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Abstract

We study a model of directed polymers in random environment in dimension $1 + d$, given by a Brownian motion in a Poissonian potential. We study the effect of the density and the strength of inhomogeneities, respectively the intensity parameter $\nu$ of the Poisson field and the temperature inverse $\beta$. Our results are: (i) fine information on the phase diagram, with quantitative estimates on the critical curve; (ii) pathwise localization at low temperature and/or large density; (iii) complete localization in a favourite corridor for large $\nu \beta^2$ and bounded $\beta$.
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1 Introduction

We study in the present article the long-time behavior of the Brownian directed polymer in dimension $d \geq 1$, under the influence of a random Poissonian environment, as introduced in [10]. Let $B = (B_t)_{t \geq 0}$ be the canonical Brownian motion in $\mathbb{R}^d$ starting at the origin, and $P$ the Wiener measure. Let also $Q$ be the law of the canonical Poisson point process $\eta$ in $\mathbb{R}_+ \times \mathbb{R}^d$ with intensity measure $\nu dtdx$, where $\nu$ is a positive parameter. Denote by $U(x) \subset \mathbb{R}^d$ the closed ball with the unit volume, centered at $x \in \mathbb{R}^d$, and by

$$H_{t}^{\eta}(B) = \text{Card}\{\text{points } (s,x) \text{ in } \eta : s \leq t, x \in U(B_s)\},$$

the number of Poisson points which are "seen" by the path $B$ up to time $t$. We are interested in the behavior of $B$ for large $t$ and typical $\eta$, under the polymer measure $\mu_t$ on the path space $C(\mathbb{R}_+ \rightarrow \mathbb{R}^d)$ given by

$$d\mu_t = \frac{1}{Z_t} \exp\{\beta H_{t}^{\eta}(B)\} \, dP \quad (1.1)$$

Here, $Z_t$ is the normalizing constant, and $\beta \in \mathbb{R}$ is a parameter. Its absolute value, being proportional to the temperature inverse, measures the strength of the inhomogeneities produced by the random environment, whereas its sign indicates whether the path prefer to visit Poisson points or to stay clear from them. The model has an interpretation in terms of branching Brownian motions in random environment. When $\beta > 0$, the Poisson points are catalyzers, and every point $(s, x)$ in $\eta$ causes an instantaneous (possibly multiple) branching with mean offspring $e^{\beta}$ to every individual passing by $x$ within distance $r_d$ at time $s$. When $\beta < 0$, the Poisson points are soft obstacles, and every point $(s, x)$ in $\eta$ kills individual passing by $x$ within distance $r_d$ at time $s$ with probability $1 - e^{\beta}$. Then, $Z_t$ is the average population at time $t$ in the environment $\eta$, e.g., the survival probability when $\beta \leq 0$, and the restriction of $\mu_t$ to time interval $[0, t]$ is the law of the ancestral line of a randomly selected individual in the population at time $t$, conditionally on survival.

This particular model was considered in [10, 11] with $\nu = 1$. As is the rule for general polymer models, a salient feature in dimension $d \geq 3$, is a phase transition between a high temperature phase ($|\beta|$ small) where inhomogeneities are inessential, and a low temperature phase ($|\beta|$ large) where inhomogeneities are crucial. The phases are first defined by thermodynamic functions, namely by the dis/agreement of the quenched and annealed free energies, but
it was discovered that they correspond to delocalized and localized behavior respectively, see [7, 9] for simpler models. The thermodynamic transition coincides with localization transition. The counterpart of the diffusive and of localized behaviors for branching Brownian motions have been studied in [33, 34] with a particular dynamics.

The proof that there exists a high temperature phase goes back to [22, 5]. The sub-region defined by the condition in (2.13) below, is called the $L^2$-region, is where $Z_t/QZ_t$ is bounded in $L^2$. There, second moment method works, showing that the polymer measure is much similar to the Wiener measure. Non perturbative results covering the full high temperature region are rare.

At low temperature, localization properties are traditionally formulated for the end point of the polymer as in [7, 9]. Recent results in [8] for the parabolic Anderson model, have led to substantial progress in understanding that localization holds in a stronger, pathwise manner there: The polymer path spends a positive proportion of time at the same location as some particular path depending on the realization of the medium. The proof crucially uses the Gaussian nature of the environment, via integration by parts formula, and it is not clear how general pathwise localization is. We observe that the concentration effect is a global phenomenon in our model, in contrast with heavy-tails potentials where only extreme statistics are relevant [2, 20] and it only matters that the random path visits the few corresponding locations. By nature, available information in the present model concerns replica overlaps. Moments, covariances, conditional moments can often be represented as expected values of independent copies of the paths sharing the same environment, so-called replica. A necessary step is to extract, from the latter, information on a single polymer.

The present model is quite natural, and interestingly enough, it is related to other polymer models. For instance, the mean field limit, $\nu \to \infty$ and $\beta \to 0$ in such a way that $\nu \beta^2 \to b^2 > 0$, is the Brownian directed polymer in a Gaussian environment. In this model introduced in [31], the environment is the generalized Gaussian process $g(t, x)$ with mean 0 and covariance

$$Q[g(t, x)g(s, y)] = b^2 \delta(t - s)|U(x) \cap U(y)|,$$

where $| \cdot |$ above denotes the Lebesgue measure. As mentioned in [26], the proofs of superdiffusivity in one space dimension and the analysis of the influence of spatial correlations for the Gaussian environment case, can be adapted to our case of a Poissonian environment.

A few exactly solvable polymer models are known so far, all of them being for $d = 1$: (i) the infinite series of Brownian queues [30, 28], which is a limit of strongly asymmetric polymers [27]; (ii) the discrete model with log-gamma weights [32, 15]; (iii) the Hopf-Cole solution of the one-dimensional Kardar-Parisi-Zhang equation [1], which is expected the universal scaling limit for polymers [12]. Exact solutions are also available at zero temperature, via determinantal processes. Note that, from [25], there is no high temperature region in dimension $d = 1$ and 2.

For disordered polymer pinning on an interface, which also shows localized phases, estimating the critical curve is an important and difficult problem [16, 21]. The similar remark also holds for bulk disorder with long range correlation [6]. Unrelated disordered systems, including the Sherrington-Kirkpatrick model, have seen the emergence of smart interpolation techniques [38, 18, 19], allowing to compare the free energy with that of an auxiliary, simpler model.

We finally mention the relations to the non directed, model of Brownian motion in a space-dependent (but time independent) Poissonian potential, which has been extensively studied in many different perspectives; We refer to [37] for a detailed overview. The spectral theory
approach and the coarse-graining method of enlargement of obstacles developed in [37] does not apply to our directed model. The latter one can be thought as the case of very strong drift in a fixed direction, or, equivalently, the problem of long crossings, which has been considered in such continuous models [40] as well as in discrete ones [23, 41].

The main objective of the present paper is to study the joint effect of the density and the strength of inhomogeneities, i.e., the influence of the intensity parameter \( \nu \) and of the temperature inverse \( \beta \). We obtain qualitative and quantitative estimates on the critical curve separating the two phases in the plane \((\beta, \nu)\). We find some auxiliary curves in this plane along which the difference between the annealed and quenched free energies is monotone, thus they do not re-enter a phase after leaving. In the spirit of the interpolation techniques mentioned above, the control of the sign of the derivative is made possible in the present model by the integration by parts formula for the Poisson process. A second set of results is for the pathwise localization in the localized phase, it applies in all space dimension \( d = 1, 2 \ldots \) (the polymer "physical" dimension being \( 1 + d \)). We define a trajectory – we call it the favourite path for obvious reasons – depending on the realization of the medium and on the parameters, in the vicinity of which the random polymer path spends a positive fraction of time. Moreover, the localization in the favourite corridor becomes complete in some region of the parameter space: we show that this fraction converges to 1 as \( \nu \beta^2 \to \infty \) with \( \beta \) remaining bounded. To parallel the notion of geodesics in last passage percolation [29], the favourite path can be viewed as a "fuzzy geodesics", and this one is essentially unique in this asymptotics.

Our paper is organized as follows: We start with notations and previous results. We then formulate our main results in section 3. In the next section we define the favourite path, the overlap between two polymer paths (replica), and prove a "two-to-one lemma", which extracts information on a single polymer path from the overlap of two replica. Section 5 contains the proofs of localization, except for an estimate, needed for complete localization, of the discrepancy of quenched and annealed free energies, which is obtained in section 6. The final section is devoted to the estimates of the critical curve.

2 The model of Brownian directed polymers in random environment

2.1 Preliminaries

We set some more notations. The environment \( \eta \) is the Poisson random measure on \( \mathbb{R}_+ \times \mathbb{R}^d \) with the intensity \( \nu > 0 \), defined on the probability space \((\mathcal{M}, \mathcal{G}, Q)\), with \( \mathcal{M} \) is the set of integer-valued Radon measure on \( \mathbb{R}_+ \times \mathbb{R}^d \), \( \mathcal{G} \) is the \( \sigma \)-field generated by the variables \( \eta(A) \), \( A \in \mathcal{B}(\mathbb{R}_+ \times \mathbb{R}^d) \). \( Q \) is the unique probability measure on \((\mathcal{M}, \mathcal{G})\) such that, for disjoint and bounded \( A_1, \ldots, A_n \in \mathcal{B}(\mathbb{R}_+ \times \mathbb{R}^d) \), the variables \( \eta(A_j) \) are independent with Poisson distribution of mean \( \nu|A_j| \); Here, \( |\cdot| \) denotes the Lebesgue measure on \( \mathbb{R}^{1+d} \). For \( t > 0 \), it is natural and convenient to introduce its restriction

\[
\eta_t(A) = \eta(A \cap ((0,t] \times \mathbb{R}^d)), \quad A \in \mathcal{B}(\mathbb{R}_+ \times \mathbb{R}^d).
\]

(2.1)

We denote by \( V_t \) the tube around the graph \( \{(s, B_s)\}_{0<s\leq t} \) of the Brownian path,

\[
V_t = V_t(B) = \{(s, x) \mid s \in (0, t], \ x \in U(B_s)\},
\]

(2.2)

where \( U(x) \subset \mathbb{R}^d \) is the closed ball with the unit volume, centered at \( x \in \mathbb{R}^d \). \( U(x) \) has radius \( r_d \). Then, for any \( t > 0 \), the polymer measure \( \mu_t^x \) can be expressed as

\[
d\mu_t = (Z_t)^{-1}\exp (\beta \eta(V_t)) \ dP,
\]

(2.3)
with the partition function $Z_t$
\[ Z_t = P[\exp(\beta \eta(V_t))] . \tag{2.4} \]

Let $f, g : I \to (0, \infty)$ be functions and $a \in \mathbb{T}$, where $I \subset \mathbb{R}$ is an interval. We write $f(x) \sim g(x)$ ($x \to a$), if $\lim_{x \to a} f(x)/g(x) = 1$. We write $f(x) \asymp g(x)$ ($x \to a$), if $0 < \lim_{x \to a} f(x)/g(x) \leq \lim_{x \to a} f(x)/g(x) < \infty$. 

### 2.2 Former results

Denote by $\lambda$ the logarithmic moment generating function of a mean-one Poisson distribution,
\[ \lambda = \lambda(\beta) = e^\beta - 1 \in (-1, \infty) . \tag{2.5} \]

The quenched free energy $p_t(\beta, \nu)$ of the polymer model with finite time horizon $t$ is
\[ p_t(\beta, \nu) = 1/t Q \ln Z_t, \tag{2.6} \]

though $1/t \ln QZ_t = \nu \lambda(\beta)$ is the annealed free energy. The case of a fixed $\nu = 1$ was considered in the papers [10, 11], but the results trivially extend to a general $\nu$. We summarize them without repeating the proof.

**Theorem 2.2.1** Let $d \geq 1, \nu > 0$ and $\beta \in \mathbb{R}$ be arbitrary.

(a) There exists a deterministic number $p(\beta, \nu) \in \mathbb{R}$ such that
\[ p(\beta, \nu) = \lim_{t \to \infty} p_t(\beta, \nu), \tag{2.7} \]
\[ = \lim_{t \to \infty} 1/t \ln Z_t, \text{ Q-a.s. and in } L^2(Q). \tag{2.8} \]

(b) The function $\beta \mapsto p(\beta, \nu)$ is convex on $\mathbb{R}$, with
\[ \nu \beta \leq p(\beta, \nu) \leq \nu \lambda. \tag{2.9} \]

The function $\beta \mapsto \nu \lambda(\beta) - p(\beta, \nu)$ is non-decreasing on $\mathbb{R}_+$ and non-increasing on $\mathbb{R}_-$. 

(c) There exist critical values $\beta^+_c = \beta^+_c(\nu) = \beta^+_c(d, \nu)$ with $-\infty \leq \beta^-_c \leq 0 \leq \beta^+_c < +\infty$, such that
\[ p(\beta, \nu) = \nu \lambda \quad \text{if} \quad \beta \in [\beta^-_c, \beta^+_c] \cap \mathbb{R}, \tag{2.10} \]
\[ p(\beta, \nu) < \nu \lambda, \quad \text{if} \quad \beta \in \mathbb{R} \setminus [\beta^-_c, \beta^+_c]. \tag{2.11} \]

(d) For $d \geq 3$, $\beta^-_c(d, \nu) < 0 < \beta^+_c(d, \nu)$, $\lim_{d \to \infty} \beta^+_c(d, \nu) = \pm \infty$, and there exists $\nu_c \in [1, \infty]$ (cf. Proposition 3.1.1 below) such that
\[ \beta^-_c(d, \nu) \left\{ \begin{array}{ll}
= -\infty & \text{if } \nu < \nu_c, \\
> -\infty & \text{if } \nu > \nu_c. 
\end{array} \right. \tag{2.12} \]

More precisely, letting
\[ a_{L^2} = \sup \left\{ a > 0 : P \left[ \exp \left( a \frac{1}{2} \int_0^\infty |U(0) \cap U(B_s)| ds \right) \right] < \infty \right\} > 0, \]
then
\[ \nu \lambda(\beta)^2 < a_{L^2} \implies p(\beta, \nu) = \nu \lambda(\beta), \]
and thus, \( \nu_c \geq a_{L^2} \) and
\[ \beta_c^{-}(d, \nu) \leq \ln \left( 1 - \sqrt{a_{L^2}/\nu} \right) < \ln \left( 1 + \sqrt{a_{L^2}/\nu} \right) \leq \beta_c^{+}(d, \nu). \]

For completeness, we mention a numerical lower bound for \( a_{L^2} \), and thus for \( \nu_c \) itself, which can be derived from the techniques of section 4.2 in [10]. Let \( \gamma_d \) denote the smallest positive zero of the Bessel function \( J_{d}^{-4/2}(\gamma) = (\gamma^2/4)^{d/2} \sum_{k \geq 0} (-\gamma^2/4)^k/(k! \Gamma(d^2/2 + k + 1)), \gamma \geq 0 \). Then, with \( r_d \) the radius of the ball \( U(0) \) with unit volume,
\[ \nu_c \geq \left( \frac{\gamma_d}{2r_d} \right)^2. \]

The lower bound has value 1.265... for \( d = 3 \), 1.792... for \( d = 4 \), 2.190... for \( d = 5 \), and \( \lim \inf_{d \to \infty} d^{-1/2} \nu_c \geq \sqrt{e/(8\pi)} = 0.329... \).

3 Main results

3.1 Phase diagram
The parameter space \( (0, \infty) \times \mathbb{R} \) splits into two regions,
\[ \mathcal{D} = \{ (\nu, \beta) : p(\nu, \beta) = \nu \lambda(\beta) \}, \quad \mathcal{L} = \{ (\nu, \beta) : p(\nu, \beta) \leq \nu \lambda(\beta) \} = \mathcal{D}^c, \]
which are called high temperature / low density region and low temperature / high density region respectively. The name is justified by observing that infinite temperature, or equivalently, \( \beta = 0 \), belongs to \( \mathcal{D} \), though zero density \( \nu = 0 \) belongs to this set. We already know from [10] that they correspond to end-point delocalized and localized phase, see (3.27) below. In the next section, we will discuss deeper aspects of localization.

We state some properties of \( \mathcal{L}, \mathcal{D} \), and of the critical curve separating the two sets,
\[ \text{Crit} = \mathcal{D} \cap \mathcal{L}. \]

It is proved in [3] that \( \mathcal{D} \) reduces to the semi-axis \( \{ \nu > 0, \beta = 0 \} \) in dimensions \( d = 1 \) and \( d = 2 \), so we focus on the case of a larger dimension. By Theorem 2.2.1 , (2.10), (2.11), we already know that \( \text{Crit} \) is the union of the graphs of the functions \( \nu \mapsto \beta_c^{-}(d, \nu) \) and \( \nu \mapsto \beta_c^{+}(d, \nu) \). Moreover, by Lemma 7.1.1 we see that \( \nu \lambda(\beta) - p(\nu, \beta) \) is non-decreasing in \( \nu \), non-decreasing in \( \beta \) for \( \beta \geq 0 \) and non-increasing in \( \beta \) for \( \beta \leq 0 \). The qualitative features of the phase diagram are summarized in figure 1, corresponding to statements all through the present Section 3.

We first answer some questions which were left open in Theorem 2.2.1, (e).

**Proposition 3.1.1** For all dimension \( d \geq 3 \), we have
\[ \nu_c < \infty \]
and
\[ \beta_c^{-}(\nu_c) = -\infty. \]

Recall for completeness that, in lower dimensions \( d = 1, 2 \), we know from [3] that \( \beta_c^{-}(\nu) = 0 \) for all \( \nu \). We prove (3.1) as a part of Corollary 5.3.2 below. By (3.1), the set \( \mathcal{D} \) contains North-West quadrants \( [\nu', \infty) \times (-\infty, \beta'] \) with \( \nu' > \nu_c, \beta' < \beta_c^{-}((\nu_c + \nu')/2) \). Once (3.1) is confirmed, (3.2) follows immediately from the definition of \( \nu_c \) and the fact that \( \mathcal{D} \) is a closed set.
3.2 Critical curves

We introduce:
\[
\alpha(\beta) = \frac{(e^\beta - 1)^2}{e^\beta (e^\beta - 1 - \beta)}, \quad \beta \in \mathbb{R}, \text{ with } \alpha(0) \overset{\text{def}}{=} 2. \quad (3.3)
\]

We note that
\[
\alpha(\beta) \text{ decreases from } \alpha(-\infty) = +\infty \text{ to } \alpha(\infty) = 1. \quad (3.4)
\]

Our first main result consists in upper and lower bounds on the critical values \(\beta_c^\pm(\nu)\). The following estimates show in particular that \(\beta_c^+(\nu)\) (resp. \(\beta_c^-(\nu)\)) is locally Lipschitz continuous and strictly decreasing (resp. increasing) in \(\nu\).

**Theorem 3.2.1** Let \(d \geq 3\).

(a1) If \(0 < \nu_0 < \nu\) and \(1 \leq \alpha \leq \alpha(\beta_c^+(\nu_0))\), then,
\[
\ln \left(1 + c_1^+(\nu_0) \left(\frac{\nu_0}{\nu}\right)^{1/\alpha}\right) \leq \beta_c^+(\nu) \leq \ln \left(1 + c_1^+(\nu_0) \left(\frac{\nu_0}{\nu}\right)^{1/2}\right), \quad (3.5)
\]
\[
c_2^+(\nu_0) \left(1 - \left(\frac{\nu_0}{\nu}\right)^{1/2}\right) \leq \beta_c^+(\nu_0) - \beta_c^+(\nu) \leq c_2^+(\nu_0) \left(\frac{\nu}{\nu_0}\right)^{1/\alpha} - 1, \quad (3.6)
\]
where \(c_1^+(\nu_0) = \lambda(\beta_c^+(\nu_0))\) and \(c_2^+(\nu_0) = 1 - \exp(-\beta_c^+(\nu_0))\).
(a2) If $0 < \nu_1 \leq \nu < \nu_0$ and $1 \leq \alpha \leq \alpha(\beta_c(\nu_1))$, then,
\[
\ln \left(1 + c_1^+(\nu_0) \left(\frac{\nu_0}{\nu}\right)^{1/2}\right) \leq \beta_c^+(\nu) \leq \ln \left(1 + c_1^+(\nu_0) \left(\frac{\nu_0}{\nu}\right)^{1/\alpha}\right),
\] (3.7)
\[
c_2^+(\nu_0) \left(1 - \left(\frac{\nu}{\nu_0}\right)^{1/2}\right) \leq \beta_c^+(\nu) - \beta_c^+(\nu_0) \leq c_2^+(\nu_0) \left(\frac{\nu}{\nu_0}\right)^{1/\alpha} - 1\right).\n\] (3.8)

(b1) If $\nu_c < \nu_0 < \nu$ (cf. (2.12)) and $\alpha(\beta_c^-(\nu_0)) \leq \alpha$, then,
\[
\ln \left(1 - c_1^-(\nu_0) \left(\frac{\nu_0}{\nu}\right)^{1/\alpha}\right) \leq \beta_c^-(\nu) \leq \ln \left(1 - c_1^-(\nu_0) \left(\frac{\nu_0}{\nu}\right)^{1/2}\right),\n\] (3.9)
\[
c_2^-(\nu_0) \left(1 - \left(\frac{\nu_0}{\nu}\right)^{1/\alpha}\right) \leq \beta_c^-(\nu) - \beta_c^-(\nu_0) \leq c_2^-(\nu_0) \left(\frac{\nu}{\nu_0}\right)^{1/2} - 1\right),\n\] (3.10)
where $c_1^-(\nu_0) = |\lambda(\beta_c^-(\nu_0))|$ and $c_2^-(\nu_0) = \exp(-\beta_c^-(\nu_0)) - 1$.

(b2) If $\nu_c < \nu_1 \triangleq \nu_0 c_2^-(\nu_0)^2 < \nu < \nu_0$ and $\alpha \geq \alpha(\beta_c^-(\nu_1))$, then,
\[
\ln \left(1 - c_1^-(\nu_0) \left(\frac{\nu_0}{\nu}\right)^{1/2}\right) \leq \beta_c^-(\nu) \leq \ln \left(1 - c_1^-(\nu_0) \left(\frac{\nu_0}{\nu}\right)^{1/\alpha}\right),\n\] (3.11)
\[
c_2^-(\nu_0) \left(\frac{\nu}{\nu_0}\right)^{1/\alpha} - 1 \leq \beta_c^-(\nu_0) - \beta_c^-(\nu) \leq c_2^-(\nu_0) \left(1 - \left(\frac{\nu}{\nu_0}\right)^{1/2}\right).\n\] (3.12)

The proof of Theorem 3.2.1 will be presented in section 7.1. From the above estimates we derive the following quantitative informations. The first one follows from (3.7) with $\nu = \nu_1$ and $\alpha = 1$, and the second one is from Corollary 5.3.2:

**Corollary 3.2.2** For $d \geq 3$, we have
\[
\beta_c^+(d, \nu) \asymp \ln(1/\nu) \quad \text{as} \quad \nu \searrow 0,
\] (3.13)
and also,
\[
|\beta_c^+(d, \nu)| \asymp 1/\sqrt{\nu} \quad \text{as} \quad \nu \nearrow \infty.
\] (3.14)

**Remark 3.2.3** In dimension $d \geq 3$, a phase transition occurs on the curve $\text{Crit}$. The function $p(\beta, \nu)$, being equal to the analytic function $\nu \lambda(\beta)$ on one side of the curve, takes a different value on the other side. We do not know what is the order of the phase transition. However, we will show that, when $d \geq 3$, the gradient of $p_t(\beta, \nu)$ converges as $t \to \infty$ to that of the limit $\nu \lambda(\beta)$, at all points of $D$, in particular those in $\text{Crit}$ (See the argument at the end of section 7.2).
3.3 Path localization

For all $t > 0$ we define, in Proposition 4.1.1 below, a measurable function $(s, \eta) \mapsto Y(t)(s)$ with values in $\mathbb{R}^d$ such that

$$
\mu_t(B_s \in U(Y(t)(s))) = \max_{x \in \mathbb{R}^d} \mu_t(B_s \in U(x)), \quad s \in [0, t].
$$

(3.15)

$Y(t)$ depends on the environment $\eta$, it is not continuous in general, however we call it the "optimal path" or "favorite path". It is convenient to introduce the notation

$$
\chi_{s,x} = \mathbf{1}_{B_s \in U(x)}
$$

for the indicator function that the path sees the point $(s, x)$, so that $\chi_{s,x} = \chi_{s,x}(B) = \mathbf{1}_{V_t}(s, x)$, and

$$
\eta(V_t) = \int \chi_{s,x} \eta_t(ds, dx).
$$

We define the overlap between two replicas $B$ and $\tilde{B}$, which plays a major role in quantitative estimates for localization:

$$
R_t = R_t(B, \tilde{B}) = \frac{1}{t} |V_t(B) \cap V_t(\tilde{B})|
$$

(3.16)

and the overlap between a polymer path and the optimal path,

$$
R^*_t = R^*_t(B, \eta) = \frac{1}{t} \int_0^t \mathbf{1}_{\{B_s \in U(Y(t)(s))\}} ds.
$$

(3.17)

Note that $R, R^*$ take values in the interval $[0, 1]$, that

$$
\mu_t^{\otimes 2}(R_t) = \frac{1}{t} \int_0^t ds \int_{\mathbb{R}^d} \mu_t(\chi_{s,x})^2 dx,
$$

(3.18)

by Fubini’s theorem, and

$$
\mu_t(R^*_t) = \frac{1}{t} \int_0^t \mu_t[\chi_{s,Y(t)(s)}] ds = \frac{1}{t} \int_0^t \max_x \mu_t[B_s \in U(x)] ds.
$$

(3.19)

We say that $\beta > 0$ [resp., $\beta < 0$] is a point of increase of $\nu \lambda - p$ if $\nu \lambda(\beta') - p(\beta', \nu) > \nu \lambda(\beta) - p(\beta, \nu)$ for all $\beta' > \beta$ [resp., $\beta' < \beta$]. If $\beta > 0$ is a point of increase for $\nu \lambda - p$, then necessarily $\beta \geq \beta^*_c$. By monotonicity in Theorem 2.2.1 (b), we already know that

$$
\left(\frac{\partial p}{\partial \beta}\right)_+ (\beta, \nu) \leq \nu \lambda'(\beta) \quad \text{for } \beta \geq 0, \quad \left(\frac{\partial p}{\partial \beta}\right)_- (\beta, \nu) \geq \nu \lambda'(\beta) \quad \text{for } \beta \leq 0,
$$

(3.20)

where $\left(\frac{\partial}{\partial \beta}\right)_-$ [resp., $\left(\frac{\partial}{\partial \beta}\right)_+$] denote the left [resp., right] derivative. For a fixed $\nu$, $\beta \mapsto p(\beta, \nu)$ is differentiable except for at most countably many $\beta$’s, and hence, $\left(\frac{\partial p}{\partial \beta}\right)_\pm (\beta, \nu) = \frac{\partial p}{\partial \beta}(\beta, \nu)$ except such $\beta$’s.

The following result, in particular (3.24) which is the punchline, shows that a localization properties of the polymer is equivalent to the strictness of the inequality (3.20), up to the exceptional non-differentiability of $p(\cdot, \nu)$.
Theorem 3.3.1 (a) There exists $c = c(d) \in (0, 1]$ such that
\[
   c \left( Q_{\mu_t}(R_t^*) \right)^2 \leq Q_{\mu_t^\otimes 2}(R_t) \leq Q_{\mu_t}(R_t^*).
\]  

(b) For $\beta \neq 0$ and $\nu > 0$, define
\[
   \delta_{\pm}(\beta, \nu) = (\nu \lambda)^{-1} \left( \nu \lambda'(\beta) - \left( \frac{\partial p}{\partial \beta} \right)_{\pm}(\beta, \nu) \right) \geq 0,
\]  
(c.f. (3.20)). Then,
\[
   \liminf_{t \to \infty} Q_{\mu_t^\otimes 2}(R_t) \geq \begin{cases} 
   e^{-\beta \delta_+}(\beta, \nu) & \text{if } \beta > 0, \\
   \delta_-(\beta, \nu) & \text{if } \beta < 0.
   \end{cases}
\]  

In particular,
\[
   \liminf_{t \to \infty} Q_{\mu_t}(R_t^*) \geq \liminf_{t \to \infty} Q_{\mu_t^\otimes 2}(R_t) > 0
\]  
whenever the inequality (3.20) is strict. Moreover,
\[
   \limsup_{t \to \infty} Q_{\mu_t^\otimes 2}(R_t) \leq \begin{cases} 
   \delta_-(\beta, \nu) & \text{if } \beta > 0, \\
   e^{\beta \delta_+}(\beta, \nu) & \text{if } \beta < 0.
   \end{cases}
\]  

(c1) For a fixed $\nu$, $\delta_-(\beta, \nu) \geq \delta_+(\beta, \nu) > 0$ if $\beta > 0$ is large enough.

(c2) For all points $\beta$ of increase of $\nu \lambda - p(\cdot, \nu)$, there exists a sequence $(\beta_k)_k$ converging to $\beta$ such that for all $k$, $p(\cdot, \nu)$ is differentiable at $\beta_k$ and $\delta_+(\beta_k, \nu) = \delta_-(\beta_k, \nu) > 0$.

The proof of Theorem 3.3.1 will be presented in section 5.2. Such statements express the strong localization properties of the polymer. In particular, the time-average $(1/t) \int_0^t 1_{B_s \in U(Y(s))} ds$ is the time fraction the polymer spends with the favourite path. Under the strictness of the inequality (3.20), the time fraction is positive. For a benchmark, we recall that, for the free measure $P$, for all smooth path $Y$ and all $\delta > 0$, there exists a positive $C$ such that for large $t$,
\[
   P \left( \frac{1}{t} \int_0^t 1_{B_s \in U(Y(s))} ds \geq \delta \right) \leq \exp\{-Ct\}
\]  
(In fact, it is not difficult to see (3.26) for $Y \equiv 0$ by applying Donsker-Varadhan’s large deviations [14]. Then, one can use Girsanov transformation to extend (3.26) to the case of smooth path $Y$.)

The results of Theorem 3.3.1 are to be compared with the results in [10], that we recall now. These ones only deal with end points, i.e., with the location of the polymer at the last moment it interacts with the medium. If $p(\nu, \beta) < \nu \lambda(\beta)$, we have by Theorem 2.3.2 and Remark 2.3.1 of [10] that
\[
   \liminf_{t \to \infty} \frac{1}{t} \int_0^t \max_{x \in \mathbb{R}^d} \mu_s(B(s) \in U(x)) ds \geq \liminf_{t \to \infty} \frac{1}{t} \int_0^t \int_{\mathbb{R}^d} \mu_s(\chi_{s,x})^2 dsdx > 0, \quad Q\text{-a.s.}
\]  
Note that $Y^{(t)}(t)$ is a maximizer of $\mu_t(B(t) \in U(x))$. As in [8], we conjecture that the set where localization occurs, coincides with the full low temperature/high density region $L$, where the quenched free energy is strictly smaller than the annealed one.
Conjecture 3.3.2

\[ \{(\nu, \beta) : \text{The inequality (3.20) is strict}\} = \mathcal{L}. \]

We now turn to complete path localization. In the region where \( \nu \beta^2 \) is large with \( \beta \) bounded, the localization becomes strong in various aspects. First of all, the fraction of time \( t^{-1} \int_0^t 1_{B_s \in U(Y_t)^{(\nu, \beta)}} \, ds \) that the polymer spends in the neighborhood of the favourite path tends to its maximum value 1. This behavior is in a sharp contrast with the benchmark mentioned above.

**Theorem 3.3.3** (Complete localization 1) Let \( \beta_0 \in (0, \infty) \) be arbitrary. Then, as \( |\beta| \leq \beta_0 \) and \( \nu \beta^2 \to \infty \),

\[
\liminf_{t \to \infty} Q_{\mu_t} (R_t^*) \geq \liminf_{t \to \infty} Q_{\mu_t^{\otimes 2}} (R_t) = 1 - O \left( (\nu \beta^2)^{-1/6} \right). \tag{3.28}
\]

In other words, for any bounded function \( \beta(\nu) \) with \( \nu \beta(\nu)^2 \to \infty \) as \( \nu \to \infty \), the limit \( \ell(\beta, \nu) = \liminf_{t \to \infty} Q_{\mu_t} (R_t^*) \in [0, 1] \) converges to its maximal value,

\[
\ell(\beta(\nu), \nu) \to 1, \quad \nu \to \infty.
\]

Of course, the parameter \( \beta \) can become small, but not too much, since no localization occurs if \( \beta = 0 \). The proof of Theorem 3.3.3, together with that of Theorem 3.3.4 below, will be presented in section 5.3.

We next extract fine additional information on the geometric properties of the Gibbs measure. For \( \delta \in (0, 1/2) \) define the \((\delta, t)\)-negligible set as

\[ N_{\delta, t}^\nu = \left\{ (s, x) \in [0, t] \times \mathbb{R}^d : \mu_t(\chi_{s,x}) \leq \delta \right\}, \]

and the \((\delta, t)\)-predominant set as

\[ P_{\delta, t}^\nu = \left\{ (s, x) \in [0, t] \times \mathbb{R}^d : \mu_t(\chi_{s,x}) \geq 1 - \delta \right\}. \]

As suggested by the names, \( N_{\delta, t}^\nu \) is the set of space-time locations the polymer wants to stay away from, and \( P_{\delta, t}^\nu \) is the set of locations the polymer likes to visit. Both sets depend on the environment.

**Theorem 3.3.4** (Complete localization 2) For all \( 0 < \delta < 1/2 \), we have as \( |\beta| \leq \beta_0 \) and \( \nu \beta^2 \to \infty \),

\[
\limsup_{t \to \infty} Q_{\mu_t} \left[ \frac{1}{t} \left| (N_{\delta, t}^\nu \cup P_{\delta, t}^\nu)^C \right| \right] = O \left( (\nu \beta^2)^{-1/6} \right), \tag{3.30}
\]

\[
\limsup_{t \to \infty} Q_{\mu_t} \left[ \frac{1}{t} \left| V_t(B) \cap N_{\delta, t}^\nu \right| \right] = O \left( (\nu \beta^2)^{-1/6} \right), \tag{3.31}
\]

\[
\limsup_{t \to \infty} Q_{\mu_t} \left[ \frac{1}{t} \left| V_t(B)^C \cap P_{\delta, t}^\nu \right| \right] = O \left( (\nu \beta^2)^{-1/6} \right). \tag{3.32}
\]

Recall that \( \cdot \) denotes the Lebesgue measure on \( \mathbb{R}_+ \times \mathbb{R}^d \), and note that \( |N_{\delta, t}^\nu| = |V_t(B)^C| = \infty \).

The limits (3.30), (3.31), (3.32), bring information on how is the corridor around the favourite path where the measure concentrates for large \( \nu \beta^2 \). In this limit:
• most (in Lebesgue measure) time-space locations become negligible or predominant,
• most (in Lebesgue and Gibbs measures) negligible locations are outside the tube around the polymer path,
• most (in Lebesgue and Gibbs measures) predominant locations are inside the tube around the polymer path.

The trace \(\{x \in \mathbb{R}^d : \mu_t(\chi_{s,x}) \geq 1 - \delta\}\) at time \(t\) of the \((\delta,t)\)-predominant set is reminiscent of the \(\epsilon\)-atoms discovered in the discrete setting in [39], with \(\epsilon = 1 - \delta\).

4 Replica overlaps and favourite path

We build on ideas similar to [8]. Since the state space is continuous, some measurability issues appear, but also the geometric properties of the path measure are of interest.

4.1 Favourite path

For all times \(s \leq t\), the function \(x \mapsto \mu_t(B_s \in U(x)) = \mu_t(\chi_{s,x})\) achieves its maximum, and the set of maximizers is compact. We want to consider ”the maximizer”, by selecting a specific element in the argmax in case of multiplicity, but this can be effective only with some measurability property. For a function \(f : \mathbb{R}^d \to \mathbb{R}\) and a set \(A \subseteq \mathbb{R}^d\), we denote by

\[
\arg \max_{x \in A} f(x) = \{x \in A : f(x) = \sup_{z \in A} f(z)\}
\]

(4.1)

the set of the maximizer of \(f\) on \(A\).

**Proposition 4.1.1** There exists a measurable subset \(\mathcal{M}^0 \subset \mathcal{M}\), and for each fixed \(t > 0\), a measurable function

\[(s, \eta) \mapsto Y^{(t)}(s) : [0, t] \times \mathcal{M}^0 \to \mathbb{R}^d\]

such that

\[Q(\mathcal{M}^0) = 1 \text{ and } Z_t(\eta) < \infty \text{ for all } \beta \in \mathbb{R}, t > 0 \text{ and } \eta \in \mathcal{M}^0,\]

(4.2)

\[Y^{(t)}(s) \in \arg \max_{x \in \mathbb{R}^d} \mu_t(B_s \in U(x)).\]

(4.3)

As indicated in the notation, we will regard \(Y^{(t)}(\cdot)\) as a function on \([0, t]\), which depends on \(t\), but we keep in mind that it also depends on \(\beta\) and on \(\eta \in \mathcal{M}^0\). It is not continuous in general, however we call it the ”favourite path”.

Proof of Proposition 4.1.1: We recall that \(\mathcal{M}\) is a Polish space under the vague topology \(\mathcal{T}\) [24, p. 170, 15.7.7] and that the Borel \(\sigma\)-field \(\sigma[\mathcal{T}]\) coincides with \(\mathcal{G}\) [24, p. 32, Lemma 4.1]. This observation enables us to exploit a measurable selection theorem from [36, p.289, Theorem 12.1.10], as we explain now.

We start with the definition of \(\mathcal{M}^0\). Let \(r = r_d\) be the radius of \(U(0)\) and

\[
\tilde{V}_t = \{(s, x) \in [0, t] \times \mathbb{R}^d : \exists u \geq 0, |u - s| \leq 1, |x - B_u| \leq r + 1\}
\]
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be an enlargement of $V_t$. We define

$$
\mathcal{M}^0 = \bigcap_{\beta, t > 0} \left\{ \eta \in \mathcal{M} : P[\exp(\beta \eta(\widetilde{V}_t))] < \infty \right\},
$$

(4.4)

which satisfies (4.2). In the following argument, we always assume that $\eta \in \mathcal{M}^0$. With

$$
Z_t(s, x, \eta) = P[\zeta_t(\eta); B_s \in U(x)], \quad \zeta_t(\eta) = \exp\{\beta \eta(V_t)\},
$$

we can write the right-hand side of (4.3) as

$$
\arg \max_{x \in \mathbb{R}^d} \mu_t(B_s \in U(x)) = \arg \max_{x \in \mathbb{R}^d} Z_t(s, x, \eta).
$$

Thus, we wish to select a maximizer of $x \mapsto Z_t(s, x, \eta)$ as a measurable function in $(s, \eta)$. As can be seen below, our method relies heavily on the continuity of the functions we work with (cf. the proof of Lemma 4.1.2). Unfortunately, $Z_t(s, x, \eta)$ is discontinuous at all $(s, x, \eta)$ such that $\eta(\{s\} \times U(x)) \geq 1$. To circumvent this obstacle, we will consider a continuous approximation of $Z_t(s, x, \eta)$ (cf. (4.5) below), together with a cut-off of $x$-variables. Let $\varphi : \mathbb{R} \to \mathbb{R}_+$ be continuous, supported inside $[-1, 1]$, and the integral equal to one. For $k \geq 1$, let $\varphi^{(k)}(t) = k \varphi(k t)$, and $\psi^{(k)}(x) = [1 - k \times \text{dist}(x, U(0))]_+$. Then we have, as $k \to \infty$, $\varphi^{(k)}(t) dt \to \delta_0(dt)$ weakly, and $\psi^{(k)} \to 1_{U(0)}$ pointwise. Define

$$
\zeta_t^{(k)}(\eta) = \exp\{\beta \int \eta_t(du) \int \varphi^{(k)}(s-u) \psi^{(k)}(B_u - x) du\},
$$

and

$$
Z_t^{(k)}(s, x, \eta) = P[\zeta_t^{(k)}(\eta); B_s \in U(x)].
$$

(4.5)

Note that, with $u^+ = \max\{u, 0\}$,

$$
\zeta_t^{(k)}(\eta) \leq \exp(\beta^+ \eta(\widetilde{V}_{t+1})),
$$

(4.6)

and hence $Z_t^{(k)}(s, x, \eta) < \infty$ for all $\eta \in \mathcal{M}^0$. Let $\mathcal{K}$ be the totality of compact subsets in $\mathbb{R}^d$, equipped with the Hausdorff metric. Then, we will show in Lemma 4.1.2 below that, for any integer $\ell \geq 1$, the mapping,

$$
(s, \eta) \mapsto K^{(k, \ell)}(s, \eta) = \arg \max_{x \in [-\ell, \ell]^d} Z_t^{(k)}(s, x, \eta)
$$

(4.7)

defined by (4.1), is Borel measurable from $[0, t] \times \mathcal{M}^0$ to $\mathcal{K}$. Thanks to this measurability, which we will assume for the moment, we deduce from the measurable selection theorem mentioned above, that there exists a measurable mapping $Y^{(t, k, \ell)} : [0, t] \times \mathcal{M}^0 \to [-\ell, \ell]^d$ such that

$$
Y^{(t, k, \ell)}(s, \eta) \in K^{(k, \ell)}(s, \eta).
$$

We now let $k \to \infty$. First, we see from a standard mollifier argument that $\zeta_t^{(k)}(\eta) \xrightarrow{k \to \infty} \zeta_t(\eta)$ for fixed $\eta$ and $B$. Thus, we have by (4.6) and the dominated convergence theorem that

$$
\forall \eta \in \mathcal{M}^0, \quad Z_t^{(k)}(s, x, \eta) \xrightarrow{k \to \infty} Z_t(s, x, \eta) \quad \text{uniformly in } (s, x) \in [0, t] \times \mathbb{R}^d.
$$

(4.8)
This implies that every limit point of $Y^{(t,k,\ell)}(s,\eta)$ as $k \to \infty$ is a maximizer of $x \to Z_t(s, x, \eta)$ on $[-\ell, \ell]^d$. We construct such a limit point in a measurable manner: the lower limit of the first component $\mathfrak{L}_1 = \lim \inf_k Y_1^{(t,k,\ell)}$ is measurable in $(s, \eta)$, and we can define an extractor by

$$k(m) = \inf \{ k > k(m - 1) : Y_1^{(t,k,\ell)} \leq \mathfrak{L}_1 + (1/m) \},$$

which depends on $(s, \eta)$ in a measurable manner. We now restrict to the sequence $(Y^{(t,k(m),\ell)}; m \geq 1)$ of measurable functions, whose first coordinate converges. Now we repeat extraction for the other coordinates, starting with the second one. We end up with a converging subsequence that we still denote by the same symbol $(Y^{(t,k(m),\ell)}; m \geq 1)$ which converges pointwise as $m \to \infty$ to some $Y^{(t,\ell)}$, a maximizer of $Z_t(s, x)$ on $[-\ell, \ell]^d$, and which is measurable. Note now that

$$\ell(s, \eta) = \inf \{ \ell \geq 1 : \max_{x \in [-\ell, \ell]^d} Z_t(s, x) = \max_{x \in \mathbb{R}^d} Z_t(s, x) \},$$

is measurable. Hence, it suffices to take $Y^{(t)}(s) = Y^{(t,\ell(s,\eta))}$, this ends the proof. \qed

**Lemma 4.1.2** The mapping (4.7) is Borel measurable.

Proof: We approximate the set $\mathcal{M}^0$ (cf. (4.4)) by:

$$\mathcal{M}_{\beta,t,L}^0 \overset{\text{def}}{=} \{ \eta \in \mathcal{M}^0 : P \exp(2\beta^+ \eta(V_{t+1})) \leq L \} \cap \mathcal{M}^0, \quad L \nearrow \infty.$$

Here, the parameters $\beta$ and $t$ of $\mathcal{M}_{\beta,t,L}^0$ are the same as those of $Z_t^{(k)}(s, x, \eta)$. It is now enough to prove the Borel measurability of $K^{(k,\ell)}(s, \eta)$ on $[0, t] \times \mathcal{M}_{\beta,t,L}^0$ for any $L$. For such measurability, the following sufficient condition is known, cf. [36, p.289, Lemma 12.1.8]:

For any sequence $(s_n, \eta_n) \to (s_0, \eta_0)$ in $[0, t] \times \mathcal{M}_{\beta,t,L}^0$, and $x_n \in K^{(k,\ell)}(s_n, \eta_n)$, it is true that $x_n$ has a limit point $x_0$ in $K^{(k,\ell)}(s_0, \eta_0)$.

Let us verify the above criterion. We start by noting that, for fixed $k$,

$$(s, x, \eta) \to Z_t^{(k)}(s, x, \eta)$$

is continuous on $[0, t] \times \mathbb{R}^d \times \mathcal{M}_{\beta,t,L}^0$. (4.10)

In fact, suppose that $(s_n, x_n, \eta_n) \to (s, x, \eta)$ in $[0, t] \times \mathbb{R}^d \times \mathcal{M}_{\beta,t,L}^0$. We write:

$$|Z_t^{(k)}(s_n, x_n, \eta_n) - Z_t^{(k)}(s, x, \eta)| \leq |Z_t^{(k)}(s_n, x_n, \eta_n) - Z_t^{(k)}(s_n, x_n, \eta)| + |Z_t^{(k)}(s_n, x_n, \eta) - Z_t^{(k)}(s, x, \eta)| \leq I_n + J_n,$$

where

$$I_n = P[|\zeta_t^{(k)}(\eta_n) - \zeta_t^{(k)}(\eta)|], \quad J_n = P[\sqrt{\zeta_t^{(k)}(\eta_n)^2]} |X_{s,x} - \chi_{s_n,x_n}|^2 |X_{s,x} - \chi_{s_n,x_n}|^2|^{1/2}.$$

We have that $I_n \overset{n \to \infty}{\to} 0$, since $\zeta_t^{(k)}(\eta_n) \overset{n \to \infty}{\to} \zeta_t^{(k)}(\eta)$ for fixed $B$, and $\{\zeta_t^{(k)}(\eta) : \eta \in \mathcal{M}_{\beta,t,L}^0\}$ is uniformly integrable. On the other hand, we have $J_n \overset{n \to \infty}{\to} 0$, since $P[\sqrt{\zeta_t^{(k)}(\eta)^2}] < \infty$ for $\eta \in \mathcal{M}_{\beta,t,L}^0$, and $P(B_s \in \partial U(x)) = 0$.

To verify (4.9), let $(s_n, \eta_n), (s_0, \eta_0)$ and $x_n$ be as its assumption. Since $[-\ell, \ell]^d$ is compact, we can take a converging subsequence $x_{n(j)} \to x_0$ as $j \to \infty$. On the other hand, we see as a consequence of (4.10) that

$$(s, \eta) \mapsto \max_{x \in [-\ell, \ell]^d} Z_t^{(k)}(s, x, \eta)$$

is lower semi-continuous. (4.11)
Hence,

\[ Z_t^{(k)}(s_0, x_0, \eta_0) = \lim_{j \to \infty} Z_t^{(k)}(s_{n(j)}, x_{n(j)}, \eta_{n(j)}) \]

\[ = \lim_{j \to \infty} \max_{x \in [-\ell, \ell]^d} Z_t^{(k)}(s_{n(j)}, x, \eta_{n(j)}) \]

\[ \geq \max_{x \in [-\ell, \ell]^d} Z_t^{(k)}(s_0, x, \eta_0). \]

Thus, we have verified (4.9).

\[ \square \]

### 4.2 Overlaps

In the next section, we will obtain information in a two-replica system, hence on the value of \( R_t \). In order to translate it into one for a single path of the polymer measure, we will use an elementary lemma, where the first item takes care of positive overlaps, and the second one of values close to 1. Recall definitions (3.16) and (3.17) of \( R_t, R^*_t \).

**Lemma 4.2.1 (Two-to-one lemma)** Almost surely, we have the following:

(i) \( \exists c = c(d) \in (0, 1) \) such that

\[ c \mu_t(R^*_t)^2 \leq \mu_t^\otimes 2(R_t) \leq \mu_t(R^*_t); \]

(ii)

\[ \mu_t(1 - R^*_t) \leq \mu_t^\otimes 2(1 - R_t). \]

Moreover, for all \( \delta \in (0, 1/2] \),

\[ \frac{1}{t} \left| \left\{ (s, x) \in [0, t] \times \mathbb{R}^d : \mu_t(\chi_{s,x}) \in [\delta, 1 - \delta] \right\} \right| \leq \frac{1}{\delta(1 - \delta)} \mu_t^\otimes 2(1 - R_t), \]

(4.14)

\[ \mu_t \left[ \frac{1}{t} \right| V_t(B) \bigcap \left\{ (s, x) : \mu_t(\chi_{s,x}) \leq \delta \right\} \right| \leq \frac{1}{1 - \delta} \mu_t^\otimes 2(1 - R_t), \]

(4.15)

\[ \mu_t \left[ \frac{1}{t} \right| V_t(B) \bigcap \left\{ (s, x) : \mu_t(\chi_{s,x}) \geq 1 - \delta \right\} \right| \leq \frac{1}{1 - \delta} \mu_t^\otimes 2(1 - R_t), \]

(4.16)

**Proof of the Lemma**: Since

\[ \mu_t^\otimes 2(R_t) = \frac{1}{t} \int_0^t \int \mu_t(\chi_{s,x})^2 dx ds \]

\[ \leq \frac{1}{t} \int_0^t ds \max_x \mu_t[B_s \in U(x)] \times \int_{\mathbb{R}^d} \mu_t(\chi_{s,x}) dx \]

\[ = \mu_t(R^*_t), \]

that is the right-hand-side inequality of (4.12). To prove the left-hand-side, we introduce a smaller ball \( \frac{1}{2}U(0) = \{ \frac{1}{2}z ; z \in U(0) \} \). By the Schwarz inequality,

\[ \int_{\mathbb{R}^d} \mu_t \left[ B_s \in U(z) \right]^2 dz \geq \left| \frac{1}{2}U(0) \right|^{-1} \left( \int_{y + \frac{1}{2}U(0)} \mu_t \left[ B_s \in U(z) \right] dz \right)^2 \]

\[ \geq 2^d \left( \int_{y + \frac{1}{2}U(0)} \mu_t \left[ B_s \in y + \frac{1}{2}U(0) \right] dz \right)^2 \]

\[ = 2^{-d} \mu_t \left[ B_s \in y + \frac{1}{2}U(0) \right]^2, \]
where we have used the triangular inequality in the second line. By additivity of $\mu_t$, 
\[
\max_{y \in \mathbb{R}^d} \mu_t [B_s \in U(y)] \leq c' \max_{y \in \mathbb{R}^d} \mu_t [B_s \in y + \frac{1}{2} U(0)],
\]
with $c' = c'(d)$ the minimal number of translates of $\frac{1}{2} U(0)$ necessary to cover $U(0)$. Combining these two estimates and integrating on $[0, t]$, we complete the proof of of (4.12).

The claim (4.13) is a reformulation of the second one in (4.12). The last claims follow from the inequality 
\[
u(1 - u) \geq (1 - \delta)\nu_{u < \delta} + \delta(1 - \delta)\nu_{[\delta, 1 - \delta]} + (1 - \delta)(1 - u)\nu_{u > 1 - \delta}.
\]
Setting $A_s = \{x : \mu_t(\chi_{s,x}) \in [\delta, 1 - \delta]\}$ and writing 
\[
\mu_t^\otimes 2 (1 - R_t) = \frac{1}{t} \int_0^t \int_{\mathbb{R}^d} [\mu_t(\chi_{s,x}) - \mu_t(\chi_{s,x})^2] \, dx \, ds
\]
\[
\geq \frac{1}{t} \int_0^t \int_{A_s} [\mu_t(\chi_{s,x}) - \mu_t(\chi_{s,x})^2] \, dx \, ds
\]
\[
\geq \delta(1 - \delta) \frac{1}{t} \int_0^t \left| \{x : \mu_t(\chi_{s,x}) \in [\delta, 1 - \delta]\} \right| \, ds,
\]
which yields (4.14). For the next one, we write 
\[
\mu_t^\otimes 2 (1 - R_t) = \frac{1}{t} \int_0^t \int_{\mathbb{R}^d} [\mu_t(\chi_{s,x}) - \mu_t(\chi_{s,x})^2] \, dx \, ds
\]
\[
\geq (1 - \delta) \frac{1}{t} \int_0^t \int_{\mathbb{R}^d} \mu_t(\chi_{s,x}) \nu_{\mu_t(\chi_{s,x}) < \delta} \, ds \, dx
\]
\[
= (1 - \delta) \mu_t \left[ \frac{1}{t} \int_0^t \int_{\mathbb{R}^d} \mathbf{1}_{\mu_t(\chi_{s,x}) < \delta, B_s \in U(x)} \right] \, ds \, dx,
\]
which is (4.15). The last claim can be proved similarly. \qed

5 The arguments of the proof of path localization

We need estimates on the free energy $p(\beta, \nu)$ and/or its derivative. By definition of the critical values, we have strict inequality between the quenched free energy $p(\beta, \nu)$ and the annealed one $\nu \lambda(\beta)$, which was enough when dealing with fixed parameters such that $\beta \notin [\beta^- c, \beta^+ c]$ to get end-point localization via semi-martingale decomposition. For path localization, we use an integration by parts formula.

5.1 Integration by parts

By an elementary computation, we see that, for a Poisson variable $Y$ with parameter $\theta$, the identity $\mathbb{E} Y f(Y) = \theta \mathbb{E} f(Y + 1)$ holds for all non negative function $f$. This is in fact the integration by parts formula for the Poisson distribution, it implies the first property below, already used in [10], that we complement by a second formula, more alike to usual integration by parts formulas.
Proposition 5.1.1  (i) For \( h : [0, t] \times \mathbb{R}^d \times \mathcal{M} \to \mathbb{R}_+ \) a measurable function, we have

\[
Q \left[ \int h(s, x; \eta_t) \eta_t(\text{d}sx) \right] = \nu \int_{[0,t] \times \mathbb{R}^d} dsdx Q \left[ h(s, x; \eta_t + \delta_{s,x}) \right].
\]  

(5.1)

(ii) Let \( h : [0, t] \times \mathbb{R}^d \times \mathcal{M} \to \mathbb{R} \) be a measurable function, such that there exists a compact \( K \subset \mathbb{R}^d \) with \( h(s, x; \eta) = 0 \) for all \( s \leq t, \eta \in \mathcal{M}, x \notin K \), and such that \( \int_{[0,t] \times \mathbb{R}^d} dsdx Q [h(s, x; \eta_t)] < \infty \). Then, with \( \tilde{\eta}_t(\text{d}sx) = \eta(\text{d}sx) - \nu dsdx \), we have

\[
Q \left[ \int h(s, x; \eta_t) \tilde{\eta}_t(\text{d}sx) \right] = \nu \int_{[0,t] \times \mathbb{R}^d} dsdx Q \left[ h(s, x; \eta_t + \delta_{s,x}) - h(s, x; \eta_t) \right].
\]  

(5.2)

Proof: Recall the (shifted) Palm measure \( Q_{s,x} \) of the point process \( \eta_t \), which can be thought of as the law of \( \eta_t \) “given that \( \eta_t \{ (s, x) \} = 1 \).” By definition of the Palm measure,

\[
Q[\int h(s, x; \eta_t) \eta_t(\text{d}sx)] = \nu \int_{[0,t] \times \mathbb{R}^d} dsdx \int_{\mathcal{M}} h(s, x; \eta) Q_{s,x}(d\eta).
\]

By Slivnyak’s theorem [35, page 50] for the Poisson point process \( \eta_t \), the Palm measure \( Q_{s,x} \) is the law of \( \eta_t + \delta_{s,x} \), hence the right-hand-side of the above formula is equal to the right-hand-side of (i). The equality (ii) follows by considering the positive and negative parts of \( h \). \( \square \)

Define

\[
\hat{p}_t(\beta, \nu) = p_t(\beta, \nu) - \nu \beta,
\]

(5.3)

which is a convex function of \( \beta \). By differentiation and using Proposition 5.1.1 we obtain the following

Lemma 5.1.2 For all \( \beta \in \mathbb{R} \),

\[
t \frac{\partial \hat{p}_t}{\partial \beta}(\beta, \nu) = \nu e^\beta \int_{[0,t] \times \mathbb{R}^d} dsdx \frac{\mu_t(X_{s,x})}{1 + \lambda \mu_t(X_{s,x})},
\]

(5.4)

and therefore

\[
t \frac{\partial \hat{p}_t}{\partial \beta}(\beta, \nu) = \nu \lambda \int_{[0,t] \times \mathbb{R}^d} dsdx Q \frac{\mu_t(X_{s,x}) - \mu_t(X_{s,x})^2}{1 + \lambda \mu_t(X_{s,x})},
\]

(5.5)

\[
t \frac{\partial}{\partial \beta}(\nu \lambda \beta - p_t(\beta, \nu)) = \nu e^\beta \lambda \int_{[0,t] \times \mathbb{R}^d} dsdx \frac{\mu_t(X_{s,x})^2}{1 + \lambda \mu_t(X_{s,x})}.
\]

(5.6)

Proof: With the identity \((\partial/\partial \beta) \ln Z_t = \mu_t(\eta(V_t))\), we obtain from Fubini’s theorem and Proposition 5.1.1,

\[
t \frac{\partial \hat{p}_t}{\partial \beta}(\beta, \nu) = \nu \lambda \int_{[0,t] \times \mathbb{R}^d} dsdx \frac{\nu Q \left[ \int h(s, x; \eta_t) \eta_t(\text{d}sx) \right]}{1 + \lambda \mu_t(X_{s,x})},
\]

(5.5)

\[
= \nu Q \int_{[0,t] \times \mathbb{R}^d} dsdx \frac{\nu P[\chi_{s,x} e^{\beta(\eta + \delta_{s,x})}(V_t)]}{P[e^{\beta(\eta + \delta_{s,x})}(V_t)]}
\]

(5.5)

\[
= \nu Q \int_{[0,t] \times \mathbb{R}^d} dsdx \frac{\nu e^\beta P[\chi_{s,x} e^{\beta(\eta + \delta_{s,x})}(V_t)]}{P[(\lambda \chi_{s,x} + 1)e^{\beta}(V_t)]}
\]

(5.5)

\[
= \nu e^\beta Q \int_{[0,t] \times \mathbb{R}^d} dsdx \frac{\mu_t[X_{s,x}]}{1 + \lambda \mu_t[X_{s,x}]},
\]

(5.7)
which is the first claim. Since \( t = \int_{[0,t] \times \mathbb{R}^d} dsdx \mu_t \), we can express the left-hand side of (5.5) as \( \nu \int dsdx \psi(\mu_t(x_s, x)) \), where
\[
\psi(u) = e^{\beta} \frac{u}{1 + \lambda u} - u = \lambda u - \frac{u^2}{1 + \lambda u} \quad (5.8)
\]
by definition of \( \lambda \), and similarly, the left-hand side of (5.6) as \( \nu \int dsdx \phi(\mu_t(x_s, x)) \), where
\[
\phi(u) = -e^{\beta} \frac{u}{1 + \lambda u} + e^{\beta} u = e^{\beta} \frac{u^2}{1 + \lambda u} \quad (5.9)
\]
For further use, note that we have for \( u \in [0, 1] \) and \( \beta \in \mathbb{R} \),
\[
e^{-\beta^+} \lambda (u - u^2) \leq \psi(u) \leq e^{-\beta^-} \lambda (u - u^2), \quad (5.10)
\lambda u^2 \leq \phi(u) \leq e^{\beta} \lambda u^2. \quad (5.11)
\]

5.2 Proof of path localization, Theorem 3.3.1

From Lemma 5.1.2 we can easily recover the following inequalities.

**Lemma 5.2.1** We have
\[
\nu \leq \left( \frac{\partial p}{\partial \beta} \right)_-(\beta, \nu) \leq \left( \frac{\partial p}{\partial \beta} \right)_+(\beta, \nu) \leq \nu \lambda'(\beta), \quad \beta \geq 0,
\]
and
\[
\nu \geq \left( \frac{\partial p}{\partial \beta} \right)_+(\beta, \nu) \geq \left( \frac{\partial p}{\partial \beta} \right)_-(\beta, \nu) \geq \nu \lambda'(\beta), \quad \beta \leq 0.
\]

**Proof:** Inequalities follow from (5.5), (5.6) and the convexity. \( \square \)

We now turn to the:

**Proof of Theorem 3.3.1:** We consider the case \( \beta > 0 \), the other case being similar.

(a) follows from (4.12) and Jensen’s inequality.

(b): We first note that
\[
e^{-\beta} Q \mu_t^{\otimes 2}(R_t) \leq \frac{1}{t} \int_{[0,t] \times \mathbb{R}^d} dsdx Q \left( \frac{\mu_t(x_s, x)}{1 + \lambda \mu_t(x_s, x)} \right)^2 \leq Q \mu_t^{\otimes 2}(R_t).
\]
by (3.18) and (5.11). On the other hand, let \( f_n : \mathbb{R} \to \mathbb{R}, \ n = 1, 2, ... \) be a sequence of convex functions which converges to a function \( f \) pointwise. Then, it is easy to see that
\[
\left( \frac{df}{d\beta} \right)_- \leq \liminf_{n \to \infty} \left( \frac{df_n}{d\beta} \right)_- \leq \limsup_{n \to \infty} \left( \frac{df_n}{d\beta} \right)_+ \leq \left( \frac{df}{d\beta} \right)_+. \quad (5.12)
\]
This, together with (5.6), can be used as follows:
\[
\nu \lambda e^\beta \liminf_{t \to \infty} \frac{1}{t} \int_{[0,t] \times \mathbb{R}^d} dsdx Q \left( \frac{\mu_t(x_s, x)}{1 + \lambda \mu_t(x_s, x)} \right)^2 \leq \nu \lambda'(\beta) - \limsup_{t \to \infty} \frac{\partial p_t}{\partial \beta}(\beta, \nu) \quad (5.6)
\]
\[
\nu \lambda e^\beta \limsup_{t \to \infty} \frac{1}{t} \int_{[0,t] \times \mathbb{R}^d} dsdx Q \left( \frac{\mu_t(x_s, x)}{1 + \lambda \mu_t(x_s, x)} \right)^2 \leq \nu \lambda'(\beta) - \liminf_{t \to \infty} \frac{\partial p_t}{\partial \beta}(\beta, \nu) \quad (5.12)
\]
Putting things together, we get (3.23) and (3.25).

(c1): We see from the proof of [10, (2.9)] that, for a fixed \( \nu > 0 \), and \( \beta > 0 \) large,
\[
p(\beta, \nu) \leq C_1 \sqrt{\nu \lambda}, \quad C_1 = C_1(d) \in (0, \infty).
\] (5.13)

Suppose that \( \beta > 0 \) is sufficiently large. Then, by the convexity of \( p(\cdot, \nu) \) and (5.13),
\[
\left( \frac{\partial p}{\partial \beta} \right)_+ (\beta, \nu) \leq p(\beta + 1, \nu) - p(\beta, \nu) \leq C_2 \sqrt{\nu \lambda}, \quad (C_2 = C_2(d) \in (0, \infty)) \leq \nu e^\beta,
\]
hence \( \delta_+ (\beta, \nu) > 0 \).

(c2): By convexity, \( p(\cdot, \nu) \) is almost everywhere differentiable. If \( \beta \) is a point of increase, we have for \( \beta_0 > \beta \),
\[
0 < \nu \lambda(\beta_0) - p(\beta_0, \nu) - \nu \lambda(\beta) + p(\beta, \nu) = \int_{\beta}^{\beta_0} \left( \nu \lambda'(b) - \frac{\partial p}{\partial \beta}(b, \nu) \right) db.
\]
Then the set of \( b \in (\beta, \beta_0) \) such that the integrand is positive has non zero Lebesgue measure. Since this holds for all \( \beta_0 > \beta \), we conclude that there exists a decreasing sequence \( \beta_k \downarrow \beta \) with the desired properties. This ends the proof. \( \square \)

5.3 Proof of complete localization

Complete localization holds in the asymptotics \( |\beta| \leq \beta_0 < \infty, \nu \beta^2 \rightarrow \infty \) because the quenched free energy diverges in a slower manner than the annealed one. Precisely, we will establish the following asymptotic estimate, which is key for a number of our results.

**Theorem 5.3.1** Let \( \beta_0 \in (0, \infty) \) be arbitrary. Then,
\[
p(\nu, \beta) = \beta \nu + O((\nu \beta^2)^{5/6}), \quad \text{as } |\beta| \leq \beta_0 \text{ and } \nu \beta^2 \rightarrow \infty.
\] (5.14)

This estimate implies (3.14) as well as (3.1):

**Corollary 5.3.2** In the notations of Theorem 2.2.1, we have:
(i) For all dimension \( d \), \( \nu_c < \infty \).
(ii) For \( d \geq 3 \), \( |\beta^\pm_c (d, \nu)| \approx 1/\sqrt{\nu} \) as \( \nu \rightarrow \infty \).

Proof: (i) It is enough to show that \( p(\beta, \nu) < \nu \lambda \) for negative \( \beta \) and large \( \nu \). For fix \( \beta < 0 \) and \( \nu \rightarrow \infty \), we have \( p(\beta, \nu) \sim \beta \nu \) by Theorem 5.3.1. In addition to \( \beta < \lambda(\beta) \), this shows that \( p(\beta, \nu) < \nu \lambda \) for large \( \nu \), and then \( \nu_c \) is finite.
(ii) Since
\[
|\beta^\pm_c (d, \nu)| \geq |\ln(1 \pm \sqrt{a_2 / \nu})| \sim \sqrt{a_2 / \nu},
\]
we concentrate on the upper bound. We first consider the limit \( \beta \rightarrow 0 \) and \( \nu \beta^2 \rightarrow \infty \). Note that \( \nu \lambda = \nu \beta + \nu \beta^2 / 2 + o(\nu \beta^2) \) in this limit. Comparing this to (5.14), we see that there exist a small \( \beta_0 > 0 \) and a large \( M > 0 \) such that \( p(\nu, \beta) < \nu \lambda \) if \( |\beta| \leq \beta_0 \) and \( \nu \beta^2 \geq M \). Hence, by monotonicity (Lemma 7.1.1(b)–(c)), we have \( p(\nu, \beta) < \nu \lambda \), if \( \nu \geq (M/\beta_0^2) \lor (M/\beta^2) \). This implies \( \nu \beta^\pm_c (d, \nu)^2 \leq M \) if \( \nu \geq M/\beta_0^2 \), which finishes the proof. \( \square \)
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With Theorem 5.3.1 at hand, we can complete:

Proof of Theorem 3.3.3: By Lemma 4.2.1, it is enough to prove (3.29). We assume \( \beta > 0 \), the other case being similar. Recall (5.3). By the convexity of \( \hat{p}_t(\beta) \) in \( \beta \),

\[
\hat{p}_t(2\beta) - \hat{p}_t(\beta) \geq \frac{\beta \nu \lambda(\beta)}{t} \int_{[0,t] \times \mathbb{R}^d} dsdx Q \frac{\mu_t(x,s) - \mu_t(x,s,x)^2}{1 + \lambda \mu_t(x,s,x)}.
\]

Note that \( 1 + \lambda(\beta)u \leq e^{\beta u} \leq e^{\beta u} \) if \( 0 \leq u \leq 1 \). Therefore,

\[
e^{\beta u} \frac{\hat{p}_t(2\beta) - \hat{p}_t(\beta)}{\beta \nu \lambda(\beta)} \geq \frac{1}{t} \int_{[0,t] \times \mathbb{R}^d} dsdxQ [\mu_t(x,s) - \mu_t(x,s,x)^2]
= 1 - Q \mu_t^{\oplus^2}(R_t),
\]
and hence,

\[
1 - \lim_{t \to \infty} Q \mu_t^{\oplus^2}(R_t) \leq e^{\beta u} \frac{\hat{p}_t(2\beta) - \hat{p}_t(\beta)}{\nu \lambda(\beta)} \overset{(5.14)}{=} \mathcal{O} ((\nu \beta^2)^{-1/6}).
\]

This is (3.29). Now, claim (3.28) is (4.13) in the two-to-one lemma Lemma 4.2.1.

Proof of Theorem 3.3.4: We suppose that \( |\beta| \leq \beta_0 < \infty \) and \( \nu \beta^2 \to \infty \). It follows from (3.29) that

\[
\limsup_{t \to \infty} Q \mu_t^{\oplus^2}(1 - R_t) = \mathcal{O} ((\nu \beta^2)^{-1/6}).
\]

Thus, (3.30)–(3.32) directly follow from this via (4.14)–(4.16).

\( \square \)

6 Bound on \( p(\beta, \nu) \), proof of Theorem 5.3.1

This section is devoted to the proof of the bound in Theorem 5.3.1. Before going into the technical details, we sketch the

6.1 General strategy

We first explain the strategy of the estimate in the regime \( |\beta| \leq \beta_0 < \infty \) and \( \nu \beta^2 \to \infty \). Since \( \nu \beta \) diverges (to \( \pm \infty \)), it is natural to normalize the partition function and define

\[
\hat{Z}_t = Z_t \exp\{-\nu \beta t\} = P[\exp (\beta[V_t] - \nu t)]
\]

with a centering of the hamiltonian. Now, the aim is to bound \( \hat{Z}_t \) from above, since \( p(\nu, \beta) \geq \nu \) by (2.9). With two parameters \( \gamma, \delta > 0 \) to be fixed later on, we will define an event of the environment \( \mathcal{M}_{t, \gamma, \delta} \subset \mathcal{M} \) such that

\[
\lim_{t \to \infty} Q[\mathcal{M}_{t, \gamma, \delta}] = 1,
\]
and

\[
\lim_{t \to \infty} \frac{1}{t} \ln Q \left[ \hat{Z}_t ; \mathcal{M}_{t, \gamma, \delta} \right] = \mathcal{O}((\nu \beta^2)^{5/6}).
\]

Then, in order to conclude (5.14), we first observe that

\[
| Q [\ln Z_t] | | \mathcal{M}_{t, \gamma, \delta} | - Q [\ln Z_t] | \leq Q | [\ln Z_t - Q[\ln Z_t]] | | \mathcal{M}_{t, \gamma, \delta} |
\leq Q | [\ln Z_t - Q[\ln Z_t]] | / Q[\mathcal{M}_{t, \gamma, \delta}]
= \mathcal{O}(\sqrt{t})
\]

(6.4)
by the concentration property (2.31) in [10] and (6.2). Therefore, we have for fixed $\beta, \nu$,

$$
p(\beta, \nu) = \lim_{t \to \infty} \frac{1}{t} Q[\ln Z_t]
\overset{(6.4)}{=} \lim_{t \to \infty} \frac{1}{t} Q[\ln Z_t | \mathcal{M}_{t, \gamma, \delta}] 
\leq \lim_{t \to \infty} \frac{1}{t} \ln Q[Z_t | \mathcal{M}_{t, \gamma, \delta}] 
\overset{(6.2)}{=} \lim_{t \to \infty} \frac{1}{t} \ln Q[\hat{Z}_t; \mathcal{M}_{t, \gamma, \delta}] + \nu \beta
$$

This, together with (6.3) and the first bound in (2.9), proves (5.14).

### 6.2 The set of good environments

Let us now turn to the construction of the set $\mathcal{M}_{t, \gamma, \delta}$. For $a, t > 0$ and continuous paths $\{f, g\} \subset \Omega$, we denote by $\rho_t(f, g) = \sup_{s \in [0, t]} \|f(s) - g(s)\|_\infty$ the uniform distance on $[0, t]$ for the supremum norm in $\mathbb{R}^d$, and by $\mathcal{K}_{t, a}$ the set of absolutely continuous function $f: \mathbb{R} \to \mathbb{R}^d$, such that $f(0) = 0$ and

$$
\frac{1}{t} \int_0^t |\dot{f}(s)|^2 ds \leq a^2.
$$

**Lemma 6.2.1** Let $a, \delta \in (0, \infty)$ and $a \delta \geq 1/2$. Then, there exists $t_0(\delta) < \infty$ such that for all $t \geq t_0(\delta)$,

$$
P[\rho_t(B, \mathcal{K}_{t, a}) \geq \delta] \leq 2d \exp \left(\frac{-a^2 t}{2} + b(t, a, \delta)\right),
$$

where

$$
b(t, a, \delta) = 2t \delta^{-2} \ln(2a\delta)[1 + \ln(2a\delta)] + \ln(2a\delta) \in (0, \infty). \quad (6.5)
$$

The lemma follows from a result of Goodman and Kuelbs [17, Lemma 2] (taking there $\lambda = a^2 t$ and $\varepsilon = \delta/\sqrt{t}$) in the case when $t = 1$, which can also be applied to cover general $t > 0$ using the scaling property of Brownian motion.

Now, we construct the event $\mathcal{M}_{t, \gamma, \delta}$. We first cover the compact set $\mathcal{K}_{t, a}$ with finitely many $\rho_t$-balls with radius 1. The point here is that the number of the balls we need is bounded from above explicitly in terms of $a, \delta$ and $t$ as we explain now. We will use a result of Birman and Solomjak, Theorem 5.2 in [4] (taking there $p = 2, \alpha = 1, q = \infty, m = 1, \omega = 1$) which yields a precise estimate of the $\epsilon$-entropy of the unit sphere of Sobolev spaces for $L^q$-norms: For all $\delta > 0$, the set $\mathcal{K}_{1,1}$ can be covered by a number smaller than $\exp\{C_1/\delta\}$ of $\rho_1$-balls with radius $\delta$, where $C_1 = C_1(1) \in (0, \infty)$ Since, for $a, t > 0$, a map $f \mapsto g$, $g(u) = (ta)^{-1} f(ut)$ defines a bijection from $\mathcal{K}_{t, a}$ to $\mathcal{K}_{1,1}$, it follows that, we can find $f_i \in \mathcal{K}_{t, a}$, $1 \leq i \leq i_0 \leq \exp\{C_1 ta/\delta\}$, such that

$$
\mathcal{K}_{t, a} \subset \bigcup_{1 \leq i \leq i_0} \left\{ f \in \Omega : \rho_t(f, f_i) \leq \delta \right\}.
$$

We define the set $\mathcal{M}_{t, \gamma, \delta}$ of “good environments” by

$$
\mathcal{M}_{t, \gamma, \delta} = \bigcap_{i=1}^{i_0} \left\{ \eta \in \mathcal{M} : \eta(V_i(f_i)) \leq (1 + \gamma)\nu t \right\}.
$$
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Since $\eta(V_t(f_i))$ has Poisson distribution with mean $\nu t$, we have, by union bound and Cramér’s upper bound [13], for all $t > 0$ and $\gamma > 0$,

$$Q[\mathcal{M}_{t,\gamma,\delta}] \leq \sum_{i \leq t_0} \sum_{i \leq t} Q[\eta(V_t(f_i)) > (1 + \gamma)\nu t] \leq \exp\{-t[\nu \lambda^*(1 + \gamma) - C_1 a/\delta]\} \tag{6.6}$$

where

$$\lambda^*(u) = \sup_{\beta \in \mathbb{R}} \{\beta u - \lambda(\beta)\} = u \ln u - u + 1, \quad u > 0.$$

We will eventually take a vanishing $\gamma > 0$, so that $\lambda^*(1 + \gamma) \sim \gamma^2/2$.

### 6.3 The moment estimate (6.3)

Letting

$$\hat{\zeta}_t = \hat{\zeta}_t(B) = \exp\{\beta \eta(V_t) - \nu \beta t\},$$

we decompose the expectation of $\hat{Z}_t = P[\hat{\zeta}_t]$ on the set $\mathcal{M}_{t,\gamma,\delta}$ into

$$Q[\hat{Z}_t; \mathcal{M}_{t,\gamma,\delta}] = Q[P[\hat{\zeta}_t; \rho_t(B, K_{t,a}) < \delta]; \mathcal{M}_{t,\gamma,\delta}] + Q[P[\hat{\zeta}_t; \rho_t(B, K_{t,a}) \geq \delta]; \mathcal{M}_{t,\gamma,\delta}] \leq Q[P[\hat{\zeta}_t; \rho_t(B, K_{t,a}) < \delta]; \mathcal{M}_{t,\gamma,\delta}] + Q[P[\hat{\zeta}_t; \rho_t(B, K_{t,a}) \geq \delta] \leq P[Q[\hat{\zeta}_t; \mathcal{M}_{t,\gamma,\delta}] < \delta] + 2d \exp \left(\gamma \left(\beta, \nu, a, \delta + \ln(2a\delta)\right)\right) \tag{6.7}$$

using Lemma 6.2.1 for large enough $t$, and the notation

$$\hat{\lambda} = \lambda - \beta \geq 0, \quad \text{and} \quad g(\beta, \nu, \delta, a) = \nu \hat{\lambda} - \frac{a^2}{2} + \frac{4}{\delta^2} \ln^2(2a\delta).$$

For a path $B$ such that $\rho_t(B, K_{t,a}) < \delta$, which contributes to the first term in the right-hand side of (6.7), we can select $i^* = i^*(B) \in \{1, \ldots, i_0\}$ such that $\rho_t(B, f_{i^*}) \leq 2\delta$, allowing us to bound the $Q$-expectation as

$$Q[\hat{\zeta}_t(B); \mathcal{M}_{t,\gamma,\delta}] = Q[e^{g(\beta[V_t(B)] - \eta(V_t(f_{i^*}))]} \times \hat{\zeta}_t(f_{i^*}); \mathcal{M}_{t,\gamma,\delta}] \leq Q[e^{g(\beta[V_t(B)] - \eta(V_t(f_{i^*}))]} \times \mathcal{M}_{t,\gamma,\delta}] \times e^{\beta \nu \gamma t} \leq Q[e^{g(\beta[V_t(B)] - \eta(V_t(f_{i^*}))]} \times e^{\beta \nu \gamma t}$$

by definition of the set $\mathcal{M}_{t,\gamma,\delta}$ of good environments. Now observe that the exponent only collects a few points from the Poissonian environment (this is where we significantly improve on the estimate in [10]): For paths $B$ such that $\rho_t(B, K_{t,a}) < \delta$,

$$\eta(V_t(B)) - \eta(V_t(f_{i^*})) = \eta\left(V_t(B) \setminus V_t(f_{i^*})\right) - \eta\left(V_t(f_{i^*}) \setminus V_t(B)\right),$$

that is, the difference of two independent Poisson variables with the same parameter given by $u = \nu |V_t(B) \setminus V_t(f_{i^*})|$ (with $| \cdot |$ denoting here the Lebesgue measure in $\mathbb{R}^{1+d}$). By simple geometric considerations, we see that this parameter is bounded by $C_2 t \nu \delta$ with a constant.
\( C_2 = C_2(d) \), and the above expectation can be bounded using this parameter. Precisely, we obtain for such \( B \)'s,

\[
Q[e^{\beta p(V_t(B)) - n(V_t(f^*))}] = \exp\{u(\lambda(\beta) + \lambda(-\beta))\} \\
\leq \exp\{C_2 t \nu \delta(\lambda(\beta) + \lambda(-\beta))\} \\
\leq \exp(C_3 t \nu \delta^2),
\]

where \( C_3 = C_3(d, \beta_0) \). Hence,

\[
P\left[ Q[\hat{\zeta}_t(B); \mathcal{M}_{t,\gamma,\delta}]; \rho_t(B, K_t, a) < \delta \right] \leq \exp(h(\beta, \nu, \delta, \gamma)), \tag{6.8}
\]

where \( h(\beta, \nu, \delta, \gamma) = C_3 \nu \delta \beta^2 + \beta^+ \nu \gamma \). Therefore, by (6.7) and (6.8),

\[
\lim_{t \to \infty} \frac{1}{t} \ln Q[\hat{Z}_t; \mathcal{M}_{t,\gamma,\delta}] \leq g(\beta, \nu, \delta, a) \lor h(\beta, \nu, \delta, \gamma). \tag{6.9}
\]

To tune the parameters, we set

\[
a = (2 \nu \lambda)^{1/2} \asymp (\nu \beta^2)^{1/2} \to \infty, \\
\delta = a^{-1/3} \asymp (\nu \beta^2)^{-1/6} \to 0, \\
\gamma = \left( \frac{4 C_1 a}{\nu \delta} \right)^{1/2} \asymp |\beta| (\nu \beta^2)^{-1/6} \to 0.
\]

Note that \( a \delta = a^{2/3} \to \infty \) (hence Lemma 6.2.1 is available), and for \( \nu \beta^2 \) large enough,

\[
\nu \lambda^* (1 + \gamma) \geq \frac{\nu \gamma^2}{3} = \frac{4 C_1 a}{3 \delta},
\]

so that (6.2) is satisfied by (6.6). Moreover,

\[
g(\beta, \nu, \delta, a) \asymp (\nu \beta^2)^{1/3} \ln^2 (\nu \beta^2), \quad h(\beta, \nu, \delta, \gamma) \asymp (\nu \beta^2)^{5/6}.
\]

Thus, we get (6.3) from (6.9). This ends the proof.

\[\square\]

7 Estimates of the critical curves

In this section we prove the results for the phase diagram.

7.1 Some auxiliary curves and the proof of Theorem 3.2.1

We first remark that the function \( p(\beta, \nu) \) is monotone and smooth in both variables \( \beta, \nu \).

Lemma 7.1.1 (a)

\[
\beta (\nu - \nu') \leq p(\beta, \nu) - p(\beta, \nu') \leq \lambda(\beta)(\nu - \nu') \quad \text{for } 0 < \nu' < \nu \text{ and } \beta \in \mathbb{R}. \tag{7.1}
\]

(b) \((0, \infty) \times [0, \infty) \ni (\nu, \beta) \mapsto \lambda(\beta) \nu - p(\beta, \nu) \) is non-decreasing in both \( \nu \) and \( \beta \).

\[4\]We write \( b(\beta, \nu) \asymp b'(\beta, \nu) \) if there exist positive finite constants \( C_-, C_+ \) such that \( C_- b \leq b' \leq C_+ b \) for \( |\beta| \leq \beta_0, \nu \geq 1 \).
(c) $(0, \infty) \times (-\infty, 0] \ni (\nu, \beta) \mapsto \lambda(\beta)\nu - p(\beta, \nu)$ is non-decreasing in $\nu$ and non-increasing in $\beta$.

(d) $(0, \infty) \times \mathbb{R} \ni (\nu, \beta) \mapsto p(\beta, \nu)$ is continuous.

Proof: (a) On an enlarged probability space, we can couple $\eta$ with two mutually independent Poisson point processes $\eta', \eta''$ with intensity measures $\nu\,d\sigma, (\nu - \nu')\,d\sigma$, so that $\eta = \eta' + \eta''$. Denote by $Q', Q''$ the expectation with respect to these new Poisson processes. By Jensen inequality and by independence, we have,

$$Q \ln Z_t = Q'Q''\ln P[\exp\{\beta \eta(V_t)\}] \begin{cases} \geq Q' \ln P[\exp\{\beta Q'' \eta(V_t)\}], \\ \leq Q' \ln Q'' P[\exp\{\beta \eta(V_t)\}], \end{cases}$$

leading to

$$p_t(\beta, \nu') + \beta(\nu - \nu') \leq p_t(\beta, \nu) \leq p_t(\beta, \nu') + \lambda(\beta)(\nu - \nu'),$$

cf. (2.6). This proves (7.1) via (2.7).

(b)–(c): These follow from (7.1) and Theorem 2.2.1(b).

Let us state now the main technical result, which will be proved in the next section. It reveals that the families of curves

$$C_a^\alpha : \; \nu(\beta) = a|\lambda(\beta)|^{-\alpha}, \; \beta \in \mathbb{R}\setminus\{0\}$$

with $\alpha \in [1, \infty)$ and $a > 0$, convey relevant information on the critical curve.

**Theorem 7.1.2** Assume $d \geq 3$.

(a) Let $0 < \beta_0 < \beta_1$ with $(\beta_0, \nu_0) \in \text{Crit}$ (Hence $\beta_0 = \beta_c^+(\nu)$). Then, for $\beta > 0$,

$$\nu > \nu_0, \; \nu \lambda(\beta)^2 > \nu_0 \lambda(\beta_0)^2 \Rightarrow (\beta, \nu) \in \mathcal{L},$$

$$0 < \beta \leq \beta_0, \; 0 < \alpha \leq \alpha(\beta_0), \; \nu \lambda(\beta)^\alpha \leq \nu_0 \lambda(\beta_0)^\alpha \Rightarrow (\beta, \nu) \in \mathcal{D},$$

$$\nu \leq \nu_0, \; \nu \lambda(\beta)^2 \leq \nu_0 \lambda(\beta_0)^2 \Rightarrow (\beta, \nu) \in \mathcal{D},$$

$$\beta_0 < \beta \leq \beta_1, \; 0 < \alpha \leq \alpha(\beta_1), \; \nu \lambda(\beta)^\alpha > \nu_0 \lambda(\beta_0)^\alpha \Rightarrow (\beta, \nu) \in \mathcal{L}.$$  \hspace{1cm} (7.3) \hspace{1cm} (7.4) \hspace{1cm} (7.5) \hspace{1cm} (7.6)

(b) Let $\beta_1 < \beta_0 < 0$ with $(\beta_0, \nu_0) \in \text{Crit}$ (Hence $\beta_0 = \beta_c^-(\nu)$). Then, for $\beta < 0$,

$$\nu > \nu_0, \; \alpha(\beta_0) \leq \alpha, \; \nu |\lambda(\beta)|^\alpha > \nu_0 |\lambda(\beta_0)|^\alpha \Rightarrow (\beta, \nu) \in \mathcal{L},$$

$$\beta_0 \leq \beta, \; \nu \lambda(\beta)^2 \leq \nu_0 \lambda(\beta_0)^2 \Rightarrow (\beta, \nu) \in \mathcal{D},$$

$$\beta_1 \leq \beta < \beta_0, \; \alpha(\beta_1) \leq \alpha, \; \nu |\lambda(\beta)|^\alpha \leq \nu_0 |\lambda(\beta_0)|^\alpha \Rightarrow (\beta, \nu) \in \mathcal{D},$$

$$\beta < \beta_0, \; \nu \lambda(\beta)^2 > \nu_0 \lambda(\beta_0)^2 \Rightarrow (\beta, \nu) \in \mathcal{L}.$$  \hspace{1cm} (7.7) \hspace{1cm} (7.8) \hspace{1cm} (7.9) \hspace{1cm} (7.10)

Note that, since $\alpha$ is monotone, it would have been sufficient to state the above results taking $\alpha = \alpha(\beta_0)$ in (7.4), (7.9), and taking $\alpha = \alpha(\beta_1)$ in (7.6), (7.9).

We summarize the results in figure 1.
Proof of Theorem 3.2.1. The upper and the lower bounds of $\beta_c^+(\nu)$ in (3.5) follow from (7.3) and (7.4), respectively. Similarly, (7.5)–(7.6) imply (3.7), (7.7)–(7.8) imply (3.9), (7.9)–(7.10) imply (3.11). Noting that

$$\beta_c^+(\nu_0) = \ln(1 + c_1^+(\nu_0)) = -\ln(1 + c_2^+(\nu_0)),$$

$$c_2^+(\nu_0) = \frac{c_1^+(\nu_0)}{1 + c_1^+(\nu_0)},$$

(3.6),(3.8),(3.10),(3.12) follow easily from (3.5),(3.7),(3.9),(3.11), respectively. We give the proof of (3.6): by convexity,

$$\frac{1}{1 + x} \leq \frac{\ln(1 + x) - \ln(1 + y)}{x - y} \leq \frac{1}{1 + y}, \quad -1 < y < x. \quad (7.11)$$

By the upper bound in (3.5),

$$\beta_c^+(\nu_0) - \beta_c^+(\nu) \geq \ln \left(1 + c_1^+(\nu_0)\right) - \ln \left(1 + c_1^+(\nu)\left(\frac{\nu_0}{\nu}\right)^{1/2}\right) \geq \frac{c_1^+(\nu_0)}{1 + c_1^+(\nu_0)} \left(1 - \left(\frac{\nu_0}{\nu}\right)^{1/2}\right),$$

which is the lower bound in (3.6). To prove the other one, we use the lower bound in (3.5),

$$\beta_c^+(\nu_0) - \beta_c^+(\nu) \leq \ln \left(1 + c_1^+(\nu_0)\right) - \ln \left(1 + c_1^+(\nu_0)\left(\frac{\nu_0}{\nu}\right)^{1/\alpha}\right) \leq \frac{c_1^+(\nu_0)}{1 + c_1^+(\nu_0)} \left(1 - \left(\frac{\nu_0}{\nu}\right)^{1/\alpha}\right) = \frac{c_1^+(\nu_0)}{\left(\frac{\nu}{\nu_0}\right)^{1/\alpha} + c_1^+(\nu_0)} \left(\left(\frac{\nu}{\nu_0}\right)^{1/\alpha} - 1\right) \leq \frac{c_1^+(\nu_0)}{1 + c_1^+(\nu_0)} \left(\left(\frac{\nu}{\nu_0}\right)^{1/\alpha} - 1\right),$$

which is the upper bound in (3.6). The other estimates are left to the reader. □

### 7.2 Proof of Theorem 7.1.2

The following lemma plays an important role in the proof of Theorem 7.1.2.

**Lemma 7.2.1** We have

$$t \frac{\partial p_t}{\partial \nu}(\beta, \nu) = \int_{[0,t] \times \mathbb{R}^d} dsdx Q \ln[1 + \lambda \mu_t(\chi_{s,x})] . \quad (7.12)$$
Proof: For $k \geq 1$, let
\[ Z_{t,k} = P[e^{\beta \eta(Y_t)}; A_k] , \quad \text{with } A_k = \{B_s \in [-k, k]^d, \forall s \leq t\}, \]
and $p_{t,k}(\beta, \nu) = t^{-1} Q \ln Z_{t,k}$. With $r = r_d$ the radius of $U(0)$, we let $K^r = [-k-r, k+r]^d$. In this proof, we write $Q = Q_\nu$, and we use that, when restricted to the bounded set $K_t = (0, t] \times K^r$, the Poisson point measure $Q_\nu$ is absolutely continuous with respect to the Poisson point measure $Q_1$ with unit intensity, in order to write
\[ Q_\nu \ln Z_{t,k} = Q_1 [\rho_{t,\nu} \ln Z_{t,k}] \quad \text{with} \quad \rho_{t,\nu} = \frac{dQ_\nu|_{K_t}}{dQ_1|_{K_t}} = \exp \left( \eta_t(K_t) \ln \nu - (\nu - 1) t |K^r| \right). \]
Thus, $tp_{t,k}(\beta, \nu)$ is differentiable in $\nu$, with derivative
\[ Q_1 \left[ \rho_{t,\nu} \eta_t(K_t) - \nu t |K^r| \ln Z_{t,k} \right] = \frac{1}{\nu} Q_\nu \left[ \int_{K_t} \frac{\eta_t(dsdx) \ln Z_{t,k}}{Z_{t,k}(\eta_t)} \right] \]
\[ = \int_{[0,t] \times \mathbb{R}^d} dsdx \ Q_\nu \ln \left( \frac{Z_{t,k}(\eta_t + \delta_{s,x})}{Z_{t,k}(\eta_t)} \right) \]
\[ = \int_{[0,t] \times \mathbb{R}^d} dsdx \ Q_\nu \ln \left( 1 + \lambda \mu_t(\chi_{s,x}|A_k) \right), \]
where the last equality is obtained similarly as we did in (5.7). Now, we write
\[ tp_{t,k}(\beta, \nu) - tp_{t,k}(\beta, 1) = \int_1^\nu dv' \int_{[0,t] \times \mathbb{R}^d} dsdx \ Q_{v'} \ln \left( 1 + \lambda \mu_t(\chi_{s,x}|A_k) \right). \] (7.13)
We infer from this identity that
\[ tp_t(\beta, \nu) - tp_t(\beta, 1) = \int_1^\nu dv' \int_{[0,t] \times \mathbb{R}^d} dsdx \ Q_{v'} \ln \left( 1 + \lambda \mu_t(\chi_{s,x}) \right), \] (7.14)
which shows that $p_t(\beta, \cdot)$ is differentiable, and also yields (7.12). It is clear that
\[ p_{t,k}(\beta, \nu) \xrightarrow{k \to \infty} p_t(\beta, \nu). \]
To show that the right-hand side of (7.13) converges to that of (7.14), it is enough to verify that
\[ \lim_{k \to \infty} \int_{\mathbb{R}^d} Q_{v'} \ln \left( 1 + \lambda \mu_t(\chi_{s,x}|A_k) \right) dx = \int_{\mathbb{R}^d} Q_{v'} \ln \left( 1 + \lambda \mu_t(\chi_{s,x}) \right) dx \] (7.15)
and that
\[ \lambda - \frac{|\lambda|^2}{2} \leq \int_{\mathbb{R}^d} Q_{v'} \ln \left( 1 + \lambda \mu_t(\chi_{s,x}|A_k) \right) dx \leq \lambda. \] (7.16)
After these, it only remains to apply the bounded convergence theorem to take care of the rest of the integrations. The bound (7.16) follows from the elementary inequality:
\[ u - \frac{u^2}{2} \leq \ln(1 + u) \leq u, \quad u > -1. \]
On the other hand, we have that
\[ e^{-|\beta|} |\ln(1 + \lambda \mu_t(\chi_{s,x}|A_k)) - \ln(1 + \lambda \mu_t(\chi_{s,x}))| \]
\[ \leq |\mu_t(\chi_{s,x}|A_k) - \mu_t(\chi_{s,x})| \]
\[ \leq \mu_t(A_k)^{-1} \mu_t(\chi_{s,x}; A_k^c) + \mu_t(A_k)^{-1} \mu_t(\chi_{s,x}) \mu_t(A_k). \]

and hence that
\[ e^{-|\beta|} \int_{\mathbb{R}} |\ln(1 + \lambda \mu_t(\chi_{s,x}|A_k)) - \ln(1 + \mu_t(\chi_{s,x}))| \, dx \leq 2 \mu_t(A_k)^{-1} \mu_t(A_k^c) \]
\[ \rightarrow 0, \]
which proves (7.15).

We will also need the following elementary observation.

**Lemma 7.2.2** Let
\[ h_\alpha(u) = \ln(1 + u) - u + \frac{u^2}{\alpha(1 + u)}, \quad \alpha > 0, \quad u > -1. \]  
(7.17)

Then,
\[ h_\alpha(u) \]
\[ \begin{cases} 
  \leq 0 & \text{if } \alpha = 2 \text{ and } u \in [0, \infty), \\
  \geq 0 & \text{if } \alpha = 2 \text{ and } u \in (-1, 0], \\
  \geq 0 & \text{if } \beta > 0, \alpha \leq \alpha(\beta) \text{ and } u \in [0, \lambda], \\
  \leq 0 & \text{if } \beta < 0, \alpha(\beta) \leq \alpha \text{ and } u \in [\lambda, 0]. 
\end{cases} \]  
(7.18)

Proof: We have \( h'_\alpha(u) = \frac{u(2-\alpha-(\alpha-1)u)}{\alpha(1+u)^2} \). Therefore, if \( 1 < \alpha \leq 2, \)
\[ h_\alpha \]
\[ \begin{cases} 
  \text{decreases from } \infty \text{ to } 0 \text{ on } (-1, 0], \\
  \text{increases from } 0 \text{ on } I_0 \overset{\text{def}}{=} (0, \frac{\alpha}{\alpha-1}], \quad (I_0 = \emptyset, \text{ when } \alpha = 2), \\
  \text{decreases on } I_+ \overset{\text{def}}{=} \left[\frac{2-\alpha}{\alpha-1}, \infty\right). 
\end{cases} \]  
(7.19)

and if \( \alpha \geq 2, \)
\[ h_\alpha \]
\[ \begin{cases} 
  \text{decreases from } \infty \text{ on } J_- \overset{\text{def}}{=} (-1, \frac{2-\alpha}{\alpha-1}], \\
  \text{increases to } 0 \text{ on } J_0 \overset{\text{def}}{=} \left(\frac{2-\alpha}{\alpha-1}, 0\right], \quad (J_0 = \emptyset, \text{ when } \alpha = 2), \\
  \text{decreases on } [0, \infty). 
\end{cases} \]  
(7.20)

The first two lines of (7.18) follow immediately from either (7.19) or (7.20). By the obvious monotonicity, we may assume that \( \alpha > 1 \) to prove the third line of (7.18). Suppose that \( \beta > 0. \) Then, \( \alpha(\beta) < 2 \) and hence, for \( \alpha > 1, \)
\[ \alpha \leq \alpha(\beta) \overset{(3.3)}{\iff} h_\alpha(\lambda) \geq 0 \overset{(7.19)}{\iff} \min_{[0,\lambda]} h_\alpha \geq 0. \]

This proves the third line of (7.18) for \( \alpha > 1, \) which proves the case of \( 0 < \alpha \leq 1 \) by the obvious monotonicity. Suppose on the other hand that \( \beta < 0. \) Then, \( \alpha(\beta) > 2 \) and hence,
\[ \alpha \geq \alpha(\beta) \overset{(3.3)}{\iff} h_\alpha(\lambda) \leq 0 \overset{(7.20)}{\iff} \max_{[\lambda,0]} h_\alpha \leq 0. \]
This proves the fourth line of (7.18) □

Proof of Theorem 7.1.2. (a) We look for a smooth function \( \nu = \nu(\beta) \), \( (\beta \in \mathbb{R} \setminus \{0\}) \) such that
\[
\nu(\cdot) \text{ is decreasing on } (0, \infty), \text{ and is increasing on } (-\infty, 0).
\]
and
\[
F(\beta) \overset{\text{def.}}{=} (tp_t(\beta, \nu) - t\nu\lambda(\beta))|_{\nu=\nu(\beta)}
\]
is monotone. We set \( G(\beta, \nu) = tp_t(\beta, \nu) - t\nu\lambda(\beta) \) and we compute with (7.12) and (5.6),
\[
F'(\beta) = \nu' \frac{\partial G}{\partial \nu}(\beta, \nu(\beta)) + \frac{\partial G}{\partial \beta}(\beta, \nu(\beta))
\]
\[
= \nu'Q \int_{[0,t] \times \mathbb{R}^d} dsdx \left\{ \ln[1 + \lambda \mu_t(\chi_{s,x})] - \lambda \mu_t(\chi_{s,x}) \right\}
\]
\[
- \nu e^\beta \lambda Q \int_{[0,t] \times \mathbb{R}^d} dsdx \frac{\mu_t(\chi_{s,x})^2}{1 + \lambda \mu_t(\chi_{s,x})}
\]
\[
= \nu'Q \int_{[0,t] \times \mathbb{R}^d} dsdx \left\{ \ln(1 + \lambda \mu_t(\chi_{s,x})) - \lambda \mu_t(\chi_{s,x}) - \frac{\lambda}{t} e^\beta \lambda \frac{\mu_t(\chi_{s,x})^2}{1 + \lambda \mu_t(\chi_{s,x})} \right\}; (7.22)
\]
if \( \nu'(\beta) \) does not vanish. We now take the curve (7.2) for which (7.21) is satisfied. We then obtain
\[
F'(\beta) = \nu'Q \int_{[0,t] \times \mathbb{R}^d} h_\alpha(\lambda \mu_t(\chi_{s,x}))dsdx, \text{ cf. (7.17).} \quad (7.23)
\]
We first prove (7.4). By Lemma 7.1.1(b), it is enough to show that
\[
0 < \beta \leq \beta_0, \quad 0 < \alpha \leq \alpha(\beta_0), \quad \nu \lambda(\beta)^\alpha = \nu_0 \lambda(\beta_0)^\alpha \Rightarrow (\beta, \nu) \in \mathcal{D}. \quad (7.24)
\]
We take \( \alpha \leq \alpha(\beta_0) \) (hence \( \alpha \leq \alpha(\beta) \)) and \( a = \nu_0 \lambda(\beta_0)^\alpha \) in (7.2). We then use (7.18) (the third line), (7.23) and (7.21) to see that \( F|_{[0, \infty)} \) is non-increasing, and hence that \( 0 \geq F(\beta) \geq F(\beta_0) = 0 \) if \( \beta \in [0, \beta_0] \). This proves (7.24).

The proof of (7.5) is similar as above. Since \( (0, \beta_0] \times (0, \nu_0] \subset \mathcal{D} \) by the monotonicity (Lemma 7.1.1(b)), we may assume \( \beta_0 \leq \beta \). By Lemma 7.1.1(b) again, it is enough to show that
\[
\beta_0 \leq \beta, \quad \nu \lambda(\beta)^2 = \nu_0 \lambda(\beta_0)^2 \Rightarrow (\beta, \nu) \in \mathcal{D}. \quad (7.25)
\]
We take \( \alpha = 2 \) and \( a = \nu_0 \lambda(\beta_0)^2 \) in (7.2). We then see from (7.18) (the first line), (7.23) and (7.21) that \( F|_{[0, \infty)} \) is non-decreasing, and hence that \( 0 = F(\beta_0) \leq F(\beta) \leq 0 \) if \( \beta_0 \leq \beta \). This proves (7.25).

We next prove (7.3). Choose \( \varepsilon > 0 \) such that \( \nu \geq \nu_0 + \varepsilon \) and \( \nu \lambda(\beta)^2 \geq (\nu_0 + \varepsilon)\lambda(\beta_0 + \varepsilon)^2 \).
Then, \( (\nu_0 + \varepsilon, \beta_0 + \varepsilon) \in \mathcal{L} \) by Lemma 7.1.1(b) and the fact that \( (\nu_0, \beta_0) \in \partial \mathcal{L} \). Since \( [\beta_0 + \varepsilon, \infty) \times [\nu_0 + \varepsilon, \infty) \subset \mathcal{L} \) by the monotonicity (Lemma 7.1.1(b)), we may assume \( \beta \leq \beta_0 + \varepsilon \).

By Lemma 7.1.1(b) again, it is enough to show that
\[
0 < \beta \leq \beta_0 + \varepsilon, \quad \nu \lambda(\beta)^2 = (\nu_0 + \varepsilon)\lambda(\beta_0 + \varepsilon)^2 \Rightarrow (\beta, \nu) \in \mathcal{L}. \quad (7.26)
\]
We take \( \alpha = 2 \) and \( a = (\nu_0 + \varepsilon)\lambda(\beta_0 + \varepsilon)^2 \) in (7.2). We then see from (7.18) (the first line), (7.23) and (7.21) that \( F|_{[0, \infty)} \) is non-decreasing, and hence that \( F(\beta) \leq F(\beta_0 + \varepsilon) < 0 \) for \( \beta \in (0, \beta_0 + \varepsilon] \). This proves (7.26).
The proof of (7.6) is similar as above. Choose $\varepsilon > 0$ such that $\beta_0 + \varepsilon \leq \beta$ and $\nu \lambda(\beta)^\alpha \geq (\nu_0 + \varepsilon) \lambda(\beta_0 + \varepsilon)^\alpha$. Then, $(\nu_0 + \varepsilon, \beta_0 + \varepsilon) \in \mathcal{L}$ by Lemma 7.1.1(b) and the fact that $(\nu_0, \beta_0) \in \partial \mathcal{L}$. By Lemma 7.1.1(b) again, it is enough to show that

$$\beta_0 < \beta \leq \beta_1, \ 0 < \alpha \leq \alpha(\beta_1), \ \nu \lambda(\beta)^\alpha = (\nu_0 + \varepsilon) \lambda(\beta_0 + \varepsilon)^\alpha \Rightarrow (\beta, \nu) \in \mathcal{L}.$$  \hspace{1cm} (7.27)

We take $0 < \alpha \leq \alpha(\beta_1)$ (hence $\alpha \leq \alpha(\beta)$) and $a = (\nu_0 + \varepsilon) \lambda(\beta_0 + \varepsilon)^\alpha$ in (7.2). We then see from (7.18) (the third line), (7.23) and (7.21) that $F_{[0,\infty)}$ is non-increasing, and hence that $F(\beta) \leq F(\beta_0 + \varepsilon) < 0$ if $\beta \in [\beta_0 + \varepsilon, \beta_1]$. This proves (7.27).

(b): Proofs of (7.7)–(7.10) are similar to those of (7.3)–(7.6), respectively.

We conclude this paper by proving Remark 3.2.3. As shown in Remark 2.2.1 in [10], $p$ is differentiable function of $\beta$ at each point of $\text{Crit}$ with derivative equal to $\nu \lambda(\beta)$. By convexity, the sequence of derivatives of $p_t(\beta, \nu)$ converges to the derivative of the limit. By second order expansion in (5.4), this implies that

$$\lim_{t \to \infty} t^{-1} \int_{[0,t] \times \mathbb{R}^d} dsdx \mu_t(\chi_{s,x})^2 = 0.$$  

By second order expansion in (7.12), this implies that $\frac{\partial p}{\partial \nu}(\beta, \nu)$ converges to $\lambda$ as $t$ diverges. This implies that, at each, $(\beta, \nu) \in \text{Crit}$ when $d \geq 3$, the differential of (the smooth function) $p_t(\beta, \nu)$ converges as $t \to \infty$ to that of the limit $\nu \lambda(\beta)$.
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