A mechanism for the generation of robust circadian oscillations through ultrasensitivity and differential binding affinity
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Biochemical circadian rhythm oscillations play an important role in many signalling mechanisms. In this work, we explore some of the biophysical mechanisms responsible for sustaining robust oscillations by constructing a minimal but analytically tractable model of the circadian oscillations in the KaiABC protein system found in the cyanobacteria S. elongatus. In particular, our minimal model explicitly accounts for two experimentally characterized biophysical features of the KaiABC protein system, namely, a differential binding affinity and an ultrasensitive response. Our analytical work shows how these mechanisms might be crucial for promoting robust oscillations even in sub optimal nutrient conditions. Our analytical and numerical work also identifies mechanisms by which biological clocks can stably maintain a constant time period under a variety of nutrient conditions. Finally, our work also explores the thermodynamic costs associated with the generation of robust sustained oscillations and shows that the net rate of entropy production alone might not be a good figure of merit to assess the quality of oscillations.

I. INTRODUCTION

Most living organisms, ranging from simple single celled organisms like cyanobacteria to multicellular organisms possess an internal clock which is entrained with the day-night cycle [1]. The fidelity and robustness of this clock is crucial for the well being and survival of the organism [6, 10]. The time period of the internal clock has, for example, been found to be robust with respect to changes in the temperature, nutrient conditions, and pH [10–13]. Understanding the biochemical and thermodynamic underpinnings of such robust behavior remains an important challenge given the crucial biological role of the internal clock.

The KaiABC protein system (see Fig. 1) provides a minimal biochemically tractable model to explore the above mentioned questions. The KaiABC system is found in cyanobacteria S. elongatus where it plays the role of regulating the circadian cycle. The KaiABC system consists of three proteins, KaiA, KaiB and KaiC [14]. In vitro, the system of KaiABC proteins undergoes sustained oscillations as evidenced by the phosphorylation state of the KaiC protein. These oscillations have been shown to have many of the same robust features as those observed in the circadian oscillations they support in cyanobacteria [15, 16]. The KaiABC model system has been probed in many experimental and theoretical studies [10, 13]. These have elucidated some of the necessary requirements for the generation of sustained oscillations [10, 13, 17, 21]. Despite these advances, understanding the biochemical and biophysical driving forces that are responsible for sustaining robust oscillations remains an open question [10, 14, 16, 10, 21, 22].

In this paper, we build on recent experimental and modelling work in Ref [17] and show how a particular ultrasensitive switch in the KaiABC biochemical circuit can control the quality and robustness of oscillations. In particular, in Ref [17], the authors identify a previously underappreciated ultrasensitive response in the phosphorylation levels of the KaiC proteins as the concentration of the KaiA proteins is tuned. The KaiB proteins play no role in this ultrasensitive response. It was postulated in Ref [17] that this ultrasensitive switch plays a central role in ensuring robust oscillations. Specifically, the ultrasensitive switch allows the system to exhibit sustained oscillations even at low levels of the energy rich molecule, ATP [17]. Motivated by this work, we build a minimal Markov state model that provides analytical insight for how an ultrasensitive KaiA-KaiC switch can modulate the quality of oscillations. Our minimal model also allows us to analytically study how another biophysical driving force, namely the differential affinity of the different forms of KaiC to KaiA [10, 15, 13, 22] also control oscillations. Finally, our minimal Markov state model

FIG. 1: KaiC monomer. The KaiC protein exists as a hexamer and each monomer consists of 2 domains, CI and CII. The CI domain has two phosphorylation sites, Ser-431 and Thr-432, a KaiA binding site and a nucleotide binding site (which binds either ATP or ADP). The CI domain binds to KaiB and helps sequester KaiA. Subsequently, the KaiABC complex will be denoted using $-^\text{TP/DP}^\text{CI}$, where TP/DP denotes ATP/ADP attached to the domain. U denotes none of the sites in CII are phosphorylated, S means only Serine site is phosphorylated, T means Threonine site is phosphorylated, D denotes doubly phosphorylated form. A attached to CI denotes dephosphorylated KaiA, A attached to CII denotes active KaiA acting as an assistant in phosphorylation. B attached to CII implies inactive form which will start sequestering KaiA.
allows us to comment on the thermodynamic costs associated with setting up robust oscillations in the KaiABC system.

The rest of the paper is organized as follows. We first briefly review the salient features of the KaiABC biochemical circuit and then outline our minimal model. This model captures the above mentioned features of the KaiABC circuit, namely the differential affinity of KaiC to KaiA binding, and the ultrasensitive response of KaiC phosphorylation levels to changes in KaiA concentration. It also additionally accounts for many other experimentally characterized biophysical forces [14]. We then write down a stochastic master equation to describe the dynamics of our model. This stochastic master equation is non-linear in the probability. The non-linearity is due to the various feedback mechanisms that are necessary for sustaining oscillations. Interestingly, by solving the non-linear stochastic master equation, we are able to analytically describe the emergence of global oscillations in response to changing the differential affinity [21]. Our model allows us to obtain approximate analytical solutions that provide qualitative insight into how tuning ultrasensitivity tunes the quality of oscillations. Crucially, our results allow us to elucidate how an ultrasensitive switch can support oscillations even at a lower concentration of ATP. Our results also allow us to explain how the time period of oscillations can be robustly maintained even as the concentration of ATP is tuned, a phenomenon known as affinity compensation. Finally, we comment on the thermodynamic costs associated with sustaining robust oscillations.

II. KAIABC OSCILLATOR AND MODEL DETAILS

The KaiC protein, complexed with KaiA, and KaiB proteins forms the core of the KaiABC oscillator system. The various possible states of the KaiC protein are described in Fig. 1. Our minimal model, described in Fig. 2 and inspired by Ref. [21] (with additional modifications to include features such as ultrasensitivity) can...
be viewed as a coarse-grained description of the various biochemical states accessed by the KaiABC protein system \([14]\). In the full KaiABC cycle, the KaiABC has two conformations, an active conformation (cyan background in Fig. 2) which can phosphorylate the Ser and Thr sites with KaiA as an assistant molecule and an inactive conformation (red background in Fig. 2) which sequesters KaiA with the help of KaiB and dephosphorylates the Thr and Ser sites. In our model, the \(P_1\) and \(P_3\) states correspond to the active conformation and \(P_2\) to the inactive conformation.

The various biochemical states of the KaiABC protein are summarized in Fig. 1 and Fig. 2. Below, we briefly recap the various salient features of the KaiABC oscillatory cycle and explain how they are taken into account in our minimal model.

### A. Differential binding of KaiA to KaiC drives the phosphorylation phase

At the beginning of the cycle, most of the KaiC is in the active conformation in \(CI_{DP} \rightarrow CI_{IDP}^{U}\) form \((III A)\) in Fig. 2a, \(P_1(0)\) in Fig. 2b and most of the KaiA is free. Depending on the phosphorylation level of active KaiC, it binds differently with KaiA. At low levels of phosphorylation \((III A, III B)\) KaiC binds very strongly with KaiA. By constrast, the affinity of KaiA for KaiC is low when the KaiC is in a highly phosphorylated state \((III C, III D)\). This phenomena is termed as differential affinity of KaiC for KaiA dimers \([23]\). Our model captures this effect through the parameter \(\alpha\), where \(\alpha > 1\). Specifically, the rates of \(P_1 \rightarrow P_3\) exchange are given by \(k_{A}A_{f}\) (where \(A_f\) is the free KaiA concentration) from \(P_1\) to \(P_3\) and by \(k_{Ab,0} A_\phi^{\phi-\pi}\) in the reverse direction. As phosphorylation level increases with \(\phi\), the term \(\alpha^{\phi-\pi}\) ensures that proportion of \(P_1\) (KaiA unbounded) states increases. The extent of differential affinity in our model can be tuned by varying the parameter \(\alpha\). Differential affinity ensures that the unphosphorylated IIIA state is primed for KaiA binding at the start of the phosphorylation cycle. Indeed, KaiA binding to the IIIA state transitions the system into the II A and IA states. Subsequently, KaiA facilitates rapid exchange of nucleotides which lead to formation of more ATP bound states and pushes the system towards phosphorylation i.e. it leads to the formation of \(CI_{TP} \rightarrow CI_{IIA_{TP}}^{S}, CI_{IIA_{TP}} \rightarrow CI_{IIA_{TP}}^{T}\) and \(CI_{TP} \rightarrow CI_{IDP_{TP}}^{S}\) states \((IB, IC\) and \(ID\) states respectively in the schematic).

### B. Dependence of the kinetic rates on the ATP concentration

The concentration of the energy rich molecule, ATP, is an important external condition for the cyanobacteria which affect the KaiABC oscillator. It has been observed that oscillations with almost the same time period are sustained till \%ATP in the system reaches 25% below which oscillations vanish completely \([10]\). Here \(\%ATP = \frac{[ATP]}{[ATP]+[ADP]}\). In our model, the concentration of ATP controls the kinetics of the crucial \(ATP \rightarrow ADP\) nucleotide exchange reaction \([14]\). Since in our minimal model the reaction corresponding to \(III (A, B, C) \rightarrow II (A, B, C)\) is coarse grained into, \(P_1(i) \rightarrow P_3(i)\) and since the second step in these reactions i.e. \(III (A, B, C) \rightarrow III (A, B, C)\) is dependent on \%ATP, the of \%ATP in our model is set by the ratio of the rates connecting the \(P_1\) to the \(P_3\) states,

\[
K_{d0} = \frac{k_{Ab,0}}{k_{A}A_{f}}\tag{2.1}
\]

Increasing \(K_{d0}\) decreases the rate of transitions to the \(P_3\) form and thus corresponds to lower \%ATP and vice versa.

### C. Dynamics of the dephosphorylation phase

In the hexamer, the dephosphorylation phase starts even before total phosphorylation of each and every monomer. Specifically, once the number of serine sites phosphorylated becomes larger than the number of threonine sites which are occupied, the KaiA dissociates from the complex, the KaiC transform into an inactive conformation and the dephosphorylation phase kicks off. This transition corresponds to \(ID \rightarrow IID\) in the schematic Fig. 2a and to the vertical rungs between \(P_1\) and \(P_2\) states colored magenta in our model Fig. 2b.

The dephosphorylation phase \((IV D \rightarrow IVA)\) is relatively simple. It does not require KaiA as an assistant molecule for the reactions. When the proportion of doubly phosphorylated KaiC \((ID, IID)\) is high, KaiB binding to the CI domain of KaiC is triggered, \(IID \rightarrow IIID\). In our model the KaiB binding to KaiC is taken into account implicitly during the transition from \(P_1\) to \(P_2\) states. KaiB bound KaiC, \(BCI_{DP} \rightarrow CI_{IDP}^{D}\) \((IIID)\) sequesters KaiA i.e. binds to KaiA and makes it unavailable for active use. This is taken into account through the parameter \(\epsilon_{seq}\) in our model which reduces the free KaiA in the system by an amount \(\epsilon_{seq} \sum P_2\). The dephosphorylation proceeds through the serine sites and then the threonine sites. Dephosphorylation reactions occur through phosphotransfer \([22]\). This corresponds to the system moving through the \(P_2\) states in our model. As the reactions reach the completely dephosphorylated state \(ABCI_{DP} \rightarrow CI_{IDP}^{D}\) \((IV B)\), the KaiABC complex starts dissociating into KaiC, KaiB and release free KaiA into the system \((IV B \rightarrow IVA)\). The connection between \(P_2(0)\) and \(P_1(0)\) in our model taken this dissociation step. This prepares the system for the next cycle.
D. Ultrasensitive response of KaiC phosphorylation to KaiA concentration

It has been experimentally observed that in the absence of KaiB in the system, KaiC shows an ultrasensitive response in phosphorylation to KaiA concentration in the system i.e. the phosphorylation level of the KaiC hexamers change rapidly within a very narrow range of total KaiA concentration \[10, 17\]. This ultrasensitivity was speculated to be an important prerequisite for sustaining robust oscillations, particularly in conditions wherein the concentration of the energy rich molecule, ATP is low. Our model captures the ultrasensitive response observed in \[17\] and described in Section. III through the introduction of the dephosphorylation rate \(k_1\) (see Fig. 3). Indeed, a standard way to obtain ultrasensitive response is through the action of two antagonistic enzymes working at saturation \[24, 25\]. Under such conditions, the response of the system changes rapidly over a very narrow range of the enzyme concentration. In the KaiABC system the roles of the antagonistic enzymes are played by KaiA, which acts as a kinase phosphorylating KaiC and KaiC, which acts as its own phosphatase dephosphorylating itself \[11, 22\].

The rate \(k_1\) in our model captures this dephosphorylation. Tuning dephosphorylation rates by increasing \(k_1\) leads to competition between phosphorylation in the \(P_1\) states and dephosphorylation in the \(P_2\) states. In the absence of KaiB, which corresponds to setting \(\omega = \omega_1 = 0\) in our model, we consequently observe an ultrasensitive response of phosphorylation level of KaiC to changes in the KaiA concentration (Fig. 3).

E. Dependence of the kinetic rates on the KaiA concentration

As has been described above, the rates of transition between the \(P_1\) and \(P_3\) states in our minimal model depend on the concentration of free KaiA, \(A_f\). The amount of free KaiA in turn depends on the concentrations of the \(P_1\) and \(P_2\) states since the KaiC complex is bound to KaiA in these states. Subsequently, \(A_f = A_t - \sum_{\phi} P_3(\phi) + \varepsilon_{seq} \sum_{\phi} P_3(\phi)\). As the amount of \(P_3\) and \(P_2\) states increase, the free KaiA concentration decrease. This step gives rise to non-linearity in the system.

III. ROLE OF DIFFERENTIAL AFFINITY AND ULTRASENSITIVITY: INSIGHTS FROM AN ANALYTICAL TREATMENT OF THE NON-LINEAR FOKKER-PLANCK EQUATIONS

Our minimal model described in Fig. 2 and Sec. II can be represented mathematically using a non-linear Fokker-Planck equation \(\frac{\partial \tilde{P}}{\partial t} = W \tilde{P}\) where \(\tilde{P}\) is the probability vector of all the states \(P_1, P_2, P_3\) and \(W = W(\tilde{P})\) is the rate matrix dependent on the state of the system. The non linear Fokker-Planck equation is described in full detail in SI.

If there were no nonlinearity in the Fokker-Planck equation, the Perron-Fobenius theorem would have ensured that the Fokker-Planck equation has a stable time independent steady-state solution. The oscillatory solutions of the rate-matrix decay with time as they have eigenvalues with a negative real part. Due to the non linearity in the Fokker-Planck equation in SI.5, time dependent oscillatory steady state solutions may be possible.

In this work, we focus on how the solutions of the Fokker-Planck equation change as two specific parameters, namely, \(\alpha\) controlling the differential affinity and \(k_1\) controlling the ultrasensitivity are varied. In particular, we analytically show how the system can be made to transition from a time independent steady state, where it cannot function as a biological clock, to a time dependent steady state, where it can function as a biological clock, as the differential affinity parameter \(\alpha\) is tuned. For the case where the ultrasensitivity parameter \(k_1\) is tuned, we take inspiration from our solution from tuning \(\alpha\), and obtain an approximate solution. Our approximate analytical arguments provide insight into how ultrasensitivity also supports the functioning of the biological clock.

Finally, as has been reported in many experimental and theoretical studies \[10, 14, 16\], oscillations are affected by the concentration of %ATP in the system. In
particular, it has been found that KaiABC system cannot sustain oscillations below a critical ATP concentration. In the next section, we will use our minimal model to show how stronger differential affinity and a better ultrasensitive switch can in fact sustain oscillations even at lower ATP concentrations [17].

We begin our analytical treatment by first considering the case where \( k_1 = 0 \), i.e. in a model devoid of ultrasensitivity. In this case, a time independent solution for the non-linear Fokker-Planck equation can be obtained in the limit when \( \epsilon_{seq} = 0 \) and \( \phi_0 = \pi \). \( \epsilon_{seq} = 0 \) corresponds to absence of KaiA sequestration by KaiB bound KaiC states. \( \phi_0 = \pi \) means that the dephosphorylation phase starts only after all the KaiC have become doubly phosphorylated. Our analytical derivation is discussed in detail in [S2A] and leads to the following solutions.

\[
P_3(j) = b \quad \forall j \in [0, N] \tag{3.1}
\]

\[
P_1(j) = \frac{1}{k_{Af} A_f} \left[ k_{Ab} a^{\overline{\pi}} + (\delta_{0,j} - \delta_{j_0,j})k_0(1 - \gamma) \right] b \quad \forall j \in [0, N] \tag{3.2}
\]

\[
P_2(2N - j) = \frac{k_0}{k_2} \left( \frac{1}{1 - \gamma} - 1 \right) \frac{1}{k_2(1 - \gamma_2)} b
\]

\[+ \gamma_2 k_0(1 - \gamma) \left( \frac{1}{\omega_1} - \frac{1}{k_2(1 - \gamma_2)} \right) + \frac{K_D}{k_{Af} A_f} \left( k_0(1 - \gamma) + k_{Ab} \right) \quad \forall j \in [0, N] \tag{3.3}
\]

where \( b = P_3(0) \) can be obtained by solving a quadratic equation as mentioned in [S2], \( N = \frac{a}{2\pi}, j = \frac{a}{2\pi}, k_{Ab} = k_{Ab,0} a^{-\pi} \). Even when \( \phi_0 < \pi \), our solution gives a very good approximation if we set \( P_1(j) \approx P_2(2N - j) \approx P_3(j) \approx 0 \quad \forall j \in (j_0, N) \).

As \( \alpha \) is increased, this time-independent state becomes unstable giving rise to a oscillatory state. As described in the [S3] a linear stability analysis can be performed around the steady state of the system, \( P^S \) to characterize this instability. The linear stability analysis has been detailed in [S3A] This analysis correctly predicts the observed oscillatory behavior. Indeed, in Fig. 5 we show that the analytical estimate of the time period of oscillations provides a very good description of the actual observed oscillation periods.

In the case of \( k_1 \neq 0 \) only an approximate solution for the time-independent steady state can be obtained. In order to obtain this approximate solution we take inspiration from the solution for the case when \( k_1 = 0 \) and assume \( k_{Af} A_f P_1(\phi) = k_{Af,0} e^{\phi - \pi} P_3(\phi) \) for \( \phi \in [0, \phi_0] \) (along the \( P_1 - P_3 \) connections in Fig. 2B) and \( P_3(\phi) \approx 0 \approx P_3(\phi) \) for \( \phi > \phi_0 \). This assumption is supported by numerical evidence. Under this assumption, we obtain,

\[
P_3(\phi) = P_3(\phi') \frac{|B + A_0 e^{\phi'}|}{|B + A_0 e^{\phi}|} \quad \forall \phi \in (0, \phi_0) \tag{3.4}
\]

\[
P_1(\phi) = \frac{K_{d,0} A_f}{B} \phi P_3(\phi) \quad \forall \phi \in (0, \phi_0) \tag{3.5}
\]

\[
B = -k_0(1 - \gamma) \Delta \phi, \quad A = \frac{K_{d,0} A_f}{B} k_1(1 - \gamma_1) \Delta \phi \tag{3.6}
\]

Here \( P_3(0) \) can be obtained numerically and \( \phi_0 \) denotes the place where \( P_1 - P_2 \) connections start in Fig. 2B.

This is described in more detail in supplementary [S2B].

Fig. S3A shows a comparison between the numerically obtained steady state with the one constructed using our
approximate solution. We also provide approximate analytical arguments to show how a linear instability analysis can again be used to characterize the onset of oscillations as $k_1$ is tuned. The Gershgorin circle theorem provides us with a way to understand where we can find the eigenvalues of any matrix. As $k_1$ is tuned, the -ve off-diagonal elements of the rate matrix $W$ increase in magnitude so do the radii of the Gershgorin discs (see Fig. S7) because for any transition rate matrix, $M$, $\sum_i M_{ij} = 0$. In effect the Gershgorin discs have a finite area protruding into the positive half plane. With higher $k_1$ this area increases thus there is a higher chance of finding eigenvalues in the positive half-plane. These arguments are explained in more detail in S3 A.

In the next section, we build on these results and show how ultrasensitivity and differential affinity can support oscillations even at a lower ATP concentration. We also use insight from these analytical arguments to explain how the time period can be stably maintained in a variety of ATP concentrations, a phenomena known as affinity compensation. Finally, using our minimal model, we also comment on the thermodynamic costs associated with maintaining oscillations.

IV. DISCUSSION

A. Increasing Differential Affinity leads to oscillations at low %ATP

It has been numerically shown previously in [21] that oscillations in a model system similar to ours can be obtained by increasing the value of $\alpha$ i.e. by improving the differential affinity. $\alpha$ controls the rate of reaction between $P_1$ and $P_3$ states in Fig. 2b. Our analytical results explain this numerical observation. Further, our analytical results at $k_1 = 0$ also help predict the required interplay between $\alpha$ and the ATP concentration in order for oscillations to be sustained. Specifically, we find that at $k_1 = 0$, a higher value of $\alpha$ is required for oscillations to take place at higher $K_{d0}$ (or a lower ATP concentration). In Fig. 8 we provide estimates of how the critical value of $\alpha$ changes as a function of the $K_{d0}$. Our analytical estimates agree very well with those obtained from the numerical calculations.

B. Improving the ultrasensitive response leads to oscillations at lower %ATP and fixed Differential Affinity

As mentioned in section II, it has been speculated that ultrasensitivity plays an important role in sustaining oscillations at low %ATP conditions. Our minimal model captures this role played by ultrasensitivity. Indeed, we find that at a higher value of $k_1$, corresponding to a sharper ultrasensitive response (Fig. 3), oscillations can be sustained a larger $K_{d0}$ (or a smaller ATP concentration). We describe this tradeoff in Fig 7 and Fig. 9.

Our analytical analysis also allows us to provide a phe-
FIG. 8: The value of $\alpha$ required for the onset of oscillations as a function of $K_{d0}$. Estimates have been obtained both from our theory and from numerical simulations. We set $k_1 = 0$ for these calculations.

FIG. 9: The value of $k_1$ required for the onset of oscillations as a function of $K_{d0}$. Since the $k_1 \neq 0$ is only approximately tractable analytically, we have only plotted estimates from numerical simulations.

nomenologial understanding of the role played by the ultrasensitive switch. Ultrasensitivity offers coherence to the travelling wave-packet of phosphorylation at the start of every new cycle of oscillation. Phosphorylation is halted until a critical amount of KaiA is present in the system. Just before the beginning of every new phosphorylation cycle, most of the KaiA is sequestered by the $P_2$ states. Only after a certain amount of KaiA is freed from $P_2$ states, the phosphorylation reactions in the $P_3$ states can start again. This leads to a buildup of probability density near $P_2(2\pi)$ and $P_1(0)$ before the start of every cycle and provides coherence to the system and oscillations can be sustained.

FIG. 10: Time Period of oscillations for various $K_{d0}$ and $k_1$ i.e. at different levels of % ATP and ultrasensitivity. The white region denotes the parameter space which does not support oscillations. This is also supported by the plot for the amplitude of oscillations, Fig. 11. In order to have oscillations at higher values of $K_{d0}$ the system requires a higher value of $k_1$. The contours in the figure are for the time period of oscillations.

FIG. 11: Amplitude of oscillations as a function of $K_{d0}$ and $k_1$ at $\alpha = 10$ and parameters given in S2. The contours in the figure are for the amplitude of oscillations.

C. Metabolic compensation of Time period: Insights from the minimal Markov state model

One of the most important feature of the KaiABC oscillator is that the time period of the oscillations are robust to changes in the %ATP in the system, a phenomenon known as metabolic compensation. Our model shows a similar behaviour. Upon increasing $K_{d0}$, the time period increases, changing by 10% for an increase from $K_{d0} = 1$ to 11 (see Fig. 10 and Fig. 12). At $K_{d0} > 11$, oscillations are not supported. This is analogous to losing oscillations when %ATP is below 20%ATP in the real system[10, 14].

Our minimal model helps provide a simple phenomenological explanation of affinity compensation. In the
FIG. 12: Velocity of Phosphorylation wavepacket as a function of Average Angle for $k_1 = 0.05$, various $K_{d0}$’s and other parameters as given in Table S2. Here Average Angle, $(\phi) = \sum \phi P(\phi)$ and Velocity, $v = \frac{d(\phi)}{dt}$. The time period of oscillation for the different cycles is denoted along the curves.

regime where our model allows oscillations, the speed of the wave form as it traverses the top $P_1 - P_3$ rungs in Fig. 13 from regions of lower $\phi$ to regions of higher $\phi$ can be shown to be $v = \frac{1}{3} \frac{1}{1 - (1 - \gamma)k_3 + c K_{d3}}$, through a first-passage time analysis (outlined in Sec. SI). Thus it is expected to decrease with $K_{d0}$. Simultaneously, $1/K_{d0} \equiv k_{Af}/k_{Ab,0}$ can be expected to control the relative occupancy of the $P_1 - P_3$ states and the transitions in the $P3$ states promote probability flux towards regions of higher $\phi$. Thus, with increasing $1/K_{d0}$, the waveform can be expected to traverse more of the large $\phi$ states in the $P3$ rung before transitioning to the $P1$ and then eventually to the $P2$ states as it restarts the oscillation. Hence, at higher $1/K_{d0}$ or higher %ATP, the system traverses a larger orbit as described in the ‘Angle-Angular Velocity’ phase space (Fig. 12). This is analogous to shifting in the trough and crest in the phosphorylation oscillations observed in the KaiABC system [10]. Together, these effects make the time period of oscillations relatively insensitive to %ATP levels (Fig. 12). In this way, the KaiABC system can accomplish affinity compensation and maintain a relatively constant time period.

D. The thermodynamic costs of setting up oscillations

Finally, the stochastic thermodynamics of our minimal model can be readily probed. The total steady state entropy production rate can be estimated using the probability fluxes along every edge of the model as [27]

$$\dot{\sigma} = \sum_{Edges} (J_+ - J_-) \ln \frac{J_+}{J_-}$$

We use Eq. (4.1) to estimate the entropy production rate for various values of $\alpha$, $K_{d0}$ and $k_1$. These results are described in Fig. 13 and Fig. 14. Of particular note, our results show that $\dot{\sigma}$ varies continuously through the transition of the system from a stationary to an oscillatory phase. In the case where the ultrasensitivity parameter $k_1$ is tuned (Fig. 14), the entropy production rate, $\dot{\sigma}$ is almost a linearly increasing function of $k_1$. While the entropy production rate, $\dot{\sigma}$ does indeed increases as os-

FIG. 13: Entropy Production Rate Vs $\alpha$ for $K_{d0} = 5$, $k_1 = 0$ and other parameters given in Table S2. Oscillations start at $\alpha = 21$, $\alpha = 1$ corresponds to absence of differential affinity. In order to have oscillations an additional 0.113 units of energy are required. This energy goes into building coherence among the KaiABC oscillator population [21].

FIG. 14: Entropy Production Rate Vs $k_1$ for $\alpha = 10$, $K_{d0} = 8$ and other parameters given in Table S2. Unlike the case with changing $\alpha$ in Fig. 13 where the entropy production plateaus very quickly with increasing $\alpha$, in this case, the entropy production increases almost linearly with increasing $k_1$. As expected, decreasing $K_{d0}$ and increasing $k_1$ lead to higher dissipation of energy. Oscillations start at $k_1 = 0.03$. $k_1 = 0$ corresponds to absence of ultrasensitivity in the system. An additional 0.052 units of energy are dissipated in order to have oscillations. This additional energy goes into improving the ultrasensitive response of the system eventually leading to coherence.

FIG. 15: Angular Velocity of the Wavepacket as a function of Average Angle for the different cycles is denoted along the curves.
cillations are setup in agreement with previous studies, and it does indeed improve the overall quality and coherence of oscillation an analysis focused on just the entropy production rate might miss the important and specific roles played by biophysical mechanisms such as the ultrasensitivity and differential affinity in promoting and sustaining robust oscillations.

V. CONCLUSION

In conclusion, this work elucidates the role played by biophysical mechanisms such as ultrasensitivity and differential affinity in controlling the quality of circadian oscillations. Our minimal theoretical model also provides a route to explain how biochemical circuits can ensure oscillations with constant time periods, even under a range of experimental conditions. Finally, we show that the net rate of energy dissipation isn’t a very effective order parameter to gauge the quality of oscillations, particularly in regimes where the ultrasensitivity is important. While our work relies on a very minimal abstraction of the KaiABC system. In future work we hope to adapt these ideas to more complex and complete models of circadian rhythm oscillators.
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### S1. MODEL DETAILS

**FIG. S1:** Each oscillator can exist in one of the three forms $P_1$, $P_2$, $P_3$. The $P_1$ form corresponds to normal KaiC during daytime and requires KaiA for moving forward in phase. The $P_3$ form corresponds to the form of KaiC to which KaiA is attached as an assistant molecule, $P_1 + \text{KaiA} \rightarrow P_3$. The $P_2$ form corresponds to KaiC in its dephosphorylation phase. The nucleotide bound states, KaiB binding and KaiA sequestration are implicitly assumed in the model. $A_f$ denotes the free KaiA concentration and $A_t$ stands for the total KaiA concentration. Phosphorylation corresponds to phase $\phi$, it increases linearly from 0 to 1 as $\phi$ varies from 0 to $\pi$ and decreases linearly from 1 to 0 as $\phi$ goes from $\pi$ to $2\pi$. Connections between the $P_1$ states denote the spontaneous dephosphorylation of KaiC subunits in the absence of KaiA. Multiple connections between $P_1$ and $P_2$ towards the highly phosphorylated states allows the system to move to the dephosphorylation phase even before all the KaiC is completely phosphorylated. The $P_2$ states sequester KaiA which corresponds to the fact that during the dephosphorylation phase, KaiB bound KaiC sequesters KaiA and makes it inactive. The master equation for this system is given below.

\[
\begin{align*}
\frac{dP_1(\phi)}{dt} &= \delta(\phi \neq \pi)k_1(P_1(\phi + \Delta \phi) - \gamma P_1(\phi)) + \delta(\phi \neq 0)k_1(\gamma P_1(\phi - \Delta \phi) - P_1(\phi)) \\
&\quad + \delta(\phi)(\omega_1 P_2(2\pi - \phi) - K_d\omega_1 P_1(\phi)) \\
&\quad + H(\phi - \phi_0)(K_d\omega P_2(2\pi - \phi) - \omega P_1(\phi)) - k_{Af} A_f P_1(\phi) + k_{Ab,0} \phi^{-\pi} P_3(\phi) \quad (S1.1) \\
\frac{dP_2(\phi)}{dt} &= \delta(\phi \neq 2\pi)k_{dP}(\gamma P_2(\phi + \Delta \phi) - P_2(\phi)) + \delta(\phi \neq \pi)k_{dP}(P_2(\phi - \Delta \phi) - \gamma P_2(\phi)) \\
&\quad - \delta(\phi - 2\pi)(\omega_1 P_2(\phi) - K_d\omega P_1(2\pi - \phi) + H(2\pi - \phi - \phi_0)(\omega P_1(2\pi - \phi) - \omega P_2(\phi)) \quad (S1.2) \\
\frac{dP_3(\phi)}{dt} &= \delta(\phi \neq \pi)k_0(\gamma P_3(\phi + \Delta \phi) - P_3(\phi)) + \delta(\phi \neq 0)k_0(\gamma P_3(\phi - \Delta \phi) - \gamma P_3(\phi)) \\
&\quad + k_{Af} A_f P_1(\phi) - k_{Ab,0} \phi^{-\pi} P_3(\phi) \quad (S1.3) \\
A_f &= A_t - \sum_0^{2\pi} P_3(\phi) - \epsilon_{seq} \sum_0^{2\pi} P_2(\phi), \quad \epsilon_{seq} < A_t \quad (S1.4) \\
\frac{dA_f}{dt} &= \sum_0^{2\pi} (k_{Ab,0} \phi^{-\pi} P_3(\phi) - k_{Af} A_f P_1(\phi)) \\
&\quad + \epsilon_{seq} \sum_0^{2\pi} (H(2\pi - \phi - \phi_0)\omega P_2(\phi) - K_d\omega P_1(2\pi - \phi)) + \epsilon(\omega P_2(2\pi) - K_d\omega P_1(0)) \quad (S1.5) \\
H(\phi) &= 1 \text{ for } \phi \geq 0 \text{ and } 0 \text{ for } \phi < 0 \quad (S1.6)
\end{align*}
\]

For the sake of convenience, we relabel the $P_2$ states such that $P_2(2N - j) \iff P_2(j)$. We also work with the discrete case so we relabel the $\phi$ using $j$, where $j = \frac{\phi}{\Delta \phi}$. Relabelling does not change the dynamics. The Fokker-
Planck equations in this case are given by,

\[
\frac{\partial P_1(j)}{\partial t} = \delta(j \neq N)k_1(P_1(j+1) - \gamma_1 P_1(j)) + \delta(j \neq 0)k_1(\gamma_1 P_1(j-1) - P_1(j)) \\
+ \delta(j = 0)(\omega_1 P_2(j) - K_{d1}\omega_1 P_1(j)) \\
+ H(j - j_0)(K_d\omega P_2(j) - \omega P_1(j)) - k_A f P_1(j) + k_A b \alpha j P_3(j)
\]

(S1.7)

\[
\frac{\partial P_2(j)}{\partial t} = \delta(j \neq 0)k_{dp}(\gamma_2 P_2(j-1) - P_2(j)) + \delta(j \neq N)k_{dp}(P_2(j+1) - \gamma_2 P_2(j)) \\
- \delta(j = 0)(\omega_1 P_2(j) - K_{d1}\omega_1 P_1(j)) + H(j - j_0)(\omega P_1(j) - \omega P_2(j))
\]

(S1.8)

\[
\frac{\partial P_3(j)}{\partial t} = \delta(j \neq N)k_0(\gamma P_3(j+1) - P_3(j)) + \delta(j \neq 0)k_0(P_3(j-1) - \gamma P_3(j)) \\
+ k_A f P_1(j) - k_A b \alpha j P_3(j)
\]

(S1.9)

\[
A_f = A_t - \sum_{0}^{N} P_3(j) - \epsilon_{seq} \sum_{0}^{N} P_2(j)
\]

(S1.10)

**S2. TIME INDEPENDENT STEADY STATE**

**A. Case I :** \(k_1 = 0\)

We set, \(k_1 = 0, j_0 = N, K_{d1} = K_d = K_D\), we also make the following changes in notation \(k_{A_b,0} \alpha^{-\pi} = k_{A_b}, k_{dp} = k_2, \alpha - \alpha^{\pi}\). Using this simplification, we can solve for the steady state solution of the system and then use linear stability analysis around the steady state to see how oscillations are set up.

**FIG. S2:** There is just one flux, \(J\) in the entire system. Once we solve for this unique flux \(J\), we can obtain the expressions for the probability distribution of the different states in the system.

\[A_f = A_t - \epsilon \sum_{j=0}^{N} P_3(j), \quad P_3(0) = b, \quad P_1(0) = a\]

(S2.1)
where a and b are the labels for \(P_1(0)\) and \(P_3(0)\) respectively. For the \(P_1 - P_3\) connection at \(j = 0\) and \(j = N\) we have,

\[
J = k_{AF}A_f P_3(0) - k_{AB\alpha^0}P_3(0) = k_{AF}A_f a - k_{AB}b \tag{S2.2}
\]

\[
J = k_{AB\alpha^N}P_3(N) - k_{AF}A_f P_1(N) \tag{S2.3}
\]

For other \(P_3 - P_3\) connections, we have,

\[
J = k_0 P_3(j - 1) - \gamma k_0 P_3(j) \tag{S2.4}
\]

\[
\Rightarrow P_3(j) = \frac{1}{\gamma k_0} [k_0 P_3(j - 1) - J] \tag{S2.5}
\]

\[
\therefore P_3(1) = \frac{1}{\gamma k_0} [k_0 b - J], \quad P_3(j) = \frac{1}{\gamma k_0} \left[ \frac{k_0}{\gamma^j - 1} b - J \left( 1 + \frac{1}{\gamma} + \ldots + \frac{1}{\gamma^{j-1}} \right) \right] \tag{S2.6}
\]

\[
\Rightarrow P_3(j) = \frac{1}{\gamma k_0} \left[ \frac{k_0}{\gamma^j - 1} b - J \left( 1 - \frac{1}{\gamma^j} \right) \right] \tag{S2.7}
\]

If we look at \(P_1 - P_3\) connections in the bulk, we have,

\[
J' = 0 \quad \Rightarrow \quad k_{AF}A_f P_1(j) = k_{AB\alpha^j} P_3(j) \quad \forall \ j \neq 0, N \tag{S2.8}
\]

When we look at the \(P_1 - P_2\) connection at \(j = 0\), we have,

\[
J = \omega_1 P_2(0) - K_{D\omega_1} P_1(0) \quad \Rightarrow \quad P_2(0) = \frac{1}{\omega_1} [J + K_{d1} \omega_1 a] = c \tag{S2.9}
\]

where \(c\) is the label for \(P_2(0)\). Similarly for other \(P_2 - P_2\) connections we have the following,

\[
J = k_2 P_2(j) - \gamma_2 k_2 P_2(j - 1) \tag{S2.10}
\]

\[
\Rightarrow P_2(1) = \frac{1}{k_2} [J + \gamma_2 k_2 c], \quad P_2(j) = \frac{1}{k_2} \left[ \gamma_2^j k_2 c + J (1 + \gamma_2 + \ldots + \gamma_2^{j-1}) \right] \tag{S2.11}
\]

\[
\Rightarrow P_2(j) = \frac{1}{k_2} \left[ \gamma_2^j k_2 c + J \left( 1 - \frac{\gamma_2^j}{1 - \gamma_2} \right) \right] \tag{S2.12}
\]

Substituting the expressions of \(P_1(N)\) \(\text{[S2.3]}\), \(P_2(N)\) \(\text{[S2.12]}\) and \(P_3(N)\) \(\text{[S2.7]}\) into \(\text{[S2.14]}\), we get,

\[
\Rightarrow \frac{k_{AB\alpha^N}}{\gamma^N} - k_{AF}A_f K_d K_{d1} \gamma_2^N a = \left[ 1 + \frac{k_{AF} A_f}{\omega_1} + \frac{k_{AF} A_f K_d}{k_2} \frac{1 - \gamma_2^N}{1 - \gamma_2} + \frac{k_{AB\alpha^N}}{\gamma k_0} \frac{1 - \frac{1}{\gamma_2^N}}{1 - \frac{1}{\gamma_2}} + \frac{k_{AF} A_f K_{d1} \omega_1}{\omega} \right] J \tag{S2.15}
\]

\[
J = k_{AF} A_f a - k_{AB} b \tag{S2.16}
\]

Since \(N\) is large and \(\gamma < 1\), the LHS and RHS \(\text{[S2.15]}\) are dominated by the terms having \(\frac{1}{\gamma^N}\). Thus only the 1st term in the LHS and the 3rd term in the RHS of \(\text{[S2.15]}\) contribute, other terms can be ignored. This leads to an expression for \(J\).

\[
\Rightarrow J = k_0 (1 - \gamma) b \tag{S2.17}
\]

Substituting this expression for \(J\) in \(\text{[S2.7]}\), \(\text{[S2.12]}\), \(\text{[S2.2]}\), \(\text{[S2.3]}\), \(\text{[S2.14]}\), we get,

\[
\therefore P_3(j) = b j \tag{S2.18}
\]

\[
P_1(j) = \frac{1}{k_{AF} A_f} \left[ k_{AB\alpha^j} + (\delta_{0,j} - \delta_{N,j}) k_0 (1 - \gamma) \right] b \tag{S2.19}
\]

\[
P_2(j) = \frac{k_0}{k_2} \left( \frac{1 - \gamma}{1 - \gamma_2} \right) b + \gamma_2 \left[ k_0 (1 - \gamma) \left( \frac{1}{\omega_1} - \frac{1}{k_2 (1 - \gamma_2)} \right) + \frac{K_{d1} \omega_1}{k_{AF} A_f \omega_1} (k_0 (1 - \gamma) + k_{AB}) \right] b \tag{S2.20}
\]
Now using, \( \sum_{j=0}^{N} (P_1(j) + P_2(j) + P_3(j)) = 1 \),

\[
\Rightarrow \frac{1}{b} = \frac{1}{k_{Af} A_f} \left[ k_{Ab} \alpha^{N+1} + \frac{K_{d1} \omega (k_0 (1 - \gamma) + k_{Ab})}{(1 - \gamma_2) \omega_1} \right] \\
+ (N + 1) \left( 1 + \frac{k_0 (1 - \gamma)}{k_2 (1 - \gamma_2)} \right) + \frac{1}{1 - \gamma_2} \left( k_0 \frac{1 - \gamma}{\omega_1} - k_0 (1 - \gamma) \right)
\]

(A) Comparison between numerical and analytical results for time-independent solution of \( P_2 \) states. The figure in inset is a representation of the Markov State network with the \( P_1 \) states highlighted.

(B) Comparison between numerical and analytical results for time-independent solution of \( P_3 \) states. The figure in inset is a representation of the Markov State network with the \( P_1 \) states highlighted.

**FIG. S3:** In the main figures, grey corresponds to \( \alpha = 2 \), red to \( \alpha = 4 \), blue to \( \alpha = 6 \) and green to \( \alpha = 8 \)

**B. Case II :** \( k_1 \neq 0 \)

The case with \( k_1 \neq 0 \) is challenging to solve. Unlike the previous case, where only a single flux existed in the entire system, in this case there will be many fluxes in the system.

In order to obtain the rough form of solution for \( P_1 \), \( P_2 \) and \( P_3 \) states, we make some assumptions which are supported by numerical observations. We also go the continuum limit where the discrete master equations describing the system become a set of coupled PDE’s. The boundaries for our problem are \( x = 0 \) and \( x = x_0 \), \( x_0 \) is the point where the \( P_1 - P_2 \) connections start. Numerically it is observed that at the steady state, the probability density in the states beyond \( x_0 \) is negligible compared to the ones before it. Thus we set it as our boundary. We solve the problem for the states in the bulk and then impose certain conditions such that the boundary conditions are satisfied.

\[
\frac{\partial P_1(x)}{\partial t} = \delta(x \neq N) k_1 (P_1(x + \Delta x) - \gamma_1 P_1(x)) + \delta(x \neq 0) k_1 (\gamma_1 P_1(x - \Delta x) - P_1(x)) \\
+ \delta(x = 0)(\omega_1 P_2(x) - K_{d1} \omega_1 P_1(x)) \\
+ H(x - x_0)(K_{d2} \omega P_2(x) - \omega P_1(x)) - k_{Af} A_f P_1(j) + k_{Ab} \alpha^2 P_3(j)
\]

and so on and so forth for \( P_2 \) and \( P_3 \) states. Using Taylor expansion, \( P(x + \Delta x) = P(x) + \frac{\partial P(x)}{\partial x} \Delta x + \frac{1}{2} \frac{\partial^2 P(x)}{\partial x^2} \Delta x^2 + \)
also supported by numerical observations. It can be better written as, the form of the probability distribution will not change drastically. Ke eping this in mind we make the assumption, $k$.

Comparison of free KaiA concentration and error between the analytical data and numerical data.

**FIG. S4:** Comparison of free KaiA concentration and error between the analytical data and numerical data.

$O(\Delta x^3)$, we get,

\[
\frac{\partial P_1(x)}{\partial t} = k_{1c} \frac{\partial P_1(x)}{\partial x} + k_{1d} \frac{\partial^2 P_1(x)}{\partial x^2} - k_{Af} A_f P_1(x) + k_{Ab} \alpha^x P_3(x) \tag{S2.24}
\]

\[
\frac{\partial P_2(x)}{\partial t} = k_{2c} \frac{\partial P_2(x)}{\partial x} + k_{2d} \frac{\partial^2 P_2(x)}{\partial x^2} \tag{S2.25}
\]

\[
\frac{\partial P_3(x)}{\partial t} = k_{3c} \frac{\partial P_3(x)}{\partial x} + k_{3d} \frac{\partial^2 P_3(x)}{\partial x^2} + k_{Af} A_f P_1(x) - k_{Ab} \alpha^x P_3(x) \tag{S2.26}
\]

\[k_{1c} = k_1 (1 - \gamma_1) \Delta x, \quad k_{2c} = k_{dp}(1 - \gamma_2) \Delta x, \quad k_{3c} = -k_0 (1 - \gamma) \Delta x \tag{S2.27}
\]

\[k_{1d} = \frac{1}{2} k_1 (1 + \gamma_1) \Delta x^2, \quad k_{2d} = \frac{1}{2} k_{dp}(1 + \gamma_2) \Delta x^2, \quad k_{3d} = \frac{1}{2} k_0 (1 + \gamma) \Delta x^2 \tag{S2.28}
\]

We begin with the ansatz that when $k_1$ is increased from 0 to a very small number gradually, the changes in the form of the probability distribution will not change drastically. Keeping this in mind we make the assumption, $k_{Af} A_f P_1(x) \approx k_{Ab} \alpha^x P_3(x) \forall x \in Bulk$. This assumption has been inspired by our solution for the $k_1 = 0$ case and also supported by numerical observations. It can be better written as,

\[P_1(x) = \frac{K_{d0}}{A_f} \alpha^x P_3(x) \tag{S2.29}
\]

where $K_{d0} = \frac{k_{ds}}{k_{Af}}$. Thus, we have,

\[\partial_x P_1(x) = \frac{K_{d0}}{A_f} \alpha^x [\ln(\alpha) + \partial_x P_3(x)] \tag{S2.30}
\]

\[\partial_x^2 P_1(x) = \frac{K_{d0}}{A_f} \alpha^x [(\ln(\alpha))^2 P_3(x) + 2\ln(\alpha) \partial_x P_3(x) + \partial_x^2 P_3(x)] \tag{S2.31}
\]

Adding the evolution equations for $P_1$ and $P_3$, in the bulk, and substituting the approximation \[S2.29\] we get,

\[\partial_t (P_1(x) + P_3(x)) = \frac{K_{d0}}{A_f} \alpha^x \ln(\alpha) [k_{1c} + k_{1d}] P_3(x) \]

\[+ \left[ k_{3c} + \frac{K_{d0}}{A_f} \alpha^x (k_{1c} + k_{1d} \ln(\alpha)) \right] \partial_x P_3(x) + \]

\[+ \left[ k_{3d} + \frac{K_{d0}}{A_f} \alpha^x k_{1d} \right] \partial_x^2 P_3(x) \tag{S2.32}
\]
At steady state, \( \partial_t P_3(x) = 0 = \partial_t P_3(x) \forall x \). For \( k_1 = 0 \), we have \( k_{1c} = 0 = k_{1d} \). Thus we have the simple ODE,

\[
k_{1c} \partial_x P_3(x) + k_{3d} \partial_x^2 P_3(x) = 0
\]

This can have constant solutions for \( P_3(x) \) and this is exactly what we have in the case when \( k_1 = 0 \). The presence of \( k_1 \) adds an extra term dependent on \( P_3 \) and due to this term we cannot have constant solutions for \( P_3(x) \) (unless the constant solution is \( P_3(x) = 0 \forall x \)). Under the assumption that the form of \( P_3(x) \) does not deviate significantly from the solution when \( k_1 = 0 \) \( (P_3(x) = b = \text{constant}) \), we can ignore terms containing \( \partial_x^2 P_3(x) \). We also have \( k_{3d} \ll k_{3c} \), \( k_{1d} \ll k_{1c} \). Using this we can ignore terms containing \( k_{1d} \) and \( k_{3d} \). Thus we finally arrive at the equation,

\[
\frac{K_{d0}}{A_f} \alpha^2 \ln(\alpha) k_{1c} P_3(x) + \left[ k_{3c} + \frac{K_{d0}}{A_f} \alpha^2 k_{1c} \right] \partial_x P_3(x) = 0 \tag{S2.33}
\]

\[
\Rightarrow P_3(x) = P_3(x') \frac{|B + A \alpha^2|}{|B + A \alpha^2|} \tag{S2.34}
\]

\[
B = k_{3c}, \quad A = \frac{K_{d0}}{A_f} k_{1c} \tag{S2.35}
\]

Beyond the boundary at \( x = x_0 \), the network is constructed in such a way that it either drives the probabilities into the \( P_2 \) states which are further driven towards the boundary at \( x_0 \) from right or it drives the probabilities towards the boundary at \( x_0 \) in the \( P_1 \) states.

Thus we can safely assume that probability of the finding a state beyond the boundary at \( x_0 \) is close to 0. This is confirmed by numerical results. Now we can focus our entire attention to the region, \( x \in [0, x_0] \). By using conservation of flux we can find the probabilities of all the other states.

**FIG. S5:** In the main figures, grey corresponds to \( k_1 = 0 \), cyan to \( k_1 = 10^{-4} \), violet to \( k_1 = 5 \times 10^{-4} \), red to \( k_1 = 10^{-3} \), blue to \( k_1 = 5 \times 10^{-3} \), green to \( k_1 = 10^{-2} \).

**C. Calculating Time-Independent Steady State numerically**

As mentioned earlier, when \( k_1 \neq 0 \) and there are more than one connections between \( P_1 \) and \( P_2 \) states i.e. \( j_0, x_0 \neq N \), we have multiple fluxes in the system. Nevertheless, we can still find the steady-state time-independent solution for \( \vec{P} \) irrespective of whether it is stable or not. An iterative procedure is adopted. The first step in this procedure is
to find the free KaiA concentration in the system. In the following paragraph the procedure is described. The set of FPE’s that describe the evolution of \( \vec{P} \) can be expressed as, \( \frac{\partial \vec{P}}{\partial t} = W(\vec{P})\vec{P} \), where \( \vec{P} \) is a vector of length \( 3N + 3 \). The first \( N+1 \) elements would correspond to \( P_1 \) form, the next \( N+1 \) elements would correspond to \( P_2 \) form and the last \( N+1 \) elements would correspond to \( P_3 \) form. The rate matrix, \( W \) is function of the probabilities due to the presence of the \( A_f \) term which makes the entire thing non-linear. Now if we succeed in finding the free KaiA concentration at steady state, then substituting it back into \( W \) would make it a linear system to solve, and then \( \frac{\partial \vec{P}}{\partial t} = W\vec{P} \). We can find \( A_f^t \) (free KaiA at steady state) using an iterative procedure as follows:

1. Initialize \( A_f = A_t \) for the first run and form the rate matrix, \( W \).
2. At steady state, \( \frac{\partial \vec{P}}{\partial t} = 0 = W\vec{P} \). Compute the eigenvector corresponding to the nullspace of \( W \) and call it \( \vec{v}_0 \).
3. Compute \( A_f^{test} = A_t - \epsilon \sum_{i=2N+2}^{3N+2} \vec{v}_0(i) - \epsilon_{seq} \sum_{i=N+1}^{2N+1} \vec{v}_0(i) \)
4. If \( A_f^{test} < 0 \), it would be unphysical. So set, \( A_f^{new} = \frac{A_f^{old}}{2} \), else set \( A_f^{new} = A_f^{old} + \delta(A_f^{test} - A_f^{old}) \) where \( \delta \) is some appropriate step size.
5. Repeat this procedure until convergence i.e. \( \left| \frac{A_f^{old} - A_f^{test}}{A_f^{test}} \right| < \text{Tolerance} \).

Once we have \( A_f^t \) we can find \( \vec{P}^* \).

### S3. LINEAR STABILITY ANALYSIS

We perturb around the steady state distribution, \( \vec{P}^* \). Say, \( P_k(j) = P_k^*(j) + \delta \eta_k(j), k = 1, 2, 3 \) and \( j = 0, ..., N \). By conservation of probability, we have \( \sum_{k,j} \eta_k(j) = 0 \). Substituting \( P_k(j) \) in the differential equations, lead us to the evolution equations for \( \eta_k(j) \).

\[
\frac{\partial \eta_k(j)}{\partial t} = \delta(j \neq N)K_i(\eta_1(j+1) - \gamma_1 \eta_1(j)) + \delta(j \neq 0)K_0(\eta_1(j+1) - \eta_1(j)) \\
+ \delta(j = 0)(\omega_1 \eta_2(j) - K_{d1} \omega_1 \eta_1(j)) \\
+ H(j \neq 0)(K_{d2} \omega_2(j) - \omega_1 \eta_1(j)) - k_{A2} A_f \eta_1(j) + k_{A2} A_f \gamma \eta_3(j) \\
+ \epsilon k_{A2} A_f P_1(j) \sum_{i=0}^{N} \eta_3(i) + \epsilon_{seq} k_{A2} A_f P_1(j) \sum_{i=0}^{N} \eta_2(i) + O(\delta) \tag{S3.1}
\]

\[
\frac{\partial \eta_2(j)}{\partial t} = \delta(j \neq 0)K_{d2}(\eta_2(j+1) - \eta_2(j)) + \delta(j \neq N)K_{d2}(\eta_2(j+1) - \gamma_2 \eta_2(j)) \\
- \delta(j = 0)(\omega_1 \eta_2(j) - K_{d1} \omega_1 \eta_1(j)) \\
+ H(j \neq 0)(\omega_1 \eta_1(j) - \omega_1 \eta_2(j)) \tag{S3.2}
\]

\[
\frac{\partial \eta_3(j)}{\partial t} = \delta(j \neq N)K_0(\eta_3(j+1) - \eta_3(j)) + \delta(j \neq 0)K_0(\eta_3(j+1) - \gamma_3 \eta_3(j)) \\
+ k_{A3} A_f \eta_1(j) - k_{A3} A_f \gamma \eta_3(j) \\
- \epsilon k_{A3} A_f P_1(j) \sum_{i=0}^{N} \eta_3(i) - \epsilon_{seq} k_{A3} A_f P_1(j) \sum_{i=0}^{N} \eta_2(i) + O(\delta) \tag{S3.3}
\]

Notice the additional terms in evolution of \( \eta_1^* \) and \( \eta_2^* \) which are directly dependent on \( \epsilon \) and \( \epsilon_{seq} \). The entire thing can be expressed as \( \frac{\partial \vec{\eta}}{\partial t} = W^{new} \vec{\eta} = (W + W')\vec{\eta} \). The entire matrix \( W \) can be broken into 9 parts, each representing interactions between different types of states as shown in (S3.5). The interesting blocks in the \( W \)-matrix are the \( \eta_3 - \eta_3 \) (S3.6) and \( \eta_3 - \eta_2 \) (S3.7) blocks which contain most of the terms arising due to nonlinearities.

In short, a linear stability analysis can be performed around the steady state of the system, \( \vec{P}^* \), which yields up to first order,

\[
\frac{\partial \vec{\eta}}{\partial t} = [W(\vec{P}^*) + \nabla_{\vec{P}} W(\vec{P})\vec{P}](\vec{P}^*) = [W(\vec{P}^*) + W'(\vec{P}^*)] \vec{\eta} = \tilde{W} \vec{\eta} \tag{S3.4}
\]
where $\eta$ is the vector of perturbation (see Section S3 for a detailed expression). We work in a regime where the %ATP i.e. $K_{d0}$ in our model plays a major role in deciding whether oscillations take place or not. The initial condition for every simulation is set to $P_1(0) = 1$ at $t=0$. This corresponds to starting all reactions with all the KaiC in the unphosphorylated and ADP bound form. The simulations are allowed to run for some time in order to reach either a time-independent or a time-dependent steady state behaviour. Now let us look at the $W$ matrix. It can be broken into 9 blocks,

$$
W = \begin{pmatrix}
W_{11} & W_{12} & W_{13} \\
W_{21} & W_{22} & W_{23} \\
W_{31} & W_{32} & W_{33}
\end{pmatrix}
$$

(S3.5)

$$
W_{33} = \begin{pmatrix}
-k_{A0}P_1^0(0) & -k_{A1}P_1^1(0) & -k_{A2}P_1^2(0) & \cdots & -k_{A8}P_1^8(0) \\
-k_{A1}P_1^1(1) & -k_{A2}P_1^2(1) & -k_{A3}P_1^3(1) & \cdots & -k_{A9}P_1^9(1) \\
-k_{A2}P_1^2(2) & -k_{A3}P_1^3(2) & -k_{A4}P_1^4(2) & \cdots & -k_{A10}P_1^{10}(2) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-k_{A8}P_1^8(N-1) & -k_{A9}P_1^9(N-1) & -k_{A10}P_1^{10}(N-1) & \cdots & -k_{A16}P_1^{16}(N-1)
\end{pmatrix}
$$

(S3.6)

To make things simpler let us look at just the $W'$ matrix elements,

$$
W' = \begin{pmatrix}
W'_{11} & W'_{12} & W'_{13} \\
W'_{21} & W'_{22} & W'_{23} \\
W'_{31} & W'_{32} & W'_{33}
\end{pmatrix}
$$

(S3.8)

$$
W'_{33} = \begin{pmatrix}
-k_{A1}P_1^1(0) & -k_{A1}P_1^1(0) & \cdots & -k_{A8}P_1^8(0) \\
-k_{A1}P_1^1(1) & -k_{A1}P_1^1(1) & \cdots & -k_{A8}P_1^8(1) \\
-k_{A1}P_1^1(2) & -k_{A1}P_1^1(2) & \cdots & -k_{A8}P_1^8(2) \\
\vdots & \vdots & \ddots & \vdots \\
-k_{A1}P_1^1(N-1) & -k_{A1}P_1^1(N-1) & \cdots & -k_{A8}P_1^8(N-1)
\end{pmatrix}
$$

(S3.9)

$$
W'_{32} = \begin{pmatrix}
-\epsilon_{seq}k_{A1}P_1^1(0) & -\epsilon_{seq}k_{A1}P_1^1(0) & \cdots & -\epsilon_{seq}k_{A1}P_1^1(0) \\
-\epsilon_{seq}k_{A1}P_1^1(1) & -\epsilon_{seq}k_{A1}P_1^1(1) & \cdots & -\epsilon_{seq}k_{A1}P_1^1(1) \\
-\epsilon_{seq}k_{A1}P_1^1(2) & -\epsilon_{seq}k_{A1}P_1^1(2) & \cdots & -\epsilon_{seq}k_{A1}P_1^1(2) \\
\vdots & \vdots & \ddots & \vdots \\
-\epsilon_{seq}k_{A1}P_1^1(N-1) & -\epsilon_{seq}k_{A1}P_1^1(N-1) & \cdots & -\epsilon_{seq}k_{A1}P_1^1(N-1)
\end{pmatrix}
$$

(S3.10)

Calculating the eigenvalues of $W$ tells us about the stability of the steady state. Presence of $+$ve eigenvalues would indicate that the steady state is unstable and that a time-dependent steady state is present in the system. This would give rise to oscillations.

**A. Origin of Instability**

Increasing $\alpha$ leads to accumulation of probability density near the higher phosphorylated region of $P_1$ and $P_3$ states. Eventually, this leads to an instability. The oscillatory state is stable because higher $\alpha$ provides coherence to the wavepacket i.e. the phosphorylation wavepacket has a narrow width as it moves across the different states [21].

One simple way to understand the emergence of oscillations with increasing $k_1$ is through the Gershgorin circle theorem. The Gersghorin circle theorem provides us a way to estimate the location of the eigenvalues of any square matrix. Simply put, it says that the for any square matrix $W$, if we construct the pair $(W_{ii}, R_i)$, where $R_i = \sum_{j\neq i} |W_{ji}|$, then all the eigenvalues of $W$ lie in the union of circles with radii $R_i$ and centred at $W_{ii}$. The onset of instability means the presence of $+$ve eigenvalues in the $W$ matrix as mentioned before. In a normal rate matrix, all
the diagonal entries are -ve and the off-diagonal entries are +ve in a way such that sum of all element in each column is 0. Gershgorin theorem can be easily applied to this system and it can be seen that the eigenvalues will always have to be -ve (or 0). But in our case, the matrix W does have -ve off-diagonal elements, for instance $-\epsilon_k A_f P_s^1(i)\eta_3(i), i \neq j$ term in the evolution of $\eta_3(j)$. All such terms which are -ve in the off-diagonal position have $P_s^1$. It is the presence of these terms which extend the Gershgorin circles into the positive half of the plane. So, our chances of obtaining a positive eigenvalue increases if we have higher $P_s^1(j)\forall j$. Now it remains to show that as $K_{d0}$ increases, $P_s^1$ either decreases or stays unchanged and when $k_1$ increases, $P_s^1$ increases.

From (S2.33) we know the forms of the solution for $k_1 \neq 0$. For a moment let us take $A_f$ to be fixed. This assumption is justified in the limit when $k_1$ is very small and there is not much change in the value of $A_f$ derived in the $k_1 = 0$ case. For this fixed value of $A_f$ let us consider two cases, the first when $k_1 = 0$ and the second when $k_1 \neq 0$. Fixed $A_f$ implies that $\sum P_3(i) = constant = c$. Let us denote the functional form for $P_3(x)$ as $f(x)$ for case I and $g(x)$ for case II. As we have shown previously $f(x)$ is a constant function and $g(x)$ is a strictly increasing function. $\sum_x (f(x) - g(x)) = 0$ and the fact that $g(x)$ is strictly increasing implies that $f(x)$ and $g(x)$ have a single point where they cross each other i.e. $f(x) > g(x)$ for $x < x_c$, $f(x) = g(x)$ at $x = x_c$ and $f(x) < g(x)$ for $x > x_c$, where $x_c$ is the point of crossover. Now $\sum_x (P_1^I(x) - P_1^I(x)) = \sumalpha (g(x) - f(x))$. This is a polynomial in $\alpha$ with a single sign change in the coefficients at $x = x_c$, with 1 as a root and with the leading term $(g(x_N) - f(x_N))$ to be positive. Thus from Decartes rule for change in signs we can say that 1 is the only positive root of the polynomial and thus $\sum P_1(x)$ increases with increasing $k_1$. This in turn affects the radii of the Gershgorin circles and thus the possibility of having an eigenvalue in the positive half of the complex plane increases with increasing $k_1$.

(a) For $k_1 = 0$ we have a constant solution for $P_3(\phi)$. For $k_1 \neq 0$, we have a solution of the form (S2.34).

(b) This graph shows how the total probability in the $P_1$ form at steady state increases as a function of $k_1$.

FIG. S6: Origin of Instability
and so on and so forth. Define:

\[ s_j = k_0(1 + \gamma) + k_2\alpha^j \]

\[ q_j = \frac{k_2\alpha^j}{s_j} \]

\[ r_j = \frac{\gamma k_0}{s_j} \]

FIG. S7: All the eigenvalues lie in within the area of the union of all circles. In The linear case, the union of all circles lies completely in the left half of the Argand plane. Thus no eigenvalues are possible which have a +ve real part. In the nonlinear case, due to the -ve off diagonal terms, there is a possibility to have eigenvalues with +ve real part. If the shaded region has a greater area then chances of getting an instability increases.

**S4. FIRST PASSAGE ANALYSIS**

![Diagram of Linear and Non-Linear System of Equations](image)

**FIG. S8**: The wave of phosphorylation moves across the \( P_1 \) and \( P_3 \) states. The movement of the wavepacket can be realized as a particle hopping between sites labelled with indices \( i \) (for \( P_3 \) states) and \( i' \) (for \( P_1 \) states).

In the notation used to solve the Fokker Planck equations, \( k_1\alpha^x \) would correspond to \( k_{A\gamma} \), \( A_f \), \( k_2\alpha^x \) would correspond to \( k_{A\gamma\delta} \), \( k_0' \) to \( k_1 \) and \( \gamma' \) to \( \gamma \). It is observed as the wavepacket moves, the free KaiA concentration changes with time as a function of \( \alpha \) as, \( A_f = A_f(\alpha^x) \) where \( x \) is the position of the tip of the wavepacket.

Let \( T_n \) denote the time taken for the particle to reach the end for the first time, starting from the \( n^{th} \) position.

\[ T_1 = \frac{k_2\alpha}{k_2\alpha + k_0} \left( T_{1'} + \frac{1}{k_2\alpha'} \right) + \frac{k_0}{k_0 + k_2\alpha} \left( T_2 + \frac{1}{k_0} \right) \quad (S4.1) \]

\[ T_{1'} = \frac{k_1\alpha}{k_1\alpha + \gamma'k_0} \left( T_1 + \frac{1}{k_1\alpha} \right) + \frac{\gamma'k_0}{k_1\alpha + \gamma'k_0} \left( T_3 + \frac{1}{k_0} \right) \quad (S4.2) \]

\[ T_2 = \frac{k_2\alpha^2}{k_0(1 + \gamma) + k_2\alpha^2} \left( T_{2'} + \frac{1}{k_2\alpha^2} \right) + \frac{k_0}{k_0(1 + \gamma) + k_2\alpha^2} \left( T_3 + \frac{1}{k_0} \right) + \frac{\gamma'k_0}{k_0(1 + \gamma) + k_2\alpha^2} \left( T_1 + \frac{1}{k_0} \right) \quad (S4.3) \]

\[ T_{2'} = \frac{k_1\alpha^2}{k_0'(1 + \gamma') + k_1\alpha^2} \left( T_2 + \frac{1}{k_1\alpha^2} \right) + \frac{\gamma'k_0'}{k_0'(1 + \gamma') + k_1\alpha^2} \left( T_3 + \frac{1}{k_0'} \right) + \frac{k_0'}{k_0'(1 + \gamma') + k_1\alpha^2} \left( T_1 + \frac{1}{k_0'} \right) \quad (S4.4) \]

and so on and so forth.
and similarly for the indices \( j' \). Using these definitions, we have,

\[
T_j = p_j T_{j'} + q_j T_{j+1} + r_j T_{j-1} + 3s_j^{-1} \tag{S4.6}
\]

\[
T_{j'} = p_j T_j + r_j T_{j'+1} + q_j T_{j'-1} + 3s_j^{-1} \tag{S4.7}
\]

\[
\Rightarrow T_j = T_{j'} + \frac{3}{p_j s_j} + \frac{q_j - r_j}{p_j} \frac{\partial T_j}{\partial j} \tag{S4.8}
\]

\[
T_{j'} = T_j + \frac{3}{p_j s_{j'}} + \frac{r_j - q_j}{p_j} \frac{\partial T_{j'}}{\partial j'} \tag{S4.9}
\]

Eliminating \( T' \) and relabelling \( j \) by \( x \), we get,

\[
\frac{(1 - \gamma)(1 - \gamma') k_0 k_0' \partial^2 T}{k_1 k_2 \alpha^x} + \left[ \frac{(1 - \gamma) k_0}{k_2} - \frac{(1 - \gamma') k_0'}{k_1} \right] \frac{\partial T}{\partial x} + 3 \left[ \frac{1}{k_1} + \frac{1}{k_2} - \frac{(1 - \gamma') k_0' \ln \alpha}{k_1 k_2 \alpha^x} \right] = 0 \tag{S4.10}
\]

Assuming that \( T \) is linear in \( x \) for small \( k_0' \), the first term can be neglected. The solution of \( T(x) \) is given as,

\[
AT(x) = \frac{C}{\ln \alpha} (1 - \alpha^{-L}) - B(x - L) \tag{S4.11}
\]

\[
\text{where, } A = \frac{(1 - \gamma) k_0}{k_2} - \frac{(1 - \gamma') k_0'}{k_1}, B = \frac{1}{k_1} + \frac{1}{k_2} \text{ and } C = \frac{(1 - \gamma') k_0' \ln \alpha}{k_1 k_2} \tag{S4.12}
\]

The velocity of the wave packet is given by, \( v = \frac{L}{T(0)} \).

Putting in all the values, we get,

\[
v = \frac{1}{3} \left( \frac{(1 - \gamma) k_0 - k_2}{k_1} - \frac{(1 - \gamma') k_0'}{k_1} \right) \approx \frac{1}{3} \left( \frac{(1 - \gamma) k_0 - k_2 (1 - \gamma') k_0'}{k_1} \right) \tag{S4.13}
\]

In the regime where we have oscillations, \( k_0' \ll k_1 \). Thus the second term in the denominator can be ignored.

We have, \( \frac{k_0}{k_1} = \frac{k_0 k_1}{k_1 k_0' \alpha^x} = \frac{k_0 k_1}{k_1 k_0' \alpha^x} \). This expression shows that with increase in \( K_{d0} \), the velocity of the wavepacket decreases.

---

**S5. Parameters**

| Parameter | Value |
|-----------|-------|
| \( k_0 \) | 2.5 |
| \( k_1 \) | 0.10^{-2} |
| \( k_{dp} \) | 2.10^{-3} |
| \( K_{d0} \) | 10^3 |
| \( \alpha \) | 10 |

**Table S1:** Parameter Values for comparing Analytical prediction and Numerical Simulation in the \( k_1 = 0 \) case, i.e. when ultrasensitivity is absent.

| Parameter | Value |
|-----------|-------|
| \( k_0 \) | 2.5 |
| \( k_1 \) | 1.5.10^{-2} |
| \( k_{dp} \) | 5.10^{-2} |
| \( K_{d0} \) | 10^3 |
| \( \alpha \) | 10 |

**Table S2:** Parameter Values for Numerical simulations in the \( k_1 \neq 0 \) case, i.e. when ultrasensitivity is present.

All numerical simulations were performed using ODE15s function of MATLAB. In all our simulations, the value of \( N \) was 100, i.e. there were 101 states of each type, \( P_1 \), \( P_2 \) and \( P_3 \).