Exploring the effects of primordial non-Gaussianity at galactic scales
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Abstract. While large scale primordial non-Gaussianity is strongly constrained by present-day data, there are no such constraints at Mpc scales. Here we investigate the effect of significant small-scale primordial non-Gaussianity on structure formation and the galaxy formation process with collisionless simulations: specifically, we explore four different types of non-Gaussianities. All of these prescriptions lead to a distinct and potentially detectable feature in the matter power spectrum around the non-linear scale. The feature might have interesting consequences for the $S_8$ tension. We then show in particular that a negatively-skewed distribution of the potential random field, hence positively skewed in terms of overdensities, with $f_{NL}$ of the order of 1000 at these scales, implies that typical galaxy-sized halos reach half of their present-day mass at an earlier stage and have a quieter merging history at $z < 3$ than in the Gaussian case. Their environment between 0.5 and 4 virial radii at $z = 0$ is less dense than in the Gaussian case. This quieter history and less dense environment has potentially interesting consequences in terms of the formation of bulges and bars. Moreover, we show that the two most massive subhalos around their host tend to display an interesting anti-correlation of velocities, indicative of kinematic coherence. All these hints will need to be statistically confirmed in larger-box simulations with scale-dependent non-Gaussian initial conditions, followed by hydrodynamical zoom-in simulations to explore the detailed consequences of small-scale non-Gaussianities on galaxy formation.
1 Introduction

1.1 Challenges for galaxy formation simulations

The standard cosmological model [1, 2] assumes that the matter content of the Universe, dominated by cold dark matter (CDM), formed structures out of primordial nearly-scale invariant Gaussian perturbations following the period of inflation. In this model, late-time acceleration is accounted for by a cosmological constant ($\Lambda$), and it is therefore dubbed $\Lambda$CDM. This model offers a framework to fit and interpret almost every large-scale observation of our Universe, although some large-scale tensions are still actively discussed [e.g., 3]. On smaller, galactic scales ($\sim \Omega(1)$ Mpc/h), observational challenges to $\Lambda$CDM have also been put forward for the last two decades. They have remained actively discussed [e.g., 4–6] whilst both galactic-scale observations and numerical simulations got better and more precise [e.g., 7–12]. Baryonic feedback is most often invoked to solve, or at least ease, many of the galactic-scale tensions [5], but the jury is still out on how fine-tuned the feedback processes need to be for the solution to be natural. There are, however, challenges that feedback typically cannot address: on slightly larger scales than galaxies themselves, the observed planar configuration of satellite galaxies with correlated kinematics, both in the Local Group and beyond [13–15], remains mostly unexplained and should be largely independent, at least to first order, from feedback.

Among all these challenges, one of the oldest problems of galaxy formation in the standard $\Lambda$CDM context was the cosmological angular momentum problem [e.g., 16–18], namely that numerical simulations naturally tended to produce galaxy discs that were too small and
much more centrally concentrated than is observed. This problem has largely been improved upon in galaxy formation simulations through the implementation of various feedback recipes, but, as pointed out by, e.g., Peebles [19], the most recent hydrodynamical simulations [7, 8] of galaxy formation still suffer from a ‘hot orbits problem’. Comparing the fraction of stars belonging to spheroidal components (bulges and stellar halos) in $L_*$ galaxies within 10 Mpc (the median fraction being of 15%) to those in modern galaxy formation simulations (that predict a typical fraction of 45%) reveals a truly resilient tension: simulated galaxies are too bulgy or have too massive stellar haloes. This recent version of the angular momentum problem may indicate that Milky Way-like disk galaxies do not have a quiet enough history in the $\Lambda$CDM context. A problem that is probably related is the inability of simulations to form the right fraction of barred galaxies as a function of stellar mass [20, 21], which also form bars that are too small for a given pattern speed [21, 22], although see also Ref. [23]. While the latter problem may be linked to numerical resolution issues, interestingly, bar formation naturally arises in idealized simulations of isolated disk galaxies, and is only inhibited in a cosmological context. Hence having a quieter and more underdense environment could allow cosmological simulations to resemble more closely idealized simulations and potentially alleviate this tension.

While such challenges on small-scales might point to radical alternatives to $\Lambda$CDM, involving the nature of dark matter itself, another change that is worth exploring is to modify the initial conditions of structure formation. Some approaches developed in recent years include the concept of ‘genetic modification’ [24, 25] and ‘splicing’ [26], or changing the initial angular momentum distribution [27]. Another more ab initio perspective, as the early universe is assumed to be Gaussian in $\Lambda$CDM, is to implement non-Gaussianities in the primordial density fluctuations on scales of a few Mpc. The effect of large-scale non-Gaussianities has already been explored in previous simulations, with a focus on the matter power spectrum, halo mass function and halo density profiles [e.g., 28–33]. Here, we rather concentrate on non-Gaussianities on small-scales, and trade large-box size for better resolution, which is well-suited to study the impact of such small-scale non-Gaussianities on typical galaxy-sized halo scales. As suggested by, e.g., Peebles [19], this could lead to a different, quieter environment for Milky Way-like galaxies and a different merger history that might allow for subtle changes in the disk and bar formation, as well as in the distribution of subhalos. This is the hypothesis we explore in the present paper.

As a first exploratory step in this direction, we present hereafter gravity-only collisionless simulations of structure formation with non-Gaussianities on small scales to investigate the potential variations with respect to “vanilla” $\Lambda$CDM. Our results indicate an influence of non-Gaussianity of the initial conditions on the assembly history of galaxy-sized halos. Future work will have to corroborate these preliminary results by including also baryonic physics and simulating the full formation of galaxies.

1.2 Non-Gaussianities

The small-scale tensions mentioned above have motivated the community to investigate several potential solutions, ranging from alterations of the nature of dark matter to modifications of gravity. In contrast to earlier work, here we propose to explore the effect of changing the small-scale initial conditions of our Universe, thereby altering slightly the formation history of structures. This minimal change is not mutually exclusive with other modifications of the dark sector, but we choose to concentrate on these to isolate their potential effects. We do that by
implementing small-scale primordial non-Gaussianity (PNG) for collisionless (gravity-only) simulations of structure formation in a traditional N-body code [34].

It is important to remember that PNG are actually a natural prediction of all existing inflation models [35–37], albeit in general with a very low amplitude. Indeed, if a single degree of freedom was active during inflation, powerful theorems predict some small amount of PNG: the amplitude of PNG is labelled by the parameter $f_{NL} = \frac{n_s}{12} (1 - n_S) \sim 0.01$ [35] where $n_S$ is the spectral tilt of the power spectrum (see next Section for formal definitions in eqs 2.1–2.4). The parameter $f_{NL}$ is typically proportional to the slow-roll parameters. More elaborate models of PNG can however predict a much larger amount of PNG [37]. Much effort has been dedicated to put stringent observational constraints on PNG and on the $f_{NL}$ parameter [38–40] from the Cosmic Microwave Background (CMB) and Large Scale Structure (LSS). At smaller scales ($\sim \mathcal{O}(1) \text{ Mpc}/h$), the effects of PNG have not been extensively explored (see however Ref. [41] for an attempt) and are difficult to test observationally.

If inflation happened as a roughly scale invariant process controlled by the slow roll parameters, the constraints imposed by large scales measurements would also hold at smaller scales. But some models beyond slow roll do allow for scale-dependent non-Gaussianities that could be large at galactic scales [42–44]. Tentative constraints on such models have been attempted using LSS data and galaxy luminosity functions (e.g. [45–48]). Of particular relevance for our exploration, the UV galaxy luminosity function derived from the Hubble Space Telescope observations provided a tentative constraint showing that when PNG are only present at scales smaller than $\sim 6$ Mpc, their best fit becomes $f_{NL} \approx -1000$, with a departure from $f_{NL} = 0$ significant at $1.7\sigma$ [46].

In this work, we assume that such an effective local non-Gaussian signal is only present on small scales ($\sim \mathcal{O}(10) \text{ Mpc}/h$) thus mostly evading the CMB constraints. We leave for future work the realisation of such a scenario in primordial physics (for instance the link with the formalism of Ref. [43]). We indeed focus on a bottom-up approach to the development of small-scale structures and the (possible) resolution of (some of the) aforementioned small-scale problems of $\Lambda$CDM.

In section 2, we present how we modified the initial conditions of the N-body code to take into account small-scale non-Gaussianity with four different models. We also review in that section the existing observational constraints on PNG. In section 3, we heuristically describe the expected main differences in the development of structures in these non-Gaussian scenarios. In section 4, we present the different quantities that we extracted from our N-body experiments: merger trees, density of the environment at $z = 0$, initial and final power spectra, halo mass function at $z = 0$, and a measure of the kinematic coherence of satellites around host galaxies. Finally, section 5 presents the conclusions of the study, in which we draw some perspectives and wrap up the discussion.

2 Non-Gaussian initial conditions

2.1 Non-Gaussian templates

Primordial fluctuations in a statistically homogeneous and isotropic Universe are described as a random field, best described in Fourier space: the variance of the modulus of the Fourier transform $|\delta(k)|$ of the contrast density field $\delta(x) = \frac{\rho(x) - \rho_0}{\rho_0}$ (where $\rho_0$ is the background density) is provided by the Fourier transform of the two-point correlation function $\xi(r)$, namely the power spectrum $P(k) \propto \langle |\delta(k)|^2 \rangle |k| = k$. 

\[ \]
Table 1: Summary of the different simulations carried out in this paper. The columns give the simulation identifier and the values of the PNG parameters $f_1$, $f_2$, $f_{NL}$ and $A$.

| Simulations | G | NG1+ | NG1- | NG2+ | NG2- |
|-------------|---|------|------|------|------|
| $f_1$       | 0 | 0.1  | -0.1 | 0    | 0    |
| $f_{NL}$    | 0 | -1031| 959  | 0    | 0    |
| $f_2$       | 0 | 0    | 0    | 0.1  | -0.1 |
| $A$         | 1 | 1.04 | 0.96 | 0.77 | 1.44 |

For a Gaussian random field, where the contrast density field $\delta(x)$ is Gaussian and $|\delta(k)|$ has a $\chi$-distribution with 2 degrees of freedom (and assuming uniformly-distributed phases), all the information is contained in the two-point correlation function. Exactly the same reasoning applies to the gravitational potential generated by the contrast density field. Hence the information in a Gaussian random field $\Phi_G$ for the gravitational potential is fully described by its two-point correlation function

$$\left<\Phi_G(k_1)\Phi_G(k_2)\right> = (2\pi)^3 \delta_D(k_1 + k_2) P_{\Phi}(k_1), \quad (2.1)$$

where $\delta_D$ is the Dirac delta and, in cosmology, the primordial power spectrum $P_{\Phi}$ has the form

$$P_{\Phi} = \frac{2\pi^2}{k^3} \frac{9}{25} A_s \left(\frac{k}{k_{\text{pivot}}^2}\right)^{n_s-1}. \quad (2.2)$$

The parameters $n_s$ and $A_s$ are the difference to scale invariance and the amplitude of primordial perturbation, while $k_{\text{pivot}} = 0.05$ Mpc$^{-1}$ is some fixed momentum and the factor $9/25$ comes from the relation between the gravitational potential $\Phi$ and the primordial potential curvature perturbation $\zeta(x)$, namely $\Phi = -3/5 \zeta(x)$ [35].

For a non-Gaussian random field $\Phi$, the three-point correlation function and its associated bispectrum $B_{\Phi}$ become non-zero:

$$\left<\Phi(k_1)\Phi(k_2)\Phi(k_3)\right> = (2\pi)^3 \delta_D(k_1 + k_2 + k_3) B_{\Phi}(k_1, k_2, k_3). \quad (2.3)$$

In cosmology, such non-Gaussian random fields are traditionally expanded around their Gaussian values with $f_{NL}$ quantifying the amount of PNG associated with the three-point correlation function and $g_{NL}$ being the equivalent for the four-point correlation function

$$\Phi(x) = \Phi_G(x) - f_{NL} \left(\Phi_G^2(x) - \left<\Phi_G^2\right>\right) + g_{NL} \Phi_G^3(x). \quad (2.4)$$

The Planck satellite gave exquisite measurements of the power spectrum and bispectrum confirming that the universe is Gaussian on large scale [38] with bispectrum measurements compatible with zero. These measurements were complemented by LSS probes establishing the vanilla $\Lambda$CDM paradigm, see eg. [40] for a measure of $f_{NL}$. These constraints are however not valid on small scales for scale-dependent non-Gaussianities.

In Ref. [19], the author proposes to adopt a local expansion of the density up to third-order at the initial time of the simulation for small-scale non-Gaussianities

$$\Phi(x) = A \left(\Phi_G(x) + \frac{f_1}{\langle \Phi_G^2 \rangle^{1/2}} (\Phi_G^2(x) - \langle \Phi_G^2 \rangle)\right), \quad (2.5)$$

\[\text{Note the sign } -f_{NL} \text{ in the expansion when it is expressed in terms of the gravitational potential related to density fluctuations via Poisson's equation, implying that a positive } f_{NL} \text{ will be positively skewed in terms of overdensities as per the traditional convention.}\]
\[ \Phi(x) = A \left( \Phi_G(x) + \frac{f_2}{\Phi_G^2} \Phi_{G}^2(x) \right). \] (2.6)

In Fig. 1, we provide a graphical representation of such templates in terms of the distribution of associated contrast densities \( \delta \). The normalisation factor \( A \) is chosen such that a (linear) measure of \( \sigma_8 \) would coincide in the Gaussian and non-Gaussian cases. The cosmological parameter \( \sigma_8 \) is defined as the standard deviation of the amplitude of fluctuations when sampling the Universe at random places within spherical volumes of \( 8h^{-1}\text{Mpc} \), corresponding to a scale that is still in the linear regime of cosmological perturbations. In practice, to ensure a common \( \sigma_8 \), we first generated our non-Gaussian template with \( A = 1 \), we then measured \( \sigma_{NG}^8 \) and subsequently rescaled our ICs by fixing \( A = \sigma_{NG}^8 / \sigma_8 \). The values that we have found for our specific numerical setups are reported in Table 1. We have performed this procedure in order to ensure that the results that we present in this work are due to the change of shape of the Probability Distribution Function (PDF) and not simply to an increase or decrease of the power on all scales, this will become relevant when discussing the \( S_8 \) tension. The relation between our parametrization and the usual \( f_{NL} \) and \( g_{NL} \) is

\[ f_{NL} = -A \frac{f_1}{\Phi_G^2}^{1/2}, \] (2.7)
\[ g_{NL} = A \frac{f_2}{\Phi_G^2}. \] (2.8)

We obtain our initial linear density by (linearly) propagating the different templates with the Boltzmann code \textsc{CLASS} [49]. We define the transfer functions \( T(t, k) \) which links the density contrast at the cosmic time \( t \) to the gravitational potential:

\[ \delta(t, k) = T(t, k) \Phi(k). \] (2.9)

In Fig. 1, we display the histograms of the initial conditions (ICs) density perturbations for the four different cases we explored in this paper, all summarised in Table 1. For \( P(\delta) > 10^{-3} \), these are a faithful measurement of the different PDFs. The blue curve is the Gaussian case. In the left panel, the dashed orange is a skewed model with a positive non-Gaussian part \( f_1 \), dubbed NG1+ (hence with a negative \( f_{NL} \)), which adds an asymmetric component. Since the density transfer function \( T(\eta, k) \) is negative, a positive \( f_1 \) induces a skewness towards larger underdensities, which translates into a larger tail for negative \( \delta \). On the other hand, the over-densities are less likely and smaller. The mode of the distribution (most likely perturbation) is on the other hand a small over-density. The case \( f_1 < 0 \) is the parity symmetric of the dashed red curve, which we dub NG1-, with a skewness towards large overdensities (positive \( f_{NL} \)) and the mode of the distribution peaking at a slight underdensity. In the right panel, we consider cases with \( f_2 \neq 0 \), such that the non-Gaussian term is symmetric with respect to zero. The case \( f_2 > 0 \), which we dub NG2+, has a single bump centred on 0 and larger tails, i.e. larger over- and under-densities in the ICs. However, the density perturbations of small amplitude, e.g. around \( |\delta| \sim 0.4 \), are less likely in that case. The case \( f_2 < 0 \), dubbed NG2- in dotted magenta, is characterised by two bumps around 0. This bimodality is an artefact of having a large \( g_{NL} \) while all higher coefficients are kept at zero. We explore this model to isolate the effects of the \( g_{NL} \) coefficient although, in reality, inflation would never produce such a non-Gaussian distribution for which only one higher moment is non-zero. In this (artificial) case, the most likely perturbations are around \( |\delta| \sim 0.1 \). Note that if one wishes to increase the amount of overdensities with \( \delta \sim 0.5 \) and above with respect to the Gaussian case, the two scenarios of relevance are NG1- and NG2+.
2.2 Selected observational constraints on non-Gaussianities

The best constraints on large-scale primordial non-Gaussianities have been obtained with the analysis of the CMB temperature and polarisation bispectrum. In Ref. [38], the local shape is constrained with an amplitude $f_{NL} = -2.5 \pm 5.0$ at 1σ. This constraint was obtained with the binned bispectrum estimator [50] for the multipoles $\ell \in [2; 2500]$ for the temperature and $\ell \in [4; 2000]$ for the polarisation. The constraints on the trispectrum gave $g_{NL} = (-5.8 \pm 6.5) \times 10^4$. The highest multipole $\ell_{\text{max}}$ can be linked with the comoving size $d_{\text{min}}$

$$d_{\text{min}} = \frac{\pi}{\ell_{\text{max}}} D_M$$

(2.10)

where $D_M$ is the angular diameter distance of the CMB and $z_*$ its redshift. By using the constraints on the acoustic angular scale $\theta_*$ and the comoving sound horizon at recombination $r_*$ given in Ref. [2], we find $D_M \approx 14 \text{ Gpc}$. Hence the smallest comoving scale where the non-Gaussianities have been probed by the CMB is $d_{\text{min}} \sim 11 h^{-1} \text{Mpc}$.

Concerning LSS constraints, Refs. [39, 51], using the eBOSS quasar clustering, found $f_{NL} = -12 \pm 21$ at 1σ using a data range $k \in [0.0019, 0.121] \text{h/Mpc}$, thus the smallest scales probed were $d_{\text{min}} = 52 \text{ Mpc}/h$. In the same vein, in Ref. [40], the BOSS galaxy survey was analysed to put constraints on PNG: $f_{NL} = -33 \pm 28$ at 1σ. The data cut used for the analysis was $k \in [0.01, 0.25] \text{h/Mpc}$ leading to a minimal distance $d_{\text{min}} = 25 \text{ Mpc}/h$. We note that all the best-fit values, both from LSS and CMB, although widely compatible with zero, are negative. Note also that all these studies assume that PNG is scale-invariant and local, meaning that the constraints on the scale of $d_{\text{min}}$ alone should be weaker if one allows for scale-dependence.

On smaller scales, which our present study is concerned with, using the spectral $\mu$-distortions from Planck and correlating them with temperature fluctuations, Ref. [47] have constrained a small scale $f_{NL} < 6800$ at 2σ. As the $\mu$ distortions are sourced by dissipation damping at scales $O(1) \text{kpc}/h$, this allows one to probe non-Gaussianities at those scales. See
also Ref. [48] for a similar study with the addition of the FIRAS data. Also, of particular relevance for our exploration, the UV galaxy luminosity function from the Hubble Space Telescope provided the constraint $f_{NL} = 71^{+228}_{-237}$ at 2σ [46], for PNG only present at scales smaller than 60 Mpc. However, when PNG are only present at scales smaller than 6 Mpc, the best fit becomes $f_{NL} \approx -1000$, with a departure from $f_{NL} = 0$ significant at 1.7σ.

In this paper, in order to explore the effect that small-scale PNG could have on galaxy formation, we chose a simulation box with linear size of 30 Mpc$/h$. This is close to the value of $d_{\text{min}}$ from large scale constraints by using the templates (2.5) with values corresponding to $f_{NL} \approx \pm 1000$ (see table 1 for the exact values), and large values of $g_{NL}$ for templates (2.6). However as those local templates are not scale-dependent, if we were to simulate larger scales with the same setup, we would not evade the Planck constraints. Hence, in this work $f_1$ and $f_2$ should be interpreted as effective amplitudes of a scale-dependent PNG template for the scales of interest, typically smaller than $d_{\text{min}}$ in this article. With such a toy model, our goal is to qualitatively evaluate the impact of large-amplitude PNG on small scales. We leave for future work the elaboration of more realistic models with scale dependent non-Gaussianities and their potential link to inflationary physics.

2.3 Initial condition generator

We modified the MonofonIC software package\(^2\) to generate the initial conditions, see Refs. [52, 53]. The Gaussian primordial curvature perturbation $\zeta_G$ is generated by multiplying a white noise field $W(k)$ by the square root of the primordial power spectrum $P_\zeta$ (given by multiplying Eq. (2.2) by $25/9$):

$$\zeta_G(k) = W(k) \left( \frac{A_s}{4\pi k^3} \right)^{1/2} \left( \frac{k}{k_p} \right)^{(n_s-1)/2}.$$ (2.11)

This curvature perturbation can be used to compute the full primordial initial conditions from Eqs. (2.5) and (2.6). As noted, for instance in Ref. [29], non-Gaussian templates feature multiplications of fields that lead to aliasing errors on large scales. These errors come from the periodic numerical representation of the field. In MonofonIC, aliasing is avoided by using Orszag’s 3/2 rule, see Ref. [53] for more details. To our knowledge previous PNG simulations did not correct for aliasing due to PNG non-linearities. The matter density at the initial redshift of the simulation can then finally be computed by using Eq. (2.9).

In Fig. 2, we show slices through the linear matter density field used by the modified MonofonIC to compute the displacement field at redshift $z = 50$ on a $512^3$ grid. For $f_1 > 0$, we have seen in sect. 2.1 that the peak of the PDF is shifted towards small overdensities: hence, on the second panel, we see this behaviour by remarking that the figure is more greenish, but it does not reach large overdensities in yellow. Most of the large perturbations are underdensities in blue. In the fourth panel, for $f_1 < 0$, this behaviour is exactly reversed, as expected, with large overdensities being surrounded by a slightly underdense peak of the distribution. The third and fifth panels correspond to $f_2 \neq 0$. For $f_2 > 0$, the perturbations appear very similar to the Gaussian case, but they are actually sharper, with some larger overdensities. In the last panel, for $f_2 < 0$, we clearly see that most of the perturbations are coloured in hues of green and blue, which correspond to the two peaks discussed in sect. 2.1.

\(^2\)The official code is available at https://bitbucket.org/ohahn/monofonic/ to include PNG in the generation of initial conditions for simulations. Our modified branch can be found at https://bitbucket.org/tomamtd/monofonic/.
Figure 2: Density contrast slices for our ICs at redshift 50 for the five cases under study, see Table 1 for the nomenclature. The minimum comoving scale $L_{\text{min}}$ is the size of the box divided by the number of grid points $L_{\text{min}} = (30/512) \text{ Mpc}/h$.

2.4 Numerical setup

The numerical initial conditions described in section 2.3 are then translated into particle perturbations using Lagrangian perturbation theory at first order. These are applied at our initial redshift $z = 50$ into the Tree-PM code Gadget 4 [34] using a gravitational softening length of $\epsilon = 0.5 \text{ kpc}$. For all simulations we adopt the following cosmological parameters: $\Omega_M = 0.309899$, $\Omega_{\Lambda} = 0.6901$, $h = 0.67742$, $A_s = 2.1064 \times 10^{-9}$ and $n_s = 0.96822$. We have chosen a box length $L = 30 \text{ Mpc}/h$, in which we simulate a total mass of $3.4 \times 10^{15} M_{\odot}$. With $512^3 \approx 1.34 \times 10^8$ particles, our mass resolution is $2.6 \times 10^7 M_{\odot}$. Table 1 sums up our nomenclature and the most relevant quantities for the different simulations carried out in the paper.

An amplitude of 0.1 for $f_1$ and $f_2$ implies that the non-Gaussian part increases or decreases by 10% the Gaussian field, justifying that we can still write the model as an expansion over the Gaussian field. In terms of $f_{NL}$, it would correspond to $f_{NL} = \pm O(100)$ that is obviously ruled out on large scales but is still possible on smaller scales, as discussed in detail in section 2.2.

3 An invitation to revisit structure formation

Before delving into the results of our simulations, we briefly explain here heuristically what would $a$ priori be expected with the four different types of non-Gaussianity considered here in terms of small-scale structure formation.

In particular, two models should have a tendency to form more large mass halos and to form them slightly earlier than in the Gaussian case: NG1- and NG2+. Because large overdensities would be present from the start in these models, one would expect them to have a quieter merging history at later times. In the NG1- case, the peak of the distribution of the density contrast is slightly shifted towards underdensities, which could imply that the environment of large-mass halos would be less crowded. This would also imply a quieter merging history, which in turn could have important consequences on the formation of bulgeless disks or bars. This quieter merging history could also have consequences on the phase-space distribution of subhalos around their host, as they could fall into the host virial radius in fewer

https://gitlab.mpcdf.mpg.de/vrs/gadget4
group infalls than in the Gaussian case, and end up having slightly more coherent structure at the present day.

We will test these expectations based on our simulations in the following section. For this, we will concentrate on the characteristics of the 100 most massive halos (ranging from \( \sim 10^{12} \, M_\odot \) to \( \sim 1.5 \times 10^{14} \, M_\odot \)) formed at \( z = 0 \). The different aspects we will check in each simulation will be the following:

- Visual inspection of the simulation results at \( z = 0 \) (Fig. 3).
- Comparisons of the initial and final power spectra (Fig. 4).
- Merger trees and mass accretion histories of the halos formed at \( z = 0 \) (Figs. 5 and 6).
- Halo mass function at \( z = 0 \) (Fig. 7).
- Density profiles of the halos and of their environment at \( z = 0 \) (Fig. 8).
- Phase-space distribution of subhalos at \( z = 0 \) (Subsection 4.4.2 and Fig. 9).

4 Results

We have run our simulations down to \( z = 0 \) and unless stated otherwise, we present all our results at this redshift. We leave it to further studies to study the evolution of the halo mass function and density profiles with redshift. We have identified the halos using the SUBFIND algorithm [54] included in the public version of Gadget 4. We computed the mass of each halo as \( M_{200} \): the mass included in a sphere which corresponds to a mean density of 200 times the critical density of the Universe \( \rho_c \).

In Fig. 3, we first display a visualization of the different models studied in this work. As expected, favouring the overdensities at the initial redshift of the simulation (NG1-) leads to more clumped structure and more empty regions in between. Conversely a simulation favouring underdense regions (NG1+) leads to a final state which is smoother and with in-between regions filled with matter (and, visually, full of substructures). In the case of the kurtosis, one can note that the bimodal NG2- case is visually close to the NG1+ case, but with stronger contrasts related to the bimodal distribution of overdensities. On the other hand, the NG2+ case is visually the closest to the Gaussian case, although with slightly more contrast.
Figure 3: Visualization of our final configurations at redshift $z = 0$. The Gaussian case is shown on top. The two models with skewness are shown in the middle, and the two models with kurtosis at the bottom.
Figure 4: Top panels: Power spectra at initial redshift $z = 50$ and final redshift $z = 0$ for the different simulations studied in this paper. Bottom panels: relative difference with the Gaussian $\Lambda$CDM power spectrum at $z = 50$ and $z = 0$, respectively. The vertical line represents the Nyquist frequency. At $z = 0$ NG1- and NG2+ have more power at all intermediate scales, while NG1+ and NG2- do the opposite. This behaviour was not present in the initial power spectrum as one can see from the left panel.

4.1 Power spectrum

Using the library Pylians\(^4\), we measured the initial and final power spectra of the simulations considered in this paper and compared them with the Gaussian $\Lambda$CDM power spectrum at redshift 0. We present our measurements in Fig. 4.

Apart from the NG2- case, the initial power spectra are not very different from the Gaussian $\Lambda$CDM case, and they all change over the course of the simulation through the non-linear development of structures. At $z = 0$, either the models have systematically less power than $\Lambda$CDM, as for NG1+ or NG2-, or they have systematically more as for NG1- or NG2+. The bump-like feature at $k \sim 3 \ h/\text{Mpc} \approx k_{NL}$ could potentially lead to interesting observational constraints on $f_{NL}$ independent of the scale dependent bias or the bispectrum. This effect confirms what was seen visually on Fig. 3: for instance, favouring the overdensities at the initial redshift of the simulation in NG1- leads to more clumped structure and more empty regions in-between, which naturally translates into higher power at $z = 0$. This feature had already been identified\(^5\) in earlier numerical work on PNG. This interesting feature of

\(^4\)https://github.com/franciscovillaescusa/Pylians
\(^5\)Annalisa Pillepich, private communication.
non-Gaussianities may be particularly relevant in the context of the idea to solve the $S_8$ tension with non-linear effects [56]. In that case, the models NG1+ (with negative $f_{NL}$) and NG2- are the most interesting to investigate. We leave a thorough exploration of this possibility for future work.

4.2 Merging history

For each model under study, we considered 29 snapshots between $z = 32$ and $z = 0$ and constructed the merging history for our halo sample using the library $ytree$ [57]. In order to illustrate the scenario depicted in Section 3, we compute two quantities: the ‘age’ of each halo and the merger count. We gather them for each model in Table 2. To ensure that local correlations do not bias our analysis, we calculated the uncertainties using subbox-based jackknife resampling with 8 boxes. We checked that the standard error on the mean gives comparable estimates.

We define the ‘age’ of a halo as its half-mass redshift, $z_{1/2}$, the redshift at which the halo weighed half its final mass at $z = 0$. Although the difference is not enormous, we do find, as expected, that halos with masses between $\sim 10^{12}$ and $\sim 1.5 \times 10^{14}$ solar masses assemble faster in the NG1- model. In contrast, it takes more time for halos to assemble in the NG1+ case. The complete mass accretion history is displayed in Fig. 5 for all simulations.
Figure 6: The merger trees for the most massive halo of the simulation in the Gaussian case ($M_h = 1.5 \times 10^{14} \, M_\odot$) and in the non-Gaussian cases NG1+ ($M_h = 1.4 \times 10^{14} \, M_\odot$) and NG1- ($M_h = 1.6 \times 10^{14} \, M_\odot$). The radius of the dots are proportional to the logarithm of the mass of the halos, time goes from right to left and we only displayed mergers contributing to at least 1% of the final halo’s mass, slightly different than the definition of significant mergers in Table 2. As discussed in the main text, in NG1-, the formation of massive halos occurs in a calmer way than in the Gaussian case. Note however that the differences are much more pronounced at such high masses than on average.

The merger count $MC$ is defined as the average over our halo sample of the number of mergers between $z = 3$ and $z = 0$ with halos that featured more than 1% of the mass of the halo at the time of merging. NG1+ and NG2- have, in this sense, a more violent merging history than the Gaussian one, but all other non-Gaussian models seem to harbour a quieter merging history after $z = 3$. This trend follows an initial faster and more violent assembly phase for NG1- and NG2+. Indeed, the Gaussian model features on average 0.1 significant mergers at $z > 4$, NG1- and NG2+ have typically 0.3 while NG1+ and NG2- have none.

We display in Fig. 6 the merging history for the most massive halo we identified in the simulation for the Gaussian model, as well as in the NG1+ and NG1- models. This halo can be found in Fig. 3, at coordinates $(y, z) \approx (-4, -1) \, \text{Mpc}/h$. Note however that the effect is much more pronounced as such high masses than on average.

More thorough studies along the lines of Ref. [55, 58] are required to further investigate the intriguing merger history formation with non-Gaussian initial conditions. The hints that these merger histories are typically quieter could have important consequences on the formation of bulgeless disks and on bar formation in future hydrodynamical simulations.

4.3 Halo mass function

Extensions of the Press-Schecter formalism were already put forward to predict the correction to the high mass tail of the Halo mass function (HMF) in a non-Gaussian Universe, see eg. Ref. [30]. Those estimates were also backed with N-body simulations, for instance Refs. [29, 31] proposed fitting formulae for the HMF in the presence of PNG. In Fig. 7,
Table 2: Two quantities describing the merging history: the redshift $z_{1/2}$ at which the halos reach half their $z = 0$ mass and the merger count $MC$ which is the sum of all the significant mergers each halo experienced on average between redshift 3 and 0. A significant merger is defined as a merger with mass ratio $> 1\%$ at the time of merging. The uncertainties are calculated using the jackknife resampling method.

| Simulation | G   | NG1+ | NG1− | NG2+ | NG2− |
|------------|-----|------|------|------|------|
| $z_{1/2}$  | 0.64 ± 0.01 | 0.59 ± 0.01 | 0.67 ± 0.02 | 0.64 ± 0.01 | 0.60 ± 0.01 |
| MC         | 3.5 ± 0.1   | 3.5 ± 0.2   | 3.3 ± 0.2   | 2.8 ± 0.2   | 4.8 ± 0.2 |

Figure 7: Halo mass functions for the different models considered. Trends found in previous studies [29, 31] are recovered, although not in a statistically significant fashion.

we present our ratios of the HMF of the non-Gaussian models studied here with respect to their Gaussian counterpart. The error bars were determined using, as before, subbox-based jackknife resampling.

As anticipated from the visualization (Fig. 3), NG1+ produces regions between massive halos that are full of substructures, hence more small mass halos than in $\Lambda$CDM. This is also the case for NG2-. On the other hand, NG1- tends to overproduce high mass halos ($> 10^{12}M_\odot$) and underproduce lower mass halos. This should decrease the typical number of satellites, but also, as anticipated from the visualization, make the typical environment underdense in terms of substructures. Finally, NG2+ overproduces high mass halos too ($> 10^{12}M_\odot$), and underproduces halos with lower masses, albeit approaching the Gaussian case at masses below $10^9M_\odot$. Note that these results are however not statistically significant, because we traded good large-box statistics for high resolution. The trends found are however as expected given previous studies with better statistics.
It will be particularly useful, especially for observational tests of the models with luminosity functions at high redshift, to compute the HMF as a function of redshift, which we postpone to future work, since the present paper mostly concentrates on the structure of halos at $z = 0$. This also requires to move to a scale-dependent $f_{NL}$ to be able to go to larger boxes and have more statistics as well as extreme events. Ref. [59] has very recently already studied several aspects of this question in the context of the possibility of unexpectedly massive galaxies at high redshift observed with JWST [60, 61].

4.4 The inner structure of halos and their environment

4.4.1 Density profiles of the halos and their surroundings

The effect of PNG on the halo density profiles has been studied in the past [28, 32, 33], where the effect of positively/negatively skewed non-Gaussianities in terms of density contrast resulted in more/less concentrated halos. As discussed in the introduction several small scale problems of cosmological structure formation might possibly be alleviated if halos were formed in less dense environments, where they would in particular perhaps allow disks to grow more quietly without bulge formation through their quieter merging history, while at the same time not preventing bar formation. It is already known that bars form naturally in isolated idealized galaxy simulations, and are inhibited only in a cosmological context. Hence, having a more isolated environment would allow cosmological simulations to resemble more closely the idealized simulations where bar formation is not a problem.

To gauge the potential impact of non-Gaussianity on these properties of the inner regions of galaxies, we chose to examine the density profiles out to a large distance of $10 \times r_{200c}$, where $r_{200c}$ is the scale at which the inner mean density of the halo is 200 times the critical density of the universe. We stacked the density profiles of the 100 most massive halos identified in the simulation, and we present their average in Fig. 8. The uncertainties were calculated using sub-box based jackknife resampling, as before. We have checked by separating the 100 halos in 10 mass bins that this choice of mass does not impact the results presented in this section.

Concerning the inner structure of halos, it appears that the NG1- and NG2+ model are slightly more concentrated than the Gaussian case, while NG1+ and NG2- are less concentrated. The trend is then reversed for the immediate surroundings of the halos, denser for NG1+ and NG2- and less dense for NG1- and NG2+: this is most clear in the NG1- model, where the environment between 0.5 and 4 virial radii of the halos is underdense compared to $\Lambda$CDM. A similar tendency was also pointed out e.g. in Ref. [62], see also Ref. [63]. This trend, coupled with the slightly quieter merging history found for the NG1- halos, makes this model particularly appealing for further investigations of disk and bar formation in future hydrodynamical simulations. However, whilst the trend is visually clear and recovers similar results from previous contributions [28, 62], it is not statistically significant in our small-box simulations.

4.4.2 Kinematic coherence of satellite halos

As briefly mentioned in the introduction, the observed phase-space distribution of satellite galaxies within their host galaxy’s halo, both in the Local Group and beyond [e.g., 13–15], presents one of the most pressing challenges to $\Lambda$CDM on sub-Mpc scales, largely independent of baryonic physics and even to various modifications of the nature of dark matter, the latter being more prone to modifying the internal structure of subhalos or their abundance than their actual phase-space distribution.
This problem has recently been reviewed in Ref. [64]: see references therein for a comprehensive overview of the problem. In the Milky Way, the peculiar distribution of satellites was already noticed in the seventies [65], and is nowadays known as the ‘Vast Polar Structure’ [VPOS, 66], a rotating plane of satellite galaxies, which also contains several globular clusters. The flattening of this structure can be quantified by, e.g., the minor-to-major axis ratio $c/a$ of the 11 brightest satellite galaxies, whose value is $c/a = 0.182$ [66], hence a significantly flattened structure, not typical in simulated $\Lambda$CDM halos [67]. What is more, Gaia proper motions have shown that 50% to 75% of the satellites within the VPOS are orbiting within this structure [68]. This is not the case of the typical distribution of subhalos in $\Lambda$CDM simulations. For the Milky Way, such values have been claimed to be in accordance with recent hydrodynamical simulations when taking into account the high central concentration of the Milky Way system of satellites, combined with the closeness of its two most distant members [69], but it is worth noting that satellite planes have also been found around M31 [70] and Cen A [15], and hints of kinematical coherence have been found in SDSS data for systems containing at least two observed satellites with line-of-sight velocities [14].

In this subsection, we first confirm that the $c/a$ ratio is close to values obtained in previous simulations [67] and that there is no sign of kinematic coherence in our Gaussian $\Lambda$CDM simulation. We will then check whether non-Gaussian initial conditions can improve the situation, and which type of non-Gaussianities would be preferred in that sense. While previous diagnostics of our non-Gaussian setup were studied before (at least with larger box sizes), the study of the kinematic coherence of halos formed with non-Gaussian initial conditions is performed for the first time in this work.

---

**Figure 8:** Stacked density of dark matter in concentric spheres centred on the 100 more massive halos all the way to $10 \times r_{200c}$. For visibility, we have multiplied the density by $r^2/r_{200c}^2$. 

\[ \frac{\rho}{\rho_c} \times \left( \frac{r}{r_{200c}} \right)^2 \]

- $G$
- $\text{NG1}^+$
- $\text{NG1}^-$
- $\text{NG2}^+$
- $\text{NG2}^-$

---
Table 3: Three quantities describing the flattening and kinematic coherence of subhalos around the 100 most massive host halos of our simulation. The average minor-to-major axis ratio $c/a$ of the 11 most massive subhalos around each host. The uncertainties were calculated using the same jackknife resampling method as in Section 4.2 and were checked to be similar to the standard error on the mean. The ratio $AC/C$ of the number of anti-correlated over correlated line-of-sight velocities for two diametrically opposed most massive subhalos and three different views of the host halos is also listed. The latter quantity is computed for two tolerance angles $\alpha = 10^\circ$ and $\alpha = 50^\circ$; the error bars were calculated using integrals of the beta distribution (see text for details).

| Simulation | G   | NG1+ | NG1- | NG2+ | NG2- |
|------------|-----|------|------|------|------|
| mean $c/a$ | 0.33 ± 0.01 | 0.34 ± 0.01 | 0.32 ± 0.02 | 0.31 ± 0.01 | 0.37 ± 0.02 |
| $AC/C$, $\alpha = 10^\circ$ | 1.1 ± 0.5 | 1.0 ± 0.8 | 1.3 ± 0.6 | 0.9 ± 0.6 | 1.0 ± 0.8 |
| $AC/C$, $\alpha = 50^\circ$ | 0.9 ± 0.2 | 0.8 ± 0.2 | 1.5 ± 0.3 | 0.9 ± 0.2 | 1.0 ± 0.2 |

We perform the following analysis with our 100 halos sample: if they exist, we consider their 11 most massive subhalos as detected by SUBFIND. We then compute the inertia tensor:

$$I_{ij} = \sum_{n=1}^{N} x_{n,i} x_{n,j},$$

(4.1)

where the $x_n$ are the three-dimensional coordinates of the $N = 11$ subhalos relative to the central halo. The ordered square roots of the eigenvalues of the inertia tensor are labelled $a$, $b$ and $c$, and the quantity we will compute for our halo sample is the mean over the 100 most massive halos of the ratio $c/a$. Table 3 displays our values of $c/a$ for each model. All models have similar flattenings within errors, apart from the NG2- model which is less flattened than the Gaussian case. The slightly more flattened distribution in the NG1- model is not significant. The values are close to those obtained in previous Gaussian simulations [67].

Next, we investigate the other main open question for satellite halos: their kinematic coherence. After finding the best-fitting plane to the 11 most massive subhalos, no clear sign of kinematic coherence along this plane was found. However, concentrating on the two most massive subhalos, similar to the test performed on SDSS data [14], a clear trend does emerge. For this test, we first identify the most massive subhalo around each of our 100 host halos. We then choose three different views of those host halos, and we draw within the ‘sky plane’ a line connecting the most massive subhalo to the host halo. We then check if the second most massive subhalo lies on the opposite side within a tolerance angle $\alpha$ defined as the maximum allowed angle between the line connecting the most massive subhalo and the host and the line connecting the second most massive subhalo and the host. [see Fig. 2 of 14]. If the second most massive subhalo lies within the tolerance angle $\alpha$, we check whether it shares the same sign of the line-of-sight velocity (correlated = C) or the opposite sign (anti-correlated = AC) with the most massive subhalo. The histograms of C and AC are shown in Fig. 9, and the values of the ratios $AC/C$ are reported in Table 3 for all our simulations and for two tolerance angles: $10^\circ$ and $50^\circ$. Ref. [14] reported a value $AC/C=2.4$ at $15^\circ$ from SDSS data. Our uncertainties are calculated at 1σ using binomial confidence intervals computed with integrals of the Beta distribution [71]. As expected, this ratio is very close to 1 in the Gaussian $\Lambda$CDM case. It is also the case in most other non-Gaussian cases, but the only exception is NG1- which exhibits a trend of kinematic coherence at nearly 2σ that makes it the
most promising non-Gaussian model to alleviate the kinematic coherence of satellites tension with ΛCDM. With the statistics available to us in the present simulations, it is hard to draw definitive conclusions, but this result motivates the future design of larger-box simulations with scale-dependent non-Gaussian initial conditions, followed by hydrodynamical zoom-in simulations to investigate how a large statistical sample of galaxy satellites will behave in the NG1- case.

5 Conclusions

We began this contribution by summarising current observational constraints on non-Gaussianities, and underlining the fact that on scales of the order of ~ 10 Mpc, the stringent observational constraints on large-scale non-Gaussianity do not apply. Motivated by these considerations, we investigated with gravity-only collisionless simulations the possible consequences of a change to the initial conditions on the formation of typical galaxy-mass halos. This was achieved by numerically following structure formation in a box of 30 Mpc/h.

We explored four different types of non-Gaussianities: two models with skewness, and two models with kurtosis. The model with a positive skewness in terms of the gravitational potential, dubbed NG1+, translates into a large tail for negative δ (hence a negative $f_{NL}$), and the mode of the distribution peaks at a small overdensity. The case with negative skewness in terms of the potential, which we dub NG1-, translates into a large tail towards large positive overdensities (positive $f_{NL}$) and the mode of the distribution peaking at a slight underdensity. The model with kurtosis with a single bump centred on 0 is dubbed NG2+, while the bimodal model with kurtosis, characterised by two bumps around 0, is dubbed NG2-. If one wishes to increase the amount of overdensities with δ ~ 0.5 and above, with respect to the Gaussian case, the two relevant scenarios are NG1- and NG2+.

We compared the initial and final power spectra and found that, at $z = 0$ NG1- and NG2+ have more power than the Gaussian case, while NG1+ and NG2- display the opposite behaviour. This feature may be particularly interesting in view of the $S_8$ tension and the phenomenological parametrization of Ref. [56]. In terms of the halo mass function, NG1-
and NG2+ tend to overproduce high mass halos (> $10^{12} M_\odot$) and underproduce lower mass halos. This decreases the typical number of satellites, but also makes the typical environment underdense in terms of substructures. The opposite happens for NG1+ and NG2-. We mostly focused on the 100 most massive halos present at redshift $z = 0$ in our simulations, with a mass range from $\sim 10^{12} M_\odot$ to $\sim 1.5 \times 10^{14}$. We showed that, in terms of the inner density profiles, NG1- and NG2+ produce slightly more concentrated halos than in the Gaussian case, while the opposite happens for NG1+ and NG2-. The density of the nearby environment (0.5 to 4 virial radii) is on the other hand lower than in the Gaussian case for NG1- and NG2+, with a most clear effect for the NG1- case. This is particularly appealing in view of alleviating some current challenges of galaxy formation such as bar formation in a cosmological context, which is known to pose no problem in an idealized isolated environment. A quieter merging history might also help alleviating the ‘hot orbits’ problem of current simulations. We showed that the NG1- and NG2- models typically harbour halos with a more violent merging history than in the Gaussian case, but all other non-Gaussian models seem to harbour a quieter merging history at $z < 3$. Although the difference is not enormous, we also find that halos with masses between $\sim 10^{12}$ and $\sim 1.5 \times 10^{14}$ solar masses assemble faster in the NG1- model, whilst, on the contrary, it takes more time for halos to assemble in the NG1+ and NG2- cases. A quiet merging history coupled with a fast mass assembly makes the NG1- model particularly appealing to potentially solve both the ‘hot orbits’ problem and the missing bar problem. Moreover, we have shown that this NG1- model shows possible signs of kinematic coherence of subhalos around their host, thereby possibly alleviating the satellite phase-space correlation problem of $\Lambda$CDM. However, our results for this model only alleviate the phase-space correlation tension without solving it completely, and will certainly need larger size simulations coupled with hydrodynamics to explore whether there is a chance of solving it with PNG alone.

Having characterised all those effects of PNG on galactic scales, the next pressing question we want to answer is how those effects translate when one considers state-of-the art zoom hydrodynamical simulations of Milky Way sized galaxies in this context. The potential of the minimal changes in initial conditions that we performed here could indeed translate into drastically different bars, bulges and stellar halos in hydrodynamical simulations compared to the Gaussian case.

Another obvious improvement will be to devise scale-dependent non-Gaussian initial conditions instead of the effective local non-Gaussian templates used here. This will allow us to probe the transition from a Gaussian Universe on large scales to a non-Gaussian one on small scales, and to run larger box simulations vastly improving our current statistics. Voids in this cosmology would be also a very interesting probe to investigate as they carry more linear information or could be a cleaner probe of the environmental structure of the halos. JWST preliminary results may have shown bright massive galaxies at high redshift that are very difficult to account for within $\Lambda$CDM. Scale dependent PNG could also be preferred over $\Lambda$CDM in such a context [59].

While a low pass filter or a power-law are natural candidates to improve our initial condition templates, inflationary physics may provide more sound candidates [72] and reciprocally, our studies on small scales could possibly constrain or motivate certain models. In particular an approach that has been gaining some momentum in recent years is to get rid of the perturbative expansion around a Gaussian PDF and to consider the full non-Gaussian PDF, see eg. Ref. [73] and references therein.

The minimal changes to the initial conditions considered in this paper are obviously not
mutually exclusive with other modifications of the dark sector, but we choose to concentrate here on these to isolate their potential effects. For instance, a minimal modification to our present treatment would be to follow the suggestion of Ref. [19] advocating for a warm dark matter scenario with non-Gaussian initial conditions. While some models involving non-Gaussianity would also need to take into account other radical changes in the dynamics of the dark sector [e.g., 74], we note that many dark matter candidates only require some additional small changes to initial conditions such as power spectra cutoffs or oscillations: this means that the exploration of various dark matter candidates with, e.g., ETHOS type parameterization [75] might require only minimal changes to the existing codes used here, and could therefore easily be combined with non-Gaussianities.
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