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Abstract

The increasing value of facilities, on the one hand, and the complexity of the equipment used in them, on the other, have increased the importance of planning for the maintenance of facilities, especially for companies which their facilities are located in different locations. In this paper, a new hybrid model has been presented to optimize facility maintenance scheduling by a combination of Genetic Algorithms (GA), Particle Swarm Optimization (PSO) and the Monte Carlo Simulation for organizing facilities which are in different locations as well as determining the optimum number of crews with three different skills of mechanical, electrical and simple workers.

The main contributions of this paper include: (a) optimizing the number of crew by different skills in the first stage. (b) evaluation of fitness value for each solution through the Monte Carlo Simulation Model. (c) scheduling by consideration different failure rates for different facilities in different locations. In order to evaluate the performance of the proposed model, the model has been compared with Golpira’s model, the results of which have shown that it is possible to reduce the cost by just over 39\% and reduce MTBF by over half.
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1. Introduction

Facility Management (FM) is a process of managing and maintaining facilities in an organization. Facilities can include an office complex, physical resources at the company or site and any other mechanical and electrical utilities that can cause health or create safety hazards for employees. Facility management is an integrated approach for an organization to operate, maintain, improve and adapt its buildings and infrastructures in such a way that the primary objectives of the organization, occupants, owners and facility managers are supported. [1]

Facility management deals with synchronizing activities, supporting main company activities by managing
staff administration, auxiliary work activities and business environments – activities related to care of real estate, building and selecting employee administration. According to the IFMA association’s definition, FM is “A method of an organization’s alignment of work environment, workers, and work activities. It incorporates principles of business administration, architecture, humanities, sciences and engineering.” [2]

Regarding these facts, the use of facility management (FM) can affect the ability of the organization to carry out its activities in a better way and meet all its requirements. The FM goal is mainly to provide a better working environment and condition for an organization to help it meet its main goals. FM comprises various areas, but it is facility maintenance management (FMM) that constitutes most (65%~85%) of the total costs incurred by FM activities. [3]

Facility maintenance is the process of increasing the utility of a building by regularly servicing capital assets, commercial appliances, and areas inside or around a building. Facilities’ operations and maintenance encompasses a broad spectrum of services, competencies, processes, and tools required to assure the built environment will perform the functions for which a facility was designed and constructed [4]. But due to the lack of comprehensive models and techniques for managing a facility and the absence of adequate building maintenance policies in most companies, all maintenance activities are usually done with high cost and delay [4]. Maintenance is a process which occurs to prevent deterioration in buildings and also to repair the damages which happen in the building. Damages happen in a building when some part of it cannot functional well. There are many types of damages in a building such as in the electrical system, water supply, floor, roof, the drainage system and the walls. This problem may be solved by doing the building maintenance to repair or restore the equipment that cannot functional well. The problem occurring in a building will affect the tenants in it, and that is why the maintenance process is very important. That is, it is required to make sure the tenants are convenient and safe to use the building. The longest period in the lifecycle of a building is the operation and maintenance (O&M) or facility management phase. [5]

The maintenance optimization problem, which has been divided into three types, namely strategy selection, maintenance planning, and maintenance scheduling, consists of the development and analysis of mathematical models to aim at improving or optimizing maintenance [6]. This article focuses on optimization scheduling maintenance.

In terms of scheduling maintenance, several models and algorithms have been proposed for optimizing scheduling in the literature. These models can be divided into two groups, namely single objective model [7] And multi objective models [8] with different objective function such as optimization model based on cost minimization [9], reliability based optimization function model [7], optimization model to safety maximization [10], risk of failure minimization model [11], maximization of profit [12], maintainability based model [13], availability based model [9]. Where different models have been applied for solving these models such as Genetic
algorithm [14], Particle Swarm optimization [15], NSGA II [16], mixed integer linear programming [17], Monte Carlo Simulation [12].

In 2003, Cassady & Kutanoglu proposed a new model to optimize scheduling by a Single Objective Model through considering tardiness, as the objective function, and different constraints such as maintenance time, total weight of component, usage of labor and planning period [18].

In the same year, Grall & Roussignol proposed a new model for scheduling optimization with a Single Objective Model by considering tardiness as the objective function, and different constraints such as system availability requirements, inspection activity, usage of labor and planning period [19].

Coolen-Schrijner & Coolen, in 2004, proposed a new model to optimize scheduling with a single objective model by considering tardiness as the objective function, and different constraints such as component age, usage of labor and planning period [1].

In 2008, Lugtigheid, Jiang & Jardine proposed a new model for optimization planning by a single objective model by consideration of tardiness as the objective function and different constraints like maintenance time, component age, repair improvement factor and planning period [20].

Flage, Coit, Luxhoj & Aven, in 2012, proposed a new model for optimization scheduling by a multi-objective model by consideration of tardiness as the objective function and different constraints such as component age, inspection activity, usage of labor and planning period [21].

Wang & Zhang, in 2013, proposed a new model to optimize scheduling by a multi-objective model through considering tardiness as the objective function and different constraints like system availability requirements, component age, inspection activity, failure rate, usage of labor and planning period [22].

In 2013, Zitrou, Bedford & Daneshkhah proposed a new model for optimizing planning by a single-objective model and the consideration of tardiness as the objective function, along with different constraints such as component age, failure rate and planning period [2].

Finkelstein, in 2015, proposed a new model to optimize planning through a multi-objective model by considering tardiness as the objective function, along with different constraints such as system availability requirements, repair improvement factor, failure rate and planning period [23].

In 2015, Lin, Huang & Fang proposed a new model to optimize planning through a single-objective model by considering tardiness as the objective function, and different constraints such as repair improvement factor, failure rate and planning period [24].

Zhou, Li, Xi & Lee, in 2015, proposed a new model to optimize scheduling by a single-objective model by considering tardiness as the objective function, and different constraints such as component age, repair improvement factor, failure rate, component limit, usage of labor and planning period [25].

Wang, Huang, Li & Yang, in 2016, proposed a new model to optimize scheduling through a single-objective
model by considering tardiness as the objective function, and different constraints such as component limit, maintenance priority, usage of labor and planning period [3].

In 2018, De Jonge & Jakobsons proposed a new model for optimizing scheduling through a single-objective model by considering tardiness as the objective function, and different constraints as, component age, repair improvement factor, usage of labor and planning period [26].

Fouladirad, Paroissin & Grall, in 2018, proposed a new model to optimize planning through a single-objective model by considering tardiness as the objective function, and different constraints such as component age, failure rate and planning period [27].

Based on the literature, different objective functions have been considered for the scheduling problem as indicated in Figure 1.
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Having perused the literature, in this paper, a new three-stage model has been presented for facility maintenance scheduling which is based on GA, PSO and the Monte Carlo Simulation model through considering different required work skills and the outsourcing possibility for each task in different locations. To answer the main question addressing the optimal number of maintenance teams and the best work flow and maintenance schedule for a whole year based on maintenance crew limitation, the current paper contributes in the following ways:

- It proposes a new three-stage model to optimize scheduling.
- It optimizes the number of crew by different skills in the first stage.
- It evaluates the fitness value for each solution through the Monte Carlo Simulation Model.
- Scheduling by consideration different failure rates for different facilities in different locations.

According to the above items, the remainder of this paper is organized as follows: In Section 2, the proposed model with its combination of GA, PSO and the Monte Carlo Simulation is explained. In Section 3, the proposed model is applied for a real-world case study, the results of which have been interpreted. Finally, a brief summary and some concluding notes are provided in Section 4.

### 2. Research methodology and proposed model

Different model has been considered in literature to optimize maintenance scheduling problem with different assumptions, in the proposed model, the following assumptions have been considered:

- Different failure rate functions for different skills in different locations
- Out-of-work-time transferring between all locations
- Transferring time between all locations are less than one day.
- Maintenance tasks are independent.
- There is no possibility for outsourcing.
- There are three mechanical, electrical, and simple worker skills for performing maintenance tasks.
- By assuming the parts’ consumptions in all models, the cost of buying parts is not considered.
- The location of all crews in days 0 are the same.
- All crew can stay in all locations.

To facilitate reading, symbols related to sets, parameters, and decision variables used in the mathematical model are presented in Table 1.

Table 1.

Based on Table 1, the mathematical model to optimize the maintenance scheduling has been considered as the following equations where the objective function is based on cost minimization that consist of three parts of crew cost and transportation cost. [5]

\[
\min \quad z = \sum_{k=1}^{n} \sum_{i=1}^{n} C_{ij} n_{ik} + \sum_{j=1}^{n} \sum_{j=1}^{n} C_{ij} z_{ij} + \sum_{j=1}^{n} C_{ij} y_{ij} \quad (1)
\]

\[
\sum_{j}^{n} S_{ij} = t_{ik} \quad \forall k \in K, d \in D \quad (2)
\]

\[
Z_{ij} = \sum_{n_{ik}}^{n} X_{ij} \quad \forall i, j \in N \quad (3)
\]

\[
\sum_{i=1}^{n} X_{ij} = \sum_{j=1}^{n} X_{ij} \quad \forall i, j \in N, d \in D \quad (4)
\]

In this model we want to optimize the number of optimum crew by minimizing the maintenance cost for lots of facilities in different locations which each facility have its own failure by explorational probability functions for different skills. So, for solving the proposed model, a combination of GA, PSO and the Monte Carlo Simulation has been considered based on bellow pseudocode and figure 2:

1- The number of crews randomly generated as an initial generation
2- Put g=1
3- If g=1 go to step 7 else go to step 4
4- Create a new generation for number of crews by updating previous generation by selection, crossover and mutation.
5- Check feasibility of each solution and refine it if necessary.
Based on the proposed model, at the first stage, GA was applied to optimize the number of crew in different skills. Then, based on the results of GA, scheduling was proposed for each crew by the PSO model. Finally, the simulation model was applied to evaluate the fitness value for each scheduling.

3.1. Genetic Algorithm

The GA is a heuristic algorithm for random search referring to biology evolution. These algorithms have been successful in solving hard optimization problems such as TSP, VRP etc. The GA includes operations of initial population generation, fitness evaluation, selection, crossover, and mutation [28].

In this paper, GA was applied to generate the number of crew with different skills due to its flexibility and its ability to search whole parts of problem space from populations of points instead of one specific part of solutions space. So GA is an efficient and effective technique to find an approximate solution in optimization and search problems.

In proposed model, GA has been applied as bellow steps:

Step I: Randomly generate the initial population of chromosomes due to value encoding method. The $i^{th}$ chromosome in the initial population is shown by $g_i^{0}$ as $1 \times k$ ($k$ is the skill number), where each value in this vector is an integer number that proposes the number of crew on that skill.

$$g_i^0 = [a_{i1}^0 \ a_{i2}^0 \ a_{i3}^0 \ a_{ik}^0]_{1k} \quad (5)$$

All values in this vector are generated randomly.
Step II: By considering each solution from step 1, the PSO algorithm and Monte Carlo model were run and the fitness value of each chromosome was evaluated based on result of Monte Carlo simulation model.

Step III: When the stop condition (When there has been no improvement in the population for 10 iterations) is satisfied, the GA algorithm process will be stopped and resumes in else.

Step IV: Create a new population by selection, crossover, and mutation operations.

a) Selection: Select two parent chromosomes from a population according to their fitness based on Roulette wheel selection model.

b) Crossover: in the proposed model, one point crossover has been applied, as a parameter of \( r \) (integer value between 1 to \( k \)) has been generated randomly and changes the row from \( r \)'th to \( k \)'th columns on parent I by parent j. The result is equal to the below if \( r=3 \).

\[
g_i^0 = [a_{i_1}^0 \ a_{i_2}^0 \ a_{i_3}^0 \ a_{i_k}^0]_{ik} \quad (6)
\]

\[
P_i^0 = [a_{j_1}^0 \ a_{j_2}^0 \ a_{j_3}^0 \ a_{j_k}^0]_{jk} \quad (7)
\]

c) Mutation: in this survey, the uniform mutation model has been applied and randomly change one parent value by a random value.

\[
g_i^0 = [a_{i_1}^0 \ a_{i_2}^0 \ a_{i_3}^0 \ a_{i_k}^0]_{ik} \quad (8)
\]

Step V: Go to step II.

Based on above description, the GA pseudocode could be rewrite as bellow:

1. Randomly generate, list of solutions as a first generate,
2. Evaluation of fitness functions for each solution in the last generations.
3. Check stop condition, if it's true algorithm stops, else go to step 4.
4. Create a new generation by operations of crossover, mutation and selection.
5. Check feasibility of each solution and improve it, if it is required.
6. Go to steps 2.

3.2. PSO Algorithm

PSO is a heuristic algorithm for finding a global optimum by iteratively Searching to increase the quality of candidate solutions. This algorithm foundation based on the group of birds to search for food in the solutions space randomly. Each bird is a single solution that moves in the solution space to look for better solutions.[29]
The PSO has advantages and disadvantages. Advantages of the basic particle swarm optimization algorithm: PSO is based on the intelligence. It can be applied into both scientific research and engineering use. Then PSO have no overlapping and mutation calculation. The search can be carried out by the speed of the particle. During the development of several generations, only the most optimist particle can transmit information onto the other particles, and the speed of the researching is very fast. After that the calculation in PSO is very simple. Compared with the other developing calculations, it occupies the bigger optimization ability and it can be completed easily. The last one is PSO adopts the real number code, and it is decided directly by the solution. The number of the dimension is equal to the constant of the solution.[29]

In this paper, PSO was applied to optimize scheduling in the following steps: [30]

a) By considering the number of crew from GA, the initial particle location (scheduling) is randomly generated as bellow.

\[
P_i^0 = \begin{bmatrix} a_{i1} & \ldots & a_{id} \\ \ldots & \ldots & \ldots \\ a_{n,1} & \ldots & a_{n,d} \end{bmatrix} \quad \text{where} \quad 1 \leq a_{ij} \leq n \quad \text{for} \quad i = 1, \ldots, n_k, j = 1, \ldots, d
\]

In this matrix \( a_{ij} \) means the number of crews by i’th skill in j’th location for days number d.

b) Each solution has been defined to all maintenance request has been done.

c) Each solution has been evaluated by running the simulation model, and the fitness value of each solution has been evaluated based on the simulation model.

d) The particles’ location was updated by Eq. (10) for each particle.

\[
P_{i}^{j+1} = P_{i}^{j} + V_{i}^{j+1}
\]  

(10)

where \( V_{i}^{j+1} \) is the velocity for the i’th particles in j+1 th iteration, and is applied to the updated previous location of swarms. In Eq. (10), new location of i’th particle in iteration number j+1 has been changed due to value of \( V_{i}^{j+1} \) and it depended to best location of i’th particle until j’th iteration and best location of all particles.

The value of \( V \) was computed according to the formula given in Eq. (11).

\[
V_{i}^{j+1} = V_{i}^{j} + r\alpha[P_{best,i}^{j} - P_{i}^{j}] + s\beta[S_{best}^{j} - P_{i}^{j}]
\]  

(11)
Based on Eq (1) the direction of i’th particle toward its best location has been evaluated with \( P_{best,i}^j - P_i^j \) by the weight of \( r\alpha \) and its direction toward the best value of all particles has been evaluated with \( g_{best}^j - P_i^j \) by the weight of \( s\beta \). In this equation, \( P_{best,i}^j \) is the best position for i’th particle to j’th iteration, \( P_{best}^j \) is the best position for all particles to j’th iteration, \( \alpha \) and \( \beta \) are random parameters between 0 and 1, and \( r \) and \( s \) are constants.

Based on above description, the PSO pseudocode could be rewrite as below:

1. Initial location of particles randomly generated.
2. Evaluation of fitness functions for each solution in last locations.
3. Check stop condition, if it’s true algorithm stops, else go to step 4.
4. Check the best location of each particle in all iterations based on fitness function
5. Evaluation best location of all particles.
6. Update particle’s locations
7. Go to steps 2.

### 3.1. Monte Carlo Simulation

The Monte Carlo Simulation is a method to model real-world uncertainty with normal or non-normal distributions and complex performance functions. The Monte Carlo Simulation uses repeated random sampling to simulate data for a given mathematical model and evaluate the outcome [30].

The process of the Monte Carlo Simulation is based on the below steps:

1. Identify the transfer equation as quantitative model for the simulation.
2. Define the input parameters for the simulations.
3. Create random data for each parameter with a special probability function.
4. Simulate and analyze the result.

In this paper, the Monte Carlo Simulation was applied to calculate the fitness value of each proposed scheduling by PSO.

![Fig.2](image)

### 3. Numerical result

In order to evaluate the proposed model’s performance, it was applied for a company with 5 different locations with different facilities, where the failure function was considered as an explorational probability function with different parameters for each skill in different locations, as in Table 2, where it was redefined after each inspection.
The proposed model was coded on Matlab and was run for the proposed problem. The convergence trend of PSO in each loop is shown in Fig 3.

Based on Fig.3, it is clear that in earlier iterations, there are large improvements in convergence in each steps, and it gets smaller in older iterations and the convergence has been achieved on 89’th iteration.

In order to evaluate the proposed model’s performance, it was compared with models which have been proposed by Golpira’s Model. Results are given in the bellow figure.

Based on Figures 4 and 5, it is clear that the performance of the proposed model is better than Golpira’s Model in cost and MTBF, and in some cases, the cost of the proposed model is half the total cost in Golpira’s Model.

In general, the cost of the proposed model in comparison with the Golpira’s Model is less than 39%. On the other hand, the MTBF in the proposed model is three timws of Golpira’s Model in some cases, and on average, the MTBF of the proposed model compared to Golpira’s Model is twice.

In order to evaluate the proposed model’s performance, different types of costs in different scenarios have been shown in Fig. 6, and total cost per crews has been shown on Fig.7.

In order to evaluate the performance of the proposed model, we applied it in a problem with different failure rate parameters, the result of which has been shown in Fig 8.

Based on Fig 8, it is clear that by the decrease of Landa in failure rate, total maintenance cost will increase. And based on Fig 9, it is clear that MTBF will increase by the increase of Landa.

On the other hand, to evaluate the performance of the proposed model in different situations, Fig.10 to Fig 16 show the result of different costs of the proposed model in different situations.
Based on the above charts, the number of crews play a key role in maintenance cost. It is true that, by increasing the number of crews in each scenario, personnel cost has been increased but it has a considerable impact on failure cost to the extent that by increasing 2 or 3 staff we are witness to great decrease in failure cost in contrast to slight increase in personnel cost. On the other hand, by increasing the number of crews more than 8 or 9, the impacts of each increment in number of crews on failure cost is minor and they just increased the personnel cost. So, determination of the number of staff plays a key role in the cost of maintenance planning. There is a reverse relationship between the number of crews and transportation cost and it is just because of decrease in number of trips due to increasing in number of crews. So, there is a direct relationship between number of staff and personnel cost and reverse relation between the number of staff and failure cost and transportation cost.

Based on the results of the proposed model, it can be said that the model can be applied for different situations for facility with different failure rates (related to number of facilities with different ages) and different numbers of crews, where all facilities can be located in different locations. By this model, it is possible to optimize the number of crews and scheduling at the same time. The results show that the failure cost will be decreased by increasing of number of crews.

4. Conclusion

In this research, a new hybrid model has been presented to optimize facility maintenance scheduling for organization by owning facility with different failures rate which located in multiple location. In the proposed model the maintenance tasks have been categorized in three different groups which are independent and all maintenance action should be done with the company staff. In the proposed model the total cost including salary of crews and transportation cost should be minimized.

The main contributions of this paper include: (a) optimizing the number of crew by different skills in the first stage. (b) evaluation of fitness value for each solution through the Monte Carlo Simulation Model. (c) scheduling by consideration different failure rates for different facilities in different locations.

In order to evaluate the performance of the proposed model, it was compared with Golpira’s model, and the results have shown that it is possible to reduce the cost by over 39% and reduce MTBF by over half.
5. Future suggestions

For future research we proposed that:

- Solve maintenance scheduling problem by consideration of cost for materials.
- Categorized each failure in different categories by different importance.
- Consideration of outsourcing some tasks.
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Table 1.

| Sets                      |                                                                 |
|---------------------------|-----------------------------------------------------------------|
| $K = \{k_1, k_2, k_3\}$  | Number of crew in each skill                                    |
| $d = \{1, 2, \ldots, T\}$ | Number of days                                                  |
| $n_k = \{1, 2, \ldots, n_k\}$ | Number of available workers with $k$th type of Speciality |
| $N = \{1, 2, \ldots, n\}$    | Set of nodes for services                                      |
| $A = \{(i, j) \mid i, j \in N, i \neq j\}$ | Set of arcs                                                  |
Parameters

|   |   |
|---|---|
| $T$ | Period of planning |
| $S$ | Period of work time in each day |
| $t_{i,j}^d$ | The demand time of $i$th node for $k$th type of Speciality in days $d$ |
| $C_{i,j}$ | Cost of travel from nod $I$ to nod $j$ |
| $C_k'$ | Cost of using the $k$th special on all time periods |
| $C_i^*$ | Cost of failure in the i’th location |
| $F_{k,i}$ | Failure rate on the i’th location where the kth skill is needed |

Decision Variables

|   |   |
|---|---|
| $X_{i,j}^{d,n_k}$ | 1 if the $n_k$th worker goes from nod $i$ to nod $j$ on days $d$ and be 0 in other vice |
| $X_{i,j}'^{d,n_k}$ | 1 if the node $i$ is visited by $n_k$th worker right before node $j$ on days $d$ and be 0 in other vice |
| $y_i$ | Number of failures in the i’th location |
| $Z_{i,j}$ | Number of transferring from nod $i$ to nod $j$ |

Table 2.

| Location | Mechanical | Electrical | Simple Worker |
|----------|------------|------------|---------------|
| 1        | 5.9        | 4.1        | 3             |
| 2        | 9.3        | 2.2        | 2.8           |
| 3        | 7.2        | 3.1        | 4.1           |
| 4        | 4.1        | 6.8        | 1.2           |