Analysis-suitable unstructured T-splines: Multiple extraordinary points per face
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Abstract

Analysis-suitable T-splines (AST-splines) are a promising candidate to achieve a seamless integration between the design and the analysis of thin-walled structures in industrial settings. In this work, we allow multiple extraordinary points per face, i.e., we remove the restriction of preceding works that required extraordinary points to be at least four rings apart from each other. We do so by mathematically showing that AST-splines with multiple extraordinary points per face are linearly independent and their polynomial basis functions form a non-negative partition of unity. This extension of the subset of AST-splines drastically increases the flexibility to build geometries using AST-splines; e.g., much coarser meshes can be constructed around small holes. The AST-spline spaces detailed in this work have $C^1$ inter-element continuity near extraordinary points and $C^2$ inter-element continuity elsewhere. For the convergence studies performed in this paper involving second- and fourth-order linear elliptic problems with manufactured solutions, we have not found any drawback caused by allowing multiple EPs per face in either the first refinement levels or the asymptotic behavior. To illustrate a possible isogeometric framework that is already available, we design the B-pillar and the side outer panel of a car using T-splines with the commercial software Autodesk Fusion360, import the control nets into our in-house code to build AST-splines, and import the Bézier extraction information into the commercial software LS-DYNA to solve eigenvalue problems. The results are compared with conventional finite elements and good agreement is found between AST-splines and conventional finite elements.
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1. Introduction

In computer-aided-design (CAD) programs, there are two major paradigms to represent surfaces with arbitrary topological genus, namely, trimmed NURBS and splines with extraordinary points (vertices around which the mesh topology is unstructured). Trimmed NURBS representations are the more widespread paradigm, available in all CAD programs. In this case, hundreds (or thousands) of tensor-product NURBS patches \[1\], each with its own parameterization, are used to represent the surface. In addition, most of the NURBS patches are trimmed by NURBS curves. When a NURBS patch is trimmed, the parameterization and the control points of the NURBS patch are not changed in any way. Instead, computer-graphics techniques are used to show only one of the two parts in which the trimming curve divides the NURBS patch. Therefore, trimmed NURBS representations lack a conforming parameterization, i.e., a parameterization associated with the geometry of the final surface. Furthermore, when trimmed NURBS patches are joined together, small gaps between patches are often inevitable. By contrast, splines with extraordinary points (also known as star points) have a conforming parameterization for the whole surface. In addition, watertight surfaces, i.e., surfaces without small gaps or overlaps, are always obtained. Subdivision surfaces (SubD) \[2\] and T-splines \[3, 4, 5\] are the two types of splines with extraordinary points (EPs) which have had more success in CAD programs thus far. SubD are available in the commercial software Rhinoceros 3D and T-splines are available in the commercial software Autodesk Fusion360. Both Fusion360 and Rhinoceros 3D allow multiple EPs per face so that designers can always work with a coarse control net for any geometry, which is needed in order to intuitively and efficiently alter the surface shape by manipulating individual control points. SubD are also available in most programs for computer animation (Pixar, Autodesk 3ds Max, Autodesk Maya, Zbrush, Blender, among others).

CAD surfaces are the main input for many downstream applications such as finite element analysis (FEA) and computer-aided manufacturing (CAM). Getting a bilinear quadrilateral mesh for conventional FEA from a trimmed NURBS representation is a non-trivial task. Even though there are several methods that aim at automating this process \[6, 7, 8, 9, 10, 11, 12, 13\], coming up with an algorithm that automatically delivers a non-distorted bilinear quadrilateral mesh suitable for FEA from any trimmed NURBS representation remains an open problem. This problem is particularly hard to automate due to the geometric imperfections (gaps, overlaps, etc.) often found in trimmed NURBS representations. As a result, in complex engineering applications, transitioning from a trimmed NURBS representation to a high-quality bilinear quadrilateral mesh is often one of the tasks that requires more manpower in the whole design-through-analysis cycle \[14, 15\].

Isogeometric analysis (IGA) \[16\] aims at achieving a seamless integration between CAD and FEA programs. IGA performs numerical simulations using different types of splines as basis functions as opposed to using Lagrange polynomials as in conventional FEA.
An untrimmed NURBS patch was shown to be a suitable basis for analysis in [17, 18, 19, 20]. The lack of a conforming parameterization in trimmed NURBS representations rules out the use of standard boundary-fitted methods. To circumvent this issue, non-boundary-fitted methods have been developed in recent years [21, 22, 23, 24, 25, 26]. SubD and T-splines have a conforming parameterization, but they are not directly analysis suitable. SubD uses infinite recursion formulas in the faces around EPs to reach global $C^1$ continuity. This infinite recursion is not amenable to numerical integration [28, 29] and limits convergence rates [30, 29]. Variants of SubD have been proposed in the literature that recover optimal convergence rates for second-order linear elliptic problems [31]. Besides handling EPs, T-splines allow the presence of T-junctions to perform local refinement. T-junctions may result in lack of linear independence and/or partition of unity of the polynomial basis functions [32]. To remedy this, topological constraints on the distribution of T-junctions were developed that guarantee linear independence and partition of unity of the polynomial basis functions [33, 34, 35, 36, 37, 38, 39, 40]. This subset of T-splines is called analysis-suitable T-splines (AST-splines). Regarding EPs, T-splines have been combined with various EP constructions over the years [41, 42, 43, 44]. In [45], the subset of AST-splines was extended to handle EPs by using the D-patch framework [46]. This was the first smooth EP construction with proof of linear independence and that led to optimal convergence rates in the context of T-splines. In [47], this technology was used to represent capsules in simulations of fluid-structure interaction. In [48], the combination of AST-splines with the D-patch framework was further improved and streamlined through the use of truncation [49, 50]. In addition, complex geometries were built to show the potential of AST-splines in industrial applications. Apart from SubD and T-splines, there have been other types of splines with EPs proposed in the literature, e.g., manifold splines [51, 52, 53, 54, 55] and PHT-splines [56, 57, 58]. However, these alternatives have not made it into CAD software since control points do not behave as geometric shape handles. Manifold splines achieve optimal convergence rates although require a high number of quadrature points to do that [59, 60]. PHT-splines, when combined with the D-patch framework, also achieve optimal convergence rates [61]. The approximation properties of multi-patch constructions based on imposing $G^1$ constraints were studied in [62]. It was concluded that multi-patch constructions based on imposing $G^1$ constraints do not always result in optimal approximation properties. A subset called analysis-suitable $G^1$ geometry parametrizations was defined within which optimal approximation properties are obtained. However, this subset is not flexible enough to design complex surfaces. The highest convergence rates on EP constructions based on imposing $G^1$ constraints that can be used to design complex surfaces were obtained in [63, 64], where the convergence rates obtained were $p$ in $L^2$ norm and $p - 1$ in $H^1$ and $L^\infty$ norms. Thus, an order is lost in $L^2$ and $H^1$ norms and two orders are lost in $L^\infty$ norm with respect to the optimal approximation. In any case, convergence rates are not the whole story, the convergence constant, i.e., the

*Non-boundary-fitted methods were generalized to deal with spline volumes instead of spline surfaces in [27].
accuracy obtained on a coarse mesh also matters, particularly on large-scale industrial applications where the number of refinement levels that can be introduced is limited.

In this work, we extend the subset of AST-splines to allow multiple EPs per face, namely, we show that the restriction of EPs being at least four rings apart from each other can be removed from the method in [48] without losing linear independence or any of the other mathematical properties obtained in [48]. When EPs are required to be at least four rings apart from each other as in [44, 45, 48], both the mathematical proof of linear independence and the implementation of the algorithms are significantly simplified. However, allowing multiple EPs per face radically increases the topological flexibility to build a certain geometry using AST-splines; e.g., larger element sizes around holes can be used. To show the potential of this technology, we combine the basis functions of AST-splines with control nets from the commercial software Autodesk Fusion360 to design the B-pillar and the side outer panel of a car from scratch (allowing multiple EPs per face is key to directly taking as input the control nets from Fusion360). We thicken these complex AST-spline surfaces to obtain AST-spline volumes using B-splines in the thickness direction. These globally $C^1$-continuous AST-spline volumes are imported in the commercial software LS-DYNA using Bézier extraction so as to solve eigenvalue problems and perform comparisons with conventional finite elements.

The paper is outlined as follows. Section 2 describes how AST-splines with multiple EPs per face are built. Section 3 contains the proofs of linear independence and non-negative partition of unity of the polynomial basis functions. Section 4 studies the convergence of AST-splines when solving second- and fourth-order linear elliptic problems. Section 5 exemplifies the potential of this technology in the automotive industry. Conclusions are drawn in Section 6.

2. Analysis-suitable T-splines

In this section, we explain how to construct bi-cubic AST-spline surfaces with multiple EPs per face satisfying the following properties:

(1) Linear independence of the blending functions; that is, the blending functions constitute a basis.

(2) Partition of unity of the polynomial basis functions.

(3) Each basis function is pointwise non-negative.

(4) At least $C^1$ continuity everywhere while having a finite representation, that is, without using infinite recursion formulas as in SubD.

(5) Local support of the basis functions.

\footnote{A precise definition of rings will be given in Section 2.1.}
(6) Local $h$-refinement capabilities.

(7) Optimal convergence rates with respect to both the mesh size $h$ and the square root of the number of degrees of freedom when solving second- and fourth-order linear elliptic partial differential equations.

Property (2) implies that an affine transformation of an AST-spline surface is obtained by applying the transformation to its control points. Properties (2) and (3) guarantee that AST-spline surfaces satisfy the convex-hull property. In this section, we assume that the reader is familiar with NURBS [1, 65] and Bézier extraction [66, 67].

2.1. T-mesh

The T-mesh determines the connectivity among the different components of a T-spline surface. Fig. 1 (a) shows an example of a T-mesh. The T-mesh vertices are indicated with circles in Fig. 1 (a). The T-mesh edges are closed line segments that connect two vertices without passing through any other vertex. The T-mesh faces are four-sided regions delimited by edges that do not have any interior vertex or edge. Note that a face side may include more than one edge. In Fig. 1 (a), edges and faces are represented by solid black lines and white regions, respectively. The valence of a vertex, denoted by $\mu$, is the number of edges that emanate from that vertex. A T-junction is a vertex located in the interior of a face side. T-junctions are vertices with valence 3. T-junctions are marked with blue circles in Fig. 1 (a). Extraordinary points (EPs) are either interior vertices with $\mu \neq 4$ that are not T-junctions or boundary vertices with $\mu > 3$. EPs are marked with red circles in Fig. 1 (a). The edges emanating from an EP are called spoke edges.

The 1-ring faces of an EP are the faces that are in contact with the EP. For $m > 1$, the $m$-ring faces of an EP are all faces that touch the $(m-1)$-ring faces and are not a part of the $(m-2)$-ring faces. The $m$-disk faces of an EP are defined as the set containing all its 1-, 2-, ..., $m$-ring faces. The set of $\theta$-ring vertices of an EP contains only the EP itself. For $m > 0$, the $m$-ring vertices of an EP contain all the vertices that lie on the $m$-ring faces and are not a part of the $(m-1)$-ring vertices. The $m$-disk vertices of an EP are the union of all its 0-, 1-, ..., $m$-ring vertices.

A face extension is a closed directed line segment that originates at a T-junction and moves in the direction of the missing edge until two orthogonal edges are encountered. A one-bay face extension is the part of a face extension that lies on the face adjacent to the T-junction. An edge extension is a closed directed line segment that originates at a T-junction and moves in the opposite direction of the face extension until one orthogonal edge is encountered. A T-junction extension is composed of a face and an edge extension. Since T-junction extensions are closed line segments, a T-junction extension can intersect with other T-junction extension either in its interior or at its endpoints. The extended T-mesh is obtained adding the T-junction extensions to the T-mesh. Fig. 1 (b) plots the extended T-mesh associated with the T-mesh shown in Fig. 1 (a).

The set of 1-layer faces around the T-mesh boundary contains the faces that are in contact with the T-mesh boundary. For $m > 1$, the set of $m$-layer faces around the T-mesh
boundary are all faces that touch the \((m-1)\)-layer faces and are not a part of the \((m-2)\)-layer faces. The set of \(0\)-layer vertices around the T-mesh boundary contains the vertices at the T-mesh boundary. For \(m > 0\), the \(m\)-layer vertices around the T-mesh boundary contain all the vertices that lie on the \(m\)-layer faces but are not a part of the \((m-1)\)-layer vertices. In this work, a T-mesh is *admissible* when it satisfies the following conditions:

- No one-bay face extension subdivides a 3-disk face of an EP.
- No perpendicular T-junction extensions intersect.
- No EP belongs to the 0- and 1-layer vertices around the T-mesh boundary.
- No T-junction parallel to the boundary belongs to the 0- and 1-layer vertices around the T-mesh boundary.

AST-splines are T-splines defined over an admissible T-mesh. In preceding works [44, 45, 48], the subset of AST-splines requires that no EP belongs to the 3-disk vertices of any other EP. In this paper, we remove this condition; namely, we allow even all the vertices within a face to be EPs. In addition, we also allow EPs to be one layer closer to the T-mesh boundary in comparison with previous works [44, 45, 48]. Extending the subset of AST-splines in this manner drastically increases the flexibility of building geometries using AST-splines.
2.2. Knot spans

Knot spans determine the parameterization of a T-spline surface. Each T-mesh edge has a knot span assigned. Knot spans are non-negative real numbers. A knot span configuration is valid when it satisfies the following conditions:

- Knot spans on opposite sides of every face are required to sum to the same value.
- All the edges that emanate from the T-mesh boundary are assigned with zero knot spans.

A possible knot span configuration for our T-mesh example is plotted in Fig. 2(a). In this work, the spoke edges of a given EP will be assigned with the same nonzero knot span.

The elemental T-mesh determines the elements of a T-spline surface, i.e., the regions in which all basis functions are $C^\infty$. Starting from the T-mesh faces, the elements of the elemental T-mesh are obtained by modifying the T-mesh as follows:

- Adding the face extension to each T-junction, which subdivides faces into two elements.
- Subdividing each face within the 1-ring faces of an EP into four elements.
- Eliminating faces with zero parametric measure.
Fig. 2 (b) plots the elemental T-mesh associated with the T-mesh and the knot span configuration shown in Fig. 1(a) and Fig. 2(a), respectively. The number of elements in the elemental T-mesh is denoted by \( n_{el} \). In the remaining sections of this paper, whenever we use the term face it is implied that we are referring to the T-mesh and whenever we use the term element it is implied that we are referring to the elemental T-mesh.

2.3. Bézier extraction

Since basis functions within each element of the elemental T-mesh are bi-cubic polynomials, a basis function \( N_A \) restricted to an element \( e \) can be represented as a linear combination of the 16 bi-cubic tensor-product Bernstein polynomials, viz.,

\[
N_A|_e = N^e_A(\xi) = \sum_{j=1}^{16} C_{aj}^e b_j(\xi), \quad \xi \in \Box,
\]

where \( \Box \) is the parent element domain, \( b_j \) is the \( j \)-th Bernstein polynomial, \( A \) is a global basis function index, and \( a \) is a local-to-element basis function index. Following [68], we use the array IEN to establish a correspondence between local and global numbering of basis functions, namely, \( A = \text{IEN}(a,e) \).

Collecting all the basis functions with support on element \( e \) and the 16 Bernstein polynomials in column vectors \( N^e = (N^e_1, N^e_2, \ldots, N^e_{n^e})^T \) and \( b = (b_1, b_2, \ldots, b_{16})^T \), respectively, the spline extraction operator \( C^e \) is a matrix of dimension \( n^e \times 16 \) that relates the basis functions with the Bernstein polynomials as follows

\[
N^e(\xi) = C^e b(\xi), \quad \xi \in \Box,
\]

where \( n^e \) is the number of spline basis functions with support on element \( e \). Within the subset of AST-splines, for elements affected by T-junctions, \( n^e = 16 \) as for the case of NURBS, but for elements affected by EPs, \( n^e \) may be higher than 16.

In an analogous way to how Bernstein polynomials can be related to spline basis functions, spline control points \( P^e = (P^e_1, P^e_2, \ldots, P^e_{n^e})^T \) can be related to Bézier control points \( B^e = (B^e_1, B^e_2, \ldots, B^e_{16})^T \) as follows

\[
B^e = (C^e)^T P^e,
\]

where \( P^e \) and \( B^e \) are matrices of dimension \( n^e \times 3 \) and \( 16 \times 3 \), respectively. \( E^e = (C^e)^T \) is the Bézier extraction operator.

2.4. Basis functions

In order to define basis functions, we classify the faces and vertices of the T-mesh as follows:

- **Irregular faces** are the 1-ring faces of EPs. **Transition faces** are the 2-ring faces of EPs. The remaining faces are regular faces.
Irregular vertices are the 0-ring vertices of EPs. Transition vertices are the 1-ring vertices of EPs. The remaining vertices are regular vertices.

As proposed in [45], two different T-spline spaces are defined:

- A design space \( S^1_D \) for CAD. In \( S^1_D \), a basis function is assigned to each vertex. The spline basis functions associated with regular vertices are globally \( C^2 \)-continuous while the spline basis functions associated with irregular and transition vertices are globally \( C^1 \)-continuous. From now on, the basis functions of \( S^1_D \) will be denoted by \( N_L \), where \( L \in \{1, \ldots, n\} \) and \( n \) is the number of T-mesh vertices.

- An analysis space \( S^1_A \) for CAE. A basis function is assigned to each vertex that is not an irregular vertex or a transition vertex whose 1-ring faces are either irregular faces or transition faces with zero parametric measure. The spline basis functions associated with regular vertices are globally \( C^2 \)-continuous while the spline basis functions associated with transition vertices are globally \( C^1 \)-continuous. Four basis functions are assigned to each irregular face. The face-based basis functions are globally \( C^1 \)-continuous. From now on, the basis functions of \( S^1_A \), the face-based basis functions of \( S^1_A \), and all the basis functions of \( S^1_A \) will be denoted by \( M^i_V, M^i_F, \) and \( M^i_B \), respectively, where \( F \in \{1, \ldots, n_nep - n_{ti}\}, \ V \in \{1, \ldots, \sum_{j=1}^{n_{ep}} 4\mu_j\},\ B \in \{1, \ldots, n_{b}\}, \ n_{ep} \) is the number of EPs, \( n_{ti} \) is the number of transition vertices whose 1-ring faces are either irregular faces or transition faces with zero parametric measure, \( \mu_j \) is the valence of the \( j \)th EP, and \( n_b = n - n_{ep} - n_{ti} + \sum_{j=1}^{n_{ep}} 4\mu_j \) is the number of basis functions in \( S^1_A \).

The spaces \( S^1_D \) and \( S^1_A \) are constructed in such a way that \( S^1_D \subseteq S^1_A \). Both \( S^1_D \) and \( S^1_A \) satisfy properties (1)-(6). In addition, \( S^1_A \) satisfies property (7).

The basis functions are specified by the extraction operators defined in each element of the elemental T-mesh. The extraction operators of elements that are within regular faces are the same for \( S^1_D \) and \( S^1_A \), but for irregular and transition faces are different. Since we have not changed how we deal with T-junctions in regular faces, we refer to our previous work for details [48]. We focus here on how to deal with irregular and transition faces when multiple EPs per face are allowed.

2.4.1. Irregular and transition faces in design

We begin associating only one element to each face and classify Bézier control points in face, edge, and vertex Bézier control points. As in [44, 45], face Bézier control points are initially defined in terms of spline control points as

\[
B^i_6 = \frac{(b+c)(e+f)P_A + (b+c)dP_B + a(e+f)P_C + adP_D}{(a+b+c)(d+e+f)}, \quad (4)
\]

\[
B^i_7 = \frac{(b+c)fP_A + (b+c)(d+e)P_B + afP_C + a(d+e)P_D}{(a+b+c)(d+e+f)}, \quad (5)
\]
Figure 3: (a) Face Bézier control points are defined in terms of spline control points using Eqs. (4)-(7).
(b) Edge Bézier control points that are not located at the boundary of the elemental T-mesh are defined in terms of adjacent face Bézier control points using Eqs. (8)-(9).

Figure 4: (a)-(b) Vertex Bézier control points that are not located at the boundary of the elemental T-mesh are defined in terms of adjacent face Bézier control points using Eqs. (10)-(11).

\[ B_{10}^i = \frac{c(e + f)P_A + cdP_B + (a + b)(e + f)P_C + (a + b)dP_D}{(a + b + c)(d + e + f)}, \quad (6) \]
Figure 5: (a) Edge Bézier control points that are located at the boundary of the elemental T-mesh are defined in terms of adjacent spline control points using Eqs. (12)-(13). (b) Vertex Bézier control points that are located at the boundary of the elemental T-mesh and not placed at a corner of the elemental T-mesh are defined in terms of adjacent edge Bézier control points using Eq. (14). (c) Vertex Bézier control points that are located at the boundary of the elemental T-mesh and placed at the corners of the elemental T-mesh are equal to the spline control points placed at the corners of the control net.

\[
B_{11}^i = \frac{cfPA + c(d + e)PB + (a + b)fPC + (a + b)(d + e)PD}{(a + b + c)(d + e + f)}. \tag{7}
\]

Eqs. (4)-(7) are obtained applying the knot insertion algorithm to a B-spline patch, i.e., if Eqs. (4)-(7) were applied to a region not influenced by EPs or T-junctions, the result would be \(C^2\)-continuous cubic B-splines. Edge Bézier control points that are not located at the boundary of the elemental T-mesh are defined in terms of adjacent face Bézier control points as

\[
B_{8}^i = B_{7}^{i+1} = \frac{b}{a + b}B_{7}^i + \frac{a}{a + b}B_{6}^{i+1}, \tag{8}
\]

\[
B_{12}^i = B_{11}^{i+1} = \frac{b}{a + b}B_{11}^i + \frac{a}{a + b}B_{10}^{i+1}. \tag{9}
\]

Vertex Bézier control points that are not located at the boundary of the elemental T-mesh are defined in terms of adjacent face Bézier control points as

\[
B_{1}^1 = B_{2}^2 = \ldots = B_{\mu}^\mu = \frac{1}{\mu} \sum_{j=1}^{\mu} B_{6}^j \quad \text{if} \quad \mu \neq 4, \tag{10}
\]

\[
B_{1}^1 = B_{1}^2 = \ldots = B_{4}^4 = \sum_{j=1}^{\mu} \frac{a^{j+2}a^{j-1}}{(a^{j+2} + a^j)(a^{j-1} + a^{j+1})} B_{6}^j \quad \text{if} \quad \mu = 4. \tag{11}
\]

The labels used in Eqs. (4)-(11) correspond to Figs. 3 and 4. Following [50], edge Bézier control points that are located at the boundary of the elemental T-mesh are defined in terms of adjacent spline control points as
Figure 6: (a) Extraction coefficients and local coordinate system before the $2 \times 2$ split. (b) Extraction
coefficients and local coordinate system after the $2 \times 2$ split.

\begin{align}
B^i_2 &= \frac{b+c}{a+b+c} P_A + \frac{a}{a+b+c} P_B, \quad (12) \\
B^i_3 &= \frac{c}{a+b+c} P_A + \frac{a+b}{a+b+c} P_B. \quad (13)
\end{align}

Vertex Bézier control points that are located at the boundary of the elemental T-mesh and
not placed at a corner of the elemental T-mesh are defined in terms of adjacent edge Bézier
control points as

\begin{align}
B^i_4 &= B^{i+1}_1 = \frac{b}{a+b} B^i_2 + \frac{a}{a+b} B^{i+1}_2. \quad (14)
\end{align}

Vertex Bézier control points that are located at the boundary of the elemental T-mesh and
placed at the corners of the elemental T-mesh are equal to the spline control points placed
at the corners of the control net

\begin{align}
B^i_{16} = P_A. \quad (15)
\end{align}

The labels used in Eqs. (12)-(15) correspond to Fig. 5. Eqs. (4)-(15) define initial
expressions for the extraction operators of the elements within irregular and transition
faces.

Eqs. (4)-(15) result in edges that are $C^2$-continuous with the exception of spoke edges,
which are only $C^0$-continuous. To reach $C^1$ continuity across the spoke edges, we modify the
extraction operators of the elements within irregular faces using the split-then-smoothen
Figure 7: 1-ring faces of two EPs with valences 3 and 5. (a) Local axes for the EP with valence 3. (b) Local axes for the EP with valence 5.

This approach [45, 61, 46]. This approach is applied to each basis function that has support on the 1-ring faces of at least one EP as follows:

(a) For each irregular face in which the basis function has support, the extraction coefficients that define the basis function on that irregular face are collected in a row vector $C_i^a = (C_{a1}^i, C_{a2}^i, ..., C_{a16}^i)$ following the numbering given by local axes as shown in Fig. 6 (a).

(b) For each irregular face in which the basis function has support, the basis function is refined at parametric lines $u = a/2$ and $v = a/2$ using the de Casteljau algorithm (see Appendix A). Therefore, each irregular face has four elements now and the basis function is defined in each element by 16 extraction coefficients as shown in Fig. 6 (b). The extraction coefficients that define the basis function on these four elements, denoted by $C_{a,pq}^i$ with $p, q \in \{1, 2\}$, are obtained as follows

$$C_{a,pq}^i = C_a^i (S_q \otimes S_p),$$

with

$$S_1 = \begin{pmatrix} 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \quad S_2 = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \end{pmatrix}. \quad (17)$$
Figure 8: (Color online) 1-ring faces of two EPs with valences 3 and 5 after the $2 \times 2$ split. (a) The face extraction coefficients that are changed by the smoothing matrix of the EP with valence 3 and valence 5 are plotted in blue and orange, respectively. (b) The edge and vertex extraction coefficients that need to be recomputed after application of the smoothing matrix are plotted in violet and green, respectively. The face extraction coefficients that intervene in the aforementioned recomputations are plotted in gray.

where $\otimes$ represents the Kronecker product of two matrices.

(c) For each EP within the support of the basis function, the D-patch framework \[46\] is used. Assuming we place local axes at each EP (an example with two EPs is shown in Fig. 7), the extraction coefficients $C_{a6}^{1,11}$, $C_{a7}^{1,11}$, and $C_{a10}^{1,11}$ with $i$ being cyclic in $\{1, 2, \ldots, \mu_j\}$ are modified using a smoothing matrix $\Pi^+$ with dimension $3\mu_j \times 3\mu_j$ as follows

$$
\begin{pmatrix}
a_6 \\
a_7 \\
a_{10}
\end{pmatrix}
= \Pi^+ \begin{pmatrix}
A_6 \\
A_7 \\
A_{10}
\end{pmatrix},
$$

(18)

with

$$
A_6 = \begin{pmatrix}
C_{a6}^{1,11} \\
C_{a6}^{2,11} \\
\vdots \\
C_{a6}^{\mu_j,11}
\end{pmatrix},
A_7 = \begin{pmatrix}
C_{a7}^{1,11} \\
C_{a7}^{2,11} \\
\vdots \\
C_{a7}^{\mu_j,11}
\end{pmatrix},
A_{10} = \begin{pmatrix}
C_{a10}^{1,11} \\
C_{a10}^{2,11} \\
\vdots \\
C_{a10}^{\mu_j,11}
\end{pmatrix}.
$$

(19)
\[
\Pi^+ = \begin{pmatrix}
\Pi_1^+ & \Pi_2^+ & \Pi_3^+ \\
\Pi_4^+ & \Pi_5^+ & \Pi_6^+ \\
\Pi_7^+ & \Pi_8^+ & \Pi_9^+
\end{pmatrix},
\]

(20)

\[(\Pi^+_I)_{JK} = (p_I)_{\text{mod}(J-K,\mu_j)}, \quad (21)\]

\[(p_1)_J = (p_4)_J = (p_7)_J = 0, \quad (22)\]

\[(p_2)_J = (p_3)_J = \frac{1}{2\mu_j}, \quad (23)\]

\[(p_5)_J = (p_6)_J = \frac{1}{2\mu_j} (1 + \cos(J\phi_\mu)), \quad (24)\]

\[(p_8)_J = \frac{1}{2\mu_j} (1 + \cos(2\psi + J\phi_\mu)), \quad (25)\]

\[(p_9)_J = \frac{1}{2\mu_j} (1 + \cos(2\psi - J\phi_\mu)), \quad (26)\]

where \( I \in \{1,2,\ldots,9\}, \ J, K \in \{0,1,\ldots,\mu_j-1\}, \ \Pi^+_I \) is a circulant matrix with dimension \( \mu_j \times \mu_j \), \( p_I \) is the vector of length \( \mu_j \) that defines the circulant matrix \( \Pi^+_I \), \( \text{mod}(a,b) \) returns the remainder after division of \( a \) by \( b \), \( \phi_\mu = \frac{2\pi}{\mu_j} \), \( \psi = \arg\left( (1+i\beta \sin(\phi_\mu))e^{-i\phi_\mu/2} \right) \), \( i = \sqrt{-1} \), and we choose \( \beta = 0.4 \). \( \Pi^+ \) is a smoothing matrix with non-negative entries which is needed to end up having non-negative basis functions. The extraction coefficients \( C_{a_6}^{i,11}, C_{a_7}^{i,11}, \) and \( C_{a_{10}}^{i,11} \) with \( i \in \{1,2,\ldots,\mu_j\} \) are replaced by their modified values obtained from the column vectors \( a_6, a_7, \) and \( a_{10} \), respectively. For the example shown in Fig. 7, Fig. 8 (a) colors the face extraction coefficients that are changed by the smoothing matrix of the EP with valence 3 and valence 5 in blue and orange, respectively. Note that the face extraction coefficients being modified by the presence of an EP will not be affected by any other EP.

(d) As a consequence of the face extraction coefficients that have been changed by smoothing matrices, Eqs. (8)-(11) need to be imposed again. In other words, certain edge and vertex extraction coefficients need to be recomputed. For the example shown in Fig. 7, Fig. 8 (b) colors the edge extraction coefficients that need to be recomputed, the vertex extraction coefficients that need to be recomputed, and the face extraction coefficients that intervene in the recomputation in violet, green, and gray, respectively.

After applying the D-patch framework as detailed above (D is short for degenerate), the parameterization obtained is degenerate at the Bézier level. Specifically, \( C_{a_1}^{i,11}, C_{a_2}^{i,11}, C_{a_5}^{i,11}, \) and \( C_{a_{10}}^{i,11} \) have the same value with \( i \in \{1,2,\ldots,\mu_j\} \). For the example shown in Figs. 7 and 8, Fig. 9 colors the extraction coefficients that have the same value due to the EP.
Figure 9: (Color online) 1-ring faces of two EPs with valences 3 and 5 after the $2 \times 2$ split. The extraction coefficients that end up having the same value after applying the D-patch framework to the EP with valence 3 and 5 are plotted in blue and orange, respectively.

Figure 10: (Color online) (a)-(b) Continuity of the basis at element boundaries in the 2-disk faces of an EP with valence 6 for $S^1_D$ and $S^1_A$, respectively. Black and orange lines represent $C^2$ and $C^1$ continuity lines, respectively.

with valence 3 and 5 in blue and orange, respectively. For the interested reader, typical vertex-based basis functions of $S^1_D$ are plotted in [45].

For an EP with valence 6, the final continuity across each element boundary in $S^1_D$ is specified in Fig. 10 (a).
Due to the fact that both vertex-based and face-based basis functions are present in analysis space, truncation [49, 69, 70, 71, 50] is used to recover partition of unity. The basis functions that need truncation are the transition basis functions. A transition basis function $\hat{M}$ can be obtained as a linear combination of 16 $C^1$-continuous splines $m_i$ as follows

$$\hat{M} = \sum_{i=1}^{16} c_i m_i.$$  

The functions $m_i$ are called the children of $\hat{M}$ and the values of the coefficients $c_i$ are indicated in Fig. [11]. The children $m_i$ associated with irregular faces are equal to the face-based basis functions of $S_{1A}^1$. These children are called active children and the others are called passive children. The truncated basis function $\hat{M}'$ is obtained by discarding its
active children

\[ \hat{M}' = \sum_{i \in \mathcal{F}_p} c_i m_i, \quad (28) \]

where \( \mathcal{F}_p \) represents the index set of passive children. Note that depending on the distribution of EPs in the 1-ring vertices of the transition basis function, one, two, three or even all four faces in Fig. 11 may be irregular faces. When all four faces in Fig. 11 are irregular, all the children of the transition basis function are active and therefore the transition basis function is not included in the basis of \( S^1_A \). The reader interested in more details about this type of truncation mechanism is referred to \[50, 48\].

The extraction operators are computed following the next steps:

- Initial extraction operators for vertex-based spline functions are obtained through Eqs. (4)-(15), but discarding the contributions from irregular and transition control points.

- Face-based spline basis functions are \( C^1 \)-continuous and have only four nonzero spline extraction coefficients whose values are specified in Fig. 12. When the vertex extraction coefficient of one of the face-based spline basis functions is not an EP, that function is just a \( C^1 \)-continuous bi-cubic B-spline.

- Transition basis functions are truncated, that is, their active children, which are the face-based basis functions, are discarded. The extraction coefficients of truncated transition functions are obtained multiplying the coefficients \( c_i \) with \( i \in \mathcal{F}_p \) (see Eq. (28) and Fig. 11) by the coefficients in Fig. 12.
The split-then-smoothen approach explained in steps (a)-(d) is applied to each vertex-based and face-based spline basis function with support on the 1-ring faces of at least one EP.

For an EP with valence 6, the final continuity across each element boundary in $S^1_A$ is specified in Fig. 10 (b). For the interested reader, typical face-based basis functions of $S^1_A$ are plotted in [61].

2.5. Control points

Control points determine the geometry of a T-spline surface. Control points have the same role as nodes in standard finite elements, but are not interpolatory. A control point is associated with each basis function in both $S^1_D$ and $S^1_A$. From now on, the control points of $S^1_D$, the vertex-based control points of $S^1_A$, the face-based control points of $S^1_A$, and all the control points of $S^1_A$ will be denoted by $P_L$, $Q_V$, $Q_F$, and $Q_B$, respectively.

The control points of $S^1_D$ form a control net, which has the same connectivity as the T-mesh, and moving these control points modifies the T-spline surface intuitively. Fig. 13 (a) plots a possible control net for the T-mesh shown in Fig. 1 (a). Once a satisfactory geometry has been reached by moving the control points of $S^1_D$, a set of control points for the basis functions of $S^1_A$ that preserves the geometry can be obtained since $S^1_D \subseteq S^1_A$. This set of control points is obtained by:

- Making the vertex-based control points of $S^1_A$ ($Q_V$) equal to the equivalent control points of $S^1_D$. 

Figure 13: (a) The control points of $S^1_D$ are represented with green circles and the control net of $S^1_D$ is represented by solid black lines. (b) The control points of $S^1_A$ are represented with blue circles. The control net of $S^1_D$ is also plotted.
For each irregular face, making the face-based control points of \( S^1_A (\tilde{Q}_F) \) equal to the face Bézier control points of the geometry in that face.

Fig. 13 (b) plots the control points of \( S^1_A \) associated with the control points of \( S^1_D \) shown in Fig. 13 (a).

The AST-spline surface is obtained by mapping each element of the elemental T-mesh into the Euclidean space as follows:

\[
x^e (\xi) = \sum_{a=1}^{n^D_e} P^e_a N^e_a (\xi) = \sum_{a=1}^{n^A_e} Q^e_a M^e_a (\xi) \quad \forall e \in \{1, 2, \ldots, n_{el}\}, \quad \xi \in \square,
\]

where \( n^D_e \) and \( n^A_e \) are the number of basis functions with support on element \( e \) in \( S^1_D \) and \( S^1_A \), respectively. We do not consider non-manifold surfaces in this work. The Bézier mesh is obtained by plotting the element boundaries over the T-spline surface. Fig. 14 plots the Bézier mesh associated with the T-mesh, the knot span configuration, and the control points shown in Fig. 1 (a), Fig. 2 (a), and Fig. 13, respectively.

2.6. Refinement

Allowing multiple EPs per face does not change the way in which refinement is performed. Algorithms to perform local refinement in regular faces are explained in [34]. How to refine irregular and transition faces in \( S^1_D \) is explained in [45] while how to refine irregular and transition faces in \( S^1_A \) is explained in [48]. Note that the refinement algorithm used for irregular and transition faces in \( S^1_A \) involves book-keeping, namely, \( 2^k \) rings of irregular faces around EPs are present in refinement level \( k \). Performing this type of book-keeping is the only path known thus far to obtain optimal approximation properties and it is the reason why the refinement algorithms for \( S^1_D \) and \( S^1_A \) are different. Once book-keeping is used, the accuracy of a certain mesh does not only depend on the mesh size or the total

\[\text{Figure 14: (Color online) Bézier mesh associated with the T-mesh, the knot span configuration, and the control points shown in Fig. 1 (a), Fig. 2 (a), and Fig. 13, respectively.}\]
number of degrees of freedom, but also on how many refinement levels have already been introduced in that mesh. In other words, it matters how the degrees of freedom are introduced in the mesh. In order to obtain the highest possible accuracy per degree of freedom, it is needed to represent the geometry with a mesh that is as coarse as possible and start applying the refinement algorithm with optimal approximation properties after that. In order to be able to represent geometries with the coarsest possible mesh, allowing multiple EPs per face is needed.

3. Proofs

In this section, we prove the properties of linear independence and non-negative partition of unity of the spaces \( S_D^0 \) and \( S_A^0 \). The linear independence and non-negative partition of unity in regular faces influenced by T-junctions are proven in [33, 72, 36]. Therefore, in this section, we focus on irregular and transition faces influenced by EPs. To carry out the proofs, we denote as \( S_D^0 \) and \( S_A^0 \) the design and analysis space before the split-then-smoothen approach is applied, respectively. In the remaining of this section, the blending functions of \( S_D^0 \), \( S_A^0 \), \( S_D^1 \), and \( S_A^1 \) are denoted by \( \{N_L^0\}_{L=1}^n \), \( \{N_L^1\}_{L=1}^n \), \( \{M_B^0\}_{B=1}^{n_B} \), and \( \{M_B^1\}_{B=1}^{n_B} \), respectively.

**Lemma 3.1.** If the blending functions of \( S_D^0 \) and \( S_A^0 \) are linearly independent, then the blending functions of \( S_D^1 \) and \( S_A^1 \) are linearly independent.

**Proof.** \( \{N_L^1\}_{L=1}^n \) and \( \{M_B^1\}_{B=1}^{n_B} \) are obtained by applying the split-then-smoothen approach to \( \{N_L^0\}_{L=1}^n \) and \( \{M_B^0\}_{B=1}^{n_B} \), respectively. Therefore, this proof boils down to show that the split-then-smoothen approach preserves linear independence. In the remaining of this proof, we will work with \( \{M_B^1\}_{B=1}^{n_B} \) and \( \{M_B^0\}_{B=1}^{n_B} \), but the same reasoning can be applied to \( \{N_L^1\}_{L=1}^n \) and \( \{N_L^0\}_{L=1}^n \).

We wish to prove that if \( \sum c_B M_B^1 = 0 \), then \( \sum c_B M_B^0 = 0 \), which would imply that \( c_B = 0 \) \( \forall B \in \{1, 2, ..., n_B\} \) since \( \{M_B^0\}_{B=1}^{n_B} \) are assumed to be linearly independent. We observe that

- even though the spline coefficients \( c_B \) are real numbers instead of vectors with three coordinates (as in the case of control points), Bézier extraction can be applied to the spline coefficients \( c_B \) to obtain Bézier coefficients as in Eq. (3);
- the zero function has zero Bézier coefficients since Bernstein polynomials form a basis, and
- the function \( \sum c_B M_B^0 \) having zero face Bézier coefficients and zero Bézier coefficients placed at the boundary of the elemental T-mesh is equivalent to \( \sum c_B M_B^0 \) being the zero function due to Eqs. (8)-(15). \(^4\)

\(^4\)Eqs. (8)-(15) are true for any function of the spaces \( S_D^0, S_D^1, S_A^0, \) and \( S_A^1 \).
Figure 15: (Color online) An irregular face with at least one vertex that is not an EP. The Bézier coefficients colored in green are computed from the Bézier coefficients colored in red using Eqs. (30)-(31).

Taking into account the above three items, we will prove a stronger statement: If the Bézier coefficients of the function \( \sum c_B M^1_B \) that are not influenced by the D-patch smoothing process are zero, then the function \( \sum c_B M^0_B \) has zero face Bézier coefficients and zero Bézier coefficients placed at the boundary of the elemental T-mesh.

In transition faces, the Bézier coefficients of the functions \( \{M^1_B\}_{B=1}^n \) and \( \{M^0_B\}_{B=1}^n \) are the same. Thus, the Bézier coefficients of the function \( \sum c_B M^0_B \) are zero in transition faces.

Let us now consider an irregular face with at least one vertex that is not an EP; see Fig. 15(b). In Fig. 15(b), the Bézier coefficients colored in green are not influenced by the D-patch smoothing process. As a consequence, these coefficients are computed from the Bézier coefficients colored in red in Fig. 15(a) using the de Casteljau algorithm (see Appendix A), namely,

\[
\begin{pmatrix}
B_{1,j}^{21} & B_{2,j}^{21} & B_{3,j}^{21}
\end{pmatrix} = \begin{pmatrix}
B_{1,i}^{11} & B_{2,i}^{11} & B_{3,i}^{11}
\end{pmatrix} \begin{pmatrix}
1 & 0 & 0 \\
\frac{1}{2} & \frac{1}{2} & 0 \\
\frac{1}{4} & \frac{1}{2} & \frac{1}{4}
\end{pmatrix}, \quad 1 \leq j \leq 3. \tag{30}
\]

where

\[
\begin{pmatrix}
B_{i,1}^{22} & B_{i,2}^{22} & B_{i,3}^{22}
\end{pmatrix} = \begin{pmatrix}
B_{i,1}^{21} & B_{i,2}^{21} & B_{i,3}^{21}
\end{pmatrix} \begin{pmatrix}
1 & 0 & 0 \\
\frac{1}{2} & \frac{1}{2} & 0 \\
\frac{1}{4} & \frac{1}{2} & \frac{1}{4}
\end{pmatrix}, \quad 1 \leq i \leq 3. \tag{31}
\]

Since \( B_{i,j}^{22} = 0 \) \( \forall i, j \in \{1, 2, 3\} \) and the matrix in Eqs. (30)-(31) is full rank, we have \( B_{i,j}^{11} = 0 \) \( \forall i, j \in \{1, 2, 3\} \). Thus, the face coefficients of the function \( \sum c_B M^0_B \) are zero in irregular faces with at least one vertex that is not an EP.
When an irregular face is located at the boundary of the elemental T-mesh, we need to show that the function $\sum c_B M^0_B$ has zero Bézier coefficients at the boundary of the elemental T-mesh; see Fig. 16. Taking into account that no EP is placed at the boundary of the elemental T-mesh since no EP belongs to the 0- and 1-layer vertices around the T-mesh boundary, the Bézier coefficients colored in green in Fig. 16(b) are not influenced by the D-patch smoothing process. Therefore, these coefficients are computed from the Bézier coefficients colored in red in Fig. 16(a) using the de Casteljau algorithm (see Appendix A), namely,

$$
\begin{pmatrix}
B^{22}_{1,0} & B^{22}_{2,0} & B^{22}_{3,0} & B^{22}_{4,0}
\end{pmatrix} = \begin{pmatrix}
B^{11}_{1,0} & B^{11}_{2,0} & B^{11}_{3,0} & B^{11}_{4,0}
\end{pmatrix} \begin{pmatrix}
1 & 0 & 0 & 0 \\
\frac{1}{2} & \frac{1}{2} & 0 & 0 \\
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & 0 \\
\frac{1}{8} & \frac{1}{8} & \frac{1}{8} & \frac{1}{8}
\end{pmatrix}.
$$

(32)

Since $B^{22}_{i,0} = 0 \ \forall i \in \{1, 2, 3, 4\}$ and the matrix in Eq. (32) is full rank, we have $B^{11}_{i,0} = 0 \ \forall i \in \{1, 2, 3, 4\}$. Thus, the function $\sum c_B M^0_B$ has zero Bézier coefficients placed at the boundary of the elemental T-mesh in irregular faces.

Let us now consider an irregular face with four EPs, henceforth known as totally irregular face (see Fig. 17). Firstly, note that a totally irregular face cannot be located at the boundary of the elemental T-mesh since no EP belongs to the 0- and 1-layer vertices around the T-mesh boundary. The key observation for the remaining of this proof is that the Bézier coefficients plotted in green in Fig. 17(b) are not influenced by the D-patch smoothing process; i.e., these coefficients are computed from the Bézier coefficients in Fig. 17(a) using the de Casteljau algorithm. We will first prove that if the Bézier coefficients
Figure 17: (Color online) An irregular face with four EPs. The Bézier coefficients colored in green are not influenced by the D-patch smoothing process.

Figure 18: (Color online) Linear transformations between the Bézier coefficients colored in brown will be established, which requires to take into consideration neighboring faces as well.

To establish a relation between the Bézier coefficients plotted in brown in Fig. 18 c) and b), two cases need to be distinguished as shown in Figs. 19 and 20. Fig. 19 represents a strip of totally irregular faces connected with two faces that are not totally irregular faces while Fig. 20 represents a closed strip of totally irregular faces. Since we do not allow EPs in the 0- and 1-layer around the T-mesh boundary, a closed strip of totally irregular faces can only exist in closed surfaces, e.g., a cube meshed with one T-mesh face for each cube face (all the vertices are EPs with valence 3).
Figure 19: (Color online) A strip of $m$ totally irregular faces connected with two faces that are not totally irregular faces.

Figure 20: (Color online) A closed strip of $m$ totally irregular faces.
Using the labels indicated in Fig. 19, we define the vectors $\mathbf{B}^{22} = (B_{1}^{22}, B_{2}^{22}, ..., B_{2m}^{22})^T$ and $\mathbf{B}^{21} = (B_{1}^{21}, B_{2}^{21}, ..., B_{2m}^{21})^T$ together with the matrix $\mathbf{M}_1$ such that $\mathbf{B}^{22} = \mathbf{M}_1 \mathbf{B}^{21}$. Using the de Casteljau algorithm (see Appendix A), Eqs. (8) - (9), and taking into account that the Bézier coefficients plotted in blue in Fig. 19 a) are zero due to Eqs. (30)-(31), the matrix $\mathbf{M}_1$ turns out to take the form

$$\mathbf{M}_1 = \begin{pmatrix}
\frac{5}{8} & \frac{1}{4} & 0 & \cdots & 0 & 0 \\
\frac{1}{8} & \frac{1}{4} & 0 & \cdots & 0 & 0 \\
0 & \frac{3}{8} & \frac{1}{4} & \cdots & 0 & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & 0 & \frac{1}{8} & \frac{5}{8}
\end{pmatrix}. \quad (33)
$$

The matrix $\mathbf{M}_1$ is full rank since it is a diagonally dominant matrix.

Using the labels indicated in Fig. 20, we define the vectors $\mathbf{B}^{22} = (B_{1}^{22}, B_{2}^{22}, ..., B_{2m}^{22})^T$ and $\mathbf{B}^{21} = (B_{1}^{21}, B_{2}^{21}, ..., B_{2m}^{21})^T$ together with the matrix $\mathbf{M}_2$ such that $\mathbf{B}^{22} = \mathbf{M}_1 \mathbf{B}^{21}$. Using the de Casteljau algorithm (see Appendix A) and Eqs. (8) - (9), the matrix $\mathbf{M}_2$ turns out to take the form

$$\mathbf{M}_2 = \begin{pmatrix}
\frac{5}{8} & \frac{1}{4} & 0 & \cdots & 0 & \frac{1}{8} \\
\frac{1}{8} & \frac{1}{4} & 0 & \cdots & 0 & 0 \\
\frac{3}{8} & \frac{1}{4} & 0 & \cdots & 0 & 0 \\
\frac{1}{4} & 0 & \cdots & 0 & \frac{1}{8} & \frac{5}{8}
\end{pmatrix}. \quad (34)
$$

The matrix $\mathbf{M}_2$ is full rank since it is a diagonally dominant matrix.

Since matrices $\mathbf{M}_1$ and $\mathbf{M}_2$ are full rank, the Bézier coefficients plotted in brown in Fig. 18 c) being zero imply that the Bézier coefficients plotted in brown in Fig. 18 b) are also zero.

To establish a relation between the Bézier coefficients plotted in brown in Fig. 18 b) and a), the same two cases need to be considered again as shown in Figs. 21 and 22. Using the same reasoning as above, it is obtained that the Bézier coefficients $\mathbf{B}^{21} =$
Figure 22: (Color online) A closed strip of $m$ totally irregular faces.

$(B_{21}^{21}, B_{21}^{22}, ..., B_{2m}^{21})^T$ and $B^{11} = (B_{11}^{11}, B_{12}^{11}, ..., B_{2m}^{11})^T$ of Figs. 21 and 22 are once again related through matrices $M_1$ and $M_2$, respectively. Thus, the Bézier coefficients plotted in brown in Fig. 18 b) being zero implies that the Bézier coefficients plotted in brown in Fig. 18 a) are also zero. As a result, the face Bézier coefficients of the function $\sum c_B M_B^0$ are zero in totally irregular faces.

We have already proven that the function $\sum c_B M_B^0$ has zero face Bézier coefficients and zero Bézier coefficients placed at the boundary of the elemental T-mesh, which implies $c_B = 0 \ \forall B \in \{1, 2, ..., n_b\}$ since $\{M_B^0\}_{B=1}^{n_b}$ are assumed to be linearly independent. Therefore, $\{M_B^1\}_{B=1}^{n_b}$ (and $\{N_L^1\}_{L=1}^{n_L}$) are linearly independent if $\{M_B^0\}_{B=1}^{n_b}$ (and $\{N_L^0\}_{L=1}^{n_L}$) are linearly independent.

Lemma 3.2. The blending functions of $S_D^0$ are linearly independent.

Proof. We wish to prove that if $\sum c_L N_L^0 = 0$, then $c_L = 0 \ \forall L \in \{1, 2, ..., n\}$. In [72], it was proven that regular faces influenced by T-junctions are locally linearly independent. Therefore, the spline coefficients $c_L$ associated with functions $N_L$ with support on regular faces are zero. In other words, the spline coefficients $c_L$ associated with regular and transition functions are zero.

In an irregular face, at least one of the four vertices is an EP (see Fig. 23). Since the spoke edges of an EP have the same knot span associated, Eqs. (41)-(7) lead to the following relations between the face Bézier coefficients $B_6^i, B_7^i, B_{10}^i$, and $B_{11}^i$ and the spline coefficients with indices $j_1, j_2, j_3$, and $j_4$

\[
\begin{pmatrix}
B_6^i \\
B_7^i \\
B_{10}^i \\
B_{11}^i \\
\end{pmatrix} = \frac{1}{(2a+b)(2a+c)} \begin{pmatrix}
2a(a+b) & 2a^2 & c(a+b) & ac \\
2ab & 4a^2 & bc & 2ac \\
2a(a+b) & a^2 & (a+c)(a+b) & a(a+c) \\
ab & 2a^2 & b(a+c) & 2a(a+c) \\
\end{pmatrix} \begin{pmatrix}
c_{j_1} \\
c_{j_2} \\
c_{j_3} \\
c_{j_4} \\
\end{pmatrix}.
\]  

(35)

The determinant of the matrix in Eq. 35 is $a^4(2a+b)(2a+c)$, which is greater than zero since $a > 0$ and $b, c \geq 0$. $\sum c_L N_L^0 = 0$ implies that the face Bézier coefficients $B_6^i, B_7^i, B_{10}^i$, and
Lemma 3.3. The blending functions of $\mathcal{S}_A^0$ are linearly independent.

Proof. We wish to prove that if $\sum c_B M_B^0 = 0$, then $c_B = 0 \forall B \in \{1, 2, ..., n_b\}$. As in Lemma 3.2, the spline coefficients $c_B$ associated with regular and transition functions are zero due to the fact that regular faces influenced by T-junctions are locally linearly independent.

According to Fig. 12, the relation between the face Bézier coefficients $B_6^i, B_7^i, B_{10}^i,$ and $B_{11}^i$ of an irregular face and the face-based spline coefficients with indices $j_1, j_2, j_3,$ and $j_4$ is the following

$$\begin{pmatrix} B_6^i \\ B_7^i \\ B_{10}^i \\ B_{11}^i \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} c_{j_1} \\ c_{j_2} \\ c_{j_3} \\ c_{j_4} \end{pmatrix}. \quad (36)$$

$\sum c_B M_B^0 = 0$ implies that the face Bézier coefficients $B_6^i, B_7^i, B_{10}^i,$ and $B_{11}^i$ are zero since the Bernstein polynomials are a basis. Thus, $c_{j_k} = 0 \forall k \in \{1, 2, 3, 4\}$ since the matrix in Eq. 36 is full rank, which means the spline coefficients $c_B$ associated with face-based functions are also zero. Therefore, $\{M_B^0\}_{B=1}^{n_b}$ are linearly independent.

Theorem 3.4. The blending functions of $\mathcal{S}_D^1$ and $\mathcal{S}_A^1$ are linearly independent.

Proof. This theorem is a direct consequence of Lemma 3.1, Lemma 3.2, and Lemma 3.3.
Eqs (8) - (15) lead to basis functions that form a non-negative partition of unity \cite{45, 66}. Therefore, the basis functions of \( S^0_D \) form a non-negative partition of unity. As explained in Section 2.4.2, truncation is used so that the basis functions of \( S^0_A \) form a non-negative partition of unity. Since we are using a smoothing matrix that is affine-invariant (i.e., all its rows sum to one) and has non-negative entries, the split-then-smoothen approach results in basis functions that maintain a non-negative partition of unity \cite{45}. Therefore, the basis functions of \( S^1_D \) and \( S^1_A \) form a non-negative partition of unity.

4. Convergence study

When defining \( C^1 \)-continuous basis functions around EPs, a difficult challenge is to obtain spaces with optimal approximation properties \cite{62, 63}. In addition to the asymptotic convergence rate obtained after enough refinement levels are introduced, the convergence
behavior obtained for the first refinement levels before the asymptotic behavior begins is very important as well. In real-world applications, the number of refinement levels that can be applied is usually quite limited so that the computational time remains feasible. Certain discretization methods may have asymptotic convergence rates that are optimal while having even oscillatory convergence in the first few refinement levels. This kind of behavior is quite detrimental when it comes to apply a discretization method in real-world applications.

In this section, we solve both the Poisson equation (second-order linear elliptic problem) and the biharmonic equation (fourth-order linear elliptic problem) using manufactured solutions. The domain considered is a unit square. We discretize the unit square ($\Omega = [0,1]^2$) introducing both totally irregular faces and partially irregular faces. The control net is shown in Fig. 24. The Bézier mesh using the smoothing matrix $\Pi^+$ specified in Section 2.4 is plotted in Fig. 25 (a). $\Pi^+$ results in non-negative basis functions, but it does not result in constant parameterization or nested spaces under refinement for the 1-ring faces of extraordinary points. In [46], besides $\Pi^+$, another smoothing matrix $\Pi^\circ$ was developed. $\Pi^\circ$ is an idempotent smoothing matrix which is a requirement to obtain either constant parameterization or nested spaces under refinement, but it does not result in non-negative basis functions. The Bézier mesh obtained using $\Pi^\circ$ is plotted in Fig. 25 (b). As in [48], we compare the performance of both smoothing matrices in this section. After level 0 is built, we perform five levels of global uniform refinement to study the convergence under refinement.

The benchmark problem for the Poisson equation is defined as

$$\Delta v = g \quad \text{in } \Omega, \quad (37)$$

$$v = 0 \quad \text{in } \partial \Omega, \quad (38)$$

$$g = -2\pi^2 \sin(\pi x) \sin(\pi y) \quad \text{in } \Omega, \quad (39)$$
for which the exact solution is \( v = \sin(\pi x)\sin(\pi y) \). The convergence rates in \( L^2 \), \( L^\infty \), and \( H^1 \) norms obtained with both \( \Pi^+ \) and \( \Pi^o \) are plotted in Fig. 26. From level 0 to level 5, the convergence behavior obtained is excellent. In particular, when using \( \Pi^+ \), the convergence rate obtained is essentially constant and optimal from level 0 to level 5.

The benchmark problem for the biharmonic equation is defined as

\[
\begin{align*}
\Delta^2 v &= g & \text{in } \Omega, \\
v &= 0 & \text{in } \partial \Omega, \\
\nabla v \cdot n &= 0 & \text{in } \partial \Omega, \\
g &= -16\pi^4(\cos(2\pi x) - 4\cos(2\pi x)\cos(2\pi y) + \cos(2\pi y)) & \text{in } \Omega,
\end{align*}
\]

for which the exact solution is \( v = (1 - \cos(2\pi x))(1 - \cos(2\pi x)) \). The convergence rates in \( L^2 \), \( L^\infty \), \( H^1 \), and \( H^2 \) norms obtained with both \( \Pi^+ \) and \( \Pi^o \) are plotted in Fig. 27. From level 0 to level 5, the convergence behavior obtained is excellent. The convergence behavior is more uniform from level 0 to level 5 when using \( \Pi^+ \).

Taking into account the results shown in Figs. 26 and 27 (these results are consistent with the results obtained in [48]) and the fact that \( \Pi^+ \) results in non-negative basis functions and \( \Pi^o \) does not, we favor the use of \( \Pi^+ \) over \( \Pi^o \). Finally, as shown in Fig. 25 the element boundaries around EPs obtained with \( \Pi^+ \) are slightly more distorted than those obtained with \( \Pi^o \). However, high-order smooth splines are known to be robust with respect to mesh distortions [73] and the results included in Figs. 26 and 27 suggest that the small distortions shown in Fig. 25 (a) do not result in reduced accuracy.

5. Automotive applications

In this section, we begin designing two structural components of an automobile using T-splines with the commercial software Autodesk Fusion360. Since Fusion360 currently
handles EPs in a way that does not lead to analysis-suitable spaces, the blending functions
created by Fusion360 should not be used in structural analysis. A workaround is to export
the control net from Fusion360 and use those control points as the control points of \( S^D \), i.e.,
combine the control points of Fusion360 with the basis functions of AST-splines described in
Section 2.4. We observe that the surface stays essentially unchanged for complex geometries
such as the B-pillar and the side outer panel of a car (the area change is lower than
0.1%). This workflow is exemplified in Fig. 28 using the geometry of the side outer panel.
In any case, this is a temporary workaround until there are CAD programs that design
surfaces from scratch using AST-splines. In automotive engineering as well as in many
other industrial applications, structural parts often have a large number of small features
such as holes. To capture these small features, multiples EPs per face are frequently
introduced as shown in Figs. 28 and 29. In order to separate the EPs so that all the EPs
are four rings apart from each other as required in previous works [44, 45, 48], two levels
of refinement are needed. Thus, the smallest element size is decreased by 1/4 in order to
separate the EPs. In explicit dynamics, the relation between the smallest element size in
the mesh and the maximum stable time-step size is approximately linear. Therefore, the
total number of time steps increases by a factor of 4 due to the two levels of local refinement
introduced. In other words, a large-scale simulation that takes 1 day allowing multiple EPs
per face as in the current work would take 4 days if the EPs had to be four rings apart
from each other as in [44, 45, 48].

In [48], we used our AST-spline surfaces to perform geometrically nonlinear Kirchhoff-
Love shell simulations. Here, we take a different path. We thicken our AST-spline surfaces
using cubic B-splines in the thickness direction. The result is an AST-spline volume with
\( C^1 \) global continuity for a given thickness value. AST-spline volumes, as any other type
of splines that admit Bézier extraction, can be imported in the commercial software LS-
DYNA. In the following, we solve eigenvalue problems with our AST-spline volumes in
LS-DYNA and compare the results with various conventional solid discretizations based on
trilinear hexahedral meshes available in LS-DYNA.

The use of solid formulation for thin-walled structures as opposed to shell formulations
is becoming more common in automotive applications. One of the main reasons is that
Kirchhoff-Love shells, Reissner-Mindlin shells, and also other types of shells with more
complex formulations in the thickness direction often fail to accurately capture the stress
triaxiality of the thin-walled structure. Stress triaxiality plays a key role in predicting
ductile fracture. As a result, solid formulations are often found to match experimental
data in crash simulations significantly better than shell formulations. This is the motivation
behind considering AST-spline volumes in this work.

In this section, we use millimeters for length, metric tons for mass, and seconds for
time. The dimensions of the B-pillar and the side outer panel are consistent with those of
an automobile.
5.1. B-pillar

The geometry considered in this example is the B-pillar of an automobile. The boundary conditions are indicated in Fig. 29. The parameters used in this problem are

\[ t = 1.6, \quad E = 2.1 \times 10^5, \quad \nu = 0.25, \]

where \( t \) is the thickness, \( E \) is the Young modulus, and \( \nu \) is the Poisson ratio. The geometry has 26 holes. The AST-spline surface contains 8 EPs with valence 3, 104 EPs with valence 5, and 7 EPs with valence 6. The AST-spline volume with one cubic B-spline element in the thickness direction has 11,980 \((2,995 \cdot 4)\) control points. We compute the lowest eigenvalue with AST-splines and perform various comparisons with conventional finite elements below.

First of all, we study how many elements are needed in the thickness direction to reach a solution independent of the number of elements employed in this direction. We check this for both AST-spline volumes and the conventional finite element formulations available in LS-DYNA through the options ELFORM 2, ELFORM 1, and ELFORM -2. ELFORM 2 uses trilinear hexahedral elements with eight quadrature points. ELFORM 1
Figure 29: Geometry and boundary conditions for the B-pillar. The AST-spline volume with the face boundaries colored in violet shows the positions of the EPs throughout the geometry.

Table 1: Lowest eigenvalue for different number of elements in the thickness direction. The AST-spline has one element along the midsurface. The finite-element mesh has five elements along the midsurface.

|                | AST-splines | ELFORM 2  | ELFORM 1  | ELFORM -2 |
|----------------|-------------|-----------|-----------|-----------|
| 1 element      | 2.6460e+21  | 9.1197e+21| 8.4638e+20| 4.1211e+21|
| 2 elements     | 2.6460e+21  | 9.1672e+21| 2.5043e+21| 4.5127e+21|
| 3 elements     | 2.6460e+21  | 9.1759e+21| 2.7425e+21| 4.6020e+21|
| 4 elements     | 2.6460e+21  | 9.1790e+21| 2.8229e+21| 4.6407e+21|
| 5 elements     | 2.6460e+21  | 9.1804e+21| 2.8607e+21| 4.6635e+21|

uses trilinear hexahedral elements with one quadrature point to alleviate locking. ELFORM -2 uses trilinear hexahedral elements with eight quadrature points and an assumed strain approach to alleviate locking. As shown in Table [1] one element is enough for AST-splines while at least five elements are needed for conventional finite elements. We now
study the resolution needed in the two surface directions to obtain a converged result with both AST-spline volumes (one element in the thickness direction) and conventional finite elements (five elements in the thickness direction). As shown in Fig. 30, AST-spline volumes reach a converged result with significantly fewer degrees of freedom than conventional finite element discretizations. Taking a look at the results shown in Fig. 30 for the three trilinear hexahedral element formulations, it can be observed how treating locking significantly increases the accuracy per degree of freedom. Even though AST-splines without treating locking result in higher accuracy per degree of freedom than FEM treating locking, this does not mean that AST-splines are locking-free. Further accuracy per degree of freedom may be obtained for AST-splines by finding a suitable treatment of locking that takes into account the higher inter-element continuity of splines. Finding such a treatment is beyond the scope of the current paper.

In Figs. 31 (a)-(c), we plot front views of the underformed geometry, the first mode shape using AST-splines and 129,900 degrees of freedom, and the first mode shape using trilinear hexahedral elements with eight quadrature points (ELFORM 2 in LS-DYNA) and 11,995,773 degrees of freedom, respectively. As shown in Fig. 31, good agreement is found for the mode shapes between AST-splines and conventional finite elements as long as enough degrees of freedom are used in the finite element mesh.

5.2. Side outer panel

The side outer panel is the geometry considered in this example. The boundary conditions are indicated in Fig. 32. The values of the parameters used in this problem are

\[
t = 1.6, \quad E = 2.1 \times 10^5, \quad \nu = 0.25, \quad (45)
\]

The geometry has 52 holes. The AST-spline surface contains 46 EPs with valence 3, 222 EPs with valence 5, and 19 EPs with valence 6. The AST-spline volume with one cubic
Figure 31: B-pillar. (a) Undeformed Geometry. (b) The first mode shape using AST-splines. (c) The first mode shape using conventional finite elements.

Figure 32: Geometry and boundary conditions for the side outer panel. The AST-spline volume with the face boundaries colored in violet shows the positions of the EPs throughout the geometry.
B-spline element in the thickness direction has 31,588 \((7, 897 \cdot 4)\) control points. Fig. 32 shows the AST-spline volume with the face boundaries in violet color. Note that the 1-ring faces of EPs are divided into four Bézier elements, but we do not plot these additional lines in Fig. 32 so that the arrangement of the EPs throughout the geometry can be observed clearly.

Fig. 33 plots the first, the second, and the fifth mode shapes using AST-spline volumes and conventional finite elements. The finite element mesh has 5 elements in the thickness direction and a total of 4,033,128 degrees of freedom. ELFORM 2 is used to compute the mode shapes. As shown in Fig. 33, good agreement between the coarse AST-spline volume and the overkill finite-element mesh is found.

6. Conclusions and future work

The subset of \(C^1\)-continuous non-negative bi-cubic AST-splines is significantly extended by allowing multiple EPs per face. In other words, we have removed the restriction of EPs having to be at least four rings apart from each other given in [44, 45, 48] and mathematically proven that linear independence and non-negative partition of unity are maintained. For the benchmark problems that we numerically solved in this paper, fast monotonic convergence is obtained from the first refinement level when starting with a very coarse mesh with multiple EPs per face (no oscillations in the convergence curve are observed). We have built CAD geometries as complex as the side outer panel of a car using the T-spline capabilities of Autodesk Fusion360. Then, we have exported the control nets and combined them with our analysis-suitable basis functions to generate AST-spline surfaces. We have thickened these surfaces to obtain AST-spline volumes and imported them into LS-DYNA using Bézier extraction. We have solved eigenvalue problems using AST-spline volumes and conventional finite elements in LS-DYNA. Good agreement is found and AST-splines need significantly fewer degrees of freedom than conventional finite elements to reach a mesh-independent result.

A thorough spectrum analysis study, i.e., solving several eigenvalue problems with known exact solutions to compare the performance of AST-splines, NURBS, and conventional FEM is an important direction of future work to the authors. The first eigenvalue is the one that is relevant when performing buckling analysis. The first few eigenvalues are the most important ones when it comes to control the dynamic response of a structure. The last eigenvalue controls the maximum stable time-step size in explicit dynamics. Thus, taking into account the diverse needs of different applications, there are motivations to study in detail the whole spectrum, i.e., from the first to the last eigenvalue.

Class A surface is a term used in the automotive design industry, describing spline surfaces with aesthetic, non-oscillating highlight lines. Due to the degenerated configuration of the D-patch framework at the Bézier level [46], the D-patch framework does not lead to class A surfaces [61]. EP constructions based on imposing \(G^1\) constraints are usually used to obtain class A surfaces [74, 75, 76]. Class A surfaces represent the standard for external surfaces, that is, the surfaces that the customer will see. However, structural parts, e.g., the body in white of the car, are internal surfaces and in these cases having class A surfaces is...
| Displacement magnitude |  |
|-------------------------|------------------|
|                         | 1.996e+02        |
|                         | 1.291e+02        |
|                         | 5.646e+01        |
|                         | 0.0e+00          |
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|-------------------------|------------------|
|                         | 2.030e+02        |
|                         | 1.312e+02        |
|                         | 5.742e+01        |
|                         | 0.0e+00          |
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|-------------------------|------------------|
|                         | 1.969e+02        |
|                         | 1.273e+02        |
|                         | 5.56e+01         |
|                         | 0.0e+00          |

(c) Displacement magnitude
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|-------------------------|------------------|
|                         | 2.036e+02        |
|                         | 1.316e+02        |
|                         | 5.759e+01        |
|                         | 0.0e+00          |

(d) Displacement magnitude

| Displacement magnitude |  |
|-------------------------|------------------|
|                         | 2.019e+02        |
|                         | 1.305e+02        |
|                         | 5.719e+01        |
|                         | 0.0e+00          |

(e) Displacement magnitude

| Displacement magnitude |  |
|-------------------------|------------------|
|                         | 2.055e+02        |
|                         | 1.328e+02        |
|                         | 5.812e+01        |
|                         | 0.0e+00          |

(f) Displacement magnitude

Figure 33: Side outer panel. (a), (c), and (e) show the first, second, and fifth mode shapes, respectively, using AST-splines. (b), (d), and (f) show the first, second, and fifth mode shapes, respectively, using conventional finite elements. The AST-spline volume has 94,764 degrees of freedom and the finite-element mesh has 4,033,128 degrees of freedom.

not a requirement. In any case, coming up with an EP construction based on imposing $G^1$ constraints that has optimal approximation properties, linear independence, non-negative
partition of unity, and excellent surface quality is an important direction of future work.

Coming up with benchmark problems of increasing geometric complexity to evaluate the performance of different IGA techniques is a required task in the future. These benchmarks would enable not only comparisons between different types of splines with EPs \[45, 50, 48, 59, 60, 77\], but also comparisons with non-boundary-fitted methods that deal with trimmed NURBS representations \[21, 22, 23, 24, 25, 26\].

Appendix A. De Casteljau algorithm

Given a cubic Bézier curve with Bézier control points \(B_1, B_2, B_3,\) and \(B_4\) and parametric coordinate \(u \in [0, a]\), the de Casteljau algorithm enables to refine the Bézier curve at \(u = a/2\) as follows

\[
B_1^1 = B_1, \tag{46}
\]

\[
B_2^1 = \frac{B_1}{2} + \frac{B_2}{2}, \tag{47}
\]

\[
B_3^1 = \frac{B_1}{4} + \frac{B_2}{2} + \frac{B_3}{4}, \tag{48}
\]

\[
B_4^1 = \frac{B_1}{8} + \frac{3B_2}{8} + \frac{3B_3}{8} + \frac{B_4}{8}, \tag{49}
\]

\[
B_2^2 = \frac{B_2}{4} + \frac{B_3}{2} + \frac{B_4}{4}, \tag{50}
\]

\[
B_3^2 = \frac{B_3}{2} + \frac{B_4}{2}, \tag{51}
\]

\[
B_4^2 = B_4, \tag{52}
\]

where \(B_i^1\) and \(B_i^2\) with \(i \in \{1, 2, 3, 4\}\) are the Bézier control points of the two new cubic Bézier curves (see Fig. 34). Given a cubic Bézier surface with Bézier control points \(B_i\) with \(i \in \{1, 2, ..., 16\}\) and parametric coordinates \(u, v \in [0, a]\), the refinement of the Bézier surface at \(u = v = a/2\) is obtained by tensor products of Eqs. \(46\)–\(52\).
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