Buying a home is one of the most important buying decisions people have to make in their life. Although it is rare that the complete transaction happens online, real estate websites play an increasingly prominent role in the overall decision-making process. For example, the online real estate company Zillow hosts a database of more than 110 million homes in the U.S. and had 196 million unique users in 2019 [7]. Besides search and recommendation capabilities, today’s real estate websites offer various decision aids to support buyers as well as professional and non-professional sellers in estimating the price of a property. According to Zillow, its home valuation model Zestimate® uses statistical and machine learning models to predict the market value of a property and the prediction "is within 10% of the final sale price more than 95% of the time" [6].

From a theoretical perspective, real estate evaluation models are based on hedonic pricing models introduced by Lancaster and Rosen in the 1970s and 80s [9, 16]. The main idea of hedonic pricing models is that the overall price of a good can be estimated by decomposing it into its constituting characteristics, determining the value contribution of each individual characteristic, and summing these contributions up to obtain the final price. In the past, most researchers implemented hedonic real estate pricing models through linear regression models [11, 8]. While linear models have the advantage of being transparent and interpretable, they typically suffer from high bias, as their assumptions, such as linearity and additivity, often do not align with reality [4].

More recently, driven by technical advances in machine learning algorithms, researchers started to model real estate prices using deep learning models, which are based on deep neural networks that are able to automatically model non-linear relationships and interaction effects [10]. The latest research focuses on incorporating new data sources into the modeling process, going beyond structured data. Many attributes concerning a home, such as property type, square footage, or number of bathrooms can easily be measured using numerical and categorical variables (tabular data). However, the decision to buy a home is much more subtle. Real estate buyers are also considering the style and look of the property as well as the appearance and structure of the neighborhood [10]. This information is often implicit and, therefore, hard to represent in tabular form. Hence, a small number of researchers has started to create deep learning models, especially convolutional neural networks (CNN), incorporating various types of images of the home and its surrounding into their models in order to capture this information. For example, Poursaeed, Matera, and Belongie [13] evaluated interior images, while Bency et al. [2] and Law, Paige, and Russell [10] are using satellite or streetside images in their models. In all studies, a performance increase compared to linear regression baselines without image data was measured.

However, deep learning models, although they are more accurate in prediction [11, 10], have often been criticized for being intransparent black boxes [15, 12, 20]. Interpretabiliity methods aim to demystify the intransparent prediction process of machine learning models by adding human-understandable explanations to model outputs in order to increase the user’s trust in the model [15, 3]. In most cases when no intrinsic interpretability can be created, a separate model is trained post-hoc to increase transparency [3]. Considering the high stakes that are at risk in real estate buying processes, both for buyers and sellers, we argue that interpretability of price estimates is especially important. This is in line with the call for future research on visual explanation of CNNs for real estate valuation by Law, Paige, and Russell [10].
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Against this background, we investigated in how far the inclusion of satellite images improves the predictive accuracy of real estate pricing models and how one can explain the predictions of these models by identifying discriminative visual features between high and low price houses. For our proof-of-concept, we use real estate data from Asheville, North Carolina [1]. The Bing Maps API is used to obtain satellite images [5] with zoom level 16, depicting 600 by 600 meters around the real estate property. We trained multiple CNNs containing tabular data as well as image data as inputs and the observed house price as the output (see Figure 1).

The results show that image data improves the prediction performance of house pricing models (see Table 1). Compared to a standard hedonic regression model, the use of CNNs with additional image data decreased the mean absolute error (MAE) by 15%. The more sophisticated baseline is a neural network trained only on tabular data. Comparing the performance of the CNN to this benchmark, we find an 7% decrease in MAE. Both baseline models are trained on a tabular data set contained numerous information about the property, including, but not limited to, different measures of size, quality, facilities, technical details, and location.

To make first steps towards explainability of our model, we apply a sliding-window-heatmap (SWH) approach, a visual interpretability method for image-based regression tasks. SWH highlights regions of the image which have a strong influence on the target variable [19, 20]. Overall, we find that adding SWH on top of the CNN increases the interpretability of the model outputs (Figure 2). For example, in Images 1 E and F the residential area is clearly highlighted. In Images 1A and 2A, the building density is partly recognized. In contrast, no interpretable pattern is highlighted in Image 2 F, maybe because the property is located very remotely. When comparing the heatmaps, one has to keep in mind that SWH is a local explainability method, thus the heatmaps of are not comparable across images and patterns might vary strongly between images [14]. Furthermore, SWH can only detect if the CNN activates on a specific image part, it is not able to determine if the activated region has a positive or negative influence on the response variable (i.e., price).

During the research process, we encountered the following statistical challenges: In the literature, training multi-input neural networks is described as challenging due to slow convergence and instable learning [2]. Consequently, Bency et al. [2] and Poursaeed, Matera, and Belongie [13] used a two-stage modelling approach separating training of the image regression and tabular regression models. In contrast, Law, Paige, and Russell [10] used a one-stage model training the network simultaneously on image and tabular data. We followed the latter approach to allow for interaction effects between the image and tabular features. However, as there is currently no standard architecture for combining image and tabular data in one network, many design decisions regarding how to combine the image and tabular data branches of the network in an effective and efficient way remain to be explored.

In addition, Law, Paige, and Russell [10] stated the necessity of visual interpretability methods for evaluating the deep learning model in detail and to overcome its black box characteristics. Most visual model-agnostic interpretability techniques focus on classification instead of regression [15, 12, 17]. Two methods are currently available for regression interpretability, namely regression activation maps (RAM) [18] and SWH [19]. We use the latter, due to it’s architectural independence. Although the visualizations using SWH are not perfect yet and visual model-agnostic explanations are an emerging field of research, we show that the algorithm learns neighborhood structures. Future research should focus on developing better interpretability techniques for image regressions, for example, by coloring image regions according to their positive or negative influence on the response variable.

Concluding, this research aims to improve real estate valuation by using deep learning models that can incorporate image data into the prediction process and increase interpretability of the predictions by applying visual model-agnostic explainability techniques. Online real estate platforms can benefit in two ways from this approach: First, the price estimation is more accurate, leading to a more informed buying decision of the user. Second, as interpretability methods for image regression tasks mature, the user’s trust in the estimation might be increased. Both effects should, in the long run, increase the usage of online real estate platforms. However, there are still many open areas for future research on model architecture, variable selection, image zoom level, choice of interpretability technique, and user acceptance of interpretability techniques.
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### Appendix

| Model                                | RMSE  | MAE   | MAPE |
|--------------------------------------|-------|-------|------|
| Linear regression on tabular data    | 59,922| 39,352| 14.21|
| Neural network on tabular data       | 55,944| 35,919| 12.89|
| CNN on tabular & image data          | 51,814| 33,326| 12.00|

Table 1: Predictive accuracy of the models

Figure 1: Architectures of the different models

The linear regression model represents the standard hedonic model from the literature. The neural network on tabular data is trained as a more sophisticated baseline model for a better comparison and evaluation of the satellite image based model. The CNN trained on tabular and image data is the model we are proposing.
Figure 2: Sliding window heatmap activations on satellite images

Blue areas highlight regions with no to little influence on the house price, while red regions describe important regions for the price estimation.

Images in group 1 depict examples, where SWH works well. Group 2 shows examples, where no clear pattern can be extracted.
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