Abstract

We collected a corpus of parallel text in 11 languages from the proceedings of the European Parliament, which are published on the web. This corpus has found widespread use in the NLP community. Here, we focus on its acquisition and its application as training data for statistical machine translation (SMT). We trained SMT systems for 110 language pairs, which reveal interesting clues into the challenges ahead.

1 Introduction

In many ways, progress in natural language research is driven by the availability of data. This is particularly true for the field of statistical machine translation, which thrives on the emergence of large quantities of parallel text: text paired with its translation into a second language.

The source for these parallel texts are often multinational institutions such as the United Nations or the European Union, but also the governments of multilingual countries such as Canada (French, English) or the Hong Kong (English, Chinese). Harvesting these resources allowed the continued improvement of statistical machine translation systems that challenge the state of the art in MT for many language pairs.

One contribution to this endeavour is the acquisition of the Europarl corpus, which we describe in this paper. It is a collection of the proceedings of the European Parliament, dating back to 1996. Altogether, the corpus comprises of about 30 million words for each of the 11 official languages of the European Union: Danish (da), German (de), Greek (el), English (en), Spanish (es), Finnish (fi), French (fr), Italian (it), Dutch (nl), Portuguese (pt), and Swedish (sv). With the enlargement of the European Union to 25 member countries in May 2004, the European Union has begun to translate texts into even more languages.

1 Available online at http://www.statmt.org/europarl/
a multilingual corpus of 11 languages, or 10 parallel corpora for each language.

2.1 Crawling

The website of the European Parliament\(^2\) provides the Proceedings of the European Parliament in form of HTML files. At the time of our most recent crawl, each file contains the utterances of one speaker in turn. The format has changed this year. The URL for each file contains relevant information for identification, such as its language, the day and number of the thread of discussion and number of the utterance.

Crawling this web resource with a web spider is done by starting at an index page and following certain links based on inclusion and exclusion rules. Since the corpus consists of many small parts, the crawling process is time consuming. Per language, it took several days to obtain the roughly 80,000 files each. Although such crawls are slow, it is typically easier than contacting directly the technical staff of the website and negotiate a transfer procedure.

Usually, there are also copyright concerns, although less so for information from government sources. The European Parliament web site states: “Except where otherwise indicated, reproduction is authorised, provided that the source is acknowledged.” Such liberal copyright policy can not necessarily expected. Often a longer legal process is required to get permission and access to the data.

Besides identifying sources for parallel corpora manually, it is also possible to mine the web for such data. Resnik [1999] proposes such a system, called STRAND.

2.2 Document Alignment

Each sitting of the European Parliament covers a number of topics. A first step is to identify the texts belonging to each topic, and matching these between languages. To obtain the maximum amount of data, we match these topics for each of the language pairs.

Large data collections such as the Proceedings of the European Parliament are created over the period of many years, often with changing formatting standards and other sources of error. For instance, part of the “English” part of the proceedings contain actually French texts (21–24 May 1996) at the time of our crawl.

The extraction of relevant text from noisy HTML is a cumbersome enterprise that requires constant refinement and adaptation. We process the HTML data with a Perl program that uses pattern matching to detect and extract the identity of the speaker and her statements including paragraph markers.

There is work on automatically learning systems that extract structured information from web sources or other forms of unstructured data. This task is called wrapper induction. See for instance work by Muslea et al. [1999]. For a single data source, however, a manual approach is often more efficient.

For each day, we store the data in one file per language with some meta information, as shown in Figure 1.

We created parallel corpora involving English in this format. We also provide corpora in sentence aligned format, which we will describe below. Scripts are provided to generate the other parallel corpora.

The document alignment is done without tokenisation and sentence splitting. The motivation behind this is that these are error prone processes for which multiple standards could be applied, and we do not want to force any specific standard at this step.

2.3 Sentence Splitting and Tokenisation

Sentence splitting and tokenisation require specialised tools for each language. Unfortunately, we do not have such tools available for all the languages under consideration.

One problem of sentence splitting is the ambiguity of the period “.” as either a end of sentence marker, or as a marker for an abbreviation. For English, French and German, we semi-automatically created a list of known abbreviations that are typically followed by a period. One clue is a lowercased

---

\(^2\)Online at http://www.europarl.eu.int/
Table 1: Size of the released corpus (version 2). The numbers of sentences and words is after tokenisation and sentence-alignment with English (or German, in the case of English).

| Language   | Days | Chapters | Speaker Turns | Sentences       | Words      |
|------------|------|----------|---------------|----------------|------------|
| Danish (da)| 492  | 4,120    | 90,017        | 1,032,764      | 27,153,424 |
| German (de)| 492  | 4,119    | 90,135        | 1,023,115      | 27,302,541 |
| Greek (el) | 398  | 3,712    | 66,928        | 746,834        | 27,772,533 |
| English (en)| 488 | 4,055    | 88,908        | 1,011,476      | 28,521,967 |
| Spanish (es)| 492 | 4,125    | 90,305        | 1,023,523      | 32,550,260 |
| French (fr)       | 492 | 4,125    | 90,335        | 1,029,155      | 30,007,569 |
| Finnish (fi)    | 442  | 3,627    | 81,370        | 941,890        | 18,841,346 |
| Italian (it)    | 492  | 4,117    | 90,030        | 979,543        | 28,786,724 |
| Dutch (nl)      | 492  | 4,122    | 90,112        | 1,042,482      | 28,763,729 |
| Portuguese (pt) | 492  | 4,125    | 90,329        | 1,014,128      | 29,213,348 |
| Swedish (sv)    | 492  | 3,627    | 81,246        | 947,493        | 23,535,265 |

word following a period (“ca. three thousand men”), which indicates an abbreviation and not an end of a sentence.

There has been extensive work on empirical methods to learn sentence breaking. See for instance the work on SATZ [Palmer and Hearst, 1997]. Various machine learning methods can be applied to this problem, such as decision trees [Riley, 1989] and maximum entropy [Reynar and Ratnaparkhi, 1997].

Issues with tokenisation include the English merging of words such as in “can’t” (which we transform to “can not”), or the separation of possessive markers (“the man’s” becomes “the man ’s”). We do not perform any specialised treatment for other languages than English at this point. In future, we would like to employ a tokenisation scheme that matches the Penn treebank standard. Currently, our provided scripts allow external tokenisation methods.

For training a statistical machine translation system, usually all words are lowercased to eliminate the differences between different spelling of words depending on their occurrence at the beginning of a sentence (The), in the middle (the), or in a headline (THE). A more sophisticated approach is true-casing, which allows the distinction names (Mr: Black) and regular words (black).

2.4 Sentence Alignment

Sentence alignment is usually a hard problem, but in our case it is simplified by the fact that the texts are already available in paragraph aligned format. Each paragraph consists typically of only 2–5 sentences.

If the number of paragraphs of a speaker utterance differs in the two languages, we discard this data for quality reasons. The alignment of sentences in the corpus is done with an implementation of the algorithm by Gale and Church [1993]. This algorithm tries to match sentences of similar length in sequence and merges sentences if necessary (e.g. two short sentences in one language to one long sentence in the other language), based on the number of words in the sentence. Since there are so few sentences per paragraph, alignment quality is very high.

There is considerable work on better sentence alignment algorithms. One obvious extension is to not only consider sentence length, but also potential word correspondences within sentence pairs. Work by Melamed [1999] is an example for such an approach.

The sentence aligned data is stored in one file per day per language, so that lines with the same line number in a file pair are mappings of each other. The markup from the document aligned files is stripped out. In the current release, the size of the sentence aligned corpus is roughly 30 million words in one million sentences per language. For more detailed statistics, see Table 1.

2.5 Extraction of a Common Test Set

To allow the comparison of machine translation system, it is necessary not only to define a common training set (as the Europarl corpus), but also a common test set. We suggest to reserve the last quarter of 2000 (November–December 2000) as test set, and to use the rest of the corpus as training data. This portion of the corpus comprises of over one million words in over 40,000 sentences.

To be able to compare system performance on different language pairs, we also extracted a set of sentences that are aligned to each other across all 11 languages. Figure 2 is one of the sentences from this collection.
Figure 2: One sentence aligned across 11 languages

Note that this data is also lowercased, which is not done for the released sentence aligned data. Alternatively, true casing could be applied, although this is a more difficult task.

2.6 Releases of the Corpus

The initial release of this corpus consisted of data up to 2001. The second release added data up to 2003, increasing the size from just over 20 million words to up to 30 million words per language. A forthcoming third release will include data up to early 2005 and will have better tokenisation. For more details, please check the website.

3 110 SMT Systems

The prevailing methodology in statistical machine translation (SMT) has progressed from the initial word-based IBM Models [Brown et al., 1993] to current phrase-based models [Koehn et al., 2003]. To describe the latter quickly: When translating a sentence, source language phrases (any sequences of words) are mapped into phrases in the target language, as specified by a probabilistic phrase translation table. Phrases may be reordered, and a language model in the target language supports fluent output.

The core of this model is the probabilistic phrase translation table that is learned from a parallel corpus. There are various methods to train this, several start with a automatically obtained word alignment and then collect phrase pairs of any length that are consistent with the word alignment.

Decoding is a beam search over all possible segmentation of the input into phrases, any translation for each phrase, and any reordering. Additional component models aid in scoring alternative translations. Translation speed in our case is a few seconds per sentence.

Fuelled by annual competitions and an active research community, we can observe rapid progress in the field. Due to the involvement of US funding agencies, most research groups focus on the translation from Arabic to English and Chinese to English. Next to text-to-text translation, there is increasing interest in speech-to-text translation.

Most systems are largely language-independent, and building a SMT system for a new language pair is mostly a matter of availability of parallel texts. Our efforts to explore open-domain German–English SMT led us to collecting data from the European Parliament. Incidentally, the existence of translations in 11 languages now enabled us to build translation systems for all 110 language pairs.

Our SMT system [Koehn et al., 2003] includes the decoder Pharaoh [Koehn, 2004], which is freely available for research purposes. Training 110 systems took about 3 weeks on a 16-node Linux cluster. We evaluated the quality of the system with the widely used BLEU metric [Papineni et al., 2002], which measures overlap with a reference translation.

We tested on a 2000 sentences held-out test set, which is drawn from text from sessions that took part the last quarter of the year 2000. These sentences are aligned across all 11 languages, so when translation the, say, French sentences into Danish, we can compare the output against the Danish set of sentences. The same test set was used in a shared task at the 2005 ACL Workshop on Parallel Texts [Koehn, 2005].

The scores for the 110 systems are displayed in Table 2. According to these numbers, the easiest translation direction is Spanish to French (BLEU score of 40.2), the hardest Dutch to Finnish (10.3).
Table 2: BLEU scores for the 110 translation systems trained on the Europarl corpus

| Source Language | da | de | el | en | es | fr | it | nl | pt | sv |
|-----------------|----|----|----|----|----|----|----|----|----|----|
| Danish (da)     | 18.4 | 21.1 | 28.5 | 26.4 | 28.7 | 14.2 | 22.2 | 21.4 | 24.3 | 28.3 |
| German (de)     | 22.3 | - | 20.7 | 25.3 | 25.4 | 27.7 | 11.8 | 21.3 | 23.4 | 23.2 | 20.5 |
| Greek (el)      | 22.7 | 17.4 | - | 27.2 | 31.2 | 32.1 | 11.4 | 26.8 | 20.0 | 27.6 | 21.2 |
| English (en)    | 25.2 | 17.6 | 23.2 | - | 30.1 | 31.1 | 13.0 | 25.3 | 21.0 | 27.1 | 24.8 |
| Spanish (es)    | 24.1 | 18.2 | 28.3 | 30.5 | - | 40.2 | 12.5 | 32.3 | 21.4 | 35.9 | 23.9 |
| French (fr)     | 23.7 | 18.5 | 26.1 | 30.0 | 38.4 | - | 12.6 | 32.4 | 21.1 | 35.3 | 22.6 |
| Italian (it)    | 20.0 | 14.5 | 18.2 | 21.8 | 21.1 | 22.4 | - | 18.3 | 17.0 | 19.1 | 18.8 |
| Dutch (nl)      | 21.4 | 16.9 | 24.8 | 27.8 | 34.0 | 36.0 | 11.0 | - | 20.0 | 31.2 | 20.2 |
| Portuguese (pt) | 20.5 | 18.3 | 17.4 | 23.0 | 22.9 | 24.6 | 10.3 | 20.0 | - | 20.7 | 19.0 |
| Swedish (sv)    | 23.2 | 18.2 | 26.4 | 30.1 | 37.9 | 39.0 | 11.9 | 26.2 | 20.2 | - | 21.9 |

Table 3: Average translation scores for systems when translating from and into a language. Note that German (de) and English (en) are similarly difficult to translate from, but English is much easier to translate into.

| Language          | From | Into | Diff |
|-------------------|------|------|------|
| Danish (da)       | 23.4 | 23.3 | 0.0  |
| German (de)       | 22.2 | 17.7 | -4.5 |
| Greek (el)        | 23.8 | 22.9 | -0.9 |
| English (en)      | 23.8 | 27.4 | +3.6 |
| Spanish (es)      | 26.7 | 29.6 | +2.9 |
| French (fr)       | 26.1 | 31.1 | +5.1 |
| Finnish (fi)      | 19.1 | 24.6 | -5.5 |
| Italian (it)      | 24.3 | 25.4 | +1.1 |
| Dutch (nl)        | 19.7 | 20.7 | +1.1 |
| Portuguese (pt)   | 26.1 | 27.0 | +0.9 |
| Swedish (sv)      | 24.8 | 22.1 | -2.6 |

Figure 3: Clustering of languages based on system scores: Language families emerge

4 Language Clustering

Intuitively, languages that are related are easier to translate into each other. We can underscore this with our SMT system scores. When clustering languages together based on their translation score, the 11 languages group together roughly along the lines of their language families, as shown in Figure 3.

One the one side, you can find the Romance languages Spanish, French, Portuguese and Italian, on the other side the Germanic languages Danish, Swedish, English, Dutch and German. The close languages Danish and Swedish, as well as Dutch and German are group together first. The graph is not perfect: One would suspect Spanish and Portuguese to be joined first, but Spanish is first joined with French.

The clustering algorithm greedily groups languages together that translate into each other most easily. In the first step, Spanish and French are grouped together, since they have the highest translation score (38.4 and 40.2). In the next step Portuguese is added (37.9 and 35.9 with Spanish, 39.0 and 35.3 with French). Always, the two clusters of languages are joined that have the highest average translation score. A bias term of $-|c_1| \times |c_2|/2$ is added to the score to bias toward the emergence of smaller clusters ($|c|$ is the size of the cluster $c$).

5 Translation Direction

Some language are more difficult to translate into than from. See Table 3 for details on this. The average score for systems that translate from German into the each of the other 10 languages is 22.2, very similar for systems translating from English, 23.8. However, the scores for translating into these language is vastly different: 17.7 for German vs. 27.4 for English.

One apparent reason for the difficulty of translating into a language is morphological richness. Noun phrases in German are marked with case, which
manifests itself as different word endings at determiners, adjectives and nouns. Generating the right case markings is hard, especially since nothing in the translation model keeps track of the role of noun phrases and the trigram language model is fairly weak in this respect, since it only considers a three word window.

The poor performance of systems involving Finnish can also partly be attributed to its morphology, which is very agglutinative: Some elements that form individual words in English (determiners, prepositions) are included in the morphology. This increases the size of the vocabulary (the Finnish vocabulary is about five times as big as the English), leading to sparse data problems when collecting statistics for word and phrase translation. See Figure 4 for a comparison of BLEU scores when translating into English and vocabulary size.

Intuitively, translating from an information-rich into an information-poor language is easier than the other way around. Researchers have made similar observations about the better performance of Arabic–English SMT systems vs. Chinese–English SMT systems, that are trained on similar amount of training data and tested on news wire: Translating from Arabic with its rich morphology is easier than translating from Chinese, which is even more frugal than English, often lacking determiners and plural or tense markers.

Note that translating into English is among the easiest. However, since the research community is primarily occupied with translation into English, interesting problems associated with translating into morphologically rich languages have largely been neglected.

6 Back Translation

The quality of machine translation systems is difficult to assess. This is especially true for monolingual speakers, who only know one language. When mainstream journalists report on the progress of machine translation systems, they frequently resort to a seemingly clever trick: They use a MT system to translate a sentence from English into a foreign language, and then use a reverse MT system to translate the sentence back into English. They then judge the
Table 4: Scores for mono-directional systems and back translation: Translating from English to Greek (system score 27.2) and back to English (system score 23.2) results in a BLEU score of 56.5 for the combined translation. The score is higher than for the combination English–Portuguese–English (53.6), although the mono-directional systems are better (30.1, 27.1).

The more interesting point of Table 4 is: The back translation scores do not correlate well with the mono-directional system scores. Again, the English–Greek–English combination has system scores of 27.2 and 23.2, and a back translation score of 56.5. This is higher than 53.6, the score for the English–Portuguese–English combination, which has better mono-directional system scores: 30.1 and 27.2.

In conclusion, back translation does not only provide a false sense of the capabilities of MT systems, it is also a lazy and flawed method to compare systems. Back translation unfairly benefits from the ability to reverse errors, which only show up in the foreign language. To drive the point home: a system pair that does nothing, meaning, leaving all English words in place will do perfectly in back translation, while being utterly useless in practise.

7 Conclusions

We described the acquisition of the Europarl corpus and its application in building statistical machine translation systems for 110 language pairs, maybe the largest number of machine translation systems built within three weeks, and the first serious effort at building such a system for, say, Greek to Finnish. Some sample output is in Figure 5.

The widely ranging quality of the different SMT systems for the different language pairs demonstrate the many different challenges for SMT research, which we have only touched upon. The field’s primary occupation with translating a few languages into English ignores many of these challenges.

Finally, we hope that the availability of resources (corpora, tools) continues to make statistical machine translation an exciting and productive field.
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