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Abstract—In feed-forward time-sensitive networks with Deficit Round-Robin (DRR), worst-case delay bounds were obtained by combining Total Flow Analysis (TFA) with the strict service curve characterization of DRR by Tabatabaei et al. The latter is the best-known single server analysis of DRR, however the former is dominated by Polynomial-size Linear Programming (PLP), which improves the TFA bounds and stability region, but was never applied to DRR networks. We first perform the necessary adaptation of PLP to DRR by computing burstiness bounds per-class and per-output aggregate and by enabling PLP to support non-convex service curves. Second, we extend the methodology to support networks with cyclic dependencies: This raises further dependency loops, as, on one hand, DRR strict service curves rely on traffic characteristics inside the network, which comes as output of the network analysis, and on the other hand, TFA or PLP requires prior knowledge of the DRR service curves. This can be solved by iterative methods, however PLP itself requires making cuts, which imposes other levels of iteration, and it is not clear how to combine them. We propose a generic method, called PLP-DRR, for combining all the iterations sequentially or in parallel. We show that the obtained bounds are always valid even before convergence; furthermore, at convergence, the bounds are the same regardless of how the iterations are combined. This provides the best-known worst-case bounds for time-sensitive networks, with general topology, with DRR. We apply the method to an industrial network, where we find significant improvements compared to the state-of-the-art.
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I. INTRODUCTION

DEFICIT Round-Robin (DRR) [1] is a scheduling algorithm that is often used in real-time systems or communication networks for scheduling tasks, or packets. With DRR, every queue is assigned a quantum that is a static number. Queues are visited in round-robin manner; the service received at every visit, which is measured in bits for communication networks or in seconds for task processing systems, is up to the quantum value. Tasks or packets have variable sizes and it might happen that, during a visit of the server, at least one task or packet, which cannot be served, remains in the queue; this is because the unused part of the quantum is positive but not large enough. In such a case, the unused part of the quantum (called the residual deficit) is carried over to the next round. DRR shares resources flexibly (the amount of service reserved for one queue is proportional to its quantum), and is efficient (when a queue is idle, the server capacity is available to other queues). As it has low complexity and very efficient implementations exist [2], it is widely used.

DRR can be applied to time-sensitive networks where bounds on worst-case delays (not on average) are required. Here, flows with similar delay requirements can be mapped to the same class, every class corresponds to one DRR queue at every node, and packets inside one class are handled first in first out (FIFO). Also, flows are limited at sources by arrival curve constraints, i.e., limits to the number of bits that can be sent over any time interval. Finding delay bounds in a DRR network involves two steps: a single node analysis and a combination of nodes in a per-class network analysis.

For the former, in a recent RTAS conference, the authors in [3] derive a strict service curve for DRR, i.e., a function that lower bounds the amount of service received by every DRR queue. Delay bounds are then derived by using network calculus formulas. This method captures the interference of competing DRR classes and, as of today, provides the best known worst-case delay bounds [4], [5], [6], [7], [8]. We call this method the DRR strict service curve.

For the latter step, per-class network analysis, Total Flow Analysis (TFA) [9] was used in [3]. TFA obtains delay bounds in FIFO networks and can be applied to per-class networks that are FIFO per class and where a service curve is known for every class at every node. When applying TFA to DRR networks, DRR strict service curves require the knowledge of burstiness bounds of competing classes inside the network, which is an output of the network analysis of TFA. Conversely, TFA needs to know the strict service curves. The authors in [3] solve this problem by considering only feed-forward networks (in the application example, they constrain flow routes to avoid cyclic dependencies). However, cyclic dependencies are frequent in time-sensitive networks and cannot be ignored.

Recent versions of TFA [10], [11] apply to networks with cyclic dependencies and can therefore be used: as a side-contribution, in Section VI-A, we show how to apply TFA to DRR networks with cyclic dependencies, by developing, and proving the validity of, an iterative procedure, called TFA-DRR.

However, our main contribution goes well beyond TFA-DRR; indeed, it is known that TFA is outperformed by polynomial-size linear programming (PLP) [12], which
always provides delay bounds better than or equal to those of TFA, and, at high network utilization, often converges when TFA does not. Other methods such as LUDB [13] and flow prolongations [14] also tend to dominate TFA, however unlike PLP, they do not apply to generic topologies. This motivates the goal of this paper, which is to design how PLP can be applied to DRR networks. The existing PLP, like the recent versions of TFA, applies to FIFO networks with any topology. PLP consists in three phases: First, per-node delay bounds are computed (from TFA); Second, cuts are performed on the network topology in order to obtain a collection of trees and valid burstiness bounds are computed at the cuts by solving a linear program; Third, delay bounds for the flows of interest are computed on the cut network by solving another linear program for every flow of interest. PLP uses the per-node delay bounds obtained by TFA as a constraint in all its linear programs; it follows that the PLP delay bounds are guaranteed to be as good as the bounds obtained with TFA. An intriguing feature is that this enables PLP to obtain end-to-end delay bounds that are generally better than with TFA, whereas not using the per-node delay bounds as constraints may provide worse results.

Using PLP to analyse DRR networks requires to introduce the DRR strict service curve into the PLP procedure. PLP uses internal variables such as the burstiness bounds at cuts and the per-node delay bounds, the computation of which depend on the DRR strict service curves; the DRR strict service curves depend on burstiness bounds of interfering flows at the output of every node, which can be obtained by adding to PLP another family of linear programs; the outputs of such linear programs depend on the burstiness at cuts, the per-node delay bounds, and the DRR strict service curves. In total, there are four collections of variables (burstiness bounds at cuts, burstiness bounds for interfering flows at DRR nodes, per-node delay bounds and DRR strict service curves), and the computation of every collection depends on the values of the other collections. It is natural to propose an iterative procedure as we mentioned above for the application of TFA to DRR (where there were only two collections, per-node delay bounds and DRR strict service curves), however it is not clear how the iterations should be combined and whether some specific combinations provide better bounds. To solve this issue, we propose a generic method to combine updates to any item in the four collections in any arbitrary order, using a distributed, shared-memory computing model. We show that the resulting bounds do not depend on how the item updates are executed, as long as every update is executed infinitely often in a hypothetical execution of infinite duration (Theorem 4). Still, some concrete implementations of the method may have better execution times, and we propose two such concrete, parallel implementation methods, which we apply to the industrial network in [3].

When applying PLP to DRR, we make two further improvements. First, the existing PLP obtains burstiness bounds for individual flows, whereas the DRR strict service curve uses burstiness bounds for the aggregate of all flows for every interfering DRR class at node output. Of course, a burstiness bound for an aggregate can be obtained by summing the burstiness bounds of every individual flow, but this is generally sub-optimal. In Theorem 1, we extend the PLP methodology to obtain such per-aggregate bounds. Second, PLP requires convex service curves; [3] provides both convex and non-convex DRR strict service curves, and the latter may obtain smaller delay bounds when the delay bounds are very small. We solve this issue with a modification of PLP, called iPLP, that adds one binary variable to the linear program per DRR node (Section V-B).

The contributions of this paper are as follows:

- We provide a method (PLP-DRR), for the worst-case timing analysis of per-class DRR network with or without cyclic dependencies, which combines DRR strict service curves and PLP in a novel way. It has three phases: (i) initial, which obtains initial TFA bounds; (ii) refinement, which improves the four collections of burstiness bounds at cuts, burstiness bounds for interfering flows at DRR nodes, per-node delay bounds and DRR strict service curves; (iii) post-process, which obtains delay bounds for flows of interest using iPLP.
- The refinement phase uses a distributed computing model with shared memory, where individual improvements can be applied in any order. We show that any execution provides the same bounds, regardless of the order in which the individual improvements are applied. We prove that the bounds are valid. The bounds are guaranteed to be at least as good as the ones obtained with TFA-DRR.
- We develop, and show the validity of, a method to apply TFA to DRR networks with cyclic dependencies. This method is of independent interest and is also used in the initial phase.
- We design two improvements to the PLP methodology. The former computes improved burstiness bounds for aggregates of flows and is used in the refinement phase. The latter enables us to use non-convex service curves in PLP and is used in the post-process phase.
- We design two concrete implementations of the method, with parallel for-loops in the refinement phase, and apply them to the industrial network in [3]. We find that the delay bounds are significantly better than the state-of-the-art.

The rest of the paper is organized as follows. Section II describes the system model, including DRR operation, the network under study and the resulting graphs. Section III gives the necessary background on DRR strict service curve, TFA and PLP. Section IV gives a global view of PLP-DRR, our method for combining the DRR strict service curve and PLP. It uses two improvements of PLP, which are described and proven in Section V. The details of PLP-DRR are described in Section VI, including statements about the validity and the uniqueness of the obtained bounds. Section VII contains proofs of theorems. Section VIII applies the method to the industrial network in [3] and illustrates the obtained improvements on delay bounds. Section IX concludes the paper.

II. SYSTEM MODEL

We are interested in computing end-to-end delay bounds of flows in an asynchronous, time-sensitive packet-switched network with DRR.
A. Deficit Round-Robin Scheduling

A DRR subsystem serves \( n \) inputs, has one queue per input. Each queue \( c \) is assigned a quantum \( Q_c \). DRR runs an infinite loop of rounds. In one round, if queue \( c \) is non-empty, a service for this queue starts and its deficit is increased by \( Q_c \). The service ends when either the deficit is smaller than the size of the head-of-the-line packet or the queue becomes empty. In the latter case, the deficit is set to zero. Packet sending duration depends both on the packet size and the amount of service available for the entire DRR subsystem.

The DRR subsystem is placed in a larger system and can compete with other queuing subsystems. Then, the service offered to the DRR subsystem might not be instantly available. This can be modelled by means of a strict service curve \( B() \), i.e., a function such at least \( B(\tau) \) bits of any DRR class are served during any period of time of duration \( \tau \) where the DRR subsystem is backlogged. A frequently used strict service curve is the rate-latency function with rate \( R \) and latency \( T \), defined by \( \beta_{R,T}(t) = R[t - T]^+ \), where we use the notation \( [x]^+ = \max\{x, 0\} \). For example, when the DRR subsystem is at the highest priority on a non-preemptive server with line rate \( R \), this gives a rate-latency strict service curve with rate \( R \) and latency \( \frac{R}{L_{\text{max}}} \) where \( L_{\text{max}} \) is the maximum packet size of lower priority. If the DRR subsystem is not at the highest priority level, this can be modelled with a more complex strict service curve [9, Section 8.3.2].

Here we use the language of communication networks, yet the results equally apply to real-time systems: Simply map flow to task, packet to job, packet size to job-execution time, and strict service curve to “delivery curve” [15, 16].

B. Network Model and Resulting Graphs

1) Device Model: Devices represent switches or routers and consist of input ports, output ports, and a switching fabric. Each packet enters a device via an input port and is stored in a packetizer. A packetizer releases a packet only when the entire packet is received. Then, the packet goes through a switching fabric. A switching fabric transmits the packet to a specific output port, based on the static route of the packet. Then, the packet, based on its static class, is either queued in a FIFO-per-class queue or exits the network via a terminal port. At each non-terminal output port, packets of flows of different classes are processed according to DRR scheduling, as explained in II-A. See Fig. 1. The aggregate service received by the DRR scheduler of a non-terminal output port \( v \in V \) is modeled by a strict service curve \( B_v \), that we assume to be a rate-latency function \( \beta_{R_v,T_v} \) with rate \( R_v \) and a latency \( T_v \) (not to be confused with the strict service curve offered by the DRR scheduler to each class).

2) Flow Model: We assume that there are \( n \) classes of traffic \( 1, \ldots, n \) in the system, and flows are statically assigned a class and a path. Traffic generated by flows is constrained at the source. This can be modeled by means of an arrival curve \( \alpha() \), i.e., a function such that the number of bits observed during any period of duration \( \tau \) is at most \( \alpha(\tau) \). Specifically, each flow \( f \) is constrained at source by a token-bucket arrival curve defined by \( \gamma_{r_f,b_f}(t) = r_f t + b_f \) for \( t > 0 \) and \( \gamma_{r_f,b_f}(t) = 0 \) for \( t = 0 \). Having a token-bucket arrival curve with a rate \( r_f \) and a burst \( b_f \) means that the number of bits observed for this flow in any time interval of duration \( \tau \) cannot be more than \( b_f + r_f \tau \) bits.

3) Graph Induced by Flows: For every class \( c \), the graph \( G_c = (V_c, E_c) \) induced by flows is the directed graph defined as follows: 1) \( V_c \subseteq V \) is the subset of all non-terminal output ports used by at least one flow of class \( c \). 2) The directed edge \( e = (v, u) \in E_c \) exists if there is at least one flow of class \( c \) that traverses \( v \) and \( u \) in this order. We say that \( G_c \) has a cyclic dependency if it contains at least one cycle. Let \( E_{\text{cut}}^c \subseteq E_c \) be a cut such that artificially removing the edges in \( E_{\text{cut}}^c \) creates a tree or a forest (i.e., a collection of non-connected trees). Such cuts can be obtained by any traversal graph algorithm [17]. We keep the same node naming of vertices across graphs of different classes, namely, output ports of different classes that are connected to the same DRR scheduler have the same name. Let \( \text{In}_c(v) \subseteq E_c \) (resp. \( \text{Out}_c(v) \)) denote the set of edges of class \( c \) that are incidents at (resp. leave) node \( v \). Consider the toy network of Fig. 1. We assume we have two classes where \( f_1, f_2, \) and \( f_3 \) belong to class \( c_1 \); flow \( f_4 \) and \( f_5 \) belong to class \( c_2 \).

III. Network Calculus Background

In this section, we provide the necessary background for analyzing a DRR system. In the network calculus framework, the classical method for this analysis combines two techniques: 1) the computation of strict service curves for each DRR class at each node, presented in Section III-A; 2) the analysis of one
FIFO network per DRR class. Two methods are presented, TFA in Section III-B and PLP in Section III-C.

**A. Strict Service Curves of DRR**

Authors in [18] (extended version of [3]) find DRR strict service curves for degraded operational mode (i.e., where no assumption on the arrival curve of the interfering traffic is assumed) and for non-degraded operational mode (i.e., where some arrival curves can be assumed for the interfering traffic). They show that their resulting delay bounds dominate all previous works for single node analysis [4], [5], [6], [7], [8], and hence, are the best, proven ones.

1) **Degraded Operational Mode:** Let $v$ be a node shared by $n$ classes that uses DRR (see Section II-A), with quantum $Q_c$ for class $c$. The node offers a strict service curve $B_v$ to the aggregate of the $n$ classes. Then, for every class $c$, node $v$ offers to class $c$ a strict service curve $\beta_{CDM,v}^c$ that is the maximum of two rate-latency functions, and hence, is piecewise and convex; The rate and latency depend on the quanta and maximum residual deficits (see Appendix A for details).

Non-convex strict service curves of DRR can improve delay bounds when they are small, specifically if the service for a flow finishes in the first round (i.e., the flow is never backlogged at the end of each of its round of service). This motivates us to consider only the first non-convex part of the DRR strict service curve, say $\beta_{nc,v}^c$, as it corresponds to the first service round. We have $\beta_{nc,v}^c(t) = \min(\beta_{RV,T_1}(t), q_v^c)$ where $T_1$ is the maximum period of time during which no data of class $c$ can be served and $q_v^c$ corresponds to the minimum amount of data guaranteed for class $c$ during each round (see Fig. 3); the exact values are given in Appendix A-A. We use it as follows in Section V-B: since $\beta_{nc,v}^c$ is a strict service curve, we can replace any other strict service curve for class $c$, $\beta_v^c$, by $\max(\beta_{nc,v}^c, \beta_v^c)$, which is also a strict service curve.

2) **Non-Degraded Operational Mode:** When some arrival curves can be assumed for the interfering classes, the service received by the class of interest can be improved. Authors in [18] present a method that starts from service curves with no assumption on the interfering traffic (i.e., $\beta_{CDM,v}^c$ explained in Section III-A1), and iteratively improves them by taking into account the arrival curve constraints of interfering traffic. We call $\text{DRR}_{\text{service}}^{\text{inputArrival}}(v)$ the method that computes a collection of strict service curves for each class given $\alpha_v^n$, input arrival curves of all classes at node $v$ (See Appendix A-B for more details.).

We also use (11) in Appendix A-B (same as Lemma 2 in [18]), which improves the strict service curves of DRR, given output arrival curves of every class. Specifically, we apply it when every class $c$ has a token-bucket arrival curve at the

---

**TABLE I**

| $\mathcal{V}_v$ | $\mathcal{G}_c = (\mathcal{V}_c, \mathcal{E}_c)$ | $\mathcal{E}_c$, $e$ | $\mathcal{E}_c$, $\mathcal{E}_c$ | $B^v$ | $f$, $\alpha_f = \gamma_f f$, $b_f$ | $\text{In}_v(t) \subseteq \mathcal{E}_c$ | $\text{Out}_v(t) \subseteq \mathcal{E}_c$ |
|---|---|---|---|---|---|---|---|
| The set of all output ports, an output port | The graph induced by flows of class $c$ | The set of all output ports of class $c$ | The set of edges of class $c$, an edge of class $c$ | Aggregate strict service curve offered to $v$ | A flow, its token-bucket arrival curve | The set of edges of class $c$ that are incidents at node $v$ | The set of edges of class $c$ that leave node $v$ |

- Collection of burstiness upper bounds for transit flows of class $c$ carried by edge $e$
- Collection of $z^e$ such that $e \in \mathcal{E}$
- Collection of $z^e$ of all classes $c$
- Upper bounds on the burstiness of flows of class $c$ at cuts $E^e$ at
- Collection of $z^e$ at cuts for all classes $c$
- Delay bound on node $v$ for class $c$
- Collection of delay bounds at all nodes for class $c$
- Collection of $d_c$ (per-node, per-class delay bounds)
- Strict service curve offered to class $c$ at node $v$
- Collection of per-node strict service curve offered to class $c$ at all nodes
- Collection of $\beta_c$ (per-node, per-class strict service curves)
- Bound on aggregate burstiness of flows of class $c$ that exits node $v$
- Bound on aggregate burstiness of flows of class $c$ carried by edge $e$
- Collection of $b_v^n$ and $b_v^c$ for every class $c$, every edge $e$, and every node $v$

$\beta_{R,T}^{v,c} = R(t - T)^+$, rate-latency function

$\beta_{CDM,v}^{c}$

$\beta_{nc,v}^{c}$

DRR strict service curve, no assumption on arrival curves

Non-convex DRR strict service curve

**Fig. 3.** Non-convex part of a service curve $\beta_{nc,v}^{c}(t) = \min(\beta_{RV,T_1}(t), q_v^c)$ and $T_2 = T_1 + q_v^c$ at some node $v$ and for some class $c$. The convex function $\beta_{nc,v}^{c}$ is also a valid service curve, so is the maximum of $\beta_{nc,v}^{c}$ and $\beta^{c,v}$. The figure shows an arrival curve $\alpha_v^n$ to illustrate that the bound obtained with the non-convex service curve, $d_v^n$, is better than that of the convex service curve, $d_v^n$, when the delay bound is small.
output, say \( \gamma_{v,c} \), and a known strict service curve \( \beta_c^v \). We call
DRRservice\(_v^{\text{outputBurst}}(\beta^v, b^v) \) the function that implements (11) in Appendix A-B and returns an improved collection of strict service curves for all classes at node \( v \). In the above, \( \beta^v \) and \( b^v \) are the collection of \( \beta_c^v \) strict service curves and collection of \( b_c^v \) output burstiness of all classes at node \( v \).

In the common case where the aggregate strict service curve is a rate-latency function say \( \bar{\beta}_c, T_c \), the obtained strict service curves are the maximum of a finite number of rate-latency functions. Specifically, consider class \( c \) and partition other classes into two arbitrary sets \( J \) and \( \not\in J \). Then, let \( r_v, J = \sum_{c' \in J} r_{c'} \) and \( b_v, J = \sum_{c' \in J} b_{c'} \), i.e., \( r_v, J \) and \( b_v, J \) are the aggregated arrival rates and aggregated output burstiness bound of interfering classes in \( J \). Then, two rate-latency functions \( \bar{\beta}^{\text{max},v,J}_c \), \( \bar{\beta}^{\text{max},v,J}_c \) and \( \bar{\beta}^{\text{max},v,J}_c \), \( \bar{\beta}^{\text{max},v,J}_c \) can be computed for class \( c \) with

\[
\bar{R}^{\text{max},v,J}_c = (c_v - r_v, J) \bar{R}^{\text{max},v,J}_c \quad (1)
\]
\[
\bar{R}^{\text{min},v,J}_c = (c_v - r_v, J) \bar{R}^{\text{min},v,J}_c \quad (2)
\]
\[
\bar{T}^{\text{max},v,J}_c = c_v T_v + \bar{T}^{\text{max},v,J}_c + b_v, J \quad (3)
\]
\[
\bar{T}^{\text{min},v,J}_c = c_v T_v + \bar{T}^{\text{min},v,J}_c + b_v, J \quad (4)
\]

Values of \( \bar{R}^{\text{max},v,J}_c, \bar{T}^{\text{max},v,J}_c, \bar{R}^{\text{min},v,J}_c \), and \( \bar{T}^{\text{min},v,J}_c \) depend on the quantum and the maximum residual deficits of class \( c \) and interfering classes in \( J \); the exact values are given in Appendix A-B. Thus, any choices of sets \( J \) and \( \not\in J \) results in two rate-latency functions for class \( c \); function DRRservice\(_v^{\text{outputBurst}}(\beta^v, b^v) \) computes the maximum of rate-latency functions obtained by all possible choices of sets \( J \) and \( \not\in J \). Observe that the latencies of the above functions, \( \bar{T}^{\text{max},v,J}_c \), and \( \bar{T}^{\text{min},v,J}_c \) in (3) and (4), are linear functions of output burstinesses of interfering classes \( b_v \), and the rates, \( \bar{R}^{\text{max},v,J}_c \), and \( \bar{R}^{\text{min},v,J}_c \) in (1) and (2), only depend on arrival rates \( r_c \).

B. Total Flow Analysis (TFA)

Total Flow Analysis (TFA) [11], [19], [20] is a method to conduct worst-case analysis in a FIFO network. In a per-class network where a service curve is known for every class at every node, one instance of TFA is run per class, and it outputs per-node delay bounds as well as propagated burstiness for flows. If the graph induced by flows is feed-forward (i.e., cycle-free), for each node in a topological order, a delay bound and output burstiness bounds of flows are computed: the output burstiness bounds at a node are used as input by its successors in the induced graph. Else if the graph induced by flows has cyclic dependencies, no topological order can be defined and a fixed point must be computed, using an iterative method [11]. If the iteration converges to a finite value for all delay and burstiness bounds, then the network is stable and the computed bounds are valid. Otherwise, TFA diverges and the network might be truly unstable or not.

All versions of TFA (specifically, FPTFA, SyncTFA, AsynTFA, and AltTFA) are equivalent, i.e., they give the same bounds and stability regions [11]. We let \( (d_c, z_c) = \text{GenericTFA}_c(\beta_c) \) denote any version of TFA that computes per-node delay bounds and bounds on propagated burstiness for class \( c \), given per-node strict service curves \( \beta_c \). We always apply TFA to the original (uncut) graph.

In networks with cyclic dependencies, there is a two-way dependency between TFA and DRR strict service curves: TFA needs to know DRR strict service curves a priori, however, DRR strict service curves depend on burstiness bounds of flows at the output of a node, which is a result of TFA. Specifically, on the one hand, DRR strict service curves of node \( v \) depend on \( b^v \), the collection of \( b_c^v \) output burstiness bound of all classes at node \( v \) (see Section III-A2). On the other hand, \( b^v \) is obtained from bounds on the propagated burstiness bounds \( z_c \), which is computed by TFA (i.e., \( (d_c, z_c) = \text{GenericTFA}_c(\beta_c) \)) and requires knowing \( \beta_c \), the collection of DRR service curve for class \( c \) at every node \( v \). [18] avoids this two-way dependency between TFA and DRR by restricting the analysis only to feed-forward networks.

As of today, for networks with cyclic dependencies, the only TFA solution that exists in the state-of-the-art is to use DRR strict service curves in the degraded operational mode (see Section III-A1) which only depend on the assigned quantum and maximum packet size of every class and hence can be computed for all classes at all nodes a priori to TFA; thus, per-class networks are independent and can be analyzed separately (i.e., the network is sliced into some per-class networks), and one instance of TFA can be run per-class to obtain bounds; we call this method TFA-SOA.

As a first step, we propose an iterative method in Algorithm 1, called TFA-DRR, and prove its validity in Theorem 3; it combines DRR strict service curve in non-degraded operational mode (i.e., where some arrival curves can be assumed for the interfering traffic) and TFA, and it serves as the initial phase of our main method (see Fig. 8).

C. Polynomial-Size Linear Programming (PLP)

Polynomial-size linear program (PLP) computes end-to-end delay bounds in FIFO networks [12], so one instance of PLP is run per class. It requires piece-wise linear convex service curves. PLP improves the bounds and stability region compared to TFA while remaining tractable. The definition of linear programs is straightforward for tree topologies. The analysis of general topologies requires first making some cuts in the induced graph to create a forest (i.e., one or several non-connected trees). The analysis has three steps (Fig. 4):

1) TFA analysis to obtain per-node delay bounds \( d_c \);

2) Then, output burstiness bounds at the cuts are computed, by solving one single linear program, which is equivalent to computing a fixpoint. We call FP-PLP\(_c(\beta_c, d_c) \) the algorithm that computes burstiness bounds of flows at cuts given strict service curves and per-node delay bounds of class \( c \);

3) One linear program per flow of interest obtains an end-to-end delay or backlog bound; we call PLP\(_{f,c}^{\text{delay}}(\beta_c, d_c, z_c) \) (resp. PLP\(_{f,c}^{\text{backlog}}(\beta_c, d_c, z_c) \) ) the algorithm that computes the end-to-end delay (resp. backlog) bound of flow \( f \) belonging
to class \( c \) given output burstiness bounds at the cuts, strict service curves and per-node delay bounds of class \( c \).

We use FP-PLP as is and use improved versions of PLP\textsuperscript{delay} and PLP\textsuperscript{backlog}, as explained in Section V. As PLP uses per-node delay bounds computed by TFA, the end-to-end bounds are always better than with TFA. In a network with cyclic dependencies, it is possible that TFA diverges and hence the per-node delay bounds be infinite. In this case, the constraints used by PLP that involve infinite per-node delay bounds are simply always satisfied and PLP might or might not compute finite end-to-end bounds. In general, though, PLP finds a larger stability region than TFA, i.e., it often finds finite delay bounds when the TFA per-node delay bounds are infinite.

A detailed background on these linear programs is presented in Appendix B.

Combining PLP and DRR strict service curves require more adaptation compared to TFA: Similar to TFA, there is a two-way dependency between DRR strict service curves and PLP\textsuperscript{backlog}. Specifically, on the one hand, DRR strict service curves of node \( v \) depend on \( b^v \), the collection of \( b^v \) output burstiness bound of all classes at node \( v \) (see Section III-A2). On the other hand, \( b^v \) is obtained using PLP\textsuperscript{backlog} which requires knowing \( \beta^v \) (see item 3) in the above), the collection of DRR service curve for class \( c \) at every node \( v \). Thus, this creates a level of iteration between collection \( b \) and collection \( \beta \). Also, PLP\textsuperscript{backlog} uses the collection of per-node delay bounds \( d \) (see item 3) in the above) which depends on both DRR strict service curves \( \beta \) and burstiness bounds of flows at the input of nodes, obtained using PLP\textsuperscript{backlog}; this imposes another level of iteration. Moreover, PLP\textsuperscript{backlog} requires cuts and bounds on the burstiness of flows at cuts, \( z^\text{cut} \) (see item 3 in the above), is obtained using FP-PLP where FP-PLP requires knowing DRR strict service curves \( \beta \) and per-node delay bounds \( d \) (see item 2 in the above); this imposes yet another level of iteration. Thus, we have a collection of DRR service curves \( \beta \), a collection of per-node delay bounds \( d \), a collection of output bound for flows at cuts \( z^\text{cut} \), and a collection of burstiness bounds \( b \) at the input and output of nodes, and we have different functions such as DRR strict service curves, PLP\textsuperscript{backlog}, FP-PLP, etc. that each uses some values of these collections and improves some other values, hence, imposing different levels of iteration; it is not clear how to combine them.

As of today, the only PLP solution that exists in the state-of-the-art is to use DRR strict service curves in the degraded operational mode (see Section III-A1) which only depend on the assigned quantum and maximum packet size of every class and hence can be computed for all classes at all nodes a priori to PLP; thus, per-class networks are independent and can be analyzed separately (i.e., the network is sliced into some per-class networks), and one instance of PLP can be run per-class to obtain bounds; we call this method PLP-SOA; see Fig. 8.

We first perform the necessary adaptation of PLP to DRR by computing burstiness bounds per-class and per-output aggregate and by enabling PLP to support non-convex service curves. We then propose a generic method, PLP-DRR, in Section VI-B1, for combining all these iterations sequentially and in parallel. We show, in Theorem 4, that obtained bounds using our method are always valid even before convergence. Also, we show that, at convergence, the bounds are the same regardless of how iterations are combined. Lastly, we present two concrete implementations, using a distributed computing model with shared memory (see Fig. 5 and Fig. 6).

IV. OVERVIEW OF THE PROPOSED METHOD: PLP-DRR

Our method, called “PLP-DRR”, applies the PLP methodology to DRR and is illustrated in Fig. 5. The starting point is the collection of per-class graphs and a cutset. We use the following notations:

- \( \beta = (\beta^v_{c})_{1 \leq c \leq n, v \in V} \), is a valid collection of strict service curves of each class \( c \) at each node \( v \),
- \( d = (d^v_{c})_{1 \leq c \leq n, v \in V} \), is a valid collection of per-node delay bounds of each class \( c \) at each node \( v \),
- \( z^\text{cut} \), is a valid collection of output burst bounds for each flow at every edge of the cutset,
- \( b = (b^v_{c})_{1 \leq c \leq n, v \in V \cup E} \) is a valid collection of burstiness bounds for aggregates of flows, indexed by a class \( c \) and by some \( g \). The index \( g \) can be either an edge, in which case the aggregate is the set of all flows of class \( c \) carried on this edge, or a vertex \( v \), in which case it is the set of all flows of class \( c \) that exit the output buffer represented by \( v \).

All components of \( \beta \) are finite; the components of \( d, z^\text{cut} \) and \( b \) might be infinite.

As PLP requires per-node delay bounds, the method starts with an initial phase that performs a TFA analysis of the original (uncut) network. Note that DRR requires the service curve collection \( \beta \) to be computed from output burstiness bounds, which we derive from the TFA analysis; hence, we apply an iterative procedure, which we prove to be valid. At the end of this initial phase, we have a collection of service curves \( \beta \) and per-node delay bounds \( d \), from which some propagated burstiness bounds (i.e., burstiness bounds for all flows at every output), hence \( z^\text{cut} \) and \( b \), can be derived.

The next phase in the classical PLP methodology, FP-PLP, computes a fixpoint \( z^\text{cut} \) by solving a linear program. Here,

![Fig. 4. Overview of PLP analysis for the FIFO-per-class network of some class \( c \) (see items 1)-3 in Section III-C).](image-url)
However, a new value of $z^{\text{cut}}$ allows to compute better output burstiness bounds in $b$ using another linear program with PLP$^{\text{backlog}}$, which, in turn, allows to compute better service curves $\beta$ using the DRR service curve method recalled in Section III-A. The linear program in PLP$^{\text{backlog}}$ uses per-node delay bounds $d$, which can in turn be improved by re-running TFA whenever $\beta$ is improved, and then PLP$^{\text{backlog}}$ could also be re-run. Also, better $\beta$ and $d$ allows FP-PLP to re-compute a better fixpoint $z^{\text{cut}}$, which can in turn be used to improve all other variables. Therefore, the second phase of the PLP methodology needs to apply a number of refinements again and again. Instead of proposing a specific arrangement of the refinements, we propose to perform them in any arbitrary order, using a shared-memory model (Fig. 5). As we show in Section VI-B, all refinements provide valid bounds, therefore the method can be stopped at any time. However, we show that it converges to bounds (some of them possibly infinite) that are independent of the arrangement of the refinements.

The “DRR strict service curve” block in the refinement phase uses as input some burstiness bounds for the aggregate of all flows of all interfering classes at the output of a node. Such a bound could be obtained by using the existing version of PLP$^{\text{backlog}}$ applied to all flows in the aggregate. We improve both the obtained bound and the computing time by using the modification of PLP$^{\text{backlog}}$ described in Section V-A.

The third phase of PLP is to obtain end-to-end bounds by applying one instance of PLP$^{\text{delay}}$ to every flow of interest. Here, we use PLP$^{\text{delay}}$ with one improvement (iPLP), which allows to use non-convex service curves at the expense of adding a few binary variables to the linear program (Section V-B). Such an improvement could also be used in the refinement phase, but we found experimentally that this would have no noticeable effect.

V. TWO IMPROVEMENTS TO PLP

In this section, we first show how to compute an upper bound of aggregate burstiness of flows and how to include some non-convex service curves in the PLP analysis. Note that our two improvements concern PLP$^{\text{backlog}}$ and PLP$^{\text{delay}}$ in step 3) of PLP as explained in Section III-C; specifically, in this section, we assume that we have a collection of trees where TFA per-node delay bounds and bounds on the burstiness of flows at cuts are already obtained.

Let us first briefly present the linear programs used by PLP, more details can be found Appendix B. PLP considers the arrival and departure time of a bit of interest; it then derives a number of time instants at every node, each of which is represented by a variable in PLP. To every time instant at a node is also associated a variable that represents the value of the cumulative arrival function of the flows at this time instant.

Network calculus relations such as arrival curve constraints, FIFO constraints and service curve constraints are translated into linear constraints; the objective function to be maximized is the delay or backlog of the flow of interest.

Recall that at this step we use the cut network and thus assume that the graph induced by flows is a collection of non-connected trees, and the analysis is done on every tree (with edges directed towards the root). It follows that each node $v$, except the root, has a unique successor. We let $s_c(v)$ denote the successor of node $v$, and add an artificial node $v_0$ to be the successor of the root. Define the depth of nodes $d_p$ as follows:

$$d_p(v_0) = 0 \quad \text{and for every } v, \quad d_p(v) = d_p(s_c(v)) + 1.$$

Time Variables: For every node $v$, define $t_{(v,k)}$ with $k \in \{0, \ldots, d_p(v)\}$.

Process Variables: For every node $v$ and $v'$ and every $f$ at $v$, define $F_{\{v',f\}, k}$ with $k \in \{0, \ldots, d_p(v')\}$, where $F_{\{v',f\}, k}$ is a variable for the cumulative arrival function of flow $f$ at the input of node $v$ at time $t_{(v', k)}$. In the next paragraphs, we only present the parts of the linear program that are modified. The complete linear programs are presented in Appendix B.

A. PLP to Upper-Bound the Aggregate Burstiness of Flows

We show that the same PLP, used to compute a backlog bound for a single flow, can be used to compute a backlog bound for the aggregate with some modifications: Consider a set of flows of interest $F$, whose destination is the root of the tree. Modify the PLP used to compute a backlog bound for a single flow as follows: Let $\mathcal{F}$ be the first node visited by flow $f$ in the tree for all $f \in F$.

- Additional constraints: $\forall f \in F, \forall k, k' \in [0, d_p(v_f)], F_{\{v_0,0\}, k} - F_{\{v_f, k\}, k} \leq b_f + r_f(t_{(v_0, 0)} - t_{(v_f, k)})$;
- New objective: Maximize $\sum_{f \in F} (F_{\{v_0,0\}, k} - F_{\{v_0, f\}, k})$. 
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We call PLP_{\text{backlog}} the resulting program, when applied to class c and to the sub-tree of the cut network rooted at some node v. Here F is the set of flows that exit node v and the program obtains the aggregate burstiness of flows of class c at the output of node v; the results are used by DRRservice_{v,\text{output Burst}} in the refinement phase to compute DRR strict service curves. We also apply this program when e is an edge, and also call it PLP_{\text{backlog}}. Here, F is the set of flows that use edge e and the sub-tree is rooted at the node that edge e exits. The results are used in the refinement phase by perNodeDelay_{v,c} to compute per-node delay bounds.

**Theorem 1 (PLP to Upper-bound the Aggregate Burstiness of Flows):** The solution of PLP_{\text{backlog}} is a valid bound on aggregate burstiness of flows carried by edge or node g.

The proof is in Section VII-A, and the key idea of the proof is as follows: We show that a valid backlog bound for an aggregate of some flows is also a valid burstiness bound for the aggregate. This is obtained in Lemma 1 where we show that in any acceptable trajectory scenario of the system (i.e., a set of valid input/output processes for all flows), the burstiness of the aggregate never exceeds the backlog bound.

**B. iPLP: A PLP That Supports Non-Convex Service Curves**

Our goal here is to modify PLP, used to compute a delay, such that it can handle a non-convex service curve expressed, at node v and class c, as \(\max(\beta_c^v, \beta_{\text{mc}}^v)\), where \(\beta_c^v\) is piece-wise linear convex (i.e., \(\beta_c^v = \max_p \beta_{Rv, Tv}^p\)) and \(\beta_{\text{mc}}^v = \min(\beta_{Rv, T}, q_c^v)\) as described in Section III-A. Similar to the previous case, we present only the parts of the linear program that are modified, namely the service constraints.

For the sake of concision, we now introduce the variables and constraints \(A^v_u = \sum_{f \in \text{In}(v)} F^u_{t(u, dp(u))}^v, F^v_{t(u, dp(u))}^v\) and \(A^v_c = \sum_{f \in \text{In}(v)} F^v_{t(u, dp(u))}^c\), where u = sc(v).

The original service curve constraints of PLP are kept:

\[
A^v_u - A^v_c \geq 0; \quad \forall p, A^v_u - A^v_c \geq R^u_p (t(u, dp(u)) - t(v, dp(v)) - T^u_p).
\]

As \(\beta_{\text{mc}}^v\) is the minimum of a rate-latency function and a constant (see Fig. 3); the implementation of \(\beta_{\text{mc}}^v\) requires a “if then else” structure: If \(t(u, dp(u)) - t(v, dp(v)) \leq T_2\), then we must have \(A^v_u - A^v_c \geq R^u_t (t(u, dp(u)) - t(v, dp(v)) - T_1)\). Else, if \(t(u, dp(u)) - t(v, dp(v)) > T_2\), we must have \(A^v_u - A^v_c \geq q_c^v\).

This can be modeled by means of a binary variable in a linear program. Define \(b_c \in \{0, 1\}\) and consider a large enough positive M, and add the following constraints:

\[
A^v_u - A^v_c \geq R^u_t (t(u, dp(u)) - t(v, dp(v)) - T_1) - Mb_c; \quad (7)
\]

\[
A^v_u - A^v_c \leq q_c^v + Mb_c; \quad (8)
\]

\[
A^v_u - A^v_c \geq q_c^v - M(1 - b_c). \quad (9)
\]

We let iPLP_{\text{delay}} denote this Integer, Polynomial-sized Linear Program, Theorem 2 is proved in Section VII-B.

**Theorem 2 (iPLP: a PLP that supports non-convex service curves):** Consider iPLP as constructed above. Then, 1) iPLP gives a valid delay bound for the flow of interest and 2) the bound is less than or equal to that of PLP.

Note that iPLP solves a Mixed-Integer Linear-Program (MILP), and the MILP solver we use does not guarantee that it finds the optimal solution. However, it guarantees that the solution is feasible, and it indicates whether the obtained solution is optimal. In all examples we tested, we always obtained the optimal solution (see Fig. 9 (d)).

**VI. OUR PROPOSED METHOD: PLP-DRR**

In this section, we provide the details of our generic method and we present two concrete implementations.

**A. Initial Phase: TFA-DRR**

The goal of the first phase is to provide valid values for \((\beta, d, z, cut, b)\), using TFA. Specifically, we want to analyze the original (uncut) network using TFA (note that TFA itself does not necessarily require cuts [11]). In networks with cyclic dependencies, the TFA analysis of a DRR system of [18] cannot be directly applied here, as propagated burstiness bounds are needed to compute the DRR strict service curves and vice-versa. However, it is possible to first compute DRR strict service curves without assumption of the arrival curves using \(\beta_{\text{CDM}}^v, c\) for each node v and class c: these service curves only depend on the fixed parameters such as assigned quanta, the aggregate strict service curve, and maximum packet sizes of classes at a node, as explained in Section III-A1. From there, one can iterates between the computation of output bursts (used to derive the arrival curves) and the DRR strict service curves that take into account the arrival curves.

The method is described in Algorithm 1: The local variable \(z\) represents the propagated burstiness of all flows at all outputs. First, at line 1, initial strict service curves of DRR in degraded operational mode are computed at all nodes for all classes. Then, the algorithm alternates between performing a TFA analysis and computing new DRR strict service curves. More precisely, at line 3, a TFA analysis (explained in Section III-B) is performed for each class, with the previously computed service curves; hence, some bounds on propagated burstiness of flows and per-node delay bounds \(d\) are computed and used to compute arrival curves at each node for each class (line 5). Then, at line 6, DRR strict service curves are improved by taking into account these arrival curves. This procedure continues until we reach a stopping criteria; for example, when each component of vector \(d\) decreases insignificantly. Note that computed bounds are valid at each iteration. At this point, TFA analysis is completed, however, we need to compute bounds on the aggregate burstiness of flows of each class either at each edge (including at the cutset) and at the output of every node, as this is used in the refinement phase. This is performed at lines 7-11.

The delay and burstiness bounds computed by the TFA analysis at line 3 might not be finite. For example, after the first execution of line 3, some classes might provide finite delay bounds (called stable classes) and other infinite delay bounds (called unstable classes). At the first execution of lines 4-6, the DRR strict service curves of the unstable classes are improved using the arrival curves of the stable classes. Then, at next iteration, more stable classes might be obtained and so on.
Algorithm 1 Initial Phase: TFA-DRR

Result: Initial values of \((\beta, d, z_{\text{out}}, b)\)  

Local Variable: \(z\), collection of bounds on the propagated burstiness of flows

\[
\begin{align*}
&\text{for node } v \rightarrow 1 \text{ to } |\mathcal{V}| \text{ do } \beta^v \leftarrow \beta^{\text{CDM}, v} ; \\
&\text{while Stopping criteria not reached do} \\
&\quad \text{for each class } c \text{ do } (d_c, z_c) \leftarrow \text{GenericTFA}_c(\beta_c) ; \\
&\quad \text{for node } v \rightarrow 1 \text{ to } |\mathcal{V}| \text{ do} \\
&\quad\quad \text{for each class } c \text{ do } \text{compute } \alpha^v_c \text{ from } z_c^{\text{In}, v} ; \\
&\quad\quad \beta^v \leftarrow \text{DRRService}^{\text{inputArrival}}(\alpha^v_c) ; \\
&\quad \text{for each class } c \text{ do } z^{\text{cut}}_c \leftarrow z^{\text{Est}}_c ; \\
&\quad \text{for node } v \rightarrow 1 \text{ to } |\mathcal{V}| \text{ do} \\
&\quad\quad \text{for each class } c \text{ and each } e \in \mathcal{I}_e(v) \text{ do} \\
&\quad\quad\quad b^v_c \leftarrow \sum_{e \in \mathcal{I}_e(v)} z^e_c ; \\
&\quad\quad\quad b^v_c \leftarrow \sum_{e \in \mathcal{I}_e(v)} z^{\text{Out}, e}_c ; \\
&\text{return } (\beta, d, z^{\text{cut}}, b) 
\end{align*}
\]

Theorem 3 (Correctness and Convergence of TFA-DRR): Consider a network with DRR scheduling per class, as described in Section II, and consider Algorithm 1. Then, 1) \((\beta, d, z)\) (and the resulting \(z^{\text{cut}}\) and \(b\) obtained from \(z\) at lines 7-11) are valid bounds at every iteration at lines 2-6, and 2) they converge as the number of iterations goes to infinity. Note that some values of \(d, z\) (and the resulting \(z^{\text{out}}\) and \(b\)) might be infinite.

The proof is in Section VII-C. At this point we have obtained a value of \((\beta, d, z^{\text{cut}}, b)\) that constitute valid bounds.

B. Refinement Phase: PLP and Parallelization

The next phase of the method is to improve the value of \((d, \beta, z^{\text{cut}}, b)\) using the PLP methodology. As mentioned in Section IV, the variables \((\beta, d, z^{\text{cut}}, b)\) are independent, and can be improved by some refinements that we list here:

- \(z^{\text{cut}}\leftarrow\text{FP-PLP}_c(\beta_c, d_c)\): computes burstiness bounds at cuts for class \(c\) (Section III-C);
- \(b^c_g \leftarrow \text{PLP}_{\text{packlog}}(\beta_c, d_c, z^{\text{cut}}_c)\): computes burstiness bounds of the aggregate flows of class \(c\) at the output of node \(g\), if \(g \in \mathcal{V}\), or carried by edge \(g\), if \(g \in \mathcal{E}_c\) (Section V-A);
- \(\beta^v \leftarrow \text{DRRService}^{\text{outputBurst}}(\beta^*, b^*)\): computes the DRR strict service curves at node \(v\) given the output burstiness bounds at this node (Section III-A).
- \(d^v_e \leftarrow \text{perNodeDelay}_{v,e}(\beta^v_c, b^v)\): computes the per-node delay of node \(v\) for class \(c\). This is the horizontal distance between the arrival curve and the service curve. For each input edge \(e\) of node \(v\), in addition to the aggregate burstiness \(b^v_c\), a rate limitation imposed by the link can be used to improve the arrival curve. This is known as line-shaping [12], [20], [21]. Then, we take into account the effect of line shaping and of the packetizer as in Section VI-B of [10].

All these refinements can be applied in any order, and it is not clear in what order we should use. We avoid the issue by first presenting a generic scheme that uses a distributed computing model with a shared memory, and we show that the values converge to the same values regardless of the order of the operations under mild assumptions. We also then present two practical, concrete implementations of this scheme with parallel-for loops.

1) Generic Scheme: A Distributed Computing Model With Shared Memory: The generic scheme is presented in Fig. 5. We consider a distributed system with a shared memory and a finite number of workers (processes or threads). The shared memory stores the current value of \((\beta, d, z^{\text{cut}}, b)\); it is initialized with the result of the initial phase described in Section VI-A. Every worker has read and write access to the shared memory, and whenever a worker is free and decides to work, it performs the following steps:

- It chooses a refinement in the list above, let us call it \(h\); for example, it may choose FP-PLP\(x\) for some class \(c\), or PLP_{\text{packlog}}() for some \(c, g, b\), etc.
- The worker then makes a read-only operation on the shared memory in order to obtain the value, say \(x\), of its argument. For example, if \(h\) is FP-PLP\(x\), then the worker reads \(x = (\beta_c, d_c)\). We assume that read-only operations are atomic, i.e., the values read by the worker cannot be modified by other workers during the read operation (such that the worker has a valid snapshot).
- The worker computes \(y = h(x)\), i.e., a new value of some of the bounds in the shared memory. For example, if \(h\) is FP-PLP\(x\), the worker computes \(y = z^{\text{cut}}_c\).
- The worker asks for a read/write lock on the shared memory. Such a lock prevents other workers from writing into the memory until the lock is released by this worker. Once the lock is obtained, the worker reads the current value \(y'\) of the same variables it wants to update from the shared memory, computes the componentwise minimum of \(y\) and \(y'\), writes the resulting values into the shared memory, and releases the lock. The minimum is computed because some other worker might have improved the same value during the computing time of this worker.
- The worker is now free and might decide to work again. Note that some delay bounds and burstiness bounds might be infinite. For example, initial bounds obtained by TFA might be infinite for a class (but they might become finite after the operations of some workers).

This generic scheme does not prescribe any specific arrangement of how the workers are scheduled. But, for convergence, we assume hypothesis (H): In a hypothetical execution of infinite duration, for every time \(t > 0\) and every refinement \(h\), there exists a time \(s > t\) at which one worker starts working and chooses \(h\).

Theorem 4 (Correctness and Convergence of PLP Refinement Phase of Section VI-B1): Consider a network with DRR scheduling per class, as described in Section II, and consider the generic method described above. Let \((\beta^t, d^t, z^{\text{cut}, t}, b^t)\) be the value of the shared memory at time \(t > 0\). Then,

1) \((\beta^t, d^t, z^{\text{cut}, t}, b^t)\) are valid bounds; some values of \((d^t, z^{\text{cut}, t}, b^t)\) might be infinite.
2) The limit of \((\beta^t, d^t, z^{\text{cut}, t}, b^t)\) as \(t \rightarrow \infty\) exists (call it \((\beta^*, d^*, z^{\text{cut}, *}, b^*)\)). Some components of \(d^*, z^{\text{cut}, *}, b^*\) might be infinite.
3) Given the initial value of the shared memory, the limit \((\beta^*, d^*, z^{\text{cut}, *}, b^*)\) is independent of the order and the execution time of every refinement.
Algorithm 2 DRR\textsuperscript{tree}: DRR Analysis of a Tree

\textbf{Data:} T a tree component of the network, (\(\beta, d, z^\text{cut}, b\))

\textbf{Result:} Updated values for (\(\beta, d, z^\text{cut}, b\))

1. for each node \(v \in T\) in the topological order of T do
   2. for each class \(c\) in parallel do
   3. \(b^c_v \leftarrow \text{PLP}_{v,c}^{\text{backlog}}(\beta_c, d_c, z^\text{cut}_c, b_c);\)
   4. \(\beta^\prime \leftarrow \text{DRR}_{v,c}^{\text{output}}(\beta^\prime, b^\prime);\)
   5. for each class \(c\) in parallel do
   6. for \(e \in \text{In}_v(v)\) in parallel do
   7. \(b^c_e \leftarrow \text{PLP}_{v,c}^{\text{backlog}}(\beta_c, d_c, z^\text{cut}_c, b_c);\)
   8. \(d^c_e \leftarrow \text{perNodeDelay}_{v,c}(\beta^\prime, b^\prime);\)
   9. return (\(\beta, d, z^\text{cut}, b\))

Theorem 4 assumes that each refinement is performed infinitely often (hypothesis (H)). Otherwise, obtained bounds in the limit will be larger than or equal to those obtained by our scheme.

2) Two Implementations of PLP Refinements: We presented the generic presentation of this phase. By Theorem 4, any implementation results in the same final bounds. In this section, we present two concrete implementations.

Both implementations have two main blocks: computing output burstiness bounds at cuts (with FP-PLP), and locally improving the per-node delays and DRR strict service curves. The main difference between the two implementations is when to switch between these two blocks of operations.

For each class \(c\), after removing edges \(E^\text{cut}_c\) in \(G_c\), we obtain a collection of trees. Let \(T\) be the collection of trees of all classes. The second block, called DRR\textsuperscript{PPS}, is executed in parallel on each tree \(T \in T\): it is described in Algorithm 2.

The algorithm is based on the observation that in a feedforward topology, when service curves and per-node delay bounds are computed in the topological order, there is no need for iterations. Some operations are performed in the topological order of the nodes of the tree (the operation on one node must wait that the operation on its predecessors are finished). For each node \(v\), there are two steps in sequence. The former, at lines 2-4, computes the DRR strict service curve for all classes. This operation requires the refinement of the output burstiness bounds \(b^c_v\) for each class, and can be computed in parallel (lines 2-3). The latter, at lines 5-8, improves the per-node delays of node \(v\) based on the newly computed service curves. Again, this operation requires the refinements of the burstiness bounds at all input edges of the node, that can be computed in parallel (lines 6-7).

The two implementations are illustrated in Fig. 6. The first implementation (without the dashed arrow) alternates between the two sets of blocks (FP-PLP and DRR\textsuperscript{PPS}). Each set of blocks is started after synchronizing the previous set of blocks. We start by FP-PLP blocks because classes considered unstable in the initial phase (the TFA analysis outputs infinite bounds) might become stable after PLP analysis. In contrast, DRR\textsuperscript{PPS} cannot improve the stability region.

The second implementation tightens as much as possible the DRR service curves and per-node delays before executing again the first FP-PLP block (dashed arrow in Fig. 6). The aim of this implementation is to execute the FP-PLP block less often as it is more time-consuming. Indeed, it requires solving a much larger LP than in the other block. Therefore, the second block is executed several times until convergence is reached on the delay bounds.

C. Post-Process Phase: Computing the End-to-End Delay

When the refinement phase of Section VI-B has converged, we proceed and compute end-to-end delay bound for each flow of interest. Strict service curves \(\beta\) obtained are piece-wise linear and convex. As stated in Section III-A, delays can be improved when considering the non-convex strict service curve described in Fig. 3. Thus, we apply iPLP\textsuperscript{delay} to compute end-to-end delay bounds.

VII. PROOFS

A. Proof of Theorem 1

We first prove Lemma 1: Consider a system \(S\) and a set of flows \(F\) that traverses \(S\). Let \(A_f\) (resp. \(D_f\)) denote the cumulative arrival (resp. departure) of flow \(f \in F\). Let \(A = \sum_{f \in F} A_f\) (resp. \(D = \sum_{f \in F} D_f\)) denote arrival (resp. departure) of the aggregate of flows of interest. Assume that: (A1) System \(S\) is causal, i.e., \(\forall (A, D) \in S, A \geq D\) and \((D(t))\) only depends on \(A(s)\) for \(s < t\); (A2) The departure \(D\) of system \(S\) is continuous; (A3) Every flow of interest \(f \in F\) has a token-bucket arrival curve \(\alpha_f\) with rate \(r_f\) and burst \(b_f\); also, \(\alpha_f\) is the only constraint on the arrival of the flow of interest, i.e., every cumulative arrival \(A_f\) constrained by \(\alpha_f\) is a possible arrival for this flow; (A4) \(B\) is a backlogged bound for every possible arrival and departure of the aggregate of flows of interest that belongs to system \(S\), i.e., \(\forall (A, D) \in S\), we have \(A - D \leq B\).

Lemma 1: Assume the assumptions (A1)-(A4). Then, the departure of the aggregate of the set of flows of interest \(F\) is constrained by a token-bucket arrival curve with rate \(r\) and burst \(B\) where \(r = \sum_{f \in F} r_f\), i.e., \(\gamma_{r,B}\).

Note that in a specific case where we have only one flow of interest, assumptions (A1)-(A4) are satisfied by those of Theorem 4 of [12], and both theorems give exactly the same result. Also, this result already appears in Corollary 2 of [22], unproved, and in a slightly more restrictive case.

Proof: Fix \((A_f, D_f)\) \(\in S\) for every \(f \in F\) and \(s \leq t\). Let \(r = \sum_{f \in F} r_f\) and \(b = \sum_{f \in F} b_f\). We prove that \(D(t) - D(s) \leq \gamma_{r,B}(t-s) = B + r(t-s)\).

We first prove that \(A(s) - D(s) + H \leq B\) with \(H = b\) defined as \(H = \sup_{s < t} (A(s) - A(u) - r(s-u))\). Note that \(\overline{b(s)}\) is the bucket size of the token-bucket \(\gamma_{r,h}\) at time \(s\), so \(H \geq 0\). Define \(A'\) as follows: \(A'(u) = A(u)\) for \(u \leq s\) and \(A'(u) = A(s) + H + r(s-u)\) for \(u > s\). Observe that \(A'\) is constrained by \(\gamma_{r,h}\) and \(A' \geq A\). Hence, by (A3), \(A'\) is a possible arrival in \(S\); there exists \(D'\) such that \((A', D') \in S\). Hence, by (A4), we have \(A'(s^+) - D'(s^+) \leq B\) where \(f(x) = \lim_{\gamma \rightarrow x, \gamma > x} f(y)\). As \(A'(u) = A(u)\) for \(u \leq s\) and by (A1), we have \(D'(u) = D(u)\) for \(u \leq s\); also, by (A2), \(D'(s^+) = D'(s)\). By combining this and \(A'(s^+) = A(s) + H\), we obtain \(A(s) - D(s) + H \leq B\).
To conclude, we notice that $D(t) \leq A(t) = A'(t) = A(s) + H + r(t - s)$, so $A(t) - D(t) \leq A(s) + H + r(t - s) - D(s) \leq B + r(t - s)$. 

Theorem 5 of [12] proves the correctness of PLP. The proof consists in showing that any trajectory scenario of the network is a feasible solution of the PLP; given a trajectory scenario, the variables of the PLP (time variable and process variables) are extracted from the scenario such that all constraints are satisfied. We only add some arrival curve constraints for flows $f \in F$. In [12] it is shown that these constraints are correct for a single flow and hence the same proof can be used for each flow $f \in F$. In particular, $\mathbf{F}^u_{H1,0}$ (resp. $\mathbf{F}^u_{H0,0}$) represents the arrival process (departure process from the system) of flow $f$ at time $t_{H1,0}$. No other constraint is modified. Only the objective function changes and maximizes the quantity of data of the flows of interest at time $t_{H1,0}$: $\sum_{f \in F} \mathbf{F}^u_{H1,0} - \mathbf{F}^v_{H0,0}$ is a backlog bound the aggregate flows and PLP $\phi_c$ computes a backlog bound for an aggregate of flows when $F$ is chosen to be the set of flows of class $c$ traversing node or edge $g$. By Lemma 1 this is a bound on the output burstiness. 

B. Proof of Theorem 2

We proceed as explained in the last paragraph above and prove that the constraints we added are correct. Specifically, we only need to prove that solution of the linear problem satisfies (with the notations previously introduced) $A(t) - A'(t) \geq \max(\beta^c, \beta^v, \phi_c(t_{u(d_{p}(u))} - t_{u(d_{p}(v))}))$. From (5) and (6), $A(t) - A'(t) \geq \max(\beta^c, \phi_c(t_{u(d_{p}(u))} - t_{u(d_{p}(v))}))$, holds, so we just need to focus on $\beta^c$, and distinguish two cases, depending on the value of $b_c$: This follows from the cases explained above (7) and (8) and the fact that $M$ is large enough. Hence, it finishes the proof of 1). As iPLP has more constraints than PLP, the output of iPLP is less than or equal to that of PLP, which concludes 2).

C. Proof of Theorems 3 and 4

We use the following lemma. We assume a finite set of isomorphism $\mathcal{H}$, in $C \rightarrow C$ with $C \subset \{\mathbb{R}^+ \cup \{+\infty\}\}^f$.

An execution of $\mathcal{H}$ is $(h_k, s_k, t_k, u_k)_{k \geq 1}$ such that: (C1) $h_k \in \mathcal{H}$; (C2) $0 < s_k \leq t_k < u_k$; (C3) $u_{k+1} > u_k$; (C4) $\forall k \neq k'$, $(t_k, u_k)$ and $(t_{k'}, u_{k'})$ are disjoint. We also assume that (C5) Each function $h_k \in \mathcal{H}$ is executed infinitely many times; (C6) $\exists k \rightarrow \infty s_k \rightarrow \infty$. In the description of Section VI-B, $s_k, t_k$ and $u_k$ respectively correspond to the reading time, locking and unlocking times of the write operation in the execution of the $k$-th refinement (by order of completion times). Let $x_0 \in C$ be to the state of the memory at time 0. Given an execution $(h_k, s_k, t_k, u_k)_{k \geq 1}$, the state of the memory $x(t)$ evolves with time $t$ as follows: $x(t)$ is piece-wise constant, right-continuous; it is modified at times $u_k, k \geq 1$, and $x(u_k) = \min(x(t_k), h_k(x(s_k)))$.

Lemma 2: There exists $x^*$ such that for all executions of $\mathcal{H}$ as explained above, $\lim_{t \rightarrow \infty} x(t) = x^*$.

Proof: Let us first prove that $\lim_{t \rightarrow \infty} x(t)$ exists given $(h_k, s_k, t_k, u_k)_{k \geq 1}$. From (C2) and (C4), $u_k \leq u_{k+1}$ holds, so $x(t_{k+1}) = x(u_k)$. Then, $x(u_k) = \min(h_{k+1}(s_k(t_k)), x(s_k)) \leq x(u_k)$, and $(x(u_k))_{k \geq 1}$ is a non-increasing sequence in $\{\mathbb{R}^+ \cup \{+\infty\}\}^f$, hence converges. As $\lim_{k \rightarrow \infty} u_k = +\infty$, $x(t)$ converges.

Second, we prove that the limit of $x$ depends only on the initial value $x_0$. Consider two executions $(h_k, s_k, t_k, u_k)_{k \geq 1}$, and $(h_{k'}, s_{k'}, t_{k'}, u_{k'})_{k \geq 1}$, and the state of their respective shared memory $x$ and $x'$, with respective limits $x^*$ and $x'^*$. Set $u_0 = 0$ and define $\varphi$ the following way: Set $u_0 = 0$ and $\varphi(0) = 0$. For all $k \geq 1$, define $\varphi(k) = \min[k', k], h'_{k'}, s'_{k'} \geq u_{k-1}}$. In particular, by (C2) $u'_{\varphi(k)} < s'_{\varphi(k)}$, so by (C3) $(0, +\infty)$ - (strictly) increasing. Let us now show by induction that $x(u_k) \leq x'(u'_k)$ for all $k \geq 0$. The base case holds since $x(0) = x'(0) = x_0$. Let us now assume that $x(u_k) \leq x'(u'_k)$. On the other hand, $x(u_{k+1}) = \min(h_{k+1}(s_k(t_k)), x(u_k))$. By induction hypothesis, $x(u_k) \geq x'(u'_k)$. By construction $h_{k+1} = h'_{\varphi(k+1)}$ and by (C2) $s_k \leq u_k$, so $s_k = s_k$. Then, it follows that $x(u_{k+1}) = \min(h'_{\varphi(k+1)}(s'_{\varphi(k+1)}), x'(u'_k))$. On the other hand, $x'(u'_k) < s'_{\varphi(k)}$, so $x'(u'_{k+1}) < s'_{\varphi(k+1)}$. In particular, $x_{\varphi(k+1)} = \min(h'_{\varphi(k+1)}(s'_{\varphi(k+1)}), x'(u'_k))$. Hence, $x_{\varphi(k+1)} = x'(u'_{k+1})$, which proves the induction step. Therefore, $x^* = \lim_{t \rightarrow \infty} x(t) = \lim_{k \rightarrow \infty} x(u_k) \leq \lim_{k \rightarrow \infty} x'(u'_k) = x'^*$. Inverting the roles of the two executions finishes the proof.

Proof of Theorem 4: The shared memory contains non-negative numbers (burstiness bounds and per-node delays) and piece-wise linear convex functions (the DRR strict service curves). First, observe that the piece-wise linear convex functions we deal with can be described by a finite set of elements of $\mathbb{R}^+ \cup \{+\infty\}$. As explained in Section II-A, the result of DRR service output bound $\beta^c, b^r$ is the maximum of a finite number of rate-latency functions, whose rates are in a finite set, depending on fixed parameters (the arrival rates of flows) and the latencies are linearly decreasing with the output burstiness bounds $b^r$. Hence, the shared memory can be expressed as a family of $x = (T, d, z_{cut}, b)$.  
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flow, the path from the source to a destination can traverse

1) Validity: Assuming valid initial bounds, the four types of functions used, PLP$^{\text{backlog}}$, FP-PLP, DRRservice$^{\text{outputBurst}}$ and perNodeDelay (defining set $H$), provide valid bounds, proved in the literature. Moreover, if $(T, d, z^{\text{cut}}, b)$ and $(T', d', z'^{\text{cut}}, b')$ are valid bounds, then $(T \lor T', d \lor d', z^{\text{cut}} \lor z'^{\text{cut}}, b \land b')$ are also valid bounds (where $\lor$ is the minimum operation). This is straightforward for the per-node delays and burstiness bounds. For the service curves, it is enough to notice that the maximum of two strict service curves for a node is also a strict service curve for that node. So if $x(t_k)$ and $h_k(x(s_k))$ represent valid bounds, $\min(x(t_k), h_k(x(s_k)))$ are also valid bounds, so $x(t)$ always represents valid bounds.

2) Convergence: We then set $C$ as the set of valid parameters for the problem and apply Lemma 2 where $s_{k+1} > u_k$. The variables $x$ is the collection ($T, d, z$) and the initial value is $+\infty$ at each coordinate except two latencies per node and class (from line 1). Two types of functions are used: GenericTFA and DRRservice$^{\text{inputArrival}}$ (defining set $H$). Note that decreasing delays and bursts decreases the latencies involved in the DRR service curves and conversely, so at each step $x(t_k) = x(s_k) \geq h_k(x(s_k))$ and $u_k = h_k(x(s_k))$, which is exactly how the algorithm is updated. As a consequence, Lemma 2 can be applied: $x(t)$ converges in $\mathbb{R}^+ \cup \{+\infty\}$.

VIII. Numerical Evaluation

We use the network of Fig. 7, a test configuration provided by Airbus in [21]. The industrial-sized case study of [3] is based on this network in [23]. It includes 96 end-systems, 8 switches, 984 flows, and 6412 possible paths. The rate of the links are equal to $R = 1$ Gb/s, and every switch $S_i$ has a switching latency equal to $16\mu$s. Every switch has 6 input and 6 output end-systems. There are three classes of flows: (1) critical, (2) multimedia and (3) best-effort. Worst-case delay bounds are required for classes 1 and 2 only. There is one DRR scheduler at every switch output port with $n = 3$ classes (see Table II for details). For every flow, the path from the source to a destination can traverse at most 4 switches. In [3], as their method only applies to feed-forward networks, flow paths are chosen randomly with the constraint that graphs induced by flows are feed-forward. In this paper, we removed this restriction and, as the network has much redundancy, this automatically generates induced flow graphs with cyclic dependencies, and is more representative of a realistic deployment. We obtain different network utilization factors by varying the minimum packet inter-arrival times. We consider two modes: when the network is lightly loaded with a maximum link utilization of $40\%$, and when the network is highly loaded with a maximum link utilization close to $100\%$.

As of today, the only methods that compute bounds on the worst-case delay of DRR networks with cyclic dependencies are TFA-SOA (see Section III-B) and PLP-SOA (see Section III-C) where they use DRR strict service curves in degraded operational mode (see Section III-A1). As illustrated in Fig. 8, our methods TFA-DRR and PLP-DRR significantly improve delay bounds and provide larger stability regions.

As our method, PLP-DRR, contains a number of improvements, we perform a numerical analysis to evaluate whether each of our improvement is useful or not. We compare our full method, PLP-DRR, to the following four alternatives:

1. TFA-DRR: we apply the initial phase only; this is the best that can be obtained with TFA and DRR service curves.
2. TFA-DRR + iPLP: we apply the initial phase and the post-process phase but do not apply the refinement phase; this shows the effect of the refinement phase.
3. Full method but we do not use our improvement in Section V-A to compute per-aggregate bounds; instead, we sum the burstiness bounds of every individual flow obtained using PLP; this shows the effect of this PLP improvement.
4. Full method but with PLP instead of iPLP in the post-process phase; this shows the effect of this PLP improvement.

In Fig. 9 (a),(b) we compare delay bounds of 1 and 2 to our full method; TFA diverges for class 2 at link utilization of $89\%$
Fig. 9. Delay bounds of our method compared to alternative methods. (a-b): comparison with 1)-2). At link utilization 89%, TFA-DRR analysis gives infinite delays for class 2. (c-d): effect of the two PLP improvements of Section V. Source-destination paths are ordered by values of our full method, except in (a) where finite delays for TFA-DRR are shown first.

TABLE III

| Run-Times |
|-----------|
| Maximum Link Utilization | Initial Phase (TFA-DRR) | Refinement Phase Version 1 | Refinement Phase Version 2 | Post-Process (PLP) | Post-Process (iPLP) |
| 40%        | 0.5 (minutes)            | 5.8 (minutes)              | 4.6 (seconds)              | 6.4 (seconds)      | 5.7 (seconds)      |
| 89%        | 3.4 (minutes)            | 9.3 (minutes)              | 3.5 (minutes)              | 6.4 (seconds)      | 5.7 (seconds)      |

whereas our full method remains stable at all link utilizations below 100%. In Fig. 9 (c), we compare 3) to our full method. Our PLP improvements reduce the delay bounds as well as the run-times: when we use PLP per-aggregate, we solve fewer PLPs. In Fig. 9 (d), we compare 4) to our full method. We show numerically that when delay bounds are small, iPLP captures a non-convex part of DRR strict service curves and brings an improvement compared to PLP. Experimentally, the improvements increase with the link utilization.

Note that infinite bounds might only be obtained in networks with cyclic dependencies that are highly loaded (as we assume local stability), e.g., in the industrial network we tested, when the maximum link utilization reaches 89%, TFA-DRR provides infinite bounds (see Fig. 9). Obtaining finite bounds implies that the network is truly stable; whereas, obtaining infinite bounds does not necessarily imply that the network is unstable, and the network might or might not be truly stable.

IX. CONCLUSION

We solved the problem of how to combine DRR strict service curves and the network analysis of PLP in order to obtain worst-case delay bounds in time-sensitive networks. Our method is guaranteed to find delay bounds that are at least as good as the state-of-the-art, and we found very significant improvements on the industrial network under study. It is based on a generic shared memory execution model, implementations of which can differ by the scheduling of the individual operations in the refinement phase. We proved that all implementations produce the same bounds. We proposed two concrete implementations and found that the latter performs faster. It will be interesting to study other concrete implementations that aim at reducing computing time.

APPENDIX A

DETAILED BACKGROUND ON DRR STRICT SERVICE CURVES [3], [18]

Here we present more background on DRR strict service curves of [18], using our notations, that enables a reader to implement what we use in the paper.

A. Degraded Operational Mode

Here we present Corollary 2 of [18] that presents a convex strict service curve for DRR, in degraded operational mode:
Let \( v \) be a node that, shared by \( n \) classes, uses DRR, as explained in Section II-A, with quantum \( Q^v \) for class \( c \). The node offers a strict service curve \( B^v \) to the aggregate of the \( n \) classes. For any class \( c \), \( d^{\max,v} \) is the maximum residual deficit defined by \( d^{\max,v} = \max_v - c \) where \( \max_v \) is an upper bound on the packet size of flows of class \( c \) at node \( v \) and \( c \) is the smallest unit of information seen by the scheduler (e.g., one bit, one byte, one 32-bit word, \ldots).

Then, for every \( c \), \( v \) offers to class \( c \) a strict service curve \( \beta_c^{CDM,v} \) given by \( \beta_c^{CDM,v}(t) = \gamma_c^{\text{convex},v}(B^v(t)) \) with

\[
\gamma_c^{\text{convex},v} = \max \left( \beta_{\gamma}^{\text{convex},v} + t^{\max,v} - \max_v - c \right),
\]

\[
R^{\max,v} = Q^v,
\]

\[
T^{\max,v} = \sum_{c',c \neq c} \left( Q^v + d^{\max,v} + \frac{Q^v}{Q^v - d^{\max,v}} \right),
\]

\[
R^{\min,v} = \frac{Q^v - d^{\max,v}}{Q^v},
\]

\[
T^{\min,v} = \sum_{c',c \neq c} \left( Q^v + d^{\max,v} \right),
\]

\[
Q^v = \max \left( \gamma_c^{\text{convex},v} - \gamma_c^{\text{old},v} \right)
\]

and \( T^v_1 = T^{\min,v} \).

For the non-convex strict service curve, \( \beta_c^{nc,v} \), we have

\[
q^v = Q^v - \alpha_c^{\max,v} \quad \text{and} \quad T_1 = T^{\min,v}_c
\]

**B. Non-Degraded Operational Mode**

Here we present a new formulation of Corollary 4 of [18]. We slightly generalize Corollary 4 of [18], using Lemma 2 of [18], such that it enables us to take into account any available output arrival curves. Specifically, Corollary 4 of [18] is an application of this new formulation where we replace \( \alpha_c^{\gamma} \) with \( \alpha_c^{\gamma} \otimes \beta_c^{\text{old},v} \), which is an output arrival curve for class \( c' \), in (11). Note that \( \otimes \) is the min-plus deconvolution defined by \( (y \otimes y')(t) = \sup_{s \geq 0} \{ y(t+s) - y'(s) \} \) for two non-decreasing functions \( y \) and \( y' \) [9], [24], [25].

Let \( v \) be a node with the assumptions in Section A-A. Also, assume that every class \( c \) has an output arrival curve \( \alpha_c^{\gamma} \) and a strict service curve \( \beta_c^{\text{old},v} \), and let \( N_c = \{ c_1, c_2, \ldots, c_n \} \setminus \{ c \} \), and for any \( J \subseteq N_c \), let \( J = N_c \setminus J \). Then, for every class \( c \), a new strict service curve \( \beta_c^{\text{new},v} \) is given by

\[
\beta_c^{\text{new},v} = \max \left( \beta_c^{\text{old},v} + \gamma_c^{\text{convex},v} \right),
\]

\[
T^{\max,v} = \sum_{c',c \neq c} \left( Q^v + d^{\max,v} + \frac{Q^v}{Q^v - d^{\max,v}} \right),
\]

\[
R^{\min,v} = \frac{Q^v - d^{\max,v}}{Q^v},
\]

\[
T^{\min,v} = \sum_{c',c \neq c} \left( Q^v + d^{\max,v} \right),
\]

\[
Q^v = \max \left( \gamma_c^{\text{convex},v} - \gamma_c^{\text{old},v} \right)
\]

The essence of (11) is as follows. Equation (11) gives new strict service curves \( \beta_c^{\text{new},v} \) for every flow \( c \); they are derived from already available strict service curves \( \beta_c^{\text{old},v} \) and from output arrival curves of classes \( \alpha_c^{\gamma} \); this enables us to improve any collection of strict service curves that are already obtained.

Let \( \Pi^{\text{convex}} : \mathcal{F} \to \mathcal{F} \) be the mapping at server \( v \) that maps \( \left( \beta_1^{\text{old},v}, \beta_2^{\text{old},v}, \ldots, \beta_n^{\text{old},v} \right) \) using \( \left( \alpha_1^\gamma, \alpha_2^\gamma, \ldots, \alpha_n^\gamma \right) \) to \( \left( \beta_1^{\text{new},v}, \beta_2^{\text{new},v}, \ldots, \beta_n^{\text{new},v} \right) \) as in (11). Then, an iterative scheme can be defined as in Algorithm 3. Note that Algorithm 3 is exactly the same as Algorithm 2 of [18], adopted with the new formulation that is presented in (11).

**Algorithm 3**

**Input**: \( (\alpha_1, \ldots, \alpha_n) \)

**Result**: Collection of strict service curves \( (\beta_1^{\text{new},v}, \ldots, \beta_n^{\text{new},v}) \)

**Local Variables**: Collections of strict service curves \( (\beta_1^{\text{old},v}, \ldots, \beta_n^{\text{old},v}) \) and \( (\beta_1^{\text{new},v}, \ldots, \beta_n^{\text{new},v}) \)

1 for \( c \leftarrow 1 \) to \( n \) do
2 \( \beta_c^{\text{old},v} \leftarrow \beta_c^{\text{CDM,v}} \)
3 while Stopping criteria not reached do
4 for \( c \leftarrow 1 \) to \( n \) do
5 \( \alpha_c^{\gamma} \leftarrow \alpha_c^{\gamma} \otimes \beta_c^{\text{old},v} \)
6 \( \beta_c^{\text{new},v} \leftarrow \Pi^{\text{convex}} (\alpha_c^{\gamma}, \beta_c^{\text{old},v}) \)
7 \( \beta_c^{\text{new},v} \leftarrow \beta_c^{\text{new},v} \)
8 return \( (\beta_1^{\text{new},v}, \ldots, \beta_n^{\text{new},v}) \)

It is shown in [18] that for every class \( c \), \( \beta_c^{\text{old},v} \) and \( \beta_c^{\text{new},v} \) are strict service curves for class \( c \) and \( \beta_c^{\text{old},v} \leq \beta_c^{\text{new},v} \), i.e., an increasing sequence of strict service curves is obtained for every class. Also, this sequence is a guaranteed simple convergence, starting from any valid initial strict service curves. Note that the computed strict service curves at each iteration are valid hence can be used to derive valid delay bounds; this means the iterative scheme can be stopped at any iteration. For example, the iterative scheme can be stopped when the delay bounds of all classes decrease insignificantly. The scheme requires being initialized by strict service curves. We use \( \beta_c^{\text{CDM,v}} \), obtained in Section A-A for the initial strict service curves at lines 1-2.

When every class \( c \) has a token-bucket arrival curve at the output, say \( \gamma_{j,c}^{\gamma} \), and a known strict service curve \( \beta_c^{\gamma} \), DRRservice \( \left( \gamma_{j,c}^{\gamma}, \beta_c^{\gamma} \right) \) is the function that implements (11) (i.e., \( \Pi^{\text{convex}} \) defined above) and returns an improved collection of strict service curves for all classes at node \( v \).

**Appendix B**

**Detailed Background on PLP [12]**

Here we present more background on PLP of [12], using our notations, which enables a reader to implement what we use in the paper. Specifically, we summarize linear programs used by PLP. For the rest of the section, a reader is invited to recall the definitions of Section V. Readers who know reference [12] can map our notations to those of [12] and vice-versa as follows: For time variables, map \( t_{(j,k)} \) of [12] to \( t_{(v,k)} \) by mapping \( j \)
to $v$. For process variables, map $F_{t(j',k)}^j$ of [12] to $F_{t(i',k)}^v$ by mapping $j$ to $v$, $i$ to $f$, and $j'$ to $v'$. Note that linear convex service curve (i.e., flows by $z$ of output ports in this sub-tree. We assume that the burstiness bound for a flow of interest $f$ belongs to a class $c$. We assume a sub-tree of the cut network where the root is the sink server of the flow of interest $f$ (i.e., the last server is traversed by flow $f$). Recall that we add an artificial node, node $v_0$, that is the successor of the root. We call $\mathcal{V}_c^f$ the set of output ports in this sub-tree. We assume that the burstiness of flows at cuts is given, i.e., $z_c^f$. Also, for each node $v$, a convex, piece-wise linear service curve (i.e., $\beta_v$) and a per-node delay bounds (i.e., $d_v$) are provided.

1) Constraints: In the constraints we define below, let server $u = sc(v)$ be the successor of server $v$. Also, denote flows by $g$, not to be confused by the flow of interest $f$.

- Time Constraints:
  - $\forall v \in \mathcal{V}_c^f, \forall k \in [0, \text{dp}(v)-1], t(v,k) \geq t(v,k+1)$;
  - $\forall v \in \mathcal{V}_c^f, \forall k \in [0, \text{dp}(v)], t(v,k) \leq t(u,k)$.

- FIFO Constraints:
  - $\forall v \in \mathcal{V}_c^f, \forall k \in [0, \text{dp}(u)], \forall g \in \mathcal{I}_u(v), F_{t(v,k)}^u = F_{t(v,k)}^u$.

- Service Curve Constraints: Recall that $\beta_v^c$ is piece-wise linear convex (i.e., $\beta_v^c$ is $\max_{k \in \mathcal{I}_u(v)} F_{t(v,k)+1}^u - F_{t(v,k)}^u$), and also recall $\beta_v^c = \sum_{g \in \mathcal{I}_u(v)} F_{t(v,k)+1}^u - F_{t(v,k)}^u, \forall v \in \mathcal{V}_c^f$.

- Per-node Delay Bound Constraints:
  - $\forall v \in \mathcal{V}_c^f, \forall k \in [0, \text{dp}(u)], t(u,k) - t(v,k) \leq d_v$.

- Arrival Curve Constraints: For each flow $g$ of class $c$, recall that $v_g$ is the source server of flow $g$. Define $b_g$ the burstiness bound of flow $g$, as follows: If flow $g$ is a fresh flow, its arrival curve is a token-bucket arrival curve $v_{\gamma_g,b_g}$, as defined in Section II, and thus $b_g = b_g$. Else, flow $g$ is a cut flow, its arrival curve is a token-bucket arrival curve $v_{\gamma_g,b_g}$.

- Shaping Constraints: For every $v \in \mathcal{V}_c^f$ and every edge $e = (v, u)$, let $F_{v,u}$ be the set of flows of class $c$, carried by the edge $e = (v, u)$. Then,
  - $\forall 0 \leq k \leq k' \leq \text{dp}(v_g), F_{t(v_g,k)}^v - F_{t(v_g,k)}^u, t(v_g,k) \leq b_g + \text{dp}(v_g, k)$.

2) Objective: The Objective is $\max (t(v_0,0) - t(v_f,0))$.

B. PLP$^{\text{backlog}}$: For a Backlog Bound of a Flow

The goal of PLP$^{\text{backlog}}(\beta_c, d_c, z_c^f)$ is to find a valid backlog bound for a flow of interest $f$ that belongs to a class $c$. By [12, Theorem 4], the objective of this linear program, is a bound on the burstiness of flow $f$ at the output of node $v$.

1) Constraints: It contains all the constraints of PLP$^{\text{delay}}$ (see Section B-A), with the following changes:

- First, for shaping constraints, we should remove the flow of interest $f$ from $F_{v,u}$. Specifically, we should replace $F_{v,u}$ by $F_{v,u} \setminus \{f\}$, i.e., the set of flows of class $c$, carried by the edge $e = (v, u)$, excluding flow of interest $f$.

- Second, we add the following constraints: Recall that $v_f$ is the source of flow of interest $f$.
  - $\forall k \in [0, \text{dp}(v_f)], F_{t(v_0,0)}^v - F_{t(v_f,f)}^v \leq b_f + r_f (t(v_0,0) - t(v_f))$.

2) Objective: The Objective is $\max \{F_{t(v_0,0)}^v - F_{t(v_0,f)}^v\}$.

C. FP-PLP$_c$: For Bounds on the Burstiness of Flows at Cuts

FP-PLP$_c(\beta_c, d_c)$ finds valid bounds on the burstiness for flows of class $c$ at cuts (i.e., $z_c^f$). We assume for each node $v$, a convex, piece-wise linear service curve (i.e., $\beta_v^c$) and a per-node delay bounds (i.e., $d_v$) are provided.

Let $F_{c}^\text{cut}$ be the set of cut flows of class $c$. For each fresh flow $f \in F_{c}^\text{cut}$, we define a variable $x_f$ that represents the burstiness of the arrival curve of flow $f$ at its source. FP-PLP$_c$ is constructed as follows: For each cut flow $f \in F_{c}^\text{cut}$, a fresh set of time and process variables is defined, and all constraints of PLP$^{\text{backlog}}$ (see Section B-B) are added to the set of constraints of FP-PLP$_c$: The common variables between constraints of different cut flows are only $x_f$ variables. Then, FP-PLP$_c$ maximizes the sum of all $x_f$ variables; [12, Theorems 7,8] shows that if the solution is bounded, the values of $x_f$ in the solution, are valid bounds on the burstiness of cut flows.

1) Constraints: For each fresh flow $f \in F_{c}^\text{cut}$ (i.e., flow $f$ has an arrival curve $\gamma_{g,f}$), we add $x_f \leq b_f$.

- For each transit flow $f \in F_{c}^\text{cut}$ (i.e., a flow that is not a fresh flow), we first define a fresh set of time and process variables, say $t$ and $F_t$, and we add all constraints of PLP$^{\text{backlog}}$, defined in Section B-B. Also, the objective of PLP$^{\text{backlog}}$ is added as an constraint for $x_f$: $x_f \leq \{F_{t(v_0,0)}^v - F_{t(v_0,f)}^v\}$. Note that for arrival curve constraints of a cut flow $g \in F_{c}^\text{cut}$, the burstiness $b_g$ is replaced by the variable $x_g$.

2) Objective: The Objective is $\max \sum_{f \in F_{c}^\text{cut}} x_f$.
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