Multi-physics simulations of lithiation-induced stress in Li$_{1+x}$Ti$_2$O$_4$ electrode particles
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Cubic spinel Li$_{1+x}$Ti$_2$O$_4$ is a promising electrode material as it exhibits a high lithium diffusivity and undergoes minimal changes in lattice parameters during lithiation and delithiation, thereby ensuring favorable cyclability. The present work is a multi-physics and multi-scale study of Li$_{1+x}$Ti$_2$O$_4$ that combines first principles computations of thermodynamic and kinetic properties with continuum scale modeling of lithiation-delithiation kinetics. Density functional theory calculations and statistical mechanics methods are used to calculate lattice parameters, elastic coefficients, thermodynamic potentials, migration barriers and Li diffusion coefficients. These quantities then inform a phase field framework to model the coupled chemo-mechanical evolution of electrode particles. Several case studies accounting for either homogeneous or heterogeneous nucleation are considered to explore the temporal evolution of maximum principle stress values, which serve to indicate stress localization and the potential for crack initiation, during lithiation and delithiation.
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I. INTRODUCTION

Scientists and engineers are exploring a vast materials space for cheaper, higher energy-density, and reliable battery materials, in response to the growing demand of portable electronics and electric vehicles.1 Understanding the suitability of the cathode and anode materials, both computationally and experimentally, has been central to battery research. Li-ion batteries are the most used rechargeable batteries today, and a considerable fraction of battery research is focused on improving the characteristics of Li-ion batteries and finding better candidates for the electrodes.

In this work, we are interested in Li$_{1+x}$Ti$_2$O$_4$ for its possible use as an electrode material. Li$_{1+x}$Ti$_2$O$_4$ is known to form different polymorphs upon lithium insertion, and the common phases include rutile, anatase, spinel, and brookite.2,3 The electric potential for lithium insertion into these structures is relatively low (∼1.5 V), enhancing the suitability of Li$_{1+x}$Ti$_2$O$_4$ as an anode material. Cubic spinel Li$_{1+x}$Ti$_2$O$_4$ and Li$_{4/3}$Ti$_5/3$O$_4$ have been shown in experiments to exhibit high lithium diffusivity, and a negligible change of lattice parameter during (dis)charging.4–6 A large change in stress during the charging process can result, via the elastic coefficients, from significant changes in lattice parameters. The high stress can initiate fracture, limiting cyclability. Low variations in lattice parameters can thus promote better cyclability.

This work presents a multi-physics and multi-scale case-study in which we investigated Li$_{1+x}$Ti$_2$O$_4$ computationally, with the aim of predicting, from first principles, the stresses that will arise within the material during repeated charging and discharging of electrode particles. In particular, we are interested in spinel Li$_{1+x}$Ti$_2$O$_4$, which belongs to the space group Fd3m. In spinel Li$_{1+x}$Ti$_2$O$_4$, 16d and 32e sites are occupied by Ti and O, respectively. We emphasize that the goal of the present work is to demonstrate how the various computational techniques at different length scales could be applied in tandem, and we used a high temperature of 800 K to magnify the kinetic effects. While specific quantitative predictions regarding electrode failure are not possible without continued development of these methods, the work presented here demonstrates that interesting insights into the chemo-mechanical processes that can limit cyclability can nonetheless be obtained.

During charge and discharge, Li$_{1+x}$Ti$_2$O$_4$ undergoes first order phase transformations. For x<0, Li$_{1+x}$Ti$_2$O$_4$ is a solid solution α phase, in which the tetrahedral 8a sites are occupied by lithium ions; after lithium insertion beyond x = 0, a second β phase forms, in which lithium ions reside in octahedral 16c sites. Between x = 0 and 1, lithium intercalation in Li$_{1+x}$Ti$_2$O$_4$ involves a two-phase coexistence process. Figure 1 shows the structures of the ideal α and β phases in (a) and (b). The thermodynamic and electronic properties of Li$_{1+x}$Ti$_2$O$_4$ have been studied by experiments and first-principles calculations.4,7,8

Lithium diffusion mechanisms and phase boundary mobility strongly influence overall battery performance. Important factors that affect macroscopic lithium insertion and removal during a topotactic two-phase reaction within a crystalline electrode are interfacial free energies and coherency strain energy. Lithium ion diffusion
FIG. 1: (a) and (b): The ideal structure of α phase Li$_1$Ti$_2$O$_4$ and β phase Li$_2$Ti$_2$O$_4$, respectively. The lithium ions reside in the tetrahedral sites and the octahedral sites formed by oxygen anions in respective Li$_1$Ti$_2$O$_4$ and Li$_2$Ti$_2$O$_4$. (c) Connection between lithium sites. The tetrahedral sites are represented by larger atoms than octahedral sites.

within the interface region must sustain the propagation of the phase boundary in a direction that will lower the overall free energy. Lithium ion diffusion in most solid solution phases of electrode materials is anisotropic due to the crystal structure. However, because of its cubic symmetry, lithium diffuses isotropically in the solid solution phase of the spinel Li$_{1+x}$Ti$_2$O$_4$. This is in contrast to two-dimensional diffusion in layered LiCoO$_2$ and one-dimensional diffusion in LiFePO$_4$. As for the coherency strain energy of two-phase coexistence, the change in the lattice parameter is observed to be less than 1% between the α and β phases of Li$_{1+x}$Ti$_2$O$_4$, and hence may not induce significant deformation of the interface. It is therefore a reasonable approximation to calculate homogeneous free energies at equilibrium lattice parameters from first principles and combine these with the ab initio computed change in lattice parameters and elastic moduli in continuum scale simulations to study the coupling between mechanics and chemistry during intercalation and deintercalation.

We have used an array of computational tools to study the thermodynamics and kinetics of Li$_{1+x}$Ti$_2$O$_4$. Density functional theory computations were used to obtain formation energies of Li$_{1+x}$Ti$_2$O$_4$ with different lithium configurations and migration barriers for lithium ion hops. The cluster expansion method was employed to parameterize the formation energy and migration barrier dependence on Li-vacancy disorder within Li$_{1+x}$Ti$_2$O$_4$. Cluster expansions and the Metropolis Monte Carlo (MMC) method were used to determine thermodynamic potentials, such as the composition-dependent Gibbs free energy and interfacial free energies. Mobility and diffusion in the solid solution phase were estimated using a combination of first-principles and kinetic Monte Carlo (KMC) computations.

Informed by quantum-mechanics- and statistical-mechanics computations, we then performed continuum scale computations for Li-ion diffusion and the mechanical stress induced by phase transformations in a phase field framework. The continuum scale computations used the following inputs from first principles computations: the free energies of the two stable phases, phase kinetics, interfacial energy and changes in the lattice parameters and elastic moduli. These computations are helpful in understanding the charge-discharge (lithiation-delithiation) kinetics and mechanical deformation that can induce mechanical failure in the anode particles. We studied the effects of different charge-discharge cycles on phase boundary movement, charge localization and peak stress evolution.

In the next section we elaborate the computational methods used in this work. Sec. III contains the main results of this work – the multi-physics approach applied to the study Li-ion kinetics in Li$_{1+x}$Ti$_2$O$_4$.

II. METHODS

In this section we describe the computational methods in this multi-physics approach, from atomistic first principles calculations to the continuum scale formulation. The thermodynamics and kinetics of the α and β phases of Li$_{1+x}$Ti$_2$O$_4$ have been previously studied by Bhattacharya et al. In this work, we use first principles computations of the thermodynamics, kinetics and
elastici\nty to inform continuum scale calculations. This includes the composition dependence of lattice parameters and elastic coefficients. The continuum scale computations use a coupled phase field and finite strain mechanics multi-physics formulation. The use of the finite strain (nonlinear elasticity) formulation distinguishes this work, as phase field computations are traditionally limited to the infinitesimal strain approximation and thus only use linear elasticity formulations. In Sections II A–II C we discuss the first-principles methods, followed by the thermodynamics and the Li-ion kinetics calculated for the Li$_{1+x}$Ti$_2$O$_4$ system. In Section II D, we elaborate on the continuum scale formulation.

A. First principles calculations

We constructed a first-principles cluster expansion to describe the energy of Li$_{1+x}$Ti$_2$O$_4$ as a function of Li-vacancy order/disorder. To accomplish this, we borrowed formation energies of 48 Li-vacancy orderings in small supercells of the primitive Li$_{1+2}$Ti$_2$O$_4$ unit cell and 4 migration barriers from the work of Bhattacharya et al.\textsuperscript{8} and extended this dataset by adding more energy information sampled in a larger configuration space. We used the VASP\textsuperscript{12,13} plane wave code to relax structures with different lithium configurations and calculate their total energies. The parameters used in the calculations are referred to in Ref. 8.

The lattice parameters of Li$_{1+x}$Ti$_2$O$_4$ can be extracted from the relaxed structures. Because the cell shape does not necessarily remain cubic after relaxation, we calculated the volumes of the relaxed structures and then converted them to lattice parameters assuming the supercells were cubic. The elastic constants are key parameters for studying the intercalation-induced mechanical response of Li$_{1+x}$Ti$_2$O$_4$. Because off-stoichiometric Li concentrations in Li$_{1+2}$Ti$_2$O$_4$ usually have arrangements that break the cubic symmetry of ideal Li$_2$Ti$_2$O$_4$ or Li$_3$Ti$_2$O$_4$, it becomes impractical to deform the structures and extract elastic constants from the energy-strain relationship. We calculated elastic constants from the stress-strain relationship using finite-differences, obtained using VASP\textsuperscript{14}.

To calculate the composition dependence of elastic constants, we followed the method by Liu et al.\textsuperscript{15} to symmetrize the elastic constants by transforming the original elastic constants by the 48 symmetry operations belonging to the cubic m\overline{3}m point group.

The migration barriers of lithium were calculated with the nudged elastic band method implemented in VASP. We identified 18 symmetrically distinct Li hops between pairs of stable tetrahedral and octahedral sites over a range of Li concentrations in addition to the four lithium hops considered by Bhattacharya et al.\textsuperscript{8}. The migration barriers were calculated in a conventional spinel cell.

B. Cluster expansion

The cluster expansion method by Sanchez et al.\textsuperscript{16–18} is a mathematical tool to describe the configuration dependence of any property of a multi-component crystal and has contributed greatly to the development of modern alloy theory in oxides.\textsuperscript{19} It has been successfully applied in the study of various crystalline materials, particularly when analyzing phase stability, order-disorder transitions and diffusion.\textsuperscript{9,20} In this study, we are interested in cluster expanding formation energies and migration barriers. The 0 K formation energy of a particular Li-vacancy ordering (labeled $\sigma$) within Li$_{1+x}$Ti$_2$O$_4$ is defined as:

$$\Delta E(\sigma) = E(Li_{1+x}Ti_2O_4) - \frac{(1 + x)E(Li_2Ti_2O_4) + (1 - x)E(Ti_2O_4)}{2}$$ \hspace{1cm} (1)

where $E(Li_{1+x}Ti_2O_4)$ is the total energy of a Li-vacancy ordering $\sigma$ and where $E(Li_2Ti_2O_4)$ and $E(Ti_2O_4)$ are total energies of fully lithiated spinel (all octahedral sites occupied by Li) and delithiated spinel, respectively. The occupation of each lithium site, $i$, within Li$_{1+x}$Ti$_2$O$_4$ is represented by a site occupation variable $S_i$ that is $+1$ if occupied by a lithium atom and $-1$ if vacant. The Li-vacancy ordering $\sigma$ within Li$_{1+x}$Ti$_2$O$_4$ can then be uniquely determined by specifying all the occupation variables $S_i$. A cluster expansion expresses the formation energy $\Delta E(\sigma)$ as a sum of products of effective interactions and polynomials of occupation variables associated with clusters of sites according to\textsuperscript{16}:

$$\Delta E(\sigma) = J_0 + \sum_{i} J_i S_i(\sigma) + \sum_{j<i} J_{ij} S_i(\sigma) S_j(\sigma) + \sum_{k<j<i} J_{ijk} S_i(\sigma) S_j(\sigma) S_k(\sigma) + \cdots$$ \hspace{1cm} (2)

The expansion coefficients ($J_i$, $J_{ij}$, etc.) are referred to as effective cluster interactions (ECI) and can be determined from first-principles using a variety of inversion methods that minimize a cross validation score\textsuperscript{21}. Models (i.e. selection of non-zero ECI in a truncated cluster expansion) can be generated with genetic algorithms\textsuperscript{22}, by deploying Bayesian approaches using prior knowledge,\textsuperscript{23} or by implementing compressive sensing approaches.\textsuperscript{24} We applied standard methodologies in our work, and the reader is referred to the cited references for further details.

C. Thermodynamics and Kinetics

First-principles calculations and cluster expansions together provide us with the composition dependence of lattice parameters, formation energies, and elastic coefficients at zero-temperature. The application of Monte Carlo simulations to the cluster expansion of the formation energy enables the calculation of the free energies.
of bulk phases and interfaces at finite temperature, as described below. Li-ion kinetics is also determined at finite temperature using kinetic Monte Carlo methods that rely on cluster expansions to describe the configuration dependence of migration barriers and the energies of the end states of Li hops.

1. Homogeneous free energy

We employed thermodynamic integration, a commonly used free energy calculation technique, to calculate the grand thermodynamic potential \( \Phi = U - TS - \mu N \) which is related to the Gibbs free energy according to \( G = \Phi + \mu N \). At constant chemical potential the grand thermodynamic potential can be calculated using:

\[
\frac{\Phi(T)}{k_B T} - \frac{\Phi(T_0)}{k_B T_0} = \int_{T_0}^{T} (E - \mu N) d\left( \frac{1}{k_B T} \right)
\]

(3)

At constant temperature, the grand thermodynamic potential can be calculated with:

\[
\Phi(\mu) - \Phi(\mu_0) = \int_{\mu_0}^{\mu} N(\mu) d\mu
\]

(4)

2. Interfacial free energy

Interfacial energy and surface energy play important roles when the size of the electrode crystallite approaches the nanoscale. Following Binder,\(^{25}\) we calculated interfacial free energies, \( \mathcal{F}_{\text{int}}(T) \), by thermodynamic integration from \( T_0 \) to \( T \) of the expression:

\[
\frac{\mathcal{F}_{\text{int}}(T)}{k_B T} = \frac{\mathcal{F}_{\text{int}}(T_0)}{k_B T_0} + \int_{1/k_B T_0}^{1/k_B T} E^{cz}(T^\prime) d(1/k_B T^\prime)
\]

(5)

The \( E^{cz}(T^\prime) \) is the excess energy due to the existence of an interface, defined by the following equation:

\[
E^{cz}(T) = E^{sys}(T) - xE_\alpha(T) - (1-x)E_\beta(T)
\]

(6)

Here \( E^{sys}(T) \) is the total energy of the system of two coexisting phases, while \( E_\alpha \) and \( E_\beta \) are the total energies of pure \( \alpha \) and \( \beta \) phases of the same size as in the studied system, and \( x \) is the fraction of \( \alpha \) phase in the system.

3. Lithium ion mobility calculation

Mobility in a homogeneous crystalline solid is a quantity that describes collective transport of mobile atoms or ions. We first calculated the self-diffusion coefficient \( D \) using kinetic Monte Carlo simulations to approximate the Kubo-Green expression\(^{27}\)

\[
D = \frac{\langle (\sum_i R_i)^2 \rangle}{2dNt}.
\]

(7)

In the above equation, \( R_i \) is the displacement of the \( i \)-th Li ion after time \( t \), \( N \) is the number of Li ions, and \( d \) is the dimension of the crystal. The self-diffusion coefficient \( D \) measures the random walk process of the geometric center of mass of the mobile lithium ions. The lithium ion mobility can be obtained by converting \( D \) through:

\[
M = \frac{x}{k_B T} D,
\]

(8)

where \( x \) is the composition of the homogeneous system.

D. The phase field model

Phase field models are commonly employed to study the evolution of spatially continuous order parameters by gradient flow kinetics. They have been widely adopted for modeling phase transformations described by the evolution of conserved (Cahn-Hilliard model\(^{28}\)) or non-conserved order parameters (Allen-Cahn model\(^{29}\)). In this work, the existence of stable \( \alpha \) and \( \beta \) phases at Lithium compositions of \( x = 0 \) (Li\(_2\)TiO\(_4\)) and \( x = 1 \) (Li\(_4\)Ti\(_5\)O\(_9\)), respectively, and a two-phase co-existence at intermediate values of the composition allows for a classical double-well representation of the free energy as illustrated in Figure 3.

In modeling the diffusive kinetics and mechanical response of electrode particles, phase field treatments have traditionally taken into account the interfacial energy, elastic strain energy and anisotropies of the crystalline electrode material. Past studies used this approach to study the formation and growth of the solid-electrolyte interface layer,\(^{30}\) revealing a diffusion-limited process. Similarly, Kao \textit{et al.}\(^{31}\) found via experiment and phase field modeling that the phase transition pathway depends on the overpotential in the lithium ion phosphate battery. Further, Lithium intercalation into nanometer-sized electrode particles,\(^{32}\) charge transport in TiO\(_2\),\(^{33}\) and large mechanical stress due to phase segregation in Li\(_4\)Mn\(_2\)O\(_4\) have also been modeled using the phase field method.

In this work, we consider a phase-field model driven by anisotropic interfacial and elastic strain energies obtained from first principles computations. Traditionally, most phase field treatments coupled with mechanics were limited to the infinitesimal-strain assumption, which does not satisfy frame invariance of the elastic strain energy function. In the presence of large strains, this induces spuriously high stresses due to unaccounted rotations and renders the model susceptible to predicting failure by the wrong mechanisms. However, our treatment is framed within nonlinear kinematics (finite strains), which nullifies the effect of rotations on the elastic strain energy with mathematical exactness. As stated in the introduction, for spinel Li\(_{1+x}\)Ti\(_2\)O\(_4\), the diffusion of lithium is close to isotropic due to high symmetry of the lattice. We therefore consider an isotropic mobility for lithium ion diffusion in the stable phases and the interface.
In this model, we consider the following free energy:

$$\Pi(x, E) = N_\nu \int [f(x) + \frac{1}{2} \kappa(\theta)(\nabla x)^2 + W(x, E)]dV \quad (9)$$

where $x$ is the composition, $f$ is the homogeneous free energy density and $E$ is the Green-Lagrange strain tensor. The latter is a frame invariant measure of strain, whose components are given by $E_{IJ} = \frac{1}{2}(F_{IK}F_{KJ} - \delta_{IJ})$. Also in component form $F_{IJ} = \delta_{IJ} + \partial u_i/\partial X_j$ is the deformation gradient tensor and $u_i$ is the displacement vector.

The first two terms in the integrand of Equation (9) represent the homogenous free energy density and the orientation dependent gradient energy density of the interfacial energy considered in Figure 2. The form of the homogeneous free energy considered is shown in Figure 3 and the orientation dependence of the interfacial energy density is given by Figure 4. Here, $\kappa$ is related to the interfacial energy as \(\gamma = 2 \int_{x_o}^{x_\beta} \sqrt{\kappa \Delta f} dx \quad (10)\)

where $\Delta f$ is the difference between homogeneous free energy density and the common tangent line between compositions at $x_o$ and $x_\beta$ (Figure 3). The exact form of homogeneous free energy density, $f$, is not very influential in the resulting phase microstructure or the dynamics by which it evolves. The magnitude of $\kappa$ is usually adjusted in order to reproduce the experimental or calculated interfacial free energy so long as the resulting interface width in the continuum scale computation is reasonable.

The third term in the integrand of Equation (9) is the elastic strain energy density, which is a function of the Green-Lagrange strain and the composition. Assuming a St. Venant-Kirchhoff type material model, the specific form of the elastic strain energy density considered here is given by:

$$W(x, E) = \frac{1}{2} \left( E_{IJ} - E^x(x) \delta_{IJ} \right) C_{IJKL}(x) \left( E_{KL} - E^x(x) \delta_{KL} \right) \quad (11)$$

where $C$ is the fourth order elasticity tensor with major and minor symmetries and cubic anisotropy, and $E^x$ is the stress-free strain introduced to model changes in the lattice parameter as a function of the composition. The composition dependence of the elastic moduli and of the lattice parameter are obtained from first-principles computations described in the next section, and the composition dependence is depicted in Figure 2.

Using a variational approach, we can derive the governing equations for the dynamics of non-equilibrium chemistry and for mechanical equilibrium. The local chemical potential $\mu$ is obtained by evaluating the variational derivative of the free energy $\delta \Pi/\delta x$, and is given by

$$\mu = \frac{\partial f}{\partial x} - \kappa \nabla^2 x + \frac{\partial W}{\partial x} \quad (12)$$

The conservation of mass governs the non-equilibrium chemistry, and is given by

$$\frac{\partial x}{\partial t} = -\nabla(-M \nabla \mu)$$

$$= \nabla \left[ M \nabla \left( \frac{\partial f}{\partial x} - \kappa \nabla^2 x + \frac{\partial W}{\partial x} \right) \right] \quad (13)$$

where $M$ is the constant mobility. This partial differential equation is complemented by boundary conditions:

$$\nabla x \cdot n = 0, \quad M \nabla \mu \cdot n = j, \quad (14)$$

where the first of the above boundary conditions is a consequence of assuming equilibrium at boundaries, while the second represents a boundary influx, $j$. Taking variations with respect to the displacement, we obtain the governing equation of quasi-static mechanical equilibrium (conservation of linear momentum), on the basis that elastic equilibrium is established much more rapidly than chemical equilibrium:

$$\frac{\delta W}{\delta u} = 0 \quad (15)$$

Following standard variational arguments this condition leads, via Euler-Lagrange equations, to the following partial differential equation:

$$P_{iJ,J} = 0 \quad (15)$$

where, $P_{iJ} = \frac{\partial W}{\partial u_{i,J}}$ are components of the stress tensor. The partial differential equation in (15) is subject to boundary conditions:

$$u_i = g_i \quad \text{on } \Gamma_u \quad \text{and } \quad P_{iJ} N_j = T_i \quad \text{on } \Gamma_P \quad (16)$$

where $\Gamma_u$ and $\Gamma_P$ are the Dirichlet and Neumann boundaries, respectively. In this formulation, the stress tensor inherits a composition dependence from the strain energy density $W(x, E)$.

Equations (13) and (15) are the governing partial differential equations for non-equilibrium chemistry and for mechanical equilibrium, respectively. We use the Finite Element Method (FEM) to solve these partial differential equations in a weak (integral) formulation. The details of the weak formulation, finite dimensional discretization and the solution schemes adopted are beyond the scope of this paper, but the methods considered are standard in the FEM literature. The numerical framework to solve the system of equations was implemented in an in-house C++ FEM code built on top of the deal.II library, and uses the Sacado library of the Trilinos project for algorithmic differentiation to generate the Jacobian matrix. Some of the details of the weak formulation, finite dimensional discretization and numerical framework can be found in related publications by the authors.
III. RESULTS AND DISCUSSION

A significant fraction of the atomistic calculations needed to connect to the continuum scale calculations have been reported before by Bhattacharya et al. in Ref. 8, and we restrict our report to the results from the atomistic calculations that are new, or essential.

A. Results of first-principles calculations

1. Lattice parameters and elastic constants

Figure 2 (top panel) shows lattice parameters as a function of number of lithium ions in a conventional spinel cell. In the common phase field models the lattice parameter is assumed to be linearly dependent on composition following Vegard’s law. In Figure 2 we see that the lattice parameter contracts after the phase transition from $\alpha$ to $\beta$, while in the $\alpha$ phase the lattice parameter increases with lithium ion density. Although the trend of lattice parameter is clear, the relative difference between Li$_{1}$Ti$_{2}$O$_{4}$ and Li$_{2}$Ti$_{2}$O$_{4}$ is small, i.e., $\sim$1% for this phase transition.

Figure 2 (bottom panel) shows the lithium composition dependence of the elastic coefficients $C_{11}$, $C_{12}$ and $C_{44}$. The individual points correspond to calculated values, whereas the lines drawn through them are third order polynomial fits. As can be seen in Figure 2, $C_{11}$ increases monotonically as the lithium composition increases. $C_{11}$ increases rapidly in the $\alpha$ solution phase from $x$=−1 to $x$=0 and slowly in the two phase region. The overall increase of $C_{11}$ from $x$=−1 to $x$=1 could be as large as 50 GPa or 30% of its value at $x$=−1. $C_{11}$, $C_{12}$ and $C_{44}$ generally depend on lithium composition in a nonmonotonic way. The assumption made in many continuum scale models that elastic constants depend linearly on composition may not be satisfied particularly for $C_{12}$ and $C_{44}$.

B. Cluster expansions

1. Cluster expansion of Li$_{1+x}$Ti$_{2}$O$_{4}$

We are interested in building a cluster expansion capable of predicting energies in single phases and within interfaces. The lithium configurations at the interface region correspond to high energy states; thus they are not well described by cluster expansions that have been optimized to more accurately predict low energy configurations. Seko et al. proposed a procedure that improves the cluster expansion model by adding structure samples in a systematic way such that the correlation between the structures is reduced. In this work, we simply add more training configurations to the cluster expansion fit that have random lithium arrangements in a $1 \times 1 \times 1$ conventional cell. Thirty-six structures corresponding to the two end states of 18 lithium transitions in the NEB calculations were added in the cluster expansion fit. This improved the cluster expansion prediction of energy differences between the end states of Li hops, and therefore also led to a more accurate prediction of migration barriers, as discussed in Section II B. No more than 50 clusters were included in the cluster expansion fit to avoid over-fitting, and a total of 92 formation energies of different configurations were used in the cluster expansion fit. The final cluster expansion includes 11 pair clusters, 9 triple clusters, and 3 quadruple clusters. The error and cross validation score of the cluster expansion is 18 meV and 27 meV per primitive cell.

To verify that this cluster expansion yields the correct phase behavior at 0 K, a series of Metropolis Monte Carlo calculations were performed that started at high temperature and that were slowly cooled down to 0 K to search
for the lowest energy states. The lowest energy states obtained from Metropolis Monte Carlo calculation were then confirmed with a genetic algorithm search. The results obtained from these calculations agree with the previous calculations reported by Bhattacharya in Ref. 8, and we refer the reader to Figure 2 therein and the associated text.

C. Thermodynamics and Kinetics

1. Homogeneous free energy

Figure 3 shows the calculated Gibbs free energies of the $\alpha$ and $\beta$ phases with Monte Carlo data obtained in a $4 \times 4 \times 4$ supercell at $T=800$ K, denoted by blue dots. We can see that the $\beta$ phase is stable in only a very narrow lithium composition interval around $x \approx 1$. The homogeneous free energy was fit with a double-well function (the solid black curve in Figure 3) for use in the phase field model.

![Free Energy Plot](image)

**FIG. 3**: Homogenous free energy representation obtained by fitting a double-well polynomial to the free energy values obtained from grand canonical Monte Carlo calculations. The blue dots are the free energy values obtained from grand canonical Monte Carlo calculations.

2. Interfacial free energy

We constructed $8 \times 4 \times 4$ and $10 \times 5 \times 5$ Monte Carlo supercells to calculate finite temperature interfacial free energies ($1 \times 1 \times 1$ is a conventional cell). The periodic screw boundary condition was imposed on the system in the Monte Carlo computation. The implementation details of this boundary condition can be found in Ref. 42. A total of 15 nonequivalent orientations of the formula $(1, \frac{M}{L}, \frac{N}{L})$, where $M, N = 0, 1, 2, 4$, were selected in the $8 \times 4 \times 4$ supercell, and similarly 21 orientations were selected for the $10 \times 5 \times 5$ supercell. The Monte Carlo computations started out at 1200 K (below the order-disorder temperature) with sharp interfaces and were run for 15000 sweeps. The temperature was lowered by 50 K after every other sweep until the temperature reached 0 K. The final systems at 0 K are lower in energy than the initial systems with sharp interfaces. However, they are not guaranteed to be the lowest energy states because the final energy may be cooling-rate dependent.

Since the continuum scale phase field computations are performed on a 2D domain, the interfacial energy anisotropy within the plane (001) is considered, and the long axis is directed along [110]. The resulting polar plot of the interfacial energy at 800 K as calculated in the $10 \times 5 \times 5$ system is shown in Figure 4.

**FIG. 4**: Polar plot of 2D interfacial free energy (eV/Å²). The 0 deg and 45 deg correspond to [100] and [110] direction, respectively.

3. Lithium ion kinetics

High lithium ion mobility, which in part determines the battery charge/discharge rate, is one of the major criteria for selecting promising lithium ion battery electrodes. As most intercalation electrodes experience phase transformations during battery charge/discharge (lithiation/delithiation), lithium ion diffusion within the crystallites is determined not only by its mobility in the single phases but also across interfaces in the two-phase region. Despite its importance, only an “apparent diffusion coefficient” is usually measured for the two-phase region by fitting experimental data to equations derived from Fick’s law of diffusion and its reliability is doubtful. Numerical results with phase field models show that the error induced is large when the lithium composition reaches the two phase region, especially within the spinodal region. Attempts have been made to develop models that explicitly treat phase boundary movement, e.g., the moving boundary model, and the mixed control phase transformation model.
Lithium ion transport in the electrodes may be either limited by diffusion in the stable phases or controlled by the mobility of the interface. It has been reported that the rate of lithium insertion into graphite during two-phase reactions is determined by diffusion in the stable phases. In \( \text{Li}_4 \text{Ti}_5 \text{O}_{12} \), in contrast, the measured diffusion coefficient in the stable phases is much higher than that in the two-phase region, which suggests that phase boundary mobility is rate limiting during \( \text{Li} \) insertion or removal.\(^{48}\) Analysis of lithium diffusion in vanadium oxide films also suggests that the kinetics of the two phase process is controlled by the phase boundary mobility.\(^{49}\) For more complex cases, asymmetry of lithium ion mobility in stable phases leads to asymmetrical charge/discharge process\(^{50}\) and pinning of phase boundary movement.\(^{50}\) Despite this dependency, most continuum scale models assume a diffusion-limited process to simplify the problem.\(^{51}\)

In the present work we systematically studied the mobility of the interface, and found that the mobility in the interface region is about three orders of magnitude higher than the \( \alpha \) phase, indicating that the mobility is in fact diffusion limited.\(^{42}\) For the continuum scale computations in the solid-solution phase, we consider a constant mobility corresponding to the self diffusion coefficient value of \( 10^{-5} \text{ cm}^2/\text{s} \), and as explained earlier, the mobility is assumed to be orientation independent.

We calculated the lithium ion diffusion coefficient in the \( \alpha \) solution phase ranging from \( x = -1 \) to \( x = 0 \), and related it to the global mobility via Eq. 8. The kinetic Monte Carlo simulations of diffusion in the \( \alpha \) phase using an energy landscape searching algorithm indicated that hops occurred exclusively between nearest neighbor tetrahedral sites; therefore only this type of transition was allowed in subsequent kinetic Monte Carlo simulations and the energy landscape searching algorithm was no longer used. Because the lithium diffusion coefficient in the solution phase of \( \text{Li}_{1+x} \text{Ti}_2 \text{O}_4 \) is isotropic, a simple periodic boundary condition for studying diffusion of lithium in (100) was used, with a \( 6 \times 6 \times 6 \) unit cell at \( T=800 \) K. Straightforward KMC calculations with 500 to 1000 sweeps (in each KMC calculation, at each Li composition) were performed, and the corresponding diffusion coefficients were then calculated with the help of Eq. 7. Figure 5 shows the calculated mobility in the solid solution phase at \( T=800 \) K. The trend of the curves is the same as the diffusion coefficient calculated by Bhattacharya et al.\(^{8}\) The diffusion coefficient reported there was smaller as it was calculated at room temperature, in contrast to 800 K in the present work.

D. Continuum scale simulations

The continuum scale computations are primarily aimed at (a) understanding the evolution of lithium ion composition and diffusion kinetics during charging/discharging cycles, and studying the effects of hetrogeneous nucleation sites or defects on the overall diffusion kinetics, and (b) studying the mechanical response and stress variations during the diffusion processes due to the dependence of the elastic moduli and lattice parameters on the lithium ion composition. These two studies have been constructed so as to provide a qualitative picture of the efficiency of lithiation/delithiation processes in terms of charge distribution and localization, and also to understand the effect of spatial and temporal stress fluctuations on the material degradation that can affect the cycleability of these electrode particles. First, we describe the problem setup (geometry, initial conditions and boundary conditions), and then present the results of the continuum scale studies.

1. Problem setup

We consider a circular domain of radius 1.0 \( \mu \text{m} \) as the geometry of the electrode particle, and all the computations presented here are restricted to two dimensions (Figure 6). Mechanically, the electrode particles are only subjected to a minimal set of Dirichlet boundary conditions on the displacement field to prevent rigid body motion. The composition field is driven by radially symmetric flux (Neumann) boundary conditions that induce an inward/outward flux of lithium ions. The temporal variation and cycling of the boundary flux (inward/outward) are depicted in Figure 7. These conditions on the displacement field and the Lithium ion flux remove any null space from this two-field (composition and displacement) multi-physics formulation and ensure the numerical stability of the simulations. Finally, since the computations are initial boundary value problems (IBVPs), one also needs to specify initial conditions on the composition field. We use the initial conditions to specify either a system in which homogenous nucleation dominates (no heterogeneous nucleation sites) or a system in which nucleation is dominated by the presence of nucleation sites, modeled here as circular regions of 0.1 \( \mu \text{m} \) radius (Fig-
FIG. 6: Problem geometry (circular domain of radius 1.0 µm) and composition initial conditions corresponding to homogenous nucleation (no nucleation sites) and heterogenous nucleation (2, 3 and 5 nucleation sites). Shown are the locations of the nucleation sites, each modeled as a circular region of 0.1 µm radius with a composition value \( x = 1 \). The legend indicates the Lithium ion composition.

The motivation for including nucleation sites is driven by the physical understanding that these electrode particles are not spatially uniform and may have material defects or other heterogeneities, which enhance nucleation. It is expected that heterogeneous nucleation dominates over homogeneous nucleation in all except defect-free systems.

Recall that since the diffusion kinetics is very slow compared to elastic wave speeds, we assume the material to always be in elastic equilibrium and neglect inertial effects. Thus we model the mechanics problem as quasi-static without inertial terms. The initial conditions for the mechanics problem are zero displacement field with no pre-stress.

2. Lithium diffusion kinetics

In this study, we consider four different IBVPs, each with different initial conditions used to model the homogenous/heterogenous nucleation. The first set of computations were carried out assuming a homogenous domain with no nucleation sites, and the subsequent computations considered multiple spatially distributed nucleation sites. Here, we only present results for the problems with two, three, and five nucleation sites whose sizes and spatial distributions are shown in Figure 6. As previously stated, the lithiation/delithiation process is modelled by the application of an axisymmetric inward/outward flux on the surface of the circular domain. The time-varying flux profile considered in these studies is shown in Figure 7, where a positive value indicates influx and a negative value indicates outflux.

The temporal evolution of lithium composition during the lithiation/delithiation cycles shows patterns of phase evolution within the electrode particle. Figure 8 shows the time evolution of lithium ion composition in the presence of zero, two and five nucleation sites. With no nucleation sites there is no breaking of the axisymmetry of the composition field. However, even in this case, the rapid lithiation/delithiation leaves behind regions of depletion \( (t = 0.45 \text{ ms}) \) and accumulation \( (t = 0.9 \text{ ms}) \). This suggests that to avoid such phase localization within electrode particles, the lithiation/delithiation rates must be carefully controlled. These patterns of lithium localization are more prominent as well as complex in computations with heterogeneous nucleation sites, which break the symmetry. In these cases, two important observations are that (i) lithium depletion/accumulation occurs primarily around nucleation sites, and that (ii) heterogeneous nucleation leads to complex spatial patterns of lithium distribution as seen in the two nuclei and five nuclei case at time \( t = 0.3 \text{ ms}, t = 0.45 \text{ ms}, t = 0.6 \text{ ms} \) and \( t = 0.9 \text{ ms} \).

3. Mechanical response and stress evolution

An important factor in the performance degradation of electrode materials is the mechanical failure of electrode particles through fracture\(^{52,53}\). While we do not explicitly model material degradation by fracture/damage mechanisms in the current work, we can still obtain a useful qualitative picture of material degradation by tracking the stress distribution and evolution of peak stress values during the lithiation/delithiation cycles. The peak stress values are important, since fracture and voiding in brittle and ductile materials, respectively, are initiated at
FIG. 8: Time snapshots of Lithium ion composition during the lithiation/delithiation cycles. Shown are the composition fields at time $t = 0.3$ ms, $t = 0.45$ ms, $t = 0.6$ ms and $t = 0.9$ ms for the problems with no nuclei, two nuclei and five nuclei. The blue regions with composition close to $x = 0$ are in the $\alpha$ phase and the red regions with composition close to $x = 1$ are in the $\beta$ phase. Intermediate values of the composition correspond to the two-phase regions.

points with critical values of the relevant stress measures such as the maximum principal stress and the related Mode-I/Mode-II opening tractions for fracture, and the maximum hydrostatic stress for voiding. In this work we identify the temporal evolution of the maximum principle stress values from which the other measures can be obtained. The spatial distribution of stress and stress localization observed in the presence of zero, two and five nucleation sites are shown in Figure 9.

The computations indicate that the peak stress values occur at the surfaces of the nucleation sites and at the sites of lithium localization. This spatial distribution of peak stresses is explained by the fact that the interfaces are phase boundaries characterized by discontinuously changing lattice parameters and elastic moduli, which induce large stresses. Further, the spatial distribution of peak stress values is strongly dependent on the heterogeneity induced by the nucleation sites. As seen in Figure 9, the peak stress profiles are significantly different for the IBVPs with two and five heterogeneous nucleation sites when compared to the case with no heterogeneous nucleation sites.

Using a maximum principle stress criterion for fracture, one can expect to see crack initiation and evolution from material points in the domain where the peak maximum principle stress value exceeds a critical value. In the absence of data about the critical value of the maximum principle stress for crack initiation, we examine the evolution of peak stress values in the electrode particle and the effect of lithiation/delithiation cycles by plotting the time evolution of the peak maximum principle stress magnitude (Figure 10). These simulations indicate that the peak stress values are higher in the case of heterogeneous nucleation and that the peak values increase with the number of nucleation sites. This observation, coupled with the spatial distribution of stress shown in Figure 9 indicate that there is an enhanced possibility of fracture and voiding in the vicinity of nucleation sites.

Further, we see a convergent behavior with respect to number of nucleation sites, clearly shown by the similar peak stress profiles for the cases of two, three and five heterogeneous nucleation sites. This indicates that in the limit of numerous randomly located heterogeneous nucleation sites, one could obtain a characteristic peak stress distribution profile for a given electrode particle geometry and lithiation/delithiation cycles. Some details of our observations, such as the stress profile and its time evolution, may be influenced strongly by the specific lithiation/delithiation cycles chosen in these simulations, the circular geometry, and other IBVP-specific choices. However, the broad qualitative trends of the peak stress profiles and their time evolution can be very important to the design of lithiation/delithiation cycles and the understanding of the electrode particle performance and possible degradation.

IV. CONCLUSION

The atomistic calculations on the Li$_{1+x}$Ti$_2$O$_4$ system reported here add to the calculations reported in Ref. 8, and supply the necessary quantities used in the continuum scale studies. Here we have reported the elastic coefficients $C_{11}$, $C_{12}$ and $C_{44}$ of Li$_{1+x}$Ti$_2$O$_4$, as well as the Gibbs free energy and the interfacial energy between the $\alpha$ and the $\beta$ phases of Li$_{1+x}$Ti$_2$O$_4$ at 800 K. The calculated mobility indicates that transport in Li$_{1+x}$Ti$_2$O$_4$ is diffusion-limited. This same approach could be imple-
Flux, and perhaps automated, for a wide array of electrode materials in order to provide the groundwork for analogous simulation studies. This may encourage wider application of these methods to study battery electrode materials.

For the continuum scale studies, we considered a phase field framework for modeling the chemo-mechanical problem of phase transformations coupled with mechanics. The numerical framework is based on a coupled phase field and finite strain mechanics formulation. The latter choice distinguishes this work as traditionally phase field and finite strain mechanics formulation. The latter choice distinguishes this work as traditionally phase field computations are limited by the infinitesimal strain approximation.

The continuum scale simulations provide insights to the kinetics (spatial distribution of Lithium ion concentration) and mechanics (stress profiles and peak stress value evolution) and how these are affected by the lithiation/delithiation processes. Specifically, the peak stress profile is observed to be associated with the presence and the density of nucleation sites and its time evolution is associated with the rates of the imposed lithiation/delithiation cycles. As discussed, these stress profiles and peak stress values are important for understanding fracture and voiding.

Thus, continuum scale studies, informed by first principles, MMC and KMC studies, have a potential role to play in optimizing lithiation/delithiation cycles and predicting the effects of nucleation sites on the overall performance and mechanical degradation of electrode particles. First principles parameterizations of continuum simulations allow us to better understand battery performance via the simulation of lithiation/delithiation dynamics and studying the resulting Lithium ion diffusion kinetics and mechanical response, and thus potentially contribute to the design optimization of Lithium ion batteries.
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