Porosity Characterization of Thermal Barrier Coatings by Ultrasound with Genetic Algorithm Backpropagation Neural Network
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Porosity is considered as one of the most important indicators for the characterization of the comprehensive performance of thermal barrier coatings (TBCs). In this study, the ultrasonic technique and the artificial neural network optimized with the genetic algorithm (GA_BPNN) are combined to develop an intelligent method for automatic detection and accurate prediction of TBCs’s porosity. A series of physical models of plasma-sprayed ZrO2 coating are established with a thickness of 288 μm and porosity varying from 5.71% to 26.59%, and the ultrasonic reflection coefficient amplitude spectrum (URCAS) is constructed based on the time-domain numerical simulation signal. The characteristic features ($f_1$, $f_2$, $A_{max}$, $\Delta A$) of the URCAS, which are highly dependent on porosity, are extracted as input data to train the GA_BPNN model for predicting the unknown porosity. The average error of the prediction results is 1.45%, which suggests that the proposed method can achieve accurate detection and quantitative characterization of the porosity of TBCs with complex pore morphology.

1. Introduction

Thermal barrier coatings (TBCs) are widely used in the aerospace industry to protect critical components from wear, erosion, corrosion, or thermal oxidation [1]. The thermal insulation performance of TBCs as well as their strain compliance required to accommodate the thermal expansion coefficient mismatch between metal and ceramic upper layers strongly depends on its porosity. Porosity can significantly affect the comprehensive performance of TBCs [2, 3]. Hence, how to effectively characterize the microstructure is a mandatory requirement for optimizing TBCs performance, monitoring service life, and developing new TBCs [4, 5]. Nondestructive testing (NDT) technology has been considered as an ideal solution.

Numerous nondestructive methods have been proposed for quantitative determination of porosity in TBCs, such as thermography method [6–10], terahertz technique [11], X-ray [12], and effective medium theory [13]. Among all existing methods, the ultrasonic technique is a relatively inexpensive, fast, and reliable nondestructive method, which has been widely used to detect porosity in thermally sprayed...
coatings [3, 14–17]. A representative method is to use ultrasonic parameters in thermally sprayed coatings, usually longitudinal wave velocity and ultrasonic attenuation, to evaluate its properties, including porosity [15, 17–20]. For example, a trend line or corresponding expression between the velocity/attenuation and porosity for the coatings investigated is used to estimate the porosity content of other parts with the same coatings by measuring their thickness and velocity [17, 19]. However, the relationship between ultrasonic characteristic parameters and coating porosity is complex and nonlinear, and there are many uncertainties in predicting porosity. And the process of establishing a fitting curve or empirical formula can be an expensive and time-consuming process. A recent breakthrough in computation and artificial intelligence provides a new solution for porosity prediction.

The machine learning method has been proved to be a powerful tool to deal with complex multiparameter and nonlinear problems, especially for dealing with highly nonlinear noise and incomplete data sets [21–23]. In recent years, machine learning approaches such as artificial neural networks (ANNs) have been widely used in the nondestructive testing area [24–26], especially for the porosity characterization of thermal barrier coatings. Li et al. [27] used infrared thermal images and the algorithm that combines grey gradient space histogram entropy and sparse representation-based classifier to detect the porosity. Ye et al. [28] implemented a novel hybrid method based on the support vector machine algorithm optimized by the cuckoo search algorithm (CS-SVM) for predicting microstructural features of thermal barrier coatings using various process parameters, such as porosity. Ye et al. [29] established a novel approach based on terahertz time-domain spectroscopy combined with principal component analysis support vector machine (PCA-SVM) to characterize microstructural features of thermal barrier coatings using various process parameters, such as porosity. The experimental results revealed that the proposed method can be implemented for characterizing microstructural features efficiently. The above work shows that machine learning can be used to characterize the porosity of thermal barrier coatings by combining infrared thermal technology, terahertz technology, and various processing parameters. At the same time, machine learning has also been applied in the field of ultrasound. Timo et al. [30] proposed a convolution neural network to evaluate the change of feasible data of ultrasonic tomography to determine the porosity and curvature of porous materials, and the method is feasible. However, the absolute error is higher than 10% for the low porosity medium. Ma et al. [31] proposed a hybrid method that combines the BP neural network optimizing Gaussian process regression algorithm and the ultrasonic technique and can be used to characterize porosities of thermal barrier coatings. Li et al. [32] developed a characterization method based on a support vector machine model based on the particle swarm optimization algorithm (PSO-SVR) to predict the porosity of the AlSi-polyester seal coating. The experimental results suggest that ultrasonic attenuation coefficients obtained by continuous wavelet transform rely on porosity. However, the above work requires complex signal process methods to extract characteristic parameters for the training network model, which is a time-consuming process.

In this study, a new method is proposed to quantitatively characterize the porosity of thermal barrier coatings by using a machine learning algorithm and ultrasonic technology. First, the ultrasonic numerical simulation model is established to simulate the interaction of ultrasonic waves with different porosities of thermal barrier coatings. Next, the BP neural network model optimized by the GA algorithm is proposed, and the characteristic parameters in the time and frequency domain of ultrasonic responses, which are dependent on the porosities, are extracted as inputs, whereas the porosity of thermal barrier coatings is used as outputs. Finally, the feasibility and validity of the developed GA-BPNN approach are verified.

2. Numerical Simulation Method

2.1. Detection Method and Characteristic Parameter Extraction. Figure 1 shows the schematic diagram of the wave propagating perpendicularly in the three-media structure consisting of water (Z1)/coating (Z2)/substrate (Z3). A broadband longitudinal wave propagates in it and generates an infinite series of acoustic reflection and transmission signals. Because the TBCs are usually tens to hundreds of microns in thickness, the echoes reflected from the sequence interfaces usually overlap. It is difficult to directly extract the time-domain characteristics. In this paper, a normalized URCA technique is utilized to obtain the frequency-domain characteristic.

The frequency dependence of the reflection coefficient \( R(f) \) of the coating can be written as [14, 33]

\[
R(f) = \frac{\sqrt{Re^2 + Im^2}}{(1 + r_{12}r_{23}\exp(-2\alpha d))^2 - 4r_{12}r_{23}\exp(-2\alpha d)\sin^2(2\pi f d/c) + (r_{12}r_{23}\exp(-2\alpha d))^2 - 4r_{12}r_{23}\exp(-2\alpha d)\sin^2(2\pi f d/c))^{1/2}}
\]

(1)

where \( r_{12} \) and \( r_{23} \) are the reflection coefficients of the interfaces between coupling medium 1/coating 2/substrate 3, respectively. \( d, \alpha \), and \( c \) are the coating thickness, ultrasonic attenuation coefficient, and longitudinal wave velocity of the coating, respectively.

A series of extreme values of URCA will be reached when \( \sin(4\pi f d/c) = 0 \), that is,

\[
f_n = \frac{nc}{4d}
\]

(2)

where \( f_n \) is the harmonic frequency.

The longitudinal wave velocity of a material depends on Young’s modulus and the density of the material, and its expression is

\[
c = \sqrt{\frac{E}{\rho}}
\]

(3)

where \( E \) is Young’s modulus and \( \rho \) is the density of the material.
It can be found from equations (1)–(3) that the density and elastic modulus of the coating change due to the existence of pores in the coating, which leads to the change of longitudinal wave sound velocity, reflection, and attenuation coefficient of the material and finally leads to the existence of pores in the coating, which leads to the change of pendent elastic constants:

\[
\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{33} \\
\sigma_{12} \\
\sigma_{23} \\
\sigma_{31}
\end{bmatrix} = \begin{bmatrix}
C_{11} & C_{12} & C_{12} & 0 & 0 & 0 \\
C_{12} & C_{11} & C_{12} & 0 & 0 & 0 \\
C_{12} & C_{12} & C_{11} & 0 & 0 & 0 \\
0 & 0 & 0 & C_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & C_{44} & 0 \\
0 & 0 & 0 & 0 & 0 & C_{44}
\end{bmatrix} \begin{bmatrix}
\varepsilon_{11} \\
\varepsilon_{22} \\
\varepsilon_{33} \\
2\varepsilon_{12} \\
2\varepsilon_{23} \\
2\varepsilon_{31}
\end{bmatrix},
\]

where \(\sigma\) is stress and \(\varepsilon\) is strain. From the wave equation, the elastic constant of the material and the density of the material are determined, and the sound velocity of the material can be calculated. In this paper, the microstructure characteristics of ZrO\(_2\) coating are studied, and the Hudson model used in the geophysical survey is used to modify the elastic parameters of ZrO\(_2\). The parameters required in the numerical calculation are shown in Table 2 [37].

### 2.3. Construction of Pore Models with Different Porosities in ZrO\(_2\) Coating

According to the in situ modeling principle of SEM photos, a series of 24 physical models with the same pore morphology and pore distribution but different porosities are constructed. The porosity of the physical model varies from 5.7\% to 26.59\%, covering 7\% to 25\% of the porosity of common ceramic coatings. The physical models constructed by this method have the following advantages: (1) compared with other methods, they are similar to the actual morphology of pores in ZrO\(_2\) coating, which makes the calculation more reliable; (2) porose morphologies of different porosity models are equivalent. Following the principle of controlling a single variable, the longitudinal wave velocity only changes with porosity, and the research results are more rigorous.

For the physical model of ZrO\(_2\) coating, the ultrasonic numerical simulation is carried out by the finite difference time-domain method (FDTD). The main parameters used in the simulation are shown in Table 3.

The pulse-echo reflection method is used to simulate the narrow pulse sound source with a frequency of 5 MHz. The waveform of the sound source is shown in Figure 2, and the physical model used in the simulation is shown in Figure 3.

### 3. Artificial Neural Networks and GA-BPNN

#### 3.1. Artificial Neural Networks

ANN generally acquires knowledge by training on a lot of input data and stores the information in the weights and biases of the neural networks and transmits information through forwarding propagation through the networks [38]. Backpropagation neural network (BPNN) is first proposed by Rumelhart et al. in 1985, which is the improvement of ANN algorithm learning representation
by backpropagating errors [39]. Generally, a BPNN model consists of three layers, including one input layer, at least one hidden layer, and one output layer. The neuron is the basic structure unit of neural network models, which distributes in different layers, and can be highly interconnected with other neural in adjacent layers according to a certain topological structure. Figure 4 shows a three-layer architecture of BPNN, with the flow of the information presented.

**Table 2: Material parameters in numerical calculation of ultrasonic testing.**

| Medium            | $C_{11}$ (MPa) | $C_{12}$ (MPa) | $C_{44}$ (MPa) | Density (kg·m$^{-3}$) | $V_1$ (m/s) |
|-------------------|----------------|----------------|----------------|-----------------------|-------------|
| ZrO$_2$ coating   | 142740         | 70039          | 36200          | 6500                  | 2957.65     |
| 20°C air          | 0.1467         | 0.1467         | 0              | 1.24                  | 344         |

**Table 3: Parameter and value used for ultrasonic numerical simulation.**

| Parameter                        | Value          |
|----------------------------------|----------------|
| Center frequency                 | 5 MHz          |
| Velocity of water                | 1497 m/s       |
| Thickness of the coating         | 288 $\mu$m     |
| Velocity of ZrO$_2$              | 2957.65 m/s    |

**Figure 2: Source wave used in the simulation.**

**Figure 3: Physical model used in the simulation.**
3.2. GA-BPNN Method. A multi-layered BPNN model with appropriate configuration enables the solution of complex systems. However, some disadvantages still exist according to the random selection of initial weights and thresholds of the BPNN model, such as overfitting and local minima problems, which can mitigate the accuracy of predicted results [40]. Bayesian regularization algorithm is adopted as the training algorithm to overcome the shortcoming of overfitting [41]. Meanwhile, an improved genetic algorithm backpropagation neural network (GA-BPNN) model is implemented to optimize the parameters and topology of the BPNN model and to avoid local convergence and obtain accurate solution [42]. The genetic algorithm with global stochastic search capacity is applied to optimize the original biases and weights of BPNN to help BPNN converge more quickly and find an accurate solution [43].

The main operation of the genetic algorithm can be summarized as follows [44]: (i) randomly generate an initial population with several individuals and (ii) evaluate the fitness value of all individuals with the predefined fitness function (mean absolute percentage error, MAPE) [45]. Individuals with high fitness values are prone to produce the next generation. (iii) Selection operation, crossover operation, and mutation operation are implemented to generate subgeneration of individuals from existing individuals in the population. (iv) Repeat steps (ii) and (iii) until the optimum individual is obtained. Figure 5 shows the flow chart of the BPNN model optimized with the genetic algorithm. Firstly, the initial population that can be encoded by the initial set of total sets contains four extracted sensitive features such as resonance frequency maximum value \( f_1 \), resonance frequency minimum value \( f_2 \), amplitude \( A_{\text{max}} \) corresponding to \( f_1 \), and amplitude difference \( \Delta A \) corresponding to \( f_1 \) and \( f_2 \) from Figure 7. The normalized characteristic parameters are shown in Figure 8. It is observed that the normalized amplitude of extracted features varies with porosity, which indicates that after normalization, the extracted features from ultrasonic signals are a function of porosity.

To ensure the accuracy and robustness of the neural network, 5 varying levels of Gaussian random noise (1%, 2%, 3%, 4%, and 5% relative to the original data) are added to the features, for expanding the data sets.

4.3. GA-BPNN Training and Testing. In this paper, the GA-BPNN model with three layers has been proposed to predict unknown porosities of thermal barrier coatings. A trial-and-error method is implemented to determine the optimal structure of the network model, and the network structure that is adjusted repeatedly until attaining optimal performance, which can mitigate overfitting to a great extent. As shown in Figure 4, the optimal structure of the GA-BPNN model is set to 4-3-1 (four neurons in the input layer, three neurons in the hidden layer, and one neuron in the output layer). The four parameters \( (f_1, f_2, A_{\text{max}}, \Delta A) \) are selected as input variables of the network model, and the porosity of different thermal barrier coatings is the output of the model. Table 4 shows the configuration parameters of the GA-BPNN model for predicting the porosity of thermal barrier coatings.

4.2. Feature Selection. Sequentially read characteristic parameters such as resonance frequency maximum value \( f_1 \), resonance frequency minimum value \( f_2 \), amplitude \( A_{\text{max}} \) under different porosity is obtained by spectrum analysis of the time-domain signal, shown in Figure 7. It is observed that the resonance frequency of the ultrasonic reflection coefficient amplitude spectroscopy of coating with larger porosity moves towards the low-frequency band, and the higher the porosity, the greater the deviation. At the same time, the amplitude of normalized amplitude spectrum also varies with porosity.

4.4. Results and Discussion

4.1. Simulated Results. Figure 6 shows time-domain signals of the numerical simulation, which are obtained when the coating porosity is 5.71% minimum and 26.59% maximum, respectively. It can be seen from the figure that the reflection echo from the bottom of the coating with the coating porosity characteristics is submerged in the surface wave, which cannot be directly analyzed effectively. The ultrasonic reflection coefficient amplitude spectroscopy of coating porosity moves towards the low-frequency band, and the higher the porosity, the greater the deviation. At the same time, the amplitude of normalized amplitude spectrum also varies with porosity.
The 132 data sets are randomly divided into 117 training datasets to train the network model to acquire the optimized weights and biases and ultimately ensure the accuracy of the model and 15 sets of data which are implemented to identify the performance of the trained network.

Figure 5: The flow chart of the GA_BPNN model.

Figure 6: Simulation signals of coatings with 5.71% minimum and 26.59% maximum, respectively.

Figure 7: Numerical simulation results of the amplitude spectrum of the sound pressure reflection coefficient of ZrO₂ coating with different porosity.
4.4. Porosity Prediction Results and Discussion. After the training process, Figure 9 shows the training effects of the GA-BPNN model using 117 training data sets. It shows that all data follow the best fit line, which indicates that there is good consistency between the output value and the measured value. Then, according to the well-trained GA-BPNN model, the remaining 15 testing data sets are implemented to verify the performance of the network.

Figure 10 shows the predicted porosities of the thermal barrier coatings using the proposed GA-BPNN method. It can be seen that the predicted values of porosity are in good agreement with the measured values of porosity. In this case, the relative errors of the proposed method are all less than 10%.

Table 4: The configuration parameters of the GA-BPNN model.

| Name  | Parameters     | Value  |
|-------|----------------|--------|
| BPNN  | Learning rate  | 0.0015 |
|       | Training goal  | 0.0001 |
|       | Epoch          | 1000   |
|       | Training function | Trainlm |
|       | Transfer function | Sigmoid |
| GA    | Cycle index    | 10000  |
|       | Maxgen         | 60     |
|       | Selectivity factor | 1.0     |
|       | Crossover factor | 0.3     |
|       | Mutation factor | 0.1    |

Figure 11: The relative error of the actual value and predicted value.

4.4. Porosity Prediction Results and Discussion. After the training process, Figure 9 shows the training effects of the GA-BPNN model using 117 training data sets. It shows that all data follow the best fit line, which indicates that there is good consistency between the output value and the measured value. Then, according to the well-trained GA-BPNN model, the remaining 15 testing data sets are implemented to verify the performance of the network.

Figure 10 shows the predicted porosities of the thermal barrier coatings using the proposed GA-BPNN method. It can be seen that the predicted values of porosity are in good agreement with the measured values of porosity. In this case, the relative errors of the proposed method are all less than 10%.
6.2% as shown in Figure 11 and the average of the errors is 1.45%, which indicates that the proposed method can accurately predict the porosities. Therefore, the extracted characteristic features are implemented to train the proposed GA-BPNN model for quantitatively evaluating the size of porosity, which is reliable and feasible.

5. Conclusion

In this paper, a hybrid nondestructive testing method is proposed to detect and quantitatively characterize the porosity of thermal barrier coatings using the ultrasonic technique and neural networks. The artificial neural network optimized with the genetic algorithm (GA-BPNN) is developed, with the SEM in situ model simulation offering sufficient ultrasonic signals for training and testing. A total number of 132 data sets are used to train and test the performance of the GA-BPNN model. The porosity prediction error is less than 6.2% and the average error is 1.45%. The results show that the hybrid nondestructive testing method, which combines ultrasonic technology, numerical simulation, and genetic BPNN model, is proved to be a powerful tool to characterize the porosity of porous materials and can be used to develop a neural network model to automatically characterize the porosity of thermal barrier coatings.
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