An Infrared Image Target Segmentation Based on Improved Threshold Method
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Abstract—In recent years, infrared images have been applied in more and more extensive fields and the current research of infrared image segmentation and recognition can't satisfy the needs of practical engineering applications. The interference of various factors on infrared detectors result in the targets detected presenting the targets of low contrast, low signal-to-noise ratio (SNR) and fuzzy edges on the infrared image, thus increasing the difficulty of target detection and recognition; therefore, it is the key point to segment the target in an accurate and complete manner when it comes to infrared target detection and recognition and it has great importance and practical value to make in-depth research in this respect. Intelligent algorithms have paved a new way for infrared image segmentation. To achieve target detection, segmentation, recognition and tracking with infrared imaging infrared thermography technology mainly analyzes such features as the grayscale, location and contour information of both background and target of infrared image, segments the target from the background with the help of various tools, extracts the corresponding target features and then proceeds recognition and tracking. To seek the optimal threshold of an image can be seen as to find the optimum value of a confinement problem. As to seek the threshold requires much computation, to seek the threshold through intelligent algorithms is more accurate. This paper proposes an automatic segmentation method for infrared target image based on differential evolution (DE) algorithm and OTSU. This proposed method not only takes into consideration the grayscale information of the image, but also pays attention to the relevant information of neighborhood space to facilitate more accurate image segmentation. After determining the scope of the optimal threshold, it integrates DE’s ability of globally searching the optimal solution. This method can lower the operation time and improve the segmentation efficiency. The simulation experiment proves that this method is very effective.
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I. INTRODUCTION

Any object in the normal state, its surface will emit infrared, infrared energy increases with the temperature. The infrared thermal imager can obtain the thermal infrared image of the object by receiving the thermal radiation emitted by the detected object without touching the object. At present, infrared thermal imaging technology is widely used in many scientific research fields: missile, rocket, composite material detection, heat conduction research, mechanical fault diagnosis and so on [1]. Infrared is an electromagnetic wave with the same essence as radio wave and visible light. The discovery of infrared ray is a leap in human understanding of nature. The technology of using a special electronic device to convert the temperature distribution on the object surface into an image visible to human eyes and display the temperature distribution on the object surface in different colors is called infrared thermal imaging technology; In essence, it is the thermal image distribution of the infrared radiation of each part of the measured target object. Image segmentation is the premise and foundation to solve all image problems, and the result of image segmentation is directly related to the effect of later image processing. Therefore, the segmentation of infrared image has always been a hot issue for people to study, and it has a certain practical significance to conduct in-depth research on this topic. Compared with visible images, infrared images generally have some disadvantages, such as poor contrast between target and background, blurred edge, high noise and so on. Firstly, the infrared image has the disadvantages of low signal-to-noise...
ratio and contrast, and the edge and texture features are not obvious; secondly, because the infrared imaging system is vulnerable to atmospheric radiation, and the infrared detector also has the noise that can’t be eliminated, which makes the target signal in the infrared image is very weak when the target is far away, and the background of the target is complex Clutter, the target is likely to be submerged in the complex background and noise, these factors lead to the target detection and tracking problems become more difficult [2]. Image segmentation is to segment an image into several segments or regions, and extract meaningful and interesting parts, which is a key step in image processing and image analysis [3]. Image segmentation is a basic field in image analysis. Firstly, segmentation is the key step of image preprocessing, which is the basis of image processing techniques such as detection and feature extraction. On the other hand, image segmentation can also be applied to image compression and video processing, which need to save memory space [4]. The inherent particularity of infrared target image makes it more difficult to segment, which is mainly reflected in that the infrared imaging is heat source imaging, the target and boundary in the image are blurred; the target itself has no obvious shape, size, texture and other information to use; the imaging area of the target is small, often accompanied by weak signal intensity, so the target segmentation should be carried out under the condition of low signal-to-noise ratio. Because of the complexity, the contrast of the infrared vehicle target image is low and the segmentation is difficult [5].

Since the infrared imaging guidance technology has been studied in the United States in the 1970s, infrared target segmentation algorithm has started developing rapidly. Reed et al. has further simplified the matched filter so as to detect the moving target at the same speed of the filter at the circumstance of low signal-to-noise ratio (SNR) [6]. Blostein et al. has applied the hypothesis test method of multi-segmentation and achieved the tracking of moving targets [7]. Yu Jiaxue et al. has proposed to combine CA with OTSU and applied it to the study of the target recognition and diagnosis of electrical equipment [8].

After over 40-year in-depth research, scholars have come up with dozens of infrared target segmentation methods, mainly including threshold segmentation, edge segmentation and region segmentation. Among conventional image segmentation methods, threshold segmentation has drawn extensive attention due to its simple operations, small storage space, fast processing speed and easy operation [9]. Threshold-based image segmentation methods include OTSU, the minimum error method (MEM), KSW, the maximum crossover entropy (MCE) and so on. The shortcoming of threshold segmentation technology lies in its sensitivity to noises; so it results in bad segmentation to noisy image. OTSU makes use of the variance of pixel region and calculate the optimal threshold by seeking the maximum between-class variance. When the target variance and background variance reach the maximum, it indicates the maximum difference between the regions in the segmentation result and the best segmentation effect. Lee has discussed the defects of OTSU and its application scenarios [10]. Based on the analysis of OTSU’s flaws, Hou has brought forward a threshold method based on the minimum between-class variance, which has introduced the probabilities two classes [11]. Ng has proposed to revise the histogram by the use of edge information against the unobvious bimodal distribution of OTSU in the image histogram so as to highlight and valley bottom features [12]. Xiong has raised a threshold algorithm which replaced the minimum between-class variance with the minimum between-class absolute difference as the segmentation criterion, and calculate the areas of both the background region and the target region and make full use of the image information [13]. However, according to the current research, there is no universal method which can adapt to the study of different images and nor is there universal evaluation standard formulated around the world to handle such kind of problems. Meanwhile, as images are greatly uncertain, it is very hard to identify the segmentation method suitable for all methods; so people are still exploring. Differential evolution algorithm (DE) was presented by R. Stom and K.Price in 1995 and it was proven the fastest evolution algorithm in the first IEEE in 1996 [14]. Moreover, DE has exceeded several other famous random algorithms in terms of convergence speed and stability. In addition, as DE is easy to comprehend and simple to implement, it has attracted much attention and been widely applied since its emergence [15]. This paper has combined DE with OTSU and got the auto infrared target image segmentation method with extraordinary performance.

This paper first introduces the background and significance of infrared image research and the research status of image segmentation at home and abroad. Then the image segmentation, threshold segmentation and differential evolution algorithm are analyzed. On the basis of the above, this paper studies the relevant mathematical formula of threshold problem, how to improve DE algorithm, proposes the improvement strategy of crossover operator and mutation operator, and the evaluation of image segmentation effect, and puts forward the steps and process of optimizing infrared image threshold segmentation based on de and Otsu. Finally, the test experiment and result analysis verify the effectiveness of the proposed algorithm.

II. OTSU IMAGE SEGMENTATION

OTSU, also known as the maximum between-class variance threshold selection method, is an adaptive threshold determination method [16]. It divides the image into two parts: the background and the target according to the grayscale characteristic of the image. The bigger the between-class variance between background and target is, the greater the difference of the two parts which constitute the image is. The difference between the two parts will be reduced when part of the target is wrongly separated as the background or vice versa. Therefore, the segmentation that maximizes the between-class variance means the minimum probability of wrong separation [17] [18].

Assume that \( X \) is an image with \( L \) levels of grayscale and the \( i \)th level has \( N_i \) pixels with the value of \( i \) within the scope of \( 0 \) – \( L - 1 \). Then the total number of pixels of the image is
The probability for the $i$th level to appear is

$$P_i = \frac{N_i}{N}$$

In OTSU, the threshold $k$ divides all pixels into two classes: the target $C_0$ and the background $C_1$. Among them, the level of pixel grayscale of Class $C_0$ is $0 \sim k - 1$ and that of Class $C_1$ is $k \sim L - 1$.

The total average grayscale of the image is

$$\mu = \sum_{i=0}^{L-1} iP_i$$

The percentage of Class $C_0$ pixels occupying the total area is

$$\omega_0 = \sum_{i=0}^{k-1} P_i$$

The percentage of Class $C_1$ pixels taking up the total area is

$$\omega_1 = 1 - \omega_0$$

The average grayscale of Class $C_0$ is

$$\mu_0 = \mu_0(k) / \omega_0$$

The average grayscale of Class $C_1$ is

$$\mu_1 = \mu_1(k) / \omega_1$$

Where,

$$\mu_0(k) = \sum_{i=0}^{k-1} iP_i$$

$$\mu_1(k) = \sum_{i=k}^{L-1} iP_i = 1 - \mu_0(k)$$

The formula for the maximum between-class variance is

$$\delta^2(k) = \omega_0(\mu - \mu_0)^2 + \omega_1(\mu - \mu_1)^2$$

Make $k$ change among $0 \sim L - 1$ and calculate the between-class variance $\delta^2(k)$ under different $k$. The $k$ which maximizes $\delta^2(k)$ is the optimal threshold to be found [19].

### III. Improvement Strategy of Differential Evolution Algorithm

In the random vector difference method, the variation of each individual depends on the vector difference of two random individuals. The optimal solution plus random vector difference method is adopted. Each individual is determined by the current optimal solution and distributed in the neighborhood of the current optimal solution [20]. The information of the optimal individual of the current optimal population is used to speed up the search speed, but at the same time, if the population distribution density is high, it may lead to computational complexity, compared with the method of optimal solution plus random vector, the difference method of optimal solution and random vector can reduce the risk of falling into local optimal solution. When the vector deviation is large, the individual variation intensity is high; on the contrary, the individual variation intensity is low. Therefore, if the population distribution density is high, the individual variation intensity is low [21] [22].

### A. Basic Differential Evolution Algorithm

1. **Population initialization**
   
   Randomly generate the initial population $X(0) = \{x_0^0, x_1^0, \ldots, x_{NP}^0\}$ in the solution space of the problem.

2. **Mutation operation**
   
   For any one target vector $x_i$ in the parent population, generate the mutation vector $v_i$ according to the following formula:

   $$x_{i,j} = x_{j,\text{min}} + \text{rand}(x_{j,\text{max}} - x_{j,\text{min}})$$

   Where $x_{j,\text{max}}$ and $x_{j,\text{min}}$ are the upper and lower bounds of the $j$th dimension of the solution space [23].

3. **Crossover operation**
   
   For each vector $v_i$ and parent vector $x_i$, generate a series of random numbers $c_{ij}$, and if $c_{ij} \leq C_R$, then the crossover is performed. The mixed vector $y_{ij}$ is generated according to the following formula:

   $$y_{ij} = v_i - c_{ij}(x_i - v_i)$$

4. **Selection operation**
   
   Select the better result of $x_i$ and $y_{ij}$ to form the new generation population $X(1)$.

5. **End condition**
   
   Determine the end condition. If it meets the requirements, stop; otherwise, return to step 2.
and it is used to control the influence of the differential vector \((x_{r_1} - x_{r_2})\).

(3) Crossover operation

In DE calculation, the subjects to have crossover operation are the individuals in the parent generation and the new individuals obtained after differential mutation. Although this method seems to have no information exchange among individuals, the new individuals come after different mutation and they have preserve the information of other individuals in the population; so the crossover operators in DE also has the mechanism of information exchange among individuals [24].

The purpose of crossover operation is to improve the diversity of individuals in the population through random recombination of every dimension of components of mutation vector \(v_i\) and target vector \(x_i\). The algorithm generates the new crossover vector \(u_i = [u_{i,1}, u_{i,2}, \ldots, u_{i,D}]\) through the formula below:

\[
u_{i,j} = \begin{cases} v_{i,j} \times r \text{ and } b \leq CR \text{ and } j = r \text{ and } j \\ x_{i,j} \times r \text{ and } b > CR \text{ and } j \neq r \text{ and } j \\ i = 1, \ldots, NP, j = 1, \ldots, NP \end{cases}
\]

where \(r\) and \(b\) is a random number in \([0,1]\); \(CR\) is a constant in \([0,1]\) and the bigger the value of \(CR\) the more probable to have crossover; and \(r\) and \(j\) is an integer randomly selected in \([1, D]\), which ensures that \(u_i\) can obtain at least 1 element from \(v_i\) in order to make sure the generation of new individuals and avoid stagnation of population evolution.

(4) Selection operation

When and only when the fitness value of the new vector individual \(u_i\) is better than that of the target vector individual \(x_i\), \(u_i\) will be accepted by the population; otherwise, \(x_i\) will still be preserved in the population of the next generation and implement mutation and crossover operations as the target vector in the next iteration. Assume that the optimization problem is \(\min f(x)\), then the selection operation can be described with the following formula:

\[
x_{i+1}^* = \begin{cases} u_i, f(u_i) < f(x_i) \\ x_i, \text{else} \end{cases}
\]

Among them, \(t\) is the number of the current iterations, \(T_{\max}\) is the maximum number of iteration, and parameters \(CR_{\min} = 0.1, CR_{\max} = 0.9\). The above crossover probability can better balance the global search ability and local search ability to make the algorithm fast converged to the optimal solution [26]. DE uses the swarm intelligence model generated by the cooperation and competition among individuals in the group to guide the optimization search. Different from other evolutionary computation, differential evolutionary computation retains the global search strategy based on population, and adopts real number coding, differential mutation operation and one-to-one competitive survival strategy to reduce the complexity of evolutionary operation. Differential evolutionary computation has strong global convergence ability and robustness due to its unique evolutionary operation, which is very suitable for solving some optimization problems in complex environments.

---

**Fig 1.** Diagram of differential evolution algorithm

**B. Improvement Strategy of Crossover Operator**

In order to improve the optimization performance of DE, the progressively increasing crossover probability strategies of crossover probability factor is are adopted and their forms are clarified as follows:

The 1st is exponential increase strategy, i.e.

\[
CR = CR_{\min} + (CR_{\max} - CR_{\min}) \exp(-\alpha(1-t/T_{\max})^\beta)
\]

The 2nd is the parabola going downward, i.e.

\[
CR = CR_{\min} + (CR_{\max} - CR_{\min})(1/T_{\max} - t/T_{\max})^2 + CR_{\min}
\]

The 3rd is the parabola going upward, i.e.

\[
CR = CR_{\min} + (CR_{\max} - CR_{\min})(1/T_{\max} - t/T_{\max})^2
\]

The 4th is the invariant crossover probability factor \(CR\), i.e.

\[
CR = CR_{\min} + \frac{t(CR_{\max} - CR_{\min})}{T_{\max}}
\]
C. Improvement Strategy of Mutation Operator

In the initial phase, it has strong global search ability and can find as many global optimal points as possible while in the later phase, it shall have strong local search ability to improve the accuracy and convergence speed of the algorithm. For this purpose, it has introduced the simulated annealing strategy and set \( \lambda \) as the annealing factor, as shown in Formula (19).

The mutation operation formula is

\[
v'_i = \lambda x'_{i,t} + (1-\lambda) x_{i,best} + F(x'_{i,2} - x'_{i,3} + x'_{i,4} - x'_{i,5}) \tag{19}
\]

Where \( \lambda \in [0,1] \). In the search process, \( \lambda \) gradually changes from 1 to 0, making the weight of \( x_{i,best} \) gradually decrease and that of \( x_{i,rest} \) gradually increase so as to ensure that the algorithm not only has strong global search, but also has fast convergence speed and search accuracy [27] [28].

D. Implementation Steps of Improved DE Algorithm

Step 1: Set the basic parameters, including the population size \( N \), the maximum number of iterations \( t_{max} \), the upper and lower bounds of scaling factor \( F_{max} \), \( F_{min} \), and the upper and lower bounds of the crossover probability \( CR_{min} \), \( CR_{max} \).

Step 2: Set the iteration counter \( t = 0 \).

Step 3: According to Formulas (15),(16),(17) and (18), carry out mutation, crossover and selection on all individuals in DE population.

Step 4: Judge whether individuals have the stagnation phenomenon; if yes, implement mutation operation according to Formula (19).

Step 5: Update the iteration counter \( t = t + 1 \) and record the optimal individual in the entire population. If the accuracy requirement is met or the entire evolution has reached the maximum number of iterations, stop the algorithm; otherwise, turn to Step 3.

IV. DETERMINATION OF THE OPTIMAL SEGMENTATION THRESHOLD COMBINING DE ALGORITHM AND OTSU

A. Selection of Region of Interest

The so-called Region of Interest (ROI) means the region which contains the target; without any doubt, the smaller the region is, the less calculation there will be in the follow-up steps. The distance between the target and the observer can be measured by installing laser rangefinder in the vehicles and according to this distance, the minimum and maximum heights and widths can be estimated. Laser ranging is an instrument that uses laser to accurately measure the target distance. During operation, a very fine laser beam is emitted to the target, and the photoelectric element receives the laser beam reflected by the target. The timer measures the time from transmitting to receiving the laser beam and calculates the distance from the observer to the target. Besides, for infrared images, it is usually hypothesized that the target has higher brightness than the background; so make \( \text{Hist}(g) \) represent the histogram of the infrared image, where \( g \) means the grayscale value of the pixels in the image and the global threshold can be determined according to P-Tile thresholding method:

\[
T_{global} = \arg \max_{g=0} \sum_{g=0}^{g_{max}} \text{Hist}(g) \leq (HW - H_{min} W_{min}) \tag{20}
\]

In Formula (20), \( H_{min} \) and \( W_{min} \) represent the minimum height and width of the target determined by the priori knowledge respectively while \( H \) and \( W \) are the height and width respectively of the original image. After the determined global threshold \( T_{global} \) binarize the original infrared image, it makes the binary image after being thresholded through “8 neighborhood” method and select the biggest region as the region of reference \( R_t \). In ROI, the rest other than \( R_t \) are all background region \( R_b \). Then according to \( R_t \) as well as the maximum height \( H_{max} \) and width \( W_{max} \) of the given target, it determines the ROI.

The selection of region, the subsequent image processing can only be conducted on the ROI so as to greatly enhance the operation speed.

B. Adaptive Fuzzy Enhancement of Infrared Target Image

Image enhancement is to process the original image through certain processing methods to get the image of better quality. It makes the unclear image clear or highlights certain features we are interested in to improve the visual effect of the image or to facilitate other image processing.

The image can be represented by the two-tuples \( (i, j) \) formed by \( f(x, y) \) and \( g(x, y) \). If \( (i, j) \) appears \( f(i,j) \) times, then for an image with a size of \( M \times N \), the corresponding joint probability density \( p(i,j) \) is

\[
p(i,j) = f(i,j) / (M \times N) \tag{21}
\]

Where \( O < i, j < (L-1) \). Then

\[
\sum_{i=1}^{L-1} \sum_{j=0}^{L-1} p_{ij} = 1 \tag{22}
\]

Make the 2D vector \( (S,T) \) as the threshold and the 2D histogram of the image can be divided into 4 regions. According to homomorphism, the grayscale value of pixel is close to the average grayscale value of neighborhood at the target and background while in the boundary field of the target and background, the difference between the above two values is quite big. Therefore, the pixels in the target and background will appear in the surrounding regions of the diagonal line. Region \( A \) represents the background and Region \( B \) presents the target and \( C \) and \( D \) far from the diagonal line represent the possible edges and noises.
Make two classes \( C_0 \) and \( C_1 \) represent the background and the target and the probability distributions for them to appear are respectively:

\[
W_0 = P_x(C_0) = \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} P_{ij} = W_0(S,T)
\]

\[
W_i = P_x(C_i) = \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} P_{ij} = W_i(S,T)
\]

Where \( W_0 \) means the probability for the background to occur and \( W_i \) is the probability for the target to occur. The corresponding mean vectors to the background and target are

\[
u_0 = (u_0, u_0)^T = \left[ \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} \frac{i}{W_0(S,T)} \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} i \frac{p_{ij}}{W_0(S,T)} \right]^T
\]

\[
u_i = (u_i, u_i)^T = \left[ \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} \frac{i}{W_i(S,T)} \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} i \frac{p_{ij}}{W_i(S,T)} \right]^T
\]

As the probability of the diagonal line far away from the histogram can be ignored, then \( W_0 + W_i \approx 1 \) and the total mean \( u_z \) can be represented as

\[
u_z = (u_z, u_z)^T = \left[ \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} \frac{i}{W_0(S,T)} \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} j \frac{p_{ij}}{W_0(S,T)} \right]^T = W_0 \nu_0 + W_i \nu_i
\]

Define a discrete measurement matrix between the target and the background as follows:

\[
\sigma_B = \sum_{k=0}^{K} P_x(C_k)[(u_i - u_z)(u_i - u_z)^T] = W_0[(u_0 - u_z)(u_0 - u_z)^T] + W_i[(u_i - u_z)(u_i - u_z)^T]
\]

Use the trace \( tr\sigma_B \) of matrix \( \sigma_B \) as the distance measurement function between the target and the background:

\[
tr\sigma_B = W_0[(u_0 - u_z)^2 + (u_0 - u_z)^2] + W_i[(u_i - u_z)^2 + (u_i - u_z)^2]
\]

\[
= [W_0(S,T)u_0 - u_0(S,T))^2 + (W_i(S,T)u_i - u_i(S,T))^2]
\]

\[
= W_0(S,T) - u_0(S,T))^2 + (W_i(S,T) - u_i(S,T))^2]
\]

\[

\text{Apprently, } tr\sigma_B(S,T) \text{ is only related to } W_0(S,T), u_i(S,T), u_i(S,T) \text{ and among them,}
\]

\[
W_0(S,T) = \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} p_{ij} u_0(S,T) = \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} i p_{ij} u_0(S,T) = \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} j p_{ij}
\]

\[
W_i(S,T) = \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} p_{ij} u_i(S,T) = \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} i p_{ij} u_i(S,T) = \sum_{i=0}^{L-1} \sum_{j=0}^{L-1} j p_{ij}
\]

The threshold \( (S_0, T_0) \) of 2D OTSU image segmentation is taken when \( tr\sigma_B(S,T) \), namely

\[
tr\sigma(S_0, T_0) = \text{Max}\{tr\sigma_B(S,T)\} \quad 0 \leq S, T \leq 1
\]

The downside of using OTSU in image segmentation is the large amount of computation. For any \( (S,T) \), the three variables \( W_0(S,T), u_i(S,T), u_i(S,T) \) in the measurement function need to seek their cumulative sum and traverse all \( S \) and \( T \). The complexity of the calculation is approximately \( O(L^3) \). Therefore, this paper searches the scope of the optimal threshold for ROI and makes use of DE’s (Differential Evolution) to seek global optimal solution to reduce the calculation time and improve the segmentation efficiency.

C. Determination of the Range of the Optimal Threshold of ROI Segmentation

If the scope of the optimal threshold of ROI can be determined, to search the optimal segmentation threshold \( (S_0, T_0) \) with DE will greatly accelerate the speed of DE.

Assume that the size of an image is \( M \times N \) and the grayscale values include \( 0,1,\cdots,L-1 \). Then the initial threshold is

\[
T_0 = \frac{\sum \sum f(x,y)}{K}
\]

Where \( f(x,y) \) is the grayscale value of point \((x,y)\) and \( K = M \times N \) is the total number of pixels.

The initial threshold \( T_0 \) segments the image into two parts. According to characteristics of infrared image, the target usually has higher brightness than the background. Assume that the part bigger than \( T_0 \) is the target region \( B \) and calculate \( B \)'s mean grayscale, i.e.

\[
T_B = \frac{\sum \sum f_B(x,y)}{N_B}
\]

Where \( f_B(x,y) \) is the grayscale value of all points in Region \( B \) after being segmented by the initial threshold \( T_0 \) and \( N_B \) is the total number of pixels in Region \( B \). Given the actual complex scenes of infrared image, the grayscale of the background may be higher than that of certain target. In this way, to segment the image with the initial threshold may misjudge part of bright background as the target; in other words, the grayscale value of the target must be higher than the initial threshold \( T_0 \). So \( T_0 \) can be set as the lower bound of the threshold, which can ensure the completeness of the target segmentation. As for the determination of the upper bound of the threshold, it is hoped to use the image after being segmented by the initial threshold \( T_0 \) to increase the percentage of the target and the mean grayscale \( T_B \) of the segmented region.
Through the practical experiment, it can be seen that the points with grayscale higher than $T_u$ must be the target points. Therefore, the upper bound of the threshold can be determined as $T_u$. Till now, the scope of the optimal threshold is $[T_o, T_u]$.

## V. Experiment Test and Analysis

This paper uses two objective evaluation criteria: F-Measure (FM) [29] and Localization error (LE) [30] to compare the segmentation effects by 3 algorithms. Among them, the higher the FM, the better the segmentation effect while the smaller the LE, the fewer positioning error and the better the segmentation effect.

Assume that an image only contains 1 target region and the rest are background. Let set $S$ represents the set of the pixels in the target region obtained by the segmentation methods, set $T$ represents the set of pixels in the target region of the reference image, and $I$ means the set of all pixels of the entire image. Then the following 4 measures are defined:

- **True positive**: $TP = S \cap T$; **False positive**: $FP = S - T$
- **False negative**: $FN = S - T$; **True negative**: $TN = I - T - S$

FM is the harmonic mean of segmentation accuracy and recall rate. The higher its value, the higher the segmentation accuracy. LE calculates the distance between the pixels wrongly classified and the nearest pixel in the reference image. The smaller the value, the lower the segmentation error. The specific calculation formulas are as follows:

$$FM = \frac{2TP}{2TP + FP + FN} \quad (32)$$
$$LE = \frac{(FN + FP)}{(TP + TN + FP + TN)}$$

In this experiment, 4 images are selected and Contour extraction algorithm, Otsu algorithm and the proposed algorithm are adopted. After the experiment, the segmentation effects by these algorithms are compared with the data results seen in Table 1 and Table 2.

### Table 1 Comparison of FM of Segmentation Results of Algorithms

| Infrared image | Contour extraction method | Otsu     | Our proposed algorithm |
|----------------|---------------------------|----------|------------------------|
| Aircraft       | 0.7859                    | 0.7783   | 0.8924                 |
| Black bear     | 0.7448                    | 0.6611   | 0.8356                 |
| Panda          | 0.8272                    | 0.8025   | 0.8451                 |
| Horses         | 0.8066                    | 0.8332   | 0.8587                 |

### Table 2 Comparison of LE of Segmentation Results of Algorithms

| Infrared image | Contour extraction method | Otsu     | Our proposed algorithm |
|----------------|---------------------------|----------|------------------------|
| Aircraft       | 0.0426                    | 0.0517   | 0.0332                 |
| Black bear     | 0.0573                    | 0.1013   | 0.0506                 |
| Panda          | 0.0275                    | 0.0345   | 0.0211                 |
| Horses         | 0.0429                    | 0.0442   | 0.0368                 |

As shown from the comparison of FM and LE by 3 algorithms in Table 1 and Table 2, the proposed algorithm in this paper has the best segmentation effect. The segmentation results on 4 test images by the proposed image are demonstrated in Fig.2-Fig.4 below.
disadvantages of the segmentation algorithm, which is evaluated by a new evaluation criterion. This criterion can effectively explain the advantages and disadvantages of different segmentation algorithms and traditional threshold methods. Using this criterion, the performance of all the algorithms can be evaluated comprehensively.

The aggregation degree of target pixels and the number of target pixels, as well as the isoperimetric ratio, edge gradient, average gray level of target pixels, and standard deviation method, are used as goodness evaluation indexes. These indexes are used to select the best segmentation algorithm from the infrared image. The algorithm proposed in this paper can not only reduce the amount of computation, but also remove a large number of dark background pixels. It can segment a complete target even when there is a certain degree of false segmentation. The proposed algorithm performs better than traditional algorithms in terms of both computation efficiency and segmentation accuracy.

In the infrared images of Panda and Horses, the gray difference between the target and the background is slightly larger, and the background is more complex. There are multiple targets in the image, and the gray level of the target is not uniform. The segmentation results of our proposed algorithm are better than traditional algorithms. In the remaining pixels of the target or background, the part with high radiation intensity is reflected as the region with high grayscale value in the image. This paper for the infrared detection means, has aimed to study the infrared target detection and segmentation algorithms under complex backgrounds, analyzed the infrared radiation characteristics of the target and background by learning the relevant theories of infrared image processing and image segmentation, and proposed a new-type segmentation and detection algorithm, and enhanced the real-time performance while ensuring the detection effect.

From the above table data and test results, it can be seen that the algorithm in this paper can not only reduce the amount of computation, but also remove a large number of dark background pixels. It can segment a complete target even when there is a certain degree of false segmentation. The proposed algorithm performs better than traditional algorithms in terms of both computation efficiency and segmentation accuracy.

In the infrared images of Panda and Horses, the gray difference between the target and the background is slightly larger, and the background is more complex. There are multiple targets in the infrared image and the gray level of the target is not uniform. The segmentation results of our proposed algorithm are better than traditional algorithms. In the remaining pixels of the target or background, the part with high radiation intensity is reflected as the region with high grayscale value in the image.

The limitations of this research and future directions: although this paper has done a lot of research on infrared target segmentation algorithm and its evaluation criteria, due to the complexity of the image and the uncertainty of the target, it is difficult to form a completely general method or index, which needs to be analyzed for more examples. The future research work can introduce the research on the segmentation algorithm of prior knowledge. The algorithm in this paper is based on the underlying data-driven and performs automatic segmentation without fully considering the prior knowledge. In fact, for specific targets, we can also obtain effective prior knowledge through multi sample training, and then combine the prior knowledge for image segmentation.
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