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Abstract—Data-driven graph learning models a network by determining the strength of connections between its nodes. The data refers to a graph signal which associates a value with each graph node. Existing graph learning methods either use simplified models for the graph signal, or they are prohibitively expensive in terms of computational and memory requirements. This is particularly true when the number of nodes is high or there are temporal changes in the network. In order to consider richer models with a reasonable computational tractability, we introduce a graph learning method based on representation learning on graphs. Representation learning generates an embedding for each graph node, taking the information from neighbouring nodes into account. Our graph learning method further modifies the embeddings to compute the graph similarity matrix. In this work, graph learning is used to examine brain networks for brain state identification. We infer time-varying brain graphs from an extensive dataset of intracranial electroencephalographic (iEEG) signals from ten patients. We then apply the graphs as input to a classifier to distinguish seizure vs. non-seizure brain states.
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I. INTRODUCTION

INFERRING the relationship between nodes of a graph is an essential step to model structured data as a graph, and to facilitate data analysis and processing. Graphs represent a set of elements by nodes and the connections between elements by edges. The widespread use of graphs originates from their ability to represent interdependence in data by an underlying graphical model. Graph nodes are associated with data values, termed the signal on the graph. For instance, if a bus transit network is considered as a graphical model, the set of passenger wait times at each bus stop is a graph signal.

Another example is user information (e.g., age, interests) as the signal on the graph corresponding to a social network. Such graph-based signal modeling facilitates making inference about the signal.

Graph learning addresses the problem of building a graph by inferring the interrelationships in a signal [1]. The relationship between a pair of graph nodes typically describes their similarity. If an edge connects two nodes, the weight of the edge shows their similarity (connection strength). Sometimes, pairwise similarities in a graphical model are given explicitly, e.g., the strength of friendship between two persons in a friendship network. However, there are applications where the similarity must be derived from the signal. Examples of such data-driven graph learning include link prediction in social networks [2] and recommendation systems [3]; protein-protein interaction networks [4]; network inference from signals in the human brain [5].

There are numerous ways to infer a graph from a signal. Aside from conventional methods such as correlation, multiple methods have been introduced in the graph signal processing (GSP) literature using various models for graph signals [6] [7] [8]. A major downside to such graph learning methods, which we will term edge-centric, for reasons we will later elaborate, is their lack of scalability. When the signal on a graph changes or the number of graph nodes increases, the new graph must be computed from scratch at high computational cost. As a result, scalability is an important factor in many applications, including time-varying brain networks.

Our work is inspired by the network perspective of brain function. The brain consists of billions of neurons, connected to each other with biological wires called axons. Signal transmission along axons makes neuronal interactions possible and contributes to large-scale brain functions [9]. Distinguishing different brain states, e.g., sleep vs. wake, seizure vs. non-...
seizure, remains a central problem to the basic understanding of the brain, development of disease biomarkers, and enhancing medical devices (e.g., anti-seizure neuromodulation [10]). Tools to describe the brain’s activity as a network of interacting nodes are being developed [5]. Such network descriptions of the brain are multivariate and may be better representations of brain states than simple univariate or bivariate approaches [5, 11]. Three widely known brain network models are structural, functional and effective connectivity [12, 13, 14]. Structural connectivity refers to bundles of neurons, called white matter tracts, which has to do with physical links. Functional connectivity models undirected statistical relations among neuronal events. Effective connectivity is mostly about inferring directed causal neuronal relations [13]. At the macroscale, the functional and effective connectivity relations are often quantified using the signals acquired from electrodes (channels) placed in different brain regions. Fig. 1 depicts an example of such data-driven graph modeling. Functional connectivity is frequently computed using pairwise correlation [15] and pairwise coherence [17, 18]. Dynamic causal modeling is the most popular method to compute effective connectivity [13].

The contributions of this paper are twofold. First, motivated by drawbacks in the existing edge-centric graph learning methods, we propose a scalable node-centric graph learning scheme. We accomplish this by making use of representation learning on graphs. The method we developed is not only a rich model but has reasonable computational tractability. The tractability is achieved by using the notion of intra-graph generalization which enables reuse of the shared parameters of a model to build new graphs. Second, we introduce a specific framework for brain signal processing. We apply the proposed graph learning method to infer time-varying brain connectivity.

The outline of the paper is as follows. In Sec. II the motivations behind proposing a node-centric perspective for graph learning are elaborated. Additionally, representation learning on graphs and one of its variants, GraphSAGE [19], are introduced. In order to address the two objectives of this work which differ from those of GraphSAGE, next in Sec. III, we introduce the idea of a similarity matrix, make modifications to existing optimization problem, and derive a new problem formulation. We then apply the proposed graph learning framework to brain network inference in Sec. IV. As an application of the proposed method for brain state identification, in Sec. V we provide experimental results from an epilepsy dataset to classify pre-seizure and seizure vs. non-seizure brain states using the inferred brain graphs. Sec. VI concludes the paper.

For reference, in Table I we list the main notation used throughout the paper.

| Notation | Description |
|----------|-------------|
| A | adjacency matrix |
| V | set of all nodes |
| E | set of all edges |
| N_u | neighbourhood of node u |
| x_u | graph signal of node u |
| N | graph signal matrix |
| T | length of the graph signal of each node |
| S | similarity matrix |
| z_u | embedding of node u |
| Z | nodes’ embedding matrix |
| I | set of training samples’ indices |
| T | number of training samples |
| Ψ | shared parameters in representation learning formulations |
| σ | non-linear activation function |
| h_v^0 | initial feature vector of node u at iteration k |
| h_v^k | hidden feature vector of node u at iteration k |
| q_v^k | aggregation function of node u at iteration k |
| Ψ_k | shared parameters in q_v^k’s at iteration k |
| D_0 | length of a node’s initial feature vector |
| D | length of a node embedding, is equal to 2D_0 |
| KL | Kullback-Leibler divergence |
| f_{sec} | component-wise embedding-to-similarity mapping |
| Θ | set of parameters in the similarity definition |
| e | node-wise mapping of signal to initial feature vector |
| e | universal notation for a vector |
| E | universal notation for a matrix |
| W | set of frequency bin indices |
| Υ | set of frequency bin values |

is an alternate representation of E:

\[ A_{u,v} = \begin{cases} 1 & \text{if } (u, v) \in E \\ 0 & \text{otherwise} \end{cases} \]  

We define x_u ∈ ℝ^T as a signal (column) vector associated with node u ∈ V, where ℝ denotes the set of real numbers. A signal on the graph G is then defined as:

\[ X = [x_1 \ x_2 \ \cdots \ x_N]^T \in \mathbb{R}^{N \times T}. \]  

A graph similarity matrix S ∈ ℝ^N×N is a function of the graph G, the graph signal, and model parameters Ψ:

\[ S = f_X \Psi (X, G; Ψ). \]  

The value S_{u,v} ∈ ℝ is the similarity between nodes u, v ∈ V. The neighbourhood N_u of node u is:

\[ N_u = \{ v \in V | (u, v) \in E \}. \]  

We categorize the work on graph learning into two main clusters: model-free and model-based. In model-free schemes, which include covariance and correlation-based methods, the graph is computed without enforcing any prior structure. In contrast, model-based methods assert a structure on the set of possible graphs. The assumptions in such models include: smoothness in which a signal changes smoothly between highly weighted connected nodes, e.g., [6]; diffusion which models the graph signal as a sum of heat diffusion processes, e.g., [7]; and time-variability in which both the spatial and temporal interdependencies in the signals are taken into account, e.g., [8, 20, 21, 22]. Under the assumption of time-variability,
linear and non-linear vector autoregressive models are used, the parameters of which describe the similarity matrix. Dynamic causal modeling falls into the last category \[13\].

Model-free and model-based approaches provide a trade-off between computational requirements and richness in the ability to differentiate amongst various hypotheses. By imposing a prior structure on the graph signals, model-based methods are able to compare multiple hypotheses about interdependencies among nodes \[13\]. On the other hand, from a computational point of view, existing model-based methods can be expensive. In the following we elaborate on the issue of computational inefficiency.

Consider \(\mathcal{I}\) samples of the graph signal \(X\), forming the index set \(\mathcal{I}\), where \(X(i) : i \in \mathcal{I}\), denotes the \(i\)th sample. Existing model-based graph learning methods, derive the similarity matrix of each sample by optimizing an objective function \(f^{\text{EC}}\). They can either use all the samples:

\[
\{S(i) : i \in \mathcal{I}\} = \arg\min_{\{S(i) : i \in \mathcal{I}\}} f^{\text{EC}}(\{X(i) : i \in \mathcal{I}\}; \{\tilde{S}(i) : i \in \mathcal{I}\}),
\]

or can infer similarity on a per sample basis:

\[
S(i) = \arg\min_{\tilde{S}(i)} f^{\text{EC}}(X(i); \tilde{S}(i)).
\]

We term such graph learning methods “edge-centric” since they compute the similarity matrix \(S(i)\) by directly modeling pairwise connections. The major drawback to these methods is their lack of scalability. If the topology of the graph \(G\) or the signal \(X(i)\) defined on \(G\) changes, the algorithm must be rerun from scratch to obtain \(S(i)\). Due to the large parameter space to be searched over, edge-centric schemes can be computationally intractable for large-scale problems.

To address this issue, we introduce latent variables \((\Psi)\) into our proposed model-based method, which we term “node-centric” (NC) graph learning. In this approach (to be explained later in detail), we use representation learning to obtain the similarity matrix. A high-level description is as follows. Representation learning introduces shared parameters \(\Psi^*\) to transform the signal on the graph nodes (this is why this method is termed “node-centric”). The transformation finds embeddings for the nodes, using the function \(f^{\text{XoZ}}\):

\[
Z = f^{\text{XoZ}}(X; A; \Psi^*),
\]

where

\[
Z = [z_1 \ z_2 \ \cdots \ z_N]^\top \in \mathbb{C}^{N \times D}.
\]

We expand the feature domain to \(\mathbb{C}\), the set of complex numbers, as complex numbers will be useful when dealing with the frequency domain in Sec. IV-A. The similarity matrix is then computed from \(Z\) using the function \(f^{\text{ZoS}}\) as:

\[
S = f^{\text{ZoS}}(Z; \Psi^*).
\]

In brief, given \(\Psi^*\), the similarity matrix is obtained by applying the closed-form functions \(f^{\text{XoZ}}\) and \(f^{\text{ZoS}}\), both of which have low computational complexity. To reduce the computation required to find \(\Psi^*\) we assume the standard training and testing setup used in unsupervised machine learning. In a training phase, \(I\) samples of \(X\), forming the set of training indices \(\mathcal{I}\), are used to optimize the \(\Psi\) as

\[
\Psi^* = \arg\min_{\Psi} f^{\text{NC}}(\{X(i) : i \in \mathcal{I}\}, A; \Psi).
\]

We assume the training and testing data have similar statistical properties and so, generalization of model parameters to new data is possible. As a result, the model parameters \(\Psi^*\) can be reused on test data to compute the similarity matrix using \(7\) and \(9\).

A simple way to quantify the claimed scalability of the node-centric method is to define computational complexity in terms of the number of variables to optimize. The online computational complexity of the node-centric method, per testing sample, shrinks to \(O(1)\) from its edge-centric counterpart of \(O(N^2)\) previously formulated in \(6\). The reason of such computational efficiency is that the shared parameters \(\Psi^*\) are reused in the testing phase, without the need to be re-optimized.

A. Representation Learning on Graphs

Given a graph \(G\), representation learning on the graph is a feature reduction technique that finds vector representations (embeddings) for graph nodes, by iteratively processing nodes’ local neighbourhood information \[19\]. Classical machine learning approaches (e.g., fully-connected and convolutional neural networks) allow inputs that are 1D vectors or 2D images. While such vectors and images are Euclidean data, graphs do not follow Euclidean geometry. As a result, representing a graph using feature vectors becomes important for graph-inspired analysis, such as graph classification \[23\].

Graph neural networks (GNNs) are one variant of graph representation learning. They have three properties that are relevant to the objective of this work.

1) Parameter sharing: Model parameters used to compute the embeddings are shared among all nodes.
2) Inductive learning: The model used to get the embeddings of the graph nodes can be generalized. In other words, after the model parameters are determined during the training phase, they can be reused to compute unseen nodes’ embeddings in the testing phase \[24\].
3) Feature-richness: In early work on representation learning, graphs were feature-less. There was no signal assigned to the nodes. As a result, node embeddings were calculated only based on \(G = (V, E)\) \[25\] \[26\] \[27\]. However, GNNs consider feature-rich graphs where a signal is initially assigned to each node. GNNs include the features of neighbouring nodes in the embedding computation.

B. GraphSAGE

In this paper, we build on the GraphSAGE algorithm \[19\]. In GraphSAGE, each node \(u \in V\) is assigned an initial feature vector \(h^0_u \in \mathbb{C}^{D_h}\), the result of applying the function \(q : \mathbb{R}^F \rightarrow \mathbb{C}^{D_h}\) to the node’s signal \(x_u\):

\[
h^0_u = q(x_u).
\]
The goal of GraphSAGE is to find an embedding for each node $u$:

$$z_u = f^{\text{EMB}}(u, X; A; \Psi),$$

which yields the general function (7) after stacking up all the per node embeddings $z_u$ into a matrix. In the following paragraphs, we will elaborate on the steps through which $f^{\text{EMB}}$ is applied to the graph signal to yield the final embeddings.

The vector $z_u$, previously introduced in (5), is defined in a way that it incorporates information on the graph topology. Graph topology information includes the graph community (group of internally densely connected nodes) that the nodes belong to, and types of the nodes in the graph. The parameters $U$, $g$, and its neighbours from the previous iteration. To accomplish this, an aggregation function $g^k_u : \mathbb{C}^{N_u} \times D_0 \rightarrow \mathbb{C}^{D_0}$, where $|.|$ is the cardinality operator, aggregates the features of node $u$’s neighbours to produce:

$$h^k_u = g^k_u \left( \{ h^{k-1}_v : v \in N_u \} ; \Psi \right).$$

In (13), $\Psi$ is the set of model parameters at iteration $k$. Various functions $g^k_u$ are used in (19), among which we consider $g^k_{u,\text{mean}}$ and $g^k_{u,\text{max}}$, parameterized by $\Psi^k = \{ U^k, b^k \}$. The parameters $U^k \in \mathbb{R}^{D_0 \times D_0}$, $b^k \in \mathbb{R}^{D_0}$ specify different choices of $g^k_u$:

$$g^k_{u,\text{mean}} \left( \{ h^{k-1}_v : v \in N_u \} ; U^k, b^k \right) = \sigma \left( \frac{1}{|N_u|} U^k \sum_{v \in N_u} h^{k-1}_v + b^k \right),$$

$$g^k_{u,\text{max}} \left( \{ h^{k-1}_v : v \in N_u \} ; U^k, b^k \right) = \max \left\{ \sigma \left( U^k h^{k-1}_v + b^k \right) : v \in N_u \right\},$$

where $\sigma$ is an activation function that introduces non-linearity into the aggregation functions. In this work, two choices for $\sigma$, namely the rectifier linear unit (ReLU) and the softmax functions, are implemented [29].

The concatenation of each node’s initial and the final hidden feature vectors is the node’s embedding:

$$z_u = \begin{bmatrix} h^0_u \\ h^K_u \end{bmatrix} \in \mathbb{C}^D,$$

where $D = 2D_0$.

**Remark 1.** Later when we define the similarity matrix, we will see how the embedding vectors $z_u$ are weighted and transformed to construct $S$. When we include both the initial features and the final hidden feature vectors in the definition of $z_u$ in (16), we assure retrieving conventional similarity matrix, which uses only the initial features, is always possible. Such recovery is done by setting the weights corresponding to the hidden features to zero. Therefore, the concatenation guarantees that $S$ is a generalized version of conventional methods which is rooted in assigning different weights to the elements of $z_u$.

**Figure 2.** Feature aggregation process in GraphSAGE [19].

Fig. 2 depicts an overview of the aggregation process employed to generate node embeddings.

In order to determine the parameters $\Psi^k, k \in [K]$ used in $g^k_u$ in (13), we intend to specify the optimization of (10). We follow the guidelines in the original representation learning formulation of (25), rather than the approximated version used in the GraphSAGE paper [19]. First, a conditional probability distribution $p_{\text{SAGE}}(\cdot|v; Z)$ is defined by softmaxing the inner product of the pairwise embeddings as [26] [27] [28]:

$$p_{\text{SAGE}}(u|v; Z) = \frac{e^{\langle z_u^\top z_v \rangle}}{\sum_{u \in V} e^{\langle z_u^\top z_v \rangle}}.$$ (17)

Note that (17) is also parameterized by $\Psi^k, k \in [K]$, due to its use in the definition of $Z$ (cf. (13) and (16)). Nevertheless, $\Psi^k, k \in [K]$ is dropped from notations for simplicity. Based on the graph topology, we define the target probability distribution $\hat{p}(\cdot|v)$ as:

$$\hat{p}(u|v) = \begin{cases} \frac{1}{|N_u|} & \text{if } (u, v) \in \mathcal{E} \\ 0 & \text{otherwise} \end{cases}.$$ (18)

Graph-based similarity among the embeddings is achieved by minimizing the Kullback–Leibler (KL) divergence between $p_{\text{SAGE}}(\cdot|v; Z)$ and $\hat{p}(\cdot|v)$:

$$\min_{\{\Psi^k, k \in [K]\}} \sum_{u \in V} \sum_{v \in V} \lambda_{uv} \text{KL} \left( \hat{p}(\cdot|v) \parallel p_{\text{SAGE}}(\cdot|v; Z) \right).$$ (19)

By expanding the expressions in (19) and by substituting from (18), where for simplicity we let $\lambda_{uv} = |N_v|$ as in (25), it is straightforward to get:

$$\sum_{v \in V} \sum_{u \in V} \lambda_{uv} \text{KL} \left( \hat{p}(u|v) \parallel p_{\text{SAGE}}(u|v; Z) \right)$$

$$= \sum_{v \in V} \sum_{u \in V} \lambda_{uv} \log \left( \frac{\hat{p}(u|v)}{p_{\text{SAGE}}(u|v; Z)} \right)$$

$$= - \sum_{u \in V} \sum_{v \in V} \log \left( p_{\text{SAGE}}(u|v; Z) \right) + \log(|N_v|).$$ (20)

By taking out the constants in (20), the optimization problem in (19) can be rewritten as:

$$\min_{\{\Psi^k, k \in [K]\}} \sum_{(u, v) \in \mathcal{E}} \log(p_{\text{SAGE}}(u|v; Z)).$$ (21)

**III. PROPOSED DATA-DRIVEN GRAPH LEARNING**

In this section, we modify the formulation (21) to address the intended problem and applications of this work. To do so, we first talk about the assumptions of GNNs. Next, we outline
two objectives of this work that differ from those of GNNs. We then approach each objective through a modification to the GNN’s optimization problem. Each subsection is devoted to detailed explanations on how each modification is applied.

The underlying assumptions of GNNs are twofold. First, there is one massive graph. Second, the goal is to compute an embedding for each graph node. The first assumption is not directly applicable to cases involving multiple graphs. For instance, time-variable signals in brain applications lead to the construction of multiple time-varying graphs \[30\]. Additionally, the second assumption is not in line with the goal of this work which is learning the graph similarity matrix. As a result, we propose two modifications to GNNs to address the two distinguished objectives of this work.

The first objective is to shift the goal of learning from learning the nodes’ embeddings in GNNs to learning the similarity matrix. This shift necessitates a number of changes to GraphSAGE when the specific application of brain network modeling comes into play. The changes include the optimization problem formulation, the initial feature computation, and the definition of the similarity matrix and parameters.

Our second objective is to learn many small graphs. In GNNs, in order to learn (optimize) the embeddings’ parameters \(\Psi^k, k \in [K]\) in \[13\], the graph nodes are split into two groups as shown in Fig. \[3a\], i.e. into training and testing nodes. In the training phase, the training nodes are used to learn the parameters. In the testing phase, the learned parameters are used to compute the embeddings of the testing nodes. Such a train-test splitting procedure is a way to achieve a generalization, which we call intra-graph generalization. By changing the learning target from one graph to many graphs, we modify the train-test splitting technique as depicted in Fig. \[3b\]; all nodes of a number of graphs are used for training, while the rest of the graphs are used for testing. We call this approach inter-graph generalization.

In the following subsections we elaborate on these two modifications we made to GraphSAGE. We derive an optimization problem formulation for our proposed node-centric data-driven (NCDD) graph learning method.

### A. First Modification: Learning the Similarity Matrix

As explained before, the formulation in \[21\] enforces graph-based similarity among the embeddings. We first define the similarity matrix as a function \(f^{\text{NCDD}}\) of the embeddings, parametrized by \(\Theta\):

\[
S_{u,v} = f^{\text{NCDD}}(z_u, z_v; \Theta). \tag{22}
\]

It should be noted that \[22\] is an elementwise version of the previously introduced general function \[9\]. The exact definitions of \(f^{\text{NCDD}}\) and the parameter set \(\Theta\), which gives different weights to each embedding component, will be later introduced in Sec. \[IV-B\].

\[\footnote{There have been some efforts in the literature to extract one large adjacency matrix from time-varying signals using the concept of spatio-temporal (multilayer) graphs \[31\]. However, the suitability of using such graphs as the basis of a GNN are questionable due to their exponentially growing size.}]

Next, we change the conditional probability \(p^{gSAGE}\) in \[17\] to \(p^{\text{NCDD}}\) as:

\[
p^{\text{NCDD}}(u|v; Z, \Theta) = \frac{\exp(f^{\text{NCDD}}(z_u, z_v; \Theta))}{\sum_{u \in \mathcal{V}} \exp(f^{\text{NCDD}}(z_u, z_v; \Theta))} = \frac{\exp(S_{u,v})}{\sum_{u \in \mathcal{V}} \exp(S_{u,v})}, \tag{23}
\]

In the next section, two definitions for \(f^{\text{NCDD}}\) are provided based on two domains, time and frequency. By replacing \(p^{gSAGE}\) with \(p^{\text{NCDD}}\), an optimization problem similar to \[21\] is derived:

\[
\min_{\{\Psi^k, k \in [K]\}, \Theta} \sum_{(u,v) \in \mathcal{E}} \log (p^{\text{NCDD}}(u|v; Z, \Theta)) \tag{24}
\]

where for all \(k \in [K]\) and for all \(u \in \mathcal{V}\):

\[
\begin{align*}
  z_u &= \begin{bmatrix} h^0_u \\ h^k_u \end{bmatrix}, \\
  h^k_u &= g\left(\begin{bmatrix} h^{k-1}_u \\ v \in \mathcal{N}_u \end{bmatrix}; \Psi^k\right), \\
  h^0_u &= g(x_u).
\end{align*}
\tag{25}
\]
Using [23], the objective function (24) is rewritten as:

\[
- \sum_{(u,v) \in E} \log \left( p_{NCDD}^i(u|v; Z, \Theta) \right) \\
- \sum_{(u,v) \in E} S_{u,v} - \log \sum_{s \in V} \exp(S_{u,v}) \\
- \sum_{v \in V} \left[ \sum_{u \in N_v} S_{u,v} - |N_v| \log \sum_{s \in V} \exp(S_{u,v}) \right].
\]  

(26)

B. Second Modification: Intra-graph Generalization

The transition from inter-graph generalization to intra-graph generalization calls for another modification to the optimization problem in (24). Reusing the notations of Sec. II, consider \( I \) samples of the signal on graph, denoting sample \( i \in I \) by \( X^{(i)} \). We reserve the superscript \( i \) for indexing the feature vectors and the similarity matrices corresponding to the \( i \)th sample. By incorporating the samples, we change the optimization objective in (19) into:

\[
\sum_{i \in I} \sum_{v \in V} \lambda_i \text{KL} \left( \hat{p}(.|v) || p_{NCDD}^i(.|v; Z^{(i)}, \Theta) \right).
\]  

(27)

Following similar steps as in (20), the objective in (27) simplifies to:

\[
- \sum_{i \in I} \sum_{(u,v) \in E} \log \left( p_{NCDD}^i(u|v; Z^{(i)}, \Theta) \right).
\]  

(28)

Finally, by indexing \( S_{u,v}^{(i)} = f_{NCDD}^{(i)}(z_{u}^{(i)}, z_{v}^{(i)}; \Theta) \) and substituting (26) into (28), the final NCDD graph learning optimization problem is derived:

\[
\min_{\{\Psi^k : k \in [K]\}, \Theta} \sum_{i \in I} \sum_{v \in V} \left[ \sum_{u \in N_v} S_{u,v}^{(i)} - |N_v| \log \sum_{s \in V} \exp(S_{u,v}^{(i)}) \right]
\]  

(29)

where for all \( i \in I \), for all \( k \in [K] \), and for all \( u \in V \):

\[
S_{u,v}^{(i)} = f_{NCDD}^{(i)}(z_{u}^{(i)}, z_{v}^{(i)}; \Theta),
\]

(30)

\[
z_{u}^{(i)} = \begin{bmatrix} h_{u,0}^{(i)} \\ h_{u,k}^{(i)} \end{bmatrix},
\]

\[
h_{u,0}^{(i)} = g(q(X_{u}^{(i)})),
\]

\[
h_{u,k}^{(i)} = g\left( \left\{ h_{v,k-1}^{(i)} : v \in N_u \right\} ; \Psi^{k} \right).
\]

IV. BRAIN CONNECTIVITY INFERENCE

In this section, we apply the NCDD graph learning method to compute brain connectivity. We define the brain connectivity as the similarity matrix \( S \) computed from the brain signals. We present tools to construct \( S \) based on the time and frequency domain signals, which are respectively linked to the notions of correlation and coherence. Although NCDD is a model-based method, since it statistically measures the interrelationships between neuronal events, it falls into the category of brain functional connectivity. The computations provided in this section are identical for all samples. So, to simplify notation, we drop the superscript \( i \) in this section and denote a sample of the graph signal by \( X \).

We refer to an arbitrary vector and matrix as \( e \in \mathbb{C}^M \) and \( E \in \mathbb{C}^{M \times L} \), respectively. We can substitute them with different vectors or matrices, e.g. with the hidden feature vector \( h_{u}^{0} \). We introduce \( [e]_M \) and \( [E]_{M,L} \) as the notations for indexing, i.e., they point out to sets of components corresponding to indices \( M \subseteq [M] \) and \( L \subseteq [L] \), respectively.

In the context of brain signal processing, \( x_u \) represents the time-series acquired from electrode (channel) \( u \) over \( T \) units of time. Next, we consider two forms of the signal-to-initial-feature mapping \( q \), from which the initial node features are computed. Each of the two forms correspond to the time and frequency domains and are linked to two conventional brain network modelings.

A. Initial Feature Computation

In the time-domain (TD) analysis, we define \( q \) in (11) as an identity function, i.e., the initial feature vectors are set equal to the graph signal \( h_{0}^{u} = x_u \), where \( u \in V \), \( x_u \in \mathbb{R}^{D_0} \) and \( D_0 = T \). Through these choices, the resulting similarity matrix will be related to the notion of correlation (to be discussed in Sec. IV-B).

In the frequency domain, we define the function \( q \) of (11) as a series of computations from the graph signal \( X \) to the initial feature vectors. We perform the computation process in such a way that the ensuing similarity matrix is linked to the notion of coherence (to be explained in Sec. IV-B). The process is as follows. Initially, we partition each node’s sample into \( \hat{T} \) inner windows, each of size \( W \), using the function \( f^{\text{win}} : \mathbb{R}^{N \times T} \rightarrow \mathbb{R}^{N \times \hat{T} \times W} \):

\[
\hat{X} = f^{\text{win}}(X).
\]  

(31)

Next, we calculate the Discrete Fourier Transform (DFT) of \( \hat{X} \), for each channel \( v \in V \) and each inner window \( t \in [\hat{T}] \), over \( W \) frequency bins using the function \( f^{\text{DFT}} : \mathbb{R}^{N \times \hat{T} \times W} \rightarrow \mathbb{C}^{N \times \hat{T} \times W} \):

\[
\hat{X} = f^{\text{DFT}}(\hat{X}).
\]  

(32)

Let \( W = [W] \) be the set of frequency bin indices, \( T \in \mathbb{R}^W \) denote the set of frequency bin values, and \( \hat{T} = [\hat{T}] \) be the set of all inner window indices. The two-dimensional matrix \( [X]_{v,\hat{T},W} \) corresponding to the \( i \)th component is vectorized using the vec : \( \mathbb{C}^{T \times W} \rightarrow \mathbb{C}^{T \times W} \) operator which concatenates the input's columns. The initial frequency domain (FD) feature vector is:

\[
h_{0}^{u,\text{FD}} = \text{vec}([X]_{v,\hat{T},W}) \in \mathbb{C}^{\hat{T}W},
\]  

(33)

where \( D_0 = \hat{T}W \).

B. Similarity Matrix Definition

In the time-domain analysis, we define the similarity matrix \( [22] \) as a weighted version of correlation. To do so, we first
denote a centering-normalizing (CN) operator by $f^{\text{CN}} : \mathbb{C}^D \to \mathbb{C}^D$, where $d \in [D] = [2D_0]$:
\[
[f^{\text{CN}}(e)]_d = \frac{([e]_d - \overline{e})}{\sqrt{D-1} \sum_{d \in [D]} ([e]_d - \overline{e})^2},
\]
and $\overline{e} = \frac{1}{D} \sum_{d \in [D]} [e]_d$ is the average of input. Also, the output of $f^{\text{diag}} : \mathbb{R}^D \to \mathbb{R}^{D \times D}$ is an all-zero matrix except for the diagonal:
\[
f^{\text{diag}}(e) = \begin{bmatrix}
[e]_1 & 0 & \cdots & 0 \\
0 & [e]_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & [e]_D 
\end{bmatrix}.
\]
Next, $f^{\text{NCDD}}$ of (22) in the time domain (TD) is defined as a weighted inner product between pairwise node embeddings, using the parameter set defined as $\Theta = \{\theta \in \mathbb{R}^D\}$:
\[
S_{u,v} = f^{\text{NCDD}}(z_u, z_v; \Theta) = f^{\text{CN}}(z_u)^\top f^{\text{diag}}(\theta) f^{\text{CN}}(z_v).
\]

In the frequency-domain analysis, we first reshape the vectorized embeddings into a tensor; we apply the inverse of the vec operator \[33\] to each of the two parts of a node’s embedding \[16\], separately:
\[
nabla^a_u = \text{vec}^{-1}(\{[z_u]_{[D_0]}\}) \in \mathbb{C}^{T \times W} \\
nabla^b_u = \text{vec}^{-1}(\{[z_u]_{[D_0+1,D_0+2,\ldots,2D_0=D]}\}) \in \mathbb{C}^{T \times W}.
\]
From now on, we use $\alpha \in \{a,b\}$ to refer to either of the parts, $a$ or $b$. Let $\tilde{Z}^\alpha \in \mathbb{C}^{N \times T \times W}$ be the concatenation of $\tilde{z}^\alpha_u : \forall u \in \mathcal{V}$ in a three-dimensional tensor. From the embedding definition in \[16\], we have $\tilde{Z}^a = X$. Furthermore, $\tilde{Z}^b$ is the final hidden feature vector, where $X$ of \[32\] is the initial feature vector in the frequency domain. Hence, we treat $\tilde{Z}^b$ as a post-processed DFT of the signal. Next, we use the cross-spectrum formula, which is the non-normalized version of coherence, to define the similarity matrix $S$ using the embeddings in the frequency domain.

We use Welch’s method to approximate the cross-spectrum \[33\]. In this method, we temporally divide the signal in each channel into inner windows. The cross spectrum is stored in a three-dimensional tensor $\Omega^\alpha \in \mathbb{R}^{N \times N \times W}$. The cross spectrum between nodes $u, v$ in a frequency bin index $\omega$ is defined as the following inner product:
\[
\Omega^\alpha_{u,v,\omega} = \sum_{t \in \mathcal{T}} \langle \tilde{Z}^\alpha_{u,t,\omega} \tilde{Z}^\alpha_{v,t,\omega}^* \rangle,
\]
where $\langle . \rangle^*$ denotes complex conjugate. We can rewrite the component-wise definition of $\Omega^\alpha$ in \[38\] in a compact form.

For this purpose, we first rearrange the components of $\tilde{Z}^\alpha \in \mathbb{C}^{N \times T \times W}$ in a two-dimensional matrix:
\[
\tilde{Z}^\alpha = \begin{bmatrix}
[\tilde{Z}^\alpha]_{V,1,1} & [\tilde{Z}^\alpha]_{V,2,1} & \cdots & [\tilde{Z}^\alpha]_{V,T,1} \\
[\tilde{Z}^\alpha]_{V,1,2} & [\tilde{Z}^\alpha]_{V,2,2} & \cdots & [\tilde{Z}^\alpha]_{V,T,2} \\
\cdots & \cdots & \cdots & \cdots \\
[\tilde{Z}^\alpha]_{V,1,W} & [\tilde{Z}^\alpha]_{V,2,W} & \cdots & [\tilde{Z}^\alpha]_{V,T,W}
\end{bmatrix}.
\]
Then, $\Omega^\alpha$ in \[38\] is written in the following tensor form:
\[
\Omega^\alpha = f^{\text{blkdg}}([\tilde{Z}^\alpha]^\top (\tilde{Z}^\alpha)^\top H),
\]
where $(.)^H$ denotes matrix conjugate transpose, and $f^{\text{blkdg}} : \mathbb{R}^{NW \times NW} \to \mathbb{R}^{N \times N \times W}$ is the block diagonal operator. The operator $f^{\text{blkdg}}$ outputs $W$ blocks of size $N \times N$, on the diagonal of the input $[\tilde{Z}^\alpha]^\top (\tilde{Z}^\alpha)^\top H$. Finally, the similarity matrix $S$ is defined as a weighted sum of $[\Omega^\alpha]_{V,V,\omega}$: $\forall \omega \in \mathcal{W}$. The weighting is determined by the set of parameters $\Theta = \{\theta^a, \theta^b\}$, where $\theta^\alpha \in \mathbb{R}^W$ gives different weights to each frequency bin:
\[
S = \sum_{\alpha \in \{a,b\}, \omega \in \mathcal{W}} |\theta|^\alpha [\Omega^\alpha]_{V,V,\omega}.
\]

C. Graph Topology

Thus far, our method based on representation learning assumed the graph topology $\mathcal{G}$, or equivalently $A$, is known. This assumption does not hold in many applications, including brain modeling using intracranial electroencephalographic (iEEG) data \[9\].

We estimate $A$ from the iEEG data. Such data-driven graph topology inference is necessary when using macroscale neural data such as iEEG because the spatial resolution of the data is too crude to be able to map the precise anatomical connections between the cells generating the iEEG signal. For example, the iEEG signal is dominated by cells within about 3 million neurons \[9\]. The area could have diverse patterns of anatomical connectivity. An alternative approach is to obtain diffusion tensor imaging (DTI) information. DTI is the closest approximation of $A$ from current sources of imaging and neural data, which is often used to estimate macroscale structural connectivity in human brains \[34\]. However, such information is not available in the EU human iEEG epilepsy database \[35\] that is used in this work. Future work would involve obtaining $A$ from DTI to evaluate the accuracy of the data-driven approach we present to derive $A$.

In the following, the approach we develop to infer $A$ from the data is explained. Assuming a multivariate Gaussian distribution for the $i$th sample of the graph signal, the sample covariance matrix $P(i) \in \mathbb{R}^{N \times N}$ is defined as:
\[
P(i) = \frac{1}{D_0 - 1} (X(i) - \overline{X}(i)) (X(i) - \overline{X}(i))^\top.
\]
\[2\]iEEG is but one method for estimating macroscale brain networks. Magnetoencephalography (MEG), functional magnetic resonance imaging (fMRI), and diffusion tensor imaging (DTI) are also commonly used \[34\]. We use iEEG here as it possible to record iEEG data for much longer periods of time in a single individual (e.g., days) than other methods, though it does not provide the comprehensive brain coverage afforded by DTI and fMRI.
In (42), \(1_N\) is an all-one row vector of length \(N\) and \(\overline{X}^{(i)}\in\mathbb{R}^N\) is the average of the signal on each node:

\[
\overline{X}^{(i)} = \frac{1}{D_0} \sum_{d=1}^{D_0} [X^{(i)}]_{v,d}.
\]

The inverse of the sample covariance matrix reveals direct (rather than indirect) dependencies in a graph. In other words, an inverse covariance component \(\{(P^{(i)})^{-1}\}_{u,v}\), conditions independence between the signal of node \(u\) from the signal of node \(v\), conditional on the signals of all other nodes. This feature makes the inverse covariance a good data-driven choice to infer the graph topology [37]. As a result, we define the adjacency matrix as follows, where \(\eta\) is a binarizing threshold:

\[
A_{u,v} = \begin{cases} 
1 & \text{if } \frac{1}{D_0} \sum_{i \in I} [(P^{(i)})^{-1}]_{u,v} \geq \eta \\
0 & \text{otherwise}
\end{cases}.
\]

Note that the primary condition for the inverse matrices \((P^{(i)})^{-1}\) to be invertible, is that the signal dimension \(D_0\) must be greater than the number of nodes \(N\).

V. Experiments

In this section, we use the NCDD graph learning method to infer time-varying brain networks. As explained before, one of the uses of the network perspective to brain modeling is to distinguish different brain states. Our graph learning method can be used for various brain state identification purposes. Examples include the classification of sleep vs. non-sleep, poor memory function vs. good function, seizure vs. non-seizure. In this paper, we present results on seizure detection. We further aim to identify brain state in an online manner. In other words, we develop an algorithm that constructs graphs in real time and estimates the corresponding state of the brain. The online identification capability is desirable especially for implantable medical devices [10], for which the learned graphs can serve as a biomarker.

A. Methodology

Existing epilepsy works which adopt the network perspective of the brain, use a variety of metrics to show the ability of the inferred networks to distinguish between seizure and non-seizure brain states [21, 17, 16]. For instance, [38] reports an increase in the eigenvalues of the correlation matrix when in the seizure state. There exist two issues with such state identification in the existing literature.

First, a majority of the existing studies extract a number of scalar metrics from the learned brain graphs (e.g., the eigenvalues). Then, they use each metric, as a single variable in a boxplot, to demonstrate the difference between such metrics in seizure vs. non-seizure states [21, 17, 16]. Since such univariate analysis investigates the metrics disjointedly, it is generally less powerful and it reduces the reliability of brain state identification when compared to multivariate analysis.

The second issue relates to the real-time implementation of the graph learning algorithms. In some of the existing graph-based literature, computing a single real-time graph from the current signal sample is not possible. Rather, a number of graphs defined from the signal over a longer period of time must be collected to identify the graphs’ corresponding brain states [17, 15]. As a result, such methods cannot be implemented in an online manner meaning delays are incurred.

In order to address the aforementioned issues, we use machine learning classification (supervised learning) which provides both multivariate analysis and an online framework for state identification purposes.

Fig. 4 shows a high-level block diagram of the overall system. In the training phase, training samples are fed to the proposed graph learning method. The embedding \(Z^{(i)}\) and the similarity matrix \(S^{(i)}\) corresponding to the signal sample \(X^{(i)}\) are computed using the set of parameters \(\{\Psi^k : k \in [K]\}\) and \(\Theta\). Since we use the aggregation functions \(g^{(i)}_{u,\text{mean}}\) and \(g^{(i)}_{u,\text{max}}\) in the experimental results, we set \(\Psi^k = \{U^k, b^k\}\). We choose a parameter mode, from three options, for either of the settings of parameters \(\Theta\) and \(\Psi^k\). The three parameter modes include “full”, “diagonal-repeated” and “scalar” which are elaborated on in Appendix A. The introduction of these modes adds flexibility to the number of variables to be optimized, and it leads to dramatic improvements in the results.

To learn the parameters, the optimization problem is solved via mini-batch stochastic gradient descent (SGD). This part of the training phase is done in an unsupervised manner, where sample labels (indicating brain states) are not required. Next, the resulting \(S^{(i)}\) are used for classification. Since similarity matrices are symmetric, the elements on the upper (or lower) triangular part of each \(S^{(i)}\) are stacked up into a vector. The resulting vectors are then fed to a random forest classifier as the input. The classifier uses the samples’ labels for training. It outputs \(\hat{y}^{(i)}\) as the estimate of the \(i\)th sample’s state. Ictal, pre-ictal and inter-ictal respectively refer to the period of seizure occurrence, 10 seconds before seizure occurrence, and periods of normal brain activity.

We label inter-ictal as state 0 and the other two as state 1. Pre-ictal and ictal labels were combined to compensate for potential ambiguities in the precise time of seizure onset [39]. This increases our confidence that our labels include the true time window of seizure onset, which is critical for clinical utility. Although it surely introduces some false “ictal” labels, these should be very small relative the number of true ictal labels and have minimal impact on performance.
Figure 5. The graphs (the similarity matrices) of normal brain activity in addition to one seizure event in patient 3 (a hard patient), using two graph learning methods in the time domain. Each sample is the graph computed from a signal window of length 2.5 seconds. Graphs correspond to the windows of signal sequentially ordered in time, from left to right, and from up to bottom.

B. Data

We used the data from Epilepsiae, the human iEEG epilepsy dataset [36]. The Epilepsiae database contains data from 30 patients. We used data from a 1/3 of the patients due to time and computational constraints. We selected the 10 patients for inclusion in our study because they had good post-surgical outcomes, suggesting that clinician seizure labels were correct, and they had relatively large numbers of seizures, which facilitates training.

The data for each patient contains “clips”, which are brain signal recordings over a period of about one-hour. Each clip was temporally subsampled to 256 Hz and divided into windows of 2.5-second length with 1.5-second overlap. Each window is denoted as a signal sample \( X^{(i)} \in \mathbb{R}^{N \times T} \). Since the number of inter-ictal samples in the dataset is significantly greater than that of pre-ictal and ictal samples, the data is imbalanced. To address this issue, we used all the samples of state 1 and randomly subsampled the signals of state 0, such that the sample ratio of state 0 to state 1 is reduced to 10. We then separately sorted the samples of states 0 and 1 chronologically, where the first and second halves of the samples of each state were used for training and testing, respectively.

Remark 2. The alternative to the temporally disjoint “train-test sample selection scheme” is to use “random” sets that disregard time. For example in the former case we may train on the first 5 days and test on the next 5 days. However, in the latter case we may, for instance, train on days 2, 4, 6, 7, 8 and then test on days 1, 3, 5, 9, 10. We pick to use the temporally disjoint approach for two reasons. First, the disjoint approach mimics the real life situation where data is collected contiguously, used for training, and then applied to future data. Second, the temporally disjoint scenario means that training and testing samples are, on average, temporally the furthest from each other. There may exist a gradual change in the features of brain activity (medication changes, ongoing seizures, etc.). Hence, the temporally disjoint scenario gives a lower bound (worst case) on the performance, compared to other train-test sample selection methods.

C. Results

Fig. 5 illustrates the similarity matrices computed using both the correlation matrix and our NCDD graph learning algorithm in the time domain.

The whole system illustrated in Fig. 4 was implemented in Python using Tensorflow. We built on and made various
changes to the GraphSAGE implementation in Python [40]. Table III lists the main functions and the hyperparameters used in the experiments that were shared between the patients. The main hyperparameters that were adjusted per patient, are listed in Table III. Since the scale of the values of \( \eta \) may differ between patients, it is easier to determine \( \eta \) such that a level of sparsity for \( A \) is achieved. We therefore used the parameter \( \eta^{\text{ratio}} \) to determine the fraction of zero elements in \( A \). For instance, if \( \eta^{\text{ratio}} = 0.5 \), the parameter \( \eta \) in (44) is determined from the matrices \((P^{(i)})^{-1}\) such that half of the \( A \) elements would be zero.

In order to have a fair comparison, we used the correlation matrix as a baseline to compare our graph learning method in the time domain. Similarly, the non-normalized coherence matrix was the baseline to evaluate the results of the NCDD graph learning in the frequency domain. The evaluation procedure was as follows. The samples were passed through four graph learning methods: correlation, non-normalized coherence, NCDD in the time domain, and NCDD in the frequency domain. For each method, the outcome consisted of matrices used as the classifier input. The samples used to train the graph learning were also used for training the classifier. The rest of the samples were tested both in the classification and graph learning modules, with and without their corresponding labels. The area under the receiver operating characteristic curve (AUC) is a scalar evaluation metric in binary classification; it equals 1 and 0.5 for a perfect and random classification, respectively.

We divided the patients into difficult and easy categories. The intuition behind such division was as follows. Looking at figures 6 and 7, we observed that patients 1 to 4 had the lowest AUC, both in the time and frequency domains. We termed these four patients the “difficult” patients, and the rest of them, the “easy” patients. In other words, for the difficult patients, it was hard to distinguish seizure from non-seizure samples.

Fig. 6 shows the classification results in the time domain, where it is observed that our proposed graph learning method in the time domain improved binary classification results by 8.63 percent for the difficult patients. Fig. 7 shows the classification results in the frequency domain, in which the average improvement of our proposed graph learning method is 3.68 percent for the difficult patients. As observed from both figures 6 and 7, the improvement in AUC of easy patients, in both domains, is small.

In order to combine the results in the two domains, we took the maximum of the AUC measure in the two domains, per patient. The combined improvement was 9.13 percent for the difficult patients.

As mentioned in Sec. II, one of the main features of NCDD graph learning is its scalability. Equations (6), (7), (9) and the

| Patient number | Name in EU dataset | Number of nodes (N) | domain | SGD number of epochs | \( \eta^{\text{ratio}} \) | SGD learning rate | SGD batch size | \( \Theta \)-mode | \( \Psi^{\text{ratio}} \)-mode |
|----------------|-------------------|---------------------|--------|----------------------|----------------|----------------|---------------|----------------|----------------------------|
| 1              | PT620             | 31                  | time frequency | 1 | 0.7 | 0.1 | 200 | scalar | diagonal-repeated |
| 2              | PT1125            | 49                  | time frequency | 2 | 0.5 | 0.1 | 200 | scalar | full |
| 3              | PT565             | 76                  | time frequency | 3 | 0.5 | 0.1 | 200 | scalar | diagonal-repeated |
| 4              | PT958             | 76                  | time frequency | 4 | 0.5 | 0.1 | 200 | scalar | diagonal-repeated |
| 5              | PT273             | 35                  | time frequency | 5 | 0.5 | 0.1 | 200 | scalar | diagonal-repeated |
| 6              | PT442             | 53                  | time frequency | 6 | 0.5 | 0.1 | 200 | full | diagonal-repeated |
| 7              | PT1096            | 61                  | time frequency | 7 | 0.5 | 0.1 | 200 | full | diagonal-repeated |
| 8              | PT590             | 79                  | time frequency | 8 | 0.5 | 0.1 | 200 | full | diagonal-repeated |
| 9              | PT970             | 89                  | time frequency | 9 | 0.5 | 0.1 | 200 | full | diagonal-repeated |
| 10             | PT1077            | 99                  | time frequency | 10 | 0.5 | 0.1 | 200 | full | diagonal-repeated |

Table III: Constants and hyperparameters in the experiments, adjusted per patients.

Figure 7. AUC measure, comparing the seizure detection classification performance of the graph learning methods in the frequency domain, on the testing signal samples of 10 patients.
discussions follow suggest that the complexity of graph learning using NCDD is less than the complexity of edge-centric methods. To confirm this conjecture, we evaluated the execution time per graph computation for NCDD, the LearnHeat algorithm of [7], and the CGL algorithm of [41]. We generated 100 i.i.d. samples of graph signal X per equation (2). To have a fair comparison and to avoid bias in the results towards a graph that might perform better with a particular graph learning algorithm, each X is generated without assuming a particular underlying graph. In particular, we generate each element of each sample matrix X, randomly and independently with a uniform distribution between 0 and 1. We fix the feature size \( T = 50 \) and sweep over variable \( N \in \{5, 15, 25, 50, 75\} \). For each graph learning method, we averaged over the execution time to learn the graph from each of 100 samples of \( X \), for each value of \( N \). The results are plotted in Fig. 8. The x and y-axes correspond to the number of nodes and the execution time in seconds, respectively. Figure 8 demonstrates that NCDD speeds up the graph learning process up to \( O(10^6) \) times when compared to LearnHeat, and it performs \( O(10) \) times faster than CGL.
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**VI. CONCLUSIONS**

We have developed a scalable node-centric graph learning method based on representation learning on graphs. We applied the method to model time-varying brain networks. The scheme’s superiority in differentiating brain state when compared to conventional schemes in network neuroscience is confirmed for seizure detection purposes on a dataset of 10 patients. In future work, one could explore the connection between the proposed node-centric approach and existing edge-centric methods. Furthermore, one may also wish to investigate the expressive power of the proposed method to model graph signals. We intend to extend the developed technique to other problems of brain state identification like working memory behaviour.

**APPENDIX A**

**MODES OF PARAMETER DEFINITION**

In Sec. VI, we used three modes for each of the sets of parameters \( \Theta \) and \( \{U^k, b^k\} \). The modes refer to different scenarios where different number of variables are optimized over in the optimization problem of (29).

1) **Full**: In this mode, all the elements in the original parameter sets, are optimization variables. They include \( U^k \in \mathbb{R}^{D_0 \times D_0}; \ b^k \in \mathbb{R}^{D_0}; \) and \( \theta \in \mathbb{R}^D \) in the time domain and \( \{\theta^\alpha \in \mathbb{R}^W : \alpha \in \{a, b\}\} \) in the frequency domain.

2) **Diagonal-repeated**: In this mode, which is only defined in the frequency domain, we first divide the set of frequency bin values \( \Upsilon \) to six physiologically signified signal bands namely: \( \delta \) (0.1-4Hz), \( \theta \) (4-8Hz), \( \alpha \) (8-13Hz), \( \beta \) (13-30Hz), \( \gamma \) (30-50Hz), and \( \beta \gamma \) (70-100Hz). We then give the same weight to the frequency bins in the same band. To accomplish this, we first define base variable vectors \( \tilde{\theta}^\alpha, \tilde{u}, \tilde{b} \in \mathbb{R}^6 \). We assume \( j_1, j_2, \ldots, j_6 \) denote the number of frequency bins in the six bands, where \( \sum_{l=1}^6 j_l = W \). We then define the parameter sets by repeating these variables in the following form:

\[
\theta^\alpha = \begin{bmatrix}
\tilde{\theta}^\alpha_{j_1}
\tilde{\theta}^\alpha_{j_2}
\vdots
\tilde{\theta}^\alpha_{j_6}
\end{bmatrix},
\quad
b^k = \begin{bmatrix}
\tilde{b}_1_{j_1}
\tilde{b}_2_{j_2}
\vdots
\tilde{b}_6_{j_6}
\end{bmatrix},
\quad
U^k = f^{\text{diag}} \left( \begin{bmatrix}
\tilde{u}_{1_{j_1}}
\tilde{u}_{2_{j_2}}
\vdots
\tilde{u}_{6_{j_6}}
\end{bmatrix} \right). \tag{45}
\]

3) **Scalar**: Only one scalar variable per array (or matrix) is used in this mode, i.e., using \( \tilde{\theta}^\alpha, \tilde{u}, \tilde{b} \in \mathbb{R} \) we define:

\[
b^k = \tilde{b}_1_{D_0},
\quad
U^k = \tilde{u}_1_{D_0 \times D_0}. \tag{46}
\]

Also, in the time and frequency domains we have:

\[
\theta = \tilde{\theta}^\alpha_{1_D},
\quad
\theta^\alpha = \tilde{\theta}^\alpha_{1_W}, \tag{47}
\]

where the matrix \( 1_{D_0 \times D_0} \) is an all-one matrix of size \( D_0 \times D_0 \).
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