Distinct transcription factor complexes act on a permissive chromatin landscape to establish regionalized gene expression in CNS stem cells
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Spatially distinct gene expression profiles in neural stem cells (NSCs) are a prerequisite to the formation of neuronal diversity, but how these arise from the regulatory interactions between chromatin accessibility and transcription factor activity has remained unclear. Here, we demonstrate that, despite their distinct gene expression profiles, NSCs of the mouse cortex and spinal cord share the majority of their DNase I hypersensitive sites (DHSs). Regardless of this similarity, domain-specific gene expression is highly correlated with the relative accessibility of associated DHSs, as determined by sequence read density. Notably, the binding pattern of the general NSC transcription factor SOX2 is also largely cell type specific and coincides with an enrichment of LHX2 motifs in the cortex and HOX-A9 motifs in the spinal cord. Interestingly, in a zebrafish reporter gene system, these motifs were critical determinants of patterned gene expression along the rostral-caudal axis. Our findings establish a predictive model for patterned NSC gene expression, whereby domain-specific expression of LHX2 and HOX proteins act on their target motifs within commonly accessible cis-regulatory regions to specify SOX2 binding. In turn, this binding correlates strongly with these DHSs relative accessibility—a robust predictor of neighboring gene expression.

[Supplemental material is available for this article.]

Distinct gene expression patterns in neural stem cells (NSCs) of different spatial locations are a prerequisite to the generation of neuronal diversity in the central nervous system (CNS), but how these arise from regulatory interactions between cell-type-specific chromatin profiles and transcription factor activity is less clear.

Genome-wide binding studies have revealed that transcription factors normally occupy less than a few percent of their consensus target sites present in the genome (Zaret and Carroll 2011). One important factor that affects the ability of transcription factors to bind their target motifs, and thus regulate gene expression, is the local status of chromatin compaction. The primary means of chromatin condensation is the wrapping of DNA around a histone octamer to form nucleosomes, which provide a steric hindrance to transcription factor binding (Iwafuchi-Doi and Zaret 2014). However, chromatin accessibility can also be increased in several ways, such as through shifting nucleosome positioning via ATP-dependent remodeling complexes (Boeger et al. 2003; Reinke and Hörz 2003), or via the modification of histone tail residues, which can result in the loosening of the DNA-histone interaction.

A unique feature of stem cells is their ability to activate gene expression programs of several different lineages. An important property that may facilitate this capacity is a relatively relaxed and dynamic chromatin state, which is permissive to the transcriptional machinery and thus gene activation (Meshorer et al. 2006). Examination of chromatin accessibility by mapping DNase I hypersensitive sites (DHSs) genome wide, in a large array of stem cells and their more committed progeny, has revealed that most DHSs are cell type specific. These studies have also shown that lineage specification and maturation are characterized by a general condensation of chromatin, paralleled by a selective de novo formation of open chromatin regions (Stergachis et al. 2013; Lara-Astiaso et al. 2014; Raposo et al. 2015). Interestingly, the resulting differences in the chromatin landscape that these changes bring can accurately cluster cells according to their lineage relationships (Song et al. 2011; Stergachis et al. 2013).

The transcription factor SOX2 has important regulatory roles in several stem cell populations (Sarkar and Hochdedinger 2013). Besides pluripotent stem cells, SOX2 is expressed by all NSCs in both the embryonic and adult CNS, where it has been shown to regulate fundamental processes such as stem cell maintenance, cell proliferation, and cell fate specification (Oosterveen et al. 2012; Sarkar and Hochdedinger 2013; Hagey and Muhr 2014; Nishi et al. 2015). However, despite the uniform expression of SOX2 in CNS precursor cells, its binding pattern differs substantially among different types of NSCs. For instance, less than one-quarter of the thousands of regulatory regions targeted by SOX2 in vitro-derived NSCs are also bound by SOX2 in cortical NSCs (Hagey and Muhr 2014; Konidoh and Lovell-Badge 2015). This is likely because the binding pattern of SOX2 has been shown to be largely dependent on partner transcription factors for efficient binding to regulatory regions (Konidoh and Kamachi 2010), but how local differences in chromatin accessibility among NSCs...
affect and are affected by the ability of SOX2 to bind its targets is not known. In this paper, we have used genome-wide approaches to examine how chromatin accessibility and transcription factor binding control the establishment of specific gene expression in NSCs of the mouse cortex and the spinal cord.

Results

Similar chromatin patterns in cortical and spinal cord NSCs

To address how the chromatin landscape reflects gene expression differences between subpopulations of neural precursor cells, we began by characterizing the transcriptomes of NSCs from different axial levels of the neural tube. This was achieved by performing RNA sequencing and DNase I hypersensitivity mapping on CD133-sorted NSCs, isolated from the cortex or the thoracic level of the spinal cord from E11.5 mouse embryos (Fig. 1A; Supplemental Fig. S1A,B). The transcriptomes differed significantly between these axial positions of the CNS, and considering genes with an expression that differed more than threefold ($P < 0.01$), we confidently identified 356 genes with an expression specifically enriched in cortical NSCs, 801 genes with an expression specifically enriched in spinal cord NSCs, and 1155 genes that were commonly expressed in these two NSC populations (expression fold change difference below 1.1; $P > 0.05$) (Fig. 1B).
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**Figure 1.** Chromatin landscapes in cortical and spinal cord NSCs. (A) Overview of the in vivo mRNA-seq and DNase-seq experiments. (B) Volcano plot representing genes commonly expressed (expression fold change differences ≤ 1.1; $P ≥ 0.05$) in cortical and spinal cord NSCs (black dots) and genes with differential expression (expression fold change difference ≥ 3; $P ≤ 0.01$) in NSCs of the cortex (Ctx; blue dots) and spinal cord (SC; red dots). (C) Venn diagram showing the number of total (within parentheses), unique, and overlapping DHSs in ES cells (ESC; green dashed circle), cortical NSCs (blue circle), and spinal cord NSCs (red circle). (D) Example DNase I cleavage density profiles for cortical NSCs (blue), spinal cord NSCs (red), and ES cells (green). (E) Venn diagram and bar graph comparing the enrichment of expression profiles from cortical NSCs (blue bar), spinal cord NSCs (red bar), or in both these cell types (white bar) with genes associated with region-specific (blue and red circle) or common DHSs (white region). (F) GO-enrichment specific term scores for genes associated with cortex (Ctx)-specific DHSs, spinal cord (SC)-specific DHSs, and common (ES cell, Ctx, and SC) DHSs. Light gray bars represent “Pallium development,” medium gray bars represent “Spinal cord development,” and black bars represent “Ribosome biogenesis.” (G) Scatter plot showing the number of sequence reads defining common DHSs in cortical and spinal cord NSCs, depending on whether they are associated with genes exclusively expressed in the cortex (blue dots) or spinal cord (red dots). The specific relationship between chromatin accessibility and gene expression is reflected by angle differences of the group-specific regression lines. The $P$-value associated with the cortex-specific data, assuming a null hypothesis where the cortex-specific and spinal cord-specific data come from the same distribution, is $P < 2.2 \times 10^{-16}$, whereas for the spinal cord-specific data, $P = 2.5 \times 10^{-10}$. Gene expression specificity, expressed versus not expressed, was defined by an RPKM-cutoff of greater than 5 and less than 1, respectively. ($^*^*$ $P < 0.001$).
algorithm revealed 34,356 DHSs in cortical NSCs and 34,734 DHSs in spinal cord NSCs (Fig. 1C; Supplemental Table S1; for general statistics, see Supplemental Table S2). These are conservative numbers when compared to those identified by the alternative algorithm Fseq (Boyle et al. 2008b), which called 633,494 DHSs in cortical NSCs and 596,402 DHSs in spinal cord with default parameters (see Methods). The results were consistent with previous reported genome-wide data sets, as the vast majority of the open chromatin regions identified in cortical NSCs, and many of the open regions identified in spinal cord NSCs, have previously been identified in E14.5 mouse brain tissue (Supplemental Fig. S1C; Mouse ENCODE Consortium et al. 2012). The pattern of accessible chromatin overlapped extensively between the cortex and the spinal cord, and most of the identified DHSs (~75%) were present in NSCs of both axial levels. Moreover, of the DHSs common to NSCs of the cortex and the spinal cord, we found that the majority were also overlapping with accessible chromatin regions in mouse endoderm, mesoderm, and ES cells (Fig. 1C,D; Supplemental Fig. S2A–C; Mouse ENCODE Consortium et al. 2012; Yue et al. 2014). In contrast, only a small minority of the cortex and spinal cord–specific DHSs were found in ES cells or progenitors of the other germ layers (Fig. 1C,D; Supplemental Fig. S2A). Also, of the DHSs specific to cortical and spinal cord NSCs, only a small number (~5%) were within 1 kb from their closest transcriptional start sites (TSSs), whereas approximately one-third of the DHSs commonly present in NSCs and ES cells were found within in 1 kb distance from promoter regions (Supplemental Fig. S2D; Song et al. 2011; Thurman et al. 2012). Together, these findings demonstrate that a substantial fraction of the DHSs that are common among the NSC subtypes are also present in ES cells and progenitors of the other germ layers. In contrast, DHSs that are specific to the cortex or spinal cord seem to have been largely formed de novo during the establishment of the nervous system, at distal chromatin regions.

A comparison with our gene expression analysis revealed that specific, but not common, DHSs were significantly enriched around genes (within 50 kb of TSSs) with an expression pattern restricted to the corresponding tissue (Fig. 1E). Despite this, genes expressed specifically in cortical or spinal cord NSCs were highly enriched for gene ontology (GO) terms such as “pallium development” and “spinal cord development” (Supplemental Fig. S2E); the genes associated with cortex or spinal cord–specific DHSs did not get consistent fold enrichment values for these particular GO terms (Fig. 1F). However, although genes associated with cortex- and spinal cord–specific DHSs were enriched for the aforementioned terms defining CNS development, genes associated with DHSs commonly represented in NSCs and ES cells were instead enriched for terms implicated in cellular housekeeping functions, including “ribosome biogenesis” and “DNA-repair” (Fig. 1F; Supplemental Fig. S2F). Thus, the distribution of DHSs that are specific to one axial level of the CNS, but not those common to both, correlate with the expression pattern, and to some extent also with the function, of the associated genes. In line with this finding, of the enhancers represented in the VISTA Enhancer Browser (Visel et al. 2007) capable of driving transgene expression in the developing mouse CNS, the majority (78%) were overlapping with our identified DHSs, and most of these could drive transgene expression in the appropriate tissue (Supplemental Fig. S2G).

Despite the significant relationship between DHSs found only at a certain axial level of the CNS and gene expression pattern, it should be noted that genes, regardless of their specific expression pattern in the CNS, were most often associated with DHSSs present both in the cortex and spinal cord (Supplemental Fig. S2H). Notably, if common DHSs were taken into account, the chromatin landscapes in cortical and spinal cord NSCs no longer mirrored the gene expression patterns of these cell types (Supplemental Fig. S2I). The abundance of common DHSs around genes with specific expression patterns raises the question of whether these exhibit quantitative differences that better reflect the activity of their associated genes. Indeed, in hematopoietic cells, the number of sequence reads defining DHSs at TSSs has previously been shown to be higher around expressed genes compared to silent genes (Boyle et al. 2008a). To examine this relationship, we analyzed the number of sequence reads defining shared DHSs associated with genes with an exclusive expression pattern in cortical or spinal cord NSCs. Interestingly, this characterization revealed a strong relationship between the number of sequence reads defining DHSs in each tissue, independent of their distance to TSS, and the specific expression pattern of their associated genes (Fig. 1G; Supplemental Fig. S2J). Hence, although the majority of open chromatin regions are represented in both cortical and spinal cord NSCs, their degree of accessibility is a significant, and better, predictor of the associated genes expression than the mere presence of DHSs.

SOX2 binds to common DHSs in a cell-type–specific manner

Because gene expression is dependent on the successful assembly of transcriptional activators at regulatory regions, we next examined how transcription factor binding correlated with axial differences in the chromatin profile. To address this issue, we focused on the key stem cell transcription factor, SOX2, both because it is highly and commonly expressed in cortical and spinal cord NSCs and because a highly related SOX binding motif was the second most commonly enriched in both cortical and spinal cord DHSs (Supplemental Fig. S3A).

To proceed, we first characterized the binding pattern of SOX2 in NSCs from either the E11.5 mouse cortex or spinal cord and compared these to the binding pattern of SOX2 in mouse ES cells. Chromatin immunoprecipitation sequencing (ChIP-seq) experiments, performed in duplicate, on spinal cord NSCs revealed thousands of bound regions (peaks), with a SOX binding sequence as the most centrally enriched motif (Fig. 2A,B; Supplemental Fig. S3B; Supplemental Tables S2, S3). The SOX motif was highly similar to the SOX2 motif that was previously identified de novo in cortical NSCs (Hagey and Muhr 2014) and ES cells (Fig. 2A; Chen et al. 2008). However, despite the sequence similarities of SOX2 target motifs in these three cell types, most of its binding was cell type specific. Of the chromatin regions targeted by SOX2 in the spinal cord, fewer than half were also bound in the cortex (Fig. 2B,C; Supplemental Fig. S3C) and only a minority (16%) of the chromatin regions bound by SOX2 in ES cells were also targeted in cortical and spinal cord NSCs (Fig. 2B,C; Supplemental Fig. S3C).

The specific binding patterns of SOX2 in the cortex and spinal cord reflected the expression patterns and functions of the targeted genes in each tissue very well, such that genes specifically bound by SOX2 in the cortex were primarily expressed in the cortex and were significantly enriched for the GO term “Pallium development” (Fig. 2D,E). This was in contrast to genes specifically bound by SOX2 in the spinal cord, which were primarily expressed in the spinal cord and showed significant GO enrichment for the term “Spinal cord development” (Fig. 2D,E). SOX2 peaks represented both in the cortex and the spinal cord were not
significantly enriched around genes with a common or specific expression pattern (Fig. 2D).

To examine if there is interdependence between the specific binding pattern of SOX2 in cortical and spinal cord NSCs and the axial differences in chromatin accessibility, we next examined the overlap between SOX2 peaks and DHSs. Although chromatin regions commonly bound by SOX2 in cortical and spinal cord NSCs were, as expected, almost exclusively overlapping with commonly represented DHSs (Fig. 2F,G), most of the cortex-specific, and a substantial fraction of the spinal cord–specific, SOX2 peaks were also overlapping with common represented DHSs in the cortex and spinal cord, by measuring the number of sequence reads defining the common DHSs, we found a significant relationship between SOX2 binding and the degree of chromatin accessibility in each tissue (Fig. 2H).
That the axial distribution of DHSs was unable to explain the region-specific binding pattern of SOX2 raises the possibility that its binding profile is instead dictated by the restricted expression of necessary partner factors. To address this idea, we examined DNA regions specifically bound by SOX2 in the cortex or spinal cord for their distinct enrichment of transcription factor binding motifs. In the cortex, we identified a strong enrichment of LHX2 motifs in SOX2-bound regions (46% of SOX2 peaks) (Fig. 2I), although these were negatively enriched in regions bound by SOX2 in the spinal cord (Supplemental Fig. S3D). In these regions, we instead identified an enrichment of HOXA9 motifs (22% of SOX2 peaks) (Fig. 2I), which were then underrepresented in SOX2-bound regions in the cortex (Supplemental Fig. S3D). In line with these findings, LHX2 is specifically expressed in NSCs of the cortex, whereas HOXA9 is specifically expressed in the spinal cord (Supplemental Fig. S3E,F). Thus, the specific target selection of SOX2 in the cortex and spinal cord strongly correlates with the presence of LHX2 and HOXA9 motifs, respectively.

Interestingly, by analyzing the nuclease cleavage profiles in our DNase-seq data sets, we identified pairs of nuclease resistant SOX and LHX motifs in cortical NSCs, and protected pairs of SOX and HOX motifs in the spinal cord NSC data, each with a distinct pattern of motif spacing (Fig. 2J). Hence, these footprint signatures imply that SOX and LHX2 motifs and SOX and HOXA9 motifs can be simultaneously and stably bound by their corresponding transcription factors in cortical and spinal cord NSCs, respectively.

LHX2 and HOXA9 motifs confer cell-type–specific enhancer activity to SOX2-bound chromatin

That DNA elements specifically bound by SOX2 in the cortex or spinal cord are enriched for binding motifs of transcription factors that are restricted to distinct areas of the CNS, indicates that these genomic regions may be involved in activating gene expression at specific axial levels of the neural tube. To address this possibility, a selection of SOX2-bound DNA regions, conserved from zebrafish to human, were inserted into GFP reporter constructs that were subsequently injected into zebrafish eggs (for selection and genomic locations of SOX2-

**Figure 3.** SOX2 acts with LHX2 and HOX factors to specify regionalized gene expression. (A) Overview of GFP reporter experiments in zebrafish embryos. (B–D) Representative examples of resulting transgenic zebrafish embryos after the injection of GFP reporters containing enhancer elements commonly (B) or specifically bound by SOX2 in the mouse cortex (C) or spinal cord (D). Spatial activity of transgenic enhancers is reported by GFP expression (white staining). Tracks depict SOX2 ChIP-seq reads in the cortex (blue) and spinal cord (red). (E) Activity of a transgenic enhancer bound by SOX2 in the mouse cortex upon mutation of SOX or LHX motifs (stars). (F) Transgenic activity of an enhancer bound by SOX2 in the mouse spinal cord upon mutation of SOX or HOX motifs (stars). Activity of GFP reporters containing either a wild-type enhancer active in the forebrain, its synthetic version in which the nucleotide sequence, apart from the intact LHX and SOX motifs, has been randomized, or a version in which the LHX motif was swapped for HOX, PBX, and MEIS motifs. (H) Activity of GFP reporters containing either a wild-type enhancer active in the caudal neural tube, its synthetic version in which the nucleotide sequence, apart from the intact HOX, PBX, MEIS, and SOX motifs, has been randomized, or an enhancer version in which its HOX, PBX, and MEIS motifs were swapped for LHX motifs. Luciferase reporter assay in P19 cells. Luciferase reporters containing either wild-type enhancers active in the forebrain (I) or in the caudal neural tube (J) were cotransfected with different combinations of vectors expressing SOX2, LHX2, HOXB6, PBX3, or MEIS1 proteins (I,J). Other enhancers examined consisted of variants in which either the transcription factor binding motifs or their flanking sequences were mutated, or variants in which the LHX motifs and HOX, PBX, and MEIS motifs had been interchanged. (* ) 0.05 > P > 0.01; (**) 0.01 > P > 0.001.
bound regions, see Methods) (Fig. 3A; Supplemental Fig. S4A,B). Of the reporters containing regulatory regions commonly bound by SOX2 in the cortex and spinal cord (Fig. 3B), seven of eight activated GFP expression throughout the rostro-caudal axis of the neural tube 50–55 h after injection (Fig. 3B; Supplemental Fig. S4A). In contrast, of the genomic regions selectively bound by SOX2 in the cortex, a majority (34 of 42) reliably activated GFP expression specifically in the forebrain (Fig. 3C; Supplemental Fig. S4B), whereas most of the regulatory regions specifically bound by SOX2 in the spinal cord (17 out of 22) exclusively activated GFP expression in the caudal neural tube (Fig. 3D; Supplemental Fig. S4A). Together, these findings demonstrate that genomic elements bound by SOX2 in the mouse cortex or spinal cord can robustly function as enhancers that drive gene expression at the corresponding anterior–posterior level of the zebrafish neural tube.

To examine how SOX2-bound regulatory elements achieved their spatial specificity in the neural tube, we mutated their SOX motifs, LHX motifs in forebrain enhancers, or HOX, PBX, and MEIS motifs in enhancers active in the caudal neural tube. Importantly, mutations of LHX motifs or HOX, PBX, and MEIS motifs ablated most enhancer activity in both the forebrain and caudal neural tube, respectively (Fig. 3E,F; Supplemental Fig. S5A,B). The enhancers active in the caudal neural tube were generally less dependent on the presence of SOX motifs because only one of four enhancers lost its ability to activate reporter expression in the absence of intact SOX motifs (Fig. 3E,F; Supplemental Fig. S5B) compared to four of four forebrain enhancers with mutated SOX motifs (Fig. 3E; Supplemental Fig. S5A). Despite this, morpholinos targeting Sox2, together with its SoxB1 homolog Sox3, completely blocked the activity of the coincjected reporters, both in the forebrain and in the caudal part of the neural tube (Supplemental Fig. S5A,B).

To examine whether these transcription factor binding motifs were also sufficient to drive specific enhancer activity, we generated reporters containing enhancers in which all nucleotide sequences apart from the SOX and LHX motifs or SOX, HOX, PBX, and MEIS motifs had been randomized (synthetic) (Fig. 3G, H). Indeed, SOX motifs together with LHX motifs, or together with HOX, PBX, and MEIS motifs, were sufficient to endow the synthetic enhancers with forebrain or caudal neural tubal activity, respectively (Fig. 3G,H; Supplemental Fig. S5A,B). Moreover, by replacing LHX motifs in forebrain enhancers with HOX, PBX, and MEIS motifs, and vice versa in caudal enhancers (swap) (Fig. 3G, H), the activities of the enhancers along the rostral-caudal axis were completely re-specified (Fig. 3G,H; Supplemental Fig. S5A, B). Thus, these experiments demonstrate that SOX and LHX motifs, as well as SOX, HOX, PBX, and MEIS motifs, are not only necessary, but also sufficient to specify cell-type-specific gene expression in the developing CNS. However, it is important to point out that because the examined DNA elements are conserved from zebrafish to human, they are likely to contain other motifs than just these for LHX and HOX that are important for robust enhancer activity. Consistent with this, although the synthetic enhancers maintained the integrity of the SOX, LHX, and HOX motifs, they had a reduced ability to activate reporter expression in the zebrafish brain and spinal cord in comparison with their unmodified enhancer counterparts.

Although the enhancer analysis in zebrafish embryos argues for interdependence between the SOX and LHX motifs and between SOX and HOX motifs, we next conducted immunoprecipitation (IP) experiments to examine whether SOX2 could physically interact with LHX2 and HOXB6 proteins; a HOX chosen for its broad expression, which better matched that of our reporters than HOX9 (Malo and Alonso 2013; Philippidou and Dase 2013). Indeed, SOX2 interacted efficiently with both LHX2 and HOXB6 in transfected HEK293 cells (Supplemental Fig. S6). Consistent with these findings, luciferase reporter assays in the mouse embryonic carcinoma cell line P19 demonstrated that an enhancer active in the zebrafish forebrain could be induced specifically and in an additive manner by SOX2 or LHX2 proteins (Fig. 3I). In contrast, an enhancer active in the caudal neural tube was instead induced by SOX2 and HOXB6, in combination with its partner factors PBX3 and MEIS1 (Fig. 3I). Mutation of SOX and LHX motifs in the forebrain enhancer decreased the ability of SOX2 and LHX2 to activate luciferase expression (Fig. 3I). However, although mutation of the HOX motifs in the caudal enhancer reduced the capacity of HOXB6 to induce luciferase expression, mutation of the SOX motifs had, similar to the situation in the zebrafish embryo, only a limited effect on the reporter activation (Fig. 3J). Moreover, the synthetic versions of the forebrain and caudal enhancers could be specifically activated by a combination of SOX2/LHX2 and SOX2/HOXB6, respectively (Fig. 3J), and swapping LHX for HOX motifs, and vice versa, altered the response of the mutated enhancers to LHX2 and HOXB6 proteins in a consistent manner (Fig. 3J). Thus, although the enhancer active in the zebrafish forebrain responds specifically to SOX2 and LHX2 proteins, the enhancer active in the caudal part of the neural tube was instead activated by SOX2 and HOXB6 proteins in combination with its partner factors PBX3 and MEIS1.

Quantitative differences in chromatin accessibility predicts gene activity

Our findings argue that the cell-type–specific binding pattern of SOX2, within a permissive chromatin landscape, can be explained by the specific distribution of SOX2 partner factors. In turn, these findings raise the possibility that the redistribution of HOX expression would be sufficient to induce an ectopic transcriptional profile in cortical NSCs. To address this issue, we used in utero electroporation to misexpress HOXB6 or HOX9 in NSCs of E13.5 cortices. After 16–20 h, electroporated cortices were processed for fluorescent-activated cell sorting (FACS) and RNA-seq, or immunohistochemistry (Fig. 4A). In comparison with GFP, misexpression of HOXB6 resulted in up-regulation of 54 genes and down-regulation of 49 genes more than fourfold (Fig. 4B). Interestingly, the up-regulated genes were significantly enriched for spinal cord–specific genes (Fig. 4C; Supplemental Fig. S7A), whereas the down-regulated genes were significantly enriched for cortex genes (Fig. 4C; Supplemental Fig. S7A). Moreover, immunohistochemistry analysis, using antibodies targeting proteins encoded by the spinal cord–specific Ascl1 and Prdm12 genes, revealed that >80% of the Hoxb6- or Hoxa9-electroporated cortical cells up-regulated ectopic expression of proteins predominantly expressed in the spinal cord (Fig. 4D; Supplemental Fig. S7B).

To gain insights into the mechanism by which the ectopically expressed genes were deregulated, we analyzed their associated regulatory features, including DHS profiles, SOX2 binding, and enrichment of HOX motifs. Although all of the up-regulated genes were associated with DHSs within 50 kb of TSS in the cortex and spinal cord (Supplemental Fig. S7C), the size of their DHSs was significantly larger in the spinal cord (Fig. 4E). In contrast to the down-regulated genes, the up-regulated genes were also enriched for SOX2 binding in both the cortex and spinal cord (Fig. 4F,G;
Figure 4. Prediction of gene expression specificity in cortical and spinal cord NSCs. (A) Overview of experimental design for identification of HOX regulated genes in E13.5 mouse cortex. (B) Venn diagrams showing the number of genes up- and down-regulated more than two- and fourfold in cortical NSCs after Hoxb6 electroporation. (C) Bar graph showing, as relative gene expression enrichment scores, that spinal cord genes are predominantly up-regulated and that cortex genes are predominantly down-regulated in cortical NSCs upon Hoxb6 electroporation. (D) Immunohistochemical analysis of Hoxa9-electroporated cortices demonstrates a broad up-regulation of Mash1 and Prdm12, which are normally expressed predominantly in the spinal cord. (E) Relative size, as defined as number of sequence reads, of cortical and spinal cord DHSs associated with genes up- and down-regulated more than fourfold. (F,G) Enrichment of cortex (F) and spinal cord (G) Sox2 peaks around genes up- and down-regulated more than fourfold by HOXB6 misexpression. Genes that change <1.1-fold are defined as unregulated. (H) Percentage of genes, up- and down-regulated more than fourfold, associated with accessible chromatin in the cortex and containing HOX motifs. (I) Tracks around the ectopically up-regulated Ascl1 gene. Tracks show overlapping Sox2 peaks and DHSs containing conserved HOX motifs (red letters in mouse [M], human [H], chicken [C], and zebrafish [Z] sequences) in the cortex (blue tracks) and spinal cord (red tracks). Note size differences (read values inset) of DHSs in the cortex and spinal cord. (J) Bar graph shows RPMK values of Ascl1 in cortical and spinal cord NSCs under normal conditions and in cortical NSCs after GFP or Hoxb6 electroporation. (K–M) Random forest importance scores of regulatory features controlling gene expression fold change (FC) (K), DHS-FC (L), and Sox2-FC (M) in spinal cord versus cortical NSCs. (•) P < 0.01; (••) P < 0.001; (•••) P < 0.0001.
functional CNS, but how this arises from the regulatory interactions between chromatin profiles and transcription factor activity has remained elusive. Here, we have addressed this issue by characterizing the accessibility of cis-regulatory regions and the binding of the key stem cell transcription factor SOX2. Our data provide insights into how distinct transcription factor complexes can act on a permissive chromatin landscape to establish distinct gene expression patterns in CNS stem cells.

Previous studies that have characterized the chromatin profile in cells of different lineages and of different developmental stages have revealed that the majority of the identified DHSs are cell type specific (Thurman et al. 2012; Stergachis et al. 2013). In fact, used as a fingerprint, the distribution of open chromatin efficiently separates cells according to their lineage relationships (Song et al. 2011; Stergachis et al. 2013). These cell-type-specific chromatin landscapes are the combined result of extensive heterochromatinization and establishment of de novo DHSs during lineage specification and cell maturation (Stergachis et al. 2013; Lara-Astiaso et al. 2014). For instance, a comparison of the accessible chromatin present in a mature cell type to that in ES cells indicates that approximately one-third of DHSs are retained from pluripotent stem cell stages (Stergachis et al. 2013). In our analysis, rather than comparing different cellular lineages or cells of different maturation stages, we focused on NSCs with distinct positional identities in the cortex and spinal cord. We found that the majority of the accessible DNA regions are present in both of these NSC populations, and most of these can be already identified in ES cells. In contrast, open chromatin regions specifically found in the cortex and the spinal cord appear to have been mostly newly formed during CNS development. Moreover, although DHSs specific to rostral or caudal NSCs were significantly more associated with genes expressed at the corresponding level of the CNS, shared DHSs were evenly distributed among genes with a specific and nonspecific expression pattern. Thus, as a consequence of the high number of common DHSs, the overall pattern of open chromatin found in cortical and spinal cord NSCs failed to reflect region-specific gene expression profiles.

By analyzing DHSs in more than 100 different cell types, it has previously been demonstrated that the vast majority (∼95%) of these are located distally (>2.5 kb) to TSSs (Song et al. 2011; Thurman et al. 2012), and distal DHSs, in comparison with promoter DHSs, are largely cell type specific (Song et al. 2011; Thurman et al. 2012). In this respect, it is interesting to note that >35% of the DHSs commonly represented in NSCs and in ES cells were located proximal (within 1 kb) to TSSs, ∼55% were found within 10 kb of TSSs, but DHSs found specifically in the cortical or spinal cord NSCs were almost exclusively located more distally. One possibility is that common DHSs, of which many were already present in pluripotent stem cells, are more important for general cellular functions in the newly formed CNS. In contrast, distally located DHSs, of which a large portion have been generated de novo specifically in the developing cortex and spinal cord, may be more essential to neural cell fate decisions. Consistent with this idea, although genes associated with common DHSs gave high GO enrichment scores for general cellular terms such as “ribosome biogenesis” and “DNA repair,” genes associated with cell type-specific DHSs gave high enrichment scores for terms such as “pallium development” and “spinal cord development.” Moreover, previous ChIP-seq experiments in neural cells have demonstrated that the SOX2 homolog, SOX3, primarily binds genes regulating neural development and neural fate decisions through distal chromatin regions, whereas genes involved in cellular “housekeeping” functions are bound via more proximal regions (Bergsland et al. 2011).

Although SOX proteins generally depend on an interaction with partner transcription factors (Kondoh and Kamachi 2010) to increase their binding stability to DNA, partner factor interactions are anticipated to also specify their target selection and gene regulatory functions. Thus, the cell-type-specific binding and activity of SOX proteins are likely to some extent be ascribed to the spatial distribution of their partner factors. For instance, despite its uniform expression in NSCs, SOX2 has been implicated in specifying positional identities along the dorsal–ventral axis of the spinal cord (Oosterveen et al. 2012; Peterson et al. 2012). Furthermore, genome-wide binding studies suggest that the role of SOX2 in neural pattern formation may be mediated through an interaction with different cell fate specifying homeodomain and bHLH transcription factors, which are expressed in discrete domains of the ventricular zone (Nishi et al. 2015). Furthermore, in this study, we have demonstrated that SOX2 is also involved in specifying positional identities along the anterior–posterior axis of the CNS. Our data indicate that differences in the binding pattern and function of SOX2 in NSCs of the cortex and spinal cord are not primarily explained by variations in chromatin accessibility. Rather, differences in the binding pattern and function of SOX2 appear to be achieved through an interaction with LHX2 in the cortex and with HOX proteins in the caudal CNS. Consistently, LHX2 has previously been assigned an important role in specifying cortical identities in NSCs (Mangale et al. 2008), whereas HOX proteins can induce caudal properties in neural cells (Philippidou and Dasen 2013). Supportive of the idea that LHX2 and HOX9 proteins promote the specific binding patterns of SOX2, our statistical model revealed that the enrichment of LHX2 and HOX motifs was important for predicting SOX2 binding in the cortex and the spinal cord. However, shared chromatin landscapes between cells with distinct gene expression profiles are not unique to the developing CNS. For instance, in regulatory T cells, the late acting lineage specifying transcription factor, FOXP3, has been shown to exploit open chromatin regions that are established during previous differentiation stages and that are maintained by prebinding partner factors (Samstein et al. 2012). Moreover, the dependence of partner factors in defining a cell-type-specific binding pattern and function in the developing CNS is not only a characteristic of SOX proteins. For example, although the motor neuron determinant ISL1 promotes the generation of spinal motor neurons when misexpressed in conjunction with NGN2 and LHX3 in ES cells (Mazzoni et al. 2013), replacing LHX3 with PHOX2A does not only alter the binding pattern of ISL1, but alters also the subtype of the neurons generated from spinal to cranial motor neurons (Mazzoni et al. 2013).

Our findings have resulted in an equation that attempts to explain gene expression differences between NSCs in the cortex and the spinal cord. According to this statistical model, fold change differences in the number of sequence reads defining DHS size is the most important feature in explaining expression differences of associated genes, followed by conservation of DNA regions, fold change differences in SOX2 binding, and finally enrichment of LHX2 and HOX9 motifs. One possible explanation for the importance of quantitative differences of DHSs in predicting gene expression specificity is that it reflects the collective binding of factors necessary to drive the expression of the nearby gene. It is interesting that when analyzing the regulatory regions around genes ectopically up-regulated in the cortex upon HOX misexpression, we observed that these genes were associated with accessible
chromatin in the cortex, which was also targeted by SOX2 and enriched for HOX motifs. Thus, a commonality among the genes that were up-regulated by HOX is that they are associated with regulatory features resembling those found in the environment in which they are normally expressed. Finally, although this study focuses on NSCs with distinct positional identities, common regulatory landscapes have, as mentioned above, been described for cell types of other lineages (Wu et al. 2011; Samstein et al. 2012), and the spatial distribution of cofactors has also been shown to influence the binding pattern of more ubiquitously expressed transcription factors (Mazzone et al. 2013). Thus, it is likely that our findings regarding chromatin accessibility and transcription factor activity can be applied to gene expression specification in stem cell populations outside the CNS.

Methods

ChIP-seq

Approximately 50 thoracic region spinal cords from E11.5 mouse embryos were used as input for the ChIP-seq protocol, which was performed according to Hagey and Muhr (2014). Experiments were performed in duplicate. Peak calling from ChIP-seq data for identifying potential SOX2 binding sites was done with SISRS (version from 2009-02-19) (Jothi et al. 2008). The further characterization of SOX2 binding in the different cell types was based on consensus SOX2 peak sets.

DNase-seq

Cortices or thoracic region spinal cords from E11.5 mouse embryos were dissociated using Neural Tissue Dissociation Kits (P) according to the manufacturer’s protocol (Miltenyi Biotec). Approximately 30 million NSCs were isolated by MACS using anti-Prominin-1 microbeads. After three rounds of NSC purification, nuclei extraction and DNase I (60 U/mL) digestion were performed according to Ling and Waxman (2013a,b). Separation of DNA fragment sizes was performed on a continuous sucrose gradient (10%–40%). After fractionation and qPCR analyses, libraries were prepared and sequenced on an Illumina Genome Analyzer Ix. Identification of open chromatin regions from DNase-seq data (peak calling) was done using DFilter (v 1.0) (Kumar et al. 2013) with settings “-refine -std=4.” The same settings were used to identify DHSs in duplicate endoderm, mesoderm, and ES cells DNase-seq experiments, with consensus DHS sets used for further downstream analysis. When identifying DHSs with Fseq (Boyle et al. 2008b), default parameters were used except for “-f 0,” which is recommended for DHS peak calling.

RNA-seq

Cortices or thoracic region spinal cords from E11.5 mouse embryos were dissociated using Neural Tissue Dissociation Kits (P) according to the manufacturer’s protocol (Miltenyi Biotec). NSCs were isolated by MACS using anti-Prominin-1 microbeads. After three rounds, mRNA was extracted using RNasey mini kit (Qiagen), libraries were prepared, and sequenced on Illumina Genome Analyzer Ix. Sequencing reads were mapped to the mm9 genome assembly with STAR (v. 2.3) (Dobin et al. 2013), and gene-level quantification was done using Ensembl 67 gene annotations with HTSeq (v. 0.5.1) (Anders et al. 2015) for read counts and rpkmforgenes.py (Ramškold et al. 2009) for RPKM values. Differential expression analysis to identify genes preferentially expressed in either spinal cord or cortex was done with DESeq2 (Love et al. 2014). The RNA-seq experiments are based on biological triplicates.

Peak overlapping, Centrimo, and heatmaps

DHS and SOX2 ChIP-seq regions were operated on using the Galaxy tools (Blankenberg et al. 2001; Giardine et al. 2005; Goecks et al. 2010) available at https://usegalaxy.org. SOX2 ChIP-seq peak regions were extended by 100 bp in both directions, and FASTA files of these regions were used as input into MEME-Chip 4.10.2 (Machanick and Bailey 2011). Spinal cord SOX2 ChIP-seq peak regions were checked for read enrichment in each biological replicate, as well as in the cortex and ESC SOX2 ChIP-seq data sets using SeqMiner1.2 (Ye et al. 2011).

Zebrafish and luciferase experiments

To select putative tissue-specific enhancers for zebrafish and luciferase assays, we first defined SOX2 ChIP-bound regions enriched in either tissue using DiffBind (Ross-Innes et al. 2012) on output from SISRS. We further required that the regions be conserved from zebrafish to human according to the phylop30way track in the UCSC Genome Browser (Karolchik et al. 2004). Regions were then manually selected based on RNA-seq log fold change and statistical significance as reported by DESeq2. Regions were synthesized by Genscript between BglIII and Xhol sites, with orientation to TSS. These were then subcloned into an E1b-GFP-Tol2 vector (Birnbaum et al. 2012) or TKmax-luciferase reporter. Transposase mRNA was transcribed in vitro from linearized (NotI) pCS2-Transposase vector (Clark et al. 2011) using Message Machine SP6 kit (Ambion). Zebrafish fertilized eggs were injected with 1–2 nl of solution (50 ng/μl plasmid DNA and 20 ng/μl transposase mRNA) at the one-cell stage. GFP expression was observed at 50–55 h after injection, and the number of live and GFP positive embryos were recorded. Motif mutations were achieved through 2 nt exchange of SOX, HOX, LHX, PBX, or MEIS core motifs. Enhancer DNA was randomized using this website: http://www.faculty.ucr.edu/~mmaduro/random.htm. Morpholinos were obtained from Gene Tools LLC, and morpholino knockdown experiments were performed as previously described (Okuda et al. 2010). Luciferase experiments were performed in P19 cells essentially as described in Bergsland et al. (2011).

Data access

Sequence data generated for this study have been submitted to the NCBI Sequence Read Archive (SRA; http://www.ncbi.nlm.nih.gov/sra) under accession number SRP069283.
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