MODELLING OF A SPHERICAL DEFLAGRATION AT CONSTANT SPEED
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Abstract. We build in this paper a numerical solution procedure to compute the flow induced by a spherical flame expanding from a point source at a constant expansion velocity, with an instantaneous chemical reaction. The solution is supposed to be self-similar and the flow is split in three zones: an inner zone composed of burnt gases at rest, an intermediate zone where the solution is regular and the initial atmosphere composed of fresh gases at rest. The intermediate zone is bounded by the reactive shock (inner side) and the so-called precursor shock (outer side), for which Rankine-Hugoniot conditions are written; the solution in this zone is governed by two ordinary differential equations which are solved numerically. We show that, for any admissible precursor shock speed, the construction combining this numerical resolution with the exploitation of jump conditions is unique, and yields decreasing pressure, density and velocity profiles in the intermediate zone. In addition, the reactive shock speed is larger than the velocity on the outer side of the shock, which is consistent with the fact that the difference of these two quantities is the so-called flame velocity, i.e. the (relative) velocity at which the chemical reaction progresses in the fresh gases. Finally, we also observe numerically that the function giving the flame velocity as a function of the precursor shock speed is increasing; this allows to embed the resolution in a Newton-like procedure to compute the flow for a given flame speed (instead of for a given precursor shock speed). The resulting numerical algorithm is applied to stoichiometric hydrogen-air mixtures.
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1. Problem position. We address the flame propagation in a reactive infinite atmosphere of initial constant composition. The ignition is supposed to occur at a single point (chosen to be the origin of \(\mathbb{R}^3\)) and the flow is supposed to satisfy a spherical symmetry property: the density \(\rho\), the pressure \(p\), the internal energy \(e\) and the entropy \(s\) only depend on the distance \(r\) to the origin and the velocity reads \(u = ur/r\), where \(r\) stands for the position vector. The flame is supposed to be infinitely thin and to move at a constant speed. The flow is governed by the Euler equations, and we seek a solution with the following structure:

- the solution is self-similar, i.e. the quantities \(\rho, p, e, s\) and \(u\) are functions of the variable \(x = r/t\) only.

- the flow is split in three zones, referred to as the inner, intermediate and outer zones. The inner zone stands for the burnt zone while, in the other two zones, the
gas is supposed to be in its initial (referred to as fresh or unburnt) composition. Burnt and fresh gases differ by the expression of the total energy:

\[ E = \frac{1}{2} u^2 + e - \zeta_b Q, \quad \zeta_b = 1 \text{ in the burnt zone, } \zeta_b = 0 \text{ in the fresh zone,} \quad (1.1) \]

with \( Q > 0 \) the chemical heat reaction. Both burnt and unburnt gases are considered as ideal gases, possibly with different heat capacity ratios:

\[ p = (\gamma - 1) e, \quad \gamma = \gamma_b \text{ for burnt gases, } \gamma = \gamma_u \text{ for unburnt gases.} \]

- In the burnt zone, the solution is supposed to be constant; this constant state is denoted by \( W_b = (\rho_b, u_b, p_b) \). For symmetry reasons, the fluid is at rest in this zone, i.e. \( u_b = 0 \).

- The burnt and intermediate zones are separated by a shock, which coincides with the flame front. This shock is called the reactive shock, and travels at a constant speed \( \sigma_r \). The outer state of the shock is denoted by \( W_2 = (\rho_2, u_2, p_2) \). Note that the usual Rankine-Hugoniot jump conditions apply at the reactive shock, up to the fact that the expression of the total energy in the inner and outer states differ (see Equation (1.1)).

- The intermediate and the outer zone are separated by a 3-shock, referred to as the precursor shock, and travelling at a velocity denoted by \( \sigma_p \). We denote by \( W_1 = (\rho_1, u_1, p_1) \) the inner state of the precursor shock, and, since the usual jump conditions for the Euler equations apply, we have \( \sigma_p \geq u_1 \). In the outer zone, conditions are constant and equal to the initial condition \( W_0 = (\rho_0, u_0, p_0) \); the fluid is at rest, i.e. \( u_0 = 0 \).

- In the intermediate zones, the states \( W_2 \) and \( W_1 \) are supposed to be linked by a regular solution. In addition, for physical reasons, we expect that

\[ u_2 > 0 \text{ and } \sigma_r = u_2 + u_f \text{ with } u_f > 0. \quad (1.2) \]

Indeed, the velocity \( u_f \) is the velocity at which the chemical reaction progresses in the fresh gases; these are pushed away from the origin by the expansion of the burnt gases, and therefore \( u_2 > 0 \).

The aim of this paper is to build a numerical procedure to compute a solution with the above described structure. More precisely speaking, we present the two following developments:

- First, for a given precursor shock speed \( \sigma_p \), we derive a solution with the desired structure in a constructive way (and this construction yields a unique solution), and propose a simple numerical scheme to compute it. Moreover, the constructed solution is such that the inequalities (1.2) are satisfied (in fact, we obtain that \( \sigma_r - u_2 > 0 \) since we seek and find a solution such that \( x - u(x) > 0 \) in the whole intermediate zone), and thus yields a physically meaningful flame velocity \( u_f \).

- As a by-product, we numerically obtain the velocity \( u_f \) as a function of \( \sigma_p \), i.e. we construct a function \( \tilde{G} \) such that \( u_f = \tilde{G}(\sigma_p) \), and observe that this function \( \tilde{G} \) is strictly increasing, which was expected from physical reasons (the faster the combustion, the stronger the generated shock-wave). It is thus easy to build an iteration to compute the flow associated to a given \( u_f \), which is generally the problem of physical interest.

Finally, this process is implemented in the free CALIF\(^3\)S software [2] developed at the French Institut de Radioprotection et de Sûreté Nucléaire (IRSN) and applied to obtain solutions as a function of \( u_f \) for a stoichiometric mixture of hydrogen and air.

The derivation of a solution for the same problem may be found in [7]; however, the techniques used in this latter paper are different (the solution is performed in the
phase space), and the uniqueness of the construction together with the proof of the decreasing properties of the solution are not explicit. The developments in [7] are built upon techniques developed for non-reactive problems in [8, 10]. Approximate solutions in closed form are given in [9, 4]. Finally, the complete solution of the plane case (i.e. the one-dimensional case in cartesian coordinates), in closed form, is given in [11].

2. Solution for a given precursor shock speed. We first propose a constructive derivation of the solution for a given precursor shock speed, and then state the numerical scheme to compute it.

2.1. Derivation of the solution. Since the fluid state in the outer zone \( W_0 \) is given, we may equivalently use hereafter either \( \sigma_p \) or the precursor shock Mach number defined by \( M_p = \sigma_p/c_0 \), with \( c_0 = (\gamma u p_0/\rho_0)^{1/2} \) the speed of sound in the outer zone. We recall that, for entropy condition reasons, \( M_p > 1 \). By a standard computation, the Rankine-Hugoniot conditions at the precursor shock yields the state \( W_1 \):

\[
\rho_1 = \frac{\gamma u + 1}{\gamma u - 1 + 2 \frac{\rho_0}{M_p^2}} \rho_0, \quad u_1 = (1 - \frac{\rho_0}{\rho_1}) \sigma_p, \quad p_1 = p_0 + (1 - \frac{\rho_0}{\rho_1}) \rho_0 \sigma_p^2. \quad (2.1)
\]

In addition, using the fact that the fluid is at rest in the burnt zone, we show in Appendix C that State 2 must satisfy the following relation:

\[
\mathcal{T}_r(\sigma_r) := \frac{1}{2} u_2^2 + \frac{1}{\gamma_b - 1} u_2 \sigma_r + \left( \frac{\gamma u}{\gamma u - 1} - \frac{\gamma_b}{\gamma_b - 1} \frac{\sigma_r}{\sigma_r - u_2} \right) \rho_2 + Q = 0, \quad (2.2)
\]

where \( \sigma_r \) stands for the (unknown) reactive shock speed. In addition, the same jump conditions give the burnt state \( W_b \) as a function of \( W_2 \):

\[
\rho_b = \rho_2(\frac{\sigma_r - u_2}{\sigma_r}), \quad p_b = p_2 - \rho_2 u_2(\sigma_r - u_2). \quad (2.3)
\]

To complete the derivation of the solution, we must now show that the following program makes sense: starting from \( x = \sigma_p \), solve the Euler equations for \( x \leq \sigma_p \) until the point \( x = \sigma_r \) where Equation (2.2) is verified. The solution at this point is equal to \( W_2 \) and Equations (2.3) yield the burnt state \( W_b \). Let us now embark on this development.

**Governing equations in the intermediate zone.** Since we suppose that the solution is regular in this zone, we may replace the total energy balance in the Euler equations by the entropy equation, which, under the spherical symmetry assumption, yields the following system:

\[
\begin{align*}
\partial_t (r^2 \rho) + \partial_r (r^2 \rho u) &= 0, \quad (2.4a) \\
\partial_t (r^2 \rho u) + \partial_r (r^2 (\rho u^2 + p)) &= 2rp, \quad (2.4b) \\
\partial_t (r^2 \rho s) + \partial_r (r^2 \rho s u) &= 0. \quad (2.4c)
\end{align*}
\]

The mass balance equation (2.4a) may be developed to obtain:

\[
\partial_t \rho + u \partial_r \rho + \rho \partial_r u + \frac{2}{r} \rho u = 0. \quad (2.5)
\]

In addition, thanks to the mass balance equation and for a regular function \( f = f(t, r) \), we have:

\[
\partial_t (r^2 \rho f) + \partial_r (r^2 \rho fu) = \rho (\partial_t f + \rho u \partial_r f).
\]

Using this identity in the momentum and entropy balances, i.e. Equation (2.4b) and (2.4c) respectively, we get:

\[
\begin{align*}
\partial_t u + u \partial_r u + \frac{1}{\rho} \partial_r p &= 0, \\
\partial_t s + u \partial_r s &= 0. \quad (2.6)
\end{align*}
\]
We now use the fact that, if a regular function \( \varphi(t, r) \) only depends on \( x = r/t \), which means that there exists \( \hat{\varphi} : \mathbb{R} \to \mathbb{R} \) such that \( \hat{\varphi}(x) = \varphi(t, r) \), we have

\[
\partial_t \varphi(t, r) = -\frac{r}{t^2} \hat{\varphi}'(x) \quad \text{and} \quad \partial_r \varphi(t, r) = \frac{1}{t} \hat{\varphi}'(x).
\]

Since we look for a self-similar solution, we may apply this identity to (2.5) and (2.6).

Keeping the same notation for functions of the pair \((t, r)\) and \(x\) for short, we obtain the following system:

\[
\begin{align*}
\frac{-x + u}{\rho} \rho'(x) + u'(x) + \frac{2u(x)}{x} &= 0, \\
(-x + u(x)) u'(x) + \frac{1}{\rho(x)} p'(x) &= 0, \\
(u(x) - x) s'(x) &= 0.
\end{align*}
\]

Let us now suppose that \( u < x \) in the intermediate zone. Note that the fact that the precursor shock is a 3-shock implies that \( u_1 < \sigma_p \), so the assumed inequality is true in the outer boundary of the intermediate zone, and the assumption amounts to suppose that the intermediate zone ends (more precisely speaking, may be made to end in the construction of the solution) before \( u = x \) occurs, which will be checked further. The last relation thus implies that the entropy remains constant over the zone:

\[
s = \frac{p}{\rho^{\gamma_a}} = s_1 = \frac{p_1}{\rho_1^{\gamma_a}},
\]

and this is a known value thanks to (2.1). We thus have \( \rho' = \gamma_u s_1 \rho^{\gamma_u-1} \rho'; \) using \( c^2 = \gamma_u p/\rho = \gamma_u s_1 \rho^{\gamma_u-1} \), we thus get \( \rho' = c^2 \rho' \). Substituting this expression in (2.7a), (2.7b) and solving for \( \rho' \) and \( u' \), we get:

\[
\begin{align*}
\rho'(x) &= -\frac{2u(x)(u-x)}{x((u(x)-x)^2 - c(x)^2)} \rho, \\
u'(x) &= \frac{2c(x)^2}{x((u(x)-x)^2 - c(x)^2)} u.
\end{align*}
\]

This system of coupled ODEs is complemented by initial conditions, which consist in the data of the velocity and the density at the precursor shock, \( i.e. \) at the outer boundary of the intermediate zone \( x = \sigma_p \):

\[
\rho(\sigma_p) = \rho_1, u(\sigma_p) = u_1.
\]

**Existence, uniqueness and properties of the solution.** We begin by proving an \textit{a priori} property of the solution, namely the fact that \( \rho(x) \) and \( u(x) \) are necessarily decreasing functions in the intermediate zone. To this end, we will invoke the following easy lemma, which is a consequence of the mean value theorem.

**Lemma 2.1.** Let \( h \) be a continuously differentiable real function, let us suppose that there exists \( a > 0 \) such that \( h(a) > 0 \), and that \( h \) satisfies the property \( h'(x) \leq 0 \) if \( h(x) > 0 \). Then \( h(x) \geq h(a) \), for all \( x \leq a \).

From the expression (2.1), we know that \( 0 < u_1 < \sigma_p \) and \( \rho_1 > 0 \). Let us now introduce \( \rho_\ell \) as the largest real number in \([0, \sigma_p]\) such that, for \( x \in [\rho_\ell, \sigma_p] \), \( 0 \leq u \leq x \) and \( \rho \geq 0 \). Note that such a closed interval exists by the continuity (assumed in this zone) of \( \rho \) and \( u \). We are now in position to state the following result.

**Lemma 2.2 (Variations of the solution).** Let us suppose that the pair \((\rho, u)\) satisfies (2.9). Then \( \rho \) and \( u \) are two decreasing functions over \([\rho_\ell, \sigma_p]\). Consequently, \( \rho \geq \rho_1 > 0 \) and \( u \geq u_1 > 0 \) over \([\rho_\ell, \sigma_p]\).

**Proof.** Let us consider the function \( h : \mathbb{R}_+ \to \mathbb{R} \) defined by \( h(x) = u(x) + c(x) - x \).

First, we remark that, by the Lax entropy condition, we have \( h(\sigma_p) = u_1 + c_1 - \sigma_p > 0 \).
increasing functions, and is hence non-increasing itself. Lemma 2.1 applies, and yields
\( \rho \) by assumption, \( \rho \) yields \( u \) over \((x-c(x))\). Equations (2.9a) and (2.9b) thus readily imply that
\( h(x) = u(x) - x - c(x) \geq h(\sigma_p) > 0 \) over the whole interval \([\sigma_\ell, \sigma_p]\), which in turn implies \( \rho' \leq 0 \) and \( u' \leq 0 \). We thus have \( \rho \geq \rho_1 > 0 \) and \( u \geq u_1 > 0 \), which finally yields \( \rho' < 0 \) and \( u' < 0 \) over \([\sigma_\ell, \sigma_p]\).}

Note that the inequality \( h(x) \geq h(\sigma_p) > 0 \) derived in this proof implies that the denominator in Equations (2.9a) and (2.9b) does not vanish in the interval \([\sigma_\ell, \sigma_p]\). The right-hand side of System (2.9) is thus a \( C^\infty \) function of \( \rho \), \( u \) and \( x \), and the existence and uniqueness of a solution follows by the Cauchy-Lipschitz theorem. This result is stated in the following lemma.

**Lemma 2.3** (Existence and uniqueness of the solution). There exists one and only one solution \((\rho, u)\) of System (2.9)-(2.10) over the interval \([\sigma_\ell, \sigma_p]\).

In addition, Lemma 2.2 allows to characterize \( \sigma_\ell \). Indeed, since \( u \geq u_1 > 0 \) and \( \rho \geq \rho_1 > 0 \) over \([\sigma_\ell, \sigma_p]\), by definition of \( \sigma_\ell \), either \( \sigma_\ell = 0 \) or \( u(\sigma_\ell) = \sigma_\ell \). Since \( u \geq u_1 > 0 \) and \( u(x) \geq x \) over \([\sigma_\ell, \sigma_p]\), the first option cannot hold, and we get
\[
\sigma(\sigma_\ell) = \sigma_\ell. \tag{2.11}
\]

To complete the construction of a solution, it now remains to show the existence of a real number \( \sigma_r \), i.e. the fact that there exists \( x \in (\sigma_\ell, \sigma_p) \) such that \( W(x) = (\rho(x), u(x), p(x)) \) satisfies the condition \( \mathcal{F}_r(x) = 0 \), where \( \mathcal{F}_r \) is given in (2.2):
\[
\mathcal{F}_r(x) = \frac{1}{2} u(x)^2 + \frac{1}{\gamma_b - 1} x u(x) + \left( \frac{\gamma_u}{\gamma_u - 1} - \frac{\gamma_b}{\gamma_b - 1} \frac{x}{u(x)} \right) \frac{p(x)}{\rho(x)} + Q = 0. \tag{2.12}
\]

The existence of \( \sigma_r \) is stated in the following lemma.

**Lemma 2.4** (Existence of \( \sigma_r \)). The function \( \mathcal{F}_r \) is defined and continuously differentiable over \((\sigma_\ell, \sigma_p)\), \( \mathcal{F}_r(\sigma_p) > 0 \) and \( \lim_{x \to \sigma_\ell^+} \mathcal{F}_r(x) = -\infty \). Consequently, the set \( \mathcal{S}_r = \{ x \in (\sigma_\ell, \sigma_p) \text{ such that } \mathcal{F}_r(x) = 0 \} \) is a non-empty closed subset of \((\sigma_\ell, \sigma_p)\) which admits a maximal element \( \sigma_r \).

Proof. When \( x \) tends to \( \sigma_\ell \), we have seen that \( u(\sigma_\ell) \) tends to \( \sigma_\ell \) and thus \( \mathcal{F}_r \) tends to \( -\infty \). When \( x = \sigma_p \), thanks to the inequalities \( u_1 > 0 \) and \( \sigma_p - u_1 > 0 \), we observe that \( \mathcal{F}_r(\sigma_p) \) is an addition of positive terms:
\[
\mathcal{F}_r(\sigma_p) = \frac{1}{2} u_1^2 + \frac{\sigma_p}{\gamma - 1} u_1 + \frac{1}{\gamma - 1} (1 - \frac{\sigma_p}{\sigma_p - u_1}) c_1^2 + Q > 0.
\]

In addition, when \( \gamma_u = \gamma_b \), we are able to prove that \( \mathcal{F}_r(\sigma_p) \) is an increasing function over \((\sigma_\ell, \sigma_p)\), and therefore the set \( \mathcal{S}_r \) contains a single point; the proof of this result is given in Appendix B.

Finally, note that \( \sigma_r > \sigma_\ell \); since \( u \) is a decreasing function, this yields that \( \sigma_r - u(\sigma_r) > 0 \). As mentioned in (1.2), this was expected, from a physical point of view, since this quantity is nothing else than the flame velocity \( u_f \).

**2.2. Numerical approximation of the solution in the intermediate zone.**

The problem tackled in this section is twofold: first, we need to solve numerically the system of ODEs (2.9)-(2.10), and second, to determine the speed of the reactive shock \( \sigma_r \). To this purpose, we solve (2.9)-(2.10) by an explicit Euler scheme, starting
at \(N \in \mathbb{N}\) and \(x^N = \sigma_p\) and, for indices \(n\) decreasing from \(N\), performing steps of \(-\delta x\), with \(\delta x = \sigma_p / N\); at each new step \(n\) associated to \(x^n = n\delta x\), we obtain \(W^n\) and we evaluate the function \(\mathcal{F}_r\), until we obtain \(\mathcal{F}_r(x^n) \leq 0\). Here, the algorithm stops and we know that the computed approximation \(\sigma^{\text{app}}\) of \(\sigma_r\) satisfies \(x^n < \sigma^{\text{app}} < x^{n+1}\); for \(\delta x\) small enough, \(x^{n+1}\) may thus be considered as a reasonable approximation of \(\sigma_r\); this is indeed the way it is computed in the numerical experiments described below.

The scheme thus reads:

for \(n = N\), \(u^N = u_1\), \(\rho^N = \rho_1\),

for \(n = N - 1\) to \(0\) and while \(\mathcal{F}_r(x^{n+1}) > 0\),

\[
(c^{n+1})^2 = \gamma s_1 (\rho^{n+1}) \gamma s_1^{-1},
\]

\[
\rho^n = \rho^{n+1} + \delta x \frac{2 u^{n+1}(u^{n+1} - x^{n+1})}{x^{n+1}((u^{n+1} - x^{n+1})^2 - (c^{n+1})^2)} \rho^{n+1},
\]

\[
u^n = u^{n+1} - \delta x \frac{2(c^{n+1})^2}{x^{n+1}((u^{n+1} - x^{n+1})^2 - (c^{n+1})^2)} u^{n+1}.
\]

Then, for any valid value of \(n \leq N\), the pressure is given by

\[
p^n = s_1 (\rho^n)^{\gamma s_1}.
\]

Since the algorithm stops as soon as \(\mathcal{F}_r(x^{n+1})\) becomes negative, from the expression of this latter function, we have \(u^n < x^n\) in all the performed steps \(n\). We thus have \(u^n > 0\), \(\rho^n > 0\), \(u^n \geq u^{n+1}\) and \(\rho^n \geq \rho^{n+1}\) at all steps.

3. Solution for a given flame speed. The construction performed in the previous section shows that, to any precursor shock velocity \(\sigma_p\) greater than the speed of sound \(c_0\) in the outer zone of the fresh atmosphere, we are able to associate a positive flame velocity \(u_f\) given by \(u_f = \sigma_r - u_2\). In addition, even if we have no proof, physical arguments suggest that \(u_f\) is an increasing function of \(\sigma_p\) (or equivalently of the Mach number \(M = \sigma_p / c_0\), considering a family of problems with the same initial atmosphere and thus \(c_0\) as a fixed parameter); this behaviour is confirmed by numerical experiments (see Section 3). Computing the flow for a given \(u_f\), which is in fact usually the engineering problem to be tackled, amounts to invert the function \(u_f = \mathcal{G}(M)\), and this equation for \(M\) thus should have one and only one solution, at least for reasonable values of \(u_f\). To compute this solution, we define \(\mathcal{G}\) by

\[
\mathcal{G}(M) := \tilde{\mathcal{G}}(M) - u_f
\]

and search for \(M\) such that \(\mathcal{G}(M) = 0\) with the following iterative algorithm depending on the parameters \(M_0\), \(\delta\) and \(\epsilon\):

- initialization: let \(M_0\) be given, and compute \(\mathcal{G}(M_0)\),
  
  let \(M_1 = M_0 + \delta\), and compute \(\mathcal{G}(M_1)\)

- current iteration: For \(k \geq 2\), let \(M_k = M_{k-1} - \frac{M_{k-1} - M_{k-2}}{\mathcal{G}(M_{k-1}) - \mathcal{G}(M_{k-2})} \mathcal{G}(M_{k-1})\), and compute \(\mathcal{G}(M_k)\).

- stopping criteria: stop when \(\mathcal{G}(M_k) \leq \epsilon\).

This algorithm is used in the following section with \(M_0 = 1.0001\), \(\delta = 0.001\) and \(\epsilon = 10^{-5}\). Convergence is obtained for all cases, provided that the number of cells used in the numerical computation of the solution in the intermediate zone is large enough; otherwise, the error on \(\sigma_r\) is too large and the prescribed tolerance threshold for the value of \(\mathcal{G}\) cannot be reached.
4. Application to hydrogen deflagrations. We now apply the developed procedure for a flame propagating in a stoichiometric mixture of hydrogen and air. We consider a unique total and irreversible chemical reaction, which reads:

\[ \text{H}_2 + \text{O}_2 \rightarrow 2\text{H}_2\text{O} \]

Supposing that air is composed of 1/5 of oxygen and 4/5 nitrogen (molar or volume proportions), the molar fractions of hydrogen, oxygen and nitrogen in the considered stoichiometric mixture are thus equal to 2/7, 1/7 and 4/7 respectively. The mass fractions of these constituents are thus easily deduced from these values:

\[
y_{\text{H}_2} = \frac{2W_{\text{H}_2}}{W_t}, \quad y_{\text{O}_2} = \frac{W_{\text{O}_2}}{W_t}, \quad y_{\text{N}_2} = \frac{4W_{\text{N}_2}}{W_t}, \quad W_t = 2W_{\text{H}_2} + W_{\text{O}_2} + 4W_{\text{N}_2}
\]

where \( W_{\text{H}_2} = 0.002 \text{Kg}, W_{\text{O}_2} = 0.032 \text{Kg} \) and \( W_{\text{N}_2} = 0.028 \text{Kg} \) stand for the molar mass of the hydrogen, oxygen and nitrogen molecules respectively. Since \( \text{H}_2 \) and \( \text{O}_2 \) are pure substances (and thus their formation enthalpy is equal to zero), the chemical reaction heat reads:

\[
Q = y_{\text{H}_2\text{O}} \Delta H_\text{f}^\circ = (y_{\text{H}_2} + y_{\text{O}_2}) \Delta H_\text{f}^\circ,
\]

where \( \Delta H_\text{f}^\circ = 1.3255 \times 10^7 \text{ J/Kg} \) stands for the formation enthalpy of steam. The initial pressure is \( p = 10^5 \text{ Pa} \), the initial temperature is \( T = 283 \text{ K} \), the initial density is
given by the Boyle-Mariotte law and the heat capacity ratio is $\gamma_u = \gamma_b = 1.4$.

We plot on Figures 3.1 and 3.2 the density, velocity and pressure profiles obtained for $u_f = 32 \text{ m/s}$ and $u_f = 4 \text{ m/s}$ respectively. The solution in the intermediate zone is obtained with a regular mesh, splitting the interval between 5 m and the position of the precursor shock (which is unknown up to the last solution step of the algorithm) in 5000 equal subintervals. Then we show on Figures 4.1-4.4 the evolution of the states $W_1$, $W_2$ and $W_b$ as a function of the flame velocity. The temperature in the burnt state, not shown here, is close to $T = 3050 \degree \text{K}$ for all the values of the flame velocity $u_f$. We observe that the precursor shock is of very weak amplitude for low values of the flame velocity; in fact, it becomes visible only when $u_f$ reaches 20 m/s. For $u_f = 4$, the computed velocity at state $W_1$ is lower than $10^{-6} \text{ m/s}$, while it reaches values greater than 30 m/s at State $W_2$. Since the ordinary differential equation governing the velocity in the intermediate zone (2.9b) is of the form

$$u' = f(\rho, u) \ u,$$

one may anticipate such a low value as initial (right) condition to lead to severe accuracy problems. In this respect, the computed value which seems to be the most affected is the velocity at state $W_2$: the convergence value seems to be close to 33.00 m/s, we obtain $u_2 \simeq 34.5 \text{ m/s}$ with $n = 5 \times 10^3$ cells and $u_2 \in (32.95 \text{ m/s}, \ 33 \text{ m/s})$.
for \( n = 8 \times 10^4, n = 16 \times 10^4, n = 32 \times 10^4 \) and \( n = 64 \times 10^4 \). As expected, convergence is easier when the precursor shock has a significant amplitude: \( u_2 \simeq 243.0 \text{ m/s} \) for \( n = 5000 \), for a convergence value in the range of 243.8 m/s.

**Appendix A. Euler equations in spherical coordinates.** The Euler equations read in cartesian coordinates:

\[
\begin{align*}
\partial_t \bar{\rho} + \text{div}(\bar{\rho} \bar{u}) &= 0, \\
\partial_t (\bar{\rho} \bar{u}) + \text{div}(\bar{\rho} \bar{u} \otimes \bar{u}) + \nabla \bar{p} &= 0, \\
\partial_t (\bar{\rho} \bar{E}) + \text{div}(\bar{\rho} \bar{E} \bar{u} + \bar{p} \bar{u}) &= 0,
\end{align*}
\]

where \( \bar{\rho} = \bar{\rho}(t, \mathbf{x}) \in \mathbb{R} \) the density, \( \bar{u} = \bar{u}(t, \mathbf{x}) \in \mathbb{R}^3 \) the velocity, \( \bar{p} = \bar{p}(t, \mathbf{x}) \in \mathbb{R} \) the pressure and \( \bar{E} = \bar{E}(t, \mathbf{x}) \in \mathbb{R} \) the total energy for all \( t \in \mathbb{R} \) and \( \mathbf{x} = (x_1, x_2, x_3) \in \mathbb{R}^3 \).

This system is closed by the equation of state, which for a perfect gas, is given by

\[
\bar{E} = \frac{1}{2} |\bar{u}|^2 + \bar{e}, \text{ with } \bar{\rho} = (\gamma - 1)\bar{\rho}\bar{e},
\]

where \( \bar{e} = \bar{e}(t, \mathbf{x}) \) the internal energy and \( \gamma > 1 \) the heat capacity ratio. We suppose that the flow satisfies a spherical symmetry assumption, so the solution of equations (A.1)-(A.2) may be recast as:

\[
\bar{\rho}(t, \mathbf{x}) = \rho(t, r), \quad \bar{p}(t, \mathbf{x}) = p(t, r), \quad \bar{E}(t, \mathbf{x}) = E(t, r) \quad \text{and} \quad \bar{u}(t, \mathbf{x}) = u(t, r) \frac{\mathbf{x}}{r},
\]

with \( r = |\mathbf{x}| \) and where \( (\rho, u, p, E)(t, r) \in \mathbb{R}^4 \) are scalar functions, i.e. \( (\rho, u, p, E) \in \mathbb{R}^4 \).

The aim of this section is to derive the system of equations satisfied by \( (\rho, u, p, E) \).

We suppose first that these functions are regular, so we obtain the strong form of the so-called Euler equations in spherical coordinates; then we turn to the weak form, valid for shock solutions.
Fig. 4.3. Velocity at state 1 and state 2 and speed of the precursor shock as a function of the flame velocity.

Fig. 4.4. Pressure at state 1, at state 2 and in the burnt zone as a function of the flame velocity.

A.1. Regular solutions. Let us use the notation $\partial_i = \frac{\partial}{\partial x_i}$. We begin by deriving the following three identities:

(a) $\partial_i r = \frac{x_i}{r}$, for $i = 1, 2, 3$.

(b) If $f = f(r)$, $\text{div}(f\bar{u}) = \frac{1}{r^2} \partial_r (r^2 f u)$.

(c) If $f = f(r)$, $\nabla f = \partial_r f \frac{x}{r}$.

The first item is a straightforward consequence of the definition $r = |x|$. For Item (b), we have, thanks to (a),

$$\text{div}(f\bar{u}) = \sum_{i=1}^{3} \partial_i (f u \frac{x_i}{r})$$

$$= f u \sum_{i=1}^{3} \partial_i \frac{x_i}{r} + \sum_{i=1}^{3} \frac{x_i}{r} \partial_i (fu)$$

$$= f u \sum_{i=1}^{3} \frac{1}{r} - \frac{x_i^2}{r^3} + \sum_{i=1}^{3} \frac{x_i}{r} \partial_i r \partial_r (fu)$$

$$= \frac{1}{r} f u \sum_{i=1}^{3} (1 - \frac{x_i^2}{r^2}) + \partial_r (fu) \sum_{i=1}^{3} \frac{x_i^2}{r^2}$$

$$= \frac{2}{r} f u + \partial_r (fu) = \frac{1}{r} \partial_r (r^2 f u).$$

Item (c) is an immediate consequence of (a).
We are now in position to state the following lemma.

**Lemma A.1.** Suppose that \((\bar{\rho}, \bar{u}, \bar{p}, \bar{E})\) is solution of (A.1); then \((\rho, u, p, E)\) satisfies:

\[
\begin{align*}
\partial_t (r^2 \rho) + \partial_r (r^2 \rho u) &= 0, \\
\partial_t (r^2 \rho u) + \partial_r (r^2 (\rho u^2 + p)) &= 2rp, \\
\partial_t (r^2 \rho E) + \partial_r (r^2 (\rho u E + pu)) &= 0,
\end{align*}
\]

with \(E = \frac{1}{2} u^2 + e\) and \(p = (\gamma - 1)\rho e\).

**Proof.** The mass balance equation (A.4a) is a straightforward consequence of Item (b). For the momentum balance equation, we first remark that, for any function \(f(r)\), we have:

\[
\text{div}(fx_i \hat{u}) = \frac{x_i}{r^2} \partial_r (r^2 fu) + \frac{x_i}{r} fu.
\]

Indeed, this relation follows from the development \(\text{div}(fx_i \hat{u}) = x_i \text{div}(f \hat{u}) + f \hat{u} \cdot \nabla x_i\) thanks to Item (b). Applying this identity with \(f = \frac{\rho u}{r}\), we thus obtain

\[
\text{div}(\rho u_i \hat{u}) = \frac{x_i}{r^2} \partial_r (r^2 (\rho u^2) + \rho u^2) = \frac{x_i}{r^2} (r \partial_r (\rho u^2) + 2 \rho u^2) = \frac{x_i}{r^2} \partial_r (r^2 \rho u^2).
\]

Thanks to this relation and using (c) for the pressure gradient, for \(i = 1, 2, 3\), the \(i\)-th component of the momentum equation reads:

\[
\frac{x_i}{r} [\partial_t (\rho u) + \frac{1}{r^2} \partial_r (r^2 \rho u^2) + \partial_r p] = 0.
\]

The three components of this vector balance equation thus boil down to the single relation:

\[
\partial_t (\rho u) + \frac{1}{r^2} \partial_r (r^2 \rho u^2) + \partial_r p = 0.
\]

Multiplying by \(r^2\), we obtain the conservative form (A.4b). For the energy balance equation, we first note that \(\bar{E} = \frac{1}{2} |\bar{u}|^2 + \bar{e} = \frac{1}{r} u^2 + e = E\). Then, using once again (b), we get

\[
\text{div}(\bar{\rho} \bar{E} \hat{u}) = \frac{1}{r^2} \partial_r (\rho E u r^2) \text{ and div}(\bar{\rho} \bar{u}) = \frac{1}{r^2} \partial_r (pu r^2),
\]

and (A.4c) follows by adding the time derivative of \((\bar{\rho} \bar{E})\).

We can apply the same process for the entropy balance equation. In the Cartesian system of coordinates, this relation reads, for regular solutions:

\[
\partial_t (\bar{s}) + \text{div}(\bar{p} \hat{u} \bar{s}) = 0, \quad \text{with } \bar{s} = \frac{\bar{p}}{\rho^{\gamma}},
\]

with \(\bar{s} = \bar{s}(t, \bm{x})\). By this latter expression, under spherical symmetry assumption, there exists a function \(s(t, r)\) such that \(\bar{s}(t, \bm{x}) = s(t, r)\). This latter function satisfies

\[
s = \frac{p}{\rho^{\gamma}},
\]

and a straightforward application of Identity (b) with \(f = \rho s\) yields, from (A.5):

\[
\partial_t (r^2 \rho s) + \partial_r (r^2 \rho s u) = 0.
\]
A.2. Weak solutions. Let us now treat the case of no classical solution of (??) and for the sake of simplicity we only consider the mass balance equation for a velocity \( \mathbf{u} \) given by (A.3). So \( \bar{\rho} \) is weak solution of \( \partial_t \bar{\rho} + \text{div}(\bar{\rho} \mathbf{u}) = 0 \), if \( \forall \bar{\varphi} \in C_c^\infty (\mathbb{R}_+ \times \mathbb{R}^d, \mathbb{R}) \), we have
\[
\int_{\mathbb{R}_+} \int_{\mathbb{R}^d} \bar{\rho} \partial_t \bar{\varphi} + \bar{\rho} \mathbf{u} \cdot \nabla \bar{\varphi} \, dx \, dt + \int_{\mathbb{R}^d} \bar{\rho}_0(\mathbf{x}) \bar{\varphi}(0, \mathbf{x}) \, d\mathbf{x} = 0, \tag{A.7}
\]
with \( \bar{\rho}_0(\mathbf{x}) = \bar{\rho}(0, \mathbf{x}) \).

**Lemma A.2.** Let \( \Omega \) a open set of \( \mathbb{R}^d_+ \) and let’s consider \( \bar{\rho} \), given by (A.3), a weak solution of (A.4) in the form
\[
\rho(t, r) = \begin{cases} 
\rho_L & \text{if } r \in \Omega^- \\
\rho_R & \text{if } r \in \Omega^+ 
\end{cases}
\]
with \( \bar{\rho}_0(\mathbf{x}) = \bar{\rho}(0, \mathbf{x}) \).

Let \( \bar{\varphi} \in C_c^\infty (\mathbb{R}_+ \times \mathbb{R}^d, \mathbb{R}) \) and \( \varphi \in C_c^\infty (\mathbb{R}_+ \times \mathbb{R}^d_+, \mathbb{R}) \) such that \( \bar{\varphi}(t, \mathbf{x}) = \varphi(t, r) \), then \( \rho \) satisfies the following weak formulation
\[
\int_{\mathbb{R}_+} \int_{\mathbb{R}^d_+} (\partial_r \bar{\varphi} + r^2 \rho \bar{\varphi} \partial_r \varphi) \, dr \, dt + \int_{\mathbb{R}^d} \rho_0(r) \varphi(0, r) \, dr = 0. \tag{A.9}
\]
Furthermore \( \sigma \) checks the relationship:
\[
\sigma(\rho R - \rho L) = (\rho R u_R - \rho L u_L). \tag{A.10}
\]

**Proof.** Let \( \bar{\varphi} \in C_c^\infty (\mathbb{R}_+ \times \mathbb{R}^d, \mathbb{R}) \) and let introduce the function \( \varphi \) such that \( \bar{\varphi}(t, \mathbf{x}) = \varphi(t, r) \), then \( \varphi \in C_c^\infty (\mathbb{R}_+ \times \mathbb{R}^d_+, \mathbb{R}) \). Therefore
\[
\int_{\mathbb{R}_+} \int_{\mathbb{R}^d} \bar{\rho} (\partial_t \bar{\varphi} + \bar{\rho} \mathbf{u} \cdot \nabla \bar{\varphi}) \, dx \, dt = \int_{\mathbb{R}_+} \int_{\mathbb{R}^d} (\rho(t, r) \partial_t \varphi(t, r) + r \rho(t, r) \mathbf{u}(t, r) \cdot \nabla \varphi(t, r)) \, dr \, dt = \int_{\mathbb{R}_+} \int_{\mathbb{R}^d_+} (r^2 \rho(t, r) \partial_r \varphi(t, r) + r^2 \rho(t, r) \mathbf{u}(t, r) \cdot \mathbf{x} \partial_r \varphi(t, r)) \, dr \, dt = \int_{\mathbb{R}_+} \int_{\mathbb{R}^d_+} (r^2 \rho(t, r) \partial_r \varphi(t, r) + r^2 \rho(t, r) \partial_r \varphi(t, r)) \, dr \, dt.
\]
We have also that
\[
\int_{\mathbb{R}^d} \bar{\rho}_0(\mathbf{x}) \bar{\varphi}(0, \mathbf{x}) \, d\mathbf{x} = \int_{\mathbb{R}_+} r^2 \rho_0(r) \varphi(0, r) \, dr
\]
Thus (A.7) reads:
\[
\int_{\mathbb{R}_+} \int_{\mathbb{R}^d_+} (r^2 \rho(t, r) \partial_r \varphi(t, r) + r^2 \rho(t, r) \partial_r \varphi(t, r)) \, dr \, dt = \int_{\mathbb{R}_+} r^2 \rho_0(r) \varphi(0, r) \, dr = 0, \forall \varphi \in C_c^\infty (\mathbb{R}_+ \times \mathbb{R}^d_+, \mathbb{R}). \tag{A.11}
\]
According to the definition (A.8) and decomposing the integral into space on \( \Omega^+ \) and \( \Omega^- \), we obtain that
\[
\int_{\mathbb{R}_+} \int_{\Omega^+} r^2 \rho_R \partial_r \varphi + r^2 \rho_R u_R \partial_r \varphi \, dr \, dt + \int_{\mathbb{R}_+} \int_{\Omega^-} r^2 \rho_L \partial_r \varphi + r^2 \rho_L u_L \partial_r \varphi \, dr \, dt = 0.
\]
Thus as in the scalar case, we can show that, \( \sigma \) satisfies the Rankine Hugoniot relationship
\[
\sigma(r^2(\rho R - \rho L)) = (r^2(\rho R u_R - \rho L u_L)).
\]
The lemma is thus proved. \( \blacksquare \)

Appendix B. Left state of a shock as a function of the right state and the shock velocity. In this section, we recall a classical computation which consists in determining the left state of a shock as a function of the right state and the shock velocity.

Lemma B.1. Let \( W = (\rho, u, p) \) be the left state of a shock travelling at the given speed \( \sigma \). Let \( W_R = (\rho_R, u_R, p_R) \) be the given right state, which is supposed to satisfy \( u_R = 0 \). Let \( c_R \) be the speed of sound in the right state, i.e. \( c_R^2 = \gamma p_R/c_R \), and let \( M \) be the Mach number associated to the incident shock, defined by \( M = \sigma/c_R \). Then \( W \) is given by:

\[
\begin{align*}
\rho &= \frac{\gamma + 1}{\gamma - 1 + \frac{2}{M^2}} \rho_R, \\
u &= (1 - \frac{\rho_R}{\rho}) \sigma, \\
p &= p_R + (1 - \frac{\rho_R}{\rho}) \rho_R \sigma^2.
\end{align*}
\]

Proof. We first change the coordinate system, in such a way that the shock is steady in the new coordinate system. The density and the pressure are left unchanged, while the velocity is now \( u - \sigma \) and \( -\sigma \) in the left and right state respectively. In this coordinate system, the Rankine-Hugoniot conditions imply that the jump of the fluxes vanishes, which reads for the Euler equations:

\[
\begin{align*}
\rho (u - \sigma) &= \rho_R (-\sigma), \\
\rho (u - \sigma)^2 + p &= \rho_R (-\sigma)^2 + p_R, \\
\frac{1}{2} \rho (u - \sigma)^3 + \rho e (u - \sigma) + p (u - \sigma) &= \frac{1}{2} \rho_R (-\sigma)^3 + \rho_R e_R (-\sigma) + p_R (-\sigma).
\end{align*}
\]

This system must be complemented by the equation of state \( p = (\gamma - 1) \rho e \) and \( p_R = (\gamma - 1) \rho_R e_R \). Thanks to this relation, we may recast (B.2a) as:

\[
\rho (\sigma - u)^3 + \xi p (\sigma - u) = \rho R \sigma^3 + \xi \sigma p_R, \quad \xi = \frac{2\gamma}{\gamma - 1}.
\]

Relation (B.2b) reads

\[
\frac{1}{\rho} \left[ \rho (u - \sigma) \right]^2 + p = \rho_R (-\sigma)^2 + p_R,
\]

so, using (B.2a):

\[
\frac{1}{\rho} (\rho_R \sigma)^2 + p = \rho_R \sigma^2 + p_R.
\]

We thus obtain \( p \) as a function of known quantities (i.e. \( \sigma \) and the right state) and \( \rho \) only:

\[
p = p_R + (1 - \frac{\rho_R}{\rho}) \sigma^2.
\]

We now notice that substituting, in the jump condition associated to the energy balance \( \xi \rho e \), this expression for \( p \) and \( (\rho_R/\rho) \sigma \) for \( (u - \sigma) \), thanks once again to Equation (B.2a), we get an equation for \( \rho \) only:

\[
\rho (\frac{\rho_R}{\rho})^3 + \xi \left( p_R + (1 - \frac{\rho_R}{\rho}) \sigma^2 \right) (\frac{\rho_R}{\rho}) = \rho_R \sigma^3 + \xi \sigma.
\]
If \( \sigma = 0 \), the first jump condition implies \( u = 0 \) (excluding \( \rho = 0 \)), then the second one yields \( p = p_R \) and the third one is automatically satisfied: the considered discontinuity is a (stationary) contact. In such a case, the right state remains partially undermined by the jump conditions: \( \rho \) and \( e \) may take any value satisfying \( (\gamma - 1)\rho c = p_R \). If we only consider a shock, \( \sigma \neq 0 \) and the last relation may be simplified by \( \sigma \). Reordering, we get:

\[
\rho R \sigma^2 \left( \left( \frac{\rho R}{\rho} \right)^2 - 1 \right) + \xi \rho R \left( \frac{\rho R}{\rho} - 1 \right) - \xi \rho R \sigma^2 \frac{\rho R}{\rho} \left( \frac{\rho R}{\rho} - 1 \right) = 0.
\]

The case \( \rho = \rho_R \) has no interest: it yields, by the first jump condition, \( u = 0 \), and the second one implies that \( p = p_R \), which means in fine that \( W = W_R \), i.e. that there is no discontinuity at all. We may thus simplify by \( 1 - \rho R/\rho \), to obtain a linear equation for the ratio \( \rho R/\rho \). Solving this latter equation, we obtain:

\[
\rho = \frac{\gamma + 1}{\gamma - 1} \frac{\gamma + 1}{M^2} \rho R, \quad \text{with} \quad M = \frac{\sigma}{c_R}, \quad c_R^2 = \gamma \frac{p_R}{\rho R}.
\]

We thus obtain (B.1b). Relation (B.1b) is a straightforward consequence of (B.2a) and (B.1c) was already proven (Relation (B.4) below). The proof is thus complete.

For a 3-shock, entropy conditions requires that \( \sigma > c_R \), which is equivalent to \( M > 1 \). We thus have \( \rho > \rho R, p > p_R \) and \( 0 < u < \sigma \).

It is worth noting that it is now easy to relax the assumption \( u_R = 0 \) of Lemma [B.1]. Indeed, for the general case, we may work in the system of coordinates in translation at the velocity \( u_R \) with respect to the initial one: in the new coordinate system, the right state is now at rest and Lemma [B.1] applies, replacing \( \sigma \) by \( \sigma - u_R \) and \( u \) by \( u - u_R \) in the definition of the Mach number \( M \) and in the system of equations (B.1).

**Appendix C. A relation satisfied by the right state of a shock when the left state is at rest.** In this section, we perform a technical computation motivated by the following arguments. Let us suppose that a shock travelling at the speed \( \sigma_r \) separates a left state denoted by \( W_b = (\rho_b, u_b, p_b) \) and a right state denoted by \( W_2 = (\rho_2, u_2, p_2) \), and that \( u_b = 0 \). The Rankine-Hugoniot conditions yield 3 independent equations, and thus constitute a system in which \( \rho_b \) and \( p_b \) may be eliminated, to obtain a relation linking \( W_2 \) and \( \sigma_r \) only. It is this relation that we now derive, supposing that the following specific constitutive relations hold for both states:

\[
\begin{align*}
E_b &= \frac{1}{2} u_b^2 + e_b + Q, \quad \rho_b = (\gamma_b - 1) \rho_b e_b, \quad E_2 = \frac{1}{2} u_2^2 + e_2, \quad p_2 = (\gamma_u - 1) \rho_2 e_2. \quad (C.1)
\end{align*}
\]

Note that eliminating \( \rho_b \) and \( p_b \) consists in establishing an expression of these quantities (and thus of \( W_b \), since \( u_b = 0 \)) as a function of \( W_2 \) and \( \sigma_r \). All of these relations, i.e. the equation linking \( W_2 \) and \( \sigma_r \) and the expression of \( W_b \) as a function of these variables, are gathered in the following lemma.

**Lemma C.1** (Some conditions at the reactive shock). The state \( W_2 \) and the shock speed \( \sigma_r \) satisfy the following relation

\[
\frac{1}{2} u_2^2 + \frac{1}{\gamma_b - 1} u_2 \sigma_r + \frac{(\gamma_u - 1) \rho_u e_2}{(\gamma_b - 1) \sigma_r - u_2} \frac{p_2}{\rho_2} + Q = 0. \quad (C.2)
\]

In addition, \( W_b \) is given as a function of \( W_2 \) and \( \sigma_r \) by:

\[
\rho_b = \rho_2 \left( \frac{\sigma_r - u_2}{\sigma_r} \right), \quad p_b = p_2 - \rho_2 u_2 (\sigma_r - u_2). \quad (C.3)
\]
Proof. Using the standard change of coordinates to work in the coordinate system in which the shock is at rest (see e.g. [4]), the Rankine-Hugoniot relationships (which boil down to the fact that the jump of the fluxes vanishes) through the shock for the mass and momentum balance equations read respectively:

\[ \rho_b \sigma_r = \rho_2 (\sigma_r - u_2), \quad \rho_b \sigma_r^2 + p_b = \rho_2 (\sigma_r - u_2)^2 + p_2. \]

These two relations readily yields the expression (C.3) of \( W_b \) as a function of \( W_2 \) and \( \sigma_r \) that we are looking for:

\[ \rho_b = \rho_2 \left( \frac{\sigma_r - u_2}{\sigma_r} \right) \text{ and } p_b = p_2 - \rho_2 u_2 (\sigma_r - u_2). \]

Let us now write the Rankine-Hugoniot condition for the conservation equation of the total energy:

\[ \rho_b \sigma_r E_b + \sigma_r p_b = \rho_2 (\sigma_r - u_2) E_2 + (\sigma_r - u_2) p_2. \] \[(C.4)\]

We may divide the left-hand side of his relation by \( \rho_b \sigma_r \) and the right-hand side by \( \rho_2 (\sigma_r - u_2) \) (since these two expressions are equal by the jump condition associated to the mass balance equation), to obtain:

\[ E_b \frac{\rho_b}{\rho_2} = E_2 + \frac{p_2}{\rho_2}. \]

Using the constitutive relations (C.1) and the expression (C.3) of \( \rho_b \) and \( p_b \) in this equation yields (C.2) and thus concludes the proof.

\[ \square \]

Appendix D. A technical lemma. We prove in this section the technical lemma 2.1 which we first recall.

**Lemma D.1.** Let \( h \) be a continuously differentiable real function, let us suppose that there exists \( a > 0 \) such that \( h(a) > 0 \), and that \( h \) satisfies the property \( h'(x) \leq 0 \) if \( h(x) > 0 \). Then \( h(x) \geq h(a) \), for all \( x < a \).

**Proof.** The result is proven by contradiction: assume that there exists \( b < a \) such that \( h(b) < h(a) \). Then by the mean value theorem, there exists \( c \in (b, a) \) such that

\[ h'(c) = \frac{h(a) - h(b)}{a - b} > 0. \]

Hence, thanks to the assumption of the lemma, \( h(c) \leq 0 \). By continuity, there exists \( d \in [c, a] \) such that \( h(d) = 0 \). Let \( d = \max\{d \in \mathbb{R} : d < a \text{ and } h(d) = 0\} \); then

\[ \int_d^a h'(t)dt = h(a) - h(d) \leq 0 \]

which leads to a contradiction, since \( h(a) > 0 \) and \( h(d) = 0 \).

\[ \square \]

Appendix E. Variations of \( \mathcal{F}_r \) when \( \gamma_b = \gamma_u \). In this appendix, we prove that the function \( \mathcal{F}_r \) defined by (E.1) is increasing over \( (\sigma_r, \sigma_p) \) if the heat capacity ratios \( \gamma_b \) and \( \gamma_u \) are equal. Let us denote by \( \gamma \) the common heat capacity ratio, and recall the expression of \( \mathcal{F}_r \):

\[ \mathcal{F}_r(x) = \frac{1}{2} u(x)^2 + \frac{1}{\gamma - 1} xu(x) - \frac{\gamma}{\gamma - 1} \frac{u(x)}{x - u(x)} \frac{p(x)}{\rho(x)} + Q. \] \[(E.1)\]

Using \( \gamma p/\rho = c^2 \), we have

\[ \mathcal{F}_r'(x) = u(x)u'(x) + \frac{x}{\gamma - 1} u'(x) + \frac{1}{\gamma - 1} u(x) \]

\[ \quad - \frac{1}{\gamma - 1} \frac{xu'(x) - u(x)}{(x - u(x))^2} c^2(x) - \frac{1}{\gamma - 1} \frac{u(x)}{x - u(x)} (c^2)'(x), \]

where
with
\[(c^2)' = s_1 \gamma (\rho^\gamma)' = s_1 \gamma (\gamma - 1) \rho^{\gamma - 2} \rho' = (\gamma - 1) c^2 \rho'.\]

So we get that \(F'(x) = T_1(x) + T_2(x) + T_3(x)\) with
\[
T_1(x) = \frac{1}{\gamma - 1} \left(1 + \frac{c^2(x)}{(x-u(x))^2}\right) u(x),
\]
\[
T_2(x) = \left(\frac{u(x) + \frac{x}{\gamma - 1} - \frac{1}{\gamma - 1} x c^2(x)}{(x-u(x))^2}\right) u'(x),
\]
\[
T_3(x) = -\frac{u(x) c^2(x)}{(x-u(x)) \rho} \rho'.
\]

Since \(u > 0\) by Lemma 2.2, \(T_1 > 0\). In addition, in the proof of the same lemma 2.2, we showed that \(u(x) + c(x) - x > 0\), so that \(c(x) > x - u(x)\) and
\[
u(x) + \frac{x}{\gamma - 1} \left(1 - \frac{c^2(x)}{(x-u(x))^2}\right) \leq u(x).
\]

Since \(u' \leq 0\), this implies that \(T_2 \geq uu'\). Replacing \(\rho'\) and \(u'\) by their expressions given in (2.9), we obtain that \(uu' + T_3 = 0\), which concludes the proof.

REFERENCES

[1] A. Beccantini and E. Studer. The reactive Riemann problem for thermally perfect gases at all combustion regimes. *International Journal for Numerical Methods in Fluids*, 64:269–313, 2010.

[2] CALIF3S. A software components library for the computation of reactive turbulent flows. [https://gforge.irsn.fr/gf/project/calif3s](https://gforge.irsn.fr/gf/project/calif3s).

[3] P. Cambray and B. Deshaies. Ecoulement engendré par un piston sphérique : solution analytique approchée. *Acta Astronautica*, 5:611–617, 1977.

[4] B. Deshaies and J.C. Leyer. Flow induced by unconfined spherical accelerating flames. *Combustion and Flame*, 40:141–153, 1981.

[5] E. Godlewski and P.-A. Raviart. *Numerical approximation of hyperbolic systems of conservation laws*. Springer, 1996.

[6] C.M. Guirao, G.G. Bash, and John H. Lee. Pressure waves generated by spherical flames. *Combustion and Flame*, 27:341–351, 1976.

[7] A.L. Kuhl, M.M. Kamel, and A.K. Oppenheim. Pressure waves generated by steady flames. *Symposium (International) on Combustion*, 14(1):1201 – 1215, 1973. Fourteenth Symposium (International) on Combustion.

[8] L.I. Sedov. On certain unsteady motions of compressible fluid. *Prikladnaya Matematika i Mekhanika*, 9:293–311, 1945.

[9] R.A. Strehlow, R.T. Luckritz, A.A. Adamczyk, and S.A. Shimp. The blast wave generated by spherical flames. *Combustion and Flame*, 35:297–310, 1979.

[10] G.I. Taylor. The air wave surrounding an expanding sphere. *Proceedings of the Royal Society of London. Series A. Mathematical and Physical Sciences*, 186:273–292, 1946.
temperature in the burnt state