Abstract—Movement synchrony refers to the dynamic temporal connection between the motions of interacting people. The applications of movement synchrony are wide and broad. For example, as a measure of coordination between teammates, synchrony scores are often reported in sports. The autism community also identifies movement synchrony as a key indicator of children’s social and developmental achievements. In general, raw video recordings are often used for movement synchrony estimation, with the drawback that they may reveal people’s identities. Furthermore, such privacy concern also hinders data sharing, one major roadblock to a fair comparison between different approaches in autism research. To address the issue, this paper proposes an ensemble method for movement synchrony estimation, one of the first deep-learning-based methods for automatic movement synchrony assessment under privacy-preserving conditions. Our method relies entirely on publicly shareable, identity-agnostic secondary data, such as skeleton data and optical flow. We validate our method on two datasets: (1) PT13 dataset collected from autism therapy interventions and (2) TASD-2 dataset collected from synchronized diving competitions. In this context, our method outperforms its counterpart approaches, both deep neural networks and alternatives.

I. INTRODUCTION

In social psychology, movement synchrony (MS) refers to the degree to which individuals move in similar ways over time [1]. The applications of movement synchrony estimation are wide and broad. For example, judges rate the synchrony between two divers in synchronized diving competitions. In autism treatment, movement synchrony is a significant criterion because it reflects coherence between therapists and children with autism, revealing their physical and physiological development achievements. A method to estimate movement synchrony automatically has received widespread attention [2]–[6]. However, privacy issues were not given a high priority in previous works. Video recordings carrying critical visual and acoustic identifiers cannot be publicly accessible in areas where data privacy is crucial, such as patient behavior analysis. The shortage of benchmark datasets restricts the application of cutting-edge machine learning techniques in turn.

Therefore, to tackle this challenge, we proposed a new problem: to automatically estimate movement synchrony under privacy-preserving conditions. We also provided a privacy-preserving solution, one of the first deep-learning-based methods for determining movement synchrony in this regard. Our approach depends entirely on identity-agnostic and privacy-preserving secondary data while maintaining crucial body movement features for motion understanding. The proposed framework (see Fig. 1) is an ensemble network consisting of three major components: (1) a skeleton-based spatial-temporal transformer network, (2) an optical flow based 3D convolutional networks [7], and (3) a 2D convolutional neural network accepting temporal similarity matrix as inputs.

Transformer Network (TFN) [8] is a novel neural network architecture based on the self-attention mechanism to draw global dependencies of sequential data. Inspired by [9], [10], in this work, we applied a spatial transformer to encode the local relationships between body joints and a temporal transformer to capture global dependencies across frames. An optical flow is commonly referred to as the apparent motion of individual pixels between two consecutive frames on the image plane. Optical flow derived from raw videos can provide a concise description of both the region and velocity of a motion without exposing an individual’s identity [6], [7], [11], [12]. A temporal similarity matrix (TSM) is a graphical representation to compare sequential data. The similarity can be determined by a pre-defined similarity function, such as Euclidean distance. TSMs have been used widely in human motion analysis tasks due to their robustness against perspective shifts and superior generalization abilities [13]–[16]. This paper computes the similarity between two skeleton sequences, either from one child and one therapist or two athletes participating in synchronized diving. Such a temporal similarity matrix is referred to as “Cross-Similarity Matrix” (CSM), in contrast to self-similarity matrix (SSM) [13]–[16].

To justify our work, we performed experiments on two datasets: (1) PT13 dataset [5], a real-world dataset on autism therapy, and (2) TASD-2 dataset [6] collected from synchronized diving competitions. Our method surpassed its competitors for movement synchrony estimation without mandating access to the original videos, which contain sensitive personal information. In summary, our contributions are: (1) We introduced a new problem: to automatically estimate movement synchrony under privacy-preserving conditions; (2) To solve the problem, we proposed a deep-learning-based framework, one of the first solutions for movement synchrony assessment under privacy-preserving conditions. Our framework is entirely...
The proposed framework for movement synchrony estimation from video. $e_i$, $S_{ei}$, and $T_{ei}$ represent the embedding generated from a linear projection layer, a spatial transformer, and a temporal transformer, respectively, while the input is the joint coordinates acquired from video by a human pose detector. Spatial position encoding in the spatial transformer is omitted. Dashed red (green) box: privacy-violating (privacy-preserving) components. Data processing (solid grey arrow) is handled by certified experts and professionals to ensure that original data is hidden from the framework and only anonymized, privacy-preserving secondary data is granted access. As long as the original video data is not accessible by the framework, privacy is guaranteed.

Fig. 1. The proposed framework for movement synchrony estimation from video.
input data (skeleton data and optical flow) our model utilizes can mitigate such concerns.

C. Skeleton-based Transformer Networks

Transformer Networks [8], [37]–[39] are extremely powerful in manipulating long sequential data. Previous studies have applied skeleton-based TFNs to human activity understanding. A skeleton-based transformer was proposed in Plizzari’s work [10] for activity recognition. The network relies on one spatial self-attention module to capture intra-frame body parts relations and one temporal self-attention module to model inter-frame correlations. Zheng et al. [9] proposed a transformer-based approach for 3D pose estimation from 2D videos. The model predicts the 3D pose within each (center) frame given its neighboring 2D frames. Inspired by Zheng’s work [9], we adapted their spatial-temporal transformer as an encoder, and revised the embedding layer to accommodate dyadic skeletons instead of one.

D. Temporal Similarity Matrix

TSMs have been widely used in human action comprehension [13]–[16]. Panagiotakis et al. [16] used a temporal similarity matrix to find all periodic segments of a video in an unsupervised manner. Dwibedi et al. [15] applied a self-similarity matrix, as one type of TSM, to discover periodic events in a sequence by evaluating similarities between components. Based on SSM, Nam et al. [40] developed an event proposal module to cluster and propose event points while integrating global contextualization information. Su et al. [14] proposed “RhythmicNet”, which takes a video of human actions as input and generates a soundtrack for it. They used an SSM to capture body dynamics and regularize the transformer encoder. While SSM measures similarity within one sequential data, this paper introduced the “Cross-Similarity Matrix” to determine the degree of similarity between two sequences, for example skeletons from two individuals.

III. Method

The proposed framework (Fig. 1) has three major components:

1) TFN branch: skeleton-based spatial-temporal transformer network;
2) I3D [7] branch: optical flow based 3D convolutional network (I3D);
3) CSM branch: ResNet [41] that accepts temporal similarity matrix as inputs.

A. Spatial-temporal Transformer

We adapted a spatial-temporal transformer as the encoder for dyadic skeleton sequences inspired by of Zheng’s work [9]. The spatial transformer module generates a hidden embedding for one static frame, whereas the temporal transformer module captures global dependencies across frames. We define a pose is composed of \( J \) joints for each person, therefore each dyadic pose \( p \) from two interacting people is composed of \( J \times 2 \) joints. Given that each joint \( j \in \mathbb{R}^2 \), we have \( p \in \mathbb{R}^{J/4} \). To begin with, we will explain the attention mechanism of transformer networks first, followed by insight into the structure of spatial and temporal modules.

**Scaled Dot-Product Attention** is one of the most commonly used attention functions in practice due to its benefits from parallel computing. We can denote an input as \( X \in \mathbb{R}^{f \times d} \), where \( f \) is the sequence length and \( d \) represents hidden feature dimension. Instead of computing attention directly from \( X \), we introduce three matrices generated from \( X \) (Eq. (1)): a query matrix \( Q \), a key matrix \( K \) and a value matrix \( V \). Intuitively, query \( Q \) describes the data we are probing, key \( K \) reflects the query’s relevancy, and value \( V \) represents the input’s intrinsic content. \( Q, K \) and \( V \) can be computed by three unique linear projection functions:

\[
Q = XW_Q, \quad K = XW_K, \quad V = XW_V \quad (1)
\]

where \( Q, K, V \in \mathbb{R}^{f \times d} \), and \( W_Q, W_K, W_V \in \mathbb{R}^{d \times d} \). Therefore, the dot-product attention is calculated using the following formula:

\[
\text{Attention}(Q, K, V) = \text{Softmax}\left(\frac{QK^\top}{\sqrt{d}}\right)V \quad (2)
\]

An empirical scaling factor \( \sqrt{d} \) is introduced in Eq. (2) to ensure a stable training process [8].

**Multi-head Self-Attention (MHSA)** is a self-attention mechanism that correlates different positions in a sequence to create a representation of the sequence [8]. Instead of computing self-attention directly from \( Q, K \) and \( V \), the attention is calculated in parallel on a subset of \( Q, K \) and \( V \), and each separately computed attention is known as a “head” (see Eq. (4)). As the number of heads \( h \) is usually greater than one (single-head attention otherwise), the derived attention is thus referred to as “multi-head self-attention”. Empirically, we set \( h \) to 8 [8]–[10], [42]. Multi-head self-attention allows the model to simultaneously attend to information originating from different representation sub-spaces located at different locations, while single-head attention fails to accomplish this [8]. All heads are concatenated together eventually to generate the final output (Eq. (3)), \( W_{out} \in \mathbb{R}^{d \times d}, h_{head} = d/h \).

\[
\text{MHSA}(Q, K, V) = \text{Concat}(head_1, \ldots, head_h)W_{out} \quad (3)
\]

\[
\text{head}_i = \text{Attention}(Q_i, K_i, V_i), i \in \{1, \ldots, h\} \quad (4)
\]

**Spatial Transformer** generates a hidden spatial embedding from joints detected within each frame. The spatial embedding has two components: (1) a patch embedding \( E \) and (2) a positional embedding \( E_{pos} \). The patch embedding represents the hidden features of the input (i.e., joint coordinates), while the positional embedding retains positional information of the sequence (i.e., the order of joints). In this work, we generate patch embedding \( E \) by mapping input \( X \) to a high dimensional feature space \( Z \) via a linear projection \( LP(\cdot) \), and adopt a trainable positional embedding \( E_{pos} \) [9], [37] rather than pre-defined positional encoding rules [8]. The positional
embedding is eventually added to the patch embedding, which can be formulated as:

\[ Z = [E_1; E_2; \ldots; E_J] + E_{pos} \]  \hspace{1cm} (5)

where \( E_i = ST(z_i), z_i = LP(x_i), i \in \{1, \ldots, f\} \)  \hspace{1cm} (6)

\( ST(\cdot) \) represents one spatial transformer layer, \( Z, E_{pos} \in \mathbb{R}^{f \times c_{temp}} \). \( c_{temp} \) is the spatial feature dimension in hidden space.

Due to the fact that spatial transformer is composed of a stack of \( L \) identical layers, steps (5) and (6) will be repeated \( L \) times to generate \( Z_L \), where \( Z_L^1 \) represents the hidden vector of frame \( i \) generated from the \( l \)-th layer, \( l \in \{1, \ldots, L\} \).

**Temporal Transformer** models frame dependencies across the sequence. The temporal transformer takes the final output \( Z_L \) from the spatial transformer as input and generates a temporal patch embedding \( ET \). A trainable temporal positional embedding \([43]\) \( ET_{pos} \in \mathbb{R}^{L \times c_{temp}} \) is added to \( Z_L \) to retain relative position information across frames, \( c_{temp} \) is the temporal feature dimension. Same as the spatial transformer, the temporal transformer is also composed of a stack of \( L \) identical layers, and its output is denoted as \( Y \in \mathbb{R}^{L \times c_{temp}} \).

Let \( Temp(\cdot) \) represent one temporal transformer layer:

\[ Y_{k+1} = [ET_{k+1}^{1} \cdot ET_{k+1}^{2} ; \ldots ; ET_{k+1}^{f}] + ET_{pos} \]  \hspace{1cm} (7)

\[ ET_{k+1}^{i} = Temp(Y_{k}^{i}) \]  \hspace{1cm} (8)

\( k \in \{0, \ldots, L - 1\}, i \in \{1, \ldots, f\} \). Specifically, \( Y_0 = X_L \).

### B. 3D Convolutional Neural Networks

A standard method of comprehending human activities in videos involves using 3D convolutional neural networks that perform convolutions across spatiotemporal video volume \([7], [11], [44], [45]\). Due to privacy concerns, the proposed network is not allowed access to the original RGB videos. Instead, in this paper, we adopted a flow-stream Inflated 3D ConvNet (3D) \([7]\) pre-trained on Kinetics dataset \([46]\), which only takes optical flows as input. I3D is based on 2D ConvNet inflation, where filters and pooling kernels are expanded into three dimensions, making it possible to learn spatio-temporal features from video while leveraging successful ImageNet \([47]\) architecture designs and parameters.

### C. Cross Similarity Matrix

A temporal similarity matrix can provide significant insights into capturing both the spatial and temporal dynamics of a sequence. In this paper, we computed cross similarity matrices from sequence samples of interacting dyads. Given two skeleton sequences \( X_1, X_2 \in \mathbb{R}^{f \times (J \times 2)} \), where \( f \) is the sequence length, \( J \) is the number of joints. \( X_p \in \mathbb{R}^{(J \times 2)} \) represents the pose at the \( t \)-th frame of person \( p \), and \( X_p^t[k] \in \mathbb{R}^2 \) denotes the 2D coordinates of joint \( k \), where \( t \in \{1, 2, \ldots, f\}, p \in \{1, 2\}, k \in \{1, 2, \ldots, J\} \). Therefore, a CSM can be expressed by a \( f \times f \) matrix, and \( CSM[i][j] \) describes the similarity between pose \( X_1^i \) from the first person at time stamp \( i \), and pose \( X_2^j \) from the second person at time stamp \( j \), respectively, \( i, j \in \{1, 2, \ldots, f\} \). All 2D coordinates are normalized to range \([0, 1]\) based on the image size. Consequently, we have

\[ CSM[i][j] = -\frac{1}{J} \sum_{k=1}^{J} ||X_1^i[k] - X_2^j[k]||^2 \]  \hspace{1cm} (9)

### IV. DATASET

We evaluated our framework on two datasets: Play Therapy 13 dataset (PT13) \([5]\) and Two-person Action Synchronized Diving dataset (TASD-2) \([6]\).

PT13 is derived from video recordings of therapy interventions for children with autism \([5], [48]\). It covers 13 unique activities, such as jumping, drumming, and squatting. PT13 consists of 1,273 data samples as indicated in Table I, and all samples are categorized into three classes based on the level of synchrony between children and therapists: Synchronized (Sync), Moderated Synchronized (ModSync) and Unsynchronized (Unsync). While the Synchronized (Unsynchronized) reflect absolute (no) synchrony between children and therapists, Moderated Synchronized refers to children reacting appropriately despite certain defects such as slight inconsistency or tardiness. The average data length is 148 frames, with dimensions ranging from 320 by 240 pixels to 720 by 480 pixels.

TASD-2 is composed of video recordings collected from two synchronized diving events: synchronized 3-m springboard and synchronized 10-m platform. All videos are normalized to 102 frames long with a resolution of 320 \( \times \) 240. By discarding six videos where the human pose detector \([49]\) failed to work, we had a dataset of 600 samples, 238 of which were in synchronized 3-m platform and 362 in synchronized 10-m platform. We adopted the train/test split as \([6]\). In contrast to \([6]\), we rely solely on the “synchrony score” of TASD-2 in this study as the primary objective is synchrony estimation. The synchrony score ranges from 0 to 10, with a mean of 7.64 and a standard deviation of 0.91.

Data Processing was handled by certificated therapists and professionals, and the original data is kept completely confidential, as illustrated in Fig. 1. To comply with the privacy principles, the proposed framework cannot accept original video recordings as inputs. Instead, we extracted and computed secondary data, including skeleton data, optical flow, and CSMs from the video. By using a human pose detector, joint coordinates were obtained from “valid” frames, and one frame may only be valid if both persons can be detected; otherwise, it is invalid (zero or one detection). Invalid frames were discarded eventually. All data samples were uniformly
sampled and normalized to 81 frames following [9]. Optical flows and CSMs were resized to $224 \times 224$ by the nearest neighbor interpolation strategy. Upon completion of the data processing stage, only the secondary data in accordance with privacy principles were granted access to the framework.

V. EXPERIMENTS

A. Implementation Details

We implemented our proposed framework with Pytorch [50]. Four NVIDIA Tesla V100 GPUs were used for training and testing. For both spatial and temporal transformer, we set $L = 4$, $c_{spa} = c_{temp} = 544$. We chose a sequence length $f = 81$ as [9] and set $J = 17$ following COCO [51] format. We trained our model using the Adam optimizer [52] for 800 epochs and set the batch size to 64. We adopted an exponential learning rate decay scheduler with the initial learning rate of $1e-3$ and a decay factor of 0.98 for each epoch. The dropout [53] rate was set to 0.5 in training phase to prevent overfitting. We applied OpenPose [49] for 2D human pose detection, and optical flows were computed by TV-L1 algorithm [54].

B. Ablation Study and Performance Comparison

To verify the contribution of each branch of our framework, we conducted extensive ablation experiments on both TASD-2 and PT13 datasets. Table II reports the recall of synchrony classification on PT13, and Table III presents the mean square error (MSE) on TASD-2 for synchrony score prediction. $\text{(1)}$ indicates that larger values are better for recall in Table II, and $\text{(1)}$ indicates that a smaller value is better for MSE in Table III. In terms of single model evaluation, TFN achieved the highest classification accuracy of 91.46% on PT13, whereas I3D performed best on TASD-2 with an MSE of 0.405. However, I3D did not perform well on PT13 with an accuracy slightly above random guess. Therefore, we excluded I3D in the following experiments on PT13. In general, an ensemble network outperforms each individual sub-network.

In addition, we also compared our method with other approaches [6], [26], [32], [55] with and without using deep neural networks. In summary, our method outperforms its counterparts on both datasets. Specifically, [26], [32], [55] generated an output by only accepting skeleton data as input, and the final score/class prediction is made by a support vector machine [56] given the generated output. To provide a fair comparison, TFN accepting skeleton data only already outperforms [26], [32], [55].

C. Confusion Matrix

Table IV reports the row-wisely normalized confusion matrix (CM) for synchrony classification on PT13. For consistency, we carefully categorized TASD-2 into three synchrony classes as PT13 with thresholds $\alpha = 7.16$ and $\beta = 8.36$. $\alpha$ and $\beta$ were computed from synchrony score distribution in TASD-2 to ensure data splits resemble an approximate normal distribution. As a result, the percentage of Synchronized, Moderated Synchronized and Unsynchronized data in TASD-2 is 21.3%, 53.0%, 25.7%. Table IV reports the CM on TASD-2. Each CM was computed using the best model as reported in Table II and III. The overall classification accuracy (F1-score) for PT13 and TASD-2 are 91.80% (0.91) and 78.05% (0.78), respectively. We achieved a lower accuracy on TASD-2 due to the nature of the dataset and the distribution of scores, which are completely different from PT13. In particular, synchronized and moderately synchronized data are very similar to each other, leading to more errors in these two classes, as shown in Table V.

D. Spatial & Temporal Attention Visualization

To demonstrate the multi-head self-attention mechanism, we visualized spatial and temporal attention maps of the first layer ($L = 1$) learnt from PT13. Attention heads for visualization were randomly selected. The goal of visualizing attention maps in TFN is to show that each head is able to capture distinct motion patterns; such multi-head attention mechanism is not redundant, but rather aids the network in capturing diverse spatial/temporal movement aspects. It can also illustrate the benefits of TFN in interpreting which specific (spatial) body parts or (temporal) actions are critical in determining movement synchrony when traditional methods like MEA can not.

Spatial attention computed from PT13 is visualized in Fig. 2, where the $x(y)$-axis corresponds to the query (key) of $J = 17$ joints, and the pixel value at $(x, y)$ indicates the attention density. We noticed that each attention head returns
distinct attention intensities, indicating the heterogeneity in local connections among disparate groups of joints learned by the network. For instance, Head 1 and Head 6 are concerned with upper body parts (joint 0 ∼ 2), whereas Head 3 examines lower body connections (joint 13 ∼ 16), and Head 2 focuses on the upper and middle body (joint 0 ∼ 4, 6, 8, 10) interactions.

**Temporal attention** computed from PT13 is visualized in Fig. 3, where the $x(y)$-axis corresponds to the query (key) of $f = 81$ frames, and the pixel value at $(x, y)$ indicates the attention density. We observed that different attention heads have learnt diverse long-term global dependencies. For example, Head 0 mainly focuses on early frames (between 0 and 25), while Head 7 catches the relationship between frames 7, 15, 42, 46, and 67 despite significant temporal disparities.

**VI. DISCUSSION**

Based on the input, the three sub-networks of our framework can be divided into two classes: (1) skeleton-based approach (TFN & CSM) and (2) optical-flow-based approach (I3D). Under privacy-preserving conditions, each class has unique pros and cons.

In both TASD-2 and PT13 datasets, the skeleton-based approach exhibits good generality and interpretability. TFN, for instance, demonstrates a strong ability to capture both local and global joint correlations, producing good results across both datasets. However, skeleton-based approaches are susceptible to data noise caused by pose detector failures, especially when challenging atypical poses are encountered. Furthermore, certain critical scenes can be ignored based on the skeleton-based methods when a person is not present, such as the splash at the end of a dive, which is also critical for synchrony assessment.

The optical-flow-based approach manages to retain original motion features from raw videos and achieves the best results among all three sub-networks on TASD-2. Nevertheless, it is susceptible to background noise caused by the movement of other objects in the same scene. For example, many scenes in PT13 are animated by an actively moving robot serving as a therapeutic tool. As a consequence, this method does not perform well on PT13. Furthermore, 3D convolutional networks require more computational resources and take longer to train due to network architecture and input data volume. For example, optical flow data derived from frames is approximately 1,200 times larger than skeleton data in the same scene, since the latter consists merely of joint coordinates.

**VII. CONCLUSION**

Movement synchrony estimation has been extensively applied in multiple fields including sports, physical therapy, and rehabilitation. However, privacy concerns were not adequately addressed. This paper proposed an ensemble network for movement synchrony assessment under privacy-preserving conditions. Our framework is entirely based on secondary data that is both identity-agnostic and privacy-preserving, such as skeletal data and optical flow. Extensive experiments on TASD-2 and PT13 datasets demonstrate the effectiveness of the proposed framework.

In future work, we will integrate graph neural networks to generate spatial skeletal representations [10]. We will also investigate other privacy-preserving data modalities, such as gaze data [57], facial landmarks, and emotion clues [58].
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