Optimizing NMR quantum information processing via generalized transitionless quantum driving
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Abstract – High-performance quantum information processing requires efficient control of undesired decohering effects, which are present in realistic quantum dynamics. To deal with this issue, a powerful strategy is to employ transitionless quantum driving (TQD), where additional fields are added to speed up the evolution of the quantum system, achieving a desired state in a short time in comparison with the natural decoherence time scales. In this paper, we provide an experimental investigation of the performance of a generalized approach for TQD to implement shortcuts to adiabaticity in nuclear magnetic resonance (NMR). As a first discussion, we consider a single nuclear spin-1/2 system in a time-dependent rotating magnetic field. While the adiabatic dynamics is violated at a resonance situation, the TQD Hamiltonian is shown to be robust against resonance, allowing us to mimic the adiabatic behavior in a fast evolution even under the resonant configurations of the original (adiabatic) Hamiltonian. Moreover, we show that the generalized TQD theory requires less energy resources, with the strength of the magnetic field less than that required by standard TQD. As a second discussion, we analyze the experimental implementation of shortcuts to single-qubit adiabatic gates. By adopting generalized TQD, we can provide feasible time-independent driving Hamiltonians, which are optimized in terms of the number of pulses used to implement the quantum dynamics. The robustness of adiabatic and generalized TQD evolutions against typical decoherence processes in NMR is also analyzed.
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Introduction. – Adiabatic dynamics play an important role in a number of applications in quantum mechanics (see, e.g., ref. [1]). Under the effect of a surrounding environment, the success of an adiabatic protocol depends on the time scale required by the quantum evolution in comparison with the relaxation time scale of the external environment [2–4]. In this context, a powerful strategy for minimizing the reservoir effects is provided by shortcuts to adiabaticity. Transitionless quantum driving (TQD) [5,6] has been a protocol widely used for speeding up the adiabatic dynamics. Differently from other approaches [7–9], TQD evolutions allow us to exactly mimic the adiabatic dynamics through additional fields, which inhibit transitions between the energy levels of the original (adiabatic) Hamiltonian. TQD has been used in different scenarios in quantum physics, such as quantum thermodynamics [10–12], quantum computation and information [13,14], and state engineering [15,16].

The main idea behind TQD is to add an auxiliary term \( H_{cd}(t) \), which is called counter-diabatic Hamiltonian, to the original Hamiltonian \( H_0(t) \), so that we get the transitionless driving Hamiltonian \( H_{\text{TQD}}(t) \). In general, the design of TQD requires highly non-local terms in the counter-diabatic Hamiltonian \( H_{cd}(t) \) [17,18], as well as strong time dependence on the additional fields [14]. These issues typically make transitionless Hamiltonians hard to be implemented in realistic physical systems [19]. Here, we are interested in investigating the performance of a generalized approach of TQD, which can be taken as a wider approach for the optimization of TQD protocols. More specifically, we analyze the
implementation of generalized TQD in a nuclear magnetic resonance (NMR) experimental setup. In particular, we realize feasible time-independent transitionless Hamiltonians [15], which provide the optimal dynamics concerning both their experimental viability and energy cost, as measured by the strength of the counter-diabatic fields required by the implementation [16]. As a first experiment, we consider a single nuclear spin-$\frac{1}{2}$ system in a time-dependent rotating magnetic field, analyzing the effects of the shortcut to the adiabaticity at a resonance situation. As a second discussion, we analyze the experimental implementation of shortcuts to single-qubit adiabatic gates. For each evolution we derive the standard TQD Hamiltonian, as provided by standard TQD [5,6], and the optimal TQD Hamiltonian obtained from the generalized TQD protocol [15]. The robustness of both the adiabatic and generalized TQD evolutions against typical decoherence processes in NMR are also analyzed.

**Shortcuts to adiabaticity through generalized TQD.** – Let us consider a discrete quantum system $S$ defined in a $D$-dimensional Hilbert space $\mathcal{H}$. A generalized TQD for $S$ is obtained from the evolution operator [15]

$$U(t) = \sum_{n=1}^{D} e^{i\theta_n(t)e(t)\hat{E}_n(t)}|n(t)\rangle\langle n(0)|,$$

where $\{\{n(t)\}\}$ is the set of eigenstates of a reference Hamiltonian $\mathcal{H}_0(t)$. In general, $\mathcal{H}_0(t)$ is identified as a slowly piecewise time-dependent Hamiltonian, so that the adiabatic dynamics can be achieved. The parameters $\theta_n(t)$ are real arbitrary functions to be adjusted in order to optimize some physical relevant quantity [15] or, as we shall see, optimize some pulse sequence for achieving some output state in NMR quantum information processing. From a general definition of $U(t)$, the driving generalized transitionless Hamiltonian $\mathcal{H}_{\text{tdq}}^{\text{gen}}(t) = -i\hbar U(t)U^\dagger(t)$ reads [15]

$$\mathcal{H}_{\text{tdq}}^{\text{gen}}(t) = i\hbar \sum_n \hat{n}_n(t)|n(t)\rangle\langle n(t)| + \theta_n(t)|n(t)\rangle\langle n(t)|.$$

Optimal TQD for a single spin in a rotating magnetic field. – As a first application of generalized TQD, we consider a single spin-$\frac{1}{2}$ particle in the presence of a rotating magnetic field $\hat{B}(t) = B_z(t)\hat{z} + B_{xy}(t)\hat{x} + B_y(t)\hat{y}$, with $B_z, B_{xy}, B_y \in \mathbb{R}$. The Hamiltonian $\mathcal{H}_0(t) = -\gamma \hat{S} \cdot \hat{B}(t)$ associated with the system then reads [21]

$$\mathcal{H}_0(t) = \frac{\hbar}{2}(\omega_z\sigma_z + \omega_{xy}\sigma_x \cos \omega t + \omega_y \sin \omega t),$$

where the frequencies $\omega_z$ and $\omega_{xy}$ are given by $\omega_z = -\gamma B_z$ and $\omega_{xy} = -\gamma B_{xy}$, respectively, with $\gamma$ denoting the gyro-magnetic ratio and $\omega$ the rotating frequency of a radio-frequency (RF) field. In particular, it is well known that the adiabatic behavior of the Hamiltonian $\mathcal{H}_0(t)$ is drastically affected in resonant regimes ($\omega \approx \omega_z$) [22], where undesired transitions between ground $|E_0(t)\rangle$ and excited $|E_1(t)\rangle$ states are induced due to resonance. From eq. (2), we can write the Hamiltonian of the generalized transitionless evolution for $\mathcal{H}_0(t)$ as $\mathcal{H}_{\text{tdq}}^{\text{gen}}(t) = -\gamma \hat{S} \cdot \hat{B}_{\text{tdq}}^{\text{gen}}(t)$, with the magnetic field given by ($\alpha = \arctan(\omega_{xy}/\omega_z)$)

$$\hat{B}_{\text{tdq}}^{\text{gen}}(t) = B_z^{\alpha} \hat{z} + B_y \sin(\alpha (\cos \omega t \hat{x} + \sin \omega t \hat{y})), $$

where we define $\theta(t) = \theta_0(t) - \theta_1(t)$, $B_z^{\alpha} = B_z + B_y \cos \alpha$, $B_\theta(t) = -\theta(t) / \gamma$, $B_{\omega} = -\omega / \gamma$. Note that a transitionless quantum driving is not obtained by changing the angular frequency of the RF field, but rather by changing the intensity of the magnetic fields. Therefore, the generalized transitionless theory allows us to use the phases $\theta_n(t)$ 

$n (n = 0, 1)$ to minimize the magnetic field required to implement the desired dynamics. In some cases, such a field is fixed and no free parameter can be used to optimize
the field intensity. For example, if we set the parameters \( \theta_n(t) \) in order to obtain the exact adiabatic dynamics with adiabatic phases \( \theta_n^a(t) \), we find the standard shortcut to adiabaticity, which is provided by the Hamiltonian in eq. (3) and reads as \( H_{\text{tqd}}^\text{ad}(t) = -\gamma \hat{S} \cdot \vec{B}_{\text{tqd}}(t) \), with the magnetic field \( \vec{B}_{\text{tqd}}(t) \) to implement \( H_{\text{tqd}}^\text{ad}(t) \) reading

\[
\vec{B}_{\text{tqd}}^\text{ad}(t) = B_z^\text{ad} \hat{z} + B_{xy}^\text{ad} (\cos \omega t \hat{x} + \sin \omega t \hat{y}),
\]

(7)

where \( B_{xy}^\text{ad} = B_{xy} - \sin(2\alpha)B_\omega/2 \) and \( B_{z}^\text{ad} = B_z + B_\omega \sin^2 \alpha \), with \( B_z \) denoting the additional magnetic field. By analyzing the energy resources to implement the desired evolution, we can find the optimal protocol for the transitionless dynamics in terms of the magnetic field intensities required by the Hamiltonian. In particular, it is possible to show that the optimal field is obtained by setting \( \theta_n(t) = i(B_\omega t E_\omega(t) \sigma_\omega(t)) \) [15,16]. Therefore, for the Hamiltonian in eq. (5), the optimal transitionless counterpart reads \( H_{\text{tqd}}^\text{opt}(t) = -\gamma \hat{S} \cdot \vec{B}_{\text{tqd}}^\text{opt}(t) \), with the optimal magnetic

\[
\vec{B}_{\text{tqd}}^\text{opt}(t) = B_z \sin^2 \alpha \hat{z} - B_{xy}^\text{opt} (\cos \omega t \hat{x} + \sin \omega t \hat{y}),
\]

(8)

where \( B_{xy}^\text{opt} = (B_\omega/2) \sin 2\alpha \). We can see that the norms of the fields satisfy \( ||\vec{B}_{\text{tqd}}^\text{opt}(t)|| > ||\vec{B}_{\text{tqd}}(t)|| \) and \( ||\vec{B}_{\text{tqd}}^\text{opt}(t)|| > ||\vec{B}_{\text{opt}}(t)|| \) for any choice of the set of parameters \( \Omega = \{ \omega, \omega_{xy}, \omega_z \} \). This means that a fast evolution based on the standard shortcut exactly mimicking the adiabatic phase, such as given by eq. (3), always requires more energy resources than the original adiabatic dynamics. On the other hand, the relation between \( ||\vec{B}_{\text{tqd}}(t)|| \) and \( ||\vec{B}_{\text{opt}}(t)|| \) depends on the parameters \( \omega, \omega_z \), and \( \omega_{xy} \) used in \( ||\vec{B}_{\text{opt}}(t)|| \). In particular, this means that the optimal shortcut to adiabaticity can be faster while spending even less resources than the original adiabatic dynamics. More specifically, this trade-off can be expressed through the norm relation

\[
\frac{||\vec{B}_{\text{opt}}(t)||}{||\vec{B}_{\text{tqd}}(t)||} = \frac{B_{xy}^2 + B_z^2}{B_{xy} B_z} = \frac{\omega_{xy}^2 + \omega_z^2}{\omega_{xy} \omega_z},
\]

(9)

For the case \( \omega_{xy} = \omega_z = \omega \), we get \( ||\vec{B}_{\text{opt}}(t)|| = 2||\vec{B}_{\text{tqd}}(t)|| \). This shows the advantage of the optimal TQD approach in comparison with its reference counterpart, whose implementation requires a higher magnetic field. It is worth mentioning that, since the experimental implementation of the driven Hamiltonian in NMR is obtained in the rotating frame, the dynamics here is implemented by a phase modulated pulse with constant amplitude applied off resonance. This approach is similar to the adiabatic pulse technique where large swept-frequency offsets are used to make the effective magnetic field, observed in the rotating frame, approximately collinear with the spin magnetization [23]. In our experiment no swept-frequency has been used. The energy cost is well defined from the transverse RF field used to drive the system, since the \( Z \) component of the Hamiltonian is implemented by a frequency shift, with no real cost associated with it. Indeed, as shown in the Supplementary Material "Supplementarymaterial.pdf" (SM), an advantage for the optimal TQD approach with respect to its adiabatic version is also achieved in terms of the cost of the RF field.

In order to demonstrate the advantage of the TQD approach as a tool in quantum control, we have performed an experimental realization using a two-qubit NMR system, namely, the \( ^1H \) and \( ^13C \) spin-1/2 nuclei in the chloroform molecule, with up and down spin states denoted by \(|\uparrow\rangle \) and \(|\downarrow\rangle \), respectively [21]. The experiment has been realized at room temperature in a Varian 500 MHz spectrometer. More specifically, we have compared the dynamics of the system driven by fields \( \vec{B}_0(t), \vec{B}_{\text{tqd}}(t) \) and \( \vec{B}_{\text{opt}}(t) \). Since we need a single qubit, the \( ^1H \) spin has been driven by phase-modulated magnetic fields, while the \( ^13C \) spin has been decoupled during the experiment (for more details, see the SM). In the rotating frame, the Hamiltonian associated with the magnetic pulse reads

\[
H_{\text{rf}} = (h/2)[\omega_z \sigma_z + \omega_{xy} (\sigma_x \cos \phi + \sigma_y \sin \phi)],
\]

(10)

with \( \phi \) being the angle in the \((x,y)\)-plane between the \( x \)-axis and the direction of the radio-frequency pulse. This angle can be freely chosen and continuously varied during the experiment. By changing the amplitude of the pulses, the offset frequency and using time phase modulation, one can reproduce the desired dynamics. The evolution has been implemented in an on-resonance condition \( \omega_z = \omega_{xy} = \omega = 2\pi \times 200 \text{ Hz} \). This means that, even though the evolution obeys the adiabatic condition, it can lead to population transfer, resulting in a violation of the expected adiabatic evolution as a resonance effect [22]. From the values set for \( \omega, \omega_z \) and \( \omega_{xy} \), eq. (9) implies that \( ||\vec{B}_{\text{opt}}(t)|| = 2||\vec{B}_{\text{tqd}}(t)|| \), so that \( ||\vec{B}_{\text{opt}}(t)|| < ||\vec{B}_{\text{tqd}}(t)|| \) (see the SM). Notice that the optimal TQD indeed spends less energy resources as measured by the strength of the magnetic field applied. The system is then initially prepared in the ground state of \( H_0(t) \), given by \(|\varphi(0)\rangle = \cos \alpha |\downarrow\rangle - \sin \alpha |\uparrow\rangle \), and evolved according to the desired Hamiltonian. The quantum state experimentally obtained is determined via quantum state tomography [24] and compared to the theoretically evaluated instantaneous ground state of \( H_0(t) \). This is performed by computing the fidelity \( \mathcal{F}(t) \) between the instantaneous ground state of \( H_0(t) \), represented by the density operator \( \rho_0(t) \), and the dynamically evolved quantum state driven by the Hamiltonians \( H_0(t), H_{\text{opt}}^\text{std}(t), \) and \( H_{\text{tqd}}(t) \), represented by the density operator \( \rho(t) \). The fidelity \( \mathcal{F}(t) \) is defined here as the relative purity [25]

\[
\mathcal{F}(t) = \frac{\text{Tr}\{\rho_0(t)\rho(t)\}}{\sqrt{\text{Tr}\{\rho_0^2(t)\}\text{Tr}\{\rho^2(t)\}}}^{1/2}.
\]

(11)

The theoretical and experimental results are shown in fig. 1 for the three distinct dynamics. Since the experiment is performed on resonance, the evolution driven by the Hamiltonian \( H_0(t) \) is found to be non-adiabatic, oscillating as a function of time. On the other hand, the shortcuts
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given by $H_{\text{top}}^{\text{opt}}(t)$, and $H_{\text{top}}^{\text{std}}(t)$ keep a non-transitional evolution, being immune to the resonance effect.

The fitting of the experimental data has been performed in an open quantum system scenario, which is accomplished by adjusting the parameters of the Lindblad equation $\dot{\rho} = \mathcal{R}[\rho]$, with $\mathcal{R}[ullet]$ given by [26–28]

$$\mathcal{R}[ullet] = [H(t), \bullet]/\hbar + \sum_k L_k \cdot \dot{L}_k^\dagger - \{L_k^\dagger L_k, \bullet\}/2,$$

where $H(t)$ denotes the effective Hamiltonian of the system, which drives the unitary contribution of the dynamics, and $\{L_k\}$ is the set of Lindblad operators governing the non-unitary part of the evolution. The NMR system considered in this work is mainly affected by dephasing, which occurs due to the inhomogeneity of the static magnetic field. This variation causes the spins of all the molecules to slowly desynchronize and, therefore, lose coherence across the sample. In this case, we have a single Lindblad operator $L_1(t) = \gamma_0 \sigma_z$, where the decohering rate $\gamma_0$ is given by $\gamma_0 = \sqrt{T_1/T_2}$, with $T_2$ denoting the dephasing relaxation time of the system. Other non-unitary effects, such as generalized amplitude damping characterized by a relaxation scale $T_1$, are also present, but they are negligible for the time ranges considered in the experiment. Indeed, in our realization, we have $T_2 = 0.25$ s and $T_1 = 5.11$ s. Notice then that $T_1$ is two orders of magnitude larger than the total time of evolution, so that generalized amplitude damping does not exhibit significant effect. As previously mentioned, due to the resonance configuration, the adiabatic dynamics for $H_0(t)$ does not hold in general, being achieved just for some particular instants of time. Notice that the oscillation in the adiabatic fidelity is damped as a function of time. This is a by-product of dephasing in the system. Moreover, there are also errors induced by the implementation of RF pulses. Those errors are about 3% per pulse. Remarkably, shortcuts to adiabaticity show considerable robustness against the decoherence and unitary errors. As shown in fig. 1, fidelity stays close to one throughout the evolution, which means that the states of the evolution are, indeed, kept as instantaneous eigenstates of $H_0(t)$.

**Adiabatic single-qubit gates in NMR via generalized TQD.** — Adiabatic controlled evolutions allow for the implementation of an arbitrary quantum gate $U$ over an input state $|\psi\rangle$ [29]. This can be accomplished by adding an auxiliary quantum system, whose dynamics induces a general $n$-qubit gate over $|\psi\rangle$ [13]. Here, we will illustrate the implementation of an adiabatic single-qubit gate and its acceleration through a generalized shortcut to adiabaticity in an NMR setup.

To implement a single-qubit unitary transformation, we begin by considering a Hilbert space $S = T \otimes A$ composed by a target subspace $T$, where the gate is designed to be applied, and an auxiliary subspace $A$. Each subspace is assumed to be associated with a single qubit. The auxiliary qubit is a fundamental element in this approach. In fact, in order to provide a universal scheme for adiabatic quantum computation, such an input state should be encoded into the ground state of an initial Hamiltonian $H$. Thus, given a single-qubit arbitrary state $|\psi\rangle$, the single-qubit Hamiltonian that admits $|\psi\rangle$ as ground state is $H_\psi = -\omega \hat{\sigma}_z |\psi\rangle\langle\psi|$. Therefore, the Hamiltonian is $\psi$-dependent and, by assuming $|\psi\rangle$ as an unknown state, $H_\psi$ cannot be determined. For this reason, we consider an auxiliary qubit $A$ and an initial Hamiltonian $H(0) = \mathbb{I}_T \otimes H_A$, so that $|E_0\rangle_A$ is the ground state of $H_A$. By adopting this choice, the whole system initial state is $|\Psi(0)\rangle = |\psi\rangle_T \otimes |E_0\rangle_A$ for any input state $|\psi\rangle$. Here we assume $H_A = -\hbar \sigma_z A$ and $|E_0\rangle = |0\rangle$.

Notice that a generic single-qubit quantum gate $U$ can be interpreted as a rotation of $\phi$ from the initial state $|\psi\rangle$ to the target state $|\psi_{\text{final}}\rangle$ around an arbitrary direction $\hat{r}$ defining a state $|n_+\rangle$ in the Bloch sphere as

$$|n_+\rangle = \cos(\varepsilon/2)|0\rangle + e^{i\delta} \sin(\varepsilon/2)|1\rangle.$$

Then, the Hamiltonian used to implement the desired operation $U$ reads

$$H(s) = P_{n_+} \otimes H^0(s) + P_{-n_+} \otimes H^\phi(s),$$

where $H^0(s)$ and $H^\phi(s)$ are obtained from

$$H^\xi(s) = -\hbar \omega \cos(\xi) \sigma_z + \sin(\xi) \sigma_x,$$

with $\sigma_x(\xi) = \sigma_x \cos(\xi) + \sigma_y \sin(\xi)$, $\xi = 0$ and $\xi = \phi$, respectively, and $s = t/\tau$ is the dimensionless normalized time, with $\tau$ being the total evolution time. The information about the gate to be implemented is encoded in the parameter $\phi$ and in the projectors $P_{\pm n_+} = |n_+\rangle\langle n_+| = 1/2(1 \pm \hat{r} \cdot \hat{\sigma})$, which act on $T$. Thus, by assuming an adiabatic closed-system evolution, the composite system evolves from $|\Psi(0)\rangle = |\psi\rangle \otimes |0\rangle$ to $|\Psi(1)\rangle = (U|\psi\rangle) \otimes |1\rangle$. 
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Fig. 1: Fidelity between the instantaneous ground state of $H_0(t)$ and the dynamically evolved states driven by the Hamiltonians $H_0(t)$, $H_{\text{top}}^{\text{opt}}(t)$, and $H_{\text{top}}^{\text{std}}(t)$. Curves denote the theoretical predictions and the symbols are the experimental values. The implementation of $H_0(t)$ is more sensitive to RF misalignment, so that we have less tolerance to field inhomogeneity compared to the other cases. Then, we may have a fluctuation between experimental and theoretical results in some points.
Now, by considering the Hamiltonian for a generalized transitionless evolution as in eq. (2), we can show that the gate $U$ can be implemented through

$$H^{\text{gen}}_{\text{tqd}}(s) = P_{\uparrow} \otimes H^{\text{gen},0}_{\text{tqd}}(s) + P_{\downarrow} \otimes H^{\text{gen},\phi}_{\text{tqd}}(s),$$  

(16)

with (see the SM)

$$H^{\text{gen},\xi}_{\text{tqd}}(s) = \hbar \Xi_s^\xi \sigma_x - \hbar \Xi_s^\xi \sigma_y - \hbar \Theta^\xi \cos(\pi s) \sigma_z,$$  

(17)

where we defined $\Xi_s^\xi(s) = \Theta^\xi(s) \sin(\pi s) \cos(\pi/\tau) \sin(\xi)$, $\Xi_s^\xi(s) = \Theta^\xi(s) \sin(\pi s) \sin(\xi - (\pi/\tau) \cos(\xi)$ and $\Theta^\xi(s) = \delta_{0}^{\xi} - \delta_{1}^{\xi}$, with $\theta^n_{\xi}$ denoting the quantum phase accompanying the $n$-th eigenstate of the Hamiltonian $H^{\xi}(s)$. In particular, we can find the standard transitionless Hamiltonian by choosing $\theta^n_{\xi}(s) = \theta^{\text{ad},\xi}_{n}(s)$ in this case, we get

$$H^{\text{tqd}}_{\text{ad}}(s) = P_{\uparrow} \otimes H^0_T + P_{\downarrow} \otimes H^\phi_T(s),$$  

(18)

with $H^\xi_T = H^{\xi}(s) + H^{\xi}_{\text{cd}}$ and where each counter-diabatic term is time-independent and given by

$$H^{\xi}_{\text{cd}} = -(\hbar \pi/\tau)(\sin(\xi s_\pi - \cos(\xi s_y)).$$  

(19)

Notice then that the non-adiabatic transitions in adiabatic quantum computation as provided by the Hamiltonian in eq. (14) can be suppressed by time-independent quantum control. More generally, the Hamiltonian in eq. (16) provides a remarkable flexibility, since we can mimic the adiabatic dynamics using an infinite class of Hamiltonians. In particular, the gauge freedom for the parameters $\theta^n_{\xi}(t)$ in eq. (16) allows, e.g., for a time-independent total Hamiltonian $H^{\text{gen},\xi}_{\text{tqd}}(s)$. Indeed, the optimal choice with respect to both energy cost and experimental feasibility can be obtained by setting $\theta^n_{\xi}(s) = -(i/\tau)\langle d_{\xi} E^\xi(s) \rangle E^\xi(s) \rangle [15]$, where $|E^\xi(s)\rangle$ denotes the eigenvectors of the Hamiltonian in eq. (15). Then, the optimal Hamiltonian reads

$$H^{\text{opt}}_{\text{tqd}} = P_{\uparrow} \otimes H^0_{\text{cd}} + P_{\downarrow} \otimes H^\phi_{\text{cd}}.$$  

(20)

Therefore, the above Hamiltonian can be used to implement any single-qubit rotation. Moreover, one can find time-independent Hamiltonians to implement any $N$-controlled qubit gates [15].

The experimental realization of quantum gates is implemented through the chloroform molecule by taking the $^{13}$C nucleus as the target qubit and the $^1$H nucleus as the auxiliary subsystem. In our experiment, we encode the computational states $|0\rangle$ and $|1\rangle$ into the spin states $|\uparrow\rangle$ and $|\downarrow\rangle$, respectively. The schematic representation of the quantum dynamics is illustrated in fig. 2, where the composite system is initially prepared at $t = 0$ and measured in $t = \tau$. Decohering time scales in our system are $T_{1C} = 7.33$ s and $T_{2C} = 4.99$ s for $^{13}$C nucleus, $T_{1H} = 14.52$ s and $T_{2H} = 0.77$ s for $^1$H nucleus.

We have considered the experimental implementation of the single-qubit phase gate $Z$, which yields the Pauli matrix $\sigma^z$ applied to the input qubit, which is prepared in an arbitrary initial state along a direction $\vec{r}$ in the Bloch sphere. To this gate, the adiabatic Hamiltonian is

$$H_Z(s) = -\omega[\cos(\pi s)\sigma^C \otimes \sigma^H + \sin(\pi s)\sigma^C \otimes \sigma^H],$$  

(21)

and the standard TQD, and optimal TQD Hamiltonians are given by

$$H_{Z,\text{std}}^{\text{tqd}}(s) = H_Z(s) + (\pi/2r)\sigma^C \otimes \sigma^H,$$  

(22)

$$H_{Z,\text{opt}}^{\text{tqd}}(s) = (\pi/2r)\sigma^C \otimes \sigma^H,$$  

(23)

where the subscripts “C” and “H” denote operations on carbon and hydrogen nuclei, respectively. Equations (22) and (23) are obtained from eqs. (14), (18), and (20), respectively, with $\omega = 2\pi \nu$ and $\nu$ denoting a real frequency. It is worth highlighting that a study on the energy cost to implement adiabatic and TQD Hamiltonians has been previously discussed in ref. [15] from an operator norm approach. Here, we are interested in analyzing the cost from an alternative point of view, where we associate fixed energy amounts for each pulse in a pulse sequence. Therefore, this includes the effective energy spent to implement each pulse of magnetic field, while disregarding the free evolution contributions to the quantum dynamics.

Particularly, in our experimental implementation of the phase gate $Z$, we have set $\nu = 35$ Hz. Differently from the standard TQD and adiabatic Hamiltonians, the optimal TQD protocol provides a time-independent Hamiltonian to realize the phase gate $Z$. In fig. 3, we present the pulse sequences used to implement each Hamiltonian in eqs. (21)–(23) for any input state. As an illustration, the initial state of the target qubit considered in our experiment has been taken as $|\psi(0)\rangle = |1\rangle^C \otimes |0\rangle^H$, with $|\rangle = (1/\sqrt{2})(|0\rangle + |1\rangle)$. Each pulse sequence implements the correct dynamics up to a rotation around the $Z$-axis over the auxiliary qubit. Since the final state of the auxiliary qubit is $|1\rangle$, the circuits provide the correct output up to a global phase. The dynamics of the system driven by the time-dependent Hamiltonians in eqs. (21) and (22) are implemented by the Dyson series for the corresponding unitaries [30]. The pulse composition for the Dyson series is described in details in the SM. As shown in figs. 3(I) and 3(II), the N repetitions are associated to a “trotterization” of the Dyson series for the adiabatic
and standard TQD protocols, respectively, with the implementation of the Dyson series being exact in the limit $N \to \infty$. The repeated application of the sequence can lead to the accumulation to experimental systematic errors, in order to avoid the errors we have employed NMR composite pulses [31]. On the other hand, the optimal TQD Hamiltonian $H_{Z,tqd}^{opt}$ can be implemented by using a very short pulse sequence, as shown in fig. 3(III).

An immediate discussion arising from the analysis above is the amount of energy required to implement the protocol (the pulse sequence associated with the Dyson series). In order to conveniently study the energy cost of implementing the optimal TQD protocol, we need to analyze the energy cost of implementing the sequence of pulses able to reproduce the Dyson series for each dynamics. Consequently, from the pulse sequence presented in fig. 3, the energy cost evolving the optimal TQD is (at least) $N$ times less than both that associated with the adiabatic and the standard TQD protocols. In fact, if we consider that each pulse in fig. 3 (given by a rotation $N\theta_n$) is associated with an energy cost $E_0$, the overall energy cost for implementing the optimal TQD is $E_{tqd}^{opt} = 3E_0$ (disregarding the energy cost of free evolutions), while the energy cost of the adiabatic and the standard TQD are given by $E_{ad} = 2(N+1)E_0$ and $E_{tqd}^{std} = 5NE_0$, respectively. This analysis suggests that generalized TQD can be used to provide Hamiltonians exhibiting optimal pulse sequence.

We also consider the fidelity $F(t)$ between the instantaneous ground state of $H_Z(t)$ and the dynamically evolved quantum states driven by the Hamiltonians $H_Z(t)$, $H_{tqd}^{opt}(t)$, and $H_{tqd}^{std}(t)$. This is shown in fig. 4. Notice that, as expected for the Hamiltonian $H_Z(t)$, the fidelity improves as the evolution time is increased. In contrast, $H_{tqd}^{opt}(t)$ and $H_{tqd}^{std}(t)$ are capable of achieving high fidelities for any evolution time, since they are designed to mimic the adiabatic evolution for arbitrary $\tau$. Notice also that, for the time scale considered in the experiment, which goes up to $\tau = 12$ ms, decoherence has little effect, since this $\tau$ is still much smaller than the dephasing relaxation time scale $T_2$.

**Conclusion.** – In this paper, we have experimentally investigated the generalized approach for TQD in an NMR setup. As a first application, we considered the adiabatic dynamics of a single spin-1/2 particle in a resonant time-dependent rotating magnetic field. As expected, the adiabatic behavior of the system is drastically affected by the resonance phenomenon. On the other hand, the standard TQD and the optimal TQD are both immune to the resonance destructive effect. In particular, we have shown that the optimal TQD approach provides a transitionless Hamiltonian that can be implemented with low intensity fields in comparison with the fields used to implement the adiabatic and the standard TQD Hamiltonians. As a second application, we have studied adiabatic and counter-adiabatic implementations of single-qubit quantum gates in NMR. By using a generalized approach for TQD, we have addressed the problem of the feasibility of the short-cuts to adiabaticity, as provided by TQD protocols, in the context of quantum computation via controlled evolutions [13,29]. By using the generalized TQD Hamiltonian [15], we have presented the optimal solution in terms of pulse sequence and resources to implement fast quantum gates red through counter-adiabatic quantum computation with high fidelity, as shown in fig. 4.

The energy-optimal protocol presented here is potentially useful for speeding up digitized adiabatic quantum computing [32]. Our study explicitly illustrates the performance of generalized TQD in terms of both energy resources and optimal pulse sequence. Since digitized adiabatic quantum computing requires the Trotterization
of the adiabatic dynamics, our protocol could be useful in reducing the number of steps used in digital adiabatic quantum processes. In addition, such process is independent of the experimental approach used to digitize the adiabatic quantum evolution. Generalized TQD may also have impact in speeding up robust holonomic quantum computation [33] while keeping energy efficiency. Indeed, intrinsic topological properties have been used together with external Hamiltonian decoupling to significantly reduce the influence of noises [34] (for cancellations of internal noises in the control system, see also refs. [35–37]). As a further challenge, the performance of optimal TQD quantum heat engines is an unexplored application, both from the theoretical and the experimental point of view. In particular, the proposal of a two-spin system used as a working medium in a quantum Otto engine would be an ideal scenario to verify the performance of optimal TQD, since experimentally undesired interactions typically arise in the standard TQD implementation of such system [38]. These topics are left for future investigation.
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