Weighted Automata on Infinite Words in the Context of Attacker-Defender Games
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Abstract. We consider several infinite-state Attacker-Defender games with reachability objectives. The results of the paper are twofold. Firstly we prove a new language-theoretic result for weighted automata on infinite words and show its encoding into the framework of Attacker-Defender games. Secondly we use this novel concept to prove undecidability for checking existence of a winning strategy in several low-dimensional mathematical games including vector reachability games, word games and braid games.

1 Introduction

In the last decade there has been a steady, growing interest in the area of infinite-state games and computational complexity of the problem of checking the existence of a winning strategy \[1,4,10,12,16,24,32\]. Such games provide powerful mathematical framework for a large number of computational problems. In particular they appear in the verification, refinement, and compatibility checking of reactive systems \[3\], analysis of programs with recursion \[12\], combinatorial topology and have deep connections with automata theory and logic \[24,30,32\]. In many cases the most challenging problems appear in low-dimensional models or systems, where it is likely to have a few special cases with decidable problems and open general problem as the system may produce either too complex behaviour for analysis or a lack of “space” to code directly the universal computation for showing undecidability of the problem.

In this paper we present three variants of low-dimensional Attacker-Defender games (i.e. Word Games, Matrix Games and Braid Games) for which it is undecidable to determine whether one of the players has a winning strategy. In addition the proof incorporates new language theoretical result (Theorem 2) about weighted automata on infinite words that can be efficiently used in the context of other reachability games.
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The Attacker-Defender game is played in rounds, where in each round the move of Defender (Player 1) is followed by the move of Attacker (Player 2) starting from some initial position. Attacker tries to reach a target position while Defender tries to keep Attacker from reaching the target position. Then we say that Attacker has a winning strategy if it can eventually reach a target position regardless of Defender’s moves. We show that in a number of restricted cases of such games it is not possible to decide about existence of the winning strategy for a given set of moves, initial and target positions.

We show that if both players are stateless but the moves correspond to a very restricted linear transformation from $SL(4, \mathbb{Z})$ the problem of existence of winning strategy is undecidable. One can show that using a direct translation from known undecidable reachability games (Robot Games [16]) leads to undecidability for linear transformations in dimension 18. To prove it we first generalize the concept by introducing the Word Game, where players are given words over a group alphabet and in alternative way concatenate their words with a goal for Attacker to reach the empty word. The games on words are common for proving results in language theory [22, 23, 25] over semigroup alphabets, while we formulate a game with much simpler reachability objective for games over a group alphabet.

Later we show that it is possible to stretch the application of the proposed techniques to other models and frameworks even looking at the games on topological objects, which were recently studied in [9,11]. Braids are classical topological objects that attracted a lot of attention due to their connections to topological knots and links as well as their applications to polymer chemistry, molecular biology, cryptography, quantum computations and robotics [13,14,17,18,27]. In this paper we consider games on braids with only 3 or 5 strands, where the braid is modified by composition of braids from a finite set with a target for Attacker to reach a trivial braid. We show that it is undecidable to check the existence of a winning strategy for 3 strands from a given nontrivial braid and for 5 strands starting from a trivial braid, while the reachability with a single player (i.e. with nondeterministic concatenation from a single set) was shown to be decidable for braids with 3 strands in [29].

The whole paper is also based on another important language-theoretic result showing that the universality problem for weighted automata $A$ having merely five states accepting infinite words is undecidable. The acceptance of an infinite word $w$ means that there exists a finite prefix $p$ of $w$ such that for a word $p$ there is a path in $A$ that has the zero weight. The problem whether all infinite words are accepted for a given $A$ is undecidable and corresponds to the fact that there is no solution for infinite PCP.

The considered model of automaton is closely related to the integer weighted finite automata as defined in [19] and [2], where finite automata are accepting finite words and having additive integer weights on the transitions. In [19] it was shown that the universality problem is undecidable for integer weighted finite automata on finite words by reduction from Post Correspondence Problem. In the context of a game scenario it is important to have a property of acceptance
in relation to infinite words with a finite prefix reaching a target value. Our proof of undecidability in this paper initially follows the idea from [19] for mapping computations on words into weighted (one counter) automata model.

Complete proofs can be found in the Appendices.

2 Notations and Definitions

An infinite word \( w \) over a finite alphabet \( A \) is an infinite sequence of letters
\[
w = a_0a_1a_2a_3\cdots \text{ where } a_i \in A \text{ is a letter for each } i = 0, 1, 2, \ldots.
\]
We denote the set of all infinite words over \( A \) by \( A^\omega \). The monoid of all finite words over \( A \) is denoted by \( A^* \). A word \( u \in A^\omega \) is a prefix of \( v \in A^* \), denoted by \( u \leq v \), if \( v = uw \) for some \( w \in A^\omega \). If \( u \) and \( w \) are both nonempty, then the prefix \( u \) is called proper, denoted by \( u < v \). A prefix of an infinite word \( w \in A^* \) is a finite word \( p \in A^* \) such that \( w = pu' \) where \( u' \in A^\omega \). This is also denoted by \( p \leq w \).

The length of a finite word \( w \) is denoted by \(| w |\). For a word \( w \), we denote by \( w(i) \) the \( i \)th letter of \( w \), i.e., \( w = w(1)w(2)\cdots \). Let \( w = w(1)\cdots w(n) \), its reversed word is denoted by \( w^R = w(n)\cdots w(1) \), i.e. the order of the letters is reversed.

Consider a finite integer weighted automaton \( \mathcal{A} = (Q, A, \sigma, q_0, F, \mathbb{Z}) \) with the set of states \( Q \), the finite alphabet \( A \), the set of transitions \( \sigma \subseteq Q \times A \times Q \times \mathbb{Z} \), the initial state \( q_0 \), the set of final states \( F \subseteq Q \) and the additive group of integers \( \mathbb{Z} \) with identity 0, that is \((\mathbb{Z}, +, 0)\). We write the transitions in the form \( t = (q, a, p, z) \in \sigma \). In the graphical presentation an edge \( t \) is denoted by \( q \xrightarrow{a,z} p \).

Note that \( \mathcal{A} \) is non-deterministic complete automaton in a sense that for each \( q \in Q \) and \( a \in A \) there exists at least one transition \( (q, a, p, z) \in \sigma \) for some \( p \in Q \) and \( z \in \mathbb{Z} \).

Let \( \pi = t_n t_{n-1} \cdots \) be an infinite path of \( \mathcal{A} \), where \( t_{ij} = (q_j, a_j, q_{j+1}, z_j) \) for \( j \geq 0 \). Define the morphism \( \parallel \cdot \parallel : \sigma^\omega \to A^\omega \) by setting \( \parallel t \parallel = a \) if \( t = (q, a, p, z) \). Let \( p = t_n t_{n-1} \cdots t_0 \) for some \( n \) be a prefix of \( \pi \). The weight of the prefix \( p \) is \( \gamma(p) = z_0 + z_1 + \cdots + z_n \in \mathbb{Z} \). The prefix \( p \) reaches state \( q \in Q \) if the last transition of \( p \) enters \( q \), i.e., if \( t_n = (q_{n+1}, a_n, q_{n+1}, z_n) \), then \( q_{n+1} = q \). Denote by \( R(p) \) the state reached by the finite path \( p \).

An infinite word \( w \in A^\omega \) is accepted by \( \mathcal{A} \) if there exists an infinite path \( \pi \) such that at least one prefix \( p \) of \( \pi \) reaches a state in \( R(p) \in F \) and has weight \( \gamma(p) = 0 \). The language accepted by \( \mathcal{A} \) is
\[
L(\mathcal{A}) = \{ w \in A^\omega \mid \exists \pi \in \sigma^\omega : \| \pi \| = w \text{ and } \exists \text{ prefix } p \text{ of } \pi : \gamma(p) = 0 \text{ and } R(p) \in F \}.
\]

We also define reverse acceptance, used in undecidability in Attacker-Defender games, in which instead of prefix \( p \) we consider \( p^R \) and its weight. Now an infinite word \( w \) is accepted by the automaton if and only if for corresponding computation \( \pi \) there exists a prefix whose reverse has zero weight. That is,
\[
L_{R}(\mathcal{A}) = \{ w \in A^\omega \mid \exists \pi \in \sigma^\omega : \| \pi \| = w \text{ and } \exists \text{ prefix } p \text{ of } \pi : \gamma(p^R) = 0 \text{ and } R(p) \in F \}.
\]
A configuration of $\mathcal{A}$ is any triple $(q, w, z) \in Q \times A^* \times \mathbb{Z}$. A configuration $(q, aw, z_1)$ is said to yield a configuration $(p, w, z_1 + z_2)$, denoted by $(q, aw, z_1) \models_A (p, w, z_1 + z_2)$, if there is a transition $t = (q, a, p, z_2) \in \sigma$. Let $\models^* = A^*$, or simply $\models^*$, if $A$ is clear from the context, be the reflexive and transitive closure of the relation $\models_A$.

The Universality Problem is a problem to decide whether the language accepted by weighted automaton $\mathcal{A}$ is the set of all infinite words. In other words, whether or not $L(\mathcal{A}) = A^\omega$. The problem of non-universality is the complement of universality problem, that is, whether or not $L(\mathcal{A}) \neq A^\omega$ or whether there exists $w \in A^\omega$ such that for every path $\pi$ corresponding to computation of $w$ and every prefix $p$ of $\pi$, $\gamma(p) \neq 0$.

An instance of the Post Correspondence Problem (PCP, for short) consists of two morphisms $g, h : A^* \to B^*$, where $A$ and $B$ are alphabets. A nonempty word $w \in A^*$ is a solution of an instance $(g, h)$ if it satisfies $g(w) = h(w)$. It is undecidable whether or not an instance of the PCP has a solution; see [28]. Also the problem is undecidable for domain alphabets $A$ with $|A| \geq 7$; see [20]. The cardinality of the domain alphabet $A$ is said to be the size of the instance.

The Infinite Post Correspondence Problem, $\omega$ PCP, is a natural extension of the PCP. An infinite word $w$ is a solution of the instance $(g, h)$ of the $\omega$ PCP if for every finite prefix $p$ of $w$ either $h(p) < g(p)$ or $g(p) < h(p)$. In the $\omega$ PCP it is asked whether or not a given instance has an infinite solution or not. Note that in our formulation prefixes have to be proper. It was proven in [20] that the problem is undecidable for domain alphabets $A$ with $|A| \geq 9$ and in [15] it was improved to $|A| \geq 8$. In both proofs more general formulation of $\omega$ PCP was used, namely the prefixes did not have to be proper. It is easy to see that adding a new letter $\alpha$ to the alphabets and desynchronizing the morphisms $h, g$, gives us solution where prefix has to be proper. That is, we add $\alpha$ to the left of each letter in the image under $h$, to the right of each letter in the image under $g$ and $g(\alpha) = \alpha, h(\alpha) = \varepsilon$. Now the solution has to start with $\alpha$ and images cannot be of equal length because the image under $g$ ends with $\alpha$ but not under $h$. Note that in fact, both constructions already have this property, see [15, 20].

3 Universality for Weighted Automata on $A^\omega$

We prove that the universality problem is undecidable for integer weighted automata on infinite words by reducing the instances of the infinite Post Correspondence Problem to the universality problem.

Let $(g, h)$ be a fixed instance of the $\omega$ PCP. Then $g, h : A^* \to B^*$ where $A = \{a_1, a_2, \ldots, a_{m-1}\}$ and $B = \{b_1, b_2, \ldots, b_{s-1}\}$. We construct an integer weighted automaton $\mathcal{A} = (Q, A, \sigma, q_0, \{q_1\}, \mathbb{Z})$, where $Q = \{q_0, q_1, q_2, q_3, q_4\}$, corresponding to the instance $(g, h)$ such that an infinite word $w \in A^\omega$ is accepted by $\mathcal{A}$ if and only if for some finite prefix $p$ of $w$, $g(p) \neq h(p)$ and $h(p) \neq g(p)$.

__Note:__ While we restrict ourselves to the case, where the weights of the automaton are elements of the additive group of integers $\mathbb{Z}$, we could define the model for any other group $(G, \cdot, t)$ as well.
Note that our automaton is complete, i.e., there is a transition labeled with \((a, z)\) from each state \(q_i\) for every \(a \in A\) and some \(z \in \mathbb{Z}\).

The idea of encoding \(\omega\) PCP and proof of undecidability for universality problem is based on computation in weighted automaton that can be partitioned into four parts A,B,C and D. Let us consider the case where the image under \(h\) is always longer than the image under \(g\), the other cases are taken into account in the construction of the automaton. In part A, differences of lengths of images under \(h\) and \(g\) are stored for initial part of the input word. In part B, differences of position \(k\) of image of a letter under morphism \(h\) and length of image under \(g\) are stored together with a natural number \(j_k\) representing letter at \(k\)th position. In part C, the lengths of images under morphism \(g\) catch-up (by subtracting lengths of images under morphism \(g\)) to position specified after parts A and B. Finally, in part D, position \(\ell\) in the image of the second morphism is subtracted together with a natural number \(i_\ell\) from a set of natural numbers representing letters not at \(\ell\)th position under morphism \(g\).

To store two different values (differences of lengths and a code for a stored symbol) at the same time, we can use a single counter since we only store one symbol from a finite alphabet. Let us assume that symbols are encoded as natural numbers in \(\{1, \ldots, s - 1\}\), where \(s\) is larger than the size of image alphabet \(B\). The length \(n\) will be defined as \(n \cdot s\) and we have enough space to store a single symbol from \(B\) by adding its code. If in the part D we refer to the same position the difference of the lengths of images should be 0 and if the letters are the same, the difference of letter codes is non-zero. This is done by allowing to subtract only that number which does not equal the number corresponding to a code of the letter at the \(\ell\)th position.

In the above consideration we considered the case where images under \(h\) was always longer than images under \(g\). To make the construction work for all cases several computation paths are needed to be implemented in the automaton. The difference in lengths of images is positive when image under \(h\) is longer and negative when image under \(g\) is longer. For each case there are two possibilities for position of error. Either the difference is small enough that, after reading the next letter, there will be a position in images where letters differ (parts B and
D have to be done simultaneously), or the difference is large enough, that image of the second morphism has to catch-up before error can be verified. Also from our formulation of $\omega$PCP, it is possible that images are of equal length which means that the word is not a solution of $\omega$PCP.
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**Fig. 2.** The weighted automaton $A$. In the figure $a \in A$.

**Lemma 1.** Let $w \in A^\omega$. Then $w$ is a solution of an instance $(g, h)$ of the $\omega$PCP if and only if $w \notin L(A)$.

**Theorem 2.** It is undecidable whether or not $L(A) = A^\omega$ holds for integer weighted automata $A$ over its alphabet $A$.

**Proof.** Claim follows from Lemma 1 and the undecidability of infinite PCP, see [31]. The full construction of automaton $A$ can be found in Appendix A and is depicted in Figure 2.

[QED]

**Corollary 3.** It is undecidable whether or not for weighted automaton $A$, there exists a word $w \in A^\omega$ such that for its each computation path $\pi$ and prefix $p \leq \pi$, $\gamma(p) \neq 0$ holds.

For proving undecidability of finding a winning strategy in Attacker-Defender games we need to utilize slightly different acceptance condition.

**Theorem 4.** It is undecidable whether or not $L_B = A^\omega$ holds for integer weighted automata $B$ over its alphabet $A$.
Proof (Sketch). The proof is based on Theorem 2. It is easy to see that if we reverse all edges and follow the computation path $p$ of original automaton from end to finish, we have a computation path for $p^R$. The full proof is in Appendix A.

4 Applications to Attacker-Defender Games

Let us consider a two-player Attacker-Defender game which is played in rounds and in each round a move of Defender is followed by a move of Attacker starting from some initial position. Attacker tries to reach a target position while Defender tries to keep Attacker from reaching the target position. Attacker has a winning strategy if it can eventually reach a target position regardless of Defender’s moves. The main computational question is to check whether Attacker has a winning strategy for a given set of moves, initial and target positions.

Following the result for the weighted automata on infinite words (Theorem 4) we can now define a simple scenario of undecidable infinite-state game that can be also applied to other game frameworks. Assume that Defender will provide any input letters from a finite alphabet, one by one, to Attacker and Attacker appends dummy symbol # until he chooses to follow computation path of automaton $B$ of Theorem 4. Attacker has to decide whether provided word (ignoring symbols #) when played according to available transitions is accepted by $B$.

In the above framework Defender will have a winning strategy if there is a solution for infinite PCP and Attacker will have a winning strategy otherwise.

4.1 Weighted Word Game

Let us define the Attacker-Defender game on words, where the moves of Attacker and Defender correspond to concatenations of words (over free group alphabet) and follows a computation path of weighted automaton. This simplification allows us to use Word Game to prove nontrivial results for games with low-dimensional linear transformations and topological objects just by using injective homomorphism (i.e. monomorphism) to map words into other mathematical objects.

A weighted Word Game consists of two players, Attacker and Defender having sets of words \( \{u_1, \ldots, u_r\} \subseteq \Gamma^* \) and \( \{v_1, \ldots, v_s\} \subseteq \Gamma^* \) respectively, where $\Gamma$ is finite alphabet from a free group, and integers $x_{u_1}, \ldots, x_{u_r}, x_{v_1}, \ldots, x_{v_s}$ corresponding to each word. In each round Defender chooses the word before Attacker, the initial position is the pair $(w, 0)$, where $w \in \Gamma^*$ and 0 is initial value of the counter, and target position of this game is the group identity, i.e. the empty word, with zero weight. The configuration of a game at time $t$ is denoted by a word $w_t$ and integer $x$ as a counter. In each round of the game both Defender and Attacker concatenate their words (append from the right) and update the counter value. Clearly $w_t = w \cdot v_{i_1} \cdot u_{i_1} \cdot v_{i_2} \cdot u_{i_2} \cdot \ldots \cdot v_{i_t} \cdot u_{i_t}$ after $t$ rounds of the game, where $u_{i_j}$ and $v_{i_j}$ are words from defined above sets of Attacker and Defender, and the counter value is $\sum_{j=1}^{t} (x_{v_{i_j}} + x_{u_{i_j}})$. The decision
problem for the word game is to check whether there exists a winning strategy for Attacker to reach an empty word with zero weight.

**Lemma 5.** Let \( \Sigma' = \{ z_1, z_2, \ldots, z_l \} \) be a group alphabet and \( \Sigma_2 = \{ c, d, \overline{c}, \overline{d} \} \) be a binary group alphabet. Define the mapping \( \alpha : \Sigma' \rightarrow \Sigma_2^* \) by:

\[
\alpha(z_i) = \overline{c}^i d \overline{c}^i, \quad \alpha(z_i) = c^i d c^i, \quad \text{where} \quad 1 \leq i \leq l.
\]

Then \( \alpha \) is a monomorphism. Note that \( \alpha \) can be extended to domain \( \Sigma'^* \) in the usual way \[6, 8\].

**Theorem 6.** It is undecidable whether Attacker has a winning strategy in the weighted Word Game with words over a binary free group alphabet.

The idea of proof is that Defender plays words of \( \{ v_1, \ldots, v_s \} \) corresponding to \( w \in A^\omega \) letter by letter. Attacker either plays \# or starts following computation path of the automaton \( B \) and stores weights in a counter. Word \( q_0 q_4 \), where \( q_0 \) and \( q_4 \) are initial and final states of \( B \) respectively, with weight 0 is reached if and only if \( w \) is accepted by the automaton. Then we encode the group alphabet using Lemma 5 to have binary group alphabet. The full proof can be found in [21].

### 4.2 Word Games on Pairs of Group Words

We now modify the game of previous section by encoding counter as a separate word over unary group alphabet \( \Gamma' = \{ \rho, \overline{\rho} \} \).

Now Word Game consists of Attacker and Defender having sets of words \( \{(u_1, u'_1), \ldots, (u_r, u'_r)\} \subseteq \Gamma^* \times \Gamma^* \) and \( \{(v_1, \varepsilon), \ldots, (v_s, \varepsilon)\} \subseteq \Gamma^* \times \Gamma^* \) respectively, where \( \Gamma \) is binary group alphabet. Now the configuration of a game after \( t \) rounds is a word \( w_t = (v_{i_1}, \varepsilon) \cdot (u_{i_1}, u'_{i_1}) \cdot (v_{i_2}, \varepsilon) \cdot (u_{i_2}, u'_{i_2}) \cdot \ldots \cdot (v_{i_t}, \varepsilon) \cdot (u_{i_t}, u'_{i_t}) \), where \( (u_{i_j}, u'_{i_j}) \) and \( (v_{i_j}, \varepsilon) \) are words from defined above sets of Attacker and Defender. The initial position is the word \( (w, \varepsilon) \) and target position of this game is an empty word \( (\varepsilon, \varepsilon) \). The decision problem for the word game is to check whether there exists a winning strategy for Attacker to reach an empty word \( (\varepsilon, \varepsilon) \).

**Theorem 7.** It is undecidable whether Attacker has a winning strategy in the Word Game with one component of words over a binary free group alphabet and the other over unary group alphabet.

**Proof (Sketch).** The proof is based on Theorem 6 with encoding of counter \( x \) as a word \( \rho^x \) over unary group alphabet \( \{ \rho, \overline{\rho} \} \). The full proof is in the Appendix B.

We follow idea of [5] to construct a word game where the initial word is \( (\varepsilon, \varepsilon) \). For this we do 4 consequent games over 4 disjoint group alphabets. The games are constructed in such way that \( (\varepsilon, \varepsilon) \) is reached if and only if \( (\varepsilon, \varepsilon) \) is reached in every game. If none of the games result in \( (\varepsilon, \varepsilon) \), then there are at least 4 words, from distinct group alphabets, which are non-canceled. Now if the computation is completed twice (i.e. 8 games have been played in total), the number of non-canceled elements cannot decrease.
4.3 Matrix Games and Braid Games

We extend the domain of the game and a set of rules to the class of linear transformations on integer lattice $\mathbb{Z}^4$ and to the domain of braids considering moves of the game as a concatenation of braids in $B_3$ (a class of braids with only three strands) and $B_5$ (a class of braids with only five strands) [29].

A Matrix Game consists of two players, Attacker and Defender having sets of linear transformations $MU_1, \ldots, MU_r \subseteq \mathbb{Z}^{n \times n}$ and $MV_1, \ldots, MV_s \subseteq \mathbb{Z}^{n \times n}$ respectively and an initial vector $x_0 \in \mathbb{Z}^n$ of the game representing a starting position. The dimension of the game is clearly the dimension of the integer lattice $n$. Starting from $x_0$, players move the current point by applying available linear transformations (by matrix multiplication) from their respective sets in turns. The decision problem of the Matrix Game is to check whether there exist a winning strategy for Attacker to return to the starting point (vector in $\mathbb{Z}^n$) of the game.

**Theorem 8.** Given two finite sets matrices $MU_1, MU_2, \ldots, MU_r \subseteq \mathbb{Z}^{n \times n}$ and $MV_1, MV_2, \ldots, MV_s \subseteq \mathbb{Z}^{n \times n}$ for Attacker and Defender players respectively and initial starting vector $x_0 \in \mathbb{Z}^n$. It is undecidable whether Attacker has a winning strategy in the Matrix Game of dimension four, i.e. when $n = 4$.

**Proof (Sketch).** We encode word game on pairs of words into matrices from $SL(4, \mathbb{Z}) = \{M \in \mathbb{Z}^{4 \times 4} \mid \text{det}(M) = \pm 1\}$. Identity matrix is reachable if and only if empty word is reachable in Word Game. The full proof is in the Appendix B.

Now we translate the Attacker-Defender games into games on topological objects - braids in $B_n$. We consider very simple games on braids with only 3 or 5 strands (i.e. $B_3$ or $B_5$) where the braid is modified by composition with a finite set of braids. We show that it is undecidable to check the existence of a winning strategy in such game, while the reachability with a single player (i.e. with nondeterministic concatenation from a single set) was shown to be decidable for $B_3$ and undecidable for $B_5$ in [29].

**Definition 9.** The $n$-strand braid group $B_n$ is the group given by the presentation with $n - 1$ generators $\sigma_1, \ldots, \sigma_{n-1}$ and the following relations $\sigma_i \sigma_j = \sigma_j \sigma_i$ for $|i - j| \geq 2$ and $\sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1}$ for $1 \leq i \leq n - 2$. These relations are called Artin’s relations. Words in the alphabet $\{\sigma, \sigma^{-1}\}$ will be referred to as braid words.

The Braid Game can be defined in the following way. Given a set of words for Attacker $\{a_1, \ldots, a_r\} \subseteq B_n$ and Defender $\{d_1, \ldots, d_s\} \subseteq B_n$ will correspond to braids (or braid words in $B_n$). The game is starting with a given initial braid $c$ and each following configuration of the game is changed by Attacker or Defender by concatenating braids from their corresponding sets. The concatenation (composition) of two braids is defined by putting one after the other making the endpoints of the first one coincide with the starting points of the second one. There is a neutral element for the composition: it is the trivial braid, also called...
identity braid, i.e. the class of the geometric braid where all the strings are straight.

Finally, the goal of Attacker is to unbraid, i.e. to reach a configuration of the game that is isotopic to the trivial braid (empty word) and Defender tries to keep Attacker from reaching it. Two braids are isotopic if their braid words can be translated one into each other via the relations from the Definition 9 plus the relations $\sigma_i \sigma_i^{-1} = \sigma_i^{-1} \sigma_i = 1$, where 1 is the identity (trivial braid).

**Theorem 10.** *The Braid Game is undecidable for braids from $B_3$ starting from non-trivial braid and for braids from $B_5$ starting from a trivial braid.*

The idea is to encode words of weighted word game into braids of $B_3$ and weight into central element of $B_3$. While $B_5$ contains direct product of two free subgroup and can encode pair of words of word game into braids of $B_5$. The full proof is in Appendix B.
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Appendix A

We prove that the universality problem is undecidable for integer weighted automata on infinite words by reducing the instances of the infinite Post Correspondence Problem to the universality problem.

Let \((g, h)\) be a fixed instance of the \(\omega\)-PCP. Then \(g, h : A^* \to B^*\) where \(A = \{a_1, a_2, \ldots, a_{n-1}\}\) and \(B = \{b_1, b_2, \ldots, b_{n-1}\}\). We construct an integer weighted automaton \(A = (Q, A, \sigma, q_0, \{q_1\})\), where \(Q = \{q_0, q_1, q_2, q_3, q_4\}\), corresponding to the instance \((g, h)\) such that an infinite word \(w \in A^\omega\) is accepted by \(A\) if and only if for some finite prefix \(p\) of \(w\), \(g(p) \not< h(p)\) and \(h(p) \not< g(p)\).

Let us begin with the transitions of \(A\), see Figure 2. Recall that the weight function \(\gamma\) is embedded in the transitions. Recall also that the cardinality of the alphabet \(B\) is \(s - 1\). First for each \(a \in A\), let

\[
\langle q_0, a, q_1, s(|h(a)| - |g(a)|) \rangle, \langle q_0, a, q_4, s(|h(a)| - |g(a)|) \rangle,
\langle q_1, a, q_1, s(|h(a)| - |g(a)|) \rangle, \langle q_2, a, q_2, s(|g(a)|) \rangle,
\langle q_3, a, q_3, s(|h(a)|) \rangle, \langle q_1, a, q_4, 0 \rangle, \langle q_4, a, q_4, 0 \rangle
\]

be in \(\sigma\). For error checking we need the following transitions for all letters \(a \in A\):

Let \(h(a) = b_{j_1}b_{j_2}\cdots b_{j_{m_1}}\), where \(b_{j_k} \in B\), for each index \(1 \leq k \leq n_1\). Then let, for each \(k = 1, \ldots, n_1\), i.e. \(j_k \in \{1, \ldots, s - 1\}\) for all \(k = 1, \ldots, n_1\),

\[
\langle q_1, a, q_2, s(k - |g(a)|) + j_k \rangle \in \sigma.
\]

(1)

Let \(g(a) = b_{i_1}b_{i_2}\cdots b_{i_{m_2}}\), where \(b_{i_k} \in B\), for each index \(1 \leq \ell \leq n_2\), i.e. \(j_k \in \{1, \ldots, s - 1\}\) for all \(\ell = 1, \ldots, n_2\). For each \(\ell = 1, \ldots, n_2\) and letter \(b_{c} \in B\) such that \(b_{i_\ell} \neq b_{c} \in B\), let

\[
\langle q_2, a, q_4, -s\ell - c \rangle \in \sigma.
\]

(2)

Symmetrically we define edges for \(g(a) = b_{j_1}b_{j_2}\cdots b_{j_{m_2}}\), where \(b_{j_k} \in B\), for each index \(1 \leq k \leq n_3\). Then let, for each \(k = 1, \ldots, n_3\),

\[
\langle q_1, a, q_3, s(-k + |h(a)|) - j_k \rangle \in \sigma.
\]

(3)

Let \(h(a) = b_{i_1}b_{i_2}\cdots b_{i_{m_4}}\), where \(b_{i_\ell} \in B\), for each index \(1 \leq \ell \leq n_4\). For each \(\ell = 1, \ldots, n_4\) and letter \(b_{c} \in B\) such that \(b_{i_\ell} \neq b_{c} \in B\), let

\[
\langle q_3, a, q_4, s\ell + c \rangle \in \sigma.
\]

(4)

Let \(h(a) = b_{j_1}b_{j_2}\cdots b_{j_{m_4}}\), where \(b_{j_k} \in B\), for each index \(1 \leq k \leq n_1\) and \(g(a) = b_{i_1}b_{i_2}\cdots b_{i_{m_2}}\), where \(b_{i_\ell} \in B\), for each index \(1 \leq \ell \leq n_2\). For each \(k = 1, \ldots, n_1\) and \(\ell = 1, \ldots, n_2\) and letter \(b_{c} \in B\) such that \(b_{i_\ell} \neq b_{c} \in B\),

\[
\langle q_1, a, q_4, (k - \ell)s + j_k - c \rangle \in \sigma.
\]

(5)

Finally, let \(h(a) = b_{j_1}b_{j_2}\cdots b_{j_{m_4}}\), where \(b_{j_k} \in B\), for each index \(1 \leq k \leq n_1\) and \(g(a) = b_{i_1}b_{i_2}\cdots b_{i_{m_2}}\), where \(b_{i_\ell} \in B\), for each index \(1 \leq \ell \leq n_2\). For each \(k = 1, \ldots, \min\{n_1, n_2\}\) and letter \(b_{c} \in B\) such that \(b_{i_k} \neq b_{c} \in B\),

\[
\langle q_0, a, q_4, j_k - c \rangle \in \sigma.
\]

(6)
We call the transitions in (1) and (3) \textit{error guessing transitions} and in (2) and (4) \textit{error verifying transitions}. Note that transitions in (5) and (6) are both error guessing and verifying transitions.

The idea is to keep track of differences in lengths of images under \( g \) and \( h \) multiplied by \( s \) and then guess and verify an error in the images by storing letters of the image alphabet. The difference in lengths of images is positive when image under \( h \) is longer and negative when image under \( g \) is longer. For each case there are two possibilities for position of error. Either the difference is small enough that, after reading the next letter, there will be a position in images where letters differ, or the difference is large enough, that image of the second morphism has to catch-up before error can be verified. Also from our formulation of \( \omega \) PCP, it is possible that images are of equal length which means that the word is not a solution of \( \omega \) PCP.

\begin{tikzpicture}[node distance=2cm]
  \node (q0) [state] {\( a \in A \)};
  \node (q1) [state] [above right of=q0] {\( (a, s(k - l)s + jk - c) \)};
  \node (q2) [state] [below right of=q0] {\( (a, s(\ell k) - jk - c) \)};
  \node (q3) [state] [below left of=q1] {\( (a, s(|h(a)| - |g(a)|)) \)};
  \node (q4) [state] [above left of=q2] {\( (a, s(|h(a)|)) \)};
  \node (q5) [state] [below right of=q1] {\( (a, s(|h(a)| - |g(a)|)) \)};
  \node (q6) [state] [above right of=q3] {\( (a, s(|h(a)|)) \)};

  \path
    (q0) edge [loop above] node {\( (a, s(k - l)s + jk - c) \)} (q0)
    (q0) edge node {\( (a, s(|h(a)| - |g(a)|)) \)} (q1)
    (q1) edge node {\( (a, s(|h(a)| - |g(a)|)) \)} (q2)
    (q2) edge node {\( (a, s(k - l)s + jk - c) \)} (q3)
    (q3) edge node {\( (a, s(|h(a)|)) \)} (q4)
    (q4) edge node {\( (a, s(|h(a)| - |g(a)|)) \)} (q5)
    (q5) edge node {\( (a, s(|h(a)|)) \)} (q6)
    (q6) edge node {\( (a, s(|h(a)| - |g(a)|)) \)} (q3);

\end{tikzpicture}

\textbf{Fig. 2.} The weighted automaton \( A \). In the figure \( a \in A \).

The following Lemma shows that for each case, there exists a path with zero weight ending in state \( q_4 \).

\textbf{Lemma 1.} Let \( w \in A^\omega \). Then \( w \) is a solution of an instance \((g, h)\) of the \( \omega \) PCP if and only if \( w \notin L(A) \).

\textbf{Proof.} Assume first that \( w \) is a solution to the instance \((h, g)\) of the \( \omega \) PCP and assume contrary to the claim that there is an accepting path of \( w \) in \( A \).

There are three cases to be considered for the accepting path.

(i) An edge from \( q_0 \) to \( q_4 \) is used, or
(ii) the path does not visit \( q_2 \) or \( q_3 \), or
Assume first that $w$ is accepted by a path $\pi$ that goes to $q_3$ directly from $q_0$. To get zero weight, either $|h(w(1))| = |g(w(1))|$, meaning that $w$ is not a solution, or $j_k - c = 0$ for some position $k$, but this is not possible because letters at position $k$ are equal under both morphisms.

If the accepting path does not visit $q_2$ or $q_3$, then for some prefix $p$ $|h(p)| = |g(p)|$ which implies that $w$ is not a solution.

Finally if the path visits $q_2$, in other words $w$ has a prefix $p = auvx$, where $x, y \in A$, such that $a$ is read using the edge $\langle q_0, a, q_1, s(h(u)) = |g(u))|$, $u$ is read in state $q_1$ and $v$ in state $q_2$, and when reading the letter $y$ the path moves to $q_4$. The weight $\gamma(p)$ of $p$ is now $s(h(u)) - |g(u)|) + j_k + s(-|g(v)|) + (c - s) = s(h(u) + k) - |g(uxw)| - j_k - c$ where $h(x)(k) = b_j$ and $g(y)(\ell) \neq b_c$. As $j_k < s$ and $c < s$, we have that $\gamma(p) = 0$ if and only if $|h(u)| + k = |g(uxw)| + \ell$ and $j_k = c$. Denote $r = |h(u)| + k$. Now, $\gamma(p) = 0$ if and only if $h(w)(r) = b_j \neq b_c = g(w)(r)$, which is a contradiction since $w$ was assumed to be a solution of $(h, g)$. Moreover, for paths visiting $q_3$ the proof is symmetric.

For the second half of the claim, assume that $w$ is not a solution. We summarize the possible cases for a word $w \in A^*$ that is not a solution of $\omega$ PCP. For $w$ there exists a prefix $p$ such that one of the following holds

(i) $|h(p)| = |g(p)|$ and $|p| = 1$, or
(ii) $|h(p)| = |g(p)|$ and $|p| > 1$, or
(iii) $h(p)(i) \neq g(p)(i)$ and $i$ is in the image of the first letter of $p$ under both $h$ and $g$, or
(iv) $h(p)(i) \neq g(p)(i)$ and $i$ is in the image of the same letter of $p$ under both $h$ and $g$, or
(v) $|h(p)| > |g(p)|$ and error is in images of different letters of $p$ under both $h$ and $g$, or
(vi) $|g(p)| > |h(p)|$ and error is in images of different letters of $p$ under both $h$ and $g$.

Assume the first case. Now $p = a$ and $w$ is accepted by using the edge $\langle q_0, a, q_4, s(h(a)) - |g(a)|) = (q_0, a, q_4, 0)$. Assume the second case. Now consider $pb = auxb$, where $a, b \in A$ and $u \in A^*$.

Using the edge $\langle q_0, a, q_1, s(h(a)) - |g(a)|) \rangle$ followed by transition $\langle q_1, u(i), q_1, s(h(u(i))) - |g(u(i))|) \rangle$ for each letter $u(i)$ of $u$ and finally transition $\langle q_1, h, q_4, 0 \rangle$ the computation reaches $q_4$. By our assumption $|h(p)| = |g(p)|$ and thus the total weight is 0.

Assume the third case. Now let the first letter of $p$ be $a$. By using the transition $\langle q_0, a, q_3, j_k - c \rangle$ we get an accepting computation for $w$.

Assume the fourth case. Let $p = auxb$, where $a, b \in A$ and $u \in A^*$. Using the transition $\langle q_0, a, q_1, s(h(a)) - |g(a)|) \rangle$ followed by transitions $\langle q_1, u(i), q_1, s(h(u(i))) - |g(u(i))|) \rangle$.
for each letter \( u(i) \) of \( u \) and finally transition \( \langle q_1, a, q_4, (k - \ell)s + j_k - c \rangle \) the computation reaches \( q_4 \). The weight is
\[
s((h \omega u)| - |g(\omega u)) + s(k - \ell) + j_k - c = 0
\]
when \( k \) and \( \ell \) are according to be the position of error in both images.

Assume the fifth case. Let \( r \) be the minimal position for which \( h(w)(r) \neq g(w)(r) \). In other words for \( p = c_1 \cdots c_n \), there exists a position \( s < n \) such that
\[
r = |h(c_1c_2 \cdots c_{s-1})| + k \quad \text{where} \quad k \leq |h(c_s)|,
\]
and \( r = |g(c_1c_2 \cdots c_{n-1})| + \ell \quad \text{where} \quad \ell \leq |g(c_n)| \). Denote \( h(w)(r) = b_h \). It is the \( k \)th letter of the image \( h(c_n) \), and \( g(w)(r) \) is the \( \ell \)th letter of the image \( g(c_n) \). Also, these letters are unequal.

Now, \( w \) is accepted in the state \( q_4 \) with the following path: First \( c_1 \) is read with transition \( \langle q_0, c_1, q_2, s(|h(c_1)| - |g(c_1)|) \rangle \), and the prefix \( c_2 \cdots c_{s-1} \) is read in state \( q_{4*} \) with weight \( s(|h(c_2) \cdots c_{s-1})| - |g(c_2) \cdots c_{s-1})|) \). When reading \( c_1 \), the automaton uses the error guessing transition \( \langle q_1, c_1, q_2, s(k - |g(c_1)|) + j_k \rangle \), and then the word \( c_{s+1} \cdots c_{|w|} \) is read in state \( q_2 \) with weight \( s(-|g(c_{s+1} \cdots c_{|w|})|) \).

Finally, while reading \( c_n \), the state \( q_4 \) is reached by the error verifying transition \( \langle q_2, c_n, q_4, -s\ell - j_k \rangle \). Note that such an error verifying transition exists as the \( k \)th letter in \( g(c_n) \) is not equal to the \( k \)th letter \( b_h \) of \( h(c_t) \). Naturally after reaching \( q_4 \) the weight does not change as for all letters there are only transitions with zero weight. Now the weight of the above path is
\[
s(|h(c_1 \cdots c_{s-1})| - |g(c_1 \cdots c_{s-1})|) + s(k - |g(c_1)|) + j_k + s(-|g(c_{s+1} \cdots c_{|w|})|) - s\ell - j_k = s(|h(c_1 \cdots c_{s-1})| + k - |g(c_1 \cdots c_{s-1})| - \ell) = s(r - r) = 0.
\]
Therefore, \( w \) is accepted, as claimed.

Finally the sixth case is symmetric to the fifth and is proven in the similar manner.  

**Theorem 2** It is undecidable whether or not \( L(A) = A^\omega \) holds for 5-state integer weighted automata \( A \) over its alphabet \( A \). The automaton \( A \) is depicted in Figure 2.

**Proof.** Claim follows from Lemma 1 and the undecidability of infinite PCP, see [31]. The automaton \( A \) is depicted in Figure 2.

**Corollary 3** It is undecidable whether or not for weighted automaton \( A \), there exists a word \( w \in A^\omega \) such that for its each computation path \( \pi \) and prefix \( p \leq \pi \), \( \gamma(p) \neq 0 \) holds.

**Proof.** The statement formulates the condition for non-universality. By previous Theorem, universality problem is undecidable, and thus so is its complement problem.

More precisely, we have an infinite subclass of integer weighted automata corresponding to \( \omega \) PCP. We do not know whether there exists weighted automaton not in this subclass for which universality problem is undecidable.

**Theorem 4**. It is undecidable whether or not \( L_R(B) = A^\omega \) holds for 5-state integer weighted automata \( B \) over its alphabet \( A \).
Proof. Consider automaton \( A = (Q, \Sigma, \sigma, q_0, \{q_4\}) \) of previous Theorem. We construct automaton \( B = (Q, \Sigma, \sigma', q_4, \{q_0\}) \) by reversing all transitions, i.e. if \( \langle q, a, p, z \rangle \in \sigma \) then \( \langle p, a, q, -z \rangle \in \sigma' \).

Now if there is a prefix \( p \) of computation path \( \pi \) of word \( w \in A^\omega \) of \( A \). Let

\[
p = \langle q_0, a_1, q_1, z_1 \rangle \langle q_1, a_2, q_1, z_2 \rangle \cdots \langle q_{k-1}, a_k, q_1, z_k \rangle \langle q_k, a_{k+1}, q_2, z_{k+1} \rangle \langle q_{k+1}, a_{k+2}, q_2, z_{k+2} \rangle \cdots \langle q_{2\ell-1}, a_{\ell}, q_4, z_{\ell} \rangle \langle q_{2\ell}, a_{\ell+1}, q_4, 0 \rangle \cdots \langle q_{2n-1}, a_n, q_4, 0 \rangle
\]

and \( \gamma(p) = z_1 + \ldots + z_n = \gamma \).

Now in \( B \), there is a computation path for \( p^R \) of computation path \( \pi \) of word \( w \in A^\omega \) of \( B \).

\[
p^R = \langle q_4, a_{n}, q_4, 0 \rangle \cdots \langle q_4, a_{\ell+1}, q_4, 0 \rangle \langle q_{4\ell}, a_{\ell}, q_{4\ell}, -z_{\ell} \rangle \cdots \langle q_{4k}, a_{k-2}, q_2, -z_{k-2} \rangle \langle q_{4k-1}, a_{k-1}, q_1, -z_k \rangle \cdots \langle q_{41}, a_2, q_1, -z_2 \rangle \langle q_{40}, a_1, q_0, -z_1 \rangle
\]

with weight \( \gamma(p^R) = -z_n - \ldots - z_1 = -\gamma \).

In similar way we can show that other computation paths in \( A \) have corresponding path in \( B \).

Clearly \( w \) is accepted by \( A \) with \( \gamma(p) = 0 \) if and also if \( w \) is accepted by \( B \) with \( \gamma(p^R) = 0 \).

Note that the automaton of Theorem 2 generates infinite words while the automaton of Theorem 4 is a finite automaton that verifies that proposed infinite word is accepted into the language.

Fig. 3. The weighted automaton \( B \). In the figure \( a \in A \).
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Theorem 5 It is undecidable whether Attacker has a winning strategy in the weighted Word Game with words over a binary free group alphabet.

Proof. The proof is based on the reduction of the the universality problem for weighted automata on infinite words to the problem of checking a winning strategy in the weighted Word Game.

Let us modify the automaton $A$ without changing the language which it accepts. We will remove local cycles from states $q_1, q_2, q_3$ and $q_4$, then we will make a copy of such automaton having states $q'_1, q'_2, q'_3$ and $q'_4$ corresponding to $q_1, q_2, q_3$ and $q_4$ and adding edges from $q_i$ to $q'_i$ and $q'_i$ to $q_i$ with a label $(a, x)$ if the original automaton $A$ had a cycle from $q_i$ to $q_i$ with a label $(a, x)$. Finally we rename states $q'_1, q'_2, q'_3$ and $q'_4$ into $q_5, q_6, q_7$ and $q_8$ for convenience. Let us define the following initial instance of the weighted Word Game:

- Defender’s words are just single letters from the alphabet $A$ with weight 0 and
- there are three types of words of Attacker. Either the word # with weight 0, or $\overline{a} \cdot q_i$ with weight $x$ that encodes a single transition of our modified $A$ from a state $q_0$ to $q_i$ with a symbol $a \in A$ and a weight $x \in \mathbb{Z}$, or $\overline{a} \cdot q_i \cdot \overline{\#} \cdot q_j$ with weight $x$ that encodes a single transition from $q_i \neq q_0$ to $q_j$ with a symbol $a \in A$ and weight $x \in \mathbb{Z}$. Attacker’s words are over a group alphabet $\Gamma = A \cup A^{-1} \cup Q \cup Q^{-1} \cup \{\#, \overline{\#}\}$.

The initial word is $q_0$. Then in the above game Defender can avoid reaching a configuration $q_0 q_i$ or $q_0 q_i q_j$ with weight 0 if and only if there is an infinite word that is not accepted by the weighted automaton $A$. Let us assume that there is an infinite word $w$ that is not accepted by $A$. Defender can make a choice about every next symbol and can generate the word $w$ during the play. At some point Attacker may choose to check whether played prefix $p$ of $w$ can be accepted by $A$ and starts canceling letters of $p$ with words that have the correct prefix and also follows correctly the transitions according to the state structure of automaton $A$.

In this case any alternating play of Defender and Attacker with a sequence of visited states $q_0, q_i, \ldots, q_k$ in the correct order by reading a word $a_{i_1}, a_{i_2}, \ldots, a_{i_k}$ with the corresponding weights $x_{i_1}, x_{i_2}, \ldots, x_{i_k}$ give us the following reduced word

$$q_0 \cdot a_{i_1} \cdot \# \cdot \ldots \cdot a_{i_2} \cdot \overline{a_{i_3}} \cdot q_{i_3} \cdot a_{i_4} \cdot \overline{a_{i_5}} \cdot q_{i_5} \cdot \overline{\#} \cdot a_{i_6} \cdot \overline{q_{i_6}} \cdot \ldots$$

$$a_{j_k} \cdot \overline{a_{j_{k+1}}} \cdot q_{j_k} \cdot \overline{\#} \cdot \overline{a_{j_{k+1}}} = q_0 q_{i_k}$$

and the weight $0 + 0 + \ldots + 0 + x_{i_1} + \ldots + x_{i_k}$ which will always be a nonzero if Defender follows the word $w$ that is not accepted by the automaton $A$. Note that letters $a_{j_k}$, played by Defender after Attacker has started simulating the automaton, play no role in the computation.
If a symbol (of Defender) \( a \) is followed by a word (of Attacker) with a prefix \( b \), where \( a \neq b \) then the configuration of this game will contain non-cancelling factor \( ab \) due to the fact that all symbols in the encodings are from the free group. In the same way if the symbol of Defender was correctly followed by Attacker but the order of applied transitions does not correspond to the state structure of automaton \( A \) the configuration of a game will contain non-cancelling factor \( q_0 q_j \) for some \( i, j \) such that \( i \neq j \). Therefore in both cases the configurations \( q_0 q_i \) and \( q_0 q_k \) are not reachable by Attacker.

In the opposite direction we assume that \( q_0 q_i \) (or \( q_0 q_k \)) is reachable by Attacker then the middle part of the concatenated words between \( q_0 \) and \( q_i \) (or \( q_0 \) and \( q_k \)) should be equal to identity and corresponds to correct cancellation of state symbols from \( Q \cup Q^{-1} \) that in its turn forming a path with full cancellation of weights corresponding to weights in the original automaton.

In order to get a game where the word of a winning configuration is an empty word rather than \( q_0 q_i \) or \( q_0 q_k \) we need to have an extra moves for Attacker and to make sure that no false solutions are added. The simple construction of adding words \( \mathbf{π} \cdot q_4 \cdot \mathbf{π} \) and \( \mathbf{π} \cdot q_8 \cdot \mathbf{π} \) for all \( a \in A \) creates no new solutions as there is no way to reach \( \varepsilon \), after \( q_0 \) has been canceled out.

In order to complete the proof, we will require the encoding of Lemma 5 between words over an arbitrary group alphabet and a binary group alphabet, which is well known from the literature [6, 8]. The Lemma’s morphism gives a way to map words from an arbitrary sized group alphabet into the set of words over a free group alphabet with only two symbols. 

We now modify the game of previous Theorem by encoding counter as a separate word over unary group alphabet \( I^* = \{ \rho, \overline{\rho} \} \).

Now Word Game consists of Attacker and Defender having sets of words \( \{(u_1, u'_1), \ldots, (u_r, u'_r)\} \subseteq I^* \times I^* \) and \( \{(v_1, \varepsilon), \ldots, (v_s, \varepsilon)\} \subseteq I^* \times I^* \), where \( I \) is binary group alphabet. Now the configuration of a game after \( t \) rounds is a word \( w_t = (v_1, \varepsilon) \cdot (u_1, u'_1) \cdot (v_2, \varepsilon) \cdot (u_2, u'_2) \cdot \ldots \cdot (v_i, \varepsilon) \cdot (u_i, u'_i) \), where \( (u_i, u'_i) \) and \( (v_i, \varepsilon) \) are words from defined above sets of Attacker and Defender. The initial position is the word \((w, \varepsilon)\) and target position of this game is an empty word \((\varepsilon, \varepsilon)\). The decision problem for the word game is to check whether there exists a winning strategy for Attacker to reach an empty word \((\varepsilon, \varepsilon)\).

Theorem 7 It is undecidable whether Attacker has a winning strategy in the Word Game with one component of words over a binary free group alphabet and the other over unary group alphabet.

Proof. The proof is based on Theorem 3 with encoding of counter as a word over unary group alphabet.

Let us define the following initial instance of the Word Game:

- Defender’s words are just single letters from the alphabet \( A \times \{ \varepsilon \} \) and
- there are three types of words of Attacker. Either the word \((\#, \varepsilon)\), or \((\overline{\mathbf{π}} \cdot q, \rho^2)\) that encodes a single transition of our modified \( A \) from a state \( q_0 \) to \( q_i \) with a symbol \( a \in A \) and a weight \( x \in \mathbb{Z} \), or \((\overline{\mathbf{π}} \cdot q, \overline{\mathbf{π}} \cdot q, \rho^2)\) that encodes a
single transition from \( q_i \neq q_j \) with a symbol \( a \in A \) and weight \( x \in \mathbb{Z} \).

Attacker’s words are over a group alphabet \( \Gamma \times \Gamma' = (A \cup A^{-1} \cup Q \cup Q^{-1} \cup \{\#, \overline{\#}\}) \times \{\rho, \overline{\rho}\} \).

The initial pair of words is \((q_0, \varepsilon)\). Applying morphism of Lemma 5, we have words over binary group alphabet in the first component. It is clear that the winner in weighted Word Game is also the winner in Word Game. \(\square\)

We follow idea of [5] to construct a word game where the initial word is \((\varepsilon, \varepsilon)\). For this we do 4 consequent games over 4 disjoint group alphabets. The games are constructed in such way that \((\varepsilon, \varepsilon)\) is reached if and only if \((\varepsilon, \varepsilon)\) is reached in every game. If none of the games result in \((\varepsilon, \varepsilon)\), then there are at least 4 non-canceled words. Now if the computation is completed twice (i.e. 8 games have been played in total), the number of non-canceled elements cannot decrease.

We extend the domain of the game and a set of rules to the class of linear transformations on integer lattice \(\mathbb{Z}^4\) and to the domain of braids considering moves of the game as a concatenation of braids in \(B_3\) (a class of braids with only three strands) and \(B_5\) (a class of braids with only five strands) [29].

**Theorem 8.** Given two finite sets matrices \(MU_1, \ldots, MU_r \subseteq \mathbb{Z}^{n \times n}\) and \(MV_1, \ldots, MV_s \subseteq \mathbb{Z}^{n \times n}\) for Attacker and Defender players respectively and initial starting vector \(x_0 \in \mathbb{Z}^n\). It is undecidable whether Attacker has a winning strategy in the Matrix Game of dimension four, i.e. when \(n = 4\).

**Proof.** Let \(\Sigma_2 = \{c, d, \overline{c}, \overline{d}\}\) be a binary group alphabet and define \(f : \Sigma_2^* \to \mathbb{Z}^{2 \times 2}\) by: \(f(c) = (\begin{smallmatrix} 1 & 1 \\ 0 & 1 \end{smallmatrix})\), \(f(\overline{c}) = (\begin{smallmatrix} 1 & -2 \\ 0 & 1 \end{smallmatrix})\), \(f(d) = (\begin{smallmatrix} 1 & 0 \\ 2 & 1 \end{smallmatrix})\), \(f(\overline{d}) = (\begin{smallmatrix} 1 & 0 \\ -2 & 1 \end{smallmatrix})\).

Then mapping \(f\) is a monomorphism [6] and \(f(\varepsilon)\) corresponds to the identity matrix in \(\mathbb{Z}^{2 \times 2}\). Let \(\alpha\) be a function defined in Lemma 5 then by the following straightforward matrix multiplication we have:

\[
f(\alpha(z_j)) = f(c^i d^j) = \begin{pmatrix} 1 + 4j & -8j^2 \\ 2 & 1 - 4j \end{pmatrix}.
\]

Note that when we multiply several encoded letters, in the bottom right corner we always get 1 (mod 4).

Let us show that if \((1 \ 0)M = (1 \ 0)\), where \(M\) is an image of a word over binary group alphabet under \(f\), that is \(M \in \{f(\alpha(w)) \mid w \in \Gamma^*\}\). Then \(M\) is the identity matrix. The reasoning follows [6]. Let \(M = (m_{ij})\), now
Since previous observation \( m_{22} \) is \( f \) which is \( (1 \ 1 \ 0 \ 0) \) under \( f \). Let \( Y = f(\alpha(w))f(\bar{c})^{-1} = (x \ y \ z \ v) \). Now \( f(\alpha(w)) = (x \ y \ z \ v) = (1 \ 2 \ 3 \ 4) \). Since \( x = 1, y - 2x = 0 \) and \( x - 2x = 1 \), we see that \( f(\alpha(w)) = (1 \ 0 \ 1) = f(d)^{x/2} \). But by definition of encoding this is possible only when \( z = 0 \). This implies that \( f(\alpha(w)) \) is the identity matrix.

Let us encode the **Word Game** into the **Matrix Game**. We construct \( 4 \times 4 \) matrices with words of the first component encoded by \( f \) in the upper left corner and words from the second components encoded by \( f \) in the lower right corner. The direct application of the above function to the group words of the **Word Game** gives us a set of matrices for **Attacker** and a set of matrices for **Defender** from \( SL(4, \mathbb{Z}) \) (i.e. integer matrices of dimension 4 with the determinant 1), where **Attacker** can only win if the following moves of the game for every infinite run at some point the identity matrix is reachable after a move of **Attacker**. By previous considerations for vector \( x_0 = (1, 0, 1, 0) \), the following equation \( x_0 = M \cdot x_0 \), where \( M \in SL(4, \mathbb{Z}) \) has only one matrix \( M \) satisfying the above statement, the identity matrix in \( \mathbb{Z}^4 \). Therefore for every Matrix Game where the initial vector \( x_0 \) is \( (1, 0, 1, 0) \) the question about the winning strategy of reaching \( x_0 \) is equivalent to the question of reaching the identity matrix in the product with alternation in applications of **Defender’s** and **Attacker’s** linear transformations, which in its turn corresponds to reaching an empty word in the **Word Game**.

Now we translate the **Attacker-Defender games** into games on topological objects - braids in \( B_n \). Braids are classical topological objects that attracted a lot of attention due to their connections to topological knots and links as well as their applications to polymer chemistry, molecular biology, cryptography, quantum computations and robotics \[13, 14, 17, 18, 27\]. There is also recent interest about applications to polymer chemistry, molecular biology, cryptography, quantum physics and robotics \[13, 14, 17, 18, 27\]. We construct \( 4 \times 4 \) matrices with words of the first component encoded by \( f \) in the upper left corner and words from the second components encoded by \( f \) in the lower right corner. The direct application of the above function to the group words of the **Word Game** gives us a set of matrices for **Attacker** and a set of matrices for **Defender** from \( SL(4, \mathbb{Z}) \) (i.e. integer matrices of dimension 4 with the determinant 1), where **Attacker** can only win if the following moves of the game for every infinite run at some point the identity matrix is reachable after a move of **Attacker**. By previous considerations for vector \( x_0 = (1, 0, 1, 0) \), the following equation \( x_0 = M \cdot x_0 \), where \( M \in SL(4, \mathbb{Z}) \) has only one matrix \( M \) satisfying the above statement, the identity matrix in \( \mathbb{Z}^4 \). Therefore for every Matrix Game where the initial vector \( x_0 \) is \( (1, 0, 1, 0) \) the question about the winning strategy of reaching \( x_0 \) is equivalent to the question of reaching the identity matrix in the product with alternation in applications of **Defender’s** and **Attacker’s** linear transformations, which in its turn corresponds to reaching an empty word in the **Word Game**.

\[ \square \]

**Definition** \[9\]. The \( n \)-strand braid group \( B_n \) is the group given by the presentation with \( n - 1 \) generators \( \sigma_1, \ldots, \sigma_{n-1} \) and the following relations \( \sigma_i \sigma_j = \sigma_j \sigma_i \) for \( |i - j| \geq 2 \) and \( \sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1} \) for \( 1 \leq i \leq n - 2 \). These relations are called Artin’s relations. Words in the alphabet \( \{ \sigma, \sigma^{-1} \} \) will be referred to as braid words \[8\].

The fundamental braid of \( B_n \) is

\[ \Delta_n = (\sigma_{n-1} \sigma_{n-2} \ldots \sigma_1)(\sigma_{n-1} \sigma_{n-2} \ldots \sigma_2) \ldots \sigma_{n-1}. \]

\[ 2 \] Whenever a crossing of strands \( i \) and \( i + 1 \) is encountered, \( \sigma_i \) or \( \sigma_i^{-1} \) is written down, depending on whether strand \( i \) moves under or over strand \( i + 1 \).
Geometrically, the fundamental braid is obtained by lifting the bottom ends of the identity braid and flipping (right side over left) while keeping the ends of the strings in a line.

\[
\begin{align*}
\sigma_1 & = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} & \sigma_2 & = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \\
\sigma_3 & = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} & \sigma_4 & = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}
\end{align*}
\]

The Braid Game can be defined in a way, where a set of words for Attacker \( \{a_1,...,a_r\} \subseteq B_n \) and Defender \( \{d_1,...,d_s\} \subseteq B_n \) will correspond to braids (or braid words in \( B_n \)). The game is starting with a braid and each following configuration of the game is changed by Attacker or Defender by concatenating braids from their corresponding sets. Given two geometric braids, we can compose them, i.e. put one after the other making the endpoints of the first one coincide with the starting points of the second one. There is a neutral element for the composition: it is the trivial braid, also called identity braid, i.e. the class of the geometric braid where all the strings are straight. Two geometric braids are isotopic if there is a continuous deformation of the ambient space that deforms one into the other, by a deformation that keeps every point in the two bordering planes fixed.

Finally, the goal of Attacker is to unbraid, i.e. to reach a configuration of the game that is isotopic to the trivial braid (empty word) and Defender tries to keep Attacker from reaching it. Two braids are isotopic if their braid words can be translated one into each other via the relations from the Definition 9 plus the relations \( \sigma_i \sigma_i^{-1} = \sigma_i^{-1} \sigma_i = 1 \), where 1 is the identity (trivial braid).

**Theorem** 10. The Braid Game is undecidable for braids from \( B_3 \) starting from non-trivial braid and for braids from \( B_5 \) starting from a trivial braid.

**Proof.** Let \( \Sigma_2 = \{c, d, \overline{c}, \overline{d}\} \) be a binary group alphabet and define \( f : \Sigma_2^* \rightarrow B_3 \) by: \( f(c) = \sigma_1^4 \), \( f(d) = \sigma_2^4 \). Then mapping \( f \) is a monomorphism \([7]\). The above two morphisms give a way to map words from an arbitrary sized alphabet into the set of braid words in \( B_3 \).

Let \( \alpha \) be the mapping from Lemma 5, then:

\[
f(\alpha(z_j)) = f(c^j \overline{d}^j) = \sigma_1^{4j} \sigma_2^4 \sigma_1^{-4j}
\]

and the length of a braid word from \( B_3 \) corresponding to a symbol \( z_j \in \Sigma' \) is \( 8j + 4 \). Now we again can use the weighted Word Game as any word over a binary group alphabet can be uniquely mapped into a braid, where empty word will correspond to a braid which is isotopic to the trivial braid and concatenation of words over group alphabet corresponds to concatenation of braids in \( B_3 \). The
counter $x \in \mathbb{Z}$ is mapped into a braid word $\Delta_3^{2x}$, where $\Delta_3^2 = (\sigma_1 \sigma_2 \sigma_1)^2$ is a central element of $B_3$.

Subgroups $\langle \sigma_4^1, \sigma_4^2 \rangle$, $\langle \sigma_2^4, d \rangle$ of the group $B_5$ are free and $B_5$ contains the direct product $\langle \sigma_4^1, \sigma_2^4 \rangle \times \langle \sigma_4^2, d \rangle$ of two free groups of rank 2 as a subgroup, where $d = \sigma_4 \sigma_3 \sigma_2 \sigma_2 \sigma_4 \sigma_3 \sigma_2 \sigma_2 \sigma_3 \sigma_4 [7]$. Now we can uniquely encode pair of words of Word Game into $B_5$. Using the Word Game, where the initial word is $(\varepsilon, \varepsilon)$, we can construct a Braid Game from $B_5$ starting from trivial braid. 

$\square$
Appendix C

Robot Games is another simple Attacker-Defender game \[16\] in which deciding whether Attacker has a winning strategy is believed to be undecidable for \( n = 9 \). In Robot Game, players are given vector sets \( U = \{u_1, \ldots, u_k\} \) and \( V = \{v_1, \ldots, v_{\ell}\} \) for Attacker and Defender, respectively, initial vector \( x \) and target vector \( y \). Each turn players add a vector from their respective vector sets to current configuration with Attacker trying to reach \( y \) and Defender keep Attacker from reaching it.

By encoding \( n \)-dimensional Robot Game into matrices, we get Matrix Game of dimension \( 2n \) for which it is undecidable whether Attacker has a winning strategy. Our proof gives significantly smaller dimension.

**Corollary 11.** If deciding whether Attacker has a winning strategy in Robot Game of dimension \( n \), then it is undecidable whether Attacker has a winning strategy in the Matrix Game of dimension \( 2n \).

**Proof.** Let \( U = \{u_1, \ldots, u_k\} \) and \( V = \{v_1, \ldots, v_{\ell}\} \) be Attacker’s and Defender’s vector sets, initial vector \( x = (x_1, \ldots, x_n) \), target vector \( y = (y_1, \ldots, y_n) \) in Robot Games of dimension \( n \). Let \( d \) be a mapping \( \mathbb{Z}^n \rightarrow \mathbb{Z}^{n \times n} \) that puts components of a vector on the main diagonal of \( n \times n \) matrix. In Matrix Game for each vector \( v_i \), Defender has \( 2n \times 2n \) matrix \( V_i \) with \( d(1, \ldots, 1) \) in top left and bottom right corners and \( d(v_i) \) in top right corner, and Attacker has similarly defined \( U_j \) matrices. Let \( (x_1, \ldots, x_n, 1, \ldots, 1)^T \in \mathbb{Z}^{2n} \) be a vector corresponding to initial vector of Robot Game. Now vector \( (y_1, \ldots, y_n, 1, \ldots, 1)^T \in \mathbb{Z}^{2n} \) can be reached in the Matrix Game if and only if \( (y_1, \ldots, y_n) \in \mathbb{Z}^n \) can be reached in Robot Game. \( \square \)