1. INTRODUCTION

The discovery of topological order has drastically altered our understanding of phase transitions. Topological states represent radically new phases of matter with robust ground state degeneracy and complex highly-entangled structures that lead to outlandish new properties. Arguably, the most paradigmatic of such properties is the emergence of perturbatively-stable modes at the edges of a finite-size sample. Depending on the system, these modes can be fermionic or anyonic, abelian or non-abelian, static or dispersive, and therefore can be harnessed for countless different technological applications ranging from quantum computation to low-power electronics and spintronics. For these systems, tuning energy parameters periodically in time can realize edge modes in the quasienergy spectrum even in parameter ranges where the static counterparts are topologically trivial. Furthermore, because of the time-periodicity, the energy bands are backfolded to a Floquet-Brillouin zone at which boundaries a new flavor of edge modes — so-called $\pi$ edge modes — can appear. The interplay between 0 and $\pi$ edge modes gives rise to very rich phase diagrams with tunable cascade of topological phase transitions (TPTs).

A natural question emerging in periodically driven topological systems is how the topological features generalize when the system is driven not with just one frequency, but several. In recent years, numerous studies have been conducted in this direction. The literature has however focused mainly on incommensurate multifrequency driving, where there is no global periodicity and hence no usual stroboscopic Floquet operator can be defined. The interplay between different incommensurate drives is instead studied by operating in a multi-dimensional Fourier space, which effectively induces synthetic lattice dimensions. The synthetic dimensions can be explored to induce energy conversion between different driving modes, multiplex edge modes in lower dimensional geometries, or stabilize dynamical topological phases. However, while the study of incommensurate multifrequency driving has opened intriguing avenues for novel quantum engineered topological states of matter, the effect of commensurate multifrequency driving has been less explored.

In this work, we will fill this gap by exploring the effect of commensurate multifrequency driving on three paradigmatic topological models: the Kitaev chain, the Su-Schrieffer-Heeger model, and the Creutz ladder. We will focus on these systems because 1) they represent different symmetry classes of fermionic systems in the Altland-Zirnbauer classification of topological systems, and 2) they can all be described by the same type of $2 \times 2$-Hamiltonian in $k$-space. By employing Floquet theory, we will demonstrate that the introduction of commensurate multifrequency driving has exciting repercussions on the properties of the edge states in the various models studied. By comparing the phase diagrams of the single and multi-frequency driving, we discover that all the TPTs generated from multifrequency driving can be mapped to the single driving TPTs by an appropriate choice of effective driving parameters. We characterize this mapping analytically in terms of gap closures in the quasienergy dispersion with the help of the bulk-edge correspondence. Furthermore, we determine that it is possible to dynamically alter the generation and stability of edge modes by carefully choosing an appropriate multifrequency driving protocol. We show that dynamically switching between different multifrequency driving configurations provides an efficient way to manipulate the quasienergy gap and hence the localization length of the edge modes. We find that the localization of the edge modes can be controlled over a very wide range, from strong localization to completely delocalized.

Switching between different driving protocols then suggests a dynamical control of the localization and stability of topological edge modes, with possible applications in quantum computation.
control of the localization of the edge modes, specially non-abelian Majorana modes, is a key ingredient for possible applications in topological quantum computing.\cite{1149,1528}

Our results provide a fresh approach to this task by carefully exploiting the versatility of Floquet engineering.

This article is structured as follows. In section 2, we summarize the methods of Floquet theory that we use to analyze the topology of the multifrequency-driven systems. In section 3, we illustrate the basic premise of our work by considering the well known Kitaev chain driven with two choices of multifrequency driving schemes — a series of Dirac delta pulses and a harmonic drive. We provide an analytical explanation of our findings by analyzing the gap closures of the quasienergy dispersion. In sections 4 and 5, we demonstrate the generality of our approach by applying it to the Su-Schrieffer-Heeger model and to the Creutz ladder. A conclusion in section 6 wraps up our discussion and provides an outlook to future investigations.

2. METHODS

We consider a time-dependent Hamiltonian $\mathcal{H}(t)$ describing a topological 1D system of free fermions and subjected to a periodic driving with multiple commensurate periods $T_1, T_2, \text{etc.}$ that fulfill the commensuration condition

$$p_i T_i = p_j T_j = T, \forall i, j$$

(1)

with $T$ the least common multiple of all the periods. This kind of multifrequency driving generates complex structures within the full period $T$. The simple case of single-frequency drive is recollected setting $p_i = p_j, \forall i, j$.

To characterize the topology emerging in the driven multifrequency case, we examine the quasienergy spectrum $\{\epsilon_a \equiv \epsilon_a T\}$ of the open chain (normalized between $[-\pi, \pi]$). The quasienergies are the eigenvalues of the effective stroboscopic Floquet Hamiltonian

$$h_{\text{eff}} = i \log U(T, 0),$$

(2)

where

$$U(T) \equiv \text{Tr} \left[ \exp \left( -i \int_0^T dt \mathcal{H}(t) \right) \right]$$

(3)

is the Floquet operator, i.e. the time-evolution operator over one cycle of the drive. The symbol $\text{Tr}$ indicates time-ordering. For simplicity, we have set $\hbar = 1$ and the initial instant of the time evolution at $t = 0$. Because of the Floquet theorem\cite{1593}, the quasienergies are $2\pi$-periodic and can therefore be defined in the interval $[-\pi, \pi]$, often termed Floquet-Brillouin zone. Besides the usual gap closures and associated edge modes at $\epsilon = 0$, this backfolding procedure creates new channels for band gap closures at $\pm \pi$, where new kinds of edge states, called $\pi$-modes, can appear.\cite{2018,2020} The number of gapped 0- and $\pi$-quasienergies determines the total number of localized edge states.\cite{2020}

To locate the TPTs where the number of edge modes changes, and therefore map out the topological phase diagram, we numerically count the number of quasienergies below a given threshold $\delta$ around $\epsilon = 0$ and $\epsilon = \pi$. We also exploit the bulk-edge correspondence\cite{2021,2022} to extract information about the topology from the bulk Floquet Hamiltonian defined for the infinite system, or the system with periodic boundary conditions, where the momentum $k$ is a good quantum number. For the generic 1D fermionic systems analyzed here, the bulk Floquet operator takes the following form constraint by unitarity:

$$U_k(T, 0) = \begin{pmatrix} A & B \\ -B^* & A^* \end{pmatrix}. \quad (4)$$

The eigenvalues of the $2 \times 2$ matrix $U_k(T, 0)$ can be written in a compact form as $\lambda_k^\pm = \frac{1}{2} \text{Tr} U_k(T, 0) \pm \left( \frac{1}{2} \text{Tr} U_k(T, 0) \right)^2 - \text{det} U_k(T, 0)$. Knowing additionally that $\text{det} U_k(T, 0) = 1$, we can use the identity $z^2 + \sqrt{z^2 - 1} = 0$ to extract the effective Floquet quasienergy dispersion $\theta_k$, defined via $U_k(T, 0) \psi(k) = e^{i \theta_k} \psi(k)$, as

$$\theta_k = -i \log \lambda_k^0 = \text{arcos} \left[ \frac{\text{Tr} U_k(T, 0)}{2} \right]. \quad (5)$$

This is a very compact yet very general result, which is valid for any type of periodic driving on any 1D fermionic system generating an analytic $2 \times 2$ bulk Floquet operator $U_k(T, 0)$. Though $U_k$ is expected to be very complex for multifrequency driving, certain

We will now begin our analysis by considering the periodically driven Kitaev chain, and then extend it to other 1D topological systems belonging to different symmetry classes.

3. KITAEV CHAIN

We begin our analysis by considering the Kitaev chain (KC) subjected to various kinds of multifrequency driving schemes. The KC has become a paradigmatic example of a topological superconductor hosting Majorana (i.e. anyonic) edge modes.\cite{1154} Numerous proposals, for instance with proximitized semiconductor nanowires,\cite{1595} magnetic adatoms,\cite{1596} or arrays of quantum dots,\cite{1597} have sought to realize it experimentally with preliminary observable signatures of their physical existence.

The real-space Hamiltonian of the KC is

$$\mathcal{H}_{KC} = \sum_{n=1}^{N-1} \left[ \tau f_n^\dagger f_{n+1} + \epsilon f_n + h.c. \right] - \sum_{n=1}^{N} \mu_0 (2f_n^\dagger f_n - 1) \quad (6)$$
and describes a one-dimensional (1D) chain of $N$ spinless fermions with operators $f^{(1)}_{n}$ fulfilling anticommutation relations \( \{ f_{m}^{\dagger}, f_{n} \} = \delta_{mn} \). The particles are coupled together through a nearest-neighbor hopping term $\tau$, a $p$-wave superconducting pairing $\Delta$, and a chemical potential $\mu$, as illustrated in Fig. 1.

To understand the emergence of the edge modes, the KC can be rewritten in terms of Majorana fermions\(^{11,27}\) \( w_{2n-1} = f_{n} + f_{n}^{\dagger} \), \( w_{2n} = i(f_{n} - f_{n}^{\dagger}) \) which satisfy instead the anticommutation relation \( \{ w_{m}, w_{n} \} = 2\delta_{mn} \):

\[
\mathcal{H}_{KC} = i \sum_{n=1}^{N-1} \left[ J_{x} w_{2n} w_{2n+1} - J_{y} w_{2n-1} w_{2n+2} \right] + \mu w_{N/2}, (7)
\]

with the couplings $J_{x} = \frac{1}{2}(\tau - \Delta)$ and $J_{y} = \frac{1}{2}(\tau + \Delta)$. For open boundary conditions, certain parameter ranges allow the existence of zero-energy states — dubbed “Majorana zero-energy modes” (MZMs) — whose eigenvectors are purely real and localized at the ends of the chain\(^{11,27}\). This results is shown in Fig. 2.

Albeit the end modes can be detected only for long open chains, the bulk-edge correspondence\(^{23,24}\) allows us to characterize them through a topological invariant constructed in momentum space, i.e. for a system with PBC \( f^{(1)}_{N+1} = f^{(1)}_{1} \). Introducing the Fourier transform $f_{k} = \frac{1}{\sqrt{N}} \sum_{n=1}^{N} f_{n} e^{i n k}$ (and similarly for $f_{k}^{\dagger}$) the Hamiltonian transformed to momentum-space reads

\[
\mathcal{H}_{KC} = \sum_{0 \leq k \leq \pi} \left( f_{k}^{\dagger} f_{-k} \right) \mathcal{H}_{KC,k} \left( f_{k}^{\dagger} f_{-k} \right) (8)
\]

with the Bogoliubov-de Gennes (BdG) bulk Hamiltonian

\[
\mathcal{H}_{KC,k} = 2\Delta \sin k \sigma^{y} + 2(\tau \cos k - \mu_{0}) \sigma^{z} (9)
\]

where $\sigma^{i}$ denote Pauli matrices. In accordance with the symmetries of the $D$ class of non-interacting fermionic systems\(^{13}\) the topological invariant is defined as the winding number

\[
W = \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{d\phi(k)}{dk} (10)
\]

where $\phi(k) = \arctan \left( \frac{\tau \cos k - \mu_{0}}{\Delta \sin k} \right)$\(^{27,69}\). By mapping out $W$ across the parameter space spanned by $M = (\mu_{0}, \Delta)$\(^1\), one obtains a topologically nontrivial phase with $W = 1$ at $|\mu_{0}| < |\tau|$, and a trivial phase with $W = 0$ at $|\mu_{0}| > |\tau|$. Correspondingly, in the open chain geometry, the phase with $W = 1$ hosts MZMs, while the one with $W = 0$ does not. The different phases are illustrated in Fig. 2(b).

### 3.1 Multifrequency driving in the Kitaev chain

There are many ways to introduce multifrequency driving in the problem. For the sake of exposition, we will at first restrict ourselves to two-frequency driving, and then...
extend our results to $M$ arbitrary commensurate frequencies. One possible driving scheme consists of driving the same parameter (e.g. $\mu$) as

$$\mu(t) = \mu_0 + \mu_1(t) + \mu_2(t),$$

where the two functions $\mu_1(t)$ and $\mu_2(t)$ are periodic with different but commensurable periodicities $T_1, T_2$ such that $p_1 T_1 + p_2 T_2 = T$, $p_1, p_2 \in \mathbb{N}$. Alternatively, different parameters could be driven simultaneously, e.g. $\tau(t) = \tau_0 + \tau_1(t)$ and $\mu(t) = \mu_0 + \mu_2(t)$, where the driving should again have different but commensurate periods. In terms of their effect on the topology of the system, the two different driving schemes are equivalent, as we can verify by examining the bulk Kitaev Hamiltonian

$$\mathcal{H}_{KC,k}(t) = 2 \left( \Delta(t) \sin k \sigma^y + (\tau(t) \cos k - \mu(t)) \sigma^z \right).$$

(12)

It is known in the literature that the topology of the KC is exclusively determined by the $\sigma^z$ component. This is because the gap is locked at the high-symmetry points (HSPs) $k_0 = 0, \pi$ due to inversion symmetry, and there the $\sigma^y$ component is zero. Therefore, periodic driving of the hopping $\tau(t)$ should be topologically equivalent to driving the chemical potential $\mu(t)$, while driving $\Delta(t)$ should not change the topology at all. Note that this reasoning excludes frozen dynamics phenomena and other kinds of anomalous transitions at $k_0 \neq 0, \pi$, which are however less systematic and therefore will be ignored here. For these reasons, we will therefore focus on multifrequency driving of the same parameter, which for simplicity we will choose to be the chemical potential $\mu$. We will now consider different practical realizations of multifrequency driving for the KC.

### 3.1.1. Delta drive

We begin by analyzing the KC subjected to the following multifrequency Dirac delta drive in the chemical potential:

$$\mu(t) = \mu_0 + \mu_1 T_1 \sum_{m \in \mathbb{Z}} \delta(t - m T_1)$$

$$+ \mu_2 T_2 \sum_{m' \in \mathbb{Z}} \delta(t - m' T_2).$$

(13)

For each different commensuration, the topological phase diagram can be obtained by diagonalizing the effective Floquet Hamiltonian in the Majorana representation. Similarly to single-frequency driving, the time ordering in the Floquet operator can be evaluated directly when subjected to a series of delta pulses, and the Floquet operator can be calculated analytically as a product of exponentials. An exemplary depiction of two multifrequency driving protocols is offered in Fig. 3.

Much like in the static case, the quasienergy spectrum of the driven case can exhibit Majorana zero-energy modes (MZMs) localized at the ends of the chain. Because of the periodicity in the quasienergy spectrum, though, it is also possible to generate a new flavor of Majorana modes at quasienergy $\pm \pi$. We will refer to these as Majorana $\pi$ modes (MPMs). Much like MZMs, MPMs are purely real and localized at the edges. However, in contrast to the static case, it is possible to generate a hierarchy of MZMs and MPMs by simply tuning the system’s parameters over a wide range. The system can hence be made topological even when the undriven phase has trivial topology.

Because the form of the Floquet operator is strongly dependent on the commensuration scheme, the quasienergy spectrum will depend strongly on it, too. This finding is illustrated in Fig. 3 where the quasienergy spectrum around $\epsilon = 0$ is compared across various commensuration schemes. Different driving protocols drastically alter the behavior of the quasienergy spectrum, specially compared to the single-frequency drive (panel a)). In particular, the size and shape of the quasienergy gap is profoundly impacted by the type of driving protocol chosen, and so is the number of mid-gap states and quasienergies that correspond to MZMs. A similar situation occurs also for gap closures at $\epsilon = \pi$ that are associated with appearance and disappearance of MZMs.

Even though the quasienergy gap exhibits a great variation in its shape and size, from Fig. 3 we can also appreciate how the various protocols all induce the same gap closure (at $T \approx 1.75$ for the chosen delta-drive protocol). At the same time, the size of the quasienergy gaps and the number of Floquet-Majorana modes towards $\epsilon = 0, \pi$ is different. This finding is investigated more in depth in Fig. 5 where the topological phase diagrams extracted from counting the number of 0 and $\pi$ quasienergies are shown for the different driving protocols. We can clearly see that, upon renormalizing the driving strength to the effective value $\mu_{\text{eff}} \equiv \mu_1 + \mu_2$, the TPTs all coincide with the ones observed for the single-driving case. We note that the shaded patterns appearing in certain plots (d-f)) are due to the quasienergy spectrum becoming more dense and the quasienergy gap becoming quite small (see also 31). This makes the arbitrary definition of the quasienergy threshold for the detection of zero and $\pi$ modes less precise. Nevertheless, the patterns can be progressively reduced as $N \to \infty$, but this becomes computationally cumbersome. Another numerical artefact is the appearance of the pockets around
\(T \approx 0, \mu_1 + \mu_2 \approx 0.9\) which seem to contain a large number of zero modes. Here the quasienergy spectrum is squeezed to very small values around zero because of the very small period \(T\), leading to many quasienergies below the threshold for the definition of zero modes. Both numerical artefacts are observed also for other models (see next sections).

To better illustrate how the different yet commensurate multifrequency driving affects the edge modes, in Fig. 6 we plot a comparison across eight different driving protocols of the same Floquet MZM appearing at \(T = 2.0, \mu_1 + \mu_2 = 1.5\) in the effective phase diagram. From the plots we can appreciate how the localization of the edge modes (and therefore their overlap with fully delocalized bulk modes) is strongly influenced by the type of protocol used, up to the point where they can be rendered fully extended and completely lose their meaning of “edge” modes (Fig. 6c and h) for 4:3 and 5:3 protocols. This effect on the edge state localization could be useful in the dynamical manipulation of Floquet-Majorana modes, for instance in quantum computation schemes consisting of several segments of KCs longitudinally coupled with each other increasing the localization length for one segment could favor intra-segment coupling between the edge modes, while decreasing it could promote inter-segment interaction. The gap and the localization of the edge modes could be tuned at will by maintaining the same overall periodicity \(T\), but splitting the drive into subpeaks that fulfill the sum rule (18) and the commensuration rule (1).

The number of matrix exponential products in the Floquet operator for a \(p_1 : p_2\) driving protocol is \(N(p_1, p_2) = 2(p_1 + p_2 - 1)\) and can be used as estimation parameter of the complexity or “richness” of the protocol itself. For example, the richness of a 6 : 1 protocol is comparable with the one of a 4 : 3 protocol because \(N(6, 1) = N(4, 3) = 12\), while they are both more complex than a 2 : 1 protocol with \(N(2, 1) = 6\). Generally speaking, richer driving protocols appear to spread the quasienergies more uniformly across the spectrum and reduce the quasienergy gap to the edge states. Exceptions to this trend however occur, as pictured in Fig. 4, where the gap around the MZM is larger in the 2:1 and 3:1 protocols.
Figure 6: Spatial extent of the same zero-quasienergy Floquet-Majorana mode at $T = 2.0$, $\mu_1 + \mu_2 = 1.5$, across eight different driving protocols. a) single-frequency driving ($\mu_1 = 1.5$), b) 2:1 protocol, c) 3:1 protocol, d) 4:1 protocol, e) 5:1 protocol, f) 3:2 protocol, g) 4:3 protocol, h) 5:3 protocol. For all multifrequency protocols $\mu_1 = 1.3$, $\mu_2 = 0.2$. The values of the static parameters are all $\tau = 1.0$, $\Delta = 0.1$, $\mu_0 = 0.1$.

Figure 7: Emerging new $\pi$ Floquet-Majorana edge states in the 3:1 driving protocol. The parameters are the same of Fig. 6.

than in the single-frequency case. In fact, the number of edge modes can also be increased by applying more complex multifrequency driving protocols. This mechanism is illustrated in Fig. 7 which depicts the generation of two additional edge-localized $\pi$-modes through the application of a 3:1 protocol. Switching between different multifrequency protocols could therefore be a viable option to dynamically increase or reduce the number of edge modes without altering the overall periodicity of the drive.

The localization of the edge modes can be tuned not only by operating with different driving schemes, but also within the same protocol using different distributions of the total driving strength $\mu_{\text{eff}}$ across the different drives. This finding is shown in Fig. 8 where we compare the quasienergy spectrum and the corresponding localization of a zero-quasienergy Floquet-Majorana mode at $T = 2.0$ (highlighted as a vertical red line). By varying the distribution of the total driving intensity across the two Dirac combs, the quasienergy spectrum and thus the size of the quasienergy gaps can be tuned at will (left panels). Consequently, the localization length of the edge mode can be controlled (right panels), making it more or less susceptible to interactions with other bulk modes due to an increased wave function overlap. Note that the transfer of driving intensity between the two pulses could be achieved adiabatically and thus does not introduce quench dynamics.

3.1.2. Theoretical explanation

The fact that different multifrequency drives realize the same effective topological phase diagram can be understood by looking at the form of the Floquet operator for the infinite system (or the system with PBC),
Eq. [2]. Let us generally consider a commensurate \( p : q \) drive with delta kicks of strength \( \mu_1 T_1 \) and \( \mu_2 T_2 \) such that \( pT_1 + qT_2 = T \), such as Eq. [13]. Because the topology will be governed by the closure or opening of the quasienergy gap at the HSPs, we can think of evaluating the Hamiltonian \( \mathcal{H}_{KC,k}(t) \) around the HSPs \( k_0 = 0, \pi \), which will eliminate to \( \sigma^y \) term due to \( \sin k_0 = 0 \). The Floquet operator then becomes a product of diagonal matrices that commute with each other, and can be written in a compact form. For example, for a 3:2 drive:

\[
U_{k_0}(T,0) = \exp \left( 2i(\mu_1 T_1 + \mu_2 T_2)\sigma^z \right) \exp \left( -2i(\tau \cos k_0 - \mu_0)T_1 \sigma^x \right) \exp \left( 2i(\mu_1 T_1)\sigma^z \right) \exp \left( -2i(\tau \cos k_0 - \mu_0)(T_2 - T_1) \sigma^x \right) \\
\quad \times \exp \left( 2i(\mu_2 T_2)\sigma^z \right) \exp \left( -2i(\tau \cos k_0 - \mu_0)(T_2 - T_1) \sigma^x \right) \exp \left( 2i(\mu_1 T_1)\sigma^z \right) \exp \left( -2i(\tau \cos k_0 - \mu_0)T_1 \sigma^x \right) \\
= \exp \left[ -2iT(\tau \cos k_0 - (\mu_0 + \mu_1 + \mu_2))\sigma^z \right] \\
= \exp \left[ -2iT(\tau \cos k_0 - (\mu_0 + \mu_{\text{eff}}))\sigma^z \right],
\]

where we have used the commensuration condition \( 3T_1 = 2T_2 \equiv T \) and defined \( \mu_{\text{eff}} \equiv \mu_1 + \mu_2 \). The above calculation can be generalized to the general commensuration condition \( pT_1 = qT_2 = T \) to obtain the same result. Note that the Floquet operator for the single-frequency case is

\[
U_{k_0}(T,0) = \exp \left[ 2i(\mu_1 T)\sigma^z \right] \exp \left[ -2iT(\tau \cos k_0 - \mu_0)\sigma^z \right] \\
= \exp \left[ -2iT(\tau \cos k_0 - (\mu_0 + \mu_1))\sigma^z \right],
\]

and has precisely the same form in parameter space as the multifrequency driving case, provided \( \mu_1 \) is replaced with \( \mu_{\text{eff}} \). Therefore, the effective topological phase boundaries of the two driving schemes must coincide.

The quasienergy dispersion at the HSP obtained from the Floquet operator is simply the exponent of \([14]\):

\[
\theta(k_0) \equiv \arccos \left( \text{Tr} \left[ U_{k_0}(T,0) \right] / 2 \right) \\
= \arccos \left( \cos \left( -2(\tau \cos k_0 - (\mu_0 + \mu_{\text{eff}})T) \right) \right) \\
= -2T(\tau \cos k_0 - (\mu_0 + \mu_{\text{eff}})),
\]

from which the quasienergy gap closures \( \theta(k_0) = m\pi, m \in \mathbb{Z} \) (the multiples of \( \pi \) stem from folding back all the Floquet bands to 0 or \( \pi \)) can be readily determined to be

\[
\mu_0 + \mu_{\text{eff}} = \pm \tau - \frac{m\pi}{2T},
\]

which precisely coincides with the topological phase boundaries.

More generally, this result is valid also for multifrequency delta-drives with an arbitrary number of commensurate periods \( T_1, T_2, T_3, \ldots \) satisfying \( p_1 T_1 = p_2 T_2 = p_3 T_3 = \cdots = T \), where \( T \) is the smallest common multiple of every sub-period \( T_i \), and \( p_i \) is the corresponding multiplicity. Because the gap can only close at the HSPs \( k_0 = 0, \pi \), all possible combinations of multifrequency delta-drive are collapsed to the same topological phase diagram, provided that

\[
\mu_1 \rightarrow \mu_{\text{eff}} = \sum_{i=1} \mu_i
\]

the 3.1.3. Harmonic drive

A similar quasienergy gap control with multifrequency driving can be obtained also for other types of modulations, such as a two-frequency cosine driving on top of a static field:

\[
\mu(t) = \mu_0 + \frac{\mu_1 - \mu_0}{2} \left( 1 + \cos \left( \frac{2\pi}{T_1} t + \delta_1 \right) \right) \\
+ \frac{\mu_2 - \mu_0}{2} \left( 1 + \cos \left( \frac{2\pi}{T_2} t + \delta_2 \right) \right).
\]

Once again the topology is determined by the gap closure at the HSPs \( k_0 = 0, \pi \). Evaluating the Hamiltonian at the HSPs eliminates the \( \sigma^y \) part, rendering it diagonal. We can therefore drop the time-ordering operator in the Floquet operator, which simplifies to

\[
U_{k_0}(T,0) = \exp \left[ -2iT(\tau \cos k_0 - \mu_0) T \right. \\
\left. + iT \left( 1 + \sin \frac{\delta_1}{2\pi p_1} \right) \Delta\mu_1 \right] \\
\left. + iT \left( 1 + \sin \frac{\delta_2}{2\pi p_2} \right) \Delta\mu_2 \sigma^z \right],
\]

where we have introduced \( \Delta\mu_1 \equiv \mu_1 - \mu_0, \Delta\mu_2 \equiv \mu_2 - \mu_0 \), and expressed \( T_1 \) and \( T_2 \) in terms of \( T \) and their multiplicities. The gap closures in the quasienergy dispersion are obtained also in this case by setting \( \theta(k_0) \equiv \arccos \left( \text{Tr} \left[ U_{k_0}(T,0) \right] / 2 \right) = m\pi \), which leads to the following condition:

\[
\mu_{\text{eff}}^\cos \equiv \frac{\Delta\mu_1}{2} \left( 1 + \sin \frac{\delta_1}{2\pi p_1} \right) + \frac{\Delta\mu_2}{2} \left( 1 + \sin \frac{\delta_2}{2\pi p_2} \right) \\
= (\pm \tau - \mu_0) - \frac{m\pi}{2T}
\]
For a cosine modulation, thus, the effective driving amplitude is more involved and depends explicitly on all the parameters of the driving, specifically the phase of the driving and the commensuration ratio. For \( \delta_1 = \delta_2 = 2\pi n, n \in \mathbb{Z} \), we obtain a simpler formula similar to (17), independent of the commensuration:

\[
\frac{\Delta \mu_1 + \Delta \mu_2}{2} = (\pm \mu - \mu_0) - \frac{m\pi}{2T}.
\]

We now turn to different topological models in 1D to demonstrate that our reasoning is not confined to the Kitaev chain alone, but also extends to systems that belong to different topological classes.

4. SSH MODEL

The SSH model describes non-interacting, spinless fermions hopping on a 1D lattice of \( N \) unit cells with staggered hopping amplitudes between two sublattices \( A \) and \( B \), as shown in Fig. 9. Each unit cell \( n \) consists of two sites, one on sublattice \( A \) described by operator \( a_n \), and one on sublattice \( B \) described by operator \( b_n \).

The dynamics of the system is described by a Hamiltonian of the form

\[
\mathcal{H}_{SSH} = \sum_{n=1}^{N} \left[ (v a_n^\dagger b_n + u_0 a_{n+1}^\dagger b_n + h.c.) + M (a_n^\dagger a_n - b_n^\dagger b_n) \right].
\]

Because of this staggered configuration of different intra- and inter-cell hopping, the SSH with \( M = 0 \) is sometimes used to model the structure of polyacetylene molecules\(^{61}\) while for \( M \neq 0 \) it can model diatomic polymers\(^{62}\). In the following, we will set \( M = 0 \) for simplicity. For \( M = 0 \) and \( u_0 > v \) the system has a nontrivial topology with two (fermionic) edge states appearing at the end of the chain, one on sublattice \( A \) and the other on sublattice \( B \). The static excitation spectrum of the SSH model with the localized edge modes is shown in Fig. 10.

Once again, because of the bulk-edge correspondence, we can examine the topology also in a ring geometry. The BdG bulk Hamiltonian of the SSH model can be obtained by Fourier transforming to momentum space in a procedure similar to the one highlighted in the previous section, yielding\(^{63}\)

\[
\mathcal{H}_{SSH,k} = (v + u_0 \cos k) \sigma^x + u_0 \sin k \sigma^y
\]

with an energy dispersion

\[
E_{SSH}(k) = \pm \sqrt{v^2 + u_0^2 + 2uv_0 \cos k}
\]

which exhibits a gap closure at \( k_0 = \pm \pi \) for \( v = u_0 \), concomitantly with the expected TPT in the open chain.

Analogously to what already discussed for the Kitaev chain, periodic driving applied on the SSH chain can also induce edge-localized modes associated with quasienergy \( \frac{\pi}{64} \)\(^{64,65}\). These \( \pi \) modes have already been experimentally detected, for instance in coupled corrugated waveguides\(^{67}\). As opposed to the static case, in the driven case the gap closures in the dispersion can also occur at the other HSP, \( k_0 = 0 \).

4.1. Multifrequency driving

Multifrequency driving can be applied here too to control the size of the quasienergy gaps and the number of topological excitations in each phase, all without changing the location of the gap closures in the phase diagram that delineate the TPTs. For simplicity, here we exclusively present results regarding multifrequency Dirac combs, although other driving schemes such as a harmonic drive can be employed to lead to qualitatively similar results. We vary the intercell hopping as

\[
u_0 \rightarrow v(t) = u_0 + u_1 T_1 \sum_{m \in \mathbb{Z}} \delta(t - mT_1) + u_2 T_2 \sum_{m^\prime \in \mathbb{Z}} \delta(t - m^\prime T_2),
\]

where the commensuration condition \( p_1 T_1 = p_2 T_2 = T \) holds. We then probe the topology as a function of
the driving parameters \( u_1, u_2 \), and \( T \) by counting the quasienergies at \( \epsilon T = 0, \pm \pi \) extracted from the stroboscopic Floquet Hamiltonian. Note that for the single-driving case we obtain
\[
U_{\text{SSH},k}(T,0) = \exp[-i T (u_1 \cos k \sigma^x + u_1 \sin k \sigma^y)] \\
\times \exp[-i T ((v + u_0 \cos k) \sigma^x + u_0 \sin k \sigma^y)].
\]  
(27)

Fig. 11 presents a comparison of the topological phase diagrams obtained for the single-frequency and various double-frequency protocols. From the figure we can clearly see that all standard TPTs occur at the same position in phase space for every driving scheme, provided that we account for the renormalization \( u_1 \to u_{\text{eff}} = u_1 + u_2 \) in the driving strength. An exception is provided by TPTs at non HSPs associated with quasienergy backfolding, similar to the case “frozen dynamics” seen in the periodically driven Kitaev chain. This phenomenon is however dependent on the particular choice of delta-drive and is not universal. This is briefly discussed in appendix A.

We can understand the backfolding of the phase diagrams from the double-frequency to the single-frequency case once again by considering the form of the Floquet operator at the gap closures at \( k = k_0 \) for the single driving. Eq. [27] provided \( u_1 \to u_{\text{eff}} \).

Even though the TPTs remain consistent throughout the effective phase space, the number of edge modes and their stability depend heavily on the driving protocol used, and so does the size of the quasienergy gaps at 0 and \( \pi \). These characteristics can be ascertained from Fig. 12 where the quasienergy spectrum across \( T = 2.0 \) is plotted for various driving protocols. In particular, it is interesting to also note that multifrequency driving stabilizes additional zero-energy modes for \( u_1 \gtrsim 1.2 \) that are not present in the single-frequency case. As in the KC, multifrequency driving in the SSH model is used to modify the number and localization of the edge modes while maintaining the overall shape of the phase diagram (i.e. the location of the gap closures).

Like in the KC, control over the edge modes is achieved also by tuning the size of the quasienergy gaps dynamically over different driving protocols. As a consequence, a different localization of the edge modes and a different degree of hybridization among themselves can be obtained. This result is depicted in Fig. 13, where the edge mode localization at \( T = 2.0 \) and \( u_{\text{eff}} \) is plotted for various driving protocols. In the figure we can clearly see how, for the parameters chosen, the localization length of the \( \pi \)-mode can be manipulated over a very large interval: from strong localization at the edges in the single-frequency protocol, to complete hybridization in the 4:3 protocol. It is interesting to note that, while the \( \pi \) mode localization is controlled, the zero edge mode remains strongly localized across all the different protocols. This finding therefore illustrates also that zero and \( \pi \)-mode localization can be tuned independently from each other by choosing appropriate regimes and driving protocols.

5. CREUTZ LADDER

The third topological model analyzed in this paper is a Creutz-type ladder consisting of two 1D sublattices (A and B) of \( N \) sites each. This model belongs to the complex symmetry class AIII and possesses a topological phase diagram that is equivalent to the one of the Haldane model, and can be therefore be viewed as its 1D counterpart. Spinless electrons hop along the two sublattice with opposite strengths \( t_x \) and \( -t_x \). The lattices are additionally coupled to each other via nearest-neighbor (NN) hoppings \( t_x \) and next-nearest-neighbor (NNN) hoppings \( t_{x\parallel} \) (see Fig. 14). Finally, a magnetic
field perpendicular to the ladder plane induces an additional Peierls phase $\theta$ along the NNN bonds. The full Hamiltonian of the system is therefore

$$H_{CL} = \sum_{n=1}^{N} \left[ t_x (b_n^\dagger b_{n+1} - a_n^\dagger a_{n+1}) - t_y a_n^\dagger b_n ight. $$

$$ \left. - t_{xy} (b_n^\dagger a_{n+1} e^{i\theta} + a_n^\dagger b_{n+1} e^{-i\theta}) \right] + h.c. , \quad (29)$$

where $a_n^{(1)}$ and $b_n^{(1)}$ denote creation/annihilation operators at site $n$ for the sublattice A and B, respectively. In the following, we will set $t_x = t_y = t$ for simplicity, and normalize the Hamiltonian in units of $t_{xy}$, defining an effective hopping parameter $m = \frac{t}{t_{xy}}$. This type of Creutz ladder can be realized in ultracold fermionic systems in optical lattices, where the NNN hopping can be engineered via two-photon resonant coupling between the orbitals by periodic shaking the lattice.\(^{20}\)

\[ \frac{H_{CL,k}}{t_{xy}} = [(m + 2 \cos(k + \theta)) \sigma_x + 2m \cos(k) \sigma_z]. \quad (30) \]

5.1. Static topology

In the static Creutz ladder with open boundary conditions, topological interference effects lead to the appearance of zero-energy edge states within the regions delimited by the curves $m = \pm 2 \sin \theta$, as can be seen in Fig. 13. With periodic boundary conditions, it is possible to describe the topology from a winding number constructed from the bulk Hamiltonian.

\[ \frac{H_{CL,k}}{t_{xy}} = [(m + 2 \cos(k + \theta)) \sigma_x + 2m \cos(k) \sigma_z]. \quad (30) \]
constructing the Floquet effective Hamiltonian and analyzing the appearance and disappearance of zero and $\pi$ modes as a function of the driving parameters $m_i$ and the period $T$. As a reminder, for the single-driving case, the Floquet operator takes the following form

$$U_k(T,0) = \exp\left[-i(2m_1T \cos k \sigma^x + m_1T \sigma^y)\right]$$

$$\times \exp\left[-iT(2m_0 \cos k \sigma^z + (m_0 + 2\cos(k + \theta)) \sigma^y)\right]$$

(33)

while for multifrequency driving the Floquet operator involves the product of more exponentials.

The stroboscopic topological phase diagrams obtained for the Creutz ladder are displayed in Fig. 15 (for the single-frequency protocol (panel a)) and various multifrequency protocols (panels b)-f)). Like in the previous systems, for all protocols considered, a visual comparison reveals that the topological phase boundaries have the same shape in the effective parameter space, apart from minor distortions due to finite size effects and the arbitrary choice of the quasienergy threshold. The only notable exception is the presence of a seemingly additional TPT in the single-driving protocol (marked with a red arrow in Figs. 16 and 17), which is absent for the other driving protocols. However, as explained in Appendix C, this transition stems from frozen dynamics: it corresponds to an additional gap closure at a non-HSP $k_0 \neq 0, \pm \pi/2, \pm \pi$ due to the particular choice of delta-driving. Since transitions associated with frozen dynamics are in general neither systematic nor robust, we will ignore them in our general discussion.

Fig. 17 depicts the shape of the quasienergy spectrum for the different driving protocols along the same cut with $m_{\text{eff}} = 2.0$. As seen in the previous systems belonging to different symmetry classes, despite the gap closures and the TPT occur at the same points, the quasienergy spectrum greatly differs from case to case. This affects both the number of 0 and $\pi$ edge modes present in each phase, and the size of the gap separating them from bulk modes. By dynamically switching between different driving protocols, it should therefore be possible to control the stability of such edge modes like in the other models.

The equivalence of the topological phase diagrams for different multifrequency driving protocols can, once again, be traced back once again to the fact that the TPTs are governed by the gap closures at a handful of HSPs. For the Creutz ladder, the HSPs are located at $k_0 = \pm \pi/2$. At these points, because $\cos k_0 = 0$, the instantaneous Hamiltonian is given only by the $\sigma^x$ component and the time-ordering in the Floquet operator can be dropped, yielding

$$U_{k_0}(T,0) = \exp\left[-i \int_0^T dt \left(m(t) + 2\sin k_0 \sin \theta\right) \sigma^x\right]$$

$$= \exp\left[-i \left(m_0 + 2\sin k_0 \sin \theta\right)T\right]$$

$$+ m_1p_1T_1 + m_2p_2T_2) \sigma^x\right].$$

(34)
Figure 16: Comparison of the topological phase diagrams of the periodically driven Creutz ladder with the single-driving protocol and with various commensurate double-driving protocols for a chain of $N = 200$ ladder rungs: a) single-driving protocol, b) 2:1 protocol, c) 3:1 protocol, d) 3:2 protocol, e) 4:3 protocol, f) 5:3 protocol. The phase diagram was obtained by counting the number of (asymptotic) quasienergies within a certain threshold $\delta$ from 0 and $\pi$. For a)-c) $\delta = 10^{-3}$, while for d)-f) $\delta = 10^{-2}$. The values of the static parameters are all $m_0 = 1.0$, $\theta = \pi/2$.

Precisely like in the previous cases, we can then define an effective parameter $m_{\text{eff}} \equiv m_1 + m_2$. Because the Floquet operator for the multifrequency protocols written in terms of the effective parameter has the same form as the one for the single-frequency protocol, the TPTs in both cases must coincide.

Like in the other models, the different size of the quasienergy gaps obtained with different driving protocols is reflected in a different edge mode localization. This result is illustrated in Fig. 18, where the edge modes at $T = 1.5$, $m_{\text{eff}} = 2.0$ are calculated for various driving protocols. From the figure, we can appreciate that the edge modes can be made to localize or delocalize over a great range of distances, often with the presence of an oscillatory tail typical of Floquet systems. Overall, more complex driving protocols tend to fill up the quasienergy spectrum more evenly, and lead to a stronger delocalization of the edge modes. This change can be quite dramatic, to the point where a full hybridization between the edge modes occurs (panels e) and f) corresponding to 3:2 and 4:3 protocols), turning them into mid-gap states. However, exceptions occur: for example, the $\pi$-mode has minimal localization length in the 2:1 protocol.

Our analysis on the Creutz ladder shows once again that multifrequency driving is a useful tool to modify the localization length and therefore control the stability of edge modes, also in complex topological classes.

6. CONCLUSIONS AND OUTLOOK

In this paper, we have described the effect of commensurate multifrequency driving on the topology of three fermionic systems belonging to as many different symmetry classes of the Altland-Zirnbauer classification and hosting fermionic and anyonic edge modes. Concretely, we have analyzed the Kitaev chain, the Su-Schrieffer-Heeger model, and the Creutz ladder. We have mainly focussed on delta-pulsed driving schemes, but have also briefly illustrated generalizations to continuous drives such as a harmonic drive. We have provided a generalization of the topological features observed in single-
frequency drive to driving protocols with multiple commensurate frequencies.

We have demonstrated that the topological phase transitions generated through commensurate multifrequency driving can be mapped back exactly to their single-frequency counterparts. While the topological phase transitions and the corresponding gap closures remain pinned at the same locations as a function of the effective driving parameters, the structure of the quasienergy spectrum greatly differs among different driving protocols. This includes the number of edge modes in each phase and the size of the gap between edge and bulk modes.

We have shown that this variability can be harnessed to dynamically control the number and the stability of the edge modes. Within the same driving protocol, this could be achieved for instance by (adiabatically) changing the way the intensity of the drive is distributed among different pulses, while keeping the overall period constant. The equivalence of the effective phase diagram between different pulses, while keeping the overall period constant. This would be achieved for instance with the curvature renormalization group method, which is known to efficiently determine the localization length from the correlation length of the topological curvature function (e.g. Berry curvature or Berry connection).
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Appendix A: Frozen dynamics in the driven SSH model

In this appendix, we analyze the phenomenon of frozen dynamics emerging in the driven SSH model. This phenomenon is analogous to what already observed in the periodically Kitaev chain and is a consequence of the particular choice of delta-driving in which the coefficient of the Dirac is a product of intensity and period, i.e. $u(t) = u_0 + u_1 T \sum_{m \in \mathbb{Z}} \delta(mT - t)$. For the single-frequency drive, the quasienergy dispersion can be calcu-
Figure 19: Illustration of the effect of multifrequency driving in stabilizing edge modes via quasienergy backfolding (frozen dynamics) in the periodically driven SSH chain. Upper panels: quasienergy spectrum as a function of $T$ for a) the single-frequency drive with $v = 1.0$, $u_0 = 0.0$, $u_1 = 1.8$, and b) the 2:1 double-frequency drive with $v = 1.0$, $u_0 = 0.0$, $u_1 = 0.8$, $u_2 = 1.0$. The vertical orange lines depict the location of the flat band in the single-frequency case that is expanded to a fully-distributed spectrum with gap closure in the double-frequency case. Lower panels: the corresponding quasienergy dispersions in the closed chain. In panel d), the quasienergy dispersion at $u_1 = 1.0$ with coexisting gap closures at quasienergy 0 and $\pi$ (green line) is additionally depicted.

lated as

$$\theta(k) = \arccos \left[ \cos(u_1T) \cos(T E_{SSH}(k)) \right.$$

$$\left. - \frac{(u_0 + v \cos(k)) \sin(u_1T) \sin(T E_{SSH}(k))}{E_{SSH}(k)} \right]$$

(A1)

with $E_{SSH}(k)$ the static energy dispersion [25]. We can easily see that, by setting $u_1 T = m \pi$ with $m$ an integer, the quasienergy dispersion is mapped back to the static dispersion, i.e.

$$\theta(k) = \begin{cases} T E_{SSH}(k), & m \in 2\mathbb{Z}, \\ -\pi + T E_{SSH}(k), & m \in 2\mathbb{Z} + 1, \end{cases}$$

(A2)

where in the second case we have restricted ourselves to $|T E_{SSH}(k)| < 2\pi$ for simplicity. This behavior induces gap closures at non-HSPs due to the mechanism of backfolding within the Floquet-Brillouin zone explained in Ref. [33]. For instance, in the case $m \in 2\mathbb{Z}$, whenever $T E_{SSH}(k) > \pi$, a gap closure occurs at $\pi$ because the quasienergy dispersion $\theta(k)$ has to be backfolded within the interval $(-\pi, \pi)$. For every value of $E_{SSH}(k) > 0$, it is always possible to find a $T$ that pushes $T E_{SSH}(k) > \pi$, and therefore these gap closures are not pinned at HSPs. Instead, they are a particular feature of the type of delta-drive chosen here.

Besides the established frozen dynamics occurring with the single-frequency driving, the introduction of multiple Dirac pulses also creates the possibility of having frozen-dynamics-like additional gap closures at non-HSPs that are not present in the single-driving protocol. This is best illustrated with a concrete example for the 2:1 driving protocol at $u_0 = 0$, for which the Floquet operator takes the form

$$U_{SSH,k}^{2:1}(T, 0) = \exp \left[ -i \left( \frac{u_1 T}{2} + u_2 T \right) \left( \cos k \sigma^x + \sin k \sigma^y \right) \right]$$

$$\times \exp \left[ -i \frac{T}{2} \sigma^z \right]$$

$$\times \exp \left[ -i \frac{u_1 T}{2} \left( \cos k \sigma^x + \sin k \sigma^y \right) \right]$$

$$\times \exp \left[ -i \frac{T}{2} \sigma^z \right].$$

(A3)

The matrix exponential can be evaluated explicitly with the help of the formula for the exponential of a Pauli vector $\mathbf{\sigma}$, $\exp (i a \mathbf{n} \cdot \mathbf{\sigma}) = \cos a L_2 + i \sin a \mathbf{n} \cdot \mathbf{\sigma}$, where $\mathbf{n}$ is a unit vector, such as $(\cos k, \sin k, 0)$ in our case. By inserting this formula in Eq. (A3) we can derive the dispersion

$$\theta(k) = \arccos \left[ 2 \cos^2(T/2) \cos \left( \left( u_1 + u_2 \right) T \right) + 2 \sin^2(T/2) \left( -\cos(u_1 + u_2)(T/2) \right) \right.$$  

$$\left. + \cos(2k) \sin(u_1 T/2) \sin \left( \left( u_1 + u_2 \right) T \right) \right] - 2 \cos k \sin T \sin \left( \left( u_1 + u_2 \right) T \right) \right].$$

(A4)

This dispersion acquires a very simple form for multiples of $u_2 T = \pi$, namely

$$\theta(k) = \arccos \left[ 2 \left( 1 - \sin^2 \left( \frac{\pi u_1}{2} \right) \left( 1 + \cos(2k) \right) \right) \right]$$

(A5)

which exhibits linear gap closures at $k = \pm \frac{\pi}{2}$. An example of these additional gap closures and the corresponding edge states is shown in Fig. [19] where the quasienergy spectrum (OBC) and the quasienergy dispersion (PBC) of the single-frequency and of the 2:1 double frequency...
protocol are compared. It is in particular interesting to note how the flat band in the single-frequency case is converted into a gap closing dispersion with the double-frequency drive. As we can gauge from the figure, this procedure stabilizes the edge state at quasienergy \( \tilde{\epsilon} = 0 \), which survives for longer periods until it gets annihilated when the gap closes at \( T = \pi \). Note also that the coexistence of both types of frozen dynamics (i.e. \( u_1 T = n\pi \) and \( u_2 T = \tilde{m}\pi \)), implies that \( \theta = \arccos[-2 \cos(2k)] \), which has both a 0-gap closure at \( k = \pm \frac{\pi}{2} \) and a \( \pi \)-gap closure at \( k = 0, \pm \pi \) (Fig. [19]).

\[
\theta(k) = \arccos \left[ \cos(S(k)) \cos(T E_{CL}(k)) - \frac{(1 + 4 \cos^2(k) - 2 \sin(k))}{\sqrt{3 + 2 \cos(2k) E_{CL}(k)}} \frac{\sin(S(k)) \sin(T E_{CL}(k))}{E_{CL}(k)} \right],
\]

(B1)

where \( E_{CL}(k) \equiv \sqrt{4 \cos^2(k) + (1 - 2 \sin(k))^2} \) is the positive branch of the static dispersion (for \( \theta = \pi/2 \) and \( m_0 = n = 1.0 \)) and \( S(k) \equiv m_1 T \sqrt{3 + 2 \cos(2k)} \). By examining the shape of the dispersion, we can see that we can obtain frozen dynamics whenever \( m_1 T \sqrt{3 + 2 \cos(2k)} = n\pi \), with \( n \in \mathbb{Z} \). Interestingly enough, in this case the corresponding transition lines have an additional \( k \)-dependence. This can however be eliminated self-consistently by demanding that \( \theta(k) = 0, \pm \pi \). The only real solution for \( k \) is \( k = \arcsin \left( \frac{\pi}{2} \pm \frac{\pi^2}{477} \right) \). Inserting this in the equation for the frozen dynamics, we obtain the explicit equation

\[
m_1(T) = \frac{n\pi}{T \sqrt{3 + 2 \cos(2 \arcsin \left( \frac{\pi}{2} \pm \frac{\pi^2}{477} \right))}}.
\]

(B2)

This equation is plotted in Fig. [20] for various values of \( n \). Note that only the lines for \( n = 1, 2 \) are visible in the region where the phase diagrams of Fig. [16] have been plotted.

The line for \( n = 1 \) indeed corresponds to an additional gap closure in the quasienergy spectrum where the number of zero modes changes (cf. red arrow of Fig. [16]).

Appendix B: Frozen dynamics in the driven Creutz ladder

In this appendix, we show how frozen dynamics arises in the driven Creutz ladder. For the sake of exposition, we focus on the single-frequency case with \( \theta = \pi/2 \) and \( m_0 = 1.0 \), but these considerations are independent of the choice of parameters. For this driving protocol, the quasienergy dispersion is calculated as

\[
\theta(k) = \arccos \left[ \cos(S(k)) \cos(T E_{CL}(k)) - \frac{(1 + 4 \cos^2(k) - 2 \sin(k))}{\sqrt{3 + 2 \cos(2k) E_{CL}(k)}} \frac{\sin(S(k)) \sin(T E_{CL}(k))}{E_{CL}(k)} \right],
\]

(B1)

Figure 20: a) Lines of frozen dynamics in the driven Creutz ladder corresponding to various values of \( n \) in Fig. [16], b) zoom of panel a) to fit the boundaries of the phase diagrams depicted in Fig. [16].

Figure 21: Comparison of the quasienergy dispersion for the driven Creutz ladder with the single-driving (orange curve) and double-driving (green curve) protocols at \( T = 1.08 \), corresponding to the gap closure marked by the red arrow in Fig. [16]. This gap closure does not occur at a HSP, and is lifted in the 2:1 driving protocol. The corresponding transition is due to the specific form of the delta-drive (Fig. [17]). A closer inspection of the quasienergy dispersion at this point, shown in Fig. [21], reveals indeed that the gap closure occurs at a non-HSP \( k \neq 0, \pm \pi/2, \pm \pi \). For multifrequency driving protocols, this transitions disappears. The line for \( n = 2 \), on the other hand, does not seem to be systematically associated with a TPT in the phase diagram. This could be due to the fact that the number of edge modes does not systematically change despite the gap closure.

Altogether, these results seem to indicate that frozen dynamics is quite erratic and does not represent a reliable and systematic way to obtain robust TPTs. A methodical analysis of frozen dynamics is left for future studies.
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