INFINITESIMAL RIGIDITY OF COLLAPSED GRADIENT STEADY RICCI SOLITONS IN DIMENSION THREE
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Abstract. The only known example of collapsed three-dimensional complete gradient steady Ricci solitons so far is the 3D cigar soliton $N^2 \times \mathbb{R}$, the product of Hamilton’s cigar soliton $N^2$ and the real line $\mathbb{R}$ with the product metric. R. Hamilton has conjectured that there should exist a family of collapsed positively curved three-dimensional complete gradient steady solitons, with $S^1$-symmetry, connecting the 3D cigar soliton. In this paper, we make the first initial progress and prove that the infinitesimal deformation at the 3D cigar soliton is non-essential. In Appendix A, we show that the 3D cigar soliton is the unique complete non-flat gradient steady Ricci soliton in dimension three that admits two commuting Killing vector fields.

1. Introduction

A complete Riemannian manifold $(M^n, g)$ is called a gradient steady Ricci soliton if there is a smooth function $f \in C^\infty(M)$ such that the Ricci curvature of $g$ is equal to the Hessian of $f$:

$$\text{(1.1)} \quad \text{Ric} = \nabla^2 f.$$ 

The function $f$ is called a potential function of $(M, g)$. Gradient steady Ricci solitons play an important role in the study of Hamilton’s Ricci flow and they often arise as Type II singularity models. They are also natural generalization of Ricci flat manifolds where $f$ is a constant function. It is well-known that any compact gradient steady Ricci soliton is necessarily Ricci flat (with a constant potential function). In the non-compact case, there exist examples of non-Ricci-flat gradient steady Ricci solitons. In [Ha1], R. Hamilton discovered the first example of a complete steady soliton $N^2 = (\mathbb{R}^2, ds^2)$, called the cigar soliton, that is diffeomorphic to $\mathbb{R}^2$ and has the length element

$$\text{(1.2)} \quad ds_N^2 = \frac{4(dx^2 + dy^2)}{1 + x^2 + y^2},$$

with potential function

$$f = \log(1 + x^2 + y^2).$$

The cigar soliton has positive curvature $R = e^{-f}$, achieving its maximum at the origin, and is asymptotic to a cylinder of finite circumference at infinity. Furthermore, in [Ha1], Hamilton showed the uniqueness result that a complete steady soliton on a two-dimensional manifold with bounded Gauss curvature that assumes its maximum at an origin is, up to scaling, isometric to the cigar soliton (see also [CC]).
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For $n \geq 3$, in [Bry] R. Bryant proved that there exists, up to scaling, a unique complete rotationally symmetric gradient steady Ricci soliton on $\mathbb{R}^n$. In dimension $n > 4$, there are other examples of steady Ricci solitons, see for example [Ca] and [DW]. In dimension three, S. Brendle showed that, as conjectured by Perelman in 2003, a complete non-flat $\kappa$-noncollapsed steady gradient Ricci soliton must be rotationally symmetric and therefore isometric to the Bryant soliton up to scaling, see [Br]. Thus, in dimension $n = 3$, it remains to understand $\kappa$-collapsed ones for all $\kappa > 0$.

The only example so far of a collapsed three-dimensional steady gradient Ricci soliton is $N^2 \times \mathbb{R}$, the product of cigar soliton $N^2$ and $\mathbb{R}$ with the product metric, referred as 3D cigar soliton in our paper. It admits two non-trivial commuting Killing vector fields: one generates the $S^1$-symmetry on the $N^2$-factor, and the other for the translation on the $\mathbb{R}$-factor. In this paper we consider deformations of the 3D cigar soliton. Note that deformation theory of Einstein metrics on compact manifolds was developed by N. Koiso in [Koi] and has been extended more recently to compact Ricci solitons by F. Podestà and A. Spiro in [PS]. In this paper we allow the underlying manifold to be non-compact.

Let $(M^n, g, f)$ be a gradient steady Ricci soliton. A deformation of $(M^n, g, f)$ is a one-parameter family of complete gradient steady Ricci solitons $(M^n(t), g(t), f(t))$ ($0 \leq t < \varepsilon$) such that $(M^n(0), g(0), f(0)) = (M^n, g, f)$. The infinitesimal deformation associated with the family $g(t)$ is defined by

\[ h = \frac{d}{dt} \bigg|_{t=0} g(t) \in C^\infty(S^2(T^*M)) \]

which is the first variation of the metric $g$ and defines a symmetric 2-tensor on $M$. The infinitesimal deformation $h$ associated with deformation $g(t)$ of $g$ is called non-essential if there exists a deformation $\tilde{g}(t)$ of $g$, not necessarily the same as $g(t)$, given by diffeomorphisms and scalings such that $h = \tilde{g}'(0)$. Otherwise it is called essential, see Definition 2.3.

In this paper we consider an important class of deformations of the 3D cigar soliton such that the following two conditions hold:

- the metric $g(t)$ admits a non-trivial Killing vector field for all $t \in [0, \varepsilon)$,
- the scalar curvature $R(t)$ of $g(t)$ attains its maximum at some point on $M(t)$ for each $t \in (0, \varepsilon)$.

These two conditions are referred as circle symmetry conditions. We believe the second one is a technical condition, possibly could be removed. Our main result is

**Theorem 1.1.** Let $(M(t), g(t), f(t))$ ($0 \leq t < \varepsilon$) be a deformation of the 3D cigar soliton $N^2 \times \mathbb{R}$ satisfying the circle symmetry conditions for all $t \in [0, \varepsilon)$. Then the associated infinitesimal deformation $h = g'(0)$ is non-essential.

**Remark 1.2.** R. Hamilton [Ha2] has conjectured that there should exist a family of three-dimensional complete collapsed positively curved gradient steady Ricci solitons with $S^1$-symmetry connecting the 3D cigar soliton. Our result indicates that, from the first variation point of view, it is non-trivial to prove the existence of such a family.

**Remark 1.3.** Since the 3D cigar soliton is non-compact, the support of $h$, i.e., the set where $h$ does not vanish, may not be compact. The variation $h$ is not assumed a priori to have any decay condition at infinity either.
The system of differential equations of the first variation $h$ on a gradient Ricci soliton is well-known, see for example, [CHI] and [CZ]. The circle symmetry conditions allow us to reduce the system to a single differential equation of the variation of the potential function. One of the main steps in the proof of Theorem 1.1 is to show the uniqueness of positive solutions $W$ to an elliptic partial differential equation $LW = 0$ on the upper-half plane with certain growth estimate, see Proposition 4.2. The equation $LW = 0$ can be viewed as $\Delta W = W$, the Laplace eigenfunction equation with eigenvalue one, on a certain Cartan-Hadamard surface $\Sigma^2$ conformal to the upper-half plane. In [CH] we determined the Martin compactification of $\Sigma^2$ with respect to the operator $L = \Delta - 1$ and, using the theory of Martin integral representation, we proved the uniqueness of positive solution with such growth estimate, see Theorem 2.5.

The paper is organized as follows. In Section 2, we collect basics of gradient steady Ricci solitons and recall the uniqueness result Theorem 2.5 proved in [CH]. The differential equations of the first variation at the 3D cigar soliton are derived in Section 3. In Section 4, we prove Theorem 1.1. Finally, in Appendix A, we show the uniqueness of the 3D cigar soliton among three-dimensional complete non-flat gradient steady Ricci solitons admitting two commuting Killing vector fields.
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2. Preliminaries

In this section we collect some basics of gradient steady Ricci solitons, the system of differential equations for the first variations of the metric and potential function. The detailed calculation of first variation can be found, for example, in [CHI] and [CZ]. Then we recall a uniqueness result in [CH] for positive eigenfunction on a negatively curved complete surface. It is used in the proof of Theorem 1.1.

The following result of three dimensional gradient steady Ricci solitons is well-known.

**Theorem 2.1.** Let $(M^3, g)$ be a complete nonflat gradient steady Ricci soliton. Then either

1. $M$ has positive sectional curvature, or
2. the universal cover $(\tilde{M}, \tilde{g})$ splits as $N^2 \times \mathbb{R}$, i.e., $\tilde{M}$ is isometric to the 3D cigar soliton.

**Proof.** From [CH Corollary 2.4], $M^3$ has non-negative sectional curvature. Since $R + |\nabla f|^2$ is a constant, $M$ has bounded curvature. The splitting of $\tilde{M} = (N^2, h) \times \mathbb{R}$ when $M$ does not have positive sectional curvature follows from [Sh Section 3], or see [Cetc Theorem A.54]. It follows that $(N^2, h)$ is also a nonflat gradient steady Ricci soliton and so it is isometric to Hamilton’s cigar soliton. □

Next, let us express the metric of the cigar soliton $N^2$ in coordinates adapted to the circle action. In polar coordinates $(\rho, \theta)$ on $\mathbb{R}^2$, the cigar soliton metric (1.2) can be expressed as
\begin{align}
\text{ds}_N^2 &= \frac{4}{1 + \rho^2} d\rho^2 + \frac{4\rho^2}{1 + \rho^2} d\theta^2. \\
\text{Set} \quad r &= \frac{2\rho}{\sqrt{1 + \rho^2}}, \\
\text{then, in terms of } (r, \theta), \text{ the metric } \text{ds}_N^2 \text{ can be further written as} \\
\text{ds}_N^2 &= \frac{16}{(4 - r^2)^2} dr^2 + r^2 d\theta^2.
\end{align}

We now recall the geometry of the 3D cigar soliton $N^2 \times \mathbb{R}$.

**Example 2.2.** The 3D cigar soliton $N^2 \times \mathbb{R}$ has length element of the form
\begin{equation}
(2.1) \quad \text{ds}^2 = \frac{16}{(4 - r^2)^2} dr^2 + dx^2 + r^2 d\theta^2
\end{equation}
and the potential function is given by
\begin{equation}
(2.2) \quad f = -\log(4 - r^2),
\end{equation}
with $(x^1, x^2, x^3) = (r, x, \theta) \in [0, 2) \times \mathbb{R} \times [0, 2\pi]$. Here we choose the coordinate $\theta$ such that $X = \partial_\theta$ is the non-trivial Killing vector field which generates the rotation, and $r$ is the length of $X$, i.e., $r^2 = g(X, X)$. The metric is normalized so that
\begin{equation}
(2.3) \quad \Delta f + |\nabla f|^2 = 1.
\end{equation}
The non-vanishing Christoffel symbols are given by
\begin{align}
\Gamma^1_{11} &= \frac{2r}{4 - r^2}, \quad \Gamma^1_{33} = -\frac{r(4 - r^2)^2}{16}, \quad \Gamma^3_{13} = \Gamma^3_{31} = \frac{1}{r}, \\
\text{and the nonzero Riemann curvature tensors are given by} \\
R_{1313} &= -R_{1331} = R_{3131} = -R_{3113} = \frac{2r^2}{4 - r^2}.
\end{align}

Next we consider deformations of gradient steady Ricci solitons. Suppose $(M^n, g, f)$ is a complete gradient steady Ricci soliton. A deformation of $(M, g, f)$ is a family of complete gradient steady Ricci solitons $(M^n(t), g(t), f(t))(0 \leq t < \varepsilon)$, satisfying
\begin{equation}
\text{Ric}_{g(t)} = \nabla^2 f(t),
\end{equation}
such that $(M^n(0), g(0), f(0)) = (M^n, g, f)$.

**Definition 2.3.** A steady Ricci soliton metric $g$ is called **non-deformable** if each deformation $g(t)$ of $g$ is given by diffeomorphisms and scalings, i.e., $g(t) = c(t)\varphi(t)^*(g)$ with $c(t) > 0$, $c(0) = 1$ and $\varphi(t)$ diffeomorphisms of $M$, $\varphi(0)$ the identity map. A symmetric 2-tensor $h \in C^\infty(S^2(T^*M))$ is called a **non-essential** infinitesimal deformation of $g$ if there exists a deformation $g(t)$ given by diffeomorphisms and scalings such that $h = \dot{g}^0(0)$. Otherwise $h$ is called an **essential** infinitesimal deformation.

We normalize each deformation so that
\begin{equation}
(2.4) \quad \Delta_t f(t) + |\nabla f(t)|^2_t = 1,
\end{equation}
where $\Delta_t$ and $|\cdot|_t$ are the Laplacian and norm with respect to the metric $g(t)$ respectively. Let
\begin{equation}
(2.5) \quad F(t) = e^{f(t)}.
\end{equation}
Then the normalization condition (2.4) is equivalent to
\[ \Delta_t F(t) = F(t). \]

Denote the first variations
\[ h = \frac{d}{dt}\bigg|_{t=0} g(t), \quad \delta f = \frac{d}{dt}\bigg|_{t=0} f(t), \]
\[ \delta \text{Ric} = \frac{d}{dt}\bigg|_{t=0} \text{Ric}(g(t)), \quad \delta \nabla^2 f = \frac{d}{dt}\bigg|_{t=0} \nabla^2 f(t). \]

We have the following

**Proposition 2.4.** The first variations \( h \) and \( \delta f \) satisfy the following equations,
\[ \Delta(h) + \nabla \nabla f h + 2Rm(h, \cdot) + 2\text{div}^* (\text{div} h + h(\nabla f, \cdot)) + 2\text{div}^* (\text{div} h) = 0, \]
\[ \Delta(\delta f) + \frac{1}{2} g(\nabla \text{tr} h, \nabla f) - \langle h, \nabla^2 f \rangle - \text{div} h(\nabla f) \]
\[ - h(\nabla f, \nabla f) + 2 g(\nabla f, \nabla \delta f) = 0. \]

**Proof.** Equation (2.7) follows from the equation \( \delta \text{Ric} = \delta \nabla^2 f \) and the first variation formulas of \( \text{Ric} \) and \( \nabla^2 f \). Equation (2.8) follows from the identity \( \delta \Delta f + \frac{1}{2} |\nabla f|^2 = 0 \) and the first variation formulas of \( \delta \Delta f \) and \( \delta |\nabla f|^2 \). See [CH] and [CZ], for example, for more details. \( \square \)

In [CH] we considered the non-negative eigenfunctions of the Laplace operator with eigenvalue one on the complete surface \( \Sigma^2 = (\mathbb{R} \times (0, \infty), ds^2) \) with
\[ ds^2 = \frac{e^{4y} + 10e^{2y} + 1}{4(e^{2y} - 1)^2} (dx^2 + dy^2), \]
where \((x, y) \in \mathbb{R} \times (0, \infty)\). The length element above defines a complete metric on \( \mathbb{R} \times (0, \infty) \). The Gauss curvature \( K = K(y) \) is negative, bounded below by \( -\frac{4}{y} \) with
\[ \lim_{y \to 0} K(y) = -\frac{4}{3} \quad \text{and} \quad \lim_{y \to \infty} K(y) = 0. \]

An eigenfunction \( W \) of the Laplace operator \( \Delta \Sigma \) on \( \Sigma^2 \) with eigenvalue one solves the following equation
\[ W_{xx} + W_{yy} - \frac{e^{4y} + 10e^{2y} + 1}{4(e^{2y} - 1)^2} W = 0. \]

In [CH] we proved the following uniqueness result.

**Theorem 2.5.** Let \( W = W(x, y) \) be a non-negative eigenfunction with eigenvalue one on \( \Sigma^2 \). Suppose that \( W \) vanishes on the boundary \( \{y = 0\} \) and satisfies the following inequality on \( \Sigma^2 \):
\[ \partial_y W - \frac{1}{2} \coth(y) W \geq 0. \]

Then either \( W = 0 \) or it is a positive constant multiple of
\[ W_0(x, y) = \frac{(e^y - 1)^2}{e^{4y} \sqrt{e^{2y} - 1}}. \]
Remark 2.6. In [CH] we determined the Martin compactification of $\Sigma^2$ with respect to the operator $\Delta_C - 1$ and the Martin kernel function at each boundary point. The function $W_0$ is the unique kernel function that satisfies the vanishing condition and the inequality in (2.11). The uniqueness of $W$ follows from the Martin integral representation of positive eigenfunctions.

3. First variation of the 3D cigar soliton

In this section we show that a three-dimensional gradient steady Ricci soliton satisfying the circle symmetry conditions admits a special coordinate system on an open dense subset such that the metric has the diagonal form. Then, using these coordinates, we reduce the system of differential equations of the first variation of 3D cigar soliton $N^2 \times \mathbb{R}$ to a single differential equation.

Proposition 3.1. Let $(M^3, g, f)$ be a simply connected gradient steady Ricci soliton. Suppose that the scalar curvature $R$ attains its maximum at $O \in M$ and the metric $g$ admits a non-trivial Killing vector field $X$. Then on an open dense subset $M_0 \subset M$, the length element can be written as

$$ds^2 = e^{2\alpha} \, dt^2 + e^{2\beta} \, dx^2 + r^2 \, d\theta^2. \tag{3.1}$$

Here $r^2 = g(X, X)$ with $X = \partial_\theta$, $x$ is another coordinate with $g(\partial_x, \partial_\theta) = 0$, and $\alpha, \beta$ are functions in $r$ and $x$.

Proof. First note that the statement holds for the 3D cigar soliton, see equation (2.1), and the Bryant soliton. In both cases, we can take $M_0 = M$.

If the metric $g$ is reducible, then it is isometric to the 3D cigar soliton. So we may assume that $(M, g)$ has positive sectional curvature $K_M > 0$ everywhere for the rest of the proof. Since $R$ attains its maximum at $O \in M$, we have

$$0 = g(\nabla R, \nabla f)(O) = -2\text{Ric} \, (\nabla f, \nabla f)(O)$$

and it follows that $O$ is a critical point of $f$. Since $\nabla^2 f = \text{Ric}$ is positive definite, $f$ is strictly convex and it follows that $O$ is the unique critical point of $f$ and $f(O)$ is the absolute minimum of $f$ on $M$. This also shows that $O$ is the unique critical point of $R$.

The Killing vector field $X$ generates a local isometric $S^1$-action and

$$r^2 = g(X, X) \geq 0.$$ 

Let $Z = \{ p \in M : X(p) = 0 \}$. It follows that $Z$ is the disjoint union of complete geodesics, see for example, [KO, Theorem 5.1]. Since the scalar curvature $R$ is invariant under the $S^1$-action, the origin $O$ is a fixed point, i.e., $O \in Z$. Let $\gamma(t)(t \in \mathbb{R})$ be the normal geodesic passing through the point $O$ with $\gamma(0) = O$.

Claim. $Z = \{ \gamma(t) : t \in \mathbb{R} \}$.

Since $\nabla^2 f = \text{Ric}$ is positive definite, the set $M^c = \{ p \in M : f(p) \leq c \}$ of $f$ is compact and strictly convex, see [BO, Proposition 2.1 and 2.5] or [CC, Proposition 2.1]. It follows that neither $\gamma([0, \infty))$ nor $\gamma((\infty, 0])$ can stay in an $M^c$ for some $c < \infty$ and thus $\gamma(\mathbb{R})$ intersects each $\partial M^c$ with $c > \min f$ at least at two points. Since $g$ is irreducible, we have $D_X f = 0$, see for example [PW], i.e., $f$ is invariant under the $S^1$-action and it induces an isometric action on the compact level surface $\partial M^c = \{ p \in M : f(p) = c \}$. The fixed point set of this induced action is $Z \cap \partial M^c$. 


that consists of isolated points. Since \( \partial \Sigma \) is diffeomorphic to the sphere \( S^2 \), the Euler characteristic is \( \chi(\partial \Sigma) = 2 \). On the other hand, \( \chi(\partial \Sigma) = 2 \) number of points in \( Z \cap \partial \Sigma \) so \( \gamma(t) \) intersects \( \partial \Sigma \) at exactly 2 points. Since \( \{\Sigma_i\}_{i=1}^{\infty} \) with \( \lim_{i \to \infty} c_i = \infty \) is an exhaustion of \( M \), there is no more geodesic in \( Z \). So we have proved the claim.

Let

\[
S = \{ p \in M : \nabla R \text{ and } \nabla f \text{ are parallel} \}
\]

It follows that \( S \) is a closed subset in \( M \). Note that \( S \neq \emptyset \) as for every \( c > \min f \), the set \( S \) contains the points on the level set \( \partial \Sigma \) where \( R \) restricted to \( \partial \Sigma \) achieves its extreme values. If \( S = \emptyset \), then \( R \) and \( f \) share the same level sets and \( (M, g) \) is isometric to the Bryant soliton, see [Gu]. So we assume that \( S \subseteq M \) and \( M_0 = M \setminus (S \cup Z) \) is open and dense. It follows that the orthogonal distribution \( \mathcal{D} \) of \( X \) on \( M_0 \) is integrable. Denote by \( \theta \in [0, 2\pi) \) the coordinate on the \( S^1 \)-orbit with \( X = \partial_\theta \). Choose the local isothermal coordinates \( \{u, v\} \) and then the metric \( g \) restricted to \( \mathcal{D} \) is conformal to the Euclidean metric. So the length element of \( g \) on \( M_0 \) can be written as

\[
ds^2 = e^{2w} (du^2 + dv^2) + r^2 d\theta^2
\]

for some \( w \), with \( w \) and \( r \) being functions in \( u, v \). In terms of the coordinates \( \{u, v, \theta\} \), we have the following vanishing Christoffel symbols:

\[
\Gamma^3_{11} = \Gamma^3_{12} = \Gamma^3_{21} = \Gamma^3_{22} = 0.
\]

It follows that the distribution \( \mathcal{D} \) is totally geodesic and \( X = \partial_\theta \) is an eigenvector field of \( \text{Ric} \). Note that

\[
\Gamma^1_{33} = -r e^{-2w} u \quad \text{and} \quad \Gamma^2_{33} = -r e^{-2w} v.
\]

So we have

\[
\nabla_3 \nabla_3 f = r e^{-2w} (ru u + rv v) = rg(\nabla f, \nabla r).
\]

Since \( \nabla_3 \nabla_3 f = R_{33} > 0 \) on \( M \), we have \( \nabla r \neq 0 \) on \( M_0 \) so that we can choose \( r \) as a coordinate function and \( x \) be another coordinate with \( g(\partial_r, \partial_x) = 0 \). The metric \( g \) then has the desired form in these coordinates \( \{r, x, \theta\} \).

In the following we consider deformations of the 3D cigar soliton \((M^3, g, f) = N^2 \times \mathbb{R} \). The metric \( g \) has the length element in equation (2.1). Denote \( \partial_r = \frac{\partial}{\partial r} \) and \( \partial_\theta = \frac{\partial}{\partial \theta} \) the vector fields. For a covariant 2-tensor \( h \), the covariant derivative is denoted by

\[
\nabla_i h_{jk} = \nabla h \left( \frac{\partial}{\partial x^i}, \frac{\partial}{\partial x^j}, \frac{\partial}{\partial x^k} \right),
\]

with \( \{x^1, x^2, x^3\} = \{r, x, \theta\} \), and other covariant derivatives are denoted similarly. The partial derivatives of smooth functions are denoted by, for example,

\[
v_r = \partial_r v, \quad v_{rr} = \partial^2_r v, \quad v_{rx} = \partial^2_r x v = \partial_r \partial_x v
\]

and so on for \( v \in C^\infty(M) \).

Let \((M^3(t), g(t), f(t))(0 \leq t < \varepsilon)\) be a deformation of the 3D cigar soliton \((M^3, g, f)\) satisfying the circle symmetry conditions. We normalize the metrics \( g(t) \) by rescaling if necessary such that

\[
\Delta_t f(t) + |\nabla f(t)|^2_t = 1.
\]
Proposition 3.2. Let $V = \delta F$ be the first variation of $F = e^f$ on the 3D cigar soliton. Then, the nonzero components of the first variation $h_{ij} = \delta g_{ij}$ are given by

$$h_{11} = \frac{32r}{4 + r^2} V_r - \frac{64r^2}{16 - r^4} V,$$

(3.4)

$$h_{22} = \frac{2r(4 - r^2)^2}{4 + r^2} V_r - \frac{2(4 - r^2)(4 + 3r^2)}{4 + r^2} V.$$

(3.5)

Moreover, $V(r, x)$ satisfies the equation $E(V) = 0$ with

$$E(V) = (r^2 + 4) \left[ (4 - r^2)^2 V_{rr} + 16 V_{xx} \right] - (5r^4 + 48r^2 - 16) \frac{V_r}{r}$$

(3.6)

$$+ 4 \left( r^4 + 16r^2 - 16 \right) V.$$

Remark 3.3. From the $S^1$-symmetry, $V(r, x)$ is an even function in $r$ and $V_r(0, x) = 0$ for any $x \in \mathbb{R}$.

Proof. Let $v = \delta f$, then we have

$$v = e^{-f} V = (4 - r^2) V.$$

From Proposition 3.1 the first variation $h_{ij}$ has two nonzero components

$$h_1(r, x) = h_{11} \quad \text{and} \quad h_2(r, x) = h_{22}.$$

For fixed $x$, the following length element

$$ds^2 = e^{2\alpha} dr^2 + r^2 d\theta^2$$

gives a smooth metric on the surface with \{r, \theta\}-coordinate. In particular, we have $e^{2\alpha(0, x)} = 1$, i.e., $g_{11}(t) = 1$ at $r = 0$. It follows that $h_{11}(0, x) = 0$. Let $Y = b(x) \partial_x$ be a smooth vector field. Since the Lie derivative $\mathcal{L}_Y g$ has the only nonzero component

$$\left( \mathcal{L}_{b(x) \partial_x} g \right)_{22} = 2b'(x),$$

we may assume that $h_2$ does not contain the summand a single variable function in $x$.

The covariant derivatives $\nabla_j h_{kl}$ have the following nonzero components

$$\nabla_1 h_{11} = \partial_r h_1 - \frac{4r}{4 - r^2} h_1 \quad \nabla_1 h_{22} = \partial_r h_2$$

$$\nabla_2 h_{11} = \partial_x h_1 \quad \nabla_2 h_{22} = \partial_x h_2$$

and

$$\nabla_3 h_{13} = \nabla_3 h_{31} = \frac{r(4 - r^2)^2}{16} h_1.$$
Since the metric $g$ is in the diagonal form, we only need the terms $\nabla_k \nabla_l h_{ij}$ with $k = l$ to compute $\Delta h_{ij}$. The nonzero components of $\nabla_k \nabla_k h_{ij}$'s are given by

\[
\nabla_1 \nabla_1 h_{11} = \partial_r^2 h_1 - \frac{10r}{4 - r^2} \partial_r h_1 - \frac{4(4 - 5r^2)}{(4 - r^2)^2} h_1 \\
\nabla_1 \nabla_1 h_{22} = \partial_r^2 h_2 - \frac{2r}{4 - r^2} \partial_r h_2 \\
\nabla_2 \nabla_2 h_{11} = \partial_r^2 h_1 \\
\nabla_2 \nabla_2 h_{22} = \partial_r^2 h_2 \\
\nabla_3 \nabla_3 h_{11} = \frac{r(4 - r^2)^2}{16} \partial_r h_1 - \frac{16 - r^4}{8} h_1 \\
\nabla_3 \nabla_3 h_{22} = \frac{r(4 - r^2)^2}{16} \partial_r h_2 \\
\nabla_3 \nabla_3 h_{33} = \frac{r^2(4 - r^2)^4}{128} h_1.
\]

It follows that $\Delta h_{ij}$ has the following nonzero components:

\[
\Delta h_{11} = \frac{(4 - r^2)^2}{16} \partial_r^2 h_1 + \frac{(4 - r^2)(4 - 11r^2)}{16r} \partial_r h_1 + \frac{11r^4 - 8r^2 - 16}{8r^2} h_1 \\
\Delta h_{22} = \frac{(4 - r^2)^2}{16} \partial_r^2 h_2 + \frac{(4 - r^2)(4 - 3r^2)}{16r} \partial_r h_2 \\
\Delta h_{33} = \frac{(4 - r^2)^4}{128} h_1.
\]

In the following we sketch the calculation of the nonzero components of other relevant tensors. Since

\[
\nabla f = \frac{r(4 - r^2)}{8} \partial_r,
\]

the nonzero components of $\nabla_{\nabla f} h$ are given by

\[
\nabla_{\nabla f} h_{11} = \frac{r(4 - r^2)}{8} \partial_r h_1 - \frac{r^2}{2} h_1 \\
\nabla_{\nabla f} h_{22} = \frac{r(4 - r^2)}{8} \partial_r h_2.
\]

The tensor $Rm(h, \cdot)$ has only one nonzero component,

\[
Rm(h, \cdot)_{33} = \frac{r^2(4 - r^2)^3}{128} h_1.
\]

The nonzero components of $\text{div}_- fh = \text{div} h + h(\nabla f, \cdot)$ are

\[
(\text{div}_- fh)_1 = \frac{(4 - r^2)^2}{16} \partial_r h_1 + \frac{(4 - r^2)(4 - 3r^2)}{16r} h_1 \\
(\text{div}_- fh)_2 = \partial_z h_2
\]
so the nonzero components of \( \omega = \text{div}^* (\text{div} h + h(\nabla f, \cdot)) \) are

\[
\begin{align*}
\omega_{11} &= -\frac{(4 - r^2)^2}{16} \partial_r^2 h_1 - \frac{(4 - r^2)(4 - 9r^2)}{16r} \partial_r h_1 + \frac{-15r^4 + 24r^2 + 16}{16r^2} h_1 \\
\omega_{12} = \omega_{21} &= -\frac{(4 - r^2)^2}{32} \partial_{r^2} h_1 - \frac{(4 - r^2)(4 - 3r^2)}{32r} \partial_r h_1 - \frac{1}{2} \partial_r^2 h_2 \\
\omega_{22} &= -\partial_r^2 h_2 \\
\omega_{33} &= -\frac{r(4 - r^2)^4}{256} \partial_r h_1 - \frac{(4 - r^2)^3(4 - 3r^2)}{256} h_1.
\end{align*}
\]

Let

\[
u(r, x) = \text{tr} h + 2v = \frac{(4 - r^2)^2}{16} h_1 + h_2 + v.
\]

The nonzero components of \( \nabla^2 (\text{tr} h + v) \) are given by

\[
\begin{align*}
\nabla_1 \nabla_1 u &= \partial_r^2 u - \frac{2r}{4 - r^2} \partial_r u \\
\nabla_1 \nabla_2 u &= \nabla_2 \nabla_1 u = \partial_{r^2} u \\
\nabla_2 \nabla_2 u &= \partial_r^2 u \\
\nabla_3 \nabla_3 u &= \frac{r(4 - r^2)^2}{16} \partial_r u.
\end{align*}
\]

Let \( E_{ij} \) be the components of the left hand side in equation (2.7). We have

\[
E_{13} = E_{23} = 0.
\]

The component \( E_{12} \) is given by

\[
E_{12} = E_{21} = 2\partial_r^2 v + \frac{r^4 - 16}{16r} \partial_r h_1.
\]

So equation \( E_{12} = 0 \) yields

\[
h_1 = \frac{32r}{16 - r^4} \partial_r v + A(r),
\]

where \( A(r) \) is an arbitrary function. The component \( E_{33} \) is given by

\[
E_{33} = \frac{r(4 - r^2)^2}{8} \partial_r v + \frac{r(4 - r^2)^2}{16} \partial_r h_2 - \frac{r(4 - r^2)^4}{256} \partial_r h_1 + \frac{r^2(4 - r^2)^3}{64} h_1.
\]

Equation \( E_{33} = 0 \) with the solution of \( h_1 \) in (3.8) yields

\[
h_2 = \frac{2r(4 - r^2)}{4 + r^2} \partial_r v - 2v + \frac{(4 - r^2)^2}{16} A(r).
\]

For the other two nonzero components we have

\[
\begin{align*}
E_{11} &= \frac{2r(4 - r^2)}{4 + r^2} v_{rr} + \frac{32r}{16 - r^2} v_{rxx} - \frac{2(5r^4 + 48r^2 - 16)}{(4 + r^2)^2} v_{rr} \\
&+ \frac{2(3r^6 + 48r^6 + 480r^4 - 768r^2 - 256)}{r(4 - r^2)(4 + r^2)^3} v_{r} \\
&+ \frac{(4 - r^2)^2}{16} A''(r) - \frac{(4 - r^2)(4 + 11r^2)}{16r} A'(r) + \frac{3r^2}{2} A(r),
\end{align*}
\]
and

\[ E_{22} = \frac{(4 - r^2)^3}{8(4 + r^2)} v_{rr} + \frac{2r(4 - r^2)}{4 + r^2} v_{xx} - \frac{(4 - r^2)^2(r^4 + 10r^2 - 8)}{2(4 + r^2)^2} v_{rr} + 2v_{xx} \]

\[ - \frac{r(4 - r^2)^2(r^2 + 4r + 12)(r^2 - 4r + 12)}{4(4 + r^2)^3} v_r \]

\[ + \frac{(4 - r^2)^4}{256} A''(r) + \frac{(4 - r^2)^3(4 - 9r^2)}{256r} A'(r) + \frac{(4 - r^2)^2(r^2 - 2)}{16} A(r). \]

So equation (2.7) is equivalent to \( E_{11} = E_{22} = 0. \)

A direct computation shows that the left hand side in equation (2.8) is given by

\[ B = \frac{(4 - r^2)^2}{16} v_{rr} + \frac{v_{xx} + \frac{16}{r^4} v_r}{16} - \frac{r(4 - r^2)^3}{256} \partial_r h_1 + \frac{r(4 - r^2)}{16} \partial_r h_2 - \frac{(4 - r^2)^3}{64} h_1. \]

Using the solutions of \( h_1 \) and \( h_2 \) in (3.8) and (3.10) it can be rewritten as

\[ B = \frac{(4 - r^2)^2}{16} v_{rr} + \frac{v_{xx} - \frac{16}{r^4}(4 - r^2)(4 + r^2 - 16)}{16(r^4 + 10r^2 - 8)} v_r - \frac{(4 - r^2)^2}{16} A(r). \]

One can solve \( v_r \) from the equation \( B = 0 \) and then substitute it into equations \( E_{11} = 0 \) and \( E_{22} = 0. \) It follows that

\[ A''(r) + \frac{8r^2(4 - 3r^2)}{(4 - r^2)^2(4 + r^2)} A'(r) = 0 \]

\[ A''(r) + \frac{16 - 9r^4}{r(6 - r^4)} A'(r) - \frac{16v^2}{16 - r^2} A(r) = 0. \]

Subtracting the two equations above yields

\[ (16 - r^4) A'(r) - 4r^3 A(r) = 0, \]

which has the solution

\[ A(r) = \frac{16A(0)}{16 - r^4}. \]

Since \( A(0) = h_1(0, x) = 0, \) we have \( A(r) = 0. \) The formulas of \( h_{11} \) and \( h_{22} \) follows from equations (3.8) and (3.10) of \( h_1 \) and \( h_2 \) using the function \( V. \) Equation \( E(V) = 0 \) follows from equation \( E = 0 \) in (3.13). This finishes the proof of Proposition 3.2. \( \square \)

**Proposition 3.4.** Let \( K_{ij} \) be the sectional curvature of the plane spanned by \( \partial_i \) and \( \partial_j. \) Then the first variations are given by

\[ \delta K_{12} = \frac{(4 - r^2)^3}{16(4 + r^2)} \left( 2V - (4 - r^2) \frac{V_r}{r} \right) \]

\[ \delta K_{23} = \frac{(4 - r^2)^2}{16(4 + r^2)} \left( -(4 - r^2)^2 V_{rr} + \frac{2r(4 - r^2)(3r^2 + 20)}{4 + r^2} V_r - \frac{2(3r^4 + 24r^2 - 16V)}{4 + r^2} \right) \]

\[ \delta K_{13} = \frac{(4 - r^2)^2}{16(4 + r^2)} \left( (4 - r^2)^2 V_{rr} - \frac{(4 - r^2)(9r^4 + 48r^2 - 16)}{4 + r^2} V_r + \frac{(4 - r^2)(16r^2 - 16)}{4 + r^2} V \right). \]

**Proof.** These identities follow from the first variation formula of Riemann tensors (see for example [Be], Theorem 1.174). We only compute \( \delta K_{12} \) here, as the other two formulas follow by a similar computation.
Since $R_{1212} = 0$, we have
\[ \delta K_{12} = g^{11} g^{22} \delta R_{1212} = \frac{(4 - r^2)^2}{16} \delta R_{1212}. \]

On the other hand,
\[
\delta R_{1212} = -\frac{1}{2} (\nabla^2 \nabla_2 h_{11} + \nabla_1 \nabla_1 h_{22}) \\
= -\frac{1}{2} \left( \frac{32r}{4 + r^2} Y_{xxx} - \frac{64r^2}{16 - r^4} Y_{xx} + \frac{2r(4 - r^2)^2}{4 + r^2} Y_{rrr} \\
- \frac{2(4 - r^2)(11r^4 + 72r^2 - 16)}{(4 + r^2)^2} Y_{rr} + \frac{4r(15r^6 + 172r^4 + 528r^2 - 704)}{(4 + r^2)^3} Y_r \\
- \frac{4(9r^8 + 96r^6 + 352r^4 - 1536r^2 + 256)}{(4 - r^2)(4 + r^2)^3} \right).
\]

Using the equation $E(V) = 0$, it can be simplified as
\[ \delta R_{1212} = -(4 - r^2)^2 \frac{V_r}{4 + r^2} + \frac{2(4 - r^2)}{4 + r^2} V. \]

Thus, we have
\[ \delta K_{12} = \frac{(4 - r^2)^3}{16(4 + r^2)} \left( 2V - (4 - r^2) \frac{V_r}{r} \right), \]
which gives the desired formula.

\[ \square \]

4. Proof of Theorem 1.1

In this section we derive the differential equation of the first variation of $K_{12}$, see Proposition 4.2, and then we prove our main result Theorem 1.1.

First we rewrite equation $E(V) = 0$ in Proposition 3.2 and the first variations $\delta K_{ij}$ in Proposition 3.4 using different variables. A useful method, called the Liouville transformation, in the second order differential equation eliminates the first order terms, see [Li]. For our equation $E(V) = 0$ the transformation is given by
\[ \xi = \log(2 + r) - \log(2 - r), \]
\[ Y(\xi, x) = \frac{2(4 - r^2) \sqrt{r(4 - r^2)} V(r, x)}{4 + r^2} \]
\[ = \frac{16\sqrt{2}e^{\frac{r}{2}}(e^{\xi} - 1)^{\frac{1}{2}}}{(e^{\xi} + 1)^{\frac{1}{2}}(e^{2\xi} + 1)} V(r, x). \]

Note that $\xi$ is the distance function in $r$-direction.

Proposition 4.1. The function $Y$ satisfies the following differential equation, which is equivalent to $E(V) = 0$,
\[ Y_{\xi\xi} + Y_{xx} - Q(\xi)Y = 0, \]
with
\[ Q(\xi) = \frac{e^{8\xi} - 36e^{6\xi} + 54e^{4\xi} - 36e^{2\xi} + 1}{4(e^{4\xi} - 1)^2}. \]
In addition, the first variations $\delta K_{ij}$’s in Proposition 3.2 are given by

$$
\begin{align*}
\delta K_{12} &= \frac{2\sqrt{2}e^{4\xi}}{(e^{2\xi} - 1)^{3/2}} \left( -Y_\xi - \frac{e^{4\xi} - 6e^{2\xi} + 1}{2(e^{4\xi} - 1)} Y \right), \\
\delta K_{23} &= \frac{\sqrt{2}e^{4\xi}}{(e^{2\xi} - 1)^{3/2}} \left( -Y_\xi \xi + \frac{4e^{2\xi} e^{8\xi} - 28e^{6\xi} + 6e^{4\xi} - 28e^{2\xi} + 1}{4(e^{4\xi} - 1)^2} Y \right),
\end{align*}
$$

and

$$
\begin{align*}
\delta K_{13} &= \frac{\sqrt{2}e^{4\xi}}{(e^{2\xi} - 1)^{3/2}} \left( -Y_\xi \xi + \frac{(e^{2\xi} - 1)^3}{(e^{2\xi} + 1)(e^{2\xi} + 1)} Y \xi \\
&\quad + \frac{3e^{8\xi} - 8e^{7\xi} - 36e^{6\xi} + 40e^{5\xi} - 14e^{4\xi} + 40e^{3\xi} - 36e^{2\xi} - 8e^{\xi} + 3}{4(e^{4\xi} - 1)^2} Y \right).
\end{align*}
$$

Next, we consider the function

$$
W(\xi, x) = -Y_\xi - \frac{e^{4\xi} - 6e^{2\xi} + 1}{2(e^{4\xi} - 1)} Y.
$$

In terms of the variables $r$ and $V$, it is given by

$$
W = \frac{\sqrt{7}(4 - r^2)^{3/2}}{2(4 + r^2)} \left( 2rV(r, x) - (4 - r^2)V_r \right).
$$

Proposition 4.2. $W(\xi, x)$ is non-negative and satisfies the following equation,

$$
\{ \begin{align*}
W_\xi + W_{xx} - P(\xi)W &= 0, \\
W(0, x) &= 0,
\end{align*} \}
$$

where the function $P$ is given by

$$
P(\xi) = \frac{e^{4\xi} + 10e^{2\xi} + 1}{4(e^{2\xi} - 1)^2}.
$$

Moreover, $W(\xi, x)$ is monotone increasing in $\xi$ and satisfies the inequality

$$
W_\xi = \frac{e^{2\xi} + 1}{2(e^{2\xi} - 1)} W \geq 0.
$$

Remark 4.3. On the surface $\Sigma^2 = \mathbb{R} \times (0, \infty)$ with the complete metric $ds^2$ given by (2.9), the Laplace operator has the form

$$
\Delta_\Sigma w = \frac{1}{P(\xi)} (w_{xx} + w_\xi).
$$

Note that here we use $\xi$ instead of $y$ for the second coordinate. Proposition 4.2 shows that $\Delta_\Sigma W = W$, i.e., $W$ is a non-negative eigenfunction with eigenvalue one.

Proof. Since $r = 0$ when $\xi = 0$, $W(0, x) = 0$ follows from the defining equation (4.6) of $W$ in terms of $V$ and $r$. The differential equation of $W(\xi, x)$ follows from the equation (4.7). On the 3D cigar soliton we have $K_{12} = K_{23} = 0$ and the deformed metric $g(t)$ with $t > 0$ has positive sectional curvatures, it follows that

$$
\delta K_{12} \geq 0 \quad \text{and} \quad \delta K_{23} \geq 0.
$$

Hence $W$ is a non-negative function. Note that from Proposition 4.1 we have

$$
W_\xi = \frac{e^{2\xi} + 1}{2(e^{2\xi} - 1)} W = 2\sqrt{2}e^{-\frac{1}{2}e^{2\xi} - 1} e^{\frac{1}{2}e^{2\xi} - 1} \delta K_{23} \geq 0.
$$
It gives us the inequality (4.9), and it also follows that $W(\xi, x)$ is monotone increasing in $\xi$. □

Remark 4.4. Let $L(W) = W_{\xi\xi} + W_{xx} - P(\xi)W$. In terms of variables $r$ and $V$, $L(W)$ contains the 3rd order partial derivatives $V_{rrr}$ and $V_{rxx}$. A direct computation shows that

$$-\frac{32(4 + r^2)^2}{\sqrt{r}(4 - r^2)^{3/2}}L(W) = \partial_r E(V) - \frac{16r}{16 - r^4}E(V)$$

where $E(V)$ is given in equation (3.6). However, vanishing of $L(W)$ does not necessarily imply $E(V) = 0$.

We now show that Theorem 2.5 implies Theorem 1.1.

Proof of Theorem 1.1. If $W = 0$, then from equation (4.6) we have

$$2rV - (4 - r^2)V_r = 0.$$ 

It follows that $\partial_r ((4 - r^2)V) = 0$, i.e., $(4 - r^2)V = A(x)$, a function in $x$. From the first variation $h_{ij} = \delta g_{ij}$ in Proposition 2.4 we have

$$h_{11} = 0$$

and

$$h_{22} = -2(4 - r^2)V = -2A(x).$$

It follows that $h_{ij} \in \text{Indiv}^+$ which generates diffeomorphisms of the 3D cigar soliton.

If $W \neq 0$, we may assume that $W = W_0$ as given in Theorem 2.5. In terms of coordinates $\{r, x\}$, we have

$$W(r, x) = \frac{\sqrt{2}r^2}{\sqrt{4 - r^2}}$$

Solving equation (4.6) for $V$ yields

$$(4.10) \quad V(r, x) = -\frac{8\sqrt{2}}{(4 - r^2)^2} - \frac{\sqrt{2}\log(4 - r^2)}{4 - r^2} + \frac{A(x)}{4 - r^2}$$

for some function $A(x)$. However, the solution above does not solve equation $E(V) = 0$ in Proposition 3.2 as

$$E(V(r, x)) = -\frac{16\sqrt{2}(4 + r^2)}{4 - r^2}.$$ 

This shows that the second case cannot occur and thus we finish the proof. □

Appendix A. Three dimensional gradient steady Ricci soliton with two Killing vector fields

Suppose that $(M^3, g)$ is a gradient steady Ricci soliton with two non-trivial Killing vector fields $X_1$ and $X_2$. If $X_1$ does not commute with $X_2$, then the Lie algebra of the isometric group contains $\mathfrak{so}(3)$, i.e., the orthogonal group $SO(3)$ acts on $M^3$ isometrically. It follows that $M^3$ is rotationally symmetric and hence isometric to the Bryant soliton.

Theorem A.1. Suppose that $(M^3, g)$ is a complete nonflat gradient steady Ricci soliton. If $M$ admits two non-trivial commuting Killing vector fields, then its universal cover is isometric to the 3D cigar soliton $N^2 \times \mathbb{R}$. 

We first show that there is an adapted coordinate system from the commuting Killing vector fields such that the metric has a simple form.

Lemma A.2. If in addition $(M^3, g)$ has positive sectional curvature, then on an open dense subset $M_0 \subset M$ the metric has the following length element
\begin{equation} \label{eq:A.1} \tag{A.1} \begin{split} ds^2 = y^2 [dt + (q(y) - \xi(x))dx]^2 + p^2 y \, dx^2 + \Omega^2(y)dy^2, \end{split} \end{equation}
where $p(y) \geq 0, \Omega(y) \geq 0, q(y)$ are function in $y$ and $\xi(x)$ is a function in $x$. Moreover the Killing vector fields are given by
$$X_1 = \partial_t \quad \text{and} \quad X_2 = \xi(x)\partial_t + \partial_x.$$ 

Proof. First we claim that any non-trivial Killing vector field cannot have constant length. Suppose not and $y^2 = |X|^2$ is a positive constant on $M$ and $X$ is a Killing vector field. From the gradient steady Ricci soliton we have
$$\text{Ric}(X, X) = \nabla^2 f(X, X) = g(\nabla X \nabla f, X) = D_X g(\nabla f, X) - g(\nabla f, \nabla X X).$$
Since $M^3$ is irreducible, we have $g(\nabla f, X) = 0$. On the other hand we have $\nabla_X X = -\frac{1}{2} \nabla (y^2) = 0$. It follows that $\text{Ric}(X, X) = 0$ that contradicts the assumption that $M$ has positive sectional curvature.

Denote $\mathcal{D}$ the integrable distribution spanned by the commuting Killing vector fields $X_1$ and $X_2$. Let $\{t, x\}$ be the local coordinates of the integral submanifold of $\mathcal{D}$ with $X_1 = \partial_t$. Denote $y^2 = g(X_1, X_1)$. Then we have $D_{X_1}y = 0$ and
$$2yD_{X_2}y = D_{X_2}g(X_1, X_1) = 2g(\nabla X_2 X_1, X_1) = 2g(\nabla X_1 X_2, X_1) = 0.$$ 
Here we used $\nabla X_1 X_2 = \nabla X_2 X_1$ as they commute. Since $y$ is not a constant function, the length element of the metric $g$ has the following form
$$ds^2 = y^2 (dt + A(x, y)dx)^2 + \frac{B^2(x, y)}{y^2} dx^2 + \Omega^2(x, y)dy^2.$$ 
Note that $B(x, y)dt dx$ is the area element of the surface with $\{t, x\}$-coordinates. Let
$$X_2 = \xi(t, x, y)\partial_t + \eta(t, x, y)\partial_x$$
be the second Killing vector field. If $\eta$ is the trivial function, then equation $\mathcal{L}_{X_2}g = 0$ implies that $\xi$ is a constant. So we assume that $\eta(t, x, y) \neq 0$. Since the Lie bracket is given by
$$[X_1, X_2] = \partial_t \xi \partial_t + \partial_t \eta \partial_x = 0$$
we have $\xi = \xi(x, y)$ and $\eta = \eta(x, y)$. The Lie derivative of the metric tensor has the following component
$$\mathcal{L}_{X_2} g_{33} = 2\eta \Omega \partial_x \Omega$$
that yields $\Omega = \Omega(y)$. We have $\partial_y \xi = -A(x, y)\partial_y \eta$ from
$$\mathcal{L}_{X_2} g_{13} = y^2 (\partial_y \xi + A(x, y)\partial_y \eta) = 0.$$ 
Then $\mathcal{L}_{X_2} g_{23}$ can be simplified as
$$\mathcal{L}_{X_2} g_{23} = \frac{B^2}{y^2} \partial_y \eta = 0.$$
that yields $\partial_y \eta = 0$ and $\partial_y \xi = 0$, i.e., $\xi = \xi(x)$ and $\eta = \eta(x)$. It follows that the nonzero components are given by

$$
\mathcal{L}_{X_2} g_{12} = \mathcal{L}_{X_2} g_{21} = y^2 \frac{\partial}{\partial x} (\xi(x) + A(x, y)\eta(x))
$$

$$
\mathcal{L}_{X_2} g_{22} - 2A(x, y)\mathcal{L}_{X_2} g_{12} = \frac{2B}{y^2} \frac{\partial}{\partial x} (B(x, y)\eta(x)).
$$

The vanishing of the two terms above implies that there exist functions $p = p(y)$ and $q = q(y)$ such that

$$
A(x, y) = \frac{q(y) - \xi(x)}{\eta(x)}
$$

$$
B(x, y) = \frac{p(y)}{\eta(x)}.
$$

It follows that the length element can be written as

$$
\mathrm{ds}^2 = y^2 \left(dt + \frac{q(y) - \xi(x)}{\eta(x)} dx\right)^2 + \frac{p^2(y)}{\eta'(x)} dx^2 + \Omega^2(y) dy^2.
$$

So we can reparametrize the $x$-coordinate such that $\eta = 1$ and then the metric has the length element as in the statement. □

**Proof of Theorem A.1**. By Theorem 2.1, it suffices to show that $(M, g)$ cannot have positive sectional curvature. Suppose not, then $M$ has the length element in (A.1) on an open dense subset by Lemma A.2. Since $D_{X_i} f = 0 (i = 1, 2)$ we have the potential function $f = f(y)$. Denote $f_{ij} = \nabla_i \nabla_j f$ the components of hessian of $f$ and then the non-vanishing $f_{ij}$’s are given by

$$
f_{11} = \frac{y}{\Omega^2} f'(y)
$$

$$
f_{12} = f_{21} = \frac{y f'(y)}{2 \Omega^2} (2q - 2\xi + yq'(y))
$$

$$
f_{22} = \frac{f'(y)}{\Omega^2} \left[y\xi' - (y^2 q'(y) + 2yq) \xi + yq^2 + y^2 qq'(y) + pp'(y)\right]
$$

$$
f_{33} = f''(y) - \frac{f'(y)\Omega'(y)}{\Omega}.
$$

It follows that

$$
f_{11} f_{22} - f_{12}^2 = -\frac{f'(y)^2}{4\Omega^4} (y^4 q'(y)^2 - 4ypp'(y)) .
$$

The sectional curvature $K_{12}$ of the plane spanned by $\{\partial_t, \partial_x\}$ is given by

$$
K_{12} = \frac{R_{1212}}{|\partial_t \wedge \partial_x|^2} = \frac{1}{4\Omega^2 |\partial_t \wedge \partial_x|^2} \left(y^4 q'(y)^2 - 4ypp'(y)\right) .
$$

Since $\nabla^2 f = \text{Ric} $ and $M$ has positive Ricci curvature, the hessian $\nabla^2 f$ is positive definite and thus $f_{11} f_{22} - f_{12}^2 > 0$. However, this contradicts the assumption that $K_{12} > 0$. □
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