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Abstract. This paper is concerned with the existence and uniqueness of invariant measures for infinite-dimensional stochastic delay lattice systems defined on the entire integer set. For Lipschitz drift and diffusion terms, we prove the existence of invariant measures of the systems by showing the tightness of a family of probability distributions of solutions in the space of continuous functions from a finite interval to an infinite-dimensional space, based on the idea of uniform tail-estimates, the technique of diadic division and the Arzela-Ascoli theorem. We also show the uniqueness of invariant measures when the Lipschitz coefficients of the nonlinear drift and diffusion terms are sufficiently small.

1. Introduction. This paper is concerned with invariant measures of the Ito stochastic delay lattice system defined on the integer set $\mathbb{Z}$:

$$
\begin{align*}
\frac{du_i(t)}{dt} & = (f_i(u_i(t-\rho)) + g_i)dt + \sum_{k=1}^{\infty} (h_{k,i} + \sigma_{k,i}(u_i(t)))dW_k(t), & t > 0,
\end{align*}
$$

with initial data

$$
u_i(s) = \xi_i(s), \quad s \in [-\rho, 0],
$$

where $u = (u_i)_{i \in \mathbb{Z}}$ is an unknown sequence, $\xi = (\xi_i)_{i \in \mathbb{Z}}$ is a given sequence, $\nu$, $\lambda$ and $\rho$ are positive constants, $g = (g_i)_{i \in \mathbb{Z}}$ and $h = (h_{k,i})_{k \in \mathbb{N}, i \in \mathbb{Z}}$ are given deterministic sequences in $\ell^2$, $f_i, \sigma_{k,i} : \mathbb{R} \to \mathbb{R}$ are Lipschitz continuous functions for all $i \in \mathbb{Z}$.
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and \( k \in \mathbb{N} \), and \((W_k)_{k \in \mathbb{N}}\) is a sequence of independent standard Wiener processes on a complete filtered probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, P)\) which satisfies the usual condition.

Lattice systems can be used as model equations to describe propagation of nerve pulses, pattern formation and electric circuits, see, e.g., [7, 20, 21, 26, 38, 40, 41]. The solutions and their long-term dynamics of deterministic lattice systems have been studied in [1, 2, 3, 17, 24, 25, 26, 34, 67] and [4, 8, 16, 18, 19, 39, 52, 60], respectively. The random dynamics of stochastic lattice equations have been recently examined in [5, 6, 14, 15, 32, 33, 35, 61, 62] and the references therein. In this paper, we will investigate the dynamics of the stochastic delay lattice systems.

The delay equations arise from many practical systems where the current states of the systems depend on their past history, such as a memory process and an animal growth process in biology, see, e.g., [29, 47, 48, 55]. The solutions of delay equations have been extensively studied in the literature, see, e.g., [30, 31, 36, 56, 57] for deterministic delay equations, and [11, 12, 13, 27, 28, 37, 46, 49, 50, 51, 54, 58, 59, 64, 65, 66] for stochastic delay equations. In particular, invariant measures of stochastic delay equations have been investigated in [11, 27, 37, 54, 58, 59, 66] and the references therein.

Notice that in all these papers, the existence of invariant measures was only studied for finite-dimensional stochastic delay equations defined on \( \mathbb{R}^n \), where the compactness of closed bounded subsets of \( \mathbb{R}^n \) play a key role for proving the tightness of a family of distribution laws of solutions. As far as the authors are aware, there is no result reported in the literature regarding the existence of invariant measures for infinite-dimensional stochastic delay equations. The purpose of the present paper is to study this problem, and prove the existence of invariant measures for the infinite-dimensional stochastic delay lattice system (1)-(2) in \( C([-\rho, 0], \ell^2) \), which is the space of \( \ell^2 \)-valued continuous functions on \([-\rho, 0]\) with uniform norm. To that end, we must establish the tightness of probability distributions of the segments of solutions in \( C([-\rho, 0], \ell^2) \) which is the main obstacle of the paper. This type of difficulty is quite similar to that of proving the tightness of distributions of solutions to stochastic PDEs defined on unbounded domains where the standard Sobolev embeddings are not compact (see, e.g., [9, 10, 23, 42, 43, 44, 45, 53, 63]).

In this paper, we will develop a method to prove the tightness of a family of distributions of solutions in \( C([-\rho, 0], \ell^2) \) by combining the idea of uniform tail-estimates, the technique of diadic division and the Arzela-Ascoli theorem. More precisely, we will first show that under certain conditions the tails of the segments of the solutions are uniformly small for all time, and then use the technique of diadic division to prove the equicontinuity of solutions in \( C([-\rho, 0], \ell^2) \). Finally, we establish the tightness of probability distributions of the segments of solutions in \( C([-\rho, 0], \ell^2) \) (see Lemma 4.2), and hence the existence of invariant measures for Lipschitz drift and diffusion terms (see Theorem 4.3). It is worth mentioning that if there is no delay (i.e., \( \rho = 0 \)), the existence of invariant measures of stochastic lattice system in \( \ell^2 \) was recently studied in [61, 62] where the uniform tail-estimates are sufficient to derive the tightness of distributions of solutions in \( \ell^2 \). However, for the delayed stochastic system (1)-(2) with \( \rho > 0 \), the uniform tail-estimates alone are not enough to establish the tightness of the distributions of solutions in the space \( C([-\rho, 0], \ell^2) \). In this case, we must also employ the technique of diadic division as well as the Arzela-Ascoli theorem to derive the desired compactness of a family of distributions of solutions.
This paper is organized as follows. In the next section, we discuss the existence and uniqueness of solutions to the stochastic delay lattice system (1)-(2). Section 3 is devoted to the uniform estimates of solutions including those estimates on the tails of the solutions. In Section 4, we prove the existence of invariant measures in $C([-\rho,0],\ell^2)$ for (1)-(2) with Lipschitz drift and diffusion terms. In the last section, we show the uniqueness of invariant measures under further conditions.

From now on, we denote the inner product and the norm of $\ell^2$ by $\langle \cdot, \cdot \rangle$ and $\| \cdot \|$, respectively. The norm of the space $C([-\rho,0],\ell^2)$ will be written as $\| \cdot \|_{C_{\rho}}$.

2. Well-Posedness of stochastic lattice systems. In this section, we discuss the well-posedness of the stochastic delay lattice system (1)-(2) in $\ell^2$. To that end, we first reformulate system (1)-(2) as an abstract equation in $\ell^2$.

For the given sequences $g = (g_i)_{i \in \mathbb{Z}}$ and $h = (h_{k,i})_{k \in \mathbb{N}, i \in \mathbb{Z}}$ in (1), we assume

$$
\|g\|^2 = \sum_{i \in \mathbb{Z}} |g_i|^2 < \infty \quad \text{and} \quad \|h\|^2 = \sum_{k \in \mathbb{N}} \sum_{i \in \mathbb{Z}} |h_{k,i}|^2 < \infty. 
$$

For the nonlinear delay term in (1), we assume that $f_i : \mathbb{R} \to \mathbb{R}$ is globally Lipschitz continuous uniformly with respect to $i \in \mathbb{Z}$; that is, there exists a constant $L_0 > 0$ such that

$$
|f_i(s_1) - f_i(s_2)| \leq L_0 |s_1 - s_2|, \quad \forall s_1, s_2 \in \mathbb{R} \text{ and } i \in \mathbb{Z}. 
$$

We further assume that $f_i : \mathbb{R} \to \mathbb{R}$ grows linearly; that is, for each $i \in \mathbb{Z}$, there exist positive numbers $\alpha_i$ and $\beta_0$ such that

$$
|f_i(s)| \leq \alpha_i + \beta_0 |s|, \quad \forall s \in \mathbb{R} \text{ and } i \in \mathbb{Z}, 
$$

where the sequence $(\alpha_i)_{i \in \mathbb{Z}}$ is in $\ell^2$.

Similarly, for the nonlinear diffusion in (1), we assume that $\sigma_{k,i} : \mathbb{R} \to \mathbb{R}$ is globally Lipschitz continuous uniformly with respect to $i \in \mathbb{Z}$; that is, for every $k \in \mathbb{N}$, there exists a constant $L_k > 0$ such that

$$
|\sigma_{k,i}(s_1) - \sigma_{k,i}(s_2)| \leq L_k |s_1 - s_2|, \quad \forall s_1, s_2 \in \mathbb{R}, \text{ and } i \in \mathbb{Z}, \text{ and } k \in \mathbb{N},
$$

where the sequence $(L_k)_{k \in \mathbb{N}}$ belongs to $\ell^2$. We also assume that $\sigma_{k,i} : \mathbb{R} \to \mathbb{R}$ grows linearly; that is, for each $k \in \mathbb{N}$ and $i \in \mathbb{Z}$, there exist positive numbers $\delta_{k,i}$ and $\beta_k$ such that

$$
|\sigma_{k,i}(s)| \leq \delta_{k,i} + \beta_k |s|, \quad \forall s \in \mathbb{R}, \text{ and } i \in \mathbb{Z},
$$

where both sequences $(\delta_{k,i})_{k \in \mathbb{N}, i \in \mathbb{Z}}$ and $(\beta_k)_{k \in \mathbb{N}}$ belong to $\ell^2$.

For convenience, we set

$$
\alpha = (\alpha_i)_{i \in \mathbb{Z}}, \quad L = (L_k)_{k \in \mathbb{N}}, \quad \beta = (\beta_k)_{k \in \mathbb{N}}, \quad \delta = (\delta_{k,i})_{k \in \mathbb{N}, i \in \mathbb{Z}},
$$

and

$$
\|\alpha\|^2 = \sum_{i \in \mathbb{Z}} |\alpha_i|^2, \quad \|L\|^2 = \sum_{k \in \mathbb{N}} |L_k|^2, \quad \|\beta\|^2 = \sum_{k \in \mathbb{N}} |\beta_k|^2, \quad \|\delta\|^2 = \sum_{k \in \mathbb{N}} \sum_{i \in \mathbb{Z}} |\delta_{k,i}|^2.
$$

In order to formulate the lattice system (1)-(2) as a differential equation in $\ell^2$, we write, for every $u = (u_i)_{i \in \mathbb{Z}} \in \ell^2$,

$$(Bu)_i = u_{i+1} - u_i, \quad (B^*u)_i = u_{i-1} - u_i, \quad i \in \mathbb{Z},$$

and

$$(Au)_i = -u_{i-1} + 2u_i - u_{i+1}, \quad i \in \mathbb{Z}.$$  

Note that $A = BB^* = B^*B$ and

$$(B^*u, v) = (u, Bv), \quad \text{for all } u, v \in \ell^2.$$
where $(\cdot, \cdot)$ is the inner product of $\ell^2$.

For every $u = (u_i)_{i \in \mathbb{Z}} \in \ell^2$, denote by $f(u) = (f_i(u_i))_{i \in \mathbb{Z}}$. By (4)-(5), one can verify that $f$ maps $\ell^2$ to $\ell^2$ and is globally Lipschitz continuous; more precisely, for all $u, v \in \ell^2$,

$$\|f(u)\|^2 \leq 2\|\alpha\|^2 + 2\beta^2\|u\|^2,$$

and

$$\|f(u) - f(v)\| \leq L_0\|u - v\|.$$  

Analogously, for each $k \in \mathbb{N}$ and each $u = (u_i)_{i \in \mathbb{Z}} \in \ell^2$, denote by $\sigma_k(u) = (\sigma_{k,i}(u_i))_{i \in \mathbb{Z}}$. Then by (6)-(7), one can get

$$\sum_{k \in \mathbb{N}} \|\sigma_k(u)\|^2 \leq 2\|\delta\|^2 + 2\|\beta\|^2\|u\|^2,$$

and

$$\sum_{k \in \mathbb{N}} \|\sigma_k(u) - \sigma_k(v)\|^2 \leq \|L\|^2\|u - v\|^2,$$

which implies that $\sigma_k : \ell^2 \to \ell^2$ is globally Lipschitz continuous for every $k \in \mathbb{N}$.

Then problem (1)-(2) can be reformulated as a stochastic delay equation in $\ell^2$ for $t > 0$:

$$du(t) + \nu Au(t)dt + \lambda u(t)dt = (f(u(t - \rho)) + g)dt + \sum_{k=1}^{\infty} (h_k + \sigma_k(u(t)))dW_k(t),$$

with initial condition

$$u(s) = \xi(s), \quad s \in [-\rho, 0].$$

From now on, we denote the segment of $u$ by $u_t$ which is defined by

$$u_t(s) = u(t + s) \quad \forall s \in [-\rho, 0].$$

The solutions of system (12)-(13) will be understood in the following sense.

**Definition 2.1.** Suppose $\xi \in L^2(\Omega, C([\rho, 0], \ell^2))$ is $\mathcal{F}_0$-measurable. Then a continuous $\ell^2$-valued stochastic process $u(t)$ with $t \in [-\rho, \infty)$ is called a solution of system (12)-(13) if $(u_t)_{t \geq 0}$ is $\mathcal{F}_t$-adapted, $u_0 = \xi$, $u \in L^2(\Omega, C([-\rho, T], \ell^2))$ for all $T > -\rho$, and for each $t \geq 0$,

$$u(t) + \nu \int_0^t A u(s)ds + \lambda \int_0^t u(s)ds$$

$$= \xi(0) + \int_0^t (f(u(s - \rho)) + g)ds + \sum_{k=1}^{\infty} \int_0^t (h_k + \sigma_k(u(s)))dW_k(s)$$

in $\ell^2$ for almost all $\omega \in \Omega$.

Similar to stochastic delay equations in $\mathbb{R}^n$ (see, e.g., [49, p. 150, Theorem 2.2]), under conditions (3)-(7), one can prove that for any $\mathcal{F}_0$-measurable $\xi \in L^2(\Omega, C([-\rho, 0], \ell^2))$, system (12)-(13) has a solution $u \in L^2(\Omega, C([-\rho, T], \ell^2))$ for every $T > -\rho$ in the sense of Definition 2.1. Furthermore, this solution is unique in the sense that if $v$ is any other solution of (12)-(13), then

$$P \{\{u(t) = v(t) \quad \text{for all} \quad t \geq -\rho\} \} = 1.$$  

Actually, for any initial time $t_0 \geq 0$ and any $\mathcal{F}_{t_0}$-measurable $\xi \in L^2(\Omega, C([-\rho, 0], \ell^2))$, system (12)-(13) has a unique solution defined for $t \in [t_0 - \rho, \infty)$.

For later purpose, we now establish the Lipschitz continuity of solutions of problem (12)-(13) with respect to initial data in $L^2(\Omega, C([-\rho, 0], \ell^2))$. 


Lemma 2.2. Suppose (3)-(7) hold, and \( \xi_1, \xi_2 \in L^2(\Omega, C([-\rho, 0], C^2)) \). If \( u(t, \xi_1) \) and \( u(t, \xi_2) \) are the solutions of system (12)-(13) with initial data \( \xi_1 \) and \( \xi_2 \), respectively, then for any \( t \geq 0 \),

\[
E \left( \sup_{-\rho \leq s \leq t} \|u(s, \xi_1) - u(s, \xi_2)\|^2 \right) \leq (1 + M_0 e^{M_0 t}) E(\|\xi_1 - \xi_2\|_{C^2}^2),
\]

where \( M_0 \) is a positive constant independent of \( t, \xi_1 \) and \( \xi_2 \).

Proof. By (12)-(13), we get, for all \( t \geq 0 \),

\[
\begin{align*}
u \int_0^t A(u(s, \xi_1) - u(s, \xi_2))ds \\
+ \lambda \int_0^t (u(s, \xi_1) - u(s, \xi_2))ds \\
= \xi_1(0) - \xi_2(0) + \int_0^t (f(u(s, -\rho, \xi_1)) - f(u(s, -\rho, \xi_2)))ds \\
+ \sum_{k=1}^{\infty} (\sigma_k(u(s, \xi_1)) - \sigma_k(u(s, \xi_2))) dW_k.
\end{align*}
\]

Applying Ito’s formula to (14) we obtain, for all \( t \geq 0 \),

\[
\begin{align*}
\|u(t, \xi_1) - u(t, \xi_2)\|^2 + 2\nu \int_0^t \|B(u(s, \xi_1) - u(s, \xi_2))\|^2 ds \\
+ 2\lambda \int_0^t \|u(s, \xi_1) - u(s, \xi_2)\|^2 ds \\
= \|\xi_1(0) - \xi_2(0)\|^2 \\
+ 2 \int_0^t (u(s, \xi_1) - u(s, \xi_2), f(u(s, -\rho, \xi_1)) - f(u(s, -\rho, \xi_2))) ds \\
+ \sum_{k=1}^{\infty} \int_0^t \|\sigma_k(u(s, \xi_1)) - \sigma_k(u(s, \xi_2))\|^2 ds \\
+ 2 \sum_{k=1}^{\infty} \int_0^t (u(s, \xi_1) - u(s, \xi_2), \sigma_k(u(s, \xi_1)) - \sigma_k(u(s, \xi_2))) dW_k,
\end{align*}
\]

which implies that for \( t \geq 0 \),

\[
\begin{align*}
& E \left( \sup_{0 \leq r \leq t} \|u(r, \xi_1) - u(r, \xi_2)\|^2 \right) \\
\leq & E(\|\xi_1 - \xi_2\|_{C^2}^2) \\
+ & 2E \left( \int_0^t \|u(s, \xi_1) - u(s, \xi_2)\| \|f(u(s, -\rho, \xi_1)) - f(u(s, -\rho, \xi_2))\| ds \right) \\
+ & E \left( \sum_{k=1}^{\infty} \int_0^t \|\sigma_k(u(s, \xi_1)) - \sigma_k(u(s, \xi_2))\|^2 ds \right) \\
+ & 2E \left( \sup_{0 \leq r \leq t} \sum_{k=1}^{\infty} \left| \int_0^r (u(s, \xi_1) - u(s, \xi_2), \sigma_k(u(s, \xi_1)) - \sigma_k(u(s, \xi_2))) dW_k \right| \right). \tag{16}
\end{align*}
\]
Next, we estimate the right-hand side of (16). For the second term, by (9) we get

\[ 2\mathbb{E} \left( \int_0^t \|u(s, \xi_1) - u(s, \xi_2)\| \|f(u(s - \rho, \xi_1)) - f(u(s - \rho, \xi_2))\| ds \right) \]
\[ \leq \mathbb{E} \left( \int_0^t \|u(s, \xi_1) - u(s, \xi_2)\|^2 ds \right) + \mathbb{E} \left( \int_0^t \|f(u(s - \rho, \xi_1)) - f(u(s - \rho, \xi_2))\|^2 ds \right) \]
\[ \leq \mathbb{E} \left( \int_0^t \|u(s, \xi_1) - u(s, \xi_2)\|^2 ds \right) + L_0^2 \mathbb{E} \left( \int_0^t \|f(u(s - \rho, \xi_1)) - f(u(s - \rho, \xi_2))\|^2 ds \right) \]
\[ \leq (1 + L_0^2) \left( \int_0^t \|u(s, \xi_1) - u(s, \xi_2)\|^2 ds \right) + L_0^2 \mathbb{E} \left( \|u(s - \rho, \xi_1) - u(s - \rho, \xi_2)\|^2 \right). \] (17)

For the third term on the right-hand side of (16), by (11) we have

\[ \mathbb{E} \left( \sum_{k=1}^{\infty} \int_0^t \|\sigma_k(u(s, \xi_1)) - \sigma_k(u(s, \xi_2))\|^2 ds \right) \]
\[ \leq \|L\|^2 \mathbb{E} \left( \int_0^t \|u(s, \xi_1) - u(s, \xi_2)\|^2 ds \right) \]
\[ \leq \|L\|^2 \int_0^t \mathbb{E} \left( \sup_{0 \leq r \leq s} \|u(r, \xi_1) - u(r, \xi_2)\|^2 \right) ds. \] (18)

For the last term on the right-hand side of (16), by the BDG inequality we get

\[ 2\mathbb{E} \left( \sup_{0 \leq r \leq t} \left| \sum_{k=1}^{\infty} \int_0^r (u(s, \xi_1) - u(s, \xi_2), \sigma_k(u(s, \xi_1)) - \sigma_k(u(s, \xi_2))) dW_k \right| \right) \]
\[ \leq c_1 \mathbb{E} \left( \left( \int_0^t \sum_{k=1}^{\infty} \|(u(s, \xi_1) - u(s, \xi_2), \sigma_k(u(s, \xi_1)) - \sigma_k(u(s, \xi_2)))\|^2 ds \right)^{\frac{1}{2}} \right) \]
\[ \leq c_1 \mathbb{E} \left( \left( \int_0^t \sum_{k=1}^{\infty} \|u(s, \xi_1) - u(s, \xi_2)\|^2 \|\sigma_k(u(s, \xi_1)) - \sigma_k(u(s, \xi_2))\|^2 ds \right)^{\frac{1}{2}} \right) \]
\[ \leq c_1 \mathbb{E} \left( \sup_{0 \leq s \leq t} \|u(s, \xi_1) - u(s, \xi_2)\| \left( \int_0^t \sum_{k=1}^{\infty} \|\sigma_k(u(s, \xi_1)) - \sigma_k(u(s, \xi_2))\|^2 ds \right)^{\frac{1}{2}} \right) \]
\[ \leq \frac{1}{2} \mathbb{E} \left( \sup_{0 \leq s \leq t} \|u(s, \xi_1) - u(s, \xi_2)\|^2 \right) + \frac{1}{2} c_1^2 \mathbb{E} \left( \sum_{k=1}^{\infty} \int_0^t \|\sigma_k(u(s, \xi_1)) - \sigma_k(u(s, \xi_2))\|^2 ds \right). \]

which along with (18) implies that

\[ 2\mathbb{E} \left( \sup_{0 \leq r \leq t} \left| \sum_{k=1}^{\infty} \int_0^r (u(s, \xi_1) - u(s, \xi_2), \sigma_k(u(s, \xi_1)) - \sigma_k(u(s, \xi_2))) dW_k \right| \right) \]
\[
\begin{align*}
\leq & \frac{1}{2} \mathbb{E} \left( \sup_{0 \leq r \leq t} \| u(r, \xi_1) - u(r, \xi_2) \|^2 \right) \\
& + \frac{1}{2} c_1^2 \| L \|^2 \int_0^t \mathbb{E} \left( \sup_{0 \leq r \leq s} \| u(r, \xi_1) - u(r, \xi_2) \|^2 \right) ds.
\end{align*}
\] (19)

It follows from (16)-(19) that for all \( t \geq 0 \),
\[
\begin{align*}
& \mathbb{E} \left( \sup_{0 \leq r \leq t} \| u(r, \xi_1) - u(r, \xi_2) \|^2 \right) \\
& \leq 2(1 + \rho L_0^2) \mathbb{E}(\| \xi_1 - \xi_2 \|_{C_p}^2) \\
& + 2 \left( 1 + L_0^2 + \| L \|^2 + \frac{1}{2} c_1^2 \| L \|^2 \right) \int_0^t \mathbb{E} \left( \sup_{0 \leq r \leq s} \| u(r, \xi_1) - u(r, \xi_2) \|^2 \right) ds.
\end{align*}
\] (20)

Applying the Gronwall inequality to (20), we obtain for all \( t \geq 0 \),
\[
\mathbb{E} \left( \sup_{0 \leq r \leq t} \| u(r, \xi_1) - u(r, \xi_2) \|^2 \right) \leq 2(1 + \rho L_0^2)e^{c_2 t} \mathbb{E}(\| \xi_1 - \xi_2 \|_{C_p}^2),
\]
where \( c_2 = 2 (1 + L_0^2 + \| L \|^2 + \frac{1}{2} c_1^2 \| L \|^2) \). This completes the proof. \( \Box \)

In the sequel, we assume that the constants \( \beta_0 \) and \( \beta \) in (8) and (10) are sufficiently small such that
\[
\lambda > 6 \beta_0 + 12 \| \beta \|^2.
\] (21)

By (21) one can verify that
\[
\lambda > \frac{4 \sqrt{2}}{3} \beta_0 + \frac{8}{3} \| \beta \|^2.
\] (22)

In addition, by (21) we get
\[
\lim_{\mu \to 0} \left( \mu + 24 \| \beta \|^2 + 2 \frac{4}{3} \beta_0 e^{\frac{1}{2} \mu \rho} - 2 \lambda \right) = 24 \| \beta \|^2 + 2 \frac{4}{3} \beta_0 - 2 \lambda < 0.
\] (23)

On the other hand, by (22) we obtain
\[
\lim_{\mu \to 0} \left( \mu + 2 \sqrt{2} \beta_0 e^{\frac{1}{2} \mu \rho} + 4 \| \beta \|^2 - \frac{3}{2} \lambda \right) = 2 \sqrt{2} \beta_0 + 4 \| \beta \|^2 - \frac{3}{2} \lambda < 0.
\] (24)

It follows from (23)-(24) that there exists a small number \( \mu > 0 \) such that
\[
\mu + 24 \| \beta \|^2 + 2 \frac{4}{3} \beta_0 e^{\frac{1}{2} \mu \rho} - 2 \lambda < 0 \quad \text{and} \quad \mu + 2 \sqrt{2} \beta_0 e^{\frac{1}{2} \mu \rho} + 4 \| \beta \|^2 - \frac{3}{2} \lambda < 0.
\] (25)

From now on, we fix such a \( \mu > 0 \) satisfying (25).

3. **Uniform estimates.** In this section, we derive uniform estimates of the solutions of problem (12)-(13) which are necessary for establishing the existence of invariant measures. In particular, we will show the tightness of a family of probability distributions of \( u_t \) in \( C([-\rho, 0], \ell^2) \).

We first discuss uniform estimates of solutions of problem (12)-(13) in \( L^2(\Omega, \ell^2) \) for all \( t \geq 0 \).

**Lemma 3.1.** Suppose (3)-(7) and (21) hold. If \( \xi \in L^2(\Omega, C([-\rho, 0], \ell^2)) \), then the solution \( u \) of (12)-(13) satisfies
\[
\sup_{t \geq -\rho} \mathbb{E}(\| u(t) \|^2) \leq M_1 \left( 1 + \mathbb{E}(\| \xi \|_{C_p}^2) \right)
\]
where \( M_1 \) is a positive constant independent of \( \xi \).
Proof. By (12) and Ito’s formula, we get for $t \geq 0$, 
\[
d(\|u(t)\|^2) + 2\nu\|Bu(t)\|^2 dt + 2\lambda\|u(t)\|^2 dt
= 2(u(t), f(u(t - \rho))) dt + 2(u(t), g) dt + \sum_{k=1}^{\infty} \|h_k + \sigma_k(u(t))\|^2 dt
+ 2 \sum_{k=1}^{\infty} (u(t), h_k + \sigma_k(u(t))) dW_k.
\] 
(26)

Let $\mu$ be the positive constant satisfying (25). Then we obtain from the above equality that for all $t \geq 0$, 
\[
e^{\mu t}\|u(t)\|^2 + 2\nu \int_{0}^{t} e^{\mu s} \|Bu(s)\|^2 ds
= \|\xi(0)\|^2 + (\mu - 2\lambda) \int_{0}^{t} e^{\mu s} \|u(s)\|^2 ds
+ 2 \int_{0}^{t} e^{\mu s}(u(s), f(u(s - \rho))) ds + 2 \int_{0}^{t} e^{\mu s}(u(s), g) ds
+ \sum_{k=1}^{\infty} \int_{0}^{t} e^{\mu s} \|h_k + \sigma_k(u(s))\|^2 ds + 2 \sum_{k=1}^{\infty} \int_{0}^{t} e^{\mu s}(u(s), h_k + \sigma_k(u(s))) dW_k.
\]

Taking the expectation, we obtain for $t \geq 0$, 
\[
e^{\mu t}\mathbb{E}(\|u(t)\|^2) + 2\nu \int_{0}^{t} e^{\mu s}\mathbb{E}(\|Bu(s)\|^2) ds
= \mathbb{E}(\|\xi(0)\|^2) + (\mu - 2\lambda) \int_{0}^{t} e^{\mu s}\mathbb{E}(\|u(s)\|^2) ds
+ 2 \int_{0}^{t} e^{\mu s}\mathbb{E}(u(s), f(u(s - \rho))) ds + 2 \int_{0}^{t} e^{\mu s}\mathbb{E}(u(s), g) ds
+ \sum_{k=1}^{\infty} \int_{0}^{t} e^{\mu s} (\|h_k + \sigma_k(u(s))\|^2) ds.
\] 
(27)

We now deal with the right-hand side of (27). For the nonlinear drift term on the right-hand side of (27), by (8) we have 
\[
2 \int_{0}^{t} e^{\mu s}\mathbb{E}(u(s), f(u(s - \rho))) ds
\leq 2 \int_{0}^{t} e^{\mu s}\mathbb{E}(\|u(s)\| \|f(u(s - \rho))\|) ds
\leq \sqrt{2}\beta_0 e^{\frac{\mu}{2}} \int_{0}^{t} e^{\mu s}\mathbb{E}(\|u(s)\|^2) ds + \frac{1}{\sqrt{2}\beta_0 e^{\frac{\mu}{2}}} \int_{0}^{t} e^{\mu s}\mathbb{E}(\|f(u(s - \rho))\|^2) ds
\leq \sqrt{2}\beta_0 e^{\frac{\mu}{2}} \int_{0}^{t} e^{\mu s}\mathbb{E}(\|u(s)\|^2) ds + \frac{\sqrt{2}\|\alpha\|^2}{\beta_0 e^{\frac{\mu}{2}}} \int_{0}^{t} e^{\mu s} ds
+ \frac{\sqrt{2}\beta_0}{e^{\frac{\mu}{2}}} \int_{0}^{t} e^{\mu s}\mathbb{E}(\|u(s - \rho)\|^2) ds
\]
\[
\begin{align*}
&\leq \sqrt{2} \beta_0 e^{1/\beta} \int_0^t e^{\mu s} \mathbb{E} (\|u(s)\|^2) ds + \frac{\sqrt{2} \|\alpha\|^2}{\beta_0 \mu e^{1/\beta}} e^{\mu t} \\
&\quad + \sqrt{2} \beta_0 e^{1/\beta} \int_{-\rho}^t e^{\mu s} \mathbb{E} (\|u(s)\|^2) ds \\
&\leq \sqrt{2} \beta_0 e^{1/\beta} \int_0^t e^{\mu s} \mathbb{E} (\|u(s)\|^2) ds + \frac{\sqrt{2} \|\alpha\|^2}{\beta_0 \mu e^{1/\beta}} e^{\mu t} \\
&\quad + \sqrt{2} \beta_0 e^{1/\beta} \int_0^t e^{\mu s} \mathbb{E} (\|u(s)\|^2) ds + \sqrt{2} \beta_0 e^{1/\beta} \int_0^t e^{\mu s} \mathbb{E} (\|u(s)\|^2) ds \\
&\leq 2 \sqrt{2} \beta_0 e^{1/\beta} \int_0^t e^{\mu s} \mathbb{E} (\|u(s)\|^2) ds + \frac{\sqrt{2} \|\alpha\|^2}{\beta_0 \mu e^{1/\beta}} e^{\mu t} \\
&\quad + \sqrt{2} \beta_0 e^{1/\beta} \mathbb{P} (\xi_C^2). 
\end{align*}
\]

By Young’s inequality, we get
\[
2 \int_0^t e^{\mu s} \mathbb{E} (u(s), g) ds \leq \frac{1}{2} \lambda \int_0^t e^{\mu s} \mathbb{E} (\|u(s)\|^2) ds + \frac{2}{\lambda \mu} \|g\|^2 e^{\mu t}.
\]

For the last term on the right-hand side of (27), by (10) we obtain
\[
\sum_{k=1}^{\infty} \int_0^t e^{\mu s} \mathbb{E} (\|h_k + \sigma_k (u(s))\|^2) ds \\
\leq \sum_{k=1}^{\infty} \int_0^t e^{\mu s} \mathbb{E} (2 \|h_k\|^2 + 2 \|\sigma_k (u(s))\|^2) ds \\
\leq 2 \sum_{k=1}^{\infty} \int_0^t e^{\mu s} \mathbb{E} (\|h_k\|^2) ds + 2 \sum_{k=1}^{\infty} \int_0^t e^{\mu s} \mathbb{E} (\|\sigma_k (u(s))\|^2) ds \\
\leq \frac{2}{\mu} \sum_{k=1}^{\infty} \|h_k\|^2 e^{\mu t} + 4 \int_0^t e^{\mu s} \mathbb{E} (\|\beta\|^2 + \|\beta\|^2 \|u(s)\|^2) ds \\
\leq \frac{2}{\mu} \left( \sum_{k=1}^{\infty} \|h_k\|^2 + 2 \|\beta\|^2 \right) e^{\mu t} + 4 \|\beta\|^2 \int_0^t e^{\mu s} \mathbb{E} (\|u(s)\|^2) ds.
\]

It follows from (27)-(30) that, for \( t \geq 0 \),
\[
e^{\mu t} \mathbb{E} (\|u(t)\|^2) \leq (1 + \sqrt{2} \beta_0 e^{1/\beta}) \mathbb{E} (\|\xi\|^2) \\
+ \left( \mu + 2 \sqrt{2} \beta_0 e^{1/\beta} + 4 \|\beta\|^2 \right) \int_0^t e^{\mu s} \mathbb{E} (\|u(s)\|^2) ds \\
+ \left( \frac{\sqrt{2} \|\alpha\|^2}{\beta_0 e^{1/\beta}} + \frac{2}{\lambda} \|g\|^2 + 2 \sum_{k=1}^{\infty} \|h_k\|^2 + 4 \|\delta\|^2 \right) \frac{1}{\mu} e^{\mu t},
\]

which along with (25) shows that for all \( t \geq 0 \),
\[
\mathbb{E} (\|u(t)\|^2) \leq (1 + \sqrt{2} \beta_0 e^{1/\beta}) \mathbb{E} (\|\xi\|^2) e^{-\mu t} \\
+ \mu^{-1} \left( \frac{\sqrt{2} \|\alpha\|^2}{\beta_0 e^{1/\beta}} + \frac{2}{\lambda} \|g\|^2 + 2 \sum_{k=1}^{\infty} \|h_k\|^2 + 4 \|\delta\|^2 \right),
\]

Then the desired estimates follow from (31) and the fact that \( \sup_{-\rho \leq s \leq 0} \mathbb{E} (\|u(s)\|^2) \leq \mathbb{E} (\|\xi\|^2) \).
Lemma 3.2. Suppose (3)-(7) and (21) hold. If \( \xi \in L^4(\Omega, C([-\rho, 0], \ell^2)) \), then the solution \( u \) of (12)-(13) satisfies,

\[
\sup_{t \geq -\rho} \mathbb{E}(\|u(t)\|^4) \leq M_2 \left( 1 + \mathbb{E}(\|\xi\|_{L^4}^4) \right)
\]

where \( M_2 \) is a positive constant independent of \( \xi \).

Proof. Given \( n \in \mathbb{N} \), define a stopping time \( \tau_n \) by

\[
\tau_n = \inf\{ t \geq 0 : \|u(t)\| > n \},
\]

and \( \tau_n = +\infty \) if the set \( \{ t \geq 0 : \|u(t)\| > n \} = \emptyset \). Then by the continuity of solutions, we have

\[
\lim_{n \to \infty} \tau_n = +\infty.
\]

By (26) and Ito’s formula, we get for all \( t \geq 0 \),

\[
\begin{align*}
&d(\|u(t)\|^4) + 4\nu\|u(t)\|^2\|Bu(t)\|^2dt + 4\lambda\|u(t)\|^4dt \\
= &4\|u(t)\|^2(u(t), f(u(t) - \rho))dt + 4\|u(t)\|^2(u(t), g)dt \\
&+ 2\|u(t)\|^2 \sum_{k=1}^{\infty} \|h_k + \sigma_k(u(t))\|^2dt + 4\sum_{k=1}^{\infty} [(u(t), h_k + \sigma_k(u(t))]^2dt \\
&+ 4\sum_{k=1}^{\infty} \|u(t)\|^2(u(t), h_k + \sigma_k(u(t)))dW_k.
\end{align*}
\]

Let \( \mu \) be the positive number satisfying (25). Then by (32) we get

\[
\begin{align*}
&\mathbb{E}(\mu(t \wedge \tau_n)^4) + 4\nu\int_0^{t \wedge \tau_n} \mathbb{E}(u(s))\|Bu(s)\|^2 ds \\
= &\mathbb{E}(\xi(0)^4) + (\mu - 4\lambda)\int_0^{t \wedge \tau_n} \mathbb{E}(u(s))\|Bu(s)\|^2 ds + 4\int_0^{t \wedge \tau_n} \mathbb{E}(u(s), f(u(s) - \rho)) ds \\
&+ 4\int_0^{t \wedge \tau_n} \mathbb{E}(u(s), g) ds + 2\sum_{k=1}^{\infty} \int_0^{t \wedge \tau_n} \mathbb{E}(u(s))\|h_k + \sigma_k(u(s))\|^2 ds \\
&+ 4\sum_{k=1}^{\infty} \int_0^{t \wedge \tau_n} \mathbb{E}(u(s), h_k + \sigma_k(u(s)))^2 ds \\
&+ 4\sum_{k=1}^{\infty} \int_0^{t \wedge \tau_n} \mathbb{E}(u(s))^2(u(s), h_k + \sigma_k(u(s)))dW_k,
\end{align*}
\]

which implies that for all \( t \geq 0 \),

\[
\mathbb{E}(\mu(t \wedge \tau_n)^4) + 4\nu\mathbb{E}\left( \int_0^{t \wedge \tau_n} \mathbb{E}(u(s))^2\|Bu(s)\|^2 ds \right)
\]
For the last term on the right-hand side of (35) we have
\[ = \mathbb{E}(\|\xi(0)\|^4) + (\mu - 4\lambda)\mathbb{E} \left( \int_0^{t \wedge \tau_n} e^{\mu s} \|u(s)\|^4 ds \right) \]
\[ + 4\mathbb{E} \left( \int_0^{t \wedge \tau_n} e^{\mu s} \|u(s)\|^2 (u(s), f(u(s - \rho))) ds \right) \]
\[ + 4\mathbb{E} \left( \int_0^{t \wedge \tau_n} e^{\mu s} \|u(s)\|^2 (u(s), g) ds \right) \]
\[ + 2\mathbb{E} \left( \sum_{k=1}^{\infty} \int_0^{t \wedge \tau_n} e^{\mu s} \|u(s)\|^2 \|h_k + \sigma_k(u(s))\|^2 ds \right) \]
\[ + 4\mathbb{E} \left( \sum_{k=1}^{\infty} \int_0^{t \wedge \tau_n} e^{\mu s} \|(u(s), h_k + \sigma_k(u(s)))\|^2 ds \right). \]

We now estimate the right-hand side of (33). Note that Young’s inequality implies
\[ a^3 b \leq \varepsilon a^4 + \varepsilon a^4 + \frac{27}{256\varepsilon^3} b^4, \quad \text{for all} \quad a \geq 0, \quad b \geq 0 \quad \text{and} \quad \varepsilon > 0. \] (34)

By (8) and (34), for the third term on the right-hand side of (33) we have
\[ \leq 6^{\frac{3}{4}} \beta_0 e^{\frac{1}{4} \mu \rho} \mathbb{E} \left( \int_0^{t \wedge \tau_n} e^{\mu s} \|u(s)\|^4 ds \right) \]
\[ \leq 6^{\frac{3}{4}} \beta_0 e^{\frac{1}{4} \mu \rho} \mathbb{E} \left( \int_0^{t \wedge \tau_n} e^{\mu s} \|f(u(s - \rho))\|^4 ds \right) \]
\[ \leq 6^{\frac{3}{4}} \beta_0 e^{\frac{1}{4} \mu \rho} \mathbb{E} \left( \int_0^{t \wedge \tau_n} e^{\mu s} (8\|\alpha\|^4 + 8\beta_0^4\|u(s - \rho)\|^4) ds \right) \]
\[ \leq 6^{\frac{3}{4}} \beta_0 e^{\frac{1}{4} \mu \rho} \mathbb{E} \left( \int_0^{t \wedge \tau_n} e^{\mu s} \|u(s)\|^4 ds \right) + 6^{\frac{3}{4}} \beta_0 e^{-\frac{3}{4} \mu \rho} \|\alpha\|^4 \mu^{-1} e^\mu \]
\[ + 6^{\frac{3}{4}} \beta_0 e^{\frac{1}{4} \mu \rho} \mathbb{E} \left( \int_0^{t \wedge \tau_n} e^{\mu s} \|u(s - \rho)\|^4 ds \right). \] (35)

For the last term on the right-hand side of (35) we have
\[ 6^{\frac{3}{4}} \beta_0 e^{-\frac{3}{4} \mu \rho} \mathbb{E} \left( \int_0^{t \wedge \tau_n} e^{\mu s} \|u(s - \rho)\|^4 ds \right) \]
\[ = 6^{\frac{3}{4}} \beta_0 e^{\frac{1}{4} \mu \rho} \mathbb{E} \left( \int_{-\rho}^{t \wedge \tau_n} e^{\mu s} \|u(s)\|^4 ds \right) \]
\[ \leq 6^{\frac{3}{4}} \beta_0 e^{\frac{1}{4} \mu \rho} \int_{-\rho}^{0} e^{\mu s} \left( \|\xi(s)\|^4 \right) ds + 6^{\frac{3}{4}} \beta_0 e^{2 \mu \rho} \mathbb{E} \left( \int_0^{t \wedge \tau_n} e^{\mu s} \|u(s)\|^4 ds \right) \]
\[ \leq 6^{\frac{3}{4}} \beta_0 e^{2 \mu \rho} \mathbb{E}(\|\xi\|^4_{C_{\tau_n}}) + 6^{\frac{3}{4}} \beta_0 e^{\frac{1}{2} \mu \rho} \mathbb{E} \left( \int_0^{t \wedge \tau_n} e^{\mu s} \|u(s)\|^4 ds \right) \]
which together with (35) shows that

\[
4E\left(\int_0^{t\wedge\tau_n} e^{\mu s} \|u(s)\|^2 (u(s), f(u(s - \rho))) ds\right) \\
\leq 2 \times 34.5 \beta_0 e^{\frac{1}{2} \mu t} E\left(\int_0^{t\wedge\tau_n} e^{\mu s} \|u(s)\|^4 ds\right) \\
+ 6 \beta_0^{-\frac{4}{3}} e^{-\frac{2}{3} \mu t} \|\alpha\|^4 \mu^{-1} e^{\mu t} + 6 \beta_0 e^{\frac{1}{2} \rho t} E\left(\|\xi\|^4\right). \tag{36}
\]

By (34), for the fourth term on the right-hand side of (33), we have

\[
4E\left(\int_0^{t\wedge\tau_n} e^{\mu s} \|u(s)\|^2 (u(s), g) ds\right) \\
\leq 4E\left(\int_0^{t\wedge\tau_n} e^{\mu s} \|u(s)\|^3 \|g\| ds\right) \\
\leq E\left(\int_0^{t\wedge\tau_n} e^{\mu s} (\lambda \|u(s)\|^4 + 27 \lambda^{-3} \|g\|^4) ds\right) \\
\leq \lambda E\left(\int_0^{t\wedge\tau_n} e^{\mu s} \|u(s)\|^4 ds\right) + 27 \lambda^{-3} \mu^{-1} \|g\|^4 e^{\mu t}. \tag{37}
\]

For the last two terms on the right-hand side of (33), by (10) we get

\[
2E\left(\sum_{k=1}^{\infty} \int_0^{t\wedge\tau_n} e^{\mu s} \|u(s)\|^2 \|h_k + \sigma_k(u(s))\|^2 ds\right) \\
+ 4E\left(\sum_{k=1}^{\infty} \int_0^{t\wedge\tau_n} e^{\mu s} \|h_k + \sigma_k(u(s))\|^2 ds\right) \\
\leq 6E\left(\sum_{k=1}^{\infty} \int_0^{t\wedge\tau_n} e^{\mu s} \|u(s)\|^2 \|h_k + \sigma_k(u(s))\|^2 ds\right) \\
\leq E\left(\int_0^{t\wedge\tau_n} e^{\mu s} \|u(s)\|^2 \left(12 \sum_{k=1}^{\infty} \|h_k\|^2 + 24 \|\delta\|^2 + 24 \|\|u(s)\|^2\|\right) ds\right) \\
\leq E\left(\int_0^{t\wedge\tau_n} e^{\mu s} \|u(s)\|^2 \left(12 \sum_{k=1}^{\infty} \|h_k\|^2 + 24 \|\delta\|^2\right) ds\right) \\
+ 24 \|\beta\|^2 E\left(\int_0^{t\wedge\tau_n} e^{\mu s} \|u(s)\|^4 ds\right) \\
\leq E\left(\int_0^{t\wedge\tau_n} e^{\mu s} (\lambda \|u(s)\|^4 + \frac{1}{4} \lambda^{-1} (12 \sum_{k=1}^{\infty} \|h_k\|^2 + 24 \|\delta\|^2)^2) ds\right) \\
+ 24 \|\beta\|^2 E\left(\int_0^{t\wedge\tau_n} e^{\mu s} \|u(s)\|^4 ds\right) \\
\leq (\lambda + 24 \|\beta\|^2) E\left(\int_0^{t\wedge\tau_n} e^{\mu s} \|u(s)\|^4 ds\right) \\
+ 36 \lambda^{-1} \mu^{-1} \sum_{k=1}^{\infty} \|h_k\|^2 + 2 \|\delta\|^2 e^{\mu t}. \tag{38}
\]
It follows from (33) and (36)-(38) that for all $t \geq 0$,
\[
\mathbb{E}\left(e^{\mu(t \wedge \tau_\nu)}\|u(t \wedge \tau_\nu)\|^4\right) \leq \left(1 + 6^2 \beta_0 \rho \frac{1}{4} \mu \rho\right) \mathbb{E}(\|\xi\|^4_{C_\nu}) + \left(\mu + 24\|\beta\|^2 + 2^2 3^2 \beta_0 e^{\frac{1}{4} \mu \rho} - 2\lambda\right) \mathbb{E}\left(\int_0^{t \wedge \tau_\nu} e^{\mu s} \|u(s)\|^4 ds\right)
\]
\[
+ \mu e^{\mu t} \left(6^2 \beta_0^{-3} e^{-\frac{3}{4} \mu \rho}\|\alpha\|^4 + 27\lambda^{-3}\|g\|^4 + 36\lambda^{-1}\sum_{k=1}^{\infty} \|h_k\|^2 + 2\|\delta\|^2\right)^2.
\]
By (25) we get from the above inequality that for all $t \geq 0$,
\[
\mathbb{E}\left(e^{\mu(t \wedge \tau_\nu)}\|u(t \wedge \tau_\nu)\|^4\right) \leq \left(1 + 6^2 \beta_0 \rho \frac{1}{4} \mu \rho\right) \mathbb{E}(\|\xi\|^4_{C_\nu})
\]
\[
+ \mu e^{\mu t} \left(6^2 \beta_0^{-3} e^{-\frac{3}{4} \mu \rho}\|\alpha\|^4 + 27\lambda^{-3}\|g\|^4 + 36\lambda^{-1}\sum_{k=1}^{\infty} \|h_k\|^2 + 2\|\delta\|^2\right)^2.
\]
Letting $n \to \infty$, we obtain from (39) that for all $t \geq 0$,
\[
e^{\mu t} \mathbb{E}\left(\|u(t)\|^4\right) \leq \left(1 + 6^2 \beta_0 \rho \frac{1}{4} \mu \rho\right) \mathbb{E}(\|\xi\|^4_{C_\nu})
\]
\[
+ \mu e^{\mu t} \left(6^2 \beta_0^{-3} e^{-\frac{3}{4} \mu \rho}\|\alpha\|^4 + 27\lambda^{-3}\|g\|^4 + 36\lambda^{-1}\sum_{k=1}^{\infty} \|h_k\|^2 + 2\|\delta\|^2\right)^2,
\]
and hence for all $t \geq 0$,
\[
\mathbb{E}\left(\|u(t)\|^4\right) \leq \left(1 + 6^2 \beta_0 \rho \frac{1}{4} \mu \rho\right) e^{-\mu t} \mathbb{E}(\|\xi\|^4_{C_\nu})
\]
\[
+ \mu^{-1} \left(6^2 \beta_0^{-3} e^{-\frac{3}{4} \mu \rho}\|\alpha\|^4 + 27\lambda^{-3}\|g\|^4 + 36\lambda^{-1}\sum_{k=1}^{\infty} \|h_k\|^2 + 2\|\delta\|^2\right)^2.
\]
Note that for all $t \in [-\rho, 0]$,\n\[
\mathbb{E}(\|u(t)\|^4) \leq \mathbb{E}(\|\xi\|^4_{C_\nu}),
\]
which along with (40) concludes the proof. \hfill \Box

Lemma 3.3. Suppose (3)-(7) and (21) hold. If $\xi \in L^4(\Omega, C([-\rho, 0], \ell^2))$, then the solution $u$ of (12)-(13) satisfies, for any $t > r \geq 0$,
\[
\mathbb{E}(\|u(t) - u(r)\|^4) \leq M_3(|t - r|^2 + |t - r|^4),
\]
where $M_3$ is a positive constant depending on $\xi$, but independent of $t$ and $r$.

Proof. It follows from (12) that for $t > r \geq 0$,
\[
u (u(t) - u(r)) = - \nu \int_r^t A u(s) ds - \lambda \int_r^t u(s) ds + \int_r^t (f(u(s - \rho)) + g) ds
\]
\[
+ \sum_{k=1}^{\infty} \int_r^t (h_k + \sigma_k(u(s))) dW_k(s)
\]
and hence
\[
\|u(t) - u(r)\| \leq (\lambda + 4\nu) \int_r^t \|u(s)\| ds + |t - r| \|g\| + \int_r^t \|f(u(s - \rho))\| ds
\]
\[
+ \sum_{k=1}^{\infty} \int_r^t \|h_k + \sigma_k(u(s))\| dW_k(s),
\]
(41)
By (41) we get for $t > r \geq 0$,
\[
\mathbb{E} \left( \|u(t) - u(r)\|^4 \right)
\leq 64(\lambda + 4\nu)^4 \mathbb{E} \left( \left( \int_r^t \|u(s)\| ds \right)^4 \right) \\
+ 64|t - r|^4 \|g\|^4 + 64\mathbb{E} \left( \left( \int_r^t \|f(u(s) - \rho)\| ds \right)^4 \right) \\
+ 64\mathbb{E} \left( \left\| \sum_{k=1}^{\infty} \int_r^t (h_k + \sigma_k(u(s))) dW_k(s) \right\|^4 \right).
\] (42)

Next, we deal with each term on the right-hand side of (42). For the first term, by Lemma 3.2 we obtain
\[
64(\lambda + 4\nu)^4 \mathbb{E} \left( \left( \int_r^t \|u(s)\| ds \right)^4 \right)
\leq 64(\lambda + 4\nu)^4 |t - r|^3 \int_r^t \mathbb{E}(\|u(s)\|^4) ds
\leq c_1 |t - r|^4,
\] (43)
where $c_1 > 0$ depends on $\xi$, but independent of $t$ and $r$.

For the third term on the right-hand side of (42), by (8) and Lemma 3.2 we obtain
\[
64\mathbb{E} \left( \left( \int_r^t \|f(u(s) - \rho)\| ds \right)^4 \right)
\leq 512|t - r|^3 \int_r^t \mathbb{E}(\|u(s)\|^4) ds
\leq 512|\alpha|^4 |t - r|^4 + 512\beta_0^4 |t - r|^3 \int_r^t \mathbb{E}(\|u(s)\|^4) ds
\leq 512|\alpha|^4 |t - r|^4 + 512\beta_0^4 |t - r|^3 \int_{t-\rho}^{t} \mathbb{E}(\|u(s)\|^4) ds
\leq c_2 |t - r|^4,
\] (44)
where $c_2 > 0$ is a constant depending on $\xi$.

For the last term on the right-hand side of (42), by (10), Lemma 3.2 and the BDG inequality we get
\[
64\mathbb{E} \left( \left\| \sum_{k=1}^{\infty} \int_r^t (h_k + \sigma_k(u(s))) dW_k(s) \right\|^4 \right)
\leq c_3 \mathbb{E} \left( \left( \int_r^t \sum_{k=1}^{\infty} \|h_k + \sigma_k(u(s))\|^2 ds \right)^2 \right)
\leq c_3 \mathbb{E} \left( \left( \int_r^t \sum_{k=1}^{\infty} (2\|h_k\|^2 + 2\|\sigma_k(u(s))\|^2) ds \right)^2 \right)
\]
Lemma 3.4. Suppose (3.4). Given \( n \) and \( \theta \).

Next, we derive uniform estimates on the tails of solutions to problem (12)-(13) which are crucial for establishing the tightness of a family of distributions of solutions.

**Lemma 3.4.** Suppose (3)-(7) and (21) hold. If \( \xi \in L^2(\Omega, C([-\rho, 0], \ell^2)) \), then the solution \( u \) of (12)-(13) satisfies

\[
\limsup_{n \to \infty} \sup_{t \geq -\rho} \sum_{|i| \geq n} \mathbb{E}(|u_i(t)|^2) = 0.
\]

**Proof.** Let \( \theta : \mathbb{R} \to \mathbb{R} \) be a smooth function such that \( 0 \leq \theta(s) \leq 1 \) for all \( s \in \mathbb{R} \) and

\[
\theta(s) = 0 \text{ for } |s| \leq 1; \quad \text{and } \theta(s) = 1 \text{ for } |s| \geq 2.
\]

Given \( n \in \mathbb{N} \), denote by \( \theta_n = \left( \frac{\theta}{n} \right)_{i \in \mathbb{Z}} \) and \( \theta_n u = \left( \theta\left( \frac{1}{n} \right) u_i \right)_{i \in \mathbb{Z}} \) for \( u = (u_i)_{i \in \mathbb{Z}} \). By (12) we get

\[
d(\theta_n u) + (\nu \theta_n Au + \lambda \theta_n u) dt = (\theta_n f(u(t - \rho)) + \theta_n g) dt + \sum_{k=1}^\infty (\theta_n h_k + \theta_n \sigma_k(u)) dW_k.
\]

By (47) and Ito’s formula we obtain

\[
\begin{aligned}
&d(\|\theta_n u(t)\|^2) + 2\nu(Bu(t), B^T(\theta_n u(t))) dt + 2\lambda\|\theta_n u(t)\|^2 dt \\
= &2(\theta_n u(t), \theta_n f(u(t - \rho))) dt + 2(\theta_n g, \theta_n u(t)) dt \\
&+ \sum_{k=1}^\infty \|\theta_n h_k + \theta_n \sigma_k(u(t))\|^2 dt + 2 \sum_{k=1}^\infty (\theta_n^2 u(t), h_k + \sigma_k(u(t))) dW_k.
\end{aligned}
\]

where \( c_4 > 0 \) is a constant depending on \( \xi \). It follows from (42)-(45) that for all \( t > r \geq 0 \),

\[
\mathbb{E}(\|u(t) - u(r)\|^4) \leq c_5(t - r)^2 + |t - r|^4,
\]

as desired. \( \square \)
Let $\mu$ be the positive constant satisfying (25). Then by (48) we obtain for all $t \geq 0$,
\[
e^{\mu t}\|\theta_n u(t)\|^2 = \|\theta_n \xi(0)\|^2 - 2\nu \int_0^t e^{\mu s}(Bu(s), B(\theta_n^2 u(s)))ds \\
+ (\mu - 2\lambda) \int_0^t e^{\mu s}\|\theta_n u(s)\|^2 ds \\
+ 2 \int_0^t e^{\mu s}(\theta_n u(s), \theta_n f(u(s - \rho)))ds \\
+ 2 \int_0^t e^{\mu s}(\theta_n u(s), \theta_n g)ds \\
+ \sum_{k=1}^{\infty} \int_0^t e^{\mu s}\|\theta_n h_k + \theta_n \sigma_k(u(s))\|^2 ds \\
+ 2 \sum_{k=1}^{\infty} \int_0^t e^{\mu s}(\theta_n^2 u(s), h_k + \sigma_k(u(s)))dW_k.
\]

Consequently, we get for all $t \geq 0$,
\[
e^{\mu t}E(\|\theta_n u(t)\|^2) = E(\|\theta_n \xi(0)\|^2) - 2\nu \int_0^t e^{\mu s}E(Bu(s), B(\theta_n^2 u(s)))ds \\
+ (\mu - 2\lambda) \int_0^t e^{\mu s}E(\|\theta_n u(s)\|^2) ds \\
+ 2 \int_0^t e^{\mu s}E(\theta_n u(s), \theta_n f(u(s - \rho)))ds \\
+ 2 \int_0^t e^{\mu s}E(\theta_n u(s), \theta_n g)ds \\
+ \sum_{k=1}^{\infty} \int_0^t e^{\mu s}E(\|\theta_n h_k + \theta_n \sigma_k(u(s))\|^2) ds.
\]

Next, we estimate all terms on the right-hand side of (49). Note that $\xi \in L^2(\Omega, C([-\rho, 0], \ell^2))$, and hence $\xi(0) \in L^2(\Omega, \ell^2)$. From this we see that for every $\varepsilon > 0$, there exists $N_1 = N_1(\varepsilon, \xi) \geq 1$ such that for all $n \geq N_1$,
\[
\sum_{|i| \geq n} E(|\xi_i(0)|^2) \leq \varepsilon.
\]

By (50) we get for all $n \geq N_1$,
\[
E(\|\theta_n \xi(0)\|^2) = \sum_{i \in \mathbb{Z}} E\left(\left|\theta\left(\frac{i}{n}\right) \xi_i(0)\right|^2\right) \\
= \sum_{|i| \geq n} E\left(\left|\theta\left(\frac{i}{n}\right) \xi_i(0)\right|^2\right) \\
\leq \sum_{|i| \geq n} E(|\xi_i(0)|^2) \\
\leq \varepsilon.
\]
For the second term on the right-hand side of (49) we have

\[-2\nu \int_0^t e^{\mu s} E(Bu(s), B(\theta_n^2 u(s))) ds = -2\nu \int_0^t e^{\mu s} \left( \sum_{i \in \mathbb{Z}} (u_{i+1} - u_i) \left( \theta^2 \left( \frac{i+1}{n} \right) u_{i+1} - \theta^2 \left( \frac{i}{n} \right) u_i \right) \right) ds \]

\[= -2\nu \int_0^t e^{\mu s} \left( \sum_{i \in \mathbb{Z}} \theta^2 \left( \frac{i+1}{n} \right) (u_{i+1} - u_i)^2 \right) ds \]

\[= -2\nu \int_0^t e^{\mu s} \left( \sum_{i \in \mathbb{Z}} \theta^2 \left( \frac{i}{n} \right) (u_{i+1} - u_i) u_i \right) ds \]

\[\leq 2\nu \int_0^t e^{\mu s} \left( \sum_{i \in \mathbb{Z}} \theta \left( \frac{i+1}{n} \right) + \theta \left( \frac{i}{n} \right) \right) \left| \theta \left( \frac{i+1}{n} \right) - \theta \left( \frac{i}{n} \right) \right| |u_{i+1} - u_i| |u_i| ds \]

\[\leq 74\nu \int_0^t e^{\mu s} \left( \sum_{i \in \mathbb{Z}} \theta \left( \frac{i+1}{n} \right) - \theta \left( \frac{i}{n} \right) \right) |u_{i+1} - u_i| |u_i| ds \]

\[\leq \frac{c_1}{n} \int_0^t e^{\mu s} \left( \sum_{i \in \mathbb{Z}} |u_{i+1} - u_i| |u_i| \right) ds \]

\[\leq \frac{2c_1}{n} \int_0^t e^{\mu s} \left( \sum_{i \in \mathbb{Z}} (|u_{i+1}|^2 + |u_i|^2) \right) ds \]

\[= \frac{4c_1}{n} \int_0^t e^{\mu s} (|u(s)|^2) ds, \]

where $c_1 > 0$ depends only on $\theta$.

By (52) and Lemma 3.1 we get for all $t \geq 0$,

\[-2\nu \int_0^t e^{\mu s} E(Bu(s), B(\theta_n^2 u(s))) ds \leq \frac{4c_1 c_2}{n} \int_0^t e^{\mu s} ds \leq 4c_1 c_2 \mu^{-1} n^{-1} e^{\mu t}, \]  

where $c_2 > 0$ depends on $\xi$, but independent of $n$.

For the fourth term on the right-hand side of (49), we obtain

\[2 \int_0^t e^{\mu s} E(\theta_n u(s), \theta_n f(u(s - \rho))) ds \]

\[\leq 2 \int_0^t e^{\mu s} E(|\theta_n u(s)|||\theta_n f(u(s - \rho))||) ds \]

\[\leq \sqrt{2} \beta_0 e^{\frac{c_1}{2} \mu s} \int_0^t e^{\mu s} E(|\theta_n u(s)|^2) ds \]

\[+ \frac{1}{\sqrt{2} \beta_0 e^{\frac{c_1}{2} \mu s}} \int_0^t e^{\mu s} E(|\theta_n f(u(s - \rho))|^2) ds. \]
We now deal with the last term on the right-hand side of (54). By (5) we obtain

\[
\frac{1}{\sqrt{2}N_0 e^{2\mu N_0^2}} \int_0^t e^{\mu s} \mathbb{E} \left( \|\theta_n f(u(s))\|^2 \right) ds
= \frac{1}{\sqrt{2}N_0 e^{2\mu N_0^2}} \int_0^t e^{\mu s} \left( \sum_{i \in \mathbb{Z}} \left( \frac{i}{N} \right)^2 f_i(u(s)) \right)^2 ds
\leq \frac{\sqrt{2}}{\beta_0 e^{2\mu N_0}} \left( \sum_{i \in \mathbb{Z}} \left( \frac{i}{N} \right)^2 \alpha_i^2 \right) \int_0^t e^{\mu s} ds
+ \frac{\sqrt{2}}{\beta_0 e^{2\mu N_0}} \int_0^t e^{\mu s} \left( \sum_{i \in \mathbb{Z}} \left( \frac{i}{N} \right)^2 u_i(s) \right)^2 ds
\leq \frac{\sqrt{2}e^{2\mu t}}{\beta_0 e^{2\mu N_0^2}} \left( \sum_{i \geq n} \left( \frac{i}{N} \right)^2 \alpha_i^2 \right) + \frac{\sqrt{2}}{\beta_0 e^{2\mu N_0^2}} \int_{-\rho}^t e^{\mu s} \left( \|\theta_n u(s)\|^2 \right) ds
\leq \frac{\sqrt{2}e^{2\mu t}}{\beta_0 e^{2\mu N_0^2}} \sum_{|i| \geq n} \alpha_i^2 + \frac{2\sqrt{2}}{\beta_0 e^{2\mu N_0^2}} \int_{-\rho}^t e^{\mu s} \left( \|\theta_n u(s)\|^2 \right) ds
\leq \frac{\sqrt{2}e^{2\mu t}}{\beta_0 e^{2\mu N_0^2}} \sum_{|i| \geq n} \alpha_i^2 + \frac{2\sqrt{2}}{\beta_0 e^{2\mu N_0^2}} \int_{-\rho}^t e^{\mu s} \left( \|\theta_n u(s)\|^2 \right) ds
\leq \frac{\sqrt{2}e^{2\mu t}}{\beta_0 e^{2\mu N_0^2}} \sum_{|i| \geq n} \alpha_i^2 + \frac{2\sqrt{2}}{\beta_0 e^{2\mu N_0^2}} \int_{-\rho}^t e^{\mu s} \left( \|\theta_n u(s)\|^2 \right) ds
\leq \frac{\sqrt{2}e^{2\mu t}}{\beta_0 e^{2\mu N_0^2}} \sum_{|i| \geq n} \alpha_i^2 + \frac{2\sqrt{2}}{\beta_0 e^{2\mu N_0^2}} \int_{-\rho}^t e^{\mu s} \left( \|\theta_n u(s)\|^2 \right) ds.
\]

Since \( \alpha = (\alpha_i)_{i \in \mathbb{Z}} \in \ell^2 \), by (54)-(55) we find that there exists \( N_2 = N_2(\varepsilon) \geq 1 \) such that for all \( t \geq 0 \) and \( n \geq N_2 \),

\[
2 \int_0^t e^{\mu s} (\theta_n u(s), \theta_n f(u(s))) ds
\leq \frac{\sqrt{2}e^{2\mu t}}{\beta_0 e^{2\mu N_0^2}} \sum_{|i| \geq n} \alpha_i^2 + \frac{2\sqrt{2}}{\beta_0 e^{2\mu N_0^2}} \int_{-\rho}^t e^{\mu s} \left( \|\theta_n u(s)\|^2 \right) ds
\leq \frac{\sqrt{2}e^{2\mu t}}{\beta_0 e^{2\mu N_0^2}} \sum_{|i| \geq n} \alpha_i^2 + \frac{2\sqrt{2}}{\beta_0 e^{2\mu N_0^2}} \int_{-\rho}^t e^{\mu s} \left( \|\theta_n u(s)\|^2 \right) ds.
\]

Since \( \xi \in L^2(\Omega, C([\rho, 0], \ell^2)) \), we have \( \xi \in C([\rho, 0], L^2(\Omega, \ell^2)) \). Since \( [-\rho, 0] \) is compact, we see that the range of \( \xi \), \( \{\xi(s) \in L^2(\Omega, \ell^2) : s \in [-\rho, 0]\} \) is a compact subset of \( L^2(\Omega, \ell^2) \). Thus, given \( \varepsilon > 0 \), there exists \( s_1, \ldots, s_m \in [-\rho, 0] \) such that

\[
\{\xi(s) \in L^2(\Omega, \ell^2) : s \in [-\rho, 0]\} \subseteq \bigcup_{j=1}^m B(\xi(s_j), \frac{1}{2} \sqrt{\varepsilon}),
\]

where \( B(\xi(s_j), \frac{1}{2} \sqrt{\varepsilon}) \) is an open ball in \( L^2(\Omega, \ell^2) \) centered at \( \xi(s_j) \) with radius \( \frac{1}{2} \sqrt{\varepsilon} \). Since \( \xi(s_j) \in L^2(\Omega, \ell^2) \) for \( j = 1, \ldots, m \), there exists \( N_3 = N_3(\varepsilon, \xi) \geq \max\{N_1, N_2\} \) (independent of \( j = 1, \ldots, m \)) such that for all \( n \geq N_3 \) and \( j = 1, \ldots, m \),

\[
\sum_{|i| \geq n} \mathbb{E} (|\xi_i(s_j)|^2) \leq \frac{1}{4} \varepsilon.
\]
It follows from (57)-(58) that for all \( n \geq N_3 \) and \( s \in [-\rho, 0] \),
\[
\sum_{|i| \geq n} \mathbb{E}(|\xi_i(s)|^2) \leq \varepsilon,
\]
and hence for all \( n \geq N_3 \),
\[
\int_{-\rho}^{0} e^{\mu s} \mathbb{E} (|\theta_n \xi(s)|^2) \, ds \leq \int_{-\rho}^{0} e^{\mu s} \sum_{|i| \geq n} \mathbb{E}(|\xi_i(s)|^2) \, ds \leq \rho \varepsilon.
\]
By (56) and (60) we obtain, for all \( t \geq 0 \) and \( n \geq N_3 \),
\[
2 \int_{0}^{t} e^{\mu s} \mathbb{E}(\theta_n u(s), \theta_n f(u(s - \rho))) \, ds \leq \frac{\sqrt{2} e^{\mu t}}{\beta_0 e^{\frac{1}{2} \mu \rho}} \varepsilon + \sqrt{2} \beta_0 e^{\frac{1}{2} \mu \rho} \int_{0}^{t} e^{\mu s} \mathbb{E} (|\theta_n u(s)|^2) \, ds.
\]
On the other hand, by Young’s inequality, for the fifth term on the right-hand side of (49), we get
\[
2 \int_{0}^{t} e^{\mu s} \mathbb{E}(\theta_n u(s), \theta_n g) \, ds \leq \frac{1}{2} \lambda \int_{0}^{t} e^{\mu s} \mathbb{E} (|\theta_n u(s)|^2) \, ds + \frac{2}{\lambda \mu} e^{\mu t} \sum_{|i| \geq n} |g_i|^2.
\]
For the last term on the right-hand side of (49), by (7) we obtain
\[
\sum_{k=1}^{\infty} \int_{0}^{t} e^{\mu s} \mathbb{E} (|\theta_n h_k + \theta_n \sigma_k(u(s))|^2) \, ds
\]
\[
\leq \sum_{k=1}^{\infty} \int_{0}^{t} e^{\mu s} (2 ||\theta_n h_k||^2 + 2 ||\theta_n \sigma_k(u(s))||^2) \, ds
\]
\[
\leq \frac{2}{\mu} e^{\mu t} \sum_{|i| \geq n} ||h_{k,i}||^2 + 2 \sum_{i \in \mathbb{Z}} \sum_{k=1}^{\infty} \int_{0}^{t} e^{\mu s} \mathbb{E} \left( \left| \theta \left( \frac{i}{n} \right) \sigma_{k,i}(u(s)) \right|^2 \right) \, ds
\]
\[
\leq \frac{2}{\mu} e^{\mu t} \sum_{|i| \geq n} \sum_{k=1}^{\infty} |h_{k,i}|^2 + 2 \sum_{i \in \mathbb{Z}} \sum_{k=1}^{\infty} \int_{0}^{t} e^{\mu s} \mathbb{E} \left( \left| \theta \left( \frac{i}{n} \right) \sigma_{k,i}(u(s)) \right|^2 \right) \, ds
\]
\[
\leq \frac{2}{\mu} e^{\mu t} \sum_{|i| \geq n} \sum_{k=1}^{\infty} |h_{k,i}|^2 + 4 \sum_{i \in \mathbb{Z}} \sum_{k=1}^{\infty} \delta_{k,i}^2 \int_{0}^{t} e^{\mu s} \, ds
\]
\[
+ 4 \left( \sum_{k=1}^{\infty} \beta_k^2 \right) \int_{0}^{t} e^{\mu s} \mathbb{E} \left( \sum_{i \in \mathbb{Z}} \theta \left( \frac{i}{n} \right) u_i(s) \right) \, ds
\]
\[
\leq \frac{2}{\mu} e^{\mu t} \sum_{|i| \geq n} \sum_{k=1}^{\infty} (|h_{k,i}|^2 + 2 \delta_{k,i}^2) + 4 ||\beta||^2 \int_{0}^{t} e^{\mu s} \mathbb{E} (||\theta_n u(s)||^2) \, ds.
\]
It follows from (49)-(50), (53) and (61)-(63) that, for \( t \geq 0 \) and \( n \geq N_3 \),
\[
\mathbb{E} (||\theta_n u(t)||^2) \leq \left( \mu + 2 \sqrt{2} \beta_0 e^{\frac{1}{2} \mu \rho} + 4 ||\beta||^2 \right) - \frac{3}{2} \lambda \int_{0}^{t} e^{\mu(s-t)} \mathbb{E} (||\theta_n u(s)||^2) \, ds
\]
Suppose Lemma 3.5. as desired. which implies that for all $C$
uniform estimates on the tails of solutions which are needed to establish the the

By (59) and (66) we obtain, for all $N$

By (25) and (64) we get, for all $g$

Since $g = (g_i)_{i \in \mathbb{Z}}$, $h = (h_{k,i})_{k \in \mathbb{N}, i \in \mathbb{Z}}$ and $\delta = (\delta_{k,i})_{k \in \mathbb{N}, i \in \mathbb{Z}}$ belong to $\ell^2$, we infer from (65) that there exists $N_4 = N_4(\varepsilon, \xi) \geq N_3$ such that for all $t \geq 0$ and $n \geq N_4$,

which implies that for all $t \geq 0$ and $n \geq N_4$,

By (59) and (66) we obtain, for all $n \geq N_4$,

as desired.

We now improve the tail-estimates given by Lemma 3.4 to further derive the uniform estimates on the tails of solutions which are needed to establish the the tightness of probability distributions of the segments of solutions in the space $C([-\rho, 0], \ell^2)$.

**Lemma 3.5.** Suppose (3)-(7) and (21) hold. If $\xi \in L^2(\Omega, C([-\rho, 0], \ell^2))$, then the solution $u$ of (12)-(13) satisfies

$$
\limsup_{n \to \infty} \sup_{t \geq \rho} \left( \sup_{t-\rho \leq r \leq t} \sum_{|i| \geq n} |u_i(r)|^2 \right) = 0.
$$

**Proof.** Let $\theta : \mathbb{R} \to \mathbb{R}$ be the smooth function given by (46), $\theta_n = (\vartheta(\frac{1}{n}))_{i \in \mathbb{Z}}$ and $\theta_n u = (\vartheta(\frac{1}{n}) u_i)_{i \in \mathbb{Z}}$ for $u = (u_i)_{i \in \mathbb{Z}}$ as before. Then by (48), we get for all $t \geq \rho$ and
\( t - \rho \leq r \leq t, \)
\[ \|\theta_n u(r)\|^2 = \|\theta_n u(t - \rho)\|^2 \]
\[ - 2\nu \int_{t - \rho}^r (Bu(s), B(\theta_n^2 u(s))) ds \]
\[ - 2\lambda \int_{t - \rho}^r \|\theta_n u(s)\|^2 ds \]
\[ + 2 \int_{t - \rho}^r (\theta_n u(s), \theta_n f(u(s - \rho))) ds \]
\[ + 2 \int_{t - \rho}^r (\theta_n u(s), \theta_n g(s)) ds + \sum_{k=1}^{\infty} \int_{t - \rho}^r \|\theta_n h_k + \theta_n \sigma_k(u(s))\|^2 ds \]
\[ + 2 \sum_{k=1}^{\infty} \int_{t - \rho}^r (\theta_n u(s), \theta_n h_k + \theta_n \sigma_k(u(s))) dW_k. \]
First taking the supremum with respect to \( r \) on \([t - \rho, t]\), and then taking the expectation of \((68)\), we get that for all \( t \geq \rho \),

\[
E \left( \sup_{t-\rho \leq r \leq t} \| \theta_n u(r) \|^2 \right)
\leq E(\| \theta_n u(t - \rho) \|^2) + \frac{c}{n} \int_{t-\rho}^t E(\|u(s)\|^2) ds
\]

\begin{align*}
&+ 2E \left( \int_{t-\rho}^t \| \theta_n u(s) \| \| \theta_n f(u(s - \rho)) \| ds \right) \\
&+ 2E \left( \int_{t-\rho}^t \| \theta_n u(s) \| \| \theta_n g \| ds \right) + \sum_{k=1}^{\infty} \int_{t-\rho}^t E \left( \| \theta_n h_k + \theta_n \sigma_k(u(s)) \|^2 \right) ds \\
&+ 2E \left( \sup_{t-\rho \leq r \leq t} \left| \sum_{k=1}^{\infty} \int_{t-\rho}^r (\theta_n u(s), \theta_n h_k + \theta_n \sigma_k(u(s))) dW_k \right| \right). 
\end{align*}

(69)

We now deal with each term on the right-hand side of \((69)\). First, by Lemma 3.4 we find that for any \( \varepsilon > 0 \), there exists \( N_1 = N_1(\varepsilon) \geq 1 \) such that for all \( n \geq N_1 \) and \( s \geq -\rho \),

\[
\sum_{|i| \geq n} E(|u_i(s)|^2) \leq \varepsilon,
\]

which implies that for all \( n \geq N_1 \) and \( s \geq -\rho \),

\[
E(\| \theta_n u(s) \|^2) = \sum_{|i| \geq n} E \left( \left| \theta \left( \frac{i}{n} \right) u_i(s) \right|^2 \right) \leq \sum_{|i| \geq n} E(|u_i(s)|^2) \leq \varepsilon. 
\]

(70)

By \((70)\), for the first term on the right-hand side of \((69)\) we have, for all \( n \geq N_1 \) and \( t \geq \rho \),

\[
E(\| \theta_n u(t - \rho) \|^2) \leq \varepsilon. 
\]

(71)

For the second term on the right-hand side of \((69)\), by Lemma 3.1 we see that there exists \( c_1 = c_1(\xi) > 0 \) such that for all \( t \geq \rho \),

\[
\frac{c}{n} \int_{t-\rho}^t E(\|u(s)\|^2) ds \leq \frac{cc_1\rho}{n}
\]

which shows that there exists \( N_2 = N_2(\varepsilon, \xi) \geq N_1 \) such that for all \( n \geq N_2 \) and \( t \geq \rho \),

\[
\frac{c}{n} \int_{t-\rho}^t E(\|u(s)\|^2) ds \leq \varepsilon. 
\]

(72)

For the third term on the right-hand side of \((69)\), by \((70)\) and \((5)\) we have

\[
2 \int_{t-\rho}^t E(\| \theta_n u(s) \| \| \theta_n f(u(s - \rho)) \| ) ds \\
\leq \int_{t-\rho}^t E(\| \theta_n u(s) \|^2) ds + \int_{t-\rho}^t E(\| \theta_n f(u(s - \rho)) \|^2) ds \\
\leq \rho \varepsilon + \int_{t-2\rho}^{t-\rho} E(\| \theta_n f(u(s)) \|^2) ds \\
= \rho \varepsilon + \int_{t-2\rho}^{t-\rho} E \left( \sum_{i \in \mathbb{Z}} \left| \theta \left( \frac{i}{n} \right) f_i(u_i(s)) \right|^2 \right) ds
\]
By (73) and the fact that \( \alpha = (\alpha_i)_{i \in \mathbb{Z}} \in \ell^2 \), we infer that there exists \( N_3 = N_3(\varepsilon, \xi) \geq N_2 \) such that for all \( t \geq \rho \) and \( n \geq N_3 \),

\[
2 \int_{t-\rho}^{t} \mathbb{E}(\|\theta_n u(s)\||\theta_n f(u(s-\rho))) ds \leq 2\rho \varepsilon + 2\beta_0^2 \rho \varepsilon. \tag{74}
\]

For the fourth term on the right-hand side of (69), by (70) we get

\[
2 \mathbb{E} \left( \int_{t-\rho}^{t} \|\theta_n u(s)\||\theta_n g ds \right) \leq \int_{t-\rho}^{t} \mathbb{E}(\|\theta_n u(s)\|^2) ds + \rho \sum_{|i| \geq n} |g_i|^2 \leq \rho \varepsilon + \rho \sum_{|i| \geq n} |g_i|^2. \tag{75}
\]

Since \( g = (g_i)_{i \in \mathbb{Z}} \in \ell^2 \), we find from (75) that there exists \( N_4 = N_4(\varepsilon, \xi) \geq N_3 \) such that for all \( n \geq N_4 \) and \( t \geq \rho \),

\[
2 \mathbb{E} \left( \int_{t-\rho}^{t} \|\theta_n u(s)\||\theta_n g ds \right) \leq 2 \rho \varepsilon. \tag{76}
\]

For the fifth term on the right-hand side of (69), by (70) and (7) we obtain

\[
\sum_{k=1}^{\infty} \int_{t-\rho}^{t} \mathbb{E} \left( \|\theta_n h_k + \theta_n \sigma_k(u(s))\|^2 \right) ds \\
\leq 2 \sum_{k=1}^{\infty} \int_{t-\rho}^{t} \mathbb{E} \left( \|\theta_n h_k\|^2 + \|\theta_n \sigma_k(u(s))\|^2 \right) ds \\
\leq 2 \rho \sum_{|i| \geq n} \sum_{k=1}^{\infty} |h_{k,i}|^2 + 2 \sum_{i \in \mathbb{Z}} \sum_{k=1}^{\infty} \int_{t-\rho}^{t} \mathbb{E} \left( \left| \theta \left( \frac{i}{n} \right) \sigma_{k,i}(u_i(s)) \right|^2 \right) ds \\
\leq 2 \rho \sum_{|i| \geq n} \sum_{k=1}^{\infty} |h_{k,i}|^2 + 4 \sum_{i \in \mathbb{Z}} \sum_{k=1}^{\infty} \int_{t-\rho}^{t} \mathbb{E} \left( \theta^2 \left( \frac{i}{n} \right) (\delta_{k,i}^2 + \beta_k^2 |u_{k,i}(s)|^2) \right) ds \\
\leq 4 \rho \sum_{|i| \geq n} \sum_{k=1}^{\infty} (h_{k,i}^2 + \delta_{k,i}^2) + 4 \sum_{k=1}^{\infty} \beta_k \int_{t-\rho}^{t} \mathbb{E} \left( \|\theta_n u(s)\|^2 \right) ds \\
\leq 4 \rho \sum_{|i| \geq n} \sum_{k=1}^{\infty} (h_{k,i}^2 + \delta_{k,i}^2) + 4 \|\beta\|^2 \varepsilon,
\]

which implies that there exists \( N_5 = N_5(\varepsilon, \xi) \geq N_4 \) such that for all \( t \geq \rho \) and \( n \geq N_5 \),

\[
\sum_{k=1}^{\infty} \int_{t-\rho}^{t} \mathbb{E} \left( \|\theta_n h_k + \theta_n \sigma_k(u(s))\|^2 \right) ds \leq 4(\rho + \|\beta\|^2) \varepsilon. \tag{77}
\]
We now estimate the last term on the right-hand side of (49). By (77) and the BDG inequality we obtain

\[
2\mathbb{E} \left( \sup_{t-\rho \leq r \leq t} \left| \sum_{k=1}^{\infty} \int_{t-\rho}^{r} (\theta_n u(s), \theta_n h_k + \theta_n \sigma_k(u(s))) dW_k \right| \right) 
\leq 2c\mathbb{E} \left( \left( \int_{t-\rho}^{t} \sum_{k=1}^{\infty} (\theta_n u(s), \theta_n h_k + \theta_n \sigma_k(u(s)))^2 ds \right)^{\frac{1}{2}} \right) 
\leq 2c\mathbb{E} \left( \left( \int_{t-\rho}^{t} \|\theta_n u(s)\|^2 \sum_{k=1}^{\infty} \|\theta_n h_k + \theta_n \sigma_k(u(s))\|^2 ds \right)^{\frac{1}{2}} \right) 
\leq 2c\mathbb{E} \left( \sup_{t-\rho \leq s \leq t} \|\theta_n u(s)\| \left( \int_{t-\rho}^{t} \sum_{k=1}^{\infty} \|\theta_n h_k + \theta_n \sigma_k(u(s))\|^2 ds \right)^{\frac{1}{2}} \right)
\leq \frac{1}{2} \mathbb{E} \left( \sup_{t-\rho \leq r \leq t} \|\theta_n u(r)\|^2 \right) + 2c^2 \mathbb{E} \left( \left( \int_{t-\rho}^{t} \sum_{k=1}^{\infty} \|\theta_n h_k + \theta_n \sigma_k(u(s))\|^2 ds \right)^{\frac{1}{2}} \right) 
\leq \frac{1}{2} \mathbb{E} \left( \sup_{t-\rho \leq r \leq t} \|\theta_n u(r)\|^2 \right) + 8c^2 (\rho + \|\beta\|^2) \varepsilon.
\]

By (69), (71), (72), (74), (76)-(78) we obtain that for all \( t \geq \rho \) and \( n \geq N_5 \),

\[
\mathbb{E} \left( \sup_{t-\rho \leq r \leq t} \|\theta_n u(r)\|^2 \right) \leq c_1 \varepsilon,
\]
which implies that for all \( t \geq \rho \) and \( n \geq N_5 \),

\[
\mathbb{E} \left( \sup_{t-\rho \leq r \leq t} \sum_{|i| \geq 2n} |u_i(r)|^2 \right) \leq \mathbb{E} \left( \sup_{t-\rho \leq r \leq t} \|\theta_n u(r)\|^2 \right) \leq c_1 \varepsilon.
\]

This concludes the proof. \( \square \)

4. Existence of invariant measures. In this section, we prove the existence of invariant measures of (12)-(13) on \( C([-\rho, 0], \ell^2) \). We first introduce the transition operators of the system and then establish the tightness of a family of probability distributions of solutions.

Recall that for any initial time \( t_0 \geq 0 \) and any \( \mathcal{F}_{t_0} \)-measurable \( \xi \in L^2(\Omega, C([-\rho, 0], \ell^2)) \), system (12)-(13) has a unique solution defined for \( t \in [t_0 - \rho, \infty) \). This solution is denoted by \( u(t, t_0, \xi) \) from now on. For convenience, given \( t \geq t_0 \) and \( \xi \in L^2(\Omega, C([-\rho, 0], \ell^2)) \), we use \( u_t(t_0, \xi) \) to denote the segment of the solution \( u(t, t_0, \xi) \) given by

\[
u_t(t_0, \xi)(s) = u(s + t, t_0, \xi) \quad \text{for all} \quad s \in [-\rho, 0].
\]

Then we have \( u_t(t_0, \xi) \in L^2(\Omega, C([-\rho, 0], \ell^2)) \) for all \( t \geq t_0 \).

If \( \varphi : C([-\rho, 0], \ell^2) \to \mathbb{R} \) is a bounded Borel function, then for \( 0 \leq r \leq t \) and \( \xi \in C([-\rho, 0], \ell^2) \), we set

\[
(p_r \varphi)(\xi) = \mathbb{E} (\varphi(u_t(r, \xi))).
\]

In particular, for \( \Gamma \in \mathcal{B} \{ C([-\rho, 0], \ell^2) \} \), \( 0 \leq r \leq t \) and \( \xi \in C([-\rho, 0], \ell^2) \), we set

\[
p(r, \xi; t, \Gamma) = (p_{r,t} 1_\Gamma)(\xi) = P \{ \omega \in \Omega : u_t(r, \xi) \in \Gamma \},
\]
where $1_\Gamma$ is the characteristic function of $\Gamma$. This show that $p(r, \xi; t, \cdot)$ is the probability distribution of $u(t, \xi)$ in $C([\rho, 0], \ell^2)$. For simplicity, the transition operator $p_{0,t}$ is written as $p_t$. Recall that a probability measure $\nu$ on $C([\rho, 0], \ell^2)$ is called an invariant measure of (12)-(13) if

$$\int_{C([\rho, 0], \ell^2)} (p_t \phi)(\xi) \, d\nu(\xi) = \int_{C([\rho, 0], \ell^2)} \phi(\xi) \, d\nu(\xi), \quad \forall t \geq 0.$$  

Next, we show the existence of invariant measures for problem (12)-(13), for which we need the following properties of the transition operators $\{p_{r,t}\}_{0 \leq r \leq t}$.

**Lemma 4.1.** Suppose (3)-(7) and (21) hold. Then we have:

(i) The family $\{p_{r,t}\}_{0 \leq r \leq t}$ is Feller; that is, if $\phi : C([\rho, 0], \ell^2) \to \mathbb{R}$ is bounded and continuous, then for any $0 \leq r \leq t$, the function $p_{r,t} \phi : C([\rho, 0], \ell^2) \to \mathbb{R}$ is also bounded and continuous.

(ii) The family $\{p_{r,t}\}_{0 \leq r \leq t}$ is homogeneous (in time); that is, for any $0 \leq r \leq t$, \[p(r, \xi; t, \cdot) = p(0, \xi, t-r, \cdot), \quad \forall \xi \in C([\rho, 0], \ell^2).\]

(iii) Given $r \geq 0$ and $\xi \in C([\rho, 0], \ell^2)$, the process $\{u_t(r, \xi)\}_{t \geq r}$ is a $C([\rho, 0], \ell^2)$-valued Markov process. Consequently, if $\phi : C([\rho, 0], \ell^2) \to \mathbb{R}$ is a bounded Borel function, then for any $0 \leq s \leq r \leq t$, $P$-a.s., \[p_{s,t}(\phi)(\xi) = (p_{s,r}(p_{r,t} \phi))(\xi), \quad \forall \xi \in C([\rho, 0], \ell^2),\]

and the Chapman-Kolmogorov equation is valid:

$$p(s, \xi; t, \Gamma) = \int_{C([\rho, 0], \ell^2)} p(s, \xi; r, dy) p(r, y; t, \Gamma)$$

for any $\xi \in C([\rho, 0], \ell^2)$ and $\Gamma \in \mathcal{B}(C([\rho, 0], \ell^2))$.

**Proof.** The Feller property (i) of $\{p_{r,t}\}_{0 \leq r \leq t}$ follows directly from Lemma 2.2, and (ii) and (iii) follow from the standard arguments as in [22, pp. 250-252]. The details are omitted.

We now establish the tightness of a family of probability distributions of segments of solutions to (12)-(13) which is needed for proving the existence of invariant measures.

**Lemma 4.2.** Suppose (3)-(7) and (21) hold. Then the distribution laws of the process $\{u_t(0,0)\}_{t \geq 0}$ is tight on $C([\rho, 0], \ell^2)$.

**Proof.** Note that in the present case, the initial condition $\xi = 0$ at initial time 0, and hence all uniform estimates of the solutions in the previous section are valid. For simplicity, we will write the solution $u(t, 0, 0)$ as $u(t)$ and the segment $u_t(0,0)$ as $u_t$ from now on.

It follows from Lemma 3.1 that there exists a constant $c_1 > 0$ such that $\mathbb{E}(\|u(t)\|^2) \leq c_1$ for all $t \geq -\rho$, which implies that

$$\mathbb{E}(\|u_t(0)\|^2) \leq c_1, \quad \forall t \geq 0. \tag{79}$$

By Chebyshev’s inequality, we get from (79) that for all $t \geq 0$,

$$P(\|u_t(0)\| \geq R) \leq \frac{1}{R^2} \mathbb{E}(\|u_t(0)\|^2) \leq \frac{c_1}{R^2} \to 0 \quad \text{as} \quad R \to 0,$$

and hence for every $\varepsilon > 0$, there exists $R_1 = R_1(\varepsilon) > 0$ such that

$$P(\|u_t(0)\| \geq R_1) \leq \frac{1}{3} \varepsilon, \quad \forall t \geq 0. \tag{80}$$
On the other hand, by Lemma 3.3 we know that for all $t \geq \rho$ and $r, s \in [-\rho, 0]$,
\begin{equation}
E \left( \|u(t + r) - u(t + s)\|^2 \right) \leq c_2(1 + |r - s|^2)|r - s|^2 \tag{81}
\end{equation}
for some number $c_2 > 0$. By (81) we get, for all $t \geq \rho$ and $r, s \in [-\rho, 0]$,
\begin{equation}
E \left( \|u_t(r) - u_t(s)\|^2 \right) \leq c_2(1 + \rho^2)|r - s|^2. \tag{82}
\end{equation}
Since the initial condition $\xi = 0$ in $C([-\rho, 0], \ell^2)$ in the present case, by (82) we infer that for all $t \geq 0$ and $r, s \in [-\rho, 0]$,
\begin{equation}
E \left( \|u_t(r) - u_t(s)\|^2 \right) \leq c_2(1 + \rho^2)|r - s|^2. \tag{83}
\end{equation}
By (83) and the usual technique of diadic division, one can verify that given $\epsilon > 0$, there exists $R_2 = R_2(\epsilon) > 0$ such that for all $t \geq 0$,
\begin{equation}
P \left( \sup_{-\rho \leq s < r \leq 0} \frac{\|u_t(r) - u_t(s)\|}{|r - s|^{\frac{1}{2}}} \leq R_2 \right) > 1 - \frac{1}{3}\epsilon. \tag{84}
\end{equation}
By Lemma 3.5, we infer that for each $\epsilon > 0$ and $m \in \mathbb{N}$, there exists an integer $n_m = n_m(\epsilon, m) \geq 1$ such that for all $t \geq 0$,
\begin{equation}
E \left( \sup_{-\rho \leq s < r \leq 0} \sum_{|i| > n_m} |u_t(r)|^2 \right) < \frac{\epsilon}{2^{m+2}}, \tag{85}
\end{equation}
and hence for all $t \geq 0$ and $m \in \mathbb{N}$,
\begin{equation}
P \left( \sup_{-\rho \leq r \leq t, |i| > n_m} \sum_{|i| > n_m} |u_t(r)|^2 \geq \frac{1}{2^m} \right) \leq 2^m E \left( \sup_{-\rho \leq r \leq t, |i| > n_m} \sum_{|i| > n_m} |u_t(r)|^2 \right) < \frac{\epsilon}{2^{m+2}}. \tag{86}
\end{equation}
It follows from (85) that for all $t \geq 0$,
\begin{equation}
P \left( \bigcup_{m=1}^{\infty} \left\{ \sup_{-\rho \leq r \leq t, |i| > n_m} \sum_{|i| > n_m} |u_t(r)|^2 \geq \frac{1}{2^m} \right\} \right) \leq \sum_{m=1}^{\infty} \frac{\epsilon}{2^{m+2}} \leq \frac{1}{4}\epsilon,
\end{equation}
which shows that for all $t \geq 0$,
\begin{equation}
P \left( \left\{ \sup_{-\rho \leq r \leq t, |i| > n_m} \sum_{|i| > n_m} |u_t(r)|^2 \leq \frac{1}{2^m} \text{ for all } m \in \mathbb{N} \right\} \right) > 1 - \frac{1}{3}\epsilon. \tag{87}
\end{equation}
Given $\epsilon > 0$, set
\begin{equation}
\mathcal{Y}_{1, \epsilon} = \left\{ v \in C([-\rho, 0], \ell^2) : \|v(0)\| \leq R_1(\epsilon) \right\}, \tag{88}
\end{equation}
\begin{equation}
\mathcal{Y}_{2, \epsilon} = \left\{ v \in C([-\rho, 0], \ell^2) : \sup_{-\rho \leq s < r \leq 0} \frac{\|v(r) - v(s)\|}{|r - s|^{\frac{1}{2}}} \leq R_2(\epsilon) \right\}, \tag{89}
\end{equation}
\begin{equation}
\mathcal{Y}_{3, \epsilon} = \left\{ v \in C([-\rho, 0], \ell^2) : \sup_{-\rho \leq r \leq t, |i| > n_m} \sum_{|i| > n_m} |v_t(r)|^2 \leq \frac{1}{2^m} \text{ for all } m \in \mathbb{N} \right\}, \tag{90}
\end{equation}
and
\begin{equation}
\mathcal{Y}_{\epsilon} = \mathcal{Y}_{1, \epsilon} \bigcap \mathcal{Y}_{2, \epsilon} \bigcap \mathcal{Y}_{3, \epsilon}. \tag{91}
\end{equation}
By (80), (84) and (86) we get, for all $t \geq 0$,
\begin{equation}
P \left( \{ u_t \in \mathcal{Y}_{\epsilon} \} \right) > 1 - \epsilon.
\end{equation}
It remains to show that \( \mathcal{Y}_\varepsilon \) is a precompact subset of \( C([-\rho, 0], \ell^2) \) for which, by the Arzela-Ascoli theorem, one needs to verify:

(i) For every \( r \in [-\rho, 0] \), the set \( \{ v(r) : v \in \mathcal{Y}_\varepsilon \} \) is precompact in \( \ell^2 \); and

(ii) \( \mathcal{Y}_\varepsilon \) is equicontinuous in \( C([-\rho, 0], \ell^2) \).

Note that the equicontinuity of \( \mathcal{Y}_\varepsilon \) follows from (88) and (90) immediately. Next, we show the precompactness of \( \{ v(r) : v \in \mathcal{Y}_\varepsilon \} \) in \( \ell^2 \) for every fixed \( r \in [-\rho, 0] \). By (87)-(88) we find that for every \( r \in [-\rho, 0] \),

\[
\|v(r)\| \leq \|v(r) - v(0)\| + \|v(0)\| \leq R_2(\varepsilon)|r|^{\frac{1}{2}} + R_1(\varepsilon) \leq \rho^{\frac{1}{2}} R_2(\varepsilon) + R_1(\varepsilon),
\]

which indicates that

\[
\text{the set } \{ v(r) : v \in \mathcal{Y}_\varepsilon \} \text{ is bounded in } \ell^2 \text{ for every fixed } r \in [-\rho, 0]. \quad (92)
\]

Given \( \kappa > 0 \), choose an integer \( m_0 = m_0(\kappa) \in \mathbb{N} \) such that \( 2^{m_0} > \frac{4}{\kappa^2} \). Then by (89) we obtain

\[
\sum_{|i| > m_0} |v_i(r)|^2 \leq \frac{1}{2^{m_0}} < \frac{\kappa^2}{8}, \quad \forall v \in \mathcal{Y}_\varepsilon. \quad (93)
\]

On the other hand, by (92) we see that the set \( \{ (v_i(r))_{i| \leq m_0} : v \in \mathcal{Y}_\varepsilon \} \) is bounded in the finite-dimensional space \( \mathbb{R}^{2m_0+1} \) and hence precompact. Consequently, \( \{ (v_i(r))_{i| \leq m_0} : v \in \mathcal{Y}_\varepsilon \} \) has a finite open cover of balls with radius \( \frac{1}{2}\kappa \), which along with (93) implies that the set \( \{ v(r) : v \in \mathcal{Y}_\varepsilon \} \) has a finite open cover of balls with radius \( \kappa \) in \( \ell^2 \). Since \( \kappa > 0 \) is arbitrary, we find that the set \( \{ v(r) : v \in \mathcal{Y}_\varepsilon \} \) is precompact in \( \ell^2 \). This completes the proof. \( \square \)

We are now in a position to prove the main result of this paper: existence of invariant measures for problem (12)-(13).

**Theorem 4.3.** Suppose (3)-(7) and (21) hold. Then problem (12)-(13) has an invariant measure on \( C([-\rho, 0], \ell^2) \).

**Proof.** To apply Krylov-Bogolyubov’s method, given \( n \in \mathbb{N} \), we set

\[
\mu_n = \frac{1}{n} \int_0^n p(0, 0; t, \cdot) dt. \quad (94)
\]

Then \( \{ \mu_n \}_{n=1}^\infty \) is tight on \( C([-\rho, 0], \ell^2) \) by Lemma 4.2. Consequently, there exists a probability measure \( \mu \) on \( C([-\rho, 0], \ell^2) \) such that, up to a subsequence,

\[
\mu_n \to \mu, \quad \text{as } n \to \infty. \quad (95)
\]

By (94)-(95) and the Chapman-Kolmogorov equation, we infer that for every \( t \geq 0 \) and every bounded and continuous function \( \phi : C([-\rho, 0], \ell^2) \to \mathbb{R} \),

\[
\int_{C([-\rho, 0], \ell^2)} \phi(y) d\mu(y) = \lim_{n \to \infty} \frac{1}{n} \int_0^n \left( \int_{C([-\rho, 0], \ell^2)} \phi(y) p(0, 0; s, dy) \right) ds
\]
variant measures. We first start with the uniform estimates in $L^1$ to each other at an exponential rate, which immediately imply the uniqueness of the nonlinear drift and diffusion terms are sufficiently small in the sense that

\[ \text{Uniqueness of invariant measures.} \]

5. **Uniqueness of invariant measures.** In this section, we discuss the uniqueness of invariant measures of system (12)-(13) under further conditions on the diffusion and drift terms. More precisely, we now assume that the Lipschitz coefficients of the invariant measures of system (12)-(13) under further conditions on the diffusion

We will show that under condition (96), any two solutions of (12)-(13) converge to each other at an exponential rate, which immediately imply the uniqueness of invariant measures. We first start with the uniform estimates in $L^2(\Omega, C([−\rho, 0], \ell^2))$.

**Lemma 5.1.** Suppose (3)-(7) and (96) hold, and $\xi_1, \xi_2 \in L^2(\Omega, C([−\rho, 0], \ell^2))$. If $u(t, \xi_1)$ and $u(t, \xi_2)$ are the solutions of system (12)-(13) with initial data $\xi_1$ and $\xi_2$, respectively, then for any $t \geq -\rho$,

\[
\mathbb{E} \left(\|u(t, \xi_1) - u(t, \xi_2)\|^2\right) \leq (1 + 4\lambda^{-1}L_0^2e^{\lambda t})\mathbb{E}(\|\xi_1 - \xi_2\|^2) e^{-\lambda t}.
\]

**Proof.** By (15) we find that for $t \geq 0$,

\[
e^{-\lambda t} \|u(t, \xi_1) - u(t, \xi_2)\|^2 + 2\int_0^t e^{\lambda s} \|B(u(s, \xi_1) - u(s, \xi_2))\|^2 ds \\
+ \lambda \int_0^t e^{\lambda s} \|u(s, \xi_1) - u(s, \xi_2)\|^2 ds \\
= \|\xi_1(0) - \xi_2(0)\|^2 + 2\int_0^t e^{\lambda s} (u(s, \xi_1) - u(s, \xi_2), f(u(s - \rho, \xi_1)) - f(u(s - \rho, \xi_2))) ds \\
+ \sum_{k=1}^{\infty} \int_0^t e^{\lambda s} \|\sigma_k(u(s, \xi_1)) - \sigma_k(u(s, \xi_2))\|^2 ds \\
+ 2\sum_{k=1}^{\infty} \int_0^t e^{\lambda s} (u(s, \xi_1) - u(s, \xi_2), \sigma_k(u(s, \xi_1)) - \sigma_k(u(s, \xi_2))) dW_k. \tag{97}
\]

By (97) we get, for $t \geq 0$,

\[
\mathbb{E} \left(e^{\lambda t} \|u(t, \xi_1) - u(t, \xi_2)\|^2\right) \leq \mathbb{E}((\|\xi_1 - \xi_2\|^2) e^{-\lambda t}).
\]
For the third term on the right-hand side of (98), by (11) we have

\[ t \]

It follows from (98)-(100) that for all \( E \)

\[ \frac{\sum_{k=1}^{\infty} \int_{0}^{t} e^{\lambda s} \| \sigma_k(u(s, \xi_1)) - \sigma_k(u(s, \xi_2)) \|^2 ds}{E} \]

Next, we estimate the right-hand side of (98). For the second term, by (9) we obtain

\[ 2E \left( \int_{0}^{t} e^{\lambda s} \| u(s, \xi_1) - u(s, \xi_2) \| f(u(s - \rho, \xi_1)) - f(u(s - \rho, \xi_2)) \| ds \right) \]

\[ \leq \frac{1}{4} \lambda E \left( \int_{0}^{t} e^{\lambda s} \| u(s, \xi_1) - u(s, \xi_2) \|^2 ds \right) \]

\[ + \frac{4}{\lambda} E \left( \int_{0}^{t} e^{\lambda s} \| f(u(s - \rho, \xi_1)) - f(u(s - \rho, \xi_2)) \|^2 ds \right) \]

\[ \leq \frac{1}{4} \lambda E \left( \int_{0}^{t} e^{\lambda s} \| u(s, \xi_1) - u(s, \xi_2) \|^2 ds \right) \]

\[ + 4\lambda^{-1} L_0^2 \rho e^{\lambda \rho} E \left( \int_{-\rho}^{t} e^{\lambda s} \| u(s, \xi_1) - u(s, \xi_2) \|^2 ds \right) \]

\[ \leq \frac{1}{4} \lambda + 4\lambda^{-1} L_0^2 \rho e^{\lambda \rho} \ E \left( \int_{0}^{t} e^{\lambda s} \| u(s, \xi_1) - u(s, \xi_2) \|^2 ds \right) \]

\[ + 4\lambda^{-1} L_0^2 \rho e^{\lambda \rho} E \left( \| \xi_1 - \xi_2 \|^2 \right) \]

(99)

For the third term on the right-hand side of (98), by (11) we have

\[ E \left( \sum_{k=1}^{\infty} \int_{0}^{t} e^{\lambda s} \| \sigma_k(u(s, \xi_1)) - \sigma_k(u(s, \xi_2)) \|^2 ds \right) \]

\[ \leq \| L \|^2 \int_{0}^{t} E \left( e^{\lambda s} \| u(s, \xi_1) - u(s, \xi_2) \|^2 \right) ds \]

(100)

It follows from (98)-(100) that for all \( t \geq 0 \),

\[ E \left( e^{\lambda t} \| u(t, \xi_1) - u(t, \xi_2) \|^2 \right) \]

\[ \leq (1 + 4\lambda^{-1} L_0^2 \rho e^{\lambda \rho}) E(\| \xi_1 - \xi_2 \|^2) \]

\[ + \left( \frac{1}{4} \lambda + \| L \|^2 + 4\lambda^{-1} L_0^2 e^{\lambda \rho} \right) \int_{0}^{t} E \left( e^{\lambda s} \| u(s, \xi_1) - u(s, \xi_2) \|^2 \right) ds \]

(101)

Applying the Gronwall inequality to (101), we obtain for all \( t \geq 0 \),

\[ E \left( e^{\lambda t} \| u(t, \xi_1) - u(t, \xi_2) \|^2 \right) \leq (1 + 4\lambda^{-1} L_0^2 \rho e^{\lambda \rho}) E(\| \xi_1 - \xi_2 \|^2) e \left( \frac{1}{4} \lambda + \| L \|^2 + 4\lambda^{-1} L_0^2 e^{\lambda \rho} \right) t \]
and hence by (96) we obtain that for all \( t \geq 0, \)

\[
E \left( \| u(t, \xi_1) - u(t, \xi_2) \|_2^2 \right) \leq (1 + 4\lambda^{-1}L_0\rho e^{\lambda\rho})E(\| \xi_1 - \xi_2 \|_{C_{\rho}}^2)e^{-\frac{1}{2}\lambda t}.
\]  
\[ \text{(102)} \]

On the other hand, for \( t \in [-\rho, 0], \) we have

\[
E \left( \| u(t, \xi_1) - u(t, \xi_2) \|_2^2 \right) = E \left( \| \xi_1(t) - \xi_2(t) \|_2^2 \right) \leq E(\| \xi_1 - \xi_2 \|_{C_{\rho}}^2)e^{-\frac{1}{2}\lambda t},
\]

which together with (102) concludes the proof. \( \square \)

Next, we improve Lemma 5.1 to obtain the uniform estimates on the segments of solutions in \( C([-\rho, 0], \ell^2). \)

**Lemma 5.2.** Suppose (3)-(7) and (96) hold, and \( \xi_1, \xi_2 \in L^2(\Omega, C([-\rho, 0], \ell^2)). \) If \( u(t, \xi_1) \) and \( u(t, \xi_2) \) are the solutions of system (12)-(13) with initial data \( \xi_1 \) and \( \xi_2, \) respectively, then for any \( t \geq \rho, \)

\[
E \left( \sup_{t-\rho \leq r \leq t} \| u(r, \xi_1) - u(r, \xi_2) \|_2^2 \right) \leq M_4 E(\| \xi_1 - \xi_2 \|_{C_{\rho}}^2)e^{-\frac{1}{2}\lambda t},
\]

where \( M_4 \) is a positive number depending only on \( \lambda, \rho, L \) and \( L_0. \)

**Proof.** By (15) we obtain, for all \( t \geq \rho \) and \( r \geq t - \rho, \)

\[
\| u(r, \xi_1) - u(r, \xi_2) \|_2^2 + 2\nu \int_{t-\rho}^r \| B(u(s, \xi_1) - u(s, \xi_2)) \|_2^2 ds
\]

\[
+ \lambda \int_{t-\rho}^r \| u(s, \xi_1) - u(s, \xi_2) \|_2^2 ds
\]

\[
= \| u(t-\rho, \xi_1) - u(t-\rho, \xi_2) \|_2^2
\]

\[
+ 2 \int_{t-\rho}^r \| u(s, \xi_1) - u(s, \xi_2), f(u(s, \xi_1) - f(u(s, \xi_2)) \|_2^2 ds
\]

\[
+ \sum_{k=1}^{\infty} \int_{t-\rho}^r \| \sigma_k(u(s, \xi_1)) - \sigma_k(u(s, \xi_2)) \|_2^2 ds
\]

\[
+ 2 \sum_{k=1}^{\infty} \int_{t-\rho}^r (u(s, \xi_1) - u(s, \xi_2), \sigma_k(u(s, \xi_1)) - \sigma_k(u(s, \xi_2))) dW_k,
\]

and hence for all \( t \geq \rho, \)

\[
E \left( \sup_{t-\rho \leq r \leq t} \| u(r, \xi_1) - u(r, \xi_2) \|_2^2 \right)
\]

\[
\leq E \left( \| u(t-\rho, \xi_1) - u(t-\rho, \xi_2) \|_2^2 \right)
\]

\[
+ 2E \left( \int_{t-\rho}^t \| u(s, \xi_1) - u(s, \xi_2) \|_2^2 \| f(u(s, \xi_1)) - f(u(s, \xi_2)) \|_2^2 ds \right)
\]

\[
+ E \left( \sum_{k=1}^{\infty} \int_{t-\rho}^t \| \sigma_k(u(s, \xi_1)) - \sigma_k(u(s, \xi_2)) \|_2^2 ds \right)
\]

\[
+ 2E \left( \sup_{t-\rho \leq r \leq t} \left| \sum_{k=1}^{\infty} \int_{t-\rho}^r (u(s, \xi_1) - u(s, \xi_2), \sigma_k(u(s, \xi_1)) - \sigma_k(u(s, \xi_2))) dW_k \right| \right).
\]  
\[ \text{(103)} \]
For the first term on the right-hand side of (103), by Lemma 5.1 we see that for all $t \geq \rho$,

$$E\left(\|u(t - \rho, \xi_1) - u(t - \rho, \xi_2)\|^2\right) \leq c_1 E(\|\xi_1 - \xi_2\|_{C_\rho}^2)e^{-\frac{1}{2}\lambda(t-\rho)},$$

(104)

where $c_1 = (1 + 4\lambda^{-1}L_0^2pe^\lambda \rho$).

For the second term on the right-hand side of (103), by (9) and Lemma 5.1 we obtain

$$2E\left(\int_{t-\rho}^t \|u(s, \xi_1) - u(s, \xi_2)\||\|f(u(s - \rho, \xi_1)) - f(u(s - \rho, \xi_2))\||ds\right)$$

$$\leq \int_{t-\rho}^t E\left(\|u(s, \xi_1) - u(s, \xi_2)\|^2\right) ds$$

$$+ \int_{t-\rho}^t E\left(\|f(u(s - \rho, \xi_1)) - f(u(s - \rho, \xi_2))\|^2\right) ds$$

$$\leq c_1 E(\|\xi_1 - \xi_2\|_{C_\rho}^2) \int_{t-\rho}^t e^{-\frac{1}{2}\lambda s} ds$$

$$+ L_0^2 \int_{t-\rho}^t E\left(\|u(s, \xi_1) - u(s, \xi_2)\|^2\right) ds$$

(105)

$$\leq 2c_1 \lambda^{-1} E(\|\xi_1 - \xi_2\|_{C_\rho}^2)e^{-\frac{1}{2}\lambda(t-\rho)} + L_0^2 \int_{t-2\rho}^{t-\rho} E\left(\|u(s, \xi_1) - u(s, \xi_2)\|^2\right) ds$$

$$\leq 2c_1 \lambda^{-1} E(\|\xi_1 - \xi_2\|_{C_\rho}^2)e^{-\frac{1}{2}\lambda(t-\rho)} + c_1 L_0^2 E(\|\xi_1 - \xi_2\|_{C_\rho}^2) \int_{t-2\rho}^{t-\rho} e^{-\frac{1}{2}\lambda s} ds$$

$$\leq 2c_1 \lambda^{-1} E(\|\xi_1 - \xi_2\|_{C_\rho}^2)e^{-\frac{1}{2}\lambda(t-\rho)} + 2c_1 \lambda^{-1} L_0^2 E(\|\xi_1 - \xi_2\|_{C_\rho}^2)e^{-\frac{1}{2}\lambda(t-2\rho)}$$

$$= 2c_1 \lambda^{-1} E(\|\xi_1 - \xi_2\|_{C_\rho}^2)(1 + L_0^2 e^\frac{1}{2}\lambda \rho)e^{-\frac{1}{2}\lambda(t-\rho)}.$$
invariant measure in Theorem 5.3. Suppose (13).
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by using the standard arguments (see, e.g., [66]).

Theorem 5.3. Suppose (3)-(7) and (96) hold. Then problem (12)-(13) has a unique invariant measure in $C([-\rho, 0], \mathbb{L}^2)$.

Proof. By Lemma 5.2 we see that for any $\xi_1, \xi_2 \in L^2(\Omega, C([-\rho, 0], \mathbb{L}^2))$, the segments of the solutions $u_t(\xi_1)$ and $u_t(\xi_2)$ of (12)-(13) satisfy, for all $t \geq \rho$,

$$E\left(\sup_{-\rho \leq s \leq t} \|u(s, \xi_1) - u(s, \xi_2)\|^2\right) \leq c_2 E\left(\|\xi_1 - \xi_2\|^2_{C^2}\right) e^{-\frac{1}{2} \lambda t},$$

as desired.

We are now ready to show the uniqueness of invariant measures of system (12)-(13).

References

1. V. S. Afraimovich and V. I. Nekorkin, Chaos of traveling waves in a discrete chain of diffusively coupled maps, Internat. J. Bifur. Chaos Appl. Sci. Engrg., 4 (1994), 631–637.
2. P. W. Bates, X. Chen and A. Chmaj, Traveling waves of bistable dynamics on a lattice, SIAM J. Math. Anal., 35 (2003), 520–546.
3. P. W. Bates and A. Chmaj, On a discrete convolution model for phase transitions, Arch. Ration. Mech. Anal., 150 (1999), 281–305.
4. P. W. Bates, K. Lu and B. Wang, Attractors for lattice dynamical systems, International J. Bifur. Chaos, 11 (2001), 143–153.
5. P. W. Bates, H. Lisei and K. Lu, Attractors for stochastic lattice dynamical systems, Stochastics and Dynamics, 6 (2006), 1–21.
6. P. W. Bates, K. Lu and B. Wang, Attractors of non-autonomous stochastic lattice systems in weighted spaces, Physica D, 289 (2014), 32–50.
7. J. Bell and C. Conner, Threshold behaviour and propagation for nonlinear differential-difference systems motivated by modeling myelinated axons, Quarterly Appl. Math., 42 (1984), 1–14.
8. W. J. Beyn and S. Y. Pilyugin, Attractors of reaction diffusion systems on infinite lattices, J. Dyn. Differential Equations, 15 (2003), 485–515.
[9] Z. Brzezniak, M. Ondrejat and J. Seidler, Invariant measures for stochastic nonlinear beam and wave equations, *J. Differential Equations*, 260 (2016), 4157–4179.

[10] Z. Brzezniak, E. Motyl and M. Ondrejat, Invariant measure for the stochastic Navier-Stokes equations in unbounded 2D domains, *Annals of Probability*, 45 (2017), 3145–3201.

[11] O. Butkovsky and M. Scheutzow, Invariant measures for stochastic functional differential equations, *Electron. J. Probab.*, 22 (2017), 1–23.

[12] T. Caraballo, M. J. Garrido-Atienza and B. Schmalfuss, Exponential stability of stationary solutions for semilinear stochastic evolution equations with delays, *Discret. Contin. Dyn. Syst.*, 18 (2007), 271–293.

[13] T. Caraballo, M. J. Garrido-Atienza and T. Taniguchi, The existence and exponential behavior of solutions to stochastic delay evolution equations with a fractional Brownian motion, *Nonlinear Anal.*, 74 (2011), 3671–3684.

[14] T. Caraballo and K. Lu, Attractors for stochastic lattice dynamical systems with a multiplicative noise, *Frontiers of Mathematics in China*, 3 (2008), 317–335.

[15] T. Caraballo, F. Morillas and J. Valero, Attractors of stochastic lattice dynamical systems with a multiplicative noise and non-Lipschitz nonlinearity, *J. Differential Equations*, 253 (2012), 667–693.

[16] S. N. Chow and J. Mallet-Paret, Pattern formation and spatial chaos in lattice dynamical systems, I, *IEEE Trans. Circuits Systems*, 42 (1995), 746–751.

[17] S. N. Chow, J. Mallet-Paret and W. Shen, Traveling waves in lattice dynamical systems, *J. Differential Equations*, 49 (1998), 248–291.

[18] S. N. Chow, J. Mallet-Paret and E. S. Van Vleck, Pattern formation and spatial chaos in spatially discrete evolution equations, *Random Computational Dynamics*, 4 (1996), 109–178.

[19] S. N. Chow and W. Shen, Dynamics in a discrete Nagumo equation: Spatial topological chaos, *SIAM J. Appl. Math.*, 55 (1995), 1764–1781.

[20] L. O. Chua and T. Roska, The CNN paradigm, *IEEE Trans. Circuits Systems*, 40 (1993), 147–156.

[21] L. O. Chua and Y. Yang, Cellular neural networks: Theory, *IEEE Trans. Circuits Systems*, 35 (1988), 1257–1272.

[22] G. Da Prato and J. Zabczyk, *Stochastic Equations in Infinite Dimensions*, Cambridge University Press, Cambridge, 1992.

[23] J. Eckmann and M. Hairer, Invariant measures for stochastic partial differential equations in unbounded domains, *Nonlinearity*, 14 (2001), 133–151.

[24] C. E. Elmer and E. S. Van Vleck, Analysis and computation of traveling wave solutions of bistable differential-delay equations, *Nonlinearity*, 12 (1999), 771–798.

[25] C. E. Elmer and E. S. Van Vleck, Traveling waves solutions for bistable differential-delay equations with periodic diffusion, *SIAM J. Appl. Math.*, 61 (2001), 1648–1679.

[26] T. Erneux and G. Nicolis, Propagating waves in discrete bistable reaction diffusion systems, *Physica D*, 67 (1993), 237–244.

[27] A. Es-Sarhir, M. Scheutzow and O. van Gaans, Invariant measures for stochastic functional differential equations with superlinear drift term, *Differential Integral Equations*, 23 (2010), 189–200.

[28] M. J. Garrido-Atienza, A. Ogrowsky and B. Schmalfuss, Random differential equations with random delays, *Stochastics and Dynamics*, 11 (2011), 369–388.

[29] K. Gopalsamy, *Stability and Oscillation in Delay Differential Equations of Population Dynamics*, Kluwer Academic, Dordrecht, 1992.

[30] J. K. Hale, *Functional differential equations with infinite delays*, *J. Math. Anal. Appl.*, 48 (1974), 276–283.

[31] J. K. Hale and S. M. V. Lunel, *Introduction to Functional Differential Equations*, Springer-Verlag, Berlin, 1993.

[32] X. Han, Random attractors for stochastic sine-Gordon lattice systems with multiplicative white noise, *J. Math. Anal. Appl.*, 376 (2011), 481–493.

[33] X. Han, W. Shen and S. Zhou, Random attractors for stochastic lattice dynamical systems in weighted spaces, *J. Differential Equations*, 250 (2011), 1235–1266.

[34] X. Han and P. E. Kloeden, Non-autonomous lattice systems with switching effects and delayed recovery, *J. Differential Equations*, 261 (2016), 2986–3009.

[35] X. Han, Asymptotic behaviors for second order stochastic lattice dynamical systems on $\mathbb{Z}^k$ in weighted spaces, *J. Math. Anal. Appl.*, 397 (2013), 242–254.
[36] Y. Hino, T. Naito and S. Murakami, *Functional Differential Equations with Infinite Delay*, Springer-Verlag, Berlin, 1991.

[37] K. Ito and M. Nisio, On stationary solutions of a stochastic differential equation, *J. Math. Kyoto Univ.*, 4 (1964), 1–75.

[38] R. Kapval, Discrete models for chemically reacting systems, *J. Math. Chem.*, 6 (1991), 113–163.

[39] N. I. Karachalios and A. N. Yannacopoulos, Global existence and compact attractors for the discrete nonlinear Schrödinger equation, *J. Differential Equations*, 217 (2005), 88–123.

[40] J. P. Keener, Propagation and its failure in coupled systems of discrete excitable cells, *SIAM J. Appl. Math.*, 47 (1987), 556–572.

[41] J. P. Keener, The effects of discrete gap junction coupling on propagation in myocardium, *J. Theor. Biol.*, 148 (1991), 49–82.

[42] J. Kim, On the stochastic Burgers equation with polynomial nonlinearity in the real line, *Discrete Continuous Dynam. Systems - B*, 6 (2006), 835–866.

[43] J. Kim, On the stochastic Benjamin-Ono equation, *J. Differential Equations*, 228 (2006), 737–768.

[44] J. Kim, Periodic and invariant measures for stochastic wave equations, *Electronic Journal of Differential Equations*, 2004, 1–30.

[45] J. Kim, Invariant measures for a stochastic nonlinear Schrödinger equation, *Indiana University Mathematics Journal*, 55 (2006), 687–717.

[46] V. B. Kolmanovskii and V. R. Nosov, *Stability of Functional Differential Equations*, Academic Press, New York, 1986.

[47] Y. Kuang, *Delay Differential Equations: With Applications in Population Dynamics*, Academic Press, Boston, 1993.

[48] Y. Kuang and H. L. Smith, Global stability for infinite delay Lotka-Volterra type system, *J. Differential Equations*, 103 (1993), 221–246.

[49] X. Mao, *Stochastic Functional Differential Equations and Applications*, 2nd edition, Woodhead Publishing Limited, Chichester, 2008.

[50] X. Mao, The LaSalle-type theorems for stochastic functional differential equations, *Stochastic Process. Appl.*, 65 (1996), 233–250.

[51] F. Morillas and J. Valero, A Peano’s theorem and attractors for lattice dynamical systems, *International J. Bifur. Chaos*, 19 (2009), 557–578.

[52] O. Misiat, O. Stanzhytskyi and N. Yip, Existence and uniqueness of invariant measures for stochastic reaction-diffusion equations in unbounded domains, *Journal of Theoretical Probability*, 29 (2016), 996–1026.

[53] S. E. A. Mohammed, *Stochastic Functional Differential Equations*, Longman, New York, 1984.

[54] J. D. Murray, *Mathematical Biology*, Springer-Verlag, Berlin, 1993.

[55] T. Naito, On autonomous linear retarded equations in abstract phase for infinite retardations, *J. Differential Equations*, 21 (1976), 297–315.

[56] T. Naito, On linear autonomous retarded equations in abstract phase for infinite delay, *J. Differential Equations*, 33 (1979), 74–91.

[57] M. Reiss, M. Riedle and O. van Gaans, Delay differential equations driven by Levy processes: Stationarity and Feller properties, *Stoch. Process. Appl.*, 116 (2006), 1409–1432.

[58] M. Scheutzow, Qualitative behaviour of stochastic delay equations with a bounded memory, *Stochastics*, 12 (1984), 41–80.

[59] B. Wang, Dynamics of systems on infinite lattices, *J. Differential Equations*, 221 (2006), 224–245.

[60] B. Wang, Dynamics of stochastic reaction-diffusion lattice systems driven by nonlinear noise, *J. Math. Anal. Appl.*, 477 (2019), 104–132.

[61] B. Wang and R. Wang, Asymptotic behavior of stochastic Schrödinger lattice systems driven by nonlinear noise, *Stochastic Analysis and Applications*, 38 (2020), 213–237.

[62] B. Wang, Dynamics of fractional stochastic reaction-diffusion equations on unbounded domains driven by nonlinear noise, *J. Differential Equations*, 268 (2019), 1–59.

[63] X. Wang, K. Lu and B. Wang, Random attractors for delay parabolic equations with additive noise and deterministic nonautonomous forcing, *SIAM J. Applied Dynamical Systems*, 14 (2015), 1018–1047.
[65] X. Wang, K. Lu and B. Wang, Exponential stability of non-autonomous stochastic delay lattice systems with multiplicative noise, *J. Dyn. Differential Equations*, **28** (2016), 1309–1335.

[66] F. Wu, G. Yin and H. Mei, Stochastic functional differential equations with infinite delay: Existence and uniqueness of solutions, solution maps, Markov properties, and ergodicity, *J. Differential Equations*, **262** (2017), 1226–1252.

[67] B. Zinner, Existence of traveling wavefront solutions for the discrete Nagumo equation, *J. Differential Equations*, **96** (1992), 1–27.

Received January 2020; revised May 2020.

E-mail address: zchen@sdu.edu.cn
E-mail address: lixiliang@amss.ac.cn
E-mail address: bwang@nmt.edu