An optimal feature enriched region of interest (ROI) extraction for periocular biometric system
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Abstract
With the onset of COVID-19 pandemic, wearing of face mask became essential and the face occlusion created by the masks deteriorated the performance of the face biometric systems. In this situation, the use of periocular region (region around the eye) as a biometric trait for authentication is gaining attention since it is the most visible region when masks are used. One important issue in periocular biometrics is the identification of an optimal size periocular ROI which contains enough features for authentication. The state of the art ROI extraction algorithms use fixed size rectangular ROI calculated based on some reference points like center of the iris or centre of the eye without considering the shape of the periocular region of an individual. This paper proposes a novel approach to extract optimum size periocular ROIs of two different shapes (polygon and rectangular) by using five reference points (inner and outer canthus points, two end points and the midpoint of eyebrow) in order to accommodate the complete shape of the periocular region of an individual. The performance analysis on UBIPr database using CNN models validated the fact that both the proposed ROIs contain enough information to identify a person wearing face mask.
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1 Introduction
Uniquely identifying individual in this era of pandemic on day to day basis is a challenge in the biometric world. Primary reason is the necessity to use face mask to protect from the spreading of corona virus. Finger print biometric systems are also not considered as a safe option due to the fear of corona virus spread [9]. One of the solutions may be to use
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eye or iris biometrics but it needs a lot of user cooperation. Under this situation, periocular region as a biometric trait is receiving popularity [1] since it is contact less and the performance is least affected by the face mask. The term periocular refers to the periphery of eyes which contains eye, eyebrow and pre-eye orbital region as shown in Fig. 1.

Unlike other biometric traits such as iris, face and fingerprints, the area of periocular region is not defined in literature. Performance of a periocular biometric system strongly depends on the area of the periocular region. It is found that large size periocular region may provide high accuracy but can take more execution time whereas small size periocular region may provide comparable recognition accuracy with less execution time. This is due to the fact that large size ROI obviously contains a greater number of features as compared to small size ROI. But the question is, are all of the features extracted from large size ROI actually worthy to improve recognition accuracy of the system? Or, one should try to extract an optimum size ROI to get enough number of features while maintaining the recognition accuracy of the system. The requirement of small size ROI is also important in the situation of COVID-19 pandemic since a large region of the face is generally covered with the face mask as shown in Fig. 2.

Motivating from the above facts, this research proposes two novel methods to extract two different optimum sized periocular regions of interest, which include the critical components
such as eye shape, eye socket, canthus points etc. for authentication when most part of the face is covered with the face mask. The significant contributions of this research are:

1. Proposed a novel methods to extract ROIs of two different shapes: 1) polygon and 2) rectangular shape from periocular region images which contain sufficient features for recognition when subjects are wearing face masks.
2. Demonstrated that the extracted polygon shaped and rectangular shaped ROIs using the proposed methods are capable enough to obtain a better recognition accuracy as compared to the state-of-the-art rectangular ROIs.

The proposed methods can be implemented to create a highly robust contact less biometric authentication system suitable for this pandemic situation.

2 Literature review

In the effort to mitigate the spreading speed of corona virus, face masks are playing a major role. But, use of face mask covered most of the face area which can be a major hurdle for face recognition in person authentication. Damer et al. [7] study the effect of wearing face mask on face recognition systems and found significant drop in recognition accuracy when subject is wearing face mask. Finger print authentication can be a solution but it requires to touch the surface of the scanner which may increase the possibility of contamination and spread of any infectious diseases [18]. Hence in this critical scenario of COVID 19, this solution cannot be acceptable when every automated system needs to work on contact less approach. Iris or sclera matching to identify an individual cannot be considered as a good solution because it requires a lot of user cooperation. In this scenario, use of periocular region as a biometric trait for person authentication is a good solution. The reasons are 1) Periocular region based biometric system works on contact less approach 2) It requires very low user cooperation 3) Since area and shape of periocular region is not defined, system can consider any shape of ROI which has enough feature for person authentication.

The pioneer work to contemplate the adequacy of periocular region as a compelling biometric trait was performed by Park et al. [19]. Subsequently, several works were published to prove the utility of periocular region as supporting feature to iris [4], its usefulness in soft biometric classification [6] and in smart phone authentication [25]. In spite of the popularity of periocular region as a reliable and contact less biometric trait, the primary challenge for the researcher’s community is its undefined size and this problem became more complex when most of the face area is covered with face mask. In literature, various strategies and reference points were considered by the researchers to segment the region of interest from periocular images for matching. Park et al. [21] considered the iris center as reference point and extract a rectangular ROI region with dimension of \((6 \times R_{iris}) \times (4 \times R_{iris})\) where \(R_{iris}\) denotes the radius of iris whereas Ahmed et al. [2] extracted a rectangular ROI region with dimension of \((4 \times D_{iris}) \times (3 \times D_{iris})\) where \(D_{iris}\) denotes the diameter of iris with iris center as reference point. Center of iris is performing well as reference points but these methods were not applicable when eyes were partially or fully closed, face of the subject is tilted and if gaze angle is not frontal.

In order to handle the problem of gaze angle, Mahalingam et al. [15] used eye center instead of iris center as reference points. This method was working well, but again, it
was not applicable on the subjects with tilted head/face or with partially open eyes. To solve this problem, some investigators proposed to use eye corners as reference points [6, 11]. The reason is, eye corner also known as Canthus points are least effected by partial open eyes or tilted face. In another approach found in literature proposed by Dong and Woodard [8], Le et al. [13] and Nguyen et al. [16], instead of using any reference points they consider critical components of periocular region such as shape of eye brow itself as the region of interest for matching. Proenca et al. [22] proposed a unique method to extract ROI by considering center of mass of cornea as reference points and claimed that their proposed method is least sensitive to gaze angle of eyes.

Most of the approaches in literature provided a fixed size rectangular region of interest. Considering this fact, Bakshi et al. [3] proposed a human anthropometric based method and implemented an approach to extract dynamic region of interest. They considered width of eyebrow, width of face, height of face, area of face and distance between eyebrow and eye center of individual to create and extract a rectangular region of interest. Here the area of ROI can be varied based on the above parameters.

Considering the popularity of deep learning concepts, Proenca and Neves [23] implemented a CNN model and found that components inside ocular globe (such as iris and sclera) does not play a critical role in improving the performance of periocular system. Instead, they may be the cause of degradation in performance. For supporting this disruptive hypothesis, they provided some supporting facts such as 1) effect of corneal reflections in iris and sclera, 2) components in ocular globe are subject to motion because of body or head movement and 3) partial occlusion of iris and sclera because of unknown movements of eyelashes or eyelids. On the contrary, Zhao and Kumar [27] implemented an attention mechanism-based CNN model to make focus on some of the important components of periocular region such as eye shape and eyebrow. The key assumption of their work was that, there may be some critical components in periocular region which required more attention and may provide more discriminative features at the time of matching.

After rigorous study of various state of the art methods implemented in the domain of periocular biometrics, it is found that none of the researchers analyzed the efficiency of periocular biometric system when a large part of face is occluded with the face mask and what solution can considered to improve the performance of the system in this scenario.

Considering the above facts and current pandemic situation, this research proposes two algorithms to extract optimal feature enriched regions of two different shapes (polygon and rectangle) from the visible periocular area. This research also considered the importance of critical components such as eyebrow, shape of eye, eye socket and canthus points and included them in the proposed polygon and rectangular shaped ROIs.

3 Materials and methods

3.1 Database used

For the evaluation of proposed work, raw input images from publicly available UBIPr periocular database created by Padole and Proenca [20] is used. This database contains total 10252 images represented in RGB color space in .bmp format. Images were captured using CANON EOS 5D digital Camera in highly controlled lab conditions and setups such as four meter to eight meter in steps of one meter distance variation, different illumination, frontal, 30 and -30 degree pose variation and occlusion variability. To create metadata of images, researchers were manually
annotated the images for iris center, canthus points and inner, outer, mid points of eyebrow. Annotations also included information about gaze angle, gender, pigmentation level, eye closure and presence of glasses. Sample images from UBIPr database is shown in Fig. 3.

3.2 Proposed ROI extraction algorithms

The core objective of this research is to identify an optimal size periocular ROI for authentication when subject is wearing face mask. From the literature review, it is found that most of the existing ROI extraction algorithms [2, 14, 19, 21] extracts rectangular ROIs and use some multiplication factors which needs to be calculated empirically in order to calculate the length and breadth of the rectangular ROI. Thus, the objective was to find a ROI extraction method without using any multiplication factors and dynamically adaptive to each person's periocular region. For this, some experiments have been performed by extracting different ROIs on images with masks. It is found that feature enriched region around the eye should include four critical features of periocular region i.e. canthus point, eye socket, shape of eyebrow and eye shape. Considering the above fact, this research proposes two different shapes of ROIs - rectangular and polygon covering all the four critical features in the visible region when most of the face area is occluded because of face mask. Example images to illustrate both the ROIs are shown in Fig. 4.

3.2.1 Rectangular shaped ROI extraction and matching

The objective was to identify a rectangular shaped ROI which includes four critical features of periocular region i.e. canthus point, eye socket, shape of eyebrow and eye shape. To find the height of the rectangular ROI, the distance between the midpoint of the line connecting the canthus points and the midpoint of the eyebrows calculated and it is marked as d in Fig 5. By visualizing the symmetry of the eye shape, it has been decided to take a distance d above and a distance d/2
below the midpoint of the line connecting the canthus points as the height of the ROI. Then for the breadth of the rectangular ROI the distance between the eyebrow endpoints are calculated.

The rectangular ROI extraction algorithm uses the end points and midpoints of eyebrow and canthus points as reference points and is given in algorithm 1.

**Algorithm 1: Rectangular shaped ROI extraction**

**Input:** Periocular image and following reference points

$(X_{ebey}, Y_{ebey})$: coordinates of outer eyebrow points
$(X_{inbe}, Y_{inbe})$: coordinates of inner eyebrow points
$(X_{mideb}, Y_{mideb})$: coordinates of midpoint of eyebrow
$(X_{canin}, Y_{canin})$: coordinates of inner canthus point
$(X_{canout}, Y_{canout})$: coordinates of outer canthus point

**Output:** Rectangular ROI extracted from periocular images

**Step 1:** Calculate the midpoint coordinates of the line drawn between inner and outer canthus point

\[
X_{canmid} = \frac{(X_{canin} + X_{canout})}{2} \quad (1)
\]

\[
Y_{canmid} = \frac{(Y_{canin} + Y_{canout})}{2} \quad (2)
\]

**Step 2:** Calculate the distance between the midpoint of the eyebrow $(X_{mideb}, Y_{mideb})$ and obtained coordinates point from step 1 $(X_{canmid}, Y_{canmid})$. Let it be ‘d’.

\[
d = \sqrt{(X_{mideb} - X_{canmid})^2 + (Y_{mideb} - Y_{canmid})^2} \quad (3)
\]

**Step 3:** Calculate the top left $(X_{t}, Y_{t})$ and bottom right $(X_{b}, Y_{b})$ vertices of rectangle

For Right Eye

\[
topleft(X_{t}, Y_{t}) = (X_{mideb}, Y_{mideb} - d/2) \quad (4)
\]

\[
bottomright(X_{b}, Y_{b}) = (X_{mideb}, Y_{canmid} + d/2) \quad (5)
\]

For Left Eye

\[
topleft(X_{t}, Y_{t}) = (X_{mideb}, Y_{mideb} - d/2) \quad (6)
\]

\[
bottomright(X_{b}, Y_{b}) = (X_{mideb}, Y_{canmid} + d/2) \quad (7)
\]
An example image after extracting rectangular ROI from UBIPr database is shown in Fig. 6

3.2.2 Polygon shaped ROI extraction and matching

This research also proposes a polygon shaped ROI which is smaller in size than the rectangular ROI yet includes the four critical features of periocular region i.e. canthus point, eye socket, shape of eyebrow and eye shape. This polygon shaped ROI may be useful in situations where the face is highly occluded because of mask or because of some specific hair styles (such as Pixie cut) as shown in Fig. 7.

The height of the proposed polygon ROI will be same as that of the rectangular ROI and the width of the upper side of the polygon is the distance between the eyebrow end points and the lower side is the distance between the canthus points. The construction of polygon shaped ROI is shown in Fig. 8.
The polygon ROI extraction algorithm also uses the end points and midpoints of eyebrow and canthus points as reference points and is given in algorithm 2.

**Algorithm 2: Polygon shaped ROI extraction**

**Input:** Periocular image and the following reference points
- \((X_{\text{outeb}}, Y_{\text{outeb}})\): coordinates of outer eyebrow points
- \((X_{\text{meab}}, Y_{\text{meab}})\): coordinates of inner eyebrow points
- \((X_{\text{mideb}}, Y_{\text{mideb}})\): coordinates of midpoint of eyebrow
- \((X_{\text{canout}}, Y_{\text{canout}})\): coordinates of outer canthus point
- \((X_{\text{canmid}}, Y_{\text{canmid}})\): coordinates of outer canthus point

**Output:** Polygon ROI extracted from periocular images

**Step 1:** Calculate the coordinates of the midpoint of the line connecting the inner and outer canthus points as given in equation 1 and equation 2 call them \((X_{\text{canmid}}, Y_{\text{canmid}})\).

**Step 2:** Calculate the distance between the midpoint of the eyebrow \((X_{\text{mideb}}, Y_{\text{mideb}})\) and \((X_{\text{canmid}}, Y_{\text{canmid}})\) as shown in equation 3. Let it be ‘d’.

**Step 3:** Calculate the four vertices of polygon as,

For Right Eye

\[
(X_1', Y_1) = (X_{\text{meab}}, Y_{\text{meab}} - d/2) \\
(X_2', Y_2) = (X_{\text{canmid}}, Y_{\text{canmid}} + d/2) \\
(X_3', Y_3) = (X_{\text{canout}}, Y_{\text{canout}}) \\
(X_4', Y_4) = (X_{\text{outeb}}, Y_{\text{outeb}} - d/2)
\]

For Left Eye

\[
(X_1', Y_1) = (X_{\text{outeb}}, Y_{\text{outeb}} - d/2) \\
(X_2', Y_2) = (X_{\text{canout}}, Y_{\text{canout}}) \\
(X_3', Y_3) = (X_{\text{canmid}}, Y_{\text{canmid}} + d/2) \\
(X_4', Y_4) = (X_{\text{meab}}, Y_{\text{meab}} - d/2)
\]
An example image after masking the region outside polygon ROI from UBIPr database is shown in Fig. 9.

### 3.3 Methodology used

The complete methodology used for ROI extraction, feature extraction from ROI and classification is shown in Fig. 10 and Fig. 11.

In the proposed methodology, deep CNN models are used for feature extraction and classification and is described in Sect. 3.5 and Sect. 3.6. The input to the CNN model is the image corresponds to the extracted ROI. For the rectangular ROI, no further processing is required but the polygon ROI need to be converted into an image and the method is described in Sect. 3.3.1.

#### 3.3.1 Extraction of RGB pixel values from polygon region and creation of input image to feed them in to CNN

In order to convert the polygon shaped ROI into an image suitable for inputting the CNN, a row-wise pixel scan (raster scan) has been performed on the images with masked polygon ROI region. The masking process simply converts all the three - Red, Green and Blue channel value of an image pixel to zero. Hence in order to extract the pixels from the polygon ROI, it is enough to extract only those pixels for which the value of any of the three channels (Red, Blue and Green) is not zero. After complete scan of the image, the obtained pixels are stored in a 3-dimensional matrix. This 3D matrix is converted to jpeg image.

### 3.4 Proposed CNN architecture for feature extraction and classification

By considering the popularity of non-handcrafted features and to analyse the performance of proposed polygon and rectangular shaped ROI, a deep CNN model has been designed.

---

**Fig. 9** Example images: (a) Original Image (b) Polygon ROI

**Fig. 10** Proposed Methodology (Polygon ROI extraction and matching)
The proposed model contains three residual connections and five convolutional layers. Each convolution layer is followed by one ReLU layer. It is followed by a Fully connected layer, a SoftMax layer and finally the Classification layer as shown in Fig. 12.

Here, convolution layers are used to extract features by applying filters on images, ReLU layer maps all the negative values to zero, residual connections are used for optimal gradient flow. The output of the whole process is feed in to fully connected layer. Fully connected layer with SoftMax and Classification layer is used for classification and to predict the best class label for input test images. The description of five subsequent convolutional layers are as follows:

1. First two Convolutional layers (Conv 1 and Conv 2) contains 16 filters of size $5 \times 5$ with stride of two pixels.
2. Rest of the three Convolutional layers (Conv 3, Conv 4 and Conv 5) contains 16 filters of size $3 \times 3$ with stride of two pixels.

### 3.5 VGG19 CNN model and transfer learning

An off the shelf pretrained deep CNN model (VGG19) with transfer learning approach is also implemented to analyse the effectiveness of both rectangular and polygon shaped ROIs. Transfer learning approach aims to transfer knowledge (features, weight etc.) from previously learned tasks to newer task, when training samples for the newer task are insufficient to train a robust model [10]. In image classification, transfer learning is used to create a bridge between source feature space to target feature space using a translator in order to transfer the learning from source to target. In this study, we have implemented transfer learning on pre-trained deep CNN VGG19 model by freezing initial ten layers of the pre-trained model. Freezing means, while backward pass the weights on these layers will not
be updated. The weights are the values which will transfer to some new task. The end layers were replaced or fine-tuned based on the new classification task.

VGG19 deep CNN model consists of 19 layers with trainable weights. It includes 16 convolutional layer and 3 fully connected layer apart from that it consists of 5 max pooling layer which is used to reduce the size of the input and a soft max layer which is used to take final decision about prediction.

4 Experiments

All experiments were carried out using the MATLAB r2018b on a system with Intel Core i7-8750H GPU Processor @ 2.2 GHZ, 8GB DDR4 RAM with windows 10 operating system. Performance of both the ROIs (polygon and rectangle) extracted using the proposed algorithms were analyzed with two different CNN classifier models described in Sect. 3.4 and Sect. 3.5. After evaluating a lot of different set of hyper parameters such as different learning rates (0.0001, 0.0003, 0.0005 and 0.0008), minibatch size (2, 4, 8, 16, 32) and epoch (starting from 2 to 10), the final parameter specification used to train the proposed CNN model and VGG19 model is shown in Table 1.

Three different experiments were carried out to evaluate the performance of both the ROIs (polygon and rectangle) extracted using the proposed algorithms.

**Experiment 1: Complete UBIPr database**

In this experiment, complete UBIPr dataset is utilized and divided it into training, validation and test set. The partition is based on the Pareto principal- Pareto Principal suggest to divide dataset in to 80: 20 ratios. 80% of the images from all 344 subjects are selected randomly and kept for training and validation set and the remaining 20 % are kept for testing set. From training and validation set, again 80 % of the images are randomly selected to train the model and remaining 20% are used for validating the model. Details for number of images used for training, validation and testing are shown in Table 2.

| Parameter                  | Value (for proposed CNN architecture) | Value (for VGG19 architecture) |
|----------------------------|---------------------------------------|---------------------------------|
| Learning Algorithm         | Root Mean Square Propagation (RMSprop) | Stochastic Gradient Descent with Momentum (SGDM) |
| Momentum                   | 0.9000                                | 0.9000                          |
| Learning Rate              | 0.0008                                | 0.0001                          |
| Weight factor              | 10                                    | 10                              |
| Bias factor                | 10                                    | 10                              |
| L2 regularization          | 1.0000e-04                            | 1.0000e-04                      |
| Gradient threshold method  | ‘l2norm’                              | ‘l2norm’                        |
| No of Epochs               | 6                                     | 8                               |
| Mini Batch size            | 16                                    | 4                               |

**Table 2**  Dataset Statistics for Experiment 1

| Database Name | Training Dataset | Validation Dataset | Test Dataset |
|---------------|------------------|--------------------|--------------|
| UBIPr         | 6025             | 1152               | 3075         |
Experiment 2: Images with pose variation

In this experiment to analyse the effectiveness of both the extracted ROIs, a non-ideal scenario in which images suffered with pose variation (30 and -30 degree) were used for testing. Both the models were trained using frontal images (0 degree pose variation) only. Details of number of images used in training as well as testing of both the model is shown in Table 3. Both the proposed CNN and VGG19 architecture were used for testing the performance of the ROIs in recognition.

Experiment 3: Subject are wearing glasses

In this experiment, one more non-ideal scenario in which testing dataset contains only those images of subjects wearing glasses were also used to analyse the performance of both the extracted ROIs. Details of number of images used for training as well as testing of both the models is shown in Table 4. Both the proposed CNN and VGG19 architecture were used for testing the performance of the ROIs in recognition.

5 Result and discussion

The key innovation of this study is the identification of optimum size periocular region of interest for biometric authentication when subject is wearing face mask. Thorough analysis has been performed to analyze the efficiency of the proposed polygon and rectangular shaped periocular ROI from different perspectives such as the performance of both the ROIs in two different non-ideal scenarios when images are suffered with pose variation and when subjects are wearing glasses, training time taken by both the models and size of ROIs.

5.1 Recognition accuracy

To analyse the performance of both polygon and rectangular shape ROI using two different CNN architecture (proposed CNN and VGG19) this study implemented closed identification system scenario and used Rank 1 recognition accuracy as performance metrics.

\[
\text{Rank 1 Recognition Accuracy} = \frac{\text{total number of predicted class label those are correctly predicted}}{\text{total number of class label}} \times 100
\]  

The Rank 1 accuracy calculated for both polygon and rectangular ROI extracted from UBIPr database using both proposed CNN and VGG19 model in Experiment 1,
5.2 Training time

The total training time taken by the proposed CNN architecture and pretrained CNN model for both polygon and rectangular shape ROI for complete UBIPr database is shown in Table 8. It is observed that training time taken by the proposed CNN is much less compared to VGG19 also the training time taken by both CNN models with polygon ROI is less compared to rectangular ROI even though it is marginal. It may be due to the smaller number of features in polygon ROI compared to rectangular ROI.

5.3 Size of ROI

A comparative analysis for the size of polygon and rectangular ROI in terms of number of pixels they contain is done with reference to a selected image and is shown in Table 9. It is observed that number of pixels contained in polygon ROI is around 39% less as compared to rectangular ROI and still has all necessary features to obtain acceptable recognition accuracy.

5.4 Comparison with pre-existing work in literature

The proposed approach is also compared with the state-of-the-art works on complete UBIPr database. The comparison results clearly show an improvement in recognition accuracy as shown in Table 10.

Based on the experiments on UBIPr database using both polygon and rectangular shaped ROI, it is observed that both the ROIs performed well with proposed five-layer CNN model and VGG19 model. Moreover Experiment 2 and Experiment 3 shows the effectiveness of proposed ROIs in non-ideal scenarios when the test dataset contains images with pose variation and when subjects are wearing glasses.

The proposed rectangular ROI region is 18% to 20% less in area compared to the rectangular ROI used in our previous work [12], but still performs better. This shows that the ROI extracted using the proposed algorithms are feature enriched small regions around both the left and right eye.

### Table 4: Dataset Statistics for Experiment 3

| Database Name | Training Dataset | Validation Dataset | Test Dataset |
|---------------|------------------|--------------------|--------------|
| UBIPr         | 7527             | 1720               | 1005         |

Experiment 2 and Experiment 3 are shown in Tables 5, 6 and 7 respectively whereas comparison of Rank 1 to Rank 10 recognition accuracy using CMC curve is illustrated in Figs. 13, 14 and 15 respectively.
Table 6 Rank 1 recognition accuracy (Experiment 2: images with pose variation)

| Method               | Rank 1 (%) | Rank 1 (%) |
|----------------------|------------|------------|
|                      | Polygon ROI| Rectangular ROI |
|                      | 30 deg     | -30 deg    | 30 deg | -30 deg |
| Proposed CNN model   | 86.8       | 88         | 90     | 91.8    |
| VGG19 Model          | 94         | 94         | 94.2   | 96      |

Table 7 Rank 1 recognition accuracy (Experiment 3: subjects wearing glasses)

| Method               | Rank 1 (%) | Rank 1 (%) |
|----------------------|------------|------------|
|                      | Polygon ROI| Rectangular ROI |
| Proposed CNN model   | 90         | 94.5       |
| VGG19 Model          | 95.2       | 98.5       |

Fig. 13 CMC curve (complete database): Proposed CNN + Polygon ROI vs Proposed CNN + Rectangular ROI vs VGG 19 + Polygon ROI vs VGG19 + Rectangular ROI on UBIPr database

Fig. 14 CMC curve (pose variation): Proposed CNN + Polygon ROI vs Proposed CNN + Rectangular ROI vs VGG 19 + Polygon ROI vs VGG19 + Rectangular ROI on UBIPr database
Fig. 15  CMC curve (subject wearing glasses): Proposed CNN + Polygon ROI vs Proposed CNN + Rectangular ROI vs VGG 19 + Polygon ROI vs VGG19 + Rectangular ROI on UBIPr database

| Method                     | Training Time Polygon ROI | Training Time Rectangular ROI |
|----------------------------|---------------------------|-----------------------------|
| Proposed CNN model         | 4 min 14 s                | 4 min 35 s                  |
| VGG19 Model                | 111 min 16 s              | 114 min 12 s                |

Table 9  Size of ROI

| Shape of the ROI          | Number of pixels |
|---------------------------|------------------|
| Polygon Shape             | 1578             |
| Rectangular Shape         | 4096             |

Table 10  Comparison with pre-existing approaches

| References | Database | Methodology                                      | Rank1 Acc (%) |
|------------|----------|-------------------------------------------------|---------------|
| Proposed approach | UBIPr    | Polygon ROI + VGG 19                           | 86.3          |
| [12]       | UBIPr    | Rectangular ROI + VGG 19                       | 89.50         |
| [24]       | UBIPr    | Rectangular ROI + Rotation Invariant Uniform LBP | 85.7          |
| [26]       | UBIPr    | Rectangular ROI + Patch similarity score L: 84.14, R: 78.59 |               |
| [17]       | UBIPr    | Rectangular ROI + CRBM with Dense SIFT          | 50.1          |

*LBP Local Binary Pattern, CRBM Convolutional Restricted Boltz man Machine, SIFT Scale Invariant Feature Transform, L Left eye, R Right Eye*
Example images from Masked Face Net Dataset

Original Image 1  Polygon shape ROI  Rectangle shape ROI

Original Image 2  Polygon shape ROI  Rectangle shape ROI

Original Image 3  Polygon shape ROI  Rectangle shape ROI

Example images captured using iPhone XR

Original Image 1  Polygon shape ROI  Rectangle shape ROI

Original Image 2  Polygon shape ROI  Rectangle shape ROI

Original Image 3  Polygon shape ROI  Rectangle shape ROI
To examine the generalizability of the proposed algorithms for ROI extraction, we have applied both the ROI extraction algorithms on different images randomly chosen from publicly available Masked Face Net Dataset [5] as well as on images captured using mobile phone camera. Some of the images illustrating both polygon and rectangular ROI are shown in Fig. 16.

Here, the first three images were randomly chosen from MASKED FACENET DATASET, and last three images were captured in real time using I phone XR having 12-megapixel camera with an f/1.8 aperture in a controlled environment. From Fig. 16, it is observed that the proposed ROI are within the visible region when subjects are wearing different types of face masks contains all the required critical features within that small ROI.

6 Conclusion and future work

Human beings are presently confronting the covid-19 global pandemic which has shaken the whole world. With lots of worries, this situation is giving us an opportunity to think out of the box to develop strategies and tactics to mitigate its effects. Indeed, the digital technology in every domain needs to be upgraded. This paper deals with the problem of occlusion, caused by face mask in the biometric systems. As a solution, this research proposes algorithms to extract different shape (polygon and rectangular) ROIs from the visible periocular region when subjects are wearing masks. The proposed algorithms use five reference points (inner canthus point, outer canthus point, end points and midpoint of eyebrow) in order to include the complete shape of the periocular region of the individual. End point of eyebrows ensures the inclusion of complete eyebrow shape and canthus point ensures the inclusion of eye shape of the individual in the proposed ROIs.

The proposed rectangular ROI shows marginal improvement in recognition accuracy compared with the polygon shaped ROI due to larger area and thus more features. However, the polygon ROI may be useful when the subject’s face is highly occluded due to face mask or hair.

This paper also proposes a simple five convolutional layer CNN model with residual connections for evaluating the performance of the proposed ROIs. The pretrained VGG19 CNN model is also used for evaluation and it is found that the training time taken by the proposed CNN model is much less compared to VGG19, yet gives comparable recognition accuracy. The performance of the proposed method is also compared with the state-of-the-art rectangular ROI based methods and the experimental results provide very strong support to the proposed ROIs which are unique of its type and to the best of our knowledge nothing like this is proposed by anyone in the area of periocular biometrics for subject identification when half of the nose area is covered with the face mask.

In future, we are aiming to reduce the number of reference points required to extract optimal size periocular ROIs in order to reduce the complexity of ROI extraction algorithms.
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