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Abstract. This paper targets to study the effect of the Riemann-Liouville fractional integral operator on unbounded variation points of a continuous function. In particular, we show that the fractional integral preserves the bounded variation points of a function. We also prove that the fractional integral operator is a bounded linear operator on the class of bounded variation and continuous functions.

1. INTRODUCTION

Let us start our discussion as follows: for a continuous function \( f : [a, b] \to \mathbb{R} \), the function \( F(x) := \int_{a}^{x} f(t) \, dt \) is of bounded variation, and hence \( \dim_B(Gr(F)) = \dim_H(Gr(F)) = 1 \), where \( Gr(F) \) denotes the graph of \( F \), \( \dim_B(.) \) and \( \dim_H(.) \) denote respectively the box dimension and Hausdorff dimension of a set. We cite the books [1] and [8] for definitions of dimensions and their properties. Here and throughout the paper, we write \( C([a, b]) \) to represent the collection of all continuous functions defined on \([a, b]\). Let \( f \in C([a, b]) \) and \( 0 < \alpha < 1 \). Let \( I_{a}^{\alpha} f(a) = 0 \), and for \( x \in (a, b] \), we define

\[
I_{a}^{\alpha} f(x) = \frac{1}{\Gamma(\alpha)} \int_{a}^{x} (x-t)^{\alpha-1} f(t) \, dt.
\] (1.1)

This is the Riemann-Liouville fractional integral of \( f \) of order \( \alpha \). A natural question arises here about the dimension of fractional integral of a function. There have been several attempts to answer the question partially, see [6, 11, 13, 14, 15]. A major progress towards the problem is achieved by Liang [3] that for any continuous functions whose box dimension is one on \([0, 1]\), Riemann-Liouville fractional integral of these functions of any positive order has been proved to still be 1-dimensional continuous functions on \([0, 1]\). However, to the best of our knowledge, the existing literature could not serve one complete answer to it. In this paper, we also make a modest contribution aiming to some new advances in the field.

If \( \alpha = 1 \), we have \( I_{a}^{1} f(x) = \int_{a}^{x} f(t) \, dt \), and hence \( \dim_B(Gr(I_{a}^{f})) = \dim_H(Gr(I_{a}^{f})) = 1 \). For \( 0 < \alpha < 1 \), Liang [6] proved that if \( f \in C([a, b]) \) and is of bounded variation, then we have

\[
\dim_B(Gr(I_{a}^{\alpha} f)) = \dim_H(Gr(I_{a}^{\alpha} f)) = 1.
\]

Following this result of Liang, authors of [13] extend the result to the Katugaompola fractional integral, a generalization of the Riemann-Liouville fractional integral and Hadamard fractional integral. Continuing in the same vein, they further obtain a similar result in the bivariate setting with respect to an appropriate definition of bounded variation, see, for instance, [12]. In particular, they establish:

**Theorem 1.1.** Let \( f : [a, b] \times [c, d] \to \mathbb{R} \) be a continuous and of bounded variation in the sense of Arzelá. Then, for \( \alpha, \beta > 0 \), we have

\[
\dim_B(Gr(I_{(a,c)}^{\alpha,\beta} f)) = \dim_H(Gr(I_{(a,c)}^{\alpha,\beta} f)) = 2,
\]
where \( \mathcal{I}^{(\alpha,\beta)}_{(a,c)} f \) denotes the (mixed) Riemann-Liouville fractional integral of \( f \), and is defined as
\[
\mathcal{I}^{(\alpha,\beta)}_{(a,c)} f(x, y) = \frac{1}{\Gamma(\alpha)\Gamma(\beta)} \int_a^x \int_c^y (x-s)^{\alpha-1}(y-t)^{\beta-1} f(s, t) \, ds \, dt.
\]

Among the various problems associated to the subject of Fractional calculus, an important research problem that received considerable interest is to calculate the box dimension and the Hausdorff dimension of the graph of the fractional integral of a function. The reader is encouraged to see \([1, 7, 13, 15]\) for research related to the box dimension of the graph of a continuous function which is not of bounded variation. More recently, the box dimension of the graph of the Hadamard fractional integral of a continuous function of bounded variation and not of bounded variation is investigated in \([14]\). On the other hand, the relationship between unbounded variation points of a continuous function and its dimension has also been a topic of research in the intersection of fractal geometry and the notion of bounded variation, see, for instance, \([4, 5, 15]\).

In the present paper, we shed some lights on this area of research. The structure of the paper is as follows. In the main section, we prove that the fractional operator preserves bounded variation points of a function. Further, we show that the fractional operator is a bounded linear operator when it is restricted to the class of continuous and bounded variation functions.

2. Main Results

First, we equip this section with some definitions related to our concern.

**Definition 2.1.** Let \( f : [a, b] \to \mathbb{R} \) be a function. For each partition \( P : a = t_0 < t_1 < t_2 < \cdots < t_n = b \) of the interval \([a, b]\), we define
\[
V(f, [a, b]) = \sup_P \sum_{i=1}^n |f(t_i) - f(t_{i-1})|,
\]
where the supremum is taken over all partitions \( P \) of the interval \([a, b]\).

If \( V(f, [a, b]) < \infty \), we say that \( f \) is of bounded variation. The set of all functions of bounded variation on \([a, b]\) will be denoted by \( BV([a, b]) \). Note that the space \( BV([a, b]) \) is a Banach space when equipped with the norm \( \|f\|_{BV} := |f(a)| + V(f, [a, b]) \).

In the sequel, we use the following theorem to prove bounded variation, see, for instance, \([2]\).

**Theorem 2.1.** A function \( f \) is of bounded variation on an interval \([a, b]\) if and only if it can be decomposed as a difference of two non-decreasing functions.

**Definition 2.2.** Let \( f \) be a continuous function on \([a, b]\) and \( x_0 \in (a, b) \). The point \( x_0 \) is said to be a bounded variation point of \( f \), if there exists an interval \( J = [c, d] \), \( a \leq c < x_0 < d \leq b \), such that \( f \) is of bounded variation on \( J \). Otherwise, \( x_0 \) is referred to as a point of unbounded variation (obvious modification if \( x_0 \) is an end point of \([a, b]\)).

**Remark 2.3.** If \( f \) has no unbounded variation points on \([a, b]\), then \( f \) is of bounded variation on \([a, b]\). On the other hand, if \( f \) has at least one unbounded variation point on \([a, b]\), then \( f \) must be of unbounded variation on \([a, b]\).

**Definition 2.4.** Let \( f : [a, b] \to \mathbb{R} \) be an integrable function on \([a, b]\). The Riemann-Liouville fractional integral of \( f \) of order \( \alpha > 0 \) is defined as
\[
\mathcal{I}^\alpha_{a} f(x) = \frac{1}{\Gamma(\alpha)} \int_a^x (x-t)^{\alpha-1} f(t) \, dt.
\]

The reader is encouraged to consult the book \([10]\) and the research article \([9]\) for details of various fractional integrals and their possible geometrical representations. As a prelude, let us note the following.
Lemma 2.5 ([13], Lemma 3.4). If \( f : [a, b] \to \mathbb{R} \) is of bounded variation on \([a, b]\), then the following holds:

1. If \( f(a) \geq 0 \), then there exist non-decreasing functions \( g \) and \( h \) such that \( f = g - h \), \( g(a) \geq 0 \) and \( h(a) = 0 \).

2. If \( f(a) < 0 \), then there exist non-decreasing functions \( g \) and \( h \) such that \( f = g - h \), \( g(a) = 0 \) and \( h(a) > 0 \).

In the next theorem, we prove that the bounded variation points of a function are preserved by the fractional integral operator.

Theorem 2.2. Let \( 0 < a < b < \infty, \alpha > 0 \), and \( f : [a, b] \to \mathbb{R} \) be a integrable function. If \( x_0 \in [a, b] \) is a bounded variation point of \( f \), then \( x_0 \) is also a bounded variation point of \( \mathcal{I}_a^\alpha f \).

Proof. By Definition 2.2 it follows that there exists an interval \( J = [a_0, b_0] \) such that \( x_0 \in [a_0, b_0] \), and \( f \) is of bounded variation on \( J \). Now, our first task is to show that \( \mathcal{I}_a^\alpha f \) can be written as a difference of two non-decreasing functions defined on \( J \). Since \( f \) is of bounded variation on \( J \), there exist non-decreasing functions \( g, h : J \to \mathbb{R} \) such that \( f(x) = g(x) - h(x) \) for every \( x \in J \). Without loss of generality, we assume \( f(a_0) \geq 0 \). With the help of Lemma 2.5 one can also assume that \( g(a_0) \geq 0 \) and \( h(a_0) = 0 \). From the linearity of fractional integral, it is evident that \( \mathcal{I}_a^\alpha f(x) = G(x) - H(x) \), where \( G(x) := \mathcal{I}_a^\alpha g(x) \) and \( H(x) := \mathcal{I}_a^\alpha h(x) \). We claim that \( G \) and \( H \) are non-decreasing functions. Now, let \( a \leq x \leq y \leq b \),

\[
G(y) - G(x) = \mathcal{I}_a^\alpha g(y) - \mathcal{I}_a^\alpha g(x) = \frac{1}{\Gamma(\alpha)} \int_{a_0}^{y} (y-t)^{\alpha-1} g(t)dt - \frac{1}{\Gamma(\alpha)} \int_{a_0}^{x} (x-t)^{\alpha-1} g(t)dt.
\]

Applying a change of variable \( x - t = y - u \) in the second integral, we have

\[
G(y) - G(x) = \frac{1}{\Gamma(\alpha)} \int_{a_0}^{y-x+a_0} (y-t)^{\alpha-1} g(t)dt + \frac{1}{\Gamma(\alpha)} \int_{y-x+a_0}^{y} (y-t)^{\alpha-1} \left[ g(t) - g(t + x - y) \right]dt.
\]

Since \( t + x - y \leq t \), \( g(a_0) \geq 0 \) and \( g \) is non-decreasing, it is immediate that all terms under the integration signs are non-negative. Therefore, \( G(y) - G(x) \geq 0 \), that is, \( G \) is a non-decreasing function. Similarly, we establish that \( H \) is also a non-decreasing function. If \( f(a_0) < 0 \), then by Lemma 2.5 we choose non-decreasing functions \( g, h : J \to \mathbb{R} \) such that \( g(a_0) = 0 \) and \( h(a_0) > 0 \), and the rest of the proof for the claim follow on similar lines. Further, without loss of generality, we assume that \( f(x) \geq 0 \) for every \( x \in [a, a_0] \). Then, using the fact that

\[
\mathcal{I}_a^\alpha f(x) = \frac{1}{\Gamma(\alpha)} \int_{a}^{a_0} (x-t)^{\alpha-1} f(t)dt + \mathcal{I}_a^\alpha f(x) = G(x) - \left( H(x) - \frac{1}{\Gamma(\alpha)} \int_{a}^{a_0} (x-t)^{\alpha-1} f(t)dt \right),
\]

for \( a_0 \leq x \leq y \), we have \( G(y) - G(x) \geq 0 \) and

\[
\left( H(y) - \frac{1}{\Gamma(\alpha)} \int_{a}^{a_0} (y-t)^{\alpha-1} f(t)dt \right) - \left( H(x) - \frac{1}{\Gamma(\alpha)} \int_{a}^{a_0} (x-t)^{\alpha-1} f(t)dt \right) = H(y) - H(x) + \frac{1}{\Gamma(\alpha)} \int_{a}^{a_0} \left( (x-t)^{\alpha-1} - (y-t)^{\alpha-1} \right) f(t)dt \geq 0.
\]

That is, \( \mathcal{I}_a^\alpha f \) can be written as a difference of two non-decreasing functions on \( J \). Thus, the proof of the theorem is complete.

Further, we introduce an interesting result as follows:

Theorem 2.3. The fractional operator \( \mathcal{I}_a^\alpha : BV([a, b]) \cap C([a, b]) \to BV([a, b]) \) is a bounded linear operator.
Theorem 2.4. Now, we are ready to prove our main result.

Recall that for a given integrable function $f$, by Theorem 2.2, the operator $\mathcal{T}_a^\alpha$ is well-defined. Therefore, it remains to show that the operator is bounded. For this, let $P : a = x_0 < x_1 < x_2 < \cdots < x_N = b$ be a partition of $[a, b]$. Then, we have

$$\mathcal{T}_a^\alpha f(x_i) - \mathcal{T}_a^\alpha f(x_{i-1}) = \frac{1}{\Gamma(\alpha)} \int_a^{x_i} (x_i - t)^{\alpha-1} f(t) dt + \frac{1}{\Gamma(\alpha)} \int_{x_i}^{x_{i-1}+a} (x_i - t)^{\alpha-1} \left[ f(t) - f(t + x_{i-1} - x_i) \right] dt.$$ 

Consequently,

$$\sum_{i=1}^N \left| \mathcal{T}_a^\alpha f(x_i) - \mathcal{T}_a^\alpha f(x_{i-1}) \right| \leq \frac{\|f\|_\infty}{\Gamma(\alpha+1)} \sum_{i=1}^N \left| \int_a^{x_i} (x_i - t)^{\alpha-1} dt \right| + \sum_{i=1}^N \frac{|f(t_i) - f(t_i + x_{i-1} - x_i)|}{\Gamma(\alpha+1)} \left| \int_{x_i}^{x_{i-1}+a} (x_i - t)^{\alpha-1} dt \right|$$

$$\leq \frac{\|f\|_\infty}{\Gamma(\alpha+1)} \sum_{i=1}^N \left[ (x_i - a)^\alpha - (x_{i-1} - a)^\alpha \right] + \sum_{i=1}^N \frac{|f(t_i) - f(t_i + x_{i-1} - x_i)|}{\Gamma(\alpha+1)} (x_{i-1} - a)^\alpha$$

$$\leq \frac{\|f\|_\infty}{\Gamma(\alpha+1)} \sum_{i=1}^N \left[ (x_i - a)^\alpha - (x_{i-1} - a)^\alpha \right] + \frac{(b-a)^\alpha}{\Gamma(\alpha+1)} \sum_{i=1}^N |f(t_i) - f(t_i + x_{i-1} - x_i)|$$

$$\leq \frac{\|f\|_\infty}{\Gamma(\alpha+1)} V(g, [a, b]) + \frac{(b-a)^\alpha}{\Gamma(\alpha+1)} V(f, [a, b])$$

$$\leq 2 \max \left\{ \frac{V(g, [a, b])}{\Gamma(\alpha+1)}, \frac{(b-a)^\alpha}{\Gamma(\alpha+1)} \right\} \|f\|_{BV},$$

in the above $g(x) = (x-a)^\alpha$, $\|f\|_\infty \leq \|f\|_{BV}$, and

$$|f(t_i) - f(t_i + x_{i-1} - x_i)| = \sup_{t \in [x_i - x_{i-1} + a, x_i]} |f(t) - f(t + x_{i-1} - x_i)|,$$

are used. Note that existence of $t_i$ is immediate from the compactness of interval $[x_i - x_{i-1} + a, x_i]$ and continuity of the function $f$. Since the previous expression holds for arbitrary partition, we have

$$\|\mathcal{T}_a^\alpha f\|_{BV} \leq 2 \max \left\{ \frac{V(g, [a, b])}{\Gamma(\alpha+1)}, \frac{(b-a)^\alpha}{\Gamma(\alpha+1)} \right\} \|f\|_{BV},$$

establishing the proof. \qed

Let us write the semigroup property of the fractional integral for an integrable function $f : [a, b] \to \mathbb{R}$, see \cite{10} for more details, namely,

$$\mathcal{T}_a^\alpha \mathcal{T}_a^\beta f = \mathcal{T}_a^{\alpha+\beta} f.$$ 

Recall that for a given integrable function $f : [a, b] \to \mathbb{R}$, the function $F : [a, b] \to \mathbb{R}$ defined by $F(x) = \int_a^x f(t) dt$, is of bounded variation on $[a, b]$. That is, $F$ has no unbounded variation points.

Now, we are ready to prove our main result.

**Theorem 2.4.** Let $f \in \mathcal{C}([a, b])$, and $0 < a < b < \infty$. 

If $0 < \alpha < 1$, then $I_a^{\alpha} f$ has the number of unbounded variation points at most equal to the number of unbounded variation points of $f$.

If $\alpha \geq 1$, then there is no unbounded variation points of $I_a^{\alpha} f$.

Proof. Let $0 < \alpha < 1$ and $x_0 \in [a, b]$. In view of Theorem 2.2, the point $x_0$ will be a bounded variation point of $I_a^{\alpha} f$ whenever it is so of $f$. Hence, the first part of the theorem is established. Further, the semigroup property yields the second part. \qed

Let us now give an example of a function which has one unbounded variation point.

Example 2.6. Let $f : [0, 1] \rightarrow \mathbb{R}$ be a function defined by

$$f(x) = \begin{cases} 
\sin\left(\frac{1}{x}\right), & \text{if } 0 < x \leq 1 \\
0, & \text{if } x = 0.
\end{cases}$$

Note that $f$ is integrable and not of bounded variation on $[0, 1]$. To be precise, $0$ is an unbounded variation point of $f$. Now, for $\alpha \geq 1$, $I_0^{\alpha} f$ has no unbounded variation points.
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