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1 Introduction

With the rise of VR/AR over the last decades, human motion capture (mocap) evolves as a cutting-edge technique for humans to interact and communicate with each other in virtual worlds using our body language. Despite the huge progress of data-driven mocap solutions, the accurate and convenient capture of human motions in large-scale scenarios remains challenging. It is critical for the reconstruction, simulation, and generation of sporting mega-events, stage performances, interactions of crowds, etc., and has recently received substantive attention.

By far, optical-based solutions take the majority of human mocap. The high-end marker-based solutions [44, 61, 62] require outside-in multi-camera setup or dense optical markers, and thus confine the capture setting to a constrained captured area, making large-scale capture impractical. Recently, learning-based monocular methods [14, 15, 24, 25, 27, 30, 50, 77] enable robust motion capture under light-weight setting. Although alleviating expensive facilities and fixed captured region, they remain vulnerable to occlusions, lack of textures and severe changes of environment lighting, etc. Moreover, their inherent lack of depth measurement makes them unstable to accurately track global trajectories of humans, especially under large-scale settings.

In contrast, motion capture using inertia information recorded by Inertial Measurement Units (IMUs) is occlusion-unaware and environment-independent. The high-end solutions [43, 68] require a large amount of body-worn IMUs (from 8 to 17), making them unsuitable to capture human motions with everyday apparel. Recent data-driven advances [19, 23, 74] enable real-time motion capture with sparse IMUs. They can obtain global location by accumulating the IMU observation and even partially alleviate the drifting with foot-ground contact or physical constraints. Yet, such purely inertial methods still inherently suffer from temporally cumulative error of global localization, and the global translation in large-scale setting. Although alleviating expensive facilities and fixed captured region, they remain vulnerable to occlusions, lack of textures and severe changes of environment lighting, etc. Moreover, their inherent lack of depth measurement makes them unstable to accurately track global trajectories of humans, especially under large-scale settings.

Fig. 1: We propose a multi-modal motion capture approach, LIP, that estimates challenging human motions with accurate local pose and global translation in large-scale scenarios using single LiDAR and four inertial measurement units.

Abstract—We propose a multi-sensor fusion method for capturing challenging 3D human motions with accurate consecutive local poses and global trajectories in large-scale scenarios, only using single LiDAR and 4 IMUs, which are set up conveniently and worn lightly. Specifically, to fully utilize the global geometry information captured by LiDAR and local dynamic motions captured by IMUs, we design a two-stage pose estimator in a coarse-to-fine manner, where point clouds provide the coarse body shape and IMU measurements optimize the local actions. Furthermore, considering the translation deviation caused by the view-dependent partial point cloud, we propose a pose-guided translation corrector. It predicts the offset between captured points and the real root locations, which makes the consecutive movements and trajectories more precise and natural. Moreover, we collect a LiDAR-IMU multi-modal mocap dataset, LIPD, with diverse human actions in long-range scenarios. Extensive quantitative and qualitative experiments on LIPD and other open datasets all demonstrate the capability of our approach for compelling motion capture in large-scale scenarios, which outperforms other methods by an obvious margin. We will release our code and captured dataset to stimulate future research.
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To tackle the above challenges, we propose a novel approach called LiDAR-aid Inertial Poser (LIP), to capture challenging human motions in large-scale scenarios accurately. In stark contrast with previous mocap system, our LIP adopts a novel and light-weight hardware setup using only single LiDAR and 4 IMUs. These two kinds of sensors are complementary to each other, providing both global geometry and local dynamics information of the captured performer. Meanwhile, they are naturally privacy-preserving and insensitive to the lighting, which is appropriate to be generalized to novel scenes. As shown in Fig. 1, our system faithfully reconstructs both local skeletal poses and global trajectories of the performer under a novel sensor-fusion setting.

Generating robust mocap results using such novel multi-modal inputs is non-trivial. First, point cloud only capture the global visual information, while IMU measurements encode the local actions physically. Furthermore, the partially captured point clouds of human body will significantly change under various poses and views of the performer, which negatively affects the accurate localization and naturally consecutive motion capture. To this end, in LIP, we adopt two consistent technical modules to accurately estimate human poses and translations, respectively. For the former one, we introduce a Multi-modal Pose Estimation module, which is two-stage, conducting sensor fusion and local body motion estimation in a coarse-to-fine manner. Specifically, we first extract pose and motion patterns from point cloud by regress-ffl 24 joints of the parametric human model SMPL [35] and the 6D rotation of the root joint through a convolutional temporal encoder (PointNet-GRU) in Stage1. Next, a hierarchical pose estimation process with fused IMU measurements is appended to refine the coarse skeleton by a joint-map estimator and solve the inverse kinematics (IK) problem for the joint rotations by a body-pose estimator in Stage2. To precisely capture the 3D global motion trajectories, we introduce the second module called Pose-guided Translation Correction, so as to learn the deviation between the partially captured point cloud and the real location of the root joint. Specifically, considering the fact that diverse poses can affect the deviation, we use another isomorphic PointNet-GRU structure to model the shape and pose characteristics from point cloud, cooperated with the estimated joint rotations and refined skeleton. We further utilize the fused pose feature to eliminate the inherent translation deviation and random noise from the captured point cloud.

In particular, to facilitate the research of multi-modal human mocap tasks, we collect a huge LiDAR-IMU hybrid mocap dataset, LIPD, consisting of rich and challenging single-person and multi-person actions in long-range scenes. It is the first dataset to provide multi-modal LiDAR point cloud and IMU measurements and ground-truth SMPL pose parameters for the mocap task. We conduct extensive experiments on LIPD and a variety of other real and synthetic datasets [19, 32, 38] to demonstrate the capability of our method LIP for capturing challenging human motions in various large-scale scenes. To summarize, our main contributions include:

- We propose the first LiDAR-IMU hybrid approach for 3D human motion capture in large-scale scenarios and achieves state-of-the-art performance.
- We propose an effective two-stage coarse-to-fine fusion method to fully utilize the complementary features of multi-modal input for accurate pose estimation.
- We propose an approach to eliminate the translation deviation in a pose-guided manner, achieving accurate global trajectories and natural consecutive actions.
- We provide a huge LiDAR-IMU-based multi-modal mocap dataset with diverse human actions in various large-scale scenarios, which can benefit both single modal and multi-modal mocap research works.

Optical Motion Capture. Marker-based motion capture studies [47, 61, 62] enable capturing high-quality professional motions, which have achieved success and are widely used in the industry. However, these systems are costly and cumbersome, and performers usually need to wear the marker suits, which means unavailable for daily usage. To overcome these problems, the exploration of markerless mocap [39, 47, 55, 58, 59, 69, 70, 76] has made great progress. Previous multi-view algorithms [16, 10, 47, 51, 52, 57] demonstrate robust motion capture even in the wild. Although the cost and intrusiveness is drastically reduced, synchronizing and calibrating multi-camera systems is still tedious. Thus various monocular mocap approaches have been proposed, which estimate 3D human pose and shape by optimizing [41, 42, 29, 31] or directly regressing [24, 25, 27]. To overcome various flaws of monocular setup, template-based approaches [13, 15, 17, 22], probabilistic approaches [30, 50] and semantic-modeling approaches [28] are proposed. However, the inherent depth ambiguity is still unsolved. Some approaches [3, 12, 54, 65] using the commodity depth cameras enable alleviating this, but these active IR-based cameras are unsuitable for outdoor capture and the capture volume is limited. Recently, Li et al. [32] employs a consumer-level LiDAR which provides large-scale depth information, to enable large-scale 3D human motion capture. However, LiDAR point cloud is view-dependent and sparsity-varying and the pure LiDAR-based method suffers from severe occlusions, which hinders the generalization to more challenging human actions and multi-person scenarios where occlusions are inevitable.

Inertial Motion Capture. In contrast to optical approaches based on cameras, purely inertial approaches using IMUs are free from occlusion and restricted recording environment and volume. However, commercial purely inertial solutions such as Xsens MVN [68] rely on large amounts of IMUs. Performers are usually required to wear tight suits with densely bounded IMUs, which is intrusive, tedious and inconvenient, and prompt the community forward to the sparse setup. A pioneering work, SIP [65], presents an optimization-based offline method using only 6 IMUs and achieves promising results. Inspired by it, recent data-driven approaches [3, 12, 54] with the same setup achieve great improvements in accuracy and efficiency, which enable real-time pose and translation estimation. Nevertheless, these purely inertial approaches still suffer from substantial drifts while performing high-speed or large-scale capture.

Hybrid Motion Capture. As optical and inertial mocap solutions suffer from occlusions and drifts, respectively. Approaches that fuse these two types of sensors to benefit from complementarity, so as to achieve more robust mocap, have attracted much attention. Preceding methods propose to combine IMUs with RGB cameras, which can be achieved by either optimization [23, 29, 41] or regression [11, 60, 64, 78]. Recently, Liang et al. [34] presents a learning-and-optimization method fusing a single camera with only 4 IMUs, which demonstrates robust challenging motion capture. Besides, some works fuse IMUs with depth cameras [16, 79] or optical markers [2], which achieve promising results. To improve interactive and immersive experiences in AR/VR applications, motion tracking methods using head mounted devices (HMD) mixed with other sparse sensors bring great advances [21, 67]. Nevertheless, these methods still suffer from limited capture volume and are sensitive to light, which limits the usage for large-scale motion capture. Furthermore, following traditional optimization schemes, several methods [46, 83] combine dense IMUs with multiple LiDARs, which is inconvenient to set up and too heavy for performers. In this work, we propose a novel data-driven hierarchical mocap approach by fusing only single LiDAR and 4 IMUs, which is lightweight and alleviates both occlusion and drift problems and achieves accurate 3D challenging motion capture in large-scale scenes.

Motion Capture Dataset. Current booming data-driven mocap methods rely on huge labeled datasets. There are already many open datasets for facilitating related research. Human3.6M [20] is a popular and wildly used motion capture dataset, which records 3.6 million frames data by 10 high speed motion cameras, it covers 17 daily motions performed by 11 actors, and a similar dataset HumanEva [55] ...
provides 6 common actions. Both of them are marker-based datasets and rely on surrounding multi-view cameras to gather 3D human poses, thus the activity space, clothing, actions and lighting conditions are limited. AMASS [35] integrates them into a single meta dataset with a common framework and parameterization for the training of data-driven networks. MPI-INF-3DHP [42] captures ground-truth from commercial marker-less motion capture in a multi-camera green screen studio and AIST++ [13] captures ground-truth by 3D reconstruction method from multi-view videos. Such marker-less datasets cover more complex poses than marker-based ones. TotalCapture [60] is the first dataset to utilize IMU to capture the pose, which consists of videos and corresponding 13 IMU sensor measurements. All above datasets are limited to indoor scenes. As the demand of mocap in outdoor large-scale scenes grows, some outdoor datasets emerged. PedX [26] is a large-scale outdoor 3D datasets captured by stereo cameras and LiDAR, but the full 3D labels are generated by 2D annotations. 3DPW [63] gathers motion ground-truth by hand-held smartphone camera and IMU sensors, and DIP-IMU [19] uses 17 IMU sensors to generate ground-truth by SIP. Nevertheless, both camera and IMUs cannot provide accurate depth information, making these methods difficult to reconstruct the human motions in the whole scene. LiDARhuman2GM [32] proposes the first large-scale benchmark dataset featuring LiDAR point cloud and IMU-captured human motion ground truth. It utilizes LiDAR point cloud as pure input to acquire the global localization information and eliminate the local pose ambiguity. However, the dataset does not provide raw IMU measurements and only consists of 20 simple daily-person motions with few self-occlusion cases. We propose a LiDAR and IMU multi-sensor-based mocap dataset with diverse challenging human actions in various large-scale scenarios, which is applicable for both general and professional scenarios.

3 Method

Our goal is to capture challenging 3D human motions in large-scale scenarios with consistently accurate local pose and global trajectory estimation using single LiDAR and 4 IMUs. Fig. 2 illustrates an overview of the entire pipeline, which consists of two cooperative modules to infer pose and translation, respectively. For pose inference module, we propose a two-stage network working in a coarse-to-fine manner to distill rough human body skeleton and global orientation from raw point cloud first, and then regress the human body pose from joint positions refined by IMU measurements (Sect. 3.2). For translation inference module, we design a pose-guided approach to learn the latent domain gap between LiDAR measurements and real global movements, through which the inherent translation deviation and random noise from point cloud can be eliminated (Sect. 3.3).

3.1 Preliminaries

In this section, we give detailed explanations for the design of our network. Before that, we clarify our system input pre-processing and the most frequently used math symbols in the following.

System Input Pre-processing: Since raw point cloud sequence with variable \( N_f \) (points) at different time frame \( t \) is temporally inconsistent, we normalize the point cloud in every single frame \( \mathbf{x}^{(1)}(t) \in \mathbb{R}^{N_f \times 3} \) to \( \mathbf{X}^{(1)}(t) \in \mathbb{R}^{N_f \times 3} \) by subtracting its arithmetic mean and resampling to fixed \( N_{ps} \) points using farthest point sampling algorithm (FPS). In our implementation, we set \( N_{ps} = 256 \). For IMU measurements, we transform sensors’ inertia in inertial coordinate system to bones’ inertia in LiDAR coordinate system, and formulate single-frame inertial input as \( \mathbf{X}^{(2)}(t) = [\mathbf{R}_n \mathbf{R}_e \mathbf{R}_f \mathbf{R}_g \mathbf{R}_a \mathbf{R}_a \mathbf{a}_n \mathbf{a}_e \mathbf{a}_f \mathbf{a}_g \mathbf{a}_a] \in \mathbb{R}^{48} \), where \( \mathbf{R} \) denotes the rotation in flattened rotation matrix form while \( \mathbf{a} \) indicates the free acceleration, and \( \mathbf{h}, \mathbf{v}_w, \mathbf{a}_w, \mathbf{r}_w, \mathbf{a}_r, \mathbf{r}_a, \mathbf{a}_a \) mean left wrist, right wrist, left ankle, and right ankle, respectively.

Definition of Motion Representations: We define \( N_j, N_t \) as the amount of body joints and IMU sensors; \( \mathbf{j}(t), \mathbf{J}^{GT}(t), \mathbf{j}^{GT}(t) \in \mathbb{R}^{3M_j} \) as predicted root-relative joint positions, ground-truth root-relative joint positions, and ground-truth absolute joint positions at time \( t \); \( \mathbf{\Theta}(t), \mathbf{\Theta}^{GT}(t) \in \mathbb{R}^{N_t} \) as predicted joint rotations and ground-truth joint rotations in 6D rotation representation [80] at time frame \( t \). Note that all the formulations of loss functions defined below omit a common factor \( \frac{1}{T} \) where \( T \) is the total time length of training motion sequences.

3.2 Multi-modal Pose Estimation

Purely inertial or LiDAR-based methods more or less suffer from insufficient observations. First, without global visual cues, the reconstruction from local inertial to the 3D joint position is ambiguous and the global location is also inaccurate. Secondly, the view-dependent LiDAR point cloud lacks the representation of unseen body parts, causing difficulties in motion prediction when severe occlusions occur. Therefore, we propose to estimate body pose with multi-modal input, which includes both global geometry information from the LiDAR point cloud and local dynamic motion information from inertia measurements. However, since point cloud is in spatial form while IMU measurement is a physical quantity, the huge domain gap makes it irrational to directly concatenate \( \mathbf{x}^{(1)}(t) \) and \( \mathbf{x}^{(2)}(t) \) as network input directly. Instead, we formulate this module as a two-stage network working in a coarse-to-fine manner so that the point cloud can combine with motion inertia efficiently. Global Temporal Pose-prior Distillation is designed to extract hidden geometric feature and motion pattern from the normalized point cloud and express it in a feature vector \( \mathbf{h}(t) \). After that, Hierarchical Pose Estimation fuses IMU measurements in and regresses body joint rotations from refined 3D body joint positions.

Global Temporal Pose-prior Distillation: Considering that the raw point cloud can directly represent the coarse human shape and pose information and sparse IMUs cannot directly estimate the root joint orientation, we distill the human-skeleton-joint positions and the root orientation from the point cloud in the first stage and then use the four IMU sensors in the arms and legs to refine the result and regress the shape parameters. Specifically, We propose a global temporal pose-prior distillation to regress the 24 SMPL joint positions and the 6D root orientation, which is composed of a global feature extractor PointNet [49] and a temporal encoder two-way GRU(bi-GRU). PointNet is used as encoder to extract human skeleton geometric information from the raw point cloud as a feature vector \( v(t) \in \mathbb{R}^{k} \) from each frame \( F(t) \), where \( k = 1024 \). We feed the frame-wise features \( v(t) \) into the two-way GRU(bi-GRU) to generate the hidden variables \( h(t) \) to extract temporal information. Then, we use the MLP decoder to predict the joint positions \( \mathbf{j}_{prior}(t) \) and the root orientation \( \mathbf{\Theta}_{root}(t) \), which forms part of the second stage of input. We extract 24 SMPL body joints \( \mathbf{j}^{GT}(t) \) and select 6D root rotation from SMPL pose parameters \( \mathbf{\Theta}^{GT}_{root}(t) \) as the ground truth. The losses of the above two supervision information can be formulated as

\[
\mathcal{L}_{\text{joint-prior}} = \sum_{t} \left\| \mathbf{j}_{prior}(t) - \mathbf{J}^{GT}(t) \right\|_2^2, \\
\mathcal{L}_{\text{ori-prior}} = \sum_{t} \left\| \mathbf{\Theta}_{root}(t) - \mathbf{\Theta}^{GT}_{root}(t) \right\|_2^2, \\
\mathcal{L}_{\text{prior}} = \lambda_1 \mathcal{L}_{\text{joint-prior}} + \lambda_2 \mathcal{L}_{\text{ori-prior}},
\]

where \( \lambda_1 \) and \( \lambda_2 \) are hyper-parameters.

Hierarchical Pose Estimation: Although the explicit pose-prior distilled from the point cloud is available for a neural Inverse Kinematics (IK) solver, it is too coarse to give accurate 3D joint positions and robust inference for challenging motions due to the lack of locally precise motion observations. Therefore, we hierarchically organize this stage as two estimators, which refine the root-relative 3D joint positions with the aid of IMU measurements and then regress the joint rotations. These two estimators share the same architecture, composed of three GRUs connected sequentially with a skip connection, which can make use of temporal motion information and maintain a healthy back propagation for our deep network during training. The former one, Joint-map Estimator, takes \( \mathbf{x}^{(3)}(t) = [\mathbf{x}^{(2)}(t), \mathbf{j}_{prior}(t), \mathbf{\Theta}_{root}(t)] \in \mathbb{R}^{12N_j + 3N_j + 6} \) as the input and outputs a refined root-relative 3D joint-map with more accurate positions \( \mathbf{j}_{fine}(t) \), supervised by the loss function

\[
\mathcal{L}_{\text{fine}} = \sum_{t} \left\| \mathbf{j}_{fine}(t) - \mathbf{J}^{GT}(t) \right\|_2^2.
\]
After that, \( x^{(4)}(t) = [x^{(3)}(t), \hat{J}_{\text{joint}}(t)] \in \mathbb{R}^{12N + 3N_N + 3N_J + 6} \) is fed into Body-pose Estimator which learns to solve an IK-like problem to regress joint rotations \( \hat{\Theta}(t) \), supervised by the loss function

\[
L_{\text{ik}} = \sum_i || \hat{\Theta}(t) - \Theta^{\text{GT}}(t) ||^2_2.
\]  

(5)

Because of the limited expression capability of joint rotations, we introduce the loss in Equation 6 for Body-pose Estimator by forward kinematics (FK) to better reconstruct the 3D joint positions.

\[
L_{\text{fk}} = \sum_i || \text{FK}(\hat{\Theta}(t)) - J^{\text{GT}}(t) ||^2_2.
\]  

(6)

The complete loss function of this module is formulated as

\[
L_{\text{pose}} = \lambda_3 L_{\text{fine}} + \lambda_4 L_{\text{ik}} + \lambda_5 L_{\text{fk}}.
\]  

(7)

### 3.3 Pose-guided Translation Correction

Global translation estimation, especially in the large-scale scenario, is challenging for purely inertial mocap methods since no localization information can be provided by IMUs. Moreover, IMUs suffer from the drifting problem. Even in the state-of-the-art work (TransPose [74]), the capture of global movements should be performed under strong assumptions such as level ground and sufficient foot-ground contacts. LiDAR, however, brings significant benefits to this task by measuring distances directly. LiDARCap [32] utilizes the average of points as global translation, however, there exists a deviation between the scanned point cloud and real movement positions, because LiDAR only collects partial points of the performer in the capture view. Accurately, the deviation differs for different poses. For example, standing still and bending result in similar global translation positions, while different averages of points. Considering this, we construct the relationships between poses and translation deviations and treat the translation discrepancy as a per-pose variable, which is only correlated with the pose performed. In practice, we combine encoder and estimator block to model the motion pattern from the point cloud and learn this deviation, rather than regress the global translation directly. The ground-truth translation discrepancy \( \tilde{D}^{\text{GT}}(t) \in \mathbb{R}^3 \) can be calculated as follows:

\[
\tilde{D}^{\text{GT}}(t) = \bar{J}^{\text{GT}}_{\text{root}}(t) - \text{avg}(\tilde{x}^{(1)}(t)),
\]  

(8)

where \( \bar{J}^{\text{GT}}_{\text{root}}(t) \) is the ground-truth absolute pose of the root joint and the operator \( \text{avg}() \) calculates the approximate center of given point cloud by averaging the positions of all the points. Finally, we use the loss in Equation 9 to train this module:

\[
L_{\text{trans}} = \sum_i || \tilde{D}(t) - D^{\text{GT}}(t) ||^2_2.
\]  

(9)

where \( \tilde{D}(t) \) denotes the predicted translation discrepancy result.

### 3.4 Implementation Details

We implement our network using PyTorch 1.8.1 with CUDA 11.1. The training of the two modules is separate, which uses batch size of 32, sequence length of 32, learning rate of \( 10^{-4} \) and decay rate of \( 10^{-4} \) with AdamW optimizer [36]. The weights of loss functions are: \( \lambda_3 = 1, \lambda_4 = 1, \lambda_5 = 0.2, \lambda_6 = 0.7, \lambda_7 = 0.7 \). All the training and evaluation are conducted on a server with an Intel(R) Xeon(R) E5-2678 CPU and an NVIDIA RTX3090 graphics card. Furthermore, we use free acceleration input, which escapes from the influence of gravity in inertial coordinate frame.

### 4 Dataset: LIPD

Table 1: Overview of datasets we use. The data mode of point cloud and IMU measurements for each dataset is reported. Moreover, "Capture distance" shows the maximum distance between performer and capture device; "Activity range" stands for the average 3D space size in which the performer moves. Both of them reflect the scale attribute of each dataset.

| Dataset                  | Point cloud | IMU recording | Capture distance(m) | Activity range(m²) |
|--------------------------|-------------|---------------|---------------------|--------------------|
| DIP-IMU                  | Syn         | Real          | N/A                 | N/A                |
| AMASS                    | Syn         | Syn           | 3.42                | 0.27               |
| AIST++                   | Syn         | Syn           | 4.23                | 0.67               |
| LiDARHuman26M            | Real        | Syn           | 28.05               | 142.95             |
| LIPD                     | Real        | Real          | 30.04               | 366.34             |

To learn the local pose and global translation estimator working for large-scale scenarios, a huge LiDAR-IMU hybrid mocap dataset is required, which needs the LiDAR to capture the point cloud data and dense IMU sensors to provide the ground-truth. In this paper, we propose the first long-range LiDAR-IMU hybrid mocap dataset focusing on diverse challenge motions, such as many athletic motions. The dataset contains 15 performers, about 30 kinds of motions and 62,341 frames of LiDAR point cloud and corresponding IMU measurements in total. LIPD also provides ground-truth SMPL pose parameters and RGB images. We divide the data by 39,593 frames as the training set and 22,748 frames as the testing set.

We collect LIPD by Noitom IMU sensors [43] and OUSTER-1 LiDAR [45], performers wear a full set of Notiom equipment to collect themed challenge actions within the range of 12-30m. Furthermore, to show the generalization capability of our method, we record extra 8,193
frames of data by our proposed light-weight setting, including single LiDAR and four Xsens Dot IMU sensors [68], in diverse wild scenes for visualization evaluation. Xsens provides professional applications that can record offline IMU data on mobile phones, which means that actors can move freely without space restrictions. Performers only need to wear four Xsens Dot IMU sensors in four limbs for testing, so that they can perform more challenging motions.

4.1 Characteristic.

Large-scale scenes. As mentioned in Table 1, LIPD has 366.34m³ activity range, not only providing the long-range data, but also covering scenes in varying heights, such as the climbing motion on stairs. Meanwhile, LIPD provides more views for motion capture compared with LiDARHuman26M [32], which only includes the top view. Furthermore, we also provide the scene in dark to show that the LiDAR can capture accurate point cloud data in extreme environments, which is superior to cameras.

Diverse motions. The LiDAR-only mocap dataset, LiDARHuman26M [32], contains about 20 daily human motions without too many occlusions. Due to the view-dependent property of LiDAR, the performance drops dramatically when handling complex motions with obvious occlusions. LIPD is a new benchmark for mocap in large-scale scenes involving diverse challenging poses, as Fig. 3 shows. It includes both raw LiDAR point cloud and IMU measurements for facilitating the research of accurate mocap in large-scale scenes based on multimodal inputs.

4.2 Extension.

In order to enrich the dataset with more different motions, we simulate plenty of synthetic LiDAR-IMU measurements with ground-truth SMPL [35] pose parameters on DIP-IMU [19], LiDARHuman26M [32], AIST++ [33] and a subset of AMASS [38], including ACCAD, BML-Movi, CMU, and TotalCapture [69]. The synthesized data consists of 74,626 frames with 4,238 motion genres. As for the protocol of dataset splitting, we take DIP-IMU [19], TotalCapture [69], the testing set of LiDARHuman26M [32], and the testing set of LIPD for evaluation. The left data is for training, and gives an overview of all the datasets. For simulation details and rationality analysis, please refer to the appendix.

4.3 Challenge.

Based on LiDAR and sparse IMUs, LIPD proposes a novel light-weight sensor setting for mocap in large-scale scenes. However, there are two main challenges, need to be solved, for reconstructing accurate human motions. The first is extracting valuable features from a sparsity-varying LiDAR point cloud, where the person in more than 20m away only contains a few points, and the second is finding an effective sensor-fusion method to make LiDAR and IMUs actually complement each other. We explore potential solutions for these problems and propose LIP as the baseline for this task.

5 Experiments

In this section, we compare our method with State-Of-The-Art (SOTA) methods qualitatively and quantitatively to show the superiority of the proposed LIP in Sect. 5.1. In addition, in Sect. 5.2, sufficient ablation studies are conducted to further demonstrate the rationality of the strategy for fusing multi-modal data and our architecture design. Moreover, we test multiple input configurations to prove the single LiDAR with four IMU sensors is an appropriate setting. For evaluation metrics, we use 1) MPJPE (mm): mean per root-relative joint position error; 2) Mesh Err (mm): mean per SMPL mesh vertex position error; 3) Ang Err (deg): mean per global joint rotation error to evaluate local pose, and 4) CD (cm): chamfer distance between vertices of SMPL mesh result and raw point cloud to evaluate global translation. For all these metrics, lower means better.

5.1 Comparison

We conduct comparisons to illustrate that our proposed LIP method enables more accurate capture for challenging motions and more precise translations in large-scale spaces. We select current SOTA TransPose [74] and LiDARCap [32] for comparative analysis. We use the model provided by TransPose [74] and reproduced LiDARCap [32] network (no released model) for comparison. Note that we test our reproduced model on the setting of LiDARCap [32] and achieves comparable performance as its paper claims. Thus, the comparison is fair. The superior results of LIP with different evaluation metrics are illustrated in Table 2. The visualization evaluation for mocap large-scale scenes is shown in Fig. 4. Benefiting from LiDAR-IMU hybrid modal input and our coarse-to-fine design, our method outperforms others by an obvious margin. To take advantage of the 3D distinguish-ability of the LiDAR point clouds, we design the Pose-guided Translation Correction. From the global view, LIP provides more accurate localization and more natural motion sequences. For the pose reconstruction of each frame, our result is aligned well with the point cloud. Fig. 5 further demonstrate the visualization results of local pose estimation on the testing data for more detailed comparison. Our method is obviously superior to others with results more close to the ground truth, especially for the challenging motions in LIPD. It is worth noting that LIP is still robust for some extreme cases with severe self-occlusions and external occlusions, like cases in the last row of Fig. 5 shows. In addition, we show more fancy results of our method for mocap in large-scale scenes in Fig. 6 to verify the generalization capability of LIP.
Table 2: Quantitative comparisons between LIP and related methods on our evaluation dataset. Note that LiDARHuman26M [32] and LIPD dataset only contains data with rate of 10fps, which is not applicable (N/A) for TransPose [74]. Also, the CD metric is not used for DIP-IMU [19] dataset since no translation is provided.

|                | TotalCapture [60] | DIP-IMU [19] | LiDARHuman26M [32] | LIPD(Ours) |
|----------------|-------------------|--------------|-------------------|------------|
|                | MPJPE | Mesh Err | Ang Err | CD   | MPJPE | Mesh Err | Ang Err | MPJPE | Mesh Err | Ang Err | CD   | MPJPE | Mesh Err | Ang Err | CD   |
| LiDARCap [32] | 45.0  | 56.6    | 8.5     | 6.4  | 41.5  | 54.9    | 12.4    | 78.7  | 94.8    | 21.0    | 8.1  | 69.4  | 85.5    | 12.5    | 7.9  |
| TransPose [74] | 55.7  | 63.6    | 12.3    | 102.7 | 49.0  | 58.3    | 7.6     | N/A   | N/A     | N/A     | N/A  | 76.8  | 87.1    | 17.3    | 736.9 |
| LIP            | 30.0  | 39.5    | 7.4     | 0.7  | 30.2  | 39.1    | 9.6     | 60.7  | 71.6    | 11.6    | 3.5  | 48.9  | 59.8    | 11.3    | 3.2  |

Fig. 4: Qualitative results of LIP (white) compared with TransPose [74] (blue) and LiDARCap [32] (pink). The trajectory is sketched by a grey curve. Detailed comparisons of some key frames are circled and zoomed in to show the local pose and alignment with point cloud. For intuitive visualization, we use the arithmetic mean of raw point cloud as the global translation for LiDARCap [32] in which translation inference is not included.

Table 3: Ablation study of different fusion strategies and the Joint-map Estimator (JE) block in our network.

|                | TotalCapture [60] | DIP-IMU [19] | LiDARHuman26M [32] | LIPD |
|----------------|-------------------|--------------|-------------------|------|
|                | MPJPE | Mesh Err | Ang Err | MPJPE | Mesh Err | Ang Err | MPJPE | Mesh Err | Ang Err | MPJPE | Mesh Err | Ang Err |
| FM-1           | 43.2  | 55.1    | 12.9    | 43.6  | 54.9    | 15.4    | 59.4  | 72.7    | 17.3    | 49.5  | 61.4    | 13.2    |
| FM-2           | 32.3  | 42.3    | 7.8     | 31.2  | 41.3    | 9.7     | 61.8  | 74.3    | 14.2    | 50.9  | 62.3    | 11.3    |
| FM-3           | 47.8  | 62.3    | 8.1     | 44.6  | 58.3    | 11.4    | 67.6  | 83.4    | 14.2    | 54.9  | 67.3    | 11.5    |
| FM-4           | 36.7  | 42.4    | 6.7     | 37.3  | 49.0    | 10.0    | 59.6  | 70.8    | 12.6    | 52.4  | 64.5    | 11.0    |
| Ours           | 30.0  | 39.5    | 7.4     | 30.2  | 39.1    | 9.6     | 60.7  | 71.6    | 11.6    | 48.9  | 59.8    | 11.3    |
| Ours w/o JE    | 35.5  | 45.5    | 8.6     | 34.3  | 43.3    | 10.2    | 61.2  | 72.5    | 11.6    | 51.4  | 62.8    | 11.3    |

5.2 Ablation Study
We validate the effectiveness of our sensor-fusion method, network design, and the reasonability of the configuration of our multi-modal hybrid input by ablation studies.

Ablation Study on Network Designs. Based on the LiDAR-IMU multi-sensor configuration, it is important to make full use the information captured by both sensors and design an effective fusion method to make them complement each other. Thus, we first demonstrate the superiority of our LiDAR-IMU sensor-fusion method and compare with four other fusion strategies: FM-1) In the data processing phase, we directly merge the point cloud data and IMU data, which is a data-level fusion strategy; FM-2) We use GRU to extract high-dimensional features of IMU data and integrate it with the skeleton joints and root orientation estimated in the first stage from point cloud data; FM-3) The temporal features obtained from the raw point cloud are directly combined with IMU data as the input of the second stage; FM-4) We extracts features of IMU data and point cloud data respectively, and combine different modal features in high-dimensional feature space,
Fig. 5: Qualitative comparison of capture performance for local details. Our method outperforms state-of-the-art works by more accurate local pose estimation on three different synthetic datasets and LIPD. LIPD-OC means the data with severe occlusions in LIPD. Note that LiDARHuman26M [32] is not applicable for TransPose [74] since it only provides 10fps mocap data, while frame rate of 60fps is required by TransPose [74].

Table 4: Ablation study of different global translation methods and our pose information guided processing (PG) in LIP. We demonstrate the evaluation results using CD metric.

| Global translation | TotalCapture [60] | LiDARHuman26M [32] | LIPD |
|--------------------|-------------------|--------------------|------|
| Average estimation | 6.4               | 8.1                | 7.9  |
| ICP estimation     | 2.0               | 4.7                | 4.1  |
| Ours w/o PG        | 0.9               | 3.7                | 3.4  |
| Ours               | 0.7               | 3.5                | 3.2  |

and then regress the pose parameters. We compare the above experiments on the testing set mentioned in Table 3. It illustrates that direct data-level or feature-level fusion strategies do not work well due to the large domain gap between these two modal data. Our coarse-to-fine fusion strategy achieves SOTA performance by regressing the coarse skeleton joints and root orientation as the intermediate bridge to align two modalities.

The second refinement stage of our network further benefits more accurate results in the estimation of joints and vertices. To verify the effectiveness of Pose-guided Translation Correction module, we conduct comparison with other location estimation methods and ablation studies. As Table 4 shows, the design of deviation regression and the usage of pose features benefit the performance a lot. To evaluate the generalization capability of LIP to point clouds captured in various ranges with different sparsity, we simulate a bunch of point clouds from TotalCapture [60] dataset at multiple virtual capture distances from 6 to 25 meters. Fig. 8 illustrates that our LIP performs consistently well in a wide range of about 20 meters.

Ablation Study on Input Configuration. To verify that single LiDAR with 4 IMUs is a necessary and compact configuration for high-quality mocap, we experiment various combinations of this two modal inputs with the same network architecture and training strategy. Table 5 gives quantitative comparisons which demonstrate that LiDAR-IMU hybrid input overall outperforms single modality input. Specifically, direct measurements of 3D scene provided by LiDAR reduce the ambiguities of regression from sparsely local inertia to 3D joint positions, which so that decrease the MPJPE and mesh error by more than 30 and 40 millimeters and angular error by 2 degrees over purely inertial input in average. Meanwhile, with the aid of local inertia, inaccurate estimation of joint positions and rotations on point cloud can be corrected in detail. Especially for LIPD datasets, of which the...
point cloud data is real and imperfect with random noise, LIP improves the performance of LiDAR-only input by about 10 millimeters lower MPJPE, 15 millimeters lower mesh error and 3 degrees lower angular error. In addition, it is necessary to specify that the LiDAR-only performance comes from the same pipeline as LiDAR+n IMUs, except that no IMU data is fused with point cloud information. Different from LiDARCap [32], which is a one-stage method, the Module-I Multi-modal Pose Estimation in our pipeline estimates local body motion in two-stage. Besides, Table 5 illustrates that 4-IMU-aid configuration brings considerable improvements with only two more sensors compared with 2-IMU-aid version, and keeps acceptable performance gap to even 12-IMU-aid setting. Therefore, 4 IMU sensors is an appropriate choice to provide sufficient inertial aid while maintaining a light-weight capture setting, considering the complexity of capture system and convenience for performers.

5.3 Discussion

Due to the low frame rate of the utilized LiDAR (10fps), it leads to unsmooth results when capturing extremely fast motions. We plan to improve the prediction modules using or Transformer to interp-
Table 5: Ablation study for input configuration. We evaluate our choice of single LiDAR with 4 IMUs by experimenting the local motion estimation accuracy of various combinations of input modalities.

|                | TotalCapture [60] | DIP-IMU [19] | Lidarhuman26M [32] | LIPD |
|----------------|-------------------|--------------|---------------------|------|
|                | MPJPE  | Mesh Err | Ang Err | MPJPE  | Mesh Err | Ang Err | MPJPE  | Mesh Err | Ang Err | MPJPE  | Mesh Err | Ang Err |
| LiDAR Only     | 35.5   | 47.9     | 12.33   | 35.1   | 47.0     | 15.41   | 68.8   | 87.1     | 20.20   | 60.1   | 76.1     | 14.49   |
| 4 IMUs Only    | 76.3   | 93.2     | 10.65   | 91.4   | 103.1    | 14.04   | 90.0   | 106.6    | 14.14   | 69.1   | 83.8     | 12.77   |
| 5 IMUs only    | 59.9   | 74.0     | 9.59    | 79.0   | 88.8     | 11.96   | 71.9   | 87.4     | 12.86   | 50.3   | 60.7     | 11.65   |
| LiDAR+2 IMUs   | 31.1   | 41.0     | 9.38    | 31.1   | 41.1     | 11.44   | 63.1   | 76.8     | 14.53   | 53.9   | 67.1     | 12.64   |
| LiDAR+4 IMUs(ours) | 30.0   | 39.5     | 7.4     | 30.2   | 39.1     | 9.6     | 60.7   | 71.6     | 11.6    | 48.9   | 59.8     | 11.3    |
| LiDAR+5 IMUs   | 30.1   | 39.7     | 7.4     | 30.7   | 39.9     | 9.7     | 57.9   | 69.0     | 11.2    | 44.9   | 55.4     | 10.6    |
| LiDAR+12 IMUs  | 23.6   | 32.8     | 3.63    | 20.8   | 28.4     | 5.76    | 49.0   | 59.3     | 7.45    | 25.1   | 32.1     | 8.4     |

Fig. 8: Evaluation for the generalization capability on various distances on MPJPE and Mesh Err.

Late global poses, so as to recover the high-frequency motion details. Moreover, even though we have demonstrated that our method can generalize to different types of LiDAR(e.g. RS-LiDAR-M1 [53], OUSTER-0 [55] and OUSTER-1 [55]) and IMU sensor(e.g. Xsens Dot [68]) and Numi [43]) in this paper, it’s still interesting to enhance the capability of our method on handling the domain gaps between more different LiDAR sensors with various point distributions and perception ranges, which relies on further capturing a much larger dataset. It’s also promising to extend our pipeline to multi-person or human-object interaction scenes.

6 Conclusion

In this paper, we propose a new solution, LiDAR-aid Inertial Poser (LIP), for conveniently capturing human motions in large-scale scenarios, which is occlusion-free and environment-independent. As shown in Fig. 9, the recovered human poses and global translations further enable various immersive applications like driving avatars in virtual scenes. To explore the new multi-modal setting (light-weight 4 IMUs plus one LiDAR), we design an effective fusion strategy for taking advantage of both LiDAR point cloud and IMU measurements. We also eliminate the translation deviation in a pose-guided manner and gain accurate global trajectories and natural consecutive actions. Importantly, we propose a huge LiDAR-IMU hybrid mocap dataset for future research of human motion analysis. Extensive experimental results demonstrate the effectiveness of our method and module designs, for convenient and high-quality human motion capture in a large scene. We believe our approach and dataset serve as a critical step for light-weight and global human mocap in large-scale scenes, with many potential applications for VR/AR, gaming, filming, or entertainment.
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