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Abstract—In this paper, we present Wi-Mose, the first 3D moving human pose estimation system using commodity WiFi. Previous WiFi-based works have achieved 2D and 3D pose estimation. These solutions either capture poses from one perspective or construct poses of people who are at a fixed point, preventing their wide adoption in daily scenarios. To reconstruct 3D poses of people who move throughout the space rather than a fixed point, we fuse the amplitude and phase into Channel State Information (CSI) images which can provide both pose and position information. Besides, we design a neural network to extract features that are only associated with poses from CSI images and then convert the features into key-point coordinates. Experimental results show that Wi-Mose can localize key-point with 29.7mm and 37.8mm Procrustes analysis Mean Per Joint Position Error (P-MPJPE) in the Line of Sight (LoS) and Non-Line of Sight (NLoS) scenarios, respectively, achieving higher performance than the state-of-the-art method. The results indicate that Wi-Mose can capture high-precision 3D human poses throughout the space.

Index Terms—WiFi sensing, 3D human pose estimation, CSI images, neural network design.

I. INTRODUCTION

In recent years, thanks to the increasingly ubiquitous deployment of WiFi infrastructure and the open-source software [1], human sensing based on WiFi Channel State Information (CSI) has gained significant attention [2] [3] [4]. To achieve more fine-grained human sensing, WiFi-based human pose estimation has been a focus of research recently. Pioneering works [5] [6] estimate human poses using radars operating at the WiFi frequency, i.e., 5.46-7.24GHz.

Further, for easy deployment in real world and cost savings, [7] [8] use commodity WiFi devices to obtain fine-grained human poses. [7] enables commodity WiFi devices to capture 2D human skeleton images. But it can merely obtain human poses from one perspective, and performs unsatisfactorily in some special perspectives restricted by annotations.

Different from [7], [8] presents WiPose, the only 3D human pose estimation system using commodity WiFi. It utilizes the amplitude component of CSI and achieves high performance in the experimental environment. However, during the experiment, the subjects are required to perform movements at a fixed point. Moreover, it consists of 9 distributed antennas. Therefore, WiPose is limited to some specific applications and not convenient enough for daily use, such as smart home, health monitoring, etc.

In summary, due to the change of the target position and the difficulty of data collection, WiFi-based human pose estimation still has some limitations for wide adoption in daily life.

To address the above limitations, we propose Wi-Mose, the first system which can capture fine-grained 3D moving human poses with commodity WiFi devices in both Line of Sight (LoS) and Non-Line of Sight (NLoS) scenarios. To reconstruct 3D moving human poses, we mainly design the system from two aspects: data processing and network design.

For one thing, we convert the processed amplitude and phase, which contain the pose and position information, respectively, into a sensitive CSI tensor, called CSI images. And then, we feed CSI images into the network rather than only amplitude and phase information. For another, we design a deep feature extraction network to extract pose related features from the amplitude channel and weaken the influence of position changes by leveraging the information in the phase channel. Specifically, we use the position information contained in the phase channel as prior knowledge to add constraints to the attitude estimation. We also design a pose regress network to convert the features into key-point coordinates. Therefore, the subject can move continuously and freely without space constraints. The main contributions of our work are listed as follows:

1. We propose a method to convert the raw CSI data into CSI images so that the neural network can extract features which contain more pose information but less position component.

2. We design a neural network which is suitable to extract moving human pose features from CSI images and convert WiFi signals into 3D human poses.

3. We build a 3D human pose estimation prototype system for experiment and evaluation. Results show that the system can estimate 3D human poses with 29.7mm (37.8mm) Procrustes analysis Mean Per Joint Position Error (P-MPJPE) in the LoS (NLoS) scenarios, achieving 21% (10%) improvements in accuracy over the state-of-the-art method.

4. Because of the usage of CSI images and specialized network, Wi-Mose utilizes only 6 antennas to capture information, which is lightweight and low-cost compared with the state-of-the-art method [8].

The rest of this paper is organized as follows. Section II is the system overview. Section III discusses data collection and processing. Section IV introduces the neural network. Section V is the baseline. Section VI describes experiments and performance followed by a conclusion in Section VII.
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II. SYSTEM OVERVIEW

The system consists of three parts: data collection, data processing, and pose estimation, as shown in Fig. 1. The data collection part contains two receivers, a transmitter, and a monocular camera, which are used to collect synchronous CSI and video frames. The data processing part converts the raw CSI data into CSI images and transforms the video frames to human key-point coordinates which are used for supervised learning. The pose estimation part extracts features from CSI images and converts the features into key-point coordinates which are utilized to reconstruct 3D human pose skeletons.

III. DATA COLLECTION AND PROCESSING

In this paper, to reconstruct 3D moving human pose skeletons using commodity WiFi devices, we need to collect synchronous raw CSI and video frames and then process these data so that they can be fed into the neural network.

A. Data Collection

According to Fresnel zone model [9], to capture human poses in the whole space, we need at least 2 pairs of transceivers. Hence in this paper, we utilize 3 commodity WiFi devices (one transmitter and two receivers) to capture the raw CSI data which contains human pose information. To collect more information, we set 1 transmitting antenna at the transmitter, 3 receiving antennas at each receiver. In order to improve resolution and capture pose-related features efficiently, the 2 pairs of transceivers are mutually perpendicular and the transmitter is placed at the intersection. During collecting CSI data, we collect synchronous video frames using a monocular camera, which are utilized to extract 3D key-point coordinates as the ground truth to train the proposed neural network.

B. Data Processing

1) Link Selection: We observe that there is always an antenna which receives CSI with a larger variance value than others. It means this antenna has larger dynamic responses. So we choose it as the reference and make use of its amplitude information.

2) Denoising: In reality, there are multiple paths between a pair of transceiver. In an ideal state, the response of the wireless channel at time t and frequency f can be expressed as:

$$H(f, t) = \sum_{i=1}^{N} \alpha_i(t)e^{-j2\pi f \tau_i(t)}$$  \hspace{1cm} (1)

where N is the number of multipath, \(\alpha_i(t)\) and \(\tau_i(t)\) are the complex attenuation and time of flight for the i-th path, respectively.

According to whether the length of the path changes, CSI can be divided into two parts, the static path and the dynamic path components, which can be expressed as:

$$H(f, t) = H_s(f, t) + \sum_{i\in P_d} \alpha_i(t)e^{-j2\pi f \tau_i(t)}$$  \hspace{1cm} (2)

where \(H_s(f, t)\) is the sum of responses of all static paths including LoS and other static reflection paths, \(P_d\) is the collection of dynamic paths which are not constant over time. Our purpose is to extract the dynamic path component.

We cannot directly utilize raw CSI to capture human poses. Because compared with the signals of LoS and other static paths in raw CSI measurements, pose-related signals are too week and easily influenced by unpredictable interference. To improve the accuracy of pose estimation, we eliminate interference and extract the dynamic paths corresponding to humans.

For more denoising details, please refer to the previous work of our team in [7].

3) Segmentation: In order to capture continuous human poses, we segment the processed CSI according to the synchronous video frames and reconstruct CSI images, as shown in Fig. 1. The CSI images contain an amplitude channel and a phase channel. The amplitude can reflect people’s movements, while the phase is more used to obtain changes in position. To extract pose information and weaken the influence of position changes, we combine them to provide both pose and position information for the neural network.

IV. NEURAL NETWORK DESIGN

In this paper, we design a neural network to extract features and convert them into key-point coordinates. In order to reduce the influence of position changes on pose estimation, different
from [8], we choose to directly regress the key-points, similar to the method in computer vision.

A. Data and Annotations
To accurately and intuitively associate CSI data with human poses, we use a camera synchronized with a receiver to capture video frames. Then, we apply AlphaPose [10] and VideoPose3D [11] to get the 3D key-point coordinates from the video frames. Since our goal is to reconstruct 3D moving human pose skeletons, we choose key-point coordinates as the annotation rather than the whole skeleton. Because the limbs are rigid, locating key-points can be more accurate and prevent overfitting.

B. Network Framework
The design of our neural network must consider the time correlation of human poses and the spatial position of the human body. In addition, the spatial resolution of WiFi signals is low, which makes it difficult to capture complete human poses from just a single CSI sample. To solve these problems, we make the network learn to aggregate information from multiple CSI samples instead of taking a single CSI sample as input.

We design a neural network to convert CSI data into 3D human key-point coordinates, including a feature extraction network and a key-point regression network. Because the input CSI images contain a phase channel which increases the amount of data and introduces linear constraints, the feature extraction network should be able to extract sufficiently deep features.

Therefore, in the feature extraction network, we use a residual network, which contains 13 residual blocks as shown in Fig. 2, to extract features related to human poses. Because of its special structure, the residual network can avoid gradient explosion and disappearance caused by the deepening of the network. In the key-point regression network, we utilize two fully connected layers to integrate feature information, and finally convert these features into key-point coordinates. The details of the network are shown in Table 1.

Take a set of synchronized CSI data and key-point coordinates \((C_1, C_2, K)\) as an example, where \((C_1, C_2)\) denotes the CSI images from two pairs of transceivers and \(K\) denotes the corresponding key-point coordinates from video frames.

In the training stage, we feed \((C_1, C_2)\) into the proposed neural network and get the predicted 3D human key-point coordinates \(P\). Then we use \(K\) as an annotation and compare \(P\) with it to optimize the entire network.

We define the training process as minimizing the average Euclidean distance error between predicted joints and the ground truth, so we first define the position loss \(L_P\) as the \(L_2\) norm between the predicted joints and the ground truth:

\[
L_P = \frac{1}{T} \sum_{t=1}^{T} \frac{1}{N} \sum_{i=1}^{N} \| \tilde{p}_i^t - p_i^t \|_2^2 ,
\]

where \(\tilde{p}_i^t\) and \(p_i^t\) are the predicted and real coordinate of joint \(i\) in time slot \(t\). \(N\) is the joint number in the model we use, and \(T\) means the number of data samples.

Since our network regresses the key-points directly, we introduce Huber Loss in the loss function. Huber Loss is a parameterized loss function for regression problems. It can enhance \(L_P\) and reduce the interference of outliers. The Huber Loss \(L_H\) in our loss function is expressed as:

\[
L_H = \frac{1}{T} \sum_{t=1}^{T} \frac{1}{N} \sum_{i=1}^{N} \| \tilde{p}_i^t - p_i^t \|_H^2 ,
\]

where \(\| \cdot \|_H\) means the Huber norm. It is defined as:

\[
\| x \|_H = \frac{1}{n} \sum_{i=1}^{n} \text{huber}(x_i),
\]

where:

\[
\text{huber}(x_i) = \begin{cases} 
0.5 \delta^2 & \text{if } |x_i| < \delta \\
|x_i| - 0.5 & \text{otherwise}
\end{cases}
\]

The \(\delta\) is a parameter of the Huber Loss and set to 0.75 in our experiment.

Finally, the loss function is defined as:

\[
L = L_P + L_H
\]

We use the Adam [12] optimizer to optimize the loss function in our network.

C. Network Settings and Training
We collect CSI data at 150Hz and video frames at 30Hz, which means every 5 CSI samples in each receiver are synchronized with one video frame by timestamps. Consider the continuity of movement and the efficiency of training, we use 5 strictly corresponding CSI samples and the preceding 15 samples to correspond to one video frame. Therefore, the final result is 20 unique CSI samples corresponding to one video frame, that is, the final generated action is 7.5 Hz.

The structure of the neural network is shown in Table 1. The feature extraction part consists of 13 residual blocks shown in Fig. 2. We add a batch normalization layer after each convolution. In order to add non-linearity to the model, we use Rectified Linear Units (ReLU) in each convolution.
Unit (ReLU) activation functions after each batch normalization layer. To improve training efficiency, we set the stride of the two layers inside the red box in Fig. 2 to $2 \times 2$ in the 3rd, 5th, 7th, 9th, and 11th residual blocks, and all other strides to $1 \times 1$. In addition, in these layers, we perform a convolution operation (kernel size is $1 \times 1$, stride is $2 \times 2$) on the input to make it match the size of the output. After the residual network, two fully connected layers convert high-dimensional features into the key-point coordinates.

The network is implemented with TensorFlow [13]. The result is trained for 6 epochs using the Adam [12] optimizer with 0.0001 learning rate, 4 batch size. Moreover, we introduce learning rate decay method that the learning rate is multiplied by 0.9 after every epoch.

V. BASELINE

WiPose proposed in [8] is currently the state-of-the-art 3D human pose estimation system based on commodity WiFi. In this paper, we apply the deep learning model proposed in WiPose as our baseline. The model contains four-layer Convolutional Neural Network (CNN) and three-layer Long Short Term Memory network (LSTM) on top of the CNN. The system applies the output of LSTM to the initial skeleton model to obtain the current poses according to forward kinematics. In [8], the author proposes two input data formats. Because our system uses 2D CSI data, we only use 2D CSI data to train the model in [8].

Note that although our work is carried out on the basis of [7], we do not choose the model in [7] as our baseline. Because the model estimates 2D human skeleton images while our goal is to estimate 3D human poses.

VI. EXPERIMENT AND EVALUATION

A. Setup

Our experimental site is a 7m×8m basement. We use 3 transceivers work in the 5GHz frequency with 20MHz bandwidth and we install CSI-Tool [11] on all the transceivers. The two receivers are synchronized using the Network Time Protocol (NTP). And we connect a monocular camera to a receiver to record video frames. Throughout the experiment, other wireless signals are still operated.

B. Dataset

The dataset contains 10 hours of data for 5 people with different heights, weights, clothing, and genders, which means that we finally collected 5,400,000 CSI samples at each receiver. We ask each volunteer to perform continuous poses in the room. Meanwhile, the camera will record their poses. Then we obtain the joints synchronized with CSI samples through automatic annotations for joints (AlphaPose and VideoPose3D). For the data of the four persons who are chosen as the training subjects, 75% is used as the training set to train the network and the remaining 25% is used as the test set to test the model. The data of the last person is used for testing the generalization of our model.

C. Performance

To measure the performance, we introduce P-MPJPE which performs Procrutes analysis before calculates MPJPE. We observe that compared with the ground truth, some constructed 3D human pose coordinates have slight and global offset. The reason is that we directly regress key-point coordinates, which introduces an error independent of poses. Since P-MPJPE is more suitable for moving human pose estimation, we utilize it to weaken the effect of the attitude-independent error.

1) Basic Scenario: We first evaluate the performance in the basic scenario which is the LoS scenario. The left part of Fig. 3 shows a test example of the constructed skeletons of a person who continuously walks in different poses and directions.

Table II reports the P-MPJPE for the basic scenario. We not only calculate the errors for each joint but also measure the overall performance by averaging them. The results show that the proposed system performs much better than the baseline. The overall P-MPJPE of our system is 29.7mm, while that of the baseline is 37.6mm. Note that the error of the root joint in WiPose, which is set to Neck in our model, is smaller than that in Wi-Mose because of the introduction of forward kinematics. The positioning accuracy of other points of Wi-Mose is higher than that of the baseline. For both baseline and the presented system, it is more difficult to locate the joints farther from the trunk, since the reflected signals from these parts are weaker than those from closer parts. Another reason is that these parts of human body have smaller reflection areas and always have a larger moving range in our dataset, which makes it much harder to locate.

The upper part of Fig. 4 shows a test example in different perspectives. Compared with 2D pose estimation, we can show the poses in all perspectives, even if the limbs are obscured. The results show that Wi-Mose is more suitable to capture 3D human pose throughout the space.

2) Occluded Scenario: In order to verify the performance of Wi-Mose in the occluded environment (the NLoS scenario), we add a wooden screen between the subject and the receiver. The distribution of training and test data is the same as the basic environment. A test example is shown in the right part of Fig. 3.
The overall P-MPJPE result of Wi-Mose is 37.8mm, while that of the baseline is 42.0mm, indicating that Wi-Mose outperforms the baseline. Thanks to the penetration of WiFi, we can still receive signals even if there are obstructions. Because the signals will attenuate when passing through the wooden screen, the final error will be larger than the basic scenario. In the NLoS scenario, some poses estimated by the baseline are obviously wrong. The reason is that the baseline is more susceptible to position changes than Wi-Mose, especially when there is less information.

The bottom part of Fig. 4 shows a test example in different perspectives. The results indicate that Wi-Mose can capture high-precision 3D moving human poses in the occluded scenario.

3) Cross-subject Scenario: Wi-Mose performs well in cross-subject scenario. We collect 5 people’s data in both the basic and occluded scenarios. When we train the network in each scenario, we feed the data of the first four people into the network, and then, use the last person’s data for testing. It should be noted that there are obvious differences in height and weight of the five people. The result is in Table III. As we can see, the performance of the proposed Wi-Mose framework is slightly better than the baseline. Compared with the basic and occluded scenarios, the performance of our system is degraded a little larger than that of the baseline. The reason is that we use the network loss to constrain the pose estimation, which is a weak constraint. While the baseline applies the preset skeleton model and the network loss to constrain the poses, which is a strong constraint. This makes our model more flexible in dealing with full-space scenarios, but less satisfactory in cross-subject pose estimation.

VII. CONCLUSION

In this paper, we present Wi-Mose, the first high-precision 3D moving human pose estimation system using commodity WiFi devices. We construct CSI images which contain both pose and position information so that the neural network can extract features which is related to poses but independent of position.
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