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Abstract This paper proposes a hybrid self-adaptive evolutionary algorithm for graph coloring that is hybridized with the following novel elements: heuristic genotype-phenotype mapping, a swap local search heuristic, and a neutral survivor selection operator. This algorithm was compared with the evolutionary algorithm with the SAW method of Eiben et al., the Tabucol algorithm of Hertz and de Werra, and the hybrid evolutionary algorithm of Galinier and Hao. The performance of these algorithms were tested on a test suite consisting of randomly generated 3-colorable graphs of various structural features, such as graph size, type, edge density, and variability in sizes of color classes. Furthermore, the test graphs were generated including the phase transition where the graphs are hard to color. The purpose of the extensive experimental work was threefold: to investigate the behavior of the tested algorithms in the phase transition, to identify what impact hybridization with the DSatur traditional heuristic has on the evolutionary algorithm, and to show how graph structural features influence the performance of the graph-coloring algorithms. The results indicate that the performance of the hybrid self-adaptive evolutionary algorithm is comparable with, or better than, the performance of the hybrid evolutionary algorithm which is one of the best graph-coloring algorithms today. Moreover, the fact that all the considered algorithms performed poorly on flat graphs confirms that graphs of this type are really the hardest to color.
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1 Introduction

The graph-coloring problem (GCP) is a well-known combinatorial optimization problem that has many practical applications. For example, it can be applied in register allocation in compilers [19, 23], timetabling [12, 22], frequency assignment in cellular networks [37, 55, 62], scheduling [36, 53], printed circuit board testing [39], and manufacturing [40]. In addition to its practical relevance, the problem represents a test bed for new algorithms primarily because of its simple definition.

The problem can be defined informally as follows: In a given undirected graph $G = (V, E)$, where $V$ denotes a finite set of vertices and $E$ a finite set of unordered pairs of vertices called edges, the vertices have to be colored using $k$ colors such that no two vertices connected with an edge are of the same color. Such a coloring, if it exists, is named the proper $k$-coloring. The minimum number of colors $k$ necessary to color the graph $G$ is called the chromatic number $\chi$ [52]. The graph is $k$-colorable if it has a $k$-coloring. Searching for a proper graph $k$-coloring is denoted as $k$-GCP.

The decision form of this problem, where the question is whether a particular graph is $k$-colorable, is $NP$-complete [38], while the problem of finding the chromatic number of graph $G$ is $NP$-hard [9].

The first algorithms for graph coloring tried to solve this problem exactly [11], i.e., by enumerating all possible orderings of the vertices. However, these algorithms were too time consuming and infeasible for large graphs, therefore, many approaches that tackled the problem heuristically were proposed. They tried to find an approximate solution in reasonable time. The most natural approach to coloring graph vertices heuristically was the greedy approach [9]. The best known heuristics of this type are the largest saturation degree heuristic DSatur [10], and the recursive largest first heuristic RLF [53]. Before coloring, DSatur orders graph vertices according to the saturation degree $\rho_v$ that is defined as the number of distinctly colored vertices adjacent to vertex $v$ [52]. On the other hand, RLF divides the uncolored graph into color classes that contain vertices colored with the same color. The algorithm colors the vertices one color class at a time. The vertices from the uncolored subgraph are added to the current color class in turn so that the number of edges left in the uncolored subgraph remains as few as possible.

Some of the most popular algorithms for solving $k$-GCP today are metaheuristics based on local search [6, 7]. One of the first metaheuristics was developed by Hertz and de Werra [44] under the name Tabucol. This was the first application of the tabu search [41] to graph coloring. Tabucol first generates an initial random $k$-coloring, which typically contains a large number of conflicting edges. Then, the heuristic iteratively looks for a single vertex that most decreases the number of conflicting edges when it is recolored with another color, i.e., moved to another color class. A tabu list prevents the moves from cycling. Proper $k$-coloring may be obtained after a finite number of iterations. Later, Tabucol was improved to more sophisticated graph-coloring algorithms [25, 33, 60].
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On the other hand, other local search heuristics include simulated annealing [13, 49], iterative local search [15, 17], reactive partial tabu search [4, 5, 56], variable neighborhood search [2], adaptive memory [35], variable search space [45], and population-based methods [25, 30, 33, 54]. One of the best population-based algorithms for $k$-GCP, the Hybrid Evolutionary Algorithm (HEA) developed by Galiner and Hao [33] combines local search with the partition-based crossover operator. The Tabucol metaheuristic is used as a local search operator. For a comprehensive survey of the main methods, see, e.g., [34, 57].

In general, evolutionary algorithms [59] that operate on a population of solutions are good optimizers, but suffer from a lack of constraint handling abilities. This lack arises from the fact that the variation operators, i.e., crossover and mutation, tend to violate the constraints [27]. As a result, offspring generated from parents by these operators can be infeasible. Indirect constraint handling can be used to overcome this problem. In this case, constraints are transformed into optimization objectives that can be expressed by an objective function. This function penalizes the candidate solutions violating the constraints. A solution to the problem is found when all constraints are satisfied. The value of the objective function in this case decreases to zero.

GCP is a constraint optimization problem where two vertices connected with an edge cannot be colored with the same color. However, the graph vertices have different numbers of edges. The number of edges incident to vertex $v$ is called the vertex degree $\deg_G(v)$ [9]. Regarding the vertex degrees, it may be harder to color vertices with higher rather than lower degree. This dependence can be expressed by an objective function defined as the sum of the weights assigned to the vertices violating the constraints. The higher the weight of a vertex, the more difficult the vertex is to color. The manner in which the weights are changed has a great influence on the performance of a graph-coloring algorithm. Weights can be changed deterministically, adaptively or self-adaptively [26].

This paper focuses on graph 3-coloring (3-GCP) that is a special case of $k$-GCP, where $k = 3$. It proposes a self-adaptive evolutionary algorithm for 3-GCP, hybridized with:

- heuristic genotype-phenotype mapping (construction of solutions),
- a local search heuristic,
- a neutral survivor selection operator.

3-GCP is often the subject of research because of the lowest $k$ where $k$-GCP makes any sense. This work was motivated by the paper of Eiben et al. [28], which was our starting point for 3-GCP. In their paper, Eiben et al. describe an evolutionary algorithm with Stepwise Adaptation of Weights (SAW), denoted as SAW-EA. Solutions in this evolutionary algorithm are represented as permutations of vertices and corresponding weights that denote the hardness of the vertices to be colored. This hardness is expressed by the penalty reward reflected in the objective function. In order to minimize this objective function, the graph-coloring algorithm (greedy algorithm) directs itself to first color the vertices with higher values of weights. Note that here the weights are modified adaptively. A slightly different approach to graph 3-coloring with differential evolution and DSatur graph-coloring algorithm can be found in Fister et al. [29].
The results of the proposed self-adaptive evolutionary algorithm were compared with the results of three graph-coloring algorithms: SAW-EA [66], Tabucol [16] and HEA [16]. Extensive experiments using these algorithms were conducted on a collection of random 3-colorable graphs generated by the Culberson graph generator [20]. The test suite used in the experiments was the same as in [28] because the DIMACS challenge suite [50], which was designed for testing graph \( k \)-coloring algorithms, does not contain 3-colorable graphs. Our test suite satisfies two conditions:

- it comprises the instances of the random graphs in the phase transition [65], where the graphs are really hard to color,
- it enables the determination of how various structural features of the random graphs, e.g., the graph size and type, the edge density, and the variability in sizes of color classes, influence the performance of the tested graph-coloring algorithms.

In summary, the hybrid self-adaptive evolutionary algorithm incorporates three novelties: adaptation of weights representing the coefficients of the objective function in the DSatur algorithm, a new local search heuristic, and a new operator of the neutral survivor selection. Although this approach recalls SAW-EA, at least two differences can be exposed. The SAW method adapts the coefficients of the objective function in the greedy coloring heuristic (in contrast to the DSatur heuristic) and is adaptive (in contrast to self-adaptation). Furthermore, while Igel & Taussaint [48] emphasize the significance of neutral mutation in evolution strategies, the proposed approach exploits this finding explicitly by creating the neutral survivor selection operator. The contribution of this evolutionary algorithm to the original DSatur algorithm was evaluated during the experimental work.

The structure of the rest of this paper is as follows. In Sect. 2 the problem of graph 3-coloring is formally defined. Section 3 describes the structure of the hybrid self-adaptive evolutionary algorithm in detail. Section 4 presents experiments and results on various classes of random graphs. Section 5 concludes the paper by summarizing the work, the experimental results, and ideas for further work.

2 Graph 3-coloring

Let us assume an undirected graph \( G = (V, E) \), where \( V \) represents the finite set of vertices \( v_i \in V \) and \( E \) the finite set of unordered pairs \( e = \{v_i, v_j\} \) named edges for \( i = 1, \ldots, n \) \& \( j = 1, \ldots, n \) \& \( i \neq j \), where, \( n = |V| \) denotes the number of vertices. A graph 3-coloring is a mapping \( c : V \rightarrow C \), where \( C = \{1, 2, 3\} \) denotes a set of 3-colors. In other words, one of the three colors is assigned to each vertex of the graph \( G \). A proper 3-coloring is obtained if no two adjacent vertices are assigned the same color [9].

3-GCP is a well-known constraint satisfaction problem (CSP) [27] convenient for solving with evolutionary algorithms. CSP can be represented as a pair \( \langle S, \phi \rangle \), where \( S = C^n \) with \( C = \{1, 2, 3\} \) denoting a search space, in which all solutions \( s = \langle s_1, \ldots, s_n \rangle \in S \) are feasible and \( \phi \) a feasibility condition, i.e., a Boolean function on \( S \), that is composed of constraints belonging to edges. That is, for each edge \( e \in E \) the corresponding constraint \( b_e \) is defined by \( b_e(\langle s_1, \ldots, s_n \rangle) = true \) if and
only if \( e = \{v_i, v_j\} \) and \( s_i \neq s_j \). Let \( B^i = \{b_e | e = \{v_i, v_j\} \land j = 1, \ldots, m\} \) be the set of constraints involving variable \( v_i \) (edges connecting to node \( i \)). Then the feasibility condition is the conjunction of all constraints \( \phi(s) = \land_{v \in V} B^i(s) \). Note that the feasibility condition divides the search space into feasible and infeasible regions.

Constraints are usually handled in evolutionary algorithms indirectly through a penalty function that transforms the CSP into the free optimization problem (FOP) [27]. Thus, those infeasible solutions that are far away from the feasible region are punished with higher penalties. The penalty function for 3-GCP that can also be used as an objective function is

\[
f(s) = \sum_{i=1}^{n} \psi(s, B^i),
\]

where the function \( \psi(s, B^i) \) is defined as

\[
\psi(s, B^i) = \begin{cases} 
1 & \text{if } s \text{ violates at least one } b_e \in B^i, \\
0 & \text{otherwise}. 
\end{cases}
\]

The penalty function in Eq. (1) transforms the constraint satisfaction problem into a free optimization problem such that for each \( s \in S \) we have \( \phi(s) = true \) if and only if \( f(s) = 0 \). Equation (2) represents the feasibility condition and estimates the quality of candidate solution \( s \). In fact, Eq. (1) counts the number of vertices that violate the constraints as expressed by Eq. (2).

3 The hybrid self-adaptive evolutionary algorithm

The hybrid self-adaptive evolutionary algorithm (HSA-EA) for graph 3-coloring integrates concepts from various problem solving methods. As a base, the self-adaptive evolution strategy [3] is used and then hybridized with heuristic genotype-phenotype mapping, a local search heuristic, and the neutral survivor selection.

3.1 The algorithms outline

HSA-EA involves the following components and features:

– representation of individuals,
– evaluation of objective function,
– population model,
– parent selection,
– mutation operator,
– survivor selection,
– initialization procedure and
– termination condition.

In this section these components and features are presented in detail.

In HSA-EA, an individual \( y^{(t)} \) consists of problem variables \( y_1^{(t)}, \ldots, y_n^{(t)} \) encoding the values of weights that determine the initial order in which the vertices are
colored, and the control variables $q_{1}^{(t)}, \ldots, q_{n}^{(t)}$ denoting the mutation strengths that are used by the operator of normally distributed mutation [3]. The number of variables $n$ is equivalent to the number of graph vertices. The problem variables can take the values from the domain $y_{i}^{(t)} \in Y$, where $Y \in [0,1]$. Note that weights cannot reach the value of zero because this value would imply that no constraints exist for the coloring of the corresponding vertex. The control variables can take the values $q_{i}^{(t)} \in [\epsilon_{0}, 1]$, where the constant $\epsilon_{0}$ is a predefined minimum value of $q_{i}^{(t)}$.

The evaluation of the objective function value is based on Eq. (1) that counts the number of uncolored vertices. Note that this function admits an occurrence of neutral solutions as well [51]. HSA-EA for graph 3-coloring uses the generational population model $(\mu, \lambda)$, where the whole population is replaced in each generation. Specifically, $\mu$ selected parents produce $\lambda$ offspring and the ratio $\mu/\lambda = 7$ is used, as suggested in [27]. An additional individual that represents the best solution found so far is added to the population of $\mu$ members. This solution is called the reference solution $y^{*}$. The tournament selection is used as the parent selection operator and relies on the ordering relation that can rank any $k$ individuals [27]. Here, $k$ represents the tournament size.

In self-adaptation, most frequently a normally distributed mutation [3], is used that changes the weights as follows:

$$q_{i}^{(t+1)} = q_{i}^{(t)} \cdot \exp(\tau' \cdot N(0, 1) + \tau \cdot N_{i}(0, 1)),$$  \hspace{1cm} (3)

and

$$y_{i}^{(t+1)} = y_{i}^{(t)} + q_{i}^{(t+1)} \cdot N_{i}(0, 1).$$  \hspace{1cm} (4)

The mutation described in (3) and (4) is also called uncorrelated mutation with $n$ step sizes [27]. In addition to the weights $y_{i}^{(t)}$ of dimension $n$, this kind of mutation requires the mutation strengths $q_{i}^{(t)}$ of the same dimension. The mutation strengths $q_{i}^{(t)}$ determine an area around the particular weight $y_{i}^{(t)}$ in which the search process could progress. The parameters $\tau \propto 1/\sqrt{2 \cdot \sqrt{n}}$ and $\tau' \propto 1/\sqrt{2 \cdot n}$ designate the learning rate [3]. The values for mutation strengths can be reduced to zero by the multiplication process in (4). In that case, the evolutionary process stagnates. The following condition needs to be considered to prevent this event:

$$q_{i}^{(t+1)} < \epsilon_{0} \Rightarrow q_{i}^{(t+1)} = \epsilon_{0}.$$  \hspace{1cm} (5)

Uncorrelated normally distributed mutation with $n$ step sizes can be described as a multiplicative process that decreases mutation strengths over generations. The mutation strengths determine how big change of weights can be made. The proper setting of the strengths has a great influence on the exploration of the search space. On the other hand, the parameter value depends on the number of generations. The higher the number of generations, the bigger the required initial mutation strengths.

The neutral survivor selection operator was developed that represents the hybridization of this evolutionary algorithm and is presented in Sect. 3.4. The solutions within the population are initialized randomly except for the first solution. For initialization of this solution, a heuristic initialization procedure is used that is explained
latter in this section. The algorithm terminates when the maximum number of objective function evaluations is reached or a proper graph 3-coloring is found.

3.2 Hybrid genotype-phenotype mapping

Usually, the original problem context in evolutionary algorithm is distinguished from the search space, where the evolutionary process takes place [27]. Candidate solutions in the original problem space are referred to as phenotypes, while their encodings form the genotypes and represent points in the search space. That is, candidate solutions need to be decoded from their representation, i.e., mapped to the phenotype before they are evaluated. This mapping is also known as a genotype-phenotype mapping. Note that genotype-phenotype mapping is not injective because several genotypes can be mapped into the same phenotype. In line with this, a lot of neutral solutions can appear. Actually, the phenotypes only depend on problem variables, while control parameters determine the manner in which the genotype space is explored. It can be said that the control parameters describe the strategy for exploring the genotype space and can direct the evolutionary search to new undiscovered regions of the search space.

This genotype-phenotype mapping consists of two steps: transformation of weights to the permutation of vertices and decoding of the solution by the DSatur algorithm. In the former step, from the encoded values of weights, i.e., tuple \( y_i^{(t)} = (y_{i,1}^{(t)}, \ldots, y_{i,n}^{(t)}, q_{i,1}^{(t)}, \ldots, q_{i,n}^{(t)}) \), where \( \mu \) denotes the population size, the initial permutation of the vertices is built \( v_i^{(t)} = \{v_{i,j}^{(t)}\} \) for \( j = 1, \ldots, n \). The permutation determines the ordering in which the vertices are colored. That is, the vertices are ordered according to the descending values of the corresponding weights. Note that the mutation steps are not used in this transformation. In the latter step, the DSatur algorithm is taken as the construction heuristic by HSA-EA that from the permutation of vertices decodes a coloring \( s_i^{(t)} = \{s_{i,j}^{(t)}\} \), where \( s_{i,j}^{(t)} \in \{1, 2, 3\} \). The order of coloring is determined by the DSatur heuristic, as follows:

1. The heuristic selects the vertex with the highest saturation, and colors it with the lowest of the three colors.
2. In the case of a tie, the heuristic selects the vertex with the maximal weight.
3. In the case of a tie, the heuristic selects a vertex randomly.

The main difference between this heuristic and the original DSatur algorithm is in the second step where the heuristic selects the vertices according to the weights instead of degrees. Note that the genotype space determined by permutation of the vertices is huge, i.e., \( n! \). Therefore, \((n - 1)!\) solutions can have equal values of the objective function because only \( n \) values of the function exist according to Eq. (1). That is, many solutions with the same fitness value can arise that represent neutral networks [58] in the fitness landscape. On the other hand, the phenotype space is much smaller than the genotype space, namely \( |C| = 3^n \).

Initially, the original DSatur algorithm orders the vertices \( v_{i,j} \in V, j = 1, \ldots, n \), of a given graph \( G \) descending according to the vertex degrees \( \text{deg}_G(v_{i,j}) \) that count the number of edges incident with vertex \( v_{i,j} \) [9]. To simulate the behavior of the
original DSatur algorithm [10], the first solution in the population is initialized as follows:

\[ y_{i,j}^{(0)} = \frac{\text{deg}_G(v_{i,j})}{\max_{j=1,\ldots,n} \text{deg}_G(v_{i,j})}, \quad j = 1, \ldots, n. \]  

(6)

Because the genotype is mapped into a permutation of weights, the same ordering is obtained as by the original DSatur, where the solution can be found in one step.

3.3 Local search heuristic

Experiments with self-adaptive evolutionary algorithms prove that a search can rapidly converge towards good areas of the search space (exploration) [63]. During the exploitation phase, these algorithms are less convenient because of the stochastic nature of the variation operators. In this phase, improvement heuristics are useful that may improve current solutions with a more systematic search in their vicinity. Local search [46] is the most often used kind of improvement heuristic that can incorporate problem-specific knowledge into the evolutionary algorithm.

Local search can be described as an iterative heuristic that explores a set of candidate solutions around the current solution (also known as neighborhood) and can replace the current solution with a better one, if it is found. A neighborhood of the current solution \( y \) is a mapping \( \mathcal{N} : Y \mapsto 2^Y \), which for each solution \( y \in Y \) defines a set \( \mathcal{N}(y) \subseteq Y \) of solutions that can be reached using a unary operator [1]. In fact, each solution in the neighborhood \( y' \in \mathcal{N}(y) \) can be reached from the current solution \( y \) in \( k \) steps. Therefore, this neighborhood is also called the \( k \)-opt neighborhood of the current solution \( y \).

Although various unary operators have been developed to be used with HSA-EA, experiments have shown that the best performance can be achieved by the unary operator termed the hybrid swap. Therefore, this operator was used in this work. The functioning of this operator is illustrated in Fig. 1, which presents a solution to a graph \( G \) with ten vertices. This solution is composed of a permutation of vertices \( v \), corresponding coloring \( s \), weights \( y \), and saturation degrees \( \rho \). The hybrid swap unary operator takes the first uncolored vertex in a solution and orders the predecessors according to the saturation degree, in descending order. The uncolored vertex is swapped with the vertex that has the highest saturation degree. In the case of a tie, the operator randomly selects a vertex among the vertices with higher saturation degrees. Thus, the best neighbor of the current solution is determined by an exchange of two vertices (2-opt neighborhood).

![Fig. 1 The hybrid swap unary operator](image-url)
In Fig. 1, an element of the solution corresponding to the first uncolored vertex 4 is in dark gray and the vertices 0 and 3 with the highest saturation degree are in light gray. From vertices 0 and 3, hybrid swap randomly selects vertex 0 and swaps it with vertex 4 (the right-hand side of Fig. 1).

3.4 Neutral survivor selection

Genotype diversity is one of the main prerequisites for efficient self-adaptation. The smaller genotypic diversity causes the population to be crowded within the search space. As a result, the search space is exploited. On the other hand, the larger genotypic diversity causes the population to be better distributed over the search space and therefore, the search space is better explored [3]. The genotype diversity is explicitly maintained using the proposed neutral survivor selection that is inspired by the neutral theory of molecular evolution [51].

However, a measure is needed to determine the distance between solutions. An Euclidian distance is the most appropriate when the solutions are represented as real-coded vectors. The Euclidian distance between two vectors \(y_1\) and \(y_2\) is expressed as follows:

\[
d_E(y_1, y_2) = \sqrt{\frac{1}{n} \sum_{j=1}^{n} (y_{1,j} - y_{2,j})^2},
\]

(7)

A reference solution is needed to determine how the solutions are dissipated over the search space. For this reason, the current best solution \(y^*\) in the population is used, as defined in Sect. 3.1.

The operation of the neutral survivor selection is divided into two phases. During the first phase, in the population of \(\lambda\) offspring the evolutionary algorithm finds the set of the best neutral solutions \(N_S = \{y_1, \ldots, y_k\}\). If the neutral solutions are better than, or equal, to the reference solution, i.e., \(f(y_i) \leq f(y^*)\) for \(i = 1, \ldots, k\), the reference solution \(y^*\) is replaced by the neutral solution \(y_i \in N_S\) that is most distant from the reference solution according to Eq. (7). In line with this, it is expected that the evolutionary search is directed towards new, undiscovered regions of the search space. Conversely, if the neutral solutions are worse than the reference solution, the reference solution remains unchanged.

During the second phase, the reference solution \(y^*\) is used for determining the next population of survivors. For this purpose, the offspring are ordered according to the ordering relation \(\prec\) (read: is better than) as follows:

\[
f(y_1) \prec \cdots \prec f(y_i) \prec f(y_{i+1}) \prec \cdots \prec f(y_{\lambda}),
\]

(8)

where the ordering relation \(\prec\) is defined as

\[
f(y_1) \prec f(y_{i+1}) \Rightarrow \begin{cases} f(y_i) < f(y_{i+1}), \\ f(y_i) = f(y_{i+1}) \land (d(y_i, y^*) > d(y_{i+1}, y^*)). \end{cases}
\]

(9)

Finally, for the next generation the evolutionary algorithm selects the best \(\mu\) offspring according to Eq. (8). These individuals take random positions in the next generation. Like the neutral theory of molecular evolution, neutral survivor selection offers three possible outcomes to offspring, as follows. First, the best offspring survive.
Additionally, the neutral solution that is the most distant from the reference solution becomes the new reference solution. Second, the low-fitness offspring are usually eliminated from the population. Third, all other solutions, that could be neutral as well, can survive if they take the first $\mu$ positions according to Eq. (8).

4 Experiments and results

The goal of the experiments performed in this study was to compare the results of different graph 3-coloring algorithms and show that the performance of the proposed HSA-EA for graph 3-coloring is comparable with, or better than, the performance of other algorithms for solving this problem. Here, the following algorithms were used:

- SAW-EA [66],
- Tabucol [16],
- HEA [16],
- HSA-EA.

An implementation of SAW-EA can be found in [66] and is described in [28]. The Tabucol and HEA algorithms are among the best known algorithms for solving $k$-GCP [22, 33]. In addition, implementations of both algorithms are publicly available for facilitating comparisons between newly developed algorithms [18]. Although the implementation of Tabucol, as presented in [42], gained slightly better results than in [16], the former implementation is not publicly available and, therefore, was not used in our study.

The characteristics of HSA-EA used in the experiments were as follows. The fitness function according to Eq. (1) was considered by this algorithm. Note that the fitness value cannot exceed the number of vertices since the fitness function (Eq. (1)) counts the number of vertices violating the constraints. This value, however, cannot be higher than the number of all vertices. HSA-EA employed the selection scheme $(15, 100)$. That is, 100 candidate solutions were generated from the population of 15 parents, from which 15 fittest offspring were selected by the neutral survivor selection. Although other selection schemes were also examined, the experiments showed that this selection scheme was the most effective. Typically, a larger population requires higher initial mutation strengths. Furthermore, a larger population can maintain higher diversity, but a smaller population converges faster than the larger one. In our opinion, this is due to the fact that the used predetermined number of evaluations is insufficient for the larger population to converge. Experiments varying the tournament size showed that on average the best results are obtained using a tournament size of 3. However, a detailed analysis of the experimental results proved that a tournament size of 3 is more appropriate for smaller populations (such as in our case). As the population size grows, choosing a tournament size of 5 is more suitable. Determination of initial mutation strengths was crucial for the performance of HSA-EA. After extensive experimentation, the initial mutation strength $q_i^{(0)} = 0.03$ and $\epsilon_0 = 0.001$ produced the best results. As the termination condition, the number of function evaluations was limited to 300,000, while the number of independent runs was fixed at 25. The last two settings were the same as in [28]. This experimental setup was used in all of the tested algorithms to make the comparison as fair as possible.
The algorithms were compared according to two performance measures:

- success rate (SR) and
- average number of objective function evaluations to solution (AES).

The former reflects the stochastic nature of HSA-EA and is defined as the ratio of successfully terminated runs, while the latter expresses the efficiency of a particular algorithm, and is defined as the number of objective function evaluations needed to find a solution.

4.1 Test problems

Heuristics for solving the $k$-GCP are commonly compared on a set of graphs as proposed in the DIMACS challenge suite [50]. However, this set does not permit the statistical study of relations between algorithm performance and the structural features of graphs [18]. The structural features of graphs may be induced by:

- generating a graph with a given number of color classes and edge densities,
- influencing the variability in the sizes of the color classes.

Both presumptions can be satisfied using the Culberson graph generator [20]. Although this graph generator can generate various types of $k$-colorable graphs, we focus on three specific types: uniform, equi-partite, and flat graphs. The type of graphs imposes an edge distribution by the graph generator as follows. Uniform 3-colorable graphs are random graphs, where the vertices are randomly assigned to one of the three color classes uniformly and independently. The main property of equi-partite 3-colorable graphs is that the three color classes are as equal in size as possible. Graphs of this type are less difficult to 3-color but difficult enough for many existing algorithms [21]. Flat graphs seem the hardest to 3-color because besides the minimum variation in number of vertices in the three color classes the variation in degree for each node is also kept to minimum.

Random graphs are created using the parameter $\Delta \in \{0, 1, 2\}$ that controls the variability in sizes of the color classes. Uniform 3-colorable graphs are generated when $\Delta = 0$ as mentioned previously. Variable 3-colorable graphs are obtained when $\Delta > 0$. Graphs of this type are generated as follows. For each vertex in turn, the generator randomly selects an integer $r$ from the interval $[0, \Delta]$. Then, this vertex is assigned to the color class $i$ that is randomly selected from the interval $[r, 2]$. In general, variable 3-colorable graphs are easier to color, as reported by Turner [65].

The following parameters were used when generating the random graphs: graph type, number of vertices, edge density controlled by the parameter $p$ determining the probability that two vertices $v_i$ and $v_j$ are connected with an edge $(v_i, v_j)$, and the seed of the random graph generator. In general, these graphs can be denoted as $G_{t,n,p,s}$, where $t$ denotes the graph type (i.e., $uni$ for uniform ($\Delta = 0$), $eq$ for equi-partite, $flat$ for flat), $n$ the number of vertices, $p$ the probability controlling the edge density, and $s$ the seed of the random graph generator. Three types of uniform graphs were generated in order to investigate the influence of variability in sizes of the color classes on the algorithm results. When $\Delta = 0$, the generated graphs have no variability in the sizes of the color classes (the classes tend to be nearly equal in size,
like in the equi-partite graphs), while when $\Delta = 1$ or $\Delta = 2$, the sizes tend to vary considerably. Flat graphs can be generated using different flatness when determining variations in the degrees of the vertices. If the flatness is zero, the generated graphs are fairly uniform and these graphs are the hardest to color. This type of flat graph was used in our experiments.

Graphs with the number of vertices $n = 500$ and $n = 1,000$, were considered during the experiments. These graphs are denoted as medium-scale and large-scale graphs in this paper. Note that the graphs with the number of vertices $n = 200$ as also treated in [28] were not considered in this study because these graphs are too simple for the tested graph 3-coloring algorithms. The random graph generator seed parameter was varied from 1 to 10 with a step of one in order to test the statistical significance of the results. Additionally, the seeds of the random number generator for all the used algorithms were different in each run.

Most combinatorial optimization problems are sensitive to the phase transition, which refers to the regions where the problem passes from the state of “solvable” to the state “unsolvable”, and vice versa [65]. Typically, these regions are determined by a problem-specific parameter. For 3-GCP this parameter is the edge density determined by probability that two vertices are connected, $p$. Many authors have identified various critical values for this parameter when determining the phase transition region. For example, Petford and Welsh [61] stated that this phenomenon occurs when $2pn/3 \approx 16/3$, Cheeseman et al. [14] $2m/n \approx 5.4$, Eiben et al. [28] $7/n \leq p \leq 8/n$, and Hayes [43] $m/n \approx 2.35$. The parameter $m$ in the above formulas denotes the number of edges.

In order to capture the phase transition, the parameter $p$ needs to be varied appropriately. Preliminary experiments were conducted to determine suitable values of the value $p$. The following experimental setup was applied to show that the phase transition was located correctly. Medium- and large-scale graphs were generated with edge density $p \in [0.004, 0.696]$ with a step of 0.004. As a result, 174 instances were obtained for each type of graphs. Specifically, random graphs were generated with different variabilities in size, i.e., with $\Delta \in \{0, 1, 2\}$. Graphs of each type were generated varying random graph generator seed from 1 to 10. Then, the four algorithms, i.e., SAW-EA, Tabucol, HEA, and HSA-EA, run the graph 3-coloring and the results on random graphs with different seeds were accumulated over 25 runs. The results of this experiment showed that none of the tested algorithms had problems with the 3-coloring of medium-scale graphs with $p > 0.028$ and large-scale graphs with $p > 0.014$. For this reason, our further experiments were conducted with these two values as upper bounds of the observed edge densities.

Essentially, the experiments were divided into three parts. In the first part, the behavior of the mentioned graph-coloring algorithms was observed in the phase transition region. This part is comparable to the study of Eiben et al. in [28]. The influence of the evolutionary algorithm on the traditional DSatur heuristic was observed during the second part. The structural features of graphs were studied during the third part. This part considered the novel experimental approach to graph coloring, as proposed by Chiarandini and Stützle [18].
4.2 Behavior of graph-coloring algorithms in the phase transition

These experiments were executed on medium- and large-scale graphs. The results for both graph sizes are presented in the next sections. In both cases, however, the phenomenon of the phase transition was captured.

4.2.1 Medium-scale graphs

Medium-scale graphs ($n = 500$) were generated with edge densities varied from $p = 0.008$ to $p = 0.028$ with a step of 0.001. As a result, 21 instances of randomly created graphs were obtained. Note that the phase transition occurs at $p = 0.014$ according to Hayes [43], $p = 0.016$ according to Cheeseman [14], and Petford and Welsh [61], and $p \in [0.014, 0.016]$ according to Eiben et al. [28].

The averaged results of the tested algorithms on medium-scale graphs with different seeds are illustrated in Figs. 2–7. These figures represent six diagrams for three graph types according to two measures. The best results on medium-scale graphs were obtained by HSA-EA (Fig. 2). The average results of Tabucol and HEA were
similar, while SAW-EA gained the worst results according to SR. In fact, this algorithm was sensitive to the phase transition as proposed by Hayes \((p = 0.014)\). Results on uniform graphs according to AES (Fig. 3) confirmed that graphs of this type can
be colored by all tested algorithms, except SAW-EA. For this reason, the AES plots did not reach the maximum number of evaluations to solution.

As illustrated in Fig. 4, the equi-partite graphs were also best 3-colored by HSA-EA. Note that all the mentioned algorithms were sensitive to the phase transition determined by \( p = 0.014 \). In this case, all algorithms 3-colored the equi-partite graphs with \( SR > 0 \), as seen in the AES plots in Fig. 5. Note that SAW-EA achieved \( SR = 0.08 \) at \( p = 0.014 \).

Experiments on flat graphs confirmed that these graphs were the hardest to color. Interestingly, the SR plots for these graphs showed single valleys (Fig. 6) and the AES plots single peaks (Fig. 7). Note that for SAW-EA, SR did not reach zero on average, i.e., SR = 0.004 at \( p = 0.014 \), as can be seen in the corresponding AES plot. As a matter of fact, the peaks (valleys) were located as suggested by Hayes [43], Cheeseman [14], Petford and Welsh [61], and Eiben et al. [28], i.e., in the interval \( p \in [0.14, 0.16] \).

### 4.2.2 Large-scale graphs

Large-scale graphs (\( n = 1,000 \)) were generated with edge densities varying from \( p = 0.004 \) to \( p = 0.014 \) with a step of 0.0005. As a result, 21 instances of randomly generated graphs were obtained for each graph type. The phase transition occurs at \( p = 0.007 \) according to Hayes [43], \( p = 0.008 \) according to Cheeseman [14], and Petford and Welsh [61], and \( p \in [0.007, 0.008] \) according to Eiben et al. [28].

The results of graph 3-coloring using the tested algorithms are illustrated in Figs. 8–13. These figures show the results of coloring graphs of three types according to two measures.

HSA-EA produced the best results for \( p < 0.007 \) when coloring the uniform graphs (Fig. 8). On average, graph instances with \( p = 0.007 \) were a hard nut to crack for all the tackled algorithms. However, HSA-EA obtained \( SR = 0.16 \), while the other algorithms performed slightly worse. Note that SAW-EA did not find any solution. HEA improved its own results at \( p = 0.0075 \), and, thus, reached the results of HSA-EA. When the edge density was increased, the best results were obtained by HEA. Tabucol and HSA-EA produced similar results, while SAW-EA obtained the worst
results. According to AES (Fig. 9), the best results were produced by HEA that spent the minimum number of evaluations on the graph instances with edge density away from the phase transition. Similar results were gained by Tabucol except for the graph instance with $p = 0.013$, where the AES measure increased significantly.
Equi-partite graphs were most successfully colored by HSA-EA (Fig. 10). In general, the SR plot describing the behavior of a particular algorithm in the phase transition was the narrowest for HSA-EA although HEA obtains slightly better results.
according to the AES measure (Fig. 11). However, the HEA’s and HSA-EA’s plots did not reach the maximum number of evaluations during the observed interval of the edge density. Note that Tabucol did not completely solve all of the equi-partite graph instances in the vicinity of $p = 0.013$. This behavior of Tabucol seemed to be related to the occurrence of the second phase transition [8].

The results on flat graphs (Fig. 12) indicate that graphs of this type are the hardest to color. Interestingly, the best coloring algorithms, like HEA and Tabucol, also did not color graph instances in the phase transition. Moreover, the region where these algorithms do not find any solution was widened to $p \in [0.007, 0.0085]$. This region was broader for HSA-EA and even broader for SAW-EA. Note that Tabucol and HEA were also sensitive to the second phase transition. According to AES (Fig. 13), the worst results in the phase transition region were obtained by SAW-EA. Slightly better results were produced by HSA-EA which, on the other hand, outperformed the other algorithms in the second phase transition region.

4.3 Comparing HSA-EA with the DSatur traditional algorithm

To see the contribution on HSA-EA with regard to the original DSatur algorithm, the two algorithms were compared. Note that HSA-EA affects the selection of the first vertex on DSatur heuristic. In order to show how important this decision is, a modified variant of the DSatur algorithm [21] was built, where only one run is performed similarly to the fitness calculation phase in HSA-EA. As for the first vertex, each of the $n$ vertices in the permutation is selected sequentially. As a result, $n$ different runs of this algorithm (denoted as ModDSat) were performed. Additionally, the results were also compared with the backtracking variant of DSatur [64] (denoted as BkDSat). Thanks to tie breaking, this algorithm is also stochastic because different random number generator seed values during the initialization of the algorithm may lead to different results.

Like in Sect. 4.2, the experiments were conducted on medium-scale and large-scale graphs. Furthermore, the phase transition was also included.

4.3.1 Medium-scale graphs

The medium-scale graphs were generated as described in Sect. 4.2.1. The ModDSat algorithm was executed 500 times by varying the first vertex from 1 to 500. The BkDSat algorithm terminated when the solution was found or the number of backtracking steps to the first vertex that could be colored with another color reached 300,000. 300,000 objective function evaluations were also considered as the termination condition for HSA-EA. All three algorithms were run on graph instances created with random seeds from 1 to 10. Each algorithm was executed 25 times on each graph instance. The results are summarized in Figs. 14, 15, and 16. Note that the results are compared with regard to the SR measure only.

The behavior of both DSatur variants is similar on the graphs of all types. While BkDSat obtained SR > 0 on uniform (Fig. 14) and equi-partite (Fig. 15) graphs, and SR = 0 on flat graphs (Fig. 16) in the phase transition ($p \in [0.014, 0.016]$), this was not the case with ModDSat that could only successfully solve the instances with $p < 0.012$. 
Fig. 14  SR on uniform medium-scale graphs

Fig. 15  SR on equi-partite medium-scale graphs

Fig. 16  SR on flat medium-scale graphs
4.3.2 Large-scale graphs

Large-scale graphs were generated according to the scenario described in Sect. 4.2.2. However, ModDSat was executed 1,000 times. BkDSat terminated when the number of backtracking steps to the first vertex that could be colored with another color reached 300,000, while for HSA-EA when the number of objective function evaluations reached the same value. All three algorithms run graph 3-coloring created with random seeds from 1 to 10 and repeated the graph 3-coloring 25 times using different seeds. The results were accumulated for each graph instance. They are presented in Figs. 17, 18 and 19.

The results on large-scale graphs were similar to the results on medium-scale graphs. That is, ModDSat and BkDSat successfully 3-colored the graphs below the phase transition ($p < 0.007$). BkDSat 3-colored some instances of the uniform (Fig. 17) and equi-partite graphs (Fig. 18) in the interval $p \in [0.0095, 0.012]$, while the results are poor outside this interval. On flat graphs no results were obtained for $p > 0.012$. The behavior of ModDSat was even worse because it only found solutions for the graph instances with $p < 0.0065$.

4.4 Impact of the graph structural features

The graph size has the major impact on the performance of the graph-coloring algorithms. This is expressed as the number of vertices. Obviously, the more vertices in the graph, the harder the graph to color. However, given a fixed graph size, additional variables determine the hardness of the graph to color, as follows:

– the graph type,
– the edge density and
– the variability in sizes of the color classes.

These variables determine the structural features of graphs and are also referred to as stratification variables.

An additional quality measure, Error rate (ER), was defined to facilitate the analysis of the structural features. ER reflects the average number of unsuccessful runs. Obviously, the best ER is zero. This measure is derived from the success rate as follows:

\[ ER = 1 - \overline{SR}, \tag{10} \]

where $\overline{SR}$ determines the average success rate according to the observed stratification variable. While $SR$ is defined as the average number of successful runs in coloring one graph instance, $\overline{SR}$ also considers the average success rate over a number of instances. The next subsections present the influence of stratification variables on the behavior of the graph-coloring algorithms.

4.4.1 Influence of the graph size

The impact of graph size on the performance of graph-coloring algorithms was investigated for two graph sizes, i.e., $n = 500$ (medium-scale graphs) and $n = 1,000$.
Fig. 17  SR on uniform large-scale graphs

Fig. 18  SR on equi-partite large-scale graphs

Fig. 19  SR on flat large-scale graphs
Influence of graph size and type on the performance of graph-coloring algorithms (large-scale graphs). Here, \( \bar{SR} \) from Eq. (10) is defined as the average SR for various types of medium-scale graphs varying \( p \in [0.008, 0.028] \) with a step of 0.001, and large-scale graphs varying \( p \in [0.004, 0.014] \) with a step of 0.0005. These intervals were selected to cover the respective phase transition regions. The SRs were then aggregated for each tested algorithm.

As seen from Fig. 20(a), the graph size has a big influence on the algorithm performance. The ERs for all tested algorithms increased (and SR declined) with increasing graph size. The best results on medium-scale graphs were gained by HSA-EA (ER = 0.07), while large-scale graphs were best solved by HEA (ER = 0.18). In both cases, SAW-EA achieved the worst results. Specifically, the improvement of the results as obtained by HEA is more gradual than by HSA-EA. That is, HEA is less sensitive to increasing graph size than HSA-EA.

4.4.2 Influence of the graph type

The performance of the graph-coloring algorithms was analyzed with regard to the graph type. The following types of graphs were taken into consideration: uniform, equi-partite, and flat. Note that here, only the large-scale graphs were considered. In this experiment, the \( \bar{SR} \) from (10) was defined as the average SR achieved when coloring various types of large-scale graphs varying \( p \in [0.004, 0.014] \) with a step of 0.0005.

As seen from Fig. 20(b), the best result (ER = 0.12) was achieved by HSA-EA on equi-partite graphs. In general, there existed only a small difference between coloring of uniform and equi-partite graphs when comparing particular algorithms, while the flat graphs were the hardest to all tested algorithms. When comparing the performance of individual algorithms, it could be seen that the best results were obtained by HSA-EA, which outperformed the HEA on the uniform and equi-partite graphs. Tabucol was slightly worse, but SAW-EA did not reach the performance of the other algorithms. The flat graphs were best colored by Tabucol and HEA, slightly worse by HSA-EA, and worst by SAW-EA.
4.4.3 Influence of the edge density

The influence of the edge density when coloring the large-scale graphs has already been discussed in Sect. 4.2.2, where the results were evaluated according to SR. Here, the interest is to investigate the influence of edge density on the performance of the graph-coloring algorithms. Therefore, the ER results from coloring the three types of large-scale graphs varying \( p \in [0.006, 0.009] \) with a step of 0.0005 were aggregated for each coloring algorithm. Note that the observed interval of the edge density precisely corresponded to the phase transition region.

As illustrated in Fig. 21(a), the best results were achieved by HSA-EA that colored all instances of the observed graphs. HEA and Tabucol were also close to this result. Actually, graph 3-coloring in the hardest instance with \( p = 0.007 \) was best performed by HSA-EA, followed by HEA and Tabucol, while graph instances in the phase transition, i.e., at \( p = 0.007 \) and \( p = 0.0075 \), remained a challenge for SAW-EA.

4.4.4 Influence of the variability in sizes of the color classes

This influence was studied to confirm the assertion of Turner [65] that the variable 3-colorable graphs are easier to color. The results of the tested graph-coloring algorithms were compared in 3-coloring the large-scale graphs varying \( p \in [0.004, 0.014] \) with a step of 0.0005.

As shown in Fig. 21(b), the results confirmed that the assertion by Turner holds for all graph-coloring algorithms. The variability in sizes of the color classes had the highest impact on the performance of SAW-EA that 3-colored the graphs with \( \Delta = 2 \) even better than HEA and Tabucol. Unfortunately, the results of this algorithm were much worse when compared with the results of the other algorithms on graphs with variabilities \( \Delta = 0 \) and \( \Delta = 1 \). According to this parameter, HSA-EA generally outperformed all other algorithms.

4.4.5 Computing time and scalability

Computing time of HSA-EA is comparable with the computing time of other tested algorithms on problem instances with up to 500 vertices. Here, the solution is found
quickly and, in line with this, a small number of function evaluations is used. When the number of vertices is increased, the computing time also increases. In summary, Tabucol and HEA are the most efficient algorithms, while SAW-EA and HSA-EA are worse in this respect. The main reason for longer computing time of HSA-EA is in the DSatur construction heuristic that uses dynamic vertex ordering. Although this ordering is based on the Heapsort algorithm [47] with time complexity $O(n \log(n))$, this increases especially in runs where the solution is not found.

In the first place, the scalability of HSA-EA depends on the algorithm design. Because HSA-EA is a representative of evolution strategies, it very much depends on the way of selecting the initial mutation strength $q_i^{(0)}$. In general, the progress of evolution process in evolution strategies can only occur in a narrow band of step sizes, i.e. evolution window. The initial mutation strength $q_i^{(0)}$ determines the size of the search space exploration. Mutation strength decreases as the number of generations increases and, therefore, the size of the explored search space depends on the maximum number of fitness evaluations. For example, for graph instances with $n \leq 1,000$, an appropriate value of this parameter $q_i^{(0)} = 0.03$ was detected through extensive experiments. In summary, the scalability of HSA-EA requires proper determination of the evolution window. However, this demands additional experiments to check if the ranking amongst the tested algorithms still holds when the graph size increases.

4.5 Statistical analysis of results

To evaluate the quality of the graph-coloring algorithms, a non-parametric analysis of their results was carried out, as suggested by Demšar [24]. As a basis, the Friedman non-parametric test was considered [31, 32]. This test compares the average ranks of algorithms. A null-hypothesis states that two algorithms are equivalent and, therefore, their ranks should be equal. If the null-hypothesis is rejected, i.e., the performance of the algorithms is statistically different, the Bonferroni-Dunn test [24] is performed that calculates the critical difference between the average ranks of those two algorithms. When the statistical difference is higher than the critical difference, the algorithms are significantly different. The equation for the calculation of critical difference can be found in [24].

The Friedman non-parametric tests referred to the large-scale graphs only. Two Friedman non-parametric tests were performed. In the first test, the behavior of algorithms was observed when coloring specific instances of different graph types in the phase transition. For this purpose, 30 uniform graphs, 10 equi-partite, and 10 flat graphs in the phase transition were taken into account. In the second test, the average results of the graph 3-coloring algorithms were compared in the phase transition. In this case, the edge densities $p \in [0.006, 0.009]$ with a step of 0.0005 were treated, obtaining 7 graph instances. Moreover, the average results on all uniform graphs with different variabilities in sizes of the color classes $\Delta \in \{0, 1, 2\}$ were taken during this analysis and, in line with this, the number of graph instances increased to 350, i.e., $5 \times 10 \times 7$.

The results of the first Friedman non-parametric test are presented in Fig. 22 being divided into nine diagrams that show the ranks and confidence intervals (critical differences) for the algorithms under consideration. The diagrams are organized according to the graph types and the edge densities. Two algorithms are significantly
different if their intervals in Fig. 22 do not overlap. Note that the uniform and equi-partite graphs with edge densities \( p = \{0.007, 0.008, 0.009\} \) are considered, while the flat graphs are taken with edge densities \( p = \{0.009, 0.010, 0.011\} \) because the tested algorithms did not find any solution coloring the graphs of this type with edge densities \( p = \{0.007, 0.008\} \).

The following conclusions can be derived from Fig. 22:

- On uniform graphs, HSA-EA significantly improves the results of Tabucol and SAW-EA on instances with \( p = 0.007 \), while HSA-EA and HEA are significantly better than Tabucol on instances with \( p = 0.008 \). In the case of instances with \( p = 0.009 \), all other algorithms are significantly better than SAW-EA.

- On equi-partite graphs, no significant difference can be detected on graphs with \( p = 0.007 \), while all other algorithms color graphs with \( p = 0.008 \) and \( p = 0.009 \) significantly better than SAW-EA.

- On flat graphs, no significant difference can be detected on graphs with \( p = 0.007 \), while coloring of other graph instances is performed significantly better by HEA and Tabucol than HSA-EA and SAW-EA.

The results of the second Friedman non-parametric test are presented in Fig. 23 showing the average ranks and confidence intervals for the algorithms under consideration. Here, besides the algorithms mentioned in the first test, both variants of the DSatur algorithm were also observed. The figure consists of three diagrams that cor-
respond to three graph types, i.e., uniform, equi-partite, and flat. Two algorithms are significantly different if their intervals in Fig. 23 do not overlap.

The following conclusions can be inferred from the results of the Friedman tests:

- On uniform graphs, HSA-EA and HEA significantly improve the results of BkDSat and ModDSat. The results of HSA-EA are slightly better than the results of HEA.
- On equi-partite graphs, the results of HSA-EA and HEA significantly improve the results of SAW-EA, BkDSat, and ModDSat. Essentially, HSA-EA improves the results of HEA, but the difference is not significant.
- On flat graphs, the results of the tested algorithms are comparable.

It should to be noted that all the compared algorithms are tailored to the problem in a specific manner. For example, the DSatur algorithm is a traditional heuristic for graph coloring that sequentially colors the graph vertices according to the saturation degrees. This algorithm can be improved with backtracking that exploits the tie breaking. Moreover, HSA-EA represents a hybridization of the evolutionary algorithm with the original DSatur algorithm. Furthermore, Tabucol is a well known traditional heuristic for graph coloring. As matter of fact, the application of this heuristic to the evolutionary algorithm has led to HEA that improved the results of the original Tabucol. Finally, the SAW mechanism tries to improve the behavior of the classical evolutionary algorithm in graph coloring.

By analyzing how successfully domain-specific knowledge can be incorporated into the particular evolutionary algorithm, it can be concluded that hybridization of the evolutionary algorithm with the DSatur heuristic (HSA-EA) exhibited better results on uniform and equi-partite graphs, while coloring flat graphs was better performed by the evolutionary algorithm hybridized with the Tabucol heuristic (HEA). On the other hand, applying the SAW mechanism improves the results of the original evolutionary algorithm, but this improvement does not outperform HSA-EA and HEA.

5 Conclusions

In this paper, we have proposed the HSA-EA for graph 3-coloring, which is hybridized with hybrid genotype-phenotype mapping, a swap local search heuristic,
and the neutral survivor selection operator. In addition, a heuristic initialization procedure is applied by HSA-EA. This evolutionary algorithm was compared with SAW-EA [28], Tabucol [44], and HEA [33].

The objective of our experiments was threefold: first, to investigate the behavior of the tested graph-coloring algorithms in the phase transition, where the graph instances are hard to color, second, to indicate the impact of hybridizing the evolutionary algorithm with the DSatur traditional heuristic and third, to analyze how various structural features of randomly generated graphs influence the performance of the graph-coloring algorithms.

To satisfy the first objective, the graphs were generated varying the probability $p \in [0.008, 0.028]$ with a step of 0.001 for medium-scale graphs ($n = 500$) and $p \in [0.004, 0.014]$ with a step of 0.0005 for large-scale graphs ($n = 1,000$). In both cases, 21 instances of random 3-colorable graphs of three types were obtained, i.e., uniform, equi-partite and flat. However, all the tested algorithms encountered troubles when coloring graph instances in the phase transition region.

To satisfy the second objective, two modified versions of the DSatur algorithm were taken into account. The first one (ModDSat) was inspired by the sequential coloring of the original DSatur algorithm that seems to be dependent on the selection of the first vertex. The second one (BkDSat) was the standard backtracking DSatur algorithm [64]. Both DSatur versions showed poor performance when coloring the medium- and large-scale graphs, not only in the phase transition but also outside this region, i.e., at $p > 0.028$ for medium-scale graphs and $p > 0.016$ for large-scale graphs. On the other hand, the results of ModDSat indicate that selection of the first vertex in DSatur is not so crucial.

To satisfy the third objective, the influence of the structural features of graphs, the performance of the considered graph-coloring algorithms was compared depending on the graph size, type, edge density and variability in sizes of the color classes. Regarding the graph size, we can conclude that increasing the graph size decreases the performance of the graph-coloring algorithms. Actually, HEA was the least sensitive to the increasing graph size. Flat graphs represented the hardest graph type to color for all considered graph-coloring algorithms. In regard to the edge density, HSA-EA was the most successful as it solved all instances of the observed graphs. The variability in sizes of the color classes most influenced SAW-EA. In general, on uniform graphs HEA significantly improved the results of SAW-EA, while on equi-partite graphs HSA-EA was better than HEA. However, both algorithms are significantly better than SAW-EA. Unfortunately, all considered algorithms performed poorly on the flat graphs.

Our future work in graph coloring using evolutionary algorithms will focus on $k$-GCP. A key to improved performance of the evolutionary algorithm might be to use direct representation of solutions in the form of vertex color vectors instead of vertex permutations as used now. Furthermore, a new local search heuristic is needed that would better improve the solutions. It is our intention to further enhance the results on the hardest graph instances of all three classes, and a large number of nodes near the phase transition.
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