Criticality in a Vlasov–Poisson system – a fermionic universality class
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A model Vlasov–Poisson system is simulated close the point of marginal stability, thus assuming only the wave-particle resonant interactions are responsible for saturation, and shown to obey the power–law scaling of a second-order phase transition. The set of critical exponents analogous to those of the Ising universality class is calculated and shown to obey the Widom and Rushbrooke scaling and Josephson’s hyperscaling relations at the formal dimensionality $d = 5$ below the critical point at nonzero order parameter. However, the two-point correlation function does not correspond to the propagator of Euclidean quantum field theory, which is the Gaussian model for the Ising universality class. Instead it corresponds to the propagator for the fermionic vector field and to the upper critical dimensionality $d_c = 2$. This suggests criticality of collisionless Vlasov-Poisson systems as representative of the universality class of critical phenomena of a fermionic quantum field description.
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I. INTRODUCTION

The remarkable property of critical phenomena is the universal scaling appearing in vast variety of systems; e.g., magnets and gases follow simple power laws for the order parameter, specific heat capacity, susceptibility, compressibility, etc. [1]. In thermodynamic systems, phase transitions take place at a critical temperature $T_{cr}$ when the coefficients that characterize the linear response of the system to external perturbations diverge. Then long–range order appears, causing a transition to a new phase due to collective behavior of the entire system [2].

The condition for nonlinear saturation in the test case of the bump-on-tail instability in plasmas [3] is

$$\omega_b \approx 3.2 \gamma_L$$

where $\gamma_L$ is the linear growth rate of a weakly unstable Langmuir wave according to the Landau theory [4]. $\omega_b = (eE/kT)^{1/2}$ is the frequency of oscillations for particles trapped by the wave. These trapped particles generate a long–range order of the wavelength $k$, the saturated amplitude $E$ can be considered as the order parameter, and the condition of saturation can be rewritten as a power law, typical for the second-order phase transitions, $E \sim \gamma_L^\beta$.

However, unlike thermodynamics this scaling contains the nonthermal control parameter $\gamma_L$, which is determined by the slope of the distribution function $\partial f_0/\partial v$ at the phase speed $v_r = \omega_{pe}/k$ of the perturbation near the electron plasma frequency $\omega_{pe}$. For thermodynamic systems like magnets for which the magnetization $M$ below the Curie point $T_{cr}$ is the order parameter, the scaling is $M \propto \epsilon^d$, where $\epsilon = (T - T_{cr})/T_{cr}$ at $T < T_{cr}$. Another difference is the critical exponent itself – relation [4] predicts the very unusual exponent $\beta = 2$; in contrast, the hydrodynamic Hopf bifurcation [5], also described by the same scaling between the saturated amplitude and the growth rate, has the mean–field critical exponent $\beta = 1/2$.

An analysis [5] assuming thermalization in a Vlasov–Poisson plasma or gravitating system leads to a critical exponent $\beta < 1$, and the exponent $\beta = 1/2$ has also been hypothesized for the bump-on-tail instability in [6]. However, detailed center-manifold analysis, which establishes the normal form for a weakly unstable perturbation in one-component collisionless Vlasov-Poisson system, confirms $\beta = 2$ [10]. The exponent $\beta = 2$ is also confirmed numerically [11, 12].

The striking discrepancy between these exponents can be better understood if we consider the structure of the phase space corresponding to these cases. The exponents $\beta = 1/2$ [6] and $\beta < 1$ [5] correspond either to saturation of a strongly dissipative instability or to a thermalized system. In both these cases the distribution function can be factorized as $f(q,p) = g(q)g(p)$, where $g(p)$ can be assumed to be Gaussian, and the system is described by its momenta. The exponent $\beta = 2$ corresponds to saturation due to nonlinear wave-particle interactions in a weakly unstable collisionless system, where correlations between coordinates and impulses are not destroyed by dissipative processes, so the description cannot be reduced to moments of the distribution.

More formally, a dissipative and/or thermalized system is represented by a discrete set of momenta of the distribution function $f(x, v, t)$, which depend only on the coordinate $x$, but not on the velocity $v$, $M = \{\rho, \bar{v}, T\}$, where $\rho$, $\bar{v}$, and $T$ are the local density, the velocity, and the temperature, respectively. The evolution is a flow $g_t$ which maps $M$ onto itself, $g_t: M \rightarrow M$. In fact, in a neighborhood of the threshold $\gamma_L = 0$ the evolution $g_t: M \rightarrow M$ can be reduced to a normal form, which maps only the order parameter, $g_t: n \rightarrow n$, where $n = \mathbb{R}^0$ (or $\mathbb{C}^0$, where $\mathbb{C}$ is the set of complex numbers), and therefore the evolution is a trajectory $n = n(t)$ or in other words the set $Y = \mathbb{R}^+ \times \mathbb{R}^0$. The phase space of a one-dimensional collisionless system is a continuous set $H = \mathbb{R} \times \mathbb{R}$ and evolution can be represented as the flow $w_t: H \rightarrow H$. (For periodic boundary conditions the phase space is isomorphic to a cylinder $C = T \times \mathbb{R}$, where...
T is isomorphic to a circle.) The sets \( n \) and \( H \) (or \( C \)) have different dimensionality, and therefore renormalization of collisionless system in a vicinity of threshold – i.e., transformation of the set \( H \) and the mapping \( w_0 \) – involves one or more additional dimension. Further it is shown below, that scaling transformations close to the threshold are interrelated with the additional velocity coordinate, which disappears in hydrodynamic description because of integration of the distribution function \( f(x, v, t) \) over \( v \).

From the theory of critical phenomena it is known that dimensionality \( d \) is inseparable part of the threshold description – along with the critical exponents (e.g., \([13]\)). Besides \( \beta \), other critical exponents: \( \alpha \), \( \gamma \), \( \delta \), \( \nu \), and \( \eta \), describe the following scalings of the Ising universality class: (i) the specific heat capacity scales as

\[
C = \frac{\delta Q}{\delta T} \propto |\epsilon|^{-\alpha} ; \tag{2}
\]

(ii) the susceptibility as

\[
\chi = \left( \frac{\partial M}{\partial B} \right)_{B \to 0} \propto |\epsilon|^{-\gamma} ; \tag{3}
\]

(iii) the response \( M \) at \( \epsilon = 0 \) as

\[
M \propto B^{1/\delta} ; \tag{4}
\]

(iv) the correlation length as

\[
\xi \sim |\epsilon|^{-\nu} ; \tag{5}
\]

and (v) the two-point correlation function as

\[
G(r) \sim e^{-r/\xi} . \tag{6}
\]

These exponents are not independent, but are interrelated via scaling laws, e.g., the Widom equality

\[
\gamma = \beta(\delta - 1) \tag{7}
\]

which involves the dimensionality \( d \) along with the exponents. For thermodynamics the mean–field exponents are of the Landau-Weiss set, \( \alpha = 0 \), \( \beta = 1/2 \), \( \gamma = 1 \), \( \delta = 3 \), \( \nu = 1/2 \), and \( \eta = 0 \), and the scaling laws hold at the formal dimensionality \( d = 4 \). However, the possibilities of critical phenomena are not exhausted by the Ising universality class – the percolation critical exponents \([14]\), which describe another vast class of critical phenomena, are different from those in thermodynamics and scaling laws hold at a different dimensionality. In particular, for the Bethe lattice (or Cayley tree) \([17]\) Josephson’s law holds at dimensionality \( d = 6 \). Despite the description being the same, this difference separates the cases into different universality classes with different upper critical dimensions: \( d_c = 4 \) for the Ising universality class \([15]\) and \( d = 6 \) for percolation.

For a collisionless gravitating system, where the saturation mechanism is the same as for the bump-on-tail instability in plasmas, the critical exponent \( \beta \approx 1.907 \pm 0.006 \), and the critical exponents \( \gamma = 1.075 \pm 0.05 \), \( \delta = 1.544 \pm 0.002 \) can be determined analogously to thermodynamics and calculated from the response to an external pump \([19]\). These exponents are very different from the thermodynamic set, but nevertheless satisfy the Widom equality, thus suggesting the validity of scaling laws. Josephson’s law also holds, but at a rather surprising dimensionality which is the fractal one \( d \approx 4.68 \) \([19]\). At the same time, the processes resulting in \( \beta \approx 1.9 \) differ qualitatively from those resulting in \( \beta = 2 \), similar to thermodynamics where spatial fluctuations of the order parameter, neglected in mean field theories, result in \( \beta \approx 0.33 \), therefore suggesting other universality classes were not completely ruled out. These could be the wave-wave interactions, responsible for the strong turbulence in plasma \([20]\), which are next in dynamical importance and have fewer degrees of freedom \([21]\).

In this paper, we use numerical simulations to study the threshold scalings in a weakly unstable collisionless Vlasov-Poisson system. Depending on the sign of the Poisson equation this set of equations describes either a plasma system or a gravitating system. The saturation mechanism in a collisionless gravitating system is the same as for the bump-on-tail instability in plasmas and threshold corresponds to the condition \( \gamma_L = 0 \) in both cases. We show in Section \( \text{II} \) that the eigenfrequency contains only an imaginary part, and therefore is the simplest model to study the threshold. Section \( \text{III} \) describes the results of computations of the critical exponents and demonstrates that the scaling laws describing saturation are the same for plasma and gravitation. Section \( \text{IV} \) addresses the scaling transformations of the phase space and the scaling law, which appears as a result of this symmetry. The exponent which describes correlations are obtained in Section \( \text{V} \) where Fisher’s equality \( \gamma = \nu(2 - \eta) \) is also proved. In Section \( \text{VI} \) we show that the criticality in the system is described by the Dirac propagator for a fermionic field. We obtain hyperscaling laws and calculate upper critical dimensionalities in Section \( \text{VII} \).

\section*{II. BASIC EQUATIONS}

The eigenfrequencies and eigenvectors of oscillations in a Vlasov-Poisson system are given by dispersion relation

\[
\varepsilon[\omega(k), k] = 0 , \tag{9}
\]

where \( \varepsilon \) is the permittivity (dielectric permittivity in the plasma case). The boundary between stable and unstable cases is determined by the condition

\[
\text{Im}[\varepsilon(\omega, k)] = 0 , \tag{10}
\]
For the bump-on-tail instability condition \(10\) simplifies to, \(\gamma_L = \text{Im}(\omega) = 0\), and criticality is related to the zero of the imaginary part of the eigenfrequency. Therefore we can employ a model which does not contain the real part; i.e., \(\text{Re}(\omega) = 0\). The simplest is the one-dimensional self-gravitating Vlasov-Poisson model which is described by the equations

\[
\frac{\partial f}{\partial t} + v \frac{\partial f}{\partial x} - \frac{\partial \Phi}{\partial x} \frac{\partial f}{\partial v} = 0, \tag{11}
\]

\[
\frac{\partial^2 \Phi}{\partial x^2} = \int_{-\infty}^{\infty} f(x, v, t) \, dv - 1, \tag{12}
\]

where \(f(x, v, t)\) is the distribution function, and \(\Phi\) is the gravitational potential. Boundary conditions are assumed to be periodic in the \(x\)-direction.

For the eigenfunctions

\[
X = \sum_{m=-\infty}^{\infty} X_m \exp(ik_m x), \tag{13}
\]

where

\[
X = [f(x, v, t), \Phi(x, t)]^T, \tag{14}
\]

\[
X_m = [f_m(v, t), \Phi_m(t)]^T, \tag{15}
\]

are the spatial Fourier components, the superscript \(T\) stands for transpose, \(k_m = 2\pi m/L\) is the wavenumber, and \(L\) is the system length we find

\[
\dot{f}_m + ik_mvf_m + i \sum_{m'=m+m''}^\infty \frac{1}{k_{m''}} \int_{-\infty}^{\infty} f_{m''} \, dv \times \frac{\partial f_{m''}}{\partial v} = 0, \tag{16}
\]

or, explicitly for the components \(m = \{0, 1, 2\}\) and for \(L = 2\pi\),

\[
\dot{f}_0 + i \frac{\partial}{\partial v} (\rho_1 f_1 - \rho_{-1} f_1) = 0, \tag{17}
\]

\[
\dot{f}_1 + iv f_1 + i \frac{\partial}{\partial v} (\rho_{-1} f_0 + \frac{1}{2} \rho_2 f_1 - \rho_{-1} f_2) = 0, \tag{18}
\]

\[
\dot{f}_2 + 2v f_2 + i \frac{\partial}{\partial v} (\frac{1}{2} \rho_2 f_0 + \rho_1 f_1) = 0, \tag{19}
\]

where

\[
\rho_m(t) = \int_{-\infty}^{\infty} f_m(v, t) \, dv, \tag{20}
\]

is the Fourier component of density, and \(f_{-1} = f_1^\ast\).

For a Maxwellian distribution

\[
f_0(v) = \frac{1}{\sqrt{2\pi} \sigma} \exp \left( -\frac{v^2}{2\sigma^2} \right), \tag{21}
\]

the dispersion relation is

\[
1 + \frac{1}{2} \frac{\sigma^2(m)}{\sigma^2} \frac{dZ(\zeta)}{d\zeta} \bigg|_{\zeta = \zeta_m} = 0, \tag{22}
\]

where \(Z\) is the plasma dispersion function \(22\), \(\zeta_m = z_m/\sqrt{2}\), \(z_m = \omega_m/(k_m \sigma)\), and \(\sigma\) is velocity dispersion. In Eq. \(22\),

\[
\sigma^2(m) = \frac{1}{k_m^2} = \frac{1}{m^2} \tag{23}
\]

is the critical (Jeans) velocity dispersion for the mode \(m\), and \(\rho_0\) is the background density. For small \(|z| \ll 1\) [i.e., \(\sigma^2/\sigma^2_0(m) \ll 1\)] the dispersion relation reads

\[
\varepsilon(\omega_m, k_m) = 1 - \frac{\sigma^2}{\sigma^2_0} \left( 1 + i \frac{\sqrt{2} \omega_m}{2k_m \sigma} \right) = 0, \tag{24}
\]

or

\[
\omega_m = -i \sqrt{2} k_m \sigma \left[ \frac{\sigma^2 - \sigma^2_0(m)}{\sigma^2_0(m)} \right]. \tag{25}
\]

which is remarkably simpler than in plasma case, where the bump-on-tail instability and Landau damping appear due to the wave–particle resonance at the phase velocity of the wave \(v_{ph} = \omega_p/k\). The frequency spectrum in the case of gravitation does not contain a real part, so the resonance occurs at \(v = 0\); i.e., in the main body of the particle distribution. For all \(m\), \(\sigma^2_0(m) > \sigma^2_0(m + 1)\), thus, if we write \(\sigma^2_0(1) \equiv \sigma^2_{cr}\), the distance from the instability threshold is

\[
\theta = \frac{\sigma^2 - \sigma^2_{cr}}{\sigma^2_{cr}}, \tag{26}
\]

analogously to \(\varepsilon = (T - T_{cr})/T_{cr}\). Using \(26\) and \(20\) the dispersion relation can be rewritten for \(\omega_1\) as

\[
\omega_1 = -i \sqrt{2} \theta. \tag{27}
\]

Time is measured in the units of the free-fall time \(t_{dyn} = (\sqrt{G} \rho_0)^{-1}\). Since \(4\pi G = 1\) and the density \(\rho_0 = m_p n = 1\), where \(m_p\) is the particle mass, and \(n\) is the concentration, \(t_{dyn} = 2\sqrt{\pi} \) in the units assumed here.
III. RESULTS

Dispersion relation (25) shows that there are no unstable modes above the threshold $\sigma_0^2$, $\sigma^2 > \sigma_0^2$, and therefore the system remains invariant with respect to translations $x' \to x + \tau$, where $\tau$ is any number. Below the threshold the mode $m = 1$ becomes unstable, and therefore the continuous symmetry breaks and reduces to a lower discrete one with respect to translations $x' \to x + L$. Therefore $\sigma_x^2$ can be considered as the critical point of a second-order phase transition, and the amplitude of the mode $m = 1$ as the order parameter – following the definition of Landau [2].

A. Order parameter scaling

Equations (11) and (12) with initial distribution

$$f(x, v, 0) = f_0(v)[1 + A_0 \cos(k_1 x)],$$

were integrated numerically using the Cheng-Knorr method [24]. The amplitudes $A_m(t) = |\rho_m(t)|$ for $m = 1, 2, 3, 4$ are shown in Figure 1. The perturbation $m = 1$ grows exponentially with the growth rate predicted by dispersion relation (25). Then, the growth saturates at some moment $t = t_{sat}$ at the amplitude $A_{sat} = A_1(t_{sat})$. Figure 1 also shows the (exponential) growth of perturbations with $m > 1$ while (25) predicts exponential damping for these modes. This growth occurs because of nonlinear coupling between modes since the term $\rho_1 f_1$ dominates over the term $\rho_2 f_0$ in equation (10) initially, when $f_2 \ll f_1$ and therefore one has $\gamma_2 = 2 \omega_1$ for the growth rate $\gamma_2$.

Figure 2 shows that $A_{sat}$ is independent on $A_0$ for small $A_0$, but there exists some threshold value of the initial perturbation $A_0$, when becomes dependent on $A_0$. This threshold amplitude $A_{thr}$ corresponds to the trapping frequency $\omega_b = \sqrt{A_{thr}} \approx \omega_1$. At $\omega_b \approx \omega_1$ the processes due to trapping become as important as of the resonance between wave and particles responsible for the linear Landau damping (or growth) in collisionless media. Therefore to rule out the influence of trapping processes on linear growth the amplitude $A_0$ must be small to provide

$$\omega_b \ll \omega_1.$$  \hspace{1cm} (29)

The distribution function $f(x, v, t)$ is plotted in Figure 3 as a surface at the moment $t = t_{sat}$. Note that the distribution function $f(x, v, t)$ becomes flat in the part of the $x-v$ domain

$$\frac{v^2}{2} + A_{sat} \cos(k_1 x) \leq A_{sat}$$  \hspace{1cm} (30)

separatrix, as predicted for the bump-on-tail instability [25, 26]. Outside this area the Fourier component $f_1(v, t)$ remains modulated by the background Maxwellian distribution as assumed at $t = 0$, and the components with $m > 1$ remain negligible [11], so the dynamically important area lies at $v \leq |v_{sep}|$, where $v_{sep} = \pm 2\sqrt{A_{sat}}$. The width of the dynamically important area must be small compared to $\sigma$ at maximum amplitude (i.e., $A_{sat}$, $v_{sep} \ll \sigma$), otherwise the background distribution will be altered by evolution.

Assuming the above two criteria, $A_{sat}$ is calculated as a function of $\theta$ and plotted in Figure 3. From Figure 3 we see that this dependence can be approximated by the power law

$$A_{sat} \propto (-\theta)^\beta;$$  \hspace{1cm} (31)

while $\beta = 1.9950 \pm 0.0034$ for $\theta \leq 0$. Rewritten in terms of the bounce frequency $\omega_b$ and the linear growth rate $\gamma_L \equiv \text{Im}(\omega_1)$ the power law (31) becomes

$$\omega_b = c \gamma_L^\beta,$$  \hspace{1cm} (32)

and the coefficient $c = 3.22 \pm 0.01$. These values are almost identical to $\beta = 2$, and to the coefficient 3.2 in relation (11) as predicted and calculated for the bump-on-tail instability [11, 12, 26].

B. Response scaling

Subjecting the system to an external pump of the form $F(x) = F_m \cos(k_m x + \varphi)$ allows one to calculate the other
two critical exponents, $\gamma$ and $\delta$, which describe the response properties. The index $\gamma$ describes the divergence of the susceptibility, which can be written as

$$\chi(\theta) = \left. \frac{\partial A_{\text{sat}}(\theta)}{\partial F_1} \right|_{F_1 \to 0},$$

for $m = 1$. The results are shown by triangles ($\theta < 0$) and circles ($\theta > 0$) in Figure 5.

Computation of $\chi$ at some $\theta$ requires at least 5 values of $A_{\text{sat}}$ corresponding to the given $F_1$. At the same time, $F_1$ must small enough to avoid the effects of $A_{\text{sat}}$ depending nonlinearly on $F_1$. Again it requires extensive calculation of all quantities to high accuracy. In both cases $\chi(\theta)$ is approximated by

$$\chi_{\pm} \propto |\theta|^{-\gamma_{\pm}},$$

and $\gamma_{-} = 1.028 \pm 0.025$ for $\theta < 0$, $\gamma_{+} = 1.033 \pm 0.016$ for $\theta > 0$ giving $\gamma_{-} \approx \gamma_{+} = \gamma \approx 1$. These exponents are very close to the corresponding results for [19], because $\chi$ is the only linear coefficient, and this is common to both wave-particle and wave-wave interactions.

The exponent $\gamma$ is the same as for the mean-field thermodynamic models but, opposite to thermodynamics, the response is stronger at $\theta < 0$ than at $\theta > 0$, as Figure 5 shows. The susceptibilities are

$$\chi_{-} \approx 2\chi_{+}. \tag{35}$$

This difference, as well as the appearance of scaling [11] and [22] with $\beta = 2$ instead of $\beta = 1/2$ can be explained if one takes into account the difference between the Landau-Ginzburg Hamiltonian

$$\mathcal{H}_{\text{LG}} = \frac{\kappa^2}{2} |\nabla \phi|^2 + \frac{\mu^2}{2} |\phi|^2 + \frac{\lambda}{4!} |\phi|^2,$$ 

[where $\phi$ is the order parameter and $\mu^2 \sim (T - T_{\text{cr}})/T_{\text{cr}}$], which describes the Ising universality class, and the equation

$$\dot{y} = y \left[ y_L - \frac{1}{4y_L} y^2 + \mathcal{O}(y^4) \right], \tag{37}$$

which describes the amplitude of a weakly-unstable perturbation in a one-species Vlasov-Poisson system [10]. According to [37] the maximum amplitude $y_{\text{sat}}$ at $y = 0$ scales with $\gamma_L$ as $y_{\text{sat}} = \gamma_L^2$.

On the assumption that at $\gamma_L \lesssim 0$ the system responds linearly to an external pump $\partial F$, one can obtain the response $\delta y$ to $\partial F$ as

$$\gamma_L \partial y - \frac{3y_{\text{sat}}^2}{4\gamma_L^3} \partial y + \partial F = 0. \tag{38}$$

However, equation (38) is not valid at $\gamma_L < 0$ since it predicts unlimited growth instead of damping in this case. At small initial perturbation $y_0$ the correct evolution is given by the linear equation $\dot{y} = \gamma_L y$, and the susceptibility $\chi = \partial y/\partial F$ is

$$\chi_{+} = \gamma_L^{-1}, \tag{39}$$

and at $\gamma_L > 0$

$$\chi_{-} = 2\gamma_L^{-1}. \tag{40}$$

At the critical point $\theta = 0$ (or $\gamma_L = 0$) the response is described by another critical exponent $\delta$

$$A_{\text{sat}} \propto F_1^{1/\delta}. \tag{41}$$

The results of simulation are plotted in Figure 6 giving $\delta = 1.503 \pm 0.005$. This exponent cannot be obtained by the previous simple assumption from [37] because of its singularity at $\gamma_L = 0$.

IV. SCALING LAWS AND SYMMETRIES OF THE MODEL

The remarkable property of the critical exponents $\gamma$, $\beta$, and $\delta$ is that they satisfy the Widom equality [14] with high accuracy. In thermodynamics the Widom equality is a consequence of the scaling of the Gibbs free energy under the transformation

$$\Theta(\lambda^{\alpha_{\epsilon}} \epsilon, \lambda^{\alpha_{B}} B) = \lambda \Theta(\epsilon, B), \tag{42}$$
This situation differs significantly from thermodynamics where
\[
\beta = \frac{1 - a_B}{a_e}. \quad (47)
\]
This expression rescales the normalized distance from the critical point with external field \(B\).

Substituting \(A_{sat}\) according to the power law \(41\) for the order parameter to \(v_{sep}^2 = 4A_{sat} \propto (-\theta)^\beta\) one can obtain (assuming \(a_e = 1\))
\[
v_{sep} \propto (-\theta)^{1/a_B}, \quad (48)
\]
from which the scaling exponent is \(a_B = 1\) for \(\beta = 2\) \((a_B = 4\) for \(\beta = 1/2\)). Remarkably, the two different processes—the linear growth of an unstable perturbation due to the resonant wave-particle interaction and the subsequent nonlinear saturation of this process due to particle trapping are interrelated.

While there is no thermodynamic equilibrium in the collisionless system considered here, one can define the quantity which describes the response of the system to external thermal perturbation, just as the specific heat capacity describes the response of a thermodynamic system to heat transfer, \(C = \delta Q/dT\). For the case, considered here
\[
C = \frac{\delta Q}{d\theta} = \frac{dV}{d\theta}, \quad (49)
\]
where \(V\) is the potential energy of the system. To calculate the specific heat capacity, \(V_{sat}\) corresponding to \(A_{sat}\) is used. The critical exponent \(\alpha\) can be calculated straightforwardly from \(48\) and \(41\). Because perturbations \(m > 1\) are negligible for \(|\theta| \ll 1\), \(V_{sat} \propto A_{sat}\Phi_{sat}\), where \(\Phi_{sat} = -A_{sat}\); i.e., \(V_{sat} \propto (-\theta)^{2\beta}\), \(\theta < 0\), and the heat capacity is given by
\[
C \propto (-\theta)^{-\alpha}, \quad (50)
\]
where
\[
\alpha = -(2\beta - 1). \quad (51)
\]
The scaling law \(41\) can be proven using the homogeneity condition \(46\) (Appendix A). Remarkably, the critical exponent \(\alpha\) does not depend on the sign of Poisson’s equation, and result is the same for the plasma case.

Unlike thermodynamics where the relation between exponents \(\beta, \gamma,\) and \(\alpha\) is given by Rushbrooke’s equality, \(\alpha + 2\beta + \gamma = 2\), the scaling law \(41\) does not contain the critical exponent \(\gamma\). Nevertheless, the set of critical exponents \(\alpha = -2.990 \pm 0.006, \beta = 1.995 \pm 0.003,\) and \(\gamma = 1.031 \pm 0.021\) satisfy Rushbrooke’s equality with high accuracy.

\section{V. Correlation Exponents}

The correlation function of fluctuations for the field
\[
E = -\frac{\partial \Phi}{\partial x}, \quad (52)
\]
can be found from the fluctuation-dissipation theorem as

$$\langle E^2 \rangle_\omega = \frac{T}{2\pi \omega} \frac{\text{Im}[\varepsilon(\omega, k)]}{\varepsilon^2},$$  \hspace{1cm} (53)

where the permittivity $\varepsilon$ is given by (24). Relation (53) can be integrated using the Kramers-Kronig dispersion relations, and in the static limit $\omega \to 0$ becomes

$$\langle E^2 \rangle_{k_m} = \frac{4\pi \sigma^2}{m_p k_B} \left[ 1 - \frac{1}{\varepsilon(0, k_m)} \right],$$  \hspace{1cm} (54)

where $k_B$ is the Boltzmann constant and $m_p$ is the particle mass. This equation can be rewritten as

$$\langle E^2 \rangle_{k_m} = -\frac{4\pi \sigma^2}{m_p k_B \theta_m},$$  \hspace{1cm} (55)

where

$$\theta_m = \frac{\sigma^2 - \sigma_j^2(m)}{\sigma_j^2(m)}. $$  \hspace{1cm} (56)

The susceptibility $\chi$ can be written in terms of $\langle E^2 \rangle_{k_1}$ as

$$\chi = \langle E^2 \rangle_{k_1} \propto \theta^{-\gamma},$$  \hspace{1cm} (57)

$\gamma = 1$. The combination of $\sigma$ and $\omega_1$ gives the characteristic length for the system from the dispersion relation (28)

$$\xi = \frac{2\pi \sigma}{\omega_1},$$  \hspace{1cm} (58)

or, in terms of $\theta$,

$$\xi \propto \theta^{-\nu},$$  \hspace{1cm} (59)

as $\theta \to 0$. Therefore the critical exponent that characterizes the correlation length is $\nu = 1$. The correlation function $\langle E^2 \rangle_{k_1}$ can be rewritten in terms of $k_\xi = \xi^{-1}$ as

$$\langle E^2 \rangle_{k_1} \propto k_\xi^{2-\eta},$$  \hspace{1cm} (60)

where $\eta$ is another critical exponent which characterizes the correlation function. On the other hand, using (55), one can rewrite this expression as

$$\langle E^2 \rangle_{k_1} \propto \theta^{-\nu(2-\eta)},$$  \hspace{1cm} (61)

and, taking into account (57),

$$\theta^{-\gamma} \sim \theta^{-\nu(2-\eta)},$$  \hspace{1cm} (62)

from which finally we obtain the equality

$$\gamma = \nu(2-\eta).$$  \hspace{1cm} (63)

The last equality is known as Fisher’s equality and gives the last critical exponent, $\eta = 1$.

**VI. RELATION WITH OTHER UNIVERsALITY CLASSES**

The correlation function (55) looks rather counter-intuitive, since at $\theta_m > 0$ (damping waves), one has $\langle E^2 \rangle_{k_m} < 0$, and the noise is imaginary. Nevertheless, this unusual situation has an analog – for particle-particle annihilation reactions of the type $Y + Y \to 0$ (corresponds to equation $dn/dt = -an^2$, $a > 0$), $Y \to 0$ ($dn/dt = -an$) the correlation function is also negative because of anticorrelation of particles. In the case $\theta_m > 0$ the amplitude $A_m \to 0$ as $t \to 0$. It is also shown that the criticality due to these annihilation processes belongs to a certain universality class which is different from the Ising universality class and is not described by the Landau-Ginzburg Hamiltonian.

Another unusual quantity is the correlation length $\xi$ and the wavevector $k_\xi = \xi^{-1}$, whose use allows us to establish the validity of Fisher’s equality for the collisionless system, studied here. It is not related to the size of the system $L$ but to the fluctuations in the system which determine an average path of correlated motion of particle in presence of these fluctuations. As the system approaches the threshold, fluctuations become correlated since the characteristic time of correlations $\omega^{-1} \sim \theta^{-1}$ diverges as $\theta \to 0$. This behavior is analogous to thermodynamic systems where the correlation length is the only relevant scale near the critical point as $\epsilon \to 0$.

To demonstrate that the criticality in the Vlasov-Poisson system belongs to a different class, let us compare the critical exponents corresponding to the Jeans instability in a self-gravitating hydrodynamical system, using the same approach. The dispersion relation for this system is

$$\omega_m^2 = c_s^2 k_m^2 - 4\pi G \rho_0,$$  \hspace{1cm} (64)

or

$$\omega_m^2 = (c_s^2 - c_{m_r}^2) k_m^2,$$  \hspace{1cm} (65)

where $c_m^2 = 4\pi G \rho/k^2$ is the critical velocity of sound, corresponding to $\omega_m^2 = 0$. As for kinetic case if $c_m^2 > c_s^2 = c_{cr}^2$, there are no unstable modes, and the correlation length is

$$\xi_h = \frac{2\pi c_s}{\omega_1} \sim \frac{1}{k_1} \theta^{-1/2},$$  \hspace{1cm} (66)

where $\theta_f = (c_s^2 - c_{cr}^2)/c_s^2$ is the reduced sound velocity in a fluid. Here we have the mean-field exponent $\nu_f = 1/2$.

Assuming $m = 1$ and dividing the both sides of dispersion relation (65) on $c_s^2$ one can obtain the correlation function as

$$G_h^{(2)}(k_{\xi_h}, \theta_f) = \left( \frac{k_{\xi_h}^2 - \theta_f}{k_1^2} \right)^{-1}.$$  \hspace{1cm} (67)

This is the propagator of Euclidean theory or of the scalar boson field from which the Landau mean-field theory follows automatically.
On the other hand dispersion relation (24) for the collisionless case gives
\[ G^{(2)}(k, \theta) = \left( i \frac{\sqrt{2} k_\xi}{k_1} - \theta \right)^{-1}. \] (68)

For collisionless systems the propagator thus corresponds to the vector fermionic field and describes a different class of critical phenomena. In the language of quantum field theory the parameters \( \theta_f \) and \( \theta \) are bare masses. Since
\[ G^{(2)}(k, 0) \propto \frac{1}{k^{2-\eta}}, \] (69)
from (67) and (68) one can obtain \( \eta = 0 \) for the case of hydrodynamics and \( \eta = 1 \) for collisionless system.

**VII. HYPERSCALING LAWS**

The approach assumed in the previous section allows us to establish the hyperscaling law for the Vlasov-Poisson system which involves the dimensionality \( d \) along with critical exponents like Josephson’s law (8). Using propagator (68) which is the potential energy, the specific heat capacity \( C \) in \( d \)-dimensional space at \( \theta \rightarrow 0 \) can be obtained as
\[ C \sim \frac{\partial}{\partial \theta} \int d^d k \xi G^{(2)}(k, \theta). \] (70)
which gives
\[ C \propto \xi^{2-d}. \] (71)
With relation (59), (71) becomes
\[ C \propto \theta^{-\nu(2-d)}. \] (72)
Taking into account the scaling law (59) for the specific heat capacity \( C \) one can obtain the hyperscaling relation which interrelates the exponents \( \alpha, \nu, \) and the dimensionality \( d \)
\[ \alpha = \nu(2 - d). \] (73)
The last equality reveals \( d = 2 \) as the upper critical dimensionality for the Vlasov-Poisson system since the heat capacity becomes divergent if \( d < 2 \), thus indicating the importance of fluctuations in the critical area. It also shows that the dimensionality corresponding to the critical exponents \( \alpha = -3 \) and \( \nu = 1 \) is \( d = 5 \), fluctuations at \( \theta \approx 0 \) are insignificant, and therefore \( \alpha = -3, \beta = 2, \gamma = 1, \nu = 1, \) and \( \eta = 1 \) are the mean-field exponents.
The use of the scalar field propagator (67) instead of (68) gives
\[ \alpha = \nu(4 - d), \] (74)
and at \( \alpha = 0 \) the upper critical dimensionality is \( d_c = 4 \) which is the Landau mean-field theory case for the Ising universality class. However, relation (74) is not valid for the Vlasov-Poisson system because of its different propagator. On the contrary to relations (73) and (74) which are valid for specific propagators (67) and (68), Josephson’s law (8) is universal for all cases considered. With exponents \( \nu = 1 \) and \( \nu_f = 1/2 \) it gives \( d_s = 2 \) and \( d_c = 4 \) as the upper critical dimensionalities for the collisionless and hydrodynamic cases, respectively, and \( d = 5 \) for the exponents of the Vlasov-Poisson system calculated here. Without going into details here, we note that this universality appears because the fundamental description is given by the same functional integrals in both cases. In particular for the free scalar bosonic field (no interactions) the partition function is
\[ Z_G = \int D\phi \exp \left[ -\int d^d x H_0 \right], \]
where \( H_0 \) is the Landau-Ginzburg Hamiltonian \( H_{LG} \) without quadratic term. In the fermionic case the Lagrangian for a Dirac spinor field is used instead of \( H_0 \).

**VIII. CONCLUSIONS**

We have studied numerically and analytically a model Vlasov-Poisson system near the point of a marginal stability. The most important finding is that the criticality of the Vlasov–Poisson model studied here belongs to a universality class described by the propagator corresponding to a fermionic vector field. This finding is in striking contrast with the previous critical phenomena studies concerning systems whose criticality belongs to universality classes corresponding to the scalar bosonic fields, like the Ising universality class.

This fundamental discrepancy emerges from the qualitative difference between objects considered: the Landau–Ginzburg Hamiltonian (36) takes into account spatial variations of the order parameter via the local differential operator \( \nabla \), whereas the integro-differential operator for the Vlasov–Poisson model acts on the distribution function containing the additional dimension of velocity.

We have calculated numerically the critical exponents which describe the critical state of the model and established analytically that these exponents and the dimensionality are interrelated by the scaling and hyperscaling laws like the Widom, Rushbrooke, and Josephson laws at the formal dimensionality \( d = 5 \). The upper critical dimensionality is \( d_c = 2 \) and since \( d > d_c \), the calculated exponents are the mean-field exponents, different from those which one might expect the Landau–Weiss set of critical exponents corresponding to the Ising mean-field model where \( d_c = 4 \). This is related to the higher dimensionality of the Vlasov–Poisson kinetic problem associated with the velocity space and to the type of the criticality of the Vlasov-Poisson systems, which belongs to a universality class different from the Ising universality class.
The critical exponents we have found here are $\alpha = -3$, $\beta = 2$, $\gamma = 1$, $\delta = 1.5$, $\nu = 1$ and $\eta = 1$. The difference between this set and the set $\alpha \approx -2.814$, $\beta \approx 1.907$, $\gamma \approx 1$, $\delta \approx 1.544$, $\nu = 1$ and $\eta = 1$ [19] is because $A_{sat}$ is about 50 times larger for the latter case, thus causing wave–wave interactions to dominate, thereby yielding a different universality class. More important, the latter exponents satisfy scaling laws at fractal dimension $d \approx 4.68$ indicating reduced dimensionality because wave–wave interactions have fewer degrees of freedom than wave-particle ones [21].
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**APPENDIX A: RELATION BETWEEN THE SCALING AND CRITICAL EXPONENTS**

From the homogeneity condition [19]

$$f_m(\lambda^{a_r} t, \lambda^{a_v} v, \lambda^{a_\theta} \theta, \lambda^{a_{F_1}} F_1) = \lambda f_m(t, v, \theta, F_1),$$

(A1)

for $\rho_m$ components by integration over $v$, one has

$$\lambda^{-a_v} \rho_m(\lambda^{a_r} t, \lambda^{a_\theta} \theta, \lambda^{a_{F_1}} F_1) = \lambda \rho_m(t, \theta, F_1).$$

(A2)

For any two $A_{sat} = \rho_1(t_{sat})$ and $A'_{sat} = \rho_1(t'_{sat})$ one can write

$$\lambda^{-\gamma} A_{sat}(\lambda^{a_\theta} \theta, \lambda^{a_{F_1}} F_1) = \lambda A_{sat}(\theta, F_1).$$

(A3)

Assuming $\lambda = (1/\theta)^{1/a_\theta}$, the critical exponent $\beta$ can be rewritten in terms of the scaling exponents $a_v$ and $a_\theta$ as

$$\beta = \frac{1 + a_v}{a_\theta}.$$  

(A4)

In the similar way for $\gamma$ and $\delta$ one can write

$$\gamma = \frac{-a_v - 1 + a_{F_1}}{a_\theta},$$

(A5)

$$\delta = \frac{a_{F_1}}{1 + a_v},$$

(A6)

and the Widom relation follows from (A5) straightforwardly:

$$\gamma = \frac{-a_v - 1 + a_{F_1}}{a_\theta} = \frac{-1 + a_v + a_{F_1}}{a_\theta} = -\beta + \beta \delta = \beta (\delta - 1).$$

(A7)

Equations (A4)–(A6) can be rewritten in matrix form as

$$WA = X,$$

(A8)

where $A = [a_\theta, a_v, a_{F_1}]^T$, $X = [1, -1, -\delta]^T$, and the matrix $W$ is

$$W = \begin{pmatrix} \beta & -1 & 0 \\ \gamma & 1 & -1 \\ 0 & \delta & -1 \end{pmatrix}.$$  

(A9)

The determinant of $W$ is

$$\text{det} W = -\beta + \delta \beta - \gamma \equiv 0.$$  

(A10)

Using (A6) to eliminate $a_v$, the system (A8) can be reduced to

$$\beta a_\theta - \frac{1}{\delta} a_{F_1} = 0,$$

(A11)

$$\gamma a_\theta + \left(1 + \frac{1}{\delta} - 1\right) a_{F_1} = 0,$$

(A12)

for which solution exists only if the Widom equality $\gamma = \beta (\delta - 1)$ holds. Therefore $a_\theta$ and $a_{F_1}$ can be formally considered as the eigenvectors of $W$ whose eigenvalue is $\lambda = 0$. In particular

$$a_\theta = \frac{1}{\beta + \gamma} a_{F_1}$$

(A13)

which indicates that rescaling of the distribution function under an external pump is equivalent to rescaling due to the field which appears for nonzero order parameter.

**APPENDIX B: RUSHBROOKE’S LAW FOR VLASOV–POISSON SYSTEM**

The heat capacity can be formally defined as

$$C = \frac{\delta Q}{d\theta} \equiv \frac{dV}{d\theta},$$

(B1)

where $V$ is the potential energy of the system. To calculate the specific heat capacity, $V_{sat}$ corresponding to $A_{sat}$ is used.

Because perturbations $m > 1$ are negligible for $|\theta| \ll 1$, $V_{sat} \propto A_{sat} \Phi_{sat}$, where $\Phi_{sat} = -A_{sat}$, and

$$V_{sat} \propto A^2_{sat}.$$  

(B2)

From (A8) one can obtain

$$\frac{\partial}{\partial \theta} \lambda^{-2a_\theta} A^2_{sat}(\lambda^{a_\theta} \theta, \lambda^{a_{F_1}} F_1) = \frac{\partial}{\partial \theta} \lambda^2 A^2_{sat}(\theta, F_1),$$

(B3)

or

$$\frac{\partial}{\partial \theta} \lambda^{-2a_\theta - 2} A^2_{sat}(\lambda^{a_\theta} \theta, \lambda^{a_{F_1}} F_1) = \frac{\partial}{\partial \theta} A^2_{sat}(\theta, F_1).$$  

(B4)
Assuming $\lambda = \theta^{-1/a_\theta}$ and $F_1 = 0$, Equation (B4) can be rewritten as

$$\frac{\partial}{\partial \theta} \left[ \theta^{(2a_v+2)/a_\theta} A_{sat}^2(-1,0) \right] = \frac{\partial}{\partial \theta} A_{sat}^2(\theta,0), \quad (B5)$$

or

$$\frac{2a_v + 2}{a_\theta} A_{sat}^2(-1,0) \theta^{(2a_v+2)/a_\theta - 1} = \frac{\partial}{\partial \theta} A_{sat}^2(\theta,0), \quad (B6)$$

or

$$\frac{2a_v + 2}{a_\theta} A_{sat}^2(-1,0) \theta^{(2a_v+2)/a_\theta - 1} = C(\theta,0). \quad (B7)$$

Equation (B5) has the form of the power law, $C(\theta,0) \propto \theta^{-\alpha}$, with

$$\alpha = -2 \frac{a_v + 1}{a_\theta} + 1 = -2\beta + 1. \quad (B8)$$

The last relation corresponds to Rushbrooke’s equality $\alpha + 2\beta + \gamma = 2$ at $\gamma = 1$.
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