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Abstract—The purpose of this research is how collaborative learning strategies should be arranged in three classes as Wang & Hwang model class, control class and experimental class with different treatments in Algorithm and Programming courses. Three learning strategies were tested to see students' cognitive abilities in computer programming skills. Three collaborative learning scenarios were tested, namely: 1) conventional collaborative learning 2) problem-based collaborative learning using an online environment and 3) inquiry-based collaborative learning also using an online environment. The results of the t-test with the one-way ANOVA test showed that the pretest results of the students' ability levels were not different because they had not been treated. While the results of the t-test with the posttest t-test results obtained a very significant difference in student final results, namely the control class 71.30, Wang & Hwang model class 73.0 and the experimental class 81.13. The benefit of the results of this study is that collaborative learning with an inquiry approach allows students to transfer knowledge and does not make lecturers the only source of learning.
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1 Introduction

The development of software and technology raises the need for how the digital world works, as well as the opportunities and risks that arise. The digital world has become a means of creating programming in problem solving and implementing ideas. A series of learning activities that give birth to the process of thinking, finding and solving problems to find answers to questions can be done through the interaction of lecturers and students [1].

Inquiry-based collaborative learning students gain knowledge in mastering concepts and problem solving skills in developing an online learning environment using computers. Learning technology can support students to work collaboratively over long distances and at different times. Educators must give more space to students [2][3]. In accordance with the nature of learning and learning, namely shaping student behavior changes, including cognitive, psychomotor and affective changes, of course, it requires various things to achieve these goals [4].
Based on the literature review that has been done there are eight levels of failure in computer programming, namely: 1) not applying the right algorithm, both programming is difficult, 3) ineffective problem solving strategies, 4) inability to solve problems 5) wrong perspective about computer 6) lack of human interaction 7) learning style and motivation and 8) lecturer-centered learning [5].

Two cognitive factors that make learning to program difficult are learning styles and motivation [6][7]. Traditional teaching methods, usually based on lectures and specific programming language syntax and fail to motivate students to engage in programming [8][9][10]. Therefore, it is important to incorporate concept knowledge and strategies for its use in the learning process.

Literature review shows that collaborative programming learning can increase student motivation [10]. Research supports that collaboration is an effective pedagogical feature for programming [11]. According to [12] in his research there was a change in student perceptions about collaborative learning 1) a more pleasant environment 2) more confidence in the peer environment 3) increased skills. According to [13] computer-supported collaborative learning can improve thinking skills, social interaction, critical thinking and creativity [14]. Computational thinking involves solving problems based on computer science concepts, designing systems and understanding human behavior and understanding the cognitive processes that underlie collaboration.

Research supports that collaboration is an effective pedagogical feature for programming [11]. According to [12] in his research there was a change in student perceptions about collaborative learning 1) a more pleasant environment 2) more confidence in the peer environment 3) increased skills. According to [13] computer-supported collaborative learning can improve thinking skills, social interaction, critical thinking and creativity. Computational thinking involves solving problems based on computer science concepts, designing systems and understanding human behavior [15] as well as understanding the cognitive processes that underlie collaboration [16].

In its development, several researchers have implemented and developed this collaborative model in learning in order to find solutions to learning problems to increase student competence by implementing the collaborative model steps [17]. Researchers [18] developed a collaborative model with a problem posing strategy by carrying out five steps in learning, namely: 1) Reviewing learning content based on examples and problem submissions; 2) Submitting preliminary problems; 3) Complete problem submissions gradually based on lecturer feedback; 4) Complete initial answers from the problem; and 5) Give a complete answer based on the lecturer's feedback.

In this study, the author wants to try to provide the results of research [18] that the author has done to students at the Pelita Indonesia Faculty of Computer Science with an inquiry-based collaborative model from the research that the author developed. The learning steps that the author takes are: 1) goals and motivation; 2) presenting information; 3) problem identification; 4) forming online discussion groups; 5) inquiry process; 6) applying knowledge; and 7) evaluation.
1.1 Collaborative Learning

Collaborative learning is a joint effort carried out by two or more people, with students or students with lecturers to seek mutual understanding of solutions or create products [19]. Collaborative goals are mostly centered on student exploration or application of material, not just lecturer presentations. Collaborative learning includes functions to prepare assignments, self-study, collaborative learning and task evaluation. The material contains lecture materials and reading resources.

Fig. 1 shows the general collaborative learning model and supported technologies. This model is built by reviewing traditional collaborative learning activities.
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### Fig. 1. Learning environment and tools for collaborative learning

2 Methods

The experimental research method is a method that is closely related to R&D, because it is an accurate method to prove the success of the R&D. The form of the experiment carried out was that three groups were chosen randomly, then given a pretest to determine the initial state, namely the difference between the Wang & Hwang model group, the control group and the experimental group. A total of 41 students participated in this study divide the group into three, test group n = 15, control group n = 16, model group (Wang & Hwang, 2017) n = 15.
The subjects to carry out the trial development of the Collaborative learning model to improve student competence based on the Borg & Gall theory in this study were students who took the Algorithm and Programming lecture in the second semester at the Informatics Engineering Study Program, Faculty of Computer Science, Pelita Indonesia Institute of Business and Technology. The control class is needed as a comparison of learning outcomes against classes using the Collaborative model that has been developed. The control class in this study includes the class with the old/conventional model and the class that uses the Collaborative model before development based on the step [18].

3 Result and Discussion

3.1 Cognitive Test

The cognitive aspect aims to assess the extent of student mastery of theoretical studies in the course. The results of the cognitive aspects of pretest and posttest control class, collaborative model class (Wang & Hwang, 2017) and experimental class.

| Class                      | N  | Mean Pre-test | Mean Post-test |
|----------------------------|----|---------------|----------------|
| Experiment                 | 15 | 21.83         | 81.13          |
| Control                    | 16 | 21.03         | 71.30          |
| Model (Wang & Hwang, 2017) | 15 | 26.03         |                |

The graph of the pre-test score is as follows:

![Graph of Pretest Scores](image.png)

**Fig. 2.** Pretest experiment class, control class and model class (Wang & Hwang, 2017)
3.2 Pre-Test Homogeneity Test

Homogeneity test is one of the requirements (not absolute) of the independent sample t test. This test aims to assess whether the variance of the student study groups is the same or homogeneous. The homogeneity test in this study includes the pre-test homogeneity test between the control group and the Collaborative Model group (Wang & Hwang, 2017) as well as the homogeneity test of the pre-test control group and the instrument group. This test analyzes student learning outcomes using Levene's test on IBM SPSS Statistic 24. The data is said to be homogeneous if the significance level is greater than 0.05.

**Pre-test Homogeneity Test of Control Group and Collaborative Model Group (Wang & Hwang, 2017).** The results of the homogeneity test with SPSS, obtained the results of Signification (Sig) Based on Mean of 0.695 > 0.05, so that the control group pre-test variance and the Collaborative Model group pre-test (Wang & Hwang, 2017) were the same or homogeneous. The results of the Pretest Homogeneity Test for the Control Group and the Collaborative Model Group (Wang & Hwang, 2017) with SPSS can be seen in Table 2.

| Table 2. Homogeneity test results |
|-----------------------------------|
| Levene Statistic | df1 | df2 | Sig. |
|------------------|-----|-----|------|
| Pre-test         | 0.87| 1   | 43   | 0.917|
| Post-test        | 0.471| 1   | 43   | 0.695|

**Pretest Homogeneity Test Control Group and Experiment Group.** Output of the homogeneity test with SPSS above, the significance value (Sig) Based on Mean was 0.798 > 0.05, so it can be concluded that the variance of the pre-test of the control group and the pre-test of the experimental group were homogeneous. The results of the Pretest...
Homogeneity test for the Control class and the Experimental Class with SPSS can be seen in Table 3.

**Table 3. Results of pre-test homogeneity test for control group and experimental group**

|         | Levene Statistic | df1 | df2 | Sig.  |
|---------|------------------|-----|-----|-------|
| Pre-test| 0.87             | 1   | 43  | 0.917 |
| Post-test| 0.471            | 1   | 43  | 0.695 |

For the two tests above, the results of the homogeneity test proved to have the same or homogeneous variance. Thus, one of the requirements (not absolute) of the independent sample t test can be fulfilled. In addition to homogeneity data, there are other requirements in using the independent sample t test where the (absolute) requirement is that the data must be normally distributed through the normality test.

### 3.3 Pre-Test Normality Test

**Normality Test Pre-test Control Group and Collaborative Model Group (Wang & Hwang, 2017).** Normality test was performed using SPSS with Kolmogorov Smirnov and Shapiro Wilk statistics with a significant level of $\alpha = 0.05$. The test results can be seen in table 4.

**Table 4. Normality test results**

|         | Statistic | df  | Sig.  | Statistic | df  | Sig.  |
|---------|-----------|-----|-------|-----------|-----|-------|
| Class   | .346      | 31  | .000  | .638      | 31  | .000  |
| Pre-test| .145      | 31  | .096  | .958      | 31  | .257  |
| Post-test| .120     | 31  | .200* | .952      | 31  | .180  |

*This is a lower bound of the true significance.*

From the SPSS results above, it can be stated that the results of normality in the Kolmogorov-Smirnova test obtained a pretest value of 0.96 and a post-test result of 0.200> 0.05, concluded normal data

**Normality Test Pre-test Control Group and Instrument Group.** The results of the pretest normality test of the control group and the instrument group can be stated that the results of normality in the Kolmogorov-Smirnova test obtained the value of the experimental class on the pretest result of 0.96 and in the control class of 0.200> 0.05, concluded normal data.

**Table 5. Normality test results**

|         | Statistic | df  | Sig.  | Statistic | df  | Sig.  |
|---------|-----------|-----|-------|-----------|-----|-------|
| Class   | .346      | 31  | .000  | .638      | 31  | .000  |
| Pre-test| .145      | 31  | .096  | .958      | 31  | .257  |
| Post-test| .120     | 31  | .200* | .952      | 31  | .180  |

* This is a lower bound of the true significance.
a. Lilliefors Significance Correction
The results of normality in the Kolmogorov-Smirnov test obtained the value of the experimental class on the pretest result of 0.96 and in the control class of 0.200 > 0.05, concluded normal data.

3.4 Test Independent Sample T-Test

The implementation of the t test can be carried out after carrying out normality and homogeneity tests. The t-test aims to see if there is a difference between the two classes. The hypotheses proposed for this test are:

Ho: There is no difference in the average pretest results of control and experimental class students.

Ha: There is a difference in the average pretest results of control and experimental class students.

Decision making basis:

- If the significance value or sig.(2-tailed) > 0.05, then Ho is accepted and Ha is rejected.
- If the significance value or sig.(2-tailed) < 0.05, then Ho is rejected and Ha is accepted.

To find out that the developed model is better than the control class and model class learning (Wang & Hwang, 2017), a one-way ANOVA test was conducted. Here are the results.

Table 6. One-way anova test results

|                | Sum of Squares | Df | Mean Square | F     | Sig. |
|----------------|----------------|----|-------------|-------|------|
| Pre-Test       |                |    |             |       |      |
| Between Groups | 215.193        | 2  | 107.597     | 3.042 | 0.058|
| Pre-Test       | 124.359        | 1  | 124.359     | 3.516 | 0.068|
| Linear Term    | 90.834         | 1  | 90.834      | 2.568 | 0.116|
| Posttest       | 1520.827       | 43 | 35.368      |       |      |
| Within Groups  | 1736.021       | 45 |             |       |      |
| Total          | 1895.95        | 45 |             |       |      |
| Pre-test       | 842.980        | 2  | 421.490     | 17.212| 0.000|
| Between Groups |                |    |             |       |      |
| Post-test      | 496.784        | 1  | 496.784     | 20.287| 0.000|
| Linear Term    | 496.784        | 1  | 496.784     | 20.287| 0.000|
| Post-test      | 346.196        | 1  | 346.196     | 14.137| 0.001|
| Within Groups  | 1052.979       | 43 | 24.488      |       |      |
| Total          | 1895.95        | 45 |             |       |      |

To see if there are differences in income from the three groups of experimental class, control class and collaborative model (Wang & Hwang, 2017). We look at the ANOVA table, from that table in the Sig column obtained P value (P-value) = 0.058 and 0.000. Thus, at the level of significance = 0.05, it rejects Ho, so the conclusion obtained is that there is a significant difference in the average income based on the three groups.
Post Hoc Tests are used to find out which variables have significant differences. The way to analyze it is to see whether there is an * sign in the Mean Difference column. The * sign indicates a significant difference in the mean. Examples:

The mean in the experimental class is significantly different from the collaborative model (Wang & Hwang, 2017).

The mean in the control class is significantly different from the collaborative model (Wang & Hwang, 2017). Turkey HSD and Bonferroni lines provide the same information.

### Table 7. Normality test results

| Class       | N  | Subset for alpha = 0.05 |
|-------------|----|------------------------|
| Control     | 16 | 1                      |
| Experiment  | 15 | 21.9507                |
| Model Hwang | 15 | 26.0227                |
| Sig.        |    | .064                   |

Means for groups in homogeneous subsets are displayed.

a) Uses Harmonic Mean Sample Size = 15.319.
b) The group sizes are unequal. The harmonic mean of the group sizes is used. Type I error levels are not guaranteed

### Table 8. Post-test results

| Class       | N  | Subset for alpha = 0.05 | Subset for alpha = 0.05 |
|-------------|----|------------------------|------------------------|
| Kontrol     | 16 | 71.3094                |                        |
| Model Hwang | 15 | 73.0000                | 81.1387                |
| Eksperimen  | 15 |                        | .615                   |
| Sig.        |    |                        | 1.000                  |

Means for groups in homogeneous subsets are displayed.

a) Uses Harmonic Mean Sample Size = 15.319.
b) The group sizes are unequal. The harmonic mean of the group sizes is used. Type I error levels are not guaranteed

To find out which variables have mean differences, the output of Homogeneous Subsets is used to find out which samples/variables have less significant differences. In the table above, in the subset 1 column there are 2 values of the experimental class variables, controls and other models. This means that the mean of the experimental class, control and other models, does not have a significant difference.

Based on the results of the homogeneity of the significance value of the control class and the collaborative model class (Wang & Hwang, 2017), the results of the homogeneity carried out in the pretest class were 0.8770.05 and the posttest was 0.471 > 0.050. So it is said to be homogeneous. While the results of the homogeneity of the control group and the experimental group Significance (Sig) Based on Mean of 0.798 > 0.05
and the results of the posttest test scores of 0, 0.93 > 0.050, so it can be concluded that the variance of the pretest of the control group and the pretest of the experimental group is homogeneous.

The results of the pre-test t-test with the one-way ANOVA test in table 7. The control group, the Collaborative Model group (Wang & Hwang, 2017) and the experimental group obtained sig values. (2-tailed) of 0.00 < 0.05, then according to the basis of decision making in the independent samples T-test, it can be concluded that Ho is rejected Ha is accepted, which means that there is a difference in the average pretest results of the control group students, the Collaborative Model group (Wang & Hwang, 2017) and the experimental group. From the results of the T-test with the one-way ANOVA test, it can be concluded that students have the same abilities before there is treatment of the use of inquiry-based online collaborative models in algorithms and programming courses.

The results of the post-test student t-test of the control group, the collaborative model group (Wang & Hwang, 2017) and the experimental group were obtained based on the group test output obtained a sig value. (2-tailed) of 0.00 < 0.05, then according to the basis of decision making in the independent samples T-test, it can be concluded that Ho is rejected Ha is accepted which means that there is a difference in the average posttest results of the control group students against the collaborative model (Wang & Hwang, 2017) and the experimental group. From these results it can be said that the three classes have different learning outcomes and it can be stated that there are significant differences in learning outcomes with the control class.

The learning model applied to the Algorithm and Programming course which is the basic course for program learning is the development of the STAD type collaborative model [20] by adopting the model (Wang & Hwang, 2017) and [21]. Programming training in algorithms and programming courses must be learned through the process of observation, then observations or experiments must be carried out to explain or test the truth of the concept, so that students can feel the concept in context [22]. Algorithms rely on the foundation of student mastery in finding solutions in an orderly, effective and efficient manner, especially those who want to be experts in making computer programs to solve problems. concepts, skills, and level of student motivation.

4 Conclusion

Based on the results of research from three classes, namely the control class, the collaborative model class (Wang & Hwang, 2017) and the experimental class, there is a higher increase in cognition in the experimental class. Class student learning outcomes are higher than the control class and model class (Wang & Hwang, 2017). This of course can be a model that needs to be applied in universities to improve students' basic programming skills in algorithms and programming courses.
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