A simple collision algorithm for arbitrarily shaped objects in particle-resolved flow simulation using an immersed boundary method
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Summary
In the present study, we proposed a simple collision algorithm, which can be handled arbitrarily shaped objects, for flow solvers using the immersed boundary method (IBM) based on the level set and ghost cell methods. The proposed algorithm can handle the collision of the arbitrarily shaped object with little additional computational costs for the collision calculation because collision detection and calculation are performed using the level set function and image point, which are incorporated into the original IBM solver. The proposed algorithm was implemented on the solid-liquid IBM flow solver and validated by simulations of the flow over an isolated cylinder and sphere. Also, grid and time step size sensitivity on the total energy conservation of objects were investigated in cylinder-cylinder, cylinder-red-blood-cells-shaped (RBC-shaped) objects, sphere-sphere, and sphere-flat plate interaction problems. Through validation, good agreement with previous studies, grid and time step size convergence, and sufficient total energy conservation were confirmed. As a demonstration, the drafting, kissing, and tumbling processes were computed, and it was confirmed that the present result by the proposed method is similar to the previous computations. In addition, particle-laden flow in a channel including obstacles with collision and adhesion phenomena and the interaction of cylinders and wavy-wall were computed. The results of these simulations reveal the capability of solving a flow containing arbitrarily shaped moving objects with collision phenomena by a simple proposed method.
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1 | INTRODUCTION

Accurate simulations of particle-laden flows that contain a number of solid particles are important in various fields such as biology, engineering, and so on. The properties of particle-laden flows can be significantly influenced by a solid phase. There are a number of ways to solve particle-laden flows from the point of view of the handling of a dispersed phase, including the point-particle approach and the finite-size particle approach (particle-resolved approach). In the point-particle approach, three types of fluid-particle coupling methods, one-way, two-way, and four-way coupling approaches, are used. The one-way coupling approach considers the effect of the fluid on particles by particle drag models, but particles do not affect a continuum phase. The two-way coupling approach mutually considers the interaction between fluid and particles. In this case, the effects of particles on the fluid are considered to be volume-averaged forces. In addition, the interparticle interaction is considered in the four-way coupling approach. For example, however, the effect of wake vortices released from individual particles cannot be taken into account in the point particle approach.

In the finite-size particle approach, the coupling model obtained by the discrete element method (DEM)\(^1\) and computational fluid dynamics (CFD)\(^2\) has widely been used. This model, that is, the DEM-CFD model, was proposed by Tsuji et al.\(^3,4\) In this method, the interparticle interaction can be taken into account even though the particles are noncircular or nonspherical. However, the DEM-CFD coupling is the one-way coupling approach on the fluid-particle interaction. An immersed boundary method (IBM) is the second option for the finite-size particle approach, which can realize the full-way coupling. In this case, the flow over particles is directly solved using the IBM. This method has been developed and used to simulate an unsteady viscous flow by Udaykumar et al.\(^5\) and Ye et al.\(^6\) and the particulate flow simulations with IBM were conducted by Uhlmann.\(^7\) In addition, the IBM was extended into compressible flow simulations by Ghias et al.\(^8\) In addition, Takahashi et al.\(^9\) and Luo et al.\(^10\) proposed the simplified IBM for compressible viscous flow based on the IBM by Mittal et al.\(^11\) Furthermore, the immersed boundary-lattice Boltzmann method (IB-LBM) was proposed by Feng and Michaelides.\(^12\) Recent works related to the IBM are mostly confirmed in the applications, such as fluid-motion coupled simulation of a falling plate by Lau et al.\(^13\) and fluid-structure coupled analysis of an elastic object in a compressible flow by Kim et al.\(^14\) Furthermore, progressive achievements related to the IBM are confirmed in studies of turbulent simulation with LBM by Xu et al.\(^15\) application to aeroacoustics problem by Schlanderer et al.\(^16\) and implementation to OpenFOAM by Riahi et al.\(^17\)

The finite-size particle approach has been used in a fundamental study to investigate the effect and behavior of particles. Lucci et al.\(^18\) investigated turbulence modulation effects by spherical particles on decaying isotropic turbulence using the direct numerical simulation (DNS) of the incompressible Navier-Stokes equations with the IBM. Hosaka et al.\(^19\) computed the particle-laden channel flow including an obstacle with collision and adhesion effects using the IBM flow solver and investigated the effect of flow conditions on the adhesion phenomena behind an obstacle under low-Reynolds number conditions. Mehrabadi et al.\(^20\) examined the effects of particle configurations on the mean drag of clustered particles using the IBM and developed a gas-solid drag law for clustered particles. Zhang et al.\(^21\) investigated the effect of collisions on particle behavior in turbulent flows through a straight square duct by DNS with the DEM. Also, Mizuno et al.\(^22\) computed the collision of the particle cluster and wall, and they investigated the effect of the wake generated by particles on the distribution of collisions. In addition, particle-resolved DNS has been applied to compressible flow simulations. Schneider et al.\(^23\) developed an efficient cut-cell method for rigid bodies interacting with the viscous compressible flow, and they computed particle-laden isotropic turbulence. Das et al.\(^24\) applied a Cartesian grid-based sharp interface method for the compressible particle-laden flow, and they demonstrated the interaction of a particle cloud and planar shock.

A collision between particles or particle-wall should be taken into account in particle-laden flows, particularly when the particle volume fraction is high. The particles are typically modeled as cylindrical or spherical particles in analyses of two- or three-dimensional particle-laden flows. In this case, hard-sphere collision models\(^1,25,26\) and the other advanced hard-sphere (eg, Reference 27) or soft-sphere (eg, Reference 28) models are typically used to compute collision process. Recently, the particle-resolved approach has also been used for simulation of particle-laden flows with collisions. Also, interaction of the interface of the liquid and solid phase is treated by the IBM (eg, Reference 29). In such a case, the contact line is the arbitrary shape and the normal vectors of the contact line of the liquid phase and solid phase should be equal.

In the case of the particle-resolved approach, overlap of the particles or particle and wall should be avoided even if the collision phenomena are not dominant in the system. The collision for the simple geometry such as spheres or cylinders, it can simply compute the collision by using the radius and the position of each object. However, that kind of simple treatment is not available for arbitrarily shaped objects. Also, the effect of collisions has a large impact on the behavior of arbitrarily shaped particles because of irregular bouncing, the effect of particle rotation, and so on. In the DEM-CFD and IBM based simulations, the collision model proposed by Glowinski et al.\(^30,31\) which is Lagrange-multiplier based
fictitious-domain method, is widely used in particulate flow simulations. In addition, Ardekani et al. examined the sedimentation of spheroidal particles using the IBM with a collision algorithm that can handle spheroidal particles based on the soft-sphere model by Costa et al. In their study, the spheroidal particles were approximated as spherical particles with the same mass as the whole particle and with a radius corresponding to the local curvature at the contact point.

The DEM-CFD coupling is widely used for the flow simulation including arbitrarily shaped objects with collisions. In DEM simulations, arbitrarily shaped objects are expressed by the mass point, and collision detection and reactions are treated as an interparticle collision. However, the collision detection requires the computational cost and it rapidly increases as the number of particles increases. In practice, the contact detection has a considerable cost in the DEM for a system with a large number of particles. Therefore, several contact detection algorithms have been proposed to reduce the computational cost. Zhang et al. proposed an efficient collision algorithm for spheroidal particles for the DEM-CFD (LBM) flow solver. They reduced the computational cost for collision detection by using a lattice grid for the lattice Boltzmann simulation to detect the contact of the object. However, collision detection algorithms for the DEM require a large amount of additional computation because object boundaries in the IBM flow solver are defined in a Eulerian form by level set functions. Accordingly, we proposed a simple and efficient collision algorithm for the IBM flow solver that can handle arbitrarily shaped objects. This algorithm requires only little additional computations for contact detection because the present algorithm uses the image point and level set function, which are essential components of the IBM flow solver.

2 | METHODOLOGIES

2.1 | Basic equations

The fluid was assumed to be a Newtonian fluid and objects are assumed to be rigid bodies. The incompressible Navier-Stokes equations

\[
\frac{\partial u_i}{\partial t} + \frac{\partial (u_i u_j)}{\partial x_j} = -\frac{\partial p}{\partial x_i} + \frac{1}{Re} \frac{\partial^2 u_i}{\partial x_j \partial x_j},
\]

and the equation of continuity

\[
\frac{\partial u_i}{\partial x_i} = 0,
\]

were used as the governing equations for the fluid. Here, \(i\) and \(j\) are the indices for the Einstein summation convention, \(u\) is the fluid velocity, \(p\) is the static pressure, \(x\) is the Cartesian coordinate, \(t\) is time, and \(Re\) is the Reynolds number based on freestream quantities and the representative length. The governing equations were nondimensionalized by freestream quantities and the representative length and were discretized by the finite difference method. The fractional step method proposed (e.g., Reference 39) was used in the present study for the pressure-velocity coupling. In this method, the temporal velocity \(u^*\) is introduced and the Navier-Stokes equations are split as follows:

\[
\frac{u_i^* - u_i^n}{\Delta t} + \frac{\partial (u_i u_j)}{\partial x_j} = \frac{1}{Re} \frac{\partial^2 u_i^n}{\partial x_j \partial x_j},
\]

\[
\frac{u_i^{n+1} - u_i^*}{\Delta t} = -\frac{\partial p^{n+1}}{\partial x_i},
\]

where the first-order Euler explicit method was used for the time integration, and superscripts \(n\) and \(n+1\) indicate the current step and next step in the time direction. Also, the second-order central difference method by taking the divergence of Equation (4), the following equation can be obtained:

\[
\frac{\partial^2 p^{n+1}}{\partial x_j \partial x_j} = \left( \frac{\partial u_i^{n+1}}{\partial x_j} - \frac{\partial u_i^*}{\partial x_j} \right) \frac{1}{\Delta t}.
\]
Here, Equation (2) will be satisfied at the \( n + 1 \) step so that the pressure Poisson equation of Equation (5) is derived as follows:

\[
\frac{\partial^2 p_{n+1}}{\partial x_i \partial x_j} = \frac{\partial u_j^*}{\partial x_j} \frac{1}{\Delta t}.
\] (6)

Both sides of the pressure Poisson equation were discretized by the second-order central difference method and solved by the successive over-relaxation method (see Reference 40). The convection term in Equation (4) was evaluated by the hybrid scheme of the second-order conservative central difference method and the first-order upwind method shown below:

\[
\left( \frac{\partial (u_i u_j)}{\partial x_i} \right)_l = (1 - \alpha) \left[ \frac{(u_i u_j)_{l+1/2} - (u_i u_j)_{l-1/2}}{2 \Delta x_j} \right] + \alpha (u_j)_l \left[ \frac{(u_i)_{l+1} - (u_i)_{l-1}}{2 \Delta x_j} + \frac{(u_i)_{l+1} - 2(u_i)_{l} + (u_i)_{l-1}}{2 \Delta x_j} \right],
\] (7)

where the subscript \( l \) denotes the quantity at the \( l \)th grid point and its sweep direction is the same as the direction of the spatial differential. In addition, \( \alpha \) is a parameter to determine the ratio of the second-order conservative central difference method and the first-order upwind method, and its value was set to be \( \alpha = 0.05 \) in the present study. The viscous term was evaluated by the second-order central difference method.

The motion of objects is described by Newton-Euler equations,

\[
m \frac{du_{obj}}{dt} = \int_{\Gamma_S} \sigma_{ij} n_i dS + G_j,
\] (8)

\[
d (I \omega)_i = \int_{\Gamma_S} \epsilon_{ijk} r_j \sigma_{kl} n_i dS + H_i.
\] (9)

Equation (9) describes a translational motion of the objects where \( m \) and \( u_{obj} \) indicate the mass and velocity of the object, and \( \sigma, n, dS, \) and \( G \) denote the stress tensor of a Newtonian fluid, the unit vector in the normal outward direction of the surface element, the microarea element, and the external force, respectively. Equation (9) describes a rotational motion of the objects where \( I, \omega, r, \epsilon, \) and \( H \) indicate the moment of inertia of objects, the angular velocities of objects, the relative position vector from the centroid, the third-rank tensor of Eddington’s epsilon, and external moment, respectively. Since the mesh-based scheme proposed by Nonomura and Onishi \(^1\) was used as a hydrodynamic force evaluation method, the microarea element \( dS \) in the two- and three-dimensional cases for the present solver was equal to \( \Delta x \) and \( \Delta x^2 \), respectively.

The stress tensor of a Newtonian fluid is given by

\[
\sigma_{ij} = -P \delta_{ij} + \frac{1}{Re} \left( \frac{\partial u_j}{\partial x_i} + \frac{\partial u_i}{\partial x_j} \right),
\] (10)

where \( \delta \) is the Kronecker delta. The time integration of Newton-Euler equations was performed by the first-order Euler explicit method.

### 2.2 Immersed boundary method

Object boundaries were treated by the IBM based on the level set and ghost cell methods. In the present study, we used the method originally proposed by Takahashi et al.\(^9\) The IBM can reduce the computational cost of grid regeneration in a problem involving multiple moving objects. In the present study, the computational grid was a fixed and equally spaced Cartesian mesh. Figure 1 shows a schematic diagram of the current IBM. The grid points are classified into fluid, ghost, and object nodes by the following criteria:

\[
\begin{align*}
\phi & > 0, & \text{Fluid node} \\
-l_{\text{probe}} & < \phi < 0, & \text{Ghost node}, \\
\phi & < -l_{\text{probe}}, & \text{Object node}
\end{align*}
\] (11)
where $\phi$ is the level set function that represents the signed minimum distance between the object surface and each node, and $l_{\text{probe}}$ is the probe length. In the present study, in order to avoid a recursive reference in the ghost node calculations, the probe length $l_{\text{probe}}$ was set to be 1.45 $\Delta x$ or 1.75 $\Delta x$ in the two- or three-dimensional computations. The boundary conditions on the object surface were imposed on the ghost nodes using quantities at the image points and the level set function. Here, the image point indicates the tip of a probe that is extended toward the exterior of objects from ghost nodes normal to the object surface. The pressure and velocity at the image points were calculated by the bilinear or trilinear interpolation using the surrounding nodes of the image point. The pressure at the ghost nodes is determined by the zeroth-order extrapolation from the image point. The velocity at the ghost node $u_{\text{GN}}$ was determined by the linear extrapolation so as to satisfy the no-slip condition at the object surface.

\begin{align}
u_{\text{GN}}(i) &= u_{\text{IP}}(i) - \frac{l_{\text{probe}}}{l_{\text{probe}}} (u_{\text{IP}}(i) - u_{\text{surf}}(i)) \\
P_{\text{GN}} &= P_{\text{IP}}.\end{align}

### 2.3 Collision algorithm for an arbitrarily shaped object in IBM flow solver

A simple collision algorithm for arbitrarily shaped objects is explained in this section. The computational cost for contact detection becomes larger as the number of particles increases, and thus the contact detection has considerable computational cost in the DEM with a large number of particles. Accordingly, we proposed a simple and efficient collision algorithm for a flow solver using the IBM. The computation of collision between arbitrarily shaped objects has two difficulties from a computational point of view: search for the point of contact and calculation of the local curvature. In our algorithm, the image point that is essential in the IBM is used to detect the contact and contact point. In addition, the local curvature at the contact point can be calculated from the level set function, which is a fundamental technique in the current IBM. The present method can remove the computational cost for collision detection because collision detection can conduct simultaneously in the ghost nodes computations which are incorporated into the original IBM flow solver. In the original IBM solver, an exception handling on the ghost node calculations is required when the image point refers to the ghost nodes belonging to the other object. Our algorithm conducts the collision detection by the information of the exception handling of the ghost nodes so that collision calculation can be conducted with no additional cost for contact detection and small additional cost for local curvature at the contact point, collision angle, collision force, and so on. As a result, only little additional computational cost is needed to treat the collision of arbitrarily shaped objects. In the present study, the objects were assumed as rigid bodies to simplify the problem. A schematic diagram of the contact detection is shown in Figure 2. The procedure from collision detection to the calculation of the collision force is listed below.

1. Extend probes from each ghost node outward normal to the object surface and create image points (Figure 2A). In our algorithm, the lengths of the probes for the ghost cell method and collision determination are the same to reduce the computational cost. For this assumption, computations of the quantities at ghost nodes and collision detection can be performed at the same time, and thus, the computation of the position of the image point and collision detection are completed before the computation of collisions. The positions of the image point $x_{\text{IP}}$ are calculated as follows:

\begin{align}x_{\text{IP}}(i) &= x_{\text{GC}}(i) + |\phi| n_i + l_{\text{probe}}.\end{align}
2. Find image points neighboring ghost nodes and determine the contact point nodes (this process can be combined with the calculation of quantities at image points) (Figure 2B).

Here, the present algorithm does not include the collision time prediction, but collision detection is conducted by using image points. Hence, there is no overlapping of the object if the relative moving distance between contact points of each collided object within $\Delta t$ is less than $l_{\text{probe}}$. Instead of that, however, the small clearance ($< l_{\text{probe}}$) between colliding objects exists, and it might be causing the difference with the exact solution of the collision phenomena. It should be noted that the error due to the small clearance is reduced by decreasing the grid size because $l_{\text{probe}}$ depends on the grid size in the present method to reduce the computational cost. The influence of the grid size will be discussed in Section 3.2. The collision time prediction or additional process to independent from the grid size limitation is required for computations with large $\Delta t$ and small $l_{\text{probe}}$ cases.

3. Find a pair of colliding objects and calculate the $x$- and $y$-components of the unit normal vector $n$ at the contact surface by the level set function around the contact point node as follows:

$$n_i = \frac{\partial \phi}{\partial x_i} \frac{1}{\sqrt{\left(\frac{\partial \phi}{\partial x_j}\right)^2}}. \quad (15)$$

4. Calculate the impulsive stress acting on the contact point of object A due to collision with object B based on the equation of the elastic collision for two- or three-dimensional rigid bodies (see Reference 42) as follows:

$$\sigma_{\text{colli AB}} = \frac{(1 + \epsilon) \left[ (u_{\text{obj B}} - u_{\text{obj A}}) + \{ (\omega_{B} \times r_{B}) - (\omega_{A} \times r_{A}) \} \right] \cdot n_{BA}}{m_{A}^{-1} + m_{B}^{-1} + n_{AB} \left[ \{ I_{A}^{-1} (r_{A} \times n_{AB}) \} \times r_{A} + \{ I_{B}^{-1} (r_{B} \times n_{BA}) \} \times r_{B} \right]} \frac{1}{dt dS}, \quad (16)$$

where subscripts A and B indicate objects A and B, respectively, $\epsilon$ is the coefficient of restitution, and $n_{AB}$ is the normal vector from object A to object B. The calculated impulsive stress is mapped to the node at the contact point. In the present study, the equation of the elastic collision was used to calculate the collision (interaction force between objects or an object and wall) force, but it can be changed that the estimation method of the collision force depending on the problem settings.

5. Calculate the force and moment acting on each object by integrating the hydrodynamic stress $\sigma_{\text{fluid}}$ and additional stress such as the stress due to collision $\sigma_{\text{colli}}$ and adhesion $\sigma_{\text{adh}}$ at the ghost nodes.

$$\mathbf{F} = \int_{\Gamma_2} (\sigma_{\text{fluid}} + \sigma_{\text{adh}} + \sigma_{\text{colli}} + \cdots) \mathbf{n} dS + \mathbf{G}, \quad (17)$$

$$\mathbf{M} = \int_{\Gamma_2} \mathbf{r} \times (\sigma_{\text{fluid}} + \sigma_{\text{adh}} + \sigma_{\text{colli}} + \cdots) \mathbf{n} dS + \mathbf{H}. \quad (18)$$

Here, in the present result shown in Section 4.2, the stress due to adhesion was estimated by the adhesion model for platelet adhesion proposed by Tomita et al.,$^{43}$ and the stress due to adhesion does not consider in the other simulations. In addition, other forces such as the friction force due to collision and so on can be taken into account if users include models and impose the stress at the ghost node of the contact point. The stresses are integrated at the surface of the object and motion of the objects obeys the Newton-Euler equations.
6. Solve the Newton-Euler equations and calculate the velocity and angular velocity of the object.

\[ \mathbf{u}_{\text{obj}} = \frac{1}{m} \int \mathbf{F} \, dt, \]

\[ \omega = \frac{1}{I} \int \mathbf{M} \, dt. \]  

Steps 1 and 2 have already done to determine the velocity and pressure at the ghost nodes. For this reason, this algorithm requires only little additional computational costs for the treatment of collisions of objects, and the algorithm has a high affinity for the IBM. However, it appears to be that the calculation accuracy of the collision phenomenon using the proposed method would be affected by the grid width instead of simplicity. In addition, it is difficult to treat the collision of objects which have sharp part accurately due to computational cost because sufficient grid point is necessary to compute the curvature of the surface at the contact point accurately. The required grid resolution will be discussed in Section 3.2. Figure 3 shows a flowchart of the computational procedure. Computations for the fluid and object are shown in the blue and red boxes, respectively. In the case of computation including moving objects, the process of moving objects is used. This process contains computation of the Newton-Euler equations, the collision detection, and other processes related to moving objects such as regeneration of the level set function and so on.
FIGURE 4 Influence of the grid size on the drag coefficients of the circular cylinder \( (Re = 300) \): A, total drag coefficient, B, pressure drag coefficient, and, C, viscous drag coefficient [Colour figure can be viewed at wileyonlinelibrary.com]

3 | NUMERICAL TESTS

3.1 | Flow past a circular and sphere

The flows past a circular and sphere were calculated. For the two-dimensional case, the results were compared to the results of previous studies by Zhang et al,\textsuperscript{44} Mittal et al,\textsuperscript{11} and Takahashi et al.\textsuperscript{9} The Reynolds number based on freestream quantities and the diameter of the cylinder was set to be 300, and the grid size was set to be 0.1\( D \), 0.05\( D \), 0.025\( D \), 0.0125\( D \), 0.00833\( D \), or 0.00625\( D \) (where the number of nodes per diameter (NPD) was 10, 20, 40, 80, 120, or 160). The computations were conducted at a Courant-Friedrichs-Lewy (CFL) number of 0.1. The computational domain was 0 \( \leq x \leq 30D \) and 0 \( \leq y \leq 20D \), and the position of the center of the cylinder was at \((x, y) = (10D, 10D)\). The inflow (the velocity is fixed at the freestream velocity, and the pressure is a zeroth-order extrapolation from one point inside of the boundary) and outflow (the velocity is a zeroth-order extrapolation from one point inside of the boundary, and the pressure is fixed at the freestream value) conditions were imposed at the \( -x \) and \( +x \) boundaries, and the slip wall condition was imposed at the \( -y \) and \( +y \) boundaries.

Figure 4 shows the relationship between grid size and the time-averaged drag coefficient for a Reynolds number of 300. The calculations were carried out for a duration longer than 10 vortex-shedding periods. The result reported by Zhang et al\textsuperscript{44} was obtained under the incompressible flow on a boundary-fitted grid, and the result reported by Mittal et al\textsuperscript{11} was obtained under an incompressible flow using the IBM. The result reported by Takahashi et al\textsuperscript{9} was obtained under a compressible flow of the Mach number of 0.3 using a boundary-fitted grid and the IBM solver. Their results are under the compressible flow, but they provided the drag coefficient for each component. In addition, there is no large impact of the compressibility on the drag coefficient at the Mach number of 0.3. Here, all of the results that were compared to the present study were obtained by a fully two-dimensional computation. Figure 4 illustrates that the pressure and viscous drag coefficients were overestimated and underestimated, respectively, at the coarse grid. The difference between the present and previous results decreases as the grid resolution increases.

Figures 5 and 6 show the relationship between the grid size and the Strouhal number and root-mean-square (r.m.s.) amplitude of the lift coefficient, respectively. The Strouhal number and r.m.s. of the lift coefficient of the present study show good agreement with the previous computations.

In the three-dimensional case, the drag coefficient of a sphere was compared to the previous studies.\textsuperscript{11,45-48} The drag model by Clift and Gauvin\textsuperscript{45} is known as the standard drag curve of a sphere. The result by Johnson and Patel\textsuperscript{46} is the DNS result on a boundary-fitted grid, and the results by Luo et al\textsuperscript{10} and Mittal et al\textsuperscript{11} are the DNS results by the IBM code. In addition, the result by Nagata et al\textsuperscript{48} is the DNS result on a boundary-fitted grid at the Mach number of 0.3, and they showed pressure and viscous drag coefficients separately. The computation of the present study was carried out at the Reynolds numbers of 100, 250, 300, and 500. The grid size was \( \Delta x = 0.125D, 0.1D, 0.05D, 0.025D\), or 0.0125\( D \) (where NPD was 8, 10, 20, 40, or 80). The size of the computational domain was 0 \( \leq x \leq 30D \), 0 \( \leq y \leq 20D \), and 0 \( \leq z \leq 20D \),
and the sphere was placed at \((x, y, z) = (8.5D, 10D, 10D)\). Figure 7 illustrates that the drag coefficient of the present study shows good agreement with previous studies. However, the difference between the previous results and the present study becomes large for \(Re \geq 250\) with small NPD. The influence of the grid size on the drag coefficient at the Reynolds number of 300 is shown in Figure 8. The present results overestimate the total and pressure drag coefficients and underestimate the viscous drag coefficient at the coarse grid, but grid convergence has been confirmed for each component as grid size decreases.
3.2 Collision of objects without solid-fluid interaction

Figure 9 shows the influences of the grid and time-step sizes on the relative error in the total energy conservation of an object before and after collision. The total energy of the object was defined as follows:

\[
E = \frac{1}{2} \left( m|\mathbf{u}_{\text{obj}}|^2 + I\omega^2 \right). \tag{21}
\]

The interactions between cylinder-cylinder and sphere-sphere without solid-fluid interactions were computed in order to investigate the kinetic energy conservation regarding the collision. The diameter and density of the objects were unity. In addition, the coefficient of restitution was unity so that the total energy of the object should be conserved. However, since collision is partially treated based on nodes and image points in the proposed method, the total energy of an object is not strictly conserved except when the collision point matches the grid line.

The computational domain was \(0 \leq x \leq 10D\) and \(0 \leq y \leq 10D\) (and \(0 \leq z \leq 10D\) in the sphere case). The outflow boundary condition was imposed at all outer boundaries. In this test, a stationary cylinder or sphere was placed in the center of the computational domain of \((x_{\text{obj}}, y_{\text{obj}}) = (5.0D, 5.0D)\) (and \(z_{\text{obj}} = 5.0D\) in the sphere case). The initial position of a moving cylinder or sphere was at \((x_{\text{obj}}, y_{\text{obj}}) = (3.0D, 5.01D)\) (and \(z_{\text{obj}} = 5.0D\) in the sphere case), and the initial velocity was \((u_{\text{obj}}, v_{\text{obj}}, w_{\text{obj}}) = (1.0, 0, 0)\). Since the total energy before and after the collision was fully conserved when the collision point matches the grid line, there is a small offset on the object position in the \(y\)-direction to confirm the grid and time-step size dependencies on the kinetic energy conservation. In addition, the computation was conducted five times by changing the initial position in the \(y\)-direction of the moving object by \(y_{\text{obj}} = 0.1D\), and the post-collision kinetic energy \(E_{\text{post}}\) was averaged. The grid size was set to be \(NPD = 10, 20, 40, 80, 120,\) or \(160\) for the cylinder case and was set to be \(NPD = 5, 8, 10, 20,\) or \(40\) for the sphere case. The CFL number based on grid size and initial velocity of the moving object was set to be \(\text{CFL} = 0.5, 0.3, 0.2, 0.1,\) or \(0.05\) for the cylinder case and was set to be \(\text{CFL} = 0.2, 0.1,\) or \(0.05\) for the sphere case. Figure 9A illustrates that the total energy conservation improved as the grid resolution increases. In the case of the cylinder-cylinder interaction, the error for \(\text{CFL} = 10\) is less than or equal to \(2.0%\) and decreases to less than or equal to \(0.63%\) and \(0.27%\) at \(\text{CFL} = 20\) and \(40\), respectively. Also, Figure 9B illustrates that the effect of CFL on the kinetic energy conservation is weak. The effects of \(NPD\) and CFL on total energy conservation in the sphere-sphere case are similar to the cylinder case.

Figure 10 shows the distribution of the level set function during cylinder-RBC-shaped object interactions as an example. The size of the computational domain, the inner and outer boundary conditions, and the coefficient of restitution were the same as for the cylinder-cylinder interaction problem. The initial position and velocity of the cylinder were \((x_{\text{cylinder}}, y_{\text{cylinder}}) = (5.125D, 5.5D)\) and \((u_{\text{cylinder}}, v_{\text{cylinder}}) = (1.0, 0)\), respectively, and the initial position and velocity of the RBC-shaped object were \((x_{\text{RBC}}, y_{\text{RBC}}) = (6.0D, 5.0D)\) and \((u_{\text{RBC}}, v_{\text{RBC}}) = (0, 0)\). In the present study, the shape of the RBC was set according to Chee et al.\(^49\) The diameter of the cylinder and the major axis of the RBC was equal to unity. In addition, the CFL number and \(NPD\) were set to be \(0.1\) and \(80\), respectively. Figure 10 illustrates that the RBC-shaped object rotates in the post-collision state, and the total energy conservation was \(0.012\%.\) Hence, the total energy was sufficiently
conserved even in the case including the object rotation. The present algorithm conducts the collision calculation based on image points, ghost nodes, and the level set function so that the process of the collision calculation is regardless of the object shape. The surface stress due to collision is calculated by Equation 16, and the stress is imposed on the ghost nodes at the contact point. Eventually, stresses due to the collision and other factors such as fluid, adhesion, and so on are integrated on the object surface, and the equations of motion for the object are solved to determine the object motion.

### 3.3 Collision of a sphere and a flat plate with solid-liquid interaction

The collision of a sphere and a flat plate with solid-liquid interaction was calculated and compared to the experimental result by Thompson et al.\textsuperscript{50} In their experiment, a brass sphere of 19.02 mm in diameter was attached to a fine thermally fused twisted stretch-resistant thread. By a stepper motor, the sphere was allowed to be lowered through the water at a specified constant velocity. In the present computations, the Reynolds number based on the falling velocity, the diameter of the sphere, and the fluid quantities was set to be 500 as the same with the experiment of Thompson et al.\textsuperscript{50} The size of the computational domain was set to be \((x, y, z) = (15D, 15D, 10D)\), and the initial distance between the center of the sphere and surface of the flat plate was 5.5\(D\) as the same with the experiment. The flat plate is placed on the bottom boundary of the computational domain and expressed by the immersed boundary as well as the sphere. The grid resolution and the CFL number were set to be \(\text{NPD} = 20\) and \(\text{CFL} = 0.1\), respectively. In addition, in the experiment of Thompson et al.,\textsuperscript{50} the sphere was stopped at the surface of the flat plate so that the collided sphere does not bounce. Therefore, the coefficient of restitution \(e\) was set to be zero in the present computation. Figure 11 shows the distribution of the vorticity in the \(y\)-direction, which was normalized by the diameter of the sphere and the initial velocity magnitude of the sphere. The nondimensional time \(t^*\) was normalized by the diameter of the sphere and the initial velocity magnitude of the sphere. Before the impact, the wake develops similarly to the flow in the isolated sphere, and \(t^* = 0\) corresponds to the time of the impact. Because of the short falling distance, the wake of the sphere is a steady-axisymmetric wake even though \(Re = 500\). At \(t^* = 0\), the sphere collides with a flat plate and stopped impulsively. At \(t^* = 1\) and 2, the wake catches up with the sphere and the secondary vortex is generated due to the induced flow generated by the primary vortex. After \(t^* = 3\), the primary and secondary vortices arrive at the flat plate and leave from the sphere in the horizontal direction. Our computational results qualitatively agree with experimental flow visualization by Thompson et al.\textsuperscript{50} Since the length of prob \(l_{\text{probe}}\) for collision detection, however, there is a small clearance between the sphere and flat plate in Figure 11. This clearance can be reduced by decreasing \(\Delta x\) or \(l_{\text{probe}}\). If the additional computational cost to avoid recursive reference for ghost node calculation is acceptable, \(l_{\text{probe}}\) can be reduced at the constant \(\Delta x\).

Figure 12 shows the instantaneous vorticity distributions for different coefficients of restitution. The coefficient of restitution for the left and right halves of each frame is 0.5 and 1.0, respectively. The development of the vortex structures around the sphere and on the flat plate is similar for \(e = 0.5\) and 1.0. The object velocity after bounce for \(e = 0.5\) is half of the case of \(e = 1.0\). The primary vortices in the vicinity of the flat plate for the bouncing case do not spread in the horizontal direction compared with \(e = 0\).
4 | DEMONSTRATIONS

4.1 | Drafting-Kissing-Tumbling process

A free-falling problem of cylindrical objects placed in-line and pulled by gravity in the same direction was computed. In this situation, the cylinders undergo a characteristic behavior called drafting-kissing-tumbling (DKT). The calculation results were compared to those of previous numerical studies. The density ratio of fluid and cylinders was set to be $\rho_c/\rho_l = 1.5$. The Reynolds number based on the fluid density, the viscosity coefficient $\mu$, the diameter of the cylinder $D$, and the estimated terminal velocity $U_t$ was set to be 347. Here, the estimated terminal velocity was calculated as follows:

$$U_t = \sqrt{\frac{\pi D}{2} \left( \frac{\rho_c - \rho_l}{\rho_l} \right) g},$$

(22)
where \( g \) is the acceleration of gravity. The computational domain was \( 0 \leq x \leq 10D \) and \(-40D \leq x \leq 0\), and the grid resolution was set to be \( NPD = 40 \). The pair of cylinders were placed in-line in at \( x = 5D \) (center of the computational domain in the \( x \)-direction). The trailing and leading cylinders were placed at \( y = -4D \) and \(-6D\), respectively. It should be noted that the position in the \( x \)-direction of the leading and trailing cylinder was \( \pm D/250 \) off-center. In the present computation, the gravity and buoyancy forces act at the centroid of each object, and the coefficient of restitution was set to be unity for both cylinders. The outflow boundary condition was imposed for all outer boundaries. The velocities of the cylinders and fluid were zero in every direction at the initial state.

Figure 13 shows the snapshots of the vorticity distribution during the DKT process, and the dynamic interaction between the two cylinders can be observed. Initially, both cylinders begin falling by the effect of gravity with the same acceleration. The trailing cylinder is attracted to the wake of the leading cylinder, and its falling velocity increases (drafting phase). Eventually, the cylinders contact each other (kissing phase) and fall in tandem as an elongated object in the gravitational direction. However, such a configuration is unstable. As a result, the position in the \( x \)-direction begins to differ from the initial position, and the elongated object rotates so that the trailing cylinder overtakes the leading cylinder (tumbling phase). The quantitative comparisons are shown in Figure 14. These figures show the time histories of the position and velocity of the centroid of the cylinders in the \( x \)- and \( y \)-directions. The positions and velocities were nondimensionalized by the diameter of the cylinder and the estimated terminal velocity. Figure 13 illustrates that the time histories of the position and velocity of the center of the cylinders of the present result exhibit quantitatively agree with the previous studies. However, the difference between each study becomes large at a later time. Koblitz et al.\(^{52}\) pointed out the difference between their results and Uhlmann\(^{7}\) during the initial contact and subsequent kissing phase is caused by the difference in the collision model. It should be noted that the DKT problem is very sensitive so that a relatively large difference in subsequent kissing phase appears due to a difference in the initial stage even if a very small difference.

### 4.2 Particle-laden channel flow with an obstacle

Particle-laden channel flow including an obstacle with collision and adhesion phenomena, which simulates the blood flow around the medical stent, was computed. The collision and adhesion effects were taken into account by our model and Tomita et al.\(^{43}\) respectively. In the present computation, 200 moving cylindrical particles and an fixed obstacle were contained in the channel flow. The computational domain based on the particle diameter \( D \) was \( 0 \leq x \leq 100D \) and \( 0 \leq y \leq 40D \) with \( 4000 \times 1600 \) grid points. The inflow and outflow boundaries were imposed at the \(-x \) and \(+x \) outer boundaries, respectively, and the no-slip boundary condition was imposed at the surfaces of the obstacle and cylindrical particles and the \(-y \) and \(+y \) outer boundaries, respectively. The grid size was set to be \( NPD = 40 \). The Reynolds number based on the inflow velocity, the viscosity coefficient, the fluid density, and the cylinder diameter was set to be 150. The density ratio of the fluid and small cylinders was set to be \( \rho_d/\rho_f = 1.0 \), and the height of the obstacle was \( 10D \). The initial velocities of the particles and the fluid were zero and unity, respectively. The initial positions of the particles were randomly chosen in the region of \( 5D \leq x \leq 95D \) and \( 2.5D \leq y \leq 37.5D \).
The vortex shedding from the obstacle occurs as shown in Figure 15. The flow behind the obstacle stagnates and particles adhere to the wall, and several particles are transported due to the vortices. Figure 16 shows the average particle velocity in the x- and y-directions. The average velocity of particles is computed by every $\Delta y = 1.0D$ in the region of $x \geq 30D$. The particle velocity is initially zero, and particles are transported downstream due to fluid flow. As the flow field develops, the particles appear in the region near the bottom wall due to the recirculation region of the obstacle, and the average velocity of particles in this region is lower than that of other particles. In addition, the average particle velocity is zero at the lower wall due to adhesion (adhered particles are shown in black in Figure 15). The velocity toward the wall increases due to the recirculation region of the obstacle so that adhesion occurs more frequently behind the obstacle as shown in Figure 16B.

### 4.3 Cylinder-wavy wall interaction

Figure 17 shows the snapshots of the interaction process between the cylinders and the wavy wall. The diameter of cylinders was $D$, and the size of the computational domain was $0 \leq x \leq 20D$ and $0 \leq y \leq 20D$ with $1600 \times 800$ grid points.
The grid resolution was set to be NPD = 80. The no-slip condition was imposed on the boundaries of the wavy wall and cylinders, and the outflow boundary condition was imposed at all outer boundaries. The coefficient of restitution of the cylinders and the wavy wall was set to be unity. The Reynolds number based on the fluid density, the kinematic viscosity coefficient, the diameter of the cylinder, and the magnitude of the initial cylinder velocity in the $y$-direction was set to be 50. Here, the initial cylinder velocities in $x$- and $y$-directions were $u_{obj0} = 0$ and $v_{obj0} = -1.0$, respectively. In this computation, the effect of the cylinders on the flow field was considered, but the effect of the fluid forces on the cylinder motion did not consider in order to discuss the total energy conservation of the cylinders. The 20 cylinders collide with and rebound from the wavy wall. Here, the number of the cylinder is less at a larger time because a part of cylinders goes out the computational domain after collided with the wavy wall. In order to avoid blowing-up of the computation, the quantities of the ghost nodes or outer boundaries are not updated when the out of the computational domain or ghost nodes are referred to determine the value of ghost nodes or outer boundary nodes.
The time history of the total energy of the cylinders and the collision frequency are shown in Figure 18. The kinetic total slightly changes during repeated cylinder-wall and cylinder-cylinder collisions. In this computation, the error in the total energy after the cylinder-wall and cylinder-cylinder interaction was approximately 6%. The kinetic energy loss occurs due to many time collisions, despite the small error for a single collision as discussed in Figure 9. In addition, the present algorithm assumes binary collision, but three or more body collisions occur in this computation, and thus further energy loss appears to be generated.

5 | CONCLUSIONS

In the present study, we proposed a simple collision algorithm, which can be handled arbitrarily shaped objects, for IBM flow solver. The proposed algorithm was implemented on the solid-liquid IBM flow solver based on the level set and ghost cell methods. This solver uses a particle-resolved approach by solving the Navier-Stokes and the Newton-Euler equations and can account the collision and adhesion phenomena. The collision algorithm that we proposed in the present study is a simple and efficient algorithm. It requires only little additional costs for the computation of collision phenomena because the collision detection and calculation are performed using the level set function and image point, which are incorporated into the original IBM flow solver. In addition, this algorithm is capable of solving the collision of arbitrarily shaped objects.

The solver was first validated by solving flow over a fixed circular cylinder and sphere. For the two-dimensional case, the total, pressure, and viscous drag coefficients computed by the present solver showed good agreement with the previous numerical results. The Strouhal number of vortex shedding based on the oscillation of the lift coefficient and r.m.s. amplitude of the lift coefficient also showed good agreement with the previous numerical result. In addition, the grid convergence on these quantities was confirmed. Moreover, the collision algorithm was validated by calculating the cylinder-cylinder and cylinder-RBC interactions. In these tests, the total energy loss of objects due to the collisions process was investigated. For the cylinder-cylinder interaction, errors in the total energy of objects at NPD = 10 and 20 were approximately 2% and 0.63%, respectively. At finer grid of NPD = 40 and 80, the error decreases further, which confirmed grid convergence (error was approximately 0.2% at NPD = 40 and less than 0.01% at NPD = 80). The sufficient total energy conservation for the cylinder-RBC interaction was also confirmed similar to the cylinder-cylinder even though including rotational motion. In the three-dimensional case, the calculated drag coefficient showed good agreement with the standard drag curve and previous numerical results of the sphere, and grid convergence was also confirmed in each component of the drag coefficient. In addition, the sphere-sphere interaction was computed to investigate the grid and time step size sensitivity on the total energy conservation of objects in the three-dimensional case. As a result, the characteristics were similar to those of the two-dimensional cases. In addition, the sphere-wall interaction was computed and compared to the previous experimental results.

Several simulations with multiple moving objects and collision phenomena were conducted as demonstrations. As a first example, the DKT problem was computed. The time histories of the positions and velocities of the centroid of the cylinders in x- and y-directions were compared to previous numerical results. The present result was similar to the previous numerical results. As a second example, a particle-laden channel flow including an obstacle with collision and adhesion phenomena, which simulates the blood flow around the medical stent, was also computed. In this simulation, 200 cylindrical moving particles and an obstacle were contained in the channel flow. It was demonstrated that the present
The present results indicate the capability of solving a flow containing arbitrarily shaped moving objects with collision and adhesion phenomena by a proposed simple algorithm.
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