Empirical Features of Spontaneous and Induced Traffic Breakdowns in Free Flow at Highway Bottlenecks
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Based on an empirical study of real field traffic data measured in 1996–2014 through road detectors installed on German freeways, we reveal physical features of empirical nuclei for spontaneous traffic breakdown in free flow at highway bottlenecks. It is shown that the source of a nucleus for traffic breakdown is the solely difference between empirical spontaneous and induced traffic breakdowns at a highway bottleneck. Microscopic traffic simulations with a stochastic traffic flow model in the framework of three-phase theory explain the empirical findings. It turns out that in the most cases, a nucleus for empirical spontaneous traffic breakdown occurs through an interaction of one of waves in free flow with an empirical permanent speed disturbance localized at a highway bottleneck. The wave is a localized structure in free flow, in which the total flow rate is larger and the speed averaged across the highway is smaller than outside the wave. The waves in free flow appear due to oscillations in the percentage of slow vehicles; these waves propagate with the average speed of slow vehicles in free flow (about 85–88 km/h for German highways). Any of the waves exhibits a two-dimensional asymmetric spatiotemporal structure: Wave’s characteristics are different in different highway lanes.
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I. INTRODUCTION

In many equilibrium (e.g., [1, 2]) and dissipative metastable systems of natural science (e.g., [3,4,5]), there can be a spontaneous phase transition from one metastable phase to another metastable phase of a system. Such spontaneous phase transition occurs when a nucleus for the transition appears randomly in an initial metastable phase of the system: The growth of the nucleus leads to the phase transition. The nucleus can be a fluctuation within the initial system phase whose amplitude is equal or larger than an amplitude of a critical nucleus required for spontaneous phase transition. Nuclei for such spontaneous phase transitions can be observed in empirical and experimental studies of many equilibrium and dissipative metastable systems (e.g., [1, 2, 8, 13]). There can also be another source for the occurrence of a nucleus, rather than fluctuations: A nucleus can be induced by an external disturbance applied to the initial phase. In this case, the phase transition is called an induced phase transition (e.g., [13, 8, 13]).

The occurrence of congestion in vehicular traffic results either from empirical spontaneous or induced traffic breakdown at a highway bottleneck (Fig. 1(b), 14, 15). An empirical spontaneous traffic breakdown occurs when free flow has been both upstream and downstream before the breakdown has occurred (Fig. 1(b)). Empirical induced traffic breakdown is caused by a propagation of a localized congested pattern to the bottleneck location; in the case shown in Fig. 1(c), this localized congested pattern is a moving jam: After the jam is far away upstream of the bottleneck, congested traffic remains at the bottleneck for a long time interval. The downstream front of congested traffic, which separates free flow downstream and congested traffic upstream of the bottleneck, is fixed at the bottleneck. Congested traffic whose downstream front is fixed at the bottleneck is called synchronized flow: Traffic breakdown is a transition from free flow to synchronized flow at the bottleneck (F→S transition) [14, 15].

Because there can be either empirical spontaneous or induced traffic breakdown at the bottleneck (Fig. 1(b, c)), in three-phase traffic theory is assumed that under conditions $C_{\text{min}} \leq q_{\text{sum}} < C_{\text{max}}$ free flow is in a metastable state with respect to an F→S transition at the bottleneck, where $q_{\text{sum}}$ is the flow rate in free flow at the bottleneck, $C_{\text{min}}$ and $C_{\text{max}}$ are, respectively, some minimum capacity and maximum capacity of free flow at the bottleneck [14, 15]. This means that in an empirical example shown in Fig. 1(d), in which due to jam propagation through the bottleneck no traffic breakdown has been induced at the bottleneck, condition $q_{\text{sum}} < C_{\text{min}}$ should be satisfied.

As in other metastable systems, we could expect that when an empirical spontaneous traffic breakdown is observed, there should also be a disturbance in free flow that acts as a nucleus for the F→S transition (traffic breakdown) at the bottleneck. However, up to now no nuclei, which are responsible for spontaneous traffic breakdown at highway bottlenecks, could be identified in real field traffic data measured in free flow. In this article, we reveal empirical nuclei for spontaneous traffic breakdown in free flow at highway bottlenecks and study their physics.

The article is organized as follows. The physics of empirical nuclei for spontaneous traffic breakdown at highway bottlenecks is the subject of Sec. II. An empirical
spatiotemporal structure of nuclei and a microscopic theory of the nucleation of traffic breakdown at highway bottlenecks are considered in Sec. II of [14]. In Sec. IV we discuss empirical features of different sources of nuclei for empirical traffic breakdown at highway bottlenecks (Secs. IV A and IV B) as well as formulate conclusions.

II. PHYSICS OF EMPIRICAL NUCLEATION OF TRAFFIC BREAKDOWN AT HIGHWAY BOTTLENECKS

A. Methodology of study of waves in empirical free flow

In each of the freeway lanes, road detectors measure the following 1-min averaged data: the flow rate of all vehicles $q$, the flow rate of long vehicles $q_{\text{slow}}$, and the average speed $v$; respectively, we can calculate the percentage of long vehicles $\psi = 100q_{\text{slow}}/q$ that can be considered slow vehicles because the most of long vehicles moving on working days on German highways have a speed limit 80 km/h (in reality, slow vehicles move usually at the speed within a range 80–90 km/h).

To find nuclei for traffic breakdown, we study possible waves in free flow. Additionally with possible waves of 1-min average traffic variables $q$, $q_{\text{slow}}$, $v$, and $\psi$, we investigate also waves of the following variables

$$
\Delta q_{\text{wave}} = q - \bar{q}, \quad \Delta \psi_{\text{wave}} = \psi - \bar{\psi}, \quad \Delta v_{\text{wave}} = \bar{v} - v,
$$

where traffic variables $\bar{q}$, $\bar{v}$, $\bar{\psi}$ are related to 20-min average data with the use of the well-known procedure of “moving averaging”.

Furthermore, to reconstruct a possible wave propagation in space and time, we consider a pair of road detectors whose co-ordinates are $x = x_{\text{up}}$ (upstream detector) and $x_{\text{down}}$ (downstream). We denote traffic variables measured by these detectors by $\varphi(x_{\text{up}}, t)$ and $\varphi(x_{\text{down}}, t)$ for the upstream and downstream detectors, respectively, i.e., $\varphi$ denotes one of traffic variables:

$$
\varphi = [\Delta q_{\text{wave}}, \Delta \psi_{\text{wave}}, \Delta v_{\text{wave}}, q, q_{\text{slow}}, v, \psi].
$$

Within road locations $x$ between these two detectors

$$
x_{\text{up}} < x < x_{\text{down}},
$$

we introduce $K$ virtual road locations ($K \gg 1$) with coordinates $x_i$ that are at a small distance $\Delta d$ each from another, where $i = 1, 2, ..., K$. $\Delta d = (x_{\text{down}} - x_{\text{up}})/K$. Then traffic variables $\varphi$ at each of locations $x_i$ are found from formula:

$$
\varphi(x_i, t) = \frac{x_{\text{down}} - x_i}{x_{\text{down}} - x_{\text{up}}} \varphi(x_{\text{up}}, t + \frac{x_{\text{up}} - x_i}{v_d}) + \frac{x_i - x_{\text{up}}}{x_{\text{down}} - x_{\text{up}}} \varphi(x_{\text{down}}, t + \frac{x_{\text{down}} - x_i}{v_d}),
$$

where
where \( v_d \) is constant model parameter. Some results of such analysis of empirical waves in free flow are presented in Figs. 2 and 3. We have found that empirical waves can propagate through the whole road section; some of the waves appear at on-ramps or disappear at off-ramps.

In Fig. 2 we observe a strong increase in the flow rates \( q \) and \( q_{\text{slow}} \) in the flow direction that begins about 0.5–1 km upstream of the effective location of the on-ramp bottleneck labeled by “on-ramp bottleneck” in Fig. 1 (b) \([18]\). Due to this increase in the flow rate, the average speed decreases appreciably.

To avoid this negative impact of average values of traffic variables on wave resolution in free flow (Fig. 2), in Fig. 3 we present waves of variables \( \Delta \psi_{\text{wave}} \), \( \Delta q_{\text{wave}} \), and \( \Delta v_{\text{wave}} \) \([1]\). Then we find out that the waves of the flow rate \( \Delta q_{\text{wave}} \) and the speed \( \Delta v_{\text{wave}} \) almost coincide with the waves of the percentage of (slow) long vehicles \( \Delta \psi_{\text{wave}} \) (Fig. 3).

We see that each of the waves of the traffic variables propagates downstream with the mean wave velocity \( v_{\text{wave}} \) that is approximately equal to the mean speed of slow vehicles \( v_{\text{slow}}^{(\text{mean})} \) (Figs. 2 and 3):

\[
v_{\text{wave}} = v_{\text{slow}}^{(\text{mean})} .
\]

In all empirical data, \( v_{\text{slow}}^{(\text{mean})} \) is given by the average speed of long vehicles that changes within range 85–88 km/h. Within any of the waves propagating with the velocity \( v_{\text{wave}} \), the percentage of long vehicles and the flow rate are larger, whereas the average speed is lower than outside the wave.

**B. Empirical nucleation of traffic breakdown at on-ramp bottleneck**

During a long time interval, the waves of traffic variables in free flow propagate with the positive velocity \( v_{\text{wave}} \) through the on-ramp bottleneck without any consequences for free flow at the bottleneck (Fig. 3). This changes crucially when we consider a longer time interval (Fig. 4).

Indeed, when one of the waves propagates through the on-ramp bottleneck, the wave initiates traffic breakdown at the bottleneck. During the subsequent wave propagation downstream of the bottleneck, the structure of the wave and its features do not change. Thus, one of the waves in free flow studied above becomes to be a nucleus for traffic breakdown at the bottleneck, when the wave propagates through the bottleneck (labeled by “nucleus” in Fig. 4 (c)).

**C. Empirical nucleation of traffic breakdown at off-ramp bottleneck**

The empirical result shown in Fig. 4 remains qualitatively the same for the case of wave propagation through...
an off-ramp bottleneck. In Fig. 3 there are three bottlenecks: an off-ramp bottleneck and two upstream on-ramp bottlenecks. In this case, traffic breakdown occurs at the off-ramp bottleneck. This traffic breakdown leads to the emergence of a complex spatiotemporal congested pattern upstream of the off-ramp bottleneck (Fig. 5).

Before the breakdown has occurred, there is also a complex sequence of waves of traffic variables $\Delta \psi_{\text{wave}}$, $\Delta q_{\text{wave}}$, and $\Delta v_{\text{wave}}$ in free flow; some of the waves propagate through the whole 25 km long highway section (Fig. 8).

When we consider a longer time interval as that shown in Fig. 8, we find that while one of the waves approaches the off-ramp bottleneck, the wave initiates traffic breakdown at the bottleneck (Fig. 9). The structure of the wave and its features do not change after the wave is downstream of the off-ramp bottleneck. Thus, as in the
D. Empirical probability of spontaneous traffic breakdown at highway bottlenecks

In 1998, Persaud et al. [24] discovered that the empirical probability of traffic breakdown at highway bottlenecks is a growing flow rate function. This empirical probability of traffic breakdown has firstly been explained by an F→S transition in a metastable free flow at an on-ramp bottleneck with the use of simulations of a three-phase cellular automaton model [25]. This theoretical probability of spontaneous breakdown at a highway bottleneck, on-ramp bottleneck 1 and on-ramp bottleneck 2 marked by dashed lines are, respectively, effective bottlenecks $B_1$, $B_2$, and $B_3$ explained in detailed in Sec. 9.2.1 of [14]. Road detectors are at locations: $x = 0, 1.7, 3.2, 4.7, 5.1, 6.4, 7.9, 8.8, 9.8, 11.1, 12.2, 13.7, 14.8, 15.5, 16.1, 17.0, 17.7, 18.9, 19.8, 20.8, 21.7, 22.8, 23.3, 24.0$ km. The on-ramp bottleneck labeled by “on-ramp bottleneck 2” in (b) is the same as that in Fig. 4.
FIG. 7: Empirical nucleus in free flow associated with data in Fig. 5(b). Empirical waves of $\Delta \psi_{\text{wave}}$ (a), $\Delta q_{\text{wave}}$ (b), and $\Delta v_{\text{wave}}$ (c) in free flow averaged across the road for a longer time interval as that shown in Fig. 6. In (a–c), regions labeled by “synchronized flow” show symbolically synchronized flow. Parameters of the presentation of empirical waves in (a–c) are the same as those in Fig. 6(a–c), respectively. Real field traffic data measured by road detectors on September 03, 1998.

A bottleneck is well fitted by a function

$$P^{(B)} = \frac{1}{1 + \exp[\alpha (q_P - q_{\text{sum}})]}, \quad (6)$$

where $q_{\text{sum}}$ is the flow rate in free flow at the bottleneck, $\alpha$ and $q_P$ are parameters. Qualitatively the same growing flow-rate function for the breakdown probability has also been found in measured 5-minutes average traffic data [26–30].

However, the wave duration in the data is usually less than 5 minutes (Figs. 2, 4, 6, 7). Therefore, in 5-minutes average traffic data studied in [26–30] the waves cannot usually be resolved.

We study the flow rate functions of the empirical probability of spontaneous traffic breakdown whose nucleation is associated with wave propagation through highway bottlenecks. To find the empirical breakdown probability (black points in Fig. 8), we study data sets of 1-min averaged data measured during in 1996–2014. In each of

FIG. 8: Comparison of empirical (black points) and theoretical (dashed curves related to (6)) probabilities of traffic breakdown; empirical breakdown probabilities (black points) are related to real field traffic data measured by road detectors installed along a section of three-lane freeway A5-South with effective bottlenecks shown in Fig. 5 (a) Probability of traffic breakdown at on-ramp bottleneck (labeled by “on-ramp bottleneck 1” in Fig. 5(b)); empirical breakdown probability was found from a study of traffic data in which traffic breakdown was observed on 56 different days. (b) Probability of traffic breakdown at off-ramp bottleneck (labeled by “off-ramp bottleneck” in Fig. 5(b)); empirical breakdown probability was found from a study of traffic data in which traffic breakdown was observed on 89 different days.
the data sets traffic breakdown has been observed. The data sets have been measured on the same section of the freeway A5-South as the data studied above (Figs. 2–7).

Empirical breakdown probabilities (black points in Fig. 8) are found as functions of the total flow rate across the road as follows: (i) The breakdown is measured at detector with the use of 1-min averaged data. In the most of the data sets used for the calculation of the empirical breakdown probability (black points in Fig. 8), a nucleus for traffic breakdown appears during the propagation of one of the waves through the bottleneck location. (ii) The flow rates in free flow (before the breakdown) have been averaged over 15 min intervals. (iii) The flow rate axis is divided in flow rate intervals \( q_k, q_k + \Delta q_k \) with constant \( \Delta q_k = 940 \) vehicles/h ("k-flow rate interval"), \( k = 1, 2, \ldots, K \), where \( K \) is the total number of different k-flow rate intervals in free flow; (iv) for each of the k-flow rate intervals, breakdown probability is equal to \( n_k/N_k \), where \( N_k \) is the number of observed flow rates within the k-flow rate interval in all data sets, \( n_k \) is the number of breakdowns found in the k-flow rate interval. We have found that the empirical probabilities of traffic breakdown measured at detector as function of the flow rate (black points in Fig. 8) for both the on-ramp and off-ramp bottlenecks are well fitted with a theoretical one given by formula (6) with fitting parameters \( (q_p, \alpha^{-1}) = (6800, 456) \) vehicles/h for the on-ramp bottleneck (Fig. 8 (a)) and \( (6600, 643) \) vehicles/h for the off-ramp bottleneck (Fig. 8 (b)).

E. Empirical permanent disturbances at highway bottlenecks and nucleation of empirical traffic breakdown

In empirical data sets, a wave moving in free flow at the velocity \( c_0 \) acts as a nucleus for traffic breakdown only at some effective location of a highway bottleneck: No traffic breakdown has been observed between the bottleneck locations. To understand this empirical result, rather than waves of \( \Delta v_{\text{wave}} \) (Fig. 6), we consider empirical waves of the speed \( v(x,t) \) averaged across the road (Fig. 9 (a)).

We see that additionally to waves of the speed propagating downstream, there are three narrow road regions, which are localized in neighborhoods of the locations of off-ramp bottleneck, on-ramp bottleneck 1, and on-ramp bottleneck 2, respectively. Within these narrow regions, the speed is smaller than outside them (Fig. 9 (a)). These narrow regions of the decrease in the speed at the effective locations of the bottlenecks can be called permanent empirical local speed disturbances in free flow at highway bottlenecks [31].

Empirical observations show that a wave acts as a nucleus for traffic breakdown only when the wave reaches the location of a permanent local speed disturbance in free flow at a highway bottleneck. For this reason, the location of the permanent disturbance determines the ef-
fective location of the bottleneck at which traffic breakdown occurs. A decrease in the free flow speed within the permanent local speed disturbance becomes larger, when the wave reaches the effective bottleneck location. This is because within the wave the flow rate is larger and the speed is smaller than outside the wave.

Thus the physics of the occurrence of empirical nuclei for traffic breakdown at highway bottlenecks can be explained by an interaction of a wave in free flow with a permanent speed disturbance localized at the effective location of the bottleneck.

Empirical results presented in Figs. 9(b) and 10 for the off-ramp bottleneck confirm the above conclusion that a wave becomes to be nucleus for traffic breakdown only at the effective locations of the bottleneck at which permanent speed disturbance is localized (Fig. 9 (a)). The same conclusion is valid for the on-ramp bottleneck (Fig. 11) that is the bottleneck labeled by “on-ramp bottleneck 2” in Fig. 9. For both off- and on-ramp bottlenecks, a wave, within which the percentage of long vehicles (Figs. 10 (a) and 11 (a)) and the flow rate are larger (Figs. 10 (c) and 11 (c)) whereas the average speed is lower (Figs. 10 (b) and 11 (b)) than outside the wave, becomes to be a nucleus for traffic breakdown only at the effective location of the bottleneck at which a permanent speed disturbance is localized (Fig. 9 (a)).

The empirical evidence of the effect of permanent local speed disturbances in free flow at the effective locations of highway bottlenecks on the breakdown nucleation due to wave propagation revealed in the article confirms the theoretical explanation of an F$\rightarrow$S transition made in three-phase theory. In this theory, the assumption about the existence of permanent local speed disturbances in free flow at the effective locations of highway bottlenecks should explain why the probability of the F$\rightarrow$S transition in metastable free flow is considerably larger at the bottlenecks than outside them [14, 19–22].

More than 160 traffic breakdowns at on- and off-ramp bottlenecks on different highways in Germany that measured during 1996–2014 have been studied. It turns out that the empirical result of breakdown nucleation at a highway bottleneck due to the interaction of a wave in free flow with a permanent speed disturbance localized at the effective location of the bottleneck is the common one for the most of the data sets.

III. EMPIRICAL SPATIOTEMPORAL STRUCTURE OF NUCLEI AND MICROSCOPIC THEORY OF BREAKDOWN NUCLEATION

A. Empirical two-dimensional (2D) asymmetric spatiotemporal structure of nuclei for traffic breakdown

To study a possible effect of a non-homogeneity of traffic flow across the road on the breakdown nucleation, we consider empirical traffic variables in different freeway lanes (Figs. 12 and 13). We should mention that the most of long vehicles move in the right lane (sometimes traffic flow in the right lane consists of almost 100% (slow) long vehicles) (Fig. 12 (a)). The percentage of long vehicles $\psi$ in the middle lane is considerably smaller than in the right lane; almost no long vehicles move in the left lane (Fig. 12 (a)).

We have found the following empirical result: An empirical wave in free flow exhibits a two-dimensional (2D) structure: Wave’s characteristics are different in different highway lanes (Fig. 13). This wave structure is asymmetric for different traffic variables in the perpendicularly direction to the flow direction. The most waves of long vehicles are observed in the right lane, while in the left lane almost no waves of $\Delta u_{\text{wave}}$ exist. On contrary, the most waves of the flow rate and vehicle speed are observed in the left lane, while in the right lane almost no waves of $\Delta q_{\text{wave}}$ and $\Delta u_{\text{wave}}$ exist.

However, to understand the effect of 2D asymmetric structure of nuclei on features of traffic breakdown, a study of microscopic empirical data is required in which lane changing and vehicle acceleration (deceleration) in a neighborhood of a bottleneck can be resolved. Unfortunately, such microscopic (single-vehicle) empirical data for free flow at bottlenecks is currently not available. Therefore, in Sec. III B with the use of a three-phase stochastic microscopic traffic flow model, we study theoretical predictions about the effect of 2D asymmetric structure of nuclei on microscopic features of traffic breakdown at an on-ramp bottleneck.

B. Microscopic theory of the nucleation of traffic breakdown at highway bottlenecks

1. Model

We consider a simple model of traffic flow on two-lane road with an on-ramp bottleneck. In this model, we assume that traffic flow consists of identical passenger vehicles in which there is only one slow vehicle moving in the right road lane. Such a model of traffic flow with a slow vehicle is known as a “moving bottleneck” model [39–44].

However, as explained in details in [16], traffic flow models used in [39–44] cannot describe an F$\rightarrow$S transition in metastable free flow at a highway bottleneck, as observed in all known measured traffic data [14] including empirical field traffic data studied in this article. Therefore, we make simulations with a stochastic microscopic three-phase traffic flow model with on-ramp and moving bottlenecks of Ref. [44]. In this model, states of synchronized flow cover a two-dimensional region (2D) in the flow–density plane (Fig. 13 (a)), as it follows from a hypothesis of three-phase theory about states of synchronized flow [45–47]. As shown in [23, 44, 49, 52], this model can reproduce all known empirical macroscopic features of traffic breakdown (F$\rightarrow$S transition) in metastable free flow at highway bottlenecks [53].
FIG. 10: Empirical time-distributions of traffic variables averaged across the road at different detector locations within a wave that initiates the breakdown at the location of a permanent speed disturbance (effective location of the off-ramp bottleneck): (a) The percentage of long vehicles. (b) The speed. (c) The total flow rate. Arrows in downstream direction show regions of the downstream propagation of the wave. The arrow in upstream direction in (b) shows the propagation of synchronized flow that has occurred due to the breakdown at the off-ramp bottleneck. The same real field traffic data as that shown in Fig. 7.
FIG. 11: Empirical time-distributions of traffic variables at different road detector locations within a wave that initiates the breakdown at the on-ramp bottleneck: (a) The percentage of long vehicles. (b) The speed averaged across the road. (c) The total flow rate. Arrows in downstream direction show regions of the downstream propagation of the wave. The arrow in upstream direction in (b) shows the propagation of synchronized flow that has occurred due to the breakdown at the bottleneck. The same real field traffic data as that shown in Figs. 1(b) and 4 measured on April 15, 1996; the on-ramp bottleneck is the bottleneck labeled by “on-ramp bottleneck 2” in Fig. 9; the effective location of this on-ramp bottleneck is approximately equal to $x = 6.4$ km.
A moving bottleneck is caused by a slow vehicle that moves in the right lane at a maximum speed $v_M$ that is lower than the speed of other (identical) vehicles $v_{\text{free}}$. It is assumed that there is a road region with length $L_c$ upstream of the slow vehicle (Fig. 14(b)). This region is a moving one at the speed $v_M$. Within this moving region $L_c$, called as “moving merging region” of the moving bottleneck, all passenger vehicles moving in the right lane change to the left lane, while approaching the moving bottleneck; this lane changing occurs independent of the speed difference between lanes, when some safety conditions are satisfied (Sec. A2). The length $L_c$ of the moving merging region is associated with the mean distance at which vehicles recognize the slow vehicle. In accordance with [44], a moving bottleneck can be a nucleus for traffic breakdown (F$\rightarrow$S transition) at an on-ramp bottleneck (Fig. 14(c)). Because the rules of vehicular motion in the three-phase traffic flow model as well as in the bottleneck models (Fig. 14(b)) have been presented and discussed in details in [44], they are given in Appendix A.

2. Microscopic 2D asymmetric structure of waves in free flow

To understand the 2D asymmetric structure of empirical waves in free flow (Sec. III A) as well as a possible impact of this wave structure on traffic breakdown, in comparison with [44], we study here the effect of the moving bottleneck on spatiotemporal distributions of traffic variables in different road lanes (Fig. 14(d–g)), on lane changing behavior in a neighborhood of the moving bottleneck upstream of the on-ramp bottleneck (Fig. 15) and in a neighborhood of the on-ramp bottleneck (Fig. 16).

To pass the slow vehicle (moving bottleneck), vehicles moving in the right lane change to the left lane within the merging region of the moving bottleneck (up-arrows $R\rightarrow L$ for vehicles 1 and 2 in Fig. 15). After passing the slow vehicle, most of these vehicle change back to the right lane (down-arrows $L\rightarrow R$ for vehicles 1 and 2 in Fig. 15). This sequence $R\rightarrow L\rightarrow R$ of lane changing leads to an increase in the flow rate in the left lane in a neighborhood of the slow vehicle (Fig. 14(d)). Therefore, this increase in the flow rate in the left lane moves with the speed of the slow vehicle: A wave of the increase in the flow rate occurs that moves at the velocity $v_M$ (Fig. 14(d)). Due to the increase in the flow rate, the speed in the left lane within the wave decreases. Time-distributions of the flow rate, speed, and density within the wave in the left lane (Fig. 14(e–g)) confirm these conclusions about the wave features.

There is also an increase in the flow rate in the right lane. This increase in the flow rate is due to an increase in the vehicle density upstream of the moving bottleneck (Fig. 14(b)); however, this increase in the flow rate is considerably smaller than that in the left lane. Thus the wave of the flow rate exhibits a 2D asymmetric structure whose characteristics are different in different highway lanes (Fig. 14(d)). This is qualitatively exactly the same effect as observed in real field empirical data (Sec. III A).

These simulations allow us to explain empirical waves in free flow (Secs. II A and III A) as follows. In empirical data, the percentage of slow (long) vehicles in the right lane exhibits large oscillations over time (Fig. 12(a)). Therefore, waves of slow vehicles occur in the right lane. Because the most of slow vehicles move in the right lane (Fig. 12(a)), the largest wave amplitude $\Delta \psi_{\text{wave}}$ is observed in the right lane (left column in Fig. 13(a)), whereas almost no waves of slow vehicles is observed in the left lane (left column in Fig. 13(c)) [107].

There are very different empirical vehicle speeds in the left and middle lanes (Fig. 12(b)). This allows us to assume that there are passenger vehicles that prefer the
FIG. 13: Empirical waves of the percentage of slow (long) vehicles $\Delta \psi_{\text{wave}}$ (left column), the flow rate $\Delta q_{\text{wave}}$ (middle column), and the vehicle speed $\Delta v_{\text{wave}}$ (right column) in free flow for different road lanes for real field traffic data shown in Fig. 1 (b) during the same time interval as that in Fig. 2: (a) Right lane. (b) Middle lane. (c) Left lane. Waves of $\Delta \psi_{\text{wave}}(x,t)$ are presented by regions with variable shades of gray (green in the on-line version) (in white regions $\Delta \psi_{\text{wave}} \leq 0.3\%$, in black (dark green) regions $\Delta \psi_{\text{wave}} \geq 1\%$). Waves of $\Delta q_{\text{wave}}(x,t)$ are presented by regions with variable shades of gray (blue in the on-line version) (in white regions $\Delta q_{\text{wave}} \leq 480$ vehicles/h, in black (dark blue) regions $\Delta q_{\text{wave}} \geq 800$ vehicles/h). Waves of $\Delta v_{\text{wave}}(x,t)$ are presented by regions with variable shades of gray (in white regions $\Delta v_{\text{wave}} \leq 7$ km/h, in black regions $\Delta v_{\text{wave}} \geq 20$ km/h). Model parameters in formula (4) are the same as those in Fig. 2.
FIG. 14: Simulations of the nucleation of traffic breakdown on two-lane road with on-ramp bottleneck through wave propagation in free flow: (a) Hypothesis of three-phase theory about 2D-steady states of synchronized flow incorporated in a stochastic microscopic three-phase model used for simulations. (b) Models of moving and on-ramp bottlenecks. (c) Nucleation of traffic breakdown at on-ramp bottleneck through wave propagation caused by a moving bottleneck in different road lanes (left – left lane, right – right lane). (d) Wave of the flow rate $q(x,t)$ in different road lanes (left – left lane, right – right lane) presented by regions with variable shades of gray (in white regions $q \leq 2000$ vehicles/h, in black regions $q \geq 2150$ vehicles/h); wave presentation is made with the use of a virtual detector moving at the speed $v_M$ (Appendix B). (e–g) Time-functions of the flow rate (e), the speed (f) and the density (g) within the wave in the left lane at location $x = 5$ km. $v_M = 82.8$ km/h, $(q_{in}, q_{on}) = (1800, 750)$ vehicles/h, $x_{on} = 10$ km. Other model parameters are in Table III of Appendix A.

uninterrupted motion at a higher speed in the left lane, and those passenger vehicles that prefer the motion in the middle and right lanes at a lower speed, while using the left lane for passing only.

We can assume that the frequency of this passing increases considerably when passenger vehicles approach a wave of slow vehicles in the right lane: The passenger vehicles change firstly to the left lane and, after the vehicles have passed the wave, they change back to the middle and to the right lanes. Thus, during the passing of a wave of slow vehicles in the right lane, the flow rate in the left lane increases firstly, and then the flow rate decreases. As in simulations (Fig. 14 (d)), this should lead to the wave of the flow rate in the left lane caused by the wave of slow vehicles in the right lane (Fig. 13). This explains the emergence of waves $\Delta q_{wave}$ moving at the average speed of slow vehicles $v_M$ (Figs. 3 and 13) that is considerably smaller than the vehicle speed in the left and middle lanes (Fig. 12). As in simulations, the increase of the flow rate in free flow leads to a speed decrease; therefore, as in simulations (Figs. 14 (e, f)), in empirical observations a 2D-structure of the
waves of the speed and flow rate coincide qualitatively each other (middle and right columns in Fig. 13).

3. Microscopic structure of permanent speed disturbance at bottleneck

In simulations, there is a permanent speed disturbance at the on-ramp bottleneck (Fig. 16). To explain the disturbance, note when the flow rate \( q_{in} \) (Fig. 14 (b)) is large enough, due to vehicle merging from the on-ramp into the right lane of the main road (vehicle “p” in Fig. 16 (a)), the following vehicle moving in the right lane on the main road decelerates (vehicle 3 in Fig. 16 (a–c)). This deceleration of vehicle 3 forces the following vehicles 4 and 5 to decelerate. The speed disturbance occurs in a neighborhood of the merging region on the on-ramp \( x_{on} \leq x \leq x_{on}^{(e)} \) in Figs. 14 (b) and 16 (a–c)). Although the minimum speed within the disturbance increases over time (vehicle 3–5 in Fig. 16 (b, c)), the disturbance is maintained on average because next vehicle that merges from the on-ramp onto the main road (vehicle “m” in Fig. 16(a)) leads to the deceleration of the following vehicle (vehicle 6 in Fig. 16 (a–c)), and so on.

The permanent speed disturbance occurs also in the left lane (vehicle 7 in Fig. 16 (d–f)). The disturbance appears due to vehicles that decelerate initially within the disturbance in the right lane and then they change to the left lane as shown with an example of vehicle 8 together with arrow labeled by R→L in Fig. 16 (a, d). Due to this lane changing, the following vehicle 9 must decelerate to a smaller speed than that of vehicle 8. The lane changing maintains the permanent speed disturbance in the left lane (vehicles 9–11 in Fig. 16 (d–f)).

4. Microscopic features of interaction of waves in free flow with permanent local disturbance at bottleneck

Before the moving bottleneck reaches the on-ramp bottleneck, no spontaneous traffic breakdown occurs at the on-ramp regardless of the existence the permanent speed disturbance. This is because at chosen flow rates \( q_{on} \) and \( q_{on} \), the probability of spontaneous traffic breakdown due to model fluctuations is small (although this probability is larger than zero). However, when the wave reaches the effective location of the on-ramp bottleneck (Fig. 14 (c)), the speed decreases at the bottleneck additionally to that within the permanent speed disturbance; as a result, the wave becomes to be a nucleus for spontaneous traffic breakdown at the bottleneck.

In simulations, this traffic breakdown is associated with the interaction of the permanent speed disturbance with the wave of the flow rate and speed caused by the moving bottleneck. The breakdown begins to develop in the left lane in which the flow rate is larger and the speed is smaller than outside the wave. Firstly, within the region of the permanent disturbance \( x_{on} \leq x \leq x_{on}^{(e)} \) in Figs. 14 (b) and 17, vehicle “p2” merges from the on-ramp into the right lane; this vehicle changes quickly to the left lane (up-arrow R→L for vehicle “p2” in Fig. 17). Due to the increase in the flow rate within the wave in the left lane, following vehicles 12–14 should decelerate. This vehicle deceleration causes traffic breakdown: the upstream front of synchronized flow is forming in the left lane while propagating upstream (dotted-dashed line labeled by F→S in Fig. 17 (a)). Vehicles 15 and 16 approaching this front of synchronized flow change to the right lane (down-arrows L→R for vehicles 15 and 16 in Fig. 17). However, vehicles 15 and 16 should follow vehicle “m2” that has just merged from the on-ramp into the right lane. Thus vehicles 15 and 16 should decelerate. This vehicle deceleration causes traffic breakdown:
FIG. 17: Fragments of simulated vehicle trajectories associated with Fig. 14 (c): (a) Left lane. (b) Right lane.

the upstream front of synchronized flow is forming in the right lane while propagating upstream (dotted-dashed line labeled by $F \rightarrow S$ in Fig. 17 (b)).

In contrast to simulations with a single slow vehicle (Fig. 14 (b)), in real field data there are many slow vehicles (Secs. II and III A). However, in the empirical data there are large time-oscillations of the percentage of slow vehicles (Fig. 12 (a)). For this reason, a sequence of waves occurs (left column in Fig. 13). Based on a simple model with the single slow vehicle, we have simulated one of such waves of real traffic (Figs. 14 (d–f)). For this reason, a sequence of waves of slow vehicles occurs (left column in Fig. 13). Based on a simple model with the single slow vehicle, we have simulated one of such waves of real traffic (Figs. 14 (d–f)). We have found that, as in empirical observations (Fig. 13), in simulations the wave exhibits a 2D-structure of the flow rate and speed (Fig. 14 (d–f)). Moreover, as in empirical observations (Sec. II), in simulations we have found that a nucleus for traffic breakdown ($F \rightarrow S$ transition) at the bottleneck (Figs. 14 (c) and 17) occurs due to an interaction of this wave with a permanent speed disturbance at a highway bottleneck. Thus the above simulations can (at least qualitatively) explain the physics of empirical findings of Secs. II and III A.

IV. DISCUSSION

A. Sources of nucleus for empirical traffic breakdown

Both an empirical wave in free flow (Figs. 1 (b) and 3) and a localized congested pattern (wide moving jam in Fig. 1 (c)) become to be nuclei for traffic breakdown, when they reach the effective location of a highway bottleneck. However, the propagation of a single congested pattern to the effective bottleneck location is sufficient for the inducing of the breakdown at the bottleneck. In contrast, many waves in free flow can propagate through the bottleneck while initiating no breakdown at the bottleneck (Figs. 3 and 6).

The latter empirical result allows us to assume that at a given flow rate in free flow at a highway bottleneck there is a critical wave related to a critical nucleus for traffic breakdown. Therefore, if a wave is a smaller one than the critical wave for a given flow rate at a highway bottleneck, then no breakdown occurs while the wave propagates through the bottleneck. For example, all waves shown in Fig. 3 for $t < 6:35$ and in Fig. 6 for $t < 6:40$ should be smaller than critical waves. However, waves that become to be nuclei for the breakdown at the effective locations of the bottlenecks in Figs. 3 and 7 should be equal to or larger ones than critical waves for the breakdown at the related bottlenecks, respectively.

In contrast with waves in free flow, within a congested pattern the speed is usually smaller than a critical speed required for the breakdown in free flow at a bottleneck. For this reason, at the flow rate satisfying condition $q_{\text{sum}} > C_{\text{min}}$, any localized congested pattern becomes to be a nucleus for traffic breakdown, when the pattern reaches the effective bottleneck location.

Thus a basic difference between empirical spontaneous (Fig. 1 (b)) and empirical induced breakdowns (Fig. 1 (c)) is as follows: To initiate the spontaneous breakdown at the bottleneck, i.e., to be a nucleus for the breakdown, a wave in free flow should be equal to or a larger one than a critical wave. In contrast, a localized congested pattern is always a nucleus for the breakdown at the bottleneck, when condition $q_{\text{sum}} > C_{\text{min}}$ is satisfied, i.e., when traffic breakdown can occur at the bottleneck.

However, after the breakdown has occurred, characteristics of a congested pattern that has been formed at the bottleneck do not depend on whether the congested pattern has occurred due to empirical spontaneous breakdown or due to empirical induced breakdown. This statement is illustrated by empirical data presented in Fig. 18.

In Fig. 18 (a), a congested pattern at the on-ramp bottleneck (Fig. 1 (b)) has occurred due to empirical spontaneous breakdown caused by a wave that becomes to be a nucleus for the breakdown, when the wave is at the effective bottleneck location (Fig. 4). In contrast, in Fig. 18 (b) a congested pattern at the on-ramp bottleneck (Fig. 1 (c)) has been induced due to the propagation of a wide moving jam through the bottleneck. Empirical
studies show that features of congested traffic resulting from the induced breakdown (at \( t > 7:07 \) in Fig. 19(c)) are qualitatively identical to those found in congested traffic resulting from empirical spontaneous traffic breakdown (Fig. 19(b)). In particular, in both cases congested traffic resulting from the breakdown at the bottleneck is self-maintained under free flow conditions downstream of the bottleneck.

This shows that rather than the nature of traffic breakdown, the terms \textit{empirical spontaneous} and \textit{empirical induced} traffic breakdowns at a bottleneck distinguish different sources of a nucleus that occurrence leads to traffic breakdown: In Fig. 19(b), the source of empirical spontaneous breakdown is one of the waves in free flow shown in Fig. 19. In Fig. 19(c), the source of empirical induced breakdown is the wide moving jam.

In contrast with the wide moving jam shown in Fig. 19(c), a wide moving jam shown in Fig. 19(d) does not induce traffic breakdown at the bottleneck. Indeed, in the latter case, after the jam is far away upstream of the bottleneck, free flow returns both at the effective bottleneck location as well as downstream and upstream of the bottleneck (Fig. 19(a)). Because under condition \( q_{jam} > C_{min} \) the jam is always a nucleus for traffic breakdown at the bottleneck, the case shown in Fig. 19(d)
should be related to the opposite condition $q_{\text{sum}} < C_{\text{min}}$ at which no traffic breakdown can occur at the bottleneck. We see that empirical induced traffic breakdown is probably the only one “method” to find whether traffic breakdown can occur at the bottleneck or not.

This emphasizes another difference between empirical spontaneous and empirical induced traffic breakdowns at a highway bottleneck: When waves in free flow propagate though the bottleneck without initiating of the breakdown, we cannot state whether all waves are smaller than a critical wave, or condition $q_{\text{sum}} < C_{\text{min}}$ is satisfied at which no traffic breakdown can occur at the bottleneck. In contrast, when a local congested pattern propagates through the bottleneck without inducing of the breakdown, we can state that the flow rate at the bottleneck is smaller than $C_{\text{min}}$.

B. Induced traffic breakdown as one of different consequences of spillover in real traffic

The effect of continuous upstream propagation of traffic congestion is often called spillback. When due to this upstream propagation a congested pattern affects an upstream road bottleneck, it is often called spillover. In the cases of the wide moving jams shown in Figs. 2 (c) and 2 (d), any of the jams can also be considered the effect of spillover because the jam forces congested traffic at the bottleneck.

However, when the jams are far away upstream of the bottleneck, they do not force congested traffic at the bottleneck any more. We can see that there can be at least the following qualitatively different effects due to spillover at a highway bottleneck:

(i) An empirical induced traffic breakdown occurs due to jam propagation through a bottleneck (Fig. 2 (c)).

(ii) An expanded congested pattern (EP) occurs due to spillover (Fig. 19 (b)) [108]. The EP shown in Fig. 19 (b) appears when an empirical congested pattern that occurs initially at an off-ramp bottleneck propagates upstream (spillback). Due to this upstream pattern propagation it forces congested conditions at an upstream on-ramp bottleneck (labeled by “on-ramp bottleneck 1”); this spillover lasts several hours. This case of spillover cannot be considered as induced traffic breakdown, because congested traffic at the on-ramp bottleneck is forced by spillover.

(iii) The jam propagation through a bottleneck leads neither to induced traffic breakdown nor to an EP (Fig. 2 (d)). This effect of spillover shows that the flow rate is smaller than the minimum capacity of free flow at the bottleneck: $q < C_{\text{min}}$.

C. Conclusions

An empirical study of real field traffic data allows us to make the following conclusions about physical features of empirical nuclei for spontaneous traffic breakdown in free flow at highway bottlenecks:

1. In the most real field traffic data measured in 1996–2014 by road detectors on German freeways, a nucleus for traffic breakdown at a highway bottleneck occurs through an interaction of one of the waves in free flow with a permanent speed disturbance localized at a highway bottleneck. When the wave reaches the location of the disturbance at the bottleneck (effective bottleneck location), spontaneous traffic breakdown, i.e., phase transition from free flow to synchronized flow occurs.

2. Waves in free flow, which can be nuclei for spontaneous traffic breakdown at highway bottlenecks, appear due to oscillations in the percentage of slow vehicles over time. These waves propagate with the average speed of slow vehicles in free flow (about 85–88 km/h for German highways). Within a wave, the total flow rate is larger and the speed averaged across the highway is smaller than outside the wave.

3. Any of the waves in free flow, which can be a nucleus for spontaneous traffic breakdown at a highway bottleneck, exhibits a two-dimensional (2D) asymmetric spatio-temporal structure whose characteristics are different in different highway lanes.

4. Microscopic traffic simulations with a stochastic traffic flow model in the framework of three-phase theory explain the empirical findings.

Appendix A: Stochastic three-phase traffic flow model used for simulations

1. Update rules of vehicle motion

The traffic flow model used in Sec. III B (see Tables I and II) [44] is a discrete version [23] of the stochastic three-phase traffic flow model of Ref. [50, 51]: rather than the continuum space co-ordinate, a discretized space coordinate with a small enough value of the discretization cell $\delta x$ is used. Consequently, the vehicle speed and acceleration (deceleration) discretization intervals are $\delta v = \delta x / \tau$ and $\delta a = \delta v / \tau$, respectively, where time step $\tau = 1$ s.

In formulae of Tables I (and II) $n = 0, 1, 2, \ldots$ is number of time steps, $x_n$ is the vehicle coordinate at time step $n$, $v_n$ is the vehicle speed at time step $n$, $v_{\text{free}}$ is a maximum speed in free flow, $g_n = x_{\ell,n} - x_n - d$ is a space gap, $d$ is a vehicle length, index $\ell$ marks the preceding vehicle, $G(v_n, v_{\ell,n})$ is a synchronization gap, superscripts + and − in variables, parameters, and functions denote the preceding vehicle and the trailing vehicle in the “target” (neighboring) lane, respectively; the target lane is the lane into which the vehicle wants to change.

Because in the discrete model version discretized (and dimensionless) speed and acceleration are used, which are measured respectively in the discretization values $\delta v$ and $\delta a$, the value $\tau$ in all formulae below is assumed to be the dimensionless value $\tau = 1$. 
2. Model of vehicle merging at moving bottleneck

In accordance with [44], we assume that a slow vehicle moves in the right lane. If a vehicle moves initially in the right lane upstream of the slow vehicle, then within the moving merging region $L_n$ (Fig. 14 (b)) the vehicle changes from the right lane to the left lane, when safety conditions (*) or (**) are satisfied.

The safety conditions (*) are as follows:

$$g_n^+ > \min(\hat{v}_n \tau, G(\hat{v}_n, v_n^+)),
\quad g_n^- > \min(v_n^+ \tau, G(v_n^+, \hat{v}_n)),
\quad g_n^+ > \min(\hat{v}_n \tau, G(\hat{v}_n, v_n^+)),
\quad g_n^- > \min(v_n^+ \tau, G(v_n^+, \hat{v}_n)),$$

$$\hat{v}_n = \min(v_n^+, v_n + \Delta v_n^{(1)}),$$

$$\Delta v_n^{(1)} > 0$$

is constant.

The safety condition (**) is given by formula

$$x_n - x_n^* - d > g_{\text{target}}^{\text{(min)}},
\quad g_{\text{target}}^{\text{(min)}} = [\lambda_b v_n^* + d],$$

(33)

where $\lambda_b$ is constant; in addition, the vehicle should pass the midpoint $x_n^{(m)} = \lfloor (x_n^* + x_n)/2 \rfloor$ between two neighboring vehicles in the target lane, i.e., the conditions

$$x_{n-1} < x_n^{(m)} \text{ and } x_n \geq x_n^{(m)}$$

or

$$x_{n-1} \geq x_n^{(m)} \text{ and } x_n < x_n^{(m)}.$$  

should be satisfied.

Speed adaptation before vehicle merging is given by vehicle motion rules of Tables I where

$$v_{n,n} = \begin{cases}
&v_n + \Delta v_n^+ \text{ at } g_n^+ \leq G(v_n^+, \hat{v}_n^+) \\
&v_n + a_n \tau \text{ at } g_n^+ > G(v_n^+, \hat{v}_n^+)
\end{cases},
\quad G_n = G(v_n, v_r),$$

(34)

$$\Delta v_n^+ = \max(-b_n \tau, \min(a_n \tau, \hat{v}_n^+ - v_n)),
\quad \hat{v}_n^+ = \max(0, \min(v_n^+ \tau, v_n^+ + \Delta v_n^{(2)})),$$

(35)

$$\Delta v_n^{(2)}$$

is constant.

After vehicle merging the vehicle speed $v_n$ is set to $\hat{v}_n$ (A2), note that in (A2) the vehicle speed $v_n$ is the speed before vehicle merging; under the rule (**) the vehicle coordinate $x_n$ does not change, under the rule (**):

$$x_n = x_n^{(m)}.$$  

(36)
TABLE III: Model parameters used in most simulations (when other model parameters or the continuum stochastic model of [31] are used, this is mentioned in figure captions)

| Vehicle motion in road lane: | |
|-----------------------------|--|
| $\tau_{safe} = \tau$, $d = 1.5$ m/$\delta x$, $\delta x = 0.01$ m, | |
| $v_{\text{free}}^{\text{(max)}} = 30$ ms$^{-1}$/$\delta v$, $b = 1$ ms$^{-2}$/$\delta a$, | |
| $\delta v = 0.01$ ms$^{-1}$, $\delta a = 0.01$ ms$^{-2}$, $k = 3$, | |
| $p_1 = 0.3$, $\phi_0 = 1$, $p_0 = 0.1$, $p_0 = 0.17$ | |
| $p^{(0)}(v_0) = 0.005$, $p_2(v_0) = 0.48 + 0.32\Theta(v_0 - v_{21})$, | |
| $p_0(v_0) = 0.575 + 0.125$ min $(1, v_0/v_0)$, | |
| $\phi^{(1)}(v_0) = 0.2a +$ | |
| $+ 0.8a \max (0, \min (1, (v_{22} - v_0)/\Delta v_{22})$, | |
| $\phi^{(0)} = 0.2a$, $\phi^{(a)} = a$, | |
| $v_{22} = 12.5$ ms$^{-1}$/$\delta v$, $\Delta v_{22} = 2.778$ ms$^{-1}$/$\delta v$, | |
| $v_{01} = 10$ ms$^{-1}$/$\delta v$, $v_{21} = 15$ ms$^{-1}$/$\delta v$, | |
| $a = 0.5$ ms$^{-2}$/$\delta a$. | |

Lane changing:

$\delta_1 = 1$ ms$^{-1}$/$\delta v$, $L_a = 80$ m/$\delta x$, $p_x = 0.2$, $\lambda = 0.75$, $\Delta v^{(1)} = 2$ ms$^{-1}$/$\delta x$.

Bottleneck models:

$\lambda_0 = 0.75$ for all the bottlenecks,

$L_a = 0.3$ km/$\delta x$ for moving bottleneck,

$v_{\text{free on}} = 22.2$ ms$^{-1}$/$\delta v$, $\Delta v^{(2)} = 5$ ms$^{-1}$/$\delta v$ for on-ramp bottleneck,

$L_a = 1$ km/$\delta x$, $\Delta v^{(1)} = 10$ ms$^{-1}$/$\delta v$, $L_m = 0.3$ km/$\delta x$ for on-ramp bottleneck.

The same rules for vehicle merging are used in models of an on-ramp bottleneck (Fig. [14] (b)) (see Fig. 16.2 in Sect. 16.3.6 of [14]), i.e., when a vehicle merges from the on-ramp onto the main road or a vehicle leaves the main road to the off-ramp.

**Appendix B: Model of moving virtual detector**

To reconstruct a 2D-structure of the flow rate (Fig. [14] (d)), we use a moving virtual detector at which the vehicle speed $v = v(x, t)$ and headway between vehicles $h = h(x, t)$ are averaged in a neighborhood of the moving bottleneck as follows:

\[
v_{\text{avr}}(x, t) = \frac{1}{T} \int_{t-T/2}^{t+T/2} v(x + v_{\text{det}}(t' - t), t') dt', \quad (B1)
\]

\[
h_{\text{avr}}(x, t) = \frac{1}{T} \int_{t-T/2}^{t+T/2} h(x + v_{\text{det}}(t' - t), t') dt', \quad (B2)
\]

where $T = 5$ min is the averaging time interval, $v_{\text{det}}$ is the speed of virtual detector (we use $v_{\text{det}} = v_M$). The flow rate is

\[
q_{\text{avr}}(x, t) = v_{\text{avr}}(x, t)/h_{\text{avr}}(x, t). \quad (B3)
\]

In the discrete form, coordinate $x$ and time $t$ are discrete ones: $x_m = m h_x$ and $t_k = k h_t$, $m = 0, 1, 2, \ldots$, $k = 0, 1, 2, \ldots$, where the space step $h_x = 7.5$ m and the time step $h_t = 1$ s. Then formulae (B1), (B2) take the form

\[
v_{\text{avr}}(x_m, t_k) = \frac{1}{N_T + 1} \sum_{k' = -N_T/2}^{k' = N_T/2} v(x_m + h_x m', t_k + h_t k'), \quad (B4)
\]

\[
h_{\text{avr}}(x_m, t_k) = \frac{1}{N_T + 1} \sum_{k' = -N_T/2}^{k' = N_T/2} h(x_m + h_x m', t_k + h_t k'), \quad (B5)
\]

where

\[
m' = \lfloor v_{\text{det}} h_t k'/h_x \rfloor, \quad (B6)
\]

the expression $\lfloor z \rfloor$ denotes the integer part of $z$, the value $N_T$ is chosen to be the even value and $T = (N_T + 1) h_t$.
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