Enhancing quantum exchanges between two oscillators

Q. Ansel,1,∗ A. D. Chepelianskii,2 and J. Lages1

1Institut UTINAM, UMR 6213, CNRS, Université Bourgogne Franche-Comté, Observatoire des Sciences de l’Univers THETA, 41 bis avenue de l’Observatoire, F-25010 Besançon, France
2LPS, Université Paris-Saclay, CNRS, UMR 8502, F-91405, Orsay, France

We explore the extent to which two quantum oscillators can exchange their quantum states efficiently through a three-level system which can be spin levels of colored centers in solids. High transition probabilities are obtained using Hamiltonian engineering and quantum control techniques. Starting from a weak coupling approximation, we derive conditions on the spin-oscillator interaction Hamiltonian that enable a high-fidelity exchange of quanta. We find that these conditions cannot be fulfilled for arbitrary spin-oscillator coupling. To overcome this limitation, we illustrate how a time-dependent control field applied to the three-level system can lead to an effective dynamic that performs the desired exchange of excitation. In the (ultra) strong coupling regime, an important loss of fidelity is induced by the dispersion of the excitation onto many Fock states of the oscillators. We show that this detrimental effect can be substantially reduced by suitable control fields, which are computed with optimal control numerical algorithms.
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I. INTRODUCTION

The transfer of quantum information between different systems plays a central role in quantum technologies [1–3]. Quantum oscillators (such as the modes of the electromagnetic field) are promising physical systems for the transport and storage of quantum information. One of the main issues is to manipulate/transfer this information efficiently since two quantum oscillators usually interact together through another quantum system. Engineering this interaction is therefore a key aspect to produce efficient quantum devices. This issue has been recently investigated with two coupled oscillators in [5–7].

Engineering communication between oscillators to produce high-fidelity quantum operations requires accurate modeling of the physical system. Recent studies [7–10] have focused on the interaction between photonic states of superconducting cavities mediated by transmons (or superconducting qubits). Similar interactions can be obtained by replacing the transmon with a few energy levels of one or several atoms. In this context, Nitrogen-Vacancy (NV) centers in diamond, or more generally solid-state spins, are interesting candidates for quantum technologies, due to their long coherence time [11–13]. Solid-state spins can be coupled to several modes of the electromagnetic field (photons) or coupled to a vibrational mode (phonons) [14–16].

In this paper, we propose to revisit the topic with a model system of two harmonic oscillators, of different frequencies, coupled with a three-level system whose properties are similar to a spin-1 particle. This system can be experimentally realized, using a specific subset of three energy levels of solid-state spins [17–21]. Oscillators are modes of either the electromagnetic field or a vibrational mode changing the fine structure tensor.

Unlike the two-level systems, the three-level system has different frequency resonances that give rise to one or two excitation exchanges. We go beyond the Jaynes-Cummings model, and we consider a Rabi-type Hamiltonian [22–24]. This allows us to cover both the weak and the strong coupling regime [22–25] (this latter is also qualified of ”ultra-strong” or “deep-strong” when the physical system has other characteristic frequencies). The weak coupling regime is commonly realized in experiments [12–13], but reaching the strong coupling can be interesting to speed up the interaction [12]. In order to improve the transfer protocol, we assume that the three-level system can be controlled by means of an additional classical field [22], such as a driven magnetic field whose coherence time is negligible. Note that a similar device is considered in Ref. [7], where the oscillators are coupled with a transmon, and a similar problem has been considered in [25] with a Stimulated Raman adiabatic passage (STIRAP).

Different complementary techniques can be implemented to transfer n-quantum excitations between oscillators. The first one consists of manipulating the system parameters (cf. Hamiltonian engineering [2]) to design an eigenstate that produces exactly a Rabi-oscillation between n-excitations states. This simple strategy, which may have non-trivial solutions, only works well in the weak coupling regime. The second technique provides assistance when the first solution fails. The idea is to employ a control field that effectively produces the Rabi-oscillation. With the help of an averaged Hamiltonian [26–30] and with numerical optimal-control techniques, we determine control fields that maximize the efficiency of some transfer processes. Optimal Control Theory (OCT) [31–34] has been an unavoidable tool to derive suitable field shapes for complex quantum control problems. It has been applied with success in a variety of studies in the field of quantum technologies. Closely related to our present work, we have the quantum con-
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control of bosonic modes with superconducting circuits \[2\], the optimal engineering of beamsplitter \[35\], the time-optimal control of driven spin-boson systems \[36, 38\], and the optimal control of NV-centers \[39, 41\].

This paper is organized as follows. The model system is described in Sec. II and several of its key physical properties are presented. In Sec. III we show how one and two photons exchanges can be realized efficiently in the weak coupling regime. In Sec. IV we illustrate how time-dependent control fields applied to the three-level system can generate an effective Hamiltonian that performs the excitation exchange when the initial Hamiltonian cannot. In Sec. V we consider the strong coupling regime and we explore the extent to which a suitable control can limit the dispersion of the quantum excitation. Conclusion and prospective views are given in Sec. VI. Some technical details are reported in the appendices.

II. THE MODEL SYSTEM

In this section, we present the physical model. First, we provide the main definitions, and then, we discuss the role of the environment. Finally, we present the physical effects that play a key role in our transfer protocols.

A. General Definitions

We consider a quantum system composed of two harmonic oscillators, noted respectively \(a\) and \(b\), in interaction with a three-level quantum system \(S\) \[12\]. We also consider a possible coherent control of the three-level system. The control can be assimilated with a modulated electromagnetic wave.

The Hilbert space of the system is \(\mathcal{H} = \mathbb{C}^3 \otimes \mathcal{F} \otimes \mathcal{F}\) with \(\mathcal{F}\) a bosonic Fock-space. We denote by \(|ms, k_a, k_b\rangle\) the states with \(m \in \{0, 1, 2\}\) the eigenvalues of \(\hat{S}_z \in su(2)\), \(k \in \mathbb{N}\) the number of quanta in the oscillator \(a\), and \(l \in \mathbb{N}\) the number of quanta in the oscillator \(b\). In the notation of the state, the subscripts \(S, a, b\) are used to recall the association of quantum numbers with the physical system. Dynamics of the system are given by the Schrödinger equation \(d_t |\psi(t)\rangle = -i \hat{H}(t) |\psi(t)\rangle\), in \(\hbar\) units. The total Hamiltonian \(\hat{H}(t)\) is given by \[21, 25, 27\]:

\[
\hat{H}(t) = \hat{H}_S + \frac{\omega_a}{2} \hat{a}^\dagger \hat{a} + g_a \hat{H}_a (\hat{a}^\dagger + \hat{a}) + \frac{\omega_b}{2} \hat{b}^\dagger \hat{b} + g_b \hat{H}_b (\hat{b}^\dagger + \hat{b}) + \hat{H}_c(t),
\]

with,

\[
\hat{H}_S = D \hat{S}_z^2 + \frac{\omega_z}{2} \hat{S}_z,
\]

\[
\hat{H}_a = \cos(\theta_a) \sin(\phi_a) \hat{S}_x + \sin(\theta_a) \sin(\phi_a) \hat{S}_y + \cos(\phi_a) \hat{S}_z,
\]

\[
\hat{H}_b = \alpha \left( \cos(\theta_b) \sin(\phi_b) \hat{S}_x + \sin(\theta_b) \sin(\phi_b) \hat{S}_y + \cos(\phi_b) \hat{S}_z \right) + (1 - \alpha) \left( \cos(\gamma_b) \left( \hat{S}_y^2 - \hat{S}_x^2 \right) + \sin(\gamma_b) \left( \hat{S}_x \hat{S}_y + \hat{S}_y \hat{S}_x \right) \right),
\]

\[
\hat{H}_c(t) = \Omega(t) \hat{S} = \Omega_x(t) \hat{S}_x + \Omega_y(t) \hat{S}_y + \Omega_z(t) \hat{S}_z.
\]

The operators \(\hat{S}_x, \hat{S}_y, \hat{S}_z\) are spin-1 operators, \(\hat{a}^\dagger, \hat{a}\), and \(\hat{b}^\dagger, \hat{b}\) are respectively creation and annihilation operators of \(a\) and \(b\). The parameters \(\omega_a\) and \(\omega_b\) are \(a\) and \(b\) harmonic oscillator frequencies, whilst \(\omega_z\) and \(D\) are fixing the spectrum of \(S\). For NV-centers, these latter two parameters correspond respectively to the Zeeman effect frequency, and \(D\) is a zero field splitting induced by the interaction with the environment \[21, 27\]. \(g_a\) and \(g_b\) are the coupling constants, and \(\theta_i \in [0, 2\pi]\), \(\phi_i \in [0, \pi]\), and \(\gamma_b \in [0, 2\pi]\) give us the orientation of the oscillators with respect to the three-level system. The value \(\alpha = 0\) or \(1\) selects a type of coupling for the second oscillator. Its physical significance is discussed below. The vector \(\vec{\Omega}(t) = (\Omega_x(t), \Omega_y(t), \Omega_z(t)) \in \mathbb{R}^3\) is the time-dependent control fields. The case without control is simply given by \(\vec{\Omega}(t) = \vec{0}\ \forall t\). Additional constraints (e.g., \(\Omega_x(t) = 0\)) on the control field may be imposed to avoid an alignment of this latter with the oscillators. In the following, we always consider that \(\omega_a\) and \(\omega_b\) are fixed parameters, and the spectrum of \(S\) can be modified to select a given resonance of the system (for example by tuning the Zeeman splitting \(\omega_z\) with a magnetic field).

A schematic view of the system is depicted in Fig. 1 in the case \(\alpha = 1\). This figure illustrates how the orientation of the inductive coupling between spins and resonators is fixed by the experimental geometry. Contrarily to other parameters, like Zeeman and microwave fields, these parameters cannot be changed easily in situ. Yet our simulations show that having the correct coupling geometry is important to take advantage of the multiple resonances which can appear in a triplet state giving efficient protocols for two-photon exchange, this highlights the importance of simulations to determine the optimal coupling geometry.

Note that the parameterizations of \(\hat{H}_a\) and \(\hat{H}_b\) are chosen such that they are both diagonalized into \(\hat{S}_z\), and thus, we can always interpret them as a spin operator rotated into a given frame, exactly like the usual Rabi-Hamiltonian of a spin-\(\frac{1}{2}\) coupled with a harmonic oscillator.

For later convenience, we also introduce the notation:

\[
\hat{H}_0 = \hat{H}_S + \omega_a \hat{a}^\dagger \hat{a} + \omega_b \hat{b}^\dagger \hat{b}.
\]

The broad parameterization of the interaction Hamiltonians allows us to consider several experimental situations \[13, 15, 27\]. When \(\alpha = 0\), the system can model
the interaction between the mode of a cavity (oscillator $a$), three energy levels of an NV center, and a vibration mode $b$ of the system which changes the local spin strain environment and thus its fine structure tensor. In the following, this coupling is called "photon-phonon coupling". When $\alpha = 1$, we have the more common situation where two cavity modes (not necessarily aligned in the same direction) interact with three energy levels of an atomic system. Thus, this coupling is called "photon-phonon coupling".

We need to quantify the efficiency of a transfer protocol. For this purpose, we use the fidelity with respect to a given target state. In the following, we consider two types of fidelity functions. The first one gives us information on the eigenvectors:  

$$F_{\text{eig}}[\psi_{\text{target}}] = \max_n |\langle \psi_{\text{target}} | \phi_n \rangle|^2,$$  

with $\{\phi_n\}_{n=1,\ldots,\text{dim} \hat{H}}$ the eigenvectors of $\hat{H}$. The second function is the fidelity with respect to a target state $\psi_{\text{target}}$ at a given time $t$:  

$$F[\psi_{\text{target}}, \psi_0, t, \{\lambda\}, \bar{\Omega}_t] = |\langle \psi_{\text{target}} \hat{U}[t, \{\lambda\}, \bar{\Omega}_t] \psi_0 \rangle|^2,$$  

Here, $\hat{U}$ is the evolution operator, $\psi_0$ is the initial state that depends on the transfer protocol, and $\{\lambda\}$ is a shorthand notation to denote the parameters of the Hamiltonian. In practice, we write only the parameters which are relevant to the given context. Several initial and target states are considered in the paper. Their definitions are given below in the text.

B. Interaction with the Environment

The interaction of quantum systems with their environments leads to numerous decoherence effects that must be taken into account in real-life experiments [43]. However, in this paper, we do not study such phenomena. On the basis of recent results [40, 41, 44], we can reasonably assume that, for our system, no notable reduction of the relaxation effects can be achieved with coherent controls, as soon as the interaction with the environment is Markovian. A non-Markovian interaction may provide a slight recovery of the system controllability in the presence of dissipation [15, 46], but this is an additional effect that does not directly influence the ones of interest in this paper. However, taking the environment into account is very important for the precise understanding of a particular experimental setup, as in Ref. [35]. The controllability issue without dissipation is considered in appendix D.

A second point to be discussed is the importance of the explicit dependence of the state of $S$ in the definition of $\psi_{\text{target}}$, so that we always work in the complete Hilbert space $\mathcal{H}$. In principle, we can trace out the degrees of freedom of $S$, to work with a reduced density matrix for the oscillators $a$ and $b$, and then, $[4]$ and $[5]$ can be modified using the quantum fidelity of density matrices [47]. This approach using partial traces has gained increasing popularity in the last years with the development of open quantum systems [43]. However, in our case, the spin is directly addressed by the control fields, and tracing it out will only complicate the analysis. Moreover, the knowledge of the full state of the system is also necessary to apply an open-loop control strategy in this setting.

C. Resonances and Coupling Regimes

The three-level system offers multiple resonances that enhance the transfer of one or two excitations. Resonances can be easily found with the degeneracies of $H_0$, defined in Eq. [3]. In this paper, two resonances noted (R1) and (R2) are considered. They are defined as follows:

- (R1): $D = \omega_a - \frac{\omega_0}{2}, \omega_z = \omega_b$. This resonance produces efficient 1-excitation exchanges. In particular we have potential Rabi-oscillations between the states $|0,1_a,0_b\rangle, |1,0_a,0_b\rangle, |1,0_a,0_b\rangle, |1,0_a,0_b\rangle$. They are degenerate eigenvectors of $H_0$ with energy $\omega_a$. 

Figure 1. Schematic view of the physical system in the case of $\alpha = 1$. The three-level system is represented by a circle at the center of its reference frame. The three internal energy levels are indicated by horizontal lines inside the circle. Quantized oscillators are represented by colored wave-packets. Their related resonators are depicted with small coils. The oscillator $a$ has a wave vector aligned with $x$, and it interacts with the spin on the axis $y$ ($\theta_a = \pi/2$ and $\phi_a = \pi/2$). Similarly, the oscillator $b$ has a wave vector aligned with $y$, and it interacts with the spin on the axis $x$ ($\theta_b = 0$ and $\phi_b = \pi/2$). In the general setting, the orientation of the three-level system with respect to the two oscillators and the control field can be adjusted in order to maximize the transfer of quantum excitation between the oscillators. The control field $\bar{\Omega}(t)$, which is used to enhance the transfer protocol, is depicted by a black arrow (a modulated classical magnetic field).
(R2): $D = \frac{3}{2}(\omega_a - \omega_b)$, $\omega_z = \omega_a - \omega_b$. This resonance produces efficient 2-excitation exchanges. In particular we have potential Rabi-oscillations between the states $|0_S, 2_a, 0_b\rangle$, $|1_S, 1_a, 1_b\rangle$, $|1_S, 0_a, 2_b\rangle$. They are degenerate eigenvectors of $\hat{H}_0$ with energy $2\omega_a$.

In addition to the different resonances, the weak and strong coupling regimes (respectively given by $\max(|g_a, g_b|) \ll \min(\omega_a, \omega_b)$ and $|g_a, g_b| \sim (\omega_a, \omega_b)$) play a role in the transfer of quantum excitations (the strong coupling can be also qualified of "ultra-strong" or "deep-strong" when the physical system has other characteristic frequencies). The main difference between the regime is the projection of the eigenstates onto a few (weak coupling) or many (strong coupling) states of the canonical basis $\{|s, k_a, k_b\rangle\}$. In the second case, if the initial state is $|s, k_a, k_b\rangle$, we observe a quick diffusion of the quantum excitation and a loss of fidelity. This effect can be illustrated with plots of dynamics of the populations (see Fig. 2a and b)), or by computing the Inverse Participation Ratio (IPR) [48] of the eigenstates. The IPR of a pure state $|\psi\rangle = \sum_n \psi_n |n\rangle$ is given by:

$$IPR = \left(\sum_n |\psi_n|^4\right)^{-1}.$$ (6)

Roughly, it gives us the number of basis states on which $|\psi\rangle$ is decomposed with equal weights. In Fig. 2 examples of state populations and the IPR are plotted as a function of time for different coupling strengths and for an initial state $|0_S, 1_a, 0_b\rangle$. In the weak coupling regime ($g_a = 0.001 \omega_a$, see panel a), the IPR (panel c) fluctuates between 1 and 3, confirming that the quantum states in panel a) is always a superposition of $|0_S, 1_a, 0_b\rangle$, $|1_S, 0_a, 1_b\rangle$, and $|1_S, 0_a, 0_b\rangle$. The quantum excitation, initially in the oscillator $a$, is partially transferred to the oscillator $b$ and, then, it comes back to the oscillator $a$. In the strong coupling regime ($g_a = 0.25 \omega_a$, see the panel b)), the quick dispersion of the excitation onto many excited states reduces considerably the transfer, and no periodicity is observed. The IPR is mostly between 5 and 12 (with sometimes smaller or larger values), but it never goes back to 1 (at least, not at a reasonable time). The dispersion effect can also be shown with the diagonalization of the Rabi Hamiltonian. Explicit calculations are made in appendix A.

In this paper, we focus on exchanges near the ground state of each oscillator, but this is not strictly necessary. To provide a wide view of the different resonance mechanisms at different energy levels, we show in Fig. 3 two examples of energy spectrum as a function of the coupling strength. In order to underline in which conditions we can observe the dispersion effect, we show with a color code the IPR of the eigenvectors. Interestingly, there are eigenstates where the IPR remains equal to 1 and they are not affected by the dispersion. The strong coupling regime starts around $g_a = 0.1\omega_a$, where we have a crossing between the energy levels of interest (both for (R1) and (R2)). The dispersion effect becomes very strong around $g_a = 0.2\omega_a$, due to a noticeable increase in the IPR of most of the eigenvectors.

We close this section with a comment on the experimental relevance of the weak and strong coupling regimes for the two couplings. For both photon-photon and photon-phonon couplings, the weak coupling regime is well justified and they are routinely considered in experiments [14]. The strong coupling regime is harder to reach but several techniques can be used, such as artificial atoms [20] or collective ensembles [12, 25]. As far as we know, there is not yet an experimental setup where NV-center spins are strongly coupled to phonons, but a strong phonon-atoms coupling has been realized in [49].

III. QUANTUM EXCHANGES IN THE WEAK COUPLING REGIME

We consider in this section the transfer of a quantum excitation between the two oscillators in the weak coupling regime. We start the analysis with the resonance (R1), and we finish with (R2). In both cases, the system is not controlled (i.e., $\Omega(t) = 0 \forall t$). The cases with control fields are studied in the next sections.

A. 1-excitation exchange

We consider the transfer of a single quantum excitation (first excited oscillator state) between the two oscillators using the resonance (R1). To produce the exchange, we need Rabi-oscillations between the states $|0_S, 1_a, 0_b\rangle$ and $|1_S, 0_a, 1_b\rangle$. A simple way to obtain such oscillations is to determine under which conditions $|\psi_{\text{target}}\rangle = \frac{1}{\sqrt{2}}(|0_S, 1_a, 0_b\rangle + |1_S, 0_a, 1_b\rangle)$ is an eigen-vector of the Hamiltonian. For $g_a$ and $g_b$ sufficiently small, $F_{\text{exc}}(\psi_{\text{target}}) \approx 1$ can be obtained using a first-order perturbative expansion of the Hamiltonian. At this order of perturbation, the perturbed Hamiltonian restricted to the subspace defined by $|0_S, 1_a, 0_b\rangle$, $|1_S, 0_a, 1_b\rangle$, and $|1_S, 0_a, 0_b\rangle$ is simply given by $\hat{H}_{\text{pert. } R1} = \sum_{i,j} (i|\hat{\lambda}(j)|i)\langle i|j\rangle$, where $i, j$ denote the three possible states of the subspace. A straightforward calculation gives us:

$$\hat{H}_{\text{pert. } R1} =$$

$$+ \frac{g_a}{\sqrt{2}} \sin(\phi_a)(\cos(\theta_a) - i \sin(\theta_a))|0, 1, 0\rangle|0, 1, 0\rangle$$

$$+ g_b(1 - \alpha)(\cos(\gamma_b) - i \sin(\gamma_b))|1, 0, 1\rangle|0, 0, 0\rangle + H.C.$$ (7)

Note that for simplicity, the subscripts $S, a, b$, of each quantum number, and an overall constant term $\omega_a$ in the Hamiltonian have been omitted. Approximated eigenvectors are determined by diagonalizing $\hat{H}_{\text{pert. } R1}$. Three
Figure 2. Panel a) and b) Population of a few states as a function of time for the initial state $|0_S, 1_a, 0_b\rangle$. Dynamics in a) and b) are respectively for $g_a = 0.001 \omega_a$ (weak coupling regime) and $g_a = 0.25 \omega_a$ (strong coupling regime, also called ultra-strong). Panel c) Shows the IPR as a function of time for the two dynamics presented in the other panels. In all cases, computations are made with the resonance (R1), and the following parameters: $\omega_b = 0.3 \omega_a$, $D = \omega_b - \omega_b/2$, $\omega_b = \omega_b$, $g_a = g_b$, $\alpha = 0$, $\phi_a = \pi/2$, $\theta_a = 0$, $\gamma_b = 0$.

With the resonance (R2), an effective Hamiltonian is constructed similarly to the one of Sec. III A but using the next perturbation order. We define

$$\hat{H}_{\text{pert. R2}} = \sum_{i,j,m} \frac{\langle i|\hat{H}_a + \hat{H}_b|m \rangle \langle m|\hat{H}_a + \hat{H}_b|j \rangle}{\langle i|\hat{H}_a|j \rangle - \langle m|\hat{H}_a|m \rangle} |i\rangle \langle j|,$$

where $i,j$ denotes the three states $|0_S, 2_a, 0_b\rangle$, $|-1_S, 1_a, 1_b\rangle$, $|1_S, 0_a, 2_b\rangle$, and $m \neq i,j$ is a state outside the degenerated subspace. Note that in the denominator, the difference of energy is between the unperturbed energy of the subspace $\langle i|\hat{H}_0|j \rangle$ and the unperturbed energy of states outside the subspace $\langle m|\hat{H}_0|m \rangle$. A straightforward calculation gives us:

$$\hat{H}_{\text{pert. R2}} = \begin{pmatrix}
V_{|-1,1,1\rangle}|-1,1,1\rangle & V_{|0,2,0\rangle}|-1,1,1\rangle & V_{|1,0,2\rangle}|-1,1,1\rangle \\
V_{|0,2,0\rangle}|-1,1,1\rangle & V_{|0,2,0\rangle}|-1,1,1\rangle & 0 \\
V_{|1,0,2\rangle}|-1,1,1\rangle & 0 & V_{|1,0,2\rangle}|-1,1,1\rangle
\end{pmatrix},$$

with

$$V_{|-1,1,1\rangle}|-1,1,1\rangle = \frac{1}{2} \left( \frac{g_a^2 \sin^2(\phi_a)(3\omega_b - 4\omega_a)}{\omega_b(2\omega_a - \omega_b)} - \frac{2g_a^2 \cos^2(\phi_a)}{\omega_a} \right),$$

$$V_{|0,2,0\rangle}|-1,1,1\rangle = g_a g_b \left( \frac{\cos(\phi_a) \sin(\phi_b)}{\omega_a} - \frac{\sin(\phi_a) \cos(\phi_b)}{\omega_b} \right),$$

$$V_{|1,0,2\rangle}|-1,1,1\rangle = \frac{3g_a g_b \sin(\phi_a) \sin(\phi_b)(\omega_b - 3\omega_a)}{\sqrt{2}(2\omega_b - 3\omega_a)(2\omega_b - \omega_a)} - \frac{2g_a^2 \cos^2(\phi_a)}{\omega_a} - \frac{2g_b^2 \sin^2(\phi_b)}{\omega_b},$$

$$V_{|0,2,0\rangle|0,2,0\rangle} = \frac{1}{2} \left( \frac{g_a^2 \sin^2(\phi_a)}{\omega_a} - \frac{3}{2\omega_a} + \frac{2}{\omega_b} \right).$$

The study of two excitation exchanges using (R2) is more difficult than the case of Sec. III A. To simplify the analysis, we assume $\theta_a = \theta_b = 0$ and $\alpha = 1$ (photon-photon coupling). Similar results can be obtained if we relax these assumptions. Then, we rewrite $\hat{H}_a$ and $\hat{H}_b$ in a simpler form:

$$\hat{H}_a = \sin \phi_a \hat{S}_x + \cos \phi_a \hat{S}_z,$$

$$\hat{H}_b = \sin \phi_b \hat{S}_x + \cos \phi_b \hat{S}_z.$$

Following the same idea as in Sec. III A we determine the values of $\phi_a$ and $\phi_b$ that maximize $F_{\text{eig}}$, for which the target state is $|\psi_{\text{target}}\rangle = \frac{1}{\sqrt{2}} (|0_S, 2_a, 0_b\rangle + |1_S, 0_a, 2_b\rangle)$.曼

The eigenvectors are obtained, but only one of them can give us a solution. Without normalization, this latter is

$$| -1_S, 0_a, 0_b\rangle = \frac{g_a}{g_a} \sqrt{2}(1 - \alpha) e^{-i(\gamma_n - \theta_a)} \csc(\phi_a) |0_S, 1_a, 0_b\rangle.$$

Then, the target state $|\psi_{\text{target}}\rangle$ can be obtained only if $\alpha = 0$, $\gamma_n - \theta_a = k\pi$, $k \in \mathbb{Z}$, and $\sin(\phi_a) = \pm \sqrt{2} g_b/g_a$. We recall that $\alpha = 0$ corresponds to a photon-phonon coupling. The last constraint gives us a necessary condition, which is $g_b/g_a \leq \sqrt{2}$.

Despite the condition $\alpha = 0$, solutions with $\alpha = 1$ (photon-photon coupling) can be obtained with a slight modification of the problem. A first possibility is to consider a second-order expansion, to lift the residual degeneracy of the system. An example of second-order expansion is considered in Sec. III B. Another possibility is to keep the first order of perturbation but to modify the resonance. For example, using $D = \frac{1}{2} (\omega_a + \omega_b)$ and $\omega_2 = \omega_a - \omega_a$, we have a perturbed subspace given by the states $|1_S, 1_a, 0_b\rangle$, $|0_S, 1_a, 1_b\rangle$, and $| -1_S, 0_a, 1_b\rangle$. Similar calculations as the ones presented here-above can give us a simple condition where $\frac{1}{\sqrt{2}} (|1_S, 1_a, 0_b\rangle + | -1_S, 0_a, 1_b\rangle)$ is an eigenvector at the first order of perturbation.
Figure 3. **Panel a)** Energy spectrum of the system in the case of (R1) as a function of the coupling constant $g_a$. The color map shows the IPR of the corresponding eigenstate. Other parameters are: $\omega_b = 0.3 \omega_a$, $g_b = g_a/\sqrt{2}$, $\alpha = 0$, $\phi_a = \pi/2$, $\theta_a = 0$, $\gamma_b = 0$. **Panel b)** same as the panel a) but with the resonance (R2) and the parameters: $\omega_b = 0.3 \omega_a$, $g_b = g_a/2$, $\alpha = 1$, $\phi_a = 0$, $\phi_b = 0.243693 \pi$, $\theta_a = 0$, $\theta_b = 0$. In the two panels, the areas of interest in the weak coupling regime are emphasized with dashed red rectangles ($E_N \approx \omega_a$ and $E_N \approx 2\omega_a$). The values of the parameters used to construct the spectrum are motivated by the results presented in Sec. III.

For clarity, we have omitted the index $S,a,b$ of each quantum number and an overall constant term $2\omega_a$ in the Hamiltonian. We note that $\omega_b/\omega_a \in \{0,1/2,1\}$ are singular values for which no solution can be found at this order of perturbation.

Due to the relative complexity of the coefficients $V_{ij}$ in Eq. (10), the existence of a solution is not guaranteed for any possible value of the system parameters, and the calculation of $\phi_a$ and $\phi_b$ is not a simple task. Additionally, several nonequivalent solutions can exist. However, the problem can be solved rather easily with the numerical calculation of $\max_{\phi_a,\phi_b} F_{\text{eig}}$. We refer to the Appendix C for details on the numerical optimizations. We report in Fig. 4 the maximum of $F_{\text{eig}}$ for the parameters $\omega_b/\omega_a \in \{0,1\}/0.5$ and $g_b/g_a \in [0,1]$. We observe that the space of parameters is divided into several areas, with $F_{\text{eig}} = 1$ or with $F_{\text{eig}} < 1$. This corresponds to areas where a solution exists or to areas without a solution. We also observe that an optimal solution depends strongly on the system parameters. In particular, we note that solutions are rather robust against variations of $g_a/g_b$, and on the opposite, they are not robust against variations of $\omega_b/\omega_a$. However, this is not a big issue since the experimental stability of cavity modes is in general very good.

In order to illustrate the existence of different equiv-
Figure 4. The density plot shows the maximum of the fidelity function $F_{\text{eig}}$ with $|\psi_{\text{target}}\rangle = \frac{1}{\sqrt{2}}(|0_S, 2_a, 0_b\rangle + |1_S, 0_a, 2_b\rangle)$, computed in the weak coupling limit of the resonance (R2), for different values of $\omega_b/\omega_a$ and $g_b/g_a$. At each point of the graph, the parameters $\phi_a$ and $\phi_b$ are optimized. Calculations are made using the perturbed Hamiltonian (10), such that the results do not depend on $g_a/\omega_a$. For several points with $F_{\text{eig}} > 0.999$, a small black vector gives the optimal solution with the smallest value of $\phi_a$. The abscissa and the ordinate of the vector give respectively $\phi_a$ and $\phi_b$. The scale is 0.097 : $\pi$. Other physical parameters are : $\alpha = 1$ (photon-photon coupling), $\theta_a = \theta_b = 0$.

Figure 5. Fidelity $F_{\text{eig}}$ with the target state $|\psi_{\text{target}}\rangle = \frac{1}{\sqrt{2}}(|0_S, 2_a, 0_b\rangle + |1_S, 0_a, 2_b\rangle)$ computed in the weak coupling limit of the resonance (R2), and in the case of $\omega_b/\omega_a = 0.3$ and $g_b/g_a = 0.5$. The two black dots indicate the location of the global maximums ($F_{\text{eig}} = 1$). Note that the fidelity is $\pi$-periodic. Other physical parameters are : $\alpha = 1$ (photon-photon coupling), $\theta_a = \theta_b = 0$.

alent solutions, we plot in Fig. 5 the fidelity $F_{\text{eig}}$ as a function of $\phi_a$ and $\phi_b$, in the case of $\omega_b/\omega_a = 0.3$ and $g_b/g_a = 0.5$. Note the existence of four suboptimal maximums of the fidelity, that must be avoided in the numerical optimization.

Finally, we underline that with this kind of resonance involving three states, we obtain a faster transition than with a resonance that couples only the two states of interest. Indeed, when the parameters of the Hamiltonian are fixed to provide a simple resonance between $|0_S, 2_a, 0_b\rangle$ and $|1_S, 0_a, 2_b\rangle$, the couplings to the spin also lift this degeneracy. This leads to two resonant eigenstates $|0_S, 2_a, 0_b\rangle \pm |1_S, 0_a, 2_b\rangle$ one of which is $\psi_{\text{target}}$. However, the interaction matrix element between the two uncoupled states is, in this case, given by a fourth-order process in the strength of the coupling between spin and oscillators with an amplitude proportional to $g_a^2 g_b^2$. As a result, the simple resonance leads to very small energy splitting for small couplings $g_a, g_b$. The more stringent three-state-resonance condition we investigated allows us to obtain coupling matrix elements that are only of second order in $g_a$ and $g_b$ (see Eq. (10)). The energy splitting of the target state with the other eigenstates of the Hamiltonian limits ultimately the rate at which this state can be prepared. Thus, the three-state-resonance condition is much more efficient in the weak coupling regime.

IV. EFFECTIVE HAMILTONIAN USING A TIME-DEPENDENT CONTROL FIELD

In Sec. III we have derived conditions for which one eigenvector of the Hamiltonian gives us an efficient transfer of quantum excitation (in the perturbative approximation). However, we have seen that for a given set of values for $(\omega_a, \omega_b, g_a, g_b)$, a solution may not always exist, or it can be experimentally too difficult to obtain the optimal angles. In this section, we provide a method that enlarges, to some extent, the possibilities of Hamiltonian engineering when the method described previously fails.

The general idea is to employ a parameterized con-
control field $\tilde{\Omega}(t)$ that produces an effective Hamiltonian, which depends on the control parameters. Then, we can proceed similarly as in Sec. [11] and we adjust the parameters of the control to maximize $F_{\text{eig}}$. The effective Hamiltonian is derived using averaged Hamiltonian theory [29, 30]. Similar methods have already been applied in many contexts, such as (to cite a few) in magnetic resonance [29], optical lattices [50] or to study non-Markovian dynamics [51].

We illustrate the method with a specific example in the case of the resonance (R1) for which the final result gives us a simple solution. The same method can be applied to (R2) or more complicated scenarios. We choose the parameters of the Hamiltonian such that $\mathcal{H}_a = \hat{S}_x$ and $\mathcal{H}_b = \hat{S}_x^2 - \hat{S}_y^2$. This corresponds to a photon-phonon coupling. We also assume that $\Omega_c(t) = 0$, $\Omega_v(t) = A_c \cos(\Omega_v t) \cos(\theta_c)$, and $\Omega_s(t) = A_c \cos(\Omega_v t) \sin(\theta_c)$, where $A_c$, $\Omega_v$, and $\theta_c$ are the parameters of the control field that must be determined. Similar calculations can be performed with the general Hamiltonian of Eq. (1).

The first step of our effective Hamiltonian construction is to make a change of frame of the evolution operator [52]:

$$
\hat{U}(t) = T \exp \left( -i \int_0^t dt' \left[ \mathcal{H}_0 + g_a \hat{S}_x (\hat{a}^{\dagger} + \hat{a}) + g_b (\hat{S}_x^2 - \hat{S}_y^2) (\hat{b}^{\dagger} + \hat{b}) + \mathcal{H}_c(t') \right] \right)
$$

$$
= U_c(t) T \exp \left( -i \int_0^t dt' U_c(t') \left[ \mathcal{H}_0 + g_a \hat{S}_x (\hat{a}^{\dagger} + \hat{a}) + g_b (\hat{S}_x^2 - \hat{S}_y^2) (\hat{b}^{\dagger} + \hat{b}) U_c(t') \right] \right) 
$$

$$
\approx U_c(t) \exp \left( -i \int_0^t dt' U_c(t') \left[ \mathcal{H}_0 + g_a \hat{S}_x (\hat{a}^{\dagger} + \hat{a}) + g_b (\hat{S}_x^2 - \hat{S}_y^2) (\hat{b}^{\dagger} + \hat{b}) \right] U_c(t') \right),
$$

where $T$ is the time ordering operator, and a first-order Magnus expansion [53] is made in the last line. We have also introduced

$$
\dot{U}_c(t) = T \exp \left( -i \int_0^t H_c(t') dt' \right)
$$

= $\exp \left( -i \frac{A_c}{\Omega_c} \sin(\Omega_c t) \cos(\theta_c) \hat{S}_y + \sin(\theta_c) \hat{S}_z \right).$

(12)

The error introduced by neglecting second-order terms of the Magnus expansion is discussed in Appendix B.

From Eq. (11), we can define three effective Hamiltonian operators:

$$
\mathcal{H}'_S = \frac{1}{t} \int_0^t dt' U_c(t') \hat{S}_x U_c(t'),
$$

$$
\mathcal{H}'_a = \frac{1}{t} \int_0^t dt' U_c(t') \hat{S}_x U_c(t'),
$$

(13)

$$
\mathcal{H}'_b = \frac{1}{t} \int_0^t dt' U_c(t') (\hat{S}_x^2 - \hat{S}_y^2) U_c(t').
$$

(14)

We provide here the explicit calculations of $\mathcal{H}'_a$. The explicit formula of $\mathcal{H}'_S$ and $\mathcal{H}'_b$ are derived by following the same computation steps. A straightforward calculation of $U_c(t') \hat{S}_x U_c(t')$ gives us:

$$
\mathcal{H}'_a = \frac{1}{t} \int_0^t dt' \left( \cos(B) \hat{S}_x - \sin(\theta_c) \sin(B) \hat{S}_y 
+ \cos(\theta_c) \sin(B) \hat{S}_z \right),
$$

(15)

with $B = A_c \sin(\Omega_c t)/\Omega_c$. Next, we follow a similar calculation as in Refs. [51]. We use the Jacobi–Anger expansion

$$
e^{i \theta_c \sin(B)t} = \sum_{n=-\infty}^{\infty} J_n(d) e^{in\Omega_c t},$$

with $J_n(d)$ the $n$-th Bessel function of the first kind, to determine:

$$
\frac{1}{t} \int_0^t dt' \cos(B) = J_0 \left( \frac{A_c}{\Omega_c} \right) + 2 \sum_{n=1}^{\infty} J_{2n} \left( \frac{A_c}{\Omega_c} \right) \sin(2n\Omega_c t),
$$

(16)

$$
\frac{1}{t} \int_0^t dt' \sin(B) = 2 \sum_{n=1}^{\infty} J_{2n-1} \left( \frac{A_c}{\Omega_c} \right) \times \frac{2 \sin^2((2n-1)\Omega_c t/2)}{(2n-1)\Omega_c t}.
$$

(17)

For $\Omega_c$ sufficiently large, all the terms with $n \geq 1$ are negligible in Eq. (16) and Eq. (18), and the system becomes approximately time independent, i.e., $\frac{1}{t} \int_0^t dt' \cos(B) \approx J_0 \left( \frac{A_c}{\Omega_c} \right)$ and $\frac{1}{t} \int_0^t dt' \sin(B) \approx 0$. We finally deduce that:

$$
\mathcal{H}'_a \approx J_0 \left( \frac{A_c}{\Omega_c} \right) \hat{S}_x.
$$

(18)

Note that the sinusoidal control introduces a scaling factor $J_0(A_c/\Omega_c)$ of the coupling strength, whose absolute value is smaller than 1. Therefore, the effective Hamiltonian cannot leave the weak-coupling regime. By setting $J_0(A_c/\Omega_c) = 0$, we can also remove the coupling of the three-level system with the oscillators (see [51] for an illustration of the effect with another physical system).
Figure 6. Fidelity $F_{	ext{eig}}$ as a function of the sinusoidal control field parameters, in the case of the resonance (R1), and in the weak coupling regime. The target state is $|\psi_{\text{target}}\rangle = \frac{1}{\sqrt{2}} \left( |0_s, 1_{a} , 0_b \rangle + | -1_s, 0_{a} , 1_b \rangle \right)$. The black points show the location of two global maximums ($F_{\text{eig}} > 0.999$). They have the coordinates: $\theta_c = \pi/2$ and $A_c/\Omega_c \approx 1.60202$ and 3.11897. The parameters used in the simulations are $\omega_b = 0.3 \omega_c, D_s = \omega_a - \omega_b/2, \omega_s = \omega_b, g_a = g_b = 0.01 \omega_c, \theta_a = 0, \phi_a = \pi/2, \alpha = 0, \gamma_b = 0, \Omega_c = 3 \omega_c, A_c = 1.60202 \Omega_c$.

The same calculation steps applied to $\hat{H}_S'$ and $\hat{H}_b'$ give us approximated expression of the operators, which depends only on the values $A_c/\Omega_c$ and $\theta_c$. The result is very lengthy, but we look ahead with the results and we present their expression with the optimal value $\theta_c = \pi/2$, for which we have a simple result:

$$\hat{H}_S' \approx \hat{H}_S,$$

$$\hat{H}_b' \approx J_0 \left( 2 \frac{A_c}{\Omega_c} \right) \left( \hat{s}_x^2 - \hat{s}_y^2 \right).$$

We see that the sinusoidal control changes the values of the coupling constant, such that $g_a \rightarrow g_a J_0 \left( A_c/\Omega_c \right)$ and $g_b \rightarrow g_b J_0 \left( 2 A_c/\Omega_c \right)$. This result is interesting in the situation of Sec. [III.A] where $g_a = g_b$. In this configuration, there is no solution for $\sin(\phi_a) = \pm \sqrt{2} g_b/g_a$, but we have a solution for $\sin(\phi_a) = \pm \sqrt{2} J_0 \left( 2 A_c/\Omega_c \right) J_0 \left( A_c/\Omega_c \right)^{-1}$.

The optimal solution is found with the numerical maximization of the fidelity $F_{\text{eig}}$ with respect to $A_c/\Omega_c$ and $\theta_c$. Details on the numerical optimizations are given in Appendix [C]. The density plot of $F_{\text{eig}}$ as a function of the two relevant parameters is shown in Fig. 6. There are several maximums with fidelity higher than 0.999. The one giving the largest effective coupling is obtained when $\theta_c = \pi/2$ and $A_c/\Omega_c \approx 1.60202$. For this solution, we have $J_0 \left( A_c/\Omega_c \right) \approx 0.4542, J_0 \left( 2 A_c/\Omega_c \right) \approx -0.3212$, and $J_0 \left( A_c/\Omega_c \right)^{-1} \approx -1/\sqrt{2}$. This is in agreement with the results obtained in Sec. [III.A]. In order to show the efficiency of the control scheme, we show in Fig. 7 an example of dynamics in the cases with the optimal sinusoidal control field, and without the control field. To show the quality of the approximation, the simulation is performed using the full quantum system. The maximum obtained with the control field is $||\langle \psi_{\text{target}} | \psi(t) \rangle ||^2 \approx 0.9993$. The target state is reached with very good fidelity.

In the specific example presented here above, the optimal solution is given by a rescaling of the coupling constant. Nonetheless, for an arbitrary $\theta_c$, the effective operators $\hat{H}_S'$ and $\hat{H}_b'$ are given by a complex expression with sums and products of $\hat{S}_{x,y,z}$ (not shown in this paper due to the size of the formulas). This can be useful to correct the alignment of the oscillators with respect to the three-level system if we have an experimental defect, or if it is experimentally too difficult to obtain the optimal angles given in Sec. [III]. For example, in the situations described in Fig. [4] and [5], an effective Hamiltonian may provide enough flexibility to reach the optimal configuration if this latter cannot be realized experimentally.

Figure 7. Time evolution of $||\langle \psi_{\text{target}} | \psi(t) \rangle ||^2$ without control field (dashed blue line), and with a sinusoidal control field (solid red line), in the case of the resonance (R1), and in the weak coupling regime. The target state is $|\psi_{\text{target}}\rangle = \frac{1}{\sqrt{2}} \left( |0_s, 1_{a} , 0_b \rangle + | -1_s, 0_{a} , 1_b \rangle \right)$. In order to show the quality of the approximation, the simulation is performed using the full quantum system. The maximum of the red curve is $||\langle \psi_{\text{target}} | \psi(t) \rangle ||^2 \approx 0.9993$. The inset shows the small fluctuations of the probability which are neglected by the first-order approximation of the Jacobi-Anger expansion. The parameters used in the simulations are $\omega_b = 0.3 \omega_c, D_s = \omega_a - \omega_b/2, \omega_c = \omega_b, g_a = g_b = 0.01 \omega_c, \theta_a = 0, \phi_a = \pi/2, \alpha = 0, \gamma_b = 0, \Omega_c = 3 \omega_c, A_c = 1.60202 \Omega_c$. 
V. QUANTUM EXCHANGES IN THE STRONG COUPLING REGIME

We study in this section the exchange of a quantum excitation in the strong coupling regime, i.e., when the dispersion effect illustrated in Sec. III.C is not negligible. For simplicity, we consider two specific cases, one for (R1) and another one for (R2).

The idea is to design control fields that remove the dispersion of the excitation onto many energy levels of the oscillators. This can be achieved by refocusing the state onto the desired target state. This process requires essentially a duration longer than the characteristic time of the transfer between the oscillators. However, the smaller the coupling constant, the longer the physical effect and the better the maximum fidelity. Therefore, the relevant problem is the following: Let $T$ be the time of the transfer, and $g_a'$ be a given value of the coupling constant of the oscillator $a$. In this section, $g_a$ is assumed to be proportional to $g_a'$, with a fixed proportionality coefficient. We define:

$$F_{g_a'}(T) = \max_{g_a \leq g_a'} \left( F[\psi_{\text{target}}, \psi_0, t, g_a, \vec{\Omega}(t) = \vec{0}] \right).$$

(22)

Then, is it possible to obtain a control field $\vec{\Omega}(t)$ such that $F[\psi_{\text{target}}, \psi_0, T, g_a', \vec{0}] > F_{g_a'}(T)$? If yes, there is an advantage of reaching the strong coupling regime experimentally, but otherwise, it is sufficient to stay in a weak coupling regime. Note that when $g_a'$ is sufficiently small, there is a one-to-one mapping between the time where $F[\psi_{\text{target}}, \psi_0, t, g_a, \vec{\Omega}(t) = \vec{0}]$ is maximum and the value of $g_a'$. For (R1), $T$ is proportional to $g_a^{-1}$, and for (R2), $T$ is proportional to $g_a^{-2}$. For large values of $g_a'$, we have fast and complex Rabi-oscillations, and the maximum fidelity is too small to identify unambiguously a specific time where the excitation is transferred. For this reason, we cannot have a bijection between $T$ and $g_a'$ above a given threshold.

The suitable piecewise constant field shapes for our complex quantum control problems are determined with the GRAPE (GRAdient Ascent Pulse Engineering) algorithm [55]. We refer to Appendix C for further details on our application of the GRAPE algorithm. The study is restricted to cases where the transfer works well in the weak coupling regime. Thus, the control fields do not have to reproduce the effective Hamiltonian introduced in Sec. IV.

The problem is explored in Fig. 8 for (R1), with $g_a = g_a'/\sqrt{2}$, $\alpha = 0$ (photon-phonon coupling), $\omega_b = 0.3 \omega_a$, $\theta_a = \gamma_a = 0$, and $\phi_a = \pi/2$. To avoid an alignment of the control with the oscillators $\Omega_a(t)$ is set to 0. Calculations of optimized controls are made for two values of the coupling parameter $g_a = 0.1 \omega_a$ and 0.25 $\omega_a$. In the case of $g_a = 0.1 \omega_a$, a fidelity higher than 0.993 can be achieved in $T = 40/\omega_a$, which gives a gain of 13.6%. Without control field, a duration $T \approx 185/\omega_a$ with a coupling $g_a' \approx 0.017 \omega_a$ is necessary to reach a similar fidelity. Qualitatively similar observations can be made in the case $g_a = 0.25 \omega_a$. Nevertheless, we can stress two main differences: (i) we can reach a better fidelity in a shorter time (before $T = 30/\omega_a$), and (ii) the maximum fidelity is slightly lower than the one with $g_a = 0.1 \omega_a$. We interpret this last point with the fact that the convergence of GRAPE can be very slow when it arrives close to the maximum of $F$. Increasing considerably the number of iterations of GRAPE or decreasing the time step of the control discretization can improve slightly the result.

Figure 8. Fidelity $F$ with the initial state $|0_S, 1_a, 0_b\rangle$ and the target state $|-1_S, 0_a, 1_b\rangle$ for the resonance (R1) and the parameters $\omega_b = 0.3 \omega_a, g_b = g_a/\sqrt{2}, \alpha = 0$ (photon-phonon coupling), $\phi_a = \pi/2, \theta_a = 0, \gamma_a = 0$. The red and blue curves with points correspond to the maximum of fidelity obtained at time $T$ using optimized control (O.C.) fields for two different values of $g_a$. Gray and black dashed curves correspond to $F_{g_a'}(T)$. The parameters of $H_a$ and $H_b$ are the ones obtained in the weak coupling regime (see Sec. III.A).

Figure 9. Same as Fig. 8 but for the resonance (R2) and the parameters $\omega_b = 0.3 \omega_a, g_b = g_a/2, \alpha = 1$ (photon-photon coupling), $\phi_a = 0.210573 \pi, \theta_a = 0, \phi_b = 0.243693 \pi, \theta_b = 0$. The initial state is $|0_S, 2_a, 0_b\rangle$ and the target state is $|1_S, 0_a, 2_b\rangle$. The parameters of $H_a$ and $H_b$ are the ones obtained in the weak coupling regime (see Sec. III.B).
results, but at the price of a considerable increase in the numerical cost.

A similar study is made for (R2), using the following parameters: $\omega_b = 0.3 \omega_a, g_b = g_a/2, \alpha = 1$ (photon-photon coupling), $\phi_a = 0.210573\pi, \theta_a = 0, \phi_b = 0.243693\pi, \theta_b = 0$. We also set $\Omega_z(t) = 0$. This corresponds to the case already considered in Fig. 5. Results are plotted in Fig. 9. Our observations are the same as the ones made for (R1), but we emphasize that the gain offered by the optimized control field is even more impressive. For example, a fidelity higher than 0.995 is obtained at $T = 190/\omega_a$, while it is less than 0.1, at the same time, without control field, and with $g_a \leq 0.25 \omega_a$.

In this study, no particular experimental constraints have been imposed on the optimization, to get the ideal limit of the process. The experimental feasibility is analyzed a posteriori. A look at the Fourier transform of the control fields shows that they are made of a few frequencies below 4 $\omega_a$, with $\omega_a \geq \omega_b$. Additionally, the amplitude of the control field remains rather small. An example of control field is plotted in Fig. 10 a). With these features, the control fields computed for this study seem realizable as soon as the frequencies of each oscillator are within a domain where we can routinely shape control fields with high accuracy (see, e.g., Ref. [50] for an application in electron spin resonance spectroscopy using bismuth donors in silicon). The robustness against variations of the system parameters is another key aspect of the experimental realization. The fields derived for (R1) or (R2) have different robustness. For (R1), a loss of fidelity of $\approx 1\%$ is induced by a variation of the physical parameters $g_a, g_b, D, \omega_z$ about 2 or 10% (the other parameters are assumed well known up to a sufficiently small precision). For (R2), the same loss of fidelity is induced by variation of the parameters about 0.5 to 5%.

Understanding the physical mechanisms behind the control process is a challenging problem. Our numerical investigations lead us to the conclusion that the process depends both on the resonance and the coupling strength (the shape of the optimal control fields depends strongly on the type of resonance and on the system parameters). The structure of the energy crossings, as illustrated in Fig. 9 could be responsible for a modification of the control mechanism. However, there is a case easy to analyze: the case (R1) with $g_a = 0.1 \omega_a$. The optimized control field of duration $T = 40/\omega_a$ is plotted in Fig. 10 a). The trajectory of a few populations associated with this control as well as the population in the case without control are plotted respectively in Fig. 10 b) and c). An example of trajectory in the weak coupling regime is given in Fig. 10 d). We remark that the control field forces the state to have a trajectory similar to the one obtained in the weak coupling regime. For this purpose there are two main peaks in $\Omega_z(t)$, located in the intervals $\omega_a t \in [0, 10]$ and $[30, 40]$ (see the high blue peaks in panel a)). The first one does not have an impressive effect on the dynamics, but it avoids the dispersion of the state in the oscillator $a$. The second part has a similar effect on the oscillator $b$. While this is not visible in the figure, these two peaks are responsible for $\approx 92\%$ of the transfer (this can be observed if we keep only the highest peaks in the control field and we remove the rest). The small fluctuations of $\Omega_z(t)$ on the interval $\omega_a t \in [30, 40]$, as well as the $\Omega_y(t)$ enhance the control efficiency up to a fidelity of 99%.

VI. CONCLUSION

Through this article, we have investigated how two quantum oscillators can exchange one and two quanta of excitation efficiently, using the joint coupling with a three-level system. The model system is particularly well adapted to describe quantum phenomena taking place when a solid-state spin interacts with two modes of the electromagnetic field (photons) or one mode of the electromagnetic field, and a vibrational mode modifying the fine structure tensor. Our results are divided into two categories.

First, we have shown how it is possible to reach a very good fidelity in the transfer of the excitation by engineering the Hamiltonian eigenstates. The exchange of $n$-excitations is maximized when one of the eigenstates is an entangled state with $n$-excitations shared between the two oscillators. We have found that this simple problem has non-trivial solutions, which can be determined analytically or numerically in the weak coupling limit.

The second category of results concerns the use of a control field on the three-level system to enhance the transfer process when Hamiltonian engineering fails to give us the desired solution. In particular, a sinusoidal control field can provide enough degrees of freedom to solve the eigenstate problem. Additionally, in the strong coupling regime, a control field can be used to limit the dispersion of the excitation by refocusing the state onto the desired target state. With several examples, we have illustrated the impressive gain of fidelity that can be achieved with this method (e.g., for a 1-excitation exchange, the gain of fidelity is about 14%, and for two excitations, the gain can be about 90%). Since this improvement takes place in the strong coupling regime (i.e., with short interaction times), controlled quantum excitation transfers are a promising technique to speed up the communication between quantum devices.

Similar scenarios to the ones explored in this paper have been investigated with adiabatic control methods in the weak coupling regime. For example, in Refs. [23], a STIRAP has been employed for a single quantum exchange between cavities. STIRAP is an adiabatic state-to-state method to transfer an excitation in a three-level system. It requires a very specific form of the perturbed Hamiltonian, and the process must fulfill adiabatic conditions, such as a long control time. Here, we go beyond this study since the transformations are made at the level of the evolution operator (in the weak coupling regime), we consider perturbed Hamiltonian unsuitable
for a STIRAP, and we work close to the quantum speed limit which is given by the coupling strength (we are not limited to adiabaticity conditions). Moreover, in the strong coupling regime, the STIRAP method cannot work as efficiently as in the weak coupling regime, due to the dispersion effect of the quantum excitation onto many energy levels of the oscillators. This last point has been noted with photons pair production in ultrastrongly coupled matter-radiation systems \[57\], although the dispersion is not strictly identical to the one of our system.

The proof of concept proposed in this article opens the door to many extensions of this work. In particular, the interaction with the environment may be included, to take into account the experimental constraints of a specific setup. Moreover, the study of one and two-excitation exchanges in the Fock space basis can be extended to other parts of the system spectrum. Other interesting exchanges may be allowed by this system. Finally, a deeper analysis of the evolution operator may give us a general understanding of the control mechanism used to suppress the dispersion of the quantum state.
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Appendix A: Diagonalization of the Rabi-Hamiltonian

In this appendix, we revisit several state-of-the-art results concerning the Rabi Hamiltonian in the weak and the strong coupling regime \[22–24\]. These quantitative results are helpful to understand qualitatively the physical effects discussed in Sec. II C.

While the complexity of the Hamiltonian \(1\) makes analytic computations arduous and lengthy, the differences between the coupling regimes can be understood with a simplified system composed of one oscillator coupled with the three-level system. Let us consider that the coupling with the second oscillator is removed, i.e., \(g_b = 0\) in Eq. \(1\). As a consequence, the basis states of the system Hilbert space are \(|m_S, k_a\rangle\), using the same notation as before, but without the oscillator \(b\). The following discussion still holds if we set \(g_a = 0\) and \(g_b \neq 0\). We also left aside the control fields such that \(\vec{\Omega}(t) = 0\ \forall t\).
Then the Hamiltonian takes the form:

\[ \hat{H} = \hat{H}_S + \omega_a \hat{a}^\dagger \hat{a} + g_a \hat{H}_a (\hat{a}^\dagger + \hat{a}). \] (A1)

The physics of this system can be studied with the diagonalization of Eq. (A1) in the rotating frame where \( \hat{H}_S \) is canceled. From the Schrödinger equation, we define the evolution operators \( \hat{U}(t) = e^{-it\hat{H}} \) and \( \hat{U}_S(t) = e^{-it\hat{H}_S} \), and we determine [52]:

\[
\hat{U}(t) = \hat{U}_S(t) \exp \left( -i \int_0^t dt' \left[ \omega_a \hat{a}^\dagger \hat{a} + g_a \hat{U}_S^{-1}(t') \hat{H}_a \hat{U}_S(t')(\hat{a}^\dagger + \hat{a}) \right] \right),
\] (A2)

We can also diagonalize \( \hat{H}_a \), such that \( \hat{H}_a = \hat{Q}^{-1} \hat{S}_z \hat{Q} \). Using this identity, we can rewrite the Hamiltonian in the square brackets of Eq. (A2) into:

\[
\hat{U}_S^{-1}(t') \hat{Q}^{-1} \left[ \omega_a \hat{a}^\dagger \hat{a} + g_a \hat{S}_z (\hat{a}^\dagger + \hat{a}) \right] \hat{Q} \hat{U}_S(t').
\] (A3)

The explicit calculation of \( \hat{Q} \hat{U}_S(t') \) can be lengthy but it is not technically difficult. We focus on the diagonalization of \( \omega_a \hat{a}^\dagger \hat{a} + g_a \hat{S}_z (\hat{a}^\dagger + \hat{a}) \). Following the calculations presented in [55], we deduce the following eigenvalues and eigensets:

\[
E_{m,k} = \omega_a k - \frac{g_a^2}{\omega_a} m^2
\] (A4)

\[
|m_{S,k}\rangle = \frac{1}{\sqrt{k!}} \left( \hat{a}^\dagger + \frac{g_a}{\omega_a} \hat{S}_z \right)^k e^{-\frac{g_a^2}{2\omega_a}} \left| \hat{S}_z \right|^2 e^{\frac{g_a}{\omega_a} \hat{a}^\dagger} |m_S,0\rangle
\]

\[
= e^{-\frac{g_a^2}{2\omega_a^2}} \sum_{n=0}^{\infty} \sum_{j=0}^{k} \frac{(-1)^n \sqrt{k!} \left( g_a m \omega_a \right)^{n+k-j}}{j! (k-j)! n!} (\hat{a}^\dagger)^{j+n} |m_{S,k}\rangle
\] (A5)

Note that the eigenstate \( |m_{S,k}\rangle \) depends on the eigenvalue \( m \) of \( S_z \), hence the notation \( m_{S,k} \), but the new label \( k \) does not depend on the oscillator state alone. It corresponds to the number of excitation created using the operator \( \hat{A}^\dagger = \hat{a}^\dagger + \frac{g_a}{\omega_a} \hat{S}_z \). For this reason, there is no label \( a \) under the \( k \) of \( |m_{S,k}\rangle \). In the weak coupling regime, we can Taylor expand Eq. (A5) and keep only the highest terms in \( g_a/\omega_a \). At order two we have:

\[
|m_{S,k}\rangle \approx \left( 1 - (2k+1) \frac{g_a^2 m^2}{2\omega_a^2} \right) |m_{S,k}\rangle
+ \frac{g_a m}{\omega_a} \left( \sqrt{k} |m_{S,(k-1)a}\rangle - \sqrt{k+1} |m_{S,(k+1)a}\rangle \right)
\] (A6)

With this equation, we see that we can have Rabi oscillations between three states with one or two quantum excitation of difference. This is similar to the rotating wave approximation, which allows us to derive the Jaynes Cummings Hamiltonian [59] (see [60] for a generalization). A qualitative understanding of the strong coupling regime can be derived with an explicit plot of \( \langle m_{S,(k+n)a},k|S_z\rangle \), with \( k+n \geq 0 \). An example is given in Fig. 11. We observe that the larger \( g_a/\omega_a \), the higher the number of states \( |m_{S,k}\rangle \) with a non-negligible projection. As a consequence, if the system is initially in a state \( |m_{S,k}\rangle \), and if the system is in the strong coupling regime, the quantum excitation is going to disperse onto many other states with very different energies of interaction. We will not observe a well-localized exchange of excitation, like in the weak-coupling regime. The situation is similar to the case of a qubit coupled weakly with an ensemble of harmonic oscillators: the excitation is dispersed throughout all the oscillators and it never goes back to the qubit (at least in a reasonable time).

**Appendix B: Convergence of the First Order Magnus Expansion**

In this appendix, we analyze the error introduced by the first-order Magnus expansion. To estimate the error, we compute the second-order term of the series, given by:

\[
\frac{1}{2} \int_0^t dt_1 \int_0^{t_1} dt_2 [H'(t_1), H'(t_2)],
\] (B1)

where \( H'(t) \) is the time-dependent Hamiltonian in the rotating frame (see the middle line of Eq. (11)). We use again the Jacobi-Anger expansion to express \( \hat{H}(t) \) in a series of the form:

\[
\hat{H}'(t) = \sum_{n=-\infty}^{\infty} \hat{H}'_n e^{i\Omega_n t},
\] (B2)
Because \( H' \) is a trigonometric polynomial with argument \( B = A_c \sin(\Omega_c t)/\Omega_c \), the coefficients \( H'_n \) can be decomposed into a sum of terms weighted by Bessel functions \( J_n(mA_c/\Omega_c) \), \( m \geq 1 \) (see Eq. (19) and Eq. (21)) for example with \( m = 1, 2 \). We keep this decomposition implicit for the moment. Inserting Eq. (B2) into Eq. (B1), we obtain:

\[
\frac{1}{2} \int_0^t dt_1 \int_0^{t_1} dt_2 \left[H'(t_1), H'(t_2)\right] = \frac{1}{2} \sum_{n=-\infty}^{+\infty} \sum_{k=1}^{+\infty} \left[H'_n, H'_{n+k}\right] \int_0^t dt_1 \int_0^{t_1} dt_2 e^{i((n+k)t_2 - nt_1)\Omega_c} \\
= \frac{1}{2} \sum_{n=-\infty}^{+\infty} \sum_{k=1}^{+\infty} \left[H'_n, H'_{n+k}\right] \frac{k + n - ke^{-i\Omega_c t} - ne^{i\Omega_c t}}{kn(k+n)\Omega_c^2}.
\]

We focus on the last fraction in Eq. (B3). We remark that it is bounded, except when \( n = 0 \):

\[
\left| k + n - ke^{-i\Omega_c t} - ne^{i\Omega_c t} \right| \geq \begin{cases} \frac{1}{\Omega_c} \left( \frac{2}{nk} + t \right), & n = 0 \\
\frac{1}{k|n| + |n(k+n)|} + \frac{1}{k|n+k|}, & n \neq 0 \end{cases}
\]

In the limit when \( \Omega_c \to \infty \), the leading term is \( t/\Omega_c \), and it gives us an estimate of the error made with the first-order Magnus expansion. The larger \( \Omega_c \), the better the approximation is. Nevertheless, this error estimate can be very large, compared to the true error. To underline this point, we consider only the leading term in Eq. (B3), and we further assume that: \[H'_0, H'_1] \propto J_0 \left( \frac{mA_c}{\Omega_c} \right) J_1 \left( \frac{mA_c}{\Omega_c} \right), \text{ with } m, m_1, m_2 \geq 0.\] Then, we have:

\[
C \frac{t}{\Omega_c} J_0 \left( \frac{mA_c}{\Omega_c} \right) J_1 \left( \frac{mA_c}{\Omega_c} \right),
\]

with \( C \) a constant that does not depend on \( m_1, m_2, t, A_c, \) and \( \Omega_c \). The absolute value of the product of \( J_0 J_1 \) is in general very small. For example, the maximum height of \( |J_0(x)J_1(x)| \) is \( \approx 0.339 \) for \( x \approx 1.082 \), the second one is \( \approx 0.076 \) at \( x \approx 4.620 \). We can thus expect that in many situations, the error is reduced by the small values taken by the Bessel functions.

The fact that the approximation works very well for a rather small value of \( \Omega_c \) (see Sec. IV) is, however, not guaranteed and it is verified a posteriori. The same approximation applied to another system may require much larger values of \( \Omega_c \) (for example, see [21]).

**Appendix C: Notes on the numerical computations**

In this section, we provide several key elements concerning numerical simulations and optimizations.

Simulations are performed using two truncated Fock spaces. The number of energy levels is chosen sufficiently large to avoid any population transfer in the highest excited states. This is a necessary condition to limit numerical artifacts. In the simulations presented in the main text, we have kept between 6 and 16 energy levels. The respective dimensions for the total Hilbert spaces are then \( 6^2 \times 3 = 108 \) and \( 16^2 \times 3 = 768 \). All control fields are defined with piecewise constant functions. The time step \( \Delta t \) is adapted to the minimum resolution required for the control field. The numerical integration of dynamics is performed with matrix exponential:

\[
|\psi(n\Delta t)| = \mathbb{T} \prod_{k=0}^{n-1} e^{-i\Delta t H(k\Delta t)} |\psi_0\rangle.
\]

Note that the Hamiltonian operator is constructed with tensor products of truncated creation and annihilation operators expressed in the \( |m, k, l\rangle \) basis. This way of constructing the operator is numerically very fast and it is advantageous when we need to optimize the parameters of the Hamiltonian. However, this method can lead to numerical artifacts if the coupling constants \( g_a \) and \( g_b \) are too high, or if the truncated space is too small. Errors can be reduced using the diagonal basis of the Rabi-Hamiltonian defined in Eq. (A4) and (A5), but at the price of a longer computation time. However, in all our cases study, the couplings are sufficiently small and the states remain sufficiently close to the ground state to avoid any significant numerical artifacts.

Two types of numerical optimizations are performed in this study. The optimization of the parameters of the Hamiltonian, or the optimization of a control field.

In the first case, optimizations are made using the built-in function of Mathematica: NMinimize [31]. This function allows us to perform global optimizations, and the convergence is generally excellent with a few variables on a bounded domain. This function is used with the option “SimulatedAnnealing”.


The optimizations of control fields are performed using the GRAPE algorithm \[34, 55\]. This algorithm is an efficient gradient-based optimization algorithm to solve quantum control problems. Optimizations with GRAPE require the input of an initial control field which is iteratively deformed to converge towards a local optimum of the objective function (here, the fidelity $F$). The initial control field is taken to be a sinusoidal function of very small amplitude such that $\omega(t) \approx 0$. This choice is motivated by the fact that without control, we can reach approximately the target state, and we look for a solution that allows us to improve the free evolution without introducing too much energy into the system. As illustrated by our results (see the main text), excellent convergences are observed, and we can hope to be close to the optimal solution. The fields obtained after optimization do not depend significantly on the initializing field. However, it is not excluded that other solutions may be found with initial fields whose energy is noticeably larger than zero.

**Appendix D: Controllability**

In this appendix, we address a few comments on the system’s controllability. Controllability checks, when they are doable, are generally necessary to ensure the existence of a solution to the control problem.

A quantum system is said pure state controllable \[62\] if for every pair of initial and target states $|\psi_0\rangle$, $|\psi_{\text{target}}\rangle$, there exists a piecewise constant control field $\Omega$ such that $|\psi_{\text{target}}\rangle = \hat{U}(T,\Omega)|\psi_0\rangle$, $T > 0$. This is a very strong result which is usually not achieved with infinite dimensional systems. In this case, we use the notion of approximate controllability. A quantum system is said approximately controllable \[65\] if for every pair of initial and target states $|\psi_0\rangle$, $|\psi_{\text{target}}\rangle$, for every $\epsilon > 0$ there exists $T_\epsilon > 0$ and a piecewise constant control field $\Omega$ such that $\|\psi_{\text{target}}\rangle - \hat{U}(T_\epsilon,\Omega)|\psi_0\rangle\| < \epsilon$. This means that we can reach any state with an arbitrarily small error $\epsilon$. The time of control is (in general) dependent on the error. Note that Markovian interactions with an environment lead to a loss of controllability.

Proving the controllability of a quantum system is in general a difficult task, specifically for an infinite quantum system like the one considered in this paper. Such a result is out of the scope of this paper. However, the control tasks we are interested in are non-trivial, and a minimum of knowledge on this issue is necessary. We can verify that the system with truncated Fock spaces is controllable. By increasing the dimension of the truncated Hilbert space, we can verify if the controllability is kept. This does not give us a mathematical proof, but at least, it gives us a first clue in this direction. The controllability of a finite-dimensional system can be determined by computing the dimension of the dynamical Lie algebra. If it is equal to $\dim H^2 - 1 = \dim \mathfrak{su}(\dim H)$, then the system is controllable. This can be achieved numerically with the algorithm presented in Ref. \[64\]. Since the calculation time grows considerably with the size of the Hilbert space, we are restricted to truncated systems with the smallest dimensions. We have verified that the Hamiltonian \[1\] is controllable in the case $\theta_a = 0, \phi_a = \pi/2, \alpha = 0, \gamma_b = 0$ up to 3 energy levels of the oscillators. Moreover, we have verified that the Rabi Hamiltonian \[A1\] with $H_a = \hat{S}_x$ and controls on $\hat{S}_y$ and $\hat{S}_z$ is controllable up to 5 energy levels of the oscillator. In addition to these results, we can emphasize that the Rabi-Hamiltonian is approximately controllable with a coherent control of the bosonic mode \[65\]. Based on these results, we conjecture that our model system \[1\] is controllable.
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