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Abstract—Despite enormous research interest and rapid application of federated learning (FL) to various areas, existing studies mostly focus on supervised federated learning under the horizontally partitioned local dataset setting. This paper will study the unsupervised FL under the vertically partitioned dataset setting. Accordingly, we propose the federated principal component analysis for vertically partitioned dataset (VFedPCA) method, which reduces the dimensionality across the joint datasets over all the clients and extracts the principal component feature information for downstream data analysis. We further take advantage of the nonlinear dimensionality reduction and propose the vertical federated advanced kernel principal component analysis (VFedAKPCA) method, which can effectively and collaboratively model the nonlinear nature existing in many real datasets. In addition, we study two communication topologies. The first is a server-client topology where a semi-trusted server coordinates the federated training, while the second is the fully-decentralized topology which further eliminates the requirement of the server by allowing clients themselves to communicate with their neighbors. Extensive experiments conducted on five types of real-world datasets corroborate the efficacy of VFedPCA and VFedAKPCA under the vertically partitioned FL setting. Code is available at https://github.com/juyongjiang/VFedAKPCA.
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I. INTRODUCTION

Federated learning (FL) [1] has been receiving increasing attention in the literature, which enables collaborative machine learning in a communication-efficient [2], [3] and privacy-preserving way [4]. FL provides a general-purpose collaborative learning framework, which usually consists of a coordinating central server and multiple participating clients with their local datasets, e.g., organizations (cross-silo setting) or devices (cross-device setting). More recent FL methods also propose fully-decentralized learning, where clients directly communicate with their neighbors. It eliminates the need of the coordinating server which can sometimes expose security and privacy risks to the collaborative training [5]. During the FL training, the raw local datasets of all clients are kept locally and restricted to be exchanged or transferred over network for privacy-preserving purpose. Instead, it suffices to communicate only intermediate training variables (e.g., local gradients or local model parameters). Due to its generality and superiority in the privacy-preserving aspect, FL paves its way to a growing number of application areas.

Nevertheless, most existing FL methods focus almost exclusively on the supervised learning problems under the horizontally distributed local dataset setting. As far as we know, unsupervised FL learning under the settings of vertically distributed datasets has yet to be well explored. In fact, the vertically partitioned local dataset setting is common in many practical applications [6]. Under this setting, different clients hold a local partition of features, instead of samples as in the horizontally partitioned setting. It naturally arises when the features/attributes describing the same group of entities are collected and stored among multiple clients. For example, the financial features of a person can split among multiple financial companies s/he has dealt with, e.g., banks, credit card companies, stock market. Similar to the horizontal FL setting, it is important to collaboratively train the model based on all clients’ data partition to maximize the global model performance. For example, when a bank refers to a machine learning (ML) model for deciding whether to grant a loan application of a customer, it is ideal for the model training to take account into all the financial records of the customer, not only the transactions history held by this bank. It is apparent from the example that raw local datasets should not be exchanged because the vertically partitioned datasets can contain sensitive information, i.e., the financial status of the customer. Furthermore, unsupervised learning is practically appealing because it need not the labels for model training. The labels can be expensive and time-consuming to mark, and even require domain expertise [7]. The label can also contain sensitive information, which will incur privacy leakage if not handled properly, especially under the vertically partitioned setting where the labels need to be shared among all clients [8].

In this paper, we focus on multiple clients holding the vertically partitioned datasets under the FL framework. For linear structure datasets, principal component analysis (PCA) has been widely used in high-dimensional data analysis by extracting principal components, which are uncorrelated and ordered, with the leading ones retaining most of the data...
variations [9]. To this end, we propose a vertically partitioned federated PCA method, abbreviated VFedPCA, which features computational efficiency, communication efficiency and privacy-preserving. However, traditional PCA is limited to learning linear structures of data and it is impossible to determine dimensionality reduction when the data possesses nonlinear space structures. For nonlinear structure datasets, kernel principal component analysis (KPCA) is a very effective and popular technique to perform nonlinear dimensionality reduction [10]. But KPCA requires mapping data to high-dimensional sample space to obtain the final sample representations focusing on the feature-wise data, which is limited by the number of variables used, and the computational complexity will increase exponentially with the number of input variables. Therefore, we further propose the vertically partitioned federated KPCA method, namely VFedAKPCA. It first maps the data to the high-dimensional feature space and extracts the principal component directions, and then gets the final projection of the input data among those directions. In both VFedPCA and VFedAKPCA, clients keep their datasets local and only require the communication of model parameters. Such model exchange suffices to occur periodically to reduce communication overhead. Within each communication round, clients run the computationally efficient local power iteration [11], and the warm-start power iteration method can further improve performance. Furthermore, we consider the relationship between each independent subset and the full set based on the weight ratio of eigenvalue. Subsequently, we supplement the weight scaling method to further improve the accuracy and performance of the algorithm. Correspondingly, we test and verify the nonlinear feature extraction ability of the VFedAKPCA which has the same computational complexity as VFedPCA. In addition, we consider both of two settings: (1) a centralized server coordinates the learning, and (2) the fully decentralized setting which eliminates the need of the server.

This paper is an extended version of our conference version, which contains the preliminary study only on the vertical federated PCA algorithm. In particular, the conference version mainly focuses on the one-shot communication performance of the proposed algorithm and the experiment results are light. This extended journal version is more comprehensive in terms of both algorithm design and experiments. In summary, the main contributions of this paper are below:

1) We first attempt to study PCA and KPCA under the vertically-partitioned FL setting.
2) We propose the VFedPCA and VFedAKPCA algorithm for linear and nonlinear data situation, respectively, featuring computational efficiency, communication efficiency, and privacy-preserving. It comes with two variants: one requires a central server for coordination and the other performs fully decentralized learning where clients communicate directly with their neighbors.
3) Extensive experiments on five types of real datasets corroborate the favorable features of VFedPCA and VFedAKPCA under the vertically-partitioned FL setting, while maintaining accuracy similar to unseparated counterpart dataset.

### II. NOTATIONS AND BACKGROUND

#### A. Notation

We use boldfaced lower-case letters, e.g., \( x \), to denote vectors and boldfaced upper-case letters, e.g., \( X \), to denote matrix. The superscript is associated with the number of iterations, e.g., \( X^t \) denotes the decision variable at iteration \( t \), while the subscript is associated with indices of different parties, e.g., the data matrix \( X_i \in \mathbb{R}^{n_i \times p_i} \) denotes the \( i \)-th party that has \( p_i \) variables (i.e., features) and \( n_i \) samples (i.e., users). We use \( X^* \) to denote a dual space. Let \( ||x|| \) denote the standard Euclidean norm for the vector \( x \). The summary of the used symbols in this paper is shown in Table I.

#### B. Federated Learning

FL is data-private collaborative learning, where multiple clients jointly train a global ML model with the help of a central coordination server. The goal of FL is achieved through the aggregation of intermediate learning variables, while the raw data of each client is stored locally without being exchanged or transferred. According to different data partition structures, the distribution can be generally categorized into two regimes, namely horizontally- and vertically-partitioned data [12]. Currently, there is relatively less attention paid to the vertically partitioned data. Most of the existing cross-silo FL work is based on the supervised datasets, including trees [13], linear and logistic regression [14], [15], and neural networks [16]. These supervised FL works rely on the labels, which are expensive to acquire and require domain expertise. For example, diabetes patients may wish to contribute to the FL with their everyday health monitor data like glucose level and blood pressure. Since patients lack advanced medical expertise, their local data are often unlabeled without a

| TABLE I: Summary of Frequently Used Notation |
| Notation | Description |
|----------|-------------|
| \( n \)  | number of samples |
| \( m \)  | number of features |
| \( p \)  | partitions |
| \( l \)  | local iterations |
| \( t \)  | federated communications |
| \( f_i \) | the features of the \( i \)-th party |
| \( s_i \) | the samples of the \( i \)-th party |
| \( \alpha_i \) | the eigenvalues of the \( i \)-th party |
| \( \omega_i \) | the weight of the \( i \)-th party |
| \( U \)  | the federated eigenvector |
| \( U_G \) | the global eigenvector |
medical expert’s evaluation. As far as we know, the current work on the unlabelled data and vertical learning has rarely explored under the FL context. The only existing related papers focus on the semi-supervised FL [17] and weakly-supervised FL [18], respectively.

C. PCA and Power Iteration

In this subsection, we describe the basic PCA setup and present the centralized Power Iteration [19]. Let \( X \in \mathbb{R}^{n \times m} \) be the global data matrix constituted as if all local partitions were centralized together. The goal of PCA is to find the top eigenvectors of the covariance matrix \( A = \frac{1}{n} X^T X \in \mathbb{R}^{m \times m} \), which is a symmetric positive semidefinite (PSD) matrix. We assume that \( A \) has eigenvalues \( 1 \geq \alpha_1 \geq \alpha_2 \geq \alpha_M \geq 0 \) with corresponding normalized eigenvectors \( a_1, a_2, \cdots, a_M \), then \( A a_m = \alpha_m a_m \), for any \( m \in \{1, \ldots, M\} \).

**Power Iteration:** The power method [19] is an efficient approach to iteratively estimating the eigenvalues and eigenvectors. The intuition of the method is by observing that the power method has been extended to the FL setting for the horizontally partitioned data. Recently, [11] proposes a federated SVD algorithm based on the local power iteration, which incorporates the periodic communication for communication-efficiency. Their so-called LocalPower method can save communication by \( l \) times to achieve \( \epsilon \)-accuracy. To guarantee the convergence, they assume the data matrix \( X \) is partitioned randomly and the local correlation matrix \( A_i = \frac{1}{s_i} X_i^T X_i \) is a good approximation to the global correlation matrix \( A = \frac{1}{n} X^T X \), which is equivalent to \( \| A - A_i \| \leq \eta \| A \| \), where \( A_i \in \mathbb{R}^{s_i \times s_i} \) is the \( i \)-th partition, \( \eta \) that is as small as \( \epsilon \) is to bound the difference between \( A_i \) and \( A \). In addition, paper [20] proposes the FedPower which further introduces more rigorous privacy protection under the notion of differential privacy. As mentioned, both methods consider the horizontally partitioned data, leaving the federated PCA for vertically partitioned data untackled. In the horizontal setting, the subproblems on the clients are separable because the data partitions on clients are identically independent distributed (i.i.d.) samples, which is less challenging since we do not need to consider the correlations among clients. However, in the vertical setting, the subproblems on the clients are not separable because the data partitions on clients are different feature subsets of the same groups of samples, which are correlated and the iid assumption can no longer be made. As a result, our targeted vertical PCA/KPCA Federated Learning is more challenging than the horizontal setting. According to [21], the horizontally partitioned data is more challenging due to the tighter inter-correlation among features than those among samples, which motivates us to formally study the vertically partitioned federated PCA in this paper.

D. Kernel PCA

The kernel method has been widely recognized as an effective approach to processing nonlinear data through kernel mapping. In brief, the original data are first mapped to a higher-dimensional feature space by a kernel mapping function \( \Phi : \mathbb{R}^m \rightarrow \mathbf{F} \), and then the corresponding linear operation is performed in this mapped feature space. By nonlinear mapping, linearly inseparable samples in the original space become linearly separable (or linearly separable with higher probability) in the higher-dimensional feature space. The linear transformation method can then be used to implement dimensionality reduction in the feature space, which greatly boosts the ability of linear transformation methods to process nonlinear data. The key principle behind this, also known as the kernel trick, is to exploit the fact that a great number of data processing techniques do not depend explicitly on the data itself, but rather on a similarity measure between them, i.e., an inner product [22]. Let \( \{ \Phi(x_1), \Phi(x_2), \ldots, \Phi(x_n) \} \) denote the input vectors \( \{x_1, x_2, \ldots, x_n\} \) after being mapped to the feature space, then kernel PCA (KPCA) is introduced to compute projections onto the eigenvectors \( U = \sum_{i=1}^{n} u_i \Phi(x_i) \). We define an \( n \times n \) kernel matrix \( K_{ij} = \langle \Phi(x_i), \Phi(x_j) \rangle \), then \( u_i = \frac{1}{n \lambda_i} \Phi(x_i)^T U \), where \( \lambda \) is an eigenvalue of \( K \). The resulting kernel principal components transformation is \( \tilde{X} = \Phi(x_i)^T U = \sum_{i=1}^{n} u_i k(x_i, x_j) \) may be called its nonlinear principal components corresponding to \( \Phi \), and the reduced dimension is \( k \times n \).

KPCA could be disadvantageous if we need to process a very large number of observations because this results in a large matrix \( K \). Compared to principal curves [23], which iteratively estimates a curve (or surface) capturing the structure of the data, KPCA is harder to interpret in the input space [10].

III. Vertical Federated PCA and Kernel PCA

In this section, we first formulate the federated PCA and federated kernel PCA under the vertically partitioned data setting. Then, we propose the VFedPCA and VFedAKPCA algorithms. Under the circumstance that each client does not know the eigenvector \( U_G \) of the mutual data (i.e., the overall dataset), the federated eigenvector \( U \) obtained by each client is finally converged to the global eigenvector \( U_G \) obtained from the overall data through federated learning. In addition, for the unsupervised learning approach, the key challenge is to use the multi-shot federated interaction method to make the distance error between the federated eigenvector \( U \) and the global eigenvector \( U_G \) decrease continuously and converge
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Fig. 1: The Architecture of Vertical Federated Principal Component Analysis.

A. Problem Formulation

To begin with, we describe the formulation for the vertically federated PCA problem. Let $X \in \mathbb{R}^{n \times m}$ be the data matrix, which have $n$ samples and $m$ features, we partition $X$ into $p$ clients as $X = [X_1, X_2, \ldots, X_p]^T$, where $X_i \in \mathbb{R}^{n \times f_i}$ contains $f_i$ features of $X_i$. Let $S = \frac{1}{m} XX^T \in \mathbb{R}^{n \times n}$. Let $Z = X^T U \in \mathbb{R}^m$, which can be considered as the coordinate of the projection along the direction given by $U \in \mathbb{R}^m$. Note that $\text{Var}(Z) = U^T SU$, where $S$ is the covariance matrix. Our purpose is to find the leading $k$-dimensional subspace such that the projection of the data onto the subspace has the largest variance. The problem could be formulated as follows:

$$\max_{U \in \mathbb{R}^{n \times k}, U^T U = I} \|U^T SU\| = \alpha_G U_G^T U_G = \alpha_G,$$

where $\alpha_G$ are the leading eigenvalues of $S$ and $U_G$ are the eigenvectors corresponding to $\alpha_G$. Our aim is to minimize the distance between the global eigenvector $U_G$ that is computed as if all features were centralized together, and each client’s $U_i$, as follows:

$$\min_{U_G, U_i \in \mathbb{R}^{n \times k}} \|U_i - U_G\|, \text{ for all } i = 1, \ldots, p. \quad (3)$$

We define the $L2$ Euclidean distance [24] as the distance between $U_G$ and $U_i$ by:

$$\|U_i - U_G\| = \sqrt{\sum_{j=1}^{m} \sum_{h=1}^{k} ((U_G)_j - (U_i)_j)^2}, \quad (4)$$

where $U_G$ is the leading eigenvectors of the global covariance matrix $S$, and $U_i$ is the leading eigenvectors of each client’s (say $i$-th) local covariance matrix.

B. Local Power Method

Let us consider the data vertically partitioned among $p$ clients. In each client, we use power iteration algorithm (also known as the power method) to produce the greatest (in absolute value) eigenvalue of $\mathbf{A}_i = \frac{1}{f_i} X_i^T X_i$, and a nonzero vector $\mathbf{u}_i$, which is a corresponding eigenvector of $\alpha_i$, i.e., $\mathbf{A}_i \mathbf{u}_i = \alpha_i \mathbf{u}_i$. For the local iterations of the power method $l = 1, 2, \ldots, L$, each client will compute locally until convergence (or the desired accuracy) by the steps

$$\mathbf{a}_{i}^{l+1} = \frac{\mathbf{A}_i \mathbf{a}_i^l}{\|\mathbf{A}_i \mathbf{a}_i^l\|}, \quad (5)$$

where the vector $\mathbf{a}_i^l$ is multiplied by the matrix $\mathbf{A}_i$ and normalized at every iteration. Throughout the paper, we use $l \in [L]$ to denote local iterations and reserve $t \in [T]$ to denote global rounds.

If $\mathbf{a}_i^l$ is an (approximate) eigenvector of $\mathbf{A}_i$, its correspond-
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**Fig. 3:** The Framework of Sever-Clients Architecture.

When focusing on the vertically partitioned data, our aim is to extract the leading eigen space as if the transformed data matrix was stored in the centralized manner. We propose the vertically federated advanced kernel PCA method, where 1) the kernel function is used to capture the nonlinear relationship between the data in the high-dimensional space; 2) Then, the principal component direction is extracted; 3) Finally, the original data is projected in this direction to obtain the ultimate feature extraction results. Our method avoids performing costly computations in a high-dimensional feature space, while only involves eigenvalue calculation on the kernel matrix $K$, which can maintain the computational complexity close to PCA while still capable to extract the nonlinear characteristics.

The kernel function is the inner product term and denoted as the scalar

$$K(x, x_j) = \Phi(x)^T \Phi(x_j).$$

By computing $K(x_i, x_j)$ as the $ij$-th element of the $n \times n$ matrix $K$, we have

$$K = \{K(x_i, x_j)\} = \{\Phi(x_i)^T \Phi(x_j)\}_{i,j=1,2,...,n}.$$  

It is now suffice to find eigenvalues $\lambda \geq 0$ and eigenvectors $V$ which satisfies

$$KV = \lambda V,$$

where the eigenvectors $V = [v_1, v_2, \ldots, v_n]$. Then, we project the input features on eigenvectors, the final principal components features result is

$$Z = V^T X = \sum_{i=1}^{n} v_i^T x_i,$$

where $Z = [z_1, z_2, \ldots, z_n] \in \mathbb{R}^{k \times n}$.

The illustrations of dimensionality reduction by using the three methods (PCA, KPCA and AKPCA) are shown in Figure 2.

**C. KPCA and Advanced KPCA method**

Let $\{\Phi(x_1), \Phi(x_2), \cdots, \Phi(x_m)\}$ denote the transformed data matrix after the kernel mapping. KPCA as a nonlinear feature extractor has proven powerful, yet has a bottleneck in terms of its computational complexity, which is mainly caused by the potentially large size of the kernel matrix. When focusing on the vertically partitioned data, our aim is to extract the leading eigen space as if the transformed
the kernel matrix from the input dataset \( \{ x_i \} \) (Weinberger et al., 2004) [26]. Two commonly used kernels are exemplified in this paper, while other choices of kernels are also well-accommodated by our VFedAKPCA approach: (1) the radial basis function (RBF) kernels, which are functions of \( x_i - x_j \), and (2) the sigmoid kernels, which depend on the dot product of the input arguments \( x_i \) and \( x_j \).

- RBF (Radial Basis Function) kernel, sometimes referred to as the Gaussian kernel:
  \[
  k(x_i, x_j) = \exp(-\gamma \|x_i - x_j\|^2),
  \]
  where \( \gamma = \frac{1}{2\sigma^2} \). The space constructed from Gaussian kernels is infinite-dimensional for input vectors, since every input \( x \) maps to a Gaussian function being linearly independent from the mapped space of a distinct \( x_i \).

- Sigmoid kernel
  \[
  k(x_i, x_j) = \tanh(-\gamma x_i x_j^T + c),
  \]
  where \( c \geq 0 \) and \( \gamma = \frac{1}{2\sigma^2} \). Sigmoid kernels are not positive definite and therefore do not induce a reproducing kernel Hilbert space, yet they have been successfully used in practice [10].

### E. Federated Communication in Server-Clients Architecture

With the local kernelization as obtained by Algorithm 1, we are ready to derive our federated algorithms, which are separated into Server-Client architecture and Fully Decentralized architecture.

**Algorithm 1: Advanced KPCA Based on Vertically Partitioned Dataset Procedure**

1. **Input:** \( \Phi(x) \in \mathbb{R}^n \).
2. **Output:** \( x \in \mathbb{R}^k \) where \( k \ll n \).
3. Select a kernel and calculates the matrix \( K \).
4. \( K(x, x_i) = \Phi(x)^T \Phi(x_i) \).
5. Find the eigenvector \( V \) of the kernel matrix \( K \).
6. \( KV = \lambda V \).
7. Project the data among the first \( k \) eigenvectors:
8. \( Z = V^T X = \sum_{i=1}^{n} v_i^T x_i \).
9. **return** final results.

**Model integration:** Each client uploads the eigenvector \( a_i^T \) and the eigenvalue \( \alpha_i^T \) to the central sever. First, the server computes the weight \( \omega_i \) of each client \( i \). Then, the server merges all clients’ results and computes the federated eigenvector \( u^T \) as follows,

\[
  u^T = \omega_1 a_1^T + \omega_2 a_2^T + \cdots + \omega_p a_p^T \quad \omega_i = \frac{\alpha_i^T}{\sum_{i=1}^{p} \alpha_i^T},
\]

where \( \omega_i \) is the \( i \)-th client’s weight and \( u^T \) is the shared projection feature vector by merging all clients’ \( a_i^T \).

**Parameters broadcasting and updating:** Central coordination server broadcast the federated principal eigenvector \( u^T \) to each clients’ \( i \). Then each clients’ \( i \) receive the \( u^T \) and update the local dataset \( X_i^T \) to reach the better local eigenvector as follows,

\[
  X_i^T \leftarrow X_i^T \frac{M_i^T(M_i)^T}{\|M_i^T(M_i)^T\|} \quad M_i^T \leftarrow (X_i^T u^T)^T, t \in [T]
\]

where \( t \in [T] \) is to denote the multi-shot rounds.

#### F. Overall Pipeline of the Sever-Clients Architecture

All clients share parameters with the help of the central coordination server. In our setting, this third-party coordinator can be trusted, which means that it will honestly conduct the designated functionality and will not attempt to breach the raw data of any clients. After adjusting the new parameters, this federated-parameter is returned to all clients. Then, each client calculates and updates the local datasets based on this new federated-parameter locally. Moreover, this communication-local computation cycle is iterative. The framework of this model is shown in Figure 3. The algorithm is summarized in Algorithm 2. The step of this method is as follows:

- **Local training:** All clients involved perform local power method independently. Each client first calculates the covariance matrix \( A \). Subsequently the largest eigenvector \( a \) and eigenvalue \( \alpha \) are calculated (see steps 4-10 of Algorithm 2);

- **Model integration:** The central server calculates the weight \( \omega_i \) occupied by each client in the federated model by receiving the eigenvalue \( \alpha_i \) of each client, and then combines the received eigenvector \( a_i \), \( i \in \{1, \cdots p\} \), to derive a federated feature vector \( u^T \), each client update the local data, where the communication is cyclical (see steps 17-23 of Algorithm 2);

- **Parameters broadcasting and updating:** The central coordination server broadcasts the aggregated parameters \( u^T \) to the \( p \) clients (see step 22 of Algorithm 2). Each client updates local eigenvector with the new returned federated feature vector \( u^T \) and updates the local data (see step 11-15 of Algorithm 2).

The advantage of this model is relatively efficient, although it relies on the help of the server.

#### G. Local Power Iteration with Warm Start

The general power iteration algorithm starts with an initialization vector \( a^{(0)} \), which may be an approximation to the dominant eigenvector or a random unit vector. Here, we initialize the algorithm from a “warm-start” vector \( a^{(0)} \), which is based on the global aggregation of the previously communication round. It in practice helps the local clients to reach designated accuracy of the local power method, which will then reduce the running time and overall improve the performance of the local power iteration algorithm in Section III-B. The algorithm is summarized in Algorithm 3. The main step is as follows:

- **Local training:** Each node uses the federated feature vector \( a \) as the initialize value to perform local power method, then calculate the \( k + 1 \) to \( 2k \) eigenvector \( a \) and eigenvalue \( \alpha \) and send to the server (see steps 4-10 of Algorithm 3);
Algorithm 2: VFedPCA Learning with Central Coordination Server

1. **Input:** Data $X_i = \{x_{i1}, x_{i2}, \cdots, x_{if_i}\} \in \mathbb{R}^{n \times f}$, belongs to client (node) $i$
2. **Output:** Federated principal eigenvector $u$
3. ⇒ **Run on the $i$-th node**
4. **Initial:** Let $a_i^{(0)} \in \mathbb{R}^n$ randomly
5. for $l = 0$ to $L - 1$ do
6. while each client $i \in \{1, 2, \cdots, p\}$ do
7. \[ a_i^{l+1} = \frac{\Lambda_i a_i^l}{\| \Lambda_i a_i^l \|}, \quad \alpha_i^{l+1} = \frac{\Lambda_i(a_i^l)^T a_i^l}{(\alpha_i^l)^2 a_i^l} \]
8. end
9. end
10. Send $(\alpha_i^{l+1}, a_i^{l+1})$ to the central server.
11. Receive updated global aggregation from the server.
12. Update client $i$’s local data:
13. for $i = 1$ to $p$ do
14. \[ M_i^l \leftarrow (X_i^l)^T u^l \]
15. \[ X_i^l \leftarrow X_i^l \frac{M_i^l (M_i^l)^T}{\| M_i^l \|^2} \]
16. end
17. ⇒ **Run on central coordination server**
18. for $t = 0$ to $T - 1$ do
19. \[ u^{t+1} \leftarrow \text{Merge}(\omega_i t, a_i^t), \quad \omega_i^{t+1} \leftarrow \alpha_i^t \]
20. end
21. Broadcast $u^{t+1}$ to client $i$.
22. end

Algorithm 3: Local Power Iteration with Warm Start

1. **Input:** Data $X_i = \{x_{i1}, x_{i2}, \cdots, x_{if_i}\} \in \mathbb{R}^{n \times f}$, belongs to client (node) $i$
2. **Output:** Client $i$ principal eigenvalue $\alpha_i^t$, and eigenvector $a_i^t$
3. ⇒ **Run on the $i$-th node**
4. **Initial:** Let $a_i^{(0)} = u$ with warm-start
5. for $l = 0$ to $L - 1$ do
6. while each client $i \in \{1, 2, \cdots, p\}$ do
7. \[ a_i^{l+1} = \frac{\Lambda_i a_i^l}{\| \Lambda_i a_i^l \|}, \quad \alpha_i^{l+1} = \frac{\Lambda_i(a_i^l)^T a_i^l}{(\alpha_i^l)^2 a_i^l} \]
8. end
9. end
10. Send $(\alpha_i^{l+1}, a_i^{l+1})$ to the central server.

H. Weight Scaling Method

The federated result may be sometimes not beneficial to all clients. In general, the client with the larger eigenvalue has a greater influence on the federated result, which hints a natural intuition that following the direction of the clients with larger eigenvalues tends to reach the global consensus faster and costs less communication rounds. Inspired by this intuition, we introduce a weight scaling factor to further improve the federation communication. The improved weight scaled federated average is formulated by

\[
\mathbf{u}^t = (1 + \eta_1^t)\omega_i^t a_i^t + \cdots + (1 + \eta_{[p/2]}^t)\omega_i^t a_{[p/2]}^t + (1 - \eta_{[p/2]+1}^t)\omega_{[p/2]+1}^t a_{[p/2]+1}^t + \cdots (1 - \eta_p^t)\omega_p^t a_p^t,
\]

where $\eta_i^t = \frac{1}{p} \sum_{i=1}^{p} \omega_i^t$. In brief, we gradually increase the impact of the first half of the clients with larger eigenvalues, while further decrease the impact of the clients of the second half with smaller eigenvalues. The algorithm is summarized in Algorithm 4. The main step is as follows:

**Model integration:** The central server calculates the weight $\omega_i^t$ occupied by each client in the federate model based on the received eigenvalue $\alpha_i$ of each client, and then adds $\eta$ parameter to further adjust the weight scale of each client. Then, it combines the received eigenvector $a_i, i \in \{1, \cdots, p\}$, to derive a federated feature vector $u^t$ (i.e., steps 4-11 of Algorithm 4);

This method is especially suitable for situations where some clients have a larger weight in the federated aggregation.

I. Fully Decentralized Architecture

Next, we consider the fully decentralized setting, where all clients only share principal component parameters with
Algorithm 5: Fully Decentralized VFedPCA learning

1. Input: Data $X_i = \{x_1, x_2, \ldots, x_{l_i}\} \in \mathbb{R}^{n \times l_i}$ belongs to client (node) $i$
2. Output: Client $i$ federated principal eigenvector $u_i$
3. $\text{Run on the } i\text{-th node}$
4. $\#$ Parameters communication between connected clients
5. for $t = 1$ to $T$
6.   for $i = 1$ to $p$
7.     for $l = 1$ to $L$
8.       $a_l^i = \frac{A_i a_l^i}{\|A_i a_l^i\|}$, $\alpha_l^i = \frac{A_i (\alpha_l^i)^T a_l^i}{(a_l^i)^T a_l^i}$
9.     end
10.   end
11. Update client $i$’s local dataset:
12. $M_t^i \leftarrow \left(X_t^i\right)^T u_t$
13. $X_t^i \leftarrow X_t^i \frac{M_t^i (M_t^i)^T}{\|M_t^i (M_t^i)^T\|}$
14. end

their direct neighbors and no central server is required. The framework of this model is shown in Figure 4. Since both settings arise in different application scenarios, we do not intend to use one to take the place of the other, but to study both settings in order to be more comprehensive. As for the pros and cons, it is common to all Federated Learning with the different two settings. That is, the decentralized setting provides better privacy and does not rely on the trusted server assumption, while server-client architecture is relatively easier to coordinate but the server itself can bring about security and privacy issues. The algorithm is summarized in Algorithm 5. The main step of this method is as follows:

Parameters communication and updating: Communication between clients connected to each other and share intermediate results of the parameters $\alpha_l$ and $a_l$. Each client obtains the extracted final data based on calculating the weights $\omega_l$’s occupied by all clients and updates locally (see steps 4-15 of Algorithm 5).

This model circumvents the need for third-client agencies to help participants further reduce some external risks, especially for two-client scenarios. However, the principal components of all clients need to be calculated independently, and the computing efficiency will be greatly affected.

J. Privacy and Complexity Analysis

1) Privacy Analysis: For the privacy-preserving capability, our method provides the standard privacy protection of the federated learning setting, i.e., clients’ raw data remain local and only model/model updates are communicated. In addition, we also studies the fully decentralized communication architecture to further enhance privacy. That is, it eliminates the need of the central server, thus enhancing the privacy in case the server exhibiting malicious behaviors.

2) Complexity Analysis: In each client, let $L$ be the total number of local iterations, which only depends on the eigen-gap $\Delta$ after full passes over the data between the top two eigenvalues of $A_i$. In Algorithm 1, let $T$ be the total number of federated aggregations executed by the server.

Theorem 1. (Local Iteration Complexity) Assume that the initialization $\alpha_l^0$ is within $O\left(\frac{1}{\Delta} \log \frac{\epsilon}{\Delta} \right)$ distance from $\sqrt{\alpha_1(1) \alpha_2(1)}$, where $\alpha_1(1)$ and $\alpha_2(1)$ are the exact Top-1 and Top-2 singular values and $\nu_l(1)$ is the exact top singular vector. After $O\left(\frac{1}{\Delta} \log \frac{\epsilon}{\Delta} \right)$ steps, the local power method can achieve $\epsilon$-accuracy.

Remark. We defer the proof to the Appendix A. According to Theorem 1, the normalized iterate $\frac{A_i \alpha_l^i}{\|A_i \alpha_l^i\|}$ is an $\epsilon$-accurate estimate of the top principal component. Hence, the total local power iterations complexity is $O\left(\frac{1}{\Delta} \log \frac{\epsilon}{\Delta} \right)$. Our proof follows [27], which studies the centralized setting where all data are collected together and processed by a central machine. While in our case, there are two main differences: 1) our data is vertically distributed among clients and more importantly the raw data should not be exchanged in respect to the Federated Learning; 2) the global consensus of PCA/KPCA is reached by cooperated computations of all clients and the server (the server exists only for the master-slave network topology case). As a result, we have additional algorithmic challenges than [32] that mainly concerns computational efficiency only, such as the privacy challenge, communication efficiency challenge.

IV. EXPERIMENTAL RESULTS

This section will empirically evaluate the proposed method. In the experiments, we utilized FIVE types of real-world datasets coming with distinct nature: 1) structured datasets from different domains [28]; 2) medical image dataset [29]; 3) face image dataset [30]; 4) gait image dataset [31]; 5) person re-identification image dataset [32]. The feature and sample size information of all datasets are summarized in Table II. In addition, illustrative images of the image dataset are shown in Figure 5, correspondingly.

A. Experiment on Structured Dataset

1) Semi-Synthetic Datasets: We use 8 structured datasets from different domains, which are the real data publicly available at the UCI Machine Learning Repository [28]. We compare the communication cost and estimation error by the different settings of $p$ and $l$ based on the feature-wise setting. We change the number of clients $p=2, 3, 5, p=3, 5, 10$, and $p=10, 50, 100$, and the local iterations $l=3, 5, 10, l=5, 10, 20, l=50, 100$ and we set the number of communication period $t=10$. The number of each client’s features are split and configured according to different settings of $p$.

2) Communication Cost and Estimation Error: In this part, we simulate the communication between the clients and the server on a single machine, where the CPU time are wall-clock time.
The real-world datasets coming with distinct nature are from DeepLesion Dataset, YaleFace Dataset, CASIA-Gait Database, TCGA, Swarm, and Mixture Gaussian. In our experiments, each dimension of features has its own numerical distribution and attributes. Following the practical pdf synthetic data generation in FL literature like [20], we employ Gaussian distribution $X \sim \mathcal{N}(\mu, \sigma^2)$ with different $\mu$ and $\sigma$ in each dimension of features to generate synthetic datasets, termed as mixture of Gaussian distribution datasets. In particularly, we also consider all features obey the same Gaussian distribution, termed as single Gaussian distribution datasets.

### B. Experiment on Synthetic Dataset

1) Synthetic Datasets: We use synthetic datasets from two distribution: single Gaussian and mixture Gaussian by the different settings of [features, samples] = [1000,2000], [5000,10000], [10000,20000] and [20000,40000]; with the number of clients $p=5,10,20$, and the local iterations $l=5,10,20$. In practical scenarios, each dimension of features has its own numerical distribution and attributes. Following the practical pdf synthetic data generation in FL literature like [20], we employ Gaussian distribution $X \sim \mathcal{N}(\mu, \sigma^2)$ with different $\mu$ and $\sigma$ in each dimension of features to generate synthetic datasets, termed as mixture of Gaussian distribution datasets. In particularly, we also consider all features obey the same Gaussian distribution, termed as single Gaussian distribution datasets. In our experiments, the $\mu$ and $\sigma$ are randomly sampled from $[0, 1, 2, \ldots, m]$, and each pair of $(\mu_i, \sigma_i)$ represents the numerical distribution of feature $i$-th of $m$. Then, we randomly sample $n$ points from $x \in (\mu_i - 3\sigma_i, \mu_i + 3\sigma_i)$ interval, and calculate the corresponding $y = \frac{1}{\sqrt{2\pi\sigma_i}} \exp\left(-\frac{(x-\mu_i)^2}{2\sigma_i^2}\right) \in \mathbb{R}^{n \times 1}, i \in m$ as the synthetic value. For single Gaussian dataset, the same synthetic strategy is applied, while using fixed $\mu = 0$ and $\sigma = 1$. In this way, we can generate the synthetic dataset $X \in \mathbb{R}^{n \times m}$.

2) Communication Cost and Estimation Error: In this part, we simulate the communication between the clients and the server on a single machine, where the CPU time are wall-clock time.
Fig. 6: The results of VFedPCA on structured datasets with the effect of clients (a)(b) and local iterations (c)(d). (a) College, Vehicle, PimaIndiansDiabetes and GlaucomaM; For College and Vehicle, $p=2,3,5$, $l=5$; for PimaIndiansDiabetes and GlaucomaM, $p=3,5,10$, $l=10$; and (b) Sonar, Musk, and Swarm and TCGA; For Sonar and Musk, $p=3,5,10$, $l=10$; for Swarm and TCGA, $p=10,50,100$, $l=100$; and (c) College, Vehicle, PimaIndiansDiabetes and GlaucomaM; For College and Vehicle, $p=3$, $l=3,5,10$; for PimaIndiansDiabetes and GlaucomaM, $p=5$, $l=5,10,20$; and (d) Sonar, Musk, Swarm and TCGA. For Sonar, Musk, $p=5$, $l=5,10,20$; for Swarm and TCGA, $p=50$, $l=30,50,100$.

- **The effect of clients:** In Figure 7 (a) and 7 (b), we fix $l=10$, while change the number of involved clients $p=5,10,20$. Figure 7 (a) shows that one-shot is more effective. Figure 7 (b) shows that the distance error eventually decreases and converges after the communication.
- **The effect of local iterations:** In Figure 7 (c) and 7 (d), we fix $p=3$, while change the number of local power iterations $l=3,5,10$. Figure 7 (c) shows that one-shot is more effective. Figure 7 (d) shows that the distance error eventually decreases and converges after the communication.

**C. Case Studies**

1) **Medical Image Dataset:** The DeepLesion dataset [29] is a CT slices collection from 4427 unique patients, which contains a variety of lesions (e.g., lung nodules, liver lesions). We select 100 samples from the dataset and each image is normalized to an $512 \times 512$ gray image. We set $p=10$, 16, 8 clients, then re-splitted the features ($d=10000$, 65536, 262144), respectively, and assign them equally to each client. We use the common clustering method of k-means.

2) **Yale Face Dataset:** We use the Yale Face Dataset [30], which contains 165 grayscale images of 15 subjects. Each subject configures 11 different facial expressions and $n=15$ samples for each facial expression, where each face image is normalized to an $100 \times 100$ gray image. We set $k=15$ in the k-means clustering.

3) **Gait Estimation:** The CASIA is a gait database [31] for gait recognition, including 20 persons. It comes with 4 sequences for each of the three directions and $n=20$ samples for each direction, where each image is resized to the $256 \times 256$ scale. We set $k=10$ in the k-means clustering.

4) **Person Re-Identification:** The CUHK03 [32] consists of 14,097 images of 1,467 different identities, where 6 campus cameras are deployed for image collection and each identity is captured by 2 campus cameras, each image is resized to
5) Comparative Results: In this part, to validate our proposed methods, we conduct comparative experiments on the above case studies.

- **The evaluation of federated learning:** First, we evaluate the ability of the VFedPCA and vertically federated average PCA (VFedAvgPCA) on different case studies compared with PCA on the overall dataset and PCA on the isolated dataset. Figure 10 (a) shows that the effect after using VFedPCA is significantly better than the case
Fig. 10: The results of PCA on the un-splitted data, VFedPCA on the isolated data, VFedAvgPCA (Without Weight Scaling Method) on the isolated data, PCA on the isolated data (from top to bottom).

For (b), after image segmentation respectively

Fig. 11: The results of AKPCA on the un-splitted data, VFedAKPCA on the isolated data, VFedAvgAKPCA (Without Weight Scaling Method) on the isolated data, AKPCA on the isolated data.

where using VFedAvgPCA, and using PCA on the isolated dataset, and the final image obtained is almost the same as the final image given by PCA on the overall dataset. Then, to further verify that the final image result extracted more features, we also performed the clustering experiment. In contrast to the settings where each client using

the local power iteration (PCA) method independently, Figure 10 (b) shows the clustering result after using the federated PCA method, which also shows a different effect from the isolated PCA. Our federated counterpart will help each client to further outperform local training tasks. In Figure 11, we evaluate the ability of the VFedAKPCA and VFedAvgAKPCA compared with AKPCA on the overall dataset and isolated dataset. It is obvious that the AKPCA focuses on extracting interesting nonlinear structures in images, it performs well in capturing details of image details, although this may also ignore the overall structure.

Fig. 12: The results of (a) AKPCA/KPCA on the un-splitted data, (b) VFedAKPCA/VFedKPCA on the isolated data, (c) AKPCA/KPCA on the isolated data.

Fig. 13: The three different types of decentralized topology.
Figure 12 shows that the difference between AKPCA and KPCA, we find that the AKPCA has shown good performance in terms of final effect and time complexity under the vertical data partition.

Fig. 14: The results of VFedPCA with the central coordination server, fully decentralized, ring decentralized, and start decentralized, from top to bottom respectively, on the isolated data from each clients.

- **The evaluation of two architecture:** We evaluate the VFedPCA and VFedAKPCA used in the sever-clients architecture and decentralized architecture on different case studies separately. In particular, Figure 13 shows that three different types of decentralized topology. Figure 14 (a) shows that the two model are achieve almost the same final result.

V. Conclusion

In this paper, we have proposed VFedPCA and VFedAKPCA algorithm for the linear and nonlinear relationship between various data, which can obtain a collaborative model that improves over the local models learned separately by each client. In addition, we also propose two strategies of the local power iteration warm start method and the weight scaling method to further improve the performance and accuracy of the model. In terms of the communication topology, we have considered both the Server-Client communication topology and the fully decentralized communication topology, where the former is simpler to use and relatively common in FL setting, while the latter provides more flexibility in the communication topology and eliminates the need of the semi-trusted central server. Through extensive comparative studies on various tasks, we have verified that the collaborative model achieves comparative accuracy with the centralized model as if the dataset were un-split.
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If \( \mathbf{a}_i^0 \) has the eigenvector expansion \( \mathbf{a}_i^0 = \lambda_1 \mathbf{a}_1 + \cdots + \lambda_n \mathbf{a}_n \), then
\[
|\lambda_1| = \cos(\theta^0) \neq 0
\]
and
\[
\mathbf{A}_i^{l+1} \mathbf{a}_i^0 = \lambda_1 \mathbf{a}_1^0 + \cdots + \lambda_n \mathbf{a}_n^0.
\]

Therefore, we have
\[
|\sin(\theta)|^2 = 1 - \frac{\lambda_1^2 \alpha_1^{2l}}{\sum_{i=1}^{n} \lambda_i^2 \alpha_i^{2l}} \leq \frac{1}{\lambda_1^2} \left( \sum_{i=2}^{n} \lambda_i^2 \right) \frac{\alpha_2^{2l}}{\alpha_1^{2l}} \leq \tan(\theta^0) \left( \frac{\alpha_2}{\alpha_1} \right)^{2l}.
\]

Likewise, we have
\[
\alpha^l = (\mathbf{a}_i^0)^T \mathbf{A}_i \mathbf{a}_i^0 \frac{(\mathbf{a}_i^0)^T \mathbf{A}_i^{2l+1} \mathbf{a}_i^0}{(\mathbf{a}_i^0)^T \mathbf{A}_i^{2l+1} \mathbf{a}_i^0} = \sum_{i=1}^{n} \lambda_i^2 \alpha_i^{2l+1} \leq \max_{2 \leq i \leq n} |\alpha_1 - \alpha_i| \tan(\theta^0) \left( \frac{\alpha_2}{\alpha_1} \right)^{2l}
\]

As a result, we have
\[
|\alpha^l - \alpha_1| \leq \max_{2 \leq i \leq n} |\alpha_1 - \alpha_i| \tan(\theta^0) \left( \frac{\alpha_2}{\alpha_1} \right)^{2l}
\]

Thus, after \( O \left( \frac{1}{\Delta} \log \frac{1}{\varepsilon} \right) \) iterations, the local power method can achieve \( \varepsilon \)-accuracy.

**APPENDIX**

Let \( \mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_n \in \mathbb{R}^n \) be \( n \) data points. Then, \( \mathbf{A}_i \in \mathbb{R}^{n \times n} \) is a symmetric definite matrix with eigenvalues \( \alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_n \) and normalized eigenvectors \( \mathbf{a}_1, \ldots, \mathbf{a}_n \). \( \Delta = \alpha_1 - \alpha_2 \) is the eigen-gap. The local power method estimates the top eigenvector by repeatedly applying the update step \( \mathbf{a}_i^{l+1} = \frac{\mathbf{A}_i \mathbf{a}_i^l}{\| \mathbf{A}_i \mathbf{a}_i^l \|} \) with an initial vector \( \mathbf{a}_i^0 \).

**Proof:** We follow the proof of [27]. Define \( \theta^l + 1 \in [0, \pi/2] \) by
\[
\cos(\theta^l + 1) = |\mathbf{a}_i^l \mathbf{a}_i^{l+1}|.
\]

If \( \cos(\theta^0) \neq 0 \), then for \( l \in 1, 2, \ldots \), we have
\[
|\sin(\theta^l + 1)| \leq \tan(\theta^l) \frac{\alpha_2}{\alpha_1}
\]
\[
|\alpha^l - \alpha_1| \leq \max_{2 \leq i \leq n} |\alpha_1 - \alpha_i| \tan(\theta^0) \frac{\alpha_2}{\alpha_1} |^{2l}
\]

During the phase of local power iteration, it follows that \( \mathbf{a}_i^{l+1} \) is a product of \( \mathbf{A}_i^{l+1} \mathbf{a}_i^0 \) and so
\[
\sin(\theta^2) = 1 - (\mathbf{a}_i^T \mathbf{a}_i^{l+1})^2 = 1 - \left( \frac{\mathbf{a}_i^T \mathbf{A}_i^{l+1} \mathbf{a}_i^0}{\| \mathbf{A}_i^{l+1} \mathbf{a}_i^0 \|} \right)^2.
\]