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Abstract

The purpose of the nonparametric statistical test used in this study is to compare different treatment options by looking at failure behavior in recorded survival data. Patients’ survival times are documented after using the proposed approach. The observed data’s behavior was assumed to be based on used better than aged in the moment generating function order (UBA mgf) characteristic or a constant failure rate in this study (exponential scenario). Suppose that the survival data is UBA mgf, then the treatment or the machine or system in use produces a better or a higher expected total present value than an older machine governed by an exponential survival function; if the data is exponential, the suggested treatment strategy is ineffective (the recommended treatment approach has neither positive or negative effects on the patients). To guarantee that the suggested statistical test is used correctly, the efficiency and critical values are calculated and compared to those of other tests, and the technique is then applied to medical data.

1. Introduction

During the past few decades, different classes of life distributions have been introduced in an attempt to model different aspects of aging which has contributed to the development of new highly efficient statistical tests. In addition, the exponential distribution is the most important member of the life distribution classes because it has significant statistical features. Now, we have a dataset that seems to be either UBA mgf or exponential. To support one of the two assumptions, a statistical test is necessary, indicating which claim is right.

The most well-known classifications of life distributions are IFR, IFRA, NBU, NBUG, NBUC mgf, NBUC, NBRU mgf, NBRU, UBA, UBAC, UBAC(2), and UBA mgf. Properties and applications of these aging notions can be found, Navarro and Pellerey [1], Bryson and Siddiqui [2], Barlow and Proschan [3], Abu-Youssef and Bakr [4], Mahmoud et al. [5], EL-Sagheer et al. [6], Esary et al. [7], Navarro J. [8], Cao and Wang [9], Fernandez-Ponce et al. [10], Ali [11], Hassan and Said [12], Ahmad [13], Qureshi et al. [14], Yusuf and Qureshi [15], and Abu Youssef et al. [16, 17] investigated the moment generating function for UBA (UBA mgf).

The following are the consequences of the most popular classes of life distributions, which include the most of well-known classes like IFR, UBA, UBAC, and IFR [1] ⇒ UBA [13] ⇒ UBA mgf [14]

UBA mgf; \[\downarrow\]
UBAC [5]

The modeling of lifetime data is used in many applications in reliability theory and biostatistics. The time T until some event occurs is the outcome of interest in these applications.
The survivor function is defined as:

$$
\overline{F}_t(x) = \frac{\overline{F}(x + t)}{\overline{F}(t)}, \overline{F}(t) \neq 0.
$$

(1)

$F$ has the used better than aged (UBA) property (see Ahmad [13]) if,

$$
\overline{F}(x + t) \geq \overline{F}(t)e^{-s\mu(\infty)}, t, x \geq 0, \mu(\infty) > 0,
$$

(2)

**Definition 1.** $F$ has the moment generating function order of used better than aged (UBA$_{mgf}$) if,

$$
\int_0^\infty e^{sx}\overline{F}(x + t)dx \geq \frac{\mu(\infty)}{1 - s\mu(\infty)} \overline{F}(t), x, t, s \geq 0, 0 < \mu(\infty),
$$

(3)

for more details, see Abu Youssef et al. [16].

The primary purpose of this study is to look at how to compare $H_0 : F$ is exponential to $H_1 : F$ is the largest life distribution UBA$_{mgf}$. The following is the content of the manuscript: using the Laplace transform approach, we give a test statistic for both complete and censored data; for popular alternatives, the Pitman asymptotic efficiency is determined, and selected critical values are listed in Section 2. Finally, in Section 3, we look at several medical science applications to show how important the proposed test is.

## 2. The Statistic Tests

Assume $X_1, X_2, \ldots, X_n$ are random samples from $F$. Here, we create a test statistic to test if $H_0 : F$ is exponential, against $H_1 : F$ is UBA$_{mgf}$. Nonparametric testing for classes of life distributions has been considered by many authors (see Abu-Youssef et al. [16, 18] and Mahmoud et al. [19]).

### 2.1. Complete Data.Using the Laplace approach, the measure of departure (the Laplace methodology is a good generalization of the Goodness of fit technique $\beta \neq 1$) can be expressed as:

$$
\delta(s, \beta) = \int_0^\infty \left[ \int_0^\infty e^{sx}\overline{F}(x + t)dx - \frac{\mu(\infty)}{1 - s\mu(\infty)} e^{-\beta x}\overline{F}(t) \right]dt
$$

$$
= \int_0^\infty \int_0^\infty e^{sx}\overline{F}(x + t)dxdt - \frac{\mu(\infty)}{1 - s\mu(\infty)} \int_0^\infty e^{-\beta x}\overline{F}(t)dt.
$$

(4)

Note that under $H_0 : \delta(s, \beta) = 0$ and under $H_1 : \delta(s, \beta) > 0$.

The test statistic of the proposed UBA$_{mgf}$ class test is given by the following theorem. Assumed that the moment generating function exists and finite.

**Theorem 2.** Let $X$ be the UBA$_{mgf}$ random variable with distribution function $F$; then, based on (4), we have

$$
\delta(s, \beta) = \frac{1}{s(\beta + s)}(\varphi(s) - 1) + \frac{1 + \beta + s(1 - \mu(\infty))}{\beta(\beta + s)(1 - s\mu(\infty))} (\varphi(-\beta) - 1),
$$

(5)

where $\varphi(s) = \int_0^\infty e^{sx}dF(x)$.

**Proof.** Starting from (4), we have

$$
\delta(s, \beta) = \int_0^\infty \int_0^\infty e^{sx}\overline{F}(u + t)dudt - \frac{\mu(\infty)}{1 - s\mu(\infty)} \int_0^\infty e^{-\beta x}\overline{F}(t)dt,
$$

$$
= I - \frac{\mu(\infty)}{1 - s\mu(\infty)} II,
$$

(6)

where

$$
I = \int_0^\infty \int_0^\infty e^{-\beta x}e^{sx}\overline{F}(u + t)dudt
$$

$$
= \int_0^\infty \int_t^\infty e^{-\beta x}e^{sx}\overline{F}(x)dxdt
$$

$$
= \frac{1}{\beta + s} \int_0^\infty e^{x}\left(1 - e^{-s(\beta + x)}\right)\overline{F}(t)dt
$$

$$
= \frac{1}{\beta + s}\left(\frac{1}{s}(\varphi(s) - 1) - \frac{1}{\beta}(1 - \varphi(-\beta))\right),
$$

$$
II = \int_0^\infty e^{-\beta x}\overline{F}(t)dt = \frac{1}{\beta}(1 - \varphi(-\beta)).
$$

(7)

Hence, substituting from (7), (8), to (6), the proof is completed.

$$
\delta(s, \beta) = \frac{1}{\beta + s}\left(\frac{1}{s}(\varphi(s) - 1) - \frac{1}{\beta}(1 - \varphi(-\beta))\right) + \frac{1 + \beta + s(1 - \mu(\infty))}{\beta(\beta + s)(1 - s\mu(\infty))} (\varphi(-\beta) - 1).
$$

(9)

Without loss of generality, we assume $\mu(\infty)$ is known and equal to one. The empirical estimator of the statistic in (5) can be derived as

$$
\hat{\delta}_n(s, \beta) = \frac{1}{n(\beta + s)} \sum \left\{ \frac{1}{s}(e^{X_i} - 1) + \frac{\beta + 1}{\beta(1 - s)} e^{-\beta X_i} - 1 \right\},
$$

(10)

and the corresponding invariant test statistic can be obtained as
\[ \hat{\Delta}_n(s, \beta) = \frac{\hat{\delta}_n(s, \beta)}{X} = \frac{1}{n(\beta + s)} \sum_i \left( \frac{1}{s} (e^{x_i} - 1) + \frac{\beta + 1}{\beta(1 - s)} (e^{-\beta x_i} - 1) \right). \]

The asymptotic normality of the statistic demonstrated in (5) is presented in the following theorem.

**Theorem 3. Using U-statistics theory (see Lee [20]).** The statistic \( \delta(s, \beta) \) has the features listed below:

As \( n \to \infty, \sqrt{n}(\hat{\Delta}_n(s, \beta) - \delta(s, \beta)) \) is asymptotically normal with \( \mu_0 = 0 \) and \( \sigma^2(s, \beta) \), where

\[ \sigma^2(s, \beta) = E \left( \frac{1}{\beta + s} \left( \frac{1}{s} (e^{x} - 1) + \frac{\beta + 1}{\beta(1 - s)} (e^{-\beta x} - 1) \right) \right)^2. \]

(12)

The variance at \( H_0 \) is given by:

\[ \sigma_0^2(s, \beta) = \frac{2}{(2\beta + 1)(1 - 2s)(\beta - s + 1)(s - 1)}. \]

(13)

**Proof.** As \( n \to \infty, \sqrt{n}(\hat{\Delta}_n(s, \beta) - \delta(s, \beta)) \), then mean \( \mu_0 \) can be derived by direct calculations, we get

\[ \mu_0 = \int_0^\infty \left( \frac{1}{\beta + s} \left( \frac{1}{s} (e^{x} - 1) + \frac{\beta + 1}{\beta(1 - s)} (e^{-\beta x} - 1) \right) \right) dx = 0, \]

(14)

and the variance

\[ \sigma^2(s, \beta) = \text{var} \left( \frac{1}{\beta + s} \left( \frac{1}{s} (e^{x} - 1) + \frac{\beta + 1}{\beta(1 - s)} (e^{-\beta x} - 1) \right) \right), \]

\[ \sigma_0^2(s, \beta) = \frac{2}{(2\beta + 1)(1 - 2s)(\beta - s + 1)}. \]

(15)

\[ \Box \]

2.2. Relative Efficiency. To evaluate the performance of the recommended test technique, we can relate our test to another well-known classes. We employ the test \( \xi(0.01,5) \) proposed by El-Arishy et al. [21] for the (RBNB, mgf) class and the test \( \delta^*(0.01) \) proposed by Abu-Yousuf et al. [16] for the (UBA, mgf) life distribution. Pitman’s relative efficiency asymptotic PARE comparisons are then made using two suggestions in this case:

Linear failure rate family (LFR)

\[ \bar{F}_1(x) = e^{-x} - (x^2/2)\theta, \] \( \theta, x \geq 0. \)

(16)

Weibull family:

\[ \bar{F}_2(x) = e^{-x^\theta}, \theta \geq 1, x \geq 0. \]

(17)

**Table 1:** PAE of \( \xi(0.01,5), \delta^*(0.01), \) and \( \delta(0.01,0.2) \) & \( \delta(0.4,5) \).

| Distribution | \( \xi(0.01,5) \) | \( \delta^*(0.01) \) | \( \delta(0.1,0.2) \) | \( \delta(0.4,5) \) |
|--------------|------------------|------------------|------------------|------------------|
| LFR          | 0.957            | 1.3              | 1.41             | 1.4              |
| Weibull      | 0.733            | 0.969            | 1.01             | 1.02             |

Note that \( H_0 \) is attained at \( \theta = 0 \) in (i) and \( \theta = 1 \) in (ii). The Pitman’s asymptotic efficiency (PAE) of \( \delta(s, \beta) \) is equal to

\[ \text{PAE}(\delta(s, \beta)) = \frac{|(\partial/\partial \theta)\delta(s, \beta)|_{\theta=\theta_0}}{\sigma_0(s, \beta)} = \frac{1}{\sigma_0(s, \beta)} \left| \frac{-1}{\beta(1 - s)} \int_0^\infty e^{x} F_0'(x) dx - \frac{\beta + 1}{\beta(1 - s)(\beta + s)} \int_0^\infty e^{\beta x} F_0'(x) \right|, \]

(18)

where \( F_0'(x) = (d/d\theta)\bar{F}_0(u)|_{\theta=\theta_0} \). This leads to:

(i) PAE in case of the linear failure rate distribution:

\[ \text{PAE}(\delta(0.1,0.2)) = \frac{1}{\sigma_0} \left| \frac{-1}{0.03} \int_0^\infty e^{0.1x} d(-x^2/2e^{-x}) - \frac{1.2}{0.054} \int_0^\infty e^{-0.2x} d(-x^2/2e^{-x}) \right| = 1.41. \]

(19)

(ii) PAE in case of the Weibull distribution:

\[ \text{PAE}(\delta(0.1,0.2)) = \frac{1}{\sigma_0} \left| \frac{-1}{0.03} \int_0^\infty e^{0.1x} d(-x \ln (x)e^{-x}) - \frac{1.2}{0.054} \int_0^\infty e^{-0.2x} d(-x \ln (x)e^{-x}) \right| = 1.01. \]

(20)

Direct calculations of PAE of \( \xi(0.01,5), \delta^*(0.01), \) and our \( \delta(0.1,0.2) \) and \( \delta(0.4,5) \) are provided in Table 1. The table of efficiencies demonstrates that our statistic test performs well for \( F_1 \) and \( F_2 \).
In Table 2, we give PAREs of $\delta(0.1, 0.2)$ and $\delta(0.01, 0.2)$ with respect to $\xi(0.01,5)$ and $\delta^*(0.01)$ whose PAE are mentioned in Table 1.

It is clear from Table 2 that the statistic $\delta(0.1, 0.2)$ and $\delta(0.4, 5)$ perform well for $F_1$ and $F_2$, and it is better than both $\xi(0.01,5)$ and $\delta^*(0.01)$ for all cases mentioned above.
2.3. Monte Carlo Critical Values. For some selected values of \( s \) and \( \beta \) based on 10000 simulated and sample sizes \( n = 10(5)100 \), we calculate the 90%, 95%, and 99% percentage points of the test statistic of our test \( \delta_{n}(s, \beta) \) in Table 3. The asymptotic normality of our test improves as the critical values decrease and the sample size increases (see Figure 1).

Table 4: The upper percentile points of \( \delta_{n}(s, \beta) \).

| \( n \)  | 90% | 95%  | 99%  | 90% | 95%  | 99%  |
|---------|-----|------|------|-----|------|------|
| 5       | 127.2 | 165.5 | 200  | 2.10825 | 2.61735 | 4.26729 |
| 10      | 77.9  | 97.7  | 129.6 | 1.42275 | 1.67823 | 2.28296 |
| 15      | 61.0  | 73.3  | 100.7 | 1.20137 | 1.41178 | 1.86127 |
| 20      | 51.3  | 59.7  | 77.7  | 1.03342 | 1.16357 | 1.40993 |
| 25      | 44.6  | 52.0  | 75.4  | 0.947763 | 1.04889 | 1.3386 |
| 30      | 41.4  | 49.9  | 65.0  | 0.890431 | 0.994642 | 1.24712 |
| 35      | 38.5  | 43.8  | 56.9  | 0.846647 | 0.973831 | 1.2031 |
| 40      | 35.0  | 41.2  | 52.0  | 0.794412 | 0.878939 | 1.04313 |
| 45      | 33.4  | 39.3  | 53.0  | 0.764744 | 0.845721 | 0.996  |
| 50      | 30.6  | 35.0  | 44.5  | 0.727007 | 0.797613 | 1.02486 |
| 55      | 30.6  | 36.0  | 46.6  | 0.692838 | 0.779898 | 0.939281 |
| 60      | 30.2  | 34.4  | 46.3  | 0.680368 | 0.783843 | 0.937925 |
| 65      | 27.7  | 33.5  | 43.7  | 0.677745 | 0.754965 | 0.885337 |
| 70      | 27.1  | 31.2  | 38.2  | 0.649531 | 0.709978 | 0.827454 |
| 75      | 26.8  | 31.1  | 41.5  | 0.634067 | 0.710708 | 0.797883 |
| 80      | 25.3  | 30.2  | 36.7  | 0.634596 | 0.704642 | 0.814818 |
| 85      | 24.1  | 28.5  | 35.9  | 0.608614 | 0.683274 | 0.773045 |
| 90      | 22.9  | 26.2  | 34.9  | 0.590324 | 0.667697 | 0.826769 |
| 95      | 22.7  | 25.8  | 32.5  | 0.591555 | 0.659182 | 0.785755 |
| 100     | 22.3  | 25.2  | 32.0  | 0.570232 | 0.637941 | 0.791201 |

2.4. Right Censored Data. One of the most significant developments is due to a unique property of survival data in the life sciences: the data becomes incorrect when certain study participants have not experienced the event of interest at the conclusion of the research or at the time of analysis. Some patients may still be alive or disease-free at the end of the experiment. The subjects’ survival time is unknown. This is referred to as censored observations or censored times when individuals are lost to follow-up following a research period.

Using data that has been randomly right censored, the following test statistic is provided to compare \( H_0 \) and \( H_1 \):
Let us write the test statistic such as:

\[
\delta_c(s, \beta) = \frac{1}{1 - s} \sum_{m=1}^{n} \left( 1 - \sum_{m=1}^{n} e^{-m} \left( \prod_{p=1}^{m-2} C_p^f - \prod_{p=1}^{m-1} C_p^f \right) \right).
\]

We can tabulate the upper percentile points for \( \delta_c(s, \beta) \) in the same way as before Table 4.

The asymptotic normality of our test improves as the critical values decrease and the sample size increases (see Figure 2).

3. Applications

To demonstrate the utility of the conclusions in this study, we apply them to certain real-world datasets.

Example 1. Take a look at the findings of Table 5 Mahmoud et al.; see [19]. The year-ordered values are as follows.

We calculate the statistic \( \delta_c(s, \beta) \) and both values are greater than the critical value of Table 3 in the two cases of \( \delta_c(s, \beta) \) as \( n = 40 \). As a result, we deduce that this dataset is UBAmgf rather than exponential.

Example 2. The following datasets correspond to 101 patients with advanced acute myelogenous leukemia who were registered with the International Bone Marrow Transplant Registry (Gaitany and Awadhi [22]). 50 of these patients got an allogeneic bone marrow transplant, which rebuilt their immune systems using a pure HLA (histocompatibility leukocyte antigen) class that was similar to the siblings. After receiving significant doses of chemotherapy, 51 patients got an autologous bone marrow transplant, in which their marrow was reinjected to restore a destroyed immune system.

Table 5

| 0.315 | 0.496 | 0.616 | 1.145 | 1.208 | 1.263 | 1.414 | 2.025 | 2.036 | 2.162 |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 2.211 | 2.370 | 2.532 | 2.693 | 2.805 | 2.910 | 3.192 | 3.263 | 3.348 | 3.427 |
| 3.348 | 3.427 | 3.499 | 3.534 | 3.767 | 3.751 | 3.858 | 3.986 | 4.049 | 4.244 |
| 4.323 | 4.381 | 4.392 | 4.397 | 4.647 | 4.673 | 4.929 | 4.973 | 5.074 | 4.381 |

Table 6

| 0.030 | 0.493 | 0.855 | 1.184 | 1.283 | 1.480 | 1.776 | 2.138 | 2.500 | 2.763 |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 2.993 | 3.224 | 3.421 | 4.178 | +4.441 | 5.691 | +5.855 | 6.941 | +6.941 | +7.993 |
| 8.882 | 8.882 | +9.145 | 11.480 | 11.513 | +12.105 | 12.796 | +12.993 | +13.849 | +16.612 |
| +17.138 | 20.066 | +20.329 | +22.368 | +26.776 | +28.717 | +32.928 | +33.783 | +34.221 | +34.770 |
| +34.770 | +39.539 | +41.118 | +45.033 | +46.053 | +46.941 | +48.289 | +57.401 | +58.322 | +60.625 |

Table 7

| 0.658 | 0.822 | 1.414 | 2.500 | 3.322 | 3.816 | 4.737 | +4.836 | 4.934 | 5.033 |
|-------|-------|-------|-------|-------|-------|-------|-------|-------|-------|
| 5.757 | 5.855 | 5.987 | 6.151 | 6.217 | +6.447 | 8.651 | 8.717 | +9.441 | 10.329 |
| 11.480 | 12.007 | +12.007 | 12.237 | +12.401 | +13.059 | +14.474 | +15.000 | 15.461 | 15.757 |
| 16.480 | 16.711 | +17.204 | 17.237 | +17.303 | +17.664 | 18.092 | +18.092 | +18.750 | +20.625 |
| 23.158 | +27.730 | +31.184 | +32.434 | +35.921 | +42.237 | +44.638 | +46.480 | +47.467 | +48.322 |
| 56.086 |       |       |       |       |       |       |       |       |       |

Table 8

| 10 | 14 | 14 | 14 | 14 | 14 | 14 | 15 | 17 | 18 | 20 |
|---|---|---|---|---|---|---|---|---|---|---|
| 20 | 20 | 20 | 20 | 23 | 23 | 24 | 26 | 30 | 30 | 30 |
| +30 | +30 | +30 | +30 | +30 | 31 | 40 | 49 | 51 | 52 | 52 |
| 60 | +60 | 61 | 67 | 71 | 74 | 75 | 87 | 96 | 105 | 105 |
| 107 | 107 | 107 | 116 | 150 | +150 | +150 | +150 | +150 | +150 | +150 |
| +185 |       |       |       |       |       |       |       |       |       |       |
For the 50 allogeneic transplant patients (censored observations), the following are the results of leukemia free-survival times (in months) (see Table 6).

We calculate the statistic \( \delta_{c}(0.4, 5) = 1.86 \), which is greater than the critical value in Table 4. As a result, we infer that this set of data seems to have the UBAmgf characteristic property rather than the exponential. As a response, the treatment strategy chosen is significant.

For the other 51 autologous transplant patients (censored observations), the following are the results of leukemia free-survival times (in months) (see Table 7).

We calculate the statistic \( \delta_{c}(0.4, 5) = 76.06 \), which is greater than the critical value in Table 4. As a response, we infer that this set of data seems to have the UBAmgf characteristic property and not exponential.

According to the presented test, the two treatments given to 101 patients have a positive influence (IFR) on their survival lifetime, and so, the results extrapolated from the appropriate sample size can be applied to all patients with advanced acute myelogenous leukemia. However, in this scenario, the proposed test cannot evaluate two distinct treatments because the test results in both cases yielded the same conclusion or choice, with no priority given to selecting the most effective treatment.

Example 3. In this application, we use the data from Hassan [23] which reflect the ages (in days) of 51 liver cancer patients from the Elminia Cancer Center Ministry of Health Egypt (see Table 8), who entered the medical examination in the year 2000. In the investigation, only 39 patients are seen (right-censored), while the remaining 11 individuals are dropped (missing from the investigation).

Applying the statistic in (14), we calculate \( \delta_{c}(0.1, 0.2) = 5.19 \times 10^6 \) and \( \delta_{c}(0.4, 5) = 9.06 \times 10^{28} \) which both are greater than the critical value of Table 4 in the two cases of \( \delta_{c}(0.1, 0.2) \) and \( \delta_{c}(0.4, 5) \). Then, we conclude that this dataset have UBAmgf property and not exponential.

4. Conclusion

In this paper, a statistical test technique has been developed to aid in the quality evaluation of potential treatments for certain cancers. The results of our tests revealed whether the planned treatments had a positive or negative impact on the patients’ survival periods. To ensure that the suggested statistical test produces good findings, its efficiency was computed and compared to existing tests. The proposed test can be used to evaluate the efficacy of any treatment approach in any sector of medical research, independent of the type of the treatment method being used. However, as seen in the second application, this test is not advised for comparing two different treatment strategies. But, it is suggested that new nonparametric statistical tests with high efficiency be developed and used to examine the various proposed treatments. It is also suggested that a statistical approach be developed to compare two or more different treatments that cure the same ailment. In addition, the percentage points of the proposed statistics are simulated. The efficacies of our developed tests are compared to El-Arishy et al. [17] and Abu-Youssef et al. [14] based on Pitman asymptotic relative efficiency using some well-known life distributions, namely, linear failure rate family (LFR) and Weibull family. Finally, the findings of the paper are applied to some medical real datasets.

Notations

| Symbol | Description                  |
|--------|------------------------------|
| IFR    | Increasing failure rate      |
| IFRA   | Increasing failure rate average |
| NBU    | New better than used         |
| NB(W)UC| New better (worse) than used in a convex ordering |
| NBRUL  | New better than renewal used in Laplace transform ordering |
| NBRUmgf| New better than renewal used in moment generating function |
| NBUmgf | New better than used in moment generating function |
| NBUC   |                             |

Table 9

|     |     |     |     |     |     |     |     |     |     |
|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| +0.14 | +0.14 | +0.29 | +0.43 | 0.43 | +0.57 | +0.57 | +1.86 | 2.86 | +3.00 |
| +3.00 | 3.14 | 3.14 | +3.29 | +3.29 | 3.43 | 3.43 | 3.71 | 3.86 | +6.00 |
| +6.00 | +6.14 | 6.14 | 6.86 | +8.71 | 9.00 | 9.43 | +10.57 | 10.71 | 10.86 |
| 11.14 | +11.86 | 13.00 | 14.43 | +15.57 | 15.71 | +16.57 | +17.29 | 18.43 |
| 18.57 | +18.71 | 20.71 | +21.29 | 23.86 | +26.00 | +27.57 | 29.14 | 29.71 | +32.14 |
| +33.14 | 40.57 | 48.57 | +49.43 | 53.86 | 61.86 | 66.57 | 68.71 | 68.96 | 72.86 |

72.86
New better (worse) than used in a convex Laplace ordering
UBA: Used better than age
UBAC: Used better than age in convex order
UBAC (2): Used better than age in concave order
UBAL: Used better than age in Laplace transform
UBA_mgf: Used better than age in moment generating function
RNBU_mgf: Renewal new better than used in moment generating function.
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