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Abstract. The Hilbert scheme $\text{Hilb}^n_{p(t)}$, parametrizing closed subschemes in the projective space $\mathbb{P}^n$ with Hilbert polynomial $p(t)$ of degree $d$, is classically constructed as a subscheme of a suitable Grassmannian, so that it becomes a closed projective subscheme through the associated Plücker embedding. In this paper we find new global equations for $\text{Hilb}^n_{p(t)}$ and especially we prove that $\text{Hilb}^n_{p(t)}$ can be defined scheme-theoretically by homogeneous polynomials of degree smaller than or equal to $d+2$ in the Plücker coordinates. We obtain these equations using a special set of generators of any exterior power of a vector space, that depend linearly on the Plücker coordinates of such vector space in the corresponding Grassmannian. Firstly, we exploit these generators to obtain in a simpler way the well-known equations for $\text{Hilb}^n_{p(t)}$ by Iarrobino and Kleiman and those conjectured by Bayer in 1982 and then proved by Haiman and Sturmfels in 2004. Finally, using combinatorial properties of Borel-fixed ideals and their relations with the geometry of the Hilbert scheme, we obtain our new equations. A procedure for computing this set of equations comes out directly of our proof and it can be fruitfully used in simple cases.

Introduction

The study of the Hilbert scheme is a very active domain in algebraic geometry. The Hilbert scheme $\text{Hilb}^n_{p(t)}(k)$, associated to an admissible Hilbert polynomial $p(t)$ and a projective space $\mathbb{P}^n = \text{Proj} \, k[x_0, \ldots, x_n]$, was firstly introduced by Grothendieck [9] and parametrizes the set of all subschemes of $\mathbb{P}^n$ with Hilbert polynomial $p(t)$.

Let $S = k[x_0, \ldots, x_n]$ be a polynomial ring in $n + 1$ variables with coefficients in a field $k$ of characteristic 0 and $q(t) = \binom{n+r}{r} - p(t)$ be the volume polynomial associated to $p(t)$. Classically the Hilbert scheme is constructed as a subscheme of the Grassmannian $\text{Gr}^{p(r)}_{S_n}(k)$ (see [9, 16]) of the subspaces of dimension $q(r)$ in the base vector space of dimension $\binom{n+r}{n}$ of polynomials of degree $r$, for an integer $r$ sufficiently large.

Two important results by Gotzmann [7], known as Gotzmann’s Regularity Theorem and Gotzmann’s Persistence Theorem, give a method to compute the degree $r$ and the condition to be imposed on the points of $\text{Gr}^{p(r)}_{S_n}(k)$ in order to define $\text{Hilb}^n_{p(t)}(k)$. The first result allows to compute the minimal suitable degree $r$ directly from the polynomial $p(t)$ and the second theorem ensures that in order for an ideal $I_r \in \text{Gr}^{p(r)}_{S_n}(k)$ to have volume polynomial $q(t)$ it is sufficient to check that $\dim I_{r+1} = q(r+1)$.

Applying these results, in the years many authors dealt with the problem of determining a set of explicit equations defining scheme-theoretically the Hilbert scheme as subscheme of either a Grassmannian or a product of two Grassmannians or a projective space through the Plücker embedding. There are at least a couple of motivations that from our point of view makes interesting the study of this problem. The first one is the following theoretical question, still open:

\textit{can we determine a set of equations that defines ideal-theoretically the Hilbert scheme $\text{Hilb}^n_{p(t)}(k)$ as subscheme of the Grassmannian $\text{Gr}^{p(r)}_{S_n}(k)$?}
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The second motivation is more practical and concerns with projecting effective methods for computing a set of equations defining $\text{Hilb}^{p_n}_{p(t)}(k)$ scheme-theoretically as subscheme of the grassmannian $\text{Gr}^{p(r)}_{S_r}(k)$. In fact the number of variables involved in such a computation is very large for the intrinsic complexity of the problem and so it cannot be reduced, therefore we can only try to pull down as much as possible the degree and the number of equations to at least think to do some computation in non-trivial cases.

At the moment the results known give equations of quite large degree, even in simple cases. Iarrobino and Kleiman [12, Proposition C.30] determined a set of equations of degree $q(r+1)+1$ and later Bayer [3] conjectured and then Haiman and Sturmfels [10] proved that there exists a set of equations of degree $n+1$. These two bounds prove to be too large, even in the simplest non-trivial cases. For instance for the Hilbert scheme $\text{Hilb}^{P_3}_2(k)$ of 2 points in $P^3$, the equations by Iarrobino and Kleiman have degree equal to 19 and those by Bayer, Haiman and Sturmfels degree equal to 4.

More recently Alonso, Brachat and Mourrain [1] showed that for Hilbert schemes of points, a set of equations can be found in degree equal to 2. The basic tool used is represented by border basis, which work only on the case of zero-dimension ideals, so that using this construction no improvement can be deduced for non-constant Hilbert polynomials.

On the other hand, from a local perspective Bertone, Lella and Roggero [4] proved that $\text{Hilb}^{P_n}_p(k)$ can be covered by open subsets defined in local Plücker coordinates (that is in affine open subsets of the grassmannian) by equations of degree smaller than or equal to $d+2$, where $d$ is the degree of the Hilbert polynomial.

These two bounds agree in the case of constant Hilbert polynomials, so we have been encouraged to mix ideas and techniques in order to extend the bound obtained for local equations to global ones.

The main result of our paper is the following:

**Theorem 5.3.** Let $p(t)$ be an admissible Hilbert polynomial in $P^n$ of degree $d$ and Gotzmann number $r$. $\text{Hilb}^{p_n}_{p(t)}(k)$ can be defined as a closed subscheme of the grassmannian $\text{Gr}^{p(r)}_{S_r}(k)$ by equations of degree smaller than or equal to $d+2$.

Excluding the trivial case of hypersurfaces, this bound is lower than the other two and seems to be more consistent with the object we are studying, because it only depends on the dimension $d$ of the subschemes parametrized by $\text{Hilb}^{p_n}_{p(t)}(k)$.

Let us now examine the structure of the paper. In Section 2 we discuss properties of the Plücker coordinates. In particular starting from the coordinates of a point $w \in P(\wedge^q E)$ corresponding to a vector subspace $V = \langle v_1, \ldots, v_q \rangle$ of a vector space $E$, that is $w = v_1 \wedge \cdots \wedge v_q$, we construct a set of generators of $\wedge^l V$, for any $l = 1, \ldots, q$, depending linearly on the Plücker coordinates of $w$.

Afterward we show that these sets of generators allow us to express in a simpler way the conditions defining the Hilbert scheme as subscheme of the grassmannian. As application of this idea, in Section 3 we give a simple proof of the result by Iarrobino and Kleiman and in Section 4 we obtain in the same simple way the result by Bayer, Haiman and Sturmfels. Indeed both bounds naturally arise applying our construction on the exterior product and the different results only depend on two slightly different strategies.

In Section 5, we begin introducing the last ingredient, on which our proof hard relies, that is combinatorial properties of Borel-fixed ideals and their relation with the geometry of the Hilbert scheme. Then we give a constructive proof of the main result of the paper (Theorem 5.3), first on an algebraically closed ground field of characteristic 0 and in the last section over a local ring (Theorem 6.12).
A procedure for computing this set of global equations comes out directly of the proof, but even if they are much simpler than those introduced by Iarrobino-Kleiman and Bayer-Haiman-Sturmfels, their computation remains hard to achieve except in a few easy cases. Other approaches, for instance as in [14, 4] by a local perspective, appear to be more promising for an effective study of a specific Hilbert scheme.

1. General setting

As already said in the introduction, $S$ will denote the polynomial ring $k[x_0, \ldots, x_n]$ with coefficients in a ground field $k$ of characteristic 0. For denoting monomials, we will use the multi-index notation, that is $x_0^{a_0} \cdots x_n^{a_n} = x^\alpha$ for every $\alpha = (a_0, \ldots, a_n) \in \mathbb{N}^{n+1}$.

Given a homogeneous ideal $I \subset S$, for any $t \in \mathbb{N}$, $I_t$ is the vector space of the polynomials of degree $t$ in $I$. $p(t)$ and $q(t)$ will be the Hilbert polynomials of the graded modules $S/I$ and $I$. Following the notation of [7], we will refer to $p(t)$ as Hilbert polynomial of $I$ and to $q(t)$ as volume polynomial of $I$. Obviously $p(t) + q(t) = \binom{n+t}{n}$.

Usually $r$ will be the Gotzmann number of the Hilbert polynomial $p(t)$, that is the highest Castelnuovo-Mumford regularity of the sheaf of ideals associated to a subscheme $X \subset \mathbb{P}^n$ with Hilbert polynomial $p(t)$. It can be easily computed applying the Gotzmann’s Regularity Theorem [8, Theorem 3.11], indeed writing $p(t)$ in the unique way as

$$p(t) = \binom{t + a_0}{a_0} + \binom{t + a_1}{a_1} + \ldots + \binom{t + a_s - s}{a_s}, \quad a_0 \geq a_1 \geq \ldots \geq a_s,$$

the Gotzmann number $r$ is equal to $s + 1$.

Borel-fixed ideals are ideals fixed by the action of the Borel subgroup of the upper triangular matrices of the linear group $\text{GL}(n+1)$. In our assumption on the characteristic of the ground field, they have a strong combinatorial characterization, precisely supposing the variables ordered as $x_n > \ldots > x_0$, a Borel ideal $I$ is a monomial ideal and for any monomial $x^\alpha \in I$, $\frac{\partial}{\partial x_i} x^\alpha$ also belongs to $I$, for all $j > i$ and $x_i | x^\alpha$. For further details see [15, 4, 13].

It is well known that the Castelnuovo-Mumford regularity of the ideal sheaf of a subscheme $X$ in $\mathbb{P}^n$ coincides with the regularity of the saturated ideal $I(X) \subset S$ defining $X$ and that the regularity of a Borel-fixed ideal is equal to the maximal degree of a generator in its monomial basis. So any saturated Borel-fixed ideal $I$ with Hilbert polynomial $p(t)$ is generated in degree smaller than or equal to the Gotzmann number $r$. In particular the saturated lexsegment ideal associated to the volume polynomial $q(t)$ has regularity equal to $r$.

In the following, we will denote by $\text{Hilb}^n_{p(t)}(k)$ the Hilbert scheme parameterizing subschemes of the projective space $\mathbb{P}^n$ with Hilbert polynomial $p(t)$. According to the classical construction of the Hilbert scheme (see [9, 16]), $\text{Hilb}^n_{p(t)}(k)$ can be identified with a subscheme of the grassmannian $\text{Gr}_{S_t}^{p(r)}(k)$ parametrizing the vector subspaces of dimension $q(r)$ of the vector space $S_t$. Indeed for any saturated ideal $I \subset S$ with Hilbert polynomial $p(t)$, the equality $\dim_k I_r = q(r)$ always holds true because the regularity of $I$ is smaller than or equal to the Gotzmann number $r$. Therefore the key point is to determine the conditions for an ideal $J = (J_r) \subset S$, generated by a vector subspace $J_r \subset S_r$ of dimension $q(r)$, to have volume polynomial $q(t)$. Then we have $J_{r+1} = \langle x_0J_r, \ldots, x_nJ_r \rangle$ by definition and $\dim_k J_{r+1} \geq q(r+1)$ by Macaulay’s Estimate on the Growth of Ideals [8, Theorem 3.3]. Moreover, Gotzmann’s Persistence Theorem [8, Theorem 3.8] asserts that the condition $\dim_k J_{r+1} = q(r+1)$ suffices to have that the volume polynomial of $J$ is $q(t)$, so the condition we will impose on the points of the grassmannian is $\dim_k J_{r+1} \leq q(r+1)$.

We postpone the discussion of the functorial point of view in Section 6, in which we will consider a local ring instead of a field and consequently the general Hilbert scheme $\text{Hilb}^n_{p(t)}$ representing the Hilbert functor $\text{Hilb}^n_{p(t)}$ (see [16, Section 4.3]). However in the following $A$ will
be a finitely generated $k$-algebra and a local ring with maximal ideal $m$ and residue field $K$. We will denote by $T$ the polynomial ring $A[x_0, \ldots, x_n]$ and for any $k$-vector space $V$ of dimension $N$, $E$ will be the tensor product $V \otimes_k A$.

2. Plücker coordinates

**Definition 2.1.** (see [16, Section 4.3.3]) Let $V$ be a $k$-vector space of finite dimension $N$ and $p \leq N$ an integer. Let $X$ be a noetherian scheme over $k$. The $p$-Grassmann functor of $V$ is the contravariant functor $\text{Gr}^p_V(X) : (\text{schemes})^\circ \rightarrow \text{Sets}$ from the category of (schemes) to the category of Sets which associates to $X$ the set of locally free sheaves of rank $p$, quotient of the free sheaf $V^* \otimes_k O_X$ on $X$.

$$\text{Gr}^p_V(X) = \{ \mathcal{F} \text{ locally free sheaf of rank } p \mid V^* \otimes_k O_X \rightarrow \mathcal{F} \rightarrow 0 \}.$$  

This contravariant functor is representable by a scheme called the $p$-grassmannian of $V$ and that we will denote by $\text{Gr}^p(V)$.

In the case $X = \text{Spec} A$, we have

$$\text{Gr}^p_V(\text{Spec} A) = \{ M \text{ free } A\text{-module of rank } p \mid \exists F \subset E = V \otimes_k A \text{ s.t. } M = E/F \}.$$  

In the following we will write $\text{Gr}^p_V(A)$ instead of $\text{Gr}^p_V(\text{Spec} A)$ and we will say that a free $A$-module $F \subset E$ of rank $q = N - p$ belongs to $\text{Gr}^p_V(A)$ meaning that $E/F$ is a free $A$-module of rank $p$.

Let us now describe the grassmannian $\text{Gr}^p_V(A)$. Considered $E/F \in \text{Gr}^p_V(A)$, we have the natural morphism

$$E \longrightarrow E/F \longrightarrow 0,$$

and its $p$-th exterior power:

$$\wedge^p E \xrightarrow{\phi} \wedge^p (E/F) \longrightarrow 0.$$  

Chosen a basis $\{e_1, \ldots, e_N\}$ of $E$ (as a free $A$-module) and considered the family of all sets of $p$ indices $I = \{i_1, \ldots, i_p\}$, $1 \leq i_1 < \ldots < i_p \leq N$, the Plücker coordinates of $E/F$ are the elements

$$\Delta_I = \phi(e_{i_1}, \ldots, e_{i_p}) \in E/F \cong A, \quad \forall I.$$  

This set of coordinates gives the usual projective Plücker embedding:

$$\varphi : \text{Gr}^p_V(A) \longrightarrow \mathbb{P} (\wedge^p E)$$

$$E/F \longrightarrow [\ldots : \Delta_I(E/F) : \ldots].$$  

(2)

Given a basis $\{\lambda_1, \ldots, \lambda_p\}$ of the dual space $F^* = \langle \lambda \in E^* \mid \lambda(F) = 0 \rangle$, Plücker coordinates in (1) can be computed through the following determinants:

$$\Delta_I = \begin{vmatrix} \lambda_1(e_{i_1}) & \ldots & \lambda_1(e_{i_p}) \\ \vdots & \ddots & \vdots \\ \lambda_p(e_{i_1}) & \ldots & \lambda_p(e_{i_p}) \end{vmatrix}.$$  

(3)

We can also consider another system of coordinates associated to the embedding of the grassmannian $\text{Gr}^p_V(A)$ into the projective space $\mathbb{P} (\wedge^q E)$:

$$\psi : \text{Gr}^p_V(A) \longrightarrow \mathbb{P} (\wedge^q E)$$

$$F = (f_1, \ldots, f_q) \subset E \longrightarrow f_1 \wedge \cdots \wedge f_q$$  

(4)

where $q = N - p$ and $\{f_1, \ldots, f_q\}$ is a basis of $F \in \text{Gr}^p_V(A)$ as a free $A$-module of rank $q$. In this case, the Plücker coordinates of $F \in \text{Gr}^p_V(A)$ can be determined by computing the $q \times q$ minors of the $q \times N$ matrix obtained putting on the rows the coefficients of the vectors of any base of $F$ in the canonical basis of $E$. For every multi-index $K = \{k_1, \ldots, k_q\}$, $1 \leq k_1 < \ldots < k_q \leq N$, we will denote with $\Theta_K \in A$ the Plücker coordinate corresponding to the determinant of the $q \times q$ matrix composed by the columns $k_1, \ldots, k_q$, so that $\psi(F) = \sum_K \Theta_K(F) e_{k_1} \wedge \cdots \wedge e_{k_q}$. 


Given any (even not ordered) set of indices \( H = \{h_1, \ldots, h_p\} \), we will denote with \( \Delta_H \) (resp. \( \Theta_H \)) the determinant of the matrix of the evaluation on the vectors \((e_{h_1}, \ldots, e_{h_p})\) (resp. the determinant of the matrix obtained considering the columns \(h_1, \ldots, h_q\)). It is easy to check that \( \Delta_H = \varepsilon_H \Delta_H \) (resp. \( \Theta_H = \varepsilon_H \Theta_H \)), where \( \varepsilon_H \) is the signature of the permutation \( \sigma \) that orders \( H \), \( \mathcal{H} = \sigma(H) \) is the corresponding ordered multi-index and \( \Delta_H \) (resp. \( \Theta_H \)) is a Plücker coordinate.

From now on, we will always consider ordered multi-indices.

Given two multi-indices \( K = \{k_1, \ldots, k_a\} \) and \( H = \{h_1, \ldots, h_b\} \), we will denote by \( K \mid H \) the set of indices \( \{k_1, \ldots, k_a, h_1, \ldots, h_b\} \), that in general will not be ordered, whereas we will denote with the union \( K \cup H \) the ordered multi-index containing the indices belonging to both \( K \) and \( H \). For instance given \( K = \{1, 5\} \) and \( H = \{2\} \), \( K \mid H = \{1, 5, 2\} \), \( H \cup K = \{2, 1, 5\} \) and \( K \cup H = H \cup K = \{1, 2, 5\} \). Coming back to Plücker coordinates the following relation holds:

\[
\Delta_{K \mid H} = \varepsilon_{K \mid H} \Delta_{K \cup H} \quad \text{(resp. } \Theta_{K \mid H} = \varepsilon_{K \mid H} \Theta_{K \cup H}).
\]

**Definition 2.2 ([2])**. Given a field extension \( k \subset K \), an extensor of step \( l \) in \( V(K) = V \otimes_k K \) is an element of \( \wedge^l V(K) \) of the form \( v_1 \wedge \cdots \wedge v_l \) with \( v_1, \ldots, v_l \) in \( V(K) \).

Given a vector subspace \( F \subset V(K) \) of dimension \( l \), we define an extensor associated to \( F \) as an element of the form \( f_1 \wedge \cdots \wedge f_l \in \wedge^l F \), where \( \{f_1, \ldots, f_l\} \) is a basis of \( F \). Note that all the extensors associated to \( F \) are equal up to multiplication by a non-zero scalar.

In the following, as done in [2], we will identify a vector subspace \( F \) of \( V(K) \) of dimension \( l \) with an extensor of step \( l \) associated to it.

We recall Proposition 4.2 of [2].

**Proposition 2.3.** Given a field extension \( k \subset K \) and the vectors \( a_1, \ldots, a_p, b_1, \ldots, b_q \) in \( V(K) = V \otimes_k K \) with \( p + q > N \), let us consider the extensors

\[
T = a_1 \wedge \cdots \wedge a_p \quad \text{and} \quad U = b_1 \wedge \cdots \wedge b_q.
\]

Let \([\quad ] : (V(K))^{\times N} \to K\) be any alternating \( N \)-linear form, so that we have the following diagram:

\[
\begin{array}{ccc}
(V(K))^{\times N} & \xrightarrow{[\quad]} & K \\
\downarrow & & \downarrow \\
\wedge^N V(K) & & 
\end{array}
\]

The following identity holds:

\[
\sum_{\mathcal{I} = \{i_1, \ldots, i_{p+q-N}\}, \mathcal{J} = \{j_1, \ldots, j_{N-q}\}, \mathcal{K} = \{1, \ldots, p\}} \varepsilon_{\mathcal{I} \mid \mathcal{J}} [T, b_{j_1} \wedge \cdots \wedge b_{j_{N-q}}] b_{i_1} \wedge \cdots \wedge b_{i_{p+q-N}} = \varepsilon_{\mathcal{H} \mid \mathcal{K}} [a_{h_1} \wedge \cdots \wedge a_{h_{N-q}}, U] a_{k_1} \wedge \cdots \wedge a_{k_{p+q-N}} = (5)
\]

We denote these two terms by \( T \ast U \) and we will call \( \ast \) the meet operator associated to \([\quad] \).

**Proposition 2.4 ([2])**. Let \( k \subset K \) be a field and \( T \) and \( U \) be two extensors associated to two vector subspaces \( F \in \text{Gr}^p_V(K) \) and \( G \in \text{Gr}^q_V(K) \) (\( F \subset V \otimes_k K \) and \( G \subset V \otimes_k K \)) such that \( p + q > N \) (i.e. \( F \cup G \) spans the vector space \( V(K) = V \otimes_k K \) such that \( F \cap G \neq 0 \)). Let \( \ast \) be the meet operator associated to any \( N \)-linear form \([\quad] \) which consists of a basis of \( \wedge^N V(K) \ast \simeq K \). Then \( T \ast U \) is an extensor associated to the vector subspace \( F \cap G \) of dimension \( p + q - N \).

*Proof.* See [2, Proposition 4.3]. \(\square\)
Proposition 2.5. Let $F \in \text{Gr}_V^p(A)$ be a free submodule of $E$, $q = N - p$ and $1 \leq m \leq q$. Let $[\ldots : \Delta_I(F) : \ldots]$ be its coordinates with respect to the Plücker embedding given in (2), then the elements
\[ \delta_{I}^m(F) = \sum_{I = \{i_1, \ldots, i_p\}, \cup_H = \{h_1, \ldots, h_m\}} \varepsilon_{H[I]} \Delta_I(F) e_{h_1} \wedge \cdots \wedge e_{h_m}, \quad \forall \ J = \{j_1, \ldots, j_{p+m}\}, \] (7)
generate $\bigwedge^m F$.

Proof. Tensoring by the residue field and using Nakayama’s Lemma, we can assume without loss of generality that $A = K$ is a field.

Let us use equation (6) with $T = F \in \text{Gr}_V^p(K)$ and $U = B_{\bar{J}} = e_{j_1} \wedge \cdots \wedge e_{j_{p+m}} \in \text{Gr}_V^{N-p-m}(K)$. By Proposition 2.4, we have that
\[ F * B_{\bar{J}} = \sum_{I = \{i_1, \ldots, i_p\}, \cup_H = \{h_1, \ldots, h_m\}} \varepsilon_{H[I]} [F, B_I] B_H \]
is an extensor associated to $F \cap \langle B_{\bar{J}} \rangle$ in $V(K)$. If we take the $N$-form $[\ ]$ equal to the determinant in a basis of $E$ which consists of the union of a basis of $F$ and a basis of $E/F$, then $[F, B_I] = \Delta_I(F)$, therefore
\[ F * B_{\bar{J}} = \sum_{I = \{i_1, \ldots, i_p\}, \cup_H = \{h_1, \ldots, h_m\}} \varepsilon_{H[I]} \Delta_I(F) B_H = \delta_{I}^m(F) \]
generates $\bigwedge^m (F \cap \langle B_{\bar{J}} \rangle)$. Thus the family
\[ \delta_{I}^m(F) = F * B_{\bar{J}}, \quad \forall \ J = \{j_1, \ldots, j_{p+m}\} \]
generates
\[ \bigcup_{\bar{J}} \left( \bigwedge^m (F \cap \langle B_{\bar{J}} \rangle) \right) = \bigwedge^m F. \] □

Proposition 2.6. Let $F \in \text{Gr}_V^p(A)$ be a free submodule of $E$, $q = N - p$ and $1 \leq m \leq q$. Let $[\ldots : \Theta_K(F) : \ldots]$ be its coordinates with respect to the Plücker embedding given in (4), then the family of elements
\[ \theta_{\bar{J}}^m(F) = \sum_{H = \{h_1, \ldots, h_m\}} \varepsilon_{\bar{J}[H]} \Theta_{\bar{J} \cup H}(F) e_{h_1} \wedge \cdots \wedge e_{h_m}, \quad \forall \ J = \{j_1, \ldots, j_{q-m}\}, \] (8)
generate $\bigwedge^m F$.

Proof. As done in the proof of Proposition 2.5, tensoring by the residue field $K$ of $A$ and using Nakayama’s Lemma, we can assume $A = K$.

Let $\bar{J}$ be equal to the multi-index such that $\bar{J} \cup \bar{I} = \{1, \ldots, N\}$. Let us apply the meet operator between $T = F = \sum_{K} \Theta_K(F) e_{k_1} \wedge \cdots \wedge e_{k_q} \in \bigwedge^q V(K)$ and $U = B_{\bar{I}} = e_{i_1} \wedge \cdots \wedge e_{i_{N-q+m}} \in \text{Gr}_V^{q-m}(K)$ according to (5)
\[ F * B_{\bar{I}} = \sum_{K} \Theta_K(F) e_{k_1} \wedge \cdots \wedge e_{k_q} * B_{\bar{I}} = \]
\[ = \sum_{K} \Theta_K(F) \varepsilon_{\bar{J}[H]} e_{h_1} \wedge \cdots \wedge e_{h_m} [e_{j_1}, \ldots, e_{j_{q-m}}, e_{i_1}, \ldots, e_{i_{N-q+m}}], \]
If we consider a $N$-linear form $[\ ]$ such that $[e_{j_1},\ldots,e_{j_{q-m}},e_{1},\ldots,e_{1-N-q+m}]$ is equal to 1, we obtain
\[ F * B_L = \sum_{\kappa,\theta} \Theta_{\kappa}(F) \xi_{\kappa|H} e_{h_1} \wedge \cdots \wedge e_{h_m} = \sum_{\mathcal{H}} \xi_{\mathcal{J}|\mathcal{H}} \Theta_{\mathcal{J} \cup \mathcal{H}}(F) e_{h_1} \wedge \cdots \wedge e_{h_m} = \theta_{\mathcal{J}}^m(F). \]

Hence $\theta_{\mathcal{J}}^m(F)$ is an extensor associated to $F \cap \langle B_L \rangle$ in $V(K)$ (by Proposition 2.4) and generates $\wedge^m \bigl( F \cap \langle B_L \rangle \bigr)$. Thus the family $\theta_{\mathcal{J}}^m(F)$, $\forall \mathcal{J} = \{j_1,\ldots,j_{q-m}\}$ generates
\[ \bigcup_{\mathcal{J}} \left( \wedge^m \bigl( F \cap \langle B_L \rangle \bigr) \right) = \wedge^m F. \]

\begin{example}
Let us apply these results to the Grassmannian $\text{Gr}_2^4(k)$. Let $\{e_1,\ldots,e_6\}$ be the fixed basis of the vector space $E = V \otimes_k k = V$ and let us consider the vector subspace $F = \langle f_1 = e_1, f_2 = e_2, f_3 = e_3 + 2e_4, f_4 = e_5 - e_6 \rangle$. A basis for the quotient space $E/F$ is $\{e_4, e_6\}$ and a basis of $F^*$ is $\{\lambda_1 = e_1^* + e_4^*, \lambda_2 = 2e_5^* - e_4^*\}$.

Applying the method showed in (3), we obtain that
\[ \Delta_{35}(F) = -2, \quad \Delta_{36}(F) = -2, \quad \Delta_{45}(F) = 1, \quad \Delta_{46}(F) = 1 \]
and the other 11 Plücker coordinates vanish.

Using the other system of coordinates, the 4 coordinates that do not vanish are $\Theta_{1235}(F) = 1$, $\Theta_{1236}(F) = -1$, $\Theta_{1245}(F) = 2$, $\Theta_{1246}(F) = -2$.

Let us now apply Proposition 2.5 and Proposition 2.6 to compute two systems of generators of $\wedge^2 F$.

- By Proposition 2.5,
  \[ \theta_{12}^2(F) = \Theta_{1235}(F) e_3 \wedge e_5 + \Theta_{1236}(F) e_3 \wedge e_6 + \Theta_{1245}(F) e_4 \wedge e_5 + \Theta_{1246}(F) e_4 \wedge e_6 \]
  \[ = e_3 \wedge e_5 - e_3 \wedge e_6 + 2e_4 \wedge e_5 - 2e_4 \wedge e_6, \]

- By Proposition 2.6,
  \[ \theta_{13}^2(F) = \Theta_{1235}(F) e_2 \wedge e_5 - \Theta_{1236}(F) e_2 \wedge e_6 = -e_2 \wedge e_5 + e_2 \wedge e_6 - \frac{\theta_{14}^2(F)}{2}, \]

We can see that any generator arising with the first method appears also in the second list (at most multiplied by a scalar), so the two spaces generated by these two families of vectors in $\wedge^2 F$ are the same and equal to $\wedge^2 F$. 

Remark 2.8. It can be easily proved that the two systems of coordinates \([\ldots : \Delta_I : \ldots]\) and 
\([\ldots : \Theta_K : \ldots]\) are equivalent, indeed for every multi-index \(K\) of \(q\) indices,
\[
\Theta_K = -\varepsilon_{K|I} \Delta_I,
\]
where \(K \cup I = \{1, \ldots, N\}\) and \(\varepsilon_{K|I}\) is the signature of the permutation \(\sigma\) that orders \(K|I\), that \(\sigma(K|I) = K \cup I\). An analogous relation can be extended to the generators \(\{\delta_J^m(F)\}\) and \(\{\theta_J^m(F)\}\) of \(\wedge^m F\); indeed if we consider \(J = \{j_1, \ldots, j_{p+m}\}\) and \(I = \{i_1, \ldots, i_{q-m}\}\) such that \(J \cup I = \{1, \ldots, N\}\),
\[
\delta_J^m(F) = -\varepsilon_{J|I} \theta_J^m(F),
\]
where as before, \(\varepsilon_{J|I}\) is the signature of the permutation that orders \(J|I\).

For this reason, from now on we will only use the set of Plücker coordinates \([\ldots : \Delta_I : \ldots]\),
describing the embedding of the Grassmannian \(\text{Gr}_r^p(A)\) in the projective space \(\mathbb{P}(\wedge^p E)\).

Definition 2.9. In the following we will consider as base vector space \(V = S_r\), the homogeneous polynomials of degree \(r\) in \(S\), with its standard monomial basis. Given a Hilbert polynomial \(p(t)\) with Gotzmann number equal to \(r\), we are interested in subspaces of \(S_r\) (more generally \(T_r = S_r \otimes \kappa A\)) of dimension \(q(r)\), that is elements of the grassmannian \(\text{Gr}_r^{q(r)}(A)\). Given an ideal \(I \subset S\) (resp. \(I \subset T\)), we will write that \(I \in \text{Gr}_r^{q(r)}(A)\) meaning that the module \(S_r/I_r\) (resp. \(T_r/I_r\)) is free of rank \(p(r)\) and that \(I \in \text{Hilb}_{p(t)}^{q(r)}(k)\) (resp. \(\text{Hilb}_{p(t)}^{q(r)}(A)\)) meaning that the module \(S_r/I_r\) (resp. \(T_r/I_r\)) is free of rank \(p(t)\), \(\forall t \geq r\).

For every \(m\), elements of the type \(\delta_J^m\) become
\[
\delta_J^m = \sum_{\substack{\{i_1, \ldots, i_p\} \\
\{h_1, \ldots, h_m\} \\
\emptyset \cup I = J}} \varepsilon_{H|I} \Delta_I x^{\alpha(h_1)} \wedge \cdots \wedge x^{\alpha(h_m)},
\]
where
\[
\alpha : \left\{1, \ldots, \left(\begin{array}{c} n+r \\ n \end{array}\right) \right\} \to \left\{ (a_0, \ldots, a_n) \in \mathbb{N}^{n+1} \bigg| \sum_{i=0}^n a_i = r \right\}
\]
is a bijection from the integers, from 1 up to \(\left(\begin{array}{c} n+r \\ n \end{array}\right)\), to the multi-indices defining monomials of degree \(r\) such that
\[
x^{\alpha(1)} \succ_{\text{DegRevLex}} x^{\alpha(2)} \succ_{\text{DegRevLex}} \cdots \succ_{\text{DegRevLex}} x^{\alpha(\left(\begin{array}{c} n+r \\ n \end{array}\right))}.
\]

Moreover we define
- \(B_m = \{\delta_J^m, \ \forall J = \{j_1, \ldots, j_{p(r)+m}\}\}\),
- \(x_i \delta_J^m = \sum_{\substack{\{i_1, \ldots, i_p\} \\
\{h_1, \ldots, h_m\} \\
\emptyset \cup I = J}} \varepsilon_{H|I} \Delta_I \left( x_i x^{\alpha(h_1)} \wedge \cdots \wedge x_i x^{\alpha(h_m)} \right),
\]
- \(x_i B_m = \{x_i \delta_J^m, \forall J = \{j_1, \ldots, j_{p(r)+m}\}\}\).

3. IARROBINO-KLEIMAN EQUATIONS

Theorem 3.1 (Iarrobino, Kleiman [12]). Let \(p(t)\) be an admissible Hilbert polynomial in \(\mathbb{P}^n\) 
with Gotzmann number \(r\). \(\text{Hilb}_{p(t)}^{q(r)}(k)\) can be defined as a closed subscheme of the grassmannian 
\(\text{Gr}_r^{q(r)}(k)\) by equations of degree \(q(r+1)+1\).

Proof. Let us fix the usual monomial basis on $S_r$ and the associated Plücker coordinates for $\text{Gr}_r^{p(r)}(k)$ in accord with Definition 2.9 and let $q(t) = \binom{n+r}{n} - p(t)$. Moreover let $I$ be the ideal generated in degree $r$ by the polynomials representing the elements $\delta^1_{\gamma}$:

$$I = (B_1).$$

By Proposition 2.5, we know that $\dim I_r = q(r)$, so to obtain equations for $\text{Hilb}^{p_n}_r(k)$ it suffices to impose $\dim I_{r+1} \leq q(r+1)$. Let us consider the matrix with $\binom{n+r+1}{n}$ columns corresponding to the monomial basis of $S_{r+1}$ and $|B_1| \cdot (n+1)$ rows corresponding to the polynomials contained in $x_iB_1$, $i = 0, \ldots, n$. The rows of this matrix span $x_0I_r + \ldots + x_nI_r = I_{r+1}$, so we obtain the equation of $\text{Hilb}^{p_n}_r(k)$ by imposing that all the minors of dimension $q(r+1) - 1$ vanish. □

Example 3.2. Let us now see how to compute the Iarrobino-Kleiman equations for $\text{Hilb}^{p_2}_r(K)$ with a field extension $k \subset K$. Since the Gotzmann number is 2, we have to consider the Grassmannian $\text{Gr}_r^{p_2}_K$, with $k[x, y, z]_2 \simeq k^b$ (as in Example 2.7) with monomial basis $\{e_1 = x^2, e_2 = x, e_3 = y, e_4 = xz, e_5 = yz, e_6 = z^2\}$. Following the proof of Theorem 3.1, we consider the ideal $I = (B_1)$ and we impose that any subset of $q(3) + 1 = 9$ polynomials of $\{x_1B_1, y_1B_1, z_1B_1\}$ is dependent. For instance, considering the polynomials represented in the following matrix

$$
\begin{array}{cccccccc}
| & x^6 & x^2y & x^2z & y^3 & x^2z & xy^2 & x^2z \\
\hline
x^6 | & \Delta_{16} & -\Delta_{16} & 0 & 0 & 0 & 0 & 0 \\
x^2y | & 0 & \Delta_{56} & 0 & 0 & 0 & 0 & 0 \\
x^2z | & 0 & 0 & \Delta_{34} & 0 & 0 & 0 & 0 \\
y^3 | & 0 & 0 & 0 & \Delta_{45} & 0 & 0 & 0 \\
x^2z | & 0 & 0 & 0 & 0 & \Delta_{46} & 0 & 0 \\
xy^2 | & 0 & 0 & 0 & 0 & 0 & \Delta_{56} & -\Delta_{46} \\
x^2z | & 0 & 0 & 0 & 0 & 0 & 0 & \Delta_{56} \\
y^2z | & 0 & 0 & 0 & 0 & 0 & 0 & \Delta_{46} \\
z^3 | & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
$$

(9)

the dependency condition corresponds to the vanishing of the minors of order 9:

- $-\Delta_{16}\Delta_{23}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{36}\Delta_{45}\Delta_{46} + \Delta_{16}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{45}\Delta_{46} + \Delta_{15}\Delta_{23}\Delta_{24}\Delta_{26}\Delta_{36}\Delta_{45}\Delta_{46} +$

- $\Delta_{13}\Delta_{15}\Delta_{23}\Delta_{24}\Delta_{26}\Delta_{34}\Delta_{36}\Delta_{45}\Delta_{46} + \Delta_{13}\Delta_{15}\Delta_{23}\Delta_{24}\Delta_{35}\Delta_{36}\Delta_{45}\Delta_{46} +$

- $\Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{36}\Delta_{45}\Delta_{46} + \Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{45}\Delta_{46} +$

- $\Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{36}\Delta_{45}\Delta_{46} + \Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{45}\Delta_{46} +$

- $\Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{36}\Delta_{45}\Delta_{46} + \Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{45}\Delta_{46} +$

- $\Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{36}\Delta_{45}\Delta_{46} + \Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{45}\Delta_{46} +$

- $\Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{36}\Delta_{45}\Delta_{46} + \Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{45}\Delta_{46} +$

- $\Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{36}\Delta_{45}\Delta_{46} + \Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{45}\Delta_{46} +$

- $\Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{36}\Delta_{45}\Delta_{46} + \Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{45}\Delta_{46} +$

- $\Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{36}\Delta_{45}\Delta_{46} + \Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{45}\Delta_{46} +$

- $\Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{36}\Delta_{45}\Delta_{46} + \Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{45}\Delta_{46} +$

- $\Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{36}\Delta_{45}\Delta_{46} + \Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{45}\Delta_{46} +$

- $\Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{36}\Delta_{45}\Delta_{46} + \Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{45}\Delta_{46} +$

- $\Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{36}\Delta_{45}\Delta_{46} + \Delta_{12}\Delta_{13}\Delta_{15}\Delta_{24}\Delta_{25}\Delta_{34}\Delta_{35}\Delta_{45}\Delta_{46} +$
• $-\Delta_3 \Delta_4 \Delta_6 \Delta_{13} \Delta_{24} \Delta_{35} \Delta_{46} \Delta_{56} + \Delta_3 \Delta_4 \Delta_6 \Delta_{13} \Delta_{24} \Delta_{35} \Delta_{46} \Delta_{56} - \Delta_3 \Delta_4 \Delta_6 \Delta_{13} \Delta_{24} \Delta_{35} \Delta_{46} \Delta_{56}^2 + \\
+ \Delta_3 \Delta_4 \Delta_6 \Delta_{13} \Delta_{24} \Delta_{35} \Delta_{46} \Delta_{56}^2$,
• $-\Delta_3 \Delta_4 \Delta_6 \Delta_{13} \Delta_{24} \Delta_{35} \Delta_{46} \Delta_{56} + \Delta_3 \Delta_4 \Delta_6 \Delta_{13} \Delta_{24} \Delta_{35} \Delta_{46} \Delta_{56} - \Delta_3 \Delta_4 \Delta_6 \Delta_{13} \Delta_{24} \Delta_{35} \Delta_{46} \Delta_{56} + \\
+ \Delta_3 \Delta_4 \Delta_6 \Delta_{13} \Delta_{24} \Delta_{35} \Delta_{46} \Delta_{56}^2 + \Delta_3 \Delta_4 \Delta_6 \Delta_{13} \Delta_{24} \Delta_{35} \Delta_{46} \Delta_{56}^2$,
• $-\Delta_3 \Delta_4 \Delta_6 \Delta_{13} \Delta_{24} \Delta_{35} \Delta_{46} \Delta_{56} + \Delta_3 \Delta_4 \Delta_6 \Delta_{13} \Delta_{24} \Delta_{35} \Delta_{46} \Delta_{56} - \Delta_3 \Delta_4 \Delta_6 \Delta_{13} \Delta_{24} \Delta_{35} \Delta_{46} \Delta_{56} + \\
+ \Delta_3 \Delta_4 \Delta_6 \Delta_{13} \Delta_{24} \Delta_{35} \Delta_{46} \Delta_{56}^2 + \Delta_3 \Delta_4 \Delta_6 \Delta_{13} \Delta_{24} \Delta_{35} \Delta_{46} \Delta_{56}^2$.

4. Bayer Equations

To reduce the degree of equations and to reach the bound given by Bayer in [3], we collect together rows in the matrix of polynomials in degree $r + 1$ that come from polynomials in degree $r$ multiplied by the same variable and to express the minors of such submatrices as linear combinations of Plücker coordinates. For instance in Example 3.2, we may express the minors of the matrix in (9), putting together the first 4 rows (representing 4 generators multiplied by $x$), the fifth and the sixth (corresponding to 2 generators multiplied by $y$) and the last 3 (3 generators multiplied by $z$). In this way we obtain equations of degree 3.

Theorem 4.1 (Bayer [3]). Let $p(t)$ be an admissible Hilbert polynomial in $\mathbb{P}^n$ with Gotzmann number $r$. $\text{Hilb}_{p(t)}^{\mathbb{P}^n}(k)$ can be defined as a closed subscheme of the grassmannian $\text{Gr}_{S_r}^{p(r)}(k)$ by equations of degree $n + 1$.

Proof. Let us consider the point $I = (B_1)$ of $\text{Gr}_{S_r}^{p(r)}(k)$ and let $q(t) = \binom{n+t}{r}$ $-$ $p(t)$. The condition on the dimension of $I_{r+1}$, that we impose to obtain equations of $\text{Hilb}_{p(t)}^{\mathbb{P}^n}(k)$, can be rewritten as

$$\dim_k I_{r+1} \leq q(r + 1) \iff \land^{q(r+1)+1} I_{r+1} = 0.$$ (10)

In Theorem 3.1, we look at $\land^{q(r+1)+1} I_{r+1}$ as

$$\land^{q(r+1)+1} I_{r+1} = \bigwedge_{i=1}^{q(r+1)+1} \land_i l_i J_i \quad \forall \ l_i \in \{x_0, \ldots, x_n\} \quad \forall \ \text{multi-index } J_i \ \text{of size } p(r) + 1 \bigg).$$

But to compute $\land^{q(r+1)+1} I_{r+1}$, we can take advantage of the generators of $\land^m I_{r+1}$ for every $m$, indeed

$$\land^{q(r+1)+1} I_{r+1} = \left\{ x_0 \delta_{m_0}^{J_0} \land \cdots \land x_n \delta_{m_n}^{J_n} \quad \forall \ x_0 \delta_{m_0}^{J_0} \in x_0 B_{m_0}, \ldots, x_n \delta_{m_n}^{J_n} \in x_n B_{m_n} \quad \forall \ m_i \leq q(r) \ \text{s.t.} \ \sum m_i = q(r + 1) + 1 \right\}.$$  

Every generator of this type has coefficients represented by homogeneous polynomials in the Plücker coordinates of degree $n + 1$. By imposing that all these coefficients vanish, we determine equations of degree $n + 1$ for $\text{Hilb}_{p(t)}^{\mathbb{P}^n}(k)$ as a closed subscheme of $\text{Gr}_{S_r}^{p(r)}(k)$.
Example 4.2. Let us examine again the case of the Hilbert scheme $\text{Hilb}_2^p(K)$ with a field extension $k \subset K$ and the same notation defined in Example 3.2. Since $q(2) = 4$ and $q(3) + 1 = 9$, we have to compute the external products $x^{m_0} \delta^{m_1} y \delta^{m_2} z$ for $(m_0, m_1, m_2) = (4, 4, 1), (4, 1, 4), (1, 4, 4), (4, 3, 2), (4, 2, 3), (3, 4, 2), (3, 2, 4), (2, 4, 3), (2, 3, 4), (3, 3, 3)$. For instance let us write explicitly the value of $x^{3} \delta^{2} \delta^{1} y z$:

Let us examine again the case of the Hilbert scheme $\text{Hilb}_2^p(K)$:

Throughout last two sections, given an admissible Hilbert polynomial $p(t)$ on $\mathbb{P}^n$ with Gotzmann number $r$ and degree $d$ and the associated volume polynomial $q(t) = \binom{n+t}{n} - p(t)$, we set

$$q'(t) = q(t) - \binom{n-d-1+t}{n-d-1} = \binom{n+t}{n} - \binom{n-d-1+t}{n-d-1} - p(t),$$

so that $q(t) - q'(t) = \dim k[x_{d+1}, \ldots, x_n]_t$.

Proposition 5.1. Let $U'$ be the set of all the elements $I_r \in \text{Gr}_{S_r}^{(r)}(k)$ (i.e. $S_r/I_r$ has dimension $p(r)$) such that $I_r$ has a set of generators of the type:

$$G^r_r = \{x^n + f_{a}, x^n \in k[x_{d+1}, \ldots, x_n] \text{ and } f_{a} \in (x_d, \ldots, x_0) \} \cup \{g_{j} \mid g_{j} \in (x_d, \ldots, x_0) \}$$

where the first set of generators contains by construction $q(r) - q'(r)$ elements and the second set has $q'(r)$ polynomials, so that $\dim k[I_r] = q(r)$.

Then $U'$ is a non-empty open subset in $\text{Gr}_{S_r}^{(r)}(k)$ and $I_{r+1}$ has a set of generators $G^r_{r+1}$ that can be represented by a matrix of the type:

$$A_{r+1} = \begin{pmatrix} \text{Id} & \bullet & \bullet \\ 0 & D_1 & D_2 \\ 0 & 0 & 0 \end{pmatrix}$$

where:
• the columns belonging to the left part of the matrix correspond to the monomials in \( k[x_{d+1}, \ldots, x_n]_{r+1} \) and the columns on the right to the monomials in \( (x_0, \ldots, x_d)_{r+1} \);
• the top-left submatrix \( \text{Id} \) is the identity matrix of order \( q(r + 1) - q'(r + 1) \);
• the rows of \( \mathcal{D}_1 \) contain the coefficients of all the generators multiplied by a variable \( x_h, h = 0, \ldots, d \);
• the rows of \( \mathcal{D}_2 \) contain the coefficients of the generators \( g_j \) multiplied by a variable \( x_h, h = d + 1, \ldots, n \) and the coefficients of the polynomials \( x_i f_{\alpha} - x_i f_{\alpha} \) such that \( x_i x^\alpha = x_i x^\alpha \) and \( i, i' \geq d + 1 \).

Moreover the subset \( \mathcal{U} \subset \mathcal{U}' \) of all the ideals \( I_r \) such that \( \text{rank} \ \mathcal{D}_1 \geq q'(r + 1) \) is open and \( \mathcal{U}^{\text{PGL}} = \{ g \mathcal{U} \mid g \in \text{PGL}(n + 1) \} \) is an open covering of \( \text{Gr}^{p(r)}_S(k) \).

Proof. Let us consider the canonical projection
\[
\pi : k[x_0, \ldots, x_n]_r \to (k[x_0, \ldots, x_n]/(x_0, \ldots, x_d))_r \cong k[x_{d+1}, \ldots, x_n]_r.
\]
The subset \( \mathcal{U}' \) of \( \text{Gr}_S^{p(r)}(k) \) is open because \( \mathcal{U}' = \pi^{-1}(k[x_{d+1}, \ldots, x_n]_r) \cap \text{Gr}_S^{p(r)}(k) \). Moreover \( \mathcal{U}' \) is non-empty because any Borel ideal \( J \) defining a point of \( \text{Gr}_S^{p(r)}(k) \) (i.e. \( \dim_k J_r = q(r) \)) belongs to \( \mathcal{U}' \). Indeed, \( \dim_k J_r \geq q(t), \forall t \geq r \) (by Macaulay’s Estimate on the Growth of Ideals) implies that the Hilbert polynomial of \( k[x_0, \ldots, x_n]/J \) has degree smaller than or equal to \( \text{deg} g(t) = d \) and so \( k[x_{d+1}, \ldots, x_n]_r \subset J \) (see [5, Proposition 2.3]). Therefore every ideal \( I_r \in \mathcal{U}' \) has a basis \( G_I^r \) (of \( I_r \) as \( k \)-vector space) as the one described in (12).

A set of generators for \( I_{r+1} \) is \( S_1 \cdot G_I^r = \{ x_i G_I^r \} \). The set of generators \( G_{I_r}^{r+1} \) we are looking for can be easily obtained from \( S_1 \cdot G_I^r \) just modifying few elements: for every monomial \( x^\gamma \in k[x_{d+1}, \ldots, x_n]_{r+1} \) we choose only one product \( x_i (x^\alpha + f_\alpha) \) such that \( x^\gamma = x_i x^\alpha \), to be left in \( G_{I_r}^{r+1} \) (and corresponding to a row in the first block of \( A_{r+1} \)), whereas we replace any other polynomial \( x_i' (x^\alpha + f_\alpha) \), such that \( x^\gamma = x_i' x^\alpha \), by \( x_i f_\alpha - x_i f_\alpha \) (which belongs to \( (x_0, \ldots, x_d) \) and corresponds to a row of \( D_2 \)).

Obviously the condition \( \text{rank} \ \mathcal{D}_1 \geq q'(r + 1) \) is an open condition and we call \( \mathcal{U} \subset \mathcal{U}' \) the corresponding open subset. Again this open subset is not empty because it contains for instance all the subspaces \( J_r \) defined by a Borel ideal \( J \in \text{Gr}_S^{p(r)}(k) \).

To prove the last statement, we consider any term ordering \( \preceq \) such that \( x_n \succ \cdots \succ x_0 \), and we recall that in general coordinates the initial ideal of any ideal is Borel-fixed (see [6, Theorem 15.20]). Then for a general \( g \in \text{PGL}(n + 1) \), \( J = (\text{in}(gI)_r) \) is Borel. Note that \( J \) belongs to \( \text{Gr}_S^{p(r)}(k) \), but if \( I \notin \text{Hilb}^{p(r)}_S(k) \), \( J \) can differ from \( \text{in}(gI) \). As \( J \) is Borel-fixed
\[
\dim_k (x_0 J_r + \ldots + x_d J_r) = \dim_k J_{r+1} \cap (x_0, \ldots, x_d) = \dim_k J_{r+1} - \dim_k k[x_{d+1}, \ldots, x_n]_{r+1} \geq q'(r + 1),
\]
hence
\[
\dim_k (x_0 (gI)_r + \ldots + x_d (gI)_r) \geq \dim_k (x_0 \text{in}(gI)_r + \ldots + x_d \text{in}(gI)_r) = \dim_k (x_0 J_r + \ldots + x_d J_r) \geq q'(r + 1).
\]
Finally we can conclude that \( gI \in \mathcal{U} \) because a set of generators of the vector space \( x_0 (gI)_r + \ldots + x_d (gI)_r \) corresponds to the rows of \( \mathcal{D}_1 \).

Making reference to the above matrix \( A_{r+1} \), let us denote by \( \mathcal{D} \) the submatrix \( \begin{pmatrix} \mathcal{D}_1 & \mathcal{D}_2 \end{pmatrix} \).

Corollary 5.2. Let \( I \subset S \) be any ideal belonging to \( \mathcal{U} \). Then
\begin{enumerate}
\item \( I \in \mathcal{U} \cap \text{Hilb}^{p_n}_{S_0} \) \iff \( \text{rank} \ \mathcal{D} = \text{rank} \ \mathcal{D}_1 = q'(r + 1) \);
\item \( I \notin \mathcal{U} \cap \text{Hilb}^{p_n}_{S_0} \) \iff \( \text{either} \text{ rank} \ \mathcal{D}_1 > q'(r + 1) \) or \( \text{rank} \ \mathcal{D}_1 = q'(r + 1) < \text{rank} \ \mathcal{D} \).
\end{enumerate}
Proof. (1) follows from the fact that \( I \in \text{Hilb}_{p(t)}^{n}(k) \) if and only if \( \dim_{k} I_{r+1} = \text{rank} A_{r+1} = q(r+1) \) and from the special form of \( A_{r+1} \). (2) is another way to write (1).

**Theorem 5.3.** Let \( p(t) \) be an admissible Hilbert polynomial in \( \mathbb{P}^{n} \) of degree \( d \) and Gotzmann number \( r \). \( \text{Hilb}_{p(t)}^{n}(k) \) can be defined as a closed subscheme of the grassmannian \( \text{Gr}_{S_{r}}^{p(r)}(k) \) by equations of degree smaller than or equal to \( d + 2 \).

**Proof.** We divide the proof in two steps.

**Step 1.** First of all we construct a set of polynomials \( T \) in \( k[\Delta] \) such that given an ideal \( I \in \mathcal{U} \), every polynomial in \( T \) vanishes on the Plücker coordinates \( \{ \ldots : \Delta(I) : \ldots \} \) of \( I \) if and only if \( I \in \mathcal{U} \cap \text{Hilb}_{p(t)}^{n}(k) \).

Let us choose in all the possible ways a set of \( d + 1 \) elements of the type \( x_{i} \delta_{J i}^{m} \) such that \( i = 0, \ldots, d \) and \( \sum_{i} m_{i} = q'(r+1) \). Moreover let us consider any multi-index \( K = \{ k_{1}, \ldots, k_{p(r)+1} \} \), such that the corresponding monomials \( \{ x^{\alpha(k_{1})}, \ldots, x^{\alpha(k_{p(r)+1})} \} \) of degree \( r \) do not belong to \( k[x_{d+1}, \ldots, x_{n}] \), and any variable \( x_{j} \), \( j = d + 1, \ldots, n \). A first part \( T' \) of the polynomials in \( T \) is represented by all the coefficients of all exterior products of the type

\[
\left( \bigwedge_{i=0}^{d} x_{i} \delta_{J i}^{m} \right) \wedge x_{j} \delta_{J}^{1}.
\]

(14)

Afterwards let us choose in all the possible ways a multi-index \( \mathcal{H} = \{ h_{1}, \ldots, h_{p(r)} \} \), such that the corresponding monomials \( \{ x^{\alpha(h_{1})}, \ldots, x^{\alpha(h_{p(r)})} \} \) of degree \( r \) do not belong to \( k[x_{d+1}, \ldots, x_{n}] \), and a monomial \( x^{\gamma} \in k[x_{d+1}, \ldots, x_{n}]_{r-1} \) with two indices \( \gamma, \gamma' \in \{ d+1, \ldots, n \} \). The second part \( T'' \) of the polynomials in \( T \) can be obtained collecting the coefficients of all the exterior products of the type

\[
\left( \bigwedge_{i=0}^{d} x_{i} \delta_{J i}^{m} \right) \wedge \left( x_{\gamma} \delta_{H_{1}}^{1} - x_{\gamma'} \delta_{H_{2}}^{1} \right)
\]

where, called \( \mathcal{J} \) and \( \mathcal{J}' \), the indices such that \( x^{\alpha(\mathcal{J})} = x_{\gamma} x^{\gamma} \) and \( x^{\alpha(\mathcal{J}')} = x_{\gamma'} x^{\gamma} \), \( H_{1} = \mathcal{H} \cup \{ \mathcal{J} \} = \{ \mathcal{J}, h_{1}, \ldots, h_{p(r)} \} \) and \( H_{2} = \mathcal{H} \cup \{ \mathcal{J}' \} = \{ \mathcal{J}', h_{1}, \ldots, h_{p(r)} \} \).

Note that the conditions given by the vanishing of the polynomials in \( T = T' \cup T'' \) mean that \( q'(r+1) \) rows in the matrix \( D_{1} \) and one row in the matrix \( D_{2} \) are linearly dependent (directly by the construction of the matrix \( A_{r+1} \) in Proposition 5.1). These conditions ensure also that \( q'(r+1) + 1 \) rows of the matrix \( D_{1} \) are dependent, because of the well-known property of vector spaces saying that \( s + 1 \) vectors \( v_{1}, \ldots, v_{s+1} \), such that every subset of \( s \) elements is linear dependent with any other vector \( u \neq 0 \), are dependent. The only delicate issue, that we will discuss later in Remark 5.4, is checking that \( D_{2} \) is not a zero matrix.

By Corollary 5.2, \( I \in \mathcal{U} \) belongs to \( \text{Hilb}_{p(t)}^{n}(k) \) if and only if the polynomials of \( T \) vanish on \( \{ \ldots : \Delta(I) : \ldots \} \). Note that the coefficients of the exterior products in (14) and (15) are polynomials of degree \( \leq d + 2 \) (more precisely the degree is the number of non-zero \( m_{i} \)).

**Step 2.** Let \( I \) be an element of \( \text{Gr}_{S_{r}}^{p(r)}(k) \) and \( g = (g_{i,j}) \) be an element of \( \text{PGL}(n+1) \). The Plücker coordinates \( \{ \ldots : \Delta(gI) : \ldots \} \) of \( gI \in \text{Gr}_{S_{r}}^{p(r)}(k) \) are bi-homogeneous polynomials of degree 1 in the Plücker coordinates \( \{ \ldots : \Delta(I) : \ldots \} \) and of degree \( q(r) \cdot r \) in the coefficients \( g_{i,j} \) of the matrix \( g \). So given a homogeneous polynomial \( P \) of degree \( s \leq d + 2 \) in \( T \), \( P(\{ \ldots : \Delta(gI) : \ldots \}) \) is a bi-homogeneous polynomial of degree \( s \) in \( \{ \ldots : \Delta(I) : \ldots \} \) and of degree \( q(r) \cdot r \cdot s \) in \( g_{i,j} \). At this point we collect, and denote by \( CP \), the homogeneous polynomials of degree \( s \leq d + 2 \) in the Plücker coordinates \( \{ \ldots : \Delta(I) : \ldots \} \), that spring up as coefficients of \( P(\{ \ldots : \Delta(gI) : \ldots \}) \), viewed as a homogeneous polynomial of degree \( q(r) \cdot r \cdot s \) in the variables \( g_{i,j} \).
From Proposition 5.1 and Corollary 5.2, $I$ belongs to $\text{Hilb}_{p(t)}^{an}(k)$ if and only if for a generic changes of variables $g \in \text{PGL}(n + 1)$

$$gI \in \mathcal{U} \cap \text{Hilb}_{p(t)}^{an}(k)$$

i.e.

all the homogeneous polynomials $P \in T$ vanish at $[\ldots : \Delta(gI) : \ldots]$, or equivalently

all the coefficients $C_P$ for $P \in T$ vanish at $[\ldots : \Delta(I) : \ldots]$.

We finally proved that $I \in \text{Gr}_{S_r}^{p(r)}(k)$ belongs to $\text{Hilb}_{p(t)}^{an}(k)$ if and only if $[\ldots : \Delta(I) : \ldots]$ satisfies all the equations of the set

$$\bigcup_{P \in T} C_P$$

which consists of homogeneous polynomial of degree smaller than or equal to $d + 2$. \hfill \Box

**Remark 5.4.** Note that a necessary condition in order that $D_2$ is empty is that $I_r$ has no generators belonging to $G'_r$ of the type $g_j$ and now we prove that it is not possible. For the sake of simplicity, we can think about the monomial ideal obtained in the case $f_\alpha = g_j = 0$, $\forall \alpha$, $\forall j$. Such an ideal should have a Hilbert polynomial $\tilde{p}(t)$ such that $\tilde{p}(r) = \left(\binom{n+r}{n} - \binom{n-d+r}{n-d}\right)$. Let us show that $\tilde{p}(r)$ can not be equal to $P(r)$ with $P$ a Hilbert polynomial with Gotzmann number equal to $r$ and of degree $d$.

The first point is to compute the maximal value in degree $r$ of a Hilbert polynomial of degree $d$ and Gotzmann number $r$. By the decomposition of Hilbert polynomials given by Gotzmann’s Regularity Theorem [8, Theorem 3.11], we know that among the Hilbert polynomials of degree $d$ and Gotzmann number $r$ there is

$$p(t) = \left(\binom{t+d}{d}\right) + \left(\binom{t+d-1}{d}\right) + \ldots + \left(\binom{t+d-(r-1)}{d}\right),$$

and that any other Hilbert polynomial has at least one binomial coefficient $\binom{t+(d-i)-j}{d-i}$ replacing $\binom{t+d-j}{d-j} (i, j > 0)$. Because of $\binom{t+(d-i)-j}{d-i} > \binom{t+d-j}{d-j}$, the maximal value reached is

$$P = \max \{P(r) \mid P(t) \text{ of degree } d \text{ and Gotzmann number } r\} = \sum_{i=1}^{r} \binom{d+i}{d}.$$

Finally, starting from the decomposition

$$k[x_0, \ldots, x_n]_r = \bigcup_{i=0, \ldots, r} k[x_0, \ldots, x_d]_i \cdot k[x_{d+1}, \ldots, x_n]_{r-i},$$

we have that

$$\tilde{p}(r) = \binom{n+r}{n} - \binom{n-d+r+1}{n-d+1} = \sum_{i=1}^{r} \binom{d+i}{d} \left(\binom{n-d+1+r-i}{n-d+1}\right) > \sum_{i=1}^{r} \binom{d+i}{d} = P.$$

**Example 5.5.** Let us apply Theorem 5.3 to the case already considered in Example 3.2 and Example 4.2. Since the Hilbert polynomial is constant, to compute the first set of equations $T'$ (14), we have to consider the wedge product between $z_1 \delta_{123456}^1$ and the 2 elements $x_1 \delta_{123456}^1, y_1 \delta_{123456}^1$ not containing monomials in $k[x, y]$. We obtain 12 polynomials:

- $-\Delta_{26} \Delta_{46} + \Delta_{45} \Delta_{46} + \Delta_{16} \Delta_{56}$, $-\Delta_{26} \Delta_{46} + \Delta_{16} \Delta_{56}$,
- $-\Delta_{24} \Delta_{46} + \Delta_{14} \Delta_{56}$, $-\Delta_{24} \Delta_{46} + \Delta_{14} \Delta_{56}$,
- $-\Delta_{24} \Delta_{45} + \Delta_{12} \Delta_{56}$, $-\Delta_{24} \Delta_{45} + \Delta_{12} \Delta_{56}$,
- $-\Delta_{36} \Delta_{46} + \Delta_{26} \Delta_{56} + \Delta_{16} \Delta_{56}$, $-\Delta_{36} \Delta_{46} + \Delta_{16} \Delta_{56}$,
- $-\Delta_{36} \Delta_{45} + \Delta_{25} \Delta_{56} + \Delta_{15} \Delta_{56}$, $-\Delta_{36} \Delta_{45} + \Delta_{15} \Delta_{56}$,
- $-\Delta_{25} \Delta_{46} + \Delta_{23} \Delta_{46}$, $-\Delta_{25} \Delta_{46} + \Delta_{23} \Delta_{46}$.
To compute the second set of equations $T''$ (15), we have to consider the coefficients of the wedge product between $z^4_{123456}$ and one element belonging to the set

$$\{y^1_{145} - x^1_{245}, y^1_{245} - x^1_{345}, y^1_{146} - x^1_{246}, y^1_{246} - x^1_{346}, y^1_{346} - x^1_{256}, y^1_{256} - x^1_{356}\}.$$

We obtain other 36 generators:

- $\Delta_{24}\Delta_{25} - \Delta_{14}\Delta_{25}$,
- $\Delta_{14}\Delta_{24} + \Delta_{14}\Delta_{25} + \Delta_{14}\Delta_{34}$,
- $\Delta_{14}\Delta_{23} + \Delta_{13}\Delta_{23}$,
- $\Delta_{13}\Delta_{15} - \Delta_{12}\Delta_{15}$,
- $\Delta_{23}\Delta_{24} + \Delta_{23}\Delta_{34} - \Delta_{13}\Delta_{35}$,
- $\Delta_{23}\Delta_{24} + \Delta_{23}\Delta_{34} - \Delta_{13}\Delta_{35}$,
- $\Delta_{13}\Delta_{24} - \Delta_{12}\Delta_{24}$,
- $\Delta_{13}\Delta_{24} - \Delta_{12}\Delta_{24}$,
- $\Delta_{10}\Delta_{25} - \Delta_{10}\Delta_{25}$,
- $\Delta_{10}\Delta_{25} - \Delta_{10}\Delta_{25}$,
- $\Delta_{16}\Delta_{24} - \Delta_{14}\Delta_{24} - \Delta_{14}\Delta_{45}$,
- $\Delta_{31} - \Delta_{14}\Delta_{25} + \Delta_{12}\Delta_{26}$,
- $\Delta_{31} - \Delta_{14}\Delta_{25} + \Delta_{12}\Delta_{26}$,
- $\Delta_{31} - \Delta_{14}\Delta_{25} + \Delta_{12}\Delta_{26}$,
- $\Delta_{24}\Delta_{25} + \Delta_{24}\Delta_{34} + \Delta_{13}\Delta_{36}$,
- $\Delta_{24}\Delta_{25} + \Delta_{24}\Delta_{34} + \Delta_{13}\Delta_{36}$,
- $\Delta_{26} - \Delta_{16}\Delta_{36} - \Delta_{34}\Delta_{46} + \Delta_{24}\Delta_{56}$,
- $\Delta_{24}\Delta_{26} + \Delta_{14}\Delta_{36} - \Delta_{14}\Delta_{45}$,
- $\Delta_{24}\Delta_{26} + \Delta_{14}\Delta_{36} - \Delta_{14}\Delta_{45}$,
- $\Delta_{24}\Delta_{26} + \Delta_{14}\Delta_{36} - \Delta_{14}\Delta_{45}$,
- $\Delta_{24}\Delta_{26} - \Delta_{16}\Delta_{35} + \Delta_{24}\Delta_{56}$,
- $\Delta_{24}\Delta_{26} - \Delta_{16}\Delta_{35} + \Delta_{24}\Delta_{56}$,
- $\Delta_{24}\Delta_{26} - \Delta_{16}\Delta_{35} + \Delta_{24}\Delta_{56}$,
- $\Delta_{24}\Delta_{26} - \Delta_{16}\Delta_{35} + \Delta_{24}\Delta_{56}$,
- $\Delta_{23}\Delta_{24} - \Delta_{15}\Delta_{25} + \Delta_{23}\Delta_{25}$,
- $\Delta_{23}\Delta_{24} - \Delta_{15}\Delta_{25} + \Delta_{23}\Delta_{25}$,
- $\Delta_{23}\Delta_{24} - \Delta_{15}\Delta_{25} + \Delta_{23}\Delta_{25}$,
- $\Delta_{23}\Delta_{24} - \Delta_{15}\Delta_{25} + \Delta_{23}\Delta_{25}$,
- $\Delta_{23}\Delta_{24} - \Delta_{15}\Delta_{25} + \Delta_{23}\Delta_{25}$,
- $\Delta_{23}\Delta_{24} - \Delta_{15}\Delta_{25} + \Delta_{23}\Delta_{25}$,
- $\Delta_{35}\Delta_{16} + \Delta_{25}\Delta_{56}$,
- $\Delta_{36}\Delta_{34} + \Delta_{24}\Delta_{36} - \Delta_{25}\Delta_{45}$,
- $\Delta_{36}\Delta_{34} + \Delta_{24}\Delta_{36} - \Delta_{25}\Delta_{45}$,
- $\Delta_{36}\Delta_{34} + \Delta_{24}\Delta_{36} - \Delta_{25}\Delta_{45}$,
- $\Delta_{36}\Delta_{34} + \Delta_{24}\Delta_{36} - \Delta_{25}\Delta_{45}$,
- $\Delta_{32} + \Delta_{26}\Delta_{26} + \Delta_{26}\Delta_{26} + \Delta_{26}\Delta_{26}$,
- $\Delta_{32} + \Delta_{26}\Delta_{26} + \Delta_{26}\Delta_{26} + \Delta_{26}\Delta_{26}$,
- $\Delta_{32} + \Delta_{26}\Delta_{26} + \Delta_{26}\Delta_{26} + \Delta_{26}\Delta_{26}$,
- $\Delta_{32} + \Delta_{26}\Delta_{26} + \Delta_{26}\Delta_{26} + \Delta_{26}\Delta_{26}$,
- $\Delta_{32} + \Delta_{26}\Delta_{26} + \Delta_{26}\Delta_{26} + \Delta_{26}\Delta_{26}$,
- $\Delta_{32} + \Delta_{26}\Delta_{26} + \Delta_{26}\Delta_{26} + \Delta_{26}\Delta_{26}$,
- $\Delta_{32} + \Delta_{26}\Delta_{26} + \Delta_{26}\Delta_{26} + \Delta_{26}\Delta_{26}$.

Now we need to introduce the action of $\text{PGL}(3)$ on $k[x, y, z]$ and to understand how the induced action on $\text{Gr}_k^1(K)$ works. Given an element $g = (g_{i,j}) \in \text{PGL}(3)$ and its action

$$\begin{pmatrix} x \\ y \\ z \end{pmatrix} \longmapsto \begin{pmatrix} g_{11} & g_{12} & g_{13} \\ g_{21} & g_{22} & g_{23} \\ g_{31} & g_{32} & g_{33} \end{pmatrix} \begin{pmatrix} x \\ y \\ z \end{pmatrix},$$

the induced action on the $k$-vector space $k[x, y, z]_2$ is represented by the matrix

$$\begin{pmatrix} x^2 \\ xy \\ y^2 \\ xz \\ yz \end{pmatrix} \longmapsto \begin{pmatrix} g_{11}^2 & 2g_{11}g_{12} & g_{11}g_{13} & 2g_{11}g_{13} & g_{11}g_{13} \\ g_{11}g_{12} & g_{12}^2 & g_{12}g_{13} & 2g_{12}g_{13} & g_{12}g_{13} \\ g_{11}g_{13} & g_{12}g_{13} & g_{13}^2 & 2g_{13}g_{13} & g_{13}g_{13} \\ g_{11}g_{12} & g_{12}g_{13} & g_{13}g_{13} & 2g_{13}g_{13} & g_{13}g_{13} \\ g_{11}g_{13} & g_{12}g_{13} & g_{13}g_{13} & g_{13}g_{13} & 2g_{13}g_{13} \end{pmatrix} \begin{pmatrix} x^2 \\ xy \\ y^2 \\ xz \\ yz \end{pmatrix}.$$

To write explicitly the action of $g$ on the Plücker coordinates, we can consider the element $\delta^1_{123456}$, substitute each element $x^3$ of the basis of $k[x, y, z]_2$ with $g.x^3$ obtaining the exterior product $g.\delta^1_{123456}$, and then the action is determined by looking at the coefficients of the basis of $\Lambda^4 k[x, y, z]_2$ in $\delta^1_{123456}$ and $g.\delta^1_{123456}$. For instance the Plücker coordinate $\Delta_{25}$, coefficient of $x^2 \wedge y^2 \wedge xz \wedge z^2$ in $\delta^1_{123456}$, will be send by the action of $g$ to the coefficient of $x^2 \wedge y^2 \wedge xz \wedge z^2$ in $g.\delta^1_{123456}$.

Finally, for every polynomial $P$ contained in $T$, we have to compute the action of $g$, that is to substitute each $\Delta_{ab}$ with $g.\Delta_{ab}$, and then we have to collect all the coefficients (polynomials in the Plücker coordinates of degree 2) of $g.P$, viewed as polynomial in the variables $g_{i,j}$. For instance collecting the coefficients of the polynomial $g.\left(\Delta_{35}\Delta_{46} - \Delta_{25}\Delta_{56}\right)$, $\Delta_{35}\Delta_{46} - \Delta_{25}\Delta_{56} \in T'$, we obtain 3495 polynomials that give some of the equations defining the Hilbert scheme $\text{Hilb}_{P^2}^1(K)$.

6. Generalization

Let us prove now that equations obtained from Theorem 5.3 can be used to define the Hilbert scheme, as scheme representing the Hilbert functor (see for instance [16, Section 4.3]).

Let us start recalling some relevant definitions and properties.
Definition 6.1 ([11]). Let $X$ and $Y$ be schemes and $f : X \to Y$ be a morphism of schemes. $X$ is said to be flat over $Y$ if $\mathcal{O}_X$ is $f$-flat over $\mathcal{O}_Y$ i.e. for every $x \in X$, $\mathcal{O}_{X,x}$ is a $\mathcal{O}_{Y,f(x)}$-flat module.

Definition 6.2 ([16]). The Hilbert functor of $\mathbb{P}^n$ relative to the polynomial $p(t)$ is the contravariant functor $\text{Hilb}_{p(t)}^{\mathbb{P}^n} : (\text{schemes})^\circ \to \text{Sets}$ from the category of (schemes) to the category of Sets which associates to an object $X$ of (schemes) the set

$$\text{Hilb}_{p(t)}^{\mathbb{P}^n}(X) = \left\{ \begin{array}{l}
\text{flat families } Z \subset \mathbb{P}^n \times X \text{ of closed} \\
\text{subschemes of } \mathbb{P}^n \text{ parametrized by } X \text{ with} \\
\text{fibers having Hilbert polynomial } p(t) \end{array} \right\}$$

(17)

The Hilbert functor is representable and we will denote by $\mathcal{H} \text{ilb}_{p(t)}^{\mathbb{P}^n}$ its representing scheme.

Example 6.3. If $X = \text{Spec } A$, with $A$ noetherian $k$-algebra, $\text{Hilb}_{p(t)}^{\mathbb{P}^n}(A) = \text{Hilb}_{p(t)}^{\mathbb{P}^n}(\text{Spec } A)$ is given by the set of saturated homogeneous ideals $I \subset A[x_0, \ldots, x_n]$ such that $\text{Proj } A[x_0, \ldots, x_n]/I$ is flat over $\text{Spec } A$ and for every prime ideal $p \subset A$, the Hilbert polynomial of the $k(p)$-graded algebra $A[x_0, \ldots, x_n]/I \otimes_A k(p)$ is equal to $p(t)$ where $k(p)$ is the residue field $A_p/\mathfrak{p}A_p$.

Proposition 6.4. Let $R = R_0 \oplus R_1 \oplus \cdots$ be a graded ring such that $R_0$ is a local noetherian ring and that $R$ is finitely generated as $R_0$-algebra by elements of degree $1$. Let $M$ be a finitely generated graded $R$-module and let $M_t$ be its component of degree $t$. Then, $M$ is flat over $R_0$ if and only if $M_t$ is free over $R_0$ for all $t$.

Proof. See [6, Exercise 6.10].

Corollary 6.5. Let $X = \text{Spec } A$, where $A$ is a noetherian $k$-algebra and a local ring. $\text{Hilb}_{p(t)}^{\mathbb{P}^n}(A)$ is equal to the set of homogeneous saturated ideals $I$ of $A[x_0, \ldots, x_n]$ such that $A[x_0, \ldots, x_n]/I_t$ is a free $A$-module for all $t \geq 0$ and such that the rank of $A[x_0, \ldots, x_n]/I_t$ is equal to $p(t)$ for $t \gg 0$.

We recall two theorems by Gotzmann already introduced, but now stated in the more general case of coefficients in a local ring (see [7, 12]).

Theorem 6.6 (Gotzmann’s Regularity Theorem). Let $r$ be the Gotzmann number associated to the Hilbert polynomial $p(t)$, $A$ any noetherian ring and $T = A[x_0, \ldots, x_n]$. Any homogeneous ideal $I \subset T$ with Hilbert polynomial $p(t)$ is $r$-regular, that is

$$H^i(\mathbb{P}^n, \widetilde{I}(r - i)) = 0$$

for $i > 0$, where $\widetilde{I}$ is the quasi-coherent sheaf associated to $I$.

Theorem 6.7 (Gotzmann’s Persistence Theorem). Let $r$ be the Gotzmann number associated to the Hilbert polynomial $p(t)$ and $s \geq r$ an integer. Let $A$ be any noetherian ring, $T = A[x_0, \ldots, x_n]$ and $I$ a homogeneous ideal of $T$ generated by $I_s$. Set $M = T/I$, if $M_t$ is a flat $A$-module of rank $p(t)$ for $t = s, s + 1$, then $M_t$ is flat of rank $p(t)$ for all $t \geq r$.

Remark 6.8. By Theorem 6.6, we deduce that if $I$ is a saturated homogeneous ideal of $T$ with Hilbert polynomial $p(t)$ whose Gotzmann number is $r$, then:

(i) $I_{2t} = (I_t)$, $\forall t \geq r$;

(ii) the value of Hilbert function of $T/I$ coincides with the value of $p(t)$ for each degree greater than or equal to $r$.

Now we focus our attention on the case of an affine scheme $X = \text{Spec } A$, with $A$ a noetherian $k$-algebra and a local ring with maximal ideal $\mathfrak{m}$ and residue field $K$. Moreover we fix a Hilbert polynomial $p(t)$ of degree $d$ and Gotzmann number $r$.

Applying Theorems 6.6 and 6.7, Remark 6.8, Corollary 6.5 and Nakayama’s Lemma, we deduce the following propositions.
**Proposition 6.9.** Given an integer \( s \geq r \), \( \text{Hilb}_{p(t)}^{p_n}(X) \) is in bijection with the subset \( W \) of \( \text{Gr}^{p(s)}_{S_s}(X) \times \text{Gr}^{p(s+1)}_{S_{s+1}}(X) \) defined by
\[
W = \left\{ (T_s/I_s, T_{s+1}/J_{s+1}) \in \text{Gr}^{p(s)}_{S_s}(X) \times \text{Gr}^{p(s+1)}_{S_{s+1}}(X) \mid T_1 \cdot I_s = J_{s+1} \right\}.
\] (18)

**Remark 6.10.** Keeping in mind Macaulay’s Estimate on the Growth of Ideals (see also [12, Corollary C.4]) and Nakayama’s Lemma, the subset \( W \) of \( \text{Gr}^{p(s)}_{S_s}(X) \times \text{Gr}^{p(s+1)}_{S_{s+1}}(X) \) is also equal to
\[
W = \left\{ (T_s/I_s, T_{s+1}/J_{s+1}) \in \text{Gr}^{p(s)}_{S_s}(X) \times \text{Gr}^{p(s+1)}_{S_{s+1}}(X) \mid T_1 \cdot I_s \subseteq J_{s+1} \right\}.
\] (19)

**Proposition 6.11 ([12]).** Given an integer \( s \geq r \), \( \text{Hilb}_{p(t)}^{p_n}(X) \) is in bijection with the subset \( G \) of \( \text{Gr}^{p(s)}_{S_s}(X) \) given by
\[
G = \left\{ T_s/I_s \in \text{Gr}^{p(s)}_{S_s}(X) \mid T_{s+1}/(T_1 \cdot I_s) \text{ is a free } A\text{-module of rank } p(s+1) \right\}.
\] (20)

Proposition 6.11 says that \( \text{Hilb}_{p(t)}^{p_n}(X) \) can be viewed as a subset of \( \text{Gr}^{p(s)}_{S_s}(X) \) for \( s \geq r \). Now we construct explicitly a set of equations that determine the Hilbert scheme \( \text{Hilb}^{p_n}_{p(t)}(X) \) representing the functor \( \text{Hilb}^{p_n}_{p(t)} \) as subscheme of the scheme \( \text{Gr}^{p(r)}(S_r) \) representing the Grassmann functor \( \text{Gr}^{p(r)}_{S_r} \).

**Theorem 6.12.** The Hilbert scheme \( \text{Hilb}^{p_n}_{p(t)}(X) \) is a closed subscheme of the scheme \( \text{Gr}^{p(r)}(S_r) \) representing the Grassmann functor \( \text{Gr}^{p(r)}_{S_r} \) and it can be defined by equations in the Plücker coordinates of degree smaller than or equal to \( d + 2 \).

**Proof.** Theorem 5.3 proves the statement in the case \( X = \text{Spec } k \), that is \( \text{Hilb}^{p_n}_{p(t)}(k) \) is a closed subscheme of \( \text{Gr}^{p(r)}(k) \) defined by equations of degree smaller than or equal to \( d + 2 \). Let us extend this result to the case of \( X = \text{Spec } A \) with \( A \) a noetherian \( k\)-algebra and a local ring with maximal ideal \( \mathfrak{m} \) and residue field \( K \).

**Step 1.** Let \( I_r \in \text{Gr}^{p(r)}_{S_r}(X) \) be an \( A\)-submodule of \( T_r = S_r \otimes_k A \), that is \( T_r/I_r \) is a free \( A\)-module of rank \( p(r) \). Firstly let us prove that if equations given in Theorem 5.3 are satisfied, then \( I_r \) belongs to \( \text{Hilb}^{p_n}_{p(t)}(X) \) (i.e. \( T_1 \cdot I_r \) belongs to \( \text{Gr}^{p(r+1)}_{S_{r+1}}(X) \) according to Proposition 6.11).

Let us consider \( I_r \in \text{Gr}^{p(r)}_{S_r}(X) \) satisfying equations of Theorem 5.3. Tensoring by the residue field \( K \) and using Nakayama’s Lemma, we can determine a free submodule \( J_r \subset T_r \) generated by \( q(r) \) monomials having the Borel-fixed property, such that maybe with a generic change of coordinates, the monomials \( N(J_r) = \{ x^\beta \in T_r \mid x^\beta \notin J_r \} \) form a basis of \( T_r/I_r \) as a free \( A\)-module (see [6]). Now we consider the exact sequence
\[
0 \rightarrow I_r \rightarrow T_r \rightarrow T_r/I_r \rightarrow 0,
\]
and we tensor it by the residue field \( K \), obtaining
\[
I_r \otimes_k K \rightarrow S_r(K) = K[x_0, \ldots, x_n]_r \rightarrow T_r/I_r \otimes_k K \rightarrow 0.
\]

Called \( I_r(K) \) the image of \( I_r \otimes_k K \) in \( S_r(K) \), by the assumptions and by Theorem 5.3 we deduce that \( I_r(K) \) belongs to \( \text{Hilb}^{p_n}_{p(t)}(K) \). Consequently, \( J_r(K) \) (resp. \( J_r \)) also belongs to \( \text{Hilb}^{p_n}_{p(t)}(K) \) (resp. \( \text{Hilb}^{p_n}_{p(t)}(A) \)) and thus \( (J_r(K)) \) (resp. \( (J_r) \)) defines a Borel-fixed ideal with Hilbert polynomial \( p(t) \) in \( S(K) = K[x_0, \ldots, x_n] \) (resp. in \( A[x_0, \ldots, x_n] \)).
For a generic change of coordinates, as $\mathcal{N}(J_r)$ is a basis of $T_r/I_r$, $I_r$ is also a free $A$-module of rank $q(r)$ with a basis of the form:

$$
\left\{ x^\alpha - \sum_{\beta \in \mathcal{N}(J_r)} c_{\alpha\beta} x^\beta \mid x^\alpha \in J_r \right\}.
$$

Therefore we can choose a system of generators for $T_1 \cdot I_r$ equal to that one described with the matrix $A_{r+1}$ in Proposition 5.1. Up to a change of coordinates, the $A$-module $\langle D_1 \rangle$ generated by the lines of $D_1$ (and by definition equal to $x_0I_r + \ldots + x_dI_r$) contains a family $\mathcal{F}$ of $q'(r + 1)$ polynomials of the form:

$$
\mathcal{F} = \left\{ x^\gamma - \sum_{\eta \in \mathcal{N}(J_{r+1})} c_{\gamma\eta} x^\eta \mid x^\gamma \in x_0J_r + \ldots + x_dJ_r \right\}.
$$

Let us prove it by induction on $0 \leq i \leq d$ for $x^\alpha \in x_iJ_r$. Let $x^\gamma = x_0x^\alpha$ with $x^\alpha$ in $J_r$. Among the generators (21) of $I_r$ there is

$$
x^\alpha - \sum_{\beta \in \mathcal{N}(J_r)} c_{\alpha\beta} x^\beta,
$$

thus

$$
x_0x^\alpha - \sum_{\beta \in \mathcal{N}(J_r)} c_{\alpha\beta} x_0x^\beta
$$

belongs to $x_0I_r \subset x_0I_r + \ldots + x_dI_r$. Moreover because of $(J_r)$ is Borel-fixed and $(J_{r+1} : S_1) = J_r \in \text{Hilb}_{p(t)}(A)$, it is easy to check that $x_0\mathcal{N}(J_r) \subset \mathcal{N}(J_{r+1})$. Hence the assertion is proved for $i = 0$ and let us suppose that it holds for all $0 \leq j < i$. Considered $x^\gamma = x_ix^\alpha$ with $x^\alpha \in J_r$, again

$$
x_ix^\alpha - \sum_{\beta \in \mathcal{N}(J_r)} c_{\alpha\beta} x_ix^\beta \in x_iI_r \subset x_0I_r + \ldots + x_dI_r.
$$

If $x_ix^\beta (x^\beta \in \mathcal{N}(J_r))$ does not belong to $\mathcal{N}(J_{r+1})$, then there exists $x^\epsilon \in J_r$ such that

$$
x_ix^\beta = x_jx^\epsilon
$$

and $j < i$ because of the Borel-fixed property. Then, by induction, we can replace $x_ix^\beta = x_jx^\epsilon$ with an element of the $A$-module generated by $\mathcal{N}(J_{r+1})$ modulo $x_0I_r + \ldots + x_dI_r$, finally proving that the family $\mathcal{F}$ described in (22) belongs to $\langle D_1 \rangle$ (i.e. to $x_0I_r + \ldots + x_dI_r$).

As equations of Theorem 5.3 are satisfied, equations (14) and (15) are also satisfied for a generic change of coordinates, so that we can assume without loss of generality that there exist $J_r$ Borel-fixed and $\mathcal{F}$ as in (22), such that $I_r$ satisfies (14) and (15).

Now we want to show that equations (14) and (15) imply that $\mathcal{F}$ generates the $A$-module $\langle D_2 \rangle$ spanned by the lines of $D_2$. As a matter of fact, equations (14) and (15) imply that the exterior product between $q'(r + 1)$ polynomials in $\langle D_1 \rangle$ and one polynomial in $\langle D_2 \rangle$ always vanishes. In particular, the exterior product between the $q'(r + 1)$ polynomials that belong to $\mathcal{F}$ and any polynomial $g$ in $\langle D_2 \rangle$ is equal to zero. We deduce easily that $g$ belongs to $\langle \mathcal{F} \rangle$ and that $\mathcal{F}$ generates $\langle D_2 \rangle$.

Moreover $\mathcal{F}$ generates $\langle D_1 \rangle$. With the same reasoning used in the proof of Theorem 5.3 and in Remark 5.4, it is easy to prove that any exterior product between $q'(r + 1) + 1$ polynomials in $\langle D_1 \rangle$ is equal to zero. In particular, the exterior product between the $q'(r + 1)$ polynomials that belong to $\mathcal{F}$ and any polynomial $g$ in $\langle D_1 \rangle$ is equal to zero. So again $g$ belongs to $\langle \mathcal{F} \rangle$ and $\mathcal{F}$ generates $\langle D_1 \rangle$ (keeping in mind that the free $A$-module $T_r$ has a basis that contains $\mathcal{F}$).
Finally, we conclude that $I_{r+1}$ is a free $A$-module with basis $\mathcal{F}$ plus the polynomials represented by the lines in the first rows of $\mathcal{A}_{r+1}$ and rewriting this family of polynomials using linear combinations of elements in $\mathcal{F}$ we can obtain a basis of the form

$$
\left\{ x^\gamma - \sum_{x^\alpha \in \mathcal{N} (J_{r+1})} c_{\alpha} x^\alpha \mid x^\gamma \in J_{r+1} \right\}.
$$

(23)

$T_{r+1}/I_{r+1}$ turns out to be an $A$-module with basis $\mathcal{N} (J_{r+1})$, so $I_r \in \text{Hilb}_{p(t)}^{\text{gr}} (X)$.

**Step 2.** Let us suppose that $I_r \in \text{Gr}_{S_r}^{(p(r))} (X)$ belongs to $\text{Hilb}_{p(t)}^{\text{gr}} (X)$ and let us prove that it satisfies equations given in Theorem 5.3. This is equivalent to prove that equations (14) and (15) are satisfied for a generic change of coordinates. From Galligo’s Theorem [6, Theorem 15.20] and Nakayama’s Lemma, there exists a Borel-fixed monomial ideal $J$ with Hilbert polynomial $p(t)$, such that for a generic changes of coordinates, $\mathcal{N} (J_r)$ and $\mathcal{N} (J_{r+1})$ are a basis of respectively $T_r/I_r$ and $T_{r+1}/I_{r+1}$ as free $A$-modules. As mentioned in **Step 1**, we can represent $I_{r+1}$ with the matrix $\mathcal{A}_{r+1}$ introduced in Proposition 5.1 and find a family $\mathcal{F}$ in $\langle D_1 \rangle$ of the form (22).

As $\mathcal{N} (J_{r+1})$ is a basis of $T_{r+1}/I_{r+1}$ as a free $A$-module, every polynomial given by a line in $D_1$ or $D_2$ belongs to $\langle \mathcal{F} \rangle$. Therefore equations (14) and (15) are satisfied for a generic change of coordinates and equations of Theorem 5.3 are satisfied.

**Step 3.** From the local approach given by Proposition 6.9, the following isomorphism holds

$$
\text{Hilb}_{p(t)}^{\text{gr}} (X) \simeq \left\{ \begin{array}{l}
0 \to \mathcal{I} \to S_r \otimes_k \mathcal{O}_X \to \mathcal{E} \to 0 \in \text{Gr}_{S_r}^{(p(r))} (X) \noindent \text{such that} \\
0 \to S_1 \cdot \mathcal{I} \to S_{r+1} \otimes_k \mathcal{O}_X \to \mathcal{E}' \to 0 \in \text{Gr}_{S_{r+1}}^{(p(r+1))} (X)
\end{array} \right\}
$$

(24)

which induces a natural transformation from the Hilbert functor $\text{Hilb}_{p(t)}^{\text{gr}}$ to the Grassmann functor $\text{Gr}_{S_r}^{(p(r))}$. Using the equivalence proved in **Step 1** and **Step 2** in a local approach, we deduce

$$
\text{Hilb}_{p(t)}^{\text{gr}} (X) \simeq \left\{ \begin{array}{l}
S_r \otimes_k \mathcal{O}_X \to \mathcal{E} \to 0 \in \text{Gr}_{S_r}^{(p(r))} (X) \noindent \text{such that} \\
\{\Delta_\mathcal{I}\}_\mathcal{I} \in H^0 (X, \wedge^{p(r)} \mathcal{E}) \text{ satisfy equations of Theorem 5.3} \end{array} \right\}
$$

(25)

where the element $\Delta_\mathcal{I} \in H^0 (X, \wedge^{p(r)} \mathcal{E})$ associated to the multi-index $\mathcal{I} = \{i_1, \ldots, i_{p(r)}\}$ is given by the image of $x^{\alpha (i_1)} \wedge \cdots \wedge x^{\alpha (i_{p(r)})} \in H^0 (X, \wedge^{p(r)} S_r \otimes_k \mathcal{O}_X)$ into $H^0 (X, \wedge^{p(r)} \mathcal{E})$ using the $p(r)$-th exterior power of the morphism:

$$
S_r \otimes_k \mathcal{O}_X \to \mathcal{E} \to 0.
$$

Using the representation of the Grassmann functor $\text{Gr}_{S_r}^{(p(r))}$ via the Plücker’s relations, we have

$$
\text{Hilb}_{p(t)}^{\text{gr}} (X) \simeq \left\{ \begin{array}{l}
\wedge^{p(r)} \mathcal{E} \text{ is an invertible sheaf and } \{\Delta_\mathcal{I}\}_\mathcal{I} \in H^0 (X, \wedge^{p(r)} \mathcal{E}) \noindent \text{ satisfy equations of Theorem 5.3 and Plücker’s relations} \end{array} \right\}
$$

(26)

Finally, because of the isomorphism

$$
\text{Hilb}_{p(t)}^{\text{gr}} (X) \simeq \text{Hom} \left( X, \text{Proj} k[\wedge^{p(r)} S_r]/H \right),
$$

(see [11, Theorem 7.1]) where $H$ is the homogeneous ideal of $k[\wedge^{p(r)} S_r]$ generated by Plücker’s relations and equations of Theorem 5.3, by definition, the Hilbert scheme is equal to $\text{Proj} k[\wedge^{p(r)} S_r]/H$. □
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