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Abstract

We discuss the non-equilibrium dynamics of condensed matter/quantum field systems in the framework of Keldysh technique. In order to deal with the inhomogeneous systems we use the Wigner-Weyl formalism. Unification of the mentioned two approaches is demonstrated on the example of Hall conductivity. We express Hall conductivity through the Wigner transformed two-point Green’s functions. We demonstrate how this expression is reduced to the topological number in thermal equilibrium at zero temperature. At the same time both at finite temperature and out of equilibrium the topological invariance is lost. Moreover, Hall conductivity becomes sensitive to interaction corrections.
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1 introduction

Keldysh formalism [1, 2] allows to investigate non-equilibrium phenomena both in condensed matter physics and in high energy physics [3–5] (see also [6–8]). This formalism is actually the complete formulation of quantum field theory (QFT). The conventional formalisms of finite temperature equilibrium quantum statistical physics [9–12] and conventional real time QFT are used more often in condensed matter physics and in elementary particle physics, but they only represent the limiting particular cases of the more general Keldysh QFT. At the same time, this formalism contains the same basic ingredients as conventional QFT. In particular, the functional integral formalism [13] may be used here, as well as the operator formalism [15–21]. The essential difference from the conventional QFT is the appearance of the integration over the so-called Keldysh contour in the complex plane of time, t, instead of the integration over the real axis in this plane (the real time QFT) or imaginary axis (Matsubara technique of finite temperature equilibrium statistical mechanics). It appears that unlike the conventional QFT the continuum functional integral formulation of Keldysh QFT faces certain difficulties related to the continuity of functions at the turning points of Keldysh contour. Therefore, operator approach to non-equilibrium diagram technique [22, 23] is still more popular. Notice, that in lattice regularization the precise and clear functional integral formulation is back [13].

Within Keldysh technique the perturbation theory has been developed similar to that of the conventional QFT [1, 2, 15]. It has been applied widely to various physical systems [3–5]. A version of perturbation theory related to Schwinger-Dyson equations [24–29] obeys order by order the basic conservation laws [7]—the property lost in ordinary perturbation theory. This approach allows to reproduce relatively easily the Bogoliubov-Born-Green-Kirkwood-Yvons (BBGKY) sequence of equations [30] for correlation functions. Various applications of Keldysh technique may be found in many fields of condensed matter physics related mainly to transport phenomena including tunneling in metal-insulator-metal junctions [31] and superconductivity [32–35], see also [3–5, 15–21]. In high energy physics Keldysh formalism has been applied successfully to high energy scattering in QCD [36], to relativistic hydrodynamics.
Wigner-Weyl calculus has been developed originally as an alternative to the operator formalism of ordinary quantum mechanics. Instead of operators in Hilbert space of functions (of coordinates or momenta) it operates with functions defined on phase space (composed of both coordinates and momenta) \([39–42]\). Major motions of this formalism are Wigner distribution (to be used instead of the wave function), Weyl symbols of operators (to be used instead of the operators of the observable quantities), and Moyal product of the Weyl symbols \([43, 44]\). Wigner-Weyl calculus has been widely applied in quantum mechanics \([45, 46]\). Notions of original quantum-mechanical Wigner-Weyl calculus have also been applied to solution of various problems both in condensed matter physics and in high-energy physics \([47–52]\). The Wigner distribution has been used in QCD \([53, 54]\). It has been considered also in quantum kinetic theory \([55, 56]\), and in the noncommutative field theories \([57, 58]\).

Wigner-Weyl calculus has also been applied to the physical problems including cosmology \([59–61]\). The notion of Wigner distribution has been used widely in the framework of Keldysh technique \([15–21]\).

A specific version of Wigner-Weyl formalism has been developed for quantum field theory. In this formalism the Wigner transformation of the two-point Green’s function has been used, and a version of Feynman diagram technique in terms of Wigner transformed propagators has been developed (see, for example, \([62]\) and references therein). In particular, using this formalism the Hall conductivity has been represented as the topological quantity composed of Wigner-transformed Green’s functions \([63]\). The similar (but simpler) constructions were used earlier to consider the intrinsic anomalous Hall effect and chiral magnetic effect \([64]\). It has been shown that the corresponding currents are proportional to topological invariants in momentum space. This method allows to reproduce the conventional expressions for Hall conductivity \([65]\), and to prove the absence of the equilibrium chiral magnetic effect. In the framework of equilibrium QFT the Feynman diagram technique that operates with the Wigner transformed Green’s functions \([62]\) is useful for the investigation of non-homogeneous systems (when the two-point Green’s function in momentum space depends on two momenta rather than on one). Feynman diagrams of this technique contain the same amount of integrations over momenta as in the homogeneous theory (with the translational symmetry). The price for this is the appearance of the Moyal products instead of the ordinary multiplications. However, in case of the consideration of topological quantities this is a reasonable price to be paid for the expressions that are manifestly topologically invariant. Such expressions were obtained for the QHE conductivity \([63]\) and for the CSE conductivity \([66]\). The values of these quantities are robust to smooth modifications of the systems, which allows easily to calculate their values for rather complicated systems. In particular, the QHE conductivity appears to be robust to the introduction of interactions \([67, 68]\). A version of Wigner-Weyl calculus similar to that of \([62–64]\) has been applied even earlier to non-equilibrium QFT, i.e. to Keldysh formalism \([69–73]\). In this technique the gradient expansion has been used to calculate the fermion propagator in the way similar to that of \([62–64]\) (see also \([74]\)). Using this technique the anomalous thermal Hall effect has been discussed as well as the QHE in certain systems. However, the consideration of Hall conductivity has been limited by the homogeneous systems. In \([96, 97]\) the further development of this technique was proposed that allows to deal with the non-homogeneous systems. Basing on this technique the so-called chiral Hall effect in magnets has been discussed.

In the present paper we follow the lines of research of \([63, 66–68]\) and \([69–73]\). We propose a method for the unification of Keldysh technique with Wigner-Weyl calculus. In order to demonstrate the power of the method we consider QHE in non-homogeneous systems, and derive rather simple expression for the conductivity through the Wigner transformed two-point Green’s functions. This expression is reduced to the topological invariant of \([63]\) in case of thermal equilibrium at small temperatures. It is worth mentioning that being applied to the lattice models the version of Wigner-Weyl calculus used in the present paper works for the case when inhomogeneity is negligible at the distance of the order of lattice spacing. In particular, this assumes that the values of magnetic field are much smaller than \(10^3\) T, while the wavelength of external magnetic field is much larger than 1 Å.

The paper is organized as follows. In Sect. 2 we review the basis of Keldysh technique and application of Wigner-Weyl calculus to calculation of two-point Green’s function in the presence of external electromagnetic field. In Sect. 3 we present the derivation of the expression for the response of electric current to external field strength. This way we obtain the compact expression for the Hall conductivity of non-equilibrium non-homogeneous systems. In Sect. 4 we demonstrate that the obtained expression for Hall conductivity is indeed reduced to the equilibrium expression of \([63]\). In Sect. 5 we consider corrections to QHE conductivity of homogeneous systems from the time dependent chemical potential. General expression is derived and it is shown that this general expression gives no correction up to the first order for the system of two-dimensional Dirac fermions. In Sect. 6 we consider the case of static non-equilibrium non-homogeneous system (with interactions neglected). In Sect. 7 we discuss interaction corrections to the obtained expression. It has been shown how one loop corrections to the Hall conductivity disappear in thermal equilibrium at zero temperature. In Sect. 8 we summarize notations, the
obtained results, and physical assumptions. In Sect. 9 we end with conclusions.

2 Keldysh technique for nonequilibrium systems and Wigner-Weyl formalism

We consider an inhomogeneous system interacting with external constant electric field, given by Hamiltonian $\mathbf{H}$. The inhomogeneity may be caused by varying external magnetic field, by elastic deformation or by other reasons. Let us consider average of an operator $O[\psi, \bar{\psi}]$, which is a functional of field operators $\bar{\psi}, \psi$. Besides, we suppose that $O$ is a local quantity defined at the moment of time $t$. We have

$$\langle O \rangle = \tr \left( e^{-i\int_{t_i}^{t_f} \mathbf{H} dt} O[\bar{\psi}, \psi] e^{i\int_{t_i}^{t_f} \mathbf{H} dt} \right).$$

Here $t_i < t < t_f$, while $\hat{\rho}(t)$ is density matrix at $t_t$. For an operator non-local in time we can write with help of time ordering $T$

$$\langle O \rangle = \tr \left( T \left[ e^{-i\int_{t_i}^{t_f} \mathbf{H} dt} O[\bar{\psi}, \psi] e^{i\int_{t_i}^{t_f} \mathbf{H} dt} \right] \right).$$

In continuous version of Keldysh formalism an average of quantity $O$ is given by (for details see textbook [13])

$$\langle O \rangle = \int D\bar{\psi} D\psi O[\psi, \bar{\psi}] \exp \left\{ i \int_{C} dt \int d^3x \bar{\psi}(t, x) \mathbf{H} \psi(t, x) \right\}.$$  \hspace{1cm}(1)

Here $D$ is the dimensionality of space, while $\psi$ and $\bar{\psi}$ are independent Grassmann variables, and by $x$ we understand here a $D$-dimensional vector. For noninteracting condensed matter systems $Q$ is given by $\mathbf{Q} = i\partial_t - \mathbf{H}$, where $\mathbf{H}$ is one-particle Hamiltonian. However, in general case of an effective description of interacting systems $\mathbf{H}$ may have a more complicated form. Integration over time $t$ goes along the Keldysh contour $C$: from the initial moment of time $t_i$ to the final moment $t_f$ and back from $t_f$ to $t_i$. It is assumed that all dynamics under consideration is concentrated between these two moments of time. In particular, $O$ depends on the fields $\bar{\psi}(t, x)$ and $\psi(t, x)$ defined at $t_i < t < t_f$. We denote the fields defined on the forward part of the contour by $\bar{\psi}_+(t, x)$ and $\psi_+(t, x)$. Those on the backward part are denoted by $\bar{\psi}_-(t, x)$ and $\psi_-(t, x)$.

While variables on the forward part of the contour are independent of those defined on the backward part, there are boundary conditions relating them to each other: $\bar{\psi}_-(t, x) = \bar{\psi}_+(t, x)$ and $\psi_-(t, x) = \psi_+(t, x)$. At the same time integration measure $D\bar{\psi} D\psi$ contains integration over $\bar{\psi}_+(t, x)$, $\psi_+(t, x)$ and $\bar{\psi}_-(t, x)$, $\psi_-(t, x)$ with a weight function corresponding to a certain initial distribution given by density matrix $\hat{\rho}$. In case, when original distribution is thermal equilibrium one, we may add to the Keldysh contour after its backward piece in the complex plane of $t$ the piece that begins at $t_i$ and ends at $t_f - i\beta$, where $\beta = 1/T$ is inverse temperature. Fields defined along the new piece of the contour are denoted by $\bar{\psi}_\beta(t, x)$, $\psi_{\beta}(t, x)$. We supplement the integration over the fields defined on this contour by boundary conditions $\bar{\psi}_+(t_f, x) = \bar{\psi}_\beta(t_f, x)$, $\psi_-(t_f, x) = \psi_{\beta}(t_f, x)$ and $\bar{\psi}_+(t_i, x) = \bar{\psi}_\beta(t_i, x)$, $\psi_-(t_i, x) = \psi_{\beta}(t_i, x)$. The case of any initial density matrix $\hat{\rho}$ (not necessarily corresponding to a thermal equilibrium) may be described as follows:

$$\langle O \rangle = \int \frac{D\bar{\psi}_\pm D\psi_\pm}{\text{Det}(1 + \rho)} O[\psi_\pm, \bar{\psi}_\pm] \exp \left\{ i \int_{t_i}^{t_f} dt \int d^3x \left[ \bar{\psi}_\pm(t, x) \mathbf{H} \psi_\pm(t, x) - \bar{\psi}_\pm(t, x) \mathbf{H} \psi_\pm(t, x) \right] - \int d^3x \bar{\psi}_\pm(t, x) \rho \psi_\pm(t, x) \right\}.$$
\[ \langle O \rangle = \int \frac{D\psi^- D\psi^+}{\text{Det}(1 + \rho)} \exp\left\{ i \int_{t_i}^{t_f} dt \int d^Dx [\hat{T}(t, x) \hat{Q}\psi^-(t, x) - \hat{\psi}^-(t, x) \hat{Q}\psi^+(t, x)] - \int d^Dx [\hat{H}\psi^-(t, x)\rho\psi^+(t, x)] \right\} \text{O}[^\ast \psi^- \psi^-]. \]

Introducing Keldysh spinors
\[ \Psi = \left( \begin{array}{c} \psi^- \\ \psi^+ \end{array} \right). \] (3)

We rewrite these expressions as follows
\[ \langle O \rangle = \frac{1}{\text{Det}(1 + \rho)} \int D\Psi^0 D\Psi \text{O}[\Psi, \bar{\Psi}] \exp\left\{ i \int_{t_i}^{t_f} dt \int d^Dx [\bar{\Psi}(t, x)\hat{Q}\Psi(t, x)] \right\}. \] (4)

Again, by \( x \) we understand here a \( D \)-dimensional vector. Here \( \hat{Q} \) is in Keldysh representation
\[ \hat{Q} = \left( \begin{array}{c} Q_{--} & Q_{+-} \\ Q_{+--} & Q_{++} \end{array} \right). \] (5)

Naive expressions for the noninteracting particles give the following values of the components of \( \hat{Q} \):
\[ \begin{align*}
Q_{++} &= -\hat{Q} = -(i\partial_t - \hat{H} e^{+c\partial}), \\
Q_{--} &= \hat{Q} = i\partial_t - \hat{H} e^{-c\partial}, \\
Q_{+--} &= 0, \\
Q_{++} &= i\rho\delta(t - t_f).
\end{align*} \] (6)

Here \( c \to 0 \) is a regularization parameter. These expressions are to be supplemented by the requirement that \( \psi^-(t) \) is continued to \( \psi^+(t) \) at \( t = t_f \), while \( \psi^+(t) \) is continued to \( \psi^-(t) \) at \( t = t_i \). The same refers to variables \( \bar{\psi} \). We will see below that the above naive expressions are to be corrected in order to reproduce correct expressions for the Green’s function (for details see Sect. 5.1 of [14]). This discrepancy appears because matrix elements of operators \( Q_{\alpha\beta} \) are generalized functions/distributions. Corresponding expressions for the Green’s functions are to be understood as equations for the generalized functions supplied by specific boundary conditions.

The Green’s function \( \hat{G} \) is defined as
\[ G_{\alpha\beta}(t, x|t', x') = \int \frac{D\Psi D\bar{\Psi}}{i\text{Det}(1 + \rho)} \Psi_{\alpha\beta}(t, x)\bar{\Psi}_{\alpha\beta}(t', x') \exp\left\{ i \int_{t_i}^{t_f} dt \int d^Dx [\bar{\Psi}(t, x)\hat{Q}\Psi(t, x)] \right\}. \] (7)

Here index \( \alpha \) enumerates components of \( \Psi \) corresponding to the forward and backward parts of the Keldysh contour, as given by (3). As above, by \( x \) we understand here a \( D \)-dimensional vector.

\( \hat{G} \) obeys equation
\[ \hat{Q}\hat{G} = 1. \]

Notice that not all components of \( \hat{G} \) are independent. Namely,
\[ G_{--} + G_{++} - G_{--} - G_{++} = 0 \] (8)
for the values of time strictly between \( t_i \) and \( t_f \). Correspondingly, for the values of time from the same interval we have
\[ G_{--} + G_{++} + G_{--} + G_{++} = 0. \] (9)

One can see, that matrix \( \hat{Q} \) for the non-interacting particles given by (5) obeys this equation trivially. It becomes non-trivial, when we take into account interactions, which give rise to modification \( \hat{Q} = \hat{Q}^{(0)} - \hat{\Sigma} \), where \( \hat{\Sigma} \) is the self-energy while \( \hat{Q}^{(0)} \) is the corresponding expression in the absence of interactions. Notice that the above requirement is broken for time equal to \( t_i \) or \( t_f \).

Let us define a new set of Grassmann variables (we keep the same notation as before, as the former will never be met again)
\[ \Psi = \left( \begin{array}{c} \psi_1 \\ \psi_2 \end{array} \right) \]
and
\[ \bar{\Psi} = \left( \begin{array}{c} \bar{\psi}_1 \\ \bar{\psi}_2 \end{array} \right), \]
where \( \psi_1, \psi_2, \bar{\psi}_1, \) and \( \bar{\psi}_2 \) are related to \( \psi^+, \psi^-, \bar{\psi}^+, \) and \( \bar{\psi}^- \) as follows:
\[ \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} \begin{pmatrix} \psi^- \\ \psi^+ \end{pmatrix}, \]
\[ \begin{pmatrix} \bar{\psi}_1 \\ \bar{\psi}_2 \end{pmatrix} = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix} \begin{pmatrix} \psi^- \\ \psi^+ \end{pmatrix}. \]

The corresponding Green’s function in this representation is calculated as
\[ G^{(0)} = -i \left( \begin{array}{c} \psi_1 \\ \psi_2 \end{array} \right) \otimes \left( \begin{array}{c} \bar{\psi}_1 \\ \bar{\psi}_2 \end{array} \right) \]
\[ = \frac{1}{2} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix} \begin{pmatrix} G^{--} & G^{+-} \\ G^{-+} & G^{++} \end{pmatrix} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}, \]
\[ = \frac{1}{2} \begin{pmatrix} G^{--} + G^{+-} - G^{-+} - G^{++} \\ G^{--} - G^{+-} + G^{-+} + G^{++} \end{pmatrix}. \] (10)
\( G^K = G^{--} + G^{++} = G^{--} + G^{+-} \),
\( G^A = G^{--} - G^{++} = G^{+-} + G^{--} \),
\( G^R = G^{--} - G^{+} = G^{++} - G^{++} \).  \hspace{1cm} (11)

We have
\[
\hat{G}^{(K)} = \left( \begin{array}{cc} G^R & G^K \\ 0 & G^A \end{array} \right). \hspace{1cm} (12)
\]

Let us perform an additional transformation, which will lead us to the representation with the lesser component \( G^< \) at the place of the Keldysh one \( G^K \)
\[
\hat{G}^{(c)} = \left( \begin{array}{cc} 1 & 1 \\ 1 & 1 \end{array} \right) \left( \begin{array}{cc} G^R & G^K \\ 0 & G^A \end{array} \right) \left( \begin{array}{cc} 1 & 1 \\ 0 & 1 \end{array} \right) = \left( \begin{array}{cc} G^R & 2G^< \\ 0 & G^A \end{array} \right) \hspace{1cm} (13)
\]

From this representation, an important relation follows for a product of two matrices:
\[
(BD)^< = B^R D^A + B^A D^R. \hspace{1cm} (14)
\]

Now we present the transformation rule for the inverse of the matrix Green’s function \( \hat{G} \) from the (±) representation to the “lesser” representation. From (12) and (13) it is evident that
\[
\hat{G}^{(c)} = U \hat{G} V, \hspace{1cm} (15)
\]

where
\[
U = \frac{1}{\sqrt{2}} \left( \begin{array}{cc} 1 & 1 \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} 1 & 1 \\ 1 & -1 \end{array} \right) = \frac{1}{\sqrt{2}} \left( \begin{array}{cc} 2 & 0 \\ 1 & -1 \end{array} \right)
\]

and
\[
V = \frac{1}{\sqrt{2}} \left( \begin{array}{cc} 1 & 1 \\ -1 & 1 \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ -1 & 1 \end{array} \right) = \frac{1}{\sqrt{2}} \left( \begin{array}{cc} 1 & 0 \\ -1 & 2 \end{array} \right).
\]

The corresponding inverse of \( U \) and \( V \) are given by
\[
U^{-1} = \frac{1}{\sqrt{2}} \left( \begin{array}{cc} 1 & 0 \\ 1 & -2 \end{array} \right), \quad V^{-1} = \frac{1}{\sqrt{2}} \left( \begin{array}{cc} 2 & 0 \\ 1 & 1 \end{array} \right).
\]

\( \hat{G}^{(c)} \) is an upper triangle matrix in this representation, and therefore its inverse, \( \hat{G}^{(c)} \), has to be an upper triangle matrix as well. Notice, however, that this does not apply to boundary values of time \( t = t_i, t_f \). We have
\[
\hat{Q}^{(c)} = V^{-1} \hat{Q} U^{-1} = \frac{1}{2} \left( \begin{array}{cc} 2 & 0 \\ 1 & 1 \end{array} \right) \left( \begin{array}{cc} Q^{--} & Q^{+-} \\ Q^{++} & Q^{--} \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ 1 & -2 \end{array} \right) = \left( \begin{array}{cc} Q^{--} + Q^{+-} \frac{Q^{--} + Q^{++}}{2} - 2Q^{--} - Q^{++} \\ Q^{--} + Q^{+-} \frac{Q^{--} + Q^{++}}{2} - 2Q^{++} - Q^{--} \end{array} \right) \hspace{1cm} (16)
\]

where we denoted
\[
Q^R = Q^{--} + Q^{+-}, \quad Q^A = -Q^{++} - Q^{--}, \quad Q^< = -Q^{--}, \hspace{1cm} (17)
\]

and used (9).

Finally, from \( \hat{Q} \hat{G} = 1 \) we obtain
\[
G^A = (Q^A)^{-1}, \quad G^R = (Q^A)^{-1}, \quad G^< = -G^R Q^< G^A. \hspace{1cm} (18)
\]

Notice, that naive expressions of Eq. (6) are to be corrected here in order to reproduce correct expressions for the Green’s functions (i.e. those obtained via discretised approach). Inversely, the Green’s functions themselves cannot be calculated inverting naive expressions of Eq. (6). Instead the strict technique of lattice regularization is to be used or the operator formalism.

The values of \( G^R, G^A, G^< \) are to be calculated using methods complement to the continuum functional integral formulation (say, lattice regularized functional integrals [13] or operator formalism). The well-known expressions for the Green’s functions of non-interacting systems that were in thermal equilibrium at \( t = t_i \) are:
\[
G^R = (i \partial_t - \hat{H} e^{i \epsilon \rho})^{-1} = (i \partial_t - \hat{H} + i \epsilon)^{-1},
\]
\[
G^A = (i \partial_t - \hat{H} e^{-i \epsilon})^{-1} = (i \partial_t - \hat{H} - i \epsilon)^{-1},
\]
\[
G^< = (G^A - G^R) \frac{\rho}{\rho + 1}. \hspace{1cm} (19)
\]

The corresponding expressions of the elements of matrix \( \hat{Q}^< \) understood as the inverse to \( \hat{G}^< \) are:
\[
Q^< = (Q^A - Q^R) \frac{\rho}{\rho + 1} = -2i \epsilon \frac{\rho}{\rho + 1}, \hspace{1cm} (20)
\]
\[
Q^R = i \partial_t - \hat{H} + i \epsilon,
\]
\[
Q^A = i \partial_t - \hat{H} - i \epsilon.
\]

Being understood formally, expression for \( Q^< \) tends to zero at \( \epsilon \to 0 \). However, the small but nonzero value of \( \epsilon \) is to be
kept in order to calculate $G^<$ which is a generalized rather than an ordinary function.

Notice, that in general case functions $G^R, G^A, G^C$ obey important constraints

$$[G^R]^\dagger = G^A, \quad [G^C]^\dagger = -G^C. \quad (21)$$
Together with (18) it means that $iQ^<$ remains Hermitian both for the case of non-interacting equilibrium systems, and for the more complicated ones.

We would like to stress that up to now we presented the pedagogical introduction to Keldysh formalism based on the textbook materials given in [13, 14]. Below we remind the readers the basic notions of Wigner-Weyl calculus (see, for example, [63] or [70]). By large latine letters we denote the $D + 1$ dimensional vectors containing both space and time components. For matrix elements $A(X_1, X_2) = \langle X_1 | \hat{A} | X_2 \rangle$ of operator $\hat{A}$ the Wigner transformation is defined as

$$A_w (X|P) = \int d^{D+1}Y e^{iP\cdot Y} A(X+Y/2, X-Y/2), \quad \mu = 0, 1, ..., D - 1 \quad (22)$$
As usual $P^\mu = (P^0, p)$ while $P^\mu = (P^0, -p)$, where $p$ is the $D$-dimensional spatial momentum. Then the inverse transformation gives

$$[A(X + Y/2, X - Y/2)]_{Y \to 0} = \int \frac{d^{D+1}P}{(2\pi)^3} A_w(X|P).$$

The Wigner symbol of $\hat{G}$ will be denoted by $\hat{G}$ while Wigner transformation of $\hat{Q}$ -- by $\hat{Q}$. The components of the matrices will not be supplied with the subscript $W$ indicating whether it is Wigner-transformed quantity or not. It will always be clear from the context if we mean Wigner-transformed $\hat{Q}$ and $\hat{G}$, or their original operator form. The Wigner-transformed functions obey Groenewold equation

$$\hat{Q} \ast \hat{G} = 1. \quad (23)$$
The star (Moyal) product $\ast$ is defined as

$$(A \ast B)(X|P) = A(X|P) e^{-i\hat{p} \cdot \vec{\partial}_\nu} B(X|P). \quad (24)$$

In the presence of interactions $\hat{Q} = \hat{Q}^{(0)}(X|\pi) - \hat{\Sigma}(X|\pi)$, where $\hat{\Sigma}$ is the Wigner transformed self-energy while $\hat{Q}^{(0)}$ is the corresponding expression in the absence of interactions.

Further we will consider the case, when external electromagnetic field $A$ with constant field strength $F^{\mu\nu}$ is added. At the same time there may be other gauge fields that are allowed to vary both in space and time. External field strength $F^{\mu\nu}$ is assumed to be small. To leading order in the field strength, the introduction of such a field results in the substitution $P \to \pi = P - A$. (In our notations $\pi^\mu$ is $D + 1$-dimensional vector like $P^\mu$, and its spatial components change sign when the index is lowered.) Without loss of generality we can decompose the $\ast$-product as

$$\ast = e^{-i\hat{p}_\mu \hat{\partial}_\nu \hat{\partial}_{\mu} / 2}. \quad (25)$$
Here

$$(A \ast B)(X|\pi) = A(X|\pi) e^{-i\hat{p}_\mu \hat{\partial}_\nu \hat{\partial}_{\mu} / 2} B(X|\pi). \quad (26)$$

Let us consider the perturbative expansion of $\hat{Q}$ and $\hat{G}$ up to the first order in $F^{\mu\nu}$

$$\hat{Q} = \hat{Q} + \frac{1}{2} F^{\mu\nu} \hat{Q}^{(1)}_{\mu\nu}, \quad \hat{G} = \hat{G} + \frac{1}{2} F^{\mu\nu} \hat{G}^{(1)}_{\mu\nu}. \quad (27)$$
The Groenewold equation reads

$$\left( \hat{Q} + \frac{1}{2} F^{\mu\nu} \hat{Q}^{(1)}_{\mu\nu} \right) \ast e^{-i\hat{p}_\mu \hat{\partial}_\nu \hat{\partial}_{\mu} / 2} \left( \hat{G} + \frac{1}{2} F^{\mu\nu} \hat{G}^{(1)}_{\mu\nu} \right) = 1. \quad (28)$$
In the zeroth order in $F$ we have $\hat{Q} \ast \hat{G} = 1$, and $\hat{Q} \ast \hat{G}^{(1)} + \hat{Q}^{(1)} \ast \hat{G} - i\hat{Q} \ast \hat{\partial}_\mu \hat{\partial}_\nu \hat{G} = 0$ in the first one. Then we can write

$$\hat{G}^{(1)}_{\mu\nu} = -\hat{G} \ast \hat{Q}^{(1)}_{\mu\nu} \ast \hat{G} - i(\hat{G} \ast \hat{\partial}_\mu \hat{\partial}_\nu \hat{Q} \ast \hat{G} \ast \hat{\partial}_\mu \hat{\partial}_\nu \hat{G} - (\mu \leftrightarrow \nu))/2. \quad (29)$$

### 3 Derivation of current density

Our derivation in this section closely follow those of [70]. In the non-interacting theory operator of electric current density is given by

$$\vec{j} = -\hat{\psi} \frac{\partial \hat{\psi}}{\partial p_i}, \quad i = 1, 2, ..., D.$$ 
Notice that here $p_i = P^i = -P_i$ are the spatial components of momentum. It is a vector in Euclidean $D$-dimensional space, and the position (upper or lower) of index $i$ is irrelevant: $p_i = p^i$. Therefore, in nonequilibrium non-interacting models the average current density depending on time may be calculated as follows:
\[ \langle j^\ell(t,x) \rangle \equiv \int \frac{D\psi^*_x D\psi_x}{\text{Det}(1 + \rho)} \left( -\hat{\psi}_-(t,x) \hat{\partial}_\rho \hat{\psi}_-(t,x) \right) \exp \left\{ i \int_{t_i}^{t_f} \int d^Dx \hat{\psi}(t,x) \hat{Q}\hat{\psi}(t,x) \right\} \]

\[ = \int \frac{D\psi^*_x D\psi_x}{\text{Det}(1 + \rho)} \left( -\hat{\psi}_+(t,x) \hat{\partial}_\rho \hat{\psi}_+(t,x) \right) \exp \left\{ i \int_{t_i}^{t_f} \int d^Dx \hat{\psi}(t,x) \hat{Q}\hat{\psi}(t,x) \right\} \]

\[ = \int \frac{D\psi^*_x D\psi_x}{\text{Det}(1 + \rho)} \left( -\hat{\psi}_+(t,x) \hat{\partial}_\rho \hat{\psi}_+(t,x) \right) \exp \left\{ i \int_{t_i}^{t_f} \int d^Dx \hat{\psi}(t,x) \hat{Q}\hat{\psi}(t,x) \right\} \]

\[ \exp \left\{ i \int_{t_i}^{t_f} \int d^Dx \hat{\psi}(t,x) \hat{Q}\hat{\psi}(t,x) \right\} \]

We rewrite this expression as follows

\[ \langle j^\ell(t,x) \rangle = -\frac{i}{2} \text{tr} \left[ \hat{G}\hat{v} \right]. \] (31)

Here the velocity operator is defined as

\[ \hat{v}^i = \hat{\partial}_\rho \left( \begin{array}{cc} -Q^- & 0 \\ 0 & Q^{++} \end{array} \right). \]

In the “lesser” representation it has the following form:

\[ \hat{v}^i_{<} = \hat{\partial}_\rho \left( \begin{array}{cc} 2 & 0 \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} -Q^- & 0 \\ 0 & Q^{++} \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right) \]

\[ = \hat{\partial}_\rho \left( \begin{array}{cc} -Q^- & 0 \\ 0 & Q^{++} \end{array} \right) \]

\[ = \hat{\partial}_\rho \left( \begin{array}{cc} -Q^{-} & 0 \\ 0 & Q^{++} \end{array} \right) \]

\[ = \hat{\partial}_\rho \left( \begin{array}{cc} -Q^{-} & 0 \\ -\frac{Q^+ + Q^\Lambda}{2} & -Q^{<} + Q^{\Lambda} \end{array} \right) \]

where we have used that according to (17) \( Q^{-} = Q^{R} + Q^{C} \), \( Q^{++} = Q^{<} \), \( Q^{++} = -Q^{R} + Q^{\Lambda} \), and \( Q^{++} = Q^{<} - Q^{\Lambda} \). For the current density we have

\[ \langle j^\ell \rangle = -\frac{i}{2} \text{tr} \left[ \hat{G}\hat{v} \right] = -\frac{i}{2} \text{tr} \left[ \left( \begin{array}{cc} G^R & 2G^C \\ 0 & G^\Lambda \end{array} \right) \hat{\partial}_\rho \left( \begin{array}{cc} -Q^- & 0 \\ 0 & -\frac{Q^+ + Q^\Lambda}{2} \end{array} \right) \right] \]

\[ = \frac{1}{2} \text{Tr} \left( G^R \hat{\partial}_\rho Q^- - G^\Lambda \hat{\partial}_\rho Q^\Lambda \right) \]

\[ + \frac{1}{2} \text{Tr} \left( G^R \hat{\partial}_\rho Q^+ + G^\Lambda \hat{\partial}_\rho Q^\Lambda \right) \]

\[ + \frac{1}{2} \text{Tr} \left( G^C \hat{\partial}_\rho Q^C + G^C \hat{\partial}_\rho Q^C \right) \]

\[ = I + II + III. \]

Basing on (21) we come to the conclusion that the third term III is complex conjugate of II. Therefore, we can write

\[ \langle j^\ell \rangle = \frac{i}{2} \text{Tr} \left( \hat{G} \hat{\partial}_\rho \hat{Q} \right)^R + \frac{i}{2} \text{Tr} \left( \hat{G} \hat{\partial}_\rho \hat{Q} \right)^< + \text{c.c.} \] (34)

It is easy to express the current density in terms of the Wigner transformations of \( \hat{G} \) and \( \hat{Q} \), see (22). For the sufficiently smooth fields we have

\[ J^\ell(X) \equiv \langle j^\ell(t,x) \rangle = -\frac{i}{2} \int \frac{d^{D+1}x}{(2\pi)^{D+1}} \text{tr} \left( \hat{G}(\partial_x \hat{Q}) \right)^R \]

\[ - \frac{i}{2} \int \frac{d^{D+1}x}{(2\pi)^{D+1}} \text{tr} \left( \hat{G}(\partial_x \hat{Q}) \right)^< \] (35)

\[ - \frac{i}{2} \int \frac{d^{D+1}x}{(2\pi)^{D+1}} \text{tr} \left( (\partial_x \hat{Q}) \hat{G} \right)^<. \]

here \( D = 2 \) for the \( 2 + 1 \) dimensional systems. Notice, that \( \pi_i \)

is \( D + 1 \) dimensional vector, and \( \pi_i = -\pi^i = -p^i = -p_i \) for \( i = 1, \ldots, D \). The vanishing imaginary part \( \pm \in \) in (19) indicates that all possible poles of \( \hat{G}(G^\Lambda) \) lie in the lower/upper complex half-plane in \( \omega \equiv \pi_0 \). Then, the contour of integration over \( \pi_0 \) in the first term of the first line of the above can be closed in the upper half plane, where the integrand does not have poles, giving exactly zero. Integral in the second term is similarly equal to zero because now the contour can be closed in the lower half plane. We are left with

\[ J^\ell(X) = -\frac{i}{2} \int \frac{d^{D+1}x}{(2\pi)^{D+1}} \text{tr} \left( (\partial_x \hat{Q}) \hat{G} \right)^< \]

\[ - \frac{i}{2} \int \frac{d^{D+1}x}{(2\pi)^{D+1}} \text{tr} \left( (\partial_x \hat{Q}) \hat{G} \right)^<. \] (36)

Using expansion of Eqs. (27)–(29) we obtain the following expression for the linear response of the electric current to constant external field strength \( F^{\mu \nu} \):
\[ \sigma_{ij} = \frac{1}{4} \int \frac{d^{D+1} \pi}{(2\pi)^{D+1}} \left( \partial_{\pi_i} \hat{Q} \right) \left( \partial_{\pi_j} \hat{Q} \right) \left( \partial_{\pi_i} \hat{G} \right) \left( \partial_{\pi_j} \hat{G} \right) \iff + \text{ c.c.} \] 

(38)

here \( \left( \sigma_{ij} \right) = \left( \sigma_{ij} \right) \) means anti-symmetrization. In the most general case, conductivity may be expressed as a sum of symmetric and anti-symmetric parts \( \sigma_{ij} = \sigma_{ij}^S + \sigma_{ij}^A \). Here \( \sigma_{ij}^S = \left( \sigma_{ij} - \sigma_{ji} \right) / 2 \) is the Hall part of conductivity while \( \sigma_{ij}^A = \left( \sigma_{ij} + \sigma_{ji} \right) / 2 \) is the conventional symmetric conductivity.

### 4 Equilibrium limit of hall conductivity

In order to compare the results obtained above with those of equilibrium theory here we derive the equilibrium limit of the Hall conductivity for the system in consideration. Let us start by recalling the main result for the conductivity out of equilibrium (38). Upon averaging the conductivity over the whole volume \( V \) of the system and over the overall time of the process, we can restore the missing \( \ast \) product (see [92] for details of the Wigner-Weyl calculus in general)

\[ \tilde{\sigma}_{ij} = \frac{1}{4} \int \frac{d^{D+1} x}{(2\pi)^{D+1}} \frac{1}{\beta V} \left( \partial_{\pi_i} \hat{Q} \right) \left( \partial_{\pi_j} \hat{Q} \right) \left( \partial_{\pi_i} \hat{G} \right) \left( \partial_{\pi_j} \hat{G} \right) \iff + \text{ c.c.} \] 

(39)

and the Wick rotation is possible (see Appendix A):

\[ \tilde{\sigma}_{ij} = \frac{1}{2} \int \frac{d^{D+1} \Pi d^{D+1} X}{(2\pi)^{D+1}} \frac{1}{\beta V} \left( \partial_{\Pi_i} \hat{Q}^M \right) \left( \partial_{\Pi_j} \hat{G}^M \right) \left( \partial_{\Pi_i} \hat{G}^M \right) \left( \partial_{\Pi_j} \hat{Q}^M \right) \] 

(40)

here \( \Pi \) is Euclidean \( D + 1 \)-momentum, i.e. \( \Pi^{D+1} = \omega \) is continuous Matsubara frequency, while \( \Pi^i = \pi^i \) for \( i = 1, \ldots, D \). Notice that \( \partial_{\pi^i} \approx -i \partial_{\Pi^i} \), the superscript \( M \) indicates that quantities are taken at Matsubara frequency. Thus we obtain for the conductivity of \( 2 + 1 \) dimensional system averaged over the whole of its volume and over the overall time of the process:

\[ \tilde{\sigma}_{ij} = \frac{N}{2\pi} \epsilon_{ij}, \]

where

\[ N = \frac{2\pi}{24\pi^2} \int d^3 X \sum_{\omega_n = 2\pi T(n+1/2)} \int d^2 \Pi \left( \partial_{\Pi_i} \hat{Q}^M \right) \left( \partial_{\Pi_i} \hat{Q}^M \right) \left( \partial_{\Pi_j} \hat{G}^M \right) \left( \partial_{\Pi_j} \hat{G}^M \right). \] 

(41)

here the sum is over Matsubara frequencies, and we substitute \( n_0 \) in the argument of \( Q \) and \( G \) by \( i\omega_n \). \( \epsilon_{ij} \) and \( \epsilon^{\mu\nu\rho} \) are totally antisymmetric tensors.

In the required limit of small temperatures the sum over Matsubara frequencies is reduced to an integral and we arrive at the needed expression:

\[ N = \frac{1}{24\pi^2} \int \frac{d^3 \Pi}{\beta V} \left( \partial_{\Pi_i} \hat{Q}^M \right) \left( \partial_{\Pi_j} \hat{G}^M \right) \left( \partial_{\Pi_j} \hat{G}^M \right) \left( \partial_{\Pi_i} \hat{Q}^M \right) \] 

(42)

here \( V \) is the system volume. One can check that this expression is a topological invariant. For that we need that the system was in thermal equilibrium originally, and that the thermal equilibrium corresponds to zero temperature. Moreover, we need that the Hamiltonian does not depend on time, which means that the systems remains in thermal equilibrium during the whole process. The value of the average conductivity \( \tilde{\sigma}_{ij} \) is then robust to smooth variations of the system. (This does not refer, however, to local values of conductivity that may depend on space coordinates.) Notice, that the integration over \( x \) is important for the topological invariance of this quantity. Below we will see, that it is equal to the topological invariant obtained using the conventional equilibrium technique.

Finally, a few words on the relation between the Wigner transformation of the Matsubara Green’s function \( \langle \hat{G}(\omega) \rangle \) and the retarded (advanced) Green’s function \( \langle \hat{G}^R(\omega) \rangle \) from above are in place. It may be seen through the way the poles in the complex plane of \( \omega \) are surrounded by the deformed integration contour.

Recall that the equilibrium theory appears in the description of the system with the Hamiltonian \( \hat{H} \) that does not depend on time. Let us denote by \( G \) the Green’s function, in which the poles in \( \omega \) give true singularities, i.e.

\[ G(x_1, x_2, \omega) \equiv \left. \langle x_1 \left| (\omega - \hat{H})^{-1} \right| x_2 \right\rangle \]

Then the time ordered Green’s function (Feynmann propagator) is defined as

\[ G^T(x, x', \omega) = \lim_{\eta \to 0} G(x, x', \omega + i\eta \text{ sign } \omega). \] 

(43)

The retarded Green’s function is defined as

\[ G^R(x, x', \omega) = \lim_{\eta \to 0} G(x, x', \omega + i\eta), \] 

(44)

and similarly for the advanced Green’s function we have

\[ G^A(x, x', \omega) = \lim_{\eta \to 0} G(x, x', \omega - i\eta). \] 

(45)

The Matsubara Green’s function \( G^M \) is defined as
or in terms of imaginary time \( \tau \):

\[
G^{M}(x, x', \omega) = G(x, x', i\omega_n),
\]

(46)

\[
G^{M}(x, x', \tau) = \frac{1}{\beta} \sum_{n=-\infty}^{\infty} e^{-i\omega_n \tau} G(x, x', i\omega_n).
\]

(47)

here \( \omega_n = (2n + 1)\pi / \beta \) is the Matsubara frequency while \( \beta \) is the inverse of temperature.

The above relations between the retarded (advanced) and Matsubara Green’s functions are valid in the Fourier transformed domain (\( \omega \) space). They may be extended to the Wigner-transformed Green functions as follows. For the retarded Green function we have

\[
G^{R}_{W}(x, p, T, \omega) = \lim_{\eta \to +0} \int d^{D}y e^{-\eta p} G(x + y/2, x - y/2, \omega + i\eta).
\]

(48)

The similar expressions are valid for advanced and Matsubara Green functions:

\[
G^{A}_{W}(x, p, T, \omega) = \lim_{\eta \to +0} \int d^{D}y e^{-\eta p} G(x + y/2, x - y/2, \omega - i\eta),
\]

(49)

and

\[
G^{M}_{W}(x, p, T, \omega) = \lim_{\eta \to +0} \int d^{D}y e^{-\eta p} G(x + y/2, x - y/2, i\omega).
\]

(50)

One can see that those Wigner-transformed Green functions do not depend on time \( T \). Such a dependence is back for the case of the non-equilibrium systems. In the latter case, however, the Matsubara Green function is not defined.

5. Correlations to hall conductivity due

to the time dependent chemical potential

5.1 Time dependent perturbation of one-particle Hamiltonian

In this section we consider evolution of \( 2 + 1 \) dimensional equilibrium homogeneous system of non-interacting electrons subject to a time dependent perturbation. Hall conductivity of non-perturbed system is given by \[83\]

\[
\sigma_{H} = -\frac{\mathcal{N}}{2\pi}.
\]

where \( \mathcal{N} \) is the topological quantity of Eq. (42), applied in this case.

\[
\mathcal{N} = + \frac{1}{24\pi^2} \epsilon^{\nu\rho} \int d^{3} \Pi \text{ tr } (\partial_{\nu} \hat{Q}^{M}_{0} \hat{G}^{M}_{0} \partial_{\rho})
\]

(51)

We introduced here a subscript 0 to indicate non-perturbed system. The star is omitted here because for homogeneous time-independent systems the Wigner transformation is equal to the Fourier one, and thus Matsubara Green’s function does not contain dependence on coordinates, nor on time.

We will be interested in consideration of the time dependent perturbation of the following form:

\[
\hat{Q} = \hat{Q}_{0} + \mu_{0} \cos \omega_{0} t, \quad \hat{Q}_{0} \equiv \omega - \hat{H}.
\]

(52)

Here \( \hat{H} \) is the original one-particle Hamiltonian of the unperturbed system. It is supposed that the system is homogeneous, i.e. in the present section we are speaking of the intrinsic anomalous quantum Hall effect. Therefore, in the absence of external electric field \( \hat{H} = H(\hat{p}) \), where \( \hat{p} \) is operator of momentum. For concreteness we may take the Haldane model or any other model with intrinsic AQHE.

Using perturbation theory in powers of \( \mu_{0} \) we are going to calculate a correction to equilibrium topological conductivity proportional to \( \mu_{0} \). It is supposed, that initially the system was in the thermal equilibrium at zero temperature.

In the general case the conductivity tensor \( \sigma^{ij} \) is given by (38)

\[
\sigma^{ij} = -\frac{1}{4} \int \frac{d^{D+1} \pi}{(2\pi)^{D+1}} \text{ tr } (\partial_{x} \hat{Q} \hat{G}^{i} \hat{Z}^{j} \hat{G}^{i} \hat{Z}^{j} \hat{Q}) <
\]

\[
-\frac{1}{4} \int \frac{d^{D+1} \pi}{(2\pi)^{D+1}} \text{ tr } ([\hat{G} \hat{Z}^{i} \hat{Q} \hat{G}^{i} \hat{Z}^{j} \hat{G}^{j} \hat{Q} \hat{G}^{i} \hat{Z}^{j} \hat{Q}] \partial_{x} \hat{Q}) <.
\]

(53)

This sum is real for any \( \hat{Q} \), and thus we can trivially rewrite it as follows

\[
\sigma^{ij} = -\frac{1}{8} \int \frac{d^{D+1} \pi}{(2\pi)^{D+1}} \text{ tr } (\partial_{x} \hat{Q} ([\hat{G} \hat{Z}^{i} \hat{Q} \hat{G}^{i} \hat{Z}^{j} \hat{G}^{j} \hat{Q} \hat{G}^{i} \hat{Z}^{j} \hat{Q}] \partial_{x} \hat{Q}) <
\]

\[
-\frac{1}{8} \int \frac{d^{D+1} \pi}{(2\pi)^{D+1}} \text{ tr } (\partial_{x} \hat{G} ([\hat{G} \hat{Z}^{i} \hat{Q} \hat{G}^{i} \hat{Z}^{j} \hat{G}^{j} \hat{Q} \hat{G}^{i} \hat{Z}^{j} \hat{Q}] \partial_{x} \hat{Q}) < +c.c.
\]

(54)

Now, up to the terms linear in \( \mu_{0} \), we can formally substitute in the above

\[
\hat{Q}^{R} \to \hat{Q}^{R} = \omega - H(\pi) + \mu_{0} \exp(i\omega_{0} t) + i\epsilon,
\]

\[
\hat{Q}^{A} \to \hat{Q}^{A} = \omega - H(\pi) + \mu_{0} \exp(i\omega_{0} t) - i\epsilon,
\]

while the “lesser” component is the same

\[
\hat{Q}^{C} = -2i\epsilon(\hat{R}^{0}),
\]

(55)

(56)
and \( Q \star G = 1 \). Note that we use this substitution only formally, as in such notation \( \hat{Q}^A \) \( \neq \hat{Q}^B \).

For the variation of the conductivity, \( \Delta \sigma = \sigma(\mu_0) - \sigma(0) \), we will have the following contribution corresponding to 1 of (54):

\[
\Delta^1 \sigma^g = -\frac{1}{8} \int \frac{d^{D+1} \pi}{(2\pi)^{D+1}} \left( \text{tr} \left( \partial_{x^n} \hat{Q}_0 \left[ \Delta \hat{G} \star \partial_{x^n} \hat{Q}_0 \star \hat{G}_0 \right] \right) \right) \lesssim \frac{1}{8} \int \frac{d^{D+1} \pi}{(2\pi)^{D+1}} \left( \text{tr} \left( \partial_{x^n} \hat{Q}_0 \left[ \Delta \hat{G} \star \partial_{x^n} \hat{Q}_0 \star \hat{G}_0 \right] \right) \right) \lesssim \frac{1}{8} \int \frac{d^{D+1} \pi}{(2\pi)^{D+1}} \left( \text{tr} \left( \partial_{x^n} \hat{Q}_0 \left[ \Delta \hat{G} \star \partial_{x^n} \hat{Q}_0 \star \hat{G}_0 \right] \right) \right), \tag{57}
\]

The contribution \( \Delta^1 \sigma^g \) coming from 1 of (54), is completely similar, but with \( \partial_{x^n} \hat{Q}_0 \) interchanged position with the square bracket in the traces. Here we denoted

\[
\Delta \hat{G} = -\hat{G}_0 \star \Delta \hat{Q} \star \hat{G}_0, \quad \Delta \hat{Q} = \mu_0 e^{i\omega_0 t} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}. \tag{58}
\]

Note that in (57) we do not need to consider \( \Delta \hat{Q} \)-s directly as they always are subject to differentiation in \( \pi \) and thus do not contribute.

To be able to calculate (57) explicitly, let us derive a useful identity for the star product containing \( e^{i\omega_0 t} \)

\[
\Delta^1 \sigma^g + (c.c.) = \frac{\mu_0 e^{i\omega_0 t}}{8} \int \frac{d^{D+1} \Pi}{(2\pi)^{D+1}} \left( \text{tr} \left( \partial_{\Pi^n} \hat{Q}_0 \left[ \hat{G}^{[+]} \partial_{x^n} \hat{Q}_0 \star \hat{G}^{[-]} \partial_{x^n} \hat{Q}_0 \right] \right) \right)^M \]
\[
+ \frac{\mu_0 e^{i\omega_0 t}}{8} \int \frac{d^{D+1} \Pi}{(2\pi)^{D+1}} \left( \text{tr} \left( \partial_{\Pi^n} \hat{Q}_0 \left[ \hat{G}^{[-]} \partial_{x^n} \hat{Q}_0 \star \hat{G}^{[+] \partial_{x^n} \hat{Q}_0 \right] \right) \right)^M \]
\[
+ \frac{\mu_0 e^{i\omega_0 t}}{8} \int \frac{d^{D+1} \Pi}{(2\pi)^{D+1}} \left( \text{tr} \left( \partial_{\Pi^n} \hat{Q}_0 \left[ \hat{G}^{[-]} \partial_{x^n} \hat{Q}_0 \star \hat{G}^{[+] \partial_{x^n} \hat{Q}_0 \right] \right) \right)^M, \tag{63}
\]

\[
\exp(i\omega_0 t) \star h(\omega) = \exp(i\omega_0 t) e^{i\omega_0 t/2} h(\omega) = \exp(i\omega_0 t) e^{-i\omega_0 t/2} h(\omega) = \exp(i\omega_0 t) h(\omega - \omega_0/2). \tag{59}
\]

Then,

\[
\Delta \hat{G} = -\mu_0 e^{i\omega_0 t} \hat{G}_0(\omega + \omega_0/2) \hat{G}_0(\omega - \omega_0/2). \tag{60}
\]

Recall, that \( \hat{G}_0 \) does not depend neither on time, nor coordinate. Therefore, using again (59) (and its complex conjugate for terms of the type \( h(\omega) \star e^{i\omega_0 t} \)) we obtain

\[
\Delta^1 \sigma^g = \frac{\mu_0 e^{i\omega_0 t}}{8} \int \frac{d^{D+1} \pi}{(2\pi)^{D+1}} \left( \text{tr} \left( \partial_{x^n} \hat{Q}_0 \left[ \hat{G}^{[+]} \partial_{x^n} \hat{Q}_0 \star \hat{G}^{[-]} \partial_{x^n} \hat{Q}_0 \right] \right) \right) \lesssim \frac{\mu_0 e^{i\omega_0 t}}{8} \int \frac{d^{D+1} \pi}{(2\pi)^{D+1}} \left( \text{tr} \left( \partial_{x^n} \hat{Q}_0 \left[ \hat{G}^{[-]} \partial_{x^n} \hat{Q}_0 \star \hat{G}^{[+] \partial_{x^n} \hat{Q}_0 \right] \right) \right) \lesssim \frac{\mu_0 e^{i\omega_0 t}}{8} \int \frac{d^{D+1} \pi}{(2\pi)^{D+1}} \left( \text{tr} \left( \partial_{x^n} \hat{Q}_0 \left[ \hat{G}^{[-]} \partial_{x^n} \hat{Q}_0 \star \hat{G}^{[+] \partial_{x^n} \hat{Q}_0 \right] \right) \right), \tag{61}
\]

where we introduced superscript to denote the shifting of the frequency

\[
K^{[\pm]} = K(\omega \pm \omega_0/2), \quad K^{[0]} = K(\omega). \tag{62}
\]

Now we are in a position to apply the results of Appendix A, and state that in the limit of zero initial temperature
where superscript $M$ means that all Green’s functions inside the parenthesis are Matsubara Green’s functions (46). Furthermore, we note now that the square parenthesis can be dropped in (63), and the trace regain the cyclic property, which was absent for “lesser” component. This in particular means that in the low temperature limit

\[ \Delta^I \sigma^j + (c.c.) = \Delta^I \sigma^j + (c.c.) \]

as they only differ by cyclic transposition of the argument of the trace.

Finally,

\[ \Delta \sigma^j \equiv \Delta^I \sigma^j + \Delta^\Pi \sigma^j + c.c. \]

\[ \begin{aligned}
\frac{\mu_0 e^{i \omega t}}{4} & \int \frac{d^D+1 \Pi}{(2\pi)^{D+1}} \text{tr} \left( \partial_{\Pi^I} \hat{Q}_0 \left[ \hat{G}_0^{[i]} \hat{G}_0^{-[i]} \right] \partial_{\Pi^0} \hat{Q}_0 \left[ \hat{G}_0^{[-1]} \hat{G}_0^{[-1]} \right] \right)^M \\
+ \frac{\mu_0 e^{i \omega t}}{4} & \int \frac{d^D+1 \Pi}{(2\pi)^{D+1}} \text{tr} \left( \partial_{\Pi^I} \hat{Q}_0 \left[ \hat{G}_0^{[i]} \hat{G}_0^{-[i]} \right] \right)^M \\
+ \frac{\mu_0 e^{i \omega t}}{4} & \int \frac{d^D+1 \Pi}{(2\pi)^{D+1}} \text{tr} \left( \partial_{\Pi^0} \hat{Q}_0 \left[ \hat{G}_0^{[i]} \hat{G}_0^{-[i]} \right] \right)^M \\
& \text{c.c.,}
\end{aligned} \]  

(65)

here the integration is over Euclidean space and the Green’s function is the Matsubara one:

\[ G_0^M = (i\omega - H(\pi))^{-1}. \]

while

\[ Q_0^M = i\omega - H(\pi), \]

and the $[\pm]$ superscript is defined in (62). In the last two expressions $\pi = (\pi^1, ..., \pi^D) = (\Pi^I, ..., \Pi^D)$ is the $D$-dimensional vector with spatial components of $\pi$.

### 5.2 The case of 2D dirac fermions

Let us consider as an example the $2 + 1D$ system consisting of Weyl fermions (they are also referred to as the $2 + 1D$ Dirac fermions). Each of them corresponds to

\[ Q = \mathbf{1} \omega - v_F (\sigma^1 \pi^1 + \sigma^2 \pi^2 + \sigma^3 m). \]

where $m$ is a mass-type parameter, $\sigma_i$ are Pauli matrices, and $\mathbf{1}$ is a unit $2 \times 2$ matrix. In equilibrium at $T = 0$ Hall conductivity is given by

\[ \sigma_H = -\frac{N}{2\pi}. \]

The contribution to $\mathcal{N}$ of each Weyl fermion is given by [83]

\[ \Lambda^{(0)} = \frac{1}{2} \text{sign } m. \]

For bulk real systems these fermions usually come in pairs. Therefore, the total value of $\mathcal{N}$ is integer rather than half-integer.

Thus, for the Weyl fermions we take the following modification of the Hamiltonian:

\[ Q = \mathbf{1} \omega - v_F (\sigma^1 \pi^1 + \sigma^2 \pi^2 + \sigma^3 m) + \mu_0 \cos \omega_0 f \]

Bare (unperturbed) Keldysh matrix $\hat{Q}_c$ has the form

\[ \hat{Q}_c = \begin{pmatrix} 1 & -2i e f(\omega) \\ 0 & 1 \end{pmatrix}, \]

while bare Keldysh Green’s function is

\[ \hat{G}_c = \begin{pmatrix} (1 \omega - v_f (\sigma^1 \pi^1 + \sigma^2 \pi^2 + \sigma^3 m) + i\epsilon)^{-1} - 2\pi i \delta(1 \omega - v_F (\sigma^1 \pi^1 + \sigma^2 \pi^2 + \sigma^3 m)f(\omega)) \\ 0 \end{pmatrix} (1 \omega - v_f (\sigma^1 \pi^1 + \sigma^2 \pi^2 + \sigma^3 m) - i\epsilon)^{-1}, \]

(68)
In the last expression the meaning of the delta function of matrix is that in the basis in which Hamiltonian is diagonal there are delta functions along the diagonal.

Using explicit expressions for the Green’s function and the Hamiltonian in (107) we obtain (either by lengthy straightforward algebra, or using Mathematica package) the following correction due to the time dependent chemical potential to the Hall conductivity

$$\Delta \sigma_H = -4\mu_0v_F^3 \int \frac{d^2 \pi d\omega}{(2\pi)^3} \omega \omega_0^2 \cos(\omega_0 t)$$

$$[(\omega - i\omega_0/2)^2 + v_F^2(\pi^2 + m^2)^2][((\omega + i\omega_0)/2)^2 + v_F^2(\pi^2 + m^2)]^{2}.$$  

(69)

Oddness with respect to transformation $\omega \to -\omega$ gives us the opportunity to conclude that

$$\Delta \sigma_H = 0.$$  

(70)

In order to obtain this result we need that $\omega_0 < m$. Only in this case the integral in the above expression is convergent.

Moreover, we also obtain that any time dependent perturbation of the form

$$H \to \hat{H} - \mu_0 g(t)$$

does not lead to modifications of Hall conductivity as long as function $g(t)$ does not contain harmonics with frequencies larger than bare mass parameter $m$. This conclusion is valid to the first order in $\mu_0$.

### 6 Hall conductivity out of equilibrium in static systems

Let us consider a system without interactions, which in the absence of external electric field is static, though non-equilibrium, i.e. one-particle Hamiltonian $H$ does not depend on time, while distribution function $f(\pi)$ is not of thermal equilibrium. We require, however, that this distribution depends on energy only $f(\pi) \equiv f(\pi_0)$. In such a system we are able to simplify further the expression for the Hall conductivity obtained above:

$$\sigma_H = -\frac{e}{8\pi} \int \frac{d^3 \pi}{(2\pi)^3} \text{tr} (\partial_{\pi} \hat{Q} [\hat{G} \star \partial_{\pi} \hat{Q} \star \partial_{\pi} \hat{G}]) \prec + c.c.$$  

(71)

Here the elements of matrices $\hat{Q}$ and $\hat{G}$ are

$$Q^{R,A}(\pi, x, \pi) = \pi^0 - H_{W}(x, \pi) \pm i0$$

$$C^{c}(\pi, x) = (Q^{R}(\pi, x) - Q^{L}(\pi, x))f(\pi_0)$$

$$G^{R,A}(\pi, x, \pi) = \left(Q^{R,A}(\pi, x, \pi)\right)^{-1}$$

$$C^{c}(\pi, x) = (G^{A}(\pi, x) - G^{R}(\pi, x))f(\pi_0)$$

Note that the inverse here is understood in respect to the $\star$-product [92]. These functions do not depend on time. At the same time we may impose periodic boundary conditions in spatial coordinates. Therefore, we obtain for the average Hall conductivity

$$\bar{\sigma}_H = -\frac{e}{8\pi} \int \frac{d^3 \pi d^2 x}{(2\pi)^3} \text{tr} (\partial_{\pi} \hat{Q} \star [\hat{G} \star \partial_{\pi} \hat{Q} \star \partial_{\pi} \hat{G}]) \prec + c.c.$$  

(73)

Here $\hat{V}$ is the overall volume of the system. The star is inserted here because of the periodic boundary conditions, see [63]. Let us introduce the following notations:

$$K^{\mu\nu\rho} = \frac{1}{4\pi} \int \frac{d^3 \pi d^2 x}{(2\pi)^3} \text{tr} (\partial_{\pi} \hat{Q} \star \hat{G} \star \partial_{\pi} \hat{Q} \star \partial_{\pi} \hat{G}) \prec + c.c.$$  

(74)

Tensor $K^{\mu\nu\rho}$ may be considered as a certain generalization of conductivity. We have the following expression for electric current density averaged over the area of the system:

$$\bar{J}^{\mu} = K^{\mu\nu\rho} F_{\nu\rho}$$

(75)

It contains both response to external electric field and response to external magnetic field. Besides, we may consider the 0-th component of electric current $J^{\mu}$ as charge density. That’s why the above equation also contains response of electric charge density to external electromagnetic field.

In Appendix B we derive expressions for tensor $K^{\mu\nu\rho}$ and both Hall and symmetric conductivities:

$$\bar{\sigma}_H = -\frac{N_f}{2\pi} + \bar{\sigma}_{H',\prime}.$$  

(76)

with

$$N_f = -\frac{1}{48\pi^2} \text{tr} \left( Q^{R} \star (Q^{A} - Q^{R}) f(\pi_0) \right) + c.c.,$$

(77)

$$Q(x, \pi) = \pi^0 - H_{W}(x, \pi),$$

$$Q(x, \pi) \star G(x, \pi) = 1.$$  

(78)

At the same time

$$\bar{\sigma}_{H',\prime} = +\frac{1}{8\pi} \int \frac{d^3 \pi d^2 x}{(2\pi)^3} \text{tr} ((\partial_{\pi} Q^{R} \star G^{R}) \partial_{\pi} f(\pi_0) + c.c.)$$

$$\star (G^{A} - G^{R}) \partial_{\pi} f(\pi_0) + c.c.$$

$$\star (G^{A} - G^{R}) \partial_{\pi} f(\pi_0) + c.c.$$
is the contribution to Hall conductivity proportional to the derivative of the distribution $f(\pi^0)$. Notice that the similar expression has been obtained in [96].

Expression for $N_f$ resembles the topological invariant of zero temperature equilibrium theory. However, the present expression is only partially topological. It remains robust to a limited class of modifications of the system – to those modifications, that leave initial distribution $f(\pi^0)$ unchanged, and leave one-particle Hamiltonian independent of time. This has been proven in Appendix E.

For the ordinary symmetric conductivity we obtain

$$\bar{\sigma}_{\parallel} = \frac{1}{8} \int \frac{d^3 \pi d^3 \chi}{(2\pi)^3} \text{tr} \left( \left(-\partial_\pi Q^R \ast G^R + \partial_\pi G^A \ast G^R \right) \right) \partial_\pi f(\pi^0) + (i \leftrightarrow j) + \text{c.c.}$$

(79)

This expression does not contain the term proportional to distribution $f(\pi^0)$, it is expressed through its derivative only.

In Appendix C we derive expressions for the conductivities through the matrix elements of velocity operator $\hat{v}_i = i [\hat{H}, \hat{x}_i]$. We obtain:

$$N_f = -\frac{2\pi i}{4\sqrt{V}} \sum_{n,k} \left( \frac{f(\xi_n) - f(\xi_k)}{\xi_n - \xi_k} \right) \langle n|\hat{v}_i|k\rangle \langle k|\hat{v}_i|n\rangle + \text{c.c.}$$

(80)

This expression may contain an infinity. Its appearance reflects the fact that in the absence of interactions quasiparticles from the zone, which is not occupied completely, are accelerated by external electric field. If we do not take into account interactions (or scattering on impurities) there may exist a divergency in the conductivity.

In Appendix D we derive the final expression for the Hall conductivity in the system of non-relativistic electrons in the presence of external magnetic field $B$. In case of thermal equilibrium this expression is simplified further:

$$\bar{\sigma}_H = \frac{1}{2\pi} \sum_{q \geq 0} \frac{1}{e^q/T + 1}.$$  

(83)

Here

$$\xi_q = \frac{B}{2m} (2q + 1) - \mu$$

and $\mu$ is chemical potential. One can see, that at $T \ll \frac{B}{m}$ this expression is reduced to the zero temperature expression $\bar{\sigma}_H = \frac{N}{2\pi}$, where $N$ is the number of occupied Landau Levels. Thus, the topological expression remains valid as long as this condition is satisfied, i.e. $T \ll B/m$. Equation (83) repeats a conventional expression to be read off, for example, from [95].

In Appendix F we calculate Hall conductivity for the system of massive $2D$ Dirac fermions (see also Sect. 5.2). The calculation gives for the case of thermal equilibrium with vanishing Fermi energy:

$$\sigma_H = -\frac{a}{4\pi} \int_{|a|}^{+\infty} \frac{du}{u^2 \text{th}(u/2)}$$

(84)

with $a = v_F m / T$. One can see, that this expression tends to $-\frac{1}{4\pi} \text{sign} m$ at $T \to 0$. Here the condition for the validity of topological expression for Hall conductivity is $v_F m \gg T$. 
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7 Interaction corrections to electric current and hall conductivity

Let us recall expression for electric current in non-interacting systems

\[ J^i(X) = \frac{i}{2} \int \frac{dD^1\pi}{(2\pi)^{D+1}} \text{tr} \left( (\partial_{x^i} \hat{\mathcal{Q}}) \hat{G} \right) \]

\[ -\frac{i}{2} \int \frac{dD^1\pi}{(2\pi)^{D+1}} \text{tr} \left( \hat{G}(\partial_{x^i} \hat{Q}) \right). \tag{85} \]

Consider now the case, when interactions are present. If, as it is in all reasonable cases, the interaction vertex do not depend on the external electromagnetic potential, the total current is given by

\[ J^i(X) = -\frac{i}{2} \int \frac{dD^1\pi}{(2\pi)^{D+1}} \text{tr} \left( (\partial_{x^i} \hat{\mathcal{Q}}) \hat{G} \right) \]

\[ -\frac{i}{2} \int \frac{dD^1\pi}{(2\pi)^{D+1}} \text{tr} \left( \hat{G}(\partial_{x^i} \hat{Q}) \right). \tag{86} \]

here \( \hat{\mathcal{Q}} \) is noninteracting Dirac operator while \( \hat{\mathcal{G}} \) is the total interacting Green’s function. We shall demonstrate now that it can also be given in terms of interacting Dirac operator \( \hat{\mathcal{Q}} \):

\[ J^i(X) = -\frac{i}{2} \int \frac{dD^1\pi}{(2\pi)^{D+1}} \text{tr} \left( (\partial_{x^i} \hat{\mathcal{Q}}) \hat{G} \right) \]

\[ -\frac{i}{2} \int \frac{dD^1\pi}{(2\pi)^{D+1}} \text{tr} \left( \hat{G}(\partial_{x^i} \hat{Q}) \right). \tag{87} \]

The difference between the two is given by

\[ \Delta J^i(X) = -\frac{i}{2} \int \frac{dD^1\pi}{(2\pi)^{D+1}} \text{tr} \left( (\partial_{x^i} \Sigma) \hat{G} \right) \]

\[ -\frac{i}{2} \int \frac{dD^1\pi}{(2\pi)^{D+1}} \text{tr} \left( \hat{G}(\partial_{x^i} \Sigma) \right). \tag{88} \]

here \( \Sigma \) is the self-energy operator, \( \hat{\mathcal{Q}} = \hat{\mathcal{Q}} - \Sigma \). Let us assume that the interaction has the form of an exchange by a bosonic excitation with homogeneous and PT-even propagator \( D(p) = D(-p) \), and the simplest possible vertex function equal to unity. Then \( \Sigma \) in one loop approximation is given by

\[ \hat{\Sigma}(X, \pi) = \int \frac{dD^1\pi}{(2\pi)^{D+1}} D(p) \hat{G}(X, \pi - p). \]

As a result we write (88) integrating by parts and shifting the integration variable \( \Delta J^i(X) = -\frac{i}{2} \int \frac{dD^1\pi}{(2\pi)^{D+1}} \text{tr} \left[ \left( \partial_{x^i} \hat{\mathcal{Q}} \right) \hat{G} \right] \]

\[ \left[ \text{tr} \left( \partial_{x^i} \hat{G}(X, \pi - p) \hat{G}(X, \pi) \right) + \text{tr} \left( \hat{G}(X, \pi) \partial_{x^i} \hat{G}(X, \pi - p) \right) \right] \]

\[ = \frac{i}{2} \int \frac{dD^1\pi}{(2\pi)^{D+1}} \text{tr} \left[ \left( \partial_{x^i} \hat{G}(X, \pi - p) \partial_{x^i} \hat{G}(X, \pi) \right) + \text{tr} \left( \hat{G}(X, \pi) \partial_{x^i} \hat{G}(X, \pi) \right) \right] \]

\[ = -\Delta J^i(X). \tag{89} \]

We come to the conclusion that \( \Delta J^i(X) = 0 \), and (89) is valid indeed for interacting systems. In other words, for interacting systems in the expression for the electric current the renormalized velocity, \( \partial_{x^i} \hat{Q} \), may be used instead of the bare one, \( \partial_{x^i} \hat{Q} \).

Now let us consider one-loop correction to conductivity. Without interactions we have

\[ \hat{\mathcal{Q}} \approx \hat{\mathcal{Q}}^{(0)} - \partial_{x^i} \hat{\mathcal{Q}}^{(0)}, \]

\[ \hat{\mathcal{G}} \approx \hat{\mathcal{G}}^{(0)} + \mathcal{F}^{\mu\nu} \hat{\mathcal{G}}^{(1)}_{\mu\nu}, \tag{90} \]

where according to (29)

\[ \hat{\mathcal{G}}^{(1)}_{\mu\nu} = -i \left( \hat{\mathcal{G}}^{(0)} \ast \partial_{\pi} \hat{\mathcal{Q}}^{(0)} \ast \hat{\mathcal{G}}^{(0)} \right) \]

\[ \ast \partial_{\pi} \hat{\mathcal{Q}}^{(0)} \ast \hat{\mathcal{G}}^{(0)} - (\mu \leftrightarrow \nu) / 2. \tag{91} \]

Therefore, the self-energy operator can be expanded in powers of \( \mathcal{F} \) in the following way:

\[ \hat{\Sigma} = \hat{\Sigma}^{(0)} + \frac{\mathcal{F}^{(1)}}{\mathcal{F}^{\mu\nu}}, \tag{92} \]

where

\[ \hat{\Sigma}^{(0)}(X, \pi) = \int \frac{dD^1\pi}{(2\pi)^{D+1}} D(P) \hat{\mathcal{G}}^{(0)}(X, \pi - P), \]

\[ \hat{\Sigma}^{(1)}_{\mu\nu}(X, \pi) = \int \frac{dD^1\pi}{(2\pi)^{D+1}} D(P) \hat{\mathcal{G}}^{(1)}_{\mu\nu}(X, \pi - P). \tag{93} \]

We come to the perturbative expansion of interacting \( \hat{\mathcal{Q}} \) up to the first order in \( \mathcal{F}^{\mu\nu} \)

\[ \hat{\mathcal{Q}} = \hat{\mathcal{Q}}^{(0)} - \hat{\Sigma}^{(0)} - \hat{\Sigma}^{(1)}_{\mu\nu} \mathcal{F}^{\mu\nu}. \tag{94} \]

To find the first correction to interactive \( \hat{\mathcal{G}} \), we write it as

\[ \hat{\mathcal{G}} = \hat{\mathcal{G}}^{(0)} + \frac{1}{2} \hat{\mathcal{G}}^{(1)}_{\mu\nu} \mathcal{F}^{\mu\nu}. \tag{95} \]
and use Groenewold equation (28)
\[
\left( \hat{Q}^{(0)} - \hat{S}^{(1)} \hat{F}^{(0)} \right) \star e^{-i\hat{X} \hat{F}} \frac{1}{2} \hat{G}^{(0)} + \frac{1}{2} \hat{S}^{(1)} \hat{F}^{(0)} = 1. \tag{96}
\]

Here
\[
\hat{Q}^{(0)} = \hat{Q} - \hat{S}^{(0)},
\]
\[
\hat{g}^{(0)} = (\hat{Q} - \hat{S}^{(0)})^{-1} \approx \hat{G} + \hat{G} \hat{S}^{(0)} \hat{G}.
\tag{97}
\]

The solution is (to the leading order in interactions), see (29):
\[
\hat{g}^{(1)}_{\mu \nu} = \hat{g}^{(0)} \star \hat{S}^{(1)} \star \hat{g}^{(0)} - i (\hat{g}^{(0)} \star \partial_{x} \hat{Q}^{(0)}) \star \hat{g}^{(0)} - (\mu \leftrightarrow \nu) / 2
\]
\[
= \hat{G} \star \hat{S}^{(1)} \star \hat{G} - i (\hat{g}^{(0)} \star \partial_{x} \hat{Q}^{(0)}) \star \hat{g}^{(0)} - (\mu \leftrightarrow \nu) / 2. \tag{98}
\]

The leading order in interactions here is given by:
\[
2 \hat{g}^{(1)}_{(L)} = 2 \hat{G} \star \hat{S}^{(1)} \star \hat{G}
\]
\[
- i \hat{G} \star \hat{S}^{(0)} \star \hat{G} * \partial_{x} \hat{Q} * G * \partial_{x} \hat{Q} * \hat{G}
\]
\[
+ i \hat{G} \star \partial_{x} \hat{S}^{(0)} \star \hat{G} * \partial_{x} \hat{Q} * \hat{G}
\]
\[
- i \hat{G} \star \partial_{x} \hat{S}^{(0)} \star \hat{G} * \partial_{x} \hat{Q} * \hat{G}
\]
\[
+ i \hat{G} \star \partial_{x} \hat{S}^{(0)} \star \hat{G} * \partial_{x} \hat{Q} * \hat{G}
\]
\[
- i \hat{G} \star \partial_{x} \hat{S}^{(0)} \star \hat{G} * \partial_{x} \hat{Q} * \hat{G}
\]
\[
+ \hat{G} \star \hat{S}^{(1)} \star \hat{G} - (\mu \leftrightarrow \nu)
\]
\[
= i \int \frac{d^{d+1}P}{(2\pi)^{d+1}} D(P) \hat{G} \star \left[ (\hat{G} \star \partial_{x} \hat{Q} * \hat{G} * \partial_{x} \hat{Q} * \hat{G})_{x-P} - \hat{G} \star \hat{S}^{(0)} \star \hat{G} * \partial_{x} \hat{Q} \hat{G}
\]
\[
+ \partial_{x} \hat{G} \hat{G}_{x-P} \star \hat{G} * \partial_{x} \hat{Q} \hat{G}
\]
\[
- \partial_{x} \hat{G} \hat{G}_{x-P} \star \hat{G} * \partial_{x} \hat{Q} \hat{G}
\]
\[
+ \partial_{x} \hat{G} \hat{G}_{x-P} \star \hat{G} * \partial_{x} \hat{Q} \hat{G}
\]
\[
- \partial_{x} \hat{G} \hat{G}_{x-P} \star \hat{G} * \partial_{x} \hat{Q} \hat{G}
\]
\[
* \hat{G} \hat{G}_{x-P} \star \hat{G} - (\mu \leftrightarrow \nu)
\] \tag{99}

We obtain the following contribution of interactions to electric current averaged over the volume of the system (the part proportional to the field strength). Out of equilibrium in static system we may insert the star in the above expressions:
\[
J^{(1)}_{F} = \frac{F_{\mu \nu}}{4V} \int d^{d}x d^{d+1}x \frac{d^{d+1}P}{(2\pi)^{d+1}} D(P) \text{tr} \left[ (\partial_{x} \hat{Q} \star \hat{G} * \left( (\Phi_{x-P} \Phi^{*}(t',x') - \Phi^{*}(t',x') \Phi_{x-P} ) \right) \right)
\]
\[
\star \left( (\Phi_{x-P} \Phi^{*}(t',x') - \Phi^{*}(t',x') \Phi_{x-P} ) \right) \right) + \text{c.c.}
\tag{100}
\]

The last expression represents a particular case of extension of the diagram technique of [62] to nonequilibrium systems. This technique allows to represent the Feynmann diagrams of non-homogeneous theory in terms of Wigner transformed propagators. It may be transferred directly to the Keldysh formalism. The only modification is that all propagators standing in the diagrams are to be taken in their 2×2 matrix Keldysh form.

Considering in Eq. (100) the response to constant electric field strength, we calculate interaction correction to DC conductivity averaged over the system volume. Its antisymmetric (Hall) part vanishes provided that operators under the trace may be reordered in a cyclic way. This occurs when derivative of distribution function may be neglected (see Appendix A).

8 Summary and discussion

We develop the approach of [69–73] for incorporation of Wigner-Weyl calculus to Keldysh technique of kinetic theory. Let us briefly recall our basic notations.

Keldysh Green function is defined as the following matrix
\[
\hat{G}(t,x|t',x') = -i \left( \langle T \Phi(t,x) \Phi^{*}(t',x') \rangle - \langle \Phi^{*}(t',x') \Phi(t,x) \rangle \right).
\tag{101}
\]

here Heisenberg fermionic field operator $\Phi$ depends on time $t$ and spatial coordinates $x$. By $T$ we denote the time ordering while $\hat{T}$ is anti-time ordering. $\langle \rangle$ means average with respect to the initial (in general, non-equilibrium) statistical ensemble.

By upper case latin letters we denote the $D + 1$ dimensional vectors containing both space and time components. Then we define operator $G$ corresponding to the above introduced Green function: $\hat{G}(X_{1}, X_{2}) = \langle X_{1}| \hat{G}| X_{2} \rangle$. Operator inverse to $G$ is denoted by $Q$. 
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For matrix elements $A(X_1, X_2) = \langle X_1 | \hat{A} | X_2 \rangle$ of any operator $\hat{A}$ the Wigner transformation is defined as

$$A_W(X|P) = \int d^{D+1}Y e^{i \Pi^P \cdot A(X + Y/2, X - Y/2)}.$$  \hspace{1cm} (102)

$\mu = 0, 1, ..., D - 1$

Wigner transformed Keldysh Green function $\hat{G}$ and Wigner transformation $Q$ of its inverse operator obey Groenewold equation $Q \star G = 1$.

The star (Moyal) product $\star$ is defined as

$$(A \star B)(X|P) = A(X|P) e^{-i\int d^D \sigma \partial_\sigma \hat{G} \star \hat{Q} \star \partial_\sigma \hat{G}} B(X|P).$$  \hspace{1cm} (103)

The Groenewold equation remains valid both for continuum and lattice models. In the latter case we need an assumption that the inhomogeneity is weak, i.e. it may be neglected on the distance of the order of lattice spacing. Then the sum over the lattice points may be replaced by an integral. In practise this requirement is always fulfilled in real condensed matter systems with external magnetic fields much smaller than $10^4$ Tesla.

Summary of obtained results:

1. We express DC conductivity of the two-dimensional non-interacting systems as

$$\sigma^{ij} = \frac{1}{4} \int \frac{dD+1 \pi}{(2\pi)^{D+1}} \text{tr} \left( \partial_{\sigma^i} \hat{G} \star \partial_{\sigma^j} \hat{Q} \star \partial_{\sigma^j} \hat{G} \right) + \text{c.c.}$$  \hspace{1cm} (104)

through the lesser component of expression that contains Wigner transformed Keldysh Green function $G(X|\pi)$ and its inverse $\hat{Q}$ that obey Groenewold equation $Q \star G = 1$. Using representation of Keldysh Green function of Eq. (101) the lesser component in the above representation may be rewritten explicitly as

$$\sigma^{ij} = \frac{1}{4} \int \frac{dD+1 \pi}{(2\pi)^{D+1}} \text{tr} \left( \gamma^c \partial_{\sigma^i} \hat{G} \star \partial_{\sigma^j} \hat{Q} \star \partial_{\sigma^j} \hat{G} \right) + \text{c.c.}$$  \hspace{1cm} (105)

where trace is taken over Keldysh components as well as over the internal indices, while

$$\gamma^c = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}.$$ 

Notice that obtaining the above results we do not rely on any scale separation between fast and slow variables. Such a separation being adopted would lead to the possibility of using the gradient expansion. Namely, assuming that the fast variables are encoded in momenta $\pi = (\sigma^i, \pi) = (\omega, \mathbf{p})$ while slow variables are given by $X = (t, x)$ we may in leading approximation neglect derivatives with respect to $t$ and $x$. Then the Moyal product $\star$ may be replaced by an ordinary one. The next perturbation would correspond to keeping in the star product the derivatives up to the first ones, etc. Doing such a derivative expansion one should assume that these are slow variables that are responsible for spatial and temporal inhomogeneity while the “fast” variables describe the quasi-homogeneous system (i.e. the one, which would be homogenous if there would be no dependence on “slow” variables).

2. It is shown how the above expression for the conductivity averaged over the 2D system area is reduced to the topological formula proposed in [63] in case of the equilibrium system at zero temperature

$$\sigma^{ij} = \frac{\mathcal{N}}{2\pi} c^{ij},$$

where

$$\mathcal{N} = \frac{1}{24\pi^2 \beta} \mathcal{V} \int d^3X \int d^3\Pi \text{tr} \left( \partial_\Pi \hat{G}^M \star \hat{Q}^M \star \partial_\Pi \hat{Q}^M \star \hat{G}^M \star \hat{Q}^M \right).$$ \hspace{1cm} (106)

here $\mathcal{V}$ is the system area, while the Green functions are the Matsubara ones. Momentum space is Euclidean one, its points are denoted by $\Pi$, The intermediate expression through the real-time Green functions Eq. (106) obtained in our derivation reproduces the one of [96] (this topological expression has been obtained later but independently of the one of [63]).

3. We consider corrections to intrinsic anomalous Hall conductivity due to the time dependence of chemical potential. In this application we deal with the clean translationary invariant (Bloch) models. It is also pos-
sible to consider this way the systems with weak breakdown of translational invariance. The derivatives with respect to the corresponding “slow” variables in the above expressions may be neglected in the leading order of derivative expansion. It is assumed, therefore, that in this application the disorder is sufficiently weak. In the absence of time dependence at zero temperature the intrinsic Hall conductivity is given by the well-known topological expression (the one of Eq. (106) without the star products). The time dependence of chemical potential with frequency \( \omega_0 \) results in correction

\[
\Delta \sigma^{ij} = \frac{\mu_0 e^{i\omega_0 t}}{4} \int \frac{d^D+1 \Pi}{(2\pi)^{D+1}} \text{tr} \left( \partial_{\Pi} \hat{G}_0^{[0]} \left[ \hat{G}_0^{[+]} \hat{G}_0^{[-]} \hat{G}_0^{[+]} \hat{G}_0^{[-]} \right] \right)^M
\]

\[
+ \frac{\mu_0 e^{i\omega_0 t}}{4} \int \frac{d^D+1 \Pi}{(2\pi)^{D+1}} \text{tr} \left( \partial_{\Pi} \hat{G}_0^{[0]} \left[ \hat{G}_0^{[-]} \hat{G}_0^{[+]} \hat{G}_0^{[-]} \hat{G}_0^{[+]} \right] \right)^M
\]

\[
+ \frac{\mu_0 e^{i\omega_0 t}}{4} \int \frac{d^D+1 \Pi}{(2\pi)^{D+1}} \text{tr} \left( \partial_{\Pi} \hat{G}_0^{[0]} \left[ \hat{G}_0^{[-]} \hat{G}_0^{[+]} \hat{G}_0^{[-]} \hat{G}_0^{[+]} \right] \right)^M + c.c.,
\]

We imply here that the characteristic frequency of scattering on the disorder potential (the inverse scattering time) is much smaller than \( \omega_0 \). Here the subscript 0 means that the quantities are taken at \( \mu_0 = 0 \). We introduced the superscript to denote the shifting of the frequency

\[
K^{[\pm]} = K(\omega \pm \omega_0/2), \quad K^{[0]} = K(\omega).
\]

Using the above expression we consider the system of \( 2 \times 1 \)D Dirac fermions, and obtain that any time dependent perturbation of the form

\[
\hat{H} \rightarrow \hat{H} - \mu_0 g(t)
\]

does not lead to modifications of Hall conductivity as long as function \( g(t) \) does not contain harmonics with frequencies larger than bare mass parameter \( m \). This conclusion is valid to the first order in \( \mu_0 \).

4. For non-equilibrium 2D systems that are static in the absence of external electric field we obtain the following expression for the Hall conductivity averaged over the system area

\[
\bar{\sigma}_H = -\frac{N_f}{2\pi} + \bar{\sigma}_{H,fr},
\]

with

\[
N_f = -\frac{1}{48\pi^2 \mathcal{V}} e^{i\nu p} \int d\pi^0 \int d^2 x \text{tr} (\partial_x Q \star \partial_x G \star \partial_x Q \star G) f(\pi^0) + c.c.,
\]

where \( f(\pi_0) \) is the initial one-particle distribution function (it is assumed that it depends only on energy). \( \int \) is an integral over the contour surrounding the real axis in the positive direction, while

\[
Q(x, \pi) = \pi^0 - H_{\Pi}(x, \pi),
\]

\[
Q(x, \pi) \star G(x, \pi) = 1.
\]

At the same time

\[
\bar{\sigma}_{H,fr} = \frac{1}{8 \mathcal{V} (2\pi)^3} \int d^3 x d^2 \chi \text{tr} \left( (\partial_x Q^R \star G^R + \partial_x Q^A \star G^A) \star \partial_x Q^R \star (G^A - G^R) \right) \partial_x f(\pi^0) + c.c.
\]

is the contribution to Hall conductivity proportional to the derivative of the distribution \( f(\pi^0) \). By the superscript \( R/A \) we denoted the retarded/advanced components of the Green function (and of \( Q \)). It is worth mentioning that the similar expression has been obtained in \([96]\). In obtaining these expressions we do not use any separation of variables to “fast” and “slow”, the system should not be translational invariant, which results in the appearance of the Moyal products. The above expressions admit the presence of disorder. It has to be weak in the sense that the disorder potential variation on the inter-atomic distance may be neglected.

By the ordinary symmetric conductivity we obtain

\[
\bar{\sigma}_s^{ij} = \frac{1}{8 \mathcal{V} (2\pi)^3} \int d^3 x d^2 \chi \text{tr} \left( (\partial_x Q^R \star G^R + \partial_x Q^A \star G^A) \star \partial_x Q^R \star (G^A - G^R) \right) \partial_x f(\pi^0) + c.c.
\]

In order to check our approach we demonstrate that our expression for Hall conductivity is reduced to an \( \epsilon \to 0 \) limit of
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\[ \sigma_H = \frac{i e^j}{2\gamma} \]
\[ \sum_{nk} \frac{f(\mathcal{E}_k)}{(\mathcal{E}_k - \mathcal{E}_n - i\epsilon)(\mathcal{E}_k - \mathcal{E}_n + i\epsilon)} \langle n|\hat{v}_i|k\rangle\langle k|\hat{v}_i|n\rangle + \text{c.c.} \]

(114)

Being written in this form it coincides with Eq. (1) of [93]. Here \( \mathcal{E}_k \) is the energy level corresponding to the eigenvector \( |k\rangle \) of one-particle Hamiltonian, while \( \hat{v}_i \) is the (one-particle) velocity operator.

5. As an application of the above-mentioned results we calculate DC Hall conductivity for the system of massive 2D Dirac fermions. The calculation gives for the case of thermal equilibrium with vanishing Fermi energy:

\[ \sigma_H = -\frac{e}{4\pi} \int_{|\mathbf{k}|}^{+\infty} \frac{d\mu}{u^2 \theta(u/2)} \]

(115)

with \( e = e_F m/\hbar). \)

6. We briefly consider interaction corrections to the response of electric current to (constant) external field strength for the case of \textit{static} systems, when the one-particle Hamiltonian does not depend on time. One loop corrections to electric current averaged over the system volume due to exchange by bosonic excitation with propagator \( D \) and trivial interaction vertex (equal to 1) is given by

\[ J_{iP}^{\mu}(1) = \frac{F^{\mu\nu}}{4V} \int \frac{d^Dx d^{D+1}\pi}{(2\pi)^{D+1}} \frac{d^{D+1}P}{(2\pi)^{D+1}} \mathcal{D}(P) \]

\[ \text{tr} \left[ \left( \partial_{\mu} \hat{Q} \right) \star \hat{G} \star \left( \left( \hat{G} \star \partial_{\nu} \hat{Q} \star \hat{G} \star \partial_{\alpha} \hat{\phi} \star \hat{G} \right)_{x-P} + \hat{G}_{x-P} \star \hat{G} \star \partial_{\nu} \hat{Q} \star \hat{\phi} \star \hat{G} \right) \right] + \text{c.c.} \]

(116)

Here \( |x-P\rangle \) means that we substitute in the given expression \( \pi - P \) instead of \( \pi \). The obtained correction is in general case nonvanishing out of equilibrium.

9 Conclusions

In the present paper we proceed the line of research related to incorporation of Wigner-Weyl calculus to Keldysh technique (see also previous works in this direction [69–73] and references therein). Keldysh technique represents actually the complete nonequilibrium quantum field theory, which has conventional QFT and equilibrium quantum statistical physics as its limiting cases. Therefore, the expected applications of Keldysh technique cover all fields of physics, where quantum field theory description is relevant: from condensed matter theory to nuclear physics, elementary particle physics and quantum cosmology. Wigner-Weyl calculus allows to deal with the nonhomogeneous systems as if they are homogeneous. Namely, in [62] the diagram technique has been constructed that allows to deal with Wigner transformed propagators instead of the ordinary ones. This technique contains the same amount of integrations over momenta as the one for the homogeneous systems. Using our present approach it may be extended without any modifications to Keldysh QFT. The only change is that the equilibrium propagators are substituted by the Keldysh ones.

Particular cases of application of this technique have been delivered in the present paper. Namely, we perform the gradient expansion for the calculation of fermion propagator and use it to calculate Hall conductivity. This gives Eq. (38). It is an extension of the result presented in [69] to non-homogeneous systems. In [69] its limiting case has been derived for the case when without external electric field the system is homogeneous, although non-equilibrium. Notice that in [71] all orders of gradient expansion have been discussed. Further we consider the particular case of a non-interacting static non-equilibrium system. In this case the Hall conductivity averaged over the whole volume of the system contains a contribution, which is robust to smooth modification of the system that leaves it static and noninteracting (i.e. the one-particle Hamiltonian in such a system does not depend on time), and does not change the initial distribution. This property may be considered as a “limited robustness”. Actually, our Eq. (110) is an extension of the previously obtained expression of [63] for Hall conductivity of the system that would take place in thermal equilibrium at \( T = 0 \) without external electric field. The non-topological contribution to Hall conductivity may be neglected if derivative of the distribution function may be neglected. We demonstrate that under the same condition the leading order correction to Hall conductivity from interactions via bosonic excitations vanishes.

Possible extension of our results to the case of non-equilibrium system of general type (when one-particle Hamiltonian depends on time) is a challenge of the work to be done as a continuation of the present study. Working in this direction in the present paper we consider the system of continuous 2D Dirac fermions. In equilibrium at zero temperature each of the fermions contributes to the Hall conductivity with a term proportional to half of the Klitzing constant. (Notice that in bulk systems there is always an even number of such fermions, so that the total conductivity is proportional to integer multiple of Klitzing constant. However, surface fermions, as in Topological Insulators, can also come in odd numbers.) The dependence of chemical potential on time does not change this property unless there are Fourier
harmonics with frequencies larger than the fermion mass. This calculation represents the way how in principle our general expression of Eq. (38) may be applied to the consideration of various real processes.

We expect also that the proposed methodology may be useful for the consideration of non-equilibrium counterparts of the other non-dissipative transport phenomena. In particular, the non-equilibrium chiral magnetic effect (CME [76–80]) may be studied using this technique together with various paths to equilibrium from a non-equilibrium system. Besides, we expect an extension of the approach of [66] to consideration of chiral separation effect (CSE [81, 82]) out of equilibrium. Our technique allows to represent the corresponding conductivities (QHE, CME, CSE) in terms of the Wigner-transformed propagators. In thermal equilibrium at small temperatures all of them are expected to be reduced to the topological expressions. In the present paper we demonstrated this for the case of the QHE. The same refers also to the other members of the family of non-dissipative transport effects [83] (say, chiral vortical effect (CVE [76, 84–86]) and chiral torsional effect (CTE [87])). In this respect the case of the CME is especially interesting since in true equilibrium its conductivity vanishes [88, 89]. However, the previous studies indicate that approaching to equilibrium with different orders of limits may restore the naive expression for the CME conductivity in one of the limits (when spatial inhomogeneity is taken off earlier than inhomogeneity in time) [90]. Also it would be interesting to calculate expression for negative magnetoresistance in Dirac/Weyl semimetals using rigorous Keldysh technique. This expression may shed light on the open question about the non-equilibrium version of CME (the one in the presence of parallel electric and magnetic fields [91]). The CVE appears to be intimately related to the CSE [84]. Therefore, the technique of [66] may be transferred to its consideration and adopted also to the Keldysh QFT. CTE represents a certain generalization of the CVE [87]. Therefore, our technique may easily be used for its investigation as well. Notice, that the CTE is essentially a finite temperature phenomenon. Therefore, here the calculation of both interaction corrections and corrections due to the non-equilibrium dynamics is especially interesting.

**Appendix A: Lesser component of a product of operators**

Here we consider the static non-interacting system with the one-particle Hamiltonian that does not depend on time. We will show that if the derivative of distribution function may be neglected

\[
H \equiv \int d^{D+1} x \text{ tr } (K_1 \star K_2 \star \ldots \star K_n) <
\]

\[
= \int d^{D+1} x f(x) \left[ \text{ tr } (K_1 \star K_2 \star \ldots \star K_n)^A \right.
\]

\[
- \text{ tr } (K_1 \star K_2 \star \ldots \star K_n)^R, \tag{A1}
\]

where each of the \( K_i \) is a Green’s function \( G \), its inverse \( Q \) or a derivative of one of those, \( f(x) \) stands for the initial distribution of the system, not necessarily the equilibrium one. See (14), (19) and (20) for the notions of \( A/R \) and “lesser” components.

To prove the above, we first note that

\[
(K_1 \star K_2 \star \ldots \star K_n) < = \sum_{i=0}^n [K_1^R \star \ldots \star K_i^R \star K_{i+1}^A \star \ldots \star K_n^A], \tag{A2}
\]

so that in every term of this sum there only one factor in the “lesser” form.

In the case of a static system for any \( K_i \) that does not contain derivatives of \( G/Q \), we have (see Eqs. 19 and 20)

\[
K_i^< = (K_i^A - K_i^R) f(x). \tag{A3}
\]

Then \( H \) becomes

\[
H = \sum_{i=0}^n \int d^{D+1} x \text{ tr } [K_1^R \star \ldots \star K_i^R \star [\langle (K_{i+1}^A - K_{i+1}^R) f(x) \rangle \star K_{i+2}^A \star \ldots \star K_n^A]]
\]

\[
\equiv \sum_{i=0}^n \int d^{D+1} x \text{ tr } [K_1^R \star \ldots \star K_i^R \star [K_{i+1}^A f(x)]]
\]

\[
\star K_{i+2}^A \star \ldots \star K_n^A \]

\[
- \text{ tr } [K_1^R \star \ldots \star K_i^R \star [K_{i+1}^R f(x)] \star K_{i+2}^A \star \ldots \star K_n^A]. \tag{A4}
\]

This expression can be simplified in the case when position of \( f(x) \) is irrelevant, i.e. when \( K_i \star f(x) = K_i f(x) \). It is possible in two cases: a) when derivatives of \( f(x) \) can be assumed being small; b) when all \( K_i \) do not depend on time, while \( f(x) \) depends only on the energy. In the former case, the following expression is only approximate, while in the latter it is exact:

\[
H = \sum_{i=0}^n \int d^{D+1} x f(x) \text{ tr } (K_1^R \star \ldots \star K_i^R \star K_{i+1}^A \star K_{i+2}^A \star \ldots \star K_n^A)
\]

\[
- f(x) \text{ tr } (K_1^R \star \ldots \star K_i^R \star K_{i+1}^R \star K_{i+2}^R \star \ldots \star K_n^R), \tag{A5}
\]

We can see now that in the \( i \)-th contribution to the sum the first term in the parentheses cancels the second one at \( i = 1 \).
Thus, we will be left only with the first and the last terms of the summation:

\[
H = \int d^{D+1}\pi f(\pi) \left[ \text{tr} \left( K_1^A \cdots K_n^A \right) - \text{tr} \left( K_1^R \cdots K_n^R \right) \right].
\]  
(A6)

Very similar consideration is valid when

\[
K_i = \partial_x G \text{ or } K_i = \partial_x Q.
\]
(A7)

To show it we recall, that due to the mutually inverse nature of \(G\) and \(Q\), we can always write a derivative of one as a sandwiched derivative of the other,

\[
\partial_x Q = -Q \partial_x G \quad \partial_x G = -G \partial_x Q.
\]

Then, it is sufficient to analyse expressions of the following type entering (A2) in place of one of the \(K\)-s:

\[
G^R \partial_x Q^C \star G^A = G^R \partial_x \left[ (Q^A - Q^R) f(\pi) \right] \star G^A
\]

\[
= G^R \left[ \partial_x (Q^A - Q^R) f(\pi) \right] \star G^A
\]

\[
+ G^R \left[ \partial_x f(\pi) \right] (Q^A - Q^R) \star G^A.
\]
(A8)

Provided that the derivative of \(f\) may be neglected, the derivatives of \(G\) and \(Q\) behave similarly to \(G\) (\(Q\)) themselves in considered construction, and (A1) holds valid. In Appendix B we give the more detailed derivation in an important particular case of Hall conductivity, when last term of the above is important.

Finally, we note that disregarding the derivatives of \(f(\pi)\) is justified, in particular, when considering the low temperature limit of the initially equilibrium distribution. Moreover, if \(f = f(\pi_0)\) is thermal equilibrium distribution indeed, we can further rewrite (A2) as a sum over the Matsubara frequencies.

Indeed, by using the analytic properties of \(K^{R/A}\) (as inherited from those of \(G/Q\)) we have

\[
H = \int_{\text{Im}\pi_0 = -0} d^{D+1}\pi f(\pi_0) \text{tr} \left( K_1^* K_2^* \cdots K_n^* \right)
\]

\[
- \int_{\text{Im}\pi_0 = +0} d^{D+1}\pi f(\pi_0) \text{tr} \left( K_1 K_2 \cdots K_n \right).
\]
(A9)

Closing now the integration contour over \(\pi_0\) into upper (lower) half-plane in the first (second) terms of the above, we transform the original integrals to the two integrals surrounding poles of \(f(\pi_0)\). Those are given by imaginary unit times Matsubara frequency \(\omega_j = (2j + 1)\pi/\beta\). Calculating the integral using residue theorem we obtain:

\[
H = 2\pi i T \int d^D\pi \sum_{\omega_j} \text{tr} \left( K_1^M \star K_2^M \cdots K_n^M \right)
\]

(A10)

here the superscript \(M\) indicates that corresponding function is taken at Matsubara frequency: \(K^M(\omega_j, \pi_1, \ldots, \pi_D) \equiv K(i\omega_j, \pi_1, \ldots, \pi_D)\). In the limit of small temperatures the sum over the Matsubara frequencies is reduced to an integral and we arrive at:

\[
H = i \int d^{D+1}\pi \text{tr} \left( K_1^* K_2^* \cdots K_n^* \right).
\]
(A11)

Here \(11\) is “Euclidean” \(D + 1\) - momentum, i.e. \(\Pi^{D+1} = \omega\) is continuous Matsubara frequency, \(\Pi^i = \pi^i\) for \(i = 1, \ldots, D\).

Appendix B: Conductivity in a static system without interactions

Here we derive expressions for Hall and symmetric conductivities through Wigner transformed Green’s functions for the case of a noninteracting static system, in which initial non-thermal distribution depends on energy only in \(2 + 1D\).

We start from tensor \(K^{\mu \nu \rho}\) defined in Eq. (74):

\[
K^{\mu \nu \rho} = \frac{1}{4V} \int d^3x d^3y \left( \partial_{\mu} \hat{Q}_0 \star \hat{G}_0 \star \partial_{\nu} \hat{Q}_0 \star \partial_{\rho} \hat{G}_0 \right)^{<} + \text{c.c.}
\]
(B1)

Hall conductivity is given by \(K^{0j} - K^{j0}\), so we study both terms separately. We have
\[ K^{0ij} = \frac{1}{4V} \int \frac{d^3 \pi d^3 x}{(2\pi)^3} \]
\[ \text{tr} \left( \partial_\sigma \tilde{Q}_0 \star (\partial_\tau \tilde{G}_0 \star (\partial_\gamma \tilde{Q}_0 \star \tilde{G}_0)) \right) + \text{c.c.} \]
\[ = \frac{1}{4V} \int \frac{d^3 \pi d^3 x}{(2\pi)^3} \]
\[ \text{tr} \left( \partial_\sigma \tilde{Q}_0^R \star (\partial_\tau \tilde{G}_0^R \star (\partial_\gamma \tilde{Q}_0^R \star \tilde{G}_0^R)) \left( (G_0^A - G_0^R) f(\pi_0) \right) \right) \]
\[ + \frac{1}{4V} \int \frac{d^3 \pi d^3 x}{(2\pi)^3} \]
\[ \text{tr} \left( \partial_\sigma \tilde{Q}_0^R \star (\partial_\tau \tilde{G}_0^R \star (\partial_\gamma \tilde{Q}_0^R \star \tilde{G}_0^R)) \right) (G_0^A - G_0^R) f(\pi_0) \]
\[ + \frac{1}{4V} \int \frac{d^3 \pi d^3 x}{(2\pi)^3} \]
\[ \text{tr} \left( \partial_\sigma \tilde{Q}_0^R \star (\partial_\tau \tilde{G}_0^R \star (\partial_\gamma \tilde{Q}_0^R \star \tilde{G}_0^R)) \right) \right) + \text{c.c.} \]
\[ = \frac{1}{4V} \int \frac{d^3 \pi d^3 x}{(2\pi)^3} \]
\[ \text{tr} \left( \partial_\sigma \tilde{Q}_0^R \star (\partial_\tau \tilde{G}_0^R \star (\partial_\gamma \tilde{Q}_0^R \star \tilde{G}_0^R)) \right) f(\pi_0) \]
\[ + \frac{1}{4V} \int \frac{d^3 \pi d^3 x}{(2\pi)^3} \]
\[ \text{tr} \left( \partial_\sigma \tilde{Q}_0^R \star (\partial_\tau \tilde{G}_0^R \star (\partial_\gamma \tilde{Q}_0^R \star \tilde{G}_0^R)) \right) f(\pi_0) \]
\[ + \frac{1}{4V} \int \frac{d^3 \pi d^3 x}{(2\pi)^3} \]
\[ \text{tr} \left( \partial_\sigma \tilde{Q}_0^R \star (\partial_\tau \tilde{G}_0^R \star (\partial_\gamma \tilde{Q}_0^R \star \tilde{G}_0^R)) \right) f(\pi_0) \]
\[ + \frac{1}{4V} \int \frac{d^3 \pi d^3 x}{(2\pi)^3} \]
\[ \text{tr} \left( \partial_\sigma \tilde{Q}_0^R \star (\partial_\tau \tilde{G}_0^R \star (\partial_\gamma \tilde{Q}_0^R \star \tilde{G}_0^R)) \right) f(\pi_0) + \text{c.c.} \]
\[ \text{(B2)} \]

In the last equality we used that position of \( f(\pi_0) \) is irrelevant, see App. A. Very similarly, for \( \psi^{00} \) we have

\[ \psi^{00} = \frac{1}{4V} \int \frac{d^3 \pi d^3 x}{(2\pi)^3} \]
\[ \text{tr} \left( \partial_\sigma \tilde{Q}_0 \star (\partial_\tau \tilde{G}_0 \star (\partial_\gamma \tilde{Q}_0 \star \tilde{G}_0)) f(\pi_0) \right) \]
\[ + \frac{1}{4V} \int \frac{d^3 \pi d^3 x}{(2\pi)^3} \]
\[ \text{tr} \left( \partial_\sigma \tilde{Q}_0 \star (\partial_\tau \tilde{G}_0 \star (\partial_\gamma \tilde{Q}_0 \star \tilde{G}_0)) \right) f(\pi_0) \]
\[ + \frac{1}{4V} \int \frac{d^3 \pi d^3 x}{(2\pi)^3} \]
\[ \text{tr} \left( \partial_\sigma \tilde{Q}_0 \star (\partial_\tau \tilde{G}_0 \star (\partial_\gamma \tilde{Q}_0 \star \tilde{G}_0)) \right) f(\pi_0) \]
\[ + \frac{1}{4V} \int \frac{d^3 \pi d^3 x}{(2\pi)^3} \]
\[ \text{tr} \left( \partial_\sigma \tilde{Q}_0 \star (\partial_\tau \tilde{G}_0 \star (\partial_\gamma \tilde{Q}_0 \star \tilde{G}_0)) \right) f(\pi_0) + \text{c.c.} \]
\[ \text{(B3)} \]

Both in (B2) and (B3) one might be tempted to put in the limit \( \epsilon \to 0 \)

\[ \partial_\sigma \tilde{Q}_0^R \star (G_0^A - G_0^R) \approx \tilde{Q}_0^R \star \partial_\sigma \tilde{G}_0^R \star \tilde{Q}_0^R \star (G_0^A - G_0^R) = 0, \]

alleging that \( Q_0^R \star (G_0^A - G_0^R) = O(\epsilon) \). While the latter is true, the former is not legitimate since near the pole \( \partial_\sigma \tilde{G}_0^R \approx 1/e^2 \) and the whole expression is not vanishing.

Thus, for the Hall conductivity we obtain

\[ -\sigma_H = \frac{1}{4\pi} \times \frac{4\pi^2}{V} \int d^3 \pi d^3 x \]
\[ \text{tr} \left( \partial_\sigma \tilde{Q}_0 \star \partial_\tau \tilde{G}_0 \star \partial_\gamma \tilde{Q}_0 \star \tilde{G}_0 \right) f(\pi_0) \]
\[ - \frac{1}{2\pi} \times \frac{4\pi^2}{V} \epsilon^{\mu\nu\rho} \int d^3 \pi d^3 x \]
\[ \text{tr} \left( \partial_\sigma \tilde{Q}_0 \star \partial_\tau \tilde{G}_0 \star \partial_\gamma \tilde{Q}_0 \star \tilde{G}_0 \right) f(\pi_0) \]
\[ + \frac{1}{8V} \epsilon^{\mu\nu\rho} \int d^3 \pi d^3 x \]
\[ \text{tr} \left( \partial_\sigma \tilde{Q}_0 \star \partial_\tau \tilde{G}_0 \star \partial_\gamma \tilde{Q}_0 \star (G_0^A - G_0^R) \right) f(\pi_0) + \text{c.c.} \]
\[ \text{(B4)} \]

Here

\[ A_{ij} = \frac{1}{8V} \int \frac{d^3 \pi d^3 x}{(2\pi)^3} \text{tr} \left( (\partial_\sigma \tilde{Q}_0) \star \tilde{G}_0 \star (\partial_\tau \tilde{Q}_0) \right) \]
\[ \text{tr} \left( \partial_\sigma \tilde{Q}_0 \star \tilde{G}_0 \star (\partial_\tau \tilde{Q}_0) \right) \]
\[ \star (G_0^A - G_0^R) \right) f(\pi_0) + \text{c.c.}, \]

and

\[ N_j = -\frac{1}{48\pi^2 V} \epsilon^{ijk} \int d\pi \int d^2 \pi d^3 x \]
\[ \text{tr} \left( (G_0 \star \partial_\sigma \tilde{Q}_0 \star \partial_\tau \tilde{G}_0 \star \partial_\gamma \tilde{Q}_0) \right) f(\pi_0) + \text{c.c.}, \]

where \( \mu \) is an integral over the contour encompassing the whole real axis in positive direction, while

\[ Q_0(x, \pi) = \pi_0 - H_{W}(x, \pi), \]
\[ G_0(x, \pi) \star Q_0(x, \pi) = 1. \]

In a similar way for the longitudinal conductivity we obtain

\[ \sigma_{||} = A_{(ij)} + \text{c.c.} \]

**Appendix C: Conductivity in terms of the velocity operator**

Let us now rewrite (B4) in terms of the matrix elements of the velocity operator, similar to the derivation given in [63]. For this end we shall use that the trace of the Weyl symbols over the phase space is equal to the functional trace of a
product of corresponding operators, for instance, given by the trace of their matrix elements over momentum space

\[
\text{Tr}(A_\omega \ast B_\omega) \equiv \int d^3X \int \frac{d^3P}{(2\pi)^3} \text{tr}(A_\omega \ast B_\omega) = \text{Tr} \hat{\Lambda} \hat{B} = \int d^3P d^3Q \text{A}(P,Q) B(Q,P),
\]

where \( P^i = (p_0, p_1, p_2) = (\omega, p) \) and \( X^i = (x_1, x_2) = (t, x) \). Applying this formula to Eq. (6E) we come to

\[
N_f = -\frac{e^{\nu\omega}}{48\pi^2} \sqrt{\pi} \int d\omega d\alpha^{(1)} f(\alpha^{(1)}) \int d^3P^{(1)} \prod_{i=2}^{4} d^3P^{(i)} \text{tr} \left[ G(P^{(1)}, P^{(2)}) \left[ \partial_{\alpha^{(2)}_\omega} + \partial_{\omega^{(2)}_n} \right] Q(P^{(2)}, P^{(3)}) \left\{ \left[ \partial_{\alpha^{(3)}_\omega} + \partial_{\omega^{(3)}_n} \right] Q(P^{(4)}, P^{(1)}) \right\} + \text{c.c.} \right]
\]

For the non-interacting fermions described by Hamiltonian \( \mathcal{H} \) with energy eigenstates \( |n\rangle; \mathcal{H}|n\rangle = \varepsilon_n |n\rangle \), the matrix elements in the above are given by

\[
Q(P^{(1)}, P^{(2)}) \equiv \langle P^{(1)} | \hat{T} | P^{(2)} \rangle = \delta^{(1,2)}(\omega^{(1)} - \omega^{(2)}) \delta(\alpha^{(1)} - \alpha^{(2)}) G(P^{(1)}, P^{(2)}) = \delta(\omega^{(1)} - \omega^{(2)}) \sum_n \frac{\langle p^{(1)} | n \rangle \langle n | p^{(2)} \rangle}{\omega^{(n)} - \varepsilon_n}.
\]

(C3)

Here \( \sum_n \) may stand both for discrete spectrum summation, and integration \( \int d\omega \) in the case of continuum one.

To perform further simplifications, we note that

\[
\partial_{\omega^{(1)}_\omega} G = -G \partial_{\alpha^{(1)}_\omega} QG,
\]

and more importantly,

\[
\left[ \partial_{\alpha^{(2)}_\omega} + \partial_{\omega^{(2)}_n} \right] \langle p^{(3)} | \mathcal{H} | p^{(1)} \rangle = i \langle p^{(4)} | \hat{\mathcal{H}} \hat{\xi}_j \rangle
\]

\[
= -\hat{\xi}_j \langle p^{(4)} | p^{(1)} \rangle = \hat{\xi}_j \langle p^{(4)} | p^{(1)} \rangle
\]

where we introduced the velocity operator \( \hat{\xi}_j = i[\mathcal{H}, \hat{\xi}_j] \). By operator \( \hat{\xi}_j \) we understand \( i\partial_{\alpha^{(1)}_\omega} \) acting on the wavefunction written in momentum representation:

\[
\hat{\xi}_j \Psi(p) = \langle p | \hat{\xi}_j | \Psi \rangle = i \partial_{\alpha^{(1)}_\omega} \langle p | \Psi \rangle = i \partial_{\alpha^{(1)}_\omega} \Psi(p).
\]

Then, for example,

\[
\hat{\xi}_j \delta^{(2)}(q - p) = \langle p | \hat{\xi}_j | q \rangle = i \partial_{\alpha^{(1)}_\omega} \delta^{(2)}(p - q) = -i \partial_{\alpha^{(1)}_\omega} \langle q | p \rangle.
\]

Therefore, we can write

\[
\hat{\xi}_j | p \rangle = -i \partial_{\alpha^{(1)}_\omega} | p \rangle.
\]

Using the above formulae, we derive that

\[
N_f = +\frac{\epsilon^j}{4 \mathcal{V}} \sum_{n,k} \int d^3p (\omega - \varepsilon_n) \int d\omega d\alpha^{(1)} f(\alpha^{(1)}) \frac{\langle p^{(3)} | n \rangle \langle n | p^{(2)} \rangle \langle \hat{\xi}_j | p^{(3)} \rangle}{\omega^{(n)} - \varepsilon_n + \text{i} \varepsilon_n} + \text{c.c.}
\]

\[
= +2\pi i \frac{\epsilon^j}{4 \mathcal{V}} \sum_{n,k} \frac{\langle \hat{\xi}_k \rangle \langle \hat{\xi}_n \rangle}{\omega^{(n)} - \varepsilon_n} + \text{c.c.}
\]

(C5)

We used here that the momentum eigenvalues compose a full set, \( \int d^3p |p\rangle \langle p| = 1 \). Note, that in the case of a discreet spectrum, the term \( n = k \) should be understood as a limit \( \varepsilon_n \rightarrow \varepsilon_k \), which gives a finite result.

For the non-topological contribution to \( \sigma_H \) and for \( \sigma_\parallel \) we shall similarly analyze \( \mathcal{A} \) given by (B5). Advanced and retarded components needed for its calculation can be obtained from (C3) as

\[
Q^{A/R}(p^{(1)}, p^{(2)}) = \delta^{(2)}(p^{(1)} - p^{(2)}) [\omega^{(1)} \pm \text{i} \varepsilon_n]
\]

\[
G^{A/R}(p^{(1)}, p^{(2)}) = \delta(\omega^{(1)} - \omega^{(2)}) \sum_n \frac{\langle p^{(1)} | n \rangle \langle n | p^{(2)} \rangle}{\omega^{(n)} - \varepsilon_n \pm \text{i} \varepsilon_n},
\]

(C6)

and thus,

\[
(G_A - G_0^R)(P^{(1)}, P^{(2)}) = 2\pi i \delta(\omega^{(1)} - \omega^{(2)}) \sum_n \delta(\omega^{(1)} - \varepsilon_n) \langle p^{(1)} | n \rangle \langle n | p^{(2)} \rangle.
\]

(C7)

Then

\[
(\tilde{Q}_0^A \tilde{Q}_0^R \tilde{Q}_0^A \tilde{Q}_0^R)(P^{(1)}, P^{(2)})
\]

\[
= \delta(\omega^{(1)} - \omega^{(2)}) \int dp^{(2)} dp^{(3)} \delta^{(2)}(p^{(1)} | p^{(2)}) \delta^{(2)}(p^{(3)} | \hat{\xi}_j | p^{(4)}) \frac{\langle p^{(2)} | n \rangle \langle n | p^{(3)} \rangle}{\omega^{(1)} - \varepsilon_n + \text{i} \varepsilon_n}
\]

\[
\langle p^{(3)} | \hat{\xi}_j | p^{(4)} \rangle,
\]

(C8)
\[ (\partial_\gamma Q_0^R \partial_\nu_Q^R \partial_\eta Q_0^R(P^{(1)}, P^{(4)}) \]
\[ = \delta(\omega^{(1)} - \omega^{(4)}) \int dp^{(3)} dp^{(4)} \langle p^{(1)}|\hat{\nu}|p^{(2)} \rangle \]
\[ \langle p^{(2)}|n|p^{(3)} \rangle \langle p^{(3)}|\hat{\nu}|p^{(4)} \rangle. \]
\]
All together it gives
\[ A_{ij} = -\frac{i}{8 V} \sum_{n,k} f'(E_k) \left[ \frac{1}{E_e - E_n + ie} \right. \]
\[ \left. - \frac{1}{E_e - E_n - ie} \right] \]
\[ \langle k|\hat{\nu}|n\rangle \langle n|\hat{\nu}|k \rangle \] + c.c.,
\]
So, that
\[ A_{ij} = -\frac{i}{8 V} \sum_{n,k} f'(E_k) \left[ \frac{1}{E_e - E_n + ie} \right. \]
\[ \left. + \frac{1}{E_e - E_n - ie} \right] \]
\[ \langle k|\hat{\nu}|n\rangle \langle n|\hat{\nu}|k \rangle - \langle k|\hat{\nu}|n\rangle \langle n|\hat{\nu}|k \rangle \] + c.c.,
\]
The limit \( \epsilon \to 0 \) of these expressions depends on the nature of the spectrum. In the continuum case, the Sokhotski-Plemelj formula gives
\[ \frac{1}{E_e - E_n + ie} - \frac{1}{E_e - E_n - ie} = -2\pi i \delta(E_e - E_n), \]
\[ \frac{1}{E_e - E_n + ie} + \frac{1}{E_e - E_n - ie} = 2\mathcal{P} \frac{1}{E_e - E_n}, \]
while in the discrete case, the expression for \( A_{ij} \) (and thus, for symmetric conductivity) will be divergent in \( \epsilon \to 0 \)
\[ \frac{1}{E_e - E_n + ie} - \frac{1}{E_e - E_n - ie} = \begin{cases} 0, & n \neq k \\ \frac{2\pi i}{\epsilon_n}, & n = k \end{cases}, \]
\[ \frac{1}{E_e - E_n + ie} + \frac{1}{E_e - E_n - ie} = \begin{cases} \frac{2}{\epsilon_n - \epsilon_k}, & n \neq k \\ 0, & n = k \end{cases}. \]

Summarizing, we have
\[ \sigma_{xy} = -\sigma_{xy} = -\frac{i e^\gamma}{4 V} \sum_{n,k} \left( \frac{f(E_e) - f(E_n) + (E_n - E_k)f'(E_k)}{(E_e - E_n)^2} \right. \]
\[ \left. + f'(E_k) \mathcal{P} \frac{1}{E_e - E_n} \right) \langle n|\hat{\nu}|k\rangle \langle k|\hat{\nu}|n \rangle + \text{c.c.} \]

We can use this expression both for continuum and discreet spectrum if in the latter case we put \( \mathcal{P} \frac{1}{\epsilon_n - \epsilon_k} = 0, \epsilon_n = \epsilon_k \).

One can see, that in the absence of the singularities at \( \epsilon_n = \epsilon_k \) the term with \( f' \) is cancelled. In Eq. (C14) the singularity is isolated in the second term in the brackets while the first term remains finite at \( \epsilon_n = \epsilon_k \) (it is reduced to \( f''(\epsilon_n)/2 \)). It is worth mentioning that one can rewrite the whole expression in the following alternative form:
\[ \sigma_{xy} = -\frac{i e^\gamma}{2 V} \sum_{n,k} \frac{f(E_e)}{(\epsilon_e - \epsilon_n - ie)(\epsilon_e - \epsilon_n + ie)} \]
\[ \langle n|\hat{\nu}|k\rangle \langle k|\hat{\nu}|n \rangle + \text{c.c.} \]

Written in this form it coincides with expression proposed in [93] (see also [94]). In order to show equivalence of Eqs. (C15) and (C14) let us represent the quotient from the former as follows:
\[ \frac{f(E_e) - f(E_n)}{(E_e - \epsilon_n - ie)(\epsilon_e - \epsilon_n + ie)} = \frac{f(E_e) - f(E_n) + (E_n - E_k)f'(E_k)}{(E_e - \epsilon_n - ie)f'(E_n)} \]
\[ - \frac{2(\epsilon_e - \epsilon_n - ie)(\epsilon_e - \epsilon_n + ie)}{(E_e - \epsilon_n + ie)(E_e - \epsilon_n - ie)} \]
\[ + \frac{f(E_k) - f(E_e) + (E_n - E_k)f'(E_k)}{(E_e - \epsilon_n + ie)(E_e - \epsilon_n - ie)} \]
\[ - \frac{2(\epsilon_e - \epsilon_n + ie)(\epsilon_e - \epsilon_n - ie)}{(E_e - \epsilon_n + ie)(E_e - \epsilon_n - ie)} \]
\[ = \frac{f(E_e) - f(E_n) + (E_n - E_k)f'(E_k)}{(E_e - \epsilon_n - ie)(\epsilon_e - \epsilon_n + ie)} \]
\[ + f'(E_k) \mathcal{P} \frac{1}{(\epsilon_e - \epsilon_n)} \]

**Appendix D: Hall conductivity for the noninteracting 2D system in the presence of constant magnetic field**

Here we demonstrate how the derived expressions allow to obtain final expressions for the conductivity. We take as an example the simplest system of free non-relativistic
electrons in the presence of constant magnetic field. The one-particle Hamiltonian is taken in its simplest form

\[ H = \frac{1}{2m} (\pi_1^2 + \pi_2^2) - \mu \]

with \( \pi_1 = \hat{p}_1 \) and \( \pi_2 = \hat{p}_2 - Bx_1 \). We have the following property specific for this Hamiltonian to be used further:

\[ e^{i\varphi} \pi_j H \pi_j = 3iB\mathcal{H} \]

The average Hall conductivity may be represented as

\[ \bar{\sigma}_H = -\frac{i}{2\mathcal{V}} e^{i\varphi} \left( \sum_{n,k|\xi_n=\xi_k} \frac{f(\xi_k) - f(\xi_n)}{(\xi_k - \xi_n)^2} \right) + \frac{1}{2} \sum_{n,k|\xi_n=\xi_k} f''(\xi_n) \langle \eta| \hat{V}_j \rangle \langle k| \hat{V}_j \rangle |n \rangle + \text{c.c.} \]  

(D1)

In order to calculate the value of \( \bar{\sigma}_H \) we decompose the coordinates \( x_1, x_2 \) as follows:

\[ \hat{x}_1 = -\frac{\hat{p}_2 - Bx_1}{B} + \hat{x}_1 = \hat{\xi}_1 + \hat{\lambda}_1, \]
\[ \hat{x}_2 = \frac{\hat{p}_1}{B} + \hat{x}_2 = \hat{\xi}_2 + \hat{\lambda}_2. \]

The commutation relations follow:

\[ [\hat{\xi}_1, \hat{\xi}_2] = i \frac{\mathcal{V}}{B}, \]
\[ [\hat{\lambda}_1, \hat{\lambda}_2] = -i \frac{\mathcal{V}}{B}, \]
\[ [\mathcal{H}, \hat{\xi}_1] = -i \frac{\partial}{\partial \xi_1} \mathcal{H}, \]
\[ [\mathcal{H}, \hat{\xi}_2] = -i \frac{\partial}{\partial \xi_2} \mathcal{H}, \]
\[ [\mathcal{H}, \hat{\lambda}_1] = [\mathcal{H}, \hat{\lambda}_2] = 0. \]

Here we use that the Hamiltonian contains the following dependence on \( x \):

\[ \mathcal{H}(\hat{p}_1, \hat{p}_2 - Bx_1) \]

and \( \frac{\partial}{\partial \hat{p}_1, \hat{p}_2} \mathcal{H} = 0 \). Thus we obtain:

\[ \bar{\sigma}_H = -\frac{i}{2\mathcal{V}} e^{i\varphi} \left( \sum_{n,k|\xi_n=\xi_k} \frac{f(\xi_k) - f(\xi_n)}{(\xi_k - \xi_n)^2} \right) \]
\[ + \frac{1}{2} \sum_{n,k|\xi_n=\xi_k} f''(\xi_n) \langle \eta| [\mathcal{H}, \hat{\xi}_1] \rangle \langle k| [\mathcal{H}, \hat{\xi}_2] \rangle |n \rangle + \text{c.c.} \]

(D2)

Here \( \rho \) is density of electrons. We used here that momentum \( p_2 \) is a good quantum number, and it enumerates the eigenstates of the Hamiltonian:

\[ \mathcal{H}|n\rangle = \mathcal{H}(\hat{p}_1, \hat{p}_2 - Bx_1)|p_2, q\rangle = \xi_q |p_2, q\rangle, \quad q \in \mathbb{N}. \]

We assume that the size of the system is \( L \times L \). Properties of the eigenstates of Hamiltonian guarantee that \( \langle p'_2, q| \hat{p}_1 |p_2, q\rangle = 0 \) for \( p'_2 \neq p_2 \). This gives

\[ \bar{\sigma}_H = \sum_q \int \frac{dp_2 L}{2\pi \mathcal{V}} \frac{f(\xi_q)}{B}. \]  

(D3)

\[ \langle x_1 \rangle = p_2/B \] plays the role of the center of orbit, and this center should belong to the interval \((-L/2, L/2)\) while \( E_q \) does not depend on momentum. This gives

\[ \bar{\sigma}_H = \frac{1}{2\pi} \sum_{q=0,1,...} f(\xi_q). \]  

(D4)

In case of thermal equilibrium this expression receives the form:
Here
\[ \hat{E}_q = \frac{B}{2m} (2q + 1) - \mu \]
where \( \mu \) is chemical potential. One can see, that at \( T \ll \frac{B}{m} \) this expression is reduced to the zero temperature expression \( \hat{E}_H = \frac{B}{2 \pi} \), where \( N \) is the number of occupied Landau Levels.

Appendix E: Robustness of \( \mathcal{N}_f \) with respect to modification of one-particle Hamiltonian

Let us consider the following quantity for the 2+1 dimensional system
\[ \mathcal{N} = \left( \frac{e^q}{48 \pi^2 \sqrt{V}} \int d^3 \pi d^2 x \right) \left( \hat{\mathcal{G}}_0 * \partial_{\pi} \hat{\mathcal{Q}}_0 * \hat{\mathcal{G}}_0 * \partial_{\pi} \hat{\mathcal{Q}}_0 + \text{c.c.} \right) \]  
(E1)

We consider the static system with distribution function that depends only on \( \pi_0 \). Variation of \( \mathcal{N} \) caused by a variation of \( \mathcal{Q} \) (such that \( \delta f(\pi_0) = 0 \)) gives:

\[ \delta \mathcal{N} = \left( \frac{3e_{ijk}}{48 \pi^2 V} \int d^3 \pi d^2 x \right) \left( \text{tr} \left( \delta \hat{\mathcal{G}}_0 * \partial_{\pi} \hat{\mathcal{Q}}_0 * \hat{\mathcal{G}}_0 * \partial_{\pi} \hat{\mathcal{Q}}_0 \right) \right) \]  
(E2)

\[ \delta \mathcal{N} = \left( \frac{3e_{ijk}}{48 \pi^2 V} \int d^3 \pi d^2 x \right) \left( \text{tr} \left( \delta \hat{\mathcal{G}}_0 * \partial_{\pi} \hat{\mathcal{Q}}_0 * \hat{\mathcal{G}}_0 * \partial_{\pi} \hat{\mathcal{Q}}_0 \right) \right) \]  
(E3)

Here similar to the case of quantities considered in Appendix A and Appendix 1 the above expressions obey the cyclic property provided that function \( f(\pi_0) \) remains unchanged and the contribution proportional to its derivative may be neglected. Further we simplify these expressions and obtain:

\[ \delta \mathcal{N} = \left( \frac{3e_{ijk}}{48 \pi^2 V} \int d^3 \pi d^2 x \text{tr} \left( \delta \hat{\mathcal{G}}_0 * \partial_{\pi} \hat{\mathcal{Q}}_0 * \hat{\mathcal{G}}_0 * \partial_{\pi} \hat{\mathcal{Q}}_0 \right) \right) + \text{c.c.} \]  
(E3)
Notice that the property proven here is not the complete topological invariance unlike the case of equilibrium at $T = 0$. The value of $\mathcal{N}$ may be changed smoothly under the change of distribution function $f(x_3)$. Moreover, its value is modified also when $f(x_3)$ remains unchanged but the terms in $\mathcal{N}$ proportional to the derivative of $f$ gives valuable contribution.

### Appendix F: Hall conductivity for the system of massive 2D Dirac fermions

The system of massive 2D Dirac fermions in equilibrium at zero temperature has been concerned in Sect. 5.2. It corresponds to

$$ Q = i\omega - v_F(\sigma^3 x_1) + \sigma^2 x_2 + \sigma^3 m. $$

Here $m$ is a mass-type parameter, $\sigma_i$ are Pauli matrices, and $I$ is a unit $2 \times 2$ matrix. In equilibrium at $T = 0$ Hall conductivity is given by

$$ \sigma_H = \frac{\mathcal{N}}{2\pi}. $$

with [83]

$$ \lambda^{(0)} = \frac{1}{2} \text{sign} m. $$

Recall that for purely two-dimensional systems these fermions always come in pairs, and the total value of $\mathcal{N}$ is integer rather than half-integer.

Now let us calculate corrections to $\sigma_H$ at finite temperatures using the developed formalism. For simplicity we consider the case when Fermi energy is set to zero. Our starting point is Eq. (C14) for Hall conductivity. The Hamiltonian can be written as follows:

$$ H = v_F \left( \frac{m}{p_1 + ip_2} - \frac{p_1 - ip_2}{m} \right) $$

In the following for simplicity we will consider the case $v_F = 1$ (the nontrivial value of Fermi velocity may be easily restored in the final answer). The eigenvalues of this Hamiltonian are $E_\pm(p) = \pm \sqrt{|p|^2 + m^2}$. The corresponding eigenvectors are

$$ |n\rangle \equiv |ap\rangle = \frac{|p|}{\sqrt{2\sqrt{|p|^2 + m^2} (\sqrt{|p|^2 + m^2} + am)}} \left( 1 - \frac{m + \frac{a \sqrt{|p|^2 + m^2}}{p_1 + ip_2}}{m + \frac{a \sqrt{|p|^2 + m^2}}{p_1 + ip_2}} \right) |p\rangle $$

Here $a = \pm 1$, with $+1$ corresponding to the conductance band with positive energy while $-1$ marks valence band with negative energy. Momenta eigenstates are normalized to 1 in discrete space, $\langle q|p\rangle = (2\pi)^2 \delta^{(2)}(q - p)/\mathcal{V}$.

Since velocity operator $v_k = \sigma_k$ does not contain momentum, its matrix elements between the states with definite momenta $p$ and $q$ contain a delta-function $\delta^{(2)}(p - q)$. In Eq. (C14) each of two sums over the quantum states is to be substituted by $\mathcal{V} \sum_{a \in \{c,r\}} d\mathbf{p}/(2\pi)^2$. We also denote

$$ \langle a, p|\hat{v}_k|b, p'\rangle \langle b, p'|\hat{v}_k|a, p \rangle = \langle a, b; i, j|p\rangle \langle b, i, j|p\rangle = \langle a, b; i, j|p\rangle \langle b, i, j|p\rangle $$

Then, after changing variables we obtain the following expression for Hall conductivity:

$$ e_p|\langle a, b; i, j|p\rangle| + \text{c.c.}, $$

where $f$ is Fermi distribution.

Using the given above explicit expressions for the 2D Dirac spinors, we obtain $e_p|\langle a, b; i, j|p\rangle| = 2i \text{Im}(+, -; 1, 2p) = 2i m/\sqrt{p^2 + m^2}$. We represent $\sigma_H = 1/(8\pi^2)$. Here

$$ I = -i \int d^2p \sum_{a, b = \pm 1} \left[ (E_a(p) - E_b(p))^2 - f(E_a(p)) - f(E_b(p)) \right] e_p(a, b; i, j|p) $$

$$ = -2i \int d^2p \left[ \frac{1}{e^{-\sqrt{p^2 + m^2}} + 1} - \frac{1}{e^{\sqrt{p^2 + m^2}} + 1} \right] \left( \frac{2m}{p^2 + m^2} \right) $$

$$ = \int d^2p \frac{m}{(p^2 + m^2)^{3/2}} \text{th} \left( \frac{e^{-\sqrt{p^2 + m^2}}}{2} \right) $$

$$ - \int d^2p \frac{m}{(p^2 + m^2)^{3/2}} \text{th} \left( \frac{e^{\sqrt{p^2 + m^2}}}{2} \right) $$

Then, after changing variables we obtain the following expression for Hall conductivity:
\[ \sigma_H = -\frac{\alpha}{4\pi} \int_{-\infty}^{+\infty} \frac{du}{u^2 \text{th}(u/2)}. \]  

where \( \alpha = v_F \beta m \equiv v_F m/T \) is dimensionless (we restored here Fermi velocity). This expression tends to \(-\frac{1}{4\pi} \text{sign} m\) at \( T \to 0 \).
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