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Abstract—Domain Generation Algorithms (DGAs) are used by adversaries to establish Command and Control (C&C) communications during cyber attacks. Blacklists of known/identified C&C domains are often used as one of the defense mechanisms. However, since blacklists are static and generated by signature-based approaches, they can neither keep up nor detect never-seen-before malicious domain names. Due to this shortcoming of blacklist domain checking, machine learning algorithms have been used to address the problem to some extent. However, when training is performed with limited datasets, the algorithms are likely to fail in detecting new DGA variants. To mitigate this weakness, we successfully applied a DGA-based malicious domain classifier using the Long Short-Term Memory (LSTM) method with a novel feature engineering technique. Our model’s performance shows a higher level of accuracy compared to a previously reported model from prior research. Additionally, we propose a new method using adversarial machine learning to generate never-before-seen malware-related domain families that can be used to illustrate the shortcomings of machine learning algorithms in this regard. Next, we augment the training dataset with new samples such that it makes training of the machine learning models more effective in detecting never-before-seen malicious domain name variants. Finally, to protect blacklists of malicious domain names from disclosure and tampering, we devise secure data containers that store blacklists and guarantee their protection against adversarial access and modifications.
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I. INTRODUCTION

Security researchers have developed many different defense mechanisms in order to protect computer systems against malware and malicious botnet C&C communications. Blacklists of malicious websites are one of the most commonly used defense mechanisms where lists of domain names or IP addresses that are flagged as harmful are maintained. Any messages to/from these listed sites are feared to host potential C&C servers and hence blocked to prevent any further communications. As a counterattack, attackers developed DGAs as a measure to thwart blacklist detection [1].

In recent years, hacker communities have been utilizing DGAs as the primary mechanism to produce millions of malicious domain names automatically through pseudo-random domain names in a very short time period [2]. Subsets of these malicious domain names are utilized to map to the C&C servers. These dynamically created domain names successfully evade static blacklist-checking mechanisms. Additionally, as one domain gets recognized and blocked, the C&C server can easily switch to another one.

To overcome the limitations of static domain blacklists, machine learning (ML) techniques have been developed to detect malicious domain names and these techniques have yielded mostly promising results [3], [4], [5]. However, the ML models do not perform well with never-seen-before DGA families when an unrepresentative or imbalanced training dataset is used. To address this problem, we propose a novel approach to generate a rich set of training data representing malicious domain names using a data augmentation technique.

Data augmentation of an existing training dataset is one way to make ML models learn better and, as a result, perform more robustly. Nevertheless, classic data augmentation merely creates a restricted reasonable alternative. In our approach, as illustrated in Figure 1, an adversarial machine learning technique is used to generate a diverse set of augmented data by means of data perturbation. The generated adversarial domain names are extremely difficult to differentiate from benign domain names. As a result, the machine learning classifier misclassifies malicious domains as benign ones. Afterwards, these adversarial examples are correctly re-labeled as malicious and reintroduced into the existing training dataset (see Figure 1). In this way, we augment the blacklist with diverse data to effectively train the machine learning models and increase the robustness of the DGA classifiers.

In addition, we devise a secure container to store and transfer the blacklists of malicious domain names in encrypted form as a Protected Spreadsheet Container with Data (PROSPECD), presented in [6]. PROSPECD provides confidentiality and integrity of the blacklists so that they can be used as training data to build a secure model. In addition to data integrity, PROSPECD provides origin integrity. This container protects the adversarial samples, used to teach the model, from unknown adversarial perturbations. The protected blacklist can be marketed commercially [7] to internet service providers and companies who need to maintain their own internal blacklists.
A. Our Contributions

Blacklist is a security strategy that keeps network flow and computer environments secure [8]. Typical network traffic blacklists include malicious IP addresses or domain names, which are blocked from communication attempts in both directions. However, the coverage of blacklists is insufficient and unreliable because adversarial hacker communities can compromise a system by generating malware domains dynamically using DGAs that easily bypass the static blacklist. Kuhrer et al. [9] evaluated 15 public malware blacklists as well as 4 blacklists, served by antivirus vendors. Their findings show that blacklists fail to protect systems against prevalent malware sites generated by DGAs.

In order to address the shortcomings of the above problem, researchers have mostly proposed solutions based on reverse engineering techniques to identify and block bot malware [10]. However, such solutions are not always feasible due to the obfuscation of underlying algorithms, as hackers adapt their algorithms swiftly to exploit the vulnerabilities in the system. Other alternative solutions require auxiliary contextual information. One of these alternative solutions focuses on the network traffic analysis [11], [12] or broad network packet examination [13], [14]. However, these techniques may not be able to keep up with large-scale network traffic. Therefore, there is a need for a sophisticated network traffic analysis tool for effective blacklisting.

In response to the above issues, detection of malicious domains has increasingly evolved towards usage of machine learning techniques. Performance of the solutions proposed to automatically detect malicious domains mostly suffers from never-seen-before malicious domains. This is due to the lack of generalization when a model is not trained effectively with representative or balanced training dataset. For this reason, blacklists must be constantly updated in order to identify and prevent DGA generated malicious domain connections.

Data augmentation is an approach where more data is created from existing data in a way that can enhance the usefulness of the application. Anderson et al. [15] demonstrated how data can be augmented more effectively by using an adversarial machine learning technique. The researchers enhanced adversarial domain names using Generative Adversarial Network (GAN) methodology. In their approach, two neural networks are trained simultaneously, and later trained with a dataset which includes adversarial samples to harden the DGA classifier. However, the main drawback of this approach is unpredictability of desirable results because of difficulties of controlling both classifiers at the same time, even though a good optimization algorithm is used. As a result, it fails to always converge to a point of equilibrium to generate new domain names. Additionally, controlling the diversity of produced samples is challenging with GAN models [16], [17]. In such cases, the newly generated data do not add to the diversity of the current data. Hence, this solution alone cannot increase the malicious detection capabilities of blacklists against never-before-seen DGA families.

To improve the accuracy of such detection mechanisms, we propose a new technique based on data perturbation without relying on a fresh public blacklist or external reputation database. In our approach, we observe how the model works and use the knowledge to mislead the DGA classifier. To do this, a noise, carefully calculated from the observation is added to the DGA based malicious domains to appear non-malicious. These adversarial samples are then predicted as benign by the machine learning (ML) model. Such adversarial attack can be addressed with an adversarial training [18]. Therefore, after correctly labeling these seemingly benign adversarial samples, the ML model is trained with the augmented dataset. The experimental results demonstrate that the retrained ML model is able to detect never-before-seen DGA malwares better than any other similar approaches.

Our work has the following contributions:

- Using a machine learning technique based on the Long Short-Term Memory (LSTM) model for automatic detection of malicious domains using a DGA classifier that analyses a massive labeled DGA dataset, character by character over.
- To the best of our knowledge it is the first study to propose the generation of malicious domain names using a data perturbation approach in order to expand the training dataset with adversarial samples.
- Demonstrating that, as expected, the LSTM model fails to recognize newly introduced adversarial samples in augmented training dataset.
- Applying an adversarial training to train the model with correct labelling of the adversarial samples in the training dataset to increase the model’s generalization ability.
- Demonstrating that the augmented training dataset can help the LSTM model to detect not only never-seen-before DGAs, but also novel DGA families.

The rest of this paper is organized as follows: the literature
review in the context of our work is discussed in section [I]. The necessary background for DGA-based malicious domain models is reviewed in Section [II]. The core design of our system, including the adversarial machine learning models to generate malicious domain names and data containers to store them, are presented in Section [IV]. We discuss the implementation of the adversarial machine learning models in Section [V]. The evaluation results of our study are presented in Section [VI]. Section [VII] concludes the paper.

II. RELATED WORK

Domain Generation Algorithms and detection of malicious domain names have been previously analyzed by different researchers for a number of years. Daniel et al. [19] presented a taxonomy of DGA types by analyzing characteristics of 43 different DGA-based malware families and compared the properties of these families. They also implemented previous studies with 18 million DGA domain data that was created to identify malicious domains. They reported further progress in DGA detection.

Detection of DGA botnets became feasible with the implementation of powerful machine learning models. Lison et al. [20] implemented a recurrent neural network model for the detection of DGAs. Their empirical study detected malicious domain names with high accuracy. Justin et al. [21] defined several models to detect malicious web sites, including a logistic regression, support vector machine, and bayesian model. They used the DMOZ dataset for benign websites while PhishTank and Spamscatter were used for malicious websites. Bin et al. [22] addressed the same issue using different machine learning classifiers for the detection of DGAs. They created a convolutional neural network (CNN) and a recurrent neural network (RNN) machine learning model for the classification of malicious and benign domain names. They compared the results of both models in terms of their performance and reported that both models performed comparably. Duc et al. [23] dealt with the multiclass imbalance problem of LSTM algorithms for the detection of malicious domain names by generating DGAs. The authors claimed that the LSTM algorithms performed poorly with imbalanced datasets. To tackle this imbalanced dataset problem, they proposed a Long Short-Term Memory Multiclass Imbalance (LSTM.MI) algorithm and showed that their proposed algorithm provided more accurate results by implementing different case studies.

In addition, Mayana et al. [24] introduced a WordGraph method to recognize dictionary based malicious domains. The authors asserted that more sophisticated DGAs are able to avoid detection of conventional machine learning classifiers. They carried out their experiments by extracting dictionary information without using reverse engineering. Bin et al. [25] defined a deep neural network model as an inline DGA detector. They caution about most of the available datasets not being good representations for malicious domains or outdated. Hence, machine learning models’ perform poorly when trained using such datasets. Furthermore, they explained that reverse engineering was a difficult method for training models. To tackle these problems, the researchers offered a novel detector for malicious domains without the need for reverse engineering. Their proposed technique was based on real traffic and reported to detect malicious domains in real time. Woodbridge et al. [3] created a machine learning classifier based on the LSTM network to detect malicious domain names in real time. Their classifier detected multiclass domains by categorizing them into particular malware families. The model predicted a domain name as malicious or benign according to this domain name without any additional information.

However, although these studies achieved high detection rates for particular DGA families, the performance of machine learning based detection systems are poor with new DGA variants when the models are trained with unrepresentative or imbalanced training datasets. To handle this issue, Anderson et al. [15] offered a GAN algorithm to generate new domain names. In their GAN approach, they implemented two different deep neural network classifiers named discriminator and generator. According to this GAN methodology, new malicious domain names are generated by the generator, which evades the discriminator’s detection. Their case studies demonstrated that new malicious domain names also bypass a random forest classifier. Once the model was trained with adversarial samples, it hardened the model against new DGA families. However, the authors did not test it on DGA families created using a dictionary. Additionally, implementation of this approach is challenging due to the need of controlling two machine learning models, which might be unsuitable for detecting malware-related domain names. Unlike this approach, we propose to augment data by using an efficient data perturbation technique that generates hard-to-detect DGA families and identifies DGA types that are created either randomly or using a dictionary.

To overcome limitations of machine learning models in aforementioned circumstances, Curtin et al. [26] proposed to combine a neural network model with domain registration supplementary information. This additional information, which is known as WHOIS data, helped the neural network model to efficiently identify the most difficult samples that were generated using English words. However, cybercriminals take advantage of bulk registration services by registering thousands of domain names in a short time, several months before the start of nefarious activities [27]. In addition, unauthorized people can access this information and falsify it by impersonating as legitimate users. This makes the information questionable. Compared to this, our approach efficiently detects DGA families solely based on the domain names, without relying on any supplementary information.

PROSPECT container used to store and transfer blacklisted malicious domain names, is presented in [6]. Compared to the privacy-preserving data dissemination concept as proposed by Lilien and Bhargava [28], it has the following features:

- Detection of several types of data leakages that can be made by authorized entities to unauthorized ones;
- Enforcement of access control policies either on a central
server or locally on a client’s side in a Microsoft ExcelAdd-in or in a cross-platform application [6].

- Container implementation as a digitally signed watermarked Microsoft Excel-compatible spreadsheet file with hidden and encrypted data and access control policies worksheets.
- On-the-fly key derivation mechanism for data worksheets.

The primary difference between PROSPECD and an Active Bundle [30], [31], [32] is that PROSPECD does not store an embedded policy enforcement engine (Virtual Machine).

In contrast with a solution to encrypt the desired cells in a spreadsheet file, proposed by Tun and Mya in [33], in PROSPECD all the data worksheets are encrypted with the separate keys, generated on-the-fly. PROSPECD supports role-based and attribute-based access control. Furthermore, digital and visual watermarks are embedded in PROSPECD to enable detection of data leakages. A Secure Data Container, proposed in [34] to store device state information, only supports centralized policy enforcement. PROSPECD supports both centralized and local policy enforcement mechanisms [6].

III. BACKGROUND

In this section, we review background information related to our research.

1) Domain Generation Algorithm (DGA): Domain generation algorithms are primary means to connect various families of malware with new or never-before-seen domains to avoid detection. There are many such DGA-based malware families (malware that connect to DGA generated domain names). According to a study, the five most known families are Conficker, Murofet, BankPatch, Bonnana, and Bobax [35]. Although many DGA-based domain names are produced randomly, some are generated using a dictionary. The detection of these types of domain names is more difficult because of their similarity to legitimate domains.

2) Gradient Descent Algorithm: The gradient descent algorithm is the most popular optimization method for using machine learning classifiers to minimize errors. It takes into account the first derivative when modifying all parameters under considerations [36]. Gradient descent always strives to find the most appropriate way to minimize errors. The learning process starts with randomly producing weight values. Most of the time, these values are set to an initial value of zero and are used to calculate the loss function value. It then uses the gradient descent algorithm to find a way to reduce the loss function. All weights are updated through the backpropagation process based on the gradient descent algorithm. We generate new adversarial domain names in our data augmentation method by utilizing and modifying the gradient descent algorithm’s behavior. In Section V explanation of how such adversarial samples are created is discussed in detail.

3) Long Short-Term Memory (LSTM) Model: The LSTM model, a specialized Recurrent Neural Network (RNN), is used in our approach for automatic detection of malicious domains. RNNs are known as supervised machine learning models that are commonly used to handle the processing of sequential data [37]. An RNN takes the previous and current inputs into account while the traditional networks consider all inputs independently. In our study, we implement the model on a character by character basis, so that it captures the importance of the order of the characters’ occurrence in the word. Essentially, the model learns the occurrences of the characters in a sequential way. For example, for the domain name google, without the top-level domain, the model first learns the character g, then o, predicting that it succeeds g. However, traditional neural networks do not take the position of the characters into account. In addition, the traditional neural networks process fixed-sized input. Similarly, they can create fixed-size output, whereas RNN does not have such limitations.

When input data like domain names have long term sequences, traditional RNN struggles to learn such long data dependencies, which is known as the vanishing gradient problem [38]. In order to avoid this problem, LSTM, which is a special kind of RNN, was introduced in [37].

LSTM relies on the gating mechanisms, where the information can be read, written or erased via a set of programmable gates. This allows recurrent nets to keep track of information over many time-steps and gain the ability to preserve long term dependencies. For example, 47faeb4f1b75a48499ba14e9b1cd895a is a malicious domain name, which has a 32 character length. LSTM keeps track of the relevant information about these characters throughout the process. Furthermore, a study has shown LSTMs outperform previous RNNs for the solution of both context-free language (CFL) and regular language problems [39]. Researchers have reported that LSTMs generalize better and faster, leading to the creation of more effective models. In our study, the LSTM model learns how to detect DGA-based malicious domains in a similar way to what is mentioned above.

IV. CORE DESIGN

A. Generating New Malicious Domain Names

Machine learning models’ performances substantially rely on the training dataset crucial for building effective classifiers. However, one of the biggest challenges with any ML model is accumulating a training dataset that is representative and balanced enough to enable the creation of an effective machine learning model. This process might be costly or time-consuming or both. A restrictive training dataset can lead to poor performance of the ML model and that is the primary reason DGA classifiers do not work well with automated malicious domain name detection. With traditional blacklists used in training, ML classifiers cannot detect never-before-seen DGA families. The model needs to be readjusted constantly with new variations of training data for effective threat detection. To address this issue, we propose to create a
blacklist with domain names using a novel adversarial machine learning technique.

Our adversarial approach is based on data perturbation techniques inspired by [18], where domain names are influenced based on the gradient descent algorithm of a targeted DGA classifier with regards to the classifier loss. Changing the gradient of the classifier maximizes loss function instead of minimizing it can mislead the malware detection classifiers. Even though these domains are malicious, the DGA classifier, based on the LSTM model, predicts them as benign. As a result, new adversarial domain are generated that can seem benign by not matching the blacklisting data. Our method is clarified mathematically below [18].

Let \( x \) be a given malicious domain name, \( y \) be labeled as malicious, \( M \) be a DGA classifier that \( M(x) : x \to y \). is the class label that \( M(x) : \hat{x} \to \hat{y} \)

\[ \text{objective} \quad \max l(M, \hat{x}, y) \quad (1) \]

\[ y \neq \hat{y} \quad (2) \]

\[ \text{subject to} \quad \hat{x} = x + \delta x \quad (3) \]

Here \( l(M,x,y) \) is the loss function of the DGA classifier in (1). A newly created adversarial domain name is predicted as benign by the DGA classifier in (2). \( \delta x \) in (3) represents perturbation added to a vector form of the given domain name. \( \delta x \) is calculated below [18].

\[ \delta x = \epsilon \text{sign}(\nabla x l(M,x,y)) \quad (4) \]

Here \( \text{sign}(\nabla x l(M,x,y)) \) represents the direction of the loss function, which minimizes the loss function of the DGA classifier, and \( \epsilon \) controls the expansion of the noise in (4). The smaller epsilon value perturbs the original feature vector slightly, while the larger one perturbs the original feature vector significantly. This misleads the DGA classifier to a great extent. On the other hand, a larger perturbation can be more easily detected than a smaller one by human eyes.

The calculated noise is included in each character embedding of input data. The resulting embedding characters with noisy calculations are compared to each character’s embedding using cosine similarity [40] to measure each distance. The final character is chosen based on this operation. The design of the model is demonstrated in Figure 2. According to the example in the figure, character g turns to c with our use of adversarial learning. Our adversarial domain name generation algorithm is summarized in Algorithm 1.

The DGA detectors can be seen as black-box devices in real-world settings. Since, in the black-box scenario, an adversary does not have any knowledge about the inner workings of the target model. Nevertheless, for the sake of simplicity, we implement our proposed technique under the white-box assumption, where we obtain optimum perturbation by accessing the target model so that we can compute gradients. Although the black-box assumptions can be perceived as more realistic for this work, it is important to keep in mind that previous studies showed that adversarial samples have the transferability property [41]. This means that an adversarial example generated for one DGA model is more likely to be misclassified by another DGA detector as well, since when different ML models are trained with the similar dataset from the same source, they learn similar decision boundaries. We leave testing adversarial examples the under black-box settings
Local PROSPECD Data Access. Authorized parties can access PROSPECD data locally, either from the Microsoft Excel® Add-in or from the standalone cross-platform application. For the first option, a user needs to "download and install the Microsoft® Excel Add-in" [6], written in C#®, open a PROSPECD container and enter valid credentials. Then the PROSPECD’s digital signature is verified. If it is valid, the "Metadata" worksheet is decrypted and access control policies, stored in this worksheet and shown in Table I are evaluated. Then the decryption keys for accessible data worksheets are derived [6]. To prevent unauthorized data disclosures, the authenticated user is not allowed to print or save the opened spreadsheet file once the Add-in has been launched. When a user closes an application, all the data are encrypted back to their original values and the visibility of all the worksheets is reset back to VeryHidden®, after which the application closes.

In addition to the Microsoft® Excel Add-in, a cross-platform application was developed to view PROSPECD data [6]. This application provides a graphical user interface and does not allow the user to store the decrypted PROSPECD files locally, to prevent possible data leakages.

V. EXPERIMENTAL METHODOLOGY

This section describes the dataset used to build a DGA classifier based on an LSTM model, along with the explanation of the model implementation.

A. Dataset

The experimental dataset includes one non-DGA (benign domain names) and 68 DGA families (malicious domain names). Data is collected from two different sources, which are publicly available [42], [19].

For benign domains, we use the Majestic top 1 million dataset [42]. This dataset includes the top one million website domain names all over the world and the dataset is updated daily. For malicious domains, we obtain data from the DGArchive, which is a web repository of DGA-based malware families [19]. This repository has over 18 million DGA domains. We have worked on 68 DGA malware families with some being generated by traditional DGAs. The remaining families were produced by dictionary DGAs. We used both traditional-based DGAs and dictionary-based DGAs with over a hundred thousand malicious domains. To ensure a fair comparison, we used a subset of 135K samples from the Majestic top 1 million dataset so that the classifier does not bias towards the majority class and thus, prevent occurrence of overfitting.

B. ML Model Implementation

We implement our LSTM model in Python using Pytorch [43]. We use the LSTM at character level with application of character embeddings (vector forms of the characters). This

| Domain Blacklist | General Info | Metadata |
|------------------|--------------|----------|
| Administrator    | YES          | YES      | YES      |
| User             | YES          | NO       | NO       |

TABLE I: PROSPECD Access Control Policies
means that we every character is encoded to a representative vector. We convert from the word spaces to vector spaces to extract better features for the machine learning classifier. Each ASCII character (total number is 256) represents a vector whose size is set to 256. In this way, we create a 256 by 256 embedding matrix where each row represents a character and character embeddings are represented by column vectors in the embedding matrix. Once the perturbation technique is employed, embedded vectors of the character of malicious domains are transformed into word space again.

We divided the dataset into training and test data. We use 90% of the dataset for training and remaining is reserved for testing. The training is used by the model to learn detection of DGA-based malicious domains. In our implementation, only the domain names are considered by the model, and the characters are pulled from the domain names character by character. At each time interval, one character’s corresponding vector is fed into the LSTM model. The character embeddings are randomly initialized at the beginning. The model is able to learn through the dependencies that is has with each other and the conditional probabilities of the aforementioned characters. Thus, each character’s embedding is learned by the LSTM model itself and the matrix is filled with these embeddings. In the test phase, the unseen data is predicted by the model as malicious or benign. The model’s performance is analyzed in section VI in detail.

In this work, our main goal is to augment the training dataset to increase the model’s resiliency and improve performance for detection of never-before-seen or yet-to-be-observed DGA families. To do this, an optimally calculated noise is added to each character embedding of the input data by the data perturbation technique. The newly created embedding with the addition of noise may not be assigned to any character. Therefore, the model looks for the closest embedding character and assigns it as the character to that corresponding embedding. Here we use approximate similarity search by applying cosine similarity that takes dot products between newly created embedding and each row of the embedding matrix to calculate the similarity. The new character is assigned to the row matrix’s corresponding character, yielding maximum similarity value.

Technically speaking, the LSTM model consists of two hidden layers along with the input and output layers. The drop out, a known regularization technique, is used with a rate of 0.5 in order to avoid overfitting. The fine-tuned parameters are found by using a batch size of 128 and a learning rate of 0.001 along with an epoch number of 6. To achieve learning rates lower than this, more iterations may be needed.

In addition, we use the adam optimization algorithm an extension to stochastic gradient descent, to minimize the error by adjusting network hyper parameters in an iterative way. Furthermore, binary cross entropy utilized for binary classification, is used as the loss function in order to measure the cost over probability distribution of malicious and benign domain names.

## VI. Evaluation

The results of our experiments are divided into two sections. Firstly, we evaluate the performance of the newly proposed LSTM model and compare it with a previous work known as DeepDGA in terms of model accuracy [15]. In addition, we report on how the model accuracy changes against tempering of input samples in order to generate adversarial instances. Finally, we analyze the DGA classifier before and after adversarial augmentation of training data.

At first, a binary classification, which simply predicts between DGA-based malicious or benign (Alexa top 135K) samples are applied. Table II demonstrates a comparison between the performance of the Deep-DGA model and our LSTM-based model. The detection rates of Cryptolocker and Dicrypt is higher with DeepDGA than our DGA classifier with the available samples. On the other hand, Locky V2, Pykspa, Ramdo and Simda are detected with better accuracy by our classifier, and the rest of the cases show the same detection rate for both. Even though the results demonstrated that the improvement was not substantial, the results could have turned out to be different, since we used a different dataset than DeepDGA.

### TABLE II: Deep-DGA and the Proposed Model Comparison

| DGA Detector          | Deep-DGA | The Proposed DGA Detector |
|-----------------------|----------|---------------------------|
| Corebot               | 1.0      | 1.0                       |
| Cryptolocker          | 1.0      | 0.98                      |
| Dicrypt               | 0.99     | 0.98                      |
| Locky V2              | 0.97     | 0.99                      |
| Pykspa                | 0.85     | 0.90                      |
| Qakbot                | 0.99     | 0.99                      |
| Ramdo                 | 0.99     | 1.0                       |
| Ramnit                | 0.98     | 0.98                      |
| Simda                 | 0.96     | 0.98                      |
| Average               | 0.97     | 0.98                      |

### A. LSTM model results

Table III shows the resulting detection rates for our model for 68 DGA families. Our findings show that our method performed with high accuracy (usually above the 0.97 accuracy margin) for most of the DGA-based malware families. We also evaluate the DGA classifier performance considering standard metrics such as precision, recall, F1-score, false positive rate (FPR), false negative rate (FNR) and area under the receiver operating characteristic curve (AUC). These evaluation metrics are widely used to measure the quality of the ML model. Using the proposed algorithm, we craft domain names from both benign (Alexa 135K) and DGA-based malicious samples. Based on different epsilon values, the changes in these evaluation metrics of the model can be viewed in Table VI. Initially, we set the epsilon value to zero to observe the actual performance of the model. Our findings show that the model performs well in terms of the aforementioned metrics. In case of the adversarial samples that were generated from malicious domain names, the accuracy rate of the LSTM model degrades with increase in epsilon value until it stabilizes at an equilibrium, because, at that
| Malware Family | Detection Rate | Number of Samples |
|----------------|----------------|-------------------|
| Bamital        | 1.0            | 1780              |
| Banjor         | 1.0            | 1129              |
| beebone        | 1.0            | 150               |
| Blackhole      | 1.0            | 1129              |
| Bobax          | 1.0            | 260               |
| Chir           | 1.0            | 98                |
| Corebot        | 1.0            | 1129              |
| Darkshell      | 1.0            | 48                |
| Dyre           | 1.0            | 1189              |
| Ebury          | 1.0            | 650               |
| Emotet         | 1.0            | 1401              |
| Feodo          | 1.0            | 180               |
| Gameover       | 1.0            | 8498              |
| Gameover P2P   | 1.0            | 1933              |
| Gspy           | 1.0            | 41                |
| Infy           | 1.0            | 1050              |
| Modpack        | 1.0            | 200               |
| Murofetweekly  | 1.0            | 1200              |
| Murofet        | 1.0            | 1201              |
| Pandabanker    | 1.0            | 1198              |
| Ramdo          | 1.0            | 1198              |
| Ranbyus        | 1.0            | 2000              |
| Redyms         | 1.0            | 30                |
| Rovix          | 1.0            | 1200              |
| Sisron         | 1.0            | 2000              |
| Sutra          | 1.0            | 2000              |
| Tsirir         | 1.0            | 50                |
| Ud2            | 1.0            | 2000              |
| Ud3            | 1.0            | 60                |
| Vidrotid       | 1.0            | 300               |
| Wd             | 1.0            | 2000              |
| Xsphellhost    | 1.0            | 35                |
| Xshlex         | 1.0            | 2000              |
| Chinad         | 0.99           | 1129              |
| Diamondfox     | 0.99           | 829               |
| Locky V2       | 0.99           | 3549              |
| Odeoer         | 0.99           | 1200              |
| Padcry         | 0.99           | 1229              |
| Qadars         | 0.99           | 2000              |
| Qakbot         | 0.99           | 4000              |
| Sphinx         | 0.99           | 2000              |
| Tinba          | 0.99           | 1998              |
| Cryolocker     | 0.98           | 4129              |
| Direcrypt      | 0.98           | 500               |
| Ramnit         | 0.98           | 1200              |
| Simda          | 0.98           | 2000              |
| Szribi         | 0.98           | 1200              |
| Volatilecedar  | 0.98           | 498               |
| Bceed          | 0.97           | 1028              |
| Ekorward       | 0.97           | 575               |
| Fober          | 0.97           | 725               |
| Pushdotid      | 0.97           | 900               |
| Pykspa 2       | 0.97           | 1200              |
| Urzone         | 0.97           | 2000              |
| Necurs         | 0.96           | 4201              |
| Dischanger     | 0.94           | 1228              |
| Suppobox       | 0.94           | 12000             |
| Tempedrevetdd  | 0.94           | 1000              |
| Proskilefan    | 0.93           | 1098              |
| Torpig         | 0.93           | 1200              |
| Vidro          | 0.93           | 1276              |
| Mira           | 0.92           | 500               |
| Pykspa 2S      | 0.92           | 1200              |
| Pykspa         | 0.90           | 1201              |
| Ud4            | 0.90           | 100               |
| Hesperbot      | 0.87           | 150               |
| Shiftu         | 0.87           | 2000              |
| Nymaim         | 0.85           | 1200              |

### TABLE III: Detection Rate of DGA Malware Families Using the LSTM Model

| Malware Family | Detection Rate | Number of Samples |
|----------------|----------------|-------------------|
| Beebone        | 1.0            | 1000              |
| Tsfirri        | 1.0            | 1000              |
| Ramdo          | 0.04           | 100               |
| Sisron         | 0.04           | 100               |
| Redyms         | 0.07           | 100               |
| Ebury          | 0.05           | 200               |
| Szribi         | 0.08           | 99                |
| Simda          | 0.08           | 99                |
| Ud4            | 0.00           | 99                |
| Ranbyus        | 0.14           | 99                |
| Vidrotid       | 0.14           | 99                |
| Pykspa 2       | 0.09           | 93                |
| Ud            | 0.17           | 93                |
| Cryptolocker   | 0.17           | 93                |
| Fober          | 0.19           | 93                |
| Pykspa 2S      | 0.17           | 93                |
| Darkshell      | 0.04           | 93                |
| Suppobox       | 0.22           | 93                |
| Urzone         | 0.30           | 93                |
| Corebot        | 0.32           | 93                |
| Locky V2       | 0.28           | 93                |
| Necurs         | 0.31           | 93                |
| Volatilecedar  | 0.03           | 93                |
| Video          | 0.31           | 93                |
| Hesperbot      | 0.17           | 93                |
| Padcry         | 0.35           | 93                |
| Bceed          | 0.37           | 93                |
| Emotet         | 0.38           | 93                |
| Pykspa         | 0.29           | 93                |
| Tempedrevetdd  | 0.35           | 93                |
| Dischanger     | 0.38           | 93                |
| Odeoer         | 0.37           | 93                |
| Proslkefan     | 0.35           | 93                |
| Pushotid       | 0.30           | 93                |
| Qadars         | 0.42           | 93                |
| Sphinx         | 0.41           | 93                |
| Bobax          | 0.43           | 93                |
| Diamondfox     | 0.31           | 93                |
| Direcrypt      | 0.41           | 93                |
| Feedo          | 0.48           | 93                |
| Sutra          | 0.49           | 93                |
| Ramnit         | 0.48           | 93                |
| Qakbot         | 0.52           | 93                |
| Mtrai          | 0.49           | 93                |
| Modpack        | 0.53           | 93                |
| Shiftu         | 0.43           | 93                |
| Nymaim         | 0.42           | 93                |
| Xsphellhost    | 0.31           | 93                |
| Torpig         | 0.39           | 93                |
| Rovix          | 0.64           | 93                |
| Blackhole      | 0.66           | 93                |
| Gameover       | 0.68           | 93                |
| Murofet        | 0.69           | 93                |
| Tinba          | 0.75           | 93                |
| Chinad         | 0.76           | 93                |
| Banjor         | 0.77           | 93                |
| Pandabanker    | 0.78           | 93                |
| Dyre           | 0.81           | 93                |
| Ekorward       | 0.82           | 93                |
| Gameover P2P   | 0.83           | 93                |
| Infy           | 0.84           | 93                |
| Xshlex         | 0.85           | 93                |
| Chir           | 0.98           | 93                |
| Gspy           | 0.98           | 93                |
| Bamital        | 0.99           | 93                |
| Murofetweekly  | 0.99           | 93                |
| Ud            | 0.99           | 93                |
| Wd             | 0.99           | 93                |
TABLE V: Transformation of Alexa Domain Name Samples.

| Epsilon | Malicious | Benign |
|---------|-----------|--------|
| 0       | 0.68 0.68 | 0.99 0.99 |
| 1       | 0.65 0.65 | 0.95 0.95 |
| 2.5     | 0.66 0.66 | 0.88 0.88 |
| 5       | 0.62 0.62 | 0.77 0.77 |
| 10      | 0.76 0.76 | 0.66 0.66 |
| 11      | 0.76 0.76 | 0.66 0.66 |

TABLE VI: Performance of the DGA Classifier vs. Penetration Coefficient for Both Benign and Malicious Domains.

| Epsilon | Malicious | Benign |
|---------|-----------|--------|
| 0       | 0.77 1.2  | 0.46 0.48 |
| 11      | 0.76 0.69 | 0.65 0.65 |

point, the model has been trained well enough to recognize malicious domains. In addition, the dissimilarities between the benign class and the malicious class drastically increase. This indicates the limit of misclassification, even with increasing epsilon values.

We also consider benign instances as an input to corrupt the benign samples for creating the adversarial domain names. Subtle perturbations do not decrease an accuracy much, since the injected epsilon values do not manipulate the original data sufficiently to cause misclassification. When we continue to increase the penetration coefficient that causes slight differences to the original benign data, the model fails to recognize these changes. Therefore, the model performance is dramatically impaired. As we further scale up the noise, the model starts to predict these drastic modifications more accurately, due to severe degradation of the input. Table V shows how the domain name samples are transformed by the epsilon values.

It is noteworthy to observe the decreasing accuracy of our DGA classifier as we add perturbations because adversarial examples mislead the model into making incorrect decisions that increase the number of false positives and false negatives. The various adversarial samples that are created by injecting noise has the potential to deceive the LSTM model even more than the adversarial samples generated by GAN. In the study of Anderson et al. [15], it was found that the detection rate of the model is 48.0%, which means that they achieved an attack success rate of about 53%. Table VI shows instances of LSTM model’s accuracy to be around 45% with different perturbation coefficients. We achieved the highest attack success rate of 56%, which is higher than the GAN approach by 3%, indicating that our model generated DGA families are able to deceive the ML model more effectively.

B. Improving the LSTM Model with Augmented Training Data

As discussed above, we are able to successfully produce adversarial domain names that can bypass detection by the LSTM model. We show that successful augmentation of training data samples can be done with our proposed method. Changes in penetration coefficients can impact the DGA classifier to different extents in terms of the model accuracy.

We later modify the dataset by injecting correctly labelled adversarial domains. We replace every malicious training samples with its adversarial counterpart including the top Alexa 135K in the training set, and re-train the model. Table IV shows the differences before and after training with adversarial samples when the epsilon value is 11. Our reason for selecting the value 11 for the epsilon is to illustrate the maximum damage to the well-trained LSTM model and how training the model with augmented data performs much better.

When the model is trained with adversarial samples, the model is able to detect unseen malicious samples in the training set to a larger extent. The hardened classifier increases the model’s detection ability for each DGA family, as can be seen from Table IV. As noted for some family groups, such as Bamital, Gspy, and Ud2, the adversarial manipulation did not have any significant impact on model accuracy (within 1%). However, for most others, the training with augmented data boosted accuracy immensely, on some occasions reaching up to 100%. As a result, the model trained with adversarial samples has shown to perform much more accurately, close to the performance of the model before adversarial manipulation.

VII. Conclusions

In this paper, we presented a novel detection system based on an LSTM model for the detection of both traditional and dictionary-based DGA generated domains using the character-by-character approach. Our experimental findings show that the LSTM-based model can detect malicious domains with a trivial margin of error.

However, machine learning models are unable to learn the characteristic behaviors of DGA-based malicious domains if there are new or never-seen-before data in the testing dataset. In this study, we highlight this issue with an adversarial manipulation using different data perturbation cases. According to our findings, newly generated domains using the proposed perturbation approach could not be detected by the DGA classifier. After we trained the model with the augmented training
dataset, including adversarial samples, the experimental results show that the LSTM model was able to detect previously unobserved DGA families.

We store malicious domain names, detected by our model, in a Protected Spreadsheet Container with Data (PROSPECD). It provides data confidentiality and integrity, as well as origin integrity, role-based and attribute-based access control. PROSPECD protects the domain names in transit and at rest against adversarial access and modifications.
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