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Abstract: Since requirements of service demands are becoming increasingly complex and diversified, one of the success factors of a multimodal service system is its capability to design a specific service instance satisfying a specific set of requirements. This capability is further highlighted in Ad Hoc Multimodal Service Systems (AHMSSs), where service instances rarely follow a standard form of service delivery and exist only for a limited time. However, due to the increasing scale and frequency of services in many business and public sectors, meeting the desired level of capability has become troublesome. A well-designed Artificial Intelligence (AI) approach can be a solution to the difficulty by addressing the underlying complexity and uncertainty of the AHMSS design process. To conceptualize and foster AI applications to an AHMSS, this study identifies key decision-making problems in the AHMSS design process and discusses the role of AI in the process. The results will form the basis for AI development and implementation for an AHMSS and relevant service systems.
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1. Introduction

Multimodal service systems deliver services to demands by using a combination of multiple means or resources of the systems. Due to these systems’ flexibility in forming services with different configurations and capabilities, they have been actively implemented in various businesses and public sectors. A suitable example of this application is a multimodal transportation system, where a set of goods is transported via a combination of multiple means (container ships, trucks, trains, etc.) to meet demands with different geographical and operational conditions [1,2].

The flexibility in designing a service makes multimodal service systems more important in emergency and large-scale services, where how a service is delivered is not clearly defined until the demands occur and the desired services for the demands rarely follow a standard form of service delivery. Disaster relief [3], mass evacuation [4], and large-scale construction projects [5] are examples of these scenarios.

An Ad Hoc Multimodal Service System (AHMSS) is often designed and deployed to manage the urgency and rareness of demands. An AHMSS is a service instance designed specifically for a demand with certain requirements [6]. An AHMSS only lasts for a limited time period and serves a demand that is unique and new in terms of how the service is delivered. Figure 1 shows an example use case of an AHMSS in an emergency response situation, where a design for the AHMSS is performed as a decision-supporting function for an emergency response commander based on a request for an AHMSS and the available resource information.
The design of an AHMSS requires multiple activities throughout the design process. First, requirements of a demand and available capabilities in a service system should be known or estimated to initiate the process with necessary data. After the initiation, an AHMSS configuration (a network of resources delivering a service) should be determined to fulfill the requirements of the demand by the capabilities of the configuration. Lastly, specific resources should be identified for the determined configuration so that the AHMSS can be deployed. In urgent and uncertain situations, where deployment conditions are continuously updated based on newly available observations, this process will be repeated until the service is completed.

Note that the AHMSS design process is challenging due to the nature of the situations where an AHMSS is needed. The main source of the challenge is the complexity of the decision-making problems involved in the process. One of the key decision-making problems in the AHMSS design process is to assign resources to a service considering their dependencies in forming a service capability. This problem can be formulated as a Resource Constrained Project Scheduling Problem (RCPSP), a strong NP-hard optimization problem [7]. Demand-specific requirements and the resulting constraints of the problem make the RCPSP even harder to solve. Having the RCPSP as a core decision-making problem, the AHMSS design process should also address other decision-making problems. For example, as an upstream problem of the RCPSP, service conditions and the available resource capabilities should be properly estimated so that an RCPSP instance can be generated in a manner reflecting the AHMSS deployment conditions.

Artificial Intelligence (AI) seems to be a good candidate for a solution to the challenge. Considering the nature of AHMSS, which demands immediate responses to a request, it is extremely difficult for human decision-makers to properly manage all the problems involved in the AHMSS design process without support. AI has demonstrated promising performances for many decision-making and -supporting problems. In particular, there have been solid advances in heuristics to solve complex optimization and decision-making problems [8]. Machine learning (ML) techniques have also shown their performances in many fields including classification, regression and even optimization [9].

Following the performance and potentials of AI, this study, as an extended work of Sung et al. [6], examines how AI can support the AHMSS design process. Sung et al. [6] discuss the necessity of designing a proper decision support system for AHMSS deployment. Based on this, we aim to further conceptualize the decision support system for AHMSS and to leverage the use of AI as the key solution for the challenges. To achieve this goal, we design a five-step AHMSS design process. This will serve as a framework into which various AI/ML techniques and their roles can be mapped for implementation.
Note that existing AI/ML studies in literature focus on specific parts of a decision-making process (e.g., optimization problem solving by AI and situational awareness creation by ML), neglecting a systematic and holistic perspective on the process. To avoid such a fragmented application of AI/ML to a decision-making process, the outcome of the systematic approach for the AHMSS design will be transformed into a contextual solution architecture that describes the AI functions and relevant system elements required to perform the functions for a decision-making process. This study is finally concluded with the expected challenges in the relevant AI development and implementation for an AHMSS.

2. Related Work

The majority of work in multimodal service systems has focused on steady-state systems or the systems with well-defined service delivery structures. Pawlewski [10] studies issues in applying multimodal transportation systems to supply chains where a standard network for the multimodal transport systems with fixed resources is defined. Bocewicz et al. [11] address a multimodal transportation system in a flexible manufacturing system with a given network for automated, guided vehicles. Bocewicz et al. [12] study a cyclic scheduling problem in a network with cyclic processes (e.g., subway and train traffic) to find the shortest path between two nodes.

Decision-making problems for multimodal service system design and planning have also received much attention. Hao and Yue [13] propose a dynamic programming-based optimization model to determine transport modes in a container multimodal transport system. Sitek and Wikarek [14] design an integer programming and constraint programming hybrid optimization approach for a supply chain with multimodal transport. Flórez et al. [15] propose a multimodal transportation planning system called TIMEPLAN, which derives (un)loading plans for goods and re-plans the original plans when trucks are damaged, new services enter, or a truck is delayed due to a traffic jam. Optimization approaches have been applied to recommend tours with multiple transportation modes and other considerations for tours (e.g., potential places to visit, cost, and traffic conditions) [16]. Please refer to SteadieSeifi et al. [2] for a detailed review on multimodal transportation and its strategic, tactical, and operational planning problems.

From the review on multimodal service systems, it can be concluded that the application of AHMSS and its design process have been rarely studied, despite increasing needs for AHMSS deployment. While there has been a lot of research on disaster relief logistics using multimodal service systems [3], where an AHMSS is suitable for application, the current state is rather focused on optimization problems with well-defined networks (location-allocation and routing problems) during a disaster response phase. These approaches require that the infrastructure is well-defined and that the resources, demands, and timing can be predefined.

The applications of AI to multimodal service systems are also limited to solving specific optimization problems (e.g., routing and scheduling) from a deterministic perspective. However, multimodal service system design and implementation involves solving a number of strongly interacting decision-making problems. Therefore, the entire process of the system design and planning should be addressed with a systematic view, which includes input data collection, problem instantiation (an instance creation for a design problem), problem solving, and decision making based on the output of the solution approach. Furthermore, considering the dynamics in the AHMSS-required situations (e.g., disaster response), uncertainties in service conditions should be addressed to some extent when designing an AHMSS so as to derive reliable and high-quality solutions. From the facts, it is concluded that the use of AI to design an AHMSS should be extended to support the AHMSS design process in a more systematic and comprehensive manner as well as to address the uncertainty and complexity issues in the AHMSS design process.

Based on the reviews and findings, the contributions of this study can be noted as follows. First, we conceptualize the entire process for an AHMSS design where key decision-making problems and relevant activities to solve the problems are identified. As a result,
difficulties in the decision making, especially for human decision-makers, are revealed, highlighting the needs for AI application to the AHMSS design process. AI-based solution algorithms and systems for the process are also discussed to illuminate the roles of AI in the process and foster the AI application to AHMSS and other relevant systems. These steps are fundamental and needed to enable the development of actual decision support systems.

3. Decision-Making Problems for an AHMSS Design

3.1. A Domain Model for an AHMSS

To fully understand the decision-making problems in an AHMSS design, we first present a domain model that visualizes the conceptual relationships between objects in an AHMSS, so the complexity of the AHMSS design can be illuminated. With the definitions of the main objects within an AHMSS, as shown in Table 1, the domain model for an AHMSS is presented in Figure 2.

### Table 1. Main objects of an AHMSS, reproduced from [6]

| Object         | Definition                                                                 |
|----------------|----------------------------------------------------------------------------|
| Service        | A series of tasks requested by a customer                                  |
| Customer       | A person, group, or other entity who demands a service                     |
| Requirement    | A condition for a service delivery                                         |
| Resource       | A system element that can contribute to service delivery                   |
| Configuration  | A set of resources deployable together for a service                       |
| Configuration rule | A condition to form a configuration                                    |
| Capability     | An ability of a resource or a configuration to fulfill requirements       |
| Availability   | A state of a resource to be allocated for a service                       |

![Figure 2. A domain model for an AHMSS, reproduced from [6].](image)

The logical flow of the domain model is as follows. A customer demands a service, which has specific requirements (e.g., timing and location for a service). The requirements are fulfilled by the capabilities of a configuration (a set of resources) deployed for the service. A configuration can offer new or more capabilities than the simple sum of the individual resources’ capabilities. Imagine a drone with a camera, which can provide a better visualization with an aerial view. To form a configuration, a certain set of rules should be respected. A precedence relationship and compatibility between resources are examples of the rules. Resources are further represented as their availability over time.

3.2. An AHMSS Configuration Problem

From the domain model, an AHMSS configuration problem can be identified, which determines a configuration following its configuration rules so that the capabilities of the configuration can fulfill the requirements of a service demand. More specifically, each service may task different operations, resulting in different requirements in set $Q = \{q_1, \ldots, q_p\}$. Each resource in set $R = \{r_1, \ldots, r_m\}$ may also have different capabilities in set $C = \{c_1, \ldots, c_k\}$, which are affected by the conditions of an operational environment in set $E = \{e_1, \ldots, e_u\}$.

Given the setting that requirements are only met by the capabilities of a configuration, the AHMSS configuration aims to determine configuration $G$ as a sub-set of $R (G \subseteq R)$,
which is transformed to a set of capabilities \( C' \subseteq C \) by function \( F : 2^m \mapsto 2^k \). Function \( F \) takes a subset of \( E \) as input to map configuration \( G \) to capability set \( C' \) based on operational conditions.

Requirement \( q \) may require a set of capabilities \( C' \subseteq C \) to be met. Thus, the set of requirements for service \( s \), \( Q_s \subseteq Q \), can be transformed to a set of sets of capabilities, \( \{ C'_1, \ldots, C'_v \} \), where \( C'_i \subseteq C \), \( 1 \leq i \leq v \), by function \( G : 2^q \mapsto 2^{2^k} \).

Lastly, given a set of alternative configurations producing different sets of capabilities, we can define decision-making function \( M \), which determines the optimal configuration \( G^* \) such that the required capabilities of service \( s \) can be provided by the optimal configuration, i.e., \( G(Q_s) \subseteq F(G^*) \). The transitions between domain objects by the functions described are illustrated in Figure 3.

![Figure 3. A domain object transitions for an AHMSS configuration, reproduced from [6].](image)

### 3.3. A Resource Constrained Project Scheduling Problem

Note that the AHMSS configuration scheduling problem addresses how the capability of a configuration is formed without considering the availability of the resources assigned to the configuration. To deploy a configuration, the resources of the configuration should be available during the operation time windows for a service. An operation time window of a resource is a time interval between the start and end of operations performed by the resource in an AHMSS.

An operation time window of a resource is determined by the role of the resource within a configuration and the dependency with other resources of the configuration. For example, a container crane and a berth at a container terminal should be available at the same time and for a whole period of container (un)loading to handle a container ship. As such, resource allocation timing should be determined along with a configuration decision so that the deployment of the determined configuration can be feasible.

From optimization perspectives, the decision-making problem and constraints involved in the AHMSS design can be formulated as an RCPSP. In the RCPSP, a project, which corresponds to a service in the AHMSS context, consists of multiple tasks, where a task is an activity to fulfill requirements for a service. A task has a precedence relationship with other tasks of the project, which represents how a service is delivered. To complete a task, capable resources of the task should be assigned. With the setting, the RCPSP is often solved to minimize the completion time of a project while allocating available resources to the project subject to resource availability. A solution to the RCPSP (a resource allocation schedule) eventually forms a configuration for a service.

Given that the RCPSP belongs to a class of NP-hard problems, a decomposition approach that divides the problem into two stage problems (a master problem for a resource assignment and a sub-problem for resource scheduling) would be appropriate. This would allow one to manage the complexity of the RCPSP and guarantee the quality of solutions finally derived [17]. Detailed descriptions and formulations for this decomposition can be found in Appendix A.
4. AI for the Entire AHMSS Design Process

4.1. Niches for AI Application: The Complexity and Uncertainty in the AHMSS Design

As noted, the decision-making problems in the AHMSS design are complex. The complexity will be further complicated when addressing supporting resources that make the main service resources able to function. The dependencies between resources and their capabilities will result in complicated temporal constraints on tasks and resource-related variants of the RCPSP. Figure 4 shows examples of service enablers necessary for a container transportation with two means (a container ship and a truck) and their relationships.

![Figure 4. Example dependencies between service elements for container transportation, reproduced from [6].](image)

The uncertainty in a situation where an AHMSS is deployed is also significant due to a lack of information about operational environments. In particular, upon a request for an AHMSS, a creation of a clear understanding about a target request would be almost impossible. In the aftermath of fatal flooding in western Germany in July 2021, for example, communication was broken, making it difficult to properly estimate the magnitude of the disaster and the corresponding scale of response efforts [18].

It should be clearly noted that the complexity and uncertainty in decision making are the key niches for AI-based decision-making/supporting systems and their application [19]. More specifically, the complexity of a decision-making process can be fully addressed by AI with its great computational and analytical capacities. Regarding the uncertainty in decision making, AI’s capability to provide real-time information access and predictive analytics can support humans’ cognition and intuitive decisions.

4.2. The AHMSS Design Process

To clearly understand the AHMSS design process and provide a pragmatic perspective on the role of AI to the process, we first introduce an entire AHMSS design process, as illustrated in Figure 5.

![Figure 5. The AHMSS design process.](image)

4.2.1. Step 1. Problem Setting

The first step of the AHMSS design process is the problem setting that identifies a target AHMSS design problem given problem data. The data include observations on an operational environment and rules for resource allocation. If the process is re-initiated by an action performed based on solutions from the previous process, the observed rewards or updated situational awareness about the environment are included in the problem data.
In the step, a goal and how the goal achievement is measured are first defined and relevant objective functions, decisions to make, and constraints that control the decisions are defined based on the goal, resulting in an AHMSS design problem.

4.2.2. Step 2. Modeling

The problem defined in step 1 is then abstracted to a model, a mathematical or logic object. Linear programs and constraint programs are examples of such models. Problem contexts should be considered in this modeling step so that important features of the problem can be incorporated into the modeling and the resulting solutions. The problem-solving capacity and how the solution can be translated into a decision are also important factors to consider in this step to obtain acceptable solutions within a reasonable computation time. In general, incorporating as many features of a problem as possible into a model increases the complexity of the modeling and the resulting solution algorithm, whereas neglecting the features during modeling will reduce the applicability of the final solution.

4.2.3. Step 3. Algorithm Setting

The model formulated is solved by a solution algorithm or system. A solution algorithm is designed to explore a solution space of the model (a set of feasible solutions to the model) and evaluate the solutions found with respect to the objective function of the model. For a constraint program that focuses on finding feasible solutions, the solution evaluation can be omitted in the solution algorithm. How a solution algorithm explores a solution space is often controlled by parameters of the algorithm. A solution representation (e.g., a bit-string for binary decision variables) and initialization of the algorithm (where to start the solution search) are also the variables of the algorithm setting.

4.2.4. Step 4. Algorithm Execution

This step runs the algorithm to find a solution to a particular problem instance. The algorithm can be run with different experimental settings, resulting in multiple algorithm running instances. Parallel algorithm execution can be considered when the computation time to solve the problem is limited. Specific termination conditions for the algorithm run (e.g., the maximum computation time budget) can also be set based on the context of the problem in this step.

4.2.5. Step 5. Decision-Making

The solution(s) found by the algorithm execution is translated into a decision. In the context of the AHMSS design, the decision is about which configuration and which resources at what time are deployed. Given that the intuition and experiences of a human in-the-loop are determinants of the decision making in many systems, the solutions and their performances evaluated at step 4 can serve as cognitive assistance and decision-supporting functions.

4.3. Using AI for the AHMSS Design

The role of AI for decision making can be categorized into two classes: automation and augmentation. AI-based automation of decision making is often implemented for decision-making problems with complicated computations with well-defined domain knowledge, whereas AI-based augmentation of decision making is dominantly implemented when decision-making problems involve relatively high uncertainties and ambiguities [20]. Following the classification, Table 2 summarizes the key use of AI in the AHMSS design process with respect to the two classes.

For the problem setting step, AI can automate data-related tasks. The available data for the problem setting are likely large-scale due to a large volume of sensor and monitoring data. Therefore, it is difficult for humans to handle the data properly in limited time. The tasks include handling missing data using approximation or interpolation of the available dataset and integrating multiple data sources into unified and useful datasets. With the
dataset prepared, AI can be further used for cognitive supports. Detecting patterns in data and interpreting the patterns are examples of the AI-based cognitive supports.

Table 2. A summary of AI usage in the AHMSS design.

| Step                           | Automation                              | Augmentation                     |
|--------------------------------|-----------------------------------------|----------------------------------|
| Problem setting                | Data preparation                        | Pattern detection                |
|                                | Data fusion                             | Predictive analytics             |
|                                |                                         | Interpretation                   |
| Modeling                       | Modeling automation                     | Scenario generation              |
|                                |                                         | Model selection                  |
| Algorithm setting              | Optimization                            |                                  |
|                                | Parameter tuning                        |                                  |
|                                | Algorithm selection                     |                                  |
| Algorithm execution            | Computing capacity allocation            | Simulation (virtual representation) |
|                                | Simulation                              |                                  |
| Decision-making                | Knowledge transfer                      | Solution explanation             |
|                                |                                         | Solution comparison              |

In the modeling step, AI can help humans decide how to model the problem identified. Modeling features (e.g., deterministic vs. stochastic) and the generation of scenarios that a solution will be evaluated under are example decision elements. AI can also automate the task to create a model that a machine can read and work on using natural language processing and a unified mathematical and logical interface.

The use of AI in the algorithm setting step is biased to the automation class by nature of the step. For combined optimization and constraint satisfaction problems, the state-of-the-art heuristics and meta-heuristics have demonstrated the capability to solve the problems in a reasonable computation time with near-optimality for even relatively large problem instances. Meta-optimization that uses an algorithm to tune another optimization algorithm can be implemented to customize a solution algorithm per problem instance so that the solution algorithm can be run in its best-working condition. ML algorithms are often used for this purpose. Please see Karimi-Mamaghan et al. [21] for a detailed review of the use of ML for meta-heuristics.

In the algorithm execution step, AI can decide how to allocate the available computing power to the multiple algorithm instances tuned with different configurations. A simulation can be embedded into a solution algorithm to evaluate a solution under uncertainties (modeled as scenarios or distributions). Simulation techniques are also key to virtually represent an operational environment and the effects of a solution so that humans can understand what would happen with the AI solutions.

Finally, the obtained solutions can be interpreted using AI for decision making. This aspect is essential for an AHMSS design where humans in-the-loop may handle life-threatening decisions and are to understand and trust the inputs from AI. Following the importance, explainable AI (XAI) has received much attention [22]. Interpretable models, such as random forests, or techniques that infer an explainable model on top of a black box model can be used to develop XAI [23,24]. Furthermore, the outcomes of AI over all the steps of the AHMSS process can be transferred to next processes to fully exploit the findings and lessons from the current stage in the following processes. By doing so, the quality of the AI outcomes can be improved while saving resources for AI creation and training. This knowledge transfer is critical when there is a lack of data and time to train ML algorithms.

Based on the use of AI for the AHMSS design, a disaster response scenario with the AI-based decision support system is illustrated in Figure 6. In the figure, an AI-based decision support system continuously interacts with humans in-the-loop, providing relevant information for decision making throughout the AHMSS design process.
Figure 6. An example disaster response scenario with an AI-based decision support system.

5. A Solution Architecture for AI Functionality Implementation

Understanding behaviors of AI functions for a decision-making process and identifying the relevant system elements required to perform the functions properly are a key step in developing an AI-based decision support system. To support the key step, upon understanding the use of AI in the AHMSS design process as a basis, we describe an AI functional block according to the four dimensions of a functional description—input, output, control, and resource—as proposed in the Integration Definition for Function Modeling (IDEF0) approach [25].

The input for an AI function is the information or data required to formulate a problem for the function. For learning-based AI functions, the input would also be used to train the algorithm implemented. Here, an AI-based decision support system requires a database or data interfaces with external data sources to feed the AI function with relevant inputs. Controls of the AI function are rules and policies that govern the function. Controls are set by human decision-maker’s objectives or preferences; therefore, an interface to interact with humans in-the-loop is important to guide the AI function as desired. Given the input and control of the AI function, computing resources (including hardware and software) will be assigned to perform the function. The output of the function is the information or data generated by the function. To support human’s decision making, the output will be forwarded to the human–computer interface in a human readable format. The output will also be forwarded to the database for the following AI functions.

Based on the AI function description, a contextual solution architecture for an AI-based decision support system with the relevant system elements can be drawn as in Figure 7.

Figure 7. A solution architecture design with AI-based functions.

6. Challenges in AI Application to the AHMSS Design

While the advances in AI and relevant technologies have demonstrated the capability for replacing or supporting human decision-makers as intelligence partners, the development and implementation of AI for the AHMSS design process with desired functionalities, as described in Section 4, are still challenging due to the issues in integrating an AI-based decision support system into a human-dominated legacy system.
First, the requirements of a service and constraints/rules on the service delivery may not be stated in a structured and machine-readable format for ad hoc service systems. They are straightforward to describe in controlled environments, such as manufacturing and ordinal transportation systems. However, such a structure can seldom be defined for ad hoc systems. This fact prohibits an AI-based system from automating some of its featured functionalities and thus fast responses to service requests.

Next, humans are not willing to work with machines unless humans control the majority of decision making. According to Haesevoets et al. [26], most managers will accept AI decisions when they feel the decision is made on primarily their input and judgment. There are also people who strongly oppose the AI implementation, especially for a managerial decision.

Here, XAI plays a key role. However, many attempts for XAI development have suffered from performance degradation. The majority of ML techniques that lead recent AI success, such as deep learning algorithms, involve internal layers, are hard to understand, and are interpreted from humans’ perspective. On the other hand, most explainable algorithms, such as decision trees, often have the least performance [23]. Therefore, AI/ML techniques with acceptable performance and explainability should be studied and developed to foster human–AI combined decision-making environments.

Humans’ barriers to accept machines’ decisions also highlights the way to put humans and machines together for decision making, exploiting their own strength. Characterizing the strength of the players into three classes—uncertainty, complexity, and equivocality—Jarrahi [19] proposes that AI can be positioned in a decision-making process to tackle complexity issues using its computing power, whereas humans can contribute more to handling uncertainty and equivocality in the process using creative and intuitive approaches.

Lastly, most AI and ML techniques require a software deployment environment with high levels of computing power and data management capability. Moreover, in the AHMSS design process, information about resources available in the system would be owned by multiple stakeholders, especially when the AHMSS covers various capabilities and acts as a centralized control function for multiple sub-service systems. Given that a large volume of training data is needed for learning-based algorithms, a cloud-based data storage system can be considered for the software environment of the AHMSS design process. A cloud computing service is also suitable for the environment since the computational burden of running the optimization intelligence involved is expected to be high and the speed of the AHMSS design process should be fast.

7. Summary

AI has been the focus of solution systems for various decision-making problems following AI’s success in many fields. The same is applied to the AHMSS design process where the decision-making capability for service configuration and resource allocation in limited time is essential. A number of resources and complicated relationships between the resources in forming a service capability further underline the needs for AI in order for the process to handle the complexity of the involved decision-making problems. The characteristics of a situation where an AHMSS is suitable also highlight the use of AI to manage the uncertainty in the situation. Given that humans excel in handling uncertainties and ambiguities of a situation using their intuition, experiences, and ability to learn from unrelated situations, AI’s capability in detecting underlying and hidden patterns in service delivery can augment humans’ decision making.

To promote AI application in the AHMSS design process, we identified key decision-making problems in the process, the AHMSS configuration, and the RCPSP. Current AI techniques, especially for optimization, have shown their performance in solving such problems with (near) optimality within a reasonable computation time. It should be noted that the use of AI is not limited to solving the decision-making problem. Upon understanding the AHMSS design process, which is divided into five steps: problem setting, modeling, algorithm setting, algorithm execution, and decision making, the feasible
and promising roles of AI for these five steps are discussed with respect to automation and augmentation of decision-making.

We believe the proposed conceptual and contextual work contributes to identifying a gap in the current use of AI in a decision-making process and forming a basis for an AI-based decision support system. To further support and prove the contributions of the work, future work will focus on implementing an AI-based decision support system for a specific use case following the proposed solution architecture.

**Author Contributions:** Conceptualization, I.S., M.B. and P.N.; Methodology, I.S., M.B. and P.N.; Formal analysis, I.S.; Visualization, I.S.; Writing—original draft, I.S.; Writing—review and editing, I.S. and P.N. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research has been partially funded by Airbus Defence & Space.

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Data Availability Statement:** Not applicable.

**Conflicts of Interest:** The authors declare no conflict of interest.

**Appendix A. A Decomposition Approach for the RCPSP**

The master problem of the RCPSP is designed to assign resources to tasks considering the resources’ capacity (total available time period) and capability to perform the tasks. The decision made by solving the master problem is then delivered to the sub-problem, where the timing for the resource allocation is determined subject to the time-dependent resource availability and the precedence constraints between tasks. If the sub-problem cannot find a feasible solution with the decision from the master problem, the master problem is solved again with a cut that excludes the previous solution from its solution space.

The master problem can be formulated as an extended multiple knapsack problem that assigns a set of \( n \) tasks (items) to a set of \( m \) resources (knapsacks) to maximize the total number of tasks assigned to available resources. A weight can be used to incorporate the different importance and priorities of tasks for a service, which changes the objective function to maximize a weighted sum of resource allocation decisions.

The master problem is formulated as:

\[
\begin{align*}
    \text{max} & \quad \sum_{i=1}^{n} \sum_{j=1}^{m} x_{ij} \\
\text{subject to} & \quad \sum_{i=1}^{n} d_{ij} x_{ij} \leq c_{j} \quad \forall j \in \{1, \ldots, m\}, \\
& \quad \sum_{j=1}^{m} x_{ij} \leq 1 \quad \forall i \in \{1, \ldots, n\}, \\
& \quad x_{ij} + x_{i'j'} \leq 1 \quad \forall (i, i', j, j') \in C, \\
& \quad x_{ij} \in \{0, 1\} \quad \forall i \in \{1, \ldots, n\}, j \in \{1, \ldots, m\}.
\end{align*}
\] (A1)

The decision variable \( x_{ij} \) equals one if task \( i \) is performed by resource \( j \); otherwise, it is zero. With this decision variable, the objective function (A1) is set to maximize the number of tasks assigned to available resources. A weight can be used to incorporate the different importance and priorities of tasks for a service, which changes the objective function to maximize a weighted sum of resource allocation decisions.

\( d_{ij} \) is the duration of task \( i \) by resource \( j \), and \( c_{j} \) is the capacity of resource \( j \) (a total length of available periods). With the parameters, Constraint (A2) ensures that the total duration assigned to a resource is less than or equal to the capacity of the resource. If resource \( j \) is not capable of performing task \( i \), \( d_{ij} \) is set as a large number to avoid the corresponding task allocation decision. Constraint (A3) allows a task to be allocated to a resource at most once. \( C \) is the set with the pairs of task-resource allocation decisions,
which cannot be performed together. With the set, Disjunctive Constraint (A4) ensures the compatibility constraint between resources. Constraint (A5) is a binary constraint for the decision variable x.

The task-resource allocation decision x is then delivered to the sub-problem that determines the starting and end time of the tasks of a service subject to the resource availability and the precedence relationship between tasks. The constraints of the sub-problem can be conceptually represented by

\[
T_i - d_i \geq \bar{T}_{ki} \quad \forall (k, i) \in E, \quad (A6)
\]

\[
\sum_{i \in S_t} x_{ij} \leq a_j \quad \forall t = 1, 2, \ldots, T_n, j \in \{1, \ldots, m\}. \quad (A7)
\]

Constraint (A6) is the temporal constraint between two tasks. \(T_i\) is the completion time of task \(i\), \(d_i\) is the duration of task \(i\), and \(\bar{T}_{ki}\) is the reference starting time for task \(i\) in relation to task \(k\). \(\bar{T}_{ki}\) will be calculated based on the temporal relationship between tasks \(k\) and \(i\), which includes the set-up time between the tasks, generalized precedence relationships (start-to-start, start-to-end, end-to-start, and end-to-end), and time windows for a task completion. If there is a simple end-to-start precedence relationship between tasks \(k\) and \(i\) with a zero time lag, the reference starting time \(\bar{T}_{ki}\) can be determined by the completion time of task \(k\), \(T_k\). The time lags between two tasks’ operation time may depend on the resource assignment to the tasks [27].

Constraint (A7) ensures that resources are assigned to tasks without schedule conflicts. In the constraint, \(S_t\) denotes the set of activities in progress in time interval \([t - 1, t]\), and \(a_j\) is the availability of resource \(j\) at time \(t\). With this setting, the total number of resources \(j\) in use at a certain given time should follow the availability of the resource at that time.

The sub-problem may focus on the feasibility of resource scheduling given a resource allocation decision by the master problem. That said, the makespan of the service and other objective functions can be implemented in the sub-problem to select a best-fit solution among alternative feasible resource schedules.

When the sub-problem fails to find a feasible solution, the master problem will be solved again, excluding the previous resource allocation solution. To implement this scheme, a logic-based Benders decomposition can be applied to generate a cut for the master problem [28]. With the concept, a simple logical expression, a no-good cut, is used to represent the feasibility and optimality of a trial solution. For a problem with a binary decision variable vector \(\mathbf{x}\), an example of a no-good cut that excludes an infeasible solution \(\mathbf{x}\) can be given by

\[
\sum_{i \in T} x_i - \sum_{i \in F} x_i \leq |T| - 1, \quad (A8)
\]

where \(T = \{i | \bar{x}_i = 1\}\) and \(F = \{i | \bar{x}_i = 0\}\) [29].
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