ABSTRACT. We propose a new residual-based a posteriori error estimator for discontinuous
Galerkin discretizations of time-harmonic Maxwell’s equations in first-order form. We es-

tablish that the estimator is reliable and efficient, and the dependency of the reliability and

efficiency constants on the frequency is analyzed and discussed. The proposed estimates gen-

eralize similar results previously obtained for the Helmholtz equation and conforming finite
element discretization of Maxwell’s equations. In addition, for the discontinuous Galerkin
scheme considered here, we also show that the proposed estimator is asymptotically constant-
free for smooth solutions. We also present two-dimensional numerical examples that highlight
our key theoretical findings and suggest that the proposed estimator is suited to drive $h$- and
$hp$-adaptive iterative refinements.
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1. Introduction

Time-harmonic Maxwell’s equations are a central model in a variety of applications in-
volving electromagnetic fields [22, 27, 48]. Maxwell’s equations cannot be analytically solved
in complex settings frequently encountered in applications. Instead, numerical simulation
tools based on discretization methods are commonly employed in practice, including bound-
ary element [43], finite difference [46], finite element [15, 36], and discontinuous Galerkin
[25, 28, 30, 48] methods. Irrespective of the discretization technique, there is a need to
make the simulation as efficient as possible, either to treat problems faster or to tackle larger
problems.

In this work, we focus on discontinuous Galerkin (DG) discretizations of Maxwell’s equa-
tions in the first-order form, where we look for $E, H : \Omega \to \mathbb{C}^3$ such that

$$
\begin{aligned}
&i\omega \varepsilon E - \nabla \times H = J \quad \text{in } \Omega, \\
i\omega \mu H + \nabla \times E = 0 \quad \text{in } \Omega, \\
E \times n = 0 \quad \text{on } \partial \Omega, \\
\mu H \cdot n = 0 \quad \text{on } \partial \Omega,
\end{aligned}
$$

where $\varepsilon, \mu : \Omega \to \mathbb{C}^{3\times 3}$ are given coefficients representing the electric permittivity and mag-
netic permeability of the materials contained in $\Omega$, $J : \Omega \to \mathbb{C}^3$ is the (known) current density,
and $\omega > 0$ is the frequency. As we elaborate below, this setting is rather general and, in particular, unbounded propagation media fit the framework of (1.1) if the coefficients $\varepsilon, \mu$ are suitably modified using perfectly matched layers [4, 5, 36].

An attractive solution to reduce computational costs is to use a posteriori error estimators coupled with adaptive strategies [7, 9, 47]. In this framework, after a discrete solution $(E_h, H_h)$ has been computed on a given mesh $T_h$, an error estimator $\eta_K$ is associated with each element $K \in T_h$. These estimators can then be used to decide where to locally refine the mesh, leading to an adaptive loop procedure. Besides, the cumulated estimator $\eta^2 := \sum_{K \in T_h} \eta^2_K$ can be used to stop the adaptive loop and, more generally, to assess the error level reliably.

In this context, DG methods are especially interesting, as they allow for an easy implementation of hanging nodes and $p$-adaptivity [9]. Another appealing aspect of these methods that we highlight in Section 2.3 is their ability to impose prescribed jumps in the solution easily. For wave propagation problems, this is especially useful to inject incident fields [48, §4.2.2]. Besides, DG methods are sometimes more stable than conforming finite elements on coarse meshes (compare, e.g. [25, Theorem 3.5] and [6, Lemma 3.7]), which may be relevant in adaptive processes starting with coarse discretizations.

The key contribution of this work is the design of a new residual-based a posteriori error estimator for DG discretizations of (1.1). Specifically, our proposed estimator is reliable

(1.2a) \[
\|(E - E_h, H - H_h)\|_{\Omega} \leq C \left(1 + \max_{K \in T_h} \frac{\omega h_K}{p_K \vartheta_K}\right) (1 + \gamma_{ba}) \eta
\]

and locally efficient

(1.2b) \[
\eta_K \leq C p_K^{3/2} \left(1 + \frac{\omega h_K}{p_K \vartheta_K}\right) \left\|(E - E_h, H - H_h)\right\|_{K} + \text{osc}_K,
\]

where $\cdot$ is a suited “energy norm”, $h_K$ and $p_K$ are the size and the polynomial degree associated with the element $K \in T_h$, and $\vartheta_K$ is a measure of the wavespeed around $K$. The real number $\gamma_{ba} > 0$ in (1.2a) is the so-called “approximation factor” [12, 15, 24]. It generally grows with the frequency but tends to zero as $\max_{K \in T_h} h_K/p_K \to 0$, see Section 2.12 below as well as [15, 16] for more details. The term $\text{osc}_K$ in (1.2b) is a “data oscillation term” customary in efficiency estimates. We refer the reader to Theorems 4.7 and 4.11 below, where the estimates in (1.2) are established. Interestingly, these results generalize similar findings for the Helmholtz equation [24, 42] and conforming Nédélec approximations of Maxwell’s equations [15].

On the analysis side, although the estimates we obtain for DG discretization in (1.2) are rather similar to the ones established in [15] for conforming Nédélec elements, the arguments employed are fairly different. In particular, following [15, 24], our analysis relies on duality arguments that turn out to be substantially complicated in the first-order setting we consider here in (1.1), as can be seen in Lemma 4.5 below. DG schemes also have some unique properties as compared to Nédélec discretizations. For instance, we also show that for smooth solutions (or locally refined meshes), our estimator is asymptotically constant-free, meaning that

(1.3) \[
\|(E - E_h, H - H_h)\|_{\Omega} \leq \left(1 + \theta\left(\max_{K \in T_h} h_K/p_K\right)\right) \eta
\]

with $\lim_{t \to 0} \theta(t) = 0$. This is detailed in Remark 4.8. Another interesting fact is that for divergence-free right-hand sides ($\nabla \cdot J = 0$), the estimator is “oscillation free”.


We also present a series of detailed two-dimensional numerical experiments. On the one hand, we showcase a few academic benchmarks with known analytical solutions that we use to highlight the main features of our results. In particular, the interplay between the frequency, the mesh size and polynomial degree, and the constants appearing in the estimates (1.2a), (1.2b), and (1.3) is largely illustrated and thoroughly discussed. On the other hand, we also consider more realistic benchmarks where the analytic solution is unavailable. In these cases, we couple the estimator with Dörfler’s marking [23] and newest vertex bisection [8] to drive adaptive mesh refinements. We also consider a simple hp-adaptive procedure based on [35]. For these examples, we observe optimal convergence rates in all cases, which indicates that the estimator is suited to drive this kind of adaptive refinements.

The remainder of our work is organized as follows. In Section 2, we precise the setting and main assumptions, and recall useful standard tools. Section 3 presents the range of DG schemes for which our analysis applies and gives the construction of the estimator. Section 3 contains the proof of our main results. Finally, we report on numerical examples in Section 5 before providing some concluding remarks in Section 6.

2. Preliminaries

2.1. Domain and coefficients. We consider Maxwell’s equations (1.1) in a Lipschitz polyhedral (not necessarily simply connected) domain Ω ⊂ ℝ³. We denote by ℓΩ := supx,y∈Ω |x − y| the diameter of Ω.

The coefficients ε, µ : Ω → 𝔐(ℂ³) are two symmetric (but not necessarily self-adjoint) tensor-valued functions describing the electromagnetic properties of the materials contained inside Ω. For the sake of simplicity, we assume that Ω can be partitioned into a set 𝒫 of non-overlapping polyhedral subdomains such that ε|P and µ|P are constant for all P ∈ 𝒫. The short-hand notations ζ := ε⁻¹ and χ := µ⁻¹ will also be useful.

If φ is any of the tensor fields mentioned above, we introduce the notations

\[ φ_{\min}(x) := \min_{u \in ℂ³, |u| = 1} \text{Re} \, φ(x) u \cdot \overline{u}, \quad φ_{\max}(x) := \max_{u \in ℂ³, v \in ℂ³, |u| = 1, |v| = 1} \text{Re} \, φ(x) u \cdot v, \]

as well as

\[ φ_{D,\min} := \text{ess inf}_{x \in D} φ_{\min}(x), \quad φ_{D,\max} := \text{ess sup}_{x \in D} φ_{\max}(x) \]

for any open set D ⊂ Ω, and we assume that φ_{Ω,\min} > 0. Finally, for D ⊂ Ω, the notation

\[ c_{D,\min} := (ε_{D,\max} µ_{D,\max})^{-1/2}, \quad c_{D,\max} := (ε_{D,\min} µ_{D,\min})^{-1/2} \]

are employed for the smallest and highest wavespeeds in D.

As described in [15, Remark 2.1], these assumptions cover most interesting application scenarios, including dissipative materials and perfectly matched layers [4, 5, 36].

2.2. Functional spaces. In the following, if D ⊂ Ω, 𝒢²(D) denotes the space of square-integrable complex-valued function over D, see e.g. [1], and 𝒢²(D) := (𝒢²(D))³. We equip 𝒢²(D) with the following (equivalent) norms

\[ \|w\|_D^2 := \int_D |w|^2, \quad \|w\|_{φ, D}^2 := \text{Re} \int_D φw \cdot \overline{w}, \quad w ∈ 𝒢²(D) \]
where $\phi \in \{\varepsilon, \mu, \zeta, \chi\}$. We denote by $(\cdot, \cdot)_D$ the inner-product of $L^2(D)$, and we drop the subscript when $D = \Omega$. If $F \subset \overline{\Omega}$ is a two-dimensional measurable planar subset, $\| \cdot \|_F$ and $(\cdot, \cdot)_F$ respectively denote the natural norm and inner-product of both $L^2(F)$ and $L^2(F) := (L^2(F))^3$.

Classically [1], we employ the notation $H^1(D)$ for the usual Sobolev space of functions $w \in L^2(D)$ such that $\nabla w \in L^2(D)$. We also set $H^1(D) := \left(H^1(D)\right)^3$ and introduce the semi-norms

$$\|\nabla w\|_D^2 := \sum_{j,k=1}^3 \int_D \left| \frac{\partial w_j}{\partial x_k} \right|^2, \quad \|\nabla w\|_{\phi,D}^2 := \sum_{j,k=1}^3 \int_D \phi_{max} \left| \frac{\partial w_j}{\partial x_k} \right|^2,$$

for $w \in H^1(\Omega)$ and $\phi \in \{\varepsilon, \mu, \zeta, \chi\}$.

We shall also need Sobolev spaces of vector-valued functions with well-defined divergence and rotation [26]. Specifically, we denote by $H(\text{curl}, D)$ the space of functions $w \in L^2(D)$ with $\nabla \times w \in L^2(D)$, that we equip with the norms

$$\|v\|_{\text{curl},\omega,\phi,\psi,D}^2 := \omega^2 \|v\|_{\phi,D}^2 + \|\nabla \times v\|_{\psi,D}^2, \quad v \in H(\text{curl}, D),$$

for $\phi, \psi \in \{\varepsilon, \mu, \zeta, \chi\}$. We also introduce the following “energy” norm

$$\|(e, h)\|_{\text{curl},\omega,D}^2 := \|e\|_{\text{curl},\omega,\varepsilon,\chi,D}^2 + \|h\|_{\text{curl},\omega,\mu,\zeta,D}^2, \quad (e, h) \in H_0(\text{curl}, D) \times H(\text{curl}, D),$$

for electromagnetic fields on the product space.

In addition, if $\xi : D \to \mathbb{C}^3$ is a measurable tensor-valued function, we will use the notation $H(\text{div}, \xi, D)$ for the set of functions $w \in L^2(D)$ with $\nabla \cdot (\xi w) \in L^2(D)$, and we will write $H(\text{div}^0, \xi, D)$ for the set of fields $w \in H(\text{div}, \xi, D)$ such that $\nabla \cdot (\xi w) = 0$ in $D$. When $\xi = I$, the identity tensor, we simply write $H(\text{div}, D)$ and $H(\text{div}^0, D)$.

For any of the aforementioned spaces $\mathcal{V}$, the notation $\mathcal{V}_0$ denotes the closure of smooth, compactly supported functions into $L^2(D)$ (or $L^2(\Omega)$) with respect to the norm of $\mathcal{V}$. These spaces also correspond to the kernel of the naturally associated trace operators [1, 26].

Finally, if $\mathcal{D}$ is a collection of disjoint sets $D \subset \Omega$ and $\mathcal{V}(D)$ is any of the aforementioned spaces, $\mathcal{V}(\mathcal{D})$ stands for the “broken” space of functions in $\mathcal{V}$ such that $v|_D \in \mathcal{V}(D)$ for all $D \in \mathcal{D}$. We employ the same notation for the inner-products, norms, and semi-norms of $\mathcal{V}(\mathcal{D})$.

### 2.3. TF-SF formulation.
We consider a TF-SF interface $\Gamma_I$ that is either empty (there are no incident fields) or the boundary of a Lipschitz polyhedral subdomain $\Omega_{\text{if}} \subset \Omega$.

We then consider incident fields $E^{\text{inc}}, H^{\text{inc}} \in H(\text{curl}, \Omega_{\text{if}}) \cap H(\text{div}, \Omega_{\text{if}}) \cap L^2(\Gamma_I)$ such that

\begin{equation}
\begin{cases}
\ i \omega \varepsilon_0 E^{\text{inc}} - \nabla \times H^{\text{inc}} = o \\
\ i \omega \mu_0 H^{\text{inc}} + \nabla \times E^{\text{inc}} = o
\end{cases}
\end{equation}

in $\Omega_{\text{if}}$, where $\varepsilon_0, \mu_0 > 0$ are arbitrary values that typically correspond to the vacuum electric permittivity and magnetic permeability in applications. In addition, for the sake of simplicity, we assume that $\varepsilon = \varepsilon_0 I$ and $\mu = \mu_0 I$ in a neighborhood of $\Gamma_I$.

The TF-SF interface $\Gamma_I$ is then employed to inject the incident fields $E^{\text{inc}}$ and $H^{\text{inc}}$ into the computational domain via jump conditions, see e.g. [48, §4.2.2].
2.4. Variational formulations. In the remainder of this work, we assume that $J \in \mathcal{H}(\text{div}, \Omega)$. Then, we may recast (1.1) into a weak formulation, which consists in finding a pair $(E, H) \in L^2(\Omega) \times L^2(\Omega)$ satisfying

\begin{equation}
\tag{2.2}
b((E, H), (v, w)) = i\omega(J, v) + i\omega(\ell(v, w)) \quad \forall (v, w) \in \mathcal{H}_0(\text{curl}, \Omega) \times \mathcal{H}(\text{curl}, \Omega)
\end{equation}

where

\[b((e, h), (v, w)) := -\omega^2(\varepsilon e, w) + i\omega(e, \nabla \times w) - i\omega(h, \nabla \times v) - \omega^2(\varepsilon e, v)\]

and

\[\ell(v, w) := \langle H^{\text{inc}}, v \times n_i \rangle_{\Gamma_i} - \langle E^{\text{inc}}, w \times n_i \rangle_{\Gamma_i},\]

for all $e, v \in L^2(\Omega)$ and $(v, w) \in \mathcal{H}_0(\text{curl}, \Omega) \times \mathcal{H}(\text{curl}, \Omega)$. Notice that the duality pairing in the definition of $\ell$ is well-defined since $E^{\text{inc}}, H^{\text{inc}} \in \mathcal{H}(\text{curl}, \Omega)$ if we understand $\langle \cdot, \cdot \rangle_{\Gamma_i}$ as the duality pairing introduced in [10].

The variational formulations associated with second-order forms of Maxwell’s equations will also be useful. As a result, we introduce

\[b_E(e, v) := -\omega^2(\varepsilon e, v) + (\chi \nabla \times e, \nabla \times v) \quad \forall e, v \in \mathcal{H}_0(\text{curl}, \Omega)\]

and

\[b_H(h, w) := -\omega^2(\mu h, w) + (\zeta \nabla \times h, \nabla \times w) \quad \forall h, w \in \mathcal{H}(\text{curl}, \Omega),\]

and observe that the Gårding inequalities

\begin{align}
\tag{2.3a}
\|e\|^2_{\text{curl}, \omega, \chi, \Omega} &= \text{Re} b_E(e, e) + 2\omega^2\|e\|^2_{\|e\|_{\omega, \Omega}} \quad \forall e \in \mathcal{H}_0(\text{curl}, \Omega) \\
\tag{2.3b}
\|h\|^2_{\text{curl}, \omega, \mu, \zeta, \Omega} &= \text{Re} b_H(h, h) + 2\omega^2\|h\|^2_{\|h\|_{\mu, \Omega}} \quad \forall h \in \mathcal{H}(\text{curl}, \Omega)
\end{align}

are satisfied.

2.5. Computational mesh. The computational mesh $\mathcal{T}_h$ is a partition of $\Omega$ into non-overlapping (closed) simplicial elements $K$. We denote by $F^e_k$ the set of exterior faces lying on the boundary $\partial \Omega$, by $F^i_k$ the remaining (interior) faces, and set $F^e_k := F^e_k \cup F^i_k$. We associate with each face $F \in F^e_k$, a unit normal vector $n_F$ whose orientation is arbitrary but fixed. For $F \in F^e_k$, $n_F := n$ is the outward unit normal vector to $\partial \Omega$. For $K \in \mathcal{T}_h$, $F_K \subset F_h$ denotes the faces of $K$. The notations

\[h_K := \sup_{x, y \in K} |x - y|, \quad \rho_K := \sup \{r > 0 \mid \exists x \in K : B(x, r) \subset K\},\]

stand for the diameter of $K$ and the radius of the largest ball contained in $K$, and $\beta_K := h_K/\rho_K$ is its shape-regularity parameter. The (global) mesh size, and shape-regularity parameters are respectively defined as $h := \max_{K \in \mathcal{T}_h} h_K$ and $\beta := \max_{K \in \mathcal{T}_h} \beta_K$.

We assume that $\mathcal{T}_h$ is conforming in the sense of [18], that is, the intersection $K^+ \cap K^-$ of two distinct elements $K^+ \in \mathcal{T}_h$ is either empty, or a single vertex, edge, or face of both $K^-$ and $K^+$. We further require that the mesh $\mathcal{T}_h$ is conforming with the physical partition $\mathcal{P}$. Namely, we assume that for each $K \in \mathcal{T}_h$, there exists $P \in \mathcal{P}$ such that $K \subset P$, which ensures that coefficients $\varepsilon$, $\mu$, and $\beta$ are constant in each element.
Remark 2.1 (Hanging nodes). Discontinuous Galerkin methods allow hanging nodes that violate the above assumption and can be especially beneficial in mesh adaptivity techniques [9]. We believe that the present analysis could extend to meshes featuring hanging nodes, but at the price of increased technicalities in the definition of the quasi-interpolation operators described in Section 2.7 below.

We follow the standard convention for jumps and averages of functions. Namely, if \( \mathbf{v} \in \mathcal{H}^1(\mathcal{T}_h) \), we define

\[
[\mathbf{v}]_F := \mathbf{v}_+(\mathbf{n}_+ \cdot \mathbf{n}_F) + \mathbf{v}_-(\mathbf{n}_- \cdot \mathbf{n}_F), \quad \langle \mathbf{v} \rangle_F := \frac{1}{2}(\mathbf{v}_+ + \mathbf{v}_-),
\]

for all interior faces \( F := \partial K_- \cap \partial K_+ \in \mathcal{F}_h \) with \( \mathbf{v}_\pm \) the trace of \( \mathbf{v} \) on \( F \) from the interior of \( K_\pm \) and \( \mathbf{n}_\pm \) the unit normal pointing outward of \( K_\pm \). For exterior faces \( F \in \mathcal{F}_h \), the definitions \([\mathbf{v}]_F := \langle \mathbf{v} \rangle_F := \mathbf{v}|_F \) are convenient.

If \( K \in \mathcal{T}_h \) and \( F \in \mathcal{F}_h \), the associated mesh patches are defined by

\[
\mathcal{T}_{K,h} := \{ K' \in \mathcal{T}_h \mid \bar{K} \cap \bar{K}' \neq \emptyset \}, \quad \mathcal{T}_{F,h} := \{ K' \in \mathcal{T}_h \mid F \subset \partial K' \},
\]

and we respectively use the notations \( \bar{K} \) and \( \bar{F} \) for the open domain covered by the elements of \( \mathcal{T}_{K,h} \) and \( \mathcal{T}_{F,h} \).

For collections of elements and faces \( \mathcal{T} \subset \mathcal{T}_h \) and \( F \subset \mathcal{F}_h \), the following broken inner-product will be useful:

\[
\langle \cdot, \cdot \rangle_{\mathcal{T}} := \sum_{K \in \mathcal{T}} \langle \cdot, \cdot \rangle_K, \quad \langle \cdot, \cdot \rangle_{\partial \mathcal{T}} := \sum_{K \in \partial \mathcal{T}} \langle \cdot, \cdot \rangle_{\partial K}, \quad \langle \cdot, \cdot \rangle_{\mathcal{F}} := \sum_{F \in \mathcal{F}} \langle \cdot, \cdot \rangle_F.
\]

2.6. Polynomial spaces. In the following, for all \( K \in \mathcal{T}_h \) and \( q \geq 0 \), \( \mathcal{P}_q(K) \) stands for the space of (complex-valued) polynomials defined over \( K \) and \( \mathcal{P}_q(K) := (\mathcal{P}_q(K))^3 \). If \( \mathcal{T} \subset \mathcal{T}_h \) and \( q := \{ q_K \}_{K \in \mathcal{T}} \), then \( \mathcal{P}_q(\mathcal{T}) \) and \( \mathcal{P}_q(\mathcal{T}) \) respectively stand for the space of functions that are piecewise in \( \mathcal{P}_q(K) \) and \( \mathcal{P}_q(K) \) for all \( K \in \mathcal{T} \).

In the remaining, we associated with each element \( K \in \mathcal{T}_h \) a polynomial degree \( p_K \geq 1 \), and we set \( \mathcal{P} := \{ p_K \}_{K \in \mathcal{T}_h} \). For the sake of simplicity, we will assume that there exists a constant \( \mathcal{C}_{pol} > 0 \) such that

\[
\mathcal{C}_{pol}^{-1} p_K \leq p_K' \leq \mathcal{C}_{pol} p_K
\]

for all neighboring elements \( K \) and \( K' \) in \( \mathcal{T}_h \). We also set \( p_F := \max(p_K, p_K') \) for \( F := \partial K_- \cap \partial K_+ \in \mathcal{F}_h \) and \( p_F := p_K \) for exterior faces \( F \in \mathcal{F}_h \) and \( \mathcal{F}_h \). Then,

\[
V_h := \mathcal{P}_p(\mathcal{T}_h) \cap H^1_0(\Omega), \quad \widetilde{V}_h := \mathcal{P}_p(\mathcal{T}_h) \cap H^1(\Omega)
\]

are the usual Lagrange finite element spaces (with and without essential boundary conditions) and

\[
W_h := \mathcal{P}_p(\mathcal{T}_h) \cap \mathcal{H}_0(\mathbf{curl}, \Omega), \quad \widetilde{W}_h := \mathcal{P}_p(\mathcal{T}_h) \cap \mathcal{H}(\mathbf{curl}, \Omega)
\]

are the usual second-family of Nédélec spaces [37].

2.7. Quasi-interpolation. There exists two operators \( \mathcal{Q}_h : H^1_0(\Omega) \to V_h \) and \( \mathcal{R}_h : \mathcal{H}_0(\mathbf{curl}, \Omega) \to W_h \) and a constant \( \mathcal{C}_i \) that only depends on \( \beta \) such that

\[
\frac{p_K}{h_K} \| w - \mathcal{Q}_h w \|_K + \sqrt{\frac{p_K}{h_K}} \| w - \mathcal{Q}_h w \|_{\partial K} \leq \mathcal{C}_i \| \nabla w \|_{\bar{K}}
\]
for all \( w \in H^1_0(\Omega) \) and
\[
\frac{p_K}{h_K} \| w - R_h w \|_K + \sqrt{\frac{p_K}{h_K} \| (w - R_h w) \times n \|_{\partial K}} \leq C_b \| \nabla w \|_R
\]
for all \( w \in H^1(T_h) \cap H_0(\text{curl}, \Omega) \). We will also use quasi-interpolation operators that operate on spaces without essential boundary conditions, namely, \( \tilde{Q}_h : H^1(\Omega) \to \tilde{V}_h \) and \( \tilde{R}_h : H(\text{curl}, \Omega) \to \tilde{W}_h \). These operators also satisfy (2.5) and (2.6) for all \( w \in H^1(\Omega) \) and \( w \in H^1(T_h) \cap H(\text{curl}, \Omega) \). We refer the reader to, e.g., [29, 31] for the construction of \( Q_h \) and \( \tilde{Q}_h \), \( R_h \) and \( \tilde{R}_h \) are then respectively defined by using \( Q_h \) and \( \tilde{Q}_h \) componentwise.

2.8. Bubble functions and inverse inequalities. Bubble functions constitute a standard tool that we will use to prove efficiency estimates [24, 35]. For all elements \( K \in T_h \) and faces \( F \in F_h \), there exists “bubble” functions \( b_K \in C^0(\overline{K}) \) and \( b_F \in C^0(\overline{F}) \) such that the following holds.\(^1\) We have [35, Lemma 2.5]
\[
\frac{p_K}{h_K} \| w \|_K \leq C_b p_K \| b_K^{1/2} w \|_K, \quad \| v \|_F \leq C_b p_F \| b_F^{1/2} v \|_F
\]
for all \( w \in P_K(K) \) and \( v \in P_F(F) \). Here, \( C_b \geq 0 \) is a constant depending on the shape regularity \( \beta \). Besides, [35, Lemma 2.5] shows that
\[
\| \nabla (b_K w) \|_K \leq C_b \frac{p_K}{h_K} \| b_K^{1/2} w \|_K \quad \forall w \in P_K(K).
\]
Finally, [35, Lemma 2.6] guarantees the existence of an extension operator \( \mathcal{E} : P_F(F) \to H^1_f(\tilde{F}) \) such that \( \mathcal{E}(v)|_F = b_F v \) and
\[
\frac{p_K}{h_K} \| \mathcal{E}(v) \|_{\partial F,h} + \frac{p_F}{h_F} \| \nabla \mathcal{E}(v) \|_{\partial F,h} \leq C_b \| b_F^{1/2} v \|_F \quad \forall v \in P_F(F).
\]
Identical results hold for vector-valued functions, applying the above estimates componentwise.

2.9. Data oscillation. Our estimates include a “data oscillation” term which is standard in a posteriori error estimation. Perhaps surprisingly, this oscillation term only involves the divergence of the right-hand side \( J \), and not its actual values. In particular, there are no oscillation terms in the common case where \( \nabla \cdot J = 0 \) and \( E^{\text{inc}} = H^{\text{inc}} = 0 \). We thus set
\[
q_h := \min_{q_h \in P_K(T_h)} \| \nabla \cdot J - q_h \|_\Omega,
\]
\[
E^{\text{inc}}_h := \min_{v_h \in P(K)} \| E^{\text{inc}} - v_h \|_{\Gamma_1},
\]
\[
H^{\text{inc}}_h := \min_{w_h \in P(F_h)} \| H^{\text{inc}} - w_h \|_{\Gamma_1},
\]
and
\[
\text{osc}_K := \text{osc}_K(J) + \text{osc}_K(E^{\text{inc}}) + \text{osc}_K(H^{\text{inc}}), \quad \text{osc}_F := \sum_{K \in F} \text{osc}_K
\]
\(^1\)The results in [35] are rigorously stated for the two-dimensional case. However, as observed in [24, Theorem 4.12], these results naturally extend to the three-dimensional case.
for all $K \in T_h$ and $T \subset T_h$, where

$$\text{osc}_K(J) := \frac{1}{\tau K_{\text{min}}} \frac{h_K}{\nabla \cdot J - \varrho_h \| K,}
$$

$$\text{osc}_K(E^{\text{inc}}) := \frac{2}{\xi K_{\text{max}}} \frac{h_K}{E^{\text{inc}} - E_h^{\text{inc}} \| \partial K \cap \Gamma_i},
$$

$$\text{osc}_K(H^{\text{inc}}) := \frac{2}{\mu K_{\text{max}}} \frac{h_K}{H^{\text{inc}} - H_h^{\text{inc}} \| \partial K \cap \Gamma_i}.
$$

2.10. Regular decomposition. Regular decompositions play an essential role in the derivation of reliability estimates for a posteriori error estimators in the context of $\mathcal{H}_0(\text{curl}, \Omega)$ problems [3, 17, 20, 39, 44], and we refer the reader to [19, 26, 29] for a thorough discussion of this topic.

The results we need follow from [29, Theorem 2.1] and read as follow: for all $\vartheta \in \mathcal{H}_0(\text{curl}, \Omega)$, there exist $\phi \in \mathcal{H}_0^1(\Omega)$ and $r \in \mathcal{H}_0^1(\Omega)$ such that $\vartheta = \phi + \nabla r$ with

(2.8a) $\nabla \vartheta = \mathcal{G}_r \| \nabla \vartheta \|_{\text{curl}, \omega, \xi, \chi, \Omega},
$ and similarly, for all $\vartheta \in \mathcal{H}(\text{curl}, \Omega)$ there exist $\psi \in \mathcal{H}^1(\Omega)$ and $s \in \mathcal{H}^1(\Omega)$ such that $\vartheta = \psi + \nabla s$ with

(2.8b) $\nabla \vartheta = \mathcal{G}_s \| \nabla \vartheta \|_{\text{curl}, \omega, \mu, \xi, \Omega},
$ and similarly, for all $\vartheta \in \mathcal{H}(\text{curl}, \Omega)$ there exist $\psi \in \mathcal{H}^1(\Omega)$ and $s \in \mathcal{H}^1(\Omega)$ such that $\vartheta = \psi + \nabla s$ with

In (2.8), $\mathcal{G}_r$ is a constant possibly depending on the geometry of $\Omega$, and, since the result in [29] is enunciated in non-weighted norms, the material contrasts $\xi_{\omega, \mu, \xi, \Omega}$ and $\mu_{\omega, \mu, \xi, \Omega}$ are constant. In addition, it may also depend on $(\omega \xi / \xi_{\omega, \max})^{-1}$ if the domain is not simply-connected, but the constant can only blow up in the low-frequency regime and remains well-behaved in the high-frequency regime on which we focus here (see the discussion in [15]).

2.11. Well-posedness. We will work under the assumption that the (adjoint) problem under consideration is well-posed for the fixed frequency $\omega$.

Assumption 2.2 (Well-posedness). For all $j \in \mathbf{L}^2(\Omega)$, there exists a unique $e^*(j) \in \mathcal{H}_0(\text{curl}, \Omega)$ such that

(2.9) $b_E(w, e^*(j)) = \omega(w, \varepsilon j) \quad \forall w \in \mathcal{H}_0(\text{curl}, \Omega).
$}

Classically, we can infer from Assumption 2.2 that the first-order variational formulation is well-posed (see, e.g. [11, Lemma 3.1], or the proof of Lemma 4.6 below). Similarly, for all $l \in \mathbf{L}^2(\Omega)$, there exists a unique element $h^*(l) \in \mathcal{H}(\text{curl}, \Omega)$ such that

(2.10) $b_{\Pi}(w, h^*(l)) = \omega(w, \mu l) \quad \forall w \in \mathcal{H}(\text{curl}, \Omega).
$}

Thus, we can introduce the notations

(2.11) $\gamma_{st, E} := \sup_{\vartheta \in \mathcal{H}(\text{div}, \xi, \Omega)} \| \vartheta \|_{\text{curl}, \omega, \xi, \chi, \Omega}, \quad \gamma_{st, H} := \sup_{l \in \mathcal{H}_0(\text{div}, \mu, \Omega)} \| h^*(l) \|_{\text{curl}, \omega, \mu, \xi, \Omega},
$}

and set $\gamma_{st} := \gamma_{st, E} + \gamma_{st, H}$. 

2.12. **Approximation factors.** As is now standard for high-frequency wave propagation problems [12, 15, 24, 42], our analysis will rely on some “approximation factor” that is employed in the context of a duality argument. Because we study the problem in first-order form, the definition is slightly different than the one proposed earlier for problems in second-order form.

We start by introducing two approximation factors that respectively describe the ability of the discrete spaces $\mathbf{W}_h$ and $\tilde{\mathbf{W}}_h$ to approximate solutions to (2.9) and (2.10) and are defined by

\[
(2.12a) \quad \gamma_{ba,E} := \sup_{j \in \mathcal{H}(\text{div}^0, \Omega)} \inf_{\mathbf{e}_h \in \mathbf{W}_h} \| \mathbf{e}^*(j) - \mathbf{e}_h \|_{\text{curl}, \omega, \varepsilon, \chi, \Omega},
\]

and

\[
(2.12b) \quad \gamma_{ba,H} := \sup_{l \in \mathcal{H}(\text{div}^0, \mu, \Omega)} \inf_{\mathbf{h}_h \in \tilde{\mathbf{W}}_h} \| \mathbf{h}^*(l) - \mathbf{h}_h \|_{\text{curl}, \omega, \mu, \zeta, \Omega},
\]

and we set $\gamma_{ba} := \gamma_{ba,E} + \gamma_{ba,H}$.

Notice that $\gamma_{ba} \leq \gamma_{st}$, showing that the approximation factor is controlled independently of the mesh size $h$ and the approximation orders $p$. It does, however, in general, depend on the wavenumber $\omega L/\epsilon_{\Omega, \text{min}}$, the geometry of $\Omega$, and the coefficients $\varepsilon$ and $\mu$. Besides, since our definition of $\gamma_{ba}$ immediately hinges on the “standard” approximation factors $\gamma_{ba,E}$ and $\gamma_{ba,H}$, it automatically recovers their key properties. In particular

\[
(2.13) \quad \gamma_{ba} \leq C(\omega, \Omega, \varepsilon, \mu, s) \left( \frac{h}{p} \right)^s,
\]

for some $s \in (0,1]$, where $p := \min_{K \in \mathcal{T}_h} p_K$. Sharper estimates are available, and we refer the reader to [14, 16, 32, 33, 34, 40], for an in-depth discussion on the dependence of $\gamma_{ba}$ on $\omega$, $h$, and $p$.

2.13. **Coefficient contrasts.** For $K \in \mathcal{T}_h$ and $\phi \in \{\varepsilon, \mu, \zeta, \chi\}$, we employ the notation

\[
\phi_{c,\phi,K} := \max_{K \in \mathcal{T}_h} \phi_{\text{max}} - \min_{K \in \mathcal{T}_h} \phi_{\text{min}}
\]

for the “contrast” of the coefficient $\phi$ in the patch $\mathcal{T}_{K,h}$. We also set $\phi_{c,\phi} := \max_{K \in \mathcal{T}_h} \phi_{c,\phi,K}$ and $\phi_{c} := \max_{\phi \in \{\varepsilon, \mu, \zeta, \chi\}} \phi_{c,\phi}$. Notice that these quantities are actually independent of the mesh $\mathcal{T}_h$, as long as it fits the partition $\mathcal{P}$ and is only affected by the definition of the coefficients $\varepsilon$, $\mu$.

2.14. **Notation for generic constants.** In the remaining of this document, if $A, B \geq 0$ are two positive real values, we employ the notation $A \lesssim B$ if there exists a constant $C$ that only depends on $\mathcal{C}_i$, $\mathcal{C}_{\text{pol}}$, $\mathcal{C}_h$, $\mathcal{C}_{r}$, and $\mathcal{C}_c$ such that $A \leq CB$. Importantly, $C$ is independent of $\omega$, $h$ and $p$. However, $C$ may depend on $\Omega$ through $\mathcal{C}_i$, and it may also depend on $\beta$ through $\mathcal{C}_i$ and $\mathcal{C}_h$. We also employ the notation $A \gtrsim B$ if $B \lesssim A$ and $A \sim B$ if $A \lesssim B$ and $A \gtrsim B$. 
3. DG discretization and a posteriori error estimator

3.1. Numerical scheme. Following [2, 30, 41], the discrete problem consists in finding \((E_h, H_h) \in \mathcal{P}_{k+1}(T_h) \times \mathcal{P}_{k+1}(T_h)\) such that

\[
 b_h((E_h, H_h), (v_h, w_h)) = i\omega(J, v_h) + \ell_h(v_h, w_h)
\]

for all \(v_h, w_h \in \mathcal{P}_{k+1}(T_h)\), where

\[
 b_h((E_h, H_h), (v_h, w_h)) = b((E_h, H_h), (v_h, w_h)) + \beta_h((E_h, H_h), (v_h, w_h)),
\]

\(\beta_h\) is a sesquilinear form over \(\mathcal{P}_{k+1}(T_h) \times \mathcal{P}_{k+1}(T_h)\) that we call the “flux” form and \(\ell_h\) is an antilinear form over \(\mathcal{P}_{k+1}(T_h) \times \mathcal{P}_{k+1}(T_h)\) designed to impose the jump conditions. We assume that if \(e_h, h_h, v_h^1, w_h^1 \in \mathcal{P}_{k+1}(T_h)\), then

\[
 \beta_h((e_h, h_h), (v_h^1, w_h^1)) = 0, \quad \ell_h(v_h^1, w_h^1) = \ell(v_h^1, w_h^1),
\]

whenever \(v_h^1 \in \mathcal{H}_0(\text{curl}, \Omega)\) and \(w_h^1 \in \mathcal{H}(\text{curl}, \Omega)\). Essentially, we ask for the flux form to vanish for conforming test functions.

In practice, the sesquilinear form \(\beta_h(\cdot, \cdot)\) is only employed with discrete arguments to assemble the linear system associated with (3.1). However, in the context of abstract mathematical analysis, it is very convenient to extend the domain of definition of \(\beta_h(\cdot, \cdot)\) and to apply it to “continuous” arguments as well. To simplify the discussion, we employ the notation \(U := \mathcal{H}_0(\text{curl}, \Omega) \times \mathcal{H}(\text{curl}, \Omega)\) for the “energy” space of “continuous” functions, \(D_h := \mathcal{P}_{k+1}(T_h) \times \mathcal{P}_{k+1}(T_h)\) for the “discrete” space of piecewise polynomial functions, and \(S_h := U + D_h\). Because of assumption (3.2), we can consistently extend the domain of definition of \(\beta_h(\cdot, \cdot)\) to \(D_h \times D_h + S_h \times U\) by simply setting

\[
 \beta_h((e_h, h_h), (v^1, w^1)) = 0, \quad \ell_h(v^1, w^1) = \ell(v^1, w^1),
\]

for all \((e_h, h_h) \in S_h\) and \((v^1, w^1) \in U\).

Then, an immediate consequence of (3.3) is that the discrete form is consistent in the sense that

\[
 b_h((e_h, h_h), (v, w)) = b((e_h, h_h), (v, w))
\]

for all \((e_h, h_h) \in S_h\), and \((v, w) \in U\). In particular, observing that \(W_h \times \widetilde{W}_h \subset U\), the Galerkin orthogonality property

\[
 b_h((E - E_h, H - H_h), (v^1_h, w^1_h)) = 0
\]

holds true for all \(v^1_h \in W_h\) and \(w^1_h \in \widetilde{W}_h\), assuming \((E_h, H_h)\) solves (3.1).

3.2. Examples of flux form. After formally multiplying (1.1) by tests function \(i\omega \varphi_h, i\omega \varphi_h \in \mathcal{P}_{k+1}(T_h)\) and integrating by parts locally in each element \(K\), one obtains the formulation

\[
 b((E_h, H_h), (v_h, w_h)) - i\omega \sum_{K \in T_h} \int_{\partial K} H_h \cdot \bar{v}_h \times n_K + i\omega \sum_{K \in T_h} \int_{\partial K} E_h \cdot \bar{w}_h \times n_K = i\omega(J, v_h).
\]

Obviously, (3.6) is not a satisfactory discrete formulation since no communication between separate mesh elements occurs, all the considered functions being discontinuous. Following
the solution consists in replacing the traces of $\mathbf{E}_h$ and $\mathbf{H}_h$ by numerical fluxes $\mathbf{E}_h^*$ and $\mathbf{H}_h^*$, computed from $\mathbf{E}_h$ and $\mathbf{H}_h$, leading to

$$b((\mathbf{E}_h, \mathbf{H}_h), (\mathbf{v}_h, \mathbf{w}_h)) - i\omega \sum_{K \in T_h} \int_{\partial K} \mathbf{H}_h^* \cdot \mathbf{v}_h \times \mathbf{n}_K + i\omega \sum_{K \in T_h} \int_{\partial K} \mathbf{E}_h^* \cdot \mathbf{w}_h \times \mathbf{n}_K = i\omega (\mathbf{J}, \mathbf{v}_h).$$

If the fluxes are single-valued on every face of the mesh, and if $\mathbf{H}_h^* = 0$ on $\partial \Omega$, we may rewrite (3.7) with face-by-face integrals as

$$b((\mathbf{E}_h, \mathbf{H}_h), (\mathbf{v}_h, \mathbf{w}_h)) + \beta_h((\mathbf{E}_h, \mathbf{H}_h), (\mathbf{v}_h, \mathbf{w}_h)) = i\omega (\mathbf{J}, \mathbf{v}_h)$$

with

$$\beta_h((\mathbf{E}_h, \mathbf{H}_h), (\mathbf{v}_h, \mathbf{w}_h)) := -i\omega \sum_{F \in F_h} \int_F \mathbf{H}_h^* \cdot [\mathbf{v}_h] \times \mathbf{n}_F + i\omega \sum_{F \in F_h} \int_F \mathbf{E}_h^* \cdot [\mathbf{w}_h] \times \mathbf{n}_F.$$  

One readily sees that for any single-valued flux, the stabilization form $\beta_h(\cdot, \cdot)$ of (3.8) satisfies (3.2). As a result, the forthcoming analysis applies to a variety of DG schemes.

In particular, a rather general family of fluxes we cover reads

$$E_h^* := \frac{1}{\{Y\}} \left( \{YE_h\} + \frac{\alpha}{2} [\mathbf{H}_h] \times \mathbf{n} \right), \quad H_h^* := \frac{1}{\{Z\}} \left( \{ZH_h\} - \frac{\alpha}{2} [\mathbf{E}_h] \times \mathbf{n} \right),$$

where $Y, Z$ are piecewise constants weights, and $0 \leq \alpha \leq 1$, see [48, §3.1.3]. We also refer the reader to [28, 30, 41]. These numerical fluxes are called centered fluxes for $\alpha = 0$ and upwind fluxes for $\alpha = 1$.

3.3. Hybridization. One asset of the scheme associated with any of the fluxes defined by (3.9) is that it is “hybridizable”, which means that it can be equivalently rewritten with a Lagrange multiplier living on the faces of the mesh [25, 30, 38]. Such hybridized form is usually called hybrid discontinuous Galerkin (HDG) and exhibits fewer degrees of freedom than the “naive” formulation (3.1). It is thus well suited to speed up the solve of the associated linear system. Here, for the sake of simplicity, we focus on the formulation (3.1), particularly for symmetry reasons with respect to the analysis of second-order schemes. Notice, however, that since the hybridized system is an equivalent reformulation of (3.1), the proposed estimators apply equally well to HDG discretizations.

3.4. Numerical solution. It is an open question whether the discrete problem (3.1) is well-posed for general meshes. However, the following analysis applies to any pair $(\mathbf{E}_h, \mathbf{H}_h) \in \mathcal{P}_{k+1}(T_h) \times \mathcal{P}_{k+1}(T_h)$ satisfying (3.1), and unique solvability is not required.

We nevertheless mention [25] where the authors analyze (the hybridized version of) the method with upwind fluxes ((3.9) with $\alpha = 1$). They focus on a homogeneous medium enclosed by impedance boundary conditions. In this setting, a key feature of the scheme is that it is well-posed without any assumption on the mesh size. While we work under slightly different assumptions here, we believe that this stability result indicates that the method is interesting for adaptivity techniques since a coarse mesh may be used to start the algorithm.

3.5. Error estimators. For each $K \in T_h$, the estimator is split into four parts

$$\eta^2_K := \eta^2_{\text{div}, \epsilon, K} + \eta^2_{\text{div}, \mu, K} + \eta^2_{\text{curl}, \epsilon, K} + \eta^2_{\text{curl}, \mu, K}.$$
where

\[
\eta_{\text{div},\varepsilon,K} := \frac{1}{\sqrt{\varepsilon K_{\text{min}}}} \left( \frac{h_K}{p_K} \| \nabla \cdot (J - i\omega \varepsilon E_h) \|_K + \omega \sqrt{\frac{h_K}{p_K}} \| \varepsilon (E_h - E^{\text{inc}}) \cdot n \|_{\partial K \setminus \Omega} \right),
\]

\[
\eta_{\text{div},\mu,K} := \frac{1}{\mu K_{\text{min}}} \left( \omega \frac{h_K}{p_K} \| \nabla \cdot (\mu H_h) \|_K + \omega \sqrt{\frac{h_K}{p_K}} \| \mu (H_h - H^{\text{inc}}) \cdot n \|_{\partial K} \right),
\]

\[
\eta_{\text{curl},\varepsilon,K} := \frac{1}{\sqrt{\varepsilon K_{\text{max}}}} \| J - i\omega \varepsilon E_h + \nabla \times H_h \|_K + \omega \sqrt{\mu K_{\text{max}}} \omega \sqrt{\frac{h_K}{p_K}} \| (H_h - H^{\text{inc}}) \times n \|_{\partial K}.
\]

\[
\eta_{\text{curl},\mu,K} := \frac{1}{\mu K_{\text{max}}} \| i\omega \mu H_h + \nabla \times E_h \|_K + \omega \sqrt{\varepsilon K_{\text{max}}} \omega \sqrt{\frac{h_K}{p_K}} \| (E_h - E^{\text{inc}}) \times n \|_{\partial K}.
\]

We also set \( \eta^2 := \eta^2_{\text{div}} + \eta^2_{\text{curl}} \) with

\[
\eta^2_{\text{div}} := \sum_{K \in T_h} (\eta^2_{\text{div},\varepsilon,K} + \eta^2_{\text{div},\mu,K}), \quad \eta^2_{\text{curl}} := \sum_{K \in T_h} (\eta^2_{\text{curl},\varepsilon,K} + \eta^2_{\text{curl},\mu,K}).
\]

4. Main results

This section introduces our theoretical results.

4.1. Preliminary result for the TF-SF formulation. We start with a preliminary result concerning the jump term in the right-hand side of the DG formulation.

**Lemma 4.1** (Jump form with gradient arguments). The identity

\[
\ell(\nabla q, \nabla r) = i\varepsilon_0 \omega \langle E^{\text{inc}} \cdot n, q \rangle_{\Gamma_1} + i\mu_0 \omega \langle H^{\text{inc}} \cdot n, r \rangle_{\Gamma_1}
\]

holds true for all \((q, r) \in H^1_0(\Omega) \times H^1(\Omega)\).

**Proof.** Let \( q \in H^1_0(\Omega) \). We will focus on the \( \langle H^{\text{inc}}, \nabla q \times n_i \rangle_{\Gamma_1} \) term. The other term in the definition of \( \ell \) is treated similarly. We have

\[
\langle H^{\text{inc}}, \nabla q \times n_i \rangle_{\Gamma_1} = \langle \nabla \times H^{\text{inc}}, \nabla q \rangle_{\Omega_{\text{incl}}} = i\varepsilon_0 \omega \langle E^{\text{inc}}, \nabla q \rangle_{\Omega_{\text{incl}}} = i\varepsilon_0 \omega \langle E^{\text{inc}} \cdot n, q \rangle_{\Gamma_1},
\]

and (4.1) follows: the last duality pairing may be simplified into a usual \( L^2(\Gamma_1) \) inner-product, as \( E^{\text{inc}} \in L^2(\Gamma_1) \) by assumption. \( \square \)

**Remark 4.2** (General jump conditions). If general jump conditions are employed (i.e., \( \nabla \times H^{\text{inc}} \neq i\omega E^{\text{inc}} \)), then a result similar to (4.1) can still be derived if \( E^{\text{inc}} \cdot n_i \) and \( H^{\text{inc}} \cdot n_i \) are replaced by \( \text{div}\nabla q \), \( H^{\text{inc}} \) and \( \text{div}\nabla q, E^{\text{inc}} \), where \( \text{div}\nabla q \) denotes the surface divergence along \( \Gamma_1 \). A similar modification has to be performed in the estimator as well. Although we lose some generality, we prefer to emphasize the presentation of incident fields solution to free-space Maxwell’s equations. Indeed, they are usually employed in practice, and the associated results are easier to understand.
4.2. **Reliability.** We start by two lemmas where we show that the residual is controlled by the estimator.

**Lemma 4.3 (Control of the residual).** The estimates

\[ |b_h((E - E_h, H - H_h), (\nabla p, \nabla q))| \lesssim \omega \eta_{\text{div}} (\| \nabla p \|_{\varepsilon, \Omega} + \| \nabla q \|_{\mu, \Omega}) \]

and

\[ |b_h((E - E_h, H - H_h), (\phi, \psi))| \lesssim \left( 1 + \max_{K \in T_h} \frac{\omega h_K}{p_K c_{K,\text{min}}} \right) \eta_{\text{curv}} (\| \nabla \phi \|_{\chi, \Omega} + \| \nabla \psi \|_{\zeta, \Omega}) \]

hold true for all \( p \in H^1_0(\Omega), q \in H^1(\Omega), \phi \in H^1_0(\Omega) \) and \( \psi \in H^1(\Omega) \).

**Proof.** We first establish (4.2). We observe that for any \( v \in H^1_0(\Omega), w \in H^1(\Omega) \), we have

\[
\frac{1}{i\omega} b_h((E - E_h, H - H_h), (\nabla v, \nabla w)) = i\omega(J - i\omega \varepsilon E_h, \nabla v) - i\omega(i\omega \mu H_h, \nabla w) + i\omega \varepsilon \ell_h(\nabla v, \nabla w)
\]

so that, thanks to Lemma 4.1, we get

\[
\frac{1}{i\omega} b_h((E - E_h, H - H_h), (\nabla v, \nabla w)) =
- i\omega\langle \varepsilon E_h \cdot n, v \rangle_{\partial T_h} - (\nabla \cdot (J - i\omega \varepsilon E_h), v)_{T_h} - i\omega\langle \mu H_h \cdot n, w \rangle_{\partial T_h} + i\omega(\nabla \cdot (\mu H_h), w)_{T_h}
+ i\varepsilon_0 \langle \varepsilon (E^\text{inc}_h \cdot n_i, v)_{T_h} + i\mu_0 \omega (H^\text{inc}_h \cdot n_i, w)_{T_h}
- i\omega \langle \mu (H^\text{inc}_h - H^\text{inc}_h) \cdot n_i, w \rangle_{T_h} + i\omega(\nabla \cdot (\mu H_h), w)_{T_h},
\]

and therefore

\[ \frac{1}{\omega} |b_h((E - E_h, H - H_h), (\nabla v, \nabla w))| \lesssim \sum_{K \in T_h} (\| \nabla \cdot (J - i\omega \varepsilon E_h) \|_K \| v \|_K + \omega \| \nabla \cdot (\mu H_h) \|_K \| w \|_K) \]

\[ \lesssim \sum_{K \in T_h} \left( \sqrt{\varepsilon_{K,\min} \eta_{\text{div}, \varepsilon, K}} \left( \frac{p_K}{h_K} \| v \|_K + \sqrt{\frac{p_K}{h_K} \| v \|_{\partial K \setminus \partial \Omega}} \right) \right)
+ \sqrt{\mu_{K,\min} \eta_{\text{div}, \mu, K}} \left( \frac{p_K}{h_K} \| w \|_K + \sqrt{\frac{p_K}{h_K} \| w \|_{\partial K}} \right). \]
Now, let \( p \in \mathcal{H}_0^1(\Omega) \) and \( q \in \mathcal{H}^1(\Omega) \). Since \( \nabla (\varphi_h p) \in W_h \) and \( \nabla (\varphi_h q) \in \tilde{W}_h \), by Galerkin orthogonality (3.5), we can apply (4.4) with \( v = p - \varphi_h p \) and \( w = q - \varphi_h q \) to show that

\[
\frac{1}{\omega} |b_h((E - E_h, H - H_h), (\nabla p, \nabla q))| = |b_h((E - E_h, H - H_h), (\nabla (p - \varphi_h p), \nabla (q - \varphi_h q)))| \leq \sum_{K \in T_h} \left( \frac{p_F}{h_K} \|p - \varphi_h p\|_K + \frac{p_K}{h_K} \|q - \varphi_h q\|_{\partial K \setminus \partial \Omega} \right) + \frac{1}{\sqrt{\kappa_{min}}(\nabla \phi, H)} \left( \frac{p_{\Omega}}{h_K} \|\phi - \varphi_h \phi\|_\Omega + \frac{p_{\Omega}}{h_K} \|\psi - \varphi_h \psi\|_{\partial \Omega} \right)
\]

where we additionally employed (2.5). This shows (4.2).

We now focus on (4.3). Similarly, we start with arbitrary elements \( v \in \mathcal{H}^1(T_h) \cap \mathcal{H}_0(\text{curl}, \Omega) \) and \( w \in \mathcal{H}^1(T_h) \cap \mathcal{H}(\text{curl}, \Omega) \). We have

\[
b_h((E - E_h, H - H_h), (v, w)) = (i\omega J, v) + (\omega^2 \varepsilon E_h, v) + (i \omega H_h, \nabla \times v) + (\omega^2 \mu H_h, w) - (i \omega E_h, \nabla \times w) + i \omega \ell_h(v, w)
\]

and therefore

\[
|b_h((E - E_h, H - H_h), (v, w))| \leq \sum_{K \in T_h} (\omega \|J - i \omega \varepsilon E_h + \nabla \times H_h\|_K \|v\|_K + \omega \|i \omega \mu H_h + \nabla \times E_h\|_K \|w\|_K) \left( 1 + \frac{\omega h_K}{\frac{p_F}{h_K} \|v\|_F + \omega \sum_{F \in \mathcal{F}_h} \|H_h - H_{\text{inc}}\|_F \|\nabla \times \phi_h\|_F + \frac{1}{\sqrt{\kappa_{max}}} (\frac{p_{\Omega}}{h_K} \|\phi - \varphi_h \phi\|_\Omega + \frac{p_{\Omega}}{h_K} \|\psi - \varphi_h \psi\|_{\partial \Omega}) \right).
\]

Let now \( \phi \in \mathcal{H}^1_0(\Omega) \) and \( \psi \in \mathcal{H}^1(\Omega) \). Since \( R_h \phi \in W_h \) and \( \tilde{R}_h \psi \in \tilde{W}_h \), by Galerkin orthogonality (3.5), we may employ (4.5) with \( v = \phi - R_h \phi \), \( w = \psi - \tilde{R}_h \psi \) and (2.6), showing that

\[
|b_h((E - E_h, H - H_h), (\phi, \psi))| = |b_h((E - E_h, H - H_h), (\phi - R_h \phi, \psi - \tilde{R}_h \psi))|
\]
Lemma 4.4 (General control of the residual). We have

\[
\| b_h((E - E_h, H - H_h), (\theta, \vartheta)) \| \lesssim \left( 1 + \max_{K \in T_h} \frac{\omega h_K}{P_K c_{K,\min}} \right) \eta \| (\theta, \vartheta) \|_{\text{curl}, \partial \Omega},
\]

for all \( \theta \in \mathcal{H}_0(\text{curl}, \Omega) \) and \( \vartheta \in \mathcal{H}(\text{curl}, \Omega) \).

Proof. Using the results from Section 2.10, we can decompose, any \( \theta \in \mathcal{H}_0(\text{curl}, \Omega) \) and \( \vartheta \in \mathcal{H}(\text{curl}, \Omega) \) as \( \theta = \phi + \nabla r \) and \( \vartheta = \psi + \nabla s \) with \( (\phi, \psi, \vartheta, \psi) \in \mathcal{H}_0^0(\Omega) \times \mathcal{H}^1(\Omega) \) and \( (r, s) \in \mathcal{H}_0^1(\Omega) \times \mathcal{H}^1(\Omega) \). By employing (4.2) and (4.3) from Lemma 4.3, we have

\[
| b_h((E - E_h, H - H_h), (\theta, \vartheta)) | \leq | b_h((E - E_h, H - H_h), (\phi, \psi)) | + | b_h((E - E_h, H - H_h), (\nabla r, \nabla s)) |
\]

\[
\lesssim \eta_{\text{curl}} \left( 1 + \max_{K \in T_h} \frac{\omega h_K}{P_K c_{K,\min}} \right) \left( \| \nabla \phi \|_{\partial \Omega} + \| \nabla \psi \|_{\partial \Omega} \right)
\]

and we conclude recalling that \( \eta^2 := \eta_{\text{curl}}^2 + \eta_{\text{div}}^2 \), since (2.8) imply that

\[
\| \nabla \phi \|_{\partial \Omega} + \| \nabla \psi \|_{\partial \Omega} \lesssim \| (\theta, \vartheta) \|_{\text{curl}, \partial \Omega}, \quad \vartheta \left( \| \nabla p \|_{\gamma, \Omega} + \| \nabla s \|_{\gamma, \Omega} \right) \lesssim \| (\theta, \vartheta) \|_{\text{curl}, \partial \Omega}.
\]

The next step is an Aubin-Nitsche type result that controls the \( L^2(\Omega) \)-norm of the error to make up for the lack of coercivity of the sesquilinear form \( b \). To this end, we first state a result concerning the approximation factor for first-order schemes.

Lemma 4.5 (Approximation factor). For all \( j, l \in L^2(\Omega) \), there exists a unique pair \((e^*, h^*)(j, l) \in \mathcal{H}_0(\text{curl}, \Omega) \times \mathcal{H}(\text{curl}, \Omega)\) such that

\[
b((v, w), (e^*, h^*)(j, l)) = \omega(v, \varepsilon j) + \omega(w, \mu l).
\]

In addition, if \( j \in \mathcal{H}(\text{div}^0, \varepsilon, \Omega) \) and \( l \in \mathcal{H}_0(\text{div}^0, \mu, \Omega) \), we have

\[
\inf_{e_h \in W_h, h_h \in W_h} \| (e^*, h^*)(j, l) - (e_h, h_h) \|_{\text{curl}, \Omega} \lesssim (1 + \gamma_{ba}) \left( \| j \|_{\varepsilon, \Omega} + \| l \|_{\mu, \Omega} \right).
\]
Proof. Let $j, l \in \mathcal{L}^2(\Omega)$ and set $(e, h) := (e^*, h^*)(j, l)$. We first observe that

$$-i\omega \nabla \times h = \omega e j + \omega^2 \overline{e} e, \quad i\omega \nabla \times e = \omega \mu l + \omega^2 \mu \overline{l}.$$ 

Then, considering $\phi \in \mathcal{H}(\text{curl}, \Omega)$ and $\psi \in \mathcal{H}_0(\text{curl}, \Omega)$, selecting the test functions $v := \zeta \nabla \times \phi$ and $w := \chi \nabla \times \psi$, and integrating by parts, we show that

$$b_E(\psi, e) = \omega(\psi, e j) + i(\overline{\mu} \chi \nabla \times \psi, l), \quad b_H(\phi, h) = \omega(\phi, \mu l) - i(\overline{\epsilon} \zeta \nabla \times \phi, j),$$

for all $\psi \in \mathcal{H}_0(\text{curl}, \Omega)$ and $\phi \in \mathcal{H}(\text{curl}, \Omega)$. At this point, it is tempting to use the approximation factors $\gamma_{ba,E}$ and $\gamma_{ba,H}$. However, recalling their definition in (2.12), it is not possible yet, since the right-hand sides are not in $\mathcal{L}^2(\Omega)$. The key idea then consists in “lifting” the last term in the above identities. To do so, we introduce $e_0$ and $h_0$ as the unique elements of $\mathcal{H}_0(\text{curl}, \Omega)$ and $\mathcal{H}(\text{curl}, \Omega)$ such that

$$2\omega^2(\epsilon e_0, e_0) + b_E(\psi, e_0) = i(\overline{\mu} \chi \nabla \times \psi, l), \quad 2\omega^2(\mu \phi, h_0) + b_H(\phi, h_0) = -i(\overline{\epsilon} \zeta \nabla \times \phi, j),$$

for all $\psi \in \mathcal{H}_0(\text{curl}, \Omega)$ and $\phi \in \mathcal{H}(\text{curl}, \Omega)$. As can be seen from (2.3), the left-hand sides correspond to coercive sesquilinear forms, and we have

$$\|e_0\|^2_{\text{curl}, \omega, \epsilon, \chi, \Omega} = \text{Re} \left( 2\omega^2(\epsilon e_0, e_0) + b_E(\psi, e_0) \right) = \text{Re} i(\overline{\mu} \chi \nabla \times \psi, l) \lesssim \|\nabla \times e_0\|_{\chi, \Omega} \|l\|_{\mu, \Omega} \leq \|l\|_{\mu, \Omega} \|e_0\|_{\text{curl}, \omega, \epsilon, \chi, \Omega}.$$ 

As a result, we have $\|e_0\|_{\text{curl}, \omega, \epsilon, \chi, \Omega} \lesssim \|l\|_{\mu, \Omega}$, and therefore

$$\|(e_0, h_0)\|_{\text{curl}, \omega, \epsilon, \chi, \Omega} \lesssim \|l\|_{\mu, \Omega}.$$ 

On the other hand, we see that

$$b_E(\psi, e_0) = i(\overline{\mu} \chi \nabla \times \psi, l) - 2\omega^2(\epsilon e_0, e_0), \quad b_H(\phi, h_0) = -i(\overline{\epsilon} \zeta \nabla \times \phi, j) - 2\omega^2(\mu \phi, h_0),$$

and therefore, letting $(\tilde{e}, \tilde{h}) := (e, h) - (e_0, h_0)$, we have

$$b_E(\psi, \tilde{e}) = \omega(\psi, e j) + 2\omega^2(\epsilon \psi, e_0) = \omega(\psi, e \tilde{j}), \quad b_H(\phi, \tilde{h}) = \omega(\phi, \mu l) + 2\omega^2(\mu \phi, h_0) = \omega(\phi, \mu \tilde{l}),$$

with $(\tilde{j}, \tilde{l}) := (j, l) + 2\omega(\epsilon^{-1} \overline{e} \overline{e}_0, \mu^{-1} \overline{\mu} \overline{h}_0)$.

Now, we observe that picking a gradient as a test function in the definition of $e_0$ and $h_0$ reveals that $e_0 \in \mathcal{H}(\text{div}^0, \overline{\epsilon}, \Omega)$ and $h_0 \in \mathcal{H}_0(\text{div}^0, \overline{\mu}, \Omega)$. Hence $\epsilon^{-1} \overline{e} \overline{e}_0 \in \mathcal{H}(\text{div}^0, \epsilon, \Omega)$ and $\mu^{-1} \overline{\mu} \overline{h}_0 \in \mathcal{H}(\text{div}^0, \mu, \Omega)$. As a result, we have

$$\inf_{e\in e_0} \|\tilde{e} - e\|_{\text{curl}, \omega, \epsilon, \chi, \Omega} \lesssim \gamma_{ba,E} \|\tilde{j}\|_{\epsilon, \Omega} \lesssim \gamma_{ba,E} \left( \|\tilde{j}\|_{\epsilon, \Omega} + 2\|e_0\|_{\text{curl}, \omega, \epsilon, \chi, \Omega} \right) \lesssim \gamma_{ba,E} \left( \|\tilde{j}\|_{\epsilon, \Omega} + \|l\|_{\mu, \Omega} \right),$$

and similarly

$$\inf_{h\in h_0} \|\tilde{h} - h\|_{\text{curl}, \omega, \mu, \xi, \Omega} \lesssim \gamma_{ba,H} \left( \|\tilde{j}\|_{\epsilon, \Omega} + \|l\|_{\mu, \Omega} \right).$$
Now, (4.7) follows since
\[ \inf_{e_h \in W_h} \| (e, h) - (e_h, h_h) \|_{\text{curl},\omega,\Omega} = \inf_{e_h \in W_h} \| (e_0, h_0) + (\tilde{e}, \tilde{h}) - (e_h, h_h) \|_{\text{curl},\omega,\Omega} \]
\[ \leq \| (e_0, h_0) \|_{\text{curl},\omega,\Omega} + \inf_{e_h \in W_h} \| (\tilde{e}, \tilde{h}) - (e_h, h_h) \|_{\text{curl},\omega,\Omega} \]
\[ = \| (e_0, h_0) \|_{\text{curl},\omega,\Omega} + \inf_{e_h \in W_h} \| \tilde{e} - e_h \|_{\text{curl},\omega,\Omega} + \inf_{h_h \in W_h} \| \tilde{h} - h_h \|_{\text{curl},\omega,\mu,\zeta,\Omega} \]
\[ \lesssim (1 + \gamma_{ba,\epsilon} + \gamma_{ba,\mu}) (\| j \|_{\epsilon,\Omega} + \| l \|_{\mu,\Omega}) = (1 + \gamma_{ba}) (\| j \|_{\epsilon,\Omega} + \| l \|_{\mu,\Omega}). \]

\[ \square \]

Lemma 4.6 (Aubin-Nitsche). We have
\[ \omega \| E - E_h \|_{\epsilon,\Omega} + \omega \| H - H_h \|_{\mu,\Omega} \lesssim \left( 1 + \max_{K \in T_h} \frac{\omega h_K}{p K C_{K,\min}} \right) (1 + \gamma_{ba}) \eta. \]

Proof. The proof relies on the Helmholtz decomposition of the error. We thus define \( p \in H^1_0(\Omega) \) and \( q \in H^1(\Omega) \) such that
\[ (\epsilon \nabla p, \nabla v) = (\epsilon (E - E_h), \nabla v), \quad (\mu \nabla q, \nabla w) = (\mu (H - H_h), \nabla w), \]
for all \( v \in H^1_0(\Omega) \) and \( w \in H^1(\Omega) \). Notice that \( p \) is uniquely defined and that \( q \) is defined up to a constant, that does not contribute to its gradient. Then, we have
\[ E - E_h = \nabla p + \theta, \quad H - H_h = \nabla q + \vartheta, \]
with \( p \in H^1_0(\Omega), q \in H^1(\Omega), \theta \in H(\text{div}^0, \epsilon, \Omega) \) and \( \vartheta \in H_0(\text{div}^0, \mu, \Omega) \). For the gradient terms, we have
\[ \omega^2 \| \nabla p \|^2_{\epsilon,\Omega} + \omega^2 \| \nabla q \|^2_{\mu,\Omega} = \omega^2 \text{Re}(\epsilon (E - E_h), \nabla p) + \omega^2 \text{Re}(\mu (H - H_h), \nabla q) \]
\[ = -\text{Re} b_h((E - E_h, H - H_h), (\nabla p, \nabla q)) \lesssim \omega \eta_{\text{div}} (\| \nabla p \|_{\epsilon,\Omega} + \| \nabla q \|_{\mu,\Omega}), \]
so that
\[ (4.8) \quad \omega \| \nabla p \|_{\epsilon,\Omega} + \omega \| \nabla q \|_{\mu,\Omega} \lesssim \eta_{\text{div}}. \]

For the remaining terms, we observe that
\[ \omega \| \theta \|^2_{\epsilon,\Omega} + \omega \| \vartheta \|^2_{\mu,\Omega} = \text{Re}(\omega (\epsilon \theta, \epsilon \theta) + \omega (\mu \vartheta, \vartheta)) = \text{Re}(\omega (\epsilon \theta, \epsilon \theta) + \omega (\vartheta, \mu \vartheta)) \]
\[ = \text{Re}(\omega (E - E_h, \epsilon \theta) + \omega (H - H_h, \mu \vartheta)). \]

Then, by Lemma 4.5, we may define \((\xi, \zeta)\) as the unique element of \( H_0(\text{curl}, \Omega) \times H(\text{curl}, \Omega) \) such that
\[ b((w, v), (\xi, \zeta)) = \omega (w, \epsilon \theta) + \omega (v, \mu \vartheta) \]
for all \( w, v \in L^2(\Omega) \). Using consistency property (3.4), Galerkin orthogonality (3.5) and (4.6), we have
\[ \text{Re}(\omega((E - E_h), \epsilon \theta) + \omega((H - H_h), \mu \vartheta)) = \text{Re} b_h((E - E_h, H - H_h), (\xi, \zeta)) \]
\[ = \text{Re} b_h((E - E_h, H - H_h), (\xi, \zeta)) = \text{Re} b_h((E - E_h, H - H_h), (\xi - \xi_h, \zeta - \zeta_h)) \]
\[ \lesssim \left( 1 + \max_{K \in T_h} \frac{\omega h_K}{p K C_{K,\min}} \right) \eta \| (\xi - \xi_h, \zeta - \zeta_h) \|_{\text{curl},\omega,\Omega}. \]
This behavior is observed several times in the numerical examples reported hereafter.

and (4.9) follows since we already estimated the \( L_{\text{LL}} \) (or that the mesh is locally refined) so that the convergence in \( L_{\text{LL}} \) without any hidden constant. As a result, assuming that the solution is sufficiently smooth, the result follows from (4.8).

Hence,

\[
\omega \| \theta \|^2_{\varepsilon, \Omega} + \omega \| \theta \|^2_{\mu, \Omega} \lesssim \left( 1 + \max_{K \in T_h} \frac{\omega h_K}{p K c K_{\min}} \right) (1 + \gamma_{ba}) \eta (\| \theta \|_{\varepsilon, \Omega} + \| \theta \|_{\mu, \Omega}).
\]

and the result follows from (4.8).

We are now ready to establish the main result of this section. Notice that in contrast to second-order schemes [15], the estimate does not stem from a continuous-level Gårding inequality. The “electric-magnetic mismatch” part of the estimator is employed instead.

**Theorem 4.7 (Reliability).** The estimate

\[
\| (E - E_h, H - H_h) \|_{\text{curl}, \omega, \Omega} \lesssim \left( 1 + \max_{K \in T_h} \frac{\omega h_K}{p K c K_{\min}} \right) (1 + \gamma_{ba}) \eta
\]

holds true.

**Proof.** We start by the observation that

\[
\nabla \times (E - E_h) = -i \omega \mu (H - H_h) - (i \omega \mu H_h + \nabla \times E_h),
\]

\[
\nabla \times (H - H_h) = i \omega \varepsilon (E - E_h) - (J - i \omega \varepsilon E_h + \nabla \times H_h),
\]

which immediately yields the estimates

\[
\| \nabla \times (E - E_h) \|_{\chi, \Omega} \lesssim \omega \| H - H_h \|_{\mu, \Omega} + \sum_{K \in T_h} \frac{1}{\sqrt{H_K^{\text{max}}}} \| \omega \mu H_h + \nabla \times E_h \|_{K},
\]

\[
\| \nabla \times (H - H_h) \|_{\xi, \Omega} \lesssim \omega \| E - E_h \|_{\varepsilon, \Omega} + \sum_{K \in T_h} \frac{1}{\sqrt{\varepsilon_K^{\text{max}}}} \| J - i \omega \varepsilon E_h + \nabla \times H_h \|_{K}.
\]

Adding the last two inequalities, we have

\[
\| \nabla \times (E - E_h) \|_{\chi, \Omega} + \| \nabla \times (H - H_h) \|_{\xi, \Omega} \lesssim \omega \| E - E_h \|_{\varepsilon, \Omega} + \omega \| H - H_h \|_{\mu, \Omega} + \eta_{\text{curl}},
\]

and (4.9) follows since we already estimated the \( L^2(\Omega) \) terms in Lemma 4.6. \( \square \)

**Remark 4.8 (Asymptotic estimate for smooth solutions).** If \( \varepsilon \) and \( \mu \) are real scalars, we can actually rewrite that last line of the above proof as

\[
\| \nabla \times (E - E_h) \|_{\chi, \Omega} + \| \nabla \times (H - H_h) \|_{\xi, \Omega} \lesssim \omega \| E - E_h \|_{\varepsilon, \Omega} + \omega \| H - H_h \|_{\mu, \Omega} + \eta_{\text{curl}},
\]

without any hidden constant. As a result, assuming that the solution is sufficiently smooth (or that the mesh is locally refined) so that the convergence in \( L^2 \) norm happens faster than in the energy norm, we asymptotically have

\[
\| (E - E_h, H - H_h) \|_{\text{curl}, \omega, \Omega} \leq \eta_{\text{curl}} = \eta.
\]

This behavior is observed several times in the numerical examples reported hereafter.
4.3. Efficiency. We now show that the estimator proposed for DG discretizations is efficient. 

Classically, the proofs of this section hinge on the “bubble” functions introduced in Section 2.8.

We start by showing an upper bound for the “divergence” parts of the estimator, namely $\eta_{\text{div}, \omega, K}$ and $\eta_{\text{div}, \mu, K}$.

**Lemma 4.9.** We have

$$\eta_{\text{div}, \omega, K} \lesssim p_K^{3/2} \omega \| E - E_h \|_{\omega, K} + \text{osc}_{T_{K,h}}, \quad \eta_{\text{div}, \mu, K} \lesssim p_K^{3/2} \omega \| H - H_h \|_{\mu, K} + \text{osc}_{T_{K,h}}$$

for all $K \in T_h$.

**Proof.** For the sake of readability, we make a slight abuse of notation in the proof, and set $[\mathcal{E}^\text{inc}]_F := \mathcal{E}^\text{inc}_h$ if $F \subset \Gamma$ and $[\mathcal{E}^\text{inc}]_F = 0$ for the remaining faces.

Let $K \in T_h$ and $v_K := b_K \nabla \cdot (J_h - i\omega \mathcal{E} h)$. After integration by parts, we have

$$\| b_K^{1/2} \nabla \cdot (J_h - i\omega \mathcal{E} h) \|^2_K = (\nabla \cdot (J_h - i\omega \mathcal{E} h), v_K)_K$$

$$= -i\omega \mathcal{E} (E - E_h), \nabla v_K)_K - (\nabla \cdot (J - J_h), v_K)_K$$

$$\leq \omega \| \mathcal{E} (E - E_h) \|_K \| \nabla v_K \|_K + \| b_K^{1/2} \nabla \cdot (J - J_h) \|_K \| b_K^{1/2} \nabla \cdot (J_h - i\omega \mathcal{E} h) \|_K.$$

Using (2.7a) and (2.7b), it follows that

$$(4.10) \quad \frac{1}{\sqrt{\varepsilon_{K,\text{min}}}} \frac{h_K}{p_K} \\| \nabla \cdot (J - i\omega \mathcal{E} h) \|_K \lesssim p_K \omega \| E - E_h \|_{\omega, K} + \frac{p_K}{\sqrt{\varepsilon_{K,\text{min}}} h_K} \| \nabla \cdot (J - J_h) \|_K.$$

On the other hand, for $F \in \mathcal{F}_h \cap \mathcal{F}_K$, we set $v_F := \mathcal{E} (\mathcal{E}^\text{inc} - \mathcal{E}^\text{inc}) \cdot n_F$. Since $i\omega \nabla \cdot (\mathcal{E} E) = \nabla \cdot J$ and $b_F = 0$ on $\partial F$, we have

$$\omega^2 \| b_F^{1/2} [\mathcal{E} (E_h - E_h^\text{inc})] \cdot n_F \|^2_F = \omega (\| \mathcal{E} (E_h - E) \| \cdot n_F, v_F)_F + \omega (\| \mathcal{E} (E^\text{inc} - E_h^\text{inc}) \| \cdot n_F, v_F)_F,$$

and

$$\omega (\| \mathcal{E} (E_h - E) \| \cdot n_F, v_F)_F = |(\nabla \cdot (i\omega \mathcal{E} h), v_F)_F + (i\omega \mathcal{E} h, \nabla v_F)_F|_F$$

$$\leq \| \nabla \cdot (J - i\omega \mathcal{E} h) \|_{\mathcal{F}_h, \| v_F \|_F} + \| \mathcal{E} (E_h - E^\text{inc}) \|_{\mathcal{F}_h, \| v_F \|_F}.$$  

Then, thanks to (2.7c), we bound the terms depending on $v_F$, and using both (2.7a) and (2.4), we get

$$(4.11) \quad \frac{\omega}{\sqrt{\varepsilon_{K,\text{min}}}} \frac{h_K}{p_K} \| \mathcal{E} (E_h - E_h^\text{inc}) \| \cdot n_F \|_F$$

$$\lesssim \frac{\omega}{\sqrt{\varepsilon_{K,\text{min}}}} \frac{h_K}{p_K} \| b_F^{1/2} [\mathcal{E} (E_h - E_h^\text{inc})] \| \cdot n_F \|_F$$

$$\lesssim \frac{p_K^{1/2}}{\sqrt{\varepsilon_{K,\text{min}}} h_K} \| \nabla \cdot (J - i\omega \mathcal{E} h) \|_{\mathcal{F}_h} + \frac{p_K^{1/2}}{\omega} \| E - E_h \|_{\omega, F} + \text{osc}_{\mathcal{F}_h} (\mathcal{E}^\text{inc}).$$

The bound associated with $\eta_{\text{div}, \omega, K}$ follows from (4.10) and (4.11). For the sake of shortness, we do not write the proofs for $\eta_{\text{div}, \mu, K}$, as it follows from the same arguments. □

We now turn to the “rotation” parts of the estimator, which require increased attention.
Lemma 4.10. We have
\[ \eta_{\text{curl}, \varepsilon, K} \lesssim \omega \| E - E_h \|_{\varepsilon, K} + p_K \left( 1 + \frac{\omega h_K}{p_K c_{\varepsilon, \min}^2} \right) \| H - H_h \|_{\text{curl}, \varepsilon, \mu, \varepsilon, T_{K,h}} + \text{osc}_{T_{F,h}}(H^{\text{inc}}) \]
and
\[ \eta_{\text{curl}, \mu, K} \lesssim p_K \left( 1 + \frac{\omega h_K}{p_K c_{\mu, \min}^2} \right) \| E - E_h \|_{\text{curl}, \mu, \varepsilon, \chi, T_{K,h}} + \omega \| H - H_h \|_{\mu, K} + \text{osc}_{T_{F,h}}(E^{\text{inc}}) \]
for all \( K \in T_h \).

Proof. We employ the same notation for \( [E_h^{\text{inc}}] \) as in the previous proof, and we only detail the proof of (4.12b) since (4.12a) is established similarly, given the “symmetry” of the formulation with respect to the electric and magnetic fields. We have
\[ i \omega \mu H_h + \nabla \times E_h = -i \omega \mu (H - H_h) - \mu \chi \nabla \times (E - E_h). \]
As a result, it holds that
\[ \| i \omega \mu H_h + \nabla \times E_h \|_{K, \varepsilon} \leq \sqrt{\mu_{K, \max} \omega} \| H - H_h \|_{\mu, K} + \frac{\mu_{K, \max}}{\sqrt{\mu_{K, \min}}} \| \nabla \times (E - E_h) \|_{\chi, K}. \]
and
\[ \frac{1}{\sqrt{\mu_{K, \max}}} \| i \omega \mu H_h + \nabla \times E_h \|_{K} \lesssim \omega \| H - H_h \|_{\mu, K} + \| \nabla \times (E - E_h) \|_{\chi, K}. \]
On the other hand, for a face \( F \in T_K \), we set \( w_F := \delta(\omega [E_h - E_h^{\text{inc}}] \times n_F) \). With this notation, since \( b_F = 0 \) on \( \partial \tilde{F} \) and \( E \in \mathcal{H}_0(\text{curl}, \Omega) \), we have
\[ \omega^2 |b_F^{1/2} [E_h - E_h^{\text{inc}}] \times n_F |_F^2 \]
\[ = |\omega([E_h - E_h^{\text{inc}}] \times n_F, w_F)_{T_F} + \omega([E_h^{\text{inc}} - E_h^{\text{inc}}] \times n_F, w_F)_{T_F}| \]
\[ = |\omega(E - E_h, \nabla \times w_F)_{T_{F,h}} + (\nabla \times (E - E_h), w_F)_{T_{F,h}} + \omega([E_h^{\text{inc}} - E_h^{\text{inc}}] \times n_F, w_F)_{T_F}| \]
\[ \lesssim \omega(E - E_h, \nabla \times w_F)_{T_{F,h}} + (\nabla \times (E - E_h), w_F)_{T_{F,h}} + \text{osc}_{T_{F,h}}(E^{\text{inc}}). \]
Then, it follows from (2.7a), (2.7c) and (2.4) that
\[ \sqrt{\varepsilon_{K, \max} \omega} \| [E_h - E_h^{\text{inc}}] \times n_F \|_{T_F} \leq \sqrt{\varepsilon_{K, \max} \omega} \| [E_h - E_h^{\text{inc}}] \times n_F \|_{T_F} \]
\[ \lesssim p_K \left( 1 + \frac{\omega h_K}{p_K c_{\varepsilon, \min}^2} \right) \| E - E_h \|_{\text{curl}, \varepsilon, \chi, T_{F,h}} + \text{osc}_{T_{F,h}}(E^{\text{inc}}). \]
Finally, (4.12b) follows from the definition of \( \eta_{\text{curl}, \mu, K} \), (4.13) and (4.14). \( \square \)

Our key efficiency estimate is a direct consequence of Lemmas 4.9 and 4.10.

Theorem 4.11 (Efficiency). The estimate
\[ \eta_K \lesssim p_K^{3/2} \left( 1 + \frac{\omega h_K}{p_K c_{\varepsilon, \min}^2} \right) \| (E - E_h, H - H_h) \|_{\text{curl}, \varepsilon, T_{K,h}} + \text{osc}_{T_{K,h}} \]
holds true for all \( K \in T_h \).
5. Numerical experiments

5.1. Settings. For the sake of simplicity, we introduce the frequency $\nu := \omega / 2\pi$, and we will assume that $\varepsilon_0 = \mu_0 = 1$ in all the examples below. $\tilde{\xi}$ and $\tilde{\eta}$ respectively denote the relative error and estimators that have been scaled by the norm of the reference solution, i.e.

$$\tilde{\xi} := \frac{\parallel (E - E_h, H - H_h) \parallel_{\text{curl},\omega,\Omega}}{\parallel (E, H) \parallel_{\text{curl},\omega,\Omega}}, \quad \tilde{\eta} := \frac{\eta}{\parallel (E, H) \parallel_{\text{curl},\omega,\Omega}}.$$

5.1.1. Structured meshes. We often employ “structured” meshes in the following numerical examples. By this, we mean that the domain is (up to a translation) a square $\Omega := (-\ell, \ell)^2$ and that it is first partitioned into $N \times N$ identical squares. Each of these squares is then subdivided into four triangles by joining the barycenter with each face. The resulting mesh counts $4N^2$ triangular elements, with mesh size $h = 2\ell/N$.

5.1.2. Unstructured meshes. We also use “unstructured” meshes generated with a software package. Specifically, we employ $\text{mmg2D}$ [21] with the options $-\text{optim}, -\text{ar}=0$ and $-\text{hmax}=h$ to generate a mesh of size $h$.

5.1.3. Perfectly matched layers. Most of our experiments employ perfectly matched layers (PML) to mimic an infinite propagation medium. This approach is standard [4, 36], and we proceed as follows. The computational domain will always be (up to a translation) a square $\Omega := (-\ell, \ell)^2$, and the coefficients $\varepsilon$ and $\mu$ will take the values 1 and $I$ in a neighborhood of the square’s boundary. This original square is extended into a larger square $(-\ell + \ell_{\text{PML}}, \ell + \ell_{\text{PML}})^2$ for a fixed $\ell_{\text{PML}} > 0$, and the coefficients $\varepsilon$ and $\mu$ are artificially modified outside $(-\ell, \ell)^2$ as

$$\varepsilon := 1/\nu_1 \nu_2, \quad \mu := \left( \begin{array}{cc} \nu_2 / \nu_1 & 0 \\ 0 & \nu_1 / \nu_2 \end{array} \right),$$

where $\nu_j(x) = 1 + i \chi_{|x| > \ell}$ and $\chi_{|x| > \ell}$ is the characteristic function of the set $\{x \in \mathbb{R}^2; \ |x| > \ell \}$, for $j = 1$ or 2.

5.1.4. $h$-adaptivity. In several experiments, we consider $h$-adaptive iterative refinements, and our strategy combines Dörfler’s marking [23] with the newest-vertex bisection [8]. Specifically, once the estimator $\{\eta_K\}_{K \in \mathcal{T}_h}$ has been computed, we order the elements $\{K_j\}_{j=1}^n$ in such a way that $\eta_{K_{j+1}} \leq \eta_{K_j}$, and we then select the smallest number $n$ of elements such that

$$\sum_{j=1}^n \eta_{K_j}^2 \geq \theta \eta^2,$$

where $\theta := 0.05$. The elements $\{K_j\}_{j=1}^n$ are then refined using the newest-vertex bisection, starting from $K_1$ and finishing with $K_n$.

5.1.5. $hp$-adaptivity. We will also consider $hp$-adaptive refinements. In this case, the elements are still marked using Dörfler marking as above, and we employ an algorithm based on [35] to decide between $h$ and $p$ refinements. Specifically, if an element $K$ with diameter $h_{\text{old}}$, order $p_{\text{old}}$, and estimator $\eta_{\text{old}}$ has been refined into new elements $\{K_j\}_{j=1}^n$ with diameters $\{h_{r_j}\}_{j=1}^n$, order $\{p_{r_j}\}_{j=1}^n$, and estimators $\{\eta_{r_j}\}_{j=1}^n$, we define the “ideal” error reduction to be

$$\text{red} = \left( \frac{h_{\text{new}}}{p_{\text{new}}} \right)^{p_{\text{new}}} \left( \frac{h_{\text{old}}}{p_{\text{old}}} \right)^{p_{\text{old}}}.$$
where \( h_{\text{new}} = \max_j h_{\kappa_j} \) and \( p_{\text{new}} = \min_j p_{\kappa_j} \). Then, letting

\[
\eta_{\text{new}}^2 := \sum_{j=1}^{n} \eta_{\kappa_j}^2,
\]
we perform a \( p \)-refinement if \( \eta_{\text{new}} \leq \text{red}_{\text{old}} \eta_{\text{old}} \) and an \( h \)-refinement otherwise. Once the new \( p \)-distribution has been obtained, it is “smoothed” to ensure that the polynomial degree of two neighboring only varies by one through an iterative increase in the degree of neighboring elements when required. For the first iteration (where we have no history to compute the ideal reduction), we only employ \( p \)-refinements.

5.2. Planewave in free space. For our first example, we consider the computational domain \( \Omega_0 := (-1,1)^2 \), that we surround with a PML layer of thickness \( \ell_{\text{PML}} = 0.25 \). The entire domain is thus \( \Omega := (-1-\ell_{\text{PML}},1+\ell_{\text{PML}})^2 \). We also set the TF region \( \Omega_{\text{TF}} := (-\ell_{\text{TF}},\ell_{\text{TF}})^2 \) with \( \ell_{\text{TF}} := 0.75 \). \( \varepsilon = 1 \) and \( \mu = I \) in \( \Omega_0 \) and are modified as explained in Section 5.1.3 in \( \Omega \setminus \Omega_0 \). We then set \( J := 0 \), and

\[
E_{\text{inc}} := e^{-i\omega \cdot d \cdot x}, \quad H_{\text{inc}} := (i\omega)^{-1} \text{curl}E_{\text{inc}}
\]
where \( d := (\cos \phi, \sin \phi) \) with \( \phi := \pi/3 \). The analytic solution is then simply given by \( E := E_{\text{inc}} \chi_{\Omega_{\text{TF}}} \) and \( H := H_{\text{inc}} \chi_{\Omega_{\text{TF}}} \), where \( \chi_{\Omega_{\text{TF}}} \) is the characteristic function of \( \Omega_{\text{TF}} \). This experiment employs structured meshes as defined in Section 5.1.1. Our goal is to illustrate the behavior of the estimator as the frequency increases.

Figures 1 and 2 respectively report the errors and effectivity indices for different frequencies \( \omega \) and polynomial degrees \( p \). The observed results are exactly in line with our theoretical prediction: the error is underestimated for coarse meshes, but this effect disappears asymptotically. The asymptotic regime is achieved faster for higher-order methods. Also, the underestimation is more pronounced for higher frequencies. We finally note that the effectivity indices approach one as the meshes are refined, which is expected since the solution is regular here.

5.3. Nearly resonant frequencies. In this example, we consider the unit square \( \Omega := (0,1)^2 \) surrounded by PEC boundary conditions (i.e., we do not use PMLs). The source term is \( J := 1 \), and no incident fields are injected. The (semi-)analytical solution is obtained via Fourier series as

\[
E(x) := (16i\omega) \sum_{n,m \text{ odd}} \frac{1}{n\pi^2} \frac{1}{m^2 - \omega^2} \sin(n\pi x_1) \sin(m\pi x_2)
\]
which we cut at \( n, m \leq 500 \). The magnetic field is obtained by (analytically) differentiating \( E \). Notice that the solution belongs to \( H^3(\Omega) \), but not to \( H^4(\Omega) \).

The first goal of this example is to highlight the behavior of the estimator when approaching a resonance frequency. We focus on the resonance frequency \( \nu_t := \sqrt{2}/2 \), and we consider a sequence of frequencies

\[
\nu_\delta := (1 + \delta) \frac{\sqrt{2}}{2} = \nu_t + \frac{\sqrt{2}}{2} \delta,
\]
for decreasing values of \( \delta \in \{4^{-r}\}_{r=1}^{5} \). In contrast to the previous example, we employ unstructured meshes here. Figure 3 presents the behavior of the error and the estimator for different values of \( \delta \) and \( p \) as the mesh is refined, whereas effectivity indices are given in Figure 4. The behavior is similar to the one observed in Figures 1 and 2 and conforms to our
Figure 1. Planewave example: error and estimator
Figure 2. Planewave example: efficiencies
theoretical prediction. Indeed, the error is underestimated pre-asymptotically, and this effect is amplified when nearing \( \nu_r \). The asymptotic range is achieved faster for higher polynomial degrees. In Figure 3, we observe the optimal convergence rates for uniform meshes, namely \( N_{\text{dofs}}^{\min(p,2)/2} \), given the finite regularity of the solution. Notice also that the “suboptimal” convergence rates for \( p = 4 \) are only seen “late” in the convergence curves, which is in agreement with the regularity splitting results of [13]. We also observed in Figure 4 that the effectivity indices asymptotically approach one for \( p = 1 \) and \( p = 2 \), which is coherent with Remark 4.8 since \( E \in H^3(\Omega) \) but \( E \notin H^4(\Omega) \).

The next purpose of the present test is to analyze the ability of the estimator to drive \( h \)-adaptive refinements. Results for \( p = 3 \) and \( 4 \) are presented for the frequencies \( \nu := 1.1 \) and \( 5.1 \) (respectively close to the resonance frequencies \( \nu_r := \sqrt{1^2+2^2}/2 \sim 1.118 \) and \( \sqrt{6^2+8^2}/2 = 5 \)). We start with a structured mesh for \( p = 3 \) and an unstructured mesh for \( p = 4 \). Figure 5 shows the behavior of the error and estimators where our previous comments on the pre-asymptotic underestimation apply. We further see that in contrast with the uniform meshes, the optimal convergence rates are observed despite the finite regularity of the solution, which is in particular due to the refinements close to the domain’s corners that can be seen in Figure 7 when \( \nu := 1.1 \). Notice that for the higher frequency \( \nu := 5.1 \), we do not observe local refinements in Figure 8, which is again in agreement with [13] and the comment we made on Figure 3. Finally, Figure 6 presents the effectivity indices. The usual pre-asymptotic underestimation is observed for the higher frequency. Besides, the estimator seems asymptotic exact, which is in agreement with Remark 4.8 since local refinements are performed here. We finally note that Figures 7 and 8 show an excellent agreement between the elementwise error and estimator.

5.4. Reflection of a Gaussian beam. In this example, we consider the reflection of a Gaussian beam by two heterogeneous prisms modeled by heterogeneous coefficients. The domain of interest \( \Omega := (-\ell, \ell)^2 \), where \( \ell := 1 \), is surrounded by a PML of thickness \( \ell_{\text{PML}} := 0.1 \), so that \( \Omega := (-\ell + \ell_{\text{PML}}, \ell + \ell_{\text{PML}})^2 \). We set \( J := 0 \), and we define the TF region \( \Omega_{\text{TF}} := (-\ell_{\text{TF}}, \ell_{\text{TF}})^2 \) with \( \ell_{\text{TF}} := 0.9 \). The incident field is the Gaussian beam

\[
E_{\text{inc}}(x) := \frac{1}{\sqrt{4\alpha\beta(y_1)}} \exp\left(-\frac{y_2^2}{4\beta(y_1)}\right) \exp(-i\omega y_1), \quad \beta(y_1) := \frac{1}{4\alpha} + i\frac{y_1}{2\omega},
\]

with \( y = x - x_0 \), which is the solution to paraxial Helmholtz equation

\[
-\omega^2 u - i\omega \frac{\partial u}{\partial y_1} - \frac{\partial^2 u}{\partial y_2^2} = 0,
\]

with initial data \( g(y_2) := \exp(-\alpha y_2) \), for \( x_0 := (-1.0, 0.3) \) and \( \alpha := w^{-2}, w = 0.1 \), and we set \( H_{\text{inc}} := (i\omega)^{-1} \text{curl}E_{\text{inc}} \). Notice that, strictly speaking, these incident fields do not enter our assumption in (2.1) because \( E_{\text{inc}} \) solves the paraxial Helmholtz equation, which is only an approximation of the “true” Helmholtz equation. Nevertheless, the paraxial approximation is fairly good for Gaussian beams, so the resulting discrepancy is not seen numerically for the accuracy level we target. The prisms are the two triangles

\[
P_1 := \{(0.3, 0.0), (0.6, 0.6), (0.0, 0.6)\}, \quad P_2 := \{(-0.3, 0.0), (0.0, -0.6), (-0.6, -0.6)\},
\]

and the electric permittivity is defined by \( \varepsilon := 1/10 \) in \( P_1 \cup P_2 \) and \( \varepsilon := 1 \) outside, and we apply the usual modifications in the PMLs. We also select the frequency \( \nu := 50 \). The whole setting is sketched on Figure 9, where the initial mesh is also represented.
Figure 3. Nearly resonant example: error and estimator
Figure 4. Nearly resonant example: efficiencies with upwind fluxes
We start the adaptive algorithm with the mesh represented in Figure 9, and we employ the fixed polynomial degree $p := 6$. We run the adaptive loop for 30 iterations, and the final discrete solution is represented in Figure 10. In Figure 11, we plot the value of the estimator against the number of degrees of freedom throughout the adaptive loop (we do not represent the true error as it is not available here). We observe an initial stagnation, which is coherent with other experiments of adaptivity for high-frequency waves [12]. This initial stagnation is actually expected since we start with a largely unresolved mesh. We then see that the optimal convergence rate is asymptotically reached.

Figure 12 depicts the solution, the mesh size, and the estimator at various iterations of the adaptive loop. Interestingly, we see that the refinements essentially follow the wavefront until the beam goes through the whole domain. More uniform refinements then occur to capture the diffracted rays. We also observe that the mesh is refined on some corners of the prisms, which agrees with the expected presence of singularities at these points.
5.5. **Scattering by an aircraft.** Our final example is the scattering of planewave by an aircraft. The incident field is given by $E_{\text{inc}} := e^{i\omega d \cdot x}$ with $d = (\cos \phi, \sin \phi)$ and $\phi := 13\pi/12$ whereas $H_{\text{inc}} := (i\omega)^{-1} \text{curl} E_{\text{inc}}$. The domain of interest is the square $\Omega_0 := (-\ell, \ell)^2 \setminus A$, where $A \subset \subset \Omega_0$ is an open Lipschitz polygon with 76 vertices representing an aircraft (see Figure 13) and $\ell := 40$, the TF region is $\Omega_{\text{TF}} := (-\ell_{\text{TF}}, \ell_{\text{TF}})^2 \setminus A$ with $\ell_{\text{TF}}$ and we surround $\Omega_0$ with PMLs of length $\ell_{\text{PML}} := 5$. We impose the PEC condition on the boundary of $\Omega := (-\ell + \ell_{\text{PML}}, \ell + \ell_{\text{PML}})^2 \setminus A$. Figure 13 depicts the whole setting.

We employ the $hp$-adaptive algorithm presented in Section 5.1.5 for 15 iterations, starting with the mesh shown in Figure 13 with a uniform polynomial degree distribution $p = 1$. We consider two frequencies: $\nu := 0.1$ and $\nu := 0.5$. The solutions are represented in Figure 14, whereas Figure 15 shows the convergence history of the $hp$-adaptive loop in both cases. We observe an exponential convergence rate for the two frequencies (following [35] and [45, Theorem 4.63], we plot the estimator $\hat{\eta}$ in log-scale against $N_{\text{dofs}}^{1/3}$ in linear-scale), indicating that the proposed estimator is suited to drive $hp$-adaptive algorithms.
6. Conclusion

We propose a new residual-based a posteriori error estimator for discontinuous Galerkin discretizations (DG) of time-harmonic Maxwell’s equations in first-order form. Our estimator covers a range of numerical DG fluxes, including the so-called “central” and “upwind” fluxes. We rigorously establish that the estimator is reliable and efficient, with constants that are independent of the frequency for sufficiently refined meshes. Besides, we show that our estimator is asymptotically constant-free for a smooth solution.

We also present a set of numerical examples that highlights our key findings. We find an excellent agreement between these examples and the behavior predicted by the theory for our estimator. In addition, we employ the estimator to drive $h$- and $hp$-adaptive refinement processes. These examples suggest that the proposed estimator is capable of driving such refinement processes since, in all cases, we observe optimal convergence rates.

Figure 7. Nearly resonant experiment: actual (left) and estimated (error) at iteration # 10 in the $h$-adaptive example with $\nu = 1.1$
Figure 8. Nearly resonant experiment: actual (left) and estimated (error) at iteration # 10 in the $h$-adaptive example with $\nu = 5.1$.

Figure 9. Setting and initial mesh of the Gaussian beam experiment.
Figure 10. Real part of the solution in the Gaussian beam experiment
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