A differential evolution-based optimization tool for interplanetary transfer trajectory design
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Abstract

The extremely sensitive and highly nonlinear search space of interplanetary transfer trajectory design bring about big challenges on global optimization. As a representative, the current known best solution of the global trajectory optimization problem (GTOP) designed by the European space agency (ESA) is very hard to be found. To deal with this difficulty, a powerful differential evolution-based optimization tool named CO\textsuperscript{operative} Differential \textsuperscript{E}volution (CODE) is proposed in this paper. CODE employs a two-stage evolutionary process, which concentrates on learning global structure in the earlier process, and tends to self-adaptively learn the structures of different local spaces. Besides, considering the spatial distribution of global optimum on different problems and the gradient information on different variables, a multiple boundary check technique has been employed. Also, Covariance Matrix Adaptation Evolutionary Strategies (CMA-ES) is used as a local optimizer. The previous studies have shown that a specific swarm intelligent optimization algorithm usually can solve only one or two GTOP problems. However, the experimental test results show that CODE can find the current known best solutions of Cassini1 and Sagas directly, and the cooperation with CMA-ES can solve Cassini2, GTOC1, Messenger (reduced) and Rosetta. For the most complicated Messenger (full) problem, even though CODE cannot find the current known best solution, the found best solution with objective function equaling to 3.38 km/s is still a level that other swarm intelligent algorithms cannot easily reach.
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1. Introduction

Nowadays, heuristic search algorithms like Particle Swarm Optimization (PSO) [1] and Differential Evolution (DE) [2] have been widely employed to optimize the interplanetary trajectory design problem. The difficulty of optimizing interplanetary trajectory design problem is caused by extremely sensitive and highly nonlinear search space [3]. Figure 1 shows a highly nonlinear search space of Messenger (full) problem around the current known best solution. The real interplanetary exploration mission usually has to consider two basic objectives: minimum mission period and minimum fuel consumption. However, even though only one objective function is considered for mission optimization, the optimum is still very hard to be found. In 2005, the GTOP database published by ESA includes some interplanetary transfer trajectory design problems, which can be simply divided by multiple gravity-assist (MGA) problems and multiple gravity assists with deep space manoeuvre (MGA-1DSM) problems. In the GTOP database, MGA problem includes Cassini1 and GTOC1; MGA-1DSM problem includes Sagas, Rosetta, Cassini2, Messenger (reduced) and Messenger (full). With the given search space and special boundaries on each variable, the GTOP problems have shown big challenges on global optimization. Three aspects of the challenge can be described as follows:

- The attraction basin of global optimum is rather smaller than those of other local optima, and unfortunately, this optimal basin is usually hidden in the “not promising” local spaces. During the evolutionary process, it is so difficult to locate these not promising local spaces when considering the population motivation based on greedy gradient information. This causes a result that the general swarm intelligent algorithms can only find sub-optimal results, and the difference between global optimum and found local optima is not acceptable.

- As a result of the above-mentioned reason, the optima of GTOP problems, like that of Messenger (full), are unknown, and the current known best results are still constantly updated. Even though Messenger (full) is just a 26-D problem, its current known best result has been continually updated for 8 years from 2009 to 2017. However, we still do not know whether the current known best results are optima.
Figure 1: The simulation of highly nonlinear search space of Messenger (full) problem around the current known best solution.
Even though the attraction basin of current known best result has been positioned, it does not mean that the current known best result has been found. It is also very difficult to define a “local space”. For the extremely nonlinear search space, a “local search space” possibly contains smaller attraction basin. Hence, it will be a challenge to determine when performing the local optimizer. The most effective mode is to maximize the searchability of global optimizer and passing the found best solution to a powerful local optimizer.

Up to now, the known best solutions of these problems have been repeatedly updated, and some swarm intelligent algorithms like DE have shown promising performance. However, except MIDACO[4], which is a large-scale optimization platform based on tons of function evaluations, other swarm intelligent algorithms can only solve one or two benchmarks. In the previous studies, Zuo et al. [2][5][6] designed a search framework named EP_DE based on space exploration. it can try to explore promising regions from sensitive global search space and can find the global optimum of Cassini1 problem. Addis et al. [7] provided a remarkable solution for Rosetta problem when considering combining a multi-start technique and a two-phase local optimizer. Ampatzis et al. [8] found the optimum of Cassini1 problem based on an approximation method cooperating with a neural network. Biazzini et al. [9] proposed a distributed Hyper-Heuristics (HHs) for continuous search space and evaluated its performance on Cassini1 and Cassini2 problems. Biscani et al. [10] introduced an optimization software named PaGMO which is developed by Advanced Concepts Team (ACT) in ESA. This paper presented several test examples on Cassini2 and Messenger (full) problems. Gregoire et al. [11] developed a hybrid hierarchical cellular-based genetic algorithm, and successfully found the state-of-the-art result for Cassini2 problem. Islam et al. [12] developed a new DE variant (MDE_pBX) with improved mutation and crossover operators and tested its performance on Messenger (full) and Cassini2 problems.

Among all the related studies, MIDACO is a framework combining the supercomputing and ant colony optimization (ACO). As two crucial elements, the combination of swarm intelligence and high-performance computing has been proved to have the ability to solve the most complicated Messenger (full) problem. One of its original versions can reach an average result of 14.961 km/s using an average function evaluation of 232780[13] among overall 1000 runs, and the found best result is 6.399 km/s. Compared with this result, the proposed CODE in this paper can reach an average result of 10.385 km/s, and the found best result is 5.7 km/s among 50 runs, which is a significant advantage. The improved version of MIDACO, named MXHPC, can reach a result of
round 2.0km/s using a function evaluation of about $7 \times 10^{10}$. With a multi-kernel gauss probability function, MIDACO can reach a refined result near to 1.959km/s. Recently, MIDACO was further improved to find a 2.1 km/s result within the lowest function evaluation of about $5.5 \times 10^9$.

The success of MIDACO encourages us to concentrate on the development of one of the two crucial elements, namely heuristic search algorithms. The outstanding performance of DE on the interplanetary transfer trajectory optimization given in the previous studies is the motivation why it has been selected as the research target. Our previous research on the improved DE algorithm for interplanetary trajectory design, named CLDE, has been published recently [14]. In this research, a strictly limited case learning theory has been proposed. To test the performance, six GTOP problems were employed. In CLDE, two extended versions, including G-CLDE for global search and L-CLDE for local search are provided. However, L-CLDE is an iteratively called optimizer and usually generates a very high computational cost. For the most complicated problem Messenger (full), the found best result 6.487 km/s is far away from that of the known best result 1.9577 km/s. To further explore the potential of CLDE, an enhanced version CODE is now developed. Compared with the CLDE algorithm, CODE needs lower function evaluations, and can still maintain an acceptable success rate of finding the current known best solutions. Compared with already published search algorithms on the GTOP database, CODE presents better universality, not only working on one or two problems. The main contributions of this paper can be summarized as follows:

- A new two-stage DE has been proposed in this paper. At the first stage, a crossover operator with binary values and a mutation operator considering global exploration, local exploitation and random search are developed. The crossover operator considering binary values is motivated by the big valley and stripe structure of search space shown in Figure 1. At the second stage, the mutation factors of all individuals are adaptively generated according to the selected mutated individuals. Also, a multiple boundaries check technique has been developed and selectively employed based on the gradient information of different variables.

- A new evaluation criterion is proposed in this paper. Based on 150000 function evaluations, CODE can find the optima of Cassini1 and Sagas directly. Using 380000 function evaluations, CODE cooperated with CMA-ES can find the optima of Cassini2, Rosetta and GTOC1 with success rates of 2/500, 7/500 and 2/500 respectively. With 580000 function evaluations,
CODE cooperated with CMA-ES can find the optimum of messenger (reduced) with a success rate of 1/500. The given maximum function evaluations and the achieved success rate on different GTOP problems can be a comparison criterion for the following researches.

The rest of this paper is organized as follows: Section 2 introduces the mathematical model of Lambert transfer, GA, MGA and MGA-1DSM problems. Section 3 introduces the DE algorithm. Section 4 presents the proposed CODE algorithm in details. The performance evaluation of CODE is given in Section 5. Finally, Section 6 concludes the paper and discusses future work.

2. Problem formalization

2.1. Lambert’s problem

A particle p moving around the center M can be regarded as a two-body motion. If denoting the position vectors of p at P₁ and P₂ as r₁ and r₂ respectively, the variation of true anomaly is

\[
\cos \Delta \Theta = \frac{r_1 \cdot r_2}{r_1 r_2},
\]

(1)

where \(r_1 = \sqrt{r_1 \cdot r_1}\) and \(r_2 = \sqrt{r_2 \cdot r_2}\). In Lambert’s problem, the transfer time \(\Delta t\) from P₁ to P₂ is a function of semi-major axis \(a\), \(r_1 + r_2\) and the chord length \(c\) between P₁ and P₂. Assuming the transfer time \(\Delta t\) from P₁ to P₂ is given, the Lambert’s problem is transformed to determining the trajectory from P₁ to P₂. When \(r_1\) and \(v_1\) are given, the motion status (\(r_2\) and \(v_2\)) of any trajectory point can be obtained by

\[
r_2 = f r_1 + g v_1, \tag{2}
\]

\[
v_2 = f r_1 + g v_1, \tag{3}
\]

where \(f\) and \(g\) stand for Lagrange coefficients, and \(\dot{f}\) and \(\dot{g}\) stand for the corresponding derivatives. Combing equations 2 and 3, The equation calculating \(v_2\) is further represented as

\[
v_2 = f r_1 + \frac{\dot{g}}{g} (r_2 - f r_1) = \frac{\dot{g}}{g} r_2 - \frac{\dot{f}}{g} f r_1 \tag{4}
\]

Considering the conservation of angular momentum, there is

\[
f \dot{g} - \dot{f} g = 1. \tag{5}
\]
Therefore, equation 4 can be also expressed as

\[ v_2 = \frac{1}{g} \left( \dot{g} r_2 - r_1 \right). \] (6)

It can be seen that the determination of orbital elements will be easy once \( r_1 \) and \( v_1 \) or \( r_2 \) and \( v_2 \) are already given, and the solution of Lambert’s problem is transformed to calculating \( f, g, \dot{f} \) and \( \dot{g} \). The methods of calculating \( f, g, \dot{f} \) and \( \dot{g} \) are introduced in [15], [16] and [17].

2.2. GA

The geometry simulation given in Figure 2 shows two kinds of GA: leading-side planetary GA and trailing-side planetary GA. The angles between gravity and velocity directions in these two cases are larger and smaller than 90°, thus will generate velocity deceleration and acceleration respectively. The heliocentric velocity variation \( \Delta v \) can be obtained by

\[ \Delta v = V_2 - V_1 = (V + V_{\infty 2}) - (V + V_{\infty 1}) = V_{\infty 2} - V_{\infty 1} = \Delta V_{\infty} \] (7)

where \( V_{\infty 1} \) and \( V_{\infty 2} \) are hyperbolic velocities with the same scalar size, and \( \delta \) is the angle between them. \( V \) is the velocity of gravity-assist planet. \( \delta \) can be calculated by

\[ \delta = 2 \times \arcsin \frac{\mu_p}{v_{\infty}^2 \times r_p + \mu_p} \] (8)
Figure 3: The illustration of MGA model.
Figure 4: The illustration of MGA-1DSM model.
where $\mu_p$ is the gravitational constant, $r_p$ is the fly-by height

2.3. MGA

The geometry simulation given in Figure 3 is a MGA trajectory modelled with conic arcs connecting three celestial bodies. In general, the encounter sequence of a MGA trajectory is given by $P = \{p_0, \ldots, p_i, \ldots, p_n\}, n > 1, 0 < i < n$, where $p_0$ is the Earth, $p_i$ is the potential gravity-assist planet, and $p_n$ is the destination planet. Each conic arc is a Lambert’s problem [18] considering the departure time at planet $p_i$ and the arrival time at planet $p_{i+1}$. Usually, the connection of two neighboring conic arcs has to consider a velocity change $\Delta v_i$ at the pericenter of gravity assist hyperbola. Denoting the maneuver required to be captured by the destination planet as $\Delta v_f$, the objective function for evaluating a possible solution is

$$f(x) = \Delta v_0 + \sum_{i=1}^{n-1} \Delta v_i + \Delta v_f$$

(9)

where

$$v_0 = |\sqrt{C_3}(\sin B_0 \cos \alpha, \sin B_0 \sin \alpha, \cos B_0)|,$$

(10)

is departure fuel consumption.

$B_0$ and $\alpha_0$ are declination and the right ascension of escape asymptote respectively. For a specific encounter sequence, the optimization of time sequence, namely optimal schedule of spacecraft, is the main work of this paper. It can be presented by

$$x = [t_0, T_1, T_2, \ldots, T_n]^T,$$

(11)

where $t_0$ is the departure time, and $T_i$ is the transfer time length from $p_{i-1}$ to $p_i$.

2.4. MGA-1DSM problem

Compared with MGA problem, MGA-1DSM problem as shown in Figure 4 allows a chemical pulse at any time during each trajectory leg. The more uncertain variables will enlarge the problem dimension and make the optimization more difficult. A MGA-1DSM trajectory including $n$ planets can be represented as

$$\bar{x} = [t_0, V_0, \alpha_0, B_0, \eta_1, T_1, \ldots, r_{p_k}, b_{incl_k}, \eta_k, T_k, \ldots, r_{p_{n-1}}, b_{incl_{n-1}}, \eta_{n-1}, T_{n-1}],$$

(12)
where \( t_0 \) stands for departure time, \([V_0, \alpha_0, B_0]\) is the initial hyperbolic velocity, \( b_{incl_k} \) and \( r_{pk} \) are related to the \( k^{th} \) swing-by conditions, and \( T_k \) is the transfer time length for each leg.

Each trajectory leg contains two conic arcs which are connected by the applied DSM\(_i\). Among them, the first conic arc of first trajectory leg is integrated with the initial velocity \( V_0 \) from \( t_0 \) to \( \eta_1 T_1 \). The objective function of MGA-1DSM is presented as

\[
f(x) = v_0 + \sum_{i=1}^{n-1} \Delta DSM_i + \sum_{j=1}^{n-1} \Delta v_j + \Delta v_f,
\]

where \( \Delta DSM_i \) is the pulse implied by DSM in the \( i^{th} \) leg and \( \Delta v_f \) is the manoeuvre required to be captured by the destination planet. More details about MGA and MGA-DSM can be learned from references [19], [20] and [21].

3. Introduction of DE

DE [22] is an evolutionary algorithm which tries to find the global optimum by repetitively generating a population and performing three operators (mutation operator, crossover operator and selection operator) on population in each generation, until the current generation \( G \) reaches the maximum generation number \( G_{max} \). The generated population in generation \( G \) can be denoted by

\[
\{x_{1,G}, \ldots, x_{i,G}, \ldots, x_{NP,G}\},
\]

where \( NP \) is population size, and \( x_{i,G} \) is an individual. As shown in Algorithm 1, the operators mutation and crossover are controlled by the two parameters \( F \) and \( CR \), respectively. The original version of these operators are introduced as follows:

**Mutation** For each individual \( \{x_{i,G}|i = 1, 2, \ldots, NP\} \), a mutant solution is generated according to

\[
v_{i,G+1} = x_{r1,G} + F \times (x_{r2,G} - x_{r3,G}),
\]

where \( G \) is generation number, \( NP \) is population size, \( F \) is mutation factor falling within \([0,1]\). \( r1, r2, r3 \) are integers \( \in \{1, \ldots, NP\} \), and \( r1 \neq r2 \neq r3 \neq i \). If \( v_{i,G+1} \) has exceeded the boundaries, it has to be re-generated by

\[
v_{i,j,G+1} = LB_j + \text{rand}(0,1) \times (UB_j - LB_j)
\]

where \( LB_j \) and \( UB_j \) are the lower and upper boundaries on the \( j^{th} \) variable respectively.

**Crossover** The individual is mixed with the mutated solution, using the following scheme, to
yield the trial solution

\[ u_{i,G+1} = (u_{i1,G+1}, u_{i2,G+1}, \ldots, u_{ji,G+1}, u_{Di,G+1}) \]  

(17)

where

\[ u_{ji,G+1} = \begin{cases} 
    v_{ji,G}, & \text{if } \text{rand}(0,1) > CR \quad \text{and} \quad j \neq r(D) \\
    x_{ji,G}, & \text{if } \text{rand}(0,1) < CR \quad \text{or} \quad j = r(D) 
\end{cases} \]  

(18)

where \( \text{rand}(0,1) \) can generate a random number number between \((0,1)\). \( r(D) \) can generate an integer less than \( D \).

**Selection** A greedy selection scheme as follows is used to select the better individuals in the search process.

\[ x_{i,G+1} = \begin{cases} 
    u_{i,G+1}, & \text{if } f(u_{i,G}) < f(x_{i,G}) \\
    x_{i,G}, & \text{Otherwise} 
\end{cases} \]  

(19)

Only when the function value of \( u_{i,G+1} \) is less than that of \( x_{i,G+1} \) (for minimization problem), \( x_{i,G+1} \) is replaced by \( u_{i,G+1} \). Otherwise, \( x_{i,G} \) is retained.

**4. Introduction of CODE**

In CODE, to improve the space exploration ability of global structure at the start and accelerate convergence at the last, the linear population reduction in L-SHADE \[23\] is employed. The initial population size and minimum population size are denoted as \( NP_{\text{init}} \) and \( NP_{\text{min}} \) respectively. If denoting the maximum function evaluations and already used function evaluations as \( MAX_{NFE} \) and \( NFE \) respectively, the population size, denoted as \( NP \) can be obtained by

\[ NP = NP_{\text{init}} - (NP_{\text{init}} - NP_{\text{min}}) \times \frac{NFE}{MAX_{NFE}} \]  

(20)

CODE is a two-stage DE including a two-stage boundary check and a two-stage mutation. The two-stage boundary check here tends to enlarge the population diversity at the earlier evolutionary stage, while accelerate the convergence at the later evolution. During the evolutionary process, when the elements of individuals exceed the boundaries, they have to be re-generated using boundary check. Considering that the global optima usually have different spatial distributions on various problems, this paper also designs multiple boundary check technique. The boundary check here
Algorithm 1: DE

**Input:** Population size $NP$, maximum generation $G_{\text{max}}$.

**Output:** The found best solution $x_{\text{best},G_{\text{max}}}$.

$G \leftarrow 0$;

Generate the population $P = \{x_{0,G}, x_{1,G}, \ldots, x_{i,G}, \ldots, x_{NP-1,G}\}$ randomly;

while $G < G_{\text{max}}$ do

  for $i = 0; i < NP; i + +$ do

    Perform **mutation** on $x_{i,G}$ to generate $v_{i,G+1}$;
    Perform the boundary check $B_1$ on individuals;
    Perform **crossover** on $v_{i,G+1}$ to generate $u_{i,G+1}$;
    Perform **selection** on $u_{i,G+1}$ to generate $x_{i,G+1}$;

  $G \leftarrow G + 1$;

end

Print solution $x_{\text{best},G_{\text{max}}}$;

includes three types: random re-generation ($B_1$), interpolation re-generation ($B_2$) and opposite re-generation ($B_3$). Among them, $B_1$ was employed in DE and can be presented as

$$v_{i,j,G+1} = LB_j + \text{rand}(0,1) \times (UB_j - LB_j)$$

(21)

This randomness will enlarge the diversity of the population and can help to jump local spaces. However, it also causes potential damage to the convergence. Hence it can be called more at an earlier stage.

For $B_2$, it was employed in JADE algorithm [24], and can be presented as

$$v_{i,j,G+1} = \begin{cases} 
\frac{LB_j + x_{r1,j,G}}{2}, & \text{if} \ (v_{i,j,G+1} < LB_j) \\
\frac{UB_j + x_{r1,j,G}}{2}, & \text{if} \ (v_{i,j,G+1} > UB_j) 
\end{cases}$$

(22)

The feature of $B_2$ is not in favour of enlarging the population diversity, while contributes to the convergence. Hence, it is expected to work at a later stage.

$B_3$ inspired by [25] can be shown as
Algorithm 2: CODE

**Input:** Initial Population size $NP_{init}$, Minimum Population size $NP_{min}$, Maximum function evaluations $MAX\_NFE$, Controlling parameters for boundary check $K1$ and $K2$.

**Output:** The found best solution $x_{best,G_{max}}$.

$G \leftarrow 0$;

Generate the population $P = \{x_{0,G}, x_{1,G}, \ldots, x_{NP,G}, \ldots, x_{NP-1,G}\}$ randomly;

Copy $P$ to archive $A$;

$NFE \leftarrow 0$;

**while** $NFE < MAX\_NFE$ **do**

Update population $NP$ according to equation 20;

Update $T$ according to equation 25;

**for** $i = 0; i < NP; i + +$ **do**

Perform **Two-stage mutation** on $x_{i,G}$ to generate $v_{i,G+1}$;

Perform the multiple boundary check $B$ on individuals;

Perform **crossover** on $v_{i,G+1}$ to generate $u_{i,G+1}$;

Perform **selection** on $u_{i,G+1}$ to generate $x_{i,G+1}$;

**if** $u_{i,G}$ is better than $x_{i,G}$ **then**

Randomly replace a member of $A$ with $x_{i,G}$;

**end**

$NFE = NFE + NP$;

**end**

$G \leftarrow G + 1$;

**end**

Print solution $x_{best,G_{max}}$;
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\[ v_{i,j,G+1} = \begin{cases} pUB_j - (x_{r_1,j,G} - pLB_i), & \text{if } (v_{i,j,G+1} < pLB_j) \\ pLB_j + (pUB_j - x_{r_1,j,G}), & \text{if } (v_{i,j,G+1} > pUB_j) \end{cases} \] (23)

where \( pLB_j \) and \( pUB_j \) are the lower and upper boundaries of population distribution respectively. They can be updated by

\[ \begin{align*}
  pUB_j &= \max(x_{i,j,G}), \quad i \in [1, NP] \\
  pLB_j &= \min(x_{i,j,G}), \quad i \in [1, NP]
\end{align*} \] (24)

Under the motivation of the B3, the generated trial individuals will move farther. Therefore, it also can be employed at an earlier stage.

Two parameters \( K_1 \) and \( K_2 \) can be set to control the employment of these three boundary check methods. Besides \( K_1 \) and \( K_2 \), This paper also proposes a variable-related boundary check. Here, the distribution of individuals on each variable is regarded as an estimation of linearization or nonlinearity. If a strong nonlinearity has shown on one variable, B1 and B3 will have high potential to improve the population diversity. Otherwise, B2 is more suitable for linearization and weak nonlinearity. The distribution \( T_j \) of individuals at generation \( G \) on \( j^{th} \) variable can be presented as

\[ T_j = \frac{\sum_{i=1}^{NP} x_{i,j,G} - \frac{\sum_{i=1}^{NP} x_{i,j,G} - LB_j}{NP}}{NP \times (UB_j - LB_j)} \] (25)

The distribution information \( T \) indicates the stage of employing B. Given a threshold denoted as \( E \), the calling of each boundary check method can be presented as

\[ B = \begin{cases} B1 & \text{if } (T_j > E \& \frac{NFE}{MAX\_NFE} < K1 \& \text{rand}(0,1) < K2) \\ B3 & \text{if } (T_j > E \& \frac{NFE}{MAX\_NFE} < K1 \& \text{rand}(0,1) \geq K2) \\ B2 & \text{if } (T_j \leq E \& \frac{NFE}{MAX\_NFE} \geq K1) \end{cases} \] (26)

Why this technique has been considered is that different boundary checks can motivate the individuals to different spatial positions, can also re-generate new elements at different variable locations.

For all \( NP \) individuals, three operators (two-stage mutation, crossover and selection) are employed to generate offsprings. Two control parameters \( F \) and \( CR \) are employed for mutation and crossover respectively. These operators are introduced as follows:
• **Two-stage Mutation (M).** In each generation, mutation operator is firstly performed on the whole population. For \( \{ x_{i,G} | i = 1, 2, ..., NP \} \), its mutant solution generated in the first stage (M1) is as follows:

\[
v_{i,G+1} = x_{r1,G} + x_{i,G}.F \cdot (x_{r2,G} - s \tilde{x}_{r3,G}),
\]

where \( G \) stands for the generation number, \( NP \) stands for the population size. \( 1 \leq r1 \leq NP \), \( 1 \leq r2 \leq NP \times pbest \), \( 1 \leq r3 \leq NP \), and \( r1 \neq r2 \). \( \tilde{x} \) is the union of population set \( P \) and archive \( A \) storing the replaced parent individuals those have failed in comparison with their child individuals. To keep the stored information available, the size of \( A \) keeps fixed to \( NP \). That means when \( NP \) members have been already stored, the new member will replace a random one. \( x_{i,G}.F \) is generated by

\[
x_{i,G}.F = \begin{cases} 
norm(0.1, 0.04), & \text{if } \text{rand}(0,1) < 0.5 \\
norm(1.0, 1.0), & \text{otherwise} \end{cases}
\]

If \( x_{i,G}.F \leq 0 \) or \( x_{i,G}.F > 1 \), it will be re-generated by \( x_{i,G}.F = \text{rand}(0,1) \). This operation takes the global search (\( x_{i,G}.F = \text{norm}(1.0, 1.0) \)), local search (\( x_{i,G}.F = \text{norm}(0.1, 0.04) \)) and random search (\( x_{i,G}.F = \text{rand}(0,1) \)) into account. At this stage, each individual will move along the direction \( x_{r2,G} - s \tilde{x}_{r3,G} \), and the setting of \( pbest \) can learn the global structure.

At the second mutation stage (M2), three individuals are sorted according to their fitness value (fitness value here is adverse to the objective function value for the minimum optimization problem) and copied to vector \( nx_{m,G}, m = 0, 1, 2 \). Among \( nx \), the fitness of \( nx_{0,G} \) is the best (minimum objective function value). Hence, the new mutation operator is changed to

\[
v_{i,G+1} = nx_{0,G} + nx_{0,G}.F \cdot (nx_{1,G} - nx_{2,G}),
\]

where \( nx_{0,G}.F = 2 \times \frac{F(x_{1,G}) - F(x_{2,G})}{F(x_{m,G}) - F(x_{m,G})} \), and \( F(x_{m,G}) \) means the objective function value of solution \( x_{m,G} \). Therefore, the advantage of M2 is a faster convergence speed. The mutation schedule can be presented as

\[
M = \begin{cases} 
M1, & \text{if } \frac{NFE}{MAX_NFE} < 0.5 \\
M2, & \text{otherwise} 
\end{cases}
\]
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• **Crossover.** The target individual is mixed with the mutated individual, using the following scheme, to generate the trial solution

\[ u_{i,G+1} = (u_{1i,G+1}, u_{2i,G+1}, \cdots, u_{Di,G+1}) \]

where

\[ u_{ji,G+1} = \begin{cases} 
    v_{ji,G+1}, & \text{if } \text{rand}(0,1) < x_{i,G}.CR \text{ or } j = r(D) \\
    x_{ji,G}, & \text{if } \text{rand}(0,1) > x_{i,G}.CR \text{ and } j \neq r(D) 
\end{cases} \]

\[ j = 1, \cdots, D. \tag{31} \]

rand(0,1) is a random number generator to generate number between (0,1). \( r(D) \) is an integer generator to generate integer smaller than \( D \). \( x_{i,G}.CR \) is generated by

\[ x_{i,G}.CR = \begin{cases} 
    1, & \text{if } (\text{iteration}\%2 = 0) \text{ or } \text{iteration} < 2 \\
    0, & \text{otherwise} 
\end{cases} \tag{32} \]

If \( u_{ji,G+1} < L^j \) or \( u_{ji,G+1} > U^j \), \( u_{ji,G+1} \) is re-generated using above mentioned boundary check technique.

• **Selection.** A greedy selection scheme is used to select the better individuals between parent and child vectors. As an example of minimization problem, this selection can be performed by

\[ x_{i,G+1} = \begin{cases} 
    u_{i,G}, & \text{if } f(u_{i,G+1}) < f(x_{i,G}) \\
    x_{i,G}, & \text{otherwise} 
\end{cases} \tag{33} \]

If the fitness value of \( u_{i,G+1} \) is better than that of \( x_{i,G} \), \( x_{i,G+1} \) is replaced by \( u_{i,G+1} \), and the replaced solutions will be stored in \( A \).

5. Experimental results

5.1. Experimental setups

To test the optimization performance of CODE\(^1\) on interplanetary transfer trajectory, GTOP database is selected as the comparison platform. Considering that CODE is an improved DE

\(^1\)The test data can be downloaded from https://github.com/MingchengZuo/CODE
and the linear population reduction in L-SHADE has been employed in CODE, surely the recently state-of-the-art adaptive DEs like L-SHADE have been compared. Besides L-SHADE, other advanced competitors include SHADE, L-SHADE_SPACMA, EL-SHADE_SPACMA and EIG_L-SHADE_SPS. The PYGMO package designed by ESA includes some optimization algorithms which have been tested on the GTOP database. Among these algorithms, PSO, Genetic Algorithm with Gray encoding (GAGE), MDE_pBX, Simulated Annealing (SA), Improved Harmony Search (IHS), Genetic Algorithm (GeA) \(^2\), CMA-ES and Artificial Bee Colony optimization (ABC) are selected as competitors. For their comparison, the allowed maximum function evaluations are 150000. The parameters setting of the above-mentioned algorithms is as follows:

- **MDE_pBX** [26]: \(G_{\text{max}} = 750\), \(\text{percentage} = 0.15\), mean exponent=1.5, \(ftol = 1e - 030\), \(xtol = 1e - 030\);
- **Particle Swarm Optimization** [27]: \(c_1 = 2\), \(c_2 = 2\), \(w = 1.4\), \(G_{\text{max}} = 750\), \(NP = 200\);
- **jDE** [28]: \(G_{\text{max}} = 750\), \(NP = 200\), \(F = 0.5\), \(CR = 0.9\);
- **Simple Genetic Algorithm with Gray encoding** [29]: \(G_{\text{max}} = 750\), \(NP = 200\), \(M = 0.02\), \(CR = 0.95\), \(\text{elitism} = 1\), \(\text{selection} : \text{ROULETTE}\);
- **Simulated Annealing** [30]: \(\text{iter} = 150000\), \(Ts = 1\), \(Tf = 0.01\), \(steps = 1\), \(\text{binsize} = 20\), \(\text{range} = 1\);
- **Improved Harmony Search** [31]: \(\text{iter} = 150000\), \(phmcr = 0.85\), \(ppar_{\text{min}} = 0.35\), \(ppar_{\text{max}} = 0.99\), \(bw_{\text{min}} = 1e - 005\), \(bw_{\text{max}} = 1\);
- **CMA-ES** [32]: \(G_{\text{max}} = 750\), \(cc = -1\), \(cs = -1\), \(c1 = -1\), \(cmu = -1\), \(sigma_0 = 0.5\), \(ftol = 1e - 030\), \(xtol = 1e - 030\), \(\text{memory} = 0\);
- **GA** [33]: \(G_{\text{max}} = 750\), \(CR = 0.95\), \(M = 0.02\), \(\text{elitism} = 1\), \(\text{mutation} = \text{GAUSSIAN}(0.1)\), \(\text{selection} = \text{ROULETTE}\), \(\text{crossover} = \text{EXPONENTIAL}\);
- **Artificial Bee Colony optimization** [34]: \(G_{\text{max}} = 750\), \(limit = 20\);
- **SHADE** [35]: \(NP_{\text{init}} = 270\), \(NP_{\text{min}} = 4\);

\(^2\)The genetic algorithm is referred to as GeA for short, to distinguish it from the term “gravity assist”
• L-SHADE [23]: $NP_{init} = 270$; $NP_{min} = 4$

• L-SHADE_SPACMA [36]: $NP_{init} = 270$; $NP_{min} = 4$

• EL-SHADE_SPACMA [37]: $NP_{init} = 270$; $NP_{min} = 4$

• EIG_L-SHADE_SPS [38]: $NP_{init} = 270$; $NP_{min} = 4$

5.2. Settings of $K_1$ and $K_2$

To explore the influences of $K_1$ and $K_2$ on the optimization performance, the 121 combinations of $K_1$ and $K_2$ varying from 0 to 1 with a step of 0.1 have been tested. For each group of parameters, overall 50 independent runs have been conducted to study the found best result, mean result, worst result and standard deviation. The found best result, mean result and worst result of Cassini1, Cassini2, GTOC1, Rosetta, Messenger (reduced), Messenger (full) and Sagas are given in sub-figure (a) of Figure 5, Figure 6, Figure 7, Figure 8, Figure 9, Figure 10 and Figure 11 respectively. The standard deviations of 50 independent runs on these problems are given in sub-figure (b) of Figure 5, Figure 6, Figure 7, Figure 8, Figure 9, Figure 10 and Figure 11 respectively. The best results found by CODE with different combinations of $K_1$ and $K_2$ are ranked, and the top three results are given in Table 1. The best mean results found by CODE with different combinations of $K_1$ and $K_2$ are also ranked, and the top three results are given in Table 2. From the experimental results, some interesting phenomenon can be observed as follows:

• In the most cases, CODE has a very stable performance on Cassini1 problem, and the search result usually comes to 5.30 km/s. In some cases, CODE has successfully found the current known best solution with an objective function value of 4.93 km/s. In these cases, a surprise is that CODE can find the current known best result twice, when the combinations of $K_1$ and $K_2$ are $(0, 0.4)$, $(0, 0.5)$, $(0.1, 1)$, $(0.2, 0.2)$, $(0.2, 0.6)$, $(0.3, 1)$, $(0.4, 0.9)$, $(0.5, 1)$, $(0.6, 0.8)$, $(0.6, 1)$, $(0.7, 0.2)$, $(0.7, 0.7)$, $(0.7, 1)$ and $(0.9, 0.9)$. When $K_1$ equals to 0.1 or 0.9, CODE shows a relatively unstable performance.

• Although the dimension of Sagas is 12, higher than those of GTOC1 and Cassini1, CODE still can find the current known best result, and maintain a success rate higher than those of Cassini1 and GTOC1. In some cases, the success rates of finding the current known best result of Sagas reaches 5/50. These cases suggest that the good combinations of $K_1$
Figure 5: The best result, mean result, worst result and overall standard deviation found by CODE with different $K_1$ and $K_2$ on Cassini1 among 50 independent runs.

Figure 6: The best result, mean result, worst result and overall standard deviation found by CODE with different $K_1$ and $K_2$ on Cassini2 among 50 independent runs.
Figure 7: The best result, mean result, worst result and overall standard deviation found by CODE with different $K_1$ and $K_2$ on GTOC1 among 50 independent runs.

Figure 8: The best result, mean result, worst result and overall standard deviation found by CODE with different $K_1$ and $K_2$ on Rosetta among 50 independent runs.
Figure 9: The best result, mean result, worst result and overall standard deviation found by CODE with different $K_1$ and $K_2$ on Sagas among 50 independent runs.

(a) Best, mean and worst results  
(b) Standard deviation

Figure 10: The best result, mean result, worst result and overall standard deviation found by CODE with different $K_1$ and $K_2$ on Messenger (reduced) among 50 independent runs.

(a) Best, mean and worst results  
(b) Standard deviation
and \( K_2 \) are (0.4,0) and (0.5,0.2). The combination of (0.2,0.3) achieves a success rate of 4/500. In addition, some cases having achieved a success rate of 3/500 indicate various combination of \( K_1 \) and \( K_2 \) including (0.1,0.2), (0.2,0.1), (0.3,0.1), (0.3,0.3), (0.4,0.2), (0.4,0.3), (0.6,0) and (0.7,0.2). The cases having achieved a success rate of 2/500 indicate various combination of \( K_1 \) and \( K_2 \) including (0.0,0.6), (0.0,0.8), (0.1,0.1), (0.1,0.3), (0.2,0.5), (0.3,0.4), (0.4,0.8), (0.5,0.1), (0.6,0.5) and (0.7,0.1). The cases having achieved a success rate of 1/500 indicate various combinations of \( K_1 \) and \( K_2 \) including (0.0,0.1), (0.0,0.2), (0.0,0.3), (0.1), (0.1,0.4), (0.1,0.5), (0.1,0.7), (0.1,0.9), (0.2,0.2), (0.2,0.4), (0.2,0.6), (0.3,0.2), (0.3,0.5), (0.3,0.8), (0.4,0.1), (0.4,0.4), (0.4,0.9), (0.4,1), (0.5,0.8), (0.5,0.9), (0.6,0.1), (0.6,0.4), (0.6,0.7), (0.6,1), (0.7,0.3), (0.7,0.5), (0.7,0.9), (0.8,0.1) and (0.8,0.2).

- CODE can find very near results (1.3444 km/s, 1.3447 km/s and 1.3455 km/s) to the current known best result (1.343 km/s) of Rosetta. The minimum difference of 0.001 indicates that a local optimizer has the potential to assist in finding the 1.343 km/s.

- Having a lower dimension than that of Sagas, the current known best result of GTOC1 is more difficult to be found. Three combinations of \( K_1 \) and \( K_2 \) have helped CODE to find results lower than -1581700. Even though there is still a small gap to reach the current known
best result, the found best result has shown the potential to be refined to the current known best result.

- Except for Messenger (full), Messenger (reduced) and Cassini2 are also difficult to be optimized. The found best result by CODE for Cassini2 has a difference of 0.1 in comparison with the current known best result. The found best result by CODE for Messenger (reduced) has a difference of 0.2 in comparison with the current known best result. The global search ability of CODE on these two problems should be further improved.

The found best result, mean result and worst result of GTOP problems by L-SHADE variants and PYGMO algorithms are given in Table 3 and Table 4 respectively. To provide a correct interpretation of the results and obtain the average rankings of CODE and other competitors, the non-parametric statistical Friedman test is employed in this section as similarly done in [39]. This test is calculated using the software KEEL [40] and the results in terms of the best and the mean results are shown in Tables 5 and 6 respectively. For the ranking results, smaller value means better ranking. CODE is proved to have the best overall performance in the comparison, and EIG_L-SHADE_SPS ranks the second with ranking values of 4.1667 and 3.6667 respectively. As a relatively old algorithm, PSO also shows promising performance on the GTOP problems, comparable with L-SHADE algorithm.

5.3. Cooperation with CMAES algorithm

Since CODE can find very near results to the current known best ones within 150000 function evaluations, this section continues to explore whether a slightly larger function evaluation for CODE and the cooperation with CMA-ES algorithm can work. Here CMA-ES algorithm is regarded as a local optimizer, and the starting point is provided by CODE. For Cassini1 and Sagas problems, CODE has found the current known best result, here the local optimizer is not considered, and the maximum function evaluations are still fixed to 150000. For other problems, the objective is still to find the current known best results and try to improve the success rate. The maximum function evaluation is slightly improved from 150000 to 180000, and the maximum function evaluation for CMA-ES is 200000. The population size of CMA-ES algorithm is \( 50 \times \log(D) \). For the Messenger (reduced) problem, within the given 200000 function evaluations, CMA-ES cannot help to find the current known best result, so the maximum function evaluation is improved to 400000. The success
Table 1: The best optimization performance of CODE with different $K_1$ and $K_2$ on GTOP problems in terms of the found best result.

| benchmarks     | current known best result | found best result by CODE | $K_1$ | $K_2$ |
|----------------|---------------------------|----------------------------|-------|-------|
| Cassini1       | 4.9307                    | **4.9307**                 | 0.6   | 0.8   |
| Cassini1       | 4.9307                    | **4.9307**                 | 0.2   | 0.2   |
| Cassini1       | 4.9307                    | **4.9307**                 | 0.5   | 1     |
| Cassini2       | 8.383                     | 8.3922                     | 0.9   | 1     |
| Cassini2       | 8.383                     | 8.4215                     | 0     | 0.8   |
| Cassini2       | 8.383                     | 8.4306                     | 0.2   | 0.2   |
| Rosetta        | 1.343                     | 1.3444                     | 0.2   | 1     |
| Rosetta        | 1.343                     | 1.3447                     | 0.4   | 1     |
| Rosetta        | 1.343                     | 1.3455                     | 0.7   | 1     |
| GTOC1          | -1581950                  | -1581781                   | 0.1   | 0.6   |
| GTOC1          | -1581950                  | -1581735                   | 0.3   | 0.8   |
| GTOC1          | -1581950                  | -1581700                   | 0.1   | 0.8   |
| Sagas          | 18.19                     | **18.19**                  | 0.4   | 0     |
| Sagas          | 18.19                     | **18.19**                  | 0.5   | 0.2   |
| Sagas          | 18.19                     | **18.19**                  | 0.2   | 0.3   |
| Messenger (reduced) | 8.63                    | 8.652                      | 0.1   | 0     |
| Messenger (reduced) | 8.63                    | 8.653                      | 0     | 0     |
| Messenger (reduced) | 8.63                    | 8.653                      | 0     | 1     |
| Messenger (full)  | 1.957                    | 5.407                      | 0.4   | 0     |
| Messenger (full)  | 1.957                    | 5.771                      | 0.8   | 0.1   |
| Messenger (full)  | 1.957                    | 6.089                      | 0.1   | 0.5   |
Table 2: The best optimization performance of CODE with different $K_1$ and $K_2$ on GTOP problems in terms of the found mean result.

| benchmarks        | current known best result | found best mean result by CODE | $K_1$ | $K_2$ |
|-------------------|---------------------------|--------------------------------|-------|-------|
| Cassini1          | 4.9307                    | 5.2885                         | 0.6   | 0.8   |
| Cassini1          | 4.9307                    | 5.2885                         | 0.2   | 0.2   |
| Cassini1          | 4.9307                    | 5.2885                         | 0.5   | 1     |
| Cassini2          | 8.383                     | 11.102                         | 0.5   | 0.8   |
| Cassini2          | 8.383                     | 11.177                         | 0.9   | 0.9   |
| Cassini2          | 8.383                     | 11.228                         | 0.5   | 0.4   |
| Rosetta           | 1.343                     | 2.133                          | 0.8   | 0.9   |
| Rosetta           | 1.343                     | 2.144                          | 0.6   | 0.9   |
| Rosetta           | 1.343                     | 2.144                          | 0.4   | 0.8   |
| GTOC1             | -1581950                  | -1288061                       | 0.2   | 1     |
| GTOC1             | -1581950                  | -1284226                       | 0.2   | 0.9   |
| GTOC1             | -1581950                  | -1271240                       | 0.1   | 0.8   |
| Sagas             | 18.19                     | 80.9124                        | 0.8   | 0.2   |
| Sagas             | 18.19                     | 112.4296                       | 0.9   | 0.2   |
| Sagas             | 18.19                     | 117.2786                       | 0.8   | 0.3   |
| Messenger (reduced)| 8.63                      | 10.751                         | 1     | 1     |
| Messenger (reduced)| 8.63                      | 10.853                         | 0.7   | 1     |
| Messenger (reduced)| 8.63                      | 10.963                         | 0.2   | 0.9   |
| Messenger (full)  | 1.957                     | 10.385                         | 0.2   | 0.5   |
| Messenger (full)  | 1.957                     | 10.419                         | 0.1   | 0.2   |
| Messenger (full)  | 1.957                     | 10.558                         | 0.1   | 0.4   |
Table 3: The optimization performance of several adaptive SHADE variants on GTOP problems, where the found best result, mean result and worst result among 50 independent runs are given.

| benchmark | result | SHADE | L-SHADE | L-SHADE_SPACMA | EL-SHADE_SPACMA | EIG_L-SHADE_SPS |
|-----------|--------|-------|---------|----------------|-----------------|-----------------|
| cassini1  | Best   | 5.3054| 5.3034  | 5.3034         | 4.9307          | 4.9307          |
|           | Worst  | 11.0555| 12.5420 | 17.3027        | 13.1015         | 11.0320         |
|           | Mean   | 5.7790| 5.7905  | 11.0505        | 11.6153         | 5.9191          |
|           | Std    | 1.5655| 1.6792  | 2.8446         | 1.5702          | 1.9015          |
| cassini2  | Best   | 21.8731| 8.6089  | 11.8668        | 8.6106          | 10.9248         |
|           | Worst  | 26.3558| 16.8978 | 21.2864        | 19.0344         | 17.9769         |
|           | Mean   | 24.6680| 13.7293 | 15.4480        | 13.8650         | 13.7802         |
|           | Std    | 0.9777| 2.2041  | 2.1090         | 1.8070          | 1.8060          |
| gtoc1     | Best   | -1093296.1| -1428541.0| -1279400.4   | -1412719.2       | -1576143.0      |
|           | Worst  | -695528.2| -926407.7| -774269.5     | -821681.0        | -1007829.9      |
|           | Mean   | -856668.9| -113918.3| -1023553.6    | -1021745.2       | -1229030.6      |
|           | Std    | 86282.1| 100238.8| 110351.2      | 116690.9         | 123072.3        |
| rosetta   | Best   | 3.7064| 1.3664  | 1.8845         | 1.3893          | 2.4744          |
|           | Worst  | 10.7711| 4.9443  | 4.2165         | 4.4485          | 5.8012          |
|           | Mean   | 7.9999| 2.2725  | 2.3688         | 2.8404          | 4.2047          |
|           | Std    | 1.6167| 0.7124  | 0.5863         | 0.5566          | 0.8914          |
| sagas     | Best   | 712.8290| 134.1704| 932.5844      | 932.5765         | 19.6349         |
|           | Worst  | 993.1031| 970.8400| 970.2622      | 970.1247         | 980.3117        |
|           | Mean   | 961.2552| 920.6458| 956.2556      | 941.0207         | 414.0947        |
|           | Std    | 47.3590| 161.4719| 15.7964       | 14.3980          | 362.6886        |
| messenger (reduced) | Best | 14.7902| 10.9778 | 8.8359         | 8.8359          | 10.6622         |
|           | Worst  | 17.5045| 13.6905 | 13.5647        | 17.3382         | 14.3768         |
|           | Mean   | 16.0533| 12.5343 | 12.0145        | 12.8493         | 12.7946         |
|           | Std    | 0.5327| 0.7073  | 1.0659         | 1.2452          | 0.7271          |
| messenger (full)  | Best  | 19.7497| 13.6210| 12.6526        | 11.9434         | 9.6651          |
|           | Worst  | 25.1125| 16.7125 | 16.4172        | 17.2031         | 16.8544         |
|           | Mean   | 21.7828| 15.1805| 14.6130        | 15.4254         | 13.8442         |
|           | Std    | 1.1454| 0.7716  | 0.8449         | 1.0406          | 1.7174          |
Table 4: The optimization performance of several PYGMO algorithms on GTOP problems, where the found best result, mean result and worst result among 50 independent runs are given.

| problem       | algorithm | best result | mean result | worst result | standard deviation |
|---------------|-----------|-------------|-------------|--------------|--------------------|
| PSO           |           | 2.265       | 4.407       | 6.761        | 1.215              |
| GAGE          |           | 5.278       | 11.661      | 18.940       | 3.374              |
| MDE-pBX       |           | 1.363       | 2.389       | 8.147        | 1.146              |
| Rosetta       | SA        | 1.666       | 6.760       | 13.463       | 2.905              |
|               | IHS       | 3.401       | 5.794       | 9.903        | 1.596              |
|               | GA        | 3.468       | 9.844       | 17.537       | 3.446              |
|               | CMAES     | 1.885       | 2.320       | 5.363        | 1.007              |
|               | ABC       | 4.701       | 7.620       | 10.548       | 1.526              |
| Messener (full) | PSO       | 10.826      | 16.890      | 23.044       | 2.481              |
|               | GAGE      | 19.388      | 25.401      | 31.831       | 2.963              |
|               | MDE-pBX   | 14.003      | 19.051      | 22.583       | 2.729              |
| Cassini2      | SA        | 12.962      | 20.682      | 30.730       | 4.095              |
|               | IHS       | 11.804      | 22.114      | 28.244       | 3.968              |
|               | GA        | 13.900      | 23.042      | 30.835       | 3.341              |
|               | CMAES     | 13.999      | 19.308      | 21.193       | 1.832              |
|               | ABC       | 11.409      | 17.309      | 21.057       | 2.212              |
| Messener (full) | PSO       | 9.681       | 14.678      | 17.397       | 1.624              |
|               | GAGE      | 15.420      | 24.399      | 38.628       | 4.984              |
|               | MDE-pBX   | 12.978      | 14.986      | 16.652       | 1.003              |
| Cassini1      | SA        | 7.046       | 17.464      | 39.104       | 5.383              |
|               | IHS       | 16.084      | 17.824      | 20.756       | 0.961              |
|               | GA        | 14.655      | 18.874      | 26.564       | 2.374              |
|               | CMAES     | 12.568      | 13.922      | 16.280       | 0.985              |
|               | ABC       | 10.648      | 16.961      | 21.535       | 2.518              |
| GTOC1         | PSO       | -1338687.72 | -916074.80  | -588698.11   | 134873.66          |
|               | GAGE      | -1239946.22 | -558507.83  | -39744.25    | 387187.86          |
|               | MDE-pBX   | -1457871.76 | -1054404.80 | -685555.21   | 179540.96          |
| Sargas        | SA        | -642399.97  | -102575.58  | -1512.19     | 158426.80          |
|               | IHS       | -1116941.61 | -949731.85  | -643730.81   | 111768.54          |
|               | GA        | -909244.62  | -243955.93  | -10410.68    | 258562.32          |
|               | CMAES     | -1467209.59 | -571114.99  | -56205.52    | 379581.24          |
|               | ABC       | -1095941.99 | -764452.37  | -562743.85   | 106030.60          |
| Sagas         | PSO       | 19.561      | 496.989     | 980.448      | 355.450            |
|               | GAGE      | 372.203     | 967.481     | 1507.783     | 216.824            |
|               | MDE-pBX   | 281.692     | 874.434     | 999.164      | 238.851            |
| Sargas        | SA        | 19.444      | 928.772     | 1973.569     | 321.030            |
|               | IHS       | 664.210     | 964.273     | 991.075      | 49.404             |
|               | GA        | 158.729     | 1167.897    | 1620.020     | 263.336            |
|               | CMAES     | 305.933     | 928.176     | 1212.103     | 221.970            |
|               | ABC       | 28.061      | 314.116     | 609.679      | 159.524            |
Table 5: Average rankings of the algorithms in terms of the found best result among 50 independent runs.

| Algorithm                      | Ranking  |
|-------------------------------|----------|
| PSO                           | 5        |
| GA with Gray encoding         | 10.6667  |
| MDE-pBX                       | 7        |
| Simulated Annealing           | 6.1667   |
| Improved Harmony Search       | 10.3333  |
| GA                            | 10.6667  |
| CMA-ES                        | 8.5      |
| ABC                           | 8.8333   |
| SHADE                         | 12.3333  |
| L-SHADE                       | 5.75     |
| L-SHADE,SPACE                 | 8.75     |
| EL-SHADE,SPACE                | 5.6667   |
| EIG,L-SHADE,SPS               | 4.1667   |
| CODE                          | 1.1667   |
Table 6: Average rankings of the algorithms in terms of the found mean result of 50 independent runs.

| Algorithm                      | Ranking |
|--------------------------------|---------|
| PSO                            | 6.3333  |
| GA with Gray encoding          | 12.1667 |
| MDE-pBX                        | 6.1667  |
| Simulated Annealing            | 10.8333 |
| Improved Harmony Search        | 9       |
| GA                             | 12.6667 |
| CMA-ES                         | 7.8333  |
| ABC                            | 8       |
| SHADE                          | 9.8333  |
| L-SHADE                        | 3.8333  |
| L-SHADE_SPACMA                 | 6.3333  |
| EL-SHADE_SPACMA                | 7.3333  |
| EIG,L-SHADE_SPS                | 3.6667  |
| CODE                           | 1       |
rates of reaching the current known best result on each problem are given in Table 7. From the experimental results, some interesting phenomenon can be observed as follows:

- Except for Messenger (full) problem, the cooperation of CODE and CMA-ES has found all the current known best results of Cassini1, Cassini2, GTOC1, Rosetta, Sagas and Messenger (reduced). The success rate of solving Messenger (reduced) is the lowest, while the highest success rate has been achieved on Sagas. Except for Messenger (full), Messenger (reduced) and Cassini2 are the most difficult problems to be optimized.

- The optimization performance of swarm intelligent algorithms is not so stale. CODE has achieved the success rates of 2/50 and 5/50 on Cassini1 and Sagas problems respectively among 50 independent runs. However, among the 500 independent runs, CODE does not achieve the expected success rates of 20/500 and 50/500, while realizes lower success rates of 6/500 and 20/500 respectively.

- CMA-ES has an important impact on optimizing the Messenger (full) problem. Within the 380000 function evaluations, the CODE cooperated with CMA-ES have found a result of 3.379885 km/s, which is a promising performance as a swarm intelligent algorithm.

Table 7: The success rate of finding the current known best results by the cooperation of CODE and CMAES with given K1, K2 and maximum function evaluations

| benchmarks        | known best result | found best result | successful rate | K1 | K2 | function evaluations |
|-------------------|-------------------|-------------------|-----------------|----|----|---------------------|
| Cassini1          | 4.9307            | **4.9307**        | 6/500           | 0  | 0.6| 150000              |
| Sagas            | 18.19             | **18.1877**       | 20/500          | 0.5| 0.2| 150000              |
| Cassini2          | 8.383             | **8.38296**       | 2/500           | 0.9| 1  | 380000              |
| Rosetta           | 1.343             | **1.34334**       | 7/500           | 0.2| 1  | 380000              |
| GTOC1             | -1581950          | **-1581950.256**  | 2/500           | 0.1| 0.6| 380000              |
| Messenger (reduced) | 8.63             | **8.629886**      | 1/500           | 0.1| 0  | 580000              |
| Messenger (full)  | 1.957             | 3.379885          | 0/500           | 0.4| 0  | 380000              |

5.4. The distribution of found local optima

To study the distribution of found local optima in section 5.3, they are represented in left sub-figures of Figures 12 to 18. The right sub-figures show the percentages of local optima in
Figure 12: The found local optima of Cassini1 problem by CODE.

Figure 13: The found local optima of Sagas problem by CODE.
Figure 14: The found local optima of Messenger (full) problem by CODE.

(a) All local optima

(b) Percentages of local optima at different levels

Figure 15: The found local optima of Cassini2 problem by CODE.

(a) All local optima

(b) Percentages of local optima at different levels
Figure 16: The found local optima of Rosetta problem by CODE.

Figure 17: The found local optima of Messenger (reduced) problem by CODE.
each interval. By comparing the success rates given in Table 7 and the distribution results, two interesting conclusions can be drawn as follows:

- If the distribution of local optima is like a Gaussian function, the optimization difficulty is relatively higher. This type includes Messenger (full), Messenger (reduced) and GTOC1 problems. In this type, the individuals are more possibly stuck in sub-optimal local search spaces.

- If the distribution of local optima is like other shapes, it is easier to find the optima. This type including Cassini1, Sagas, Cassini2 and Rosetta has less sub-optimal local spaces and is easier to find the optimal solution.

6. Conclusions and future work

The effectiveness and efficiency of CODE have been illustrated by the experimental results in this paper. The influence of $K_1$ and $K_2$ combinations has been studied, and the optimal parameter settings are concluded for different GTOP problems. The cooperation of CODE with CMA-ES has helped to find the current known best results of Cassini1, Cassini2, GTOC1, Rosetta, Sagas and Messenger (reduced). The employment of “Linear population reduction” in L-SHADE does
can improve the global exploration ability, and the comparisons with L-SHADE and its improved
variants also illustrate the effectiveness of other CODE modules. In comparisons with other swarm
intelligent algorithms in PYGMO, CODE achieves an obvious advantage. CODE has the best
optimization performance on Sagas, and considering the relatively higher dimension of Rosetta,
CODE also gives a surprise. The same surprise is also seen from the test result on Messenger (full)
problem, where CODE can find a result of 5.407 km/s, and the CODE cooperated with CMA-ES
can find a result of 3.38 km/s. This is a level not so easy for other optimization algorithms to reach.
However, the experimental results indicate that CODE still needs to be further developed from the
following aspects:

- The contribution realized by CMA-ES is limited by the starting point given by CODE. Hence,
the global exploration ability of CODE should be further improved, especially on solving Mes-
sender (full), Messenger (reduced) and Cassini2 problems. It is worth exploring the strongest
performance of the CODE and CMA-ES sequence on the Messenger (full) problem.

- The mutation in CODE is a two-stage operator, which concentrates on global exploration and
fast convergence at different stages. Compared with the mutation operator “DE/current-to-
pbest/1” in JADE and L-SHADE, the mutation operator in CODE just uses one difference
vector, not two ones. This point should be re-considered in the following DE versions, at least
at an earlier evolutionary stage for enlarging the randomness.
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