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Abstract

We explore the security of residential routers and find a range of critical vulnerabilities. Our evaluations show that 10 out of 36 popular routers are vulnerable to injections of fake records via misinterpretation of special characters. We also find that in 15 of the 36 routers the mechanisms, that are meant to prevent cache poisoning attacks, can be circumvented.

In our Internet-wide study with an advertisement network, we identified and analyzed 976 residential routers used by web clients, out of which more than 95% were found vulnerable to our attacks. Overall, vulnerable routers are prevalent and are distributed among 177 countries and 4830 networks.

To understand the core factors causing the vulnerabilities we perform black- and white-box analyses of the routers. We find that many problems can be attributed to incorrect assumptions on the protocols’ behaviour and the Internet, misunderstanding of the standard recommendations, bugs, and simplified DNS software implementations.

We provide recommendations to mitigate our attacks. We also set up a tool to enable everyone to evaluate the security of their routers at https://xdi-attack.net/.

1 Introduction

Residential routers are a critical component in the Internet, connecting multiple client devices on a LAN to the network of Internet Service Provider (ISP). One of the functionalities, that residential routers provide, is forwarding Domain Name System (DNS) packets between client devices and the upstream DNS resolver, e.g., that of ISP or of a public DNS provider; we illustrate the setup in Figure 1. Many of the routers also provide a shared cache across the client devices on the network, aiming to improve performance. Because of their advantages, DNS forwarders in routers are widely deployed in the Internet. Studies measured that over 95% of open DNS resolvers are forwarders [1], and that a large fraction of them run on residential network devices [2, 3]. Due to their central role they receive a lot of attention from the researchers and there are multiple attempts to make home routers secure and develop implementation guidelines to prevent DNS cache poisoning attacks [4]. A DNS cache poisoning attack against a router affects all the client devices that use it, redirecting them to incorrect, potentially malicious hosts. Although such attacks are challenging to launch in practice, bugs in router implementations often allowed successful poisoning [5]. We describe them in Related Work, Section 2. We also provide background on DNS forwarders in routers in Section C in Appendix.

Cache poisoning residential routers with XDRI attacks.

In this work we develop practical off-path DNS cache poisoning attacks against residential routers. Our attacks use special characters to encode injections into DNS records. When those records are interpreted by a router, a misinterpretation occurs, and the router caches a poisoned DNS record. Although it was suggested that special characters could be exploited to launch Cross Site Scripting (XSS) attacks against web applications [6–9], no vulnerable DNS implementations were found, hence such encodings were not considered a practical cache poisoning threat. We show for the first time how to weaponize special characters for practical DNS cache poisoning attacks against routers. The adversary only needs to control a domain name, and to create records that contain encoded injections. When the victim router receives and caches the decoded records they result in rogue mappings that redirect the client devices on that network to an adversarial server. We call our attacks Cross-DNS Router Injections (XDRI).

Attack surface of XDRI in the Internet.

We purchased 36 popular and widely deployed routers and evaluated the XDRI attacks against them. Out of 28 popular routers that implement a cache, we find 10 routers to be vulnerable to cache injections via XDRI attacks. We also evaluate the XDRI at-
tacks against routers with open and non-open DNS forwarders, finding 8% (100K) of the devices with open forwarders to be vulnerable and out of 973 devices with non-open forwarders, 929 to be vulnerable.

Defenses can be circumvented. In addition to injections into caches, we test defenses against cache poisoning attacks in routers: DNSSEC [RFC4035], as well as source port and Transaction Identifier (TXID) randomization [RFC5452]. We show experimentally that although the bugs in secure selection of port and TXID were patched [5], the current implementations are still vulnerable. We develop simple techniques allowing to circumvent the entropy in DNS queries, which exposes to cache poisoning attacks. We also find that an unclear standard recommendations in [RFC4035] can be exploited to disable DNSSEC validation on upstream resolvers by setting the CD bit to 1.

Root factors for vulnerabilities. DNS forwarders in residential routers are implemented by third party software developers. The routers’ developers integrate these implementations into the routers. Therefore, in order to understand the actual problems and the vulnerabilities, it is important to look inside the routers and analyze the routers’ components in isolation to find the root factors causing the vulnerabilities. Previous work has not analyzed DNS inside the routers, but tested DNS implementations independently. In this work we perform a systematic analysis of the DNS forwarder’s implementations in routers, including a black box evaluation of DNS cache poisoning attacks via injections as well as evaluation of our techniques for circumventing defenses against cache poisoning. We then perform white-box analysis of the firmware of the vulnerable routers and analyze the DNS forwarder implementations that we find on github. We provide recommendations for mitigating our attacks, however history shows that routers will likely always have bugs in DNS implementations and other attacks will be found in the future. We propose to replace the patching process with a more systematic alternative.

Unconventional proposal. In this work we take a strategic approach at tackling the DNS vulnerabilities in routers: we propose to remove the DNS functionality from the routers entirely. We explain the primary challenges in our proposal, such as how to find the upstream recursive resolver of the ISP after failures or when clients connect to the network. We argue that the cost of our proposal, i.e., the potential increase in latency and traffic due to loss of caching on the routers, is negligible. We explain the benefits, that eliminating DNS in routers promises, including enhanced resilience and security of ISP and clients networks by reducing the threats through attacks against DNS in routers. In addition, removing DNS will simplify the routers while not requiring any changes to the clients. We show how simple configurations in the ISP DNS infrastructure would enable this.

DNS vulnerabilities in routers are not trivial to patch. One of the significant problems with vulnerable DNS components in routers is that there is no easy way to patch them. Even when the vendors distribute a patch, this is a patch for the router but not for third party DNS software. On the other hand, when the DNS vendor updates the software, it is not clear how a client can get that update into the router.

Ethics and disclosure. We contacted the developers of the vulnerable router vendors. Our research already resulted in 10 registered CVEs and patches. We did ethical evaluations of the attacks reported in this work against routers in the Internet using domains that we control. This allowed us to validate the presence of the vulnerabilities without exploiting them against real victims and without causing damage to the networks nor services in the Internet.

Contributions. We evaluate the security of a critical component in the Internet: routers with built-in DNS forwarders.

> XDRI Attacks: We develop XDRI attacks, in which we encode special characters to inject fake records into the caches of the DNS components in routers. Adversaries can use XDRI attacks to inject rogue mappings for arbitrary target domains. As a result, all the client devices are redirected to the adversarial server for services in poisoned domains. We find that 10 out of 28 routers with caches are vulnerable to our attack (the remaining 8 out of the 36 tested routers do not implement a cache).

> Techniques to circumvent best practices: We develop new techniques for exposing the UDP ports and DNS TXID, circumventing the recent patches in routers.

> Black-box and white-box analyses: To understand the root factors causing the vulnerabilities we perform a black-box and a white-box analyses of the routers in our dataset. Using the results we derive the first insights into the programming bugs and architectural decisions that lead to the vulnerabilities, and isolate the responsible components in routers.

> Attack surface: We develop techniques for evaluation of our attacks against routers with open DNS resolvers as well as routers we measured via an ad network. We find that the attack surface is large: 100K devices with open resolvers and 1K routers via ad networks were found vulnerable to all our attacks. Our results provide just a lower bound, and the actual number of vulnerable routers is much higher. Overall, we find vulnerable routers in 4830 autonomous systems (ASes) and in 177 countries, which shows that the vulnerabilities are prevalent, and are not specific to some region or ISP.

> Artifacts of our research: We set up a tool to enable anyone to test their routers for vulnerabilities: https://xdri-attack.net/.

> Remove DNS from routers: We analyze the role of the DNS component in routers and show that it is a historical artifact which is no longer essential in networks. We show that removing the DNS component from routers would improve the resilience of home networks and overall of Internet security, without incurring high latency and large traffic volumes.

Organization. We put our work in context of related research in Section 2. Our attacks are presented in Section 3.
In Section 4 we build a dataset of popular routers, evaluate our attacks against those routers and in Sections 5 and 6 explore the root factors for vulnerabilities via black-box and white-box analysis. In Section 7 we present the results of our ad network study of vulnerabilities in residential routers. We recommend countermeasures to prevent our attacks, however, patching provides only a temporary solution and new attacks may be discovered in the future. Therefore in Section 8 we recommend to remove DNS from routers. We conclude in Section 9.

2 Related Work

Vulnerabilities in forwarders. In 2014 [10] measured open resolvers and found that some of them are home routers that accept unsolicited responses without supporting best practices for DNS [RFC5452], such as validating the IP addresses, UDP ports and TXIDs in DNS responses. Accepting records from any response that they receive without validating exposes to DNS cache poisoning attacks. This is in fact a similar vulnerability to ARP poisoning via unsolicited replies [11]. Forwarders are susceptible to fragmentation [12, 13] and side channel attacks [4,14]. These attacks are not specific to routers but exploit properties in transport and IP layers, which exist only in a small fraction of servers. Recent research showed experimentally that [12, 13] apply to 4% of the top-1M Alexa domains and have a cache poisoning success rate of 4%. The applicability of [4,14] is 11% but these have a much lower success rates of 0.2%. The reason for such low success rates and applicability are the properties required from the resolvers and the nameservers: [12,13] must construct the spoofed fragment according to the offset and records in the second fragment in the genuine response from the nameserver, and the successful reassembly also depends on the IP ID algorithm of the nameserver, majority of which are random. The success of [4,14] depends on the exact window size and behavior of the DNS implementation in the router, such as the global ICMP rate limit, as well as other traffic. Since these attacks need to be tailored to each specific target, they cannot be automated. In addition, all these techniques require large traffic volumes during the attack: [4,14] require about 1M packets for scanning the ports on the target and then for hitting the correct TXID and [12,13] require about 70K packets.

In contrast, to all the previous attack techniques against routers our XDRI attack requires sending just the encoded fake records returned by the adversarial nameserver. Our attack is also extremely effective, if it applies to the target router (i.e., the router misinterprets the special characters), then the attack is deterministic. Furthermore, our attack can be easily automated, since it does not need to be tailored to a specific operating system and DNS software implementations at the IP, transport and application layers. In order to be launched our attacks do not require any a-priori information about the routers - they either apply or not. When the attacks apply, they can be executed automatically. This allows us to test the attack for our domain against a large population of 3M routers with open forwarders and 68455 clients using an ad network. Finally, the XDRI attack requires a weaker adversary than the previous attacks. In an XDRI attack a victim client on the router network needs to visit the domain of the adversary, e.g., this can be done by placing an advertisement on an ad network pointing to objects hosted at the domain of the adversary. In contrast, the previous works require that the adversary controls a LAN machine on the victim network.

Measurements of forwarders. A recent study [3] found that 80% of open resolvers are transparent forwarders. These are different than the home routers that we study, since transparent forwarders do not keep cache and do not change the original IP addresses in the DNS packets they relay to the upstream resolvers. [2] found that routers among other devices are exploited for amplification reflection DDoS attacks. [15] measured prevalence of forwarders in large networks. [16] found that some Customer Premises Equipment (CPE) intercept and redirect DNS queries to alternate resolvers.

DNS cache poisoning chronicles. Kaminsky demonstrated the first practical DNS cache poisoning attack [17]. Since then DNS resolvers have been patched to support best practices [RFC5452] [18], including bailiwick checks [19], source port and DNS TXID randomization, and validation of their values in responses. This makes DNS resilient to off-path cache poisoning attacks. Nevertheless, different techniques for launching cache poisoning attacks were developed, including side channels to reduce the entropy in requests as well as other methodologies like injection of spoofed IP fragments into IP defragmentation caches, to bypass the randomization parameters [4, 12–14, 20–24]. Anecdotal proposals to tunnel injections over DNS to attack web applications [6–8] were not considered a threat to DNS, and in a recent study [9] considered it a theoretical threat since no DNS implementation they evaluated was found vulnerable. In this work we extend these ideas to develop injection attacks that can be exploited for DNS cache poisoning, and demonstrate practical attacks against DNS caches of popular routers.

Putting our work in context. Our novelty is in extending the DNS cache poisoning attacks to make them applicable to DNS components in routers. We develop concrete attack scenarios exploiting TXID, ports, DNSSEC and injections. The previous methods for guessing ports or TXID [17] as well as the methods for CNAME encoding proposed in [9] all do not apply against the DNS in routers setting. In addition to these techniques, we also needed to cope with caches: in practical setup residential routers are configured to use caches of upstream resolvers. Therefore, we develop techniques to bypass the caches of upstream resolvers, to ensure that our attack packet traverses the target routers. Finally, a mere presence of a vulnerability does not imply that it can be weaponized or exploited, hence demonstrating attacks is important to evaluate the impact and significance of a problem. In addition to carrying out a systematic study of the attacks against a
complete set of routers, we also perform Internet-scale measurements of the vulnerabilities. Our measurements are executed with new techniques that we developed for measuring the vulnerabilities in DNS component in routers in the wild, both through ad-network and open resolvers. We found that the vulnerabilities in routers exist in multiple networks and countries. We also carried out a white-box analysis to explain the causes of the vulnerabilities. Our work provides the first analysis of the actual implementations of routers showing which programming mistakes lead to the vulnerabilities, e.g., why misinterpretations happen or why some routers use static UDP ports from the ephemeral port range. To enable router vendors as well as clients to check for vulnerabilities we develop a new test tool, which evaluates injection by misinterpretation and DNSSEC disabling attacks.

3 Cache Poisoning Attacks

We developed different techniques for launching off-path DNS cache poisoning attacks. Our techniques attempt to circumvent defenses in different layers of DNS in order to inject a fake record into the cache of a router. We provide overview of the attacks and the corresponding adversarial capabilities in Table 1 and Figure 2. The adversary model in Figure 2(b) is a superset of the model in Figure 2(a), in particular, the adversary in Figure 2(b) is weaker than the adversary in 2(a). One attack targets the records’ encoding of DNS, the two other attacks enable prediction of the random challenge values and the last attack is a deactivation of DNSSEC.

All the attacks are initiated by causing the victim to trigger DNS queries to the router. This can be done either by luring the victim to visit a website controlled by the adversary or by deploying an ad network, which causes the visiting users to issue queries. If the adversary is present on the victim network, say, the adversary controls a malware on another device, or is a legitimate user on a public network like Eduroam. We illustrate the different adversary models in Figure 2.

Impact of DNS cache poisoning. It has recently been shown that DNS cache poisoning can be used to attack a variety of different applications [25]. The attacks are applicable even when applications employ encryption. While many of the attacks target server-to-server protocols, which have not yet been upgraded to mandate encryption and authentication by default (such as SMTP), cache-poisoning against customer devices can still be very useful for an attacker: from shifting time on client devices via NTP (to revive expired certificates or Kerberos tickets [26]) over blocking communication with TLS-enabled websites to hijacking websites, which use un-encrypted connections. Furthermore, while our study is mainly targeted at customer-grade equipment, our results show that our attacks also apply to some business-grade routers and in at least one case even to ISP-operated resolvers.

3.1 Cross DNS Router Injection attack

Encoding attacks with special characters was proposed as a potential attack vector against applications [6–8], nevertheless [9] have not found any DNS software, appliances or devices with such vulnerabilities, hence special characters were not considered a threat for DNS or devices with DNS components, like routers. We show how to exploit special characters to develop practical attacks against routers, which we call XDRI (Cross DNS Router Injection) attack.

Adversary model. The attack requires an adversary, that only causes a victim client to issue a query to a domain that the adversary controls. This can be done via Email or by luring a victim to visit the website of the adversary, e.g., with an advertisement network.

Attack methodology. Domains and hostnames are not restricted to characters. Special characters however can lead to misinterpretations. We exploit end of data and period encoding, "\000" and ".", to develop period character and zero byte attacks, which cause the DNS software to misinterpret the domain name by manipulating the name or the subdomains.

In a zero byte attack the adversary exploits the misinterpretation of a zero byte "\000" for a string-terminator. The adversary creates a mapping between a domain that it controls, with a clever crafted subdomain www.victim.com\000, attacker.com and an IP address that it controls.

In a period character attack the adversary exploits the misinterpretation of an period character "." inside a DNS label for a DNS label separator. The adversary can create a record with a mapping to an IP address that it controls, say, a record www\victim.com. to 6.6.6.6. The adversary is required to control a domain under the same parent domain as the victim. When a DNS software decodes this record, it misinterprets it obtaining www\victim.com. at 6.6.6.6.

Attack steps. We describe the null termination attack, illustrated in Figure 3. The attack uses this CNAME record

| Section | Attack method | Attacker model | Impact |
|---------|---------------|----------------|--------|
| 3.1     | Special character misinterpretation | a) malicious website | Cache poisoning |
|         | TXID forwarding | b) malicious client | Cache poisoning |
| 3.2     | static UDP port | a) malicious website | Cache poisoning |
|         | CD=1 forwarding | b) malicious client | no DNSSEC protection |

Table 1: Attacks overview.
in the zonefile controlled by the adversary: attacker.com CNAME victim.com\000.attacker.com. (1) The adversary lures the victim client to visit its malicious website at attacker.com. (2) A script controlled by the adversary triggers a query to victim.com\000.attacker.com. The answer victim.com\000.attacker.com IN A 6.6.6.6 to this query is forwarded through the router and upstream to the attackers nameserver and the answer is provided to the router. (4) The vulnerable router misinterprets the zero byte in the name victim.com\000.attacker.com for a string terminator, thus mapping in its cache the domain victim.com to the IP address 6.6.6.6 of the adversary. (5) Finally, the client visits the website at victim.com and is sent to the adversarial server at 6.6.6.6.

Method to trigger queries with special characters. Since applications, e.g., browsers, do not trigger queries with special characters, this attack is challenging to launch. In [9] the authors use a CNAME-chain to redirect a “normal” domain name, which does not contain any special characters, to a domain name which does and executed the attack by providing both records to the vulnerable forwarder in one step. In our study, we find that this attack technique does not work against most of the routers.

In this work we develop a method to trigger queries with special characters ”\000” and ”.” directly from a script in a victim client machine, even though this is disallowed by stub resolvers and browsers. Our method exploits the fact that forwarders or stub resolvers used in Linux, Mac OS X and iOS which are located downstream of the vulnerable router will chase the CNAME records upon receipt of incomplete answers and trigger queries to the CNAME target. The queries to the CNAME target are not validated - other than the queries for DNS lookups received from applications. This technique is illustrated in Figure 4. In case the victim does not use a forwarder or stub resolver which chases CNAME records, the attack is still possible but requires the stronger attacker model from Figure 2. In this case the victim runs a browser on a client machine and visits the website at victim.com, which sends the required queries directly to the vulnerable router.

We prepare our custom nameserver to answer queries to subdomain.attacker.com in step (1) in Figure 4 with a CNAME to a subdomain containing the special character www.victim.com\000.attacker.com.. The answer however excludes the A record for this domain name (step 2). To finalize the lookup, the resolvers need to return to the nameserver and request a second query for www.victim.com\000.attacker.com. (step 3).

However, returning an answer with a malicious encoding defeats our goal: the upstream resolver caches the misinterpreted record, and it will not be triggered by the client and traverse the router. We need the client to issue the query so that it traverses the vulnerable router. Therefore, we answer the query of the recursive resolver for www.victim.com\000.attacker.com. with an empty answer in step 4, so that the incomplete response is forwarded to the benign client’s stub resolver in step 5. Therefore in the response we include an SOA record with minimum TTL set to 0, see [RFC23080].

Once the incomplete answer reaches the stub resolver in step 6, it triggers another query for the same CNAME alias, which is this time answered by the adversarial nameserver with the malicious record mapping www.victim.com\000.attacker.com to the IP address 6.6.6.6. When this record is cached it poisons the cache of the vulnerable router because of misinterpretation (step 8).

Which resolver software chase incomplete CNAME chains? We evaluated our technique with CNAME chasing against multiple forwarders and stub resolvers and found that the resolvers in Mac OS X, iOS and systemd-resolved chase such incomplete CNAME chains. As these are the default resolvers for Mac OS X, iOS and several popular Linux distributions, this technique can be used on any such system to trigger the vulnerability in routers via standard lookups, which can be triggered by any script or website visited by the user.

We list the routers vulnerable to these attacks in Table 2: 9 routers where vulnerable against the CNAME chasing attack and only one router (Bintec) was vulnerable against the attack via CNAME.
3.2 Reduce entropy in requests

In this section we develop simple techniques to derandomize the queries of clients behind routers. The first attack exploits the fact that some routers do not change the TXID selected by clients. We first show how to expose a TXID and then the source UDP port. The ability to predict either of the two exposes to practical DNS cache poisoning attacks. These simple attacks show that despite awareness and patches, the routers are still vulnerable.

Adversary model. In the attack for prediction of Transaction Identifier (TXID) the adversary is a client, e.g., a malware or a user on a wireless network. This allows the adversary to set or infer the TXID value. In the attack for inferring the source port the adversary just needs to be able to trigger queries or predict the timing when the queries are triggered, e.g., by sending an email luring the victim to visit the target website.

Recover TXID. The steps of the attack are illustrated in Figure 5. Prior to initiating the attack the malicious client communicates the DNS transaction ID it will use in the target query to the external adversary (step 0). In step 1 the adversary uses a malicious client to trigger a query to the victim domain victim.com. The router receives the query and forwards it to the upstream resolver without changing the TXID. In step 3 the adversary can now inject a spoofed response with fake records to the vulnerable router since it already knows the TXID which is used, reducing the entropy of the challenge response parameters to 16 bits, which requires it to create at most 65536 spoofed packets. In step 4 the vulnerable router receives the injected packet and caches the address 6.6.6.6 for the victim domain victim.com. Finally, in step 5 the client visits the website at victim.com and is sent to the adversarial server at 6.6.6.6.

We found that 10% of the tested popular routers do not change the TXID in queries, Table 2.

Recover source port. The attack steps are illustrated in Figure 6. In step (1) the adversary lures the client to trigger a query to the victim website victim.com. The router receives the query and forwards it to the upstream resolver with a constant UDP source port in step (2). Since the adversary knows the source port used in the specific victim router implementation, it can now inject multiple spoofed responses, each with a different TXID value, until a correct response is accepted. Inferring the fixed port can be done by fingerprinting the router. We develop techniques to infer the router model using javascript in a website controlled by the adversary in Section 7. This attack is effective even when the victim router does not implement a cache, since the malicious answer is also forwarded to the client. We found that 19% of the tested routers use a fixed port, Table 2.

3.3 Disable DNSSEC with CD flag

The vulnerability that we describe in this section exploits a vague recommendation of the DNSSEC standard [RFC4035, Section 7], which mentions the security implications of the CD bit, but does not provide specific recommendations for caching. Since it is not explicitly stated that resolvers should ignore the CD bit, we show that adversaries can exploit it to turn DNSSEC validation off at upstream resolvers.

Attack steps. The attack steps are illustrated in Figure 7. First, the adversary makes a DNS query for the victim domain at victim.com to the vulnerable router using a malicious client. The query has the Checking Disabled (CD) flag set, which instructs resolvers to skip any DNSSEC checks and provide the records they receive to the client even when the DNSSEC chain of trust is broken or the DNSSEC signatures for the record do not match. In step (2) the router receives the query and forwards it to the upstream resolver without disabling the CD bit. In step (3) the upstream resolver triggers a query to the nameserver for victim.com. If the adversary can modify the records to fake values, this will not be detected since DNSSEC is not validated, but the injected record is still cached by the router since it does not acknowledge the CD flag. We explain how disabling DNSSEC can be combined with a cache poisoning attack in Section A in Appendix.

Applicability of our findings to other router models depends on the manufacturers’ approach in developing the firmware. Some manufacturers use the same software for all devices (i.e., AVM), while others use different software and OSes even...
We evaluate vulnerabilities in routers with open resolvers to which indicated that in a dataset of open resolvers there must we found that many of the routers are also open forwarders, ASes with high number of vulnerable devices. Our intuition in real ISP networks we develop a study to find the services in real ISP networks we develop a study to find the vulnerabilities in routers with open resolvers to injection attacks via misinterpretation (Section 3.1). In the second step we map the routers that we found to be vulnerable to their Autonomous System (AS) numbers. Third, we select ASes with high number of vulnerable devices. Our intuition is that a high fraction of vulnerable devices is likely a result of the network infrastructure of the ISP or the type of devices used by the ISPs customers, typically ISP-provided routers. For each AS where we have significant amount of data we calculate the percentage of vulnerable resolvers. We explain in three steps.

To ensure that we do not miss out on deployed devices in real ISP networks we develop a study to find the routers’ types used by the ISPs. We do that in three steps. We evaluate vulnerabilities in routers with open resolvers to injection attacks via misinterpretation (Section 3.1). In the second step we map the routers that we found to be vulnerable to their Autonomous System (AS) numbers. Third, we select ASes with high number of vulnerable devices. Our intuition is that a high fraction of vulnerable devices is likely a result of the network infrastructure of the ISP or the type of devices used by the ISPs customers, typically ISP-provided routers. For each AS where we have significant amount of data we calculate the percentage of vulnerable resolvers. We explain these steps below.

The reason we use open resolvers is that in our analysis we found that many of the routers are also open forwarders, which indicated that in a dataset of open resolvers there must also be residential routers. We filter the open resolvers and concentrate the evaluation of the vulnerabilities primarily on residential routers that are configured as open forwarders. This also ensures that our evaluations do not create too much load, which would have been the result if the study was carried out by scanning the IPv4 range.

(a) Vulnerabilities to injection via special characters: To test for the special character misinterpretation vulnerability, i.e., “. “ and null terminator “\000” encoded inside DNS labels, we conduct 4 tests using different injection payloads with records in domains under our control:

Each payload is designed to inject a specific domain into a router’s cache. To conduct such a test, we first trigger queries for domains (1-4) where the injection payload is stored. We subsequently send a query for the domain which is to be injected by the injection payload (www.target.com) and verify that it was indeed cached. If it was cached the resolver responds with the injected IP address (6.6.6.6), otherwise the router will send an upstream query and respond with a different address (1.1.1.1).

The evaluation is performed on the 3M open resolvers from Censys [27]. We only consider resolvers that respond to our queries for A and CNAME records for all of the baseline tests. This results in 1.3M open resolvers from 228 different countries.

To associate open resolvers to which we sent the query with the IP address that actually sent the query to our nameservers, we randomize all the queried domain names by prepending a random subdomain. This also allows us to avoid caching of the resolvers, just in case some components in the DNS resolution chain are shared by multiple open resolvers. To prevent other users of the resolver to be negatively affected by our tests, we run these tests only against domains we own, which allows us to validate the full injection attack without performing an attack against any other domain.

We found that 8.1% of the open DNS resolvers are vulnerable to injection attack. 3.8% of the open resolvers are vulnerable to injections with dot-misinterpretation (“. “) and 6.7% to injections with zero-misinterpretation (“\000”).

(b) Recursive resolvers are largely not affected: We next analyse the queries’ logs on our nameservers to infer which type of resolvers are vulnerable. When we compare the IP address of the DNS query as seen by our nameserver with the IP address we originally sent the query to, we can classify the open resolvers into pure routers (where both IP addresses match) and other types of resolvers which may forward the query through other systems. While the group of

![Figure 7: Disable DNSSEC with CD flag.](https://www.businesswire.com/news/home/20201109005090/en/Wireless-Router-Market-Global-Industry-Analysis-Size-Share-Growth-Trends-and-Forecast-2020-2024-Technavio)

1https://www.businesswire.com/news/home/20201109005090/en/Wireless-Router-Market--Global-Industry-Analysis-Size-Share-Growth-Trends-and-Forecast-2020--2024-Technavio

2https://www.wiseguyreports.com/reports/6365219-global-wireless-router-market-growth-status-and-outlook-2021-2026

3We use test.com and target.com as placeholders for the domains under our control.

4 Dataset of Vulnerable Routers

We next

(b) Recursive resolvers are largely not affected: We next analyse the queries’ logs on our nameservers to infer which type of resolvers are vulnerable. When we compare the IP address of the DNS query as seen by our nameserver with the IP address we originally sent the query to, we can classify the open resolvers into pure routers (where both IP addresses match) and other types of resolvers which may forward the query through other systems. While the group of
pure recursors only consists of 3.6% (48,812 total) of all open
resolvers tested, we observe that this group of resolvers is
practically unaffected (0.03% to 0.18% vulnerable) compared
to the overall results, even though it consists of open resolvers
in many countries and networks. Based on this we conclude
that this indicates that the cache-injection vulnerability must be caused by intermediate
devices which implement DNS forwarding such as routers.

(c) ISPs with vulnerable routers: We found devices in 4830
Autonomous Systems (ASes) across 177 countries. We select
three ASes with the highest number of vulnerable devices:
AS58265 (Level421 GmbH) with 58 out of 58 devices vulner-
able, AS13787 and AS22186 (CenturyLink Communications)
with 36 out of 39 vulnerable devices, and AS22394 (Cellico
Partnership DBA Verizon Wireless) with 1745 out of 2105
vulnerable devices. We perform a manual research for the
type of devices which are typically distributed to customers
in those networks, and find that Level421 TARKAN routers
on AS58265, CenturyLink Zyxel C3000z on AS13787 and
AS22186, and Actiontech MI424WR on AS22394.

Combining the routers we found through Internet study
of devices vulnerable to injections with the popular routers
we collected based on market research and online shops, we
identify 51 different brands of routers, of which we were able
to purchase 35 devices from 28 different brands; the routers
are listed in Table 2. We use this dataset of routers in our
black-box and white-box analyses.

Ethical considerations. Our experiments were ethical. We
only injected records under domains that we own (both the
attack domain as well as the domain which the record is
potentially misinterpreted into). Therefore, the experiment is
essentially not different than merely changing the records in
the zonefile on our nameservers.

5 Black-Box Evaluation of Vulnerabilities

In this section we develop a platform for black-box tests of
routers, and evaluate our dataset of routers on that platform.

5.1 Platform for evaluation

The platform we set up for testing DNS vulnerabilities in
routers is shown in Figure 8. We set up the routers for a typical
configuration, changing only the settings required for an
Internet connection. This includes connecting a test client to
the router via its local network interface and configuring the
Internet connection of a router. In most cases we configure the
routers to operate in DHCP client mode, where they use an
upstream network controlled by us as the internet connection.
In 3 cases, where routers do not offer a DHCP client mode,
we instead connect the router to the Internet via PPPoE, using
a machine running OpenWRT as an PPPoE server, which
emulates an ISP’s broadband remote access server or (in one
case) using a cellular network5, as the device in question
is a mobile, battery-powered hotspot without a wired inter-
face. Additionally we change the DNS resolver used by the
router to a known recursive resolver operated by us running
bind version 9.16.1 either by changing its configuration or
dynamically configuring it to do so over DHCP or PPPoE.

To conduct the vulnerability tests, for each router we trigger
lookups to the router’s DNS forwarder using a custom-built
application and observe the requests and responses emitted
by the router at its Internet-side interface capturing packets
as well as the responses it sends to the test client.

5.2 Evaluation methodology

We develop methods for evaluation of vulnerabilities to
injection via misinterpretation attacks as well as to TXID
forwarding, UDP port prediction and disabling DNSSEC. We
send 5 queries per test to identify static values. We use other
manual tests to verify the results of firmware analysis in Sec-
tion 6.

Special character misinterpretation. The evaluation fol-
lows the same study methodology as described in Section
4, with the only difference that the routers are set up on the
premise of our network, as described in Figure 8.

TXID forwarding. To test the router for TXID forwarding,
i.e., whether it re-uses the TXID from client requests for
its upstream packets, we send the router’s DNS forwarder a
few queries for different domains and compare the TXIDs
from the client requests to the ones in the upstream queries.
If the TXIDs are equal, we call a router vulnerable to this
vulnerability if it implements a cache, otherwise the router
may re-use the TXIDs, but an adversary may not be able to
exploit this, because there is no cache to poison at the router
in question. If the TXIDs were not equal, we do also identify
if the TXIDs are sequentially allocated by manual inspection
which does also represent a vulnerability.

Static UDP port. To test if a router uses a static UDP
source port, we send the router some queries for different
domains, and observe the UDP source port in the requests
sent to the upstream resolver. When a router re-uses the same
port multiple times for different queries, we call the router
vulnerable. Furthermore, in this test we differentiate between
semi-random random ports which are allocated once when
the forwarder is started and fully static port numbers. To test
this, after we identified that a router re-uses port numbers,
we restart the router by disconnecting its power supply, and
see if the port number has changed after the reboot. For this
vulnerability, we do consider a router vulnerable even if it
does not implement a cache, as an attacker might still inject

---

5We were not able to purchase a significant number of devices, especially
from smaller brands, because of import restrictions and supply shortages.

5In this case we capture the DNS packets at our DNS nameserver.

Figure 8: Black-box analysis setup.
malicious responses if he manages to conduct the attack at the point in time when a client triggers a request for the target domain.

**CD=1 forwarding.** To test DNS forwarder for disabling DNSSEC, we conduct the following test. (1) We send a query for an improperly DNSSEC-signed domain with CD bit set. We check if the query is forwarded using the CD bit set, and if the client receives an answer to its query with an A record included. (2) We then send another query for the same domain, but without the CD bit set. When the forwarder answers the query from its cache with the IP address from the improperly-signed DNSSEC response, the router is vulnerable to DNSSEC disabling attacks.

**Fingerprint of routers.** We aim to identify the DNS forwarder implementation used in the router using version.bind queries. These special DNS queries for the domain version.bind with type TXT and class CHAOS are implemented by many DNS servers to communicate the server implementation and version.

**TCP support.** We test DNS forwarders for DNS over TCP support, which is mandatory in [RFC5966]. We also attempt to verify if the forwarder implements a cache at all, by sending it a few queries for the same (domain,type)-tuple and see if it emits multiple queries to its upstream resolver. We record any other non-standard behaviour of the routers DNS forwarder during our tests, such as the inability to properly handle (or ignore) EDNS OPT records.

**5.3 Results**

Out of the 36 routers tested, all routers implemented some form of DNS forwarding service. 8 of the routers do not implement a cache, making them naturally invulnerable to most of the attacks.

---

Table 2: Results of the black-box analysis.

| Vendor | Model | Has cache | version.bind | Any attack | Misinterpretation injection | TXID forward | Fixed UDP port | CD=1 to disable DNSSEC | Non-standard |
|--------|-------|-----------|--------------|------------|-----------------------------|-------------|---------------|------------------------|-------------|
| Asus   | GT4-AC2900 | ✓         | dnsmasq     |            |                             |             |               |                        |             |
| AVM    | FritzBox 6660 | ✓         |             | ✓          | ✓                          | ✓           | ✓             |                        |             |
| AVM    | FritzBox /212 | ✓         |             | ✓          | ✓                          | ✓           | ✓             | ✓                      |             |
| AVM    | FritzBox /7320 | ✓         |             | ✓          | ✓                          | ✓           | ✓             | ✓                      |             |
| AVM    | FritzBox /7390 | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Cudy   | WR1300   | ✓         |             | ✓          | ❌                          |             | ❌             | ✓                      |             |
| D-Link | N150 (DIR-600) | ✓         |             | ❌          | ✓                          |             | ✓             | ✓                      |             |
| D-Link | N300 (DWR-920) | ✓         |             | ❌          | ✓                          |             | ✓             | ✓                      |             |
| DrayTek| Vigor2120 | ✓         |             | ✓          | ✓                          | ✓           | ✓             | ✓                      |             |
| Linksys| ES530 (AC,1000) | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Linksys| EA3300 (AC,2200) | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Netis  | AC12200  | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Tenda  | AC1933   | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Tenda  | F3       | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Trendnet| TW100-S4W1CA | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Xiaomi | MiRouter4A | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| ZyXEL  | Speedlink XN11 | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Edimax | N300     | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Mercusys| MW30SR  | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Netgear| AC1200/ R6120 | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Speedport Smart 3 | ✓         | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Vodafone| Station TG3442DE | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Actiontec | MI424WR | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Bittec | RS353a   | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Cisco  | RV200    | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Grandstream| GWN7000 | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Synology| RT2000AC | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Ubiquiti| EdgeRouter4 | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Lancom | 1040e    | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Huawei | 5G CPE 5 Pro 2 | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Level41 | TARKAN   | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Telkomastar| RC1195D/1Z2/C0 | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| SUM(✓) | 100%     | 78%       | 45%         | 22%        | 14% | 3% | 13% | 11% | 19% | 14% | 11% |

| ISP-branded home routers |
|--------------------------|
| CenturyLink | C3000Z | ✓         |             | ✓          | ✓                          | ✓           | ✓             | ✓                      |             |
| Telecom         | Speedport Smart 3 | ✓         |             | ✓          | ✓                          | ✓           | ✓             | ✓                      |             |
| Vodafone       | Station TG3442DE | ✓         |             | ✓          | ✓                          | ✓           | ✓             | ✓                      |             |
| Actiontec      | MI424WR | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Small business routers |
| Biztec         | RS353a   | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Cisco          | RV200    | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Grandstream    | GWN7000 | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Synology       | RT2000AC | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Ubiquiti       | EdgeRouter4 | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Lancom         | 1040e    | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Huawei         | 5G CPE 5 Pro 2 | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Level41        | TARKAN   | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| Telkomastar    | RC1195D/1Z2/C0 | ✓         |             | ✓          | ✓                          |             | ✓             | ✓                      |             |
| SUM(✓)         | 100%     | 78%       | 45%         | 22%        | 14% | 3% | 13% | 11% | 19% | 14% | 11% |

*: vulnerable/yes. -: not vulnerable/no. 1: hidden dnsmasq version. 2: uses sequential TXIDs. 3: Port selected randomly at boot. 4: ISP network vulnerable. 5: Query section mismatch. (f): CNAME chain merging. (g): EDNS can cause broken responses. (h): No TCP support.
**Attacks.** We find 10 routers to be vulnerable against the misinterpretation attack, out of which 6 where vulnerable to the attack variant using zero-byte (\000), which allows adversaries to inject fake records for arbitrary domains. 2 routers were vulnerable to the TXID forwarding attack and another 2 used sequential TXIDs, which also makes them vulnerable. 7 routers (from 6 different vendors) did not use randomized UDP source port for upstream queries making them vulnerable to off-path injection attacks. Finally, 5 routers from 4 vendors were vulnerable to attack disabling DNSSEC protection against upstream resolvers. In total we found 15 routers from 10 different vendors vulnerable to any of our analyzed vulnerabilities, which makes 42% of the tested devices.

One router, the Level421 Tarkan which is a 4G mobile hotspot sold by an ISP providing special, world-wide roaming services was only found vulnerable to the misinterpretations injection attack when using the Internet connection provided by the vendor via the hotspot’s embedded SIM card, but not when using the Internet connection via a customer-provided SIM card. Since the hotspot uses dnsmasq as its forwarer implementation as discovered by `version.bind` queries, we conclude that the vulnerability discovered in this test is caused by resolvers in the provider’s infrastructure, not the actual device provided to the user.

**Standard compliance.** Additionally to the vulnerabilities, we also found 11 devices that do not implement the DNS standards correctly: 4 routers merged CNAME chains in cached responses to a single synthesized A record, 2 routers responded with malformed packets in some cases when processing EDNS-enabled requests and 10 routers did not support connections via TCP. We also find that the inability of these routers to correctly implement some parts of the DNS standard is strongly correlated with the vulnerability to our attacks. In fact, most vulnerable devices also do not correctly implement some parts of the standard and all standard non-compliant devices are also vulnerable to one of the attacks. In terms of implementations, we find that 13 devices use dnsmasq® as their DNS implementation, none of which were found vulnerable to our attacks. This means that almost all routers running a non-dnsmasq forwarder are vulnerable to one of our attacks. 3 not vulnerable devices which are not based on dnsmasq, do not implement a cache - which makes the cache-injection attacks not applicable to them.

### 6 White-Box Analysis of Routers’ Firmware

To find the root cause of the vulnerabilities found in Section 5, we analyze the routers firmware. We use firmware images downloaded from the manufacturer and source code of open source components. We then derive the conclusions on routers’ behavior through a combination of white and black-box analysis to ensure accuracy. We analyze the programming errors and architectural decisions which lead to the vulnerability and isolate the components which create the vulnerability. The results of our analysis are in Table 3, along with the information about the DNS implementations in routers, information if the implementation is open source or built by the manufacturer, the vulnerabilities and incompatibilities with the standard found in the software. We analyze the routers’ firmware to the point where our practical results from the black box analysis can be explained by the implementation in the firmware. We also analyzed relationships between the underlying implementations and their vulnerabilities. For instance, we found some devices using the same software implementation with a different configuration which results in different vulnerability outcomes, e.g., Netgear R6120 and Tenda AC10 use dnrd. In our white-box analysis we add three additional routers to our dataset from Section 5: Huawei 5G CPE Pro, Actiontec V1000H and Tenda AC10. These routers were tested because their firmware exhibits similarities to the routers we bought, including use of the same DNS forwarder software.

#### 6.1 Special character misinterpretation

We analyze the domain name decoder and cache implementation of the routers which where found vulnerable to the special character misinterpretation with the XDRI attack. We do this to resolve the following paradox: when using a naive decoder which misinterprets special characters in domain names, this vulnerability should affect the domain name when it is received from the client in the first query and therefore trigger a query to the victim domain (victim.com) instead of the malicious attacker domain (victim.com\000.attacker.com). If implemented like this, the naive decoder would trigger a behaviour which is not compliant with the standard [RFC1035], but such a behaviour could not be exploited for an attack.

**Decoder implementation.** First, to verify that the vulnerability is indeed caused by a naive decoder logic, we analyze the domain name decoder implementations in our vulnerable routers. As expected, we find a vulnerable decoder logic in all analyzed cases: when decoding a domain name from the line format into a zero-terminated C-string, the decoders in all vulnerable routers do not handle the cases of zero-bytes nor periods inside domain name labels with special care, as a result, the name is decoded to another name than it is.

**Cache implementation.** Second, to answer why the vulnerable routers behave as they do, we analyze the cache implementations: we find 2 different types of vulnerable cache architectures, each explaining the vulnerable, non-standard behaviour of the routers we found in practice:

(a) *Qname-to-address map:* Instead of parsing each record individually and moving them into a record cache, some caches in our study operate on a much simpler level. These cache implementations, which are used in both dproxy-nexgen and eCos-based Tenda devices, can be characterized as a function mapping domain names to IP addresses, and con-
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6We identified 4 additional devices using dnsmasq in our firmware analysis in Section 6 which do not communicate the implementation using `version.bind` queries.
sequentially, they can only store DNS records of type A (or AAAA). Queries for other types are simply forwarded to the upstream resolver every time their responses are not stored in the cache. Once a response from the upstream resolver is received, its answer section is parsed for any record of type A. Once an A record is found, it is put into the cache by mapping the domain name of the response’s question section (qname) to the address found inside the (first) A record. When receiving a query from another client, the qname is decoded and looked up in the cache. If it is found, the forwarder synthesizes an A record mapping the qname directly to the cached address, otherwise it forwards the client’s packet unchanged, without re-encoding the decoded name. While this represents a behaviour completely non-compliant to the DNS standard, it explains why the misinterpretation does not happen when processing the client’s query and also why cached responses do not contain CNAME chains in our black-box tests.

(b) Qname-to-packet map: Additionally, we found another cache architecture which is non-compliant to the DNS standard in dnr3. In this architecture, the cache again only considers the qname of a packet as its cache key and the forwarder does not re-encode decoded qnames when forwarding queries. However, instead of mapping qnames directly to IP addresses, this cache architecture maps qnames to full non-decoded DNS packets. When a response from an upstream resolver is received, the complete DNS packet, including its header and all sections, is cached. Then, when a query with the same qname (or a qname which is decoded to the same name because of misinterpretation) is received, the cached packet is simply sent to the client with only the TXID changed so it matches the TXID of the client’s query. This causes different issues, such as flags not matching the client’s query and TTLs not being reduced as the records are not updated.

6.2 TXID forwarding

During our analysis of caches, we also discover the main architectural cause of the TXID forwarding vulnerability. As it can already be presumed by the Qname-to-packet map cache architecture described above, many of these forwards are not built like full-fledged resolvers, which parse all sections of a packet, interpret the parsed data, determine what has to be done to resolve a client’s query and issue the respective queries to resolve the request. Instead, those forwarders, such as totd, dproxy-nexgen and dnr3, simply extract the minimum required information from a packet which traverses it (such as the TXID and qname) and simply ignore the rest. In the cases of dproxy-nexgen and DrayTek these proxy-like forwarders do not even change the TXID itself, but simply forward the DNS packet to the upstream resolver as-is, and only tap into the response to extract the information needed for caching purposes which results in the vulnerabilities that we found.

6.3 Missing UDP source port randomization

During our analysis, we also identify the cause of static port numbers in queries sent to upstream resolvers. As expected, most implementations with this vulnerability, such as totd, Strong/Edimax and Trendnet implementations, simply set a static port number when creating a socket for their upstream connections, or they only create a socket once (when started) and do not recreate it for further requests, as in the case of dproxy-nexgen. However, we identified an implementation which presents an exception to this observation: the

### Table 3: Results of white-box analysis of routers’ firmware.

| Vendor       | Model                  | OS   | DNS forwarder implementation | Version | Open source | Vulnerabilities | Non-standard |
|--------------|------------------------|------|------------------------------|---------|-------------|-----------------|--------------|
| Actiontec    | MI424WR                |       |                              | totd    |             |                 |              |
|              | Fritz!Box 7590         |       |                              |         |             |                 |              |
|              | Fritz!Box 8860         |       |                              |         |             |                 |              |
|              | Fritz!Box 7512         |       |                              |         |             |                 |              |
|              | Fritz!Box 7520         |       |                              |         |             |                 |              |
| AVM          |                       |       |                              |         |             |                 |              |
| ZyXel        | C3000EZ                |       |                              |         |             |                 |              |
| Actiontec    | V1000H+                |       |                              |         |             |                 |              |
| Huawei       | 5G CPE 5 Pro1          | linux |                              |         |             |                 |              |
|              | 5G CPE 5 Pro 2         |       |                              |         |             |                 |              |
| Cudy         | WR1300                 |       |                              |         |             |                 |              |
| Telekom      | Speedport Smart 3     |       |                              |         |             |                 |              |
| D-Link       | DHC-600                |       |                              |         |             |                 |              |
|              | DWR-920                |       |                              |         |             |                 |              |
| Netgear      | RG120                  |       |                              |         |             |                 |              |
| Tenda        | AC10                    |       |                              |         |             |                 |              |
| TP-Link      | Archer C7              |       |                              |         |             |                 |              |
| Strong       | Wirt Router 300        |       |                              |         |             |                 |              |
| Edimax       | N300                   |       |                              |         |             |                 |              |
| Tenda        | P3                     |       |                              |         |             |                 |              |
| Trendnet     | TW100-S4W1CA           |       |                              | totd    |             |                 |              |
| Mercusys     | MW3023R                |       |                              |         |             |                 |              |
|              | VxWorks                |       |                              |         |             |                 |              |
| Bintec       | RS555a                 |       |                              |         |             |                 |              |
|              | BOSS                   |       |                              |         |             |                 |              |
| DrayTek      | Vigor2120              |       |                              |         |             |                 |              |
| Lancom       | 1640e                  |       |                              |         |             |                 |              |

(a): Misinterpretation injection. (b): TXID forwarding. (c): Sequential TXID. (d): Fixed UDP port. (e): Disable DNSSEC via CD=1. (f): CNAME chain merging. (g): EDNS can cause broken responses. (h): No TCP support. 1: Additional router not tested physically.
implementation in Tenda devices (F3 and AC10v3) appears to use a static port from the ephemeral port range (>=49152, see RFC6335) in our black-box test, which does not change upon reboot but is different for both devices. Port numbers in this range are typically only used by the operating systems to provide randomly assigned ports to applications which do not request a specific port themselves.

Upon analysis of the port-setup routine in the implementation which is used in both the Tenda F3 and AC10v3 routers, we find that the used port is actually chosen pseudo-randomly when the application is started, by deriving it from a call to the \texttt{rand()} function. Before that, the pseudo-random generator is seeded with a call equivalent to \texttt{rand(time(NULL))}, which seeds the random generator with the current UNIX timestamp in seconds from January 1, 1970. This should result in a randomly chosen port every time the device is rebooted, which we do not observe in our black-box analysis. Upon further investigation, we discover, that the time on these devices is reset to January 1, 1970 after every reboot, and is only set via NTP after an Internet connection is acquired.

This explains the vulnerability we found in tested devices. Even though the UDP source port is randomly chosen once the device is started, at this point the clock in the router is still set to some seconds after January 1, 1970. The different ports chosen for the different routers (F3: 50387, AC10v3: 62066) are due to the AC10v3 starting its DNS forwarder slightly later after the clock has been reset: by extracting the code deriving the port from the current time, we run it with values for \texttt{time()} between 0 and 100 and find that it generates the port 50387 with a value for \texttt{time()}=7 and 62066 with \texttt{time()}=10, concluding that the DNS forwarder in the Tenda AC10v3 is started 10 seconds after the device has been started, vs. 7 seconds in the case of the Tenda F3. As these devices use an embedded operating system (eCos), these boot times are deterministic enough so that the port number generated does not change between reboots.

To summarize, there are 3 vulnerabilities/bugs, alone in the code described above: (1) not changing the UDP source port for different requests, (2) making a security-relevant random number (UDP source port) only dependent on the current time (in seconds) and (3) not acknowledging that the device’s clock is not correctly set up at the time when the port is chosen, making the pseudo-random generator behave completely deterministic. These examples are representative of our implementations we reverse engineered.

### 6.4 CD=1 forwarding

The goal of the white-box analysis of the CD flag is to understand why a given vulnerability exists. The results of the white-box analysis allow us to develop the attacks in Section 3. Similar to the TXID forwarding vulnerability, the main cause of checking disabled forwarding in vulnerable routers is due to the fact that these routers do not recognize the CD flag in the DNS flags field. In our analysis, we found multiple ways how forwarders handle this situation. The forwarders in Bintecl clear the CD flag (along with other unrecognized flags) when forwarding queries. For resolvers not supporting this flag, it is a standard-compliant solution [RFC1035, RFC8906], but prevents clients from issuing queries with these flags set.

Instead of clearing unknown flags, the Trendnet, DrayTek, Tenda and dproxy-nexgen forwarders do not clear unrecognized flags but simply forward them without interpreting their meaning. This leads to the vulnerability as the responses for queries with these flags are processed normally and the invalidated records are stored in the forwarder’s cache.

Finally, instead of clearing the flag, the forwarders in AVM, Huawei and dnsmasq handle the CD flag by forwarding queries with it transparently. However, instead of parsing their responses and potentially poison their cache with DNSSEC-signed records that were not validated, they only forward responses with the flag set to the client requesting them, but do not copy the included records into their cache. This can be seen as a way of providing some forward-compatibility for their clients without actually implementing the required functionality.

### 6.5 Missing TCP support

Even though a mandatory requirement in [RFC5966], many routers do not support TCP queries. Our firmware analysis shows, that while many implementations indeed do not support DNS transport over TCP, such as dproxy, Edimax, Strong, Mercusys and Tenda, in some cases TCP is not enabled due to bugs. For instance, in the case of totd, used in the Actiontech MH424WR, the application actually does support TCP transport, however it is deactivated in the configuration of the DNS forwarder as it is used in the router firmware.

### 6.6 Analysis of DNS software on github

During our study, we found a significant number of vulnerable DNS forwarder implementations in routers, with both open-source and closed-source implementations being affected. To understand why errors and bugs are so frequent in
DNS implementations we additionally perform black-box evaluations of self-built DNS forwarders by independent github developers. We search github for "dns forwarder" keywords and select 10 small-size projects which implement DNS forwarders. We test these implementations for the vulnerabilities listed in Section 3. The results are summarized in Table 4. Out of 10 tested implementations, only 2 are resilient to our attacks: one simply does not implement a cache, and the other one still does not implement the DNS standard correctly as it merges CNAME chains in responses to a single A record.

While these implementations are not widely used, the fact that almost all of them carry similar vulnerabilities to the implementations used by the vulnerable routers in our dataset shows that DNS forwarding is not easy to implement and that the programming mistakes leading to the attacks are common and not just individual cases.

7 Advertisement Network Study

We develop novel techniques to fingerprint residential routers, which we then apply in our Internet wide ad network study. We embed a javascript on our website which is loaded as a pop-under advertisement and executes our techniques for identifying routers. This technique is shown in Figure 9.

We analyze the web interfaces of the routers in our dataset and create a list of images specific to each router. Once a client has loaded our website, the script tries to fetch an image from characteristic URLs from each of the routers’ web-interfaces by setting the src property of a newly created image object. Since these images only exist on the web interface specific to one router, the ability to successfully load such an image implies that the client is using the router in question. During the execution the script loads all the images and reports back for which images the tests succeeded. Same models from the same vendor might use the same images, but in this case they typically use the same firmware and the same vulnerable DNS implementation.

To find the router’s address, we use the default address shipped with the factory settings. Additionally we use the special domain names used by some vendors to redirect users to the router’s web interface. DNS requests for such domains, like "routerlogin.net" or "fritz.box" are always answered with a router’s internal IP by the router’s DNS forwarder.

We confirm experimentally on all the routers in our study, that firmware upgrades do not change the images of web configuration interfaces, and hence do not have an impact on our fingerprinting heuristics. In first round of tests we test the routers in the default factory settings configurations, as this is likely how they are used by the clients. In a subsequent round we update the routers, but do not perceive any changes in the results. In addition, not all the tested routers allow the user to manually update the firmware. Notice that if such changes existed our heuristic would result in errors. For instance, if the ports were changed but the images and the domains remained the same, this would create false positives, alternately, if the image and domains are changed but ports remain static, this would create false negatives.

To circumvent the restrictions of the same-origin-policy (SOP), our script is only loading the characteristic URLs by creating image objects, which are exempt from the SOP. While this circumvents the restrictions of the SOP, this limits the information which is gathered by our script to a few limited data points: whether an image was successfully loaded or not and the dimensions of the image in pixels. Therefore, to increase the accuracy of our study, once an image is loaded successfully, we compare its dimensions to the ones we found using our initial analysis of the routers’ web-interfaces.

To find out image paths and characteristic for each router, we manually search the web interface of each router for images embedded in the webpage which are specific for that router. During this examination, we find that some routers prevent images from being loaded by third-party websites, either directly or indirectly, by enforcing that the HTTP requests referrer header must match the IP address of the router, enforcing a connection via HTTPS using a self-signed certificate or always requiring authentication even for static objects of the web interface. In total, we were able to gather fingerprints in the form of characteristic image paths for 27 out of the 36 routers in our dataset.

Some routers did enforce a weaker policy where they also allow empty referrer headers. This is not enough to block our study since sending of this header can be disabled by setting the referrerPolicy attribute of an HTML image to no-referrer.
results. In total, 68,455 clients from 202 different countries and 4653 different autonomous systems visited our website during the study. Out of those, we could identify a known router web interface for 973 (1.42%) clients, which are located in 438 different autonomous systems and 105 countries. A further geographical breakdown of our results is shown in Table 5.

The number of matches for each web interface is shown in Table 6. When we count the number of instances in which we found vulnerabilities in the router, we find that in 929 (or 1.36%) of the total cases, a vulnerable router was identified. This is partly since these vendors use the same web-interface for all their router models, which increases the number of identified devices for these vendors. As can be seen in Table 6 the more generic the match is the higher % of routers can be identified. “Generic match” means the match applies to different models of the same vendor, which may or may not be vulnerable as well.

We also list the distribution of clients browsers in Table 7. The number of cases where we could identify a router web interface is below the average of 1.42% in the case of Chrome (both desktop and mobile) and Edge, as both of these browsers block the requests to internal IP addresses [38, 39]. The fraction of devices we could identify with our study is significantly lower than the fraction of routers vulnerable to our attacks. In a real attack the limitations to fingerprinting do not reduce the overlap between the ASes with vulnerable devices measured with ad-net vs devices with open resolvers as well as the total number of scanned ASes is shown in Table 9.

In a real attack the limitations to fingerprinting do not reduce the overlap between the ASes with vulnerable devices measured with ad-net vs devices with open resolvers as well as the total number of scanned ASes is shown in Table 9.

### Table 5: Adnet results by region

| Region      | % of Identified | % of Total | % of Identified | % of Total |
|-------------|----------------|------------|----------------|------------|
| Europe      | 0.89%          | 4516       | 14.04%         | 1198       |
| Asia        | 0.89%          | 13633      | 15.81%         | 14588      |
| Americas    | 1.79%          | 181        | 17.20%         | 348        |
| Africa      | 22.89%         | 230        | 23.64%         | 274        |
| Oceania     | 1.79%          | 19         | 1.95%          | 19         |
| Unknown     | 8.27%          | 23         | 2.36%          | 23         |
| Total       | 100.00%        | 68455      | 100.00%        | 68455      |

### Table 6: Identified routers from ad-net clients

| % Identified | Frequency | % of Total | Browser                       |
|--------------|-----------|------------|-------------------------------|
| 0.33%        | 22018     | 33.03%     | Chrome                        |
| 3.82%        | 13633     | 19.92%     | Chrome Mobile WebView         |
| 0.80%        | 8764      | 12.80%     | Chrome Mobile                 |
| 1.18%        | 4569      | 6.67%      | Mobile Safari                 |
| 1.63%        | 3076      | 4.49%      | Safari                        |
| 0.79%        | 3033      | 4.43%      | Edge                          |
| 1.56%        | 2824      | 4.13%      | Firefox                       |
| 1.98%        | 2270      | 3.32%      | Samsung Internet              |
| 1.94%        | 1597      | 2.33%      | Firefox Mobile                |
| 1.42%        | 68455     | 100.00%    | Total                         |

### Table 7: Browsers of ad-net clients

| % Identified | Frequency | % of Total | Browser                       |
|--------------|-----------|------------|-------------------------------|
| 1%           | 176       | 2%         | Identified                    |
| 4.89%        | 181       | 2.36%      | Identified                    |
| 12.64%       | 230       | 2.83%      | Identified                    |
| 1.97%        | 19        | 0.24%      | Identified                    |
| 2.36%        | 23        | 0.29%      | Identified                    |
| 1.42%        | 68455     | 100.00%    | Total                         |

### Table 8: Vulnerable open resolvers and routers by country, sorted by % of vulnerable (1) open resolvers and (2) ad-net routers.

| Country        | Open res. | Ad-net | Vulnerable open resolver | Vulnerable ad-net | Vulnerable of Total (%) |
|----------------|-----------|--------|--------------------------|-------------------|-------------------------|
| United Arab Emirates | 0.0% | 0.0% | 95.48% |
| Japan           | 0.00%     | 0.00%  | 95.48%                   | 95.48%            |

### Table 9: ASes in open resolver and ad-net studies

| Total scanned | only open resolver | open resolver | only ad-net | total |
|---------------|--------------------|---------------|-------------|-------|
| 18812 ASes   | 4418 ASes | 206 ASes | 205 ASes | 4829 ASes |
8 Removing DNS From Routers

In this section we provide recommendations for mitigating our attacks. We also describe a more systematic solution for enhancing resilience of the routers.

Recommendations for mitigations. We set up a tool to enable routers’ developers as well as anyone else to test the residential routers on their networks for vulnerabilities that expose to our attacks at https://xdi-attack.net/. To avoid vulnerabilities we recommend that developers of routers use well known DNS implementations, such as dnsmasq or bind, and not implementations that were not extensively analyzed, like those that we found on github (listed in Table 4). We provide more details and additional recommendations for countermeasures in Appendix, Section B. Nevertheless, the different vulnerabilities and bugs found in our as well as previous works show that DNS is a weak spot in routers. Removing DNS improves the resilience of routers and client networks, without a significant loss of performance. We next explain the role of DNS in routers and propose simple solutions for removing them.

Role of DNS in residential routers. Our study shows that many residential routers do not implement most of the functionalities and security features of DNS, yet they still contain DNS forwarders which merely proxy the clients’ requests to another address. These forwarders only separate the network configuration of the internal client network from the network of the ISP. This provides connectivity without the need for synchronization. An interested reader is referred to Section C in Appendix, for example problems that can occur due to lack of synchronization. We show that the synchronization issue can be easily solved without a DNS in router. Our recommendation to remove DNS applies only to DNS components in routers as our study has shown these are the types of devices most affected by our attacks. For other devices, such as ISP resolvers, implementations should be patched to remove the vulnerability.

How to eliminate DNS from routers. We provide two approaches for removing DNS. One is a simple configuration: on the client side the users should configure their systems to send queries to an upstream resolver directly, such as the ISP’s resolver. The clients can then bypass the DNS forwarders in routers. The other approach offers a more systematic method for implementing this, without requiring the clients to change their network configurations. The idea is that instead of implementing a DNS forwarder as a service running on the router’s operating system, the routers can implement DNS forwarding as a simple Network Address Translator (NAT) rule. The clients behind the routers are still configured via DHCP to send their DNS requests to the router’s internal network address, but these packets are sent directly to the ISP’s resolver by rewriting their destination addresses (and potentially also the source ports by the NAT) with a firewall rule. Each time the Internet connection is re-established, e.g., when the router is booted, the firewall rule is changed to route the DNS requests to the correct destination. In fact, in our white-box analysis we found one implementation (TP-Link) to be already doing this instead of implementing an internal DNS forwarder.

Performance costs of eliminating DNS from routers. The routers offer caching to the client devices on a local network. This reduces the latency to the resolver of the ISP. However, the resolvers of the ISPs are located in proximity to client networks and hence latency is limited to milliseconds. Additionally, the resolver of the ISP has a much larger cache, which also includes the records cached on the residential router. Hence, to estimate the performance hit when removing DNS caching from routers we consider 2 scenarios:

a) Full-fledged operating systems, which include their own local DNS cache. In this case the only performance hit is an increase in page loading times of 1 RTT, measured between the local device and the ISP’s resolver, when a DNS record is requested for which there is no cached corresponding record in the local DNS cache, but is present on the router’s cache. This is only the case when the record in question was previously requested by another device on the local network and as long as the record has not timed out yet. Since the TTL values of most records are less than 5 minutes, in most cases even with DNS cache in router, the clients still need to wait for the query to be recursively resolved by the ISP. We measured the TTL values of popular A records in Alexa 100K-top domains, and found that 14.066 domains (14%) have a TTL of up to 60 seconds and 53473 (55%) have a TTL under 5 minutes, see Figure 10. Consequently, for a router’s DNS cache to save the loading time of a typical web-page, the user has to load a page which he has not visited for the last 5 minutes (otherwise the record is locally cached), which was also visited by another device on the same local network less than 5 minutes ago, so that the record is present in the router’s cache and has not timed out yet.

b) Small, IoT-like devices without a local DNS cache. In this case, as the device does not include a local DNS cache, the removal of the DNS cache from the router means that every DNS query is sent to the ISP’s resolver. This results in a small increase in connection establishment latency for those devices and a potentially higher load on the ISP’s resolver. The increased latency in the range of 1 RTT will not affect most IoT applications as there is no user involved to perceive the increased interaction latency, but the increased load on ISP’s resolvers might result in slightly higher operation costs at the ISP.

Security benefits. Removing DNS from routers solves not only the injection attacks, but also prevents entropy reduction via port or TXID prediction, since there is no shared cache anymore which reuses the port or TXID selected by the attacker. In addition, the DNSSEC CD flag can also not be turned off, since it will not be set by the router.
9 Conclusions

We show that popular routers, deployed in the Internet, are vulnerable to DNS cache poisoning attacks. We found the vulnerabilities in multiple countries and networks, which shows that these are not individual cases and the problems are prevalent. We perform the first systematic analysis of the factors causing the vulnerabilities and find that the problems are, among others, due to incorrect assumptions about the networks, developers errors, misunderstanding of the standard, simplified DNS implementations. These issues are present in different open and closed source implementations we analyzed. The high competition over the markets causes the routers’ vendors to “cut corners”. However, DNS resolvers are complex systems, with many components, simplification or modification of any of these can lead to vulnerabilities, which is indeed what our evaluations find.

We provide recommendations for countermeasures and suggest a change of paradigm for making networks and routers more resilient: to remove DNS from the routers.
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In practice such attacks are often launched via interception of DNS request with BGP prefix hijacks [40,41]. Normally the DNSSEC validation would fail and the record injected by the adversary would be discarded, but in this case it is forwarded to the router (without it being cached by the upstream resolver) because it has the CD flag set. The vulnerable router receives the injected packet and caches the address 6.6.6.6 for the domain victim.com, because it does not know about the meaning of the CD flag and simply ignores it.

When the client visits the website at victim.com, this triggers a query for victim.com without the CD flag set. Because the router did not check the CD flag previously and put the unchecked record in it’s cache, it responds with the injected record, which sends the client to the attackers server at 6.6.6.6.

B Recommendations for Patches

In this section, we discuss countermeasures against the vulnerabilities found in this study which can be implemented by different parties. We first discuss countermeasures which can be implemented by users and third-party resolver operators and then present ways to reduce the likeliness of such vulnerabilities which can be implemented by router manufacturers.

End-users. The simplest recommendation for end-users is to not use the DNS forwarder in their router, but configure their systems to send their queries to a non-vulnerable resolver directly, such as the ISPs resolver, or a public open resolver. To test if their router is vulnerable to the attacks, we provide a test application which can detect the misinterpretation injection and CD forwarding vulnerabilities.

Upstream resolver operators. Operators of upstream resolvers can protect their users against some of the attacks by not forwarding the malicious injection queries required to conduct the misinterpretation attack and to disrespect the Checking Disabled flag. However, both of these option represent violations of the DNS or DNSSEC standards and could cause collateral damage in the form of no being able to serve other clients correctly anymore.

Forwarder developers. Developers of the vulnerable forwarding software should fix the vulnerabilities which allow these attacks. However, security-concerned router manufacturers might want to consider replacing their self-built DNS forwarder implementations with well-known implementations such as dnsmasq or bind. While there are also vulnerabilities in these well known DNS resolver implementations as well, these implementations are reviewed for vulnerabilities by third parties and vulnerabilities are typically fixed in a timely manner once they are found. On the other hand, smaller self-build implementations have a higher likelihood of containing programming errors and vulnerabilities in them will often not be discovered for a long time: For example, in Section 6.6 we analyze self-build DNS forwarder implementation on github.

A Cache Poisoning via BGP Hijacking

In this section we provide details on how an attacker can conduct a cache-poisoning attack against a router which has the CD forwarding vulnerability by conducting an off-path attack against the upstream resolver even when this resolver it performing DNSSEC validation and the victim domain is DNSSEC-protected. The attack is shown in Figure 7 where the attacker launches the attack against the upstream resolver in Step 4.

---

8Unfortunately, the TXID forwarding and static UDP port vulnerabilities cannot be detected without access to the forwarders upstream connection.
and find that almost all of them contain at least one of the vulnerabilities from Section 3.

However, shipping security updates for updated DNS resolver implementations regulary might present a challenge to router manufacturers, as fixed implementations must be tested and firmware updates have to be build and installed on the affected devices. For example, out of the devices running dnsmasq in our study, the implementation in 7 out of 17 devices is older than 7 years when running the out-of-box firmware. As an alternative for using well-known forwarder implementations, router manufacturers might want consider removing the DNS cache from the router altogether in an approach to reduce attack surface like described in Section 8.

### Stub-resolvers

As all of the attacks evaluated in this work aim to interfere with the DNS transaction data integrity, DNSSEC is theoretically able to detect such changes if validated by vulnerable routers’ clients. However, in the currently prevalent DNSSEC deployment model, DNSSEC validation is only performed by the recursive resolver ran by ISPs or bigger network operators, so changes to the DNS records which occur after the data leaves these resolver cannot be detected. A change of this paradigm, where validation is conducted on the end systems, i.e., the stub resolvers on the client itself would therefore prevent these attacks. There are technical challenges for DNSSEC validation in stub resolvers as not all recursive resolvers or forwarders forward the required signatures to the end systems to be able to perform validation [RFC8027]. As we found, this is also true for many of the vulnerable implementation in the routers we tested as these forwarders are not DNSSEC aware and remove record types they assume are not required to resolve a query.

### C DNS in Routers: What and Why

In a typical DNS forwarder setup on a residential router, the router creates its own internal network segment (192.168.0.0/24) from which internal clients are allocated IP addresses, we provide an illustration in Figure 1. The router configures all the clients on the network to send their DNS requests to the router’s address (192.168.0.1) via DHCP. To handle those requests, instead of implementing a recursive DNS resolver in the router itself, the router forwards these requests to the upstream DNS resolver of the Internet service provider (ISP) at 198.51.100.34. This address the router has received from the ISP when setting up the Internet connection via PPPoE or DHCP. This resolver operates in a recursive mode and looks up the appropriate authoritative nameservers for each query via DNS and sends the queries to them, e.g., the authoritative nameserver for example.com at 203.0.113.45.

### Why DNS forwarders in routers are needed?

To show why DNS forwarding is needed, we illustrate the following scenario in Figure 11. In this scenario, we show why routers do need to implement some form of DNS forwarding and cannot simply hand over the address of the ISPs DNS resolver to their clients via DHCP.

In the first step (1), the router establishes an Internet connection to the ISP (i.e., via PPPoE) and receives the address configuration from the ISP, containing the instruction to set the DNS server to 198.51.100.34. In step (2), a client connects to the routers network and requests its address configuration via DHCP. The router provides the configurations and tells the client to send its DNS requests to the ISP DNS server directly at 198.51.100.34. Afterwards, the internet connection is reset and reestablished in step (3). However, the ISP has switched over the customer to a different network block, this time configuring the router to send its DNS requests to another DNS resolver at 203.0.113.23. This situation can also happen when the router switches an internet connection (some routers offer dual-internet connection support) or when the internet connection is not available yet when a client connects (In this case the DNS configuration in the DHCP transaction would be empty).

Now, in step (4), the client which did not notice the Internet reconnect issues a DNS request to its configured DNS server at 198.51.100.34, however this server is not reachable anymore because of the different ISP configuration. As DHCP does not offer any means to communicate the changed address of the DNS server to the client, the only option to resolve the situation is to reconnect the client to the network.