Computational Aspects of Efficient Estimation of Harmonically Related Sine-Waves

This paper proposes an actual implementation of a well-known method [1] for spectral analysis of signals composed of harmonically related sine waves. The method itself requires computations which carried out directly according to the theoretical formulas do not yield computationally efficient implementation. Thus, utilizing matrix factorizations and mathematical “shortcuts”, several algorithms have been developed, which perform computations efficiently and make the method suitable for large-scale applications. Implementation details are clearly explained both theoretically and from computational point of view, and the achieved improvements have been proven by extensive simulations. Particular calculations applied will be equally efficient in all similar problems, which renders the proposed routines into widely useful building blocks.
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1 INTRODUCTION

Estimation of sine wave parameters form noisy samples, as a basic step in many system identification or signal processing applications, has been in the focus of research interest during the past few decades. Since, under assumption of Gaussian noise, maximum likelihood (ML) principle [2] leads to nonlinear least squares (LS) problem, most of algorithms for computing ML estimates are iterative search routines in their nature [3–5]. As such, they are usually two-stage procedures, the first stage being a coarse initial estimation that provides seed values for the second stage, which iteratively approaches maximum likelihood solution.

It turns out that the critical parameter is frequency because once frequency is known, the subsequent calculation of amplitude and phase is straightforward. Although it is well known that ML estimator of frequency is given by the location of the peak of a periodogram [6], due to iterative procedures the computational effort is prohibitive in many instances. This motivated development of various alternative solutions, usually based on a kind of linearization of the problem [1, 7–14]. The improvement in processing speed, compared to “classical” ML algorithms, can be significant, but it is often the case that the gain is not as much obtained by theoretical results themselves as much by exploiting specific mathematical techniques in an actual algorithm implementation.

In this paper we consider one of methods belonging to this “alternative” group [1], and investigate several algorithms that arise from its theoretical foundation, with the final aim to achieve as fast as possible calculations (program execution). As we show shortly, the proposed algorithms notably outperform the one following directly from the theory, which we call Algorithm 1. Specifically, the complexity of initial algorithm is $O(N^2h)$, where $N$ is the number of samples and $h$ is the number of signal components, while all improved variants are $O(Nh^2)$, which can be significant difference when $h \ll N$. Mathemat-
tical “shortcuts” used are clearly explained both theoretically and from computational point of view, as well as are extensive simulations and their results. Particular calculations applied in tested algorithms will be equally efficient in all similar problems, like for instance in recent applications [15, 16], which renders these routines into widely useful building blocks.

2 PROBLEM STATEMENT AND SOLUTIONS

2.1 Review of theoretical background of the estimation procedure

As explained in [1], the method under consideration estimates parameters of a multi-tone signal, but it simplifies the problem introducing the constraint that all signal components are harmonically related (i.e., their frequencies are integer multiples of fundamental frequency). Thus, the signal model is

\[
s(nT_s) = \sum_{k=-h}^{h} A_k \exp(j kn\omega_0 T_s),
\]

(1)

\[A_{-k} = A_k^*, \quad n = 0, 1, \ldots, N - 1,\]

where \(T_s\) is the sampling period, \(A_0\) is DC offset, \(A_k\) are complex harmonic amplitudes \((k = 1, 2, \ldots, h)\), and \(\omega_0 = 2\pi f_0\) is fundamental frequency.

With unknown signal parameters arranged in vector \(\Psi = [\Theta^T, f_0]^T\), where \(\Theta = [A_0, \text{real}(A_1), \ldots, \text{imag}(A_h)]^T\), their estimates are obtained as solution of nonlinear least squares problem

\[
\Psi_{NLS} = \arg \min_{\Psi} K_{NLS}(\Psi)
\]

(2)

where cost function \(K_{NLS}(\Psi)\) is

\[
K_{NLS}(\Psi) = \sum_{n=0}^{N-1} \left( s_m(nT_s) - \sum_{k=-h}^{h} A_k \exp(j kn\omega_0 T_s) \right)^2.
\]

(3)

For known \(f_0\), the cost function (3) is linear in \(\Theta\) and this motivates a two stage estimation. The first stage is estimation of frequency, whereby nonlinear least square problem (2) in \(\Psi\) \((2h + 2\) parameters) is reduced to a nonlinear least square estimation of a single parameter, frequency \(f_0\).

It is shown in [1] that the cost function of parameter \(f_0\) is

\[
K_{NLS}(f_0) = ||P(f_0)S_m||^T [P(f_0)S_m],
\]

(4)

where \(P(f_0) = I_N - H(f_0)H(f_0)^+\), \(H(f_0) \in M_{N,2h+1}\), with entries defined by

\[
(H(f_0))_{i,k+1} = \begin{cases}
1, \quad k = 0, \\
2 \cos((i-1)k\omega_0 T_s), \quad k = 1, \ldots, h, \\
-2 \sin((i-1)(k-h)\omega_0 T_s), \quad k = h+1, \ldots, 2h.
\end{cases}
\]

(5)

and \(S_m = [s_m(0), s_m(T_s), \ldots, s_m((N-1)T_s)]^T\).

Here \(I_N\) is an \(N \times N\) identity matrix \(H(f_0)^+\) is Moore-Penrose pseudoinverse of \(H(f_0)\) given by

\[
H(f_0)^+ = \left( H(f_0)^T H(f_0) \right)^{-1} H(f_0)^T.
\]

(6)

Minimization of the cost function (4) is obtained by Gauss-Newton method. Each iteration step has the form

\[
[J(f_0)^T J(f_0)] \Delta f_0 = -J(f_0)^T P(f_0) S_m,
\]

(7)

with \(J(f_0) \in R^N\), defined by

\[
J(f_0) = -(P(f_0)^T \frac{\partial H(f_0)}{\partial f_0} H(f_0)^+) + (P(f_0)^T \frac{\partial H(f_0)}{\partial f_0} H(f_0)^+) S_m,
\]

(8)

and \(\frac{\partial H(f_0)}{\partial f_0} \in M_{N,2h+1}\), with entries

\[
\frac{\partial H(f_0)}{\partial f_0} = \begin{cases}
0, \quad k = 0, \\
-4\pi ik T_s \sin(ik\omega_0 T_s), \quad k = 1, \ldots, h, \\
-4\pi (k-h) T_s \cos((k-h)\omega_0 T_s), \quad k = h+1, \ldots, 2h.
\end{cases}
\]

(9)

Once \(f_0\) is found, the second stage is estimation of \(\Theta\), but with \(f_0\) known this is an ordinary linear LS problem with \(2h+1\) unknowns whose solution is

\[
\Theta_{LS} = H(f_0)^+ S_m.
\]

(10)

Hence, the explained estimation method is an iterative routine summarized in Algorithm 1.

Algorithm 1: Initial algorithm

1: \(f_0 = \text{initial (starting) estimate of fundamental frequency.}\)
2: \(\text{repeat}\)
3: \(\text{By Gauss-Newton method (7) find better estimate } f_0^{\text{new}} \text{ of } f_0.\)
4: \(f_0 = f_0^{\text{new}}.\)
5: \(\text{until } f_0 \text{ is "good enough"}\)
6: \(\text{Calculate vector } \Theta_{LS} \text{ for given } f_0 \text{ using (10).}\)

The complexity of a single iteration of Algorithm 1 is determined by the step 3. Direct computation according to (4) – (9) is not the best approach because it implies computation of matrix \(P(f_0) \in M_{N,N}\), and this requires matrix multiplication of \(H(f_0) \in M_{N,2h+1}\) and \(H(f_0)^+ \in M_{2h+1,N}\), which is \(O(N^3 h)\) (for Oh notation see, for example, [17]). In this paper we utilize a few mathematical “shortcuts” jointly with well-known matrix factorizations to achieve better computational efficiency.
2.2 Algorithms

Theoretical foundation in section 2.1 offers several possibilities for actual algorithm design and now we explain few of them that will be compared. For the sake of brevity, in all formulas we omit parameter \( f_0 \) from vectors and matrices (i.e. we write \( P \), instead \( P(f_0) \), etc.).

The elements of matrices \( H \) and \( \frac{\partial H}{\partial f_0} \) have the form \( \alpha \sin(r \omega_0 T_s) \) or \( \alpha \cos(r \omega_0 T_s) \), where \( \alpha \in \mathbb{R} \) and \( r = 0, 1, \ldots, (N - 1)h \), so the first speed-up possibility is to calculate \( \sin(r \omega_0 T_s) \) and \( \cos(r \omega_0 T_s) \) using standard three-term recurrence relation for sine and cosine [18]:

\[
U_r = 2 \cos(\omega_0 T_s)U_{r-1} - U_{r-2}, \quad r = 2, 3, \ldots \tag{11}
\]

For \( U_0 = 1 \) and \( U_1 = \cos(\omega_0 T_s) \), we obtain the sequence (11) is \( U_r = \cos(r \omega_0 T_s) \), and for \( U_0 = 0 \) and \( U_1 = \sin(\omega_0 T_s) \), the sequence is \( U_r = \sin(r \omega_0 T_s) \).

Next, we observe that vector \( J \) in (8), whose calculation implies several matrix-matrix products, can be represented as the sum of two vectors, \( J_1 \) and \( J_2 \),

\[
J = -P \frac{\partial H}{\partial f_0} H^+ S_m - \left( P \frac{\partial H}{\partial f_0} H^+ \right)^T S_m. \tag{12}
\]

Such form, computed from right to the left, replaces all matrix-matrix products in (8) by products of matrices and vectors only. Because single \((n \times m) \cdot (m \times p)\) matrix-matrix product requires more calculations than a few \((n \times m) \cdot (m \times 1)\) matrix-vector products, this will speed up the computation. Furthermore, by definition of \( P \), vector \( J_1 \) becomes

\[
J_1 = P \frac{\partial H}{\partial f_0} H^+ S_m = (I_N - HH^+) \frac{\partial H}{\partial f_0} H^+ S_m
\]

\[
= \frac{\partial H}{\partial f_0} \left( H^+ S_m \right) - H \left( H^+ \left( \frac{\partial H}{\partial f_0} \left( H^+ S_m \right) \right) \right). \tag{13}
\]

Similarly, recalling that \( P \) is symmetric matrix, vector \( J_2 \) becomes

\[
J_2 = (H^+)^T \frac{\partial H}{\partial f_0} P S_m = (H^+)^T \left( \frac{\partial H}{\partial f_0} \right)^T P S_m
\]

\[
= (H^+)^T \left( \frac{\partial H}{\partial f_0} \right)^T \left( S_m - H (H^+ S_m) \right). \tag{14}
\]

In both (13) and (14), parenthesis are used to emphasize that all calculation necessary for a step of Gauss-Newton iteration (7) can be performed as matrix-vector product only. Having (12)–(14) in mind, we are able to write the first algorithm for actual calculation of Gauss-Newton iteration (7). We shall name it AlgorithmMPI, since its most distinctive property is computation of and direct calculations with Moore-Penrose pseudoinverse \( H^+ \). For clarity, in the pseudo-codes that follow we introduce vectors \( X_1 \) that are just auxiliary vectors used to form matrix-vector product and to make calculations neater.

In AlgorithmMPI the most time consuming operation is calculation of \( H^+ \). Moreover, it can occasionally even be numerically unstable, and to improve numerical stability in [1] it is recommended to apply singular value decomposition (SVD) [19].

Algorithm 2 AlgorithmMPI

1: Form matrices \( H \) and \( \frac{\partial H}{\partial f_0} \) according to (5) and (9), calculating \( \sin(r \omega_0 T_s) \) and \( \cos(r \omega_0 T_s) \), \( r = 0, \ldots, (N - 1)h \) as in (11).
2: Calculate matrix \( H^+ \).
3: \( X_1 = H^+ S_m \), \( X_2 = \frac{\partial H}{\partial f_0} X_1 \), \( X_3 = H^+ X_2 \).
4: \( J_1 = X_2 - HX_3 \).
5: \( J_2 = \left( (H^+)^T X_4 \right) \).
6: Calculate new approximation \( f_0^{\text{new}} = f_0 - J^T X_4 \).
more important, we have convenient expression $HH^T = UU^T$ so we can write AlgorithmSVD.

Another possibility is to use QR factorization [19] of matrix $H$. By QR factorization, matrix $H$ is written as $H = QR$ where $Q \in M_{N, 2h+1}$ with orthonormal columns, and $R \in M_{2h+1, 1}$ is upper triangular (“economy size” QR factorization in MATLAB). Having $Q$ and $R$, it follows that $H^+ = R^{-1}Q^T$ and $HH^+ = QQ^T$ so we arrive to AlgorithmQR.

**Algorithm 4 AlgorithmQR**

1. The same as in AlgorithmMPI.
2. Evaluate “economy size” QR factorization of $H$, $H = QR$.
3. $X_0 = Q^T S_m$, $X_1 = R^{-1}X_0$, $X_2 = \frac{\partial f}{\partial f_0} X_1$, $X_3 = Q^T X_2$, $J_1 = X_2 - QX_3$.
4. $X_4 = S_m - QX_0$, $X_5 = \frac{\partial f}{\partial f_0} X_4$, $X_6 = (R^{-1})^T X_5$, $J_2 = QX_6$.
5. The same as in AlgorithmMPI.
6. The same as in AlgorithmMPI.

Of course, instead evaluating an expression of the form $y = R^{-1}x$, we can rather solve equation $R^T y = x$, which is significantly faster because matrix $R$ is upper triangular.

Even better approach is to avoid direct evaluation of expression of the form $y = H^+ x = (H^T H)^{-1} H^T x$; rather, we can solve linear system $(H^T H)y = H^T x$. In this approach, we first calculate symmetric matrix $H_p = H^T H \in M_{2h+1, 1}$ and then make Cholesky decomposition of $H_p$, $H_p = U^T U$, where $U$ is upper triangular matrix. This leads to AlgorithmChol.

In step 4 of AlgorithmChol we make use of the fact that $H^T H$ is symmetric matrix, which yields $(H^+)^T = ((H^T H)^{-1} H^T)^T = H((H^T H)^{-1})^T = H(H^T H)^{-1}$. Also, as in AlgorithmQR, we exploit triangular structure of matrix $U$.

An alternative is to obtain Cholesky decomposition of matrix $H_p$ by QR factorization of matrix $H$. Namely, let $H = QR$ is QR decomposition of matrix $H$. From $H_p = H^T H = R^T Q^T QR = R^T R$ and from the uniqueness of Cholesky decomposition it follows that matrix $U$ in AlgorithmChol is equal to $R$. Hence, we can use the same procedure (AlgorithmChol) but with step 2 modified in a way that we evaluate QR decomposition of matrix $H$ and in the subsequent steps we use $R$ instead $U$. In what follows, we call this variant of computations AlgorithmCholQR.

**Algorithm 5 AlgorithmChol**

1. The same as in AlgorithmMPI.
2. Calculate matrix $H_p = H^T H$ and Cholesky decomposition of $H_p = U^T U$.
3. $X_0 = H^T S_m$, $X_1 = U^{-1}(U^T X_0)$, $X_2 = \frac{\partial f}{\partial f_0} X_1$, $X_3 = H^T X_2$, $X_4 = U^{-1}(U^T X_3)$, $J_1 = X_2 - HX_3$.
4. $X_4 = S_m - HX_1$, $X_5 = \frac{\partial f}{\partial f_0} X_4$, $J_2 = H(U^{-1}(U^T X_3))$.
5. The same as in AlgorithmMPI.
6. The same as in AlgorithmMPI.

However, if $H$ has full rank, then matrix $H_p$ is symmetric and positive definite, which indicated the usage of another decomposition [19], namely LU factorization $H_p = L_1 U_1$. Because of the same “structure” of Cholesky decomposition and LU factorization, we can use LU factorization within the “template” of AlgorithmChol by simply replacing matrices $U$ and $U^T$ with $U_1$ and $L_1$, respectively. Detailed analysis reveals that there is no notable difference in performance of these two variants so, for conciseness, in the paper we report and comment results with LU factorization only, calling this routine AlgorithmLU.

### 3 SIMULATIONS AND ANALYSES

#### 3.1 The design of experiment

Since, in this work, precision and absolute control over every single calculation step are of primary importance, all simulations used were programmed in FORTRAN, with all matrix computations performed by double precision LAPACK routines. This should ensure highest objectivity and reliability of reported results, as well as easy traceability. Specifically, QR decomposition is evaluated by using LAPACK routine dgeqrf, which does not form matrix $Q$ explicitly, and for multiplications with $Q$ routine dormqr is used.

The aim is to determine the computational complexity of the aforementioned algorithms with respect to the sample size and number of signal components, rather than to compare convergence and final results (which are the same, anyway). Therefore, we measure execution times of these routines (using FORTRAN `seconds` function) while changing the appropriate parameters. For our purpose, it is sufficient to have signal composed of at most $DC + 4$ components ($h = 1 \ldots 4$) and to vary sample size in the range $n = 2^5 \ldots 2^{10}$.
Because we also wish to determine the components of the total execution time, we construct regression model (explained shortly) and measure execution times of a single iteration, then the time needed for two iterations etc. up to eight iterations. Of course, measurement of time needed for just a few iterations would be practically impossible because it would be too short, so we measure rep consecutive executions of the same algorithm with the same preset simulation parameters and obtain the estimate of time needed for single execution as the quotient \((\text{total time})/\text{rep}\). Hence, the general simulation structure is shown in Algorithm 6.

Algorithm 6 The general simulation structure.

```plaintext
1:   \textbf{for} number of signal components \(h = 1 \to 4\) \textbf{do}
2:     \textbf{for} sample size \(n = 2^6 \to 2^{10}\) \textbf{do}
3:         \textbf{for} number of iterations \(q = 1 \to 8\) \textbf{do}
4:             \textbf{for} \(i = 1 \to \text{rep}\) \textbf{do}
5:                 \(T_{\text{MPI}}(q, n, h) = \text{execution time of } q \text{ iterations of AlgorithmMPI with given } h \text{ and } n\)
6:             \textbf{end for}
7:             \(T_{\text{SVD}}(q, n, h) = \ldots \text{AlgorithmSVD}\)
8:             \(T_{\text{QR}}(q, n, h) = \ldots \text{AlgorithmQR}\)
9:             \(T_{\text{LU}}(q, n, h) = \ldots \text{AlgorithmLU}\)
10:            \(T_{\text{Chol}}(q, n, h) = \ldots \text{AlgorithmChol}\)
11:            \(T_{\text{CholQR}}(q, n, h) = \ldots \text{AlgorithmCholQR}\)
12:            \textbf{end for}
13:        \textbf{end for}
14:    \textbf{end for}
15: \textbf{end for}
```

Once we acquire execution times, two main problems are to be dealt with. First of all, we need to distinguish the time spent on memory management (housekeeping) jobs [20] and the time effectively spent on routines under consideration. The housekeeping jobs entirely depend on operating system, computer hardware and translation of program code (compiler properties), so it is not possible to put them under control. Secondly, but related to the first problem, execution times measured on different systems (hardware) or in different program environments (let us say, Matlab, C++, etc.) would be quite misleading because of different low level memory management, thread servicing and other processor tasks that are out of our control and are not observable.

To overcome the second problem, we actually compare ratios of execution times, not their measured values. However, we firstly have to separate housekeeping and usefully spent time, and the solution we apply emanates from a number of preliminary simulations and analysis. In short, it turns out that the total execution time of an algorithm, as a function of number of iterations and with \(n\) and \(h\) as parameters, can be faithfully modeled linearly as

\[
T_{\text{Alg}}(q; n, h) = \alpha_{\text{Alg}}(n, h) + \beta_{\text{Alg}}(n, h) \cdot q,
\]

where \(\alpha_{\text{Alg}}(n, h)\) is housekeeping contribution for given \(n\) and \(h\), and \(\beta_{\text{Alg}}(n, h)\) is time usefully spent on calculations required by a single iteration of the algorithm \(\text{Alg}\). A visual support to a linear model is figure 1, which shows a typical simulation result. Correlation coefficients are typically over 0.99.

The linear model is also intuitively most acceptable because housekeeping jobs are in our case mostly related to memory allocation and as such are practically independent on the repetitions of the job that follows, while usefully spent time is, in contrast, directly proportional to the number of iterations. Thus, we are interested in ratios of model parameters \(\beta\) for different algorithms because although execution time of the same algorithm will vary in different environments, mutual relationships among different algorithms (ratios of \(\beta\)) should remain approximately the same.

3.2 Analysis of results

The time we measure depends on two parameters \(n\) and \(h\), so we should naturally plot three-dimensional graph to present results of all simulations at once. However, plot of execution times for the six compared algorithms would consist of six close, partly interlaced surfaces and the complete graph would be hardly readable. Therefore, in order to simplify and make analysis clearer, we provide only typical results with one variable fixed. For convenience, at the end we show three-dimensional plot in the whole domain (all pairs \((n, h)\)), but for a single algorithm.

The algorithm based on LU factorization has confirmed itself as the best solution in all instances, so we plot results for all other algorithms with respect to (in ratio with) the results of AlgorithmLU. Figure 2 shows the ratios of exe-
The differences among compared algorithms are notable. AlgorithmLU and AlgorithmChol can be considered equaly fast and they set the lower limit. In the second level are AlgorithmMPI and AlgorithmCholQR, which are about 60% slower than AlgorithmLU (and AlgorithmChol). The AlgorithmQR is just a little slower than AlgorithmMPI, but the one utilizing AlgorithmSVD is convincingly the slowest, slower than AlgorithmLU three to five times. Recalling that SVD based computations are numerically the most stable among all compared ones [19], these results can be interpreted as an obvious confirmation of inherent trade-off between speed and numerical stability of computations.

However, a valuable observation accessible from Figure 2 is indication of limiting performances. Clearly, as the sample size grows, changes in performances for each algorithm get smaller, that is, plots tend to become horizontal lines. Theoretically, all these algorithms have equal worst-case complexity, specifically $O(Nh^2)$ (see [21]), which is better than complexity of Algorithm 1 (for $N \gg h$). In AlgorithmMPI, AlgorithmLU and AlgorithmChol the complexity is determined by multiplication $H_p = H^T H$, while for AlgorithmQR and AlgorithmCholQR it follows from QR factorization, and from SVD decomposition for AlgorithmSVD. However, their asymptotic [17] limits $\Theta$ are not the same and AlgorithmLU will be the fastest for all sample sizes as long as $h \ll N$. In the figure this fact is reflected by different end-points of lines.

Final confirmation of AlgorithmLU (and AlgorithmChol) based algorithm as the best choice regardless of $n$ and $h$ is in Figure 3.

We see that mutual relationships with fixed sample size are identical to those with fixed number of signal components, which confirms AlgorithmLU as the best solution in all setups in this experiment.

As a concluding result, let us consider Figure 4, which shows execution time of AlgorithmLU for all simulated pairs of sample size and number of signal components. The graph has been constructed by taking the shortest time (for $n = 2^5$ and $h = 1$) as a reference and plotting ratios of all other measurements, for particular pairs $(n, h)$, with respect to the referential time. In other words, Figure 4 is plot of ratios $\beta_{LU}(n, h)/\beta_{LU}(2^5, 1)$.

The graph is a plot of ratio of time for particular pair $(n, h)$ to the shortest measured time, i.e., plot of ratios $\beta_{LU}(n, h)/\beta_{LU}(2^5, 1)$. 

Fig. 2. Ratios of execution times of all algorithms and the time of AlgorithmLU, with the number of signal components fixed to $h = 4$.

Fig. 3. Ratios of execution times of all algorithms and the time of AlgorithmLU, with sample size fixed to $n = 2^8$.

Fig. 4. Execution time of AlgorithmLU as a function of sample size $n$ and number of signal components $h$. The graph is a plot of ratio of time for particular pair $(n, h)$ to the shortest measured time, i.e., plot of ratios $\beta_{LU}(n, h)/\beta_{LU}(2^5, 1)$.
Not surprisingly, the growth of sample size and the number of signal components quickly increase computation time, but it is interesting to notice precisely the general form of execution time dependence on sample size and its dependence on signal complexity. In Figure 4 we see that the dependence of execution time on the sample size is approximately linear, and on the number of signal components dependence is quadratic, though this is somewhat harder to see in the figure because number of components is maximally four. This can be theoretically proven in a more involved numerical analysis [19].

4 CONCLUSION

In this paper it has been shown, on example of theoretically clear and commonly accepted estimation method, that firm theoretical foundation does not necessarily imply single and obvious algorithm for actual computations. The algorithm that strictly follows the theory (Algorithm 1) is gradually improved and eventually we arrive to several algorithms that notably outperform the Algorithm 1. All these improved algorithms are significantly faster than Algorithm 1 and no one of them can be declared absolutely the best because there is a trade-off between computational speed and numerical stability “inherited” from underlying matrix factorizations. Thus, the analyses in this paper can be a useful source during fine-tuning of an application by choosing the algorithm optimal with respect to the particular problem. Moreover, mathematical shortcuts like performing several matrix-vector products instead of a matrix-matrix product and specific usage of matrix decompositions can be applied in other similar problems, emphasizing the importance of deliberate algorithm design and providing useful guidelines.
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