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Abstract. We prove the existence of a critical point at the mountain pass energy level for a general class of variational problems. We also provide a Max-Min characterization of the mountain pass energy level. Finally, we present some concrete applications.

In the literature the existence of solutions for variational PDEs is often reduced to the existence of critical points of functionals $F$ having the following structure:

$$F(u) = T(u) - U(u),$$

where $u$ belong to a Banach space $X$ and $T, U$ satisfy suitable conditions.

A classical strategy to find critical points for the functional $F$ is to look at the constrained minimization problem

$$\min_{U(u) = 1} T(u),$$

and eventually to remove the Lagrange multiplier that appears by using suitable invariances of the functional.

On the other hand, when the functional $F$ has a mountain pass geometry it is customary to look at critical points of the unconstrained functional $F(u)$ on the whole space $X$. More specifically it is well known that a candidate critical value of $F$ is given by the mountain pass energy level:

$$c := \inf_{\eta \in \Gamma} \sup_{t \in [0, 1]} F(\eta(t)),$$

where

$$\Gamma := \{ \eta \in C([0, 1]; X) | \eta(0) = 0, F(\eta(1)) < 0 \}.$$

A natural question is to ask whether or not the two forementioned approaches provide the same solution. In both approaches described above the main difficulty is related to the lack of compactness respectively for the minimizing sequences and for the Palais Smale sequences.
The aim of this paper is twofold: we prove the existence of a critical point at the mountain pass energy level by looking at a suitable family of constrained minimization problems, and we also give a Max-Min characterization of the mountain pass value \( c \) in terms of the energy of the corresponding constrained minimizers. More precisely we relate the existence of a regular path of minimizers for \( \min_{U(u) = \lambda} T(u), \lambda \in \mathbb{R}^+ \) with the existence of a critical point for \( F(u) \) having the mountain pass energy level.

Let us fix some notation. We shall denote by \( X' \) the topological dual of the Banach space \( X \) and by \( (.,.)_{X',X} \) the usual duality between \( X \) and \( X' \). For every \( \lambda \in \mathbb{R} \) we introduce the sets
\[
U_\lambda := \{ u \in X | U(u) = \lambda \}
\]
and
\[
i_\lambda := \inf_{u \in U_\lambda} T(u).
\]
Finally we introduce
\[
M_\lambda := \{ u \in U_\lambda | T(u) = i_\lambda \}
\]
(notice that it could even be the empty set).

**Theorem 0.1.** Let \( X \) be a Banach space and \( F = T - U \) with:
\[
(0.3) \quad T,U \in \mathcal{C}(X,\mathbb{R}), T(u) \geq 0, T(0) = U(0) = 0;
(0.4) \quad \lim_{\lambda \to 0^+} i_\lambda = 0;
(0.5) \quad \lambda^* > 0, \text{ where } \lambda^* := \inf\{ \lambda \in (0,\infty) \text{ such that } i_\lambda - \lambda \leq 0 \};
(0.6) \quad \lambda^{**} > 0, \text{ where } \lambda^{**} := \inf\{ \lambda \in (0,\infty) \text{ such that } i_\lambda - \lambda < 0 \};
(0.7) \quad M_\lambda \neq \emptyset \ \forall \lambda \in \mathbb{R}^+;
(0.8) \quad \text{there exists a continuous map } \gamma : [0,\infty) \to X \\
\text{such that } \gamma(\lambda) \in M_\lambda.
\]
Then \( c > 0 \) and
\[
(0.9) \quad \max_{\lambda \in (0,\lambda^*)} \left( \min_{u \in U_\lambda} F(u) \right) = \max_{\lambda \in (0,\lambda^{**})} F(\gamma(\lambda)) = c,
\]
where \( c \) is defined in \( (0.1) \). Assume moreover that \( F \in \mathcal{C}^1(X,\mathbb{R}) \). Then \( c \) is a critical value for \( F \), and in particular the set
\[
(0.10) \quad K = \{ \gamma(\lambda) \in X | F(\gamma(\lambda)) = c \}
\]
contains at least a critical point of the functional \( F \).

**Remark 0.1.** The hypothesis \( (0.8) \) concerns a continuous selection of minima with respect to the parameter \( \lambda \). Typically this is the hardest condition to be concretely checked. However if suitable invariances of the variational problem are available, then this property is satisfied (see Corollaries \( 0.1 \) and \( 0.2 \)).

**Remark 0.2.** Notice that by definition we have the following identity:
\[
F(\gamma(\lambda)) = i_\lambda - \lambda \ \forall \lambda > 0.
\]
Hence the set $K$ given in (0.10) can be defined in an equivalent way as follows:
$$\{ \gamma(\lambda) \in X | i_\lambda - \lambda = c, \lambda > 0 \}.$$

Next we give two concrete applications of our general result, based on the following invariances:

(0.11) *rescaling:* $u \rightarrow u \left( \frac{x}{\beta} \right)$,
(0.12) *contraction/expansion:* $u \rightarrow \beta u(x)$.

The model equation for *rescaling* is given by

(0.13) $$-\Delta_p u - \frac{\mu}{|x|^p} |u|^{p-2} u = g(u) \text{ on } \mathbb{R}^n, n \geq 3,$$

which is the Euler-Lagrange equation corresponding to the following functional:
$$W^{1,p}(\mathbb{R}^n) \ni u \rightarrow F(u) := \frac{1}{p} \int \left( |\nabla u|^p - \frac{\mu}{|x|^p} |u|^p \right) dx - \int G(u) dx.$$

Next we fix the following specific framework:

(0.14) $$X := W^{1,p}(\mathbb{R}^n), \quad T(u) := \frac{1}{p} \int \left( |\nabla u|^p - \frac{\mu}{|x|^p} |u|^p \right) dx \text{ with } 0 \leq \mu < \left( \frac{n-p}{p} \right)^p,$$
$$U(u) := \int G(u) dx.$$

Following the same arguments as in (1) for $p = 2$ and (3) for $p \neq 2$, it is easy to deduce that (0.7) (i.e. the existence of a minimizer for $T(u)$ constrained on $U(u) = \lambda$) holds in the specific context given in (0.14) provided that $1 < p < N$ and the nonlinearity $g$ fulfills:

(0.15) $g(s) \in C(\mathbb{R}, \mathbb{R})$ is continuous and odd;
(0.16) $$-\infty < \liminf_{s \to 0} \frac{g(s)}{s} \leq \limsup_{s \to 0} \frac{g(s)}{s} < 0;$$
(0.17) $$\lim_{s \to -\infty} \frac{g(s)}{sp^*-1} = 0, \text{ where } p^* = \frac{np}{n-p};$$
(0.18) there exists $\xi_0 > 0$ s.t. $G(\xi_0) > 0$,

obtained by scaling the minimizers described above to coincide with the mountain pass energy level. Let us emphasize that $F, c, \mathcal{M}_1$ and $i_1$ are defined as in Theorem 0.1 in the concrete situation given by (0.14).

**Corollary 0.1.** Assume $1 < p < n$, $G$ satisfies (0.15) – (0.16) – (0.17) – (0.18), $v \in \mathcal{M}_1$ and
$$\bar{\lambda} = (i_1)^{\frac{n}{p}} \left( \frac{n-p}{p} \right)^{\frac{p}{2}}.$$

Then $u = v \left( \frac{x}{\bar{\lambda}^\frac{1}{p}} \right)$ is a solution of (0.13) whose energy level is given by the mountain pass energy level $c$. Moreover the path $\gamma : (0, \infty) \rightarrow X$ given by
$$\lambda \rightarrow v \left( \frac{x}{\lambda^\frac{1}{p}} \right)$$
satisfies $\max_{\lambda \in (0, \infty)} F(\gamma(\lambda)) = c$ and $v \left( \frac{x}{\lambda^\frac{1}{p}} \right)$ is the least energy solution among all the solutions $u$ of (0.13) belonging to the set $\{ u \ | \ \int G(u) dx > 0 \}$. 

Remark 0.3. Let us recall that in the specific case $\mu = 0$ the Pohozaev identity guarantees that any solution of (0.13) belongs to the set \{ $u \mid \int G(u)dx > 0$ \}. Therefore in the case $\mu = 0$ we recover the results contained in [5] and [3] concerning the identification between the mountain pass energy level with the least energy level.

Our second application concerns the contraction-expansion scale invariance. We consider the equation

(0.19) \[
\left\{ \begin{array}{l}
-\Delta_p u - \mu |u|^{p-2} u = u|u|^{p^* - 2} u \quad \text{in } \Omega \subset \mathbb{R}^n, \\
u = 0 \quad \text{on } \partial \Omega
\end{array} \right.
\]

with

(0.20) \[
p^* = \frac{np}{n-p}, \quad \Omega \text{ is open and bounded, } 1 < p^2 < n,
\]

where \[
\mu_p = \inf_{u \neq 0} \frac{\int |\nabla u|^p dx}{\int |u|^{p^*} dx}.
\]

This equation is the Euler-Lagrange equation corresponding to the following functional:

\[
W_{1,0}^{1,p}(\Omega) \ni u \mapsto F(u) := \frac{1}{p} \int (|\nabla u|^p - \mu |u|^{p^*}) dx - \frac{1}{p^*} \int u^{p^*} dx.
\]

Next we fix the following specific framework:

(0.21) \[
X := W_{1,0}^{1,p}(\Omega), \\
T(u) := \frac{1}{p} \left( \int |\nabla u|^p - \mu |u|^{p^*} dx \right), \\
U(u) := \frac{1}{p^*} \int |u|^{p^*} dx.
\]

The validity of hypothesis (0.7) in this specific framework has been checked in [2] for $p = 2$ and in [1] for $p \neq 2$. In the next corollary, $F$, $c$, $M_1$ and $i_1$ are defined as in Theorem 0.1 in the concrete situation given by (0.21).

Corollary 0.2. Let (0.20) hold, $v \in M_1$ and \[
\bar{\lambda} = \left( \frac{i_1 p}{p^*} \right)^{\frac{p^*}{p-p^*}}.
\]

Then $u = \bar{\lambda}^{\frac{1}{p^*}} v$ is a solution of (0.19) whose energy level is given by the mountain pass energy level. Moreover the path $\gamma : (0, \infty) \to X$ given by

$$
\lambda \to \lambda^{\frac{1}{p^*}} v
$$

satisfies $\max_{\lambda \in (0, \infty)} F(\gamma(\lambda)) = c$, and $u = \bar{\lambda}^{\frac{1}{p^*}} v$ is the least energy solution among all the solutions of (0.19).

1. Proof of Theorem 0.1.

Proof of (0.9). Notice that $(0, \infty) \ni \lambda \to I_\lambda := i_\lambda - \lambda$ is a continuous function due to (0.3) and (0.8). Let

$$
I := \max_{\lambda \in (0, \lambda^{**})} I_\lambda \quad \text{and} \quad \mathcal{A} = \{ \lambda \in (0, \lambda^{**}) \text{ such that } I_\lambda = I \}.
$$

We claim the following fact:

Given $\eta \in \Gamma$ there is $\bar{\ell}$ such that $\eta(\bar{\ell}) \in \mathcal{U}_\lambda$, where $\bar{\lambda} \in \mathcal{A}$ (recall that $\Gamma$ is defined in (0.2)).
We show how the claim implies (0.9). We have
\[ \max_{t \in [0,1]} F(\eta(t)) \geq F(\eta(\bar{t})) = T(\eta(\bar{t})) - U(\eta(\bar{t})) \geq i_\lambda - \bar{\lambda}; \]
hence
\[ (1.1) \quad c \geq i_\lambda - \bar{\lambda} = I = \max_{\lambda \in (0,\lambda^*')} F(\gamma(\lambda)), \]
where \( \gamma \in \Gamma \) is defined by (0.8). By definition of \( \lambda^* \) there is a sequence \( \lambda_n > \lambda^* \) such that \( \lambda_n \to \lambda^* \), \( F(\gamma(\lambda_n)) < 0 \) and moreover \( \lim_{n \to \infty} F(\gamma(\lambda_n)) = 0 \). As a consequence there is \( \bar{n} \in \mathbb{N} \) such that
\[ \sup_{\lambda \in (0,\lambda_{\bar{n}})} F(\gamma(\lambda)) = \sup_{\lambda \in (0,\lambda^*)} F(\gamma(\lambda)). \]
In particular, after a suitable parametrization, \( \gamma : [0,\lambda_{\bar{n}}] \to X \) belongs to \( \Gamma \) and hence
\[ c \leq \max_{\lambda \in (0,\lambda^*)} F(\gamma(\lambda)). \]
By combining this fact with (1.1) we get \( c = \max_{\lambda \in (0,\lambda^*)} F(\gamma(\lambda)) \).

In order to prove the claim stated above we notice that (0.5) implies that
\[ F(u) \geq 0 \quad \forall u \in \bigcup_{\lambda \in (-\infty,\lambda^*]} U_\lambda \]
and since \( \eta \in \Gamma \), necessarily
\[ (1.2) \quad \eta(1) \in U_\lambda \quad \text{with } \lambda > \lambda^*. \]
Next consider the continuous function
\[ (1.3) \quad (0,1) \ni t \to U(\eta(t)). \]
By combining the definition of \( \Gamma \) with (1.2) we get \( U(\eta(0)) = 0 \) and \( U(\eta(1)) > \lambda^* \); hence by a continuity argument we have the claim since \( 0 \leq \bar{\lambda} \leq \lambda^* \).

**Proof of the existence of a critical point in \( \mathcal{K} \).** Let us fix \( \bar{\lambda} > \lambda^* \) such that \( F(\gamma(\bar{\lambda})) < 0 \) and
\[ c = \sup_{[0,\lambda^*]} F(\gamma(\lambda)) = \sup_{[0,\bar{\lambda}]} F(\gamma(\lambda)). \]
Next we shall prove that the set
\[ \mathcal{K}' = \{ \gamma(\lambda) \in X | F(\gamma(\lambda)) = c \text{ and } \lambda \in [0,\bar{\lambda}] \} \]
contains a critical point. Assuming by the absurd that it is not true, then (since \( \mathcal{K}' \) is compact)
\[ \|dF(k)\|_{X'} \geq \eta > 0 \quad \forall k \in \mathcal{K}'. \]
Moreover there exist two open sets \( \mathcal{U}, \mathcal{V} \) and a Lipshitz function \( \chi \) valued in \([0,1] \) such that
\[ (1.4) \quad \mathcal{K}' \subset \mathcal{U} \subset \mathcal{U}^c \subset \mathcal{V} \subset X, \]
\[ (1.5) \quad \|dF(v)\|_{X'} \geq \frac{\eta}{2} > 0 \quad \forall v \in \mathcal{V}, \]
\[ (1.6) \quad \mathcal{V} \cap \{ \gamma(0), \gamma(\bar{\lambda}) \} = \emptyset, \]
\[ (1.7) \quad \chi \equiv 1 \text{ on } \mathcal{U} \text{ and } \{ x \in X | \chi(x) = 0 \} = X \setminus \mathcal{V}. \]
Next we introduce a locally Lipschitz pseudo-gradient vector field \( Y \in C^1(X,X) \) such that
\[
\|Y(x)\|_X \leq 2\|dF(x)\|_X, \forall x \in X
\]
and
\[
(1.8) \quad (dF(x),Y(x))_{X',X} \geq \|dF(x)\|_X^2, \forall x \in X
\]
(see e.g. [6] for a proof of the existence of \( Y \)).

Notice that by combining (1.5) with (1.8) we get
\[
(1.9) \quad \|Y(v)\|_X \geq \eta > 0, \forall v \in V.
\]

By combining (1.9) with (1.7) it is easy to deduce that the solutions to the following ODE are globally defined for every \( t \in (-\infty, \infty) \):
\[
(1.10) \quad \begin{cases}
\frac{d}{dt}\eta(t,x) = -\chi(\eta(t,x)) \frac{Y(\eta(t,x))}{\|Y(\eta(t,x))\|_X}, \\
\eta(0,x) = x
\end{cases}
\]
and moreover
\[
F(\eta(t,x)) = F(x) \quad \forall x \in X \setminus V, t \in \mathbb{R},
\]
\[
(1.12) \quad F(\eta(t,x)) > F(\eta(s,x)) \quad \forall x \in V, t < s.
\]

Indeed (1.12) follows from the following computation:
\[
\frac{d}{dt}F(\eta(t,x)) = (dF(\eta(t,x)), -\chi(\eta(t,x)) \frac{Y(\eta(t,x))}{\|Y(\eta(t,x))\|_X})_{X',X} < 0, \forall x \in V, t \in \mathbb{R},
\]
where we have used (1.8) and (1.7). As a consequence of (1.6) and (1.7) the path
\( \tilde{\gamma} : [0, \bar{\lambda}] \ni \lambda \to \eta(1, \gamma(\lambda)) \in X \)
satisfies the following properties:
\[
\tilde{\gamma}(0) = \gamma(0) = 0, F(\tilde{\gamma}(\bar{\lambda})) = F(\gamma(\bar{\lambda}))
\]
and in particular (up to a reparametrization) \( \tilde{\gamma} \in \Gamma \). Next we prove that
\[
(1.13) \quad \sup_{[0,\bar{\lambda}]} F(\tilde{\gamma}(\lambda)) < c,
\]
and in this way we conclude the proof since this is in contradiction with the definition of the mountain pass energy level \( c \). In order to prove (1.13) we fix \( \lambda_0 \in [0, \bar{\lambda}] \) such that
\[
F(\tilde{\gamma}(\lambda_0)) = \max_{[0,\bar{\lambda}]} F(\tilde{\gamma}(\lambda)).
\]
There are two possibilities: either \( \gamma(\lambda_0) \in X \setminus V \) or \( \gamma(\lambda_0) \in V \).

In the first case we can deduce by (1.11), (1.4) and by the definition of \( K' \) that
\[
F(\tilde{\gamma}(\lambda_0)) = F(\eta(1, \gamma(\lambda_0))) = F(\gamma(\lambda_0)) < c.
\]
In the second case we can deduce by (1.12) that \( F(\tilde{\gamma}(\lambda_0)) = F(\eta(1, \gamma(\lambda_0))) < F(\gamma(\lambda_0)) \leq c \), where in the last step we have used \( \sup_{[0,\lambda]} F(\gamma(\lambda)) = c \).

Hence (1.13) is proved. \( \square \)
2. Applications

Proof of Corollary 0.1. By the standard Hardy inequality we have that

\[(\frac{n-p}{p})^p \int \frac{|u|^p}{|x|^p} dx \leq \int |\nabla u|^p dx\]

and hence

\[\int \left( |\nabla u|^p - \frac{\mu}{|x|^p} |u|^p \right) dx\]

is equivalent to the standard seminorm \(\int |\nabla u|^p dx\) provided that \(\mu\) is as in the assumptions. Moreover, due to the positivity of \(\mu\) we can deduce via a rearrangement argument that the minimizing sequences for \(i_1\) can be chosen to be radially symmetric. Following the same argument as in [1] for \(p = 2\) and more generally for \(p \neq 2\) and [3], we have that \(M_1 \neq \emptyset\). In order to prove Corollary 0.1 we check first that the general hypotheses of Theorem 0.1 are fulfilled in the specific framework defined in (0.14). Notice that if \(u \in U_{1,0}\), then \(u \left( \frac{x}{\lambda^\frac{n}{p}} \right) \in U_{\lambda}\) and that

\[T \left( u \left( \frac{x}{\lambda^\frac{n}{p}} \right) \right) = \lambda^{1-\frac{n}{p}} T(u)\]

Hence we have

\[i_\lambda = \lambda^{1-\frac{n}{p}} i_1,\]

and a family of minimizers for \(i_\lambda\) is given by \(v \left( \frac{x}{\lambda^\frac{n}{p}} \right)\), where \(v \in M_1\). We have

\[i_\lambda - \lambda = \lambda^{1-\frac{n}{p}} i_1 - \lambda,\]

and thus hypotheses (0.4)-(0.5)-(0.6)-(0.8) are fulfilled. We have

\[\lambda^* = \lambda^{**} = i_1^{\frac{n}{p}}.\]

An easy computation shows that \(\frac{d}{d\lambda}(i_\lambda - \lambda) = 0\) for \(\tilde{\lambda} = (i_1)^{\frac{n}{p}} \left( \frac{n-p}{p} \right)^{\frac{n}{p}}\) and that \(\tilde{\lambda}\) fulfills

\[\lambda_1^{1-\frac{n}{p}} i_1 - \tilde{\lambda} = \max_{\lambda \in (0,\infty)} \lambda^{1-\frac{n}{p}} i_1 - \lambda = (i_1)^{\frac{n}{p}} \left( \frac{n-p}{p} \right)^{-1} \left( \frac{n-p}{p} \right)^{\frac{n}{p}}.\]

In particular by Remark (0.2) the set \(\mathcal{K}\) (see (0.10) in Theorem 0.1) reduces in this specific context to the point \(v \left( \frac{x}{\lambda^\frac{n}{p}} \right)\), and hence it is a solution of (0.13) such that

\[F \left( v \left( \frac{x}{\lambda^\frac{n}{p}} \right) \right) = (i_1)^{\frac{n}{p}} \left( \frac{n-p}{p} \right)^{-1} \left( \frac{n-p}{p} \right)^{\frac{n}{p}} = c.\]

Now we prove that \(v \left( \frac{x}{\lambda^\frac{n}{p}} \right)\) is the least energy solution among all solutions of (0.13) belonging to the set \(\{ u \mid \int G(u) dx > 0 \}\). Letting \(\psi\) be another solution of (0.13), we show that \(F(\psi) \geq F(v \left( \frac{x}{\lambda^\frac{n}{p}} \right))\). Notice that if \(\psi\) is a solution of (0.13) with \(\psi \in U_{\lambda_1}\) with \(\lambda_1 > 0\), we have \(\phi \left( \frac{x}{\lambda^\frac{n}{p}} \right) = \psi(x)\) with \(\phi \in U_1\). Moreover

\[F(\phi \left( \frac{x}{\lambda^\frac{n}{p}} \right)) = \lambda_1^{1-\frac{n}{p}} T(\phi) - \lambda,\]

\[\frac{d}{d\lambda}(F(\phi \left( \frac{x}{\lambda^\frac{n}{p}} \right)))|_{\lambda = \lambda_1} = 0.\]
Hence $\psi$ is critical point iff $\lambda$ fulfills

$$\lambda_1 = \left( T(\phi) \right) \left( \frac{n - p}{p} \right)^{\frac{2}{p}}. $$

We obtain $F(\psi) = T(\phi) \left( \left( \frac{n - p}{p} \right)^{\frac{2}{p}} - \left( \frac{n - p}{p} \right)^{\frac{n}{p}} \right) \geq F \left( \psi \left( \frac{p}{\lambda} \right) \right) = c. \quad \square$

**Proof of Corollary 0.2.** The fact that $M_1 \neq \emptyset$ is proved in [2] and [4] in the case $p = 2$ and $p \neq 2$ respectively. The proof follows exactly as in the proof of Corollary 0.1 once we notice that if $u \in U_1$, then $\lambda^{\frac{1}{p^*}} u(x) \in U_\lambda$ and that

$$T(\lambda^{\frac{1}{p^*}} u) = \lambda^{\frac{1}{p^*}} T(u).$$

Hence we have

$$i_\lambda = \lambda^{\frac{1}{p^*}} i_1,$$

and a path of minimizer for $i_\lambda$ is given by $(0, \infty) \ni \lambda \mapsto \lambda^{\frac{1}{p^*}} v$, where $v \in M_1$. We have

$$i_\lambda - \lambda = \lambda^{\frac{1}{p^*}} i_1 - \lambda.$$

Notice finally that $\frac{d}{d\lambda} (i_\lambda - \lambda) = 0$ for $\bar{\lambda} = \left( \frac{4p}{M^p} \right)^{\frac{p}{p^*}}$ and that $\bar{\lambda}$ fulfills $\lambda^{\frac{1}{p^*}} i_1 - \bar{\lambda} = \max_{\lambda \in (0, \infty)} \lambda^{\frac{1}{p^*}} i_1 - \lambda$. Then as a combination of Remark 0.2 with Theorem 0.1 we can conclude that $\lambda^{\frac{1}{p^*}} v$ is a solution of (0.19) with energy given by

$$F(\lambda^{\frac{1}{p^*}} v) = \left( i_1, \frac{p}{p^*} \right) \frac{p^*}{p^* - p} \left( \frac{p^* - p}{p} \right) = c. $$

Notice that if $\psi$ is a solution of (0.19) with $\psi \in U_\lambda$, we have $\lambda_2 > 0$. Indeed we have

$$\int |\nabla \psi|^p - \mu |\psi|^p dx = \int |\psi|^{p^*} dx = p^* \lambda_2.$$ 

We have $\lambda_2^{\frac{1}{p^*}} \phi = \psi(x)$ with $\phi \in U_1$. Moreover

$$F(\lambda^{\frac{1}{p^*}} \phi) = \lambda^{\frac{1}{p^*}} T(\phi) - \lambda,$$

$$\frac{d}{d\lambda} (F(\lambda^{\frac{1}{p^*}} \phi)) |_{\lambda = \lambda_2} = 0.$$ 

Hence $\psi$ is a critical point iff $\lambda_2$ fulfills

$$\lambda_2 = \left( \frac{T(\phi) p}{p^*} \right) \frac{p^* - p}{p^* - p} \left( \frac{p^* - p}{p} \right).$$

We obtain $F(\psi) = (T(\phi) \frac{p}{p^*} \frac{p^*}{p^* - p} \left( \frac{p^* - p}{p} \right) \geq (i_1 \frac{p}{p^*} \frac{p^*}{p^* - p} \left( \frac{p^* - p}{p} \right) = c. \quad \square$
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