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Abstract: In such areas as bio-medicine, engineering and insurance researchers are interested in positive variables, which are expressed as a time until a certain event. But observed data may be incomplete, because it is censored. Moreover, the random variables of interest (lifetimes) and censoring times can be influenced by other variable, often called prognostic factor or covariate. The basic problem is the estimation of survival function of lifetime. In this article we propose three asymptotical equivalent estimators of survival function in partially informative competing risks model. This paper deals with the estimation of a survival function with random right censoring and dependent censoring mechanism through covariate. We extend exponential – hazard, product-limit and relative-risk power estimators of survival functions in partially informative censoring model in which conditional on a covariate, the survival and censoring times are assumed to be independent. In this model, each observation is the minimum of one lifetime and two censoring times. The survival function of one of these censoring times is a power of the survival function of the lifetime. The distribution of the other censoring time has no relation with the distribution of the lifetime (non-informative censoring). For estimators we show their uniform strong consistency and convergence to same Gaussian process. Comparisons of estimators with the Jensen-Wiedmann’s estimator are included.
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1. Introduction

In survival analysis it is often faced with censored lifetime data, i.e. with the only partially observable lifetimes. Let \( \{X_i, i \geq 1\} \) be independent and identically distributed (i.i.d.) positive random variables (r.v.-s) (lifetimes) with common distribution function (d.f.) \( F(t) = P(X_i \leq t), t \in \mathbb{R}^+ \). At first we consider the situation when \( X_i \)'s are censored from the right by i.i.d. and also by positive r.v.-s \( \{Y_i, i \geq 1\} \), and the so-called censoring times, which have a common d.f. \( G \), are independent from the \( X_i \)'s. At the ninth stage of experiments, the observed data contains

\[
C^{(n)} = \{(Z_i, \delta_i), 1 \leq i \leq n\}, \text{ where } Z_i = \min(X_i, Y_i) \text{ and } \delta_i = I(X_i \leq Y_i) \text{ with } I(\cdot) \text{ denoting the indicator function of the event in brackets. In this general right censoring model our focus is concentrated on estimation of d.f. } F \text{ with nuisance d.f. } G. \text{ In considered model the most commonly used estimator of } F \text{ is the product-limit (PL) estimator of Kaplan and Meier. There is a tremendous literature on estimation and testing centered around the optimality properties of PL-estimator of } F \text{ if no additional assumptions are made in this model. This optimality is lost if informative censoring is present, i.e. if the d.f. } G \text{ of the censoring times carries additional information about d.f. } F. \text{ A well-known model of informative censoring is called proportional hazards model (PHM) or Koziol-Green model, where } 1-G \text{ is the}\
\]
power of $1-F$:

$$1-G(t) = (1-F(t))^\beta, \beta>0, t \in \mathbb{R}^+.$$  

The PHM of random censorship is an appealing and potentially useful special semi parametric model in which $p=P(X_i \leq Y_i) = \frac{1}{1+\beta}$, and the extreme case of $\beta=0$ or $p=1$ may be identified with the lack of censorship. Abdushukurov (1984) and Cheng and Lin (1984) pointed out that in PHM the estimator $F_n^{ACL}(t) = 1-(1-H_n(t))^{\beta}$ of $F$, where

$$H_n(t) = \frac{1}{n} \sum_{i=1}^{n} I(Z_i \leq t)$$

and $p_n = \frac{1}{n} \sum_{i=1}^{n} \delta_i$,

is strictly better than PL – estimator in terms of asymptotic variance. S. Csôrgö described a number of new results, giving a complete theory of the estimation based on the PHM, Cheng-Lin estimator $F_n^{ACL}$ rather than the PL – estimator [8]. Namely, the estimation of survival, hazard, quantile, mean and percentile residual life, total time on test, Lorenz, density and hazard rate functions is considered, and boot strapping in this model is sketched [8]. Testing the model is also discussed (see, also [10, 12-14]). However, it has been pointed out by many authors that the assumptions of PHM are much restrictive. Therefore, it is desirable to develop generalization of the PHM that are more appropriate for practical situations. Abdushukurov [1, 2, 6], Abdushukurov, Makhmudova [4], Gather and Pawlitschko [9] have proposed some generalizations of PHM, where only a part of the censored observations is supposed to be informative.

In some cases it is not reasonable to assume independence between the lifetime and censoring variables. The dependence may be due to a covariate. For example, in competing risks situation, where some technical system fails due to one or more competing causes, only one observes the time to failure of the system and the corresponding failure cause. If a system with two failure causes $A_1$ and $A_2$ fails due to cause $A_1$, then the failure time of cause $A_2$ is randomly censored and vice versa. Since the failure times due to both causes are affected by the same stress and operating environment described by a covariate, it is likely the failure times that are positively correlated. In medical trials the survival and censoring times may be affected by a set of patients’ covariates as age, blood pressure, cholesterol. Here in the considered model we assume that the survival times and the censoring times are conditionally independent in a given covariate. Take partially informative competing risks modelin the presence of covariate [4].

Let $\{(X_i, Y_{i1}, Y_{i2}): i \geq 1\}$ be a sequence of independent and identically distributed triples of positive r.v.-s, where the components $X_i, Y_{i1}$ and $Y_{i2}$ are supposed to be conditionally independent given a covariate $Z_i$. The $X_i$’s are lifetimes with a common continuous d.f. $F(t),$ $t \in \mathbb{R}^+.$ The $Y_{i1}$’s, $k=1,2$, are censoring times with common continuous d.f.-s $G_k(t),$ $k=1,2,$ $t \in \mathbb{R}^+$, respectively. At the ninth stage of experiments the observed data contains a sample of triples $\{(\xi_i, \delta_i, Z_i), i=1,...,n\} = C_n^{(n)}$ with $\xi_i = \min(X_i, Y_{i1}, Y_{i2})$ and

$$\delta_i = \begin{cases} 1, & \text{if } X_i \leq \min(Y_{i1}, Y_{i2}), \\ 0, & \text{if } Y_{i1} \leq \min(X_i, Y_{i2}), \\ -1, & \text{if } Y_{i2} \leq \min(X_i, Y_{i1}). \end{cases}$$

In $C_n^{(n)}$ the r.v.-s of interest $Y_{i1}$’s are censored from the right by r.v.-s $\min(Y_{i1}, Y_{i2})$ and observable partially only in case of $\delta_i = 1.$ The estimation of d.f. $F$ and its functionals from sample $C_n^{(n)}$ is one of the main goals in survival analysis. Let’s define the conditional d.f.-s of r.v.-s $Y_{i1}, k=1,2,$ given in a covariate $Z_i = z$ as

$$F(t/z) = P(X_i \leq t / Z_i = z), \quad (t,z) \in \mathbb{R}^+ \times \mathbb{R}^+,$$

$$G_k(t/z) = P(Y_{i1} \leq t / Z_i = z), k=1,2, (t,z) \in \mathbb{R}^+ \times \mathbb{R}^+.$$  

We also suppose that the censoring by r.v.-s $Y_{i2}$ for a given covariate is informative, i.e. the pairs $(X_i, Y_{i1})$ follows the conditionally PHM in which the d.f. $G_k(t/z)$ is related to $F(t/z)$ as

$$1-G_k(t/z) = (1-F(t/z))^{\beta}, \quad (t,z) \in \mathbb{R}^+ \times \mathbb{R}^+.$$  

Here $\beta$ is some fixed but unknown censoring parameter. This kind of partially informative random censoring model with nuisance parameter $(\beta, G_2)$ in lack of covariate $Z_i$ was considered by authors [1, 4, 9, 15].

Adapting some of ideas from [4] here we propose three asymptotical equivalent estimators of $F(t/z)$ through estimation of conditional d.f. $F(t/z)$ by exponential – hazard, product – limit and relative – risk power estimators using data from sample $C_n^{(n)}$.

2. Estimators of Survival Function

Let $H(t/z)$ is a conditional d.f. of $\xi_i$. Then by supposed independence of r.v.-s for a given covariate and from (1) we have

$$1-H(t/z) = (1-K(t/z))(1-G_2(t/z)),$$

where $K(t/z)$ is the Kaplan-Meier estimator of $F(t/z)$.
where
\[ K(t/z) = P\left( \min(X_i, Y_i) \leq t / Z_i = z \right) = \]
\[ = 1 - \left( 1 - F(t/z) \right) \left( 1 - G_i(t/z) \right) = 1 - \left( 1 - F(t/z) \right)^{\beta_i+1}, \]
\[ t \in \mathbb{R}^+, z \in \mathbb{R}. \]
For any d.f. \( L(t) \), let
\[ \tau_L = \sup \{ t \in \mathbb{R}^+: L(t) = 0 \}, \quad T_L = \inf \{ t \in \mathbb{R}^+: L(t) = 1 \}, \]
\[ L(t-) = \lim_{s \downarrow t} L(s), \quad \Delta L(t) = L(t) - L(t-). \]
Then by (1),
\[ \tau_F = \tau_{G_1} = \tau_K, \quad T_F = T_{G_1} = T_K \]
and
\[ \tilde{H}(t/z) = P(\xi_i \leq t, \delta_i \neq -1 / Z_i = z) = P\left( \min(X_i, Y_i) \leq \min(t, Y_{i2}) / Z_i = z \right) = \int_0^t \left( 1 - G_2(u/z) \right) dK(u/z) \]
with \( \tilde{H}(t/z) + \tilde{H}(t/z) = H(t/z) \) for all \( t \in \mathbb{R}^+, z \in \mathbb{R} \). Let \( \gamma = \frac{1}{\beta+1} \) and \( p_m = P(\delta_i = m), \) \( m = -1, 0, 1. \) Then
\[ P(\delta_i \neq -1) = \int \lim_{t \to \infty} \tilde{H}(t/z) dQ(z) = \int_0^\infty \left( 1 - G_2(u/z) \right) dK(u/z) dQ(z) \]
\[ = \int_0^\infty \left( 1 - \left( 1 - F(u/z) \right)^{\beta+1} \right) dQ(z) = \frac{1}{\gamma} \int_0^\infty \left( 1 - G_2(u/z) \right)^{\beta} \left( 1 - F(u/z) \right)^{\beta} dF(u/z) dQ(z). \] (2)
and
\[ P(\delta_i = 1) = \int P(\delta_i = 1 / Z_i = z) dQ(z) = \int P\left( X_i \leq \min(Y_{i1}, Y_{i2}) / Z_i = z \right) dQ(z) \]
\[ = \int_0^\infty \left( 1 - F(u/z) \right)^{\beta} \left( 1 - G_2(u/z) \right) dF(u/z) dQ(z). \] (3)

From (2) and (3), we get
\[ \gamma = P(\delta_i = 1) / P(\delta_i \neq -1) = P(\delta_i = 1 / \delta_i \neq -1). \]
Hence the parameter \( \gamma = \frac{1}{\beta+1} \) that can be consistently estimated by
\[ \gamma_n = \frac{\sum_{i=1}^n I(\delta_i = 1)}{\sum_{i=1}^n I(\delta_i \neq -1)} = \frac{p_{10}}{p_{01} + p_{10}}, \] (4)
where \( p_{mn} = \frac{1}{n} \sum_{i=1}^n I(\delta_i = m) \) are estimators of
probabilities \( p_m, m = -1, 0, 1. \) Let’s define cumulative hazard functions (c.h.f.–s)
\[ \Lambda(t/z) = -\log(1 - K(t/z)) = -\frac{1}{\gamma} \log\left( 1 - F(t/z) \right), \]
\[ \tilde{\Lambda}(t/z) = -\log\left( 1 - G_2(t/z) \right) \] (5)
and
\[ \Lambda(t/z) = -\log(1 - H(t/z)) = \tilde{\Lambda}(t/z) + \tilde{\Lambda}(t/z). \]

We suppose that d.f. \( Q(z) \) have a density \( q(z) \). Then
c.h.f.–s (5) can be represented as
\[ \tilde{\Lambda}(t/z) = \int_0^t \frac{q(z) d\tilde{H}(u/z)}{q(z)(1 - H(u/z))} = \int_0^t \frac{d\tilde{A}(u/z)}{B(u/z)}. \]
\[
\hat{\Lambda}(t/z) = \frac{\int_0^t q(z) d\hat{H}(u/z)}{\int_0^t q(z) (1 - H(u/z))} = \frac{\int_0^t \hat{A}(u/z)}{\int_0^t B(u/z)},
\]

and

\[
\Lambda(t/z) = \frac{\int_0^t q(z) dH(u/z)}{\int_0^t q(z) (1 - H(u/z))} = \frac{\int_0^t A(u/z)}{\int_0^t B(u/z)},
\]

where

\[A(u/z) = \tilde{A}(u/z) + \tilde{\Lambda}(u/z),\]

\[\tilde{A}(u/z) = q(z)(1 - G_2(u/z)),\]

\[\tilde{\Lambda}(u/z) = q(z)(1 - K(u/z))\]

and

\[B(u/z) = q(z)(1 - H(u/z)).\]

These functions can be estimated by statistics

\[A_n(u/z) = \tilde{A}_n(u/z) + \tilde{\Lambda}_n(u/z),\]

\[\tilde{A}_n(u/z) = \frac{1}{n} \sum_{i=1}^n I(\xi_i \leq u, \delta_i \neq -1) \pi_n(z; z_i),\]

\[\tilde{\Lambda}_n(u/z) = \frac{1}{n} \sum_{i=1}^n I(\xi_i \leq u, \delta_i = -1) \pi_n(z; z_i),\]

and

\[B_n(u/z) = \frac{1}{n} \sum_{i=1}^n I(\xi_i \geq u) \pi_n(z; z_i),\]

where \(\pi_n(z; t) = \frac{1}{a_n} \pi \left( \frac{z - t}{a_n} \right)\) with kernel function \(\pi(z)\) and bandwidth sequence \(a = a_n \downarrow 0\) as \(n \to \infty\). By substitution of estimators (7) into formulas (6) we obtain the estimators for c.h.f.-s

\[\tilde{\Lambda}_n(t/z) = \frac{\int_0^t A_n(u/z)}{\int_0^t B_n(u/z)},\]

\[\tilde{\Lambda}_n(t/z) = \frac{\int_0^t A_n(u/z)}{\int_0^t B_n(u/z)},\]

and

\[\Lambda_n(t/z) = \tilde{\Lambda}_n(t/z) + \tilde{\Lambda}_n(t/z) = \frac{\int_0^t A_n(u/z)}{\int_0^t B_n(u/z)}.\]

In order to estimate the conditional d.f. \(F(t/z)\) we use representation

\[1 - F(t/z) = (1 - K(t/z))^{\gamma}, (t, z) \in \mathbb{D}^+ \times \mathbb{D},\]

following from (1). For \(1 - K(t/z)\) we use the following exponential hazard type estimator of Altschuler – Breslow, PL - estimator of Kaplan – Meier and relative – risk power type estimator of Abdushukurov (see, [1–6]):

\[1 - K_{1n}(t/z) = \exp\left(-\tilde{\Lambda}_n(t/z)\right),\]

\[1 - K_{2n}(t/z) = \prod_{i \in \mathbb{D}^+} \left(1 - \Delta \Lambda_n(u/z)\right),\]

\[1 - K_{3n}(t/z) = \prod_{i \in \mathbb{D}^+} \left(1 - \Delta \Lambda_n(u/z)\right)^{-\gamma(i/z)},\]

where \(R_n(t/z) = \tilde{\Lambda}_n(t/z)\left(\Lambda_n(t/z)\right)^{-1} is estimator of

\[R(t/z) = \tilde{\Lambda}(t/z)\left(\Lambda(t/z)\right)^{-1},\]

\[\Delta \Lambda_n(u/z) = \lambda_n(u/z) - \tilde{\lambda}_n(u/z),\]

\[\Delta \lambda_n(u/z) = \lambda_n(u/z) - \tilde{\lambda}_n(u/z).\]

According to (9) using estimators (4) and (10) we get corresponding estimators of \(1 - F(t/z)\) as

\[1 - F_{1n}(t/z) = (1 - K_{1n}(t/z))^{\gamma_n},\]

\[l = 1, 2, 3, (t, z) \in \mathbb{D}^+ \times \mathbb{D}.\]

Finally, using statistics (11) we construct estimators of \(1 - F(t)\) by averaging as follows:

\[1 - F_{1n}(t) = \int (1 - F_{1n}(t/z)) dQ_n(z),\]

\[l = 1, 2, 3, t \in \mathbb{D}^+,\]

where

\[Q_n(z) = \frac{1}{n} \sum_{i=1}^n I(Z_i \leq z), z \in \mathbb{D}.\]

is the empirical estimator of d.f. \(Q(z)\).

Note that in lack of censoring by r.v. – s \(Y_i – s\) (i.e. \(G_i(t) \equiv 0\)) the estimator \(K_{1n}(t/z)\) in (10) coincides with one considered in [11].

3. Asymptotic Properties of Estimators of Survival Function

In order to investigate the asymptotic properties of estimators (12) we need the following conditions.
Conditions I:

(I.1) The kernel function $\pi$ is bounded and Lipschitz condition of order 1 with respect to the Euclidean distance on $\mathbb{R}$.

(I.2) $\int z^2 \pi(z) dz = 0$, $\int z \pi(z) dz = 1$, $\int \pi(z) dz < \infty$.

(I.3) The bandwidth sequence $\{a_n, n \geq 1\}$ satisfies: $a_n \rightarrow 0$ and $\frac{\log n}{a_n} \rightarrow 0$ as $n \rightarrow \infty$.

(I.4) The partial derivatives $\frac{\partial F(t/z)}{\partial t}$ and $\frac{\partial G_2(t/z)}{\partial t}$ exist and are continuous in $t$ for each $z$.

(I.5) The functions $\frac{\partial}{\partial z} F(t/z)$ and $\frac{\partial}{\partial z} G_2(t/z)$ have bounded continuous first and second partial derivatives with respect to $z$.

(I.6) For any closed interval $[a, b] \subseteq \mathbb{R}^+$, there exists a constants $p, \delta(\varepsilon) > 0$ such that

$$P(\xi_i > p / Z_i = z) \geq \delta(\varepsilon), \forall z \in [a, b],$$

with $q(z) \geq \varepsilon$ and $\varepsilon > 0$ arbitrary small.

Note that in view of (1) the conditions (I.4) and (I.5) for d.f. $\frac{1}{G_2(t/z)}$ are hold too.

Moreover, from (I.6) we also have a chain of inequalities

$$1 - K(p) = P\left(\min(X_1, X_2) > p\right) \geq P(\xi_i > p) = \int q(z) P(\xi_i > p / Z_i = z) dz \geq \varepsilon^2 \cdot \int_{\{z \geq q(z)\}} \int P(\xi_i > p / Z_i = z) dz \geq 0.$$
\[ p_{mn} - p_m \overset{a.s.}{=} O \left( \frac{\log n}{n} \right)^{1/2}, \]

and with probability one
\[
\frac{1}{p_{mn}} < 2, \quad \frac{1}{1 - p_{mn}} < 2. \]

Adapting characterization of simple proportional hazard model under independent random censoring from the right (see, [1, 3-6, 8, 9]) we get following property of considered conditionally partially informative competing risks model.

For a given covariate \( Z_i = z \) partially observable (only if \( \delta_i \neq -1 \)) r.v.-s \( (X_i, Y_i) \) and indicators \( I(X_i \leq Y_i) \) are independent if and only if the representation (1) is satisfied. Hence under occurrence of events \( A_i^{(l)} = \{ Z_i = z \} \cap \{ \delta_i \neq -1 \} \) the r.v.-s \( \xi_i = \min(X_i, Y_i, Y_2) \)

\[ \{ F_{\ln}(t) = \sqrt{n} \left( F_{\ln}(t) - F(t) \right), \quad t \in [0, \tau], \quad l = 1, 2, 3 \} \]

similar to Gaussian process.

In order to formulate these results we introduce Condition II.

Condition II:

(II.1) \( E \left( \left( 1 - F(t/Z) \right)^2 \int_0^t \frac{dF(u/Z)}{1 - F(y/Z) \left( 1 - G_2(u/Z) \right)} \right) < \infty, \forall t \in [0, T]. \)

(II.2) \( \frac{\log n}{a_n \sqrt{n}} \to 0, \quad \frac{a_n \sqrt{n}}{n} \to 0, \quad n \to \infty. \)

Theorem 2. Under conditions I and II the processes converges weakly on Skorokhod space \( D[0, \tau] \) to the same mean zero Gaussian process \( \{ V(t), t \geq 0 \} \), with covariance function for \( 0 \leq s \leq t \leq \tau \):

\[ \text{Cov}(V(s), V(t)) = E \left[ \left( 1 - F(t/Z) \right) \left( 1 - F(s/Z) \right) \right]. \]

As Jensen and Wiedman [11], instead of estimators (12), we can consider following CIM-estimator (Conditional Independence Model) for \( 1 - F(t) \) without using informativeness of considered competing risks model:

\[ 1 - F_n^{JW}(t) = \int \exp \left( -\Lambda_n^*(u/z) \right) dQ_n(z). \]

Then, as proved in [11], under conditions of our theorem 2 the process \( \left\{ \sqrt{n} \left( F_n^{JW}(t) - F(t) \right), t \geq 0, n \geq 1 \right\} \) converges weakly.
on $D[0, \tau]$ to a mean zero Gaussian process $\{W(t), t \geq 0\}$ with covariance function for $0 \leq s \leq t \leq \tau$:

$$\text{Cov}\{W(s), W(t)\} = E\left\{(1 - F(t/Z))(1 - F(s/Z))\right\} \left[\int_0^t \frac{dF(u/Z)}{(1 - F(u/Z)) (1 - G_z(u/Z))} + 1\right] - (1 - F(t))(1 - F(s)).$$

Let

$$\sigma^2(t) = \text{Var}\{V(t)\} = \text{As.var.}\left\{\sqrt{n}F_n(t)\right\}, \; l = 1, 2, 3$$

and

$$\sigma^{*2}(t) = \text{Var}\{W(t)\} = \text{As.var.}\left\{\sqrt{n}F_n^{\text{JW}}(t)\right\}$$

are asymptotical variances of estimators (12) and (20) respectively. The next theorem shows that the estimators (12) are asymptotically effective than the estimator (20).

Theorem 3. Under conditions of theorem 2, for all $t \in [0, \tau]$, we have

$$\frac{\gamma}{p_0 + p_1} E\left[\frac{(1 - F(t/Z))^2}{(1 - K(t/Z))}\right] < \sigma^2(t) < \sigma^{*2}(t).$$

4. Discussion

We have introduced three new estimators (12) for the averaged unconditional d.f.

$$F(t) = \int F(t/z) dQ(z) \quad (21)$$

in partially informative competing risks model in survival analysis. These estimators generalize the unconditional exponential hazard type estimator of Altschuler-Breslow, PL-estimator of Kaplan-Meier and relative-risk power type estimator of Abdushukurov. We have showed that all three statistics are strongly consistent estimators for the $F(t)$ and they converged to same mean zero Gaussian process with asymptotic variance $\sigma^2(t)$ which is less than the asymptotic variance of Jensen – Wiedman’s CIM-estimator $F_n^{\text{JW}}(t)$ not taking into account the partially informativeness of considered competing risks model. It is also worthy to note that the new estimators are good competitors to the other known estimators. Our estimators are useful tools in deriving some functionals of interest in survival analysis. For instance, the conditional residual lifetime distribution defined via averaged unconditional d.f. (21) as

$$F_i(s) = \frac{F(t+s)-F(t)}{1-F(t)},$$

One of main characteristics of d.f. (22) is its mean, i.e. mean conditional residual life function

$$\mu(t) = (1 - F(t))^{-1} \int_0^t (1 - F(s)) ds, \; t > 0. \quad (23)$$

We can estimate functional $\mu(t)$ by plugging in estimators (12) instead of $F(t)$ in (23). But from section 3 we know that (Theorem 1) estimators (12) have consistent properties in some interval $[0, \tau]$. Therefore, we can consider the following truncated version of (23):

$$\mu^\tau(t) = (1 - F(t))^{-1} \int_0^t (1 - F(s)) ds, \; 0 < t < \tau. \quad (24)$$

Now we can estimate (24) by statistics

5. Conclusion

In this paper, we have proposed class of semi parametric estimators of exponential-hazard, product-limit and relative-risk power types of survival function in partially informative censoring model. Considered model is competing risks model in which each observation is the minimum of one lifetime and two censoring times in the presence also of covariate. The survival function of one of these censoring times is a power of the survival function of the lifetime (this is the informative censoring) and the distribution of the other censoring time has no relation with the distribution of the lifetime (non-informative censoring). We have showed that proposed estimators are uniformly strong consistent and they converges to same Gaussian process. They are also asymptotical efficient than the Jensen-Wiedmanns CIM
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(Conditional Independence Model) estimator.
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