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We introduce the multiset partition algebra $\mathcal{MP}_k(\xi)$ over the polynomial ring $F[\xi]$, where $F$ is a field of characteristic 0 and $k$ is a positive integer. When $\xi$ is specialized to a positive integer $n$, we establish the Schur–Weyl duality between the actions of resulting algebra $\mathcal{MP}_k(n)$ and the symmetric group $S_n$ on $\text{Sym}^k(F^n)$. The construction of $\mathcal{MP}_k(\xi)$ generalizes to any vector $\lambda$ of non-negative integers yielding the algebra $\mathcal{MP}_\lambda(\xi)$ over $F[\xi]$ so that there is Schur–Weyl duality between the actions of $\mathcal{MP}_\lambda(n)$ and $S_n$ on $\text{Sym}^\lambda(F^n)$. We find the generating function for the multiplicity of each irreducible representation of $S_n$ in $\text{Sym}^\lambda(F^n)$, as $\lambda$ varies, in terms of a plethysm of Schur functions. As consequences we obtain an indexing set for the irreducible representations of $\mathcal{MP}_k(n)$ and the generating function for the multiplicity of an irreducible polynomial representation of $GL_n(F)$ when restricted to $S_n$. We show that $\mathcal{MP}_\lambda(\xi)$ embeds inside the partition algebra $P|\lambda|(\xi)$. Using this embedding, we show that the multiset partition algebras are generically semisimple over $F$. Also, for the specialization of $\xi$ at $v$ in $F$, we prove that $\mathcal{MP}_\lambda(v)$ is a cellular algebra.

1. Introduction

The symmetric group $S_k$ acts on the $k$-fold tensor space $(C^n)^{\otimes k}$ by permuting its tensor factors. The space $C^n$ is the defining representation of the general linear group $GL_n(C)$, and $GL_n(C)$ acts on $(C^n)^{\otimes k}$ diagonally. These two actions commute and they generate the centralizers of each other. Further, as a $(GL_n(C), S_k)$-bimodule

$$(C^n)^{\otimes k} \cong \bigoplus_{\mu} W_\mu \otimes V_\mu,$$

where $\mu$ is a partition of $k$ with at most $n$ parts, $W_\mu$ is an irreducible polynomial representation of $GL_n(C)$ and $V_\mu$ is a Specht module of $S_n$. This phenomenon, discovered by Schur [21] and later popularized by Weyl [23], is called the classical Schur–Weyl duality and is a cornerstone of representation theory.

Brauer [4] restricted the action of $GL_n(C)$ on $(C^n)^{\otimes k}$ to the orthogonal group $O_n(C)$ and showed Schur–Weyl duality between the actions of Brauer algebra and $O_n(C)$ on $(C^n)^{\otimes k}$. Jones [9] and Martin [14], independently, further restricted the action of $O_n(C)$ to the symmetric group $S_n$. This led to the definition of partition algebra $P_k(\xi)$ over the polynomial ring $F[\xi]$, where $F$ is a field of characteristic 0. The algebra $P_k(\xi)$ has a basis given by the partitions of a set of cardinality $2k$. A partition of such a set can be pictorially represented.
as a graph (see Section 2.3), called the partition diagram. In particular, $\mathcal{P}_k(\xi)$ is a diagram algebra as described by Martin [15]. Martin and Saluer [16] showed that $\mathcal{P}_k(\xi)$ is semisimple over $F[\xi]$. Further, for the specialization of $\xi$ at $v \in F$, $\mathcal{P}_k(v)$ is semisimple over $F$ unless $v$ is an integer lying in the set $\{0, 1, \ldots, 2k-2\}$.

When $\xi$ is evaluated at a positive integer $n$, Jones [9] showed that $\mathcal{P}_k(n)$ maps onto the commutant of $S_n$ acting on $(F^n)^{\otimes k}$. Moreover, when $n \geq 2k$,

$$
(1.1) \quad \mathcal{P}_k(n) \cong \text{End}_{S_n}((F^n)^{\otimes k}).
$$

In particular, this isomorphism gives a diagrammatic interpretation of the centralizer algebra $\text{End}_{S_n}((F^n)^{\otimes k})$.

Martin [14] classified the irreducible representations of $\mathcal{P}_k(\xi)$. Halverson and Ram [7] gave a combinatorial description of these representations. For $n \geq 2k$, Benkart and Halverson [2] constructed a basis for the irreducible representations of $\mathcal{P}_k(n)$ in terms of the set partition tableaux. Orellana and Zabrocki [18] studied the combinatorics of the multiset tableaux, which generalizes the set partition tableaux. The multiset tableaux play a central role in the representation theory of the algebra we define in this paper.

Inspired by the Kazdhan–Lusztig basis of Hecke algebras, Graham and Lehrer [6] introduced the notion of a cellular algebra in terms of the existence of a special kind of basis, called cellular basis. An important application of cellular basis is that it allows one to construct the irreducible representations of the cellular algebra. König and Xi [10] gave a basis-free definition of a cellular algebra. Prominent examples of cellular algebras include Ariki–Koike Hecke algebras, Brauer algebras, and also partition algebras.

The $k$-th symmetric power $\text{Sym}^k(F^n)$ is a polynomial representation of $GL_n(F)$. In spirit of the isomorphism (1.1), we study the centralizer algebra $\text{End}_{S_n}(\text{Sym}^k(F^n))$ by constructing a new diagram algebra $\mathcal{MP}_k(\xi)$ over $F[\xi]$ in Section 3. This algebra has a basis indexed by the multiset partitions of the multiset $\{1^k, 1^k\}$. Pictorially these multiset partitions can be represented by certain multigraphs (Equation (3.1)). The structure constants of $\mathcal{MP}_k(\xi)$ with respect to this basis are polynomials in $\xi$ (Equation (3.2)).

The Schur–Weyl duality between the actions of $\mathcal{MP}_k(n)$ and $S_n$ on $\text{Sym}^k(F^n)$ is demonstrated in Theorem 3.15. This provides a diagrammatic interpretation of $\text{End}_{S_n}(\text{Sym}^k(F^n))$, thereby answering a question in [8, p. 22]. In Theorem 3.17, we conclude that $\mathcal{MP}_k(\xi)$ is an unital associative algebra. Following Harman [8, p. 22], we call $\mathcal{MP}_k(\xi)$ the multiset partition algebra.
For a vector \( \lambda = (\lambda_1, \ldots, \lambda_s) \) of non-negative integers, the representation

\[
\text{Sym}^\lambda(F^n) := \text{Sym}^{\lambda_1}(F^n) \otimes \cdots \otimes \text{Sym}^{\lambda_s}(F^n)
\]

along with the tensor product of exterior powers of \( F^n \) are the building blocks for constructing the irreducible polynomial representations of \( GL_n(F) \). By the restriction \( \text{Sym}^\lambda(F^n) \) is also a representation of \( S_n \). For a partition \( \nu \) of \( n \), let \( a_\nu^\lambda \) denote the multiplicity of the irreducible representation of \( S_n \) corresponding to \( \nu \) in \( \text{Sym}^\lambda(F^n) \). These multiplicities are interpreted as a count of certain multiset tableaux in [18] and in [8, Proposition 3.11]. In Lemma 4.2 we obtain the ordinary generating function for \( \{a_\nu^\lambda\}_\lambda \). As a result, we give an indexing set for the irreducible representations of \( S_n \) occurring in \( \text{Sym}^\lambda(F^n) \) when \( \lambda = (k) \) in Theorem 4.3. Due to Schur–Weyl duality between \( MP_k(n) \) and \( S_n \), this is also an indexing set of the irreducible representations of \( MP_k(n) \) when \( n \geq 2k \).

Another application of this generating function yields a generating function for the restriction coefficients (see Proposition 4.4), i.e., the multiplicities of an irreducible representation of \( S_n \) in the restriction of an irreducible polynomial representation of \( GL_n(F) \) to \( S_n \).

We construct an embedding of \( MP_k(\xi) \) in \( P_k(\xi) \) in Theorem 5.3 and show that the image of the embedding is \( eP_k(\xi)e \) for an idempotent \( e \in P_k(\xi) \) in Lemma 5.12. Upon specialization of \( \xi \) at \( v \in F \), in Theorem 5.13 we obtain that \( MP_k(v) \) is semisimple when \( v \) is not an integer or \( v \) is an integer such that \( v \notin \{0, 1, \ldots, 2k - 2\} \). In Theorem 5.15, we prove \( MP_k(v) \) is cellular.

In Section 6, we generalize the construction of \( MP_k(\xi) \) to any vector \( \lambda \) of non-negative integers. The algebra so obtained has a basis indexed by the multiset partitions of \( \{1^{\lambda_1}, \ldots, s^{\lambda_s}, 1^{\lambda_1}, \ldots, s^{\lambda_s}\} \), which we pictorially represent by certain multigraphs. The Schur–Weyl duality exists between the actions of \( MP_\lambda(n) \) and \( S_n \) on \( \text{Sym}^\lambda(F^n) \). In particular, for \( n \geq 2|\lambda| \), \( MP_\lambda(n) \) is isomorphic to the centralizer algebra \( \text{End}_{S_n}(\text{Sym}^\lambda(F^n)) \). We also call \( MP_\lambda(\xi) \) the multiset partition algebra. We define an embedding of \( MP_\lambda(\xi) \) inside \( P_{|\lambda|}(\xi) \). The image of the embedding is \( eP_{|\lambda|}(\xi)e \) for an idempotent \( e \in P_{|\lambda|}(\xi) \). As an application of this embedding, we prove that \( MP_\lambda(\xi) \) is semisimple over \( F[\xi] \). Further, upon specialization of \( \xi \) at \( v \in F \), we obtain that \( MP_\lambda(v) \) over \( F \) is cellular, and semisimple when \( v \) is not an integer or \( v \) is an integer such that \( v \notin \{0, 1, \ldots, 2|\lambda| - 2\} \). The aforementioned embedding is an isomorphism when \( \lambda = (1^k) \), so that

\[
P_k(\xi) \cong MP_{(1^k)}(\xi).
\]
The proofs of the results in this section follow by minor modifications of arguments in Sections 3 and 5. We outline these modifications where required.

Concurrently in [19], Orellana and Zabrocki studied a diagrammatic algebra, also called a multiset partition algebra. This algebra is related to the centralizer algebra $\text{End}_{S_n}(\text{Sym}^r(C^n \otimes C^k))$. The multiset partition algebra defined in this manuscript is closely related to their algebra. However, we do not give an explicit connection here.

Throughout this paper, $F$ denotes a field of characteristic 0.

2. Preliminaries

In this section, we give an overview of the multiset tableaux, centralizer algebras of permutation representations of a finite group, and partition algebras, which are relevant in this paper.

2.1. Multisets and Tableaux. In this section, we define and introduce notation for various terms related to multisets, partitions of multisets, and tableaux. Multiset tableaux occur in the work of Colmenarejo, Orellana, Saliola, Schilling, and Zabrocki [5]. Here we include a self-contained recapitulation of these concepts.

A multiset is a collection of possibly repeated objects. For example, $\{1,1,1,2,2\}$ is a multiset with three occurrences of the element 1 and two occurrences of the element 2. More precisely:

**Definition 2.1:** A multiset is an ordered pair $(S,f)$ where $S$ is a set, and $f$ is a non-negative integer-valued function on $S$, which we call the multiplicity function.

Given $S = \{1,2,\ldots,n\}$ and a multiplicity function $f$, we shall denote

$$(S,f) = \{1^{f(1)}, 2^{f(2)}, \ldots, n^{f(n)}\}.$$ 

Here $f(i)$ indicates the number of times $i$ appears in the multiset. Thus the aforementioned multiset would be denoted $\{1^3, 2^2\}$. Given a set $S$, denote the set of all multisets with elements drawn from $S$ by $A_S$.

**Definition 2.2:** A multiset partition of a given multiset $M$ is a multiset of multisets whose disjoint union equals $M$.

For example, $\pi = \{\{1,2\}, \{1,2\}, \{2\}, \{1^2\}\}$ is a multiset partition of $\{1^4, 2^3\}$. 


A set with a total order on its elements is called an ordered set. Given an ordered set $S$, we fix the order on multisets in $A_S$ to be the graded lexicographic order $\leq_L$, which we recall below from [5, Section 2.4].

**Definition 2.3:** For multisets $M_1 = \{a_1, \ldots, a_r\}$ with $a_1 \leq \cdots \leq a_r$, and $M_2 = \{b_1, \ldots, b_s\}$ with $b_1 \leq \cdots \leq b_s$, we say $M_1 \leq_L M_2$ in this order if

- $r \leq s$ and
- if $r = s$, then there exists a positive integer $i \leq r$ such that $a_j = b_j$ for all $1 \leq j < i$ and $a_i < b_i$.

**Definition 2.4:** Let $\lambda$ be a partition, and $S$ be an ordered set. A **semistandard multiset tableau (SSMT)** of shape $\lambda$ is a filling of the cells of the Young diagram of $\lambda$ with the entries from $A_S$ such that

- the entries increase strictly along each column and
- the entries increase weakly along each row.

The **content** of a SSMT $P$ is the multiset obtained by the disjoint union of entries of $P$ (see [5, Section 2.6]). Let $\text{SSMT}(\lambda, C)$ denote the set of all semistandard multiset tableau of shape $\lambda$ and content $C$.

### 2.2. Centralizer algebras

For a finite set $X$, let $F[X]$ denote the space of $F$-valued functions on $X$. The set of **indicator functions** $1_x$ for $x \in X$ is a basis of $F[X]$. By a $G$-set $X$, we mean a group $G$ acts on $X$ on the left. Then $G$ also acts on $F[X]$ as follows:

\[
g \cdot f(x) = f(g^{-1}x), \quad \text{for } x \in X, \; g \in G, \; \text{and } f \in F[X].
\]

The space $F[X]$ is called the **permutation representation** of $G$ associated to the $G$-set $X$. Suppose that $X$ and $Y$ are finite $G$-sets. Given a function $\phi : X \times Y \to F$, the **integral operator** $\zeta_\phi : F[Y] \to F[X]$ associated to $\phi$ is defined as

\[
(\zeta_\phi f)(x) = \sum_{y \in Y} \phi(x,y)f(y), \quad \text{for } f \in F[Y].
\]

If $Z$ is another $G$-set and $\phi : X \times Y \to F$ and $\psi : Y \times Z \to F$ are functions, then

$$
\zeta_\phi \circ \zeta_\psi = \zeta_{\phi \ast \psi},
$$

where $\phi \ast \psi : X \times Z \to F$ is the convolution product

\[
\phi \ast \psi(x,z) = \sum_{y \in Y} \phi(x,y)\psi(y,z).
\]
Let \((G \setminus X \times Y)\) denote the set of orbits of the diagonal action of \(G\) on \(X \times Y\). From [20, Theorem 2.4.4] we have:

**THEOREM 2.5:** Let \(X\) and \(Y\) be finite \(G\)-sets and for \(O \in (G \setminus X \times Y)\), define 

\[
\phi_O(x, y) = \begin{cases} 
1 & \text{if } (x, y) \in O, \\
0 & \text{otherwise.}
\end{cases}
\]

Write \(\zeta_O = \zeta_{\phi_O}\). Then the set

\[
\{\zeta_O \mid O \in (G \setminus X \times Y)\}
\]

is a basis for \(\text{Hom}_G(F[Y], F[X])\). Consequently,

\[
\dim \text{Hom}_G(F[Y], F[X]) = |G \setminus (X \times Y)|.
\]

### 2.3. Partition Algebras

Let \(k\) be a positive integer. A **set partition** of \(\{1, 2, \ldots, k, 1', 2', \ldots, k'\}\) is of the form \(\{B_1, B_2, \ldots, B_l\}\), where \(B_1, B_2, \ldots, B_l\) are mutually disjoint sets such that

\[
\bigsqcup_{i=1}^{l} B_i = \{1, 2, \ldots, k, 1', 2', \ldots, k'\}.
\]

A set partition can be drawn as a graph, called a **partition diagram**, which has vertices on two rows. The vertices of the top and the bottom rows are \(\{1, 2, \ldots, k\}\) and \(\{1', 2', \ldots, k'\}\) respectively. For \(i, j \in \{1, 2, \ldots, k, 1', 2', \ldots, k'\}\), there is a path between \(i\) and \(j\) if and only if \(i, j \in B_s\), for \(1 \leq s \leq l\). If the part \(B_s\) is non-empty, it is called a **block** in the corresponding partition diagram. Unless stated otherwise, we omit empty parts in writing a set partition. Two partition diagrams are considered to be the same if and only if they have the same underlying set partition.

**Example 2.6:** The partition

\[
\{\{1, 2, 1', 3'\}, \{3, 5, 4'\}, \{4, 2', 5'\}\}
\]

of \(\{1, 2, 3, 4, 5, 1', 2', 3', 4', 5'\}\) corresponds to the following partition diagram:
Let $A_k$ denote the set of all partition diagrams on \(\{1, 2, \ldots, k, 1', 2', \ldots, k'\}\). The partition algebra $P_k(\xi)$ is the free module over the polynomial ring $F[\xi]$ with basis $A_k$. Given $d_1, d_2 \in A_k$, let $d_1 \circ d_2$ denote the concatenation of $d_1$ with $d_2$, i.e., place $d_2$ on the top of $d_1$, and then identify the bottom vertices of $d_2$ with the top vertices of $d_1$ and remove any connected components that lie completely in the middle row. Borrowing analogy from the composition of maps, in the composition $d_1 \circ d_2$, we apply $d_2$ followed by $d_1$, reading maps from top to bottom. This differs from the standard convention but it has been adapted, for example, in Bloss [3, p. 694]. Define the multiplication of partition diagrams as follows:

$$d_1 d_2 := \xi^{[d_1 \circ d_2]} d_1 \circ d_2$$

where $[d_1 \circ d_2]$ denotes the number of connected components that lie entirely in the middle row while computing $d_1 \circ d_2$. By linearly extending the multiplication (2.4), $P_k(\xi)$ becomes an associative unital algebra over $F[\xi]$.

Example 2.7: The concatenation $d_1 \circ d_2$ of

$$d_1 = \{\{1, 1'\}, \{2\}, \{3\}, \{4\}, \{2', 3'\}, \{5, 4', 5'\}\}$$

with

$$d_2 = \{\{1, 2, 1'\}, \{3, 5\}, \{2', 3'\}, \{4'\}, \{4, 5'\}\}$$

is illustrated below:

In the above, there are exactly two connected components which lie entirely in
the middle, so the multiplication

\[ d_1 d_2 = \xi^2 \]

Now we define another basis of \( P_k(\xi) \), which is particularly essential for this paper. Given \( d, d' \in A_k \), we say \( d' \) is coarser than \( d \), denoted as \( d' \leq d \), if whenever \( i, j \in \{1, 2, \ldots, k, 1', 2', \ldots, k'\} \) are in the same block in \( d \), then \( i \) and \( j \) are in the same block in \( d' \). For a partition diagram \( d \), define the element \( x_d \in P_k(\xi) \) by setting:

\[
(2.5) \quad d = \sum_{d' \leq d} x_{d'}.
\]

It can be easily seen that the transition matrix between \( \{d\} \) and \( \{x_d\} \) is unitriangular. Thus \( \{x_d\} \) is also a basis, known as the orbit basis, of the partition algebra \( P_k(\xi) \).

The structure constants of \( P_k(\xi) \) with respect to the orbit basis \( \{x_d\} \) is given in [2, Theorem 4.8]. To state this result, we need the following definitions.

**Definition 2.8:** For a non-negative integer \( l \) and \( f(\xi) \in F[\xi] \), the falling factorial polynomial is \( f(\xi)_l = f(\xi)(f(\xi) - 1) \cdots (f(\xi) - l + 1) \).

**Definition 2.9:** Given a partition diagram \( d = \{B_1, \ldots, B_n\} \in A_k \), we define

\[
B^u_j := B_j \cap \{1, \ldots, k\} \quad \text{and} \quad B^l_j := B_j \cap \{1', \ldots, k'\} \quad \text{for} \quad 1 \leq j \leq n.
\]

Then we may also represent \( d \) as the set of tuples \( d = \{(B^u_1, B^l_1), \ldots, (B^u_n, B^l_n)\} \) (this viewpoint is crucially used in Equation (2.9) and Section 5.1). Also define

\[
d^u := \{B^u_1, \ldots, B^u_n\} \quad \text{and} \quad d^l := \{B^l_1, \ldots, B^l_n\}.
\]

For \( d_1, d_2 \in A_k \), we say \( d_1 \circ d_2 \) matches in the middle if the set partition \( d^u_1 \) is same as the set partition obtained from \( d^l_2 \) after ignoring the primes on numbers in \( d^l_2 \). For a partition diagram \( d \in A_k \), let \( |d| \) denote the number of blocks in \( d \). From [17, Lemma 3.1], we recall, in the following theorem, the structure constants of \( P_k(\xi) \) with respect to the basis \( \{x_d\} \).
Theorem 2.10: For $d_1, d_2 \in A_k$, we have

$$x_{d_1} x_{d_2} = \begin{cases} \sum_d (\xi - |d|) \left[ d_1 \circ d_2 \right] x_d & \text{if } d_1 \circ d_2 \text{ matches in the middle}, \\ 0 & \text{otherwise}, \end{cases}$$

where the sum is over all the coarsenings $d$ of $d_1 \circ d_2$ which are obtained by connecting a block of $d_2$, which lie entirely in the top row of $d_2$, with a block of $d_1$, which lie entirely in the bottom row of $d_1$.

2.4. Schur–Weyl duality. Let $F^n$ be the $n$-dimensional vector space over $F$ with standard basis $\{e_1, e_2, \ldots, e_n\}$. The group $S_n$ acts on a basis element $e_i$ as:

$$\sigma e_i := e_{\sigma(i)}, \quad \text{where } \sigma \in S_n.$$ 

So $S_n$ acts on the $k$-fold tensor product $(F^n)^\otimes k$ diagonally.

For $d \in A_k$, define

$$(d)_{i_1, \ldots, i_k} = \begin{cases} 1 & \text{if } i_r = i_s \text{ iff } r, s \in \{1, \ldots, k, 1', \ldots, k'\} \text{ are in the same block of } d, \\ 0 & \text{otherwise}. \end{cases}$$

The action of $x_d$ on a basis element of $(F^n)^\otimes k$ given by

$$x_d (e_{i_1} \otimes \cdots \otimes e_{i_k}) = \sum_{i_1', \ldots, i_k'} (d)_{i_1', \ldots, i_k'} e_{i_1'} \otimes \cdots \otimes e_{i_k'}$$

defines a map $\phi_k : P_k(n) \to \text{End}_F((F^n)^\otimes k)$. The Schur–Weyl duality between the actions of the group algebra $F[S_n]$ and the partition algebra $P_k(n)$ on $(F^n)^\otimes k$ is given in [9] and in [13]. We state, in the following theorem, the Schur–Weyl duality from [7, Theorem 3.6], which is more applicable in this paper.

Theorem 2.11: (1) The image of map $\phi_k : P_k(n) \to \text{End}_F((F^n)^\otimes k)$ is $\text{End}_{S_n}((F^n)^\otimes k)$. The kernel of $\phi_k$ is spanned by

$$\{x_d \mid d \text{ has more than } n \text{ blocks}\}.$$ 

In particular, when $n \geq 2k$, $P_k(n)$ is isomorphic to $\text{End}_{S_n}((F^n)^\otimes k)$.

(2) The group algebra $F[S_n]$ generates the centralizer algebra

$$\text{End}_{P_k(n)}((F^n)^\otimes k).$$
**Tensor space as a permutation module.** We will interpret \((F^n)^{\otimes k}\) as a permutation module, and describe the action of \(x_d\) on this permutation module (Equation (2.9)). This viewpoint will be specifically relevant in the proof of Theorem 5.3.

For the rest of this section we fix a positive integer \(n\), and fix a basis \(e_1, \ldots, e_n\) of \(F^n\). We will deviate from convention specified in Section 2.3 by padding a partition diagram containing \(s \leq n\) components with \(n - s\) empty sets.

An **ordered set partition** of \(\{1, \ldots, k\}\) into \(n\) parts is a sequence \(A = (A_1, \ldots, A_n)\) of disjoint sets such that \(\sqcup A_i = \{1, \ldots, k\}\). Let \(\mathcal{A}(n, k)\) denote the set of ordered set partitions of \(\{1, \ldots, k\}\) into \(n\) parts. The group \(S_n\) acts on an element in \(\mathcal{A}(n, k)\) by permuting the elements of the tuple. So the space \(F[\mathcal{A}(n, k)]\) is a permutation module with basis \(\{1_A \mid A \in \mathcal{A}(n, k)\}\).

The tensor space \((F^n)^{\otimes k}\) has a basis \(\{e_{j_1} \otimes \cdots \otimes e_{j_k} \mid 1 \leq j_1, \ldots, j_k \leq n\}\).

The following map is an \(S_n\)-linear isomorphism
\[
e_{j_1} \otimes \cdots \otimes e_{j_k} \rightarrow 1_{(A_1, \ldots, A_n)},
\]
where \(A_m = \{l \mid e_{j_l} = e_m, 1 \leq l \leq k\}\) for \(1 \leq m \leq n\) and \(\bigcup_{m=1}^n A_m = \{1, \ldots, k\}\).

Note that these sets may be empty.

**Example 2.12:** The element \(e_2 \otimes e_1 \otimes e_1\) in \((F^4)^{\otimes 3}\) is represented by the indicator function corresponding to the tuple \((\{2, 3\}, \{1\}, \emptyset, \emptyset)\).

We transport the action (2.7) of \(x_d\) on \(F[\mathcal{A}(n, k)]\) via the \(S_n\)-linear isomorphism \((F^n)^{\otimes k} \cong F[\mathcal{A}(n, k)]\).

For a tuple \(r = (r_1, \ldots, r_n)\), define \(\text{set}(r) := \{r_1, \ldots, r_n\}\). We shall use this notation repeatedly, specifically related to the action of \(x_d\).

When \(d \in \mathcal{A}_k\) has more than \(n\) blocks then the map \(x_d\) is the zero map on \(F[\mathcal{A}(n, k)]\). Assume that \(d \in \mathcal{A}_k\) has at most \(n\) blocks so that we can write \(d = \{B_1, \ldots, B_n\}\). Let \(A = (A_1, \ldots, A_n)\) and \(C = (C_1, \ldots, C_n)\) be ordered set partitions of \(\{1, 2, \ldots, k\}\) and \(\{1', 2', \ldots, k'\}\) respectively. Now using Definition 2.9, the action of \(x_d\) is given as
\[
x_d(1_A) = \begin{cases} 
\sum_{\{C\mid ((A_1, C_1), \ldots, (A_n, C_n)) = d\}} 1_C & \text{if } \text{set}(A) = d^n, \\
0 & \text{otherwise}.
\end{cases}
\]

In the above, we make the convention that for an ordered set partition \(C\) of \(\{1', 2', \ldots, k'\}\), the element \(1_C\) of \(F[\mathcal{A}(n, k)]\) is obtained by ignoring the primes on elements of parts of \(C\).
3. The multiset partition algebra

For a positive integer $k$, each multiset partition of $\{1^k, 1^{*k}\}$ can be represented by the equivalence class of certain graphs by a procedure described below (see Equation (3.1)). We use these graphs to define the multiset partition algebra $\mathcal{MP}_k(\xi)$.

Let $\Gamma$ be a multigraph (i.e., multiple edges between the same pair of vertices) whose vertices are arranged in two rows. The vertices in the top row are labelled by $0, 1, \ldots, k$ and the vertices in the bottom row are also labelled by $0, 1, \ldots, k$. Let $E_\Gamma$ denote the multiset of edges of $\Gamma$. Every edge of $\Gamma$ connects a vertex in the top row to a vertex in the bottom row.

We define a weight function $w : E_\Gamma \to \mathbb{Z}_{\geq 0}^2$ by setting $w(e) = (i, j)$ for every edge $e$ from the vertex $i$ in the top row to the vertex $j$ in the bottom row. We say an edge $e$ is non-zero if $w(e) \neq (0, 0)$. The weight of a graph $\Gamma$ is defined as $w(\Gamma) := \sum_{e \in E_\Gamma} w(e)$.

Let $\mathcal{B}_k$ be the set of all such multigraphs $\Gamma$ with the weight $w(\Gamma) = (k, k)$. Two multigraphs in $\mathcal{B}_k$ are said to be equivalent if they have the same non-zero weighted edges. Denote by $\tilde{\mathcal{B}}_k$ the set of all equivalence classes in $\mathcal{B}_k$.

The rank of a graph $\Gamma$, denoted $\text{rank}(\Gamma)$, is the number of non-zero weighted edges of $\Gamma$. Since all graphs in the same equivalence class have the same rank, the rank of the equivalence class $[\Gamma]$ is defined as $\text{rank}([\Gamma]) = \text{rank}(\Gamma)$.

Example 3.1: The following two graphs in $\mathcal{B}_5$ have rank four, and they are equivalent.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{example31}
\end{figure}
In the subsequent examples, we shall omit vertices with no edges incident on
them to improve presentation.

The set \( \tilde{B}_k \) is in bijection with the set of multiset partitions of the multi-
set \( \{1^k, 1'k\} \). Explicitly, for a class \( [\Gamma] \in \tilde{B}_k \), let \( \{(a_1, b_1), \ldots, (a_n, b_n)\} \) be the
multiset of non-zero edges of \( \Gamma \); then we have the following bijective corre-
spondence:

\[
[\Gamma] \leftrightarrow \{ \{1^{a_i}, 1'^{b_i}\} \mid i = 1, 2, \ldots, n \}.
\]

Thus graphs in \( \tilde{B}_k \) are a diagrammatic interpretation of multiset partitions
of \( \{1^k, 1'k\} \). For example, the multiset partition of \( \{1^5, 1'^5\} \) associated with the
class of graphs in Example 3.1 is \( \{\{1'\}, \{1'\}, \{1^2, 1'^3\}, \{1^3\}\} \).

Let \( \mathcal{MP}_k(\xi) \) denote the free module over \( F[\xi] \) with basis \( \tilde{B}_k \). We show how
to multiply two basis elements in \( \tilde{B}_k \) by specifying the structure constants with
respect to the basis \( \tilde{B}_k \). To do this we define the necessary setup in the next
few paragraphs. It is clear from the definition of these structure constants (see
Equation (3.2)) that they are polynomials in \( \xi \).

Let \( [\Gamma_1], [\Gamma_2] \in \tilde{B}_k \) and pick the respective representatives \( \Gamma_1, \Gamma_2 \) with \( n \) edges,
where \( n \geq \max\{\text{rank}(\Gamma_1), \text{rank}(\Gamma_2)\} \). To compute the product \( [\Gamma_1] \ast [\Gamma_2] \), we
begin by concatenating \( \Gamma_1 \) with \( \Gamma_2 \) by placing \( \Gamma_2 \) above \( \Gamma_1 \) and identify the
vertices in the bottom row of \( \Gamma_2 \) with those in the top row of \( \Gamma_1 \). A path on
this concatenated diagram is read from top to bottom. Explicitly, a path on
this diagram is a sequence \( (a, b, c) \) such that \( (a, b) \) is an edge of \( \Gamma_2 \) and \( (b, c) \) is
an edge of \( \Gamma_1 \).

Configuration of paths. A configuration of \( n \) paths with respect to an
ordered pair \( (\Gamma_1, \Gamma_2) \in \mathcal{B}_k \times \mathcal{B}_k \) is a multiset \( P = \{p_1, \ldots, p_n\} \), \( p_i = (a_i, b_i, c_i) \),
such that the covering condition holds:

\[
E_{\Gamma_2} = \{(a_i, b_i) \mid 1 \leq i \leq n\},
\]

and

\[
E_{\Gamma_1} = \{(b_i, c_i) \mid 1 \leq i \leq n\}.
\]

For a configuration of \( n \) paths \( P = \{(a_1, b_1, c_1), \ldots, (a_n, b_n, c_n)\} \), the rank of \( P \)
is denoted \( \text{rank}(P) \) and defined to be the number of paths \( (a, b, c) \neq (0, 0, 0) \) in \( P \).
Let \( \Gamma_P \) denote the multigraph with edge multiset \( E_{\Gamma_P} = \{(a_1, c_1), \ldots, (a_n, c_n)\} \),
obtained by omitting the mid-points of paths in \( P \).
Support. The support $\text{Supp}^n(\Gamma_1, \Gamma_2)$ is the set of all configurations of $n$ paths with respect to $(\Gamma_1, \Gamma_2)$. For $[\Gamma] \in \tilde{B}_k$ and $n \geq \max\{\text{rank}(\Gamma_1), \text{rank}(\Gamma_2), \text{rank}(\Gamma)\}$, let $\text{Supp}_n^\Gamma(\Gamma_1, \Gamma_2)$ be the set of configuration of $n$ paths $P$ in $\text{Supp}^n(\Gamma_1, \Gamma_2)$ such that $\Gamma_P = \Gamma$.

Example 3.2: Let $k = 2$. Consider the following graph:

Let $\Gamma_1 = \Gamma_2$. For $n \geq 3$, we add $n - 3$ zero-weighted edges to each graph and identify the top row of $\Gamma_1$ with the bottom row of $\Gamma_2$.

Thus $\text{Supp}^n(\Gamma_1, \Gamma_2)$ comprises four elements $\{P_1, P_2, P_3, P_4\}$ where

\[
\begin{align*}
P_1 &= \{(0, 0, 0)^{n-4}, (0, 1, 0), (0, 0, 1), (1, 0, 0), (1, 1, 1)\}, \\
P_2 &= \{(0, 0, 0)^{n-3}, (0, 1, 1), (1, 1, 0), (1, 0, 1)\}, \\
P_3 &= \{(0, 0, 0)^{n-3}, (0, 1, 0), (1, 0, 1), (1, 1, 1)\}, \\
P_4 &= \{(0, 0, 0)^{n-4}, (0, 0, 1), (0, 1, 1), (1, 1, 0), (1, 0, 0)\}.
\end{align*}
\]
Note that $\Gamma_{P_1} = \Gamma_{P_2}$ and $\text{rank}(P_1) = 4 = \text{rank}(P_4)$, $\text{rank}(P_2) = 3 = \text{rank}(P_3)$. The graphs $\Gamma_{P_2}$, $\Gamma_{P_3}$ and $\Gamma_{P_4}$, corresponding to configurations $P_2$, $P_3$ and $P_4$ are represented by:

![Graphs](image)

Observe that $\text{Supp}^n_{\Gamma_{P_3}}(\Gamma_1, \Gamma_2) = \{P_3\}$ for $n \geq 3$ and $\text{Supp}^n_{\Gamma_{P_4}}(\Gamma_1, \Gamma_2) = \{P_4\}$ for $n \geq 4$, and empty otherwise. Observe that $\text{Supp}^n_{\Gamma_{P_2}}(\Gamma_1, \Gamma_2) = \{P_1, P_2\}$ for $n \geq 4$ but $\text{Supp}^3_{\Gamma_{P_2}}(\Gamma_1, \Gamma_2) = \{P_2\}$.

**Structure constants.** Let $D_\Gamma$ be the set of distinct edges of $\Gamma$. For $(s,t) \in D_\Gamma$, define the multiset $P_{st} = \{b \mid (s,b,t) \in P\}$, the mid-points of paths in $P$ that starts at $s$ and ends at $t$. Let $p_{st}$ be the cardinality of $P_{st}$. For $r = 0, 1, \ldots, k$, denote the multiplicity of the path $(s,r,t)$ occurring in $P$ by $p_{st}(r)$.

The **structure constant** of $[\Gamma]$ in the product $[\Gamma_1] \ast [\Gamma_2]$ is the following:

$$(3.2) \quad \Phi_{[\Gamma_1] \ast [\Gamma_2]}^\Gamma(\xi) = \sum_{P \in \text{Supp}^n_{\Gamma_1 \circ \Gamma_2}(\Gamma_1, \Gamma_2)} K_P \cdot (\xi - \text{rank}(\Gamma))_{[P_{\Gamma_1 \circ \Gamma_2}]},$$

where

$$K_P = \frac{1}{p_{00}(1)! \cdots p_{00}(k)!} \prod_{(s,t) \in D_\Gamma \setminus \{(0,0)\}} \left( \frac{p_{st}}{p_{st}(0), \ldots, p_{st}(k)} \right),$$

and

$$[P_{\Gamma_1 \circ \Gamma_2}] = \sum_{i=1}^k p_{00}(i),$$

the number of paths $(0, i, 0)$ in $P$ for all $i \geq 1$.

**Remark 3.3:** For $P \in \text{Supp}^n(\Gamma_1, \Gamma_2)$, we observe that

$$\text{rank}(P) = \text{rank}(\Gamma_P) + [P_{\Gamma_1 \circ \Gamma_2}]$$

and

$$\text{rank}(P) \geq \max\{\text{rank}(\Gamma_1), \text{rank}(\Gamma_2)\}.$$
Example 3.4: We compute $[\Gamma_1] \ast [\Gamma_2]$, where $\Gamma_1, \Gamma_2$ are as in Example 3.2. Note $\Gamma_{P_1} = \Gamma_{P_2} = \Gamma_1$.

By Equation (3.2), we have

$$K_{P_1} \cdot (\xi - \text{rank}(\Gamma_1))_{[P_1 \Gamma_1 \circ \Gamma_2]} = \xi - 3,$$

as $[P_1 \Gamma_1 \circ \Gamma_2] = 1$ and $K_{P_1} = 1$. Again,

$$K_{P_2} \cdot (\xi - \text{rank}(\Gamma_1))_{[P_2 \Gamma_1 \circ \Gamma_2]} = 1.$$

Therefore, $\Phi_{[\Gamma_1][\Gamma_2]}(\xi) = (\xi - 3) + 1$.

A similar computation for $P_3, P_4$ yields

$$\Phi_{[\Gamma_3][\Gamma_2]}(\xi) = 2(\xi - 2) \quad \text{and} \quad \Phi_{[\Gamma_4][\Gamma_2]}(\xi) = 4.$$

Thus finally $[\Gamma_1] \ast [\Gamma_2]$ is equal to:

The product defined in Equation (3.2) endows an algebra structure on $\mathcal{MP}_k(\xi)$ over $F[\xi]$. We call $\mathcal{MP}_k(\xi)$ the **multiset partition algebra**.

For a partition $\lambda = (\lambda_1, \ldots, \lambda_l)$ of $k$, let $\Gamma_\lambda$ be the graph whose multiset of edges is $E_{\Gamma_\lambda} = \{(\lambda_j, \lambda_j) \mid 1 \leq j \leq l\}$. Consider the subset

$$\mathcal{U}_k = \{[\Gamma_\lambda] \mid \lambda \text{ is a partition of } k\}$$

of $\tilde{B}_k$. It is easy to verify that the element

$$id := \sum_{[\Gamma] \in \mathcal{U}_k} [\Gamma]$$

is the **identity** element of $\mathcal{MP}_k(\xi)$. 

Example 3.5: This example demonstrates multiplication by the identity element for $k = 2$. By definition,
Let $\Gamma_{(1,1)}$ and $\Gamma_{(2)}$ respectively denote the representatives with $3k$ edges, and consider the graph $\Gamma_1$ as below

```
 0 ——— 1
|     |
|     |
3k ——— 3
|     |
|     |
 0 ——— 1
```

Then

$$\text{Supp}^{3k}(\Gamma_1, \Gamma_{(1,1)}) = \{(0, 0, 0)^3, (0, 0, 1), (1, 1, 0), (1, 1, 1)\},$$

while $\text{Supp}^{3k}(\Gamma_1, \Gamma_{(2)})$ is empty. The graph corresponding to this configuration is $\Gamma_1$. Observe that $\Phi^{[\Gamma_1]}_{[\Gamma_1][\Gamma_{\lambda}]}(\xi) = 1$, and $[\Gamma_1] \ast \text{id} = [\Gamma_1]$. Similarly, $\text{id} \ast [\Gamma_1] = [\Gamma_1]$.

Remark 3.6: For a non-negative integer $k$, given $[\Gamma] \in \tilde{B}_k$, $\text{Supp}^{3k}(\Gamma, \Gamma_{\lambda})$ is nonempty for the representative of a unique $[\Gamma_{\lambda}]$ in $\mathcal{U}_k$. In this case, $\text{Supp}^{3k}(\Gamma, \Gamma_{\lambda})$ comprises a single configuration $P$, and $\Gamma_P = \Gamma$. This helps us conclude that $[\Gamma] \ast \text{id} = [\Gamma] = \text{id} \ast [\Gamma]$.

When $\xi$ is evaluated at a positive integer $n$ we prove in Theorem 3.15 that the algebra $\mathcal{MP}_k(n)$ is in Schur–Weyl duality with the symmetric group $S_n$ acting on $k$th symmetric power of $F^n$. As an application of Theorem 3.15, we show in Corollary 3.16 that $\mathcal{MP}_k(\xi)$ is associative. Proposition 3.8 is essential to prove this theorem.

Definition 3.7: For $n \geq \max\{\text{rank}([\Gamma]), \text{rank}([\Gamma_1]), \text{rank}([\Gamma_2])\}$, let $\Gamma, \Gamma_1, \Gamma_2$ be the respective representatives with $n$ edges. Define

$$C^T_{\Gamma_1, \Gamma_2}(n) = \{(b_1, \ldots , b_n) \mid \{(a_1, b_1, c_1), \ldots , (a_n, b_n, c_n)\} \in \text{Supp}_T^n(\Gamma_1, \Gamma_2)\}$$

where $(a_1, c_1) \leq \cdots \leq (a_n, c_n)$ are the edges of $\Gamma$ labelled in lexicographically increasing order.

Proposition 3.8: Given $[\Gamma], [\Gamma_1], [\Gamma_2] \in \tilde{B}_k$ and

$$n \geq \max\{\text{rank}(\Gamma), \text{rank}(\Gamma_1), \text{rank}(\Gamma_2)\},$$

we have

$$\Phi^{[\Gamma]}_{[\Gamma_1][\Gamma_2]}(n) = |C^T_{\Gamma_1, \Gamma_2}(n)|.$$

The proof of the above proposition requires the following two lemmas.
LEMMA 3.9: Given $[\Gamma], [\Gamma_1], [\Gamma_2] \in \tilde{B}_k$ and 

$$n \geq \max\{\text{rank}(\Gamma), \text{rank}(\Gamma_1), \text{rank}(\Gamma_2)\},$$

we have

$$(3.4) \quad |C^\Gamma_{\Gamma_1 \Gamma_2}(n)| = \sum_{P \in \text{Supp}^n_{\Gamma}([\Gamma_1 \Gamma_2])} K_P \cdot (n - \text{rank}(\Gamma))[P^{\Gamma_1 \Gamma_2}].$$

Proof. If $\text{Supp}^n_{\Gamma}([\Gamma_1 \Gamma_2])$ is empty, then

$$C^\Gamma_{\Gamma_1 \Gamma_2}(n) = \emptyset.$$ 

Otherwise, for $P \in \text{Supp}^n_{\Gamma}([\Gamma_1 \Gamma_2])$, let $D_\Gamma$ and $P_{st}$ be as defined just before Equation (3.2). Let $(s_1, t_1), \ldots, (s_j, t_j)$ be the elements of $D_\Gamma$ numbered in lexicographically increasing order. Let $\text{Perm}(P_{st})$ be the set of distinct arrangements of the elements of $P_{st}$. Define

$$\text{Arr}(P) = \text{Perm}(P_{s_1 t_1}) \times \cdots \times \text{Perm}(P_{s_j t_j}).$$

For each configuration $P$, $\text{Arr}(P)$ is a subset of $C^\Gamma_{\Gamma_1 \Gamma_2}(n)$, and for distinct configurations $P, Q \in \text{Supp}^n_{\Gamma}([\Gamma_1 \Gamma_2])$

$$\text{Arr}(P) \cap \text{Arr}(Q) = \emptyset.$$ 

Thus

$$C^\Gamma_{\Gamma_1 \Gamma_2}(n) = \bigcup_{P \in \text{Supp}^n_{\Gamma}([\Gamma_1 \Gamma_2])} \text{Arr}(P).$$

Note that

$$|\text{Perm}(P_{st})| = \binom{p_{st}}{p_{st}(0), \ldots, p_{st}(k)} = \frac{p_{st}!}{p_{st}(0)!p_{st}(1)!\cdots p_{st}(k)!}. $$

Hence

$$|\text{Arr}(P)| = \prod_{(s, t) \in D_{\Gamma}} \binom{p_{st}}{p_{st}(0), \ldots, p_{st}(k)}. $$

Also, $p_{00} = n - \text{rank}(\Gamma) = p_{00}(0) + [P^{\Gamma_1 \Gamma_2}]$, thus

$$\binom{p_{00}}{p_{00}(0), \ldots, p_{00}(k)} = \binom{p_{00}}{p_{00}(0)} \binom{p_{00} - p_{00}(0)}{p_{00}(1), \ldots, p_{00}(k)}$$

$$= \binom{n - \text{rank}(\Gamma)}{[P^{\Gamma_1 \Gamma_2}]} \binom{p_{00} - p_{00}(0)}{p_{00}(1), \ldots, p_{00}(k)}$$

$$= \binom{n - \text{rank}(\Gamma)}{p_{00}(1)! \cdots p_{00}(k)!}.$$
So
\[ |\text{Arr}(P)| = \mathcal{K}_P \cdot (n - \text{rank}(\Gamma))[P_{\Gamma_1 \circ \Gamma_2}], \]
where \( \mathcal{K}_P \) is as defined in Equation (3.2). Thus
\[ |C_{\Gamma_1 \Gamma_2}^\Gamma(n)| = \sum_{P \in \text{Supp}_\Gamma^n(\Gamma_1 \Gamma_2)} \mathcal{K}_P \cdot (n - \text{rank}(\Gamma))[P_{\Gamma_1 \circ \Gamma_2}]. \]

One observes that \( |C_{\Gamma_1 \Gamma_2}^\Gamma(n)| \) in Equation (3.4) differs from the expression for \( \Phi_{[\Gamma][\Gamma_1][\Gamma_2]}(n) \) in Equation (3.2) only in the set over which the summation is carried out. The subsequent lemma establishes that this distinction is superfluous.

**Lemma 3.10:** For \( m \leq n \), the map
\[ \beta_{m,n} : \text{Supp}_\Gamma^m(\Gamma_1, \Gamma_2) \to \text{Supp}_\Gamma^n(\Gamma_1, \Gamma_2) \]
\[ P \mapsto P \sqcup \{(0, 0, 0)^{n-m}\} \]
is an injection, where \( \beta_{n,n} \) is the identity map. Moreover, for \( m, n \geq 3k \), \( \beta_{m,n} \) is surjective.

**Proof.** Adding extra \((0, 0, 0)\) paths is clearly an injective operation. For \( m, n \geq 3k \), we prove the surjectivity of the map \( \beta_{m,n} \). Note that it suffices to prove that \( \beta_{3k,n} \) is surjective for \( n \geq 3k \). Given \( P \in \text{Supp}_\Gamma^n(\Gamma_1, \Gamma_2) \), \( \text{rank}(P) = \text{rank}(\Gamma) + [P_{\Gamma_1 \circ \Gamma_2}] \) by Remark 3.3. Since the weights of \( \Gamma_1 \) and \( \Gamma_2 \) are both \((k, k)\), \([P_{\Gamma_1 \circ \Gamma_2}] \leq k\) and \( \text{rank}(\Gamma) \leq 2k \). Since \( \text{rank}(P) \leq 3k \), \( n - 3k \) of the \((0, 0, 0)\) paths may be deleted from \( P \) to give an element \( \overline{P} \in \text{Supp}_\Gamma^{3k}(\Gamma_1, \Gamma_2) \) such that \( \beta_{3k,n}(\overline{P}) = P \).

**Example 3.11:** For \( n < 3k \) the map \( \beta_{n,3k} \) is not necessarily surjective. Consider \( \Gamma = \Gamma_1 = \Gamma_2 \) as below:

Then for \( n < 3k \), \( \text{Supp}_\Gamma^n(\Gamma_1, \Gamma_2) = \emptyset \) but
\[ \text{Supp}_\Gamma^{3k}(\Gamma_1, \Gamma_2) = \{(1, 0, 0)^k, (0, 1, 0)^k, (0, 0, 1)^k\}. \]
Proof of Proposition 3.8. Recall from Equation (3.2)

\[ \Phi_{[\Gamma]}^{[\Gamma_1][\Gamma_2]}(n) = \sum_{P \in \text{Supp}_r^k(\Gamma_1, \Gamma_2)} K_P \cdot (n - \text{rank}(\Gamma))[P_{\Gamma_1 \circ \Gamma_2}]. \]

This equals

\[ \sum_{P \in \text{Supp}_r^k(\Gamma_1, \Gamma_2) \atop \text{rank}(P) \leq n} K_P \cdot (n - \text{rank}(\Gamma))[P_{\Gamma_1 \circ \Gamma_2}] + \sum_{P \in \text{Supp}_r^k(\Gamma_1, \Gamma_2) \atop \text{rank}(P) > n} K_P \cdot (n - \text{rank}(\Gamma))[P_{\Gamma_1 \circ \Gamma_2}]. \]

Using the arguments as in the proof of Lemma 3.10, observe that the sets

\[ \text{Supp}_r^k(\Gamma_1, \Gamma_2) \quad \text{and} \quad \{ P \in \text{Supp}_r^k(\Gamma_1, \Gamma_2) \mid \text{rank}(P) \leq n \} \]

are in bijection. Since \( K_P, [P_{\Gamma_1 \circ \Gamma_2}] \) are unaffected by the addition or removal of \((0,0,0)\) paths, \( |C_T^{\Gamma_1 \Gamma_2}(n)| \) is equal to the first sum by Lemma 3.9. It remains to prove the second sum is zero.

For \( n > 3k \), \( \{ P \in \text{Supp}_r^k(\Gamma_1, \Gamma_2) \mid \text{rank}(P) > n \} \) is empty by Lemma 3.10. For \( n < 3k \), consider \( P \in \text{Supp}_r^k(\Gamma_1, \Gamma_2) \) with \( \text{rank}(P) > n \). By Remark 3.3, \( \text{rank}(P) = \text{rank}(\Gamma) + [P_{\Gamma_1 \circ \Gamma_2}] \). Thus

\[ n < \text{rank}(\Gamma) + [P_{\Gamma_1 \circ \Gamma_2}], \]

so \( (n - \text{rank}(\Gamma))[P_{\Gamma_1 \circ \Gamma_2}] = 0 \) for every path \( P \) that lies in \( \text{Supp}_r^k(\Gamma_1, \Gamma_2) \) with \( \text{rank}(P) > n \). \( \blacksquare \)

3.1. Schur–Weyl duality. Let \( \mathbb{Z}_{\geq 0} \) denote the set of all non-negative integers. For a fixed positive integer \( n \) and a fixed \( k \in \mathbb{Z}_{\geq 0} \), the defining action of \( GL_n(F) \) on \( F^n \) extends uniquely to the \( k \)th symmetric power \( \text{Sym}^k(F^n) \). So the subgroup \( S_n \) of \( GL_n(F) \) acts on \( \text{Sym}^k(F^n) \) by the restriction. Let

\[ M(n, k) = \left\{ a := (a_1, \ldots, a_n) \mid \sum_{i=1}^n a_i = k, a_i \in \mathbb{Z}_{\geq 0} \right\}, \]

the set of weak compositions of \( k \) into \( n \) parts. The set

\[ \{ e^a := e_1^{a_1} \cdots e_n^{a_n} \in \text{Sym}^k(F^n) \mid a = (a_1, \ldots, a_n) \in M(n, k) \} \]

is a basis of \( \text{Sym}^k(F^n) \). For \( w \in S_n \) and \( a \in M(n, k) \) define an action of \( S_n \) on \( M(n, k) \) by

\[ w \cdot a = (a_{w^{-1}(1)}, \ldots, a_{w^{-1}(n)}). \]
The map \( e^a \mapsto 1_a \), where \( 1_a \) is the indicator function of \( a \in M(n,k) \), determines the isomorphism of \( S_n \)-modules:

\[
(3.5)\quad \text{Sym}^k(F^n) \cong F[M(n,k)],
\]
where \( F[M(n,k)] \) is the permutation representation of \( S_n \) (see Section 2.2). Thus we can regard \( \text{Sym}^k(F^n) \) as a permutation representation of \( S_n \). We have the following algebra isomorphism

\[
(3.6)\quad \text{End}_{S_n}(\text{Sym}^k(F^n)) \cong \text{End}_{S_n}(F[M(n,k)]).
\]

We express an element \((a,b) \in M(n,k) \times M(n,k)\) as the biword:

\[
(3.7)\quad \begin{bmatrix}
a_1 & a_2 & \ldots & a_n \\
b_1 & b_2 & \ldots & b_n
\end{bmatrix}.
\]

The action of \( S_n \) on \((a,b)\) corresponds to permuting the columns of its biword. Let \( S_n \backslash (M(n,k) \times M(n,k)) \) be the set of orbits of this action. Each orbit is uniquely determined by a biword of the form (3.7), with its columns arranged in lexicographically increasing order. Define \( \tilde{B}_{k,n} := \{[\Gamma] \in \tilde{B}_k \mid \text{rank}([\Gamma]) \leq n\} \).

Consider the map

\[
(3.8)\quad S_n \backslash (M(n,k) \times M(n,k)) \rightarrow \tilde{B}_{k,n}
\]
defined by

\[
\begin{bmatrix}
a_1 & a_2 & \ldots & a_n \\
b_1 & b_2 & \ldots & b_n
\end{bmatrix} \mapsto [\Gamma_{a,b}],
\]

where \( \Gamma_{a,b} \) is the graph with multiset of edges \( \{(a_i,b_i) \mid i = 1, 2, \ldots, n\} \).

The map is well-defined because \( \Gamma_{a,b} \) is unaffected by a permutation of the columns of the biword. For \([\Gamma] \in \tilde{B}_{k,n}\), one can choose the representative \( \Gamma' \) with \( n \) edges. The multiset of edges of \( \Gamma' \) uniquely determines an \( S_n \)-orbit of \( M(n,k) \times M(n,k) \). Hence the map (3.8) is a bijection.

Following Theorem 2.5 we define the integral operator corresponding to an \( S_n \)-orbit of \( M(n,k) \times M(n,k) \).

**Definition 3.12:** For each \([\Gamma] \in \tilde{B}_{k,n}\), define \( T_{[\Gamma]} \in \text{End}_{S_n}(F[M(n,k)]) \) by

\[
T_{[\Gamma]}(1_a) = \sum_{\{b \in M(n,k) \mid [\Gamma_{a,b}] = [\Gamma]\}} 1_b, \quad \text{where} \ a, b \in M(n,k).
\]
Example 3.13: For \( k = 2 \) and \( n = 3 \), consider the following graph:

\[
\begin{array}{c}
\bullet & \bullet & \bullet \\
0 & 1 & 2 \\
\end{array}
\begin{array}{c}
\bullet & \bullet & \bullet \\
0 & 1 & 2 \\
\end{array}
\]

We compute the action of the integral operator \( T_\Gamma \) on some basis elements of \( F[M(3, 2)] \).

For \( a = (2, 0, 0) \), we must choose tuples \( b \) such that the pairs \((a_i, b_i)\) exhaust all the edges of the graph \( \Gamma \). There are two such tuples: \((1, 1, 0)\) and \((1, 0, 1)\) which can easily be verified to yield the multiset \( \{(0, 0), (0, 1), (2, 1)\} \) of edges. So

\[
T_\Gamma(1_{(2,0,0)}) = 1_{(1,1,0)} + 1_{(1,0,1)}.
\]

Similarly,

\[
T_\Gamma(1_{(0,2,0)}) = 1_{(1,1,0)} + 1_{(0,1,1)} \quad \text{and} \quad T_\Gamma(1_{(0,0,2)}) = 1_{(1,0,1)} + 1_{(0,1,1)}.
\]

Note that \( T_\Gamma(1_a) = 0 \) for every other element in \( a \in M(3, 2) \) because there are no admissible tuples \( b \) such that \( \Gamma_a,b = \Gamma \).

Proposition 3.14: The set \( \{T_\Gamma \mid \Gamma \in \tilde{B}_{k,n}\} \) is a basis of \( \text{End}_{S_n}(F[M(n, k)]) \). Given \( \Gamma_1, \Gamma_2 \in \tilde{B}_{k,n} \), the product is given by

\[
T_{[\Gamma_1]}T_{[\Gamma_2]}(1_a) = \sum_{\left\{ b \mid [\Gamma_a,b] = [\Gamma_2] \right\}} T_{[\Gamma_1]}(1_b)
\]

where \( \Gamma, \Gamma_1, \Gamma_2 \) are the representative of the respective classes with \( n \) edges and \( C_{\Gamma_1,\Gamma_2}(n) \) is defined in Definition 3.7.

Proof. The first assertion follows from the isomorphism (3.6), the bijection (3.8), and Theorem 2.5.

Let \( (a, c) \in M(n, k) \times M(n, k) \) such that \([\Gamma_{a,c}] = [\Gamma]\). Then

\[
T_{[\Gamma_1]}T_{[\Gamma_2]}(1_a) = T_{[\Gamma_1]} \left( \sum_{\left\{ b \mid [\Gamma_a,b] = [\Gamma_2] \right\}} 1_b \right)
\]

\[
= \sum_{\left\{ b \mid [\Gamma_a,b] = [\Gamma_2] \right\}} T_{[\Gamma_1]}(1_b)
\]

\[
= \sum_{\left\{ b \mid [\Gamma_a,b] = [\Gamma_2] \right\}} \sum_{\left\{ z \mid [\Gamma_{b,z}] = [\Gamma_1] \right\}} 1_z.
\]
So the coefficient of $T[\Gamma]$ in $T[\Gamma_1]T[\Gamma_2]$ is the cardinality of
\[ \{ b \in M(n, k) \mid [\Gamma_a,b] = [\Gamma_2], [\Gamma_b,c] = [\Gamma_1] \}. \]
For each $b$ in this set,
\[ \{(a_1, b_1, c_1), \ldots, (a_n, b_n, c_n)\} \in \text{Supp}_n^k(\Gamma_1, \Gamma_2), \]
so $b \in C_{\Gamma_1 \Gamma_2}^T(n)$. Conversely, each element $b \in C_{\Gamma_1 \Gamma_2}^T(n)$ is in the above set. □

Schur–Weyl duality for the multiset partition algebra. In the seminal paper [9], Jones proved the Schur–Weyl duality (Theorem 2.11) between the actions of $P_k(n)$ and $S_n$ on $(F^n)^{\otimes k}$. In this section, we give an analog of the above scenario for the actions of $\mathcal{MP}_k(n)$ and $S_n$ on $F[M(n, k)]$. As the space $F[M(n, k)]$ is isomorphic to the $k$-th symmetric power space $\text{Sym}^k(F^n)$, the following theorem can be viewed as Schur–Weyl duality between $\mathcal{MP}_k(n)$ and $S_n$ acting on $\text{Sym}^k(F^n)$.

**Theorem 3.15:** The map
\[ \phi : \mathcal{MP}_k(n) \to \text{End}_{S_n}(F[M(n, k)]) \]
\[ \phi([\Gamma]) = \begin{cases} T[\Gamma] & \text{if } \text{rank}[\Gamma] \leq n \\ 0 & \text{otherwise} \end{cases} \]  
(3.9)
is a surjective algebra homomorphism with the kernel
\[ \ker(\phi) = F\text{-span}\{[\Gamma] \in \tilde{B}_k \mid \text{rank}([\Gamma]) > n\}. \]
In particular, when $n \geq 2k$,
\[ \mathcal{MP}_k(n) \cong \text{End}_{S_n}(F[M(n, k)]). \]
Moreover, $F[S_n]$ generates $\text{End}_{\mathcal{MP}_k(n)}(F[M(n, k)])$.

**Proof.** From Proposition 3.14, \{ $T[\Gamma] \mid [\Gamma] \in \tilde{B}_{k,n}$ \} is a basis of $\text{End}_{S_n}(F[M(n, k)])$, so by the definition of $\phi$ it is a surjective linear map.

Let $[\Gamma_1]$ and $[\Gamma_2] \in \tilde{B}_k$. If $[\Gamma_1], [\Gamma_2] \in \tilde{B}_{k,n}$,
\[ \phi([\Gamma_1]*[\Gamma_2]) = \phi\left( \sum_{[\Gamma] \in \tilde{B}_k} b([\Gamma_1],[\Gamma_2],[\Gamma])(\Gamma) \right) \] by Equation (3.2)
\[ = \sum_{[\Gamma] \in \tilde{B}_{k,n}} b([\Gamma_1],[\Gamma_2],[\Gamma])(\Gamma) T[\Gamma] \] by Definition 3.12
\[ = T[\Gamma_1]T[\Gamma_2] \] from Propositions 3.14 and 3.8.
If \( \text{rank}(\Gamma_1) > n \) or \( \text{rank}(\Gamma_2) > n \) and \( [\Gamma] \in \tilde{B}_k \) with \( \text{rank}(\Gamma) \leq n \) appears in \( [\Gamma_1] \ast [\Gamma_2] \), then we claim that
\[
(n - \text{rank}(\Gamma))_{[P_{\Gamma_1 \circ \Gamma_2}]} = 0
\]
for all \( P \in \text{Supp}^{3k}_{\Gamma_1}(\Gamma_1, \Gamma_2) \). Assume without loss of generality that \( \text{rank}(\Gamma_1) > n \). Then for any \( P \in \text{Supp}^{3k}_{\Gamma_1}(\Gamma_1, \Gamma_2) \), \( n - \text{rank}(\Gamma) = n - \text{rank}(P) + [P_{\Gamma_1 \circ \Gamma_2}] \) and \( \text{rank}(P) \geq \text{rank}(\Gamma_1) \) by Remark 3.3. Therefore \( n - \text{rank}(\Gamma) < [P_{\Gamma_1 \circ \Gamma_2}] \).

Thus
\[
\phi([\Gamma_1] \ast [\Gamma_2]) = 0 = \phi([\Gamma_1])\phi([\Gamma_2]).
\]

Note that \( [\Gamma] \in \tilde{B}_k \) has rank at most \( 2k \), so when \( n \geq 2k \), \( \ker(\phi) \) is trivial and thus \( \phi \) is an isomorphism.

**Corollary 3.16 (Associativity):** For \( [\Gamma_1], [\Gamma_2] \), and \( [\Gamma_3] \in \tilde{B}_k \),
\[
([\Gamma_1] \ast [\Gamma_2]) \ast [\Gamma_3] = [\Gamma_1] \ast ([\Gamma_2] \ast [\Gamma_3]).
\]

**Proof.** For \( [\Gamma] \in \tilde{B}_k \), the coefficients of \( [\Gamma] \) in both \( ([\Gamma_1] \ast [\Gamma_2]) \ast [\Gamma_3] \) and \( [\Gamma_1] \ast ([\Gamma_2] \ast [\Gamma_3]) \) are polynomials in \( \xi \). From Theorem 3.15, the values of these polynomials are equal at any positive integer \( n \geq 2k \) because of the associativity of the product in \( \text{End}_{S_n}(F[M(n,k)]) \). Since the characteristic of \( F \) is 0, these polynomials must be the same.

The above corollary completes the proof of the following theorem.

**Theorem 3.17:** For \( [\Gamma_1], [\Gamma_2] \) in \( \tilde{B}_k \) we define the operation:
\[
[\Gamma_1] \ast [\Gamma_2] = \sum_{[\Gamma] \in \tilde{B}_k} \Phi_{[\Gamma_1][\Gamma_2]}([\Gamma]) [\Gamma],
\]
where \( \Phi_{[\Gamma_1][\Gamma_2]}(\xi) \in F[\xi] \) is given in Equation (3.2). The linear extension of this operation makes \( \mathcal{MP}_k(\xi) \) an associative unital algebra over \( F[\xi] \), with the identity element \( \text{id} = \sum_{[\Gamma] \in U_k} [\Gamma] \).

**Remark 3.18:** For \( n \geq 2k \), it follows from the centralizer theorem ([7, Theorem 5.4]) that the irreducible representations of \( \mathcal{MP}_k(n) \) correspond to the irreducible representations of \( S_n \) appearing in \( \text{Sym}^k(F^n) \). Moreover, the multiplicity of an irreducible representation of \( S_n \) occurring in \( \text{Sym}^k(F^n) \) is equal to the dimension of the corresponding irreducible representation of \( \mathcal{MP}_k(n) \). In the next section we describe the indexing set for irreducible representations of \( \mathcal{MP}_k(n) \).
4. Representation theory of the multiset partition algebra

Given a partition \( \nu = (\nu_1 \geq \nu_2 \geq \cdots) \) of \( n \) (denoted by \( \nu \vdash n \)), the Specht module \( V_\nu \) has a combinatorial basis, known as Young’s seminormal basis \([25]\), consisting of standard Young tableaux of shape \( \nu \). In this spirit, we may observe the dimension of an irreducible representation of \( \text{MP}_k(n) \) is obtained by counting certain semistandard multiset tableaux. Let \( \Lambda_{k,n} \) denote the subset of partitions of \( n \) that index the irreducible representations of \( S_n \) occurring in \( \text{Sym}^k(F^n) \). We know from Remark 3.18 that this set also indexes the irreducible representations of \( \text{MP}_k(n) \). In Theorem 4.3 we describe the set \( \Lambda_{k,n} \).

For every vector \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_s) \) of non-negative integers, consider the following representation of \( S_n \):

\[
(4.1) \quad \text{Sym}^\lambda(F^n) := \text{Sym}^{\lambda_1}(F^n) \otimes \text{Sym}^{\lambda_2}(F^n) \otimes \cdots \otimes \text{Sym}^{\lambda_s}(F^n).
\]

Let \( a_\nu^\lambda \) denote the multiplicity of \( V_\nu \) in \( \text{Sym}^\lambda(F^n) \). In the following proposition, we paraphrase Proposition 3.11 of \([8]\) to express \( a_\nu^\lambda \) in the context of multiset tableaux.

**Proposition 4.1:** The multiplicity \( a_\nu^\lambda \) is the number of semistandard multiset tableaux of shape \( \nu \) and content \( \{1^{\lambda_1}, 2^{\lambda_2}, \ldots, s^{\lambda_s}\} \).

When \( \lambda = (k) \) and \( n \geq 2k \), we see from the previous proposition and Remark 3.18 that the dimension of the irreducible representation corresponding to a partition \( \nu \) is equal to the number of semistandard multiset tableaux of shape \( \nu \) and content \( \{1^k\} \).

Recall that the Schur function corresponding to \( \nu \) is defined (see \([22]\)) as

\[
\text{s}_\nu(x_1, x_2, \ldots) = \sum_T x^T,
\]

where the sum is over all the semistandard Young tableau (SSYT) \( T \) of shape \( \nu \), and \( x^T := x_1^{c_1(T)} x_2^{c_2(T)} \cdots \). Here \( c_i(T) \) is defined to be the number of occurrences of a positive integer \( i \) in \( T \). The Schur functions form a \( \mathbb{Z} \)-basis for the ring of symmetric functions.

For symmetric functions \( f \) and \( g \), Littlewood \([11]\) defined the plethysm \( f[g] \) (for a more rigorous definition see \([12, \text{Section I.8}]\)) as a substitution of the multiset of monomials of \( g \) into the variables of \( f \). The next lemma gives a generating function for \( a_\nu^\lambda \) as a plethysm of symmetric functions.
Lemma 4.2: Let \( h_i = h_i(q_1, q_2, \ldots) \) be the complete homogeneous symmetric function of degree \( i \) in the variables \( q_1, q_2, \ldots \). For \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_s) \), let \( q^\lambda = q_1^{\lambda_1} q_2^{\lambda_2} \cdots q_s^{\lambda_s} \). Then

\[
s_\nu[1 + h_1 + h_2 + \cdots] = \sum_\lambda a^\lambda_\nu q^\lambda,
\]

where \( \lambda \) runs over all vectors of non-negative integers.

Proof. Each monomial in the Schur function \( s_\nu(x_1, x_2, \ldots) \) corresponds to an SSYT \( T \), and the degree of \( x_i \) in this monomial is \( c_i(T) \).

By definition of plethystic substitution, \( s_\nu[1 + h_1 + h_2 + \cdots] \) can be regarded as the bijective substitution of the monomials of \( 1 + h_1 + h_2 + \cdots \) into the variables \( x_1, x_2, \ldots \) of \( s_\nu \). The monomials of the expression \( 1 + h_1 + h_2 + \cdots \) are indexed by multisets of finite size (in particular the monomials of \( h_k \) are indexed by multisets of size \( k \)), and the variables of \( s_\nu \) are indexed by positive integers.

We have natural order on the positive integers and graded lexicographic order on the multisets of finite size (see Definition 2.3). There exists a unique order preserving bijection, denoted \( \phi \), from the positive integers to the multisets of finite size.

Given a positive integer \( i \), let \( \phi(i) = \{1^{\phi(i)_1}, 2^{\phi(i)_2}, \ldots\} \). Under this map

\[
x_i \mapsto q_1^{\phi(i)_1} q_2^{\phi(i)_2} \cdots.
\]

Replacing the integers in a semistandard Young tableaux with their images under \( \phi \) gives a semistandard multiset tableaux. We have

\[
s_\nu[1 + h_1 + h_2 + \cdots] = \sum_T (q_1^{\phi(1)} q_2^{\phi(2)} \cdots) c_1(T) (q_1^{\phi(2)} q_2^{\phi(2)} \cdots) c_2(T) \cdots,
\]

where the sum is over all the semistandard Young tableau (SSYT) \( T \) of shape \( \nu \).

Thus \( s_\nu[1 + h_1 + h_2 + \cdots] \) is the generating function for the multiset semi-standard tableaux of shape \( \nu \) by their content. The coefficient of \( q^\lambda \) in this function is thus the number of semistandard multiset tableaux of shape \( \nu \) and content \( \{1^{\lambda_1}, \ldots, s^{\lambda_s}\} \) which is precisely \( a^\lambda_\nu \).

\[ \blacksquare \]

Theorem 4.3: Let \( \Lambda_{k,n} \) be the set \( \{\nu \vdash n \mid a^{(k)}_\nu \neq 0\} \). Then

\[
\Lambda_{k,n} = \left\{ \nu \vdash n \mid \sum_{i=1}^n (i-1)\nu_i \leq k \right\}.
\]
Proof. By taking $q_1 = q$ and $q_i = 0$ for all $i \geq 2$ in Lemma 4.2, we get

$$s_\nu(1, q, q^2, \ldots) = \sum_{k \geq 0} a_\nu^{(k)} q^k.$$  

From [22, Corollary 7.21.3], we have the identity:

$$s_\nu(1, q, q^2, \ldots) = \frac{q^{b(\nu)}}{\prod_{u \in \nu}(1 - q^{h(u)})},$$

where $b(\nu) = \sum_{i=1}^{n} (i - 1) \nu_i$ and, for a cell $u$ in the Young diagram of $\nu$, $h(u)$ is the hook-length of $u$.

Thus the multiplicity of the Specht module $V_\nu$ in $\text{Sym}^k(F^n)$ is the coefficient of $q^k$ in $\frac{q^{b(\nu)}}{\prod_{u \in \nu}(1 - q^{h(u)})}$. Each term $(1 - q^{h(u)})$ in the denominator may be expanded as

$$1 + q^{h(u)} + (q^{h(u)})^2 + \cdots.$$  

Thus the lowest exponent of $q$ in $\frac{q^{b(\nu)}}{\prod_{u \in \nu}(1 - q^{h(u)})}$ is $b(\nu)$. If $b(\nu) > k$ then the coefficient of $q^k$ is zero, and thus $\nu \not\in \Lambda_{k,n}$.

Conversely if $b(\nu) \leq k$, pick a corner cell $u_0$ (hook-length 1). Then

$$\frac{1}{1 - q^{h(u_0)}} = 1 + q + q^2 + \cdots,$$

and

$$\frac{q^{b(\nu)}}{\prod_{u \in \nu}(1 - q^{h(u)})} = q^{b(\nu)}(1 + q + q^2 + \cdots) \prod_{u \neq u_0} (1 + q^{h(u)} + (q^{h(u)})^2 + \cdots).$$

Choosing the term 1 from each of the infinite sums corresponding to cells $u \neq u_0$ and the term $q^{k-b(\nu)}$ from the infinite sum corresponding to the cell $u_0$ yields an instance of $q^k$. Since the expression above is a positive sum, demonstrating a single instance is sufficient to prove the positivity of the coefficient of $q^k$. Thus $a_\nu^{(k)} \neq 0$ if and only if $b(\nu) \leq k$.  

Restriction from general linear group to symmetric group. The irreducible polynomial representations $W_\lambda$ of $GL_n(F)$ of degree $d$ are indexed by the partitions $\lambda$ of $d$ with at most $n$ parts. Consider the decomposition of the restriction of $W_\lambda$ to $S_n$ into Specht modules:

$$\text{Res}_{S_n}^{GL_n(F)} W_\lambda = \bigoplus_{\nu \vdash n} V_\nu \otimes r^\lambda_\nu.$$
A combinatorial interpretation of these multiplicities remains an open problem. By Littlewood’s formula [11]:

\[ r^\lambda_\nu = \langle s_\nu [1 + h_1 + h_2 + \cdots], s_\lambda \rangle, \]

where \( \langle -,- \rangle \) denotes the usual inner product on the ring of symmetric functions. Lemma 4.2 allows us to express Littlewood’s identity as a generating function. This mirrors a method described in [8, Section 4.3] to calculate these coefficients.

**Proposition 4.4**: Let \( h_i = h_i(q_1, \ldots, q_n) \) be the complete symmetric functions in \( n \) variables. For every partition \( \lambda = (\lambda_1, \lambda_2, \ldots, \lambda_n) \) of \( d \) with at most \( n \) parts and every partition \( \nu \) of \( n \), \( r^\lambda_\nu \) is the coefficient of \( q^\lambda := q_1^{\lambda_1} \cdots q_n^{\lambda_n} \) in

\[ s_\nu [1 + h_1 + \cdots] \prod_{i<j} \left( 1 - \frac{q_j}{q_i} \right). \]

**Proof.** By Lemma 4.2, \( \sum_\mu a^\mu_\nu q^\mu = s_\nu [1 + h_1 + \cdots] \), where \( \mu \) is a non-negative integer vector with at most \( n \) parts.

The Jacobi–Trudi identity can be expressed at the level of the Grothendieck ring of the category of polynomial representations of \( GL_n(F) \) (see [1]) as:

\[ W_\lambda = \det(\text{Sym}^{\lambda_i + j - i}(F^n)), \]

so

\[ r^\lambda_\nu = \sum_{w \in S_n} \text{sgn}(w) a^w_{\nu \cdot \lambda} \]

\[ = \sum_{w \in S_n} \text{sgn}(w) [q^{w \cdot \lambda}] s_\nu [1 + h_1 + \cdots] \]

\[ = [q^\lambda] \sum_{w \in S_n} \text{sgn}(w) s_\nu [1 + h_1 + \cdots] \prod_{i=1}^n q_i^{i-w(i)} \]

\[ = [q^\lambda] s_\nu [1 + h_1 + \cdots] \sum_{w \in S_n} \text{sgn}(w) \prod_{i=1}^n q_i^{i-w(i)} \]

\[ = [q^\lambda] s_\nu [1 + h_1 + \cdots] \det(q_i^{i-j}) \]

\[ = [q^\lambda] s_\nu [1 + h_1 + \cdots] \left( \prod_{i=1}^n q_i^{i-1} \right) \det(q_i^{1-j}), \]

where \( w \cdot \lambda \) is the tuple whose \( i \)th coordinate is \( \lambda_i + w(i) - i \), and \( [q^\lambda] f(q_1, \ldots, q_n) \) is the coefficient of \( q^\lambda \) in the function \( f(q_1, \ldots, q_n) \). Recognizing \( \det(q_i^{1-j}) \) as a Vandermonde determinant that evaluates to \( \prod_{i<j} (q_j^{1} - q_i^{1}) \) and simplifying gives Proposition 4.4. \( \blacksquare \)
5. Structural properties of the multiset partition algebra

The goal of this section is to give an embedding of $\mathcal{MP}_k(\xi)$ in $\mathcal{P}_k(\xi)$. Using this embedding and the cellularity of $\mathcal{P}_k(\xi)$, we prove that $\mathcal{MP}_k(\xi)$ is cellular.

5.1. An embedding of $\mathcal{MP}_k(\xi)$ into $\mathcal{P}_k(\xi)$.

Let $d = \{B_1, \ldots, B_s\}$ be a partition diagram in $A_k$. Recall from Definition 2.9 that $B_i^u$ and $B_i^l$ are the primed and unprimed numbers in $B_i$ respectively, for all $i = 1, \ldots, s$. Let $G_d$ be the multigraph in $B_k$ with multiset of edges $E_\Gamma = \{(|B_i^u|, |B_i^l|) | 1 \leq i \leq s\}$.

For example, the diagram $d = \{\{1, 2, 1', 3\}, \{3, 5, 4'\}, \{4, 2', 5'\}\}$ in Example 2.6 corresponds to the graph $G_d$ with multiset of edges $\{(2, 2), (2, 1), (1, 2)\}$.

Given $[\Gamma] \in \tilde{B}_k$, define the set $O_\Gamma$ of partition diagrams associated with $[\Gamma]$ as $O_\Gamma = \{d \in A_k | [G_d] = [\Gamma]\}$.

We now define the canonical partition diagram associated to $[\Gamma]$. Pick a representative of $[\Gamma]$ with non-zero edges $\{(a_1, b_1), \ldots, (a_s, b_s)\}$ (the edges have been numbered in lexicographically increasing order), and define the following subset of $\{1, \ldots, k, 1', \ldots, k'\}$:

\begin{equation}
B_i = \left(\sum_{r=1}^{i-1} a_r\right) + 1, \ldots, \sum_{r=1}^i a_r, \left(\sum_{r=1}^{i-1} b_r\right) + 1, \ldots, \sum_{r=1}^i b_r \right).
\end{equation}

By convention, if $a_i = 0$ (or $b_i = 0$), then the corresponding enumeration of terms in $B_i$ is empty. Define the canonical partition diagram $d_\Gamma$ associated to $[\Gamma]$ as

\begin{equation}
d_\Gamma = \{B_1, \ldots, B_s\}.
\end{equation}

Note that $d_\Gamma \in O_\Gamma$, and is independent of choice of representatives of $[\Gamma] \in \tilde{B}_k$.

Action of $S_k \times S_k$. For $(\sigma, \tau) \in S_k \times S_k$ and $d \in A_k$, the permutations $\sigma$ and $\tau$ act by substitution on the primed and unprimed elements of $d$ respectively. Observe that $O_\Gamma$ is the $S_k \times S_k$-orbit of $d_\Gamma$. Let $(S_k \times S_k) \setminus A_k$ denote the set of orbits of $S_k \times S_k$ on $A_k$. The following map is a bijection:

\begin{equation}
\psi : \tilde{B}_k \to (S_k \times S_k) \setminus A_k
\end{equation}

\begin{equation}
\psi([\Gamma]) = O_\Gamma.
\end{equation}
Example 5.1: Let $\Gamma$ be the following graph:

$$
\begin{array}{c}
\bullet 0 \\
\downarrow \\
\bullet 1 \\
\downarrow \\
\bullet 2 \\
\end{array}
\begin{array}{c}
\bullet 0 \\
\downarrow \\
\bullet 1 \\
\downarrow \\
\bullet 2 \\
\end{array}
$$

Then the set of edges of $\Gamma$ is $\{(0,0), (0,1), (2,1)\}$ in lexicographically increasing order. We ignore the $(0,0)$ edge in determining the blocks of $d_\Gamma$. By Equation (5.1), the blocks are $B_1 = \{1'\}$, $B_2 = \{1, 2, 2'\}$, and so $d_\Gamma$ is as follows:

$$
\begin{array}{c}
1 \\
\downarrow \\
1' \\
\end{array}
\begin{array}{c}
2 \\
\downarrow \\
2' \\
\end{array}
$$

Under the bijection (5.3), $[\Gamma]$ is mapped to the set $O_\Gamma$, the orbit of $d_\Gamma$, consisting of the following partition diagrams:

$$
\begin{array}{c}
1 \\
\downarrow \\
1' \\
\end{array}
\begin{array}{c}
2 \\
\downarrow \\
2' \\
\end{array}
\hspace{1cm}
\begin{array}{c}
1 \\
\downarrow \\
1' \\
\end{array}
\begin{array}{c}
2 \\
\downarrow \\
2' \\
\end{array}
$$

Definition 5.2: Given $d \in A_k$, let $d^l = \{B_1^l, \ldots, B_s^l\}$ (for the definition of $d^l$ see Definition 2.9), and $|B_i^l| = b_i$ for $i = 1, \ldots, s$. Define $\alpha_d$ to be the cardinality of $S_k$-orbit of $d^l$

$$
\alpha_d = \frac{k!}{b_1! \cdots b_s!}.
$$

Now we give an embedding of $\mathcal{M}\mathcal{P}_k(\xi)$ inside $\mathcal{P}_k(\xi)$.

Theorem 5.3: The following map is an injective algebra homomorphism:

$$
\tilde{\eta}_k : \mathcal{M}\mathcal{P}_k(\xi) \to \mathcal{P}_k(\xi)
$$

$$
(5.4)
\tilde{\eta}_k([\Gamma]) = \frac{1}{\alpha_{d_\Gamma}} \sum_{d \in O_\Gamma} x_d,
$$

where $\{x_d\}$ is the orbit basis of $\mathcal{P}_k(\xi)$ as defined in Equation (2.5).
Reduction of proof. The injectivity of the map is clear using the bijection (5.3). The structure constants for both \( \mathcal{M}P_k(\xi) \) and \( P_k(\xi) \) are polynomials in \( \xi \). Therefore it is sufficient to prove \( \tilde{\eta}_k \) is an algebra homomorphism when \( \xi \) is evaluated at any positive integer \( n \) such that \( n \geq 2k \). For this, consider the map

\[
\eta_k : \text{End}_{\mathcal{S}_n}(F[M(n,k)]) \to \text{End}_{\mathcal{S}_n}(F[A(n,k)])
\]

\[
\eta_k(T[\Gamma]) = \tau_k \circ T[\Gamma] \circ \pi_k.
\]

Here recall that \( \{T[\Gamma] \mid [\Gamma] \in \widetilde{B}_{k,n}\} \) is a basis of \( \text{End}_{\mathcal{S}_n}(F[M(n,k)]) \), and we will define in Definition 5.5 the canonical projection map \( \pi_k \) and the canonical section map \( \tau_k \) of \( \pi_k \). Since \( \pi_k \circ \tau_k = \text{id}_{F[M(n,k)]} \), it follows that the map \( \eta_k \) is an embedding of algebras. Now consider the following diagram:

\[
\mathcal{M}P_k(n) \xrightarrow{\hat{\eta}_k} P_k(n) \xrightarrow{\eta_k} \text{End}_{\mathcal{S}_n}(F[M(n,k)]) \xrightarrow{\eta_k} \text{End}_{\mathcal{S}_n}(F[A(n,k)]),
\]

where the leftmost and the rightmost vertical maps are as in Theorem 3.15 and Theorem 2.11 respectively. These vertical maps are algebra isomorphisms for \( n \geq 2k \). Therefore in order to show \( \tilde{\eta}_k \) is a homomorphism of algebras, it is enough to show that the above diagram commutes,

\[
(5.5) \quad \eta_k(T[\Gamma]) = \frac{1}{\alpha d \Gamma} \sum_{d \in O \Gamma} x_d, \text{ for } [\Gamma] \in \widetilde{B}_{k,n}.
\]

This equation is the final reduction for the proof of the theorem. To prove it we need following definitions and notation.

Definition 5.4: For \( a = (a_1, \ldots, a_n) \in M(n,k) \), define

\[
D(a) = \left\{ (A_1, \ldots, A_n) \mid \bigcup_{i=1}^{n} A_i = \{1, \ldots, k\}, |A_i| = a_i \right\}.
\]

In words, the set \( D(a) \) consists of ordered set partitions in \( A(n,k) \) whose \( i \)-th part has the cardinality equal to \( a_i \). For example if \( a = (1,1,0) \in M(3,2) \) then

\[
D(a) = \{ (\{1\}, \{2\}, \emptyset), (\{2\}, \{1\}, \emptyset) \}.
\]
Definition 5.5: The canonical projection map $\pi_k : F[\mathcal{A}(n, k)] \rightarrow F[\mathcal{M}(n, k)]$ and the canonical section map $\tau_k : F[\mathcal{M}(n, k)] \rightarrow F[\mathcal{A}(n, k)]$ are defined as

$$\pi_k(1_{(A_1, \ldots, A_n)}) = 1_{(|A_1|, \ldots, |A_n|)},$$

$$\tau_k(1_a) = \frac{1}{|D(a)|} \sum_{S \in D(a)} 1_S.$$

For $S \in D(a)$, one has $\pi_k(1_S) = 1_a$ and hence $\pi_k \circ \tau_k = \text{id}_{F[\mathcal{M}(n, k)]}$.

Remark 5.6: Under the isomorphisms $\text{Sym}^k(F^n) \cong F[\mathcal{M}(n, k)]$ and $(F^n)^{\otimes k} \cong F[\mathcal{A}(n, k)]$, the map $\pi_k$ is the well-known projection map from $(F^n)^{\otimes k}$ to $\text{Sym}^k(F^n)$ and $\tau_k$ is the corresponding well-known section map.

The following example illustrates the idea of proof of Equation (2.9).

Example 5.7: Let $\Gamma$ be the graph as in Example 3.13. We have $k = 2$ and $n = 3$. We check the validity of Equation (5.5) on the basis of $F[\mathcal{A}(3, 2)]$.

The left hand side of Equation (5.5) at the basis element $1_{(\{1,2\},\emptyset,\emptyset)}$ is given as follows

$$(\tau_2 \circ T_{[\Gamma]} \circ \pi_2)(1_{(\{1,2\},\emptyset,\emptyset)})$$

$$= \tau_2 \circ T_{[\Gamma]}(1_{(2,0,0)})$$

$$= \tau_2(1_{(1,1,0)} + 1_{(1,0,1)}), \quad \text{by Example 3.13}$$

$$= \frac{1}{2}(1_{\{(1\prime),\{2\prime\},\emptyset\}} + 1_{\{(2),\{1\prime\},\emptyset\}} + 1_{\{(1),\emptyset,\{2\}\}} + 1_{\{(2),\emptyset,\{1\}\}}).$$

Now we compute the right hand side of Equation (5.5) at $1_{(\{1,2\},\emptyset,\emptyset)}$. The set $O_{\Gamma}$, as given in Example 5.1, consists of two partition diagrams

$$d_1 = d_{\Gamma} = \{(1, 2, 2'), \{1'\}, \emptyset\} \quad \text{and} \quad d_2 = \{(1, 2, 1'), \{2'\}, \emptyset\}.$$ 

By Equation (2.9), we have

$$x_{d_1}(1_{(\{1,2\},\emptyset,\emptyset)}) = 1_{(\{1\},\{2\},\emptyset)} + 1_{(\{1\},\emptyset,\{2\})},$$

$$x_{d_2}(1_{(\{1,2\},\emptyset,\emptyset)}) = 1_{(\{2\},\{1\},\emptyset)} + 1_{(\{2\},\emptyset,\{1\})}.$$ 

Since $\alpha_{d_{\Gamma}} = 2$, both sides of Equation (5.5) agree at $1_{(\{1,2\},\emptyset,\emptyset)}$.

Computations for the elements $1_{(\emptyset,\{1,2\},\emptyset)}$ and $1_{(\emptyset,\emptyset,\{1,2\})}$ are similar. For every other basis element the left hand side of Equation (5.5) vanishes as shown in Example 3.13 and the right-hand side of Equation (5.5) vanishes due to Equation (2.9).
Now we are ready to prove Equation (5.5) which completes the proof of Theorem 5.3.

**Proof.** Let \( \Gamma \in B_k \) be a graph with its edges \((a_1, b_1), \ldots, (a_n, b_n)\) arranged in lexicographically increasing order. Denote the elements \((a_1, \ldots, a_n)\) and \((b_1, \ldots, b_n)\) in \( M(n, k) \) by \( \text{a} \) and \( \text{b} \) respectively. Let \( A=(A_1, \ldots, A_n) \in A(n, k) \) be an ordered set partition of \( \{1, \ldots, k\} \).

The left-hand side of Equation (5.5) is

\[
\tau_k \circ T[\Gamma] \circ \pi_k(1_A) = \tau_k(T[\Gamma](1_{(|A_1|, \ldots, |A_n|)})),
\]

by Definition 5.5

\[
= \tau_k \left( \sum_{\{c|[\Gamma(|A_1|, \ldots, |A_n|), c] = [\Gamma]\}} 1_c \right),
\]

by Definition 3.12. 

(5.6)

We have the following two cases.

**Case 1:** Assume \( \text{set}((|A_1|, \ldots, |A_n|)) \neq \text{set}(\text{a}) \). Then for every \( c \in M(n, k) \) we have

\[
[\Gamma(|A_1|, \ldots, |A_n|), c] \neq [\Gamma].
\]

So from Equation (5.6) \( \tau_k \circ T[\Gamma] \circ \pi_k(1_A) = 0 \). For \( d \in O_\Gamma \), the set of cardinalities of parts of \( d^u \) is \( \text{set}(\text{a}) \) and therefore \( d^u \neq \text{set}(A) \). So by Equation (2.9), the right-hand side of Equation (5.5) is

\[
\frac{1}{\alpha_{d_\Gamma}} \sum_{d \in O_\Gamma} x_d(1_A) = 0.
\]

**Case 2:** Assume \( \text{set}((|A_1|, \ldots, |A_n|)) = \text{set}(\text{a}) \). Following Equation (5.6), we have

\[
\tau_k \left( \sum_{\{c|[\Gamma(|A_1|, \ldots, |A_n|), c] = [\Gamma]\}} 1_c \right)
\]

\[
= \sum_{\{c|[\Gamma(|A_1|, \ldots, |A_n|), c] = [\Gamma]\}} \frac{1}{|D(c)|} \sum_{S \in D(c)} 1_S,
\]

by Definition 5.5

\[
= \frac{1}{\alpha_{d_\Gamma}} \sum_{\{c|[\Gamma(|A_1|, \ldots, |A_n|), c] = [\Gamma]\}} \sum_{S \in D(c)} 1_S.
\]

For the last equality recall that for \( \Gamma = \Gamma(|A_1|, \ldots, |A_n|), c \), we have \( \alpha_{d_\Gamma} = |D(c)| \).
For \( d \in O_{\Gamma} \) and \( d^u \neq \text{set}(A) \) then from Equation (2.9), \( x_d(1_A) = 0 \). Thus we may restrict the sum in the right-hand side of Equation (5.5)

\[
\frac{1}{\alpha_{d\Gamma}} \sum_{d \in O_{\Gamma}} x_d(1_A) = \frac{1}{\alpha_{d\Gamma}} \sum_{d \in O_{\Gamma}} \sum_{d^u = \text{set}(A)} 1_S, \text{ by Equation (2.9)}
\]

\[
= \frac{1}{\alpha_{d\Gamma}} \sum_{S=(S_1,\ldots,S_n)} 1_S, \quad \Gamma_{\{(A_1,\ldots,S_n),|A_1|,\ldots,|A_n|\}} = \Gamma
\]

For the second equality, observe that the subset \( \{d \in O_{\Gamma} \mid d^u = \text{set}(A)\} \) comprises exactly diagrams of the form \( d = \{(A_1,S_1),\ldots,(A_n,S_n)\} \) with

\[
\Gamma_{\{(|A_1|,\ldots,|A_n|),(|S_1|,\ldots,|S_n|)\}} = \Gamma.
\]

We may rearrange the order of the summations to first fix the cardinalities \( c = (c_1,\ldots,c_n) \) such that \( \Gamma_{\{(|A_1|,\ldots,|A_n|),(c_1,\ldots,c_n)\}} = \Gamma \), and then range over all ordered set partitions \( S = (S_1,\ldots,S_n) \) such that \( |S_i| = c_i \) (for \( i = 1,\ldots,n \)):

\[
(5.7) \quad \frac{1}{\alpha_{d\Gamma}} \sum_{d \in O_{\Gamma}} x_d(1_A) = \frac{1}{\alpha_{d\Gamma}} \sum_{\{c|\Gamma_{\{(A_1,\ldots,S_n)\}}=|\Gamma|\}} \sum_{S \in D(c)} 1_S.
\]

Comparing Equation (5.7) and Equation (5.6) we see that Equation (5.5) is true.

5.2. **Cellularity of \( MP_k(\xi) \).** The notion of cellular algebras was introduced in [6] by giving a certain basis satisfying very specific properties analogous to the Kazhdan–Lusztig basis of Hecke algebras. Later, an equivalent basis-free definition [10, Definition 3.2] was given, which we recall in Definition 5.8. We note that our proof of cellularity of \( MP_k(\xi) \) uses only Proposition 5.9.

**Definition 5.8:** Let \( A \) be algebra over \( F \). Suppose \( i \) is an anti-involution on \( A \). A two-sided ideal \( J \) in \( A \) is called a cell ideal if and only if \( i(J) = J \) and there exists a left ideal \( \Delta \subseteq J \) such that \( \Delta \) is finitely generated over \( F \) and there is an isomorphism of \( A \)-bimodules such that \( \alpha : J \cong \Delta \otimes_F i(\Delta) \) making the following diagram commutative:

\[
\begin{array}{ccc}
J & \xrightarrow{\alpha} & \Delta \otimes_F i(\Delta) \\
\downarrow i & & \downarrow x \otimes y \mapsto i(y) \otimes i(x) \\
J & \xrightarrow{\alpha} & \Delta \otimes_F i(\Delta)
\end{array}
\]
The algebra $A$, with respect to the anti-involution $i$, is called **cellular** if and only if

- there is a finite chain of two sided ideals of
  
  $$A : 0 = J_0 \subseteq J_1 \subseteq \cdots \subseteq J_n = A,$$
  
  each of them fixed by $i$,
- for each $1 \leq l \leq n$, the quotient $J_l/J_{l-1}$ is a cell ideal of $A/J_{l-1}$ with respect to the anti-involution induced by $i$ on the quotient $A/J_{l-1}$.

In the definition of a cellular algebra $A$, cell ideals of $A$ lead to some special modules $\Delta$ called as cell modules (analogous to Specht modules in the case of a symmetric group). Further, cell modules enable one to construct all simple modules of $A$ (for detail see [6], [10]). The following proposition [10, Proposition 4.3] allows one to realize a cellular subalgebra of $A$ with respect to a choice of an idempotent in $A$.

**Proposition 5.9:** Let $A$ be a cellular algebra with respect to an anti-involution $i$. Let $e \in A$ be an idempotent such that $i(e) = e$. Then the subalgebra $eAe$ is also cellular with respect to the anti-involution $i$ restricted to $eAe$.

With the same hypothesis as in Proposition 5.9, if $J$ is a cell ideal and $\Delta$ is a cell module of $A$, then $eJe$ is a cell ideal and $e\Delta$ is a cell module of $eAe$. (Utilizing these, Lemma 5.12, and Theorem 5.15 we hope to construct cell ideals and cell modules for $\mathcal{MP}_k(\xi)$ in the future.)

**Definition 5.10:** Let $\mathcal{Y}_k$ be the subset of $A_k$ consisting of partition diagrams $d = \{B_1, B_2, \ldots, B_n\}$ satisfying the following condition:

$$|B_j^u| = |B_j^l| \text{ for } 1 \leq j \leq n. \tag{5.8}$$

**Example 5.11:** For $k = 2$, the identity element of $\mathcal{MP}_k(\xi)$ is

$$\begin{array}{ccccccc}
0 & 1 & 2 & 0 & 1 & 2 \\
\bullet & \bullet & \bullet & \bullet & \bullet & \bullet \\
\text{id} & + & + & + & + & + \\
0 & 1 & 2 & 0 & 1 & 2
\end{array}$$
Also, we have $Y_2 = \{d_1, d_2, d_3\}$, where

$$
\begin{align*}
d_1 = & \begin{array}{ccc}
1 & 2 \\
1' & 2'
\end{array}, \\
d_2 = & \begin{array}{ccc}
1 & 2 \\
1' & 2'
\end{array}, \\
d_3 = & \begin{array}{ccc}
1 & 2 \\
1' & 2'
\end{array}
\end{align*}
$$

One can check that $\tilde{\eta}_k(id) = \frac{1}{2}(x_{d_1} + x_{d_2}) + x_{d_3}$, where $\tilde{\eta}_k$ is defined in Equation (5.4).

**Lemma 5.12:** Let $e = \sum_{d \in Y_k} \frac{1}{\alpha_d} x_d$. Then $e$ is an idempotent and the embedding $\tilde{\eta}_k$ induces an isomorphism between $MP_k(\xi)$ and $eP_k(\xi)e$.

**Proof.** We show $\tilde{\eta}_k(id) = e$, where $id = \sum_{[\Gamma] \in \mathcal{U}_k} [\Gamma]$ is the identity element of $MP_k(\xi)$ (see Equation (3.3)). From Equation (5.4)

$$
\tilde{\eta}_k(id) = \sum_{[\Gamma] \in \mathcal{U}_k} \frac{1}{\alpha_d} \sum_{d \in O_\Gamma} x_d.
$$

For $[\Gamma] \in \mathcal{U}_k$, by construction of $d_\Gamma$ we have $d_\Gamma \in Y_k$. Also, since $Y_k$ is closed under the action of $S_k \times S_k$, the orbit $O_\Gamma \subseteq Y_k$. Conversely, given $d \in Y_k$, we have $[G_d] \in \mathcal{U}_k$ (see Section 5.1 for the definition of $G_d$). So we obtain

$$
\bigcup_{[\Gamma] \in \mathcal{U}_k} O_\Gamma = Y_k.
$$

It follows that $\tilde{\eta}_k(id) = e$ by observing that for $d_1, d_2$ in the same orbit, $\alpha_{d_1} = \alpha_{d_2}$. The map $\tilde{\eta}_k$ is an algebra homomorphism and $\tilde{\eta}_k(id) = e$, therefore $e$ is an idempotent.

Also, the image of $\tilde{\eta}_k$ is contained in $eP_k(\xi)e$. For $d_0 \in A_k$, we show that $ex_{d_0}e$ is in the image of $\tilde{\eta}_k$. In particular, we show that $ex_{d_0}e$ is a scalar multiple of $\tilde{\eta}_k([\Gamma])$ for $\Gamma = G_{d_0}$. We have

$$
\begin{align*}
ex_{d_0}e &= \sum_{d_1, d_2 \in Y_k} \frac{1}{\alpha_{d_1} \alpha_{d_2}} x_{d_1} x_{d_0} x_{d_2} \\
&= \sum_{d_1, d_2 \in Y_k} \frac{1}{\alpha_{d_1} \alpha_{d_2}} x_{d_1} x_{d_0 \circ d_2} \\
&= \sum_{d_1, d_2 \in Y_k} \frac{1}{\alpha_{d_1} \alpha_{d_2}} x_{d_1 \circ d_0 \circ d_2}. \\
&= \sum_{d_1, d_2 \in Y_k} \frac{1}{\alpha_{d_1} \alpha_{d_2}} x_{d_1 \circ d_0 \circ d_2}.
\end{align*}
$$

(5.9)
The first equality in the above is due to Theorem 2.10: since $d_2 \in \mathcal{Y}_k$ (in particular every vertex in the top row is connected to a vertex in the bottom row), $[d_0 \circ d_2] = 0$ and there is no coarsening of $d_0 \circ d_2$. Likewise the second equality holds with the extra observation that if $d_2 = d_0^u$ then $(d_0 \circ d_2)^l = d_0^l$.

Since $d_1 \in \mathcal{Y}_k$ and $d_1^l = d_1^u$, we have $\alpha_{d_1} = \alpha_{d_1}$. For $d_1, d_2 \in \mathcal{Y}_k$ with $d_2 = d_0^u$ and $d_1^l = d_1^u$, we see that $d_0$ and $d_1 \circ d_0 \circ d_2$ are in the same $S_k \times S_k$-orbit $O_{\Gamma}$ for $\Gamma = G_{d_0}$. Conversely, if $d$ in $S_k \times S_k$-orbit $O_{\Gamma}$, then there exist $d_1, d_2 \in \mathcal{Y}_k$ such that $d = d_1 \circ d_0 \circ d_2$.

If $d_0$ has exactly $i_{(a,b)}$ blocks $B_{m_1}, \ldots, B_{m_{i_{(a,b)}}}$ ($a, b$ are non-negative integers both simultaneously not zero) such that

$$|B_{m_s}^u| = a \quad \text{and} \quad |B_{m_s}^l| = b$$

for $1 \leq s \leq i_{(a,b)}$ then there are $r_{d_0} = \prod_{(a,b)}(i_{(a,b)!})$ pairs of partition diagrams $(d_1, d_2)$ in $\mathcal{Y}_k \times \mathcal{Y}_k$ such that $d_1 \circ d_0 \circ d_2 = d$. Since $d_2^l = d_0^u$ therefore $\alpha_{d_2}$ is the cardinality of $S_k$-orbit of $d_0^u$. Denote this cardinality by $\beta_{d_0}$. Then the sum (5.9) simplifies to

$$\sum_{d \in O_{\Gamma}} \frac{r_{d_0}}{\alpha_{d_0} \beta_{d_0}} x_d = \frac{r_{d_0}}{\beta_{d_0}} \left( \frac{1}{\alpha_{d_0}} \sum_{d \in O_{\Gamma}} x_d \right) = \frac{r_{d_0}}{\beta_{d_0}} \tilde{n}_k([\Gamma])$$

where $[\Gamma] \in \tilde{B}_k$ corresponds to $O_{\Gamma}$ under the bijection (5.3). Thus we see that $e x_{d_0} e$ is in the image of $\tilde{n}_k$.

In the following theorem we show that the multiset partition algebras are generically semisimple over $F$. That is, $\mathcal{MP}_k(v)$ is semisimple over $F$ for all but finitely many values $v$ in $F$.

**Theorem 5.13:** The algebra $\mathcal{MP}_k(\xi)$ is semisimple over $F[\xi]$. Furthermore, for $v \in F$, $\mathcal{MP}_k(v)$ over $F$ is semisimple when $v$ is not an integer or when $v$ is an integer such that $v \notin \{0, 1, \ldots, 2k - 2\}$.

**Proof.** Since $e$ is an idempotent, the radical $\text{rad}(e \mathcal{P}_k(\xi)e) = e(\text{rad}(\mathcal{P}_k(\xi)))e$. We know that $\mathcal{P}_k(\xi)$ is semisimple over $F[\xi]$ and also semisimple when $v$ is not an integer or $v$ is an integer such that $v \notin \{0, 1, \ldots, 2k - 2\}$. In all these cases, so the radical of the partition algebra is trivial. Now by Lemma 5.12 we have that the radical of the multiset partition algebra is also trivial in these cases, in particular it is semisimple. \hfill \blacksquare
Definition 5.14: The anti-involution $i$ is defined for $d = \{(B_1^u, B_1^l), \ldots, (B_n^u, B_n^l)\} \in A_k$ by

$$i(d) = \{(B_1^l, B_1^u), \ldots, (B_n^l, B_n^u)\}$$

which may be visualized as interchanging each primed element $j'$ with unprimed element $j$ and vice versa. This map is extended linearly to $\mathcal{P}_k(\xi)$.

Xi [24] showed that partition algebras are cellular with respect to $i$. Under the embedding in Theorem 5.3, the anti-involution $i$ on $\mathcal{P}_k(\xi)$ translates to the anti-involution $\tilde{i}$ on $\mathcal{MP}_k(\xi)$. For $[\Gamma] \in \tilde{\mathcal{B}}_k$, $\tilde{i}([\Gamma])$ is obtained by reflecting $\Gamma$ along the horizontal axis.

Theorem 5.15: For $v \in F$, $\mathcal{MP}_k(v)$ is cellular with respect to the anti-involution $\tilde{i}$.

Proof. From Lemma 5.12 we have $\mathcal{MP}_k(v) \cong e\mathcal{P}_k(v)e$, where

$$e = \sum_{d \in Y_k} \frac{1}{\alpha_d} x_d.$$ 

We show that $e\mathcal{P}_k(v)e$ is a cellular algebra with respect to the anti-involution $i$. The restriction of the map $i$ to $Y_k$ is a bijection on $Y_k$. Moreover, for $d \in Y_k$, we have $i(x_d) = x_{i(d)}$. So

$$i(e) = \sum_{d \in Y_k} \frac{1}{\alpha_d} x_{i(d)}.$$ 

By observing that for $d \in Y_k$, the cardinality of $S_k$-orbit of $d^u$ is the same as the cardinality of $S_k$-orbit of $d^l$, i.e., $\alpha_d = \alpha_{i(d)}$. We conclude that $i(e) = e$. By Proposition 5.9 we have $e\mathcal{P}_k(v)e$ is a cellular algebra. \hfill \blacksquare

6. The generalized multiset partition algebra

For every vector $\lambda = (\lambda_1, \ldots, \lambda_s)$ of non-negative integers, let $Y_\lambda$ be the set of vectors

$$(6.1) \quad Y_\lambda = \{(i_1, i_2, \ldots, i_s) \in \mathbb{Z}_{\geq 0}^s \mid i_j \leq \lambda_j, \ 1 \leq j \leq s\}.$$ 

Let $\Gamma$ be a multigraph whose vertices are arranged in two rows. The vertices in the top row are labelled by the elements of $Y_\lambda$, as are the vertices in the bottom row. Let $E_\Gamma$ denote the multiset of edges of $\Gamma$. Every edge of $\Gamma$ connects a
vertex in the top row to a vertex in the bottom row. The **weight** of an edge $e$ of $\Gamma$ joining $(i_1,i_2,\ldots,i_s)$ in the top row with $(j_1,j_2,\ldots,j_s)$ in the bottom row is $((i_1,i_2,\ldots,i_s),(j_1,j_2,\ldots,j_s)) \in \mathbb{Z}^s_{\geq 0} \times \mathbb{Z}^s_{\geq 0}$. The **weight** of $\Gamma$ is the (pointwise) sum of the weights of its edges. An edge is said to be **non-zero** if its weight is not $(0,0)$, with $0 := (0,0,\ldots,0)$. The **rank** of $\Gamma$, denoted $\text{rank}(\Gamma)$, is the number of non-zero edges of $\Gamma$.

Let $\mathcal{B}_\lambda$ denote the set of multigraphs of weight $(\lambda,\lambda) := ((\lambda_1,\ldots,\lambda_s), (\lambda_1,\ldots,\lambda_s))$.

Two multigraphs in $\mathcal{B}_\lambda$ are said to be equivalent if they have the same non-zero edges. Let $\tilde{\mathcal{B}}_\lambda$ denote the set of equivalence classes in $\mathcal{B}_\lambda$. We define $\text{rank}(\Gamma) := \text{rank}(\Gamma)$.

Let $(I,J) := ((i_1,i_2,\ldots,i_s),(j_1,j_2,\ldots,j_s))$ be a non-zero weighted edge of a multigraph in $\mathcal{B}_\lambda$. Then the following correspondence

$$(6.2) \quad (I,J) \leftrightarrow \{1^{i_1},\ldots,s^{i_s},1'^{j_1},\ldots,s'^{j_s}\}$$

extends to a bijection between the set $\tilde{\mathcal{B}}_\lambda$ and the set of multiset partitions of $\{1^{\lambda_1},\ldots,s^{\lambda_s},1'^{\lambda_1},\ldots,s'^{\lambda_s}\}$. Thus the elements of $\tilde{\mathcal{B}}_\lambda$ depict the multiset partitions of $\{1^{\lambda_1},\ldots,s^{\lambda_s},1'^{\lambda_1},\ldots,s'^{\lambda_s}\}$.

**Example 6.1:** Consider the following graph in $\mathcal{B}_{(2,1)}$.

![Graph](image)

The multiset partition of $\{1^2,2,1'^2,2'\}$ associated to this graph is $\{\{1'\},\{2,1',2'\},\{1^2\}\}$.

We define $\mathcal{MP}_\lambda(\xi)$ to be the free module over $\mathbb{F}[\xi]$ with basis $\tilde{\mathcal{B}}_\lambda$, and let $\mathcal{U}_\lambda$ be the subset of $\tilde{\mathcal{B}}_\lambda$ consisting of equivalence classes of graphs whose edges are of the form $(I,I)$ for $I \in \nu_\lambda$. We will outline the minor modifications to Section 3 that are required to specify the structure constants with respect to the basis $\tilde{\mathcal{B}}_\lambda$. 
Given $\Gamma, \Gamma_1, \Gamma_2 \in \mathcal{B}_\lambda$ with $n$ edges each, we can define configuration of paths, and the support $\text{Supp}^n(\Gamma_1, \Gamma_2)$, and the sets $\text{Supp}^n_{\Gamma}(\Gamma_1, \Gamma_2)$ and $C_{\Gamma_1 \Gamma_2}(n)$ as in Section 3. For a configuration $P$, $\Gamma_P$ is defined to be the graph obtained by ignoring the middle vertex in each path in $P$.

For an edge of weight $(I, J) = (i_1, i_2, \ldots, i_s, j_1, j_2, \ldots, j_s)$ in $\Gamma_P$ with $P \in \text{Supp}^n_{\Gamma}(\Gamma_1, \Gamma_2)$, and any vertex $L \in V_{\lambda}$, define

$$p_{IJ}(L) := \text{number of times the path } (I, L, J) \text{ occurs in } P.$$  

The multiplicity of the edge $(I, J)$ in $\Gamma_P$ is $p_{IJ} = \sum_{L \in V_{\lambda}} p_{IJ}(L)$.

Let $v_0, v_1, \ldots, v_a$ be an enumeration of the elements of $V_{\lambda}$ in the lexicographically increasing order (so in particular $v_0 = 0$). For vector $\lambda = (\lambda_1, \ldots, \lambda_s)$ of non-negative integers, let $|\lambda| = \sum_{i=1}^s \lambda_i$. Let $[\Gamma_1], [\Gamma_2]$, and $[\Gamma]$ be in $\mathcal{B}_\lambda$. The structure constant of $[\Gamma]$ in the product $[\Gamma_1] * [\Gamma_2]$ is the following:

$$\Phi^{[\Gamma]}_{[\Gamma_1][\Gamma_2]}(\xi) = \sum_{P \in \text{Supp}^{|\lambda|}_{\Gamma}(\Gamma_1, \Gamma_2)} K_P \cdot (\xi - \text{rank}(\Gamma))[P_{\Gamma_1 \circ \Gamma_2}],$$

where

$$[P_{\Gamma_1 \circ \Gamma_2}] = \sum_{i=1}^a p_{00}(v_i),$$

$$K_P = \frac{1}{p_{00}(v_1)! \cdots p_{00}(v_a)!} \prod_{(I, J) \in D_{\Gamma} \setminus \{(0, 0)\}} \left( \begin{array}{c}
p_{IJ}
p_{IJ}(v_0), \ldots, p_{IJ}(v_a)\end{array} \right)$$

and $D_{\Gamma}$ denotes the set of all distinct edges of $\Gamma$.

6.1. Schur–Weyl Duality. In this section we state the Schur–Weyl duality between the actions of $S_n$ and $\mathcal{M}_\lambda(n)$ on $\text{Sym}^\lambda(F^n)$.

Recall that $\text{Sym}^\lambda(F^n) := \text{Sym}^{\lambda_1}(F^n) \otimes \text{Sym}^{\lambda_2}(F^n) \otimes \cdots \otimes \text{Sym}^{\lambda_s}(F^n)$. The choice of indexing set $M(n, \lambda_j)$ for a basis of each $\text{Sym}^{\lambda_j}(F^n)$ yields the following indexing set $M(n, \lambda)$ for a basis of $\text{Sym}^\lambda(F^n)$

$$M(n, \lambda) := \left\{ A = \begin{bmatrix} a_{11} & a_{12} & \cdots & a_{1n} \\ \vdots & \vdots & \cdots & \vdots \\ a_{s1} & a_{s2} & \cdots & a_{sn} \end{bmatrix} \mid a_{ij} \in \mathbb{Z}_{\geq 0}, \sum_{j=1}^n a_{ij} = \lambda_i \right\}.$$  

The space $\text{Sym}^\lambda(F^n)$ has a basis $\{e^A \mid A \in M(n, \lambda)\}$, where

$$e^A := e_1^{a_{11}} \cdots e_n^{a_{1n}} \otimes e_1^{a_{21}} \cdots e_n^{a_{2n}} \otimes \cdots \otimes e_1^{a_{s1}} \cdots e_n^{a_{sn}}.$$
The symmetric group \( S_n \) acts on an element \( A \in M(n, \lambda) \) by permuting columns of \( A \). The following isomorphism makes \( \text{Sym}^\lambda(F^n) \) a permutation representation of \( S_n \)

\[
\text{Sym}^\lambda(F^n) \cong F[M(n, \lambda)].
\]

As in Equation (3.8), the set of \( S_n \)-orbits of \( M(n, \lambda) \times M(n, \lambda) \) is in bijection with the set \( \tilde{B}_\lambda \) consisting of elements of rank at most \( n \) in \( \tilde{B}_\lambda \). In the following definition, we give the integral operator corresponding to an \( S_n \)-orbit of \( M(n, \lambda) \times M(n, \lambda) \).

**Definition 6.2:** For each \([\Gamma]\) \( \in \tilde{B}_\lambda \), define \( T_{[\Gamma]} \in \text{End}_{S_n}(F[M(n, \lambda)]) \) by

\[
T_{[\Gamma]}(1_A) = \sum_{\{B \in M(n, \lambda) | [\Gamma_A, B] = [\Gamma]\}} 1_B, \quad \text{for } A \in M(n, \lambda),
\]

where the edges of \( \Gamma_A, B \) connect a column of \( A \) above to the corresponding column of \( B \) below.

**Proposition 6.3:** The set \( \{T_{[\Gamma]} | [\Gamma] \in \tilde{B}_\lambda\} \) is a basis of \( \text{End}_{S_n}(F[M(n, \lambda)]) \). Given \([\Gamma_1], [\Gamma_2] \in \tilde{B}_\lambda\), the product is given by

\[
T_{[\Gamma_1]}T_{[\Gamma_2]} = \sum_{[\Gamma] \in \tilde{B}_\lambda} \{C^\Gamma_{\Gamma_1, \Gamma_2}(n)|T_{[\Gamma]}|,
\]

where \( \Gamma, \Gamma_1, \Gamma_2 \) are the representative of the respective classes with \( n \) edges.

The proof of Proposition 6.3 is analogous to Proposition 3.14.

**Theorem 6.4:**

1. Define a map

\[
\phi : \mathcal{MP}_\lambda(n) \to \text{End}_{S_n}(F[M(n, \lambda)]),
\]

\[
\phi([\Gamma]) = \begin{cases} T_{[\Gamma]} & \text{if rank}[\Gamma] \leq n, \\ 0 & \text{otherwise}. \end{cases}
\]

Then the map \( \phi \) is a surjective algebra homomorphism with the kernel

\[
\ker(\phi) = F\text{-span}\{[\Gamma] \in \tilde{B}_\lambda | \text{rank}([\Gamma]) > n\}.
\]

In particular, when \( n \geq 2|\lambda| \), \( \mathcal{MP}_\lambda(n) \cong \text{End}_{S_n}(F[M(n, \lambda)]) \).

2. The group algebra \( F[S_n] \) generates \( \text{End}_{\mathcal{MP}_\lambda(n)}(F[M(n, \lambda)]) \).

The proof of Theorem 6.4 is analogous to Theorem 3.15.

Our next theorem is the analogue of Theorem 3.17 for \( \mathcal{MP}_\lambda(\xi) \).
Theorem 6.5: For \([\Gamma_1], [\Gamma_2] \) in \(\tilde{B}_\lambda\), we define the following operation:

\[
[\Gamma_1] \ast [\Gamma_2] = \sum_{[\Gamma] \in \tilde{B}_\lambda} \Phi^{[\Gamma]}_{[\Gamma_1][\Gamma_2]}(\xi)[\Gamma],
\]

where \(\Phi^{[\Gamma]}_{[\Gamma_1][\Gamma_2]}(\xi) \in F[\xi]\) is given in Equation (6.3). The linear extension of the operation (6.6) makes \(\mathcal{MP}_\lambda(\xi)\) an associative unital algebra over \(F[\xi]\) with the identity element \(\text{id} = \sum_{[\Gamma] \in U_\lambda} [\Gamma]\).

6.2. Cellularity of \(\mathcal{MP}_\lambda(\xi)\). In this section, we give an embedding of \(\mathcal{MP}_\lambda(\xi)\) inside \(\mathcal{P}_{|\lambda|}(\xi)\) by generalizing the bijection in Equation (5.3).

Let \(\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_s)\) be a vector of non-negative integers such that \(|\lambda| = k\). Given \(\Gamma \in B_\lambda\) with \(n\) edges (not necessarily non-zero), we have a pair \((P, Q)\) of \(s \times n\) matrices in \(\mathcal{M}(n, \lambda)\) that uniquely determines the graph. Explicitly, let

\[
P = \begin{bmatrix}
p_{11} & p_{12} & \cdots & p_{1n} \\
p_{21} & p_{22} & \cdots & p_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
p_{s1} & p_{s2} & \cdots & p_{sn}
\end{bmatrix}
\]

and

\[
Q = \begin{bmatrix}
q_{11} & q_{12} & \cdots & q_{1n} \\
q_{21} & q_{22} & \cdots & q_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
q_{s1} & q_{s2} & \cdots & q_{sn}
\end{bmatrix}.
\]

Each column of \(P\) is the label for a vertex in the top row of \(\Gamma\) and each column of \(Q\) is the label for a vertex in the bottom row of \(\Gamma\). A column of \(P\) is connected by an edge in \(\Gamma\) to the corresponding column of \(Q\). The columns of \(P\) and \(Q\) are simultaneously permuted such that columns of \(P\) are in lexicographically increasing order, and if \((p_{1j}, \ldots, p_{sj})^{tr} = (p_{1j+1}, \ldots, p_{sj+1})^{tr}\) then \((q_{1j}, \ldots, q_{sj})^{tr} \leq (q_{1j+1}, \ldots, q_{sj+1})^{tr}\), where \(tr\) denotes the transpose of a matrix. The graph so obtained is denoted \(\Gamma_{P,Q}\).

We define the canonical partition diagram \(d_\Gamma = \{B_1, \ldots, B_n\}\) (some of the \(B_i\) could be empty) of \(\{1, \ldots, k, 1', \ldots, k'\}\) corresponding to \(\Gamma = \Gamma_{P,Q}\), where

\[
B_j = B_{1j} \cup \cdots \cup B_{sj},
\]

\[
B_{ij} := \left\{ \left( \sum_{r=1}^{i-1} \lambda_r + \sum_{l=1}^{j-1} p_{il} \right) + 1, \ldots, \left( \sum_{r=1}^{i-1} \lambda_r + \sum_{l=1}^{j} p_{il} \right),\right.
\]

\[
\left. \left( \sum_{r=1}^{i-1} \lambda_r + \sum_{l=1}^{j-1} q_{il} + 1 \right)', \ldots, \left( \sum_{r=1}^{i-1} \lambda_r + \sum_{l=1}^{j} q_{il} \right)' \right\}.
\]

It follows from the construction that if two graphs in \(B_\lambda\) are equivalent, then their corresponding canonical partition diagrams defined as above are the same.
Example 6.6: Let $\lambda = (2, 1)$. Here

$$\mathcal{V}_\lambda = \{(0, 0), (0, 1), (1, 0), (1, 1), (2, 0), (2, 1)\}.$$ 

Let $\Gamma$ be the following multigraph in $\mathcal{B}_\lambda$:

![Multigraph Diagram]

Then corresponding pair of matrices are follows:

$$P = \begin{bmatrix} 0 & 0 & 2 \\ 0 & 1 & 0 \end{bmatrix} \quad \text{and} \quad Q = \begin{bmatrix} 1 & 1 & 0 \\ 0 & 1 & 0 \end{bmatrix}.$$ 

And we have

$$B_{11} = \{1'\}, \quad B_{12} = \{2'\}, \quad B_{13} = \{1, 2\}, \quad B_{21} = \emptyset, \quad B_{22} = \{3, 3'\}, \quad B_{23} = \emptyset.$$ 

Following Equation (6.7), the blocks of canonical set partition associated to $\Gamma$ are

$$B_1 = \{1'\}, \quad B_2 = \{3, 2', 3'\}, \quad B_3 = \{1, 2\}.$$ 

This canonical partition diagram $d_\Gamma$ in $A_3$ is depicted as follows:

![Canonical Partition Diagram]

Let $S_\lambda$ denote the Young subgroup of $S_{|\lambda|}$. The subgroup $S_\lambda \times S_\lambda$ of $S_{|\lambda|} \times S_{|\lambda|}$ acts on $A_{|\lambda|}$ by the restriction. Let $(S_\lambda \times S_\lambda) \setminus A_{|\lambda|}$ be the set of orbits of the action of $S_\lambda \times S_\lambda$ on $A_{|\lambda|}$. So analogously to Equation (5.3) we have the following bijection

$$\psi : \tilde{\mathcal{B}}_\lambda \to (S_\lambda \times S_\lambda) \setminus A_{|\lambda|}$$

$$\psi([\Gamma]) = O_\Gamma,$$

where $[\Gamma] \in \tilde{\mathcal{B}}_\lambda$ and $O_\Gamma$ is the $S_\lambda \times S_\lambda$-orbit of $d_\Gamma$. 

For $\lambda = (1^k)$, the subgroup $S_\lambda \times S_\lambda$ is trivial and so it follows from Equation (6.8) that the set $\hat{B}_{(1^k)}$ is in bijection with $A_k$.

To sketch a proof of Theorem 6.9, we must define some terms in a manner analogous to Section 5.1.

**Definition 6.7:** A set partition array $A = [A_{ij}]_{s \times n}$ of $\lambda = (\lambda_1, \ldots, \lambda_s)$ into $n$ parts is an $s \times n$ array of disjoint subsets of $\{1, \ldots, |\lambda|\}$ such that

$$
\bigcup_{j=1}^{n} A_{ij} = \left\{ \sum_{m=1}^{i-1} \lambda_m + 1, \ldots, \sum_{m=1}^{i} \lambda_m \right\}.
$$

The set of partition array of $\lambda$ into $n$ parts is denoted by $A_{\lambda,n}$.

**Definition 6.8:** We encode an element $e_{i_1} \otimes \cdots \otimes e_{i_{|\lambda|}} \in (F^n)^{\otimes |\lambda|}$ as the indicator function $1_A$ for a set partition array $A = [A_{ij}]$ of $\lambda$ into $n$ parts by defining

$$
A_{ij} = \left\{ r \in \left\{ \sum_{m=1}^{i-1} \lambda_m + 1, \ldots, \sum_{m=1}^{i} \lambda_m \right\} \mid e_{i_r} = e_j \right\}.
$$

It is easy to see that $(F^n)^{\otimes |\lambda|}$ is isomorphic to the permutation module $F[A_{\lambda,n}]$.

For $P = [p_{ij}] \in M(n, \lambda)$, let $D(P)$ consist of arrays of set partition $[A_{ij}] \in A_{\lambda,n}$ such that the cardinality of the set $A_{ij}$ is $p_{ij}$.

We define the canonical projection map $\pi_{\lambda} : F[A_{\lambda,n}] \to F[M(n, \lambda)]$ and the map $\tau_{\lambda} : F[M(n, \lambda)] \to F[A_{\lambda,n}]$ as follows:

$$
\pi_{\lambda}(1_A) = 1_{[A_{ij}]}, \quad \text{where } A = [A_{ij}] \in A_{\lambda,n} \text{ and } a_{ij} = |A_{ij}|,
$$

$$
\tau_{\lambda}(1_P) = \frac{1}{|D(P)|} \sum_{S \in D(P)} 1_S.
$$

For $S \in D(P)$, one has $\pi_{\lambda}(1_S) = 1_P$ and hence $\pi_{\lambda} \circ \tau_{\lambda} = \text{id}_{F[M(n, \lambda)]}$.

Utilizing the bijection in Equation (6.8), we have the following theorem.

**Theorem 6.9:** The following map is an injective algebra homomorphism:

$$
\tilde{\eta}_{\lambda} : \mathcal{MP}_\lambda(\xi) \to P_{|\lambda|}(\xi)
$$

$$
\tilde{\eta}_{\lambda}([\Gamma]) = \frac{1}{\alpha_{d_{\Gamma}}} \sum_{d \in O_{\Gamma}} x_d,
$$

for $[\Gamma] \in \hat{B}_{\lambda}$, where $\alpha_{d_{\Gamma}}$ is the cardinality of $S_\lambda$-orbit of $d_{\Gamma}^I$. In particular, for $\lambda = (1^k)$,

$$
\mathcal{MP}_\lambda(\xi) \cong P_k(\xi).
$$
Proof. The structure constants for both $\mathcal{MP}_\lambda(\xi)$ and $\mathcal{P}_\lambda(\xi)$ are polynomials in $\xi$, therefore it is sufficient to prove $\tilde{\eta}_\lambda$ is an algebra homomorphism when $\xi$ is evaluated at any positive integer. For this, consider the following map, which is an algebra homomorphism,

$$\eta_\lambda : \text{End}_{S_n}(F[M(n, \lambda)]) \to \text{End}_{S_n}(F[A_{\lambda, n}])$$

$$\eta_\lambda(f) = \tau_\lambda \circ f \circ \pi_\lambda,$$

where $f \in \text{End}_{S_n}(F[M(n, \lambda)])$. Now consider the following diagram:

$$\begin{array}{ccc}
\mathcal{MP}_\lambda(n) & \xrightarrow{\tilde{\eta}_\lambda} & \mathcal{P}_\lambda(n) \\
\downarrow & & \downarrow \\
\text{End}_{S_n}(F[M(n, \lambda)]) & \xrightarrow{\eta_\lambda} & \text{End}_{S_n}(F[A_{\lambda, n}])
\end{array}$$

where the leftmost and the rightmost vertical maps are as in the part (1) of Theorem 6.4 and Theorem 2.11 respectively. By Schur–Weyl duality the vertical maps are algebra isomorphisms for $n \geq 2|\lambda|$. Therefore it is enough to prove

(6.12) $$\eta_\lambda(T_{[\Gamma]}) = \frac{1}{\alpha_{d_{\Gamma}}} \sum_{d \in O_{\Gamma}} x_d, \text{ for } [\Gamma] \in \tilde{B}_{\lambda, n}.$$ 

Equation (6.12) ensures that the above diagram commutes. In the following, we define a few more required terms for this setup.

Let $A = [A_{ij}] \in A_{\lambda, n}$ and let $P = [p_{ij}] \in M(n, \lambda)$. Define set($P$) to be the set of the columns of $P$ and let set($A$) = $\{\bigcup_{i=1}^{n} A_{ij} \mid 1 \leq j \leq n\}$. For $d \in A_{|\lambda|}$, we have

$$x_d(1_A) = \begin{cases} 
\sum_{S = [S_{ij}]} \left\{(\bigcup_{i=1}^{n} A_{ij}, \bigcup_{i=1}^{n} S_{ij}) \mid 1 \leq j \leq n\} = d\right\} 1_s & \text{if set}(A) = d^u, \\
0 & \text{otherwise}.
\end{cases}$$

Now the proof of Equation (6.12) is exactly the same as Equation (5.5) so we skip it here. 

The following definition is an analog of $\mathcal{Y}_k$ in this setup and it is used to define an idempotent in $\mathcal{MP}_\lambda(\xi)$ which in turn describes the image of embedding in Theorem 6.9.
Definition 6.10: Let $\mathcal{Y}_\lambda$ be the set of $d = \{(B_1^u, B_1^l), \ldots, (B_n^u, B_n^l)\}$ in $A_{|\lambda|}$ satisfying the following property, for $1 \leq i \leq s$ and $1 \leq j \leq n$:

$$\left| B_j^u \cap \left\{ \sum_{r=0}^{i-1} \lambda_r + 1, \ldots, \sum_{r=0}^i \lambda_r \right\} \right| = \left| B_j^l \cap \left\{ \sum_{r=0}^{i-1} (\lambda_r + 1)', \ldots, \sum_{r=0}^i \lambda_i' \right\} \right|.$$ 

Recall that the set $\mathcal{Y}_k$ comprises diagrams which have the same number of unprimed elements and primed elements in each component of the diagram. The subset $\mathcal{Y}_\lambda$ comprises partitions whose every component comprises the same number of primed and unprimed numbers from each of the sets

$$\{1, \ldots, \lambda_1\}, \{\lambda_1 + 1, \ldots, \lambda_1 + \lambda_2\}, \ldots, \{|\lambda| + 1 - \lambda_s, \ldots, |\lambda|\}.$$

Example 6.11: For $\lambda = (2, 1)$, we illustrate the partition diagrams appearing in $\mathcal{Y}_\lambda$

Lemma 6.12: Let $e = \sum_{d \in \mathcal{Y}_\lambda} \frac{1}{\alpha_d} x_d$. Then $e$ is an idempotent in $P_{|\lambda|}(\xi)$ and $\mathcal{MP}_\lambda(\xi) \cong eP_{|\lambda|}(\xi)e$.

Proof. The idea of the proof is exactly same as the proof of Lemma 5.12. One has to check that $\tilde{\eta}_\lambda(id) = e$, where $\tilde{\eta}_\lambda$ is the embedding defined in Theorem 6.9 and $id = \sum_{[\Gamma] \in \mathcal{U}_\lambda} [\Gamma]$ is the identity element of $\mathcal{MP}_\lambda(\xi)$ (see the paragraph above Theorem 6.5). This will give us that $e$ is an idempotent and that the image of $\tilde{\eta}_\lambda$ is contained in $eP_{|\lambda|}(\xi)e$. Now the proof of $eP_{|\lambda|}(\xi)e$ is the full image proceeds as in the proof of Lemma 5.12.  

\[\square\]
Under the embedding in Theorem 6.9, the anti-involution \( i \) on \( \mathcal{P}_{|\lambda|}(\xi) \) translates to the anti-involution \( \tilde{i} \) on \( \mathcal{MP}_{\lambda}(\xi) \). For \( [\Gamma] \in \tilde{B}_{\lambda}, \tilde{i}([\Gamma]) \) is obtained by reflecting \( \Gamma \) along the horizontal axis. As a consequence of Lemma 6.12, we obtain the generic semisimplicity and the cellularity in the following theorem.

**Theorem 6.13:** The algebra \( \mathcal{MP}_{\lambda}(\xi) \) is semisimple over \( F[\xi] \). Furthermore, for \( v \in F \), \( \mathcal{MP}_{\lambda}(v) \) over \( F \) is semisimple when \( v \) is not an integer or when \( v \) is an integer such that \( v \notin \{0, 1, \ldots, 2|\lambda| - 2\} \). Moreover, \( \mathcal{MP}_{\lambda}(v) \) over \( F \) is cellular with respect to the anti-involution \( \tilde{i} \).
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