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The three-dimensional stratum space interpolation algorithm plays a vital role in promoting the safety, management, and decision-making of subway tunnels and is a current research hotspot. The purpose of full text is to study the 3D stratum space interpolation algorithm of subway tunnels and to study the 3D stratum space interpolation algorithm based on building information modeling (BIM) and data fusion technology. This article first uses computer three-dimensional visualization technology to simulate the surface of the ground-fall tunnel based on known data. It is to do the interpolation processing on the two-dimensional space of the subway tunnel to create an accurate surface model of the subway tunnel. It then uses the block model method to divide the internal data of the tunnel according to actual needs. In order to create a model of the internal data of the tunnel, three-dimensional spatial interpolation is performed. After the three-dimensional interpolation is completed, it is convenient to quickly estimate the taste and reserves according to the interpolation results. The experiments in the text show that the average error value of the algorithm in this paper is 38.98 and the performance is improved by 23.4%. The algorithm in the text has obvious advantages in interpolation effect, and the interpolation efficiency is faster. A bird’s eye view of the current study is shown in Figure 1.

1. Introduction

At the beginning of geoscience research, most of the data interpolation algorithms were for two-dimensional, but relatively few for three-dimensional space research. But with the advent of the information age, the development of computer three-dimensional visualization technology has become more and more in-depth in our lives and has become an indispensable part of us. With its increasingly powerful development and increasingly perfect functions, interpolation of three-dimensional spatial data has become more and more realistic. With its unparalleled advantages and unstoppable attraction, it has injected incomparably fresh blood into geoscience researchers and opened up a new sky for geoscience research. It frees people from the predicament and shackles of manual handling of taste and reserve forecasts in the past and leads people into a whole new world [1, 2]. Under the guidance of 3D visualization technology, not only can people quickly complete the estimation of taste and reserves, but the precision and accuracy are also guaranteed.

Through the computer three-dimensional visualization technology to reproduce the real three-dimensional structure of the geological body, people can reproduce the three-dimensional real structure of the underground tunnel. It can also be used to analyze and judge the spatial distribution of the tunnel and its spatial structure. Essentially, spatial interpolation algorithms are all methods of moving weighted average based on linear theory. Therefore, it is easy to cause the loss of information caused by smoothing the data locally,
and there is a problem of inefficient calculation of massive three-dimensional data. The geological data itself is three-dimensional and dynamic. When a three-dimensional voxel model is used to express a geological body, the amount of data will increase significantly, and the amount of calculation will also increase significantly. In addition, its description of the spatial distribution of tunnel grades with nonlinear characteristics also has certain limitations in accuracy, and it is necessary to improve the accuracy and efficiency of its algorithm. Therefore, it is particularly urgent and important to seek a method that has powerful processing capabilities for nonlinear systems and does not require sampling data distribution and assumptions. It is of great practical significance to use the improved interpolation algorithm to verify and apply the actual exploration data, and to combine the three-dimensional visualization technology with the interpolation algorithm to visually display the processing results of the interpolation algorithm. Experts can analyze its internal structure, causes, and laws based on the spatial characteristics displayed by the three-dimensional visualization, which is of great significance for further in-depth study of the properties of the tunnel.

The innovation of full text is based on BIM and data fusion technology to study the interpolation algorithm of subway tunnel three-dimensional stratum space. Through BIM and data fusion technology, research and build a three-dimensional geological model, follow the design principles and design patterns, analyze the data structure of the design model, the functional structure of the design model, and the tasks to be performed by each module, and describe how they collaborate work, and then optimize the spatial interpolation algorithm based on the actual needs of modeling, and propose a modeling method based on feature data interpolation. This method first divides the geological blocks near the surface and performs spatial interpolation on the internally completed feature data. Modeling avoids the difficulty of constructing models with layers close to the surface by drawing triangular patches in complex areas. This realizes the local variable range of the variogram and the filling of the neighborhood point set. It can be applied to the interpolation of the three-dimensional attribute data volume, and the spatial position distribution relationship and structural characteristics can be obtained. Through comparative analysis with the traditional inverse distance and the kriging algorithm, the actual performance of the algorithm in the text is obtained (Figure 1).

2. Related Work

At present, most parallel spatial interpolation algorithms only use one computing unit to speed up the calculation, which leads to a waste of parallel resources. To solve this problem, Wang et al. proposed a collaborative parallel thin plate spline interpolation algorithm to accelerate the DEM generation of massive LiDAR point clouds. In this collaborative parallel algorithm, the input point cloud is first decomposed into a collection of discrete blocks and encapsulated as a general task object to shield the heterogeneous execution models of different processing units. Experimental results show that the collaborative parallel algorithm they proposed can achieve a maximum acceleration time of about 19.6. Compared with pure CPU and GPU parallel algorithms, the performance improvement rates are 54% and 44%, respectively. But their algorithm is still slightly insufficient in actual calculations [3]. Lee et al. proposed a received signal interpolation method to improve the performance of the multiple signal classification (MUSIC) algorithm. The simulation results show that the angular resolution of this method is better than that of the traditional MUSIC algorithm. In addition, they applied the proposed scheme to the actual data measured at the test site, providing a more enhanced DOA estimation result. However, their algorithm is not obvious in actual effect [4]. Mei et al. focused on the design and implementation of parallel adaptive inverse distance weighting (AIDW) interpolation algorithm using graphics processing unit (GPU). AIDW is an improved version of the standard IDW interpolation algorithm based on Gaussian process regression. Their method uses a multiscale kernel function to process two-dimensional space meteorological ocean processes and introduces multiscale physical feature information (sea surface wind stress, sea surface heat flux, and ocean current velocity). This greatly improves the spatial resolution and interpolation accuracy of ocean features. They verified the effectiveness of the algorithm through interpolation experiments related to sea surface temperature (SST). The root mean square error (RMSE) of the interpolation algorithm is 38.9%, 43.7%, and 62.4% lower than bilinear interpolation, bicubic interpolation, and nearest neighbor interpolation, respectively. Their algorithm has acceptable computational efficiency when using different data layouts; the tiled version is always slightly faster than the plain version; the acceleration achieved in single-precision is up to 763 (on GPU M5000), and the highest acceleration obtained in double-precision is 197 (on GPU K40c). However, the algorithm they proposed has not improved much in computational efficiency [5]. Zhang et al. used machine learning methods to design an interpolation algorithm based on Gaussian process regression. Their method uses a multiscale kernel function to process two-dimensional space meteorological ocean processes and introduces multiscale physical feature information (sea surface wind stress, sea surface heat flux, and ocean current velocity). This greatly improves the spatial resolution and interpolation accuracy of ocean features. They verified the effectiveness of the algorithm through interpolation experiments related to sea surface temperature (SST). The root mean square error (RMSE) of the interpolation algorithm is 38.9%, 43.7%, and 62.4% lower than bilinear interpolation, bicubic interpolation, and nearest neighbor interpolation, respectively. Their algorithm has acceptable running time cost and good time and space generalization. However, the calculation of the algorithm is slightly complicated and needs to be simplified [6]. Liu et al. proposed a non-uniform spatiotemporal kriging interpolation method. It breaks through the limitation of Euclidean distance in the space dimension and at the same time breaks through the linear relationship in the time dimension. They used the time-space optimal weight combination to construct the space-time deformation field model and then optimized it through the particle swarm optimization algorithm. They generalized ordinary kriging interpolation to non-uniform spatiotemporal kriging interpolation under space-time constraints. Their method has been successfully applied to the interpolation of landslide displacement monitoring data, which provides better data for the study of landslide disasters, and has important practical significance for the prevention and prediction of landslide disasters. It is just
that the algorithm is not yet fully perfected, and further research is needed [7]. The air quality index (AQI) monitoring stations are sparsely distributed, and the spatial interpolation is less accurate than the existing methods. Therefore, Shi et al. proposed a new algorithm based on the extended field strength model. Experimental results prove that the AQI interpolation accuracy of the algorithm designed by Shi et al. is higher, and the two-parameter model obtains the highest accuracy. The algorithm is suitable for spatial interpolation of sparse data with a fixed number and location and can be used for spatial data with other types and dimensions. However, the applicability of this algorithm in spatial interpolation is not enough to meet practical applications [8].

3. Implementation Method of 3D Stratum Space Interpolation Algorithm for Subway Tunnels Based on BIM and Data Fusion

3.1. Data Fusion. Data fusion refers to the process of using computer technology to process information under specific standards [3, 9–12]. The process can automatically analyze, optimize, and integrate sensor observations that require sufficient time to complete the required decision-making and evaluation tasks. This process can automatically analyze, optimize, and synthesize time series multisensor observations to complete the required set of decision-making and evaluation tasks [6, 13]. With the continuous development of science and technology, the data environment in future life will become more complex, and the amount of data will increase exponentially. At the same time, there is still a lot of uncertain and false information [14]. In this case, the continuous development of data fusion technology will improve the efficiency of information processing and provide accurate, timely, and effective information support for data decision-making [15].

Figure 2 is an illustration of a global data management strategy for data fusion. Special tools are provided internally to solve the problem of data specification adjustment, without the need to propose an overall specification in advance, and only perform dynamic integration when business occurs [16–20]. While realizing standardized central data management, it realizes centralized data management and supports multiple synchronous or asynchronous distributed data applications [21, 22]. The architecture diagram of the data fusion center is shown in Figure 3.

3.2. BIM. BIM (building information modeling) is an engineering data model that is based on three-dimensional digital technology and inherits various related information of construction projects. BIM is a digital expression of the physical and functional characteristics of engineering project facilities. Building information modeling is also a digital method applied to design, construction, and management. This method supports the integrated management environment of the construction project, which can significantly improve the efficiency and greatly reduce the risk of the construction project in its entire process.

As a technology and tool for integrated construction project design, construction, and operation life cycle information management, BIM is relatively mature in international applications. With the rapid development of the domestic tunnel engineering industry, the tunnel design technology is getting higher and higher, and the design of the subway section tunnel is taken as an example. Considering the existing problems in its current design and the development trend of the industry, the reform of the design concept is the general trend and imperative. The advanced design concepts and thinking of BIM can bring good solutions to design [23, 24]. The future development trend of computer-aided architectural design is bound to be from 2D to 3D, from CAD to 3D modeling with BIM technology as the core [25]. Based on the fact that the BIM model of subway section tunnels is very rare, it has great research value. This also brings new ways and methods to the design of subway section tunnels.

3.3. Spatial Interpolation Algorithm. Among the interpolation algorithms, the research of interpolation algorithms in two-dimensional space started relatively early. Therefore, it is more complete than the difference of three-dimensional spatial data, which is roughly divided into functional methods, spatial statistical methods, and other categories [26, 27]. But if it wants to study and analyze the internal
space of the tunnel, it must be interpolated in the three-dimensional space [28]. Although the research content of three-dimensional space interpolation is relatively limited at the beginning, however, with the rapid development and improvement of computer three-dimensional visualization technology, more and more scholars have begun to invest in research. This makes the three-dimensional spatial data interpolation of the tunnel get more and more attention, and even develop into an independent subject [29, 30]. There are many spatial interpolation methods, and there are many different classification methods based on different standards. According to the mathematical principle of its realization, it can be divided into two types, namely, the global interpolation method and the local interpolation method. Local interpolation includes inverse distance weighting method and radial basis interpolation method. The radial basis interpolation method is suitable for interpolating a large number of point data, while requiring a smooth surface. However, there are great uncertainties for short distances, so this article will not introduce them.

3.3.1. Inverse Distance Weighting Method. The inverse distance weighting method is the most commonly used spatial interpolation method. It is based on the principle of similarity; that is, the similarity between objects depends on the distance between the two. The closer the distance is, the more similar it is, and on the contrary, the farther the distance is, the smaller the similarity will be [31, 32]. That is to say, the estimation of the interpolation point value is greatly affected by the closer sample points in the research range and less affected by the distant sample points. Therefore, the distance as the only influencing factor directly determines the data value of the point to be inserted. The basic idea of this method is that the smaller the distance between the insertion point and the sample point, the greater the weight, and the greater the distance, the smaller the weight. In other words, the relationship between the two is inversely proportional. In feature data interpolation, the feature value at the insertion point is calculated by calculating the weighted average of the features of all known points in the search area. If it uses the interpolation function \( R(a, b, c) \) to represent the attribute value of the point to be interpolated, the attribute value of each known point is \( \sum_{i=1}^{n} s_i (a, b, c) \). Then, the attribute value \( R(a, b, c) \) at the point to be inserted can be expressed by the following formula:

\[
R(a, b, c) = \sum_{i=1}^{n} [s_i (a, b, c)]^\eta,
\]

\[
R(a, b, c) = \sum_{i=1}^{n} [s_i (a, b, c)]^\eta. \tag{1}
\]

Among them, \( s_i (a, b, c) \) can be expressed as

\[
Q_i (a, b, c) = \sum_{j=1}^{n} s_j (a, b, c)^\eta. \tag{3}
\]

Among them, \( s_i (a, b, c) \) can be expressed as

\[
s_i (a, b, c) = (a - a_i)^2 + (b - b_i)^2 + (c - c_i)^2. \tag{4}
\]

The previous formula represents the distance from point \( (a_i, b_i, c_i) \) to unknown point \( (a, b, c) \), and \( \eta \) is the power exponent, and the default value is 2. Under normal circumstances, the most reasonable interpolation result can be obtained by controlling the value within 0.5–3. The algorithm diagram is shown in Figure 4.

In spatial interpolation, the longer the distance of the spatial bright spot, the smaller the similarity. When the distance is far enough, the similarity can be approximated to zero. Therefore, one point can be removed from the calculation of another point. If the sample points used in the inverse distance weighting interpolation are unevenly distributed, the accuracy of the interpolation result will decrease. There are two ways to deal with this problem. One is to sort a specified number of points according to the distance from small to large, and the other is to determine the search neighborhood. This article implements the inverse distance weighting method; the specific steps are as follows:

\[
R \ast (a_0) = \sum_{i=1}^{n} \omega_i R(a_i). \tag{5}
\]

Here, \( a_0 \) is the estimated value, \( n \) is the number of sample points used for interpolation, \( R(a_i) \) is the measured value at the sample point \( a_i \), and \( \omega_i \) is the contribution weight of the \( i \)-th sample point to the estimated point. Its formula is expressed as

\[
\omega_i = \frac{t_i - s}{\sum_{i=1}^{n} t_i - s \sum_{i=1}^{n} \omega_i} = 1. \tag{6}
\]

Here, \( t_i \) is the distance between the estimated point and the sample point and \( s \) is the power of the distance, which controls the change of the weighting factor in the process of increasing the distance and the minimum average error when selecting the standard.

\[
K_{ij}(s) = \sum_{i=0}^{n} K_{i} D_{j}(s), \quad 0 \leq s \leq 1. \tag{7}
\]

Among them, \( K_{ij}(s) \) represents the curve section of the \( K \) section, and \( D_{j}(s) \) in the above formula is the basis function of the \( D \) section, and its expression is

\[
D_{j}(s) = \sum_{j=0}^{n-i} (-1)^j (s + n - i - j)^{n}. \tag{8}
\]

When \( n = 1 \), the basis function is

\[
\begin{align*}
D_{0,1}(s) &= 1 - s, \\
D_{1,1}(s) &= s, \quad (0 \leq s \leq 1).
\end{align*}
\]

When \( n = 2 \), its basis function is
Figure 2: Data fusion strategy management.

Figure 3: Data fusion center architecture diagram.
When $n = 3$, its basis function is

$$D_{0,3}(s) = \frac{1}{6}(1 - s)^3,$$

$$D_{1,3}(s) = \frac{1}{6}(-3s^3 + 6s^2 + 4), \quad (0 \leq s \leq 1),$$

$$D_{2,3}(s) = \frac{1}{6}(3s^3 + 3s^2 + 3s + 1),$$

$$D_{3,3}(s) = \frac{1}{6}s^3.$$

The cubic spline curve is determined by four adjacent vertices, and the curve formula of the $s$-th segment is

$$W_{i,j}(s) = D_{0,3}(s)W_k + D_{1,3}(s)W_{k+1} + D_{2,3}(s)W_{k+2} + D_{3,3}(s)W_{k+3}.$$

The hierarchical interpolation implemented in this paper adopts a uniform spline function, which has a continuous nature at the connection.

In order to make the difference result more accurate, a multi-level interpolation algorithm is added on this basis. The characteristic of this algorithm is that it only produces a fitted surface within a certain error range and cannot guarantee that the interpolated surface completely passes through all discrete point sets.

Let $\psi$ be a data volume existing in the coordinate system, there is a set of discrete points $R = (a_i, b_i, c_i, d_i)$ in the three-dimensional space, and $(a_i, b_i, c_i, d_i)$ is any point located in the data volume $\psi$. In order to better represent the discrete point set $R$, it can be expressed as

$$s(a, b, c) = \sum_{i=0}^{3} \sum_{j=0}^{3} T_r(a)T_i(b)T_j(c),$$

where $T$ is the sequence control points in the grid, and these control points define the unknown value in the grid.

3.3.2. Spatial Self-Oblique Variance Interpolation Method.

The spatial self-oblique variance interpolation method is also called the kriging method, which is the best interpolation method applied to the mineral grade in geostatistics. Through regionalized variables, the spatial change of the spatial self-oblique variance interpolation method can be divided into three parts: trend, correlation structure, and error. The advantage of kriging interpolation is based on geostatistics as its solid theoretical foundation. It can overcome the problem that the error in interpolation is difficult to analyze, and can make a point-by-point theoretical estimation of the error.

Its formula is expressed as
\[ R = \sum_{i=1}^{m} \omega_i R_i, \]
\[ \sum_{i=1}^{M} \omega_i = 1, \]
\[ \sum_{i=1}^{m} \omega_i = 10 \leq m \leq 1. \]

Here, the estimated value of the point to be estimated is expressed as \( R \), the measured value of the sample point is expressed as \( R_i \), the number of sample points involved in the interpolation calculation is \( m \), and \( \omega_i \) is the weight coefficient of the sample point.

The determination of the weight coefficient must satisfy the unbiased estimation of \( R \), and the estimated variance is smaller than the variance produced by the linear combination of the actual measured values at the interpolation point. Through calculation, the minimum variance of \( R \) can be obtained.

\[ \varepsilon^2 = \sum_{i=1}^{m} \omega_i \sigma(\eta_i, \eta) + \gamma, \]
\[ \sum_{i=1}^{m} \omega_i \sigma(\eta_i, \eta_j) + \gamma = \sigma(\eta_j, \eta). \]

Here, \( \sigma(\eta_i, \eta_j) \) is the semivariance of the two samples \( i \) and \( j \), and \( \sigma(\eta_j, \eta) \) is the semivariance between the \( j \)th sample and the sample point to be tested.

\[ \sigma(k) = \frac{1}{2N(k)} \sum_{i=1}^{N(k)} [R(s_i) - R(s_i + k)]^2. \]

Here, the semivariance function is \( \sigma(k) \) and the step size is \( k \).

The scope of application of kriging interpolation is the spatial correlation of regionalized variables, that is, if the results of the variogram and structural analysis show that there is a spatial correlation between the regionalization variables. Kriging method can be used for interpolation or extrapolation; otherwise it is not feasible.

3.4. Interpolation Accuracy Evaluation Index. There are many methods for evaluating the accuracy of the interpolation results of the above two methods. Currently, cross-validation methods are usually used for testing, that is, the method of removing the data of some known points and using the data of other points to estimate these points to test the accuracy of the interpolation. The calculation formula is

\[ MAE = \frac{1}{N} \sum_{i=1}^{N} |R * (a_0) - r(a_0)|, \]
\[ RMSE = \sqrt{\frac{\sum_{i=1}^{N} [R * (a_0) - r(a_0)]^2}{N}}. \]

To judge whether the interpolation method is good or bad, it is necessary to evaluate them. That is, the accuracy of each interpolation method is quantitatively compared. Among the above-mentioned interpolation methods, except for the ordinary kriging method, the error can be theoretically estimated point by point without the aid of the error test model. No other interpolation method can use its own model to theoretically estimate the interpolation error.

4. Experiment of 3D Stratum Space Interpolation Algorithm for Subway Tunnels Based on BIM and Data Fusion

4.1. Modeling Visualization Process. The three-dimensional visualization of a geological model generally includes several steps such as data collection and processing, model construction, and mapping. Drilling holes to obtain geological information is the most important method of field data collection, and drilling data is also the most common type of data in the process of geological modeling. Drilling is the process of arranging sampling points in the sampling area according to a certain rule. Because of its high cost, the number of sample points for drilling holes in a certain geological area is usually limited, and the fewest points should be used to maximize the effect. Data processing is mainly to properly eliminate or encrypt sample points obtained from data collection. It first needs to delete invalid or overlapping data. In addition, when there are few data points, the grid distribution of the data is generally achieved by spatial interpolation to make the data dense and continuous. The model structure is mainly divided into the structure of the surface model and the structure of the solid model. The surface model is the use of geological section or discrete point data to generate a three-dimensional geological model represented by a curved surface. The solid model uses a series of geophysical data to obtain the three-dimensional attribute model of the geological body through trend surface fitting or spatial data interpolation. Drawing mapping realizes the visualization of geological model drawing on the computer screen, which is a typical application of computer graphics in the field of geosciences. In order to make the model imaging more realistic, it is necessary to set attributes such as material, lighting, and color.

4.2. 3D Stratum Hierarchical Structure Model of Subway Tunnels. In the actual data collection process, it is difficult to obtain points regularly, so the spatial data obtained by sampling is generally discretely distributed. The values of other unknown points in the same area are usually estimated by spatial data interpolation to achieve the purpose of data encryption and regular grid distribution. The main goal of the algorithm in this paper is to use a 3D solid model suitable for the subway tunnel layer to correctly represent the robustness of the 3D layer. It also designs a modeling algorithm for the model to achieve seamless integration of each sub-body model of the complex stratigraphic body. Therefore, it is very important to find a three-dimensional solid model that can accurately mark the complex strata.
As BIM becomes more mature in the construction industry, the use of BIM in the tunnel industry is still in the exploratory stage. Thanks to the powerful computer-aided design function, the design efficiency of tunnel engineering has been greatly improved. In order to complete the modeling and seamless integration of the complex stratigraphic body itself and various internal geological sub-bodies, a hierarchical structure model suitable for the three-dimensional strata of the subway tunnel was constructed. The model is shown in Figure 5.

The three-dimensional hierarchical structure model has a clear hierarchical structure, which is divided into two layers, namely, the logic layer and the realization layer. The logical layer conceptually expresses the stratigraphic body, and the polyhedron belongs to VGTP. It is used to express special geological layers such as lenses, intrusions, and folds. According to the geological description of the VGTP geological sub-body, the realization layer separates the protons of various places from the VGTP in the form of polyhedrons through the cutting of the surface. The realization layer uses a unified TEN voxel to accurately express the protons of different regions. According to the geological description of VGTP, it uses a designed transformation algorithm to cut the surface through several steps. It separates the protons located in it in the form of middle polyhedrons and then transforms these middle polyhedrons into a series of seamlessly connected tetrahedrons. When the logic layer model is transformed into the realization layer TENs, the spatial analysis, virtual space manipulation, and 3D visualization functions will become practical, reasonable, and feasible. This is also more in line with the natural characteristics of the three-dimensional solid of the geological body.

4.3. The Business Process of the Three-Dimensional Stratigraphic Space Hierarchical Structure Model. In order to form the triangulation layer, different geological layers must be managed, the points with the same attribute value are placed in the same layer, and they are divided into three exemptions. Due to the limited number of points with the same flexural value, interpolation and fitting of spatial discrete data are also needed. This article intends to use the kriging interpolation method to achieve. After all the strata are drawn, these strata need to be stitched together at once, and the stitching between strata also needs to be connected by triangles. After filling in the colors, the geological body model has been initially realized. Finally, there are related interfaces for the scalability of the model under the interactive function module. The business process of the 3D geological model is shown in Figure 6.

4.4. Interpolation Analysis of Three-Dimensional Stratigraphic Space. It is necessary to find the 10 nearest sample sites of the strata to be interpolated, obtain the actual measured value of each stratigraphic sample site closest to it, and repeat the steps until all stratigraphic sites are estimated by the expansion method. Table 1 shows the cross-validation results of the reduction and expansion methods using IDW spatial interpolation.

It takes all the original points as the detection points, and their inclination angle value as the standard value. It compares the inclination angle values at these points with the trends generated by the above methods and calculates the inclination angle value with the occurrence point. Figure 7 is the result of intersecting the ground plane of the subway tunnel.

After the above-mentioned interpolation, the triangulation network at each level and the triangulation network at partial fault levels have elevation information. This kind of situation can also occur when the formation is missing or the formation is pinched. Such an intersection can be corrected by adjusting the elevation of the formation. As shown in Figure 7, after processing, in some areas, the elevation values of stratum 2 and 3 are equal to the elevation value of stratum 4. In essence, the formations 2 and 3 are missing, and after cross-processing, some formations can be treated as pinching.

Table 2 shows the relative error indicators of the inclination angle of different methods.

It can be seen that the relative error of the inclination angle of the tension spline function has the smallest average value and standard deviation compared with other methods. Therefore, we believe that the trend surface generated by the spatial interpolation method of the tension spline function is more accurate. When this method is used to interpolate the occurrence of the strata, the interpolation accuracy can be effectively improved.

4.5. Comparison and Analysis of Interpolation Algorithms. We will test the two interpolation methods introduced in this article and compare the interpolation results with the test values at each checkpoint. The accuracy of various interpolation methods is determined by the calculation error, the average absolute error, and the root mean square. For attack indicators, the interpolation accuracy of the IDW interpolation method is generally higher than that of the conventional kriging method, and the average absolute error and root mean square error are relatively small and superior. The result of the verification point test value is shown in Figure 8.

The degree of density deviation from the test value of the verification point is shown in Figure 9.

In the interpolation calculation, the inverse distance weighting method and the ordinary kriging method are two extremely widely used methods. The above two methods can simulate the spatial distribution characteristics of the erosion factor attributes in the buffer, but the accuracy of the interpolation data needs to be considered.

The interpolation results vary with the density of the mesh. When the control point mesh is sparsely divided, the interpolation result has good smoothness, but the accuracy is low. Conversely, as the control mesh is finer, the interpolation result will be closer to the known discrete sampling points in its neighborhood, the interpolation accuracy is higher, and the original surface and the interpolation surface have good fusion. However, unrestricted fine control meshing also has certain drawbacks. First, as the meshing
density increases, the amount of calculation will increase. On the other hand, after the mesh is subdivided to a certain extent, there will be few data points in each divided area, and the interpolation may cause local peaks or even serious distortion of the interpolation results. Figure 10 is a comparison between the original data and the spatial self-oblique variance interpolation data.

The contrast space is self-oblique variance interpolation method, although the inverse distance weighting method has the advantages of low computational cost and small storage space. However, when the data distribution is extremely uneven, the interpolation results obtained by using this method often cannot meet the accuracy requirements in actual work. Therefore, the use of inverse distance-weighted
interpolation is generally considered when data collection is dense and evenly distributed. In addition, it can be known from the incompleteness of the sampled data and the realization principle of the interpolation method. The interpolation data obtained by the inverse distance weighting method has the characteristics of being greater than the minimum value of the data and less than the maximum value of the data. Using the spatial self-oblique variance method for interpolation avoids the “bull eye” phenomenon and the “bulge” phenomenon. In the same slope area, the effect of using spatial self-oblique variance interpolation is smoother, while the surface obtained by inverse distance weighted interpolation appears uneven. Table 3 shows the comparison results between the original data and the interpolated data.

The realization principle of the spatial self-oblique variance interpolation algorithm is to use a polynomial fitting method to generate a smooth interpolation surface and reduce the error between the interpolation surface and the original discrete points through multiple fittings. Therefore, the interpolation result obtained by this method has higher accuracy. In places with less data, the general trend of the surface can be maintained, and in places with a large number, surfaces closer to scattered data can be generated. In terms of interpolation efficiency, spatial self-oblique variance interpolation is suitable for large-scale data interpolation. Inverse distance-weighted interpolation is generally used for medium- and small-scale data interpolation, and spatial self-oblique variance interpolation has obvious speed advantages. The statistical information of various interpolation transformations is shown in Table 4.

Among them, kurtosis and skewness can reflect whether the data obey normal distribution. Kurtosis is used to describe the index of the height of data distribution, skewness is used to describe the symmetry of data distribution, and the kurtosis and skewness of normal distribution should be equal to 0.

**4.6. Comparison Results of Various Interpolation Algorithms.**

Kriging interpolation method is to find the optimal, linear, and fair geometric features and spatial structure after considering the sample point distribution, density, size, and estimated spatial distribution position of the sample points. The normal distribution and quality of the data are the key to

| Interpolation method | Inspection standards | Reduction | Expansion method |
|----------------------|----------------------|-----------|-----------------|
|                      | MAE                  | 1.536     | 1.562           |
|                      | RMSIE                | 2.1633    | 2.1655          |
| IDW                  | MAE                  | 197.6     | 204.6           |
|                      | RMSIE                | 275.6     | 286.8           |

**Figure 7: Intersection result of subway tunnel ground plane.**

**Table 1: Cross-validation results of reduction and expansion using IDW spatial interpolation.**
the success of the kriging interpolation method. Figure 11 is a comparative analysis of the performance of the elevation interpolation results obtained by different interpolation algorithms on the same stratum surface.

Table 5 is a comparison of the results of the interpolation of the three-dimensional attribute data volume for each difference algorithm.

Among them, the sliding kriging algorithm is an interpolation method that finds the global variable range and performs the calculation of the local kriging equations according to the known variable range. The above data shows that the overall error of the improved interpolation algorithm is smaller than the inverse distance weighted interpolation. Compared with the inverse distance weighted interpolation method, it also
estimates the unknown points by calculating the weighted average of the known points. The kriging method is based on the spatial variogram, and the variogram is determined by the existing spatial sampling points. It makes full use of the spatial structure and randomness of data points, and the interpolation effect is more realistic. The inverse distance weighting method is an interpolation method that constructs an approximation function to fit the original point set. This method has a certain error, and the interpolation result is too smooth due to the influence of the grid density, and some details are lost. Compared with the inverse distance weighting method and the ordinary kriging method, the improved interpolation algorithm in this paper improves the performance by 23.4%. And the average error value of the algorithm is 38.98, which has been greatly improved compared with other algorithms.

5. Discussion

This paper studies the regularized grid data obtained by interpolation to better reflect the continuous distribution of variables in space when forming curves, surfaces, and dividing blocks. The thesis first studied inverse distance weighted interpolation and kriging interpolation and compared and analyzed the experimental results. Taking into account the spatial structure of the sampled data, it conducts in-depth research on the kriging interpolation method based on geostatistics and improves a sliding neighborhood kriging method based on variable range. Experiments prove that the improved method can perform large-scale volume interpolation of three-dimensional attribute data. In actual work, the changes of regionalization variables are complex and often manifested as anisotropy (that is, the material properties and the distribution characteristics in space change with the change of direction, showing different properties in different directions). Generally, when kriging interpolation is performed, the anisotropy problem is solved by fitting the variogram in each direction and finding the fit structure. This article implements kriging interpolation based on the assumption of isotropy. In the future, consideration of anisotropy needs to be added to the realization of the kriging interpolation method.
6. Conclusions

In the text, based on BIM and data fusion technology, the 3D stratum spatial interpolation algorithm for subway tunnels is studied. For the proposed method, a lot of research work has been done on spatial interpolation and the visualization of regular data fields, and a sliding neighborhood kriging method based on variable range is improved. The improved kriging algorithm can interpolate the three-dimensional attribute data volume and the interpolation effect is good. On the basis of regular kriging interpolation, a variable amplitude sliding kriging interpolation method is researched and implemented. This method uses the variable range obtained from all sampling points as the side length to divide the study area into a square grid and solve the kriging equations in the local cells obtained by the division. Experiments show that the above algorithm has the problem of slow interpolation speed or unable to complete the interpolation operation during the interpolation process of the three-dimensional attribute data volume. This article has made improvements to it, and the improvements include the realization of the local variable range of the variogram and the flooding method to fill the neighborhood point set. The speed of the improved algorithm is significantly increased, and it can be applied to the interpolation of three-dimensional attribute data volume. However, there are still shortcomings in the research. Due to the uncertainty of space interference, different research topics and different interference methods will lead to different results. Different survey data, different regions, different time and space scales, and optimal interpolation methods are also different. There is no optimal interpolation method under absolute conditions. Due to the uncertainty of interference, there is no suitable interpolation method for any spatial value, only the optimal interpolation method under certain conditions.
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