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Abstract—Convolutional neural networks (CNNs) are trained using stochastic gradient descent (SGD)-based optimizers. Recently, the adaptive moment estimation (Adam) optimizer has become very popular due to its adaptive momentum, which tackles the dying gradient problem of SGD. Nevertheless, existing optimizers are still unable to exploit the optimization curvature information efficiently. This paper proposes a new AngularGrad optimizer that considers the behavior of the direction/angle of consecutive gradients. This is the first attempt in the literature to exploit the gradient angular information apart from its magnitude. The proposed AngularGrad generates a score to control the step size based on the gradient angular information of previous iterations. Thus, the optimization steps become smoother as a more accurate step size of immediate past gradients is captured through the angular information. Two variants of AngularGrad are developed based on the use of Tangent or Cosine functions for computing the gradient angular information. Theoretically, AngularGrad exhibits the same regret bound as Adam for convergence purposes. Nevertheless, extensive experiments conducted on benchmark data sets against state-of-the-art methods reveal a superior performance of AngularGrad. Source code: https://github.com/mhaut/AngularGrad.

Index Terms—Adam, Gradient Descent, Image Classification, Neural Networks, Optimization.

I. INTRODUCTION

During the last decades, remarkable technological advances have provided unprecedented computing and storage enhancements by reducing transistor geometries whilst increasing the complexity of integrated circuits [1]. On the one hand, this has yielded outstanding improvements in data collection devices. Indeed, both hardware and software elements implemented into current sensor systems offer unparalleled data acquisition ratios. As a result, this has entailed a vast increase in the size of the collected (big) data sets, which now contain increasingly complex and rich information for diverse applications [2]. In this context, there is a compelling requirement to process such data fast enough for practical use, in order to extract relevant information to improve many tasks which rely on data-driven decision processes.

Computer advances have indeed facilitated the development of new and powerful processing tools. Since 2016, remarkable improvements in the processing power provided by graphical processing units (GPUs) has led to the rise of deep learning (DL) models [3]. [4]. DL models evolved from standard artificial neural networks (ANNs) in the field of machine learning (ML) [5], to a current scenario in which ANNs mimic the human brain by adapting to new events and stimuli, and are based on nodes organised and interconnected through synaptic weights in a hierarchical layered structure. Each neuron in a particular layer receives the input data, which are consequently processed through the weights of the neurons. As a result, by properly adjusting the involved parameters (and without any prior information about data distribution), the data are processed and refined along the network, resulting in an abstract representation that entails the most relevant information for the final interpretation task [6]. Therefore, with the availability of powerful computing devices based on multi-core CPUs and GPUs, the development of increasingly complex and deep neural models is now possible. [7].

In fact, DL architectures can also be interpreted as a deep stack of different layers, which are composed of computing units such as standard neurons, recurrent cells, spatial kernels or capsules [8]. These units conduct different transformations to the input layers by applying a series of operations to the data, according to some parameters (weights and biases) and depending on the layer to which they belong. Layers can be connected in a standard, fully connected (FC) way (for instance, multilayer perceptrons –MLPs– [9] or FC-based models such as stacked autoencoders –SAEs– [10] or deep belief networks –DBNs– [11]), or by local connections (such as convolutional neural networks –CNNs– [12]) and recurrent links (as those exhibited by recurrent networks –RNNs– [13]). Furthermore, layers of different levels can be connected through skip and residual links (residual –ResNet– [14] and dense networks –DenseNet– [15]). In this context, DL models...
offer great flexibility in terms of architecture design, providing different degrees of structural complexity, where deeper and more complex models can combine different data paths [16], [17], [18] and even models [19], [20], [21]. As a result, a wide range of DL models have obtained outstanding results in a wide range of hot-topic research challenges, such as computer vision [12], signal processing [22], natural language identification [23], object detection [24] and tracking [25], robotics [26], image segmentation [27] and classification [28], among others.

However, training these models entails a number of challenges in addition to the associated computational burden, that increases as the architecture deepens. Indeed, deep networks require a large amount of training data (which must also satisfy variability) to perform accurately, and they are prone to overfitting. In this sense, and despite the large amount of data available, the number of training instances is often limited, as the labelling and preparation of training samples is quite expensive and time consuming in many application domains. Moreover, as the architecture becomes deeper, the gradients tend to vanish. This hinders the learning process [14]. In the following, we delve into these drawbacks, particularly focusing on the optimization of CNNs [12], [29], [14], [30], [15].

A. Motivation

Mathematically, a DNN can be interpreted as a mapping function \( f(\cdot, \theta) \) which matches an input \( x \in \mathcal{X} \) with the corresponding output \( y \in \mathcal{Y} \), i.e., \( f : \mathcal{X} \rightarrow \mathcal{Y} \), by adjusting its parameters \( \theta \) (weights and biases) to optimize a cost or loss function \( J(\theta) \). The broad success of this model relies on the fact that \( f \) works as an universal approximation function when given an appropriate network configuration in terms of depth and weights [31], [32]. Although the depth of the model depends on several aspects, the weights can be optimally achieved through an iterative process by means of which the model automatically adjusts the values of its weights through a forward-backward procedure to reach the minimum value of \( J(\theta) \). Thus, the optimizer plays a key role in the efficiency of the training process and the final generalization performance of the DNN [33].

Many efforts have been devoted to developing optimization algorithms with a good trade-off between training acceleration and model generalization. In particular, the simple and effective gradient descent method has been widely explored, providing a variety of algorithms [34], [35], [36], [37], [38], [39], [40], [33]. Among these, stochastic gradient descent (SGD) [34] and its momentum version (SGDM) [35] are quite popular due to their simplicity, although these methods (SGD in particular) are highly affected by the high variance in model parameters and the vanishing gradient problem. To overcome these limitations, some algorithms attempt to produce an adaptive learning rate, such as RMSProp [36] and Adam [38]. Indeed, most of the algorithms differ in the degree of information they take into account when calculating the next step, such as diffGrad [40] and gradient centralization (GC) [33]. In addition, some approaches combine optimization algorithms with other external techniques to improve the learning process, such as the dynamic update of the learning rate [41], the appropriate setting of the model hyperparameters [42], or the search for an optimal region for model initialization [43]. However, these models cannot effectively tackle the zig-zag phenomenon (i.e., noisy updates) in the optimization trajectory caused by a high variation of the gradients. As a result, the convergence curve usually exhibits abrupt fluctuations that hinder the final performance.

B. Contributions

To overcome the aforementioned limitations, this paper introduces AngularGrad as a new and effective optimization algorithm, which reduces the zig-zag effect in the optimization trajectory and speeds up convergence. To implement our new optimizer, we utilize the direction/angle information of the gradient vector. To the best of our knowledge, only the magnitude of the gradient has been used for optimization in the literature. This is the first time that both direction and angle information are jointly considered to improve the optimization process. Here, the angle between two consecutive gradient direction iterations is utilized. As a result, trajectory fluctuations are significantly smoothed, tracing a more direct path towards the minimum of the cost function. Our method also reduces the need for computational resources. The proposed AngularGrad has been extensively evaluated on challenging data sets using a wide variety of CNN architectures. We have also conducted comparisons with state-of-the-art optimization methods to prove its effectiveness and efficiency.

The remainder of the paper is organized as follows. Section II reviews popular optimization algorithms, analyzing their limitations. Section III provides methodological details about our newly proposed AngularGrad. Sections IV and V discuss the convergence and empirical properties of AngularGrad. Section VI provides an extensive evaluation, analyzing the performance of our method in comparison with that of other state-of-the-art optimizers via several experiments. Section VII concludes the paper with some remarks and hints at plausible future research lines.

II. RELATED WORKS

The SGD is a widely used optimizer that faces several challenges. These can be summarized as follows: i) choosing a proper learning rate is quite hard; ii) the same learning rate in an epoch is used for updating all parameters; and iii) it tends to get stuck at local minima during the optimization process. To address iii), a momentum factor has been introduced which accelerates the SGD in the relevant direction and diminishes oscillations (resulting in the SGDM) [44], [45]. It adds a fraction \( \gamma \) of the update vector from the past time step to the current update vector. The parameter update can be written following Eq. (1):

\[
\theta_t = \theta_{t-1} - \alpha_t m_t, \tag{1}
\]

where \( \theta_{t-1} \) and \( \theta_t \) are the original and updated parameters after the \( t^{th} \) iteration, respectively, \( \alpha_t \) is the step size or
where initial decay rates, $m_t$ is the gradient based on parameter $\theta$ and computed as:

$$m_t = \gamma m_{t-1} + (1 - \gamma) \nabla_\theta \mathcal{L}(\theta_t),$$

where $\mathcal{L}$ is the loss function defined with respect to the parameters of the model, $m_t$ is the momentum at the $t^{th}$ iteration with $m_0 = 0$, $\gamma$ is a constant, and $g_t = \nabla_\theta \mathcal{L}(\theta_t)$ defines the gradient for parameter $\theta$. As it can be observed, the gradient is included to gain moment for the parameters having consistent gradient [44].

However, an adaptive learning rate is necessary to tackle those problems related to a constant learning rate. In this regard, the Adam optimizer has been specifically developed to deal with them [38]. It stores both an exponentially decaying average of past gradients $m_t$ and an exponentially decaying average of the past squared gradients $v_t$. Indeed, $m_t$ and $v_t$ are defined as the 1st and 2nd order moments:

$$m_t = \beta_1 m_{t-1} + (1 - \beta_1) g_t,$$

$$v_t = \beta_2 v_{t-1} + (1 - \beta_2) g_t^2,$$

where $\beta_1$ and $\beta_2$ are hyperparameters to control the exponential decay rates, $m_{t-1}$ is the mean of past gradients and $v_{t-1}$ the variance. A bias correction is done by the Adam optimizer to get rid of a very large step size in the initial iterations: $\hat{m}_t = \frac{m_t}{1 - \beta_1^t}$ and $\hat{v}_t = \frac{v_t}{1 - \beta_2^t}$. The parameter update in Adam is performed as follows:

$$\theta_t = \theta_{t-1} - \frac{\alpha_t}{\sqrt{\hat{v}_t} + \epsilon} \hat{m}_t,$$

where the values of $\beta_1$, $\beta_2$ are usually set to 0.9 and 0.999, whilst parameter $\epsilon$ is introduced to avoid the case of division by zero with a value normally set to $10^{-8}$. As in Eq. (1), $\alpha_t$ is the learning rate. In this regard, Adam with decoupled weight decay (AdamW) [39] extends Adam, where the update rule is given by Eq. (6):

$$\theta_t = \theta_{t-1} - \frac{\alpha_t}{\sqrt{\hat{v}_t} + \epsilon} \hat{m}_t + \lambda \theta_{t-1},$$

where $\lambda$ is a constant.

Adaptive learning rate-based algorithms face the risk of converging to local optima, due to the high variance of data during training. Such variance can be reduced by a warm-up before optimization process. But the degree of warm-up is generally unknown and varies from one data set to another. Thus, RAAdam [46] introduces a variance reduction term to automatically control the variance during training, where $\rho_\infty = 2/(1 - \beta_2) - 1$ and $\rho_t = \rho_\infty - 2t/\beta_2^t/(1 - \beta_2)^t$ are calculated, and the variance reduction term is defined by Eq. (7):

$$r_t = \sqrt{\rho_t - \rho_\infty} / \rho_t$$

In particular, when $\rho_t > 4$, the update is given as follows:

$$\theta_t = \theta_{t-1} - \alpha_t r_t \hat{m}_t/\hat{v}_t$$

Otherwise, the parameter update is conducted exactly as SGD does.

Notwithstanding the mechanisms introduced to avoid a constant learning rate, one shortcoming of Adam optimizer is that it does not take into account the phenomena of changing gradients in the optimization steps [38]. To overcome this limitation, the diffGrad [40] optimizer updates its parameters in such a way that it exhibits a larger step size for those gradient parameters that change rapidly, and a lower step size for those gradient parameters that do not significantly change. With this purpose, the authors introduced a so-called diffGrad friction coefficient $\xi$, which is obtained by analyzing the change of gradients between the present and past iterations as follows:

$$\xi_t = \frac{1}{1 + e^{-|\theta_t - \theta_{t-1}|}}$$

Then, the diffGrad parameters are updated by Eq. (10):

$$\theta_t = \theta_{t-1} - \frac{\alpha_t \xi_t}{\sqrt{\hat{v}_t} + \epsilon} \hat{m}_t$$

Here, $t$ stands for the $t^{th}$ iteration. A detailed description of diffGrad is given in Algorithm 1.

GC [33] was introduced to remove the mean from the gradient vectors, centralizing those to have a zero mean. It
can be used with any optimizer for better convergence. The GC operator is given as follows:

$$\Phi_{GC}(\nabla w_i \mathcal{L}) = \nabla w_i \mathcal{L} - \mu \nabla \mathcal{L},$$  \hspace{1cm} (11)

where $\mathcal{L}$ is the loss function, $\nabla w_i$ is the gradient of the $i^{th}$ weight, $\mu \nabla w_i \mathcal{L} = \frac{1}{M} \sum_{j=1}^{M} \nabla w_{i,j} \mathcal{L}$ is the dimension– and $\Phi_{GC}(\nabla w_i \mathcal{L})$ is the centralized gradient. On the other hand, instead of using the exponential moving average (EMA) of $g_t^2$, AdaBelief [47] uses the EMA of $(g_t - m_t)^2$ as $s_t$ and the update direction for AdaBelief is $\frac{m_t}{\sqrt{s_t}}$.

The hypergradient descent (HGD) [41] tries to derive an update rule for the learning rate $\alpha$ itself. Making an assumption that optimal value of $\alpha$ does not change much between two consecutive iterations, it uses the update rule for the previous step to optimize $\alpha$ in the current one. The HGD is given by:

$$\theta_t = \theta_{t-1} - \alpha_t \nabla \mathcal{L}(\theta_{t-1}),$$ \hspace{1cm} (12)

where $\alpha_t = \frac{\alpha_{t-1} - \omega \frac{\Delta \mathcal{L}(\theta_{t-1})}{\Delta \theta_{t-1}}}{\omega} = \alpha_{t-1} + \omega \nabla \mathcal{L}(\theta_{t-1}) \cdot \nabla \mathcal{L}(\theta_{t-2})$ and $\omega$ is the hypergradient learning rate.

At this point, it is important to note that there are quite a few other optimizers\(^1\). However, a large number of them (e.g. SGD, SGDW, AdaBelief, Lookahead, etc.) cannot reach the global optima in a stipulated number of iterations per the multi-optima and single optimum benchmark functions, namely Rosenbrock and Rastrigin\(^2\).

### III. PROPOSED AngularGrad OPTIMIZATION

This section presents our proposed optimization method, which is inspired by diffGrad. Although this method exploits the change of gradients during optimization steps, it is unable to completely remove the high variance of the gradients during intermediate steps. Thus, the convergence curve (though better than Adam) still exhibits a zigzagging pattern. To solve this issue, we propose a new AngularGrad optimizer, which takes into account the angle between two consecutive gradients during optimization. Specifically, we introduce a new angular coefficient ($\phi_t$) which is calculated as follows:

$$\phi_t = \tanh \left( |\angle(A_{min})| \right) \cdot \lambda_1 + \lambda_2,$$ \hspace{1cm} (13)

where $\{\lambda_1, \lambda_2\} \in \{0, 1\}$ are hyperparameters. We have found empirically that the best value for both $\lambda_1$ and $\lambda_2$ is $\frac{1}{2}$. Here, $\angle$ represents either $\angle \cos$ or $\angle \tan$, while $\tanh(x)$ is a non-linear function that squashes all values of $x$ between $-1$ and $1$ as follows:

$$\tanh(x) = \exp x - \exp -x \over \exp x + \exp -x,$$ \hspace{1cm} (14)

and $A_t$ is the angle between gradients at consecutive steps $g_t$ and $g_{t-1}$ [illustrated in Fig. 1(b)]. Similarly, the angle between gradients at the $(t-1)^{th}$ step is calculated and termed as $A_{t-1}$. So, $A_{min}$ is computed as follows:

$$A_{min} = \min(A_{t-1}, A_t).$$ \hspace{1cm} (15)

The angular coefficient $\phi_t$ is used to dynamically adjust the learning rate. Our new AngularGrad not only ensures that parameter updates should be smaller in low-gradient changing regions and vice-versa, but also reduces the high variance of the gradients as it minimizes the direction cosines of two consecutive gradients in each step. To do so, our AngularGrad computes first and second order moments, namely $m_t$ and $v_t$, and bias-corrected moments $\hat{m}_t$ and $\hat{v}_t$, similar to Adam and diffGrad. Thus, the parameter update using the proposed AngularGrad is done as follows:

$$\theta_t = \theta_{t-1} - \frac{\alpha_t \cdot \phi_t \hat{m}_t}{\sqrt{\hat{v}_t + \epsilon}},$$ \hspace{1cm} (16)

Algorithm 2 provides a detailed description of AngularGrad. Depending on the values of coefficient $\phi_t$ in Eq. (13) —which is evaluated based on the angles $\angle \cos$ and $\angle \tan$, respectively— we propose two versions of the optimizer, denoted as AngularGrad$^{cos}$ and AngularGrad$^{tan}$, respectively. To illustrate the improved convergence of AngularGrad optimizer, the following Lemmas are provided:

**Lemma 1.** Less time is required for convergence if the path of the curve is smoother rather than zigzagging.

**Proof.** Let us consider the curves in Figs. 1(a), i.e., Curve 1 and Curve 2 where Curve 1 is smoother than the Curve 2. Also, let us take 2 points ($S$ and $T$) between the intersection of the two curves. We can draw a triangle $\Delta PQR$ between the area of intersection of the two curves, where point $PQR$ are lies on the Curve 2. Now, according to the triangle inequality statement, we observe that $PQ + QR > PR \implies$ area covered by $\Delta PQR >$ area covered by $PR$. Thus, it can also

\(^1\)https://pyopi.org/project/torch-optimizer
\(^2\)https://github.com/jettify/pytorch-optimizer
be shown that the area covered by $\Delta PQR >$ area covered by $UV$. It is also evident that the perimeter covered by $\Delta PQR >$ the perimeter covered by $UV$. Hence, it can be proved that, if an optimizer follows Curve 1 rather than Curve 2, its convergence time will be reduced significantly.

**Lemma 2.** Fewer epochs are needed to reach the minimum if the path of the curve is smoother rather than zigzagging.

**Proof.** Let us denote $ds_1$ and $ds_2$ as infinitesimally small distances on Curve 1 and infinitesimally small triangle $\Delta PQR$ on Curve 2 in Fig. 1, respectively. From Fig. 1(a) and triangle inequality, we can see that $PQ + QR > PR$. Now clearly, $PQ + QR >$ perimeter of $UV$. Let, $dp = PQ + QR$ and $dp = ds_1$. Now consider the same speed $dv$ for both Curves 1 and 2. Hence, the number of steps to cover both distances can be computed as $\frac{ds_1}{ds} = dt_1$ and $\frac{dp}{dv} = dt_2$, respectively. Then, we can write the following relation:

$$dp > ds_1 \implies \frac{dp}{dv} > \frac{ds_1}{dv} \implies dt_2 > dt_1.$$  

(17)

This relation holds between the total distance, from $S$ to $T$:

$$\int_S^T dp > \int_S^T ds_1.$$  

(18)

Therefore, the path traversed by Curve 2 is larger than that traversed by Curve 1. We can write the following with the help of Eqs. (17) and (18):

$$dt_2 > dt_1 \implies \int_S^T dt_2 > \int_S^T dt_1 \implies t_2 > t_1.$$  

(19)

Thus, fewer epochs are required to reach the minimum, and hence the function followed by Curve 1 will take less time to reach the final point $T$ from point $S$.

**Lemma 3.** Angular coefficient makes the updates invariant to sharp curvature changes.

**Proof.** As $\cos 0 = 1$, $\cos \frac{\pi}{2} = 0$ and $0 \leq |\cos A| \leq 1$, then $0.5 \leq \tanh |\cos A| \leq 1$, where $A$ is the angle between two consecutive gradients. So, $0.5 \leq \phi \leq 1$. We can write the following statements:

- If $A \approx 0 \implies \text{angular coefficient, } \phi \approx 1$.
- If $A \approx \frac{\pi}{2} \implies \text{angular coefficient, } \phi \approx 0.5$.

In this regard, when the angle is steep, $\phi$ must be higher $\implies$ learning rate must be higher to flatten the angle $\implies$ the path becomes smoother (and vice-versa). The proposed AngularGrad will compute $\min(A_{t-1}, A_t) = A_{t-1}$ as $A_{t-1} \approx 0$, following Fig. 1(b), which leads to:

$$\text{angular coefficient, } \phi \approx 1 \text{ (Larger value).}$$  

(20)

Hence, the curve becomes flat, as shown in Fig. 1(c). Our proposed AngularGrad optimizer flattens the steep angle (say $A$) between two vectors, and converts it into $A'$, which results in a smoothing of the curve.

**IV. CONVERGENCE ANALYSIS**

The convergence properties of the proposed method are analyzed by following the online learning framework [38]. In this context, let us assume that the unknown convex cost functions are arranged as a sequence $f_1(\theta), f_2(\theta), ..., f_T(\theta)$. At each iteration, the main goal is to explore a parameter $\theta_t$ to examine it over $f_t(\theta)$ with $t \in [1, T]$. The regret bound $R(T)$ is generally used in such optimization, where the sequence is not known in advance. Thus, an error is derived between the online guess parameter $f_t(\theta_t)$ and the expected parameter $f_t(\theta^*)$ from a feasible set $\chi$. The regret bound is computed as the sum of the error w.r.t. the guess parameters in all the previous iteration:

$$R(T) = \sum_{i=1}^T [f_t(\theta_t) - f_t(\theta^*)],$$  

(21)

where $\theta^* = \arg \min_{\theta \in \chi} \sum_{i=1}^T f_i(\theta)$.

In this context, the regret bound for the proposed AngularGrad is $O(\sqrt{T})$. Considering the following notations: $g_{i,t} \rightarrow$ gradient for the $i^{\text{th}}$ element in the $t^{\text{th}}$ iteration, $g_{1:t,i} = [g_{1,i}, g_{2,i}, ..., g_{t,i}] \in \mathbb{R}^t \rightarrow$ gradient vector w.r.t. the $i^{\text{th}}$ parameter up to the $t^{\text{th}}$ iteration, and $\gamma \approx \frac{\beta_1^2}{\sqrt{\beta_2}}$.

**Theorem 1.** Let us consider the bounded gradients for function $f_t$ (i.e., $||g_{t,\theta}||_2 \leq G$ and $||g_{t,\theta}||_\infty \leq G_\infty$), $\forall \theta \in \mathbb{R}^d$. Moreover, let the bounded distance be generated by the AngularGrad between any $\theta_t$ (i.e., $||\theta_{n} - \theta_{m}||_2 \leq D$ and $||\theta_{n} - \theta_{m}||_\infty \leq D_\infty$ for any $m, n \in \{1, ..., T\}$). Let $\gamma \approx \frac{\beta_1^2}{\sqrt{\beta_2}}$, $\beta_1, \beta_2 \in (0, 1)$ follows $\frac{\beta_1^2}{\sqrt{\beta_2}}$ $< 1$, $\alpha_t = \frac{\alpha}{t}$, and $\beta_{1,t} = \beta_1 \lambda^{t-1}$, $\lambda \in (0, 1)$ with $\lambda \approx 1$. The following guarantee is satisfied by AngularGrad, $\forall T \geq 1$:

$$R(T) \leq \frac{D^2}{\alpha(1 - \beta_1)} \sum_{i=1}^d \sqrt{T} v_{t,i}$$

$$+ \frac{\alpha(1 + \beta_1) G_{\infty}}{(1 - \beta_1) \sqrt{1 - \beta_2}(1 - \gamma)} \sum_{i=1}^d ||g_{1:t,i}||_2$$

$$+ \frac{d}{2\alpha(1 - \beta_1)(1 - \lambda)^2} D_\infty^2 G_{\infty} \sqrt{1 - \beta_2}$$

(22)

**Proof.** Based on Lemma 9.2 of Adam optimizer [38], the following statement can be made:

$$f_t(\theta_t) - f_t(\theta^*) \leq g_{t,i}^T (\theta_t - \theta^*) = \sum_{i=1}^d g_{i,t,i}(\theta_{t,i} - \theta_{i}^*)$$  

(23)

Moreover, the following equation can be obtained by exploiting the update rule of the proposed AngularGrad, as mentioned in the Algorithm 2 (note that we ignore the $\epsilon$ term to simplify the mathematical expression),

$$\theta_{t+1} = \theta_t - \frac{\alpha_t \phi_t \hat{m}_t}{\sqrt{\hat{v}_t}}$$

$$= \theta_t - \frac{\alpha_t \phi_t}{(1 - \beta_1^t)} \left( \beta_{1,t} \frac{\hat{m}_t}{\sqrt{\hat{v}_t}} + (1 - \beta_{1,t}) \frac{1}{\sqrt{\hat{v}_t}} g_t \right).$$  

(24)
where the 1\textsuperscript{st} order moment at \( t \) iteration is represented by \( \beta_{1,t} \). The following can be represented for the \( i \)th parameter of vector \( \theta_t \in \mathbb{R}^d 
abla g_{t,i}(\theta_{t,i} - \theta^*_i) = \frac{(1 - \beta_{1,t})}{\sqrt{\theta_{t,i}}} (\theta_{t,i} - \theta^*_i) + \frac{\beta_{1,t}}{2(1 - \beta_{1,t})} (\theta_{t,i}^* - \theta_{t,i}) \frac{\dot{m}_{t,i}}{\sqrt{\theta_{t,i}}} \]

Consequently, Eq. (25) can be reordered as:

\[
g_{t,i}(\theta_{t,i} - \theta^*_i) = \frac{(1 - \beta_{1,t})}{2\alpha_t \phi_{t,i}(1 - \beta_{1,t})} ((\theta_{t,i} - \theta^*_i)^2 - (\theta_{{t+1},i} - \theta^*_i)^2) \\
+ \frac{\beta_{1,t}}{1 - \beta_{1,t}} (\theta^*_i - \theta_{t,i}) m_{t-1,i} \\
+ \frac{\alpha_t (1 - \beta_{1,t})^2 \phi_{t,i}^2 (\dot{m}_{t,i})^2}{2(1 - \beta_{1,t})} \frac{2}{\sqrt{\theta_{t,i}}} 
\]

Further, it can be rewritten as:

\[
g_{t,i}(\theta_{t,i} - \theta^*_i) = \frac{(1 - \beta_{1,t})}{2\alpha_t \phi_{t,i}(1 - \beta_{1,t})} ((\theta_{t,i} - \theta^*_i)^2 - (\theta_{{t+1},i} - \theta^*_i)^2) \\
+ \sqrt{\frac{\beta_{1,t}}{\alpha_t (1 - \beta_{1,t})} (\theta^*_i - \theta_{t,i})^2} \sqrt{\theta_{t,i}} - \theta_{t,i} (\theta_{t,i}^* - \theta_{t,i}) \frac{\dot{m}_{t,i}}{\sqrt{\theta_{t,i}}} \\
+ \frac{\alpha_t (1 - \beta_{1,t})^2 \phi_{t,i}^2 (\dot{m}_{t,i})^2}{2(1 - \beta_{1,t})} \frac{2}{\sqrt{\theta_{t,i}}} 
\]

We can further reorganize by utilizing the Young’s inequality, i.e. \( ab \leq \alpha a^2 + b^2/2 \), as well as the property that \( \beta_{1,t} \leq \beta_1 \) as:

\[
g_{t,i}(\theta_{t,i} - \theta^*_i) \leq \frac{1}{2\alpha_t \phi_{t,i}(1 - \beta_1)} ((\theta_{t,i} - \theta^*_i)^2 - (\theta_{{t+1},i} - \theta^*_i)^2) \\
+ \frac{\beta_{1,t}}{2\alpha_t (1 - \beta_{1,t})} (\theta^*_i - \theta_{t,i})^2 \sqrt{\theta_{t,i}} \\
+ \frac{\beta_{1,t}^2}{2(1 - \beta_1)(1 - \beta_{1,t})} (m_{t-1,i})^2 \frac{2}{\sqrt{\theta_{t,i}}} + \frac{\alpha_t \phi_{t,i}^2 (\dot{m}_{t,i})^2}{2(1 - \beta_1)} \frac{2}{\sqrt{\theta_{t,i}}} 
\]

It is evident that the minimum and maximum values of angular coefficient \( \phi \) are 0.5 and 1, respectively. Thus, \( 0.5 \leq \phi_{t,i} \leq 1 \). We can remove \( \phi_{t,i} \) from last term of above equation without loss of the inequality property. Therefore, we can rewrite it as:

\[
g_{t,i}(\theta_{t,i} - \theta^*_i) \leq \frac{1}{2\alpha_t \phi_{t,i}(1 - \beta_1)} ((\theta_{t,i} - \theta^*_i)^2 - (\theta_{{t+1},i} - \theta^*_i)^2) \\
+ \frac{\beta_{1,t}}{2\alpha_t (1 - \beta_{1,t})} (\theta^*_i - \theta_{t,i})^2 \sqrt{\theta_{t,i}} \\
+ \frac{\beta_{1,t}^2}{2(1 - \beta_1)(1 - \beta_{1,t})} (m_{t-1,i})^2 \frac{2}{\sqrt{\theta_{t,i}}} + \frac{\alpha_t \phi_{t,i}^2 (\dot{m}_{t,i})^2}{2(1 - \beta_1)} \frac{2}{\sqrt{\theta_{t,i}}} 
\]

We compute the regret bound by summing it over all the parameter dimensions (i.e., \( i \in \{1, \ldots, d\} \)) and across all the convex function sequences (i.e., \( t \in \{1, \ldots, T\} \)). We utilize the Lemma 10.4 of Adam [38] to aggregate the regret bound in the upper bound of \( f_t(\theta_t) - f_t(\theta^*) \) as:

\[
R(T) \leq \sum_{i=1}^{d} \frac{1}{2\alpha_t \phi_{t,i}(1 - \beta_1)} ((\theta_{t,i} - \theta^*_i)^2 - (\theta_{{t+1},i} - \theta^*_i)^2) \\
+ \sum_{i=1}^{d} \sum_{t=2}^{T} \frac{1}{2(1 - \beta_1)} (\theta_{t,i} - \theta^*_i)^2 \left( \frac{\sqrt{\theta_{t,i}}}{\alpha_t \phi_{t,i}} - \frac{\sqrt{\theta_{t-1,i}}}{\alpha_{t-1} \phi_{t-1,i}} \right) \\
+ \frac{\beta_1 \alpha G_\infty}{(1 - \beta_1) \sqrt{1 - \beta_2 (1 - \gamma)^2}} \sum_{i=1}^{d} ||g_{1:T,i}||_2 \\
+ \frac{\alpha G_\infty}{(1 - \beta_1) \sqrt{1 - \beta_2 (1 - \gamma)^2}} \sum_{i=1}^{d} ||g_{1:T,i}||_2 \\
+ \sum_{i=1}^{d} \sum_{t=2}^{T} \frac{\beta_{1,t}}{2\alpha_t (1 - \beta_{1,t})} (\theta^*_i - \theta_{t,i})^2 \sqrt{\theta_{t,i}} 
\]

We incorporate the assumptions that \( \alpha = \alpha_t \sqrt{t}, ||\theta_t - \theta^*||_2 \leq D \) and \( ||\theta_m - \theta_n||_\infty \leq D_\infty \), the above equation is refined as:

\[
R(T) \leq \frac{D^2}{2\alpha(1 - \beta_1)} \sum_{i=1}^{T} \sqrt{T} \sqrt{\theta_{T,i}} \\
+ \frac{\alpha(1 + \beta_1) G_\infty}{(1 - \beta_1) \sqrt{1 - \beta_2 (1 - \gamma)^2}} \sum_{i=1}^{d} ||g_{1:T,i}||_2 \\
+ \frac{D_\infty^2}{2\alpha} \sum_{i=1}^{d} \sum_{t=1}^{T} \frac{\beta_{1,t}}{(1 - \beta_{1,t})} \sqrt{T} \sqrt{\theta_{t,i}} 
\]

(31)
By utilizing the following finding of Adam [38]:

$$
\sum_{t=1}^{\infty} \frac{1}{(1 - \gamma_1)} \sqrt{T} \leq \frac{1}{1 - \gamma_1},
$$

the regret bound can be further refined as:

$$
R(T) \leq \frac{D^2}{2\alpha(1 - \beta_1)} \sum_{t=1}^{T} \sqrt{T v_{T,i}} \phi_{1,i} + \frac{\alpha(1 + \beta_1)G_\infty}{(1 - \beta_1)\sqrt{1 - \beta_2}} \sum_{t=1}^{T} ||g_{1:T,i}||_2
$$

$$
+ \frac{d}{2\alpha(1 - \beta_1)(1 - \lambda)^2} D_\infty^2 G_\infty \sqrt{1 - \beta_2} \sum_{t=1}^{T} ||g_{1:T,i}||_2
$$

(32)

Finally, it can be written following Eq. (34):

$$
R(T) \leq \frac{D^2}{\alpha(1 - \beta_1)} \sum_{t=1}^{T} \sqrt{T v_{T,i}} \phi_{1,i} + \frac{\alpha(1 + \beta_1)G_\infty}{(1 - \beta_1)\sqrt{1 - \beta_2}} \sum_{t=1}^{T} ||g_{1:T,i}||_2
$$

$$
+ \frac{d}{2\alpha(1 - \beta_1)(1 - \lambda)^2} D_\infty^2 G_\infty \sqrt{1 - \beta_2} \sum_{t=1}^{T} ||g_{1:T,i}||_2
$$

(34)

It is evident that the aggregating term over dimension $d$ can be significantly lower than the corresponding upper bound. Therefore, $\sum_{t=1}^{T} ||g_{1:T,i}||_2 < dG_\infty \sqrt{T}$ and
\[ \sum_{i=1}^{d} \sqrt{T \bar{v}}_{T,i} \ll dG_{\infty} \sqrt{T}. \] Mostly, adaptive methods such as Adam or the proposed AngularGrad achieve \( O(\log d \sqrt{T}) \), which is better than \( O(\sqrt{dT}) \) achieved by non-adaptive methods. Similar to Adam [38], the proposed AngularGrad optimizer also utilizes the decay of \( \beta_{1,2} \) to conduct the theoretical analysis.

Finally, considering the above theorem coupled with \[ \sum_{i=1}^{d} ||g_{i,T,i}||_{2} \ll dG_{\infty} \sqrt{T} \] and \[ \sum_{t=1}^{d} \sqrt{T \bar{v}}_{T,i} \ll dG_{\infty} \sqrt{T}, \] we show the average regret convergence of the proposed AngularGrad in a corollary below.

**Corollary 1.** Let us consider the bounded gradients for function \( f_t \), i.e., \( ||g_{t,\theta}||_{2} \leq G \) and \( ||g_{t,\theta}||_{\infty} \leq G_{\infty}, \theta \in \mathbb{R}^{d} \). The bounded distance is generated by the AngularGrad between any \( \theta_t \), i.e., \( ||\theta_{n}-\theta_{m}||_{2} \leq D \) and \( ||\theta_{n}-\theta_{m}||_{\infty} \leq D_{\infty}, \forall m,n \in \{1, \ldots , T\} \). The following guarantee is shown by AngularGrad \( \forall \theta \geq 1: \)

\[ \frac{R(T)}{T} = \frac{O(1)}{\sqrt{T}}. \] (35)

**Thus,** \( \lim_{T \to \infty} \frac{R(T)}{T} = 0 \).

V. **Empirical Analysis**

The diffGrad [40] optimizer already introduced the difference of gradient-based friction concept for optimization purposes. In order to achieve sharp changes in convergence, we employ another step forward and exploit the benefits of using the angle between two consecutive gradients. To justify our theory, we model the optimization problem as a regression one over three one-dimensional non-convex functions, performing optimization over these functions using SGDM, Adam, diffGrad, AdaBelief, AngularGrad\textsuperscript{cos} and AngularGrad\textsuperscript{tan}.

The three non-convex functions (considered from diffGrad [40]), namely \( F_1, F_2, F_3 \), are as follows:

\[
F_1(x) = \begin{cases} 
(x + 0.3)^2, & \text{for } x \leq 0 \\
(x - 0.2)^2 + 0.05, & \text{for } x > 0
\end{cases}
\] (36)

\[
F_2(x) = \begin{cases} 
-40x - 35.15, & \text{for } x \leq -0.9 \\
x^3 + x \sin(8x) + 0.85 & \text{for } x > -0.9
\end{cases}
\] (37)

\[
F_3(x) = \begin{cases} 
x^2, & \text{for } x \leq -0.5 \\
0.75 + x, & \text{for } -0.5 < x \leq -0.4 \\
-7x/8, & \text{for } -0.4 < x \leq 0 \\
7x/8, & \text{for } 0 < x \leq 0.4 \\
0.75 - x, & \text{for } 0.4 < x \leq 0.5 \\
x^2, & \text{for } 0.5 < x
\end{cases}
\] (38)

where \( x \in (\infty, -\infty) \) is the input. Fig. 2 depicts the functions \( F_1 \) (first row), \( F_2 \) (second row), and \( F_3 \) (third row) as \( x \in (-1, +1) \). The function \( F_1 \) has one local minimum, while \( F_2 \) and \( F_3 \) have two local minima. All the optimizers in the experiment share the following settings: the decay rates of first and second order moments \( (\beta_{1,2}) \) are 0.95 and 0.999; the first and second order moments \( (m,v) \) are initialized to 0; the learning rate \( \alpha \) is 0.1, and the parameter \( \theta \) is initialized to -1. The previous gradient for the 1\textsuperscript{st} step \( (g_0) \) is 0. All the optimizers are run for 300 iterations. The regression loss and the parameter value \( \theta \) are recorded for the analysis.

Moreover, the first column provides the function shapes, while the second and third columns indicate the regression loss vs. the number of iterations and the number of parameters vs. the number of iterations, respectively. For \( F_1(x) \), Fig. 2(c) clearly shows that Adam and AdaBelief overshoots the global minimum at \( \theta = -0.3 \) due to the high momentum gained, and finally converges at \( \theta = 0.2 \). Neither of them are able to accumulate the zero loss, which is resolved in the case of SGDM, diffGrad, AngularGrad\textsuperscript{cos} and AngularGrad\textsuperscript{tan}.

The justification brings forward the introduction of the angular coefficient \( \phi \) and its advantages, as described by the theorems presented in previous sections in the sense of reducing the zigzagging nature (i.e., the noise) of the curve while reaching towards the global minimum. Thus, it avoids overshooting. A similar behavior is also depicted in Figs. 2(e) and 2(f) for \( F_2(x) \) where not only Adam but also SGD are not able to accumulate zero loss. Finally, in Figs. 2(h) and 2(i) for \( F_3(x) \), we observe that all the optimizers lead to nearly zero loss and are successfully able to avoid being trapped in local minima and reach the global minimum. However, the oscillations of AngularGrad\textsuperscript{cos} and AngularGrad\textsuperscript{tan} are smaller near the global minimum. Thus, they achieve a more precise convergence. In summary, the empirical analysis clearly reveals that, among the aforementioned functions, AngularGrad\textsuperscript{cos} and AngularGrad\textsuperscript{tan} do not get stuck into local minima and converge to the global minimum much faster when compared to other competing optimizers.

VI. **Experimental Results**

A. **Experimental Settings**

Extensive experiments have been conducted in order to test the behavior and validate the performance of the newly proposed AngularGrad optimizer. The conducted experiments are briefly summarized below:

- The first experiment studies and analyzes the behavior of the proposed optimization algorithm when dealing with a challenging benchmark function, with the aim of understanding the potentials of the proposed optimization method. In this sense, the proposed algorithm has been evaluated on Rosenbrock function.

- The second experiment tackles a classification task, evaluating the performance of the proposed optimizer over several CNNs and compares the obtained results in terms of overall accuracy (OA) with other well-known optimizers. In this sense, CIFAR10 and CIFAR100 [48] data sets have been taken into account.

- The third experiment delves into the problem of classification, comparing the performance of our optimizer against some other widely-used optimizers on a challenging Mini-ImageNet data set [49]. In this sense, six different deep architectures have been tested, in particular the ResNet18, ResNet50 and ResNet101 models as well as their weight-standardised counterparts [50], i.e. ResNet18ws, ResNet50ws and ResNet101ws, respectively.
- The fourth experiment extends the classification problem, testing the proposed optimizer over the popular classification benchmark of ImageNet [48], drawing a comparison between the proposed AngularGrad and the results obtained by others optimizers such as AdaBelief and MSV AG [47], SGDM, AdaBound, Yogi, Adam, and AdamW [51], and RAdam [46].

- The fifth experiment explores the performance of the proposed method in the task of fine-grained classification, evaluating its skills when distinguishing subordinate categories within entry level categories. Four fine-grained image classification data sets have been considered (Stanford Cars [52], Stanford Dogs [53], FGVC Aircraft [54] and CUB-200-2011 [55]), with different optimizers using ResNet50 model for comparison purposes.

- The sixth experiment visualizes the effects of using different optimizers on the network architecture, using the ResNet50 model as a baseline and the Mini-Imagenet data set. Specifically, we visualize the 3D loss landscape trajectory resulting from different optimizers to analyze uniformity.

B. Results and Analysis

1) Convergence analysis on Rosenbrock function: Rosenbrock function (also called Valley function) [56] is a widely used unimodal-problem for testing gradient-based optimization algorithms. The continuous $N$-dimensional Rosenbrock function contains only one global minimum, which lies in a narrow-parabolic valley defined as follows:

$$f(x) = f(x_1, \ldots, x_N) = \sum_{i=1}^{N-1} \left[ b \left( x_{i+1}^2 - x_i^2 \right)^2 + (a - x_i)^2 \right]$$

where $x = [x_1, x_2, \ldots, x_N] \in \mathbb{R}^N$ defines the inputs with the positive integer $N$, while $a$ and $b$ are two constant hyperparameters which are usually set to $a = 1$ and $b = 100$. Moreover, the function is usually evaluated on the hypercubes $x_i \in [-5, 10]$ and $x_i \in [-2.048, 2.048]$. $\forall i \in [1, N]$. In this sense, although finding the valley is quite simple, converging to the global minimum is pretty difficult when $a \neq 0$ (trivial case, where the function is symmetric). As we can observe, this function has a global minimum at $f(x') = 0$, where $x' = (1, \ldots, 1) \in \mathbb{R}^N$.

To evaluate the convergence path, we have tested both the proposed AngularGrad optimizer along with different widely used optimization algorithms using the popular benchmark test function for comparative purposes. Particularly, SGD, RMSprop, Adam, AdamW, diffGrad, AdaBelief AngularGrad$^{cos}$ and AngularGrad$^{tan}$ have been considered.

In this sense, Fig. 3 provides the obtained results for Rosenbrock function. As we can observe, SGD and RMSprop are unable to reach the global minimum, while their path follows a strong and unparalleled zigzagging trajectory. The remainder algorithms are able to reach the global minimum. Notwithstanding, the trajectories of Adam and diffGrad are very noisy again. In this regard, AdamW, AngularGrad$^{tan}$ and AngularGrad$^{cos}$ have relatively smooth and uniform tra-
The learning rate scheduler divides the learning rate by 10 in the 80th epoch. ϵ = 1 and momentum γ = 0.9, algorithms have been implemented with µ = 0.9. Furthermore, data augmentation has been applied. The obtained results have been compared in terms of OA, where the mean and standard deviation (μ ± σ) measurements have been obtained from 5 runs with random initialization of the network weights for all the well-known optimization methods. Tables I and II evaluate the classification results on CIFAR10 and CIFAR100 data sets: To conduct the image classification task on CIFAR10 and CIFAR100, the performance of the proposed optimizer is evaluated with eight deep CNN models, i.e., VGG16 [29], ResNet18 [14], ResNet34 [14], ResNet50 [14], ResNet101 [14], ResNeXt29 [30], DLA [57] and DenseNet121 [15]. The results are compared with several optimization methods. The ob-
jectory, reaching a solution near to the global minimum, while AdaBelief is noisier than other three optimization methods.

2) Classification results on CIFAR10 and CIFAR100 data sets: To conduct the image classification task on CIFAR10 and CIFAR100, the performance of the proposed optimizer is evaluated with eight deep CNN models, i.e., VGG16 [29], ResNet18 [14], ResNet34 [14], ResNet50 [14], ResNet101 [14], ResNeXt29 [30], DLA [57] and DenseNet121 [15]. The results are compared with several optimization methods. In particular, SGDM has been implemented with learning rate µ = 0.01 and momentum γ = 0.9, RMSprop with µ = 1e−3, smoothing constant α = 0.99 and numerical stabilizer ϵ = 1e−8, while the other optimization algorithms have been implemented with µ = 1e−3, β1 = 0.9, β2 = 0.999, ϵ = 1e−8. All of them have weight decay W D = 0.0. Furthermore, the learning rate scheduler divides the learning rate by 10 in the 80th epoch.

### Table I

| Optimizer | VGG16 | ResNet18 | ResNet34 | ResNet50 | ResNet101 | ResNeXt29 | DLA | DenseNet121 |
|-----------|-------|---------|---------|---------|----------|-----------|-----|-------------|
| SGDM      | 92.45 (0.09) | 93.23 (0.14) | 93.42 (0.13) | 93.40 (0.19) | 92.92 (0.05) | 93.55 (0.11) | 93.39 (0.14) | 93.73 (0.09) |
| RMSprop   | 92.35 (0.18) | 92.85 (0.08) | 93.51 (0.18) | 93.77 (0.11) | 93.25 (0.12) | 93.09 (0.14) | 93.74 (0.11) |
| Adam      | 92.74 (0.07) | 93.65 (0.21) | 94.09 (0.18) | 93.93 (0.10) | 94.26 (0.07) | 93.46 (0.12) | 93.59 (0.14) | 94.15 (0.08) |
| AdamW     | 92.70 (0.12) | 93.74 (0.08) | 94.04 (0.15) | 94.12 (0.12) | 94.16 (0.18) | 93.58 (0.13) | 93.71 (0.20) | 94.20 (0.15) |
| DiffGrad  | 92.61 (0.05) | 93.70 (0.06) | 93.86 (0.23) | 93.88 (0.15) | 94.28 (0.23) | 93.50 (0.19) | 93.47 (0.26) | 94.10 (0.13) |
| AdaBelief | 92.65 (0.11) | 93.51 (0.13) | 93.83 (0.16) | 94.12 (0.14) | 93.83 (0.16) | 93.71 (0.10) | 94.15 (0.21) |
| AngularGrad tan | 92.87 (0.17) | 93.74 (0.12) | 94.06 (0.07) | 94.22 (0.16) | 94.22 (0.27) | 93.97 (0.14) | 94.47 (0.15) |
| AngularGrad tan | 92.76 (0.14) | 93.74 (0.12) | 94.06 (0.07) | 94.22 (0.16) | 93.98 (0.16) | 93.83 (0.16) | 94.43 (0.10) |

### Table II

| Optimizer | VGG16 | ResNet18 | ResNet34 | ResNet50 | ResNet101 | ResNeXt29 | DLA | DenseNet121 |
|-----------|-------|---------|---------|---------|----------|-----------|-----|-------------|
| SGDM      | 69.80 (0.22) | 73.15 (0.29) | 73.20 (0.23) | 73.79 (0.29) | 72.70 (0.51) | 75.88 (0.25) | 73.96 (0.25) | 74.90 (0.14) |
| RMSprop   | 66.05 (0.63) | 70.02 (0.36) | 70.25 (0.58) | 70.97 (0.69) | 72.26 (0.85) | 71.58 (0.74) | 69.38 (1.16) | 72.33 (0.35) |
| Adam      | 67.91 (0.19) | 71.73 (0.22) | 72.20 (0.21) | 73.83 (0.34) | 74.89 (0.29) | 73.16 (0.53) | 71.40 (0.47) | 74.45 (0.25) |
| AdamW     | 67.78 (0.36) | 71.89 (0.27) | 72.26 (0.39) | 73.72 (0.47) | 75.45 (0.43) | 73.54 (0.34) | 71.75 (0.40) | 74.53 (0.32) |
| DiffGrad  | 67.68 (0.24) | 71.56 (0.13) | 72.17 (0.27) | 73.80 (0.44) | 74.90 (0.72) | 73.22 (0.55) | 71.73 (0.09) | 74.42 (0.37) |
| AdaBelief | 69.43 (0.28) | 73.02 (0.21) | 73.12 (0.29) | 75.17 (0.27) | 75.72 (0.17) | 75.94 (0.29) | 73.94 (0.30) | 75.51 (0.21) |
| AngularGrad tan | 69.12 (0.17) | 72.90 (0.20) | 73.42 (0.18) | 75.67 (0.29) | 75.66 (0.21) | 75.41 (0.49) | 73.26 (0.16) | 75.55 (0.21) |
| AngularGrad tan | 69.05 (0.20) | 73.23 (0.27) | 73.62 (0.26) | 75.52 (0.07) | 75.54 (0.23) | 75.56 (0.19) | 73.34 (0.17) | 75.52 (0.10) |

On the one hand, focusing on CIFAR10 dataset, Table I demonstrates the superiority of the proposed method in all networks evaluated. Indeed, proposed AngularGrad are evaluated with ϵ = 1e-8, W D = 0.0 and µ=1e-3.
AngularGrad\textsuperscript{tan} achieve the best and second best OA result in almost all networks. On the other hand, focusing on CIFAR100 dataset, it can be observed from Table II that the proposed AngularGrad optimization algorithms generally outperforms the OA results obtained by the other optimization methods in almost all deep networks. Particularly, both AngularGrad-based optimizers reach the best OA in ResNet18, ResNet34, ResNet50 and DenseNet121, whilst in ResNet101 AngularGrad\textsuperscript{cos} obtains the second best OA result. In the rest of the neural networks (i.e., VGG16, ResNeXt29 and DLA), we can observe that, although the OAs obtained by the proposed method are slightly lower, the difference between them and the best OA is very small. For instance, in VGG16, the AngularGrad is quite close to SGD and AdaBelief, whilst the rest of the optimization methods (Adam, AdamW, DiffGrad and RMSprop) are at least two points behind the best OA. A similar situation is found in ResNeXt29 and DLA, where the proposed methods are pretty close to the best OA reached by AdaBelief and SGD, respectively.

That means the performance of AngularGrad algorithms are in line with the best optimization methods, matching those classification results achieved by the current state-of-the-art algorithms. Also, it is worth noting that the proposed methods improve the results of the different adaptive methods, achieving not only a comparative accuracy with diffGrad and AdamW, but outperforming it by far in most cases, for instance.

From Figs. 4 and 5, we can see that the proposed methods achieve faster convergence with minimum variations ($\pm \mu$). In this sense, AngularGrad algorithms achieve better classification accuracy as compared to adaptive methods, such as Adam or diffGrad. Our experimental validation reveals both faster and smoother convergence and generalization power of the proposed AngularGrad optimizer.

3) Classification results on Mini-ImageNet: To further validate the AngularGrad optimizer, we retrain all the well-known deep architectures with different optimization methods on the Mini-ImageNet data set [49]. This data set is extracted from ImageNet set [58], it comprises 100 different categories or classes, where each one is composed of 600 images. Inspired by some previous works [59], [60], [33], 500 images have been randomly selected for training purposes, while the remaining 100 images are used for testing. As a result, we employ a training and testing sets of 50k and 10k images, respectively to study the performance of the proposed optimizer.

Table III reports the mean OAs from 5 runs (with random initialization of the network weights) for all the optimizers, evaluated on the considered data set. Indeed, the proposed AngularGrad and the other optimizers (SGDM, RMSprop, Adam, AdamW, diffGrad and AdaBelief) are evaluated with the same settings as those described in the first experiment. The learning rate scheduler divides the learning rate by 10 in the 80th epoch. Again, data augmentation is applied\textsuperscript{5}. It can be observed that AngularGrad\textsuperscript{tan} and AngularGrad\textsuperscript{cos} achieve the best accuracy results in all the deep models on which it has been run. Moreover, proposed algorithms generally exhibit a smaller standard deviation than the other optimization methods, where AngularGrad\textsuperscript{tan} usually provides slightly better OA than AngularGrad\textsuperscript{cos} as both achieve closer performance, which reduces the generalization gap between the two proposed optimization algorithms. The proposed methods outperform not only the widely-used SGD method but also the other considered adaptive methods. Graphically speaking, Fig. 6(a)-(f) illustrates the faster and smoother convergence (with minimum variation achieved step-size) for the proposed algorithms as compared to the other considered

\textsuperscript{5}Images have been resized from $84 \times 84$ to $224 \times 224$ pixels and then flipped horizontally with probability of 50%
Fig. 6. Graphical visualization of the OA evolution achieved by the proposed optimization algorithms AngularGrad\(^{tan}\) and AngularGrad\(^{cos}\) on the Mini-ImageNet data set, which have been compared against SGDM, RMSprop, Adam, AdamW, diffGrad and AdaBelief, implementing different deep architectures, in particular: (a) ResNet18, (b) ResNet50, (c) ResNet101 and their weight-standardised counterparts, i.e. (d) ResNet18ws, (e) ResNet50ws and (f) ResNet101ws, respectively.

**TABLE III**

RESULTS (\(\mu \pm \sigma\)) ON THE MINI-IMAGENET DATA SET IN TERMS OF OVERALL ACCURACY AND STANDARD DEVIATION. ResNet18, ResNet50, ResNet101 and their weight-standardised counterparts (ResNet18ws, ResNet50ws and ResNet101ws) have been considered.

| Model   | SGDM     | RMSprop  | Adam    | AdamW   | diffGrad | AdaBelief | AngularGrad\(^{tan}\) | AngularGrad\(^{cos}\) |
|---------|----------|----------|---------|---------|----------|-----------|------------------------|------------------------|
| ResNet18| 65.11 (0.36) | 63.89 (0.33) | 64.93 (0.24) | 65.21 (0.36) | 64.93 (0.30) | 65.70 (0.10) | 65.72 (0.23) | 65.54 (0.10) |
| ResNet50| 65.33 (0.43) | 65.52 (0.54) | 66.91 (0.62) | 67.34 (0.33) | 66.93 (0.40) | 66.61 (0.19) | 68.15 (0.10) | 68.40 (0.19) |
| ResNet101| 64.37 (0.38) | 66.5 (0.44) | 68.42 (0.37) | 68.86 (0.43) | 68.68 (0.38) | 67.97 (0.47) | 69.29 (0.22) | 69.28 (0.22) |
| ResNet18-WS| 65.46 (0.10) | 65.28 (0.31) | 66.04 (0.27) | 66.63 (0.37) | 66.22 (0.07) | 66.40 (0.20) | 66.80 (0.21) | 66.64 (0.23) |
| ResNet50-WS| 65.66 (0.27) | 67.65 (0.42) | 68.98 (0.18) | 69.21 (0.33) | 68.89 (0.39) | 67.95 (0.44) | 69.45 (0.17) | 69.41 (0.16) |
| ResNet101-WS| 65.47 (0.31) | 69.07 (0.31) | 69.78 (0.21) | 70.16 (0.25) | 69.82 (0.25) | 68.82 (0.30) | 70.18 (0.33) | 70.31 (0.23) |

Fig. 7. Classification overall accuracy (OA) over the (a) Stanford Cars, (b) FGVC Aircraft and (c) CUB-200-2011 data sets.

methods over ResNet18 (a), ResNet50 (b), ResNet101 (c) and their weight-standardized counterparts (e)-(f).

4) **Classification Results on ImageNet:** To further explore the proposed AngularGrad optimizer on classification tasks, this experiment delves into classification performance through ImageNet dataset [48], [12], using a ResNet-18 classifier. This classification benchmark comprises almost 15 million hand-tagged high-resolution images (concretely 14,197,122 scenes) belonging to 21,841 different categories. This dataset is more challenging to classify as it is more diverse and larger in scale...
Fig. 8. 3D graphical visualization of the Loss obtained on the Mini-Imagenet data set using different optimization algorithms: (a) SGDM, (b) RMSprop, (c) Adam, (d) AdamW, (e) diffGrad, (f) AdaBelief, and the proposed (g) AngularGrad\textsuperscript{Cos} and (h) AngularGrad\textsuperscript{Tan} considering ResNet50 as the deep network architecture.

compared to other classification marks. Following the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) 2012 [58], a subset of ImageNet is considered to conduct the experimentation, i.e., 1.28 million variable-resolution labeled images of 1000 categories have been considered for training. Also, 50,000 labeled images have been used for validation and 100,000 unlabeled images have been considered for testing. Furthermore, images are down-sampled to a fixed resolution of $256 \times 256 \times 3$, and, then cropped to random patches of size $224 \times 224 \times 3$.

By the same token, the proposed AngularGrad optimizer have been set with a learning rate of 0.005 and a weigh decay of 0.01, training with a batch size of 256 samples and 90 epochs. Moreover, the learning rate decay is done in epochs 50 and 70, dividing by 10. Regarding the other optimization methods, and with the aim of conducting a fair comparison, the best configuration of each of the optimized systems has been taken, following previous works to report the best result in the literature [47], [51], [46]. Consequently, configurations of AdaBelief and MSV AG have been provided by Zhuang et al. in [47], SGDM, AdaBound Yogi, and AdamW have been successfully reported by Chen et al. in [51], and RAdam has been studied by Liu et al. in [46]. Finally, the configurations of Adam optimizer given by [51] and [46] are considered, too.

Table IV provides the comparison between the proposed AngularGrad and the other considered optimization methods in terms of accuracy. It is noticeable that the proposed method obtains the best classification result on the ImageNet dataset (which is highlighted in bold), outperforming the SGDM method. Indeed, only AngularGrad (70.25%), SGDM (70.23%) and AdaBelief (which achieves the 70.08% exploiting curvature information) are able to surpass the 70% accuracy, where Adam and MSV AG optimizers provide the lowest accuracies (63.23%-66.54% and 65.99%, respectively). Notwithstanding the accuracy results provided by Yogi (68.28%), AdaBound (68.13%) and AdamW (67.93%), these methods are still hindered by a large generalization gap on the ImageNet dataset. In this context, and in contrast to the other optimization strategies, the trajectory followed by the gradient computed through the proposed AngularGrad method improves the performance of the ResNet-18 classifier on a dataset as complex as the ImageNet benchmark, not only closing the well-known generalization gap between SGDM and the other adaptive methods, but even outperforming SGDM.

5) Fine-grained classification results: The fifth experiment is drawn to test the performance of the proposed optimization algorithm with pre-trained models for fine-grained classification. In this sense, SGDM is implemented with $\mu = 0.1$ and the remaining algorithms with $\mu = 1e-3$. Also, for each optimizer the feature extractor sets its learning rate to $\mu/10$, while the last layer keeps it to $\mu$. Furthermore, the learning rate scheduler divides the learning rate by 10 in the 30th and 50th epochs. Once more, data augmentation is applied. Table V shows the OAs obtained over the test data considered for

Images have been resized to 512×512 pixels and then flipped horizontally with probability of 50%. Also, the image contrast and brightness have been randomly changed. Finally, random cropping is applied to obtain 448×448 input images.
fine-grained image classification. It can be observed from the reported results that both the AngularGrad\(\text{cos}\) and AngularGrad\(\text{tan}\) perform significantly better than all the compared optimizers on these four data sets. However, the performance is slightly improved as compared to SDGM (81.47±0.23 vs. 81.21±0.54) on the CUB data set. Fig. 7(a)-(c) illustrate the faster and smoother OA convergence (with minimum variation) achieved by the proposed optimizer as compared to the other tested methods methods over the Stanford Cars, Stanford Dogs, FGVC Aircraft and CUB-200-2011 data sets.

6) Analysis of Loss Landscape: It is a difficult task to minimize a high-dimensional and non-convex loss function through the training process of DNNs [61], but sometimes it becomes easier in practical scenarios. Generally, SGD [62] is used to find optimal parameter solutions or saddle points where training loss is zero or near-zero, even when both the data and their associated labels are randomly shuffled before training. The training ability of any deep CNN directly or indirectly relies on various factors, including network architecture, activation function, network weight initialization, and most importantly, the choice of the optimizer for the defined network configuration. In order to visualize the effects using different optimizers on the network architecture, the ResNet50 model is trained using SDGM, RMSprop, Adam, AdamW, diffGrad, AdaBelief, and AngularGrad\(\text{cos}\) and AngularGrad\(\text{tan}\) over the Mini-Imagenet data set. A visualization of the 3D loss landscape [63] trajectory of the ResNet50 for different optimizers is shown in Fig. 8. It can be observed that the loss landscapes of SDGM, RMSprop, Adam and AdamW are not completely uniform, i.e., they are more steep in one side and less steep in another side. However, the loss landscapes of diffGrad, AdaBelief, AngularGrad\(\text{cos}\) and AngularGrad\(\text{tan}\) are more or less uniform in shape.

VII. Conclusion

In this paper, we propose a new AngularGrad optimizer that generates an angular coefficient to adaptively control the step size in the convergence process. It exploits gradient angular information between different iterations. To the best of our knowledge, this is the first attempt in the literature to use the angular information of the gradient for optimization purposes. The proposed AngularGrad optimizer operates by considering the angle between two consecutive gradient vectors. The proposed optimizer generates a more accurate step size and achieves faster and smoother convergence. A good generalization shows training stability in complex settings for both image and fine-grained classification tasks. Comprehensive experiments have been conducted in different computer vision tasks with different optimizers and well-known network architectures. The obtained results demonstrate that the newly proposed AngularGrad optimizer improves training efficiency and performance. Further experiments with additional data sets should be conducted to fully validate the aforementioned concluding remarks.
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