Velocity distributions of particles sputtered from supported two-dimensional MoS$_2$ during highly charged ion irradiation
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A key problem in ion-solid interaction is the lack of experimental access to the dynamics of the processes. While it is clear that the mechanisms of interaction and sputtering depend on the kinetic and potential energy (sum of ionization energies) of the projectile, the importance and interplay of the various interaction mechanisms are unknown. Here, we have irradiated substrate-supported (Au, SiO$_2$) monolayers of MoS$_2$ with highly charged xenon ions (HCIs; charge state: 17+ to 40+), extracted the emitted neutral postionized Mo particles in a time-of-flight mass spectrometer, and determined their velocity distributions. We find two main contributions, one at high velocities and a second at lower velocities, and assign them to kinetic and potential effects, respectively. We show that for slow HCIs (5 keV) the interaction mechanisms leading to particle emission by electronic excitation and momentum transfer, respectively, are independent of each other, which is consistent with our atomistic simulations. Our data suggest that the predominant mechanism for potential sputtering is related to electron-phonon coupling, while nonthermal processes do not play a significant role. We anticipate that our work will be a starting point for further experiments and simulations to better understand the interplay of processes arising from $E_{	ext{kin}}$ and $E_{	ext{pot}}$.
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I. INTRODUCTION

Two-dimensional (2D) materials are expected to be the key elements of many novel devices due to their unique mechanical, electronic, and chemical properties. After the first preparation of graphene in 2004 [1], the number of realized 2D structures has increased to several hundred so far [2]. Apart from improving the synthesis [3,4], a main focus in research lays on the processing and modification of the materials towards the realization of devices. One way to influence their properties is by stacking several monolayers and therefore creating van der Waals heterostructures with tunable or synergetic properties [5,6]. In addition, surface structuring methods, such as beams of various energetic particles, have been suggested and successfully applied for defect engineering [7–10].

While ion beams are an established method to structure thin films or 2D materials, with the latter several problems occur. First, the description by classical models is not straightforward. Sputtering and implantation, e.g., are different due to the absence of a three-dimensional (3D) crystal lattice. Further, atoms sputtered from the substrate can cause severe damage to the 2D monolayer on top [11]. This problem can be circumvented, e.g., by using slow highly charged ions (HCIs) with low kinetic energy (in the keV range) and high potential energy (the sum of the ionization energies). These projectiles deposit their energy into the electronic system of the target material near its surface. It has been shown that HCIs in particular can be applied as an efficient tool for pore creation and material modification. For example, pore creation in freestanding MoS$_2$ allows for adjustment of the pore radius by tuning the charge state of the primary HCI [12] and pore creation in insulating fluorinated graphene works equally well [13]. Highly conductive, pristine graphene, on the other hand, has been proven to be very resistant as its high electron mobility prevents pore formation due to electronic excitation [14] and may even work as a protective cover [15].

These examples show that the energy dissipation within the 2D material depends strongly on its electronic and thermal properties. However, while different effects for different ion energies have been recognized before [16], the exact physical mechanisms are still a subject of discussion. Especially for semiconducting and insulating targets with lower electron mobility, the high local perturbation in the electronic system caused by neutralization and deexcitation of the impinging HCI is not well understood. In fact, the proposed models range from Coulomb explosion over thermal spike and defect mediated desorption to nonthermal melting (for a review, see [16]). Although these models differ greatly in terms of their spatial and temporal dynamics, the final state is often similar (some fraction of the 2D target material is missing, for example). This means that with the common postmortem analysis techniques one simply cannot distinguish between the models. This lack of direct experimental access to the mechanisms is a key problem, especially when a specific change in a 2D material, whether freestanding, substrate-supported, or heterostructure, is to be achieved via defect engineering.
To shed light on the ion-solid interaction mechanisms, we therefore take another approach. By means of mass spectrometry we study particle emission from a supported 2D material during HCI irradiation under UHV conditions. By preparing an ultrathin layer of a semiconductor (i.e., a material sensitive to potential sputtering) on top of a gold substrate (not sensitive to potential sputtering) while maintaining a sufficiently large sample size, we effectively decouple the two effects as well as possible. By varying both the charge state and the kinetic energy of the ion as well as the substrate, we can systematically exploit the parameter space to identify and evaluate the individual contributions. In addition, we study the velocity distribution of particles emitted by HCI irradiation and compare molecular dynamics (MD) simulations that have been performed to further our understanding of the experimental findings. In this way we can rule out Coulomb explosion and nonthermal melting to be the dominant processes for HCIs.

II. MATERIALS AND METHODS

A. Sample preparation

As the target material we use monolayer MoS$_2$ which is the prototypical semiconducting 2D material. The MoS$_2$ flakes were grown directly on a 300-nm SiO$_2$/Si substrate by chemical vapor deposition (CVD). To this end, a 1% sodium cholate solution as growth promoter is spin-coated at 4000 rpm for 60 s onto the cleaned (acetone, sonication) SiO$_2$ substrate. A droplet of a saturated solution of ammonium heptamolybdate in deionized water is deposited onto the substrate and then heated for 24 min at 300 °C to form MoO$_3$, providing the molybdenum feedstock. The substrate is placed in the center of a 1-in. CVD tube furnace and 40 mg of solid sulfur (Sigma Aldrich; 99.99%) is placed 15 cm upstream of the substrate in a different heating zone. Growth occurs at atmospheric pressure in a flow of 500 sccm of Ar gas (99.999% purity). The furnace temperature is ramped to 750 °C at a rate of 75 °C/min. While the Mo source and SiO$_2$ growth substrate reach 750 °C, the maximum temperature of the sulfur is 150 °C. After a 19-min growth period, the furnace is opened, and the sample is rapidly cooled to room temperature in 500 sccm flowing Ar. A detailed description of the process and characterization of typical samples can be found in Refs. [17,18].

B. MoS$_2$ transfer

The transfer of MoS$_2$ to the Au substrate was accomplished by spin-coating polymethylmethacrylate (PMMA) onto the as-grown sample, which was then placed in a bath of 0.1 M KOH to slowly etch the SiO$_2$ surface and release the PMMA/MoS$_2$ layer from the substrate. The floating PMMA/MoS$_2$ layer was then transferred into successive water baths for cleaning and finally scooped onto the target substrate. The sample was then dried, and the PMMA was removed with an acetone bath.

C. Irradiation and ToF-SNMS

Highly charged xenon ions were generated in an electron beam ion source (EBIS) commercially available from Dreebit GmbH, Germany. To select and modify the beam parameters (see supporting information for detailed beam characterization) a bending sector magnet and a deceleration section described in Ref. [19] have been used. Due to ion irradiation sputtered sample particles are postionized by an Excimer laser (ExciStar XS by Coherent) with a wavelength of 157 nm. The laser beam is shot parallel to the sample surface with a distance of 1.2 mm and has a beam diameter of 0.21 mm. The ionized particles are extracted into a time-of-flight (ToF) mass spectrometer. This method is called secondary neutrals mass spectrometry (SNMS). We vary the extraction delay between the time of HCI impact and extraction into the spectrometer and probe which particles have reached the laser volume in each case. From every mass spectra the $^{98}$Mo peak was evaluated and is fitted in Figs. 1 and 3 normalized to the number of primary HCIs per pulse (see Appendix B for primary pulse characterization) as a function of the extraction delay. For the measurements with Xe$^{17+}$ and Xe$^{37+}$ at a kinetic energy of 5 keV as well as Xe$^{28+}$ at 260 keV the determined number of ions per pulse had to be corrected after the measurement series. The correction factor is indicated in the corresponding figure. The data shown in Figs. 1, 3, and 4 has been smoothed by Lowess filters with OriginLab 2019b to reduce noise. The description and Fig. 6 in Appendix A give an impression of the non-smoothed data.

D. MD simulations

Empirical potential MD simulations using the LAMMPS package [20] are carried out to model 5 keV Xe ion impact on 2D MoS$_2$ supported by gold substrate. For MoS$_2$ either reactive bond order (REBO) potential [21] or the Stillinger-Weber (SW) potential [22] are used to parametrize the interactions of Mo and S atoms; the results turn out to be qualitatively comparable. The Au(111) substrate is modeled using the embedded atom method potential [23]. van der Waals (vdW) interactions of the 2D material and the substrate are taken into account by Lennard-Jones (LJ) potentials with the parameters fitted to the PBE-vdW calculations given in Table I below.

The interaction with the high energetic ion and interactions at close separations are parametrized by the Ziegler-Biersack-Littmark (ZBL) potential [24] (smooth joining for REBO, SW). The considered model system consists of the 2D material on a 3.5-nm-thick Au(111) substrate. The lateral extension of the simulation box amounts to 18.3×15.8 nm$^2$, which results in simulations comprising 75 k atoms in the simulation box. As in previous studies the impact energy is dissipated by Berendsen thermostats at the boundaries of the simulation box. During the MD run all atoms passing the top boundary region are accounted for together with their velocities. The statistics of the Mo velocity distribution is collected from 1200 ion impacts distributed over 240 impact points which are selected in the irreducible area.

III. RESULTS AND DISCUSSION

For our study we have chosen monolayers of MoS$_2$, as this is the best investigated 2D material apart from graphene. In contrast to graphene, its constituent Mo can be unambiguously detected by our mass spectrometer and the material is thus well suited for our purposes. The experimental setup has
TABLE I. Parameters of the Lennard-Jones (LJ) interatomic potential. For \( r < r_c \), the LJ potential \( V(r) = 4\epsilon[(\sigma/r)^{12} - (\sigma/r)^{6}] \) models the attractive dipole-dipole interaction which keeps the 2D material in place on top of the substrate. The repulsive part of the LJ at close separation is dominated by the Ziegler-Biersack-Littmark potential. The potential parameters were obtained by first-principles simulations, where \( \epsilon \) denotes the interaction strength, \( \sigma \) is the zero-crossing distance of the potential with the minimum being at \( r_{\text{min}} = 2^{1/6}\sigma \), and \( r_c \) defines the cut-off radius.

|       | \( \epsilon \) (meV) | \( \sigma \) (Å) | \( r_c \) (Å) |
|-------|----------------------|-----------------|---------------|
| S-Au  | 4.48                 | 3.264           | 9.5025        |
| Mo-Au | 2.03                 | 2.282           | 8.1850        |

been described in detail elsewhere \cite{19}, and here we will only briefly summarize its main capabilities. Our ultrahigh vacuum setup is based on a reflectron type time-of-flight mass spectrometer, designed to analyze secondary particles emitted during ion irradiation. We use an electron beam ion source to produce bunches of ions with various charge states \( q \) (here between Xe\(^{17+}\) and Xe\(^{40+}\)) and a deceleration/acceleration section to tune the kinetic energy of the ions (here 5 keV and 260 keV). In addition, our setup is equipped with a pulsed excimer laser for postionization of the sputtered particles, since most of them are emitted as neutral particles. By delaying postionization and extraction with respect to the time of impact of the ion pulse on the sample – corresponding to a measurement of time-of-flight mass spectra at different extraction delays – we can obtain mass and velocity distributions of the emitted neutral particles. For the data that we will present in the following, from each spectrum the intensity of the \(^{98}\)Mo mass peak was evaluated and plotted as a function of the extraction delay. The higher the extraction delay of a signal, the lower the velocity at which the associated particle moves away from the sample surface. Note that we obtain the velocity distribution from the flight time distribution and that for a quantitative analysis a very time-consuming optimization of the setup would be required. For the purpose of this paper it is, however, sufficient to analyze the relative numbers and we therefore refrain from plotting absolute velocities except for the comparison with our simulations.

A. Dependence on the potential energy

We begin by presenting and discussing the data obtained in the experiments on irradiation of MoS\(_2\) on Au (see the Materials and Methods section for preparation) with Xe\(^{q+}\) ions at a low kinetic energy of 5 keV. In this case we expect some energy transfer to the sample via nuclear collisions \( E_{\text{kin}}^{\text{nuclear}}(q) \) while there should be almost no electronic contribution \( E_{\text{kin}}^{\text{electronic}}(q) \) due to the low velocity of the ion. By varying the charge state and therefore the potential energy of the ion we change the deposited energy \( E_{\text{dep}}^{\text{pot}}(q) \) which is known to be deposited within the first few layers of the sample material \cite{25,26}.

Figure 1 shows the intensity of emitted neutral Mo particles during the irradiation per primary HCl as a function of the extraction delay of the corresponding mass spectra. The purple curve stands for the irradiation by 5 keV Xe\(^{17+}\) ions, being equivalent to a potential energy of \( E_{\text{pot}}^\text{kin} = 3.0 \) keV, as the lowest charge state used. The measured data of the Mo signal shows one maximum at the extraction delay \( t_{\text{extraction}} \) = (842.9 ± 10.5) ns. As the potential energy is significantly smaller than the kinetic energy, we assume that the latter has the greatest influence on the emission process. We therefore assign the higher velocity Mo particles in the region marked “area I” to the kinetic sputtering process originating from a linear collision cascade \cite{27}. This obviously changes when the contribution of the potential energy increases. The measured signals change significantly with respect to the shape, intensity, and position of the maximum for the charge states \( q \) between 28 and 40. Around the extraction delay of 1.975 \( \mu \)s, a second contribution to the signal develops, which strongly increases with a increasing charge state of the HCl. For the Xe\(^{40+}\) irradiation with a potential energy of \( E_{\text{pot}}^\text{kin} = 38.5 \) keV, which is almost seven times greater than the kinetic energy \( (E_{\text{kin}} = 5 \) keV), this additional contribution dominates the spectrum with its maximum at \( t_{\text{extraction}} = (1684.1 ± 3.2) \) ns, marked as “area II.”

Overall, we observe that an increase in the potential energy of the HCl, and therefore the electronic excitation energy \( E_{\text{pot}}^\text{dep}(q) \) of the sample, clearly enhances the total yield of emitted Mo particles. This effect has been found for 3D materials such as LiF and has been coined potential sputtering \cite{26}. That we can identify a similar process here in a 2D material, underlines the fact that the energy deposition is indeed limited to the very first few layers. In addition, we find that the increase in number of sputtered particles is due to a significant contribution of particles with a lower emission velocity (area II) than those assigned to a kinetic sputter mechanism (area I).
of the projectile. The fit shown in Fig. 2(a) has a slope
\[ m = 5 \times 10^{-3} \text{ keV}^{-1} \]
which indicates a linear dependence of the signal on the potential energy of (5 keV). For the sputtering of supported 2D MoS_2 by slow HCIs, effects indicating for synergistic effects. We therefore conclude that the deposited potential energy has no significant effect on the processes related to kinetic sputtering. There are several possible reasons for this, e.g., (i) the excitation of the target material by the HCI is in general too weak, (ii) the excitation has already decayed, or (iii) is still building up. While electronic excitation is clearly strong enough to sputter particles, we will consider the different timescales of proposed models to describe the interaction of HCIs with solids in the following section.

Next, we will discuss the superlinear behavior observed in area II. In Fig. 2(b) we used a combination of the linear fit determined by fitting the data in Fig. 2(a) and the dependence of pore radius in MoS_2 as a function of potential energy as determined by Kozubek et al. [12]. In this work we used high-resolution scanning transmission electron microscopy to analyze the pore formation in freestanding MoS_2 irradiated by HCI and revealed a linear dependence of both, the pore radius and the efficiency of pore formation, on the potential energy of the HCI [12]. The total pore area as a product of the pore area and efficiency is shown in Fig. 2(b) in blue. Since kinetic sputtering processes driven by elastic collisions of the nuclei are strongly reduced in freestanding samples because of their true 2D nature, we assume that the determined dependence represents exclusively the potential effects. For our sample of substrate-supported MoS_2, we clearly have to account for the substrate-driven kinetic sputtering. The linear fit in Fig. 2(a) that has been transferred to Fig. 2(b), is an attempt to account for exactly this contribution. The sum of kinetic sputtering due to the substrate and potential sputtering measured for a freestanding sample matches the data very well. We find no indications for synergistic effects. We therefore conclude that for the sputtering of supported 2D MoS_2 by slow HCIs, effects from potential sputtering simply add up to those from kinetic sputtering.

Several possible mechanisms for potential sputtering have been suggested. Many of them have originally been applied to describe the electronic excitation of solids via swift heavy ions. In this case, the projectiles are so fast, that the scattering cross section for nuclear collisions is practically zero and the slowing down of particles (stopping) happens via electronic excitations and ionization of target atoms. This is very different from HCIs, but the dominant electronic
excitation and similar irradiation-induced morphologies [16] have led researchers to use the models anyhow.

One possible scenario, the so-called “Coulomb explosion” is a burst of material due to Coulomb repulsion of the positively charged atoms around the point of impact where electrons have been depleted by the HCIs. Multiply charged secondary ions or clusters could thus be an indication of such a Coulomb explosion [28]. Further, mechanistic arguments as well as model calculations predict the emission of rather energetic particles [29], which is in clear contrast to our observations.

Defect-mediated desorption is observed in materials where a self-trapped exciton forms upon irradiation like in alkali halides or in SiO2. In our case, this mechanism seems highly unlikely, as the Au substrate would efficiently quench any excitonic processes (typically no photoluminescence spectroscopy signal is observed from these samples) [18].

Another possibility is the so-called nonthermal melting, describing the destabilization of atomic bonds caused by the direct promotion of electrons from bonding valence band into antibonding conduction band states [30]. This scenario has been intensively discussed to explain laser ablation [31]. In this case, two mechanisms are relevant, again Coulomb explosion as a consequence of the electron emission due to the strong electronic excitation, and the direct emission of atoms from an electronically repulsive state with extremely low, subthermal energies on a subpicosecond timescale. If the latter was dominant, we would expect that the effective contribution from kinetic sputtering (area I) should decrease with increasing potential energy as atoms would be efficiently ejected before the collisional cascade sets in.

Finally, the thermal spike model assumes the dissipation of the electronic energy via energy transfer to the lattice atoms. This is described in terms of a lattice temperature and the typical structural changes can be associated to phase transitions like, e.g., melting [32–34]. The velocity distributions obtained in our experiments indicate a large fraction of particles emitted at energies comparable to thermal emission, which increases with increasing charge state.

**B. Dependence on the kinetic energy**

In the following section we will present and discuss the case where the kinetic energy plays a more dominant role. To this end, we repeated the experiment with faster 260 keV HCIs with the same charge states. As presented in Fig. 3, we observe a shift of the highest intensity towards later extraction delays for the lowest charge state; but again, a strong increase in the intensity with increasing potential energy of the HCIs. We start our analysis again with the lowest charge state (Xe26+,

$E_{\text{pot}} = 9 \text{ keV}$) as the influence of the kinetic energy ($E_{\text{kin}} = 260 \text{ keV}$) can be best observed there. The position of the maximum (black dashed line in Fig. 3) is with 1.35 µs, about 0.55 µs later than for the 5-keV measurement. With a similar charge state, the maximum is shifted towards particles emitted at lower velocities. This means that the velocity distribution already changes independently of the charge state – only because of the higher velocity of the impinging ion. Due to the increased kinetic energy of the projectile, area I can no longer be assigned to the linear cascade regime, but must be attributed to a collisional spike.

Those kinetic interactions are well studied, e.g., Seah showed that the sputter yield of gold by irradiation with Xe projectiles for velocities over 100 keV can be described by adding a spike contribution [35]. Figure 3 also shows that the increase in potential energy clearly leads to an intensity increase. For Xe30+, it starts at around 1750 ns (blue dashed line) with almost the same extraction delay as area II for the Xe 5-keV measurement series. For even higher charge states, the maximum shifts further towards smaller extraction delays, i.e., that while the potential energy still leads to an additional contribution by slower particles, their velocity seems to increase slightly with the charge state of the projectile. This could be due to a synergy effect as the thermal spike overlaps with the collisional spike in time and in space.

**C. Dependence on the substrate**

To further understand the dependence on the kinetic energy of the projectile, we compared the Mo particles sputtered from single-layer (SL) MoS2 transferred onto two different substrates, i.e., gold and silicon dioxide. For each system, the smallest and largest charge state used for $E_{\text{kin}} = 5 \text{ keV}$ and $E_{\text{kin}} = 260 \text{ keV}$ are summarized in Fig. 4. For better comparability and to eliminate the sources of error in the primary ion normalization, Fig. 4 shows the smoothed and area-normalized (0–6 µs) SNMS data set for the Au substrate (a) and the SiO2 substrate (b). Dashed lines represent the smallest and the solid lines the highest charge states. Please
FIG. 4. Area-normalized (0–6 µs) intensity of 98Mo particles emitted from (a) a SL MoS2/Au sample and (b) a SL MoS2/SiO2 sample during bombardment with Xe17+ 260 keV (dashed purple), Xe26+ 260 keV ions (purple), plotting against the extraction delay allows slower and faster particles to be distinguished.

**Note:** While we will focus in the following on the shift in the contribution of slower Mo particles, we want to emphasize that an increase in the energy of the projectile, both kinetic and especially potential, always results in an increase of the Mo yield. This agrees perfectly well with our earlier results on the interaction of HCIs with freestanding MoS2 [12] and with supported hexagonal boron nitride [36].

Figure 4(b) shows that for both kinetic energies the position of the maximum differs significantly for the smallest and the highest charge state. For the charge states Xe17+ 260 keV and Xe26+ 260 keV, the maximum is at an earlier extraction delay (< 1 µs) than for Xe40+ 5 keV and Xe40+ 260 keV (> 2 µs).

In the previous discussion, the positions of the maxima in the velocity distributions were either found in area I or area II. Area I was assigned to the kinetic energy dominating the emission process and area II to the potential energy being most relevant. As already discussed, for the Au substrate [Fig. 4(a)], this clear distinction works well for the Xe 5-keV measurement series. The maxima of the Xe 260-keV measurement series, on the other hand, are found almost at the same extraction delay, which we attributed to the occurrence of a collisional spike in the gold substrate at this kinetic energy. In contrast, for a SiO2 substrate [Fig. 4(b)], the data shows clearly distinct positions of maxima for both charge states at both kinetic energies. From our discussion above, we would thus infer that in SiO2 there is no indication for a collisional spike. Obviously, the nature of the emission processes therefore does not only depend on the kinetic energy but also on the substrate underneath the 2D sample.

Due to the nature of a 2D material this is not so surprising and in agreement with earlier findings. Theoretical simulations show that the substrate can indeed be the key to the modification of a supported 2D material due to sputtering by backscattered ions, sputtered substrate atoms [11], or by, e.g., a change of strain [37]. To compare the two substrates, we carried out calculations with the program Stopping and Range of Ions in Matter (SRIM) [38] for 260-keV Xe ions in a monolayer of MoS2 on a substrate. We find a nuclear stopping power of 5.7 keV/nm for a gold substrate and of 2.59 keV/nm for a SiO2 substrate. The higher efficiency for the transfer of kinetic energy from the ion to the substrate lattice in the case of gold makes it reasonable that we observe the signature of a collisional spike for the gold substrate but not for the SiO2. Remarkably, however, we observe no indication that the contribution from potential sputtering of the monolayer MoS2 is affected by the substrate. In principle, the response of the two substrates, one being a metal and the other an insulator, towards irradiation with HCIs should be fundamentally different [26]. Part of the explanation might be that due to the preparation procedure used here, a layer of intercalated water might be present [18,39]. It could act as a protective coating between the 2D material and its substrate. Nevertheless, we believe the main reason to be the extremely shallow energy deposition, which was just recently again demonstrated by Schwesckta et al., where pore creation via HCI irradiation was achieved with atomic depth precision [15].

In order to better understand the experimental finding of the kinetic energy driven sputtering mechanism at low charge states we carried out MD simulations of 5-keV Xe ion impacts on MoS2 supported by Au(111) substrate. Empirical potential MD accounts for the nuclear stopping of a neutral projectile only and can therefore be used to view the limiting case of neutral projectile impinging on the system of interest. A detailed description of the simulation setup can be found in the Materials and Methods section. Figure 5 displays the extracted kinetic energy distribution of the sputtered Mo atoms in comparison with the experimental data from Fig. 1 transformed into a velocity distribution. The simulations were carried out with two different interaction potentials for the MoS2 sheet, such that strong dependence on the empirical potential can be ruled out. The simulation results show a much broader distribution at higher recoil energies compared to the experimental data for higher charge states. This supports the picture of ejecting fast Mo atoms from ballistic collisions for low charge state and high kinetic energy. With increasing charge state the maximum value of the recoil distribution grows and shifts to lower values – the higher the charge state the more low energy Mo recoils are measured – and disintegration of the MoS2 sheet is dominated by potential sputtering.
IV. CONCLUSIONS

In conclusion, we have succeeded in identifying the mechanisms of material change by HCI irradiation. To do this, we implemented a suitable experimental approach and the distribution of sputtered Mo particles from a MoS$_2$ layer on different substrates was investigated. We could demonstrate that velocity distributions of particles sputtered from 2D materials can be used to differentiate between various sputtering mechanisms.

From our data we find that the potential energy of a HCI leads to the emission of slow neutral particles from the top layer of the sample. At low kinetic energies, i.e., smaller or comparable to the potential energy, this contribution increases continuously with increasing potential energy. In this regime, there are no significant contributions from either very fast or from ultraslow particles, leading us to rule out Coulomb explosion or nonthermal melting to be the dominant mechanisms. Both take place on ultrashort timescales and would thus lead to particle emission before the collision cascade due to kinetic processes reaches the surface again. However, as our sample material is ultrathin, we would no longer be able to detect the signature of the slower processes, if a significant amount of material had been emitted.

The thermal energies of the emitted atoms point instead towards a mechanism that transfers potential energy from the HCI to the lattice predominantly via electron-phonon coupling. At higher kinetic energies, i.e., a factor of 5 or more in comparison to the potential energy, this fraction can still be identified, but is complemented by a second contribution, which in the case of gold we attribute to the ion induced collisional spike. The two mechanisms are clearly separable and appear to occur independently of each other. These experimental findings are consistent with the results of our atomistic simulations. While our data seems to be in accordance with the corresponding effects simply adding up, synergistic effects are nevertheless still possible, as both mechanisms occur on similar time- and length scales.

Our findings have direct implications for defect engineering of 2D materials. Because the pore creation in 2D materials with HCI proceeds via electron-phonon coupling, the actual pore size, e.g., should depend on the melting temperature of the respective material and should in addition be further tunable by controlling the sample temperature.
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APPENDIX A: EXPERIMENTAL/EVALUATION DETAILS

Experimental procedures and characterization data for the irradiation and a detailed description of the evaluation of the results are as follows.

To observe the influence of the potential energy, the potential energy $E_{\text{pot}}$ is varied from $E_{\text{pot}} = 2.996$ keV ($q = 17^+$) to $E_{\text{pot}} = 38.518$ keV ($q = 40^+$). Here, the charge states ($q = 17^+$ purple to $40^+$ dark red) are chosen to have equidistant potential energy distances of just under $E_{\text{pot}} = 9$ keV. Only the measurement point at $E_{\text{pot}} = 15.397$ keV ($q = 30^+$) is not equidistant to the other measurement points. However, after the first evaluations, it has been decided to include a measurement between $q = 28^+$ and $q = 33^+$. The chronological

FIG. 6. SNMS data sets of a SL MoS$_2$/Au sample during bombardment with Xe$^{q+}$ 5-keV ions. The signal is plotted per primary ion over the determined extraction delay. Dark-gray background is the half-width of the broadest primary ion pulse used in this experiment. The lines between the data points are for clarity.
measurement sequence was deliberately randomized, which means that the different charge states were not measured in ascending or descending order. This ensures that there is no systematic error due to the order of the measurements between the individual charge states. In Fig. 6, the SNMS signal of the $^{98}$Mo isotope normalized to the number of respective primary ions is plotted against the extraction delay of the corresponding spectrum. For the extraction delay, the measured hydrogen signals are evaluated and the extraction delay $t = 0$ is determined. The determined half-value widths from the hydrogen signals as well as the primary ion numbers per pulse are given in Table II. In Fig. 6, the half-width around the extraction delay $t = 0$ ns of the broadest hydrogen signal measured in this experiment (FWHM = 425 ± 62 ns) is plotted with a dark-gray background, which results from the convolution of the primary ion pulse and the velocity distribution of the atomized hydrogen ions. This is to visually illustrate when the last primary ion triggers a sputtering process in the material. The different potential energies of the primary ions are color-coded from purple (lowest) to dark red (highest). Each measurement point is the integration of the $^{98}$Mo isotope SNMS signal at the corresponding extraction delay divided by the number of primary ions. The lines between the measuring points are only for clarity. Based on the fluctuations in the raw data in Fig. 6, it can be assumed that the measurement signal is strongly dependent on the stability of the primary ion current. Especially for highly charged and slow ions with very small ion currents (100 fA), fluctuations in the voltages of, e.g., the EBIS ion source or the lens system for deceleration and focusing, etc., can lead to the primary ion pulse not always hitting the sample system with exactly the same number of particles. This in turn leads to the measurement signal becoming noisy. To counteract this and present the measurement data more clearly, the graphs are smoothed using a Lowess filter with OriginLab 2019b. Comparing the signal intensities in general, it is noticeable that for the Xe$^{37+}$ measurement series, the entire graph is below Xe$^{33+}$ and even below Xe$^{28+}$ and Xe$^{30+}$ at the beginning. As mentioned before, the signal height is significantly influenced by the primary ion number normalization. No current control is performed during the measurement, but before and after the series of measurements for all charge states. Therefore, it cannot be guaranteed that the previously determined ion current is also present during the measurement. In principle, it can be expected that with an increase of the charge state more energy is available for interaction, so that the intensity may at least not become smaller than with lower charge states. For this reason, the measured data for Xe$^{37+}$ are multiplied by a factor of 2.1 so that the signal height is in the range I between Xe$^{33+}$ and Xe$^{40+}$. A fit for Xe$^{17+}$ is weighted by a factor of 3.0. Care is taken to ensure that at no time is the signal height of the Xe$^{17+}$ measurement greater than in any other measurement. Thus, in addition to smoothing, the measured data are weighted by a factor of 2.1 for Xe$^{57+}$ and by a factor of 3.0 for Xe$^{17+}$. Figure 1 in the main paper shows these changes.

The normalization to the extraction delay $t = 0$ ns was done by measuring the signal of the fastest particles (here, hydrogen atoms). A detailed explanation of this, as well as the transformation into a velocity distribution for Fig. 5, can be found in Ref. [19].

### APPENDIX B: ION BEAM PARAMETERS

In Tables II and III we collected the beam pulse parameters for all the beams that have been used. The number of primary ions has been measured with a Faraday cup before irradiation. A maximum deviation of 10% has been assumed as the error. The full width at half maximum of the pulse has been determined by a Gaussian fit before irradiation. A maximum deviation of 10% has been assumed as the error. The full width at half maximum of the pulse has been determined by a Gaussian fit of the hydrogen signal of every measurement. This method is explained further in Ref. [19].

---

**TABLE II. Ion pulse parameters for the $E_{kin} = 5 \text{ keV}$ irradiation.**

| Ion            | $E_{pot}$ (keV) | Ions per pulse | Pulse width (ns) |
|----------------|----------------|----------------|------------------|
| Xe$^{37+}$    | 2.996          | 4772±447.2     | 192±10           |
| Xe$^{28+}$    | 12.001         | 1203±120.3     | 257±25           |
| Xe$^{30+}$    | 15.397         | 998±99.8       | 390±53           |
| Xe$^{33+}$    | 21.165         | 1040±104       | 400±51           |
| Xe$^{37+}$    | 30.343         | 674±67.4       | 410±48           |
| Xe$^{40+}$    | 38.518         | 561±56.1       | 425±62           |

**TABLE III. Ion pulse parameters for the $E_{kin} = 260 \text{ keV}$ irradiation.**

| Ion            | $E_{pot}$ (keV) | Ions per pulse | Pulse width (ns) |
|----------------|----------------|----------------|------------------|
| Xe$^{28+}$    | 2.996          | 4772±447.2     | 192±10           |
| Xe$^{28+}$    | 12.001         | 1203±120.3     | 257±25           |
| Xe$^{30+}$    | 15.397         | 998±99.8       | 390±53           |
| Xe$^{31+}$    | 21.165         | 1040±104       | 400±51           |
| Xe$^{37+}$    | 30.343         | 674±67.4       | 410±48           |
| Xe$^{40+}$    | 38.518         | 561±56.1       | 425±62           |

---
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