Selberg Supertrace Formula for Super Riemann Surfaces III: Bordered Super Riemann Surfaces

by

Christian Grosche

Scuola Internazionale Superiore di Studi Avanzati
International School for Advanced Studies
Via Beirut 4
34014 Trieste, Miramare, Italy

Abstract
This paper is the third in a sequel to develop a super-analogue of the classical Selberg trace formula, the Selberg supertrace formula. It deals with bordered super Riemann surfaces. The theory of bordered super Riemann surfaces is outlined, and the corresponding Selberg supertrace formula is developed. The analytic properties of the Selberg super zeta-functions on bordered super Riemann surfaces are discussed, and super-determinants of Dirac-Laplace operators on bordered super Riemann surfaces are calculated in terms of Selberg super zeta-functions.
I. Introduction

It took a long time before physicists acknowledged the true value of the Selberg trace formula as introduced by A.Selberg in his famous paper [63]. The original attempt of Selberg to formulate his trace formula was based on number theoretical considerations, and in fact, there is a close relation between the areas of analytic number theory, eigenvalues of Laplacians on Riemann surfaces, and the Selberg trace formula (see e.g. [37, 64]), and in particular Selberg was interested to study the analytic properties of a function closely related to the trace formula, the Selberg zeta-function.

Physicists, however, have other objectives: they want to learn something about the spectrum of a model, or they want to calculate determinants, say. The latter approach to the use of the Selberg trace formula appears in the quantum field theory on Riemann surfaces, i.e. in the Polyakov approach [19-22, 56, 57] to (bosonic-, fermionic- and super-) string theory. In the perturbation expansion of the Polyakov path integral one is left with a summation over all topologies of world sheets a string can sweep out, and an integral over the moduli space of Riemann surfaces. This picture is true for bosonic strings (BS) as well as for fermionic strings (FS). The partition function turns out to be for open as well as closed bosonic strings corresponding to a topology without conformal Killing vectors (Blau and Clements [10], and D’Hoker and Phong [19, 22])

\[ Z_{0}^{(BS)}(g) = \sum \int d\mu WP [\text{det}(P_{1}^{\dagger}P_{1})]^{1/2} (\text{det} \Delta_{0})^{-D/2}. \]  

(1.1)

\( P_{1} \) and \( \Delta_{0} \) are the symmetrized traceless covariant derivative and scalar Laplacian with Dirichlet boundary-conditions, respectively, and \( d\mu WP \) denotes the Weil-Petersen measure. \( D \) denotes the critical dimension which equals 26 for the bosonic string. For the fermionic, respectively the super-string all quantities have to be replaced by their appropriate super case, and the critical dimension \( D = 10 \).

The calculation of (super-) determinants of Laplacians on closed Riemann surfaces is due to several authors. Mainly two approaches must be mentioned, firstly the evaluation of these determinants in terms of Selberg zeta-functions, e.g. Baranov, Manin et al. [4-7], Bolte and Steiner [13], D’Hoker and Phong [20, 22], Efrat [24], Ref.[33], Gilbert [27], Namazie and Rajjev [51], Steiner [66], and Voros [73]; and secondly in terms of the period matrix and theta-functions, the most important are Alvarez-Gaumé et al. [2] and Manin [45]. Formal as these results may be, the expressions in terms of Selberg zeta-functions provide tools to investigate the convergence, respectively divergence properties of the string path integral à la Polyakov, hence non-perturbative statements are possible. In the bosonic string theory, this approach enabled Gross and Periwal [36] to show that the perturbation expansion for the closed bosonic string is not Borel-summable, and hence not finite; this statement can be easily generalized to open bosonic strings [12]. In the fermionic string theory a better asymptotic behaviour is expected, however, due to the almost unknown structure of the corresponding super moduli space, the arguing of Gross and Periwal cannot be taken over in an obvious way.

In the perturbation expansion of the bosonic string the classical Selberg trace formula could be applied in a straightforward way; the perturbation theory of the fermionic string [21, 22] required the devolving of a super-analogue of the classical Selberg trace formula, i.e. the Selberg supertrace formula. Here Baranov, Manin et al. [4-7] originally started this business, and it was further developed by Aoki [3] and in Refs.[33, 34], and see [35] for a short review of some recent results.
It was mainly the closed string theory that was dealt with and for which the whole perturbation theory for scattering amplitudes was developed quite comprehensively. The case of the open bosonic, respectively open fermionic string, starting with the pioneering work of Alvarez [1], took somewhat longer and seems until now not such as good developed as the former.

Contributions along the lines of the Polyakov path integral approach for the open string theory are due to e.g. Blau et al. [10, 11], Bolte and Grosche [12], Bolte and Steiner [14], Burgess and Morris [15], Carlip [16], Dunbar [23], Jaskolski [41], Luckock [44], Martín-Delgado and Mittelbrunn [46], Ohndorf [53], Rodrigues et al. [17, 59, 60], and Wu [74].

Of course, while dealing with open strings one has to distinguish Dirichlet and Neumann boundary-conditions, respectively. Here again we have two possibilities to express determinants either by the period-matrix, or by appropriate chosen Selberg zeta-functions for the corresponding Dirichlet or Neumann boundary-condition problems. The former was discussed by Burgess and Morris [15], Dunbar [23], Losev [43], Luckock [44], Martín-Delgado and Mittelbrunn [46], Rodrigues and Van Tander [60] (in particular to give explicit expression on the one-loop level), and Mozorov and Rosly [50] for multiloop expressions. The latter case was approached by Refs.[10-12, 14].

In particular all the cited authors could derive relations between the determinants \( \det \Delta^{(D)}_\Sigma \) and \( \det' \Delta^{(N)}_\Sigma \) corresponding to Dirichlet and Neumann boundary-conditions on the bordered Riemann surface \( \Sigma \) on the one hand, and the determinant of the scalar Laplacian \( \det \Delta^{(D)}_\Sigma \) for the doubled (closed) Riemann surfaces \( \hat{\Sigma} \) on the other, i.e. (the prime denotes the omission of possible zero-modes)

\[
\det \Delta^{(D)}_\Sigma \cdot \det' \Delta^{(N)}_\Sigma = \det' \Delta^{(D)}_{\hat{\Sigma}}.
\] (1.2)

Whereas all this deals only with the bosonic string with boundaries, the case of the incorporation of spin-structures and fermionic strings with boundaries seems quite poorly developed.

The Selberg trace formula for bordered Riemann surfaces does exist and almost the entire theory is due to Venkov [70-72], including particular cases [69]. Independently, later on the Selberg trace formula for bordered Riemann surfaces was discussed by Blau and Clements [10], Bolte and Grosche [12] and Bolte and Steiner [14].

Let us assume that the generating functional in the theory of the open fermionic string can also be expressed as [21, 22]

\[
Z^{(FS)}_0 = \sum_g \int d\mu_{WP}[s\det(P_1^\dagger P_1)]^{1/2}(s\det' \square)^{-5/2},
\] (1.3)

where \( P_1 \) and \( \square \) are the super-analogues of the symmetrized traceless covariant derivative and scalar Dirac-Laplace operator with Dirichlet boundary-conditions, respectively, and \( d\mu_{WP} \) denotes the super Weil-Petersen measure. In order to deal with the vector Dirac-Laplace operator \( P_1^\dagger P_1 \) the incorporation of \( m \)-weighted super automorphic forms into the formalism is required.
The development of the fermionic string, respectively the super-string model [29-32,62] was enormously boosted by the discovery of particular anomaly-free properties of certain gauge groups by Green and Schwarz [31]. In two previous publications, hereafter denoted as I [33], and II [34], respectively, I have already discussed various aspects of the Selberg supertrace formula on super Riemann surfaces. In Ref.[33] the Selberg supertrace formula for hyperbolic conjugacy classes was developed in full detail, including an analysis of the properties of the Selberg super zeta-functions and super-determinants of Dirac-Laplace operators on Super Riemann surfaces in order to discuss the fermionic string integrand in the Polyakov path integral properly. In Ref.[34], I continued these studies by the incorporation of elliptic and parabolic conjugacy classes. However, to complete a comprehensive development of the Selberg supertrace formula, bordered super Riemann surfaces must be included in the discussion. Bordered super Riemann surfaces, of course, occur for open (fermionic- and super-) strings (in the case of super-strings, so called type I super strings with the O(32) gauge group).

The further contents will be now as follows:

In the second section I give a short introduction into the theory of bordered Riemann surfaces and indispensible information concerning the spectral theory on bordered Riemann surfaces. Information concerning the definition of super Riemann surfaces was already given in Refs.[33, 34], but is included here to make the paper self-contained. The citation of the Selberg trace formula on bordered Riemann surfaces is also included.

The third section sets up a proposal to define bordered super Riemann surfaces. Concerning the theory of super Riemann surfaces I refer to the relevant literature, only the most important relations and indispensible ingredients will be given.

The fourth section attacks the actual derivation of the Selberg supertrace formula for bordered super Riemann surfaces. After the incorporation of the hyperbolic conjugacy classes, the usual elliptic ones cause no difficulty and the result of Ref.[34] can be taken over without delay; the incorporation of the parabolic conjugacy classes (Dirichlet boundary-conditions) requires some care and a regularization procedure is needed. The incorporation of Neumann boundary-conditions then follows by a proper combination of the former results.

In the fifth section, I discuss the analytic properties of the (modified) Selberg super zeta-functions on bordered super Riemann surfaces by means of the supertrace formula.

In the sixth section, the results of the former two are applied to the problem of calculating super-determinants of Dirac-Laplace operators on bordered super Riemann surfaces. As explicit as possible expressions are evaluated in terms of the Selberg super zeta-functions on bordered super Riemann surfaces.

All the principle results will be stated as theorems.

The last section is devoted to a summary and a discussion of the results.

II. The Selberg Trace Formula on Bordered Riemann Surfaces

1. Bordered Riemann surfaces and the construction of the Selberg operator. We start with usual bordered Riemann surfaces (we rely on Sibner [65] and Venkov [71], compare also Refs.[12, 14]). Let us consider a Riemann \( \tilde{\Sigma} \) surface of genus \( g \) and \( d_1, \ldots, d_n \) conformal, non-overlapping discs on \( \tilde{\Sigma} \). Then \( \Sigma = \tilde{\Sigma} \setminus \{d_1, \ldots, d_n \} \) is a bordered Riemann surface with Dirichlet, respectively Neumann boundary-conditions of signature \( (g, n) \). \( c_i = \partial d_i \) are the \( n \) components of \( \partial \Sigma \). Now take a copy \( \mathcal{I} \Sigma \) of \( \Sigma \), a mirror image, and glue both together along \( \partial \Sigma \) and \( \partial \mathcal{I} \Sigma \). Explicitly this can be realized by taking the reflection \( \mathcal{I} \) to have the form \( \mathcal{I} z \rightarrow z' = -\bar{z} \, (z \in \mathcal{H}) \). The reflection \( \mathcal{I} \) in \( \partial \Sigma \) then is a anti-conformal
involution \((\mathcal{I}^2 = 1)\) on the doubled surface \(\hat{\Sigma} = \Sigma \cup \mathcal{I}\Sigma\). \(\hat{\Sigma}\) is a Riemann surface of genus \(\hat{g} = 2g + n - 1\), and we set \(\hat{\mathcal{A}} = \mathcal{A}(\hat{\mathcal{F}})\). The uniformization theorem for Riemann surfaces now yields that \(\hat{\Sigma}\) may be represented as \(\hat{\Sigma} \cong \hat{\Gamma} \backslash \mathcal{H}\), where \(\hat{\Gamma}\) is the Fuchsian group of \(\hat{\Sigma}\). Of course there is a fundamental domain \(\hat{\mathcal{F}}\) of \(\hat{\Sigma}\) in \(\mathcal{H}\), tessellating \(\mathcal{H}\). In order to construct a convenient fundamental domain and representation of the involution \(\mathcal{I}\), we view according to Sibner \([65]\) and Venkov \([71]\) \(\hat{\Sigma}\) as a symmetric Riemann surface with reflection symmetry \(\mathcal{I}\). Then \(\hat{\mathcal{F}}\) may be chosen as the interior of a fundamental polygon with \(4\hat{g} + 2n - 2\) edges which is symmetric with respect to the imaginary axis. Due to the explicit choice of \(\mathcal{I}\) as \(\mathcal{I}z = -\bar{z}\), one of the bordering curves, say \(c_1\), is mapped onto the imaginary axis and the others among the edges of the fundamental polygon. With this construction one can work directly on \(\hat{\mathcal{F}}\), with \(\mathcal{I}\) viewed as a mapping of complex numbers, being formally identical on \(\hat{\Sigma}\) and \(\hat{\mathcal{F}}\).

In the case that elliptic fixed points and cusps are present, the non-euclidean area of a Riemann surface is given by (e.g. \([39]\), Gauss-Bonnet theorem)

\[
\mathcal{A} = 2\pi \left[ 2(g - 1) + \kappa + \sum_{j=1}^{s} \left( 1 - \frac{1}{\nu_j} \right) \right],
\]

where \(s\) denotes the number of inequivalent elliptic fixed points and \(\kappa\) the number of inequivalent cusps (i.e. the number of zero interior angles of the fundamental polygon \(\mathcal{F}\)). \(\nu_j\) denotes the order of the elliptic generators \(R_j \subset \Gamma (1 \leq j \leq s)\), i.e. \(R_j^{\nu_j} = 1\) for \((1 \leq j \leq s, 1 < \nu_j < \infty)\).

In order to set up our notation we start by citing some results of the classical Selberg trace formula for bordered Riemann surfaces \([71]\). As usual one starts by formulating the appropriate automorphic kernel. Consequently this gives for automorphic functions the property \(f(\gamma z) = \chi_\gamma^m j(\gamma, z)f(z) (\gamma \in \hat{\Gamma})\), the inversion \(f(\mathcal{I}z) = \pm f(z)\) which distinguishes even and odd automorphic functions with respect to \(x\). \(\chi(\gamma) \equiv \chi_\gamma\) denotes a multiplier system acting according to \(\hat{\Gamma} \to \{\pm 1\}\) with \(\chi(-1) = -1\) (\(\gamma \in \hat{\Gamma}\), such that \(\hat{\Gamma} \subset \text{SL}(2, \mathbb{R})\), \(\hat{\Gamma} = \Gamma/\{\pm 1\}\), and \(j(\gamma, z)\) denotes the automorphic weight \([12, 38]\).

The automorphic kernel is then constructed as follows \([12, 14, 71]\)

\[
\hat{K}_{N,D}(z, w) = \frac{1}{2} \sum_{\{\gamma\}} \left[ k(z, \gamma w) \pm k(z, \gamma \mathcal{I}w) \right],
\]

where the “+”-sign stands for Neumann, and the “-”-sign for Dirichlet boundary-conditions. \(\sum_{\{\gamma\}}\) denotes the summation over distinct conjugacy classes. Let \(L\) the Selberg-operator with eigenvalue \(\Lambda(\lambda)\) on \(\mathcal{F}\) (where \(k(z, w)\) is the corresponding integral kernel) together with its counterpart \(\hat{L}\) on \(\hat{\mathcal{F}}\), and we introduce the Maass-Laplacian \(D_m = -y^2(\partial_x^2 + \partial_y^2) + imy\partial_x\) on \(\mathcal{F}\) in \(L^2(\mathcal{F}, m, \chi) \equiv L^2(\mathcal{F})\) (the space of square integrable automorphic forms).

To each cusp there is associated an Eisenstein series

\[
e(z, s, \alpha) = \sum_{\gamma \in \Gamma_{\alpha} \backslash \Gamma} y^s(\gamma z)
\]

\(z \in \mathcal{H}, \Re(s) > 1, \alpha = 1, \ldots, \kappa,\) with \(\Gamma_{\alpha}\) the stabilizer of the cusp \(\alpha\). In the spectral decomposition of \(D_m\) on \(L^2(\mathcal{F})\) these Eisenstein series span the continuous spectrum.
Let us start with Dirichlet boundary-conditions and only the odd automorphic functions with respect to $x$ survive in the spectral expansion of the automorphic kernel. Let $f \in \mathcal{L}^2(\mathcal{F})$ an odd eigenfunction in $x$ of $D_m$ with eigenvalue $\lambda$. A glance on the continuous spectrum shows that the Eisenstein series $e(z, s)$ drop out, c.f. according to a theorem by Venkov [71]. Then

$$
(\hat{L}_D f)(z) = \frac{1}{2} \int_{\tilde{F}} \hat{K}_D(z, z') f(z') dV(z')
= \frac{1}{2} (Lf)(z) - \frac{1}{2} (Lf)(-z) = \Lambda(\lambda) f(z);
$$

(2.4)

if $f \in \mathcal{L}^2(\mathcal{F})$ even, similarly for Neumann boundary-conditions

$$
(\hat{L}_N f)(z) = \frac{1}{2} \int_{\tilde{F}} \hat{K}_N(z, z') f(z') dV(z')
= \frac{1}{2} (Lf)(z) + \frac{1}{2} (Lf)(-\bar{z}) = \Lambda(\lambda) f(z).
$$

(2.5)

In the case of Dirichlet boundary-conditions we are thus left with the spectral expansion of the automorphic kernel into odd discrete eigenfunctions $\Psi_n$ on $\mathcal{H}$

$$
\hat{K}_D(z, w) = \sum_n h(p_n) \Psi_n(z) \Psi_n(w),
$$

(2.6)

where $\Lambda(\lambda_n) = \Lambda(p_n^2 + \frac{1}{4}) \equiv h(p_n)$. In the case of Neumann boundary-conditions we get the spectral expansion of the automorphic kernel into even discrete and continuous eigenfunctions $\Phi_n$ and $e(z, s)$, respectively, on $\mathcal{H}$

$$
\hat{K}_N(z, w) = \sum_n h(p_n) \Phi_n(z) \Phi_n(w) + \frac{1}{4\pi} \int_{-\infty}^{\infty} h(p) e(z, \frac{1}{2} + ip)e(w, \frac{1}{2} + ip).
$$

(2.7)

2. Conjugacy classes on bordered Riemann surfaces and the trace formula. As usual the quantity $N_\gamma$ is called norm of an hyperbolic $\gamma \in \Gamma$ and $N_{\gamma_0}$ will denote the norm of a primitive hyperbolic $\gamma \in \Gamma$, and $l_\gamma = \ln N_\gamma$ denotes the length corresponding to a $\gamma \in \Gamma$. $\gamma_0 \in \Gamma$ is called a primitive element, if it is not a power of any other element of $\Gamma$. Each element $\gamma \in \Gamma/\{\pm \mathbb{I}\}$ is thus uniquely described as $\gamma = k^{-1}\gamma_0 k$ for some primitive $\gamma_0$, $n \in \mathbb{N}$ and $k \in \Gamma/\Gamma_{\gamma_0}$. Conjugacy classes are defined by $\{\gamma\} := \{\gamma_i \in \Gamma | \gamma_i = k^{-1}\gamma_0 k, k \in \Gamma\}$. The summation over primitive conjugacy classes of a particular conjugacy class $\{\gamma\}$ within the Fuchsian group $\hat{\Gamma}$. In the following I will omit the index “0” in $\gamma_0$ if it is obvious that indeed the primitive $\gamma_0$ is meant and no confusion can arise.

Let $\kappa$ be the number of inequivalent cups on the fundamental domain $\hat{\mathcal{F}}$ (the number of primitive parabolic conjugacy classes in $\hat{\Gamma}$), and by $\Gamma_\rho$ the restriction of $\hat{\Gamma}$ to this inversion counterpart, where I have abbreviated $\rho := \gamma \mathbb{I}$. In order to investigate the various conjugacy classes for the formulation of the Selberg trace-formula for bordered Riemann surfaces, we have to distinguish the original conjugacy classes which appear already for closed Riemann surfaces and additional conjugacy classes due to $\gamma \mathbb{I}$. The new
conjugacy classes can be characterized by their traces. We consider first compact Riemann surfaces, i.e. compact polygons as fundamental domains. The case of the closed Riemann surfaces gives us hyperbolic and elliptic conjugacy classes which correspond to $|\text{tr}(\gamma)| > 2$, respectively $|\text{tr}(\gamma)| < 2$.

In the theory of symmetric spaces it is convenient to consider the following isomorphic model of $\mathcal{H}$. One defines the positive definite symmetric matrices

$$z(x; y) = \begin{pmatrix} y + x/y^2 & x/y \\ x/y & 1/y \end{pmatrix}, \quad (x \in \mathbb{R}, y > 0). \tag{2.8}$$

If $g \in \text{SL}(2, \mathbb{R})$, then the group action has the form

$$gz(x; y) = g[z(x; y)]g^t, \tag{2.9}$$

where $g^t$ denotes the transpose of $g$. In this model it is easy to implement the involution $I$ in terms of the matrix

$$I = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \tag{2.10}$$

i.e. $I$ is an element in $\text{GL}(2, \mathbb{R})/\{\pm I\}$.

Within this model we find, first, for $\text{tr}(\rho) \neq 0$ that the relative centralizer is of the form

$$\begin{pmatrix} b & 0 \\ 0 & -b^{-1} \end{pmatrix}, \quad (\text{mod } \pm 1). \tag{2.11}$$

[Centralizers $\Gamma_\gamma$ are defined by $\Gamma_\gamma := \{\gamma_i \in \Gamma | \gamma_i^{-1} \gamma \gamma_i = \gamma\}$]. Therefore $\Gamma I \subset \hat{\Gamma}$ consists of hyperbolic elements and the identity and since $\hat{\Gamma}$ is discrete of a single hyperbolic element. The second case gives $\text{tr}(\rho) = 0$. Then the relative centralizer consists of elements of the form

$$\rho_1 = \begin{pmatrix} c & 0 \\ 0 & c^{-1} \end{pmatrix}, \quad \rho_2 = \begin{pmatrix} 0 & d \\ -d^{-1} & 0 \end{pmatrix}, \quad (\text{mod } \pm 1). \tag{2.12}$$

$\rho_2$ is an elliptic element of order two. Thus $\gamma I$ consists of hyperbolic, elliptic and the identity element. However, due to the construction $\rho_1^n \rho_2$ ($n \in \mathbb{Z}$) we see that we can generate infinitely many elliptic conjugacy classes which is impossible, since $\hat{\Gamma}$ is discrete. Therefore the relative centralizer of $\gamma I$ with $\text{tr}(\gamma I) = 0$ consists either of hyperbolic elements and the identity or by a single elliptic generator of order two. The explicit computation reveals that in the compact case only the former case is possible, the latter leading to a divergency.

The conjugacy classes of $\rho \in \hat{\Gamma} I$ can therefore be distinguished in two ways [10, 12, 14] according to their squares $\rho^2 \in \hat{\Gamma}$. Let $\rho \in \hat{\Gamma}$ be primitive, that is not a positive power of any other element of $\hat{\Gamma}$. Then

i) $\rho = \rho_i, \rho_i^2 \in \{C_i\}_{\hat{\Gamma}}; \ i = 1, \ldots, n$. The $\{C_i\}_{\hat{\Gamma}}$ are the conjugacy classes of the $C_i$ in $\hat{\Gamma}$ which correspond to the closed geodesics $c_i$ on $\hat{\Sigma}$.

ii) $\rho = \rho_p, \rho_p^2$ being a primitive element in $\hat{\Gamma}$ and $\rho_p^2 \neq \{C_i\}_{\hat{\Gamma}}$.

In the notation of Venkov [71] the relative hyperbolic conjugacy classes with $\{\rho\}$ with $\text{tr}(\rho) = 0$ correspond to the case i), and the relative hyperbolic conjugacy classes with $\{\rho\}$ with $\text{tr}(\rho) \neq 0$ correspond to the case ii).
Thus it follows that the sum over conjugacy classes for \( \rho \in \hat{\Gamma} \mathbb{I} \) is divided into first the conjugacy classes of the \( C_i \) in \( \hat{\Gamma} \), which correspond to the closed geodesics \( c_i \) on \( \hat{\Sigma} \), and second into conjugacy classes such that for all \( \rho \in \hat{\Gamma} \mathbb{I} \) there is a unique description \( \gamma = k^{-1} \rho 2^{n-1} k \) (\( n \in \mathbb{N} \)), for \( \rho \in \hat{\Gamma} \mathbb{I} \) inconjugate and primitive, and \( k \in \Gamma_{\rho,2} \setminus \hat{\Gamma} \).

Let us continue by considering a non-compact polygon. The additional conjugacy classes are again classified according to their trace. The conjugacy class \( \text{tr}(\gamma) = 2 \) with corresponding non-compact Fuchsian group \( \hat{\Gamma} \) gives the already known parabolic conjugacy classes. Each conjugacy classes with \( \text{tr}(\rho) = 0 \) give rise to an elliptic transformation whose centralizer is generated by a single generator of order two (see above). In other words, for each \( \gamma \in \hat{\Gamma} \) there exists an element \( g \in \text{PSL}(2, \mathbb{R}) \) having the properties

\[
g\rho g^{-1} = I, \quad g\hat{\Gamma}_\rho g^{-1} \left\{ \begin{array}{cc} 1 & (\mod 1) \end{array} \right\},
\]

(2.13)

where \( a \geq 1 \). These classes play the rôle of the parabolic classes in the classical Selberg trace formula. Evaluating all contributions, we can write down

**Theorem 2.1** [12, 14, 71]: The Selberg trace formula on arbitrary bordered Riemann surfaces for automorphic forms of weight \( m \), \( m \in \mathbb{Z} \), is given by

\[
\sum_{n=1}^{\infty} h(p_n) = -\frac{\hat{A}}{16\pi^2} \int_{0}^{\infty} \frac{\cosh \frac{um}{2}}{\sinh \frac{um}{2}} g'(u) du + \frac{1}{4} \sum_{(\gamma) k=1}^{\infty} \sum_{k=1}^{\infty} \frac{\chi^m g(k\gamma)}{\sinh \frac{k\gamma}{2}}
\]

\[
+ \frac{i}{4} \sum_{\{R\}} \sum_{k=1}^{\nu-1} \chi^m \frac{e^{i(m-1)k\pi/\nu}}{\nu \sin(k\pi/\nu)} \int_{-\infty}^{\infty} du g(u) \frac{e^{(m-1)u/2}(e^u - e^{2ik\pi/\nu})}{\cosh u + \cos[\pi - 2(k\pi/\nu)]}
\]

\[
- \frac{1}{4} \sum_{\{\rho^2\}} \sum_{k=0}^{\infty} \chi^m \frac{\psi_{kl}(k + \frac{1}{2})}{\cosh \frac{1}{2}(k + \frac{1}{2})l_{\rho^2}} - \frac{1}{2} \sum_{i=1}^{n} \sum_{k=1}^{\infty} \frac{\chi^m C_i \psi_{kl}(kl_{C_i})}{\cosh \frac{kl_{C_i}}{2}}
\]

\[
+ \frac{g(0)}{2} \left[ \frac{1}{4} \sum_{\{\gamma\}; \hat{\Gamma}_\rho, c_i; \text{tr}(\rho) = 0} \chi^m \ln \frac{\lambda(\rho)}{\nu(\rho)} - \kappa_0 \ln 2 \right] + \frac{\kappa_0}{8} h(0)
\]

\[
- \kappa_0 \int_{-\infty}^{\infty} h(p) \psi_{1/2 + ip} dp + \frac{\kappa_0}{4} \int_{0}^{\infty} \frac{g(u)}{\sinh \frac{um}{2}} \left( 1 - \cosh \frac{um}{2} \right) du.
\]

(2.14)

with the abbreviation \( L = \sum_{i=1}^{n} l_{C_i} \) and where the \( \lambda_n = \frac{1}{4} + p^2_n \) on the left run through the set of all eigenvalues of the Dirichlet problem, and the summation on the right is taken over all primitive conjugacy classes \( R \in \hat{\Gamma} \) with \( \text{tr}(R) < 2 \), \( \gamma \in \hat{\Gamma} \) with \( \text{tr}(\gamma) > 2 \), and \( \gamma \mathbb{I} \in \hat{\Gamma} \), \( \text{tr}(\rho) \neq 0 \). The lengths \( l_{C_i} \) are twofold degenerate, since \( C_i \) and \( C_i^{-1} \) both have to be included into the sum.

\( h(p) \) denotes an even function in \( p \) and must has the following properties

i) \( h(p) \) is holomorphic in the strip \( |\Im(p)| \leq \frac{1}{2} + \epsilon, \epsilon > 0 \).

ii) \( h(p) \) has to decrease faster than \( |p|^{-2} \) for \( p \to \pm \infty \).

iii) \( g(u) = \pi^{-1} \int_{0}^{\infty} h(p) \cos(\pi p) dp \).
Note that for Neumann boundary-conditions the inverse-hyperbolic terms change their signs. In this case, however, the parabolic terms are quite different, due to the additional presence of the continuous spectrum represented by Eisenstein-series, see e.g. Ref. [39].

\[ a(\rho) \text{ and } \mu(\rho) \text{ are quantities specific to the conjugacy class of the elliptic } \gamma \in \hat{\Gamma} \text{ with } \text{tr}(\rho) = 0 \text{ which will be explained later on [c.f. Theorem 4.2]}, \] and we require the following property of the multiplier system

\[ \kappa_0 := \sum_{\{S\}} \chi^m_S = \sum_{\{\rho\}; \hat{\Gamma}_{\rho,\ell \ell}} \chi^m_{\rho,\ell \ell}, \] (2.15)

III. Super Riemann Surfaces, Bordered Super Riemann Surfaces and the Selberg Supertrace Formula on Closed Super Riemann Surfaces

1. Super Riemann surfaces and construction of bordered super Riemann surfaces. We sketch some important facts about super Riemann surfaces. For more details I refer to Batchelor et al. [8, 9], DeWitt [18], Moore, Nelson and Polchinski [49], Ninnemann [52], Rabin and Crane [58], and Rogers [61]. Let us start with a (1|1) (complex)–dimensional (not necessarily) flat superspace, parameterized by even coordinates \( Z \in \mathbb{C}_c \) and odd (Grassmann) coordinates \( \theta \in \mathbb{C}_a \), respectively. Let \( \Lambda_\infty \) be the infinite dimensional vector space generated by elements \( \zeta_a \ (a = 1, 2, \ldots) \) with basis \( 1, \zeta_a, \zeta_a \zeta_b, \ldots \ (a < b) \) and the anticommuting relation \( \zeta_a \zeta_b = -\zeta_b \zeta_a, \forall a, b \). Every \( Z \in \Lambda_\infty \) can be decomposed as \( Z = Z_B + Z_S \) with \( Z_B \in \mathbb{C}_c \equiv \mathbb{C}, \ Z_S = \sum_n \frac{1}{n!} c_{a_1 \ldots a_n} \zeta^{a_1} \ldots \zeta^{a_n} \), with the \( c_{a_1 \ldots a_n} \in \mathbb{C}_a \) totally antisymmetric. \( Z_B \) and \( Z_S \), respectively, are called the \textit{body} (sometimes denoted by \( Z_B = Z_{\text{red}} \)) and \textit{soul} of the supernumber \( Z \), respectively. The notion of superspace and supermanifolds as introduced by Batchelor and Bryant [8, 9], DeWitt [18], Rabin and Crane [58], and Rogers [61] enables one to represent supersymmetry transformations as pure geometric transformations in the coordinates \( Z = (z, \theta) \in \mathbb{C}_c \times \mathbb{C}_a \). As is well-known, a usual complex manifold of complex dimension equal to one is already a Riemann surface. The definition of a super Riemann surface, however, requires the introduction of a super-conformal structure. Let us consider the operator \( D = \theta \partial_z + \partial_{\theta} \) (note \( D^2 = \partial_z \)). Further we consider a general superanalytic coordinate transformation \( \tilde{z} = \tilde{z}(z, \theta), \tilde{\theta} = \tilde{\theta}(z, \theta) \). A superanalytic coordinate transformation is called superconformal, iff the \((0|1)\)-dimensional subspace of the tangential space generated by the action of \( D \) is invariant under such a coordinate transformation, i.e. \( D = (D \tilde{\theta}) \tilde{D} \). This means that a coordinate transformation is super-conformal iff \( Dz' = \theta' D\theta' \).

To study supersymmetric field theories one needs even and odd superfields. Here now the definition of DeWitt [18] of super Riemann manifolds conveniently comes into play. The infinity dimensional algebra \( \Lambda_\infty \) supplies all the required quantities. Domains in \( \mathbb{C}^{(1|1)} \) with coordinates \( (z, \theta) \) are constructed in such a way that the entire Grassmann algebra are attached to the usual complex coordinates. If one considers the universal family of DeWitt super Riemann manifolds with genus \( g \), then only \( 2g - 2 \) parameters of \( \Lambda_\infty \) are required, the remaining ones are redundant.

An important property we need in our investigations is, when a supermanifold is split. This means that for a coordinate transformation \( Z \to Z' \) (\( Z, Z' \in \Lambda_\infty \)) the coefficient
functions do not mix which each other. Let $x$ be usual local coordinates, and $\zeta \in \Lambda_\infty$ local Grassmann coordinates, then if a supermanifold is split then there is a global isomorphism such that the coefficient functions $y$ and $\eta$ of a super-functions $F(x, \zeta)$ transform according to

$$
y = a_0(x) + a_{ij}(x)\zeta^i\zeta^j + \ldots, \quad \eta = b_{1, i}(x)\zeta^i + b_{3, ijk}(x)\zeta^i\zeta^j\zeta^k + \ldots, \quad \begin{align*}a'_{0}(x') + a'_{ij}(x')\zeta'^i\zeta'^j + \ldots, \\
b'_{1, i}(x')\zeta'^i + b'_{3, ijk}(x')\zeta'^i\zeta'^j\zeta'^k + \ldots,\end{align*}$$

(3.1)

for $Z \rightarrow Z'$. Due to a theorem of Batchelor [8] every differentiable supermanifold is split, and in particular every complex supermanifold of dimension $(d|1)$. The super Riemann surfaces in question can be seen as complex a $(1|1)$-dimensional supermanifold, respectively a real $(2|2)$-dimensional manifold, where the coordinate transformations are super-conformal mappings [58].

To generalize the uniformization theorem for Riemann surfaces to super Riemann surfaces $\mathcal{M}$, one shows that unique generalizations $\mathcal{G}^{(1|1)}$, $\mathcal{C}^{(1|1)}$ and $\mathcal{H}^{(1|1)} := \{(z, \theta) \in \mathcal{G}^{(1|1)} | \Im(z) > 0\}$ of simple connected Riemann surfaces exist, and endows $U = \mathcal{G}^{(1|1)}$, $\mathcal{C}^{(1|1)}$ and $\mathcal{H}^{(1|1)}$, respectively, with a super-conformal structure, such that the local coordinate transformations are super-conformal mappings [58].

In the case of non-euclidean harmonic analysis in the context of super Riemann surfaces we consider the group $\text{OSp}(2, \mathbb{C})$ of super conformal automorphisms on super Riemann surfaces as a natural generalization of Möbius transformations. They have the form

$$\text{OSp}(2, 1; \mathfrak{g}_c^2 \times \mathfrak{g}_a) := \left\{ \gamma = \begin{pmatrix} a & b & \chi_\gamma(b\alpha - a\beta) \\ c & d & \chi_\gamma(c\alpha - b\beta) \\ \alpha & \beta & \chi_\gamma(1 + \alpha\beta) \end{pmatrix} \bigg| a, b, c, d \in \mathfrak{g}_c; \quad \alpha, \beta \in \mathfrak{g}_a; \quad ad - bc = 1 + \alpha\beta; \quad \text{sdet} \gamma = \chi_\gamma \in \{\pm 1\} \right\}$$

(3.2)

($\alpha, \beta$ real, with the complex conjugate rules $\overline{f + g} = \overline{f} + \overline{g}$, and $\overline{f \cdot g} = \overline{f} \cdot \overline{g}$). Its generators are the operators $L_0, L_1, L_{-1}, G_{1/2}$ and $G_{-1/2}$ of the Neveu-Schwarz sector of the super Virasoro algebra of the fermionic string. Elements $\gamma \in \text{OSp}(2, 1; \mathfrak{g}_c^2 \times \mathfrak{g}_a)$ act on elements $x = (z_1, z_2, \xi) \in \mathfrak{g}_c^2 \times \mathfrak{g}_a \setminus \{0\}$ by matrix multiplication, i.e. $x' = \gamma x$. By means of a local coordinate system $(z, \theta) = (z_1/z_2, \xi/z_2)$ and the requirements of superconformal transformation the local coordinate transformations are fixed and the super Möbius transformations explicitly have the form [5, 33, 52, 58, 68]

$$z' = \frac{az + b}{cz + d} + \theta \frac{\alpha z + \beta}{(cz + d)^2}, \quad \theta' = \frac{\alpha + \beta \theta}{cz + d} + \frac{\chi_\gamma \theta}{cz + d}.$$  \hspace{1cm} (3.3)

The $\chi_\gamma$ with $\chi_\gamma = \pm 1$ lead to the description of spin structures on a super Riemann surface. The transformation factor of the $D$ operator yields to

$$F_\gamma := (D\theta')^{-1} = \chi_\gamma(\alpha z + \beta \theta).$$  \hspace{1cm} (3.4)
with $\delta = \chi\gamma \sqrt{1 + \alpha \beta \alpha d + \beta c}$. This general super-Möbius transformation does mix the coefficient functions of superfunctions $F \in \Lambda_\infty$. Since we required that the super Riemann surfaces in question is split, the odd quantities $\alpha, \beta$ are not necessary and can be omitted. It is sufficient to consider transformations $\gamma \in \text{OSp}(2,1)$ with $\alpha = \beta = 0$ and the characters $\chi\gamma$ which describe spin structures. Furthermore $\gamma$ and $-\gamma$ describe the same transformation. We thus have that the automorphisms on $\mathcal{H}^{(1|1)}$ are given by

$$\text{Aut} \mathcal{H}^{(1|1)} = \frac{\text{OSp}(2|1, \mathbb{R})}{\{\pm \mathbb{1}\}}.$$  \hfill (3.5)

and a super Fuchsian group $\Gamma$ denotes a discrete subgroup of $\text{Aut} \mathcal{H}^{(1|1)}$. Therefore we obtain for the transformations $z \rightarrow z'$ and $\theta \rightarrow \theta'$ \cite{5, 52}

$$z' = \frac{az + b}{cz + d}, \quad \theta' = \frac{\chi_\gamma \theta}{cz + d},$$  \hfill (3.6)

[here $F_\gamma = \chi_\gamma (cz + d)$]. $M_{\xi=0}$ corresponds to the usual Riemann surface $M_{\text{red}}$ with some spin-structure, since a $\gamma \in \text{Aut} \mathcal{H}^{(1|1)}$ is fixed by a PSL(2, $\mathbb{R}$) transformation and a character $\chi_\gamma = \pm 1$. The properties of the odd coordinates is determined by the properties of $M_{\text{red}}$ and $\theta$ is the cut of a spinor-bundle.

2. Dirac-Laplace operators and conjugacy classes on super Riemann surfaces. We need some further ingredients. Let us introduce the quantities $N_\gamma$ and $l_\gamma$

$$2 \cosh \frac{l_\gamma}{2} = N_\gamma^{1/2} + N_\gamma^{-1/2} = a + d + \chi_\gamma \alpha \beta.$$  \hfill (3.7)

$N_\gamma$ is called norm of an hyperbolic $\gamma \in \Gamma$ in a (general) super Fuchsian group, and $N_{\gamma_0}$ will denote the norm of a primitive hyperbolic $\gamma \in \Gamma$, and $l_\gamma = \ln N_\gamma$ denotes the length corresponding to a $\gamma \in \Gamma$ and all notions from the bosonic case are interpreted in a straightforward way into their super generalization. Each element $\gamma \in \Gamma/\{\pm \mathbb{1}\}$ is thus uniquely described as $\gamma = k^{-1} \gamma_0 k$ for some primitive $\gamma_0$, $n \in \mathbb{N}$ and $k \in \Gamma/\Gamma_{\gamma_0}$. For OSp(2, $\mathbb{R}$)/$\{\pm \mathbb{1}\}$ in homogeneous coordinates a hyperbolic transformation is always conjugate to the transformation $z' = N_\gamma z$, $\theta' = \chi_\gamma \sqrt{N_\gamma} \theta$, or in matrix representation

$$\text{hyperbolic } \gamma \in \Gamma \text{ conjugate to } \begin{pmatrix} N_\gamma^{1/2} & 0 & 0 \\ 0 & N_\gamma^{-1/2} & 0 \\ 0 & 0 & \chi_\gamma \end{pmatrix}. \hfill (3.8)$$

Hyperbolic transformations are also called dilatations.

The generators of a particular super Fuchsian group of a super Riemann surface with genus $g$ obey the constraint

$$(\gamma_0^{-1} \beta_2 \cdots \gamma_{2g-1}^{-1})(\gamma_0^{-1} \gamma_1 \cdots \gamma_{2g-2}^{-1}) = \mathbb{1}_{2|1}.$$  \hfill (3.9)
In order to construct explicitly a metric on $\mathcal{H}^{(1|1)}$ one starts with the super Vierbeins in flat superspace and performs a super Weyl transformation [40] to obtain the metric $ds^2 = dq^a g_b dq^b$ in $\mathcal{H}^{(1|1)}$ [68]. The scalar product has the form

$$ (\Phi_1, \Phi_2) = \int_{\mathcal{H}^{(1|1)}} \frac{dz d\bar{z} d\theta d\bar{\theta}}{2Y} \Phi_1(Z) \Phi_2(Z) \equiv \int_{\mathcal{H}^{(1|1)}} dV(Z) \Phi_1(Z) \Phi_2(Z),$$

(3.10)

for super functions $\Phi_1, \Phi_2 \in L^2(\mathcal{H}^{(1|1)})$ and $Y = y + i\theta \bar{\theta}/2 = y + \theta_1 \theta_2$ ($\theta = \theta_1 + i \theta_2$). We have one even and one odd point pair invariant given by [5, 48, 68]

$$ R(Z,W) = \frac{|z - w - \theta \nu|^2}{Y V} 
$$

(3.11)

$$ r(Z,W) = i \frac{2\theta \bar{\theta} + (\nu + \bar{\nu})(\theta - \bar{\theta})}{4Y} + \frac{2\nu \bar{\nu} + (\theta + \bar{\theta})(\nu - \bar{\nu})}{4V} + \frac{(\nu - \bar{\nu})(\theta - \bar{\theta})}{4Y V} \Re(z - w - \theta \nu)$$

(3.12a)

$$ = \frac{(\theta - \nu_1)\theta_2}{y} + \frac{(\nu_1 - \theta_1)\nu_2}{y} + \frac{\theta_2 \nu_2 \Re(z - w - \theta \nu)}{4Y V}$$

(3.12b)

($Z, W \in \mathcal{H}^{(1|1)}, W = (w, \nu) = (u + iv, \nu_1 + i\nu_2), V = v + i\nu \bar{\nu}/2$) as derived form classical mechanics on the Poincaré super upper half-plane [3, 48, 68]. We introduce the Dirac-Laplace operators $\Box_m$ and $\hat{\Box}_m$, respectively [3, 5]

$$ \Box_m = 2YDD + im(\theta - \bar{\theta})D, \quad \hat{\Box}_m = 2YD\bar{D} + \frac{im}{2}(\bar{\theta} - \theta)(D + \bar{D}),$$

(3.13)

and $\Box_m$ and $\hat{\Box}_m$ are related by a linear isomorphism $\Box_m = Y^{-m/2}(\hat{\Box}_m + im/2)Y^{m/2}$. Particularly we have for $m = 0$

$$ \hat{\Box}_0 = \Box_0 \equiv \Box = 2Y(\partial_\theta \partial_\bar{\theta} + \bar{\theta} \partial_\bar{\theta} \partial_\bar{\theta} + \theta \partial_\theta \partial_\bar{\theta} - \bar{\theta} \partial_\bar{\theta} \partial_\bar{\theta}).$$

(3.14)

With the notation $-\Delta_m = -4y^2 \partial_z \partial_{\bar{z}} + imy \partial_x = -y^2(\partial_z^2 + \partial_{\bar{z}}^2) + imy \partial_x$ we obtain for a super function

$$ \Psi(Z, \bar{Z}) = A(z, \bar{z}) + \frac{\theta \bar{\theta}}{y} B(z, \bar{z}) + \frac{1}{\sqrt{y}} \left( \theta \chi(z, \bar{z}) + \bar{\theta} \bar{\chi}(z, \bar{z}) \right)$$

(3.15)

the following equivalence [5, 33, 52]

$$ \Box_m \Psi(Z, \bar{Z}) = s \Psi(Z, \bar{Z}) \iff \left\{ \begin{array}{l}
- \Delta_m A(z, \bar{z}) = s(s + i)A(z, \bar{z}), \\
B(z, \bar{z}) = \frac{s}{2} A(z, \bar{z}), \\
(s - \frac{im}{2}) \bar{\chi}(z, \bar{z}) = -2y \partial_{\bar{z}} \chi(z, \bar{z}) + \frac{i}{2}(m + 1) \chi(z, \bar{z}) \\
- \Delta_{(m+1)} \chi(z, \bar{z}) = \left( \frac{1}{4} + s^2 \right) \chi(z, \bar{z}).
\end{array} \right.$$ 

(3.16)
An explicit solution of Eq. (3.16) for $m = 0$ on the entire $\mathcal{H}^{(11)}$ is given by [48]

$$\Phi_{p,k}(z, \bar{z}, \theta, \bar{\theta}) = \sqrt{2} \sinh \frac{\pi p}{\sqrt{3}} \left( 1 - \frac{1 + 2ip}{4y} \bar{\theta} \right) \sqrt{y} e^{ikx} K_{ip}(|k|y)$$

(3.17)

$$\phi_{p,k}(z, \bar{z}, \theta, \bar{\theta}) = \sqrt{\cos \left[ \pi (c + ip) \right]} \frac{e^{ikx}}{2\pi^2 (c + ip)^{s_k - 1}} \sqrt{y} \times \left[ \theta W_{\sigma_k/2, c+ip}(2|k|y) + i(c + ip)^{s_k} \bar{\theta} W_{-\sigma_k/2, c+ip}(2|k|y) \right]$$

(3.18)

with $s = -i(\frac{1}{2} + ip)$, $\sigma_k = \text{sign}(k)$, $(k \neq 0)$, and $c \in \mathbb{R}$, $|c| \leq \frac{1}{2}$. $K_\nu$ and $W_{\mu,\nu}$ denote modified Bessel- and Whittaker-functions, respectively. Due to the particular form of the differential equation for $\Phi(Z, \bar{Z})$ we see that the solutions can be characterised by their parity with respect to the coordinate $x$, i.e. they can have even and odd parity with respect to $x$.

I have proposed in II similarly as for the hyperbolic $T \in \Gamma$, elliptic and parabolic $T \in \Gamma$, and appropriate super fundamental domains $\mathcal{F}^{(11)}$, a decomposition of an appropriate $T \in \Gamma$ as follows [34]

$$(T \in \Gamma \text{ conjugate to}) \quad \gamma \times R \times S = \begin{pmatrix} N_{\gamma}^{1/2} & 0 & 0 \\ 0 & N_{\gamma}^{-1/2} & 0 \\ 0 & 0 & \chi_{\gamma} \end{pmatrix} \times \begin{pmatrix} \cos \phi & -\sin \phi & 0 \\ \sin \phi & \cos \phi & 0 \\ 0 & 0 & \chi_{R} \end{pmatrix} \cdot \begin{pmatrix} 1 & n & 0 \\ 0 & 1 & 0 \\ 0 & 0 & \chi_{S} \end{pmatrix},$$

(3.19)

with $n \in \mathbb{N}$ and $0 < \phi < \pi$, and $\gamma$, $R$ and $S$, respectively, denote hyperbolic, elliptic and parabolic transformations, acting by matrix multiplication [c.f. p.9]. The body $\mathcal{F}$ of a fundamental domain $\mathcal{F}^{(11)}$ has according to [39] $4g + 2s + 2\kappa$ sides, the boundaries being geodesics, of course. We also maintain the notion of $\chi_T$ irrespective, whether $T \in \Gamma$ is hyperbolic, elliptic or parabolic, respectively, and we choose $\chi_T$ according to the spin structure of the super Riemann surface in question. For a super Riemann surface of genus $g$ there are obviously $2^{(\# \text{generators})} = 2^{(2g + s + \kappa)}$ possible spin structures.

The constraint (3.9) is altered due to the presence of of elliptic fixed points and cusps according to [39, 71]

$$(\gamma_0 \gamma_1^{-1} \cdots \gamma_{2g-2} \gamma_{2g-1}^{-1})(\gamma_0^{-1} \gamma_1 \cdots \gamma_{2g-2}^{-1} \gamma_{2g-1}) R_1 \cdots R_\kappa S_1 \cdots S_\kappa = \mathbb{I}_{2|1}.$$ 

(3.20)

3. Construction of bordered super Riemann surfaces. Because it is sufficient to consider super Riemann surfaces without odd parameters we can propose a construction of a bordered super Riemann surface. To construct a bordered super Riemann surface we take the construction of a usual bordered Riemann surface and endow it with the Grassmann algebra $\Lambda_\infty$. Because we know how to define a closed super Riemann surface, we take $\hat{}$
and enlarge it to \( \hat{\Sigma}^{(1|1)} \) together with its corresponding super Fuchsian group \( \hat{\Gamma}^{(1|1)} \) constructed from \( \hat{\Gamma} \) and the super fundamental domain \( \hat{F}^{(1|1)} \). A convenient way to introduce the super-analogue of the involution \( \mathcal{I} \) turns out to be the super involution

\[
\mathcal{I}Z = \mathcal{I}(z, \theta) = (-\bar{z}, -i\bar{\theta}), \\
\mathcal{I}\bar{Z} = \mathcal{I}(\bar{z}, \bar{\theta}) = (-z, -i\theta)
\]

respectively \( \mathcal{I}(z, \theta_1, \theta_2) = (-\bar{z}, -i\theta_1, i\theta_2) \). It has the properties

\[
\mathcal{I}D = i\bar{D}, \quad \mathcal{I}\bar{D} = iD.
\]

Note \( \mathcal{I}^4 Z = Z \) and \( \mathcal{I}^4 D = D \). Furthermore for the Dirac-Laplace operator \( \hat{\Box}_m \) we have

\[
\mathcal{I} \hat{\Box}_m = \hat{\Box}_{-m} = \hat{\Box}_m.
\]

Similarly as for the usual bordered Riemann surface where \( \Sigma = \hat{\Sigma} \setminus \mathcal{I} \), we then define the bordered super Riemann surface \( \Sigma^{(1|1)} \) as \( \Sigma^{(1|1)} = \hat{\Sigma}^{(1|1)} \setminus \mathcal{I} \). The corresponding discs \( d_1^{(1|1)}, \ldots, d_n^{(1|1)} \) then are super-conformal non-overlapping supersdisks seen as usual conformal non-overlapping discs endowed with the Grassmann algebra \( \Lambda_\infty \). The particular form of the involution (3.21) enables us to work directly on the fundamental domains \( \hat{F}^{(1|1)} \).

The super Fuchsian group \( \hat{\Gamma} \) is consequently a symmetric super Fuchsian group.

4. The Selberg supertrace formula for hyperbolic conjugacy classes. Turning to the Selberg supertrace formula, let us introduce the Selberg super operator \( L \) by [4-7, 33]

\[
(L\phi)(Z) = \int_{\mathcal{H}^{(1|1)}} dV(W)k_m(Z, W)\phi(W),
\]

\[
k_m(Z, W) = J^m(Z, W)\{\Phi[R(Z, W)] + r(Z, W)\Psi[R(Z, W)]\},
\]

\[
J^m(Z, W) = \left(\frac{z - w - \theta\nu}{\bar{z} - w - \bar{\theta}\nu}\right)^{m/2}.
\]

(3.24)

\( k_m(Z, W) \) is the integral kernel of an operator valued function of the Dirac-Laplace operator \( \Box_m \) (respectively \( \hat{\Box}_m \)), and \( \Phi \) and \( \Psi \) are sufficiently decreasing functions at infinity. Note \( J^m(\gamma Z, \gamma W) = j(\gamma, Z)J^m(Z, W)j^{-1}(\gamma, W) \) with \( j(\gamma, Z) \) given by \( j(\gamma, Z) = (F_{\gamma}/|F_{\gamma}|)^m \), where \( F_{\gamma} = D\theta' \) [33, 52]. We have \( j(\gamma\sigma, Z) = j(\gamma, \sigma Z)j(\sigma, Z) \) (\( \forall \gamma, \sigma \in \Gamma \) and \( Z \in \mathcal{H}^{(1|1)} \)). A superautomorphic form \( f(Z) \) is then defined by [4, 33] \( f(\gamma Z) = j(\gamma, Z)f(Z) \) (\( \forall \gamma \in \Gamma \)).

The super-automorphic kernel is defined as

\[
K(Z, W) = \frac{1}{2} \sum_{\{\gamma\}} k_m(Z, \gamma W)j(\gamma, W),
\]

(3.25)

(“\( \frac{1}{2} \)” because both \( \gamma \) and \( -\gamma \) have to be included in the sum) i.e. \( (L\phi)(z) = [h(\Box_m)](z) \).

\( L \) is acting on super-automorphic functions \( f(Z) \).
For the point pair invariants we find for the action of $\mathcal{I}$
\[
\begin{align*}
R(Z,\mathcal{I}W) &= R(\mathcal{I}Z, W) \\
r(Z,\mathcal{I}W) &= r(\mathcal{I}Z, W),
\end{align*}
\] (3.26)
furthermore $J(Z,\mathcal{I}W) = J(\mathcal{I}Z, W)$, and due to the construction of $k_m$
\[ k_m(Z,\mathcal{I}W) = k_m(\mathcal{I}Z, W). \] (3.27)

Let $f$ be a super-automorphic function with $f(\gamma Z) = j(\gamma, Z)f(Z)$ and $g = Lf$. Let $\mathcal{F}(\gamma)$ a fundamental domain of $\gamma \in \Gamma$ whose body equals $\mathcal{F}_{\text{red}} = \mathcal{F}$ (and is constructed in the same sense as the generalization $\mathcal{H}$ of $\mathcal{H}$). The expansion into hyperbolic conjugacy classes yields
\[
\text{str}(L) = \int_{\mathcal{F}(\gamma)} dV(Z) K(Z, Z) = \int_{\mathcal{F}(\gamma)} \sum_{\gamma \in \Gamma} k_m(Z, \gamma Z) dV(Z) = \frac{im}{2} A \Phi(0) + \sum_{\{\gamma\} \neq \{\}} \chi^{-m}_m A(\gamma). \] (3.28)

Here I have assumed without loss of generality $a + d \geq 0$ for $\gamma \in \hat{\Gamma}$, since $\text{Aut} \mathcal{H} = \text{OSp}(2|1, \mathbb{R})/\{\pm 1\}$. The first term corresponds to the identity transformation (zero-length term) and the second $A(\gamma)$ is given by
\[
A(\gamma) = \chi^{-m}_m \int_{\mathcal{F}(\gamma)} k_m(Z, \gamma Z) j(\gamma, W) dV(Z). \] (3.29)

In Refs.[5, 33] these two terms corresponding to the identity transformation and hyperbolic conjugacy classes, respectively, were calculated, i.e. I have discussed in detail

**Theorem 3.1 [4-7, 33]:** The Selberg supertrace formula for $m$-weighted Dirac-Laplace operators on closed super Riemann surfaces for hyperbolic conjugacy classes is given by:
\[
\sum_{n=0}^{\infty} \left[ h\left(\frac{1 + m}{2} + ip_n^{(B)}\right) - h\left(\frac{1 + m}{2} + ip_n^{(F)}\right) \right] = -\frac{A(\mathcal{F})}{4\pi} \int_0^{\infty} \frac{g(u) - g(-u)}{\sinh \frac{u}{2}} \cosh \left(\frac{um}{2}\right) \cos \left(\frac{um}{2}\right) du \\
+ \sum_{\{\gamma\} \neq \{\}} \sum_{k=1}^{\infty} \frac{I_0^{m_k}}{2 \sinh \frac{k l_{\gamma}}{2}} \left[ g(k l_{\gamma}) + g(-k l_{\gamma}) - \chi^{-m}_m \left( g(k l_{\gamma}) e^{-k l_{\gamma}/2} + g(-k l_{\gamma}) e^{k l_{\gamma}/2} \right) \right].
\] (3.30)

The test function $h$ is required to have the following properties

i) $h\left(\frac{1 + m}{2} + ip\right) \in C^\infty(\mathbb{R})$,

ii) $h\left(\frac{1 + m}{2} + ip\right)$ need not to be an even function in $p$,

iii) $h(p)$ vanishes faster than $1/|p|$ for $p \to \pm \infty$.

iv) $h\left(\frac{1 + m}{2} + ip\right)$ is holomorphic in the strip $\Im(p) \leq \frac{m}{2} + \epsilon$, $\epsilon > 0$, to guarantee absolute convergence in the summation over $\{\gamma\}$.
We define \( Q \). Alternatively, this can be rewritten as \( Q \) with \( \alpha \), which has the form where \( \alpha^m(x, u) = \left( \pm \sqrt{x - 4 \sinh^2 \frac{u}{2}} - 2i \cosh \frac{u}{2} \right)^{m/2} \). Specific trace formulæ, in particular for the heat kernel were considered by Aoki [3, 54], Oshima [54], Yasui [47, 48] and Uehara and Yasui [68], as well as an explicit evaluation for the energy dependent resolvent kernel for the operator \( \Box^2 \) [3, 54]. From Eq.(3.31) an explicit formula for \( \Phi(x) \) can be derived [33] which has the form

\[
i^m \Phi(x) = \frac{1}{\pi \sqrt{x+4}} \int_0^\infty \frac{dy}{\sqrt{y^2 + 4}} \int_{-\infty}^\infty Q_1(y + t^2) \left( \frac{\sqrt{y + t^2 + 4} - t}{\sqrt{y + t^2 + 4} + t} \right)^{m/2} dt, \quad (3.32)
\]

with \( Q_1(w) = 2 \coth \frac{u}{2} [g(u) - g(-u)], w = 4 \sinh^2 \frac{u}{2}. \) Let us consider the combination

\[
g(u)e^{-u/2} - g(-u)e^{u/2} = \frac{i^m}{2} \sinh \frac{u}{2}
\]

\[
\times \int_{-\infty}^\infty d\xi \left( \frac{\sqrt{w+4} + i\xi}{\sqrt{w+4} - i\xi} \right)^{m/2} \left[ 4\Phi'(w + \xi^2) - \Psi(w + \xi^2) \right]. \quad (3.33)
\]

We define \( Q_3(w) = 2[g(u)e^{-u/2} - g(-u)e^{u/2}]/ \sinh \frac{u}{2} \) and obtain the general inversion formula for \( \Psi(x) \)

\[
i^m \Psi(x) = 4i^m \Phi'(x) + \frac{1}{\pi} \int_{-\infty}^\infty Q_3(x + t^2) \left( \frac{\sqrt{x+4 + t^2} - t}{\sqrt{x+4 + t^2} + t} \right)^{m/2} dt. \quad (3.34)
\]

Alternatively, this can be rewritten as

\[
i^m \Psi(x) = -\frac{i^m \Phi(x)}{2(x+4)} + \frac{1}{\pi} \int_{-\infty}^\infty \left( \frac{\sqrt{x+4 + t^2} - t}{\sqrt{x+4 + t^2} + t} \right)^{m/2} \left[ \frac{Q_3(x+t^2) - Q_1(x+t^2)}{x+4} \right] dt. \quad (3.35)
\]

For \( m = 0 \) we obtain simple inversion formulæ for \( \Phi(t) \) and \( \Psi(t) \), respectively

\[
\Phi(t) = -\frac{1}{\pi} \int_t^\infty \frac{Q_1(w)dw}{(w+4)\sqrt{w-t}}, \quad \Psi(t) = -\frac{1}{2\pi} \int_t^\infty \frac{Q_2(w)dw}{\sqrt{w-t}}, \quad (3.36)
\]

with \( Q_2(w) = 2[g(u)e^{-u/2} + g(-u)e^{u/2}]/ \cosh \frac{w}{2} \). The incorporation of the elliptic and parabolic conjugacy classes was discussed in Ref.[34] and is not repeated here.
IV. The Selberg Supertrace Formula for Bordered Super Riemann Surfaces

I first proceed by considering the Selberg supertrace formula where the body of the underlying fundamental domain is compact, and second where it is non-compact. Let us consider the super-automorphic Selberg operator with Dirichlet boundary-conditions

\[
(\hat{L}f)(Z) = \frac{1}{4} \int_{\mathcal{H}^{(1|1)}} dV(W)[k_m(Z, W) - k_m(Z, I W)]f(W) \\
= \frac{1}{4} \sum_{\gamma} \int_{\mathcal{F}^{(1|1)}(\gamma)} dV(W)[k_m(Z, W) - k_m(Z, I W)]f(W) \\
= \frac{1}{2} \int_{\mathcal{F}^{(1|1)}(\gamma)} dV(W)K(Z, W)f(W),
\] (4.1)

where

\[
K(Z, W) = \frac{1}{2} \sum_{\gamma} [k_m(Z, \gamma W) - k_m(Z, \gamma I W)]
\] (4.2)

is the super-automorphic kernel on bordered super Riemann surfaces. Now we have for a superfunction \(\phi\) which is odd with respect to \(x\)

\[
\frac{1}{2} \int_{\mathcal{F}^{(1|1)}(\gamma)} dV(W)K(Z, I W)\phi(W) \\
= \frac{1}{4} \sum_{\gamma} \int_{\mathcal{F}^{(1|1)}(\gamma)} dV(W)k_m(Z, \gamma I W)\phi(W) \\
= -\frac{1}{4} \sum_{\gamma} \int_{\mathcal{F}^{(1|1)}(\gamma)} dV(I W)k_m(Z, \gamma W)\phi(W) \\
= -\frac{1}{4} \sum_{\gamma} \int_{\mathcal{F}^{(1|1)}(\gamma)} dV(I W)k_m(Z, W)\phi(W) \\
= \frac{1}{2} \int_{\mathcal{H}^{(1|1)}} dV(W)k_m(Z, I W)\phi(W) \\
= \frac{1}{2} \int_{\mathcal{H}^{(1|1)}} dV(W)k(I Z, W)\phi(W) = \frac{1}{2}(L\phi)(I Z),
\] (4.3)

due to the properties of the super Selberg operator. Let now \(\Phi\) be an eigenfunction of \(\hat{L}_m\) which is odd with respect to \(x\), i.e. \(\hat{L}_m\Phi = s\Phi\). Then \(s\Phi = \tilde{s}\Phi = \hat{L}_m\Phi\) and \(\Phi\) is an odd eigenfunction of \(\hat{L}_m\) with eigenvalue \(\tilde{s}\). Denote by \(\hat{L}\) the Selberg super operator on the super Riemann surface \(\hat{\Sigma}\); let \((L\phi)(Z) = \Lambda(s)\phi(Z)\) and \((\tilde{L}\phi)(I Z) = \Lambda'(\tilde{s})\phi(I Z)\) on \(\Sigma\) and \(I \Sigma\), respectively. Then

\[
(\hat{L}\phi)(Z) = \frac{1}{2}(L\phi)(Z) - \frac{1}{2}(L\phi)(I Z) \\
= \frac{1}{2}\Lambda(s)\phi(Z) - \frac{1}{2}\Lambda'(\tilde{s})\phi(I Z) = \frac{1}{2}\left[\Lambda(s) + \Lambda'(s)\right]\phi(Z).
\] (4.4)
The equivalence relation (3.16) shows that the eigenvalue problem for the operator $\hat{m}$ is closely related to the eigenvalue problem of the operator $-\Delta_m$, both for eigenfunctions which are even or odd with respect to $x$. Now, an odd eigenfunction of $-\Delta_m$ is also an odd eigenfunction of $-\Delta_{-m}$, and the solution of the corresponding differential equations depend only on $m^2$ but not on $m$ [38, pp.266-68; 25, pp.203-5], hence, the spectrum depends only on $|m|$ (compare also [12]). Therefore we conclude that a with-respect-to-$x$ odd eigenfunction of $\hat{m}$ is also a with-respect-to-$x$ odd eigenfunction of $I \hat{m}$ with the eigenvalue $\bar{s}$, furthermore $\Lambda = \Lambda'$ [12], and we can infer [together with the usual identification $h(p) = \Lambda(\frac{1}{2} + ip)$]

$$(\hat{L}\phi)(Z) = h(p)\phi(z).$$

(4.5)

Let $Z_{\Gamma}(\gamma)$ the centralizer of a $\gamma \in \Gamma$. For $\text{str}(\hat{L})$ we obtain on the one hand

$$\text{str}(\hat{L}) = \sum_n \left[ h(p_n^{(B)}) - h(p_n^{(F)}) \right],$$

(4.6)

where $s_n^{(B,F)} = \frac{1}{2} + ip_n^{(B,F)}$ are the bosonic and fermionic eigenvalues, respectively, of $\hat{m}$. [According to Eq.(3.16) we should consequently write $s = -i(\frac{1}{2} + ip)$, which looks, however, somewhat artificial and is therefore not adopted.] On the other we have

$$\text{str}(\hat{L}) = \frac{1}{2} \int_{\hat{F}^{(1)}(\gamma)} dV(W) K(Z, Z)$$

$$= \frac{1}{4} \sum_{\{\gamma\}} \int_{\hat{F}^{(1)}(\gamma)} \left[ k_m(Z, \gamma Z) - k_m(Z, \gamma IZ) \right] dV(Z),$$

(4.7)

where $\hat{F}^{(1)}(\gamma)$ denotes the fundamental region for the super Fuchsian group $Z_{\Gamma}(\gamma)$, the centralizer of $\gamma \in \Gamma$.

1) $\hat{F}^{(1)}_{\text{red}}$ is compact. For convenience we set $\rho = \gamma I$ and use the classification of the inverse-hyperbolic transformations according to $\rho \in \tilde{\Gamma}Z$, respectively, $\rho^2 \in \tilde{\Gamma}$. We generalize the result of the conjugacy classes for the usual case of bordered Riemann surfaces and consider the two cases i) and ii) for the conjugacy classes in $\gamma I$ (c.f. p.6). The expansion into the conjugacy classes yields for the Selberg super operator for Dirichlet boundary-conditions [c.f. the discussion following Eq.(2.12)]

$$\text{str}(\hat{L}) = \frac{1}{2} \int_{\hat{F}^{(1)}(\gamma)} \sum_{\{\gamma\}} \left[ k_m(Z, \gamma Z) - k_m(Z, \gamma IZ) \right] dV(Z)$$

$$= \frac{1}{4} \Phi(0) + \frac{1}{2} \sum_{\{\gamma\}} \int_{\hat{F}^{(1)}(\gamma)} k_m(Z, \gamma Z) - \frac{1}{2} \sum_{\{\rho\}; \tilde{\Gamma}, \text{hyp}} \int_{\hat{F}^{(1)}(\rho)} k_m(Z, \rho Z).$$

(4.8)
Let us consider the involution term. We obtain

\[
\sum_{\gamma \in \Gamma} \int_{\mathcal{F}(1|1)_{(\gamma)}} dV(Z) k_m[Z,\mathcal{I}Z)] = \sum_{\rho \in \Gamma \mathcal{I}} \int_{\mathcal{F}(1|1)_{(\gamma)}} dV(Z) k_m(Z, \rho Z) =: \sum_{\rho \in \Gamma \mathcal{I}} A(\rho)
\]

\[
= \sum_{\rho_p} \sum_{k=0}^{\infty} A(\rho_p^{2k+1}) + \sum_{i=1}^{n} \sum_{\rho_i} \sum_{k=0}^{\infty} A(\rho_i^{2k+1}). \quad (4.9)
\]

Now observe

\[
k_m(\gamma Z, \rho^{2k+1} \gamma Z) = k_m(Z, \gamma^{-1} \rho^{2k+1} \gamma Z) j(\gamma, Z) j^{-1}(\gamma, \gamma^{-1} \rho^{2k+1} \gamma Z), \quad (4.10)
\]

and

\[
j(\rho^{2k+1}, Z) = j(\gamma, Z) j(\rho^{2k+1}, \gamma Z) = j(\gamma \cdot \gamma^{-1} \rho^{2k+1} \gamma, Z) = j(\gamma, \gamma^{-1} \rho^{2k+1} \gamma Z) j(\gamma^{-1} \rho^{2k+1} \gamma, Z). \quad (4.11)
\]

We then get

\[
\sum_{\rho_p} \sum_{k=0}^{\infty} A(\rho_p^{2k+1}) = \sum_{\{\rho\}} \sum_{\sigma \in \{\rho\}} \sum_{k=0}^{\infty} \int_{\mathcal{F}(1|1)} dV(Z) k_m(Z, \sigma^{2k+1} Z)
\]

\[
= \sum_{\{\rho\}} \sum_{\gamma \in \Gamma_{\rho_2} \backslash \Gamma} \sum_{k=0}^{\infty} \int_{\mathcal{F}(1|1)} dV(Z) k_m(Z, \gamma^{-1} \rho^{2k+1} \gamma Z)
\]

\[
= \sum_{\{\rho\}} \sum_{\gamma \in \Gamma_{\rho_2} \backslash \Gamma} \sum_{k=0}^{\infty} \int_{\mathcal{F}(1|1)} dV(Z) j(\rho^{2k+1}, \gamma Z) k(\gamma Z, \rho^{2k+1} \gamma Z)
\]

\[
= \sum_{\{\rho\}} \sum_{\gamma \in \Gamma_{\rho_2} \backslash \Gamma} \sum_{k=0}^{\infty} j(\rho^{2k+1}, Z) \int_{\mathcal{F}(1|1)} dV(Z) k_m(Z, \rho^{2k+1} Z)
\]

\[
= \sum_{\{\rho\}} \sum_{k=0}^{\infty} \int_{\Gamma_{\rho_2} \backslash \mathcal{H}} dV(Z) j(\rho^{2k+1}, Z) k_m(Z, \rho^{2k+1} Z). \quad (4.12)
\]

By an overall conjugation in \(\text{OSp}(2|1, \mathbb{R})\) we can arrange for \(\gamma\) to be a dilatation, i.e. \(\rho z = -\sqrt{N} \bar{z}\) and \(\nu_1 = \rho \theta_1 = -\chi \rho N^{1/4} \theta_1, \nu_2 = \rho \theta_2 = -\chi \rho N^{1/4} \theta_2\). Similarly as in the usual hyperbolic case [33] we find for the two-point invariants \([M = N^{k+1/2}]\)

\[
R(Z, \rho Z) = \frac{|z + M \bar{z}|^2}{M y^2} \left( 1 - \frac{2 \theta_1 \theta_2}{y} \right) \equiv R_0 \left( 1 - \frac{2 \theta_1 \theta_2}{y} \right) \quad (4.13)
\]

\[
r(Z, \rho Z) = \frac{\theta_1 \theta_2}{y} \left[ 2 + \chi (M^{1/2} + M^{-1/2}) \right]. \quad (4.14)
\]
Furthermore $j(\rho^{2k+1}, Z) = \chi_{\rho}^{(2k+1)m}$ and

$$J^m(Z, \rho^{2k+1}Z) = \left(\frac{\zeta + 2i\cosh \frac{\zeta}{2}}{\zeta - 2i\cosh \frac{\zeta}{2}}\right)^{m/2} \left(1 - \frac{2im\chi_{\rho}^{2k+1}\zeta\theta_2}{\gamma(\zeta^2 + 4\cosh^2 \frac{\zeta}{2})}\right), \quad (4.15)$$

where $\zeta = 2x \cosh \frac{\gamma}{2}/u$ and $u = (2k+1)\ln \sqrt{M} = (k+1/2)\rho^2$. The evaluation of the conjugacy classes $\{\rho\}$ is straightforward and similar to the usual hyperbolic case. Evaluating the relevant terms we obtain

**Theorem 4.1:** The Selberg supertrace formula for $m$-weighted Dirac-Laplace operators $\Box_n$ on compact bordered super Riemann surfaces with Dirichlet boundary-conditions is given by:

$$\sum_{n=1}^{\infty} \left[ h(p_n^{(B)}) - h(p_n^{(F)}) \right] = -\frac{\bar{A}}{4\pi} \int_0^{\infty} \frac{g(u) - g(-u)}{\sinh \frac{u}{2}} \cosh \left(\frac{um}{2}\right) du$$

$$+ \frac{1}{4} \sum_{\{\gamma\}} \sum_{k=1}^{\infty} \frac{\chi_{\gamma}^{km}}{\sinh \frac{k\zeta}{2}} \left[ g(kl_\gamma) + g(-kl_\gamma) - \chi_{\gamma}^k \left(g(kl_\gamma)e^{-kl_\gamma/2} + g(-kl_\gamma)e^{kl_\gamma/2}\right)\right]$$

$$- \frac{1}{4} \sum_{\{\rho^2\}} \sum_{k=0}^{\infty} \frac{\chi_{\rho}^{(k+1/2)m}}{\cosh \left[\frac{1}{2}(k + \frac{1}{2})\rho^2\right]} \left[g \left[(k + \frac{1}{2})\rho^2\right] - g \left[-(k + \frac{1}{2})\rho^2\right] \right]$$

$$- \chi_{\rho}^{k+\frac{1}{2}} \left(\frac{1}{2}(k + \frac{1}{2})\rho^2\right) e^{-\frac{1}{2}(k + \frac{1}{2})\rho^2} + g \left[-(k + \frac{1}{2})\rho^2\right] e^{\frac{1}{2}(k + \frac{1}{2})\rho^2}\right\}$$

$$- \frac{1}{2} \sum_{i=1}^{n} \frac{\chi_{C_i}^{km}}{\cosh \frac{kC_i}{2}} \left[g(klC_i) + g(-klC_i) - \chi_{C_i}^k \left(g(klC_i)e^{-klC_i/2} + g(-klC_i)e^{klC_i/2}\right)\right], \quad (4.16)$$

where $\lambda_{n}^{(B,F)} = \frac{1}{2} + ip_{n}^{(B,F)}$ on the left runs through the set of all eigenvalues of this Dirichlet problem, and the summation on the right is taken over all primitive conjugacy classes $\{\gamma\}_\Gamma$, $\text{str}(\gamma) + \chi_\gamma > 2$, and $\{\rho\}_\Gamma$, $\rho$ hyperbolic.

The test function $h$ is required to have the following properties

i) $h(p) \equiv h(\frac{1+m}{2} + ip) \in C^\infty(\mathbb{R})$,

ii) $h(p)$ need not to be an even function in $p$,

iii) $h(p)$ vanishes faster than $1/|p|$ for $p \to \pm \infty$.

iv) $h(p)$ is holomorphic in the strip $\Im(p) \leq 1 + \frac{m}{2} + \epsilon, \, \epsilon > 0$, to guarantee absolute convergence in the summation over $\{\gamma\}$ and $\{\rho\}$.

Note that there is no $k = 0$ contribution from the last summand. $g(u)$ is given by Eq.(3.31).

Note that in the case of Neumann boundary-conditions the last two terms just change their signs.
2) \( \hat{F}_{\text{red}}^{(11)} \) is non-compact. I only consider the case \( m = 0 \). We now include all relevant conjugacy classes and get

\[
\text{str}(\hat{L}) = \frac{1}{2} \int_{\hat{F}^{(11)}(T)} \sum_{\{T\}} \left[ k(Z, TZ) - k(Z, TIZ) \right] dV(Z)
\]

\[
= \frac{1}{4} \hat{A} \Phi(0) + \frac{1}{2} \sum_{\{\gamma\}} \int_{\hat{F}^{(11)}(\gamma)} k(Z, \gamma Z)
\]

\[
- \frac{1}{2} \sum_{\{\rho\}; \Gamma_{\rho, hyp}} \int_{\hat{F}^{(11)}(\rho)} k(Z, \rho Z)
\]

\[
+ \frac{1}{2} \sum_{R \in \hat{F}^{(11)}(R)} \int_{\hat{F}^{(11)}(R)} k(Z, RZ)
\]

\[
+ \frac{1}{2} \lim_{y_{M} \to \infty} \int_{\hat{F}^{(11)}(y_{M})} dV(Z)
\]

\[
\times \left\{ \sum_{\{S\}} \sum_{\gamma' \in \hat{\Gamma}_{S} \backslash \Gamma} k(Z, \gamma'^{-1} S \gamma' Z) - \sum_{\{\rho\}; \Gamma_{\rho, \ell tt}} \sum_{\gamma' \in \hat{\Gamma}_{S} \backslash \Gamma} k(Z, \gamma'^{-1} \rho \gamma' Z) \right\}.
\]

(4.17)

with some properly defined compact domain \( \hat{F}^{(11)}_{y_{M}} \) depending on a large parameter \( y_{M} \), and where the sum is taken over all hyperbolic conjugacy classes \( \{\gamma\} \), elliptic conjugacy classes \( \{R\} \) and parabolic conjugacy classes \( \{S\} \) in \( \hat{\Gamma} \) with representatives \( \gamma, R \) and \( S \), respectively, over all relative non-degenerate classes \( \{\rho\} \), \( \rho \) hyperbolic, and over the relative conjugacy classes \( \{\rho\} \) with \( \text{str}(\rho) + \chi_{\rho} = 0 \), \( \rho \) elliptic.

The hyperbolic contributions have just been calculated (c.f. Eq.(4.16)). Because there are no additional elliptic terms, we can just take the result of Ref.[34] [c.f. the discussion following Eq.(2.12)] and obtain

\[
\frac{1}{4} \int_{\hat{F}^{(11)}(R)} k(Z, RZ) = \frac{1}{2} \sum_{\{R\}} \sum_{k=1}^{\nu-1} \frac{1}{\nu} \left( 1 - \chi_{R} \frac{k\pi}{\nu} \cos \frac{k\pi}{\nu} \right)
\]

\[
\times \int_{0}^{\infty} \frac{g(u) e^{-u/2} + g(-u) e^{u/2}}{\cosh u - \cos(2k\pi/\nu)} du + \int_{0}^{\infty} \frac{g(u) - g(-u)}{\cosh u - \cos(2k\pi/\nu)} \sinh \frac{u}{2} du \right\}. \quad (4.18)
\]
Turning to the “parabolic terms” we consider the transformation \( Z \to W = IS^nZ \). In Ref.[34] I obtained by considering \( y_M \) finite with the corresponding fundamental domain \( \mathcal{F}_{y_M}^{(1)[1]}(S) \)

\[
\frac{1}{2} \int_{\mathcal{F}_{y_M}^{(1)[1]}(S)} \frac{d\theta d\bar{\theta}}{Y} k(Z, SZ)
= \frac{1}{2} \int_0^1 dx \int_0^{y_M} dy \int \frac{d\theta d\bar{\theta}}{Y} \sum_{n \neq 0} k(Z, S^nZ)
= \kappa_\pm \left\{ (\ln y_M - \ln 2)g(0) + \frac{1}{2} \int_0^\infty g(-u)du \right. \\
- \frac{1}{4\pi} \int_{-\infty}^\infty \left[ \Psi(1 - ip) + \Psi(1 + ip) \right] h(p)dp \right\} + \frac{\kappa}{4} \int_0^\infty \left[ g(u) - g(-u) \right] du + O\left( \frac{1}{\sqrt{y_M}} \right)
= \kappa_\pm \left[ (\ln y_M + C - \ln 2)g(0) + \frac{1}{2} \int_0^\infty g(-u)du \right.
- \frac{1}{2} \int_0^\infty \ln(1 - e^{-u}) \left\{ \frac{d}{du} [g(u) + g(-u)] \right\} du \right] + \frac{\kappa}{4} \int_0^\infty \left[ g(u) - g(-u) \right] du + O\left( \frac{1}{\sqrt{y_M}} \right)
\] (4.19)

\([\kappa_\pm = \sum_{\{S\}} (1 \pm \chi_S)], and I have stated the result in two alternative ways. Note that Euler’s constant \( C = 0.57721566490 \ldots \) appears only in the representation where \( g(u) \) instead of \( h(p) \) is used.

As we know from the discussion in section III from the usual Selberg case, the conjugacy class with \( \text{tr}(\rho) = 0, \rho \) elliptic, contains an element of order two. In the super-case this is generalized to

\[
\gamma_a = \begin{pmatrix} 0 & a & 0 \\ -a^{-1} & 0 & 0 \\ 0 & 0 & \chi_{\gamma_a} \end{pmatrix}, \quad (\text{mod } \pm 1),
\] (4.20)

with some \( a \geq 1 \). Because \( \gamma_a \) is an elliptic element of order two we have to consider

\[
\int_{\mathcal{F}_{y_M}^{(1)[1]}, \gamma' \in \hat{\Gamma}} \kappa(Z, \rho Z) = [\hat{\Gamma}(\rho)] \int_{\mathcal{F}_{y_M}^{(1)[1]}, \gamma' \in \hat{\Gamma}} \kappa(Z, \rho Z)
\] (4.21)

and \([\hat{\Gamma}(\rho)] = \text{order}[\hat{\Gamma}(\rho)] = 2 \) which yields an additional factor \( \frac{1}{2} \) in the second term in the parabolic contribution of Eq.(4.17).

For a proper asymptotic expansion [71] of the corresponding integral we remove from \( \mathcal{H}^{(1)[1]} \) two regions, denoted by \( B_1^{(1)[1]} = \{ Z \in \mathcal{H}^{(1)[1]} | x \geq y_M \} \) and \( B_2^{(1)[1]} = \gamma_a B_1 \), respectively, i.e. we consider

\[
B^{(1)[1]} = \mathcal{H}^{(1)[1]} - B_1^{(1)[1]} - B_2^{(1)[1]}.
\] (4.22)
First let us insert a \( n = 0 \) “parabolic term” into the super-automorphic kernel; this gives the integral
\[
\int_\gamma \mathcal{F}^{(1|1)}_{y_m}(\gamma) \frac{k(Z, \rho Z)}{k(Z, \rho Z)} = \int_{B^{(1|1)}} dV(Z)k(Z, \mathcal{I}Z) + o(1), \quad (y_m \to \infty), \tag{4.23}
\]
whose asymptotic behaviour must be studied. By the definition of \( B^{(1|1)} \) the above integral separates into two contributions
\[
\int_0^\infty dx \int_{a^2/y_M}^{y_M} dy \int \frac{d\theta_1 d\theta_2}{y + \theta_1 \theta_2} k(Z, \mathcal{I}Z) - \int_0^{a^2/y_M} dy \int_{\sqrt{a^2/y_M-1}}^\infty dx \int \frac{d\theta_1 d\theta_2}{y + \theta_1 \theta_2} k(Z, \mathcal{I}Z) \tag{4.24}
\]
In order to evaluate the first integral we set \( y_0 = a^2/y_M \).
\[
\frac{1}{2} \int_0^\infty dx \int_{y_0}^{y_M} dy \int \frac{d\theta_1 d\theta_2}{y + \theta_1 \theta_2} \left\{ \Phi[R(Z, \mathcal{I}Z)] + r(Z, \mathcal{I}Z)\Psi[R(Z, \mathcal{I}Z)] \right\}
\]
\[
= \int_0^\infty dx \int_{y_0}^{y_M} dy \frac{1}{y^2} \left[ \frac{1}{2} \Phi \left( \frac{4x^2}{y^2} \right) + \frac{4x^2}{y^2} \Phi' \left( \frac{4x^2}{y^2} \right) + (1 - \chi_S)\Psi \left( \frac{4x^2}{y^2} \right) \right]
\]
\[
= \frac{1}{4} \int_0^\infty dt \int_{y_0}^{y_M} dy \frac{1}{y} \left[ \frac{1}{2} \Phi(t) + t\Phi'(t) + (1 - \chi_S)\Psi(t) \right]
\]
\[
= (\ln y_M - \ln a)(1 - \chi_S)g(0), \tag{4.25}
\]
where we have explicitly inserted \( y_0 \), and the terms with \( \Phi \) vanish by a partial integration. Note that this term must be sufficient for the regularization and indeed is. In the second part of the integral of the next term we integrate out the \( \theta_1 \theta_2 \) quantities, perform a partial integration, and get the result (set \( \tau = a^2/y_M \))
\[
\frac{1}{4} \int_1^\infty \frac{d\tau}{\tau} \int_{4(\tau-1)}^\infty \frac{dt}{\sqrt{t}} \left[ \frac{1}{2} \Phi(t) + t\Phi'(t) + (1 - \chi_S)\Psi(t) \right]
\]
\[
= \frac{1}{4} \int_1^\infty d(\ln \tau) \int_{4(\tau-1)}^\infty \frac{dt}{\sqrt{t}} \left[ \frac{1}{2} \Phi(t) + t\Phi'(t) + (1 - \chi_S)\Psi(t) \right]
\]
\[
= -(1 - \chi_S)g(0) \ln 2 + \frac{1}{4} \int_0^\infty \frac{dt}{\sqrt{t}} \ln(t + 4) \left[ \frac{1}{2} \Phi(t) + t\Phi'(t) + (1 - \chi_S)\Psi(t) \right], \tag{4.26}
\]
and this contribution is independent of \( a \) and \( y_M \), respectively. Furthermore I have used the differentiation rule
\[
\frac{d}{da} \int_{\psi(a)}^{\phi(a)} f(x, a) dx = f[\phi(a), a] \frac{d\phi(a)}{da} + f[\psi(a), a] \frac{d\psi(a)}{da} + \int_{\psi(a)}^{\phi(a)} \frac{df(x, a)}{da} dx. \tag{4.27}
\]
Let us consider the various terms. Firstly we have
\[
\frac{1}{4} \int_0^\infty \frac{dt}{\sqrt{t}} \ln(t + 4) \left[ \frac{1}{2} \Phi(t) + t\Phi'(t) \right]
\]
\[
= -\frac{1}{4} \int_0^\infty \frac{\sqrt{t} \Phi(t)}{t + 4} dt = \frac{1}{4\pi} \int_0^\infty \frac{Q_1(w)}{w + 4} dw \int_0^w \frac{\sqrt{t} dt}{(t + 4)\sqrt{w - t}}
\]
\[
= \frac{1}{2} \int_0^\infty \tanh \frac{u}{2} \tanh \frac{u}{4} \left[ g(u) - g(-u) \right] du. \tag{4.28}
\]
Here I have used the integral [28, p.287]
\[
\int_0^u x^{\nu-1}(x + \alpha)^\lambda(u - x)^{\mu-1}dx = \alpha^\lambda u^{\mu+\nu-1}B(\mu,\nu)\, _2F_1\left(-\lambda,\nu,\mu+\nu; \frac{u}{\alpha}\right)
\]  
(4.29)

together with [26, p.101]
\[
(1 - z)^{1/2}\, _2F_1(a, a + \frac{1}{2}; 2a; z) = \, \, _2F_1(a - \frac{1}{2}, a; 2a; z) = \left(\frac{1}{2} + \frac{1}{2}\sqrt{1 - z}\right)^{1-2a}.
\]  
(4.30)

Next we get
\[
\frac{1}{4}\int_0^\infty \frac{dt}{\sqrt{t}} \ln(t + 4)\Psi(t)
\]
\[
= -\frac{1}{4\pi} \int_0^\infty dw \, Q_2'(w) \int_0^w \frac{\ln(t + 4)dt}{\sqrt{t}(w-t)}
\]
\[
= \frac{g(0)\ln 2}{2} + \frac{1}{32} \int_0^\infty \frac{Q_2(w)dw}{\sqrt{1+w/4}(1+\sqrt{1+w/4})}
\]
\[
= \frac{g(0)\ln 2}{2} + \frac{1}{4} \int_0^\infty \tanh \frac{u}{4} \left\{ \left[ g(u) + g(-u) \right] - \tanh \frac{u}{2} \left[ g(u) - g(-u) \right] \right\} du.
\]  
(4.31)

Collecting terms we obtain
\[
\frac{1}{4} \int_1^\infty \frac{d\tau}{\tau} \int_{4(\tau-1)}^\infty \frac{dt}{\sqrt{t}} \left\{ \frac{1}{2} \Phi(t) + t\Phi'(t) + (1 - \chi_S)\Psi(t) \right\}
\]
\[
= -\frac{1}{2} (1 - \chi_S)g(0)\ln 2
\]
\[
+ \frac{1 - \chi_S}{4} \int_0^\infty \tanh \frac{u}{4} \left[ g(u) + g(-u) \right] du + \frac{1 + \chi_S}{4} \int_0^\infty \tanh \frac{u}{4} \tanh \frac{u}{2} \left[ g(u) - g(-u) \right] du
\]
\[
= -\frac{1}{2} (1 - \chi_S)g(0)\ln 2
\]
\[
+ \frac{1 - \chi_S}{4} \left\{ \int_0^\infty \left[ g(u) + g(-u) \right] du - \frac{2}{\pi} \int_{-\infty}^\infty h(p) \left[ \beta(1+2ip) + \beta(1-2ip) \right] dp \right\}
\]
\[
+ \frac{1 + \chi_S}{4} \left\{ \int_0^\infty \left[ g(u) - g(-u) \right] du - \frac{1}{\pi} \int_{-\infty}^\infty h(p) \left[ \beta \left( \frac{1}{2} + ip \right) - \beta \left( \frac{1}{2} - ip \right) \right] dp \right\}.
\]  
(4.32)

Here use has been made of the integrals [28, p.304, p.356]
\[
\int_0^\infty \frac{e^{-\mu x}}{1 + e^{-x}} dx = \beta(\mu), \quad \int_0^\infty \frac{e^{-\mu x}}{\cosh x} dx = \beta \left( \frac{\mu + 1}{2} \right),
\]  
(4.33)
and $\beta(x)$ is the $\beta$-function defined by $\beta(x) = \frac{1}{x} \left[ \Psi\left(\frac{1+x}{2}\right) - \Psi\left(\frac{x}{2}\right) \right]$, with $\Psi(z) = \Gamma'(z)/\Gamma(z)$ the logarithmic derivative of the $\Gamma$-function. To finish the discussion we have to consider

$$
\int \bigcup_{g \gamma \bar{\gamma}_{y_m}^{(1)}} k(Z, \rho Z), \quad g \in \text{OSp}(2|1, \mathbb{R}).
$$

(4.34)

According to Venkov [71], this has the consequence that the asymptotic behaviour in the limit $y_m \to \infty$ is changed by a scaling such that the integral is calculated with respect to the variable $\nu y_M$ instead of $y_M$. The fixed number $\nu$ is denoted by $\nu(\rho)$. Similarly, $a$ is denoted by $a(\rho)$. Hence we obtain

$$
-\frac{1}{4} \int_{\bar{\gamma}_{y_M}^{(1)}} dV(Z) \sum_{\{\rho\} : \Gamma_{\rho, \text{ell}} \in \text{str}(\rho) + \chi_{\rho} = 0} k(Z, \gamma'^{-1} \rho \gamma' Z)
$$

$$
= -\frac{1}{4} q(\hat{\mathcal{F}})(1 - \chi S) \left( \ln y_M - \sum_{\{\rho\} : \Gamma_{\rho, \text{ell}} \in \text{str}(\rho) + \chi_{\rho} = 0} \ln a(\rho) \right) g(0) + \frac{1}{8} (1 - \chi S) q(\hat{\mathcal{F}}) g(0) \ln 2
$$

$$
- \frac{1 - \chi S}{16} q(\hat{\mathcal{F}}) \int_0^{\infty} \tanh \frac{u}{4} \left[ g(u) + g(-u) \right] du
$$

$$
- \frac{1 + \chi S}{16} q(\hat{\mathcal{F}}) \int_0^{\infty} \tanh \frac{u}{4} \tanh \frac{u}{2} \left[ g(u) - g(-u) \right] du + o(1).
$$

(4.35)

Here $q(\hat{\mathcal{F}})$ denotes the number of classes $\{\rho\}$ having the property $\text{str}(\rho) + \chi_{\rho} = 0$ and $\rho$ elliptic. Because we know that all terms in the supertrace formula must be finite we deduce $q(\hat{\mathcal{F}}) = 4 \kappa$. Therefore we obtain for the regularized “parabolic terms” in the Selberg supertrace formula for bordered super Riemann surfaces

$$
\frac{1}{2} \lim_{y_m \to \infty} \int_{\bar{\gamma}_{y_M}^{(1)}} dV(Z) \left\{ \sum_{\{S\}} \sum_{\gamma' \in \bar{\Gamma} \setminus \Gamma} k(Z, \gamma'^{-1} S \gamma' Z) - \sum_{\{\rho\} : \Gamma_{\rho, \text{ell}} \in \text{str}(\rho) + \chi_{\rho} = 0} \sum_{\gamma' \in \bar{\Gamma} \setminus \Gamma} k(Z, \gamma'^{-1} \rho \gamma' Z) \right\}
$$

$$
= \kappa_S g(0) + \frac{\kappa_-}{2} \int_0^{\infty} g(-u) du
$$

$$
- \frac{\kappa_-}{2} \int_0^{\infty} \ln(1 - e^{-u}) \left\{ \frac{d}{du} \left[ g(u) + g(-u) \right] \right\} du + \frac{\kappa_-}{4} \int_0^{\infty} \left[ g(u) - g(-u) \right] du
$$

$$
- \frac{\kappa_-}{4} \int_0^{\infty} \tanh \frac{u}{4} \left[ g(u) + g(-u) \right] du - \frac{\kappa_+}{4} \int_0^{\infty} \tanh \frac{u}{4} \tanh \frac{u}{2} \left[ g(u) - g(-u) \right] du.
$$

(4.36)

Here I have abbreviated

$$
\kappa_S = \frac{1}{2} \sum_{\{S\}} (1 - \chi_S) \ln 2 - \sum_{\{\rho\} : \Gamma_{\rho, \text{ell}} \in \text{str}(\rho) + \chi_{\rho} = 0} \ln a(\rho) \nu(\rho).
$$

(4.37)
Therefore we obtain

**Theorem 4.2:** The Selberg supertrace formula for the Dirac-Laplace operator on bordered super Riemann surfaces with hyperbolic, elliptic and parabolic conjugacy classes with Dirichlet boundary-conditions is given by:

\[
\sum_{n=1}^{\infty} \left[ h(p^{B}_{n}) - h(p^{F}_{n}) \right] = i \frac{\hat{A}}{4\pi} \int_{-\infty}^{\infty} h(p) \tanh \pi dp \\
+ \frac{1}{4} \sum_{\{\gamma\}} \sum_{k=1}^{\infty} \frac{l_{\gamma}^{kl}}{\sinh \frac{kl_{\gamma}}{2}} \left[ g(kl_{\gamma}) + g(-kl_{\gamma}) - \chi_{\gamma}^{k} \left( g(kl_{\gamma})e^{-kl_{\gamma}/2} + g(-kl_{\gamma})e^{kl_{\gamma}/2} \right) \right] \\
- \frac{1}{4} \sum_{\{\rho^{2}\}} \sum_{k=0}^{\infty} \frac{l_{\rho^{2}}}{\cosh \left[ \frac{1}{2}(k + \frac{1}{2})l_{\rho^{2}} \right]} \left\{ g \left[ (k + \frac{1}{2})l_{\rho^{2}} \right] + g \left[ -(k + \frac{1}{2})l_{\rho^{2}} \right] \\
- \chi_{\rho^{2}}^{k} \left( g \left[ (k + \frac{1}{2})l_{\rho^{2}} \right] e^{-\frac{1}{2}(k + \frac{1}{2})l_{\rho^{2}}} + g \left[ -(k + \frac{1}{2})l_{\rho^{2}} \right] e^{\frac{1}{2}(k + \frac{1}{2})l_{\rho^{2}}} \right) \right\} \\
- \frac{1}{2} \sum_{i=1}^{n} \sum_{k=1}^{\infty} \frac{l_{C_{i}}}{\cosh \frac{kl_{C_{i}}}{2}} \left\{ g(kl_{C_{i}}) + g(-kl_{C_{i}}) - \chi_{C_{i}}^{k} \left( g(kl_{C_{i}})e^{-kl_{C_{i}}/2} + g(-kl_{C_{i}})e^{kl_{C_{i}}/2} \right) \right\} \\
+ \frac{1}{2} \sum_{\{R\}} \sum_{k=1}^{\nu-1} \frac{1}{\nu} \left( 1 - \chi_{R}^{k} \cos \frac{k\pi}{\nu} \right) \\
\times \int_{0}^{\infty} \frac{g(u)e^{-u/2} + g(-u)e^{u/2}}{\cosh u - \cos(2k\pi/\nu)} du + \int_{0}^{\infty} \frac{g(u) - g(-u)}{\cosh u - \cos(2k\pi/\nu)} \sinh \frac{u}{2} du \\
+ (\kappa_{S} + \kappa_{-}) (0) + \frac{\kappa_{-}}{2} \int_{0}^{\infty} g(-u) du \\
- \frac{\kappa_{-}}{2} \int_{0}^{\infty} \ln(1 - e^{-u}) \left\{ \frac{d}{du} \left[ g(u) + g(-u) \right] \right\} du + \frac{\kappa_{-}}{2} \int_{0}^{\infty} \left[ g(u) - g(-u) \right] du \\
- \frac{\kappa_{-}}{4} \int_{0}^{\infty} \tan \frac{u}{4} \left[ g(u) + g(-u) \right] du - \frac{\kappa_{+}}{4} \int_{0}^{\infty} \tan \frac{u}{2} \left[ g(u) - g(-u) \right] du,
\] (4.38)

where \( \lambda^{(B,F)}_{n} = \frac{1}{2} + ip^{(B,F)}_{n} \) on the left runs through the set of all eigenvalues of this Dirichlet problem, and the summation on the right is taken over all primitive conjugacy classes \( \{\gamma\}_{\Gamma}, \str(\gamma) + \chi_{\gamma} > 2, \{R\}_{\Gamma}, \str(R) + \chi_{R} < 2, \{\rho\}_{\Gamma}, \rho \) hyperbolic, \( \{S\}_{\Gamma}, \str(S) + \chi_{S} = 2, \) and \( \{\rho\}_{\Gamma}, \str(\rho) + \chi_{\rho} = 0, \rho \) elliptic.

The test function \( h \) is required to have the following properties

i) \( h(p) \in C^{\infty}(\mathbb{R}) \),

ii) \( h(p) \) need not to be an even function in \( p \),

iii) \( h(p) \) vanishes faster than \( 1/|p| \) for \( p \to \pm \infty \).

iv) \( h(p) \) is holomorphic in the strip \( \Im(p) \leq \frac{1}{2} + \epsilon, \epsilon > 0, \) to guarantee absolute convergence in the summation over \( \{\gamma\} \) and \( \{\rho\} \).

\[ \blacksquare \]
In the case of Neumann boundary-conditions the regularization procedure is similar to the treatment in Ref.[34] which is due to the fact that in this case the continuous spectrum does not drop out and must be taken into account. This will not discussed here again. The full picture emerges then by a proper combination of Ref.[34] and Theorem 4.2.

V. Analytic Properties of Selberg Super Zeta-Functions

The Selberg zeta-function was originally introduced by Selberg [63] in order to study spectra of Laplacians on compact Riemann surfaces of genus $g$. It is defined by

$$Z(s) := \prod_{\{\gamma\}} \prod_{k=0}^{\infty} \left[ 1 - e^{-(s+k)l_\gamma} \right], \quad (\Re(s) > 1). \quad (5.1)$$

It is of further interest, because determinants of Laplacians can be expressed by combinations of the zeta-function and its derivatives. Define $D_\Delta(z) = \det'(-\Delta + z)$, where the prime denotes the omission of zero modes. Then the Selberg zeta-function for compact closed Riemann surfaces and $D_\Delta$ are connected by the relation [66, 73]:

$$Z(s) = s(s-1)D_\Delta[s(s-1)]\left[ (2\pi)^{1-s} e^{\widetilde{C} + s(s-1)G(s)G(s+1)} \right]^{2(g-1)}, \quad (5.2)$$

where $\widetilde{C} = \frac{1}{4} - \ln \sqrt{2\pi} - 2\zeta'(-1)$ and $G(z)$ denotes the Barnes $G$-function [28] (see also e.g. [13, 20, 27]). The case of non-compact closed and open Riemann surfaces can be found in Venkov [71] (also [12, 14]). We cite the latter case to have a comparison with its generalization to the super-case. The Selberg zeta-function for bordered Riemann surfaces for automorphic $m$-forms is defined by

$$\hat{Z}(s) = \prod_{\{\gamma\}} \prod_{k=0}^{\infty} \left[ 1 - \chi_\gamma^m e^{-l_\gamma(s+k)} \right]$$

$$\times \prod_{\{\rho\}} \prod_{k=0}^{\infty} \left( \frac{1 + \chi_\rho^m e^{-l_\rho(s+k)}}{1 - \chi_\rho^m e^{-l_\rho(s+k)}} \right)^{(-1)^k \chi_\rho^m} \times \prod_{i=1}^{n} \prod_{k=0}^{\infty} \left( \frac{1}{1 - \chi_i^m e^{-l_i(s+k)}} \right)^{2(-1)^k}, \quad (5.3)$$

$\Re(s) > 1$. Choosing the test-function

$$h(p, s, b) = \frac{1}{(s - \frac{1}{2})^2 + p^2} - \frac{1}{(b - \frac{1}{2})^2 + p^2} \quad (5.4)$$
yields
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Theorem 5.1 [12, 71]: The Selberg trace formula for the Selberg zeta-function on bordered Riemann surfaces for automorphic \( m \)-forms is given by:

\[
\frac{\hat{Z}'(s)}{\hat{Z}(s)} = (s - \frac{1}{2}) \frac{2\hat{A}}{\pi} \left[ \Psi \left( s + \frac{m}{2} \right) + \Psi \left( s - \frac{m}{2} \right) - \Psi \left( b + \frac{m}{2} \right) - \Psi \left( b - \frac{m}{2} \right) \right] \\
- i \sum_{\{R\}} \sum_{k=1}^{\nu-1} \frac{1}{\nu \sin(k\pi/\nu)} \sum_{l=0}^{\infty} \left[ \frac{e^{-2i(k\pi/\nu)(l+1/2-m/2)}}{s + l - m/2} - \frac{e^{2i(k\pi/\nu)(l+1/2+m/2)}}{s + l + m/2} \right] \\
+ 4(s - \frac{1}{2}) \sum_{j} \left( \frac{1}{(s - \frac{1}{2})^2 + p_j^2} - \frac{1}{(b - \frac{1}{2})^2 + p_j^2} \right) + \text{const}_1 + \text{const}_2(s - \frac{1}{2}) \\
+ 2\kappa_0 \Psi(1 - s) - 4\kappa_0(s - \frac{1}{2}) \sum_{k=0}^{\infty} \frac{1}{(s - \frac{1}{2})^2 - (k + \frac{1}{2})^2} \\
+ \kappa_0 \left[ \Psi(s) - \Psi\left( s + \frac{m}{2} \right) - \Psi\left( s + \frac{m}{2} \right) \right],
\]

(5.5)

with some constants \( \text{const}_1,2 \).

The zero- and pole-structure can be read off, see Refs.[12, 71]. The functional equation has the form

\[
\hat{Z}(1 - s) = \hat{Z}(s) \hat{\Psi}_Z(s)
\]

(5.6)

with the function \( \hat{\Psi}_Z(s) \) given by

\[
\hat{\Psi}_Z(s) = \left[ \frac{\Gamma(1 - s)}{\Gamma(s)} \right]^{2\kappa} \exp \left\{ - 4\hat{A} \int_0^{s - \frac{1}{2}} \left( \frac{\tan(\pi t)}{\cot(\pi t)} \right) dt + 4\hat{c}(s - \frac{1}{2}) \right. \\
+ i \sum_{\{R\}} \sum_{k=1}^{\nu-1} \frac{1}{\nu \sin(k\pi/\nu)} \int_0^{s - 1/2} \sum_{l=0}^{\infty} \left[ \frac{e^{-2i(k\pi/\nu)(l+1/2-m/2)}}{s + l - m/2} + \frac{e^{-2i(k\pi/\nu)(l+1/2+m/2)}}{s + l + m/2} \right] \\
- \frac{e^{-2i(k\pi/\nu)(l+1/2+m/2)}}{s + l + (m - 1)/2} + \frac{e^{-2i(k\pi/\nu)(l+1/2+m/2)}}{s + l - (m - 3)/2} \left. \right\} dt \right\},
\]

(5.7)

and the \( \tan(\pi t) \)-, respectively the \( \cot(\pi t) \)-term, has to be taken whether \( m \) is even or odd, and the constant \( \hat{c} \) given by

\[
\hat{c} = \frac{1}{4} \left[ \sum_{\{\rho\}, \hat{\Gamma}_{\rho, \text{crit}}} \chi_{\rho}^m \ln \left( \frac{a(\rho)}{\mu(\rho)} \right) - \kappa_0 \ln 2 - \frac{L}{2} \right].
\]

(5.8)
Let us consider the two Selberg super zeta-functions $Z_0$ and $Z_1$, respectively, defined by [5, 33]

$$Z_0(s) = \prod_{\{\gamma\}} \prod_{k=0}^{\infty} \left[ 1 - e^{-(s+k)l_\gamma} \right], \quad (5.9)$$

$$Z_1(s) = \prod_{\{\gamma\}} \prod_{k=0}^{\infty} \left[ 1 - \chi_\gamma e^{-(s+k)l_\gamma} \right], \quad (5.10)$$

for $\Re(s) > 1$; and furthermore the functions

$$R_0(s) = \frac{Z_0(s)}{Z_0(s + 1)} = \prod_{\{\gamma\}} \left( 1 - e^{-sl_\gamma} \right), \quad (5.11)$$

$$R_1(s) = \frac{Z_1(s)}{Z_1(s + 1)} = \prod_{\{\gamma\}} \left( 1 - \chi_\gamma e^{-sl_\gamma} \right), \quad (5.12)$$

for $\Re(s) > 1$; the analytic properties of the $Z_{0,1}$-functions can be derived from the $R_{0,1}$-functions. The analytic properties for these functions for closed super Riemann surfaces were discussed in I and II. However, in the case of bordered super Riemann surfaces we will consider the modified Selberg super zeta-functions on bordered super Riemann surfaces

$$\hat{Z}_0(s) = \prod_{\{\gamma\}} \prod_{k=0}^{\infty} \left[ 1 - e^{-(s+k)l_\gamma} \right]$$

$$\times \prod_{\{\rho\}} \prod_{\text{str}(\rho) + \chi_\rho \neq 0}^{\infty} \left( \frac{1 + e^{-(s+k)l_\rho}}{1 - e^{-(s+k)l_\rho}} \right)^{(1-k)} \times \prod_{i=1}^{n} \prod_{k=0}^{\infty} \left( \frac{1}{1 - e^{-l C_i(s+k)}} \right)^{2(-1)^k} \quad (5.13)$$

$$\hat{Z}_1(s) = \prod_{\{\gamma\}} \prod_{k=0}^{\infty} \left[ 1 - \chi_\gamma e^{-(s+k)l_\gamma} \right]$$

$$\times \prod_{\{\rho\}} \prod_{\text{str}(\rho) + \chi_\rho \neq 0}^{\infty} \left( \frac{1 + \chi_\rho e^{-(s+k)l_\rho}}{1 - \chi_\rho e^{-(s+k)l_\rho}} \right)^{(1-k)} \times \prod_{i=1}^{n} \prod_{k=0}^{\infty} \left( \frac{1}{1 - \chi C_i e^{-l C_i(s+k)}} \right)^{2(-1)^k} \quad (5.14)$$

for $\Re(s) > 1$. For convenience we will consider the functions

$$\hat{R}_0(s) := \frac{\hat{Z}_0(s)}{\hat{Z}_0(s + 1)} = \prod_{\{\gamma\}} \left( 1 - e^{-sl_\gamma} \right)$$
\[
\hat{R}_1(s) := \frac{\hat{Z}_1(s)}{\hat{Z}_1(s + 1)} = \prod_{\gamma} \left(1 - \chi_{\gamma} e^{-s l_{\gamma}}\right) \times \prod_{\{\rho\}, \text{str}(\rho) + \chi_{\rho} \neq 0} \left(\frac{1 + \chi_{\rho} e^{-(s+k)l_{\rho}}}{1 - \chi_{\rho} e^{-(s+k)l_{\rho}}}\right)^{\alpha_k(-1)^k} \times \prod_{i=1}^{n} \prod_{k=0}^{\infty} \left(\frac{1}{1 - e^{-l_{C_i} (s+k)}}\right)^{2\alpha_k(-1)^k},
\]

(5.15)

\[
\alpha_k = 1 \ (m = 0), \ \alpha_k = 2 \ (k \in \mathbb{N}), \ \text{and} \ \Re(s) > 1. \ \text{As we shall see, only functional relations for the} \ \hat{R}_{0,1}-\text{functions can be derived, but not for the} \ \hat{Z}_{0,1}-\text{functions.}
\]

1. The Selberg super zeta-function \( R_1 \). We first discuss the function \( \hat{R}_1(s) \). In order to do this we choose the test function \[33\] (\( \Re(s, a) > 1 \))

\[
h_1(p, s, a) = 2ip \left(\frac{1}{s^2 + p^2} - \frac{1}{a^2 + p^2}\right),
\]

(5.17)

with the Fourier transformed function \( g_1(u) \) given by

\[
g_1(u, s, a) = \text{sign}(u) (e^{-s|u|} - e^{-a|u|}).
\]

(5.18)

The regularization term is needed to match the requirements of a valid test function in the trace formula. The relevant integrals have been already calculated in Refs.[33, 34], such that we just take the results. The exceptions are the new term \( s \) in the supertrace formula corresponding to the involuted orbits and the last summand in Eq.(4.38). For the latter we obtain by using the integrals (4.33)

\[
\int_0^\infty \tanh \frac{u}{4} \tanh \frac{u}{2} \left[g_1(u, s, a) - g_1(-u, s, a)\right] du = 4 \int_0^\infty \left(1 - \frac{1}{\cosh u}\right) \left(e^{-2su} - e^{-2au}\right) du
\]

\[
= 2 \left[\frac{1}{s} - \frac{1}{a} - \Psi\left(\frac{s}{2} + \frac{3}{4}\right) + \Psi\left(\frac{s}{2} + \frac{1}{4}\right) + \Psi\left(\frac{a}{2} + \frac{3}{4}\right) - \Psi\left(\frac{a}{2} + \frac{1}{4}\right)\right].
\]

(5.19)

Let us consider the term corresponding to the \( \{\rho\} \)-conjugacy classes in Eq.(4.38). We get
by inserting $g_1(u)$ on the one hand

$$- \frac{1}{4} \sum_{\{\rho^2\}} \sum_{k=0}^{\infty} \frac{l_{\rho^2}}{\cosh \left[ \frac{1}{2} (k + \frac{1}{2})l_{\rho^2} \right]} \left\{ g\left[ (k + \frac{1}{2})l_{\rho^2} \right] + g\left[ -(k + \frac{1}{2})l_{\rho^2} \right] \right. \\
- \chi_{\rho^2} \left[ \left( k + \frac{1}{2} \right)l_{\rho^2} \right] e^{- \frac{1}{2} (k + \frac{1}{2})l_{\rho^2}} + g\left[ -(k + \frac{1}{2})l_{\rho^2} \right] e^{\frac{1}{2} (k + \frac{1}{2})l_{\rho^2}} \right\} \left( e^{- s(k + \frac{1}{2})l_{\rho^2}} - e^{- a(k + \frac{1}{2})l_{\rho^2}} \right). \tag{5.20}$$

On the other we have by means of

$$\ln \frac{1 + x}{1 - x} = 2 \sum_{k=0}^{\infty} \frac{x^{2k+1}}{2k + 1} \tag{5.21}$$

for the logarithmic derivative of the inverse hyperbolic terms of the $\hat{R}_1$-function

$$\frac{d}{ds} \ln \prod_{\{\rho\}} \prod_{m=0}^{\infty} \left( \frac{1 + \chi_{\rho} e^{-(s + m)l_{\rho}}}{1 - \chi_{\rho} e^{-(s + m)l_{\rho}}} \right)^{\alpha_m (-1)^m} \left[ 1 + 2 \sum_{m=1}^{\infty} (-1)^m e^{-ml_{\rho}(2k+1)} \right] \tag{5.22}$$

And similarly for the third term in $\hat{R}_1$. Therefore we obtain the Selberg supertrace formula for the test function $h_1(p, s, a)$ as follows

$$\frac{\hat{R}_1'(s) - \hat{R}_1'(a)}{\hat{R}_1(s) - \hat{R}_1(a)} = 4 \sum_{n=1}^{\infty} \left[ \frac{\lambda_n(B) - \frac{1}{2} - \frac{1}{2}}{s^2 - (\lambda_n(B) - \frac{1}{2})^2} - \frac{\lambda_n(B) - \frac{1}{2} - \frac{1}{2}}{a^2 - (\lambda_n(B) - \frac{1}{2})^2} - \frac{\lambda_n(F) - \frac{1}{2} - \frac{1}{2}}{s^2 - (\lambda_n(F) - \frac{1}{2})^2} + \frac{\lambda_n(F) - \frac{1}{2} - \frac{1}{2}}{a^2 - (\lambda_n(F) - \frac{1}{2})^2} \right] \right. \\
- 2 \sum_{\{\rho\}} \sum_{k=1}^{\infty} \frac{1}{\nu} \sum_{l=0}^{\infty} \cos \left[ (2l + 1) \frac{k\pi}{\nu} \right] \left( \frac{1}{s + l + \frac{1}{2}} - \frac{1}{a + l + \frac{1}{2}} \right) \\
- \frac{\hat{A}}{2\pi} \left[ \Psi(s + \frac{1}{2}) - \Psi(a + \frac{1}{2}) \right] + \kappa \left( \frac{1}{s} - \frac{1}{a} \right) \\
- \kappa+ \left[ \Psi \left( \frac{s}{2} + \frac{3}{4} \right) - \Psi \left( \frac{s}{2} + \frac{1}{4} \right) - \Psi \left( \frac{a}{2} + \frac{3}{4} \right) + \Psi \left( \frac{a}{2} + \frac{1}{4} \right) \right]. \tag{5.23}$$
Thus we read off

**Theorem 5.2:** The Selberg super zeta-function \( \hat{R}_1(s) \) is a meromorphic function on \( \Lambda_\infty \) and has furthermore the following properties:

A) The Selberg super zeta-function \( \hat{R}_1(s) \) has “trivial” zeros at the following points and nowhere else

i) \( s = -\frac{1}{2} - l, \) \( (l = 0, 1, 2, \ldots) \) and the multiplicity of these zeros is given by

\[
\#N_l = \frac{\hat{A}}{2\pi} - 2 \sum_{\{R\}} \sum_{k=1}^{\nu-1} \frac{\chi_R}{\nu} \sum_{l=0}^{\infty} \cos \left( (2l + 1) \frac{k\pi}{\nu} \right).
\]

B) The Selberg super zeta-function \( \hat{R}_1(s) \) has “trivial” poles at the following points and nowhere else

i) \( s = -\frac{1}{2} - 2l \) \( (l = 0, 1, 2, \ldots) \) with the multiplicity given by \( \#P_l = 2\kappa_+ \).

C) The Selberg super zeta-function \( \hat{R}_1(s) \) has “non-trivial” zeros and poles at the following points and nowhere else [33]

i) \( s = ip_n^{(B,F)} \) : there are zeros (poles) with twice the multiplicity as the corresponding eigenvalue of \( \square \).

ii) \( s = -ip_n^{(B,F)} \) : reversed situation for poles and zeros.

iii) \( s = \lambda_n^{(B,F)} - \frac{1}{2} \) there are zeros (poles), and

iv) \( s = -(\lambda_n^{(B,F)} - \frac{1}{2}) \) there are poles with twice the multiplicity as the corresponding eigenvalue of \( \square \). The last two cases describe so-called small eigenvalues of the operator \( \square \). All these “nontrivial” eigenvalues are supernumbers \( s \in \Lambda_\infty \).

Of course, Eq.(5.23) can be extended meromorphically to all \( s \in \Lambda_\infty \).

By means of the relation (5.16) the analytic properties of the Selberg super zeta-functions \( \hat{Z}_1 \) can be derived, compare also Ref.[33].

The test functions \( h_1(p,s,a) \) is symmetric by the interchange \( s \to -s \). Therefore subtracting the trace formula for \( h_1(p,s,a) \) and \( h_1(p,-s,a) \) yields the functional equation for \( \hat{R}_1 \) in differential form

\[
\frac{d}{ds} \ln \left[ \hat{R}_1(s)\hat{R}_1(-s) \right] = -\frac{\hat{A}}{2} \tan \pi s - \kappa_+ \left[ \Psi \left( \frac{s}{2} + \frac{3}{4} \right) - \Psi \left( \frac{3}{4} - \frac{s}{2} \right) - \Psi \left( \frac{1}{4} + \frac{s}{2} \right) + \Psi \left( \frac{1}{4} - \frac{s}{2} \right) \right] \\
+ 2\kappa \frac{\kappa}{s} - 2 \sum_{\{R\}} \sum_{k=1}^{\nu-1} \frac{\chi_R}{\nu} \sum_{l=0}^{\infty} \cos \left( (2l + 1) \frac{k\pi}{\nu} \right) \left[ \frac{1}{s + l + \frac{1}{2}} + \frac{1}{s - (l + \frac{1}{2})} \right].
\]

(5.25)
The Selberg super-zeta function \( \hat{\Psi}(s) \), where \( s \), is however, independent of \( s \), with the function \( \hat{\Psi}(s) \) given by

\[
\hat{\Psi}(s) = \exp \left\{ -2 \sum_{\{R\}} \sum_{k=1}^{\nu-1} \frac{\chi_k^{(R)}}{\nu} \sum_{l=0}^{\infty} \cos \left( 2l + 1 \right) \frac{k\pi}{\nu} \ln \left| s^2 - (l + \frac{1}{2})^2 \right| \right\},
\]

with the function \( \hat{\Psi}(s) \) given by

\[
\hat{\Psi}(s) = \exp \left\{ -2 \sum_{\{R\}} \sum_{k=1}^{\nu-1} \frac{\chi_k^{(R)}}{\nu} \sum_{l=0}^{\infty} \cos \left( 2l + 1 \right) \frac{k\pi}{\nu} \ln \left| s^2 - (l + \frac{1}{2})^2 \right| \right\}.
\]

We can check the consistence of the functional equation with respect to the analytical properties of the Selberg super-zeta function \( \hat{R}_1 \). In the case that there are no elliptical and parabolic terms the functional equation simplifies into

\[
\hat{R}_1(s) \hat{R}_1(-s) = A_1(\cos \pi s) \hat{\Lambda}^{2\pi},
\]

where \( A_1 \) is a constant given e.g. by \( A_1 = \hat{R}_1(s_0) \hat{R}_1(-s_0)(\cos \pi s_0)^{-\hat{\Lambda}^{2\pi}} \) with some \( s_0 \in \mathbb{C} \), which is however, independent of \( s_0 \).

2. The Selberg super zeta-function \( \hat{R}_0 \). Let us turn to the discussion of the Selberg super zeta-function \( \hat{R}_0 \). We consider the test-function \( (\Re(s, a) > 1) \)

\[
h_0(p, s, a) = 2 \left[ \frac{1}{2} + ip \right] \left( \frac{1}{s^2 - (\frac{1}{2} + ip)^2} - \frac{1}{a^2 - (\frac{1}{2} + ip)^2} \right),
\]

with the Fourier transform \( g_0(u, s, a) \) given by

\[
g_0(u, s, a) = \text{sign}(u) e^{u/2} \left( e^{-s|u|} - e^{-a|u|} \right).
\]

Again the regularization term is needed to match the requirements of a valid test function for the trace formula. Similarly as in the previous case we obtain the Selberg super trace formula for the test function \( h_0(p, s, a) \) as follows

\[
\frac{\hat{R}'_0(s)}{\hat{R}_0(s)} - \frac{\hat{R}'_0(a)}{\hat{R}_0(a)} = 4 \sum_{n=1}^{\infty} \left[ \frac{\lambda_n^{(B)}}{s^2 - (\lambda_n^{(B)})^2} - \frac{\lambda_n^{(B)}}{a^2 - (\lambda_n^{(B)})^2} \right] - \frac{\lambda_n^{(F)}}{s^2 - (\lambda_n^{(F)})^2} + \frac{\lambda_n^{(F)}}{a^2 - (\lambda_n^{(F)})^2}
\]

\[
- \sum_{\{R\}} \sum_{k=1}^{\nu-1} \frac{1}{\nu \sin(2k\pi/\nu)} \sum_{l=1}^{\infty} \sin \left( \frac{2k\pi}{\nu} \right) \left[ \frac{1}{s + l - 1} - \frac{1}{a + l - 1} + \frac{1}{a + l + 1} \right]
\]

\[
- \frac{\hat{\Lambda}}{4\pi} \left[ \Psi(s) + \Psi(s + 1) - \Psi(a) - \Psi(a + 1) \right]
\]
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\[
\kappa \left( \frac{1}{s-\frac{1}{2}} + \frac{1}{s+\frac{1}{2}} - \frac{1}{a-\frac{1}{2}} - \frac{1}{a+\frac{1}{2}} - \frac{4}{s} + \frac{4}{a} \right). 
\] (5.31)

Note that no terms proportional to \( \chi \) are present. Therefore we have shown

**Theorem 5.3:** The Selberg super zeta-function \( \hat{R}_0(s) \) is a meromorphic function on \( \Lambda_\infty \) and has furthermore the following properties:

A) The Selberg super zeta-function \( \hat{R}_0(s) \) has “trivial” zeros at the following points and nowhere else: First note that

\[
\frac{1}{\sin(2k\pi/\nu)} \sum_{l=1}^{\infty} \sin \left( \frac{2lk\pi}{\nu} \right) \left( \frac{1}{s+l-1} - \frac{1}{s+l+1} \right) = \frac{1}{s+\frac{1}{2}} + \frac{\cos(\frac{2k\pi}{\nu})}{s+1} + 2 \sum_{l=2}^{\infty} \frac{\cos(\frac{2lk\pi}{\nu})}{s+l}.
\]

i) \( s = 0 \) with multiplicity

\[
\# N_0 = \frac{\hat{A}}{4\pi} - 2\kappa - \sum_{\{R\}} \frac{\nu-1}{\nu}.
\] (5.32)

\( s = -1 \) with multiplicity

\[
\# N_1 = \frac{\hat{A}}{2\pi} - \sum_{\{R\}} \sum_{k=1}^{\nu-1} \frac{1}{\nu} \cos \left( \frac{2k\pi}{\nu} \right).
\] (5.33)

\( s = -n \) (\( n = 2, 3, \ldots \)) with multiplicity

\[
\# N_n = \frac{\hat{A}}{2\pi} - 2 \sum_{\{R\}} \sum_{k=2}^{\nu-1} \frac{1}{\nu} \sum_{l=2}^{\infty} \cos \left( \frac{2lk\pi}{\nu} \right).
\] (5.34)

Note that if \( \# N_n < 0 \), we have poles instead of zeros.

ii) \( s = -\frac{1}{2} \) with multiplicity \( \# N_{-1/2} = \kappa / 2 \).

iii) \( s = \frac{1}{2} \) with multiplicity \( \# N_{1/2} = \kappa / 2 \).

B) The Selberg super zeta-function \( \hat{R}_0(s) \) has “non-trivial” zeros and poles at the following points and nowhere else [33]

i) \( s = ip_n^{(B,F)} + \frac{1}{2} \): there are zeros (poles) with twice the multiplicity as the corresponding eigenvalue of \( \square \).

ii) \( s = -ip_n^{(B,F)} - \frac{1}{2} \): reversed situation for poles and zeros.

iii) \( s = \lambda_n^{(B,F)} \) there are zeros (poles), and

iv) \( s = -\lambda_n^{(B,F)} \) there are poles with twice the multiplicity as the corresponding eigenvalue of \( \square \), respectively. The last two cases describe so-called small eigenvalues of the operator \( \square \). All these “non-trivial” eigenvalues are supernumbers \( s \in \Lambda_\infty \).

Of course, Eq.(5.31) can be extended meromorphically to all \( s \in \Lambda_\infty \).
By means of the relation (5.15) the analytic properties of the Selberg super zeta-functions \( \hat{Z}_0 \) can be derived, compare also Ref.[33].

The test function \( h_0(p, s, a) \) is symmetric with respect to \( s \to -s \). Therefore subtracting the trace formulæ of \( h_0(p, s, a) \) and \( h_0(p, -s, a) \) from each other yields the functional equation for the \( \hat{R}_0 \)-function in differential form

\[
\begin{align*}
\frac{d}{ds} \ln \left[ \hat{R}_0(s) \hat{R}_0(-s) \right] &= \frac{\hat{A}}{2\pi} \frac{d}{ds} \ln(\sin \pi s) + \kappa \left( \frac{1}{s + \frac{1}{2}} + \frac{1}{s - \frac{1}{2}} - \frac{4}{s} \right) \\
&\quad - \sum_{\{R\}} \sum_{k=1}^{\nu-1} \frac{1}{\nu \sin(2k\pi/\nu)} \sum_{l=1}^{\infty} \sin \left( \frac{2lk\pi}{\nu} \right) \\
&\quad \times \left[ \frac{1}{s + l - 1} + \frac{1}{s - (l - 1)} - \frac{1}{s + l + 1} - \frac{1}{s - (l + 1)} \right].
\end{align*}
\] (5.35)

In integrated form, this gives the functional equation

\[
\hat{R}_0(s) \hat{R}_0(-s) = \text{const.} (\sin \pi s)^{\hat{A}/2\pi} \left( \frac{s^2 - \frac{1}{4}}{s^4} \right)^{\kappa} \hat{\Psi}_0(s),
\] (5.36)

with the function \( \hat{\Psi}_0(s) \) given by

\[
\hat{\Psi}_0(s) = \exp \left\{ - \sum_{\{R\}} \sum_{k=1}^{\nu-1} \frac{1}{\nu \sin(2k\pi/\nu)} \sum_{l=1}^{\infty} \sin \left( \frac{2lk\pi}{\nu} \right) \ln \left( \frac{(s^2 - (l - 1)^2)}{(s^2 - (l + 1)^2)} \right) \right\}.
\] (5.37)

We can check the consistence of the functional equation with respect to the analytical properties of the Selberg super-zeta function \( \hat{R}_0 \). In the case that there are no elliptical and parabolic terms the functional equation simplifies into

\[
\frac{\hat{Z}_0(s) \hat{Z}_0(-s)}{\hat{Z}_0(1 + s) \hat{Z}_0(1 - s)} = \hat{R}_0(s) \hat{R}_0(-s) = A_0(\sin \pi s)^{\hat{A}/2\pi},
\] (5.38)

where the constant \( A_0 \) is e.g. given by \( A_0 = \hat{R}_0(s_0) \hat{R}_0(-s_0)(\sin \pi s_0)^{-\hat{A}/2\pi} \) with some \( s_0 \in \mathbb{C} \), where \( \hat{B}_0 \) is independent of \( s_0 \).

3. The Selberg super zeta-function \( \hat{Z}_S \). Following Refs.[33, 34, 47] we can also introduce the Selberg super zeta-function \( \hat{Z}_S(s) \) defined by

\[
\hat{Z}_S(s) = \frac{\hat{Z}_0(s) \hat{Z}_0(s + 1)}{\hat{Z}_1^2(s + \frac{1}{2})}.
\] (5.39)

The appropriate test function is \((\Re(s) > 1)\)

\[
h_S(p, s) = \left. \frac{1}{s^2 - \lambda^2} \right\}_{\lambda = \frac{1}{4} + ip} = \frac{1}{(s^2 - \frac{1}{4}) - ip + p^2}.
\] (5.40)
The corresponding Fourier transform $g_S$ is given by
\[ g_S(u, s) = \frac{1}{2s} e^{u/2 - s|u|}. \] (5.41)

The evaluation of the various terms in the Selberg supertrace formula is straightforward similarly to the previous two cases. We just present the evaluation of the fourth last term in Eq.(4.38) proportional to $\kappa_-$. We obtain
\[
\int_0^\infty \ln(1 - e^{-u}) \left\{ \frac{d}{du} [g(u) + g(-u)] \right\} du \\
= -\frac{1}{2s} \int_0^\infty \ln(1 - e^{-u}) \left[ (s - \frac{1}{2}) e^{-u(s-\frac{1}{2})} + (s + \frac{1}{2}) e^{-u(s+\frac{1}{2})} \right] \\
= -\frac{1}{2s} \left[ 2C + \Psi(s + \frac{3}{2}) + \Psi(s + \frac{1}{2}) \right].
\] (5.42)

Here use has been made of the integral [28, p.538]
\[
\int_0^1 x^{\mu-1} (1 - x^r)^{\nu-1} \ln x dx = \frac{1}{r^2} B\left(\frac{\mu}{r}, \nu\right) \left[ \Psi\left(\frac{\mu}{r}\right) - \Psi\left(\frac{\mu}{r} + \nu\right) \right].
\] (5.43)

Therefore we obtain
\[
\frac{1}{2s} \frac{\hat{Z}'_S(s)}{\hat{Z}_S(s)} = \frac{1}{2s} \frac{d}{ds} \ln \left[ \frac{\hat{Z}_0(s) \hat{Z}_0(s+1)}{\hat{Z}_1^2(s + \frac{1}{2})} \right] \\
= 2 \sum_{n=1}^\infty \left[ \frac{1}{s^2 - (\lambda_n(B))^2} - \frac{1}{s^2 - (\lambda_n(F))^2} \right] + \frac{A}{8\pi s^2} \\
- \frac{1}{2s} \sum_{\{R\}} \sum_{k=1}^{\nu-1} \sin(2k\pi/\nu) \left[ \frac{4(1 - \chi_R^k \cos(k\pi/\nu))}{s + l} + \frac{1}{s + l - 1} + \frac{1}{s + l + 1} - \frac{2}{s + l} \right] \\
+ \frac{C\kappa_- - \kappa_s - \kappa_-}{s} + \frac{\kappa}{4s} \left( \frac{4}{s} + \frac{1}{s - \frac{1}{2}} - \frac{1}{s + \frac{1}{2}} \right) \\
+ \frac{\kappa_-}{s} \Psi(s) + \frac{\kappa_-}{2s} \left[ \Psi\left(\frac{s}{2}\right) - \Psi\left(\frac{s + 1}{2}\right) \right].
\] (5.44)

This gives

**Theorem 5.4**: The Selberg super zeta-function $\hat{Z}_S$ is a meromorphic function on $\Lambda_\infty$ and has furthermore the following properties:

A) The Selberg super zeta-function $\hat{Z}_S(s)$ has “trivial” zeros at the following points and nowhere else
\( i) \) \( s = 0 \) with multiplicity
\[
\#N_0 = \frac{\hat{A}}{4\pi} - \sum_{\{R\}} \frac{\nu - 1}{\nu} + 2\kappa. \tag{5.45}
\]

\( s = -1 \) with multiplicity
\[
\#N_1 = -2 \sum_{\{R\}} \sum_{k=1}^{\nu-1} \frac{1}{\nu} \left[ 1 - 2\chi_R \cos \left( \frac{k\pi}{\nu} \right) + \cos \left( \frac{k\pi}{\nu} \right) \right] - 4\kappa. \tag{5.46}
\]

\( s = -n \ (n = -2, 3, 4, \ldots) \) with multiplicity
\[
\#N_n = 4 \sum_{\{R\}} \sum_{k=2}^{\nu} \frac{1}{\nu \sin(2k\pi/\nu)} \left[ \sin^2 \left( \frac{k\pi}{\nu} \right) - \left( 1 - \chi_R \cos \frac{k\pi}{\nu} \right) \right] \sin \left( \frac{2lk\pi}{\nu} \right) - 4\kappa. \tag{5.47}
\]

\( ii) \) \( s = \frac{1}{2} \) with multiplicity \( \#N_{1/2} = \kappa/2 \).

\( iii) \) \( s = -1 - 2l, \ l = 0, 1, 2, \ldots \), with multiplicity \( \#N_l = 2\kappa_+ \).

Note that if \( \#N_l < 0 \), we have poles instead of zeros.

**B** The Selberg super zeta-function \( \hat{Z}_S(s) \) has “trivial” poles at the following points and nowhere else

\( i) \) \( s = -\frac{1}{2} \) with multiplicity \( \#P_{-1/2} = \kappa/2 \).

**C** The Selberg super zeta-function \( \hat{Z}_S(s) \) has “non-trivial” zeros and poles at the following points and nowhere else \([33, 47]\)

\( i) \) \( s = \pm \left( \frac{1}{2} + ip^{(B)}_n \right) \) there are zeros and

\( ii) \) \( s = \pm \left( \frac{1}{2} + ip^{(F)}_n \right) \) there are poles, with twice the multiplicity as the corresponding eigenvalue of \( \Box \), respectively.

Of course, Eq.(5.44) can be extended meromorphically to all \( s \in \Lambda_\infty \).

The test function \( h_S(p, s) \) is symmetric with respect to \( s \to -s \) and therefore we can deduce the functional relation
\[
\frac{\hat{Z}_S(s)}{\hat{Z}_S(-s)} = \text{const.} \ e^{4s(C\kappa - \kappa_2 - \kappa_-)}
\times \left( \frac{s - \frac{1}{2}}{s + \frac{1}{2}} \right)^\kappa \left( \frac{\Gamma(s)}{\Gamma(-s)} \right)^{2\kappa_-} \left( \frac{\Gamma\left(\frac{s}{2}\right)\Gamma\left(\frac{1}{2} - \frac{s}{2}\right)}{\Gamma\left(\frac{1}{2} - \frac{s}{2}\right)\Gamma\left(-\frac{s}{2}\right)} \right)^{2\kappa_+} \hat{\Psi}_S(s), \tag{5.48}
\]
with the function \( \hat{\Psi}_S(s) \) given by
\[
\hat{\Psi}_S(s) = \exp \left\{ -2 \sum_{\{R\}} \sum_{k=1}^{\nu-1} \frac{1}{\nu \sin(2k\pi/\nu)} \sum_{l=1}^{\infty} \sin \left( \frac{2lk\pi}{\nu} \right) \left[ 2 \left( 1 - 2\chi_R \cos \frac{k\pi}{\nu} \right) \ln \left| \frac{s + l}{s - l} \right| + \ln \left| \frac{(s + l - 1)(s + l + 1)}{(s - l + 1)(s - l - 1)} \right| \right] \right\}. \tag{5.49}
\]
We can check the consistence of the functional equation with respect to the analytical properties of the Selberg super-zeta function \( \hat{Z}_S \). In the case, where only hyperbolic conjugacy classes are present in the super Fuchsian group, Eq. (5.48) reduces to the simple functional equation [33]

\[
\hat{Z}_S(s) = \hat{Z}_S(-s). \tag{5.50}
\]

Let us note that the relation

\[
\frac{d}{ds} \ln \left[ \frac{\hat{Z}_0(s)\hat{Z}_0(s + 1)}{\hat{Z}_1(s + \frac{1}{2})} \right] - \frac{d}{ds} \ln \left[ \frac{\hat{Z}_0(s + 1)\hat{Z}_0(s + 2)}{\hat{Z}_1(s + \frac{3}{2})} \right] = \frac{\hat{R}'_0(s)}{\hat{R}_0(s)} + \frac{\hat{R}'_0(s + 1)}{\hat{R}_0(s)} - 2\frac{\hat{R}'_1(s + \frac{1}{2})}{\hat{R}_1(s + \frac{1}{2})} \tag{5.51}
\]

provides a consistency check for the zeta functions \( \hat{R}_0, \hat{R}_1 \) and \( \hat{Z}_S \), respectively.

Let us note that in the case of Neumann boundary-conditions the Selberg super zeta-functions must be differently defined due to the changed signs of the \( \gamma I \)-terms, i.e. the power of the corresponding terms in the zeta-functions is reversed. This concludes the discussion.

VI. Super-Determinants of Dirac-Laplace Operators

Since \( \Box^2_m \) is not a positive definite operator I calculate the super-determinants of \( (c^2 - \Box^2_m) \) for \( \Re(c) > 0 \) and analytically continue in \( c \). Similar considerations have been done by Aoki [3] and Ref. [33] by means of the supertrace of the heat kernel of \( \Box^2_m \) for the case of closed super Riemann surfaces.

The super-determinant is defined using the \( \zeta \)-function regularization in the following way

\[
\text{sdet}(c^2 - \Box^2_m) = \exp \left[ -\frac{\partial}{\partial s} \zeta(s; c) \right] \bigg|_{s=0}
\]

\[
\zeta(s; c) = \text{str} \left[ (c^2 - \Box^2_m)^{-s} \right] = \frac{1}{\Gamma(s)} \int_0^\infty dt \ t^{s-1} \text{str} \{ \exp[-t(c^2 - \Box^2_m)] \}. \tag{6.1}
\]

The function \( h \) corresponding to the heat-kernel of \( (c^2 - \Box^2_m) \) reads \( h_{hk}(s) = e^{c[(s+m/2)^2-c^2]} \). This gives

\[
G(u, \chi) = \frac{1}{\sqrt{\pi t}} e^{-u^2/4t - c^2} \left[ \cosh(m + 1) \frac{u}{2} - \chi \cosh \frac{um}{2} \right]. \tag{6.2}
\]

Splitting now the calculation of \( \zeta(s; c) \) into two terms corresponding to the identity transformation and the length term, respectively, gives:

\[
\zeta(s; c) = \zeta_I(s; c) + \zeta_G(s; c). \tag{6.3}
\]

We have [3, 33]

\[
\zeta_I(s; c) = -\frac{\hat{A}}{8\pi \Gamma(s)} \sum_{k=0}^m \int_0^\infty t^{s-1} e^{-(c^2-k^2)t} = -\frac{\hat{A}}{8\pi} \sum_{k=0}^m (c^2 - k^2)^{-s}, \tag{6.4}
\]
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Therefore

\[
\frac{\partial}{\partial s} \zeta_I(s; c) \Bigg|_{s=0} = \frac{\hat{A}}{8\pi} \sum_{k=0}^{m} \ln(c^2 - k^2).
\]  

(6.5)

Let us consider the representation \((\Re(s) < 1)\):

\[
t^{s-1} = \frac{2}{\Gamma(1-s)} \int_{0}^{\infty} \frac{\lambda + c}{|\lambda(\lambda + 2c)|^s} e^{-\lambda(\lambda + 2c)t} d\lambda;
\]

(6.6)

Therefore we get for the \(\zeta_\Gamma(c; s)\)-contribution \([3, 33]\) in Eq. (6.1) \((m\ even)\)

\[
\zeta_\Gamma(s; c) = \frac{\sin \pi s}{8\pi} \int_{0}^{\infty} \frac{d\lambda}{|\lambda(\lambda + 2c)|^s} \ln \left[ \frac{\hat{Z}_0(\lambda + c + 1 + \frac{m}{2}) \hat{Z}_0(\lambda + c - \frac{m}{2})}{\hat{Z}_1(\lambda + c + \frac{1-m}{2}) \hat{Z}_1(\lambda + c + \frac{m+1}{2})} \right],
\]

(6.7)

where the logarithmic derivative of the super zeta-functions has been used. Let be \(f(s) = \sin(\pi s)[\lambda(\lambda + 2c)]^{-s}\). Then \(f'(s)|_{s=0} = \pi\) and we get for \(\zeta'(0; c)\) \((\Re(s) > 0)\):

\[
\zeta'(0; c) = \frac{\hat{A}}{8\pi} \ln c^2 - \frac{1}{2} \ln \left[ \frac{\hat{Z}_0(c + 1 + \frac{m}{2}) \hat{Z}_0(c - \frac{m}{2})}{\hat{Z}_1(c + \frac{1-m}{2}) \hat{Z}_1(c + \frac{m+1}{2})} \right].
\]

(6.8)

Performing the limit \(c \to \epsilon\) for \(|\epsilon| \ll 1\), I get for \(m = 0\) and \(m = -1\), respectively

\[
s\det(-\mathbb{S}^2_0) = \pi^{\hat{A}/4\pi} \hat{Z}_0(1) \sqrt{\frac{\hat{Z}_1(0)}{\hat{Z}_1(1)}},
\]

(6.9)

\[
s\det(-\mathbb{S}^2_{-1}) = \pi^{-\hat{A}/4\pi} \hat{Z}_1(1) \sqrt{\frac{\hat{Z}_0(1)}{\hat{Z}_0(0)}}.
\]

(6.10)

In the general case we obtain

\[
s\det(-\mathbb{S}^2_m) = \left( \frac{\pi}{m!} \right)^{\hat{A}/4\pi} \frac{\hat{Z}_0(1 + m/2)}{Z_1(m/2 + 1)} \sqrt{\frac{Z_1(0)}{Z_1(1)}}, \quad m = 2, 4, \ldots
\]

(6.11)

\[
s\det(-\mathbb{S}^2_{-m}) = \left( \frac{(m-2)!}{\pi} \right)^{\hat{A}/4\pi} \frac{\hat{Z}_0(m/2)}{Z_0(m/2 + 1)} \sqrt{\frac{Z_1(1)}{Z_1(0)}}, \quad m = 2, 4, \ldots
\]

(6.12)

\[
s\det(-\mathbb{S}^2_m) = \left( \frac{\pi}{im!} \right)^{\hat{A}/4\pi} \frac{\hat{Z}_1(1 + m/2)}{Z_0(m/2 + 1)} \sqrt{\frac{Z_1(0)}{Z_1(1)}}, \quad m = 1, 3, \ldots
\]

(6.13)

\[
s\det(-\mathbb{S}^2_{-m}) = \left( \frac{i(m-2)!}{\pi} \right)^{\hat{A}/4\pi} \frac{\hat{Z}_1(m/2)}{Z_0(m/2 + 1)} \sqrt{\frac{Z_1(1)}{Z_1(0)}}, \quad m = 3, 5, \ldots
\]

(6.14)

(note for instance the relation \(s\det(-\mathbb{S}^2_0) \cdot s\det(-\mathbb{S}^2_{-1}) = 1\). Here, of course, use has been made of the functional relations for the modified Selberg super zeta-functions. In particular we get \([c.f.\ Eq.(1.3)]\)

\[
[s\det(-\mathbb{S}^2_0)]^{-5/2}[s\det(-\mathbb{S}^2_{-1})]^{1/2} = \frac{\pi^{\hat{A}/2\pi}}{\sqrt{2}} \left( \frac{\hat{Z}_0(1)}{\hat{Z}_1(1/2)} \right)^{-5/2} \left( \frac{\hat{Z}_0(2)}{\hat{Z}_1(3/2)} \right)^{1/2} \frac{\hat{Z}_1(0)}{\hat{Z}_1(1)}.
\]

(6.15)
These determinants are the ones for the Dirac-Laplace operator for Dirichlet boundary-
conditions on bordered super Riemann surface. In order to distinguish from the those
with Neumann boundary-conditions, \( \text{sdet}_\Sigma^{(N)'}(-\Box) \), we denote therefore \( \text{sdet}(-\Box) \equiv \text{sdet}_\Sigma^{(D)}(-\Box) \). Now we know that the Selberg super zeta-functions have concerning the
\( \gamma I \)-length product the reverse power behaviour, denoted by an index “\((N)\)”, i.e. \( \hat{Z}^{(N)}(s) \).
Furthermore we have to take into account that instead of bosonic and fermionic eigen-
fuctions which are odd with respect to \( x \) of \( \Box \), we have that bosonic and fermionic
eigenfunctions which are even with respect to \( x \) appear, i.e. we have for instance

\[
\text{sdet}_\Sigma^{(N)'}(-\Box) = (-1)^{1-2q} \pi^{-\frac{4}{3}} \frac{\hat{Z}^{(N)}(1)}{\hat{Z}^{(N)}(\frac{1}{2})} \sqrt{\frac{\hat{Z}^{(N)}(0)}{\hat{Z}^{(N)}(1)}}.
\] (6.16)

Here by \( \hat{Z}^{(N)}_1(\frac{1}{2}) \) the order of \( \hat{Z}^{(N)}_1 \) at \( s = \frac{1}{2} \) is denoted, depending whether \( \Delta n_0^{(0)} \leq 0 \) or
\( \Delta n_0^{(0)} > 0 \), respectively. \( \Delta n_0^{(0)} = n_0^B - n_0^F \) denotes the difference between the number of
even bosonic- and fermionic zero-modes of the Dirac-Laplace operator \( \Box \). According to
Ref.[52] \( \Delta n_0^{(0)} = 1-2q \) with \( q = \text{dim ker } \bar{\partial}_1 \) and \( \bar{\partial}_p = -y^2 \partial_z + \frac{1}{2}py \). From the corresponding
expressions for \( \text{sdet}_\Sigma^{(D)}(-\Box_m) \) and \( \text{sdet}_\Sigma^{(N)'}(-\Box_m) \), respectively, now follows

\[
\text{sdet}_\Sigma^{(D)}(-\Box_m) \cdot \text{sdet}_\Sigma^{(N)'}(-\Box_m) = \text{sdet}_\Sigma^{(D)}(-\Box_m),
\] (6.17)

where \( \hat{\Sigma} \) denotes the closed double of the bordered super Riemann surface. The corre-
sponding Selberg super zeta-functions on \( \hat{\Sigma} \) are then defined by [33]

\[
Z_q(s) = \prod_{\{\gamma\}} \prod_{k=0}^{\infty} \left( 1 - \chi^q e^{-(s+k)l_\gamma} \right)
\] (6.18)

\( (q = 0, 1) \). Equation (6.17) shows in a nice way the super-analogue of Eq.(1.2) and con-
cludes the discussion.

**VII. Discussion and Summary**

In this paper I have discussed a super extension of the Selberg trace formula for bordered
Riemann surfaces, the Selberg supertrace formula for bordered super Riemann surfaces,
including hyperbolic, elliptic and parabolic conjugacy classes. In the case of the incorpora-
tion of parabolic conjugacy classes an appropriate regularization scheme had to be applied.
In the case of Dirichlet boundary-conditions, Eisenstein series representing the continuous
spectrum of the Dirac-Laplace operator \( \Box \) were not needed because the have even parity
with respect to \( x \) and they dropped out.

Furthermore, I could discuss Selberg super zeta-functions. Similarly as in the usual case,
there appeared additional “trivial zeros” and “trivial poles” in comparison to the
“trivial zeros” of the super zeta-function due to the additional elliptic and parabolic con-
jugacy classes. In particular, the elliptic and parabolic conjugacy classes altered the mul-
tiplicity of the trivial poles already due to the hyperbolic conjugacy classes, the parabolic
terms introduced new structure.
I also could calculate super-determinants of the Dirac-Laplace operators on bordered super Riemann surfaces, for Dirichlet and Neumann boundary-conditions respectively. These determinants were expressed in terms of the Selberg super-zeta functions which gave a closed expression for the integrand in the Polyakov path integral for open fermionic strings. Within this formalism it could also be shown that the product of these determinants gave the determinants of the Dirac-Laplace operators on the doubled surface.

However, there are still open problems and questions. For instance, it is not difficult to derive the corresponding so-called Weyl’s and Huber’s laws for the increase in the number of the energy levels and the norms of the hyperbolic conjugacy classes, respectively. Whereas in the former case one gets 
\[ N(\lambda^{(B)}_n) - N(\lambda^{(F)}_n) \propto CA/4\pi (\lambda \to \infty) \]
which gives a Witten-index, in the latter one finds 
\[ N(L) \propto e^{\Delta n_0^{(0)} L/L (L \to \infty)} \]
form which follows \( \Delta n_0^{(0)} > 0 \).

The case of super automorphic \( m \)-forms \( (m \neq 0) \) is only available for hyperbolic conjugacy classes, which are the most important ones due to their appearance in the evaluation of determinants. In order to set up the corresponding supertrace formula which include elliptic and parabolic conjugacy classes as well, the inversion formulæ Eqs.(3.32,3.34) must be exploited which are very involved and give rise to considerably complicated expressions.

Finally, we must note that it is not clear for general non-cocompact (super) Fuchsian groups, whether the Maass-Laplacian \( \Delta_m \) and its super counterpart \( \Box_m \) have infinitely many eigenvalues. In fact, for non-arithmetic groups a conjecture by Phillips and Sarnak [55] says that this will not be the case. In the case of arithmetic groups it is then possible to evaluate all contributions needed for the calculation of determinants in the trace formula \[ \text{[42]}. \] However, it is nevertheless possible to define (super-) determinants by means of Selberg (super) zeta-functions which are constructed in the usual way (see Takhtajan and Zograf [67] for a discussion). However, a treatment of this matter for the case of (bordered) super Riemann surfaces is beyond the scope of this paper and is devoted to future investigations.
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