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Abstract
A measurement system fit for use is an essential resource to perform quality control activities: its assessment must be carried out periodically to quantify its bias(location) and precision(width) error to qualify it for the purpose it is used. In particular, the measurement system capability must be determined to evaluate how much of the observed variability originates from the gauge’s precision error. Gauge Repeatability and Reproducibility (R&R) studies are aimed at getting a reliable estimate of the precision error $\sigma_M$ of the measurement system. The outcome of a Gauge R&R study are point estimates and confidence intervals of the precision error components and related measurement capability metrics. Here, a general bootstrap-based procedure is proposed to get confidence interval estimations of the measurement error and its components from a Gauge (R&R) study for continuous observations carried out with either the Average and Range (ARGG) control chart or the experimental design method. An application of the proposed bootstrap-method is presented for a dataset of observations.
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1 INTRODUCTION

A capable measurement system (MS) is a fundamental resource in any production environment to get reliable measures of the process parameters. For example, when performing on-line quality control, decisions about process variability can be significantly affected by the MS error. In fact, a poorly performing MS can lead a quality practitioner to make erroneous decisions about the conformity of a part or the distribution of a quality characteristic (QC). To tackle the problem, quality management standards set specific requirements about the MS. In particular, point 7.1.5 “Monitoring and Measuring Resources” of the ISO 9001-2015 Quality Management International Standard states that:

“The organization shall determine and provide the resources needed to ensure valid and reliable results when monitoring or measuring is used to verify the conformity of products and services to requirements.”
Furthermore, grounding on the ISO 9001-2015 document, the standard IATF 16949-2016 “Quality management system requirements for automotive production and relevant service parts organizations” issued by the International Automotive Task Force (IATF) sets more restrictive requirements to the MS qualification process in the automotive industry by specifying at point 7.1.5.1.1 that:

“Statistical studies shall be conducted to analyse the variation present in the results of each type of inspection, measurement, and test equipment system identified in the control plan. The analytical methods and acceptance criteria used shall conform to those in reference manuals on measurement system analysis.”

The reference manual on Measurement Systems Analysis (MSA) has been published by the Automotive Industry Action Group (AIAG). This manual provides practitioners with definitions, statistical techniques and threshold criteria to qualify a MS. The performance of a MS should be established in terms of its resolution, bias and precision errors. Here, we are interested to the estimation of the precision error through a capability study of the MS: Gauge R&R studies are aimed at getting an estimation of the precision error and its components. For normally distributed observations, the AIAG Measurement Systems Analysis Manual describes two widely adopted methods to carry out a Gauge R&R analysis: the Average and Range (ARGG) control chart and the experimental design methods. The former method is implemented by using \( \bar{X} \) and R control charts to estimate the precision error components. Rarely, the S control chart is used if the study is designed to have a large number of repetitive measures on the same part, that is, the sample size \( n \) of the control charts is too large to use the sample range in the variability estimation. The experimental design method is based on (balanced or unbalanced) ANOVA models with Random(R) or Mixed(M) factors. Both the methods assume normality of the observations. They are widely adopted by practitioners and implemented in many commercial software for industrial statistics. From a practical point of view, the average and range method is easier to be implemented by practitioners because it only requires a basic statistical knowledge about \( \bar{X} \) and \( R(S) \) Shewhart control charts; conversely, the method based on random and mixed ANOVA models requires practitioners to have a good background on Design of Experiment (DoE) techniques. A comprehensive discussion about this second approach to perform a Gauge R&R study is provided by Burdick et al. It is worth noting that the experimental method provides more information about the MS capability than the ARGG method, see the AIAG Manual and Park and Ha.

The outcome of a Gauge R&R study is a set of point estimates of precision error components and performance metrics to qualify the measurement system, as defined in the next Section. These estimated values are characterized by an uncertainty originated from practitioner-to-practitioner variability in the selection and measurement of parts to carry out the study. For this reason, in the outcome of a Gauge R&R study confidence intervals (CI) are calculated for each estimated precision error component (source of variability). However, exact CIs cannot be defined for some components and performance metrics: for this reason, many approaches have been investigated to get reliable approximations. Approximated CIs have been derived for the Gauge R&R experiments based on ANOVA random(R) and mixed(M) models. The precision error components are derived from the sources of variability identified in the ANOVA statistical study: their approximated CIs are calculated starting from these sources of variability. In particular, the Modified Large Sample (MLS) and Generalized (GCI) confidence intervals are suggested and widely discussed in Burdick et al., who also conclude that they get a comparable performance in terms of coverage probability. For a Gauge R&R study, Burdick et al. argue that these methods of calculation for CIs of each variance component should be preferred to other asymptotic large sample approaches based on the Maximum Likelihood (ML) and Residual Maximum Likelihood (REML) estimation of the variance components. The MLS method was firstly introduced by Graybill and Wang: it has the advantage of providing practitioners with closed-form formulas that can be easily implemented on a spreadsheet and is mostly used in commercial software, like Minitab. However, its application cannot be easily generalized to any investigated ANOVA model. The Generalized Confidence Intervals GCI were originally introduced by Weerahandi. They are based on the notion of generalized pivotal quantity (GPQ) for a scalar parameter \( \gamma \) representing a variance component. The GCI are obtained by means of Monte Carlo simulations of linear combinations of GPQs related to the variance components of interest. Next, a quantile-based approach lets practitioners to determine the GCI bounds. Burdick et al. provide extensive discussions and formulas to get the CIs of interest for the ANOVA models they investigate.

An alternative approach to GCI is implementing Bootstrap techniques to calculate the confidence intervals. The bootstrap is a computer-based simulation method based on resampling for assigning measures of accuracy to statistical estimates, see Efron and Tibshirani. For a nonparametric bootstrap, resampling is performed with replacement from the original sample of observations without any assumption about their distribution. The bootstrap samples allow new outcomes of the estimated parameter to be obtained and, thus, a standard error to be estimated. With parametric bootstrap the observations are assumed to have a known distribution with unknown parameters, which are estimated
TABLE 1  Gauge R&R study notation

| Parameter                        | Symbol | Burdick et al.² | AIAG Manual ¹ |
|----------------------------------|--------|-----------------|---------------|
| Process variation                | 𝜎_P   | \(\sqrt{\gamma_P PV}\) | PV            |
| Repeatability variation          | 𝜎_RP  | ***             | EV            |
| Reproducibility variation        | 𝜎_RD  | ***             | AV            |
| Measurement system variation     | 𝜎_M   | \(\sqrt{\gamma_M GRR}\) | GRR           |
| Total variation                  | 𝜎_Y   | \(\sqrt{\sigma_P^2 + \sigma_M^2}\) | *** TV       |
| Ratio process/measurement variance| \(\gamma_R\) | \(\gamma_R\) | ***          |
| Ratio measurement/total variance | \(\gamma_{MY}\) | \(\gamma_{MY}\) | *** \((\frac{GRR}{TV})^2\) |

from the original sample of data. In this case, the bootstrap samples are generated from the known distribution with the estimated parameters.

A nonparametric bootstrap approach has been considered by Wang and Li¹⁰ to get confidence intervals for a Gauge R&R study performed with the Average and Range (ARGG) control chart’s method. The original observations from the study are resampled to get bootstrap distributions of the calculated parameters from the \(\bar{X}\) and \(R(S)\) control charts. A comparison is carried out with the ML, REML and MLS approaches for the interval estimation of repeatability and reproducibility errors made with a random ANOVA model. In another paper, Yeh and Sun¹⁴ implement a Monte Carlo simulation to replicate a Gauge R&R study based on the Average and Range (ARGG) method and to get the empirical distribution of some performance metrics of the MS. Is it worth highlighting that both these studies only consider the generation of CIs from a Gauge R&R study with the Average and Range (ARGG) method. Furthermore, both of them are focused on a small set of performance measures for the measurement system.

In this paper, a normal-theory parametric Bootstrap approach is proposed to calculate the CIs for the precision error of the MS, its components and several performance measures. In particular, in addition to available literature procedures:

- it can be applied to any selected method to perform a Gauge R&R study. In particular, with the ARGG method it gives comparable results to the available nonparametric procedure proposed in Wang and Li¹⁰;
- with the experimental method, it computes approximated CIs for the precision error components and MS performance measures generally characterized by narrower widths than the Generalized Confidence Intervals proposed in Burdick et al.² for both the Random(R) and Mixed(M) ANOVA models;
- it provides practitioners with significant insights about the outcome of a Gauge R&R study by looking at the bootstrap distribution of each investigated MS performance measure.

The remainder of the paper is organized as follows: in the next Section, the adopted notation and the list of most important MS performance metrics is provided. Some considerations about the linear models to be considered for the observed measures are commented, as well. Section 3 presents the proposed Bootstrap method to get the interval estimates. A performance study is shown in Section 4. An illustrative example is presented in Section 5. Conclusions and future research complete the paper. An Appendix details formulas to perform a Gauge R&R study based on the Average and Range (ARGG) and the ANOVA methods.

2  MS CAPABILITY PERFORMANCE

The capability performance quantifies the fitness for use of a MS. Several acceptance criteria based on different metrics can be considered. The same notation as in Burdick et al.² is adopted here. However, many practitioners usually refer to formulas reported in the Automotive Industry Action Group (AIAG) Manual ¹: for this reason, we also recall the AIAG Manual notation. Table 1 shows the sources of variability calculated in a Gauge R&R study, together with their symbols, respective formulas and notations adopted in related literature, see Burdick et al.,² and in the AIAG Manual.¹

It is worth noting that \(\sigma_P\) is defined either as the “Process Variation” by Burdick et al.² or “Part Variation” by the AIAG Manual. If the MS is used to get measures for on-line process monitoring, for example to implement a control chart, then the definition of “Process Variation” is more appropriate and the parts involved in the Gauge R&R study have to be collected from a stable (in-control IC) process. Otherwise, when conformity to specifications is checked with
the measurement process, then the parts involved in the Gauge R&R study should be collected as to be representative of the entire specification interval: in this case, “Part Variation” is an acceptable definition. The “Measurement System Variation” is also known as the “precision error” or “measurement error” of the MS. The estimation of each source of variability can be made by either the Average and Range (ARGG) or the experimental method, as briefly summarized in Appendix A.

2.1 Models for measurement error

We do reference to additive linear models to account for the measurement error effect when collecting a measure of a parameter. In particular, let us consider a quality characteristic of a part code to be produced and monitored in a manufacturing process. The true, but unobservable, value of the quality characteristic is denoted by \( X \) and is considered as a normal random variable, i.e. \( X \sim N(\mu_P, \sigma^2_P) \); here, the subscript ‘\( P \)’ denotes “Process”. At every time \( t = 1, 2, \ldots \), the quality characteristic is measured by a MS to be tested for capability. The measurement process is performed by an appraiser \( j \), for \( j = 1, \ldots, A \), who is an operator or a gauge or a combination of both. The additive linear model from Linna and Woodall \(^{10}\) has been widely adopted in Statistical Process Monitoring literature to account for the measurement error. It assumes that the measurement process is randomly performed by any available appraiser and pools all combined observations from the MS to quantify the measurement error, which is independent of \( X \). Therefore, the additive linear model from Linna and Woodall \(^8\) links \( X_t \) to \( Y_t \) as follows:

\[
Y_t = BX_t + \epsilon_t
\]

where \( t = 1, 2, \ldots \), and \( \epsilon_t \sim (\mu_M, \sigma^2_M) \) is the measurement error due to the MS. Its mean \( \mu_M \) and its standard deviation \( \sigma_M \) represent the bias and the precision error of the MS, respectively. The constant \( B \) is related to the linearity error of the MS, see the AIAG Manual. \(^3\) Assuming a perfect calibration, no bias-linearity errors affect the MS and we get \((\mu_M, B) = (0, 1)\). As a consequence, \( \mu_Y = \mu_P \) and the observed values are \( Y \sim N(\mu_P, \sigma^2_Y) \), where \( \sigma^2_Y = \sigma^2_P + \sigma^2_M \). The precision error \( \sigma_M \) is the sum of the repeatability \( \sigma_{RP} \) and reproducibility \( \sigma_{RD} \) variability calculated by:

\[
\sigma_M = \sqrt{\sigma^2_{RP} + \sigma^2_{RD}}
\]

According to the AIAG Manual:

- the **repeatability** error is referred to as the “within-appraisers” variability: it is defined as the variation in measurements obtained with one measurement tool when used several times by the same appraiser while measuring the same quality characteristic on the same part: it is considered as the inherent variation of the MS;
- the **reproducibility** error is referred to as the “between-appraisers” variability: it is defined as the variation in average of measurements collected by different appraisers while measuring the same quality characteristic on the same part; therefore, it can be considered as the between-appraisers bias.

When the number \( A \) of available appraisers is too large to be included in the Gauge R&R study, it provides information about the distribution of pooled observations from all appraisers by investigating on a random subset of \( a \leq A \) appraisers. The Gauge R&R study can be performed with either the ARGG method or the experimental method. The latter is performed by considering an ANOVA Random(R) model with both parts and appraisers assumed as random factors.

Conversely, if all \( A \) available appraisers can be included in the Gauge R&R study, then the MS capability study can provide information about the within-appraiser distributions of observations. Denoting as \( Y_{t,j} \) the measured value of the quality characteristic \( X_t \) at time \( t \) by appraiser \( j \), the additive linear model linking \( X_t \) to \( Y_{t,j} \) can be adapted as follows:

\[
Y_{t,j} = B_jX_t + \epsilon_j
\]

where \( t = 1, 2, \ldots, j = 1, \ldots, A \) and \( \epsilon_j \sim (\mu_j, \sigma^2_{\epsilon_j}) \) is the random error for each appraiser \( j \) involved in the measurement process. \( B_j \) is a constant accounting for the linearity error of each appraiser: for the Gauge R&R study, we assume \( B_j = \)
1, ∀j; that is, no linearity error is present. Therefore, the within-appraiser observed values of the quality characteristic are random variables \( Y_{t,j} \sim N(\mu_{Y,j}, \sigma^2_{Y,j}) \), where \( \mu_{Y,j} = \mu_P + \mu_j \) and \( \sigma_{Y,j} = \sqrt{\sigma^2_P + \sigma^2_{\epsilon,j}} \).

The \( j \)-th appraiser’s bias is \( \mu_j = \mu_{Y,j} - \mu_P \), for \( j = 1, \ldots, A \). In a Gauge R&R study no overall error is assumed for the MS, therefore \( \sum_{j=1}^{A} \mu_j = 0 \). The variability originated by each appraisers’ bias is calculated as:

\[
\gamma_A = \frac{\sum_{j=1}^{A} (\mu_{Y,j} - \mu_Y)^2}{A} \tag{4}
\]

and contributes to the reproducibility error \( \sigma_{RD} \). \( \sigma_{\epsilon,j} \) is the \( j \)-th appraiser’s precision error, for \( j = 1, \ldots, A \): it includes the repeatability error \( \sigma_{RP} \) and the interaction variability between parts and appraisers, if it is statistically significant.

In this case, the Gauge R&R study may only be performed with the experimental method by considering an ANOVA Mixed(M) model with parts(appraiser) as the random(fixed) factor, which can also detect an interaction between appraisers and parts, (unrestricted model). In Gauge R&R studies with the Mixed(M) model, a common precision error is calculated for each appraiser, i.e. \( \sigma_{\epsilon,j} = \sigma_{\epsilon} \) and \( \sigma_{Y,j} = \sigma_Y \), for \( j = 1, \ldots, A \). As a consequence, for the within-appraiser observed values the estimated distributions only differ with respect to location, i.e. \( Y_{t,j} \sim N(\mu_{Y,j}, \sigma^2_Y) \).

### 2.2 MS capability metrics

The following capability metrics can be calculated after a Gauge R&R study and are intended for qualifying a MS used to discriminate between good and bad parts:

- **Precision-to-tolerance ratio PTR**: this metric is useful when the MS is used for checking the conformance of a part to specifications. It is defined by doing reference to the specification interval \((LSL, USL)\) of the quality characteristic to be measured:

\[
PTR = \frac{k \times \sigma_M}{USL - LSL} \tag{5}
\]

where \( k \) is either 5.15 or 6. The AIAG Manual considers a capable MS when \( PTR \leq 0.1 \). If \( 0.1 \leq PTR \leq 0.3 \), then the MS can be considered acceptable, when process capability is high and the misclassification costs are low. When \( PTR \geq 0.3 \) the MS is not capable. If the MS is intended for use in process monitoring, then the \( PTR \) is not a good indicator of its intrinsic capability because it does not compare the MS variability to the natural process variation.

- **Misclassification rates**: they quantify how well the MS discriminates between good and bad parts. A false failure occurs when \( LSL \leq X \leq USL \) and the MS classifies the part as nonconforming. The joint probability \( \delta \) of false failure (producer’s risk) is equal to:

\[
\delta = \Pr[(LSL \leq X \leq USL) \text{ and } (Y \leq LSL \text{ or } Y \geq USL)]
\]

\[
= \int_{LSL}^{USL} \int_{-\infty}^{LSL} f(y, x) dy dx + \int_{LSL}^{USL} \int_{USL}^{\infty} f(y, x) dy dx \tag{6}
\]

where \( f(y, x) \) is the joint probability distribution function of \( Y \) and \( X \), which is bivariate normal with mean \([\mu_Y, \mu_P]^T\) and covariance matrix:

\[
\begin{bmatrix}
\sigma^2_P + \sigma^2_M & \sigma^2_P \\
\sigma^2_P & \sigma^2_P
\end{bmatrix}
\]

Similarly, a missed fault occurs for \( X \leq LSL \) or \( X \geq USL \) and \( LSL \leq Y \leq USL \), that is when the MS wrongly classifies the part as conforming to specifications. In this case, the joint probability \( \beta \) of missed fault (consumer’s risk) is equal
\[ \beta = \Pr(X \leq LSL \text{ or } X \geq USL) \text{and}(LSL \leq Y \leq USL) \]
\[ = \int_{-\infty}^{LSL} \int_{LSL}^{USL} f(y, x) \, dy \, dx + \int_{USL}^{\infty} \int_{LSL}^{USL} f(y, x) \, dy \, dx \]
\[ (8) \]

For a Gauge R&R study with the ANOVA Mixed (M) model, it is possible to define the \( j \)-th appraiser's misclassification rates \( [\delta_j, \beta_j] \), for \( j = 1, \ldots, A \), by assuming the appraiser's population mean \( \mu_{Y,j} \) instead of the pooled mean \( \mu_Y \).

Other MS capability metrics are suitable to qualify a MS used to run a Statistical Process Monitoring tool, for example a control chart. In this case, the measurement precision error should be small, if compared to the process variation \( \sigma_P \). Therefore, these metrics depend on \( \frac{\sigma_P}{\sigma_M} = \sqrt{\gamma_R} \):

- **Number of Distinct Categories NDC**: it represent the number of categories that can be reliably distinguished by the MS. It is also known as the Signal-to-Noise Ratio (SNR). It is calculated as:
  \[ NDC = \sqrt{2} \times \frac{\sigma_P}{\sigma_M} = \sqrt{2\gamma_R} \]
  see Woodall and Borror\(^{13}\) for an explanation about the formula. A value of five or greater is recommended. Another metric related to distinct categories is the discrimination ratio \( DR \), non discussed here, see Woodall and Borror\(^{13}\) for further details.

- **Proportion of total variation PTV**: it represents the proportion of total variation in the measurements due to the MS:
  \[ PTV = \frac{\sigma_M}{\sigma_Y} = \sqrt{\gamma_{MY}} = \frac{1}{\sqrt{\gamma_R} + 1} \]

For convenience of notation, the symbol \( PTV \) is introduced here. In many statistical packages it is usually known as the Total gage R&R %Study Var, even if it is a ratio between two standard deviations. In the AIAG Manual it is defined as the %GRR metric. Similarly to the PTV, the threshold limits 0.1(0.3) have been settled by AIAG to decide if the MS is capable(uncapable) for quality monitoring. The \( PTV \) has the advantage of directly weighing the measurement error to the total observed variability, thus being a good criterion to decide if the MS is fit for use in process monitoring or not. It can be easily shown that there is a close relationship between \( PTV \) and \( NDC \):

\[ NDC = \sqrt{2} \times \left( \frac{1}{PTV} - 1 \right) \]

thus a \( PTV \leq 0.1 \) leads to \( NDC \approx 13 \).

### 3 | THE BOOTSTRAP CIs PROCEDURE

In this Section, we discuss the integration of the proposed bootstrap procedure to a Gauge R&R study based either on the ARGG or the experimental method with ANOVA Random (R) or Mixed (M) model. We remember from the Appendix that \( p \) denotes the number of parts, \( a \) is the number of appraisers and \( r \) is the number of measurement readings for every part from each appraiser. Let us consider the generic observation \( Y_{ijk} \), for \( i = 1, \ldots, p, j = 1, \ldots, a \) and \( k = 1, \ldots, r \) from the Gauge R&R study. For each appraiser \( j \) involved in the Gauge R&R study, the observations are normal random variables \( Y_{ijk} \sim N(\mu_{Y,j}, \sigma_Y^2) \). We denote as \( Y = [Y_1, Y_2, \ldots, Y_a]^T = [Y_{111}, Y_{112}, \ldots, Y_{paw}]^T \) the vector of Gauge R&R study observations stacked by appraiser. Whichever is the selected method, the vector \( \hat{\Theta} = [\hat{\sigma}_P, \hat{\sigma}_{RD}, \ldots, \hat{\sigma}_M]^T \) of estimated sources of variability and the vector of observation means \( \hat{\mu} = [\hat{\mu}_Y, \hat{\mu}_{Y,1}, \ldots, \hat{\mu}_{Y,a}]^T \) are obtained from the Gauge R&R study: given these two vectors, any MS capability performance measure can be derived, as explained in Section 2. We denote as \( \hat{\Theta} \) the estimate of a generic parameter \( \theta = \hat{s}(Y) \), (source of variability, mean or a function of them) obtained through the Gauge R&R study.
TABLE 2  Comparison with Wang and Li\textsuperscript{11} bootstrap method. Shaft diameter dataset adapted from Hoguet\textsuperscript{6}

|          | Wang and Li\textsuperscript{11} | Bootstrap ARGG | Bootstrap ANOVA | Generalized CI |
|----------|----------------------------------|----------------|-----------------|----------------|
|          |                                  |                | (R)             | (M)            |
| σ\textsubscript{RP} | 0.89 (0.41, 1.06) | 0.89 (0.72, 1.05) | 0.96 (0.80, 1.11) | 0.96 (0.83, 1.14) |
| σ\textsubscript{RD} | 0.81 (0.75, 0.89) | 0.70 (0.46, 0.94) | 0.66 (0.42, 1.06) | 0.66 (0.15, 4.43) |
| σ\textsubscript{M}  | 1.20 (0.87, 1.41) | 1.13 (0.95, 1.35) | 1.16 (0.98, 1.36) | 1.16 (1.15, 4.56) |

TABLE 3  Comparison with Wang and Li\textsuperscript{11} bootstrap method. Automobile mini-motor dataset

|          | Wang and Li\textsuperscript{11} | Bootstrap ARGG | Bootstrap CI | Generalized CI |
|----------|----------------------------------|----------------|--------------|----------------|
|          |                                  |                | (R)          | (M)            |
| σ\textsubscript{RP} | 1.34 (1.00, 1.54) | 1.31 (1.10, 1.54) | 1.18 (1.00, 1.31) | 1.18 (1.05, 1.35) |
| σ\textsubscript{RD} | 0.30 (0.00, 0.49) | 0.20 (0.00, 0.52) | 0.20 (0.00, 1.23) | 0.20 (0.03, 1.52) |
| σ\textsubscript{M}  | 1.37 (1.00, 1.61) | 1.33 (1.12, 1.57) | 1.20 (1.06, 1.35) | 1.20 (1.23, 2.10) |

The CIs are obtained by running a normal-theory \textit{parametric} bootstrap procedure to generate new samples of observations from the original vector $\mathbf{Y}$ collected during the Gauge R&R study. The bootstrap procedure works as follows:

1. Design the Gauge R&R study by selecting the number of parts $p$, appraisers $a \leq A$ and trials $r$. Collect the original vector of observations $\mathbf{Y}$ and perform the Gauge R&R study with a proper method;
2. Calculate the vectors of estimated sources of variability $\hat{\mathbf{F}}$ and means $\hat{\mathbf{\mu}}$. Fix the number $B$ of bootstrap samples to be generated;
3. For each appraiser $j$, for $j = 1, \ldots, a$, generate the $B$ bootstrap sample vectors $\mathbf{Y}^{*(b)}_j = (Y^{*(b)}_{1j1}, Y^{*(b)}_{1j2}, \ldots, Y^{*(b)}_{ijk}, \ldots, Y^{*(b)}_{ijk}, \ldots, Y^{*(b)}_{ijk}, \ldots)\mathbf{T}$ of $p \times r$ Gauge R&R observations and stack them into the vectors:

$$
\mathbf{Y}^{*(1)} = [\mathbf{Y}^{*(1)}_1, \mathbf{Y}^{*(1)}_2, \ldots, \mathbf{Y}^{*(1)}_a] \mathbf{T}
$$
$$
\mathbf{Y}^{*(2)} = [\mathbf{Y}^{*(2)}_1, \mathbf{Y}^{*(2)}_2, \ldots, \mathbf{Y}^{*(2)}_a] \mathbf{T}
$$
$$
\cdots
$$
$$
\mathbf{Y}^{*(B)} = [\mathbf{Y}^{*(B)}_1, \mathbf{Y}^{*(B)}_2, \ldots, \mathbf{Y}^{*(B)}_a] \mathbf{T}
$$

where $Y^{*(b)}_{ijk} = X^{*(b)}_{ijk} + \epsilon^{*(b)}_{ijk}$, $X^{*(b)}_{ijk} \sim N(\hat{\mu}_i, \hat{\sigma}^2_p)$, $\epsilon^{*(b)}_{ijk} \sim N(\hat{\mu}_j, \hat{\sigma}^2)$, for $i = 1, \ldots, p$, $j = 1, \ldots, a$, $k = 1, \ldots, r$ and $b = 1, \ldots, B$.
4. Calculate the $b$-th bootstrap estimate $\hat{\theta}^{*(b)}$, for $b = 1, \ldots, B$, of each parameter of interest $\theta$ by using the selected Gauge R&R method, see Appendix A;
5. Store the bootstrap distribution of $\hat{\theta}^{*}$ and calculate the $\alpha$-th percentile confidence interval $(\hat{\theta}^{*(\alpha)}, \hat{\theta}^{*(1-\alpha)})$, where $\alpha$ is the confidence level.

4 \hspace{1cm} PERFORMANCE STUDY

The performance study starts by comparing the proposed bootstrap approach to the nonparametric bootstrap procedure developed for the Gauge R&R study with ARGG method in Wang and Li.\textsuperscript{11} The Gauge R&R study datasets shown in Table 1 (adapted from Hoguet\textsuperscript{6}), and Table 4 of Wang and Li\textsuperscript{13} are considered. For the sake of brevity, in Tables 2 and 3 we only consider the CIs obtained with the two Bootstrap procedures for the measurement error $\sigma_M$ and its reproducibility/repeatability components ($\sigma_{RP}, \sigma_{RD}$). To give a comprehensive overview of the proposed Bootstrap procedure, the CIs are shown for the ARGG method and the experimental method with both the Random(R) and Mixed(M) ANOVA models. The generalized CIs are shown, as well. We note that the point estimates of $\sigma_{RD}$ are larger in Wang and Li\textsuperscript{10} than those found in this paper with the ARGG method because they did not account for the repeatability variability contamination suggested in the AIAG Manual, as shown in Appendix, Equation (A.2). Furthermore, in Table 3 the estimation values of
measurement error components are different because Wang and Li\textsuperscript{10} proposed a $\bar{X}$ and S control chart to implement the ARGG method although setting $r = 2$ would suggest using the range R control chart. From the two tables, it is evident that the proposed parametric bootstrap CIs are the narrowest for the repeatability error $\sigma_{RP}$ and the measurement error $\sigma_M$. Only for the reproducibility component $\sigma_{RD}$, the Wang and Li\textsuperscript{10} bootstrap CIs with the ARGG method are narrower than the other two procedures.

For the proposed bootstrap CIs, it is important to verify the coverage probability versus the nominal (1 - $\alpha$)% confidence level. For $B = \{50, 100, 150, 300, 500\}$, we have simulated the coverage probability for the CIs of the measurement error $\sigma_M$, its variability components $\sigma_{RP}$, $\sigma_{RD}$ and the process error $\sigma_P$. We have assumed $(p, a, r) = (10, 3, 3), (20, 6, 6)$, $\alpha = 0.05$ and for the pooled observations’ distributions $\mu_X = \mu_Y = 0, \sigma_Y = 1$; furthermore, $\sigma_M = 0.2$ and $\sigma_{RP} = 0.2 \times \sigma_M$ have been assumed as input values. With the experimental method, both the Random(R) and Mixed(M) models have been considered. For $B \geq 100$, the calculated coverage probability always meets the nominal 95% confidence level, whichever is the selected method to perform the Gauge R&R study.

The performance study has been continued by investigating the effect of Gauge R&R study design parameters and measurement error components on the calculation of bootstrap CIs. In particular, we have considered the design parameters $(p, a, r) = (10, 3, 3), (20, 6, 6)$ and $\sigma_{RP} = 0.2(0.8) \times \sigma_M^2$, where $\sigma_M = 1$. The reproducibility error $\sigma_{RD}^2 = 0.8(0.2) \times \sigma_M^2$ has been simulated by considering no interaction part-appraiser, $\sigma_{RD}^2 = \frac{\sum_{j=1}^{a} (\mu_{Y,j} - \mu_Y)^2}{2k}$ and assuming the coefficient $k = \frac{a-1}{2}$ for the Random(Mixed) model. Finally, we have generated within-appraiser observations with $\mu_{Y,1} = -\mu_{Y,a}$ and $\mu_{Y,j} = \mu_Y$ for $j = 2, \ldots, (a - 1)$; the simulated variability is $\sigma_Y = 1$. The study has been restricted to the experimental method, which should be generally preferred to the ARGG method, because it can account for the interaction parts-appraisers, whenever needed. To have a reference index for the direct comparison among CI widths of different parameters $\theta$, the ratio $R_{CI} = \frac{UL-LL}{\theta}$ is calculated; LL(UL) denote the lower(upper) confidence limits, respectively. Tables 4–7 show the CIs obtained with the bootstrap and the generalized methods, respectively, and the corresponding results can be summarized as follows:

- the bootstrap CIs are significantly narrower than the Generalized CIs for every investigated combination of design parameters $(p, a, r)$ and ANOVA model; in fact, the $R_{CI}$ values are always smaller for every estimated parameter. The difference is stronger for the reproducibility error $\sigma_{RD}$ and, consequently, $\sigma_M$;
- a narrower width of CIs is achieved when implementing the Mixed(M) model with the experimental method, as explained by the lower $R_{CI}$ values. Thus, the Mixed(M) model should always be preferred by practitioners when all available appraisers can be included in the study, i.e. assuming $(a = A)$, without increasing too much the number $N = p \times a \times r$ of observations. For the proposed Bootstrap CIs, the width difference between the two ANOVA models is generally smaller than the Generalized CIs;
- for a given value of $\sigma_M$, the width of CIs calculated for $\sigma_{RD}$ and $\sigma_M$ increases with $\sigma_{RP}$. This result depends on the highest variability in the bootstrap distribution of $\sigma_{RD}$, as the reproducibility error contribution to $\sigma_M$ decreases. For example, with the Random(R) model, when $(p, a, r) = (10, 3, 3)$ and $\sigma_{RP} = 0.2(0.8) \times \sigma_M$, values of Bootstrap $R_{CI} = 0.206(1.638)$ and Generalized $R_{CI} = 5.836(7.985)$ are obtained for $\sigma_{RD}$. The same trend occurs with the Mixed(M) model, but with smaller absolute values of $R_{CI}$;

With respect to the process variability $\sigma_P$, the pooled measurements variability $\sigma_Y$ and related ratios, Tables 4–7 show that:

- the uncertainty associated to $\sigma_P$ is higher than $\sigma_M$. Depending on the design parameters $(p, a, r)$, the $R_{CI}$ values for $\sigma_P$ are between three and seven times $R_{CI}$ values for $\sigma_M$. This depends on the higher simulated value of $\sigma_P = 0.995$ than $\sigma_M = 0.1$. Conversely, $R_{CI}$ values are approximately the same for $\sigma_P$ and $\sigma_Y = 1$;
- the uncertainty associated to $\sqrt{\gamma_{MY}} = \frac{\sigma_P}{\sigma_Y}$ is always larger than $\sqrt{\gamma_R} = \frac{\sigma_R}{\sigma_M}$. This finding depends on the fact that $\sigma_Y = \sqrt{\sigma_P^2 + \sigma_M^2}$ and, therefore, it accumulates the uncertainty in the estimation of both process and MS variability. As a consequence, the estimation of metric NDC is more uncertain than PTV.

Finally, Generalized CIs highlighted in bold characters in Tables 4–7 fail to contain the true value of the estimated parameter. This occurs for many parameters when $p = 20$ and $\sigma_{RP}^2 = 0.2 \times \sigma_M^2$ for the Mixed(M) model. A similar problem
TABLE 4  Sensitivity analysis on Gauge R&R study design parameters, $\mu_X = \mu_Y = 0, (\sigma_M, \sigma_Y) = (0.1, 1), \sigma_{RP}^2 = 0.2 \times \sigma_M^2$, $p = 10$

| $(p, a, r)$ | Bootstrap CI | Generalized CI |
|------------|--------------|----------------|
|            | Model (R)    | Model (M)      | Model (R)    | Model (M)      |
|            | $(LL, UL)$   | $(LL, UL)$     | $(LL, UL)$   | $(LL, UL)$     |
| $\sigma_p$ | 0.693 (0.4345, 1.1263) | 0.695 (0.4345, 1.1263) | 0.695 (0.5494, 1.4528) | 0.695 (0.5494, 1.4528) |
| $\sigma_{RD}$ | 0.284 (0.0829, 0.1039) | 0.234 (0.0829, 0.1039) | 0.234 (0.0477, 0.6210) | 0.234 (0.0477, 0.6210) |
| $\sigma_{SP}$ | 0.335 (0.0403, 0.0555) | 0.340 (0.0403, 0.0555) | 0.340 (0.0416, 0.0576) | 0.340 (0.0416, 0.0576) |
| $\sigma_M$ | 0.215 (0.0952, 0.1147) | 0.196 (0.0952, 0.1147) | 0.196 (0.0776, 0.6240) | 0.196 (0.0776, 0.6240) |
| $\sigma_Y$ | 0.683 (0.4469, 1.1310) | 0.684 (0.4469, 1.1310) | 0.684 (0.5709, 1.5349) | 0.684 (0.5709, 1.5349) |
| $\sqrt{T_{MY}}$ | 1.458 (0.0921, 0.2358) | 1.437 (0.0921, 0.2358) | 1.437 (0.0719, 0.6356) | 1.437 (0.0719, 0.6356) |
| $\sqrt{T_R}$ | 0.677 (4.1211, 10.8063) | 0.672 (4.1211, 10.8063) | 0.672 (1.2148, 13.8665) | 0.672 (1.2148, 13.8665) |
| $(p, a, r)$ | (10, 6, 3) | (LL, UL) | $(LL, UL)$ | $(LL, UL)$ | $(LL, UL)$ | $(LL, UL)$ | $(LL, UL)$ | $(LL, UL)$ |
| $\sigma_p$ | 0.725 (0.4155, 1.1456) | 0.734 (0.4155, 1.1456) | 0.734 (0.5524, 1.4532) | 0.734 (0.5524, 1.4532) |
| $\sigma_{RD}$ | 0.190 (0.0794, 0.0928) | 0.150 (0.0794, 0.0928) | 0.150 (0.0446, 0.5741) | 0.150 (0.0446, 0.5741) |
| $\sigma_{SP}$ | 0.224 (0.0410, 0.0514) | 0.232 (0.0410, 0.0514) | 0.232 (0.0417, 0.0521) | 0.232 (0.0417, 0.0521) |
| $\sigma_M$ | 0.156 (0.0912, 0.1043) | 0.131 (0.0912, 0.1043) | 0.131 (0.0763, 0.5773) | 0.131 (0.0763, 0.5773) |
| $\sigma_Y$ | 0.715 (0.4277, 1.1496) | 0.722 (0.4277, 1.1496) | 0.722 (0.5703, 1.5532) | 0.722 (0.5703, 1.5532) |
| $\sqrt{T_{MY}}$ | 1.407 (0.0847, 0.2300) | 1.454 (0.0847, 0.2300) | 1.454 (0.0692, 0.6044) | 1.454 (0.0692, 0.6044) |
| $\sqrt{T_R}$ | 0.756 (4.2307, 11.7682) | 0.758 (4.2307, 11.7682) | 0.758 (1.3183, 14.4112) | 0.758 (1.3183, 14.4112) |
| $(p, a, r)$ | (10, 6, 3) | (LL, UL) | $(LL, UL)$ | $(LL, UL)$ | $(LL, UL)$ | $(LL, UL)$ | $(LL, UL)$ | $(LL, UL)$ |
| $\sigma_p$ | 0.678 (0.4416, 1.1568) | 0.719 (0.4416, 1.1568) | 0.719 (0.5463, 1.4531) | 0.719 (0.5463, 1.4531) |
| $\sigma_{RD}$ | 0.201 (0.0854, 0.0998) | 0.161 (0.0854, 0.0998) | 0.161 (0.0574, 0.2291) | 0.161 (0.0574, 0.2291) |
| $\sigma_{SP}$ | 0.228 (0.0426, 0.0531) | 0.234 (0.0426, 0.0531) | 0.234 (0.0433, 0.0535) | 0.234 (0.0433, 0.0535) |
| $\sigma_M$ | 0.151 (0.0973, 0.1108) | 0.135 (0.0973, 0.1108) | 0.135 (0.0826, 0.2371) | 0.135 (0.0826, 0.2371) |
| $\sigma_Y$ | 0.667 (0.4535, 1.1615) | 0.708 (0.4535, 1.1615) | 0.708 (0.5560, 1.4597) | 0.708 (0.5560, 1.4597) |
| $\sqrt{T_{MY}}$ | 1.426 (0.0891, 0.2312) | 1.421 (0.0891, 0.2312) | 1.421 (0.0703, 0.3028) | 1.421 (0.0703, 0.3028) |
| $\sqrt{T_R}$ | 0.663 (4.2073, 11.7152) | 0.700 (4.2073, 11.7152) | 0.700 (3.1478, 14.1825) | 0.700 (3.1478, 14.1825) |

occurs with the Random $R$ model for $\sigma_M$, when $p = 10$ and $\sigma_{RP}^2 = 0.8 \times \sigma_M^2$. The proposed bootstrap CIs never show this problem.

## 5  ILLUSTRATIVE EXAMPLE

We show the implementation of the bootstrap procedure with the Gauge R&R study dataset presented in the AIAG Manual, see Table 8. The Gauge R&R study is arranged by considering $(p, a, r) = (10, 3, 3)$. It is performed with the experimental method: for the sake of comparison, it is implemented with both the ANOVA Random(R) and Mixed(M) models. To provide more details, we assume a specification interval $(LSL, USL) = (-4.5, 4.5)$. Table 8 shows the AIAG MSA Manual dataset.

A summary of obtained results from the Gauge R&R study is shown in Table 9. This Table also shows the bootstrap and generalized CIs for the sources of variation and the related MS performance measures. Finally, it also presents the
TABLE 5 Sensitivity analysis on Gauge R&R study design parameters, $\mu_X = \mu_Y = 0, (\sigma_M, \sigma_Y) = (0.1, 1), \sigma_{RP}^2 = 0.2 \times \sigma_M^2$, $p = 20$

| $(p, a, r)$ | Bootstrap CI | Generalized CI |
|-------------|--------------|----------------|
| $LL, UL$    | $RCI$        | $(LL, UL)$     | $RCI$        | $(LL, UL)$     | $RCI$        | $(LL, UL)$     | $RCI$        | $(LL, UL)$     | $RCI$        | $(LL, UL)$     | $RCI$        | $(LL, UL)$     | $RCI$        |
| $(20, 3, 3)$| $(LL, UL)$   | $(LL, UL)$     | $(LL, UL)$   | $(LL, UL)$   | $(LL, UL)$   | $(LL, UL)$   | $(LL, UL)$   | $(LL, UL)$   | $(LL, UL)$   | $(LL, UL)$   | $(LL, UL)$   | $(LL, UL)$   | $(LL, UL)$   |
| $\sigma_P$  | $(0.6248, 1.2073)$ | $0.585$ | $(0.6367, 1.1914)$ | $0.557$ | $(0.7116, 1.3443)$ | $0.636$ | $(0.7073, 1.3546)$ | $0.651$ |
| $\sigma_{BD}$ | $(0.0767, 0.0951)$ | $0.206$ | $(0.0790, 0.0923)$ | $0.149$ | $(0.0421, 0.0564)$ | $0.583$ | $(0.1011, 0.1243)$ | $0.259$ |
| $\sigma_{BP}$ | $(0.0406, 0.0509)$ | $0.232$ | $(0.0403, 0.0507)$ | $0.232$ | $(0.0411, 0.0515)$ | $0.234$ | $(0.0413, 0.0515)$ | $0.230$ |
| $\sigma_M$  | $(0.0886, 0.1042)$ | $0.156$ | $(0.0907, 0.1033)$ | $0.125$ | $(0.0712, 0.5671)$ | $0.495$ | $(0.1110, 0.1326)$ | $0.216$ |
| $\sigma_Y$  | $(0.6343, 1.2112)$ | $0.578$ | $(0.6444, 1.1953)$ | $0.551$ | $(0.7225, 1.4245)$ | $0.702$ | $(0.7087, 1.3555)$ | $0.647$ |
| $\sqrt{\mu_{MY}}$ | $(0.0786, 0.1537)$ | $0.750$ | $(0.0807, 0.1507)$ | $0.701$ | $(0.0658, 0.5229)$ | $4.571$ | $(0.0892, 0.1748)$ | $0.856$ |
| $\sqrt{\mu_R}$ | $(6.4308, 12.6807)$ | $0.628$ | $(6.5586, 12.3563)$ | $0.583$ | $(1.6301, 15.1746)$ | $1.361$ | $(5.7084, 11.2066)$ | $0.553$ |

Modified Large Sample (MLS) CIs that Minitab commercial software generates only for the Random(R) model. The not shown bootstrap CIs for each appraiser $\mu_j$, and the misclassification rates ($\delta_j, \overline{\delta}_j$), for $j = 1, 2, 3$, are available upon request. The CIs have been obtained from $B = 10,000$ sampling replications. In Table 9 the estimates and CIs are provided for both ANOVA models: column “estimate” shows the results obtained with the Mixed(M) model and the Random(R) model between round parentheses.

No significant interaction between appraisers and parts is present for the MSA Manual dataset, that is, $\hat{\sigma}_{PA} = 0$: therefore, the restricted version of the ANOVA mixed(M) is used in the study. As expected, the Random(R) model gets a larger estimate for the reproducibility error $\sigma_{BD}$ than the Mixed(M) model because the appraisers are considered as a random factor. This influences the estimates of the derived MS performance parameters from $\sigma_{RD}$. Furthermore, with the Random(R) model the width of CIs is wider than the Mixed(M) model: the CIs width increase is larger for the generalized CIs than the bootstrap CIs, being the latter more robust to the ANOVA model selection. In any case, the bootstrap CIs are narrower in width than the generalized CIs, whichever is the selected ANOVA model. For the Random(R) model, they are also narrower than the MLS CIs generated by Minitab. As an outcome from the Gauge R&R study, the estimated
$P_{TV} = 0.28$ is barely acceptable by customer approval because the measurement error $\sigma_M$ is around 30% of total variability $\sigma_Y$.

The bootstrap distributions of performance measures for the MS can also add significant information to the Gauge R&R study outcome. For example, the bootstrap distributions are particularly useful to interpret the R&R plot of NDC versus $P_{TR}$. To show it, we assume $k = 6$ for the $P_{TR}$ calculation in this example. Figure 1 shows the R&R plots for a subset of $N = 1500$ bootstrap samples of NDC and $P_{TR}$ obtained by implementing both the ANOVA Random(R) (left panel) and Mixed(M) (right panel) models. The horizontal and vertical dotted lines divide the panel in four regions. The upper left part is the acceptance region, which is delimited by the threshold limits $NDC_L = 5$, $P_{TRU} = 0.3$. The red circle corresponds to the estimated values ($P_{TR}$, NDC) with the two models, which barely meet the NDC lower threshold. An investigation of the joint bootstrap distribution for the couple ($P_{TR}$, NDC) reveals that the probability $P(NDC \geq 5, P_{TR} \leq 0.3) = 0.539(0.402)$ with the Mixed(Random) model. This outcome depends on a poor performance versus NDC due to the excessively large value of $\sigma_M$. Therefore, although the MS has a good capability versus the specification interval, (good
TABLE 7  Sensitivity analysis on Gauge R&R study design parameters, $\mu_X = \mu_Y = 0, (\sigma_M, \sigma_Y) = (0.1, 1), \sigma_{RP}^2 = 0.8 \times \sigma_M^2$, $p = 20$

| $(p, a, r) = (20, 3, 6)$ | Bootstrap CI | Generalized CI |
|---------------------------|-------------|---------------|
| $(LL, UL)$                | $(LL, UL)$  | $(LL, UL)$    |
| $R_{CI}$                  | $R_{CI}$    | $R_{CI}$      |
| $(0.6331, 1.2155)$        | $(0.6146, 1.2026)$ | $(0.7176, 1.3563)$ |
| $\sigma_P$                | $0.585$     | $0.564$       |
| $(0.0174, 0.0868)$        | $(0.0225, 0.0544)$ | $(0.0316, 0.2328)$ |
| $\sigma_{RD}$             | $1.551$     | $0.712$       |
| $(0.0811, 0.1018)$        | $(0.0807, 0.1014)$ | $(0.0821, 0.1031)$ |
| $\sigma_M$                | $0.232$     | $0.232$       |
| $(0.0873, 0.1093)$        | $(0.0890, 0.1096)$ | $(0.1060, 0.2591)$ |
| $\sigma_Y$                | $0.579$     | $0.206$       |
| $(0.6405, 1.2198)$        | $(0.6495, 1.2067)$ | $(0.7295, 1.3725)$ |
| $\sqrt{Y_M}$              | $0.773$     | $0.740$       |
| $(6.3345, 12.6788)$       | $(0.0799, 0.1539)$ | $(0.0869, 0.2695)$ |
| $\sqrt{Y_R}$              | $0.638$     | $0.608$       |
| $(6.4202, 12.4687)$       | $(3.5734, 11.4610)$ | $(6.6871, 13.3560)$ |

| $(p, a, r) = (20, 6, 3)$ | Bootstrap CI | Generalized CI |
|---------------------------|-------------|---------------|
| $(LL, UL)$                | $(LL, UL)$  | $(LL, UL)$    |
| $R_{CI}$                  | $R_{CI}$    | $R_{CI}$      |
| $(0.6246, 1.1930)$        | $(0.6227, 1.1878)$ | $(0.7038, 1.3246)$ |
| $\sigma_P$                | $0.571$     | $0.568$       |
| $(0.0311, 0.0712)$        | $(0.0341, 0.0535)$ | $(0.0316, 0.2786)$ |
| $\sigma_{RD}$             | $0.149$     | $0.434$       |
| $(0.0824, 0.0957)$        | $(0.0820, 0.0953)$ | $(0.0826, 0.0967)$ |
| $\sigma_M$                | $0.155$     | $0.148$       |
| $(0.0912, 0.1067)$        | $(0.0917, 0.1058)$ | $(0.1152, 0.3025)$ |
| $\sigma_Y$                | $0.564$     | $0.561$       |
| $(0.6326, 1.1969)$        | $(0.6305, 1.1915)$ | $(0.7178, 1.3460)$ |
| $\sqrt{Y_M}$              | $0.786$     | $0.772$       |
| $(6.1711, 12.2432)$       | $(0.0821, 0.1594)$ | $(0.0951, 0.3075)$ |
| $\sqrt{Y_R}$              | $0.610$     | $0.597$       |
| $(6.1948, 12.1368)$       | $(3.0943, 10.4715)$ | $(6.5311, 12.8315)$ |

| $(p, a, r) = (20, 6, 6)$ | Bootstrap CI | Generalized CI |
|---------------------------|-------------|---------------|
| $(LL, UL)$                | $(LL, UL)$  | $(LL, UL)$    |
| $R_{CI}$                  | $R_{CI}$    | $R_{CI}$      |
| $(0.6419, 1.2111)$        | $(0.6421, 1.2094)$ | $(0.7044, 1.3471)$ |
| $\sigma_P$                | $0.591$     | $0.562$       |
| $(0.0837, 0.0845)$        | $(0.0300, 0.0509)$ | $(0.0316, 0.0961)$ |
| $\sigma_{RD}$             | $1.249$     | $0.467$       |
| $(0.0818, 0.0959)$        | $(0.0817, 0.0957)$ | $(0.0830, 0.0966)$ |
| $\sigma_M$                | $0.145$     | $0.140$       |
| $(0.0907, 0.1051)$        | $(0.0905, 0.1046)$ | $(0.1065, 0.1469)$ |
| $\sigma_Y$                | $0.585$     | $0.555$       |
| $(0.6344, 1.2193)$        | $(0.6479, 1.2033)$ | $(0.7143, 1.3529)$ |
| $\sqrt{Y_M}$              | $0.749$     | $0.714$       |
| $(6.4044, 12.5525)$       | $(0.0792, 0.1506)$ | $(0.0850, 0.1789)$ |
| $\sqrt{Y_R}$              | $0.618$     | $0.605$       |
| $(6.5640, 12.5815)$       | $(5.4995, 11.7188)$ | $(5.5499, 11.8626)$ |

T A B L E  8  Gauge R&R study. Dataset of observations reprinted from the AIAG MSA Manual,
7 4th ed. p. 118

| Part # | Appraiser A | Appraiser B | Appraiser C |
|--------|-------------|-------------|-------------|
| 1      | 0.29        | 0.41        | 0.64        |
| 2      | -0.56       | -0.68       | -0.58       |
| 3      | 1.34        | 1.17        | 1.27        |
| 4      | 0.47        | 0.50        | 0.64        |
| 5      | -0.80       | -0.92       | -0.84       |
| 6      | 0.02        | -0.11       | -0.21       |
| 7      | 0.59        | 0.75        | 0.66        |
| 8      | -0.31       | -0.20       | -0.17       |
| 9      | 2.26        | 1.99        | 2.01        |
| 10     | -1.36       | -1.25       | -1.31       |
**TABLE 9**  Gauge R&R parameter estimates and CIs with the ANOVA method, (Random(R) and Mixed(M) model). Dataset of observations reprinted from the AIAG MSA manual, 4th ed. p. 118

| Gauge R&R parameter | Estimate (R) | Bootstrap CI (R) | Generalized CI (R) | MLS CI (R) |
|---------------------|--------------|------------------|-------------------|------------|
| \( \hat{\mu}_Y \)  | 0.001        | (-0.646, 0.631)  | (-0.621, 0.654)   | (-0.972, 0.912) |
| \( \hat{\sigma}_P \) | 1.042        | (0.533, 1.519)   | (0.573, 1.516)    | (0.730, 1.862) |
| \( \hat{\sigma}_{RD} \) | 0.227 (0.185) | (0.175, 0.294)   | (0.146, 0.231)    | (0.101, 1.442) |
| \( \hat{\sigma}_{RF} \) | 0.200        | (0.164, 0.233)   | (0.167, 0.231)    | (0.173, 0.237) |
| \( \hat{\sigma}_M \) | 0.302 (0.273) | (0.259, 0.348)   | (0.237, 0.310)    | (0.263, 1.467) |
| \( \hat{\sigma}_Y \) | 1.085 (1.077) | (0.619, 1.553)   | (0.636, 1.542)    | (0.807, 2.197) |
| \( \hat{\gamma}_R \) | 11.88 (14.63) | (3.08, 26.13)    | (4.25, 30.67)     | (4.49, 30.03) |
| \( \hat{\gamma}_{MY} \) | 0.078 (0.064) | (0.037, 0.245)   | (0.032, 0.190)    | (0.031, 0.673) |
| \( \hat{P}_{TR} \) | 0.302 (0.273) | (0.259, 0.348)   | (0.237, 0.310)    | (0.263, 1.467) |
| \( N_{DC} \)       | 4.86 (5.39)  | (2.48, 7.21)     | (2.91, 7.81)      | (0.99, 7.88) |

**FIGURE 1**  Plot of \( P_{TR} \) versus \( N_{DC} \), (R&R graph). Gauge R&R study with experimental method. Dataset of observations from the AIAG MSA manual, 4th ed. p. 118

The obtained results for the CIs estimation highlight the importance of correctly choosing the ANOVA model when implementing the experimental method for the Gauge R&R study. Whenever possible, it is preferable implementing the ANOVA Mixed(M) model by testing all appraisers available to the MS, as the resulting confidence intervals are narrower than other models. This is an important issue to be considered in future research on Statistical Process Monitoring in presence of measurement error: in fact, it is well known that measurement error can influence the performance of a control...
chart. All contributions investigating the effect of measurement error on the performance of control charts have always implicitly assumed the pooled distribution of observations for the MS by overlooking the within-appraiser performance. That is, these studies implicitly assume Gauge R&R studies performed with the ARGG or ANOVA Random(R) model methods. However, when the estimation of the within-appraiser distributions is possible with the ANOVA Mixed(M) model, the current pooled measurement error model proposed in Linna and Woodall\(^8\) for testing control charts performance is no longer effective. Distributions of observations should be considered for each appraiser and the control chart’s performance should be investigated by assuming each appraiser schedule in the measurement process.
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APPENDIX A: GAUGE R&R STUDY METHODS

To design a Gauge R&R study, the number of parts \( p \) and appraisers \( a \leq A \), (e.g., crews, lab technicians, operators or instruments), and trial measurements \( r \) on each part should be fixed. In general, to conduct a Gauge R&R study \( N = p \times a \times r \) observations are needed. Measurements should be collected randomly without any part identification by each appraiser.

We denote as \( Y_{ijk} \) the observed value of the quality characteristic of interest on the \( i \)-th part, \( i = 1, \ldots, p \), measured by the \( j \)-th appraiser, \( j = 1, \ldots, a \), at the \( k \)-th trial, \( k = 1, \ldots, r \). Then, we use the following notation:

- \( Y_{ij.} = \frac{\sum_{k=1}^{r} Y_{ijk}}{r} \) and \( \bar{Y}_{ij.} = \frac{1}{r} \times Y_{ij.} \) are the total and average of measurements collected on the \( i \)-th part by the \( j \)-th appraiser, respectively;
- \( Y_{.jk} = \frac{\sum_{i=1}^{p} Y_{ijk}}{p} \) and \( \bar{Y}_{.jk} = \frac{1}{p} \times Y_{.jk} \) are the total and average of measurements collected on each \( i \)-th part by the \( a \) appraisers, respectively;
- \( Y_{i..} = \frac{\sum_{j=1}^{a} \sum_{k=1}^{r} Y_{ijk}}{a} \) and \( \bar{Y}_{i..} = \frac{1}{a} \times Y_{i..} \) are the total and average of measurements collected on each \( i \)-th part by the \( a \) appraisers, respectively;
- \( Y_{...} = \frac{\sum_{i=1}^{p} \sum_{j=1}^{a} \sum_{k=1}^{r} Y_{ijk}}{A} \) and \( \bar{Y}_{...} = \frac{1}{a \times p \times r} \times Y_{...} \) are the total and average of collected measurements, respectively;

Now we briefly present formulas for the sources of variability calculations with the Average and Range AGRR and the experimental methods.

A.1 | Average and Range (ARGG) method

With this method the Gauge R&R study is performed by running \( \bar{X} \) and \( R \) control charts for each appraiser involved in the study. A \( S \) control chart can be used when \( r \) is sufficiently large and the range \( R \) is no longer an efficient estimator of the variability. With the ARGG method, the repeatability and reproducibility errors are estimated from the \( \bar{X} \) and \( R \) control charts plotted for each appraiser. This method overlooks a potential source of variability due to interaction between parts and appraisers.

To plot the \( R \) control chart for each appraiser \( j \), for \( j = 1, \ldots, a \), the ranges \( R_{ij} = \max_k(Y_{ijk}) - \min_k(Y_{ijk}) \) are calculated for each part \( i \), for \( i = 1, \ldots, p \). Then, the average range \( \bar{R}_j \) for each appraiser is calculated as \( \bar{R}_j = \frac{1}{p} \times \sum_{i=1}^{p} R_{ij} \). The grand average \( \bar{R}_{..} = \frac{1}{a} \times \sum_{j=1}^{a} \bar{R}_j \) is immediately derived. The grand average range \( \bar{R}_{..} \) is used to calculate the control limits of each \( R \) control chart, whose width is proportional to the estimated value of the \textit{repeatability} variability \( \sigma_{RP} \) (Equipment Variation EV in the AIAG Manual):

\[
\bar{\sigma}_{RP} = \frac{\bar{R}}{d_2^2(p \times a \times r)} \tag{A.1}
\]

where \( d_2^2(p \times a \times r) \) is an unbiasing constant associated to the distribution of average range. Its values can be found in the AIAG Manual, Appendix C.\(^1\)

The average \( \bar{Y}_{.jk} \) of measurements collected on the \( p \) parts for each appraiser \( j \) is used to estimate \( \mu_{Y_{.j}} \) and to plot the central line of each \( \bar{X} \) control chart, for \( j = 1, \ldots, A \). The range \( R_{.jk} = \max_j(\bar{Y}_{.jk}) - \min_j(\bar{Y}_{.jk}) \) among appraisers is calculated to get the estimate \( \bar{\sigma}_{RD} \) of the \textit{reproducibility} variability (Appraiser Variation AV in the AIAG Manual), which measures the bias among \( a \) appraisers:

\[
\bar{\sigma}_{RD} = \sqrt{\left( \frac{R_{.jk}}{d_2^2(1, r)} \right)^2 - \frac{\bar{\sigma}_{RP}^2}{p \times r}} \tag{A.2}
\]

where a fraction of repeatability variability is subtracted since the \( \bar{\sigma}_{RD} \) is contaminated by the \( \bar{\sigma}_{RP} \), see the AIAG manual.\(^1\)

The estimated \textit{process} variability \( \bar{\sigma}_P \) is obtained by considering the averages of measurements \( \bar{Y}_{i.} \) for each part \( i \), for \( i = 1, \ldots, p \), and their range \( R_{i.} = \max_i(\bar{Y}_{i.}) - \min_i(\bar{Y}_{i.}) \):

\[
\bar{\sigma}_P = \frac{R_{i.}}{d_2^2(1, p)} \tag{A.3}
\]
### TABLE A.1 ANOVA for the Random(R) model with interaction

| Source of variation | Degrees of freedom | Mean square | Expected mean square |
|---------------------|--------------------|-------------|---------------------|
| Parts (P)           | \( p-1 \)          | \( S^2_P \) | \( \theta_P = \sigma^2_P + r\sigma^2_{PA} + ar\sigma^2_P \) |
| Appraiser (A)       | \( a-1 \)          | \( S^2_A \) | \( \theta_A = \sigma^2_A + r\sigma^2_{PA} + pr\sigma^2_A \) |
| P x A               | \( (p-1)(a-1) \)   | \( S^2_{PA} \) | \( \theta_{PA} = \sigma^2_{PA} + r\sigma^2_A \) |
| Replicates (Error)  | \( pa(r-1) \)      | \( S^2_E \) | \( \theta_E = \sigma^2_E \) |

### TABLE A.2 Gauge R&R parameters and point estimators for the Random(R) model with interaction

| Gauge R&R parameter | Point estimator |
|---------------------|-----------------|
| \( \mu_Y \)         | \( \bar{Y}_{..} \) |
| \( \mu_{Y,j} \)     | \( \bar{Y}_{j..} \) |
| \( \sigma^2_P \)    | \( S^2_P \) |
| \( \sigma^2_A \)    | \( S^2_A \) |
| \( \sigma^2_{PA} \) | \( S^2_{PA} \) |
| \( \sigma^2_{RD} \) | \( S^2_{RD} \) |
| \( \sigma^2_{RP} \) | \( S^2_{RP} \) |
| \( \sigma^2_{M} \)  | \( S^2_{M} \) |

### TABLE A.3 ANOVA for the Random(R) model without interaction

| Source of variation | Degrees of freedom | Mean square | Expected mean square |
|---------------------|--------------------|-------------|---------------------|
| Parts (P)           | \( p-1 \)          | \( S^2_P \) | \( \theta_P = \sigma^2_P + ar\sigma^2_P \) |
| Appraiser (A)       | \( a-1 \)          | \( S^2_A \) | \( \theta_A = \sigma^2_A + pr\sigma^2_A \) |
| Replicates (Error)  | \( par - p - a - 1 \) | \( S^2_E \) | \( \theta_E = \sigma^2_E \) |

Finally, the estimated mean of combined observations from the Gauge R&R study is \( \mu_Y = \bar{Y}_{..} \).

### A.2 Experimental method with ANOVA models

With this method, the Gauge R&R study is designed as an experimental plan. Here, we briefly recall formulas for the most common scenarios, that is, the balanced two factor Random(R) and Mixed(M) models with and without interaction. Tables showing the ANOVA sources of variation and formulas to get the point estimators are reported for each model with and without interaction. Details about these formulas can be found in Burdick et al.²

#### Two-factor Random(R) model

Both “parts” and “appraisers” are considered as random factors. This model should be assumed by the practitioner to carry out the Gauge R&R study when the \( a \) appraisers are randomly selected from a set of cardinality \( A \): for example, the crew of operators who randomly perform the measurement process during quality inspections. The reference model with interaction is:

\[
Y_{ijk} = \mu_Y + P_i + A_j + (PA)_{ij} + E_{ijk} \quad (A.4)
\]

where \( \mu_Y \) is a constant, \( P_i, A_j, (PA)_{ij} \) and the error \( E_{ijk} \) are jointly independent normal random variables with means of zero and variances \( \sigma^2_P, \sigma^2_A, \sigma^2_{PA} \) and \( \sigma^2_E \). When there is no interaction, the term \( (PA)_{ij} \) is noise adding error. Tables A.1–A.4 show the ANOVA sources of variation and the point estimators, respectively, for the Random(R) model with and without interaction.

#### Two-factor mixed (M) model

The practitioner considers this model when all \( A \) appraisers performing the measurement process are included in the Gauge R&R study: thus, “Parts” should be assumed as a random factor and “appraisers” as a fixed factor, with \( a = A \). This is a very frequent situation in small companies, where a few appraisers are engaged in the measurement process activities.
TABLE A.4  Gauge R&R parameters and point estimators for the Random(R) model without interaction

| Gauge R&R parameter | Point estimator |
|---------------------|-----------------|
| $\mu_Y$             | $Y$             |
| $\mu_{Y,j}$         | $Y_j$           |
| $\sigma_p^2$        | $\frac{s_j^2 - s_{.-.}^2}{a}$ |
| $\sigma_{RD}^2 = \sigma_A^2$ | $\frac{s_{.-.}^2 - s_{.--}^2}{pr}$ |
| $\sigma_{RP}^2 = \sigma_P^2$ | $S_E^2$ |
| $\sigma_M^2 = \sigma_{RD}^2 + \sigma_{RP}^2$ | $\frac{(a-1)s_A^2 + (a(r-1)s_E^2)}{pr}$ |

TABLE A.5  ANOVA for the Mixed(M) model with interaction

| Source of variation | Degrees of freedom | Mean square | Expected mean square |
|---------------------|--------------------|-------------|---------------------|
| Parts (P)           | $p-1$              | $S_p^2$     | $\theta_p = \sigma_p^2 + r\sigma_{PA}^2 + ar\sigma_P^2$ |
| Appraiser (A)       | $a-1$              | $S_A^2$     | $\theta_A = \sigma_A^2 + r\sigma_{PA}^2 + \frac{par}{a-1}\gamma_A$ |
| P x A               | $(p-1)(a-1)$       | $S_{PA}^2$  | $\theta_{PA} = \sigma_{PA}^2 + r\sigma_{PA}^2$ |
| Replicates (Error)  | $pa(r-1)$          | $S_E^2$     | $\theta_E = \sigma_E^2$ |

TABLE A.6  Gauge R&R parameters and point estimators for the Mixed(M) model with interaction

| Gauge R&R parameter | Point estimator |
|---------------------|-----------------|
| $\mu_Y$             | $Y$             |
| $\mu_{Y,j}$         | $Y_j$           |
| $\sigma_P^2$        | $\frac{s_j^2 - s_{.-.}^2}{a}$ |
| $\gamma_A$          | $\frac{(a-1)s_A^2 + (a(r-1) + pr-1)s_E^2}{par}$ |
| $\sigma_{RD}^2 = \gamma_A + \sigma_{PA}^2$ | $\frac{(a-1)s_A^2 + (a(r-1) + pr-1)s_E^2}{par}$ |
| $\sigma_{RP}^2 = \sigma_P^2$ | $S_E^2$ |
| $\sigma_M^2 = \sigma_{RD}^2 + \sigma_{RP}^2$ | $\frac{(a-1)s_A^2 + (a(r-1) + pr-1)s_E^2}{par}$ |

The reference linear model is:

$$Y_{ijk} = P_i + \mu_{Y,j} + (PA)_{ij} + E_{ijk}$$  \hspace{1cm} (A.5)

$$i = 1, \ldots, p, \ j = 1, \ldots, a, \ k = 1, \ldots, r$$  \hspace{1cm} (A.5)

where $\mu_{Y,j}$ is a constant to the $j$th appraiser, $P_i$, $(PA)_{ij}$ and the error $E_{ijk}$ are jointly independent normal random variables with means equal to zero and variances $\sigma_P^2$, $\sigma_{PA}^2$ and $\sigma_E^2$; therefore, we consider an unrestricted mixed model, as explained in Burdick et al.\(^2\) When there is no interaction, the term $(PA)_{ij}$ is included within the error and a restricted model is studied. Tables A.5–A.8 show the ANOVA sources of variation and the point estimators, respectively, for the Mixed(M) model with and without interaction.

For the sake of brevity, the formulas of $S_{PA}^2$, $S_A^2$, $S_{PA}^2$, and $S_E^2$ are not reported here: see Burdick et al.\(^2\) or any textbook about experimental design for more details.

TABLE A.7  ANOVA for the Mixed(M) model without interaction

| Source of variation | Degrees of freedom | Mean square | Expected mean square |
|---------------------|--------------------|-------------|---------------------|
| Parts (P)           | $p-1$              | $S_p^2$     | $\theta_p = \sigma_p^2 + ar\sigma_P^2$ |
| Appraiser (A)       | $a-1$              | $S_A^2$     | $\theta_A = \sigma_A^2 + pr\left(\frac{\gamma_A}{a-1}\right)$ |
| Replicates (Error)  | $par - p - a - 1$  | $S_E^2$     | $\theta_E = \sigma_E^2$ |
### Table A.8  
Gauge R&Rs parameters and point estimators for the Mixed (M) model without interaction

| Gauge $R&R$ parameter | Point estimator |
|-----------------------|-----------------|
| $\mu_Y$                | $\bar{Y}$       |
| $\mu_{Y,j}$            | $\bar{Y}_j$     |
| $\sigma_p^2$           | $s_{p^2}^2$     |
| $\sigma_{RD}^2 = \gamma_A (a-1)=\frac{(a-1)\sigma_A^2 - \sigma_E^2}{a-1}$ | $par$ |
| $\sigma_{RP}^2 = \sigma_E^2$ | $S_E^2$ |
| $\sigma_M^2 = \sigma_{RD}^2 + \sigma_{RP}^2$ | $par$ |