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Abstract—Data sharing between different organizations is an essential process in today’s connected world. However, recently there were many concerns about data sharing as sharing sensitive information can jeopardize users’ privacy. To preserve the privacy, organizations use anonymization techniques to conceal users’ sensitive data. However, these techniques are vulnerable to de-anonymization attacks which aim to identify individual records within a dataset. In this paper, a two-tier mathematical framework is proposed for analyzing and mitigating the de-anonymization attacks, by studying the interactions between sharing organizations, data collector, and a prospective attacker. In the first level, a game-theoretic model is proposed to enable sharing organizations to optimally select their anonymization levels for k-anonymization under two potential attacks: background-knowledge attack and homogeneity attack. In the second level, a contract-theoretic model is proposed to enable the data collector to optimally reward the organizations for their data. The formulated problems are studied under single-time sharing and repeated sharing scenarios. Different Nash equilibria for the proposed game and the optimal solution of the contract-based problem are analytically derived for both scenarios. Simulation results show that the organizations can optimally select their anonymization levels, while the data collector can benefit from incentivizing the organizations to share their data.
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1 INTRODUCTION

The rise of Big Data has helped generate tremendous amounts of digital information that are continually being collected, analyzed, and distributed. This technology has helped organizations personalize their services, optimize their decision making, and help predict future trends [2]. Nevertheless, these operations tend to raise public concern due to the fact that much of the data contain user sensitive information. To address these concerns and preserve user privacy, organizations engage in deploying robust security mechanisms to protect their data against different forms of cyber-attacks [3]. Consequently, concepts like data security, privacy, and trust have recently received significant attention in the literature as different forms of preserving the data [4], [5], [6], [7], [8], [9].

Yet, conventional security mechanisms do not become handy when it comes to data sharing. For instance, encryption-based mechanisms can help to secure data shared between different parts or sites of the same organization, e.g., patients’ remote monitoring [10]. However, it is not feasible to widely share encrypted data, among many organizations, due to key management issues. One solution for data sharing is to remove the sensitive information, e.g., name, phone number, and address from the dataset, before sharing it. However, it was shown that the remaining unique characteristics of the dataset can still be used to identify users [11]. To further preserve the privacy when sharing data, anonymization techniques have been proposed to ensure that each record in a dataset is indistinguishable from the others, by removing identifiable features, and, hence, reducing the probability of identifying individual records. Prominent anonymization methods include k-anonymization [12], l-diversity [13], t-closeness [14], where k-anonymization was introduced first and then l-diversity and t-closeness were introduced as expansions on it that provide further modifications to the dataset, making it more challenging to differentiate the individual records.

Despite these developments, specific de-anonymization techniques, like background knowledge attacks [15] and homogeneity attacks [16], are able to compromise the security of these approaches, i.e., k-anonymization, l-diversity, and t-closeness. As, k-anonymization is the basic technique behind l-diversity, and t-closeness, the research conducted in this paper focuses primarily on k-anonymization. In k-anonymization, the magnitude of k directly corresponds to the level of privacy achieved on the dataset. However, it also corresponds to the amount of information loss from the dataset, which may reduce its usefulness to other organizations if the value of k is too big. The goal for the organizations is, then, to optimally select k such that it maximizes privacy while minimizing information loss. The work in [17] proposed two algorithms to reduce the information loss associated with k-anonymization. However, as these algorithms depend on the structure of the data, they cannot be generalized. To this end, choosing the optimal value of k in k-anonymization, remains an open problem.

1.1 Related Work

Different techniques have been proposed to enable the organizations to preserve the privacy of their shared information [18], [19], [20], [21], [22], [23]. The authors in [18] studied the case of asymmetric information sharing in which a data collector interacts with multiple data owners sequentially and each data owner possesses a record desired by the collector. The authors proposed a pricing technique to enable the data collector to determine the optimal value of the data. The work in [19] addressed the privacy issue of data sharing using blockchains, in which the authors proposed a novel and efficient protocol to mitigate Sybil attacks by malicious users through a time-locked deposit.
protocol while minimizing the execution costs. The work in [20] introduced a data analytics system for privacy preservation in data forwarding and aggregation, by using summary statistics of encrypted value aggregations. The authors in [21] proposed a technique to share trained machine learning models instead of the original data in the applications that use the data for prediction purposes. Meanwhile, the works in [22] and [23] investigated the concept of data sharing using an information sharing platform, with the goal of achieving collaborative information sharing between the organizations. For instance, the work in [22] proposed a collaborative information sharing environment to provide cyber incident prevention, protection for the shared data. The work in [23] addressed the problem of information leakage by preventing employees in collaborating organizations from transferring the sensitive information accidentally or deliberately to non-authorized users. However, one limitation of the works in [18], [19], [20], [21], [22], [23] is that they focus on preserving the privacy of the shared data from a passive standpoint, i.e. they do not consider active attacks that try to directly reveal the sensitive information of the dataset.

Other works in literature have studied the privacy, under possible attacks, by analyzing the interactions between the sharing organizations and the attacker using game theory [24]. Game theory is a powerful mathematical framework that enables to study the interactions between different decision makers and that is widely used in many security domains [25], [26], [27]. Similarly, game theory has been recently used to preserve the privacy of shared data [28], [29], [30]. For instance, the work in [28] studied the trade-off between information sharing and the cost of privacy and preservation based on incentives from the information sharing platform. The authors in [29] developed a game-theoretic approach to share genomic data that accounts for the adversarial behavior and the available resources. The work in [30] studied the problem of sharing security data for investment purposes and the authors have proposed a game-theoretic approach to make decisions based on the expected outcome. The framework considers two types of de-anonymization attacks which are background knowledge and homogeneity attack [15] and [16]. First, we consider the case of single-time sharing which corresponds to a static non-zero-sum game, for which we analytically derive both the pure and the mixed-strategy equilibrium points. Then, we solve a dynamic game, which represents a repeated sharing scenario, by tracing the change of the utilities over time.

In the second level of the framework, we formulate an optimal contract-theoretic problem to study the interactions between the various organizations and the data collector. In particular, the data collector offers contracts to the organizations that maximize its own reward while incentivizing each organization to accept a contract and to share its data with the data collector. The problem is formulated using the framework of contract theory [34] that provides a set of tools for modeling the relations between a principal (the data collector) and a number of agents (the organizations). Note that, contract theory has been used in a wide variety of applications to solve the principal-agents problem, e.g., [35], [36], [37]. However, to the best of our knowledge, this is the first work to use contract theory in information sharing problems to mitigate de-anonymization attacks. To this end, the optimal solution of the contract based problem is analytically derived under the single-time sharing scenario. Then, we propose an approach in the repeated sharing scenario to incentivize more organizations to share their data.

The rest of the paper is organized as follows. The system model and the proposed two-tier framework are formulated in Section 2. The equilibrium analysis of the proposed game and the optimal solution of the contract-based model are derived for the static case in Section 3. The solutions of the dynamic case are derived in Section 4. Numerical results are presented and analyzed in Section 5. Finally, conclusions are drawn in Section 6.

2 System Model
2.1 Background
The goal of \(k\)-anonymization is to make each record in the shared dataset indistinguishable from at least \(k - 1\) other records [12]. This can be achieved by applying some operations on the dataset attributes such as generalization and suppression. In general, the attributes of a dataset can be classified into key attributes such as name and address,
quasi-identifiers such as date of birth, zip code, and gender, and sensitive attributes that are specific attributes such as medical records and salaries. When sharing a dataset, the researchers are interested in the sensitive attributes which indicate the valuable information in the dataset. To preserve the privacy of the individuals in the dataset, key attributes are always removed before sharing. On the other hand, quasi-identifiers are the attributes that are processed to achieve the k-anonymity. For instance, in the generalization process, the quasi-identifiers are replaced with less specific values, e.g., removing the last two digits from the zip code. Suppression is used to remove specific records, usually outliers, that if kept will cause too much information loss to achieve a specific $k$ value under the generalization process.

After achieving a specific $k$ value, the probability of identifying an individual record is reduced to $1/k$. However, some attacks can increase this probability for an attacker. For instance, under background knowledge attack, the attacker collects some information to help eliminate some values from the dataset, so that, it increases the probability of identifying specific records [38]. On the other hand, under homogeneity attack, the sensitive attributes might be the same for more than one record among the $k$ indistinguishable records, which will increase the probability to infer that sensitive information of a specific record [13]. Note that, in this work, we do not consider special datasets with frequent common values in the sensitive attributes that can self-reveal the sensitive attributes even after being anonymized.

2.2 System Model

Consider an information exchange scenario in which some organizations interact with a data collector to share sets of data. The data collector is a system that collects data from different organizations and manages how this data is shared later for different purposes, e.g., research, marketing, etc. Typically, the shared data can contain sensitive information, therefore, the organizations usually apply an anonymization technique to their data before sharing it. We also consider the presence of an attacker that targets the shared data, at the data collector side, by applying de-anonymization techniques and extracting the sensitive information. Fig. 1 shows the interactions in our system model for the case of two organizations. As discussed earlier, we consider the case where the organizations perform $k$-anonymization technique to preserve the privacy. Here, we assume that the organizations are able to achieve the desired $k$ level by using both generalization and suppression techniques.

As there are three type of parties in the system, we propose a two-tier model to model the different interactions between the parties. First, we use game theory to model the interactions between the organizations and the attacker, to enable the organizations to strategically choose the appropriate level of data anonymization. In the second tier, we formulate a contract-theoretic problem for the data collector to optimize its rewards from the shared data by determining the optimal payments to the organizations. Next, we define the different entities in the system, following which, we formulate the mathematical models for both the system’s tiers.

![Diagram of the interactions between the organizations, the data collector, and the attacker.](image)

2.2.1 Entities

**Organizations**: Consider a set $N$ of $N$ organizations that share their data. Each organization uses $k$–anonymization technique to make its shared data anonymous. The goal of organization $i$ is to choose the best value of $k_i$ to maximize its payoff, given other organizations $k$ values and the possible attacks on the data. Each organization can take an action, choosing an anonymization level from a set $D$ of available levels.

**Attacker**: An attacker targets the data, at the data collector side, in order to reveal the sensitive information. We assume the attacker can anticipate the level of anonymization used, by analyzing the structure of the dataset. The attacker has three actions to choose from. Let $a \in A = \{B, H, N\}$ represents the attacker’s action of performing background knowledge attack, performing homogeneity attack, or no-attack, respectively.

**Data Collector**: A data collector is a system, or independent organization, whose objective is to collect data from the different organizations and earn profits by performing data mining. Here, the data collector needs to find the appropriate rewards, so that it can achieve a positive outcome while incentivizing the organizations to share their data.

2.2.2 First Tier: A Game-theoretic Model

In the first tier of the framework, we study the interactions between the organizations and the attacker. Since the attacker has opposing goals to the organizations, game theory [24] represents a suitable mathematical framework for modeling such interactions. In the proposed game, each player wants to maximize its payoff based on its actions and the other players’ actions. The players’ payoffs are given in the form of utility functions which map the players’ actions to their outcome as discussed next.

**Organizations**: The utility of each organization is given as a function in the reward it gets from the data collector, $r_i(k_i)$, the cost for applying the anonymization technique, $c_i(k_i)$, the level of trust in the data collector, $T_i(k_i)$, and the probability of data breach, $b_i(k_i, k_{-i}, a)$, where $k_{-i}$ refers to the other organization’s action. Let $u_i$ be the utility of organization $i$, it can then be given by:

$$
u_i(k_i, k_{-i}, a) = r_i(k_i) - (1 - b_i(k_i, k_{-i}, a)) - c_i(k_i) + T_i(k_i),$$

(1)
where the first term represents the probability of receiving the reward based on all players’ actions. The reward function \( r_i(k_i) \) is given by the data collector, as discussed later.

The cost function \( c_i(k_i) \) depends on the choice of \( k_i \). Here, we propose to define the anonymization cost as a function in the computational complexity of executing \( k \)-anonymization procedure. This complexity was shown in [39] to equal \( O(|V|^{2k}) \), where \(|V|\) represents the number of different datasets to identify the records [41]. Here, the utility of successful attacks as an attacker can link information to the same platform, this will increase the probability of achieving the reward from the information and the cost to apply its attack. Thus, we define the attacker’s utility \( u_a \) as follows:

\[
    u_a(k_1, k_2, a) = b(a, k_1, k_2)R_a - c_a(a),
\]

where \( R_a \) is the reward for revealing the real data and this reward can be achieved based on the combined breach probabilities of the datasets and \( c_a(a) \) is the cost of performing each type of the attack.

Note that (5) can be rewritten as:

\[
    b(a, k_1, k_2) = \frac{p(a)}{(ak_1 + 1)} + \frac{p(a)}{(ak_2 + 1)} - \frac{p(a)}{(ak_1 + 1)} - \frac{p(a)}{(ak_2 + 1)},
\]

and, thus, the attacker’s utility in (7) can be written as:

\[
    u_a(k_1, k_2, a) = \left( \frac{p(a)}{(ak_1 + 1)} + \frac{p(a)}{(ak_2 + 1)} \right) - \frac{p(a)}{(ak_1 + 1)} - \frac{p(a)}{(ak_2 + 1)}R_a - c_a(a),
\]

Finally, we consider the breach probability for each organization’s shared data, \( b_i(k_i, k_{-i}, a) \). We use the probability of breach defined in [40] as:

\[
    b(a, k_i) = \frac{p(a)}{ak_i + 1},
\]

where \( p(a) \) is probability of a successful attack, based on the attack type, and \( \alpha > 0 \) is a measure of information security. Note that, in [40], the probability of breach is given as a function in the organization’s investment which is analogous to the level of anonymization \( k_i \) as the organization’s investment in protecting its shared data.

Equation (4) represents the organization’s own probability of breach. In case of multiple organizations sharing to the same platform, this will increase the probability of successful attacks as an attacker can link information from different datasets to identify the records [41]. Here, we propose to model this interdependency similar to the model in [42] such that the interdependent risk between two organizations is given as:

\[
    b(a, k_1, k_{-i}) = 1 - \left( 1 - \frac{p(a)}{ak_1 + 1} \right) \left( 1 - \frac{p(a)}{ak_{-i} + 1} \right).
\]

Substituting (5) in (1), the utility of any organization, in terms of its and other organizations’ anonymization levels, can then be given as:

\[
    u_i(k_i, k_{-i}, a) = r_i(k_i) \cdot \left( 1 - \frac{p(a)}{ak_i + 1} \right) \cdot \left( 1 - \frac{p(a)}{ak_{-i} + 1} \right) - c_i(k_i) + \gamma \cdot k_i.
\]

**Attacker:** For the case of two organizations, the attacker’s utility can be given in terms of its probability of achieving the reward from the information and the cost to apply its attack. Thus, we define the attacker’s utility \( u_a \) as follows:

\[
    u_a(k_1, k_2, a) = b(a, k_1, k_2)R_a - c_a(a),
\]

where \( R_a \) is the reward for revealing the real data and this reward can be achieved based on the combined breach probabilities of the datasets and \( c_a(a) \) is the cost of performing each type of the attack.

Note that (5) can be rewritten as:

\[
    b(a, k_1, k_2) = \frac{p(a)}{(ak_1 + 1)} + \frac{p(a)}{(ak_2 + 1)} - \frac{p(a)}{(ak_1 + 1)} - \frac{p(a)}{(ak_2 + 1)},
\]

and, thus, the attacker’s utility in (7) can be written as:

\[
    u_a(k_1, k_2, a) = \left( \frac{p(a)}{(ak_1 + 1)} + \frac{p(a)}{(ak_2 + 1)} \right) - \frac{p(a)}{(ak_1 + 1)} - \frac{p(a)}{(ak_2 + 1)}R_a - c_a(a),
\]

Here, according to the nature of the homogeneity attack, the attacker will benefit if the two organizations are using the same anonymization level for sharing datasets with related information. This is because the similar structure of the shared data will increase the probability of identifying the individual records.

Let \( p(H_a) \) be the success probability of the homogeneity attack when the organizations use the same anonymization level. Similarly, let \( p(H_d) \) be the success probability of the homogeneity attack when the organizations use different anonymization levels, such that \( p(H_a) > p(H_d) \). We assume \( p(B) > p(H_d) > 0 \), i.e., the success probability of back-attack is higher than that of the homogeneity attack. That is because the attacker can use the background knowledge to link with the shared data and increase its chances of identifying the records. However, \( p(B) \) can be higher or lower than \( p(H_a) \).

For the attack cost, the cost of performing the background knowledge attack is assumed to be higher than that of the homogeneity attack, i.e., \( c_a(B) > c_a(H) > 0 \). This is because the attacker will spend more time collecting the background information and linking the similar information. Note that, when the attacker chooses not to attack, its utility \( u_a(N, k_1, k_2) \) will equal zero. This choice will be superior to the attacker if the cost of performing the attack exceeds the reward from revealing the information.

To this end, we define a game \( G = \{ N, D, A, U \} \) such that \( N \) is the set of the players which include all the organizations as well as the attacker, \( D \) is the set of the organization’s strategies, \( A \) is the set of attacker’s strategies, and \( U \) is the set of the all players’ utilities.

### 2.2.3 Second Tier: A Contract-theoretic Model

In the second tier of the framework, we study the interactions between the data collector and the organizations. We notice that the data collector gives rewards to the organizations for their shared data. Since the data collector has the power to price the data, it can make take-it or leave-it offers, i.e., if an organization was offered a low price, it can refuse it and does not share its data with the data collector. To this end, we propose to use contract theory [34] to model the
data collector’s problem of finding the optimal prices for the data.

The goal of the data collector is to collect the data from the organizations and make profits by performing data mining on it. The data collector will be referred to as the principal in this section. The utility function of the principal can be given as:

$$U_d = \sum_{i=1}^{N} \theta_i (v_i - r_i(k_i)),$$  \hspace{1cm} (10)

where, $v_i$ is the principal’s evaluation of the received data from organization $i$ and $r_i(k_i)$ is the reward paid to organization $i$ for its data. The evaluation $v_i$ represents the data collector’s expected profits from obtaining this data. Finally, $\theta_i$ is the organization’s type, which specifies how the principal perceives different organizations in the market such that $0 \leq \theta_i \leq 1$. Since the main difference between the organizations is their $k$ selection, $\theta_i$ needs to be a function in $k_i$.

Here we propose to define $\theta = 1/k$ such that it satisfies $0 \leq \theta \leq 1$. Moreover, the principal’s utility will be a declining function in $k$ such that when the level of anonymization increases, the information will be less informative and, hence, its value will decrease. In return, the data collector will give less rewards to the organizations for their data.

Note that, by using $\theta = 1/k$ when $k = 1$, i.e., no anonymization, the data collector can obtain the full value of the reward and the organizations can obtain the full reward. For every $k > 1$, the reward will be declining such that, for large values of $k$, e.g., $k > 10$, any increase in $k$ will cause a small decrease in $r_i$. This can be interpreted as when the anonymization level increases, the information will be less useful up to some point where the increased $k$ will have very small effect on the information loss (reward). This can be captured by the heavy tail of the function $\theta = 1/k$.

The principal’s problem is to design different contracts for the different organization types such that organizations from the same type will be given equal payments. The contracts offered by the principal need to be feasible for the organizations, i.e., they need to be persuading for the organizations to accept. To this end, the contracts must satisfy two key properties [34] which are individual rationality (IR) and incentive compatibility (IC).

1) **Individual Rationality (IR):** As the organizations are rational, the given payments need to ensure non-negative utility for each organizations, i.e.,

$$\theta_i r_i(k_i) - c_i(k_i) + T_i(k_i) \geq 0, \quad i \in N. \hspace{1cm} (11)$$

2) **Incentive Compatibility (IC):** Each organization must always prefer the contract designed for its type, over all other contracts. This ensures that an organization can achieve a better utility only if it chooses the contract designed for its type.

$$\theta_i r_i(k_i) - c_i(k_i) + T_i(k_i) \geq \theta_j r_j(k_j) - c_j(k_j) + T_j(k_j),$$

\hspace{1cm} $\forall i, j \in N, \ i \neq j. \hspace{1cm} (12)$

To this end, the principal’s problem of finding the optimal contracts can be given as:

$$\max_{r_i(k_i)} \sum_{i=1}^{N} \theta_i (v_i - r_i(k_i))$$

s.t \hspace{0.5cm} $\theta_i r_i(k_i) - c_i(k_i) + T_i(k_i) \geq 0, \forall i \in N,$

$$\theta_i r_i(k_i) - c_i(k_i) + T_i(k_i) \geq \theta_j r_j(k_j) - c_j(k_j) + T_j(k_j), \quad \forall i, j \in N, \ i \neq j. \hspace{1cm} (13)$$

### 3 Single Time Sharing

In this section, we solve the problems formulated in Section 2, of the proposed two-tier model, for the static case. In this case, we assume that the organizations share their data only once with the data collector, while the attacker tries to identify the anonymized data. In particular, we first solve the optimal contract-based model to determine the optimal rewards. Then, we derive the different Nash equilibria of the static game-theoretic model using the optimal rewards.

#### 3.1 Optimal Contracts

To solve the problem in (13), we notice that the number of constraints is large. For instance, the number of IR constraints equals $N$ and the number of IC constraints equals $N(N - 1)$. However, the number of constraints can be significantly reduced as shown next.

**Lemma 1.** The IC constraints are equivalent to $r_i > r_j$ for every pair of organizations such that $\theta_i > \theta_j$.

**Proof.** We prove this lemma by using the IC constraints for any two organizations with types $\theta_1$ and $\theta_2$ and $\theta_1 > \theta_2$. The downward and the upward IC constraints are:

$$\theta_1 r_1(k_1) - c_1(k_1) + T_1(k_1) \geq \theta_1 r_2(k_2) - c_2(k_2) + T_2(k_2),$$

$$\theta_2 r_2(k_2) - c_2(k_2) + T_2(k_2) \geq \theta_2 r_1(k_1) - c_1(k_1) + T_1(k_1).$$

By adding the two inequalities, we get:

$$\theta_1 r_1(k_1) - c_1(k_1) + T_1(k_1) + \theta_2 r_2(k_2) - c_2(k_2) + T_2(k_2) \geq \theta_1 r_2(k_2) - c_2(k_2) + T_2(k_2) + \theta_2 r_1(k_1) - c_1(k_1) + T_1(k_1),$$

which can be rearranged as:

$$\theta_1 r_1(k_1) + \theta_2 r_2(k_2) \geq \theta_1 r_2(k_2) + \theta_2 r_1(k_1),$$

$$\theta_1 - \theta_2) r_1(k_1) \geq (\theta_1 - \theta_2) r_2(k_2).$$

Since $\theta_1 > \theta_2$, we can conclude that $r_1(k_1) > r_2(k_2)$.

Using Lemma 1, we can reduce the number of IC constraints to just $N$ constraints of each two consecutive organization types. Next, we show the solution to the reduced contract problem for two organizations sharing the same data but with different anonymization values $k_L$ and $k_H$ such that $k_L < k_H$.

**Theorem 1.** The optimal rewards for two organizations sharing the same data and using $k_L$ and $k_H$, such that $k_L < k_H$ is:

$$r_H(k_H) = \frac{c_H(k_H) - T_H(k_H)}{\theta_H},$$

$$r_L(k_L) = \max \left( \frac{c_L(k_L) - T_L(k_L)}{\theta_L}, r_H(k_H) \right).$$
Proof. When two organizations share the same data with different anonymization levels, the principal’s problem becomes:

$$\max_{r_i(k_i)} \theta_L(v - r_L(k_L)) + \theta_H(v - r_H(k_H))$$

s.t.

$$\theta_L r_L(k_L) - c_L(k_L) + T_L(k_L) \geq 0,$$

$$\theta_H r_H(k_H) - c_H(k_H) + T_H(k_H) \geq 0,$$

$$r_L(k_L) > r_H(k_H).$$

Since $r_L(k_L)$ needs to be higher than $r_H(k_H)$ according to the last constraint, the second constraint will bind, i.e.,

$$\theta_L r_L(k_L) - c_L(k_L) + T_L(k_L) = 0.$$  

This will lead to

$$r_L(k_L) = \frac{c_L(k_L)}{\theta_L} + \frac{T_L(k_L)}{\theta_L}.$$

The value of $r_L(k_L)$ needs to be at least $r_H(k_H)$ and needs to satisfy the first constraint, therefore, $r_L(k_L)$ will be the higher of both values, i.e.,

$$\max \left( \frac{c_L(k_L)}{\theta_L} + \frac{T_L(k_L)}{\theta_L}, r_H(k_H) \right).$$

From theorem 1, we notice that the organization with higher $k_H$ will get a reward that makes its utility equals zero, i.e., not benefiting nor losing from the sharing. However, this might be seen as being not an enough incentive for the organizations to share their data. Therefore, in the dynamic case in Section 4, we discuss long-term contract to enable the data collector to design incentivizing contracts for the organizations when they sign a long-term contract. Note in theorem 1, the solution is shown for the case of two organizations’ types, however, the solution of the general case of multiple organization types will follow similarly. In that case, the organization with the highest $k$ value will get a reward that makes its utility zero. Each of the remaining organizations will get a reward that equals the maximum of its cost and the higher organizations’ reward.

Finally, we note that the solution presented in theorem 1 represents the case where both organizations share the same dataset. However, for the general case when each organization has a different value of $v_i$, the principal needs to solve the general problem in (13) using any optimization technique, e.g., linear programming. In such case, each organization will achieve a different utility that does not need to equal zero.

3.2 Proposed Game Solution

After determining the rewards for each anonymization level, we can use these values in solving the formulated game. Recall that, in the organizations’ utilities in (6), each organization obtains a fraction of the reward $r_i(k_i)$ based on the attack’s success probability. Let

$$\delta = \left( 1 - \frac{p_{max}(a)}{a k_i + 1} \right) \cdot \left( 1 - \frac{p_{max}(a)}{a k_{i-1} + 1} \right)$$

be the minimum fraction of $r_i(k_i)$ that an organization can achieve based on the maximum success probability of the available attacks, i.e., $p_{max}(a)$. We refer to $\delta r_i(k_i)$ as the minimum profit factor.

In the proposed game, the goal of each player is to take actions to maximize its utility given the actions of other players. When no player can improve its utility by unilaterally changing its actions, the game is said to be at equilibrium. The notion of equilibrium, in game theory, is referred to as Nash equilibrium [43]. Nash equilibrium can be either pure Nash equilibrium, or mixed-strategy Nash equilibrium. A pure strategy equilibrium, is when every player has only one action/strategy at equilibrium. On the other hand, a mixed Nash equilibrium represents a probability distribution over each player’s set of available actions [44].

The proposed game, under the static scenario, is a finite static non-zero-sum game which is known to have a Nash equilibrium, either pure or mixed-strategy [24]. For the sake of analytical tractability, we consider the case in which each organization can choose between two different $k$ values, i.e., $k_1$ and $k_H$. These values represent choosing a low and high values for $k$, respectively. Based on these values, each organization will have two minimum profit factors $\delta_H$ and $\delta_L$ corresponding to the choice of $k_1$ and $k_H$, respectively.

Let $p_1$ be the probability for the first organization to choose $k_L$ such that it chooses $k_H$ with a probability $1 - p_1$. Similarly, the second organization can choose $k_L$ and $k_H$ with the probabilities $p_2$ and $1 - p_2$, respectively. The attacker, on the other hand, will have a probability distribution of $q_B, q_H, q_N$ for choosing the actions $B, H$ and $N$, respectively. We start the analysis by considering the cases in which the game $G$ can have a pure strategy Nash equilibrium.

Proposition 1. Let $k^*_i = \arg\max_{k_i} r_i(k_i) - c_i(k_i) + \gamma \cdot k_i$. Then, the tuple $(k^*_i, k^*_{i-1}, N)$ constitute a pure strategy Nash equilibrium for $G$ when the attacker cannot achieve a positive utility.

Proof. We note that the attacker’s utility for no-attack is zero, i.e., $u_i(k_1, k_2, N) = 0$. The attacker can only turn to this choice if all the other actions yield a negative utility, i.e., all the utility instances for choosing $B$ and $H$ with the different combinations of $k_L$ and $k_H$, for each organization, will result in a negative attacker’s utility. Therefore, choosing the action $N$ will be a dominant strategy for the attacker. In this case, each organization’s utility will be:

$$u_i(k_i, k_{i-1}, N) = r_i(k_i) - c_i(k_i) + \gamma \cdot k_i,$$

(15)

which clearly depends only on the organization’s action and not on the other players’ actions. In this case, each organization will chose the value of $k$ that maximizes its utility in (15). Hence, $k^*_i = \arg\max_{k_i} r_i(k_i) - c_i(k_i) + \gamma \cdot k_i$ will represent the optimal organization’s choice under no-attack scenario. In this case, no player will have an incentive to change its choice and, therefore, the actions tuple $(k^*_i, k^*_{i-1}, N)$ is a pure strategy Nash equilibrium for the game.

From Proposition 1, the attacker’s probability $q_N$ of choosing the action $N$ will be either 1 or 0 based on whether the action $N$ dominates the other actions or it is being dominated by another action. Thus, the actions $B$ and $H$ can be selected by probabilities $q$ and $1 - q$, respectively, when $N$ is not selected.

Similar to the attacker, each organization can have a dominant strategy under some circumstances and, hence, the probability $p$ can be either 0 or 1 based on the dominant strategy.

Proposition 2. Each organization will have a dominant strategy when the rewards assigned from the data collector $r_i(k_i)$ are high.
enough such that the minimum profit factor is the dominant factor in the organization’s utility, i.e., \( \delta_H r_i(k_H) > \gamma \cdot k_H - c_i(k_H) \) and \( \delta_L r_i(k_L) > \gamma \cdot k_L - c_i(k_L) \). The dominant strategy can then be given as the solution of:

\[
k^*_i = \arg\max_{k} \delta_i r_i(k_i) - c_i(k_i) + \gamma \cdot k_i, \quad i \in \{L, H\}.
\]

Proof. The values of \( \delta_H r_i(k_H) \) and \( \delta_L r_i(k_L) \) represent the minimum fractions of the reward each organization can achieve, under the attacker’s maximum probability of success. When the values of \( r_i(k_i) \) are high enough to make these minimum profit factors higher than the rest of the factors of the utility, each organization can expect that any other attacker’s action will not lower its utility. Thus, the organization can determine its dominant strategy while neglecting the attacker’s effect.

Note in Proposition 2, a high reward can eliminate the attacker’s effect, however, it cannot be used solely to determine the organization’s action as this is affected by the other factors in the organization’s utility.

To this end, when no player has a dominant strategy, the players will randomize over their strategies using the probability distributions of the mixed-strategy Nash equilibrium. These mixed strategies can be calculated when the players are indifferent between choosing their actions, i.e., the expected utility of choosing each action will be the same. For instance, the organizations can choose their \( p \) such that the attacker’s expected utility from choosing the action \( B \) will equal to that of choosing the action \( H \). The attacker’s expected utility from choosing the action \( B \) can be given by:

\[
E(u_a(k_1, k_2, B)) = p \cdot p \cdot u_a(k_L, k_L, B) + p \cdot (1-p) \cdot u_a(k_L, k_H, B) + (1-p) \cdot (1-p) \cdot u_a(k_H, k_L, B).
\]

Similarly, the expected utility of choosing action \( H \) is:

\[
E(u_a(k_1, k_2, H)) = p \cdot p \cdot u_a(k_L, k_L, H) + p \cdot (1-p) \cdot u_a(k_L, k_H, H) + (1-p) \cdot (1-p) \cdot u_a(k_H, k_H, H).
\]

For the attacker to be indifferent between its actions, the utility in (16) must equal the utility in (17). Solving both equations together, the attacker’s probabilities of choosing \( k_L \) can be given by:

\[
E(u_1(k_L, k_2, a)) = p \cdot q \cdot u_1(k_L, k_L, B) + p \cdot (1-q) \cdot (1-p) \cdot q \cdot u_1(k_L, k_H, B) + (1-p) \cdot (1-q) \cdot u_1(k_L, k_H, H).
\]

Similarly, the first organization’s expected utility from choosing \( k_H \) can be given by:

\[
E(u_1(k_H, k_2, a)) = p \cdot q \cdot u_1(k_H, k_L, B) + p \cdot (1-q) \cdot (1-p) \cdot q \cdot u_1(k_H, k_H, B) + (1-p) \cdot (1-q) \cdot u_1(k_H, k_H, H).
\]

For the organization to be indifferent between its actions, the utility in (19) must equal the utility in (20). Solving both equations together, the attacker’s probabilities of choosing \( B \), i.e., \( q \) can then be given as the solution of the equation:

\[
q = \left( u_1(k_L, k_H, B) + u_1(k_H, k_H, B) - p(u_1(k_L, k_L, B) + u_1(k_H, k_L, B)) \right) / \left( u_1(k_L, k_H, B) + u_1(k_H, k_H, B) - u_1(k_L, k_L, B) - u_1(k_H, k_H, B) - u_1(k_H, k_L, B) + u_1(k_L, k_L, B) + u_1(k_L, k_H, B) - u_1(k_L, k_L, B) - u_1(k_H, k_H, B) - u_1(k_L, k_H, B) + u_1(k_H, k_L, B) - u_1(k_H, k_H, B) - u_1(k_H, k_L, B) \right).
\]

Given the value of \( p \) from (18), the value of \( q \) can be uniquely computed from (21). The Nash equilibrium mixed strategies can then be given as \((p, 1-p)\) for the organizations and \((q, 1-q)\) for the attacker.

Note that, the solution of equations (18) and (21) gives one Nash equilibrium of the game \( G \). However, the game as involving multiple players might have other Nash equilibrium solutions [45]. These equilibrium points will have different values for \( p \) and \( q \) but the same outcomes for the players. Here, we only consider the solution in which all the organizations adopt the same strategy.

#### 4 Repeated Sharing

In this section, we consider the case in which the organizations share their datasets with the data collector more than once over a period of time. At each time step, the organizations share different datasets with their choice of anonymization levels. The problems formulated in Section 2 are extended by adding the notion of time. In particular, we first consider the dynamic contracts offered by the data collector, then, we solve the repeated game between the organizations and an attacker.

#### 4.1 Dynamic Contracts

The problem formulated and solved in the static case in (13) can be used by the data collector, at each time step, to determine the optimal reward value that will be given to each organization. The utility function of the data collector can be extended from (10) to be:

\[
U_{d,T} = \sum_{t=1}^{T} \sum_{i=1}^{N} \theta_{i,t} (u_{i,t} - r_{i,t}(k_{i,t}))
\]
where each parameter is the same as (10) but considered at a specific time step $t$ and $T$ is the total number of time steps. Solving the static problem in (13) at every time step will ensure that the data collector maximizes its reward over all time steps.

However, considering the dynamic nature of the problem in (22), we propose a new technique for the data collector to improve its outcome while providing more incentive for the organizations to participate. Recall that in the static case, according to Theorem 1, one organization can get a reward that equals its cost if it uses the highest anonymization level. This will make the net outcome of this organization equals zero, which can be seen as a limiting factor that might hinder the organization from participation. In the repeated case, we propose that the data collector can sign a long-term contracts with the organizations and offer a minimum net outcome for each organizations at each time step.

To this end, the individual rationality constraint in (11) will be modified to maintain a minimum outcome value, $m_i$ at each time step such that $m_i > 0$:

$$\theta_i r_i(k_i) - c_i(k_i) + T_i(k_i) \geq m_i, \ i \in N. \ (23)$$

The range of the values of $m_i$ can be calculated using the following theorem.

**Theorem 2.** To incentivize their participation, the data collector can offer each organization $i$ a value $m_i$, at each time step, as a minimum net outcome such that $\sum_{t=1}^{T} m_i, t$ satisfies:

$$0 < \sum_{t=1}^{T} m_i, t < \sum_{t=1}^{T} \theta_i, t (v_i, t - r_i, t(k_i, t)) , t \in T,$$

where $T$ is the set of the time steps that the organization was expected to have a zero utility in the static case.

**Proof.** Considering the problem in (13), the data collector will either gain $\theta_i (v_i - r_i(k_i))$ when an organization shares its dataset, or zero if it does not share. The idea here is to allow the data collector to offer part of its expected outcome to the organizations, to ensure their participation. In return, the data collector will increase its total reward by the difference between what it pays $m_i, t$ and the newly secured benefit $\theta_i, t (v_i, t - r_i, t(k_i, t))$ for this specific time step.

Let $T$ be the set of time steps in which the individual rationality constraint will be binding in (13). The data collector can assume that the organizations will not be willing to participate at these time steps. The expected gain that the data collector will miss at these time steps can be expressed as follows:

$$u_{m,i} = \sum_{t=1}^{T} \theta_i, t (v_i, t - r_i, t(k_i, t)) , t \in T,$$

where $u_{m,i}$ is the gain that the data collector can miss if the organization $i$ does not participate.

It is clear that the data collector can improve its outcome if it can obtain part of $u_m$. This can be secured by signing a long-term contract with the organizations to offer a minimum reward that is less than $u_{m,i}$.

### 4.2 Dynamic Game Solution

In this section, we consider the case in which the same game is repeated over time. This is different from the static case considered in Section 3 in that the players’ utilities change over time. In particular, the organizations’ utility will be:

$$u_i(k_i, k_{-i}, a, t_i) = \frac{R_i(t_i)}{k_i(t_i)} \cdot (1 - \frac{p(a)}{\alpha k_i(t_i)} + 1),$$

$$1 - \frac{p(a)}{\alpha k_i(t_i)} + 1 - c_i(t_i)(k_i(t_i)) + \gamma(t_i) \cdot k_i(t_i), \ (24)$$

where every parameter will be a function in the time step $t_i$. However, from a practical point of view, the probability of a successful attack $p(a)$ is expected to be constant over time, thus, it is not defined as a function in time. Note that, the functions $R_i(t_i)$ and $c_i(t_i)$ will be evaluated each time step. Thus, their values will change based on the datasets shared at a given time step. On the other hand, the coefficient of trust, $\gamma(t_i)$ will need to be a function that changes over time.

Here, we propose to define that the coefficient of trust, $\gamma(t_i)$ based on the organization’s observation of the security level of the common platform. When an organization shares its dataset with the common platform, it is the responsibility of the platform to maintain and protect the data. Thus, an organization can build its trust in the common platform based on the rate of successful and unsuccessful attacks in the previous time steps. Thus, the coefficient of trust, $\gamma(t_i)$ can be given as:

$$\gamma(t_i) = \frac{\gamma(t_{i-1}) + 1 \cdot \bar{a}}{2}, \ (25)$$

where $1$ is the indicator function which equals $1$ in case of unsuccessful attack and equals $0$ if the attack was successful.

Following (25), the coefficient of trust will equal half of the value in the previous step if an attack was successful. On the other hand, if an attack was blocked by the common platform, the coefficient of trust will be the average of the previous value and $1$. This assures that the value of the coefficient remains between $0$ and $1$, when the initial value is less than $1$. Note that, the design of the trust function in (25) will punish the successful attack more than it rewards blocking the attacks. Note that, this design is different from other trust coefficients proposed in literature, e.g., [46] which treat positive and negative updates equally. Our proposed coefficient ensures that the data collector does its best to protect the data and prevent any undesired access to it.

In Fig. 2, we study the evolution of the coefficient of trust over time. We model three scenarios, the first when there is no successful attack. In this case, the coefficient of trust will increase from its initial value, $0.1$ until it reaches almost $1$ after $6$ times steps. This means after six times of sharing, the organization will be able to fully trust the data collector. The second scenario, is when there is a successful attack after every alternate iteration, data share. Since our coefficient punishes the successful attacks more than it rewards the positive ones, we notice that the value of the coefficient of trust will oscillate between $0.35$ and $0.65$. Finally, we consider the scenario where there is only one random successful attack, after the value has reached its maximum. We notice that this successful attack will cause
the value of the coefficient of trust to drop to about 0.5 and it will need 6 iterations to return to 1 again. The effect of the coefficient of trust evolution over time is studied in the simulations section.

5 SIMULATION RESULTS AND ANALYSIS

For our simulations, we choose two values of $k$, the lower $k_L = 3$ and the higher $k_H = 7$. These values are kept the same for all the experiments in this section. The values of the other parameters will be as follows, unless otherwise stated. The measure of information security, $\alpha = 0.9$ and the coefficient of trust, $\gamma = 1.0$. The success probabilities of the different attack types are assumed to be $P(H_I) = 0.2$, $P(H_S) = 0.6$, and $P(B) = 0.5$, which follows the discussion in Section 2.2.2 about the relation between the different probabilities. Finally, we assume similar dataset structures between the different organizations, i.e., the organizations have the same value of $V$ in (2) so that the cost function is affected only by the choice of $k$. We note that the reward given to each organization, by the data collector, depends on the value of its shared dataset as in (10). However, as these values can fall within a wide range that will affect the game equilibrium, we consider the case in which two organizations are sharing datasets with the same values. Thus, the effect of different dataset values is eliminated on the equilibrium analysis.

First, we solve the formulated game $\mathcal{G}$ using the analysis in section 3.2. We consider the value of organizations’ datasets to vary from 10 to 100. These values represent the monetary rewards the data collector will give to the organizations as a reward for sharing the data. Here, we use abstract values. However, in a real-life scenario, the data collector needs to estimate these values to be proportional to the cost. Throughout the following results, we assume that the attacker can achieve the full value of the information, i.e., $R_a = v$, while the organizations will be given a reward of $r(k_L) = 0.9v$ and $r(k_H) = 0.8v$ such that $r(k_L) > r(k_H)$ according to Lemma 1. Note that, under a limited number of simulation parameters, there was no feasible solution for equations (18) and (21). In such cases, we used a numerical solver for the game we have chosen the equilibrium point in which the organizations have the same strategy.

Using the previous parameters, the equilibrium strategies for both the attacker and the organizations are shown in Tables 1 and 2, respectively. We note that, when the values of $R_a$ are less than 25, the attacker cannot achieve a positive utility. Hence, it will choose not to attack. This situation corresponds to the case of Proposition 1 and the organization’s utility is calculated using (15). In this case, the organization will have a pure strategy of choosing $k_H$ when $R_a = 10$ and a pure strategy of choosing $k_L$ when $R_a = 20$. This change occurs as $k_L$ achieves a higher reward for the organization starting from $R_a = 20$, i.e., if there were no attacks for higher rewards, the organization will choose $k_L$. For the values of $R_a$ between 30 and 100, both the attacker and the organization will have mixed strategies, i.e., choosing their actions with certain probabilities. In the case where $R_a$ is 30, the attacker has a higher probability of choosing homogeneity attack. Correspondingly, the organization will prioritize using $k_H$. However, for large values of $R_a$, the attacker will benefit if it performed the background knowledge attack, in this case the organization can choose between the two values of $k$ with $k_L$ being superior, i.e., it has a high probability to be chosen.

Next, we study the utilities associated with the previous equilibrium strategies in Fig. 3. The expected utilities, i.e., the summation of every outcome multiplied by the equilibrium probabilities of choosing these outcomes from Tables 1 and 2, of the players are shown in Fig. 3. These utilities represent the outcomes of the game which each player will achieve. In Fig. 3, we can see that when the attacker chooses not to attack, its utility will equal zero. Meanwhile, the organization will be able to achieve a utility slightly higher than the reward value. On the other hand, for the reward values $R_a \geq 30$, the utility of the organization will be less than the reward as the attack reduces the organization’s utility according to (1). However, for all the values of $R_a$, the players’ utilities witness a monotonic increase in the value of $R_a$. Then, we compare these equilibrium utilities to the case where one player chooses random probabilities while the other player sticks to its equilibrium strategy. From Fig. 3, we can see that when a player deviates from the equilibrium
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Fig. 2. Coefficient of trust updates over the time

Fig. 3. The organization’s and the attacker’s utilities at equilibrium at different reward $R$ values.
strategy, to a random strategy, it cannot achieve a higher utility as its utility will be lower or equal to the equilibrium utility. This corroborates the importance of finding Nash equilibrium strategies as they represent the best that each player can achieve given their opponent’s actions.

In Fig. 4, we study the effect of the success probability of the background knowledge attack, i.e., \( p(B) \) on the equilibrium strategies of the players, under two different scenarios of lower reward \( (R_a = 50) \) and a higher reward \( (R_a = 100) \). All the other parameters are the same as in Fig. 3. Note that, the values of \( p(B) \) are chosen to start at 0.3 to satisfy the assumption \( p(B) > p(H_d) \). For each value of \( p(B) \) and \( R_a \), the game \( G \) is solved and the equilibrium strategies are shown in Fig. 4 in a similar way to the values in Tables 1 and 2. From Fig. 4, we can see that when \( p(B) \) is slightly higher than \( p(H_d) \) i.e., \( p(B) = 0.3 \) the attacker will have a zero value of \( q \) which corresponds to exclusively choosing to perform homogeneity attack, for both \( R_a = 50 \) and \( R_a = 100 \). At the same point, the organization will choose \( k_L \) with slightly higher probability for both \( R_a = 50 \) and \( R_a = 100 \). However, as the value of \( p(B) \) increases, under lower reward, the organization will prefer to use \( k_H \) as it provides a higher utility. Correspondingly, the attacker’s probability for performing background knowledge attacks increases till it becomes close to pure strategy. On the other hand, under high reward \( (R_a = 100) \), the attacker’s probability of performing background knowledge attack will become near pure-strategy due to the increased probability of success. However, the organization’s probability of choosing \( k_L \) will be very high, i.e, near pure-strategy. In Fig. 4, the effect of the reward that each organization is given is clear on its equilibrium strategies, as for low rewards, the organization will be choosing \( k_L \) while for higher rewards the organization will be choosing \( k_H \).

In Fig. 5, we study the effect of the success probability of the homogeneity attack, at similar values of \( k \), i.e, \( p(H_s) \) on the equilibrium strategies of the players, under the same varying reward scenarios as the Fig 4. Similar to Fig. 4, the values of \( p(H_s) \) are starting at 0.3 so that \( p(H_s) > p(H_d) \). The rest of the simulation parameters are the same as Fig. 3. From Fig. 5, we can see that when \( p(H_s) \) is less than \( p(B) \) i.e., \( p(H_s) < 0.5 \), under low reward, the attacker will have a near pure-strategy probability of choosing the background knowledge attack. This probability will decrease as \( p(H_s) \) is equal to \( p(B) \) or higher. In this case, the attacker will choose the homogeneity attack with higher probability especially with the increase in its success probability.

Similarly, when \( p(H_s) < 0.5 \), the organization will choose \( k_H \) with higher probability. However, this probability will be decreasing as \( p(H_s) \) increases. Under the high reward scenario, when \( p(H_s) < 0.5 \), the attacker will be performing background knowledge attack in a near exclusive manner, while as \( p(H_s) \) is equal to \( p(B) \) or higher, this probability decreases. Similarly, when \( p(H_s) < 0.5 \), the organization will have a higher probability on \( k_L \). As \( p(H_s) \) increases, the organizations will place more emphasis on playing \( k_H \). We note that, the low values of \( p(H_s) \leq 0.5 \) are similar to the case of Proposition 2, where the organizations are able to play a pure strategy that maximize their utility. Consequently, the attacker also plays a pure strategy of choosing the background knowledge attack. However, as the values of \( p(H_s) \) increase, the organizations’ portion of the utility decrease and the game witnesses a mixed strategy solution.

Next, we study the dynamic case of the game in Fig. 6. We notice from (25) that the coefficient of trust changes over time based on its previous values that depend on the breaches in the previous steps. However, these successful breaches cannot be predicted beforehand and they can follow different behavior as in Fig. 2. Therefore, in Fig. 6, we show the equilibrium strategies against different values. In a dynamic scenario, the equilibrium at each time step can be identified through the corresponding \( \gamma \) in Fig. 6. Similar to the previous figures, we study the effect of \( \gamma \) under low and high values of \( R_a \), while the rest of the
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**TABLE 1**

| \( R_a \) | 10 | 20 | 30 | 40 | 50 | 60 | 70 | 80 | 90 | 100 |
|---|---|---|---|---|---|---|---|---|---|---|
| \( B \) | 0 | 0 | 0.33 | 0.89 | 0.9649 | 0.8719 | 0.8153 | 0.7768 | 0.7489 | 0.7226 |
| \( H \) | 0 | 0 | 0.67 | 0.11 | 0.0351 | 0.1281 | 0.1847 | 0.2232 | 0.2511 | 0.2724 |
| \( N \) | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

**TABLE 2**

| \( r(k_H) \) | 8 | 16 | 24 | 32 | 40 | 48 | 56 | 64 | 72 | 80 |
|---|---|---|---|---|---|---|---|---|---|---|
| \( r(k_L) \) | 18 | 24 | 32 | 40 | 48 | 56 | 64 | 72 | 80 | 90 |
| \( k_L \) | 0 | 0 | 0.362 | 0.2613 | 0.6853 | 0.7087 | 0.7241 | 0.7352 | 0.7435 | 0.7499 |
| \( k_H \) | 1 | 0 | 0.938 | 0.7387 | 0.3147 | 0.2913 | 0.2739 | 0.2648 | 0.2565 | 0.2501 |

---

**Fig. 4**. The organization’s and the attacker’s equilibrium probabilities under low and high rewards at different success probabilities for background knowledge attack \( p(B) \) values.
parameters is similar to Fig. 3. In Fig. 6, we can see that, for higher rewards $R_a = 50$, the trust factor $\gamma$ does not have a visible effect on the equilibrium strategies, i.e., both players’ will choose a pure strategy (except for the organization at $\gamma = 0.9$). However, for lower rewards $R_a = 20$, the equilibrium strategies change. For instance, the equilibrium probabilities of both the attacker and the organization deviate significantly as $\gamma > 0.6$. The difference between the high and the low reward values is that in the lower reward case, the trust factor represents a significant portion of the utility, and, thus, it affects the equilibrium strategy. However, for high values of $R_a \geq 50$, the coefficient of trust can be seen negligible compared to the reward value, and, thus, it does not affect the equilibrium.

Finally, in Fig. 7, we study the contract utilities of different organizations when they accept contracts from the data collector that match their anonymization levels and that do not match. For this, we consider three organizations adopting three anonymization levels, $k_L, k_M, k_H$. We use a generalized solution of Theorem 1 to assign the contract utilities of the organizations, while maintaining the incentive compatibility constraints between the different organization’s types. In Fig. 7, we can clearly see that it is better for each organization to choose the contract designed for its type as it will benefit with the most utility if they stick to their incentive compatible contract, versus if they choose to accept a reward designed for another anonymization level, whether higher or lower, as it makes their net outcome (utility) lower.

### 6 Conclusions

In this paper, we have proposed a two-tier model to study the interactions between different organizations who share anonymized datasets with a data collector, and an attacker who performs de-anonymization attacks. In the first tier, a game-theoretic model has been used to determine the optimal anonymization level for $k$-anonymization, under possible attacks. Two common attack types have been considered which are homogeneity attack and background knowledge attack. In the second tier, a contract-theoretic model has been formulated to determine the data collector’s optimal rewards that are given to the organizations for their data. In both levels of the problem, the mathematical solutions have been derived and closed-form solutions have been derived. The problem has also been studied in both a static scenario and a dynamic scenario to highlight the effect of repeated sharing on the players’ behavior. Through simulation results, we have shown that the sharing organizations can optimize their anonymization level selection while the data collector can economically benefit by incentivizing more organizations to share their data.
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