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Abstract—New efficient source feature compression solutions are proposed based on a two-stage Walsh-Hadamard Transform (WHT) for Convolutional Neural Network (CNN)-based object classification in underwater robotics. The object images are firstly transformed by WHT following a two-stage process. The transform-domain tensors have large values concentrated in the upper left corner of the matrices in the RGB channels. By observing this property, the transform-domain matrix is partitioned into inner and outer regions. Consequently, two novel partitioning methods are proposed in this work: (i) fixing the size of inner and outer regions; and (ii) adjusting the size of inner and outer regions adaptively per image. The proposals are evaluated with an underwater object dataset captured from the Raritan River in New Jersey, USA. It is demonstrated and verified that the proposals reduce the training time effectively for learning-based underwater object classification task and increase the accuracy compared with the competing methods. The object classification is an essential part of a vision-based underwater robot that can sense the environment and navigate autonomously. Therefore, the proposed method is well-suited for efficient computer vision-based tasks in underwater robotics applications.

Index Terms—Convolutional neural network, max-pooling, Walsh-Hadamard transform, vision-based underwater robotics.

I. INTRODUCTION

DEPLOYMENT of computer vision and machine learning algorithms in Autonomous Underwater Vehicles (AUVs) is a challenging task due to the many existing constraints in the underwater environment, as underwater robots become pervasive in applications such as oceanographic data collection, pollution and environmental monitoring, tsunami detection/disaster prevention, and assisted navigation. Underwater robots are normally battery-powered with limited on-board computing, memory, and storage capabilities. Therefore, to deploy Convolutional Neural Network (CNN)—which is widely adopted in computer vision for its performance—the technical challenges of performing efficient CNN training in underwater robotics must be addressed. The image of objects obtained from the underwater environment are different from the ones in existing commonly accepted image datasets for CNN training (e.g., ImageNet, CIFAR-10 datasets). These underwater objects include rocks and wood branches that naturally exist at the floor of rivers, lakes or oceans. The captured images of these objects are distorted due to the light scattering and absorption, which leads to the lack of contrast, blurry appearance, and distorted color [1]. For these reasons, pre-trained CNNs based on commonly-accepted image databases are not applicable to the underwater vision-based tasks; therefore, training of the images needs to be done efficiently with the collected underwater images.

The training of CNN architecture is known to be demanding in terms of computation, power, memory, and storage. In practice, underwater robots is sent to navigate in the underwater environment to perform underwater video and image data collection task in the first stage. The collected video and image datasets in the current river/ocean environments are applied to perform the training of the underwater robots based on the computer vision CNN structure. Due to differences in the underwater environments, the object shape and image color are different in a particular environment. To adapt the CNN architecture to the data, the training with the collected datasets in a particular environment is very necessary. The trained CNN is then applied to real-time computer-vision inference in subsequent underwater navigation tasks. Thus, it is expected that the training time is relatively short so that the robot can proceed with the autonomous navigation shortly after the video/image collection task. Moreover, the online object classification inference in underwater robots should be performed with high power efficiency as well as with low latency, while saving memory and storage utilization.

There is WHT-based CNN structure [2] research work for image classification with binary weightings in the CNN structure. The DCT is studied on the CNN structure for efficient computer-vision tasks [3]. In these existing works, i.e., [2], [3], the operations are all linear transformations. For example, in the WHT-based CNN structure [2], the transformation of WHT is a pure linear operation without any non-linear operation. Compared with the existing WHT-based method, in our proposal the non-linear operations are designed to partition the post-WHT datasets into inner and outer regions, and the non-linear max-pooling techniques are applied to these partitioned regions. This non-linear operation has several benefits in reducing the training speed while improving the classification accuracy. The proposal is designed to process the underwater image data and is evaluated and compared against the WHT-based and the DCT-based approaches.

Our Methods: In this work, new source feature compression methods are proposed to address the above challenges
deploying computer vision methods in autonomous underwater vehicles. A two-stage Walsh-Hadamard Transform (WHT) is initially performed by a column-vector WHT, then followed by a row-vector WHT, both in RGB channels. It is observed that large values are concentrated in the upper left corner of two-stage WHT matrices. Based on this observation, new source compression methods are proposed. In the first proposed method, the WHT matrices are partitioned into the inner and outer regions with fixed sizes. In the inner region of the upper left corner of the matrix, the max-pooling is done only on three RGB channels; conversely, in the outer region, the max-pooling is performed on matrices or vectors on three RGB channels. The resulting tensors are padded with zero in the null areas. The proposal has the advantage of reducing the size of outer regions while keeping the relevant information in the two-stage-WHT tensor. The reason to choose WHT is that the transform-domain vector has the information of the vector extracted in the low-dimension which is very helpful in designing the image source compression scheme. In the second proposed method, the sizes of the inner and outer regions are adjusted adaptively in each image. The size adjustments are determined via comparison of an image-specific metric with a predefined threshold. By testing with the underwater datasets, the computation time is significantly reduced; in the meanwhile, the proposal has a considerable accuracy with respect to the similar methods such as WHT-only method and Discrete Cosine Transform (DCT)-based methods. These benefits are indicated by the experiments that test the performance of the proposal and the competing methods on the collected underwater object image dataset.

Our collected underwater object image dataset has differences from the widely accepted dataset of ImageNet. The ImageNet is a general dataset that has a wide range of objects found in the daily life, while our dataset is a specialized dataset that only contains the objects found in underwater videos recorded by underwater robots. In our datasets, we only have 6 classes of objects, including large and small stones, large and small woods. While in ImageNet, there are a large number of classes of objects: more than 21 thousand classes of manually labeled images are collected in the ImageNet database. A subset of ImageNet named Tiny ImageNet has 200 classes of images. In addition, the color diversity in our underwater image is also much less than the color diversity in the ImageNet dataset. Our dataset is a specialized dataset that has fewer classes of objects and less color diversity compared with the ImageNet dataset. The proposed method in the work is particularly designed for the underwater image datasets.

Our work is the first proposal of non-linear regional max-pooling operation for source compression in the transform-domain tensors. The major novelty of our work is to introduce this non-linear operation into the source feature compression for CNN-architecture-based image classification. This regional max-pooling operation has the technical merit of reducing the training complexity and training time and, at the same time, it removes the noise from source images resulting in machine learning classification accuracy improvement.

Our Contributions: New source feature compression methods are proposed in this work to reduce training time and computational complexity compared to competing methods such as WHT-only method and DCT method. Since the transform-domain tensors have information concentrated in low dimension, the max-pooling operation in outer regions can possess the effect of removing noise in the original images. The proposed solution is well-suited for the applications in robotics where there are constraints on power consumption, memory, storage, and computing capabilities. To verify the effectiveness of our proposal, the image datasets are captured from the bottom of the Raritan River in New Jersey, USA. The CNN training of the proposal is tested with the robotic measured data and is shown to significantly reduce training time in classifying underwater objects including rocks and wood branches. Meanwhile, the accuracy is improved w.r.t. the methods under comparison including WHT- and DCT-based methods. The adaptive region proposal further enhances the convergence performance with the optimized CNN architecture. Our contributions can be summarized as follows:

- New source compression methods are proposed for CNN-based underwater object classification. The proposals are based on the partitioning of the tensor after a two-stage Walsh-Hadamard Transformation (WHT) and a max-pooling compression on the partitioned data matrices. The first proposal works by fixing the inner and outer region on the transform-domain matrices after two-stage WHT.
- An adaptive region method is further proposed based on the two-stage WHT transformation with adaptive inner and outer region partitioning. The sizes of the inner and outer regions are adjusted adaptively per image to improve the performance of the object classifier compared with the first fixed-region proposal.
- The implementations of the proposed solutions are verified with underwater image datasets collected in underwater experiments including rocks and wood branches to perform underwater object classification. The training time of the proposal can be reduced by several folds while improved classification accuracy is achieved compared to the existing methods.

In this work, experiments are performed on the underwater scene images captured in the river environment. The dual advantages of reducing the computational time while improving the accuracy are verified via experiments. A basic convolutional neural network architecture is adopted in the evaluation and its architecture parameters are optimized on both the fixed-region and the adaptive-region proposals. The results include the classification accuracy convergence curve with varied parameter settings on both proposals as well as two competing existing methods, which are outperformed by our new methods.

Article Outline: The rest of paper is organized as follows. In Sect. [III], the descriptions of our proposed solutions including the fixed-region proposal and adaptive region proposal are provided. In Sect. [IV] the proposals are evaluated with the underwater datasets and the results are compared with the
existing approaches. The conclusions are drawn in Sect. V.

II. RELATED WORK

We present related work in the recent literature on underwater object classification and CNN in vision applications.

**Underwater Object Classification:** Object classification is one of the most challenging tasks in the underwater environment. Two types of common sensors, which are widely used in underwater vehicles, are sonar and vision cameras [4]. The images taken by the sonar cameras depict the floor are useful for bathymetry estimation, even in murky water with low visibility. However, the sonar camera usually cannot record and extract the details and the features of the images of the underwater objects. On the other hand, visual cameras of underwater objects, providing more features, are the imaging choice for object detection and classification applications such as in the Simultaneous Localization and Mapping (SLAM) technique [5]. Many factors affect the quality of underwater images including absorption, scattering, and color distortion. Therefore, imaging models are required to compensate for these factors such as the one proposed in [6] to combat attenuation discrepancy along the propagation path. Although the visual cameras mounted on the AUVs can capture large amounts of video data, there are bottlenecks in transmitting the video data in real-time if the AUV is connected to the control center via a wireless link. The acoustic signal can propagate for kilometers of distance, but since the bandwidth is narrow and is mostly allocated for controlling and commanding needs, the object classification tasks are expected to be performed by on-board computing resources on the robot.

**CNN in Vision Applications:** The typical CNN architectures [7] adopted in computer vision include AlexNet, VGG, ResNet, Inception, Xception, MobileNetV1 and MobileNetV2. The AlexNet architecture [8] is a well-accepted basic CNN architecture composed of five convolutional layers and three FC layers. In the VGG architecture [9], there are five blocks, and each block is composed of 2-3 convolutional layers and one max-pooling layer, with two FC-layers at the end of the network. The ResNet architecture [10] has a much deeper structure of fifty convolutional layers in the original proposal. There are Inception architecture [11] and Xception architecture [12] proposals and the Xception architecture outperforms the competing VGG, ResNet on the ImageNet datasets. The MobileNetV1 [13] and MobileNetV2 [14] are the recent proposals on CNN for mobile computing devices with reduced complexity compared to other architectures. In this work, we are adopting a basic CNN architecture to evaluate the proposal. The reason to adopt the basic architecture instead of advanced existing architecture is that, we are comparing our proposal with the competing proposal under the same condition. The above architectures are mostly optimized in general public datasets that are composed of objects in daily life including ImageNet datasets.

III. PROPOSED SOLUTIONS

We present now our solutions to address the challenges of object classification in underwater environments, including the fixed-region and the adaptive-region cases.

**Fixed Region Proposal:** In the proposed image feature compression, first, the underwater object image tensor data is passed through a column-wise Walsh-Hadamard Transformation (WHT), afterwards, the transformed tensor data is passed through a row-wise WHT transformation. The two-stage WHT is utilized on the three RGB channels and the post-WHT RGB channel matrices of size $N_{H}$-by-$N_{W}$-by-3 are obtained. Then the max-pooling is performed on the post-WHT RGB channel matrices. The resulting tensor is partitioned into an inner region and two outer regions, namely outer region 1 and outer region 2. In the inner region, only max-pooling in three RGB channels is performed. In outer region 1, the max-pooling is done in matrices, while in outer region 2, the max-pooling is done in vectors. The proposed image feature compression method is depicted in Fig. 1. The procedure includes the steps of column-wise and row-wise WHT on the RGB channels in the original image, the max-pooling in RGB channels in both inner and outer regions, and the max-pooling in tensor matrices in outer regions.

This proposed method is motivated by the fact that the elements in the inner region are much larger than the elements in the outer region. In other words, the elements in the inner region contain much richer information about the image than the elements in outer regions. In addition, due to the scattering and coloring effects in underwater, the obtained images are mostly of a single color. Thus, it is meaningful to compress three color channels into one channel in underwater image datasets. Therefore, in the inner region, the RBG channels are max-pooled while all elements are preserved. In outer regions, the max-pooling operations are done on the tensor elements in the two partitioned regions. In the fixed-region proposal, the size of the inner region is a predefined parameter. This size is chosen by observing the amplitude values in the two-stage WHT transform domain vector. The amplitude peaks are included in the inner region, and the outer regions contain the low-amplitude and noisy values after the transformation.

The proposed method is distinguished from the conventional WHT in the sense that, the resulting two-stage WHT is processed by the regional max-pooling to further reduce the dimensions of the resulting matrix; therefore, we speed up the processing of the CNN classification structure. Assume the input image matrix $X$ has size $N_{H}$-by-$N_{W}$-by-$N_{C}$, where $N_{H}$ and $N_{W}$ are the height and width values, respectively, and $N_{C}$
is the number of color channels. The first stage transformation is a linear operation, i.e.,

\[ U = W_1 X, \]

where \( W_1 \) is the Walsh-Hadamard matrix of size \( N_H \)-by-\( N_W \). The operation is done for the \( N_C \) color channels producing the transform-domain matrix \( U \) with size \( N_H \)-by-\( N_W \)-by-\( N_C \). The second transformation is done as,

\[ V = UW_2, \]

where the Walsh-Hadamard matrix \( W_2 \) has size of \( N_W \)-by-\( N_W \). The operation is performed for all the \( N_C \) color channels. The resulting transform-domain matrix \( V \) has size \( N_H \)-by-\( N_W \)-by-\( N_C \). The matrix is further written as,

\[ V = \begin{bmatrix} R_I \\ R_{O2} \end{bmatrix} R_{O1}, \]

where \( R_I \) is the matrix of inner region and has size \( L_H \)-by-\( L_W \)-by-\( N_C \). \( R_{O1} \) is the matrix of outer region 1 with size \( N_H \)-by-(\( N_W - L_W \))-by-\( N_C \). \( R_{O2} \) is the matrix of outer region 2 with size \( (N_H - L_H) \)-by-\( L_W \)-by-\( N_C \). The values of \( L_H \) and \( L_W \) are fixed values for the fixed region proposal, and are varied values for the adaptive region proposal.

The following operations are performed in two regions.

1) In the inner region, the max-pooling operation is performed on three RGB channels only. Denote the max-pooling operation on the \( N_C \) color channels in the inner region by \( g_0() \), the inner region matrix after max-pooling is \( R_I = g_0(R_I) \), resulting the matrix of size \( L_H \)-by-\( L_W \).

2) In the outer regions, the max-pooling on both the RGB channels and the data matrices are performed. For the outer region \( R_{O1} \), the max-pooling is performed with size \( N_M \)-by-\( N_M \) square, while for \( R_{O2} \), it is done with size \( N_V \)-by-1 vector. Here, the parameters \( N_M \) and \( N_V \) are the chosen max-pooling parameters. Define \( g_1() \) as the max-pooling operation on tensor \( R_{O1} \), and \( g_2() \) as max-pooling operation on tensor \( R_{O2} \). The matrices after the max-pooling operations are denoted by \( \tilde{R}_{O1} = g_1(R_{O1}) \), and \( \tilde{R}_{O2} = g_2(R_{O2}) \).

The resulting matrix is the concatenated matrix by the matrices \( \tilde{R}_{O1} \), \( \tilde{R}_{O2} \) and \( R_I \) with zero-padding in the null elements to form the rectangular-shaped output transform-domain matrix. Note that, in the following adaptive region proposal, the sizes of the matrices \( \tilde{R}_{O1} \) and \( \tilde{R}_{O2} \) are determined by the algorithm of the adaptive region proposal.

**Adaptive Region Proposal:** In the adaptive region method, the input images are firstly transformed by a two-stage WHT transformation process. For each output tensor of the two-stage WHT with index \( i \), the matrix is partitioned into inner region and outer region. The width \( L_W(i) \) and height \( L_H(i) \) of the inner regions are adaptively determined per input image matrix. Define the post-WHT elements in the inner region by \( x_{n,m}^{(i)} \) the \( n \)-th row, \( m \)-th column in the \( c \)-th color channel of the \( i \)-th image. Further define the post-WHT elements in the outer region by \( x_{n,m}^{(i)} \) the \( n \)-th row and \( m \)-th column on the \( c \)-th color channel of the \( i \)-th image.

---

Fig. 2. The CNN architecture with the adaptive region proposal is depicted. The inner region and outer regions are further determined based on the beta \((i)\) values. The max-pooling operations are performed on the outer region, and the output tensor size is further adjusted before CONV layer processing.
Introduce a metric $\beta(i)$ defined by,

$$\beta(i) = \frac{\sum_{n,m,c} |x_n^{(i)}|^2}{\sum_{n,m,c} |x_n^{(i)}|^2 + \sum_{n,m,c} |y_n^{(i)}|^2}$$

(4)

Define a threshold value of $\eta$. The parameters of $L_W(i)$ and $L_H(i)$ are determined by comparing the value $\beta(i)$ with this threshold value $\eta$. The threshold should be chosen based on the training data and should maximize the performance gain. The performance metrics are the converged training accuracy and the validation accuracy. It is expected that with adaptive region, the converged training accuracy and the validation accuracy results can be further improved compared with the approach of fixed inner and outer region sizes.

The choice of the threshold value $\eta$ is different based on the type of objects in the images. The object images with high level of details including images of small rocks, require larger value of threshold $\eta$, compared with the object images with low level of details including images of large rocks. The images of small wood branches require larger threshold $\eta$ compared with images of large wood branches. This observation is related to the amplitude distribution of the elements in the transform-domain matrix. $\eta$ is chosen manually at the testing phase of the program.

The CNN architecture with the adaptive region proposal is depicted in Fig. 2. The adaptive region is designed before the first CONV layer to adapt the sizes of inner regions per input image. The input image data is processed to compute the $\beta$ values and to compare with the threshold value $\eta$ to determine the sizes of the inner and outer regions. The regional max-pooling operation is performed in the outer regions in the resulting matrices. The beta values and inner region sizes are computed based on the input image data and the adaptive region algorithm. Due to the constraint of the CONV layers implemented on Keras with Tensorflow backend, the input sizes of images by the adaptive region need to be adjusted so that the CONV layers can process. The zero-padding operation is performed on the resulting matrices. This CNN architecture is a basic architecture to verify the performance advantage of the proposed work. Note that, the depth, number of layers and hyperparameters of each layer can be adjusted according to the application requirement. This CNN architecture is chosen to fit our underwater image classification application.

There are several source compression methods with optimization-based algorithm designs. The Gaussian mixture models (GMM) with the Lloyd clustering algorithm is studied for the image source compression [15]. The dual augmented Lagrangian method (DALM) with Principal Component Analysis (PCA) pre-filtering is proposed [16] to improve the object classifications accuracy for noisy images. The image compression techniques are proposed by the hash kernel based dimensionality reduction and product quantizer based encoding [17] for large-scale image classification. These existing approaches require an optimization framework to perform the image source compression. In contrast, our proposal only requires linear matrix multiplication. Therefore the computational complexities of these existing approaches are significantly higher than our approach. These approaches have different assumptions in designing their algorithm. The source compression algorithms in these existing works have iterative procedures in the data compression, therefore have significant higher level of computational complexity. In contrast, our proposal is based on linear transformation with a simple non-linear region partitioning. The proposal has much lower computational complexity compared with the existing approaches.

IV. PERFORMANCE EVALUATION

We describe the experiment setup and present the results.

**Experiment Setup:** We performed multiple rounds of experiments in the Raritan River-New Jersey during Summer’19. We modified the BlueROV2, a remotely operated underwater vehicle developed by BlueRobotics Inc., for implementing the scenario. This vehicle is equipped with four vertical vectored thrusters, enabling the robot to reach a maximum speed of 1 m/s. This underwater robot is also equipped with a 1080p camera with a tilt range of 90 degree. Sample images of the four types of objects are depicted in Fig. 3 for small and large rocks, and in Fig. 4 for small and large wood branches.

**Results:** The proposal is evaluated with the CNN structure with the adaptive region method at the front layers of this architecture. There are 6 subsequent convolutional layers with ReLU activation and max-pooling. The structure at the output of the neural network is composed of dense, flatten, dropout, and ReLU activation layers. The proposal is evaluated on TensorFlow/Keras software package. The TensorFlow/Keras library supports Stochastic Gradient Descent (SGD) based training of CNN. In our application of underwater object classification, the objects of underwater rocks and underwater wood branches are not the daily objects in any pre-trained CNN models. Therefore, the application-specific CNN model needs to be re-trained for this underwater object classification. Because we are proposing the source compression method, the comparison done in this work is to compare the proposed source compression with existing source compression approaches. This comparison is performed on the same CNN architecture. The CNN architecture parameters including the number of convolutional layers and layer filter sizes are tuned to fit the underwater object dataset. The standard CNN architectures are not adopted in our evaluation, because the structural parameters of these standard architectures are optimized based on general public datasets, not based on our underwater object datasets.

The parameter $\lambda$ is defined to be the number of image samples per epoch and the parameter $\gamma$ is defined to be the batch size, i.e., the number of training samples in processing before the SGD updating. These parameters can affect the computation time. The larger the $\lambda$ value, the longer the computation time; in contrast, the larger the $\gamma$ value, the shorter the computation time. In the computer experiments, the parameter $\lambda$ is chosen for values of $\lambda = 100, \lambda = 200$, and larger values of $\lambda = 500$. The parameter $\gamma$ is chosen to
be 8, 16, and 32. The parameter $\lambda$ is chosen from 100 to 500. The number of epochs is 100. The parameter $\gamma$ is chosen from 8, 16, 32, 64 or 96. For CONV layer 1, there are 16 filters of size 9-by-9; for CONV layer 2, there are 32 filters of size 7-by-7; for CONV layer 3 and 4, there are 64 filters of size 5-by-5; for CONV layer 5 and 6, there are 128 filters of size 3-by-3. For all the CONV layers, the activation is ReLU, and the max-pooling layer pool size is 2-by-2 square.

The input images have parameters of image width $N_W = 256$, image height $N_H = 256$ and the number of color channels $N_C = 3$. The proposal is performed by the following procedure. The 256-by-256-by-3 image matrices are transformed by two-stage WHT, resulting in 256-by-256-by-3 transformation-domain matrices. There are two approaches to partition the regions:

1. For the proposal of fixed inner region size, the inner region size is defined to be 32-by-32. The outer region is partitioned into two regions, outer region 1 and outer region 2. All the inner and outer regions are processed with max-pooling on three RGB channels, resulting in 256-by-256 matrix. The regional max-pooling parameters are chosen by $N_M = 4$, and $N_V = 8$. The max-pooling in outer region 1 is performed by 4-by-4 square, resulting 56-by-88 matrix. The max-pooling in outer region 2 is done by 8-by-1 vector, resulting in 28-by-32 matrix. Zero-padding is utilized for the null areas in the final matrix. The final matrix is of size 64-by-88. With this proposed procedure, the 256-by-256-by-3 image matrices are converted to the 64-by-88 transform-domain matrices.

2. For the adaptive region approach, $\beta$ values are computed and compared with the threshold value $\eta$. For a series of $N_{in}$ input images, define the maximum width after the max pooling of the fixed region proposal to be $N_{W,max} = \max\{N_{W,MP}^{(i)}\}$ where $N_{W,MP}^{(i)}$ is the width after max-pooling for the $i$-th image, $i = 1, 2, ..., N_{in}$. The image data width values are padded with zeros to the size of $N_{W,max}$. The operations on the image height values are done by padding zeros to the size of $N_{H,max} = \max\{N_{H,MP}^{(i)}\}$ where $N_{H,MP}^{(i)}$ is the height after max-pooling on the $i$-th image. This padding solution is to address the coding problem of variable image sizes. All the image matrices after adaptive region are padded to the same size to be processed by the CNN architecture. The resulting matrices are scaled by a constant value to adjust the amplitude of the data before sending to the CNN architecture.
This constant is chosen to be 16. The CONV layers and the parameters (filter sizes and the number of filters) have a direct impact on the classification accuracy convergence results for the adaptive region proposal. The CNN architecture under evaluation in this work has the proposed source feature compression method before the CONV layers to pre-process the data. The CNN architecture parameters are manually tuned to improve the performance. The proposal is compared with the WHT-only method and the DCT method under the same CNN architecture.

Four types of objects are defined as classes: small rocks, large rocks, small wood branches and large wood branches. In the proposed method, there are source compression layers and the CNN classification layers. Our proposed fixed region proposal on the two-stage WHT tensor is at the source compression layers and targets to reduce the training computational complexity at the CNN classification layers. The training is performed with Stochastic Gradient Descent (SGD) based iterative algorithm per epoch to optimize all the trainable parameters in the neural network. The proposal can reduce the training time due to the reduced data size; in the meanwhile, the regional max-pooling done at the outer regions has the effect of reducing the noise in the original images.

The training accuracy convergence curves of the proposal with fixed region size, the WHT-only method and the DCT method in comparison are given in Fig. 5 for $\lambda = 500$ with the parameter $\gamma$ varying from 8 to 96, and Fig. 6 for $\gamma = 8$ with parameter $\lambda$ varying from 100 to 500. From these figures, it can be observed that the proposed method has faster convergence concerning the iterations compared with the WHT-only method and the DCT method. This convergence speed improvement is due to the regional max-pooling operation introduced at the design of the proposed source compression method. With increased $\lambda$ values, the convergence curves of all methods are improved. The proposal has the best convergence among the three methods for the same $\lambda$ value due to the design of the fixed region proposal operation.

Fig. 5. The validation accuracy convergence curve of (a) The fixed region proposal; (b) The WHT method; (c) The DCT method. Parameter $\lambda$ is 500, and the parameter $\gamma$ is varied from 8 to 96.

Fig. 6. The validation accuracy convergence curve of (a) The fixed region proposal; (b) The WHT method; (c) The DCT method. Parameter $\gamma$ is 16 and $\lambda$ varies from 100 to 500.
that, the adaptive region proposal and the fixed region proposal outperform the WHT-only method and the DCT method. It can be observed that, the adaptive region proposal has improved accuracy results compared with the fixed region proposal, the WHT-only method and the DCT method. The computation time comparisons are given in Table I.

Table I Training computation time in seconds for the proposals and the methods in comparison under various parameters $\gamma$ and $\lambda$.

| Method          | $\gamma = 8$, $\lambda = 100$ | $\gamma = 8$, $\lambda = 200$ | $\gamma = 16$, $\lambda = 500$ | $\gamma = 32$, $\lambda = 500$ |
|-----------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| Our fixed region| 273                           | 832                           | 3,149                         | 2,385                         |
| Our adaptive region| 258                     | 813                           | 2,832                         | 2,268                         |
| WHT-only method | 981                           | 2,271                         | 6,342                         | 5,418                         |
| DCT method      | 1,462                         | 2,359                         | 6,518                         | 4,517                         |

Note that, the sizes of image matrices after the region adaptation are zero-padded to be the same size so that the CNN structure can process these images. The threshold value of $\eta$ is adjusted to 0.997 to obtain the results of the adaptive region proposal. The adaptive region proposal has achieved fastest computation speed in comparison with other methods. Therefore, the adaptive region proposal is the preferred method for this underwater object classification task. The benefits of reducing the training time and improving the accuracy performance are due to the noises in the underwater object images and the regional max-pooling operation in the proposal. The scattering effects of water and particles in the natural water cause the images to be blurry, lack of contrast and has color distortion. The two-stage WHT operation extracts major information of the images into the inner region, and removes the noisy information in the outer region. The max-pooling operation further filters the noises in the outer region and reduces the data size. Therefore, the proposal can achieve the training time reduction while maintaining the performance compared with the competing schemes. Furthermore, the adaptive region proposal has improved the performance in terms of accuracy compared with the fixed region proposal. The training time reduction is of more significant practical value compared with the inference time reduction. The underwater robots need to collect the images data to do the training of the CNN models then deploy the trained CNN model in the inference of the underwater objects. Therefore, it is expected that the training time is relatively short so that the underwater robots can proceed to underwater navigation shortly after the underwater image collection. Our proposal has reduced the training time while maintaining the image classification inference time, so the proposal is of practical value in underwater robotics.

V. Conclusions

We proposed new methods for source-feature compression based on the partitioning of the tensor after two-stage Walsh-Hadamard Transform for the application of underwater object classification. We introduced two novel proposals to partition the regions, i.e., a fixed-region and an adaptive-region proposal. Afterwards, the compressed data matrices were sent to the Convolutional Neural Network for classification. The proposals were evaluated with the experimentally collected underwater object datasets and verified to effectively reduce the computation time while improving the classification accuracy compared with the competing methods. The adaptive region proposal improves the performance compared with the fixed region proposal. Besides the object classification application, the proposed approaches have applications in computer vision tasks in learning-based underwater robotics including the underwater object detection and underwater image enhancement. The future applications of the proposal can also be expanded to the general image classification fields to classify public image datasets and the video sequence datasets.
Fig. 8. The comparison of four methods including fixed region proposal, adaptive region proposal, WHT-only method and DCT method. The three cases include case 1 of $\gamma = 8$, case 2 of $\gamma = 16$, and case 3 of $\gamma = 32$, with parameter (a) iterations = 20; (b) iterations = 35; (c) iterations = 50.
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