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ABSTRACT. We present a sharpening of nondivergence estimates for unipotent (or more generally polynomial-like) flows on homogeneous spaces. Applied to metric Diophantine approximation, it yields precise formulas for Diophantine exponents of affine subspaces of $\mathbb{R}^n$ and their nondegenerate submanifolds.

0. INTRODUCTION

This paper continues the theme started in 1971 by G. A. Margulis [Mi1] when he showed that trajectories of one-parameter unipotent flows on $SL_k(\mathbb{R})/SL_k(\mathbb{Z})$ are never divergent. This had been earlier conjectured by I. Piatetski-Shapiro, and was used by Margulis for the proof of the Arithmeticity Theorem for nonuniform lattices. A decade later, S.G. Dani [Da1]–[Da2], [Da4] modified the method of Margulis, showing that any unipotent orbit returns to big compact subsets with high frequency. The latter statement was part of Dani’s proof [Da1] of finiteness of locally finite unipotent-invariant ergodic measures and was in M. Ratner’s proof [Rt1]–[Rt2] of Raghunathan’s topological conjecture.

The next development came in 1998, when a very general explicit estimate for the above frequency in terms of the size of compact sets was given in the paper of Margulis and the author [KM]. In fact it was done in a bigger generality, namely for a large class of maps from $\mathbb{R}^d$ into $SL_k(\mathbb{R})$, which made it possible to derive important applications to metric Diophantine approximation on manifolds.

To state some of the results from that paper, recall that the space

$$\Omega_k \overset{\text{def}}{=} SL_k(\mathbb{R})/SL_k(\mathbb{Z})$$

can be identified with the space of unimodular lattices in $\mathbb{R}^k$ and that $\Omega_k = \bigcup_{\varepsilon>0} K_\varepsilon$, where the sets

$$K_\varepsilon \overset{\text{def}}{=} \{ \Lambda \in \Omega_k \mid \|v\| \geq \varepsilon \text{ for all } v \in \Lambda \setminus \{0\} \}$$

are compact (Mahler’s Compactness Criterion; see e.g. [Rg, Corollary 10.9]). Here $\|\cdot\|$ can be any norm on $\mathbb{R}^k$, which we will assume to be Euclidean, and extend to the space of discrete subgroups of $\mathbb{R}^k$ by letting $\|\Gamma\|$ be the volume of the quotient space $\Gamma_R/\Gamma$ (here and hereafter $\Gamma_R$ stands for the $\mathbb{R}$-linear span of $\Gamma$) if $\Gamma \neq \{0\}$, and 1 otherwise.
Another notion we need to introduce is that of functions \((C,\alpha)\)-good on an open subset of \(\mathbb{R}^d\). We postpone a definition of this property until the next section, noting that, roughly speaking, it can be interpreted as some kind of polynomial-like behavior.

The following is a special case of one of the main theorems from \([KM]\):

**Theorem 0.1.** Let \(d, k \in \mathbb{N}, C, \alpha > 0, 0 < \rho \leq 1\), and let a ball \(B = B(x_0, r) \subset \mathbb{R}^d\) and a map \(h : \tilde{B} \overset{\text{def}}{=} B(x_0, 3kr) \to \text{SL}_k(\mathbb{R})\) be given. Assume that the following two conditions hold:

1. \((0.1)\) for any subgroup \(\Gamma \subset \mathbb{Z}^k\), the function \(x \mapsto \|h(x)\Gamma\|\) is \((C,\alpha)\)-good on \(\tilde{B}\), and
2. \((0.2)\) for any subgroup \(\Gamma \subset \mathbb{Z}^k\), \(\sup_{x \in B} \|h(x)\Gamma\| \geq \rho\).

Then

\[(0.3)\] \(\forall 0 < \varepsilon \leq \rho \lambda\{x \in B \mid h(x)\mathbb{Z}^k \notin K_\varepsilon\} \leq \text{const}(d, k) \cdot C\left(\frac{\varepsilon}{\rho}\right)^\alpha \lambda(B),\]

where the constant above is explicitly computable and depends only on \(d\) and \(k\).

Here and hereafter \(\lambda\) stands for Lebesgue measure on \(\mathbb{R}^d\).

Roughly speaking, the informal meaning of this theorem is as follows. Under the presence of condition \((0.1)\), which captures the polynomial-like behavior of the map \(h\), one of the following two alternatives holds: either most of the ‘orbit’ \(h(B)\mathbb{Z}^k\) is contained in \(K_\varepsilon\), or there exists \(\Gamma \subset \mathbb{Z}^k\) which is ‘responsible for the whole orbit being far away’, namely, such that the covolume of \(h(x)\Gamma\) is uniformly small for all \(x \in B\).

Note that in the papers of Margulis and Dani the function \(h\) was of the form \(x \mapsto u_xg\), where \(\{u_x\}\) was a unipotent subgroup of \(\text{SL}_k(\mathbb{R})\) and \(g\) a fixed element of \(\text{SL}_k(\mathbb{R})\). Another class of important applications of Theorem 0.1 is to Diophantine approximation. There, to study Diophantine properties of almost every vector of the form \(f(x)\), where \(f\) is a map from \(\mathbb{R}^d\) to \(\mathbb{R}^n\), one takes \(k = n + 1\) and considers

\[(0.4)\] \(h(x) = \begin{pmatrix} e^{-t} & 0 \\ 0 & e^{t/n}I_n \end{pmatrix} \begin{pmatrix} 1 \\ f(x) \\ 0 \end{pmatrix} I_n\).

In this case checking \((0.1)\) amounts to establishing polynomial-like behavior of \(f\), and \((0.2)\) can often be extracted from global Diophantine properties of the image of \(f\). The papers \([KM]\), \([BKM]\), \([BBKM]\), \([G1, K2–3]\), \([KLW]\), \([KT, KW1–3]\) contain various number-theoretic applications of Theorem 0.1 and its generalizations. See also \([K1]\), \([Mr2]\) for a survey of this method and related results.

The purpose of the present paper is to pay special attention to condition \((0.2)\) of Theorem 0.1. Namely, it is not surprising that the higher is the rank \(\text{rk}(\Gamma)\) of \(\Gamma\) (defined as the rank of \(\Gamma\) as a \(\mathbb{Z}\)-module, or, equivalently, the dimension of \(\Gamma_\mathbb{R}\)), the harder is usually the task of estimating \(\|h(\cdot)\Gamma\|\) from below. For example if \(\Gamma\) is of rank \(j\) and \(h(x)\Gamma\) is generated by \(j\) orthogonal vectors of length \(\rho\), one has \(\|h(x)\Gamma\| \approx \rho^j\). Indeed, in some cases relevant to Diophantine applications one can prove estimates of the following form:

\[(0.2')\] \(\forall 0 < \varepsilon \leq \rho \lambda\{x \in B \mid h(x)\Gamma \notin K_\varepsilon\} \leq \text{const}(d, k) \cdot C\left(\frac{\varepsilon}{\rho}\right)^\alpha \lambda(B),\]

for any \(\Gamma \subset \mathbb{Z}^k\), \(\sup_{x \in B} \|h(x)\Gamma\| \geq \rho^{\text{rk}(\Gamma)}\).
This leads to a natural question – whether or not such a condition is enough for deriving (0.3). It became clear to the author in the process of working on the paper [K2] that an affirmative answer to the latter question would make it possible to significantly generalize several key results from that paper.

The following theorem provides such an answer:

**Theorem 0.2.** Let \( d, k \in \mathbb{N}, C, \alpha, \rho > 0 \), and suppose that a ball \( B = B(x_0, r) \subset \mathbb{R}^d \) and a map \( h : \tilde{B} \overset{def}{=} B(x_0, 3^k r) \rightarrow \text{SL}_k(\mathbb{R}) \) satisfy (0.1) and (0.2). Then (0.3) holds.

We will comment on the geometric significance of the improvement of Theorem 0.1 at the end of §2, after a more general result is proved.

Let us now describe some number-theoretic applications of the above theorem. For \( m, n \in \mathbb{N}, M_{m,n} \) will stand for the space of real matrices with \( m \) rows and \( n \) columns. Define the Diophantine exponent \( \omega(A) \) of \( A \in M_{m,n} \) (sometimes called ‘the exact order’ of \( A \)) to be the supremum of \( v > 0 \) for which there are infinitely many \( q \in \mathbb{Z}^n \) such that

\[
(0.5) \quad \| Aq + p \| < \| q \|^{-v}
\]

for some \( p \in \mathbb{Z}^m \). Note that this quantity is independent of the choice of norms on \( \mathbb{R}^m \) and \( \mathbb{R}^n \) (thus we will repeatedly switch between Euclidean and supremum norms whenever it is convenient). It is well known and easy to see that one has \( n/m \leq \omega(A) \leq \infty \) for all \( A \in M_{m,n} \), and \( \omega(A) = n/m \) for \( \lambda \)-almost every \( A \in M_{m,n} \).

We will specialize to the case \( m = 1 \), that is, consider Diophantine properties of \( y \in \mathbb{R}^n \) interpreted as row vectors (see however §6.3 for the column vector set-up). Further, our emphasis will be on Diophantine approximation with dependent quantities, where the dependence is expressed by means of a Borel measure \( \mu \) on \( \mathbb{R}^n \). Namely, let us define the Diophantine exponent \( \omega(\mu) \) of \( \mu \) to be the \( \mu \)-essential supremum of the function \( \omega(\cdot) \); in other words,

\[
\omega(\mu) \overset{def}{=} \sup \{ v \mid \mu(\{ y \mid \omega(y) > v \}) > 0 \}.
\]

Clearly it only depends on the measure class of \( \mu \). If \( \mu \) is naturally associated with a subset \( \mathcal{M} \) of \( \mathbb{R}^n \) supporting \( \mu \) (for example, if \( \mathcal{M} \) is a smooth submanifold of \( \mathbb{R}^n \) and \( \mu \) is the measure class of the Riemannian volume on \( \mathcal{M} \) \( \leftrightarrow \) the pushforward \( f_* \lambda \) of \( \lambda \) by any smooth map \( f \) parametrizing \( \mathcal{M} \)), we will define the Diophantine exponent \( \omega(\mathcal{M}) \) of \( \mathcal{M} \) to be equal to that of \( \mu \). Clearly \( \omega(\mu) \geq n \) for any \( \mu \), and \( \omega(\lambda) = \omega(\mathbb{R}^n) \) is equal to \( n \). The latter justifies the terminology introduced to Diophantine approximation on manifolds by V. Sprindžuk: a measure \( \mu \) on \( \mathbb{R}^n \) (resp., a submanifold \( \mathcal{M} \) of \( \mathbb{R}^n \)) is extremal if \( \omega(\mu) \) (resp., \( \omega(\mathcal{M}) \)) is equal to \( n \), that is, attains the smallest possible value.

It was conjectured by Sprindžuk in 1980 [Sp] and proved in [KM] that real analytic manifolds not contained in any proper affine subspace of \( \mathbb{R}^n \) are extremal. More generally, let us say that a differentiable map \( f : U \rightarrow \mathbb{R}^n \), where \( U \) is an open subset of \( \mathbb{R}^d \), is nondegenerate in an affine subspace \( \mathcal{L} \) of \( \mathbb{R}^n \) at \( x \in U \) if \( f(U) \subset \mathcal{L} \) and the span of all the partial derivatives of \( f \) at \( x \) up to some order coincides with the linear part of \( \mathcal{L} \). If \( \mathcal{M} \) is a \( d \)-dimensional submanifold of \( \mathcal{L} \), we will say that \( \mathcal{M} \) is nondegenerate in \( \mathcal{L} \) at \( y \in \mathcal{M} \) if any (equivalently, some) diffeomorphism \( f \) between an open subset \( U \) of \( \mathbb{R}^d \) and a neighborhood of \( y \) in \( \mathcal{M} \) is nondegenerate in \( \mathcal{L} \) at \( f^{-1}(y) \). We will say that \( f : U \rightarrow \mathcal{L} \) (resp., \( \mathcal{M} \subset \mathcal{L} \)) is nondegenerate in
Let \( \mathcal{L} \) be an affine subspace of \( \mathbb{R}^n \), and let \( \mathcal{M} \) be a submanifold of \( \mathcal{L} \) which is nondegenerate in \( \mathcal{L} \). Then

\[
\omega(\mathcal{M}) = \omega(\mathcal{L}) = \inf \{ \omega(y) \mid y \in \mathcal{L} \} = \inf \{ \omega(y) \mid y \in \mathcal{M} \}.
\]

In short, Diophantine exponents of affine subspaces are inherited by their non-degenerate submanifolds. This was proved in \([\text{KM}]\) for \( \mathcal{L} = \mathbb{R}^n \), and in \([\text{K2}]\) for extremal \( \mathcal{L} \) (that is, with \( \omega(\mathcal{L}) = n \)).

Another natural problem addressed in the paper is computing Diophantine exponents of affine subspaces in terms of the coefficients of their parametrizing maps. If \( \mathcal{L} \) is an \( s \)-dimensional affine subspace of \( \mathbb{R}^n \), by permuting variables one can without loss of generality choose a parametrizing map of the form \( x \mapsto (x, xA' + a_0) \), where \( A' \in M_{s,n-s} \) and \( a_0 \in \mathbb{R}^{n-s} \) (here both \( x \) and \( a_0 \) are row vectors). It will be convenient to denote the matrix \( (a_0 \ A') \) by \( A \in M_{s+1,n-s} \), so that \( \mathcal{L} \) is parametrized by

\[
(0.6) \quad x \mapsto (x, \tilde{x}A),
\]

where \( \tilde{x} \) stands for \((1, x)\).

One of the advantages of such a parametrization is a possibility to relate Diophantine properties of \( A \) to those of points of \( \mathcal{L} \). Indeed, following \([\text{K2}]\), it can be easily shown that a good approximation to \( A \) gives rise to a good approximation to all points of \( \mathcal{L} \) simultaneously (see Lemma 5.4). Consequently, \( \omega(A) \) is a lower bound for \( \omega(\mathcal{L}) \); thus

\[
(0.7\geq) \quad \omega(\mathcal{L}) \geq \max \left( \omega(A), n \right).
\]

Estimating \( \omega(\mathcal{L}) \) from above is a more difficult task. We accomplish it in §5 by writing a precise expression for \( \omega(\mathcal{L}) \) parametrized as in (0.6) in terms of \( A \) (see Corollary 5.2). In particular, we prove

**Theorem 0.4.** If a proper affine subspace \( \mathcal{L} \) of \( \mathbb{R}^n \) is parametrized as in (0.6), where either (a) all the columns or (b) all the rows of \( A \) are rational multiples of one column (resp., row), then (0.7\geq) turns into equality; that is, one has

\[
(0.7=) \quad \omega(\mathcal{L}) = \max \left( \omega(A), n \right).
\]

This generalizes \([\text{K2}]\) Theorem 1.3. Examples of subspaces described by Theorem 0.4 include: those parallel to coordinate subspaces; lines passing through the origin; subspaces of codimension one. Whether or not (0.7=) holds in general is an open question; see §6.1–2 for discussion.

We remark that the main results of this paper, Theorems 2.1 and 2.2, are much more general than Theorem 0.2. Namely, we consider maps from Besicovitch metric spaces equipped with Federer measures; see §1 for definitions. Thus our main Diophantine result, Theorem 1.3, is substantially more general than Theorem 0.3.
In particular, its framework includes fractal subsets of \( \mathbb{R}^n \) or, more generally, measures of the form \( f_\ell \mu \) where \( \mu \) satisfies certain decay conditions, as in [KLW]. In §1 we review all the necessary terminology and background facts, and in §2 prove the general quantitative nondivergence estimates. Section 3 describes a connection between Diophantine approximation and dynamics which makes it possible to apply Theorem 2.2 to Diophantine exponents. Theorem 1.3 is proved in §4 and Theorem 0.4 in §5. In fact, the Diophantine exponents of arbitrary affine subspaces are expressed in terms of so-called higher order Diophantine exponents of matrices, which are introduced and studied in detail in §5. The last section contains several open questions and further generalizations of the Diophantine problems considered in the paper.

1. Preliminaries (Besicovitch, Federer, good, nonplanar) and the main Diophantine results

A metric space \( X \) is called \( N \)-Besicovitch if for any bounded subset \( A \) of \( X \) and any family \( \mathcal{B} \) of nonempty open balls in \( X \) such that each \( x \in A \) is a center of some ball of \( \mathcal{B} \), there is a finite or countable subfamily \( \{ B_i \} \) of \( \mathcal{B} \) covering \( A \) with multiplicity at most \( N \). We will say that \( X \) is Besicovitch if it is \( N \)-Besicovitch for some \( N \). The fact that \( \mathbb{R}^d \) is Besicovitch is the content of Besicovitch’s Covering Theorem [M] Theorem 2.7).

Let \( \mu \) be a Radon measure on \( X \), and \( U \) an open subset of \( X \) with \( \mu(U) > 0 \). Following [KLW], let us say that \( \mu \) is \( D \)-Federer on \( U \) if

\[
(1.1) \quad \sup_{x \in \text{supp} \mu, r > 0} \frac{\mu(B(x, 3r))}{\mu(B(x, r))} < D.
\]

Equivalently, one can replace ‘3’ in (1.1) by any \( c > 1 \), appropriately changing the value of \( D \). This explains why Federer measures are often called doubling. It will be useful to have a nonuniform version of the above definition: we will say that \( \mu \) as above is Federer if for \( \mu \)-a.e. \( x \in X \) there exists a neighborhood \( U \) of \( x \) and \( D > 0 \) such that \( \mu \) is \( D \)-Federer on \( U \). Many natural examples of measures, including those supported on fractals, can be shown to be Federer.

For a subset \( B \) of \( X \) and a function \( f \) from \( X \) to a normed space with norm \( \| \cdot \| \), we let \( \| f \|_B \overset{\text{def}}{=} \sup_{x \in B} \| f(x) \| \). If \( \mu \) is a measure on \( X \) and \( B \) is a subset of \( X \) with \( \mu(B) > 0 \), we define \( \| f \|_{\mu,B} \) to be equal to \( \| f \|_{B \cap \text{supp} \mu} \).

A function \( f : X \to \mathbb{R} \) is called \( (C, \alpha) \)-good on \( U \subset X \) with respect to \( \mu \) if for any open ball \( B \subset U \) centered in \( \text{supp} \mu \) one has

\[
(1.2) \quad \forall \varepsilon > 0 \quad \mu\left( \left\{ x \in B \mid \| f(x) \| < \varepsilon \right\} \right) \leq C \left( \frac{\varepsilon}{\| f \|_{\mu,B}} \right)^\alpha \mu(B).
\]

Informally speaking, a function is good if the set of points where it takes small values has small measure. We refer the reader to [KM], [BKM], [KLW], [KT] for various properties and examples. One of the elementary observations is conveniently stated below:

**Lemma 1.1** ([KLW] Lemma 4.1]). Suppose that \( f_1, \ldots, f_\ell \) are \( (C, \alpha) \)-good on \( U \) with respect to \( \mu \). Then \( (f_1^2 + \cdots + f_\ell^2)^{1/2} \) is \( (\ell^{\alpha/2}C, \alpha) \)-good on \( U \) with respect to \( \mu \).
In the situations when $U$ is a subset of $\mathbb{R}^d$ and $\mu = \lambda$, we will omit the reference to the measure and will simply say ‘$f$ is $(C,\alpha)$-good on $U$', as has already been done in (0.1). In that case one can replace $\|f\|_{\mu,B}$ in (1.2) by $\|f\|_{B}$ and not pay attention to the restriction of the center of $B$ lying in the support of the measure.

$(C,\alpha)$-good functions often come in families. For example, condition (0.1) used in Theorems 0.1 and 0.2 asserts that functions of the form $x \mapsto \|h(x)\Gamma\|$, where $\Gamma$ runs through subgroups of $\mathbb{Z}^k$, are all $(C,\alpha)$-good with uniform $C$ and $\alpha$. Often we will need to check the $(C,\alpha)$-good property for functions from a given finite-dimensional function space. An example: polynomials in $d$ variables are $(C,\alpha)$-good on $\mathbb{R}^d$ with $C$ and $\alpha$ depending only on $d$ and the degree of the polynomial.

The following definition was introduced in [K2] and [KT]. Let $f = (f_1,\ldots,f_n)$ be a map from a metric space $X$ to $\mathbb{R}^n$ and $\mu$ a measure on $X$. We will say that $(f,\mu)$ is good at $x \in X$ if there exists a neighborhood $V$ of $x$ and positive $C,\alpha$ such that any linear combination of $1, f_1,\ldots,f_n$ is $(C,\alpha)$-good on $V$ with respect to $\mu$. We will simply say that $(f,\mu)$ is good if it is good at $\mu$-almost every point. Again, the reference to the measure will be omitted when $\mu = \lambda$, in which case we will say that $f$ is good or good at $x$. For example, we will say that polynomial maps are good (in fact, good at every point). More generally, based on the work done in [KM], the following was proved in [K2]:

**Lemma 1.2.** Let $\mathcal{L}$ be an affine subspace of $\mathbb{R}^n$ and let $f$ be a smooth map from open $U \subset \mathbb{R}^d$ to $\mathcal{L}$ which is nondegenerate in $\mathcal{L}$ at $x \in U$. Then $f$ is good at $x$.

For a subset $M$ of $\mathbb{R}^n$, define its affine span $\langle M \rangle$ to be the intersection of all affine subspaces of $\mathbb{R}^n$ containing $M$. Then it is easy to see that $\mathcal{L}$ in the above lemma is equal to $\langle f(B) \rangle$ for some open $B \ni x$. It will be useful to define a similar property for more general maps and measures. Namely, let $X$ be a metric space, $\mu$ a measure on $X$, $\mathcal{L}$ an affine subspace of $\mathbb{R}^n$ and $f$ a map from $X$ into $\mathcal{L}$. Say that $(f,\mu)$ is nonplanar in $\mathcal{L}$ (cf. [KT] §4 and [KW3] §1) if

\begin{equation}
\mathcal{L} = \langle f(B \cap \text{supp } \mu) \rangle \quad \forall \text{ nonempty open } B \text{ with } \mu(B) > 0.
\end{equation}

As before, we will omit the dependence on $\mu$ (resp., $\mathcal{L}$) when $\mu = \lambda$ (resp., $\mathcal{L} = \mathbb{R}^n$). Clearly $(f,\mu)$ is nonplanar iff for any nonempty open $B$ of positive measure the restrictions of $1, f_1,\ldots,f_n$ to $B \cap \text{supp } \mu$ are linearly independent over $\mathbb{R}$.

As was said before, a basic example is given by nondegenerate smooth maps from $\mathbb{R}^d$ to $\mathbb{R}^n$: it is clear from the definition that nondegeneracy in $\mathcal{L}$ implies nonplanarity in $\mathcal{L}$. Thus the following statement generalizes Theorem 0.3:

**Theorem 1.3.** Let $\mu$ be a Federer measure on a Besicovitch metric space $X$, $\mathcal{L}$ an affine subspace of $\mathbb{R}^n$, and let $f : X \to \mathcal{L}$ be a continuous map such that $(f,\mu)$ is good and nonplanar in $\mathcal{L}$. Then

$$\omega(f,\mu) = \omega(\mathcal{L}) = \inf \{ \omega(y) \mid y \in \mathcal{L} \} = \inf \{ \omega(f(x)) \mid x \in \text{supp } \mu \}.$$  

The special case $\mathcal{L} = \mathbb{R}^n$ was (in a slightly different terminology) one of the main results of [KLW]. Note that in all the applications considered in this paper we will take $X$ to be an open subset of $\mathbb{R}^d$; however one can also work with vector spaces over other local fields and, using methods from [KT] and [G2], obtain non-Archimedean version of many results from the present paper; see §6.6 for further discussion.
Many nontrivial examples of measures $\mu$ and maps $f$ satisfying the conditions of the above theorem can be found in the paper [KLW]. For example, it is not hard to see that a measure $\mu$ on $\mathbb{R}^n$ is friendly (a property introduced in [KLW]) iff it is Federer and $(\text{Id}, \mu)$ is good and nonplanar (here Id is the identity map $\mathbb{R}^n \to \mathbb{R}^n$). Many measures naturally arising from geometric constructions can be shown to possess an even stronger property – such measures were referred to as ‘absolutely decaying and Federer’ in [KLW] and as ‘absolutely friendly’ in [PV]; many examples of those can be found in [KLW, [U, [SU]. It was proved in [KLW, §7] that if $\mu$ is absolutely decaying and Federer and $f$ is nondegenerate at $\mu$-a.e. point of $\mathbb{R}^d$, then $(f, \mu)$ is good and nonplanar. From the aforementioned facts, using Theorem 1.3 and, if necessary, compositions with affine isomorphisms, the following can be deduced:

**Corollary 1.4.** (a) Let $L$ be a $d$-dimensional affine subspace of $\mathbb{R}^n$, let $\mu$ be a friendly measure on $\mathbb{R}^d$, and let $f : \mathbb{R}^d \to L$ be an affine isomorphism. Then $\omega(f_\ast \mu) = \omega(L)$.

(b) Let $\mu$ be an absolutely decaying and Federer measure on $\mathbb{R}^d$, $L$ an affine subspace of $\mathbb{R}^n$, and let $f : \mathbb{R}^d \to L$ be a smooth map which is nondegenerate in $L$ at $\mu$-a.e. point of $\mathbb{R}^d$. Then $\omega(f_\ast \mu) = \omega(L)$.

For the special case of $L$ being extremal, part (a) was stated without proof in [KLW, §10.5].

2. Weighted posets and quantitative nondivergence

In this section we work with mappings of weighted partially ordered sets (posets) into spaces of functions on balls in a Besicovitch metric space. Here is some relevant terminology. By a weighted poset we mean a partially ordered set $\mathfrak{P}$ together with a map $\eta : \mathfrak{P} \to \mathbb{R}_+$. A linearly ordered subset of $\mathfrak{P}$ will be called a flag. We will denote by $\ell(\mathfrak{P})$ the length of $\mathfrak{P}$, i.e. the cardinality of a flag with maximal cardinality. If $\mathfrak{F}$ is a subset of $\mathfrak{P}$, we let $\mathfrak{P}(\mathfrak{F})$ be the poset of elements of $\mathfrak{P} \setminus \mathfrak{F}$ comparable with every element of $\mathfrak{F}$. Note that one always has

\begin{equation}
\ell(\mathfrak{P}(\mathfrak{F})) \leq \ell(\mathfrak{P}) - \ell(\mathfrak{F}).
\end{equation}

We will fix a metric space $X$ and consider a weighted poset $(\mathfrak{P}, \eta)$ together with a mapping $\psi$ from $\mathfrak{P}$ to the space $C(B)$ of $\mathbb{R}$-valued continuous functions on some subset $B$ of $X$, which we will denote by $s \mapsto \psi_s$. Given such a mapping and a positive number $\varepsilon$, we will say that a point $z \in B$ is $\varepsilon$-marked relative to $\mathfrak{P}$ if there exists a flag $\mathfrak{F}_z \subset \mathfrak{P}$ such that

\begin{enumerate}
\item[(M1)] $\varepsilon \eta(s) \leq |\psi_s(z)| \leq \eta(s)$ \quad $\forall s \in \mathfrak{F}_z$;
\item[(M2)] $|\psi_s(z)| \geq \eta(s)$ \quad $\forall s \in \mathfrak{P}(\mathfrak{F}_z)$.
\end{enumerate}

We will denote the set of all such points by $\Phi(\varepsilon, \mathfrak{P})$. When it does not cause confusion, we will omit the reference to either $\mathfrak{P}$, $\eta$ or $\varepsilon$, and will simply say that $z$ is $\varepsilon$-marked, or marked relative to $\mathfrak{P}$.

**Theorem 2.1.** Let $k, N \in \mathbb{Z}_+$ and $C, \alpha, D > 0$. Suppose that we are given an $N$-Besicovitch metric space $X$, a weighted poset $(\mathfrak{P}, \eta)$, a ball $B = B(x, r)$ in $X$, a measure $\mu$ which is $D$-Federer on $\tilde{B} \overset{def}{=} B(x, 3^m r)$, and a mapping $\psi : \mathfrak{P} \to C(\tilde{B})$,
$s \mapsto \psi_s$, such that the following holds:

(A0) $f(\mathcal{P}) \leq k$;
(A1) $\forall s \in \mathcal{P}$, $\psi_s$ is $(C, \alpha)$-good on $B$ with respect to $\mu$;
(A2) $\forall s \in \mathcal{P}$, $\|\psi_s\|_{\mu, B} \geq \eta(s)$;
(A3) $\forall y \in B \cap \text{supp} \mu$, $\#\{s \in \mathcal{P} \mid |\psi_s(y)| < \eta(s)\} \leq \infty$.

Then $\forall \varepsilon > 0$ one has

$$\mu(B \cap \Phi(\varepsilon, \mathcal{P})) \leq kC(ND^2)^k \varepsilon^{n} \mu(B).$$

The proof given below is a weighted modification of the argument from [KT1 §5], which, in its turn, generalizes [KM §4]. In a sense, this modification allows one to use the full strength of the construction originally introduced by Margulis [Mr1], obtaining what may be considered as the optimal result (see the discussion after the proof of Theorem 2.2).

Proof. We proceed by induction on $k$. If $k = 0$, the poset $\mathcal{P}$ is empty, and for any $z \in B$ one can take $\mathcal{F}_z = \emptyset$ and check that (M1) and (M2) are satisfied for all positive $\varepsilon$; thus all points of $B$ are marked. Now take $k \geq 1$ and suppose that the claim is proved for all smaller values of $k$.

Fix $C, \alpha, \rho, \mathcal{P}, B = B(x, r)$ and $\psi$ as in the formulation of the theorem. For any $y \in B \cap \text{supp} \mu$ define

$$H(y) \overset{\text{def}}{=} \{s \in \mathcal{P} \mid |\psi_s(y)| < \eta(s)\};$$

this is a finite subset of $\mathcal{P}$ in view of (A3). If $H(y)$ is empty, $y$ is clearly $\varepsilon$-marked for any positive $\varepsilon$: indeed, since $|\psi_s(y)| \geq \eta(s)$ for all $s \in \mathcal{P}$, one can again take $\mathcal{F}_y$ to be the empty set and check that (M1) and (M2) are satisfied. Thus one only needs to consider points $y$ from the set

$$E \overset{\text{def}}{=} \{y \in B \cap \text{supp} \mu \mid H(y) \neq \emptyset\} = \{y \in B \cap \text{supp} \mu \mid \exists s \in \mathcal{P} \text{ with } |\psi_s(y)| < \eta(s)\}.$$

Take $y \in E$ and $s \in H(y)$, and define

$$r_{s,y} \overset{\text{def}}{=} \sup\{t > 0 \mid \|\psi_s\|_{\mu, B(y, t)} < \eta(s)\}.\tag{2.2}$$

It follows from the continuity of functions $\psi_s$ that for small enough positive $t$ one has $\|\psi_s\|_{\mu, B(y, t)} < \eta(s)$, hence $r_{s,y} > 0$. Denote $B(y, r_{s,y})$ by $B_{s,y}$. From (A2) it is clear that $B_{s,y}$ does not contain $B$; therefore one has $r_{s,y} < 2r$. Note also that (2.2) immediately implies that

$$\|\psi_s\|_{\mu, B_{s,y}} \leq \eta(s).\tag{2.3}$$

Now for any $y \in E$ choose an element $s_y$ of $H(y)$ such that $r_{s_{s,y},y} \geq r_{s,y}$ for all $s \in H(y)$ (this can be done since $H(y)$ is finite). For brevity let us denote $r_{s,y}$ by $r_y$ and $B_{s,y} = \bigcup_{s \in H(y)} B_{s,y}$ by $B_y$. Also let us denote the poset $\mathcal{P}(\{s_y\})$ by $\mathcal{P}_y$.

The next claim allows one to show a point $z \in B_y$ to be marked relative to $\mathcal{P}$ once it is marked relative to $\mathcal{P}_y$. Namely, fix $\varepsilon > 0$ and $y \in E$, and take $z$ such that

$$z \in B_y \cap \text{supp } \mu \cap \Phi(\varepsilon, \mathcal{P}_y) \quad \text{and } |\psi_{s_y}(z)| \geq \varepsilon \eta(s_y).\tag{2.4}$$

Then we claim that $z$ belongs to $\Phi(\varepsilon, \mathcal{P})$; equivalently,

$$\{B_y \cap \text{supp } \mu\} \cap \Phi(\varepsilon, \mathcal{P}) \subset \left(B_y \setminus \Phi(\varepsilon, \mathcal{P}_y)\right) \cup \left\{x \in B_y \mid |\psi_{s_y}(x)| < \varepsilon \eta(s_y)\right\}.\tag{2.5}$$
Indeed, take $z$ as in (2.4); by definition of $\Phi(\varepsilon, \mathfrak{P}_y)$, there exists a flag $\mathfrak{F}_{y,z} \subset \mathfrak{P}_y$ such that

\[ \varepsilon \eta(s) \leq |\psi_s(z)| \leq \eta(s) \quad \forall s \in \mathfrak{F}_{y,z} \]  

and

\[ |\psi_s(z)| \geq \eta(s) \quad \forall s \in \mathfrak{P}_y(\mathfrak{F}_{y,z}) \]  

Put $\mathfrak{F}_z = \mathfrak{F}_{y,z} \cup \{s_y\}$. Then $\mathfrak{P}(\mathfrak{F}_z) = \mathfrak{P}_y(\mathfrak{F}_{y,z})$, so (M2) immediately follows from (2.7). Property (M1) for $s \neq s_y$ is given by (2.6), and for $s = s_y$ by (2.4) and (2.3). Thus (2.5) is proved.

Note that for any $y \in E$ one clearly has $r_y < 2r$, which in particular implies that $B_y \subset B(x, 3r)$. We are going to fix some $r'_y$ strictly between $r_y$ and $\min(2r, 3r_y)$, and denote $B(y, r'_y)$ by $B'_y$. Clearly one has

\[ \|\psi_s\|_{\mu, B'_y} \geq \eta(s) \quad \text{for any } y \in E \text{ and } s \in \mathfrak{P}. \]  

(Indeed, the definition of $r_y$ and (2.2) imply the above inequality for any $s \in H(y)$, and it obviously holds if $s \notin H(y)$.)

Now observe that $\mathfrak{P}_y$, $B'_y$ and $B''_y \overset{\text{def}}{=} B(y, 3^{k-1}r'_y)$ satisfy properties

- (A0) with $k$ replaced by $k - 1$ — in view of (2.1);
- (A2) — in view of (2.8);
- (A1) and (A3) — since

\[ B''_y = B(y, 3^{k-1}r'_y) \subset B(x, 3^{k-1}r'_y + r) \subset B(x, (2 \cdot 3^{k-1} + 1)r) \subset B(x, 3^k r) = \widehat{B}. \]

Therefore one has

\[ \mu \left(B_y \setminus \Phi(\varepsilon, \mathfrak{P}_y)\right) \leq \mu \left(B'_y \setminus \Phi(\varepsilon, \mathfrak{P}_y)\right) \leq (k - 1)C(ND^2)^{k-1}\varepsilon^\alpha \mu(B'_y) \leq D(k - 1)C(ND^2)^{k-1}\varepsilon^\alpha \mu(B_y) \]

by the induction assumption and the Federer property of $\mu$. On the other hand, in view of $\psi_{s_y}$ being $(C, \alpha)$-good on $\widehat{B} \supset B''_y$ with respect to $\mu$, one can write

\[ \mu \left( \{x \in B_y \mid |\psi_{s_y}(x)| < \varepsilon \eta(s_y)\} \right) \leq \mu \left( \{x \in B'_y \mid |\psi_{s_y}(x)| < \varepsilon \eta(s_y)\} \right) \]

\[ \leq C \left( \frac{\varepsilon \eta(s_y)}{\|\psi_{s_y}\|_{\mu, B''_y}} \right)^\alpha \mu(B'_y) \overset{(2.8)}{\leq} C \varepsilon^\alpha \mu(B'_y) \leq CD \varepsilon^\alpha \mu(B_y). \]

Now recall that we need to estimate the measure of $E \setminus \Phi(\varepsilon, \mathfrak{P})$. For any $y \in E$, in view of (2.5), (2.9) and (2.10) one has

\[ \mu \left(B_y \setminus \Phi(\varepsilon, \mathfrak{P})\right) \leq C \left((k - 1)N^{k-1}D^{2k-1} + D\right) \varepsilon^\alpha \mu(B_y) \leq kCN^{k-1}D^{2k-1}\varepsilon^\alpha \mu(B_y). \]

Finally, consider the covering $\{B_y \mid y \in E\}$ of $E$, choose a countable subset $Y$ of $E$ such that the multiplicity of the subcovering $\{B_y \mid y \in Y\}$ is at most $N$, and write

\[ \sum_{y \in Y} \mu(B_y) \leq N \mu \left( \bigcup_{y \in Y} B_y \right) \leq N \mu(B(x, 3r)) \leq ND \mu(B). \]
Therefore the measure of \( E \setminus \Phi(\varepsilon, \mathcal{P}) \) is bounded from above by
\[
\sum_{y \in Y} \mu(B_y \setminus \Phi(\varepsilon, \mathcal{P})) \leq kCN^{k-1}D^{2k-1}\varepsilon^\alpha \sum_{y \in Y} \mu(B_y) \\
\leq kC(ND^2)^ke^\alpha \mu(B),
\]
and the theorem is proven. \( \square \)

We now apply Theorem 2.1 to the (appropriately weighted) poset
\[ \mathcal{P}_k \deq \{ \text{nonzero primitive subgroups of } \mathbb{Z}^k \}, \]
with the inclusion relation (recall that a discrete subgroup \( \Gamma \subset \mathbb{Z}^k \) is called primitive if \( \Gamma = \Gamma_{\mathbb{R}} \cap \mathbb{Z}^k \)), and prove a general version of Theorem 0.2.

**Theorem 2.2.** Let \( k, N \in \mathbb{N} \) and \( C, D, \alpha, \rho > 0 \), and suppose we are given an \( N \)-Besicovitch metric space \( X \), a ball \( B = B(x_0, r_0) \subset X \), a measure \( \mu \) which is \( D \)-Federer on \( B \deq B(x_0, 3^kr_0) \), and a map \( h : \tilde{B} \to \text{GL}_k(\mathbb{R}) \). Assume that the following two conditions hold:

1. \( \forall \Gamma \in \mathcal{P}_k, \text{ the function } x \mapsto \|h(x)\Gamma\| \text{ is } (C, \alpha)\text{-good on } \tilde{B} \text{ w.r.t. } \mu; \)
2. \( \forall \Gamma \in \mathcal{P}_k, \|h(\cdot)\Gamma\|_{\mu, B} \geq \rho^{rk(\Gamma)}. \)

Then for any positive \( \varepsilon \leq \rho \) one has
\[
\mu(\{ x \in B \mid h(x)\mathbb{Z}^k \not\in K_\varepsilon \}) \leq kC(ND^2)^k \left( \frac{\varepsilon}{\rho} \right)^\alpha \mu(B).
\]

**Proof.** We let \( \mathcal{P} = \mathcal{P}_k \) and for all \( \Gamma \in \mathcal{P} \) define \( \psi_T(\cdot) \deq \|h(\cdot)\Gamma\| \) and \( \eta(\Gamma) = \rho^{rk(\Gamma)}. \)

It is easy to verify that \( (\mathcal{P}, \psi) \) and \( \psi \) satisfy properties \( (A0)\)–\( (A3) \) of Theorem 2.1.

Indeed, \( (A0) \) holds since any two primitive subgroups are either incomparable or have the same rank, \( (A1) \) is given by \([2.2-i]\) and \( (A2) \) by \([2.2-ii]\). To check \( (A3) \) it suffices to observe that for any \( x, \) since \( \wedge (h(x)\mathbb{Z}^k) \) is discrete in \( \mathbb{R}^k \), the number of primitive subgroups \( \Gamma \) of \( \mathbb{Z}^k \) for which \( \|h(x)\Gamma\| \leq 1 \) is finite.

In view of Theorem 2.1, it remains to prove that a point \( x \in B \) with \( h(x)\mathbb{Z}^k \not\in K_\varepsilon \) cannot be \( \tilde{\rho} \)-marked; in other words,
\[
(2.13) \quad \Phi(\varepsilon/\tilde{\rho}, \mathcal{P}) \subset \{ x \in B \mid \|v\| \geq \varepsilon \text{ for all } v \in \mathbb{Z}^k \setminus \{0\} \}. 
\]

Take an \( \tilde{\rho} \)-marked point \( x \in B \), and let \( \{0\} = \Gamma_0 \subseteq \Gamma_1 \subseteq \cdots \subseteq \Gamma_j = \mathbb{Z}^k \) be all the elements of \( \mathcal{G}_x \cup \{0, \mathbb{Z}^k\} \). Properties \( (M1) \) and \( (M2) \) translate into:
\[
(2.14) \quad \frac{\varepsilon}{\tilde{\rho}} \cdot \rho^{rk(\Gamma_i)} \leq \|h(x)\Gamma_i\| \leq \rho^{rk(\Gamma_i)} \quad \forall i = 0, \ldots, j - 1, 
\]
and
\[
(2.15) \quad \|h(x)\Gamma\| \geq \rho^{rk(\Gamma)} \quad \forall \Gamma \in \mathcal{P}(\mathcal{G}_x).
\]

(Even though \( \Gamma_0 = \{0\} \notin \mathcal{P} \), it is clear that it also satisfies \((2.14)\).)

Take any \( v \in \mathbb{Z}^k \setminus \{0\} \). Then there exists \( i, 1 \leq i \leq j \), such that \( v \in \Gamma_i \setminus \Gamma_{i-1} \). Denote \( (\Gamma_{i-1} + \mathbb{Z}v)_{\mathbb{R}} \cap \mathbb{Z}^k \) by \( \Gamma \). Clearly it is a primitive subgroup of \( \mathbb{Z}^k \) satisfying \( \Gamma_{i-1} \subset \Gamma \subset \Gamma_i \), therefore \( \Gamma \in \mathcal{G}_x \cup \mathcal{P}(\mathcal{G}_x) \). Now one can use properties \((2.14)\) and \((2.15)\) to deduce that
\[
(2.16) \quad \|h(x)\Gamma\| \geq \min \left( \frac{\varepsilon}{\tilde{\rho}} \cdot \rho^{rk(\Gamma)}, \rho^{rk(\Gamma)} \right) = \varepsilon \rho^{rk(\Gamma)} = \varepsilon \rho^{rk(\Gamma_{i-1})}. 
\]
On the other hand, from the submultiplicativity of the covolume it follows that \( \|h(x)\| \leq \|h(x)\Gamma_{i-1}\| \cdot \|h(x)v\| \). Thus
\[
\|h(x)v\| \geq \frac{\|h(x)\|}{\|h(x)\Gamma_{i-1}\|} \geq \frac{\varepsilon \mu_{\rho_{\mu}(\Gamma_{i-1})}}{\rho_{\mu}(\Gamma_{i-1})} = \varepsilon.
\]
This shows (2.13) and completes the proof of the theorem. \( \square \)

In order to better understand the difference between this theorem and its predecessors (proved in [KM], [KLW], [KT]), let us draw a corollary from it. Namely, suppose that \( X, \mu, \) and \( B \) are as in the above theorem, that \( h \) satisfies [2.2-i] with some \( C, \alpha \) (for example, \( X = \mathbb{R}^d, \mu = \lambda \) and \( h \) is a polynomial map), and that for some small positive \( \varepsilon \), the relative measure of \( x \in B \) for which \( h(x)\mathbb{Z}^k \notin K_{\varepsilon} \) is at least \( 1/2 \). Then Theorem 2.2 asserts that there exists a subgroup \( \Gamma \) of \( \mathbb{Z}^k \) such that \( \|h(\cdot)\|_{\mu, B} < \rho_{\mu}(\Gamma) \), where \( \rho = \left( 2kC(ND^2)^k \right)^{1/\alpha} \varepsilon \). Consequently, in view of Minkowski’s Lemma, the whole ‘trajectory’ \( h(B \cap \text{supp } \mu)\mathbb{Z}^k \) must be contained in the complement to \( K_{\text{const} \cdot \varepsilon} \), with the constant depending only on \( D, N, C, \alpha \) and \( k \). In other words, it must stay at a (uniformly) bounded distance from the complement to \( K_{\varepsilon} \). Note that using previously known results it was only possible to conclude that \( h(B \cap \text{supp } \mu)\mathbb{Z}^k \) must be outside of \( K_{\text{const} \cdot \varepsilon^{1/(r-1)}} \), a compact set of diameter approximately \( (k-1) \) times smaller than that of \( K_{\varepsilon} \).

When it comes to number-theoretic applications, the crucial advantage is that replacing \( \rho \) by \( \rho_{\mu}(\Gamma) \) makes [2.2-ii] easier to check. This will be demonstrated in the next section, where Theorem 2.2 will be applied to \( h \) as in (0.4).

3. An application to metric Diophantine approximation

We recall some notation and terminology introduced in the beginning of this paper, as well as in the paper [K2]. For \( m, n \in \mathbb{N} \) and \( v > 0 \), we denote by \( \mathcal{W}_v \) the set of \( A \in M_{m,n} \) for which there are infinitely many \( q \in \mathbb{Z}^n \) such that (0.5) holds for some \( p \in \mathbb{Z}^m \). The dimensionality of the matrices will be clear from the context. The Diophantine exponent \( \omega(A) \) of \( A \) defined in the Introduction is equal to
\[
\omega(A) = \sup \{ v \mid A \in \mathcal{W}_v \}.
\]
Clearly \( \mathcal{W}_u \subset \mathcal{W}_v \) if \( u \geq v \). We will also use the notation
\[
\mathcal{W}_v^+ \overset{\text{def}}{=} \bigcup_{u > v} \mathcal{W}_u = \{ A \mid \omega(A) > v \}.
\]
Note that the definition of \( \omega(A) \), unlike that of the sets \( \mathcal{W}_v \), does not depend on the choice of norms on \( \mathbb{R}^m \) and \( \mathbb{R}^n \).

Although there are many interesting and unsolved Diophantine problems related to the space of \( m \times n \) matrices, we specialize to the case \( m = 1 \), that is, consider Diophantine properties of vectors (= row matrices) \( y \in \mathbb{R}^n \). With some abuse of notation, we will view integer vectors \( q \in \mathbb{Z}^n \) as column vectors, so that \( yq \) stands for \( y_1q_1 + \cdots + y_nq_n \).

Now let us describe a correspondence, dating back to [Sc1] and [Da3], between approximation properties of vectors \( y \in \mathbb{R}^n \) and dynamics of certain trajectories in \( \Omega_{n+1} \). Given a row vector \( y \in \mathbb{R}^n \) one defines
\[
ux_{y} \overset{\text{def}}{=} \begin{pmatrix} 1 & y \\ 0 & I_n \end{pmatrix},
\]
where
and considers the lattice $u_y\mathbb{Z}^{n+1}$ in $\mathbb{R}^{n+1}$, that is, the collection of vectors of the form $\left(\frac{yq + p}{q}\right)$, where $p \in \mathbb{Z}$ and $q \in \mathbb{Z}^n$. Then one can read Diophantine properties of $y$ from the behavior of the trajectory $F u_y\mathbb{Z}^{n+1}$ in the space of lattices, where

$$F = \{g_t \mid t \geq 0\}, \quad \text{with} \quad g_t = \text{diag}(e^t, e^{-t/n}, \ldots, e^{-t/n}),$$

is a one-parameter subsemigroup of $\text{SL}_{n+1}(\mathbb{R})$ which expands the first coordinate and uniformly contracts the last $n$ coordinates of vectors in $\mathbb{R}^{n+1}$.

The following elementary lemma was proved in [K2].

**Lemma 3.1.** Suppose we are given a set $E \subset \mathbb{R}^2$ which is discrete and homogeneous with respect to positive integers, that is, $kE \subset E$ for any $k \in \mathbb{N}$. Also take $a, b > 0$, $v > a/b$, and define $c$ by

$$c = \frac{bv - a}{v + 1} \Leftrightarrow v = \frac{a + c}{b - c}.$$  

Then the following are equivalent:

1. there exist $(x, z) \in E$ with arbitrarily large $|z|$ such that $|x| \leq |z|^{-v}$;
2. there exist arbitrarily large $t > 0$ such that for some $(x, z) \in E \setminus \{0\}$ one has

   $$\max (e^{at}|x|, e^{-bt}|z|) \leq e^{-ct}.$$  

Taking $v > n$, $y \in \mathbb{R}^n$ and

$$E = \{ (yq + p, \|q\|) \mid (p, q) \in \mathbb{Z}^{n+1}\},$$

one notices that [3.1-i] is equivalent to $y \in \mathcal{W}_v$. On the other hand, choosing $a = 1$ and $b = 1/n$ one sees that [3.1-ii] amounts to

$$g_t u_y\mathbb{Z}^{n+1} \notin K_{e^{-ct}}$$

for an unbounded set of $t \in \mathbb{R}_+$, where

$$c = \frac{v - n}{n(v + 1)} \Leftrightarrow v = \frac{n(1 + c)}{1 - nc}.$$  

Thus, if we define $\gamma(y)$ to be the supremum of all $c$ for which (3.3) holds, or, equivalently,

$$\gamma(y) = \sup \left\{ c \mid g_t u_y\mathbb{Z}^{n+1} \notin K_{e^{-ct}} \text{ for infinitely many } t \in \mathbb{N} \right\}$$

(in [K2] this quantity was called the growth exponent of $u_y\mathbb{Z}^{n+1}$ with respect to $F$), then we have the equality

$$\omega(y) = n\frac{1 + \gamma(y)}{1 - n\gamma(y)}$$

(cf. [K2 Corollary 2.3]).

Now let us turn to computing Diophantine exponents of measures. If $\nu$ is a measure on $\mathbb{R}^n$ and $v \geq n$, one has $\omega(\nu) \leq v$ iff $\nu(\mathcal{W}_v) = 0$ for any $u > v$. In view of the above discussion, this amounts to saying that for any $d > c$ where $c$ is given by (3.4),

$$\nu \left( \left\{ y \mid g_t u_y\mathbb{Z}^{n+1} \notin K_{e^{-dt}} \text{ for an unbounded set of } t \in \mathbb{R}_+ \right\} \right) = 0.$$
This is easily seen to be equivalent to
\[ \forall d > c, \quad \nu \left( \{ y \mid g_t u_y Z^{n+1} \notin K_{c-a} \text{ for infinitely many } t \in \mathbb{N} \} \right) = 0, \]
and, in view of the Borel-Cantelli Lemma, a condition sufficient for the latter is
\[ (3.6) \quad \sum_{t=1}^{\infty} \nu \left( \{ y \mid g_t u_y Z^{n+1} \notin K_{c-a} \} \right) < \infty \quad \forall d > c. \]

This is precisely where the measure estimates discussed in the previous section come in.

**Proposition 3.2.** Let \( X \) be a Besicovitch metric space, \( B = B(x, r) \subset X \) a ball, \( \mu \) a measure which is D-Federer on \( \hat{B} \overset{def}{=} B(x, 3^{n+1}r) \) for some \( D > 0 \), and \( f \) a continuous map from \( \hat{B} \) to \( \mathbb{R}^n \). Also take \( c \geq 0 \) and assume that:

- \([3.2-i]\) \( \exists C, \alpha > 0 \) such that all the functions \( x \mapsto \|g_t u_f(x)\|, \Gamma \in \mathfrak{F}_{n+1} \), are \( (C, \alpha) \)-good on \( \hat{B} \) w.r.t. \( \mu \);
- \([3.2-ii]\) for any \( d > c \) there exists \( T = T(d) > 0 \) such that for any \( t \geq T \) and any \( \Gamma \in \mathfrak{F}_{n+1} \) one has
  \[ \|g_t u_f(x)\|_{\mu, B} \geq e^{-rk(\Gamma)dt}. \]

Then \( \omega(f, (\mu|_B)) \leq v \), where \( v \) is related to \( c \) via \((3.4)\).

**Proof.** As was observed in the course of the preceding discussion, it suffices to show \((3.6)\) for \( \nu = f, (\mu|_B) \). We now proceed to verify that the map \( h = g_t u_f \) satisfies the assumptions of Theorem 2.2, with \( k = n + 1 \). Condition \([2.2-i]\) clearly coincides with \([3.2-i]\). For the other condition, we take \( d > c \) and \( \rho = e^{-\frac{cd}{\alpha+1}} \), so that \([3.2-ii]\) implies \([2.2-ii]\) for any \( t > T\left(\frac{cd}{\alpha+1}\right) \). Therefore, by Theorem 2.2,
\[
\nu \left( \{ y \mid g_t u_y Z^{n+1} \notin K_{c-a} \} \right) = \mu \left( \{ x \in B \mid h(x)Z^{n+1} \notin K_{c-a} \} \right)
\leq (n+1)C(ND^2)^{n+1} \left( e^{-dt} e^{\frac{cd}{\alpha+1}} \right)^{\alpha} \mu(B)
\leq \text{const. } e^{-c \frac{d}{\alpha+1}}
\]
for all but finitely many \( t \in \mathbb{N} \). This readily implies \((3.6)\).

\(\square\)

**Remark 3.3.** Note that both \([3.2-i]\) and \([3.2-ii]\) trivially hold for \( \Gamma \) of rank 0 and \( n+1 \), and also that the validity of those conditions for all primitive \( \Gamma \) is equivalent to their validity for all subgroups. It will be convenient to denote by \( S_{k,j} \) the set of all subgroups of \( \mathbb{Z}^k \) of rank \( j \). Thus, to apply Proposition 3.2 it will be enough to check \([3.2-i,ii]\) for all \( \Gamma \in S_{n+1,j}, j = 1, \ldots, n \).

**4. Computing Diophantine exponents of measures**

In this section we use Proposition 3.2 to prove Theorem 1.3, that is, for a given \( v \geq n \), write necessary and sufficient conditions for Diophantine exponents of certain measures to be not greater than \( v \). For this we need to understand to what extent the two conditions in the above proposition are necessary. While not much can be said about the first one, it turns out that assumption \([3.2-ii]\) is in fact necessary for the conclusion of Proposition 3.2. Furthermore, the consequences of \([3.2-ii]\) not being true are surprisingly strong.
Lemma 4.1. Let \( \mu \) be a measure on a set \( B \), take \( c, v > 0 \) related via (3.4), and let \( f \) be a map from \( B \) to \( \mathbb{R}^n \) such that [3.2-ii] does not hold. Then \( f(B \cap \text{supp } \mu) \subset W_u \), for some \( u > v \).

We remark that the negation of the conclusion of Proposition 3.2 is much weaker: it simply amounts to saying that for some \( u > v \) the set \( \{ x \in B \mid f(x) \in W_u \} \) has positive measure.

Proof. The assumption of the lemma says that there exists \( d > c \) such that one has

\[
\sup_{x \in B \cap \text{supp } \mu} \| g_t u_{f(x)} \Gamma \| < e^{-rk(\Gamma)dt}
\]

for arbitrarily large \( t \) (and \( \Gamma \subset \mathbb{Z}^{n+1} \) dependent on \( t \)). In other words, there exists \( 1 \leq j \leq n \), a sequence \( t_i \to \infty \) and a sequence of subgroups \( \Gamma_i \in S_{n+1,j} \) such that for any \( x \in B \cap \text{supp } \mu \) one has \( \| g_{t_i} u_{f(x)} \Gamma_i \| < e^{-jdt_i} \). But in view of Minkowski’s Lemma, this means that for any \( i \) and any \( x \in B \cap \text{supp } \mu \) there is a nonzero vector \( \mathbf{v} \in g_{t_i} u_{f(x)} \Gamma_i \) with \( \| \mathbf{v} \| < 2^i e^{-dt_i} \). Hence

\[
g_{t_i} u_{f(x)} \mathbb{Z}^{n+1} \not\subset K_{2^i e^{-dt_i}},
\]

which implies that \( \gamma(f(x)) \geq d \), finishing the proof in view of (3.5). \( \square \)

It is worthwhile to point out that it is precisely the above argument that requires a strengthening of the quantitative nondivergence obtained in §2. Previously available techniques could only yield \( \gamma(f(x)) \geq d/n \), which was enough in the case \( v = n \iff c = 0 \), but not in the general case.

To write [3.2-ii] in a more convenient form, instead of discrete subgroups \( \Gamma \) of \( \mathbb{R}^k \) we will work with elements \( \mathbf{w} \in \wedge(\mathbb{R}^k) \) representing them, saying that \( \mathbf{w} \) represents \( \Gamma \neq \{ 0 \} \) if \( \mathbf{w} = \mathbf{v}_1 \wedge \cdots \wedge \mathbf{v}_j \) where \( \mathbf{v}_1, \ldots, \mathbf{v}_j \) is a basis of \( \Gamma \) as a \( \mathbb{Z} \)-module. Clearly \( \mathbf{w} \) representing \( \Gamma \) is defined up to a sign, hence \( \| \Gamma \| = \| \mathbf{w} \| \). Now let us reproduce a computation (first done in [KM]) of coordinates of \( g_{t_i} u_{f(x)} \Gamma \) with respect to the standard basis of \( \wedge(\mathbb{R}^{n+1}) \). For the rest of this section let us denote \( \mathbb{R}^{n+1} \) by \( V \), its standard basis by \( \mathbf{e}_0, \mathbf{e}_1, \ldots, \mathbf{e}_n \), and the space spanned by \( \mathbf{e}_1, \ldots, \mathbf{e}_n \) by \( V_0 \). For \( I = \{ i_1, \ldots, i_j \} \subset \{ 0, \ldots, n \} \), \( i_1 < i_2 < \cdots < i_j \), let

\[
\mathbf{e}_I = \mathbf{e}_{i_1} \wedge \cdots \wedge \mathbf{e}_{i_j} \in \wedge^j(V),
\]

with the convention \( \mathbf{e}_0 = 1 \); then \( \{ \mathbf{e}_I \mid \# I = j \} \) is a basis of \( \wedge^j(V) \), and we extend the Euclidean structure \( \langle \cdot, \cdot \rangle \) from \( V \) to its exterior powers so that this basis becomes orthonormal.

Since the action of \( u_y \) leaves \( \mathbf{e}_0 \) invariant and sends \( \mathbf{e}_i, i > 0 \), to \( \mathbf{e}_i + y_i \mathbf{e}_0 \), one can write\(^1\)

\[
(4.1) \quad u_y \mathbf{e}_I = \begin{cases} 
\mathbf{e}_I & \text{if } 0 \in I, \\
\mathbf{e}_I + \sum_{i \notin I} \langle \mathbf{e}_i \wedge \mathbf{e}_I \setminus \{ i \}, \mathbf{e}_i \rangle y_i \mathbf{e}_{I \cup \{ 0 \} \setminus \{ i \}} & \text{otherwise}.
\end{cases}
\]

Therefore \( \mathbf{w} \in \wedge^j(V) \) is sent to

\[
(4.2) \quad u_y \mathbf{w} = \sum_{I \subset \{ 1, \ldots, n \}} \langle \mathbf{e}_I, \mathbf{w} \rangle \mathbf{e}_I + \sum_{J \subset \{ 1, \ldots, n \}} \left( \sum_{i=0}^n \langle \mathbf{e}_i \wedge \mathbf{e}_J, \mathbf{w} \rangle y_i \right) \mathbf{e}_{\{ 0 \} \cup J}
\]

\(^1\)The quantity \( \langle \mathbf{e}_i \wedge \mathbf{e}_I \setminus \{ i \}, \mathbf{e}_I \rangle \) in (4.1), which is equal to \( 1 \) (resp., \(-1\)) if the number of elements of \( I \) strictly between \( 0 \) and \( i \) is even (resp., odd), was denoted by \( (-1)^{\ell(I,i)} \) in [K2].
(where it is understood that \#I = j, \#J = j - 1, and y_0 = 1). Note that the first sum in (4.2) is the image of \( w \) under the orthogonal projection from \( \Lambda^j(V) \) onto \( \Lambda^j(V_0) \), which (the projection) we will denote by \( \pi \). On the other hand, each term in the second sum is orthogonal to \( w \) in \([KLW]\).

In particular, the kernel of \( w \mapsto c(w) \) is \( \bigwedge^j(V_0) \), that is, the orthogonal complement to \( e_0 \wedge \bigwedge^{j-1}(V_0) \). Likewise, for every \( i \) the kernel of \( w \mapsto c(w)_i \) is the orthogonal complement to \( e_i \wedge \bigwedge^{j-1}(V_0) \), which implies that the kernel of \( c \) is trivial.

With this notation, (4.2) can be rewritten as

\[
  u_y w = \pi(w) + e_0 \wedge \hat{y}c(w),
\]

where \( \hat{y} \) stands for the row vector \((1, y_1, \ldots, y_n)\), and the product in \( \hat{y}c(w) \) is the formal matrix multiplication (of the row vector \( \hat{y} \in \mathbb{R}^{n+1} \) and the column vector \( c(w) \in (\Lambda(V))^{n+1} \)). In other words,

\[
  u_y w = \pi(w) + e_0 \wedge \sum_{i=0}^n y_i c(w)_i = (4.4) \quad w + e_0 \wedge \sum_{i=1}^n y_i c(w)_i.
\]

Since \( \bigwedge^j(V_0) \) and its orthogonal complement are eigenspaces of \( g_t \) with eigenvalues \( e^{-\frac{t}{n+1}} \) and \( e^{\frac{n+1-t}{n+1}} \), respectively, one can write

\[
  g_t u_y w = e^{-\frac{t}{n+1}} \pi(w) + e^{\frac{n+1-t}{n+1}} e_0 \wedge \hat{y}c(w);
\]

thus, up to a uniform constant,

\[
  \|g_t u_{F(\cdot)} \Gamma\|_{\mu,B} = \max \left( e^{-\frac{t}{n+1-j}} \|\hat{f}(\cdot)c(w)\|_{\mu,B}, e^{-\frac{t}{n+1}} \|\pi(w)\| \right),
\]

where \( \Gamma \in S_{n+1,j} \) is represented by \( w \), and we use the notation \( f \triangleq (1, f_1, \ldots, f_n) \).

Observe that from the above one can already extract a nice lower bound for (4.6) whenever the restrictions of \( 1, f_1, \ldots, f_n \) to \( B \cap \text{supp} \mu \) are linearly independent. Indeed, then the correspondence \( v \mapsto \|\hat{f}(\cdot)v\|_{\mu,B} \) yields a norm on \( (\bigwedge(V))^{n+1} \), which is obviously equivalent to the standard (Euclidean) norm. Thus, up to a (uniform in \( w \)) constant, the expression (4.6) is bounded from below by \( \|c(w)\| \).

Since \( c \) has trivial kernel and maps \( \bigwedge(V_0) \) into \( (\bigwedge(V_0))^{n+1} \), one has \( \|c(w)\| \geq 1 \) for any nonzero \( w \in \bigwedge(V_0) \). This argument appears in \([KM]\) and, in a dual form, in \([KLW]\).

In general the desired lower bound is affected by the linear dependence relations between the components of \( f \). Namely, denote by \( F_{\mu,B} \) the \( \mathbb{R} \)-linear span of the restrictions of \( 1, f_1, \ldots, f_n \) to \( B \cap \text{supp} \mu \), denote its dimension by \( s+1 \), and choose
functions \( g_1, \ldots, g_s : B \cap \text{supp } \mu \to \mathbb{R} \) such that \( 1, g_1, \ldots, g_s \) form a basis of \( \mathcal{F}_{\mu, B} \). This choice defines a matrix

\[
R = (r_{i,j})_{i=0, \ldots, s} \in M_{s+1, n+1}
\]

formed by coefficients in the expansion of \( 1, f_1, \ldots, f_n \) as linear combinations of \( 1, g_1, \ldots, g_s \). In other words, with the notation \( \tilde{g} \overset{\text{def}}{=} (1, g_1, \ldots, g_s) \), one has

\[
(4.7) \quad \tilde{f}(x) = \tilde{g}(x)R \quad \forall x \in B \cap \text{supp } \mu.
\]

Moreover, since the first components of \( \tilde{f} \) and \( \tilde{g} \) are equal to 1, the elements in the first column of \( R \) are

\[
(4.8) \quad r_{i,0} = \begin{cases} 1 & \text{if } i = 0, \\ 0 & \text{otherwise}. \end{cases}
\]

In view of (4.7), \( \| \tilde{f}(\cdot)c(w) \|_{\mu, B} \) can be replaced by \( \| \tilde{g}(\cdot) Rc(w) \|_{\mu, B} \), and the latter, in view of linear independence of the components of \( \tilde{g} \), simply by the norms of vectors \( Rc(w) \). Summarizing the discussion, we see that [3.2-ii] is equivalent to

\[
(4.9) \quad \forall d > c \quad \exists T > 0 \quad \text{such that } \forall t \geq T, \forall j = 1, \ldots, n \text{ and } \forall w \in S_{n+1, j}
\]

\[
\text{one has } \max \left( e^{\frac{\pi - 1}{n}} \| Rc(w) \|, e^{-\frac{\pi}{n}} \| \pi(w) \| \right) \geq e^{-jd},
\]

where we have identified \( S_{n+1, j} \) with the set of elements of \( \bigwedge^j(\mathbb{R}^{n+1}) \) representing \( \Gamma \in S_{n+1, j} \).

Here is another way to understand the above condition. Let \( r_i = (r_{i,0}, \ldots, r_{i,n}) \) stand for the \( i \)th row of \( R \), \( i = 0, \ldots, s \). Then, using (4.3), one can write the \( i \)th component of \( Rc(w) \) in the form

\[
(4.10) \quad \left[ Rc(w) \right]_i = \sum_{k=0}^{n} r_{i,k} \sum_{j} \langle e_k \wedge e_j, w \rangle e_j
\]

\[
= \sum_{j} \langle \sum_{k=0}^{n} r_{i,k} e_k \wedge e_j, w \rangle e_j = \sum_{j} \langle r_i \wedge e_j, w \rangle e_j,
\]

and therefore, up to a uniform constant induced by replacing the Euclidean norm with the sup norm,

\[
(4.11) \quad \| Rc(w) \| = \max_{i=0, \ldots, s} \max_{\# J = j - 1} \left| \langle r_i \wedge e_j, w \rangle \right|.
\]

At this point it becomes useful to recall Lemma 3.1. Namely, for each \( j = 1, \ldots, n \) consider

\[
E = \{ (\| Rc(w) \|, \| \pi(w) \|) \mid w \in S_{n+1, j} \}.
\]

It is clearly homogeneous with respect to positive integers, and the fact that it is discrete is easy from (4.11) and (4.8). Take \( a = \frac{n+1-j}{n} \) and \( b = \frac{1}{n} \), and recall that in the beginning we fixed \( v \geq n \) and chose \( c = \frac{v-n}{n(v+1)} \). Thus (4.9) amounts to saying that for any \( c > c_0 \overset{\text{def}}{=} j \frac{v-n}{n(v+1)} \) condition [3.1-ii] does not hold. By Lemma 3.1, this is equivalent to saying that [3.1-i] does not hold with \( v \) replaced by any real number greater than

\[
\frac{a + c_0}{b - c_0} = \frac{\frac{n+1-j}{n} + j \frac{v-n}{n(v+1)}}{\frac{1}{n} - j \frac{v-n}{n(v+1)}} = \frac{v + 1 - j}{j}.
\]
Therefore (4.9) becomes equivalent to
\begin{equation}
\forall j = 1, \ldots, n, \forall u > \frac{u+1-j}{j} \text{ and } \forall w \in S_{n+1,j}
\end{equation}
with large enough \(\|\pi(w)\|\), one has \(\|Rc(w)\| > \|\pi(w)\|^{-u}\).

As a result, we managed to get rid of an auxiliary variable \(t\) in (4.9) and found a way to directly involve \(v\), rather than relate it to \(c\) via (3.4).

Note that the only way the ball \(B\), the measure \(\mu\) and the map \(f\) enter the above conditions is via the matrix \(R\), which depends on both \(B \cap \text{supp } \mu\) and \(f\) and is not uniquely determined – but another choice of \(R\) would clearly yield a condition equivalent to (4.9) \(\Rightarrow\) (4.12). Here is another useful way to describe \(R\). Let
\begin{equation}
\mathcal{L} = \langle f(B \cap \text{supp } \mu) \rangle_a ,
\end{equation}
put \(s = \dim(\mathcal{L})\), and suppose
\begin{equation}
h : \mathbb{R}^s \to \mathcal{L} \text{ is an affine isomorphism, and } \tilde{h}(x) = \tilde{x}R , \ x \in \mathbb{R}^s ,
\end{equation}
where as usual we have \(\tilde{h} \overset{\text{def}}{=} (1, h_1, \ldots, h_n)\) and \(\tilde{x} \overset{\text{def}}{=} (1, x_1, \ldots, x_n)\). Then it is clear that \(R\) and \(g \overset{\text{def}}{=} h^{-1} \circ f\) satisfy (4.7), and that \(1, g_1, \ldots, g_n\) generate \(\mathcal{F}_{\mu,B}\) and are linearly independent over \(\mathbb{R}\). This way, condition (4.12) \(\Leftrightarrow\) (4.9) \(\Leftrightarrow\) [3.2-ii] becomes a property of the ‘enveloping subspace’ \(\langle f(B \cap \text{supp } \mu) \rangle_a\); in particular, \(R\) can be chosen uniformly for all measures \(\mu\), balls \(B\) intersecting \(\text{supp } \mu\) and maps \(f\) as long as (4.13) holds.

We are now ready for the main result of the section.

**Theorem 4.2.** Let \(\mu\) be a Federer measure on a Besicovitch metric space \(X\), \(\mathcal{L}\) an affine subspace of \(\mathbb{R}^n\), and let \(f : X \to \mathcal{L}\) be a continuous map such that \((f, \mu)\) is good and nonplanar in \(\mathcal{L}\). Then the following are equivalent for \(v \geq n\):

- [4.2-i] \(\{x \in \text{supp } \mu \mid f(x) \notin W_u\}\) is nonempty for any \(u > v\);
- [4.2-ii] \(\omega(f, \mu) \leq v\) (in other words, each of the sets in [4.2-i] has full measure);
- [4.2-iii] (4.12) holds for some \(\Leftrightarrow\) (for any) \(R\) satisfying (4.14).

This was proved in [K2] for \(v = n\).

**Proof.** Obviously [4.2-ii] \(\Rightarrow\) [4.2-i]. Assuming [4.2-ii] and using the facts that \(\mu\) is Federer and \((f, \mu)\) is good, one can conclude that \(\mu\)-a.e. \(x \in X\) has a neighborhood \(V\) such that \(\mu\) is \((C, \alpha)\)-good and \(D\)-Federer on \(V\) for some \(C, D, \alpha > 0\). Choose a ball \(B = B(x, r)\) of positive measure such that the dilated ball \(\tilde{B} = B(x, 3^{n+1}r)\) is contained in \(V\), and note that (4.13) holds in view of (1.3). We have seen in (4.5) that for any \(w\), each of the coordinates of \(g_1 u f w\) is expressed as a linear combination of functions \(1, f_1, \ldots, f_n\). Therefore, in view of Lemma 1.1, [3.2-i] will hold (perhaps with a different constant \(C\)), and [3.2-ii] was postulated in the disguise of (4.12), as shown by the discussion preceding the statement of the theorem. Thus Proposition 3.2 applies, and [4.2-ii] follows.

On the other hand, saying that [4.2-ii] does not hold, in view of the same discussion, amounts to assuming that no ball \(B\) intersecting \(\text{supp } \mu\) satisfies [3.2-ii]. From Lemma 4.1 it then follows that \(f(B \cap \text{supp } \mu) \subset W_u\) for some \(u > v\), contradicting [4.2-i].

An especially remarkable feature of the above theorem is that whenever conditions [4.2-ii] hold for some \(X, \mu\) and \(f\) satisfying the assumptions of the theorem, they hold for any \(X, \mu, f\) satisfying those assumptions. Indeed, condition [4.2-iii]
equivalent to them has no reference to \( f, \mu \) or \( X \), only to \( \mathcal{L} \). In particular, one can make the most natural choice of \( X, \mu, f \); that is, put \( X = \mathbb{R}^s, \mu = \lambda \) and \( f = h \) as in (4.14), thus establishing Theorems 1.3 and 0.3, and furthermore producing a formula for the Diophantine exponent of \( \mathcal{L} \). Namely, one has

**Corollary 4.3.** Let \( \mathcal{L} \) be an \( s \)-dimensional affine subspace of \( \mathbb{R}^n \). Then

\[
\omega(\mathcal{L}) = \max \left( n, \sup \{ v \mid (4.12) \text{ holds for } R \text{ as in (4.14)} \} \right).
\]

This will be made more explicit in the next section.

5. **Higher Diophantine exponents and Theorem 0.4**

In this section we start by fixing a parametrization (0.6) for an \( s \)-dimensional affine subspace \( \mathcal{L} \) of \( \mathbb{R}^n \). This amounts to taking \( R \) of the form

\[
R = R_A \overset{\text{def}}{=} \left( I_{s+1} \ A \right)
\]

where \( A \in M_{s+1,n-s} \). In order to restate condition (4.12) in terms of \( A \), let us denote by \( a_i = (a_{i,s+1}, \ldots, a_{i,n}) \) the \( i \)th row of \( A, i = 0, \ldots, s \), and identify it with an element of \( V \) by putting \( a_i = \sum_{k=s+1}^n a_{i,k} e_k \). Then, in view of (4.11), we have

\[
\| R_A c(w) \| = \max_{i=0, \ldots, s} \max_{J \subset \{1, \ldots, n\}} \left| \left( e_i + a_i \right) \wedge e_J, w \right|.
\]  

(this was checked in [K2, Lemmas 4.5 and 4.6] for some special cases). Since \( 1 \geq \| \pi(w) \|^{-u} \) whenever \( u > \frac{\pi(1)}{\lambda} \) and \( v \) is at least \( j - 1 \), we can conclude that subgroups of rank greater than \( n-s \) have no impact on the Diophantine exponent of \( \mathcal{L} \).
It will be convenient to associate to $A$ the following quantities: for each $j = 1, \ldots, n - s$, define

$$
\omega_j(A) \overset{\text{def}}{=} \sup \left\{ v \left| \exists w \in S_{n+1,j} \text{ with arbitrary large } \|\pi_\bullet(w)\| \text{ such that } \|R_A(c(w))\| < \|\pi_\bullet(w)\|^{\omega / \|\pi_\bullet(w)\|} \right. \right\}.
$$

By Lemma 5.1, (4.12) holds if and only if $\omega_j(A) \leq v$ for all $j = 1, \ldots, n - s$. Thus Corollary 5.3 can be rewritten as

**Corollary 5.2.** For $\mathcal{L}$ parametrized by (0.6), $\omega(\mathcal{L}) = \max \{ n, \omega_j(A)_{j=1, \ldots, n-s} \}$.

We will refer to $\omega_j(A)$ as the *Diophantine exponent of $A$ of order $j$*. The reason for this terminology is the observation, essentially made in [K2], that

**Lemma 5.3.** $\omega_1(A) = \omega(A)$.

*Proof.* Take $v = \begin{pmatrix} p \\ q \end{pmatrix} \in \mathbb{Z}^{n+1} \setminus \{0\} = S_{n+1,1}$ in place of $w$, where $p \in \mathbb{Z}^{s+1}$ and $q \in \mathbb{Z}^{n-s}$, and observe that the only possible choice of $J$ in (5.1) and (4.3) is $J = \emptyset$. It follows that $c(v) = v, R_A(c(w)) = p + Aq$ and $\pi_\bullet(v) = q$; hence the inequality in (5.2) coincides with (0.5). \hfill \Box

In view of the lemma, the estimate (0.7$\geq$) stated in the Introduction gets to be a special case of Corollary 5.2 corresponding to $j = 1$. However it is worthwhile to note that this inequality can be proved in an elementary way, and even more can be said:

**Lemma 5.4.** Let $\mathcal{L}$ be parametrized as in (0.6). Then for any $u < \omega(A)$ there exists an infinite subset $\mathcal{A}$ of $\mathbb{Z}^{n+1}$ such that

$$
|yq + p| < \|q\|^{-v} \text{ for all } y \in \mathcal{L} \text{ and all but finitely many } (p, q) \in \mathcal{A}.
$$

This not only proves the lower bound (0.7$\geq$), but also provides a way to approximate *all* points of $\mathcal{L}$ uniformly by a fixed sequence of integers.

*Proof.* One knows that for any $v < \omega(A)$ and infinitely many $q \in \mathbb{Z}^{n-s}$ one can find $p = (p_0, p_1, \ldots, p_s) \in \mathbb{Z}^{s+1}$ satisfying (0.5). Now take any $x \in \mathbb{R}^s$, denote $(p_1, \ldots, p_s)$ by $p'$ and write

$$
\left| p_0 + (x, \tilde{x}A) \begin{pmatrix} p' \\ q \end{pmatrix} \right| = \left| p_0 + xp' + \tilde{x}Aq \right| = \|\tilde{x}(Aq + p)\| \leq \|\tilde{x}\| \|Aq + p\|.
$$

Slightly decreasing $v$ if needed, one gets

$$
\left| p_0 + (x, \tilde{x}A) \begin{pmatrix} p' \\ q \end{pmatrix} \right| \leq \|q\|^{-v}
$$

for all but finitely many $(p, q)$ as above. Then it easily follows from (0.5) that $\|p\|$ is bounded from above by $C\|q\|$, where $C$ depends only on $A$. Thus, after possibly another slight change of $v$ and throwing away another finite subset, one can put $\|\begin{pmatrix} p' \\ q \end{pmatrix}\|^{-v}$ in the right hand side of (5.4). \hfill \Box

We now turn to the equality cases in (0.7$=$), that is, to Theorem 0.4. The first observation is that from Lemma 5.3 and Corollary 5.2 one can immediately deduce (0.7$=$) for $s = n - 1$, that is, for column matrices $\leftrightarrow$ codimension one subspaces of...
the linearity of $u \in \mathbb{R}^n$. Since both $\omega(\mathcal{L})$ and $\omega(A)$ are obviously infinite if columns of $A$ are linearly dependent over $\mathbb{Q}$, this proves Theorem 0.4 in case (b).

Another case when Theorem 0.4 holds for trivial reasons is $\mathcal{L} = \{ \{a\} \}$, a zero-dimensional subspace represented by a $1 \times n$ matrix $a \in \mathbb{R}^n$. Indeed, it is a tautological statement that $\omega(\mathcal{L})$, that is, the Diophantine exponent of the $\delta$-measure supported at $a$, is equal to $\omega(a)$. On the other hand, everything done in §4 is easily applicable in the case $s = 0$ (and $\tilde{x} = 1$). Thus it follows from Corollary 5.2 that $\omega_j(a) \leq \omega(a)$ for each $j$. (Exercise: prove it directly from the definition (5.2).)

To finish the proof of Theorem 0.4 it remains to treat the case when $A$ is a matrix with rationally proportional rows. For that it will be useful to get a better understanding of the ‘hidden symmetries’ of higher order exponents. The three lemmas below serve this purpose.

**Lemma 5.5.** For any $A \in M_{s+1,n-s}$ and all $w \in S_{n+1,j}$, $2 \leq j \leq n-s$, one has

\[ \max_{i=0, \ldots, s} \max_{J \subset \{0, \ldots, n\}} \left| \langle (e_i + a_k) \wedge e_J, w \rangle \right| \ll \| R_A c(w) \| \tag{5.5a} \]

and

\[ \| R_A c(w) \| \ll \max_{i=0, \ldots, s} \max_{J \subset \{1, \ldots, n\}} \left| \langle (e_i + a_k) \wedge e_J, w \rangle \right|. \tag{5.5b} \]

Note that in both cases the reverse inequalities are obvious. The statement is also obvious for $j = 1$ (since, as was mentioned before, the only possible choice of $J$ is $J = \emptyset$). Equation (5.5b) allows one to slightly reduce the set of pairs $(i, J)$ involved in computations of Diophantine exponents. Also, (5.5a) says that one can enlarge the set of pairs in (5.1) so that the formula, and hence the definition of $\omega_j(A)$, become symmetric under any permutation of rows of $A$.

**Proof.** A crucial observation is the following: for any $0 \leq k \leq s$, using (5.1) and the linearity of $u \mapsto \langle (e_k + a_k) \wedge u, w \rangle$, one can write

\[ \left| \langle (e_k + a_k) \wedge u, w \rangle \right| \ll \| R_A c(w) \| \tag{5.6a} \]

whenever $u \in \bigwedge^{j-1}(V_0)$ has norm $\ll \| A \|$. Likewise, assuming in addition that $u \in \bigwedge^{j-1}(\mathbb{R} e_{k+1} \oplus \cdots \oplus \mathbb{R} e_n)$, one has

\[ \left| \langle (e_k + a_k) \wedge u, w \rangle \right| \ll \max_{J \subset \{k+1, \ldots, n\}} \left| \langle (e_k + a_k) \wedge e_J, w \rangle \right|. \tag{5.6b} \]

To prove (5.5a), take $I \subset \{1, \ldots, n\}$ of cardinality $j - 2$, and for any $0 \leq k \leq s$ write

\[ \left| \langle (e_k + a_k) \wedge e_0 \wedge e_I, w \rangle \right| = \left| \langle e_0 \wedge (e_k + a_k) \wedge e_I, w \rangle \right| \ll \| R_A c(w) \| \tag{5.6a} \]

(5.6a) with $u = (e_k + a_k) \wedge e_I$

\[ \| R_A c(w) \| + \left| \langle a_0 \wedge (e_k + a_k) \wedge e_I, w \rangle \right| \]

\[ = \| R_A c(w) \| + \left| \langle (e_k + a_k) \wedge a_0 \wedge e_I, w \rangle \right| \ll \| R_A c(w) \|. \]

\[ \| R_A c(w) \| + \left| \langle (e_k + a_k) \wedge a_0 \wedge e_I, w \rangle \right| \]

\[ \ll \| R_A c(w) \|. \]

---

\[ The \text{invariance of } \omega_j(A) \text{ under permutations not involving the top row is an immediate consequence of (5.1); however the fact that the top row can also be permuted is nontrivial. } \]
Similarly, if $k < i$ one has
\[
\left| \langle \mathbf{e}_i + \mathbf{a}_i \rangle \land \mathbf{e}_k \land \mathbf{e}_l, \mathbf{w} \rangle \right| = \left| \langle \mathbf{e}_k \land (\mathbf{e}_i + \mathbf{a}_i) \land \mathbf{e}_l, \mathbf{w} \rangle \right|
\]
(5.6b) with $u = (\mathbf{e}_i + \mathbf{a}_i) \land \mathbf{e}_j \land \mathbf{e}_k \land \mathbf{e}_l$.

The invariance of $\omega_j(A)$ with respect to permutations of rows of $A$ suggests that the same might hold for other row operations. This indeed happens to be the case:

Lemma 5.6. Let $A' = BA$ for some $B \in \text{GL}_{s+1}(\mathbb{Q})$; in other words, $A'$ can be obtained from $A$ by a sequence of elementary row operations with rational coefficients (that is, transposition of rows, addition of one row to another, and multiplication of a row by a nonzero rational number). Then $\omega_j(A') = \omega_j(A)$ for all $j$.

Proof. Since row interchanges are taken care of in view of the previous lemma, it remains to prove
\[
\omega_j(A') \geq \omega_j(A)
\]
assuming all the rows of $A'$ are the same as those of $A$ except for the top row, and the latter is equal to: (a) $\frac{\ell}{k} \mathbf{a}_0$, where $k$ and $\ell$ are nonzero integers, and (b) $\mathbf{a}_0 + \mathbf{a}_1$.

For case (a), take $\mathbf{w} \in S_{n+1,j}$, write it in the form $\mathbf{w} = \mathbf{w}_0 + \mathbf{e}_0 \land \mathbf{w}'$ where both $\mathbf{w}_0$ and $\mathbf{w}'$ are in $\Lambda(V_0)$, and put
\[
\mathbf{w} = \ell \mathbf{w}_0 + k \mathbf{e}_0 \land \mathbf{w}'.
\]
It is easy to see that $\mathbf{w}$ also belongs to $S_{n+1,j}$, that is, represents a subgroup of $\mathbb{Z}^{n+1}$: one can write
\[
\mathbf{w} = (a \mathbf{e}_0 + b \mathbf{v}_1) \land \mathbf{v}_2 \land \cdots \land \mathbf{v}_j
\]
for some integer vectors $\mathbf{v}_1, \ldots, \mathbf{v}_j \in V_0$ and $a, b \in \mathbb{Z}$, and then take
\[
\mathbf{w} = (\ell \mathbf{a}_0 + k b \mathbf{v}_1) \land \mathbf{v}_2 \land \cdots \land \mathbf{v}_j.
\]
Now we claim that $\|R_A c(\mathbf{w})\|$ is not bigger than $\max(|k|, |\ell|)$ times $\|R_A c(\mathbf{w})\|$. Indeed, one has, for $J \subset \{1, \ldots, n\}$,
\[
\langle \langle \mathbf{e}_0 + \frac{\ell}{k} \mathbf{a}_0 \rangle \land \mathbf{e}_j, \mathbf{w} \rangle = \langle \mathbf{e}_0 \land \mathbf{e}_j, k \mathbf{e}_0 \land \mathbf{w}' \rangle + \langle \frac{\ell}{k} \mathbf{a}_0 \land \mathbf{e}_j, \ell \mathbf{w}_0 \rangle
\]
\[
= k \langle \langle \mathbf{e}_j, \mathbf{w}' \rangle + \langle \mathbf{a}_0 \land \mathbf{e}_j, \mathbf{w}_0 \rangle \rangle = k \langle \langle \mathbf{e}_0 + \mathbf{a}_0 \rangle \land \mathbf{e}_j, \mathbf{w} \rangle,
\]
and also, for $i \geq 1$,
\[
\langle \langle \mathbf{e}_i + \mathbf{a}_i \rangle \land \mathbf{e}_j, \mathbf{w} \rangle = \langle \langle \mathbf{e}_i + \mathbf{a}_i \rangle \land \mathbf{e}_j, \ell \mathbf{w}_0 \rangle = \ell \langle \langle \mathbf{e}_i + \mathbf{a}_i \rangle \land \mathbf{e}_j, \mathbf{w}_0 \rangle = \ell \langle \langle \mathbf{e}_i + \mathbf{a}_i \rangle \land \mathbf{e}_j, \mathbf{w} \rangle.
\]
This clearly implies (5.7). In case (b) the argument is similar. Namely, we take $\mathbf{w} \in S_{n+1,j}$, write it in the form
\[
\mathbf{w} = \mathbf{w}_0 + \mathbf{e}_0 \land \mathbf{w}' + \mathbf{e}_1 \land \mathbf{w}' + \mathbf{e}_0 \land \mathbf{e}_1 \land \mathbf{w}',
\]
where $\mathbf{w}_0, \mathbf{w}', \mathbf{w}'_1, \mathbf{w}'_2$ are all in $\Lambda(\mathbb{R}e_2 + \cdots + \mathbb{R}e_n)$, and put
\[
\mathbf{w} = \mathbf{w} + \mathbf{e}_0 \land \mathbf{w}' = \mathbf{w}_0 + \mathbf{e}_0 \land (\mathbf{w}'_0 + \mathbf{w}'_1) + \mathbf{e}_1 \land \mathbf{w}'_1 + \mathbf{e}_0 \land \mathbf{e}_1 \land \mathbf{w}'.
\]
Again, \( \mathbf{w} \) can be easily shown to represent a subgroup of \( \mathbb{Z}^{n+1} \): write
\[
\mathbf{w} = (ae_0 + be_1 + v_1) \wedge (ce_1 + v_2) \wedge v_3 \wedge \cdots \wedge v_j
\]
for some integer vectors \( v_1, \ldots, v_j \in \mathbb{R}e_2 + \cdots + \mathbb{R}e_n \) and \( a, b, c \in \mathbb{Z} \), and then take
\[
\tilde{\mathbf{w}} = (ae_0 + b(e_0 + e_1) + v_1) \wedge (c(e_0 + e_1) + v_2) \wedge v_3 \wedge \cdots \wedge v_j.
\]
Now let us estimate \( \|R_A c(\tilde{\mathbf{w}})\| \). It is clear that \( \langle (e_i + a_i) \wedge e_j, \tilde{\mathbf{w}} \rangle \) is the same as
\( \langle (e_i + a_i) \wedge e_j, \mathbf{w} \rangle \) for \( i \geq 1 \) and \( J \subset \{1, \ldots, n\} \). On the other hand,
\[
\langle (e_0 + a_0 + a_1) \wedge e_j, \tilde{\mathbf{w}} \rangle = \langle e_0 \wedge e_j, \mathbf{w} + e_0 \wedge w'_i \rangle + \langle a_0 \wedge e_j, \mathbf{w} \rangle + \langle a_1 \wedge e_j, \mathbf{w} \rangle
= \langle (e_0 + a_0) \wedge e_j, \mathbf{w} \rangle + \langle e_j, w'_i \rangle + \langle a_1 \wedge e_j, \mathbf{w} \rangle
= \langle (e_0 + a_0) \wedge e_j, \mathbf{w} \rangle + \langle (e_1 + a_1) \wedge e_j, \mathbf{w} \rangle.
\]
Therefore \( \|R_A c(\tilde{\mathbf{w}})\| \leq 2\|R_A c(\mathbf{w})\| \), so (5.7) holds as well.

**Lemma 5.7.** Suppose that \( A \) has more than one row, and let \( A' \) be the matrix obtained from \( A \) by removing one of its rows. Then \( \omega_j(A') \geq \omega_j(A) \) for all \( j \). If in addition the removed row is a rational linear combination of the remaining rows, then \( \omega_j(A') = \omega_j(A) \) for all \( j \).

**Proof.** Let \( A' \) be obtained from \( A \) by removing its top row (this can be assumed without loss of generality in view of the row interchange invariance). It is clear that for any \( \mathbf{w} \in S_{n+1,j} \) the inner product \( \langle (e_i + a_i) \wedge e_j, \mathbf{w} \rangle \) coincides with \( \langle (e_i + a_i) \wedge e_j, \pi(\mathbf{w}) \rangle \) whenever \( i > 0 \) and \( J \subset \{1, \ldots, n\} \). Thus it follows from (5.1) that \( \|R_A c(\pi(\mathbf{w}))\| \) is not greater than \( \|R_A c(\mathbf{w})\| \), and obviously \( \pi(\mathbf{w}) \in S_{n,j} \) and \( \pi_*(\pi(\mathbf{w})) = \pi_*(\mathbf{w}) \). Therefore whenever \( \mathbf{w} \in S_{n+1,j} \) produces ‘a good approximation’ to \( A \) (meaning that \( \|R_A c(\mathbf{w})\| \) is smaller than \( \|\pi_*(\mathbf{w})\| \) to some negative power), its projection \( \pi(\mathbf{w}) \) onto \( \Lambda^j(V_0) \) yields an equally good (or better) approximation to \( A' \). This proves the first part of the lemma.

For the second part, in view of Lemma 5.6 it is enough to assume that all the coefficients in the linear combination are zero, that is, \( a_0 = 0 \). Then one can reverse the above argument: whenever \( \mathbf{w} \in \Lambda^j(V_0) \) produces ‘a good approximation’ to \( A' \), it automatically yields an equally good approximation to \( A \), since one has
\[
\langle (e_0 + a_0) \wedge e_j, \mathbf{w} \rangle = \langle e_0 \wedge e_j, \mathbf{w} \rangle = 0.
\]

A combination of the above lemma with the observation made before Lemma 5.5 completes the proof of Theorem 0.4. In particular, we have shown that subspaces \( \mathcal{L} \) of the form
\[
\mathcal{L} = \{(x_1, \ldots, x_s, a_1, \ldots, a_{n-s})\} \quad \text{or} \quad \mathcal{L} = \{(x_1, \ldots, x_s, a_1 x_1, \ldots, a_{n-s} x_1)\}
\]
satisfy (0.7=), thus generalizing [K2, Lemma 4.7] (whose method of proof, borrowed from [BBKM], did not shed any light on higher Diophantine exponents of the corresponding matrices). Furthermore, in view of Lemma 5.4 one can conclude that whenever a subspace satisfying the assumptions of Theorem 0.4 is not extremal (equivalently, \( \omega(A) > n \)), for any \( u < \omega(\mathcal{L}) = \omega(A) \) one can find an infinite \( A \subset \mathbb{Z}^{n+1} \) such that (5.3) holds; that is, there exists an infinite supply of approximating vectors which can work uniformly for all points of \( \mathcal{L} \).
6. Generalizations and open questions

6.1. For matrices with no rational dependence between rows or columns the exponents of orders higher than 1 seem to be hard to understand. In particular

the following question, a special case of which was asked in [K2], appears to be

interesting:

**Question.** Does there exist a matrix \( A \in M_{s+1,n-s} \) and \( 2 \leq j \leq n-s \) such that \( \omega_j(A) \) is greater than both \( n \) and \( \omega(A) \)?

An affirmative answer to this question would give a counterexample to \((0.7=)\), and, moreover, would provide an example of a proper nonextremal affine subspace \( \mathcal{L} \) of \( \mathbb{R}^n \) such that for some \( v < \omega(\mathcal{L}) \) it is impossible to find an infinite subset \( A \) of \( \mathbb{Z}^{n+1} \) such that \( |yq+p| < \|q\|^{-v} \) for all \( y \in \mathcal{L} \) and all but finitely many \((p,q) \in A \).

On the other hand, a useful consequence of the validity of \((0.7=)\) for all \( \mathcal{L} \) would be a possibility to compute the Hausdorff dimension of the set of subspaces of a given dimension and Diophantine exponent: indeed, then, in view of [Do], one would have

\[
\omega(\mathcal{L}) = \sup_{v > n} \left\{ \dim(\mathcal{L}) + 1 \right\} = \sup_{v > n} \left\{ (s + 1)(n - s) + \frac{n+1}{v+1} \right\} \quad \text{if } v > n,
\]

\[
\omega(\mathcal{L}) = \frac{n+1}{v+1} \quad \text{if } v \leq n,
\]

**By Theorem 0.4 this holds unconditionally for codimension one subspaces, that is,**

\[
\dim \left( \left\{ \mathcal{L} \subset \mathbb{R}^n \mid \dim(\mathcal{L}) = s, \omega(\mathcal{L}) = v \right\} \right) = \begin{cases} (s + 1)(n - s - 1) + \frac{n+1}{v+1} & \text{if } v > n, \\ (s + 1)(n - s) & \text{otherwise.} \end{cases}
\]

The author unfoundedly suspects \((6.1)\) to be true regardless of the answer to the above question; in other words, even if higher order Diophantine exponents can interfere with \((0.7=)\), they conjecturally should not be powerful enough to affect the computation of the Hausdorff dimension.

6.2. The simplest matrices to look for possible counterexamples to \((0.7=)\) would be of size \(2 \times 2\), corresponding to lines in \( \mathbb{R}^3 \). To convince the reader that the problem is far from trivial, let us work out an explicit formula for the second order

Diophantine exponent of \( A = \begin{pmatrix} a_0 \\ a_1 \end{pmatrix} = \begin{pmatrix} a_{02} & a_{03} \\ a_{12} & a_{13} \end{pmatrix} \). Write \( w \in \mathcal{S}_{4,2} \) in the form

\[
w = p \mathbf{e}_0 \wedge \mathbf{e}_1 + \sum_{i=0,1} w_{ij} \mathbf{e}_i \wedge \mathbf{e}_j + q \mathbf{e}_2 \wedge \mathbf{e}_3,
\]

and observe that for \( i = 0,1 \) one has

\[
\langle \mathbf{e}_i + \mathbf{a}_i \wedge \mathbf{e}_j, w \rangle = w_{ij} - a_{ij} q,
\]

\[
\langle \mathbf{e}_i + \mathbf{a}_i \wedge \mathbf{e}_3, w \rangle = w_{ij} + a_{ij} q,
\]

and also

\[
\langle \mathbf{e}_i + \mathbf{a}_0 \wedge \mathbf{e}_1, w \rangle = p - a_{02} w_{12} - a_{03} w_{13}
\]

\[
= p - \det(A) q - a_{02} (w_{12} - a_{12} q) - a_{03} (w_{13} + a_{12} q)\, .
\]

Combining \((6.3)\) and \((6.4)\), one concludes that the definition \((5.2)\) of \( \omega_2(A) \) reduces to the following: \( \omega_2(A) \) is the supremum of \( v \) for which there exist \( w \in \mathcal{S}_{4,2} \) of the form \((6.2)\) with arbitrary large \(|q|\) such that

\[
\max \{|w_{02} - a_{03} q|, |w_{12} - a_{13} q|, |w_{03} + a_{02} q|, |w_{13} + a_{12} q|, |p - \det(A) q|\} < |q|^{-\frac{1}{2}}.
\]
6.3. Theorem 2.2 can be used to treat the so-called *multiplicative* versions of the Diophantine problems discussed in this paper. Namely, define

$$\Pi_+(q) \overset{\text{def}}{=} \prod_{q_i \neq 0} |q_i|,$$

denote by $W_v^\times$ the set of $y \in \mathbb{R}^n$ for which there are infinitely many $q \in \mathbb{Z}^n$ such that

$$|yq + p| < \Pi_+(q)^{-v/n}$$

for some $p \in \mathbb{Z}$, and then define *multiplicative Diophantine exponents*:

- $\omega^\times(y)$ of $y$ by $\omega^\times(y) \overset{\text{def}}{=} \sup\{v \mid y \in W_v^\times\}$,
- $\omega^\times(\mu)$ of $\mu$ by $\omega^\times(\mu) \overset{\text{def}}{=} \sup\{v \mid \mu(W_v^\times) > 0\}$.

It is easy to see that $\omega^\times(y)$ is not less than $\omega(y)$ for all $y$, and $\omega^\times(y) = n$ for $\lambda$-a.e. $y \in \mathbb{R}^n$, that is, $\omega^\times(\lambda) = n$. To adapt the methods of the present paper to this set-up, one needs, following [KM] and [K2, §5], to replace the one-parameter flow (3.2) by the action of the multi-parameter semigroup

$$\text{diag}(e^t, e^{-t_1}, \ldots, e^{-t_n}), \quad \text{where } t_i \geq 0 \text{ and } t = t_1 + \cdots + t_n.$$

This way it should be possible to prove Theorem 0.3 with $\omega$ replaced by $\omega^\times$ (this was done in [K2] under the assumption that $\mathcal{L}$ is *strongly extremal*, that is, $\omega^\times(\mathcal{L}) = n$), and also derive formulas for multiplicative Diophantine exponents of affine subspaces.

6.4. With some abuse of notation, let us denote by $\sigma(y)$ the Diophantine exponent of the *column* matrix given by the vector $y \in \mathbb{R}^n$, that is,

$$\sigma(y) = \sup\{v \mid \exists \infty\text{-many } q \in \mathbb{Z} \text{ with } \|qy + p\| < |q|^{-v/\omega} \text{ for some } p \in \mathbb{Z}^n\},$$

and, similarly to what was done with $\omega$, extend it to measures on $\mathbb{R}^n$. It follows from Khintchine’s Transference Principle that $\omega(y) = n$ if and only if $\sigma(y)$ attains its smallest possible value, i.e. is equal to $1/n$. Therefore in all the problems related to the extremality of manifolds/measures, it makes no difference whether to interpret points of $\mathbb{R}^n$ as row vectors (linear forms) or as column vectors (the latter set-up was employed in [KLM] KW1–2] and is usually referred to as *simultaneous approximation*, hence our choice of notation $\sigma$). The situation is however different when Diophantine exponents are bounded away from their critical values. Indeed, [C] Ch. V, Theorem IV] estimates $\sigma(y)$ in terms of $\omega(y)$ as follows:

$$\frac{\omega(y) - n + 1}{n} \geq \sigma(y) \geq \frac{1}{n - 1 + n/\omega(y)},$$

and the above inequalities are known to be sharp. Thus in general it is not possible to extract any information concerning $\sigma(\mu)$ when $\omega(\mu)$ is known.

On the other hand, the methods of this paper can be adapted to computations of the ‘simultaneous Diophantine exponents’ of manifolds and measures. Indeed, given a column vector $y \in \mathbb{R}^n$ one simply needs to work with the collection of vectors of the form $\left(\frac{qy + p}{q}\right)$, where $p \in \mathbb{Z}^n$ and $q \in \mathbb{Z}$, which is the same as $u_y \mathbb{Z}^{n+1}$,
where one uses $u_y \overset{\text{def}}{=} \begin{pmatrix} I_n & y \\ 0 & 1 \end{pmatrix}$ instead of (3.1). Then, to study the simultaneous approximation properties of $y$, one uses the action by

$$g_t = \text{diag}(e^{t/n}, \ldots, e^{t/n}, e^{-t})$$

which uniformly expands the first $n$ coordinates of vectors in $\mathbb{R}^{n+1}$ and contracts the last one. This way an application of Theorem 2.2 can yield Theorem 0.3 with $\omega$ replaced by $\sigma$, as well as, after a multi-parameter modification, by its multiplicative analogue.

6.5. Studying Diophantine exponents of matrices is a special case of a more general problem, where one replaces the right hand side of (0.5) by an arbitrary function of $\|q\|$. Let us specialize to the case of row vectors and use the following definition [K2, §6.3]: for a nonincreasing function $\psi : \mathbb{N} \to (0, \infty)$, let $\mathcal{W}_\psi$ stand for the set of $y \in \mathbb{R}^n$ for which there are infinitely many $q \in \mathbb{Z}^n$ such that

$$\|yq + p\| \leq \psi(\|q\|) \text{ for some } p \in \mathbb{Z}.$$ 

By Groshev’s Theorem (see e.g. [Sc2]) almost no (resp., almost all) $y \in \mathbb{R}^n$ belong to $\mathcal{W}_\psi$ if the series

$$\sum_{k=1}^{\infty} k^{n-1} \psi(k)$$

converges (resp., diverges). More generally, in [BD] submanifolds $\mathcal{M}$ of $\mathbb{R}^n$ are called of Groshev type for convergence (resp., divergence) if the convergence (resp., divergence) of (6.5) implies that almost no (resp., almost all) points of $\mathcal{M}$ are in $\mathcal{W}_\psi$. It is known [BKM], [Be], [BBKM] that nondegenerate submanifolds $\mathcal{M}$ of $\mathbb{R}^n$ are of Groshev type for both convergence and divergence.

The situation is much less understood when $\mathcal{M}$ as above is replaced by a proper affine subspace $\mathcal{L}$ of $\mathbb{R}^n$. Clearly $\omega(\mathcal{L})$ must be equal to $n$ in order for $\mathcal{L}$ to be of Groshev type for convergence (since the choice $\psi(k) = k^{-v}$ for $v > n$ makes the series (6.1) converge) but the converse is not likely to be true. On the other hand, in the following two cases it has been proved that $\mathcal{L}$ parametrized as in (0.6) is of Groshev type for convergence under the assumption that $\omega(A)$ is strictly less than $n$: when $\mathcal{L}$ is a line passing through the origin [BBDD], and when it is of codimension one [G1]. In the former case $\mathcal{L}$ was also proved to be of Groshev type for divergence. Note that both cases fall into the framework of Theorem 0.4, that is, admit a simple formula (0.7=) for the Diophantine exponent of $\mathcal{L}$. In view of Corollary 5.2 it seems natural to make the following

**Conjecture.** Let $\mathcal{L}$ be parametrized by (0.6), and suppose that $\omega_j(A)$ is strictly less than $n$ for every $j$. Then $\mathcal{L}$ is of Groshev type for both convergence and divergence.

The author expects this conjecture, as well as the multiplicative analogue of its convergence case, to be provable by a combination of the methods of [BKM], [BBKM], [G1], [G3] and the present paper.

More generally, for any submanifold of $\mathbb{R}^n$ it should be possible to state its own version of Groshev’s Theorem, with the convergence/divergence of (6.5) replaced...
by another ‘dividing line’ condition. The following problems, posed in [K2], still remain wide open:

- is it true that the aforementioned ‘dividing line’ condition of an affine subspace $L$ of $\mathbb{R}^n$ is always inherited by manifolds nondegenerate in $L$?
- given a general affine subspace, say parametrized as in (0.6), find its ‘dividing line’ condition, say in terms of the Diophantine properties of the parametrizing matrix $A$; or, vice versa, describe the class of subspaces with a given ‘dividing line’.

6.6. Finally, we remark that the generality of Theorem 2.2 allows applications far beyond Diophantine approximation over $\mathbb{R}$. Namely, one can similarly consider Diophantine properties of measures on vector spaces over non-Archimedean local fields, both of characteristic zero [KT] and of positive characteristic [G2]. In fact, in the aforementioned two papers it was proved that manifolds nondegenerate in the ambient spaces are extremal (and moreover strongly extremal). An application of Theorem 2.2 can extend these results to manifolds nondegenerate in proper affine subspaces.
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