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ABSTRACT
Observationally, the mysterious fast radio bursts (FRBs) are classified as repeating ones and apparently non-repeating ones. While repeating FRBs cannot be classified into the non-repeating group, it is unknown whether the apparently non-repeating FRBs are actually repeating FRBs whose repetitions are yet to be discovered, or whether they belong to another physically distinct type from the repeating ones. In a series of two papers, we attempt to disentangle this mystery with machine learning methods. In this first paper, we focus on an array of supervised machine learning methods. We train the machine learning algorithms with a fraction of the observed FRBs in the first CHIME/FRB catalog, telling them which ones are apparently non-repeating and which ones are repeating. We then let the trained models predict the repetitiveness of the rest of the FRB data with the observed parameters, and we compare the predictions with the observed repetitiveness. We find that the models can predict most FRBs correctly, hinting towards distinct mechanisms behind repeating and non-repeating FRBs. We also find that the two most important distinguishing factors between non-repeating and repeating FRBs are brightness temperature and rest-frame frequency bandwidth. By applying the trained models back to the entire first CHIME catalog, we further identify some potentially repeating FRBs currently reported as non-repeating. We recommend a list of these bursts as targets for future observing campaigns to search for repeated bursts in a combination with the results presented in Paper II using unsupervised machine learning methods.
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1 INTRODUCTION

Fast radio bursts (FRBs) are a type of millisecond luminous cosmic bursts in the radio wavelength (Lorimer et al. 2007; Thornton et al. 2013; Petroff et al. 2022; Cordes & Chatterjee 2019) whose origins have yet been brought to light (Platts et al. 2019; Zhang 2020; Xiao et al. 2022). Many models on the origin of FRBs have been proposed, albeit not a single one of them is able to explain all FRB phenomena (for reviews, see e.g. Katz 2016; Platts et al. 2019; Zhang 2020; Xiao et al. 2022).

While most FRBs are observed as one-off events, a small fraction, the first of which is FRB 20121102 (Spitler et al. 2016), show repeated bursts with a range of bursting rates. These repeating FRBs eliminated the possibility of cataclysmic event models being applied to all FRBs. However, an argument can still be made that repeating and non-repeating FRBs originate from different progenitors, and that only repeating FRBs rise from repeatable mechanisms (for discussions, see e.g. Katz 2022).

Prior to testing which physical model can explain the proprieties of the two potential types of FRBs, the existence of such dichotomy must first be proved (Palaniswamy et al. 2018; Ravi 2019; Caleb et al. 2019; Lu et al. 2020; Ai et al. 2021; Guo & Wei 2022; Zhong et al. 2022). There are some studies on the differences between repeating and non-repeating FRBs, pointing out some difference in parameter distributions of repeating and non-repeating FRBs such as burst width, bandwidth, spectral shape, energy and brightness temperature (Andersen et al. 2019; Fonseca et al. 2020; Li et al. 2021a; Aggarwal 2021; CHIME/FRB Collaboration et al. 2021; Pleunis et al. 2021; Li et al. 2021b; Xiao & Dai 2022; Zhang et al. 2022; Cui et al. 2022). However, these comparisons usually only consider differences within a single set of parameters, and cannot uncover discrepancies in combination of parameters in a higher dimensional parameter space.

A way to mitigate this limitation is through machine learning. Machine learning algorithms can analyze a large amount of data simultaneously and are capable of highlighting patterns in very high-dimensional data with minimal human intervention (for reviews on the application of machine learn-
ing in astronomy, see e.g. Ball & Brunner 2012; Baron 2019; Ivezić et al. 2014).

There are two main classification approaches with machine learning: supervised and unsupervised. Supervised machine learning algorithms are used to learn a mapping from a set of input features to a set of labels, with the latter being inputted by human experts. After training, supervised machine learning algorithms can automatically label new input data without human input. Unsupervised machine learning algorithms, on the other hand, only take features as input and do not take labels. The unsupervised machine learning algorithm only knows the appearance of the data, but does not know which class each data point belongs to. It attempts to group input data points that looked similar into different clusters, without knowing or explaining the physical relationship of the clusters.

While machine learning methods are already widely used in aiding discovery of FRBs (see e.g. Wagstaff et al. 2016; Zhang et al. 2018; Connor & van Leeuwen 2018; The CHIME/FRB Collaboration 2019; Wu et al. 2019; Farah et al. 2019; Adámk & Armour 2020; Agarwal et al. 2020; Yang et al. 2021), few studies have employed machine learning methods to the classification of previously discovered FRBs, especially with supervised machine learning methods. Chen et al. (2021) used unsupervised machine learning methods to find apparent non-repeating FRBs that share similar observed parameters with the apparent repeating ones, and identified some repeater candidates. Chaikova et al. (2022), on the other hand, found two clusters of FRBs with distinct properties with similar unsupervised machine learning methods.

Supervised machine learning differs from unsupervised methods used by above-mentioned studies in that the supervised algorithms are able to make deterministic predictions of individual FRBs instead of clusters of FRBs, and can thus be more useful in identifying repeater candidates.

In this paper, we utilize a wide array of supervised machine learning algorithms implemented in scikit-learn (Pedregosa et al. 2011) and other open-source libraries and apply them to the classification of repeating and non-repeating FRBs. In Section 2, we describe the input data and features we utilize and construct. In Section 3, we introduce the data pre-processing procedure and model evaluation methods. In Section 4, we report the machine learning models and the outputs from them. We also compare the prediction accuracy of different models, as well as the importance of different observational parameters to the binary classification of repeating and non-repeating FRBs. In Section 5, we apply the trained models back to the entire dataset and attempt to uncover hidden repeating FRBs. In Section 6, we draw our conclusions. In a companion paper (Zhu-Ge et al. 2022), we conduct a set of unsupervised machine learning methods to classify the same data set. The consistency between the two methods is checked and the overlapping repeating FRB candidates are reported.

2 DATA

We use the first CHIME/FRB catalog (CHIME/FRB Collaboration et al. 2021), which has a total of 536 FRBs observed between July 25, 2018 and July 1, 2019. Among them are 474 non-repeating bursts, and 62 bursts from 18 repeating FRB sources. We treat each sub-burst as an independent burst, and we exclude 6 bursts without flux measurements (FRB20190307A, FRB20190307B, FRB20190329B, FRB20190329C, FRB20190531A, FRB20190531B, all non-repeating). This leaves us with 594 individual bursts including sub-bursts, consisting of 500 bursts from the apparently non-repeating category and 94 bursts from the repeating category.

The input features to the machine learning algorithms in this study can be classified into two types: primary features that are drawn directly from the CHIME catalog, and secondary features that are calculated from primary features.

The distributions of the input features are shown in Fig. 1, with the details discussed below:

2.1 Primary features

• Box-car width (s)
  This width represents a rough measure of the duration of the entire burst combining all sub-bursts (CHIME/FRB Collaboration et al. 2021, the same below). The CHIME catalog also provides a more sophisticated \texttt{fitburst} width, which we utilize to calculate rest widths later in this section.

• Flux (Jy)
  The flux reported by the CHIME catalog is the peak flux averaged across the frequency band. For bursts with sub-bursts, the CHIME catalog provides one single flux and we adopt the same value for all of the sub-bursts.

• Fluence (Jy ms)
  The Fluence reported by the CHIME catalog is the integral of the flux time series across the burst extent and averaged across the frequency band. This value is also the same for sub-bursts in a burst as provided by the CHIME catalog.

• Excess dispersion measure (pc cm$^{-3}$)
  Excess dispersion measure (DM) is the DM of the FRB excluding the galactic disk component. We use the NE2001 electron-density model (Cordes & Lazio 2003) values provided by the CHIME collaboration. This value is the same for sub-bursts.

• Peak frequency (MHz)
  Peak frequency is the frequency corresponding to the highest flux density. This value is different for different sub-bursts.

The CHIME catalog provides scattering time as a representation of scattering of an FRB, but due to the degeneracy with the intrinsic shape of the burst, this parameter is given as an upper limit if the confidence level is not high enough from the CHIME FRB fitting routine \texttt{fitbutst} (CHIME/FRB Collaboration et al. 2021; Chawla et al. 2022). It is not straightforward to incorporate upper limits together with other values for machine learning algorithms, so we do not use scattering time in this study.

The CHIME catalog also provides spectral information of FRBs as spectral index and spectral running fitted with a powerlaw with running model (CHIME/FRB Collaboration et al. 2021; Chawla et al. 2022). We found this universal model difficult to apply as some FRBs are fitted with spectral indices of $\sim 50$. Thus we do not include these two features in our model. The spectral properties of FRBs are represented by peak frequency and frequency bandwidth.
2.2 Secondary features

• Redshift
  In the CHIME 1st catalog, only two sources have measured redshifts through localization. In these two cases, we adopt their true redshifts: FRB20121102A at $z = 0.19273$ and FRB20180916B at $z = 0.0337$ (Tendulkar et al. 2017; Marcote et al. 2020).

For the majority of bursts without directly measured redshifts, we use the observed DMs to estimate $z$ following the standard procedure. In general, the observed DM of an FRB can be broken down into four components (e.g. Thornton et al. 2013; Deng & Zhang 2014; Prochaska & Zheng 2019):

$$DM = DM_{MW} + DM_{Halo} + DM_{IGM} + \frac{DM_{Host}}{1 + z}, \quad (1)$$

where $DM_{MW}$ is the contribution from the Milky way disk, $DM_{Halo}$ is the contribution from the Milky way halo, $DM_{IGM}$ is the contribution from inter-galactic medium (IGM), and $DM_{Host}$ is the contribution from the FRB host galaxy. The observed host galaxy DM is decreased by a factor of $(1 + z)$ due to cosmological effects.

Among these four components, $DM_{IGM}$ is directly tied to the redshift of the FRB through (Deng & Zhang 2014; Gao et al. 2014; Zhou et al. 2014; Macquart et al. 2020; Li et al. 2020; Cui et al. 2022, see also Ioka (2003); Inoue (2004)):

$$DM_{IGM}(z) = \frac{3\pi c H_0 f_{IGM}}{8\pi G m_p} \int_0^z \frac{\chi(z)(1 + z)}{\sqrt{\Omega_m(1 + z)^3 + \Omega_\Lambda}} dz \quad (2)$$

Where $c$ is the speed of light, $G$ is the gravitational constant, $\chi(z)$ is a factor denoting ionized electrons to baryons in the IGM, which is $\sim 7/8$ if both H and He are fully ionized, $m_p$ is the mass of protons, and $f_{IGM}$ is the fraction of baryons in the IGM. We assume $\chi$ to be a constant of 7/8, and $f_{IGM} \sim 0.83$ (Fukugita et al. 1998; Li et al. 2020) and adopt the cosmology parameters measured by Planck (Aghanim et al. 2020): $H_0 = 67.4\, \text{km}\, \text{s}^{-1}\, \text{Mpc}^{-1}$, $\Omega_m = 0.315$, $\Omega_\Lambda = 0.0493$ and $\Omega_\Lambda = 0.685$.

To obtain $DM_{IGM}$, one must first deduce the other components from the observed DM. For $DM_{MW}$ we use the NE2001 electron-density model (Cordes & Lazio 2003). We assume $DM_{Halo}$ to be a constant of $30\, \text{pc}\, \text{cm}^{-3}$, and $DM_{Host} = 70\, \text{pc}\, \text{cm}^{-3}$ following other studies (Xu & Han 2015; Dolag et al. 2015; Shannon et al. 2018; Li et al. 2020; Yamasaki & Totani 2020; Hashimoto et al. 2020; Arcus et al. 2021). Then, by considering the $1 + z$ factor in the observed host galaxy DM, the redshift of the FRBs can be solved numerically with SciPy (Virtanen et al. 2020). We acknowledge that there is a large uncertainty in estimating $z$ but nonetheless adopt the solution as the best estimate of the $z$ value of a particular burst. We also set a minimum redshift of 0.00225, corresponding to a luminosity distance of 10 Mpc to avoid zero or negative values.

With redshift, we can derive several other features (as discussed below). We do not directly include redshift in our models. Rather, redshift is incorporated indirectly through other features.

• Brightness temperature (K)
  For an FRB with peak specific flux $S_v$, duration $\Delta t$ and observed central frequency $\nu$, and redshift $z$, the full expression of brightness temperature should be:

$$T_B = \frac{S_v D_A^2}{2\pi k_B (\nu \Delta t)^2} (1 + z)^3 = \frac{S_v D_L^2}{2\pi k_B (\nu \Delta t)^2} (1 + z)^3$$

$$= 1.1 \times 10^{35} \left( \frac{S_v}{\text{Jy}} \right) \left( \frac{\nu}{\text{GHz}} \right)^{-2} \left( \frac{\Delta t}{\text{ms}} \right)^{-2} \left( \frac{D_A}{\text{Gpc}} \right)^2 (1 + z)^3$$

$$= 1.1 \times 10^{35} \left( \frac{S_v}{\text{Jy}} \right) \left( \frac{\nu}{\text{GHz}} \right)^{-2} \left( \frac{\Delta t}{\text{ms}} \right)^{-2} \left( \frac{D_L}{\text{Gpc}} \right)^2 \left( \frac{1}{1 + z} \right). \quad (3)$$

where $k_B$ is Boltzmann constant, $D_A$ is the angular diameter distance of the FRB, $D_L$ is the luminosity distance of the FRB.

This expression differs from the previously suggested expression involving the angular distance $D_A$ (Zhang 2020; Xiao et al. 2021; Xiao & Dai 2022) by including a $(1 + z)^3$ correction factor to account for cosmological effects. For a flat universe, the luminosity distance is connected with the angular distance via $D_L = D_A (1 + z)^2$ (Etherington 1933; Ellis 2007), so $T_B$ can be also calculated with $D_L$ with a $(1 + z)^{-3}$ correction factor. There are two independent ways of deriving Equation (3) in a self-consistent way, which are presented in Appendix A.

• Rest-frame width (s)
  The rest-frame width is calculated by correcting the time-dilation effect, i.e.

$$\Delta t_r = \frac{\Delta t}{1 + z}. \quad (4)$$

where $\Delta t$ is the observed sub-burst width given by $\text{fitburst}$.

This value is fitted with an FRB profile model and is different for different sub-bursts in the same burst.

• Rest-frame frequency bandwidth (MHz)
  $$\Delta \nu = (\nu_{\text{max}} - \nu_{\text{min}})(1 + z) \quad (5)$$

where $\nu_{\text{max}}$ and $\nu_{\text{min}}$ are the highest and lowest observed frequencies of the burst reported in the CHIME catalog in units of MHz.

• Burst energy (erg)
  We follow Zhang (2018); Zhang et al. (2021); Li et al. (2021a); Hashimoto et al. (2022) to calculate the burst energy:

$$E = 4\pi D_L^2 F \nu_c / (1 + z) \quad (6)$$

Where $F$ is the fluence of the FRB, and $\nu_c$ is peak frequency. Adopting $\nu_c$ rather than the bandwidth is more appropriate for wide-spectra FRBs such as the majority of the non-repeating ones (Zhang 2018). It overestimates the energy of FRBs if the spectra have narrow bands. For consistency, we adopt $\nu_c$ for all the bursts since the majority of the bursts are apparently non-repeating ones.

3 METHODS

3.1 Pre-processing

We randomly split our data in a 7:3 ratio into a training set and a test set while keeping the original ratio of repeating to non-repeating FRBs in both sets. The former is used to train the machine learning algorithms, and the latter is used to test the performance of the machine learning models in
classifying the repeating and non-repeating FRBs. This split gives us 415 bursts (66 repeating and 349 non-repeating) in the training set and 179 bursts (28 repeating and 151 non-repeating) in the test set.

The input features have different ranges. The brightness temperature and burst energy are at orders $\sim 10^{30}$ and span across several orders of magnitude, while the box-car width and rest-frame width are at orders of $\sim 10^{-2}$. Hence, we need to normalize the input features. We first take the base 10 logarithms of brightness temperature, burst energy, and frequency bandwidth. We also convert the box-car width and rest-frame width to milliseconds. Then, we standardize the input features by removing the mean and scaling the variance to unity. The standard distribution scaler is trained with the training set only, and subsequently applied to all the data.

The distribution of the two types of FRBs in our sample is significantly imbalanced. The size of the non-repeating FRB sample is $\sim 5 \times$ that of the repeating FRBs. Because the true ratio of repeating to non-repeating FRBs is unknown, we need to avoid our models learning this apparent ratio. Therefore, we use the synthetic minority over-sampling technique (SMOTE) (Chawla et al. 2002) as implemented in *imbalanced-learn* (Lemaitre et al. 2017) to over-sample the repeating FRB training set and make it the same size as the non-repeating FRB learning sample. Note that we only oversample the training set, but keep the imbalance in the test set. This way we do not introduce any augmented data into the
testing process (Santos et al. 2018). After data augmentation, there are the same number of repeating and non-repeating FRBs in the training set (349).

3.2 Model evaluation

After training the models with the training set, we test the models with the test set. The most intuitive model evaluation metric is accuracy, defined as the ratio between the number of correctly predicted labels to the total number of input data points. However, this simple metric cannot be applied to our imbalanced data. Even a model simply predicts every FRB to be non-repeating can score 84.26% accuracy with our test set. Therefore, we need to find a more reliable method to evaluate our models.

There are two commonly used metrics in evaluating the performance of machine learning models, precision and recall:

- **Precision**
  
  \[
  \text{Precision} = \frac{\text{True positives}}{\text{True positives} + \text{False positives}}
  \]

  Precision measures how many of the items predicted by the model as positive (in this study repeating FRBs) are true positives.

- **Recall**
  
  \[
  \text{Recall} = \frac{\text{True positives}}{\text{True positives} + \text{False negatives}}
  \]

  Recall measures how many of the originally positive items are correctly predicted as positive by the model.

These two metrics are then usually combined to form the $F_\beta$ score (van Rijsbergen 1979; Sasaki 2007):

\[
F_\beta = (1 + \beta^2) \cdot \frac{\text{Precision} \cdot \text{Recall}}{(\beta^2 \cdot \text{Precision}) + \text{Recall}}
\]

Where $\beta$ is a weighting factor for precision and recall. The $F_\beta$ score have a range of $0 \sim 1$, with $F_\beta = 1$ signaling a perfect model.

While it is common practice to let $\beta = 1$ and weight precision and recall equally, in this study precision and recall are not equal. An apparently non-repeating FRB could be a hidden repeating FRB yet to be seen repeating, but a repeating FRB cannot be a misidentified non-repeating one. A model that produces some false positives while yielding few false negatives should not be rejected. Therefore we let $\beta = 2$ to prioritize recall over precision. This way we can select models that find most apparent repeating FRB successfully, while retaining their ability to uncover possible hidden repeaters. We will refer to this metric as the $F_2$ score for the rest of the paper.

4 RESULTS

4.1 Simple decision tree method

Classification and Regression Trees (CART) is a type of simple machine learning algorithms where a decision tree of simple decision rules is created based on input features to predict corresponding labels or output values of new data (e.g. Breiman et al. 1984; Timofeev 2004; Loh 2011, 2014). In this study, we build classification decision trees with the input features described in Section 2 and methods described in Section 3.

We found the default hyper-parameter settings of scikit-learn mostly work well for our problem, and altering the hyper-parameters does not really improve the results. Thus for the rest of this paper, we use default hyper-parameters unless otherwise stated. We also list the hyper-parameters used in each method in Table B1.

We build a decision tree with a max depth of 5, and we are able to achieve an average $F_2$ score of 0.7351. The decision path of one trial of this tree method is shown in Fig. 2. An example of the confusion matrix of this method is shown in Fig. 4a.

We then build another decision tree with a max depth of 3, and only two input features: brightness temperature and rest-frame frequency bandwidth. We choose these two features because they are found to have the most feature importance later in this section. For this decision tree with 2 features, we are able to achieve average $F_2=0.7369$. An example of the confusion matrix is shown in Fig. 4b.

Fig. 3 shows the log-log plot of brightness temperature and intrinsic frequency width. Most non-repeating FRBs reside in the top right corner, whereas most repeating FRBs reside in the lower left corner. While the repeating FRBs generally stay in their territory, many non-repeating FRBs permeate into the repeating region. This on one hand shows that the parameter distributions of repeating and non-repeating FRBs are significantly different, and on the other hand that some repeating FRBs are likely mis-classified as non-repeating.

4.2 Random forest method

In machine learning, bias—variance tradeoff is a crucial topic (e.g. Geman et al. 1992; Friedman 1997; Neal et al. 2019). Bias measures the difference between the predictions from the models to the training input, while variance measures how accurately the model can predict with new data not present in the training process. Since all models would eventually be used to predict newly obtained data, variance is just as important as bias. While a model with both low bias and low variance is preferable, this is essentially not possible in reality. Therefore, one must try to balance bias and variance, so as to get accurate model predictions for both the training set and the test set or future data.

For a single decision tree, it is difficult to balance bias and variance. If the depth is too shallow, then the decision tree will have difficulty in detecting all the positive items. On the other hand, if the depth is too deep, the decision tree will over-fit on the training data and perform badly on the test data.

To solve this problem, we employ the random forest algorithm (Breiman 2001). We randomly select sub-samples of the training set, and train many deep decision trees with the random sub-samples that tend to over-fit. This process is called bagging (Breiman 1996). Then, the prediction of the ensemble of the deep decision trees is taken average to generate the output of the entire model to mitigate the over-fitting problem.

With this method, we are able to obtain an average $F_2$ score of 0.7821. An example of the confusion matrix is shown in Fig. 4c.
We also look into the importance of each input feature with permutation feature importance (Breiman 2001; Altman et al. 2010; Fisher et al. 2019) on the entire dataset. Each time the values of one input feature are randomly shuffled across all data points, removing the correlation between this feature and the output label. The drop in model metric is observed to denote the importance of the feature. This process is repeated 100 times for each feature and the average from the trials are used as the final feature importance. The error bars are drawn with standard deviations from the trials.

The permutation feature importance for the random forest models is shown in Fig. 5a. Again, brightness temperature and rest-frame frequency bandwidth are of the highest importance to this model.

### 4.3 Boosted decision tree method

Another way to incorporate many decision trees into a single predictor is through boosting. In contrast to random forest, which uses deep decision trees trained on part of the data, boosting uses shallow decision trees trained on the entire data. The weak predictors are again taken average to obtain the final output (Freund & Schapire 1997; Drucker 1997; Friedman et al. 1998; Schapire & Singer 1999; Mayr et al. 2014).

There are different algorithm implementations of boosting. In this study, we employ AdaBoost (Freund & Schapire 1997), LightGBM (Ke et al. 2017) and XGBoost (Chen & Guestrin 2016).

With AdaBoost, we obtain an average $F_2$ score of 0.7666. We also get average $F_2$ scores of 0.7832 and 0.7843 for LightGBM and XGBoost, respectively.

Examples of confusion matrices and feature importance are shown in Figs 4d,4e,4f and Figs 5b,5c,5d.

### 4.4 Support vector machine method

Support vector machine (SVM) (Cortes & Vapnik 1995) projects the input features onto a hyper-space, and then attempts to find a hyper-plane to separate the data points based on input labels. Since most inputs are not linearly separable, studies most commonly use the "kernel trick" (Hofmann et al. 2008) to project the data points to another coordinate to make them linearly separable.

We are able to achieve an average $F_2$ score of 0.8180 with our SVM model. An example of the confusion matrix and feature importance are shown in Figs 4g and 5e.

### 4.5 Nearest centroid method

Similar to the SVM method, the nearest centroid method projects the data points into a hyperspace with their input features as position vectors (e.g. Hastie et al. 2009). The centroids of each class are learned by taking the average of the positions of each class of the learning set. The predictions for the test set are determined by the nearest class centroid.

With this method, we can achieve an average $F_2$ score of 0.7147. An example of the confusion matrix and feature importance are shown in Figs 4h and 5f.
Figure 4. Examples of confusion matrices of different methods on the test set.
4.6 Comparing different methods

Because the training and test set split introduces randomness to the process, \( F_2 \) scores from single trial may not be able to fully reflect the prediction abilities of the machine learning models. Therefore, we repeat the random splitting and training process 1000 times, and record the \( F_2 \) scores of each model on the test set.

We report the average \( F_2 \) scores, along with standard deviations based on the 1000 trials for each model in Table 1. We found that the SVM model performs the best in predicting repeating and non-repeating FRBs, while \( F_2 \) scores of all other models are also within error range.

### Table 1. List of average \( F_2 \) scores and standard deviations obtained with different models.

| Model                          | \( F_2 \) Mean | \( F_2 \) SD |
|-------------------------------|----------------|-------------|
| Decision tree (all features)  | 0.7351         | 0.0632      |
| Decision tree (\( T_B \) and \( \Delta \nu \)) | 0.7369         | 0.0499      |
| Random forest                 | 0.7821         | 0.0643      |
| AdaBoost                      | 0.7666         | 0.0617      |
| LightGBM                      | 0.7832         | 0.0647      |
| XGBoost                       | 0.7843         | 0.0631      |
| SVM                           | 0.8180         | 0.0483      |
| Nearest centroid              | 0.7147         | 0.0614      |

5 UNCOVERING HIDDEN REPEATING FRBS

5.1 Combining models

After training the models, we apply the models back to the entire CHIME catalog to find the bursts reported as non-repeating in the catalog but are predicted as repeating based on our machine learning models. Because the training-test set split introduces randomness to the results, we repeat the splitting and training process 1000 times. In each trial, if one apparently non-repeating burst is predicted as repeating by at least 4 of the 6 models described in Section 4 except the simple decision tree method, we record this occurrence. We further require that one burst needs to be predicted as a repeater in at least 100 trials to be identified as a repeater candidate.

The repeater candidates identified by this study, along with their input features and the number of trials predicted as repeating, are shown in Table 2.

5.2 Leave-one-out \( k \)-nearest neighbor

Another way to identify repeater candidates is Leave-one-out \( k \)-nearest neighbor. \( k \)-nearest neighbour (\( k \)-NN) classification (Fix & Hodges 1989; Altman 1992) takes the training set and project the feature vectors into a hyperspace. Then, for any prediction input, the model finds the nearest \( k \) training data points to the input feature vector. The prediction output label is then determined by the majority label of the nearest neighbors. In this study, we use \( k = 5 \).

In each cycle, one of the non-repeating burst is excluded from the training set, which consists of all the rest of the data. Then, the one left out non-repeating burst is predicted with the trained model. If the output label is repeating, then this burst is identified as a repeater candidate. This method essentially looks at the “surrounding” bursts in the feature hyperparameter to determine if the left-out non-repeater is closer to the repeaters. The results are shown in Table 3.

5.3 Unsupervised learning and the strongest candidates

The classification results using unsupervised learning are reported in a companion paper (Zhu-Ge et al. 2022). Those methods also identified a list of repeater candidates which overlap with our predicted repeater candidates. In Table 2, we have highlighted the strongest candidates that are identified by all three methods, namely the combined supervised model, the leave-one-out KNN method and the unsupervised machine learning methods (enclosed in boxes). These candidates can be regarded as strong candidate targets for searching for repeated bursts.
6 CONCLUSIONS

In this paper, we have applied an array of supervised machine learning methods to the first CHIME FRB catalog, with the aim of categorizing repeating and non-repeating FRBs and identifying repeater candidates from the apparently non-repeating sample. We reach the following conclusions:

- The parameter distributions of repeating and non-repeating FRBs are significantly different from each other. Machine learning algorithms, even some simple ones, are able to distinguish them. The machine learning algorithms confirm the finding of the CHIME team (CHIME/FRB Collaboration et al. 2021) that spectral bandwidth is one key parameter to distinguish between the two categories. Furthermore, several algorithms identify brightness temperature (with a proper \((1 + z)\) correction, see Eq. (3) and Appendix A) as another key parameter to distinguish the two categories.
- The SVM model performs the best in predicting repeat-
ing and non-repeating FRBs, while other models are not significantly far behind.

- The fact that the machine learning algorithms can correctly predict the majority of the bursts hints that there likely exist two distinct types of FRBs. Most of the apparently non-repeating FRBs may either have a distinct type of central engine or a distinct radiation mechanism that is different from that of repeating FRBs.

- Some non-repeating FRBs are predicted as repeating FRBs by multiple models, suggesting they might be hidden FRBs by multiple models, suggesting they might be hidden

Table 2. List of repeater candidates from the combined models. Check mark ✓ indicates this FRB is also identified as a repeater candidate by Zhu-Ge et al. (2022), plus mark + indicates this FRB is also identified as a repeater candidate by the leave-one-out k-NN method. The strongest candidates are marked with boxes around their names.

| Name                | Sub Num | RA (°) | Dec (°) | Δt_{BC} (ms) | S_{ν} (Jy) | F_{ν} (Jy ms) | D_{ME} (pc cm^{-3}) | z | ν_{c} (MHz) | log T_{B} (K) | Δν (ms) | log Δν (log MHz) | log E (log erg) | Score | Match |
|---------------------|---------|--------|---------|--------------|-------------|---------------|---------------------|---|--------------|------------|---------|-----------------|-----------------|-------|-------|
| FRB20190112A        | 0       | 0.86   | 21.81   | 47.19        | 0.49        | 6.3           | 809.3               | 0.824 | 400.2        | 33.37     | 14.198  | 36.46          | 40.67          | 138   | ✓     |
| FRB20190109B        | 0       | 253.47 | 1.25    | 6.88         | 1.2         | 3.0           | 106.9               | 0.09 | 408.1        | 31.455    | 0.337   | 36.76          | 40.76          | 137   | +     |
| FRB20190124E        | 0       | 297.75 | 20.57   | 18.68        | 0.64        | 7.3           | 225.8               | 0.161 | 410.8        | 31.455    | 0.337   | 36.76          | 40.76          | 137   | ✓     |
| FRB20190128C        | 0       | 69.8   | 78.94   | 15.73        | 0.57        | 2.6           | 100.8               | 0.013 | 410.8        | 31.455    | 0.337   | 36.76          | 40.76          | 137   | ✓     |
| FRB20190206A        | 0       | 244.85 | 9.36    | 5.9          | 1.4         | 9.1           | 146.9               | 0.059 | 609.9        | 32.57     | 2.313   | 36.76          | 40.76          | 137   | ✓     |
| FRB20190115A        | 0       | 0.86   | 21.81   | 47.19        | 0.49        | 6.3           | 809.3               | 0.824 | 400.2        | 33.37     | 14.198  | 36.46          | 40.67          | 138   | ✓     |
| FRB20190125B        | 0       | 253.47 | 1.25    | 6.88         | 1.2         | 3.0           | 106.9               | 0.09 | 408.1        | 31.455    | 0.337   | 36.76          | 40.76          | 137   | +     |
| FRB20190124E        | 0       | 297.75 | 20.57   | 18.68        | 0.64        | 7.3           | 225.8               | 0.161 | 410.8        | 31.455    | 0.337   | 36.76          | 40.76          | 137   | ✓     |
| FRB20190128C        | 0       | 69.8   | 78.94   | 15.73        | 0.57        | 2.6           | 100.8               | 0.013 | 410.8        | 31.455    | 0.337   | 36.76          | 40.76          | 137   | ✓     |
| FRB20190206A        | 0       | 244.85 | 9.36    | 5.9          | 1.4         | 9.1           | 146.9               | 0.059 | 609.9        | 32.57     | 2.313   | 36.76          | 40.76          | 137   | ✓     |
| FRB20190115A        | 0       | 0.86   | 21.81   | 47.19        | 0.49        | 6.3           | 809.3               | 0.824 | 400.2        | 33.37     | 14.198  | 36.46          | 40.67          | 138   | ✓     |

Table 3. List of repeater candidates from leave-one-out k-NN.
repeated or yet to be uncovered. Many candidates are also identified from unsupervised machine learning methods reported in Paper II. We have identified several strong candidates by cross comparing the candidates from the two papers (Table 2) and recommend the community to search for repeated bursts from these sources. The algorithms applied in this paper can also be applied to newly discovered FRBs to predict whether they will repeat, which will help to arrange follow-up observations accordingly.
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APPENDIX A: DERIVATION OF BRIGHTNESS TEMPERATURE $T_B$

In the literature, the derivation of $T_B$ for FRBs has not properly considered the redshift correction (Zhang 2020; Xiao & Dai 2021; Xiao & Dai 2022). We suggest that the proper correction is Equation (3). In the following, we present two independent proofs to justify it.

A1 The $D_A$ approach

For an FRB source with specific intensity $I_{\nu_0}$ at the cosmic rest-frame frequency $\nu_0$, the brightness temperature $T_B$ at $\nu_0$ can be defined using the Rayleigh-Jeans approximation of the blackbody law:

$$I_{\nu_0}d\nu_0 = \frac{2\nu_0^2k_B T_B}{c^2}d\nu_0,$$  \hspace{1cm} (A1)

where $k_B$ is Boltzmann constant.

Suppose the observed specific intensity is $I_\nu$ and the observed frequency is $\nu = \nu_0/(1+z)$. Since $I_\nu/\nu^3$ should remain constant (Rybicki & Lightman 1991), one can write

$$I_\nu d\nu = \frac{I_{\nu_0}d\nu_0}{(1+z)^4} = \frac{2\nu_0^2k_B T_B}{c^2(1+z)^3}d\nu.$$  \hspace{1cm} (A2)

The observed solid angle of the FRB emission region can be written as

$$\Delta \Omega = \frac{\pi R^2}{D_A^2} = \frac{\pi (c\Delta t_0)^2}{D_A^2},$$  \hspace{1cm} (A3)

where $R$ is the radius of the emission region estimated by the light travel distance in the duration of the FRB, $R = c\Delta t_0$, $\Delta t_0$ is the duration of the FRB at the source, and $D_A$ is the angular diameter distance of the FRB.

Finally, the observed specific flux $S_\nu$ can be expressed as

$$S_\nu d\nu = \Delta \Omega I_\nu d\nu.$$  \hspace{1cm} (A4)

Substituting Eq.(A2) to Eq.(A4), one finally obtains

$$T_B = \frac{S_\nu D_A^2}{2\pi k_B (\nu \Delta t)^2 (1+z)^3} = 1.1 \times 10^{15} K \left( \frac{S_\nu}{Jy} \right) \left( \frac{\nu}{GHz} \right)^{-2} \left( \frac{\Delta t}{ms} \right)^{-2} \left( \frac{D_A}{Gpc} \right)^2 (1+z)^3,$$  \hspace{1cm} (A5)

where $\Delta t = (1+z)\Delta t_0$ is observed duration, and the $(1+z)$ factors from $\Delta t$ and $\nu$ cancel out. This is one expression in Eq.(3).
A2 The $D_L$ approach

Another route to derive this expression of brightness temperature is similar to the derivation of the Stefan-Boltzmann law. The specific luminosity of the FRB can be expressed as

$$L_\nu d\nu = 4\pi R^2 \pi I_\nu d\nu.$$  \hfill (A6)

From the definition of luminosity distance $D_L$, the observed specific flux $S_\nu$ can be written as:

$$S_\nu d\nu = \frac{L_\nu d\nu}{4\pi D_L^2}.$$  \hfill (A7)

Substituting Eq. (A1) to Eq. (A7) and noting $d\nu_0 = (1+z)d\nu$, one finally obtains

$$T_B = \frac{S_\nu D_L^2}{\pi k_B (\nu\Delta t)^2 \nu^2} \frac{1}{1+z} = 1.1 \times 10^{35} K \left(\frac{S_\nu}{\text{Jy}}\right) \left(\frac{\nu}{\text{GHz}}\right)^{-2} \left(\frac{\Delta t}{\text{ms}}\right)^{-2} \left(\frac{D_L}{\text{Gpc}}\right)^2 \frac{1}{1+z}.  \hfill (A8)$$

This is another expression in Eq. (3). Since the two distances are connected through $D_L = D_A(1+z)^2$ for a flat universe, the two expressions are equivalent and the two derivations are consistent with each other.

APPENDIX B: LIST OF PARAMETERS USED IN MACHINE LEARNING MODELS

| Name                      | Value | LightGBM          | XGBoost          |
|---------------------------|-------|-------------------|-----------------|
| criterion                 | 'gini'|                   | 'binary:logistic' |
| splitter                  | 'best'|                   | 'gbtree'        |
| max_depth (all features)  | 5     |                   |                 |
| max_depth ($T_B$ and $\Delta t$) | 3  |                   |                 |
| min_samples_split         | 2     |                   |                 |
| min_samples_leaf          | 1     |                   |                 |
| min_weight_fraction_leaf  | 0.0   |                   |                 |
| max_features              | None  |                   |                 |
| max_leaf_nodes            | None  |                   |                 |
| min_impurity_decrease     | 0.0   |                   |                 |
| class_weight              | None  |                   |                 |
| ccp_alpha                 | 0.0   |                   |                 |
| n_estimators              | 50    |                   |                 |
| learning_rate             | 1.0   |                   |                 |
| algorithm                 | 'SAMME.R' |               |                 |
| boosting_type             | 'gbdt' |                   |                 |
| num_leaves                | 31    |                   |                 |
| max_depth                 | -1    |                   |                 |
| learning_rate             | 0.1   |                   |                 |
| n_estimators              | 100   |                   |                 |
| subsample_for_bin         | 200000|                   |                 |
| objective                 | None  |                   |                 |
| class_weight              | None  |                   |                 |
| min_split_gain            | 0     |                   |                 |
| min_child_weight          | 1e-3  |                   |                 |
| min_child_samples         | 20    |                   |                 |
| subsample                 | 1     |                   |                 |
| subsample_freq            | 0     |                   |                 |
| colsample_bytree          | 1     |                   |                 |
| reg_alpha                 | 0     |                   |                 |
| reg_lambda                | 0     |                   |                 |
| importance_type           | 'split'|                 |                 |
| criterion                 | 'gini'|                   |                 |
| max_depth                 | 6     |                   |                 |
| max_leaves                | 0     |                   |                 |
| max_bin                   | 256   |                   |                 |
| grow_policy               | 'depthwise' |             |                 |
| learning_rate             | 0.3   |                   |                 |
| booster                   | 'gbtree' |               |                 |
| tree_method               | 'exact' |             |                 |
| gamma                     | 0     |                   |                 |
| min_child_weight          | 1     |                   |                 |
| max_delta_step            | 0     |                   |                 |
| subsample                 | 1     |                   |                 |
| sampling_method           | 'uniform' |             |                 |
| colsample_bytree          | 1     |                   |                 |
| colsample_bylevel         | 1     |                   |                 |
| colsample_bynode          | 1     |                   |                 |
| reg_alpha                 | 0     |                   |                 |
| reg_lambda                | 1     |                   |                 |
| scale_pos_weight          | 1     |                   |                 |
| base_score                | 0.5   |                   |                 |
| num_parallel_tree         | 1     |                   |                 |
| monotone_constraints      | '(') |                   |                 |
| interaction_constraints   | ''    |                   |                 |
| importance_type           | None  |                   |                 |
| predictor                 | 'auto' |                   |                 |
| enable_categorical        | False |                   |                 |
| max_cat_to_onehot         | 4     |                   |                 |
| eval_metric               | None  |                   |                 |
| early_stopping_rounds     | None  |                   |                 |
| callbacks                 | None  |                   |                 |
| C                         | 1.0   |                   |                 |
| kernel                    | 'rbf' |                   |                 |
| degree                    | 3     |                   |                 |
| gamma                     | 'scale' |               |                 |
| coef0                     | 0.0   |                   |                 |
shrinking True
probability False
tol 0.001
class_weight None
max_iter -1
decision_function_shape 'ovr'
break_ties False

| Nearest Centroid
| metric | 'euclidean'
| shrink_threshold | None

Table B1: List of parameters used in the machine learning models.
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