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I. INTRODUCTION

Impossibility of simultaneous realizations of two quantum operations is a fundamental feature of quantum theory. For example, we cannot simultaneously measure the position and momentum of a quantum particle due to the celebrated uncertainty relation. In general, a pair of quantum operations are said to be compatible if they can be realized as marginals of a single operation and incompatible if cannot. Recently the concept of incompatibility of completely positive (CP) quantum channels with input and outcome quantum spaces has been introduced\textsuperscript{1,2}, which is applicable to the measurements on a pair of discrete observables. In Ref. 2, it is proved that for a finite-dimensional quantum channel \(\Lambda\), its conjugate (or complementary) channel\textsuperscript{3–5} \(\Lambda^c\) is maximal in the concatenation preorder among the channels compatible with \(\Lambda\). In addition, it is also shown that the class of channels compatible with a given channel \(\Lambda\) characterizes the equivalence class of \(\Lambda\) with respect to the concatenation equivalence relation.

Then one may ask, as a natural generalization, whether we have similar results for channels with a quantum input space and with general outcome operator algebras, especially for measurements on continuous observables like position and momentum. This paper addresses this generalization problem and gives an affirmative answer.

Now we outline the contents of this paper. For the generalization to arbitrary outcome operator algebras, one of the main difficulties is the proper choice of the tensor product of the outcome algebras corresponding to the composite outcome system. As known in the field of operator algebras, a given pair of \(C^*\)-algebras have in general many inequivalent \(C^*\)-tensor products. We can also define normal tensor product if the outcome operator algebras are von Neumann algebras. These notions of tensor products lead to various definitions of compatibility relations of channels, which are consistent with the (normal) concatenation preorder relation for channels (Sections II and III).

The main finding of this paper is that, if we define the compatibility relation by the maximal (or projective) tensor product (Definition 2) and generalize the concept of the conjugate channel to the commutant conjugate channel (Definition 3), then, for channels with an input quantum space and general outcome \(C^*\)-algebras, the commutant conjugate channel is maximal in the concatenation preorder among the compatible channels (Section IV, Theorems 1 and 3). We also establish that the class of compatible channels determines the
concatenation equivalence class of a normal channel (Theorem 2). As a by-product of the proof of this, we find that the normal and non-normal concatenation relations coincide for normal channels (Corollary 2) and for statistical experiments (Corollary 3).

We also consider the quantum-classical (QC) channel, which is a normal channel with a commutative outcome von Neumann algebra and corresponds to a quantum measurement described by a positive operator valued measure (POVM) (Section V). In this case, since $C^*$-tensor product is unique if one of the algebras is commutative, all the compatibility relations defined by $C^*$-tensor products coincide. We define the compatibility of a POVM and a channel by the existence of a joint instrument of them and show that this compatibility is consistent with the compatibility of the QC channel (Theorem 4). We also give a characterization of the maximality\textsuperscript{6,7} of a POVM with respect to the classical post-processing preorder in terms of the conjugate channel of the QC channel.

Another natural choice of tensor product for normal channels is the normal ($W^*$-) tensor product of outcome von Neumann algebras. We show that, for a given normal channel, the class of normally compatible channels is upper bounded in the concatenation preorder by a special class of channels with quantum outcome spaces called tensor-conjugate channels (Section VI). The tensor conjugate channels of a given normal channel are, in general, not concatenation equivalent to the commutant conjugate channel. We also compare the $C^*$- and normal compatibility relations focusing on QC channels (Section VII). We show that, for a commutative von Neumann algebra, the normal compatibility relation does not allow the universal copying (or broadcasting) operation unless the algebra is atomic, whereas the $C^*$-compatibility relation does. This fact leads to an example of a POVM that is normally incompatible with itself, which explicitly shows the inequivalence of the $C^*$- and normal compatibility relations. Finally we give some open problems related to our results (Section VIII).

II. PRELIMINARIES ON OPERATOR ALGEBRAS AND CHANNELS

In this section we introduce some preliminaries on the operator algebras and CP channels between them. For general references we refer to Refs. 8–10.
A. $C^*$-algebra

Let $\mathcal{A}$ be a $C^*$-algebra. Throughout this paper we only consider unital $C^*$-algebras and the unit element of $\mathcal{A}$ is denoted by $1_{\mathcal{A}}$. A positive linear functional $\varphi \in \mathcal{A}^*$ is called a state if $\varphi(1_{\mathcal{A}}) = 1$ and the set of states on $\mathcal{A}$ is denoted by $\mathcal{S}(\mathcal{A})$. For each linear functional $\varphi \in \mathcal{A}^*$ and $A \in \mathcal{A}$, $\varphi(A)$ is also written as $\langle \varphi, A \rangle$.

Let $\mathcal{A}$ and $\mathcal{B}$ be $C^*$-algebras and $\Lambda: \mathcal{A} \to \mathcal{B}$ be a linear map. $\Lambda$ is called unital if $\Lambda(1_{\mathcal{A}}) = 1_{\mathcal{B}}$. $\Lambda$ is called positive if $\Lambda(A) \geq 0$ for $0 \leq A \in \mathcal{A}$. For positive $\Lambda$, $\Lambda$ is called faithful if $\Lambda(A^*A) = 0$ implies $A = 0$ for $A \in \mathcal{A}$. $\Lambda$ is called CP if

$$\sum_{i,j=1}^{n} B_i^* \Lambda(A_i^*A_j) B_j \geq 0$$

for each $n \geq 1$, $A_i \in \mathcal{A}$, and $B_i \in \mathcal{B}$ $(1 \leq i \leq n)$. $\Lambda$ is called a channel (in the Heisenberg picture) if $\Lambda$ is unital and CP. The set of channels from $\mathcal{A}$ to $\mathcal{B}$ is denoted by $\text{Ch}(\mathcal{A} \to \mathcal{B})$ and $\text{Ch}(\mathcal{A} \to \mathcal{A})$ is written as $\text{Ch}(\mathcal{A})$. For each channel $\Gamma \in \text{Ch}(\mathcal{A} \to \mathcal{B})$, the codomain $\mathcal{B}$ and the domain $\mathcal{A}$ are called the input and outcome spaces of $\Gamma$, respectively. The identity channel on $\mathcal{A}$ is denoted by $\text{id}_\mathcal{A}$.

Let $\mathcal{H}$ be a Hilbert space. The inner product on $\mathcal{H}$ is denoted by $\langle \psi | \varphi \rangle$ $(\psi, \varphi \in \mathcal{H})$, which is linear and antilinear with respect to $\varphi$ and $\psi$, respectively. We denote by $\mathcal{L}(\mathcal{H})$, $\mathcal{T}(\mathcal{H})$, and $\mathcal{S}(\mathcal{H})$ the sets of bounded, trace-class, and density operators on $\mathcal{H}$, respectively. The identity operator on $\mathcal{H}$ is written as $1_\mathcal{H}$.

Let $\mathcal{A}$ be a $C^*$-algebra, let $\mathcal{H}$ be a Hilbert space, and let $\Lambda \in \text{Ch}(\mathcal{A} \to \mathcal{L}(\mathcal{H}))$ be a channel. A triple $(\mathcal{K}, \pi, V)$ is called a Stinespring representation of $\Lambda$ if $\mathcal{K}$ is a Hilbert space, $\pi: \mathcal{A} \to \mathcal{L}(\mathcal{K})$ is a representation (i.e. non-degenerate $*$-homomorphism) from $\mathcal{A}$ to $\mathcal{K}$, $V: \mathcal{H} \to \mathcal{K}$ is a linear isometry, and $\Lambda$ is represented as

$$\Lambda(A) = V^* \pi(A) V, \quad (\forall A \in \mathcal{A}).$$

A Stinespring representation $(\mathcal{K}, \pi, V)$ of $\Lambda$ is called minimal if the closed linear span of $\pi(A)V\mathcal{H}$ coincides with $\mathcal{K}$. According to Stinespring’s dilation theorem\textsuperscript{11}, any channel $\Lambda \in \text{Ch}(\mathcal{A} \to \mathcal{L}(\mathcal{H}))$ has a minimal Stinespring representation unique up to unitary equivalence.

For a channel $\Lambda \in \text{Ch}(\mathcal{A} \to \mathcal{B})$, the set

$$M_\Lambda := \{ A \in \mathcal{A} \mid \Lambda(A^*A) = \Lambda(A^*)\Lambda(A), \ \Lambda(AA^*) = \Lambda(A)\Lambda(A^*) \}$$
is called the multiplicative domain of \( \Lambda \). For \( A \in \mathcal{A} \), \( A \in M_\Lambda \) if and only if \( \Lambda(BA) = \Lambda(B)\Lambda(A) \) and \( \Lambda(AB) = \Lambda(A)\Lambda(B) \) for all \( B \in \mathcal{A} \).

Let \( \mathcal{A} \) be a \( C^* \)-algebra. The (universal) enveloping von Neumann algebra \( \mathcal{A}^{**} \) of \( \mathcal{A} \) is the von Neumann algebra defined by \( \pi_U(\mathcal{A})'' \), where \( (\pi_U, K_U) \) is the direct sum of GNS-representations taken over all the states on \( \mathcal{A} \). Here, for a Hilbert space \( \mathcal{H} \) and a subset \( S \subseteq \mathcal{L}(\mathcal{H}) \), \( S' \) denotes the commutant of \( S \). By the faithfulness of the representation \( \pi_U \), \( \mathcal{A} \) can be regarded as a \( C^* \)-subalgebra of \( \mathcal{A}^{**} \) ultraweakly dense in \( \mathcal{A}^{**} \). The enveloping algebra \( \mathcal{A}^{**} \) satisfies the following universal property: for each Hilbert space \( \mathcal{K} \) and each representation \( \pi: \mathcal{A} \to \mathcal{L}(\mathcal{K}) \), \( \pi \) extends to a unique normal representation \( \tilde{\pi}: \mathcal{A}^{**} \to \mathcal{L}(\mathcal{K}) \).

The enveloping von Neumann algebra \( \mathcal{A}^{**} \) is, as a Banach space, isometrically isomorphic to the double dual of \( \mathcal{A} \), which justifies the notation \( \mathcal{A}^{**} \).

### B. Von Neumann algebra

Let \( \mathcal{M} \) and \( \mathcal{N} \) be von Neumann algebras. A positive linear map \( \Lambda: \mathcal{M} \to \mathcal{N} \) is called normal if \( \Lambda(\sup_{A \alpha} A_\alpha) = \sup_{A \alpha} \Lambda(A_\alpha) \) holds for any upper and lower bounded monotonically increasing net \( A_\alpha \) on \( \mathcal{M} \). A positive linear map \( \Lambda: \mathcal{M} \to \mathcal{N} \) is normal if and only if it is ultraweakly continuous. A normal, unital, CP map \( \Lambda: \mathcal{M} \to \mathcal{N} \) is called a normal channel. The set of normal channels from \( \mathcal{M} \) to \( \mathcal{N} \) is denoted by \( \text{Ch}_\sigma(\mathcal{M} \to \mathcal{N}) \) and \( \text{Ch}_\sigma(\mathcal{M} \to \mathcal{M}) \) by \( \text{Ch}_\sigma(\mathcal{M}) \). If \( (\mathcal{K}, \pi, V) \) is a minimal Stinespring representation of a normal channel \( \Lambda \in \text{Ch}_\sigma(\mathcal{M} \to \mathcal{L}(\mathcal{H})) \), \( \pi \) is a normal representation of \( \mathcal{M} \).

Let \( \mathcal{M} \) be a von Neumann algebra. The set of ultraweakly continuous elements of the dual space \( \mathcal{M}^* \) is denoted by \( \mathcal{M}_s \). \( (\mathcal{M}_s)^* \) is identified with \( \mathcal{M} \) by the correspondence \( \mathcal{M} \ni A \mapsto \Psi_A \in (\mathcal{M}_s)^* \), where \( \Psi_A(\varphi) := \langle \varphi, A \rangle \), \( (\varphi \in \mathcal{M}_s) \). In this sense, \( \mathcal{M}_s \) is the predual space of \( \mathcal{M} \). The set of normal states on \( \mathcal{M} \) is denoted by \( \mathcal{S}_\sigma(\mathcal{M}) \).

Let \( \mathcal{M} \) and \( \mathcal{N} \) be von Neumann algebras and let \( \Lambda \in \text{Ch}_\sigma(\mathcal{N} \to \mathcal{M}) \) be a normal channel. Then there exists a unique positive linear map \( \Lambda_*: \mathcal{M}_s \to \mathcal{N}_s \) such that

\[
\langle \varphi, \Lambda(A) \rangle = \langle \Lambda_*(\varphi), A \rangle \quad (A \in \mathcal{N}, \varphi \in \mathcal{M}_s),
\]

and \( \Lambda_* \) is called the predual of \( \Lambda \). In the physical context, the predual of a channel corresponds to the Schrödinger picture.

For a Hilbert space \( \mathcal{H} \), \( \mathcal{L}(\mathcal{H}) \) is called a fully quantum space and a channel with fully quantum input and outcome spaces is called a fully quantum channel. The predual \( \mathcal{L}(\mathcal{H})_* \)
(respectively, the set of normal states $S_p(\mathcal{L}(\mathcal{H}))$ is identified with $T(\mathcal{H})$ (respectively, $S(\mathcal{H})$) by the correspondence $\langle T, A \rangle = \text{tr}[TA]$, $(T \in T(\mathcal{H}), A \in \mathcal{L}(\mathcal{H}))$.

C. Tensor products of operator algebras

Let $\mathcal{A}$ and $\mathcal{B}$ be $C^*$-algebras and let $\mathcal{A} \otimes_{\text{alg}} \mathcal{B}$ denote the algebraic tensor product of $\mathcal{A}$ and $\mathcal{B}$. A $C^*$-norm $\| \cdot \|_\gamma$ on $\mathcal{A} \otimes_{\text{alg}} \mathcal{B}$ is a norm such that $\|XY\|_\gamma \leq \|X\|_\gamma \|Y\|_\gamma$ and $\|X^*X\|_\gamma = \|X\|^2_\gamma$ for all $X, Y \in \mathcal{A} \otimes_{\text{alg}} \mathcal{B}$. The completion of $\mathcal{A} \otimes_{\text{alg}} \mathcal{B}$ with respect to a $C^*$-norm $\| \cdot \|_\gamma$, denoted by $\mathcal{A} \otimes_\gamma \mathcal{B}$, is a $C^*$-algebra and called a $C^*$-tensor product of $\mathcal{A}$ and $\mathcal{B}$. For general $\mathcal{A}$ and $\mathcal{B}$, $C^*$-norm is not unique. The following minimal and maximal norms are important: for each $\mathcal{X} \in \mathcal{A} \otimes_{\text{alg}} \mathcal{B}$ we define

$$\|X\|_{\text{min}} := \sup \{ \|\pi_1 \otimes \pi_2(X)\| \mid \pi_1 \text{ and } \pi_2 \text{ are representations of } \mathcal{A} \text{ and } \mathcal{B}, \text{ respectively} \},$$

$$\|X\|_{\text{max}} := \sup \{ \|\pi(X)\| \mid \pi \text{ is a representation of } \mathcal{A} \otimes_{\text{alg}} \mathcal{B} \}.$$ 

Then $\| \cdot \|_{\text{min}}$ and $\| \cdot \|_{\text{max}}$ are $C^*$-norms. The $C^*$-algebras $\mathcal{A} \otimes_{\text{min}} \mathcal{B}$ and $\mathcal{A} \otimes_{\text{max}} \mathcal{B}$ are called the minimal (or injective) and maximal (or projective) tensor products of $\mathcal{A}$ and $\mathcal{B}$, respectively. For each $C^*$-norm $\| \cdot \|_\gamma$ on $\mathcal{A} \otimes_{\text{alg}} \mathcal{B}$, we have $\|X\|_{\text{min}} \leq \|X\|_\gamma \leq \|X\|_{\text{max}}$ for all $X \in \mathcal{A} \otimes_{\text{alg}} \mathcal{B}$. The maximal tensor product can be characterized by the following universal property: for any representations $\pi_1: \mathcal{A} \to \mathcal{L}(\mathcal{H})$ and $\pi_2: \mathcal{B} \to \mathcal{L}(\mathcal{H})$ with commuting ranges, there exists a unique representation $\pi_{12}: \mathcal{A} \otimes_{\text{max}} \mathcal{B} \to \mathcal{L}(\mathcal{H})$ such that $\pi_{12}(A \otimes B) = \pi_1(A)\pi_2(B)$ ($A \in \mathcal{A}, B \in \mathcal{B}$). For any $C^*$-tensor product $\mathcal{A} \otimes_\gamma \mathcal{B}$ there exist homomorphisms $\pi_{\text{max}}: \mathcal{A} \otimes_{\text{max}} \mathcal{B} \to \mathcal{A} \otimes_\gamma \mathcal{B}$ and $\pi_{\text{min}}: \mathcal{A} \otimes_\gamma \mathcal{B} \to \mathcal{A} \otimes_{\text{min}} \mathcal{B}$ such that $\pi_{\text{max}}(A \otimes B) = A \otimes B$ and $\pi_{\text{min}}(A \otimes B) = A \otimes B$ ($A \in \mathcal{A}, B \in \mathcal{B}$).

A $C^*$-algebra $\mathcal{A}$ is called nuclear if $C^*$-norm on $\mathcal{A} \otimes_{\text{alg}} \mathcal{B}$ is unique for any $C^*$-algebra $\mathcal{B}$. Any commutative $C^*$-algebra is nuclear.

Let $\mathcal{M}$ and $\mathcal{N}$ be von Neumann algebras on Hilbert spaces $\mathcal{H}$ and $\mathcal{K}$, respectively. We define a $C^*$-norm $\| \cdot \|_{\text{bin}}$ on $\mathcal{M} \otimes_{\text{alg}} \mathcal{N}$ by $\|X\|_{\text{bin}} := \sup_{\pi_{12}} \|\pi_{12}(X)\|$, where the supremum is taken over the representation $\pi_{12}$ such that the marginals

$$\pi_1: \mathcal{M} \ni A \mapsto \pi_{12}(A \otimes \mathbb{1}_\mathcal{N})$$
$$\pi_2: \mathcal{N} \ni B \mapsto \pi_{12}(\mathbb{1}_\mathcal{M} \otimes B)$$

are normal$^{12}$. The corresponding $C^*$-tensor product $\mathcal{M} \otimes_{\text{bin}} \mathcal{N}$ is called the binormal tensor product of $\mathcal{M}$ and $\mathcal{N}$. We can also define the normal tensor product of $\mathcal{M}$ and $\mathcal{N}$ as
follows. We embed $M \otimes_{\text{alg}} N$ into $L(H \otimes K)$ and define the normal tensor product $M \overline{\otimes} N$ by $(M \otimes_{\text{alg}} N)^{\prime\prime}$, the von Neumann algebra generated by $M \otimes_{\text{alg}} N$ in $L(H \otimes K)$. The norm $\| \cdot \|$ on $M \overline{\otimes} N$ restricted to $M \otimes_{\text{alg}} N$ coincides with the minimal norm $\| \cdot \|_{\text{min}}$. Therefore, $M \otimes_{\text{min}} N$ is the $C^*$-subalgebra of $M \overline{\otimes} N$ given by the norm completion of $M \otimes_{\text{alg}} N$.

The following proposition states that any algebraic product map of (normal) CP channels can be extended to a CP channel on the maximal, minimal, binormal or normal tensor product, which is not true for general positive maps.

**Proposition 1** (Ref. 8, Propositions IV.4.23 and IV.5.13). Let $A, B, C$ and $D$ be $C^*$-algebras.

1. Let $\Phi \in \text{Ch}(A \to C)$ and $\Psi \in \text{Ch}(B \to C)$ be channels. Suppose that the ranges $\Phi(A)$ and $\Psi(B)$ commute. Then the map $\Phi \otimes_{\text{alg}} \Psi : A \otimes_{\text{alg}} B \to C$ defined by $\Phi \otimes_{\text{alg}} \Psi \left( \sum_j A_j \otimes B_j \right) := \sum_j \Phi(A_j) \Psi(B_j)$ ($A_j \in A, B_j \in B$) uniquely extends to a channel $\Phi \otimes_{\text{max}} \Psi \in \text{Ch}(A \otimes_{\text{max}} B \to C)$. Furthermore, if $A, B,$ and $C$ are von Neumann algebras and $\Phi$ and $\Psi$ are normal, then $\Phi \otimes_{\text{alg}} \Psi$ uniquely extends to a channel $\Phi \otimes_{\text{bin}} \Psi \in \text{Ch}(A \otimes_{\text{bin}} B \to C)$.

2. Let $\Phi \in \text{Ch}(A \to C)$ and $\Psi \in \text{Ch}(B \to D)$ be channels. Then the algebraic tensor product map $\Phi \otimes_{\text{alg}} \Psi : A \otimes_{\text{alg}} B \to C \otimes_{\text{alg}} D$ uniquely extends to a channel $\Phi \otimes_{\text{min}} \Psi \in \text{Ch}(A \otimes_{\text{min}} B \to C \otimes_{\text{min}} D)$. If we further assume that $A, B, C,$ and $D$ are von Neumann algebras and that $\Phi$ and $\Psi$ are normal, then $\Phi \otimes_{\text{alg}} \Psi$ uniquely extends to a normal channel $\Phi \overline{\otimes} \Psi \in \text{Ch}_\sigma(A \overline{\otimes} B \to C \overline{\otimes} D)$.

**D. Channel concatenation relations and minimal sufficient channel**

**Definition 1** (Channel concatenation relations$^{2,13}$). 1. Let $A_1, A_2,$ and $A_{\text{in}}$ be $C^*$-algebras and let $\Phi_1 \in \text{Ch}(A_1 \to A_{\text{in}})$ and $\Phi_2 \in \text{Ch}(A_2 \to A_{\text{in}})$ be channels with the common input space $A_{\text{in}}$.

   (i) $\Phi_1$ is a *concatenation* of $\Phi_2$, written as $\Phi_1 \preceq_{\text{CP}} \Phi_2$, if there exists a channel $\Psi \in \text{Ch}(A_1 \to A_2)$ such that $\Phi_1 = \Phi_2 \circ \Psi$.

   (ii) $\Phi_1$ and $\Phi_2$ are said to be *concatenation equivalent*, written as $\Phi_1 \sim_{\text{CP}} \Phi_2$, if both $\Phi_1 \preceq_{\text{CP}} \Phi_2$ and $\Phi_2 \preceq_{\text{CP}} \Phi_1$ hold.
2. Let $M_1$, $M_2$ and $M_{\text{in}}$ be von Neumann algebras and let $\Lambda_1 \in \text{Ch}_\sigma(M_1 \rightarrow M_{\text{in}})$ and $\Lambda_2 \in \text{Ch}_\sigma(M_2 \rightarrow M_{\text{in}})$ be normal channels with the common input space $M_{\text{in}}$.

(i) $\Lambda_1$ is a normal concatenation of $\Lambda_2$, written as $\Lambda_1 \preceq_{CP,\sigma} \Lambda_2$, if there exists a normal channel $\Gamma \in \text{Ch}_\sigma(M_1 \rightarrow M_2)$ such that $\Lambda_1 = \Lambda_2 \circ \Gamma$.

(ii) $\Lambda_1$ and $\Lambda_2$ are said to be normally concatenation equivalent, written as $\Lambda_1 \sim_{CP,\sigma} \Lambda_2$, if both $\Lambda_1 \preceq_{CP,\sigma} \Lambda_2$ and $\Lambda_2 \preceq_{CP,\sigma} \Lambda_1$ hold.

(iii) $\Lambda_1$ and $\Lambda_2$ are said to be normally isomorphic, written as $\Lambda_1 \cong \Lambda_2$, if there exists a normal isomorphism $\pi : M_1 \rightarrow M_2$ such that $\Lambda_1 = \Lambda_2 \circ \pi$.

Operationally, the relation $\Phi \preceq_{CP} \Psi$ for channels $\Phi$ and $\Psi$ means that the quantum operation corresponding to $\Phi$ is obtained by a post-processing of $\Psi$. Note that we are discussing the channels in the Heisenberg picture.

For a given input $C^*$-algebra $A_{\text{in}}$ (respectively, input von Neumann algebra $M_{\text{in}}$), the relations $\preceq_{CP}$ and $\sim_{CP}$ (respectively, $\preceq_{CP,\sigma}$ and $\sim_{CP,\sigma}$) are binary preorder and equivalence relations for (respectively, normal) channels, respectively. We will prove in Theorem 2 and Corollary 2 that, for normal channels, the normal concatenation relations $\preceq_{CP,\sigma}$ and $\sim_{CP,\sigma}$ in fact coincide with $\preceq_{CP}$ and $\sim_{CP}$, respectively.

Let $\Lambda_0 \in \text{Ch}_\sigma(M_0 \rightarrow M_{\text{in}})$ be a normal channel with input and outcome von Neumann algebras $M_{\text{in}}$ and $M_0$, respectively. The channel $\Lambda_0$ is called minimal sufficient if $\Lambda_0 \circ \alpha = \Lambda_0$ implies $\alpha = \text{id}_{M_0}$ for any $\alpha \in \text{Ch}_\sigma(M_0)$. For any normal channel $\Lambda \in \text{Ch}_\sigma(M \rightarrow M_{\text{in}})$ with an arbitrary outcome von Neumann algebra $M$, there exists a minimal sufficient channel $\Lambda_0$ satisfying $\Lambda_0 \sim_{CP,\sigma} \Lambda$ and such $\Lambda_0$ is unique up to normal isomorphism. If the outcome space $M$ of $\Lambda$ is commutative, $M_0$ is also commutative. Every minimal sufficient channel is faithful.

III. COMPATIBILITY RELATIONS FOR CHANNELS

Now we introduce compatibility relations for channels as follows.

Definition 2 (Compatibility relations for channels). 1. Let $A, B$, and $C$ be $C^*$-algebras, let $\Phi \in \text{Ch}(A \rightarrow C)$ and $\Psi \in \text{Ch}(B \rightarrow C)$ be channels, and let $\gamma$ be min or max. $\Phi$ and $\Psi$ are $\gamma$-compatible, written as $\Phi \bowtie_{\gamma} \Psi$, if there exists a channel $\Theta_\gamma \in \text{Ch}(A \otimes_{\gamma} B \rightarrow C)$
such that \( \Theta_\gamma (A \otimes 1_B) = \Phi (A) \) and \( \Theta_\gamma (1_A \otimes B) = \Psi (B) \) for all \( A \in \mathcal{A} \) and for all \( B \in \mathcal{B} \). Such a channel \( \Theta_\gamma \) is called a \( \gamma \)-joint channel of \( \Phi \) and \( \Psi \).

2. Let \( \mathcal{M}, \mathcal{N}, \) and \( \mathcal{M}_{in} \) be von Neumann algebras and let \( \Lambda \in \text{Ch}_\sigma (\mathcal{M} \to \mathcal{M}_{in}) \) and \( \Gamma \in \text{Ch}_\sigma (\mathcal{N} \to \mathcal{M}_{in}) \) be normal channels.

   (i) \( \Lambda \) and \( \Gamma \) are binormally compatible, written as \( \Lambda \bowtie_{\text{bin}} \Gamma \), if there exists a channel \( \Theta_{\text{bin}} \in \text{Ch} (\mathcal{M} \otimes_{\text{bin}} \mathcal{N} \to \mathcal{M}_{in}) \) such that \( \Theta_\gamma (A \otimes 1_B) = \Lambda (A) \) and \( \Theta_\gamma (1_A \otimes B) = \Gamma (B) \) for all \( A \in \mathcal{M} \) and for all \( B \in \mathcal{N} \). Such a channel \( \Theta_{\text{bin}} \) is called a bin-joint channel of \( \Lambda \) and \( \Gamma \).

   (ii) \( \Lambda \) and \( \Gamma \) are normally compatible, written as \( \Lambda \bowtie_{\sigma} \Gamma \), if there exists a normal channel \( \Theta \in \text{Ch}_\sigma (\mathcal{M} \otimes \mathcal{N} \to \mathcal{M}_{in}) \) such that \( \Theta_\gamma (A \otimes 1_B) = \Lambda (A) \) and \( \Theta_\gamma (1_A \otimes B) = \Gamma (B) \) for all \( A \in \mathcal{M} \) and for all \( B \in \mathcal{N} \). Such \( \Theta \) is called a normal joint channel of \( \Lambda \) and \( \Gamma \).

In Definition 2, min- and max-compatibility relations coincide if one of the outcome spaces of the channels is nuclear. In the operational language, two channels are compatible if they can be realized as marginals of a joint channel.

**Lemma 1.**

1. Let \( \mathcal{A}, \mathcal{B}, \mathcal{C}, \Phi \in \text{Ch}(\mathcal{A} \to \mathcal{C}), \text{ and } \Psi \in \text{Ch}(\mathcal{B} \to \mathcal{C}) \) be the same as in Definition 2.1. Then \( \Phi \bowtie_{\text{min}} \Psi \) implies \( \Phi \bowtie_{\text{max}} \Psi \).

2. Let \( \mathcal{M}, \mathcal{N}, \mathcal{M}_{in}, \Lambda \in \text{Ch}_\sigma (\mathcal{M} \to \mathcal{M}_{in}), \text{ and } \Gamma \in \text{Ch}_\sigma (\mathcal{N} \to \mathcal{M}_{in}) \) be the same as in Definition 2.2. Then the following implications hold:

   \[
   \Lambda \bowtie_\sigma \Gamma \implies \Lambda \bowtie_{\text{min}} \Gamma \implies \Lambda \bowtie_{\text{bin}} \Gamma \implies \Lambda \bowtie_{\text{max}} \Gamma.
   \]

**Proof.**

1. Assume \( \Phi \bowtie_{\text{min}} \Psi \) and let \( \Theta_{\text{min}} \in \text{Ch}(\mathcal{A} \otimes_{\text{min}} \mathcal{B} \to \mathcal{C}) \) be a min-joint channel of \( \Phi \) and \( \Psi \). From the universality of the maximal tensor product, there exists a representation \( \pi : \mathcal{A} \otimes_{\text{max}} \mathcal{B} \to \mathcal{A} \otimes_{\text{min}} \mathcal{B} \) such that \( \pi (A \otimes B) = A \otimes B \) \((A \in \mathcal{A}, B \in \mathcal{B})\).

   Then \( \Theta_{\text{max}} := \Theta_{\text{min}} \circ \pi \) is a max-joint channel of \( \Phi \) and \( \Psi \), which proves \( \Phi \bowtie_{\text{max}} \Psi \).

2. Assume \( \Lambda \bowtie_\sigma \Gamma \) and let \( \overline{\Theta} \in \text{Ch}_\sigma (\mathcal{M} \overline{\otimes} \mathcal{N} \to \mathcal{M}_{in}) \) be a normal joint channel of \( \Lambda \) and \( \Gamma \). Since \( \mathcal{M} \otimes_{\text{min}} \mathcal{N} \) is the \( C^* \)-subalgebra of \( \mathcal{M} \overline{\otimes} \mathcal{N} \) generated by \( \mathcal{M} \otimes_{\text{alg}} \mathcal{N} \), \( \Theta_{\text{min}} := \overline{\Theta} |\mathcal{M} \otimes_{\text{min}} \mathcal{N} \), the restriction of \( \overline{\Theta} \) to \( \mathcal{M} \otimes_{\text{min}} \mathcal{N} \), is a min-joint channel of \( \Lambda \) and \( \Gamma \). Thus we have \( \Lambda \bowtie_{\text{min}} \Gamma \).
Assume $\Lambda \bowtie_{\text{min}} \Gamma$ and let $\Theta_{\text{min}} \in \text{Ch}(\mathcal{M} \otimes_{\text{min}} \mathcal{N} \rightarrow \mathcal{M}_{\text{in}})$ be a min-joint channel of $\Lambda$ and $\Gamma$. From the minimality of the norm $\|\cdot\|_{\text{min}}$, there exists a representation $\pi_{\text{min}}: \mathcal{M} \otimes_{\text{bin}} \mathcal{N} \rightarrow \mathcal{M} \otimes_{\text{min}} \mathcal{N}$ such that $\pi_{\text{min}}(A \otimes B) = A \otimes B$ ($A \in \mathcal{M}, B \in \mathcal{N}$). Then $\Theta_{\text{bin}} := \Theta_{\text{min}} \circ \pi_{\text{min}} \in \text{Ch}(\mathcal{M} \otimes_{\text{bin}} \mathcal{N} \rightarrow \mathcal{M}_{\text{in}})$ is a bin-joint channel of $\Lambda$ and $\Gamma$, which proves $\Lambda \bowtie_{\text{bin}} \Gamma$.

The implication $\Lambda \bowtie_{\text{bin}} \Gamma \implies \Lambda \bowtie_{\text{max}} \Gamma$ can be shown in the same way as in the claim 1.

The following lemma guarantees that the compatibility relations in Definition 2 are consistent with the concatenation relations for channels.

**Lemma 2.**

1. Let $\mathcal{A}_1, \mathcal{A}_2, \mathcal{B}_1, \mathcal{B}_2,$ and $\mathcal{C}$ be $C^*$ algebras, let $\Phi_j \in \text{Ch}(\mathcal{A}_j \rightarrow \mathcal{C})$ and $\Psi_j \in \text{Ch}(\mathcal{B}_j \rightarrow \mathcal{C})$ ($j = 1, 2$) be channels, and let $\gamma$ be min or max.

   (i) Suppose that we have $\Phi_2 \leq_{\text{CP}} \Phi_1$ and $\Psi_2 \leq_{\text{CP}} \Psi_1$. Then $\Phi_1 \bowtie_{\gamma} \Psi_1$ implies $\Phi_2 \bowtie_{\gamma} \Psi_2$.

   (ii) Suppose that we have $\Phi_2 \sim_{\text{CP}} \Phi_1$ and $\Psi_2 \sim_{\text{CP}} \Psi_1$. Then $\Phi_1 \bowtie_{\gamma} \Psi_1$ if and only if $\Phi_2 \bowtie_{\gamma} \Psi_2$.

2. Let $\mathcal{M}_1, \mathcal{M}_2, \mathcal{N}_1, \mathcal{N}_2,$ and $\mathcal{M}_{\text{in}}$ be von Neumann algebras and let $\Lambda_j \in \text{Ch}_\sigma(\mathcal{M}_j \rightarrow \mathcal{M}_{\text{in}})$ and $\Gamma_j \in \text{Ch}_\sigma(\mathcal{N}_j \rightarrow \mathcal{M}_{\text{in}})$ ($j = 1, 2$) be normal channels.

   (i) Suppose that we have $\Lambda_2 \leq_{\text{CP}_\sigma} \Lambda_1$ and $\Gamma_2 \leq_{\text{CP}_\sigma} \Gamma_1$. Then $\Lambda_1 \bowtie_{\text{bin}} \Gamma_1$ (respectively, $\Lambda_1 \bowtie_{\sigma} \Gamma_1$) implies $\Lambda_2 \bowtie_{\text{bin}} \Gamma_2$ (respectively, $\Lambda_2 \bowtie_{\sigma} \Gamma_2$).

   (ii) Suppose that we have $\Lambda_1 \sim_{\text{CP}_\sigma} \Lambda_2$ and $\Gamma_1 \sim_{\text{CP}_\sigma} \Gamma_2$. Then $\Lambda_1 \bowtie_{\text{bin}} \Gamma_1$ (respectively, $\Lambda_1 \bowtie_{\sigma} \Gamma_1$) if and only if $\Lambda_2 \bowtie_{\text{bin}} \Gamma_2$ (respectively, $\Lambda_2 \bowtie_{\sigma} \Gamma_2$).

**Proof.** We first show the claim 1.(i). Assume $\Phi_2 \leq_{\text{CP}} \Phi_1$, $\Psi_2 \leq_{\text{CP}} \Psi_1$, and $\Phi_1 \bowtie_{\sigma} \Psi_1$. Then we can take channels $\alpha \in \text{Ch}(\mathcal{A}_2 \rightarrow \mathcal{A}_1)$, $\beta \in \text{Ch}(\mathcal{B}_2 \rightarrow \mathcal{B}_1)$, $\Theta_1 \in \text{Ch}(\mathcal{A}_1 \otimes_{\gamma} \mathcal{B}_1 \rightarrow \mathcal{C})$ such that $\Phi_2 = \Phi_1 \circ \alpha$, $\Psi_2 = \Psi_1 \circ \beta$, and $\Theta_1$ is a $\gamma$-joint channel of $\Phi_1$ and $\Psi_1$. From Proposition 1, $\alpha \otimes_{\text{alg}} \beta$ extends to a CP channel $\alpha \otimes_{\gamma} \beta \in \text{Ch}(\mathcal{A}_2 \otimes_{\gamma} \mathcal{B}_2 \rightarrow \mathcal{A}_1 \otimes_{\gamma} \mathcal{B}_1)$. Then the channel $\Theta_2 := \Theta_1 \circ (\alpha \otimes_{\gamma} \beta)$ is a $\gamma$-joint channel of $\Phi_2$ and $\Psi_2$, which proves $\Phi_2 \bowtie_{\gamma} \Psi_2$.

The claim 1.(ii) is immediate from 1.(i).

The claim 2 can be shown similarly by using Proposition 1. Here the post-processing channels $\alpha$ and $\beta$ are taken to be normal.
IV. UNIVERSALITY OF CONJUGATE CHANNEL

In this section we consider (normal) channels with a fully quantum input space $\mathcal{L} (\mathcal{H}_{in})$ for a fixed Hilbert space $\mathcal{H}_{in}$.

A. Universality of commutant conjugate channels for normal channels

Generalizing the conjugate channel for finite-dimensional quantum-quantum channel\textsuperscript{2,4,5}, we introduce the concept of the commutant conjugate channel for channels with quantum input and general outcome $C^*$-algebras as follows.

**Definition 3** (Commutant conjugate channel). Let $A$ be a $C^*$-algebra and let $\Phi \in \text{Ch}(A \rightarrow \mathcal{L}(\mathcal{H}_{in}))$ be a channel. Take a Stinespring representation $(\mathcal{K}, \pi, V)$ of $\Phi$. We define the commutant conjugate channel of $\Phi$ associated with $(\mathcal{K}, \pi, V)$ by the normal channel $\Psi \in \text{Ch}_{\sigma}(\pi(A)' \rightarrow \mathcal{L}(\mathcal{H}_{in}))$ given by $\Psi(B) := V^*BV$ ($B \in \pi(A)'$).

For a given channel, its commutant conjugate channel is unique up to normal concatenation equivalence as shown in the following proposition.

**Proposition 2.** Let $A$, $\mathcal{H}_{in}$, and $\Phi \in \text{Ch}(A \rightarrow \mathcal{L}(\mathcal{H}_{in}))$ be the same as in Definition 3. Then any commutant conjugate channels of $\Phi$ are mutually normally concatenation equivalent.

**Proof.** Let $(\mathcal{K}_0, \pi_0, V_0)$ be a minimal Stinespring representation of $\Phi$, let $(\mathcal{K}_1, \pi_1, V_1)$ be an arbitrary Stinespring representation of $\Phi$, and let $\Psi_0 \in \text{Ch}_{\sigma}(\pi_0(A)' \rightarrow \mathcal{L}(\mathcal{H}_{in}))$ and $\Psi_1 \in \text{Ch}_{\sigma}(\pi_1(A)' \rightarrow \mathcal{L}(\mathcal{H}_{in}))$ be the corresponding commutant conjugate channels, respectively. It is sufficient to show $\Psi_0 \sim_{\text{CP}, \sigma} \Psi_1$. From the minimality of $(\mathcal{K}_0, \pi_0, V_0)$, there exists an isometry $W : \mathcal{K}_0 \rightarrow \mathcal{K}_1$ such that $WV_0 = V_1$ and $W\pi_0(A) = \pi_1(A)W$ ($A \in A$). Then for any $A \in A$, $B \in \pi_0(A)'$, and $C \in \pi_1(A)'$, we have

$$\begin{align*}
\pi_1(A)W BW^* &= W\pi_0(A)BW^* = WB\pi_0(A)W^* = WBW^*\pi_1(A), \\
W^*CW\pi_0(A) &= W^*C\pi_1(A)W = W^*\pi_1(A)CW = \pi_0(A)W^*CW,
\end{align*}$$

which implies $WBW^* \in \pi_1(A)'$ and $W^*CW \in \pi_0(A)'$. Thus we may define normal channels $\Theta^W \in \text{Ch}_{\sigma}(\pi_0(A)' \rightarrow \pi_1(A)')$ and $\Gamma^W \in \text{Ch}_{\sigma}(\pi_1(A) \rightarrow \pi_0(A)')$ by

$$\begin{align*}
\Theta^W(B) &:= WBW^* + \phi_0(B)(1_{\mathcal{K}_1} - WW^*), \quad (B \in \pi_0(A)'), \\
\Gamma^W(C) &:= W^*CW, \quad (C \in \pi_1(A)'),
\end{align*}$$
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where $\phi_0$ is a fixed normal state on $\pi_0(\mathcal{A})'$. Then for any $B \in \pi_0(\mathcal{A})'$ and $C \in \pi_1(\mathcal{A})'$, it holds that

$$
\Psi_1 \circ \Theta^W(B) = V_1^* W B W^* V_1 + \phi_0(B) V_1^* (1_{\mathcal{K}_1} - W W^*) V_1
\leq V_0^* B V_0 + \phi_0(B) (V_1^* V_1 - V_0^* V_0)
\leq \Psi_0(B),
$$

$$
\Psi_0 \circ \Gamma^W(C) = V_0^* W^* C W V_0 = V_1^* C V_1 = \Psi_1(C).
$$

Therefore we have $\Psi_0 \sim_{CP_\sigma} \Psi_1$ and the claim holds.

In most of the following discussions, particular choice of commutant conjugate channel of a channel $\Psi \in \text{Ch}(\mathcal{A} \to \mathcal{L}(\mathcal{H}_{in}))$ is irrelevant, and from now on we denote by $\Psi^c$ the commutant conjugate channel of $\Psi$.

The following three lemmas are needed for the proof of Theorem 1.

**Lemma 3.** Let $\mathcal{A}$ be a $C^*$-algebra, let $\Phi \in \text{Ch}(\mathcal{A} \to \mathcal{L}(\mathcal{H}_{in}))$ be a channel with a minimal Stinespring representation $(\mathcal{K}, \pi, V)$, and let $\Phi^c \in \text{Ch}_c(\pi(\mathcal{A})' \to \mathcal{L}(\mathcal{H}_{in}))$ be the commutant conjugate channel of $\Phi$. Then $\Phi \bowtie_{\text{max}} \Phi^c$. If we further assume that $\mathcal{A}$ is a von Neumann algebra and $\Phi$ is normal, then $\Phi \bowtie_{\text{bin}} \Phi^c$.

**Proof.** We define a normal channel $\Lambda_0 \in \text{Ch}_c(\pi(\mathcal{A})'' \to \mathcal{L}(\mathcal{H}_{in}))$ by $\Lambda_0(A) := V^* A V$ ($A \in \pi(\mathcal{A})''$). Since we have $\Phi = \Lambda_0 \circ \pi \bowtie_{CP} \Lambda_0$, or $\Phi = \Lambda_0 \circ \pi \bowtie_{CP_\sigma} \Lambda_0$ if $\Phi$ is normal, from Lemmas 1 and 2 it is sufficient to show $\Lambda_0 \bowtie_{\text{bin}} \Phi^c$. Since $\pi(\mathcal{A})''$ and $\pi(\mathcal{A})'$ commute on $\mathcal{L}(\mathcal{K})$, there exists a representation $\tilde{\pi} : \pi(\mathcal{A})'' \otimes_{\text{bin}} \pi(\mathcal{A})' \to \mathcal{L}(\mathcal{K})$ such that $\tilde{\pi}(A \otimes B) = AB$ ($A \in \pi(\mathcal{A})''$, $B \in \pi(\mathcal{A})'$). Define $\Theta \in \text{Ch}(\pi(\mathcal{A})'' \otimes_{\text{bin}} \pi(\mathcal{A})' \to \mathcal{L}(\mathcal{H}_{in}))$ by $\Theta(C) := V^* \tilde{\pi}(C)V$ ($C \in \pi(\mathcal{A})'' \otimes_{\text{bin}} \pi(\mathcal{A})'$). Then for each $A \in \pi(\mathcal{A})''$ and each $B \in \pi(\mathcal{A})'$, we have

$$
\Theta(A \otimes 1_{\mathcal{K}}) = V^* A V = \Lambda_0(A),
\Theta(1_{\mathcal{K}} \otimes B) = V^* B V = \Phi^c(B).
$$

Therefore $\Theta$ is a bin-joint channel of $\Lambda_0$ and $\Phi^c$, which proves $\Lambda_0 \bowtie_{\text{bin}} \Phi^c$. 

**Lemma 4.** Let $\mathcal{M} \otimes_{\gamma} \mathcal{N}$ be a $C^*$-tensor product of von Neumann algebras $\mathcal{M}$ and $\mathcal{N}$ and let $\Theta : \mathcal{M} \otimes_{\gamma} \mathcal{N} \to \mathcal{L}(\mathcal{H}_{in})$ be a positive linear map. Suppose that the positive maps

$$
\Lambda : \mathcal{M} \ni A \mapsto \Theta(A \otimes 1_N) \in \mathcal{L}(\mathcal{H}_{in}),
\Gamma : \mathcal{N} \ni B \mapsto \Theta(1_M \otimes B) \in \mathcal{L}(\mathcal{H}_{in})
$$
are normal. Then Θ is binormal, i.e. the maps

\[
\Lambda_{B_1} : \mathcal{M} \ni A \mapsto \Theta(A \otimes B_1) \in \mathcal{L}(\mathcal{H}_{in}),
\]
\[
\Gamma_{A_1} : \mathcal{N} \ni B \mapsto \Theta(A_1 \otimes B) \in \mathcal{L}(\mathcal{H}_{in})
\]

are ultraweakly continuous for each \(A_1 \in \mathcal{M}\) and each \(B_1 \in \mathcal{N}\).

Proof. We show the ultraweak continuity of \(\Lambda_{B_1}\) for \(B_1 \in \mathcal{N}\). Since \(B_1\) is a linear combination of positive elements of \(\mathcal{N}\), it is sufficient to show the normality of \(\Lambda_{B_1}\) when \(B_1 \geq 0\). We take an arbitrary monotonically decreasing net \(A_\alpha \downarrow 0\) in \(\mathcal{M}\). Then we have

\[
0 \leq \Lambda_{B_1}(A_\alpha) = \Theta(A_\alpha \otimes B_1) \leq \Theta(A_\alpha \otimes \|B_1\| \mathbf{1}_\mathcal{N}) = \|B_1\| \Lambda(A_\alpha) \downarrow 0,
\]

which implies \(\Lambda_{B_1}(A_\alpha) \downarrow 0\). Therefore \(\Lambda_{B_1}\) is normal. The ultraweak continuity of \(\Gamma_{A_1}\) can be shown in the same way. \(\square\)

Lemma 5. Let \(\mathcal{M}, \mathcal{N}, \mathcal{M}_{in}, \Lambda \in \text{Ch}_\sigma(\mathcal{M} \rightarrow \mathcal{M}_{in})\), and \(\Gamma \in \text{Ch}_\sigma(\mathcal{N} \rightarrow \mathcal{M}_{in})\) be the same as in Definition 2.2 and let \(\mathcal{M} \otimes \gamma \mathcal{N}\) be a C*-tensor product. Suppose that \(\mathcal{M}_{in}\) acts on a Hilbert space \(\mathcal{H}_{in}\) and that \(\Theta \in \text{Ch}(\mathcal{M} \otimes \gamma \mathcal{N} \rightarrow \mathcal{M}_{in}) \subseteq \text{Ch}(\mathcal{M} \otimes \gamma \mathcal{N} \rightarrow \mathcal{L}(\mathcal{H}_{in}))\) is a joint channel of \(\Lambda\) and \(\Gamma\) with a minimal Stinespring representation \((\mathcal{K}_\Theta, \pi_\Theta, \pi_\Theta)\). Then the representations

\[
\pi_\Lambda : \mathcal{M} \ni A \mapsto \pi_\Theta(A \otimes \mathbf{1}_\mathcal{N}) \in \mathcal{L}(\mathcal{K}_\Theta), \quad (1)
\]
\[
\pi_\Gamma : \mathcal{N} \ni B \mapsto \pi_\Theta(\mathbf{1}_\mathcal{M} \otimes B) \in \mathcal{L}(\mathcal{K}_\Theta) \quad (2)
\]

are normal.

Proof. We only prove the normality of \(\pi_\Lambda\); that of \(\pi_\Gamma\) can be shown similarly. For this, it is sufficient to show that for an arbitrary monotonically increasing bounded net \(0 \leq A_\alpha \uparrow A\) in \(\mathcal{M}\), \(\pi_\Lambda(A_\alpha)\) converges to \(\pi_\Lambda(A)\) in the weak operator topology. Since \(\Theta\) is binormal from Lemma 4, for each \(\phi_1, \phi_2 \in \mathcal{H}_{in}\), each \(A_1, A_2 \in \mathcal{M}\), and each \(B_1, B_2 \in \mathcal{N}\), we have

\[
\langle \pi_\Theta(A_1 \otimes B_1)V_\Theta \pi_\Theta(A_2 \otimes B_2)V_\Theta \phi_1 | \pi_\Lambda(A_\alpha) \pi_\Theta(A_2 \otimes B_2)V_\Theta \phi_2 \rangle
\]
\[
= \langle \phi_1 | V_\Theta^\dagger \pi_\Theta(A_1^* A_\alpha A_2 \otimes B_1^* B_2)V_\Theta \phi_2 \rangle
\]
\[
= \langle \phi_1 | \Theta(A_1^* A_\alpha A_2 \otimes B_1^* B_2) \phi_2 \rangle
\]
\[
\rightarrow \langle \phi_1 | \Theta(A_1^* A A_2 \otimes B_1^* B_2) \phi_2 \rangle
\]
\[
= \langle \pi_\Theta(A_1 \otimes B_1)V_\Theta \phi_1 | \pi_\Lambda(A) \pi_\Theta(A_2 \otimes B_2)V_\Theta \phi_2 \rangle.
\]
Since $\pi_\Theta(M \otimes_{\text{alg}} N)V_\Theta(\mathcal{H}_{\text{in}})$ generates $\mathcal{K}_\Theta$ and $(\pi_\Lambda(A_\alpha))$ is a bounded net, this shows that $\pi_\Lambda(A_\alpha)$ converges to $\pi_\Lambda(A)$ in the weak operator topology.

The following Theorems 1 and 2 are the first main results of this paper, generalizing the result of Ref. 2.

**Theorem 1.** Let $M$ and $N$ be von Neumann algebras and let $\Lambda \in \text{Ch}_\sigma(M \to \mathcal{L}(\mathcal{H}_{\text{in}}))$ and $\Gamma \in \text{Ch}_\sigma(N \to \mathcal{L}(\mathcal{H}_{\text{in}}))$ be normal channels. Then the following conditions are equivalent.

(i) $\Lambda \bowtie \Gamma$;

(ii) $\Lambda \bowtie_{\text{max}} \Gamma$;

(iii) $\Gamma \leq_{\text{CP}, \sigma} \Lambda^c$;

(iv) $\Gamma \leq_{\text{CP}} \Lambda^c$;

(v) $\Lambda \leq_{\text{CP}, \sigma} \Gamma^c$;

(vi) $\Lambda \leq_{\text{CP}} \Gamma^c$.

**Proof.** (i) $\implies$ (ii) follows from Lemma 1.

(ii) $\implies$ (iii). Assume (ii) and let $\Theta \in \text{Ch}(M \otimes_{\text{max}} N \to \mathcal{L}(\mathcal{H}_{\text{in}}))$ be a max-joint channel of $\Lambda$ and $\Gamma$ with a minimal Stinespring representation $(\mathcal{K}_\Theta, \pi_\Theta, V_\Theta)$. We define representations $\pi_\Lambda$ and $\pi_\Gamma$ by (1) and (2), which are normal by Lemma 5. From $\Lambda(A) = \Theta(A \otimes 1_N) = V_\Theta \pi_\Lambda(A)V_\Theta$ ($A \in M$), $(\mathcal{K}_\Theta, \pi_\Lambda, V_\Theta)$ is a Stinespring representation of $\Lambda$. Therefore from Proposition 2, we can define $\Lambda^c \in \text{Ch}_\sigma(\pi_\Lambda(M)' \to \mathcal{L}(\mathcal{H}_{\text{in}}))$ by $\Lambda^c(C) := V_\Theta^* CV_\Theta$ ($C \in \pi_\Lambda(M)'$). Since $\pi_\Gamma(N) \subseteq \pi_\Lambda(M)'$ and $\pi_\Gamma$ is normal, we have $\Gamma = \Lambda^c \circ \pi_\Gamma \leq_{\text{CP}, \sigma} \Lambda^c$, proving (iii).

(iii) $\implies$ (iv) is obvious.

(iv) $\implies$ (ii) and (iii) $\implies$ (i) follow from Lemmas 2 and 3.

The equivalence (i) $\iff$ (ii) $\iff$ (v) $\iff$ (vi) can be shown in the same way. \hfill \Box

**Theorem 2.** Let $M$ and $N$ be von Neumann algebras and let $\Lambda \in \text{Ch}_\sigma(M \to \mathcal{L}(\mathcal{H}_{\text{in}}))$ and $\Gamma \in \text{Ch}_\sigma(N \to \mathcal{L}(\mathcal{H}_{\text{in}}))$ be normal channels. Then the following conditions are equivalent.

(i) $\Lambda \leq_{\text{CP}, \sigma} \Gamma$;

(ii) $\Lambda \leq_{\text{CP}} \Gamma$;
(iii) \( \Gamma^c \preceq_{CP} \Lambda^c \);

(iv) \( \Gamma^c \preceq_{CP} \Lambda^c \).

**Proof.** (i) \( \Rightarrow \) (ii) and (iii) \( \Rightarrow \) (iv) are obvious.

(ii) \( \Rightarrow \) (iii). Assume (ii). From \( \Gamma \bowtie_{\max} \Gamma^c \) and Lemma 2, we have \( \Lambda \bowtie_{\max} \Gamma^c \). Therefore Theorem 1 implies \( \Gamma^c \preceq_{CP} \Lambda^c \).

(iv) \( \Rightarrow \) (i). Assume (iv) and let \((K_\Lambda, \pi_\Lambda, V_\Lambda)\) and \((K_\Gamma, \pi_\Gamma, V_\Gamma)\) be minimal Stinespring representations of \( \Lambda \) and \( \Gamma \), respectively. Then the conjugate channels \( \Lambda^c \) and \( \Gamma^c \) are the maps given by

\[
\Lambda^c(C) = V_\Lambda^* CV_\Lambda \quad (C \in \pi_\Lambda(M))',
\Gamma^c(D) = V_\Gamma^* DV_\Gamma \quad (D \in \pi_\Gamma(N))'.
\]

Define \( \Lambda^{cc} \in Ch_\sigma(\pi(M) \to L(H_{in})) \) and \( \Gamma^{cc} \in Ch_\sigma(\pi(N) \to L(H_{in})) \) by

\[
\Lambda^{cc}(A) = V_\Lambda^* AV_\Lambda \quad (A \in \pi_\Lambda(M)),
\Gamma^{cc}(B) = V_\Gamma^* BV_\Gamma \quad (B \in \pi_\Gamma(N)).
\]

Then \( \Lambda^{cc} \) and \( \Gamma^{cc} \) are commutant conjugate channels of \( \Lambda^c \) and \( \Gamma^c \), respectively. Hence, from the implication (ii) \( \Rightarrow \) (iii), we obtain \( \Lambda^{cc} \preceq_{CP} \Gamma^{cc} \). Thus it is sufficient to prove \( \Lambda \sim_{CP} \Lambda^{cc} \) and \( \Gamma \sim_{CP} \Gamma^{cc} \).

Now we show \( \Lambda \sim_{CP} \Lambda^{cc} \). By following the construction given in Ref. 13 (Lemma 2), there exist a von Neumann algebra \( M_0 \) and a normal channel \( \Lambda_0 \in Ch_\sigma(M_0 \to L(H_{in})) \) such that \( \Lambda \sim_{CP} \Lambda_0 \) and \( \Lambda_0 \) is faithful. We take a minimal Stinespring representation \((K_0, \pi_0, V_0)\) of \( \Lambda_0 \) and define conjugate channels \( \Lambda_0^c \in Ch_\sigma(\pi_0(M_0)' \to L(H_{in})) \) and \( \Lambda_0^{cc} \in Ch_\sigma(\pi_0(M_0) \to L(H_{in})) \) in the same way as \( \Lambda^c \) and \( \Lambda^{cc} \). Then from the implication (ii) \( \Rightarrow \) (iii) and \( \Lambda \sim_{CP} \Lambda_0 \), we have \( \Lambda^c \sim_{CP} \Lambda_0^c \) and \( \Lambda^{cc} \sim_{CP} \Lambda_0^{cc} \). On the other hand, since \( \pi_0 \) is a normal isomorphism from \( M_0 \) onto \( \pi_0(M_0) \) due to the faithfulness of \( \Lambda_0 \), \( \Lambda_0 \) and \( \Lambda_0^c \) are isomorphic, which implies \( \Lambda_0 \sim_{CP} \Lambda_0^{cc} \). Therefore we obtain \( \Lambda \sim_{CP} \Lambda_0 \sim_{CP} \Lambda_0^{cc} \sim_{CP} \Lambda^{cc} \). We can show \( \Gamma \sim_{CP} \Gamma^{cc} \) in the same way, which completes the proof of (iv) \( \Rightarrow \) (i).

From the above proof, we obtain

**Corollary 1.** Let \( M \) be a von Neumann algebra, let \( \Lambda \in Ch_\sigma(M \to L(H_{in})) \) be a normal channel, and let \( \Lambda^{cc} \) be a conjugate channel of \( \Lambda^c \). Then \( \Lambda \sim_{CP} \Lambda^{cc} \).
Remark 1. For a normal channel \( \Lambda \in \text{Ch}_\sigma(\mathcal{M} \rightarrow \mathcal{L}(\mathcal{H}_{\text{in}})) \), we denote by \( \mathcal{C}_\Lambda^{\max} \) the class of normal channels max-compatible with \( \Lambda \). Then Theorem 1 states that \( \Gamma \in \mathcal{C}_\Lambda^{\max} \) if and only if \( \Gamma \preceq_{\text{CP}_\sigma} \Lambda^c \) for a normal channel \( \Gamma \). In this sense, \( \Lambda^c \) is the maximal element of \( \mathcal{C}_\Lambda^{\max} \) with respect to the concatenation preorder. Theorem 2, on the other hand, implies that \( \Lambda \preceq_{\text{CP}} \Gamma \) if and only if \( \mathcal{C}_\Gamma^{\max} \subseteq \mathcal{C}_\Lambda^{\max} \) for normal channels \( \Lambda \) and \( \Gamma \). Thus the equivalence class of a normal channel \( \Lambda \) with respect to the concatenation equivalence relation \( \sim_{\text{CP}_\sigma} \) or \( \sim_{\text{CP}} \) is uniquely characterized by \( \mathcal{C}_\Lambda^{\max} \).

The equivalence of the relations \( \preceq_{\text{CP}} \) and \( \preceq_{\text{CP}_\sigma} \) (respectively, \( \sim_{\text{CP}} \) and \( \sim_{\text{CP}_\sigma} \)) for normal channels in Theorem 2 can be established for general input von Neumann algebras as in the following corollary.

Corollary 2. Let \( \mathcal{M}, \mathcal{N}, \) and \( \mathcal{M}_{\text{in}} \) be von Neumann algebras and let \( \Lambda \in \text{Ch}_\sigma(\mathcal{M} \rightarrow \mathcal{M}_{\text{in}}) \) and \( \Gamma \in \text{Ch}_\sigma(\mathcal{N} \rightarrow \mathcal{M}_{\text{in}}) \) be normal channels. Then \( \Lambda \preceq_{\text{CP}} \Gamma \) (respectively, \( \Lambda \sim_{\text{CP}} \Gamma \)) if and only if \( \Lambda \preceq_{\text{CP}_\sigma} \Gamma \) (respectively, \( \Lambda \sim_{\text{CP}_\sigma} \Gamma \)).

Proof. Suppose that \( \mathcal{M}_{\text{in}} \) acts on a Hilbert space \( \mathcal{H}_{\text{in}} \). Then we may regard \( \Lambda \) and \( \Gamma \) as normal channels in \( \text{Ch}_\sigma(\mathcal{M} \rightarrow \mathcal{L}(\mathcal{H}_{\text{in}})) \) and \( \text{Ch}_\sigma(\mathcal{N} \rightarrow \mathcal{L}(\mathcal{H}_{\text{in}})) \), respectively. Thus the claim is immediate from Theorem 2. \( \square \)

We can further generalize this equivalence to statistical experiments with an arbitrary parameter set as follows.

A triple \( \mathcal{E} = (\mathcal{M}, \Theta, (\varphi_\theta)_{\theta \in \Theta}) \) is called a (quantum) statistical experiment\(^{13-15} \) if \( \mathcal{M} \) is a von Neumann algebra called the outcome space of \( \mathcal{E} \), \( \Theta \) is a set called the parameter set of \( \mathcal{E} \), and \( (\varphi_\theta)_{\theta \in \Theta} \in \mathcal{S}_\sigma(\mathcal{M})^\Theta \) is a family of normal states on \( \mathcal{M} \) parametrized by \( \Theta \). For a pair of statistical experiments \( \mathcal{E} = (\mathcal{M}, \Theta, (\varphi_\theta)_{\theta \in \Theta}) \) and \( \mathcal{F} = (\mathcal{N}, \Theta, (\psi_\theta)_{\theta \in \Theta}) \) with a common parameter set \( \Theta \), we define the following coarse-graining preorder and equivalence relations:

\[
\mathcal{E} \preceq_{\text{CP}} \mathcal{F} : \overset{\text{def}}{=} \exists \Gamma \in \text{Ch}(\mathcal{M} \rightarrow \mathcal{N}) \text{ s.t. } [\varphi_\theta = \psi_\theta \circ \Gamma (\forall \theta \in \Theta)];
\]

\[
\mathcal{E} \preceq_{\text{CP}_\sigma} \mathcal{F} : \overset{\text{def}}{=} \exists \Gamma \in \text{Ch}_\sigma(\mathcal{M} \rightarrow \mathcal{N}) \text{ s.t. } [\varphi_\theta = \psi_\theta \circ \Gamma (\forall \theta \in \Theta)];
\]

\[
\mathcal{E} \sim_{\text{CP}} \mathcal{F} : \overset{\text{def}}{=} \mathcal{E} \preceq_{\text{CP}} \mathcal{F} \text{ and } \mathcal{F} \preceq_{\text{CP}} \mathcal{E};
\]

\[
\mathcal{E} \sim_{\text{CP}_\sigma} \mathcal{F} : \overset{\text{def}}{=} \mathcal{E} \preceq_{\text{CP}_\sigma} \mathcal{F} \text{ and } \mathcal{F} \preceq_{\text{CP}_\sigma} \mathcal{E}.
\]

For each statistical experiment \( \mathcal{E} = (\mathcal{M}, \Theta, (\varphi_\theta)_{\theta \in \Theta}) \), we define the associated normal channel
\( \Lambda_E \in \text{Ch}_\sigma(\mathcal{M} \to \mathcal{L}(\ell^2(\Theta))) \) by
\[
\Lambda_E(A) := \sum_{\theta \in \Theta} \varphi_\theta(A) |\delta_\theta\rangle \langle \delta_\theta |,
\]
where \( \ell^2(\Theta) \) is the Hilbert space of square-summable complex-valued functions on \( \Theta \) equipped with the inner product
\[
\langle f | g \rangle := \sum_{\theta \in \Theta} \overline{f(\theta)} g(\theta) \quad (f, g \in \ell^2(\Theta))
\]
and \((\delta_\theta)_{\theta \in \Theta} \) is an orthonormal basis given by
\[
\delta_\theta(\theta') :=
\begin{cases} 
1, & (\theta' = \theta); \\
0, & (\theta' \neq \theta).
\end{cases}
\]

**Corollary 3.** Let \( \mathcal{E} = (\mathcal{M}, \Theta, (\varphi_\theta)_{\theta \in \Theta}) \) and \( \mathcal{F} = (\mathcal{N}, \Theta, (\psi_\theta)_{\theta \in \Theta}) \) be statistical experiments with a common parameter set \( \Theta \). Then the following conditions are equivalent.

(i) \( \mathcal{E} \preceq_{\text{CP}} \mathcal{F} \) (respectively, \( \mathcal{E} \sim_{\text{CP}} \mathcal{F} \));

(ii) \( \mathcal{E} \preceq_{\text{CP}_\sigma} \mathcal{F} \) (respectively, \( \mathcal{E} \sim_{\text{CP}_\sigma} \mathcal{F} \));

(iii) \( \Lambda_E \preceq_{\text{CP}} \Lambda_F \) (respectively, \( \Lambda_E \sim_{\text{CP}} \Lambda_F \));

(iv) \( \Lambda_E \preceq_{\text{CP}_\sigma} \Lambda_F \) (respectively, \( \Lambda_E \sim_{\text{CP}_\sigma} \Lambda_F \)).

**Proof.** (i) \( \iff \) (iii) and (ii) \( \iff \) (iv). For a linear map \( \Gamma: \mathcal{M} \to \mathcal{N} \), we have the following equivalences:
\[
\Lambda_E = \Lambda_F \circ \Gamma \iff \sum_{\theta \in \Theta} \varphi_\theta(A) |\delta_\theta\rangle \langle \delta_\theta | = \sum_{\theta \in \Theta} \psi_\theta \circ \Gamma(A) |\delta_\theta\rangle \langle \delta_\theta |, \quad (\forall A \in \mathcal{M})
\]
\[
\iff \varphi_\theta(A) = \psi_\theta \circ \Gamma(A), \quad (\forall \theta \in \Theta, \forall A \in \mathcal{M})
\]
\[
\iff \varphi_\theta = \psi_\theta \circ \Gamma, \quad (\forall \theta \in \Theta).
\]

Therefore we obtain the equivalences (i) \( \iff \) (iii) and (ii) \( \iff \) (iv).

(iii) \( \iff \) (iv) is immediate from Theorem 2. \( \square \)
B. Universality of the commutant conjugate channels for channels with outcome $C^*$-algebras

Now we consider the max-compatibility relation for channels with arbitrary outcome $C^*$-algebras.

We first define the normal extension of a channel whose existence and uniqueness are assured in the following lemma.

**Lemma 6.** Let $A$ be a $C^*$-algebra, let $M_{in}$ be a von Neumann algebra on $H_{in}$, and let $\Phi \in \text{Ch}(A \to M_{in})$ be a channel. Then $\Phi$ uniquely extends to a normal channel $\overline{\Phi} \in \text{Ch}_\sigma(A^{**} \to M_{in})$. The channel $\overline{\Phi}$ is called the normal extension of $\Phi$.

**Proof.** Let $(K, \pi, V)$ be a minimal Stinespring representation of $\Phi$. From the universality of the enveloping von Neumann algebra $A^{**}$, $\pi$ extends to a normal representation $\pi: A^{**} \to \mathcal{L}(K)$. Then we define $\overline{\Phi}: A^{**} \to \mathcal{L}(H_{in})$ by $\overline{\Phi}(A) = V^* \pi(A) V$ ($A \in A^{**}$), which is a normal extension of $\Phi$. Since $A$ is ultraweakly dense in $A^{**}$ and $\overline{\Phi}(A) = \Phi(A) \subseteq M_{in}$, $\overline{\Phi}$ is a unique channel in $\text{Ch}_\sigma(A^{**} \to M_{in})$ that is an extension of $\Phi$. \hfill $\Box$

The following lemma states that the normal extension $\overline{\Phi}$ of a channel $\Phi$ is the smallest normal channel greater than $\Phi$ with respect to the concatenation preorder.

**Lemma 7.** Let $A, M_{in}, \Phi \in \text{Ch}(A \to M_{in})$, and $\overline{\Phi} \in \text{Ch}_\sigma(A^{**} \to M_{in})$ be the same as in Lemma 6, let $M$ be a von Neumann algebra, and let $\Lambda \in \text{Ch}_\sigma(M \to M_{in})$ be a normal channel. Then $\Phi \preceq_{CP} \Lambda$ if and only if $\overline{\Phi} \preceq_{CP, \sigma} \Lambda$.

**Proof.** Assume $\Phi \preceq_{CP} \Lambda$ and let $\alpha \in \text{Ch}(A \to M)$ be a channel satisfying $\Phi = \Lambda \circ \alpha$. Then Lemma 6 implies that $\alpha$ uniquely extends to a normal channel $\overline{\alpha} \in \text{Ch}_\sigma(A^{**} \to M_{in})$. Thus $\overline{\Phi}_1 := \Lambda \circ \overline{\alpha} \in \text{Ch}_\sigma(A^{**} \to M_{in})$ is a normal channel such that $\overline{\Phi}_1(A) = \Lambda \circ \alpha(A) = \Phi(A) = \overline{\Phi}(A)$ for all $A \in A$. Since $A$ is ultraweakly dense in $A^{**}$, this implies $\overline{\Phi} = \overline{\Phi}_1 = \Lambda \circ \overline{\alpha} \preceq_{CP, \sigma} \Lambda$. The converse implication is immediate from $\Phi \preceq_{CP} \overline{\Phi}$. \hfill $\Box$

**Corollary 4.** Let $M$ be a von Neumann algebra, let $\Lambda \in \text{Ch}_\sigma(M \to \mathcal{L}(H_{in}))$ be a normal channel, and let $\overline{\Lambda} \in \text{Ch}_\sigma(M^{**} \to \mathcal{L}(H_{in}))$ be the normal extension of $\Lambda$. Then we have $\Lambda \sim_{CP, \sigma} \overline{\Lambda}$.

**Proof.** From $\Lambda \preceq_{CP} \Lambda$ and Lemma 7, we have $\overline{\Lambda} \preceq_{CP, \sigma} \Lambda$. On the other hand, we have $\Lambda \preceq_{CP} \overline{\Lambda}$ by definition, and hence Theorem 2 implies $\Lambda \preceq_{CP, \sigma} \overline{\Lambda}$. Thus we have $\Lambda \sim_{CP, \sigma} \overline{\Lambda}$. \hfill $\Box$
The universality of the commutant conjugate channel is still valid for channels with general outcome $C^*$-algebras as in the following theorem.

**Theorem 3.** Let $A$ and $B$ be $C^*$-algebras, let $\Phi \in \text{Ch}(A \to L(H))$ and $\Psi \in \text{Ch}(B \to L(H))$ be channels, and let $\overline{\Phi} \in \text{Ch}_\sigma(A^{**} \to L(H))$ and $\overline{\Psi} \in \text{Ch}_\sigma(B^{**} \to L(H))$ be the normal extensions of $\Phi$ and $\Psi$, respectively. Then the following conditions are equivalent.

(i) $\Phi \bowtie_{\max} \Psi$;

(ii) $\overline{\Phi} \bowtie_{\max} \overline{\Psi}$;

(iii) $\overline{\Phi} \bowtie_{\bin} \overline{\Psi}$;

(iv) $\Psi \bowtie_{\CP} \Phi^c$;

(v) $\overline{\Psi} \bowtie_{\CP\sigma} \Phi^c$;

(vi) $\Phi \bowtie_{\CP} \Psi^c$;

(vii) $\overline{\Phi} \bowtie_{\CP\sigma} \Psi^c$.

**Proof.** (i) $\Rightarrow$ (ii). Assume (i) and let $\Theta \in \text{Ch}(A \otimes_{\max} B \to L(H))$ be a max-joint channel of $\Phi$ and $\Gamma$ with a minimal Stinespring representation $(K_\Theta, \pi_\Theta, V_\Theta)$. Define representations

\[
\pi_\Phi : A \ni A \mapsto \pi_\Theta(A \otimes 1_B) \in L(K_\Theta),
\]

\[
\pi_\Psi : B \ni B \mapsto \pi_\Theta(1_A \otimes B) \in L(K_\Theta),
\]

whose ranges commute on $L(K_\Theta)$. Then from the universality of the enveloping von Neumann algebras $A^{**}$ and $B^{**}$, $\pi_\Phi$ and $\pi_\Psi$ extend to normal representations $\pi_\Phi : A^{**} \to L(K_\Theta)$ and $\pi_\Psi : B^{**} \to L(K_\Theta)$, respectively. From $\overline{\Phi}(A) = V_\Theta^* \pi_\Phi(A)V_\Theta$ ($A \in A$) and $\overline{\Psi}(B) = V_\Theta^* \pi_\Psi(B)V_\Theta$ ($B \in B$), $(K_\Theta, \pi_\Phi, V_\Theta)$ and $(K_\Theta, \pi_\Psi, V_\Theta)$ are Stinespring representations of $\overline{\Phi}$ and $\overline{\Psi}$, respectively. Since the ranges $\pi_\Phi(A^{**}) = \pi_\Phi(A)^\prime\prime$ and $\pi_\Psi(B^{**}) = \pi_\Psi(B)^\prime\prime$ also commute, there exists a representation $\tilde{\pi} : A^{**} \otimes_{\max} B^{**} \to L(K_\Theta)$ such that $\tilde{\pi}(A^\prime\prime \otimes B^\prime\prime) = \pi_\Phi(A^\prime\prime) \pi_\Psi(B^\prime\prime)$ ($A^\prime\prime \in A^{**}, B^\prime\prime \in B^{**}$). Now we define a channel $\tilde{\Theta} \in \text{Ch}(A^{**} \otimes_{\max} B^{**} \to L(H))$ by $\tilde{\Theta}(X) = V_\Theta^* \tilde{\pi}(X)V_\Theta$ ($X \in A^{**} \otimes_{\max} B^{**}$). Then for each $A^\prime \in A^{**}$ and each $B^\prime \in B^{**}$ we have

\[
\tilde{\Theta}(A^\prime \otimes 1_{B^{**}}) = V_\Theta^* \pi_\Phi(A^\prime)V_\Theta = \overline{\Phi}(A^\prime),
\]

\[
\tilde{\Theta}(1_A \otimes B^\prime) = V_\Theta^* \pi_\Psi(B^\prime)V_\Theta = \overline{\Psi}(B^\prime).
\]
Thus $\widetilde{\Theta}$ is a max-joint channel of $\Phi$ and $\overline{\Psi}$, which proves $\Phi \triangleright_{\text{max}} \overline{\Psi}$.

(ii) $\implies$ (i) follows from $\Phi \preceq_{\text{CP}} \overline{\Phi}$, $\Psi \preceq_{\text{CP}} \overline{\Psi}$, and Lemma 2.

The equivalence (ii) $\iff$ (iii) $\iff$ (v) $\iff$ (vii) follows from Theorem 1 by noting that the commutant conjugate channels $\overline{\Phi^c}$ and $\overline{\Psi^c}$ coincide with $\Phi^c$ and $\Psi^c$, respectively.

The equivalences (iv) $\iff$ (v) and (vi) $\iff$ (vii) are immediate from Lemma 7.

V. COMPATIBILITY OF POVMS

In this section, we consider compatibility of POVM and channel by identifying each POVM with the corresponding QC channel. Throughout this section, we again consider the fully quantum input space $\mathcal{L}(H_{\text{in}})$.

A. POVM and QC channel

A POVM on $H_{\text{in}}$ is a triple $(\Omega, \Sigma, M)$ such that $(\Omega, \Sigma)$ is a measurable space and $M: \Sigma \rightarrow \mathcal{L}(H_{\text{in}})$ is a mapping satisfying

(i) $M(E) \geq 0$ for all $E \in \Sigma$;

(ii) $M(\Omega) = 1_{H_{\text{in}}}$;

(iii) for any disjoint sequence $\{E_n\} \subseteq \Sigma$, $M(\bigcup_n E_n) = \sum_n M(E_n)$ in the weak operator topology.

If $M(E)$ is a projection for each $E \in \Sigma$, $M$ is called a projection valued measure (PVM).

For each density operator $\rho \in S(H_{\text{in}})$, we define the outcome probability measure $P^M_\rho$ on $(\Omega, \Sigma)$ by $P^M_\rho(E) := \text{tr}[\rho M(E)]$ $(E \in \Sigma)$. Operationally, a POVM describes the statistics of the classical outcome of a general quantum measurement.

Let $(\Omega, \Sigma, M)$ be a POVM on $H_{\text{in}}$. A triple $(\mathcal{K}, P, V)$ is called a Naimark dilation of $M$ if $\mathcal{K}$ is a Hilbert space, $(\Omega, \Sigma, P)$ is a PVM on $\mathcal{K}$, and $V: H_{\text{in}} \rightarrow \mathcal{K}$ is a linear isometry such that $M(E) = V^* P(E) V$ for all $E \in \Sigma$. A Naimark dilation $(\mathcal{K}, P, V)$ is called minimal if the closed linear span of $P(\Sigma)VH_{\text{in}}$ coincides with $\mathcal{K}$. Naimark’s dilation theorem states that every POVM has a minimal Naimark dilation unique up to unitary equivalence.
For a measurable space $(\Omega, \Sigma)$, we denote by $B(\Omega, \Sigma)$ the set of $\Sigma$-measurable, bounded, complex-valued functions on $\Omega$. $B(\Omega, \Sigma)$ is a commutative $C^*$-algebra under the supremum norm $\|f\| := \sup_{\omega \in \Omega} |f(\omega)|$.

**Definition 4 (QC channel).** Let $(\Omega, \Sigma, M)$ be a POVM on $\mathcal{H}_{\text{in}}$, let $\gamma^M \in \text{Ch}(B(\Omega, \Sigma) \to \mathcal{L}(\mathcal{H}_{\text{in}}))$ be the channel defined by

$$\gamma^M(f) := \int_{\Omega} f(\omega) dM(\omega) \quad (f \in B(\Omega, \Sigma)),$$

called the pre-QC channel of $M$, and let $(\mathcal{K}, \pi, V)$ be a minimal Stinespring representation of $\gamma^M$. We define the QC channel of $M$ by the normal channel $\Gamma^M \in \text{Ch}_{\sigma}(B(\Omega, \Sigma)^{**} \to \mathcal{L}(\mathcal{H}_{\text{in}}))$ given by $\Gamma^M(A) := V^*AV \quad (A \in \pi(B(\Omega, \Sigma)^{**}))$.

**Remark 2.** From Corollary 1, the QC channel $\Gamma^M$ in Definition 4 is normally concatenation equivalent to the normal extension $\overline{\gamma^M} \in \text{Ch}(B(\Omega, \Sigma)^{**} \to \mathcal{L}(\mathcal{H}_{\text{in}}))$ of $\gamma^M$. Moreover, if we define $P(E) := \pi(\chi_E) \quad (E \in \Sigma)$, where $\chi_E$ is the indicator function of $E$, $(\mathcal{K}, P, V)$ is a minimal Naimark dilation of $M$. (Indeed, by this construction of $P$, Naimark’s dilation theorem immediately follows from Stinespring’s dilation theorem$^{11}$).

**Lemma 8.** Let $(\Omega, \Sigma, M)$ be a POVM on $\mathcal{H}_{\text{in}}$. Then $\Gamma^M \precsim_{\text{CP}} (\Gamma^M)^c$.

**Proof.** Let $A_M$ be the outcome space of $\Gamma^M$. Since $A_M$ is a commutative von Neumann algebra, there exists a representation $\tilde{\pi} : A_M \otimes_{\text{max}} A_M \to A_M$ such that $\tilde{\pi}(A_1 \otimes A_2) = A_1 A_2 \quad (A_1, A_2 \in A_M)$. Then $\Theta \in \text{Ch}(A_M \otimes_{\text{max}} A_M \to \mathcal{L}(\mathcal{H}_{\text{in}}))$ defined by $\Theta := \Gamma^M \circ \tilde{\pi}$ is a max-joint channel of $\Gamma^M$ and $\Gamma^M$. Therefore $\Gamma^M \precsim_{\text{CP}} (\Gamma^M)^c$ follows from Theorem 1.

For a localizable$^{18}$ measure space $(\Omega, \Sigma, \mu)$, we denote the $L^\infty$ space of $(\Omega, \Sigma, \mu)$ by $L^\infty(\mu)$. The notion of $\mu$-almost everywhere ($\mu$-a.e.) equality defines an equivalence relation for $\Sigma$-measurable functions and the equivalence class to which a measurable function $f$ belongs is denoted by $[f]_{\mu}$. $L^\infty(\mu)$ is a commutative von Neumann algebra acting on the Hilbert space $L^2(\mu)$.

The following proposition assures that the definition of the QC channel in Ref. 13 for separable input Hilbert space $\mathcal{H}_{\text{in}}$ coincides with the present one up to normal isomorphism.

**Proposition 3.** Let $(\Omega, \Sigma, M)$ be a POVM on $\mathcal{H}_{\text{in}}$. Suppose that $\mathcal{H}_{\text{in}}$ is separable and take a faithful density operator $\rho_0 \in \mathcal{S}(\mathcal{H}_{\text{in}})$. Define a normal channel $\Gamma^M_0 \in \text{Ch}_{\sigma}(L^\infty(\mu) \to \mathcal{L}(\mathcal{H}_{\text{in}}))$
by

\[ \mu := P^M_{\rho_0}, \]
\[ \Gamma^M_0([f]_\mu) := \int_{\Omega} f(\omega) d\mathcal{M}(\omega). \]

Then \( \Gamma^M \) and \( \Gamma^M_0 \) are normally isomorphic.

**Proof.** Let \((\mathcal{K}, \pi, V)\) be a minimal Stinespring representation of \( \gamma^M \) and let \( \hat{P}(E) := \pi(\chi_E) \) \((E \in \Sigma)\).

We first show that the mapping

\[ \pi_1 : L^\infty(\mu) \ni [f]_\mu \mapsto \pi(f) = \int_{\Omega} f(\omega) d\hat{P}(\omega) \in \mathcal{L}(\mathcal{K}) \]

is a well-defined faithful representation. For this it is sufficient to prove that \( \mu(E) = 0 \) if and only if \( \hat{P}(E) = 0 \) for \( E \in \Sigma \). This can be shown as follows:

\[ \mu(E) = 0 \iff \mathcal{M}(E) = 0 \]
\[ \iff V^* \hat{P}(E)V = 0 \]
\[ \iff \hat{P}(E)V = 0 \]
\[ \iff \hat{P}(E)\hat{P}(\Sigma)V\mathcal{H}_{\text{in}} = \{0\} \]
\[ \iff \hat{P}(E) = 0. \]

Here, the last equivalence follows from the minimality of the Stinespring representation \((\mathcal{K}, \pi, V)\).

We next show that \( \pi_1 \) is normal. For this, it is sufficient to show that for each family of mutually orthogonal projections \( \{[\chi_{E_i}]_\mu\}_{i \in I} \) in \( L^\infty(\mu) \) \((E_i \in \Sigma)\),

\[ \pi_1 \left( \sum_{i \in I} [\chi_{E_i}]_\mu \right) = \sum_{i \in I} \pi_1([\chi_{E_i}]_\mu) = \sum_{i \in I} \hat{P}(E_i). \]  \hspace{1cm} (3)

From the \( \sigma \)-finiteness of \( L^\infty(\mu) \), we may assume that \( I \) is countable, and therefore that the family \( \{E_i\}_{i \in I} \) is mutually disjoint. Then equation (3) is immediate from the countable additivity of \( \hat{P} \).

From the definitions of \( \Gamma^M_0 \) and \( \pi_1 \), we have \( \Gamma^M_0 = \Gamma^M \circ \pi_1 \). By noting that \( \pi_1(L^\infty(\mu)) \) is a von Neumann algebra, we have \( \pi(B(\Omega, \Sigma)) = \pi_1(L^\infty(\mu)) = \pi(B(\Omega, \Sigma))'' \). Therefore \( \Gamma^M \) and \( \Gamma^M_0 \) are normally isomorphic. \( \square \)
The following lemma is a generalization of Proposition 3 in Ref. 13.

**Lemma 9.** Let $\mathcal{A}$ be a commutative von Neumann algebra and let $\Lambda \in \text{Ch}_\sigma(\mathcal{A} \to \mathcal{L}(\mathcal{H}_{\text{in}}))$ be a normal channel. Then there exists a POVM $M$ on $\mathcal{H}_{\text{in}}$ such that $\Lambda \sim_{\text{CP}_\sigma} \Gamma^M$.

**Proof.** By using the construction given in Ref. 13 (Lemma 2), we may assume that $\Lambda$ is faithful. Since $\mathcal{A}$ is commutative, there exists a localizable measure space $(\Omega, \Sigma, \mu)$ such that $\mathcal{A}$ is normally isomorphic to $L^\infty(\mu)$, from which we may regard $\Lambda$ as a normal channel in $\text{Ch}_\sigma(L^\infty(\mu) \to \mathcal{L}(\mathcal{H}_{\text{in}}))$. We define a POVM $(\Omega, \Sigma, M)$ by $M(E) := \Lambda(\chi_E \mu)$ ($E \in \Sigma$).

Let $(\mathcal{K}, \pi, V)$ be a minimal Stinespring representation of $\Lambda$. From the faithfulness of $\Lambda$, $\pi$ is a normal isomorphism from $L^\infty(\mu)$ onto $\pi(L^\infty(\mu))$. If we define $\pi_0 : B(\Omega, \Sigma) \to \mathcal{L}(\mathcal{K})$ by $\pi_0(f) := \pi([f]_\mu)$ ($f \in B(\Omega, \Sigma)$), then $(\mathcal{K}, \pi_0, V)$ is a minimal Stinespring representation of the pre-QC channel $\gamma^M$. Thus the QC channel $\Gamma^M \in \text{Ch}_\sigma(\pi(L^\infty(\mu)) \to \mathcal{L}(\mathcal{H}_{\text{in}}))$ is given by $\Gamma^M(A) = V^* AV$ ($A \in \pi(L^\infty(\mu))$). Then we have $\Lambda = \Gamma^M \circ \pi$. Therefore we obtain $\Lambda \cong \Gamma^M$, which completes the proof. $\square$

Next we define the post-processing relation for POVMs by the concatenation relation between the corresponding QC channels.

**Definition 5.** Let $(\Omega_1, \Sigma_1, M)$ and $(\Omega_2, \Sigma_2, N)$ be POVMs on $\mathcal{H}_{\text{in}}$.

1. $M$ is a post-processing of $N$, written as $M \preceq N$, if $\Gamma^M \preceq_{\text{CP}_\sigma} \Gamma^N$.

2. $M$ is post-processing equivalent to $N$, written as $M \simeq N$, if both $M \preceq N$ and $N \preceq M$ hold.

If $\mathcal{H}_{\text{in}}$ is separable, it is known$^{13}$ that $M \preceq N$ if and only if there exists a mapping $\kappa : \Sigma_1 \times \Omega_2 \to [0, 1]$ such that

(i) $\kappa(E \mid \cdot)$ is $\Sigma_2$-measurable for each $E \in \Sigma_1$;

(ii) $\kappa(\Omega_1 \mid \omega_2) = 1$, $N(\omega_2)$-a.e.;

(iii) for each disjoint sequence $\{E_n\} \subseteq \Sigma_1$, $\kappa(\cup_n E_n \mid \omega_2) = \sum_n \kappa(E_n \mid \omega_2)$, $N(\omega_2)$-a.e.;

(iv) $M(E) = \int_{\Omega_2} \kappa(E \mid \omega_2) dN(\omega_2)$ for each $E \in \Sigma_1$.  
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A mapping $\kappa$ satisfying the conditions (i)-(iii) is called a weak Markov kernel\(^\text{19}\). In Refs. 6 and 19, post-processing relations for POVMs are defined by weak Markov kernel.

If $\mathcal{H}_{\text{in}}$ is non-separable, the post-processing relation in Definition 5 is no longer consistent with the relation defined by weak Markov kernel as shown in the following example.

**Example 1.** Let $\mathcal{H}_{\text{in}}$ be non-separable and let $(\phi_{\omega})_{\omega \in \Omega}$ be an uncountable orthonormal basis of $\mathcal{H}_{\text{in}}$. We define PVMs $(\Omega, 2^\Omega, \mathcal{M}_1)$ and $(\Omega, \Sigma, \mathcal{M}_2)$ as follows:

- $2^\Omega$ is the power set of $\Omega$;
- $\mathcal{M}_1(E) := \sum_{\omega \in E} |\phi_{\omega}\rangle \langle \phi_{\omega}|$, $(E \in 2^\Omega)$;
- $\Sigma := \{ E \subseteq \Omega \mid \text{either } E \text{ or } \Omega \setminus E \text{ is countable} \}$;
- $\mathcal{M}_2(E) := \mathcal{M}_1(E)$, $(E \in \Sigma)$.

Then both of the QC channels $\Gamma^{M_1}$ and $\Gamma^{M_2}$ are normally isomorphic to the following channel:

$$\Gamma: \ell^\infty(\Omega) \ni f \mapsto \sum_{\omega \in \Omega} f(\omega) |\phi_{\omega}\rangle \langle \phi_{\omega}| \in \mathcal{L}(\mathcal{H}_{\text{in}}),$$

where $\ell^\infty(\Omega)$ is the set of bounded complex-valued functions on $\Omega$. Thus we have $\mathcal{M}_1 \simeq \mathcal{M}_2$ in the sense of Definition 5. On the other hand, we can show that there exists no weak Markov kernel $\kappa$ satisfying

$$\mathcal{M}_1(E) = \int_{\Omega} \kappa(E|\omega) d\mathcal{M}_2(\omega) = \sum_{\omega \in \Omega} \kappa(E|\omega) |\phi_{\omega}\rangle \langle \phi_{\omega}|, \quad (\forall E \in 2^\Omega). \quad (4)$$

Suppose there exists such $\kappa$. Then from equation (4), we should have $\kappa(E|\omega) = \chi_E(\omega)$ $(E \in 2^\Omega)$. If we take $E \in 2^\Omega \setminus \Sigma \neq \emptyset$, $\kappa(E|\cdot) = \chi_E(\cdot)$ is not $\Sigma$-measurable, which contradicts the definition of weak Markov kernel. Thus $\mathcal{M}_1$ and $\mathcal{M}_2$ are not equivalent in the sense of weak Markov kernel.

In the rest of this section, we will see that the post-processing relation in Definition 5 is a natural relation for POVMs as long as we consider the compatibility of POVMs and channels.

**B. Compatibility of POVM and channel**

Now we consider compatibility of a POVM and a normal channel.
Let $\mathcal{M}$ and $\mathcal{M}_{\text{in}}$ be von Neumann algebras and let $(\Omega, \Sigma)$ be a measurable space. An instrument$^{20-23}$ is a mapping $\mathcal{I}: \mathcal{M} \times \Sigma \to \mathcal{M}_{\text{in}}$ such that

(i) $\mathcal{M} \ni A \mapsto \mathcal{I}(A, E) \in \mathcal{M}_{\text{in}}$ is a normal CP linear map for each $E \in \Sigma$;

(ii) $\Sigma \ni E \mapsto \langle \varphi, \mathcal{I}(A, E) \rangle \in \mathbb{C}$ is a countably additive complex-valued measure for each $A \in \mathcal{M}$ and each $\varphi \in \mathcal{M}_{\text{in}}^*$;

(iii) $\mathcal{I}(1_M, \Omega) = 1_{\mathcal{M}_{\text{in}}}$.

For an instrument $\mathcal{I}: \mathcal{M} \times \Sigma \to \mathcal{M}_{\text{in}}$, we define the marginal POVM $(\Omega, \Sigma, M^\mathcal{I})$ and the marginal channel $\Lambda^\mathcal{I} \in \text{Ch}_{\sigma}(\mathcal{M} \to \mathcal{M}_{\text{in}})$ of $\mathcal{I}$ by

$$M^\mathcal{I}(E) := \mathcal{I}(1_M, E), \quad (E \in \Sigma);$$

$$\Lambda^\mathcal{I}(A) := \mathcal{I}(A, \Omega), \quad (A \in \mathcal{M}).$$

**Definition 6** (Compatibility of a POVM and a channel). Let $(\Omega, \Sigma, M)$ be a POVM on $\mathcal{H}_{\text{in}}$, let $\mathcal{M}$ be a von Neumann algebra, and let $\Lambda \in \text{Ch}_{\sigma}(\mathcal{M} \to \mathcal{L}(\mathcal{H}_{\text{in}}))$ be a normal channel. Then $\mathcal{M}$ and $\Lambda$ are said to be compatible, written as $\mathcal{M} \bowtie \Lambda$, if there exists an instrument $\mathcal{I}: \mathcal{M} \times \Sigma \to \mathcal{M}_{\text{in}}$, and $\Lambda^\mathcal{I}$ is called a joint instrument of $\mathcal{M}$ and $\Lambda$.

**Theorem 4.** Let $(\Omega, \Sigma, M), \mathcal{M}$, and $\Lambda \in \text{Ch}_{\sigma}(\mathcal{M} \to \mathcal{L}(\mathcal{H}_{\text{in}}))$ be the same as in Definition 6. Then the following conditions are equivalent.

(i) $\mathcal{M} \bowtie \Lambda$;

(ii) $\Gamma^M \bowtie_{\text{max}} \Lambda$;

(iii) $\Gamma^M \bowtie_{\text{min}} \Lambda$;

(iv) $\Lambda \preceq_{\text{CP}} (\Gamma^M)^c$;

(v) $\Gamma^M \preceq_{\text{CP}} \Lambda^c$.

**Proof.** The equivalence (ii) $\iff$ (iv) $\iff$ (v) follows from Theorem 1, and the equivalence (ii) $\iff$ (iii) from that the outcome space of $\Gamma^M$ is nuclear.

(i) $\implies$ (v). Assume (i) and take a joint instrument $\mathcal{I}: \mathcal{M} \times \Sigma \to \mathcal{L}(\mathcal{H}_{\text{in}})$ of $\mathcal{M}$ and $\Lambda$. From Remark 2 and Lemma 7, we have only to show $\gamma^M \preceq_{\text{CP}} \Lambda^c$, where $\gamma^M \in \text{Ch}(B(\Omega, \Sigma) \to \mathcal{M}_{\text{in}})$.
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\( \mathcal{L}(\mathcal{H}_{\text{in}}) \) is the pre-QC channel of \( M \). Let \((\mathcal{K}, \pi, V)\) be a minimal Stinespring representation of \( \Lambda = \Lambda^2 \). From the Radon-Nikodym theorem for CP maps\(^{24}\), for each \( E \in \Sigma \) there exists a unique positive operator \( \hat{M}(E) \in \pi(\mathcal{M})' \) such that \( \mathcal{I}(A, E) = V^*\pi(A)\hat{M}(E)V \) for all \( A \in \mathcal{M} \). Now we show that \((\Omega, \Sigma, \hat{M})\) is a POVM on \( \mathcal{K} \). For each disjoint countable family \( \{E_n\} \subseteq \Sigma \), each \( A_1, A_2 \in \mathcal{M} \), and each \( \psi_1, \psi_2 \in \mathcal{H}_{\text{in}} \), we have

\[
\langle \pi(A_1)V\psi_1|\hat{M}(\cup_n E_n)\pi(A_2)V\psi_2 \rangle = \langle \psi_1|V^*\pi(A_1^*A_2)\hat{M}(\cup_n E_n)V\psi_2 \rangle \\
= \langle \psi_1|\mathcal{I}(A_1^*A_2, \cup_n E_n)\psi_2 \rangle \\
= \sum_n \langle \psi_1|\mathcal{I}(A_1^*A_2, E_n)\psi_2 \rangle \\
= \sum_n \langle \pi(A_1)V\psi_1|\hat{M}(E_n)\pi(A_2)V\psi_2 \rangle .
\]

Thus from the minimality of the Stinespring representation \((\mathcal{K}, \pi, V)\), \( \hat{M} \) is countably additive. Since \( \hat{M}(\Omega) = 1_\mathcal{K} \) is immediate from the definition, \( \hat{M} \) is a POVM. Therefore we can define a channel \( \alpha \in \text{Ch}(B(\Omega, \Sigma) \rightarrow \pi(\mathcal{M})') \) by

\[
\alpha(f) := \int_\Omega f(\omega)d\hat{M}(\omega), \quad (f \in B(\Omega, \Sigma)).
\]

Then we have \( \gamma^M(\chi_E) = M(E) = V^*\hat{M}(E)V = \Lambda^c \circ \alpha(\chi_E) \) \((E \in \Sigma)\), where \( \Lambda^c \in \text{Ch}_\sigma(\pi(\mathcal{M})' \rightarrow \mathcal{L}(\mathcal{H}_{\text{in}})) \). Since the set of simple functions is norm dense in \( B(\Omega, \Sigma) \), this implies \( \gamma^M = \Lambda^c \circ \alpha \preceq_\text{CP} \Lambda^c \), which proves (v).

(ii) \( \Rightarrow \) (i). Assume (ii). Let \((\mathcal{K}_1, \pi_1, V_1)\) be a minimal Stinespring representation of \( \gamma^M \in \text{Ch}(B(\Omega, \Sigma) \rightarrow \mathcal{L}(\mathcal{H}_{\text{in}})) \). Then \( \Gamma^M \in \text{Ch}_\sigma(\pi_1(B(\Omega, \Sigma))'' \rightarrow \mathcal{L}(\mathcal{H}_{\text{in}})) \) is the mapping defined by \( \Gamma^M(B) = V_1^*BV_1 \) \((B \in \pi_1(B(\Omega, \Sigma))'')\). From the assumption, we can take a binormal max-joint channel \( \Theta \in \text{Ch}(\mathcal{M} \otimes_{\max} \pi_1(B(\Omega, \Sigma))'' \rightarrow \mathcal{L}(\mathcal{H}_{\text{in}})) \) of \( \Lambda \) and \( \Gamma^M \). We define a mapping \( \mathcal{I}: \mathcal{M} \times \Sigma \rightarrow \mathcal{L}(\mathcal{H}_{\text{in}}) \) by \( \mathcal{I}(A, E) := \Theta(A \otimes \pi_1(\chi_E)) \) \((A \in \mathcal{M}, E \in \Sigma)\). Then \( \mathcal{I} \) is a joint instrument of \( \mathcal{M} \) and \( \Lambda \), which proves \( \mathcal{M} \bowtie \Lambda \).

\( \square \)

Theorem 4 indicates that for a POVM \( M \), the conjugate channel \((\Gamma^M)^c\) can be interpreted as the least-disturbing channel compatible with \( M \), generalizing the result obtained in Ref. 25 for discrete POVMs.

**Remark 3.** In Ref. 23, the characterization was given for all *instruments* that have a given POVM \( M \) as their marginal POVM (Theorem 1 and Corollary 1) by using direct-integral decomposition.\(^{22}\) The channel \( T \) appearing in Theorem 1 of Ref. 23 satisfies, in the setting of our Theorem 4, \( \Lambda = (\Gamma^M)^c \circ T \), which corresponds to the condition (iv) of Theorem 4.
C. Compatibility of two POVMs

Definition 7. Let \((\Omega_1, \Sigma_1, M_1)\) and \((\Omega_2, \Sigma_2, M_2)\) be POVMs on \(\mathcal{H}_{\text{in}}\). \(M_1\) and \(M_2\) are said to be compatible, written as \(M_1 \bowtie M_2\), if there exists a POVM \(N\) on \(\mathcal{H}_{\text{in}}\) such that \(M_1 \preceq N\) and \(M_2 \preceq N\).

Remark 4. If \(\mathcal{H}_{\text{in}}\) is separable and the outcome spaces of \(M_1\) and \(M_2\) are standard Borel\(^{26}\), \(M_1 \bowtie M_2\) if and only if \(M_1\) and \(M_2\) are jointly measurable\(^{27}\), i.e. there exists a POVM \((\Omega_1 \times \Omega_2, \Sigma_1 \otimes \Sigma_2, M_{12})\) such that \(M_{12}(E_1 \times \Omega_2) = M_1(E_1)\) and \(M_{12}(\Omega_1 \times E_2) = M_2(E_2)\) \((E_1 \in \Sigma_1, E_2 \in \Sigma_2)\). Here \(\Sigma_1 \otimes \Sigma_2\) denotes the product \(\sigma\)-algebra of \(\Sigma_1\) and \(\Sigma_2\).

The compatibility of POVMs in the above definition is consistent with the compatibility of channels as shown in the following proposition.

Proposition 4. Let \((\Omega_1, \Sigma_1, M_1)\) and \((\Omega_2, \Sigma_2, M_2)\) be POVMs on \(\mathcal{H}_{\text{in}}\). Then the following conditions are equivalent.

\((i)\ M_1 \bowtie M_2;\)
\((ii)\ \Gamma^{M_1} \bowtie_{\text{max}} \Gamma^{M_2};\)
\((iii)\ \gamma^{M_1} \bowtie_{\text{max}} \gamma^{M_2};\)
\((iv)\ there\ exist\ Naimark\ dilations\ \((\mathcal{K}, P_1, V)\)\ and\ \((\mathcal{K}, P_2, V)\)\ of\ \(M_1\)\ and\ \(M_2\),\ respectively,\ such\ that\ the\ ranges\ \(P_1(\Sigma_1)\)\ and\ \(P_2(\Sigma_2)\)\ commute.\)

Proof. (i) \(\Rightarrow\) (ii). Assume \(M_1 \bowtie M_2\). Then there exists a POVM \((\Omega_0, \Sigma_0, N)\) on \(\mathcal{H}_{\text{in}}\) satisfying \(\Gamma^{M_1} \preceq_{\text{CP}} \Gamma^N\) and \(\Gamma^{M_2} \preceq_{\text{CP}} \Gamma^N\). We write the outcome spaces of \(\Gamma^{M_1}\), \(\Gamma^{M_2}\) and \(\Gamma^N\) as \(\mathcal{A}_{M_1}, \mathcal{A}_{M_2}\), and \(\mathcal{A}_N\), respectively. By assumption, we can take normal channels \(\alpha_1 \in \text{Ch}_e(\mathcal{A}_{M_1} \to \mathcal{A}_N)\) and \(\alpha_2 \in \text{Ch}_e(\mathcal{A}_{M_2} \to \mathcal{A}_N)\) such that \(\Gamma^{M_1} = \Gamma^N \circ \alpha_1\) and \(\Gamma^{M_2} = \Gamma^N \circ \alpha_2\). Since \(\mathcal{A}_N\) is commutative, there exists a representation \(\tilde{\pi}: \mathcal{A}_N \otimes_{\text{max}} \mathcal{A}_N \to \mathcal{A}_N\) such that \(\tilde{\pi}(B_1 \otimes B_2) = B_1 B_2\) \((B_1, B_2 \in \mathcal{A}_N)\). If we define \(\Theta \in \text{Ch}(\mathcal{A}_{M_1} \otimes_{\text{max}} \mathcal{A}_{M_2} \to \mathcal{L}(\mathcal{H}_{\text{in}}))\) by \(\Theta := \Gamma^N \circ \tilde{\pi} \circ (\alpha_1 \otimes_{\text{max}} \alpha_2)\), \(\Theta\) is a max-joint channel of \(\Gamma^{M_1}\) and \(\Gamma^{M_2}\), which implies \(\Gamma^{M_1} \bowtie_{\text{max}} \Gamma^{M_2}\).

(ii) \(\Rightarrow\) (iii) is immediate from \(\gamma^{M_1} \preceq_{\text{CP}} \Gamma^{M_1}\) and \(\gamma^{M_2} \preceq_{\text{CP}} \Gamma^{M_2}\).

(iii) \(\Rightarrow\) (iv). Assume \(\gamma^{M_1} \bowtie_{\text{max}} \gamma^{M_2}\). Then we can take a max-joint channel \(\Theta \in \text{Ch}(B(\Omega_1, \Sigma_1) \otimes_{\text{max}} B(\Omega_2, \Sigma_2) \to \mathcal{L}(\mathcal{H}_{\text{in}}))\) of \(\gamma^{M_1}\) and \(\gamma^{M_2}\). Let \((\mathcal{K}_\Theta, \pi_\Theta, V_\Theta)\) be a minimal
Stinespring representation of $\Theta$. Then for each $E_1 \in \Sigma_1$ and $E_2 \in \Sigma_2$ we have

$$M_1(E_1) = \gamma^{M_1}(\chi_{E_1}) = \Theta(\chi_{E_1} \otimes \chi_{\Omega_2}) = V_\Theta^* P_1(E_1) V_\Theta,$$

$$M_2(E_2) = \gamma^{M_2}(\chi_{E_2}) = \Theta(\chi_{\Omega_1} \otimes \chi_{E_2}) = V_\Theta^* P_2(E_2) V_\Theta,$$

where $P_1(E_1) := \pi_\Theta(\chi_{E_1} \otimes \chi_{\Omega_2})$ and $P_2(E_2) := \pi_\Theta(\chi_{\Omega_1} \otimes \chi_{E_2})$. By a similar discussion as in Lemma 5, we can show that $(\Omega_1, \Sigma_1, P_1)$ and $(\Omega_2, \Sigma_2, P_2)$ are PVMs on $\mathcal{K}_\Theta$. Thus $(\mathcal{K}_\Theta, P_1, V_\Theta)$ and $(\mathcal{K}_\Theta, P_2, V_\Theta)$ are Naimark dilations of $M_1$ and $M_2$, respectively, with commuting ranges, which proves (iv).

(iv) $\implies$ (i). Let $(\mathcal{K}, P_1, V)$ and $(\mathcal{K}, P_2, V)$ be Naimark dilations of $M_1$ and $M_2$, respectively, with commuting ranges. We define representations $\pi_1$ and $\pi_2$ by

$$\pi_1: B(\Omega_1, \Sigma_1) \ni f_1 \mapsto \int_{\Omega_1} f_1(\omega_1) dP_1(\omega_1) \in \mathcal{L}(\mathcal{K}),$$

$$\pi_2: B(\Omega_2, \Sigma_2) \ni f_2 \mapsto \int_{\Omega_2} f_2(\omega_2) dP_2(\omega_2) \in \mathcal{L}(\mathcal{K}),$$

a commutative von Neumann algebra $\tilde{\mathcal{A}}$ by $(P_1(\Sigma_1) \cup P_2(\Sigma_2))^\prime\prime$, and a normal channel $\tilde{\Lambda} \in \text{Ch}_\sigma(\tilde{\mathcal{A}} \to \mathcal{L}(\mathcal{H}_{\text{in}}))$ by $\tilde{\Lambda}(X) := V^* X V$ $(X \in \tilde{\mathcal{A}})$. Since the ranges of $\pi_1$ and $\pi_2$ are contained in $\tilde{\mathcal{A}}$, for each $E_j \in \Sigma_j$ $(j = 1, 2)$ we have

$$\gamma^{M_j}(\chi_{E_j}) = M_j(E_j) = V^* P_j(E_j) V = \tilde{\Lambda} \circ \pi_j(\chi_{E_j}),$$

which implies $\gamma^{M_j} = \tilde{\Lambda} \circ \pi_j \leq_{\text{CP}} \tilde{\Lambda}$. Thus from Remark 2 and Lemma 7, we have $\Gamma^{M_j} \leq_{\text{CP}} \tilde{\Lambda}$ $(j = 1, 2)$. Since $\tilde{\mathcal{A}}$ is commutative, from Lemma 9 we can take a POVM $N$ on $\mathcal{H}_{\text{in}}$ satisfying $\tilde{\Lambda} \leq_{\text{CP}} \Gamma^N$. Thus we obtain $M_j \leq N$ $(j = 1, 2)$, which implies the condition (i).

Remark 5. The equivalence of the condition (iv) in Proposition 4 and the joint measurability of $M_1$ and $M_2$ was shown in Ref. 28 (Theorem 6) under some weak assumptions on the outcome measurable spaces.

D. Maximal POVM

A POVM $M$ on $\mathcal{H}_{\text{in}}$ is called maximal if $M \leq N$ implies $N \leq M$ for any POVM $N$ on $\mathcal{H}_{\text{in}}$. The following theorem gives a characterization of the maximality of a POVM in terms of the conjugate channel of the QC channel.

Theorem 5. Let $(\Omega, \Sigma, M)$ be a POVM on $\mathcal{H}_{\text{in}}$. Then the following conditions are equivalent.
(i) $M$ is maximal;

(ii) there exist a commutative von Neumann algebra $A_0$ and a normal channel $\Gamma_0 \in Ch_{\sigma}(A_0 \rightarrow L(H_{\text{in}}))$ with a minimal Stinespring representation $(K_0, \pi_0, V_0)$ such that $\Gamma^M \sim_{CP_\sigma} \Gamma_0$ and $\pi_0(A_0)' = \pi_0(A_0)$;

(iii) $\Gamma^M \sim_{CP_\sigma} (\Gamma^M)^c$.

Proof. (i) $\implies$ (ii). Assume (i). From Ref. 13, there exist a commutative von Neumann algebra $A_0$ and normal channel $\Gamma_0 \in Ch_{\sigma}(A_0 \rightarrow L(H_{\text{in}}))$ such that $\Gamma_0 \sim_{CP_\sigma} \Gamma^M$ and $\Gamma_0$ is minimal sufficient. Let $(K_0, \pi_0, V_0)$ be a minimal Stinespring representation of $\Gamma_0$ and let $\tilde{\Gamma}_0 \in Ch_{\sigma}(\pi_0(A_0) \rightarrow L(H_{\text{in}}))$ be the normal channel defined by $\tilde{\Gamma}_0(A) := V_0^*AV_0$ $(A \in \pi_0(A_0))$. Since $\pi_0$ is a normal isomorphism from $A_0$ onto $\pi_0(A_0)$ due to the faithfulness of $\Gamma_0$, $\Gamma_0$ and $\tilde{\Gamma}_0$ are normally isomorphic, and therefore $\tilde{\Gamma}_0$ is also minimal sufficient. Now we show $\pi_0(A_0)' = \pi_0(A_0)$, which implies the condition (ii). Take an arbitrary self-adjoint element $B \in \pi_0(A_0)'$ and let $\tilde{A}_B$ denote the commutative von Neumann algebra generated by $\pi_0(A_0) \cup \{B\}$. We define a normal channel $\Lambda_B \in Ch_{\sigma}(\tilde{A}_B \rightarrow L(H_{\text{in}}))$ by $\Lambda_B(C) := V_0^*CV_0$ $(C \in \tilde{A}_B)$. Since $\pi_0(A_0) \subseteq \tilde{A}_B$, we have $\Gamma^M \sim_{CP_\sigma} \tilde{\Gamma}_0 \approx_{CP_\sigma} \Lambda_B$. On the other hand, since the outcome space of $\Lambda_B$ is commutative, Lemma 9 implies $\Lambda_B \approx_{CP_\sigma} \Gamma^N$ for some POVM $N$ on $H_{\text{in}}$. Thus from the maximality of $M$, we obtain $\Lambda_B \approx_{CP_\sigma} \tilde{\Gamma}_0$. Hence there exists a normal channel $\mathcal{E} \in Ch_{\sigma}(\tilde{A}_B \rightarrow \pi_0(A_0))$ such that $\Lambda_B = \tilde{\Gamma}_0 \circ \mathcal{E}$. Then we have $\tilde{\Gamma}_0(A) = \Lambda_B(A) = \tilde{\Gamma}_0 \circ \mathcal{E}(A)$ for all $A \in \pi_0(A_0)$. From the minimal sufficiency of $\tilde{\Gamma}_0$, this implies $\mathcal{E}(A) = A$ for all $A \in \pi_0(A_0)$. Therefore $\mathcal{E}$ is a normal norm-1 projection from $\tilde{A}_B$ onto the subalgebra $\pi_0(A_0)$. From $\Lambda_B = \tilde{\Gamma}_0 \circ \mathcal{E}$, we obtain $V_0^*CV_0 = V_0^*\mathcal{E}(C)V_0$ $(C \in \tilde{A}_B)$. Hence, for each $A_1, A_2 \in \pi_0(A_0)$ and each $\psi_1, \psi_2 \in H_{\text{in}}$, we have

$$\langle A_1V_0\psi_1|\mathcal{E}(B)A_2V_0\psi_2 \rangle = \langle \psi_1|V_0^*A_1^*\mathcal{E}(B)A_2V_0\psi_2 \rangle$$

$$= \langle \psi_1|V_0^*\mathcal{E}(A_1^*BA_2)V_0\psi_2 \rangle$$

$$= \langle \psi_1|V_0^*A_1^*BA_2V_0\psi_2 \rangle$$

$$= \langle A_1V_0\psi_1|BA_2V_0\psi_2 \rangle,$$

where we have used Tomiyama’s theorem (e.g. Ref. 9, Theorem 1.5.10) in deriving the equality (5). From the minimality of the Stinespring representation $(K_0, \pi_0, V_0)$, this implies $B = \mathcal{E}(B) \in \pi_0(A_0)$. Therefore we obtain $\pi_0(A_0) = \pi_0(A_0)'$. 
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(ii) \(\Rightarrow\) (iii). Assume (ii). Then from the definition of the commutant conjugate channel and Corollary 1, we have \(\Gamma_0 \sim_{\text{CP}} \Gamma_0^c\). Since we have \((\Gamma^M)^c \sim_{\text{CP}} \Gamma_0^c\) from Theorem 2, we obtain \(\Gamma^M \sim_{\text{CP}} (\Gamma^M)^c\).

(iii) \(\Rightarrow\) (i). Assume (iii) and take an arbitrary POVM \(N\) on \(H_{\text{in}}\) satisfying \(M \preceq N\). Then from Lemma 8, Theorem 2, and \(\Gamma^M \preceq_{\text{CP}} \Gamma_0\), we have \(\Gamma^N \preceq_{\text{CP}} (\Gamma^N)^c \preceq_{\text{CP}} (\Gamma^M)^c \sim_{\text{CP}} \Gamma^M\), which implies \(N \preceq M\). Therefore \(M\) is maximal.

\[\square\]

Remark 6. In Ref. 23 (Section 4), the concept of rank-1 POVM is introduced by using direct integrals. Then, for separable \(H_{\text{in}}\), the equivalence (i) \(\iff\) (ii) in Theorem 5 can be rephrased as “\(M\) is maximal if and only if \(M\) is of rank-1”, which was first obtained in Ref. 7. The equivalence (i) \(\iff\) (iii) in Theorem 5 for discrete \(M\) was first proved by Heinosaari and Miyadera (T. Heinosaari and T. Miyadera, private communications).

The following corollary was essentially obtained in Ref. 23 (Section 4) for separable \(H_{\text{in}}\).

**Corollary 5.** For any POVM \((\Omega, \Sigma, M)\) on \(H_{\text{in}}\), there exists a maximal POVM \(N\) on \(H_{\text{in}}\) satisfying \(M \preceq N\).

**Proof.** Let \(A_M\) be the outcome space of the QC channel \(\Gamma^M\) and let \((K, \pi, V)\) be a minimal Stinespring representation of \(\Gamma^M\). Then, by Zorn’s lemma, \(\pi(A_M)\) is contained in a commutative von Neumann algebra \(A_0\) on \(K\) maximal with respect to set inclusion \(\subseteq\). From the maximality of \(A_0\) we have \(A_0' = A_0\). Now we define \(\Gamma_0 \in \text{Ch}_{\sigma}(A_0 \to \mathcal{L}(H_{\text{in}}))\) by \(\Gamma_0(B) := V^*BV\) \((B \in A_0)\) and take a POVM \(N\) on \(H_{\text{in}}\) satisfying \(\Gamma_0 \sim_{\text{CP}} \Gamma_0\). Then \(N\) satisfies the condition (ii) of Theorem 5, and therefore is a maximal POVM. Furthermore, we have \(\Gamma^M \preceq_{\text{CP}} \Gamma_0 \sim_{\text{CP}} \Gamma^N\) from the definition of \(\Gamma_0\). Thus \(M \preceq N\). \(\square\)

**VI. NORMAL COMPATIBILITY AND TENSOR CONJUGATE CHANNEL**

In this section, we consider the normal compatibility relation \(\triangleright_{\sigma}\).

**Definition 8.** Let \(M\) be a von Neumann algebra acting on a Hilbert space \(H_{\text{out}}\), let \(H_{\text{in}}\) be a Hilbert space, and let \(\Lambda \in \text{Ch}_{\sigma}(M \to \mathcal{L}(H_{\text{in}}))\) be a normal channel. A pair \((K, V)\) is called a tensor Stinespring representation of \(\Lambda\) if \(K\) is a Hilbert space and \(V: H_{\text{in}} \to H_{\text{out}} \otimes K\) is an isometry such that \(\Lambda(A) = V^*(A \otimes 1_K)V\) for all \(A \in M\).
A tensor Stinespring representations \((\mathcal{K}, V)\) can be regarded as a special Stinespring representation \((\mathcal{H}_{\text{out}} \otimes \mathcal{K}, \pi_{\mathcal{K}}, V)\), where \(\pi_{\mathcal{K}}(A) := A \otimes \mathbb{1}_{\mathcal{K}}\).

**Definition 9.** Let \(\mathcal{M}, \mathcal{H}_{\text{out}}, \mathcal{H}_{\text{in}},\) and \(\Lambda \in \text{Ch}_\sigma(\mathcal{M} \to \mathcal{L}(\mathcal{H}_{\text{in}}))\) be the same as in Definition 8. For a tensor Stinespring representation \((\mathcal{K}, V)\) of \(\Lambda\), the channel \(\Gamma \in \text{Ch}(\mathcal{L}(\mathcal{K}) \to \mathcal{L}(\mathcal{H}_{\text{in}}))\) defined by \(\Gamma(B) := V^*(\mathbb{1}_{\mathcal{H}_{\text{out}}} \otimes B)V\) \((B \in \mathcal{L}(\mathcal{K}))\) is called a tensor conjugate channel of \(\Lambda\). A tensor conjugate channel is, by definition, a fully quantum channel.

Since we have \(\mathcal{L}(\mathcal{H}_{\text{out}} \otimes \mathcal{K}) = \mathcal{L}(\mathcal{H}_{\text{out}}) \otimes \mathcal{L}(\mathcal{K})\), the following corollary is immediate from the definitions of the tensor conjugate channel and the normal compatibility.

**Corollary 6.** Let \(\Lambda\) be a normal channel with a fully quantum input space and let \(\Gamma\) be a tensor conjugate channel of \(\Lambda\). Then we have \(\Lambda \bowtie \sigma \Gamma\).

A tensor Stinespring representation always exists for any normal channel as the following proposition shows.

**Proposition 5.** Let \(\mathcal{M}, \mathcal{H}_{\text{out}}, \mathcal{H}_{\text{in}},\) and \(\Lambda \in \text{Ch}_\sigma(\mathcal{M} \to \mathcal{L}(\mathcal{H}_{\text{in}}))\) be the same as in Definition 8. Then there exists a tensor Stinespring representation of \(\Lambda\).

**Proof.** From Stinespring’s dilation theorem, we can take a minimal Stinespring representation \((\mathcal{K}_0, \pi_0, V_0)\) of \(\Lambda\). According to Theorem IV.5.5 of Ref. 8, there exist a Hilbert space \(\mathcal{K}\), a projection \(E \in \mathcal{M} \otimes \mathcal{L}(\mathcal{K}) = (\mathcal{M} \otimes \mathbb{C}1_{\mathcal{K}})'\), and an isometry \(U : E(\mathcal{H}_{\text{out}} \otimes \mathcal{K}) \to \mathcal{K}_0\) such that \(\pi_0(A) = U(A \otimes \mathbb{1}_\mathcal{K})EU^* \quad (\forall A \in \mathcal{M})\). Then \(V := EU^*V_0\) is an isometry such that \(\Lambda(A) = V^*(A \otimes \mathbb{1}_{\mathcal{K}})V \quad (\forall A \in \mathcal{M})\). Thus \((\mathcal{K}, V)\) is a tensor Stinespring representation of \(\Lambda\).

Now let us consider fully quantum channels. Let \(\Lambda \in \text{Ch}_\sigma(\mathcal{L}(\mathcal{H}_{\text{out}}) \to \mathcal{L}(\mathcal{H}_{\text{in}}))\) be a fully quantum channel with a minimal Stinespring representation \((\mathcal{K}, \pi, V)\). Then, since \(\pi\) is normal, \(\mathcal{K}\) and \(\pi\) can be taken such that \(\mathcal{K} = \mathcal{H}_{\text{out}} \otimes \mathcal{K}'\) and \(\pi(A) = A \otimes \mathbb{1}_{\mathcal{K}'}\) (e.g. Ref. 17, Lemma 9.2.2). Thus we have \(\Lambda(A) = V^*(A \otimes \mathbb{1}_{\mathcal{K}'})V \quad (A \in \mathcal{L}(\mathcal{H}_{\text{out}}))\) and the concepts of minimal and tensor Stinespring representations coincide in this case. Furthermore, for a fully quantum channel, tensor and commutant conjugate channels coincide up to concatenation equivalence as in the following proposition.
Proposition 6. Let $\mathcal{H}_{\text{in}}$ and $\mathcal{H}_{\text{out}}$ be Hilbert spaces and let $\Lambda \in \text{Ch}_\sigma(\mathcal{L}(\mathcal{H}_{\text{out}}) \to \mathcal{L}(\mathcal{H}_{\text{in}}))$ be a fully quantum channel. Then any tensor and commutant conjugate channels of $\Lambda$ are normally concatenation equivalent.

Proof. Let $(\mathcal{K}_1, V_1)$ be a tensor Stinespring representation of $\Lambda$ and let $\Gamma \in \text{Ch}(\mathcal{L}(\mathcal{K}_1) \to \mathcal{L}(\mathcal{H}_{\text{in}}))$ be the corresponding tensor conjugate channel of $\Lambda$. Then $(\mathcal{H}_{\text{out}} \otimes \mathcal{K}_1, \pi, V_1)$ is a Stinespring representation of $\Lambda$, where $\pi(A) := A \otimes 1_{\mathcal{K}_1}$ ($A \in \mathcal{L}(\mathcal{H}_{\text{out}})$), and the corresponding commutant conjugate channel is the map $\Lambda^c: \pi(\mathcal{L}(\mathcal{H}_{\text{out}}))' = \mathbb{C}1_{\mathcal{H}_{\text{out}}} \overline{\mathcal{L}(\mathcal{K}_1)} \to \mathcal{L}(\mathcal{H}_{\text{in}})$ given by

$$\Lambda^c(1_{\mathcal{H}_{\text{out}}} \otimes B) = V_1^*(1_{\mathcal{H}_{\text{out}}} \otimes B)V_1, \quad (B \in \mathcal{L}(\mathcal{K}_1)).$$

Then we have $\Gamma = \Lambda^c \circ \pi_1$ and $\Lambda^c = \Gamma \circ \pi_1^{-1}$, where

$$\pi_1: \mathcal{L}(\mathcal{K}_1) \ni B \mapsto 1_{\mathcal{H}_{\text{out}}} \otimes B \in \mathbb{C}1_{\mathcal{H}_{\text{out}}} \overline{\mathcal{L}(\mathcal{K}_1)}$$

is a normal isomorphism from $\mathcal{L}(\mathcal{K}_1)$ onto $\mathbb{C}1_{\mathcal{H}_{\text{out}}} \overline{\mathcal{L}(\mathcal{K}_1)}$. Thus we have $\Lambda^c \sim_{\text{CP}_\sigma} \Gamma$. Since Proposition 2 assures that any commutant conjugate channels of $\Lambda$ are mutually equivalent, this proves the assertion.

The normal and $C^*$-compatibility relations for a fully quantum channel coincide as shown in the following corollary.

Corollary 7. Let $\mathcal{H}_1$ and $\mathcal{H}_{\text{in}}$ be Hilbert spaces, let $\mathcal{N}$ be a von Neumann algebra, let $\Lambda \in \text{Ch}_\sigma(\mathcal{L}(\mathcal{H}_1) \to \mathcal{L}(\mathcal{H}_{\text{in}}))$ be a fully quantum channel, and let $\Gamma \in \text{Ch}_\sigma(\mathcal{N} \to \mathcal{L}(\mathcal{H}_{\text{in}}))$ be a normal channel. Then the following conditions are equivalent.

(i) $\Lambda \bowtie_\sigma \Gamma$;

(ii) $\Lambda \bowtie_{\text{max}} \Gamma$;

(iii) $\Lambda \preceq_{\text{CP}_\sigma} \Gamma^c$;

(iv) $\Gamma \preceq_{\text{CP}_\sigma} \Lambda^c$.

Proof. The implications (i) $\implies$ (ii) $\iff$ (iii) $\iff$ (iv) follow from Lemma 1 and Theorem 1. (iv) $\implies$ (i) follows from $\Lambda \bowtie_\sigma \Lambda^c$, which is immediate from Corollary 6 and Proposition 6. \[\square\]
The following theorem states that for a given normal channel \( \Lambda \), the class of normally compatible channels is upper bounded by the class of tensor conjugate channels of \( \Lambda \).

**Theorem 6.** Let \( \mathcal{M}_1 \) be a von Neumann algebra acting on a Hilbert space \( \mathcal{H}_1 \) and let \( \Lambda_1 \in \text{Ch}_\sigma(\mathcal{M}_1 \rightarrow \mathcal{L}(\mathcal{H}_{\text{in}})) \) be a normal channel. Then for any normal channel \( \Lambda_2 \) satisfying \( \Lambda_1 \bowtie_\sigma \Lambda_2 \), there exists a tensor conjugate channel \( \Gamma \) of \( \Lambda_1 \) such that \( \Lambda_2 \preccurlyeq_{\text{CP}_\sigma} \Gamma \).

**Proof.** Let \( \mathcal{M}_2 \) be the outcome space of \( \Lambda_2 \) acting on a Hilbert space \( \mathcal{H}_2 \), and let \( \Lambda_{12} \in \text{Ch}_\sigma(\mathcal{M}_1 \otimes \mathcal{M}_2 \rightarrow \mathcal{L}(\mathcal{H}_{\text{in}})) \) be a normal joint channel of \( \Lambda_1 \) and \( \Lambda_2 \). Proposition 5 implies that there exists a tensor Stinespring representation \((\mathcal{K}, V)\) of \( \Lambda_{12} \). Then for each \( A \in \mathcal{M}_2 \) we have

\[
\Lambda_2(A) = \Lambda_{12}(1_{\mathcal{H}_1} \otimes A) = V^*(1_{\mathcal{H}_1} \otimes A \otimes 1_{\mathcal{K}})V.
\]

Thus if we define a normal channel \( \Gamma \in \text{Ch}_\sigma(\mathcal{L}(\mathcal{H}_2 \otimes \mathcal{K}) \rightarrow \mathcal{L}(\mathcal{H}_{\text{in}})) \) by \( \Gamma(B) := V^*(1_{\mathcal{H}_1} \otimes B)V \) \((B \in \mathcal{L}(\mathcal{H}_2 \otimes \mathcal{K}))\), \( \Gamma \) is a tensor conjugate channel of \( \Lambda_1 \) and satisfies \( \Lambda_2 = \Gamma \circ \Theta \), where \( \Theta \in \text{Ch}_\sigma(\mathcal{M}_2 \rightarrow \mathcal{L}(\mathcal{H}_2 \otimes \mathcal{K})) \) is defined by \( \Theta(A) := A \otimes 1_{\mathcal{K}} \) \((A \in \mathcal{M}_2)\). Hence we have \( \Lambda_2 \preccurlyeq_{\text{CP}_\sigma} \Gamma \). \( \square \)

**Corollary 8.** Let \( \Lambda \in \text{Ch}_\sigma(\mathcal{M} \rightarrow \mathcal{L}(\mathcal{H}_{\text{in}})) \) be a normal channel with the outcome von Neumann algebra \( \mathcal{M} \). Then \( \Lambda \bowtie_\sigma \Lambda^c \) if and only if \( \Lambda \) is normally concatenation equivalent to a fully quantum channel.

**Proof.** Assume \( \Lambda \bowtie_\sigma \Lambda^c \). Then Theorem 6 implies that there exists a tensor conjugate channel \( \Gamma \in \text{Ch}_\sigma(\mathcal{L}(\mathcal{K}) \rightarrow \mathcal{L}(\mathcal{H}_{\text{in}})) \) of \( \Lambda \) satisfying \( \Lambda^c \preccurlyeq_{\text{CP}_\sigma} \Gamma \). From \( \Lambda \bowtie_{\text{max}} \Gamma \), we have \( \Gamma \sim_{\text{CP}_\sigma} \Lambda^c \). Thus from Corollary 1 we obtain \( \Lambda \sim_{\text{CP}_\sigma} \Lambda^c \sim_{\text{CP}_\sigma} \Gamma^c \). Since \( \Gamma^c \) can be taken to be fully quantum, \( \Lambda \) is equivalent to a fully quantum channel. Conversely, if \( \Lambda \sim_{\text{CP}_\sigma} \Lambda_0 \) for some fully quantum channel, we have \( \Lambda_0 \bowtie_\sigma \Lambda_0^c \). Thus from Lemma 2 we obtain \( \Lambda \bowtie_\sigma \Lambda^c \). \( \square \)

**VII. COMPARISON OF THE COMPATIBILITY RELATIONS**

In this section, we compare the \( C^* \)- and normal compatibility relations for QC channels. For this purpose we first show the following two propositions.

**Proposition 7.** Let \( \mathcal{A} \) be a \( C^* \)-algebra and let \( \mathcal{A} \otimes_{\gamma} \mathcal{A} \) be a \( C^* \)-tensor product. Then the following conditions are equivalent.
(i) \( \mathcal{A} \) is commutative;

(ii) there exists a channel \( \Lambda \in \text{Ch}(\mathcal{A} \otimes \gamma \mathcal{A} \to \mathcal{A}) \) satisfying \( \Lambda(A \otimes 1_A) = \Lambda(1_A \otimes A) = A \) for all \( A \in \mathcal{A} \).

Furthermore, the map \( \Lambda \) in the condition (ii) is the representation such that \( \Lambda(A \otimes B) = AB \) for all \( A, B \in \mathcal{A} \).

**Proof.** Assume (i). Since we have \( \mathcal{A} \otimes \gamma \mathcal{A} = \mathcal{A} \otimes_{\text{max}} \mathcal{A} \), the representation \( \Lambda: \mathcal{A} \otimes_{\text{max}} \mathcal{A} \to \mathcal{A} \) given by \( \Lambda(A \otimes 1_A) = A \) satisfies the condition (ii).

Assume (ii). Then we have
\[
\Lambda((A \otimes 1_A)^*(A \otimes 1_A)) = A^*A = \Lambda((A \otimes 1_A)^*)\Lambda((A \otimes 1_A)),
\]
\[
\Lambda((A \otimes 1_A)(A \otimes 1_A)^*) = AA^* = \Lambda((A \otimes 1_A))\Lambda((A \otimes 1_A)^*)
\]
for all \( A \in \mathcal{A} \). Thus \( \mathcal{A} \otimes 1_A \) is contained in the multiplicative domain of \( \Lambda \). Therefore for each \( A, B \in \mathcal{A} \), we have
\[
AB = \Lambda(A \otimes 1_A)\Lambda(1_A \otimes B)
= \Lambda(A \otimes B)
= \Lambda(1_A \otimes B)\Lambda(A \otimes 1_A)
= BA.
\]

Hence \( \mathcal{A} \) is commutative. This also shows that \( \Lambda \) satisfies the last part of the claim. \( \square \)

A commutative von Neumann algebra \( \mathcal{A} \) is called atomic if \( \mathcal{A} \) is generated by minimal projections. A commutative von Neumann algebra \( \mathcal{A} \) is atomic if and only if \( \mathcal{A} \) is normally isomorphic to \( \ell^\infty(\Omega) \) for a set \( \Omega \).

**Proposition 8.** Let \( \mathcal{A} \) be a von Neumann algebra. Then the following conditions are equivalent.

(i) \( \mathcal{A} \) is an atomic commutative von Neumann algebra;

(ii) there exits a normal channel \( \Lambda \in \text{Ch}_\sigma(\overline{\mathcal{A}} \otimes \mathcal{A} \to \mathcal{A}) \) satisfying \( \Lambda(A \otimes 1_A) = \Lambda(1_A \otimes A) = A \) for all \( A \in \mathcal{A} \).
Furthermore, the map $\Lambda$ in the condition (ii) is the representation such that $\Lambda(A \otimes B) = AB$ for all $A, B \in A$.

Proof. Assume (ii). Then a similar proof as in Proposition 7 yields that $A$ is commutative and $\Lambda$ is the normal representation satisfying $\Lambda(A \otimes B) = AB$ for all $A, B \in A$. The rest of the claim follows from Proposition 3.6 of Ref. 29.

Suppose that, in Proposition 7, $A$ is the commutative von Neumann algebra $L^\infty(\mu)$ for some $\sigma$-finite measure space $(\Omega, \Sigma, \mu)$. Now we show that $\Lambda$ in Proposition 7 corresponds to the copying operation of the classical outcome $\omega \in \Omega$. Take an arbitrary normal state $\varphi$ on $L^\infty(\mu)$. Then there exists a unique probability measure $P$ on $(\Omega, \Sigma)$ absolutely continuous with respect to $\mu$ such that

$$\varphi([f]_\mu) = \int_{\Omega} f(\omega) dP(\omega)$$

for all $[f]_\mu \in L^\infty(\mu)$. By the copying operation $\Omega \ni \omega \mapsto (\omega, \omega) \in \Omega \times \Omega$, the probability measure $P$ is transformed into the probability measure $\tilde{P}$ on $(\Omega \times \Omega, \Sigma \otimes \Sigma)$ defined by $\tilde{P}(E) := P(\{\omega \in \Omega \mid (\omega, \omega) \in E\})$ for $E \in \Sigma \otimes \Sigma$. Then for each $E_1, E_2 \in \Sigma$ we have

$$\tilde{P}(E_1 \times E_2) = P(E_1 \cap E_2)$$

$$= \int_{\Omega} \chi_{E_1}(\omega) \chi_{E_2}(\omega) dP(\omega)$$

$$= \langle \varphi, [\chi_{E_1}]_\mu [\chi_{E_2}]_\mu \rangle$$

$$= \langle \varphi, \Lambda([\chi_{E_1}]_\mu \otimes [\chi_{E_2}]_\mu) \rangle$$

$$= \langle \Lambda^* \varphi, [\chi_{E_1}]_\mu \otimes [\chi_{E_2}]_\mu \rangle.$$

Therefore the state $\Lambda^* \varphi$ corresponds to the probability distribution $\tilde{P}$ obtained from the copying operation.

On the other hand, Proposition 8 indicates that such copying operations are possible only for discrete spaces if we identify the composite outcome space as the normal tensor product. We can also see this from the following observation. Let $(\Omega, \Sigma, \mu)$, $\varphi$, $P$, and $\tilde{P}$ be the same as the above. The normal tensor product $L^\infty(\mu) \otimes L^\infty(\mu)$ is normally isomorphic to $L^\infty(\mu \otimes \mu)$, where $\mu \otimes \mu$ is the direct product measure on $(\Omega \times \Omega, \Sigma \otimes \Sigma)$. Since the measure $\tilde{P}$ is concentrated on the diagonal set $D := \{(\omega_1, \omega_2) \in \Omega \times \Omega \mid \omega_1 = \omega_2\}$, $\tilde{P}$ is not absolutely continuous with respect to $\mu \otimes \mu$ unless $\mu$ is discrete. Thus $\tilde{P}$ does not generally correspond to a normal state on $L^\infty(\mu) \otimes L^\infty(\mu)$. Therefore the copying operations for the
commutative algebras are not realizable if we define the compatibility relation by the normal tensor product.

Finally, to explicitly show the difference of the compatibility relations $\bowtie_{\text{max}}$ and $\bowtie_{\sigma}$, we show the following proposition.

**Proposition 9.** Let $(\Omega, \Sigma, \mu)$ be a $\sigma$-finite measure space and let $(\Omega, \Sigma, P)$ be the PVM on $H_{\text{in}} = L^2(\mu)$ defined by $P(E)[f]_\mu := [\chi_E f]_\mu \ (E \in \Sigma, [f]_\mu \in L^2(\mu))$. Then $\Gamma^P \bowtie_{\sigma} \Gamma^P$ if and only if $L^\infty(\mu)$ is atomic.

*Proof.* We first show that $P$ is a maximal PVM on $L^2(\mu)$. The QC channel $\Gamma^P$ is, up to normal isomorphism, the faithful representation in $\text{Ch}_\sigma(L^\infty(\mu) \to \mathcal{L}(L^2(\mu)))$ given by $\Gamma^P([f]_\mu) [g]_\mu := [fg]_\mu \ ([f]_\mu \in L^\infty(\mu), \ [g]_\mu \in L^2(\mu))$, from which we regard $L^\infty(\mu) \subseteq \mathcal{L}(L^2(\mu))$. Since $(L^2(\mu), \Gamma^P, 1_{L^2(\mu)})$ is a minimal Stinespring representation of $\Gamma^P$ and $L^\infty(\mu)' = L^\infty(\mu)$, Theorem 5 implies that $P$ is a maximal PVM on $L^2(\mu)$.

Assume that $L^\infty(\mu)$ is atomic and take a sequence of orthogonal projections $\{P_n\}_{n \in \mathbb{N}} \subseteq L^\infty(\mu)$ such that $L^\infty(\mu) = \{ \sum_{n \in \mathbb{N}} a_n P_n \mid a_n \in \mathbb{C}, \sup_{n \in \mathbb{N}} |a_n| < \infty \}$. Then $\Gamma^P$ is normally concatenation equivalent to the fully quantum channel $\Gamma \in \text{Ch}_\sigma(\mathcal{L}(\ell^2(\mathbb{N})) \to \mathcal{L}(L^2(\mu)))$ defined by $\Gamma(A) := \sum_{n \in \mathbb{N}} \langle \delta_n | A \delta_n \rangle P_n$, where $\ell^2(\mathbb{N})$ is the Hilbert space of square-summable complex-valued functions on $\mathbb{N}$ and

$$\delta_n(m) := \begin{cases} 1, & (m = n); \\ 0, & (m \neq n). \end{cases}$$

Therefore from Corollary 8 we have $\Gamma^P \bowtie_{\sigma} (\Gamma^P)^c$, which implies $\Gamma^P \bowtie_{\sigma} \Gamma^P$ since $\Gamma^P \bowtie_{\text{CP}_\sigma} (\Gamma^P)^c$.

Assume $\Gamma^P \bowtie_{\sigma} \Gamma^P$. Since $\Gamma^P \bowtie_{\text{CP}_\sigma} (\Gamma^P)^c$ from the maximality of $P$, we have $\Gamma^P \bowtie_{\sigma} (\Gamma^P)^c$. Thus Corollary 8 implies that $\Gamma^P$ is normally concatenation equivalent to a fully quantum channel. Furthermore, $\Gamma^P$ is minimal sufficient since $\Gamma^P$ is injective. Therefore, by applying a similar discussion in Theorem 5 of Ref. 13, we conclude that $L^\infty(\mu)$ is atomic. 

From Proposition 9, we can conclude that $\Gamma^P$ is not normally compatible with itself if the space $L^\infty(\mu)$ is not atomic. An example of non-atomic $\mu$ is the Lebesgue measure on the real line $(\mathbb{R}, \mathcal{B}(\mathbb{R}))$. In this case, the PVM $P$ corresponds to the position measurement of a 1-dimensional quantum particle. Thus we have shown that the normal compatibility relation $\bowtie_{\sigma}$ is strictly stronger than the $C^*$-compatibility relation $\bowtie_{\text{max}}$ even for QC channels.
VIII. CONCLUDING REMARKS

In this paper, we have developed the theory of quantum incompatibility for channels with outcome operator algebras and found that the concept of the commutant conjugate channel plays a crucial role for the max- and bin-compatibility relations $\triangleright_{\text{max}}$ and $\triangleright_{\text{bin}}$. Still many problems remain unsolved, some of which we list in the following.

1. We have not obtained any non-trivial result for the min-compatibility relation $\triangleright_{\text{min}}$. For example, the characterization of the class of min-compatible channels for a given channel remains to be unsolved.

2. The operational meanings of the compatibility relations $\triangleright_{\text{max}}$ and $\triangleright_{\text{min}}$ for channels with non-commutative outcome spaces are also unclear.

3. The definition of the commutant conjugate channel strongly depends on the assumption that the input space is the full operator algebra $\mathcal{L}$. For general input von Neumann algebra $\mathcal{M}_{\text{in}}$, can we still have any generalization of the conjugate channel? We can also ask how the class of compatible channels is characterized in this case. Note that the case of commutative $\mathcal{M}_{\text{in}}$ is trivial because the identity channel $\text{id}_{\mathcal{M}_{\text{in}}}$ is compatible with itself in the sense of any $C^*$-tensor product. (The joint channel in this case is the representation $\Lambda$ given in Proposition 7).

4. Let $\mathcal{C}_\Lambda^\sigma$ denote the class of normal channels normally compatible with a normal channel $\Lambda$. For normal channels $\Lambda$ and $\Gamma$, we may ask whether the conditions $\Lambda \preceq_{\text{CP}, \sigma} \Gamma$ and $\mathcal{C}_\Gamma^\sigma \subseteq \mathcal{C}_\Lambda^\sigma$ are equivalent. If it is true for any QC channels, this would be considered as another generalization of the qualitative information-disturbance relation proved for discrete POVMs in Ref. 25.
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