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Abstract

In this article, we introduce the notion of stochastic symmetry of a differential equation. It consists in a stochastic flow that acts over a solution of a differential equation and produces another solution of the same equation. In the ordinary case, we give necessary conditions in order to obtain such symmetries. These conditions involve the infinitesimal generator of the flow and the coefficients of the equation.

Moreover, we show how to obtain necessary conditions in order to find an application that transforms a stochastic differential equation that one would like to solve into a target equation that one previously know how to solve.

1 Introduction

Lie's theory of symmetries of differential equations have been studied for a long time. It is a very powerful tool if one wants to solve a differential equation explicitly. Although there is a general theory for deterministic equations ([9], [6], [2]), the study of stochastic differential equations (SDEs) using symmetries has began only recently ([1], [4], [11], [10], [8]). A major step in this theory is to obtain the determining equations. They provide conditions in order to determine if a group action is a symmetry for a differential equation.

In this article, we obtain determining equations in the case of stochastic symmetries (see Theorem 2.6). These conditions are suitable for deterministic and for stochastic equations. Further, we give conditions in order to find transformations between SDEs.
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In section 2, we first introduce the theory of standard symmetries for the SDEs. Then we define what is a stochastic symmetry, obtain the determining equations for stochastic symmetries of ordinary SDEs, and give some examples.

In section 3, we deal with transformations of SDEs. It consists of finding an application $\mu$ that transforms a given SDE (that one wants to find a solution) into a target SDE (that one already knows the solution). Doing so, one can obtain the solution of a desired SDE by inverting $\mu$. This theory was developed by G. W. Bluman, A. F. Cheviakov and S. C. Anco (see [3], chapter 2) for deterministic differential equations. As a simple application, Bluman’s theory can be used to find, systematically, the so-famous Hopf-Cole transformation that relates the heat equation and Burgers’ equation. In this section, we show how to obtain $\mu$ in the case of SDEs and illustrate the method with an example.

2 Stochastic symmetries

Consider the following SDE on $\mathbb{R}^n$ in the sense of Itô:

$$dX(t) = f(t, X(t))dt + g(t, X(t))dW(t),$$  \hspace{1cm} (1)

where $f$ takes value in $\mathbb{R}^n$, $W(t)$ is a Wiener process in $\mathbb{R}^m$ and $g(t, x) : \mathbb{R}^m \to \mathbb{R}^n$, for each $(t, x) \in \mathbb{R}_+ \times \mathbb{R}^n$. Recently, some authors have extended Lie’s theory of symmetries for such equations. Let us briefly introduce that.

Let $v = \tau(t) \frac{\partial}{\partial t} + \phi(t, x) \frac{\partial}{\partial x}$ be a vector field in the $(t, x)$-space. Such vector field is a symmetry for a differential equation if its flow leaves the solutions invariant. This means that for every solution of (1), its perturbation by the flow of $v$ is still a solution of (1). Using the coordinates of the flow,

$$\beta_\varepsilon(t) = t + \int_0^\varepsilon \tau(\beta_r(t), F_r(t, x))dr$$ \hspace{1cm} (2)

$$F_\varepsilon(t, x) = x + \int_0^\varepsilon \phi(\beta_r(t), F_r(t, x))dr,$$ \hspace{1cm} (3)

one can find the so-called determining equations. They are:

$$f_t \tau + \tau_t f + f_x \phi = \phi_t + \phi_x f + \frac{1}{2} \phi_{xx} g^2$$ \hspace{1cm} (4)

$$g_t \tau + \frac{1}{2} \tau_t g + g_x \phi = \phi_x g.$$ \hspace{1cm} (5)

Conditions (4) and (5) are very important. They provide necessary conditions for a flow to be a symmetry of a differential equation (or they can be used to define the admitted Lie group of transformations). Note that, even for
stochastic equations, the flow is considered to be deterministic. So, it is natural to ask what happens if we change it to a stochastic flow. In what follows, we are going to consider that the perturbation of the flow in the $x$-variable (spatial variable) is stochastic. More precisely, we preserve equation (2), but change (3):

$$
\tau = \beta \epsilon(t) = t + \int_0^\tau \tau(\beta(t), F_r(t, x)) dr
$$

$$
\phi = \Phi \epsilon(t, x) = x + \int_0^\phi \phi(\beta(t), F_r(t, x)) dr
$$

Here we are considering that the vector field $v$ has the form

$$
v = v^D + v^S,
$$

where $v^D = \tau(t, x) \frac{\partial}{\partial t} + \phi(t, x) \frac{\partial}{\partial x}$ is its deterministic part and $v^S = \tilde{\phi}(t, x) \frac{\partial}{\partial x}$ its stochastic part. This means that if $\Psi = \Psi_\epsilon(t, x)$ is the flow of $v$, then

$$
\Psi_\epsilon(t, x) = (t, x) + \int_0^\epsilon v^D(\Psi_r(t, x)) dr + \int_0^\epsilon v^S(\Psi_r(t, x)) dW(r),
$$

which is the same as equations (6) and (7). An alternative notation is

$$
v = \left[ \tau(t, x) \frac{\partial}{\partial t} + \phi(t, x) \frac{\partial}{\partial x} \right]^D + \left[ \tilde{\phi}(t, x) \frac{\partial}{\partial x} \right]^S.
$$

**Definition 2.1** A vector field $v = v^D + v^S$ is a stochastic symmetry of a differential equation if every solution of such equation is mapped to another solution of the same equation by the flow associated to $v$.

What we are going to do now is to obtain the determining equations for stochastic symmetries in the ordinary case. So, we want to know when the flow of a vector field $v$ (with a stochastic part in the spatial variable) keeps invariant the solutions of (1).

Let $X = X(t)$ be a solution of (1). Its perturbation by the flow of $v$ is $X(\tau)$. Hence, $v$ will be a symmetry for (1) if

$$
d(X(\tau)) = f(\tau, X(\tau)) d\tau + g(\tau, X(\tau)) dW(\tau),
$$

where $W$ is the Wiener process $W$ transformed by $t \mapsto \tau$. By now we have to calculate the differential of $X(\tau)$ using the Itô’s formula and compare the result with the right hand side of (11). Note that the time change $t \mapsto \tau$ can not be arbitrary. We are going to consider the time change from [7] (chapter 8.5). So,

$$
\tau = \beta_\epsilon(t) = \int_0^t \eta^2(s) ds,
$$
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with
\[\alpha_\varepsilon(t) = \inf\{s \geq 0 : \beta_\varepsilon(s) > t\}\] (13)
being the inverse function of \(\beta\) (in the \(t\) variable). Note that since \(\frac{\partial \beta_\varepsilon}{\partial t}(t)\bigg|_{\varepsilon = 0} > 0\), we can find a function \(\eta_\varepsilon \neq 0\) satisfying (12) in a neighborhood of \(\varepsilon = 0\). Using this, the action of the flow on the solution will be given by
\[X(t) \mapsto X(t) = F_\varepsilon(t, X(t)) = \alpha_\varepsilon(t, X(t)).\] (14)

For \(\varepsilon\) fixed, we use Itô’s formula to obtain
\[F_\varepsilon(t, X(t)) = F_\varepsilon(0, X(0)) + \int_0^t \left( \frac{\partial F_\varepsilon}{\partial t} + \frac{\partial F_\varepsilon}{\partial x} f + \frac{1}{2} \frac{\partial^2 F_\varepsilon}{\partial x^2} g^2 \right) (s, X(s))ds + \int_0^t \frac{1}{\eta_\varepsilon^2(\alpha_\varepsilon(s))} \left( \frac{\partial F_\varepsilon}{\partial x} g \right) (s, X(s))d\mathcal{W}(s).\] (15)

By changing variables, the first integral is equal to
\[\int_0^t \left( \frac{\partial F_\varepsilon}{\partial t} + \frac{\partial F_\varepsilon}{\partial x} f + \frac{1}{2} \frac{\partial^2 F_\varepsilon}{\partial x^2} g^2 \right) (\alpha_\varepsilon(s), X(\alpha_\varepsilon(s))) \frac{\partial \alpha_\varepsilon}{\partial t}(s)ds\] (16)
which is the same as
\[\int_0^t \frac{1}{\eta_\varepsilon^2(\alpha_\varepsilon(s))} \left( \frac{\partial F_\varepsilon}{\partial x} g \right) (\alpha_\varepsilon(s), X(\alpha_\varepsilon(s)))d\mathcal{W}(s).\] (17)

And according to [7], the second integral of (15) is equal to
\[\int_0^t \frac{1}{\eta_\varepsilon^2(\alpha_\varepsilon(s))} \left( \frac{\partial F_\varepsilon}{\partial x} g \right) (\alpha_\varepsilon(s), X(\alpha_\varepsilon(s)))d\mathcal{W}(s).\] (18)

Hence, equation (14) can be rewritten as
\[\overline{X}(t) = \overline{X}(0) + \int_0^t \frac{1}{\eta_\varepsilon^2(\alpha_\varepsilon(s))} \left( \frac{\partial F_\varepsilon}{\partial t} + \frac{\partial F_\varepsilon}{\partial x} f + \frac{1}{2} \frac{\partial^2 F_\varepsilon}{\partial x^2} g^2 \right) (\alpha_\varepsilon(s), X(\alpha_\varepsilon(s)))ds + \int_0^t \frac{1}{\eta_\varepsilon^2(\alpha_\varepsilon(s))} \left( \frac{\partial F_\varepsilon}{\partial x} g \right) (\alpha_\varepsilon(s), X(\alpha_\varepsilon(s)))d\mathcal{W}(s).\] (19)

Comparing equations (14) and (19), we see that \(v\) is a symmetry for (11) if and only if for all \(\varepsilon\),
\[f(\overline{t}, \overline{X}(\overline{t})) = \frac{1}{\eta_\varepsilon(t)} \left( \frac{\partial F_\varepsilon}{\partial t} + \frac{\partial F_\varepsilon}{\partial x} f + \frac{1}{2} \frac{\partial^2 F_\varepsilon}{\partial x^2} g^2 \right) (t, X(t))\] (20)
\[g(\overline{t}, \overline{X}(\overline{t})) = \frac{1}{\eta_\varepsilon(t)} \left( \frac{\partial F_\varepsilon}{\partial x} g \right) (t, X(t)).\] (21)
that is,

\[ f(\beta_\varepsilon(t), F_\varepsilon(t, X(t))) \eta_\varepsilon^2(t) = \left( \frac{\partial F_\varepsilon}{\partial t} + \frac{\partial F_\varepsilon}{\partial x} f + \frac{1}{2} \frac{\partial^2 F_\varepsilon}{\partial x^2} g^2 \right)(t, X(t)) \quad (22) \]

\[ g(\beta_\varepsilon(t), F_\varepsilon(t, X(t))) \eta_\varepsilon(t) = \left( \frac{\partial F_\varepsilon}{\partial x} g \right)(t, X(t)). \quad (23) \]

At this point, we calculate the differential of equations (22) and (23) with respect to \( \varepsilon \) (note that for standard symmetries, we would calculate the derivative). For the right hand side, we use equation (7) and the chain rule to obtain the following Lemmas.

**Lemma 2.2**

\[
d\varepsilon \left( \frac{\partial F_\varepsilon}{\partial t} + \frac{\partial F_\varepsilon}{\partial x} \cdot f + \frac{1}{2} \frac{\partial^2 F_\varepsilon}{\partial x^2} \cdot g^2 \right)(t, X(t))
\]

\[
= \left\{ \frac{\partial \phi}{\partial t}(t, F_\varepsilon(t, X(t))) + \frac{\partial \phi}{\partial x}(t, F_\varepsilon(t, X(t))) \cdot \frac{\partial F_\varepsilon}{\partial t}(t, X(t)) \\
+ \frac{\partial \phi}{\partial x}(t, F_\varepsilon(t, X(t))) \cdot \frac{\partial F_\varepsilon}{\partial x}(t, X(t)) \cdot f(t, X(t)) \\
+ \frac{1}{2} \frac{\partial^2 \phi}{\partial x^2}(t, F_\varepsilon(t, X(t))) \cdot \frac{\partial^2 F_\varepsilon}{\partial x^2}(t, X(t)) \cdot (g(t, X(t))^2) \\
+ \frac{1}{2} \frac{\partial \phi}{\partial x}(t, F_\varepsilon(t, X(t))) \cdot \frac{\partial F_\varepsilon}{\partial x}(t, X(t)) \cdot (g(t, X(t))^2) \right\} d\varepsilon
\]

\[
+ \left\{ \frac{\partial \tilde{\phi}}{\partial t}(t, F_\varepsilon(t, X(t))) + \frac{\partial \tilde{\phi}}{\partial x}(t, F_\varepsilon(t, X(t))) \cdot \frac{\partial F_\varepsilon}{\partial t}(t, X(t)) \\
+ \frac{\partial \tilde{\phi}}{\partial x}(t, F_\varepsilon(t, X(t))) \cdot \frac{\partial F_\varepsilon}{\partial x}(t, X(t)) \cdot f(t, X(t)) \\
+ \frac{1}{2} \frac{\partial^2 \tilde{\phi}}{\partial x^2}(t, F_\varepsilon(t, X(t))) \cdot \frac{\partial^2 F_\varepsilon}{\partial x^2}(t, X(t)) \cdot (g(t, X(t))^2) \\
+ \frac{1}{2} \frac{\partial \tilde{\phi}}{\partial x}(t, F_\varepsilon(t, X(t))) \cdot \frac{\partial F_\varepsilon}{\partial x}(t, X(t)) \cdot (g(t, X(t))^2) \right\} dW(\varepsilon).
\]

**Lemma 2.3**

\[
d\varepsilon \left( \frac{\partial F_\varepsilon}{\partial x} \cdot g \right)(t, X(t))
\]

\[
= \left\{ \frac{\partial \phi}{\partial x}(t, F_\varepsilon(t, X(t))) \cdot \frac{\partial F_\varepsilon}{\partial x}(t, X(t)) \cdot g(t, X(t)) \right\} d\varepsilon
\]

\[
+ \left\{ \frac{\partial \tilde{\phi}}{\partial x}(t, F_\varepsilon(t, X(t))) \cdot \frac{\partial F_\varepsilon}{\partial x}(t, X(t)) \cdot g(t, X(t)) \right\} dW(\varepsilon).
\]
For the left hand side of equations (22) and (23), we have

**Lemma 2.4**

\[
d \varepsilon f(\beta \varepsilon(t), F \varepsilon(t, X(t))) = \left\{ \frac{\partial f}{\partial t} \tau + \frac{\partial f}{\partial x} \cdot \phi + \frac{1}{2} \frac{\partial^2 f}{\partial x^2} \cdot \tilde{\phi}^2 \right\} d\varepsilon + \frac{\partial f}{\partial x} \cdot \tilde{\phi} dW(\varepsilon)
\]

and

\[
d \varepsilon g(\beta \varepsilon(t), F \varepsilon(t, X(t))) = \left\{ \frac{\partial g}{\partial t} \tau + \frac{\partial g}{\partial x} \cdot \phi + \frac{1}{2} \frac{\partial^2 g}{\partial x^2} \cdot \tilde{\phi}^2 \right\} d\varepsilon + \frac{\partial g}{\partial x} \cdot \tilde{\phi} dW(\varepsilon).
\]

**Proof:** It follows from Itô's formula to the functions \( f \) and \( g \) composed with \( \varepsilon \mapsto (\beta \varepsilon(t), F \varepsilon(t, X(t))) \), together with equations (6) and (7). \( \square \)

**Corollary 2.5**

\[
d \varepsilon \eta \varepsilon(t) f(\beta \varepsilon(t), Y \varepsilon(t)) = \left\{ \eta \varepsilon \left[ \frac{\partial f}{\partial t} \beta \varepsilon + \frac{\partial f}{\partial x} \cdot \phi + \frac{1}{2} \frac{\partial^2 f}{\partial x^2} \cdot \tilde{\phi}^2 \right] + f \eta \varepsilon \frac{\partial \eta \varepsilon}{\partial \varepsilon} \right\} d\varepsilon + \eta \varepsilon \frac{\partial f}{\partial x} \cdot \tilde{\phi} dW(\varepsilon)
\]

and

\[
d \varepsilon \eta \varepsilon(t) g(\beta \varepsilon(t), Y \varepsilon(t)) = \left\{ \eta \varepsilon \left[ \frac{\partial g}{\partial t} \beta \varepsilon + \frac{\partial g}{\partial x} \cdot \phi + \frac{1}{2} \frac{\partial^2 g}{\partial x^2} \cdot \tilde{\phi}^2 \right] + \frac{\partial \eta \varepsilon}{\partial \varepsilon} \right\} d\varepsilon + \eta \varepsilon \frac{\partial g}{\partial x} \cdot \tilde{\phi} dW(\varepsilon).
\]

**Proof:** Simple use of the product rule of stochastic calculus and Lemma 2.4. \( \square \)

Hence, we obtained the differential of equations (22) and (23). Comparing the result, we arrive at the following four equations:

\[
\eta \varepsilon \left[ \frac{\partial f}{\partial t} \beta + \frac{\partial f}{\partial x} \cdot \phi + \frac{1}{2} \frac{\partial^2 f}{\partial x^2} \cdot \tilde{\phi}^2 \right] + f \eta \varepsilon \frac{\partial \eta \varepsilon}{\partial \varepsilon} = \frac{\partial \phi}{\partial t}(t, F \varepsilon(t, X(t))) + \frac{\partial \phi}{\partial x}(t, F \varepsilon(t, X(t))) \cdot \frac{\partial F \varepsilon}{\partial x}(t, X(t))
\]

\[
+ \frac{1}{2} \frac{\partial^2 \phi}{\partial x^2}(t, F \varepsilon(t, X(t))) \cdot \frac{\partial^2 F \varepsilon}{\partial x^2}(t, X(t)) \cdot f(t, X(t))
\]

\[
+ \frac{1}{2} \frac{\partial^2 \phi}{\partial x^2}(t, F \varepsilon(t, X(t))) \cdot \frac{\partial^2 F \varepsilon}{\partial x^2}(t, X(t)) \cdot g(t, X(t))^2,
\]
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\[ \eta \frac{\partial f}{\partial x} \partial^\phi = \frac{\partial \hat{\phi}}{\partial t}(t, F_\varepsilon(t, X(t))) + \frac{\partial \hat{\phi}}{\partial x}(t, F_\varepsilon(t, X(t))) \cdot \frac{\partial F_\varepsilon}{\partial t}(t, X(t)) \]
\[ + \frac{1}{2} \frac{\partial^2 \hat{\phi}}{\partial x^2}(t, F_\varepsilon(t, X(t))) \cdot \frac{\partial^2 F_\varepsilon}{\partial x^2}(t, X(t)) \cdot g(t, X(t))^2, \]
\[ + \frac{\partial \hat{\phi}}{\partial x}(t, F_\varepsilon(t, X(t))) \cdot \frac{\partial^2 F_\varepsilon}{\partial x^2}(t, X(t)) \cdot g(t, X(t))^2, \]
\[ \eta \left[ \frac{\partial g}{\partial t} + \frac{\partial g}{\partial x} \cdot \phi + \frac{1}{2} \frac{\partial^2 g}{\partial x^2} \cdot \hat{\phi}^2 \right] \frac{\partial \eta}{\partial \varepsilon} = \frac{\partial \hat{\phi}}{\partial x}(t, F_\varepsilon(t, X(t))) \cdot \frac{\partial F_\varepsilon}{\partial x}(t, X(t)) \cdot g(t, X(t)). \]
\[ \eta \frac{\partial g}{\partial x} \partial^\phi = \frac{\partial \hat{\phi}}{\partial x}(t, F_\varepsilon(t, X(t))) \cdot \frac{\partial F_\varepsilon}{\partial x}(t, X(t)) \cdot g(t, X(t)). \]

Theese equations, when \( \varepsilon = 0 \), provide our main theorem for this section.

**Theorem 2.6** Let \( \mathbf{v} = \mathbf{v}^D + \mathbf{v}^S \) be a vector field such that \( \mathbf{v}^D = \tau(t) \frac{\partial}{\partial t} + \phi(t, x) \frac{\partial}{\partial x} \) and \( \mathbf{v}^S = \hat{\phi}(t, x) \frac{\partial}{\partial x} \). If \( \mathbf{v} \) is a stochastic symmetry for the SDE
\[ dX(t) = f(t, X(t)) dt + g(t, X(t)) dW(t), \]
then:
\[ \frac{\partial f}{\partial t} \tau + \frac{\partial f}{\partial x} \cdot \phi + \frac{1}{2} \frac{\partial^2 f}{\partial x^2} \cdot \hat{\phi}^2 = \frac{\partial \hat{\phi}}{\partial t} + \frac{\partial \hat{\phi}}{\partial x} \cdot f + \frac{1}{2} \frac{\partial^2 \hat{\phi}}{\partial x^2} \cdot g^2 \]
\[ \frac{\partial g}{\partial x} \tau + \frac{\partial f}{\partial x} g = \frac{\partial \hat{\phi}}{\partial x} \cdot g \]

where all functions are being evaluated at \( (t, X(t)) \) (except for \( \tau \) and its derivative, which are evaluated at \( t \)).

**Remark 2.7** Note that

1. If we take \( \hat{\phi} = 0 \) in (24), we obtain determinig equations (4) and (5).
2. If we take $g = 0$ in (24), we obtain determining equations
\[
\begin{align*}
\frac{\partial f}{\partial t} \tau + \frac{\partial \tau}{\partial t} f + \frac{\partial f}{\partial x} \cdot \phi + \frac{1}{2} \frac{\partial^2 f}{\partial x^2} \cdot \tilde{\phi}^2 &= \frac{\partial \phi}{\partial t} + \frac{\partial \phi}{\partial x} \cdot f \\
\frac{\partial f}{\partial x} \cdot \phi &= \frac{\partial \phi}{\partial t} + \frac{\partial \phi}{\partial x} \cdot f,
\end{align*}
\tag{25}
\]
which provides necessary conditions to obtain stochastic symmetries of deterministic ordinary differential equations.

**Example 2.8** A simple example, is the equation of a Brownian motion in $\mathbb{R}$:
\[
dX(t) = dW(t).
\tag{26}
\]
Here, determining equations (4) and (5) are
\[
\begin{align*}
0 &= \phi_t + \frac{1}{2} \phi_{xx} \\
\frac{1}{2} \tau_t &= \phi_x,
\end{align*}
\]
whose solution is
\[
\begin{align*}
\tau(t) &= 2c_1 t + c_3 \\
\phi(t,x) &= c_1 x + c_2,
\end{align*}
\]
which generates the symmetries
\[
X_1 = 2t \frac{\partial}{\partial t} + x \frac{\partial}{\partial x}, \quad X_2 = \frac{\partial}{\partial x}, \quad X_3 = \frac{\partial}{\partial t}.
\tag{27}
\]
For stochastic symmetries, determining equations (24) are
\[
\begin{align*}
0 &= \frac{\partial \phi}{\partial t} + \frac{1}{2} \frac{\partial^2 \phi}{\partial x^2} \\
0 &= \frac{\partial \tilde{\phi}}{\partial t} + \frac{1}{2} \frac{\partial^2 \tilde{\phi}}{\partial x^2} \\
\frac{1}{2} \tau_t &= \frac{\partial \phi}{\partial x} \\
0 &= \frac{\partial \tilde{\phi}}{\partial x},
\end{align*}
\]
whose solution is
\[
\begin{align*}
\tau(t) &= 2c_1 t + c_3 \\
\phi(t,x) &= c_1 x + c_2 \\
\tilde{\phi}(t,x) &= c_4.
\end{align*}
\]
These generates the same vector fields as in (48)

\[ X_1 = \left[ 2t \frac{\partial}{\partial t} + x \frac{\partial}{\partial x} \right]^D, \quad X_2 = \left[ \frac{\partial}{\partial x} \right]^D, \quad X_3 = \left[ \frac{\partial}{\partial t} \right]^D \]  \tag{28} 

plus a new one

\[ X_4 = \left[ \frac{\partial}{\partial x} \right]^S. \]  \tag{29} 

So, in the case of the Brownian motion, stochastic symmetries produce a new vector field of symmetry, that is \( X_4 \), which is a vector field with only stochastic part.

**Example 2.9** Consider the Langevin equation:

\[ dX(t) = aX(t)dt + bdW(t). \]  \tag{30} 

Determining equations (4) and (5) provide the symmetries

\[ X_1 = e^{at} \frac{\partial}{\partial x}, \quad X_2 = e^{2at} \frac{\partial}{\partial t} + e^{2at} x \frac{\partial}{\partial x}, \quad X_3 = \frac{\partial}{\partial t}. \]  \tag{31} 

On the other hand, determining equations (24) provide the stochastic symmetries

\[ X_1 = \left[ e^{at} \frac{\partial}{\partial x} \right]^D, \quad X_2 = \left[ e^{2at} \frac{\partial}{\partial t} + e^{2at} x \frac{\partial}{\partial x} \right]^D, \quad X_3 = \left[ \frac{\partial}{\partial t} \right]^D \]  \tag{32} 

plus a new one

\[ X_4 = \left[ e^{at} \frac{\partial}{\partial x} \right]^S. \]  \tag{33} 

Again, stochastic symmetries produce a new vector field of symmetry with only stochastic part. However, this is not always the case, as the next example will show.

**Example 2.10** Consider the following equation in \( \mathbb{R} \):

\[ dX(t) = \frac{a}{X(t)}dt + dW(t). \]  \tag{34} 

Symmetries for (34) are

\[ X_1 = 2t \frac{\partial}{\partial t} + x \frac{\partial}{\partial x}, \quad X_2 = \frac{\partial}{\partial t}. \]  \tag{35} 

And the stochastic symmetries are just the same, that is,

\[ X_1 = \left[ 2t \frac{\partial}{\partial t} + x \frac{\partial}{\partial x} \right]^D, \quad X_2 = \left[ \frac{\partial}{\partial t} \right]^D. \]  \tag{36}
3 Transformations of SDEs

Consider the SDE
\[ dX(t) = f(t, X(t))dt + g(t, X(t))dW(t), \]  
(37)
as before. A possible way to obtain an explicit solution to (37) is to transform it to a previously known differential equation. Suppose we are able to solve
\[ dY(s) = h(s, Y(s))ds + \sigma(s, Y(s))d\tilde{W}(s), \]  
(38)
where \( h \) and \( \sigma \) belongs to the same spaces as \( f \) and \( g \), respectively, and \( \tilde{W}(s) \) is the Wiener process \( W(t) \) after the change \( t \rightarrow s \). If one can find a function \( \mu: (t, x) \rightarrow (s, y) \) that transforms the SDE (37) into the target SDE (38), then one could obtain the solution to (37) via the inverse of \( \mu \).

What we are going to do is to provide a way to find such transformation \( \mu \). In [3], G. W. Bluman et al. developed this theory for deterministic differential equations. We are going to extend it for stochastic differential equations.

Let \( v \) be a vector field in the \((t, x)\)-space such that its flow \((t, x) \rightarrow (\tilde{t}, \tilde{x})\) is a symmetry for (37) and let \( u \) be vector field in the \((s, y)\)-space whose flow \((s, y) \rightarrow (s^*, y^*)\) is a symmetry for (38). If \( \mu(t, x) = (\mu_1(t, x), \mu_2(t, x)) \) transforms (37) in (38), then the following diagram must commute
\[ \begin{array}{ccc}
(t, x) & \rightarrow & (\tilde{t}, \tilde{x}) \\
\downarrow & & \downarrow \\
(s, y) & \rightarrow & (s^*, y^*)
\end{array} \]
This means that we must have, for all \((t, x)\),
\[ (\mu_1(\tilde{t}, \tilde{x}), \mu_2(\tilde{t}, \tilde{x})) = (\mu_1(t, x)^*, \mu_2(t, x)^*). \]  
(39)

Now, let us rewrite equation (39) using the coordinates of the flows associated to \( v \) and \( u \). Suppose \( v = v^D + v^E \), with \( v^D = \tau(t, x) \frac{\partial}{\partial t} + \phi(t, x) \frac{\partial}{\partial x} \) and \( v^E = \hat{\phi}(t, x) \frac{\partial}{\partial x} \) such that \((\tilde{t}, \tilde{x}) = (\beta_1(t, x), F_1(t, x))\). Suppose \( u = u^D + u^E \), with \( u^D = \rho(s, y) \frac{\partial}{\partial s} + \psi(s, y) \frac{\partial}{\partial y} \) and \( u^E = \hat{\psi}(s, y) \frac{\partial}{\partial y} \) such that \((s^*, y^*) = (b_1(s, y), G_1(s, y))\). Using this notation we rewrite equation (39) as
\[ (\mu_1(\beta_1(t, x), F_1(t, x)), \mu_2(\beta_1(t, x), F_1(t, x))) = (b_1(\mu(t, x)), G_1(\mu(t, x))), \]  
(40)
from which we obtain
\[ b_1(\mu(t, x)) = \mu_1(\beta_1(t, x), F_1(t, x)) \]  
(41)
\[ G_1(\mu(t, x)) = \mu_2(\beta_1(t, x), F_1(t, x)). \]  
(42)
Differentiating equations (41) with respect to $\varepsilon$ and comparing stochastic and deterministic terms, we get

$$\frac{\partial b_\varepsilon}{\partial \varepsilon} \circ \mu = \frac{\partial \mu_1}{\partial t} \frac{\partial}{\partial \varepsilon} + \frac{\partial \mu_1}{\partial x} \phi + \frac{1}{2} \frac{\partial^2 \mu_1}{\partial x^2} \phi^2$$

$$0 = \frac{\partial \mu_2}{\partial x} \phi$$

$$\psi \circ \mu = \frac{\partial \mu_2}{\partial t} \frac{\partial}{\partial \varepsilon} + \frac{\partial \mu_2}{\partial x} \phi + \frac{1}{2} \frac{\partial^2 \mu_2}{\partial x^2} \phi^2$$

$$\tilde{\psi} \circ \mu = \frac{\partial \mu_2}{\partial x} \phi.$$

Making $\varepsilon = 0$ on equations (42), we obtain our result.

**Theorem 3.1** If $\mu$ transforms a SDE

$$dX(t) = f(t, X(t)) dt + g(t, X(t)) dW(t)$$

into the SDE

$$dY(s) = h(s, Y(s)) ds + \sigma(s, Y(s)) d\tilde{W}(s),$$

then

$$\rho \circ \mu = \frac{\partial \mu_1}{\partial t} \tau + \frac{\partial \mu_1}{\partial x} \phi + \frac{1}{2} \frac{\partial^2 \mu_1}{\partial x^2} \phi^2$$

$$0 = \frac{\partial \mu_2}{\partial x} \phi$$

$$\psi \circ \mu = \frac{\partial \mu_2}{\partial t} \tau + \frac{\partial \mu_2}{\partial x} \phi + \frac{1}{2} \frac{\partial^2 \mu_2}{\partial x^2} \phi^2$$

$$\tilde{\psi} \circ \mu = \frac{\partial \mu_2}{\partial x} \phi.$$

Let us give an example of how to use this tool. In [5], R. Kozlov gives a classification of ordinary SDEs in $\mathbb{R}$ in accordance to its symmetries. The way he does that is by using transformations between the SDEs. However, he does not mention how those transformations were obtained. Let us do so, using what we introduced in this section.

**Example 3.2**

$$\mu(t, x) = \left( -\frac{e^{-2\alpha t}}{2\alpha}, e^{-\alpha t} \left( x + \frac{\beta\alpha}{\alpha} \right) \right)$$

transforms

$$dX(t) = (\alpha X(t) + \beta) dt + dW(t), \quad \alpha \neq 0$$

into

$$dX(t) = dW(t).$$
Symmetries of (47) are generated by

\[ X_1 = \frac{\partial}{\partial t}, \quad X_2 = e^{2\alpha t} \frac{\partial}{\partial t} + (\alpha x + \beta)e^{2\alpha t} \frac{\partial}{\partial x}, \quad X_3 = e^{\alpha t} \frac{\partial}{\partial x}, \]

and symmetries of (48) by

\[ Y_1 = \frac{\partial}{\partial t}, \quad Y_2 = 2t \frac{\partial}{\partial t} + x \frac{\partial}{\partial x}, \quad Y_3 = \frac{\partial}{\partial x}. \]

Note that their commutators are

\[ [X_1, X_2] = 2\alpha X_2, \quad [X_1, X_3] = \alpha X_3, \quad [X_2, X_3] = 0 \]

and

\[ [Y_1, Y_2] = 2Y_1, \quad [Y_1, Y_3] = 0, \quad [Y_2, Y_3] = Y_3. \]

First, we adjust the coefficients. Replacing \( X_i \) for \( \tilde{X}_i = a_i^1 X_1 + a_i^2 X_2 + a_i^3 X_3 \) and requiring that

\[ [\tilde{X}_1, \tilde{X}_2] = 2 \tilde{X}_1, \quad [\tilde{X}_1, \tilde{X}_3] = 0, \quad [\tilde{X}_2, \tilde{X}_3] = \tilde{X}_3, \]

we obtain \( a_1^1 = -1, a_2^1 = \frac{1}{\alpha}, a_3^1 = 1 \) and \( a_i^j = 0 \) in the other cases, which means that

\[ \tilde{X}_1 = -X_2, \quad \tilde{X}_2 = \frac{1}{\alpha} X_1, \quad \tilde{X}_3 = X_3. \]

Hence, \( \tilde{X}_1, \tilde{X}_2, \tilde{X}_3 \) generates the same Lie algebra as \( X_1, X_2, X_3 \) and their commutator agree with the commutators of \( Y_1, Y_2, Y_3 \). Then, to find a transformation \( \mu \) that takes (47) into (48), conditions (45) must be satisfied for each pair of symmetries \( \tilde{X}_i, Y_i \). This implies that \( \mu \) must satisfy the following system:

\[
\begin{aligned}
1 &= -e^{2\alpha t} \frac{\partial \mu_1}{\partial t} + (\alpha x + \beta)e^{2\alpha t} \frac{\partial \mu_1}{\partial x}, \\
0 &= -e^{2\alpha t} \frac{\partial \mu_2}{\partial t} + (\alpha x + \beta)e^{2\alpha t} \frac{\partial \mu_2}{\partial x}, \\
2\mu_1 &= \frac{1}{\alpha} \frac{\partial \mu_1}{\partial t}, \\
\mu_2 &= \frac{1}{\alpha} \frac{\partial \mu_2}{\partial t}, \\
0 &= e^{\alpha t} \frac{\partial \mu_1}{\partial x}, \\
1 &= e^{\alpha t} \frac{\partial \mu_2}{\partial x}.
\end{aligned}
\]

Solving system (49), one finds exactly (46).

Note that the other transformations given in [5] can be obtained in the same way.
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