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Abstract To control part quality, it is critical to analyze pore generation mechanisms, laying theoretical foundation for future porosity control. Current porosity analysis models use machine setting parameters, such as laser angle and part pose. However, these setting-based models are machine dependent, hence they often do not transfer to analysis of porosity for a different machine. To address the first problem, a physics-informed, data-driven model (PIM), which instead of directly using machine setting parameters to predict porosity levels of printed parts, it first interprets machine settings into physical effects, such as laser energy density and laser radiation pressure. Then, these physical, machine independent effects are used to predict porosity levels according to “pass”, “flag”, “fail” categories instead of focusing on quantitative pore size prediction. With six learning methods’ evaluation, PIM proved to achieve good performances with prediction error of 10∼26%. Finally, pore-encouraging influence and pore-suppressing influence were analyzed for quality analysis.

Keywords Physics-informed machine learning · porosity analysis · physical effects · additive manufacturing

1 Introduction

Metal additive manufacturing (metal AM) groups together laser sintering (LS), selective laser melting (SLM), direct metal deposition (DMD), and laser engineered net shape (LENS); processes that utilize a laser heat source to join metal materials for producing mechanical parts directly from 3D models in an incremental manner [1][2]. Recently, metal AM has been implemented on manufacturing aerospace products such as jet engines and body shells [3], automotive products such car gearboxes and seats [2], medical devices such as micro-forceps, and tissue approximation devices [4]. Laser Additive Manufacturing (LAM) brings benefits, such as adopting complex product structures, reducing production time cycle, enabling rapid design and testing of conceptual prototypes, simplifying tedious producing procedures, and achieving extraordinary mechanical system compactness [2][5][6]. Because of the short laser-material interaction times and highly localized heat input, the thermal gradients and rapid solidification lead to a build-up of thermal stresses and non-equilibrium phases [7][8]. The non-optimal process parameters can cause melt pool instabilities, which leads to porosity or geometric distortion of part [9][10][11]. Quality of metal LAM products usually suffer the problem of part porosity, which refers to the pore size, shape, number, and spatial distribution inside the printed parts. Pore generation is closely correlated with manufacturing processes and environments, including machine setting parameters, Heat-treatments, and testing methods [12][13]. Porosity levels closely influences the printed parts’ mechanical performances, such as tensile/shear strength, hardness, fatigue limit, thermal/electrical conductivity, and corrosion resistance [14][15][16]. To assure desired mechanical performances of a part, it is critical to explore the predictive porosity model for part quality assurance, based on which part porosity could be accurately predicted and inhibited towards the positive-performance-influence direction.

Studies have investigated defect generation mechanisms during AM processes [9][10][11][12][13]. To ensure optimal machine settings, researchers have experimentally reported the influences of process parameters, such as laser...
energy density, laser power and speed, scan strategy, layer thickness, and scan spacing on AM-printed parts’ microstructure, mechanical properties, density, and surface quality. Some researchers focused on optimizing the melt pool behavior with physics mechanics for part quality assurance. H. Gong analyzed porosity by investigating melt pool sizes and default-setting process parameters, such as laser scanning speed, maximum current, line offset, and focus offset. S. Khademzadeh analyzed porosity levels by using machine setting parameters, such as hatch distance, scanning strategies, and powder feeding rate. The influences of machine setting parameters such as layer thickness, laser scan speed, laser power, and substrate temperature, on pore generation were analyzed. Although these methods can model process – property correlations, a large number of trial-and-error experiments or computationally intense simulations are required, introducing high time and economic cost to limit the experiments scale and further limit the porosity analysis.

In recent years, data-driven machine learning (ML) approaches for AM process – property modeling are becoming prevalent. The Random Forest was used to model the process – property and process – structure relationships for laser powder bed fusion (LPBF) fabrication of Inconel 708. Bayesian networks effectively modeled process – property relations for knowledge across multiple metals AM printers, and verified through three “industry use” inspired scenarios by multi-properties optimization on laser powder bed fusion Ti-6Al-4V. With a Gaussian predictive model, the porosity levels of 17-4 PH stainless steel parts fabricated on a ProX 100TM SLM system were predicted based on influential machine setting parameters, such as laser power and laser scan speed. Kamath streamlined the process of parameter optimization and identify parameters using regression tree model algorithms. It was used to create small pillars with 99% density across a relative larger power range, 150 ∼ 400 W. A. Garg formulated a model with multi-gene genetic programming for understanding the functional relationship of open porosity of the AM process. Although data-driven ML approaches are well known for their extraordinary ability to learn the complex process – property correlations, their models are either machine-setting dependent or ignore the underlying physics analysis of pore generation. When the machine, components and/or ranges of machine settings are changed, this already built prediction models are often failed. The fundamental reason for this limitation is that machine-dependent setting parameters are indirect for pore generation mechanism. The direct reasons were heat and thermal pressure histories of laser-material interaction times during AM process. A brute-force exploration of machine setting parameters only brings very large design space but limit the envision of governing physics mechanics of pore generation. Without exploring the knowledge underlying physics phenomenon of pore generation, it is difficult to investigate the microstructure and macroscopic mechanical properties variations brought by various types of machine setting parameters, give rise to the limitation of general implementation of machine setting models for porosity analysis.

Nowadays, people are paying more attention on physics-informed data-driven modelling. One way is providing training datasets from physics-based simulations to ML models. For example, Yan concepted the idea of physics-informed data-driven modeling framework to derive process-structure-property relationships for AM. Wang recently implemented this framework for comprehensive AM uncertainty quantification, in which a large number of multiscale physics-based simulations such as Finite-element based thermal model and phase-field model, to generate training data for construction of computationally inexpensive ML models. The other way in material informatics community is to engineer physical meaningful features as input for ML model, to improve the model performance with limited amounts of experimental datasets. For example, the physics-informed composition features were the key to data-driven models to predict the glass-forming ability of metallic glasses, band gap energies of materials, formation enthalpies of semiconductors, and critical temperatures of superconductors. In addition to physics-informed composition features, Liu recently engineered physics-informed heat-treatments process features for composition – process – property relationships of shape memory alloys design.

To incorporate the physics effects into the data-driven model and provide in-depth insights on the porosity generation analysis, in this paper, a physics-informed data-driven porosity prediction model is developed for AM process. To validate the developed methodology, laser-related physics effects are chosen as an example for porosity analysis. Instead of directly using machine-related setting parameters, this model can analyze pore generation by using physical effects during short laser-material interaction times, which explore essential pore generation underlying mechanisms from the laser energy and radiation pressure perspectives, as shown in Fig. 1. The intrinsic, influential physical effects are automatically identified in the correlation modeling process. Various machine setting parameters are interpreted into their physical effects first, and then a physics-informed data-driven model is built to learn the correlation between these physical effects and porosity sizes. By identifying influential physical effects and their influential ranges, the pore generation mechanism is analyzed.

Since the physics-informed effects during LAM laser-materials interaction process are machine independent, the developed physics-informed data-driven model is flexible for deployment and has the potential to be scalable on dif-
different types of laser-based AM systems. Our contributions could be summarized as two-fold.

1. A generalizable physics-informed porosity prediction model (PIM) is developed for porosity estimation and prediction. Instead of directly using machine-setting parameters for modeling, the physics-informed model uses fundamental physical effects underlying machine settings to build a generalizable prediction model. The physics-informed model has comparable performance with machine setting model in our study of 3D printed part porosity analysis on Concept Laser M2 machine;

2. A physical effect perspective is introduced into machine-learning-based porosity prediction, which help classify the processing space and identify subregions where pores formed. This work shows that physics-informed ML model approaches extract general physics effects in LAM process to improve laser-based AM modeling capabilities.

Fig. 1  A novel physics-informed data-driven model. Instead of using-machine setting parameters (in blue arrow), such as laser speed, laser power, part pose, part location, the novel model uses physical effects of machine setting parameters (in green arrow), such as energy density distribution and pressure distribution, to model process – porosity correlations.

2 Physical effect calculation
2.1 Metal SLM experiment setup

The metal SLM samples were produced on a Concept Laser M2 Dual-Laser Cusing machine. This system has a 27.7 x 27.7 x 30 cm³ build envelope. Inconel 718 powder was spread from the supply chamber over the build area using a rubber wiper blade. As with other metal AM techniques, SLM uses an inert gas environment to mitigate oxide and inclusion formation. The active flow of Ar was switched on when the oxygen level is greater than 0.6%. A 200 W fiber laser is directed by a gimbal set 482.6 mm from the build surface. The selected laser parameters were as follows: serpentine track pattern at 160 W laser power, 800 mm/s laser speed and a 50 micron spot size (FWHM). Layer thickness is set as 50 microns. The dual-laser Cusing uses two lasers to divide the exposure surface in half and assign to each laser one half of the plate area. The build volume was maintained in Argon atmosphere with temperature in the range of 21 - 27 °C and relative humidity in range of 6 - 18%. To investigate the porosity distribution in different locations of an AM part, small cylinders with diameter 2 mm and height 4 mm were built across the print plate. The build geometries are shown in Fig. 2(a). A plate is visualized as that in Fig. 2(b), in which two dots denote laser’s vertical projections. The build plate has dimensions of 247 mm x 247 mm. 9 unique orientations of samples were built on the plate. Every row on the plate is a unique orientation and each orientation is involved in the whole plate, shown in Fig. 2(c). In total, 605 samples were built on the plate. We then selected 549 parts for porosity analysis. To conduct layer-wise part porosity analysis, a part is simplified as 40 horizontal layers, evenly distributed along the vertical direction with respect to a part’s original setting pose, shown in Fig. 2(d).

Fig. 2  Schematic diagram of a four-level tripod-type atomic system driven by three coherent laser fields.

To inspect the porosity networks in the parts, each was initially scanned using micro X-ray computed tomography (XCT). Using the raw tomography data as shown in Fig. 3, an in-house batch analysis routine, Tomography Reconstruction Analysis and Characterization Routines (TRACR) [49], were used to identify and analyze internal porosity using a series of image processing steps and statistical tools. Response parameters such as maximum pore diameter, mean
pore diameter, median pore diameter (Fig. 4), and median pore spacing, were derived using TRACR.

Fig. 3 A x-ray tomography of cylinder shape sample with diameter 2 mm and height 4 mm. The topographical view (left) renders the sample’s as-built surface, a cross sectional view (right) reveals subsurface porosity.

Fig. 4 A histogram representation of effective pore diameters (in microns) for a single sample. As can be seen, porosity visible using X-ray micro-CT is on the order of 1’s - 10’s of microns in diameter and up

2.2 Laser physical effects calculation

Even though many physical effects, such as powder energy absorption and material/air heat transfer characteristics, influence pore generation, for simplification we only consider laser radiation, pressure intensity, and laser energy density during manufacturing processes in this paper. Spatial relations between a part and a laser are shown in Fig. 5, where a laser is melting a random layer \(j\) with height \(h_{ij}\) of part \(i\). \(\theta\) is the laser scanning angle, defined by the angle between the laser projection direction and the vertical direction. First, energy density on a random point of the powder bed is analyzed. Laser source area is \(s_0\), which is also the projection area of the laser beam in the vertical direction \((\theta = 0)\), shown in Fig. 6. When a laser is scanning a random point, the laser beam projection area is simplified as an ellipse, calculated by Eq. 1, shown in Figs. 6 and 7. During laser scanning, laser power \(w_0\) is constant. Although laser energy distribution is not even on a projection area, we simplify it as such to simplify the calculation. Therefore, the average energy density in a random point on the powder bed is calculated by Eq. 2, where \(e_0\) is energy density in the vertical direction, and \(\theta\) is the laser angle.

Then, energy density \(e_{pj}^i\) on a specific point \(p_{kj}\) in layer \(j\) of part \(i\) is calculated by Eq. 3, where \(\theta_{p_{kj}}\) is the laser angle when point \(p_{kj}\) is scanned. Based on the layer center \(p_{0ij}\), position of a random point \(p_{kj}\) is calculated by referring the position of layer center \(p_{0ij}\).

Projection area

\[
s_1 = s_0 / \cos \theta
\]

Power intensity

\[
e_1 = \frac{w_0}{s_1} = \frac{w_0 \cos \theta}{s_0} = e_0 \cos \theta
\]

Energy density

\[
e_{pj}^i = e_0 \cos \theta_{p_{kj}} = \frac{w_0 \cos \theta_{p_{kj}}}{s_0}
\]

A laser beam exerts radiation force on the powder bed surface. To simplify our model, we assume all the energy and the momentum of the laser beam is fully transferred to the melt pool. That means, all the momentum of the laser beam is fully transferred to the radiation force, shown in Fig. 8. In a practical situation, the absorbed energy is a fixed proportion of a laser beam, and all the data are normalized for training our model. Therefore, this simplification does not significantly influence physical-effect-based porosity prediction. As Eqs. (4-11) expressed, each photon has energy \(E_0\) (Eq. 4) with momentum \(p_0\) (Eq. 5) [15][16], and where \(c\) is the speed of light in a vacuum, \(h\) is Planck constant and \(\lambda\) is the laser light’s wavelength. For each second, the total number \(N\) of photons projected by a laser beam is calculated by laser power \(w_0(160 \ J/s)\) divided by a photon’ power \(E_0\), shown in Eq. 6. The total radiation force, \(F_N\), exerted by a laser beam is calculated by the derivative value of all the \(N\) photons’ momentum \(P\) given time \(t\), shown in Eq. 7. The final radiation pressure \(f\) exerted by a laser beam is calculated by the total force, \(F_N\), divided by the laser beam’s projection area, \(s_1\), shown in Eq. 8. Based on the known laser angle \(\theta\), pressure components along vertical and horizontal directions have been calculated by Eqs. 9 and 10, respectively.

Energy of one photon

\[
E_0 = \frac{hc}{\lambda}
\]
3 Physics-informed porosity prediction model

3.1 Porosity prediction

Based on the laser physical effects, a physics-informed data-driven model for analyzing part porosity levels was designed. To evaluate the porosity prediction performances of the model and investigate the appropriate manner of using physical effects in porosity prediction, two baseline models were involved: machine-setting model (‘setting’ for short) and machine-setting-physical-effect combined model (‘combined’ for short). Inputs of the physics-informed are physical effects related to energy density and pressure on a part. Inputs of the setting model are the spatial and geometry parameters related to the plate, part, laser and layers. Inputs of the combined model are the combinations of machine setting parameters and physical effect features. For all the three types of models setting model, combined model, physics-informed model, the output is one of the four types of porosity levels: maximum pore diameter, mean pore diameter, median pore diameter, median pore spacing. Maximum pore size influences part quality. Median pore spacing is decided by pore distribution. Diameter based calculations (maximum, mean, median) were made using a spherical approximation of the pore volumes. Pore spacing was calculated using a nearest neighbor search of centroid-centroid positions. To support each model and find the optimal learning algorithm, six classic regression algorithms, which were previously used in material property prediction and achieved good performances, are adopted in the porosity prediction [52]. Six regression algorithms were tested to select the most suitable algorithm for the optimal performance. They are linear regression (Linear), Gaussian Process regression (GPR), support vector regression with linear kernel (svrR), support vector regression with Gaussian kernel (svrG), support vector regression with radial basis function kernel (svrRBF), and
support vector regression with polynomial kernel (svrP) [53]. Modeling process is detailed below.

**Linear.** Linear regression has the form shown in Eq. 11. 
\[ X \in R_{n \times m} \text{ is input features; } Y \in R_{1 \times m} \text{ is a specific porosity level. } W \in R_{n \times 1} \text{ are coefficients of inputs } X \text{ in the linear regression algorithm.} \]

\[ f(x, w) = \sum_{j=1}^{m} w_j k(x, x^j) + b \quad (13) \]

\[ \min_{w, \xi_i, \xi'_i} \frac{1}{2} ||w||^2 + C \sum_{i=1}^{n} (\xi_i + \xi'_i) \quad (14) \]

\[ \text{s.t.} \forall i : |y_i - w^T k(x, x^i) - b| \leq \varepsilon + \xi_i \]

\[ |y_i - w^T k(x, x^i) - b| \leq \varepsilon + \xi'_i \quad (15) \]

Linear kernel
\[ k(x, x') = x \cdot x' \quad (17) \]

Gaussian kernel
\[ k(x, x') = \exp(-||x - x'||^2) \quad (18) \]

RBF kernel
\[ k(x, x') = \exp(-||x - x'||^2 / 2\sigma^2) \quad (19) \]

Polynomial kernel
\[ k(x, x') = (1 + x \cdot x')^p \quad (20) \]

**3.2 Quality-Assured porosity analysis**

To account for different pore generation mechanisms that may be present during the build process, the porosity of each part is heuristically subdivided into “pass” (pores with maximum size up to diameter of 97 µm), “flag” (97 µm ≤ maximum diameter < 220 µm) and “fail” (pore maximum diameter ≥ 220 µm). As shown in Fig. 4, for a single part’s pore size distribution, most of pores size is less than 30 ~ 40 µm. The pores of part with size larger than 30 ~ 40 µm only take a little fraction of total pores inside part. Some parts with largest pore size few of hundred microns, this may result from sample removing and preparation processes, the interface of part and plate substrate exists a lot of large pore size. In order to model maximum pore size prediction, we define the pore with size larger than ~10% of the minimum geometric parameter of the part can be treated as fail (i.e., in this paper, a 220 µm pore would be a fail considering the 2 mm diameter of the test pins). A pore less than 5% of the minimum geometric parameter of the part is a pass (i.e., 97 µm in this paper). A porosity analysis model is created to predict porosity value and investigate physical influence for each quality level, instead of analyzing the physical influence for all the samples in the full value range. According to our previous experiences in part porosity analysis, part pore size distribution is usually sparse, indicating that the value range is wide while porosity values are concentrated in some...
regions. From a modeling perspective, sparse porosity distribution brings noise into the model training process, decreasing model prediction accuracy. By categorizing data into different concentrated data clusters for training each model individually, the model will be more focused with improved performances. To quantify model error, we adopted the N-fold cross validation method \cite{55}. The finalized error after cross-validation is defined by Eq. 21. $y^\prime$ is an actual porosity value, and $y$ is a predicted porosity value. $g(y, y^\prime)$ is a generalized error metric, which could be absolute error, $|y - y^\prime|$; standard error, $|y - y^\prime|/\sigma$; or percentage error, $|y - y^\prime|/y$. The data set was randomly divided into $n$ number of folders. At each time $n - 1$ folders were selected to train the model, the remaining 1 folder was used to test the learned porosity prediction model. The training-testing process was iteratively conducted by selecting different training folders and testing folders until every folder participated in both testing and training. After n-fold cross validation, the average porosity prediction error $\varepsilon_c$ is calculated.

$$\varepsilon_c = \frac{1}{n} \sum_{i=1}^{n} g(y, y^\prime)$$

(21)

4 Results and discussion

4.1 Porosity distribution visualization

X-Ray tomography are used for identifying part porosity size values (Fig. 9) and four porosity metrics - maximum pore diameter, mean pore diameter, median pore diameter and median pore spacing. Each black dot inside the part’s cross section denotes a pore. Dot sizes are proportional to porosity size levels. For the maximum pore diameter, most parts have a maximum pore diameter of 35.44 $\mu m \sim 189.58$ $\mu m$ and a mean pore diameter of 16.17 $\mu m \sim 20.60$ $\mu m$. The distribution of median pore diameters is similar to that of the mean pore diameters, which were 15.13 $\mu m \sim 19.90$ $\mu m$. For the median pore spacing, adjacent pores are separated being about 54.87 $\mu m \sim 63.78$ $\mu m$. Comparing all four of these porosity types, either larger pores or smaller pores were generated across the build plate. Also, relatively higher levels of porosity were more frequently appeared in the plates’ corners and borders. For details, please see the attachment file, porosity visualization.

4.2 Physical effect calculation

To describe physical effect distribution on a whole part, four quantitative indicators were adopted to summarize physical effect distributions on a part’s 40 layers: average physical effect (AVE), standard deviation of physical effect (SDEV), minimum physical effect (MIN) and maximum physical effect (MAX). Given the height of the part is 4 mm, we slide the part into 40 layers to estimate the internal physical effect distribution. AVE was calculated by the overall arithmetic mean of the physical effect values on all 40 layers. SDEV was calculated by the deviation of layer-wise physical effect values. MIN was calculated by the arithmetic mean of the minimal 10% physical effect values of all the 40 layers. MAX was calculated by the arithmetic mean of the maximum 10% physical effect values of all the 40 layers.

Results for energy density distribution are presented as a prototypical demonstration of the data analysis processes. The visualization of physical effect results is shown in the appendix. Energy density distribution and absolute radiation pressure distribution are consistent because their values are proportional, shown in Eqs. 3 and 8. For parts closer to a laser, the energy and force concentrations (revealed by AVE, MIN, MAX values. (a), (c), (d)) are higher, while the energy and force variances (revealed by SDEV values) are lower. For vertical pressure (in the appendix), distribution patterns are consistent with absolute pressure distributions, while the vertical pressure values are less. For horizontal pressure, its distributions on parts are in inverse proportion to vertical pressure distributions. Horizontal force concentrates on the far corners of each half of a build plate. At the center area that is close to a laser, horizontal force distributions are with high variance. As the laser working power is consistent and laser positions are fixed, laser energy density decreases by the increase of its projecting angle, which increases the laser beam’s projection area. This consistent distribution of laser energy and porosity shows the calculations of these physical effects are reasonable.

4.3 Porosity prediction performances

According to the quality control experience in practical manufacturing, three quality levels of the parts are categorized heuristically into three categories as introduced in Section 3.2, and shown in Fig. 10.
Porosity prediction accuracy for the three models are shown in Fig. 11. The accuracy is denoted by the percentage error of a predicted porosity value given a real porosity value. A lower error means a predicted porosity level is relatively closer to the real porosity level. The setting model has the best performance with the lowest prediction errors of 22% for maximum porosity, 7% for mean porosity, 10% for median porosity, and 9% for pore spacing. Compared with the setting model, the physics-informed model has a similar performance with only 3% accuracy derivation. Given the physics-informed model does not rely on machine settings while it has similar performances with the setting model, it holds great potential in being adopted in quality studies with various different machines and/or various machine settings. The combined model has slightly better performance (1%~2% performance improvement) than the physics-informed model, while slightly worse performance (1%~2% performance derivation). The median performance of the combined model shows an effective way of using physical effects-combining physical effects with available machine setting parameters could improve porosity prediction performance. This gives guidance on future implementation of physics-informed porosity analysis models. Compared with the model using all the samples, performances of models using categorized samples are largely improved with about 1%~19% error reduction; meanwhile, performance for “pass” samples achieves the best performance with error between 8%~23% (1%~7% error reduction as compared with the model using “flag” or “fail” part).

Notice that porosity predictions for mean/median pore diameter and pore spacing are generally good, with average prediction error about 12% while porosity prediction for maximum pore diameter is bad with error at about 27%. This is because mean/median pore diameter and median pore spacing are relatively stable while maximum pore diameter is not stable, caused by uncertain and complex factors during system setting, sample preparation and characterization process. Generally, these factors could be the following: (1) extra supporting material attachments and part deformation in the part removing stage, resulting large-diameter pores in the sample-plate interface; (2) Varying sweeper stress as part pose varies, generating large-diameter pores; (3) uncertain powder interactions as powder distributions vary, generating large-diameter pores; and (4) Even though laser-related influence is playing a primary role, other factors, such as powder size, and blade motion direction and speed, are also influential, resulting in some outliers given this laser-based porosity prediction model. Even though prediction of maximum porosity is with relatively low accuracy in the current research stage, it is still important to investigate the maximum pore generation mechanism, so that the maximum pore diameter closely influences part mechanical properties such as strength, stiffness, and conductivity. The physics-informed model has the lowest error in predicting the maximum pore size, indicating this model is useful in defect prediction.

To compare algorithm performances, the prediction errors are averaged from model performances based on pass
Fig. 11  Averaged performances for the three types of porosity prediction models. Setting models have the best performances compared with the physics-informed model and combined model, while the performance differences among the three models are slight within error 3%. Models’ performances are consistent that for maximum pore size the performance is at about 27% while for other measures the performance is at about 12%. After categorizing parts into three quality levels, model performances for all the four types of porosity measures are improved generally. For the maximum pore size, mode performances gain the largest improvement (about 20% error reduction comparing with models using Pass-quality parts).

Fig. 12  Average performances for the involved six algorithms in predicting the four types of porosities. The algorithms svrG and svrRBF show best performance during the six involved algorithms with an averaged error 13%.

To go beyond black-box porosity prediction and investigate the data quality influence on model performances, correlations between real porosities and predicted porosities are visualized, shown in Fig. 13. To maximally reduce the algorithms’ influence towards physics-porosity correlation, the best-performed model, svrRBF, was selected for data predictability analysis. Prediction errors are averaged from the performances of three quality-level models. Each row (three figures) is one of the four porosity types MAX, MEAN, MEDIAN, SPACING, and each column (four figures) is one of the three prediction models setting model, combined model, physics-informed model. As (a)-(c) show, about 67% maximum porosity values are concentrated at good-quality region $[35.44 \mu m, 97.10 \mu m]$. Starting from the fair region ($>97.10 \mu m$), prediction errors increase to beyond 20%. Starting from about 341.71 $\mu m$, data becomes more unpredictable, with large error increasing. For mean and median pore diameter, as shown in (d)-(i), about 80% porosity values are concentrated in range of $[16 \mu m, 20 \mu m]$, with small error ($<20\%$) and strong predictability; for porosity values decreasing from 15.00 $\mu m$, error begins to largely increase, leading to prediction performance derivation. As (j)-(l) show,
Fig. 13 Investigating influence of data quality on porosity prediction performances by exploring correlations between predicted porosity and real porosity (PIM: physics-informed porosity analysis model). Based on Figures (a)∼(c), porosity prediction performance is mainly influenced by larger pore sizes (>97.10 µm); based on Figures (d)∼(i), porosity prediction performance is mainly influenced by relatively smaller pore sizes (15.00 µm); based on Figures (j)∼(l), porosity prediction performance is mainly influenced by both large and small pore sizes (<54.87 µm and >63.78 µm). Basically, these influential pores are triggered by more influential factors such as blade speed, part inspection methods, and uncertain system errors, instead of merely laser-related physical effects. Analysis of the cause of performance deviation, instead of using black-box machine learning model, helps further understanding of pore generation mechanism and give suggestions for future model improvements.

4.4 Pore generation explanation

To identify pore generation regions during part manufacturing, impacts of physical effects were investigated by a novel physics-informed pore generation explanation (PIPGE) method. The PIPGE method visualizes the relationship between the

more than 80% porosity values are concentrated in range [54.87 µm, 63.78 µm], with smaller error (<20%) and strong predictability; for values out of this range, error begins to largely increase, leading to model performance derivation.
Fig. 14 Sensitive ranges of the physical effect power intensity for pore generation: maximum diameter of the generated pores.
Fig. 15  Sensitive ranges of the physical effect power intensity for pore generation: mean diameter of the generated pores.

these regions, the generation of maximum pore sizes is mainly caused by low to average power intensity (lower than AVE 0.58. Please see detailed real value in the attachment file), high laser energy variance (> STD 0.4), and wide max-min range (beyond MIN [0.6,1.00]). This also tells in order to suppress pore generation the machine setting should be adjusted to make energy intensity fall into the typical suppressing regions.

By using the same intuition introduced above, influence regions for other types of physics-porosity maps between three physical effects and four porosity levels maximum pore, mean pore, median pore, median pore spacing were analyzed. Full ranges for real values for physical effects are listed in the attachment file.

5 Conclusion & Future work

A physics-informed data-driven model for predicting and explaining pore generation in laser powder bed fusion metal AM has been presented in this paper. The model prediction accuracy and analysis on porosity were studied based on Inconel 718 parts printed on Concept Laser M2 Dual-Laser Cusing machine. The comparable performances of the physics-informed model and the machine-setting model have proven the feasibility and effectiveness of using physical effects to predict part porosity. Reasonable interpretations of physical effects’ influence towards pore generation, such as suppressing and encouraging influence, and physical effect sensitive ranges, suggested that the physics-informed model can give insights on pore generation region. With a physics-perspective understanding of porosity-machine setting correlation, this physics-informed model holds a potential in reverse design of process parameters such as laser power and scan speed for part quality requirements. Although in this work we only validated that the physics-informed ML models can work on Concept Laser M2 machine, the method we developed for physics effects-based modeling has the potential to generalize to other laser bed fusion-based 3D printing machines, such as Concept Laser M/M3, EOS M270/280/290, and Prox DMP 300/320. The physics model uses machine-independent parameters. If machine settings in various manufacturing scenarios could be comprehensively interpreted
into physics effects parameters, a more accurate and computa-
tional efficient physics-based data-driven ML model would be
achieved.

In the future, the following work could be done: (1) More
physical effects such as temperature and material energy
absorption will be involved to enrich physical effects, fur-
ther improving model performance and validating the model
flexibility. The mechanism of pore generation will be de-
scribed with more comprehensive, informative physics ef-
fects in the laser-based manufacturing process. (2) More prop-
erties of printed part will be experimentally measured with
mechanical tests. Currently the developed physics-informed
ML model works well on porosity analysis. Since some me-
chanical properties such as yield strength and strain are closely
related with part porosity levels. The prediction feasibility of
model on these mechanical properties are expected as well
and will be evaluated. (3) The physics-informed ML model
will be developed for evaluation and validation on different
machines such as Prox DMP 320A and EOS M290. Specif-
ically, these machines are similar in physics effects we gen-
gerated for laser powder bed fusion AM technology, but the
machines in industry are often come from different manu-
facturer and use different technologies. For example, our
case study Concept Laser M2 installs a dual-laser system
with 200 W for each. The Prox DMP 320A from 3D systems
company installs a fiber laser in the power range up to 500
W. The build envelope 275 × 275 × 420 mm of Prox DMP
320A is also large than Concept Laser M2. The evaluation of
developed method on these kinds of different scenarios
will provide the evidences of the methods’ flexible and gen-
eralizable and increase its impact on industries.
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6 Attachments

1. Visualization for porosity distribution and physics effects
2. Sensitive ranges and real-value range for physics
3. Physics-porosity correlation
4. Physics effects visualization