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Abstract—Semantic communications will play a critical role in enabling goal-oriented services over next-generation wireless systems. However, most prior art in this domain is restricted to specific applications (e.g., text or image), and it does not enable goal-oriented communications in which the effectiveness of the transmitted information must be considered along with the semantics so as to execute a certain task. In this paper, a comprehensive semantic communications framework is proposed for enabling goal-oriented task execution. To capture the semantics between a speaker and a listener, a common language is defined using the concept of beliefs to enable the speaker to describe the environment observations to the listener. Then, an optimization problem is posed to choose the minimum set of beliefs that perfectly describes the observation while minimizing the task execution time and transmission cost. A novel top-down framework that combines curriculum learning (CL) and reinforcement learning (RL) is proposed to solve this problem. Simulation results show that the proposed CL method outperforms traditional RL in terms of convergence time, task execution time, and transmission cost during training.
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I. INTRODUCTION

Next-generation wireless networks must support autonomous interactions between millions of machines through goal-oriented communications in which three different goals must be satisfied for data transmission: a) maximizing bit accuracy, b) maximizing the semantic information (meaning), and c) maximizing effectiveness, [1]. At the semantic level, one must precisely convey the desired meaning of transmitted messages. In terms of effectiveness, the network must consider how the transmitted semantics could steer the system to its goals. Therefore, current wireless networks that are designed based on bit accuracy, must be redesigned to have goal-oriented communication. The key challenges for enabling semantic communications for goal-oriented tasks include developing semantic-oriented metrics, defining a common language between the transmitter and receiver, and transmitting only semantic information that is strictly relevant to the system’s goal. Thus, to design a truly goal-oriented communication system, semantics must be considered in cohort with the system’s goals.

The works in [2]–[7] looked at semantic communication without considering the goal-oriented nature of the system. In [2] and [3], the authors proposed a semantic communication frameworks for text transmission using deep learning. The work in [4] introduced a Bayesian game to minimize the end-to-end average semantic error. In [5], the authors proposed a reinforcement learning (RL) method to capture the meaning of transmitted information by learning semantic similarities between them. The work in [6] introduced a model for implementing semantic communications to address the reliability and latency requirements for drone networks. The work in [7] introduced a neural agent architecture with the capability of communication among the agents using discrete tokens. The most significant limitation of these works in [2]–[7] is that they are focused on a specific application and, thus, their results cannot be generalized to fully-fledged semantic for goal-oriented communication.

In [8] and [9], the authors investigated the notion of reasoning for semantic communications. The work in [8] developed a semantic reasoning system for a realistic Internet of things (IoT) network to enable the reasoning of actionable knowledge. Meanwhile, the authors in [9] investigated a semantic-native communication structure for extracting the most effective semantics of the transmitter for the receiver. However, the works in [8] and [9] are limited in many ways. First, they do not consider the effectiveness of the transmitted information for task execution purposes. Second, the dynamic and random effects of the environment on the task execution process were overlooked. To the best of our knowledge, there is no existing framework that explicitly accounts for the synergies between semantic communications and goal-oriented task execution.

The main contribution of this paper is to address this challenge by developing a novel holistic framework that enables semantic communication for task execution purposes while minimizing transmission cost and task execution time. In particular, we introduce a comprehensive model of semantic communication for task execution, which includes a speaker and a listener who wish to execute a set of tasks using a set of common language formed by beliefs. Each task is defined as a chain of multiple events that the speaker observes. The speaker is responsible for describing the events to the listener, while the listener is responsible for taking action in the task execution procedure. Then, we formulate an optimization problem to simultaneously minimize the required time and transmission cost of task execution. These objectives are achieved by finding the most abstract and perfect description of each event based on the beliefs. Due to the difficulties of solving the proposed optimization problem, we solve it using a novel top-down curriculum learning (CL) framework based on RL. In each step of the proposed CL, we consider a specific RL problem, and using the output of each step; we initialize the RL problem of the next step. Finally, we evaluate the perfor-
mance of the proposed method to solve the introduced optimization using task execution time and transmission cost, compared to the traditional RL and non-semantic communication. Simulation results show that the proposed method outperforms traditional RL in convergence time, task execution time, and transmission cost. Also, the proposed goal-oriented model outperforms non-semantic communication in transmission cost.

II. SYSTEM MODEL

Consider a pair of a speaker and a listener who wish to complete a set of sequential tasks. Each task is composed of multiple events observed sequentially by the speaker. Each event captures the state of the environment as perceived by the speaker at a given time. The speaker must describe each observed event to a remote listener. In response to the received information and according to the events described by the speaker, the listener must take specific actions to steer the system towards completing the ongoing task. This is a central feature of goal-oriented communications. Since the transmitted description captures the speaker’s perception of the observed event, then, initially, the transmitted information cannot perfectly describe the observed events. The effect of the listener’s action on the task execution process is seen in the next observed event. Hence, the speaker can be aware of the accuracy of its description for each event based on the next event. Examples of such systems are IoT systems performing control tasks and automotive production in factories.

We consider an episodic structure for task execution in which each episode is dedicated to executing a specific task. Let \( T_m \) be the task executed in episode \( m \). For each episode, we divide time into equal slots. At the beginning of time slot \( n \) of episode \( m \), the speaker observes a new event, \( e_{m,n} \), and is responsible for transmitting its deduced information about \( e_{m,n} \). We assume that the speaker’s observation of a given event is error-free. Then, the listener must reconstruct the event of the system based on the description transmitted by the speaker about \( e_{m,n} \). We define \( \hat{e}_{m,n} \) as the reconstructed event by the listener at slot \( n \) of episode \( m \).

A. Events and Tasks

As mentioned, the state of system is interpreted in the form of some events to the speaker. We define the set of the events, \( \mathcal{E} = \{ \mathcal{E}_1, \mathcal{E}_{int}, \mathcal{E}_f \} \), where \( \mathcal{E}_i \) is the set of initial events, which indicate the start of new task. More precisely, if the observed event of the speaker is in \( \mathcal{E}_i \), a new episode starts, and the speaker and listener must execute a new task. Thus, for each episode \( m \), we have \( e_{m,1} \in \mathcal{E}_i \). \( \mathcal{E}_f \) is the set of final events capturing the end of a task. Therefore, for each episode \( m \), we have \( e_{m,n}^S \in \mathcal{E}_f \), where \( e_{m,n}^S \) is the length of the executed task in episode \( m \). Finally, \( \mathcal{E}_{int} \) is the set of intermediary events. Here, if \( e_{m,n} \in \mathcal{E}_{int} \), then the speaker understands that the current ongoing task requires additional listener actions. To define the transition probability between different events, in two consecutive slots, we assume that event \( e_{m,n+1}^S \) observed by the speaker in slot \( n+1 \) of episode \( m \), is a function of event \( e_{m,n}^S \) and the action taken by the listener at slot \( n \) of episode \( m \) (see Section II-C for more detail).

We can now define a task based on different events. Based on the observed events, the speaker knows the state of each task and, thus, each task is composed of a chain of events from \( \mathcal{E} \). Let \( T_m \in \mathbb{T} \) be the task executed in episode \( m \), where \( \mathbb{T} \) is the set of all possible task types. Let \( \mathcal{O}_k \) be the observed event chain of task type \( k \in \mathbb{T} \), defined as follows:

\[
\mathcal{O}_k = \{ (e_{k,1}, e_{k,2}, \ldots, e_{k,L_k-1}, e_{k,L_k}) | e_{k,1} \in \mathcal{E}_i, (e_{k,2}, \ldots, e_{k,L_k-1}) \in \mathcal{E}_{int}, e_{k,L_k} \in \mathcal{E}_f \}.
\]

Due to the random dynamics of the environment, the length \( L_k \) of a specific task, can vary in different episodes. Thus, the length of task \( k \) is a random variable with probability mass function \( f_k(L) = \Pr(L_k = L) \), where \( 3 \leq L \leq L_{\text{max}} \). Here, the minimum length of each task type is 3, because each task type has at least one event from each of \( \mathcal{E}_i, \mathcal{E}_{int}, \) and \( \mathcal{E}_f \). We assume that each task’s initial and final events are fixed. For example, consider an IoT system that needs to perform various control tasks. Each task begins with the appearance of a fixed state in the environment and ends with the appearance of another fixed state. Thus, different tasks can be categorized based on their initial and final events.

B. Beliefs as a Common Language

The speaker is responsible for perfectly describing the observed events to the listener in the most abstract manner. Hence, we consider the existence of a basic common language between speaker and listener represented by a set \( \mathcal{B} \) of \( B \) beliefs. Each \( b \in \mathcal{B} \) is a specific belief (feature in state-of-the-art) for describing the events. \( \mathcal{B} \) is an input to the problem known to the speaker and listener. However, the set of beliefs can vary for different applications. Intuitively, the set of beliefs for each application can be achieved by conducting a feature selection procedure. We make three assumptions regarding the belief-based common language: a) Consensuality: The speaker and listener have the same perception about each member of the belief set, b) Comprehensivity: The belief set is comprehensive in a way that each event can be perfectly described by a subset of it, and c) Abstraction: The belief set is essentially a set of abstract features of events in a way that reduces the transmission cost between the speaker and listener.

In our system, the speaker and listener have the same perception about the mapping between beliefs and the observed events. Therefore, using all of the beliefs in \( \mathcal{B} \) is a perfect descriptor of each event. However, we assume that, for each event, there is a small subset of \( \mathcal{B} \) which can perfectly describe the event, and the rest of the beliefs are unnecessary. Thus, using all of the beliefs for describing each event is a naive policy. Our objective is to find the most abstract subset of \( \mathcal{B} \) for perfectly describing each event which directly impacts the task execution by the listener. We consider the most abstract description of each event as a semantic realization of the event, that contains sufficient information for the listener’s correct decision-making for the ongoing task. Although each belief can have information about each event, some beliefs may not be helpful for the decision-making of the listener and can be discarded. Hereinafter, when we state finding the perfect
description of an event, we imply describing the event using the most abstract subset of $B$, i.e., the semantics.

There could be multiple subsets of $B$ that perfectly describe each event. Hence, we define $B^S_{m,n} = \{ \tilde{B}_i \mid \tilde{B}_i \subseteq \tilde{B}, \tilde{B}_i$ is perfect description of $e_j \}$ as the set of all possible subsets of $\tilde{B}$ that perfectly describe $e_j$. To find the most abstract description of each event, we define two major decision metrics. First, the transmission cost of each subset of $\tilde{B}$. Indeed, for transmitting each $\tilde{b} \in \tilde{B}$ the speaker will incur a cost of $C_{\tilde{b}}$ that is belief-dependent. Second, we consider the number of transmitted beliefs captured by the size of the used description. We combine these two metrics to determine the abstract description of each event. We define $B^S_{m,n} \in B$ and $C^S_{m,n}$ as the description of the speaker and its metric in slot $n$ of episode $m$, respectively. The value of $C^S_{m,n}$ can be computed as follows:

$$C^S_{m,n} = \alpha \sum_{b=1}^{B} C_{\tilde{b}} \times x^S_{m,n,b} + (1 - \alpha) \sum_{b=1}^{B} x^S_{m,n,b},$$

(2)

where $x^S_{m,n,b}$ is a binary variable that indicates whether belief $b$ is used in $B^S_{m,n}$ or not. $\alpha$ is a design parameter for capturing the importance of each metric. We normalize the values of $C_{\tilde{b}}$ to bring them within the range of the cardinality metrics. When the speaker is aware of the subsets which perfectly describe an event, it only needs to determine the optimum subset using (2).

However, this is not realistic and, thus, we assume the speaker to be unaware of the importance of each belief in describing the events, for the decision-making of the listener. Here, the speaker should gradually learn the importance of each belief for various events by executing different tasks. Specifically, the speaker can gain this knowledge by using the different subsets of $\tilde{B}$ for the description of the events and considering their effect on the task execution process.

C. System State Evolution

The state of the system at time slot $n$ of episode $m$ is represented by $e^S_{m,n}$ observed by the speaker. Also, we use $e^L_{m,n}$ to denote the perceived event of the listener at time slot $n$ of episode $m$. The listener builds $e^L_{m,n}$ based on the transmitted belief of the speaker, $B^S_{m,n}$. The transition from $e^S_{m,n}$ to $e^S_{m,n+1}$ is dependent on $e^L_{m,n}$, which is function of $B^S_{m,n}$. We define $p_{j,j'}$ as the transition probability from $e^S_{m,n} = e_j$ to $e^S_{m,n+1} = e_{j'}$, as follows:

$$p_{j,j'} = \text{Pr}(e^S_{m,n} = e_j \rightarrow e^S_{m,n+1} = e_{j'} \mid B^S_{m,n}) = \begin{cases} P_{j,j'} & B^S_{m,n} \in B^P_{e_j}, \\ \tilde{P}_{j,j'} & B^S_{m,n} \notin B^P_{e_j}, \end{cases}$$

(3)

where the case $B^S_{m,n} \in B^P_{\tilde{e}_j}$ is a scenario in which the transmitted belief of the speaker perfectly describes the observed event, and $P$ is the transition probability matrix when the listener takes proper action regarding the observed event. The second case captures a scenario in which the transmitted belief of the speaker is not a perfect descriptor of the event. Thus, the listener cannot take the right action. Also, $\tilde{P}$ is the transition probability matrix of the system when the taken action of the listener is not proper for the observed event. We expect $P$ to be a sparse matrix, while $\tilde{P}$ will be a random matrix that has more nonzero elements than $P$. Also, we have $e^L_{m,n} = e^S_{m,n}$ for $B^S_{m,n} \in B^P_{\tilde{e}_j}$ and $e^L_{m,n} = e_j \in \{ \tilde{E} \setminus e^S_{m,n} \}$ when $B^S_{m,n} \notin B^P_{e_j}$, where $\{ \tilde{E} \setminus e^S_{m,n} \}$ is the set of all events except $e^S_{m,n}$.

D. Task Execution Procedure

If the task executed during episode $m$, is of type $k$, then $e^S_{m,1} = e_{k,1}$ and $e^S_{m,E_m} = e_{k,E_k}$ for the initial and final events of episode $m$. The observed intermediary events depend on the performance of the speaker and listener as well as the randomness of the environment, modeled by $f_k$. If the speaker perfectly describes each observed event, then the observed intermediary events only depend on $f_k$, and thus, the length of episode $m$ will be determined by the mean of $f_k$. Although using all of the beliefs in $\tilde{B}$ is a perfect descriptor of each event and minimizes task execution time, it is not optimal in terms of transmission cost. Thus, the speaker and listener’s objective is to find the most abstract description of each event, which simultaneously minimizes the task transmission cost and task execution time. Let $C^S_{m} = \sum_{n=1}^{E_m} C^S_{m,n}$ be the transmission cost of the executed task in episode $m$. Thus, we have:

$$C^S_{m} = \alpha \sum_{n=1}^{E_m} \sum_{b=1}^{B} C_{\tilde{b}} \times x^S_{m,n,b} + (1 - \alpha) \sum_{n=1}^{E_m} \sum_{b=1}^{B} x^S_{m,n,b},$$

(4)

The transmission cost of a task execution depends on the number of time slots, $E_m$, the task type, and the number of beliefs used for describing the observed events. The randomness of the executed task plays a key role in determining $E_m$.

E. Optimization of Semantic Communications

The speaker’s goal is to simultaneously minimize the belief transmission cost defined in (4), and the task execution time. The required time for executing the task of episode $m$ is essentially the length $E_m$ of this episode. Hence, we should consider the length of each episode in the optimization. The optimization problem must balance the tradeoff between minimizing the task execution time and belief transmission cost, as follows:

$$\min_{x^S_{m,n,b} \in \{0,1\}} \left[ \lim_{M \to \infty} \sum_{m=1}^{M} \left( \delta \times C^S_{m} + (1 - \delta) \times E_m \right) \right],$$

(5a)

s. t. $1 \leq \sum_{b=1}^{B} x^S_{m,n,b} \leq \frac{B}{2},$  

(5b)

where $0 \leq \delta \leq 1$ is a parameter to balance the discussed tradeoff. $C^S_{m}$ is function of $x^S_{m,n,b}$ according to (4), but, for simplicity, we do not show this dependence in (5a). The first term in (5a) is required to find the most abstract description of each event, and the second term is critical to minimizing task execution time. Thus, the objective of (5) is to find an optimal description of each event so as to minimize the belief transmission cost and task execution time in an infinite horizon. The first constraint restricts the number of used beliefs in $B^S_{m,n}$.

Problem (5) cannot be solved using standard optimization techniques and Markov decision process (MDP), because the dynamic transitions between events (matrices $P$ and $\tilde{P}$), which are unknown to our system. Here, it is apropos to use model-free RL [10]. As the RL agent, the speaker wants to gradually learn the importance of each belief for each event.
by experiencing various tasks to find each event’s abstract and perfect description. However, using traditional RL could yield long training with poor performance during training because of two reasons: 1) The size of the action space is $2^{|B|}$, which is exponential, and 2) In our model, the agent can evaluate each action in the task execution procedure. Thus, the reward signal depends on the task execution, resulting in a sparse reward signal, which means that the agent only receives a positive reward signal when he completes the task. Furthermore, the randomness of the environment, which implies randomness in the task execution time, is a major challenge. Due to these factors, when training traditional RL, the task execution time can be significantly longer than the expectation determined by $f_k$, which is unacceptable for goal-oriented communication services such as control tasks in an IoT network. These challenges motivate us to solve this problem using a curriculum framework based on RL.

### III. Proposed Curriculum Learning (CL) Method

Our main goal is to learn the abstract description of each event to minimize the task execution time and transmission cost. The speaker can gain this knowledge by experiencing various tasks with different events. However, similar to the case of traditional RL, the random exploration step increases training time and could yield a poor performance during training. In such problems, using a curriculum framework can be a solution. The main idea behind CL is to design simple tasks based on the main problem, perform these simple tasks, and use their gained experience to solve the main, more complicated. In our model, the action space, which is the different subsets of $B$, is the main challenge. Thus, we can design the simple tasks based on a reduction of the action space. Precisely, to leverage CL in our problem, we can evaluate the various subsets of $B$ with different cardinalities, separately. For this purpose, we propose a top-down CL framework.

#### A. Top-Down Curriculum Learning

The proposed top-down CL approach begins with a comprehensive subset of $B$, as a perfect descriptor of all events, and then, it performs event-specific pruning to find the most abstract description of each event. We assume that there is a perfect descriptor $B_{\text{comp}} = \bigcup_{e_j \in \mathcal{E}} B^{opt}_{e_j} \subseteq B^{S}_{e_j}$, where $B^{opt}_{e_j}$ is the most abstract and perfect descriptor of the event $e_j$. Finding $B_{\text{comp}}$ can be time-consuming because it requires finding the abstract description of each event. Meanwhile, $B_{\text{comp}}$ is a large set relative to the scale of $B$. Hence, we can consider the most comprehensive option for $B_{\text{comp}}$, which is $B$ and start pruning.

The pruning procedure is the main part of our method, whereby $B_{\text{comp}}$ is pruned for each event in a way that the most abstract and perfect descriptor of each event is determined. Here, the objective is minimizing the task execution time and the belief transmission cost. As such, we propose a linear sequence-based and task-level CL. The term “task” is used here in the context of the CL paradigm, and it is not related to our system’s task. We now define a curriculum as an ordered list of tasks $[z_1, z_2, \ldots, z_l]$ with $z_i$ being the task of finding the subsets of $B_{\text{comp}}$ with cardinality $l$, that can be pruned for each event. Precisely, in $z_i$, for each event $e_j$, we want to find all possible subsets of $B_{\text{comp}}$ with cardinality $l$, which can be individually eliminated from $B_{\text{comp}}$ while maintaining a perfect description of $e_j$. Let $B_{e_j}^{prun}$ be the subset of these subsets for event $e_j$, in step $z_i$. Each member of $B_{e_j}^{prun}$ is individually unnecessary for a perfect description of $e_j$ and thus it can be pruned from $B_{\text{comp}}$ for describing $e_j$. To reduce the complexity of this pruning, we design a curriculum framework in which the agent starts from 1-length belief pruning. Using the gained experience at each step, the agent gradually investigates more difficult pruning. We define $B_{e_j}^{prun} = \{b_i | b_i \in B_{e_j}^{comp}, B_{e_j}^{comp} \setminus \{b_i \} \in B_{e_j}^{P}\}$ as the output of the first step of the curriculum for $e_j$.

We can define CL task $z_i$ for $e_j$ as the task of finding all subsets of $B_{\text{comp}}$ with cardinality $l$, which can be individually eliminated from $B_{\text{comp}}$ while maintaining a perfect description of $e_j$, as follows:

$$ B_{e_j}^{prun} = \{b_i | b_i \in B_{e_j}^{comp}, B_{e_j}^{comp} \setminus \{b_i \} \in B_{e_j}^{P}\} $$

The gained experiences at each step are directly used for initializing the next CL step. This is why we categorize our proposed method as CL. One of the main challenges in a CL method is how to transfer the gained experiences in each step to the next step to simplify it. The transfer is needed to extract and pass on reusable the experience acquired from one step to the next. The main transfer methods are low-level knowledge such as an entire policy or directly initializing the agent in the next step. The transfer method that we adopt directly initializes the agent in the next step, as seen in $\text{Eq. } (6)$.

#### B. Learning at each CL Step

Now, we introduce an RL method using Q-Learning for solving each step of the CL. We use RL here because the agent is unaware of the transition matrices $P$ and $\hat{P}$ of the events. 1) RL for the first CL step: We seek an RL method capable of determining $B_{e_j}^{prun}$ for each $e_j \in \mathcal{E}$. The speaker is our RL agent. Here, our RL problem can be defined using a tuple $(\Omega^S_{z_1}, \Omega^A_{z_1}, \Omega^R_{z_1})$, where $\Omega^S_{z_1}$ is the state space, $\Omega^A_{z_1}$ is the action space, and $\Omega^R_{z_1}$ is the reward space. We define the state space in a way that satisfies the Markovian property. We define the state space of the first step of CL, $\Omega^S_{z_1}$, as the set of all possible events that the agent can observe, $\Omega^S_{z_1} = \{e_j | e_j \in E, E_{inp}, E_f\}$. This state space includes all of the initial, intermediary, and final events. We define $\lambda_{m,n} \in \Omega^S_{z_{mn}}$ as the state of the agent at time slot $n$ of episode $m$, which represents the observed event of the speaker, $e^S_{m,n}$.

In the first step of CL, for each $e_j$, we want to find all possible subsets of $B_{\text{comp}}$ with cardinality $l$ that can be pruned. Thus, we define the first step’s action space, as all possible subsets of $B_{\text{comp}}$ with cardinality of $l$, as $\Omega^A_{z_1} = \{b_i | b_i \in B\}$. We define $\lambda_{m,n}$, the action of the agent in time slot $n$ of episode $m$. Now, the used description of the speaker in time slot $n$ of episode $m$, $B_{z_{mn}}$, will be: 

$$ B_{z_{mn}} = \{b_i | b_i \in B\} $$. 

\[ B_{m,n}^S = \left\{ B_{m,n}^{\text{comp}} \setminus a_{m,n} \mid a_{m,n} \in \Omega_{z_1}^A \right\}. \] (7)

Here, the speaker will eliminate \( a_{m,n} \) from \( B_{m,n}^{\text{comp}} \), and use the remaining beliefs for the description of the observed event.

The reward function, \( R_{z_1} \), defined as \( R_{z_1} : \Omega_{z_1}^S \times \Omega_{z_1}^A \rightarrow \Omega_{z_1}^R \), captures the expected immediate reward gained by the agent for taking each action in each state. We define \( R_{z_1}(\lambda_{m,n}, a_{m,n}) \) as the gained reward of taking action \( a_{m,n} \in \Omega_{z_1}^A \) at state \( \lambda_{m,n} \in \Omega_{z_1}^S \). For defining \( R_{z_1} \), we must consider the objectives of the system, which include minimizing the task execution time and belief transmission cost. The effect of an action on the task execution procedure can be determined, based on the current observed event and the next event. Therefore, we have:

\[
R_{z_1}(\lambda_{m,n}, a_{m,n}) = \begin{cases} 
-C_{m,n}^S + R_k & \lambda_{m,n+1} \in E_f, \\
-C_{m,n}^S - C_k & \lambda_{m,n+1} \in E_i, \\
-C_{m,n}^S & \lambda_{m,n+1} \in E_{\text{int}}.
\end{cases}
\] (8)

Here, \( C_{m,n}^S \) is the transmission cost of the used description in slot \( n \) of episode \( m \), defined in (2). \( k \) is the type of executed task in episode \( m \). \( R_k \) and \( C_k \) are the reward and cost of task execution and delay for type \( k \), respectively. The first case in (8) is the scenario in which the next observed event, \( \lambda_{m,n+1} \), is a final event, and thus, the ongoing task in episode \( m \) is completed. We consider a reward \( R_k \) to encourage the agent to take such actions in each event. The second case is when the next event is an initial event. The initial events can only be observed at the first time slot of each episode. Thus, if we have \( \lambda_{m,n+1} \in E_i \) for \( n \geq 1 \), then the action taken at time slot \( n \) is delaying the task execution. Hence, we consider a cost \( C_k \) for such actions. The last case captures the scenario in which the next observed event is an intermediary event, where we only consider the transmission cost of the action.

2) RL for Step \( l \) of the CL: Now, we want to define \( \Omega_{z_1}^S \), \( \Omega_{z_1}^A \), and \( \Omega_{z_1}^R \) for the state space, action space, and reward space of step \( l \) of the CL method. The state space and reward space of step \( l \) are defined as the same as the first step. However, the action space definition for \( l \geq 2 \) differs from the first step. Here, we use the gained experiences in the previous steps to initialize the action space. We also must define a specific action space \( \Omega_{z_1, e_j}^A \) for each event \( e_j \) in \( l \geq 2 \). We define \( \Omega_{z_1, e_j}^A \), based on the output of the first and \( (l-1) \)th CL steps, captured by \( B_{e_j, z_1}^{\text{prun}} \) and \( B_{e_j, z_1-1}^{\text{prun}} \). Therefore, we have:

\[
\Omega_{z_1, e_j}^A = \left\{ \{ b_{i_1}, b_{i_2}, \ldots, b_{i_l} \} \mid b_{i_1} \in B_{e_j, z_1}^{\text{prun}}, b_{i_2} \in B_{e_j, z_1-1}^{\text{prun}}, \ldots, b_{i_l} \in B_{e_j, z_1-1}^{\text{prun}} \right\}. \] (9)

Each element of \( B_{e_j, z_1}^{\text{prun}} \) and \( B_{e_j, z_1-1}^{\text{prun}} \), can be separately eliminated from \( B_{m,n}^{\text{comp}} \) while maintaining a perfect description of \( e_j \). Hence, the candidates for pruning at step \( l \) of CL are the combinations of the elements of these sets. The computation of \( B_{m,n}^S \) in step \( l \) of the CL is similar to the first step in (7).

C. Proposed Top-Down CL Algorithm

In Algorithm 1, we summarize the proposed top-down CL algorithm for solving the introduced optimization problem. In step 1, we initialize the input variables. In step 2, the first step of CL method is executed. In step 3, for \( l = 1 \), we perform RL by \( \Omega_{z_1}^S \), \( \Omega_{z_1}^A \), and reward function of (6). In step 4, we calculate \( B_{e_j, z_1}^{\text{comp}} \) for each \( e_j \), using Q values. In step 5, if we have a unique action space for all events. However, in step 6, the steps and the other steps is in the action space. In the first step, we use a traditional RL solution that performs random exploration between all subsets of \( B \) to solve the optimization in (5).

**Algorithm 1: Top-Down Curriculum Learning**

1. **Inputs:** \( E, B, C_i \); The cost of using belief \( i \), and \( B^{\text{comp}} = B \).
2. For \( (l = 1 : B - 1) \) do
3. 1. If \( l = 1 \) then
4. 2. Compute \( \Omega_{z_1}^S = E \).
5. 3. Compute \( \lambda_{m,n} \) based on the output of the first and \( (l-1) \)th CL steps.
6. 4. Compute \( \lambda_{m,n+1} \) based on \( \lambda_{m,n} \), \( E_i \), and \( E_f \).
7. 5. Compute \( \Omega_{z_1}^R \) based on \( \lambda_{m,n+1} \) and \( \lambda_{m,n} \).
8. 6. Compute \( \Omega_{z_1}^A \) based on \( \lambda_{m,n+1} \) and \( \lambda_{m,n} \).
9. 7. Compute \( \lambda_{m,n+1} \) based on \( \lambda_{m,n} \) and the output of the first and \( (l-1) \)th CL steps.
10. 8. Compute the optimal action space for each \( e_j \).
11. 9. Compute the optimal action space for each \( e_j \).
12. 10. Compute the optimal action space for each \( e_j \).
13. 11. Compute the optimal action space for each \( e_j \).
14. 12. Compute the optimal action space for each \( e_j \).
15. 13. Compute the optimal action space for each \( e_j \).
16. 14. Compute the optimal action space for each \( e_j \).
17. 15. Compute the optimal action space for each \( e_j \).
18. 16. Compute the optimal action space for each \( e_j \).
19. 17. Compute the optimal action space for each \( e_j \).
20. 18. Compute the optimal action space for each \( e_j \).
21. 19. Compute the optimal action space for each \( e_j \).
22. 20. Compute the optimal action space for each \( e_j \).
23. Outputs: \( B_{e_j, z_1}^{\text{opt}}, \forall e_j \in E \).

**Fig. 1.** Comparison of the proposed CL with traditional RL in terms of the task execution time.
in $\mathcal{B}$ for describing each event in each time slot. The x-axis indicates the different pruning steps. Figs. 3(a)-3(b) show that at the beginning step of the pruning, the transmission cost and task execution time of our model is higher than the non-semantic. However, by pruning the unnecessary beliefs one by one, the transmission cost decreases and at the end of pruning yields a two-fold improvement compared to non-semantic, as seen in Fig. 3(a). In addition, the task execution time is also reduced by gradually pruning the unnecessary beliefs, as seen in Fig. 3(b). The increase of the task execution time at pruning step $5$ stems from the increase in the size of $\mathcal{B}_{C_j,z_l}^{\text{prun}}$. In particular, for our simulation setup $\mathcal{B}_{C_j,z_l}^{\text{prun}}$ for $l = 5$ has the greatest cardinality, thereby resulting in more imperfect descriptions of events at step 5 of pruning and increasing the task execution time. However, subsequently, the size of $\mathcal{B}_{C_j,z_l}^{\text{prun}}$ decreases, and the task execution time of our model is reduced and converges to non-semantic.

V. CONCLUSION

In this paper, we have studied the problem of goal-oriented semantic communications. We have defined a new model that allows a speaker and a listener to use a common language, called beliefs, to execute system tasks based on observed environmental events. Then, we have introduced an optimization problem to find the abstract and perfect description of each event to minimize the task execution time and the belief transmission cost. For solving the introduced optimization problem, we have proposed a novel CL framework, which determines the optimum description of each event by gradually eliminating the unnecessary beliefs for each event. Simulation results show how the proposed CL method significantly improves the task execution time and reduces transmission costs compared to traditional RL and classical non-semantic models.
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