Efficiency of Surface Monitoring Layouts for Retrieving Accurate Moment Tensors in Hydraulic Fracturing Experiments
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Abstract—We study the sensor layouts of surface monitoring systems for injection areas in hydraulic fracturing experiments, which maximize the accuracy of retrieved moment tensors. The moment tensors (MTs) are determined using noisy synthetic P-wave amplitudes of microearthquakes with varying mechanisms. An optimum sensor layout is searched by minimizing a difference between the true and inverted MTs. First, we tested the efficiency of the circular networks. We focused on one-circle and two-circle layouts of various sizes and numbers of sensors on each circle and with their centre in the epicentral region. The results show that the optimal layout for events distributed within a circular epicentral area is characterized by: (1) one sensor fixed in the centre of the area; (2) about 1/10 of the total number of sensors gathered near the centre; and (3) the rest of sensors evenly distributed on a circle surrounding the area with the take-off angle of 135°. In homogeneous media, this angle corresponds to the radius of the circle comparable with depth of microearthquakes. Second, we compared the efficiency of the circular layout with other layouts: regular-grid, star-shaped and uniform focal-sphere layouts. Taking 25 sensors and 81 sensors as examples, we show that the two-circle layout is always the best, which means that we can achieve more accurate MTs using the circular layout than with other layouts, if the number of sensors in the experiment is fixed. This contradicts a common opinion that networks, which cover the target area, work equally well irrespective of their layout.
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1. Introduction

Microseismic monitoring using surface networks is popular because of its flexibility and low cost (Duncan, 2005). Their layouts can be designed for various purposes: to enhance the signal-to-noise ratio (SNR) of recorded waves, to detect low-magnitude seismic events or to provide their accurate locations, energy, focal mechanisms or seismic moment tensors (MTs). Each of these goals needs its own specific sensor layout in order to produce the most accurate results, and many authors have conducted research on the sensor arrangement designed for these individual purposes (Anikiev et al., 2014; Chambers et al., 2010; Chen et al., 2019; Eaton & Forouhideh, 2011; Eisner et al., 2009, 2010; Eyre & van der Baan, 2017; Mesimeri et al., 2021; Pesicek, 2016; Schweitzer et al., 2011; Staněk et al., 2017; Viegas et al., 2012; Wessels et al., 2011; Zhang et al., 2011).

With respect to determining accurate focal mechanisms and MTs, various surface monitoring systems were compared or evaluated (Duncan & Eisner, 2010; Ren et al., 2020; Šílený, 2009; Staněk et al., 2014). Šílený (2009) showed that determining accurate non-double-couple (non-DC) components of MTs in local studies is data demanding and needs a dense station configuration, if errors in the event location and velocity profile are realistic. Duncan and Eisner (2010) described history and practice of the regular-grid and star-pattern surface and near-surface networks for reservoir monitoring. Staněk et al. (2014) showed that a star-like surface network provides a very stable inversion up to a very high level of noise in data. Eyre and van der Baan (2017) compared the reliability of MT solutions from a star-like surface network and two- and three-borehole arrays.
Ren et al. (2020) showed that the offset-to-depth ratio $R$ is an important parameter in the regular-grid surface monitoring. Under the influence of noise and location errors, a sensor layout with an optimum ratio $R$ can significantly improve the accuracy of the MT inversion.

In summary, the authors showed that the surface monitoring in field experiments and in situ studies could obtain accurate MTs of microseismic events, when a high number of sensors is used and the sensors densely cover the studied area. In some experiments, even thousands of sensors are used for data collection (Duncan & Eisner, 2010; Eisner et al., 2010; Staněk et al., 2014, 2017), when accurate MTs are to be determined. However, not all microseismic monitoring projects can use such a huge number of sensors. If the number of sensors is limited or the sensors are not arranged reasonably, the MT inversion results will not be satisfactory. Hence, an optimum sensor arrangement is crucial for achieving a high accuracy of MTs.

In addition to the most common regular-grid layout and star-shaped layout, the form of circular or ring layouts has also been applied or studied in projects of various scales, such as the NORSAR in southern Norway, ARCES in northern Norway, GERES in southeast Germany and the local FORGE seismic network in southcentral Utah, etc. (Bungum et al., 1971; Mesimeri et al., 2021; Pankow et al., 2020; Schweitzer et al., 2011). Even though these circular layouts differ in the number of circles, the number of sensors, the layout span and the main research purpose, it is clear that the circular layouts have a great potential.

Aiming at designing a cost-effective surface network for determining high-resolution MTs, we test the efficiency of various sensor layouts under the condition of a limited number of sensors. We continue in the work of Ren et al. (2020), in which the efficiency of the regular-grid networks is studied. Here, we extend this work and study the efficiency of other sensor layouts. We focus on a seismicity produced by injection of fluids in hydraulic fracturing experiments, where the position and depth of the focal area are known. In this case, it is not necessary to deploy a high number of sensors covering uniformly a large area, but we can use a lower number of sensors and position them in a much more effective way. We start with a simple circular sensor network with one or two circles of sensors of a different radius and sensor density. After finding an optimum arrangement, we compare this layout with the regular-grid, star-shaped and uniform focal-sphere networks. Based on extensive testing, we show that a circular sensor layout is a good alternative for retrieving accurate MTs and we propose general rules for designing optimally arranged networks.

2. Methods

2.1. Calculation of Moment Tensors

Compared to the focal mechanism solutions from first-arrival polarities and the full-waveform inversion, the amplitude inversion is simple but still a very powerful method (Baig & Urbancic, 2010; Eyre & van der Baan, 2015; Vavryčuk et al., 2017). It is applicable even to complicated 3D structures, if the Green’s functions are calculated by the ray theory (Červeny, 2001). In addition, considering complexities and uncertainties in the propagation of S waves (Vavryčuk, 1997), only the P-wave amplitude inversion is often applied. In this way, we eliminate effects such as the shear-wave splitting, caustics and triplications frequently observed in the S waveforms in inhomogeneous, anisotropic media (Vavryčuk, 2003a, 2003b, 2007, 2008). These effects should be considered for the accurate MT inversion of the S waves but they are very difficult to model. By contrast, the P-wave inversion was proved to be robust and rather insensitive to an inaccurately known velocity model (Šílený & Vavryčuk, 2000, 2002; Stierle et al., 2014a, 2014b).

The moment tensor inversion is based on the following formula, which is valid for time-independent moment tensors of point sources:

$$u = Gm,$$

where $m$ is the moment vector composed of six components of moment tensor $M$. 
\[
\mathbf{m} = [M_{11}, M_{22}, M_{33}, M_{23}, M_{13}, M_{12}]^T,
\]
\[
\mathbf{u} \text{ is the } n \times 1 \text{ vector, representing the vertical component of displacement amplitudes observed at sensors, and } n \text{ is the number of observed amplitudes for a given event. } \mathbf{G} \text{ is the } n \times 6 \text{ Green's function space-derivative matrix, which represents the medium response between the sensor and the source:}
\]
\[
\mathbf{G} = \begin{bmatrix} g^{(1)} \\ g^{(2)} \\ \vdots \\ g^{(n)} \end{bmatrix} = \begin{bmatrix} G_1^{(1)} & G_2^{(1)} & G_3^{(1)} & G_4^{(1)} & G_5^{(1)} & G_6^{(1)} \\
G_1^{(2)} & G_2^{(2)} & G_3^{(2)} & G_4^{(2)} & G_5^{(2)} & G_6^{(2)} \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
G_1^{(n)} & G_2^{(n)} & G_3^{(n)} & G_4^{(n)} & G_5^{(n)} & G_6^{(n)} \end{bmatrix}
\]
\[
G_k^{(i)} (k = 1, 2, \ldots, 6) \text{ is the element of the Green's function matrix for the } i\text{-th vertical sensor:}
\]
\[
G_1^{(i)} = G_{13,1}^{(i)} \\
G_2^{(i)} = G_{23,2}^{(i)} \\
G_3^{(i)} = G_{33,3}^{(i)} \\
G_4^{(i)} = G_{23,3}^{(i)} + G_{33,2}^{(i)} \\
G_5^{(i)} = G_{13,3}^{(i)} + G_{33,1}^{(i)} \\
G_6^{(i)} = G_{23,1}^{(i)} + G_{13,2}^{(i)}
\]
\[
\frac{\partial G_{p3-m}}{\partial x_m} \text{ is the spatial derivative } \partial G_{p3}/\partial x_m \text{ and } G_{p3} \text{ is the vertical component of the amplitude at the receiver measured along the } x_m\text{-axis produced by the point force at the source directed along the } x_p\text{-axis.}
\]
\[
\text{For surface monitoring (Fig. 1), we get the following form of components } G_k \text{ (Pettitt, 1998; Pujol & Herrmann, 1990):}
\]
\[
\begin{align*}
G_1 &= -\cos \theta \cdot S \cdot \sin^2 \theta \cos^2 \varphi / d \\
G_2 &= -\cos \theta \cdot S \cdot \sin^2 \theta \sin^2 \varphi / d \\
G_3 &= -\cos \theta \cdot S \cdot \cos^2 \theta / d \\
G_4 &= -\cos \theta \cdot S \cdot \sin 2\theta \sin \varphi / d \\
G_5 &= -\cos \theta \cdot S \cdot \sin 2\theta \cos \varphi / d \\
G_6 &= -\cos \theta \cdot S \cdot \sin^2 \theta \sin 2\theta \varphi / d
\end{align*}
\]
\[
\text{where } S = \frac{1}{4\pi \rho v_p}, d \text{ is depth of the source and trigonometric functions of angles } \theta \text{ and } \varphi \text{ reflect the radiation pattern of individual force couples of the source. It should be noted that the formula of } G_{k1,2} \text{ in Table 2.2 of Pettitt (1998) is wrong, and } G_{k1,2} \text{ should be equal to } \frac{1}{r} \cdot \sin^2 k \cdot \sin 2\varphi.\]

When inverting Eq. (1), we use the least-squares method to calculate the moment tensor:
\[
\mathbf{M} = (\mathbf{G}^T \mathbf{G})^{-1} \mathbf{G}^T \mathbf{u}.
\]

### 2.2. Definition of Moment Tensor Errors

In the synthetic tests, we assume a large number of random moment tensors. By setting the parameters of the medium, the theoretical first P-wave amplitudes at the sensors can be calculated. Then the amplitudes are disturbed by noise, and the moment tensor inversion is carried out again using the noisy amplitudes. The difference between the true MT and the MT retrieved using the noisy data is calculated as follows (Vavryčuk et al., 2017; Willemann, 1993):
\[
E_{MT} = \frac{1}{N} \sum_{k=1}^{N} \cos \left( \frac{1}{2} \frac{M_{ij}^{(k,\text{true})} - M_{ij}^{(k,\text{noisy})}}{M_{ij}^{(k,\text{true})} + M_{ij}^{(k,\text{noisy})}} \right)
\]
\[
\text{where } E_{MT} \text{ is the average moment tensor error (also named MT error, in degrees) of } N \text{ simulations for the same sensor layout, } i,j = 1,2,3; M_{ij}^{(k,\text{true})} \text{ are the components of the } k\text{-th true moment tensor; } M_{ij}^{(k,\text{noisy})} \text{ are the components of the } k\text{-th moment tensor inverted from noisy amplitudes, and quantities } M^{(k,\text{true})} \text{ and } M^{(k,\text{noisy})} \text{ are the scalar moments defined by their Euclidean norms:}
\]
The main reason, why we choose to use \( E_{MT} \) calculated using Eqs. (7) and (8) is that this error metric can more comprehensively represent the change of MTs, because it reflects differences in the double-couple as well as in the non-double-couple parts of MTs. In addition, this metric is the most common metric applied to tensors. For double-couple focal mechanisms, the \( E_{MT} \) roughly corresponds to the angle of the source mechanism rotation. Besides, both the true MTs and noisy MTs are further decomposed according to Vavryčuk (2001, 2011) into the isotropic (ISO), double-couple (DC) and compensated linear vector dipole (CLVD) components. The DC percentage is often used as an indicator for a shear-tensile characteristic of seismic events. Therefore, we also evaluate the accuracy of the MT inversion by calculating uncertainties in the DC percentage (Ren et al., 2020; Šílený, 2009) as follows:

\[
E_{DC} = \frac{1}{N} \sum_{k=1}^{N} \left| DC_{k}^{noisy} - DC_{k}^{true} \right|,
\]

where \( E_{DC} \) is the average error of the DC component (also named DC error, in %) of \( N \) simulations for the same sensor layout; \( DC_{k}^{noisy} \) is the DC percentage of the \( k \)-th event calculated from noisy data, and \( DC_{k}^{true} \) is the true DC percentage of the \( k \)-th event.

2.3. Numerical Simulations

2.3.1 Source Simulations

In the optimization process, we use \( N = 10,000 \) random focal mechanisms for each type of the sensor layout and for each focal mechanism simulation. We add random noise with a uniform (flat) probability distribution between \(-10\%\) and \(+10\%\) of the maximum amplitude of all events recorded at the nearest sensor. In order to ensure the randomness of the source mechanism selection, we use random MT components \( M_{ij}^{(true)} \) ranging between \(-1\) and \(1\).

As the strike-slip events (with strike 45°, dip 90° and rake 0°) and the dip-slip events (with strike 45°, dip 90° and rake 90°) have been often studied by other authors (Eyre & van der Baan, 2017; Maxwell et al., 2010; Ren et al., 2020; Staněk et al., 2014; Wessels et al., 2011), we also simulate events with these two particular focal mechanisms. In this way, we check, whether the results deviate from those for the events with random focal mechanisms. Since focal mechanisms in active areas always display some variations, we do not fix the strike, dip, and rake angles, but we set a 10° fluctuation interval for all three angles. For strike-slip events, we use strikes between 40°–50°, dips between 80°–90°, and rakes between –5° and 5°. For dip-slip events, we use strikes between 40°–50°, dips between 80°–90°, and rakes between 85°–95°. The slope angle \( z \) (the inclination of the slip vector from the fault) defines a tension/compression character of the shear-tensile event (Vavryčuk, 2001), and it is randomly selected between 0°–90° both for strike-slip and dip-slip events. Event simulations are repeated in both two groups 10,000 times, respectively. The definition of moment tensor errors is the same as that of the random focal mechanisms.

2.3.2 Medium Simulations

In numerical simulations, we assume a homogeneous medium with density of 2700 kg/m³. The P-wave velocity is 5000 m/s, and the Poisson’s ratio is 0.25. The goal of this study is to perform synthetic tests, which compare the efficiency of different sensor layouts, hence using a more complicated model is not essential for this study. In addition, a homogeneous isotropic medium is often a good approximation in P-wave studies of the local microseismicity, where rays are close to straight lines and their take-off angles from the source do not significantly deviate from those in the homogeneous medium (Červený, 2001; Eide et al., 2018; Onnis & Carcione, 2017).
2.3.3 Sensor Layout Simulations

In the optimizing process of the circular layout, we assume all events fixed at depth of 1000 m directly below the central sensor in Sect. 3.1. In order to mimic a real situation, we further assume events randomly located in a cylinder (centroid: 0, 0, 1000 m; radius: 500 m; depth: from 900 to 1100 m) in Sect. 3.2 and Sect. 3.3. The size of this cylindrical area is similar to the range of 9 strongest microseismic events induced during hydraulic fracturing of the Montney Shale in Canada (Pesicek et al., 2016), where a rounded regular grid layout of sensor is deployed.

First, we consider a circular configuration of sensors, which is the simplest azimuthally symmetric sensor layout. The azimuthal symmetry is advantageous, because all azimuths are uniformly covered. The central sensor is prominent, because it constrains depth of foci and it is positioned in the centre of the focal sphere. Since this sensor is the nearest one, it is also the most sensitive sensor with a high SNR. This layout is, in particular, popular in monitoring seismicity in hydrofracturing, geothermal, and multi-azimuthal anisotropic experiments (Novitsky et al., 2018; Tsuji et al., 2011; Vavryčuk et al., 2004), and for detecting nanoseismicity (Wust-Bloch & Joswig, 2006). The design of the circular layout is divided into two steps: the optimization of one circle and the optimization of two circles. In order to ensure the stability of the inversion and the symmetry of the sensor layout, both circular layouts have one sensor fixed at the centre of the circle(s). For the tests, we take a total of 50 sensors of the network as an example (see Fig. 2); however, the results are basically the same also for other numbers of sensors larger than 6, which is the minimum number of sensors required for the P-wave amplitude inversion.

In both the one-circle and two-circle layouts, the sensors on each circle are evenly distributed according to the azimuth angle. For the two-circle layout, the number of sensors on Circle 1 and Circle 2 is changed during the optimization process. The number of sensors on the outer circle is not specified, but Circle 1 always has more sensors than Circle 2. We limit the take-off angle to sensors by varying the circles’ radii to the interval of 120°–180° on Circle 2 in steps of 1°. Outside these intervals, the errors are quite high and not worth being analysed.

3. Results

3.1. Fixed Event Location

First, we assume random focal mechanisms of events with a fixed location at the centre of the sensor layouts at depth of 1000 m. Figure 3 shows the error $E_{MT}$ corresponding to different take-off angles to the sensors for the one-circle layout shown in Fig. 2a. The total number of sensors is 50. When the take-off angle is around 131°, the $E_{MT}$ is minimum being about 4.5°. The take-off angles ranging from 124° to 138° yield still a low error, which is smaller than 5°, but outside this angle interval, the MT error becomes significantly larger.

Since the one-circle layout only results in a single take-off angle, apart from the central sensor, we also consider a two-circle layout as shown in Fig. 2b. Since the total number of sensors is 50, we study various combinations of the number of sensors distributed on Circle 1 and Circle 2. We consider all possible combinations, but we show results only for some of them (Fig. 4).

Figure 4 shows the error $E_{MT}$ of the two-circle layout within the specified range of take-off angles, when 2/6/10/14/18/22 sensors are set on Circle 2 (corresponding to 47/43/39/35/31/27 sensors on Circle 1). We conclude:

1. The take-off angles have a great influence on the $E_{MT}$ in each combination. For the situations which are not included in Fig. 4, such as both the take-off angles to Circle 1 and Circle 2 are smaller than 110°, their $E_{MT}$ are quite large and we do not show them in figures.

2. The minimum error $E_{MT}$ corresponding to each combination varies. For example, the $E_{MT}$ corresponding to 6 sensors on Circle 2 (Fig. 4b) is lower than 3.8°, but when 22 sensors are set on Circle 2 (Fig. 4f), the $E_{MT}$ is higher than 4.5°.

3. The take-off angles of the two circles corresponding to the optimal layout vary for each combination. If the number of sensors is low on
Circle 2 (Fig. 4a), the optimal layout is characterized by take-off angles of Circle 2 close to $180^\circ$. This means that the sensors are concentrated near the centre of the circle. The take-off angle corresponding to Circle 1 is about $135^\circ$. When the number of sensors is relatively high on Circle 2 (Fig. 4e), the optimal layout is characterized by take-off angles of $156^\circ$ and $133^\circ$ for Circle 2 and Circle 1, respectively.

Figure 5 summarizes the results for all sensor combinations. Figure 5a implies that setting too many or too few sensors on Circle 2 increases the error $E_{MT}$. The optimum number of sensors on Circle 2 is 5. Figure 5b shows the optimum take-off angles to the two circles corresponding to the optimum layout in each combination. The take-off angle corresponding to Circle 1 is always between $130^\circ$ and $136^\circ$, but the take-off angle to Circle 2 varies. If the number of sensors on Circle 2 is less than 10, the take-off angles are close or equal to $180^\circ$. This means that the sensors on Circle 2 form a micro-array around the central sensor. If the number of sensors on Circle 2 is greater than 10, the radius of Circle 2 starts to increase.

A detailed behaviour of the $E_{MT}$ for the optimum layout is shown in Fig. 6. The layout consists of 44 sensors on Circle 1, 5 sensors on Circle 2 and one central sensor. In our simulations, we assumed that noise is independent for each sensor. This limits the size of the micro-array of sensors around the central stations should be very small (with take-off angle close to $180^\circ$) but not smaller than a predominant wavelength of seismic noise. In this way, we ensure that observations on sensors of Circle 2 will not be influenced by noise in the same way.

3.2. Varying Event Location

Next, we simulate events randomly located in a cylindrical area (centroid: 0, 0, 1000 m; radius: 500 m; depth: from 900 to 1100 m). The other parameters remain unchanged. The minimum errors...
$E_{MT}$ and $E_{DC}$ are calculated for the two-circle layouts with 10–100 sensors and the corresponding optimal layout parameters are analysed.

Figure 7 shows minimum MT errors obtained with the optimal circular layout as a function of the number of sensors at Circle 2 and of the total number of sensors. The take-off angle to Circle 2 is 177$^\circ$, which corresponds to a radius of 52 m. However, as seen in Fig. 6, other take-off angles in the range of 165$^\circ$-180$^\circ$ corresponding to the radius of Circle 2 between 0 and 260 m will work equally well. Figure 7 indicates that errors $E_{MT}$ and $E_{DC}$ gradually decrease as the number of sensors increases. The decrease rate is fast for a low number of sensors and it becomes slower for a higher number of sensors. For example, increasing the number of sensors from 10 to 20, the $E_{MT}$ error reduces considerably by nearly 3$^\circ$. If we increase the number of sensors from 90 to 100, the $E_{MT}$ error reduces by 0.2$^\circ$ only. Compared with the minimum $E_{MT}$ error of the optimal layout for events fixed at the centre in Fig. 5, the error of events with a varying location (within a cylinder with a diameter of 1000 m and a height of 200 m) has increased by about 0.5$^\circ$ when 50 sensors are used. Even if the foci range is further expanded,
the efficiency of the MT inversion is not significantly changed.

Figure 7 also indicates the number of sensors on Circle 2 required for the optimal circular layout. This number is about 1/10 of the total number of sensors. However, because of noise in data and a rather shallow minimum of $E_{MT}$, the optimum sensor number may slightly vary. This is the reason why the red stars do not form exactly the straight line. These deviations can be considered as insignificant.

3.3. Comparison of the Circular Layout with Other Layouts

In surface monitoring, a regular-grid layout and a star-shaped layout of sensors have been studied and applied by many authors (Duncan & Eisner, 2010; Eyre & van der Baan, 2017; Ren et al., 2020; Staněk et al., 2014). Therefore, we compare the accuracy of the MT inversion between our proposed circular layout, a regular-grid layout and a star-shaped layout.
Figure 7
The minimum errors $E_{MT}$ and $E_{DC}$ as a function of the total number of sensors $N$. The optimum number of sensors on the inner circle (Circle 2) is indicated by red points for each sensor configuration.

Figure 8
Focal sphere coverage of five different sensor layouts for the event located at the position (0, 0, 1000 m). Upper panels—layouts with 25 sensors, lower panels—layouts with 81 sensors. The red crosses mark the centres of the layouts. The outer circle in panels corresponds to the horizontal ray directions.
using 25 (Fig. 8a–e) and 81 sensors (Fig. 8f–j). The parameters of the medium and of events are the same as in the previous simulation with a varying event location.

The layouts are defined as follows (see Fig. 8): The circular layout is formed by $1 \times 1$ and $9 \times 9$ sensors, respectively. The regular-grid is formed by $5 \times 5$ and $9 \times 9$ sensors, and the star-shaped layout is formed by $3 \times 8 + 1$ and $10 \times 8 + 1$ sensors, respectively. For parameters of the regular-grid layout, we refer to Ren et al. (2020): the offset-to-depth ratio is set to 1, and all sensors are evenly arranged in a square with a side length twice the depth of the source. For parameters of the star-shaped layout, we refer to Eyre and van der Baan (2017). Each ‘arm’ of the network consists of 3 and 10 sensors spaced at 333 m and 100 m intervals, respectively.

In addition to the regular-grid on the surface, we also consider a uniform layout on the focal sphere, because studies mention that the uniform coverage of sensors on the focal sphere is important for determining accurate MTs (Eyre & van der Baan, 2015; Kwiatek et al., 2016; Pesicek et al., 2016; Šílený, 2009; Vavryčuk et al., 2017). The uniform focal-sphere layout is modelled using the publicly available Matlab code S2-Sampling-Toolbox (https://github.com/AntonSemechko/S2-Sampling-Toolbox). The code can generate an approximately uniform triangular tessellation of a unit sphere by minimizing generalized electrostatic potential energy of a system of charged particles. Based on this code, we obtain the take-off angles and azimuth angles of the sensors that are almost evenly arranged either on the full focal sphere (Fig. 8e,j) or on a part of the focal sphere within the radius of Circle 1 (Fig. 8d,i). In addition, as it is unlikely that sensors collect all records in an engineering project, we assume that 2 and 15 amplitudes at randomly selected sensors are lost for the layouts of 25 and 81 sensors, respectively.

Table 1 shows layouts ordered according to both errors $E_{MT}$ and $E_{DC}$ as follows: circular layout < regular-grid layout < star-shaped layout < uniform partial focal-sphere layout < uniform full focal-sphere layout. The circular layout always behaves best, but the improvement is rather weak, the MT and DC errors of the circular layout being only about 0.1 ($^\circ$ or %) lower than those of the regular-grid layout. The advantage of the circular layout is more obvious with respect to the star-shaped layout and the uniform focal-sphere layouts. It seems surprising that the MT and DC errors and their standard deviations are always the largest for the uniform focal-sphere layouts. We will explain this phenomenon in the Discussion section. In addition, results for two other cases are provided in the Electronic Supplement; namely the case of using Gaussian noise (Table S1) and the case of using noise of uniform probability distribution without amplitude loss (Table S2). The results are basically consistent with Table 1.

The errors are calculated for a varying event location. In order to mimic real working conditions,
the MT inversion is performed for incomplete data: amplitudes at 2 and 15 randomly selected sensors are ignored for the layout of 25 and 81 sensors, respectively.

In addition to the results of random focal mechanisms, Fig. 9 shows the errors of the MT inversion corresponding to five different sensor layouts for strike-slip and dip-slip events when using 25 or 81 sensors. Sensor layout parameters are the same as in Fig. 8, and events are randomly located in the cylindrical area. As far as the $E_{MT}$ error is concerned, the circular layout always performs best irrespective of the type of the focal mechanism. The uniform partial as well as full focal-sphere layouts still perform the worst. The regular-grid layout is better than the star-shaped layout. The errors of dip-slip events are always higher than those of strike-slip events irrespective of the layouts. The situation with $E_{DC}$ error is more complicated. The circular layout no longer performs best. For strike-slip events, the star-shaped layout has the smallest error. But for dip-slip events, the smallest error belongs to the regular-grid layout. However, the differences are very tiny. There are three main reasons for observing a different efficiency of layouts for $E_{DC}$ and $E_{MT}$: (1) $E_{DC}$ and $E_{MT}$ reflect different properties of MTs. (2) The decomposition of DC component from the MT is a non-linear procedure, hence the $E_{DC}$ and $E_{MT}$ errors are not related in a simple linear way. Consequently, a lower $E_{MT}$ error does not mean necessarily a lower $E_{DC}$ error. (3) Since the tensile angles of both the strike-slip and dip-slip events are randomly selected between $0^\circ$-$90^\circ$, this situation is different from the analysis of pure shear events (Ren et al., 2020), which

![Figure 9](image_url)

The errors corresponding to five different sensor layouts for two types of focal mechanisms (strike-slip and dip-slip) and for the varying event location when 25 sensors (2 randomly amplitudes are ignored) and 81 sensors (15 randomly selected amplitudes are ignored) are used, respectively. Uniform 1 and Uniform 2 mean the uniform partial and full focal-sphere layouts, respectively.
means the DC error of the strike-slip events is not always smaller than that of the dip-slip events. The uniform focal-sphere layouts still behave worst.

4. Discussion

The circular layout has the following advantages:
(1) The azimuthal coverage is uniform and comprehensive. (2) The condition number, defined as the ratio between the largest and smallest singular values of the matrix $G$, is smaller than that for the regular-grid layout and for the star-shaped layout (see Table 2). Dufumier and Rivera (1997) mentioned that the solution may become very unstable for high condition numbers. Interestingly, the condition number is smaller for the uniform full focal-sphere layout than for the circular layout. However, since the hypocentral distances of sensors near the edge of the focal sphere are large in the uniform full focal-sphere layout, the amplitudes are relatively small. Hence, the number of amplitudes with a very low SNR ($< 1$) is much higher than that in the other layouts (Fig. 10). Consequently, the uniform full focal-sphere layout is handicapped by incorporating too distant sensors. This is the reason why the MT and DC errors of the uniform full focal-sphere layout are always the largest in Table 1 and Fig. 9. At the same time, Fig. 10 shows that the statistics of amplitudes with a low SNR ($< 10$) in the circular layout are very similar to the regular-grid layout and the star-shaped layout. Combining the influence of the condition number and the SNR distribution, the circular layout can obtain the highest MT inversion efficiency.

Obviously, the efficiency of the uniform full focal-sphere layout can be improved by removing the distant sensors with a low SNR. For example, we can limit the positions of sensors within Circle 1 as done in the uniform partial focal-sphere layout. As expected, if the distant sensors are removed, the MT and DC errors decrease (Table 1 and Fig. 9). However, this layout is faced with another difficulty: the distribution of sensors is not optimum at angles close to Circle 1, because it is not symmetric. Consequently, the condition number is higher than that for the circular, star-shaped or the regular-grid layouts (Table 2). This leads to a lower accuracy of the results compared to the mentioned more symmetric layouts.

When optimizing circular sensor arrangements, we show that the two-circle layout works better than the one-circle layout. The presence of the central sensor located at the epicentre is quite important in both the layouts. The optimum two-circle layout differs from the one-circle layout by moving some sensors from the circle to the immediate vicinity of the central sensor. This underlines a significant role of observations just at the epicentral area. In the

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure10.png}
\caption{Statistics of the signal-to-noise ratio (SNR) lower than 10 corresponding to the five different layouts with a varying event location. The number of sensors is 25 and no loss of amplitudes is assumed for all 10,000 events. Uniform 1 and Uniform 2 mean the uniform partial and full focal-sphere layouts, respectively.}
\end{figure}
process of optimizing the circular layout, the design strategy for a 9-element array proposed by Schweitzer et al. (2011), which considers the placement of sensors on two circles and at the centre, is also taken into account. However, our circular optimization process takes into account the situations more comprehensively. We also tested the three-circle layouts, but no further improvement has been achieved. The take-off angle to the third circle tends to be identical with that of the second circle nearby the central sensor.

The optimum take-off angle of the outer circle (Circle 1) is always close to 135°. This means that the radius of Circle 1 is the same as depth of the source in homogeneous media. This result is consistent with Ren et al. (2020) who studied optimum regular-grid layouts. In inhomogeneous media with a vertical gradient when rays are concave curved, the radius of Circle 1 should be smaller than depth of the source. The optimum size of the inner circle (Circle 2) depends on properties of seismic noise. The sensors form a micro-array around the central sensor and the radius of the micro-array should ensure that the observations at individual sensors are affected by seismic noise independently. Since the tests revealed that the position of the central sensor and the radius of the inner circle can slightly vary with no essential effect on the MT errors, the positions of these sensors can be selected based on noise conditions in real experiments.

Among the existing microseismic monitoring systems, the one most similar to our proposed circular layout is the local FORGE seismic network (Pankow et al., 2020; Messimeri et al., 2021). The network consists of five circles with radii of 100 m, 223 m, 500 m, 1180 m, and 2500 m. The injection well is located near the centre of the circle. The system detects events at a depth roughly equal to the radius of the fourth circle (1180 m). The horizontal distance between the event and the injection well is less than 300 m. But in the data processing, the authors do not include the first two circles (radii of 100 m and 223 m) due to their proximity to the injection well and the high level of anthropogenic noise. This emphasizes that effectively reducing the impact of noise on the amplitudes close to the epicentre is very important when designing the circular layout. Of course, this phenomenon exists also in other layouts.

Compared with other sensor layouts, the circular layout always has the smallest MT error for both random and specified focal mechanisms. However, it does not mean that the circular layout would perform best under all conditions. The analysis performed for random focal mechanisms (Table 1) shows that the inversion errors for the five layouts differ only slightly. Hence, it can happen that the MT errors for the regular-grid layout, star-shaped layout or uniform focal-sphere layouts might be lower than those for the circular layout, if some special focal mechanisms are considered.

5. Conclusions

We have proposed an optimization method for the circular sensor layout for determining the most accurate MTs of microseismic events induced in hydraulic fracturing experiments. The position and size of the sensor network depend on depth of the focal area. An optimum configuration is the two-circle layout characterized by: (1) One central sensor positioned just at the epicentral area, optimally in its centre; (2) a micro-array of sensors distributed around the central sensor. The size of the micro-array should ensure that sensors will be affected independently by seismic noise and the number of sensors should be 1/10 of the total number of sensors; (3) the remaining sensors should evenly be distributed on an outer circle with the take-off angle of about 135°. Optimaly, all events should be close to the centre of the circle, but the circular network works efficiently also for other events inside the network. For example, for the radius of the optimum layout of 1000 m, the distance of events from the centre can be up to 500 m. In homogeneous media, the take-off angle of 135° corresponds to a radius of the circle equal to depth of events. In inhomogeneous media with a vertical velocity gradient, the radius of the sensor circle should be smaller than depth of events. The actual value depends on how much the rays are bent by the velocity gradient.

In addition, we tested the efficiency of the two-circle layout for a varying number of sensors ranging
from 10 to 100 and gave the number of sensors on Circle 2 required for the optimal circular layout. As the number of sensors increases, the MT errors are getting smaller. If we enlarge a small number of sensors, the decrease of the errors is significant. If we enlarge a network originally having a high number of sensors, the decrease of the errors is rather small. For a high number of sensors, the errors are also less sensitive to departures of the actual sensor positions from the ideally circular layout.

Taking 25 sensors and 81 sensors as examples, we compared the errors and standard deviations of the MT inversion between the optimum circular layout and the common regular-grid layout, star-shaped layout and uniform focal-sphere layout. The results show that the two-circle layout is always the best irrespective of whether the focal mechanisms are random or of a special type. Hence, the circular layout can achieve more accurate MTs, if the number of sensors in the experiment is fixed. As regards the DC errors $E_{DC}$, the situation is more complicated, and the circular, regular-grid and star-shaped layouts display a very similar efficiency.

We use the $E_{MT}$ error as the evaluation criterion in the optimization, which can guarantee the accuracy of the MT. However, if some surface monitoring projects pay more attention to other source parameters, such as the accuracy of the focal mechanisms or the percentage of the DC or non-DC components, the evaluation criterion for the layout optimization can easily be modified. Note that we assumed mostly arbitrary focal mechanisms of events. If some area is known for its typical focal mechanisms, then an optimum sensor layout for determining accurate MTs can be found in an analogous way. Also we have to emphasize that we assumed that the focal area is rather small and its position and depth are known. If the area of seismicity is large with a complicated shape as in the multi-well injection experiments, an optimum sensor layout must be found individually and it could be different from that presented in this paper.
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