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Abstract. In reality, when facing a defined contribution (DC) pension fund investment problem, the fund manager may not have sufficient confidence in the reference model and rather considers some similar alternative models. In this paper, we investigate the robust equilibrium control-measure policy for an ambiguity-averse and risk-averse fund manager under the mean-variance (MV) criterion. The ambiguity aversion is introduced by adopting the model uncertainty robustness framework developed by Anderson. The risk aversion model is state-dependent, and takes a linear form of the current wealth level after contribution. Moreover, the fund manager faces stochastic labor income risk and allocates his wealth among a risk-free asset and a risky asset. We also propose two complicated ambiguity preference functions which are economically meaningful and facilitate analytical tractability. Due to the time-inconsistency of the resulting stochastic control problem, we attack it by using the game theoretical framework and the concept of subgame perfect Nash equilibrium. The extended Hamilton-Jacobi-Bellman-Isaacs (HJBI) equations and the verification theorem for our problem are established. The explicit expressions for the robust equilibrium policy and the corresponding robust equilibrium value function are derived by stochastic control technique. In addition, we discuss two special cases of our model, which shows that our results extend some existing works in the literature. Finally, some numerical experiments are conducted to demonstrate the effects of model parameters on our robust equilibrium policy.

1. Introduction. Due to the demographic threat and financial market development, DC pension plans are playing an increasingly important role nowadays. Many countries shift their pension forms from defined benefit (DB) plans to DC plans to ease the pressure on the public financial system since DC plans can transfer the investment risk from the sponsor to the retiree (Poterba et al. [35])
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Although the optimal investment problem for DC plans has been widely investigated from different aspects, only a few incorporated the model uncertainty. Here, the ambiguity refers to the Knightian uncertainty which is distinct from the famous notion of risk by Knight [20]. As we all know, the expected returns of risky assets are extremely difficult to forecast with any adequate precision, and investors are skeptical about the reliability of historical estimates. However, our lack of knowledge about the actual state process or estimation error inevitably introduces ambiguity into the problem. Thus, rational investors should take the ambiguity aversion into account. Rather than making ad-hoc decisions about how much error is contained in the estimation, an ambiguity-averse investor (AAI) will instead consider some alternative models which are close to the reference model. This methodology to handle uncertainty has been widely implemented recently in quantitative finance, for portfolio selection, asset pricing and insurance with model uncertainty or model misspecification. We review some of the prominent studies in the following.

Anderson et al. [1] introduce the concept of ambiguity aversion into the Lucas model and formulate a robust control problem for investors. Following this work, Maenhout [30, 31] innovate a “homothetic robustness” framework and investigate the effect of ambiguity on the intertemporal portfolio choice in a setting with constant investment opportunities and in a setting with mean-reverting equity risk premium, respectively. Later, a great deal of works are based on Maenhout [30] to address the implications of ambiguity on portfolio choice. Liu [27] studies the optimal investment and consumption policy for an investor under “homothetic robustness” and obtains the robust optimal policy under recursive preferences. Flor and Larsen [15] determine the optimal investment policy for an AAI with a stochastic interest rate. Munk and Rubtsov [33] introduce the stochastic interest rate and inflation into a portfolio management problem for an AAI. Liu et al. [26] study the role of ambiguity aversion in options pricing under an equilibrium model with rare-event premia. Xu et al. [47] consider a robust equilibrium pricing model under Heston’s SV model. Zhang and Siu [53] investigate a reinsurance and investment problem with model uncertainty and formulate the problem as a zero-sum stochastic differential game. Lin et al. [25] and Korn et al. [21] discuss the optimal reinsurance problem and the optimal reinsurance-investment problem with model uncertainty by using a stochastic differential game approach. Yi et al. [49] and Yi et al. [50] study the robust reinsurance-investment problem for an AAI under the expected exponential utility framework and MV criterion, respectively. Pun and Wong [36] consider the robust optimal reinsurance-investment problem with multi-scale stochastic volatility under a general concave utility function. Zeng et al. [51] extend the analysis to a reinsurance-investment problem for an AAI who faces uncertainties regarding models in the financial and insurance markets with jumps. Pun [37] establishes a general tractable framework for robust time-inconsistent stochastic control problems. Zeng et al. [52] provide a derivative-based optimal policy for an ambiguity-averse pension investor who faces not only risks from stochastic income and market return volatility but also uncertain economic conditions.

Recently, an overwhelming amount of literature has investigated time-inconsistent stochastic control problems, where the objective function contains time-inconsistent terms such that the classical Pontryagin’s and Bellman’s optimality principles are not applicable. The MV portfolio selection problem pioneered by Markowitz [32] is a typical example. Typical studies for DC pension plans include Yao et al. [48], Vigna [40], Guan and Liang [16], Blake et al. [7] and Liu et al. [28].
In the literature, there are basically two ways to handle the time-inconsistency. The first approach is to investigate the pre-committed problem, where the policy optimizing the initial objective function will be interpreted optimal over the whole investment period. See Li and Ng [24], Zhou and Li [55]. The other popular approach is to formulate the problem under the game theoretic framework in order to derive (time-consistent) equilibrium policy, which consistently optimizes the objective function anticipated at every time point in the similar manner of dynamic programming but uses the concept of subgame perfect equilibrium. The primitive idea of this approach can be traced back to Strotz [39]. Related papers include Basak and Chabakauri [3], Björk et al. [6], Björk et al. [5], Li and Li [23] and Wu et al. [46]. The equilibrium policy focuses on the local optimality while the pre-commitment policy emphasizes the global optimality which is criticized for the time-inconsistency in efficiency (see Cui [11]) because of its strong commitment.

The risk aversion model under the MV criterion also raises an upsurge interest in the past few years. The investor’s risk aversion attitude may be time-dependent or even state-dependent, i.e., it depends on the current realizations of state variables. Björk et al. [5] describe the risk aversion in a fractional form of the current wealth level. This model is also adopted by Li and Li [23] to study a reinsurance optimization problem. Hu et al. [18] define the risk aversion as a linear function of the current wealth level in a continuous-time setting. Wu [44] and Wang and Chen [41] adopt the same model for the risk aversion parameter as that in Björk et al. [5] and investigate the optimal policy for the portfolio selection and DC pension plans in discrete-time, respectively. Cui et al. [12] and Cui et al. [13] propose a flexible behavioral risk aversion model which takes a piece-wise linear form of the surplus or shortage with respect to a preset investment target in the continuous-time setting and the multi-period setting, respectively.

As mentioned above, the main goal of this paper is to investigate the equilibrium policy for a DC pension plan in continuous-time under the MV criterion, where the fund manager’s risk aversion is state-dependent and he agrees that the estimated model (also called the reference model) contains significant parameter uncertainty, i.e., the market (true model) may deviate from the reference model. To the best of our knowledge, this problem has not been studied yet. In this paper, we incorporate the stochastic labor income into our model and adopt a more realistic state-dependent risk aversion model which is a linear function of the current wealth level after contribution. Moreover, we define alternative models which are equivalent to the reference model in terms of probability measure. In addition, inspired by Pun [37], we propose two ambiguity preference functions which are economically meaningful and facilitate analytical tractability. We adopt a minmax formulation to construct the robust decision rule. To find a time-consistent policy for the proposed problem, we use the concept of subgame perfect equilibrium to characterize the time-consistent policy. With the extended dynamic programming approach derived in this paper, we characterize the robust equilibrium policy using an extended Hamilton-Jacobi-Bellman-Isaacs (HJBI) system. We try our best to derive the explicit expression of the robust equilibrium policy by solving the extended HJBI system and show that the robust equilibrium policy is linear with respect to the current wealth level and the current labor income level for our specified ambiguity preference functions.

Compared to the existing literature, the main contributions of our paper are quadruple: 1) We adopt a state-dependent risk aversion function to describe the
fund manager’s risk attitude and incorporate the model uncertainty according to the rule of model misspecification proposed by Anderson. Based on these, we investigate the asset allocation problem for a DC pension plan in a continuous-time setting under the MV criterion and aim to seek the robust equilibrium policy. This problem is still an open question. 2) We incorporate the stochastic labor income factor into our model and link it to the contribution premiums, which leads to a more complicated problem than that in Pun [37]. Moreover, our choice of the ambiguity preference functions extends the specifications of the ambiguity preference function in Maenhout [30] and Pun [37]. 3) We provide rigorous mathematical definition for the robust equilibrium control-measure policy which extends and improves the definition in Zeng et al. [51]. A verification theorem is established to show that solving the extended HJBI system is a sufficient condition for robust optimality. Our work extends the existing analyses for DC pension plans under the MV criterion to their robust counterparts. 4) Some numerical results are also provided to illustrate the effects of model parameters on the robust equilibrium policy, which sheds light on our theoretical results.

The rest of this paper is organized as follows. In Section 2, we introduce the market structure as well as the reference model and alternative models. The robust optimization problem for a DC pension plan is then proposed. Section 3 proceeds with the deduction of the extended HJBI system as well as the verification theorem for our problem. The explicit robust equilibrium policy is obtained for our choice of ambiguity preference functions. Two special cases are discussed in Section 4. In Section 5, we present some numerical examples to illustrate the effects of model parameters on the robust equilibrium policy. Finally, Section 6 concludes the paper.

2. Model formulation.

2.1. The reference model. Let \((\Omega, \mathcal{F}, \{\mathcal{F}_t^P\}_{t \in [0,T]}, \mathbb{P})\) be a filtered complete probability space satisfying the usual conditions, where \(T\) is a positive and finite constant representing the investment time horizon (retirement date): \(\{\mathcal{F}_t^P\}_{t \in [0,T]}\) is generated by two standard one-dimensional \(\mathbb{P}\)-Brownian motions \(W^P_{t}\) and \(W^P_0(t)\), here \(W^P_0(t)\) is independent of \(W^P_{t}\); \(\mathcal{F}_t^P\) denotes the information available until time \(t\), and \(\mathbb{P}\) is the reference measure. Hereafter, we suppose that all stochastic processes are well-defined and adapted to this probability space, and all functions are measurable and uniformly bounded in \([0, T]\). In addition, we assume that there are no transaction costs or taxes in the market, and trading takes place continuously.

The reference model will be defined over the reference measure \(\mathbb{P}\). We consider an asset allocation problem in the accumulation phase for a DC pension fund. The financial market under consideration consists of a risk-free asset and a risky asset. Denote the prices of the risk-free asset and the risky asset by \(B(t)\) and \(S(t)\), respectively, whose dynamics under the reference measure \(\mathbb{P}\) are specified as follows,

\[
dB(t) = r(t)B(t)dt, \quad B(0) = 1, \tag{1}
\]

\[
dS(t) = S(t)\left[\mu(t)dt + \sigma(t)dW^P(t)\right], \quad S(0) = S_0, \tag{2}
\]

where \(r(t) > 0\) is the risk-free interest rate at time \(t\), \(\mu(t) (> r(t))\) and \(\sigma(t)\) are, respectively, the appreciation rate and the volatility rate of the risky asset at time \(t\). We assume that \(r(t), \mu(t)\) and \(\sigma(t)\) are deterministic functions of \(t\). For the sake of simplicity, we consider only one risky asset in our model, which can be interpreted as a stock market index.
In a DC pension plan, the plan member will continuously contribute part of his labor income to the pension account before retirement. Upon the retirement, he can convert his fund into an annuity. We assume that the plan member receives a continuous stream of non-negative labor income over time. Similar to that in Battocchio and Menoncin [4] and Cairns et al. [9], let \( L(t) \) be the labor income at time \( t \) which satisfies the following stochastic differential equation (SDE):

\[
dL(t) = L(t)\left[\alpha(t)dt + \phi(t)dW^P(t) + \beta(t)dW^R(t)\right], \quad L(0) = L_0 > 0,
\]

where \( \alpha(t) > 0 \) is the appreciation rate of the labor income at time \( t \). \( \phi(t) \) is the volatility rate of the labor income at time \( t \) measuring how the financial market risk source \( W^P(t) \) affects the labor income, while \( \beta(t) \) is a non-hedgeable volatility whose risk source is not related to the financial market. This non-hedgeable risk source is represented by an one-dimensional standard Brownian motion \( W^R(t) \) which is supposed to be independent of \( W^P(t) \).

**Remark 1.** In standard financial economics, one often speaks about an endowment, or equivalently an income stream, to describe the concept of labor income we introduce. The reason for adopting this concept is to keep in line with the relevant literature in insurance. The labor income (or salary in some papers) plays an important role in pension plans and is analyzed in many studies. Note that in equation (3), the labor income is influenced by the risk sources both from the financial and non-financial markets. This assumption is consistent with the studies in Battocchio and Menoncin [4] and Cairns et al. [9], but is different from the studies in Deelstra (3), the labor income is influenced by the risk from the financial market.

Suppose that the plan member continuously contributes a constant proportion, \( c \in [0,1] \), of his labor income to the pension plan at any time point. Denote by \( u(t) \) the dollar amount invested in the risky asset at time \( t \) and by \( X^u(t) \) the wealth level of the pension fund after contribution under control \( u(t) \). Let \( \mathcal{O} := [0,T] \times \mathbb{R} \times \mathbb{R}^+ \), in this paper, we restrict ourselves to the feedback control, i.e., the control is in the form \( u(t) = u(t,X^u(t),L(t)) \), where the mapping \( u : \mathcal{O} \to \mathbb{R} \) is measurable. Then, the wealth process under probability measure \( \mathbb{P} \) follows

\[
dX^u(t) = u(t)\left[\frac{dS(t)}{S(t)} + \left[X^u(t) - u(t)\right]\frac{dB(t)}{B(t)} + cL(t)dt\right] = \left[\frac{r(t)X^u(t) + cL(t) + \theta(t)u(t)}{L(t)}\right]dt + \sigma(t)u(t)dW^P(t), X^u(0) = X_0 > 0,
\]

where \( \theta(t) = \mu(t) - r(t) \) is the excess return rate at time \( t \).

**Remark 2.** The contribution term \( cL(t)dt \) in equation (4) is the same as that in Cairns et al. [9]. However, Battocchio and Menoncin [4] adopt \( cdL(t) \). The most significant difference between them is whether the contribution is proportional to the labor income itself or the changes of the labor income. However, Ma [29] points out that the assumption of Battocchio and Menoncin [4] is incorrect and the correct expression should be \( cL(t)dt \), because it implies that the change of the labor income \( dL(t) \) (rather than labor income \( L(t) \)) contributes to the growth of pension wealth. If this is true, a contribution from the constant labor income would not increase the pension wealth.
2.2. Robust stochastic control problem. The above reference model corresponds to the traditional framework for an ambiguity-neutral fund manager (ANFM) where his preliminary knowledge of ambiguity is captured by the probability measure $P$. To incorporate the model uncertainty into our problem for an ambiguity-averse fund manager (AAFM), we assume that the fund manager doesn’t know precisely whether the reference model is the true model and prefers to consider some alternative models in the decision process. Loosely speaking, robustness is achieved by hedging against all adverse alternative models that are reasonably “similar” to the reference one. Mathematically, we adopt the concept of the measure equivalence by hedging against all adverse alternative models that are reasonably “similar” to the reference one. Following the traditional framework, we consider the alternative models that differ only in their drift terms, as they should be.

According to the Girsanov theorem (see Karatzas and Shreve [19]), for each $Q \in \mathcal{Q}$, there exists a pair of progressively measurable stochastic processes $q(t) = (q_1(t), q_2(t))$, i.e. $q(t) = q(t, x, l, u)$, such that for $t \in [0, T]$, we have the following Radon-Nikodym derivative:

$$
\frac{dQ}{dP} \big|_{\mathcal{F}_t} = \Lambda(t),
$$

where $\Lambda(t) = \exp\{\int_0^t q_1(s)dW^P(s) + \int_0^t q_2(s)dW^P_0(s) - \frac{1}{2} \int_0^t [q_1^2(s) + q_2^2(s)]ds\}$. Moreover, if the following Novikov’s condition is satisfied

$$
\mathbb{E}^P\left[\exp\left(\frac{1}{2} \int_0^T [q_1^2(s) + q_2^2(s)]ds\right)\right] < \infty,
$$

then, $\{\Lambda(t)\}_{t \in [0, T]}$ is a positive $P$-martingale, and under the alternative measure $Q$, we have

$$
dW^Q(t) = dW^P(t) - q_1(t)dt,
$$

$$
dW^Q_0(t) = dW^P_0(t) - q_2(t)dt,
$$

where $W^Q(t)$ and $W^Q_0(t)$ are two one-dimensional standard Brownian motions.

For each $Q \in \mathcal{Q}$, we can rewrite the SDEs of the labor income process in (3) and the wealth process in (4) under the measure $Q$ as

$$
dL(t) = [\alpha(t)L(t) + \varphi(t)L(t)q_1(t) + \beta(t)L(t)q_2(t)]dt + \varphi(t)L(t)dW^Q(t) + \beta(t)L(t)dW^Q_0(t),
$$

$$
dX^u(t) = [r(t)X^u(t) + cL(t) + \delta(t)u(t) + \sigma(t)u(t)q_1(t)]dt + \sigma(t)u(t)dW^Q(t).
$$

Remark 3. We notice that the labor income process and the wealth process under the alternative model differ only in their drift terms, as they should be.

We can see that the dissimilarity between the alternative model $Q$ and the reference model $P$ is characterized by $q(t)$. In other words, choosing the measure $Q$ is equivalent to determining the pair of stochastic processes $q(t)$ for a given $P$. Noting that the measure $Q$ is fully characterized by $\{q(t)\}_{t \in [0, T]}$ and the reference model, we denote by $(u, q) = \{(u(t, x, l))_{t \in [0, T]}; \{(q(t, x, l, u))_{t \in [0, T]}\}$ the control-measure policy, which is also adopted by Pun [37]. Let $U \times \mathcal{Q}$ be the set of admissible control-measure policies (the definition of the admissible control-measure policy will be given below).

Inspired by Maenhout [30] and Pun [37], an AAFM seeks a robust optimal policy that minimizes the MV cost function under the worst scenario among $Q$ for every
(t, x, l) \in \mathcal{O}$. Then, the robust stochastic control problem can be formulated as follows,

\[
\inf_{u \in \mathcal{U}} \sup_{Q \in \mathcal{Q}} J(t, x, l; u, q) = \inf_{u \in \mathcal{U}} \sup_{Q \in \mathcal{Q}} \left\{ \text{Var}_t^Q \{ X^u(T) \} - \gamma(x) \mathbb{E}_t^Q \{ X^u(T) \} - D_{t,x,l}(Q \| \mathbb{P}) \right\},
\]

where $\text{Var}_t^Q \{ \cdot \}$ and $\text{Var}_t^Q \{ \cdot \}$ are the expectation and variance conditioned on the event $\{ X^u(t) = x, L(t) = l \}$ under measure $Q$, respectively. $\gamma(x)$ is the fund manager’s state-dependent risk aversion function, and $\gamma > 0$ is the risk aversion coefficient. The intuition behind this risk aversion function is clear: the larger the current wealth level after contribution, the less risk-averse of the fund manager. Similar to the discussion in Wang and Chen [42], our choice of the risk aversion function is reasonable from both the dimensional analysis and the economic point of view. $D_{t,x,l}(Q \| \mathbb{P}) \geq 0$ is the generalized Kullback-Leibler (KL) divergence between $Q$ and $\mathbb{P}$, which is introduced to regularize the choices of $Q$. In this paper, we consider $D_{t,x,l}(Q \| \mathbb{P})$ of the form

\[
\mathbb{E}_t^Q \left[ \frac{1}{2\xi} \int_t^T \Phi_1(s, X^u(s), L(s)) + \Phi_2(s, X^u(s), L(s)) \right] ds,
\]

where $\xi > 0$ is an aggregate measure of the ambiguity aversion, deterministic functions $\Phi_1 \geq 0, \Phi_2 \geq 0$ stand for the fund manager’s preference on ambiguity aversion, which measures the degree of confidence in the reference model. Similar to Pun [37], we immediately have the following remarks.

Remark 4. (i) $D_{t,x,l}(Q \| \mathbb{P})$ acts as the penalty for the model choice, and the magnitude of the penalty depends on the preference functions $\Phi_i(\cdot, \cdot, \cdot)$ ($i = 1, 2$). The larger the preference functions are, the less the deviations from the reference model are penalized.

(ii) If $\Phi_i(\cdot, \cdot, \cdot) \equiv 1$ ($i = 1, 2$), then

\[
D_{t,x,l}(Q \| \mathbb{P}) = \mathbb{E}_t^Q \left[ \frac{1}{2\xi} \int_t^T [q_1^2(s) + q_2^2(s)] ds \right] = \frac{1}{\xi} D_{KL}(Q \| \mathbb{P}),
\]

where $D_{KL}(Q \| \mathbb{P})$ is the KL divergence between $Q$ and $\mathbb{P}$. If $\xi \downarrow 0$, the fund manager is completely convinced that the true model is the reference model, and the robust stochastic control problem is reduced to an ordinary control problem where no model uncertainty is considered as $D_{KL}(Q \| \mathbb{P}) \equiv 0$. If $\xi \uparrow \infty$, the term $D_{KL}(Q \| \mathbb{P})$ vanishes and all candidate measures are identical. The scenario degenerates to the case studied by Zhang and Siu [53].

(iii) Pun [37] characterizes the sources of uncertainty with a more general state-dependent ambiguity aversion, while we simply assume that the ambiguity aversion level $\xi$ is a constant for analytical tractability. It is particularly important to note that Pun [37] only provides a general mathematical framework under state-dependent ambiguity aversion. For the concrete illustrative example, i.e., the robust MV portfolio selection problem, the ambiguity aversion is also assumed to be a constant to facilitate analysis.
Remark 5. The AAFM attains its robustness by considering a worst-case scenario \( Q^* \in \mathcal{Q} \) and a control \( u^* \) to hedge against the worst-case scenario. These worst-case options are determined in the following way: for every fixed admissible control \( u \), we propose a measure \( Q^*(u) \in \mathcal{Q} \) which provides the biggest possible penalty for the model choice (the worst-case model when \( u \) is fixed); note that this defines \( Q^*(\cdot) \) as a mapping from the set of admissible controls into \( \mathcal{Q} \). Then, we minimize the resulting worst-case penalized cost function over all admissible controls. This gives us the minimized worst-case value function attained at a specific optimal control \( u^* \). Finally, we say that our worst-case model \( Q^* \) is the one corresponding to \( u^* \), namely, \( Q^* = Q^*(u^*) \).

We rewrite the objective function as
\[
J(t,x,l; u,q) = \mathbb{E}_{t,x,l}^Q[\int_t^T H(s,X^u(s),L(s);q)ds] + G(x,\mathbb{E}_{t,x,l}^Q[X^u(T)]),
\]
where
\[
F(y, x) = x^2 - \gamma(y)x, \quad G(x, y) = -y^2.
\]

Now we give the definition of the admissible control-measure policy.

Definition 2.1. A control-measure policy \( (u,q) = \{(u(t,x,l),q(t,x,l,u))\}_{t \in [0,T]} \) is said to be admissible if

(i) For every \( (t,x,l) \in \mathcal{O} \), \( u(t,x,l) \) is \( \mathcal{F}_t \)-progressively measurable;

(ii) \( q \) satisfies the Novikov condition (5);

(iii) For each initial point \( (t,x,l) \in \mathcal{O} \), the SDE (9) admits an unique strong solution \( \{X^u(s)\}_{s \in [t,T]} \) with \( \mathbb{E}_{t,x,l}^Q[|X^u(T)|] < \infty \).
Given an admissible control-measure policy \((u^*, q^*)\), fix an arbitrary initial point \((t, x, l) \in \mathcal{O}\), and choose an arbitrary admissible control-measure policy \((u, q)\), a real number \(\epsilon > 0\), define an \(\epsilon\)-policy \((u_\epsilon, q_\epsilon)\) by

\[
\begin{align*}
&\begin{cases}
  u(s, X^u(s), L(s)) = u(s, X^u(s), L(s))1_{\{s \in [t, t+\epsilon]\}} + u^*(s, X^{u^*}(s), L(s))1_{\{s \in [t+\epsilon, T]\}}, \\
  q(s, X^u(s), L(s), u_\epsilon) = q(s, X^u(s), L(s), u)1_{\{s \in [t, t+\epsilon]\}} \\
  + q^*(s, X^{u^*}(s), L(s), u^*)1_{\{s \in [t+\epsilon, T]\}},
\end{cases}
\end{align*}
\]

where \(1_A\) is the indicator function of a subset \(A\).

If

1) For all \((u, q) \in U \times Q\),

\[
\limsup_{\epsilon \to 0} \frac{J(t, x, l; u_\epsilon, q_\epsilon) - J(t, x, l; u^*, q^*)}{\epsilon} \leq 0;
\]

2) and for all \(u \in U\),

\[
\liminf_{\epsilon \to 0} \frac{J(t, x, l; u_\epsilon, q^*) - J(t, x, l; u^*, q^*)}{\epsilon} \geq 0,
\]

then, \((u^*, q^*)\) is called an equilibrium control-measure policy. The equilibrium value function is defined by

\[
V(t, x, l) = J(t, x, l; u^*, q^*).
\]

Remark 6.  (i) Definition 3.1 clarifies the time-consistency in terms of both control and measure since the supremum problem with respect to measure also requires a time-consistent treatment on \(Q\). As Pun [37] points out that, similar robust equilibrium problem was studied in Zeng et al. [51]. However, they identify the worst-case measure as a prior step and regards the worst-case objective as an ordinary objective. That is, the time-consistency in their work is only with respect to the control.

(ii) The inequalities in Definition 3.1 keep the order “\(\inf \sup\)” according to the robust rule suggested in Hansen et al. [17].

(iii) Definition 3.1 shows that if at time \(s \in (t, T]\), the robust policy is \(\left(u^*(s, X^{u^*}(s), L(s)), q^*(s, X^{u^*}(s), L(s), u^*(s, X^{u^*}(s), L(s)))\right)\), then the robust optimal policy at time \(t\) is \(u^*(t, x, l), q^*(t, x, l, u^*(t, x, l))\). In other words, the robust optimal policy viewed at time \(t\) is also robust optimal if viewed at time \(s\). This is exactly the meaning of the time-consistency. Thus, we say that the equilibrium control-measure policy is time-consistent.

Based on Definition 3.1, the equilibrium control-measure policy is time-consistent and robust optimal in the sense of (10). The equilibrium control-measure policy is thus termed as the robust equilibrium policy, and the corresponding equilibrium value function is termed as the robust equilibrium value function. In the following, we will establish the robust equilibrium policy and its corresponding robust equilibrium value function in accordance with Definition 3.1.

3.2. The recursion for the robust equilibrium value function. We introduce two functions which will play a central role in later derivations.
Definition 3.2. The functions $g : \mathcal{O} \to \mathbb{R}$ and $f : \mathcal{O} \times \mathbb{R} \to \mathbb{R}$, are defined as,

$$g(t, x, l) = E_{t,x,l}^Q[X^u(T)],$$  \hspace{1cm} (13)  

$$f(t, x, l, y) = E_{t,x,l}^Q \left[ F(y, X^u(T)) - \int_t^T H(\tau, X^u(\tau), L(\tau); q^*) d\tau \right].$$  \hspace{1cm} (14)  

To obtain a robust equilibrium policy, we start from establishing a recursive formula for the robust equilibrium value function $V$. To this end, we first derive the recursive equation for $J(t, x, l; u, q)$ in (12) and the result is presented in the following lemma.

Lemma 3.3. For $s > t$ and any admissible control-measure policy $(u, q) \in U \times Q$, we have,

$$J(t, x, l; u, q) = I^{u,q}(t, x, l, s) + E_{t,x,l}^Q \left[ J(s, X^u(s), L(s); q) - \int_t^s H(\tau, X^u(\tau), L(\tau); q) d\tau \right]$$  \hspace{1cm} (15)  

with $I^{u,q}(t, x, l, s) = I^u(t, x, l, s) + I^q(t, x, l, s)$, and

$$\begin{cases}  
g^{u,q}(t, x, l) = E_{t,x,l}^Q[X^u(T)], \\
f^{u,q}(t, x, l, y) = E_{t,x,l}^Q \left[ F(y, X^u(T)) - \int_t^T H(\tau, X^u(\tau), L(\tau); q) d\tau \right], \\
I^u(t, x, l, s) = E_{t,x,l}^Q \left[ f^{u,q}(s, X^u(s), L(s), x) - f^{u,q}(s, X^u(s), L(s), X^u(s)) \right], \\
I^q(t, x, l, s) = G(x, E_{t,x,l}^Q[g^{u,q}(s, X^u(s), L(s))]) - E_{t,x,l}^Q \left[ G(X^u(s), g^{u,q}(s, X^u(s), L(s))) \right]. \\
\end{cases}$$  \hspace{1cm} (16)  

Proof. See Appendix A.  \hfill \Box

Remark 7. Note that the sources of time-inconsistency in (12) come from two aspects. Firstly, the current state $x$ appears in functions $F$ and $G$, and the penalty term $D_{t,x,l}$ depend on $x$ and $l$. As a consequence, the objective function changes as state variables vary. Secondly, in the term $G(x, E_{t,x,l}^Q[X^u(T)])$ we have, even forgetting about the appearance of $x$, a nonlinear function $G$ acting on the conditional expectation. Due to these, the term $I^{u,q}$ will be nonzero in general and it qualifies the fund manager’s incentives to deviate from the optimal policy of time $t$ during the period $[t, s]$, which leads to the violation of Bellman’s principle of optimality. Another point that deserves special attention is that, as we mentioned in the third point of Remark 4, the ambiguity aversion in Pun [37] is state-dependent, which leads to an additional term in $I^{u,q}$ (i.e., the term $L^q$ in equation (8) of Pun [37]) related to the state-dependent ambiguity aversion. However, that term is an infinitesimal and it vanishes in the HJBI equation under his setting.

The recursion for the robust equilibrium value function $V$ depends on the recursive equation of $J$ in (15) and the equilibrium concept in Definition 3.1. Suppose that the robust equilibrium policy $(u^*, q^*)$ exists and the corresponding robust equilibrium value function at time $t$ is $V(t, x, l)$. For any initial point $(t, x, l) \in \mathcal{O}$ and a real number $\epsilon > 0$, based on Definition 3.1, we consider a robust optimal control problem over $[t, t+\epsilon]$ where policies over $[t+\epsilon, T]$ are fixed as $u^*$ and $q^*$, and policies over $[t, t+\epsilon)$ are arbitrary, written as $u$ and $q$. Then, in view of Definitions 3.1 and
3.2. equation (15) implies the following expression for the robust equilibrium value function:

\[
V(t, x, l) = \inf_{u \in \mathcal{U}} \sup_{q \in \mathcal{Q}} \left\{ I^u_{-} \phi(t, x, l, t + \epsilon) + E^Q_{t,x,l} \left[ V(t + \epsilon, X^u(t + \epsilon), L(t + \epsilon)) - \int_t^{t+\epsilon} H(\tau, X^u(\tau), L(\tau); q) d\tau \right] \right\},
\]

with

\[
\begin{align*}
I^u_{-} \phi(t, x, l, t + \epsilon) &= f^u_{-} \phi(t, x, l, t + \epsilon) + I^u_{G} \phi(t, x, l, t + \epsilon), \\
I^f_{G} \phi(t, x, l, t + \epsilon) &= f^G \phi(t, x, l, t + \epsilon) + f^u_{-} \phi(t, x, l, t + \epsilon), \\
I^G_{G} \phi(t, x, l, t + \epsilon) &= G \left[ x, E^Q_{t,x,l} \left[ f(t + \epsilon, X^u(t + \epsilon), L(t + \epsilon), x) - f(t + \epsilon, X^u(t + \epsilon), L(t + \epsilon), x) \right] \right],
\end{align*}
\]

where, \( g(\cdot, \cdot, \cdot) = g^{u,-} \phi(\cdot, \cdot, \cdot) \) and \( f(\cdot, \cdot, \cdot, \cdot) = f^{u,-} \phi(\cdot, \cdot, \cdot, \cdot) \) are given in (13) and (14), respectively.

Note that \( I^{u,-} \phi \equiv 0 \) when the sources of time-inconsistency in (12) do not exist. Equation (17) without the term \( I^u_{-} \phi \) is similar to the dynamic programming equation. For this reason, we call (17) the \textit{extended dynamic programming equation} (EDPE).

3.3. Extended HJBI system and verification theorem. We now present the extended HJBI system of equations and the verification theorem for our robust stochastic control problem. Before this, we firstly introduce some notations for convenience. Let

\[
C^{1,2,2}(\mathcal{O}) = \{ \psi(t, x, l) | \psi(t, \cdot, \cdot) \text{ is once continuously differentiable on } [0, T] \} \quad \text{and} \quad \psi(t, x, l) \text{ is twice continuously differentiable on } \mathbb{R} \times \mathbb{R} \}.
\]

For any test function \( \phi(t, x, l) \in C^{1,2,2}(\mathcal{O}) \) and any admissible policy \( (u, q) \in \mathcal{U} \times \mathcal{Q} \), the controlled infinitesimal operator, \( \mathcal{A}^{u,q} \), is given by

\[
\mathcal{A}^{u,q} \phi(t, x, l) \triangleq \frac{\partial \phi}{\partial t} + \left[ r(t)x + \theta(t)u(t) + \sigma(t)u(t)q_1(t) \right] \frac{\partial \phi}{\partial x} + \alpha(t) + \varphi(t)q_1(t) + \beta(t)q_2(t) \frac{\partial \phi}{\partial l} + \frac{1}{2} \sigma^2(t)u^2(t) \frac{\partial^2 \phi}{\partial x^2} + \frac{1}{2} l^2 \left( \beta^2(t) + \varphi^2(t) \right) \frac{\partial^2 \phi}{\partial l^2} + \lambda(t)u(t)\varphi(t) \frac{\partial^2 \phi}{\partial x \partial l}.
\]

Following the derivations in Björk et al. [6] and Pun [38], using the EDPE (17), Definition 3.1 and the infinitesimal operator, we can obtain the following extended HJBI system of equations and verification theorem.

**Theorem 3.4** (Verification theorem). Assume that for all \( y \in \mathbb{R} \), there exist functions \( V, g \in C^{1,2,2}(\mathcal{O}) \), and \( f \in C^{1,2,2,2}(\mathcal{O} \times \mathbb{R}) \) satisfying the following extended HJBI system of equations:
(1) The function $V(t,x,l)$ is determined by the HJBI equation
\[
\inf_{u \in U} \sup_{q \in Q} \left\{ A^{u,q} V(t,x,l) - H(t,x,l; q) - A^{u,q} f(t,x,l,x) + A^{u,q} f(t,x,l,y) \right\} = 0, \quad 0 \leq t < T,
\]
\[
A^{u,q} f(t,x,l,y) \bigg|_{y=g(t,x,l)} A^{u,q} g(t,x,l) = 0,
\]
\[
V(T,x,l) = F(x,x) + G(x,x).
\]

(2) For each fixed $y \in \mathbb{R}$, the function $f(t,x,l,y)$ is defined by
\[
A^{u^*,q^*} f(t,x,l,y) - H(t,x,l; q^*) = 0, \quad 0 \leq t < T, \quad f(T,x,l,y) = F(y,x).
\]

(3) The function $g(t,x,l)$ is defined by
\[
A^{u^*,q^*} g(t,x,l) = 0, \quad 0 \leq t < T, \quad g(T,x,l) = x.
\]

Moreover, assume that there is an admissible policy $(u^*, q^*)$ which realizes the infimum and supremum in equation (20) for all $(t,x,l) \in \mathcal{O}$. Then $(u^*, q^*)$ is a robust equilibrium policy and $V$ is the corresponding robust equilibrium value function. Furthermore, $f$ and $g$ have the probabilistic interpretations in (13) and (14).

Proof. This theorem can be proved in a similar way as that in Theorem 5.2 of Björk et al. [6] and Theorem 5 of Pun [38], thus we omit it.

Remark 8. (i) The above theorem shows that once we solve the extended HJBI system, we have solved our problem. Note that we have a system of equations (20)–(22) to determine the functions $V, f$ and $g$ simultaneously. In order to solve $V$, we need to know $f$ and $g$. However, they are determined by the robust equilibrium policy $(u^*, q^*)$, which in turn is determined by equation (20).

(ii) It is noteworthy that the specification of the ambiguity preference functions $\Phi_1(t,x,l)$ and $\Phi_2(t,x,l)$ determines the solvability of the extended HJBI system.

Remark 9. (i) Note that the function space in Björk et al. [6] is $L^2$. From their derivations, we see that the integrability condition is used to eliminate the stochastic integral part when computing the expectation of the value function (i.e., the formula below equation (5.6) in Björk et al. [6]). However, we do not need to confine ourselves to this space, because we can obtain that result by using the Dynkin’s Theorem (see Øksendal [34]). While the conditions in Dynkin’s Theorem can be ensured by the smoothness of the functions, which are the assumptions of Theorem 3.4. Many studies have also removed the above restriction on the function space, see Liang and Song [22], Wu et al. [45], Zeng et al. [51], Zhu et al. [56] and so on.

(ii) We provide the verification theorem by assuming the smoothness of functions $V, f$ and $g$. However, finding conditions to guarantee that $V, f$ and $g$ are regular enough to satisfy the extended HJBI system is a difficult open problem even for the case without uncertainty. Yi et al. [49], Zheng et al. [54] and Zeng et al. [52] all study the robust optimal control problems under the exponential utility and find out the proper conditions to guarantee their assumptions. Under the MV framework, this problem is still open. Another related open problem is to prove the existence and uniqueness of solutions to the extended HJBI system. Due to its complexity, there is little progress about this problem in the current literature. These issues are left for our future research, please see the discussions about these open problems in Björk et al. [6] and Pun [37].
3.4. Robust equilibrium policy for specified ambiguity preference functions. To obtain an analytical solution for our problem, in this subsection, we will derive the robust equilibrium policy and the corresponding robust equilibrium value function for specified ambiguity preference functions.

Inspired by Pun [37], we choose the ambiguity preference functions of the following form

$$
\Phi_1(t, x, l) = \sigma^2(t) u^2(t) \chi_1(t, x, l) + \varphi^2(t)^2 \chi_2(t, x, l) + 2 \sigma(t) u(t) \varphi(t) l \chi_3(t, x, l), \quad (23)
$$

$$
\Phi_2(t, x, l) = \frac{\chi_3(t, x, l)}{\lambda^2(t, x, l)}, \quad (24)
$$

with

$$
\begin{align*}
\lambda_1(t, x, l) &= \frac{\partial f(t, x, l, y)}{\partial x} \bigg|_{y=x} + \frac{\partial G(x, y)}{\partial y} \bigg|_{y=g(t, x, l)} \frac{\partial f(t, x, l)}{\partial x}, \\
\lambda_2(t, x, l) &= \frac{\partial f(t, x, l, y)}{\partial l} \bigg|_{y=x} + \frac{\partial G(x, y)}{\partial y} \bigg|_{y=g(t, x, l)} \frac{\partial f(t, x, l)}{\partial l}, \\
\lambda_3(t, x, l) &= \frac{\partial f(t, x, l, y)}{\partial t} \bigg|_{y=x} + \frac{\partial G(x, y)}{\partial y} \bigg|_{y=g(t, x, l)} \frac{\partial f(t, x, l)}{\partial t}, \\
\chi_1(t, x, l) &= \frac{\partial^2 f(t, x, l, y)}{\partial x^2} \bigg|_{y=x} + \frac{\partial G(x, y)}{\partial y} \bigg|_{y=g(t, x, l)} \frac{\partial^2 f(t, x, l)}{\partial x^2}, \\
\chi_2(t, x, l) &= \frac{\partial^2 f(t, x, l, y)}{\partial l^2} \bigg|_{y=x} + \frac{\partial G(x, y)}{\partial y} \bigg|_{y=g(t, x, l)} \frac{\partial^2 f(t, x, l)}{\partial l^2}, \\
\chi_3(t, x, l) &= \frac{\partial^2 f(t, x, l, y)}{\partial t^2} \bigg|_{y=x} + \frac{\partial G(x, y)}{\partial y} \bigg|_{y=g(t, x, l)} \frac{\partial^2 f(t, x, l)}{\partial t^2},
\end{align*}
$$

(25)

with $\frac{\partial G(x, y)}{\partial y} \bigg|_{y=g(t, x, l)} = -2g(t, x, l)$.

Remark 10. (i) Maenhout [30] points out that, if we simply choose the ambiguity preference function to be a constant or a state-independent parameter, then the robustness on the model uncertainty will vanish as the state variable changes. That is, an ambiguity preference function implicitly imposes the homotheticity that the robustness on the model uncertainty will vanish as the state variable changes. Hence, he proposes a preference function which scales the preference parameter $\theta$ by the value function, i.e., $\Psi(t, W) = \frac{\theta}{1-V(t, W)}$ (equation (13) in Maenhout [30]). Then, Zeng et al. [52], Yi et al. [49] and Yi et al. [50] adopt this construction to describe the preference function under the power (CRRA) and exponential (CARA) utility frameworks and the MV framework, respectively. Differently, Pun and Wong [36] define the preference function as $\phi(t, x, y) = -\frac{V_{xx}(t, x, y)}{V_{xx}(t, x, y)}$ (equation (7) in Pun and Wong [36]) for a general utility function. Pun [37] chooses the ambiguity preference function of the form (equation (23) in Pun [37])

$$
-\frac{\partial^2 h(t, x, y)}{\partial x^2} \bigg|_{y=x} + \frac{\partial G(x, y)}{\partial y} \bigg|_{y=g(t, x)} \frac{\partial^2 g(t, x)}{\partial x^2} + \frac{\partial G(x, y)}{\partial y} \bigg|_{y=g(t, x)} \frac{\partial^2 f(t, x, l)}{\partial x^2}.
$$

Notice that the value function in Pun [37] can be rewritten as $V(t, x) = h(t, x, x) + G(x, g(t, x))$, so it is identical to the preference function in Pun and Wong [36]. However, we do not simply set our ambiguity preference function to be

$$
\chi_1(t, x, l) + \chi_2(t, x, l) + \chi_3(t, x, l) \quad \text{with} \quad \frac{\chi_1(t, x, l) + \chi_2(t, x, l)}{\lambda_1(t, x, l) + \lambda_2(t, x, l)}^2, \quad \text{i.e.,} \quad \frac{V_{xx}(t, x, y) + V_{hl}(t, x, y) + V_{xx}(t, x, y)}{(V_z(t, x, y) + V_l(t, x, y))^2}.
$$
The reason is that our selection of the ambiguity preference functions (23)-(24) are based on the expressions of $q_1'(t,x,l,u)$, $q_2'(t,x,l,u)$ and $H(t,x,l,q')$ in equations (55), (56) and (11), such that the optimal control $u$ deduced from the HJB equation (57) takes a linear form of variables $x$ and $l$. Only with this linear form of $u$, we can separate equations (21) and (22) into a system of ODEs by the order of variables $x$ and $l$, in other words, we can obtain analytical solutions for our problem.

Obviously, our ambiguity preference functions are state-dependent, thus they remain the property of homothetic robust, that is, they are economically meaningful. Moreover, the numerator of $\Phi_1(t,x,l)$ has the dimension (dollar)$^2$, and the denominator of $\Phi_1(t,x,l)$ has the dimension (dollar)$^4$, while the numerator of $\Phi_2(t,x,l)$ has the dimension one, and the denominator of $\Phi_2(t,x,l)$ has the dimension (dollar)$^2$. Therefore, both $\Phi_1(t,x,l)$ and $\Phi_2(t,x,l)$ have the dimension $\frac{1}{\text{dollar}^2}$. Noting that our value function has the dimension (dollar)$^2$. So our choice of the ambiguity preference functions is also consistent with the preference function in Maenhout (2004) in terms of the dimensional analysis.

(ii) The specification of the ambiguity preference functions $\Phi_i(t,x,l)$ ($i=1,2$) is subject to the Ansatzes:

$$\sigma^2(t)u(t)^2\chi_1(t,x,l) + \varphi^2(t)t^2\chi_2(t,x,l) + 2\sigma(t)u(t)\varphi(t)t\chi_3(t,x,l) > 0,$$

$$\chi_2(t,x,l) > 0,$$

such that both $\Phi_1(t,x,l)$ and $\Phi_2(t,x,l)$ are positive.

(iii) Zeng et al. [51] investigate the robust equilibrium policy for a reinsurance-investment problem with jumps under the MV criterion. However, in order to obtain an analytical solution, they simply assume the preference functions to be nonnegative constants. As we discussed in the first point, this will lead to the absence of the model uncertainty as the state variable changes.

**Remark 11.** The specification of $\Phi_i(t,x,l)$ ($i=1,2$) in (23) and (24) generalizes the study of model uncertainty in Pun [37] under time-inconsistent preference. Similar to Pun [37], we can define the risk-tolerance functions as

$$R_1(t,x,l) = \frac{\sigma(t)u(t)\lambda_1(t,x,l) + \varphi(t)t\lambda_2(t,x,l)}{\sigma^2(t)u(t)^2\chi_1(t,x,l) + \varphi^2(t)t^2\chi_2(t,x,l) + 2\sigma(t)u(t)\varphi(t)t\chi_3(t,x,l)}, \quad (26)$$

$$R_2(t,x,l) = \frac{\lambda_3(t,x,l)}{\chi_2(t,x,l)}, \quad (27)$$

Then, (23) and (24) take the form

$$\Phi_1(t,x,l) = \frac{1}{R_1(t,x,l)[\sigma(t)u(t)\lambda_1(t,x,l) + \varphi(t)t\lambda_2(t,x,l)]},$$

$$\Phi_2(t,x,l) = \frac{1}{R_2(t,x,l)\lambda_2(t,x,l)}.$$

Therefore, the ambiguity preference functions $\Phi_i$ ($i=1,2$) are reasonable since $\Phi_i$ ($i=1,2$) is monotonically decreasing with respect to the risk-tolerance function $R_i$ ($i=1,2$) (i.e., a higher risk aversion implies more robustness), then $\Phi_i$ ($i=1,2$) preserves the relation between risk and ambiguity aversion.

With the specification of the ambiguity preference functions in (23) and (24), we obtain the following result.
Theorem 3.6. For a DC pension fund, with the ambiguity preference functions the robust equilibrium policy given in (28)-(30), then

$$V_{\lambda}(t, x, l) = \frac{\sigma(t) u(t) \lambda_1(t, x, l) + \varphi(t) \lambda_2(t, x, l)}{\sigma(t) u(t) \lambda_1(t, x, l) + \varphi(t) \lambda_2(t, x, l)}$$

where $\lambda_i(i = 1, 2)$ and $\chi_i(i = 1, 2, 3)$ are given in (25), $f$ and $g$ are determined by equations (21) and (22).

The robust equilibrium value function is given by

$$V(t, x, l) = f(t, x, l, x) - g(t, x, l).$$

Proof. See Appendix B.

Remark 12. From expression (30), we can see that the robust equilibrium control consists of two parts, where the first part has a similar form as the result obtained in Pun [37], the second part is an additional term which arises from the fund’s contribution.

Obviously, if we can determine $f$ and $g$ via solving equations (21) and (22) with the robust equilibrium policy given in (28)-(30), then $V$ given in (31) is the robust equilibrium value function.

We are now ready to present the main result for our problem.

Theorem 3.6. For a DC pension fund, with the ambiguity preference functions $\Phi_i(t, x, l)$ ($i = 1, 2$) given in (23) and (24), the robust time-consistent control problem (10) admits the robust equilibrium value function:

$$V(t, x, l) = \left[ f_1(t) - 2g_4(t) - g_1^*(t) \right] x^2 + \left[ f_2(t) - g_2^*(t) \right] t^2$$

and the robust equilibrium control-measure policy ($u^*, q^*$) is given by

$$u^*(t, x, l) = \frac{x a(t) \theta(t)}{1 + \xi \sigma^2(t)} + \left[ \frac{b(t) \theta(t)}{1 + \xi \sigma^2(t)} - b_2(t) \frac{\varphi(t)}{\sigma(t)} \right],$$

$$q_1^*(t, x, l, u^*) = \frac{\xi m(t, x, l)}{n(t, x, l)}$$

$$q_2^*(t, x, l, u^*) = \frac{\xi f_2(t) \beta(t) l}{\left[ f_3(t) - \gamma f_5(t) - g_1(t) g_2(t) \right] x + \left[ f_2(t) - g_2^*(t) \right] t},$$

with

$$m(t, x, l) = 2x^2 a^2(t) f_3(t) \theta^2(t) \frac{\sigma^4(t)}{(1 + \xi)^2 \sigma^2(t)} + 4xl \frac{a(t) b(t) f_1(t) \sigma^4(t)}{(1 + \xi)^2 \sigma^2(t)}$$

$$+ 2f^2 \left[ \frac{b^2(t) f_1(t) \theta^2(t)}{(1 + \xi)^2 \sigma^2(t)} + \left[ f_2(t) - b_2(t) f_1(t) \right] \varphi^2(t) \right],$$

$$n(t, x, l) = -2x^2 a^2(t) f_1(t) \theta(t) \frac{\sigma(t)}{1 + \xi} + 2xl \left[ a(t) f_3(t) + f_3(t) - \gamma f_5(t) \right]$$
Proof. See Appendix C.

**Remark 13.** (i) Theorem 3.6 shows that the robust equilibrium policy (33) is linear with respect to the current wealth level and the current labor income level, which extends the result in Pun [37] by incorporating the labor income risk. Moreover, the robust equilibrium value function is quadratic in the current wealth level and the current labor income level. In addition, noting the dependence of \( g_j (j = 1, 2) \) and \( f_i (i = 1, \ldots, 5) \) from (64)-(70) on the aggregate ambiguity aversion level \( \xi \), the robustness influences on \( u^* \) and \( q^*_i (i = 1, 2) \) are highly nonlinear. However, Maenhout [30] and Liu [27] have shown that the ambiguity aversion level can be understood as an extra risk aversion parameter under the power (CRRA) and the recursive utility functions, thus the robustness influences on the optimal policy for their utility functions just enlarges the investor’s risk aversion level.

(ii) As we mentioned in Remark 9, it is a difficult issue to find conditions to ensure that the assumptions in the verification theorem are satisfied. In Björk et al. [6], the authors took the linear-quadratic regulator as an example and discussed the technical conditions of the verification theorem. Since the equilibrium state dynamics are linear under their setting, the assumptions of the verification theorem can be easily checked. Zeng et al. [51] constructed a robust control problem under the MV criterion, and they simply set the ambiguity preference parameters be constants. However, they were still not able to find conditions to ensure their assumptions. In our case, though the robust equilibrium control \( u^* \) is linear with respect to \( x \) and \( l \), noting the expressions of \( q^*_i (i = 1, 2) \), the equilibrium state dynamics are highly nonlinear, which makes it more difficult to find the conditions. Therefore, in this paper, this issue will not be investigated and remains to be open.

**Remark 14.** According to (34) and (35), the ambiguity preference functions in (23) and (24) can be rewritten as

\[
\Phi_1(t, x, l) = \frac{m(t, x, l)}{n^2(t, x, l)},
\]

\[
\Phi_2(t, x, l) = \frac{f_2(t)}{2([f_3(t) - \gamma f_5(t) - g_1(t)g_2(t)]x + |f_2(t) - g_2^2(t)|)^2}.
\]

With the above expressions, the Ansätze made in the second point of Remark 10 now become \( m(t, x, l) > 0 \) and \( f_2(t) > 0 \).

4. **Special cases.** In this section, we examine two special cases of our model.

**Special case 1.** If there is no labor income in our model, i.e., \( L(t) = 0 \), our problem reduces to a MV portfolio selection problem for an AAFM. The robust equilibrium...
control-measure policy in Theorem 3.6 can then be simplified as

\[ u^*(t, x, l) = \frac{x}{1 + \xi} \frac{\gamma f_3(t) + g_2^2(t) - \tilde{f}_1(t)}{f_1(t)} \frac{\theta(t)}{\sigma^2(t)}, \quad (39) \]

\[ q_1^*(t, x, l, u^*) = -\frac{\xi}{1 + \xi} \frac{\theta(t)}{\sigma(t)}, \quad (40) \]

\[ q_2^*(t, x, l, u^*) = 0, \quad (41) \]

and the robust equilibrium value function becomes

\[ V(t, x, l) = \left[ f_1(t) - 2\gamma f_4(t) - g_1^2(t) \right] x^2. \quad (42) \]

It is worth noting that the robust equilibrium policy (39)-(41) obtained in this case is essentially the same as that given in Pun [37] (i.e., the case of state-dependent risk aversion).

**Special case 2.** If the fund manager is ambiguity-neutral, i.e., the ambiguity aversion parameter \( \xi \) equals zero. As we discussed in the second point of Remark 4, in this case, we have \( D_{KL}(Q \mid P) \equiv 0 \). Therefore, the robust equilibrium control-measure policy in Theorem 3.6 becomes

\[ u^*(t, x, l) = \frac{x}{f_1(t)} \frac{\gamma f_4(t) + g_2^2(t) - \tilde{f}_3(t)}{\sigma^2(t)} \frac{\theta(t)}{\sigma(t)}, \quad (43) \]

\[ q_1^*(t, x, l, u^*) = 0, \quad q_2^*(t, x, l, u^*) = 0, \quad (44) \]

and the system of ODEs for \( \tilde{f}_i(t) \) (i = 1, \cdots, 5) and \( \tilde{g}_i(t) \) (i = 1, 2) becomes:

\[ \frac{d\tilde{f}_1}{dt} + \tilde{f}_1(t) \left[ 2r(t) + \tilde{a}^2(t) \frac{\theta^2(t)}{\sigma^2(t)} + 2\tilde{a}(t) \frac{\theta(t)}{\sigma(t)} \right] = 0, \quad (45) \]

\[ \frac{d\tilde{f}_2}{dt} + \tilde{f}_1(t) \left[ \tilde{b}^2(t) \frac{\theta^2(t)}{\sigma^2(t)} - 2\tilde{b}(t) \tilde{b}_2(t) \frac{\theta(t) \varphi(t)}{\sigma(t)} + \tilde{b}_2^2(t) \varphi^2(t) \right] + \tilde{f}_2(t) \left[ 2\alpha(t) + \beta^2(t) + \varphi^2(t) \right] \]

\[ + 2\tilde{f}_3(t) \left[ c + \left( \frac{\theta(t)}{\sigma(t)} + \varphi(t) \right) \left( \tilde{b}(t) \frac{\theta(t)}{\sigma(t)} - \tilde{b}_2(t) \varphi(t) \right) \right] = 0, \quad (46) \]

\[ \frac{d\tilde{f}_3}{dt} + \tilde{f}_1(t) \left[ c + \left( \tilde{b}(t) \frac{\theta(t)}{\sigma(t)} - \tilde{b}_2(t) \varphi(t) \right) \left( \frac{\theta(t)}{\sigma(t)} + \tilde{a}(t) \frac{\theta(t)}{\sigma(t)} \right) \right] + \tilde{f}_3(t) \left[ r(t) + \alpha(t) + \tilde{a}(t) \frac{\theta(t)}{\sigma(t)} \left( \frac{\theta(t)}{\sigma(t)} + \varphi(t) \right) \right] = 0, \quad (47) \]

\[ \frac{d\tilde{f}_4}{dt} + \tilde{f}_4(t) \left[ r(t) + \tilde{a}(t) \frac{\theta^2(t)}{\sigma^2(t)} \right] = 0, \quad (48) \]

\[ \frac{d\tilde{f}_5}{dt} + \tilde{f}_5(t) \left[ c + \frac{\theta(t)}{\sigma(t)} \left( \tilde{b}(t) \frac{\theta(t)}{\sigma(t)} - \tilde{b}_2(t) \varphi(t) \right) \right] + \tilde{f}_5(t) \alpha(t) = 0, \quad (49) \]

\[ \frac{d\tilde{g}_1}{dt} + \tilde{g}_1(t) \left[ r(t) + \tilde{a}(t) \frac{\theta^2(t)}{\sigma^2(t)} \right] = 0, \quad (50) \]

\[ \frac{d\tilde{g}_2}{dt} + \tilde{g}_2(t) \left[ c + \frac{\theta(t)}{\sigma(t)} \left( \tilde{b}(t) \frac{\theta(t)}{\sigma(t)} - \tilde{b}_2(t) \varphi(t) \right) \right] + \tilde{g}_2(t) \alpha(t) = 0, \quad (51) \]
where
\[
\hat{a}(t) = \frac{\gamma \hat{f}_4(t) + \hat{g}_1(t) - \hat{f}_1(t)}{\hat{f}_1(t)}, \quad \hat{b}(t) = \frac{\hat{g}_1(t) \hat{g}_2(t) - \hat{f}_3(t)}{\hat{f}_1(t)}, \quad \hat{b}_2(t) = \frac{\hat{f}_3(t)}{\hat{f}_1(t)},
\]
and the robust equilibrium value function is given by
\[
\hat{V}(t, x, l) = \left[ \hat{f}_1(t) - 2\gamma \hat{f}_4(t) - \hat{g}_1(t) \right] x^2 + \left[ \hat{f}_2(t) - \hat{g}_2(t) \right]^2 l^2 \quad (52)
\]

5. Numerical illustration. In this section, we carry out several numerical experiments to illustrate the effects of model parameters on the robust equilibrium policy derived in this paper. In the following numerical experiments, unless otherwise stated, the basic parameters are set as those in Table 1. Most of them are selected from existing numerical studies for comparison purpose, see Zeng et al. [52], Yi et al. [49] and Wang and Li [43]. The financial market parameters are assumed to be independent of time.

| Parameter                              | Symbol | Value |
|----------------------------------------|--------|-------|
| Time horizon (retirement date)         | $T$    | 5     |
| Initial wealth                         | $X_0$  | 4     |
| Initial labor income                   | $L_0$  | 1     |
| Risk-free interest rate                | $r(t)$ | 0.05  |
| Appreciation rate of the risky asset   | $\mu(t)$ | 0.15 |
| Volatility rate of the risky asset     | $\sigma(t)$ | 0.25 |
| Appreciation rate of the labor income  | $\alpha(t)$ | 0.08 |
| Volatility rate of the labor income (hedgeable) | $\varphi(t)$ | 0.15 |
| Volatility rate of the labor income (non-hedgeable) | $\beta(t)$ | 0.20 |
| Contribution rate                      | $c$    | 0.2   |
| Risk aversion coefficient             | $\gamma$ | 2    |
| Aggregate ambiguity aversion          | $\xi$  | 1     |

It is known from (33) that the robust equilibrium policy $u^*$ is driven by the wealth process $X^u(t)$ and the labor income process $L(t)$. Due to the random nature of $X^u(t)$ and $L(t)$, the robust equilibrium policy is also a stochastic process. In the following experiments, to get an idea about the evolution of the robust equilibrium policy along with time, we plot its sample paths, so do other stochastic processes.

(1) Effects of the risky asset’s appreciation rate and volatility rate

Let the risky asset’s appreciation rate and volatility rate be $\mu = 0.2, 0.3, 0.4$ and $\sigma = 0.1, 0.2, 0.3$, respectively, and other parameters are the same as those in Table 1. The influence of $\mu$ on the robust equilibrium policy is shown in Figure 1. We see that the amount invested in the risky asset basically decreases over time for each $\mu$. As $\mu$ increases, the fund manager increases his investment in the risky asset at every time point. This result is obvious and consistent with the reality. The higher the appreciation rate of the risky asset, the larger the expected return of the risky asset, which leads to more investment in the risky asset. Figure 2 illustrates the influence of $\sigma$ on the robust equilibrium policy. We observe that the amount
invested in the risky asset decreases as $\sigma$ increases. This result is reasonable since the fund manager will suffer larger risk when the volatility rate of the risky asset increases, then he will decrease his investment in the risky asset. This result also matches the reality: when the retirement time approaches, the suggestion usually given to the plan member in pension plans is to decrease the investment in the risky asset, that is, the fund manager shifts his investment from the risky asset to the risk-free asset with the coming of the terminal time. The above trends are consistent with the results of Zeng et al. [52]. In Figures 1 and 2, we also show the values of $m(t, x, l)$ and $f_2(t)$ for each case, we can see that both of them take positive values during the whole investment period for each case. This means that the conditions in Remark 14 are satisfied, that is, our results are effective.

**Figure 1.** Effect of $\mu$ on the robust equilibrium policy, and values of $m(t, x, l)$ and $f_2(t)$.

**Figure 2.** Effect of $\sigma$ on the robust equilibrium policy, and values of $m(t, x, l)$ and $f_2(t)$.

**Remark 15.** It is worthy pointing out that both the values of $m(t, x, l)$ and $f_2(t)$ are positive in the following experiments, however, we will no longer display their specific values because of the space limit.

(2) Effects of the labor income’s appreciation rate and volatility rate

Increase the labor income’s appreciation rate $\alpha$ from 0.1 to 0.3 with step size 0.1 while keep other parameters unchanged, we get Figure 3. The influence of $\alpha$ on the robust equilibrium policy is mainly similar to the case of $\mu$. When the
labor income’s hedgeable volatility rate $\varphi$ and non-hedgeable volatility rate $\beta$ are increased from 0.1 to 0.3 with step size 0.1, respectively, while other parameters remain the initial values, Figures 4-5 are obtained. We can see that the amount invested in the risky asset decreases over time for each hedgeable/non-hedgeable volatility rate of the labor income. And the investment in the risky asset decreases as the hedgeable/non-hedgeable volatility rate of the labor income increases. The reason for this result is similar to that of the risky asset’s volatility rate.

Figure 3. Effects of $\alpha$ on the robust equilibrium policy.

Figure 4. Effects of $\varphi$ on the robust equilibrium policy.

Figure 5. Effects of $\beta$ on the robust equilibrium policy.

Figure 6. Effects of $\gamma$ on the robust equilibrium policy.

(3) Effects of the risk aversion coefficient, the investment horizon and the contribution rate

Firstly, let the risk aversion coefficient $\gamma$ increase from 0.5 to 2.5 with the step size being 1, while keep other parameters at their initial values. The robust equilibrium policy corresponding to the increasing $\gamma$ is demonstrated in Figure 6. We note
that: a) the investment in the risky asset decreases over time for each $\gamma$. b) The investment of the risky asset increases as $\gamma$ increases. The reason is that the larger the value of $\gamma$ is, the less risk aversion the fund manager becomes. Thus he intends to pursue a riskier policy, i.e., investing more in the risky asset. This result is consistent with the reality that an investor with high risk aversion will lower the speculative investment in the risky asset.

Secondly, let the investment horizon $T$ increase from 6 to 10 with the step size being 2, the robust equilibrium policies under different $T$s are demonstrated in Figure 7. We can draw some conclusions from this figure. a) The allocation in the risky asset decreases during the whole investment horizon for each $T$. b) The shorter the investment horizon $T$ is, the larger the amount invested in the risky asset. This is easy to understand since the fund manager would have less confidence to control the investment uncertainty in the future when the investment horizon becomes longer, which results in smaller investment in the risky asset for longer investment horizon. Pay attention to the case $T = 10$, when approaching the terminal, namely, from $t = 8$ to $t = 10$, the amount invested in the risky asset is negative. This means that, i) the fund manager should short sell the risky asset and invest it together with the net wealth that he holds at that time in the risk-free asset, ii) the borrowed amount of money from $t = 8$ to $t = 10$ first increases then decreases. In a word, the long horizon brings more uncertainty and accumulates much less of confidence on the reference model for an AAFM. The trend highlighted in this figure is consistent with the results obtained in Wu et al. [45].

Thirdly, we examine the effect of the contribution rate $c$ on the robust equilibrium policy. Let $c$ increase from 0 to 0.3 with step size being 0.1, and remain other parameters at their initial values. The relationship between the contribution rate and the robust equilibrium policy is depicted in Figure 8. With the increase of the contribution rate, the amount invested in the risky asset increases. This result is reasonable since increasing contribution rate implies that there will be higher pension fund accumulation, then the fund manager can invest more to earn more. Pay attention to the case $c = 0$, in this case, our model degenerates to a portfolio selection model for an AAFM. Compared with the other three cases, the fluctuation of the investment in the risky asset in this case is the smallest.

(4) Effect of the aggregate ambiguity aversion

Increase the aggregate ambiguity aversion level $\xi$ from 0.5 to 2.5 with the step size being 1 while keep other parameters unchanged, we obtain Figure 9, which depicts the influence of the aggregate ambiguity aversion on the robust equilibrium policy. We find that the amount invested in the risky asset decreases with respect to $\xi$. When $\xi$ increases, the fund manager becomes more ambiguity-averse, i.e., he loses more confidence in the reference model and seeks more robustness of the model uncertainty. Therefore, he intends to decrease his investment in the risky asset. As we mentioned in Remark 13, Maenhout [31] and Liu [27] point out that the ambiguity aversion level can be understood as an extra risk aversion coefficient, and a higher ambiguity aversion level implies a decrease in the investment of the risky asset. Though the robustness influence of $\xi$ on the robust equilibrium policy in our problem is highly nonlinear, as we discussed in Remark 13, the trend showed in Figure 9 is mainly consistent with their conclusions.

Then, we investigate the effect of model uncertainty on the robust value function. Recall for an ANFM, i.e., the fund manager believes fully in the reference model, he
will follow the robust equilibrium policy given in (43), and the value function for the fund manager in this case is given by (52). To measure the increased spread of the value function due to aversion to model uncertainty (i.e, for an AAFM), compared to the case of model certainty (i.e, for an ANFM), we define a discrepancy function as follows

\[ U(t, x, l) = 1 - \sqrt{\frac{\hat{V}(t, x, l)}{V(t, x, l)}}, \]

where \( \hat{V}(t, x, l) \) and \( V(t, x, l) \) represent the value functions for an ANFM (i.e., without the ambiguity aversion) and for an AAFM with ambiguity aversion level \( \xi \), respectively.

The effect of the aggregate ambiguity aversion level \( \xi \) on the discrepancy function is demonstrated in Figure 10. The higher the ambiguity aversion level \( \xi \) is, the more ambiguity averse of the AAFM will be, i.e., the AAFM is more skeptical about the reference model. We see from Figure 10 that the discrepancy function mainly increases with respect to time, which means that the utility deviation for an AAFM with a longer time horizon is bigger than that with a short one. Moreover, as \( \xi \) increases, the discrepancy function increases. This is easy to understand, the more ambiguity averse the AAFM is, the more conservative policy he will seek for, then in order to compensate his robust behavior, the larger utility deviation he will suffer, i.e., the greater the value of the discrepancy function. This result is consistent with the results in Zeng et al. [52].

Remark 16. Our discrepancy function \( U(t, x, l) \) is adopted from Yi et al. [50]. However, Zeng et al. [52] use

\[ UI_1(t, x, v, l) = 1 - \frac{J(t, x, v, l)}{\hat{J}(t, x, v, l)} \]

(equation (48) in their paper) to define the utility improvement obtained by considering the ambiguity aversion, here \( J(t, x, v, l) \) and \( \hat{J}(t, x, v, l) \) represent the value functions with and without the ambiguity aversion, respectively. Zheng et al. [54] describe this by defining a utility loss function.
$$L_{\beta_1, \beta_2} = 1 - \frac{V_0(t, x, s)}{V(t, x, s)},$$

here $V(t, x, s)$ and $V_0(t, x, s)$ represent the value functions with and without the ambiguity aversion, respectively. Noting that the optimization problems in Zeng et al. [52] and Zheng et al. [54] are constructed under the order “sup inf”, while our optimization model adopts the order “inf sup”, thus our discrepancy function is essentially the same as their utility improvement (or loss) function, and all these functions describe the utility deviations caused by considering the model uncertainty.

![Figure 9. Effect of $\xi$ on the robust equilibrium policy.](image9)

![Figure 10. Effect of $\xi$ on the discrepancy function.](image10)

(5) Effects of the initial wealth and the initial labor income

Finally, we show the effects of the initial wealth $X_0$ and the initial labor income $L_0$ on the robust equilibrium policy. Let the initial wealth/initial labor income increase from 1 to 3 with the step size being 1, while keep other parameters at their initial values, Figures 11-12 are obtained. We can see that the amount invested in the risky asset increases as the initial wealth/initial labor income increases. This result is easy to understand since larger initial wealth/initial labor income means higher pension fund accumulation, then the fund manager can invest more.

All the above numerical results and analyses further demonstrate the influences of model parameters on the robust equilibrium policy. These observations can help us have a more intuitive and better understanding of the theoretical results obtained in this paper.

6. Conclusion. In this article, we study a robust equilibrium investment problem for an AAFM in continuous-time under the MV criterion, where the risk aversion function takes a linear and state-dependent form and the model uncertainty accords with the rule of model misspecification proposed by Anderson. The financial market under consideration consists of one risk-free asset and one risky asset. Meanwhile, the AAFM faces a stochastic labor income risk and aims to develop a robust equilibrium policy. With our choice of ambiguity preference functions, explicit expressions
of the robust equilibrium control-measure policy and the corresponding robust equilibrium value function have been derived by adopting the concept of subgame perfect equilibrium and applying the extended dynamic programming approach. Our work enriches the literature in DC pension plans by introducing meaningful ambiguity preference functions under the MV criterion with state-dependent risk aversion. Two special cases of our model and the associated results are also discussed. Finally, economic implications of our theoretical results are illustrated through a series of numerical experiments.

Acknowledgments. The authors express their sincere gratitude to the editor and two anonymous reviewers for their detailed and valuable comments and suggestions, which have helped us to substantially improve the presentation and quality of this manuscript.

Appendix. A. Proof of Lemma 3.3

Proof. Note

\[
\begin{aligned}
    f^{u,q}(t, x, l, y) &= E_{t,x,l}^{Q}[F(y, X^u(T)) - \int_{t}^{T} H(\tau, X^u(\tau), L(\tau); q) d\tau], \\
    g^{u,q}(t, x, l) &= E_{t,x,l}^{Q}[X^u(T)].
\end{aligned}
\] (53)

By (12) and (53), it follows that,

\[
J(t, x, l; u, q) = f^{u,q}(t, x, l, x) + G(x, g^{u,q}(t, x, l)).
\]

In the light of (53), $g^{u,q}$ can be written as $g^{u,q}(t, x, l) = E_{t,x,l}^{Q}[g^{u,q}(s, X^u(s), L(s))]$, thus we have,

\[
\begin{aligned}
    G(x, g^{u,q}(t, x, l)) &= E_{t,x,l}^{Q}[G(X^u(s), g^{u,q}(s, X^u(s), L(s)))] \\
    &+ G(x, E_{t,x,l}^{Q}[g^{u,q}(s, X^u(s), L(s))]) - E_{t,x,l}^{Q}[G(X^u(s), g^{u,q}(s, X^u(s), L(s)))] \\
    &= E_{t,x,l}^{Q}[G(X^u(s), g^{u,q}(s, X^u(s), L(s)))] + J^{u,q}(t, x, l, s).
\end{aligned}
\]
Proof. With the probabilistic representations in Theorem 3.4, it follows that

\[ V(t, x, l) = f(t, x, l, x) + G(x, g(t, x, l)) \]

As the infinitesimal operator \( A^{u, q} \) is linear with respect to \( u \) and \( q \), thus we can simplify the equation (20) as

\[
\inf_{u \in U} \sup_{q \in Q} \left\{ -H(t, x, l; q) + A^{u, q} f(t, x, l, y) \right\}_{y=x} + \frac{\partial G(x, y)}{\partial y} \bigg|_{y=g(t, x, l)} A^{u, q} g(t, x, l) = 0. \tag{54} \]

According to the first order optimality condition, \( q^*_1 \) and \( q^*_2 \) which realize the infimum in equation (54) are given by

\[
q^*_1(t, x, l, u) = \xi \Phi_1(t, x, l) [\sigma(t)u(t)\lambda_1(t, x, l) + \varphi(t)l\lambda_2(t, x, l)], \tag{55} \]
\[
q^*_2(t, x, l, u) = \xi \Phi_2(t, x, l) \beta(t)l\lambda_2(t, x, l). \tag{56} \]

Note that \( \Phi_1(t, x, l) \) and \( \Phi_2(t, x, l) \) take the form of (23) and (24), substituting them into (55) and (56) gives the equations (28) and (29).

Let \( q^* = \{ q^*(t, x, l, u) \}_{t \in [0, T]} \). The HJB equation (54) becomes the following nonlinear HJB equation:

\[
\inf_{u \in U} \left\{ -H(t, x, l; q^*) + A^{u, q^*} f(t, x, l, y) \right\}_{y=x} + \frac{\partial G(x, y)}{\partial y} \bigg|_{y=g(t, x, l)} A^{u, q^*} g(t, x, l) = 0. \tag{57} \]

Using the infinitesimal operator in (19) and the expressions in (28)-(29), the above HJB equation can be further rewritten as

\[
\lambda_3(t, x, l) + [r(t)x + cl]\lambda_1(t, x, l) + \frac{1+\xi}{2} \beta^2(t) + \varphi^2(t)l^2\chi_2(t, x, l) \]
\[
\alpha(t)l\lambda_2(t, x, l) + \inf_{u \in U} \left\{ \theta(t)u(t)\lambda_1(t, x, l) + \frac{1+\xi}{2} u^2(t)\varphi^2(t)l\chi_1(t, x, l) \right\} = 0. \]
The first order necessary optimality condition (which is also sufficient) with respect to $u$ gives the robust control,

$$u^*(t, x, l) = -\frac{1}{1 + \xi \sigma^2(t)} \lambda_1(t, x, l) - \frac{\varphi(t)}{\sigma(t)} \chi_3(t, x, l),$$

where $f$ and $g$ in $\chi_i$, $\lambda_i$, ($i = 1, 3$) are solutions to PDEs (21) and (22).

C. Proof of Theorem 3.6

**Proof.** Inspired by the boundary conditions of $f$ and $g$, i.e., $f(T, x, l, y) = x^2 - 2\gamma y x$ and $g(T, x, l) = x$, we make the Ansatzes,

$$f(t, x, l, y) = f_1(t)x^2 + f_2(t)l^2 + f_3(t)x l - 2\gamma [f_4(t)x + f_5(t)l],$$

$$g(t, x, l) = g_1(t)x + g_2(t)l,$$

with boundary conditions being given by $f_1(T) = 1$, $f_2(T) = 0$, $f_3(T) = 0$, $f_4(T) = 1$, $f_5(T) = 0$, $g_1(T) = 1$ and $g_2(T) = 0$.

With the above expressions, we have

$$\begin{align*}
\lambda_1(t, x, l) &= 2[f_1(t) - \gamma f_4(t) - g_4^2(t)x + 2[f_3(t) - g_1(t)g_2(t)]l, \\
\lambda_2(t, x, l) &= 2[f_2(t) - \gamma f_5(t) - g_1(t)g_2(t)]x + 2[f_3(t) - g_2(t)]l, \\
\lambda_3(t, x, l) &= \left[\frac{\partial f_1}{\partial t} - 2\gamma \frac{\partial f_4}{\partial t} - 2g_1(t)\frac{\partial g_1}{\partial t} \right]x^2 + \left[\frac{\partial f_2}{\partial t} - 2g_2(t)\frac{\partial g_2}{\partial t} \right]l^2 + 2\left[\frac{\partial f_3}{\partial t} - \gamma \frac{\partial f_5}{\partial t} - g_1(t)\frac{\partial g_1}{\partial t} - g_2(t)\frac{\partial g_2}{\partial t} \right]xl \\
\chi_1(t, x, l) &= 2f_1(t), \quad \chi_2(t, x, l) = 2f_2(t), \quad \chi_3(t, x, l) = 2f_3(t).
\end{align*}$$

Substituting (60) into (30) gives us the robust equilibrium control

$$u^*(t, x, l) = \frac{a(t)}{1 + \xi \sigma^2(t)} \frac{\theta(t)}{\lambda_1(t, x, l)} + \frac{b(t)}{1 + \xi \sigma^2(t)} \frac{-b_2(t) \varphi(t)}{\lambda_3(t, x, l)},$$

where $a(t)$ and $b(t)$ are given in (38).

Substituting (60)-(61) into (28)-(29), we have

$$\begin{align*}
q_1^*(t, x, l, u^*) &= \frac{m(t, x, l)}{n(t, x, l)}, \\
q_2^*(t, x, l, u^*) &= \frac{f_2(t)\beta(t)l}{[f_3(t) - \gamma f_5(t) - g_1(t)g_2(t)]x + [f_2(t) - g_2(t)]l}.
\end{align*}$$

where $m(t, x, l)$ and $n(t, x, l)$ are given by (36) and (37).

Plugging (58)-(63) into (21) and (22), and separating the variables, we obtain the following system of ODEs:

$$\begin{align*}
\frac{dg_1}{dt} + g_1(t)\left[r(t) + \frac{a(t)}{1 + \xi \sigma^2(t)} \frac{\theta(t)}{\lambda_1(t, x, l)} \right] &= 0, \\
\frac{dg_2}{dt} + g_2(t)\left[c + \left(\frac{\theta(t)}{\sigma(t)} - \xi k(t)\right)\left(\frac{b(t)}{1 + \xi \sigma(t)} - b_2(t)\varphi(t)\right)\right] + g_2(t)\left[\alpha(t) + \xi \left[p(t)\beta^2(t) - k(t)\varphi(t)\right]\right] &= 0,
\end{align*}$$

(64) and (65).
\[
\begin{align*}
\frac{df_1}{dt} + f_1(t) \left[ 2r(t) + (1 - \xi) \frac{\theta^2(t)}{(1 + \xi)^2 \sigma^2(t)} + 2 \frac{a(t)}{1 + \xi} \frac{\theta(t)}{\sigma(t)} \right] &= 0, \\
\frac{df_2}{dt} + f_1(t)(1 - \xi) \left[ \frac{\theta^2(t)}{(1 + \xi)^2 \sigma^2(t)} - 2 \frac{b(t)b_2(t)\theta(t)\varphi(t)}{1 + \xi} + b^2_2(t)\varphi(t) \right] \\
&+ f_2(t) \left[ 2\alpha(t) + (1 - \xi) \left[ \beta^2(t) + \varphi^2(t) \right] + 2\xi \left[ p(t)\beta^2(t) - k(t)\varphi(t) \right] \right] \\
&+ 2f_3(t) \left[ c + \left( \frac{\theta(t)}{\sigma(t)} + \varphi(t) - \xi \varphi(t) + k(t) \right) \left( \frac{b(t)}{1 + \xi} \frac{\theta(t)}{\sigma(t)} - b_2(t)\varphi(t) \right) \right] = 0, \\
\frac{df_4}{dt} + f_4(t) \left[ r(t) + \frac{a(t)}{1 + \xi} \frac{\theta(t)}{\sigma(t)} \right] &= 0, \\
\frac{df_5}{dt} + f_5(t) \left[ c + \left( \frac{\theta(t)}{\sigma(t)} - \xi k(t) \right) \left( \frac{b(t)}{1 + \xi} \frac{\theta(t)}{\sigma(t)} - b_2(t)\varphi(t) \right) \right] \\
&+ f_5(t) \left[ \alpha(t) + \xi \left[ p(t)\beta^2(t) - k(t)\varphi(t) \right] \right] = 0,
\end{align*}
\]

where

\[
k(t) = \frac{\frac{\theta^2(t)f_3(t)}{(1 + \xi)^2 \sigma^2(t)} + \left[ f_2(t) - b^2_2(t)f_1(t) \right]\varphi^2(t)}{\frac{\varphi^2(t)f_3(t)}{(1 + \xi)^2 \sigma(t)} - \left[ b(t)f_3(t) + f_2(t) - g^2_2(t) \right]\varphi(t)}, \quad p(t) = f_2(t) - g^2_2(t).
\]

It remains to check that the candidate equilibrium policy \((u^*, q^*)\) given in (33)-(35) is admissible.

Substituting \((u^*, q^*)\) in (33)-(35) into the wealth equation (9), we have

\[
\begin{align*}
\frac{dX}{dt} &= \left[ X^{u^*}(t) \left( r(t) + \frac{a(t)}{1 + \xi} \frac{\theta^2(t)}{\sigma^2(t)} + \frac{a(t)}{1 + \xi} \frac{\theta(t)}{\sigma(t)} \frac{m(t, X^{u^*}(t), L(t))}{n(t, X^{u^*}(t), L(t))} \right) \right] \\
&+ \left[ \frac{b(t)}{1 + \xi} \frac{\theta(t)}{\sigma(t)} - b_2(t)\varphi(t) \right] \left[ \frac{m(t, X^{u^*}(t), L(t))}{n(t, X^{u^*}(t), L(t))} \right] dt \\
&+ \left[ \frac{a(t)}{1 + \xi} \frac{\theta(t)}{\sigma(t)} \right] X^{u^*}(t) + \left( \frac{b(t)}{1 + \xi} \frac{\theta(t)}{\sigma(t)} - b_2(t)\varphi(t) \right) L(t) \right] dW^{q^*}(t).
\end{align*}
\]

For notation convenience, we rewrite \(m(t, x, l)\) and \(n(t, x, l)\) in (36) and (37) as

\[
\begin{align*}
m(t, x, l) &= A_1(t)x^2 + A_2(t)x + A_3(t)l, \\
n(t, x, l) &= A_4(t)x^2 + A_5(t)x + A_6(t)l.
\end{align*}
\]

Since all the related parameters are uniformly bounded in \([0, T]\). The deterministic functions \(q_i(t)(i = 1, 2)\) and \(f_i(t)(i = 1, \cdots, 5)\) are also bounded on \([0, T]\). Then, there exists a constant \(M_1\), such that

\[
|q_1^i(t)| < \xi \cdot \max \left( \left| A_1(t) \right|, \left| A_2(t) \right|, \left| A_3(t) \right|, \left| A_4(t) \right|, \left| A_5(t) \right|, \left| A_6(t) \right| \right) < M_1, \quad i = 1, \cdots, 5.
\]
Similarly, there exists a constant $M_2$, such that
\[
|q_2(t)| < \xi \cdot \max \left( \frac{|f_2(t)|}{|f_3(t)|}, \left| g_1(t)g_2(t) \right|, |f_3(t) - f_5(t)| \right) \\
< M_2.
\] (73)

Substituting $(u^*, q^*)$ in (33)-(35) into equation (8), we have
\[
\frac{dL(t)}{L(t)} = \left[ \alpha(t) + \varphi(t)q_1(t) + \beta(t)q_2(t) \right] dt + \varphi(t) dW^{Q^*}(t) + \beta(t) dW_0^{Q^*}(t). \] (74)

Applying Itô lemma to $\ln(L(t))$ and then taking expectation, we obtain
\[
L(t) = L_0 \exp \left\{ \int_0^t \left[ \alpha(s) - \frac{\varphi^2(s) + \beta^2(s)}{2} + \varphi(s)q_1(s) + \beta(s)q_2(s) \right] ds \right\} \\
+ \int_0^t \varphi(s) dW^{Q^*}(s) + \int_0^t \beta(s) dW_0^{Q^*}(s). \] (75)

Now we consider the integral $\exp \left( \int_0^t \varphi(s) dW^{Q^*}(s) \right)$. Note that $\varphi(s)$ is bounded on $[0, t]$, we have
\[
\exp \left( \int_0^t \varphi(s) dW^{Q^*}(s) \right) = \exp \left( \int_0^t \varphi^2(s) ds \right) \\
\cdot \exp \left( \int_0^t \varphi(s) dW^{Q^*}(s) - \int_0^t \varphi^2(s) ds \right). \] martingale

Consequently,
\[
E^{Q^*} \left[ \exp \left( \int_0^t \varphi(s) dW^{Q^*}(s) \right) \right] < \infty.
\]

The same argument applies to $\exp \left( \int_0^t \beta(s) dW_0^{Q^*}(s) \right)$, we thus obtain
\[
E^{Q^*} [L(t)] < \infty. \] (76)

Noting (72) and taking expectation on both sides of (71), we have the following estimation
\[
E^{Q^*} \left[ X^{u^*, l}(T) \right] \leq x_0 \exp \left\{ \int_0^T \left[ r(t) + \frac{a(t)}{1 + \xi} \frac{\theta^2(t)}{\sigma^2(t)} + \frac{\xi a(t)}{1 + \xi} \frac{\theta(t) M_1}{\sigma(t)} \right] dt \right\} \\
+ \int_0^T \left[ E^{Q^*} [L(t)] \cdot \left[ c + \left[ \frac{b(t)}{1 + \xi} \frac{\theta^2(t)}{\sigma^2(t)} - b_2(t) \frac{\varphi(t) \theta(t)}{\sigma(t)} \right] + \xi \left[ \frac{b(t)}{1 + \xi} \frac{\theta(t)}{\sigma(t)} \right] \right] \right] \left[ -b_2(t) \varphi(t) M_1 \right] \cdot \exp \left\{ \int_t^T r(s) + \frac{a(s)}{1 + \xi} \frac{\theta^2(s)}{\sigma^2(s)} + \frac{\xi a(s)}{1 + \xi} \frac{\theta(s) M_1}{\sigma(s)} \right\} ds \right\}. \] (77)

Noting (76), we see that the integrals in (77) are finite since all the parameters and functions are deterministic and bounded on $[0, T]$. This shows that condition (iii) in Definition 2.1 is indeed satisfied.

Then, we verify that the Novikov condition is satisfied.
Noting (72) and (73), we have
\[
E^\ot \left[ \exp \left( \frac{1}{2} \int_0^t \left[ q_1(s)^2 + q_2(s)^2 \right] ds \right) \right] < E^\ot \left[ \exp \left( \frac{1}{2} \int_0^t \left[ M_1^2 + M_2^2 \right] ds \right) \right] < \infty.
\]
Therefore, condition (ii) in Definition 2.1 is proved. This completes the proof of the theorem.

REFERENCES

[1] E. W. Anderson, L. P. Hansen and T. J. Sargent, Robustness, detection and the price of risk, 1999. Available from: https://www.researchgate.net/profile/Lars_Hansen/publication/2637084_Robustness_Detection_and_the_Price_of_Risk/links/0deec51f6c2524ada9000000/Robustness-Detection-and-the-Price-of-Risk.pdf.

[2] E. W. Anderson, L. P. Hansen and T. J. Sargent, A quartet of semigroups for model specification, robustness, prices of risk, and model detection, Journal of the European Economic Association, 1 (2003), 68–123.

[3] S. Basak and G. Chabakauri, Dynamic mean-variance asset allocation, The Review of Financial Studies, 23 (2010), 2970–3016.

[4] P. Battocchio and F. Menoncin, Optimal pension management in a stochastic framework, Insurance: Mathematics and Economics, 34 (2004), 79–95.

[5] T. Björk, A. Murgoci and X. Y. Zhou, Mean-variance portfolio optimization with state-dependent risk aversion, Mathematical Finance, 24 (2014), 1–24.

[6] T. Björk, M. Khapko and A. Murgoci, On time-inconsistent stochastic control in continuous time, Finance and Stochastics, 21 (2017), 331–360.

[7] D. Blake, D. Wright and Y. M. Zhang, Target-driven investing: Optimal investment strategies in defined contribution pension plans under loss aversion, Journal of Economic Dynamics and Control, 37 (2013), 195–209.

[8] Z. Bodie, J. B. Detemple, S. Otruba and S. Walter, Optimal consumption-portfolio choices and retirement planning, Journal of Economic Dynamics and Control, 28 (2004), 1115–1148.

[9] A. J. G. Cairns, D. Blake and K. Dowd, Stochastic lifestyling: Optimal dynamic asset allocation for defined contribution pension plans, Journal of Economic Dynamics and Control, 30 (2006), 843–877.

[10] Z. Chen, Z. F. Li, Y. Zeng and J. Y. Sun, Asset allocation under loss aversion and minimum performance constraint in a DC pension plan with inflation risk, Insurance: Mathematics and Economics, 75 (2017), 137–150.

[11] X. Y. Cui, D. Li, S. Y. Wang and S. S. Zhu Better than dynamic mean-variance: Time inconsistency and free cash flow stream, Mathematical Finance, 22 (2012), 346–378.

[12] X. Y. Cui, L. Xu and Y. Zeng, Continuous time mean-variance portfolio optimization with piecewise state-dependent risk aversion, Optimization Letters, 10 (2016), 1681–1691.

[13] X. Y. Cui, X. Li, D. Li and Y. Shi, Time consistent behavioral portfolio policy for dynamic mean-variance formulation, Journal of the Operational Research Society, 68 (2017), 1647–1660.

[14] G. Deelstra, M. Grasselli and P.-F. Koehl, Optimal investment strategies in the presence of a minimum guarantee, Insurance: Mathematics and Economics, 33 (2003), 189–207.

[15] C. R. Flor and L. S. Larsen, Robust portfolio choice with stochastic interest rates, Annals of Finance, 10 (2014), 243–265.

[16] G. H. Guan and Z. X. Liang, Mean-variance efficiency of DC pension plan under stochastic interest rate and mean-reverting returns, Insurance: Mathematics and Economics, 61 (2015), 99–109.

[17] L. P. Hansen, T. J. Sargent, G. Turmhambetova and N. Williams, Robust control and model misspecification, Journal of Economic Theory, 128 (2006), 45–90.

[18] Y. Hu, H. Q. Jin and X. Y. Zhou, Time-inconsistent stochastic linear-quadratic control, SIAM Journal on Control and Optimization, 50 (2012), 1548–1572.

[19] I. Karatzas and S. E. Shreve, Brownian Motion and Stochastic Calculus, Second edition. Graduate Texts in Mathematics, 113. Springer-Verlag, New York, 1991

[20] F. Knight, Risk, Uncertainty and Profit, Houghton Mifflin, New York, 1921.

[21] R. Korn, O. Menkens and M. Steffensen, Worst-case-optimal dynamic reinsurance for large claims, European Actuarial Journal, 2 (2012), 21–48.

[22] Z. X. Liang and M. Song, Time-consistent reinsurance and investment strategies for mean-variance insurer under partial information, Insurance: Mathematics and Economics, 65 (2015), 66–76.
[23] Y. W. Li and Z. F. Li, Optimal time-consistent investment and reinsurance strategies for mean-variance insurers with state dependent risk aversion, *Insurance: Mathematics and Economics*, 53 (2013), 86–97.

[24] D. Li and W. L. Ng, Optimal dynamic portfolio selection: Multi-period mean-variance formulation, *Mathematical Finance*, 10 (2000), 387–406.

[25] X. Lin, C. H. Zhang and T. K. Siu, Stochastic differential portfolio games for an insurer in a jump-diffusion risk process, *Mathematical Methods of Operations Research*, 75 (2012), 83–100.

[26] J. Liu, J. Pan and T. Wang, An equilibrium model of rare-event premia and its implication for option smirk, *The Review of Financial Studies*, 18 (2005), 131–164.

[27] H. Liu, Robust consumption and portfolio choice for time varying investment opportunities, *Annals of Finance*, 6 (2010), 435–454.

[28] Y. L. Liu, M. Y. Yang, J. Zhai and M. Y. Bai, Portfolio selection of the defined contribution pension fund with uncertain return and salary: A multi-period mean-variance model, *Journal of Intelligent and Fuzzy Systems*, 34 (2018), 2363–2371.

[29] Q.-P. Ma, On “optimal pension management in a stochastic framework” with exponential utility, *Insurance: Mathematics and Economics*, 49 (2011), 61–69.

[30] P. J. Maenhout, Robust portfolio rules and asset pricing, *The Review of Financial Studies*, 17 (2004), 951–983.

[31] P. J. Maenhout, Robust portfolio rules and detection-error probabilities for a mean-reverting risk premium, *Journal of Economic Theory*, 128 (2006), 136–163.

[32] H. M. Markowitz, Portfolio selection, *The Journal of Finance*, 7 (1952), 77–91.

[33] C. Munk and A. Rubtsov, Portfolio management with stochastic interest rates and inflation ambiguity, *Annals of Finance*, 10 (2014), 419–455.

[34] B. Øksendal, *Stochastic Differential Equations: An Introduction with Applications*, Fifth edition. Universitext. Springer-Verlag, Berlin, 1998.

[35] J. Poterba, J. Rauh, S. Venti and D. Wise, Defined contribution plans, defined benefit plans, and the accumulation of retirement wealth, *Journal of Public Economics*, 91 (2007), 2062–2086.

[36] C. S. Pun and H. Y. Wong, Robust investment-reinsurance optimization with multiscale stochastic volatility, *Insurance: Mathematics and Economics*, 62 (2015), 245–256.

[37] C. S. Pun, Robust time-inconsistent stochastic control problems, *Automatica*, 94 (2018), 249–257.

[38] C. S. Pun, Robust time-inconsistent stochastic control problems (extended version), Working paper, 2018. Available from: https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3035656.

[39] R. H. Strotz, Myopia and inconsistency in dynamic utility maximization, *The Review of Economic Studies*, (1973), 128–143.

[40] E. Vigna, On efficiency of mean-variance based portfolio selection in defined contribution pension schemes, *Quantitative Finance*, 14 (2014), 237–258.

[41] L. Y. Wang and Z. P. Chen, Nash equilibrium strategy for a DC pension plan with state-dependent risk aversion: A multi-period mean-variance framework, *Discrete Dynamics in Nature and Society*, 2018 (2018), Art. ID 7581231, 17 pp.

[42] L. Y. Wang and Z. P. Chen, Stochastic game theoretic formulation for a multi-period DC pension plan with state-dependent risk aversion, *Mathematics*, 7 (2019).

[43] P. Wang and Z. F. Li, Robust optimal investment strategy for an AAM of DC pension plans with stochastic interest rate and stochastic volatility, *Insurance: Mathematics and Economics*, 80 (2018), 67–83.

[44] H. L. Wu, Time-consistent strategies for a multi-period mean-variance portfolio selection problem, *Journal of Applied Mathematics*, 2013 (2013), Art. ID 841627, 13 pp.

[45] H. L. Wu, L. Zhang and H. Chen, Nash equilibrium strategies for a defined contribution pension management, *Insurance: Mathematics and Economics*, 62 (2015), 202–214.

[46] H. Wu, C. Weng and Y. Zeng, Equilibrium consumption and portfolio decisions with stochastic discount rate and time-varying utility functions, *OR Spectrum*, 40 (2018), 541–582.

[47] W. D. Xu, C. F. Wu and H. Y. Li, Robust general equilibrium under stochastic volatility model, *Finance Research Letters*, 7 (2010), 224–231.

[48] H. X. Yao, Z. Yang and P. Chen, Markowitz’s mean-variance defined contribution pension fund management under inflation: A continuous-time model, *Insurance: Mathematics and Economics*, 53 (2013), 851–863.
[49] B. Yi, Z. F. Li, F. G. Viens and Y. Zeng, Robust optimal control for an insurer with reinsurance and investment under Heston’s stochastic volatility model, *Insurance: Mathematics and Economics*, 53 (2013), 601–614.

[50] B. Yi, F. Viens, Z. F. Li and Y. Zeng, Robust optimal strategies for an insurer with reinsurance and investment under benchmark and mean-variance criteria, *Scandinavian Actuarial Journal*, 2015 (2015), 725–751.

[51] Y. Zeng, D. P. Li and A. L. Gu, Robust equilibrium reinsurance-investment strategy for a mean-variance insurer in a model with jumps, *Insurance: Mathematics and Economics*, 66 (2016), 138–152.

[52] Y. Zeng, D. P. Li, Z. Chen and Z. Yang, Ambiguity aversion and optimal derivative-based pension investment with stochastic income and volatility, *Journal of Economic Dynamics and Control*, 88 (2018), 70–103.

[53] X. Zhang and T. K. Siu, Optimal investment and reinsurance of an insurer with model uncertainty, *Insurance: Mathematics and Economics*, 45 (2009), 81–88.

[54] X. X. Zheng, J. M. Zhou and Z. Y. Sun, Robust optimal portfolio and proportional reinsurance for an insurer under a CEV model, *Insurance: Mathematics and Economics*, 67 (2016), 77–87.

[55] X. Y. Zhou and D. Li, Continuous-time mean-variance portfolio selection: A stochastic LQ framework, *Applied Mathematics and Optimization*, 42 (2000), 19–33.

[56] H. N. Zhu, M. Cao and C. K. Zhang, Time-consistent investment and reinsurance strategies for mean-variance insurers with relative performance concerns under the Heston model, *Finance Research Letters*, 30 (2018), 280–291.

Received February 2019; 1st revision June 2019; 2nd revision July 2019.

E-mail address: liyuanwang@stu.xjtu.edu.cn
E-mail address: zchen@mail.xjtu.edu.cn
E-mail address: yangpeng511@163.com