Abstract
Motivated by the existence of candidates for exotic hadrons whose masses are close to both of two-body and three-body hadronic thresholds lying close to each other, we study degenerate two-body and three-body coupled-channel systems. We first formulate the scattering problem of non-degenerate two-body and three-body coupled-channels as an effective three-body problem, i.e. effective Alt-Grassberger-Sandhas (AGS) equations. We next investigate the behavior of S-matrix poles near the threshold when two-body and three-body thresholds are degenerate. We solve the eigenvalue equations of the kernel of AGS equations instead of AGS equations themselves to obtain the S-matrix pole energy. We then face a problem of unphysical singularity: though the physical transition amplitudes have physical singularities only, the kernel of AGS equations have unphysical singularities. We show, however, that these unphysical singularities can be removed by appropriate reorganization of the scattering equations and mass renormalization. The behavior of S-matrix poles near the degenerate threshold is found to be universal in the sense that the complex pole energy, $E$, is determined by a real parameter, $c$, as $c + E \log (-E) = 0$, or equivalently, $\Im E = \pi \Re E / \log (\Re E)$. This behavior is different from that of either two-body or three-body system and is characteristic in the degenerate two-body and three-body coupled-channel system. We expect that this new class of universal behavior might play a key role in understanding exotic hadrons.
I. INTRODUCTION

The $X (3872)$ was first observed in 2003 [1] which is considered not to be a simple charmonium [2–4] and is therefore a candidate for the exotic hadron. Since its mass is very close to neutral $D\bar{D}^*$ threshold, it is pointed out that it has significant $D\bar{D}^*$ molecular component [5–20]. However, we must be aware that its mass is also very close to $D\bar{D}^*\pi$ three-body threshold. We therefore have to consider $D\bar{D}^*\pi$ hadronic two-body and three-body coupled-channels analysis whose importance has also been discussed [21–27]. See [28–31] for recent review articles of heavy quarkonium and candidates for the exotic hadron in that energy regions. There are both of experimental and theoretical indication that strange dibaryon exists in $K^-pp$ system [32–34]. Since the resonance $\Lambda (1405)$ exists in $K\bar{N}$ channel, $\bar{K}NN-\Lambda (1405)N-\pi\Sigma N$ two-body and three-body coupled-channels effect regarding $\Lambda (1405)$ as a compact $qqq$ baryon might play an important role in understanding the system. Existence of non-strange dibaryons was first discussed in the 60’s [35, 36], however it is only recent that they are actually observed experimentally [37–43]. The importance of hadronic two-body and three-body coupled-channels analysis in these channels has also been discussed [44, 45]. See, for example, an introduction in [46] for a review of current status of non-strange dibaryon physics.

Two-body and three-body coupled-channels analysis is therefore required to deepen our understandings of those resonances whose thresholds lie close to each other. In this paper, motivated by such circumstances, we develop two-body and three-body coupled-channels scattering equations and investigate the $S$-matrix pole behavior near the thresholds in case of a degenerate two-body and three-body coupled-channels system.

The discussion so far has been focused on phenomenological aspects of hadron physics. However, the degenerate two-body and three-body coupled-channels system is also interesting from a purely theoretical perspective. It is known that the $S$-matrix pole behavior near the threshold in a single-channel two-body and three-body system has the universal property [47]. Namely, it is determined by one or two parameters depending on how close the poles are located to the threshold. It is also known that universal behavior crucially depends on phase space property near the threshold, that is, whether it is a two-body system, a three-body system or the system has relative angular momentum excitation [48]. Then, a question arise, “How does the $S$-matrix pole behave near the thresholds in case of a degenerate two-body and three-body coupled system?” We expect a new class of universal behavior emerges in such a case. We might also want to ask the same question in relation to the Efimov effect. If two parirs of three particles develop zero-energy bound state, infinite number of bound state appear and is known as the Efimov effect. Degenerate two-body and three-body coupled-channels system corresponds to a three-body system in which one of three pair develops zero-energy bound state.

The behavior we are going to discuss is therefore interesting in its own and also might play a key role in understanding those observed candidates for the exotic hadrons lying in the energy regions where two-body and three-body hadronic thresholds rest close to each other. In this article, we investigate and answer those questions mentioned above.

In section II we present basic setups namely, Hamiltonian we consider, effective interactions constructed by the Feshbach projection, the AGS equations which three-body transition amplitudes satisfy, a problem of unphysical singularity and its solution with the mass renormalization plus an appropriate reorganization of the Feynman diagrams. In section III we calculate the $S$-matrix pole behavior near the thresholds in a degenerate two-body and three-body coupled-channels system using Yamaguchi-type separable interactions. We show that the $S$-matrix pole behavior is characteristic in the system and also universal in a sense that it is determined by the equation $c + E \log (-E) = 0$, or equivalently, $\text{Im } E = \pi \text{Re } E / \log \text{Re } E$, where $E$ is the $S$-matrix pole energy, while $c$ a real parameter. In section IV we summarize the results and discuss its physical applications.

II. EFFECTIVE AGS EQUATIONS FOR TWO-BODY AND THREE-BODY COUPLED-CHANNELS

We consider a two-body and three-body coupled-channels system. We denote three particles in the three-body channel as $\psi_1\psi_2\psi_3$ and two particles in the two-body channel as $\psi\psi_3$. Introducing the projection operators onto the three-body channel, $P$, and the two-body channel, $Q$, respectively, we write the full Hamiltonian as a matrix [49, 50]

\[
H = \begin{pmatrix}
    PHP & PHQ \\
    QHP & QHQ
\end{pmatrix} = \begin{pmatrix}
    H_0^P + V_{PP} & V_{PQ} \\
    V_{QP} & H_0^Q + V_{QQ}
\end{pmatrix},
\]

(1)
The kinetic terms in the three-body and two-body channels, $H^{(3)}_0$ and $H^{(2)}_0$, are respectively given by

\[ H^P_0 = \sum_{i=1}^{3} \left( m_i + \frac{k^2_{2i}}{2m_i} \right), \]

\[ H^Q_0 = M + \frac{K^2_3}{2M} + m_3 + \frac{k^2_3}{2m_3}. \]

We assume that the diagonal interaction terms in the three-body and two-body channels, $V_{PP}$ and $V_{QQ}$, are given by two-body interactions, while the off-diagonal interaction terms, $V_{PQ}$ and $V_{QP}$, are due to $\phi_1\phi_2-\psi$ coupling,

\[ V_{PP} = V_{\phi_2\phi_3} + V_{\phi_3\phi_1} + V_{\phi_1\phi_2}, \]

\[ V_{QQ} = V_{\psi\psi}, \]

\[ V_{PQ} = V_{\phi_1\phi_2-\psi}, \]

\[ V_{QP} = V_{\psi-\phi_1\phi_2}. \]  

We denote the propagator of $\phi_i$ as $G^{\phi_i}$ defined by

\[ G^{\phi_i}(E) = \frac{1}{E - m_i - \frac{k^2_{2i}}{2m_i}}, \]

and that of $\psi$ as $G^{\psi}$ defined by

\[ G^{\psi}(E) = \frac{1}{E - M - \frac{k^2_3}{2M}}. \]

The Feynman rules are therefore given as shown in Fig. 1

\[ G^{\phi} \quad G^{\psi} \]

\[ V_{\phi_i\phi_j} \quad V_{\phi_1\phi_2-\psi} \]

\[ V_{\psi-\phi_1\phi_2} \quad V_{\psi\phi_3} \]

FIG. 1. Summary of Feynman rules. We denote propagators of $\phi_i$ as solid lines. Unrenormalized propagator of $\psi$ is represented as red dotted line while the renormalized one as red dashed line (colored online).

In the following, we adopt separable interactions both for diagonal and off-diagonal interaction terms, which simplifies the numerical calculation, but the formal argument can be generalized for any interactions.

We define the effective Hamiltonian in the three-body channel by the Feshbach projection \[49, 50\] as

\[ H^{(3)}_{\text{eff}} = PHP + PHQ \frac{1}{E - HQ} QHP = H^P_0 + U_{PP}(E), \]

where we introduced the effective interaction in the three-body channel, $U_{PP}$, defined by

\[ U_{PP}(E) = V_{PP} + V_{PQ} \frac{1}{E - H^Q_0 - V_{QQ}} V_{QP}. \]

$U_{PP}$ can be decomposed of the sum of the two-body interactions in each channels, $U_i$ ($i = 1, 2, 3$), and the three-body interaction, $U_4$:
\[ U_1(E) = V_{\phi_1 \phi_3} = \phi_2 \phi_3 \]
\[ U_2(E) = V_{\phi_3 \phi_1} = \phi_3 \phi_1 \]
\[ U_3(E) = V_{\phi_1 \phi_2} + V_{\phi_1 \phi_3} G_0^{\psi\phi}(E) V_{\phi_3 \phi_2} = \phi_1 \phi_2 + \phi_1 \phi_2 \psi \]
\[ U_4(E) = V_{\phi_1 \phi_2} G_0^{\psi\phi}(E) t_{\psi\phi}(E) G_0^{\psi\phi}(E) V_{\phi_3 \phi_2} = \psi \phi_1 \phi_2 \]

\[ U_{PP}(E) = U_1(E) + U_2(E) + U_3(E) + U_4(E), \]

where each effective interaction is diagrammatically represented as shown in Fig. 2.

The effective interactions are, in a word, sums of scattering processes which make transition once to the two-body state and make transition back to the three-body state. Scattering processes which make transitions more than once are generated when the effective interactions are iterated.

We can see that even in the absence of elementary three-body force, the coupling to the two-body channel generates the effective three-body force. We can also see that the coupling to the two-body channel generates the effective two-body interaction between \( \phi_1 \phi_2 \) in addition to the elementary interaction between them which we denote as \( V_3 \).

The physical mass of \( \psi_3 \) is shifted from the bare one by the coupling to \( \phi_1 \phi_2 \). The dressed Green function of \( \psi \), \( G_{\psi}(E) \), is expressed by the free Green function, \( G_0^{\psi}(E) \), and the self energy, \( \Sigma(E) \), as

\[ G_{\psi}(E) = G_0^{\psi}(E) + G_0^{\psi}(E) \Sigma(E) G_0^{\psi}(E) + \cdots, \]

\[ \frac{1}{E - M - \Sigma(E)} = \frac{1}{E - M} + \frac{1}{E - M} \Sigma(E) \frac{1}{E - M} + \cdots, \]

which is diagrammatically represented as shown in Fig. 3. The physical mass of \( \psi \), \( M' \), is determined from the pole energy of the Green function

\[ M' = M + \Sigma(E) |_{E=M'}. \]

In the following, we do not consider the bare interaction which we denote \( V_{\phi_1 \phi_2} \) for simplicity.
Now we want to solve the effective three-body problem defined above. The three-body problem can be solved by the following AGS equations \[51, 52\]

\[ X(E) = Z(E) + Z(E) T(E) X(E), \tag{13} \]

where each quantity is a $3 \times 3$ matrix whose rows and columns correspond to channel states. $X(E)$ is the transition amplitude matrix, $T(E)$ is a diagonal matrix,

\[ T(E) = \begin{pmatrix} t_1(E) & 0 & 0 \\ 0 & t_2(E) & 0 \\ 0 & 0 & t_3(E) \end{pmatrix}, \tag{14} \]

whose diagonal matrix elements, $t_i (i = 1, 2, 3)$, are the two-body $T$-matrices in each channel,

\[ t_i(E) = U_i(E) \frac{1}{1 - G_{0\phi\phi}(E) U_i(E)} \] (i = 1, 2, 3), \tag{15} \]

where $G_{0\phi\phi}(E)$ is the two-body Green function. $Z(E)$ is composed of two parts

\[ Z(E) = Z_0(E) + Z_4(E). \tag{16} \]

$Z_0(E)$ has only off-diagonal elements

\[ Z_0(E) = G_{0\hat{\phi}\phi}(E) \tilde{\delta}, \tag{17} \]

where

\[ \tilde{\delta} = \begin{pmatrix} 0 & 1 & 1 \\ 1 & 0 & 1 \\ 1 & 1 & 0 \end{pmatrix}, \tag{18} \]

and $G_{0\hat{\phi}\phi}(E)$ is the three-body Green function. $Z_4(E)$ has all $3 \times 3$ components and is a sum of repeated effective three-body force.

\[ Z_4(E) = \left( G_{0\phi\phi}(E) U_4(E) G_{0\phi\phi}(E) + \cdots \right) \mathbf{1} \]

\[ = G_{0\phi\phi}(E) U_4(E) \frac{1}{1 - G_{0\phi\phi}(E) U_4(E) G_{0\phi\phi}(E)} \mathbf{1}, \tag{19} \]

where we defined the matrix $\mathbf{1}$ as

\[ \mathbf{1} = \begin{pmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{pmatrix}. \tag{20} \]

The off-diagonal structure of $Z_0(E)$ combined with diagonal nature of $T(E)$ prevents overcounting the same two-body $T$-matrices in a row. A diagrammatic representation of the scattering equations is given in Fig. 4. The diagrammatic representation clearly shows what is done in the scattering equations. We first sum a three-body interaction in addition to three two-body interactions to give the three two-body $T$-matrices $t_i (i = 1, 2, 3)$ and $Z_4(E)$. We then sum them up mixing with each other while taking care of overcounting the same two-body $T$-matrices in a row.

FIG. 4. A diagrammatic representation of the AGS equations with three-body force.
The solution of the AGS equations is formally given as

\[ X (E) = \frac{1}{1 - Z (E) T (E)} Z (E). \]  

(21)

Consider the eigenvalue equation of the kernel of the AGS equations

\[ Z (E) T (E) |n\rangle = \eta_n (E) |n\rangle, \]

(22)

with the eigenvector and eigenvalue, the formal solution is written as

\[ X (E) = \sum_n \frac{|n\rangle \langle n|}{1 - \eta_n (E)} Z (E). \]

(23)

If it has an eigenvalue, 1, at the energy \( E = E_p \), i.e. \( \eta_n (E_p) = 1 \), then \( X (E) \) has a pole at the energy \( E = E_p \) as can be seen from Eq.(23). Therefore, we solve the eigenvalue equation of the kernel of the effective AGS equations instead of solving the equations themselves.

However, if we naively try to solve the eigenvalue equation Eq.(22), we face the problem of an unphysical singularity since a part of the driving term \( Z_4 (E) \) has unphysical singularities though the transition amplitudes \( X (E) \) has only physical singularities, which is discussed in detail in the following.

We first group the transition amplitudes into the third channel \( t_3 (E) \), and the effective three-body interaction. To that end, we decompose the two-body \( T \)-matrix as

\[ T (E) = \tilde{T}_3 (E) + T_3 (E), \]

(24)

where written in an explicit matrix form,

\[ \tilde{T}_3 (E) = \begin{pmatrix} t_1 (E) & 0 & 0 \\ 0 & t_2 (E) & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad T_3 (E) = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & t_3 (E) \end{pmatrix}, \]

(25)

and rewrite the \( X (E) \) as follows

\[ X (E) = X_3 (E) + X_3 (E) \tilde{T}_3 (E) X_3 (E) + \cdots = \frac{1}{1 - X_3 (E) T_3 (E)} X_3 (E), \]

(26)

where

\[ X_3 (E) = Z (E) + Z (E) T_3 (E) Z (E) + \cdots. \]

(27)

Substituting \( Z (E) = Z_0 (E) + Z_4 (E) \) and noting that \( T_3 (E) Z_0 (E) T_3 (E) = 0 \), we can simplify \( X_3 (E) \) as

\[ X_3 (E) = Z_0 (E) + Z_0 (E) t_3 (E) Z_0 (E) + (1 + Z_0 (E) T_3 (E)) W_3 (E) (T_3 (E) Z_0 (E) + 1), \]

(28)

where we define \( W_3 (E) \) by

\[ W_3 (E) = Z_4 (E) + Z_4 (E) T_3 (E) Z_4 (E) + \cdots = \frac{1}{1 - Z_4 (E) T_3 (E)} Z_4 (E). \]

(29)

The matrices, \( W_3 (E) \) and \( Z_4 (E) \) are channel-independent, i.e. \( W_3 (E) = w_3 (E) 1 \) and \( Z_4 (E) = z_4 (E) 1 \). \( w_3 (E) \) is the part in which \( t_3 (E) \) and the effective three-body interaction are collected,

\[ w_3 (E) = z_4 (E) + z_4 (E) t_3 (E) z_4 (E) + \cdots = \frac{1}{1 - z_4 (E) t_3 (E)} z_4 (E). \]

(30)

Diagrammatically, \( z_4 (E) \) is given by

\[ z_4 (E) = \begin{array}{c}
\begin{tikzpicture}
  \node at (0,0) {\( t_\psi \)};
  \node at (1.5,0) {\( + \)};
  \node at (3,0) {\( + \)};
\end{tikzpicture}
\end{array}, \]

\[ = \begin{array}{c}
\begin{tikzpicture}
  \node at (0,0) {\( + \)};
  \node at (1.5,0) {\( + \)};
  \node at (3,0) {\( + \)};
\end{tikzpicture}
\end{array}, \]

\[ = \begin{array}{c}
\begin{tikzpicture}
  \node at (0,0) {\( + \)};
  \node at (1.5,0) {\( + \)};
  \node at (3,0) {\( + \)};
\end{tikzpicture}
\end{array}. \]

(31)
and \( z_4 (E) t_3 (E) z_4 (E) \) by

\[
z_4 (E) t_3 (E) z_4 (E) = \begin{array}{c}
\text{Diagram 1} \\
\text{Diagram 2} \\
\text{Diagram 3} \\
\text{Diagram 4}
\end{array} + \ldots.
\] (32)

\( w_3 (E) \) is therefore given by

\[
w_3 (E) = \begin{array}{c}
\text{Diagram 1} \\
\text{Diagram 2} \\
\text{Diagram 3} \\
\text{Diagram 4}
\end{array},
\] (33)

where in the intermediate state the use has been made of the relation for the Green function for \( \psi \),

\[
G^\psi (E) = G_0^\psi (E) + G_0^\psi (E) \Sigma (E) G_0^\psi (E) + G_0^\psi (E) \Sigma (E) G^\psi (E) \Sigma (E) G_0^\psi (E),
\] (34)

or diagrammatically,

\[
\begin{array}{c}
\text{Diagram 1} \\
\text{Diagram 2} \\
\text{Diagram 3} \\
\text{Diagram 4}
\end{array}.
\] (35)

The first two terms in Eq. (31), \( G_0^\psi (E) \) and \( G_0^\psi (E) \Sigma (E) G_0^\psi (E) \), are included in \( z_4 (E) \), while the last term \( G_0^\psi (E) \Sigma (E) G^\psi (E) \Sigma (E) G_0^\psi (E) \) in \( z_4 (E) t_3 (E) z_4 (E) \), and the sum of these terms gives the full Green function, \( G^\psi (E) \), in \( w_3 (E) \).

Therefore, it is clear that \( z_4 (E) \) as well as \( Z_4 (E) \) has an unphysical branch point at \( M + m_3 \), while \( w_3 (E) \) as well as \( W_3 (E) \) has only a physical one at \( M' + m_3 \). If we solve for the scattering amplitudes \( X (E) \), this unphysical singularity of \( Z (E) \) does not matter. However, since we solve the eigenvalue equation of \( Z (E) T (E) \), which has an unphysical singularity, \( ^1 \) the existence of the unphysical singularity causes difficulty in searching for the S-matrix in the complex energy plane. In order to avoid unphysical singularities we reorganize the above effective AGS equations in terms of the renormalized free Green function.

In order to avoid unphysical singularities we reorganize the above effective AGS equation in terms of the renormalized free Green’s function. We define the renormalized free Hamiltonian as the kinetic term with the physical mass,

\[
H_0' = M' + \frac{K^2}{2M'} + m_3 + \frac{k^2}{2m_3},
\] (36)

and subtract the difference of the bare and renormalized free Hamiltonians, \( \Delta \), from the interaction, \( V_{\psi\phi_3} \):

\[
H_0' = H_0 - \Delta, \\
V_{\psi\phi_3}' = V_{\psi\phi_3} + \Delta.
\] (37) (38)

Then, we show that in terms of the renormalized free Green function

\[
G_0^\psi (E) = \frac{1}{E - M' - \frac{k^2}{2M'}}.
\] (39)

We can reorganize the effective AGS equations as

\[
X' (E) = Z' (E) + Z' (E) T (E) X' (E),
\] (40)

\[
Z' (E) = Z_0 (E) + Z_4 (E),
\] (41)

\( ^1 \) This unphysical singularity problem manifests itself in the following simple example. We consider a particle in the rest frame and regard a part of the physical mass as an interaction as

\[
H = m = m_B + \delta m.
\]

The Dyson-Schwinger equation that the full Green function satisfies is

\[
G (E) = G_B (E) + G_B (E) \delta m G (E),
\]

where the full and bare Green functions are defined by

\[
G (E) = (E - m)^{-1}, \quad G_B (E) = (E - m_B)^{-1}.
\]

Eigenvalue equation of the Dyson-Schwinger equation is

\[
G_B (E) \delta m | \phi \rangle = \eta (E) | \phi \rangle,
\]

whose eigenvalue is obviously

\[
\eta (E) = \frac{\delta m}{E - m_B},
\]

and it has an unphysical singularity.
where the modified kernel, $Z'(E)$, has only physical singularities.

Let us first note that the relation for the Green function, Eq. (34), is modified in terms of the renormalized free Green’s function, $G'_0(\psi)(E)$ as

$$G(\psi)(E) = G'_0(\psi)(E) + G'_0(\psi)(E) (\Sigma(E) + \Delta)G'_0(\psi)(E) (\Sigma(E) - \Delta)G'_0(\psi)(E)$$

$$= G'_0(\psi)(E) + G'_0(\psi)(E) \Delta G'_0(\psi)(E) + G'_0(\psi)(E) \Delta G'_0(\psi)(E) \Delta G'_0(\psi)(E)$$

or diagrammatically,

$$= \cdots + \cdots + \cdots \cdots + \cdots + \cdots \cdots + \cdots + \cdots$$

where we represent the renormalized free Green function as double-dashed line as

$$G'_0(\psi)(E) = \cdots$$

In terms of the renormalized free Green function, we define $Z'_4(E)$ by

$$Z'_4(E) = \begin{array}{c}
\text{Diagram 1} \\
\text{Diagram 2} \\
\text{Diagram 3} \\
\text{Diagram 4}
\end{array}$$

and then $Z'_4(E) t_3(E) Z'_4(E)$ becomes

$$Z'_4(E) t_3(E) Z'_4(E) = \begin{array}{c}
\text{Diagram 1} \\
\text{Diagram 2} \\
\text{Diagram 3} \\
\text{Diagram 4}
\end{array}$$
Recalling that the corresponding counterterms are included in $z'_4(E)$, $w'_4(E)$ is therefore given by

$$w'_4(E) = + \cdots + \frac{w_3(E)}{47}. \tag{47}$$

Clearly, $w'_4(E)$ is the same as $w_3(E)$ (except for the free Green functions at both ends). Yet, given as a finite sum of the renormalized free Green’s function, $z'_4(E)$ has a physical branch point at $M' + m_3$ not an unphysical one at $M + m_3$ in contrast to $z_4(E)$. This is because by expressing in terms of the renormalized free Green’s function, $z'_4(E)$ includes not only $z_4(E)$ but also a part of the higher order terms, $z_4(E) t_3(E) z_4(E)$, $z_4(E) t_3(E) z_4(E) t_3(E) z_4(E)$, and so on, which changed the bare singularity to the physical one.

Channel-dependent parts of $Z'_4(E)$ are given as (see appendix A for details)

$$\langle Z'_4(E) \rangle_{jk} = + \cdots + \frac{\langle Z'_4(E) \rangle_{ij}}{48}, \tag{48}$$

where the blob is defined in $z'_4(E)$.

III. THE S-MATRIX POLE BEHAVIOR NEAR THE THRESHOLD: NUMERICAL RESULTS

In this section, we numerically solve the eigenvalue equation of the kernel of the effective AGS equations and analyze the S-matrix pole behavior near the thresholds in case of a degenerate two-body and three-body coupled-channels system.

We adopt separable interactions both for diagonal and off-diagonal parts whose matrix elements are

$$\langle k_i k_j | V_{\phi \phi} | k'_i k'_j \rangle = g(p_k) \lambda_{\phi \phi} g(p'_k), \tag{49}$$

$$\langle K k_3 | V_{\psi \phi} | K' k'_3 \rangle = g(q_3) \lambda_{\psi \phi} g(q'_3), \tag{50}$$

$$\langle K | V_{\psi \phi} | k_1 k_2 \rangle = \frac{1}{K^2} \delta(K - k_1 - k_2) \lambda_{\psi \phi} g(p_3). \tag{51}$$

$p_k$ is the relative momentum of $\phi_i$ and $\phi_j$, $p_k = (k_i - k_j)/2$ while $q_3$ is that of $\psi$ and $\phi_3$, $q_k = (K - k_3)/2$. $g(p)$ is Yamaguchi-type form factor $g(p) = \Lambda^2/(p^2 + \Lambda^2)$, where $\Lambda$ is called a cut-off parameter. $\lambda_{\phi \phi}$ and $\lambda_{\psi \phi}$ are the
coupling constants of the two-body interactions in the two-body and three-body channels, respectively. In the two-body channel we take the coupling constants of the two-body interactions of \( \phi_2 \phi_3 \) and \( \phi_3 \phi_1 \) to be the same, \( \lambda_{\phi\phi} \), but that of \( \phi_1 \phi_2 \) to be zero. \( \lambda_{\psi\phi} \) is \( \psi \sim \phi_1 \phi_2 \), coupling constant.

Bound state poles lie on the real physical energy axis below the threshold, which can be directly studied by the eigenvalue equation of the kernel of the modified effective AGS equations

\[
Z' \left( E \right) T \left( E \right) |n \rangle = \eta_n \left( E \right) |n \rangle. \tag{52}
\]

On the other hand, resonance poles are located in the fourth quadrant of the unphysical energy sheet, which can be exposed only after analytic continuation of the eigenvalue equation Eq. (52) is performed onto the unphysical complex energy sheet. For this purpose we adopt the method of contour rotation. See, for example, [53, 54].

The contour rotation is done by rotating the integration contour as follows

\[
\sum_{j=1}^{3} \int_{0}^{\infty} q_j^2 dq_j Z' \left( E q_j q_j \right) \tau_j \left( E - m_j - \frac{q_j^2}{2 M_j} \right) \phi \left( q_j \right) = \eta \left( E \right) \phi \left( q_1 \right),
\]

\[
\Rightarrow \sum_{j=1}^{3} \int_{0}^{\infty} e^{-3i \theta} q_j^2 dq_j Z' \left( E e^{-i \theta} q_j e^{-i \theta} q_j \right) \tau_j \left( E - m_j - e^{-2i \theta} q_j^2 \right) \phi \left( e^{-i \theta} q_j \right) = \eta \left( E \right) \phi \left( e^{-i \theta} q_1 \right). \tag{53}
\]

Since we adopt Yamaguchi-type form factor, the rotation angle \( \theta \) in the momentum plane is restricted to \( \theta \leq \frac{\pi}{4} \) and therefore an angle of rotation of the branch cut in the complex energy sheet is restricted to be less than \( \pi \). This causes no problem since we are interested in resonances lying on the fourth quadrant of the unphysical complex energy sheet.

After performing analytical continuation, we two-dimensionally discretize the fourth quadrant of the complex energy sheet with the interval 0.00025 and calculate the Fredholm determinant, \( \prod_n \left( 1 - \eta_n \left( E \right) \right) \), of the kernel, \( Z \left( E \right) T \left( E \right) \), at each grid. We then identify the complex energy, at which the Fredholm determinant takes a minimum, as an approximate pole energy with regarding discretization intervals as errors.

Here we summarize how we take the parameters of the model. We assume the masses of \( \phi_i \) to be the same and take them as the unit of the energy, \( m_1 = m_2 = m_3 = 1 \). The physical mass of \( \psi \) is therefore two, \( M' = 2 \), in our unit. It is useful to define dimensionless coupling constants \( f_{\phi\phi} \) and \( f_{\psi\phi} \) as \( f_{\phi\phi} = \frac{\pi}{2} \mu_{\phi\phi} \lambda_{\phi\phi} \Lambda \) and \( f_{\psi\phi} = \frac{\pi}{2} \mu_{\psi\phi} \lambda_{\psi\phi} \Lambda \) where \( \mu_{\phi\phi} \) and \( \mu_{\psi\phi} \) are reduced masses of \( \phi \phi \) and \( \psi \phi \), respectively. When \( f_{\phi\phi} \leq -1 \) (\( f_{\psi\phi} \leq -1 \)) the two-body system, \( \phi_2 \phi_3 \) or \( \phi_3 \phi_1 \) (\( \psi \phi \)) has a bound state. Matrix elements of the effective interactions, two-body and three-body \( T \)-matrices, driving terms are presented in the appendix [5]. We fix the off-diagonal coupling constant, \( \lambda_{\psi\phi} \), to be \( \sqrt{4 \pi} \times 0.1 \) in our unit for simplicity, while we change the diagonal coupling constants, i.e. we take six values, \(-0.15, -0.2, -0.25, -0.3, -0.35, -0.4 \), for \( f_{\phi\phi} \), and ten to fifteen values between \(-1.11 \) and \(-1.41 \) for \( f_{\psi\phi} \).

In Table [1] we summarize obtained complex pole energies vs. coupling constants, \( f_{\phi\phi} \) and \( f_{\psi\phi} \). Then, in Fig. [5] (Fig. [6], we plot locations of poles in the unphysical complex energy sheet with error bars for different values of \( f_{\psi\phi} \) \( (f_{\phi\phi}) \) with \( f_{\phi\phi} \) \( (f_{\psi\phi}) \) fixed, where we also show the curve determined by the equation,

\[
c + E \log (-E) = 0, \tag{54}
\]

or equivalently

\[
\text{Im} E = \pi \text{Re} E / \log (\text{Re} E). \tag{55}
\]

In Fig. [5] and Fig. [6] the trajectories of poles seem slightly unsmooth. This might be due to the slow convergence of the integral equation when poles lie close to the rotated branch cut. However, the deviations are still within errors.

We see that the \( S \)-matrix pole approaches the threshold from the fourth quadrant of the unphysical complex energy sheet as the absolute value of the coupling constant, \( f_{\psi\phi} \) \( (f_{\psi\phi}) \), increases. We also see that when poles lie close to the threshold, that is, when \( \text{Re} E \lesssim 0.001 \), they all lie on the curve, \( c + E \log (-E) = 0 \). This is consistent with the analytical study of Ref. [55]. The \( S \)-matrix pole behavior near the threshold in the system is therefore universal in the sense that it is described by the unique one-parameter equation \( c + E \log (-E) = 0 \) irrespective of details of the specific parameter sets.

This behavior of the \( S \)-matrix pole near the threshold is different from either the two-body nor three-body scattering. In the two-body scattering the \( T \)-matrix near the threshold is represented in the form of the effective range expansion and the pole is given as a solution of the equation

\[
- \frac{1}{a t} + \frac{r_{\psi}^2}{2 \mu^2} + \cdots - i p^{2t+1} = 0 \quad \left( E = \frac{p^2}{2 \mu} \right), \tag{56}
\]
| $f_{\psi\psi}$ / $f_{\phi\phi}$ | -0.15 | -0.20 | -0.25 | -0.30 | -0.35 | -0.4 |
|-----------------------------|-------|-------|-------|-------|-------|-------|
| -1.11                       |       |       |       |       |       |       |
| -1.13                       |       |       |       |       |       |       |
| -1.15                       |       |       |       |       |       |       |
| -1.17                       |       |       |       |       |       |       |
| -1.19                       |       |       |       |       |       |       |
| -1.21                       |       |       |       |       |       |       |
| -1.23                       |       |       |       |       |       |       |
| -1.25                       |       |       |       |       |       |       |
| -1.27                       |       |       |       |       |       |       |
| -1.31                       |       |       |       |       |       |       |
| -1.33                       |       |       |       |       |       |       |
| -1.35                       |       |       |       |       |       |       |
| -1.37                       |       |       |       |       |       |       |
| -1.39                       |       |       |       |       |       |       |
| -1.41                       |       |       |       |       |       |       |

TABLE I. Approximate pole positions on the unphysical complex energy sheet on which resonances lie for various coupling constants. Each row corresponds to each $f_{\psi\psi}$ while each column corresponds to each $f_{\phi\phi}$. 
FIG. 5. The $S$-matrix pole trajectories near the thresholds in a degenerate two-body and three-body coupled-channels system. Upper-left, upper-right, middle-left, middle-right, bottom-left and bottom-right figures correspond to $f_{\phi\phi} = -0.15, -0.20, -0.25, -0.30, -0.35, -0.40$. Each point in each figure corresponds to different $f_{\phi\phi}$. The solid curve is a trajectory determined by the equation $c + E \log (-E) = 0$, or equivalently $\text{Im} E = \pi \text{Re} E / \log (\text{Re} E)$. We can see that poles approach the thresholds from the fourth quadrant of the unphysical complex energy sheet. We can also see that when poles lie very close to the thresholds, they all lie on the solid curve irrespective of parameter sets.

where $\ell$ is the relative angular momentum, $p$ and $\mu$ are the relative momentum and the reduced mass of the two particles, respectively. From Eq. (56), the behavior of the pole momentum in the unphysical complex energy sheet is given as

$$p \sim -i/a_0 \quad (\ell = 0),$$

$$p \sim \pm \sqrt{2 \alpha_0 r_\ell} - i \frac{2\ell}{\alpha_0 r_\ell^{\ell+1}} \quad (\ell \geq 1)$$

If $\ell = 0$, the $S$-matrix pole approaches the threshold from the negative axis in the unphysical complex energy sheet.
FIG. 6. The $S$-matrix pole behavior near the thresholds varying interactions in the three-body channel denoted as $V_{ij\phi_i}$ while interaction in the two-body channel $V_{\psi\phi_3}$ is fixed. We can see that as the pole approaches the thresholds, they all lie on the curve determined by $c + \log(-E) = 0$, or equivalently $\text{Im} E = \pi \text{Re} E / \log(\text{Re} E)$.

The unphysical complex energy sheet.

The physical complex energy sheet.

FIG. 7. The $S$-matrix pole trajectory; $s$-wave.

and becomes a bound state as the interaction becomes more attractive. If $\ell \geq 1$, the pole approaches the threshold from the fourth quadrant of the unphysical complex energy sheet, which manifests itself as a resonance if it lies close enough to the real axis, and becomes a bound state as the interaction becomes more attractive. Figs. 7 and 8 illustrate trajectories of poles of $\ell = 0$ and $\ell \geq 1$, respectively, both in the physical and the unphysical complex energy sheet.

In the three-body scattering the $T$-matrix near the threshold behaves as in the two-body scattering with $\ell$ replaced by $\mathcal{L} = L + \frac{3}{2}$ where $L$ is the sum of two relative angular momenta in the three-body system [48]. Therefore, the behavior of the $S$-matrix pole in the three-body scattering is similar to that of the two-body scattering with $\ell \geq 1$ and resonances can exist irrespective of the relative angular momenta.

It should be noted that in the degenerate two-body and three-body coupled-channels system the $S$-matrix pole approaches from the fourth quadrant of the unphysical complex energy sheet even though the two-body system is in the $s$-wave, which is different from that of the two-body $s$-wave scattering. Therefore, if poles lie close enough to the
The unphysical complex energy sheet.  
The physical complex energy sheet.

FIG. 8. The S-matrix pole trajectory; higher-partial-wave.

real axis, they might appear as resonances.

IV. SUMMARY AND DISCUSSION

In this paper, we studied the S-matrix pole behavior near the threshold for the degenerate two-body and three-body coupled-channels system. To that end, we formulated two-body and three-body coupled-channels scattering equations as effective three-body scattering equations, effective AGS equations, by the Feshbach projection method. In the effective AGS equations effects induced by the coupling to the two-body channel are embedded as effective interactions in the three-body channel. Even in the absence of elementary three-body interactions, the coupling to the two-body channel generates effective three-body interactions.

We solved the eigenvalue equation of the kernel of the scattering equations instead of solving the equations themselves to obtain the S-matrix pole energy. However, we faced the problem of an unphysical singularity when we naively tried to solve the eigenvalue equation. Namely, it turns out that the solution of the eigenvalue equation has an unphysical branch point due to the fact that the physical mass of a particle is different from the bare one. The full transition amplitudes of course have only the physical singularities, i.e. it has a physical branch point with the physical mass but not a unphysical branch point with the bare mass. We showed that this problem is resolved by an appropriate reorganization of the scattering equations and the mass renormalization. In a word, we included the counterterms which appear in higher order terms of the scattering equations into the kernel of the scattering equations, which is an input of the eigenvalue equation.

We numerically solved the modified eigenvalue equation and obtained the S-matrix pole behavior near the thresholds for various parameters. The S-matrix pole approaches the threshold from the fourth quadrant of the unphysical energy sheet, which manifests itself as a resonance if it lies close enough to the real axis, and becomes a bound state as the interaction becomes more attractive. The behavior of the obtained numerical results is consistent with the universal behavior $c + E \log (-E) = 0$ analytically obtained in Ref. [55]. This behavior is different from the two-body or three-body scatterings and is characteristic in the degenerate two-body and three-body coupled-channels system. This characteristic behavior may be observed in the cold atom system in which the interaction can be controlled by applying external fields or (approximately) in the hadronic systems where two-body and three-body thresholds are (approximately) degenerate.
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Appendix A: Modified Kernel in the presence of $V_{\phi_1\phi_2}$

In section III we derived the modified kernel by reorganizing the Feynman diagrams order-by-order with respective to $V_{\psi\phi_3}$, the interaction between $\psi\phi_3$. There, we ignored the elementary interaction between $\phi_1\phi_2$ denoted as $V_{\phi_1\phi_2}$ to simplify the argument. In this appendix, we present a detailed derivation of the modified kernel taking also $V_{\phi_1\phi_2}$ into account and by explicitly summing each terms in the effective AGS equations as a geometric series. In the following, we suppress the argument of energy $E$ for notational simplicity.

1. The self-energies in higher-order terms in the effective AGS equations

In this subsection, we see how the self-energies appear in higher-order terms of the effective AGS equations and how the corresponding counterterms are added to it. Derivation of the modified kernel is given in the next section.

In the presence of $V_{\phi_1\phi_2}$, the self-energy can be decomposed of two parts, one that contains $\phi_1\phi_2$ interaction which we denote as $\Sigma_V$ and the other does not denoted as $\Sigma_0$

$$\Sigma = \Sigma_0 + \Sigma_V. \quad (A1)$$

Its diagrammatic representation is given as

$$\Sigma = \begin{array}{c}
\includegraphics[width=0.2\textwidth]{diagram1.png}
\end{array},$$

$$\Sigma_V = \begin{array}{c}
\includegraphics[width=0.2\textwidth]{diagram2.png}
\end{array} + \begin{array}{c}
\includegraphics[width=0.2\textwidth]{diagram3.png}
\end{array} + \cdots. \quad (A2)$$

When it comes to consider the self-energies which appear in higher-order terms of the effective AGS equations, it is convenient to write $t_3$ in the following form

$$t_3 = \hat{t}_3 + \left(1 + \hat{t}_3 G_0^{\phi\phi}\right) V_{\psi\phi_1\phi_2} G_{\psi_3} V_{\psi_1\phi_2} - \psi \left( G_0^{\phi\phi} t_3 + 1 \right), \quad (A3)$$

where $\hat{t}_3 (E)$ is defined by

$$\hat{t}_3 = V_3 \frac{1}{1 - G_0^{\phi\phi} V_3}. \quad (A4)$$

Diagrammatic representation of $t_3$ is given as

$$t_3 = \begin{array}{c}
\includegraphics[width=0.2\textwidth]{diagram4.png}
\end{array} + \begin{array}{c}
\includegraphics[width=0.2\textwidth]{diagram5.png}
\end{array} + \begin{array}{c}
\includegraphics[width=0.2\textwidth]{diagram6.png}
\end{array} + \begin{array}{c}
\includegraphics[width=0.2\textwidth]{diagram7.png}
\end{array} + \begin{array}{c}
\includegraphics[width=0.2\textwidth]{diagram8.png}
\end{array} + \begin{array}{c}
\includegraphics[width=0.2\textwidth]{diagram9.png}
\end{array} + \cdots. \quad (A5)$$

For notational simplicity, we rewrite $Z_4$ as follows

$$Z_4 = z_4, \quad z_4 = G_0^{\phi\phi} V_{\psi\phi_1\phi_2} G V_{\psi_1\phi_2} V_{\psi_3} G_0^{\phi\phi}, \quad (A6)$$

where we defined $G$ by

$$G = G_0^{\phi\phi} t_{\psi\phi_3} \frac{1}{1 - G_0^{\phi\phi} \Sigma_0 t_{\psi\phi_3}} G_0^{\psi\phi_3}, \quad (A7)$$

and $t_{\psi\phi_3}$ by

$$t_{\psi\phi_3} = V_{\psi\phi_3} + V_{\psi_3} \frac{1}{E - H_0 - V_{\psi\phi_3}} V_{\psi\phi_3}, \quad (A8)$$

whose diagrammatic representation is,

$$t_{\psi\phi_3} = \begin{array}{c}
\includegraphics[width=0.2\textwidth]{diagram10.png}
\end{array} + \begin{array}{c}
\includegraphics[width=0.2\textwidth]{diagram11.png}
\end{array} + \cdots. \quad (A9)$$
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which appears in higher order terms of the effective AGS equations, is written as

\[ z_4 t_3 z_4 = G_0^{\phi \phi} V_{\psi, \phi_1, \phi_2} G \left( \Sigma V + \Sigma G^{\psi \phi} \Sigma \right) G V_{\psi, \phi_1, \phi_2} G_0^{\phi \phi} \]

\[ = \begin{array}{c}
\begin{array}{c}
\text{Diagram 1}
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
\text{Diagram 2}
\end{array}
\end{array} + \cdots. \quad (A10)
\]

The corresponding \( \Sigma_0 \) for the first term in the above is actually included in the second term of \( z_4 \) as

\[ z_4 = \begin{array}{c}
\begin{array}{c}
\text{Diagram 1}
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
\text{Diagram 2}
\end{array}
\end{array} + \cdots. \quad (A11)
\]

Combining the second term of the above equation with the first term of Eq. (A10), we obtain

\[ G_0^{\phi \phi} V_{\psi, \phi_1, \phi_2} G_0^{\psi \phi} t_{\psi, \phi_3} G_0^{\psi \phi} \left( \Sigma + \Sigma G^{\psi \phi} \Sigma \right) G_0^{\psi \phi} t_{\psi, \phi_3} G_0^{\psi \phi} V_{\phi_1, \phi_2} G_0^{\phi \phi} \]

\[ = \begin{array}{c}
\begin{array}{c}
\text{Diagram 1}
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
\text{Diagram 2}
\end{array}
\end{array}. \quad (A12)
\]

The corresponding counterterms are as follows

\[ G_0^{\phi \phi} V_{\psi, \phi_1, \phi_2} \left( \Delta + \Delta G^{\psi \phi} \Sigma + \Sigma G^{\psi \phi} \Delta + \Delta G^{\psi \phi} \Delta \right) t_{\psi, \phi_3} V_{\phi_1, \phi_2} G_0^{\phi \phi} \]

\[ = \begin{array}{c}
\begin{array}{c}
\text{Diagram 1}
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
\text{Diagram 2}
\end{array}
\end{array} + \cdots. \quad (A13)
\]

Another way the self-energies appear in higher order terms of the effective AGS equations is ones like \( Z_0 T Z_4 \) which contains the matrix elements \( G_0^{\phi \phi} t_3 z_4 \) which is rewritten as

\[ G_0^{\phi \phi} t_3 z_4 = G_0^{\phi \phi} \left( i_3 + \left( 1 + i_3 G_0^{\phi \phi} \right) V_{\psi, \phi_1, \phi_2} G^{\psi \phi} V_{\phi_1, \phi_2, \psi} \left( G_0^{\phi \phi} i_3 + 1 \right) \right) G_0^{\phi \phi} V_{\psi, \phi_1, \phi_2} G_0^{\phi \phi} \]

\[ = G_0^{\phi \phi} \left( i_3 G_0^{\phi \phi} V_{\psi, \phi_1, \phi_2} + \left( 1 + i_3 G_0^{\phi \phi} \right) V_{\psi, \phi_1, \phi_2} G^{\psi \phi} \Sigma \right) G V_{\psi, \phi_1, \phi_2} G_0^{\phi \phi}, \quad (A14)
\]

whose diagrammatic representation is given below

\[ \begin{array}{c}
\begin{array}{c}
\text{Diagram 1}
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
\text{Diagram 2}
\end{array}
\end{array} + \cdots. \quad (A15)
\]

The corresponding counterterms are therefore,

\[ G_0^{\phi \phi} \left( 1 + i_3 G_0^{\phi \phi} \right) V_{\psi, \phi_1, \phi_2} G^{\psi \phi} \Delta G V_{\psi, \phi_1, \phi_2} G_0^{\phi \phi} = \begin{array}{c}
\begin{array}{c}
\text{Diagram 1}
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
\text{Diagram 2}
\end{array}
\end{array}. \quad (A16)
\]

Having seen what sort of the self-energies appear in higher-order terms of the effective AGS equations, we will find a way to put those counterterms into one of the driving term \( Z_4 \) and define the modified one in the next subsection.
2. Reorganization of the Effective AGS equations and the modified kernel

In the following, we perform the mass renormalization and reorganize scattering processes in the effective AGS equations so as to keep the structure of the equations the same while the counterterms in higher-order terms of the equations are included into the kernel of the equations.

The self-energies appearing in higher-order terms of the effective AGS equations are generated when one of the driving term, $Z_4$, and one of the two-body $T$-matrix $t_3$ are multiplied. We therefore sum up $t_3$ first so that the additional self-energy does not appear in higher-order terms as discussed in detail below.

As we saw in section 11 the transition amplitude $X$ is reorganized as

$$X = \frac{1}{1 - ZT} = X_3 \frac{1}{1 - T_3 X_3}.$$  \hspace{1cm} (A17)

Noting that $Z_0 T_3 Z_0 = 0$, we can simplify $X_3$ as

$$X_3 = Z_0 + Z_0 T_3 Z_0 + (1 + Z_0 T_3) W_3 (T_3 Z_0 + 1),$$  \hspace{1cm} (A18)

where we defined $W_3$ by

$$W_3 = Z_4 \frac{1}{1 - T_3 Z_4}.$$  \hspace{1cm} (A19)

We note that the additional self-energy does not appear when $\bar{T}_3$ and $X_3$ are multiplied. $W_3$ is channel independent $W_3 = w_3 \mathbf{1}$, where $w_3$ is defined by

$$w_3 = z_4 + z_4 t_3 z_4 + \cdots = z_4 \frac{1}{1 - t_3 z_4}.$$  \hspace{1cm} (A20)

$w_3$ can be expressed in some ways. Substituting an expression in Eq. (A9), $w_3$ is written as

$$w_3 = G_0^{\phi\phi} V_{\psi \phi_1 \phi_2} G_0^{\phi\phi} 1 - V_{\psi \phi_1 \phi_2} G_0^{\phi\phi} t_3 G_0^{\phi\phi} V_{\psi \phi_1 \phi_2} G_0^{\phi\phi} \frac{1}{1 - \Sigma + \Sigma G_{\psi} G_{\psi} G_{\psi} G_{\psi}} V_{\psi \phi_1 \phi_2} G_0^{\phi\phi}$$

$$= G_0^{\phi\phi} V_{\psi \phi_1 \phi_2} G_0^{\phi\phi} 1 - (\Sigma + \Sigma G_{\psi} G_{\psi} G_{\psi} G_{\psi}) V_{\psi \phi_1 \phi_2} G_0^{\phi\phi}$$

Substituting the definition of $G$ Eq. (A7), we obtain the following expression

$$w_3 = G_0^{\psi \phi_3} \left( \Sigma + \Sigma G_{\psi} G_{\psi} G_{\psi} G_{\psi} \right) G_0^{\psi \phi_3} = G_{\psi \phi_3} - G_{0}^{\psi \phi_3},$$  \hspace{1cm} (A23)

we obtain another expression

$$w_3 = G_0^{\phi\phi} V_{\psi \phi_1 \phi_2} G_0^{\phi\phi} t_3 \frac{1}{G_{\psi \phi_3} - G_{0}^{\psi \phi_3}} G_{\psi \phi_3} V_{\psi \phi_1 \phi_2} G_0^{\phi\phi}$$

$$= G_0^{\phi\phi} V_{\psi \phi_1 \phi_2} G_0^{\phi\phi} t_3 \frac{1}{G_{\psi \phi_3} - G_{0}^{\psi \phi_3}} G_{\psi \phi_3} V_{\psi \phi_1 \phi_2} G_0^{\phi\phi}$$

$$= \cdots.$$  \hspace{1cm} (A24)
Substituting the definition of $t_{\psi\phi_3}$, we have the most intuitive expression of $w_3$

$$w_3 = G_0^{\psi\phi} V_{\psi_1\phi_2} G_0^{\psi\phi_3} V_{\psi_3} \frac{1}{1 - G_0^{\psi\phi_3} V_{\psi_3}} G_0^{\psi\phi_3} V_{\psi_1\phi_2} G_0^{\psi\phi}$$

$$= G_0^{\psi\phi} V_{\psi_1\phi_2} G_0^{\psi\phi_3} G_0^\Sigma G_0^{\psi\phi_3} V_{\psi_1\phi_2} G_0^{\psi\phi}$$

where we introduced the renormalized free Green function

$$G_0^{\prime,\psi_3} = \left( E - M' - m_3 - \frac{p^2}{2M'} - \frac{k^2}{2m_3} \right)^{-1},$$

and another two-body $T$-matrix

$$t_{\psi\phi_3}' = V_{\psi_3} + V_{\psi_3} G_0^{\prime,\psi_3} V_{\phi_3} + \cdots.$$  

(A27)

(A28)

Its Green function is the bare one instead of the dressed one. $w_3$ is therefore written in terms of the renormalized quantities as

$$w_3 = G_0^{\psi\phi} V_{\psi_1\phi_2} G_0^{\psi\phi_3} t_{\psi_3}' \frac{1}{1 - (G_0^{\psi\phi_3} - G_0^{\prime,\psi_3}) t_{\psi_3}'} G_0^{\psi\phi_3} V_{\psi_1\phi_2} G_0^{\psi\phi}$$

$$= G_0^{\psi\phi} V_{\psi_1\phi_2} G_0^{\psi\phi_3} t_{\psi_3}' \frac{1}{1 - G_0^{\psi\phi_3} (\Sigma + \Delta + (\Sigma + \Delta) G_0^{\psi_3} (\Sigma + \Delta)) G_0^{\prime,\psi_3} t_{\psi_3}'} G_0^{\psi\phi_3} V_{\psi_1\phi_2} G_0^{\psi\phi}$$

$$= G_0^{\psi\phi} V_{\psi_1\phi_2} G' \frac{1}{1 - V_{\psi_1\phi_2} G_0^{\psi\phi} t_{\psi_3}' G_0^{\psi\phi_3} V_{\psi_1\phi_2} G'} G_0^{\psi\phi_3} V_{\psi_1\phi_2} G_0^{\psi\phi}$$

where we defined $G'$ by

$$G' = G_0^{\prime,\psi_3} \left( t_{\psi_3}' + t_{\psi_3}' G_0^{\psi_3} (\Sigma_0 + \Delta + \Delta c^{\psi_3} \Sigma + \Sigma c^{\psi_3} \Delta + \Delta G_0^{\psi_3} \Delta) G_0^{\prime,\psi_3} t_{\psi_3}' + \cdots \right) G_0^{\prime,\psi_3}$$

$$= G_0^{\prime,\psi_3} \left( t_{\psi_3}' + t_{\psi_3}' \left( G_0^{\psi_3} - G_0^{\prime,\psi_3} (\Sigma_0 + \Sigma G_0^{\psi_3} \Sigma) G_0^{\prime,\psi_3} \right) t_{\psi_3}' + \cdots \right) G_0^{\prime,\psi_3}.  \quad (A30)$$

Its diagrammatic expression is given as

(A31)
With $G'$ defined above, $w_3$ is written as

$$w_3 = G_0^{\phi\phi} V_{\psi' \psi_1 \phi_2} G'_W V_{\psi_2 \phi_2} G_0^{\phi\phi} + G_0^{\phi\phi} V_{\psi' \psi_1 \phi_2} G'_W V_{\psi_2 \phi_2} G_0^{\phi\phi} + \cdots. \quad (A32)$$

We can see that the counterterms in higher order terms of the effective AGS equations are now put into $G'$ while keeping the form of the effective AGS equations the same.

We have been focused on the intermediate part of the scattering processes. We next discuss the left- and right-most parts of the scattering processes which have the channel-dependent structure. Explicit expressions for the left- and right-most structures of the last term in $W_3$ are,

$$1 + Z_0 T_3 = \begin{pmatrix} 1 & 0 & G_0^{\phi\phi} t_3 \\ 0 & 1 & G_0^{\phi\phi} t_3 \\ 0 & 0 & 1 \end{pmatrix}, \quad T_3 Z_0 + 1 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ G_0^{\phi\phi} t_3 & G_0^{\phi\phi} t_3 & 1 \end{pmatrix}. \quad (A33)$$

Explicit matrix expressions for $(1 + Z_0 T_3) W_3 (T_3 Z_0 + 1)$ is therefore,

$$\begin{pmatrix} 1 + G_0^{\phi\phi} t_3 \\ 1 + G_0^{\phi\phi} t_3 \\ w_3 \end{pmatrix} \begin{pmatrix} t_3 G_0^{\phi\phi} + 1 \\ t_3 G_0^{\phi\phi} + 1 \\ w_3 \end{pmatrix} \begin{pmatrix} 1 + G_0^{\phi\phi} t_3 \\ 1 + G_0^{\phi\phi} t_3 \\ w_3 \end{pmatrix} \begin{pmatrix} t_3 G_0^{\phi\phi} + 1 \\ t_3 G_0^{\phi\phi} + 1 \\ w_3 \end{pmatrix}.$$  

(A34)

Noting that the left- and the right-most factor of $w_3$ is $G_0^{\phi\phi} V_{\psi' \psi_1 \phi_2}$ and $V_{\phi_1 \phi_2 \psi} G_0^{(3)}$, we obtain

$$1 + G_0^{\phi\phi} t_3 G_0^{\phi\phi} V_{\psi' \psi_1 \phi_2} = G_0^{\phi\phi} \left( 1 + \hat{t}_3 G_0^{\phi\phi} \right) V_{\psi' \psi_1 \phi_2} \left( 1 + G_0^{\psi' \psi} \Sigma \right) \quad (A35)$$

$$V_{\phi_1 \phi_2 \psi} G_0^{\phi\phi} \left( t_3 G_0^{\phi\phi} + 1 \right) = \left( \Sigma G_0^{\psi' \psi} + 1 \right) V_{\phi_1 \phi_2 \psi} \left( G_0^{\phi\phi} \hat{t}_3 + 1 \right) G_0^{\phi\phi}. \quad (A36)$$

The $(1,1)$ component, is then written as

$$G_0^{\phi\phi} \left( 1 + \hat{t}_3 G_0^{\phi\phi} \right) V_{\psi' \psi_1 \phi_2} \left( 1 + G_0^{\psi' \psi} \Sigma \right) G_0^{\phi\phi} \hat{t}_3, \quad (A37)$$

Similarly, $(1,3)$ component is written as

$$G_0^{\phi\phi} \left( 1 + \hat{t}_3 G_0^{\phi\phi} \right) V_{\psi' \psi_1 \phi_2} \left( 1 + G_0^{\psi' \psi} \Sigma \right) G_0^{\phi\phi} \hat{t}_3, \quad (A38)$$

and $(3,1)$ component as

$$G_0^{\phi\phi} \left( 1 + \hat{t}_3 G_0^{\phi\phi} \right) V_{\psi' \psi_1 \phi_2} \left( 1 + G_0^{\psi' \psi} \Sigma \right) G_0^{\phi\phi} \hat{t}_3, \quad (A39)$$

Diagrammatic representation of each matrix element is given as

$$(W_3)_{ij} = \begin{array}{c}
\text{Diagram 1} \\
\text{Diagram 2} \\
\end{array}.$$  

$$(W_3)_{12} = \begin{array}{c}
\text{Diagram 3} \\
\end{array}.$$  

$$(W_3)_{13} = \begin{array}{c}
\text{Diagram 4} \\
\end{array}.$$  

$$(W_3)_{31} = \begin{array}{c}
\text{Diagram 5} \\
\end{array}.$$  

$$(W_3)_{33} = \begin{array}{c}
\text{Diagram 6} \\
\end{array}. \quad (A40)$$
We now rewrite them in terms of the renormalized quantities as we did in the previous paragraph. For example, \((1,3)\) component is written as

\[
G_0^{\phi\phi} \left( 1 + \hat{t}_3 G_0^{\phi\phi} \right) V_{\psi_1 \phi_2} G_\psi \iota_{\psi_3} G_0^{\phi\phi} V_{\phi_1 \phi_2 \psi} G_0^{\phi\phi} \\
= G_0^{\phi\phi} \left( 1 + \hat{t}_3 G_0^{\phi\phi} \right) V_{\psi_1 \phi_2} \left( 1 + G^{\psi \phi} (\Sigma + \Delta) \right) G^{\psi \phi}_0 \iota_{\psi_3} G_0^{\phi\phi} V_{\phi_1 \phi_2 \psi} .
\]

(A41)

We include the counterterm by modifying the left-most part of the kernel as

\[
G_0^{\phi\phi} \left( 1 + \hat{t}_3 G_0^{\phi\phi} \right) V_{\psi_1 \phi_2} \left( 1 + G^{\psi \phi} \Delta \right) G' V_{\phi_1 \phi_2 \psi} G_0^{\phi\phi} .
\]

(A42)

For \((3,1)\) component, we modify the kernel as

\[
G_0^{\phi\phi} V_{\psi_1 \phi_2} G' \left( \Delta G^{\psi \phi} + 1 \right) V_{\phi_1 \phi_2 \psi} \left( G_0^{\phi\phi} \hat{t}_3 + 1 \right) G_0^{\phi\phi} ,
\]

(A43)

and for \((1,1)\) component as

\[
G_0^{\phi\phi} \left( 1 + \hat{t}_3 G_0^{\phi\phi} \right) V_{\psi_1 \phi_2} \left( 1 + G^{\psi \phi} \Delta \right) G' \left( \Delta G^{\psi \phi} + 1 \right) V_{\phi_1 \phi_2 \psi} \left( G_0^{\phi\phi} \hat{t}_3 + 1 \right) G_0^{\phi\phi} .
\]

(A44)

Each component of the modified driving term is as follows

\[
(Z_1^i)_{ij} = G_0^{\phi\phi} \left( 1 + \hat{t}_3 G_0^{\phi\phi} \right) V_{\psi_1 \phi_2} \left( 1 + G^{\psi \phi} \Delta \right) G' \left( \Delta G^{\psi \phi} + 1 \right) V_{\phi_1 \phi_2 \psi} \left( G_0^{\phi\phi} \hat{t}_3 + 1 \right) G_0^{\phi\phi} \quad (i, j = 1, 2)
\]

\[
(Z_1^i)_3 = G_0^{\phi\phi} \left( 1 + \hat{t}_3 G_0^{\phi\phi} \right) V_{\psi_1 \phi_2} \left( 1 + G^{\psi \phi} \Delta \right) G' V_{\phi_1 \phi_2 \psi} G_0^{\phi\phi} \quad (i = 1, 2)
\]

\[
(Z_1^4)_{3j} = G_0^{\phi\phi} V_{\psi_1 \phi_2} G' \left( \Delta G^{\psi \phi} + 1 \right) V_{\phi_1 \phi_2 \psi} \left( G_0^{\phi\phi} \hat{t}_3 + 1 \right) G_0^{\phi\phi} \quad (j = 1, 2)
\]

\[
(Z_1^4)_{33} = G_0^{\phi\phi} V_{\psi_1 \phi_2} G' V_{\phi_1 \phi_2 \psi} G_0^{\phi\phi} .
\]

(A45)

Each component of the modified driving term is as follows

Diagrammatic representation of each component is given as in Fig.9

\[
(Z_1^i)_{ij} = \begin{array}{c}
\text{Diagram 1}
\end{array} \quad (Z_1^i)_3 = \begin{array}{c}
\text{Diagram 2}
\end{array}
\]

\[
(Z_1^4)_{3j} = \begin{array}{c}
\text{Diagram 3}
\end{array} \quad (Z_1^4)_{33} = \begin{array}{c}
\text{Diagram 4}
\end{array}
\]

where,

\[
\begin{array}{c}
\text{Diagram 1} = \text{Diagram 2} + \hat{t}_3 + \text{Diagram 3} + \text{Diagram 4}
\end{array}
\]

Fig. 9. A diagrammatic representation of the modified kernel.

Appendix B: Jacobi Momenta, Explicit Expressions for the Matrix Elements in the Effective AGS Equations

1. Jacobi Momenta

In a three-body system, it is convenient to introduce the Jacobi momenta defined by

\[
P = k_1 + k_2 + k_3 ,
\]

(B1)

\[
q_i = \frac{(m_j + m_k) k_i - m_i (k_j + k_k)}{m_i + m_j + m_k} ,
\]

(B2)

\[
p_i = \frac{m_k k_j - m_j k_k}{m_j + m_k} ,
\]

(B3)
where $i, j, k$ are cyclic permutation of $1, 2, 3$ and $k_i$ is a momentum of $\phi_i$ in Cartesian coordinate. In the following, we consider the problem in the three-body center-of-mass frame, that is, we set
\[ \mathbf{P} = 0. \] (B4)

Other two Jacobi momenta then become
\[ \mathbf{q}_i = k_i, \] (B5)
\[ \mathbf{p}_i = \frac{m_k k_j - m_j k_k}{m_j + m_k}. \] (B6)

We also introduce reduced masses as follows
\[ M_i^{-1} = (m_j + m_k)^{-1} + m_i^{-1} \] (B7)
\[ \mu_{\phi_j \phi_k}^{-1} = m_j^{-1} + m_k^{-1}. \] (B8)

With these notation we introduced, the kinetic energy in the three-body channel in the center-of-mass frame is written as
\[
\sum_{i=1}^{3} \left( m_i + \frac{k_i^2}{2m_i} \right) = \sum_{i=1}^{3} m_i + \frac{p_i^2}{2} + \frac{q_i^2}{2M_i} + \frac{p_i^2}{2\mu_{\phi_j \phi_k}} = \sum_{i=1}^{3} m_i + \frac{q_i^2}{2M_i} + \frac{p_i^2}{2\mu_{\phi_j \phi_k}}.
\] (B9)

We denote the center-of-mass and the relative momentum in the two-body channel as
\[
\mathcal{P} = \mathbf{K}_3 + k_3, \] (B10)
\[
\mathbf{p} = \frac{m_3 \mathbf{K}_3 - M \mathbf{k}_3}{M + m_3}. \] (B11)

We denote the reduced mass of $\psi_3 \phi_3$ as $\mu_{\psi \phi_3}$
\[ (\mu_{\psi \phi_3})^{-1} = M^{-1} + m_3^{-1}, \] (B12)
where we placed superscript on the mass of $\psi_3$ since its mass shifts from the bare one by the coupling to $\phi_1 \phi_2$ two-body state. The kinetic energy in the two-body channel in the center-of-mass frame is therefore written as
\[
M + \frac{k_3^2}{2M} + m_3 + \frac{k_3^2}{2m_3} = M + m_3 + \frac{\mathcal{P}^2}{2(M + m_3)} + \frac{p_3^2}{2\mu_{\psi \phi_3}} = M + m_3 + \frac{p_3^2}{2\mu_{\psi \phi_3}}.
\] (B13)

In section (III), we perform numerical calculation in a case where the two-body and three-body thresholds are degenerate
\[ M' = m_1 + m_2, \] (B14)
where we introduced the physical mass of $\psi_3, M'$. We briefly discuss how each kinetic quantities are related in that case. If two thresholds are degenerate, we have
\[ \mathbf{K}_3 = k_1 + k_2, \] (B15)
which leads to
\[ \mathbf{P} = k_1 + k_2 + k_3 = \mathbf{K}_3 + k_3 = \mathcal{P}. \] (B16)
That is, the three-body center-of-mass frame is also the two-body center-of-mass frame. The relative momentum between the pair \( \phi_1 \phi_2 \) and \( \phi_3 \) is then

\[
q_3 = \frac{(m_1 + m_2) k_3 - m_3 (k_1 + k_2)}{m_1 + m_2 + m_3} = \frac{M' k_3 - m_3 K_3}{M' + m_3} = -p.
\]  

(B17)

In a word, the relative momentum between \( \phi_3 \) and \( \phi_1 \phi_2 \) is equal (up to sign) to the relative momentum between \( \psi_3 \) and \( \phi_3 \).

2. Elementary, Effective Interactions, \( T \)-Matrices and Kernels

In this subsection, we present explicit expressions for elementary and the effective interactions and its matrix elements. Matrix elements of \( Z_0 \) \((E)\) and (unmodified) \( Z_4 \) \((E)\) are also presented.

Elementary interactions between \( \phi_j \phi_k \) is of the form

\[
V_{\phi_j \phi_k} = \int_0^\infty q_1^2 dq_1 |q_1 g\rangle \lambda_{\phi_j \phi_k} \langle q_1 g|,
\]

(B18)

and those couple \( \psi \) and \( \phi_1 \phi_2 \) are,

\[
V_{\psi \phi_1 \phi_2} = \int_0^\infty q_3^2 dq_3 \Gamma |q_3 g\rangle \langle q_3 g|,
\]

(B19)

and an interaction between \( \psi \phi_3 \) is,

\[
V_{\psi \phi_3} = |g\rangle \lambda_{\psi \phi_3} \langle g|,
\]

(B20)

where \( |g\rangle \) are Yamaguchi-type form factor. The effective interactions are therefore

\[
U_1(E) = V_{\phi_j \phi_k} = \int_0^\infty q_1^2 dq_1 |q_1 g\rangle \lambda_{\phi_j \phi_k} \langle q_1 g| \quad (i = 1, 2),
\]

(B21)

\[
U_3(E) = V_{\phi_1 \phi_2} + V_{\psi \phi_1 \phi_2} G^{\psi \phi_3}_0 (E) V_{\phi_1 \phi_2 \psi} = \int_0^\infty q_3^2 dq_3 |q_3 g\rangle \left( \lambda_{\phi_1 \phi_2} + \Gamma G^{\psi \phi_3}_0 (E q_3) \Gamma \right) \langle q_3 g|,
\]

(B22)

\[
U_4(E) = V_{\psi \phi_1 \phi_2} G^{\psi \phi_3}_0 (E) V_{\phi_1 \phi_2 \psi} = \int_0^\infty q_3^2 dq_3 q_2^2 dq_3 \Gamma |q_3 g\rangle G^{\psi \phi_3}_0 (E q_3) \langle q_3 |t_{\psi \phi_3} (E) |q_3' \rangle G^{\psi \phi_3}_0 (E q_3') \langle q_3' g| \Gamma.
\]

(B23)

As we saw in the previous appendix, when it comes to consider the modified kernel in the presence of the elementary interactions between \( \phi_1 \phi_2 \), it is convenient to express the two-body \( T \)-matrix of \( \phi_1 \phi_2 \) as follows

\[
t_3(E) = \hat{t}_3(E) + \left( 1 + \hat{t}_3(E) G^{\phi \phi}_0 (E) \right) V_{\psi \phi_1 \phi_2} G^{\psi \phi_3}_0 (E) V_{\phi_1 \phi_2 \psi} \left( G^{\phi \phi}_0 (E) \hat{t}_3 (E) + 1 \right),
\]

(B24)

which becomes

\[
t_3(E) = \int q_3^2 dq_3 |q_3 g\rangle \left( \hat{t}_3(E q_3) + \left( 1 + \hat{t}_3(E q_3) \mathcal{L}^{(3)}(E q_3) \right) G^{\psi \phi_3}_0 (E q_3) \Gamma \left( \mathcal{L}^{(3)}(E q_3) \hat{t}_3 (E q_3) + 1 \right) \right) \langle q_3 g|.
\]

(B25)

We defined a one-loop integral in three-body channel

\[
\mathcal{L}^{(3)}(E q_3) = \int p_3^2 dp_3 g^2 (p_3) G^{\phi \phi}_0 (E q_3 p_3),
\]

(B26)

where \( |g\rangle \) is Yamaguchi-type form factor

\[
\langle p | g \rangle = g(p) = \frac{\Lambda^2}{p^2 + \Lambda^2},
\]

(B27)
and we introduced the two-body Green function

\[ G_{0}^{\psi \phi} (E_{q_{3}}) = \left( E - M' - m_{3} - \frac{q_{3}^{2}}{2\mu_{\psi \phi}} \right)^{-1}. \]  

(B28)

Since \( V_{\psi \phi} \) is separable, the \( T \)-matrix is expressed as follows

\[ t_{\psi \phi} (E) = \langle g | \tau_{\psi \phi} | g \rangle, \quad (\tau_{\psi \phi} (E))^{-1} = (\lambda_{\psi \phi})^{-1} - \frac{\pi}{2} \frac{\mu_{\psi \phi} \Lambda^{3}}{(k + i\Lambda)^{2}}, \]  

(B29)

where \( k \) is the relative momentum between \( \psi \) and \( \phi_{3} \) defined by below

\[ E = M' + m_{3} + \frac{k^{2}}{2\mu_{\psi \phi}}. \]  

(B30)

It is convenient to define dimensionless coupling constant which we denote as \( f_{\psi \phi} \)

\[ f_{\psi \phi} = \frac{\pi}{2} \mu_{\psi \phi} \Lambda. \]  

(B31)

t\( \psi \phi \) \( (E) \) has a bound state pole for \( f_{\psi \phi} \leq -1 \) and a virtual state pole for \( f_{\psi \phi} \geq -1 \). The effective three-body interaction \( U_{4} (E) \) is then written as

\[ U_{4} (E) = \int_{0}^{\infty} q_{3}^{2} dq_{3} q_{3}^{2} dq_{3} \Gamma | q_{3} g \rangle G_{0}^{\psi \phi \phi} (E_{q_{3}}) g (q_{3}) \tau_{\psi \phi} (E) g (q_{3}') G_{0}^{\phi \phi \phi} (E_{q_{3}}) | q_{3} g \rangle \Gamma. \]  

(B32)

Since we assume separable interactions for two-body interactions among \( \phi_{1} \phi_{2} \phi_{3} \), the two-body \( T \)-matrices are expressed as follows

\[ t_{i} (E) = \int_{0}^{\infty} q_{i}^{2} dq_{i} | q_{i} g \rangle \tau_{i} (E_{q_{i}}) | q_{i} g \rangle, \]  

(B33)

where

\[ (\tau_{i} (E_{q_{i}}))^{-1} = U_{i}^{-1} \left( E_{q_{i}} \right) - \int_{0}^{\infty} p_{i}^{2} dp_{i} g^{2} (p_{i}) G_{0}^{\phi \phi \phi} (E_{q_{i}} p_{i}) = U_{i}^{-1} \left( E_{q_{i}} \right) - \frac{\pi}{2} \frac{\mu_{\phi_{i} \phi_{k} \Lambda^{3}}}{(k_{i} (E_{q_{i}}) + i\Lambda)^{2}}, \]  

(B34)

and

\[ E = m_{i} + m_{j} + m_{k} + \frac{k_{i}^{2} (E_{q_{i}})}{2\mu_{\phi_{i} \phi_{k}}} + \frac{q_{i}^{2}}{2M_{i}}. \]  

(B35)

\( k_{i} \) is clearly the relative momentum between \( \phi_{j} \phi_{k} \). We also present dimensionless coupling constants in the three-body channels as follows

\[ f_{\phi_{j} \phi_{k}} = \frac{\pi}{2} \mu_{\phi_{j} \phi_{k}} \Lambda. \]  

(B36)

The three-body \( T \)-matrix is written as follows

\[ t_{4} (E) = U_{4} (E) + U_{4} (E) G_{0}^{\psi \phi \phi} (E) U_{4} (E) + \cdots \]

\[ = \int q_{3}^{2} dq_{3} q_{3}^{2} dq_{3} \Gamma | q_{3} g \rangle \times G_{0}^{\psi \phi \phi} (E_{q_{3}}) g (q_{3}) \tau_{\psi \phi} \frac{1}{1 - \langle g | G_{0}^{\psi \phi \phi} (E) \Sigma_{0} (E) G_{0}^{\psi \phi \phi} (E) | g \rangle \tau_{\psi \phi} (E)} g (q_{3}') G_{0}^{\psi \phi \phi} (E_{q_{3}}) \times \langle q_{3} g \rangle \Gamma. \]  

(B37)

The three-body \( T \)-matrix is written as follows

\[ t_{4} (E) = U_{4} (E) + U_{4} (E) G_{0}^{\psi \phi \phi} (E) U_{4} (E) + \cdots \]

\[ = \int q_{3}^{2} dq_{3} q_{3}^{2} dq_{3} \Gamma | q_{3} g \rangle G_{0}^{\psi \phi \phi} (E_{q_{3}}) g (q_{3}) \tau_{\psi \phi} \frac{1}{1 - \mathcal{V} (E) \tau_{\psi \phi} (E)} g (q_{3}) G_{0}^{\psi \phi \phi} (E_{q_{3}}) \times \langle q_{3} g \rangle \Gamma, \]  

where we defined

\[ \mathcal{V} (E) = \langle g | G_{0}^{\psi \phi \phi} (E) \Sigma_{0} (E) G_{0}^{\psi \phi \phi} (E) | g \rangle. \]  

(B38)
3. The Unmodified and the Modified Kernel

The unmodified kernels of the AGS equations are therefore
\[ Z_0 (E) = G_0^{\phi \phi} (E) \delta \]  
(B39)
\[ Z_4 (E) = G_0^{\phi \phi} (E) t_4 (E) 1 G_0^{\phi \phi} (E) \]  
(B40)
\[ K (E) = (Z_0 (E) + Z_4 (E)) T (E). \]  
(B41)

The modified \( Z_4 (E) \) are obtained as follows. First, we replace \( V (E) \) with
\[ \langle g | G_0^{\psi \phi_3} (E) (\Sigma (E) + \Sigma (E) G_0^{\psi \phi_3} (E) \Delta + \Delta G_0^{\psi \phi_3} (E) \Sigma (E) + \Delta G^{\psi \phi_3} (E) \Delta) G_0^{\psi \phi_3} (E) | g \rangle, \]  
(B42)
which can also be written as follows
\[ \langle g | G_0^{\psi \phi_3} (E) - G_0^{\psi \phi_3} (E) - G_0^{\psi \phi_3} (E) \Sigma (E) G_0^{\psi \phi_3} (E) \Sigma (E) G_0^{\psi \phi_3} (E) | g \rangle. \]  
(B43)

For notational simplicity, we denote the above quantity as \( V (E) \). Second, we also replace the left-most structure with the following
\[ V_{\phi_1 \phi_2} \Rightarrow V_{\phi_1 \phi_2} + \bar{\delta} I_3 \left( 1 + \bar{\delta} I_3 (E) G_0^{\phi \phi} (E) \right) V_{\phi_1 \phi_2} G_0^{\psi \phi_3} (E) \Delta = V^{(32) \prime}, \]  
(B44)
and the right-most structure with the corresponding one
\[ V_{\phi_1 \phi_2} \Rightarrow \Delta G_0^{\psi \phi_3} (E) V^{(23)} \left( G_0^{\phi \phi} (E) \bar{\delta} I_3 (E) + 1 \right) I_3 \bar{\delta} + V_{\phi_1 \phi_2} = V^{(23) \prime}. \]  
(B45)

An explicit expression for the modified driving term \( Z_4^\prime (E) \) is therefore obtained as follows
\[ Z_4^\prime (E) = \int q_3^2 d q_3 q_3^2 d q_3^\prime G_0^{\phi \phi} (E) V^{(32) \prime} G_0^{\psi \phi_3} (E) | g \rangle \tau_{\psi \phi_3} (E) \frac{1}{1 - V (E)} \langle g | G_0^{\psi \phi_3} (E) V^{(23) \prime} G_0^{\phi \phi} (E). \]  
(B46)

a. Matrix Elements of the Driving Terms

In this subsection, we present explicit expression of the matrix elements of the kernel. \( Z_0 (E q_i q_j) \) is represented as follows
\[ Z_0 (E q_i q_j) = \langle q_j g | \delta_{ij} G_0^{\phi \phi} (E) | q_j g \rangle = \frac{\bar{\delta}_{ij}}{2} \int_{-1}^{1} \frac{d \epsilon}{E - \frac{g^2}{2m_i} - \frac{g^2}{2m_j} - \frac{(q_i \cdot q_j)^2}{2m_w}} \]  
(B47)
where \( x \) and \( \bar{\delta}_{ij} \) are defined by below
\[ x = \hat{q}_i \cdot \hat{q}_j, \quad \bar{\delta}_{ij} = 1 - \delta_{ij}. \]  
(B48)

\( p_i \) and \( p_j \) are absolute value of relative momenta between \( \phi_j \phi_k \) and \( \phi_k \phi_i \) respectively whose explicit expressions are
\[ p_i = \left| - \frac{m_j}{m_j + m_k} q_i - q_j \right|, \quad p_j = \left| q_i + \frac{m_k}{m_k + m_i} q_j \right|. \]  
(B49)

Matrix elements of the unmodified \( Z_4 (E q_i q_j) \) is given as
\[ Z_4 (E q_i q_j) = \langle q_j g | G_0^{\phi \phi} (E) t_4 (E) G_0^{\phi \phi} (E) | q_j g \rangle \]  
\[ = \int p_i^2 d p_3 g (p_3) G_0^{\phi \phi} (E q_3 q_4) \Gamma g (p_3) G_0^{\psi \phi_3} (E q_3) g (q_3) \tau_{\psi \phi_3} (E) \frac{1}{1 - V (E) \tau_{\psi \phi_3} (E) g (q_3)} G_0^{\psi \phi_3} (E q_3) \]  
\[ \times \int p_j^2 d p_3 g (p_3) G_0^{\phi \phi} (E q_3 q_4) g (p_3). \]  
(B50)

Other matrix elements of the unmodified \( Z_4 (E) \) are obtained in a straightforward way.
As we saw in the previous section, we need to perform the reorganization of the AGS equations and one of the kernel \( Z_4(\mathcal{E}) \) need to be replaced by the modified one. \( \mathcal{V}(\mathcal{E}) \) is modified as

\[
\mathcal{V}(\mathcal{E}) = \int q_3^2 dq_3 \left( G^{\phi_3}(\mathcal{E}q_3) - G_0^{\phi_3}(\mathcal{E}q_3) - G_0^{\phi_3}(\mathcal{E}q_3)(\Sigma \nu(\mathcal{E}) + \Sigma(\mathcal{E}) G(\Sigma(\mathcal{E}) \Sigma(\mathcal{E})) G_0^{\phi_3}(\mathcal{E}q_3) \right).
\]  
(B51)

For matrix elements \( Z_i(\mathcal{E}q_j) \) \( i = 1, 2 \), the left-most structure of \( Z_4(\mathcal{E}) \) are modified as

\[
\int_0^\infty p_3^2 dp_3 g(p_3) G^{\phi_3}(\mathcal{E}q_3 p_3) \left( \Gamma g(p_3) \left( 1 + \hat{\tau}_3(\mathcal{E}) G^{\phi_3}(\mathcal{E}q_3 p_3) \right) \right) G^\phi(\mathcal{E}q_3) \Delta.
\]  
(B52)

Similarly, for matrix elements \( Z_i(\mathcal{E}q_j) \) \( j = 1, 2 \) the right-most parts are modified as

\[
\int_0^\infty p_3^2 dp_3 \left( g(p_3) \Delta G^{\phi_3}(\mathcal{E}q_3) g(p_3) \Gamma \left( G^{\phi}(\mathcal{E}q_3 p_3) \hat{\tau}_3(\mathcal{E}) + 1 \right) \right) G^\phi(\mathcal{E}q_3) g(p_3').
\]  
(B53)
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