Design ensemble deep learning model for pneumonia disease classification
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Abstract
With the recent spread of the SARS-CoV-2 virus, computer-aided diagnosis (CAD) has received more attention. The most important CAD application is to detect and classify pneumonia diseases using X-ray images, especially, in a critical period as pandemic of covid-19 that is kind of pneumonia. In this work, we aim to evaluate the performance of single and ensemble learning models for the pneumonia disease classification. The ensembles used are mainly based on fined-tuned versions of (InceptionResNet_V2, ResNet50 and MobileNet_V2). We collected a new dataset containing 6087 chest X-ray images in which we conduct comprehensive experiments. As a result, for a single model, we found out that InceptionResNet_V2 gives 93.52% of F1 score. In addition, ensemble of 3 models (ResNet50 with MobileNet_V2 with InceptionResNet_V2) shows more accurate than other ensembles constructed (94.84% of F1 score).
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1 Introduction
Throughout history, epidemics and chronic diseases have killed numerous individuals and caused significant emergencies that have set aside a long effort to survive [1]. Recently, researchers, specialists, and companies around the world are rolling out CAD systems that can fastly process hundreds of X-ray and computed tomography (CT) images to accelerate the diagnosis of pneumonia such as SARS, MERS, covid-19, and aid in its containment [2]. As the number of patients infected by pneumonia disease increases, it turns out to be increasingly hard for radiologists to finish the diagnostic process in the constrained accessible time [3]. Medical images analysis is one of the most promising research areas [4], and it provides facilities for diagnosis and making decisions of several diseases such as covid-19. Therefore, interpretation of these images requires expertise and necessitates several algorithms in order to enhance, accelerate, and make an accurate diagnosis. Recently, many efforts and more attention are paid to imaging modalities and deep learning (DL) in pneumonia disease [2]. DL is a neural network that consists of five layers which are: input layer, convolutional layers, pooling layers, full-connection layers, and output layer [5]. Following this context, DL models have obtained better performance in the detection and classification of pneumonia disease and demonstrated high accuracy compared with previous state-of-the-art methods [2].

Numerous computer vision applications are intricate that they cannot be solved by the utilization of a single algorithm [6]. This required the need for development of models by combining two or more of the studied algorithms. The selection of models relies on the necessities and characteristics of the issue. Ensemble models combine more than one single model to solve a given task. This methodology was intended to overcome the weaknesses of single models and consolidate their strengths [7]. In the field of medical science, ensemble models are currently served to carry out prediction tasks (e.g., regression and classification) [8]. The single models that comprise the ensemble are trained independently to solve the given task. The last output of the ensemble model is an aggregation of the various outputs given by the single model. Furthermore, ensemble model reduces the variance of predictions and generalization error.
and significantly improves the computational training and could be utilized with a few training data [8].

Motivated by all advantages cited above, the present work aims to evaluate the performance of the most accurate deep learning models for multiclass classification of X-ray images in order to answer the following research questions (RQ):

(RQ1): What is the diagnostic accuracy that DL can attain based on X-ray images?
(RQ2): Is combining DL to construct ensembles DL will enhance the final accuracy of certain model?
(RQ3): Does the number of DL combined to construct ensembles DL affect the accuracy of the model?

The main contributions of the present paper are summarized as follows:

1. We implement 3 fined-tuned versions of (Inception-ResNet_V2, ResNet50 and MobileNet_V2) according to the technique used by Elasnaoui and Chawki [2], Elasnaoui et al. [3].
2. We design single and ensemble models based on 3 fined-tuned models.
3. To avoid over-fitting in different models, we used weight decay and L2-regularizers.
4. We combine 3 and 2 fined-tuned models to construct single and ensemble models.
5. We tested single and ensemble on chest X-ray datasets [9, 10].
6. We evaluate the performance of the single and ensemble models used in this study.

The remainder of this paper is organized as follows. Section 2 deals with some related work. We describe our proposed contribution in Sect. 3. Section 4 presents the experimental material and parameterization. The results obtained and their interpretations are illustrated in Sect. 5. Threats of validity are presented in Sect. 6. Finally, conclusion and future work are given in the last section.

2 Background

A study of the state of the art reveals that significant works have been published for pneumonia detection and classification from X-ray images in recent years, where most works used several successful deep learning approaches for automatically classifying chest X-ray images into different disease categories [11]. The application of DL in the field of pneumonia leads to the reduction of false-positive and negative errors in the detection and diagnosis of this disease and provides an optimal opportunity to provide fast, cheap, and safe diagnostic services to patients [12]. This section summarizes and discusses the state-of-the-art methods of pneumonia detection and classification using DL.

As listed in Table 1, we observed that:

1. Chest X-ray is one of the most common medical imaging modalities used to detect respiratory system diseases. This observation is extended in [12, 13].
2. Most studies published are focused on the binary classification based on different DL techniques. (3) Elasnaoui et al. [2], Elasnaoui and Chawki [3], Hemdan et al. [41] are deeply compared seven DL for the classification of pneumonia. (4) Some studies have also developed their own customized architecture and methods [segmentation for example (Pulagam 2016)], independent of well-known DL architectures. (5) Sensitivity, specificity, and accuracy are the criteria utilized in several studies for measuring the efficiency of methods. However, F1 score and area under curve (AUC) have been utilized in some studies to determine the efficiency of the method. (6) These studies found out that InceptionResNet_V2, ResNet50, and MobileNet_V2 gave better accuracy. This observation is also proved in [12, 14]. (7). However, few studies reported the use of multiclass classification (4 classes). (8). No study presented an ensemble learning model in the pneumonia disease for multiclass classification. (9). No study reported a comparison between single and ensemble models for multiclass classification.

3 Methodology

In this section, the methodology used in this study is discussed. According to Table 1 and [12, 14], InceptionResNet_V2, ResNet50, and MobileNet_V2 models give more than 90% of accuracy. Motivated by this conclusion, we compared these pre-trained models for multiclass classification (4 classes) once they have been fine-tuned on a joined image dataset. The steps to do this research are divided into several sections which are shown in Fig. 1. The following sections give out in detail the steps of the proposed methodology.

3.1 Preprocessing dataset of the study

We instantiated the present work with two publicly available image datasets, chest X-ray, and CT dataset [9] and Covid Chest X-ray Dataset [10]. The first one is composed of 5856 images with three classes (1493 viral pneumonia, 2780 bacterial pneumonia, and 1583 normal), while the second one is containing 231 Covid-19 Chest X-ray images. We joined the second dataset to the first one to form a joint dataset which composed of four classes given as follows: bacteria, covid-19, normal, and viral. Finally, as depicted in Table 2, the joined dataset is composed of 6087 images (jpeg format).

When analyzing several data, a natural question arises on how to efficiently use it. As known, condition of data
| Reference and year | Deep learning technique and application | Imaging modality | Classification task | Findings and results |
|-------------------|----------------------------------------|-----------------|---------------------|---------------------|
| Barrientos et al. [15] | Analysis of patterns present in rectangular segments using neural networks | Ultrasound imaging | Binary classification | Sensitivity = 91.5% Specificity = 100% |
| Ahmad et al. [16] | Classification of infection and fluid regions into specific abnormalities (infection or fluid or normal) using a block-based approach with Naïve Bayes classifier | X-ray image | Binary classification | – |
| Khobragade et al. [17] | Feedforward and backpropagation neural network are used to detect lung diseases | X-ray image | Multiclass classification | Accuracy = 92% |
| Cicero et al. [18] | GoogLeNet is used to classify images between normal and abnormal | X-ray image | Binary classification | For class normal: sensitivity = 91%, specificity = 91%, AUC = 0.964 For class abnormal: sensitivity, specificity, and AUC, respectively, were between 78%, 78%, 0.861 and 91%, 91%, 0.962 |
| Dong et al. [19] | VGG-16 and ResNet101 are used for binary (normal vs. abnormal) and multiple disease classification | X-ray image | Binary and multiclass classification | VGG-16: accuracy = 82.2%, AUC of 0.88 ResNet-101: accuracy = 90% |
| Rajpurkar et al. [20] | An algorithm named CheXNet with 121-layer convolutional neural network is used to detect pneumonia | X-ray image | Multiclass classification | F1 score = 95% |
| Islam et al. [21] | Ensemble DCCN | X-ray image | Binary classification | Accuracy: 93.0% for cardiomegaly detection and 90% for tuberculosis detection |
| Madani et al. [22] | Generative adversarial networks (GANs) are used to classify images between normal and abnormal | X-ray image | Binary classification | Accuracy = 84.19% |
| Rajaraman et al. [23] | A customized VGG16 is used for detection and classification of the pneumonia disease between bacterial and viral | X-ray image | Binary classification | Accuracy between 93.6% and 96.2% |
| Ausawalaithong et al. [24] | DenseNet-121 is used for lung cancer prediction | X-ray image | Binary classification | Accuracy = 74.43% Specificity = 74.96% Sensitivity = 74.68% |
| Correa et al. [25] | Detection of pneumonia based on feedforward neural network | Ultrasound image | Binary classification | Specificity = 100% Sensitivity = 90.9% |
| Gu et al. [26] | Deep convolutional neural network features and manual features are fused together and are put into support vector machines classifier | X-ray image | Binary classification | Accuracy = 80.46% Sensitivity = 77.55% |
| Ke et al. [27] | Neuro-heuristic approach is used to detect lung diseases | X-ray image | Multiclass classification | Accuracy = 79.06% Sensitivity = 84.22% Specificity = 66.7% |
| Saraiva et al. [28] | Neural network was used to train the model, and cross-validation was used for the validation of the model | X-ray image | Binary classification | Accuracy = 95.30% |
| Reference and year          | Deep learning technique and application                                           | Imaging modality | Classification task | Findings and results                  |
|-----------------------------|----------------------------------------------------------------------------------|------------------|---------------------|---------------------------------------|
| Varshni et al. [29]         | Xception, VGG16, VGG-19, ResNet-50, DenseNet-121, and DenseNet-169, were used followed by different classifiers including random forest, K-nearest neighbors, Naive Bayes, and support vector machine | X-ray image      | Binary classification | Resnet-50 + SVM are the best one with an AUC = 0.7749 |
| Siddiqi et al. [30]         | The model performs the ‘normal’ versus ‘pneumonia’ classification using customized sequential convolutional neural network | X-ray image      | Binary classification | Accuracy = 94.39                      |
| Ayan and Ünver [31]         | Xception and VGG16 are used for diagnosing of pneumonia (normal vs. pneumonia)   | X-ray image      | Binary classification | Accuracy = 87% For VGG16 and 82% For Xception |
| Sirazitdinov et al. [32]    | Ensemble of mask RCNN and RetinaNet                                              | X-ray image      | Binary classification | Precision = 0.75                      |
| Liang and Zheng [33]        | A customized CNN is used with 49 convolutional layers and 2 dense layers for classification of children’s lung patterns | X-ray image      | Binary classification | F1 score = 92.7%                       |
| Bozickovic et al. [34]      | ResNet50, InceptionV3, Xception, and InceptionResNet_V2 pretrained models are evaluated: for 4-class problem (normal, viral, bacterial, and COVID-19) | X-ray image      | Multiclass classification | Accuracy: Resnet50 = 89.97%, InceptionResNet_V2 = 87.96%, Xception = 89.48%, Inception_V3 = 87.96% |
| Abbas et al. [35]           | Classification of covid-19 chest X-ray images using CNN features of pre-trained models and ResNet+ decompose, transfer, and compose (DeTraC) | X-ray image      | Binary classification | Accuracy = 95.12%                      |
| Wang and Wong [36]          | Covid-Net: lightweight residual projection expansion-projection-extension (PEPX) design pattern | X-ray image      | Binary classification | Accuracy = 92.4%                       |
| Apostolopoulos et al. [38]  | Deep features from ResNet50 + SVM classification                                | X-ray image      | Binary classification | Resnet50 + SVM accuracy = 95.38%, F1 = 95.52% |
| Butt et al. [39]            | Automatic detection from x-ray images using different fine-tuned models: VGG19, MobileNet, inception, InceptionResNet_V2, and Xception. | X-ray image      | Binary classification | Accuracy VGG19 is the highest: Accuracy = 98.75%, Sensitivity = 92.85%, Specificity = 98.75% |
| Narin et al. [40]           | Comparison of multiple convolutional neural network (CNN) models in order to classify computed tomography samples with covid-19, influenza viral pneumonia, or no-infection. | X-ray image      | Multiclass classification | Accuracy = 86.7%                       |
|                            | Classification of chest X-ray images into coronavirus and normal using ResNet50, InceptionV3, and InceptionResNet_V2 | X-ray image      | Binary classification | Resnet50 was the best with Accuracy = 98%, Specificity = 100%, Precision = 100% |
| Reference and year | Deep learning technique and application | Imaging modality | Classification task | Findings and results |
|-------------------|-----------------------------------------|------------------|---------------------|---------------------|
| Hemdan et al. [41] | Classification of covid-19 in X-ray images based on seven different of deep learning architectures, namely VGG19, DenseNet201, InceptionV3, InceptionResNet_V2, ResNetV2, MobileNet_V2, and Xception | X-ray image | Binary classification | Densenet201 and VGG19 have achieved: accuracy = 90%, F1 score = 0.89 and 0.91 for normal and Covid-19, respectively |
| Zhang et al. [42] | Classification of covid-19 and non-covid-19 based on X-ray dataset that contains 100 images from 70 covid-19 subjects and 1431 images from 1008 non-covid-19 pneumonia subjects | X-ray image | Binary classification | Sensitivity = 90.00% Specificity = 87.84% |
| Farooq and Hafeez [43] | Differentiating covid-19 cases from other pneumonia cases using chest X-rays based on fine-tune a pre-trained ResNet-50 | X-ray image | Binary classification | Accuracy = 96.23% |
| Maghdid et al. [44] | Simple convolution neural network (CNN) and modified pre-trained AlexNet model are applied on the prepared X-rays and CT scan images dataset | X-ray image | Binary classification | Accuracy > to 98% via pre-trained network and 94.1% accuracy by using the modified CNN |
| Apostolopoulos et al. [45] | MobileNet_V2 is used and trained from scratch to classify pulmonary diseases based on a large-scale dataset of 3905 X-ray images | X-ray image | Binary classification | Accuracy = 99.18% Sensitivity = 97.36% Specificity = 99.42% |
| Elasnaoui et al. [2] | A comparison of recent deep learning architectures for classification of pneumonia images based on fine-tuned versions of (VGG16, VGG19, DenseNet201, InceptionResNet_V2, Inception_V3, ResNet50, MobileNet_V2, and Xception), and a retraining of a baseline CNN is proposed | X-ray image | Binary classification | Resnet50 shows highly satisfactory performance > to 96% of accuracy |
| Elasnaoui et al. [2] | This work conducts a comparative study of the recent deep learning models (VGG16, VGG19, DenseNet201, InceptionResNet_V2, Inception_V3, ResNet50, and MobileNet_V2) to deal with detection and classification of coronavirus pneumonia (bacterial pneumonia, coronavirus, and normal) | X-ray image | Multiclass classification | (92.18% accuracy for InceptionResNet_V2 and 88.09% Accuracy for Densnet201) |
| Habib et al. [46] | CheXNet with 121-layer convolutional neural network and VGG-19 are used for the ensemble | X-ray image | Binary classification | Accuracy = 98.93% |
| Chouhan et al. [47] | Ensemble of different deep learning algorithms (Alexnet, Inception_V3, Resnet, GoogleNet, and DenseNet-121) | X-ray image | Binary classification | Accuracy = 96.4% Sensitivity 99.0% |
collected from any area may be contaminated by numerous factors such as sensor/human errors. Using directly such data by the algorithm may conduct to unreliable results. Thus, the next stage is to preprocess input data. The motivation behind data preprocessing is to eliminate or decrease noise present in the original input data, to improve data quality, etc. In the present work, intensity normalization and Contrast Limited Adaptive Histogram Equalization (CLAHE) [2, 3] are used to provide clean data for a successful classification.

3.2 Data augmentation

Medical imaging datasets are limited in size due to privacy laws, high cost of obtaining annotations, and considerations [22]. Data augmentation is used for the training process after dataset pre-processing and splitting and has the goal to enrich the data in data-limited scenarios and avoid the risk of overfitting [2, 3, 22]. Moreover, the strategies we used include geometric transforms such as rescaling, rotations, shifts, shears, zooms, and flips [2, 3]. Practically, the images are randomly rotated, shifted vertically or horizontally by a maximum of 90 and 0.2, respectively. Shear and zoom range are set to 0.2 and horizontal flip set to true. Finally, a scale image from integers 0–255 to floats 0–1 is employed. By this way, the models used in this study avoid the risk of over-fitting and learn to be robust to position and orientation variance.

3.3 Transfer learning

Research studies in computer vision before 2010 were focused on feature extraction using different techniques such as color [48], texture [49], shape [50]. However, these techniques gradually disappeared between 2010 and 2012 due to the appearance of DL techniques such as convolutional neural networks (CNNs). DL models are highly used for the diagnosis of pneumonia since 2016 [9, 51]. Although the DL models have shown huge achievement in terms of success in medical imaging, they require a large amount of data, which is not yet available in the medical imaging domain due to privacy laws, high cost of obtaining annotations, and considerations [2, 3, 22]. Following the context of non-availability of medical imaging datasets, we use transfer learning (TF). TF is a machine learning technique where we reused a pre-trained model from ImageNet and transfer the learned model into a new model to be trained. In this study, and according to Table 1 and [12, 14], the pre-trained models InceptionResNet_V2, ResNet50, and MobileNet_V2 give more than 90% of accuracy. Following this conclusion, we used these pre-trained models instead of training them from scratch on a small dataset. The following subsections present a brief description of these pre-trained models.

3.3.1 InceptionResNet_V2

InceptionResNet_V2 is a convolutional neural network that is trained on more than a million images from the ImageNet database [52]. It is a hybrid technique combining the
inception structure and the residual connection. The model accepts images of $299 \times 299$ image, and its output is a list of estimated class probabilities. The advantages of Inception-ResNet_V2 are converting inception modules to Residual Inception blocks, adding more Inception modules and adding a new type of Inception module (Inception-A) after the Stem module.

3.3.2 ResNet50

ResNet50 is a deep residual network developed by He et al. [53] and is a subclass of convolutional neural networks used for image classification. It is the winner of ILSVRC 2015. The principal innovation is the introduction of the new architecture network-in-network using residual layers. The ResNet50 consists of five steps each with a convolution and identity block; each convolution block and each identity block have 3 convolution layers. ResNet50 has 50 residual networks and accepts images size of $224 \times 224$ pixels.

3.3.3 MobileNet_V2

MobileNet_V2 [54] is a convolutional neural network being an improved version of MobileNet_V1. It is made of only 54 layers and has an input image size of $224 \times 224$. Its main characteristic is instead of performing a 2D convolution with a single kernel, instead of performing a 2D convolution with a single kernel. It uses depthwise separable convolutions that consist in applying two 1D convolutions with two kernels. That means, less memory and parameters are required for training leading to a small and efficient model. We can distinguish two types of blocks: first one is residual block with stride of 1; second one is block with stride of 2 for downsizing. For each block, there are three layers: the first layer is $1 \times 1$ convolution with ReLU6, the second layer is the depthwise convolution, and the third layer is another $1 \times 1$ convolution but without any nonlinearity.

3.4 Training and classification

After data pre-processing, splitting, and data augmentation techniques used, our training dataset size is increased and ready to be passed to the feature extraction step with the proposed models in order to extract the appropriate and pertinent features. The extracted features from each proposed model are flattened together to create the last layer of fully connected and then to classify each image into corresponding classes. Moreover, the single models that comprise the ensemble are trained independently to solve the given task. The last output of the ensemble model is an average/fusion of the various outputs given by the single model. Furthermore, ensemble models reduce the variance of predictions and generalization error and significantly improve the computational training and could be utilized with a few training data [8]. Finally, the performance of single and ensemble models is evaluated on test images using the trained model [2, 3].

4 Experiment material and parameterization

This section presents experiment settings and performance measure employed in this study in order to predict pneumonia disease using single and ensemble model. We note that single model refers to one model (for example InceptionResNet_V2) trained independently and predicted the output result, while ensemble model stands to combine more than one single model.

4.1 Experiment setup

The experimentations were implemented using Python programming language and were carried out based on the following experimental parameters: We employed for data splitting (hold-out) 80% and 20% of the images for training and testing, respectively. We ensure that the images chosen for testing are not used during training. Moreover, we pre-process input images using two different pre-processing techniques (intensity normalization and Contrast Limited Adaptive Histogram Equalization (CLAHE)) [2, 3]. To train the deep transfer learning models, all the images of the dataset were resized to $224 \times 224$ pixels except those of InceptionResNet_V2 model that were resized to $299 \times 299$. Furthermore, we set the batch size to 32 with the number of epochs set to 250. $\beta_1 = 0.9$, $\beta_2 = 0.999$ are used for Adam optimization, and the learning rate initiated to 0.00001. Furthermore, we employed weight decay and L2-regularizers to reduce over-fitting for the different models. We note that these models are independently trained, and the results of ensemble models are assembled via average/fusion technique. Furthermore, a last dense layer is updated in single and ensemble learning models to output four classes representing bacteria, covid-19, normal, and viral instead of 1000 classes as was utilized for ImageNet. Keras and TensorFlow are used as a deep learning backend. The training and testing steps run using NVIDIA Tesla P40 with 24 Go RAM. Table 3 depicts the parameters used during this study.
4.2 Quality assessment

To evaluate the single and ensemble learning models, the present study uses some performance parameters such as: accuracy (ACC), sensitivity (SEN), specificity (SPE), precision (PRE), and F1 score (F1) \cite{2, 3, 12, 14} which are given as follows:

\[
\begin{align*}
\text{ACC} &= \frac{TP + TN}{TP + TN + FP + FN} \times 100 \\
\text{PRE} &= \frac{TP}{TP + FP} \times 100 \\
\text{SPE} &= \frac{TN}{TN + FP} \times 100 \\
\text{SEN} &= \frac{TP}{TP + FN} \times 100 \\
F1 &= 2 \times \frac{\text{Recall} \times \text{Precision}}{\text{Recall} + \text{Precision}} \times 100
\end{align*}
\]

where TN stands to true-negative cases in detection results, while TP denotes the true positive. FP equals the false positive, and FN stands for false negative.

5 Results and discussion

This section presents and discusses the results obtained based on the experimental setup discussed in the previous section for single and ensemble models.

5.1 Results of single model

We firstly present the confusion matrix, accuracy, and loss curves (Figs. 2, 3, 4) given by different deep transfer learning models (InceptionResNet_V2, ResNet50, and MobileNet_V2) and using imbalanced dataset [i.e., most of the datasets containing pneumonia images are class-imbalanced \cite{14}] , then we compared the results of all architectures based on the metrics defined in Eq. (1) in order to determine the best method (Table 2) to use to classify X-ray images between bacteria, covid-19, normal, and viral. The next section shows accuracy and loss curve and confusion matrix of different models used in this study and interpretation of the results obtained. (All figures with high resolution could be find upon request by email to the authors of this study).

- InceptionResNet_V2

  We can observe (Fig. 2) that from epoch 0 to 29, the training and testing accuracy is increasing until the value where the accuracies are equal to 95.18% and 94.01% for training and testing, respectively. After this epoch, the accuracies become stable and they are equal to 97.46% and 94.27% for training and testing data, respectively.

  For the loss curve of training and testing data, an excellent fit is noticed until the epoch 29. Then the values of these curves are converged toward 5.

  Regarding the confusion matrix, the InceptionResNet_V2 model was able to correctly identify 549 images as bacteria class, 31 were classified as covid-19, 304 were correctly labeled as normal, and 232 were identified as viral.

- MobileNet_V2

  The obtained accuracy curve of training data is speedily increasing until the value of 94.68% (Fig. 3). After epoch 11, the training accuracy enters in the stability stage where...
Fig. 2  Accuracy and loss curve and confusion matrix of InceptionResNet_V2

Fig. 3  Accuracy and loss curve and confusion matrix of MobileNet_V2

Fig. 4  Accuracy and loss curve and confusion matrix of ResNet50
it is equivalent to 94.16%. For testing accuracy, the curve is increasing until the epoch 40 where the accuracy value is equal to 94.53; then, it becomes stable.

A good fit can be noticed for the training and testing loss curves. Indeed, the curves are quickly decreasing until the end of training.

The confusion matrix depicts that for the bacteria class, MobileNet_V2 model can correctly recognize 548 images, yet 27 were named as covid-19. The model also was able to correctly identify 303 images as normal, and 234 images were marked as viral class.

• ResNet50

It is noted that the accuracy of training data is fastly increasing from epoch 0 to 10 where the accuracy is equal to 93.93% (see Fig. 4). Then it gets stable until the end of training where the accuracy is equal to 98.59%. For the testing data, a quick increasing can be seen from epoch 0 to 9 where the value is 92.97%, after that, it begins to be stable.

For the loss curve of training and testing data, the values are decreasing from epoch 0 to end of training.

When we see this confusion matrix, we can say that for the bacteria class, ResNet50 model has the option to correctly recognize 549 images. Moreover, 32 were selected as covid-19. ResNet50 also can correctly recognize 303 images as normal class; thus, 200 images were marked as viral class.

Results for our experiment classification are depicted in Table 4 based on fine-tuned versions of ResNet50, InceptionResNet_V2, and MobileNet_V2. The table details the classification performances across each experiment using confusion matrices for each model. From the results, it is noted that the accuracy and F1 score when we use InceptionResNet_V2 are higher compared with ResNet50 and MobileNet_V2. Moreover, it can be observed that accuracies of ResNet50 and MobileNet_V2 both are equivalents to 93.73%. However, F1 of ResNet50 (93.47%) is higher than MobileNet_V2 (91.62%).

5.2 Results of ensemble models

In the rest of this study, we focus on ensembles learning to see whether there is an improvement of performance measures [Eqs. (1)]. Toward this end, we constructed 5 ensembles of different deep transfer learning following the architecture given in Fig. 1 and using 2, and 3 DL models, respectively, those that were fully fine-tuned previously. Then, we evaluate them using quality assessment [Eqs. (1)]. The goal behind using ensemble learning is to show if ensemble learning is more accurate than a single model.

Practically, we based on Table 4 and we construct 3 ensembles using each time 2 models (MobileNet_V2 with InceptionResNet_V2), (ResNet50 with InceptionResNet_V2) and (ResNet50 with MobileNet_V2) followed by 1 ensemble of all models (ResNet50 with MobileNet_V2 with InceptionResNet_V2) (Table 5). The next sections present in detail the results obtained by the different ensembles constructed.

6 Discussion

In this study, we investigated the multiclass classification of X-ray images using single and ensemble learning models, in order to identify the best performing architecture based on the several parameters defined in Eq. 1. We note that accuracy is utilized when the TP and TN are more important, while F1 score is utilized when the FN and FP are crucial. Accuracy can be utilized when the class distribution is similar, whereas F1 score is a better metric when there are imbalanced classes. Following this context, this comparison between single and ensemble learning models is based on F1

| Model           | Class | TP | TN  | FN | FP | ACC  | SEN  | SPE  | PRE  | F1  |
|-----------------|-------|----|-----|----|----|------|------|------|------|-----|
| InceptionResNet_V2 | Bacteria | 549 | 629 | 1  | 2  | 94.50 | 93.79 | 98.13 | 94.12 | 93.52 |
|                 | Covid-19 | 31  | 1147| 1  | 2  |       |      |      |      |     |
|                 | Normal   | 304 | 815 | 3  | 59 |       |      |      |      |     |
|                 | Viral    | 232 | 887 | 60 | 2  |       |      |      |      |     |
| MobileNet_V2    | Bacteria | 548 | 625 | 2  | 6  | 93.73 | 90.29 | 97.83 | 93.91 | 91.62 |
|                 | Covid-19 | 27  | 1148| 5  | 1  |       |      |      |      |     |
|                 | Normal   | 302 | 815 | 5  | 59 |       |      |      |      |     |
|                 | Viral    | 230 | 881 | 62 | 8  |       |      |      |      |     |
| ResNet50        | Bacteria | 548 | 628 | 2  | 3  | 93.73 | 93.07 | 97.85 | 94.89 | 93.47 |
|                 | Covid-19 | 31  | 1149| 1  | 0  |       |      |      |      |     |
|                 | Normal   | 302 | 807 | 5  | 67 |       |      |      |      |     |
|                 | Viral    | 226 | 885 | 66 | 4  |       |      |      |      |     |
score since our dataset is highly imbalanced. Figure 5 summarizes F1 score and accuracy obtained during this study for single and ensemble models.

The findings of this study from Fig. 5 are:

(RQ1): What is the diagnostic accuracy that DL can attain based on X-ray images?

From this study, we can conclude that the results are highly satisfactory. Nevertheless, we observed that InceptionResNet_V2 gives best results (93.52% of F1 score) regardless of the dataset used. In addition, InceptionResNet_V2 has been proven to obtain remarkable results in related tasks [2].
(RQ2): Is combining DL to construct ensembles DL will enhance the final accuracy of certain model?

The analysis of the results depicted in Fig. 5, tells us that there is a slight improvement of accuracy for different ensembles. Since our dataset is highly imbalanced, we focus on F1 score. Indeed, ensemble of (ResNet50 with MobileNet_V2 with InceptionResNet_V2) performs better than single and ensemble models.

(RQ3): Does the number of DL combined to construct ensembles DL affect the accuracy of the model?

There is no strong evidence to prove that the number of DL combined to construct ensembles DL affects the accuracy of the model. In fact, the results are influenced by the type of the ensemble used. As it can be seen in Fig. 5, the ensemble of three models (ResNet50 with MobileNet_V2 with InceptionResNet_V2) is more accurate followed by ensemble (ResNet50 with MobileNet_V2). Moreover, InceptionResNet_V2 performs better than ensembles (MobileNet_V2 with InceptionResNet_V2) and (ResNet50 with InceptionResNet_V2).

Furthermore, Table 6 illustrates the execution time in second for different models tested along this study. For InceptionResNet_V2, the elapsed time for training was 52,586.62 s. ResNet50 has required 31,381.87 s for training, while MobileNet_V2 necessitates 32,976.83 s for training.

From Table 6, we observe that InceptionResNet_V2 even it gives a good result it is not fast because it takes 52,586.62 in training followed by MobileNet_V2. In addition, we notice that ensemble ResNet50 with MobileNet_V2 is fast and provides good results (93.79% of F1 score). In the medical field, the scientist has the choice between the F1 score and the computation time to finally select the DL technique to use. According to [2], the F1 score of the DL techniques stays major selection criteria. But combining both F1 score and computation time remain a good benefit. Consequently, this study shows that ensemble (ResNet50 with MobileNet_V2) can be a good solution to classify X-ray images into 4 classes which are: bacteria, covid-19, normal, and viral.

### 7 Threats to validity

The goal of any scientific study is to produce generalizable knowledge about the reality. Without internal and external validity, we cannot apply results obtained from the experiments to the real world. The validity of any research study refers to how well the results obtained represent true findings among similar results outside the study. The validity of the present research study includes internal and external validity.

#### 7.1 Internal validity

Threats to internal validity are defined as the extent to which the found results represent the truth in the field we are studying and, thus, are not due to methodological errors. In this study, the goal is to see if ensemble learning is more accurate than a single model by investigating several parameters. Threats to internal validity of this study may concern the criteria utilized to evaluate the model performance. The findings of the present study are mainly based on F1 score since the dataset is highly imbalanced. The choice of deep learning models may be another threat.

#### 7.2 External validity

Threats to external validity are the extent to which we generalize the findings, the results and experimental design of a study to other situations. In this study, we used a joined dataset and varying number of models that constitute an ensemble. Some published works in other medical science evaluated their proposed ensembles with only one dataset [55, 56]. However, it will be a good benefit to replicate this study using more datasets, more sophisticated feature extraction techniques.

### 8 Conclusion

We reported in this work a classification of chest X-ray images into 4 classes which are: bacteria, covid-19, normal, and viral using single and ensemble learning models based on fine-tuned models (InceptionResNet_V2, ResNet50, and MobileNet_V2). The main goal is to answer the research questions (RQ) defined as follows:

(RQ1): What is the diagnostic accuracy that DL can attain based on X-ray images?
(RQ2): Is combining DL to construct ensembles DL will enhance the final accuracy of certain model?
(RQ3): Does the number of DL combined to construct ensembles DL affect the accuracy of the model?

| Model                                      | Training time (s) |
|--------------------------------------------|-------------------|
| InceptionResNet_V2                         | 52,586.62         |
| MobileNet_V2                               | 32,976.83         |
| ResNet50                                   | 31,381.87         |
| ResNet50 with MobileNet_V2 with Inception-| 78.86             |
| ResNet_V2                                  |                   |
| ResNet50 with InceptionResNet_V2           | 69.63             |
| MobileNet_V2 with InceptionResNet_V2       | 67.89             |
| ResNet50 with MobileNet_V2                 | 49.55             |
As a result, for a single model, we found out that InceptionResNet_V2 gives 93.52% of F1 score. Besides, ensemble of 3 models (ResNet50 with MobileNet_V2 with InceptionResNet_V2) performs better than other ensembles constructed (94.84% of F1 score). Moreover, there is no strong evidence to prove that the number of DL combined to construct ensembles DL affects the accuracy of the model.

Future work intends to develop a full system for pneumonia by combining deep learning and feature extraction using different techniques such as color [48], texture [49], shape [50], Ouhda [57]). In addition, the performance may be improved using more datasets, more sophisticated feature extraction techniques; also other fusion approaches would be interesting.
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