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Abstract Evaluation of sea-level rise (SLR) impacts on coastal landforms and habitats is a persistent need for informing coastal planning and management, including policy decisions, particularly those that balance human interests and habitat protection throughout the coastal zone. Bayesian networks (BNs) are used to model barrier island change under different SLR scenarios that are relevant to management and policy decisions. BNs utilized here include a shoreline change model and two models of barrier island biogeomorphological evolution at different scales (50 and 5 m). These BNs were then linked to another BN to predict habitat availability for piping plovers (Charadrius melodus), a threatened shorebird reliant on beach habitats. We evaluated the performance of the two linked geomorphology BNs and further examined error rates by generating hindcasts of barrier island geomorphology and habitat availability for 2014 conditions. Geomorphology hindcasts revealed that model error declined with a greater number of known inputs, with error rates reaching 55% when multiple outputs were hindcast simultaneously. We also found that, although error in predictions of piping plover nest presence/absence increased when outputs from the geomorphology BNs were used as inputs in the piping plover habitat BN, the maximum error rate for piping plover habitat suitability in the fully-linked BNs was only 30%. Our findings suggest this approach may be useful for guiding scenario-based evaluations where known inputs can be used to constrain variables that produce higher uncertainty for morphological predictions. Overall, the approach demonstrates a way to assimilate data and model structures with uncertainty to produce forecasts to inform coastal planning and management.

Plain Language Summary Bayesian networks provide a means for estimating the probability of various outcomes that depend on input conditions that also have a range of probabilities. They can, for example, predict the probability that a specific location is a suitable nesting site for shorebirds if provided information about the site. The information required can be obtained from mapping on-the-ground habitat conditions, or as is done here, be predicted from another BN. The methods for doing that, and the additional uncertainties introduced by using multiple networks, are discussed here.

1. Introduction Planning for sea-level rise (SLR) has led to a pressing and persistent need for improved methodologies that explore future coastal change and inform long-term decision making and management (Bindoff et al., 2019; Melillo et al., 2014; Oppenheimer et al., 2019; Reidmiller et al., 2018; Titus et al., 2009). The development of long-term (e.g., multi-decadal) coastal change projections is complicated by the need to integrate a variety of multidisciplinary drivers, processes, and feedbacks across different spatial and temporal scales.

An important consideration in SLR impact studies is the potential for habitat loss, which will have wide-ranging impacts on coastal ecosystems and increase extinction risk for endemic flora and fauna (Couchamp et al., 2014; Mennon et al., 2010; Nicholls & Cazenave, 2010). Although beaches and barrier islands provide key habitat for myriad species including the federally threatened piping plover (Charadrius melodus), few studies have linked SLR-driven coastal change projections to the potential for habitat loss in these settings (but see Chu-Agor et al., 2011, 2012; Galbraith et al., 2014; Seavey et al., 2011; Simms et al., 2013). While these previous studies fill an important need, models used in these works are either largely elevation-based inundation models that do not capture the complexity of dynamic landform change (as in Lentz et al., 2016) or rely on simplified
Characterizations of a beach system's response to SLR (e.g., the Bruun rule; Bruun, 1962). In the species' New York-New Jersey management unit (U.S. Fish and Wildlife Service, 1996), piping plovers nest in beach, dune or washover settings with mixed substrates (i.e., sand width shell cover) and sparse vegetation (<20% cover) within a short distance (<1 km) to foraging habitats (moist substrates along low-energy shorelines, Cohen & Fraser, 2010; Loegering, 1992; Loegering & Fraser, 1995; Maslo et al., 2012; Zeigler et al., 2021). Several modeling approaches have been developed that simulate the evolution of coastal landforms, specifically for barrier islands (Lorenzo-Trueba & Ashton, 2014; McNamara et al., 2011; Passeri et al., 2020; Ranasinghe, 2016; Roelvink et al., 2009; Stolper et al., 2005). Many of these approaches rely on evaluating changes in the geometry and volume of barrier island cross-sections and either do not incorporate variables relevant to habitat for piping plovers and other coastal species (e.g., substrate, vegetation characteristics) or do not consider them in sufficient detail or resolution for such applications. High-resolution models that do capture variability in barrier island conditions and short time-scale forcing (e.g., waves and nearshore currents), such as Delft3D, are difficult to run beyond a decade into the future due to computational limitations and large uncertainties that develop with multi-decadal forecasts (e.g., Passeri et al., 2020). In general, simplified representations of barrier island change (e.g., models relying on the Bruun rule; Bruun, 1962) often do not incorporate detailed habitat characteristics, while models derived for ecological applications often lack a consideration of complicated geological and ecological feedbacks that drive barrier island evolution in the face of SLR and ultimately underpin habitat availability. Consequently, a persistent research need remains for applied models that bridge the crucial “interdisciplinary gap” between geology and ecology in coastal studies (Stallins, 2006).

Bayesian methods and, in the particular focus of this paper, Bayesian networks (BNs), have been increasingly used to investigate problems in ecological and earth sciences (Aspinall et al., 2003; Berger, 2000; Borsuk et al., 2004; Korup, 2021; Marcot, 2012, 2020; McCann et al., 2006; Mount & Stott, 2008; Pawson et al., 2017). Over the last decades, we have been working with collaborators to use Bayesian networks to bridge interdisciplinary gaps in geology and ecology across scales. At the largest scales (e.g., 5 km shoreline segments), BNs have been used to investigate how shoreline change rates (i.e., erosion and accretion) are likely to respond to multi-decadal changes in sea level (Gutierrez et al., 2011, 2014). At moderate spatiotemporal scales (i.e., decadal and 30-m landscapes), BNs have been developed to explore the potential for coastal landscape dynamic response to SLR (Lentz et al., 2016); SLR-driven evolution in barrier island characteristics (e.g., elevation, beach width along shore-normal transects spaced in 50-m intervals; Gutierrez et al., 2015); and storm-driven changes to barrier island characteristics (50-m transects; Plant & Stockdon, 2012; Plant et al., 2016; Wilson et al., 2019). Finally, BNs of seasonal habitat availability given coastal landform conditions (e.g., vegetation density, substrate type) have been developed for species like piping plovers (5-m cells; Zeigler et al., 2021) and beach mice (Peromyscus polionotus) subspecies; 30-m cells; Cronin et al., 2021). In addition to spanning spatial and temporal scales, these BNs are capable of simultaneously incorporating data from a variety of sources (e.g., empirical data and expert opinion) and formats (e.g., continuous and categorical variables), capturing hierarchical and complex correlations among variables, and accommodating incomplete data. Such models also explicitly convey uncertainty in probabilistic outputs and provide a way to quantify outcome uncertainty (McCann et al., 2006; Uusitalo, 2007). As a result, BNs in general and those described above have the potential to forecast barrier island and habitat dynamics at relevant scales and at sufficient detail necessary for multi-decadal planning.

Here, we hypothesize that, by using spatially and temporally varied data inputs, linked BNs can be used to evaluate the probability of (a) future barrier island biogeomorphological states for different SLR, shoreline change, and management scenarios and (b) subsequent nesting habitat availability for piping plovers along the Atlantic coast given this biogeomorphological change. This paper focuses on the development and implementation of an integrated BN modeling framework, with an example application for Fire Island, New York, United States (Figure 1) which is presented in detail in Zeigler et al. (2022). The focus of the present paper is to evaluate the capabilities of a linked BN framework that integrates discipline-specific knowledge to explore an interdisciplinary problem; —understanding the effects of SLR in a barrier island setting with a variety of human use and natural resource management requirements. Section 2 reviews the biogeomorphological setting (i.e., Fire Island) where we conduct the initial model development, the four BNs integrated in the modeling framework, the data used to train and evaluate the BNs, and hindcast performance testing methodology. Section 3 examines BN performance and the impact of linking BNs to hindcast 2014 habitat conditions, highlighting where habitat hindcasts deteriorate as more uncertain information is added to the modeling framework. A companion paper by
Zeigler et al. (2022) focuses on an application of this framework, exploring the nature and implications of forecasted biogeomorphological change at Fire Island on humans and piping plovers.

2. Materials and Methods

2.1. Application Setting

We added to an existing Bayesian framework built for Assateague Island National Seashore (Gieder, 2015; Gutierrez et al., 2015) and extended it spatially using data from Fire Island, New York (Figure 1). Fire Island is centrally located along the south shore of Long Island, New York. Divided by an inlet created in 2012, the Wilderness Breach Inlet, the nearly 50 km of barrier island extends from Moriches Inlet in the east to Fire Island Inlet and Democrat Point to the west. Fire Island has been the focus of many geologic and oceanographic studies aimed at understanding barrier island change and evolution as well as regional sediment management planning as it contains federal, state, and private land holdings maintained for a range of objectives (Brenner et al., 2018; Hapke et al., 2017; Lentz, 2013; Lentz & Hapke, 2011; Schwab et al., 2000, 2013). Fire Island was impacted significantly during Hurricane Sandy in October of 2012, including widespread erosion and breaching of the barrier island (Brenner et al., 2018; Hapke et al., 2013; Sopkin et al., 2014). The 2012 inlet has persisted since initially breaching during the storm (Hapke et al., 2017), and beach and dune restoration has occurred along much of the island via direct emplacement of sediment or sand fencing (Rice, 2017).

Fire Island National Seashore comprises much of Fire Island and, as such, offers valuable recreational and tourism opportunities as well as important habitat for coastal species like piping plovers. Consequently, planning to account for storm and SLR impacts requires consideration of habitat as well as human development and infrastructure on the island. While Hurricane Sandy had adverse impacts to development and infrastructure on Fire Island, high storm water levels resulted in overwash along numerous areas of the island, resulting in new piping plover habitat (Zeigler, Gutierrez, et al., 2019) and subsequent population increases (Robinson et al., 2019).

2.2. Bayesian Networks

Bayesian networks provide a way to implement Bayes theorem of conditional probability (Bayes, 1763; Gelman et al., 1995). In Bayes theorem, one can compute the conditional probability \( R \) given the occurrence of some event \( O \) according to Equation 1:

\[
p(R_j | O_i) = \frac{p(O_i | R_j) \cdot p(R_j)}{p(O_i)}
\]
In this Equation 1, the left-hand side represents the conditional probability of a particular response, $R_j$, given a set of observations ($O_j$), which are assumed to influence $R$. For example, $R$ could represent the joint probability of a specific shoreline change rate where $O$ represents a forcing such as incoming wave height or rate of relative SLR (Gutierrez et al., 2014). The subscripts $i$ and $j$ represent one of a finite set of scenarios that can be observed and the potential number of sets of observations, respectively. The right-hand side of the equation contains two terms. The first is the likelihood of the observations if the response is known and indicates the strength of the correlation between observation and response. The second term is the prior probability of the response, which is integrated over all expected observation scenarios. The denominator is a normalization factor that accounts for the likelihood of the observations.

BNs combine Bayes' rule with graphical models of a system, such as a physical or biological system (Korb & Nicholson, 2004). In a BN, nodes represent variables describing relevant system components. Nodes are further broken down into discrete characteristics or, for continuous variables, discretized into bins. Edges connect nodes to convey dependencies, correlations, or causal influences among those nodes, ultimately illustrating the manner by which all input nodes are directly or indirectly connected to one or more output nodes (Korb & Nicholson, 2004). BNs are typically trained with empirical or observational datasets containing cases that show how values for each individual input node are associated with a given value for the output node(s). Together, cases determine the conditional probability distributions for each node according to Bayes Theorem, and the set of all possible node-value combinations forms a conditional probability table that underlies a “trained” BN.

In this study, we integrated four BNs to forecast future conditions (Figure 2). Although we use Fire Island as a case study location, these methods could be applied to a variety of barrier island settings. Two of the BNs were developed in previous research efforts to forecast (a) shoreline change due to SLR (Gutierrez et al., 2014) and (b) piping plover nesting habitat availability (Zeigler et al., 2021). Two additional BNs were developed as part of the present study to forecast barrier island conditions under future shoreline changes; these BNs were substantially modified from a previous version developed for Assateague Island (Gutierrez et al., 2015). Each of the four BNs addresses a different aspect of a SLR-driven response over a different spatiotemporal scale. The BNs were developed separately using the Netica software package (Netica, 2016). BNs were trained using an expectation maximization algorithm (EM) to compute the posterior probability of each variable in question (Dempster et al., 1977; Lauritzen, 1995). Once trained, data analysis was conducted using Matlab codes (Matlab, 2018) based on those developed in Python by Fienen and Plant (2015). Individual BNs were also integrated using the Matlab-based framework (Text S1 in Supporting Information S1; Gutierrez & Plant, 2022). The BNs can be used independently to predict shoreline change (i.e., erosion or accretion), barrier island characteristics, or piping plover habitat availability. Alternatively, BNs can be linked by passing predicted probability distributions generated as outputs from one BN to identical nodes used as inputs in another. When linked, predicted SLR rates can be propagated through the geomorphology and piping plover BNs to forecast barrier island biogeomorphological characteristics and/or piping plover habitat availability. We describe the structure and training data used to parameterize individual BNs in the next three sub-sections.

2.2.1. Shoreline Change BN

The Shoreline Change BN (SCBN) was developed to evaluate the probability of shoreline erosion or accretion (henceforth, “shoreline change”) given rates of historical relative SLR (Figure 2; Figure S1 in Supporting Information S1) and is described in detail in Gutierrez et al. (2014). The BN consists of six nodes: five of the nodes serve as inputs of forcing conditions (rate of relative SLR, mean tidal range, and mean significant wave height) and physical characteristics (coastal slope and geomorphology; Table 1). The remaining node, shoreline change rate, serves as a response or output node. To apply this to Fire Island for hindcast and performance testing, we used data from Gutierrez et al. (2014) to train and parameterize the BN (Table 1). At Fire Island, long-term shoreline changes are likely the result of the combined effects of long-shore transport gradients, SLR, erosion management efforts and interaction with the underlying geological framework (Brenner et al., 2018; Hapke et al., 2010; Lentz & Hapke, 2011; Lentz et al., 2013; Schwab et al., 2000). The data used in this BN, from Thieler and Hammar-Klose (1999), include factors that attempt to account for the range of factors influencing long-term shoreline changes (geomorphology, coastal slope, tidal range, and wave height).
2.2.2. Barrier Island Geomorphology Bayesian Networks

We developed two BNs to capture barrier island geomorphology characteristics, which are best described across different spatial scales (Figures 2 and 3; Figures S2 and S3 in Supporting Information S1). In previous iterations of this research (Gieder, 2015), we used a large suite of variables representing two different spatial scales in a single BN in a “megamodel” approach. A limitation of the prior approach was that the predicted value for transect-level variables (e.g., beach width) could differ for every 5-m cell along a single transect, resulting in inconsistent predictions from one cell to the next along a transect. Dividing the barrier island BN into two separate BNs in our current study allowed for a clearer separation of spatial scales (50 vs. 5 m), ensured more consistency in predictions at transect scales, and improved computational efficiency.

The first BN, henceforth referred to as the “Coarse-scale Geomorphology BN” (CSBN), was modified from Gutierrez et al. (2015) and considers barrier island attributes best measured across a barrier island's cross-section (here, along shore-normal transects spaced 50-m apart). Nodes in this BN include distance to inlet, dune crest height, beach width, beach height, mean transect elevation, and distance to dune crest (from the mean high water (MHW) shoreline). We also incorporated three nodes to capture anthropogenic modification to the barrier island across each cross-section: the presence of (a) beach nourishment (“nourishment”), (b) erosion management structures (“construction”), and (c) development (Table 2, Figure 3, Text S2 in Supporting Information S1). In the network structure, each geomorphic characteristic is interlinked because we assumed that all characteristics influenced or were correlated each other. Here, the forcing variables (shoreline change rate, distance to inlet, nourishment, development, construction) are parent nodes to variables that describe basic characteristics of a
barrier island cross-section (barrier width, mean transect elevation, distance to dune crest, dune crest height, beach width, beach height).

The second BN, henceforth referred to as the “Fine-scale Geomorphology BN” (FSBN), considers variables that are more accurately measured at a higher resolution; here, at 5-m intervals along each barrier island cross-section (or transect). Parent nodes in this BN are equivalent to child variables considered in the CSBN and include dune crest height, distance to dune crest, barrier island width, mean transect elevation, and beach height. Because these variables are considered along each barrier island transect, 5-m points along a single transect share the same value. Parent nodes are then used to predict distance to the MHW shoreline, elevation, geomorphic setting, substrate type, vegetation type, and vegetation density—the values of which can vary by point along the transect (Table 3, Figure 3; Figure S3 in Supporting Information S1).

Table 1

| Variable                          | Description and data source                                                                                                                                 |
|-----------------------------------|------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Relative sea-level rise (mm/yr)   | Rate of sea-level rise recorded at NOAA tide gauge stations. These were computed by fitting a linear trend to National Ocean Service long-term (50–100+ years) tide gauge measurements and interpolating alongshore between stations. |
| Mean wave height                  | The long-term mean offshore wave height computed from U.S. Army Corps of Engineers Wave Information Studies (WIS) hindcast data (Hubertz et al., 1996). For each WIS station nearest to the coastline, the mean wave height for a 20-to-24-year period was computed and associated with the nearest shoreline point. |
| Tidal range                       | The long-term mean range of the tidal water level variations computed from National Ocean Service tide gauges (National Ocean Service, 2013) and interpolated alongshore between stations. These tidal datum values for mean high water (MHW) and mean low water (MLW) were associated with each shoreline data point used to approximate the tidal range at that location (Hammar-Klose & Thieler, 2001; Thieler & Hammar-Klose, 1999). |
| Coastal slope                     | The coastal slope is used to distinguish differences in geologic and tectonic settings. Computed from gridded National Geophysical Data Center and U.S. Navy topographic and bathymetric elevation data extending approximately 50 km landward and seaward of the local shoreline for the Atlantic Coast and approximately 10 km landward and seaward of the local shoreline for the Gulf and Pacific coasts (Thieler & Hammar-Klose, 1999). |
| Geomorphology                     | A classification of the geomorphic and related geologic and oceanographic processes that might control shoreline change. We simplified the Thieler and Hammar-Klose (1999) definitions such that geomorphic settings convey only morphologic conditions without explicit reference to levels of vulnerability (Gutierrez et al., 2014). |
| Shoreline change rate (m/yr)      | For the U.S. Atlantic, Gulf, and Pacific coasts, decadal- to centennial-scale shoreline-change rates were based on data compiled by May et al. (1983) and Dolan et al. (1988), as presented in the Coastal Erosion Information System (CEIS) (May et al., 1982). Data in CEIS are drawn from a wide variety of sources, including published reports, historical shoreline-change maps, field surveys, and aerial photo analyses. Shoreline-change rate data along the southern shore of Delaware Bay and the northern Chesapeake Bay were updated with shoreline-change rates from Dolan and Peatross (1992) because of possible gridding errors in the original (Hammar-Klose & Thieler, 2001) data set, which included an older shoreline-change rate data set (Dolan et al., 1988). |

Note. Data that support the Shoreline Change Bayesian Network are published in Gutierrez et al. (2014).
in biogeomorphological states found on Fire Island. Data from 2010 to 2014 represent more typical Fire Island conditions, which may include remnants of other, less extensive storm impacts. Data from 2012 capture conditions shortly after Hurricane Sandy made landfall in this region. Data sampling to parameterize the BNs was accomplished via Matlab.

2.2.3. Piping Plover Habitat Bayesian Network

The Piping Plover Habitat BN (PIPLBN) includes input nodes for beach width, distance to ocean, elevation, geomorphic setting, vegetation type, vegetation density, and substrate type—which are equivalent to child (or output) nodes found in the FSBN (Figure 3, Figure S4 in Supporting Information S1). These nodes are directly or indirectly connected to the output node “habitat availability.” Probability distributions in this network were derived from piping plover presence/absence data and associated landcover characteristics observed in 2014 and 2015 (Sturdivant et al., 2016, 2018; Thieler et al., 2016). Network structure was derived from correlations present in the presence/absence data set using a hill-climb algorithm in the R package bnlearn (Scutari, 2010), as described in Zeigler et al. (2021). For the Fire Island example, we used BN structure and probability distributions derived from presence/absence points collected at sites in New York and New Jersey, which included 177 presence and 159 absence points. Landscape characteristics associated with these points were either determined by field observation (geomorphic setting, substrate type, vegetation type, and vegetation density) or supplemented with remotely sensed information (beach width, distance to ocean, elevation) according to Zeigler, Sturdivant, & Gutierrez, 2019. This BN had an 18% error rate based on 10-fold cross-validation (Zeigler et al., 2021). In addition, the original model configuration included a node for distance to foraging habitat (referred to as moist substrate habitat or MOSH in Zeigler et al., 2022). Although this variable is an important driver of piping plover habitat selection in the New York—New Jersey region, the CSBN and FSBN used to forecast future barrier island conditions, which drive forecasts in the PIPLBN, are not currently designed to predict long-term availability of back-barrier, low energy shorelines that serve as important piping plover foraging habitats. As a result, we removed this node from the PIPLBN in the linked modeling framework.
Table 2
Summary of Variables Included in the Coarse-Scale Geomorphology Bayesian Network

| Variable                 | Description and derivation |
|--------------------------|-----------------------------|
| Shoreline change rate (m/yr) | Obtained from the U.S. Geological Survey National Assessment of Shoreline Change (Himmelstoss et al., 2010) analysis. Represents the rate of change of shoreline positions over the past ~150 years. We used the linear regression rates of long-term shoreline change calculated from a set of 6-10 historical shorelines spanning 1845–2000. |
| Distance to inlet (m)    | Computed as the alongshore distance of each sampling transect from the nearest tidal inlet. This distance includes changes in the path of the shoreline rather than just a straight-line distance between each transect and the inlet and reflects sediment transport pathways. In these cases, the inlets were either Moriches inlet, Fire Island inlet, or the Wilderness Inlet (present in 2012 and 2014). |
| Development              | Indicates if there is no development, light development, moderate development, or heavy development along a transect. |
| Nourishment              | Indicates if a site has been not nourished, occasionally nourished (>5 years), or frequently (1–5 years) nourished to mitigate shoreline erosion. |
| Construction             | Indicates the presence of structures put in place to mitigate erosion or prevent high water from encroaching on the landscape. These included no constructed features present, soft structures (sand fencing, constructed berms or dunes), hard structures (seawalls, rip-rap), or both hard and soft structures. |
| Barrier island width (m) | The distance between the ocean side mean high water (MHW) shoreline and bay-side mean tide line (MTL) as defined for each year’s data set. Barrier width includes only the footprint of the barrier above the MHW and MTL levels and did not extend into any of the sinuous or intervening back-barrier waterways and islands. |
| Mean transect elevation (m) | Calculated by averaging elevations sampled at 5-m points along each shore-normal transect. The averaging process filtered short-scale features and observational noise. Mean transect elevations were calculated for only those transects for which at least 80% of the 5-m points had a value for elevation. Transects that did not meet this threshold were considered to have missing data for this variable. |
| Distance to dune crest (m) | The distance between the oceanside MHW shoreline and the dune crest on a given transect. |
| Dune crest height (m)    | Influences whether a barrier island is eroded, overwashed, or inundated by storm surge and wave runup position along a transect (Plant & Stockdon, 2012; Sallenger, 2000; Stockdon et al., 2007). Heights are referenced to local MHW (Weber et al., 2005). |
| Beach width (m)          | Calculated as the horizontal distance between the dune toe location and the MHW shoreline. Where manmade structures were present in place of dunes or seaward of the dunes, beach width was calculated as the distance from MHW to these structures. |
| Beach height (m)         | Defined as the vertical difference between the dune toe elevation and the elevation of the shoreline, referenced to local MHW. |

Note: Additional variable descriptions, their derivation, and examples are available in Zeigler, Gutierrez, et al. (2019), Zeigler, Sturdivant, & Gutierrez (2019). For the Fire Island example presented here, variable values were sampled from spatial datasets in Sturdivant et al. (2019).

Variables are measured as barrier island cross-sections, or transects, spaced in 50-m intervals perpendicular to the shoreline.

2.3. Bayesian Network Performance Testing

Validations of the SCBN and PIPLBN were described in each network’s representative publication (Gutierrez et al., 2014; Zeigler et al., 2021). In this paper, we evaluate the performance of the geomorphology BNs and the fully linked BN framework. By evaluating both individual and linked framework performance, we explore the propagation of uncertainty through the framework and its impact on habitat predictions.

We implemented 5-fold cross-validation, a method that provides a comprehensive measure of BN performance using the entire training/testing data set (Fienen & Plant, 2015; Marcot, 2012). We used 5-folds instead of the 10-fold cross-validation employed in Fienen and Plant (2015) due to computational limitations imposed by the BNs presented here. We believe that we were unable to attain successful training using the 10-fold ensemble-calibration validation tests due to the larger number of nodes, bins within some nodes, and connections in the CSBN and FSBN in comparison to our previous experience (Gutierrez et al., 2015). Geomorphology data to support 5-fold cross-validation was sampled at points occurring in 5-m intervals for transects spaced at 50-m intervals across Fire Island for the years 2010, 2012 and 2014 as described in Section 2.2.2 (Sturdivant et al., 2019).
A fifth of this data set (i.e., a fifth of the transects, their 5-m points, and associated attributes; also known as a “fold”) was randomly selected, without replacement, using the Matlab function “randperm.m” and designated as a “testing set” for validation purposes (Matlab ver. 2018). The remainder of the data set (or the remaining four folds) was then used as calibration data to train each of the geomorphology BNs in Netica (Norsys, 2016). For each combination of calibration and validation data, a calibration performance measure—where the same four folds of the data were used for both training and testing—and a validation performance measure—where the fifth fold of the data was used for testing—were calculated. Here, we report the mean ensemble performance measure for each calibration and validation score, which averages the performance measure across each of the five folds. In this way, we can evaluate model skill and the potential for over-fitting and selection bias (Cawley & Talbot, 2010).

For both the CSBN and FSBN, we calculated mean ensemble calibration and validation performance measures where (a) all output nodes were predicted simultaneously and (b) only one output node was predicted at a time (and the value of all other nodes was specified). This was done to evaluate separately how much error or uncertainty a single variable introduces to overall BN performance as well as the magnitude of error introduced when several variables are unknown. Variables considered as output nodes included distance to dune crest, beach width, mean transect elevation, beach height, and dune crest height in the CSBN. Geomorphic setting, substrate type, vegetation type, and vegetation density were considered output nodes in the FSBN. All other nodes were always specified as input nodes in performance testing.

We used three separate measures of BN performance (Marcot, 2012) to evaluate the geomorphology BNs. We used an error rate, where we compared the most likely outcome predicted for a given node against the observed value for that point or transect. Reported error rate reflects the percentage of transects or points for which the most likely predicted outcome differed from the actual value in the testing data set. We also calculated spherical payoff and quadratic loss (or the Brier score), which are recommended metrics for models like BNs where the full output probability distribution is also considered in the scoring metric as opposed to an error rate which relies on classifying an output according to the most probable value (Marcot, 2012; Morgan & Henrion, 1990; Pearl, 1978). Spherical payoff (SP) was calculated according to Equation 2:

$$SP = MOAC \times \left( \frac{P_i}{\sqrt{\sum_{j=1}^{n} (P_j^2)}} \right)$$ (2)
where mean probability over all cases refers to the mean probability of an outcome over all possible input cases with data, \( P_r \) is the predicted probability of the correct state, \( P_i \) is the predicted probability of state \( j \), and \( n \) is the number of states. Scores vary between 0 and 1, with 1 indicating perfect model performance (Marcot, 2012; Morgan & Henrion, 1990; Pearl, 1978). Quadratic-loss (or the Brier score; \( QL \)) was calculated using the same variables as spherical payoff according to Equation 3:

\[
QL = MOAC = \left( 1 - 2 \left( P_r + \sum_{j=1}^{n} P_i^2 \right) \right). \tag{3}
\]

Quadratic loss scores vary from 0–2, with 0 indicating perfect model performance (Morgan & Henrion, 1990; Pearl, 1978).

Finally, we evaluated the performance of the entire linked model framework through 5-fold cross-validation, where performance was measured as the error rate in predictions of piping plover habitat availability outcomes. Here, a correct prediction occurs when the PIPLBN assigns a probability \( \geq 66\% \) of being habitat to a combination of landscape values that are associated with a nest (or presence point) in the training data set or, conversely, a \( p \leq 33\% \) of being habitat to values associated with an absence point. Error occurs when the BN assigns a \( p \geq 66\% \) to an absence point (i.e., a false positive) or a \( p \leq 33\% \) to a nest point (i.e., a false negative). These thresholds coincide with the Intergovernmental Panel on Climate Change’s (IPCC) definition for “likely” outcomes (Mastrandrea et al., 2010), as used in Zeigler et al. (2021, 2017); Zeigler, Gutierrez, et al. (2019); Zeigler, Sturdivant, and Gutierrez (2019). We report the percentage of erroneous predictions, partitioned as false positives and negatives.

The calibration-validation data set used here in performance testing consists of 2014 biogeomorphological characteristics sampled along 5-m points and 50-m transects across Fire Island (Sturdivant et al., 2019) and piping plover nest presence/absence points collected in 2014 (Sturdivant et al., 2016). Piping plover presence/absence points were associated with the nearest transect and 5-m transect point. We repeated error testing in four performance “scenarios,” which represent increasing model complexity (Table 4). This was done to evaluate how error and uncertainty are propagated and enhanced with the addition of each BN. Although a network error rate (18%) was determined in Zeigler et al. (2021), we retested the error rate of the PIPLBN here because, in the present study, we (a) removed a variable (distance to foraging), (b) used a different testing/training data set (Fire Island only), and (c) associated each presence/absence point with the biogeomorphological characteristics at the nearest point on 50-m transects used for sampling barrier island data. The error rate of the PIPLBN alone offers the minimum error rate expected in predictions of piping plover habitat availability, and additional error that occurs can be attributed to increasing model complexity as the BNs are linked.

### 2.4. Geomorphology BN Sensitivity Testing

We also conducted sensitivity tests for the CSBN and FSBN to determine the importance of each variable on predicted outcomes. To perform these tests, we used a variation reduction scheme included with the Netica software (Fienen et al., 2013). Sensitivity was calculated according to Equation 4 as the percent of variance reduction (\( V_r \)) in a response variable after updating the finding for the input variable of interest:

\[
V_r = \frac{V(F) - V(F|O)}{V(F)} \times 100 \tag{4}
\]

where \( V(F) \) is the variance of a forecast prior to the update in an observed finding, and \( V(F|O) \) is the variance of the forecast after updating with the observations. \( V(F) \) and \( V(F|O) \) are calculated according to Equations 5 and 6, respectively:

\[
V(F) = \sum_{j=1}^{N} p(f_j) (f_j - E(f_j))^2 \tag{5}
\]

\[
V(F|O) = \sum_{i=1}^{M} \sum_{j=1}^{N} p(f_j|o_i) (f_j - E(f_j|o_i))^2 \tag{6}
\]

where \( p(f_j) \) is the prior probability of the \( j \)th forecast; \( f_j \) is the actual value of the \( j \)th forecast; \( E(f_j) \) is the expected value of the \( j \)th forecast (determined by the BN); \( p(f_j|o_i) \) is the updated probability (posterior) of the \( j \)th forecast.
Table 4: Error Rates Associated With Combinations of Linked Bayesian Networks (BNs)

| “Scenario” name | BNs used                                                                 | Description                                                                                                                                   | Error rate (%) |
|-----------------|--------------------------------------------------------------------------|-----------------------------------------------------------------------------------------------------------------------------------------------|----------------|
| PIPLBN          | Piping Plover Habitat BN                                                 | Biogeomorphic characteristics at 5-m transect points were input directly into the Piping Plover Habitat BN to make predictions for habitat availability for that combination of landscape values. Actual nest presence/absence points were associated with the nearest transect point, and only these points were used for error testing. | 20 17.5 2.5 27.4% |
| FSBN-PIPLBN     | Piping Plover Habitat BN + Fine-scale Geomorphology BN                   | Values for dune crest height, barrier island width, distance to dune crest, mean transect elevation, beach height, and beach width were specified as inputs to predict output PDFs for each 5-m transect point for distance to shoreline, geomorphic setting, elevation, substrate type, vegetation type, and vegetation density in the Fine-scale Geomorphology BN. These PDFs were passed to the Piping Plover Habitat BN to act as inputs to predict probability of habitat availability for each 5-m transect point. Transect points that were associated with an actual nest presence/absence point were used for error testing. | 30 12.5 17.5 21.3% |
| CSBN-FSBN-PIPLBN| Piping Plover Habitat BN + Fine-scale Geomorphology BN                  | Values for shoreline change rate, distance to inlet, nourishment, development, and construction were specified as inputs to predict PDFs for dune crest height, barrier island width, distance to dune crest, mean transect elevation, and beach height for each transect in the Coarse-scale Geomorphology BN. These PDFs were passed to the Fine-scale Geomorphology BN to act as inputs for corresponding nodes. Output PDFs were generated for each 5-m transect point and ultimately passed to the Piping Plover Habitat BN as in FSBN-PIPLBN. | 27.5 10 17.5 21.6% |
| SCBN-CSBN-FSBN-PIPLBN | Piping Plover Habitat BN + Fine-scale Geomorphology BN + Coarse-scale Geomorphology BN + Shoreline Change BN | Values for relative sea-level rise, tidal range, coastal slope, geomorphic setting, and mean wave height were specified in the Shoreline Change BN to generate a shoreline change rate PDF for each shore-normal transect. This PDF was passed to the Coarse-scale Geomorphology BN, where the shoreline change rate PDF and specified values for distance to inlet, nourishment, development, and construction acted as inputs. Output PDFs were passed through the Fine-scale Geomorphology BN and Piping Plover Habitat BNs as in CSBN-FSBN-PIPLBN. | 27.5 10 17.5 22% |

Note. See Table S3.3 in Supporting Information S1 for Associated Confusion Matrices.

Given the $i$th evidence datum, $E(f/o_i)$ is the expected value of the $j$th forecast given the $i$th evidence datum; $M$ is the number of discrete evidence data; and $N$ is the number of discrete forecasts. The percent variance reduction is calculated as the variance calculated by using observations $O$ from an input node divided by the variance calculated by updating the response variable with findings of itself. Consequently, $V_r$ for the forecast node is 100% while $V_r$ for all other nodes is less than or equal to 100%. A $V_r$ approaching 100% for a given node indicates that the BN output is sensitive to the value of that node. Conversely, a $V_r$ approaching 0% indicates that the BN output is insensitive to the value of that node.
3. Results

3.1. Performance Analysis of the Geomorphology BNs

To evaluate the performance of the geomorphology BNs, we conducted performance tests where one outcome variable at a time was computed and where multiple output variables were computed simultaneously. This was done to evaluate the decline in model performance when fewer input variables were known. Because trends in error rate, spherical payoff, and quadratic loss for variables in the CSBN and FSBN mirrored each other (Figure 4; Tables S3.1 and S3.2 in Supporting Information S1), we discuss only error rates in this section for simplicity. For predictions made by the CSBN where multiple variables were predicted simultaneously, error was 24%–51% in calibration tests and 23%–55% in validation tests (Table S3.1 in Supporting Information S1). When only a single variable was predicted (i.e., values for all other variables were known), error rates were 11%–24% in calibration tests, increasing to 29%–37% in validation tests (Table S3.1 in Supporting Information S1). Ranking metrics by variable from highest to lowest in error rate shows a consistent pattern, with distance to dune crest and beach width associated with the lowest error rates and beach height and dune crest height associated with the highest error rates.

In the FSBN, error rates were 27%–47% in calibration tests and 27%–45% in validation tests when all five output variables were predicted simultaneously (Table S3.2 in Supporting Information S1). The best performance scores were associated with geomorphic setting, and the worst scores were associated with vegetation type (Table S3.2 in Supporting Information S1). When a single variable was predicted at a time, the lowest error rates were

![Figure 4. Performance metrics for coarse-scale (a, c, e) and fine-scale Bayesian networks (BNs) (b, d, f) showing calibration (gray circles) and validation (black squares) for single (filled squares or circles) and multi-variable (unfilled squares or circles) BN outputs. Error rates are shown in boxes a and b, spherical payoff in boxes b and d, and quadratic loss in (e and f).](https://agupubs.onlinelibrary.wiley.com/doi/10.1029/2022EA002286)
associated with substrate type, vegetation type, and vegetation density, and highest error rates were associated with geomorphic setting and elevation. Error rates for elevation were largely consistent whether predicted as a single or simultaneous variable, with error rates differing between 6% and 7% when calibration and validation scores were compared for single and multivariable hindcasts (Table S3.2 in Supporting Information S1).

### 3.2. Performance Analysis of Linked BNs

To evaluate the impact of linking BNs on predicted outcomes, we calculated error rates for four different hindcasts using data representing observed piping plover nest locations and random point locations. When error rates were determined for piping plover habitat availability hindcasts, we found that they increased modestly with increasing model complexity in the linked BN framework (Table 4). For reference, the error rate of the PIPLBN (trained with biogeomorphic and piping plover nest presence/absence data for Fire Island) was 20%. The highest error rate (30%) was associated with FSBN-PIPLBN, where the FSBN was used to predict biogeomorphic conditions used in the PIPLBN. The error rate decreased slightly to 27.5% for both the CSBN-FSBN-PIPLBN and the most complicated SCBN-CSBN-FSBN-PIPLBN linked model frameworks, where predictions generated by the CSBN and the SCBN, respectively, were propagated through the networks to predict piping plover habitat availability (Table 4). In the simplest versions of the framework (PIPLBN, FSBN-PIPLBN), the majority of the error was associated with false positives, where the models predicted habitat availability for biogeomorphic conditions in locations where no nest was present (Table 4). Conversely, in the most complex versions of the framework (CSBN-FSBN-PIPLBN, SCBN-CSBN-FSBN-PIPLBN; Table 4), the majority of error was associated with false negatives where models predicted no habitat availability for biogeomorphic conditions associated with a nest.

Figure 5 shows examples of predicted habitat for the different combinations of linked models (brown, orange, and green transect points). We plot model predictions for specific nests and random points (black and gray points; Table 4) over mapped habitat predictions. Here, examples of hindcasts can be seen showing nest and random point locations where there is agreement (black dots with green centers or gray dots with brown centers) and disagreement (gray markers with green centers indicating false positives) between observations and model hindcasts. In these comparisons there is general agreement for the different combinations of linked models with habitat hindcast to occur along beach areas. However, the maps show that the variability in the amount of habitat along each transect decreases with the addition of additional BNs to predict geomorphic conditions. One observation to note in these maps, is that the width of the barrier island in “c” and “d” differs in comparison to “a” and “b.” This occurs since the CSBN calculates the barrier width and uses a mean barrier width value for the predictions, often resulting in a barrier width that varies from the 2014 training data.

We also evaluated habitat hindcasts with increasing model complexity to determine if linking models would result in over-or-under predicting the percentage of habitat on Fire Island (Table 4). The percentage of 5-m transect points that were likely (p ≥ 66% using IPCC likelihood terminology; Mastrandrea et al., 2010) to support piping plover nesting habitat decreased with the addition of other BNs, from 27.4% of transect points based on the PIPLBN alone to 21.3% for the FSBN-PIPLBN framework (Table 4). The percentage of transect points that supported habitat increased slightly to 21.6% and 22% in the CSBN-FSBN-PIPLBN and the SCBN-CSBN-FSBN-PIPLBN frameworks, respectively (Table 4). Overall, these results show fewer transect points were associated with a high certainty of being habitat (i.e., uncertainty increased) in predictions made through a linked framework compared to predictions made by the PIPLBN alone. This trend was also observed when we compared the percentage of likely nesting habitat (p ≥ 66%) on Fire Island based on the PIPLBN alone compared to versions of the linked model framework (Figure 6). The largest loss of agreement in predicted locations of habitat occurred when we used the CSBN to predict the transect- and point-scale biogeomorphological characteristics on the island (CSBN-FSBN-PIPLBN). For the linked model frameworks containing the CSBN, predictions tended to be more congruent with those of the PIPLBN alone in areas with less habitat (e.g., the central, more developed portion of Fire Island; Figure 6). To determine the degree to which linking BNs resulted in a decrease in certainty for predictions, we compared the absolute differences in habitat probability for each transect point for predictions made by the PIPLBN alone (2014 habitat hindcast) versus those made by the linked model framework. Results showed that the simplest version of the framework (FSBN-PIPLBN) tended to have the lowest absolute differences (Figure 7). For the transect points likely to support habitat as predicted by the PIPLBN alone, more than half of all transect points had a small absolute difference (0.01–0.05; Figure 7a). Cumulative proportions did not converge for the FSBN-PIPLBN, CSBN-FSBN-PIPLBN, and SCBN-CSBN-FSBN-PIPLBN frameworks until
there was an absolute difference of approximately 0.75 (Figure 7a). We observed a similar trend for transect points predicted to have a low probability of being habitat by the PIPLBN alone (i.e., all points where \( p \leq 33\% \)). Over half of these transect points had an absolute difference <0.15 for predictions made by the FSBN-PIPLBN.
framework and those made by the PIPLBN alone, and cumulative proportions in absolute differences converged for all versions of the linked framework around an absolute difference of 0.75 (Figure 7c). Versions of the linked BN framework converged at a lower absolute difference (0.35) for transect points that were predicted to be as likely as not habitat (i.e., all points where 33% < p < 66%; Figure 7b).

3.3. Sensitivity Analysis for the Geomorphology BNs

Sensitivity tests were conducted to determine the importance of each variable in the geomorphology BNs on predicted outcomes. Results for the CSBN showed that the output variables, when specified as inputs, tended to have a greater influence on other output variables compared to the variables that were always utilized as known inputs (Figure 8; input-only variables shown by gray bars). Of the input variables, distance to inlet had the largest influence on output variables except in the case of distance to dune crest. The presence of development had the largest influence on mean transect elevation, and whether a transect had been nourished impacted beach width. For the output variables, three pairs showed a strong correspondence: barrier width and mean transect elevation, distance to dune crest and beach width, and dune crest height and beach height.

Like the CSBN, output variables in the FSBN tended to have a greater influence on other output variables when their values were specified compared to the variables that were always utilized as known inputs (Figure 9; input-only variables shown by gray bars). For the input variables, distance from MHW shoreline consistently had the largest influence on all output nodes, followed by mean transect elevation and barrier island width (Figure 9). Substrate type, vegetation type, and vegetation density had the strongest influence on one another, but geographic setting also had a consistent influence for all other output variables.
4. Discussion

We established a methodology for linking multiple BNs to answer questions in barrier island environments that cross disciplines, spatial footprints, and temporal scales. In this way, researchers can evaluate the impacts of multi-decadal processes, such as SLR, on nesting habitat availability, an important management consideration for species like the piping plover. An important aspect of this approach is that each BN incorporates variables that are relevant to the subdiscipline represented by a given network at the appropriate spatial scale. This approach also fills a knowledge and utility gap in modeling barrier island evolution. Process models can provide higher resolution and a more fully prescribed physics-based calculations of barrier evolution, but these approaches are computationally expensive and have large uncertainties beyond a decade (Passeri et al., 2020). On the other hand, simplified morphokinematic barrier island models (e.g., Lorenzo-Trueba & Ashton, 2014; Stolper et al., 2005) capture fundamental aspects of barrier island evolution but are based on idealized barrier island cross-section geometries and applied at time scales of a century and beyond. In our approach, we bridge the gap between computationally expensive process models and simplified morphokinematic models with BNs trained using on-the-ground observations to provide multi-decadal forecasts that directly incorporate variables at a sufficient spatial resolution important for habitat availability.

The modular approach described here is similar to that defined as a “metamodel,” where a suite of discipline-specific models representing system components are linked to reveal emergent properties of multidimensional interactions (Lacy et al., 2013; Nicholson et al., 2002; Sparks et al., 2011). A metamodel is in contrast to a “mega-model” wherein all system components are represented in a single model structure. Although there is utility in megamodels, a metamodel offers a number of important advantages. Individual models can be developed with a high degree of disciplinary confidence using variables and spatiotemporal scales most relevant to the process of interest. For example, the SCBN was developed to capture broad geomorphological changes in shoreline position (over 5-km increments) due to multi-decadal oceanographic processes. The PIPLBN, on the other hand, describes

---

**Figure 8.** Sensitivity and correlations for variables in the Coarse-scale Geomorphology Bayesian Network: Sensitivity of output variables (panels a–f) to input variable values (gray bars) and correlations among output variables (black bars) were measured according to percent variance reduction, where a high value indicates high sensitivity or correlation.
finer-scale ecological conditions over a 25-m² area that reflect seasonal piping plover nesting habitat selection patterns. Developing separate models that can be linked through shared variables allows us to cross disciplines and scales while also enhancing communication among scientists from different fields of expertise. Metamodels also allow the user to explore alternative configurations to better understand error, uncertainty propagation, and variable sensitivity, which we further discuss in the next section. Finally, the modular nature of our linked BN metamodel framework allows for the use of alternative models when necessary or beneficial. For example, a more data-intensive numerical model of coastal evolution (e.g., Passeri et al., 2018) could replace the SCBN, CSBN, and FSBN if available for a site of interest, and outputs from that model could be used to explore habitat availability within the PIPLBN under storm and SLR scenarios. Alternatively, the PIPLBN could be replaced by a BN developed for another species, such as sea turtles, to explore scenarios of habitat availability for a species that relies on different coastal habitat conditions. In addition, BNs that capture other aspects of physical systems, such as coastal groundwater (e.g., Fienen et al., 2013), could be integrated into the modeling framework to address a range of end user needs.

4.1. BN Error, Sensitivity, and Uncertainty

The performance evaluation shows that, with a larger number of linked networks and a greater number of variables specified as outputs, there is an increase in prediction error. For each geomorphology BN, we observed large increases in error with an increasing number of outcomes predicted (i.e., a greater number of unknown variables). For applications where the maximum number of output variables were unknown (6 for the CSBN and 5 for the FSBN), error rates ranged from 23% to 55%, indicating high uncertainty associated with model applications where a greater number of variables are hindcasted. We also observed that, when more variables were specified as outputs, differences between calibration and validation scores were small, indicating very little overfitting of the calibrated model. This, in turn, indicated that sufficient data were used in model calibration and that the BNs were constructed with appropriate complexity and resolution.

![Figure 9. Sensitivity and correlations for variables in the Fine-scale Geomorphology Bayesian Network: Sensitivity of output variables (panels a–e) to input variable values (gray bars) and correlations among output variables (black bars) were measured according to percent variance reduction, where a high value indicates high sensitivity or correlation.](image-url)
We observed different impacts of individual variables depending on the geomorphology BN considered and whether single or multiple outputs were generated. For variables in the CSBN, distance to dune crest and beach width had the lowest error rates for both single and multivariate predictions. Field-based studies have indicated that these variables are associated with piping plover nesting habitat selection; narrow beaches in Virginia and Maryland are inconsistently used by nesting shorebirds (Boeticher et al., 2007; Patterson, 1988). These variables are also important for understanding vulnerability to storm-surge overwash and erosion (Stockdon et al., 2009). In contrast, beach height and dune crest height introduced the greatest uncertainty (34%–55% error rate) to overall BN performance.

In the FSBN, geomorphic setting produced the lowest error rates for multivariate predictions and the second highest (next to elevation) for single variable predictions. Substrate type, vegetation type, and vegetation density had a strong influence on one another as indicated in sensitivity scores. Elevation produced higher error rates compared to other variables but had fairly consistent performance scores between single and multivariate hindcasts.

We hypothesize that several factors may contribute to high error rates in dune crest height and elevation variables. First, the geomorphology BNs were trained using data from three datasets acquired at different points in time. The 2012 data set was collected immediately following Hurricane Sandy and reflects extensive reshaping of the Fire Island barrier island (Sopkin et al., 2014). Consequently, dune crest heights and elevations for the same transect can differ widely when the three datasets are compared (Sturdivant et al., 2019). Second, Fire Island encompasses a range of development types from public land holdings with no development to densely developed regions where the dune systems are managed to prevent inundation and erosion during flood events. This results in greater variability in along-island elevations compared to undeveloped barrier islands. We hypothesize that additional datasets for both Fire Island (temporal variability) and from other settings (spatial variability) would help to better capture the variability of barrier island characteristics and may help reduce model error and improve prediction confidence.

The linked BN framework performed well in predicting piping plover nest presence/absence (or habitat availability), with error remaining relatively low in comparison to error rates associated with outputs of the geomorphology BNs (Table 4; Figures 4 and 5; Tables S3.1 and S3.2 in Supporting Information S1). We hypothesize that the PIPLBN had lower error rates because of the binary nature of the single output variable, whereas the geomorphology BNs could have 5 to 6 possible values for each of the 11 barrier island output variables. We also initially hypothesized that error would increase with increasing framework complexity, with lowest error associated with the PIPLBN alone and highest error with the fully linked framework. Instead, the largest increase in error rate occurred when the FSBN was linked to the PIPLBN (30% error); error declined slightly to 27.5% with the addition of the CSBN and SCBN. When we examined the results further, the difference in error (30%–27.5%) was associated with a single observation site where the probability density function (PDF) for elevation was uniform (i.e., equal probability for all bins) in the FSBN-PIPLBN framework; however, the PDF for this variable became more certain with the addition of the CSBN. As a result, the uniform PDF in the FSBN-PIPLBN led to an additional false positive for that framework compared to the fully linked 5-BN framework. Even with this small discrepancy, our results indicated that error remains relatively constant once morphological predictions, which are inherently more uncertain, are added to the framework.

We also observed a change in the relative percentage of false positives and negatives as additional BNs were linked to the PIPLBN. The majority of error (88% of the total error) associated with the PIPLBN alone was due to false positives (i.e., the model predicted nesting habitat for conditions associated with a random point). False positives are expected in absence presence models for territorial species of conservation concern, like piping plovers, because available habitat may not be fully occupied (Fielding & Bell, 1997).

However, when additional BNs were included in the model framework, false negatives (i.e., the model predicted unsuitable conditions associated with a nest point) comprised the majority of error. With further investigation, we found that all seven false negatives corresponded to a location where a washover feature occurred on the observed landscape, which is known to be a key component of piping plover habitat selection (Zeigler et al., 2021). In these locations, the BNs predicted that the most likely geomorphic setting was barrier interior, a setting selected less often by nesting piping plovers (Zeigler et al., 2021). As a result, the BNs predicted lower probabilities of habitat availability at these locations that were actually high-quality nesting sites. To confirm this, we re-ran the analysis and specified the original geomorphic setting (washover) for the points that were false negatives. As long as
we also set the vegetation characteristics as identical to the observed data to be consistent with washover settings, the hindcasts no longer resulted in false negatives.

As uncertainty in the value of morphological variables increased with model complexity, so too did uncertainty in the probability that the associated combination of landscape conditions would support piping plover nesting habitat in our linked BN framework. In some instances, the PIPLBN alone predicted that an area was likely (≥66% probability) to be habitat, given known landscape conditions. However, the same area was predicted as likely as not to support habitat (33% < p < 66%) in the linked framework as the value of landscape conditions became more uncertain (Figure 5). This trend can be seen in discrepancies in the percentage of transect points predicted to be habitat; the PIPLBN alone predicted that 27.4% of points would support habitat while the linked BN framework predicted a total of 22% (Table 4). The difference indicates a decline in the certainty of predictions with increasing model complexity, not a physical loss of habitat. Furthermore, as discussed in the previous paragraph, washover features are relatively rare settings in the training data. They are also among the most highly selected nesting areas (Zeigler et al., 2021). Therefore, a reduced probability of washover presence as predicted by the FSBN would automatically reduce the probability that a given area is piping plover habitat. Classifications of aerial imagery captured in 2015 (Sturdivant et al., 2019) indicated that the washover geomorphic setting comprised 5.9% of Fire Island, which is approximately equal to the difference in estimates of predicted habitat availability as made by the PIPLBN and the linked BN framework (Table 4). Thus, the linked model framework may underpredict piping plover nesting habitat availability as morphological predictions become more uncertain and as relatively rare but important features are predicted with lower probabilities.

4.2. Limitations and Applications

While the linked BN framework can provide useful predictions, there are several limitations to highlight. First, our ability to accurately predict the location and availability of washover features was limited, which hinders the framework’s ability to forecast the highest quality nesting sites for piping plovers (Cohen et al., 2008, 2009; Maslo et al., 2011; Zeigler et al., 2021). As mentioned in the previous section, washovers were relatively sparse in the 2010 and 2014 training data sets; therefore, they made up a small proportion of the geomorphic settings. Incorporating a wider range of barrier island settings in the training data (i.e., at sites beyond Fire Island), particularly those that include unmanaged barrier islands, are likely to increase the number of observations of recent washover environments in our training data. As a result, we would expect to hindcast/forecast these environments more accurately.

Additionally, the habitat model applied here does not explicitly incorporate a variable for access to low-energy shorelines with MOSH; e.g., bay and inlet shorelines, ephemeral pools). These areas offer important foraging habitats for piping plovers and their chicks prior to fledging (Cohen & Fraser, 2010; Loegering, 1992; Maslo et al., 2012) and have been shown to be an important factor in piping plover habitat selection patterns in certain regions (Zeigler et al., 2021). Because on-the-ground observations of distance to MOSH were not made for nest and random points in the training data set, there was a concern that important foraging habitats (e.g., ephemeral pools not appearing in the aerial photographs) were not adequately considered in models of habitat selection patterns. Furthermore, as discussed in the next paragraph, the geomorphology BNs do not currently model forecasted changes to the back-barrier shoreline or smaller ephemeral water bodies. To further examine the impact of not including this variable, we analyzed the amount of habitat as predicted by the PIPLBN with and without the variable “distance to MOSH” (which was contained in the original habitat model; Zeigler et al., 2021). The BN with consideration of access to MOSH predicted that 23.8% of Fire Island would support piping plover habitat compared to 27.4% predicted by the model without the MOSH variable (results not shown). Therefore, without a variable for access to foraging habitat, BNs may slightly over-predict habitat availability.

Another potential limitation of the framework is that the geomorphology BNs do not explicitly include back-barrier shoreline changes. While elevation, substrate, vegetation, and barrier width can be used to forecast back-barrier conditions, there are important additional characteristics that are not considered by these BNs that influence back-barrier shoreline conditions. For example, overwash processes, longshore transport, and marsh accretion can have substantial impacts on the position of the back-barrier shoreline (Davis jr, 1994; Leatherman, 1979; Oertel, 1985; Riggs & Ames, 2006). Additional variables or BNs could be added to the framework in the future to more adequately address back-barrier processes (Plant et al., 2018). This will be particularly important when modeling barrier islands with less human management and limited, if any, stabilization structures. For a full
discussion of this, see our companion paper (Zeigler et al., 2022). As we expand this framework to other barrier island settings, future work can examine how and where incorporating these parameters may have the greatest impact.

Despite these limitations, a linked BN model approach can be applied to address a variety of management challenges where detailed environmental observations or information might be limited. For example, with what is known regarding piping plover habitat preferences represented in the PIPLBN, we can use the FSBN-CSBN to evaluate the probability of those preferred settings occurring at specific barrier island locations where plover management is a concern. Because these BNs can be used to provide us with generalized information about barrier island evolution, this approach is applicable to regional evaluations of morphologic change and habitat availability that can help managers identify and prioritize prime locations for conservation efforts or the need for more detailed study. In one specific case on Assateague Island National Seashore, it was observed that a protective berm constructed to protect the island from overwash, degraded piping plover habitat over time. In that case, on-the-ground management experience informed the decision to create washover pathways which improved habitat (Gieder et al., 2014; Schupp et al., 2013). In the future, a BN framework such as this can be used to explore the impacts of management activity to inform similar decisions.

Finally, scenarios based on informed assumptions can be used as a way to explore model outcomes when uncertainties are considerable (Moss et al., 2010), especially when few inputs are specified with the linked BN framework. Aside from uncertainty arising in our BNs, there are major sources of uncertainty regarding the future of barrier island systems, including our case study system at Fire Island. First, with higher probabilities of SLR (Sweet et al., 2022), there is a higher probability of rapid coastal erosion over the 21st century. Second, a significant portion of the coast has undergone and will likely continue to undergo restoration in response to erosion and storm damage. These efforts, which often include beach nourishment and dune building, can alter the morphology of barrier island settings in ways that differ from unmanaged sites (e.g., Dolan, 1972; Godfrey & Godfrey, 1976; Psuty & Ofiara, 2002; Riggs & Ames, 2003; Smith et al., 2008) and have large impacts on the long-term morphologies of islands and implementation of management actions to mitigate erosion, flooding, and landloss. Consequently, future island morphology will also depend on human actions, introducing uncertainty regarding the path of future management decisions. With a scenario-based approach, we can use defined assumptions to evaluate the impact of different barrier island morphologies (e.g., low-elevation vs. high-elevation islands) on habitat suitability resulting from different management scenarios as a way to constrain these uncertainties. This is explored in detail in a companion paper (Zeigler et al., 2022).

5. Summary

This study demonstrates the ability of a linked probabilistic modeling framework to provide morphological and habitat forecasts at decadal to century timescales given the potential for SLR, shoreline change, and barrier island impacts. In doing so, the resulting linked BNs provide a means of considering high uncertainty in forecasts while still allowing forecasts to be used to evaluate the potential for landscape changes at time scales that exceed numerical model prediction time scales. The described methodology also provides more detailed resolution for biogeo-morphological characteristics compared to long-term barrier island evolution models that have been developed to date. Although we found that predicting multiple variables simultaneously can lead to more uncertain predictions, this uncertainty can be handled using a scenario-based approach with user-constrained assumptions about the value of otherwise unknown variables. When constrained in this manner, error rates for morphological variables in the CSBN ranged from 11% to 37%, with distance to dune crest having the lowest error and dune crest height having the highest. Error for variables in the FSBN was 0.02%–38%, with vegetation type producing the lowest error rate and elevation the highest. When multiple variables are forecasted simultaneously, error rates were 23%–55% in the CSBN, with the lowest error occurring for distance to dune crest and the highest for dune crest height. For the FSBN, error rates were 27%–47% for multivariate predictions, with the lowest error occurring for geomorphic setting and the highest for vegetation type. Error rates for the fully linked BN framework reached a maximum of 30% in predictions of piping plover nest presence/absence.
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