As optoelectronic technology advances, there is increasing demand for the development of strongly nonreciprocal light-based devices [1–4]. While magneto-optical systems are well known for exhibiting nonreciprocity, the need for an external magnetic bias makes it difficult to integrate these systems onto nanophotonic platforms. This has driven a shift of the focus in recent years to the use of an external current bias to induce nonreciprocity [5–12]. Particular focus has been given to graphene surface plasmons, as their wide frequency range and gate tunability offer a wide variety of applications [13–19].

The effect of a current bias on graphene surface plasmons is to induce a Doppler shift in the plasmonic spectrum. By this effect, plasmons that are moving in the same direction as the electron flow are blue shifted, while plasmons moving against the electron flow are red shifted [9]. It has been shown that when the drift velocity is a significant fraction of the Fermi velocity, there exists a band of frequencies in which the red-shifted plasmons are forbidden and the plasmon is effectively unidirectional [5,6,9].

In this Letter, we show that a more versatile phenomenon can be found in graphene-dielectric-metal systems, which exhibit acoustic plasmons [20–23]. When the separation d between the metal and graphene is small, the sound velocity of the acoustic plasmon is within a few percent of the Fermi velocity; and the plasmon branch lies in close proximity to the particle-hole continuum [15,24–26]. If in addition an external bias is applied to the system, the plasmons moving against the electron flow can be brought into the particle-hole continuum and become damped. This effect causes focusing of the electron flow due to Landau damping. We predict that forward focused nonreciprocal plasmons are possible with accessible experimental parameters and setup.
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Nonreciprocal plasmons in current-driven, isotropic, and homogenous graphene with proximal metallic gates. We show that the applied bias leads to spectral broadband focused plasmons whose resonance linewidth is dependent on the angular direction relative to the current flow due to Landau damping. We predict that forward focused nonreciprocal plasmons are possible with accessible experimental parameters and setup.
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we see that the shifted Fermi surface depletes the electron concentration in the direction of the current and increases their concentration in the opposite direction. As we argue below, this shift of the Drude weight is responsible for the red shift of the dispersion in the direction of the current.

The plasmon dispersion $\omega(q)$ is determined by solving the equation

$$1 = U(q) \Pi(q, \omega),$$

where

$$U(q) = \frac{e^2}{2 \kappa \epsilon_0 q} [1 - \exp(-2qd)] \approx \frac{e^2 d}{\kappa \epsilon_0}$$

is the Coulomb interaction of the graphene-dielectric-metal system, $\kappa$ is the dielectric constant of the system, and $d$ is the thickness of the dielectric layer, and we have used the approximation $qd \ll 1$. In order to obtain analytical results, we consider the limit $v_F k \ll v_F q$, and $\omega \ll v_F k_F$. In this limit, the band overlap integral simplifies to $f_{k'}(k, q) = \frac{1}{2} (1 + s q^2)$, allowing us to focus only on the intraband contribution. As we show in the Supplemental Material [27], for $q$ along the $x$ direction $\Pi(q, \omega)$ takes the surprisingly simple form

$$\Pi(q, \omega) = D(E_F)(\Pi_0 + \delta \Pi_1 + \delta \Pi_2),$$

where

$$\Pi_0(q, \omega) = -\left[1 - \frac{c_s}{\sqrt{c_s^2 - 1}}\right],$$

$$\delta \Pi_1(q, \omega) = \frac{k_s}{k_F} \cos \theta_q \left[2 c_s^2 + \frac{1 - 2 c_s^2}{\sqrt{a^2 - 1}}\right],$$

$$\delta \Pi_2(q, \omega) = \frac{1}{2} \left(\frac{k_s}{k_F}\right)^2 \left[\cos^2 \theta_q \left(\frac{3}{2} - 3c_s^2 + 3c_s \sqrt{c_s^2 - 1}\right) \ldots \right.$$

$$- \sin^2 \theta_q \left(\frac{1}{2} - 3c_s^2 + 3c_s \sqrt{c_s^2 - 1}\right),$$

and $c_s = \omega/(v_F q)$, and $D(E_F) = g_e g_q E_F/[2 \pi (\hbar v_F)^2]$ is the density of states in graphene. In Eq. (8) we have included terms up to second order in $k_s/k_F$. Thus we find the acoustic plasmon dispersion by substituting Eqs. (8)–(11) into Eq. (6). Expanding $c_s = c_{s0} + \delta c_{s1} + \delta c_{s2}$ we find

$$c_{s0} = \frac{1 + A}{\sqrt{1 + 2 A}},$$

$$\delta c_{s1} = -\frac{k_s}{k_F} \cos \theta_q \left(c_{s0}^2 - 1\right)^{3/2} \left[\frac{2 c_{s0} - 1}{c_{s0}} - 2 c_{s0}\right],$$

$$\delta c_{s2} = -\frac{1}{2} \left(\frac{k_s}{k_F}\right)^2 \left(c_{s0}^2 - 1\right)^{3/2} \ldots \times \left[\cos^2 \theta_q \left(3c_{s0}^2 - \frac{3}{2} - 3c_{s0} \sqrt{c_{s0}^2 - 1}\right) \ldots \right.$$

$$- \sin^2 \theta_q \left(\frac{1}{2} - 3c_{s0}^2 + 3c_{s0} - c_{s0}\right),$$

where $A = (e^2 d D(E_F))/\kappa \epsilon_0$, and we have used Eq. (7) in the limit of small $q$.

Let us discuss the dispersion defined by Eqs. (12)–(14), which is plotted in Fig. 2. As we see from Eq. (13), the
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dependence on \( \cos \theta_q \) creates a nonreciprocity between the \( q = 0 \) and \( q > 0 \) branches. As the current increases, the \( q > 0 \) \( (q < 0) \) plasmon branch is red shifted (blue shifted) relative to the zero current value defined in Eq. (12). This effect creates a particularly interesting situation for acoustic plasmons in graphite, as it suggests that there is some \( k_s \) above which \( c_t < 1 \). Under this condition, the \( q > 0 \) plasmon branch lies entirely in the Landau damping region and is strongly damped, while the \( q < 0 \) branch is very weakly attenuated [see Fig. 1(a)]. In this regime the plasmon is focused in the opposite direction of the applied bias. We can solve for \( k_{sc} \) using Eqs. (12)–(14) and define

\[
 k_{sc} = f(A),
\]

where \( f(A) \) is a dimensionless function that monotonically increases with the parameter \( A \). This function is shown as the inset of Fig. (2) for \( \kappa = 3 \) and \( E_F \) ranging from 0.01–0.2 eV.

Equation (15) has some important experimental implications. The wave number \( k_{sc} \) defines a critical current

\[
 j_{sc} = e v_F n f(A),
\]

in which the acoustic plasmon focusing occurs. Here \( n \propto E_F^2 \) is the electron density. By consideration of \( A \propto E_F/\kappa \), Eq. (16) suggests that \( j_{sc} \) can be tuned by either changing the density with an external gate, or changing the dielectric environment of the sample. As an example, let us consider what this means for hBN encapsulated graphene, which has some of the highest saturation currents measured in graphene. For an electron density of \( 7 \times 10^{11} \text{ cm}^{-2} \) and the dielectric constant \( \kappa = 3.29 \) [28], the critical current density is approximately 800 A/m. This suggests that the focusing of the acoustic plasmon can be observed at these densities [29].

Let us now compare these results to those obtained by a numerical calculation of the polarization defined by Eq. (1).

We first demonstrate the focusing effect by examining the damping of each branch. We extract a damping factor by a Lorentzian fit of the loss function at fixed frequency according to

\[
 S(q, \omega) = \frac{A}{(\Gamma/2)^2 + |q - q_{\text{plas}}|^2},
\]

where \( q_{\text{plas}} \) is the plasmon resonance wave vector. The results are shown in Fig. 3 as the ratio of the red-shifted \( (\gamma_-) \) and blue-shifted \( (\gamma_+) \) damping factors. We see that for the plotted range, the damping factor is less than 1 indicating that the plasmon is focused in the opposite direction of the current. To investigate this focusing further, we show in Fig. 4(a) a slice of the loss function \( S(q, \theta) \) at a fixed frequency \( \hbar \omega = 0.5 E_F^2 \) for \( E_F = 100 \text{ meV} \) and \( \kappa = 3 \) for \( k_s = 0.9 k_F \). Here we use the polar coordinates \( q \) and \( \theta \) for describing features of \( S(q, \theta) \), and drop \( \omega \) from the argument for simplicity of notation. The particle-hole continuum is illustrated by the dashed black circle. There are several essential features to notice. First, let us define the isofrequency contour \( S(\theta) \) as the maximum of \( S(q, \theta) \) at a fixed \( q \). Unlike the zero bias case, it is clear that the isofrequency contour has shifted due to the bias, and is no longer circularly symmetric. More importantly, a range of angles \( \delta \theta \) around \( \theta = 0 \) has crossed into the particle-hole continuum. The spectral intensity of this region has been nearly fully depleted. In order to investigate this more thoroughly, we plot the isofrequency contour \( S(\theta) \) in the left plot of Fig. 4(b). The values are normalized to the maximum value of \( S(\theta) \) for each value of \( k_s \). We see that as the current bias is increased, the minimum of \( S(\theta) \) decreases and the size of the depleted region grows, suggesting that as the bias is increased the acoustic plasmon becomes more focused in the direction opposing the current. This allows us to define a measure of the focusing by the range of angles \( \delta \theta \) in which the loss function \( S(\theta) < \max(S(\theta))/\gamma \), where \( \gamma \) is Euler’s constant and is presented in the right plot of Fig. 4(b). By this criterion, the acoustic plasmon focusing does not occur until a minimum value of \( k_s \approx 0.6 k_F \) is applied at this Fermi energy.
FIG. 4. (a) Temperature plot of the loss function $S(q, \theta)$ for $E_F = 100 \text{ meV}$ and $\kappa = 3$ at a fixed frequency $\hbar \omega = 0.5E_F$ for $k_s = 0.9k_F$. The dashed black line illustrates the boundary of the particle-hole continuum. The green line shows the angle $\delta \theta$ in which $S(q, \theta)$ is depleted. (b) Left: Plot of the isofrequency contour $S(\theta)$ for $E_F = 100 \text{ meV}$, $\kappa = 3$, and $\hbar \omega = 0.5E_F$ at several $k_s = 0.3k_F$ (blue), $k_s = 0.5k_F$ (red), $k_s = 0.7k_F$ (orange), and $k_s = 0.9k_F$. Each line is normalized to the maximum value of $S(\theta)$ at fixed $k_s$. The dashed line shows the value we use to define the depletion angle $\delta \theta$. Right: Plot of the range $2\pi - \delta \theta$ of angles around the current bias direction in which the isofrequency contour $S(\theta)$ is exponentially depleted as function of the relative shift of the Fermi surface center. Plasmons emitted at this bias are focused in a range $2\pi - \delta \theta$ opposite the applied current bias.

Let us discuss how these results can be tuned with the (unbiased) Fermi energy. From the angular dependence of the loss function, we can define a critical value $k_{sc}$ above which the angle of depletion $\delta \theta > \pi/2$. In Fig. 5 we plot $k_{sc}$ vs $E_F$ based on this criterion, along with the associated current obtained from Eq. (16). At larger $E_F$, there is an approximately linear dependence of $k_{sc}$ on the Fermi energy $k_{sc}/k_F = ME_F + B$, with $M = 0.56(\text{eV})^{-1}$ and $B = 0.6$, as shown by the dashed line in Fig. 5(a). This should be compared with our original analytical calculation in which $M = 1.6(\text{eV})^{-1}$ and $B = 0.6$. We note that our analytical expression dramatically overestimates the slope. This is likely due to the difference in the definition of $k_{sc}$ between the analytical and numerical calculations. The analytical calculation is determined by the plasmon dispersion along the x axis, which is most sensitive to the applied bias and thus more sensitive to changes in the Fermi energy and system parameters. At smaller Fermi energies, there is a sudden increase in the value of $k_{sc}$. This is likely due to the large intrinsic broadening of the plasmon peak of $S(q, \omega)$ at smaller Fermi energies. As the Fermi energy is decreased, the plasmon peak at zero bias is pushed closer to the particle-hole continuum, eventually having a partial overlap due to the finite width of the plasmon peak. As the focusing effect is caused by the red shift of the plasmon dispersion into the particle-hole continuum with a finite bias, this partial overlap at zero bias weakens the effect [30].

We briefly comment on the effects of disorder on these results. For hard scattering centers, the large momentum transfer makes it possible to couple opposing plasmon modes. It is reasonable to worry that this coupling would cause significant damping of the blue-shifted branch, destroying the focusing effect. However, it has been shown in previous studies that the main impact of disorder scattering on the plasmon damping factor is through the coupling of the plasmon to the particle-hole continuum [31,32]. For moderate disorder this increases the damping by roughly a factor of 2 and weakens the
To summarize, we have studied the effects of an applied current bias on acoustic plasmons in metal-dielectric-graphene systems. We have shown that for thin dielectric layers, the applied current bias focuses the acoustic plasmons in the direction opposite to the current bias. This focusing effect can be enhanced by depleting the electron concentration, or by using a material with a higher dielectric constant. We emphasize that due to the linear dispersion of the acoustic plasmons, the focusing effect is spectrally broad, making it ideal for development of nonreciprocal light-based devices.
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I. BIASED ACOUSTIC PLASMON DISPERSION

Here we would like to find an analytical estimate of the graphene acoustic plasmon dispersion in the presence of an applied current bias. We begin with the polarization defined by Eq. (1) in the main text. We assume that the wave number \( q \) and frequency \( \omega \) satisfy \( v_F q \sim \omega \ll v_F k_F \). Under this assumption, the polarization is entirely determined by the intraband contribution \( s = s' = 1 \), and the band overlap integral \( f_{s,s'}(k, q) = 1 \). After a few simplifications, it is easy to show that \( \Pi(q, \omega) \) can be rewritten as

\[
\Pi(q, \omega) = D(E_F) \int_0^{2\pi} \frac{d\theta_k}{2\pi} I(\theta_k),
\]

\[
I(\theta) = \sum_{b=\pm 1} \int_0^{Q_c(\theta)} dx \frac{x}{x - \sqrt{x^2 + y^2 + 2byx \cos(\theta) + bz}},
\]

where as in the main text we use \( \theta = \theta_k - \theta_q \), \( D(E_F) = g_s g_v E_F / [2\pi(hv_F)^2] \), is the density of states and we have used the dimensionless variables \( x = k/k_F, y = q/k_F \), and \( z = \omega/v_F k_F \). We have also introduced the dimensionless shifted Fermi wave number

\[
Q_c(\theta_k) = -x_s \cos \theta_k + \sqrt{1 - x_s^2 \sin^2 \theta_k},
\]

where \( x_s = k_s/k_F \). The integral in Eq. (2) can be determined through two substitutions. First we make the substitution

\[
x + by \cos(\theta) = y|\sin(\theta)| \sinh(s),
\]

which transforms the integral to

\[
\frac{q^2|\sin(\theta)|}{2} \int_{s_1}^{s_2} ds \frac{[|\sin(\theta)| \sinh(2s) - 2b \cos(\theta) \cosh(s)]}{b(z - y \cos(\theta)) - e^{-s}q|\sin(\theta)|},
\]

∗ sammo017@umn.edu
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where $s_1$ and $s_2$ are the solutions of Eq. (4) for $x = 0$ and $x = Q_c$ respectively. From Eq. (5) we make the second substitution $t = e^{-s}$ and perform the integration. After a straightforward calculation we find

\[
\Pi(q, \omega) = D(E_F) \int_0^{2\pi} \frac{d\theta}{b} \sum_{b = \pm 1, i = 1, 5} f_i(\theta, y, z),
\]

(6)

\[
f_1(\theta, y, z) = \frac{1}{4} \left( Q_c - y - \sqrt{Q_c^2 + 2byQ_c + y^2} \right)
\]

(7)

\[
f_2(\theta, y, z) = \frac{b}{4} \left( (z + y\cos(\theta)) - \frac{4y^2\sin^2(2z\cos(\theta) - y(1 + \cos^2(\theta)))}{(z - y\cos(\theta))^2} \right) \ln \left( \frac{y - bz}{\sqrt{Q_c^2 + 2byQ_c + y^2} - Q_c - bz} \right)
\]

(8)

\[
f_3(\theta, y, z) = \frac{by^2\sin^2(\theta)}{4(z - y\cos(\theta))^2} \left[ y(1 + \cos^2(\theta) - 2z) \ln \left( \frac{y - by\cos(\theta)}{\sqrt{Q_c^2 + 2byQ_c + y^2} - by\cos(\theta)} \right) \right]
\]

(9)

\[
f_4(\theta, y, z) = \frac{1}{4} \left[ \frac{2y\cos(\theta)}{z - y\cos(\theta)} - \frac{y^2\sin^2(\theta)}{(z - y\cos(\theta))^2} \right] \left[ \frac{y^2\sin^2(\theta)}{(y - by\cos(\theta))^2} - \frac{y^2\sin^2(\theta)}{\sqrt{Q_c^2 + 2byQ_c + y^2} - by\cos(\theta)} \right]
\]

(10)

\[
f_5(\theta, y, z) = -\frac{by^2\sin^2(\theta)}{8(z - y\cos(\theta))} \left[ \frac{y^2\sin^2(\theta)}{(y - by\cos(\theta))^2} - \frac{y^2\sin^2(\theta)}{(\sqrt{Q_c^2 + 2byQ_c + y^2} - by\cos(\theta))^2} \right]
\]

(11)

It turns out that the polarization is almost entirely determined by $f_4 + f_5$. For the remainder of this note, we work under this assumption.

Let us first focus on the terms in $f_4$ and $f_5$ that do not depend on the upper bound of the radial integral $Q_c$. We refer to these terms as $f_{4A}$ and $f_{5A}$. Summing over the parameter $b$, we can write

\[
f_{4A} = \frac{y}{2} \left[ \frac{2y\cos(\theta)}{z - y\cos(\theta)} - \frac{y^2\sin^2(\theta)}{(z - y\cos(\theta))^2} \right],
\]

(12)

\[
f_{5A} = -\frac{y^2\sin(\theta)}{2(z - y\cos(\theta))},
\]

(13)

which when added together simplifies to

\[
f_{4A} + f_{5A} \equiv f_A = \frac{y}{2} \left[ \frac{y\cos(\theta)}{z - y\cos(\theta)} - \frac{y^2\sin^2(\theta)}{(z - y\cos(\theta))^2} \right].
\]

(14)

It turns out that when integrating over the angle $\theta$, the two terms in Eq. (11) cancel each other exactly.

Let us now return to those terms in $f_4$ and $f_5$ that depend on the upper bound $Q_c$. We refer to these as $f_{4B}$ and $f_{5B}$. We assume that $x_s \ll y, z \ll 1$. This allows us to expand out the remaining terms using

\[
\sqrt{Q_c^2 + 2byQ_c \cos(\theta) + y^2} - Q_c - by\cos(\theta) \approx \frac{y^2}{2Q_c} \sin^2(\theta) \left( 1 - \frac{y}{Q_c} \cos(\theta) \right),
\]

(15)

which is valid for $q \ll q_c \sim 1$. Summing over $b$ and using this expansion, we can write

\[
f_{4B} = -Q_c \left[ \frac{2y\cos(\theta)}{z - y\cos(\theta)} - \frac{y^2\sin^2(\theta)}{(z - y\cos(\theta))^2} \right]
\]

(16)

\[
f_{5B} = \frac{Q_c^2}{2(z - y\cos(\theta))} \left[ \frac{1}{\left( 1 - \frac{y}{Q_c} \cos(\theta) \right)^2} - \frac{1}{\left( 1 + \frac{y}{Q_c} \cos(\theta) \right)^2} \right] \approx \frac{2yQ_c \cos(\theta)}{z - y\cos(\theta)}.
\]

(17)

Combining these expressions, we see that

\[
\Pi(q, \omega) = D(E_F) \int_0^{2\pi} \frac{d\theta}{2\pi} \frac{Q_c y^2 \sin^2(\theta)}{z - y\cos(\theta)^2}
\]

(18)

We are interested in the plasmon dispersion $\omega(q)$ obtained by solving the equation

\[
1 = U(q)\Pi(q, \omega),
\]

(19)
where $U(q) \approx (e^2 d / \kappa \varepsilon_0)$ is the Coulomb interaction in the graphene-dielectric-metal stack. We assume that the dispersion is linear, i.e. $\omega = c_s v_F |q|$ and we solve for the slope $c_s$. Let us assume that $q_s \ll 1$, and expand the velocity as $c_s = c_{s0} + \delta c_s_1 + \delta c_s_2$, where $c_{s0}$ is the solution of Eq. (19) with $q_s = 0$, and $\delta c_s_1(\delta c_s_2)$ is the first (second) order correction in $q_s$. To obtain this, we expand $Q_c$ in powers of $q_s$. We find

$$Q_c(\theta) = 1 - x_s \cos(\theta + \theta_q) - \frac{x_s^2}{2} \sin^2(\theta - \theta_q),$$  \hspace{1cm} (20)$$

$$\Pi(q, \omega) = D(E_F) [\Pi_0(q, \omega) + \delta \Pi_1(q, \omega) + \delta \Pi_2(q, \omega)],$$  \hspace{1cm} (21)$$

$$\Pi_0(q, \omega) = \int_0^{2\pi} d\theta \frac{y^2 \sin^2 \theta}{2\pi (z - y \cos \theta)^2},$$  \hspace{1cm} (22)$$

$$\Pi_1(q, \omega) = x_s \int_0^{2\pi} d\theta \frac{y^2 \sin^2 \theta \cos(\theta + \theta_q)}{(z - y \cos(\theta))^2},$$  \hspace{1cm} (23)$$

$$\Pi_2(q, \omega) = -\frac{x_s^2}{2} \int_0^{2\pi} d\theta \frac{y^2 \sin^2 \theta \sin^2(\theta + \theta_q)}{(z - y \cos(\theta))^2}.$$  \hspace{1cm} (24)$$

Performing the integration we find

$$\Pi_0(q, \omega) = \left[ \frac{c_s}{c_s^2 - 1} - 1 \right]$$  \hspace{1cm} (25)$$

$$\Pi_1(q, \omega) = x_s \cos \theta_q \left[ 2c_s + \frac{1 - 2c_s^2}{\sqrt{c_s^2 - 1}} \right]$$  \hspace{1cm} (26)$$

$$\Pi_2(q, \omega) = \frac{x_s^2}{2} \left[ \cos^2 \theta_q \left( \frac{3}{2} - 3c_s^2 + \sqrt{c_s^2 - 1} \right) - \sin^2 \theta_q \left( \frac{1}{2} - 3c_s^2 + 3c_s^3 - c_s \right) \right].$$  \hspace{1cm} (27)$$

We expand the velocity as $c_s = c_{s0} + \delta c_s_1 + \delta c_s_2$. Expanding Eq. (19) we find

$$c_{s0} = \sqrt{\frac{(1 + A)^2}{1 + 2A}}$$  \hspace{1cm} (28)$$

$$\delta c_s_1 = -q_s \cos \theta_q (c_{s0}^2 - 1)^{3/2} \left( \frac{2c_{s0}^2 - 1}{\sqrt{c_{s0}^2 - 1}} - 2c_{s0} \right)$$  \hspace{1cm} (29)$$

$$\delta c_s_2 = -\frac{q_s^2}{2} (c_{s0}^2 - 1)^{3/2} \left[ \cos^2 \theta_q \left( \frac{3}{2} - 3c_{s0}^2 + 3c_{s0} \sqrt{c_{s0}^2 - 1} \right) - \sin^2 \theta_q \left( \frac{1}{2} - 3c_{s0}^2 + 3c_{s0}^3 - c_{s0} \right) \right].$$  \hspace{1cm} (30)$$