Normalization anomalies in level truncation calculations
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Abstract: We test oscillator level truncation regularization in string field theory by calculating descent relations among vertices, or equivalently, the overlap of wedge states. We repeat the calculation using bosonic, as well as fermionic ghosts, where in the bosonic case we do the calculation both in the discrete and in the continuous basis. We also calculate analogous expressions in field level truncation. Each calculation gives a different result. We point out to the source of these differences and in the bosonic ghost case we pinpoint the origin of the difference between the discrete and continuous basis calculations. The conclusion is that level truncation regularization cannot be trusted in calculations involving normalization of singular states, such as wedge states, rank-one squeezed state projectors and string vertices.
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1. Introduction

The number of fields in string field theory \[1\] is infinite. In string theory the infinite number of fields is of great importance for the natural renormalizability of the theory. In string field theory the infinite number of fields is a source for both conceptual and technical challenges. Level truncation offers a practical solution for the technical problems, but has no bearing on the conceptual side, for the simple reason that there is no proof that level truncation is a consistent regularization.

There are several different level truncation schemes. In field level truncation \[2\] the level refers to the field’s total level, and fields above a certain level are ignored. In oscillator level truncation, oscillators up to a certain level are used and all possible fields generated by these operators are considered.

Field level truncation was much used in the study of tachyon condensation. The tachyon potential should be background independent \[3\]. Thus, it is enough to focus on the universal subspace generated by the matter Virasoro generators and by the \(b,c\) ghosts \[4, 5\]. The (physical) universal subspace of ghost number one can be generated by matter and ghost Virasoro generators. In this context the tachyon vacuum was evaluated to a remarkable accuracy \[6\]. Field level truncation was also used to study other problems, such as spontaneous Lorentz and CPT breaking \[7\].

The calculation of D-brane tension ratio in vacuum string field theory is an example for the use of oscillator level truncation \[8\]. Taylor suggested using oscillator level truncation as a way to calculate perturbative diagrams in string field theory \[9\]. Oscillator level truncation is the main subject of this paper and is what we mean by level truncation unless
stated otherwise. We also address field level truncation in the universal basis, though to a more limited extent.

The use of level truncation may be problematic in light of the fact that it does not respect the Virasoro symmetry, especially in calculations that involve infinities that should be somehow regularized. In field theory the primary test for a regularization scheme is that it respects the symmetries involved. It was demonstrated in various contexts that similar considerations should hold in string field theory [10, 11, 12].

In order to avoid the potential problems of level truncation, one can try to use the method of diagonalizing the infinite-size matrices involved in the definition of the star product. The zero-momentum matter vertex was diagonalized in [13]. Following this work, the vertex including the zero mode and the ghost sector was diagonalized in [14, 15, 16, 17]. The diagonal form of the vertex drastically simplifies calculations, at least for some star-subalgebras [18, 19]. It also carries the promise of getting analytical results in string field theory [20, 11]. However, an anomaly in descent relations and wedge state inner products in the diagonal basis was found in [17, 21, 22]. An interesting interpretation of this anomaly was given in [23]. Here, we re-examine this anomaly and relate it to an anomaly in the level truncation calculation.

Our testing ground for level truncation is the $\langle V_3 | V_1 \rangle$ descent relation. String vertices describe string interactions by gluing, with the $N$-vertex $\langle V_N |$ gluing $N$ string fields, according to,

$$N-1 \langle V_N | \Psi_1 \cdots \Psi_N \rangle_N = \int \Psi_1 \star \cdots \star \Psi_N , \quad (1.1)$$

where the star product and integral implement the gluing [1]. Since string vertices can be considered as states in multi-string spaces, they can be glued by other vertices. This fact induces the following descent relations among the string vertices,

$$1..n \langle V_n |_{(n+1)..(n+m)} \langle V_m |_{(n+1)\cdots(n+m)} \rangle_{(n+1)\cdots(n+m)} = 2..(n+m-1) \langle V_{n+m-2} \rangle . \quad (1.2)$$

The normalization constant of this relation for $n = 3, m = 1$ is what was found to be anomalous when evaluated using bosonized ghosts in the continuous basis. It was not clear whether the source of the anomaly is the level truncation, the use of bosonic ghosts or the use of the continuous basis. The relation of the continuous basis to level truncation lies in the fact that divergent quantities are regularized by relating them to $\log \ell$, where $\ell$ is the truncation level.

In this paper, we repeat the calculation in the discrete basis for both bosonic and fermionic ghosts. The results we get are different from the previous calculations, but still anomalous. For the bosonic ghost, we discuss these differences in section 2 and show explicitly how the calculation in the discrete basis can be modified to give the result of the continuous basis. In section 3 we perform the fermionic ghost calculation and get a new value for the anomaly. We believe that the reason for the discrepancy between the bosonic and fermionic ghost calculations is the non-linear relation between them, $b, c = e^{\pm \rho \cdot}$. In light of the success of level truncation calculations, in particular those of [9], our claim of an anomaly needs an explanation. In [9], Taylor had to integrate over a parameter
$T$, representing the length of an intermediate string. The limit $T \to 0$ corresponds to calculating the descent relation $\langle V_3 \mid V_3 \mid V_2 \rangle = \langle V_4 \rangle$. This is a singular limit of the integrands in [9], but the singularity is integrable. The calculation at $T = 0$ is anomalous, but it does not contribute to the integral.

Another discrepancy with [9] lies in the form of the fits. For arbitrary expression $X$, we use fits of the form $X = a + b/\ell^c$, where $\ell$ is the level and $a, b, c$ are parameters, while in [9], $c = 1$ always gives good fits. The fact that our values for $c$ are not too far from unity (they are in the range 0.2 .. 2.0), together with the observation in [4] that convergence becomes slower as $T = 0$ is approached, resolve this issue. The value of $c$ was studied in a related context in [24].

An alternative description of the anomaly is in terms of inner product of specific wedge states [5]. Wedge states are surface states [25, 26], and as such are described as exponentials of Virasoro generators over particular vacua. Wedge states are also easy to deal with since they are diagonal in the continuous basis [13]. However, the continuous basis representation can be regarded as a generic source of singularity for diagonal states, since their defining matrix is proportional to $\delta(\kappa - \kappa')$. This is the origin of anomalies in this case.

Field level truncation is natural for describing surface states and wedge states in particular. In section 3 we suggest that anomalies are possible in this description as well, despite the fact that we cannot trace them in the level truncation using Virasoro generators with vanishing central charge, $c = 0$. To that end we use field level truncation with Virasoro generators of arbitrary $c$. We also compare these calculations to the analogous ones in the matter sector using oscillator level truncation and continuous basis techniques. We conclude in section 3 by summarizing our results and suggesting future research directions.

2. Bosonic ghost

In this section we calculate the descent relations using the bosonic ghost. We start by setting our conventions in 2.1, then we evaluate the normalization in 2.2. There is no “simple” way to calculate the normalization. We perform the calculation in the discrete and in the continuous basis using level truncation. In the continuous basis, level truncation manifests itself by regulating infinities using expressions that are proportional to $\log \ell$. In both calculations the “infinite” contributions cancel each other, but the final result is anomalous, with different results in each calculation. We end by comparing the anomalies in these two cases.

2.1 The vertices

In the matter sector the form of the vertices is,

$$|V_N(P_0) \rangle = \delta \left( \sum_{i=1}^N p_i^0 \right) \exp \left( -\frac{1}{2} A^\dagger V_N A^\dagger + P_0 V_{N0} A^\dagger - \frac{1}{2} P_0 V_{N00} P_0 \right) |0\rangle_N .$$

(2.1)

$P_0$ is an $N$-vector of the zero-momenta $p_i^0$. $A^\dagger$ is an $N$-vector of creation operators in the $N$ Fock spaces, which also has a hidden index $n$ for the excitation number inside the Fock
space. $V_N$ is an $N$ by $N$ matrix of infinite bi-linear forms. $V_{N0}$ is an $N$ vector of infinite vectors, $V_{N00}$ is an $N$ by $N$ matrix of scalars and $|0\rangle_N$ is the direct product of $N$ Fock space vacua. To keep things simple, we are suppressing the 26 dimensional space-time indices, but it is crucial to have 26 dimensions for the cancellation of the infinite normalization.

For the identity state ($N = 1$), $V_1$ is the twist matrix $C$, $V_{10} = 0$ and $V_{100} = 0$. For the two-vertex $V_2^{12} = V_2^{21} = C$, $V_2^{11} = V_2^{22} = 0$, $V_{20} = 0$ and $V_{200} = 0$. The three-vertex is a bit more complicated. Its coefficients in the regular oscillator basis are summed up nicely in $[8]$. For the continuous basis, they can be found in $[27]$. The vertex in the bosonic ghost sector is similar, but with some modifications due to the anomalous ghost current,

$$|V_N^g(Q_0)\rangle = \delta_{N,N-2} \sum_{i=1}^{N-2} q_i^i \exp \left( -\frac{1}{2} A^\dagger V_N^g A^\dagger + Q_0 V_{N0}^g A^\dagger - \frac{1}{2} Q_0 V_{N00}^g Q_0 \right) |0\rangle_N. \quad (2.2)$$

$Q_0$ is an $N$-vector of zero-momenta $q_i^i$, which are discrete half-integer numbers. That is why the Dirac delta becomes a Kronecker delta. To describe the coefficients in the ghost sector, it is useful to introduce the vector $J$ that relates the mid-point to the zero mode,

$$X\left(\frac{\pi}{2}\right) = x_0 + \sum_{n=1}^{\infty} J_n x_n = x_0 + \int d\kappa J_\kappa x^\kappa, \quad (2.3)$$

$$J_{2n} = \sqrt{2} (-1)^n, \quad J_{2n+1} = 0, \quad (2.4)$$

$$J_\kappa = \frac{\sqrt{2}}{\kappa \sqrt{N(\kappa)}}, \quad (2.5)$$

where as usual,

$$N(\kappa) = \frac{2}{\pi} \sinh \left( \frac{\kappa \pi}{2} \right). \quad (2.6)$$

For the identity state, $V_1^g = V_1 = C$, $V_{10}^g = \sqrt{2} J$ and $V_{100}^g = 0$. For the two-vertex, the bosonic ghost coefficients are identical to the matter sector. This is a result of the fact that the constant term in the Kronecker delta is zero in this case. For the three-vertex $V_3^g = V_3$, $V_{30}^g = V_{30} + \frac{\sqrt{2}}{2} J$ and $V_{300}^g = V_{300} - \frac{3}{2} \log \left( \frac{27}{10} \right)$. One way to calculate the last constant is from the identity,

$$\langle q_0^1 = \frac{3}{2} | q_0^2 = \frac{3}{2} | q_0^3 = \frac{3}{2} | V_3 \rangle = 1. \quad (2.7)$$

### 2.2 The anomaly

We can now use the results of $[28]$ to calculate,

$$\langle V_1 | V_3 \rangle = \gamma_{13} | V_2 \rangle. \quad (2.8)$$

This is the first non-trivial descent relation. If we use a consistent regularization, we should get $\gamma_{13} = 1$. The expression for $\gamma_{13}$ is,

$$\gamma_{13} = \det(1 - CV_3^{11})^{-\frac{1}{2}} \exp \frac{9}{4} \left( -\frac{1}{2} V_{30}^{g11} (1 - CV_3^{11})^{-1} CV_3^{g11} + V_{10}^{g11}(1 - V_3^{11} C)^{-1} V_{30}^{g11} \right. \left. -\frac{1}{2} V_{10}^{g11}(1 - V_3^{11} C)^{-1} V_{31}^{g11} V_{10}^{g11} - \frac{1}{2} V_{30}^{g11} \right). \quad (2.9)$$
This computation involves infinite matrices, therefore it should be consistently regularized. The two methods that we can try to deploy are level truncation in the discrete basis and regularization in the continuous basis. The two methods give different result and both results are wrong. We explain the difference between the two methods and show how the truncation in the discrete basis can be modified to give the same result as in the continuous basis.

In level truncation we did the calculation up to level 1000, giving \( \gamma_{13} \approx 0.340 \). This result is summarized in figure 1. The continuous basis calculation was performed in [27].
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**Figure 1**: This plot shows the value of \( \gamma_{13} \) calculated for levels from 1 to 1000. We get different behaviors for even and odd levels. This is in accord with the difference between odd and even levels described in [13]. Both cases fit nicely to a function of the form \( a + b/\ell^c \), with a common limit value \( a = 0.340 \), with \( b = 0.0948, -0.159 \) and \( c = 1.19, 0.91 \) for the even and odd cases respectively. Both the calculated points and the fitted curves are plotted in this graph, but it is impossible to tell them apart. One remarkable feature of the fit is that it fits well starting from level 1.

The strategy there was to use the identity,

\[
\det(M) = \exp \left( \text{tr}(\log M) \right),
\]

in order to represent the determinant in a similar way to the other part of the expression, which can also be represented using a trace. Then, in order to evaluate the trace of a matrix, which is diagonal in the continuous basis, the following identity was used,

\[
\text{tr}(A) = \int_{-\infty}^{\infty} d\kappa \rho(\kappa)a_\kappa.
\]

Here, \( A \) is such a matrix, \( a_\kappa \) is the \( \kappa \) eigenvalue of \( A \) and \( \rho(\kappa) \) is the divergent spectral density. In level truncation the spectral density is given by,
\[ \rho' (\kappa) = \frac{\log \ell}{2\pi} + \rho_{\text{fin}} (\kappa), \] (2.12)

and \( \rho_{\text{fin}} (\kappa) \) has a finite limit for \( \ell \to \infty \) [17, 21, 22],

\[ \rho_{\text{fin}} (\kappa) = \frac{4 \log(2) - 2\gamma - \psi(1 + \frac{i\kappa}{2}) - \psi(1 - \frac{i\kappa}{2})}{4\pi}. \] (2.13)

Here, \( \gamma \) is Euler’s constant and \( \psi \) is the digamma function. In the evaluation of (2.10), the infinite part (the part that is proportional to \( \log \ell \)) dropped out in \( D = 26 \) dimensions and the final result of the calculation was,

\( \gamma_{13} = 3^{3/8} e^{\frac{3}{2} \gamma + 36\zeta'(-1)} \left( \frac{\Gamma\left(\frac{1}{2}\right)}{\sqrt{\pi}} \right)^9 \approx 0.382948, \) (2.14)

where \( \zeta \) is the Zeta-function. The same result was later obtained in [23], where it was given a different interpretation.

Both methods give the wrong result, but the results are suspiciously close. There are two reasons for the difference between the two results. One difference comes from the evaluation of the determinant using (2.11). The calculation in the continuous basis is equivalent to truncating the matrix \( \log M \) and then taking the level to infinity, while in level truncation we truncate the matrix \( M \) itself. Since \( (\log M)_\ell \neq \log(M_\ell) \) we are getting different results. To demonstrate that this is the source of the difference, we repeat the level truncation calculation, but this time we calculate the determinant as follows,

\[ (\det M)_{\ell,m} = \exp \left( \text{tr} \left( \log(M_{\ell,m})_\ell \right) \right), \] (2.15)

where \( \ell \) is the level and \( m \) stands for a margin. Here, we evaluate the matrix to level \( m \cdot \ell \), calculate the log of this matrix, truncate the result to level \( \ell \), take the trace and then exponentiate.

Since the trace diverges, we have to add an infinity of the form \( \frac{3}{2} H_{\ell/2} \), where \( H \) is the harmonic number, to the result. After adding this term, the result for the trace in the \( \kappa \) basis is \( -1.7448 \). For regular level truncation we get -1.8278 at level 100 and for the corrected level truncation we get \( -1.7411 \). These results are summarized in figure 2.

The second difference comes from the matrix inversion in the exponent. Again, the calculation in the continuous basis is equivalent to truncating the matrix after the inversion, while in level truncation we first truncate the matrix and only then invert it. To demonstrate that this is the source of the difference, we repeat the level truncation calculation but this time we calculate the matrix to be inverted up to level \( m \cdot \ell \), invert the matrix and only then truncate it to level \( \ell \). This time we have to subtract \( \frac{3}{2} H_{\ell/2} \) from the results in order to overcome the divergences. After this subtraction, the result in the continuous basis is \( \frac{3}{2} \log \frac{27}{16} \approx 0.7849 \). For the regular level truncation we get 0.7515 and for the corrected truncation we get 0.7851. These results are summarized in figure 3.
Figure 2: This graph shows the effect of the different truncation in the calculation of the determinant. The lowest plot in the spectrum has \( m = 1 \), the next one has \( m = 2 \) and so on up to \( m = 10 \). The fit parameters for \( a + b/\ell^c \) give \( b \) in the range 0.624 to 0.625, \( c \) in the range 0.93 to 0.94 and the sub-graph shows the ten values of \( a \). The extrapolation of this graph with the same type of fit gives us the estimate of \(-1.7411\) (with \( b = -0.103, c = 1.19 \)). If we ignore the first point when extrapolating the sub-graph we will get a result of \(-1.7433\) and ignoring the first five points would give \(-1.7449\). This demonstrates that the result of \(-1.7448\) that we get in the continuous basis is within the error of the level truncation calculation.

3. Fermionic ghost

It was suspected that the mismatch in the continuous basis calculations may be the result of using the bosonized ghosts \([21]\). It is clear that level truncation does not commute with bosonization, which is a non-linear transformation. In this section, we verify that indeed the result of the evaluation is changed when using fermionic ghosts in the level truncation. However, the result is still not the expected value of unity. We start by setting our conventions and defining the fermionic ghost vertices. Then, we turn to the evaluation of the anomaly. We also confirm that there is no anomaly in the result other than in the normalization.

3.1 The vertices

One of the features of the ghost sector is the existence of several vacua, due to the ghost zero modes. Here, we follow the conventions of \([29]\) by defining,

\[
|\downarrow\rangle \equiv c_1 |0\rangle, \quad |\uparrow\rangle \equiv c_0c_1 |0\rangle.
\]  

(3.1)

We also define \([23]\),

\[
|3\rangle \equiv c_{-1}c_0c_1 |0\rangle.
\]

(3.2)
Figure 3: This graph shows the effect of the different truncation in the calculation of the exponent. The lowest plot in the spectrum has $m=1$, the next one has $m=2$ and so on up to $m=10$. The fit parameters for $a+b/\ell^c$ give $b$ in the range -0.15 to -0.19, $c$ in the range 0.63 to 0.59 and the sub-graph shows the ten values of the extrapolated main plots. The extrapolation of this graph gives us the estimate of 0.7851 (with $b=-0.03, c=1.26$). If we ignore the first point when extrapolating the sub-graph we will get a result of 0.7846 and ignoring the first five points would give 0.7843. This demonstrates that the continuous basis result of 0.7849 is within the error of the level truncation result.

Each vacuum has its BPZ conjugate,

$$
\langle \downarrow \rangle = \langle 0 \mid c_{-1} \rangle, \quad \langle \uparrow \rangle = \langle 0 \mid c_{-1}c_0 \rangle, \quad \langle 3 \rangle = \langle 0 \mid c_{-1}c_0c_1 \rangle.
$$

(3.3)

We normalize the vacua in the usual way,

$$
\langle 0 | 3 \rangle = \langle 1 | \uparrow \rangle = \langle \uparrow | 1 \rangle = \langle 3 | 0 \rangle = 1.
$$

(3.4)

Vertices of order two and higher are described using tensor products of string field spaces. In this case our conventions are,

$$
|\Psi_1, \Psi_2\rangle_{12} = |\Psi_1\rangle_1 |\Psi_2\rangle_2, \quad 12 \langle \Psi_1, \Psi_2\rangle = 1 \langle \Psi_1 \mid_2 \langle \Psi_2 |.
$$

(3.5)

Higher multi-string spaces are treated similarly. For calculations that involve tensor products, we also have to define the parity of the SL(2) invariant vacua. We use the conventions of [1], according to which the right vacuum $|0\rangle$ is even, while the left vacuum $\langle 0|$ is odd, though one can also use the opposite definitions [30]. Both vacua have ghost number zero.

The ghost number of an $N$-vertex is $3(N - 1)$. This follows from the definition of the $N$-vertex [1,1], the requirement of having three ghosts to saturate the inner product in
each string field space and the fact that the string field integral is non-vanishing only for ghost number three operators. This is also consistent with the descent relations (1.2).

Taking the parity conventions into account, we deduce that the parity of \( |V_N⟩ \) is \((-1)^N\), while \( ⟨V_N| \) is always odd. This is also consistent with (1.2). Our parity conventions imply the following symmetry properties for the two-string vacua,

\[
\begin{align*}
|0⟩_{12} &= |0⟩_{21}, & |₁⟩_{12} &= -|₁⟩_{21}, & |⟩_{12} &= |⟩_{21}, & |3⟩_{12} &= -|3⟩_{21};
\end{align*}
\]

(3.6)

Similar expressions hold for higher tensor products.

The one string vertex \( ⟨V_1| \) is the BPZ conjugate of the identity string field, which is a surface state defined by the conformal map,

\[
f(z) = \frac{z}{1-z^2}.
\]

(3.7)

The generating function and the defining matrix in the ghost sector are \([23, 31]\),

\[
S(z,w) = \frac{f'(z)^2 f'(w)^{-1}}{f(z) - f(w)} \left( \frac{f(w) - f(0)}{f(z) - f(0)} \right)^3 - \frac{1}{z-w} \left( \frac{w}{z} \right)^3.
\]

(3.8)

\[
⟨S_0⟩_{nm} = (-1)^{n+m} \int_0^{2\pi i} \frac{dz dw}{(2\pi i)^2} \frac{S(z,w)}{z^{m-1} w^{m+2}}.
\]

(3.9)

Note that this differs from the conventions we used in \([32]\), by a sign and by exchanging \( n,m \), due to the different \( b,c \) ordering that we use below. From this expression and the conformal transformation of the identity \([37]\) we can read,

\[
|V_1⟩ = \exp \left( \sum_{n=2}^{∞} (-1)^{n+1} b_{-n} c_{-n} + X_b (c_1 - c_{-1}) + 2 Y_b c_0 \right) |0⟩,
\]

(3.10)

\[
X_b = \sum_{n=1}^{∞} (-1)^n b_{-2n+1}, \quad Y_b = \sum_{n=1}^{∞} (-1)^n b_{-2n}.
\]

In \([33]\) a slightly different representation was found for the one-vertex,

\[
|V_1⟩ = N_1 b_+ \left( \frac{π}{2} \right) b_- \left( \frac{π}{2} \right) \exp \left( \sum_{n=1}^{∞} (-1)^{n+1} b_{-n} c_{-n} \right) |⟩⟩.
\]

(3.11)

Here,

\[
b_± \left( \frac{π}{2} \right) = \sum_{n=-∞}^{∞} (±i)^n b_n,
\]

(3.12)

and the normalization \( N_1 \) that was not calculated in \([33]\) can be found from comparing the two expressions,

\[
N_1 = \frac{i}{4}.
\]

(3.13)
In the following calculation we shall find it convenient to use the canonically conjugate vacua \(|\uparrow\rangle, |\downarrow\rangle\). Thus, we also need a representation of |V_1⟩ over |\downarrow⟩,

\[
|V_1⟩ = \exp \left( \sum_{n=2}^{\infty} (-1)^{n+1} b_{-n} c_{-n} + 2Y_b c_0 - X_b c_{-1} \right) (1 + X_b c_1) b_{-1} |\downarrow⟩ = \\
\hat{X}_b \exp \left( \sum_{n=1}^{\infty} (-1)^{n+1} b_{-n} c_{-n} + 2Y_b c_0 \right) |\downarrow⟩, \\
\tag{3.14}
\]

where we define,

\[
\hat{X}_b \equiv \sum_{n=0}^{\infty} (-1)^n b_{-(2n+1)}. \\
\tag{3.15}
\]

The two-vertex, which implements the BPZ conjugation, is given by \[25\],

\[
_{12}\langle V_2 | = _{12}\langle 0 | (c_1^2 - c_{-1}^2)(c_0^2 + c_{-1}^2)(c_{-1}^2 - c_1^2) \exp \left( \sum_{n=1}^{\infty} \left( b_n^1 (-1)^n c_n^2 + b_n^0 (-1)^n c_n^1 \right) \right). \\
\tag{3.16}
\]

Note that the exponent is symmetric with respect to interchanging the labels (1, 2), while the zero mode factor is antisymmetric. Since the vacuum is also antisymmetric \[3.0\], we get that the two-vertex is symmetric. It can also be written as,

\[
_{12}\langle V_2 | = _{12}\langle \uparrow | (b_0^1 - b_0^2) \exp \left( \sum_{n=1}^{\infty} \left( b_n^1 (-1)^n c_n^2 + b_n^0 (-1)^n c_n^1 \right) \right). \\
\tag{3.17}
\]

The right two-vertex \(|V_2⟩\) is defined using the relation (eq. 6.9 of \[25\]),

\[
_{12}\langle V_2 | V_2⟩_{32} = 1_{31}, \\
\tag{3.18}
\]

which gives,

\[
|V_2⟩_{12} = \exp \left( - \sum_{n=2}^{\infty} \left( b_n^1 (-1)^n c_n^2 + b_n^0 (-1)^n c_n^1 \right) \right) (c_1^2 - c_{-1}^2)(c_0^2 + c_{-1}^2)(c_{-1}^2 - c_1^2) |0⟩_{12}. \\
\tag{3.19}
\]

This is the BPZ conjugate of \(|V_2⟩\), provided we identify the |0⟩_{12} as the BPZ conjugate of \(|0⟩_{12}\). Note, however, that this identification has a sign ambiguity, since |0⟩_{12} is even, while \(|0⟩_{12}\) is odd \[3.6\]. Also note that \(|V_2⟩\) does not implement BPZ conjugation\(^1\). To be precise, it implements BPZ conjugation up to a sign, as implied by \[3.13\],

\[
|Ψ⟩_3 = _{12}\langle V_2 | V_2⟩_{32} |Ψ⟩_1 = (-1)^{|Ψ⟩} _{12}\langle V_2 | V_2⟩_{32} |Ψ⟩_1 |V_2⟩_{32} = (-1)^{|Ψ⟩} |Ψ⟩^b_{2} |V_2⟩_{32}, \\
\tag{3.20}
\]

where as usual by \((-1)^{|Ψ⟩}\) we mean \((-1)\) to the power of the parity of \(|Ψ⟩\) and \(|Ψ⟩ = |Ψ⟩^b\) stands for the BPZ conjugate of \(|Ψ⟩\). Now, we use \((-1)^{|Ψ⟩} = -(-1)^{|Ψ⟩}\) to get,

\[
2 |Ψ⟩ |V_2⟩_{23} = -2 |Ψ⟩ |V_2⟩_{32} = (-1)^{|Ψ⟩} |Ψ⟩^b_{2}. \\
\tag{3.21}
\]

\(^1\)We do not distinguish here BPZ from BPZ\(^{-1}\). Related discussion on string vertices can be found in \[34, 35, 37\].
It is also possible to define a vertex that implements BPZ conjugation. This vertex is symmetric and differs from $|V_2\rangle$ only by zero modes, 
\[
\left| \tilde{V}_2 \right\rangle_{12} = -\exp \left( -\sum_{n=2}^{\infty} \left( b_{-n}(-1)^n c_{-n}^2 + b_{-n}(1)^n c_{-n}^1 \right) \right) \left( c_{-1}^2 + c_{-1}^1 \right) (c_0^0 - c_0^2)(c_{-1}^2 + c_{-1}^1) |0\rangle_{12}.
\]

The ghost three-vertex is constructed over the triple tensor product of the vacuum \[\langle \uparrow | 321 \rangle \]
\[
321 \langle V_3 \rangle = N_3 321 \langle \uparrow | \exp \left( \sum_{r,s=1}^{3} \sum_{m=0}^{\infty} \sum_{n=1}^{\infty} b_r^* V_{mn}^r s c_m^n \right), \]
The normalization constant is,
\[
N_3 = K^3, \quad K = \frac{3\sqrt{3}}{4},
\]
and the coefficients $V_{mn}^{rs}$ are \[25, 36\],
\[
V_{mn}^{rs} = \int dz \, dw \, \frac{1}{(2\pi i)^2 z^{n-1} w^{m+2}} \frac{1}{f_s(z) - f_r(w)} \prod_{i=1}^{3} \frac{f_r(w) - f_s(0)}{f_s(z) - f_r(0)}.
\]
The functions $f_r$ are the conformal transformations defining the vertex,
\[
f_r(z) = e^{-\frac{2\pi i r}{1 - iz}} \frac{1 + iz}{1 - iz}^{\frac{2}{3}}.
\]
The coefficients can be efficiently calculated by the method in \[3, 36\] for the fermionic ghost. We define,
\[
\left( 1 + i x \right)^{\frac{1}{3}} = a_0 + ia_1 + a_2 + ia_3 + \ldots, \quad \left( 1 + i x \right)^{\frac{2}{3}} = b_0 + ib_1 + b_2 + ib_3 + \ldots.
\]
In terms of which $V_{mn}^{rs}$ are given by,
\[
V_{mn}^{rr} = \begin{cases} \frac{1}{2} (a^n_m + 2(-1)^n a_n b_m + (-1)^n - 2\sum_{k=0}^{n}(-1)^{n-k} a_k^2) & m = n \\ \frac{2(-1)^m}{3(m^2-n^2)} (m a_n b_m - n a_m b_n) & m \neq n, \ m \equiv 2 \ n \\ 0 & m - n \equiv 2 \ 1 \end{cases}
\]
\[
V_{mn}^{r(r\pm1)} = \begin{cases} \frac{1}{2} \left( (-1)^n - V_{mn}^{rr} \right) & m = n \\ \frac{1}{2} \left( (-1)^n - V_{mn}^{rr} \right) & m \neq n, \ m \equiv 2 \ n \\ \frac{n(\pm1)^{m+n}}{\sqrt{3(m^2-n^2)}} (m a_n b_m + n a_m b_n) & m - n \equiv 2 \ 1 \end{cases}
\]
The coefficients $V_{mn}^{rr}$ are symmetric with respect to cyclic permutation of the indices $r, s$. The vacuum $321 \langle \uparrow |$ is antisymmetric with respect to permutation of any two indices and is, therefore, symmetric with respect to cyclic permutation. Thus, $\langle V_3 \rangle$ is symmetric with respect to cyclic permutation. The same should be true for any vertex, due to the geometric picture of gluing. It may seem that the parity of the states on which the vertex operate can modify this symmetry property. However, since $\langle V_N \rangle$ is odd ($\forall N$), there should be an odd number of odd states on which the vertex operates in order to get a non-zero result. A cyclic permutation among the $N$ states induces a cyclic permutation among the odd ones. A cyclic permutation of an odd number of objects is even. Thus, the symmetry property holds as stated.
3.2 The anomaly

We know from (1.2) that

\[ 321 \langle V_3 | V_1 \rangle_1 = 32 \langle V_2 | . \]  \hspace{1cm} (3.29) \]

We want to examine this equality in level truncation.

In order to evaluate this overlap, we have to generalize eq. (19) of [28] to the case of linear terms in both sides. The generalization is straightforward and reads,

\[
\langle \Omega | \exp(-bSc + b\lambda^c + \lambda^b c) \exp(b^\dagger Vc^\dagger + b^\dagger \mu^c + \mu^b c^\dagger) | \Omega \rangle = \det(1 - SV) \exp \left( \mu^b (1 - SV)^{-1}(S\mu^c - \lambda^c) + \lambda^b (1 - VS)^{-1}(\mu^c - V\lambda^c) \right). \] \hspace{1cm} (3.30) 

Here, \(\lambda^{b,c}\) and \(\mu^{b,c}\) are given anticommuting vectors, \(S,V\) are given matrices and the summation is everywhere implicit. The vacua \(\langle \Omega |, | \Omega \rangle\) are canonically conjugate such that the \(b^\dagger, c^\dagger\) are creation operators and the \(b, c\) are destruction operators. It would be convenient here to use \(\langle \uparrow |\) and \(| \downarrow \rangle\) for the vacua. Thus, \(b_0\) would be considered as a destruction operator, while \(c^\dagger_0 = c_0\) would be a creation operator. Actually, due to the form of (3.14), what we really need is,

\[
\langle \uparrow | \exp(-bSc + b\lambda^c + \lambda^b c) (b^\dagger Vc^\dagger) \exp(b^\dagger Vc^\dagger) | \downarrow \rangle = (-1)^{1\downarrow} \bar{\partial}_\epsilon \left( \det(1 - SV) \exp \left( \lambda^b (1 - VS)^{-1}(\epsilon c - V\lambda^c) \right) \right) \] \hspace{1cm} (3.31) 

Here, \(v\) is a given commuting vector, \(\epsilon\) is an anticommuting parameter, and \(\bar{\partial}_\epsilon\) is a derivative from the right with respect to \(\epsilon\).

We now use (3.14,3.23) to write the ghost part of (3.29) as,

\[ 321 \langle V_3 | V_1 \rangle_1 = N_{32} \langle \uparrow | \exp \left( \sum_{r,s=2}^3 b^r V^{rs} c^s \right) \cdot \exp(-b^\dagger Sc^\dagger + b^\dagger \lambda^c + \lambda^b c^\dagger) (b^\dagger Vc^\dagger) | \downarrow \rangle_1, \] \hspace{1cm} (3.32) 

where we define,

\[
S = -V^{11}, \quad \lambda^c = \sum_{s=2}^3 V^{1s} c^s, \quad \lambda^b = \sum_{r=2}^3 b^r V^{r1}, \\
v_m = \begin{cases} 0 & m \equiv 0 \\ (-1)^{\frac{m-1}{2}} & m \equiv 1 \end{cases}, \quad V_{mn} = \begin{cases} 2(-1)^{\frac{m}{2}} & n = 0, \ m \equiv 2 \\ (-1)^{m+1} & m = n \\ 0 & \text{otherwise} \end{cases}. \hspace{1cm} (3.33) \]

We would like to compare the result of this calculation with (3.17). Define \(\sigma^r_m\) and \(U_{mn}^{rs}\) by,

\[ \sigma^r = V^{r1}(1 - VS)^{-1}v, \quad U_{mn}^{rs} = V^{rs} - V^{r1}(1 - VS)^{-1}VV^{1s}. \] \hspace{1cm} (3.34) 

\[ \]
It is seen that in order that (3.29) would hold, \( \lambda b(1 - VS)^{-1}v \) should be proportional to \( b_0^2 - b_0^3 \). That is, as we increase the level we expect,

\[
\frac{\sigma_0^2}{\sigma_0^3} \rightarrow -1, \\
\frac{\sigma_m^r}{\sigma_0^3} \rightarrow 0 \quad \forall m \neq 0, \forall r.
\] (3.35)

In fact, the symmetry of the equations implies that the first of these equations exactly holds for any level. We check the maximal absolute value of the second expression in level truncation, from level 40 to 400, which we then fit to the form,

\[
r_{\ell} \equiv \max_m \left| \frac{\sigma_m^3}{\sigma_0^3} \right| = a + \frac{b}{r^c}.
\] (3.36)

The results are summarized in figure 4.

**Figure 4:** A fit for the ratio \( r_{\ell} \) for even (top curve) and odd levels. For the even levels we get \( a = -0.00057, b = 0.86, c = 0.81 \). For the odd levels we get \( a = -0.0011, b = 0.35, c = 0.69 \). The data seems to indicate that this ratio vanishes as it should.

Next, we have to check that in the \( \ell \rightarrow \infty \) limit, \( U_{mn}^{22}, U_{mn}^{33} \rightarrow 0 \), while \( U^{23}, U^{32} \rightarrow C \), where now,

\[
C_{mn} = (-1)^n \delta_{m,n}, \quad m \geq 0, n \geq 1.
\] (3.37)

First, we consider the \( m = 0 \) rows. These terms need not vanish. Such terms would not contribute, provided two restrictions hold: \( U_{mn}^{0s} r_{\ell} \rightarrow 0 \), in order to cancel terms of the type \((b_0^2 - b_0^3) b_m^r c_n^s\) and \( U_{0m}^{22} + U_{0n}^{23} \rightarrow 0 \), in order to cancel factors that would take the form \((b_0^2 b_0^3 + b_0^3 b_0^2)c_k^s = 0 \). We can calculate,

\[
U^{22} + U^{23} = V^{22} + V^{23} - V^{21}(1 + V^{11})^{-1}V(V^{12} + V^{13}) = V^{22} + V^{23} - V^{21}(1 + V^{11})^{-1}V(C - V^{11}) = V^{22} + V^{23} - V^{21}(1 + V^{11})^{-1}(-1 - V^{11}) = V^{22} + V^{23} + V^{21} = C,
\] (3.38)
and all the manipulations performed are valid at any finite level. Thus, the second restriction automatically holds. The first restriction is checked numerically. For a given level we discard the last 20 rows and columns of this matrix. We see that from level 140 to level 400, \( \max |U_{on}^{22}| \) increases from 1.19 to 1.34. Combined with the data for (3.36), it seems that the last limit also holds well. With the help of (3.38), in order to ensure that the exponent behaves correctly, it is enough to check that

\[
U_{mn}^{22} \rightarrow 0 \quad m > 0. \tag{3.39}
\]

For \( \max(|U_{mn}^{22}|) \) we used a fit of the form,

\[
\hat{r}_\ell \equiv \max_{m,n \geq 1} |U_{mn}^{22}| = a + \frac{b}{\ell^c}. \tag{3.40}
\]

These results are summarized in figure 5.

**Figure 5:** A fit of \( \max |U_{mn}^{22}| \) for even (bottom curve) and odd levels. For even levels we get \( a = -0.0026, b = 0.027, c = 0.21 \). For odd levels we get \( a = -0.0012, b = 0.031, c = 0.26 \). Again, the data seems consistent with the vanishing of \( U_{22} \).

What is left now is to determine the normalization,

\[
\gamma_{13} = \gamma_{13}^{gh} \gamma_{13}^m. \tag{3.41}
\]

The ghost part of the normalization is,

\[
\gamma_{13}^{gh} = N_3 \sigma_0^2 \det(1 - SV) \rightarrow \infty. \tag{3.42}
\]

This factor should be multiplied by the matter factor,

\[
\gamma_{13}^m = \det(1 - V^{11} m C)^{-\frac{26}{2}} \rightarrow 0. \tag{3.43}
\]

Here, the matter three-vertex \( V^{11} m \) and \( C \) do not have zero modes. The factor of 26 comes from the critical dimension and indeed \( \gamma_{13} \) diverges logarithmically in any other dimension. The \( \gamma_{13} \) fit is summarized in figure 5.
Figure 6: A fit of the normalization factor $\gamma_{13} = a + b/\ell^c$. Odd and even levels behave almost the same in this case, $b = -0.0124, -0.0196$ and $c = 1.93, 2.03$ for even and odd levels respectively. The limit value in both cases is $a = 0.1994$, which is again anomalous.

It is possible to reinstate the correct limit value for $\gamma_{13}$ by using different levels for the matter and ghost parts. For a linear relation between $\ell^m$ and $\ell^{gh}$, the normalization $N_2$ would converge and for,

$$\ell^{gh} \approx 3.07\ell^m,$$

the limit value is unity. However, it is not clear what is the meaning of such a relation or whether it is a universal value for level truncation calculations in the discrete fermionic basis. We believe that it is not universal and meaningless and that the discrepancy shows that level truncation is not adequate for such calculations.

4. Field level truncation

In this section we show how anomalies can emerge in field level truncation calculations, as well as in formal calculations using the Virasoro algebra. In particular, we claim that the naive unity normalization of string vertices and of wedge states should be reconsidered [25].

For the field level truncation it is simpler to compute the overlap of the identity state with the $n = 3$ wedge state over the vacuum $\langle 3 |$ ($\langle 3 |$ here is the vacuum state with ghost number three (3.2), and should not be confused with the fact that $\langle n |$ is sometimes used for wedge states). This vacuum choice corresponds to choosing $c(0)c'(0)c''(0)$ as the operator that saturates the ghost number. This computation is equivalent to the descent relation calculation of (2.8), as can be seen by contracting (2.8) with $\langle 0 |$ $\langle 3 |$.

Wedge states are surface states and as such can be generated purely from Virasoro generators. In field level truncation, Virasoro generators are very convenient to work with, since their index is their level. This makes the calculation trivial. Because the central charge is zero, we can use the relation,

$$\langle 3 | f(L_2, \ldots, L_n)g(L_{-2}, \ldots, L_{-m}) | 0 \rangle = f(0, \ldots, 0)g(0, \ldots, 0).$$

(4.1)
In our case we have surface states, which are exponents of a linear combination of Virasoro generators, so \( f(0,\ldots,0) g(0,\ldots,0) = 1 \). This relation holds for any finite level.

There can be subtleties in this relation, since it does not guaranty that the states exist at all. It is impossible to notice a non-legitimate state by working in a finite level with central charge \( c = 0 \). This problem raises a question on the validity of level truncation. Consider the regularized butterfly state as a simple test case,

\[
|B_a⟩ = \exp\left(-\frac{a^2 L_{-2}}{2}\right)|0⟩ .
\] (4.2)

The states with \( a > 1 \) are not legitimate since they do not have a well defined local coordinate patch [37, 38, 32]. However, the overlap of such a state with any other surface state is unity at any level, with no sign of the singularity at \( ℓ = ∞ \).

We propose a criterion to distinguish when eq. (4.1) can be trusted. It is based on the observation that the singularity can be noticed when we separate the matter and ghost sectors. The procedure is to calculate the overlap for the case of a non-zero central charge. We call this quantity \( N(c) \). It obeys the relation,

\[
N(c_1)N(c_2) = N(c_1 + c_2). \tag{4.3}
\]

This can be seen by taking a Virasoro algebra with central charge \( c_1 + c_2 \), which is the sum of two independent Virasoro algebras with central charges \( c_1, c_2 \). Repeated use of this identity and continuity with respect to \( c \) imply that

\[
N(c) = α^c , \tag{4.4}
\]

where \( α \) depends on the states being evaluated. Our criterion is that \( N(c) \) should be continuous and regular, meaning \( α \) should be in the range,

\[
0 < α < ∞ . \tag{4.5}
\]

Only when this criterion is met, can we trust the result \( N(0) = 1 \).

Moreover, we require that the norm of each state should meet this criterion. States with \( α < 0 \) are not legitimate and should be discarded. At most they can be treated formally as in [39]. States with \( α = 0, ∞ \) belong to the boundary of the space of legitimate states. Such states have zero norm in the ghost sector and infinite norm in the matter sector or vice versa. A familiar example for such a state is the sliver [40]. It might be possible to regularize such a state by considering a one-parameter family of regular states leading to it. However, anomalous normalization factors should be expected in this case.

In the case of the regulated butterfly (4.2), a straightforward calculation gives (assuming that vacuum ghost number was properly chosen),

\[
N_{a,b}(c) = ⟨B_a|B_b⟩ = \left(1 - (ab)^2\right)^{-c/8} .
\] (4.6)

Here we see that indeed the states with \( a > 1 \) are not legitimate, while the canonical butterfly is marginal. We also calculated \( N_{a,a}(c) \) in oscillator level truncation for a single matter field, \( c = 1 \). We got very good convergence to the expected results for \( |a| < 1 \).
For other surface states, we cannot calculate $N(c)$ so easily and in the general case the calculation seems impossible. We can calculate the general case in field level truncation, but a calculation for finite $\ell$ will never give us a conclusive result on the $\ell \to \infty$ limit. Alternatively, we can use oscillator level truncation in the matter sector.

For the wedge states we have a third option. We can use the continuous basis, which gives the oscillatory level truncated result at infinite level (with some subtleties regarding the way margins should be handled, as mentioned in section 2). The normalization factor is an integral involving the spectral density. Since the leading term in the spectral density is a divergent constant (2.12), states with a non-zero integral have divergent (or zero) normalization in the matter sector. The only surface states in $\mathcal{H}_{\kappa^2}$ are the butterflies and the wedges \[32, 41\]. All these states (other than the vacuum) have a non-zero integral. Thus, they are marginal. Indeed, it is known that the non-balanced wedge states are anomalous \[42\]. It is also known that rank one projectors (as are the butterflies) are marginal. In this case the singularity comes from one eigenvector with the eigenvalue $1$ \[\kappa^2\], as opposed to the continuous case where the singularity comes from the density of the eigenvalues.

## 5. Conclusions

In this paper we studied various level truncation schemes. While it seems that the correct results are obtained for calculations involving regular states, we found anomalous normalization factors for singular states. These singular states include rank-one projectors and wedge states\(^3\), as well as the string vertices that define the star product. Thus, these states cannot be ignored. We also illustrated the relation between level truncation results and continuous basis evaluation. Apparently, continuous basis results are obtained from level truncation by using margins for the evaluation of non-linear expressions and then sending the margin factor to infinity. These results should be taken into account whenever using level truncation with potentially singular states.

The most dramatic consequence of our findings is related to the issue of normalization factors of surface states and string vertices. It is always assumed that such states have a unity normalization factor. The reason for this is the discussion around eq. (2.39) of \[20\], where a $c = 0$ Virasoro algebra is considered. There, it is claimed that given two sets of

\[In \[18\] it was claimed that some non-surface-state rank-one projectors can have a $-1$ eigenvalue instead. However, since such projectors approach the identity string field as $\kappa \to 0$, they probably should not be considered as rank-one projectors. In fact, it can be seen that the transformation that such states induce to a half-string basis \[24\] becomes singular in this limit, so their left-right factorization is ill-defined.

\[3\]Rank-one projectors are important since they are the solutions of vacuum string field theory. It is possible to claim that they are singular due to the singular nature of vacuum string field theory. However, there are quite a few interesting results that were achieved within vacuum string field theory using projectors. Wedge states probably have to be included in the yet unknown space of string fields. For the BRST construction of string field theory, states of arbitrary ghost number should be considered. Due to the central role played by the star product in string field theory, it is natural to expect that this space would form a star-algebra. The $n = 1$ wedge state is $V_1$, which we must consider, at least as a functional, while all wedge states with integer $n > 1$ are generated in the star-algebra from the $n = 2$ wedge state, i.e. the vacuum $|0\rangle$.\]
coefficients \( v^{(i)}_{-n}, n = 2..\infty, \ i = 1, 2, \) the following equality holds for some \( v^{(i)}_{-n}(t, s), \ i = 3, 4, \)

\[
\exp \left( t \sum_{n=2}^{\infty} v^{(1)}_{-n} L_n \right) \exp \left( s \sum_{n=2}^{\infty} v^{(2)}_{-n} L_{-n} \right) = \exp \left( \sum_{n=2}^{\infty} v^{(3)}_{-n} L_{-n} \right) \exp \left( \sum_{n=-1}^{\infty} v^{(4)}_{-n} L_n \right). \tag{5.1}
\]

From this equality the unity normalization follows after contracting with the left and right vacua. However, this assertion is based on a theorem that can be applied only for small enough \( s, t. \) This assumption is unjustified for singular states.

The singularity of the vertices could lead one to believe that all string field theory calculations would suffer from this anomaly. This is not the case since only the two-vertex and three-vertex appear in the action. The former is anomaly free, while the anomaly of the later can be absorbed by a redefinition of the string coupling constant \([23]\). It should be interesting to study the impact of these effects for non-polynomial string field theories.

All this may support Belov’s suggestion that the string vertices should be prefactored by specific partition functions \([23]\). Belov evaluated these factors using consistency requirements in the continuous basis. However, in light of the discussion above, we cannot trust these results either, due to the implicit use of level truncation in continuous basis regularizations. We cannot even be sure that these factors are universal for continuous basis calculations.

Thus, we find that it is desirable to evaluate these factors directly. Another important direction would be to find a regularization that respects all the symmetries, as well as the descent relations, in order to calculate the normalization of the vertices directly. These tasks would teach us more on the range of validity of level truncation, on the limitations of using eq. \((5.1)\) and would be important for concrete future calculations in string field theory.
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