Bayesian estimation and model averaging of convolutional neural networks by hypernetwork
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Abstract: Neural networks have a rich ability to learn complex representations and have achieved remarkable results in various tasks. However, they are prone to overfitting owing to the limited number of training samples and regularizing the learning process of neural networks is essential. In this paper, we propose a regularization method that estimates the parameters of a large convolutional neural network as probabilistic distributions using a hypernetwork, which generates the parameters of another network. Additionally, we perform model averaging to improve the network performance. Then, we apply the proposed method to a large model such as wide residual networks. The experimental results demonstrate that our method and its model averaging outperform the commonly used maximum a posteriori estimation with L2 regularization.
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1. Introduction

Neural networks have a rich ability to learn complex representations and have achieved remarkable results in various tasks; they have surpassed human performance in visual recognition [1] and speech recognition [2, 3]. They have also improved the performance of machine translation [4]. However, they are prone to overfitting owing to the limited number of training samples; regularizing the learning process of neural networks is essential [5].

Many studies have addressed overfitting [5, 6]. Weight decay prevents the weights from growing excessively large. This works as a gradient descent on a quadratic weight term and hence it is referred to as L2 regularization. Dropout [7] prevents units from excessively co-adapting by randomly dropping units from a neural network during training. Although these are heuristic methods, we can interpret them as Bayesian methods; L2 regularization is equivalent to the introduction of a Gaussian prior of the parameters and the maximum a posteriori (MAP) estimation of the parameters [6], and dropout can be interpreted as the variational inference that minimizes the Kullback-Leibler divergence from an approximate distribution to the posterior of a Gaussian process [8]. Thus, the regularization methods
of neural networks are closely related to the Bayesian approaches. Such models are called Bayesian neural networks (BNNs). The most popular approach is variational inference which restricts the variational posterior to a simple family of distributions. Although BNNs perform better than non-Bayesian methods in some tasks, they have only been applied to pure fully-connected networks or small convolutional neural networks (CNNs).

However, some studies have proposed a type of neural network called a hypernetwork [12]. A hypernetwork is a neural network that outputs the parameters of another neural network. Ha et al. [12] used hypernetworks to reduce parameters of large CNNs but reduced the performance drastically decreased. Krueger et al. [10] represented complex approximate posteriors using hypernetworks and applied them to BNNs. However, this method restricts the hypernetwork’s structure.

Following the previous studies, we propose a new regularization method for large-scale CNNs, especially residual networks [13]. Similar to Krueger et al. [10], we use hypernetworks to express the approximate posterior of the parameters. Thanks to the estimation of the parameters as probabilistic distributions, we expect that the stochastic behavior of the parameters regularizes the learning process. Moreover, we can perform Bayesian model averaging to improve the performance. We do not employ generally used variational inference, because of the difficulty of applying it to large networks; otherwise, we would need to calculate the likelihood of a given parameter value to perform variational inference with Kullback-Leibler divergence and restrict the structure of the hypernetworks. Alternatively, we minimize the cross-entropy loss directly. We can thus build hypernetworks more freely and reduce the entire network size. We applied the proposed method to wide residual networks [14] and evaluated it on CIFAR-10 [15]. The experimental results demonstrate that the regularization of our method and its model averaging outperform the MAP estimation with L2 regularization.

2. Related works

2.1 Hypernetworks

A hypernetwork is a neural network that outputs the parameters of another neural network (we call it a “primary network”). Let $F(x; w) : X \times W \rightarrow Y$ be a primary network, where $x$ is the input such as an image, $y$ is the output such as a class label, and $w$ is the parameters. A hypernetwork is defined as $G(z; \theta) : Z \times \Theta \rightarrow W$, where $z$ is the input and $\theta$ is the parameters of the hypernetwork. Figure 1 shows the structure of the neural network using the hypernetwork. When training the primary network with hypernetworks, we obtain the optimal parameters $w^*$ as the outputs of the hypernetworks instead of estimating $w^*$ by minimizing the loss over the parameters $w$.

We can apply hypernetworks to various tasks by designing their network structures and input domains. Ha et al. [12] reduced the number of the parameters of wide residual networks (WideResNet) [14], which perform well on image classification tasks. They employed a single hypernetwork; they grouped every $N$ parameters of the primary network and replaced each group with an output of the hypernetwork; they employed an $M (< N)$-dimensional trainable parameter as the input of the hypernetwork for each group. By sharing the hypernetwork among the groups, they reduced the number of parameters. Hypernetworks that generate multiple groups of the parameters work as relaxed weight-sharing. They regularize the learning process. Whereas they successfully reduced the number of the parameters, the experimental results showed that the classification accuracy also became worse. They suggest that sharing one hypernetwork across the network is an excessively strong assumption.

2.2 Bayesian neural networks

BNNs are neural networks whose parameters are not point estimates but posterior distributions. When training a non-Bayesian neural network, we define a loss function $L(x, y, w)$, update the parameters to minimize the loss function by the gradient descent, and obtain the optimal parameters $w^*$. The cross-entropy $-\log p(y|x; w)$ is often used as the loss function. This scheme is the maximum likelihood estimation (MLE). We can set prior distributions of the parameters, use $-\log p(w|x, y) \propto -\log p(y|x; w)p(w)$ as the loss function, and obtain the optimal parameters $w^*$. This scheme is the maximum a posteriori (MAP) estimation. These estimations are point estimations of the parameters. Bayesian estimation is an estimation of the posteriors of the parameters.
Fig. 1. Structure of neural network using hypernetwork.

We can regularize the learning process by the probabilistic behavior of the parameters and express uncertainty.

In the point estimation, the network output is also estimated as a point. When we estimate the posterior distributions, we need to integrate over the posterior to calculate the output of the network. Because the integration is very expensive, MAP estimation or Monte Carlo sampling is usually employed. Monte Carlo sampling of the posterior of the parameters is expressed by the following equation:

$$p(y|x, D) = \sum_{w \in W} p(y|x, w, D)p(w|D)$$

(1)

This method is called Bayesian model averaging, which involves creating an implicit ensemble and which is expected to improve the performance.

Blundell et al. [9] proposed Bayes by Backprop, which estimates the posterior of the parameters of a neural network with variational inference. They used a factorial Gaussian distribution as a prior and a variational posterior; their method only captures a single mode of the true posterior, and higher-order relationships among the posteriors. Krueger et al. [10] proposed hypernetworks to represent complex approximate posteriors. They used invertible-structured neural networks called real-NVP [16] as hypernetworks. This enables one to calculate the exact likelihood of a given weight parameter set. Real-NVP requires repeated coupling of layers and the same dimensions of the input as those of the output (i.e., weight parameter); a simple application to a deep CNN leads to extremely large hypernetworks and many parameters. To prevent this issue, Krueger et al. [10] employed weight normalization [17] and applied hypernetworks only to scale parameters of weight normalization instead of the whole weight parameters. The original study [17] of the weight normalization revealed that weight normalization has a limited performance (or does not work) for large-scale CNNs compared to batch normalization [18] (see also [19]). As a result, the performances of Bayesian hypernetworks are highly limited for image processing. Krueger et al. addressed the problem by using Weight Normalization [17] and only generating its scale parameters. Generally, the performance of Weight Normalization is worse than that of batch normalization [18]. Additionally, their regularization performance is limited because only a small subset of the parameters are regularized.

2.3 Convolutional neural networks

CNNs perform well on image classification tasks. In particular, a residual network (ResNet) and its variants achieved state-of-the-art results [13, 20, 21]. The structure of ResNet prevents gradient vanishing. Figure 2 shows the structure of a typical ResNet. A ResNet is composed of three parts: a preconvolution layer, sequence of residual blocks (ResBlocks), and fully connected layer. A ResBlock is composed of convolution layers, batch normalization layers, and activation functions, and their order may vary [13].

Many studies have improved the performance of residual networks. Zagoruyko et al. [14] introduced wide residual networks (WideResNet) and showed that increasing the number of the channels improves the performance. Xie et al. [22] introduced ResNeXt and improved the performance by arranging ResBlocks in parallel.

For applying hypernetworks, some variants such as ResNet, WideResNet, and ResNeXt are convenient because the structures are simple; they use many ResBlocks of the same sizes repeatedly.
Conversely, some networks such as PyramidalResNet [21] and DenseNet [20] have a wide variety of ResBlocks and applying hypernetworks is more troublesome.

3. Proposed method

3.1 Estimating parameters as probabilistic distribution by hypernetworks

Unlike previous studies [9, 10, 12], we aim at a comparative or superior performance to the MAP estimation.

As mentioned above, in the learning of neural networks for image classification tasks, we minimize the loss function $L(x, y, w)$ where $x$ is an image, $y$ is a true class label, and $w$ is the parameters. On the other contrary, for a network with a hypernetwork $g(z; \theta)$, we train the hypernetwork’s parameters $\theta$ instead of the primary networks’ parameters $w$. We draw a sample $z$ from a prior distribution $p(z)$ and input it to the hypernetwork. We used the output $g(z; \theta)$ as the primary network’s parameters $w = g(z; \theta)$; the output $w$ forms a distribution $q(w; \theta)$ implicitly [23, 24].

Ordinarily, the prior $p(w)$ and variational posterior $q(w)$ of the parameters $w$ have been expressed as known distributions such as an isotropic Gaussian distributions [9, 25]. This assumption could excessively constrain the parameters by ignoring desired correlations between the weight parameters. Conversely, we do not assume the variational posterior as an explicit formulation of a density function. Instead, we consider the hypernetwork’s output $w$ given a random sample $z$ as a sample from the variational posterior of the primary network’s parameters $w$. Thanks to this assumption, the primary network’s parameters $q(w)$ could have a variational posterior with a complicated shape.

Unlike previous studies [9, 10], we cannot minimize the divergence of the variational posterior from the prior directly, but we can constrain the variational posterior by introducing the weight decay to the hypernetwork’s parameters $\theta$ and the prior $p(z)$ to the input $z$. In other words, we implicitly introduce the prior of the primary network’s parameters $w$ using the hypernetwork.

Specifically, the joint distribution of the primary network and the hypernetwork is

$$p(y, x, \theta) = \int p(y|x, w)p(w|\theta)p(\theta)p(x)dw$$

where $p(w|\theta) = \int \delta(w = g(z; \theta))p(z)dz$. Here, we obtain the weight parameters $w$ of the primary network as a sample drawn from the hypernetwork $p(w|\theta)$, such as deep implicit generative models [24]. Because $p(w|\theta)$ is not explicitly available, unlike previous studies [9, 10], we approximate it by $\bar{p}(w|\theta) = \sum_{n=1}^{N} \delta(w = g(z_n; \theta))$, where $z_{1:N} \sim p(z)$. The approximate joint distribution is

$$\bar{p}(y, x, \theta) = \sum_{n=1, z_n \sim p(z)}^{N} p(y|x, w = g(z_n; \theta))p(\theta)p(x)$$

We introduce an isotropic Gaussian prior $p(\theta)$ to the hypernetwork’s parameter $\theta$ and obtain its approximate MAP estimation via weight decay (which is equivalent to $L_2$-regularization). Given an input $x$ and the hypernetwork’s parameter $\theta$, the posterior probability of the class label $y$ is

$$\bar{p}(y|x, \theta) = \sum_{n=1, z_n \sim p(z)}^{N} p(y|x, w = g(z_n; \theta))$$

In our implementation, we use $N = 1$. Then, the loss function $L$ is the cross-entropy of the true class label $p(y|x, D)$ obtained from the dataset $D$ and the posterior $\bar{p}(y|x, \theta)$, in addition to the aforementioned $L_2$-regularization. The derivative of the loss function $L$ with respect to the hypernetwork’s parameters $\theta$ can be obtained by the backpropagation algorithm;
3.2 Strategy for generating parameters

Generating the parameters of the primary network constrains the parameters. It builds the relationship between the parameters depending on the structure of the hypernetwork and its input.

We propose some strategies for generating the parameters. We call one of them all-in-one, which builds the relationship among all the parameters. Figure 3 (a) shows a graphical model, where a deterministic variable is denoted by a square, a sample from a probabilistic distribution with static parameters is denoted by a triangle, and an observed variable is denoted by a circle. In this strategy, all the parameters of the primary network are generated from a single sample of the distribution \( p(z) \); all the parameters are related to each other.

Otherwise, we divide the parameters into \( N \) groups and builds the relationship only inside each group. For example, we can make a group for each layer. Figure 3 (b) shows the graphical model for the case of \( N = 2 \). In this strategy, the parameters are generated from a sample of distribution \( p(z_i) \) for each layer \( i \) independently. We call the strategy layer-wise. Note that we can reduce the number of the parameters by sharing the hypernetwork among the groups, but we do not do this because it reduces the performance [21]. When applying the strategy to WideResNet [14], instead of dividing the parameters into each layer, we can do it into each ResBlock, which we call block-wise.

We employ a network of the same structure for each strategy. We build a hypernetwork \( g(z; \theta_i) \) for each layer \( i \) of the primary network. For the all-in-one strategy, we sample only one point from a distribution \( p(z) \) and input it to all the hypernetworks. This enables each hypernetwork to know input from the others. For the layer-wise and block-wise strategies, we independently sample a point from \( p(z_i) \) for each layer or ResBlock and input them. This prevents each group from co-adapting.

3.3 Generating parameters of ResNet by hypernetworks

Although we mentioned that we build a hypernetwork for each layer, we isolate some layers from the hypernetworks. We do not generate the parameters of the layers other than ResBlocks: the pre-convolution layer and the last fully connected classification layer. We also exclude affine parameters of the batch normalization. Alternatively, we apply weight decay to them. We build a hypernetwork for each convolution layer of residual blocks. For convolution layer \( i \), which has a kernel of \( f_{\text{size}} \times f_{\text{size}} \), an input of \( N_{\text{in}} \) channels, and an output of \( N_{\text{out}} \) channels, we build a hypernetwork \( g_i(z_i; \theta_i) \), which outputs an \( f_{\text{size}} \times f_{\text{size}} \times N_{\text{in}} \times N_{\text{out}} \)-dimensional weight parameter. We only generate the weight parameters of the filters, because the convolution layers have no bias term in ResNet.

3.4 Model averaging

Because we estimate the variational posterior of the parameters, we can perform model averaging. If samples from the learned distribution are diverse, the model averaging improves the classification
In this study, we use different ways of the model averaging depending on the strategies. For the all-
in-one strategy, we generate $N$ sets of the parameters and build $N$ primary networks. We perform the model averaging by averaging the outputs of the $N$ networks. We call this $\times N$ branching. Figure 4 (a) shows the diagram of $\times 2$ branching. $z_i$ is a sample from a prior $p(z)$ and transformed to parameters $w_i$ by a hypernetwork. For the block-wise strategy, we generate $N$ residual blocks and put them in parallel, as in ResNeXt [22]. We call this $\times N$ parallelizing. Figure 4 (b) shows the diagram of $\times 2$ parallelizing. For the layer-wise strategy, we increase the number of the channels $N$ times, as in wide residual networks. We call this $\times N$ widening. Figure 4 (c) shows the diagram of $\times 2$ widening. Note that parallelizing and layer-wise are not the ordinary form of model averaging mentioned in Sec. 2.3 because they average subsets inside the model.

3.5 Finetuning batch normalization at inference

A residual network and its variations use batch normalization [18]. Batch normalization whitens each hidden activation with its mean and variance over the mini-batch during the training and uses those of the whole training dataset at the inference. When applying our methods, the output distribution of each layer varies at the inference, owing to the stochastic behavior of the parameters. To address this problem, we recalculate the mean and variance of the batch normalization according to the parameters generated from the hypernetworks. Specifically, after generating the parameters of the primary network, we train the mean and variance of batch normalization for one epoch with the generated parameters. When performing model averaging, we duplicate the batch normalization’s affine parameters because we do not generate them from the hypernetworks.
4. Experiments and results

4.1 Experimental settings

We evaluated our methods on the CIFAR-10 [15] dataset. It consists of 50k training samples and 10k testing samples. Each sample is a $32 \times 32$ color natural image in one of 10 classes. Figure 5 shows example images. In accordance with the experiments of Zagoruyko et al. [14], we applied mean/std normalization, random horizontal flipping, random cropping from images padded by four pixels on each side. These normalization and augmentation processes are commonly used for classifications of CIFAR-10 [14].

First, we applied the proposed method to WideResNet [14]. WideResNet is a very deep CNN based on residual networks [13]. We used the same architectures as the original study [14]. At the time of model averaging, we inserted the averaging layer to match the dimensions: at the output of each ResBlock for parallelizing, at the output of the last convolutional layer for widening, and at the output of the last fully connected layer for branching (see Fig. 4).

For the hypernetwork architecture, we used neural networks of one hidden layer with the hidden units $h_{dim}$ and the input units $z_{dim}$ for each convolutional layer. We used $z_{dim} = h_{dim} = 32$ or $z_{dim} = h_{dim} = 16$ according to the limitation of computational resources. From the results of the preliminary experiments, to prevent vanishing of the random input of the hypernetworks, we did not use a bias term in the hypernetworks. We used the ReLU as the activation function.

We followed the training methods in the original study of WideResNet [14] unless otherwise stated. We trained all the parameters by stochastic gradient descendent (SGD) with Nesterov momentum and cross-entropy loss, the momentum parameter of 0.9, and mini-batch size of 128. The learning rate was set to 0.1 and dropped at 40%, 60%, and 80% of all the training epochs by 0.2. Although weight decay was applied to all the parameters in the original study [14], we did not apply it to the parameters generated by the hypernetworks. Instead, we applied a weight decay factor of 0.0005 to the other parameters. We initialized the parameters except for the weights of the output layers of the hypernetworks, by He’s method [1]. For the weights of the output layers, to stabilize the training, we sampled from uniform distributions with ranges $1/10$ of those of He’s method [1].

For the evaluation, the accuracies can vary owing to the stochastic behavior of the training methods. We trained the networks three times with different initial values and evaluated them by the median accuracies. Medians are commonly used to evaluate the accuracy of classification models such as residual networks [13]. For the networks using the proposed method, because random vectors are used as input of the hypernetworks, we need to take account of the stochasticity in the evaluation.
Fig. 6. Test error rates on CIFAR-10 for WideResNet28-4 generated by the hypernetwork with the prior of $\mathcal{N}(0, 1)$ with strategies.

Fig. 7. Test error rates on CIFAR-10 for WideResNet28-4 generated by the hypernetwork with the priors of different distributions.

time. We ran the trained networks five times with different random vectors and evaluated them by the median accuracies.

4.2 Hyperparameters
We expected that the regularization effects depend on the strategy for generating the parameters. We compared the test accuracy among three types of strategies; all-in-one, layer-wise, and block-wise. Figure 6 shows the test accuracy and the model averaging rate of each strategy. We performed branching for all-in-one, parallelizing for layer-wise, and widening for block-wise. We used $\mathcal{N}(0, 1)$ as a prior $p(z)$ and trained the networks for 800 epochs.

We also examined four types of prior distributions $p(z)$ and compared them: $\mathcal{N}(0, 1)$, $\mathcal{U}(-1, 1)$, $\mathcal{U}(0, 1)$, and $|\mathcal{N}(0, 1)|$. The first two distributions take positive and negative values and the others take only positive values. Figure 7 shows the test error rates on CIFAR-10 for WideResNet28-4 with different priors. We used the all-in-one strategy.

We also examined the relationship between the size of the hypernetworks and the generalization performance. Figure 8 shows the test error rates on CIFAR-10 for WideResNet28-4 and WideResNet28-1 with different hypernetwork unit sizes $h_{size} = z_{size}$. We used the all-in-one strategy and $\mathcal{U}(0, 1)$ or $\mathcal{N}(0, 1)$ as a prior $p(z)$.

4.3 Comparison with other CNNs and other datasets
We evaluated the regularization of the proposed method and the effect of model averaging, by comparing the test accuracy with MAP estimation. For the proposed method, we employed the all-in-one hypernetwork with the prior $p(z)$ of $\mathcal{U}(0, 1)$.

We applied the proposed hypernetwork to WideResNet, ResNeXt and Pyramidal ResNet on CIFAR-
Fig. 8. Test error rates on CIFAR-10 with different hypernetwork unit sizes $h_{\text{dim}} = z_{\text{dim}}$.

Table I. Test error rates on CIFAR-10 for various CNNs.

| Methods          | WideResNet28-10 $\times 1$ | WideResNet28-10 $\times 16$ | ResNeXt-29-8-64d (64) $\times 1$ | ResNeXt-29-8-64d (64) $\times 16$ | Pyramidal ResNet-110-48 $\times 1$ | Pyramidal ResNet-110-48 $\times 16$ |
|------------------|-----------------------------|-----------------------------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|
| MAP              | 3.90%                       | 3.90%                       | 4.03%                            | 4.03%                            | 4.59%                            | 4.59%                            |
| hypernetwork     | 3.76%                       | 3.73%                       | 3.92%                            | 3.91%                            | 4.64%                            | 4.61%                            |

Table II. Test error rates on SVHN for WideResNet16-4.

| Methods | prior $p(z)$ | $\times 1$ | $\times 16$ |
|---------|--------------|------------|-------------|
| MAP     | —            | 1.90%      | —           |
| hypernetwork | $U(0, 1)$ | 1.93% | 1.93% |
|         | $N(0, 1)$ | 1.90% | 1.80% |

Table III. Test error rates on ImageNet for ResNet50 with the prior of $U(0, 1)$.

| Methods | $\times 1$ | $\times 16$ |
|---------|------------|-------------|
| MAP     | 23.84%     | 7.06%       |
| hypernetwork | 25.97% | 25.87% | 8.17% | 8.16% |

10. The results are summarized in Table I. As WideResNet, we used WideResNet28-10. As ResNeXt, we used ResNeXt29-8-64d, consisting of 29 convolution layers with a cardinality of 8 and base channel widths of 64. As Pyramidal ResNet, we used Pyramidal ResNet110-48, consisting of 110 convolution layers with a widening factor of $\alpha = 48$. The hypernetworks’ unit size $z$ were 16 for WideResNet and ResNeXt, and 32 for Pyramidal ResNet. The hyperparameters were the same as in the original studies, except for the training epochs. We trained WideResNet for 800 epochs, ResNeXt for 900 epochs and Pyramidal ResNet for 600 epochs.

We also evaluated our proposed method on SVHN [26] by applying it to the network architecture called WideResNet16-4 [14]. The hyper-parameters were the same as in [14]. We employed the all-in-one hypernetwork with the prior $p(z)$ of $U(0, 1)$ and $N(0, 1)$. The hypernetworks unit size $z_{\text{dim}}$ was 32. The results are summarized in Table II.

We also evaluated proposed method on ImageNet [26]. We used the network architecture called ResNet50 [13]. The hyperparameters were the same as in the original studies. We employed the all-in-one hypernetwork with the prior $p(z)$ of $U(0, 1)$. The hypernetworks unit size $z_{\text{dim}}$ was 32. The results are summarized in Table III. The result is based on one run, owing to the limitation of
Table IV. Test error rates on CIFAR-10 for WideResNet28-4 with different regularization methods.

| estimation method       | prior $p(z)$ | number of models |       |       |
|-------------------------|--------------|------------------|-------|-------|
|                         |              | ×1               | ×16   |       |
| Ensemble-MLE            | —            | 6.05%            | 4.75% |       |
| Ensemble-MAP            | —            | 4.23%            | 3.14% |       |
| Bayesian-Hypernetworks  | —            | failed           | failed|       |
| Hypernetwork            | $\mathcal{N}(0,1)$ | 4.65%            | 4.06% |       |

computational resources.

4.4 Comparison with other methods

We also evaluated the basic ensemble of the models trained with MLE and MAP estimation and compared them with our methods. We call them Ensemble-MLE and Ensemble-MAP. We used the models trained with different sets of initial weight parameters. The results of Ensemble-MLE and Ensemble-MAP are based on one run. We used WideResNet28-4 and trained the networks for 800 epochs.

We also tried to examine the works by Krueger et al. [10]. Because they employed weight normalization, we examined it and confirmed that it does not work well for WideResNet.

The results are summarized in Table IV.

5. Discussion

5.1 Strategy for generating parameters

In this section, we discuss the strategy. Following Fig. 6, the accuracy was improved in all strategies. There was no obvious difference between them at $\times 16$, but at $\times 2$, $4$, and $8$, widening achieved the highest improvement. This is because the number of parameters increases when performing model averaging. For branching and parallelizing, when performing $\times N$ model averaging, the number of parameters also increases $N$ times. For widening, it increases $N^2$ times. When we take this point into consideration, there is no obvious difference among the strategies. Recall that widening and parallelizing are not the ordinary model averaging and are not guaranteed to work well. However, a previous study [27] showed that the ResNet behaves like ensembles of relatively shallow structures and therefore, all the strategies work well. Although we used the network of the same structure for each strategy in the experiment, we could use different network structures to improve these results. For example, we could use a single large hypernetwork that outputs all the parameters for the all-in-one strategy in order to build the relationship among all the parameters. However, it makes the hypernetwork so large that we cannot use large networks such as WideResNet as the primary network.

5.2 Prior $p(z)$

Here, we examine the priors. In Fig. 7, there was a difference between the priors $p(z)$. The accuracies of our models with $\mathcal{U}(-1,1)$ and $\mathcal{N}(0,1)$ are worse than that of the MAP estimation at $\times 1$ but are better at $\times 16$. In contrast, the accuracies of our models with $\mathcal{U}(0,1)$ and $\mathcal{|N}(0,1)|$ are competitive with that of the MAP estimation at $\times 1$ but show limited improvement at $\times 16$. For ensembles, the improvement of the accuracy generally depends on the diversity of the models ensembled [28]. Because model averaging is deeply related to the ensemble, we can evaluate model averaging by the evaluation methods used for the ensemble. Although there is no absolute indicator for the diversity that prompts the improvement of accuracy, we can evaluate the diversity by the double fault [29]. The double fault is defined as the ratio of test data that two models misclassify together. A small number of samples misclassified only once suggests that the two models classify images with similar boundaries and the diversity is low.

To determine the values more accurately, we used four models (it may thus be better to call it quadruple fault). When a model is trained from scratch four times and each trial converges to the
Table V. Quadruple faults ($\times 10^4$) on CIFAR-10 for WideResNet28-4 generated by hypernetwork with different priors of distributions and vanilla WideResNet with MAP estimation.

| estimation method | prior $p(z)$ | four times | three times | two times | one time |
|-------------------|--------------|------------|-------------|-----------|----------|
| Hypernetwork      | $\mathcal{N}(0, 1)$ | 269        | 109         | 130       | 225      |
|                   | $\mathcal{U}(-1, 1)$ | 259        | 126         | 133       | 210      |
|                   | $\mathcal{U}(0, 1)$ | 389        | 19          | 20        | 24       |
|                   | $|\mathcal{N}(0, 1)|$ | 405        | 24          | 19        | 25       |
| MAP               | —            | 196        | 123         | 173       | 314      |

same parameter values, all of the four trained models classify a sample into the same class. In this case, no samples are misclassified one, two, or three times, but some samples are misclassified four times. If each trial converges to its own parameter values, each trained model classifies a sample its own measure. Then, many samples are misclassified by only one model and a limited number of samples are misclassified by all four of the trained models. Hence, many samples misclassified one to three times indicates a high diversity of the trained models, whereas a large number of samples misclassified four times indicates a limited diversity of the trained models.

For our proposed method, we generated four sets of the primary networks’ parameters by a single hypernetwork and calculated the quadruple fault among networks using these parameters. For the MAP estimation, we trained four models from different initial values of the parameters and calculated the quadruple fault among them. Table V shows the results of the quadruple faults for WideResNet28-4 generated by a hypernetwork with different distributions and trained with the MAP estimation. We used the all-in-one strategy. The numbers of samples misclassified one, two, three, and four times are shown in the table. For example, the number in the column of “three times” is the number of test samples misclassified by three of the four models. Looking at the column of “four times”, our models with $\mathcal{U}(0, 1)$ and $|\mathcal{N}(0, 1)|$ have large values and our models with $\mathcal{U}(-1, 1)$ and $\mathcal{N}(0, 1)$ have lower values. The MAP estimation has the lowest value. This implies that the diversities of our model with $\mathcal{U}(0, 1)$ and $|\mathcal{N}(0, 1)|$ are smaller than that of others because samples misclassified four times have little chance to be classified successfully when doing model averaging or ensembling. These results are consistent with the performance improvement rates of accuracy in Fig. 7.

5.3 Size of hypernetworks and performance

Here, we discuss the performance and the computational cost of our method. The additional computational cost of our method is due to the hypernetworks and the cost depends on the unit size of the hypernetworks. Figure 8 shows that the hypernetwork produced results robustly over the range of $8 < h_{dim} < 128$ for both WideResNet28-4 and WideResNet28-1. This implies that the size $z_{dim} = 16$ is sufficient for our purpose and the best size is robust to the size of the primary network.

In this case, the increase in the computational complexity is almost negligible compared to that of the primary CNN. We calculated the computational complexity following [30]; a WideResNet 28-4 requires $0.85 \times 10^3$ operations per $32 \times 32$ RGB image, and our proposed hypernetwork with $z_{dim} = 32$ increases the computational complexity by $0.18 \times 10^3$ operations per mini-batch. In the training phase, we drew a single weight set per mini-batch from a hypernetwork and used the weight set for all images in the mini-batch; this is the same strategy as [10]. Because the mini-batch size was 128 in our experiments, the increase in the computational complexity was 0.2%. With an increase in the number of images per mini-batch, the computational complexity of the hypernetwork becomes more negligible. Because we use a hypernetwork for each convolution layer, we could run the hypernetworks in parallel. However, the parallel computation of the CNN has been highly optimized by the NVIDIA cuDNN library compared to that of the fully connected networks used in the hypernetworks; a WideResNet 28-4 with our proposed hypernetwork requires a computational time approximately twice as long as the plain WideResNet. Once the library is optimized for the hypernetworks, we consider the time
complexity approaches the theoretical computational complexity. In the inference phase, if we do not perform model averaging, we can fix the drawn weight set and remove the hypernetworks. Then, the computational and time complexity are identical to those of the plain CNN. The model averaging increases in the computational complexity proportionally to the number of models involved; we can adjust the trade-off between the computational complexity and the performance by determining the number of models.

5.4 Comparison with other CNNs and other datasets
In Table I, we found that the proposed method achieved better results on WideResNet and ResNeXt, and competitive results on Pyramidal ResNet. This shows the successful regularization effect of our method. ResNeXt has a similar structure to WideResNet; it has multiple ResBlocks of the same channel size. Conversely, Pyramidal ResNet has ResBlocks of various channel sizes. Therefore, our proposed method could prefer a repetitive structure rather than Pyramidal ResNet.

Following the results in Table II, the proposed method with the prior \( p(z) \) of \( \mathcal{U}(0, 1) \) and \( \mathcal{N}(0, 1) \) was competitive to the baseline of SVHN [26]. With model averaging, our proposed method with the prior \( p(z) \) of \( \mathcal{N}(0, 1) \) outperformed the baseline. These results indicate that the proposed method is applicable not only to CIFAR10 dataset but also to SVHN dataset.

Following the results in Table III, the proposed method yielded slightly worse results on ImageNet than the baseline. In the experiments on the the CIFAR-10 and the SVHN datasets, the training error converged to almost zero while the test error showed certain positive values; these results imply a slight overfitting of the CNNs. Conversely, in the experiments on ImageNet, the training error remained at a similar level to the test error. This suggests that the ResNet50 underfitted to the training set owing to its limited expression ability compared to the dataset size, and hence, it does not require regularization. Huang et al. [31] obtained a similar result. A larger network will be explored in future work.

5.5 Comparison with other methods
Compared to Ensemble-MAP, Ensemble-MAP outperformed our proposed methods. Although Ensemble-MAP showed better results, the training cost of Ensemble-MAP is much larger than the proposed method; \( \times 16 \) Ensemble-MAP requires 16 times the computational cost in the training phase. However, as discussed in Sec. 5.3, our proposed model is trained only once, and the additional computational cost is negligible. Despite this fact, our proposed model can improve the performance by forming an ensemble. The improvement of diversity in the generated primary CNNs will be explored in future work.

5.6 Weight distributions
We examined the posterior distribution of weights learned by our proposed hypernetworks. Figure 9 depicts 1000 scatter samples of a specific pair of weight parameters from the posterior of WideResNet28-4 with the prior \( \mathcal{U}(0, 1) \) and \( \mathcal{N}(0, 1) \). The results show that the pair of weight parameters forms distributions with covariances. With the prior of \( \mathcal{N}(0, 1) \), the correlations were relatively small (approximately 0.15 on average), but we can find higher-order correlations and skewness in Fig. 9 (a). In contrast, the weight parameters learned with Bayes by Backprop [9] have no covariance by definition and the MAP estimation is a point estimate. We conclude that our proposed method successfully obtains a variational posterior that has a complicated shape compared to conventional methods.

We also calculated the Pearson correlation coefficients between random pairs of weight parameters and examined the differences among the all-in-one, block-wise, and layer-wise strategies with the prior \( \mathcal{U}(0, 1) \). When we randomly chose 1000 pairs of weight parameters from the same ResBlock, the average of the absolute correlation was 0.979 for the all-in-one strategy, 0.970 for the block-wise strategy, and 0.364 for the layer-wise strategy. When we chose 1000 pairs of weight parameters randomly from different ResBlocks, the average was 0.943 for the all-in-one strategy, 0.007 for the block-wise strategy, and 0.008 for the layer-wise strategy. These results indicate that our proposed
method obtains stochastic weight parameters with correlations, and we can restrict the co-adaptations across subparts by choosing the strategies appropriately. The error rates were nonetheless robust to the strategies as shown in Fig. 6.

6. Conclusions
We proposed new regularization methods for large-scale CNNs. We used hypernetworks as approximate posterior of the parameters and trained the model with cross-entropy loss. By estimating the parameters as probabilistic distributions, it is expected that the stochastic behavior of the parameters regularizes the learning process. Moreover, we can perform Bayesian model averaging to improve the performance. We applied the proposed method to various CNNs and demonstrated its regularization. We compared three strategies for generating the parameters and found that the regularization and the model averaging effect are similar for WideResNet. We also compared four priors $p(z)$ and found that the regularization and the model averaging effect depend on them.
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