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ABSTRACT. In this short note we outline a simple probabilistic proof of the Gauss-Bonnet formula for compact Riemannian manifolds with boundary, which adapts to this setting an argument due to Hsu [Hs1, Hs2] in the closed case. The new technical ingredient is the Feynman-Kac formula for differential forms satisfying absolute boundary conditions proved in [dL]. Combined with the so-called supersymmetric approach to index theory, this leads to a path integral representation of the Euler characteristic of the manifold in terms of normally reflected Brownian motion whose short time asymptotics clarifies the role played by the shape operator in determining the boundary contribution to the formula. As a consequence we obtain the expected local Gauss-Bonnet formula which upon integration yields the desired global result.

1. INTRODUCTION

Let \((X, g)\) be a closed, oriented Riemannian manifold of even dimension \(n \geq 2\). The Gauss-Bonnet formula computes the Euler characteristic of \(X\) as

\[
\chi(X) = \int_X \mathcal{P}(R) \, dX,
\]

where \(\mathcal{P}(R)\) is a universal polynomial expression in the curvature tensor \(R\) of \(g\). In case \(X\) carries a smooth boundary \(Z\) one has

\[
\chi(X) = \int_X \mathcal{P}(R) \, dX + \int_Z \mathcal{Q}(R, A) \, dZ,
\]

where \(\mathcal{Q}(R, A)\) is another universal expression which also depends on the shape operator \(A\) of \(Z\). Taken together, these results express a topological invariant of a compact manifold by integrating locally defined, metric dependent quantities and therefore are cornerstones in Riemannian Geometry.

The case \(n = 2\) is of course a classical accomplishment. In 1925, H. Hopf [H] started the higher dimensional saga by establishing (1.1) for hypersurfaces in \(\mathbb{R}^{n+1}\). Combining this with Weyl’s tube formula, Allendoerfer [A] proved (1.1) in case the metric is induced by an isometric embedding \(X \hookrightarrow \mathbb{R}^N\) for some \(N\). Also, Fenchel [F] gave an independent proof of this same result. An authoritative account of this stage of the theory can be found in [Gr]. We remind however that Nash’s embedding theorem was not available at the time, so Allendoerfer and
Weil [AW] tackled the general problem by first proving a version of (1.2) for embedded Riemannian polyhedra $P \hookrightarrow \mathbb{R}^N$ and then applying the result to the cells of a sufficiently refined triangulation of the given manifold, which is justified since any such cell could be isometrically embedded by a classical result due to Cartan and Janet. Summing up over the cells and performing the necessary cancellations, proofs of (1.1) and (1.2) emerge in full generality.

A major breakthrough occurred soon afterwards when Chern [Ch1, Ch2] discovered intrinsic proofs of (1.1) and (1.2), an accomplishment so famous that usually these expressions are termed Gauss-Bonnet-Chern formulae. Later on, with the advent of index theory, it was realized that the Euler characteristic is the Fredholm index of a natural elliptic operator acting on differential forms, which led to attempts to prove the formula by asymptotic methods [MS]. In the closed case, this was first achieved by Patodi [P] and then, in a broader context, by Gilkey [G1] and Atiyah-Bott-Patodi [ABP]. Finally, a heat equation proof of (1.2) appeared in [G2].

The refinement of the supersymmetric approach by physicists [A-G, FW] eventually led to a whole new generation of heat equation proofs in index theory [BGV, R, Y]. Almost simultaneously, probabilistic methods started being effectively used to access these results [B]. In the context of (1.1) above, a rather transparent argument along these lines appears in [HS1, HS2], where it is shown that the corresponding local Gauss-Bonnet formula is a direct consequence of the path integral representation of the heat semigroup of the Hodge Laplacian acting on differential forms derived from a suitable Feynman-Kac formula. The situation is much more complicated in the presence of a boundary essentially because, as explained in [dL], the relevant boundary condition for differential forms is of mixed type, so that a naive application of Itô's calculus fails to provide an appropriate Feynman-Kac formula for the corresponding Hodge Laplacian. In particular, the problem of figuring out in this context how the extrinsic geometry of the boundary, impersonated by the shape operator, contributes to the final formula in (1.2) is far from trivial. We note however that a rather involved solution to this problem, which relies on an excursion theory for the reflected Brownian motion developed in [IW], has appeared in [SUW].

The purpose of this note is to point out that the simple and elegant argument in [HS1, HS2] can be adapted to handle (1.2) above. The new technical input is the Feynman-Kac formula for differential forms established in [dL]; see Theorem 2.1 below. This new formula clarifies the role played by the shape operator in the path integral representation of the heat semigroup associated to the Hodge Laplacian acting on differential forms satisfying absolute boundary conditions and allows us to easily carry out the “fantastic cancellations” leading to (1.2). In particular, the argument dispenses altogether with the modified Malliavin calculus used in [SUW]. Satisfyingly enough, the method also gives the Gauss-Bonnet formula for $n$ odd, which actually reduces to a purely topological statement, namely,

\begin{equation}
\chi(X) = \frac{1}{2} \chi(Z).
\end{equation}

The main results here are Theorems 4.1 and 4.3 below, which establish the local Gauss-Bonnet formulae in the even and odd dimensional cases, respectively. Their proofs, which are carried out in Section 4, rely on a path integral representation for the Euler characteristic whose proof combines the Feynman-Kac formula, which is described in Section 2, with the so-called supersymmetric approach to index
theory, reviewed in Section 3. We also collect in Appendix A the technical facts on the reflected Brownian holonomy needed in the argument.
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2. THE FEYNMAN-KAC FORMULA AND ITS CONSEQUENCES

Here we review the Feynman-Kac formula proved in [dL]; see also [Hs3] for an important previous contribution. As usual, we resort to the so-called Eells-Elworthy-Malliavin approach to stochastic analysis on manifolds, as exposed in [Hs2].

Let \( (X,g) \) be a compact Riemannian manifold of dimension \( n \geq 2 \), which we assume to be oriented. We denote by \( \nabla \) the Levi-Civita connection acting on tensor fields over \( X \) and assume that the (non-empty) boundary \( Z \) is oriented by the inward unit normal vector field \( \nu \). For simplicity of notation, in the following we identify \( p \)-forms to \( p \)-vectors in the usual manner, relying on the tacit assumption that all vector spaces in sight are endowed with natural inner products induced by \( g \).

Definition 2.1. We say that a (not necessarily homogeneous) differential form \( \omega \) on \( X \) satisfies absolute boundary conditions (or it is absolute, for simplicity) if there holds

\[
\nu \downarrow \omega = 0, \quad \nu \downarrow d\omega = 0,
\]

along \( Z \).

The elementary identity \( I = \nu \downarrow \nu \wedge + \nu \wedge \downarrow \nu \) induces an orthogonal decomposition

\[
\wedge TX|_Z = \text{Ran} \nu \downarrow \nu \wedge \oplus \text{Ran} \nu \wedge \downarrow \nu,
\]
corresponding to the standard splitting of \( \omega \) into its tangential and normal components. We denote by \( \Pi_{\text{tan}} \) and \( \Pi_{\text{nor}} \) the corresponding orthogonal projections, respectively. We then say that a form \( \omega \) is tangential if \( \Pi_{\text{nor}} \omega = 0 \). Thus, (2.4) says that both \( \omega \) and \( d\omega \) are tangential.

For our purposes, the differential condition in (2.4) should somehow be rephrased in terms of the shape operator of \( Z \). This requires an algebraic formalism that we now recall. If \( E \) is a finite dimensional vector space and \( B \in \text{End}(E) \), we denote by \( DB \) the natural extension of \( B \) to \( \text{End}(\wedge E) \) as a derivation. Notice that \( DB \) preserves degrees of forms and accordingly we set \( DB = DB|_{\wedge p E} \). Also, if \( S = T \otimes U \in \text{End}(E) \otimes \text{End}(E) \) we define \( DS \in \text{End}(\wedge E) \) by \( DS = -DT \circ DU \), so that \( DS_p = DS|_{\wedge p E} \).

We apply this first with \( B = A \), where \( A = -\nabla \nu \) is the shape operator of \( Z \), which we extend to \( TX \) by declaring that \( A\nu = 0 \). As another instance of the formalism in action take \( S = R \), the curvature tensor of \( (X,g) \). Then the celebrated Weitzenböck decomposition on \( p \)-forms reads as

\[
\Box_p = \Delta_p + DR_p,
\]

where \( \Box = (d + d^*)^2 = dd^* + d^*d \) is the Hodge Laplacian, with \( d^* \) being the \( L^2 \) adjoint of the exterior differential \( d \), and \( \Delta \) is the Bochner Laplacian.

With this terminology at hand, the following reformulation of (2.4) is crucial in our context.
Proposition 2.1. [dL, Proposition 5.1] A differential form \( \omega \) is absolute if and only if

\[
\Pi_{\text{nor}} \omega = 0, \quad \Pi_{\text{tan}} (\nabla_\nu - DA) \omega = 0.
\]

Thus, absolute boundary conditions are of mixed type in the intermediate range

\[1 \leq p \leq n - 1,\]

that is, they are Dirichlet in normal directions and Robin in tangential directions.

Let \( x_t, t \geq 0 \), be the (normally) reflected Brownian motion on \( X \) starting at some \( x_0 \). Recall that \( x_t = \pi \tilde{x}_t \), where \( \pi : P_{\text{SO}}(X) \to X \) is the principal bundle of oriented orthonormal frames and \( \tilde{x}_t \) is the horizontal reflected Brownian motion starting at \( \tilde{x}_0 \), whose anti-development is the standard Brownian motion \( b_t \) in \( \mathbb{R}^n \). Formally, \( \tilde{x}_t \) satisfies the stochastic differential equation

\[
d\tilde{x}_t = \sum_{i=1}^{n} H_i(\tilde{x}_t) \circ dB^i_t + \nu^\dagger(\tilde{x}_t) d\lambda_t,
\]

where \( \{H_i\}_{i=1}^{n} \) are the fundamental horizontal vector fields, the dagger means the standard equivariant lift (scalarization) of tensor fields on \( X \) to \( P_{\text{SO}}(X) \) and \( \lambda_t \) is the boundary local time associated to \( x_t \). A crucial observation here is that \( \lambda_t \) is a non-decreasing process which only increases when the path hits the boundary.

As already mentioned, a naive application of Itô’s calculus fails to deliver a Feynman-Kac formula describing the action of the heat semigroup \( e^{-\frac{1}{2}t\square} \) on absolute differential forms, the reason being that this formalism turns out to be unable to detect the orthogonal projections appearing in (2.7); see [dL, Section 5] for a detailed discussion of this point. To remedy this, we follow [Hs3] and consider \( M_{\epsilon,t} \in \text{End}(\wedge \mathbb{R}^n) \) satisfying

\[
dM_{\epsilon,t} + M_{\epsilon,t} \left( \frac{1}{2} DR^\epsilon_t(\tilde{x}_t) dt + DA^\epsilon_t(\tilde{x}_t) d\lambda_t \right) = 0, \quad M_{\epsilon,0} = I,
\]

where \( \epsilon > 0 \) and

\[
DA^\epsilon_t = DA^t + \epsilon^{-1} \Pi_{\text{nor}}^\epsilon.
\]

Note that

\[
DA^\epsilon_t \omega = DA^t \omega,
\]

in case \( \omega \) is absolute. It is known that, as \( \epsilon \to 0 \), \( M_{\epsilon,t} \) converges in \( L^2 \) to an adapted, right-continuous multiplicative functional \( M_t \) with left limits satisfying

\[
M_t \Pi_{\text{nor}}(\tilde{x}_t) = 0, \quad \tilde{x}_t \in \pi^{-1}(Z);
\]

see [Hs3, dL].

Now, let \( \omega_0 \) be an absolute form, so that

\[
\omega_t = e^{-\frac{1}{2}t\square} \omega_0
\]

is the solution to the initial-boundary value problem

\[
\frac{\partial \omega_t}{\partial t} + \frac{1}{2} \square \omega_t = 0, \quad \lim_{t\to0} \omega_t = \omega_0, \quad \nu \cup \omega_t = 0, \quad \nu \cup d\omega_t = 0.
\]

Then a simple application of Itô’s formula to the process \( M_{\epsilon,t} \omega^\epsilon_{T-t}(\tilde{x}_t) \), \( 0 \leq t \leq T \), confirms that, in the limit \( \epsilon \to 0 \), Itô’s calculus is compatible with the mixed nature of the boundary conditions in (2.7). In this way the following fundamental Feynman-Kac formula is verified.

\[\text{\footnotesize 1}\] In what follows we use a tilde to indicate the horizontal lift of semimartingales to \( P_{\text{SO}}(X) \).
Theorem 2.1. [dL] Theorem 5.2] Under the conditions above,

\[(2.15)\] 
\[\omega_t^\dagger(\tilde{x}_0) = \mathbb{E}_{\tilde{x}_0}(M_t \omega_0^\dagger(\tilde{x}_t)).\]

Equivalently,

\[(2.16)\] 
\[\omega_t(x_0) = \mathbb{E}_{x_0}(M_t V_t \omega_0(x_t)),\]

where \(V_t = U_t^{-1}\) and \(U_t\) is the stochastic parallel transport acting on differential forms.

Now if

\[K(t; x, y) = \sum_{p=0}^{n} K_p(t; x, y) \in \text{End}(\wedge T_y X, \wedge T_x X)\]

is the heat kernel, i.e. the fundamental solution of \((2.14)\), we also have

\[(2.17)\] 
\[\omega_t(x) = \int_X K(t; x, y) \omega_0(y) dX_y.\]

In order to compare this with the path integral representation in \((2.16)\), we consider \(w_{s,x,y}, 0 \leq s \leq t\), the reflected Brownian bridge from \(x\) to \(y\) with lifetime \(t\), which is discussed in detail in Appendix A. It then follows that

\[K(t; x, y) = K_0(t; x, y) \mathbb{E}_{t;x,y}(M_t V_t),\]

where \(K_0\) is the Neumann heat kernel acting on functions, \(V_t\) is viewed under \(P_{t;x,y}\), the law of \(w_{s,x,y}\), and \(\mathbb{E}_{t;x,y}\) is the corresponding expectation. In particular, along the diagonal we have

\[(2.18)\] 
\[K(t; x, x) = K_0(t; x, x) \mathbb{E}_{t;x,x}(M_t V_t),\]

where here \(V_t\) is the reflected Brownian holonomy along (reversed) loops pinned at \(x\).

Remark 2.1. At least for 1-forms, a path integral representation for solutions of \((2.14)\) already appears in [IW, Chapter 6], where the result is first established for a half-space and then patched together in the usual manner in order to obtain the representation in the general case. The idea of using the discontinuous multiplicative functional \(M_t\) to address the problem, again for 1-forms, is due to Hsu [Hs3]. Besides leading to a Feynman-Kac formula in which the curvature operators \(DR\) and \(DA\) play similar roles, this represented a major simplification in comparison with the procedure in [IW]. This approach has been shown to work fine for forms of any degree in [dL], thus yielding Theorem 2.1.

3. The supersymmetric approach to Gauss-Bonnet

Similarly to the arguments in [G2, SUW], the initial step in our proof of \((1.2)\) makes use of the so-called supersymmetric approach to index theory. We include here a brief description of this formalism in our setting; the closed case is covered in detail in [CFKS][Hs2][R6].

Let

\[A^\bullet(X) = \bigoplus_{p=0}^{n} A^p(X)\]

be the space of smooth differential forms on \(X\). Notice that

\[(3.19)\] 
\[A^\bullet(X) = A^+(X) \oplus A^-(X),\]
where

\[ A^\pm(X) = \bigoplus_{(−1)^p±1} A^p(X), \]

which introduces a \( \mathbb{Z}_2 \)-grading on \( A^\bullet(X) \) associated to the parity operator \( \varepsilon \) given by

\[ \varepsilon|_{A^\pm(X)} = \pm \text{Id}|_{A^\pm(X)}. \]

If we impose absolute boundary conditions, the Hodge Laplacian \( \Box \) defines a well-posed elliptic boundary value problem \([S]\), so we may consider the heat semigroup \( e^{−\frac{t}{2}\Box} \) appearing in \((2.13)-(2.14)\). We have the corresponding spectral decomposition

\[ L^2 A^\bullet(X) = H^0_{0,a} \bigoplus \prod_{\mu_i > 0} H^\pm_{\mu_i,a}, \]

where \( H^\pm_{\mu_i,a} = H^\mu_{\mu_i,a} \cap A^\pm(X) \); see \([S]\).

From \((2.17)\) we know that \( e^{−\frac{t}{2}\Box} \) is trace class, so we may consider the Witten index \( W_t = \text{Str} e^{−\frac{t}{2}\Box} \), where \( \text{Str} = \text{trace} \circ \varepsilon \). Clearly,

\[ W_t = \sum_{\mu_i \geq 0} e^{−\frac{t}{2}\mu_i} \left( \dim H^\mu_{\mu_i,a} - \dim H^-_{\mu_i,a} \right). \]

Now define the Dirac-type operators \( D = d + d^* : A^\bullet(X) \to A^\bullet(X) \) and

\[ D_\pm = D|_{A^\pm(X)} : A^\pm(X) \to A^\mp(X). \]

With respect to the grading \((3.19)\),

\[ \Box = D^2 = \begin{pmatrix} \Box_+ & 0 \\ 0 & \Box_- \end{pmatrix}, \quad \Box_+ = D_+ D_- \]

Proposition 3.1. If \( \mu_i > 0 \) then \( D_\pm : H^\pm_{\mu_i,a} \to H^\pm_{\mu_i,a} \) are isomorphisms.

Proof. First we need to check that these operators are well defined. We first show that they preserve absolute boundary conditions. We shall use that \( \Pi_{\text{tan}} d = d \Pi_{\text{tan}} \), \( \Pi_{\text{nor}} d^* = d^* \Pi_{\text{nor}} \) and that the Hodge star operator * intertwines the projections, that is, \( \Pi_{\text{nor}} * = * \Pi_{\text{tan}} \) and \( \Pi_{\text{tan}} * = * \Pi_{\text{nor}} \); see \([S]\) Proposition 1.2.6]. Clearly, it suffices to prove the property for \( D \). Let us take \( \omega \in \mathcal{H}_{\mu_i,a} \), so that \( \Pi_{\text{nor}} \omega = 0 \), \( \Pi_{\text{nor}} d\omega = 0 \) and \( \Box \omega = \mu_i \omega \). We have

\[ \Pi_{\text{nor}} D\omega = \Pi_{\text{nor}} d\omega + \Pi_{\text{nor}} d^* \omega = d^* \Pi_{\text{nor}} \omega = 0, \]

and similarly,

\[ \Pi_{\text{nor}} dD\omega = \Pi_{\text{nor}} d^2 \omega + \Pi_{\text{nor}} dd^* \omega = \mu_i \Pi_{\text{nor}} \omega - \Pi_{\text{nor}} d^* \omega = -d^* \Pi_{\text{nor}} d\omega = 0, \]

which shows that \( D\omega \) is absolute indeed.
Now take $\varphi \in \mathcal{H}_{\mu_{i,a}}^*$, $\varphi \neq 0$, for some $\mu_i > 0$. Thus, $D_- D_+ \varphi = \Box_+ \varphi = \mu_i \varphi$ and $D_+ \varphi = 0$ implies $\varphi = 0$, a contradiction. Thus, $D_+ \varphi \neq 0$ lies in $A^*(X)$ and

$$\Box_+ D_+ \varphi = D_+ D_- D_+ \varphi = D_+ (\Box_+ \varphi) = \mu_i D_+ \varphi,$$

so that $D_+ \varphi \in \mathcal{H}_{\mu_{i,a}}^-$. This shows that $D_+ : \mathcal{H}_{\mu_{i,a}}^+ \to \mathcal{H}_{\mu_{i,a}}^-$ is injective. On the other hand, if $\psi \in \mathcal{H}_{\mu_{i,a}}$, $\psi \neq 0$, then by the previous argument we know that $D_- \psi \in \mathcal{H}_{\mu_{i,a}}^+$ is non-zero and $D_+(\mu_i^{-1} D_- \psi) = \mu_i^{-1} \Box_- \psi = \psi$, showing that $D_+ : \mathcal{H}_{\mu_{i,a}}^+ \to \mathcal{H}_{\mu_{i,a}}^-$ is surjective. A similar argument shows that $D_- : \mathcal{H}_{\mu_{i,a}}^- \to \mathcal{H}_{\mu_{i,a}}^+$ is an isomorphism as well.

By (3.20) and (3.21), this pairwise cancellation of eigenspaces in positive energy levels implies that $W_i$ actually does not depend on $t$. In fact, $W_i = \chi(X)$. Combining this with the heat kernel representation (2.17) we finally obtain the celebrated McKean-Singer formula for the Euler characteristic:

$$\chi(X) = \int_X \text{Str} \ K(t;x,x) \, dX_x, \quad t > 0. \quad (3.22)$$

Just to put our contribution in its proper perspective, we now say a few words about the conventional, non-probabilistic approach to Gauss-Bonnet via (3.22). This relies on the prospect that as $t \to 0$ the integral in the right-hand side above splits as a sum of an integral over $X$ and another one over a tiny collar neighborhood of $Z$, so that (1.2) is retrieved in the limit. Indeed, from general principles it is known that as $t \to 0$ the trace of the heat kernel $K^\pm$ of $e^{-\frac{t}{2} \Box}$ admits the asymptotic expansion

$$\text{trace} \, K^\pm(t;x,x) \sim \sum_{d \geq 0} \left( (A^+_{d}(x) + B^+_{d}(x)) \right) t^{-d/2},$$

where $B^+_{d} \equiv 0$ and for $d \geq 1$, $B^+_{d}$ localizes around $Z$ in the sense that it dies out exponentially as $t \to 0$ outside any given neighborhood of the boundary. It follows from (3.22) that

$$\chi(X) = \int_X \left( A^+_{d}(x) - A^-_{d}(x) \right) \, dX_x + \int_Z \left( B^+_{d}(x) - B^-_{d}(x) \right) \, dZ_x.$$

Thus, the usual heat equation proof of the Gauss-Bonnet formula ultimately reduces to checking that the integrands above can be identified to the respective Gauss-Bonnet integrands in (1.2). These are the “fantastic cancellations” mentioned in [MS], a terminology justified by the fact that the coefficients $A^+_{d}$ and $B^+_{d}$ in the heat trace expansions above depend in principle on higher order derivatives of the metric whereas the Gauss-Bonnet integrand only involves derivatives up to second order. Nonetheless, a proof of (1.2) has been carried out along these lines in [G2]. In fact, it is also proved there that

$$A^+_{d} - A^-_{d} = 0, \quad B^+_{d} - B^-_{d} = 0, \quad 0 \leq d < n,$$

which then implies that the integrand in (3.22) converges, as $t \to 0$, to the Gauss-Bonnet integrands. This is the celebrated local Gauss-Bonnet formula. We shall prove similar results in Theorem 4.1 and 4.3 below, but here we shall take an alternate route dictated by our usage of stochastic machinery. More precisely, instead of relying on (3.22), our proof of the local Gauss-Bonnet formula confirms that the integrand in the path integral representation for the Euler characteristic in (1.2) below converges as $t \to 0$ to the Gauss-Bonnet integrands in (1.2).
4. THE PROOF OF THE GAUSS-BONNET FORMULA

We now outline our proof of the Gauss-Bonnet formula (1.2). Of course we adhere here to the probabilistic tenet and instead of using (3.22) as in [G2] we follow [Hs2] and appeal to (2.18) in order to obtain a path integral representation for the Euler characteristic, namely,

\[
\chi(X) = \int_X K_0(t; x, x) E_{t; x, x} \text{Str} (M_t V_t) dX, \quad t > 0.
\]

Roughly speaking, the strategy consists in first showing that, as \( t \to 0 \), the quantity \( E_{t; x, x} \text{Str} M_t V_t dX \) admits a polynomial expansion in powers of \( t^{1/2} \) (of course this becomes an expansion in powers of \( t \) in the closed case, as already explained in [Hs2], so the half-integer powers arise because of the boundary). Taking into account the well-known fact that \( K_0(t; x, x) \sim (2\pi t)^{-n/2} \) as \( t \to 0 \), we next check that in this expansion only the terms involving the power \( t^{n/2} \) survive in the asymptotic limit and moreover that the corresponding coefficients yield the expected Gauss-Bonnet integrands. As we shall see below, these cancellations follow rather straightforwardly from the specific differential equation (2.9) satisfied by the multiplicative functional \( M_{t, t} \) and standard estimates on the reflected Brownian holonomy \( V_t \). This line of thought will eventually lead to the following remarkable result, first considered in [G2] in connection with (3.22) above; see also [SUW].

**Theorem 4.1.** (Local Gauss-Bonnet with boundary in even dimension) If \( n \geq 2 \) is even then

\[
\lim_{t \to 0} (2\pi t)^{-n/2} E_{t; x, x} \text{Str} M_t V_t dX = b_n \text{Str} DR^{n/2} dX + \left( \sum_{2k+l=n-1} b_{n,k,l} \text{Str} DR^k DA^l \right) dZ,
\]

for some universal constants \( b_n \) and \( b_{n,k,l} \).

We first explain how the bulk term \( b_n \text{Str} DR^{n/2} \) shows up in the asymptotic limit. Observe that \( d\lambda_t = 0 \) on \( X \setminus Z \) so that there (2.9) reduces to

\[
dM_t + \frac{1}{2} M_t DR^1(\overline{x}_t) dt = 0,
\]

with no dependence whatsoever on \( \epsilon \). Thus we may assume that \( Z \) is empty, so the reasoning in [Hs2] applies. Of course this is just a manifestation of the well-known “principle of not feeling the boundary”, formally justified by means of Proposition A.3 which guarantees that, up to a \( \mathbb{P}_{t; x, x} \)-negligible set, the Brownian loop pinned at \( x \in M \setminus Z \) remains uniformly away from \( Z \) as \( t \to 0 \). In any case, we present here the argument for the sake of completeness. By iterating

\[
M_t = I - \frac{1}{2} \int_0^t M_r DR^1(\overline{x}_s) d\tau
\]

we find that

\[
M_t = \sum_{i \leq n/2} \frac{(-1)^i}{2i} M_i(t) + O(t^{n/2+1}),
\]

\[
\text{Str} (M_t V_t) = \sum_{i \leq n/2} \frac{(-1)^i}{2i} \text{Str} (M_i V_i) + O(t^{n/2+1}),
\]

\[
\text{Str} (M_t V_t) dX = \sum_{i \leq n/2} \frac{(-1)^i}{2i} \text{Str} (M_i V_i) dX + O(t^{n/2+1}).
\]
iterate and it from applying the only contributions to the asymptotic limit of the left-hand side of (4.24) coming from Proposition A.3. From Proposition A.2 we thus have

\[ V_t = \frac{n/2}{j!} \sum \frac{1}{j!} Dv_i + r(t), \]

with \( \mathbb{E}_{t,x,x|r}(t) | = O(t^{n/2+1}) \). From this and (4.25) we obtain

\[ M_t V_t = \sum_{i,j<2} \frac{(-1)^i}{j!} M_i(t) Dv_i + s(t), \]

with \( \mathbb{E}_{t,x,x|s}(s) = O(t^{n/2+1}) \). Now, the standard Berezin-Patodi cancellation [Hs2 Corollary 7.3.3] applies and we get

\[ \text{Str } M_i(t) Dv_i = 0, \quad 2i + j < n. \]

Since again by Proposition A.2 we know that, as \( t \to 0, \)

\[ \mathbb{E}_{t,x,x|M_i(t) Dv_i|} = O(t^{n+1}), \]

the only contributions to the asymptotic limit of the left-hand side of (4.24) coming from applying \( \mathbb{E}_{t,x,x|} \text{Str to (4.27)} \) occur when \( 2i + j \geq n \) and \( i+j \leq n/2 \), that is, \( j = 0 \) and \( i = n/2 \). By (4.26) this gives the first term in the right-hand side of (4.24).

We now turn to the boundary contribution in (4.24). By (2.9) this time we should iterate

\[ M_{e,t} = I - \frac{1}{2} \int_0^t M_{e,\tau} D R^4(\bar{x}_\tau) d\tau - \int_0^t M_{e,\tau} D A_t^k(\bar{x}_\tau) d\lambda_\tau, \]

along Brownian loops pinned at some \( x_0 \in Z \). We obtain

\[ M_{e,t} = \sum_{|I|\leq n/2-1/2} \frac{\cdots}{\text{curvature bi-degree}}(k,l) \frac{(-1)^{k+l}}{2k} \mathcal{N}_e(t) + \phi_e(t), \]

where \( \mathcal{N}_e(t) \) has “curvature bi-degree” \( I = (k,l) \) and \( |I| = k + l/2 \). This means that

\[ \mathcal{N}_e(t) = \sum_{|I|\leq n/2-1/2} \frac{\cdots}{\text{curvature bi-degree}}(k,l) \frac{(-1)^{k+l}}{2k} \mathcal{N}_e(t) + \phi_e(t), \]

where \( 0 \leq \tau_1 \leq \cdots \leq \tau_t \leq \tau_{t+1} \leq \cdots \leq \tau_{k+t} \leq t \) and the sum extends over expressions obtained from the displayed term by rearrangement of the factors in its integrand. Moreover, the remainder \( \phi_e \) collects similar terms satisfying \( |I| \geq n/2 \), with an \( M_{e,t} \) inserted in each term with exactly \( n \) curvature factors.

The localization around \( Z \) mentioned above is once again a consequence of Proposition A.3, namely, given \( \rho > 0 \) small, up to a \( \mathbb{P}_{t,x,x} \)-negligible set the Brownian loop pinned at \( x \in Z \) remains in the geodesic collar neighborhood \( B_\rho(Z) \) of radius \( \rho \) around \( Z \) as \( t \to 0 \). Notice that \( B_\rho(Z) \) is foliated by parallel hypersurfaces (the level sets of the distance function to \( Z \)). Thus, we may assume that \( \rho \to 0 \), so it suffices to evaluate (4.28) on forms of the type \( V_\omega \), where \( \omega \) is absolute along the
leaves of this foliation. By (2.11) this eliminates the dependence of (4.28) on \( \epsilon \) so in the limit \( \epsilon \to 0 \) we obtain

\[
M_t = \sum_{|I|\leq n/2-1/2} \frac{(-1)^{k+l}}{2^k} N_I(t) + \phi(t),
\]

where the right-hand side is obtained from (4.28) after replacing \( A^\epsilon_t \) by \( A^t \).

We now recall that

\[
\mathbb{E}_x \lambda_t = \int_0^t \int_Z K_0(s;x,y) dZ y \, ds = O(t^{1/2}),
\]

so that \( \mathbb{E}_{t,x,x} |\lambda_t| = O(t^{1/2}) \) as well, which gives \( \mathbb{E}_{t,x,x} |\phi(t)| = O(t^{n/2}) \). It follows that

\[
M_t V_I = \sum_{|I|,|J|\leq n/2-1/2} \frac{(-1)^{k+l}}{j!2^k} N_I(t) Dv^I_j + \xi(t),
\]

where \( \mathbb{E}_{t,x,x} |\xi(t)| = O(t^{n/2}) \). Moreover, since the endomorphisms only act on absolute (and hence tangential) forms, the Berezin-Patodi cancellation here asserts that

\[
\text{Str } N_I(t) Dv^I_j = 0, \quad 2|I| + j < n - 1.
\]

On the average, the remainder \( \xi(t) \) in (4.30) has exactly the same behavior as the Neumann heat kernel \( K_0 \) when \( t \to 0 \), thus yielding no asymptotic cancellation. We observe however that in the localization around \( Z \) mentioned above there holds \( dX_{|Z} = \zeta \wedge dZ \), so that for \( \zeta(t) = \zeta(w_{t,x,x}) \), \( E_{t,x,x} |\zeta(t)| \) measures the average normal displacement of the Brownian loop with respect to the boundary. In fact, it follows readily from (A.35) that \( \mathbb{E}_{t,x,x} |\zeta(t)| = O(t^{1/2}) \). Thus,

\[
M_t dX = \left( \sum_{|I|,|J|\leq n/2-1/2} \frac{(-1)^{k+l}}{j!2^k} N_I(t) Dv^I_j \right) \zeta(t) \wedge dZ + \xi(t) \zeta(t) \wedge dZ,
\]

where \( \mathbb{E}_{t,x,x} |\zeta(t)| \zeta(t) | = O(t^{n/2+1/2}) \). Combining this with (4.31) and the fact that, again by Proposition A.2

\[
\mathbb{E}_{t,x,x} |N_I(t) Dv^I_j \zeta(t)| = O(|I|^{|I|+j+1/2}),
\]

we conclude that the only contributions to the asymptotic limit of the left-hand side of (4.24) coming from applying \( E_{t,x,x} \text{Str} \) to (4.32) occur when \( 2|I| + j \geq n - 1 \) and \( |I| + j + 1/2 \leq n/2 \), that is, \( j = 0 \) and \( |I| = (n - 1)/2 \). By (2.11) we may replace \( A^\epsilon_t \) by \( A^t \) in (4.29) so as to obtain the second term in the right-hand side of (4.24) as \( t \to 0 \). This completes the proof of Theorem 4.1.

An immediate consequence of Theorem 4.1 as applied to (4.23), is the following foundational result first proved by Allendoerfer and Weil [AW].

**Theorem 4.2.** Let \( (X,g) \) be a compact Riemannian manifold of even dimension \( n \geq 2 \) with boundary \( Z \). Then

\[
\chi(X) = b_n \int_X \text{Str } DR^{n/2} \, dX + \sum_{2k+l=n-1} b_{n,k,l} \int_Z \text{Str } DR^k \, DA^l \, dZ.
\]

One easily computes that

\[
\text{Str } DR^{n/2} = c_n \sum_{i_1,i_2,...,i_{n-1,4n}} \delta^{i_1i_2...i_{n-1,4n}}_{j_1j_2...j_{n-1,4n}} R_{i_1i_2} R_{i_{n-1,4n}}... R_{j_1j_2} R_{i_{n-1,4n}}.
\]
a universal multiple of the Pfaffian, with similar expansions holding for the boundary integrands. The universal constants in the theorem can be explicitly computed either by carefully tracking the coefficients appearing in the various expansions along the proof or by simply evaluating the formula on the manifolds $S^l \times D^{n-l}$, $l = 0, 1, \ldots, n$. In either way we recover the standard statement of the theorem \cite{AW, Ch2, G2, SUW}.

**Corollary 4.1.** If $Z \subset X$ is totally geodesic then

$$\chi(X) = b_n \int_M \text{Str} \, DR^{n/2} \, dX.$$ 

**Proof.** Just observe that $l = n - 1 - 2k$ is odd, so the boundary integrands always display a power of $D A$.

We now prove (1.3). We first consider the local Gauss-Bonnet formula in this case.

**Theorem 4.3.** (Local Gauss-Bonnet with boundary in odd dimension) If $X$ has odd dimension $n \geq 3$ then

$$\lim_{t \to 0} (2\pi t)^{-n/2} \text{E}_{t \cdot x, x} \text{Str} \, M_t V_t dX = d_n \text{Str} \, D R_Z^{n/2} dZ,$$

for some universal constant $d_n$. Here, $R_Z$ is the curvature tensor of the induced metric on $Z$.

Since $n$ is odd, the argument leading to (4.24) already shows that no bulk term appears in (4.33). As for the boundary term, if we repeat the argument by taking into account that now $l = 2m$ is even, we get

$$\lim_{t \to 0} (2\pi t)^{-n/2} \text{E}_{t \cdot x, x} \text{Str} \, M_t V_t dX = \sum_{k+m} b_{n,k,m} \text{Str} \, D R^k \left( D A^2 \right)^m dZ,$$

with $D A^2 = D A$, where

$$A(z_1, z_2, w_1, w_2) = \det(\{Az_i, w_j\}).$$

It is not hard to check that

$$b_{n,k,m} = d_n \left( \frac{n-1}{k} \right),$$

so we end up with

$$\lim_{t \to 0} (2\pi t)^{-n/2} \text{E}_{t \cdot x, x} \text{Str} \, M_t V_t dX = d_n \text{Str} \, D (R + A) dZ.$$

Now, $R + A = R_Z$ by Gauss equation and the proof of Theorem 4.3 is completed. Leading this to (1.23) and applying Theorem 4.2 to $Z$, which is a closed even dimensional manifold, yields $\chi(X) = e_n \chi(Z)$, for some universal constant $e_n$, and evaluating this on a ball we conclude that $e_n = 1/2$. This completes the proof of (1.3).
APPENDIX A. THE REFLECTED BROWNIAN HOLOMONY

In this appendix we collect the technical facts regarding the reflected Brownian holonomy needed in previous sections. This is a direct refinement of the theory presented in [Hs2 Chapter 7], which deals with the closed case, so we omit some details.

As always, we consider a compact Riemannian manifold \((X, g)\) of dimension \(n \geq 2\) and with smooth boundary \(Z\). We denote by \(x_s, s \geq 0\), the associated reflected Brownian motion starting at \(x_0 = x\), whose law is \(\mathbb{P}_x\). Given \(y \in X\) and \(t > 0\), the reflected Brownian bridge \(w_{s:t,x,y}, 0 \leq s \leq t\), is the process defined by following \(x_s\) and conditioning it to hit \(y\) at time \(t\).

We need to figure out the stochastic differential equation satisfied by \(w_{s:t,x,y}\). We first observe that the law \(\mathbb{P}_{t,x,y}\) of \(w_{s:t,x,y}\) should be determined, via Kolmogorov’s extension theorem, by the finite dimensional marginal densities

\[
K_0(t; x, y) = \mathbb{E}_x \left[ \prod_{i=1}^r K_0(s_{i+1} - s_i; x_{i+1}, x_i) \right],
\]

where \(0 = s_0 < s_1 < \cdots < s_r < s_{r+1} = t\), \(x_0 = x\) and \(x_{r+1} = y\) and \(K_0\) is the Neumann heat kernel (the transition probability density of \(x_s\)). It follows that

\[
E_x := \frac{K_0(t - s; x_s, y)}{K_0(t; x, y)}, \quad s < t,
\]

satisfies

\[
\frac{d\mathbb{P}_{t,x,y}}{d\mathbb{P}_x}|_{\mathcal{F}_s} = E_x,
\]

where \(\mathcal{F}_s\) is the standard filtration associated to \(x_s\).

Now set

\[
E^t_x = \frac{K_0^t(t - s; x_s, y)}{K_0^t(t; x, y)},
\]

where \(K_0^t(s; u, y) = K_0(s; \pi u, y), u \in P_{SO}(X)\). Since \(\partial \log E^t_x / \partial \nu^t = 0\), Itô’s formula gives

\[
d \log E^t_x = \langle G_s^t, dB_s \rangle - \frac{1}{2} |G_s^t|^2 ds,
\]

where \(G_s = \nabla \log K_0(t - s; x_s, y)\). Thus, by Girsanov’s theorem, under \(\mathbb{P}_{t,x,y}\), the process \(\nu^t - \int_0^t G_r \, dr\) is a reflected Brownian motion. Comparing with (2.3) we conclude that \(\tilde{w}_{s:x,y}\) satisfies the stochastic differential equation

\[
d\tilde{w}_{s:x,y} = \sum_{i=1}^n H_i(\tilde{w}_{s:x,y}) \circ (dB^i_s + H_i \log K^t_0(t - s; \tilde{w}_{s:x,y}, y) ds) + \nu^t(\tilde{w}_{s:x,y}) d\lambda_s.
\]

Thus, reflected Brownian bridge is just reflected Brownian motion with an added drift involving the logarithmic derivative of \(K_0\). We note however that the drift is singular at \(s = t\). Fortunately, careful first order estimates of \(K_0\) allow us to bypass this difficulty and restore the semimartingale character of \(\tilde{w}_{s:x,y}\) at \(s = t\).

Proposition A.1. The reflected Brownian bridge \(w_{s:t,x,y}\) is a \(\mathbb{P}_{t,x,y}\)-semimartingale on the whole interval \([0, t]\).

Proof. We already know that \(\tilde{w}_{s:x,y}\) is a horizontal \(\mathbb{P}_{t,x,y}\)-semimartingale for \(s < t\). This allows us to explore (A.34) by applying Itô’s formula to the function

\[
J(s; u) := \log K^t_0(s; u, y).
\]
Since $\partial J(s;u)/\partial \nu^t = 0$, the extra boundary term in (A.34) plays no role in the final result. Thus, the procedure in [Hs2, Section 5.5] applies with no substantial modification and we end up with the estimate
\begin{equation}
|\nabla \log K_0(s;x,y)| \leq C \left( d_X(x,y) s^{-1} + s^{-1/2} \right),
\end{equation}
for $(s;x,y) \in (0,1) \times X \times X$, where $d_X$ is the intrinsic distance on $X$. Since
\begin{equation}
\mathbb{E}_{t;x,y} d_X(x,x_s)^N \leq C s^{N/2},
\end{equation}
for any integer $N > 0$, we get
\[ \mathbb{E}_{t;x,y} \int_0^t |\nabla \log K_0(t-s;x_s,y)| ds < +\infty, \]
which suffices to finish the proof. \hfill \square

This result allows us to estimate the stochastic parallel transport $U_t$ acting on differential forms along loops pinned at $x$ (Brownian holonomy). Note that if $t$ is small we have $U_t = e^{Du_t}$ for some $so_n$-valued process $u_t$.

**Proposition A.2.** For any integer $N > 0$ we have
\[ \mathbb{E}_{t;x,x} |U_t - I|^N \leq C t^N. \]
Equivalently,
\[ \mathbb{E}_{t;x,x} |u_t|^N \leq C t^N. \]

**Proof.** We compare with the proof of [Hs2, Lemma 7.3.4]. The idea is to apply Itô’s formula to a suitably chosen matrix-valued test function $F$ defined in a small invariant neighborhood of $PSO(X)$ around $\tilde{x}$. If $x \in X\setminus Z$ we choose the same $F$ as there. If $x \in Z$ we may choose $F$ so as to additionally satisfy Neumann boundary condition. In either case, the extra boundary term in (A.34) contributes nothing to the final result. This allows us to express powers of $U_t - I$ as a sum of terms whose expectations can be easily estimated by means of (A.35) and (A.36). \hfill \square

We also need to estimate from below the size under $\mathbb{P}_{t;x,x}$ of the subset of Brownian loops pinned at $x$ which remain inside a given geodesic ball $B_\rho(x)$ of radius $\rho > 0$ as $t \to 0$.

**Proposition A.3.** For any $\rho > 0$ there exists a constant $C = C_\rho > 0$ such that
\[ \mathbb{P}_{t;x,x} [x_s \in B_\rho(x) \text{ for all } s \leq t] \geq 1 - e^{-C/t}, \]
as $t \to 0$.

**Proof.** This is just [Hs2, Lemma 7.7.1] adapted to our purposes. In light of the discussion above, the proof can be implemented in quite the same way, so it is omitted. \hfill \square
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