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Abstract

We discuss the Donsker-Varadhan theory of large deviations in the framework of Hamiltonian systems thermostated by a Gaussian stochastic coupling. We derive a general formula for the Donsker-Varadhan large deviation functional for dynamics which satisfy natural properties under time reversal. Next, we discuss the characterization of the stationary states as the solution of a variational principle and its relation to the minimum entropy production principle. Finally, we compute the large deviation functional of the current in the case of a harmonic chain thermostated by a Gaussian stochastic coupling.

1 Introduction.

In the recent years, several studies of large systems out of equilibrium through fluctuation theory have been made [2, 3, 4, 5, 16, 18, 19, 20]. In a recent series of papers [28, 8, 29, 30, 31], it has been understood that in random systems driven out of equilibrium, the theory of large deviations provides naturally a variational characterization of the steady states which is related to the minimum entropy production principle. In this paper, we pursue this approach in the framework of thermostated lattices of Hamiltonian oscillators and investigate in this setting the Donsker-Varadhan large deviation theory [11, 12]. The existence of a large deviation principle for a chain of Hamiltonian oscillators has been already established in [39, 35], here we focus on the physical interpretation of the functional in terms of entropy production and on exact computations for Gaussian dynamics.

Thermostated lattices of Hamiltonian oscillators arise naturally in physics as they model either the contact with an environment, the nonlinearity of the dynamics or the randomness of initial conditions by effective stochastic Gaussian terms added to Hamilton’s equations of motion. For the class of models considered in this paper and introduced in section 2, the noise is degenerate as it acts only on some coordinates (the momenta). Building on [24], we introduce dynamics with a deterministic driving force which are analogous to the asymmetric dynamics in lattice gas models. These models satisfy the generalized detailed balance which is a relation...
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between the generator of the dynamics, a reference measure and a time-reversal breaking function that is a linear combination of the local energy currents.

In section 3 we rephrase the Donsker-Varadhan theory in our setting [39] and establish a useful formula (41) for the large deviation functional of processes which have natural properties under time reversal. This generalizes the formula expressing the functional as the Dirichlet form of the process in the case of reversible dynamics.

In section 3.2, we discuss, along the lines of [28, 29, 30, 31], the characterization of the stationary measures out of equilibrium in terms of a variational principle and we stress the differences and the peculiarities inherent to the Hamiltonian structure. In particular, Hamiltonian dynamics leaves the Gibbs (or Shannon) entropy invariant, thus it comes as no surprise that the so-called minimum (Gibbs) entropy production principle fails to determine correctly stationary states in systems out of equilibrium or even in equilibrium: it is blind to the Hamiltonian dynamics. The only part of the dynamics modifying entropy is the diffusion modeling the action of the thermostats which, in our case, act only on the momenta variables. The degeneracy of the dynamics (non-ellipticity) is the main reason for which the minimum entropy production fails to select the correct stationary state. We remark that in [8] (section 3.3), this principle was shown to be valid in the case of an Hamiltonian system coupled to a diffusion acting on all the variables. We analyze the interplay between the entropy producing part of the dynamics and the purely Hamiltonian part and show that the Donsker-Varadhan functional provides a variational characterization of the stationary measure (both in equilibrium and out of equilibrium) related to the minimum entropy production principle.

Finally in section 3.4, we recover from the symmetries of the Donsker-Varadhan functional the Gallavotti-Cohen symmetry [18, 19, 16, 21, 22, 23, 26, 14, 35].

In section 4 we focus on the large deviations of the heat current for thermostated lattices of harmonic oscillators. We compute exactly the functional and relate it to previous expressions derived for lattice gas models [3, 4, 5].

2 Models

We will first recall the general framework of Hamiltonian dynamics and define the relevant physical quantities in this context. In section 2.2, the notion of generalized detailed balance is introduced. It will be an important feature of the Hamiltonian systems with a stochastic forcing considered in this paper (see sections 2.3, 2.4 and 2.5).

2.1 Hamiltonian dynamics

We consider a one-dimensional lattice of \( N \) particles \((q, p) = (q_i, p_i)_{1 \leq i \leq N}\), each one moving around an equilibrium position, the position of the \( i \)-th particle is denoted by \( q_i \) and its momentum by \( p_i \). The systems we have in mind are described by a Hamiltonian, which is the energy function of the set of particles,

\[
H(q, p) = \sum_{i=1}^{N} \left[ \frac{p_i^2}{2} + V(q_i) + \frac{1}{2}(U(q_{i+1} - q_i) + U(q_i - q_{i-1})) \right].
\] (1)
We will consider either periodic boundary conditions (with the convention \(q_{N+1} = q_1\) and \(q_0 = q_N\)) or open systems with the convention \(q_0 = q_{N+1} = 0\). \(V\) is the potential energy corresponding to an interaction with an external substrate. \(U\) describes the potential energy of the interaction between nearest-neighbours. Precise assumptions on the growth of the potentials will be detailed in Section 3.1 along with the mathematical statements.

The positions \(q_i\) and momenta \(p_i\) of the particles obey the Hamilton’s equations,

\[
\dot{q}_i = \frac{\partial H}{\partial p_i}, \quad \dot{p}_i = -\frac{\partial H}{\partial q_i}.
\]

The generator of the Hamiltonian dynamics is given by

\[
L_H = \sum_{i=1}^{N} -\frac{\partial H}{\partial q_i} \frac{\partial}{\partial p_i} + \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q_i}.
\]

In order to describe the propagation of heat in the lattice, one defines a local energy function,

\[
h_i(p, q) = \frac{p_i^2}{2} + V(q_i) + \frac{1}{2}(U(q_i - q_{i+1}) + U(q_{i-1} - q_i)),
\]

such that \(H = \sum_{i=1}^{N} h_i\). The local energy transfer is identified with the transfer of mechanical energy between nearest-neighbours. The energy current is therefore defined through the time evolution of the local energy,

\[
\frac{dh_i}{dt} = L_H h_i = j_i - j_{i-1}
\]

with \(j_i\) the microscopic current of energy or heat between oscillator \(i\) and \(i+1\)

\[
j_i = -\frac{1}{2}U'(q_i - q_{i+1})(p_i + p_{i+1}).
\]

In section 4 we will investigate the large deviations of the spatial average of the current defined by

\[
J(q, p) = \frac{1}{N} \sum_{i=1}^{N} j_i.
\]

When such a Hamiltonian system is in thermal equilibrium at a temperature \(T = \beta^{-1}\), its statistical properties are described by the Boltzmann-Gibbs probability distribution over the phase space \(\mathbb{R}^{2N}\),

\[
\rho(p, q) = \frac{1}{Z} \exp \left(-\frac{1}{T}H(p, q)\right).
\]

Remark that with respect to that distribution, \(\langle p_i^2 \rangle = T\) and the averaged current is null \(\langle j_i \rangle = 0\). This last identity is straightforward because the equilibrium distribution is even under the reversal of momenta \(p \rightarrow -p\) while the current is odd.
2.2 The generalized detailed balance

We now recall the notion of reversibility in the framework of lattices of coupled oscillators. Then, we introduce the notion of \textit{generalized detailed balance} which will apply when the chain of oscillators is forced out of equilibrium by stochastic heat baths (sections 2.3 and 2.4) or a driving force (section 2.5).

In Hamiltonian dynamics, the variables $p$ basically describe the velocities of the particles and are therefore odd functions under time reversal. When isolated, those systems are reversible in the sense that if one lets evolve the particles from some initial conditions at time 0 up to some time $T$ and then reverse all momenta, Hamilton’s dynamics will take back the particles through the same trajectory but with reverse momenta. Thus in the case of Hamiltonian dynamics (with possibly a stochastic forcing), the standard notion of detailed balance has to take into account the reversal of momenta. We denote by $\Pi$ the operator which reverses momenta

$$\Pi(q, p) = (q, -p).$$ \hfill (9)

Let $P_t\left( ((q, p), (q', p')) \right)$ be the semi-group associated to an Hamiltonian dynamics with a stochastic perturbation (for a precise definition see sections 2.3 and 2.4) with initial data $(q, p)$ and final data $(q', p')$ at time $t$. We consider a probability measure with density $\rho(q, p)$ symmetric wrt to time reversal $\Pi\rho = \rho$. The dynamics is reversible wrt to the density $\rho(q, p)$ if for any time $t$

$$\rho(q, p) P_t\left( ((q, p), (q', p')) \right) = \rho(q', p') P_t\left( \Pi(q', p'), \Pi(q, p) \right).$$ \hfill (10)

Let $L$ be the generator of this dynamics and let $L^\dagger$ denote the adjoint with respect to the Lebesgue measure. The adjoint $L^\ast_{\rho}$ of the operator $L$ with respect to the measure with density $\rho(q, p)$ is defined by

$$L^\ast_{\rho} f(q, p) = \rho^{-1}(q, p) L^\dagger(\rho(q, p) f(q, p))$$ \hfill (11)

for any regular function $f(q, p)$. Alternatively, $L^\ast_{\rho}$ satisfies

$$\langle f L g \rangle_\rho = \langle g L^\ast_{\rho} f \rangle_\rho.$$ 

$L^\ast_{\rho}$ is therefore interpreted as the generator of the time reversed dynamics sampled with initial data distributed according to $\rho$. Applying (10) for an infinitesimal amount of time, the equivalent form of the detailed balance relation can be obtained

$$L^\ast_{\rho} = \Pi L \Pi,$$ \hfill (12)

where we used that the density $\rho$ satisfies $\Pi\rho = \rho$. For stochastic dynamics, the usual detailed balance relation does not involve the time reversal operator, however we keep the same terminology for simplicity.

For general Hamiltonian systems coupled to stochastic thermostats, the reversibility may not hold and (12) has to be replaced by the \textit{generalized detailed balance relation} (see for example [14]) which can be defined as follows
Definition 1 We consider an evolution with generator $L$ and $\rho(q,p)$ a reference measure such that $\Pi \rho = \rho$. If there exists a function $\sigma(q,p)$ such that
\[ L_p^* = \Pi L \Pi + \sigma, \quad \text{and} \quad \Pi \sigma = -\sigma, \tag{13} \]
then the triplet $(L, \rho, \sigma)$ is said to satisfy a generalized detailed balance relation. By convention in (13), $\sigma$ acts as a multiplication operator.

This definition will be illustrated in the examples introduced in sections 2.3, 2.4 and 2.5. In equilibrium dynamics (when $\sigma = 0$) and when sampled with initial conditions distributed according to the equilibrium measure, the dynamics is equivalent to its time-reverse, this is the detailed balance principle. When the system is subject to some non-equilibrium dynamics forcing a heat current through the system, the stationary state looses its invariance under time-reversal ($\sigma \neq 0$). In Markovian systems, the generalized detailed balance is a central feature of the Gallavotti-Cohen symmetry [26, 16, 18, 21, 23, 34, 35] for the large deviation functional of the function $\sigma$ (see section 3.4).

Typically $\sigma$ is a function of the microscopic currents of energy in the lattice and the reference measure is an equilibrium or a local equilibrium distribution. A given dynamics may satisfy a generalized detailed balance relation with respect to different reference measures and different functions $\sigma$ (see section 2.4).

2.3 Heat in the bulk

The simplest perturbation of the Hamiltonian dynamics (2) is to couple each oscillator to a heat bath. The boundary conditions are fixed $q_0 = q_{N+1} = 0$ and each oscillator $i = 1, \ldots, N$ evolves according to
\[
\begin{align*}
    dq_i &= p_i dt \\
    dp_i &= -\gamma_i p_i dt - \frac{\partial H}{\partial q_i} dt + \sqrt{2\gamma_i T_i} \, dw_i,
\end{align*}
\tag{14}
\]
where the $w_i$ are standard independent Brownian motions, $T_i = \beta_i^{-1}$ is the temperature of each heat bath and $\gamma_i > 0$ is the friction. The generator of the dynamics is given by
\[ L = L_S + L_H \tag{15} \]
where the Hamiltonian part $L_H$ was introduced in (3) and the symmetric part is
\[ L_S = \sum_{i=1}^{N} -\gamma_i p_i \frac{\partial}{\partial p_i} + \gamma_i T_i \frac{\partial^2}{\partial p_i^2}. \tag{16} \]
When the temperatures $\{T_i\}_i$ are not equal, the reversibility is lost and the invariant measure unknown. The self-consistent chain [6], for which the temperatures $\{T_i\}_i$ are tuned in order to maintain a constant average microscopic current along the chain, falls in the framework of the dynamics (14).

We check now that this dynamics satisfies the generalized detailed balance (see definition 1). Given a collection of inverse temperatures $\beta = (\beta_1, \ldots, \beta_N)$, we take as a reference measure the following density
\[ \rho_\beta(p,q) = \frac{1}{Z} \exp(-\hat{H}(p,q)), \quad \text{with} \quad \hat{H}(p,q) = \sum_{i=1}^{N} \beta_i h_i(p,q), \tag{17} \]
where \( h_i \) are the local energies introduced in (4) and \( \beta_{i}^{-1} = T_{i} \) is the temperature of the heat bath at site \( i \). We compute now \( L_{\rho_{\beta}}^{\ast} \) the adjoint of \( L \) with respect to the measure \( \rho_{\beta} \). Since \( L_{S} = \Pi L_{S} \Pi \) and the stochastic part of the dynamics is reversible with respect to the measure \( \rho_{\beta} \), one has for any function \( f \)

\[
L_{S} f(q,p) = \rho_{\beta}^{-1}(q,p)L_{S}^{\dagger}(\rho_{\beta}(q,p)f(q,p)).
\]

We turn now to the Hamiltonian part. Thanks to the relation \( L_{H}^{\dagger} = -L_{H} \), we get

\[
\rho_{\beta}^{-1}L_{H}^{\dagger}L_{\rho_{\beta}} = \sum_{i=1}^{N} \beta_{i}L_{H}h_{i}.
\]

From (5), one has \( L_{H}h_{i} = j_{i} - j_{i-1} \) with the convention \( j_{0} = j_{N} = 0 \), thus

\[
\rho_{\beta}^{-1}L_{H}^{\dagger}L_{\rho_{\beta}} = \sum_{i=1}^{N} \beta_{i}(j_{i} - j_{i-1}) = -\sum_{i=1}^{N-1} (\beta_{i+1} - \beta_{i})j_{i}.
\]

Since \( \Pi L_{H} \Pi = -L_{H} = L_{H}^{\dagger} \), this implies that

\[
L_{\rho_{\beta}}^{\ast} = \Pi L_{S} \Pi + \sigma_{\beta}, \quad \text{with} \quad \sigma_{\beta} = -\sum_{i=1}^{N-1} (\beta_{i+1} - \beta_{i})j_{i}.
\]

Thus the triplet \((L, \rho_{\beta}, \sigma_{\beta})\) satisfies a generalized detailed balance relation and \( \sigma_{\beta} \) is a linear combination of the local currents.

### 2.4 Heat at the boundary

If there are no heat baths in the bulk (\( \gamma_{i} = 0 \) for \( i = 2, \ldots, N-1 \)), the dynamics (14) represents a crystal of atoms heated at two different temperatures at its boundaries. The equations of motion are given by,

\[
dq_{i} = p_{i}dt, \quad i = 1, \ldots, N, \tag{22}
\]

\[
dp_{i} = -\frac{\partial H}{\partial q_{i}}(p,q)dt, \quad i = 2, \ldots, N-1,
\]

and,

\[
dp_{1} = -\frac{\partial H}{\partial q_{1}}(p,q)dt - \gamma p_{1}dt + \sqrt{2\gamma T_{1}}dw_{1}, \tag{23}
\]

\[
dp_{N} = -\frac{\partial H}{\partial q_{N}}(p,q)dt - \gamma p_{N}dt + \sqrt{2\gamma T_{N}}dw_{N},
\]

where \( T_{1} \) and \( T_{N} \) stand for the temperature of the left and right reservoirs, respectively, whereas \( w_{1} \) and \( w_{N} \) are two independent standard Wiener processes.

When \( T_{1} = T_{N} = T = \beta^{-1} \), the Gibbs measure (8) is invariant (stationary) for the stochastic dynamics defined above. For two different temperatures, existence, uniqueness and exponential convergence to an unique invariant state has been established under fairly general conditions on the potentials \( U \) and \( V \) \cite{9, 13, 15, 34}.
A computation similar to the case of heat baths in the bulk \cite{21} shows that the dynamics \cite{22} satisfies the generalized detailed balance (see definition \ref{1}) for any reference measure $\rho$ of the form \eqref{17}

\[ L^*_\rho = \Pi L \Pi + \sigma_\beta, \quad \text{with} \quad \sigma_\beta = -\sum_{i=1}^{N-1} (\beta_{i+1} - \beta_i) j_i, \tag{24} \]

provided the collection of inverse temperatures $\beta = (\beta_1, \ldots, \beta_N)$ is such that $\beta_1^{-1} = T_1$ and $\beta_N^{-1} = T_N$. Thus any $\sigma_\beta$ such that $\beta_1^{-1} = T_1$ and $\beta_N^{-1} = T_N$ will satisfy the Gallavotti-Cohen symmetry relation (see section \ref{3.4}). This was already observed in \cite{14, 34}.

### 2.5 Asymmetric periodic chain

Building on a previous work \cite{24}, we introduce new dynamics by adding a mechanical force which creates a current through the system. On a periodic lattice, these dynamics lead to non-equilibrium systems with non-vanishing currents and in this sense, they are reminiscent of the asymmetric processes in lattice gas dynamics \cite{36}.

We start with an heuristic discussion before giving the definition of the dynamics. If the heat baths are at different temperatures, the dynamics \eqref{22} is no longer reversible with respect to the Gibbs measure or any “local equilibrium” measure $\rho$. As observed in \eqref{24}, the function $\sigma$ which breaks the reversibility is a linear combination of the local energy currents. We show that adding an appropriate mechanical force allows to modify at will the coefficients of this linear combination. In particular, the reversibility may be restored in \eqref{22} by tuning the intensity of the additional mechanical force. From the point of view of the generalized detailed balance, the action of the mechanical force is equivalent to the action of the local temperature gradient.

Let us first show that one may choose a (non-Hamiltonian) force which modifies the coefficients of the combination of local currents of energy in $\sigma$. Take as generator of the dynamics,

\[ L = L_S + L_H + L_\theta, \tag{25} \]

where $L_H$ is the generator of the Hamiltonian dynamics \cite{3}, $L_S$ the generator of the two stochastic reservoirs \cite{23}

\[ L_S = -\gamma p_1 \frac{\partial}{\partial p_1} + \gamma T_1 \frac{\partial^2}{\partial p_1^2} - \gamma p_N \frac{\partial}{\partial p_N} + \gamma T_N \frac{\partial^2}{\partial p_N^2}, \]

and the contribution of the mechanical drift is given by the antisymmetric operator

\[ L_\theta = -\sum_{i=1}^{N} \frac{1}{2} T_i (\theta_{i-1} U'(q_{i-1} - q_i) + \theta_i U'(q_i - q_{i+1})) \frac{\partial}{\partial p_i}, \tag{26} \]

To study the reversibility \eqref{12} properties of this dynamics, we first compute,

\[ \rho^{-1}_\beta L^T_\theta \rho = -\sum_{i=1}^{N} \frac{1}{2} (\theta_{i-1} U'(q_{i-1} - q_i) + \theta_i U'(q_i - q_{i+1})) p_i \]

\[ = -\sum_{i=1}^{N-1} \theta_i \left( p_i + p_{i+1} \right) U'(q_i - q_{i+1}) = \sum_{i=1}^{N-1} \theta_i j_i. \]
Since the operator $L_S + L_H$ satisfies a generalized detailed balance relation \( \sigma_{\beta} = - \sum_{i=1}^{N-1} (\beta_{i+1} - \beta_i) j_i \) (24), we see that the dynamics (25) satisfies now the generalized detailed balance (see definition 1) for the measure $\rho_{\beta}$ (17) with respect to $\sigma_{\beta}$

\[
L_{\rho_{\beta}}^* = \Pi L \Pi + \sigma_{\beta}, \quad \text{with} \quad \sigma_{\beta} = \sum_{i=1}^{N-1} (\beta_i - \beta_{i+1} + \theta_i) j_i. \tag{27}
\]

When the relation $\theta_i \neq (\beta_{i+1} - \beta_i)$ for some $i$, then the system is driven out of equilibrium. However, with the choice $\theta_0 = \theta_N = 0$ and $\theta_i = (\beta_{i+1} - \beta_i)$ reversibility is restored. This is the key point which allows to identify the strength of the mechanical force with the action of the local gradient of temperature.

For $\theta_i = (\beta_{i+1} - \beta_i)$ and slowly varying temperatures of the form $\beta_i^{-1} = T_i = T(\frac{i}{N})$ where $T$ is a smooth function, the generator $L_{\rho_{\beta}}$ becomes at lowest order in $\frac{1}{N}$,

\[
L_{\rho_{\beta}} = \sum_{i=1}^{N} \frac{1}{N} \frac{\nabla T(\frac{i}{N})}{2T(\frac{i}{N})} (U'(q_{i-1} - q_i) + U'(q_i - q_{i+1})) \frac{\partial}{\partial p_i}. \tag{28}
\]

Note that in the sum over $i$, the prefactors depending on the temperature and its gradient are basically constant when $i$ varies over distances much smaller than $N$.

The asymmetric periodic chain [24], described below, is a chain with periodic boundary conditions and a dynamics made of three parts. The first one corresponds to a usual Langevin dynamics for each oscillator, the second one to the Hamiltonian dynamics on the lattice and the third one is the previous generator (28) with constant prefactors (but arbitrary values). Namely, it is defined as

\[
L = L_S + L_H + L_\tau, \tag{29}
\]

with,

\[
L_S = \sum_{i} -\gamma p_i \frac{\partial}{\partial p_i} + \gamma T \frac{\partial^2}{\partial p_i^2}. \tag{30}
\]

$L_H$ is defined in (3) and the part driving the system out of equilibrium is,

\[
L_\tau = -\frac{\tau}{2T} \sum_{i} (U'(q_{i-1} - q_i) + U'(q_i - q_{i+1})) \frac{\partial}{\partial p_i}. \tag{31}
\]

In terms of equations of motion the dynamics is described as follows,

\[
\begin{align*}
  dq_i &= p_i dt \\
  dp_i &= -\gamma p_i dt - \frac{\partial H}{\partial q_i} dt - \frac{\tau}{2T} (U'(q_{i-1} - q_i) + U'(q_i - q_{i+1})) dt + \sqrt{2\gamma T} dw_i,
\end{align*}
\]

where $\tau \in \mathbb{R}$ is the new parameter regulating the strength of the non-equilibrium forcing and the $w_i$ are standard independent Brownian motion $i = 1, \ldots, N$. Periodic boundary conditions means $q_0 = q_N$ and $q_{N+1} = q_1$. Compared to the dynamics (14), the new term proportional to $\tau$ is the non-equilibrium part of the dynamics. As should be clear from the above argument it is responsible for the breaking of the time-reversal symmetry of the equilibrium dynamics ($\tau = 0$). Indeed, for the dynamics (32), taking the Gibbs measure (8) at constant temperature $T$ as the reference
measure, the generalized detailed balance holds with a function \( \sigma \) proportional to the total current (7)

\[
\sigma = \frac{\tau}{T^2} \sum_{i=1}^{N} j_i = \frac{\tau N}{T^2} J.
\]  

(33)

We will show in subsection 3.3 that when \( \tau \neq 0, \tau \langle J \rangle \hat{\rho} > 0 \) for a stationary measure \( \hat{\rho} \). Thus, the dynamics ensures the existence of an average non-vanishing energy current in the stationary state. In section 4, the current large deviations for the forced dynamics (32) with harmonic potentials will be computed. We will see there that (32) are the optimal dynamics to realize current deviations.

### 3 The large deviation functional

The goal of this section is to rephrase the Donsker-Varadhan theory [11, 12] in the framework of the Hamiltonian systems coupled to Gaussian stochastic thermostats and to discuss the relation with entropy production.

#### 3.1 The Donsker-Varadhan functional

In order to cover all the examples introduced in sections 2.3 and 2.5, we consider the general dynamics defined by

\[
\begin{align*}
\dot{q}_i &= p_i dt \\
\dot{p}_i &= -\gamma_i p_i dt - \frac{\partial H}{\partial q_i} dt - \frac{1}{2} T_i (\theta_{i-1} U'(q_i - q_{i-1}) + \theta_i U'(q_{i+1} - q_i)) dt + \sqrt{2\gamma_i T_i} dw_i,
\end{align*}
\]

with \( \gamma_i > 0, T_i > 0 \) for \( i = 1, \ldots, N \). We stress the fact that the noise acts at each site \( i \). To simplify notation, we restrict to open systems (with the convention \( q_0 = q_{N+1} = 0, \theta_0 = \theta_N = 0 \)), but similar results hold with periodic boundary conditions (with the convention \( q_{N+1} = q_1 \) and \( q_0 = q_N \)). We denote by \( P \) the probability of the evolution (34) starting from a given initial data (which will play no role in the large \( t \) asymptotic).

Typically, we shall be interested in the deviations over time of some physical quantities like the heat current (7). Let the empirical distribution \( \nu_t \) be defined by,

\[
\nu_t(A) = \frac{1}{t} \int_0^t 1_A((p(s), q(s))) ds,
\]

where \( 1_A \) is the indicator function of a set \( A \subset \mathbb{R}^{2N} \). If the dynamics is ergodic \( \nu_t \) converges to the ergodic invariant measure. We now look at the asymptotic probability \( P[\nu_t \simeq \mu] \) that the empirical distribution is close to the distribution of a given measure \( \mu \) (in the sense of the weak convergence topology [39]) for large \( t \). Under suitable hypothesis (see Proposition [1]), the dynamics obeys a large deviation principle with rate function \( I \) and asymptotically in \( t \)

\[
P[\nu_t \simeq \mu] \sim \exp(-tI(\mu)).
\]  

(35)

Furthermore, from the Donsker-Varadhan theory [11, 12, 39] the functional is given by

\[
I(\mu) = \sup_g \left\{ -\left\langle \frac{L g}{g} \right\rangle_\mu \mid g \in C^\infty_b(\mathbb{R}^{2N}; [1, \infty]) \right\},
\]

(36)
where \( C_b^\infty(\mathbb{R}^{2N}; [1, \infty]) \) is the set of bounded infinitely differentiable functions in \( \mathbb{R}^{2N} \) taking values larger or equal to 1. We refer to Lemma 6.3.7 of [10] for the variational expression of \( I \) in the case of hypoelliptic diffusions.

The following Proposition justifies the validity of the large deviation principle (35).

**Proposition 1** Suppose that the potentials \( V \) and \( U \) of the Hamiltonian (7) are convex, twice differentiable and satisfy

\[
V''(q) \geq \delta \quad \text{and} \quad \sum_{i=1}^N V(q_i) + \frac{U(q_i - q_{i+1}) + U(q_{i+1} - q_i)}{2} \geq \delta \sum_{i=1}^N (U'(q_i - q_{i+1}))^2,
\]

(37)

for some constant \( \delta > 0 \).

The dynamics (34) (with \( \forall i, \gamma_i > 0 \)) obeys a large deviation principle with a functional \( I \) given by the Donsker-Varadhan theory (36) provided \( \max_i |\theta_i| \leq \tau_0 \) and \( \max_i |T_i - T_{i+1}| \leq \Delta_0 \), where \( \Delta_0 \) and \( \tau_0 \) are two constants depending only on \( \delta, \{\gamma_i, T_i\}_i \). Furthermore, the previous assumptions on the potentials (37) ensure that the current (7) is exponentially integrable: for any \( \lambda \) small enough

\[
\limsup_{t \to \infty} \frac{1}{t} \log P \left( \exp \left( \lambda \int_0^t ds J(p(s), q(s)) \right) \right) < \infty .
\]

(38)

The proof heavily relies on previous results in the paper [39] and it is postponed to the Appendix. The assumptions of Proposition 1 on the potentials \( V \) and \( U \) are not optimal, but they are sufficient to cover a wide class of physical examples. In particular, similar statements hold also for any local modifications of the potentials \( V \) and \( U \). Remark that when the reservoirs act only at the boundary (\( \gamma_i = 0, i \in \{2, \ldots, N-1\} \)), the large deviation principle for the current has been justified in [35] (for a different class of Hamiltonians).

We are going to rewrite the functional \( I \) (36) in a more explicit form. The generator of the dynamics (34) can be decomposed as \( L = L_S + L_A \), with a symmetric part \( L_S \) (16) due to the noise and an antisymmetric part \( L_A = \frac{1}{2} (L - \Pi L \Pi) \). We introduce the notation,

\[
\Gamma(f, g) = 2 \sum_{i=1}^N \gamma_i T_i \left( \partial_{p_i} f \right) \left( \partial_{p_i} g \right),
\]

(39)

for any smooth functions \( f, g \).

**Proposition 2** Let \( \rho \) be a measure and \( \sigma(q, p) \) a function such that

\[
L^*_\rho = \Pi L \Pi + \sigma .
\]

(40)

Let \( \mu \) be a measure absolutely continuous with respect to the measure \( \rho \), with \( f = d\mu/d\rho \in C^\infty(\mathbb{R}^{2N}; \mathbb{R}) \) such that \( \left\langle \| \nabla \sqrt{f} \|_2 \right\rangle_\rho < \infty \). Then the functional \( I \) (36) is given by

\[
I(\mu) = -\left\langle f^{1/2} L_S f^{1/2} \right\rangle_\rho + K(\mu) - \frac{1}{2} \langle \sigma \rangle_\mu ,
\]

(41)
with

\[ K(\mu) = -\inf_W \left( \frac{1}{8} \langle \Gamma(W, W) \rangle_\mu + \frac{1}{2} \langle L_A W \rangle_\mu \right) \geq 0, \]

(42)

where the infimum is taken over the smooth functions \( W \in C^\infty(\mathbb{R}^{2N}; \mathbb{R}) \) such that \( W \in L^2(\mu) \) and \( |\nabla W| \in L^2(\mu) \).

From (27), we see that the dynamics (34) satisfies the generalized detailed balance for the measure \( \rho_\beta \) (17), the assumption (40) of Proposition 2 is satisfied with \( \rho_\beta \) and \( \sigma_\beta \)

\[ L_{\rho_\beta} = \Pi L \Pi + \sigma_\beta \theta, \quad \text{with} \quad \sigma_\beta = \sum_{i=1}^{N-1} (\beta_i - \beta_i + 1 + \theta_i) j_i. \]

Remark that the generalized detailed balance requires symmetry assumptions on the reference measure and on \( \sigma \) which are not necessary for the Proposition 2 to hold.

Proof. Let \( f = d\mu/d\rho \) and \( g \in C^\infty_0(\mathbb{R}^{2N}; [1, \infty[) \), then,

\[ \langle g^{-1} L g \rangle_\mu = \langle f g^{-1} L g \rangle_\rho. \]

(43)

Write now in (43), \( g = \sqrt{h} f \) for some \( h > 0 \) and symmetrize the expression with the help of the adjoint operator of \( L \),

\[ \langle f g^{-1} L g \rangle_\rho = \frac{1}{2} \left( \langle f^{\frac{1}{2}} h^{-\frac{1}{2}} L(h^{\frac{1}{2}} f^{\frac{1}{2}}) \rangle_\rho + \langle f^{\frac{1}{2}} h^{\frac{1}{2}} L^*(h^{-\frac{1}{2}} f^{\frac{1}{2}}) \rangle_\rho \right). \]

(44)

We note the relation,

\[ L(\phi \psi) = \phi L \psi + \psi L \phi + \Gamma(\psi, \phi), \]

(45)

And analogously for \( L^*_\rho = \Pi L \Pi + \sigma = L_S - L_A + \sigma \) (by hypothesis),

\[ L^*_\rho(\phi \psi) = \phi(L_S - L_A) \psi + \psi(L_S - L_A) \phi + \Gamma(\psi, \phi) + \sigma \phi \psi. \]

(46)

Applying those formulas for \( L \) (resp. \( L^*_\rho \)) with \( \phi = h^{\frac{1}{2}} \) and \( \psi = f^{\frac{1}{2}} \) (resp. \( \phi = h^{-\frac{1}{2}} \) and \( \psi = f^{\frac{1}{2}} \)) using the generalized detailed balance relation \( L^*_\rho = \Pi L \Pi + \sigma \) and computing systematically all derivatives, one gets,

\[ \langle f g^{-1} L g \rangle_\rho = \langle f^{\frac{1}{2}} Lf^{\frac{1}{2}} \rangle_\rho + \frac{1}{8} \left\langle \Gamma(h, h) \right\rangle_\mu + \frac{1}{2} \left\langle h^{-1} L_A h \right\rangle_\mu + \frac{1}{2} \left\langle \sigma \right\rangle_\mu. \]

(47)

Writing \( h = e^W \) and using the definition (39) of \( I(\mu) \), one finally gets the variational formula (42) restricted to functions \( W \) such that \( (W + \log f) \in C^\infty_0(\mathbb{R}^{2N}; \mathbb{R}) \). To extend the class of functions \( W \) in the variational formula (42), we consider an appropriate sequence of functions \( \psi_n \in C^\infty(\mathbb{R}^{2N}; \mathbb{R}) \) such that \( \psi_n = 1 \) in the ball of radius \( n \) and \( \psi_n = 0 \) outside the ball of radius \( n + 1 \). Then the sequence \( W_n = W \psi_n - (1 - \psi_n) \log f \) approximates any function \( W \in C^\infty(\mathbb{R}^{2N}; \mathbb{R}) \cap L^2(\mu) \) with \( |\nabla W| \in L^2(\mu) \).

The fact that \( K(\mu) \geq 0 \) follows by choosing \( W = 0 \) in (42).
One of the important features of the representation (41) for $I(\mu)$ is the presence of $K(\mu)$. As we shall see below, in Proposition 3 and in the example (52), it is in general neither infinite or zero even in the case of dynamics satisfying detailed balance, i.e. for equilibrium dynamics. $K(\mu)$ gathers the thermalizing effect of the noise which is transmitted from the $p$ variables to $q$ variables. It corresponds to the “traffic” in the terminology of [29]. It is invariant under reversal of the sign of the momenta (i.e $K(\mu) = K(\Pi \mu)$) and when non-equilibrium forces are included it is invariant under a change of sign of the non-equilibrium parameter as we shall see in the gaussian systems of the last section. It measures the dynamical “activity” in the Hamiltonian system irrespective of the sign of the non-equilibrium parameter. We shall see its role in the variational characterization of stationary states in section 3.2. We now compute a more explicit form for $K(\mu)$.

**Proposition 3** Let $\mu$ be a measure on $\mathbb{R}^{2N}$ with smooth density wrt the Lebesgue measure $dm_{\mu}(p,q) = \exp(-\Phi)dpdq$. If $W \in L^2(\mu)$ is a solution of

$$\sum_{i=1}^{N} -\gamma_i T_i \partial_{p_i}^2 W + \gamma_i T_i \partial_{p_i} \Phi \partial_{p_i} W = -L_A \Phi,$$

with $|\nabla_{\mu} W| \in L^2(\mu)$ then

$$K(\mu) = \frac{1}{8} \langle \Gamma(W, W) \rangle_{\mu} = -\frac{1}{4} \langle L_A W \rangle_{\mu}.$$  \hspace{1cm} (49)

Moreover, $\langle \Gamma(W, W) \rangle_{\mu}$ is independent from the solution of (48). Finally, $K$ is symmetric wrt time reversal $K(\Pi \mu) = K(\mu)$.

**Proof.** Starting from the definition (12) of $K(\mu)$ and integrating by parts, leads to

$$\frac{1}{8} \langle \Gamma(W, W) \rangle_{\mu} = \frac{1}{4} \sum_{i} -\gamma_i T_i \langle W \partial_{p_i}^2 W \rangle_{\mu} + \gamma_i T_i \langle W \partial_{p_i} \Phi \partial_{p_i} W \rangle_{\mu}.$$  \hspace{1cm} (50)

Integrating also by parts the second term in (42) gives,

$$\frac{1}{2} \langle L_A W \rangle_{\mu} = \frac{1}{2} \langle W L_A \Phi \rangle_{\mu}.$$  \hspace{1cm} (51)

Therefore, the solution to the variational problem in (12) gives the equation (48). Using then (50) and (51) and the definition (12) of $K(\mu)$ finally yields (49). The second equality in (49) follows by combining (50) and (48). To see that $K(\mu)$ does not depend on the solution to (48), let $W, \tilde{W}$ be two different solutions, then,

$$\sum_{i=1}^{N} -\gamma_i T_i \partial_{p_i}^2 (W - \tilde{W}) + \gamma_i T_i \partial_{p_i} \Phi \partial_{p_i} (W - \tilde{W}) = 0.$$  

Multiplying this by $W + \tilde{W}$ and integrating by parts with respect to $\mu$, yields

$$\langle \Gamma(W + \tilde{W}, W - \tilde{W}) \rangle_{\mu} = 0,$$

and thus, $\langle \Gamma(W, W) \rangle_{\mu} = \langle \Gamma(\tilde{W}, \tilde{W}) \rangle_{\mu}$.  


The measure $\Pi\mu$ has a density given by $\exp(-\Pi\Phi)$ and $-\Pi W$ is the corresponding solution of (48). Thus, the symmetry of $K$ follows from the identity

$$K(\Pi\mu) = \frac{1}{8} \langle \Gamma(\Pi W, \Pi W) \rangle_{\Pi\mu} = \frac{1}{8} \langle \Gamma(W, W) \rangle_{\mu} = K(\mu).$$

This concludes the proof.

Observe also that if $\mu$ is such that $L_A \Phi = 0$ then $K(\mu) = 0$. We want to emphasize that in general $K$ is non-zero and we will illustrate this in the simple case of a one dimensional harmonic oscillator coupled to a heat bath at temperature $T$

$$L = -\gamma p \frac{\partial}{\partial p} + \gamma T \frac{\partial^2}{\partial p^2} - \omega^2 q \frac{\partial}{\partial p} + p \frac{\partial}{\partial q}, \quad (52)$$

with $L_S = -\gamma p \frac{\partial}{\partial p} + \gamma T \frac{\partial^2}{\partial p^2}$ and $L_A = -\omega^2 q \frac{\partial}{\partial p} + p \frac{\partial}{\partial q}$. We will compute $K(\mu)$, where $\mu$ is the Gaussian measure

$$\mu(q, p) = \frac{1}{(2\pi b \omega^2)^\frac{1}{2}(2\pi a)^\frac{1}{2}} \exp \left( -\left(\frac{a p^2}{2} + b \omega^2 q^2\right) \right).$$

In that case, (48) becomes,

$$-\gamma T \partial_p \partial_p W + \gamma T a p \partial_p W = \omega^2 pq(b - a).$$

A solution is readily found,

$$W = \frac{b - a}{a \gamma T} \omega^2 pq,$$

and then, from Proposition 3

$$K(\mu) = \frac{1}{4\gamma T} \left(\frac{b - a}{a}\right)^2 \omega^2 \langle q^2 \rangle_{\mu} = \frac{1}{4\gamma T} \left(\frac{b - a}{a}\right)^2 \omega^2 \frac{b}{a}. \quad (53)$$

From this example, we see that $K(\mu)$ vanishes only for Gaussian measures in which the average potential energy and kinetic energy are equal, i.e when equipartition of energy is realized. In a sense, $K$ measures how much the Gaussian noise acting on the momenta variables $p$ is transmitted to the positions variables $q$.

### 3.2 Entropy production

In this section, we show that the minimum entropy production principle does not apply for Hamiltonian dynamics and that the large deviation functional (41) is a natural extension for a variational characterization of the steady state. Connections between large deviation functionals in stochastic systems and entropy production were initiated in [28]. In order to identify the average entropy production of a dynamics in a given measure, we proceed as in [36] in the context of interacting particle systems. Namely, we define the entropy production as the difference between the variation of the Gibbs (Shannon) entropy and the transfer of heat by unit time due to the action of the thermostats. A similar computation was performed in [27] for
heat conduction networks and the identification of the average entropy production with the Dirichlet form of the process was obtained there and in [14].

We consider the dynamics (34) for which the generator is given by

\[ L = L_S + L_A \]

with a symmetric part given by

\[ L_S = -\sum_{i=1}^{N} \gamma_i p_i \frac{\partial}{\partial p_i} + \gamma_i T_i \frac{\partial^2}{\partial p_i^2}. \]

We first introduce the entropy production. In thermodynamics, the entropy variation rate, or entropy production is the transfer of energy per unit time divided by the temperature at which the transfer takes place. Therefore, it is natural to define the average (with respect to a given measure \( \mu \)) entropy flux associated with the exchange of energy with the external heat baths as

\[ \sigma_{ext}(\mu) = \left\langle \tilde{L}_S H \right\rangle_{\mu}, \]

where

\[ \tilde{L}_S = \sum_{i=1}^{N} \gamma_i T_i^{-1} p_i \frac{\partial}{\partial p_i} + \sum_{i=1}^{N} \gamma_i \frac{\partial^2}{\partial p_i^2}. \]  

We have simply divided the contribution of each bath by its temperature \( T_i \): when the temperatures are all equal to \( T \) then \( \tilde{L}_S = \frac{1}{T} L_S \). Computation yields,

\[ \tilde{L}_S H = \sum_{i=1}^{N} \gamma_i (1 - \frac{p_i^2}{T_i}), \]

and thus the average entropy flux due to the coupling to the heat baths in the measure \( \mu \) is,

\[ \sigma_{ext}(\mu) = \sum_{i=1}^{N} \gamma_i \left\langle 1 - \frac{p_i^2}{T_i} \right\rangle_{\mu}. \]  

The Gibbs (or Shannon) entropy for any measure \( \mu \) is,

\[ S(\mu) = -\int dx f \log f. \]

We define the entropy production in the chain as

\[ s(\mu) = \frac{d}{dt} S(\mu_t)|_{\mu_t=\mu} - \sigma_{ext}(\mu). \]  

We show now that with this definition, the entropy production is always positive. Note that,

\[ \frac{d}{dt} S(\mu_t) = -\int dx f_t L \log f_t. \]

As \( L = L_S + L_A \) and \( L_A \) is a first-order differential operator such that \( L_A^\dagger = -L_A \), we see that

\[ \frac{d}{dt} S(\mu_t) = -\int dx f_t (L_S + L_A) \log f_t = -\int dx f_t L_S \log f_t, \]
Comparing the density $f_t$ with the reference measure $\rho_\beta$ (see (17))
\[ \rho_\beta = \frac{1}{Z_\beta} \exp \left( - \sum_{i=1}^{N} \beta_i h_i \right), \]  
(58)
where $\beta_i = T_i^{-1}$ for every $i$ such that $\gamma_i \neq 0$ (other $\beta_i$ are arbitrary), we get,
\[
\frac{d}{dt} S(\mu_t) = - \int dx f_t L_S \log \frac{f_t}{\rho_\beta} + \int dx f_t L_S \left( \sum_{i=1}^{N} \beta_i h_i \right)
= - \int dx f_t L_S \log \frac{f_t}{\rho_\beta} + \sum_{i=1}^{N} \gamma_i \int f_t \left( 1 - \frac{p_i^2}{T_i} \right).
\]  
(59)
We recall that $\Gamma(f,g) = 2 \sum_{i=1}^{N} \gamma_i T_i \frac{\partial p_i f}{\partial p_i g}$. For the first term, we note the identity,
\[
L_S \left( \log h \right) = h^{-1} L_S h - \frac{1}{2} h^{-2} \Gamma(h,h).
\]
Combining (55), (59) and using the fact that $(L_S)\dagger \rho_\beta = 0$ (because $\beta_i = T_i^{-1}$ for every $i$ such that $\gamma_i \neq 0$), with (57), this yields
\[
s(\mu) = \frac{1}{2} \int dx \rho_\beta \left( \frac{\rho_\beta}{f} \right) \Gamma \left( \frac{f}{\rho_\beta}, \frac{f}{\rho_\beta} \right) = 2 \int dx \rho_\beta \Gamma \left( \sqrt{\frac{f}{\rho_\beta}}, \sqrt{\frac{f}{\rho_\beta}} \right),
\]  
(60)
with $f$ the density of the measure $\mu$. Since $\Gamma(f,f) \geq 0$, it is easy to see that $s(\mu) \geq 0$ and that the infimum is reached when $f = \rho_\beta$. As already observed in [27], it is also obvious that, as $\Gamma$ only involves derivatives with respect to the variables $p$, one can add any function of $q$ in the exponential defining $\rho_\beta$. Therefore, even in the case of an equilibrium dynamics, when $T_i = T, \forall i$, such that $\gamma_i \neq 0$ in $L_S$, the minimum entropy production principle does not single out the equilibrium measure $\rho_\beta$. This comes from (58) which expresses the fact that the Gibbs entropy is invariant under the Hamiltonian evolution. Entropy is produced solely by the action of the thermostats which act only on the $p$ variables.

As observed in [28], the large deviation functional $I$ provides a natural variational characterization of the stationary measure, which as we will see below, generalizes the minimum production entropy principle. As far as the variational principle is concerned, the key observation is that $I(\mu) \geq 0$ and $I(\mu) = 0$ if and only if $\mu$ is a stationary measure for the process associated to the generator $L$ (Theorem 4.2.39 of [10]). We apply now Proposition 2 to the dynamics (34) which satisfies a generalized detailed balance (27) wrt the reference measure $\rho = \rho_\beta$ (58) and $\sigma_{\beta,\theta} = \sum_{i=1}^{N-1} \left( \beta_i - \beta_{i+1} + \theta_i \right) j_i$. Thus (11) reads
\[
I(\mu) = \frac{1}{4} s(\mu) + K(\mu) - \frac{1}{2} \left\langle \sigma_{\beta,\theta} \right\rangle_{\mu},
\]  
(61)
where we have used the following identity obtained by integration by parts from (60)
\[
\frac{1}{4} s(\mu) = - \left\langle f^\perp L_S f^\perp \right\rangle_{\rho_\beta},
\]  
(62)
for the reference measure $\rho_\beta$. The first term in (61) is identified with the entropy production $s$ of the measure $\mu$, and as we have seen in the previous section, the second one $K$ records the coupling between the positions and momenta. The last term in (61) is the time-reversal breaking term given by combination of the microscopic currents. For equilibrium dynamics, by definition, the term $\sigma$ is absent, and the presence of $K$ ensures that the minimization of the sum of the first two terms in (61) yields the stationary measure univocally. Indeed, as we have explained above, minimizing entropy production alone is not sufficient to determine the equilibrium distribution. The example (52) of a single harmonic oscillator coupled to a heat bath is interesting in that respect and we come back briefly to it. We have already computed $K(\mu)$ in (53) and compute now the entropy production $s(\mu)$. We consider the reference measure, 

$$
\rho(p, q) = \frac{1}{Z} \exp \left(-\frac{1}{T} \left(\frac{p^2}{2} + \omega^2 \frac{q^2}{2}\right)\right),
$$

(63)

and a Gaussian measure

$$
\mu(q, p) = \frac{1}{(2\pi b\omega^2)^{1/2} (2\pi a)^{1/2}} \exp \left(-\left(\frac{a}{2} \frac{p^2}{2} + b\omega^2 \frac{q^2}{2}\right)\right).
$$

Then $s(\mu) = a^{-1}\gamma T(a - \beta)^2$. Combining this with the expression of $K(\mu)$ (53), we get,

$$
I(\mu) = \frac{1}{4a} \gamma T(a - \beta)^2 + \frac{1}{4\gamma T} \left(\frac{b - a}{a}\right)^2 \frac{\omega^2}{b}.
$$

(64)

In this simple example, we see that the role of $K$ is to ensure the equipartion of energy by the action of the Hamiltonian dynamics, the role of the entropy production is to fix the temperature of the equilibrium distribution.

### 3.3 Positivity of the energy current in the asymmetric chain.

We come back to the asymmetric chain defined in (32) and use the previous results on the representation of the Donsker-Varadhan functional to prove that when the parameter $\tau$ is different from zero then in the stationary state $\hat{\rho}$, $\tau \langle J \rangle_{\hat{\rho}} > 0$. We note that the hypoellipticity of the process defined by the asymmetric chain may be shown by checking the Hörmander condition on the generator as in [34]. For the asymmetric periodic chain, no coupling between nearest-neighbour is even required because the noise acts on every particle. Hypoellipticity of the process implies the smoothness of the probability transition and thus that the stationary state, whenever it exists, is described by a smooth density. Irreducibility properties of the process may be checked by a control argument and Stroock-Varadhan support theorem [38] as explained in [9, 34]. Hypoellipticity and irreducibility imply together that there is at most one stationary measure. The existence of a (unique) stationary measure follows from those two properties and the existence of a Lyapunov function as in (102) in the appendix (see for instance Theorem 8.7 of [33]).

**Proposition 4** Let $U$ and $V$ be potentials satisfying the hypothesis of proposition 1 and such that $U''$ is not uniformly equal to 0. Let $\hat{\rho}$ be the unique stationary state for the dynamics (25), then $\tau \langle J \rangle_{\hat{\rho}} \geq 0$. If $\tau \neq 0$, then $\tau \langle J \rangle_{\hat{\rho}} > 0$. 
Proof. Take as a reference measure $\rho_\beta = Z^{-1}\exp(-\beta H)$, it was noted in (33) that the dynamics satisfies a generalized detailed balance relation with respect to $\rho_\beta$ and $\sigma$, with $\sigma = \frac{\tau N}{2\tau} J$, $T = \beta^{-1}$. Write the formula (41) of Proposition 2 under the form (61),

$$I(\mu) = \frac{1}{4}s(\mu) + K(\mu) - \frac{1}{4}\langle \sigma \rangle_\mu,$$

(65)

for a smooth measure $\mu$. As $\dot{\rho}$ is a smooth stationary measure, then $I(\dot{\rho}) = 0$. Since $s(\dot{\rho})$ and $K(\dot{\rho})$ are positive, one concludes that $\tau(J)\dot{\rho} \geq 0$, using (65). To show that if $\tau \neq 0$, $(J)\dot{\rho} > 0$, we proceed by contradiction. Assume then that $\tau \neq 0$ and $(J)\dot{\rho} = 0$, then simultaneously $s(\dot{\rho}) = 0$ and $K(\dot{\rho}) = 0$, since the two are always non-negative. Writing $\dot{\rho} = \rho_\beta \exp(-\varphi)$, the first condition implies by construction of $s(\dot{\rho})$, (see (60)) that,

$$\partial_\rho \varphi = 0 \ , \forall i.$$

(66)

On the other hand, $K(\dot{\rho}) = 0$ implies that the solution $\overline{W}$ in (49) is such that $\partial_\rho \overline{W} = 0$, $\forall i$. Therefore, using (48), $\varphi$ must be such that,

$$L_A(\beta H + \varphi) = 0$$

(67)

Since $L_A = L_H + L_\tau$ and combining (25) with (66), $\varphi$ satisfies

$$\sum_{i=1}^{N} \rho_i \partial_q \varphi = \frac{\tau}{2T} \sum_{i=1}^{N} \rho_i \Psi_i$$

(68)

with $\Psi_i = U'(q_{i-1} - q_i) + U'(q_i - q_{i+1})$. As this equation holds for any vector $p$ and because by (66), $\varphi$ does not depend on $p$, it means that

$$\partial_q \varphi = \frac{\tau}{2T} \Psi_i, \forall i.$$

(69)

But since $\partial_q \Psi_{i+1} = U''(q_i - q_{i+1})$ and $\partial_q \Psi_{i} = -U''(q_i - q_{i+1})$, there cannot be any solution to (69), unless $U''(q) = 0$ for all $q$. Therefore, we conclude that $(J)\dot{\rho} \neq 0$ and thus $\tau(J)\dot{\rho} \geq 0$.

3.4 The Gallavotti-Cohen symmetry

An interesting aspect of (41) in Proposition 2,

$$I(\mu) = -\langle f^\pm L_S f^\pm \rangle_\rho + K(\mu) - \frac{1}{2}\langle \sigma \rangle_\mu,$$

(70)

is that when the triple $(L, \rho, \sigma)$ satisfies a generalized detailed balance relation, the three terms are either odd or even under the reversal of momenta $\Pi$. The fact that $K(\Pi \mu) = K(\mu)$ was established in Proposition 3. In the previous section, we have identified the first term in (71) to the entropy production $s(\mu)$. It is also invariant under time-reversal (i.e $s(\Pi \mu) = s(\mu)$) when $\Pi \rho = \rho$ because by construction $\Pi L_S \Pi = L_S$. And, since $\sigma$ is odd under time reversal ($\Pi \sigma = -\sigma$), one may therefore write,

$$I(\Pi \mu) = -\langle f^\pm L_S f^\pm \rangle_\rho + K(\mu) + \frac{1}{2}\langle \sigma \rangle_\mu = I(\mu) + \langle \sigma \rangle_\mu.$$

(71)

Heuristically, (71) implies the Gallavotti-Cohen symmetry for the large deviations of the function $\sigma$ integrated over time

$$\lim_{t \to \infty} -\frac{1}{t} \log P \left[ \frac{1}{t} \int_0^t \sigma(s)ds = \bar{\sigma} \right] = I(\bar{\sigma}),$$
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with
\[ \hat{I}(\hat{\sigma}) = \inf_{\sigma} \{ I(\sigma) \mid \langle \sigma \rangle = \hat{\sigma} \}. \tag{72} \]

Since \( \Pi \sigma = -\sigma \),
\[ \hat{I}(\hat{\sigma}) = \inf_{\sigma} \{ I(\sigma) \mid \langle \sigma \rangle = -\hat{\sigma} \} = \inf_{\sigma} \{ I(\sigma) \mid \langle \Pi \sigma \rangle = \hat{\sigma} \} = \inf_{\sigma} \{ I(\Pi \sigma) \mid \langle \sigma \rangle = \hat{\sigma} \}. \]

Thus one gets from (71)
\[ \hat{I}(\hat{\sigma}) - \hat{I}(\hat{-\sigma}) = -\hat{\sigma}. \tag{73} \]

This is the celebrated Gallavotti-Cohen symmetry relation [18, 19, 16, 21, 22, 23, 26]. For a chain of oscillators in contact with two heat baths, the Gallavotti-Cohen symmetry has been rigorously justified in [14, 35].

4 Large deviations of the current

Using the Donsker-Varadhan variational principle (41), we are going to derive explicit expressions for the large deviation function in the case of harmonic interaction when the system size diverges. We consider the asymmetric dynamics (32) on a periodic chain of length \( N \) where each oscillator is coupled to a heat bath at temperature \( T \)
\[ dq_i = p_i \, dt \tag{74} \]
\[ dp_i = -\gamma p_i \, dt - \frac{\partial H}{\partial q_i} \, dt + \frac{\tau \omega^2}{2T} (q_{i+1} - q_{i-1}) \, dt + \sqrt{2\gamma} T \, dw_i, \]
with harmonic potential
\[ H(q,p) = \sum_{i=1}^{N} \frac{p_i^2}{2} + \frac{\omega_0^2}{2} q_i^2 + \frac{\omega^2}{2} (q_i - q_{i+1})^2, \tag{75} \]
and a pinning \( \omega_0 > 0 \).

We will study the large deviations of the spatial average of the total current (7)
\[ J(q,p) = \frac{\omega^2}{2N} \sum_{i=1}^{N} (q_{i+1} - q_i)(p_i + p_{i+1}). \tag{76} \]

The large deviation principle (Proposition 1) implies that for \( \lambda \) and \( \tau \) small enough
\[ \mathcal{F}_{\lambda,N}^{\tau} = \lim_{t \to \infty} \frac{1}{t} \log P \left( \exp \left( N\lambda \int_0^t ds \, J(q(s),p(s)) \right) \right), \tag{77} \]
where
\[ \mathcal{F}_{\lambda,N}^{\tau}(\mu) = \sup_{\mu} \{ \mathcal{F}_{\lambda,N}^{\tau}(\mu) \} \text{ with } \mathcal{F}_{\lambda,N}^{\tau}(\mu) = N\lambda \langle J \rangle_{\mu} - I^{\tau}(\mu), \tag{78} \]
where the upper-script \( \tau \) emphasizes the dependency on the asymmetry. We recall from Proposition 2 that \( I^{\tau}(\mu) \) can be written,
\[ I^{\tau}(\mu) = \frac{1}{4} s(\mu) + K^{\tau}(\mu) - \frac{\tau N}{2T^2} \langle J \rangle_{\mu}, \tag{79} \]
where \( s(\mu) \) denotes the entropy production (62).

For the harmonic chain (74), Gaussian computations lead to the following asymptotics for \( \mathcal{F}_{\lambda,N}^{\tau} \)
Proposition 5

(i) For $\tau = 0$ and fixed $N$, one has for $\lambda$ small

$$F_{\lambda,N}^0 = \sum_{k=1}^N T^2 \omega^4 \sin \left( \frac{2\pi k}{N} \right)^2 \lambda^2 + \left( \frac{T^4 \omega^8}{\gamma \omega_k^6} + 5 \frac{T^4 \omega^8}{\gamma^3 \omega_k^4} \right) \sin \left( \frac{2\pi k}{N} \right)^4 \lambda^4 + O(\lambda^6),$$

(80)

with $\omega_k^2 = \omega_0^2 + 4\omega^2 \sin \left( \frac{2\pi k}{N} \right)^2$.

(ii) Fix $\omega_0 > 0$ and two parameters $\lambda', \tau' \in \mathbb{R}$. For large $N$, with the scaling $\lambda = \lambda'/N$ and $\tau = \tau'/N$, one gets

$$\lim_{N \to \infty} N F_{\lambda,N}^\tau = \kappa (\lambda' \tau' + (\lambda')^2 T^2),$$

(81)

where $\kappa$ is the conductivity of the model

$$\kappa = \frac{1}{\gamma} \int_{-\frac{\pi}{\gamma}}^{\frac{\pi}{\gamma}} \omega^4 \sin^2(2\pi x) \omega_0^2 + 4\omega^2 \sin^2(2\pi x) dx.$$  (82)

Before deriving Proposition 5, we first comment on the results. Taking the Legendre transform of (81) shows that for a weak drift $\tau = \frac{\tau'}{N}$, the large deviations of the current are given by

$$\lim_{t \to \infty} -\frac{1}{t} \log P \left( \int_0^t ds J(q(s), p(s)) \simeq \frac{j}{N} \right) = \hat{I}_N(j)$$

where $\hat{I}_N$ scales, for large $N$, like

$$\hat{I}_N(j) = \frac{1}{N} \left( \frac{j - \kappa \tau'}{4\kappa T^2} \right)^2 + O \left( \frac{1}{N^2} \right).$$  (83)

In the stationary regime, the mean current has been already computed in terms of the conductivity (82) (see [24])

$$\lim_{N \to \infty} \lim_{t \to \infty} N \left\langle J(q(t), p(t)) \right\rangle = \kappa \tau'.$$

The expression (83) is new in the framework of thermostated Hamiltonian systems: it relates the linear response theory [24] to the large deviations and shows that the atypical behavior can still be described by the conductivity $\kappa$. The reason is that the local equilibrium is preserved for small shifts of the current (remark that the fourth order term in (80) corresponds to corrections to local equilibrium). For weak current deviations, (83) has a Gaussian structure similar to the one obtained in lattice gases with a weak asymmetry [5, 3]. The variance in (83) (given by $2\kappa T^2$) is related to the response coefficient $\kappa$ according to the usual Einstein fluctuation-dissipation. In the derivation of (80), we will see that the corrections due to $K^{\tau=0}$ arise only at the order $\lambda^4$. The functional is only quadratic asymptotically in $N$. The Gaussian structure will not remain for non vanishing drifts $\tau$ or larger current deviations. A similar behavior can be observed in lattice gases like the weakly/totally asymmetric exclusion processes [5].

Proof of Proposition 5
As the system is periodic and the functional $F_{\lambda,N}$ is convex, one can look for a maximizer of the variational principle \((78)\) among the translation-invariant measures. The current $J$ in \((71)\) is quadratic and the evolution equations \((74)\) linear, thus the minimum in \((78)\) will be reached for Gaussian measures (to see this, one can check that the maximizer of \((78)\) is obtained in terms of the principle eigenvector of the operator $L - \lambda J$ and the principle eigenvector of its adjoint). Thus it remains to optimize the variational principle \((78)\) over Gaussian translation-invariant measures. We state first Gaussian estimates before deriving (i) and (ii).

**Gaussian estimates:**

For periodic systems, the Gaussian computations are easier in Fourier coordinates. We set

$$P_k = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} e^{i\frac{2\pi}{N} k j} p_j, \quad Q_k = \frac{1}{\sqrt{N}} \sum_{j=1}^{N} e^{i\frac{2\pi}{N} k j} q_j. \quad (84)$$

For notational simplicity, we choose an odd length $N = 2n + 1$ and the Fourier modes $k \in \{-n, n\}$. This choice leads to symmetric relations: $\overline{P_k} = P_{-k}$ and thus, $|P_k|^2 = P_{-k}P_k$ and similarly for the variables $Q_k$.

We will first provide explicit expressions of $I^\tau(\mu)$ for a general Gaussian measure $\mu$. Given the reference measure $\rho_0$

$$\rho_0 = \exp\left(-\frac{1}{2T} \sum_k |P_k|^2 + \omega_k^2 |Q_k|^2\right), \quad (85)$$

the most general form for a Gaussian translation-invariant measure in the variables $(P, Q)$ may be written $\mu = Z^{-1} \exp(-\frac{1}{T} \Psi) \rho_0$, with

$$\Psi = \sum_{k=-n}^{n} \left(i a_k P_k Q_{-k} + b_k [P_k]^2 + \omega_k Q_k |Q_k|^2 + c_k [P_k]^2 - \omega_k |Q_k|^2 \right) \quad (86)$$

with $a_k = \Re(a_k) + i \Im(a_k) = -\pi_{-k} \in \mathbb{C}$ and $b_k = b_{-k} \in \mathbb{R}$, $c_k = c_{-k} \in \mathbb{R}$. The expectation under $\mu$ will be denoted $\langle \cdot \rangle_\mu$, and for each mode $k \in \{-n, n\}$

$$\langle |P_k|^2 \rangle_\mu = \delta_k (1 + 2(b_k - c_k)) \omega_k^2 T, \quad \langle |Q_k|^2 \rangle_\mu = \delta_k (1 + 2(b_k + c_k)) T$$

$$i \langle P_k Q_{-k} - P_{-k} Q_k \rangle_\mu = -2 \Re(a_k) \delta_k T, \quad \langle P_k Q_{-k} + P_{-k} Q_k \rangle_\mu = -2 \Im(a_k) \delta_k T$$

with $\delta_k^{-1} = (1 + 2b_k^2) \omega_k^2 - 4c_k^2 \omega_k^2 - |a_k|^2$.

Using now Proposition 3, we are going to compute $K^\tau(\mu)$ for the dynamics and $\mu$ as above. In Fourier coordinates the antisymmetric part of the generator $L_A = L_H + L_\tau$ \((??)\) is given by

$$L_H = \sum_{k=-n}^{n} P_k \frac{\partial}{\partial Q_k} - \omega_k^2 Q_k \frac{\partial}{\partial P_k} \quad (88)$$

with $\omega_k^2 = \omega_0^2 + 4\omega^2 \sin\left(2\pi \frac{k}{N}\right)^2$ and

$$L_\tau = -i \frac{T \omega_k^2}{T} \sum_{k=-n}^{n} \sin\left(\frac{2\pi k}{N}\right) Q_k \frac{\partial}{\partial P_k}. \quad (89)$$
We first show that if $\Im(a_k) \neq 0$ for some $k$, then $K^\tau(\mu) = +\infty$. Remark that $L_A|Q_k|^2 = P_kQ_{-k} + P_{-k}Q_k$ and that according to \ref{firstlemma}, $\langle L_A|Q_k|^2 \rangle_\mu = 0$ if and only if $\Im(a_k) = 0$. From the definition of $K^\tau(\mu)$ \ref{Ktau}, if $\Im(a_k) \neq 0$ for some $k$, it is possible to choose a sequence of real numbers $\zeta_n$ such that for $W_n = \zeta_n|Q_k|^2$

\[
\lim_{n \to \infty} \left( \frac{1}{8} \langle T(W_n, W_n) \rangle_\mu + \frac{1}{2} \langle L_A W_n \rangle_\mu \right) = \lim_{n \to \infty} \frac{1}{2} \zeta_n \langle P_kQ_{-k} + P_{-k}Q_k \rangle_\mu = -\infty,
\]

and thus $K^\tau(\mu) = +\infty$. So from now on, we assume that $a_k$ is real and that $a_k = -a_{-k}$. In that case a solution of \ref{Ktau} is

\[
W = \sum_{k=-n}^{n} \sin \left( 2\pi \frac{k}{N} \right) \frac{i\tau \omega^2}{2\gamma T^2} (P_kQ_{-k} - P_{-k}Q_k) + \frac{c_k \omega_k^2}{(\frac{1}{4} + b_k + c_k)\gamma T} (P_kQ_{-k} + P_{-k}Q_k).
\]

By Proposition 3 one gets,

\[
K^\tau(\mu) = \frac{1}{\gamma} \sum_{k=-n}^{n} \delta_k (1 + 2(b_k + c_k)) \left( \frac{\tau^2 \omega^4}{4T^2} \sin \left( 2\pi \frac{k}{N} \right)^2 + \frac{4c_k^2 \omega_k^4}{(1 + 2(b_k + c_k))^2} \right),
\]

with $\omega_k^2 = \omega_0^2 + 4\omega^2 \sin \left( 2\pi \frac{k}{N} \right)^2$ and $\delta_k^{-1} = (1 + 2b_k)^2 - 4c_k^2 \omega_k^2 - a_k^2$.

Note that $K^\tau(\mu)$ is made of two parts: an equilibrium one (independent of the forcing $\tau$) and of a non-equilibrium one.

The entropy production \ref{entropyproduction} is given by

\[
s(\mu) = \frac{\gamma}{T} \sum_{k=-n}^{n} \left\langle \frac{\partial \Psi}{\partial P_k} \frac{\partial \Psi}{\partial P_{-k}} \right\rangle_\mu
= \frac{\gamma}{T} \sum_{k} 2ia_k(b_k + c_k) \langle P_kQ_{-k} - P_{-k}Q_k \rangle_\mu + a_k^2 \left\langle |Q_k|^2 \right\rangle_\mu + 4(b_k + c_k)^2 \left\langle |P_k|^2 \right\rangle_\mu.
\]

For $a_k$ real, one gets from \ref{firstlemma}

\[
s(\mu) = \gamma \sum_{k=-n}^{n} \delta_k \left[ a_k^2 (1 - 2(b_k + c_k)) + 4(b_k + c_k)^2 \omega_k^2 (1 + 2(b_k - c_k)) \right],
\]

Finally, the current can be represented in Fourier coordinates

\[
J = -i \frac{\omega^2}{2N} \sum_{k=-n}^{n} \sin \left( 2\pi \frac{k}{N} \right) (P_kQ_{-k} - P_{-k}Q_k),
\]

and from \ref{firstlemma}, its expectation is

\[
< J >_\mu = \frac{\omega^2 T}{N} \sum_{k=-n}^{n} \sin \left( 2\pi \frac{k}{N} \right) a_k \delta_k.
\]

**Proof of (i):**
The functional \ref{functional} reads for $\tau = 0$

\[
\mathcal{F}^\tau_{\lambda,N}(\mu) = -\frac{1}{4} s(\mu) - K^0(\mu) + N\lambda \left< J \right>_\mu.
\]
Restricting to translation invariant Gaussian measures \([86]\), the previous Gaussian computation lead to

\[
\mathcal{F}_{\lambda,N}(\mu) = \sum_{k=-n}^{n} \delta_k \left[ \lambda T \omega^2 \sin \left( \frac{2\pi k}{N} \right) a_k - \frac{1}{\gamma} \frac{4c_k^2 \omega_k^4}{(1 + 2(b_k + c_k))} \right] (94)
\]

\[
- \frac{\gamma}{4} \left( a_k^2 (1 - 2(b_k + c_k)) + 4(b_k + c_k)^2 \omega_k^2 (1 + 2(b_k - c_k)) \right) \]

Optimizing over each Fourier mode leads at the order \(\lambda^2\)

\[
a_k = \frac{2T \omega^2}{\gamma} \sin \left( \frac{2\pi k}{N} \right) \lambda + O(\lambda^3), \quad b_k = - \left( \frac{T^2 \omega^4}{2\omega_k^4} + \frac{T^2 \omega_k^4}{\gamma^2 \omega_k^4} \right) \sin \left( \frac{2\pi k}{N} \right)^2 \lambda^2, \quad c_k = \frac{T^2 \omega^4}{2\omega_k^4} \sin \left( \frac{2\pi k}{N} \right)^2 \lambda^2. \quad (95)
\]

The previous computations imply that at the order \(\lambda\) the solution of the variational principle \((78)\) is given by

\[
\mu(q,p) = \frac{1}{Z} \exp \left( \frac{2\lambda N}{\gamma} J(q,p) \right) \rho_0(q,p). \quad (96)
\]

Finally, asymptotics \((80)\) follow from \((95)\).

**Proof of (ii):**

We observe that \((78)\) may be rewritten

\[
\sup_{\mu} \mathcal{F}_{\lambda,N}^{\tau}(\mu) = \sup_{\mu} \left[ -I^{\tau+2\lambda T^2}(\mu) - K^{\tau}(\mu) + K^{\tau+2\lambda T^2}(\mu) \right]. \quad (97)
\]

The point of writing the variational problem under this form is that minimizing only \(I^{\tau+2\lambda T^2}\) is easy. The minimizer is the stationary measure of the asymmetric periodic chain with non-equilibrium parameter \(\tau\) replaced by \(\tau + 2\lambda T^2\). It was derived in \([24]\),

\[
\rho_{\tau+2\lambda T^2}(q,p) = \frac{1}{Z} \exp \left( -\frac{1}{T} H(q,p) + \frac{N}{\gamma T^2} (\tau + 2\lambda T^2) J(q,p) \right). \quad (98)
\]

For small \(\lambda\) and \(\tau\), we will see that \(\rho_{\tau+2\lambda T^2}\) is a good approximation of the minimizer of the variational principle \(\mathcal{F}_{\lambda,N}^{\tau}\) at the lowest order (see also \((96)\)).

\(I^{\tau+2\lambda T^2}\) is a convex function of the parameters \((a_k,b_k,c_k)\). Since \(\omega_0^2 > 0\), the contributions of each modes are independent with an hessian uniformly bounded from below in a neighborhood of the minimizer \(\rho_{\tau+2\lambda T^2}\). Any measure of the form

\[
\mu = Z^{-1} \exp(-\frac{1}{T} \Psi) \rho_{\tau+2\lambda T^2}, \quad \text{with} \ \Psi \text{ as in } (86), \text{ has a contribution}
\]

\[
I^{\tau+2\lambda T^2}(\mu) \geq C \sum_{k=-n}^{n} \{a_k^2 + b_k^2 + c_k^2\} \quad (99)
\]

for some constant \(C > 0\) independent of \(N\) and \((a_k,b_k,c_k)\) close to 0.
From the exact expression (91), we first evaluate the difference in (97) for a general Gaussian measure (86)

\[ K^{\tau + 2\lambda T^2}(\mu) - K^\tau(\mu) = ((\tau + 2\lambda T^2)^2 - \tau^2) \frac{1}{\gamma} \sum_k \delta_k (1 + 2(b_k + c_k)) \omega^4 \frac{4T^2}{\gamma} \sin \left( \frac{2\pi k}{N} \right)^2 \]

\[ = (\lambda \tau + \lambda^2 T^2) \frac{1}{\gamma} \sum_k \delta_k (1 + 2(b_k + c_k)) \omega^4 \sin \left( \frac{2\pi k}{N} \right)^2 . \quad (100) \]

For large \( N \), with the scaling \( \lambda = \lambda' / N \) and \( \tau = \tau' / N \), the contribution of the \( k \)-th Fourier mode is at most of order \( \frac{1}{N^2} \sin \left( \frac{2\pi k}{N} \right)^2 \). From (99), the corrections \((a_k, b_k, c_k)\) have to remain much smaller than \( \frac{1}{N^2} \sin \left( \frac{2\pi k}{N} \right) \), otherwise the contribution of \( I^{\tau + 2\lambda T^2} \) would be too large as compared to \( K^{\tau + 2\lambda T^2} - K^\tau \). This shows that at the lowest order \( \rho_{\tau + 2\lambda T^2} \) approximates correctly the minimizer of \( F^\tau_{\lambda, N} \). Plugging the expression (98) of \( \rho_{\tau + 2\lambda T^2} \) in (97) and then in (100) gives at the lowest order in \( 1/N \),

\[ F^\tau_{\lambda, N}(\rho_{\tau + 2\lambda T^2}) = \frac{(\lambda' \tau' + (\lambda')^2 T^2)}{N^2} \frac{\omega^4}{\gamma} \sum_k \frac{1}{\omega_k^2} \sin \left( \frac{2\pi k}{N} \right)^2 + o \left( \frac{1}{N^2} \right) . \]

For large \( N \), the last sum may be approximated by an integral

\[ F^\tau_{\lambda, N}(\rho_{\tau + 2\lambda T^2}) = \frac{\kappa}{N} (\lambda' \tau' + (\lambda')^2 T^2) + o \left( \frac{1}{N} \right) , \quad (101) \]

where \( \kappa \) is the conductivity of the model (82).

**Remark.** Note that a direct computation of the largest eigenvalue of the operator \( L - \lambda J \) would have led also to \( F^\tau_{\lambda, N} \).

## 5 Conclusion

We have analyzed the large deviations for thermostated lattices of Hamiltonian oscillators by using the Donsker-Varadhan large deviation theory [11, 12]. After deriving the large deviation principle for a large class of models (Proposition 1), we analyzed the Donsker-Varadhan functional (41) and showed in section 3.2 that it provides a variational characterization of the stationary measure which generalizes the minimum entropy production principle.

The current large deviation function has been computed exactly (Proposition 5) for thermostated lattices of harmonic oscillators on a ring. The central issue in this computation is the evaluation of the “dynamical activity” \( K \) of the stationary measures of systems out of equilibrium. In this paper, we used the fact that the explicit form of this measure is known in the model treated. It would be interesting to generalize these computations to Gaussian self-consistent reservoirs for which the temperatures of the heat baths vary spatially. Except for the lack of translation invariance, this model is very similar to the one considered here. A very challenging issue would be to investigate the current large deviations of the chain of non-harmonic oscillators. Our analysis of the Donsker-Varadhan functional applies
to this type of dynamics, but to derive quantitative estimates of the large deviations of the current, some type of approximation seems necessary. In the approximation \[24, 25, 1, 7, 37\], the action of the nonlinearity of the dynamics is essentially reduced to the action of Gaussian stochastic heat baths, thus one should be able to proceed in similar fashion as in the model studied in the previous section.

Appendix

In this appendix, we prove Proposition 1 for the dynamics (34). The generator of this dynamics is given by

\[
L = L_S + L_H + L_\theta,
\]

with

\[
L_S = \sum_{i=1}^{N} -\gamma_i p_i \frac{\partial}{\partial p_i} + \gamma_i T_i \frac{\partial^2}{\partial p_i^2},
\]

\[
L_H = \sum_{i=1}^{N} -\frac{\partial H}{\partial q_i} \frac{\partial}{\partial p_i} + \frac{\partial H}{\partial p_i} \frac{\partial}{\partial q_i},
\]

\[
L_\theta = -\sum_{i=1}^{N} \frac{1}{2} T_i (\theta_i U'(q_{i-1} - q_i) + \theta_i U'(q_i - q_{i+1})) \frac{\partial}{\partial p_i},
\]

with \(\theta_0 = \theta_N = 0\), and open boundary conditions \((q_0 = q_{N+1} = 0)\). The case of periodic boundary conditions can be treated similarly.

The proof heavily relies on corollary 2.2 of the paper [39] where it is proven that the large deviation principle applies provided that one can find a function \(\Psi \geq 1\) such that the function

\[
\Phi(p, q) = -\frac{L \Psi (p, q)}{\Psi (p, q)}
\]

diverges at infinity. This can be understood as follows. From (102), we deduce that \(\Psi\) is an eigenvector for the operator \(L + \Phi\), thus the Feynman-Kac formula implies that for any time \(t\) and initial data \((p(0), q(0))\)

\[
\Psi(p(0), q(0)) = P \left( \Psi(p(t), q(t)) \exp \left( \int_{0}^{t} ds \Phi(p(s), q(s)) \right) \right)
\]

\[
\geq P \left( \exp \left( \int_{0}^{t} ds \Phi(p(s), q(s)) \right) \right)
\]

where we used that \(\Psi \geq 1\) in the last inequality. This ensures the exponential integrability of \( \int_{0}^{t} ds \Phi(p(s), q(s))\) uniformly in time. Since \(\Phi\) diverges at infinity, we recover tightness properties and the existence of an invariant measure for the dynamics (see Theorem 3.1 in [39]).

Proof. Following [39], we introduce \(\Psi(p, q) = \exp(F(p, q) - \inf F)\) with

\[
F = \frac{1}{2} \hat{H}(p, q) + b \sum_{i=1}^{N} q_i p_i,
\]

with \(b\) a small constant and \(\hat{H}\) given by (see (17))

\[
\hat{H}(p, q) = \sum_{i=1}^{N} \frac{p_i^2}{2T_i} + \frac{1}{T_i} V(q_i) + \frac{U(q_i - q_{i+1}) + U(q_{i-1} - q_i)}{2T_i}.
\]
From (102), we get

\[
\Phi(p, q) = -LF(p, q) - \sum_{i=1}^{N} \gamma_i T_i (\partial_p F)^2.
\]  

(105)

We compute each terms

\[
L \dot{\hat{H}}(p, q) = \sum_{i=1}^{N} \gamma_i - \frac{\gamma_i}{T_i} p_i^2 - \sum_{i=1}^{N-1} \left( \frac{1}{2T_i} - \frac{1}{2T_{i+1}} \right) U'(q_i - q_{i+1})(p_i + p_{i+1})
\]

\[\begin{align*}
&\quad - \sum_{i=1}^{N} \frac{1}{2} \left( \theta_i U'(q_i - q_{i+1}) + \theta_{i-1} U'(q_{i-1} - q_i) \right) p_i,
\end{align*}\]

where \(L \dot{H}\) was already computed in (20). One has also

\[
Lq_i p_i = -\gamma_i p_i q_i + p_i^2 - q_i \partial_q H(q) - \frac{T_i}{2} \left( \theta_i U'(q_i - q_{i+1}) + \theta_{i-1} U'(q_{i-1} - q_i) \right) q_i
\]

\[(\partial_p F)^2 = \left( \frac{1}{2T_i} p_i + b q_i \right)^2.
\]

Combining the previous results leads to

\[
\Phi(p, q) = \sum_{i=1}^{N} \left( \frac{\gamma_i}{4T_i} - b \right) p_i^2 + b q_i \partial_q H(q) - b^2 \gamma_i T_i q_i^2 - \frac{\gamma_i}{2}
\]

\[\begin{align*}
&\quad + \frac{1}{2} \left( \theta_i U'(q_i - q_{i+1}) + \theta_{i-1} U'(q_{i-1} - q_i) \right) \left( b T_i q_i + \frac{p_i}{2} \right)
\end{align*}\]

\[\begin{align*}
&\quad + \frac{1}{4} \sum_{i=1}^{N-1} \left( \frac{1}{T_i} - \frac{1}{T_{i+1}} \right) U'(q_{i+1} - q_i)(p_i + p_{i+1}),
\end{align*}\]

(106)

Since \(U\) and \(V\) are convex, one gets

\[
\sum_{i=1}^{N} q_i \partial_q H(q) \geq \sum_{i=1}^{N} V(q_i) + \frac{U(q_i - q_{i+1}) + U(q_{i+1} - q_i)}{2} - V(0) - U(0).
\]

Combining this inequality and (106), we get

\[
\Phi(p, q) \geq \sum_{i=1}^{N} \left( \frac{\gamma_i}{4T_i} - b \right) p_i^2 + b V(q_i) + b U(q_i - q_{i+1}) - b V(0) - b U(0) - \frac{\gamma_i}{2}
\]

\[\begin{align*}
&\quad - b^2 (\gamma_i T_i + T_{i+1}^2) q_i^2 - \left( \frac{\Delta}{T_i^2} + \theta^2 \right) (U'(q_{i+1} - q_i)^2 + p_i^2),
\end{align*}\]

(107)

where \(\Delta = \max_i |T_i - T_{i+1}|\), \(T_+ = \max_i T_i\), \(T_- = \max_i T_i\) and \(\theta = \max_i |\theta_i|\).

From the assumptions (37) on the potentials and (107), we see that as soon

\[
\inf_i \left\{ \frac{\delta}{\gamma_i T_i + T_{i+1}^2}, \frac{\gamma_i}{8T_+} \right\} > b \quad \text{and} \quad \inf_i \left\{ b \delta, \frac{\gamma_i}{8T_+} \right\} > \frac{\Delta}{T_i^2} + \theta^2,
\]

(108)

then

\[
\Phi(p, q) \geq \sum_{i=1}^{N} c_1 [p_i^2 + V(q_i) + U(q_i - q_{i+1})] - c_2,
\]

(109)
for some constants $c_1 > 0$, $c_2$. This is enough to conclude that $\Phi$ diverges at infinity and that the large deviation principle follows from (103) (see [39]).

From (109), one can also derive an upper bound on the total current (7)

$$\Phi(p, q) + c_2 \geq \alpha N \left| J(q, p) \right|,$$

(110)

for some constant $\alpha > 0$. From (103), we deduce the exponential bound (38) on the current.
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