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Abstract— The problem of synthesizing an optimal sensor selection policy is pertinent to a variety of engineering applications ranging from event detection to autonomous navigation. We consider such a synthesis problem over an infinite time horizon with a discounted cost criterion. We formulate this problem in terms of a value iteration over the continuous space of covariance matrices. To obtain a computationally tractable solution, we subsequently formulate an approximate sensor selection problem, which is solvable through a point-based value iteration over a finite “mesh” of covariance matrices with a user-defined bounded trace. We provide theoretical guarantees bounding the suboptimality of the sensor selection policies synthesized through this method and provide numerical examples comparing them to known results.
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I. INTRODUCTION

We study the problem of strategic sensor selection for linear, time-invariant, Gaussian systems with a discounted cost over an infinite time horizon. The need to strategically allocate sensor resources naturally arises in numerous engineering applications, such as the situation where a certain sensor measurement is prohibitively expensive, or where the computational capability of an agent restricts the number of sensors that can be used simultaneously. Related to such situations is the field of active sensing, particularly in regard to the control of multiple sensing agents [1], [2], [3], wherein the control of each agent must be determined in order to obtain the desired sensor measurements. In general, the question of optimal state estimation for linear systems subject to constraints on the total number of allowable sensor activations is well studied. The problem has been shown to be NP-hard for different mean square error (MSE)-based objective functions in finite [4] and infinite [5] time horizons.

Many recent works have addressed this problem through formulations based on semidefinite programming relaxations. In [6], it was shown that the sensor selection problem for static systems (or dynamic systems without process noise) over finite time horizons is a mixed integer semidefinite programming problem (MISDP). The same classification was subsequently made for dynamic systems with process noise in [7]. As a result, many methods exist that utilize the SDP nature of the relaxed problem, which is obtained by relaxing the Boolean selection variables to the continuum $[0, 1]$. In [6], rounding, together with a swapping and ordering scheme, was applied to select a subset of sensors satisfying the sensing constraint. In both [7] and [8], the relaxed SDP was solved with an iterative, re-weighted $l_1$ constraint on the vector containing all scheduling variables to induce sparsity.

Recently, alternative approaches to the sensor selection problem have focused on leveraging the properties of submodular optimization to obtain computationally tractable solutions. Since it has been shown that the MSE is not submodular in general [9], many works [10], [11] have instead considered surrogate objectives with proven submodularity. However, performance guarantees are only valid with respect to the surrogate objective. Other approaches maintain the original objective but prove performance via characterizing weak submodularity [12], [13] for certain special cases of linear-Gaussian systems over finite time horizons. Similarly, a few works [9], [14] provide special cases of linear-Gaussian systems for which the MSE is submodular, and provide sufficient conditions for which these cases can be established. Several other noteworthy methods include pruning-based approaches [15] as well as stochastic sensor selection [16].

We develop an alternative approach based on standard point-based value iteration (PBVI) for partially observable Markov decision processes (POMDPs) [17]. In PBVI, a representative set of belief points is selected, and a value iteration procedure is applied exclusively to these sample points. By considering only this representative sample, PBVI is able to avoid the curse of dimensionality typically associated with planning in POMDPs. Using this approach, we impose a cumulative objective that optimizes performance across both the transient and the steady-state phases of the system, whereas many existing works [16], [5] consider applications where the estimation performance is relevant only “at infinity” and exclusively optimize the steady-state covariance. Several existing works [18], [19], [20] formulate scheduling or activations as a POMDP and apply some version of PBVI; however, these works typically provide suboptimality bounds only for discrete state spaces.

Based on the standard PBVI procedure, we propose a novel approximate dynamic programming algorithm for the sensor selection problem wherein we represent the belief space as the space of positive semidefinite covariance matrices. To obtain our representative sample of belief points, we discretize the space of bounded covariance matrices through a uniform “mesh-grid” procedure with a user-defined resolution. Considering the value iteration procedure exclusively
over this finite set, we quantify the upper bound on the suboptimality of the resulting sensor selection policy in terms of the chosen resolution of the discretization procedure. We additionally show that this solution method is massively parallelizable, and provide numerical experiments showing that it performs favorably to existing methods.

**Notation**

We denote the set of all real numbers by $\mathbb{R}$, the set of all integers by $\mathbb{Z}$, and the set of all $n \times n$ integer-valued matrices by $\mathbb{Z}^{n \times n}$. Furthermore, we denote the set of all positive semidefinite matrices of size $m \times n$ by $\mathbb{S}_+^n$. For a matrix $A \in \mathbb{R}^{n \times n}$, we denote its trace by $\text{Tr}(A) = \sum_{i=1}^n a_{ii}$.

**II. PROBLEM FORMULATION**

We consider the discrete-time system with linear dynamics

$$x_{t+1} = Ax_t + w_t, \quad w_t \sim N(0, W), \quad t = 0, 1, \ldots ,$$

where $x_t \in \mathbb{R}^n$. We assume that the initial state distribution $x_0 \sim N(0, P_0)$ is known a priori and that the matrix $A \in \mathbb{R}^{n \times n}$ is Schur stable; i.e., each of its eigenvalues $\lambda_i$ satisfies $|\lambda_i(A)| < 1$ for $i = 1, \ldots, n$. The Schur stability of $A$ will be necessary for the existence of a sensor selection policy for our problem, as well as for bounding the suboptimality of this policy. We further assume that, at each time step, a set of $m$ sensors is available to observe the underlying state of the system. The linear sensor measurements follow

$$y_t = Cx_t + v_t, \quad v_t \sim N(0, V), \quad t = 1, 2, \ldots ,$$

where the matrix $C \in \mathbb{R}^{n \times m}$. We interpret the $i$-th block row of (2) as the output of the $i$-th sensor. Due to the costs associated with operating every sensor at each time step, it may be advantageous to select a subset of these sensors to observe the underlying state. If a subset of sensors $S_t \subseteq \{1, \ldots, m\}$ is used at time step $t+1$, then (2) becomes

$$y_{t+1} = C_{S_t}x_{t+1} + v_{t+1}, \quad v_{t+1} \sim N(0, V_{S_t}), \quad t = 0, 1, \ldots ,$$

where $C_{S_t}$ and $V_{S_t}$ are submatrices of $C$ and $V$, respectively, formed by selecting the rows of $C$ and the rows and columns of $V$ corresponding to the index set $S_t$. Let $\{S_t\}_{t=0}^{\infty}$ be the sequence of subsets of selected sensors. By the Kalman filter formula, the estimation error covariance

$$P_t = \mathbb{E}[(x_t - \hat{x}_t)(x_t - \hat{x}_t)^T | y_1, \ldots, y_t],$$

with $\hat{x}_t = \mathbb{E}[x_t | y_1, \ldots, y_t]$, is a function of the set $S_t$, and is recursively computed according to

$$P_{t+1} = f(P_t, S_t),$$

where

$$f(P_t, S_t) := ((AP_tA^T + W)^{-1} + C_{S_t}^T V_{S_t}^{-1} C_{S_t})^{-1}$$

for $t = 0, 1, \ldots$. Now, let $\pi_{S_t}$ denote the space of all such (Borel measurable) policies. We formulate our sensor selection problem as

$$\min_{\pi \in \Pi} \sum_{t=0}^\infty \beta^t c(P_t, S_t),$$

where $c(P_t, S_t)$ is a cost function and $0 \leq \beta < 1$ is a discount factor weighting the relative importance of present and future costs. Our choice of incorporating a discount factor will be critical in concisely obtaining the suboptimality bounds for our method as alternative undiscounted, average-per-time-step cost characterizations often require further restrictions [21]. Due to the time-invariance of both the state dynamics in (5) and the discounted cost, the assumption that the optimal policy is time-invariant is made without loss of generality (see, e.g., Section 3.7 of [21]). We assume that $c(P_t, S_t)$ follows

$$c(P_t, S_t) = \text{Tr}(P_t) + g(S_t),$$

where $\text{Tr}(P_t)$ measures the spread of the covariance matrix $P_t$, $g : \{1, 2, \ldots, m\} \to (0, \infty)$ is a set function that maps subsets of active sensors to an associated cost. Some set functions of interest include $g(S_t) = |S_t|$, which penalizes the number of sensors used simultaneously, and

$$g(S_t) = \begin{cases} 0 & \text{if } |S_t| = 1 \\ +\infty & \text{otherwise} \end{cases}$$

which stipulates the use of one sensor at each time step.

For computational tractability, we adopt a slight modification to the problem (6). First, define the set of all positive semidefinite matrices in $\mathbb{R}^{n \times n}$ with trace at most $\gamma$ as $S^\gamma_+(\gamma)$; i.e., $S^\gamma_+(\gamma) := \{P \in S^n_+ : \text{Tr}(P) \leq \gamma \}$. Now, let $\Pi(\gamma)$ be the set of stationary sensor selection policies $S_t = \pi(P_t)$ for which the set $S^\gamma_+(\gamma)$ is invariant; i.e., over repeated sensor measurement updates, the covariance matrix remains in the set $S^\gamma_+(\gamma)$.

**Assumption 1**: The set $\Pi(\gamma)$ of policies $\pi$ under which $S^\gamma_+(\gamma)$ is invariant is not empty.

In what follows, we study the modified problem:

$$\min_{\pi \in \Pi(\gamma)} \sum_{t=0}^\infty \beta^t c(P_t, S_t).$$

As opposed to (6), $P_t \in S^\gamma_+(\gamma)$ is a hard constraint in (8). We adopt (8) partly due to the fact that its bounded state space is more amenable for the analysis in Sections III. V.

Note that Assumption 1 is not restrictive, since under the assumption that $A$ is Schur stable, there always exists a finite $\gamma$ such that Assumption 1 holds. We further assume that the initial covariance matrix $P_0$ satisfies $\text{Tr}(P_0) \leq \gamma$. Again, this assumption is not restrictive. By the Schur stability assumption, there exists a finite $\gamma$ such that $\lim_{t \to \infty} \text{Tr}(P_t) < \gamma$, even under the trivial sensor selection policy $S_t = \emptyset$. Afterwards, the synthesized stationary policy can then be applied.

**III. EXACT VALUE ITERATION**

In this section, we characterize the optimal solution to (8) using exact value iteration. To start with, define the space $B(S^\gamma_+(\gamma))$ of bounded functions on $S^\gamma_+(\gamma)$ by

$$B(S^\gamma_+(\gamma)) := \{ J : S^\gamma_+(\gamma) \to \mathbb{R} : \| J \|_\infty < \infty \}$$

where $\| J \|_\infty := \sup_{P \in S^\gamma_+(\gamma)} | J(P) |$ is the sup norm. Note that the space $B(S^\gamma_+(\gamma))$ equipped with the sup norm is complete [22]. Define the Bellman operator $T$ by

$$(TJ)(P) := \min_{S \subseteq \mathbb{R}} \{ c(P, S) + \beta \mathbb{E}[f(P, S)] \}. \quad (9)$$

1More general cost functions $c(P_t, S_t) = \text{Tr}(\Phi P_t) + g(S_t)$, where $\Phi$ is a positive definite weight matrix, can be incorporated in the following analysis with minor modifications.
Proposition 1: Under Assumption 1 the following hold:

(i) If \( J \in B(S^n_+(\gamma)) \) implies that \( T J \in B(S^n_+(\gamma)) \).
(ii) For all \( J, J' \in B(S^n_+(\gamma)) \), \( \| T J - T J' \| \leq \beta \| J - J' \| \).
(iii) \( \exists J^* \in B(S^n_+(\gamma)) \) satisfying Bellman's equation

\[
J^*(P) = \min_S \{ c(P, S) + \beta J^*(f(P, S)) \}.
\]

(iv) For every \( J \in B(S^n_+(\gamma)) \), the sequence \( J_k = T^k J \) converges uniformly to \( J^* \), i.e., \( \lim_{k \to \infty} \| J_k - J^* \| = 0 \).

Proof: (i): Since Assumption 1 guarantees the existence of a sensor selection \( S \) such that \( f(P, S) \in S^n_+(\gamma) \), \( T J(P) = \min_S \{ c(P, S) + \beta J(f(P, S)) \} \) is finite for \( J \) bounded. Thus \( J \in B(S^n_+(\gamma)) \) implies \( T J \in B(S^n_+(\gamma)) \).

(ii): Let \( q = \| J^* - J' \| = \sup_{P \in S^n_+(\gamma)} | J(P) - J'(P) |. \)

Then, for every \( P \in S^n_+(\gamma) \), applying \( T \) to each side of (21), and noticing that

\[
\min_S \{ c(P, S) + \beta ( J(f(P, S)) \pm q ) \} = \min_S \{ c(P, S) + \beta ( J(f(P, S)) ) \} \pm q,
\]

we have

\[
(T J)(P) - \beta q \leq (T J')(P) \leq (T J)(P) + \beta q,
\]

for every \( P \in S^n_+(\gamma) \). Thus, \( \| T J - T J' \| \leq \beta \| J - J' \| \).

(iii) and (iv): Since the space \( B(S^n_+(\gamma)) \) equipped with the sup norm is a complete metric space, and the operator \( T \) a contraction mapping, we can directly apply the Banach fixed point theorem [23] to obtain the desired results.

By Proposition 1(iv), one can obtain \( J^* \) through a value iteration over \( S^n_+(\gamma) \). Once \( J^* \) is obtained, the optimal policy \( \pi^* \in \Pi \) is then characterized according to

\[
\pi^*(P) = \arg \min_S \{ c(P, S) + \beta J^*(f(P, S)) \}.
\]

Unfortunately, the value iteration procedure described in (9) is not practical to implement as the function \( J \) must be evaluated everywhere in the continuous space \( S^n_+(\gamma) \).

IV. APPROXIMATE VALUE ITERATION

Due to the impracticality of continuous state-space value iteration, we now present a computationally tractable procedure wherein we approximate \( J^* \) through a value iteration over a prespecified, finite set of sample covariance matrices.

A. Mesh grid on \( S^n_+(\gamma) \)

Let \( \epsilon > 0 \) be a fixed parameter that encodes the resolution of our mesh grid on \( S^n_+(\gamma) \), where a smaller \( \epsilon \) yields a finer resolution. To formally define this mesh, consider the set

\[
\mathbb{M} := \{ \epsilon P : P \in \mathbb{Z}^{n \times n}, P \geq 0 \},
\]

obtained by scaling the space of \( n \times n \) positive-definite, symmetric, integer-valued matrices by our resolution parameter \( \epsilon \). From this set \( \mathbb{M} \), we subsequently define the subset

\[
\bar{M}(\gamma) := \{ \hat{P} \in \mathbb{M} : \text{Tr}(\hat{P}) \leq \gamma \},
\]

where we have the elements \( \hat{P} \) from \( \bar{M} \) with trace at most \( \gamma \). Since we began with the discrete set of integer-valued matrices, the set \( \bar{M}(\gamma) \subset S^n_+(\gamma) \) consists of a finite number of elements and serves as a "mesh grid" on \( S^n_+(\gamma) \).

Table I shows the number of elements \( |\bar{M}(\gamma)| \) contained in this set depending on the parameters of the system. These values were obtained through a brute-force enumeration of all matrices \( \epsilon P \) satisfying \( \text{Tr}(\epsilon P) \leq \gamma \) with \( P \in \mathbb{Z}^{n \times n} \) and \( \epsilon \geq 0 \). As evident in Table I, this uniform meshing procedure causes \( |\bar{M}(\gamma)| \) to grow rapidly with \( n \). We use this mesh to facilitate the analysis, however, future research should seek sampling methods that maintain the theoretical guarantees.

B. Modified Bellman operator

We now introduce a modified value iteration that can be performed exclusively over the finite set \( \bar{M}(\gamma) \). We will use this modified value iteration to approximate the exact value function \( J \) in (9). Define the quantizer \( \Theta : S^n_+ \to \mathbb{M} \) by

\[
\Theta(P) := \epsilon \text{round}(\epsilon / P) + \epsilon n I,
\]

where the operator \( \epsilon \text{round}(\cdot) \) rounds each element of the input matrix to the nearest integer. Due to the effects of this rounding, \( \epsilon \text{round}(\epsilon / P) \) in (12) need not upper bound \( P \) in the sense that \( \epsilon \text{round}(\epsilon / P) \geq P \). As we will formally prove in Lemma 1, the inclusion of the \( \epsilon n I \) term in (12) ensures that \( \Theta(P) \geq P \) does indeed hold. This inequality will be crucial for ensuring that the approximate value functions discussed in the sequel upper bound their corresponding exact values.

Remark 1: Alternatively, adopting the quantizer

\[
\Theta'(P) := \arg \min_{Q \in \mathbb{M}} \{ \text{Tr}(Q) : Q \geq P \}
\]

provides a tighter bound than (12) in that \( \Theta(P) \geq \Theta'(P) \geq P \). However, (13) is computationally difficult to implement. In the numerical examples in Section VII we adopt

\[
\Theta''(P) = \epsilon \text{round}(\epsilon / P + t^* I)
\]

with \( t^* := \min \{ t \in \mathbb{R} : \epsilon \text{round}(\epsilon / (P + t I)) \geq P \} \), which is easier to implement than (13) yet still provides a tighter upper bound than (12). For the ease of analysis, we adopt (12) to concisely analyze the gap between the corresponding approximate and exact value iterations, however, the theoretical results remain valid when (13) and (14) are incorporated.

Now, introduce a modified Bellman operator \( \tilde{T} \) defined by

\[
(\tilde{T} J)(P) := \min_S \{ c(P, S) + \beta J(\Theta(f(P, S))) \}.
\]

Table I

| Number of elements in \( \bar{M}(\gamma) \) when \( \epsilon = 1 \). |
|-------------------|-------------------|-------------------|-------------------|-------------------|
| \( \epsilon = 10 \) | \( \epsilon = 20 \) | \( \epsilon = 30 \) | \( \epsilon = 40 \) |
| \( n = 2 \) | 3.412 | 2.281 | 1.116 | 17.439 |
| \( n = 3 \) | 9.888 | 6.745 | 3.487 | 6.564 |
| \( n = 4 \) | 217.095 | 133.896 | 766 | – | 30.106 | 638 |

2The authors are unaware of an efficient method to construct \( \bar{M}(\gamma) \).
C. Modified value iteration and suboptimal sensor selection

For each $J \in B(S^+_n(\gamma))$, the modified value iteration is defined by the sequence $\hat{J}_k = T^k J$. In the following section, we formally prove that the sequence $\hat{J}_k$ converges uniformly to the unique solution $\bar{J} \in B(S^+_n(\gamma))$ of the Bellman equation

$$
\bar{J}^*(P) = \min_S \{ c(P, S) + \beta \bar{J}^*(\Theta(f(P, S))) \},
$$

under an appropriate assumption (Proposition 2).

Notice that $\hat{J}_k = T^k J$ requires updates only on the finite set $M(\gamma)$. Denote by $\hat{J}_{k|M(\gamma)} : M(\gamma) \rightarrow \mathbb{R}$ the restriction of $\hat{J}_k$ to $M(\gamma)$. Since each $\hat{J}_{k+1}$ is a function of $\hat{J}_k|_{M(\gamma)}$ only, the modified value iteration can be performed exclusively on the finite set $M(\gamma)$. Particularly, for each $P \in M(\gamma)$ in each iteration, one can compute the value function update as

$$
\hat{J}_{k+1}|_{M(\gamma)}(P) = \min_S \{ c(P, S) + \beta \hat{J}_k|_{M(\gamma)}(\Theta(f(P, S))) \}.
$$

Through this procedure, the convergence of the value functions to their optimal values, i.e., $\lim_{k \to \infty} \hat{J}_k|_{M(\gamma)} = \bar{J}^*|_{M(\gamma)}$, follows directly from the uniform convergence of $\hat{J}_k$. Once $\bar{J}^*|_{M(\gamma)}$ is obtained, the solution to (16) can be recovered as

$$
\bar{J}^*(P) = \min_S \{ c(P, S) + \beta \bar{J}^*|_{M(\gamma)}(\Theta(f(P, S))) \}.
$$

The suboptimal policy $\pi^* : S^+_n(\gamma) \rightarrow \mathbb{R}$ corresponding to the Bellman equation (16) is likewise obtained by

$$
\pi^*(P) = \arg \min_S \{ c(P, S) + \beta \bar{J}^*|_{M(\gamma)}(\Theta(f(P, S))) \}.
$$

Let $\bar{J}^*|_{S^+_n(\gamma)}(\rightarrow \mathbb{R})$ be the value function corresponding to the policy $\bar{J}^*|_{M(\gamma)}$ characterized as the unique solution to

$$
J^*(P) = c(P, \pi^*(P)) + \beta J^*(f(P, \pi^*(P))).
$$

We will establish that $\|J^* - J^*\|_\infty \leq \|J^* - \bar{J}^*\|_\infty \leq \frac{2n^2}{1 - \rho^2}$ under an assumption based on the main results (Theorems 1 and 2). This bound implies that the performance gap between the optimal policy and the suboptimal policy obtained by the approximate value iteration $\hat{J}_k = T^k J_0$ can be made arbitrarily small by decreasing $\epsilon$, although there is a corresponding increase in computational costs due to increasing $|M(\gamma)|$.

V. ANALYSIS OF MODIFIED VALUE ITERATION

Unfortunately, the performance of the modified value update in (15) is difficult to analyze. For this purpose, we introduce a third Bellman operator $\Omega : S^+_n(\rightarrow \mathbb{R})$ defined by

$$
\Omega(P) := P + 2\epsilon n I.
$$

The following are basic properties of $\Theta(\cdot)$ and $\Omega(\cdot)$:

**Lemma 1:** For each $P \geq 0$, we have $P - \Theta(P) \prec \Omega(P)$.

**Proof:** Define $R = \text{round} \left( \frac{1}{\epsilon} P \right) - \frac{1}{\epsilon} P$. By construction, $R$ is symmetric and each entry $R_{ij}$ satisfies $|R_{ij}| \leq \frac{1}{2}$. Consequently, the eigenvalues of $R$ are bounded as

$$
\max_i |\lambda_i(R)| \leq \sqrt{\text{Tr}(R^T R)} = \sum_{i,j} R_{ij}^2 \leq \frac{n^2}{4} = \frac{n}{2} < n.
$$

Therefore,

$$
\Theta(P) - P = \epsilon \left( \text{round} \left( \frac{1}{\epsilon} P \right) - \frac{1}{\epsilon} P + n I \right) = \epsilon (R + n I) \succ 0,
$$

$$
\Omega(P) - \Theta(P) = \epsilon \left( \frac{1}{\epsilon} P - \text{round} \left( \frac{1}{\epsilon} P \right) + n I \right) = \epsilon (-R + n I) \succ 0,
$$

where the positive definiteness of $(-R + n I)$ follows from our bound on the eigenvalues of $R$.

Finally, introduce a new Bellman operator $\hat{\Omega}$ defined by

$$
\langle \hat{\Omega}(P) \rangle := \min_S \{ c(P, S) + \beta J(\Omega(f(P, S))) \},
$$

for which we define $\hat{J}^*|_{B(S^+_n(\gamma))} (\rightarrow \mathbb{R})$ according to

$$
\hat{J}^*(P) = \min_S \{ c(P, S) + \beta \hat{J}^*|_{B(S^+_n(\gamma))}(\Theta(f(P, S))) \}.
$$

A. Convergence of value iteration

To proceed further, we make the following assumption.

**Assumption 2:** There exists $S \subseteq \{1, \ldots, N\}$ for each $P \in S^+_n(\gamma)$ such that $\Omega(f(P, S)) \in M(\gamma)$.

**Remark 2:** Assumption 2 is stronger than Assumption 1. However, while Assumption 2 is necessary for providing theoreetical guarantees, numerical experiments indicate that the sensor selection policy synthesis proposed below often yields a favorable performance without this assumption.

We have the following results regarding the Bellman operators $\hat{T}$ and $\hat{\Omega}$ as defined in (15) and (19).

**Proposition 2:** Under Assumption 2, the following hold:

(i) $J \in B(S^+_n(\gamma))$ implies that $\hat{T} J$ and $\hat{T} J \in B(S^+_n(\gamma))$.

(ii) For all $J, J'$ in $B(S^+_n(\gamma))$, $\|\hat{T} J - \hat{T} J'\|_\infty \leq \beta \|J - J'\|_\infty$ and $\|\hat{T} J - \hat{T} J'\|_\infty \leq \beta \|J - J'\|_\infty$.

(iii) $J^* \in B(S^+_n(\gamma))$ satisfying Bellman’s equation (16) and (20), respectively.

(iv) For every $J \in B(S^+_n(\gamma))$, define the sequences $\hat{J}_k = T^k J$ and $J_k = \hat{T}^k J$. Then, we have $\lim_{k \to \infty} \|\hat{J}_k - J^*\|_\infty = 0$ and $\lim_{k \to \infty} \|\hat{J}_k - J^*\|_\infty = 0$.

**Proof:** Here we prove the aforementioned properties only for the operator $\hat{T}$, as those for $\hat{\Omega}$ follow similarly.

(i) Since Assumption 2 guarantees the existence of a sensor selection $S$ such that $\Omega(f(P, S)) \in M(\gamma)$, $\langle \hat{T} J(P) \rangle = \min_S \{ c(P, S) + \beta J(\Omega(f(P, S))) \}$ is finite for $J$ bounded. Thus $J \in B(S^+_n(\gamma))$ implies $\hat{T} J \in B(S^+_n(\gamma))$.

(ii) Let $q = \|J - J'\|_\infty = \sup_{P \in S^+_n(\gamma)} |J(P) - J'(P)|$. Then,

$$
J(P) - q \leq J'(P) \leq J(P) + q
$$

for every $P \in S^+_n(\gamma)$. Applying $\hat{T}$ to each side of (21), and noticing that

$$
\min_S \{ c(P, S) + \beta J(\Omega(f(P, S))) \pm q \} = \min_S \{ c(P, S) + \beta J(\Omega(f(P, S))) \} \pm \beta q,
$$

we have

$$
\langle \hat{T} J(P) \rangle - \beta q \leq \langle \hat{T} J'(P) \rangle \leq \langle \hat{T} J(P) \rangle + \beta q,
$$
for every $P \in \mathbb{S}^n_+ (\gamma)$. Thus, $\| \hat{T}J - \hat{T}J' \|_{\infty} \leq \beta \| J - J' \|_{\infty}$.

(iii) and (iv): Since the space $B(\mathbb{S}^n_+ (\gamma))$ equipped with the sup norm is a complete metric space, and the operator $\hat{T}$ a contraction mapping, we can again apply the Banach fixed point theorem to obtain the desired results.

B. Comparison of value iteration sequences

Let $J \in B(\mathbb{S}^n_+ (\gamma))$ be an arbitrary constant function. The following are several basic properties of the three sequences $J_k = T^kJ$, $J_\hat{k} = \hat{T}^kJ$, and $J_k = T^kJ$.

**Lemma 2:** For each $k=0, 1, 2, \ldots$ and for every $0 \leq P \leq Q$, we have $J_k(P) \leq J_k(Q)$ and $J_k(P) \leq J_k(Q)$.

**Proof:** Here we prove only that $\hat{J}_k(P) \leq \hat{J}_k(Q)$, as the remaining inequality follows by a nearly identical argument. We prove the claim by induction. The claim trivially holds for $k=0$ since $J_0$ is an arbitrary constant function by construction. Suppose that $J_k(P) \leq J_k(Q)$ holds for some $k \geq 0$. Now, for every $0 \leq P \leq Q$ and for every $S$, we have that $c(P, S) \leq c(Q', S)$ and $\Omega(\{f(P, S)\}) \leq \Omega(\{f(Q', S)\})$. Thus,

$$\hat{J}_{k+1}(P') = \min_S \{c(P', S) + \beta \hat{J}_k(\Omega(\{f(P', S)\}))\}$$

$$\leq \min_S \{c(Q', S) + \beta \hat{J}_k(\Omega(\{f(Q', S)\}))\}$$

$$= \hat{J}_{k+1}(Q'),$$

completing the proof.

**Proposition 3:** For each $k=0, 1, 2, \ldots$ and $P \geq 0$, we have $J_k(P) \leq \hat{J}_k(P) \leq \hat{J}_k(P)$.

**Proof:** We again prove the claim by induction. The claim trivially holds for $k=0$ as each $J \in B(\mathbb{S}^n_+ (\gamma))$ is an arbitrary constant function. Assume that the claim holds for $k \geq 0$. Then, for each $P' \geq 0$,

$$J_k(P') \leq J_k(\Theta(P')) \leq J_k(\Theta(P')) \leq \hat{J}_k(\Theta(P')) \leq \hat{J}_k(\Omega(\{f(P', S)\}))$$

where we first obtain the inequality in $22a$ by recalling that $P' \geq \Theta(P')$ by Lemma 1, which then implies that $J(P') \leq J(\Theta(P'))$ by Lemma 2. The two following inequalities in $(22b)$ and $(22c)$ are each obtained as a result of our induction hypothesis. Finally, we can again invoke the results of Lemmas 1 and 2 to obtain $22d$ from $22a$. Now, setting $P' = f(P, S)$, we have

$$J_k(f(P, S)) \leq \hat{J}_k(\Theta(f(P, S))) \leq \hat{J}_k(\Omega(f(P, S)))$$

for each $P \geq 0$ and $S \subseteq \{1, \ldots, N\}$. Thus,

$$\min_S \{c(P, S) + \beta J_k(f(P, S))\} \leq \min_S \{c(P, S) + \beta J_k(\Theta(f(P, S)))\} \leq \min_S \{c(P, S) + \beta J_k(\Omega(f(P, S)))\}$$

which implies that $J_{k+1}(P) \leq \hat{J}_{k+1}(P) \leq \hat{J}_{k+1}(P)$.

C. Upper bound of $\hat{J}_k$

In Lemma 2 we have shown that $\hat{J}_k$ is monotonically non-decreasing. Proposition 4 below shows that the “slope” of $\hat{J}_k$ is bounded. Define a convergent sequence by

$$L_{k+1} = 1 + \beta L_k, \quad L_0 = 0,$$

where $\beta$ is our discount factor. By inspection, $L_1, \ldots, L_k, \ldots$ is the sequence of partial sums of a geometric series. It is straightforward to bound these terms by $L_k < L := 1/1-\beta$.

**Proposition 4:** $\hat{J}_k(P + \Delta P) \leq \hat{J}_k(P) + L_k \text{Tr}(\Delta P)$ for every $k=0, 1, 2, \ldots$ and any $P, \Delta P \geq 0$.

**Proof:** We prove the claim by induction. The claim trivially holds for $k=0$. Suppose that the claim holds for some $k \geq 0$. For $P \geq 0$ and $\Delta P \geq 0$, by Lemma 4 (provided in the Appendix), we have that

$$f(P' + \Delta P', S) \leq f(P', S) + \Delta f$$

with some $f(\cdot)$ non-decreasing. Proposition 4 above shows that the “slope” of $\hat{J}_k$ is bounded. Define a convergent sequence by

$$L_{k+1} = 1 + \beta L_k, \quad L_0 = 0,$$

where $\beta$ is our discount factor. By inspection, $L_1, \ldots, L_k, \ldots$ is the sequence of partial sums of a geometric series. It is straightforward to bound these terms by $L_k < L := 1/1-\beta$.

**Proposition 4:** $\hat{J}_k(P + \Delta P) \leq \hat{J}_k(P) + L_k \text{Tr}(\Delta P)$ for every $k=0, 1, 2, \ldots$ and any $P, \Delta P \geq 0$.

**Proof:** We prove the claim by induction. The claim trivially holds for $k=0$. Suppose that the claim holds for the $k$th $P$. Then, for each $k \geq 0$, $P \geq 0$, and $\Delta P \geq 0$, by Lemma 4 (provided in the Appendix), we have that

$$f(P' + \Delta P', S) \leq f(P', S) + \Delta f$$

(23)

with some $f(\cdot)$ non-decreasing. Proposition 4 above shows that the “slope” of $\hat{J}_k$ is bounded. Define a convergent sequence by

$$L_{k+1} = 1 + \beta L_k, \quad L_0 = 0,$$

where $\beta$ is our discount factor. By inspection, $L_1, \ldots, L_k, \ldots$ is the sequence of partial sums of a geometric series. It is straightforward to bound these terms by $L_k < L := 1/1-\beta$.
By Proposition 3, we have $J_k \leq \tilde{J}_k \leq \hat{J}_k$. The next two propositions upper bound of the gap between $J_k$ and $\hat{J}_k$.

**Proposition 5:** Suppose $\hat{J}_k = \tilde{T}^k J_0$ where $J_0 \in B(S_+^n(\gamma))$ is a constant function. For each $k=0, 1, 2, \ldots$, we have

$$0 \leq (\tilde{T} \hat{J}_k)(P) - (\tilde{T} \tilde{J}_k)(P) \leq 2\epsilon n^2 L \quad \forall P \in S_+^n(\gamma).$$

**Proof:** The first inequality follows from the monotonicity of $J_k$, as proven in Lemmas 1 and 2:

$$(\tilde{T} \hat{J}_k)(P) = \min_S \{ c(P, S) + \beta \hat{J}_{k-1}(f(P, S)) \} \leq \min_S \{ c(P, S) + \beta \hat{J}_{k-1}(\Omega(f(P, S))) \} = (\tilde{T} \hat{J}_k)(P).$$

To see the second inequality,

$$(\tilde{T} \hat{J}_k)(P) = \min_S \{ c(P, S) + \beta \hat{J}_{k-1}(f(P, S)) \}$$

$$= \min_S \{ c(P, S) + \beta \hat{J}_{k-1}(f(P, S)) + L_{k-1} \text{Tr}(2\epsilon n I) \}$$

$$\leq \min_S \{ c(P, S) + \beta \hat{J}_{k-1}(f(P, S)) + 2\epsilon n^2 L \}$$

$$= (\tilde{T} \hat{J}_k)(P) + 2\epsilon n^2 L,$$

where (25b) follows (25a) by the definition of $\Omega$. Then (25c) follows from the result of Proposition 4. We subsequently obtain (25d) by noting that the final term in (25c) is independent of our sensor selection $S$ and recalling the fact that, for all $k=0, 1, 2, \ldots$, $L_k \leq L$. Finally, we obtain (25e) by the definition of $(\tilde{T} \hat{J}_k)(P)$.

**Proposition 6:** Suppose $J_k = T^k J_0$ and $\hat{J}_k = \tilde{T}^k J_0$ where $J_0 \in B(S_+^n(\gamma))$ is a constant function. We have

$$\limsup_{k \to \infty} \| J_k - \hat{J}_k \| \leq \frac{2\epsilon n^2}{(1 - \beta)^2}.$$  

**Proof:** Notice that

$$\| J_{k+1} - \hat{J}_{k+1} \| = \| T J_k - \tilde{T} \hat{J}_k \|$$

$$= \| T J_k - T \hat{J}_k + T \hat{J}_k - \tilde{T} \hat{J}_k \|$$

$$\leq \| T J_k - T \hat{J}_k \| + \| T \hat{J}_k - \tilde{T} \hat{J}_k \|$$

$$\leq \beta \| J_k - \hat{J}_k \| + 2\epsilon n^2 L,$$

where the final inequality is obtained using the fact that $T$ is a contraction mapping, as proven in Proposition 1 to upper bound the first term, and that we can upper bound the second term by the result of Proposition 5. Define a sequence $\ell_k$ by

$$\ell_{k+1} = \beta \ell_k + 2\epsilon n^2 L$$

with $\ell_0 = 0$. We have $\ell_k \leq 2\epsilon n^2 L/(1 - \beta)$ for $k = 0, 1, 2, \ldots$.  

Comparing (26) and (27), we have $\| J_k - \hat{J}_k \| \leq \ell_k$. Thus,

$$\limsup_{k \to \infty} \| J_k - \hat{J}_k \| \leq \frac{2\epsilon n^2}{(1 - \beta)^2},$$

where we have substituted for $L = \frac{1}{1 - \beta}$.  

**D. Main results**

Following from this analysis, we now present our main results, which are summarized in the following two theorems.

**Theorem 1:** Let $J^*$ be the optimal value function characterized by (10). Let $\hat{J}_k = \tilde{T}^k J_0$ be the sequence generated by the approximate value iteration with (15) where $J_0 \in B(S_+^n(\gamma))$ is a constant function. We have

$$\limsup_{k \to \infty} \| J^* - \hat{J}_k \| \leq \frac{2\epsilon n^2}{(1 - \beta)^2}.$$  

**Proof:** Since $0 \leq J_k \leq \hat{J}_k \leq \bar{J}_k$, it follows from Proposition 6 that $\limsup_{k \to \infty} \| J^* - J_k \| \leq \frac{2\epsilon n^2}{(1 - \beta)^2}$. Now,

$$\limsup_{k \to \infty} \| J^* - \bar{J}_k \| \leq \limsup_{k \to \infty} \| J^* - J_k + J_k - \bar{J}_k \|$$

$$\leq \limsup_{k \to \infty} \| J^* - J_k \| + \limsup_{k \to \infty} \| J_k - \bar{J}_k \|$$

$$= \limsup_{k \to \infty} \| J_k - \bar{J}_k \| \leq \frac{2\epsilon n^2}{(1 - \beta)^2}.$$  

**Theorem 2:** For all $\pi \geq 0$, $J^*(\pi) \leq J^{*\pi}(\pi) \leq J^*(\pi)$.  

**Proof:** Again, set $J_k = T^k J_0$ and $\bar{J}_k = \tilde{T}^k J_0$ for $J_0 \in B(S_+^n(\gamma))$ a constant function. Define the sequence $J^\pi_{k+1}(P) = c(P, \pi^\prime(P)) + \beta J^\pi_k(f(P, \pi^\prime(P)))$.

By construction, we have that

$$J_k(P) \leq J^\pi_k(P) \leq \bar{J}_k(P) \quad \forall P \in S_+^n(\gamma)$$

for $k = 0, \ldots$.

**VI. NUMERICAL EXPERIMENTS**

In this section, we use the approximate value iteration

$$\bar{J}_{k+1}(P) = (\tilde{T} \hat{J}_k)(P) \quad \forall P \in M(\gamma), \quad k = 0, 1, \ldots$$

where $\tilde{T}$ is the Bellman operator defined in (15) equipped with the quantizer $\Theta^\prime(\cdot)$ defined in (14). Recalling that $\Theta^\prime(\cdot)$ provides a tighter bound than $\Theta(\cdot)$, our theoretical bounds remain valid. Furthermore, note that the computation of the right hand side of (29) for each $P \in M(\gamma)$ is a function the
previous value function iterates and $P$ itself. Since each value function update is independent of all other $P^t \in \mathcal{M}(\gamma)$, their computations are massively parallizable. We exploit this property by implementing the value function updates in (29) on a GPU using the CUDA-enabled MATLAB interface. Through this implementation, each complete iteration of (29) requires less than a second of computation time, even for meshes with cardinalities $|\mathcal{M}(\gamma)|$ of several million elements.

For our numerical analysis, we revisit the sensor selection problem of [15], wherein a 3-dimensional process with four available sensors is considered. The system parameters are

$$A = \begin{bmatrix} -0.6 & 0.8 & 0.5 \\ -0.1 & 1.5 & -1.1 \\ 1.1 & 0.4 & -0.2 \end{bmatrix}, \quad C = \begin{bmatrix} 0.75 & -0.2 & -0.65 \\ 0.35 & 0.85 & 0.35 \\ 0.2 & -0.65 & 1.25 \\ 0.7 & 0.5 & 0.5 \end{bmatrix},$$

$W = I_{3 \times 3}$, and $V = \text{diag}(0.53, 0.8, 0.2, 0.5)$, where $\text{diag}(\cdot)$ is a diagonal matrix whose entries are the listed values. To penalize the choice of sensors, we adopt the set function $g(S_t)$ defined in (7), which permits the selection of exactly one active sensor at each time step. We additionally use a discount factor of $\beta = 0.95$ and a trace bound of $\gamma = 15$.

To study the impact of the resolution $\epsilon$ on the resulting value functions, we construct the set $\mathcal{M}(\gamma)$ for $\epsilon$ ranging from $\epsilon = 3/7 = 0.428$ to $\epsilon = 1$. For each $\mathcal{M}(\gamma)$, we perform the value iteration procedure in (29) until convergence, which we observed to require no more than 500 iterations. Once each value of $J^*$ was obtained, we then extracted the corresponding sensor selection policy $\pi^*$ through (18).

For each $\epsilon$, Fig. 1 plots the value function $J^* (P(\lambda))$ evaluated at $P(\lambda) = 0.01 I_3$, for $\lambda = 1, \ldots, 250$. We additionally plot the estimated values of $J^* (P(\lambda))$, which we obtain by simulating the trajectories $P_t$, $t=0,1,\ldots$, starting with $P_0 = P(\lambda)$ and repeatedly iterating (5) using $C_{S_t}$ and $V_{S_t}$ corresponding to $\pi^*(P_t)$. Fig. 1 confirms that $J^* (P) \leq J^* (P)$ holds (Theorem 2) for each value of $\epsilon$ considered. Although the exact value function $J^* (P)$ is not computable, Fig. 1 indicates that a smaller $\epsilon$ tends to provide a tighter upper bound, given by $J^* (P)$. This relationship holds even if the gap obtained in Theorem 1 is overly conservative (in the case of $\epsilon = 0.5$, for example, we have that $2 \epsilon n^2/(1-\beta)^2 = 3600$).

![Fig. 1. Value functions $J^* (P)$ and $J^* (P)$ for various values of $\epsilon$.](image1.png)

We observe that the sequence of selected sensors under the synthesized sensor selection policy always eventually exhibits a periodic behavior. Using $\epsilon = 0.428$, for example, the sequence of selected sensors eventually becomes a repetition of $\{4, 2, 1, 2, 1\}$ regardless of the initial covariance, as shown in Fig. 2 for $P_0 = I_{3 \times 3}$. We additionally observe that varying $\epsilon$ yields different periodic sequences (Table II). Interestingly, the sequences we obtain differ from the repeating sequence $\{4, 1, 4, 2, 1, 2, 3\}$ obtained in [15]. Although [15] considered an undiscounted problem, where the performance is evaluated by $\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \text{Tr}(P_t)$, it is noteworthy that some of the sequences we obtain outperform that of [15], even under an undiscounted setting, as shown in Table II.

| Method                  | Sequence                  | Undiscounted cost |
|-------------------------|---------------------------|-------------------|
| $\epsilon = 0.5$       | $\{4, 2, 1\}$             | 6.6437            |
| $\epsilon = 0.428$     | $\{4, 2, 1, 2, 1\}$       | 6.6944            |
| $\epsilon = 0.6, \epsilon = 1$ | $\{2, 1\}$             | 6.8380            |
| $\epsilon = 0.75$      | $\{2, 1, 1\}$             | 6.8636            |
| [15]                    | $\{4, 1, 4, 2, 1, 2, 3\}$ | 6.9410            |
| greedy solution         | $\{2, 2\}$               | 6.8380            |
| [5] steady-state solution | $\{2\}$                 | 25.5572            |

**TABLE II REPEATING SEQUENCE AND CORRESPONDING UNDISCOUNTED COST.**

VII. CONCLUSION AND FUTURE WORK

We considered the problem of synthesizing an optimal sensor selection policy for linear-Gaussian systems, expressing it in terms of a value iteration over the continuous space of covariance matrices. We formulated a point-based value iteration approach over a prespecified, finite set of covariance matrices to obtain a computationally tractable procedure. This method is accompanied by proven bounds for suboptimality of the obtained sensor selection policy in terms of a
configurable solution parameter. Favorable performance was demonstrated with respect to existing solutions.

Future research should seek to develop methods that efficiently construct $\mathcal{M}(\gamma)$, as naively using a “mesh grid” is impractical for systems with high-dimensional state spaces. Similarly, as discussed in [15], the sensor selection problem can be viewed as the dual to the optimal control problem in switched systems. Investigating how existing pruning methods in this context, such as that of [24], can be applied to our sensor selection problem of interest, is a second straightforward research direction. Finally, future work should additionally seek to obtain tighter bounds on the suboptimality of the synthesized sensor selection policy.
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APPENDIX

A. Supplementary results

Lemma 3: For $M \succ 0, N \succ 0, X \succeq 0$ and $A \in \mathbb{R}^{n \times n}$, the following inequality holds:

$$\begin{align*}
(M + AXA^T)^{-1} + N^{-1} \\
\leq (M^{-1} + N^{-1})^{-1} + (M^{-1} + N^{-1})^{-1}M^{-1}AXA^TM^{-1}(M^{-1} + N^{-1})^{-1}.
\end{align*}$$

Moreover, if $A$ is Schur stable, we have

$$\begin{align*}
\text{Tr}((M^{-1} + N^{-1})^{-1}M^{-1}AXA^TM^{-1}(M^{-1} + N^{-1})^{-1}) & \leq \text{Tr}(X).
\end{align*}$$

Proof: First, recall the general matrix inversion lemma:

$$A + BCB^{-1} = A^{-1} - A^{-1}B(B^T - A^{-1}B + C^{-1})^{-1}B^TA^{-1}$$

Now, set $F := X^{\frac{1}{2}}A^{-1}$. Then one can show that

$$\begin{align*}
(M + AXA^T)^{-1} + N^{-1} \\
= ((M + F^T)^{-1} + N^{-1}) \\
= (M^{-1} + N^{-1} - M^{-1}F^{-1} + I)^{-1}FM^{-1} \\
= (M^{-1} + N^{-1})^{-1} \\
+ (M^{-1} + N^{-1} - M^{-1}F^{-1} + I)^{-1}FM^{-1} \\
\times (I + FM^{-1}(M - (M^{-1} + N^{-1})M^{-1}F^{-1})^{-1} \\
\times FM^{-1}(M^{-1} + N^{-1})^{-1}) \\
\leq (M^{-1} + N^{-1})^{-1} \\
+ (M^{-1} + N^{-1} - M^{-1}F^{-1} + I)^{-1}FM^{-1} \\
= (M^{-1} + N^{-1})^{-1} \\
+ (M^{-1} + N^{-1} - M^{-1}AXA^TM^{-1}(M^{-1} + N^{-1})^{-1})
\end{align*}$$

where (32) follows (31) by simply substituting our relation for $F$. We then obtain (33) by applying the general matrix inversion lemma in (30) to (32) wherein we use $A = M, B = F, C = I$ (where $I$ is the identity matrix). To obtain (34), we again apply the general form of the matrix inversion lemma, this time setting $A = (M^{-1} + N), B = FM^{-1},$ and $C = -(FM^{-1}F^{-1} + I)^{-1},$ and subsequently rearranging terms. The following inequality in (35) is obtained by noting that $M - (M^{-1} + N)^{-1} \succeq 0$, which implies $(I + FM^{-1}(M - (M^{-1} + N)^{-1})M^{-1}F^{-1})^{-1} \succeq I^{-1} = I$. Substituting $I$ yields the result. Finally, we obtain (36) by substituting back in our relation for $F$. To show the second claim, first notice that all the eigenvalues of the matrix
\[ Z := M^{1/2}(I + M^{1/2}NM^{1/2})^{-1}M^{-1/2} \text{ satisfy } 0 < \lambda_i(Z) < 1. \]

Thus,
\[
0 < M^{-1}(M^{-1} + N)^{-2}M^{-1} = M^{-1/2}(I + M^{1/2}NM^{1/2})^{-1}M^{1/2}(I + M^{1/2}NM^{1/2})^{-1}M^{-1/2} = Z^TZ < I.
\]

Therefore,
\[
\text{Tr}((M^{-1} + N)^{-1}M^{-1}AXA^\top M^{-1}(M^{-1} + N)^{-1}) \leq \text{Tr}(M^{-1}(M^{-1} + N)^{-2}M^{-1}AXA^\top) \leq \text{Tr}(AXA^\top) \leq \text{Tr}(X),
\]
completing the proof.

**Lemma 4:** Assume \( A \in \mathbb{R}^{n \times n} \) is Schur stable. For every \( P \succeq 0, \Delta P \succeq 0 \) and \( S \), we have \( f(P + \Delta P) \leq f(P, S) + \Delta f \) where \( \Delta f \succeq 0 \) and \( \text{Tr}(\Delta f) \leq \text{Tr}(\Delta P) \).

**Proof:** This result follows from Lemma \( \text{III} \) by setting \( M = APA^\top + W, N = C_S^TV_S^{-1}C_S, X = \Delta P \) and \( \Delta f = (M^{-1} + N)^{-1}M^{-1}AXA^\top M^{-1}(M^{-1} + N)^{-1} \). 

\[\]