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ABSTRACT
Wireless sensor network (WSN) is a vital form of the underlying technology of the internet of things (IoT); WSN comprises several energy-constrained sensor nodes to monitor various physical parameters. Moreover, due to the energy constraint, load balancing plays a vital role considering the wireless sensor network as battery power. Although several clustering algorithms have been proposed for providing energy efficiency, there are chances of uneven load balancing and this causes the reduction in network lifetime as there exists inequality within the network. These scenarios occur due to the short lifetime of the cluster head. These cluster head (CH) are prime responsible for all the activity as it is also responsible for intra-cluster and inter-cluster communications. In this research work, a mechanism named lifetime centric load balancing mechanism (LCLBM) is developed that focuses on CH-selection, network design, and optimal CH distribution. Furthermore, under LCLBM, assistant cluster head (ACH) for balancing the load is developed. LCLBM is evaluated by considering the important metrics, such as energy consumption, communication overhead, number of failed nodes, and one-way delay. Further, evaluation is carried out by comparing with ES-Leach method, through the comparative analysis it is observed that the proposed model outperforms the existing model.
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1. INTRODUCTION
IoT can be potentially defined as the ecosystem of the interlinked devices through the internet for sending and receiving the data. It is one of the intelligent networks that can be controlled, sensed, and programmed through the embedded technology to share information [1]. Internet of things gives the earliest access to the devices performing with high efficiency and great productivity. Moreover, during the survey, it is found that nearly 5 billion devices are available in the world and the expansion of IoT suggests that by the end of 2020 this number will be 50 billion devices, not only that the number might also exceed in terms of several people communicating than the number of devices connected. These phenomena may cause huge traffic, this provides one of the multiple reasons to further research in the IoT area.

Internet of things has various applications, mainly e-health, retail and logistics, smart agriculture, smart home, and smart city. Nevertheless, these applications require some properties such as low delay, security, and reliability. The discussed characteristics are very important for the ideal utilization of IoT and it is observed that different applications require different characteristics. For instance, in the case of smart
education and e-health; secure, reliable communication and private communication is required. Similarly, in case of an emergency solution, reliable communication and low delay are very important. Energy efficiency is required in every application; hence, load balanced communication must be developed in such a way that it can fulfill criteria [2]. Wireless sensor network (WSN) i.e., wireless sensor network acts as the bridge between the real world and digital world as the sensors are connected and they are responsible for sensing the data and transmitting the data through the internet [3]. WSN is nothing but the multiple sensors deployed in the network field for monitoring several parameters such as physical and environmental.

Figure 1 shows data transmission in the wireless sensor network. In Figure 1, there are many sensor nodes, and these nodes are clustered using the clustering algorithm [4], [5]. Here, the sensor nodes sense the data and send it to the corresponding cluster head, later these cluster head (CH) transmits the data to a base station. Further, through the base station, data can be accessed by the internet and these sensors are battery-based, hence, the WSN model must be designed in such a way that it should be efficient in terms of selection of path, clustering, load balancing, sensing, and parameter design. WSN that is meant for IoT faces a lot of issues apart from sensing such as the amount of sensor node deployed in the field, hardware damage, communication mode, limited battery power, Increase in computational cost. Apart from these constraints WSN that is meant for IoT also faces the challenges of quality of service (QoS), power management, and security [6], [7]. Moreover, energy consumption has been a primal issue while designing the WSN model for IoT and this has led the researcher to get into depth for reducing the energy consumption and several ideas such as routing, and clustering have been put to reduce the energy consumption [8].

![Figure 1. Data transmission in the wireless sensor network](image)

**a. Motivation and contribution of the research work**

In WSN there are many clusters and each cluster have a cluster head and if one cluster head fails then the network becomes unbalance, and the data transmission fails. Other factors such as energy consumption cause a reduction in network lifetime [9]. Hence, energy depletion equilibrium or load balancing strategy was introduced to maximize the lifetime. In past, several methodologies have been proposed for load balancing [10], [11], however, these methodologies face issues such as network complexity, the lifetime of CH, CH-selection, clustering, and routing. Hence, motivated by the above discussion, this paper proposes a novel mechanism named lifetime centric load balancing mechanism (LCLBM) which focuses on maximizing the network lifetime. Further, the contribution of research work is highlighted through the below points:

- The main aim of LCLBM is to maximize the network lifetime through balancing the load.
- Study and deep analysis of balanced clustering algorithm.
- At first, a design that is specific to network topology and energy model is developed, and later an adaptive mechanism of cluster head sharing is developed.
- Further, develop the novel CH-selection and ACH mechanism that helps in maximizing the lifetime.
- Evaluate the LCLBM by considering the various parameter such as network lifetime and energy consumption.

This research focuses on achieving the load balancing mechanism and organized in a standard way. Here, the first section starts with the significance of IoT, WSN, and its application. Further, discuss the problem faced for the implementation and the importance of load balancing. Later, in the same section,
discuss the motivation and contribution of research work. In the second section, review several existing works for achieving load balancing and their shortcomings. By considering the discussed problem in the literature survey in the third section, develop LCLBM for maximizing through load balancing. The fourth section focuses on evaluating LCLBM through graphical representation by comparing it with the existing protocol.

2. LITERATURE SURVEY

In WSN [12], the author has introduced particle swarm optimization (PSO) technique to resolve the load balancing problem and gives routing between CHs. At first, all the given nodes transmit their data to the sink that solves load balancing, and in-network the sink gives the routing with the help of PSO, which contains the scheme of efficient particle-encoding. Whenever the sensor node (SN) can be assigned via a gateway and the next gateway hop is defined, this information broadcasts the sink on the network. In [13], it introduces the novel algorithm of routing and clustering based on PSO for the WSNs that outperform the introduced algorithm in [12]. The main difference between this work [14] and the same PSO based method is to assume the energy balancing and energy efficiency (EE) simultaneously, where the proposed algorithm only assumes the CHs’s EE. In WSNs [14], the author has solved routing and clustering problems by utilizing the PSO. In [13], the main difference between this work and introduced algorithms [14] is used PSO to choose CHs before the clusters are produced. Anyways, in [12] and [13] gateways that act as the CHs, there is no requirement to choose CHs to produce the clusters and it only requires assigning SNs to gateways.

In WSNs [15], the author has utilized the genetic algorithm (GA) to solve the routing and clustering algorithm. They assume the gateways’ residual energy and distance among corresponding CH and SNs for clustering. In addition to gateways residual energy, the trade-off between the number of forwards and transmission distance is assumed for routing. The efficient representation of the chromosome has been efficiently helping to resolve the problems of routing and clustering. In the routing algorithm, the next-hops energy consumptions are not taken into consideration. In paper [16], the author has solved the problems of routing and clustering in the WSNs by utilizing local data about nodes. In this technique, the backbone of directed virtual CHs is constructed and utilized by the help of CH to transmit their information to sink. This virtual structure has a root, which is known as the sink. This type of method does not address the load balancing issue. In [17], the author has introduced the algorithm of distributed unequal clustering utilizing fuzzy logic (DUCF) for the WSNs. The DUCF chooses the CHs utilizing the fuzzy method and forms the unequal clusters to balance the power consumption between CHs. In the DUCF, huge numbers of members are assigned to every single CH based on its number of neighbors, distance, and residual energy to sink. In [18], have utilized artificial bee colony (ABC) to resolve the problems of routing and clustering in WSNs. The clusters can be produced based on neighborhood data and the energy levels of SNs in the protocol. In ABC, the fitness functions for routing issues are based on the number of hops path and energy efficiency. According to [19], the author has resolved the problem of routing and clustering in WSNs as assuming the problem of a hotspot. The introduced algorithm takes the distance and residual energy from the sink into the account and thus separates the network into not equal size clusters by using the algorithm of multi-objective immune. In paper [20], the author has introduced the protocol for routing and clustering in the WSNs which is based on the type-2 fuzzy logic (T2FL). The prior algorithms have utilized the type-1 fuzzy logic (T1FL) to resolve this issue. T2FL is the sets of fuzzy themselves. In [21], the author has proposed the algorithm of routing and clustering for the WSNs, whereas all nodes are heterogeneous. This method chooses the CHs in every single round and calculates a smaller number of heterogeneous nodes. The SNs transmit their information to sink with the help of chosen heterogeneous nodes and their CH.

In paper [22], the author has solved the problems of routing and clustering in the WSNs by assuming then as the Pareto optimization problem (multi-objective problem). They have considered the number of CHs and quality of link among the CHs and cluster members, and the quality of the link is constructed as the routing tree which is taken in the problem of Pareto optimization. In this, the individual encoding method has been designed that permits the joint optimization of routing and clustering issues in the WSNs. In paper [23], the author has defined the problems of routing and clustering in WSNs as the problem of Pareto optimization. This issue is resolved by using the multi-objective particle swarm optimization (MOPSO). In the problem of Pareto optimization, reliability, and EE are described as the function of objective. In the network, they have performed load balancing by revolving the roles of CH and next hop in each of the iterations. The performance of the network is maximized in comparison to the other algorithm but here load balancing clustering problem has not been addressed. In [24], they have solved the problem of clustering in the WSNs by maximizing the algorithm of Cuckoo search (CS), and the problem of routing is maximized by the algorithm of harmony search. The maximized algorithm of CS discovers an optimal set of CHs between normal SNs.
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In [25], the author has introduced the algorithm of cluster-based routing, which utilizes the convolutional neural network (CNN) and fuzzy rules for WSNs. In the algorithm, there are four types of parameters that remain the same for CHs energy, the distance among sink and CHs, the nodes, CH, and distance are utilized for the cluster formation. The network can be instructed with the help of fuzzy rules and CNN for the adjustment weight. Furthermore, they also utilize the approach of fuzzy reasoning for the cluster formation to achieve cluster-based routing. Anyways, they utilize the CHs degree in the formation of a cluster, and it cannot manage the load of SNs (sensor nodes) between CHs. In [26], introduced the well-known algorithm as dynamic layered dual-CHs routing based on the optimization of Krill herd (KH) in underwater wireless-sensor networks (UWSNs). The main purpose of this algorithm is to manage the power consumption of CHs. To attain this aim, they utilize the distance between CH and cluster.

3. PROPOSED METHOD

LCLBM comprises several parts such as network model, energy model, ch-sharing model, assistant cluster head- model (ACH) and its functionality, these all are discussed in the following sections.

3.1. Network model and assumption

In this sub-section, the network topology of the circular region shaped is designed, here the sink is placed in the center and each layer is in the shape of a square and does not lose any properties. Let us assume that the radius of the network topology is \( S \) and angle \( \theta \), the network topology is parted into the ring shape, where, \( e \) is depth. At first all, the nodes are deployed, and it is immobilized, further, each node has the same energy at the initial stage. Each sensor node can scale transmission range and sink has all the information regarding the networks and their parameters, such as, \( e \), \( S \), \( l \) and \( \theta \). The data is generated through a uniform distribution. For instance, the data is divided into several fragments in such a way that the traffic flow might be considered as the continuous variable.

3.2. Energy model

In this sub-section of the research work, the energy model for the proposed model is introduced. Here, the first-order energy is adopted and meanwhile, the optimized energy model is designed. The transmitter requires energy to run the power amplifier and radio electronics. Receiver transfers energy to the radio electronics and the energy consumption which is required for the \( m \) bits to pass to the distance \( e \) while transmitting. In (1) presents the energy consumption of the model.

\[
\begin{align*}
\mathcal{F}_{\text{Trans}}(m, e) &= \mathcal{F}_{\text{Trans-el}}(m) + \mathcal{F}_{\text{Trans-amp}}(m, e) \\
\mathcal{F}_{\text{Trans}}(m, e) &= \begin{cases} 
    m \cdot \mathcal{F}_{\text{req}} + m \cdot \xi_{\text{trans}} \cdot e^2 & \text{if } e < e_0; \\
    m \cdot \mathcal{F}_{\text{req}} + m \cdot \xi_{\text{amp}} \cdot e^4 & \text{if } e \geq e_0;
\end{cases}
\end{align*}
\]

\( \mathcal{F}_{\text{trans-amp}} \) is the energy required to run the receiver or transmitter, this depends on the different parameters such as modulation and digital coding \( \xi_{\text{trans}} \) and \( \xi_{\text{amp}} \) are transmitter and amplifier characteristics respectively. \( m \) Indicates data and \( e \) indicates distance. Energy consumption required to receive the \( m \) data bit as depicted as shown in (2).

\[
\mathcal{F}_{\text{Recv}}(m) = m \ast \mathcal{F}_{\text{req}}
\]

Threshold value \( e_0 \) is the ratio of transmitter characteristics and amplifier characteristics.

\[
e_0 = \left( \frac{\xi_{\text{ts}}}{\xi_{\text{mp}}} \right)^{-1/2}
\]

3.3. Assistant CH-mechanism modelling

In this section, Assistant CH-mechanism as well as optimal design for inter-communication such that load balancing is achieved. Further, this section comprises cluster head Sharing, energy minimization, and assistant CH-mechanism.

3.3.1. Cluster head sharing

Let us consider the \( e_o \) as the distance from the CH to the sink, further, the energy can be minimized if the following condition (4):

\[
e_o = (20 - 1) \sin 0.5 \theta (e/\theta)
\]
If the conditions satisfy, then the distribution is said to be the CH-optimal distribution and (4) needs to be proved. Hence, to prove it assume that the $o^{th}$ layer area is almost equal to the cluster size and CH is placed in the location, and the distance between the CH to sink is $y$. Let us consider a random node which can be shared randomly at the given coordinate and this given coordinate has the distance of $a$ from CH and acts as the cluster member. Moreover, if a square distance of all the cluster member to cluster head is smaller than the energy consumption is nominal, hence, the cluster member to the corresponding CH is given through (5).

$$b^2 = y^2 + z^2 - 2yz \cos A$$  \hspace{1cm} (5)

In the (5), $z$ is the distance between the sink and cluster member and $A$ is the angle between the Cluster Head and Cluster Member. In cluster distance from the cluster member to the CH is established through (6).

$$\sum b^2 = \int_{0/2}^{\Theta/2} \int_{\Theta}^{e\Theta} (o - 1) e (y^2 + z^2 - 2yz \cos A) dAdz.$$  \hspace{1cm} (6)

In formulated (6) can be modified and presented in the (7).

$$\sum b^2 = 30(3o^2 - 3o - 1)e^2 + \theta dy^2 - 2(2o - 1)e^2 \sin 0.5 \Theta y$$  \hspace{1cm} (7)

Hence, considering (5), minimize the energy overhead through (6) and (7), further it is observed that $\sum b^2$ can be minimized if coordinates can be drawn through the (8).

$$Y = (2o - 1) \sin 0.5\Theta y / \Theta$$  \hspace{1cm} (8)

Thus, once (5) is achieved then optimal CH can be selected.

3.4. Energy minimization

Energy minimization is achieved through the CH-Rotation and CH-selection. This sub-section focus on energy to distance, here it specifically formulate the ratio between the remaining energy of the node and the distance between the node and CH and this can be denoted as $\mathcal{S}_{\Phi-s}$, further (9) presents the mathematical formula for computation.

$$\mathcal{S}_{\Phi-s} = (e_t - CH)^{-1} \mathbb{F}_{re}$$  \hspace{1cm} (9)

As shown in (9), $e_t - CH$ indicates the distance observed between the node and Cluster Head, $\mathbb{F}_{re}$ indicates the remaining energy.

3.5. Assistant cluster head (ACH)

While developing the cluster, it is observed that CH observes traffic when compared to its cluster member and this causes the cluster head to consume more energy than its member, hence, the energy consumption must balance. To achieve that the role of these sensor nodes is changed i.e., being CH and CM. However, while role reversing also it is observed that the energy consumption is more while exchanging the message for their role, to overcome this assistance CH i.e., ACH is used. By using the ACH, only ACH and CH reverse their role, and this brings energy consumption. In the initial stage, the node which has $\mathcal{S}_{\Phi-s}$ the larger value is selected and the node’s second-highest value $\mathcal{S}_{\Phi-s}$ is considered as the ACH, further, the CH contains the information about the ACH.

3.5.1. LCLBM based inter-cluster communication model

This sub-section presents the optimal Inter-cluster communication model, here, consider the node as a player, and each node chooses the nearest node as the next hop for energy minimization. This makes the node for a higher probability to be chosen as the next hop, which has a relatively smaller distance from the several nodes. However, this causes energy exhaustion, and further causes network destruction, to avoid this problem, develop an optimal Inter-cluster communication model. LCLBM model divides into different layers. In the LCLBM strategy model, the model has a set of nodes and amount of data towards the nodes nearest layers, further OICC helps in achieving the equilibrium and equilibrium helps in achieving balanced energy. Furthermore, CH makes the self-decision for data forwarding to the next hop. Moreover, the LCLBM objective can be given through (10).
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In the LCLBM model, all nodes at any random layer \( n \) of the given network topology are considered as a set, for instance, if the nodes lie in the \( n^{th} \) layer is \( N \), then the set of OICC is given as (11).

\[
Q = \{Q_j \mid 1 \leq j \leq Q\}
\]  

Further, each node is independent, and it acts without knowing any other node information. In this research strategy of each node is denoted in (12).

\[
T = (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_0)
\]  

The node strategy can be formulated as shown in (13).

\[
T_j = E_{jk}
\]  

Where \( E_{jk} \) indicates the data from node \( j \) to node \( k \). Similarly, the node capacity can be given as (14),

\[
D_k = E_k(\varepsilon_r)^{-1}
\]  

In (14), \( E_k \) is the energy cost to receive the data. Further, to balance the load, load balancing is given in (15), where \( e_{min} \) indicates the minimum distance between the neighboring layers and \( e_{jk} \) is the distance from the node \( j \) to node \( k \).

\[
\Theta_j = e_{min}(e_{jk})^{-1}
\]  

The utility function can be formulated through (15).

\[
V_j(\varepsilon_j, \varepsilon_{-j}) = (D_k - \sum_{j=1}^{\Theta_j} E_{jk}) E_{jk}^{-1}
\]  

In above equation, \( \varepsilon_{-j} \) is the strategy set for the node. Further, from equation 16 transmitter \( j \) and receiver \( k \), both are considered with parameters defined in (15) and (16), this helps in achieving the load balance. Let \( V_j(\varepsilon_j, \varepsilon_{-j}) \) be the utility of the function then establish the load balancing phenomena (LBP). Moreover, to achieve that the following equation needs to be established, where, the utility function \( V_j(E_j, E_{-jk}) \) can be maximum.

\[
E_{jk}^* = \Theta_j; D_k(1 + \sum_{j=1}^{\Theta_j} \Theta_j)^{-1}
\]  

To establish the maximum, first, consider \( V_j(E_j, E_{-jk}) \) as \( V_j(\cdot) \), the value of \( V_j(\cdot) \) is maximum only if \( \frac{\partial V_j(\cdot)}{\partial E_{jk}} \) is null and this can be formulated in (18).

\[
\frac{\partial V_j(\cdot)}{\partial E_{jk}} = \Theta_j/E_{jk}^{\Theta_j-1}(D_k - \sum_{i=1}^{\Theta_j} E_{ij}) - E_{ij}^{\Theta_i} = 0
\]  

Using (18), achieve (19), here, \( i \) value can vary from 1 to \( \Theta \), and after various iteration, it achieves the optimized LBP i.e., in (20),

\[
E_{ij} = \Theta_j; D_k - \Theta_j \sum_{j=1}^{\Theta_j} E_{jk}
\]  

Further, using (20) in formulated (19), develop the load balanced phenomena (LBP) which is depicted in (21).

\[
\sum_{j=1}^{\Theta_j} E_{jk} = D_k(\Theta_1 + \Theta_2 + \cdots + \Theta_0)(1 + \Theta_1 + \Theta_2 + \cdots + \Theta_0)^{-1}
\]  

\[
E_{jk} = \Theta_i; D_k(1 + \sum_{j=1}^{\Theta_j} \Theta_j)^{-1}
\]
3.6. LCLBM functionality

This section describes the energy-efficient mechanism, and it is three-stage that can be named as CH selection, data acquisition, and assistant CH-selection.

3.6.1. LCLBM based CH-selection

- Step 1: Here the base station identifies the efficient distribution by the network topology parameter named as $\Theta$, $e$, $S$ and $l$.
- Step 2: Once the optimized cluster head sharing is done, then the node computes the optimized distance from the cluster head and the remaining energy is also computed.
- Step 3: Once the optimal distribution of $e_{ch}$, further sensor node computes the corresponding distance $e_{1-ch}$ later it obtains $S_{F-e}$ from (9).
- Step 4: Further, the sensor node broadcasts the CH-selection and contains the information of $o$, $ID$, $S_{F-e}$ once, the sensor node receives the broadcasting message it compares the ratio computed, if the ratio of that particular node is higher than it creates CH_alert by recommending itself as cluster head. Hence, the node that has the highest ratio as the cluster head.
- Step 5: Similarly, cluster members select the proper cluster Head, this is carried through a invite message, which is broadcasted by the cluster head, this invite message contains the various information such as layer number, sender ID, and energy minimization phenomena (EMP).
- Step 6: Further ACH is chosen through the sorting of all the computed ratio, where the highest is chosen as cluster head and the second highest is chosen as the ACH.

3.7. Data-CPT (collecting, processing and transmission) phase

This phase can be divided into two distinctive part i.e., inter and intra.

3.7.1. Inter data- CPT

- Step 1: Once the clusters are formed, CH divides the time slot following cluster member and simultaneously it allocates the time top cluster member.
- Step 2: Hence, in the given slotted time, the node performs the CPT whereas other nodes are kept in REST mode.

3.7.2. Intra data-CPT

- Step 1: After cluster formation and CH has been selected then the arbitrary layer computes the capacity $D_k$ that is given in (20).
- Step 2: It notifies all cluster head which lies in the $n^{th}$ layer of $E_k$ through broadcasting.
- Step 3: When all the CH gets the $E_k$ value then the distance is calculated to the respective cluster head. Further, balancing factor $\Theta_i$ is achieved through broadcasting.
- Step 4: Once the cluster head has full information of balancing factors, then it tries to establish the optimal data to nodes at the nth layer, later the data that lies in an upstream layer is regulated following $E_{f_k}$.

3.8. Assistant CH-protocol functionality steps

To reduce the energy overhead and balance use Assistant Cluster Head, this mechanism is carried out in the following steps:

- Step 1: After each round, the present CH is compared with the ratio of assistant CH; in case if the ratio of present CH is less then it sends a message.
- Step 2: If CH assistant CH decides to be CH, then it sends a message and waits for the acknowledgment from the cluster member.
- Step 3: Once the acknowledgment is received, members keep track of information about the next ACH.
- Step 4: If the ratio computed by ACH is lower than the present cluster head then the discard is alerted, and cluster head continues to be CH. Hence, this sub mechanism tends to achieve load balancing. Once the mechanism is developed, it evaluates the LCLBM-mechanism in the next section.

4. PERFORMANCE EVALUATION

Wireless sensor networks has a variety of applications, it is continuously rising despite various constraints such as storage, communication range, processing capacity, and energy. The primary issue is its lifetime, and this occurs due to more energy consumption. This issue can be tackled through balancing the load and it helps in energy consumption. In this section, evaluate PS-LCLBM and the evaluation is carried...
out using system parameter with Windows 10-OS (Operating System) with Quad-Core processor (64 bit) and the system is packed with 2GB NVIDIA CUDA and 16 GB of RAM. The simulation is carried out using the sensoria simulator [27] and PS-LCLBM is programmed using the C# language. Table 1 presents further details about the system parameter.

| Network Parameter               | Value                          |
|--------------------------------|--------------------------------|
| Network Size                   | 75 m * 75 m                    |
| Amplification energy (Emp)     | 100 pJ/bit/m²                  |
| Number of sensor nodes         | 500, 1000, 1500 and 2000       |
| Data packet processing delay   | 0.1 ms                         |
| Number of Base stations        | 2                              |
| The initial energy of sensor nodes | 0.2 J                     |
| Radio energy dissipation       | 50 NJ/bit                      |
| Idle energy consumption (Elec) | 50 NJ/bit                      |
| Data packets length            | 2000 bits                      |
| Bandwidth                      | 5000 bit/s                     |
| Transmission speed             | 100 bit/s                      |

4.1. Comparative analysis

This section performs the comparative analysis between the PS-LCLBM and the existing model by considering the various parameter such as network lifetime, one-way delay, active nodes, and communication overhead.

4.1.1. Network lifetime

Energy efficiency is always used as the criterion with the network lifetime; due to the limited amount of energy given to each sensor. Hence, in this section, the network lifetime comparison is considered through varying nodes. In Figures 2-5, lifetime comparison has been carried for 500 nodes, 1000 nodes, 1500 nodes, and 2000 nodes, respectively. Here, it is observed that in the case of an existing model the network lifetime is marginally less in comparison with an existing model. Hence, the observation can be made that the proposed model depreciates the energy consumption and thus increases the network lifetime.

![Network lifetime for 500 nodes](image1)

![Network lifetime for 1000 nodes](image2)

![Network lifetime for 1500 nodes](image3)

![Network lifetime for 2000 nodes](image4)
4.1.2. Energy consumption

Energy consumption is one of the key parameters for evaluation of the load balancing mechanism and the sensor nodes are battery-based and possesses a limited amount of energy. Hence, energy consumption becomes essential parameter. Here, the existing model is compared with the proposed model LCLBM by varying the sensor number of nodes as 500 nodes, 1000 nodes, 1500 nodes, and 2000 nodes. Further, the comparison is tabulated in Table 2.

Table 2. Simulation parameter

| No. of sensor nodes | ES-LEAH (energy in mj) | PS-LCLBM (energy in mj) |
|---------------------|------------------------|-------------------------|
| 500                 | 30.53496296            | 24.85570736             |
| 1000                | 64.05439272            | 47.70517578             |
| 1500                | 86.7461309             | 75.57840514             |
| 2000                | 119.4031467            | 99.62671092             |

4.1.3. Overhead

This section proves the efficiency of PS-LCLBM by comparing the communication overhead and it is defined as the portion of time spent on communicating with the node. Higher communication overhead results in more energy consumption and Figure 6 average communication overhead are compared. In case of 500 nodes, communication overhead (CO) is 0.1508 whereas CO of LCLBM is 0.025. Similarly, for 1000 nodes, 1500 nodes and 2000 nodes communication overhead for the existing mechanism is 2.14, 3.72, and 5.12 also CO for PS-LCLBM is 0.15, 0.17, and 0.20, respectively. Through the comparative analysis, it is observed that communication overhead increase exponentially with the increase of the number of nodes for the existing model and CO increases linearly for LCLBM.

4.1.4. The active number of nodes

This is another performance metric for evaluation of PS-LCLBM; In load balancing the energy is the very important part as the energy must be shared efficiently and the load should be balanced in such a way that energy can be utilized with a greater number of active nodes i.e., nodes that are performing the data transmission. Hence, a higher number of active nodes indicates less load on the node, and energy can be reduced. Further, the lifetime of the network is also increased, graphical comparison has been presented in Figure 7.

Figure 6. Communication overhead comparison

![Figure 6. Communication overhead comparison](image)

Figure 7. Active number of node comparison

![Figure 7. Active number of node comparison](image)

5. CONCLUSION

This research work proposes LCLBM for balancing the load on the network in IoT. Here, a specific network is designed to establish the ideal environment for load balancing then later with the help of the ACH, the loads are balanced to maximize the lifetime of the network. LCLBM is evaluated by comparing the important performance metrics with the existing model, such as, network lifetime, energy consumption, network length, and overhead. In terms of energy consumption for 500 nodes, 1000 nodes, 1500 nodes, and 2000 nodes the proposed model achieves better results as it consumes 18.60%, 25.52%, 12.87%, and 16.56% respectively less energy than the existing model. Similarly, considering different parameters such as one-way delay communication overhead, nodes currently performing, network length, and communication overhead, a comparative analysis is carried out and through the analysis, it is observed that the proposed model not only
outperforms the existing model but also provides the way for further research in optimizing the load balancing. However, considering the importance and popularity of WSN, still several constraints such as quality of service considering the demand for bandwidth, data processing, and compressing technique needs to be considered in future research.
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