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ABSTRACT
This work proposes a dislocation density-based strain gradient $J_2$ plasticity framework that models the strength contribution due to Geometrically Necessary Dislocations (GNDs) using a lower order, Taylor hardening backstress model. An anisotropy factor is introduced to phenomenologically represent the differential hardening between grains in this $J_2$ plasticity framework. An implicit numerical algorithm is implemented for the time integration of the finite deformation plasticity model. The framework is first used to predict directional hardening due to the GND-induced backstress during cyclic loading. Deformation contours are studied to understand the substructure attributes contributing to directional hardening. The framework is then used to predict the intrinsic, grain size-dependent strengthening of polygrain ensembles. Model predictions of simulations with different grain sizes are shown to agree with the Hall-Petch effect and also with Ashby’s model of hardening due to GNDs in polygrain ensembles.

Keywords strain gradient · backstress · $J_2$ plasticity · directional hardening · Hall-Petch effect

1 Introduction
Plastic deformation in metallic systems is an inherently length scale-dependent phenomenon. This is generally attributed to the formation of Geometrically Necessary Dislocations (GNDs), which accommodate the strain gradients arising due to discontinuities and heterogeneities in the microstructure and the specimen during incompatible plastic deformation [1,2]. GNDs govern the development of long range backstress and ensuing length scale-dependent strengthening phenomena. These effects are accentuated as the size decreases, with effects on the mechanical property most evident at micron and sub-micron length scales. Physical manifestations of these length scale/size effects are evident in the Hall-Petch effect [3,4], torsion of thin wires [5], bending of thin foils [6], micropillar compression [7], nanoindentation of crystalline materials [8,9] and constrained shear of films [10,11]. Further, it should be noted that the size effects on mechanical properties have generally been classified into two categories: intrinsic and extrinsic effects. While the former owe their strength to the microstructural attributes of the material, such as grain size, the latter owe their strength to the specimen size itself [12,13].

Modeling frameworks have attempted to capture these length scale-dependent effects via the development of non-local models, which account for the spatial gradient of strain/stress and their contribution to hardening during plastic deformation. In this regard, the Nye tensor was proposed as a function of the gradient of plastic strain [1]. This concept has been explored and mathematically interpreted in various forms to account for the development of strain gradients, GNDs and associated hardening [14,15]. Recently, grain size-dependent strengthening has also predicted using strain gradient crystal plasticity models [16,17]. There has been extensive research in this field over the last three decades. Summarizing the features of these modeling studies is perhaps beyond the scope of the present work and the reader is referred to [18,19] for a comprehensive review of the research done in this field.
The focus of the present work is on modeling the development of backstress due to GNDs and their effect on the size-dependent mechanical properties. In this regard, various backstress formulations have been proposed \[17, 24, 37-41\] that generally account for hardening contributions due to *higher order* gradient terms, based on thermodynamic considerations. More recently, Sangid and co-authors \[42, 43\] have proposed a *lower order*, GND density based backstress model for kinematic hardening in a crystal plasticity framework, such that the slip system-level backstress scales as the square root of the GND density (similar to a Taylor hardening model \[44\]). While these recent studies \[42, 43\] primarily focused on studying the GND and backstress evolution during cyclic loading, size effects on the mechanical properties were not studied extensively.

In the present work, we explore this concept further and propose a \(J_2\) plasticity extension of the lower order, Taylor hardening backstress model given by Kapoor et al. \[42\] in a dislocation density based framework. We also introduce an *anisotropy factor* to phenomenologically represent the differential hardening between grains with different crystallographic orientations, in our otherwise isotropic \(J_2\) plasticity model. Simulations are first performed to study the directional hardening effects due to the GND-induced backstress. Simulations are then performed to demonstrate the grain size-dependent hardening of polygrain ensembles with varying grain sizes. Based on the analysis of our model predictions, we establish correlations between the GND density, backstress evolution and grain size-dependent deformation.

## 2 Model Description

### 2.1 Finite Deformation Kinematics

This finite deformation framework is based on the multiplicative decomposition of the deformation gradient into the elastic and plastic parts \[45\]:

\[
F = F^e \cdot F^p
\]

(1)

where, \(F^p\) relates the reference configuration to a stress-free, intermediate configuration and accounts for shear due to plastic deformation, while \(F^e\) relates the intermediate configuration to the current, deformed deformation and accounts for the elastic deformation.

The plastic deformation gradient is related to the velocity gradient as, \(\dot{F}^p = L^p \cdot F^p\), where the velocity gradient, \(L^p\), is given by \[46\]:

\[
L^p = \sqrt{\frac{3}{2}} \dot{\varepsilon}^p N^p
\]

(2)

Here, \(\dot{\varepsilon}^p\) is the effective plastic strain rate and \(N^p\) is the direction of the plastic flow, given by the following relation:

\[
N^p = \sqrt{\frac{3}{2}} \frac{S - \chi}{\sigma^*}
\]

(3)

where, \(S\) is the deviatoric stress tensor, \(\chi\) is the backstress tensor, and \(\sigma^*\) is the modified effective stress, defined as

\[
\sigma^* = \sqrt{\frac{3}{2} (S - \chi) : (S - \chi)}
\]

(4)

### 2.2 Kinetics and Substructure Evolution

The effective plastic strain rate is modeled using a Kocks-type, thermally activated flow rule \[47\]:

\[
\dot{\varepsilon}^p = \dot{\varepsilon}^p_0 \exp \left( \frac{-\Delta F_g}{kT} \left( 1 - \left( \frac{\sigma^* - S_a}{S_t} \right)^p \right)^q \right) \quad ; \quad \sigma > S_a
\]

(5)

where, \(\dot{\varepsilon}^p_0\) is the reference strain rate, \(\Delta F_g\) is the activation energy for dislocation glide, \(S_a\) is the athermal slip resistance, \(S_t\) is the thermal slip resistance, and \(p\) and \(q\) are parameters used to model the shape of the activation enthalpy curve.

The athermal slip resistance, \(S_a\), is given by:

\[
S_a = M (\tau_0 + k_{II}Gb\sqrt{\rho_{SSD}})
\]

(6)

where, \(\tau_0\) is threshold slip resistance, \(k_{II}\) is the Taylor hardening coefficient \[44\] associated with isotropic hardening, \(G\) is the shear modulus, \(b\) is the Burgers vector magnitude, and \(\rho_{SSD}\) is the Statistically Stored Dislocation (SSD) density. Here, we introduce an anisotropy factor, \(M\), to phenomenologically represent the anisotropy in the yield stress of crystalline materials due to their crystallographic orientations. This term may be considered to be representative of the Taylor factor, or the inverse of the Schmid factor, in this macroplasticity framework and is randomly assigned for
each grain. As a first order approximation, $M$ is assumed to be constant and its evolution with plastic deformation is neglected. We also note that the anisotropy factor may be expected to evolve with deformation (cf. [48]).

The evolution of SSDs is modeled using a Kocks-Mecking-Estrin type formulation [49, 50], albeit with the additional consideration for GNDs in the generation of SSDs [37]:

$$\dot{\rho}_{SSD} = \frac{k_{mul}}{b} \sqrt{\rho_{SSD} + \rho_{GND}} \dot{\epsilon}^p - k_{rec} \rho_{SSD} \dot{\epsilon}^p$$ (7)

where, $k_{mul}$ is the dislocation multiplication rate constant, and $k_{rec}$ is the recovery constant. The first term in Equation (7) represents the multiplication of SSDs at existing dislocations, while the second term represents the rate of annihilation of SSDs due to recovery processes.

2.3 Geometrically Necessary Dislocation Density and Backstress Tensor

In this finite deformation framework, we adopt the definition of the Nye tensor proposed by Dai [51] as

$$\Lambda = -(\nabla \times F^p)^T$$ (8)

Further, the Geometrically Necessary Dislocation (GND) density is defined as

$$\rho_{GND} = \frac{1}{b} ||\Lambda||$$ (9)

where, $|||$ denotes the L2 norm of the respective tensor quantity.

In the present work, we implement Equation (8) in its rate form, such that

$$\dot{\Lambda} = -(\nabla \times \dot{F}^p)^T; \dot{\rho}_{GND} = \frac{1}{b} ||\dot{\Lambda}||$$ (10)

Further, we propose the backstress tensor and its rate form as

$$\chi = k_{KH} G b \sqrt{\rho_{GND}} N^p \Leftrightarrow \dot{\chi} = k_{KH} G b \frac{\dot{\rho}_{GND}}{2 \sqrt{\rho_{GND}}} N^p$$ (11)

where, $k_{KH}$ is the Taylor hardening coefficient associated with kinetic hardening due to GNDs.

This form of the backstress tensor is a $J_2$ plasticity extension of the Taylor hardening contribution of the GND density to the slip system-level directional hardening proposed for a crystal plasticity framework [42]. Physically, this model represents the development of backstress due to GNDs along the direction of plastic deformation, $N^p$. The rate (or the incremental) form of this backstress model ensures that the backstress contribution due to the pile up of GND density along a certain loading direction is remnant in the history-dependent backstress tensor, even after the direction of loading is changed, for example, during cyclic loading. In the context of prior macroplasticity frameworks, our formulation is a deviation from the mechanism-based strain gradient plasticity models that proposed the hardening due to the total density of SSDs and GNDs (cf. [15, 52] and its variants). Essentially, our model delineates the contribution of the GNDs towards the development of backstress in the direction of plastic deformation, while the SSDs are assumed to contribute primarily to isotropic hardening. Note, however, that higher order strain gradient frameworks do separate the strengthening contribution of SSDs and GNDs into isotropic hardening and kinematic hardening, respectively [37, 39, 53], although their physical implications are different.

2.4 Implicit Time Integration and Numerical Implementation

We propose an implicit algorithm for the time integration of the constitutive model. This algorithm is inspired by the implicit slip rate integration algorithms [54–57], which were given for crystal plasticity formulations. Here we adapt the same for a $J_2$ plasticity formulation.

Given the deformation gradient, $F$, at any time step, this algorithm numerically estimates the effective plastic strain rate, $\dot{\epsilon}^p$, via a Newton-Raphson algorithm. At any given time step, a function may be formulated such that the function, $f(\dot{\epsilon}^p)$, given by:

$$f(\dot{\epsilon}^p)_{i+1} = f(\dot{\epsilon}^p)_i + \frac{\partial f(\dot{\epsilon}^p)}{\partial \dot{\epsilon}^p} \Delta \dot{\epsilon}^p$$ (12)

has to be minimized iteratively, i.e, $f \to 0$. Here, the subscript, $i$, denotes the number of iterations at any given time step. In order to satisfy this equality,

$$f(\dot{\epsilon}^p)_i = -\frac{\partial f(\dot{\epsilon}^p)}{\partial \dot{\epsilon}^p} \Delta \dot{\epsilon}^p \Leftrightarrow \Delta \dot{\epsilon}^p = -\frac{f(\dot{\epsilon}^p)_i}{\partial f(\dot{\epsilon}^p)}$$ (13)
Thus, \( \dot{\epsilon}^{p}_{t+1} = \dot{\epsilon}^{p}_{t} + \Delta \dot{\epsilon}^{p} \) provides the converged value of the effective plastic strain rate at any given time step.

This method relies on accurate calculation of the partial derivatives associated with the \( \frac{\partial f(\dot{\epsilon}^{p})}{\partial \dot{\epsilon}^{p}} \) term. Taking derivatives and expanding the individual terms gives an expression of the form:

\[
\frac{\partial f(\dot{\epsilon}^{p})}{\partial \dot{\epsilon}^{p}} = 1 - \dot{\epsilon}^{p} \left( q \frac{\Delta F_{g}}{kT} \left( 1 - \left( \frac{\sigma^{*} - S_{a}}{S_{l}} \right)^{p} \right) \right) \left( p \left( \frac{\sigma^{*} - S_{a}}{S_{l}} \right)^{p-1} \right) \left( \frac{1}{S_{l}} \left( \frac{\partial \sigma^{*}}{\partial \dot{\epsilon}^{p}} - \frac{\partial S_{a}}{\partial \dot{\epsilon}^{p}} \right) - \left( \frac{\sigma^{*} - S_{a}}{S_{l}^{2}} \right) \frac{\partial S_{a}}{\partial \dot{\epsilon}^{p}} \right)
\]

(14)

The above expression contains derivatives of various terms with respect to \( \dot{\epsilon}^{p} \), which are described in the following. We begin with \( \frac{\partial \sigma^{*}}{\partial \dot{\epsilon}^{p}} \), which may be written as \([55]\)

\[
\frac{\partial \sigma^{*}}{\partial \dot{\epsilon}^{p}} = \frac{\partial \sigma^{*}}{\partial \sigma} : \frac{\partial \sigma}{\partial \dot{\epsilon}^{p}} = \frac{\partial \sigma^{*}}{\partial \sigma} : \frac{\partial \sigma^{p2k}}{\partial \dot{\epsilon}^{p}} : \frac{\partial E^{e}}{\partial \dot{\epsilon}^{p}} : \frac{\partial \mathbf{F}^{p}}{\partial \dot{\epsilon}^{p}} : \frac{\partial \mathbf{L}^{p}}{\partial \dot{\epsilon}^{p}}
\]

(15)

Here, \( \sigma \) is the Cauchy stress, \( \sigma^{p2k} \) is the second Piola-Kirchoff stress, and \( E^{e} \) is the elastic Green strain. Following McGinty \([55]\), this expression may be simplified as

\[
\frac{\partial \sigma^{*}}{\partial \dot{\epsilon}^{p}} \approx - \sqrt{\frac{3}{2}} \mathbf{N}^{p} : \mathbf{C} : \sqrt{\frac{3}{2}} \mathbf{N}^{p}
\]

(16)

where, \( \mathbf{C} \) is the fourth rank elasticity tensor. Further, the derivative of the athermal stress with respect to the effective plastic strain rate is given as

\[
\frac{\partial S_{a}}{\partial \dot{\epsilon}^{p}} = \frac{k_{1}HGb}{2\sqrt{\rho_{SSD}}} \frac{\partial \rho_{SSD}}{\partial \dot{\epsilon}^{p}}
\]

(17)

where,

\[
\frac{\partial \rho_{SSD}}{\partial \dot{\epsilon}^{p}} = \left( \frac{k_{\text{mull}}}{b} \sqrt{\rho_{SSD}} + \rho_{GND} - \frac{k_{\text{dyn}}}{2b\sqrt{\rho_{SSD} + \rho_{GND}}} \frac{\partial \rho_{GND}}{\partial \dot{\epsilon}^{p}} \right) \Delta t^2
\]

(18)

and,

\[
\frac{\partial \rho_{GND}}{\partial \dot{\epsilon}^{p}} = \frac{1}{b} \left| \frac{\partial \dot{\mathbf{L}}^{p}}{\partial \dot{\epsilon}^{p}} \right| \Delta t
\]

(19)

Here,

\[
\frac{\partial \dot{\mathbf{L}}^{p}}{\partial \dot{\epsilon}^{p}} = - \left( \nabla \times \frac{\partial \dot{\mathbf{F}}^{p}}{\partial \dot{\epsilon}^{p}} \right)^{T}
\]

(20)

Calculating the derivative of \( \dot{\mathbf{F}}^{p} \) with respect to \( \dot{\epsilon}^{p} \) is not straightforward. Following McGinty \([55]\), we write \( \mathbf{F}^{p} \) at time step \( t + \Delta t \) as:

\[
\mathbf{F}^{p}_{t+\Delta t} = \exp(\mathbf{L}^{p}_{0} \Delta t) \cdot \mathbf{F}^{p}_{t}
\]

(21)

where, \( \mathbf{L}^{p}_{0} \) is the plastic velocity gradient in the intermediate configuration. This expression may be expanded using the Cayley Hamilton theorem \([55, 58] \), i.e.,

\[
\exp(\mathbf{L}^{p}_{0} \Delta t) = \mathbf{I} + \frac{\sin \phi}{\phi} \mathbf{L}^{p}_{0} \Delta t + \frac{1 - \cos \phi}{\phi^{2}} (\mathbf{L}^{p}_{0} \cdot \mathbf{L}^{p}_{0}) \Delta t^{2}
\]

(22)

where,

\[
\phi = \sqrt{\frac{1}{2} \mathbf{L}^{p}_{0} \cdot \mathbf{L}^{p}_{0}} \Delta t
\]

(23)

In order to calculate \( \dot{\mathbf{F}}^{p} \), we take the finite difference of Equation (21) with respect to \( \Delta t \) such that

\[
\dot{\mathbf{F}}^{p} = \frac{\mathbf{F}^{p}_{t+\Delta t} - \mathbf{F}^{p}_{t}}{\Delta t} = \frac{1}{\Delta t} (\exp(\mathbf{L}^{p}_{0} \Delta t) - \mathbf{I}) \cdot \mathbf{F}^{p}_{t}
\]

(24)

Using the expression for \( \exp(\mathbf{L}^{p}_{0} \Delta t) \) given above and after some mathematical manipulation, we arrive at

\[
\frac{\partial \dot{\mathbf{F}}^{p}}{\partial \dot{\epsilon}^{p}} = \frac{1}{\Delta t} \left( \frac{\partial (\exp(\mathbf{L}^{p}_{0} \Delta t))}{\partial \dot{\epsilon}^{p}} \cdot \mathbf{L}^{p}_{0} - 1 \cdot \dot{\mathbf{F}}^{p} + (\exp(\mathbf{L}^{p}_{0} \Delta t) - \mathbf{I}) \cdot \frac{\partial \mathbf{L}^{p}_{0}}{\partial \dot{\epsilon}^{p}} \cdot \dot{\mathbf{F}}^{p} \right)
\]

(25)
Further, the individual derivatives in the above expression are given as:

\[
\frac{\partial (\exp(L^p_0 \Delta t))}{\partial \phi} = \frac{\sin \phi}{\phi} \frac{\partial L^p_0}{\partial \phi} \Delta t + \frac{1 - \cos \phi}{\phi^2} \left( \frac{\partial L^p_0}{\partial \phi} \cdot L^p_0 + L^p_0 \cdot \frac{\partial L^p_0}{\partial \phi} \right) \Delta t^2 \\
+ \left( \frac{\cos \phi}{\phi} - \frac{\sin \phi}{\phi^2} \right) \frac{\partial L^p_0}{\partial \phi} (L^p_0 \Delta t) + \left( \frac{\sin \phi}{\phi^2} - \frac{1 - \cos \phi}{2\phi^3} \right) \frac{\partial \phi}{\partial \phi} L^p_0 \cdot L^p_0 \Delta t^2 
\]  

(26)

\[
\frac{\partial \phi}{\partial \phi} = \frac{\Delta t}{2} \frac{\partial L^p_0}{\partial \phi} : L^p_0 \\
\frac{\partial L^p_0}{\partial \phi} = \sqrt{\frac{3}{2}} N^p \\
\frac{\partial L^{-1}_0}{\partial \phi} = -L^{-1}_0 \cdot \frac{\partial L^p_0}{\partial \phi} \cdot L^{-1}_0 
\]  

(27)  

(28)  

(29)

Here, Equation (29) is derived using linear algebra concepts [59]. The above set of equations provide all the terms required for the implicit Newton-Raphson algorithm. We solve Equation (13) iteratively until the change in the effective plastic strain rate, $\Delta \dot{\varepsilon}^{\text{P}}$, is below a prescribed tolerance.

The constitutive model has been implemented as a user-defined material model and interfaced with the open source finite element (FE) code, Multiphysics Object-Oriented Simulation Environment (MOOSE) [60]. MOOSE provides the material model with an increment of the deformation gradient at an integration point, based on the applied global boundary conditions. The material model performs an implicit update of the stress, internal state variables and the consistent tangent stiffness tensor at the Gauss point, which is then passed back to MOOSE to check for global convergence. While the FE framework considers the displacement variables as degrees of freedom, the spatial gradient terms are implemented using the auxiliary variable interface in MOOSE. Note that these auxiliary variables, computed at the Gauss points, are not used in the computation of the global Jacobian, hence reducing computation costs significantly. In our implementation, $\dot{F}^p$ is stored as an auxiliary variable and its spatial gradient calculated using standard finite element shape functions of desired order for determining the rate of Nye tensor (cf. Equation (10)).

3 Model Parameters and Simulation Details

The model parameters chosen in this work are given in Table 1. In this example application, we have not calibrated our model to the mechanical response of any specific material and have used parameters that provide a representative stress-strain response and flow strength expected of metallic systems.

The elastic constants and Burgers vector magnitude are chosen to be representative of a fcc metal. The Kocks-type thermally activated flow rule has been extensively used in crystal plasticity frameworks to model the temperature- and strain rate-dependent response of various metals and alloys [61-63] and our choice of flow rule parameters is inspired from these earlier studies. The Taylor hardening coefficient associated with isotropic hardening due to SSDs is chosen to be 0.2 [44]. Since the focus of this work is to highlight the contribution of GNDs to the strengthening, we have intentionally chosen a low value of the initial SSD density as $1.0 \times 10^5 \text{mm}^{-2}$. Further, the dislocation multiplication constant for SSDs is also chosen to have a low value of 0.01, such that the SSD density does not increase significantly during deformation.

As a first order approximation, the initial GND density has been assumed to be zero. This may considered as representative of an annealed material, which has no residual deformation. In the present work, $k_{KH}$ is the most important parameter governing the development of backstress and its contribution to size-dependent strengthening. In the following sections, we have demonstrated model predictions with two different values for this parameter: 1.2 and 0.8. In Section 4.2.3, we have also provided a rationale for choosing appropriate values for this parameter.

We have performed simulations of polygrain ensembles with varying grain sizes. The initial microstructures were instantiated using the open source Voronoi tessellation software, Neper [64], for a 2D simulation domain of $100 \times 100 \mu m$. The microstructures were meshed using 2D six node, triangular finite elements with quadratic interpolation, and a mesh size of $\approx 1.5 \mu m$. There were approximately 10,000 – 20,000 finite elements in each of these microstructures. The microstructures generated by Neper were converted to the exodus file format (required for MOOSE) using the commercial meshing software, Trelis [65]. Further, the anisotropy factor, $M$, was randomly assigned for each grain, such that it ranges from $1/0.27$ to $1/0.49$. Here, 0.27 and 0.49 are representative of the lower and upper bounds of the Schmid factor generally observed in cubic crystals deforming by octahedral slip. As mentioned earlier, $M$ is not allowed
to evolve during the simulation. The primary purpose of this parameter is to introduce intergranular heterogeneity in the $J_2$ plasticity simulations.

Axi-symmetric boundary conditions were used such that the left edge of the simulation domain was constrained in the x-direction, while the bottom edge was constrained in the y-direction. The corner node common to both these edges was constrained in all degrees of freedom to prevent rigid body motion. Displacement-controlled uniaxial loading was applied on the top edge at a nominal strain rate of $1 \times 10^{-4} s^{-1}$.

A schematic of the loading and boundary conditions along with a representative microstructure is shown in Figure 1.

Figure 1: Representative microstructure with an average grain size of 8 $\mu$m in the simulation domain of $100 \times 100 \mu m^2$, along with a schematic of the loading and boundary conditions.

4 Results and Discussion

4.1 Directional Hardening Effects

We first present model predictions of directional hardening. We have used the microstructure with 8 $\mu$m average grain size for these simulations. The microstructure was cyclically loaded in tension and compression up to 0.01 strain amplitude for 500s at a nominal strain rate of $1.0 \times 10^{-4} s^{-1}$. In order to demonstrate the effect of $k_{KH}$ on directional
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hardening, we performed three simulations for the same initial microstructure. While the first two simulations were performed with $k_{KH} = 1.2$ and $k_{KH} = 0.8$, the third simulation was performed with $k_{KH} = 0$ and using a local version of the $J_2$ plasticity model. Essentially, all the strain gradient-dependent terms, $\rho_{GND}$ and $\chi$ were assumed to be zero in this third simulation.

4.1.1 Aggregate Properties

Figure 2 (a) and (b) show the aggregate response, plotted in terms of $\sigma_{22}$ versus $\epsilon_{22}$, and the effective stress, $\bar{\sigma}$, versus effective cyclic strain, $\bar{\epsilon}_{cyclic}$, for simulations with different values of $k_{KH}$. It can be seen that the flow stress increases with increasing $k_{KH}$ in the 1st cycle of loading. For example, $\bar{\sigma}$ is 494 MPa for $k_{KH} = 1.2$, 487 MPa for $k_{KH} = 0.8$, and 475 MPa for $k_{KH} = 0$ after $\bar{\epsilon}_{cyclic} = 0.01$. Subsequent to tension, when the microstructures were loaded in compression, the flow stress for the simulation with $k_{KH} = 0$ is almost the same as that in tension, indicating only isotropic hardening. For $k_{KH} = 0.8$ and 1.2, the flow stresses in compression are initially lower, followed by subsequent hardening. As discussed earlier, model parameters related to isotropic hardening due to SSDs were intentionally kept low in our simulations. Hence, the hardening observed in our simulations is primarily due to the GND-dominated kinematic hardening. The net hardening due to GND density may appear to be relatively small. For example, the hardening after $\bar{\epsilon}_{cyclic} = 0.01$ is $\approx 19$ MPa using $k_{KH} = 1.2$ and $\approx 12$ MPa using $k_{KH} = 0.8$, as compared to the simulations with $k_{KH} = 0$. However, it will be shown in the later sections that this size-dependent strength contribution is consistent with the values expected of fcc metals. Further, the value of the parameter, $k_{KH}$, may simply be increased, if a higher directional hardening is desired.

Figure 2: Plot of (a) $\sigma_{22}$ versus $\epsilon_{22}$, (b) $\bar{\sigma}$ versus $\bar{\epsilon}_{cyclic}$, (c) average $\rho_{GND}$ and $\rho_{SSD}$ versus $\bar{\epsilon}_{cyclic}$, and (d) $\bar{\chi}$ versus $\bar{\epsilon}_{cyclic}$ for simulations with different values of $k_{KH}$. In (c), solid lines are used to denote $\rho_{GND}$, while dotted lines are used to denote $\rho_{SSD}$. Note that the same color scheme has been used to represent the different values of $k_{KH}$ in all the plots.
The GND density is shown using solid lines, while the SSD density is shown using dotted lines. It can be seen that the GND density is slightly higher for $k_{KH} = 1.2$, as compared to that for $k_{KH} = 0.8$. While the grain gradient itself is expected to be similar in both cases, some additional GNDs may have developed to accommodate the stress concentrations due to higher backstress. This will be evident in the deformation contours discussed in the next section. Further, the SSD density is similar for both cases, while it is 5-7 times higher than the case with $k_{KH} = 0$ (no strain gradient). Since the model parameters for SSD evolution have been intentionally kept low, we do not see significant evolution in the SSD density for the case with no strain gradient. For $k_{KH} = 1.2$ and $0.8$, there is some evolution of SSDs, which may be primarily attributed to the multiplication of SSDs at GND segments, modeled using the 1st term in Equation (7).

Before moving forward, we would like to point out that the sign of the GND density is not considered in our $J_2$ plasticity framework. For example, GNDs with opposite sign may be expected to develop during reverse loading and hence contribute to a reduction in the net GND density. However, the GND density is computed from the norm of the Nye tensor in our model (cf. Equation (10)) and hence there is no way to account for the sign of the GNDs in our framework. Nonetheless, the backstress tensor accounts for the directionality of the hardening caused due the GND density. This is evident from the evolution of the effective backstress, $\chi$, with $\epsilon_{cyclic}$, in Figure 2(d), which shows that the effective backstress decreases once plastic deformation commences during compression loading, and then increases again during tension loading. This is physically representative of the hardening contribution due to backstress changing signs, once the loading direction is reversed. It should also be noted that the backstress scales almost linearly with the parameter $k_{KH}$. For example, the average value of $\chi$ is 18.68 MPa after $\epsilon_{cyclic} = 0.01$ using $k_{KH} = 1.2$, while it is 11.67 MPa using $k_{KH} = 0.8$, which gives a scaling of $\approx 2/3$. The GND density and backstress are of course zero using $k_{KH} = 0$.

In summary, the results presented in this section show the capability of the model to predict directional hardening and backstress evolution under cyclic loading conditions. While the GND density is not signed in this $J_2$ plasticity framework, the backstress tensor appropriately accounts for the directional hardening effects due to the GND density.

4.1.2 Deformation and Substructure Contours

In order to highlight the ability of the model to predict heterogeneous deformation, we present deformation contours from the cyclic loading simulations in this section. For this, we choose a small set of grains from the initial microstructure shown in Figure 1. These grains are highlighted on the left side of Figure 3. The contours of effective strain, $\epsilon$, at different stages of cyclic loading are shown for the three cases in Figure 3. Essentially, we have plotted the strain contours at the end of tension loading during the 1st cycle ($\epsilon_{cyclic} = 0.01$), the end of compression loading during the 1st cycle ($\epsilon_{cyclic} = 0.03$), and at the end of tension loading during the 2nd cycle ($\epsilon_{cyclic} = 0.05$). The corresponding contours of $\sigma_{22}$ are shown in Figure 4. The effective strain is expected to be similar at these three stages of deformation.

Firstly, it is interesting to note that the model predicts heterogeneous deformation in the different grains using this $J_2$ plasticity framework. This can be clearly seen from the $\epsilon$ and $\sigma_{22}$ contours, where certain grains have higher strains, while other grains have higher stresses. Generally, such effects can be captured using crystal plasticity models. In our model, this is attributed to the introduction of the anisotropy factor, $M$ (cf. Equation (5)), which is used to phenomenologically represent the differential hardening between grains. This also promotes strain and stress concentrations at the interfaces between grains, for example, in the region indicated by A in Figures 3 and 4. It should also be noted that such effects are observed in all cases, with and without strain gradients.

The effect of strain gradients on directional hardening can be clearly observed in the strain contours for the different cases at $\epsilon_{cyclic} = 0.05$. This is highlighted with circular markers in Figure 3. In the absence of strain gradients and directional hardening ($k_{KH} = 0$), the only heterogeneity in deformation may arise from the differential hardening between grains, due to the anisotropy factor, $M$. However, in the presence of strain gradients and with increasing values of $k_{KH}$, the strain heterogeneities increase in the same regions. These strain heterogeneities also increase with applied deformation, with early precursors of strain localization being observed at $\epsilon_{cyclic} = 0.05$.

The $\sigma_{22}$ contours in Figure 4 show that with increasing $k_{KH}$, the stresses are not fully reversed when the loading is reversed from tension to compression and vice-versa. For example, the maximum and minimum values of $\sigma_{22}$ are $\approx 550 \text{ MPa}$ and $\approx 450 \text{ MPa}$ at the end of the tension loading for $k_{KH} = 1.2$, while the same at the end of the compression cycle are $\approx -440 \text{ MPa}$ and $\approx -530 \text{ MPa}$, respectively. For $k_{KH} = 0$ and no strain gradients, the corresponding absolute values are identical between tension and compression. Interestingly, the grains with higher relative stress in tension have lower relative stress in compression, and vice-versa.

Figure 5 shows contours of the GND density, $\rho_{GND}$, at different stages of applied deformation for $k_{KH} = 1.2$ and $k_{KH} = 0.8$, while Figure 6 shows contours of the effective backstress, $\chi$, for the same. As can be seen, the GND density mostly develops at the grain interfaces and triple junctions, which are regions of stress concentration and
Figure 3: Contours of effective strain, $\bar{\epsilon}$, at the end of tension loading during the 1st cycle ($\bar{\epsilon}_{\text{cyclic}} = 0.01$), the end of compression loading during the 1st cycle ($\bar{\epsilon}_{\text{cyclic}} = 0.03$), and at the end of tension loading during the 2nd cycle ($\bar{\epsilon}_{\text{cyclic}} = 0.05$) for simulations with different values of $k_{KH}$. The set of grains chosen for these contours is shown on the left side.

Figure 4: Contours of $\sigma_{22}$ at the end of tension loading during the 1st cycle ($\bar{\epsilon}_{\text{cyclic}} = 0.01$), the end of compression loading during the 1st cycle ($\bar{\epsilon}_{\text{cyclic}} = 0.03$), and at the end of tension loading during the 2nd cycle ($\bar{\epsilon}_{\text{cyclic}} = 0.05$) for simulations with different values of $k_{KH}$. The set of grains chosen for these contours is shown on the left side of Figure 3.
incompatible deformation between grains. Further, the GND density intensifies at these regions with increasing applied deformation. As mentioned earlier, our $J_2$ model does not account for the sign of the GND density and although the GND density may increase with applied deformation, their net effect may be to reduce the backstress. The same can be seen from the effective backstress contours in Figure 6 where the effective backstress generally reduces during the compression cycle in all the grains. In fact, the maximum and minimum values of $\bar{\chi}$ at the end of tension loading during the 2nd cycle ($\bar{\epsilon}_{\text{cyclic}} = 0.05$) are lower than the corresponding values after the end of tension loading during the 1st cycle ($\bar{\epsilon}_{\text{cyclic}} = 0.01$). This is primarily due to the fact that the overall backstress hardening during compression loading negates the same developed during tension loading in the 1st cycle.

The results presented in this section demonstrate the ability of the framework to simulate directional hardening due to GNDs. In the following section, we focus on establishing size effects using our model.

| $\rho_{\text{GND}}$ (mm$^{-2}$) | $\bar{\epsilon}_{\text{cyclic}} = 0.01$ | $\bar{\epsilon}_{\text{cyclic}} = 0.03$ | $\bar{\epsilon}_{\text{cyclic}} = 0.05$ |
|-------------------------------|--------------------------------------|--------------------------------------|--------------------------------------|
| $k_{KH} = 1.2$                | $\rho_{\text{GND}}$                  | $\rho_{\text{GND}}$                  | $\rho_{\text{GND}}$                  |
|                               | $\bar{\chi}$                        | $\bar{\chi}$                        | $\bar{\chi}$                        |
| $k_{KH} = 0.8$                | $\rho_{\text{GND}}$                  | $\rho_{\text{GND}}$                  | $\rho_{\text{GND}}$                  |

Figure 5: Contours of $\rho_{\text{GND}}$ at the end of tension loading during the 1st cycle ($\bar{\epsilon}_{\text{cyclic}} = 0.01$), the end of compression loading during the 1st cycle ($\bar{\epsilon}_{\text{cyclic}} = 0.03$), and at the end of tension loading during the 2nd cycle ($\bar{\epsilon}_{\text{cyclic}} = 0.05$) for simulations with different values of $k_{KH}$. The set of grains chosen for these contours is shown on the left side of Figure 3.

| $\bar{\chi}$ (MPa) | $\bar{\epsilon}_{\text{cyclic}} = 0.01$ | $\bar{\epsilon}_{\text{cyclic}} = 0.03$ | $\bar{\epsilon}_{\text{cyclic}} = 0.05$ |
|---------------------|--------------------------------------|--------------------------------------|--------------------------------------|
| $k_{KH} = 1.2$      | $\bar{\chi}$                        | $\bar{\chi}$                        | $\bar{\chi}$                        |
| $k_{KH} = 0.8$      | $\bar{\chi}$                        | $\bar{\chi}$                        | $\bar{\chi}$                        |

Figure 6: Contours of $\bar{\chi}$ at the end of tension loading during the 1st cycle ($\bar{\epsilon}_{\text{cyclic}} = 0.01$), the end of compression loading during the 1st cycle ($\bar{\epsilon}_{\text{cyclic}} = 0.03$), and at the end of tension loading during the 2nd cycle ($\bar{\epsilon}_{\text{cyclic}} = 0.05$) for simulations with different values of $k_{KH}$. The set of grains chosen for these contours is shown on the left side of Figure 3.

The results presented in this section demonstrate the ability of the framework to simulate directional hardening due to GNDs. In the following section, we focus on establishing size effects using our model.
4.2 Grain Size Effects

In order to establish the grain size-dependent strengthening relations, we have performed simulations with five different mean grain sizes: 4µm, 8µm, 20µm, 30µm, and 40µm. Essentially, we span across an order of magnitude in terms of the mean grain size. Note that while this represents the mean grain size provided to Neper [64], there is some variation in the actual grain sizes obtained during the tessellations. Further, the domain size was kept constant at 100 × 100µm for all simulations. All simulations were performed till 0.04 applied strain for the material loaded in uniaxial tension. We first present the aggregate properties, followed by the deformation contours and finally estimate the grain size-dependent scaling relations.

4.2.1 Aggregate Properties

Figure 7(a) shows the aggregate response, plotted in terms of the effective stress, \( \bar{\sigma} \), versus effective strain, \( \bar{\epsilon} \), for simulations with different average grain sizes. In order to highlight the grain size-dependent response, the plot of \( \bar{\sigma} \) versus \( \bar{\epsilon} - \bar{\sigma}/E \) given by \( \approx \bar{\epsilon} - \bar{\sigma}/E \) is shown in Figure 7(b). The corresponding average GND and SSD densities are plotted as a function of \( \bar{\epsilon} \) in Figure 7(c), and the average effective backstress, \( \bar{\chi} \), is plotted as a function of \( \bar{\epsilon} \) in Figure 7(d).

It can be seen from Figure 7(a) and (b) that the flow stress of the material increases as the grain size decreases. These results indicate that the model is able to qualitatively capture the grain size-dependent strengthening [3,66]. For example, the flow stress at the beginning of plastic deformation is \( \approx 480 MPa \) for grain size 4µm, while it is \( \approx 465 MPa \) for grain size 40µm. After 0.04 applied strain, the flow stress is \( \approx 530 MPa \) for grain size of 4µm, while it is \( \approx 482 MPa \) for grain size of 40µm. Further, Figure 7(c) and (d) show that the GND density and backstress initially increase at a
high rate at the beginning of plastic deformation and these values tend to saturate during the later stages of deformation. An effective backstress of \( \approx 50 \text{ MPa} \) developed after 0.04 applied strain for grain size 4\( \mu \text{m} \), while the same for grain size 40\( \mu \text{m} \) is less than 20 MPa. Also note that the rate of increase of GND density and backstress is higher for the lower grain sizes and vice-versa. As mentioned in Section 3, a low value was used for the dislocation multiplication constant, \( k_{\text{mul}} \), in our simulations, which resulted in a relatively lower average SSD density as compared to the GND density. Increasing the value of this parameter may contribute to increase in SSD density and increased strain hardening during plastic deformation. These ensemble average quantities are used to derive the size-dependent scaling relations in Section 4.2.3.

### 4.2.2 Deformation and Substructure Contours

Figure 8 shows the grain maps and the corresponding contours of \( \bar{\epsilon} \) and \( \bar{\sigma} \) after 0.04 applied strain for the different grain sizes. The corresponding contours of \( \rho_{\text{SSD}}, \rho_{\text{GND}} \) and \( \bar{\chi} \) are shown in Figure 9. The material was strained along the vertical direction in all cases. All deformation contours shown in this section are from simulations using \( k_{\text{KH}} = 1.2 \).

The effective strain contours show clear development of strain gradients at the interfaces between grains. For example, see regions marked by the white arrows in the strain and stress contour for grain size 40\( \mu \text{m} \) in Figure 8. The effect of strain gradients can be observed in the development of GNDs and backstress in the same regions highlighted in Figure 9. Due to the increase in GND density and backstress in the vicinity of grain interfaces, higher plastic deformation occurs and the SSD density increases in these regions as well. Generally speaking, the effective strain is higher in grains with a lower effective stress and vice-versa. For example, see grains marked 1 and 2 in Figure 8. As mentioned earlier, our model does not consider crystallographic orientation-dependent deformation and hardening. Rather, the anisotropy factor, \( M \), is used to introduce intergranular heterogeneity in our simulations. While a crystal plasticity model may be more adept at capturing these near boundary gradient zones [53][67], our \( J_2 \) plasticity model is still able to qualitatively simulate heterogeneous deformation near these grain interfaces that may give rise to grain size-dependent hardening.

It can be clearly seen from Figures 8 and 9 that the density of strain localizations, SSD density, GND density and backstress increase with decrease in grain size. For example, the strain contours in Figure 8 show precursors of deformation bands for grain sizes of 8\( \mu \text{m} \) and 4\( \mu \text{m} \) (see regions highlighted with ellipses). At higher applied strain, these regions may show significant strain localization. The GND density and backstress increase with decreasing grain size, as the relative fraction of grain interfaces to grain interiors increases. For example, it can be seen from Figure 9 that \( \bar{\chi} \) is 5-10 times higher near the grain interfaces as compared to the grain interior for the simulation with grain size 40\( \mu \text{m} \). Further, it can also be observed that the density of GNDs is higher than that of the SSDs by up to an order of magnitude near the grain interfaces, even for the simulations with high grain sizes.

Overall, it can be concluded from the contours presented in this section that our model is able to qualitatively capture deformation traits due to the intergranular heterogeneity via the introduction of the anisotropy factor, \( M \), in our \( J_2 \) plasticity simulations. Further, the observed trends in the development of \( \bar{\epsilon}, \bar{\sigma}, \rho_{\text{SSD}}, \rho_{\text{GND}} \) and \( \bar{\chi} \) for simulations with different grain sizes show clear traits of grain size-dependent deformation.

### 4.2.3 Grain Size-Dependent Scaling Relations

The Hall-Petch equation generally used to represent *intrinsic* grain size-dependent deformation is of the form [3]:

\[
\sigma = \sigma_0 + \sigma_{\text{size-dependent}} = \sigma_0 + \frac{k_{\text{HP}}}{\sqrt{D}} \tag{30}
\]

where, \( \sigma \) is the flow stress, \( \sigma_0 \) is the strength contribution due to grain size-independent mechanisms, \( \sigma_{\text{size-dependent}} \) is the grain size-dependent strength contribution, \( k_{\text{HP}} \) is the Hall-Petch coefficient and \( D \) is the mean grain size. \( k_{\text{HP}} \) is a constant that varies for metals with different crystal structures [66]. Based on analysis of relevant experimental data, Cordero et al. [66] have also shown that \( k_{\text{HP}} \) is a function of the applied strain, shear modulus and Burgers vector magnitude, i.e.,

\[
k_{\text{HP}} \propto G\sqrt{\epsilon} \tag{31}
\]

where, \( \epsilon \) is the macroscopic strain. This is based on Ashby’s model for hardening due to GNDs in polygrain ensembles [2], where it was proposed that \( \rho_{\text{GND}} \propto \epsilon/bD \). Note that variants of this scaling relation has also been proposed in [32][33][68]. We try to establish these scaling relations from our model predictions here.

In our model, the strength contribution due to GNDs may be attributed solely to the backstress term. By inverting the flow rule given in Equation (5), we arrive at the following equation for the flow stress:

\[
\bar{\sigma}^* = M(t_0 + k_{1H}Gb\sqrt{\rho_{\text{SSD}}}) + S_t \left( 1 - \left( \frac{kT}{\Delta F_g} \frac{\bar{\epsilon}^p}{\bar{\epsilon}^{p_0}} \right) \right)^{1/q} \frac{1}{p} \tag{32}
\]
Figure 8: Grain maps and contours of effective strain, $\bar{\epsilon}$, and effective stress, $\bar{\sigma}$, after 0.04 applied strain for simulations with different grain sizes. Note that the scales are different for the variables for each grain size.
Figure 9: Contours of SSD density, $\rho_{SSD}$, GND density, $\rho_{GND}$ and effective backstress, $\bar{\chi}$, after 0.04 applied strain for simulations with different grain sizes. Note that the scales are different for the different variables for each grain size.
For the small strains and uniaxial loading conditions considered in our simulations, we further approximate Equation (32) to a 1D form as

$$\bar{\sigma} \approx \bar{\sigma}^* + \bar{\chi} \approx M(\tau_0 + k_{IH}Gb\sqrt{\rho_{SSD}}) + S_f \left(1 - \left(\frac{kT}{\Delta F_g} \log \left(\frac{\ell_{0}}{\ell_{P}}\right)\right)^{1/q}\right)^{1/p} + k_{KH}Gb\sqrt{\rho_{GND}} \quad (33)$$

Here, the first two terms on the RHS represent the size-independent strength contributions and are similar to the $\sigma_0$ term in Equation (30), while the third term on the RHS is representative of the size-dependent strength contribution due to GNDs, i.e.,

$$\sigma_{\text{size-dependent}} = k_{KH}Gb\sqrt{\rho_{GND}} \quad (34)$$

We first verify that the average backstress, $\bar{\chi}$, obtained from our simulations is comparable to the value of $\sigma_{\text{size-dependent}}$ obtained using the average GND density (Equation 34). Further, we present results using two different values of $k_{KH}$, i.e., 1.2 and 0.8. The same initial microstructures, albeit with random instantiations of $M$, were used. These values after 0.04 applied strain are presented in Table 2. While there are some small differences between $\sigma_{\text{size-dependent}}$ and $\bar{\chi}$, these values are comparable for all cases. $\bar{\chi}$ is higher than $\sigma_{\text{size-dependent}}$ by $\approx 6 - 8\%$ for the lower grain sizes, where stress concentrations may have developed due to the high values of backstress near the triple junctions or grain interfaces (cf. Figure 9). Under such multi-axial stresses, the 1D approximation used in Equation (33) may no longer be appropriate. Nonetheless, this analysis provides verification that the strength contribution due to the backstress term indeed scales as the square root of the GND density in our model.

Table 2: Calculation of $\sigma_{\text{size-dependent}}$ using $\rho_{GND}$ and comparison with simulated values of $\bar{\chi}$ after 0.04 applied strain.

| $k_{KH}$ | Grain size ($\mu m$) | $\rho_{GND}$ ($mm^{-2}$) | $\sigma_{\text{size-dependent}}$ (MPa) | $\bar{\chi}$ (MPa) |
|----------|----------------------|--------------------------|----------------------------------|------------------|
| 1.2      | 3.93                 | 9.50 x 10^6             | 45.03                            | 48.81            |
|          | 7.93                 | 6.31 x 10^6             | 36.69                            | 38.42            |
|          | 20.02                | 3.53 x 10^6             | 27.46                            | 27.37            |
|          | 30.21                | 2.53 x 10^6             | 23.26                            | 23.05            |
|          | 39.94                | 1.81 x 10^6             | 19.67                            | 18.65            |
| 0.8      | 3.93                 | 8.68 x 10^6             | 28.70                            | 30.00            |
|          | 7.93                 | 5.33 x 10^6             | 22.50                            | 22.84            |
|          | 20.02                | 2.82 x 10^6             | 16.37                            | 15.32            |
|          | 30.21                | 1.92 x 10^6             | 13.50                            | 12.85            |
|          | 39.94                | 1.38 x 10^6             | 11.43                            | 10.17            |

Finally, we estimate the grain-size-dependent scaling relations obtained from our simulations. For this analysis, we have fit the effective backstress, $\bar{\chi}$, to the mean grain size, $D$, using the Hall-Petch equation (Equation (30)) at different values of applied strain. The fit to the simulated $\bar{\chi}$ versus $D$ data and the corresponding Hall-Petch coefficients at different applied strains are shown in Figure 10(a) for $k_{KH} = 1.2$ and in Figure 10(b) for $k_{KH} = 0.8$. Based on the obtained fit, $k_{HP}$ ranges from 50 MPa/$\sqrt{\mu m}$ to 108 MPa/$\sqrt{\mu m}$ for the different applied strains using $k_{KH} = 1.2$. Detailed analysis of experimental data for various fcc metals [66] has shown that the Hall-Petch coefficient ranges between 70 – 110 MPa/$\sqrt{\mu m}$, except for Ni, which has $k_{HP} \approx 230$ MPa/$\sqrt{\mu m}$. We have chosen $k_{KH}$ in our model such that the obtained Hall-Petch coefficient is in the range of experimentally observed values. Further, it should be noted that this model parameter provides almost a linear scaling of the strength contribution, manifested in terms of the backstress. For example, by reducing $k_{KH}$ from 1.2 to 0.8, the Hall-Petch coefficients at the corresponding strains scale by a factor of $\approx 2/3$. This can be seen from the range of Hall-Petch coefficients that lie between 32 – 66 MPa/$\sqrt{\mu m}$, obtained using $k_{KH} = 0.8$ in Figure 10(b).

It is worth noting that the value of the $k_{KH}$ chosen to represent hardening due to GNDs is much higher than the corresponding value of $k_{fH}$ used to represent hardening due to SSDs. Note that there is an additional anisotropy factor, $M$, present in the hardening contribution due to SSDs. Based on the random instantiations, $M$ was generally found to be $\approx 2.5 - 2.6$ in our simulations. On dividing $k_{KH}$ by $M$, we get $k_{KH}/M \approx 0.45 - 0.48$. This lies at the upper bound of strength coefficient values generally used to represent Taylor hardening due to dislocations [69]. It should also be noted that this parameter is expected to be mesh-dependent and a smaller value of $k_{KH}$ may be needed to obtain the same strength contribution using a finer mesh, where a higher GND density may be expected [43].

As mentioned earlier, Cordero et al. [66] have shown that $k_{HP} \propto G\sqrt{b_0}$, by an extension of Ashby’s model for GNDs in polygran ensembles [2]. We have plotted the fitted values of $k_{HP}/G\sqrt{b_0}$ obtained from our simulations as a function of $\sqrt{\ell}$ in Figure 11 to verify this. The best fit straight line going through these points has also been plotted for $k_{KH} = 1.2$.
Figure 10: Plot of $\bar{\chi}$ versus $D$, along with the fit to the Hall-Petch equation at different applied strains for (a) $k_{KH} = 1.2$, and (b) $k_{KH} = 0.8$. The legend indicates the applied strain as well as the best fit Hall-Petch equation for each set of data.

and $k_{KH} = 0.8$. We have also plotted the available experimental data for Cu [66,70] using green symbols and that for Al [66,71] using blue symbols in the same figure. It can be seen that the data points follow a linear trend for a given value of $k_{KH}$. Thus, our model predictions are shown to agree with the Ashby model of strengthening due to GNDs [2,66]. Further, while our model parameters were not calibrated to any particular material, the values of $k_{HP}/G\sqrt{b}$, as a function of $\sqrt{\bar{\epsilon}}$, predicted by our model lie in the same range as the experimental data for Cu and Al.

In summary, the following grain size-dependent scaling relation proposed in the literature has also been established from our model predictions:

$$\sigma_{\text{size-dependent}} \propto G\sqrt{\frac{b\bar{\epsilon}}{D}}$$

(35)

Figure 11: Plot of $k_{HP}/G\sqrt{b}$ versus $\sqrt{\bar{\epsilon}}$ as obtained from Figure 10(a) and (b), along with the best fit straight line passing through these points and comparison with experimental data for Cu and Al. The experimental data points for Cu are taken from [66,70] and the experimental data points for Al are taken from [66,71].
4.3 Discussion

Having presented the model and its predictions, we emphasize on the key differences between our modeling framework and a conventional $J_2$ plasticity model here. Our framework accounts for both isotropic and kinematic hardening, which may contribute to the expansion and shifting of the yield surface, respectively. However, the isotropic hardening itself varies from grain-to-grain and is a function of the anisotropy factor, $M$, thus leading to individual and distinct yield in each of the constituent grains. Moreover, we have introduced dislocation density-based constitutive models for modeling the evolution of substructure during plastic deformation. Kinematic hardening, which contributes to the shifting of the yield surface, is assumed to be dominated by the strengthening due to GNDs. As has been shown in our results, this is able to predict both directional hardening and also grain size-dependent strengthening. While the former can also be predicted by a conventional $J_2$ plasticity framework, the latter cannot. Moreover, the deformation-induced microstructure evolution predicted by our model is generally expected from crystal plasticity simulations. Further, it should be noted that intrinsic grain size-dependent strengthening has generally been simulated using crystal plasticity frameworks in the literature [32–34]. Our $J_2$ plasticity simulations are expected to be significantly cheaper, in terms of computational costs, as compared to crystal plasticity simulations.

Another discussion point worth mentioning here is that full field Crystal Plasticity Finite Element (CPFE) models are generally more computationally expensive than Fast Fourier Transform (FFT)-based spectral crystal plasticity models [72]. This is due to the large number of degrees of freedom involved and may limit the consideration of large domains for prediction of grain size effects in crystal plasticity finite element simulations. In fact, some of the above mentioned crystal plasticity studies [33, 34] are indeed FFT-based. Our model may provide an alternative for prediction of grain size strengthening using finite element simulations, which perhaps offer more convenience for consideration of realistic geometries and imposing various realistic boundary conditions (as compared to FFT simulations).

Prediction of anisotropic hardening and grain size-dependent strengthening using this computationally efficient framework (as compared to a crystal plasticity framework) is one of the main contributions of our work. In future work, the anisotropy factor, $M$, may be allowed to evolve with deformation [48] in order to phenomenologically represent grain rotations during polycrystalline deformation more accurately. Orientation-dependent elasticity could also be introduced to further represent anisotropic deformation in this framework.

5 Conclusions

We have proposed a dislocation density-based strain gradient $J_2$ plasticity model for simulating the grain size-dependent hardening response of metallic systems. In this framework, a lower order, Taylor hardening backstress model is used to represent the hardening due to GNDs. Further, an anisotropy factor, $M$, is proposed to phenomenologically represent the differential hardening between grains. An implicit numerical algorithm has been implemented for the time integration of the finite deformation plasticity model.

- Our model predicted increased directional hardening during cyclic loading due to the GND-induced backstress, with higher values of the kinematic hardening parameter. The contribution of the backstress to strain heterogeneities also increased with higher values of this parameter.

- Deformation contours also showed the development of strain gradients, GND density and backstress in the vicinity of grain interfaces. These effects intensified as the grain size was decreased in our simulations and are due to the introduction of the anisotropy factor, $M$, in our model.

- Aggregate properties predicted by our simulations were used to determine the strength scaling relations. A Hall-Petch type, grain size-dependent strength contribution [3] was predicted by our model.

- Our model predictions also agree with Ashby’s model of strengthening due to GNDs in polygrain ensembles [2, 66]. Model predictions of $k_{HP}/G\sqrt{\bar{\epsilon}}$, as a function of $\sqrt{\bar{\epsilon}}$, were found to lie in the same range as that for fcc metals from available experimental data in the literature.

- Based on the analysis of grain size-dependent strengthening contributions, a rationale is also provided for choosing appropriate values of the kinematic hardening parameter to capture the Hall-Petch effect.
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