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Abstract

An adequate representation by models and reanalyzes is fundamental since the coverage by observational data on the oceans is still limited. Therefore, this paper aims to evaluate the influence of the wind near the surface on the heat fluxes during the southern winter and summer seasons. Datasets from Coupled Model Intercomparison Project Phase 5 (CMIP5) and reanalyzes were used, in comparison to Objectively Analyzed Air - sea Fluxes (OAFlux) for the South Atlantic Ocean (SAO) during 1980-2005. Results point out an overestimation on the CMIP5 models and reanalyzes to reproduce the heat flux latent and sensible fluxes of SAO, mainly at medium and high latitudes. One possibility may be related the underestimating of surface wind speed, causing an impacts on the heat exchange between ocean and atmosphere. It was also possible to verify that the representation of heat flux, specific humidity, and air and ocean temperatures shows small biases (Mean Bias Error (MBE) to specific humidity (±5 kg.kg⁻¹) and sensible heat flux (±10 W.m⁻²)). To the test Root Mean Square Error (RMSE)-observations Standard deviation Ratio (RSR), air temperature values are less than 1 °C, and for the wind with values greater than 2 m.s⁻¹. There is less precision of CMIP5 models than OAFlux, resulting in low correlation values (between -0.3 and 0.3). On the other hand, the reanalyzes show small biases in air and ocean temperatures (between ±1 °C) and significant correlations (above 0.9) with the best performances for the NCEP and ERA5.
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Heat flux on the ocean surface, including turbulence and radiation heat flux, are particularly important in measuring heat at the ocean-atmosphere interface and water vapor transfer (Li et al. 2011). An important mechanism for transporting heat is the water phase change, especially the evaporation that directly results from the latent surface heat flow (LHF), which is an essential part of the hydrological cycle (Trenberth et al. 2009; Rodell et al. 2015). Turbulent surface fluxes have become important in the global climate system. They are the main way the atmosphere exchanges dynamics and thermodynamics properties with the ocean e.g., momentum, heat, moisture, and CO₂ (Bourassa et al. 2010).

According to Acevedo et al. (2010), turbulent flux of latent and sensitive heat are one of the ways in which energy is exchanged between the ocean and the atmosphere. Therefore, their correct determination on the oceans is decisive to understand the effects of ocean-atmosphere interactions on the climate (Yu et al. 2011; Pezzi et al. 2005, 2016; Freitas et al. 2019; Leyba et al. 2019). The heat exchange components between ocean and atmosphere include short and long-wave radioactive fluxes, LHF, and sensible heat flux (SHF). As heat fluxes have large interannual and spatial variability (Chou et al. 2004), it is important to observe and obtain a reliable long-term estimate of these fluxes. The spatial and temporal variability of heat fluxes has been explored in previous studies (Bentamy et al. 2003; Yu et al. 2004). The spatial patterns and temporal variability of LHF in the intraseasonal oscillation have been characterized by satellite observations (Grodsky et al. 2009).

Turbulent LHF and SHF are challenging to be measured, especially on ocean surfaces, due to the higher evaporation rate, cloud cover, and precipitable water column when compared to the continents, in addition to the difference in methodologies and data collection (Smith et al. 2010; Pinker et al. 2014; L’Ecuyer et al. 2015; Pezzi et al. 2016; Santini et al. 2020). However, heat fluxes have been estimated using a variety of types of parametrization (Edson et al. 1991; Fairall et al. 1996), considering the differences in average temperature, specific humidity, and wind speed between the ocean surface and the atmospheric layer immediately above.

Such parametrizations form a set of equations used on numerical algorithms (the so-called Bulk Formulas) to estimate LHF and SHF. They were first developed to be used in light to moderate wind conditions and subsequently were modified to include stronger winds (Fairall et al. 2003). For example, Pezzi et al. (2009, 2016) and Santini et al. (2020) have already used heat and momentum fluxes parametrizations with in situ data collected in the Southwest Atlantic Ocean region, in addition to Fairall et al. (1996, 2003) for a set of data collected with buoys in the Tropical Pacific Ocean. It is important to note that Pezzi et al. (2016) and Santini et al. (2020) used their Bulk Formula calculation to compare their direct measurements using eddy covariance of heat and momentum fluxes.

Fluxes estimation by Bulk Formulas require in situ data collected by ocean buoys; however, there is no appropriate network to cover the whole ocean, hindering a more objective analysis, which could provide data sets that would meet the scientific community needs for studying the oceans and climate. Furthermore, to offer an objective view of the annual, seasonal, and inter-annual variability of heat fluxes between the ocean and atmosphere (Yu and Weller, 2007; Yu et al. 2007). However, large data gaps are found, mainly in the South Atlantic Ocean (SAO) studies.
In addition, SAO is still little studied, when compared to other ocean basins. This region is significantly important for the global climate, especially for the climate of South America, because this is a cyclogenetic area and the oceanic part of the South Atlantic Convergence Zone (Gan and Rao 1991; Hoskins and Hodges 2005; Gramcianinov et al. 2019; Souza and Pezzi, 2020) over warm ocean waters of SAO affecting southeastern South American climate.

According to Dal Piva et al. (2011), warmer waters from the Brazil Current favor creating intense fluxes of latent and sensitive heat on the surface and consequently, the increase of cyclone intensity. Pezzi et al. (2016) suggest the formation of these cyclones occurs in a baroclinic environment and the latent and sensitive heat released by warmer waters affects only their intensity, in contrast to what happens in tropical cyclones, in which LHF and SHF play an essential role for their genesis and development. According to Acevedo et al. (2010), usually, turbulent fluxes over the ocean are determined by a volume ratio, by which sensitive (latent) heat fluxes are proportional to the temperature gradient (specific humidity) between the air and sea surface, between wind magnitudes and a stability coefficient.

An alternative to work around the lack of data on heat fluxes is to use global climate models. In this sense, the numerical models, e.g., ones used on Coupled Model Intercomparison Project Phase 5 (CMIP5) have bulk parametrizations them that are employed to estimate those turbulent fluxes. Zhang et al. (2018) have used an ensemble of models from CMIP5 to evaluate the global ocean latent heat flux and compared them with eleven datasets (reanalyses, satellites and a combination of both). Their results showed that the mean ensemble condition and the seasonal cycle of LHF match to products (ship-based, satellite-based, blended, and reanalysis), except for a small overestimation over tropical regions and larger biases occurring in coastal regions. A prominent upward trend in the global average LHF is ratified for all LHF products from 1979 to 2005. Despite the strong increase in LHF in CMIP5 models, these increase rates are much weaker than in the data found.

Cao et al. (2015) evaluated the mean climatological condition, the seasonal variation, and the long-term trend of LHF in historical series of fourteen CMIP5 models and Objectively Analyzed air-sea Fluxes (OAFlux) data for the Pacific Ocean during the 1979-2005 period. Results showed that the models could capture the climatological LHF features; however, the amplitudes are generally overestimated. Besides, the LHF seasonal variations simulated by the models compare well with observations but with overestimated amplitudes. These authors point out that the wind speed is primarily underestimated and can cause these biases in the CMIP5 models. The regression analysis carried out by Cao et al. (2015) has indicated that the diversity among the models may come from the simulated diversity of the sea surface temperature (SST) and specific humidity of the atmosphere near the surface. Comparing the LHF observed long-term trends and wind speed trends are underestimate. In contrast, SST trends and specific air humidity are grossly overestimated, which may be the origin of model deviations in the LHF trend reproduction.

Based on the considerations made previously, we identified the low number of studies done on, and we identified the low number of studies done on the turbulent heat fluxes over the SAO. We identified the need to study the relation of heat fluxes and the variables that influence these fluxes over the SAO. To accomplish this proposition we chose an ensemble of climate models from CMIP5 and reanalyses data, covering the period from 1980 to 2005 during the summer and winter seasons.
This paper is composed as follows: Section 1 – Introduction, above exposed; Section 2 - Description of the area, datasets used, and methodologies applied; Section 3 - Results obtained by average and spatial statistical performances; Section 4 - Discussion of results; and Section 5 - Final considerations.

2 Material and Methods

In this section we present details about the study area and its subdivisions, the data sets used and the statistical tests applied to evaluate the performance of the reanalysis and the CMIP5 models.

2.1 Study area and data set

There are spatial and temporal variations in heat fluxes among the different datasets used, and according to results found in the literature (Pezzi et al. 2016; Leyba et al. 2019). As a way to work around such troubles, the area of interest in this study is the South Atlantic Ocean (SAO) (75° W, 25° E; 60° S, 5° N) as shown in Fig. 1. The area was split into three regions: (a) Southwestern Subtropical Atlantic (SW-SSA, 70° and 21° W; 55° and 25° S); (b) Southeastern Subtropical Atlantic (SE-SSA, 20° W, 20° E; 55° and 25° S); and (c) Tropical South Atlantic (TSA, 45° and 18° W; 24° and 0° S) (Fig. 1). Also considering the region atmospheric characteristics, two seasonal periods were selected, the southern summer which is comprised by December, January, and February (DJF) months and the southern winter which is comprised by June, July, and August (JJA) months.

Figure 1. area of interest in this study is the South Atlantic Ocean (SAO). The area was split into three regions: Southwestern Subtropical Atlantic (SW-SSA); Southeastern Subtropical Atlantic (SE-SSA); and Tropical South Atlantic (TSA).

The datasets involve the models from CMIP5 for the simulations of the Historical of the World Climate Research Program (Taylor et al. 2012). The data of the models that are part of CMIP5 were obtained through: https://esgf-node.llnl.gov/projects/cmip5/. Details of each model that will compose the Multi-Model Ensemble (MME) are shown in Table 1.

Table 1. CMIP5 models and reanalyzes comprising the study with their respective names, abbreviations, resolution grid, and reference

Climate reanalyzes were used to assess the performance of the CMIP5 models (individually and as MME). The reanalysis of OAFlux (Yu and Weller, 2007; Yu et al. 2008) was used as the observed datasets (http://oaflux.whoi.edu/), as it is a reanalysis already evaluated and compared to previously observed data (Yu et al. 2008; Cao et al. 2015; Bentamy et al. 2017). Other reanalysis were also used, one of which is the ERA5 (Hersbach et al. 2020), that is part of European Centre for Medium-Range. The other reanalysis are: Weather Forecasts National Centers for Environmental Prediction and the National Center for Atmospheric Research (NCEP/NCAR1)
Climate Forecast System Reanalysis (CFSR) (https://psl.noaa.gov/data/gridded/data.ncep.reanalysis.html), and Japanese 25-year Reanalysis (JRA-25) (https://cfs.ncep.noaa.gov/), reanalyses were also included in this study to compare with OAFlux model (Table 1). All CMIP5 models and reanalyses are interpolated at 1.0° x 1.0° longitude/latitude horizontal resolution.

In addition to the heat fluxes (LHF and SHF), other variables that may influence the variation of flows over the OAS were also analyzed, they are: air temperature at 2 m above the displacement height (T2M), sea surface temperature (SST), specific air humidity (Q), and wind speed at 10 m high (WIND).

2.2 Performance metrics

The OAFlux was used as an observed dataset to evaluate the statistical performance of the climate reanalyses, 13 CMIP5 models, and their MME. We use three performance metrics: The Mean Bias Error (MBE), the Ratio of Root Mean Square Error to the observations standard deviation of the observation (RSR), and the Pearson correlation coefficient (CORR). These statistical parameters are widely used to assess the ability of the CMIP5 models and reanalyses to simulate climatic variables (Akhter et al. 2017; You et al. 2017; Avila-Diaz et al. 2020a, 2020b). More details of each method can also be found in Moriasi et al. (2007).

The first test applied was the MBE, which is related to the model’s ability to adjust and represent the data considered as observed, that is, the bias is the difference between the expected model prediction value and the actual value intended to be represented in Equation (1):

\[
MBE = n^{-1} \sum_{i=1}^{n} e_i = \bar{P} - \bar{O}
\]  

(1)

in which the overbar represented the mean predicted (\(\bar{P}\)) and mean observed (\(\bar{O}\)) by the model or reanalyse. Using MBE, it is generally intended to point out an average polarization model, that is, a value above or below the mean. The MBE can also point out useful information, but it must be interpreted with caution, since it is inconsistently related to the magnitude of the typical error (Fekete et al. 2004; Willmott and Matsuura, 2005).

The second test is applied statistical analysis, that is the ratio between the RMSE and RSR, in which the RMSE is of particular interest because it is one of the most widely reported and misinterpreted statistical error measurements in the climate and environmental literature (Singh et al. 2004; Willmott and Matsuura, 2005).

Although it is commonly accepted that the lower the RMSE, the better the model performance, Singh et al. (2004) published a guideline to qualify what is considered a low RMSE according to the standard deviation of the observations. Moriasi et al. (2007) followed the Singh et al. (2004) recommendations and developed an evaluating statistical models called the RMSE-observations standard deviation ratio (RSR), it is calculated as the ratio between the RMSE and the standard deviation of the measured data as shown below in Equation (2):
According to Moriasi et al. (2007), RSR incorporates the benefits of the statistical error index and includes a scale/normalization factor so that the resulting statistic and reported values could be applied to different constituents. The RSR ranges from the ideal value of 0, which indicates zero RMSE or residual variation.

Finally, CORR was used, which describes the degree of collinearity between simulated and observed data. CORR ranges from -1 to 1 and can be considered a degree index of linear relationship between observed data and simulated data. If CORR=0, there is no linear relationship. If CORR=1 or CORR=-1, there is a perfect positive or negative linear relationship (Santhi et al. 2001; van Liew et al. 2003). CORR is obtained by dividing the covariance of the model and the data observed by its standard deviations (Equation 3):

\[ RSR = \frac{RMSE}{STDEV} \]

\[ CORR = \frac{\sum_{i=1}^{n} (P_i - \bar{P}_i)(O_i - \bar{O}_i)}{\sqrt{\sum_{i=1}^{n} (O_i - \bar{O}_i)^2} \cdot \sqrt{\sum_{i=1}^{n} (P_i - \bar{P}_i)^2}} \]

Spatial analyzes of the MBE were also performed for the heat flows (LHF and SHF) and WIND, in order to better assess which specific regions that the reanalysis and the MME can have a good (or bad) performance. The data sets’ capability was assessed to represent the dominant patterns of LHF and WIND variability through the Empirical Orthogonal Functions (EOF) analysis. EOF calculations are based on the covariance matrix and carried out separately for boreal summer and winter. A more comprehensive explanation of the EOF can be found in Lorenz (1956) and Wilks (2011).

3 Results

3.1 Statistical tests

The performance of reanalysis and CMIP5 models will be demonstrated under different aspects: an analysis related to the performance of these sets for heat flux and other variables that may interfere with the spatial variability of these flows. And later, a spatial statistical analysis for SAO.

The SAO was divided into three regions and analyzed in summer (DJF) and winter (JJA) from 1980 to 2005. To assess the individual performance, the climate dataset for each variable over the different regions. Furthermore, to analyze heat fluxes (LHF and SHF), variables that directly influence such flux were also evaluated.

Considering the heat fluxes from the three SAO regions, it is observed that most of the models from CMIP5 and MME overestimate LHF and SHF values for both analyzed periods (DJF and JJA). The MBE highest values
(values above 10 W.m\(^{-2}\)) for LHF are found in the TSA region (Fig. 2, first and fourth columns), indicating a positive bias in the models from CMIP5. These models have better performance for the other two SAO regions, mainly during the winter season (JJA), but mostly keeping a positive bias.

Reanalyzer also shows this behavior observed in the CMIP5 models with high MBE values, overestimating the LHF (values above 5 W.m\(^{-2}\), Fig. 2a). ERA5 was the exception, which underestimated (values below -5 W.m\(^{-2}\)) the LHF values in most conditions, except for the SE-SSA and SW-SSA regions during DJF, when the reanalysis shows small positive values (Fig. 2a).

Overestimations also occur in most CMIP5 models when the SHF is analyzed but with lower values (values above 1 W.m\(^{-2}\)) when compared with the LHF. Only two models (FGOALS-s2 and MIROC5) indicated an underestimation (values below -1 W.m\(^{-2}\)) prevalence for SHF. Reanalyzer showed a better behavior for SHF with lower and overestimated MBE values (values above 0.05 W.m\(^{-2}\)); in the same way that ERA5 previously underestimated LHF values, the CFSR pointed out values well below for SHF than the values observed (values below -5 W.m\(^{-2}\)). It is also important to note that only JRA-25 has not pointed out MBE values underestimated in the SE-SSA region during JJA (1 W.m\(^{-2}\)).

An alternative way to analyze the variability of these datasets for the LHF consists of evaluating their performance for other variables that directly interfere in the heat flux. In this case, were analyzed WIND, Q, T2M, and SST. Thus, it is noteworthy that the CMIP5 models and the reanalyzer tend to underestimate WIND (-5 m.s\(^{-1}\)) in practically all SAO sectors during DJF and JJA (Fig. 2a).

The largest underestimations (values above -5 m.s\(^{-1}\)) of the models and reanalyzer for WIND occurred in the SE-SSA and SW-SSA regions in both seasons (DJF and JJA). Underestimations (-1 m.s\(^{-1}\)) also occurred in the TSA, but with less intensity (Fig. 2a).

**Figure 2.** Statistical tests for the variables under analysis for each SAO region (TSA, SE-SSA, and SW-SSA) during the two seasonal periods (DJF and JJA); for the thirteen models from CMIP5, the Ensemble (MME) and the four reanalyzer compared with the observational dataset - OAFlux: a) BIAS (top panel); b) the RSR (central panel); and c) the CORR (bottom panel). The black line on the CORR indicates that the correlation is significant at 95%.

When calculating the MBE for Q, an underestimation (values between -1 and 1 kg.kg\(^{-1}\)) was found among most models and reanalyzer (Fig. 2a). However, the Q values are lower when compared with the values found in WIND. The highest underestimations (above 5 kg.kg\(^{-1}\)) occurred during the DJF in the TSA region, and most models and reanalyzer showed values that ranged between -1.0 to 1.0 kg.kg\(^{-1}\) in the other regions (Fig. 2a). It is also important to highlight the cases of the BESM-OA2-5 and MRI-ESM1 that have pointed out a different pattern from most models, a pattern of overestimation in practically all regions and periods under analysis. In contrast, most models have pointed out an underestimation pattern for Q.

The NCEP and JRA-25 showed good behavior concerning OAFlux for Q with MBE variations from 0.05 to -0.05 in all regions during the southern summer and winter. The CFSR was the one that pointed out weak performance with underestimated values from -0.05 to -1 kg.kg\(^{-1}\) in all regions (Fig. 2a).

The models showed quite distinct patterns for SST (Fig. 2a). Whereas some models indicated an overestimating behavior of this variable (BESM-OA2-5, CNRM-CM5-2, GISS-E2-R, INCM4, and MRI-ESM1),
other models pointed out to an underestimation of SST (CanESM2, CSIRO-Mk3-6-0, IPSL-CM5A-MR, MIROC5, and NorESM1-ME) with values between -1 °C and -5 °C.

MME and reanalyses also indicated an underestimation pattern in SST, with values around -1 °C. It is important to note that the TSA and SW-SSA regions were the ones that had the highest underestimations during DJF and JJA periods. Only the NCEP indicates small overestimations during JJA in the TSA and SW-SSA regions (Fig. 2a).

In general, T2M showed an underestimation (values between -1.0 and 1.0 °C) pattern of datasets related to most CMIP5 models compared with the OAFlux dataset (see last eight columns of Fig. 2a). SST and this characteristic are also found in MME and reanalyses. Variations from -1.0 to 1.0 °C occur in most conditions, except for CSIRO-Mk3-6-0 and IPSL-CM5A-MR models with the values exceeding -5 °C (Fig. 2a).

It should be noted that most of the sets present a greater positive and negative bias for LHF and WIND, respectively. However, only the MBE evaluation cannot guarantee that a given dataset satisfactorily represents the variations in the observed data. Thus, the RSR test is used to analyze the representation behavior of the datasets.

As seen in the MBE, the RSR metric points out that the models and reanalyses have the lowest LHF and WIND behavior. It is notorious that the CMIP5 models present a better behavior when compared to the reanalyses in the heat fluxes (LHF and SHF) in both seasonal periods (Fig. 2b, central panel). The reanalyses stand out only in the SW-SSA region during DJF and JJA concerning the CMIP5 models.

Whereas the models stood out to the reanalyses in flux, the same behavior was not verified in WIND (Fig. 2b), a variable in which the datasets showed the worst results than OAFlux SAO high latitudes (SE-SSA and SW-SSA) during DJF and JJA. The sets show better behavior only in the equatorial region (TSA).

The best behavior of the datasets for the RSR was due to the variables Q and T2M, in which the values were mostly close to 0 (Fig. 2b). This behavior was also observed in SST, except for some specific cases such as MIROC5 and JRA-25. Whereas MIROC5 pointed out better results for the SW-SSA region in seasonal periods, JRA-25 showed better behavior for the SE-SSA region.

In terms of correlation test (CORR; Fig. 2c), CMIP5 models behave poorly for heat fluxes (LHF and SHF), as most CORR values were not statistically significant. On the other hand, the reanalyses presented satisfactory results with significant correlations at 95% in practically all situations. The equatorial region (TSA) was the one that showed the lowest (values below 0.3) CORR values between reanalyses and OAFlux for SHF during DJF.

When analyzing the behavior of the sets for WIND, the models were keeping the pattern previously verified with the heat flux. Still, the reanalyses also have pointed out poor behavior (Fig. 2c). The best results (with significance) were collected in the regions of TSA and SE-SSA during DJF, and the significant results were concentrated in the TSA and SW-SSA regions during JJA. Among the reanalyses, the worst behavior was for JRA-25, not indicating significance in any regions.

The behavior was similar in the other variables (Q, SST, and T2M), whose models were showing low CORR values in relation to OAFlux and significant CORR for reanalyses (Fig. 2c). CORR vary around 0.6 for Q, except in the SW-SSA region during JJA, in which the CORR values reached values of 0.95 for the CFSR and NCEP.
NCEP also showed the best behavior for SST and T2M with CORR values above 0.9 for all regions and periods (Fig. 2c). In the specific case of SST, the lowest CORR values were found in the SE-SSA during the DJF and JJA for all reanalyzes, whereas the highest CORR values were identified for T2M, mainly in the NCEP - as mentioned earlier - and ERA5 during JJA.

In general, the reanalyzes produce relatively better results than the models from CMIP5. We found that NCEP followed by ERA5 and CFSR is the best resource to simulate the variables studied and supply possible no data observed in the SAO. On the other hand, the best relative results are found by MME, NorESM1-ME, FGOALS-s2, and GISS-E2-R datasets.

3.2 Spatial Variations

The reanalyzes and MME of CMIP5 models were analyzed to determine which subregions have the greatest spatial variability concerning the OAFlux data.

The atmospheric and oceanic characteristics determine the SAO regions with the highest/lowest heat fluxes and energy exchange between the two systems. The seasonal variation of the high-pressure system South Atlantic subtropical high (SASH) in the southeast SAO influences the strengthening/weakening of the southeast trade winds close to the equatorial region. During the southern summer period (DJF), the trade winds are weaker than the northeast trade winds (Sun et al. 2017; Reboita et al. 2019). This pattern associated with the southern Equatorial Current involves higher LHF values near the coastal region from the Brazilian Northeast (Fig. 3a), according to the LHF data, agreeing with the results found by Leyba et al. (2019).

Figure 3. Latent heat flux (LHF) in W.m\(^{-2}\) from 1980 to 2005, DJF (a-f) and JJA (g-m): a-g) OAFlux climatology; MBE calculation from datasets and OAFlux: b-h) ERA5; c-i) NCEP, d-j) CFSR, e-k) JRA-25; and f-l) MME

Another region with intense energy exchanges between the atmosphere and the oceanic surface is located at the southwestern region of the SAO in the Brazil-Malvinas Confluence (BMC). In this region, the two ocean currents meet with different characteristics: Brazil Current with a hot and saline current, and the Malvinas Current with a cold and less saline current. This combination favors BMC as one of the most energetic regions on the planet with intense heat and energy exchanges between the ocean and the atmosphere (Josey et al. 2008; Combes and Matano, 2014).

The LHF climatology of the OAFlux points out that the lowest LHF values are found in regions with colder T2M and SST, as at high latitudes south of 40° S, in the resurgence on the African Coast region, in the Malvinas Current up to the direction of the BMC region (Fig. 3a). According to Pinker et al. (2014), these minimum LHF values are found mainly in regions with advection of cold waters, determining characteristics of the regions above mentioned.

When comparing the MBE of OAFlux with the other datasets, it is noteworthy that small differences occur between ERA5 (Fig. 3b) and OAFlux with negative values from -10 to -20 W.m\(^{-2}\) in the equatorial region over the Guinea Current and close to the northeastern Brazilian coast. This behavior justifies the high MBE of ERA5 (Fig. 2a) for the LHF in TSA during DJF. A small area with positive values is found over the resurgence region in the Benguela Current.
The NCEP (Fig. 3c) and CFSR (Fig. 3d) reanalyses show similar behavior with MBE positive values in the tropical region, ranging from 10 to 40 W.m$^{-2}$, extending along the South America Coast, suggesting a greater intensity of the Brazil Current when compared with OAFlux. The MBE negative values are found for the NCEP case, the same is not observed in the CFSR. In fact, the positive values extend across most of the subtropical Atlantic (SW-SSA and SE-SSA regions) in the CFSR, and in the case of NCEP the positive values are restricted only to the southeastern coast of South America, the rest of the subtropical Atlantic has negative values.

Still in the region of the TSA, positive values are observed to the south of 5° S, while to the north of 5° S and the equator they present negative values that extend from the coast of Africa to 10° W.

Even higher MBE values are found for JRA-25 (Fig. 3e) and MME (Fig. 3f). The largest overestimations are located near the SAO tropical region, in the case of JRA-25, extending to the Brazilian Coast (values from 10 to 40 W.m$^{-2}$), as previously found in the NCEP and CFSR. There are overestimations in the equatorial region in both sets with values close to 50 W.m$^{-2}$ compared with observation (Fig. 2a). High MBE values were also found in the Benguela resurgence region by all reanalyses and MME.

BMC is another region overly sensitive to such variations, where the JRA-25 pointed out a more intense Brazil Current, as found in the previous cases of the NCEP and CFSR. The MME showed a dipole pattern with positive anomalies at the north BMC and negative anomalies at the south region.

The main differences found in the LHF among the OAFLux and the other datasets are concentrated mainly in three regions of the SAO: (a) in the resurgence on the Africa West Coast; (b) in the equatorial and tropical regions; and (c) in the BMC (Fig. 3). Many variables can influence these changes, such as wind speed, cloud cover, precipitable water column, specific moisture content present in the atmosphere, and temperature differences between the ocean and the atmosphere (Pinker et al. 2014).

During the southern winter period (JJA), the main atmospheric characteristics in the SAO are centered on the westward displacement of the SASH, on the strengthening of the resurgence on the Africa West Coast, and the weakening of the trade winds at the southwest (Sun et al. 2017; Reboita et al. 2019). It should be stressed that the weakening/strengthening of the Brazil Current/Malvinas Current along the Brazilian Coast/Argentine Coast, favoring the BMC being moved further north (Combes and Matano, 2014).

The set of factors above mentioned can favor so that the most considerable flux of LHF (Fig. 3g) are concentrated in the SAO tropical region, mainly near the northeast and southeast regions of Brazil, where LHF values reach close to 200 W.m$^{-2}$ in the SAO tropical region during JJA, as indicated by the climatology of OAFlux.

Other regions with positive LHF values are associated with the presence of trade winds from the northeast (equatorial region) and the region of the Brazil Current (South of Brazil, Uruguay, and Argentina) and in the south of the African continent in the region of Agulhas Current (Fig. 3g). On the other hand, LHF negative values are found mainly in regions of cooler waters as in the southern latitudes of 40° S, in resurgence regions on the Africa West Coast, and the Malvinas Current in South America Southeast Coast.

The predominance of LHF positive values during DJF (Fig. 3a) and JJA (Fig. 3g) at the north of 40° S indicates that there is a significant loss of heat from the ocean towards the atmosphere during the two periods under analysis (Liu and Curry, 2006). The highest values are found during JJA due to the greater moisture contrast between
the ocean surface and the atmosphere, and the higher wind speed near the surface. According to Bourassa et al. (2010), this found pattern occurs because the LHF and SHF at the ocean-atmosphere interface oscillate in magnitude throughout the year with SHF changing its sign. In most regions, the ocean stores heat during the summer and releases it in the winter (Pinker et al. 2014).

When evaluating the behavior among the other sets concerning the OAFlux for the MBE test, there are small underestimations of ERA5 (Fig. 3h) in the equatorial region (less than -20 W.m\(^{-2}\)). These values are close to zero in the tropical region (up to 20° S) with a small overestimation (10 W.m\(^{-2}\)) on the Africa West Coast. On the other hand, the NCEP (Fig. 3i) presents a strong contrast between underestimation/overestimation in the equatorial/tropical region, with values reaching ±30 W.m\(^{-2}\). Analyzing the southern regions of SAO, strong underestimations are found in the Agulhas Current and the BMC, whose pattern can favor the significant underestimations (Fig. 2a).

The other sets showed a similar pattern with overestimations (values reaching 50 W.m\(^{-2}\)) centered mainly in the tropical region (from 30° S to 0°). In the case of CFSR (Fig. 3j), the highest MBE values are located near the Brazilian Northeast Coast and in the southeast trade winds region, indicating a possible weakening of the SASH. In addition to this region, positive values are also found on the warm side of the BMC (20 W.m\(^{-2}\)), where the Brazil current usually meets the Malvinas Current during the JJA period.

JRA-25 (Fig. 3k) and MME (Fig. 3l) show overestimations of LHF mainly from 0° to 40° S, with higher values in the tropical region (JRA-25) of a resurgence on the African coast (MME) and in the BMC region (both). Regions with underestimations (-20 W.m\(^{-2}\)) are found in the Agulhas Current and BMC. A possible justification for this is that the underestimation is related to the grid resolution of these sets since the two regions above mentioned are highlighted by intense heat exchange processes between ocean and atmosphere in spatial scales smaller than the grids of the sets (Small et al. 2008).

Byrne et al. (2016) used regional simulations with a coupled high-resolution ocean-atmosphere model in the South Atlantic to show that their thermodynamic interactions with the atmosphere can energize the mesoscale oceanic characteristics and the vortices in particular. Oceanic vortices in the presence of a large-scale wind gradient provide a mesoscale channel to transfer energy to the ocean due to SST anomalies, affecting the wind field above them. According to Byrne et al. (2016), the above process is responsible for up to 10% of the kinetic energy of the oceanic mesoscale vortices in the South Atlantic, and these conditions occur mainly in the Antarctic Ocean north of the Polar Front.

According to the OAFlux climatology, the highest SHF values during DJF are concentrated in regions with intense SST and T2M gradients (Fig. 4a), such as the Agulhas Current regions (values above 30 W.m\(^{-2}\)) and in the BMC (values close to 9 W.m\(^{-2}\)). In the SAO equatorial and tropical regions, the values range from 3 to 9 W.m\(^{-2}\), pointing out that the warmer ocean transfers energy to the colder atmosphere. The reverse process occurs from 40° S towards high latitudes, where the SHF values range from -3 to -9 W.m\(^{-2}\); that is, the atmosphere gives heat to the colder ocean surface. The most significant negative values of SHF are concentrated mainly in the Malvinas Current region, meeting the Brazil Current, characterized as a hot current, resulting in an intense dynamic process in the BMC.
Figure 4. Latent heat flux (LHF), in W.m$^{-2}$, from 1980 to 2005, DJF (a-f) and JJA (g-m): a-g) climatology of OAFlux; calculation of MBE between datasets and OAFlux: b-h) ERA5; c-i) NCEP, d-j) CFSR, e-k) JRA-25; and f-l) MME

When the behavior of reanalyses and MME with OAFlux for SHF was evaluated through the MBE test (Fig. 2a), strong underestimations of the NCEP and CFSR for the SE-SSA and SW-SSA regions were identified during DJF, whereas ERA5 and MME were showing values close to zero, pointing out a good performance. On the other hand, the JRA-25 has overestimated the SHF values in the TSA.

When spatially evaluating the performance of the sets for the SHF, underestimations of up to -10 W.m$^{-2}$ were identified in the SE-SSA region for the NCEP (Fig. 4c), whereas overestimations were occurring in the tropical region near the coast of Africa and coast of Brazil. Such SHF underestimations in the SE-SSA were also found in the CFSR (Fig. 4d), and this pattern extends to the SW-SSA region, justifying the result showed in Fig. 2a. The NCEP also has pointed out regions with underestimations (SE-SSA and SW-SSA), but there is also an overestimation at the north BMC, which can reduce the result when calculating the average of the area.

Small MBE values are found in ERA5 for SHF during DJF (Fig. 4b), not exceeding ±5 W.m$^{-2}$, with overestimation/underestimation occurring along the Brazilian Coast, BMC, and at 50° S (Agulhas Current).

Although the MME may indicate good behavior (Fig. 2a), it is possible to identify areas with values above 10 W.m$^{-2}$ (Fig. 4f), pointing out an overestimation in Africa’s resurgence region West Coast and also in the SAO high latitudes. Regions with SHF underestimations concerning OAFlux were found in the BMC and Agulhas Current regions.

Overestimations occurred in the equatorial and tropical regions by JRA-25 (Fig. 4e) with values reaching 20 W.m$^{-2}$ at the Africa West Coast. This pattern is following the result found in this study (Fig. 2a). The lower overestimation at the SW-SSA (Fig. 2a) can be justified by the existing contrast with overestimation at the SW-SSA North. However, a pattern of underestimation was identified at the SW-SSA South.

The southern thermal gradient at the SAO during JJA favors the positive SHF values identified at 30° S (Fig. 4g), where SHF values exceed 30 W.m$^{-2}$ at 50° S, during JJA. According to Morrison et al. (2016), who used simulations from the global climate model, SST is on average hotter than the atmosphere in most of the ocean in the Southern Hemisphere high latitudes; therefore, SHF cools the ocean. The salient peak of heat absorption in the Southern Ocean from 50° to 60° S is dominated by a positive anomaly (reduction in cooling) in the SHF component, related to the decreasing temperature difference at the ocean-atmosphere interface. Also, the presence of deep-water resurgence keeps a relatively constant SST at the Southern Ocean, where the atmosphere above warms up more quickly than the ocean, increasing the temperature gradient in the ocean-atmosphere interface. In the tropical region, SHF values are close to zero, pointing out that heat exchanges between the atmosphere and ocean practically cancel each other over the period.

MBE results for SHF during JJA are like those seen during DJF. However, it is worth mentioning that major underestimations occur in medium and high latitudes of SAO, mainly for ERA5 (Fig. 5h), NCEP (Fig. 5i), and CFSR
(Fig. 5j), reflecting the results shown in Fig. 2a. Meanwhile, for these same reanalyses, small MBE or dipole patterns are found in the tropical and equatorial region, contributing to the MBE low oscillations in the TSA region.

The JRA-25 has pointed out overestimation in the tropical region with values above 20 W.m$^{-2}$ at the Africa West Coast. At medium and high latitudes, significant contrasts were identified, and in the case of MME (Fig. 4l).

In the two heat flux analyzed so far (LHF and SHF), the spatial patterns identified in the MBE for reanalyses and the MME (Fig. 4l) are very similar in both seasonal periods under analysis, which may be a consequence of the general circulation of the atmosphere and the contrast between the ocean and the atmosphere in both seasonal periods. Besides, each SAO subregion has a particular characteristic, making it challenging to homogenize heat flux for it.

Atmospheric circulation near the surface plays an essential role in the heat exchange between the atmosphere and the ocean. Thus, the adequate representation of WIND over SAO is fundamental to understand the heat flow variations in different seasonal periods. During DJF, the WIND climatology (Fig. 5a) calculated with OAFlux data have pointed out more intense winds at 35° S, associated with west winds, reaching values from 9 to 10 m.s$^{-1}$.

In addition to the westerly winds at medium and high latitudes, the weakest/strong SASH can make the Southeast/Northeast trade winds weaker/stronger and stand out (Sun et al. 2017; Reboita et al. 2019). This condition favors the appearance of intense LHF values in the tropical region near the Brazil Northeastern Coast (Fig. 3a). Less intense winds over the tropical and SAO equatorial region favor increased evaporation and, consequently, LHF values.

Evaluating the performance of reanalyses and MME by the MBE statistical test, underestimating of the sets concerning OAFlux is noted, especially at the SAO medium and high latitudes. The highest underestimations have occurred in the SW-SSA with the highest values in ERA5 (Fig. 5b), NCEP (Fig. 5c), and JRA-25 (Fig. 5e) with values from -3 ms$^{-1}$ to below -5 ms$^{-1}$. CFSR (Fig. 5d) and MME (Fig. 5e) also pointing out underestimations but with a smaller spatial pattern.

In addition to the SW-SSA, underestimations were also found in the SE-SSA, mainly in the southern region of the South African continent, whose values were below -5 m.s$^{-1}$. MBE values were close to zero at the latitudes from 20° to 5° S, pointing out a better representation of the sets, including the MME with low overestimations (Figs. 5a until 5f). The sets came again to underestimate WIND in the tropical region where trade winds operate, but with lower values compared to SW-SSA, whose values have not exceeded -3 m.s$^{-1}$ in the TSA region, thus, justifying the best performance found by the sets in the data spatial average (Fig. 2a).

During JJA, the westerly winds at medium latitudes become more intense (Fig. 5g), reaching values above 11 m.s$^{-1}$. In this period, SASH moves west and becomes more intense, increasing its occupation area on SAO (Sun et al. 2017; Reboita et al. 2019). The more intense southern gradient winds favor the westerly winds, and the southeast trade winds become more intense, these overlapping the northeast trade winds.

**Figure 5.** Wind speed (WIND), in m.s$^{-1}$, from 1980 to 2005, DJF (a-f) and JJA (g-m): a-g) OAFlux climatology; calculation of MBE between datasets and OAFlux: b-h) ERA5; c-i) NCEP, d-j) CFSR, e-k) JRA-25; and f-l) MME.
The performance of the sets during JJA is like that found during DJF, with even greater underestimations in medium and high latitudes. The best performances in the tropical region were from MME (Fig. 5l) and CFSR (Fig. 5j), with values close to zero. However, ERA5 (Fig. 5h), NCEP (Fig. 5i), and JRA-25 (Fig. 5k) were indicated as small values of MBE when compared with OAFlux.

3.3 Empirical Orthogonal Function (EOF) to analyze the climate patterns

One way to represent the main characteristics of a particular variable over a region is by the EOF. The principal components (PC) of the reanalyses and MME of the models for LHF are displayed in Figs. 6a-6f (DJF) and Figs. 6g-6l (JJA). Fig. 6a shows the PC1 of OAFlux (variance of 19.55%), in which positive values are centered in the most intense regions in terms of dynamics and energy in the SAO, namely, the Agulhas Current and the BMC. There are also positive values in the tropical region, from 10° S to 0°. Meanwhile, negative values are present in the SAO central region from 45° to 30° S, matching the average position of the SASH during DJF.

The EOF1 of ERA5 (Fig. 6b) keeps the pattern found for OAFlux but with a larger area of positive values in the tropical region and absence of negative values at the north of the Equator (variance of 19.23%). The EOF1 of the NCEP (Fig. 6c) and JRA-25 (Fig. 6e) show a similar pattern, prevailing the positive values over the SAO, except at the north of the Equator and east of the equatorial Atlantic Cold Tongue. However, these negative values occupy a larger area, according to the JRA-25. These reanalyses also do not point out the negative values at the SAO central region found in the OAFlux. And it is the reanalyses that present the greatest variances, when compared to OAFlux (24.92% and 22.34%, respectively). In turn, the EOF1 of CFSR (Fig. 6d) and MME (Fig. 6f) show an adverse pattern compared to OAFlux, with negative values in the tropical region and part of the SE-SSA prevalent, mainly in MME. Positive values are found in part of the SW-SSA, and the CFSR is pointing out positive values in the Agulhas Current region. And these reanalyses indicated the smallest variances, when compared with OAFlux (18.85% and 15.46%, respectively).

Figure 6. Seasonal spatial loading patterns of the first LHF mode computed for the 1980–2005 period in the south Atlantic Ocean, for DJF (a-f) and JJA (g-m): a-g) OAFlux; b-h) ERA5; c-i) NCEP, d-j) CFSR, e-k) JRA-25; and f-l) MME.

The JJA period (Figs. 6g-6l) has achieved more harmonious EOF1 than the DJF period, with a wide prevalence of positive anomalies over the SAO. In contrast, small areas with negative anomalies are found in the western region of the TSA. This region with negative anomalies occupies a smaller area in ERA5 (Fig. 6h) and MME (Fig. 6l), with 17.17% and 19.62%, respectively. In the NCEP (Fig. 6i) and CFSR (Fig. 6j), the predominance of negative anomalies at the west of the TSA occurs. However, the negative anomalies pointed out by the JRA-25 (Fig. 6k) are concentrated at the east of the TSA. The variance of these three reanalysis is 22.73%, 17.95% and 31.49%, respectively. It is important to emphasize the predominance of positive anomalies of OAFlux (Fig. 6g) over SW-SSA, whereas the other sets indicate negative anomalies between the Brazil Southern Coast and BMC (15.89%
The highest values were found in ERA5 (Fig. 6h) and MME (Fig. 6l), and the lowest values were found in JRA-25 and NCEP.

LHF is directly influenced by WIND, as the presence of wind near the ocean-atmosphere interface influences the evaporation and heat exchange process between the two environments. During DJF, the main characteristics of WIND over SAO were concentrated in the presence of a high pressure center in the SW-SSA near the Argentina Coast, in addition to a SASH displaced to the east and the more intense northeast trade winds, moving the Intertropical Convergence Zone (ITCZ) further south from its climatological position, as seen in EOF1 of ERA5 (Fig. 7b).

The EOF1 of the wind speed showed positive values from 50° to 35° S, associated with the west winds over the SAO, and the negative values from 50° S towards the high latitudes are related to westerly winds and north-south winds in the tropical and equatorial regions. WIND is more intense in OAFlux (Fig. 7a) in the TSA region, prevalent across SAO, except for the east wind region around 40° S, with a variance of 28.55%.

The NCEP (Fig. 7c) is the set that most closely resembles the conditions of the OAFlux but with more intense east winds, just as noted in ERA5. The EOF1 behavior of the vectors in the NCEP is also following the standard indicated in ERA5, and with a variance closer to OAFlux. While NCEP obtained 29.77% of variance, ERA5 indicated 31.28%. The CFSR (Fig. 7d) and JRA-25 (Fig. 7e) also followed the characteristics found in ERA5, such as the high pressure center in SW-SSA, the SASH further east, and the presence of the northeast trade winds.

The only difference related to previous patterns is positive values in the resurgence region on the Africa Coast, and higher variance values, 31.07% for the CFSR and 33.13% for the JRA-25.

Figure 7. First Principal Component of EOF for WIND, from 1980 to 2005, for DJF (a-f) and JJA (g-m): a-g OAFlux; b-h) ERA5; c-i) NCEP, d-j) CFSR, e-k) JRA-25; and f-l) MME.

The MME (Fig. 7f) has pointed out a good performance in WIND compared to the reanalyzes, but not representing the high pressure center in SW-SSA, where the trade winds were less intense and the SASH was displaced to further south of SAO, in addition, the variance value (59.35%) was very different when compared to the other sets for the DJF period.

The pattern on the SAO during JJA was focused mainly on the intensification and displacement to the SASH west, in addition to the change in the behavior of the trade winds, when the winds of the southeast quadrant become prevalent in the equatorial region, as seen in EOF1 of ERA5 (Fig. 7h). The positive values of the WIND were concentrated in the SASH peripheral region, and the negative values were located near the center of the high pressure.

As discussed in the DJF, ERA5 was pointing out a smaller area representing WIND in the SAO tropical region, compared to OAFlux (Fig. 7g), in addition to the values being less intense. From 45° S, the WIND values of ERA5 (Fig. 7h) were more intense than those of OAFlux. There is a region with negative values close to the Equator in OAFlux, probably related to trade winds pattern, a situation not found in ERA5. As occurred in DJF, the NCEP (Fig. 7i) has pointed out a spatial and value pattern closer to OAFlux, even though SASH is represented further south.
Whereas the CFSR (Fig. 7j) indicated a WIND pattern like OAFlux, the JRA-25 (Fig. 7k) was pointing out a behavior like ERA5. However, the EOF1 of WIND (represented by the vectors) in both reanalyses was not representing the position of SASH very well. Besides, the CFSR pointed out the entry of more intense east winds into the Agulhas Current in the SE-SSA. It is also important to note that both reanalyses pointed out the prevalence of the southeastern trade winds in the equatorial region. As noted in the DJF, the MME could not accurately pinpoint the trade winds (Fig. 7l) and the winds in the tropical region. Also, SASH is further north than the other sets. The variances of the other sets were slightly lower when compared to OAFlux (21.54%), the lowest value (20.01%) was for CFSR and the closest to JRA-25 (20.93%). The MME variance (27.23%) was above OAFlux, however, not as discrepant as in the case of DJF.

An acceptable representation of the WIND conditions on the SAO is essential for the set under analysis to have a good representation of the heat flux over the ocean, mainly the LHF. It is possible to see which set represents the best when calculating the correlation between the PC1 of the heat flux (LHF and SHF) with the PC1 of the WIND.

There was a wide prevalence of significant negative correlations between the PC1 of the heat flux and the WIND, except for the CFSR (Table 2). The highest correlations were found in OAFlux (-0.51), in JRA-25 (-0.49), and ERA5 (-0.46) for LHF, whereas the highest values were found for MME (-0.88), JRA-25 (-0.57), and NCEP (-0.56) concerning SHF. These values reinforce the results found (Fig. 2c). For example, the JRA-25 was the reanalysis that indicated higher CORR values during DJF than OAFlux, despite pointing out an overestimation pattern of LHF and presenting higher values of RSR in the SW-SSA and the SE-SSA regions. On the other hand, ERA5 has presented a better performance in MBE and RSR tests than JRA-25.

Table 2. Correlations between the first PC1 of LHF and SHF with the first PC of WIND. Underlined values are significant at 95%.

The correlations of PC1 of SHF also reinforce the results (Fig. 2a), since the MME, NCEP, and JRA-25 were the sets that have acquired the best performances in the MBE. On the other hand, whereas the MME has achieved better results for the RSR, the NCEP and JRA-25 have shown better results in the CORR.

During JJA, all sets showed significant correlations between PC1 of LHF and WIND, and the highest values were indicated by NCEP (0.74), CFSR (0.61), and OAFlux (0.58). The NCEP and CFSR were the reanalyses that pointed out the best MBE indices, in addition to the best RSR and CORR in the SW-SSA region (Fig. 2c), whereas to PC1 of SHF, only OAFlux showed a significant correlation with PC1 of WIND with PC1 of SHF, pointing out that the wind near the surface is very relevant in the variations of LHF over SAO during JJA.

4 Discussion

By the MBE test, results exposed in the previous section indicated that, in most cases, there was a tendency to overestimate LHF from the analyzed sets (models and reanalyzeres) when compared to the OAFlux. The greatest overestimations occur in the TSA, mainly during the southern winter (JJA) (Fig. 2a). This pattern was reinforced
when analyzing the spatial characteristics of the sets (Fig. 3), and the reanalyzes and MME were pointing out overestimations in the tropical and equatorial regions, except for ERA5 and NCEP.

The highest overestimations found during JJA may be associated with evaporation because, in all ocean basins, the turbulent transfer of heat is dominated by the latent heating of evapotranspiration, according to L’Ecuyer et al. (2015). In large ocean basins, minimums of evaporation during summer and peaks in winter reinforce the annual cycle of solar radiation in the oceans, causing large seasonal reversals in the net energy exchanged between the oceans and the overlying atmosphere. Furthermore, residues in the annual net heat exchange in individual basins are generally less than 10% of the seasonal cycle range.

The results above exposed are in agreement with the results obtained by Gao et al. (2013). They stated that the highest LHF values are in the peripheral regions of the ITCZ and also from 15° S to 40° S, when analyzing LHF trends at the global level. According to Leyba et al. (2019), the positive trend of SST can trigger an increase in the differences between T2M and SST, leading to higher LHF and SST. According to these authors, the most prominent variations between T2M and SST were found during JJA and were enhanced by WIND (Pinker et al. 2014).

In the MBE test, the best performances for LHF of ERA5 and NCEP are in agreement with the results found by Feng and Li (2006), who stated that the reanalyzes results are similar to satellite results from 1988 to 2000. However, the authors also have found qualitative differences among the reanalyzes; the LHF variations of ERA are near the satellite data in the tropics and medium latitudes, and the NCEP showed a better performance in the other regions.

On the other hand, the significant overestimations found in the Benguela resurgence region are an inverse pattern to that found by Cabos et al. (2017), who used a model with different parameterizations to represent the SASH; they stated that the strong biases found in the Benguela’s resurgence region during DJF are associated with the representation of SST and the weaker SASH. This pattern weakens the winds over the southeast region of the tropical Atlantic, deepens the thermocline, and prevents the resurgence of colder waters.

Overestimations also occur in SHF but lower than LHF; however, this pattern was expected because less SHF exchange occurs in oceanic regions. However, there is also a prevalence of overestimation for SHF, except for some sets (FGOALS-s2, MIROC5, ERA5, and CFSR) (Fig. 2a).

Despite a better performance by the models comprising the CMIP5 in the RSR test (Fig. 2b), the reanalyzes have provided a better response with significant CORR for both heat flux in both periods. Only the TSA region during DJF showed more deficient results. Despite these limitations, the sets represented the main characteristics of heat exchanges between both environments in the SAO. Previous studies point out that the greatest differences in heat flux occur in resurgence regions during the winter, mainly due to cloud cover representation by models or reanalyses (Xu et al. 2014; Valdivieso et al. 2017). On the other hand, the deepest thermocline and the atmospheric flux are probably the primary sources of bias during JJA, with variations in the received solar radiation and cloudiness pointing out a secondary effect, according to Cabos et al. (2017).

Specific regions of the SAO also deserve to be highlighted, as in the regions of Agulhas Current and BMC, where intense exchanges of energy between ocean and atmosphere occur, in addition to significant dynamic processes. Josey et al. (2008) explain that this occurs because the net heat flux is higher over the westerly boundary
currents at medium latitudes, where the warmer waters transported from the Equator to the poles are cooled and evaporated by contact with cold, dry air masses that are usually transported by the westerly winds of subtropical atmospheric gyres.

According to Nkwinkwa et al. (2019), the highest values of LHF are found during JJA in the region of Agulhas Current (Fig. 3g). Small et al. (2008) also highlight that SHF and LHF on the surface increase significantly over the hot side of the Agulhas Current, due to the winds blowing from regions where the water is colder to places where the water is warmer, generating destabilization in the boundary layer over the warmer water, increasing the vertical turbulent mixture, which deepens the boundary layer over the warmer water compared to the colder water.

The BMC region is also characterized by being a region with one of the biggest increases in the heat flux trend in the SAO (Leyba et al. 2019). This factor can contribute to the strong gradients of the heat flux found (Fig. 3 and Fig. 4) with intense overestimations and underestimations to be the result of the regional dynamics, as Acevedo et al. (2010) demonstrate that high LHF values from the ocean dominate an energy partition to the atmosphere on the warm side of the BMC and the cold side under prefrontal conditions. After the frontal passage, the estimates made by the authors suggest that the cold side can become a moisture sink with LHF directed from the atmosphere to the ocean. The estimates also indicated that the cold side acts as a sink for the heat flow at all times, thus removing heat from the atmosphere above it. The LHF on the cold side tends to be directed upwards, but they have a much smaller magnitude than those estimated on the hot side.

The substantial underestimation of WIND over SW-SSA (Fig. 5) pointed out that all sets can directly impact the representation of LHF in the region. When analyzing data found in the BMC region, Pezzi et al. (2005; 2009) stated that a strong SST gradient in the region modulates the atmospheric boundary layer, and the highest flux values are found on the hot side of the confluence. In turn, these more significant fluxes are associated with greater differences between the temperatures of the ocean-atmosphere and wind speeds occurring in this region. This characteristic is striking, where the atmospheric-ocean boundary layer is unstable, and the flux changes are intense. As the reanalyses and the MME to a lesser extent can represent the variations of T2M and SST in the region with a certain degree of reliability (Fig. 2), it is possible to conclude that the deficient representation of WIND is the main responsible for the overestimation of flux heat in the SW-SSA.

In addition to these regions, the tropical region influenced by trade winds also points out deficiencies in heat flux representations. Valdivieso et al. (2017) state that tropical oceans show heat gain, and subtropics and high latitudes show heat loss. This pattern (Fig. 4a) with regions of high values of LHF comprise the equatorial region, influenced by the more intense trade winds of the northeast and the region at the extreme south of the African continent where the Agulhas Current is responsible for transporting warmer waters from the Indian Ocean. Xu et al. (2014) also determined that this region on the Africa West Coast is a problem for the models comprising the CMIP5 since the models have a positive short-wave radiation bias in agreement with the models’ deficiency simulating low-level clouds. This error in representing the shortwave radiation is overcome by greater errors in the simulated turbulent surface heat and long-wave radiation flux, resulting in excessive heat loss by the ocean.

Even though the CMIP5 models and the reanalyses represent different groups, and the most complex ones are the second set with more adjusted interactions and lower parametrization, Liang and Yu (2016) highlight that the
products are presenting good performance even with deficiencies to represent flux in the region between the Southern Ocean and the SAO. According to the authors, the results generated can provide divergent trends and values about the heat content in the ocean because these products are used as input data in numerical simulations.

The performance of the CMIP5 models and the reanalyses related to the heat flux over the SAO is directly influenced by other atmospheric variables. Among them, WIND deserves more emphasis, as it is responsible for providing conditions that can produce different characteristics between the ocean surface and the atmosphere just above. It was clear that there is a very robust of underestimating the sets concerning OAFlux, for both periods under analysis (DJF and JJA) and mainly for the medium and high latitude regions (SE-SSA and SW-SSA) (Figs. 3 and 6).

The main differences found in the monthly and annual averages of the LHF over the oceans may be associated with the performance deficiencies of Q, and mainly, of the WIND in the datasets used (Feng and Li, 2006; Smith et al. 2010).

Disharmonious differences between OAFlux and specific sets of heat flux during DJF and JJA were verified (Figs. 3 and 4). These values can be justified by problems in estimating flux between the atmosphere and the ocean using satellite data and reanalyses for the Southern Ocean. Swart et al. (2019) stated that these problems might be due to insufficient observations, particularly in winter, and the need to determine the net exchange as the sum of four individual components (LHF, SHF, short wave radiation, and long-wave radiation). The authors also evaluated the spread of the net heat flux among atmospheric reanalyses products, which showed regional differences of up to 60 W.m$^{-2}$. These differences persist when the zonal average is calculated. It is important to note that values from 40 to 60 W.m$^{-2}$ were also found among OAFlux, JRA-25, and MME for LHF in the tropical region during DJF and JJA.

Additionally, Kumar et al. (2017) found that the winds are always originated at sea in tropical regions. The authors also pointed out that large-scale winds blow from regions with cold SST towards regions with warmer SST and, therefore, the surface air is more humid and colder than SST. This fact keeps a constant temperature gradient throughout the year, resulting in a constant Q gradient throughout the year.

The weak representation of the atmospheric circulation near the surface (Fig. 7) hinders a better performance of the sets under analysis. Particularly during DJF, the SASH spatial pattern responds to local thermal forcing, ocean cooling in the eastern sector of the ocean basin and heating in the adjacent continental areas, providing an increase in SHF. This cooling in the eastern sector is mainly due to the radiative loss produced by stratus and stratocumulus clouds over the ocean. These clouds create obstacles for solar radiation to reach the surface, which does not favor increasing SST. Also, the winds from the south quadrant cause advection of cold waters in this region (Miyasaka and Nakamura, 2010; Reboita et al. 2019).

Reboita et al. (2019) state that SASH has a more zonal characteristic, and its center displaced to the west during JJA, unlike DJF, which is more circular and displaced to the east. Other authors have also found an intensification and expansion of SASH in recent decades and that this pattern can influence the increase in SST at SAO (Cherchi et al. 2018). This SASH behavior also leads to an intensification of the pressure gradient, causing an increase in WIND and intensifying the Brazil Current. Consequently, the transport to the south of warmer SST is increased (Reboita et al. 2019; Leyba et al. 2019). Certain sets (CFSR, JRA-25, and MME) still have difficulties in keeping this WIND pattern (Fig. 5), causing problems in the behavior of the LHF and SHF representation (Fig. 2).
As previously mentioned, the problem in the representation of WIND is a decisive factor in heat flux. It is important to note that, in the case of SAO, there are regions with atmospheric characteristics that vary greatly among seasonal periods, such as the Agulhas Current and the BMC region, with intense and variable atmospheric circulations.

When analyzing datasets with models and reanalyzes, Valdivieso et al. (2017) have found differences in models and reanalyzes for the LHF representation, precisely due to deficiencies in the WIND representation. Furthermore, using satellite data, Gao et al. (2013) also have found that the temporal changes in the LHF are associated with variations in the wind near the surface and the difference in specific humidity between the ocean and atmosphere. Analyzing data from reanalyzes and satellites, Nkwinkwa et al. (2019) also have stated that the sets representing best the LHF in the Agulhas Current region were the ones with the best performance in representing WIND and Q.

During JJA, SST has played an important role. Tokinaga et al. (2005) included a detailed climatology of ocean-atmosphere coupling patterns, where a positive correlation between SST and sea surface wind intensity was noted. Leyba et al. (2019), when analyzing the period from 1982 to 2015, also have found a close relationship in the Q and WIND trend, stating that the differences among these variables and the influence of SST on the SW-SSA region of SAO favor to explain the behavior and the tendency of LHF during the JJA period, being the SST the primary variable responsible for the LHF behavior. The authors state that the SASH intensification favors an increase in WIND, intensifying, in turn, the west current, leading to an increase in SST and, therefore, to the intensification of heat flux in the region, justifying the significant positive correlation values found between PC1 of LHF and PC1 of WIND during JJA period (Table 2).

In addition to the particularities related to the SAO typical atmospheric circulation system above discussed, it is needed to highlight the interference of oceanic vortices, which are very common over the SAO and which provide a strong mixture in the surface layer of the ocean, driving, in turn, a strong mixture on the surface, a decrease in SST, and an increase in SHF, as explained by Villas Bôas et al. (2015). These vortices can help understand the major regional differences in SHF, SW-SSA, and SE-SSA during the JJA period (Fig. 4). According to Freitas et al. (2019), regions with strong SST gradients, for example, BMC, provide higher SHF values, which may be associated with the greater baroclinity of the atmosphere over SW-SSA, and thus favoring so that the highest values can occur during JJA period (Fig. 4).

The biggest performance variations between CMIP5 models and reanalyzes are in the CORR of T2M and SST, compared to OAFlux. Despite the overall underestimation of the sets with some models with clearer underestimations and good performance for the RSR test, the CORR on the models have achieved too low a rate, and the reanalyzes have pointed out significant CORR for both variables (Fig. 2c). Similar behavior was found in Q but with reanalyzes pointing out lower significant CORR.

According to Valdivieso et al. (2017), heat flux between the ocean and the atmosphere is composed of short and long-wave radiation terms and turbulent heat flux (sensitive and latent) calculated by the bulk formulas, and both long-wave radiation and turbulent flux are dependent significantly on SST. That is why it is important to note that the relationship between LHF and SST is pointing out that regions with an increase/decrease in SST favor a
greater/less heat transfer between the ocean and the atmosphere just above. Besides, significant correlations between SST average monthly anomalies and turbulent heat flux in particular ocean regions, specifically close to border currents, in the Southern Ocean and close to the Equator, are pointing out that these ocean regions are driving atmospheric circulation through SST anomalies with the correlations of medium latitudes only becoming noticeable in oceanic models with 1° resolution. This fact suggests that errors in the SST modeled or in the surface flow and its variability can cause systematic bias in the models (Kirtman et al. 2012; Roberts et al. 2016).

WIND plays an essential role in this process, helping to transfer new air parcels to those areas with higher SST, keeping the transfer of energy, or reducing this heat transport from the ocean to the atmosphere in regions with colder SST (Yu, 2007). However, the weaker winds over SW-SSA and SE-SSA inhibit the process described above (Fig. 5). Also, a good SST representation with the models is important. Performing a global analysis of the LHF sensitivity to variations in SST focused on tropical regions, Kumar et al. (2017) have found that the sensitivity of variables related directly to LHF (WIND and Q) and SST give rise to dynamic (WIND) and thermodynamic (Q) feedbacks, and that this interaction favors making LHF sensitive to SST mainly in the tropics, where the increase in SST causes changes in the WIND (Q), resulting in a decrease/increase in LHF.

The EOFs calculated in the sets for the LHF (Fig. 6) show spatial patterns matching the PC1 during both periods under analysis (DJF and JJA). Liu et al. (2011) also have found similar patterns when calculating EOFs through reanalyzes for the Southern Ocean; according to the authors, one reason for this good performance is the coupling between the atmosphere and the ocean in the reanalyzes.

However, it is important to emphasize that the representation of the PC1 of WIND in calculating EOF (Fig. 7) is pointing out some variations among the sets, such as a correct location and intensity of the SASH, as well as the wind belts in medium latitudes, being this last factor the most problematic factor during JJA period. According to Liu et al. (2011), the strong winds (magnitude and frequency) occurring in medium and high latitudes in the Southern Hemisphere can exceed the speeds for which the algorithms were created, mainly for equatorial and tropical regions. These more intense winds also provide an extremely weak oceanic and atmospheric stratification in medium and high latitudes of the SAO, resulting in a deeper limit layer, changing the limits of existing stability parametrizations.

Yu (2007) also have calculated EOF to evaluate the role played by WIND on evaporation in the oceans, suggesting a dominant role for WIND. In which the hypothesis is that the wind causes an impact in evaporation in two ways; one way is direct, when WIND boosts greater evaporation, taking water vapor to regions further away from the evaporative surface, allowing the moisture gradients at the ocean-atmosphere interface to be restored; the second way is indirect, when the intensified WIND strengthens the subtropical gyre, driving, in turn, greater heat transport by the western currents in the oceans, heating the SST in these regions and providing more evaporation by increasing the moisture gradients between the ocean and the atmosphere.

The reasoning exposed by Yu (2007) previously support the results found in the CFSR, JRA-25, and MME (Figs. 2 and 3), in which LHF overestimations occur mainly in TSA, where WIND underestimations are lower. The northeast trade winds also favor a WIND intensification in the region, a higher evaporation rate, and a consequent increase in LHF (Fig. 7). Also, the representation of the high pressure center in SW-SSA can directly influence the
amount of cold air from high latitudes to be directed to medium latitudes. In return, the inflow of air masses and
ocean surface currents to be displaced towards high latitudes.

5 Conclusions

This paper intended to present the variations of the LHF and SHF heat flux over the SAO and the main
variables that can impact the variability of these fluxes, as air temperature at 2 meters, sea surface temperature,
specific air humidity, and wind speed at 10 m high. A seasonal analysis (DJF and JJA) was carried out for the period
from 1980 to 2005. Data from climatic models comprising the CMIP5 and reanalyses were used and later compared
with the OAFlux.

Despite the difference between the models and reanalyses regarding atmospheric interactions and
parametrizations, both sets showed a pattern of the LHF and SHF overestimation over the SAO. However, the SHF
was less intense. This behavior is directly related to the WIND underestimation, mainly in the middle and high
latitude regions (SW-SSA and SE-SSA).

Small underestimations were found in the other variables (Q, T2M, and SST) and reasonable accuracy of
the sets by the RSR test, except for WIND over the SW-SSA and SE-SSA regions, with the worst performances
during the southern winter (JJA).

One way to analyze the performance of the data sets is through the application of EOF (PC1), in this way it
was possible to indicate that ERA5 and NCEP obtained the best spatial representations and in the variance value for
the LHF, when compared with the OAFlux. The other groups had difficulties in representing the main spatial
features in the SAO.

But it is in the calculation of EOF for WIND that the differences in spatial representation were more distinct
when compared with OAFlux, such as the correct location and intensity of SASH, as well as of the wind belts in mid
latitudes, the latter being the most problematic factor during the JJA period. ERA5, NCEP and CFSR are the sets
with the best performance. For WIND, the variances were very close to the OAFlux values.

The main difference between the models and the reanalyses was apparent in the correlation. In contrast, the
models pointed out weak correlations, the reanalyses showed significant correlations, mainly for T2M and SST,
suggesting a better coupling between both systems. This pattern suggests that the models have a low degree of
reliability, as they point out low correlation values, although varying slightly compared to the average.

It should be stressed that the primary deficiencies in the representations of heat flux are associated with
regions with continuous wind occurrence, as in the trade winds in TSA and around SASH. It is also important to
highlight that regions with intense temperature gradients and dynamic processes such as the Benguela resurgence,
the Agulhas Current, and the BMC also have low representativeness on the sets with problems the representation of
cloud cover and the grid spatial resolution.

Finally, despite the advance and improvement of dynamic and physical representations by models and
reanalyses, the lack of greater coverage of data found on SAO becomes an even greater challenge for better
representation of heat flux over this region. This deficiency is more evident in the WIND representation, resulting in
the heat flux representation problems in the SAO region.
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