An improved method to determine basic probability assignment based on fuzzy mathematics
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Abstract. In D-S evidence theory, the determination of the basic probability assignment function (BPA) is the first and important step. However, the generation of BPA is still a problem to be solved. Based on the concepts in fuzzy mathematics, this paper proposes an improved BPA generation method. By introducing the value of the intersection point of membership function of different targets under the same index to describe the overlap degree of targets, the assignment of unknown items is optimized on this basis. This article applies it to target recognition of robot hands. The results show that the proposed method is more reliable and more accurate.
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1 Introduction

The existing intelligent systems are widely involved in the application of target recognition. However, in practical engineering, the target measured by the sensor is affected by various interference factors such as weather and noise, which makes the characteristics of the target itself not so obvious, thus resulting in the fuzziness and randomness of the output of the sensor. In addition, existing sensors may have some completely unknown information, for example, ultrasonic obstacle avoidance sensor may have detection blind area [1], etc. To sum up, the fuzziness, randomness and some unknown information of the sensor output make target recognition difficult.

In order to solve the above problems, some scholars use fuzzy number to express the output of the sensor and carry out target recognition [2-5]. The methods can express and deal with fuzziness well, and achieve good results in the application of target recognition, but there are still some shortcomings in dealing with various uncertainties and subjective cognitive uncertainties.

Dempster-Shafer's evidence theory can be considered as the generalization of probability theory [6-7]. It extends the basic event space in probability theory to the power set space of basic events, and establishes the basic probability assignment (BPA) on it. It can express uncertain information more effectively. In addition, DS evidence theory
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provides Dempster's combination rules, which can be integrated without prior information and satisfy some excellent characteristics such as commutative law and associative law, which makes DS evidence theory widely used in the field of multi-source information fusion. Considering that DS evidence theory can model a variety of uncertain information and effectively express and deal with subjective cognitive uncertainty, domestic and overseas scholars are committed to exploring fuzzy information processing methods based on DS evidence theory. Among them, BPA generation based on fuzzy number is the first key step. Jiang et al. [8] proposed a classical BPA generation method based on fuzzy numbers. By calculating the degree to which the measured value belongs to each target attribute, the basic reliability value of different targets is assigned, and 1 minus the value of the maximum membership function is taken as the BPA assignment value of the total set. This method can effectively reflect the membership degree of the sensor report to each target, and has certain robustness under some strong interference conditions. However, when the target characteristics are similar, the accuracy is low.

In this paper, an improved BPA fuzzy generation method is proposed, which describes the overlap degree of targets by introducing the values of the intersection points of membership functions of different targets under the same index, and on this basis, the reliability assignment of unknown items is optimized. The new method has certain physical meaning and can effectively improve the accuracy of target recognition.

2 Dempster–Shafer evidence theory

2.1 The frame of discernment

Let $\theta$ be an exhaustive set of all possible values of a variable, and the elements in $\theta$ are mutually exclusive, then $\theta$ is the frame of discernment. Let $\theta$ have $N$ elements, then the power set of $\theta$ is $P(\theta)$, the power set has $2^N$ elements, and each element corresponds to the proposition of a case of a variable.

$$\theta = \{H_1, H_2, \ldots, H_n\}$$

(1)

$$P(\theta) = \{\emptyset, \{H_1\}, \{H_2\}, \ldots, \{H_n\}, \{H_1 \cup H_2\}, \{H_1 \cup H_3\}, \ldots, \theta\}$$

(2)

2.2 Basic probability distribution function (BPA)

For any subset $A$ belonging to $\theta$, let it correspond to a number in the interval [0,1], and satisfy:

$$\sum_{A \in P(\theta)} m(A) = 1, \ m(\emptyset) = 0$$

(3)

The function $m$ is called the basic probability distribution function (BPA) on $P(\theta)$, and $m(A)$ is the basic probability number of $A$. When $A \in \theta$ and $m(A) \neq 0$, $A$ is called a focal element of $m$.

2.3 Rule of evidence combination

Let $m_1$ and $m_2$ be the two basic probability distribution functions on $P(\theta)$. Their combination (Dempster orthogonal sum) is
where \( k \) reflects the degree of conflict between the evidence.

### 3 Proposed method to determine BPA function

#### 3.1 Concepts related to fuzzy numbers [9]

Given a universe of domain \( U \), then a mapping \( \mu_A : U \rightarrow [0,1] \) from \( U \) to the unit interval \([0,1]\) is called a fuzzy set on \( U \) or a fuzzy subset of \( U \), and is denoted as \( A \). The mapping (function) \( \mu_A(x) \) or simply \( A(\cdot) \) is called a membership function of fuzzy set \( A \). For each \( x \in U \), \( \mu_A(x) \) is called the membership of the element to the fuzzy set \( A \). Commonly used representations of fuzzy sets are analytic method, Zadeh notation, ordered pair method, and vector method.

#### 3.2 The main steps of proposed method

**STEP1** In general, the sensor will accumulate certain sample data for the measured object during the long-term operation, which is helpful to the construction of fuzzy membership function. The first step is to generate fuzzy membership function based on sample data (or parameters). Commonly used fuzzy membership functions include triangle, trapezoid, normal distribution, Gaussian distribution, etc. The specific selection of fuzzy membership should be determined by combining engineering practice and available data. The selected fuzzy membership degree must be able to reflect the characteristics of the target attributes and be easy for subsequent data processing. For example, the mean value of the quality of target A after several measurements is 243 and the deviation is 35. Normal fuzzy number membership function (Equation (5)) and triangular fuzzy number membership function (Equation (6)) can be used for modeling respectively.

\[
m(A) = \frac{\sum_{B \cap C = A} m_1(B)m_2(C)}{1 - k}, \quad k = \sum_{B \cap C = \emptyset} m_1(B)m_2(C) \quad (4)
\]

**STEP2** Assume that the target to be recognized by the system is \( H_1, H_2, \ldots, H_m \), that is, the identification framework is \( \Theta = \{H_1, H_2, \ldots, H_m\} \). The sensor observes \( n \) attribute features of the target, and obtains \( n \) dimension characteristic measurement vector \( Z = [Z_1, Z_2, \ldots, Z_n]^T \). Where, \( Z_i \) represents the measured value of the \( i \)th attribute. The fuzzy membership function of object \( j \) under attribute \( i \) is \( \mu_{j_i} \). Let the observed value of the attribute feature be \( Z_i \), then \( \mu_{j_i}(Z_i) \) represents the degree to which the observed result is subordinate to target \( j \) under attribute \( i \).

**STEP3** For the same attribute \( i \), the maximum value of \( \mu_{j_i}(Z_i) \) is denoted as \( U_n \):
To some extent, this maximum value reflects the upper boundary of determining information, and uncertainty can be expressed with \( 1 - U_n \). In Jiang et al.’s method [8], \( 1 - U_n \) is assigned to the universal set to express uncertainty, which is reasonable to a certain extent. However, when the target properties are similar, the recognition accuracy is low. For this reason, this paper takes into account the relationship of membership functions of different targets under the same attribute, and denoted the maximum intersection point of each membership function image as \( P_{\text{max}} \) (as shown in Figure 2). The larger \( P_{\text{max}} \) (the greater degree of overlap) indicates that the target to be recognized is closer in nature. At this point, in order to make better use of the existing information, the reliability of the unknown items (i.e., the total set) should be correspondingly reduced. In this paper, \( 1 - P_{\text{max}} \) is used as the correction factor for the reliability assignment of unknown items. When there is a good degree of discrimination between objects, \( P_{\text{max}} \) is small, and the reliability assignment of the whole set mainly depends on \( 1 - U_n \). When the target properties are close to each other, the value of \( P_{\text{max}} \) is larger, and the reliability assigned to the total set is correspondingly reduced, which is conducive to better use of the existing information. To sum up, the reliability assigned to the universal set is determined by the following formula:

\[
Q = (1 - U_n)(1 - P_{\text{max}})
\]

STEP4 From the above steps, we can get the trust assigned to each target under the same attribute and the trust assigned to the unknown (i.e., the total set), and normalize these to get the final BPA. An example is given to illustrate the proposed BPA generation process. Suppose that an intelligent system needs to identify two targets, \( O_1 \) and \( O_2 \). The mean and deviation of the target \( O_1 \) mass are (243,35), and the mean and deviation of the target \( O_2 \) mass are (270,60). Sensor \( S_1 \) is used to measure the mass attribute \( m \) of the target to be recognized, and the obtained observation value is 300. According to the above steps, the process of generating BPA is as follows:

1. Generate normal distribution membership function based on parameters of target \( O_1 \) and \( O_2 \) (as shown in Figure 2).
2. Under the quality attribute, the degree of membership of the observed value to the target \( O_1 \) and \( O_2 \) is obtained respectively:
   \[
   \mu_{O_1}(Z_m) = 0.0705 \quad \mu_{O_2}(Z_m) = 0.7788
   \]
3. The level of trust assigned to the full set is:
   \[
   Q = (1 - 0.7788)(1 - 0.922) = 0.0173
   \]
4. When the measured value is normalized to 300, the final BPA is obtained as follows:
   \[
   m_1(O_1) = \frac{0.0705}{0.0705 + 0.7788 + 0.2212\times0.078} = 0.0813
   \]
   \[
   m_1(O_2) = \frac{0.7788}{0.0705 + 0.7788 + 0.2212\times0.078} = 0.8987
   \]
   \[
   m_1(\Theta) = \frac{0.2212\times0.078}{0.0705 + 0.7788 + 0.2212\times0.078} = 0.0199
   \]
4 Application of workpiece identification

In this paper, an example in [2] is used to illustrate the effectiveness of the proposed method. There is a robot system for classification and workpiece identification. It is assumed that there are four types of artifacts to be identified: A, B, C and D (see Table 1 for the standard values of index characteristics and their standard variances of the models of the four types of artifacts). Among them, the characteristic indexes include the shape factor $\theta_1$, the central moment of the section $\theta_2$, the surface reflection ability $\theta_3$, the surface roughness $\theta_4$, $\sigma_{i_1}$, $\sigma_{i_2}$, $\sigma_{i_3}$ and $\sigma_{i_4}$, respectively, which are the variances of these four characteristics.

The computer receives the data collected by the sensor and obtains the characteristic observation value vector $Z$ of the four attributes after a series of processing. $Z_i$ is taken to represent the measured value of attribute $i$, and then $Z = \{Z_1, Z_2, Z_3, Z_4\}^T$ is obtained. The actual characteristic observation vector is: $Z = (2.15, 2.30, 2.80, 2.12)^T$

Table 1. The index characteristic standard value of the workpiece model and its standard variance.

| Feature objective | $\bar{\theta}_1$ | $\bar{\sigma}_1$ | $\bar{\theta}_2$ | $\bar{\sigma}_2$ | $\bar{\theta}_3$ | $\bar{\sigma}_3$ | $\bar{\theta}_4$ | $\bar{\sigma}_4$ |
|------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| A                | 1.30            | 0.12            | 1.86            | 0.10            | 3.07            | 0.11            | 2.75            | 0.25            |
| B                | 2.43            | 0.37            | 3.71            | 0.17            | 2.28            | 0.37            | 2.34            | 0.07            |
| C                | 2.18            | 0.15            | 1.93            | 0.11            | 1.37            | 0.13            | 1.52            | 0.12            |
| D                | 1.85            | 0.19            | 2.52            | 0.23            | 2.97            | 0.25            | 1.93            | 0.19            |

In combination with the practical problems and considering the principle of convenient processing in the future, this paper chooses triangular fuzzy number to describe the characteristics of the object. Here, the fuzzy membership function corresponding to the workpiece type $j$ under attribute $i$ is denoted as $\mu_{ij}$. 

Fig. 1. Membership function of fuzzy number.

Fig. 2. Example.
Firstly, the triangular fuzzy membership function is determined. For example, the membership function of the shape factor of the workpiece type A can be used as follow.

\[
\mu_{z,A}(z) = \begin{cases} 
1 - \frac{|z_1 - 1.30|}{2 \times 0.12}, & |z_1 - 1.30| < 0.24 \\
0, & |z_1 - 1.30| > 0.24 
\end{cases}
\]

In the same way, membership function of characteristic indexes of other targets can also be expressed.

According to Step 2, the characteristic observed value vector \( Z = (2.15, 2.30, 2.80, 2.12) \) was substituted into the membership function accordingly. The results are shown in Table 2:

**Table 2. The membership function results in the example.**

| Objective | \( \mu_{a_1}(Z_1) \) | \( \mu_{a_2}(Z_1) \) | \( \mu_{a_3}(Z_1) \) | \( \mu_{a_4}(Z_1) \) |
|-----------|-------------------|-------------------|-------------------|-------------------|
| A         | 0                 | 0                 | 0                 | 0                 |
| B         | 0.6216            | 0                 | 0.2973            | 0                 |
| C         | 0.9000            | 0                 | 0                 | 0                 |
| D         | 0.2105            | 0.5217            | 0.6600            | 0.5000            |

Then calculate the trust degree assigned to the full set, and get the value of \( P_{max} \) according to Step 3 as shown in Table 3.

**Table 3. The results of the \( P_{max} \).**

| Attribute | \( \theta_1 \) | \( \theta_2 \) | \( \theta_3 \) | \( \theta_4 \) |
|-----------|----------------|----------------|----------------|----------------|
| \( P_{max} \) | 0.7060         | 0.8344         | 0.8608         | 0.3600         |

Thus, the reliability value assigned to the total set is obtained according to Equation (8), as shown in Table 4.

**Table 4. The reliability value assigned to the universal set.**

| Attribute | \( \theta_1 \) | \( \theta_2 \) | \( \theta_3 \) | \( \theta_4 \) |
|-----------|----------------|----------------|----------------|----------------|
| \( (1-U_j)(1-P_{max}) \) | 0.0240         | 0.0783         | 0.0473         | 0.3200         |

Normalize the above results according to Step 4, and the BPA generated is as follows:

1. \( m(A) = 0; m(B) = 0.3540; m(C) = 0.5125; m(D) = 0.1199; m(Q) = 0.0137 \)
2. \( m_1(A) = 0; m_2(B) = 0; m_3(C) = 0; m_4(D) = 0.8696; m_5(Q) = 0.13043 \)
3. \( m_1(A) = 0; m_1(B) = 0.2959; m_3(C) = 0; m_4(D) = 0.6570; m_5(Q) = 0.04708 \)
4. \( m_4(A) = 0; m_4(B) = 0; m_4(C) = 0; m_4(D) = 0.609756; m_4(Q) = 0.3902 \)

Then, according to Dempster’s combination rule (see Equation (4)), the fusion results of this method are calculated as shown in Table 5.

**Table 5. The fusion results.**

| Sensor Fusion | \( m_1 \) | \( m_2 \) | \( m_3 \) | \( m_4 \) |
|---------------|-----------|-----------|-----------|-----------|
| The fusion results | \( m(A) \) | 0.0000    | 0.0000    | 0.0000    | 0.0000    |
|                | \( m(B) \) | 0.5340    | 0.1873    | 0.1441    | 0.0630    |
|                | \( m(C) \) | 0.5125    | 0.2711    | 0.0277    | 0.0121    |
|                | \( m(D) \) | 0.1199    | 0.5344    | 0.8274    | 0.9278    |
|                | \( m(\oplus) \) | 0.0137 | 0.0072 | 8.6630 \times 10^{-4} | 8.6630 \times 10^{-4} |

As can be seen from Table 5, with the integration of evidence, the degree of support for artifact type D gradually increases, and the reliability assigned to the unknown gradually decreases.
The method in this paper was compared with the Chen et al.’s method [2] and Jiang et al.’s method [8], and the results are shown in Table 6.

**Table 6.** The synthesis results of different methods.

| Method                | m(A)   | m(B)   | m(C)   | m(D)   | m(Θ)     |
|-----------------------|--------|--------|--------|--------|----------|
| Chen et al.’s method[2]| 0.1596 | 0.2534 | 0.2425 | 0.3445 | 0        |
| Jang et al.’s method[20]| 0      | 0.2098 | 0.1507 | 0.6228 | 0.0168   |
| Proposed method       | 0      | 0.0630 | 0.0121 | 0.9278 | 48.6630  |

It can be seen from Table 6 that the three methods all have the greatest support for type D and can correctly identify the artifacts belonging to type D. By comparing the three methods, it can be seen that the method in this paper is significantly more supportive to D than the other two methods. This helps to get the correct results in complex situations and improve the identification accuracy of the intelligent system. The method in this paper assigns part of the basic probability to the unknown term Θ, so that the method has certain robustness under the action of strong disturbance. At the same time, this method also optimizes the reliability assignment of the unknown item Θ based on the overlap degree of membership function, which can improve the accuracy of target recognition to a large extent.

5 Conclusion

This paper presents an improved fuzzy generation method for BPA. This method can effectively express the membership degree of the measured value of the sensor to each recognition target, and judge the proximity degree of the target property based on the overlap degree of fuzzy membership function of different workpiece types under the same index. The information of proximity is used to optimize the reliability assignment of unknown items and improve the system identification accuracy. An example of intelligent robot workpiece recognition is given to illustrate the effectiveness of the method.
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