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Abstract

Real-time video inference on compute-limited edge devices like mobile phones and drones is challenging due to the high computation cost of Deep Neural Network models. In this paper we propose Adaptive Model Streaming (AMS), a cloud-assisted approach to real-time video inference on edge devices. The key idea in AMS is to use online learning to continually adapt a lightweight model running on an edge device to boost its performance on the video scenes in real-time. The model is trained in a cloud server and is periodically sent to the edge device. We discuss the challenges of online learning for video and present a practical design that takes into account the edge device, cloud server, and network bandwidth resource limitations. On the task of video semantic segmentation, our experimental results show 5.1–17.0 percent mean Intersection-over-Union improvement compared to a pre-trained model on several real-world videos. Our prototype can perform video segmentation at 30 frames-per-second with 40 milliseconds camera-to-label latency on a Samsung Galaxy S10+ mobile phone, using less than 400Kbps uplink and downlink bandwidth on the device.

1 Introduction

Real-time video inference is a core component for a wide range of applications, such as augmented reality, drone-based sensing, robotic vision, and autonomous driving. These applications use Deep Neural Networks (DNNs) for inference tasks like object detection [1], semantic segmentation [2], and pose estimation [3]. Unfortunately, state-of-the-art DNN models are too expensive to run on low-powered edge devices like mobile phones, drones, and consumer robots. For example, large semantic segmentation and object detection models take several seconds to run on mobile phones [4, 5]. Running such models in real-time is beyond even the capabilities of accelerators such as Coral Edge TPU [6] and NVIDIA Jetson [7] that are compact enough to mount on small drones and robots [8–10].

There are two broad approaches to tackling this problem today. The first is to specialize the DNN models for low-powered devices [11–13]. It is common practice for state-of-the-art models to come with lightweight, mobile-friendly versions that use a smaller backbone neural network. However, using these models typically involves a significant compromise in performance. For example, for semantic segmentation, models like DeeplabV3 [2] with Xception65 [14] backbone have surpassed a mean Intersection-over-Union (mIoU) [15] of 82% on the Cityscapes dataset [16], but a lightweight model based on the MobileNetV2 [11] backbone can only achieve an mIoU of 70% [4]. This large gap in performance is also seen in other complex tasks like object detection [17, 12]. The second approach is to offload inference to a powerful remote machine [18–20]. Remote inference requires a high network bandwidth to stream the entire video to the remote machine, and each frame incurs a delay (e.g., 100s of milliseconds) to pass through the video-encoder and the network, making it hard to meet the tight latency requirements of some applications [21]. Moreover, remote inference techniques are susceptible to network outages, which are a common occurrence on wireless networks [22]. Proposals
like edge computing [23–25] that place the remote machine close to the edge devices lessen these barriers, but do not eliminate them and incur additional infrastructure and maintenance costs.

In this paper we propose Adaptive Model Streaming (AMS), a new design paradigm for real-time video inference on edge devices. AMS uses a remote server to continually adapt a lightweight model running on the edge device to boost its accuracy for the particular video in real time. The edge device sends sample video frames to the remote server, which uses them to fine-tune a copy of the edge device’s model to mimic a large, expensive model via supervised knowledge distillation [26]. The server periodically sends (or “streams”) the updated lightweight model to the edge device for inference. The insight underlying AMS is that lightweight models perform poorly because they lack the capacity to learn an accurate model over a wide variety of video frames. By exploiting the temporal locality in video frames and adapting the model frequently (e.g., every 10 seconds), AMS overcomes the challenges associated with the low capacity of mobile-friendly models. AMS also avoids the drawbacks of remote inference approaches. It requires much less bandwidth to send training samples to the server (e.g., one frame per second) than to send the entire video, and network delay or outages do not affect the inference latency since inference takes place locally on the device.

We present a design that addresses two main challenges with realizing AMS in practice. First, in order for AMS to respond to the changes in the video quickly, we need fast adaptation algorithms at the server. We use a simple online gradient descent approach that continually adapts the model at the server based on recent samples from a suitably chosen time horizon. Second, we develop techniques to reduce the downlink and uplink bandwidth requirements for AMS. In the downlink, naïvely streaming a small semantic segmentation model with 2 million (float16) parameters every 10 seconds would require over 3 Mbps of bandwidth. Our design uses coordinate descent [27, 28] to train and send a small fraction of the model parameters in each update. We show that dynamically selecting 5% of the parameters to send based on gradient signals reduces the downlink bandwidth to only 230 Kbps with negligible loss in performance. In the uplink, we use standard H.264 video encoding [29] to compress and upload the training samples to the server every few seconds, requiring a modest 100–400 Kbps. To put AMS’s bandwidth requirement in perspective, it is less than the YouTube recommended bitrate range of 300–700 Kbps to live stream video at the lowest 240p resolution [30].

We evaluate our approach for real-time semantic segmentation on a Samsung Galaxy S10+ phone (with Adreno 640 GPU) using 7 real-world videos that span a variety of outdoor scenarios, including fixed cameras and moving cameras at walking, running, and driving speeds. Compared to a lightweight model (DeeplabV3 with MobileNetV2 [11] backbone) pretrained on the Cityscapes dataset [16] without video-specific customization, AMS provides a 5.1–17.0% boost (10.8% on average) in mIoU metric (computed relative to the labels from a state-of-the-art DeeplabV3 with Xception65 [14] backbone model) depending on the video. Also, compared to an approach that customized the model once for each video based on the first 60 seconds, AMS improves mIoU by 0.1–15.5% (6.5% on average). Figure 1 shows four visual examples comparing the performance of these on-device approaches to a large, state-of-the-art model. We will release our code and video datasets at https://github.com/modelstreaming/ams.

## 2 Related Work

### Real-time On-Device Inference.

Lightweight mobile-friendly models have been designed both manually [11] and using neural architecture search techniques [31, 32]. Model quantization and weight pruning techniques [33–36] have further been shown to reduce the computation footprint of such models with a small loss in accuracy. Specific to video, some techniques amortize the inference cost by using optical flow methods to skip inference for some frames [37–39]. Despite the significant progress made with these optimization techniques, there remains a large gap in the performance of lightweight models and state-of-the-art solutions. AMS is complementary to on-device optimization techniques and would also benefit from them. Several proposals offload all or part of the computation to a powerful remote machine [40–42, 18–20], but these schemes generally require high network bandwidth, incur higher latency, and are susceptible to network outages [21, 19].

### Model Adaptation.

Our work is closely related to online learning [43] algorithms for minimizing dynamic or tracking regret [44–46]. Dynamic regret compares the performance of an online learner to a sequence of optimal solutions. In our case, the goal is to track the performance of the best lightweight model at each point in a video. Dynamic regret problems have lower bounds that relate
regret to a measure of complexity of the optimal sequence of decisions, for example, how quickly the best model parameters change with time [44]. As video scenes change slowly, it is plausible that the best models also change gradually in time and online learning can be effective. Several theoretical works have studied online gradient descent algorithms in this setting with different assumptions about the loss functions [47, 48]. Other work has focused on the “experts” setting [49–51], where the learner maintains multiple models and uses the best of them at each time. Our approach is based on online gradient descent because tracking multiple models per video at a server is expensive.

Other paradigms for model adaptation include lifelong/continual learning [52], meta-learning [53, 54], federated learning [55], and unsupervised domain adaptation [56, 57]. As our work is only tangentially related to these efforts, we defer their discussion to Appendix B.

Distillation for Video. Distillation [26] has been proposed as a way to accelerate video inference for a large corpus of videos [58, 59]. Noscope [58] trains small models for specific tasks (e.g., detecting a few object classes) on specific videos offline. JITNet [59] uses online distillation to specialize a model on video frames as they arrive. The key difference between these works and ours is that they perform training and inference on the same machine (e.g., server GPU) and the goal is to speed up inference, whereas in AMS, the student model runs at a low-powered edge device in real time, but it is trained online at a remote server with sufficient compute power. In particular, AMS is constrained by limited bandwidth between the edge device and remote server, and crucially uses coordinate-descent-based [27] training for model distillation to significantly reduce bandwidth requirements.

3 How Online Adaptation Boosts Performance of Lightweight Models

AMS improves the performance of a lightweight model at an edge device through continual online adaptation. To gain intuition for how online adaptation improves model performance, we discuss a simple illustrative example in this section.
This example illustrates the importance of picking a training horizon that is well-matched to the knowledge distillation [26], and sends the updated model to the edge device. Algorithm 1 shows the procedure at the server when it is serving a single edge device (we discuss multiple edge devices in §4.1). The AMS algorithm at the server has two phases: inference and training.

Let \( \mathcal{X} \) denote the set of possible input values (e.g., frames in a video). We are given a time-varying input sequence \( x(t) \in \mathcal{X} \) and must predict an output \( y(t) \in \mathcal{Y} \) given by a deterministic function of the input: \( y(t) = f(x(t)) \). In video semantic segmentation, for example, \( y(t) \) corresponds to the segmentation of the frame \( x(t) \). Let us divide time into a sequence of steps of length \( \tau \) seconds. Step \( n \) refers to the time interval \( [n\tau, n\tau + \tau) \). We refer to \( \tau \) as the inference horizon. At the beginning of each step \( n \), we pick a set of model parameters \( w_n \in \mathbb{R}^d \) to use for prediction during step \( n \). As a result, we incur a loss of \( L_n(w_n) \). The goal is to minimize the total loss over time: \( \sum_{n=1}^N L_n(w_n) \).

Consider a scalar regression task where \( \mathcal{X} = \mathcal{Y} = [-1, 1] \), and the function \( f(\cdot) \) is as shown in Fig. 2a. Suppose \( x(t) \) is a periodic function of time \( t \), which consists of repeated triangles of unit period, i.e. \( x(t) = 1 - 2|t - 0.5| \) for \( t \in [0, 1] \) defines one period of \( x(t) \). As time progresses, \( x(t) \) moves back and forth linearly between -1 and 1. Notice that the characteristics of \( f(\cdot) \) change significantly over its domain \([-1, 1] \). However, the regression task exhibits temporal locality: since \( x(t) \) changes gradually over time, the regression problem is similar in nearby time intervals. Video inference exhibits a similar temporal locality because the scenes in a video usually change gradually over time.

Suppose we wish to use polynomials of some degree \( d \) to make predictions at each time step. A natural way to exploit temporal locality is to train the model using recent data at each time step. Let us define the training horizon as the amount of time into the past used to make a decision and denote it by \( \tau' \). For step \( n \), the online learner fits a polynomial of degree \( d \) to \( (x(t), y(t)) \) observed over \( t \in [n\tau - \tau', n\tau) \) with Mean-Squared-Error loss, and it uses this model to make predictions in \( t \in [n\tau, n\tau + \tau) \). We plot \( y(t) \) and its predictions for a small linear model \( (d = 1) \) and a much larger polynomial model \( (d = 50) \) in Fig. 2b and Fig. 2c, respectively. For each model, we trained two variants, using small \( \tau' = 1/64 \) and large \( \tau' = 1/2 \) values for the training horizon. As these plots show, the linear model does not have the capacity to fit the data over a long time horizon. However, by continually adapting the model based on a small training horizon, it is able to make much better predictions. On the other hand, a high-capacity model does not need to be constrained to a short time horizon, and in fact it overfits and has poor accuracy when trained with a small horizon.

This example illustrates the importance of picking a training horizon that is well-matched to the model capacity. Smaller models benefit from a shorter training horizon, i.e. more localized customization over time. We will see that for tasks such as video semantic segmentation, such localized customization of lightweight models can provide a significant boost in accuracy.

### 4 Cloud-Assisted Adaptive Model Streaming for Real-time Video Inference

In this section we describe the design of a practical real-time video inference system that leverages adaptive model streaming. Our goal is to continually adapt a lightweight model for a complex task like video semantic segmentation. Since training on the edge devices is too expensive, we use a cloud server. Each edge device periodically samples video frames and sends them to the cloud server every \( \tau \) seconds. The server uses these frames to train a copy of the edge device’s model using supervised knowledge distillation [26], and sends the updated model to the edge device. Algorithm 1 shows the procedure at the server when it is serving a single edge device (we discuss multiple edge devices in §4.1). The AMS algorithm at the server has two phases: inference and training.
A simple strategy is to send a bit-vector identifying the location of the parameters with each model. We must also send their location in the model, as discussed in §3. As the bit-vector is sparse, it can be compressed and we use gzip [61] in our experiments to reduce the required bandwidth by 14×. In our experiments, using coordinate descent with a Gradient-Guided strategy to send 5% of the model with 2 million parameters every 10 seconds would require 3.2 Mbps of downlink bandwidth. This value can be smaller if a lightweight model, but too small a τ′ can also cause the model to overfit. The optimal value of τ′ depends on the model complexity, and the nature of scene changes in the video (e.g., a fast-changing video may benefit from a shorter τ′). As our results will show, we observed that a training horizon of about three to five minutes works well across a wide range of videos for video semantic segmentation using models based on DeepLabV3 with MobileNetV2 [11] backbone and we set τ′ to four minutes in our system. To reduce the bandwidth requirement for model streaming (see §4.1), we employ coordinate descent [27, 28], in which we train a subset of parameters at each training phase and send only those parameters to the edge device. Specifically, for each training phase, we select a subset of parameter indices, I_n, and only update those parameters using the Adam optimizer [60]. We explored several strategies to select I_n, as described in detail in §5.3. We found that the Gradient-Guided strategy achieves the best accuracy. In this strategy, I_n includes the parameters that the optimizer estimates to have the largest impact on the loss function. Appendix C describes this method in detail.

### Algorithm 1 Adaptive Model Streaming (Server)

```plaintext
1: Initialize the student model with pre-trained parameters w_0
2: Send w_0 and the student model architecture for the edge device
3: B ← Initialize a time-stamped buffer to store (sample frame, teacher prediction) tuples
4: for n ∈ {1, 2, ..., } do
5:    Wait until t ≥ nτ
6:    R_n ← Set of new sample frames from the edge device
7:    for x ∈ R_n do
8:        ŷ ← Use the teacher model to infer the label of x
9:        Add (x, ŷ) to B with time stamp of receiving x
10: end for
11: I_n ← Select a subset of model parameter indices
12: for k ∈ {1, 2, ..., K} do
13:    S_k ← Uniformly sample a mini-batch of data points from B over the last τ′ seconds
14:    Candidate updates ← Calculate Adam optimizer updates w.r.t the empirical loss on S_k
15:    Apply candidate updates to model parameters indexed by I_n
16: end for
17: ŵ_n ← New value of model parameters which are indexed by I_n
18: Send (ŵ_n, I_n) for the edge device
19: end for
```

### 4.1 Practical Challenges

**Reducing Downlink Bandwidth Requirements.** Naïvely streaming a large model to the edge device can consume a significant amount of bandwidth. For example, sending a relatively simple model with 2 million parameters every 10 seconds would require 3.2 Mbps of downlink bandwidth. In our experiments, using coordinate descent with a Gradient-Guided strategy to send 5% of the parameters in each model update reduces the required bandwidth by 14× with negligible loss in performance compared to updating the complete model. Along with the updated parameters, ŵ_n, we must also send their location in the model, I_n, which introduces additional bandwidth overhead. A simple strategy is to send a bit-vector identifying the location of the parameters with each model update. As the bit-vector is sparse, it can be compressed and we use gzip [61] in our experiments to...
carry this out. Further bandwidth reductions could be achieved using standard model compression and quantization techniques [33, 34, 36].

**Reducing Uplink Bandwidth Requirements.** To reduce the uplink bandwidth, the edge device does not send sampled frames immediately. Instead it buffers samples corresponding to $\tau$ seconds of video (e.g., $\tau = 10$), and it runs H.264 [29] video encoding on this buffer to compress it before transmission. The time taken at the edge device to fill the compression buffer and transmit a new batch of samples is hidden from the server by overlapping it with the training phase of the previous step. By synchronizing the transmission of new data with the start of the inference phase, we minimize the staleness of the training data at the server.

**Maximizing Server Utilization.** Running a GPU in the cloud, e.g., NVIDIA Tesla V100, currently costs at least $1 per hour. Hence, it is important to serve multiple edge devices per GPU to keep per-user cost low. Every user that joins a cloud server requires its own share of GPU resources for inference and training operations. In our prototype, we use a simple strategy that iterates in a round-robin fashion across multiple video sessions, completing one inference and training step per session. By allowing only one process to access the GPU at a time, we minimize context switching overhead. Our results show that this technique is effective and can support model streaming for up to seven video sessions per an NVIDIA Tesla V100 GPU with negligible loss in performance.

## 5 Evaluation

### 5.1 Methodology

We evaluate AMS on the task of semantic segmentation using the DeeplabV3 [2] class of models. These models have a wide range of sizes but share the same architectural ideas. As the initial model, we start with models pre-trained on the Cityscapes [16] semantic segmentation dataset. These models themselves include a backbone pre-trained on Imagenet and MS-COCO [62, 63]. On the edge device, we use the model with MobileNetV2 [11] backbone at an input image resolution of $512 \times 256$, which runs smoothly in real-time at 30 frame-per-second (fps) on a Samsung Galaxy S10+ phone’s Adreno 640 GPU with less than 40 ms camera-to-label latency. We compare the following schemes:

- **No Customization:** We run the pre-trained model without video-specific customization.
- **One-Time Customization:** We collect training samples at four frames per second during the first 60 seconds of the video, fine-tune the entire model on these samples at the server and send it to the edge. This adaptation happens only once for every video. Comparing this scheme with AMS will show the benefit of continuous adaptation.
- **AMS:** We use Algorithm 1 at the server with $\tau = 10$ sec, $\tau' = 250$ sec, and $K = 20$ iterations. Unless otherwise stated, 5% of the model parameters are selected using the Gradient-Guided strategy. We use a single NVIDIA Tesla V100 GPU for both training and inference at the server.

One-Time Customization and AMS use DeepLabV3 with Xception65 [14] backbone pre-trained on Cityscapes as the teacher model. In both schemes, edge devices transmit sample frames at a resolution of $1024 \times 512$ to the cloud server after compression, as described in §4.1. The server upcales the received frames to a resolution of $1800 \times 900$ before labeling them with the teacher. For all training purposes, we use Adam optimizer [60] with a learning rate of 0.001, $\beta_1 = 0.9$, $\beta_2 = 0.999$.

**Videos.** We use 7 diverse videos chosen from YouTube with a length of 7–15 minutes for evaluation. Since our semantic segmentation models were trained on Cityscapes driving scenes, we consider videos of outdoor scenes for which our best model with Xception65 backbone has good visual performance. However, the videos cover a range of scene variability, representing different scenarios of interest including fixed cameras and moving cameras at walking, running, and driving speeds. Table 4 and Fig. 5 in Appendix A provide a description of the videos and some examples of scenes.

**Metric.** To evaluate the accuracy of different schemes, we collect the inferred labels on the edge device and compare them against labels extracted for the same video frames using a state-of-the-art DeepLabV3 with Xception65 backbone model (pre-trained on Cityscapes) running at full resolution ($2048 \times 1024$) offline. We report the mean Intersection-over-Union (miou) metric relative to the labels produced by this reference model. The metric computes the Intersection-over-Union (defined as the number of true positives divided by the sum of true positives, false negatives and false positives)
for each class, and takes a mean over the classes. We manually select a subset of most populous Cityscapes output classes in each of these videos as summarized in Table 4 in Appendix A.

5.2 Results

Comparison to baselines. Table 1 summarizes the results. The No Customization model has the worst accuracy among these three methods which is 5.1–17.0% (10.8% on average) below AMS. The One-Time Customization model performs better as it is specialized for each video using the initial frames. However, since a video itself can vary significantly over time, AMS performs even better by continually adapting the model to the video. AMS outperforms One-Time Customization by 0.1–15.5% (6.5% on average) across the 7 videos. It achieves the highest improvement in Vid2 due to its high scene variability (comedian performing, crowd watching, streets, etc.), which makes continuous adaptation crucial. The smallest improvement is in Vid1, a stationary interview scene, for which One-Time Customization performs well.

Accuracy vs. bandwidth usage. Table 2 shows the accuracy and downlink bandwidth usage for sending different fractions of the student model to the device on each update. We observe that coordinate descent is very effective. Sending only 5% of the model parameters results in only 0.76% loss of accuracy on average across the 7 videos, but it reduces the downlink bandwidth requirement significantly, from 3.3 Mbps to update the full model (∼2 million parameters) to 230 Kbps. In the uplink, our method of compressing the sampled frames before sending to the cloud server (§4.1) requires a modest bandwidth of 100–400 Kbps (on different videos). The loss in accuracy caused by this compression is negligible (0.07% on average across the videos).

Supporting multiple clients with one server. In Fig. 3 we show the decrease (w.r.t. single client) in average mIoU when different number of clients share a GPU in round-robin manner. We observe that even with this simple scheduling algorithm, AMS scales to up to 7 clients on a single V100 GPU with less than 1% loss in mIoU. As we see later in the results, there is room for supporting even more clients per GPU by prioritizing certain videos that need more frequent model updates over others.

5.3 Impact of Design Choices

Coordinate Descent Strategy. Table 3 compares the Gradient-Guided strategy with four baselines for subset parameters selection in the training phase. In the First, Last, and First&Last strategies, the subset parameters are from the initial layers, final layers, and an equal split of both, respectively. The Random strategy samples parameters uniformly from the entire network. We compare these strategies on their reduction in accuracy relative to sending full model updates. We observe that the Gradient-Guided performs best, followed by Random. Random is notably worse than Gradient-Guided when training a very small fraction (1%) of model parameters. The methods that update only the first or last model layers are substantially worse than the other approaches.

Training Horizon. As explained using the simple example in §3, the ideal training horizon, \( \tau' \), depends on the model capacity, with smaller models expected to perform better when trained on
shorter time horizons. We evaluate this intuition for the video semantic segmentation task. We consider two variations of the student model: (i) the default DeeplabV3 with MobileNetV2 backbone, (ii) a smaller version with the same architecture but with half the number of channels in each convolutional layer. We pick 50 points in time uniformly distributed over the course of one video (Vid6). For each time $t$, we train the two student models on the frames in the interval $[t - \tau', t)$ and then evaluate them on frames in $[t, t + \tau)$ (with $\tau = 16$ sec). We plot the average accuracy of the two variants for each value of the training horizon $\tau'$ in Fig. 4a. As expected, the smaller model’s accuracy peaks at some training horizon ($\tau' \approx 250$ sec) and degrades with larger $\tau'$ as the model capacity is insufficient to learn wider variations in the training data. The default student model exhibits the same behavior, but with a more gradual drop for large $\tau'$. Overall we found that a training horizon of 200–400 seconds generally works well across all of the videos in our dataset.

**Model Update Frequency.** The frequency of model updates dictates how long a particular model is used at the edge device. Intuitively, more frequent updates should lead to better accuracy, at the cost of higher bandwidth and server computation. To evaluate the impact of model update frequency, we measure the accuracy for three videos, with different update intervals $\tau$ ranging from 1 to 1000 seconds and a training horizon $\tau'$ of 256 seconds. Figure 4b shows the results. As expected, a smaller $\tau$ improves performance, but the impact of slower model updates varies across the three videos. For example, rapid model updates barely improve Vid1, which is an interview with a stationary scene. However, the effect is visible for Vid4 and Vid5 as they are walking scenes. This suggests that we can support more video sessions per GPU by prioritizing videos that need more frequent model updates.

**Frame Sampling Rate.** Table 5 in Appendix D shows the impact of varying the frame sampling rate on accuracy for 3 videos. Sampling faster than 1 frame-per-second provides negligible improvement in accuracy along increasing bandwidth usage. As these results suggest, the sampling rate can also be reduced at the cost of a small reduction in accuracy.

### 6 Conclusion

We presented an approach for improving the performance of real-time video inference on low-powered edge devices that uses a remote server to continually train and stream model updates to the edge device at a time scale of 10–100 seconds. Further, we proposed techniques to reduce the network bandwidth requirements of adaptive model streaming to levels easily sustainable on today’s wireless networks. Extensive evaluation of AMS on a wide range of videos showed a rise of 5.1–17.0% in mIoU scores on the task of real-time semantic segmentation using a mobile GPU, which can be a significant improvement for the quality of real-time video inference on edge devices.
Broader Impact

Real-time video inference on edge devices, which our work aims to make practical, has a wide range of societal applications. Examples include tasks like semantic segmentation in autonomous driving, visual tracking and object recognition in drone navigation, infrastructure monitoring using drones, super-resolution in video streaming, object detection on home devices like robotic vacuums, and future research on enabling augmented reality with neural networks. Real-time video inference also has potential negative applications, such as privacy-violating surveillance, and real-time “deepfake” models used to impersonate others on video calls. Failure of the system can result in poor inference accuracy, with consequences that depend on the application. Like systems that rely on remote inference, our system is vulnerable to abuse by a malicious and untrusted server, since clients must stream video to a remote server for training.
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Appendix A  Videos

Our video corpus includes seven publicly available videos from Youtube, with 7–15 minutes in duration. These videos span different levels of scene variability and were captured with four types of cameras: Stationary, Phone, Headcam, and DashCam. For each video, we manually select 5–7 classes that are detected frequently by our best semantic segmentation model (DeeplabV3 with Xception65 backbone trained on Cityscapes data) at full resolution. Table 4 shows summary information about these videos. In Fig. 5 we show six sample frames for each video. For viewing the raw and labeled videos, please refer to https://github.com/modelstreaming/ams.

| Tag   | Description                  | Camera Style | Classes                                      |
|-------|------------------------------|--------------|----------------------------------------------|
| Vid1  | Interview with head-coach    | Stationary   | Buildings, Vegetation, Terrain, Sky, People, Cars |
| Vid2  | Street comedian in Rome      | Phone        | Streets, Sidewalks, Buildings, Vegetation, Sky, People |
| Vid3  | Group dance in a park        | Stationary   | Sidewalks, Buildings, Vegetation, Sky, People |
| Vid4  | Street walking in Paris      | Phone        | Streets, Buildings, Vegetation, Sky, People, Cars |
| Vid5  | Street walking in NYC        | Phone        | Streets, Buildings, Vegetation, Sky, People, Cars |
| Vid6  | Driving in LA                | 4K DashCam   | Streets, Sidewalks, Buildings, Vegetation, Sky, People, Cars |
| Vid7  | Bubble run in Honolulu       | Headcam      | Streets, Terrain, Vegetation, Sky, Person    |

Figure 5: Sample video frames.

Appendix B  Other Related Work

Continual/Lifelong Learning. The goal of lifelong learning [52] is to accumulate knowledge over time [64]. Hence the main challenge is to improve the model based on new data over time, while not forgetting data observed in the past [65, 66]. However, as the lightweight models have limited capacity, in AMS we aim to track the best model at each point in time, and these models are allowed not to have the same performance on the old data.

Meta Learning. Meta learning [53, 54, 67] algorithms aim to learn models that can be adapted to any target task in a set of tasks, given only few samples (shots) from that task. Meta learning is not a natural framework for continual model specialization for video. First, as videos have temporal
coherence, there is little benefit in handling an arbitrary order of task arrival. Indeed, it is more natural
to adapt the latest model over time instead of always training from a meta-learned initial model.¹
Second, training such a meta model usually requires two nested optimization steps [53], which would
significantly increase the server’s computation overhead. Finally, most meta learning work considers
a finite set of tasks but this notion is not well-suited to video.

**Federated Learning.** Another body of work on improving edge models over time is federated
learning [55], in which the training mainly happens on the edge devices and device updates are
aggregated at a server. The server then broadcasts the aggregated model back to all devices. Such
updates happen at a time scale of hours to days [68], and they aim to learn better generalizable models
that incorporate data from all edge devices. In contrast, the training in AMS takes place at the server
at a time scale of a couple of seconds and intends to improve the accuracy of an individual edge
device’s model for its particular video.

**Unsupervised Adaptation.** Domain adaptation methods [56, 57] intend to compensate for shifts
between training and test data distributions. In a typical approach, an unsupervised algorithm fine-
tunes the model over the entire test data at once. However, frame distribution can drift over time. As
our results show, one-time fine-tuning can have a much lower accuracy than continuous adaptation.
However, it is too expensive to provide a fast adaptation (at a timescale of 10–100 seconds) of these
models at the edge, even using unsupervised methods. Moreover, using AMS we benefit from the
superior performance of supervised training by running state-of-the-art models as the “teacher” for
knowledge distillation [26] in the cloud.

**Appendix C The Gradient-Guided strategy**

To reduce the bandwidth requirement of model streaming, we employ coordinate descent [27] training.
In each training phase, we select a small subset (e.g., 5%) of parameters (coordinates) to update.
We expand the Lines 11–16 in Algorithm 1 by adding the details of Gradient-Guided strategy as in
Algorithm 2.

The pseudo code describes the procedure in the $n$th training phase. Each training phase includes $K$
iterations with randomly-sampled mini-batches of data points from the last $\tau'$ seconds of video. In
training iteration $k$, we update the first and second moments of the optimizer ($m_{n,k}$ and $v_{n,k}$) using
the typical Adam rules (Lines 7–10). We then calculate the Adam updates for all model parameters
$u_{n,k}$ (Lines 11–12). However, we only apply the updates for parameters determined by the binary
mask $b_n$ (Line 13). Here, $b_n$ is a vector of the same size as the model parameters, with ones at
indices that are in $I_n$ and zeros otherwise. In the Gradient-Guided strategy, we select the $I_n$ to index
the $\gamma$ fraction of parameters with the largest absolute value of the vector $u_{n-1}$. We update $u_n$ at the
end of each training phase to reflect the latest values of the Adam updates for all parameters (Line 15).
In the first training phase, $I_n$ is selected uniformly at random.

The intuition behind this algorithm is to update the subset of parameters that could provide the largest
improvement in the loss function. A typical way to achieve this would be to update the parameters with
the largest gradient magnitude in each training phase. This is called the Gauss-Southwell selection
rule [69]. Algorithm 2 applies this intuition to coordinate descent using the Adam optimizer [60].
To perform coordinate descent using Adam, we consider the parameters with the largest magnitude
of change in Adam’s parameter update. Adam uses the first and second moments of past gradients
to suggest a less noisy and more robust parameter update than just the gradient for one mini-batch.
Notice, however, that to use this signal, we have to update the moments for all parameters in all
training iterations, regardless of whether or not we actually update those parameters in Line 13.

**Appendix D Effect of Sampling Rate**

To evaluate the effects of sampling rate, we profiled AMS’s performance for different sampling
rates, ranging from one frame every 10 secs to 30 frames per second (all available frames). In this
experiment, we use a training horizon of $\tau' = 250$ seconds and a model update interval of $\tau = 10$
seconds. To minimize the impact of other system design choices, we train the entire model parameters

¹ An exception is a video that changes substantially in a short period of time, for example, a camera that
moves between indoor and outdoor environments. In such cases, a meta model may enable faster adaptation.
Algorithm 2: Gradient-Guided Strategy using Adam Optimizer

1: $I_n \leftarrow$ Indices of $\gamma$ fraction of largest absolute values in $u_{n-1}$ \Comment{Entering $n^{th}$ Training Phase}
2: $b_n \leftarrow$ binary mask of model parameters; 1 iff indexed by $I_n$
3: $m_{n,0} \leftarrow m_{n-1}$ \Comment{Use the latest model parameters as the next starting point}
4: $v_{n,0} \leftarrow v_{n-1},K$ \Comment{Initialize the first moment estimate to its latest value}
5: $v_{n,0} \leftarrow v_{n-1},K$ \Comment{Initialize the second moment estimate to its latest value}
6: for $k \in \{1, 2, ..., K\}$ do
7: \hspace{1em} $S_k \leftarrow$ Uniformly sample a mini-batch of data points from $B$ over the last $\tau'$ seconds
8: \hspace{1em} $g_{n,k} \leftarrow \nabla_w \hat{L}(S_k; w_{n,k-1})$ \Comment{Get the gradient of all model parameters w.r.t. loss on $S_k$}
9: \hspace{1em} $v_{n,k} \leftarrow \beta_2 \cdot v_{n,k-1} + (1 - \beta_2) \cdot g_{n,k}^2$ \Comment{Update second moment estimate}
10: \hspace{1em} $m_{n,k} \leftarrow \beta_1 \cdot m_{n,k-1} + (1 - \beta_1) \cdot g_{n,k}$ \Comment{Update first moment estimate}
11: \hspace{1em} $i \leftarrow i + 1$ \Comment{Increment Adam’s global step count}
12: \hspace{1em} $u_{n,k} \leftarrow \alpha \cdot \sqrt{1 - \beta_1^i} \cdot \frac{m_{n,k}}{\sqrt{v_{n,k} + \epsilon}}$ \Comment{Calculate the Adam updates for all model parameters}
13: \hspace{1em} $w_{n,k} \leftarrow w_{n,k-1} - u_{n,k} \cdot b_n$ \Comment{Update the parameters indexed by $I_n$ (\textit{*} is elem.-wise mul.)}
14: end for
15: $u_n \leftarrow u_{n,K}$
16: $w_n \leftarrow w_{n,K}$

In every update, starting from the pre-trained checkpoint. Table 5 shows the impact of sampling rate on mIoU across different videos. We observe that there is negligible performance improvement across all videos in sampling faster than a single frame per second.

| Sampling Rate (fps) | 30   | 10   | 3.3  | 1.0  | 0.33 | 0.1  |
|--------------------|------|------|------|------|------|------|
| Vid1               | 87.76| 87.60| 87.78| 87.72| 87.01| 86.31|
| Vid2               | 71.68| 71.82| 71.69| 71.85| 71.55| 70.50|
| Vid3               | 85.34| 85.26| 85.39| 85.27| 85.12| 84.74|
| Vid4               | 75.22| 74.21| 75.29| 75.07| 74.21| 72.71|
| Vid5               | 58.45| 58.29| 58.08| 57.89| 57.50| 54.67|
| Vid6               | 71.76| 71.11| 71.42| 71.59| 69.90| 69.45|
| Vid7               | 70.76| 70.92| 70.16| 70.75| 69.93| 68.95|