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Abstract

Many trials are designed to collect outcomes at pre-specified times after randomization. However, in practice, there is often substantial variability in the times at which participants are actually assessed, which poses a challenge to learning about the treatment effects at the targeted assessment times. Any method for analyzing a trial with such irregular assessment times relies on untestable assumptions. Therefore, conducting a sensitivity analysis is an important step that can strengthen conclusions from such trials. However, no sensitivity analysis methodology has been developed. We develop a methodology that accounts for possibly informative assessment times, where assessment at time $t$ may be related to the outcome at that time, even after accounting for observed past history. We implement our methodology using a new augmented inverse-intensity-weighted estimator, and we apply it to a trial of low-income participants with uncontrolled asthma. We also evaluate the performance of our estimation procedure in a realistic simulation study.
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1 Introduction

Randomized trials are often designed to collect outcome information at certain pre-specified times after randomization. In practice, there is often substantial variability in the times at which participants are actually assessed. This poses a challenge to learning the treatment effect at each targeted assessment time, i.e., the difference in the treatment-specific mean outcomes that we would see were all participants assessed exactly on-schedule. Such irregular assessment times can be due to a number of obstacles, which may or may not be related to participants’ outcomes. When they are related, we say that the assessment times are informative. For example, in an asthma trial, a participant may be less likely to attend a data collection appointment during a period when they are having an asthma exacerbation.

An ad hoc approach that is commonly used in this situation is to form windows around each targeted assessment time. Assessments that occur within a given window are treated as though they had occurred at the targeted time itself, while any observations that fall outside of the windows are excluded from the analysis. This approach can lead to biased estimation of treatment effects. One reason is that participants’ outcomes at their actual assessment times may be systematically different than their outcomes at the targeted times. This can occur if the true mean in one or both arms changes with time, or if assessment times are informative. A second reason is that the excluded, out-of-window observations may induce selection bias. A number of more principled approaches have been developed in the literature (see Section 2.3). However, any approach must rely on untestable assumptions about the relationship between assessment times and outcomes. This is analogous to trials with missing data, in which it is widely recognized that conducting a sensitivity analysis is crucially important (see, for example, the National Research Council report, *The Prevention and Treatment of Missing Data in Clinical Trials* [10]). While sensitivity analysis is also important for trials with irregular assessment times, no formal methodology has been developed.

Scharfstein and colleagues [32] have described three types of sensitivity analysis. These range from the ad hoc type, in which results are compared across a small number of different inferential methods, to the more comprehensive global type. A global sensitivity analysis conducts inference across a broad family of assumptions, within a range guided by subject-matter expertise. In this paper, we develop a global sensitivity analysis methodology anchored around the assessment at random (AAR) assumption, which posits that outcomes and assessments at time $t$ are independent after accounting for study data observed before time $t$. Our methodology evaluates inferences under departures from AAR, where the outcome at time $t$ is allowed to directly impact whether participants are assessed at that time, after accounting for past history. Such dependence can be expected in, for example, asthma or pain trials, where more severe pain or difficulty breathing at a given time may keep participants from coming to appointments. We derive a new augmented inverse-intensity-weighted estimator which we show is consistent and asymptotically normal under our non-AAR models.

The paper is organized as follows. In Section 2, we define notation, review existing methods, and introduce the Asthma Research for the Community (ARC) trial [4]. We
specify our models and sensitivity analysis framework in Section 3. In Section 4, we develop influence function-based inference for our target parameters. In Section 5, we describe our approach for constraining the range of assumptions to be included in a sensitivity analysis. We analyze the ARC trial in Section 6. In Section 7, we evaluate our method in a realistic simulation study. Section 8 concludes with a discussion.

2 Background

2.1 Notation

Let \( \tau \) be the end of follow-up, and let \( [a, b] \) be the time period over which we wish to conduct inference, where \( t = a \) is a time before any post-baseline assessments occur and \( b \leq \tau \). Let \( Y(t) \) denote the outcome of a random individual at time \( t \), and let \( N(t) \) be their number of assessments from time \( a \) up through and including time \( t \). We refer to the counting process \( \{N(t) : a \leq t \leq \tau\} \) as the assessment process, and we refer to \( \{Y(t) : 0 \leq t \leq \tau\} \) as the outcome process. We also use the shorthand notation \( L \) for the outcome process.

Let \( A(t) := N(t) - \lim_{s \to t^-} N(s) \) be the indicator that the individual has an assessment at time \( t \), and, for a given \( \epsilon > 0 \), let \( A[t, t + \epsilon) := \lim_{s \to t^-} N(t + s) - \lim_{s \to t^-} N(s) \) be the indicator that they have an assessment in the time window \( [t, t + \epsilon) \). The observed data for a random individual is \( O := \{N(t) : a \leq t \leq \tau\} \cup \{Y(t) : A(t) = 1, 0 \leq t \leq \tau\} \). We let \( \bar{O}(t) \) denote their observed data up to, but not including, time \( t \); we refer to this as their observed past.

Information about an individual’s rate of assessment at time \( t \) is captured by the conditional intensity function of their assessment process. Our approach will use both the intensity function given the participant’s observed past, \( \lambda(t, \bar{O}(t)) := \lim_{\epsilon \to 0^+} \{P(A[t, t + \epsilon) = 1|\bar{O}(t))/\epsilon\} \), and the intensity function given their full outcome process \( L \) and their observed past, \( \rho(t, \bar{O}(t), L) := \lim_{\epsilon \to 0^+} \{P(A[t, t + \epsilon) = 1|\bar{O}(t), L)/\epsilon\} \).

2.2 Assessment at random (AAR) assumption

In order to learn about the mean outcome at a targeted time from a trial with irregular assessments, some assumption about the relationship between assessment times and outcomes is needed. In practice, it is commonly assumed that the assessment times are completely independent of outcomes; however, in many trials, such a strong assumption may not be tenable. The weaker assessment at random (AAR) assumption is often more realistic. Under AAR, for each time \( t \) and within each stratum of the observed past \( \bar{O}(t) \), the distribution of \( Y(t) \) is assumed to be the same among participants who were, and who were not, assessed at time \( t \). That is, \( dF(y(t)|A(t) = 0, \bar{O}(t)) = dF(y(t)|A(t) = 1, \bar{O}(t)) \). Importantly, AAR is not testable, since the observed data provide no information about \( dF(y(t)|A(t) = 0, \bar{O}(t)) \), the conditional distribution of outcomes at time \( t \) among participants who were not assessed at that time.
2.3 Review of existing methods

Previous methods for analyzing trials with irregular assessment times have mainly used one of two approaches: joint modeling, or inverse weighting. We review each below.

2.3.1 Joint modeling approach

Methods in this category rely on strong assumptions on the joint distribution of the assessment process and the outcome process. These include untestable assumptions, such as conditional independence of the two processes given baseline covariates and latent variables. For example, Lin and Ying [20] posited a semiparametric model for the outcomes and a semiparametric model for the assessment times, and assumed that assessments and outcomes were independent after conditioning on baseline covariates common to both models. Lipsitz et al. [22] assumed a parametric Gaussian model for the outcome process. They assumed that the assessment process was ancillary, with the likelihood factorizing such that parameters of the outcome process model could be estimated without having to account for the distribution of assessment times. Liang et al [19] used a mixed effects model for the mean of the outcome and a frailty model for the assessment times. They assumed that the assessment and outcome processes were independent given \( Z_1 \) and \( Z_2 \), and assumed that the assessment and outcome processes were independent given \( Z_1 \), \( Z_2 \), and baseline covariates. Further work has allowed shared random effects to impact the outcome model through an unspecified time-varying function [7]; and relaxed assumptions on \( Z_1 \) and \( Z_2 \), while also allowing for a dependent terminal event [34]. Additionally, Pullenayegum [26] developed a method combining the joint modeling approach with multiple oututation. This allows dependence between the outcomes and the assessment times due to time-varying covariates, as well as baseline covariates and correlated random effects.

2.3.2 Inverse weighting approach

Robins, Rotnitzky, and Zhao [30] proposed inverse probability weighted estimators for longitudinal data with missing outcomes. Their method extended generalized estimating equations (GEE’s) to account for settings where the observed past may impact the probability of missing an assessment. For trials with irregular assessment times, Lin, Scharfstein, and Rosenheck [21] introduced a method of inverse-intensity weighting: working under the AAR assumption, they weighted a participant’s outcome \( Y(t) \) by the inverse of the intensity function given their observed past, for each time \( t \) at which the participant had an assessment. A participant who was assessed at time \( t \), but who was unlikely to have been assessed at that time based on their observed past, would have a low intensity \( \lambda(t, O(t)) \). Such a participant can be thought of as representing a large number of like participants whose outcomes at time \( t \) were not observed, and weighting \( Y(t) \) by \( 1/\lambda(t, O(t)) \) accounts for this. Lin, Scharfstein, and Rosenheck [21] incorporated inverse-intensity weighting into an estimating equation approach, and showed that the resulting estimators were consistent and asymptotically normal for the regression parameters of a structural model for \( E(Y(t)) \). Bůžková and Lumley [6] adapted this method to allow an intensity function with discontinuities, as could occur when many participants are assessed exactly at the targeted...
assessment times. Pullenayegum and Feldman [27] combined inverse-intensity weighting with a model for the increments of the outcome process to form a doubly robust estimator, while Sun et al. [35] extended inverse-intensity weighting to the setting of quantile regression.

Building on the inverse-intensity-weighting approach, our method uses augmented inverse-intensity weighting, which allows for flexible modeling of the intensity function and makes more complete use of the data compared to inverse-intensity weighting alone (see Section 4). Another important difference to previous methods is that the weighting function that we use accounts for informative assessments where AAR does not hold.

2.4 The Asthma Research for the Community trial

The Asthma Research for the Community (ARC) study [4] was a pragmatic randomized trial of 301 low-income participants with uncontrolled asthma. Participants randomized to the control group received usual care plus access to and training in a web-based portal designed to improve communication between participants and their healthcare providers. Participants randomized to the intervention group received home visits by community health workers, in addition to usual care and portal training. At these visits, the community health workers created plans of action for asthma care and helped participants use the portal to schedule appointments and send messages to their doctors. The primary outcome was Asthma Control score, reflecting symptoms over the week prior to assessment on a scale from 0 (completely controlled) to 6 (extremely uncontrolled). The study protocol called for outcome data to be collected at 3, 6, 9, and 12 months after randomization. However, research coordinators were often unable to schedule data collection appointments until substantially later than these targeted times. Figure 1 shows the distribution of the actual times at which assessments took place.

3 Models and sensitivity analysis framework

All of our assumptions are treatment arm-specific. For ease of notation, we suppress dependence on treatment group.

3.1 Sensitivity analysis framework

In a global sensitivity analysis, inferences for the target parameters of interest are made under a broad family of assumptions (anchored around a reasonable benchmark assumption) that is considered plausible by subject-matter experts. The sensitivity analysis allows researchers to judge whether inferences are robust to deviations from the benchmark, or whether an analysis relying on the (untestable) benchmark assumption should be viewed with caution. We consider a family of assumptions anchored around the AAR assumption. Members of this family are indexed by a sensitivity parameter $\alpha$. For a fixed value of the observed past $O(t)$, let Subgroup 1 (Subgroup 0) be the group with this observed
Figure 1: Assessment times in the ARC study. The four panels show the distributions of the actual times of participants’ first, second, third, and fourth post-baseline assessments. The protocol called for assessments at 3, 6, 9, and 12 months, but there was substantial spread in the actual times of assessment around these targeted times.
Figure 2: Illustration of the tilt assumption in the context of the ARC trial. Here we consider the distribution of the Asthma Control outcome $Y(t)$ at $t = 6$ months among participants with a certain observed past. The distribution of $Y(6)$ among participants who were assessed at 6 months is shown in the left panel. Under the AAR assumption ($\alpha = 0$), the distribution of $Y(6)$ for participants who had the same observed past but were not assessed at 6 months would be the same; under a positive (negative) value of $\alpha$, the distribution for non-assessed participants would be tilted with more weight on higher (lower) values of $Y(6)$, as shown in the right panel. Shown are smoothed depictions of the probability mass functions.

A value of $\alpha = 0$ corresponds to no tilt, which is the AAR assumption. Under a negative (positive) value of $\alpha$, the outcome distribution for Subgroup 0 is tilted to the left (right) relative to the distribution for Subgroup 1, with smaller (larger) values of $Y(t)$ receiving greater weight. To conduct the sensitivity analysis, target parameters are estimated under a range of values of $\alpha$. Figure 2 illustrates tilting for values of $\alpha = -0.6, -0.3, 0, 0.3$, and 0.6 in the context of the ARC trial. In what follows, we will suppress the dependence of quantities on $\alpha$. 

Assumption 1. (Tilt assumption) For specified $\alpha$ and for all $t \in [a, b],$

$$
\frac{dF(Y(t) = y|A(t) = 0, \bar{O}(t))}{\text{Subgroup 0 distribution}} = \frac{dF(Y(t) = y|A(t) = 1, \bar{O}(t))}{\text{Subgroup 1 distribution}} \cdot \frac{\exp\{\alpha y\}}{E[\exp\{\alpha Y(t)\}|A(t) = 1, \bar{O}(t)]}.
$$

A value of $\alpha = 0$ corresponds to no tilt, which is the AAR assumption. Under a negative (positive) value of $\alpha$, the outcome distribution for Subgroup 0 is tilted to the left (right) relative to the distribution for Subgroup 1, with smaller (larger) values of $Y(t)$ receiving greater weight. To conduct the sensitivity analysis, target parameters are estimated under a range of values of $\alpha$. Figure 2 illustrates tilting for values of $\alpha = -0.6, -0.3, 0, 0.3$, and 0.6 in the context of the ARC trial. In what follows, we will suppress the dependence of quantities on $\alpha$. 
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We additionally assume that the intensity function $\rho(t, \bar{O}(t), L)$ is not impacted by unobserved variables other than the current outcome $Y(t)$, or by any future outcome variables occurring after time $t$:

**Assumption 2.** (Intensity function assumption) The intensity function given a participant’s observed past $\bar{O}(t)$ and their full outcome process $L = \{Y(t) : 0 \leq t \leq \tau\}$ depends only on $t$, $Y(t)$, and $\bar{O}(t)$. That is:

$$
\rho(t, \bar{O}(t), L) := \lim_{\epsilon \to 0^+} \frac{P(A[t, t + \epsilon) = 1|\bar{O}(t), L)}{\epsilon}
= \lim_{\epsilon \to 0^+} \frac{P(A[t, t + \epsilon) = 1|\bar{O}(t), Y(t))}{\epsilon} =: \rho(t, Y(t), \bar{O}(t)).
$$

3.2 Structural assumption and target estimand

Since few participants are assessed at exactly the targeted assessment times, we assume a form for the curve of means $E[Y(t)]$, $a \leq t \leq b$, that allows us to borrow information from participants assessed at other times:

**Assumption 3.** (Structural assumption for the curve of means) Let $B(t)$ be a specified spline basis, let $p$ be its dimension, and let $s(\cdot)$ be a specified invertible link function. We assume that $E[Y(t)] = s(\beta' B(t)), a \leq t \leq b$, for some $\beta \in \mathbb{R}^p$.

Rather than making Assumption 3, one could define $\beta$ by taking $\beta' B(t)$ to be the projection of $s^{-1}(E[Y(t)])$ onto the space spanned by $B(t)$. For simplicity, we will assume that Assumption 3 does hold, and we take $\beta$ to be our target parameter. For a known value of $\alpha$, for each time $t$, $E[Y(t)]$ is identified from the observed data by Assumption 1.

$$
E[Y(t)] = \int_w \int_y y(t) \left\{ dF(y(t)|A(t) = 0, \bar{O}(t) = w) P(A(t) = 0|\bar{O}(t) = w) +
\right.
\left. dF(y(t)|A(t) = 1, \bar{O}(t) = w) P(A(t) = 1|\bar{O}(t) = w) \right\} dF(w)
= \int_w \int_y \frac{y(t) \exp\{\alpha y(t)\}}{E[\exp\{\alpha Y(t)\}|A(t) = 1, \bar{O}(t) = w]} dF(y(t)|A(t) = 1, \bar{O}(t) = w) dF(w). \quad (1)
$$

Here we used the fact that, in continuous time, $P(A(t) = 1|\bar{O}(t) = w) = 0$ for all $w$. Therefore $\beta$ is identified, since $\beta = \int_{t=a}^{b} V^{-1}B(t)B(t)' \beta dt = \int_{t=a}^{b} V^{-1}B(t)s^{-1}(E[Y(t)]) dt$ by Assumption 3, where $V := \int_{t=a}^{b} B(t)B(t)' dt$.

4 Inference under a fixed value of $\alpha$

In this section we suppose that Assumptions 1-3 hold for a given known value of $\alpha$. Our inference procedure is based on an influence function for $\beta$ that we derive in Section
4.1 We use this influence function to construct a semiparametric estimator $\hat{\beta}$, and to derive its large-sample distribution. Estimation of $\beta$ will require modeling certain features of the observed data distribution. Importantly, our estimation procedure allows us to use flexible, semiparametric models while still yielding a root-$n$-consistent estimator $\hat{\beta}$. We assume that we observe $n$ i.i.d copies of the observed data $O$, and we use the subscript $i$ to refer to data for the $i$th individual.

4.1 Influence function

Let $P$ denote the true distribution of the observed data. We first consider the case where the link function $s(\cdot)$ in Assumption 3 is any invertible function, then specialize to the case where $s(\cdot)$ is the identity link.

**Theorem 1.** Let $V(\beta) := \int_{t=a}^{b} \left\{ \left( \frac{\partial}{\partial \beta} s(\beta' B(t)) \right) \left( \frac{\partial}{\partial \beta} s(\beta' B(t)) \right) \right\} dt$, and let $W(t; \beta) := V(\beta)^{-1} \frac{\partial}{\partial \beta} s(\beta' B(t))$. Then an influence function for $\beta$ is given by:

$$
\varphi(O; P) = \int_{t=a}^{b} W(t; \beta) \left\{ \frac{1}{\rho(t, Y(t), \bar{O}(t))} \left( Y(t) - E[Y(t)|\bar{O}(t)] \right) \right\} dN(t) + \int_{a}^{b} W(t; \beta) \left( E[Y(t)|\bar{O}(t)] - s(\beta' B(t)) \right) dt.
$$

(2)

**Corollary 1.** When $s(\cdot)$ is the identity link, an influence function for $\beta$ is $\varphi(O; P) = m(O; P) - \beta$, where $m(O; P) :=$

$$
\int_{t=a}^{b} \left\{ V^{-1}(t) \frac{Y(t) - E[Y(t)|\bar{O}(t)]}{\rho(t, Y(t), \bar{O}(t))} \right\} dN(t) + \int_{t=a}^{b} \left\{ V^{-1}(t) E[Y(t)|\bar{O}(t)] \right\} dt
$$

(3)

and $V := \int_{t=a}^{b} B(t) B(t)' dt$.

We prove Theorem 1 using the semiparametric theory for missing data presented in [33, 37]. The proof is given in Section B of the Supplementary materials; Corollary 1 then follows immediately.

Throughout the rest of the paper, we take $s(\cdot)$ to be the identity link. The first term in $m(O; P)$ uses inverse intensity weighting by $\rho(t, Y(t), \bar{O}(t))$; the second term is an augmentation term that allows for more complete use of the data compared to inverse intensity weighting alone.

4.2 Point estimation

The influence function $\varphi(O; P)$ is a mean-zero function of the observed data $O$, the target parameter $\beta$, $\rho(t, Y(t), \bar{O}(t))$ and $E[Y(t)|\bar{O}(t)]$. With estimators of $\rho(t, Y(t), \bar{O}(t))$ and $E[Y(t)|\bar{O}(t)]$, the influence function can be used as an estimating function for $\beta$. Following the philosophy of [31], our estimators of $\rho(t, Y(t), \bar{O}(t))$ and $E[Y(t)|\bar{O}(t)]$ involve models that place no restrictions on the sensitivity parameter $\alpha$. For this, we leverage the following results:
Proposition 1. Under Assumptions $[7]$ and $[2]$:

(a) $\rho(t,Y(t),\bar{O}(t)) = \lambda(t,\bar{O}(t)) \exp\{-\alpha Y(t)\} E\left[\exp\{\alpha Y(t)\} \mid A(t) = 1, \bar{O}(t)\right]$

(b) $E[Y(t)\mid \bar{O}(t)] = \frac{E[Y(t)\exp\{\alpha Y(t)\} \mid A(t) = 1, \bar{O}(t)]}{E[\exp\{\alpha Y(t)\} \mid A(t) = 1, \bar{O}(t)]}.$

The proof of Proposition $[\S]$ (a) is given in Section A of the Supplementary Materials. Part (b) holds by a computation similar to the one used in Equation (1).

By Proposition $[\S]$ modeling $\lambda(t,\bar{O}(t))$ and the conditional distribution of observed outcomes $dF(y(t)|A(t) = 1, \bar{O}(t))$—which places no restrictions on $\alpha$—allows us to obtain estimates for $\rho(t,Y(t),\bar{O}(t))$ and $E[Y(t)|\bar{O}(t)]$. We assume that the models for $\lambda(t,\bar{O}(t))$ and $dF(y(t)|A(t) = 1, \bar{O}(t))$ are both correctly specified, and that they are chosen in such a way that the estimators $\hat{\rho}(t,Y(t),\bar{O}(t))$ and $\hat{E}[Y(t)|\bar{O}(t)]$ converge to the true values $\rho(t,Y(t),\bar{O}(t))$ and $E[Y(t)|\bar{O}(t)]$ at fast enough rates, as discussed in Section 4.4. In general, using models that are too flexible can result in an estimator for the target parameter that converges to the truth at slower than root-$n$ rates and for which valid confidence intervals cannot be readily obtained $[24]$. A key advantage of using an estimator based on $\varphi(O,P)$ is that $\rho(t,Y(t),\bar{O}(t))$ and $E[Y(t)|\bar{O}(t)]$ can be estimated flexibly, at slower than $n^{-1/2}$ rates, while still yielding a root-$n$-consistent estimator for $\beta$ (see Section 4.4).

Using the form of the influence function and estimators of $\rho(t,Y(t),\bar{O}(t))$ and $E[Y(t)|\bar{O}(t)]$, the resulting estimator for $\beta$ is:

$$\hat{\beta} = \frac{1}{n} \sum_{i=1}^{n} \left\{ \sum_{t_k \in S_i} V^{-1} B(t_k) \left( Y_i(t_k) - \hat{E}[Y(t_k)|\bar{O}(t_k)_i] \right) \rho(t_k,Y_i(t_k),\bar{O}(t_k)_i) \right\} + \int_{t=a}^{b} V^{-1} B(t) \hat{E}[Y(t)|\bar{O}(t)] dt,$$

where $S_i$ denotes the set of participant $i$’s assessment times that occur in the interval $[a,b]$.

4.3 Large sample distribution and confidence intervals

Here we derive the large-sample distribution of $\hat{\beta}$ and give confidence intervals for $\beta$ and the target means $\mu_t = E[Y(t)]$, under assumptions on rates for estimating $\rho(t,Y(t),\bar{O}(t))$ and $E[Y(t)|\bar{O}(t)]$. Let $\hat{P}$ be an estimate of the distribution $P$ that uses the empirical distribution of $\bar{O}(t)$ and and estimates of $\rho(t,Y(t),\bar{O}(t))$ and $E[Y(t)|\bar{O}(t)]$ based on models for $\lambda(t,\bar{O}(t))$ and $dF(y(t)|A(t) = 1, \bar{O}(t))$ as described in Section 4.2. Following $[15]$,
\(\sqrt{n}(\hat{\beta} - \beta)\) can be expanded as the sum of three terms:

\[
\sqrt{n}(\hat{\beta} - \beta) = \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \varphi(O_i; P) + \left( \frac{1}{\sqrt{n}} \sum_{i=1}^{n} \{\varphi(O_i; \hat{P}) - \varphi(O_i; P)\} - E[\varphi(O; \hat{P}) - \varphi(O; P)] \right) + \sqrt{n} \text{Rem}(\hat{P}, P).
\]

(4)

The second term in (4) is an empirical process term that, under Donsker conditions \[38\], becomes asymptotically negligible. Provided that these conditions are satisfied, the form of the remainder term \(\text{Rem}(\hat{P}, P)\), which we compute below, determines how flexibly \(\rho(t, Y(t), \hat{O}(t))\) and \(E[Y(t)|\hat{O}(t)]\) can be estimated in order for \(\hat{\beta}\) to converge to \(\beta\) at root-\(n\) rates.

**Proposition 2.** The remainder term \(\text{Rem}(\hat{P}, P)\) appearing in (4) is given by:

\[
E\left[ \int_{t=a}^{b} V^{-1} B(t) \left( \frac{\rho(t, Y(t), \hat{O}(t))}{\hat{\rho}(t, Y(t), \hat{O}(t))} - 1 \right) \left( E[Y(t)|\hat{O}(t)] - \hat{E}[Y(t)|\hat{O}(t)] \right) \right] dt.
\]

(5)

The proof of Proposition 2 is given in Section C of the Supplementary Materials.

Importantly, from Proposition 2, \(\hat{\beta}\) can be seen to enjoy product bias: the error in \(\hat{\beta}\) depends on the product of the error in \(\hat{\rho}(t, Y(t), \hat{O}(t))\) and the error in \(\hat{E}[Y(t)|\hat{O}(t)]\). This product decreases at a faster rate than either of the individual errors. Therefore, \(\hat{\beta}\) can achieve a fast, root-\(n\) rate of convergence even if \(\hat{\rho}(t, Y(t), \hat{O}(t))\) and \(\hat{E}[Y(t)|\hat{O}(t)]\) each converge at rates slower than root-\(n\). We make this precise in Section 4.4, where we give sufficient conditions under which \(\sqrt{n} \text{Rem}(\hat{P}, P)\) is \(o_p(1)\). Under these sufficient conditions—along with the Donsker conditions by which the empirical process term is \(o_p(1)\)—\(\hat{\beta}\) has influence function \(\varphi(O; P)\) and is asymptotically normal with asymptotic variance equal to the variance of \(\varphi(O; P)\). Then the variance of \(\hat{\beta}\) is approximately \(\frac{1}{n} E[\varphi(O; P)\varphi(O; P)']\), and a consistent variance estimator is given by:

\[
\hat{\text{Var}}(\hat{\beta}) = \frac{1}{n^2} \sum_{i=1}^{n} \left[ m(O_i; \hat{P}) - \hat{\beta} \right] \left[ m(O_i; \hat{P}) - \hat{\beta} \right]'.
\]

where \(m(O; P)\) is given in Corollary 1. A target mean \(\mu_t = E[Y(t)] = \beta' B(t)\) can be estimated as \(\hat{\mu}_t = \hat{\beta}' B(t)\) with influence function-based variance estimator:

\[
\hat{\text{Var}}(\hat{\mu}_t) = B(t)' \hat{\text{Var}}(\hat{\beta}) B(t).
\]

(6)
The variance estimator in [6] can be used to construct a Wald confidence interval for \( \mu_t \), or it can be used within a bootstrap procedure to form a bootstrap-\( t \) confidence interval. Consider \( B \) bootstrap resamples of the data. For each \( b = 1, \ldots, B \), let \( \hat{\mu}_t^{*b} \) and \( \hat{SE}(\hat{\mu}_t^{*b}) \) be the estimate and the influence function-based estimated standard error from the \( b \)th resample, and set \( T^{*b} = (\hat{\mu}_t^{*b} - \hat{\mu}_t)/\hat{SE}(\hat{\mu}_t^{*b}) \), where \( \hat{\mu}_t \) is the estimate based on the original data. Take \( c^* \) to be the 0.95 quantile of \( \{|T^{*1}|, \ldots, |T^{*B}|\} \). Then, with \( \hat{SE}(\hat{\mu}_t) \) the influence function-based estimated standard error based on the original data, \( (\hat{\mu}_t - c^* \hat{SE}(\hat{\mu}_t), \hat{\mu}_t + c^* \hat{SE}(\hat{\mu}_t) ) \) is a 95% bootstrap-\( t \) confidence interval for \( \mu_t \); confidence intervals for the treatment effect can be found similarly by exploiting independence between treatment arms. Bootstrap-\( t \) confidence intervals are second-order accurate [16; 13] and therefore tend to have improved coverage compared to Wald intervals based on [6].

### 4.4 Estimation details and rates of convergence

Here we discuss the modeling choices for \( \lambda(t, \bar{O}(t)) \) and \( dF(y(t)|A(t) = 1, \bar{O}(t)) \) that we used in our analysis of the ARC data, and we show sufficient conditions under which the remainder term \( \sqrt{n Rem(P, \bar{P})} \) is asymptotically negligible.

We modeled \( \lambda(t, \bar{O}(t)) \) using a stratified Andersen-Gill model [1]:

\[
\lambda(t, \bar{O}(t)) = \lambda_{0,k}(t) \exp \{ \gamma Z(t) \} D_k(t) \tag{7}
\]

with stratification variable \( k = N(t-) \) (i.e., the number of assessments that the participant had prior to time \( t \)). Here \( \lambda_{0,k}(t) \) is an unspecified baseline intensity function for the \( k \)th assessment, \( Z(t) \) is a specified function of \( \bar{O}(t) \), \( \gamma \) is a vector of unknown parameters, and \( D_k(t) \) is the indicator that the participant is at risk for having the \( k \)th assessment at time \( t \). We estimated \( \gamma \) and the cumulative baseline intensity functions \( \Lambda_{0,k}(t) = \int_{s=0}^{t} \lambda_{0,k}(s)ds \), \( k = 1, \ldots, J \) (where \( J \) is the maximum possible number of post-baseline assessments), using the partial likelihood estimator \( \hat{\gamma} \) of Cox [11; 12] and the Breslow estimator [5] \( \hat{\Lambda}_{0,k}(t) \), respectively. Andersen and Gill [1] derived the asymptotic distribution of \( \hat{\gamma} \) and \( \hat{\Lambda}_{0}(t) \) in the univariate \( (J = 1) \) setting. Andersen and Borgan [3] generalized their results to multivariate counting processes with \( J > 1 \), such as our stratified model [7]. (Also see [9] for more discussion of stratified models.) We then used kernel smoothing of \( \hat{\Lambda}_{0,k}(t) \) to estimate the baseline intensity \( \lambda_{0,k}(t) \) as \( \hat{\lambda}_{0,k}(t) = \frac{1}{h} \sum_j K \left( \frac{t - T_j}{h} \right) d\hat{\Lambda}_{0,k}(T_j) \), where \( h \) is a bandwidth, \( K(\cdot) \) is a choice of kernel, \( T_j \) is a time at which one or more participants had their \( k \)th assessment, and \( d\hat{\Lambda}_{0,k}(T_j) \) is the size of the jump in \( \hat{\Lambda}_{0,k}(t) \) at \( T_j \). Ramlau-Hansen [29] proposed this approach for kernel-smoothing the Nelson-Aalen estimator for a univariate counting process, and showed the large-sample distribution of the resulting estimator. Andersen and Borgan [3], Andersen, Borgan, Gill, and Kieding [2], and Wells [40] extended his results to multivariate versions of the Andersen-Gill model such as (7).

Let \( \theta \) denote the parameters of the model for \( dF(y(t)|A(t) = 1, \bar{O}(t)) \). We modeled \( dF(y(t)|A(t) = 1, \bar{O}(t); \theta) \) using a fully parametric model. The asymptotic behavior of the remainder term under these models is shown by the following theorem.
Theorem 2. Suppose that the following conditions hold:

(i) The models for \( \lambda(t, \bar{O}(t)) \) and \( dF(y(t)|A(t) = 1, \bar{O}(t); \theta) \) are correctly specified, and Assumptions 1, 2, and 3 hold.

(ii) \( \lambda(t, \bar{O}(t)) \) is modeled as in (7), \( \gamma \) and \( \lambda_{0,k}(t) \), \( k = 1, \ldots, J \), are estimated as described above, and the bandwidth \( h = h_n \) used for \( \lambda_{0,k}(t) \) is chosen using a procedure such that \( \lim_{n \to \infty} nh_n^5 = d \), for some constant \( d \) with \( 0 < d < \infty \).

(iii) The model for \( dF(y(t)|A(t) = 1, \bar{O}(t); \theta) \) and the estimator \( \hat{\theta} \) are such that

\[
E \left[ \int_{t=a}^{b} \left\{ dF(y(t)|A(t) = 1, \bar{O}(t), \hat{\theta}) - dF(y(t)|A(t) = 1, \bar{O}(t), \theta) \right\}^2 dt \right] = o_p(n^{-1/2}).
\]

(iv) There is some value \( c > 0 \) such that \( \rho(t, Y(t), \bar{O}(t)) > c \) for all \( t \) and all values of \( Y(t) \) and \( \bar{O}(t) \).

Then the remainder term \( \text{Rem}(\hat{P}, P) \) in (5) is \( o_P(n^{-1/2}) \).

In particular, if a fully parametric model is used for \( dF(y(t)|A(t) = 1, \bar{O}(t); \theta) \), then the expectation in (iii) is \( O_P(n^{-1}) \), and therefore (iii) is satisfied; and this also suggests that replacing a fully parametric model with a more flexible model may also be possible. The proof of Theorem 2 is given in Section C of the Supplementary Materials.

5 Selection of a range of sensitivity parameter values

To conduct our sensitivity analysis, we estimate the target parameters under a family of different assumptions, in which the sensitivity parameter \( \alpha \) varies away from the benchmark assumption of \( \alpha = 0 \). Domain expertise should be used to decide on a range of \( \alpha \) values. How best to do this is a question that has been explored in the context of sensitivity analysis for unmeasured confounding in observational studies; see for example [8], [14], and [39]. Cinelli and Hazlett [8] have noted that “perhaps [the] most fundamental obstacle to the use of sensitivity analysis is the difficulty in connecting the formal results to the researcher’s substantive understanding about the object under study,” and that the “bounding procedure we should use depends on which . . . quantities the investigator prefers and can most soundly reason about in their own research.” The authors of [8, 14, 39] have proposed ways for using the strength of the impact of a key covariate or group of covariates \( X_j \) given the remaining covariates \( X_{-j} \) to obtain a posited bound on the strength of unmeasured confounders, and hence obtain bounds for the sensitivity parameters. However, this may not adapt well to our setting: the impact of any group of variables \( Z(t) \) in the observed past on assessment at time \( t \) may actually be weaker—by an amount that would not be known—than the impact of \( Y(t) \) on assessment at time \( t \) (after adjusting for the remaining variables in the observed past in each case).

Instead, we query domain experts for extreme values \( \mu_{\min} \) and \( \mu_{\max} \) such that, in their judgment, a mean outcome \( E[Y(t)] \) outside of the bounds \( (\mu_{\min}, \mu_{\max}) \) at any time \( t \) would
be implausible. We then treat any \( \alpha \) under which \( E[Y(t)] \) falls outside of \((\mu_{\text{min}}, \mu_{\text{max}})\) for some \( t \) as implausible and exclude such values from our sensitivity analysis. We do this separately for each treatment arm. This approach is aligned with Cinelli and Hazlett’s recommendation, as it is based on the treatment arm-specific mean outcome, a quantity about which subject matter experts can provide direct guidance.

6 Data analysis: ARC trial

Here, we use the proposed methodology to estimate the treatment-specific curves for mean Asthma Control score over the period from 60 to 460 days after randomization. The target assessment times of interest are 90, 180, 270, and 360 days. For each treatment, we assumed \( E[Y(t)] = \beta' B(t), 60 \leq t \leq 460 \), where \( B(t) \) is a basis of cubic B-splines with one interior knot at \( t = 260 \) days. We modeled the intensity function \( \lambda(t, \bar{O}(t)) \) using a stratified Andersen-Gill model \cite{1} as in (7), where the stratification variable was the number of previous assessments, and where the number of strata was \( J = 4 \). We took the predictor \( Z(t) \) to be the outcome at the previous assessment. We fit this model in R\cite{28} using the survival package \cite{36}. We then used kernel smoothing with an Epanechnikov kernel and a bandwidth of 30 days to estimate the baseline intensity function. For the outcome regression model, we used negative binomial regression, using current time, time of previous assessment, and outcome at the previous assessment as predictors.

We initially considered a range of \(-0.6 \leq \alpha \leq 0.6\) for the sensitivity parameter in each arm. Figure 3 shows estimates of the curves \( E[Y(t)], 60 \leq t \leq 460 \), for each arm (upper panels), and estimates and 95% confidence intervals for the means at the targeted assessment times (lower panels). Confidence intervals are bootstrap-t confidence intervals based on \( B = 500 \) bootstrap resamples. Our clinical collaborator considered, for each treatment arm, a mean Asthma Control score of 3.0 or higher at any time, or a mean of 1.2 or lower at any time, as extreme. These bounds are shown in Figures 3. Based on this, \( \alpha = 0.6 \) is outside the range that should be considered for the intervention arm, while both \( \alpha = 0.3 \) and \( \alpha = 0.6 \) are implausible in the control arm. We therefore considered the ranges \(-0.6 \leq \alpha \leq 0.55\) and \(-0.6 \leq \alpha \leq 0.25\) for the intervention and control arms respectively. Next we considered the difference of the mean outcome in the intervention arm minus the mean in the control arm at the targeted assessment times. Under the AAR assumption, the estimate and 95% bootstrap-t confidence interval for the treatment effect at 6 months are \(-0.39 (-0.91, 0.13)\). The point estimate under the AAR assumption is consistent with the home visits intervention reducing (improving) mean Asthma Control at six months; however, the evidence is not strong enough to conclude that there is a nonzero treatment effect. For the treatment effect at 12 months, the estimate and confidence interval under the AAR assumption are \(0.05 (-0.28, 0.38)\). Figure 4 shows the sensitivity analysis for these two treatment effects as we deviate from the AAR assumption in each treatment arm, within the range of \( \alpha \) values given above. In panels (b) and (d), the regions in white correspond to sensitivity parameter values under which the confidence interval contains zero. The green regions in the lower left of panels (b) and (d) correspond to values of \( \alpha \) under which the confidence intervals are entirely negative, i.e. for which there would be
Figure 3: Mean outcomes in the ARC trial under a range of sensitivity parameter values. Here we show inference for the mean Asthma Control score in the intervention (PT+HV) and control (PT) arm, under values of $\alpha = -0.6, -0.3, 0, 0.3, 0.6$. The upper panels show the estimated curves of mean Asthma Control scores at time $t$, for $t = 60$ to $460$ days after randomization. The lower panels show estimates and 95% bootstrap-$t$ confidence intervals for the mean at each of the 4 target times. For each arm, only those values of $\alpha$ under which the mean falls between the dotted lines at $\mu_{\text{min}} = 1.2$ and $\mu_{\text{max}} = 3.0$ at all times are considered plausible based on subject-matter expertise.
evidence that the intervention reduces the mean Asthma Control score; while the orange regions in the upper left correspond to values for which there would be evidence that the intervention raises the mean Asthma Control score.

7 Simulations

We assessed the finite-sample performance of our estimators in a realistic simulation study based on the ARC data. Simulations were performed separately by treatment arm. To generate simulated data for participant \( i \), we first drew their baseline outcome \( Y_i(0) \) from the empirical distribution of baseline outcomes in the ARC data. We then iterated between generating times of subsequent assessments and outcomes at those assessment times. Given their \( k \)th assessment time \( T_{ik} \) and outcome \( Y_i(T_{ik}) \), we generated participant \( i \)’s \((k + 1)\)st assessment time \( T_{i,k+1} \) using Ogata’s Thinning Algorithm \(^{[25]}\) as follows:

1. Set \( \lambda^* \) to be a value that is greater than or equal to sup \{ \( \hat{\lambda}_{0,k}(t) \) exp \{ \( \hat{\gamma} Y_i(T_{ik}) \) \} : \( t \in [0, \tau] \} \), where \( \hat{\lambda}_{0,k}(t) \) and \( \hat{\gamma} \) are the estimates from the stratified Andersen-Gill model that we fit on the ARC data.

2. Take the start time to be \( T_{ik} \).

3. Draw a potential gap time \( s^* \sim Exp(\lambda^*) \), and set \( t^* := \text{start time} + s^* \). Accept the candidate assessment time \( t^* \) with probability \( \hat{\lambda}_{0,k}(t^*) \) exp \{ \( \hat{\gamma} Y_i(T_{ik}) \) \} / \lambda^* \).

4. If \( t^* \) is accepted, set \( T_{i,k+1} := t^* \). If \( t^* \) is rejected, set the new start time to be \( t^* \) and return to step 3. Iterate until a time \( t^* \) is accepted, or until \( t^* > \tau \), in which case \( T_{ik} \) was participant \( i \)’s final assessment time.

After \( T_{i,k+1} \) was generated, we generated \( Y_i(T_{i,k+1}) \) using the model for \( dF(y(t)|A(t) = 1, \bar{O}(t)) \) that we fit on the ARC data. We obtained participant \( i \)’s predicted distribution \( d\bar{F}(y(T_{i,k+1})|A(T_{i,k+1}) = 1, \bar{O}_i(T_{i,k+1})) \), then drew an outcome \( Y_i(T_{i,k+1}) \) based on this predicted distribution.

Under this data-generating mechanism, the true curve of means \( E[Y(t)] \), \( 60 \leq t \leq 460 \), may not coincide exactly with a spline curve \( \beta' B(t) \). Therefore, we took as the true values the points at \( t = 90, 180, 270, 360 \) on the spline curve \( \gamma' B(t) \) closest to the true curve of means, in the sense of minimizing squared error loss (see equation \([10]\) in the Supplementary Materials). Here \( \gamma \) is the solution to \( \int_{t=a}^{b} E[Y(t)] B(t)' dt = \gamma' \int_{t=a}^{b} B(t) B(t)' dt \). To compute the true value of \( \gamma \) under each \( \alpha = -0.6, -0.3, 0, 0.3, 0.6 \), we simulated a large sample of \( N = 2,500,000 \) participants. For each time \( t \), we obtained the predicted value of \( E[Y(t)|\bar{O}_i(t)] \) using Proposition \([\Box]\)(b) and the model for \( dF(y(t)|A(t) = 1, \bar{O}(t)) \) that we fit on the ARC data, then used the approximation \( E[Y(t)] \approx \frac{1}{N} \sum_{i=1}^{N} \bar{E}[Y(t)|\bar{O}_i(t)] \). We approximated the integrals using intervals of one day.

We simulated data with a sample size of \( n = 200 \) for each treatment arm. We analyzed the simulated data using the true value of \( \alpha \) in each case. For each scenario, we evaluated our estimation approach in terms of empirical bias and confidence interval coverage probabilities across 500 simulations. We considered bootstrap-\( t \) intervals, bootstrap percentile
Figure 4: Sensitivity analysis for the ARC trial. Here we present inference for the difference of the mean Asthma Control score in the intervention (PT+HV) arm minus the mean in the control (PT) arm at 6 months and at 12 months, under a range of different sensitivity parameter values $\alpha$ for each arm. Panels (a) and (c) show the point estimates for these treatment effects under the varying values of $\alpha$. Panels (b) and (d) give information about the confidence intervals: each white region corresponds to sensitivity parameter values for which the confidence interval contains zero. In the green regions in the lower right of these plots, confidence intervals are entirely negative, and the values shown are the upper bound of the confidence interval. In the orange regions in the upper left of these plots, confidence interval are entirely positive, and the values shown in these regions are the lower bound of the confidence interval.
intervals, and Wald intervals, with the bootstrap intervals based on $B = 500$ bootstrap replications per simulated dataset. Results are shown in Tables 1 and 2. Bias was close to zero. As expected, better coverage was generally obtained with the bootstrap-$t$ confidence intervals than with the bootstrap percentile intervals or the Wald intervals. While the bootstrap-$t$ coverage was close to the nominal level in many cases, it undercovered in some situations, particularly those with large values of $\alpha$. Bias and coverage under $\alpha = 0.6$ both improved at a larger sample size of $N = 1,000$ (results not shown).

8 Discussion

In many trials, outcome data are collected at irregular assessment times. This may be by design, as with trials where data are collected at the time of care, which can vary across individuals. It may also occur in practice even if the trial protocol calls for all participants to be assessed at certain targeted times. Nonetheless, the irregularity of assessment times is largely ignored in applied work. Rather, visit windows are typically created and data are analyzed using missing data methods. There is no need to create artificial visit windows. Methods have been developed for analyzing trials with irregular and potentially assessment times. Like missing data methods, they rely on untestable assumptions and therefore sensitivity analysis is important. In this paper, we have developed a sensitivity analysis methodology anchored around the AAR assumption. Our tool will allow researchers to evaluate how robust their conclusions are to departures from this assumption. Importantly, if the sensitivity analysis shows that an intervention is beneficial under AAR, and also under a range of plausible deviations from this benchmark, then researchers will have a firmer basis for recommending the intervention.

Our inference procedure uses estimators for the intensity function and the conditional outcome distribution within an augmented inverse-intensity-weighted estimator. While we focused on the identity link in Assumption 3, the ideas presented here extend naturally to other invertible link functions. One question that arises concerns optimal bandwidth selection for kernel smoothing of intensity functions, in settings where the intensity function is not itself the final target of estimation. Additionally, here we used bootstrap-$t$ confidence intervals constructed using an influence function-based variance estimator. These confidence intervals undercovered at large values of the sensitivity parameter; future work could investigate methods for improving coverage, for example using the double bootstrap [15].
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| $\alpha$ | Parameter | True Value | Emp Mean | Bias | Boot-$t$ | Percentile | Wald |
|---------|-----------|------------|----------|------|----------|------------|------|
| -0.6    | $E[Y(3)]$ | 1.441      | 1.439    | 0.002| 0.936    | 0.906      | 0.892|
|         | $E[Y(6)]$ | 1.395      | 1.398    | 0.004| 0.958    | 0.942      | 0.942|
|         | $E[Y(9)]$ | 1.360      | 1.358    | 0.002| 0.962    | 0.946      | 0.946|
|         | $E[Y(12)]$| 1.332      | 1.337    | 0.006| 0.936    | 0.934      | 0.918|
| -0.3    | $E[Y(3)]$ | 1.755      | 1.742    | 0.013| 0.950    | 0.934      | 0.918|
|         | $E[Y(6)]$ | 1.692      | 1.690    | 0.002| 0.968    | 0.958      | 0.952|
|         | $E[Y(9)]$ | 1.646      | 1.640    | 0.006| 0.962    | 0.958      | 0.960|
|         | $E[Y(12)]$| 1.608      | 1.608    | 0.001| 0.936    | 0.934      | 0.922|
| 0       | $E[Y(3)]$ | 2.166      | 2.141    | 0.025| 0.944    | 0.926      | 0.918|
|         | $E[Y(6)]$ | 2.081      | 2.073    | 0.008| 0.962    | 0.944      | 0.948|
|         | $E[Y(9)]$ | 2.021      | 2.011    | 0.010| 0.958    | 0.960      | 0.956|
|         | $E[Y(12)]$| 1.971      | 1.966    | 0.005| 0.948    | 0.942      | 0.930|
| 0.3     | $E[Y(3)]$ | 2.675      | 2.641    | 0.034| 0.914    | 0.892      | 0.876|
|         | $E[Y(6)]$ | 2.568      | 2.555    | 0.013| 0.956    | 0.936      | 0.932|
|         | $E[Y(9)]$ | 2.492      | 2.482    | 0.011| 0.952    | 0.944      | 0.944|
|         | $E[Y(12)]$| 2.430      | 2.421    | 0.009| 0.940    | 0.928      | 0.916|
| 0.6     | $E[Y(3)]$ | 3.250      | 3.213    | 0.037| 0.898    | 0.874      | 0.854|
|         | $E[Y(6)]$ | 3.126      | 3.114    | 0.012| 0.936    | 0.922      | 0.918|
|         | $E[Y(9)]$ | 3.041      | 3.034    | 0.007| 0.946    | 0.930      | 0.930|
|         | $E[Y(12)]$| 2.970      | 2.957    | 0.013| 0.932    | 0.904      | 0.908|

Table 1: Simulation results: control arm. Shown are the true values of the four target parameters under each of five different data-generating mechanisms that mimic the control arm of the ARC data with $\alpha = -0.6, -0.3, 0, 0.3, 0.6$; the empirical mean and absolute value of the empirical bias of the estimators across 500 simulations; and the coverage of bootstrap-$t$, bootstrap percentile, and Wald confidence intervals.
Table 2: Simulation results: treatment arm. Shown are the true values of the four target parameters under each of five different data-generating mechanisms that mimic the treatment arm of the ARC data with $\alpha = -0.6, -0.3, 0, 0.3, 0.6$; the empirical mean and absolute value of the empirical bias of the estimators across 500 simulations; and the coverage of bootstrap-$t$, bootstrap percentile, and Wald confidence intervals.
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SUPPLEMENTARY MATERIAL

A  Intensity functions

Let \( \{\mathcal{F}_t\}_{t=a} \) be the filtration defined by \( \mathcal{F}_t = (Y(0), \{Y(u) : A(u) = 1, a \leq u \leq t\}, \{N(u) : a \leq u \leq t\}) \). Here \( \mathcal{F}_t \) is the observed past up through time \( t \), and \( \mathcal{F}_{t-} = \hat{O}(t) \) is the observed past prior to, but not including, time \( t \). The intensity function \( \lambda(t, \hat{O}(t)) \) is the intensity for the counting process \( \{N(t)\}_{t=a} \) with respect to the filtration \( \{\mathcal{F}_t\}_{t=a} \). Additionally, let \( L = \{Y(t) : 0 \leq t \leq \tau\} \) and \( \{\mathcal{G}_t\}_{t=a} \) be the filtration defined by \( \mathcal{G}_t = (L, \{N(u) : a \leq u \leq t\}) = (L, \mathcal{F}_t) \). Under Assumption [2], \( \rho(t, Y(t), \hat{O}(t)) \) is the intensity function for \( \{N(t)\}_{t=a} \) with respect to the filtration \( \{\mathcal{G}_t\}_{t=a} \).

Proof of Proposition [1]:

Fix a time \( t \) and a value \( y(t) \), and for each \( \epsilon > 0 \) let:

\[
A_{\epsilon} := dF(y(t)\mid A[t, t+\epsilon] = 0, \hat{O}(t)) \quad \text{and} \quad B_{\epsilon} := dF(y(t)\mid A[t, t+\epsilon] = 1, \hat{O}(t)) \exp\{\alpha y\} E[\exp\{\alpha Y(t)\}\mid A[t, t+\epsilon] = 1, \hat{O}(t)].
\]

For each \( \epsilon > 0 \), by Bayes rule we have:

\[
P(A[t, t+\epsilon] = 1\mid Y(t) = y(t), \hat{O}(t)) = \frac{P(A[t, t+\epsilon] = 1\mid \hat{O}(t))dF(y(t)\mid A[t, t+\epsilon] = 1, \hat{O}(t)) + P(A[t, t+\epsilon] = 0\mid \hat{O}(t))A_{\epsilon}}{P(A[t, t+\epsilon] = 1\mid \hat{O}(t)) + P(A[t, t+\epsilon] = 0\mid \hat{O}(t))D_{\epsilon}}, \tag{8}
\]

for \( D_{\epsilon} := A_{\epsilon}/dF(y(t)\mid A[t, t+\epsilon] = 1, \hat{O}(t)) \). Dividing each side of (8) by \( \epsilon \) and taking the limit as \( \epsilon \to 0^+ \) gives:

\[
\lim_{\epsilon \to 0^+} P(A[t, t+\epsilon] = 1\mid Y(t) = y(t), \hat{O}(t)) = \left( \lim_{\epsilon \to 0^+} \frac{P(A[t, t+\epsilon] = 1\mid \hat{O}(t))}{\epsilon} \right) \bigg/ \left( \lim_{\epsilon \to 0^+} P(A[t, t+\epsilon] = 1\mid \hat{O}(t)) + \lim_{\epsilon \to 0^+} P(A[t, t+\epsilon] = 0\mid \hat{O}(t)) \lim_{\epsilon \to 0^+} D_{\epsilon} \right). \tag{9}
\]

The left hand side of (9) equals \( \rho(t, Y(t), \hat{O}(t)) \), while the numerator of the right hand side equals \( \lambda(t, \hat{O}(t)) \). In the denominator, write:

\[
D_{\epsilon} = \frac{B_{\epsilon}}{dF(y(t)\mid A[t, t+\epsilon] = 1, \hat{O}(t))} + \frac{A_{\epsilon} - B_{\epsilon}}{dF(y(t)\mid A[t, t+\epsilon] = 1, \hat{O}(t))} = \frac{\exp\{\alpha y\} E[\exp\{\alpha Y(t)\}\mid A[t, t+\epsilon] = 1, \hat{O}(t)]}{dF(y(t)\mid A[t, t+\epsilon] = 1, \hat{O}(t))} + \frac{A_{\epsilon} - B_{\epsilon}}{dF(y(t)\mid A[t, t+\epsilon] = 1, \hat{O}(t))},
\]
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and note that \( \lim_{\epsilon \to 0^+}(A_\epsilon - B_\epsilon) = \)

\[
dF(y(t)|A(t) = 0, \tilde{O}(t)) - dF(y(t)|A(t) = 1, \tilde{O}(t)) \frac{\exp\{\alpha y\}}{E[\exp\{\alpha Y(t)\}|A(t) = 1, \tilde{O}(t)]} = 0
\]

by Assumption \[23\]. Therefore, the denominator in \[9\] is equal to:

\[
0 + 1 \times \left( \frac{\exp\{\alpha y\}}{E[\exp\{\alpha Y(t)\}|A(t) = 1, \tilde{O}(t)]} + 0 \right),
\]

which gives the result.

\[ \square \]

**B Influence function derivation**

In this section we prove Theorem \[1\] using the semiparametric theory presented in \[33, 37\]. We first briefly review elements of this theory applied to our context.

We will refer here to \( L = \{Y(t): 0 \leq t \leq \tau\} \) as the full data. We write \( R = \{N(t): a \leq t \leq b\} \), and we refer to \( Z = (L, R) \) as the total data. Let \( \mathcal{H}^L, \mathcal{H}^O, \) and \( \mathcal{H}^Z \) be the Hilbert spaces of mean-zero, finite-variance, \( p \)-dimensional functions of the full, observed, and total data respectively, with the covariance inner product. Full-data influence functions are normalized elements of the orthogonal complement of the full-data nuisance tangent space \( \Lambda(F_L) \). Observed data influence functions are normalized elements of \( \Lambda^{O,\perp} = \Lambda_1^{O,\perp} \cap \Lambda_2^{O,\perp} \), where \( \Lambda_1^O \) is the image of \( \Lambda(F_L) \), and \( \Lambda_2^O \) is the image of the coarsening nuisance tangent space \( \Lambda(F_{R|L}) \), under the map \( A : \mathcal{H}^Z \to \mathcal{H}^O \) given by \( A(\cdot) = E[\cdot | O] \). Therefore, the orthogonal complement \( \Lambda_1^{O,\perp} \) is equal to the null space of the adjoint of the map \( A_1 : \Lambda(F_L) \to \mathcal{H}^O \) given by \( A_1(\cdot) = E[\cdot | O] \), and similarly \( \Lambda_2^{O,\perp} \) is the null space of the adjoint of the map \( A_2 : \Lambda(F_{R|L}) \to \mathcal{H}^O \) given by \( A_2(\cdot) = E[\cdot | O] \). The adjoint of \( A_1 \) is the map \( A_1^*: \mathcal{H}^O \to \Lambda(F_L) \) given by \( A_1^*(\cdot) = \Pi( E[\cdot | L] | \Lambda(F_L)) \). Therefore, \( \Lambda_1^{O,\perp} = \{h(O) \in \mathcal{H}^O : \mathcal{K}(g(O)) \in \Lambda(F_L)^\perp\} \), where \( \mathcal{K}: \mathcal{H}^O \to \mathcal{H}^L \) is the map defined by \( \mathcal{K}(g(O)) = E[g(O)|L] \).

Again using adjoints, \( \Lambda_2^{O,\perp} = \{g(O) \in \mathcal{H}^O : g(O) \in \Lambda(F_{R|L})^\perp\} = \mathcal{H}^O \cap \Lambda(F_{R|L})^\perp \), and therefore, \( \Lambda^{O,\perp} = \Lambda_1^{O,\perp} \cap \Lambda(F_{R|L})^\perp \).

Based on this theory, we use the following procedure to derive an observed-data influence function: We first derive a full-data influence function \( \varphi(L) \). We then obtain elements of \( \Lambda_1^{O,\perp} \) by inverse-weighting \( \varphi(L) \) and adding elements of the augmentation space (defined below). We then identify an element \( h(O) \) of this form which is also orthogonal to \( \Lambda(F_{R|L}) \). By the above theory, \( h(O) \) is in the space \( \Lambda^{O,\perp} \). Furthermore, \( h(O) \) inherits the property of being correctly normalized from \( \varphi(L) \), and therefore \( h(O) \) is an observed data influence function.

**Proof of Theorem \[1\]**

**Proof.**

**i. A full-data influence function.** We obtain a full-data influence function for \( \beta \) following the approach of \[23\]. We begin by considering the nonparametric model on \( L \)
that does not make Assumption 3. We consider a squared-error loss function for the loss incurred from approximating the curve $E[Y(t)], a \leq t \leq b$, using a smooth function of the form $s(\gamma'B(t))$, for specified $s(\ )$ and $B(t)$, for some parameter $\gamma \in \mathbb{R}^p$. We define the parameter $\gamma_0$ to be the minimizer of this squared-error loss function:

$$
\gamma_0 := \text{argmin}_{\gamma} \left\{ \int_{t=a}^{b} \left( E[Y(t)] - s(\gamma'B(t)) \right)^2 dt \right\},
$$
or equivalently, as the solution of the following system of equations:

$$
\int_{t=a}^{b} \left\{ \left( E[Y(t)] - s(\gamma'B(t)) \right) \frac{\partial s(\gamma'B(t))}{\partial \gamma} \right\} dt = 0.
$$

Below we compute the influence function for $\gamma_0$ in the nonparametric model, which we denote by $\varphi^{NP}(L; \gamma_0)$. Since the nonparametric model is a supermodel of our model, $\varphi^{NP}(L; \gamma_0)$ is also a full-data influence function for $\gamma_0$ in our model. If Assumption 3 holds, then the minimizer of the squared-error loss function is the value for which the loss is zero, i.e., in this case $\gamma_0 = \beta$. Therefore, $\varphi^{NP}(L; \gamma_0)$ is also a valid full-data influence function for $\beta$ in our model.

Let $\mathcal{P}$ be any parametric submodel (parametrized by $\epsilon$ such that $\epsilon = 0$ corresponds to the true distribution of $L$) and let $a(L)$ denote the score vector for $\mathcal{P}$. The influence function for $\gamma_0$ is the mean-zero, $p$-dimensional function of $L$ satisfying: $\frac{\partial s}{\partial \epsilon} \bigg|_{\epsilon=0} = E[\varphi^{NP}(L; \gamma_0) a(L)]$.

For a fixed $a(L)$, we consider the parametric submodel $\mathcal{P}_a = \{ P_a(\epsilon) : \epsilon \in D \subset \mathbb{R} \}$, where $P_a(\epsilon) = dF_0(L)(1 + \epsilon a(L))$, and where the score of $P_a(\epsilon)$ evaluated at $\epsilon = 0$ is $a(L)$. In $\mathcal{P}_a$, equation (10) becomes:

$$
\int_{t=a}^{b} \left\{ \left( \int_{\ell} y(t) \, dF_0(\ell) \right)(1 + \epsilon a(\ell) - s(\gamma(\epsilon)B(t))) \frac{\partial}{\partial \gamma} s(\gamma(\epsilon)B(t)) \right\} dt = 0.
$$

Taking the derivative with respect to $\epsilon$ gives:

$$
\int_{t=a}^{b} \left\{ \left( \int_{\ell} y(t) \, dF_0(\ell) a(\ell) - \frac{\partial }{\partial \gamma} s(\gamma(\epsilon)B(t)) \frac{\partial s(\gamma(\epsilon)B(t))}{\partial \epsilon} \right) \left( \frac{\partial}{\partial \gamma} s(\gamma(\epsilon)B(t)) \right) + \left( \int_{\ell} y(t) \, dF_0(\ell)(1 + \epsilon a(\ell) - s(\gamma(\epsilon)B(t))) \left( \frac{\partial^2}{\partial \gamma \partial \gamma'} s(\gamma(\epsilon)B(t)) \frac{\partial s(\gamma(\epsilon)B(t))}{\partial \epsilon} \right) \right) dt = 0.
$$

Setting $\epsilon = 0$ gives:

$$
\int_{t=a}^{b} \left\{ E[Y(t)a(L)] \frac{\partial}{\partial \gamma} s(\gamma_0'B(t)) \right\} dt = \left( \int_{t=a}^{b} \left\{ \frac{\partial}{\partial \gamma} s(\gamma_0'B(t)) \frac{\partial s(\gamma_0'B(t))}{\partial \gamma'} \right\} dt \right) \times \left( \frac{\partial}{\partial \epsilon} \bigg|_{\epsilon=0} \right).
$$
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Solving for $\frac{\partial \gamma}{\partial \epsilon} \bigg|_{\epsilon=0}$ and writing: $V(\gamma_0) = \int_{t=a}^{b} \left\{ \frac{\partial}{\partial \gamma} s\left(\gamma'_0 B(t)\right) - \frac{\partial^2}{\partial \gamma \partial \gamma'} s\left(\gamma'_0 B(t)\right) \left( E[Y(t)] - s(\gamma'_0 B(t)) \right) \right\} dt,$ we have:

$$\frac{\partial \gamma}{\partial \epsilon} \bigg|_{\epsilon=0} = V(\gamma_0)^{-1} \int_{t=a}^{b} \left\{ E\left[Y(t) a(L) \right] \frac{\partial}{\partial \gamma'} s(\gamma'_0 B(t)) \right\} dt$$

$$= E \left[ \left( \int_{t=a}^{b} \left\{ V(\gamma_0)^{-1} \left( Y(t) - E[Y(t)] \right) \frac{\partial}{\partial \gamma'} s(\gamma'_0 B(t)) \right\} dt \right) a(L) \right]$$

Therefore:

$$\varphi^{NP}(L; \gamma_0) = \int_{t=a}^{b} \left\{ V(\gamma_0)^{-1} \left( Y(t) - E[Y(t)] \right) \frac{\partial}{\partial \gamma'} s(\gamma'_0 B(t)) \right\} dt.$$

Now making Assumption 3, $\varphi^{NP}(L; \gamma_0)$ simplifies as:

$$\varphi(L) = \int_{t=a}^{b} \left\{ V(\beta)^{-1} \left( Y(t) - s(\beta' B(t)) \right) \frac{\partial}{\partial \beta} s(\beta' B(t)) \right\} dt$$

where

$$V(\beta) = \int_{t=a}^{b} \left\{ \frac{\partial}{\partial \beta} s(\beta' B(t)) \frac{\partial}{\partial \beta'} s(\beta' B(t)) \right\} dt. \quad (11)$$

**ii. An inverse-weighted element and the augmentation space.** Next we find an element $g^*(O) \in \mathcal{H}^O$ which maps to $\varphi(L)$ under the map $\mathcal{K}$. One such element is the following inverse-weighted element:

$$g^*(O) := \int_{t=a}^{b} \left\{ \frac{dN(t)}{\rho(t, Y(t), O(t))} V(\beta)^{-1} \left( Y(t) - s(\beta' B(t)) \right) \frac{\partial}{\partial \beta'} s(\beta' B(t)) \right\}, \quad (12)$$

as we verify below. To show this, we will make use of a counting process martingale whose properties we will exploit throughout this appendix. Define $M(t) := N(t) - \int_{u=a}^{t} \rho(u, Y(u), O(u)) du$. Then $\{M(t)\}_{t=a}^{t}$ is a martingale adapted to the filtration $\{\mathcal{G}_t\}_{t=a}^{t}$ defined in Appendix A. Now let $H(t)$ be any predictable process; a sufficient condition for this is that $H(t)$ is left continuous in $t$, and that for each $t$, $H(t)$ is $\mathcal{G}_t$-measurable. In particular, $H(t)$ could be any function of random variables in $O(t)$ and of $Y(t)$, since we assume that $Y(t)$ is left continuous. Then $U(t) := \int_{u=a}^{t} H(u) dM(u)$ is also a martingale adapted to $\{\mathcal{G}_t\}_{t=a}^{t}$, and therefore $E\left[U(t) \mid \mathcal{G}_s\right] = U(s)$ for all $s < t$. In particular, $U(t)$ has mean zero and, since $\mathcal{G}_a = L$:

$$E \left[ \int_{u=a}^{t} H(u) dM(u) \bigg| L \right] = E\left[U(t) \mid \mathcal{G}_a\right] = U(a) = 0. \quad (13)$$
Therefore, by (13)

\[
E[g^*(O)|L] = E \left[ \left( \int_{t=a}^b \frac{V(\beta)^{-1}(Y(t) - s(\beta'B(t))) \frac{\partial}{\partial \beta} s(\beta'B(t))}{\rho(t,Y(t),O(t))} \left( dN(t) - \rho(t,Y(t),O(t))dt \right) \right) \mid L \right] + E \left[ \left( \int_{t=a}^b \left( V(\beta)^{-1}(Y(t) - s(\beta'B(t))) \frac{\partial}{\partial \beta} s(\beta'B(t)) \right) dt \right) \mid L \right]
\]

\[
= 0 + \int_{t=a}^b \left\{ V(\beta)^{-1}(Y(t) - s(\beta'B(t))) \frac{\partial}{\partial \beta} s(\beta'B(t)) \right\} dt = \varphi(L)
\]

as claimed. The inverse-weighted element \(g^*(O)\) and the augmentation space \(\text{Aug} := \{ g(O) \in \mathcal{H}^O : E[g(O)|L] = 0 \}\) determine the space \(\Lambda^{O,\perp}_1\), as \(\Lambda^{O,\perp}_1 = \{ g^*(O) + h^*(O) : h^*(O) \in \text{Aug} \}\). By (13), a subset of \(\text{Aug}\) is given by:

\[
\widetilde{\text{Aug}} := \left\{ \left( \int_{t=a}^b h(t,Y(t),O(t)) \left[ dN(t) - \rho(t,Y(t),O(t))dt \right] \right) : \text{any } h(t,Y(t),O(t)) \right\}
\]

### iii. The coarsening tangent space.

The coarsening tangent space \(\Lambda(F_{\hat{R}|L})\) is the set of all elements of \(\mathcal{H}^Z\) that are linear combinations of scores of \(R|L\) in a parametric submodel of our model. Following [9], we can compute the likelihood for \(R|L\) by first partitioning the interval \([a, b]\) into a finite number of subintervals \(\{t_k, t_k + \epsilon\}, k = 0, \ldots, K\), each of length \(\epsilon\), and then taking the limit as \(K \to \infty\). Let \(\Delta(t_k)\) denote the number of visits during the interval \([t_k, t_k + \epsilon]\); for small \(\epsilon\), this number of visits is assumed to be 0 or 1. For fixed \(K\), the conditional (on \(L\)) likelihood of \(\hat{R} = (N(t_0), \ldots, N(t_K))\) is the same as the conditional (on \(L\)) likelihood of \((\Delta(t_0), \ldots, \Delta(t_K))\), which can be written as:

\[
P(\Delta(t_0)|L) \prod_{k=1}^{K} P(\Delta(t_k)|\Delta(t_0), \ldots, \Delta(t_{k-1}), L).
\]

For each \(k = 1, \ldots, K\), \(P(\Delta(t_k)|\Delta(t_0), \ldots, \Delta(t_{k-1}), L) =

\[
\rho(t_k, L, \bar{O}(t_k)) + o(\epsilon) = P(\Delta(t_k)|\bar{O}(t_k), L) = \rho(t_k, Y(t_k), \bar{O}(t_k)) + o(\epsilon),
\]

where the last equality holds by Assumption [2]. Similarly \(P(\Delta(t_0)|L) = \rho(t_0, L, \bar{O}(t_0)) + o(\epsilon) = \rho(t_0, Y(t_0), \bar{O}(t_0)) + o(\epsilon)\). Therefore, for fixed \(K\), the conditional (on \(L\)) likelihood of \((\Delta(t_0), \ldots, \Delta(t_K))\) is:

\[
\prod_{k=0}^{K} \left( \rho(t_k, Y(t_k), \bar{O}(t_k)) + o(\epsilon) \right)^{\Delta(t_k)} \left(1 - \rho(t_k, Y(t_k), \bar{O}(t_k)) + o(\epsilon) \right)^{1-\Delta(t_k)}. \]

After dividing by the constant \(\prod_{k=0}^{K} \epsilon^{\Delta(t_k)}\), the conditional likelihood is proportional to:

\[
\prod_{k=0}^{K} \left( \rho(t_k, Y(t_k), \bar{O}(t_k)) + o(\epsilon) / \epsilon \right)^{\Delta(t_k)} \left(1 - \rho(t_k, Y(t_k), \bar{O}(t_k)) + o(\epsilon) \right)^{1-\Delta(t_k)}. \]
The continuous-time conditional (on $L$) likelihood is the limit of (14) as $K \to \infty$. We compute this by viewing (14) as a product of three factors and noting that:

$$\lim_{K \to \infty} \prod_{k=0}^{K} \left( \rho(t_k, Y(t_k), \bar{O}(t_k)) + o(\epsilon) / \epsilon \right)^{\Delta(t_k)} = \prod_{t=a}^{b} \left( \rho(t, Y(t), \bar{O}(t)) \right)^{A(t)}.$$ 

By a result on product integrals [9],

$$\lim_{K \to \infty} \prod_{k=0}^{K} \left( 1 - \rho(t_k, Y(t_k), \bar{O}(t_k)) \epsilon + o(\epsilon) \right) = \exp \left\{ - \int_{t=a}^{b} \rho(t, Y(t), \bar{O}(t)) dt \right\}.$$ 

Finally, since $\Delta(t_k) = 1$ at only a fixed number of values $t_k$ as $K$ varies, and since $\lim_{\epsilon \to 0^+} \{ 1 - \rho(t_k, Y(t_k), \bar{O}(t_k)) \epsilon + o(\epsilon) \} = 1$ for each $t_k$, we have:

$$\lim_{K \to \infty} \prod_{k=0}^{K} (1 - \rho(t_k, Y(t_k), \bar{O}(t_k)) \epsilon + o(\epsilon))^{\Delta(t_k)} = 1,$$

Therefore, the continuous-time conditional (on $L$) likelihood $L$ is:

$$L = \prod_{t=a}^{b} \rho(t, Y(t), \bar{O}(t))^{A(t)} \exp \left\{ - \int_{t=a}^{b} \rho(t, Y(t), \bar{O}(t)) dt \right\}.$$ 

To compute $\Lambda(F_{R|L})$, we now consider the conditional likelihood in a parametric submodel of our model for $dF(R|L)$. Any such parametric submodel is induced by a model for the intensity function $\rho(t, Y(t), \bar{O}(t))$, say $\{ \rho(t, Y(t), \bar{O}(t); \gamma) : \gamma \in \Gamma \}$ with $\gamma$ a finite-dimensional parameter and $\gamma = 0$ corresponding to the truth. In order to satisfy the relation in Proposition 1(a), we must have $\rho(t, Y(t), \bar{O}(t); \gamma) = r(t, \bar{O}(t); \gamma) \exp\{ -\alpha Y(t) \}$ for some function $r(t, \bar{O}(t); \gamma)$. The conditional likelihood in this parametric submodel is:

$$L(\gamma) = \left( \prod_{t=a}^{b} \rho(t, Y(t), \bar{O}(t); \gamma)^{A(t)} \right) \exp \left\{ - \int_{t=a}^{b} \rho(t, Y(t), \bar{O}(t); \gamma) dt \right\}.$$ 

The log-conditional likelihood is:

$$\ell(\gamma) = \int_{t=a}^{b} dN(t) \log(\rho(t, Y(t), \bar{O}(t); \gamma)) - \int_{t=a}^{b} \rho(t, Y(t), \bar{O}(t); \gamma) dt,$$

and the score is:

$$S_\gamma(O) = \int_{t=a}^{b} dN(t) \left[ \frac{\partial}{\partial \gamma} \rho(t, Y(t), \bar{O}(t); \gamma) \right] - \int_{t=a}^{b} \frac{\partial}{\partial \gamma} \rho(t, Y(t), \bar{O}(t); \gamma) dt$$

$$= \int_{t=a}^{b} \left[ \frac{\partial}{\partial \gamma} \rho(t, Y(t), \bar{O}(t); \gamma) \right] \left[ dN(t) - \rho(t, Y(t), \bar{O}(t); \gamma) dt \right].$$
Since \( \frac{\partial}{\partial \gamma} \rho(t, Y(t), \bar{O}(t); \gamma) = \frac{\partial}{\partial \gamma} r(t, \bar{O}(t); \gamma) \) is a function of \( t, \bar{O}(t) \) only, evaluating the score at the truth \( \gamma = 0 \) shows that:

\[
\Lambda(\mathcal{F}_{RL}) \subseteq \left\{ \left( \int_{t=a}^{b} h(t, \bar{O}(t)) \left[ dN(t) - \rho(t, Y(t), \bar{O}(t)) dt \right] \right) \in \mathcal{H}^2 : \text{any } \left( \begin{array}{c} h(t, \bar{O}(t)) \\ \rho(t, Y(t), \bar{O}(t)) \end{array} \right) \right\}.
\]

**iv. An observed-data influence function.** We are now ready to identify an element of \( \Lambda^{O,\perp} \). Write \( W(t; \beta) := V(\beta)^{-1} \frac{\partial}{\partial \beta} s(\beta^t B(t)) \) where \( V(\beta) \) is as in (11), such that the inverse-weighted element \( g^*(O) \) can be written as:

\[
g^*(O) = \int_{t=a}^{b} W(t; \beta) \left\{ \frac{dN(t)}{\rho(t, Y(t), \bar{O}(t))} \left[ Y(t) - s(\beta^t B(t)) \right] \right\}.
\]

Consider the function:

\[
h^*(O) = \int_{t=a}^{b} W(t; \beta) \left( E[Y(t)|\bar{O}(t)] - s(\beta^t B(t)) \right) \frac{dN(t)}{\rho(t, Y(t), \bar{O}(t))} \left[ dN(t) - \rho(t, Y(t), \bar{O}(t)) dt \right].
\]

Here \( h^*(O) \in \widetilde{Aug} \), and therefore \( g^*(O) - h^*(O) \in \Lambda^{O,\perp} \). We claim that \( g^*(O) - h^*(O) \) is also orthogonal to \( \Lambda(\mathcal{F}_{RL}) \). To show this, we use the martingale covariance property [2], which says that, for predictable processes \( H_1(t) \) and \( H_2(t) \),

\[
E \left[ \left( \int_{t=a}^{b} H_1(t) \left( dN(t) - \rho(t, Y(t), \bar{O}(t)) dt \right) \right) \left( \int_{t=a}^{b} H_2(t) \left( dN(t) - \rho(t, Y(t), \bar{O}(t)) dt \right) \right) \right] = E \left[ \int_{t=a}^{b} H_1(t) H_2(t) \rho(t, Y(t), \bar{O}(t)) dt \right].
\]

(15)

To show that \( g^*(O) - h^*(O) \in \Lambda(\mathcal{F}_{RL}) \), let \( w(Z) \) be any element of \( \Lambda(\mathcal{F}_{RL}) \). Then \( w(Z) = \int_{t=a}^{b} h(t, \bar{O}(t)) \left[ dN(t) - \rho(t, Y(t), \bar{O}(t)) dt \right] \) for some \( h(t, \bar{O}(t)) \). Then by (15):

\[
E[w(Z)h^*(O)] = E \left[ \int_{t=a}^{b} h(t, \bar{O}(t)) W(t; \beta) \left( E[Y(t)|\bar{O}(t)] - s(\beta^t B(t)) \right) \rho(t, Y(t), \bar{O}(t)) dt \right]
\]

\[
= E \left[ \int_{t=a}^{b} h(t, \bar{O}(t)) W(t; \beta) \left( E[Y(t)|\bar{O}(t)] - s(\beta^t B(t)) \right) dt \right].
\]

Next, adding and subtracting to write \( g^*(O) \) as the sum of a martingale plus another term, we have:

\[
E[g^*(O)w(Z)] = E \left[ \left( \int_{t=a}^{b} W(t; \beta) \left( Y(t) - s(\beta^t B(t)) \right) \rho(t, Y(t), \bar{O}(t)) dt \right) \left( \int_{t=a}^{b} W(t; \beta) \left( Y(t) - s(\beta^t B(t)) \right) \rho(t, Y(t), \bar{O}(t)) dt \right) w(Z) \right]
\]

(16)

\[
+ E \left[ \left( \int_{t=a}^{b} W(t; \beta) \left( Y(t) - s(\beta^t B(t)) \right) dt \right) w(Z) \right].
\]
Using iterated expectation conditioning on $L$, the second term in (16) equals:

$$E \left[ \left( \int_{t=a}^{b} W(t; \beta) \left( Y(t) - s(\beta^t B(t)) \right) dt \right) \times \right.$$  

$$E \left[ \left( \int_{t=a}^{b} h(t, \bar{O}(t)) \left[ dN(t) - \rho(t, Y(t), \bar{O}(t)) dt \right] \right) | L \right] = 0.$$

By (15), the first term in (16) is equal to:

$$E \left[ \int_{t=a}^{b} h(t, \bar{O}(t)) W(t; \beta) \left( Y(t) - s(\beta^t B(t)) \right) dt \right]$$

$$= E \left[ \int_{t=a}^{b} h(t, \bar{O}(t)) W(t; \beta) \left( E[Y(t)|\bar{O}(t)] - s(\beta^t B(t)) \right) dt \right].$$

Therefore $E \left[ (g^*(O) - h^*(O)) w(Z) \right] = 0$. This shows that $g^*(O) - h^*(O) \in \Lambda^{O,\perp} = \Lambda^{O,\perp}_1 \cap \Lambda(F_{RL})^\perp$, and therefore $g^*(O) - h^*(O)$ is an influence function if it also satisfies the equation $E[(g^*(O) - h^*(O)) S_{\beta}(O)] = 1_{p \times p}$, where $S_{\beta}(O)$ is the observed-data score for $\beta$ and $1_{p \times p}$ is the $p \times p$ identity matrix. Following [37] Theorem 8.3, we rewrite the left side using iterated expectations and the fact that $S_{\beta}(O) = E[S_{\beta}(L)|O]$, where $S_{\beta}(L)$ is the full-data score for $\beta$:

$$E \left[ (g^*(O) - h^*(O)) S_{\beta}(O) \right]$$

$$= E \left[ (g^*(O) - h^*(O)) E[S_{\beta}(L)|O] \right]$$

$$= E \left[ (g^*(O) - h^*(O)) S_{\beta}(L) \right]$$

$$= E \left[ E[g^*(O)|L] S_{\beta}(L) \right] - E \left[ E[h^*(O)|L] S_{\beta}(L) \right]$$

$$= E \left[ \varphi(L) S_{\beta}(L) \right] = 1_{p \times p}$$

where the last equality holds since $\varphi(L)$ is a full-data influence function. Denoting $g^*(O) - h^*(O)$ now by $\varphi(O; P)$, we have thus shown that one of the observed-data influence functions for $\beta$ in our model is:

$$\varphi(O; P) = \int_{t=a}^{b} W(t; \beta) \left\{ \frac{1}{p(t,Y(t),\bar{O}(t))} \left( Y(t) - E[Y(t)|\bar{O}(t)] \right) \right\} dN(t) + \int_{a}^{b} W(t; \beta) \left( E[Y(t)|\bar{O}(t)] - s(\beta^t B(t)) \right) dt.$$
C  Remainder Term

Proof of Proposition 2

Proof. Let $\mathcal{M}$ be our model for the observed data $O$. In what follows, we will use a $\tilde{P}$ subscript to denote expectations or intensities under a distribution $\tilde{P} \in \mathcal{M}$. Expectations and intensities with no subscript are taken under the true distribution $P$. Let $\psi : \mathcal{M} \rightarrow \mathbb{R}^p$ be the parameter mapping, and for each $\tilde{P} \in \mathcal{M}$, write $\psi(\tilde{P}) = \beta_{\tilde{P}}$. By Assumption 3, $E_{\tilde{P}}[Y(t)] = B(t)\beta_{\tilde{P}}$, so that $\psi(\tilde{P}) = \int_{t=a}^{b} V^{-1}B(t)E_{\tilde{P}}[Y(t)]dt$. Now $\psi(\tilde{P})$ has a von Mises expansion as:

$$\psi(\tilde{P}) = \psi(P) - E[\varphi(O; \tilde{P})] + \text{Rem}(\tilde{P}, P),$$

which we use to compute $\text{Rem}(\tilde{P}, P)$. We have:

$$E[\varphi(O; \tilde{P})] = E\left[\int_{t=a}^{b} \left\{ V^{-1}B(t) \left( \frac{Y(t) - E_{\tilde{P}}[Y(t)|\tilde{O}(t)]}{\rho_{\tilde{P}}(t,Y(t),\tilde{O}(t))} \right) \right\} \left( dN(t) - \rho(t,Y(t),\tilde{O}(t)) \right) \right] = 0$$

$$+ E\left[\int_{t=a}^{b} \left\{ V^{-1}B(t) \left( \frac{Y(t) - E_{\tilde{P}}[Y(t)|\tilde{O}(t)]}{\rho_{\tilde{P}}(t,Y(t),\tilde{O}(t))} \right) \right\} \rho(t,Y(t),\tilde{O}(t))dt \right]$$

$$+ E\left[\int_{t=a}^{b} \left\{ V^{-1}B(t)E_{\tilde{P}}[Y(t)|\tilde{O}(t)] \right\} dt \right] - \beta_{\tilde{P}},$$

$$= E\left[\int_{t=a}^{b} \left\{ V^{-1}B(t) \rho(t,Y(t),\tilde{O}(t)) \frac{\rho(t,Y(t),\tilde{O}(t))}{\rho_{\tilde{P}}(t,Y(t),\tilde{O}(t))} (Y(t) - E_{\tilde{P}}[Y(t)|\tilde{O}(t)]) \right\} dt \right]$$

$$+ E\left[\int_{t=a}^{b} \left\{ V^{-1}B(t)E_{\tilde{P}}[Y(t)|\tilde{O}(t)] \right\} dt \right] - \beta_{\tilde{P}},$$

$$= E\left[\int_{t=a}^{b} \left\{ V^{-1}B(t) \rho(t,Y(t),\tilde{O}(t)) \frac{\rho(t,Y(t),\tilde{O}(t))}{\rho_{\tilde{P}}(t,Y(t),\tilde{O}(t))} \left( Y(t) - E_{\tilde{P}}[Y(t)|\tilde{O}(t)] - E_{\tilde{P}}[Y(t)|\tilde{O}(t)] \right) \right\} dt \right]$$

$$+ E\left[\int_{t=a}^{b} \left\{ V^{-1}B(t)E_{\tilde{P}}[Y(t)|\tilde{O}(t)] \right\} dt \right] - \beta_{\tilde{P}},$$

where in the last equality we used the fact that, by Proposition 1 (a):

$$\frac{\rho(t,Y(t),\tilde{O}(t))}{\rho_{\tilde{P}}(t,Y(t),\tilde{O}(t))} = \frac{\lambda(t,\tilde{O}(t))E[\exp\{\alpha Y(t)|A(t) = 1, \tilde{O}(t)\}]}{\lambda_{\tilde{P}}(t,\tilde{O}(t))E_{\tilde{P}}[\exp\{\alpha Y(t)\}|A(t) = 1, \tilde{O}(t)\]}$$
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is a function of \( t \) and \( \tilde{O}(t) \) only. Therefore:

\[
\text{Rem}(\tilde{P}, P) = E \left[ \int_{t=a}^{b} \left\{ V^{-1}B(t) \frac{\rho(t, Y(t), \tilde{O}(t))}{\rho_{\tilde{P}}(t, Y(t), \tilde{O}(t))} \left( E[Y(t)|\tilde{O}(t)] - E_{\tilde{P}}[Y(t)|\tilde{O}(t)] \right) \right\} \, dt \right]
\]

\[
+ E \left[ \int_{t=a}^{b} \left\{ V^{-1}B(t) \left( \frac{\rho(t, Y(t), \tilde{O}(t))}{\rho_{\tilde{P}}(t, Y(t), \tilde{O}(t))} - 1 \right) \left( E[Y(t)|\tilde{O}(t)] - E_{\tilde{P}}[Y(t)|\tilde{O}(t)] \right) \right\} \, dt \right].
\]

\[\square\]

**Proof of Theorem 2.**

**Proof.** Let \( \eta = \{ \lambda_{0}(t) : a \leq t \leq b \}, \gamma, \theta \), and let \( \hat{\eta} = \{ \hat{\lambda}_{0}(t) : a \leq t \leq b \}, \hat{\gamma}, \hat{\theta} \) be the estimates in the distribution \( \hat{P} \). By the Cauchy-Schwarz inequality,

\[
(\text{Rem}(\hat{P}, P))^{2} = E \left[ \int_{t=a}^{b} \left\{ V^{-1}B(t) \left( \frac{\rho(t, Y(t), \tilde{O}(t); \eta)}{\rho(t, Y(t), \tilde{O}(t); \hat{\eta})} - 1 \right) \times \right. \]

\[
\left. \left( E[Y(t)|\tilde{O}(t); \hat{\theta}] - E[Y(t)|\tilde{O}(t); \hat{\theta}] \right) \right\} \, dt \right]^{2}
\]

\[
\leq E \left[ \int_{t=a}^{b} \left\{ \left( \frac{V^{-1}B(t)}{\rho(t, Y(t), \tilde{O}(t); \hat{\eta})} \right)^{2} \left( \rho(t, Y(t), \tilde{O}(t); \eta) - \rho(t, Y(t), \tilde{O}(t); \hat{\eta}) \right)^{2} \right\} \, dt \right] \quad (17)
\]

\[
\times E \left[ \int_{t=a}^{b} \left\{ E[Y(t)|\tilde{O}(t); \hat{\theta}] - E[Y(t)|\tilde{O}(t); \hat{\theta}] \right\}^{2} \, dt \right]. \quad (18)
\]

In the factor \( (17) \), we expand \( \rho(t, Y(t), \tilde{O}(t); \eta) - \rho(t, Y(t), \tilde{O}(t); \hat{\eta}) \) as the sum of three
terms, as:

\[
\rho(t, Y(t), \tilde{O}(t); \hat{\eta}) - \rho(t, Y(t), \bar{O}(t); \eta) = \hat{\lambda}_0(t) \exp\{\tilde{\gamma} Z(t)\} \exp\{-\alpha Y(t)\} E\left[ \exp\{\alpha Y(t)\} | A(t) = 1, \bar{O}(t); \hat{\theta} \right] - \\
\lambda_0(t) \exp\{\gamma Z(t)\} \exp\{-\alpha Y(t)\} E\left[ \exp\{\alpha Y(t)\} | A(t) = 1, \tilde{O}(t); \theta \right]
\]

\[
= \left( \hat{\lambda}_0(t) - \lambda_0(t) \right) \exp\{\tilde{\gamma} Z(t)\} \exp\{-\alpha Y(t)\} E\left[ \exp\{\alpha Y(t)\} | A(t) = 1, \bar{O}(t); \hat{\theta} \right] + \\
\lambda_0(t) \left( \exp\{\tilde{\gamma} Z(t)\} - \exp\{\gamma Z(t)\} \right) \exp\{-\alpha Y(t)\} E\left[ \exp\{\alpha Y(t)\} | A(t) = 1, \tilde{O}(t); \theta \right] + \\
\lambda_0(t) \exp\{\gamma Z(t)\} \exp\{-\alpha Y(t)\} \left\{ E\left[ \exp\{\alpha Y(t)\} | A(t) = 1, \tilde{O}(t); \hat{\theta} \right] - \\
E\left[ \exp\{\alpha Y(t)\} | A(t) = 1, \bar{O}(t); \hat{\theta} \right] \right\}.
\]

Using this expansion and the inequality \( rs \leq \frac{1}{2}(r^2 + s^2) \), the rate for (17) will be determined by the rates of three terms, namely the squares of each of the terms in the expansion above.

For the factor (18), using Proposition (b), we write:

\[
E[Y(t)|\bar{O}(t); \theta] - E[Y(t)|\tilde{O}(t); \hat{\theta}]
\]

\[
= \frac{E[Y(t) \exp\{\alpha Y(t)\} | A(t) = 1, \bar{O}(t); \hat{\theta}]}{E[\exp\{\alpha Y(t)\} | A(t) = 1, \bar{O}(t); \hat{\theta}]} - \frac{E[Y(t) \exp\{\alpha Y(t)\} | A(t) = 1, \tilde{O}(t); \theta]}{E[\exp\{\alpha Y(t)\} | A(t) = 1, \tilde{O}(t); \theta]}
\]

\[
= \frac{E[\exp\{\alpha Y(t)\} | A(t) = 1, \tilde{O}(t); \theta] \times \left( E[\exp\{\alpha Y(t)\} | A(t) = 1, \tilde{O}(t); \hat{\theta}] - E[\exp\{\alpha Y(t)\} | A(t) = 1, \bar{O}(t); \hat{\theta}] \right)}{E[\exp\{\alpha Y(t)\} | A(t) = 1, \tilde{O}(t); \theta] \times \left( E[Y(t) \exp\{\alpha Y(t)\} | A(t) = 1, \tilde{O}(t); \hat{\theta}] - E[Y(t) \exp\{\alpha Y(t)\} | A(t) = 1, \bar{O}(t); \hat{\theta}] \right)}
\]

The rates for (18) will similarly be determined by the rates for the squares of the two terms.
in this expansion. Combining these results, we therefore have:

\[
\left| \text{Rem}(\hat{P}, P) \right|^2 \leq \left( C_1(\tilde{\eta}) \mathbb{E} \left[ \int_{t=a}^{b} \left( \hat{\lambda}_0(t) - \lambda_0(t) \right)^2 dt \right] + \right.
\]

\[
\left. C_2(\tilde{\eta}) \mathbb{E} \left[ \int_{t=a}^{b} \left( \exp\{\tilde{\gamma}Z(t)\} - \exp\{\gammaZ(t)\} \right)^2 dt \right] + \right.
\]

\[
\left. C_3(\tilde{\eta}) \mathbb{E} \left[ \int_{t=a}^{b} \left\{ \mathbb{E}[\exp\{\alpha Y(t)\} : A(t) = 1, \bar{O}(t); \hat{\theta}] - \right\} \right. \right.
\]

\[
\left. \mathbb{E}[\exp\{\alpha Y(t)\}|A(t) = 1, \bar{O}(t); \theta] \}^2 dt \right) \right)
\]

\[
\left. \times \left( C_4(\tilde{\eta}) \mathbb{E} \left[ \int_{t=a}^{b} \left\{ \mathbb{E}[Y(t) \exp\{\alpha Y(t)\}|A(t) = 1, \bar{O}(t); \hat{\theta}] - \right\} \right. \right.
\]

\[
\left. \mathbb{E}[Y(t) \exp\{\alpha Y(t)\}|A(t) = 1, \bar{O}(t); \theta] \}^2 dt \right) + \right.
\]

\[
\left. C_5(\tilde{\eta}) \mathbb{E} \left[ \int_{t=a}^{b} \left\{ \mathbb{E}[\exp\{\alpha Y(t)\} : A(t) = 1, \bar{O}(t); \hat{\theta}] - \right\} \right. \right.
\]

\[
\left. \mathbb{E}[\exp\{\alpha Y(t)\}|A(t) = 1, \bar{O}(t); \theta] \}^2 dt \right) \right)
\]

where \( C_1(\tilde{\eta}), \ldots, C_5(\tilde{\eta}) \) are terms that are each \( O_P(1) \) under conditions (i) and (iv) of Theorem 2.

We first consider term (19). Let \( X_n(t) = (nb_n)^{1/2} (\hat{\lambda}_0(t) - \lambda_0(t)) \). Wells [40] has shown that, under condition (ii) of Theorem 2, the stochastic processes \( \{X_n(t) : a \leq t \leq b\}_{n=1}^{\infty} \) converges weakly to a process \( \{X(t) : a \leq t \leq b\} \), where \( \{X(t) : a \leq t \leq b\} \) is a Wiener process plus a term depending on \( \lambda_n(t) \). Therefore it follows by the Continuous Mapping Theorem that \( \{X_n^2(t) : a \leq t \leq b\}_{n=1}^{\infty} \) converges weakly to \( \{X^2(t) : a \leq t \leq b\} \).

Again by the Continuous Mapping Theorem, \( \int_{t=a}^{b} X_n^2(t) dt = nh_n \left( \int_{t=a}^{b} \left( \hat{\lambda}_0(t) - \lambda_0(t) \right)^2 dt \right) \)

is \( O_p(1) \). Therefore, the term in (19) is \( O_P((nh_n)^{-1}) \). By assumption (ii), for large \( n \), \( nh_n \) is approximately \( n^{4/5} \), so in particular the convergence rate for (19) is faster than \( n^{1/2} \).

Since \( \tilde{\gamma} \) converges to \( \gamma \) at root-\( n \) rates, the term in (20) is \( O_P(n^{-1}) \).

Next we consider terms (21) and (23). By the Cauchy-Schwarz inequality, for each \( t \),
we can bound the integrand in (21) and (23) as:

\[
\begin{align*}
\left( E[ \exp\{\alpha Y(t)\} : A(t) = 1, \bar{O}(t); \hat{\theta} ] \right. & \left. - E[ \exp\{\alpha Y(t)\} | A(t) = 1, \bar{O}(t); \hat{\theta} ] \right)^2 \\
& = \left( \int_{y(t)} e^{\alpha y(t)} \left( f(y(t)|A(t) = 1, \bar{O}(t); \hat{\theta}) - f(y(t)|A(t) = 1, \bar{O}(t); \hat{\theta}) \right) d\nu(y(t)) \right)^2 \\
& \leq \left( \int_{y(t)} e^{2\alpha y(t)} d\nu(y(t)) \right) \times \\
& \left( \int_{y(t)} \left( f(y(t)|A(t) = 1, \bar{O}(t); \hat{\theta}) - f(y(t)|A(t) = 1, \bar{O}(t); \hat{\theta}) \right)^2 d\nu(y(t)) \right),
\end{align*}
\]

where \(\nu(\cdot)\) is an appropriate dominating measure. Therefore, since \(\int_{y(t)} e^{2\alpha y(t)} d\nu(y(t))\) is uniformly bounded, it follows from assumption (iii) of Theorem 2 that (21) and (23) are \(o_P(n^{-1/2})\).

Therefore, the sum of terms (19), (20), and (21) is \(o_P(n^{-1/2})\), since each of these terms converges at faster than root-\(n\) rates.

Finally we consider term (22). Since \(\int_{y(t)} y(t)^2 e^{2\alpha y(t)} d\nu(y(t))\) is also uniformly bounded, (22) is also \(o_P(n^{-1/2})\) by the same argument as for terms (21) and (23). Therefore, the sum of terms (22) and (23) is \(o_P(n^{-1/2})\). Hence the product that bounds \(\left| Rem(\hat{P}, P) \right| \) is \(o_P(n^{-1})\), so that \(Rem(\hat{P}, P)\) is \(o_P(n^{-1/2})\) as claimed. 

\[\square\]