Objective assessment of image quality and dose reduction in CT iterative reconstruction
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Purpose: Iterative reconstruction (IR) algorithms have the potential to reduce radiation dose in CT diagnostic imaging. As these algorithms become available on the market, a standardizable method of quantifying the dose reduction that a particular IR method can achieve would be valuable. Such a method would assist manufacturers in making promotional claims about dose reduction, buyers in comparing different devices, physicists in independently validating the claims, and the United States Food and Drug Administration in regulating the labeling of CT devices. However, the nonlinear nature of commercially available IR algorithms poses challenges to objectively assessing image quality, a necessary step in establishing the amount of dose reduction that a given IR algorithm can achieve without compromising that image quality. This review paper seeks to consolidate information relevant to objectively assessing the quality of CT IR images, and thereby measuring the level of dose reduction that a given IR algorithm can achieve.

Methods: The authors discuss task-based methods for assessing the quality of CT IR images and evaluating dose reduction.

Results: The authors explain and review recent literature on signal detection and localization tasks in CT IR image quality assessment, the design of an appropriate phantom for these tasks, possible choices of observers (including human and model observers), and methods of evaluating observer performance.

Conclusions: Standardizing the measurement of dose reduction is a problem of broad interest to the CT community and to public health. A necessary step in the process is the objective assessment of CT image quality, for which various task-based methods may be suitable. This paper attempts to consolidate recent literature that is relevant to the development and implementation of task-based methods for the assessment of CT IR image quality. © 2014 American Association of Physicists in Medicine. [http://dx.doi.org/10.1118/1.4881148]
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1. INTRODUCTION

With the increasing clinical utilization of diagnostic CT imaging, individual and population doses of ionizing radiation have become a public health concern.1 Academia, industry, and government have responded with efforts to reduce the radiation dose required to obtain diagnostic-quality images. One step has been CT manufacturers implementing iterative reconstruction (IR) methods that for certain clinical tasks can improve dose efficiency over the conventional reconstruction method, filtered back projection (FBP).

In contrast to FBP which reconstructs an image from projections of an object in a single step, IR algorithms estimate the image via multiple passes over the projection data. Algebraic IR algorithms update the image repeatedly until its projections match the actual data as closely as possible while satisfying other constraints, e.g., piecewise image smoothness. Statistical iterative algorithms make use of models of the image acquisition process, including details about the imaging hardware and measurement noise. IR algorithms generally involve operations resulting in nonlinear processing, like imposition of a positivity constraint or adaptive, signal-dependent smoothing. Relative to FBP images, IR images thus have noise that is highly spatially dependent, and image resolution that depends on contrast. These dependences complicate the assessment of image quality for images obtained by IR, since many traditional metrics of image quality involve noise and resolution. An assessment of image quality is necessary to measure dose reduction.

A standardizable method of measuring the dose reduction achievable by a particular IR algorithm would enable buyers to compare commercial algorithms and users to independently validate manufacturer claims. It would also provide additional information that industry could use to market their CT devices, motivating them to continue optimizing their IR
Table I. IR algorithms with associated dose reduction claims cleared by USFDA as of March 2014. The Siemens SAFIRE (Ref. 6), Philips IMR (Ref. 5), and GE ASiR-V (Ref. 3) each claim specific percentages of dose reduction, though the claims have disclaimers attached.

| Manufacturer     | Iterative reconstruction | Labeling claims cleared by USFDA                                                                 |
|------------------|--------------------------|--------------------------------------------------------------------------------------------------|
| General Electric | ASiR, MBIR (Veo), ASiR-V | For ASiR-V, dose reduction by 50%–82%, 59%–135% low-contrast detectability improvement, and noise reduction up to 91% (Ref. 3) |
| Toshiba          | AIDR, AIDR+, AIDR3D      | Dose reduction (Ref. 4)                                                                             |
| Philips          | IRT, IMR                 | For IMR, 60%–80% lower dose along with 43%–80% low-contrast detectability improvement and 70%–83% less image noise (Ref. 5) |
| Siemens          | SAFIRE, iTRIM (cardiac)  | For SAFIRE, 54%–60% dose reduction (Ref. 6)                                                         |

algorithms and protocols. Developing such a method is therefore of interest not only to the entire CT community, but to public health in general.

Table I lists some IR algorithms commercially available in the United States, as well as any dose reduction claims that the United States Food and Drug Administration (USFDA) has cleared. Two of the cleared claims are quantitative and do not claim a specific percentage by which they reduce dose; the other two include quantitative claims.

Dose reduction always comes at the expense of increased quantum noise. This paper lays out approaches to assessing the quality of quantum-limited CT images. Note that many other factors, including artifacts and anatomical structure, can adversely affect image quality, and developing image quality metrics that account for such factors is a subject of ongoing research.

A method of validating dose reduction claims must take into account clinical considerations, minimize possible sources of bias, and be least burdensome to manufacturers. A practical method is task-based, requiring (1) a task to be performed, (2) an observer to perform the task, and (3) a way of measuring observer performance on the task. This paper outlines a range of possible tasks, observers, and measures of observer performance on the task. To be representative of clinical scenarios, task-based assessments should be performed under a variety of conditions, e.g., different reconstruction kernels, dose levels, etc. As a result, these studies can result in a large number of images and image evaluations, making model observers a valuable tool for CT image quality assessment. While human observers are certainly a possibility, in addition to being more cost-effective, model observers are immune to effects like reader learning, fatigue, and inter- and intraobserver variability that can be issues for humans.

This paper is organized as follows: Sec. 1 provides background information on the challenges in evaluating IR images. Section 2 discusses task-based image quality assessment as a way of dealing with these challenges. Section 3 lays out model observers commonly used for these tasks, and Sec. 4 discusses the calculation of observer performance using different reconstruction algorithms, which provides a metric of image quality and dose reduction.

1.A. Limitations of conventional and Fourier-based image quality metrics for assessing IR images

Below we discuss some commonly used metrics of image quality, and why they are not always sufficient to assess IR images.

1.A.1. Pixel noise and noise power spectrum (NPS)

Pixel noise is the standard deviation of a pixel over an ensemble of images. It is commonly estimated over a region of interest (ROI) in a single image, employing assumptions of ergodicity and stationarity that may not be valid. Additionally, due to correlations introduced by the reconstruction process, CT noise is textured and highly nonstationary (see Fig. 1). Since image texture can impact diagnostic quality, and pixel noise does not contain information about these correlations, it is not an acceptable metric of image quality.

The NPS, which contains the spatial frequency content of the noise in an image, characterizes the noise correlations in Fourier space. The definition of NPS relies on the assumption of wide-sense stationary noise (see p. 400 of Ref. 2). This assumption is generally violated by CT IR images. The NPS is therefore of limited utility in describing the noise or assessing the quality of CT IR images, though it does contain more information than the pixel noise and can be useful for FBP images.

1.A.2. Contrast to noise ratio (CNR)

The CNR is a useful metric for describing the signal amplitude relative to the ambient noise for simple and largely homogeneous objects. However, the CNR depends only on contrast and noise. Actual signal detectability also depends on factors including signal size, shape, and density distribution; background level, variability, and correlation; the variance and covariance of measurement noise; spatial resolution; and the observer and detection strategy used. The CNR can be useful in some simple situations, e.g., determining thresholds of contrast agents at which signals on a test phantom become

![FIG. 1. As CT noise is not stationary, the properties of the noise depend strongly on the phantom radius.](image-url)
visible. However, the CNR is in general not a complete
description of an observer’s ability to detect lesions, and this
is even more true for IR images which are more likely to be
nonstationary and textured.

1.A.3. Modulation transfer function (MTF)

Another common metric of image quality is the MTF, which
USFDA accepts as one component of performance
validation for solid state digital detectors.\textsuperscript{10} The MTF, related
to image resolution, is the Fourier transform of the point
spread function (PSF), the system’s response to a point
object. The MTF and PSF are useful quantities for linear,
shift-invariant systems, where the imaging system’s response
to an arbitrary object can be determined by convolving the
true object and the point spread function. This is not true
for nonlinear IR algorithms or even for FBP when nonlinear
filters are used. For nonlinear systems, the MTF—whose def-
inition assumes independence of location in the image, dose,
contrast, and algorithm parameters—acquires dependence on
these quantities.\textsuperscript{11} As the MTF is not well defined for images
reconstructed by IR, it is of limited utility in assessing the
quality of these images.

The above Fourier-based metrics of image quality as-
essment are convenient and useful in many contexts; e.g.,
in monitoring changes as part of routine quality assurance
checks on instruments. However, assessment of IR images re-
quires more sophisticated methods which do not rely on as-
sumptions of system linearity and noise stationarity.

1.A.4. Modified Fourier metrics

One approach to assessing CT IR images has involved
modifying the traditional Fourier metrics. Table II provides
references to recent work that expands the definitions of the
MTF, NPS, and other traditional metrics. Reconstruction fil-
ters often improve resolution at the expense of increasing
noise, and vice versa. Moreover, IR typically yields images
with different noise textures (correlations) than FBP. A re-
maining challenge to Fourier-based approaches is developing
a single image quality metric that predicts the joint impact of
noise, resolution, and texture on task performance.

1.B. Task-based assessment of CT images

An alternative to the Fourier methods described in Sec. 1.A
is task-based image quality assessment. Task-based methods
involve (1) defining a task suitably representative of a clin-
ic task, (2) selecting an observer to perform that task (ei-	her a computational “model” observer or an actual human
reader), and (3) evaluating the observer’s task performance,
which provides an objective metric of image quality. For a
task-based method to be useful in practice, it should allow
determination of uncertainties, require a practical number of
images, and be readily standardized.

While CT data are generally 2D or 3D, for mathematical
simplicity, the data set is typically flattened into a 1D vector\textgreek{g} with \textit{M} elements. Generally, \textgreek{g} represents the raw projection
data that a reconstruction algorithm operates on to create a
viewable image. For a detailed discussion of image formation,
see Barrett and Myers.\textsuperscript{2}

Let us define the reconstructed image obtained by applying
a particular reconstruction operator \textgreek{R} as

\[
\textgreek{g}(\textgreek{R}) = \textgreek{R}\textgreek{g}.
\]

\textgreek{R} can represent FBP or an IR technique. Our goal is to com-
pare the quality of the images obtained via different \textgreek{R}.

An “observer” uses the reconstructed data \textgreek{g}(\textgreek{R}) to gen-
erate a scalar quantity \textgreek{λ}(\textgreek{g}(\textgreek{R})) called a test statistic, which is
a function of the reconstruction algorithm. An observer can be
either a human or an algorithm (“model observer”). The
use of human observers is costly and sometimes impracti-
cal; humans are also subject to effects like fatigue or reader
learning that introduce bias. These factors make the use of
model observers attractive. A large and growing literature
demonstrates the use of model observers for evaluating sys-
tems and predicting human performance.

### Table II. Papers extending Fourier metrics, or examining situations where they break down.

| Ref. | Summary |
|------|---------|
| 12 Pineda et al. | introduce a local NPS. Additionally, they use the off-diagonal elements of the covariance matrix of \textgreek{ΣDFT}, the discrete Fourier transform of noise-only images, as a measure of stationarity. The authors calculate the local NPS for 3D CBCT images, and demonstrate its spatial variation. They also analyze the off-diagonal elements of \textgreek{ΣDFT}, to check the validity of the NPS (which assumes that those elements are zero). Although this paper deals specifically with images reconstructed via the Feldkamp algorithm, the results and metrics are of general interest. |
| 13 Evans et al. | use a simulation of “clock phantom” data to measure the MTF via the edge spread function of a disk. The paper presents noise-resolution curves for the alternative minimization (AM) IR algorithm, and compares AM to FBP. See also the actual experiments performed in Ref. 11, which provide related results on resolution. The authors demonstrate the dependence of the edge spread function and MTF on contrast and dose. |
| 11 Richard et al. | develop an alternative MTF (denoted MTF\textsubscript{ τ}) based on a task transfer function. The measurement of MTF\textsubscript{ τ} uses the ACR (Model 464) phantom to determine the edge spread function of a disk. The authors evaluate the MTF\textsubscript{ τ} for different IR algorithms, finding that it is a function of dose and contrast. |
| 14 Brunner et al. | present another alternative to the MTF, based on the object transfer matrix and the covariance matrix. The authors use their methodology to assess a lab cone-beam CT system. This paper deals with the Feldkamp algorithm. Note that for nonlinear iterative algorithms, the MTF can depend on contrast, dose, or reconstruction parameters. |
| 15 Gang et al. | extend Fourier metrics as well as detectability measures to tomosynthesis and CBCT, using a 3D cascaded systems model to generate a generalized detectability index. This paper deals with the Feldkamp algorithm, and not with iterative algorithms. |
Finally, a figure of merit should be defined that evaluates the observer’s performance at the task. We discuss this further in Sec. 4.A.

A choice of the task, observer, and figure of merit specify the design of a validation method for dose reduction claims. Table III discusses some recent task-based studies on image quality assessment in CT. Although none of these studies provides a direct prescription for validating quantitative dose reduction claims, each provides information that may be relevant in choosing the preferred study design for a given CT system and IR algorithm.

2. TASKS

The first part of task-based image quality assessment is defining a task that is suitably representative of a clinical task. Since the results of the task-based assessment should be standardizable, practical studies are phantom-based and require selecting a phantom. This paper focuses on signal detection and localization tasks, which are the most commonly used for CT image quality assessment; the signals represent pathological features in clinical images. However, many other possibilities exist for validating dose reduction claims, including estimation of a quantity (e.g., signal size, location, or intensity), discrimination of objects of different sizes and/or shapes, and other possibilities entirely.

2.A. Selecting a phantom

Detection and localization tasks generally require an observer to distinguish a ROI or image containing a signal from the remaining ROIs or images which do not contain signals. An appropriate phantom for CT image quality assessment minimizes extraneous clues to signal presence or location that might bias the observer and result. Potential issues could include the presence of stitching artifacts in ROIs, or differences in background levels or noise texture between ROIs being compared. For instance, if signal-absent ROIs are consistently selected from a different part of the phantom than signal-present ROIs, the correlation between the background noise texture and the presence and absence of a signal might result in a human reader being more easily able to distinguish the presence of a signal. Depending on the particular task, means of mitigating such issues may include rotating the phantom between acquisitions, defining ROIs randomly, or randomly rotating or flipping ROIs. If completely eliminating a particular source of extraneous information is impractical, the test methodology should be validated by demonstrating that the effect does not bias the reader.

Commercial CT image quality phantoms, such as the ACR accreditation phantom (Gammex, Middleton, WI) or Catphan 600 (Phantom Laboratories, Salem, NY) are useful in subjective evaluations of image quality, in which a human reader identifies size/contrast thresholds beneath which s/he is unable to locate signals. However, in such evaluations, the known location of signals in these phantoms can lead to subjective bias. Moreover, the tight spacing of the signals can necessitate that the multiple ROIs being compared in a task be drawn from different radial distances from the center of the phantom. Since CT noise is generally nonstationary (see Fig. 1), the ROIs being compared might have different noise

| Ref. | Summary |
|------|---------|
| 16   | Hara et al. compare ASiR to FBP. In addition to a rating scale experiment on clinical images performed by two human observers, they present results on pixel noise, low-contrast resolution, and spatial resolution. Due to the limitations of these performance metrics for evaluating IR images, USFDA recommends other methods for validation of quantitative dose reduction claims; however, the paper provides a useful general study on dose reduction. |
| 17   | Miéville et al. comparatively evaluate ASiR, Veo, and iDose4 via an analysis of physical metrics like CT number accuracy, pixel noise, NPS, and MTF on Catphan 600 phantom images. They also perform a four-alternative forced-choice (4AFC) experiment using pediatric phantoms with five readers. |
| 18   | Boedeker and McNitt-Gray use a phantom and nonprewhitening (NPW) model observer based on frequency-based metrics (NPS and MTF) to test the influence of reconstruction kernel and dose on signal to noise ratio (SNR). The task was a simple detection task with a simulated signal. They find that while NPS and NEQ can be implemented in modern CT, NEQ is not a good metric for certain nontraditional reconstruction filters or in helical mode. |
| 19   | Hernandez-Girón et al. assess low-contrast sensitivity using the low contrast module of the Catphan 600 phantom. The purpose of this study was to develop and validate software for automated objective low contrast detectability studies based on a model observer. The study compares the model observers with human observers with favorable results. The authors propose assessment of low-contrast sensitivity via the Catphan 600 phantom as a method for image quality assessment. In Sec. 2.A, we discuss shortcomings of commercial phantoms for the validation of quantitative dose reduction claims. |
| 20   | Wunderlich and Noo outline methods for receiver-operator characteristic (ROC) analysis, applicable to (for example) linear model observers applied to binary classification low-contrast lesion detection tasks. They test their methods on CT images. The authors introduce new confidence interval estimators for ROC curves and summary measures. |
| 21   | Yu et al. predict human observer performance on two-alternative forced choice (2AFC) lesion-detection tasks at various dose levels, using FBP and Siemens SAFIRE. The authors design a phantom for image quality assessment, and perform a 2AFC study using model and human observers. This study lays out methodologies that are potentially useful in designing a task-based study for validating quantitative dose claims. |
| 22   | Popescu and Myers lay out a custom phantom design that addresses issues with the Catphan. See Fig. 2. The authors suggest a low-contrast detectability study with unknown signal location for image quality assessment. |
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2B. Designing an experiment

In order to compare different reconstruction algorithms’ performance at different doses, whatever experiment is chosen will need to be carried out at a variety of dose levels and for each reconstruction algorithm being assessed. The figure of merit should be calculated for a given algorithm, at a given dose. Below we discuss forced choice and rating-scale experiments.

2.B.1. Forced-choice and rating-scale experiments

Forced-choice experiments are useful for human observers. The simplest forced-choice experiment is a 2AFC experiment. A reader is presented two images, one with a signal present, the other with no signal (see, e.g., Fig. 3). The reader must identify the image containing the signal, which can be at either a fixed or an unknown location. The percentage correct in a 2AFC experiment is the figure of merit.24

A generalization of 2AFC is the multialternative forced choice (MAFC) experiment. An observer is presented groups of \( M > 2 \) images (or ROIs selected from a single image) and must determine which contains the signal. As in 2AFC experiments, the figure of merit is the percentage correct.

An alternative to forced-choice experiments are rating scale experiments, suitable for human or model observers. In rating scale experiments, the observer scores each image based on their confidence that a signal is present. For example, radiologists are often asked to rank images on a five-point scale such as 1 = disease definitely absent, 2 = disease probably absent, 3 = disease possibly present, 4 = disease probably present, 5 = disease definitely present.

2.B.2. The role of signal search

The location of the signal in the above experimental designs can be known or unknown. While most studies to date have used fixed signal locations, recent work22 has proposed signal search methodologies.

2.B.2.a. Signal known exactly (SKE) tasks. In SKE experiments, the observer knows the signal location. The task is only to determine whether or not a given image contains the signal at that location. SKE studies are relatively simple to implement and analyze. As the observer knows exactly where to look, however, very low contrast signals are required to challenge the observer sufficiently to yield statistically significant performance information. Moreover, SKE detection-only experiments yield limited information regarding the frequency at which random occurrences of noise clumps throughout the image mimic signals. In clinical practice, where the location of a pathology is usually unknown, such noise clumps could result in false positives.

2.B.2.b. Search and free-response tasks. Due to the limitations of SKE tasks, recent studies examine the possibility of allowing for unknown signal location.22,25–30 For forced-choice experiments, the figure of merit remains the percentage correct. More generally, the probability of correct joint detection and localization can be plotted vs the probability of false positives; the figure of merit is the area under this curve.

Another variant of search is free-response analysis. Here, one or more lesions are present in an image and the observer is asked to localize all lesions to ROIs, without prior knowledge of how many lesions are present. These results can be analyzed using either free response ROC (FROC) or exponential transformation of FROC (EFROC) methods.31

Experiments involving signal location uncertainty offer a more realistic simulation for many clinical applications than studies where signal location is known, and also allow for the use of higher signal contrast levels. Despite these advan-
tages, the use of search tasks in CT image quality assessment has been limited, as the results are difficult to model analytically, though approximate solutions and tractable approaches for signal search and data analysis are available.

2.B.3. Comparison of forced choice and rating scale experiments

2AFC studies simply require comparing two images, and are simpler and faster for humans to perform than rating scale experiments. However, 2AFC experiments tend to require more images than rating scale experiments. MAFC has advantages and disadvantages as compared to 2AFC. In particular, the difficulty of MAFC experiments increases with $M$. However, the MAFC technique allows the measurement of observer performance at higher signal contrast levels. Burgess has discussed the tradeoffs involved in choosing $M$ for a forced-choice experiment. Forced-choice experiments are useful mainly for human observers, and can be most efficient in situations where images are easily obtained, but observer time is at a premium. A shortcoming is that they generate a summary statistic for the figure of merit, without information regarding the distribution of the observer’s underlying test statistics.

Rating-scale experiments, which provide data along the full ROC curve, provide a more complete description of observer performance than forced-choice experiments. For a given variance in the figure of merit, a rating scale study requires half as many image pairs as a 2AFC study. In situations where images are difficult to obtain, but observer time is inexpensive, the rating scale can be the most efficient use of a limited data set.

3. COMMON MODEL OBSERVERS FOR ASSESSING CT IMAGE QUALITY

In Sec. 2, we discussed the use of human observers for forced-choice and rating scale tasks; however, the use of model observers is an equally valid possibility. As the majority of studies to date use SKE experiments, we focus on model observers for SKE tasks. Here, we review the observers most commonly used in CT image quality assessment: the channelized Hotelling observer (CHO) and the NPW matched filter observer. Literature also provides useful general reviews on the design of task-based model observer studies.

We briefly discuss the use of model observers for search tasks.

3.A. Formalism

The set of available images is generally finite, so that quantities like the mean and the covariance are based on sample statistics. Important quantities that model observers use are the mean vector of a sample of $N$ images,

$$
\mathbf{g}^{(\mathcal{R})} = \frac{1}{N} \sum_{n=1}^{N} \mathbf{g}_n^{(\mathcal{R})}
$$

(2)

and the covariance matrix $C$, defined for $N > 1$ as

$$
C = \frac{1}{N-1} \sum_{n=1}^{N} (\mathbf{g}_n^{(\mathcal{R})} - \mathbf{g}^{(\mathcal{R})}) (\mathbf{g}_n^{(\mathcal{R})} - \mathbf{g}^{(\mathcal{R})})^T.
$$

(3)

As $C$ is a matrix with dimensions $M \times M$, the limiting factor in the calculation of the test statistic is often the dimensionality of this matrix.

3.B. The channelized Hotelling observer

3.B.1. The Hotelling observer

The CHO, commonly used in CT image quality assessment, is based on the Hotelling observer. The Hotelling observer is a linear observer whose test statistic is

$$
\lambda(\mathbf{g}^{(\mathcal{R})}) = \mathbf{w}^T \mathbf{g}^{(\mathcal{R})}
$$

(4)

with the Hotelling template $\mathbf{w}$ defined by

$$
\mathbf{w} = C^{-1} \mathbf{s},
$$

(5)

the “difference signal,” $\mathbf{s}$, by

$$
\mathbf{s} = \mathbf{g}_1 - \mathbf{g}_0.
$$

(6)

For detection tasks, $\mathbf{g}_j$ $(j = 0, 1)$ is the mean of an ensemble of signal absent $(j = 0)$ or present $(j = 1)$ images; for tasks involving discrimination between shapes, $\mathbf{g}_j$ is the ensemble mean of images containing signals with Shape $j$. This choice of $\mathbf{w}$ maximizes the task SNR, and the Hotelling observer is thus the optimal linear observer.

The Hotelling observer includes information about spatial correlations in the template: $C^{-1}$ decorrelates (whitens) the noise in the image. This observer thus matches the mean signal profile to one that has passed through the whitening process. As Eq. (5) shows, the Hotelling observer requires only knowledge of the mean data vectors and $C$.

Computing Hotelling observer performance can be difficult, largely due to the dimensionality of the covariance matrix requiring inversion in Eq. (5). For even a simple set of thirty-two $128 \times 128$ images, $\mathbf{s}$ has $1.3 \times 10^6$ elements, so $C$ is a $10^6$ dimensional matrix. Additionally, $C$ can be ill-conditioned.

3.B.2. The channelized Hotelling observer

One approach to the problem of reducing the dimensionality of the data with minimal information loss is the introduction of channels. The CHO was first introduced in Refs. 36 and 37; further details are available in Ref. 38. “Channels” can be thought of as processors that selectively respond to different features, spatial or temporal frequency bands, or spatial orientations. The human visual system is generally understood to consist of multiple channels, with each channel sensitive to a different narrow range of spatial frequencies. Channelized model observers use similar channels as a preprocessing filter applied to the data, reducing an image to a set of channel response variables before making a decision. The channels reduce the dimension of the image to the number of channels, which is usually a large reduction.

A channelized image is described by $\mathbf{v}^{(\mathcal{R})} = \mathbf{Tg}^{(\mathcal{R})}$ where the dimension of the image $\mathbf{g}^{(\mathcal{R})}$ is $M$, the dimension of the
channelized image $v^{(\theta)}$ is $N_c$, and the operator $T$ is an $N_c \times M$ matrix. In general $N_c \ll M$. For example, for a 256 $\times$ 256 image, $M = 65536$, whereas a satisfactory channelized representation can generally be obtained with $N_c < 10$.

The new effective covariance matrix $C_v = T^T CT$ is the $N_c \times N_c$ dimensional covariance matrix for $v$. Reducing the dimensionality of the covariance matrix by orders of magnitude removes the computational roadblock posed by its inversion.

### 3.B.3. Types of channels

The first implementation of the CHO used radially symmetric channels, since the signal was radially symmetric and the noise was isotropic. Subsequent research has expanded to a greater variety of channels. Types of channels commonly encountered in recent model observer studies include the following:

- **Laguerre-Gauss** (LG) channels are a traditional choice of channel. They are rotationally symmetric, smooth channels that are products of Laguerre polynomials and Gaussians. The LG channels form a basis for the space of rotationally symmetric, square-integrable functions. They are useful for signal-detection tasks with radially symmetric, smooth, signals where the background correlations have no preferred orientation (e.g., lumpy backgrounds). While six channels are generally considered adequate for characterizing isotropic signals in uncomplicated backgrounds, realistic clinical CT images do not generally meet these criteria.

- **Sparse and dense difference of Gaussians** (SDOG, DDOG) channels model the human visual system’s spatial frequency selectivity. They have been validated against human performance and shown to correlate well (following noise regularization) (see, e.g., Ref. 41).

- **Gabor** channels have a psychophysical basis: the neuronal response to a small spot of light as a function of position. These channels are not isotropic, not independent, and not based on any assumptions of signal isotropy. Each channel is parametrized by an octave bandwidth and an angular orientation. Reference 42 provides an overview of Gabor channels, noting that the number of Gabor channels has varied between 16 and 80.

In Table IV, we list some current research on the use of the CHO for CT image quality assessment.

### 3.C. Nonprewhitening matched filter observers

The NPW matched filter observer, like the Hotelling observer (Sec. 3.B.1) is a linear observer. As in Eq. (4), the test statistic is a scalar product

$$t(s^{(\theta)}) = \mathbf{w} \cdot g^{(\theta)},$$

where $\mathbf{w}$ is the difference signal

$$\mathbf{w}(g^{(\theta)}) = s$$

as in Eq. (6). The matched filter observer is relatively easy to implement, since the template does not depend on the image covariance matrix. Unlike the Hotelling observer, the NPW observer does not decorrelate (“prewhiten”) noise. In fact, the NPW observer includes no information at all about noise correlations, since the template in Eq. (8) is independent of $C$. This observer is therefore suboptimal when the noise is correlated.

Reference 8 provides a good overview of the NPW filter as applied to CT. Research on the NPW observer’s ability to match human performance in CT includes Ref. 47, which

| Reference | Summary |
|-----------|---------|
| 43        | Yendiki and Fessler work with the type of IR algorithms that can be approximated as linear operators. They demonstrate that the CHO, among other linear and channelized linear observer models, can exactly achieve optimal performance for the given task and internal noise model, without needing regularization. They do however also show that known-location tasks are of limited use in designing regularized reconstruction methods that optimize lesion detectability. The task involved detection of a statistically varying signal with known location on a statistically varying background. Analytic results were provided for general channels; data was taken using square, SDOG, and DDOG channels. |
| 44        | Yendiki and Fessler provide results relevant to optimizing iterative reconstruction algorithms (for which a necessary step is assessing the quality of images generated by such algorithms.) The authors present and examine variants of the Hotelling observer. The results demonstrate that the observer’s prewhitening capabilities are important in determining whether optimized regularization of IR algorithms is useful. The task is detection of a spatially localized target signal with unknown location (cf. Ref. 43) in an image reconstructed from noisy data. The observer used four circularly symmetric, frequency-selective channels. |
| 21        | Yu et al. design a phantom with three signals for use in a 2AFC experiment. They demonstrate that the CHO with Gabor channels is successful at predicting human observer performance for both FBP and the Siemens SAFIRE iterative reconstruction algorithm. |
| 45        | Sidky et al. devise a relatively computationally tractable calculation of Hotelling observer performance, which does not require storage of the full covariance matrix in computer memory. This paper uses signal and background known exactly tasks on reconstructed cone-beam images, and the observer uses 2, 4, 10, and 20 channels. |
| 46        | Wunderlich and Noo consider fan-beam CT images reconstructed using FBP and present a new method for calculating the covariance. The authors apply a CHO (with 40 Gabor channels) to a lesion detection task. Their methodology may be relevant to evaluating CT dose reduction claims, although the paper does not treat IR methods directly. |
validates the NPW observer’s results against human observers for many different scenarios.

3.C.1. Eye filters

The spectrum of random noise in simulated images, mammograms, and some nuclear medicine images can be concentrated at low power, and fall off rapidly. In this case, the simple NPW model may not predict human performance well.

Adding an eye filter, E, can improve the model’s ability to predict human performance; the eye filter was introduced by Burgess.48 The eye filter represents the effect of the human visual system’s contrast sensitivity function, which is suppressed at low spatial frequencies because of retinal processing. This NPW model with eye filter is called the NPWE. Rather than the signal s, the model uses as a filter Es where E is the eye filter. Because the NPWE observer applies this template to noisy images to obtain its test statistic, the observer’s figure of merit includes a factor of E′E times the noise power in the denominator (see Table VI). As CT noise is not low-pass, the utility of including an eye filter is not clear, although the presence of an eye filter is unlikely to have a large adverse impact on an observer’s ability to predict human performance.

In Table V, we discuss recent implementations of the NPW observer with and without eye filters that may be relevant to dose reduction claims in CT IR. We discuss the results of Ref. 19 further in Sec. 2.A.

3.D. Observers for localization tasks

The observer models we discussed thus far have been for SKE tasks only. Observers for search tasks scan over all possible signal locations, and compute a test statistic as a function of position. Khurd and Gindi49 developed the analog of the NPW model may not predict human performance well.

Adding an eye filter, E, can improve the model’s ability to predict human performance; the eye filter was introduced by Burgess.48 The eye filter represents the effect of the human visual system’s contrast sensitivity function, which is suppressed at low spatial frequencies because of retinal processing. This NPW model with eye filter is called the NPWE. Rather than the signal s, the model uses as a filter Es where E is the eye filter. Because the NPWE observer applies this template to noisy images to obtain its test statistic, the observer’s figure of merit includes a factor of E′E times the noise power in the denominator (see Table VI). As CT noise is not low-pass, the utility of including an eye filter is not clear, although the presence of an eye filter is unlikely to have a large adverse impact on an observer’s ability to predict human performance.

In Table V, we discuss recent implementations of the NPW observer with and without eye filters that may be relevant to dose reduction claims in CT IR. We discuss the results of Ref. 19 further in Sec. 2.A.

4. ASSESSING AND COMPARING THE PERFORMANCE OF ITERATIVE RECONSTRUCTION ALGORITHMS

4.A. Figures of merit

In order to summarize how well an observer can detect signals when images are reconstructed using different IR algorithms, we need a figure of merit that will enable quantitative comparison of the performance of different algorithms for a given task. In this section, we discuss various choices for task-based figures of merit.

A commonly used figure of merit is the task SNR. This figure of merit is based on the means and variances of the observer’s test statistics λ for each of the underlying hypotheses. Let λ1 and λ2 denote the mean values of λ under the two hypotheses (e.g., signal present and absent cases). Similarly, let σ12 and σ22 denote the variances of λ under the two different hypotheses. The task SNR is

\[ \text{SNR} = \frac{\lambda_1 - \lambda_2}{\sqrt{\frac{1}{2}(\sigma_1^2 + \sigma_2^2)}} \] (9)

The expression in Eq. (9) is a measure of the separability of the test statistics under the two hypotheses.

When the variance of the test statistic is the same under the two hypotheses, so that \( \sigma_1 \approx \sigma_2 = \sigma \), the task SNR is commonly referred to as the detectability, written

\[ d' = \frac{\lambda_1 - \lambda_2}{\sigma} \] (10)

The SNR and detectability are meaningful figures of merit as long as the test statistic has approximately Gaussian statistics. Because the test statistic for a linear observer is the result of a summation operation over an area of the image, for example, in Eq. (4), the Central Limit Theorem implies that

| Reference | Summary |
|-----------|---------|
| 8         | Boedeker and McNitt-Gray use a NPW observer (without eye filter) calculated from the MTF and NPS obtained via phantom scans to calculate the SNR under a variety of conditions. They thus examine the influence of different reconstruction kernels and radiation doses on SNR. The results provide useful information regarding the tradeoffs between dose and image quality. The paper also provides a thorough background on NPW matched filters in the evaluation of CT images, and a description of the methodology and its limitations. |
| 19        | Hernandez-Girón et al. use a NPW matched filter with an eye filter to perform a 2AFC experiment using model and human observers. The authors validate their model observer against human observer performance with favorable results. The paper uses the Catphan 600 phantom, and lesion-absent images are drawn from a ROI at 1.2 times the radius of the lesions. The inability to extract lesion-absent images from the same radius as signal-present images is a shortcoming of commercial phantoms. |
this requirement is very often satisfied regardless of the statistics of the image pixels themselves. For a linear observer, where \( \lambda = w \cdot s \), after some algebra

\[
d' = \frac{w \cdot s}{\sqrt{w' \cdot Cw}}
\]  

(11)

where \( s \) is the signal [Eq. (6)].

When observer training (calculation of the template) uses image samples from the data set, the SNR must be obtained using test statistics resulting from applying that template to an independent set of images (the test set) to avoid overestimation of the SNR.\(^{52}\) Calculation of Eq. (11) using all available images is equivalent to training and testing with the same image set, which is sometimes called “resubstitution.” The resulting figure of merit will be optimistically biased with respect to the true detectability one would obtain with an infinite number of image samples. Alternatively, if one used a set of images to train the model observer, and a separate set to test the observer, the test statistic will underestimate the true detectability one would obtain on an infinite number of images. There is reasonable consensus in the imaging assessment community that the use of a conservative estimate of task performance is preferred over ones that are biased high. Of course, the larger the sample size, the lower the bias. Petrick et al.\(^{53}\) provide a helpful discussion of issues related to the training and testing of machine classifiers and the determination of sample sizes which can be applied to the use of model observers.

Table VI contains expressions for the templates and detectability for each of the linear observers we have discussed in Sec. 3.

The task-based SNR and the detectability index are functions of the first order (means) and second order (variance) statistics of the observer’s test statistic \( \lambda \) under each hypothesis. A more complete understanding of the observer’s performance can be obtained through an analysis of the observer’s full ROC curve, that is, a plot of the observer’s true-positive fraction (TPF) vs the false-positive fraction (FPF) for all possible thresholds or cut-off values applied to the distributions of the test statistics.\(^{54}\) This plot can be obtained for experiments using model or human observers. For the latter, a rating scale experiment involves human observers providing a score for each image (or ROI) on a reporting scale that may be a five- or seven-point scale or quasicontinuous (a 100-point scale, for example). Machine observers readily output a continuous test statistic for each image without need for binning and the resultant loss of information. Binned or quantized rating scales are relevant for studies involving human observers, who are more comfortable and able to provide more repeatable data using such reporting scales. In either case, once the distributions of the observer test statistics are obtained for the test image set, the experimenter can plot the observer’s TPF vs their FPF for all thresholds or decision cutoffs. The AUC is a widely used summary measure of observer performance.\(^ {52}\) The plot of the full ROC curve can provide the experimenter with additional information regarding the curve shapes, and especially whether two ROC curves representing two observers or modalities (different reconstruction algorithms, for example) cross.

It is interesting and important to note that the AUC can be shown to be equivalent to the percent correct in a 2AFC experiment (see p. 823 of Ref. 2).

A number of software packages are publicly available for use in plotting ROC curves and analyzing the results in terms of the AUC and its uncertainty; see, for example, the University of Chicago\(^{57}\) or University of Iowa\(^{58}\) websites. There is general consensus in the imaging assessment community on the importance of reporting confidence intervals for the figure or merit, in addition to the figure of merit itself. Methods for computing such error bars are obtainable using the aforementioned software packages. For tasks involving random locations in which the observer must localize the signal, a number of variants to standard ROC analysis exist.\(^{52}\)

Experiments involving human readers must contend with the issue of reader variability. The most common approach to this challenge is to utilize a study design involving multiple readers, where each reader reads all cases/images from each modality (reconstruction algorithm, for our purposes here). This design is known as a fully-crossed MRMC study. Tools and software are available in the literature and online that design and analyze data from MRMC studies.\(^ {55}\)

### 4.B. Comparing the performance of different reconstruction algorithms at different doses

To determine the dose level at which two different reconstruction algorithms perform equivalently on a task, the task should be performed at different dose levels for each of the reconstruction algorithms. The typical data obtained will be a set of performance values for a finite set of dose values for the algorithms under comparison.

See Fig. 4, where we plot a figure of merit summarizing observer performance for each of the dose values that were used to create images.\(^ {22}\) CT data were collected at seven doses and reconstructed using two algorithms: FBP (black curve) and a representative iterative algorithm (blue curve). The error bars should account for the number of images used to measure performance as well as reader variability (due to the range of human observer skill and threshold in a reader study, or the training variability encountered in a study using a model observer.) A recent example of the application of nonparametric analysis\(^{26,51}\) of model and human performance data for comparing reconstruction image quality is given by Leng et al.\(^ {56}\)

In order to demonstrate that an algorithm improves image quality for a given dose, a comparison is made between

| Observer                        | Template \( w \) | Detectability \( d' \) |
|---------------------------------|-----------------|---------------------|
| Hotelling                       | \( C^{-1}s \)   | \( \sqrt{w' \cdot Cw} \cdot s \) |
| Channelized Hotelling           | \( C^{-1}_s \cdot T_s \) | \( \sqrt{w' \cdot Cw} \cdot \sqrt{T_s} \cdot s \) |
| NPW matched filter              | \( s \)         | \( \sqrt{w' \cdot Cw} \cdot \sqrt{s} \cdot C_s \) |
| NPW matched filter with filter  | \( E^T \cdot Es \) | \( \sqrt{w' \cdot Cw} \cdot \sqrt{E^T \cdot Es} \) |
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two points in a plot like that shown in Fig. 4 that are vertically separated (vertical dotted line, Fig. 4). This latter goal may be complicated by the fact that the horizontal line leads to a part of the performance curve for the iterative algorithm that was not experimentally sampled.

In validating quantitative dose reduction claims, model observers may wish to show that the iterative algorithm allows for a dose reduction while maintaining image quality (horizontal dotted line). Note that this leads to a part of the performance curve for the iterative algorithm that was not experimentally sampled.

It is recommended that the entire performance plot as a function of dose be presented for a full understanding of each algorithm’s performance characteristic as a function of dose as well as an understanding of the selection of the particular dose point (placement of vertical line, Fig. 4) or image quality value (horizontal line, Fig. 4) at which the comparison is made. It is also understood that a dose improvement claim will be made with respect to a modern FBP algorithm. To avoid strong dependence on the particular choice of image quality or dose level at baseline, a summary statistic for the difference in algorithm performance based on the difference in the areas under these curves might be a useful alternative to point-based measures. Developing such a statistic is a topic of future research investigation.

5. CONCLUSIONS

In this paper, we have reviewed approaches to the objective assessment of the quality of iteratively reconstructed CT images, with the intent of providing a resource for CT manufacturers or users who are designing studies to validate quantitative dose reduction claims for iterative reconstruction. As each manufacturer uses a different reconstruction algorithm, the noise properties of the resulting images are quite different, and different manufacturers may find different tasks and observers to be most convenient for validating the performance of their particular device. For this reason, rather than focusing on a single task or observer, we have provided a general review of various tasks and observers, noting that the majority of current CT image quality assessment research focuses on the Channelized Hotelling observer or the NPWE observer, and uses signal detection tasks.

In validating quantitative dose reduction claims, model observers may provide a partial or even a complete replacement for the use of human observers. Studies using human subjects must be designed in a way that reduces bias or reader learning effects on the results to acceptable levels.

The phantom-based validation paradigm is more simplistic than a true clinical scenario, and the estimates of dose reduction that it generates may not necessarily be fully achievable in true clinical practice. USFDA therefore has recommended that manufacturers attach a disclaimer acknowledging these limitations to dose reduction claims; for example, such a disclaimer might read “In clinical practice, the use of this algorithm may reduce CT patient dose depending on the clinical task, patient size, anatomical location, and clinical practice. A consultation with a radiologist and a physicist should be made to determine the appropriate dose to obtain diagnostic image quality for the particular clinical task.” Manufacturers also should describe the study methodology used to validate the dose reduction claims, in sufficient detail that the results can be reproduced.

USFDA cleared the first quantitative dose reduction claim, for the Siemens SAFIRE algorithm, in November 2011. This clearance was based on a model observer study. A second quantitative claim by Philips received clearance in June 2013; this clearance used a human observer study. Most recently, in March 2014 GE received clearance on a quantitative dose reduction claim for the ASIR-V algorithm, also based on a model observer study.
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