Abstract: Numerical simulations are a powerful tool to investigate turbulent flows, both for theoretical studies and practical applications. The reliability of a simulation is mainly dependent on the turbulence model adopted, and improving its accuracy is a crucial issue. In this study, we investigated the potential for an alternative formulation of the Navier–Stokes equations, based on the stochastic representation of the velocity field. The new approach, named pseudo-stochastic simulation (PSS), is a generalisation of the widespread classical eddy–viscosity model, where the contribution of the unresolved scales of motion is expressed by a variance tensor, modelled following different paradigms. The PSS models were compared with the classical ones mathematically and numerically in the turbulent channel flow at $Re_\tau = 590$. The PSS and the classical models are equivalent when the variance tensor is shaped through a molecular dissipation analogy, while it is more accurate when the tensor is defined by the way of a local variance model. A near-wall damping function derived from recent advancement in the field is also proposed and was successfully validated. The analyses demonstrate the relevance of the approach proposed and provide a basis for the development of an alternative turbulence model.
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1. Introduction

The use of stochastic calculus to describe fluid flows is a suitable strategy for turbulence modelling in computational fluid dynamics. The random nature of turbulence cannot be completely represented through deterministic variables, conversely it can be represented by stochastic processes. Nevertheless, the numerical solution of stochastic equations and the mathematical complexity inherent to the use of stochastic calculus pose challenging issues. Turbulence modelling with stochastic variables is of great interest in geophysical flow analysis, where the unresolved processes related to coarse spatial discretization are handled with probabilistic models. In the same spirit, stochastic models can be applied to numerical simulations of environmental and engineering flows.

In the last decades, several efforts have been made in this direction. In the context of the probability density function (PDF), the Langevin equation was used to describe the velocity of a fluid particle subjected to a turbulent flow, modelled as Brownian motion (see Pope [1]). This equation was first applied to the homogeneous isotropic turbulence, and later to the inhomogeneous case by Pope [2] and to the anisotropic diffusion case by Durbin and Speziale [3]. In the eddy-damped quasi-normal Markovian (EDQNM) models, introduced by Orszag [4], Leslie [5], the large-scale governing equations were closed in the spectral space by modelling the third/fourth-order moments through a Gaussian closure. This strategy was found to be suitable in case of strong non-linearity in the small-scale turbulence. Chasnov [6] developed a forced-dissipative model, where the large-eddy Navier–Stokes equations were corrected by eddy-viscosity and stochastic force terms. Similarly, Leith [7] studied the case of a plane shear mixing layer and improved the accuracy of large-eddy simulation (LES).
with the Smagorinsky model by adding an empirical stochastic backscatter. The work of Kraichnan [8] exploited a different approach: the Navier–Stokes equations were replaced by a set of equations having the same mathematical properties but closed by a Gaussian stochastic model. This model led to valuable results when applied to the study of mathematical properties and physical effects, like turbulent diffusion and backscatter. Frederiksen et al. [9] showed that the same methodology can be used in the stochastic modelling of barotropic flows or quasi-geostrophic approximation, as well as for the description of the interactions between topography and small-scale eddies.

Such attempts to include random functions in fluid dynamics modelling had some limitations: in PDF and EDQNM models the solution was found in the spectral space and not in the physical one; the explicit introduction of a random term relied mostly on empirical considerations and led to a certain degree of arbitrariness. For example, a question arose about whether the random forcing term should be multiplicative or additive.

Here we present a different approach, based on the idea that the velocity field itself is a random process, composed of a differentiable component and a fast oscillating random term. Physically, the former describes the smooth macroscopic velocity while the latter accounts for the stochastic turbulent motion. Under this assumption, the fluid dynamics equations are re-derived using stochastic calculus, leading to a complete set of stochastic partial differential equations. Pioneering work in this field was made by Brzeźniak et al. [10]. Subsequently, Mikulevicius and Rozovskii [11], Flandoli [12] expanded his formulation and studied the mathematical properties of the resulting stochastic system. Such a model has been further developed by Mémin [13] in view of practical applications and took the name of model under location uncertainty (LU). Also, Neves and Olivera [14] theoretically investigated a similar system, while Holm [15] derived an equivalent model using Lagrangian mechanics. This last model differs from LU because an extra term appears in the momentum equation, which ensures helicity and circulation conservation but may alter the kinetic energy budget.

The LU model was tested in several cases: in a series of papers Resseguier et al. [16–19], as well as Bauer et al. [20,21], successfully used this model to study geophysical flows. It was found to be more accurate in the reproduction of extreme events and to provide a new analysis tool. Chapron et al. [22] investigated the Lorentz-63 case and stated that LU was more effective in exploring the regions of the deterministic attractor than the classical models. Furthermore, it was used in conjunction with the proper orthogonal decomposition technique by Resseguier et al. [23] for studying a wake flow past a circular cylinder at $Re = 3900$. Recently, Pinier et al. [24] performed a mathematical analysis of the turbulent boundary layer using the LU equations. They proposed a complete and explicit profile for the mean vertical velocity, including an expression for the velocity in the buffer layer, for which a rigorous theoretical model was missing so far.

Despite these encouraging results, the use of the stochastic numerical simulations for practical applications poses some difficulties; e.g., the numerical resolution techniques are not straightforward and they can require a large computational effort. To circumvent such difficulties, Mémin [13] introduced a hybrid model hereafter named pseudo-stochastic model: first, the governing equations are decomposed into two coupled system of partial and stochastic differential equations; second, the resolution of the stochastic equations is avoided and the system is closed by modelling the effects of the random velocity term through physical assumptions. Hence, the flow dynamics is described by a set of classical partial differential equations, which includes terms deriving from the stochastic representation of turbulence. Harouna and Mémin [25] used the pseudo-stochastic model to investigate the Green–Taylor vortex flow, testing several closure models. Chandramouli et al. [26] successfully employed the model to simulate the transitional wake flow with a coarse mesh resolution.

The present contribution aims at exploring the potentiality of the pseudo-stochastic model, making a direct comparison with the large-eddy simulation (LES) methodology. The mathematical model is described and discussed in details, highlighting the specific elements that are not present in the LES classical model. The turbulent kinetic energy budget for the LU model is here presented for the first time. Also, a near-wall damping function was derived from a recent analysis of the boundary layer
by Pinier et al. [24] and validated. Different pseudo-stochastic models were tested in the turbulent channel flow case and compared with the classical LES results. The turbulent channel flow case is widely documented in the literature and allows a detailed analysis of the model performance.

The paper is organised as follows: in Section 2 the pseudo-stochastic model is described; in Section 3 the model equations are interpreted and compared with the classical LES turbulence models; in Section 4 the simulation settings are reported; in Section 5 the performance of the pseudo-stochastic simulation approach is analysed; Section 6 gives some final comments.

2. Pseudo-Stochastic Model

The pseudo-stochastic equations are described, together with the kinetic energy budgets (see [13,27] for a formal derivation).

2.1. Stochastic Formalism

The pathlines in a turbulent flow are modelled as a stochastic process, where a regular function is perturbed by a random (turbulent) process. Consequently, a Lagrangian fluid-particle displacement is described by a stochastic differential equation of the type:

\[ dX_i(x_0) = w_i(X_t, t)dt + \int_{\Omega} \sigma^{ik}(X_t, y, t) dB^k_t(y) dy, \]  

where the index \( i = 1, 2, 3 \) indicates respectively the \( x, y, z \)-component in the space domain \( \Omega \) (they are placed at the top or bottom indifferently) and the Einstein summation convention is adopted; \( X_t \) is the trajectory followed by a fluid-particle initially located in \( x_0 \); \( w_i \) is a differentiable function that corresponds to the drift velocity; \( dB^k_t(y) \) is a stochastic process (accounting for turbulent effects) uncorrelated in time but correlated in space. This last is constructed as a combination of a cylindrical Wiener processes \( B^k_t(x) \) not differentiable in time, and a time-differentiable symmetric diffusion tensor \( \sigma^{ik}(x, y, t) \), which acts as an integral kernel.

The velocity field \( U_i \) in Eulerian coordinate \( x \) is derived from Equation (1):

\[ U_i(x, t) = w_i(x, t) + \dot{\eta}^i_t(x), \]  

where the second term on the right-hand side expresses the stochastic velocity defined as the weak derivative of \( \eta^i_t(x) \) in time. From a physical point of view, \( w_i \) is the velocity expected value and \( \dot{\eta}^i_t(x) \) represents a noise. This is a generalised stochastic process that has to be defined in the space of temperate distribution, see [28].

In the derivation of the stochastic model, the quadratic variation of the diffusion tensor is of particular interest since it represents the time-variation of spatial variance of the stochastic increments along time. It is named variance tensor and it is defined as:

\[ a_{ij}(x, t) = \int_{\Omega} \sigma^{ik}(x, y, t)\sigma^{kj}(x, y, t) dy, \]  

it can be shown to be a symmetric and semi-positive definite matrix with dimension \([m^2/s]\).

2.2. Pseudo-Stochastic Equations of Motion

The stochastic process (1) that describes the flow is not time-differentiable in the framework of classical analysis. Thus, the Navier–Stokes equations need to be re-derived using the stochastic calculus. To do so, the use of the Ito-Wentzell formula is crucial for computing the derivative in time, see Kunita [29]. The result is a complete system of stochastic partial differential equations that describes the fluid flow. Assuming the drift velocity is of bounded variation (deterministic) and using the unique decomposition of semi-martingale, the system can be divided into a set of stochastic equations and a set of pure deterministic equations. The former set allows to find an expression for
the variance tensor \( a_{ij} \), required for the resolution of the latter set. The pseudo-stochastic model is derived by neglecting the resolution of the stochastic equations and closing the system by giving an expression of the variance tensor, which is modelled through physical hypotheses. This choice gives rise to a hybrid model where the terms that depend on \( a_{ij} \) account for the stochastic unresolved scales (SUS) of motion.

The pseudo-stochastic equations for incompressible flows read:

\[
\begin{cases}
\frac{\partial w_i}{\partial t} + w_j \frac{\partial w_i}{\partial x_j} = -\frac{\partial p}{\partial x_i} + \nu \frac{\partial^2 w_i}{\partial x_j \partial x_j} + \frac{1}{2} \frac{\partial}{\partial x_j} \left( a_{jk} \frac{\partial w_i}{\partial x_k} \right) \\
\frac{\partial w^*_i}{\partial x_i} = 0.
\end{cases}
\]  

(4)

they represent the momentum and mass conservation, respectively, written in the non-conservative form proposed by Resseguier et al. [16]. The effective advection velocity \( w^* \) is defined as:

\[
w^*_i = w_i - \frac{1}{2} \frac{\partial a_{ik}}{\partial x_k},
\]

(5)

and the pressure is the sum of a hydrostatic pressure and an isotropic turbulent term:

\[
p = p_h + \nu \frac{\partial^2 w_\ell}{\partial x_\ell} = p_h + \nu \frac{\partial^2 a_{sk}}{6 \partial x_k \partial x_s}.
\]

(6)

This last term does not contribute to the flow and is included in the pressure gradient term in the same manner as the isotropic residual stress in the Smagorinsky model, see [1]. It is worthwhile to notice that the system (4) reduces to the classical Navier–Stokes equations when the variance tensor tends to the zero matrix, i.e., when the stochastic contributions disappear.

In the framework of computational fluid dynamics, the drift velocity \( w_i \) can be interpreted as the (numerically) resolved velocity field, while the random field \( \eta_i \) assembles the (turbulent) unresolved motions. Therefore, giving an expression for the variance tensor is equivalent to specifying a turbulence model.

2.3. Isotropic Constant Model

Several strategies can be adopted to model the variance tensor. The isotropic model is developed by analogy with the Smagorinsky model, e.g., see [13,30]. The variance tensor is given by:

\[
a_{ij} = c_m \Delta^2 |S| \delta_{ij},
\]

(7)

where \( c_m \) is a model parameter, \( |S| \) is the strain-rate tensor norm, and \( \Delta \) is the computational cell width. The variance tensor reduces to a diagonal matrix with equal elements because turbulence is assumed to be isotropic and homogeneous in all directions. The isotropic constant model is the equivalent in the pseudo-stochastic simulation (PSS) framework of the Smagorinsky model for eddy-viscosity in the LES framework (see discussion in the following Section 3). Such an LES model has the well-known shortcoming of being too dissipative near the wall; hence, it is customary to apply a corrective function near the wall (ref. Section 3.4). After some preliminary analysis, we noticed that the same shortcoming is inherited from the isotropic constant model, therefore a corrective function based on current knowledge of the PSS model was developed and presented in the following Section 2.4.

2.4. Near-Wall Modelling for Isotropic Model

In recent work, Pinier et al. [24] studied the mean velocity profile of the turbulent boundary layer through the LU equations. They proposed a modification of the classical velocity expression for wall-bounded flow and provided an analytical formula for the buffer layer, not available till
now. Notice that the modified advection velocity plays a crucial role in the mathematical derivation of this formula; therefore, such a profile cannot be deduced using the classical formulation of the Navier–Stokes equations, where the modified advection is not explicitly taken into account. Hereafter, quantities are made non-dimensional by means of the friction velocity $u_f$: the non-dimensional wall-normal direction is $y^+ = y u_f / \nu$ and the non-dimensional stream-wise velocity is $u^+ = u / u_f$. In the viscous sublayer ($y^+ < y_0^+$) and in the logarithm region ($y_0^+ < y^+ < y_1^+$) the linear and log–law velocity profiles (respectively) are retrieved, while in the buffer layer ($y_0^+ < y^+ < y_B^+$) an hyperbolic profile is specified:

$$
\begin{align*}
  u^+(y^+) &= \begin{cases} 
    y^+ & \text{if } y^+ \in [0, y_0^+] \\
    u^+(y_0^+) + \frac{2}{\kappa} - \frac{4}{\kappa} \left( \frac{\kappa y^+ - y_0^+}{2} \right) & \text{if } y^+ \in [y_0^+, y_1^+] \\
    u^+(y_1^+) + \frac{4 y_1^+}{\kappa(y_1^+ - y_0^+)} \ln \left( \frac{y^+}{y_1^+} \right) & \text{if } y^+ \in [y_1^+, y_B^+] 
  \end{cases}
\end{align*}
$$

where $u(y)$ is the stream-wise velocity as a function of the wall-normal coordinate. The $\tilde{\kappa}$ is a model constant (not to be confused with the von Kármán constant); for a plain channel flow it has been estimated to be $\tilde{\kappa} \approx 0.158$ from direct numerical simulations. The boundaries of the three regions are: $y_0^+ \simeq 5$, $y_1^+ \simeq 50$, and $y_B^+ \simeq 150$ even if the profile is often extended till the half of the channel. Let us stress that these profiles are rigorously derived from the LU models. Figure 1-left-panel, shows the good agreement of the hyperbolic profile in the buffer region; see Pinier et al. [24] for an extensive validation on the pipe flow, turbulent boundary layer, and channel flow case.

An additional result concerns the expression of the variance tensor. In the viscous sublayer, $a_{ij}$ is almost zero, while in the buffer layer the wall-normal component depends only on the distance from the wall and exhibits a linear profile:

$$
a_{yy}^+(y^+) = \tilde{\kappa} (y^+ - y_0^+) ,
$$

where $a_{ij} = a_{ij} / \nu$. In the log–law region, it scales as the square-root of the wall distance:

$$
a_{yy}^+(y^+) = \tilde{\kappa} (y_1^+ - y_0^+) \sqrt{y^+ / y_B^+} .
$$

No estimates are provided for the other components.

Preliminary pseudo-stochastic simulations with the isotropic constant model (7) have shown an excessive energy dissipation near the solid boundaries, given by high values of $a_{ij}$ in the buffer and viscous layer. This is not unexpected since the LES Smagorinsky model (that is the classical counterpart of the isotropic model) exhibits the same behaviour (see discussion in following Section 3.4).

To correct this behaviour, a damping function for variance tensor is here formulated, exploiting the above-described characterisation of wall-normal component. Away from the wall, $a_{yy}$ is given by the isotropic model; at a point $y_B^+$ placed in the buffer layer, a linear decrease is imposed in such a way to reach the zero value at $y_0^+$; in the viscous sublayer, it is set to be zero. Hence, the LU near-wall model reads:

$$
a_{yy}^+(y^+) = \begin{cases} 
    0 & \text{if } y^+ \in [0, y_0^+] \\
    a_{yy}^+(y_B) \frac{y^+ - y_0^+}{y_B - y_0} & \text{if } y^+ \in [y_0^+, y_B^+] \\
    \frac{c_m \Delta^2}{\nu} \left| S \right| \delta_{ij} & \text{if } y^+ \in [y_B^+, y_1^+] 
  \end{cases}
$$
The coordinate \( y_j^i \) is a model parameter that has to be set after theoretical or numerical estimation. No constraints are imposed on the other components; they are computed according to the isotropic model (7).

2.5. Local Variance Model

An additional model for \( a_{ij} \) is derived from the interpretation of variance tensor as an empirical velocity covariance. The variance tensor is estimated cell-by-cell, using the statistics of resolved velocity components computed in a local neighbourhood of the cell:

\[
A_{ij}(x,t) \simeq c_i^2 \delta t \left[ W_i(x,t) - \langle w_i(x,t) \rangle \right] \left[ W_j(x,t) - \langle w_j(x,t) \rangle \right],
\]

where \( c_i \) is a model constant, \( \delta t \) is the characteristic turbulent time scale, \( W_i \) is the velocity local mean (see also Harouna and Mémín [25]). The quantity \( c_i^2 \delta t \) can be estimated through scaling considerations [25]; however, in this work, it is empirically determined through a calibration procedure. The mathematical derivation of the local variance model was not reported in previous studies and it is shortly presented in Appendix A for the sake of completeness.

It is worth noticing that the local variance model corresponds to an anisotropic form of the variance tensor, where the non-diagonal components can be non-zero. Moreover, tensor \( a_{ij} \) is computed taking information from the local characteristic of the flow and can be more suitable for reproducing localised turbulence.

2.6. Resolved Kinetic Energy Budget

To investigate the peculiarity of the PSS model, the budget equations for the mean and the turbulent kinetic energy of the resolved scales of motion are derived and compared with the classical ones. The resolved velocity is decomposed in a mean and a fluctuating part, respectively:

\[
w_i = W_i + \dot{w}_i, \tag{13}
\]

where the capital letter indicates the averaged field, \( W_i = \langle w_i \rangle \). The variance tensor and the pressure are decomposed in a similar way: \( a_{ij} = A_{ij} + \dot{a}_{ij} \) and \( p = P + P' \). The variance tensor accounts for the SUS effects on the mean flow.

The budget of resolved kinetic energy \( K = \langle W_i W_j \rangle / 2 \) is obtained by multiplying momentum Equation (4-first) by \( W_i \) and averaging. Applying the conservation of mass (4-second) and rearranging the terms, one gets:

\[
\begin{align*}
\frac{\partial K}{\partial t} + \left( W_j - \frac{\partial}{\partial x_k} A_{jk} \right) \frac{\partial K}{\partial x_j} &= \frac{\partial}{\partial x_k} \left[ -PW_j + (\nu \delta_{jk} + \frac{A_{jk}}{2}) \frac{\partial K}{\partial x_k} \right] \tag{14} \\
&\quad + \left( \dot{w}_j - \frac{\partial}{\partial x_k} \frac{\partial A_{jk}}{2} \right) \dot{w}_i W_j + \langle \dot{a}_{jk} \frac{\partial \dot{w}_i}{\partial x_k} \rangle W_j \tag{15} \\
&\quad + \frac{p'}{2} \frac{\partial^2 A_{jk}}{\partial x_j \partial x_k} - \left( \nu \delta_{jk} + \frac{A_{jk}}{2} \right) \frac{\partial W_i}{\partial x_j} \frac{\partial W_j}{\partial x_k} \tag{16} \\
&\quad + \left( \dot{w}_j - \frac{\partial}{\partial x_k} \frac{\partial A_{jk}}{2} \right) \dot{w}_i \frac{\partial W_j}{\partial x_j} - \langle \dot{a}_{jk} \frac{\partial \dot{w}_i}{\partial x_k} \rangle \frac{\partial W_i}{\partial x_k} \tag{17}
\end{align*}
\]

The second term on the left-hand side represents the rate of change by means of the effective (mean) advection. The first four terms on the right-hand side express the energy transport by pressure, molecular and turbulent viscous stresses, resolved turbulence, and turbulent SUS motion (respectively). The fifth term is due to the non-solenoidal velocity field and is related to the compression–expansion work made by the SUS; it can be a production or a dissipation term. The sixth term represents a viscous and a turbulent dissipation (it can be proven that \( A_{ij} \) is positive defined), while the seventh term is
with the eddy-viscosity model used in LES is reported.

The (resolved) turbulent kinetic energy $\kappa = w_i w'_i / 2$ budget is obtained following the procedure described in Kundu and Cohen [31]: the equation for the resolved fluctuations is obtained subtracting expression (14) from ((4)-first), then multiplying by $w_i$ and averaging. Using the continuity Equation ((4)-second) to simplify the terms and rearranging them, one obtains the following expression for stochastic turbulent kinetic energy (TKE):

$$\frac{\partial \langle \kappa \rangle}{\partial t} + \left( W_j - \frac{\partial A_{jk}}{\partial x_k} \right) \frac{\partial \langle \kappa \rangle}{\partial x_j} + \left( w'_j - \frac{\partial a'_{jk}}{\partial x_k} \right) \frac{\partial \kappa}{\partial x_j} = \left( \frac{\partial^2}{\partial x_j \partial x_k} \right) \langle p' w'_j \rangle + \left( \frac{\nu S_{jk}}{2} \right) \frac{\partial \langle w'_j \rangle}{\partial x_k} + \left( \frac{\nu S_{jk}}{2} \right) \frac{\partial \langle w'_j \rangle}{\partial x_k} + \left( \frac{\nu S_{jk}}{2} \right) \frac{\partial \langle w'_j \rangle}{\partial x_k} + \left( \frac{\nu S_{jk}}{2} \right) \frac{\partial \langle w'_j \rangle}{\partial x_k} \right) \frac{\partial \langle \kappa \rangle}{\partial x_j} + \left( \frac{\partial a'_{jk}}{\partial x_k} \right) \frac{\partial \langle \kappa \rangle}{\partial x_j} = \left( \frac{\partial^2}{\partial x_j \partial x_k} \right) \langle p' w'_j \rangle + \left( \frac{\nu S_{jk}}{2} \right) \frac{\partial \langle w'_j \rangle}{\partial x_k} + \left( \frac{\nu S_{jk}}{2} \right) \frac{\partial \langle w'_j \rangle}{\partial x_k} + \left( \frac{\nu S_{jk}}{2} \right) \frac{\partial \langle w'_j \rangle}{\partial x_k}$$.  

On the left-hand side, the second and third terms represent the TKE advection by the mean and the SUS effective advection velocity, respectively. On the right-hand side:

- the first four terms express spatial transport;
- the fifth term is a turbulent compression/expansion term due to SUS;
- the sixth and seventh terms account for dissipation by molecular viscosity, resolved turbulence, and SUS motions;
- the eighth term represents the shear production, including the contribution by the fluctuations of turbulent advection velocity;
- the last term indicates a loss due to SUS; this term is also present in the resolved kinetic energy budget.

Both expressions of kinetic energy and TKE reduce to the classical ones if the stochastic contribution is negligible $a_{ij} \simeq 0$. Particularly, the turbulent compression and the loss due to SUS disappear in the classical formulation.

3. Physical Interpretation and Comparison with Les Models

The pseudo-stochastic Equation (4) are analysed from a physical point of view, and a comparison with the eddy-viscosity model used in LES is reported.

3.1. Physical Interpretation

Recalling the decomposition of the velocity gradient as the sum of the symmetric and the antisymmetric parts, respectively the strain-rate tensor $S_{ij} = \frac{1}{2} \left( \partial w_i / \partial x_j + \partial w_j / \partial x_i \right)$ and the rotation-rate tensor $\Omega_{ij} = \frac{1}{2} \left( \partial w_i / \partial x_j - \partial w_j / \partial x_i \right)$, the pseudo-stochastic Equation (4) are rearranged as:

$$\frac{\partial w_i}{\partial t} + \left( w_j - \frac{1}{2} \frac{\partial a_{jk}}{\partial x_k} \right) \frac{\partial w_i}{\partial x_j} = - \frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left[ \left( 2v S_{jk} + \frac{a_{jk}}{2} \right) \frac{\partial \kappa}{\partial x_j} \right] - \frac{\partial}{\partial x_j} \left( \frac{a_{jk}}{2} \Omega_{ki} \right) \right) \right)$$.  

(19)
and

$$\frac{\partial w_i}{\partial x_i} = \frac{1}{2} \frac{\partial^2 a_{jk}}{\partial x_j \partial x_k}. \quad (20)$$

The terms that depend on variance tensor account for the influence of the SUS on the resolved scales. A physical interpretation of such terms is proposed:

**Effective advection:** the advection velocity is corrected by an inhomogeneous turbulence contribution. As pointed out by Resseguier et al. [16], it corresponds to a velocity induced by the unresolved eddies, that is linked to the *turbophoresis* phenomenon detectable in geophysical flows; i.e., the tendency of the fluid-particle to migrate in the direction of less energetic turbulence.

**Diffusion due to SUS:** the last two terms on the right-hand side of Equation (19) account for the turbulent diffusion; the variance tensor plays the role of a diffusion tensor similar to a generalised eddy-viscosity coefficient. Both deformation rate and rotation-rate contribute to diffusion, unlike in the classical eddy-viscosity model.

**Turbulent compressibility:** the continuity Equation (20) suggests that the flow is turbulent-compressible; i.e., the unresolved turbulence induces a local fluid compression or expansion.

The variance tensor (3) is the key parameter of the pseudo-stochastic model. It has the physical dimension of the dynamic viscosity $[m^2/s]$, and carries information on the intensity of the SUS. The role played in governing Equation (4) and in kinetic energy budgets (14)–(18), suggests that $a_{ij}$ can be interpreted as a generalised eddy-viscosity parameter. Implicitly, this leads to the hypothesis that the SUS influences the resolved flow as an alteration (increasing or possibly decreasing) of fluid viscosity, which is an empirical consideration largely accepted.

The divergence of the variance tensor is hereafter named turbulent advection velocity:

$$u_{TA,i} = -\frac{1}{2} \frac{\partial a_{ij}}{\partial x_j}; \quad (21)$$

the divergence of the turbulent advection velocity measures the turbulent compressibility:

$$\Phi_{TC} = \frac{1}{2} \frac{\partial^2 a_{ij}}{\partial x_i \partial x_j}, \quad (22)$$

and it is directly proportional to the isotropic turbulent term appearing in Equation (6).

### 3.2. Comparison with Les Eddy-Viscosity Models

In the classical framework, the fluid velocity $u(x,t)$ is a deterministic function of time and space. Adopting the LES approach, the computational grid acts on the governing equations as an implicit spatial filter (denoted by an over-bar) depending on the local cell width $\Delta = (\Delta x \Delta y \Delta z)^{1/3}$, see [32,33] for extended reviews. Filtering the Navier–Stokes equations, the sub-grid scale (SGS) stress tensor $\tau_{ij} = (\overline{u_i u_j} - \overline{u_i} \overline{u_j})$ appears:

$$\begin{cases} \frac{\partial \overline{\pi}_i}{\partial t} + \overline{u_j} \frac{\partial \overline{\pi}_i}{\partial x_j} = - \frac{\partial \overline{p}}{\partial x_i} + \nu \frac{\partial^2 \overline{\pi}_i}{\partial x_j \partial x_j} - \frac{\partial \tau_{ij}}{\partial x_j} \\ \frac{\partial \overline{\pi}_i}{\partial x_i} = 0 \end{cases} \quad (23)$$

and it has to be modelled to close the system: a popular choice is to use the eddy-viscosity models. They are a class of turbulent models relying on the Boussinesq assumption, where the anisotropic part of $\tau_{ij}$ is proportional to the resolved strain-rate tensor through the SGS viscosity parameter $\nu_{SGS}$.
\[ \tau_{Rij} = \tau_{ij} - \frac{\tau_{kk}}{3} \delta_{ij} = -2 \nu_{SGS} \mathbb{S}_{ij}, \quad (24) \]

while the isotropic part is included in the pressure term and does not contribute to the motion. This parameter has to be specified by additional models; the classical constant Smagorinsky model is here analysed:

\[ \nu_{SGS} = c_s^2 \Delta^2 |\mathbb{S}|, \quad (25) \]

where \(|\mathbb{S}|\) is the norm of the filtered strain-rate tensor, and the parameter \(c_s^2\) is set constant and can be evaluated from experiments, direct numerical simulations or analytical considerations, e.g., see Lilly [34]. The main drawback of this approach is to rely on the homogeneous turbulence assumption. This hypothesis is violated in many, even simple, cases; for example close to solid surfaces where the turbulent length-scales decrease. To cope with this shortcoming, a damping function is usually introduced to account for the reduction of turbulence intensity. After the first work by van Driest [35], several modifications of the original damping function have been proposed, e.g., see Piomelli et al. [36], Cabot and Moin [37]. They can be summarised in the following expression:

\[ \tilde{\Delta} = \min \left\{ \kappa_y \frac{C_\delta}{C_\delta} \left[ 1 - e^{\left( -\frac{y^+}{A^+} \right)^n} \right]^m, \Delta \right\}, \quad (26) \]

where \(\kappa = 0.41\) is the von Kármán constant. The original formulation by van Driest [35] prescribes \(n = m = 1, A^+ = 0.26\) and \(C_\delta = 1.00\). Note that this damping function is based on empirical observation and does not have a theoretical basis.

3.3. Remarks on Eddy-Viscosity Model

Notice that the eddy-viscosity Equation (24) implies that the Boussinesq’s hypotheses are satisfied: (a) the anisotropic Reynolds stress tensor is aligned with the mean strain-rate tensor; (b) the two are directly proportional through a single parameter, equal for all the six independent components of \(\tau_{Rij}^R\).

The pseudo-stochastic model is equivalent to an eddy-viscosity model if the variance tensor is expressed by \(a_{ij} = 2 \nu_{SUS} \delta_{ij}\), i.e., assuming that the SUS induces an (isotropic) increase of fluid viscosity. In this sense, the pseudo-stochastic model can be considered as a generalisation of the eddy-viscosity model. Some theoretical advantages of the pseudo-stochastic model are:

1. The effects of unresolved scales of motion are given by \(a_{ij}\), without imposing any constraint on the directions along which the SUS acts. Hence, the hypothesis (a) is not required.
2. The tensor form of \(a_{ij}\) allows reproducing the anisotropy of unresolved turbulence, i.e., different turbulent contributions along different directions. Thus, hypothesis (b) is not required.
3. The extra terms in the governing equations account for turbulent effects, usually not considered in the classical models, namely turbulent advection and turbulent compressibility.

The eddy-viscosity models are reasonable for simple shear flows and they are largely applied in computational fluid dynamics. However, most of their shortcomings derive from the fact that hypotheses (a) and (b) are not generally satisfied; see Pope [1] for an overview of this issue.

It is worth mentioning that the eddy-viscosity parameter \(a_{ij}\) comes directly from the basic assumption of the velocity decomposition (2); whereas it is introduced in LES equations through an ad hoc physical assumption. Overall, the pseudo-stochastic model represents a general approach that overcomes the limitations of the Boussinesq assumption and includes turbulent effects not considered in the classical LES sub-grid scales models.

3.4. Remarks on Smagorinsky Model

It can be shown that the pseudo-stochastic isotropic model (7) reduces to the LES Smagorinsky model under two approximations:
1. the rotation-rate does not contribute to turbulence effects on the mean flow;
2. the norm of the strain-rate tensor is almost harmonic (Laplacian is close to zero).

Notice that with the latter hypothesis the continuity Equation ((4)-second) becomes the classical solenoidal constraint. Therefore, the LES Smagorinsky model can be interpreted as a particular case of the pseudo-stochastic isotropic model.

Approximation (1) is valid if the turbulent energy is mainly concentrated in the region where the irrotational strain dominates vorticity. Exceptions to this behaviour have been found and have motivated the development of alternative models, like the wall adaptive local-eddy viscosity (WALE) model of Nicoud and Ducros [38] or the structure-function model of Métais and Lesieur [39].

Approximation (2) implies that the flow deformation rate can be represented by a linear function in each spatial point; thus it is a particularly regular function. This is equivalent to neglecting the turbulent correction on advective velocity and continuity equation, hence the associated physical phenomena of turbophoresis and turbulent compressibility are not reproduced.

4. Simulation Methodologies

The pseudo-stochastic model was studied in detail on channel flow at \( Re_t = 590 \). The pseudo-stochastic simulation (PSS) techniques were compared with the LES approach and the direct numerical simulation (DNS) of Moser et al. [40]. The following notation is adopted: if \( \phi \) is a generic variable, then \( \langle \phi \rangle \) is the time and space averaged over \( x, z \)-directions, \( \phi' = \phi - \langle \phi \rangle \) is the instantaneous fluctuation and \( [\phi]_{rms} = \sqrt{\langle \phi'^2 \rangle} \) is the root-mean square.

4.1. Methodology and Implementation

Simulations were performed taking advantage of the open-source software OpenFOAM v6. This is a C++ library for computational fluid dynamics and uses the finite volume method.

The LESs were carried out using the solver pisoFoam included in the standard software distribution. The implementation details can be found in the OpenFOAM documentation and in Jasak et al. [41]. The filtered classical Navier–Stokes equations were closed by the Smagorinsky model (25), with \( c_s = 0.65 \). The van Driest function (26) for near-wall damping is used unless otherwise specified. The optimal parameters were set as \( n = m = 1 \), \( A^+ = 0.26 \), \( C_\delta = 0.158 \).

The PSSs were carried out using the home-made solver pseudoStochasticPisoFoam, developed by the authors within the Fluminance research group at INRIA Rennes (France). The pseudo-stochastic Equation (4) were solved employing the pressure-implicit with splitting of operators (PISO) algorithm proposed by Issa et al. [42], Oliveira and Issa [43]. The variance tensor was expressed by the local variance model and the isotropic constant model (7), corrected by the near-wall damping function (11) unless otherwise specified. The isotropic constant was set to be \( c_m = 2c_s^2 \) in analogy with the Smagorinsky model. The damping parameter was set to be \( y_B = 2/k = 12.7 \) after a theoretical estimation [24], confirmed by several test simulations. In order to regularise the damped profile of \( a_{yy} \), a smoothing filter was applied to the variance tensor.

Variables were discretised in space with a second-order central difference scheme, while time integration was performed using an implicit Euler backward scheme. Such a scheme employs the variables at the previous two time-steps, leading to second-order accuracy. Globally, numerical solvers were second-order accurate in time and space. The time advancement fulfils the Courant–Friedrichs–Lewy condition \( Co < 0.5 \). For LES, the Courant number was computed as \( Co = \Delta t |u|/\delta x \), where \( \Delta t \) is the time step, \( |u| \) is the velocity magnitude through the cell, \( \delta x \) is the cell length. For PSS, the definition was modified in order to account for the effective advection velocity: \( Co = \Delta t |u^*|/\delta x \).
4.2. Case Geometry and Settings

The channel was composed of two horizontal walls between which a shear flow develops. The dimensions in stream-wise ($x$), vertical ($y$) and span-wise ($z$) directions were $2\pi \delta \times \delta \times \pi \delta$, respectively. The computational points were uniformly distributed in stream-wise and spanwise directions, while the grid was stretched along the vertical direction. The stretching was symmetric with respect to the channel centre plane $y = \delta$, and it was obtained with a double-side stretching function based on an hyperbolic tangent function. The mesh was such that the first cell centre near the walls is below $y^+ = 1$, there are 9 cells in the range $0 < y^+ < 11$, and the cell width in the wall-parallel direction was sufficient to ensure an accurate resolution of the boundary layer.

Cyclic boundary conditions were set at the vertical boundaries, while velocity no-slip condition and pressure zero-gradient were imposed at the horizontal walls. All the cases were initialised with the instantaneous fields provided by a preliminary LES with the constant Smagorinsky SGS model that has reached the statistical steady state.

Quantities were made non-dimensional by the friction velocity $u_\tau$ and molecular viscosity $\nu$ as follow: space $x^+ = xu_\tau/\nu$, time $t^+ = tu_\tau^2/\nu$, velocity $u^+ = u/u_\tau$, and variance tensor $a_{ij}^+ = a_{ij}/\nu$. The flow was driven by a constant pressure gradient $\partial p/\partial x = -\rho u_\tau/\delta$; Reynolds number reads $Re_\tau = u_\tau \delta/\nu$. The characteristic flow time was estimated to be $t_0 = U_0/2\pi \delta$, where $U_0$ is the bulk velocity in stream-wise direction, while the large-eddy turn over time was estimated to be $t^* = tu_\tau/\delta$. After the statistical steady state was reached, statistics were collected in an interval of $30t^* \sim 3t_0$ every $0.1t^*$.

5. Results and Discussion

Several simulations were performed adopting five turbulence models: two large-eddy simulation (LES) using the constant Smagorinsky model with and without the van Driest damping, labelled respectively LES vanDriest and LES smagConst; two PSS using the isotropic constant model with and without the LU near-wall model, labelled respectively PSS isoConst and PSS isoLUWall; one PSS using the local variance model labelled PSS variance. They were compared with the DNS by Moser et al. [40].

Figure 1-right-panel shows the non-dimensional averaged stream-wise velocity along wall-normal direction. First, we can notice that the LES smagConst and the PSS isoConst exhibit a very similar profile. This is because the isotropic model is derived by analogy with the classical Smagorinsky model. The main difference between the two is the presence in the PSS equations of turbulent advection (21) and turbulent compressibility (22); however, in this case, they are not strong enough to produce remarkable results on the mean flow (see discussion of Figure 4-left-panel). Both models underestimate the velocity: this is a well-known shortcoming of Smagorinsky model when $c_2^2$ is constant, and it is inherited by the constant isotropic model. Second, we compare the LES vanDriest and the PSS isoLUWall, which implement a near-wall damping function for $\nu_{SGS}$ and $a_{ij}$ (respectively). The damping reduces the turbulent dissipation in the buffer layer, preventing the underestimation of velocity. When the near-wall models are activated, velocity is well captured in the viscous and buffer layers but is slightly overestimate in the logarithmic and far-wall regions ($y^+ > 50$). Remarkably, the LU near-wall model here proposed is as accurate as the well-established van Driest wall function in reproducing the velocity profile. Further analysis of such a damping model is reported in the discussion of Figure 3. Third, the PSS variance is the most accurate model and exhibits a very good agreement with the reference profile. Notice that the local variance model is not corrected with a damping function.
Figure 1. Non-dimensional stream-wise velocity profiles along wall-normal direction for turbulent channel at $Re = 395$. Left panel: solid black, direct numerical simulation (DNS) by Moser et al. [40]; dash violet, analytical profile (11) derived from location uncertainty (LU) by Pinier et al. [24]. Right panel: comparison between the large-eddy simulation (LES) and pseudo-stochastic simulation (PSS) (see label definition in the text).

Figure 2-left-panel reports the root-mean square (RMS) of velocity components. No significant differences are detectable between the LES $\text{smagConst}$ and the PSS $\text{isoConst}$ and between the LES $\text{vanDriest}$ and the PSS $\text{isoLUWall}$; hence, just the LES profiles are displayed. The PSS with local variance model reproduces the results of the LES $\text{vanDriest}$, which is more accurate than the LES $\text{smagConst}$, as expected.

The TKE budget is also scrutinised for the LES $\text{van Driest}$ model and the PSS variance model, which are selected because they are the most accurate LES and PSS, respectively. The TKE budget for LES is obtained from (18) setting $a_{ij} = 0$ except in the dissipation term, where $a_{ij} = \nu_{SGS} \delta_{ij}$ in order to account for the dissipative effect of the sub-grid model. Figure 2-right-panel shows selected terms of the TKE budget. The production profiles are practically the same for PSS and LES, while the dissipation ones differ in $y^+ < 50$. PSS shows a larger dissipation in the buffer layer but collapses to the same value as the LES at the wall. In the PSS, the turbulent compression term is almost zero and does not contribute to the budget, while the loss due to SUS presents slightly negative values mainly localised in the viscous layer. Hence, it contributes to global energy dissipation.

Figure 2. Left-panel: averaged non-dimensional root-mean square of velocity components along wall-normal direction for three selected simulations (same label as Figure 1). Right-panel: non-dimensional Turbulent Kinetic Energy (TKE) budget (18) along the wall-normal direction. Blue lines, LES with van Driest damping (LES $\text{vanDriest}$); Red lines with symbols, PSS with local variance model (PSS variance).
Figure 3 reports the non-dimensional averaged eddy-viscosity $v_{SGS}$ and the variance tensor components $a_{ij}$ along wall-normal direction for selected simulations. The near-wall scaling of the turbulent contribution strongly influences the overall dynamics and is crucial for obtaining accurate results. In the framework of LES, it has been shown that the highly accurate SGS models (such as the dynamic scale similarity models) follow the scaling $v_{SGS} \sim O(y^3)$ in the proximity of the wall, e.g., see [44,45]. The $v_{SGS}$ in LES constant Smagorinsky (not reported) does not follow this scaling and shows a profile equal to $a_{xx}^+$ of the PSS isoLUWall. A large SGS viscosity in the buffer layer entails an underestimation of the speed of the fluid (see Figure 1). The same shortcoming affects the PSS with isotropic constant model (not reported), where $a_{ij} \sim v_{SGS} \delta_{ij}$ by definition. In the LES vanDriest, the van Driest function damps the SGS viscosity in the buffer layer ($y^+ \sim 10$), increasing the accuracy of the simulation. In the PSS isoLUWall, the LU near-wall model scales the component $a_{yy}^+$ similarly to the $v_{SGS}^+$. As a result, the accuracy of this model is equivalent to the LES vanDriest. Surprisingly, the values of stream-wise and spanwise components $a_{xx}$ and $a_{yy}$ seem not to affect the overall fluid dynamics, which is mainly influenced by the wall-normal component $a_{yy}$. In the PSS variance model, the off-diagonal components ($a_{xy}, a_{xz}, a_{yz}$) assume low values and they are not reported. The diagonal components of variance tensor have a different behaviour. The component $a_{yy}^+$ goes to zero near the wall. The profile starts to decrease at the beginning of the buffer layer ($y^+ \sim 50$) and scales like $O(y^3)$. Instead, the components $a_{xx}$ and $a_{zz}$ have larger values and do not approach zero near the wall. However, as previously noticed, they do not influence the final velocity statistics.

![Figure 3. Non-dimensional mean $v_{SGS}$ and $a_{ij}$ along wall-normal direction. Three selected simulations are reported: LES with van Driest damping (LES vanDriest), PSS isotropic constant with LU near-wall model (PSS isoLUWall), and PSS with local variance model (PSS variance). Black solid line: the slope $v^+ \sim y_+^3$.](image-url)

In order to assess the time performance of the PSS methodology, the computational time required by the pseudo-stochastic models with respect to the classical LES Smagorinsky constant model is also estimated [46]. The PSS isoConst model shows an increase in computational time of about 16% compared to LES smagConst, while the PSS variance has an increment of 18%. This increment is mainly ascribed to the additional computations due to the extra terms in the governing equations, along with the numerical manipulation of the variance tensor. Notice that such an estimate depends on
the particular software used and on the numerical implementation; the optimisation of the numerical solver can lead to better performances.

Overall, the PSS variance model shows a moderate increase in computational time and can reproduce the mean velocity profile more accurately than the standard LES model here analysed, mainly because of the correct damping of the wall-normal variance tensor component $a_{yy}$ in the vicinity of the wall. Also, the LU near-wall damping is able to reproduce the velocity profile as the LES with van Driest function. This result validates the pertinence of the LU wall-law model. It is worth noticing that the damping is imposed only at the wall-normal component of the generalised eddy-viscosity tensor ($a_{yy}$), while no modification is required for the wall-parallel components $a_{xx}$, $a_{zz}$.

**PSS Extra Terms**

The effects of the extra terms that characterised the PSS model are here shortly discussed. Figure 4-top-panel presents the non-dimensional turbulent advection velocity $u_{TA}^+ = u_{TA}/u_T$ and the turbulent compressibility $\Phi_{TC}^+ = \Phi_{TC}v/u_T^2$ for the PSS isoConst. The stream-wise component of $u_{TA}$ is practically zero, as well as the span-wise component; thus they are not displayed. The vertical component profile reveals low negative values, with a climax at $y^+ \approx 10$. Quantitatively, the turbulent advection is not strong enough to produce remarkable results on the mean flow; however, it generates a weak vertical velocity $w_y$ directed from the centre of the channel to the wall (not reported). Hence, $u_{TA}$ is qualified as a weak turbophoresis velocity: it advects the flow from the buffer region to the log-law region, i.e., in the direction of decreasing turbulence levels. The turbulent compressibility $\Phi_{TC}$ is practically zero, but it assumes slightly negative and positive values in the viscous sub-layer and the buffer layer, that can be qualitatively related to weak turbulent compression and expansion. The profiles of the other PSSs performed are not shown because the magnitude of $\Phi_{TC}$ is negligible and, overall, does not have an impact on the velocity statistics.

In the simulation PSS variance, the turbulent advection and compressibility assume low values, possibly because of the regular profile of $a_{ij}$. Nevertheless, the instantaneous structures linked to these quantities can be analysed. Figure 4-central-panel shows the instantaneous distribution of $|u_{TA}^+|$ at a vertical slice. Spots of non-zero turbulent advection are localised in the region $y^+ < 100$; they are more intense in the buffer layer and logarithmic region $y^+ < 50$. As for the PSS isoConst above discussed, the velocity $u_{TA}^+$ generates a weak instantaneous and localised turbophoresis velocity in the direction of lower turbulent areas.

Figure 4-bottom-panel displays the instantaneous contourplot of turbulent compressibility near the bottom wall of the channel. The contourplot shows structures that are organised in spots, confined in the near-wall region and elongated in the stream-wise direction. Interestingly, the shape and the location of the isosurfaces suggest a correlation with the streak structures typical of the wall-bounded flows. The streaks are generated in a region of low velocity, very close to the wall, approximately at $y^+ \approx 5$. They are elongated in the stream-wise direction, with a characteristic length of $\Delta x^+ \approx 1000$ and a span-wise period of $\Delta z^+ \approx 100$. This estimation can vary with respect to the wall distance, see Smith and Metzler [47]. The $\Phi_{TC}$ structures have the same stream-wise extension and span-wise period, suggesting a link with the streaks. This link will require additional investigations also because, despite multiple theories being proposed in the literature (see Chernyshenko & Baig [48]), there is no clear consensus on the streak formation mechanism so far.
Figure 4. Top-panel: averaged non-dimensional turbulent advection (21) and compressibility (22) appearing in PSS with constant isotropic model (PSS isoConst). Central-panel: contourplot of the instantaneous turbulent advection magnitude $|u_{TA}^+|$ at a vertical slice for the simulation PSS variance. Bottom-panel: contourplot of the instantaneous turbulent compressibility $\Phi_{TC}^+$ at the channel bottom wall for the simulation PSS variance.

6. Conclusions

In this study, we explored the potential of an alternative formulation of the Navier–Stokes equations through the use of stochastic calculus. Such formulation relies on the decomposition of the velocity field in a regular (i.e., differentiable) function and in a fast oscillating random
variable, accounting for the unresolved turbulent scales of motion. The result is an alternative set of governing equations where the turbulence effects are taken into account through a variance tensor. This tensor needs to be modelled and is recognised to be a generalised form of the eddy-viscosity parameter used in the framework of large-eddy simulation (LES). The new simulation paradigm, named pseudo-stochastic simulation (PSS) approach, does not rely on the restrictive physical assumptions related to Boussinesq’s hypotheses and includes additional terms linked to physical phenomena. These additional terms are interpreted as turbophoresis and turbulent compression/expansion. A detailed comparison between the classical LES model and the PSS equations is reported and the turbulent kinetic energy budget equation is newly derived. Two PSSs were performed adopting different turbulent models for variance tensor: the isotropic constant and the local variance model. They were tested in the turbulent channel flow case at $Re_\tau = 590$. The PSS isotropic constant model was provided with a near-wall damping function which was applied here for the first time. The results of the simulations are of the same order of accuracy as the classical LES counterpart. Differences between PSS and LES are not expected for this model because it is derived following an analogy with the Smagorinsky model for LES; nonetheless, PSS simulations successfully validated the proposed damping function. The PSS local variance model, instead, does not have a counterpart in the LES framework and exhibits a higher accuracy. This is mainly due to the correct scaling of the turbulent contribution near the wall. In conclusion, the PSS outperforms the classical LES when the local variance tensor model is chosen. Such a model is mathematically derived rather than empirically determined from physical assumptions (as the Smagorinsky model for LES). We believe that these results are encouraging and that the pseudo-stochastic formalism can foster the development of efficient turbulent models.
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Appendix A. Mathematical Derivation of Local Variance Model

The local variance model is derived from the definition of the variance tensor in term of fluid-particle trajectory [13]:

$$\int_{t_{n-1}}^{t_n} a_{ij}(X,t) dt = \int_{t_{n-1}}^{t_n} d\langle X^i, X^j \rangle_t = \int_{t_{n-1}}^{t_n} d\langle \eta^i(X), \eta^j(X) \rangle_t, \quad (A1)$$

where the $t_n - t_{n-1} = \Delta t$ is the simulation time-step, and $\langle \cdot \rangle_t$ is the quadratic variation of a stochastic process. This can be seen as a summation along time of random increments, e.g., see Le Gall [49] for the mathematical definition. Approximating the integral with the mean value theorem, one can write

$$a_{ij}(X_{t^*}, t^*) \Delta t = \langle \eta^i, \eta^j \rangle_{t^*}, \quad (A2)$$

where $t^*, t^{**} \in (t_{n-1}, t_n)$. Considering that the time-step is small, the approximation $t^*, t^{**} \simeq t_n$ is also done and the definition of quadratic variation for one time-step interval is applied:

$$a_{ij}(X_{t_{n-1}}, t_n) \Delta t \simeq \left( \eta^i_{t_{n-1}} - \eta^i_{t_n} \right) \left( \eta^j_{t_{n-1}} - \eta^j_{t_n} \right), \quad (A3)$$

The stochastic displacement can be estimated as $\eta^i_{t_{n-1}} - \eta^i_{t_n} \simeq \eta^i_{t_n} \Delta t$. Subsequently, using the Eulerian coordinates $X_{t_n} = x$ and the velocity decomposition (2), one can express:
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\[ \eta^j_{ln} \simeq U_j(x, t_n) - w_j(x, t_n) \]
\[ \simeq c_t \left[ W_j(x, t_n) - w_j(x, t_n) \right], \quad (A4) \]
\[ \simeq c_t \left[ W_i(x, t_n) - w_i(x, t_n) \right], \quad (A5) \]

where \( W_i \) denotes the averaged velocity and the parameter \( c_t \) links the SUS with the fluctuations of the resolved scales. The final expression of the variance tensor reads:
\[ a_{ij}(x, t_n) \simeq c_t^2 \Delta t \left[ W_i(x, t_n) - w_i(x, t_n) \right] \left[ W_j(x, t_n) - w_j(x, t_n) \right], \quad (A6) \]

which is used in the present study.
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