Despite significant investment in software infrastructure, machine learning systems, runtimes and compilers do not compose properly. We propose a new design aiming at providing unprecedented degrees of modularity, composability and genericity. This paper discusses a structured approach to the construction of domain-specific code generators for tensor compilers, with the stated goal of improving the productivity of both compiler engineers and end-users. The approach leverages the natural structure of tensor algebra. It has been the main driver for the design of progressive lowering paths in MLIR. The proposed abstractions and transformations span data structures and control flow with both functional (SSA form) and imperative (side-effecting) semantics. We discuss the implications of this infrastructure on compiler construction and present preliminary experimental results.

1 INTRODUCTION

Despite significant investment in software infrastructure, Machine Learning (ML) systems are still stuck in a rut [3]. This can largely be traced to a recurring issue: the number and sheer complexity of the steps involved in between programmers’ intent and efficient execution on ever more powerful hardware. Software stacks include technologies as diverse as ML frameworks for distributed training or inference, for server or mobile platforms, as well as user-facing languages for productivity, high-performance communication and compute libraries, and domain-specific compiler implementations and autotuners.

Unfortunately, these stacks are built in silos: (1) vertical silos follow top-down, framework-centered considerations: the need to capture the ever-growing user base of ML practitioners encourages framework-specific designs, resulting in duplication of effort; while (2) horizontal silos follow bottom-up, technology-driven considerations: the lack of performance portability over hardware platforms push for hardware-specific implementations of a fixed set of computational operations and a fixed programming interface.

None of this is built in a modular fashion; nothing composes.

Everyone rebuilds similar functionality resulting in incremental improvements at ever-increasing engineering costs. End users do not get access to programmable and portable high-performance building blocks; instead, they have to rely on limited expressiveness interfaces to the underlying implementations. Investments on common infrastructure — such as the automation of target-specific code generation — happen very late, making their adoption painful for software engineers with years of experience in a more restricted environment.

Focusing on the performance portability of computational operations in ML frameworks, we explore a better way consisting of multiple cycles combining top-down and bottom-up thinking: (1) top-down thinking is concerned with making primitives available to the programmer that gradually decompose into smaller building blocks with unsurprising, good performance; while (2) bottom-up thinking is concerned with the creation of primitive building blocks that are well-suited to each hardware architecture and then gradually compose them into the larger building blocks that connect to top-down thinking. We propose a first attempt at embodying such alternating cycles based on compiler technology. Iterating between top-down and bottom-up thinking opens up multiple
opportunities for codesign at the interface between the compiler and programming environments, runtime abstractions, performance tuners and hardware.

From a compiler practitioner’s point of view, it is interesting to realize that virtually all modern compiler solutions bottom-out on the LLVM compiler to produce optimized binaries. While, LLVM is a common substrate, it is also a very low-level one. Users (and ML frameworks) have to make an exclusive choice among the kind of abstractions introduced by either XLA [50], TVM [9], Glow [45], Halide [41], TACO [32], polyhedral compilers [55] or other domain-specific compilers that all eventually produce some flavor of LLVM IR. Each one of these compilers comes with its own implementation and does not mix with others: cross-pollination is often reduced to understanding what compiler A did well and retrofit it as new transformations in compiler B.

Stepping back, one problem comes from the lack of an established infrastructure to support such domain-specific compilers. Another problem comes from jumping the abstraction gap too quickly between user-facing abstractions and levels of compiler Intermediate Representation (IR) on which analyses and transformations occur. This results in (1) losing information that is available at higher levels of IR and (2) exacerbating phase-ordering issues due to the need to reconstruct high-level semantical information form low-level IR. This hurts modularity, leaving software engineers without well-understood design patterns for reusable code generator components.

MLIR is a new compiler infrastructure that drastically reduces the entry cost to define and introduce new abstraction levels for building domain-specific IRs [34]. It is part of the LLVM project and follows decades of established practices in production compiler construction. As such, MLIR is an ideal solution to the missing infrastructure problem. Yet, even with the availability of MLIR, the second problem remains: missing intermediate abstractions and a progressive refinement strategy for the compilation of tensor computations.

This work presents ongoing code generation efforts to build composable abstractions for high-performance code generation in MLIR:

1. Composable transformations: generic computations are decomposed hierarchically into smaller tiles, exploiting their algebraic properties and structure. They may also be fused, and lowered progressively to loops over retargetable vector primitives. Computations can be instantiated over tensor values (immutable) as well as in-memory buffers (side-effecting). Such abstractions exist in multiple storage variants such as dense, sparse formats, or quantized representations. An in-place bufferization pass provides a memory-efficient materialization of programs in tensor form, including transformed programs (tiled, fused, etc.).

2. Programmable operations: on the front-end side, a declarative python-based DSL allows to define operations and their properties, including new operations called “custom ops”; the latter immediately become first-class IR citizens on which all existing transformations and rewrites are available. Throughout the transformation and lowering process, we offer a simple ABI definition and interoperability with C, C++ and Python.

As we will see in the following, the abstractions and transformations we propose offer immediate as well as long-term benefits:

1. High-level, domain-specific information is not discarded prematurely. Preserving the structure of computational operations allows to transform the IR while avoiding the performance cliffs of numerical libraries (e.g., when a fused operation is lacking a high-performance implementation). In particular, transformations preserve the ability to lower operations to hardware instructions implementing coarse-grained vector operations, or to numerical libraries — such as Eigen [22]. The latter acts as a safety net upon which compiler transformations may add value, opening new avenues for compiler-library co-design.
(2) Tiled operations target subsets of tensor values or memory buffers. This central notion leverages the natural structure in tensor operations, while remaining completely generic in the actual representation of tensors (values or side-effects, vectors or scalars, dense or sparse, etc.) and in the actual decompositions applied to the computations (e.g., different forms of tiling). This enhances composability while allowing transformations to apply to individual or groups of operations as opposed to loops or control-flow graphs. It also eases the expression of complex transformations and lowering sequences, which in turn facilitates autotuning.

(3) The IR remains executable at any intermediate transformation and lowering step. This greatly simplifies debugging, testing and performance evaluation, and somewhat blurs the lines between what is traditionally considered the programmer’s and the compiler’s responsibilities. In particular, C and C++ ABI compliance at function boundary eases the integration of domain-specific frameworks by relying on common infrastructure. It is also an ingredient in the matching of abstract operations into calls to numerical libraries, when available.

The techniques and abstractions described in this paper are used in production at Google, including XLA-based compiler flows [50] for CPU/GPU, and IREE [14] for CPU/GPU with an emphasis on mobile and edge computing. In particular we have successfully replaced uses of the Eigen [22] library in Google-wide production cases.

2 OVERVIEW OF THE CODE GENERATION FLOW

We leverage the MLIR compiler infrastructure. MLIR drastically reduces the entry cost to define, compose and reuse abstractions for the construction of domain-specific compilers. It offers a comprehensive collection of solutions to compiler construction challenges by: (1) standardizing Static Single Assignment (SSA) form representations and data structures, (2) unifying compiler analyses and transformations across semantic domains through generic programming concepts such as operation traits and interfaces, (3) providing a declarative system for defining operations with nested regions, and domain-specific type systems, and (4) providing a wide range of services including documentation, parsing/printing logic, location tracking, multithreaded compilation, pass management, etc.

MLIR is designed around the principles of parsimony, progressivity and traceability [34]. The code generation approach presented in this paper has largely contributed to the establishment of these principles and actively leverages them. The internal representation in MLIR is fully extensible, allowing for custom user-defined operations (instructions), attributes and types. IR components that are expected to work together are grouped into dialects, which can be seen as the intermediate representation analog of dynamic libraries. Unlike many earlier compilation flows that have multi-level yet all-or-nothing internal representation, MLIR affords and encourages the mix of different dialects in a single unit of compilation at any point in the compilation flow. For example, a high-level tensor product operation may co-exist with low-level hardware instructions on vector elements in the same function. This provides a great level of modularity, composition and optionality that makes it possible to use the right abstractions for solving a particular problem, instead of having to solve all problems in a unique representation.

2.1 Bird’s Eye View and Motivation of Structured and Retargetable Code Generation

Code generation approaches for numerical computing have traditionally focused on optimizing the performance of loop nests. Associated analyses focus on scalar elements as the body of a loop nest typically computes a single element. Such analyses must consider memory dependences and aliasing. These approaches have been deeply researched in the past [1] and have reached a high
level of maturity. They are well-suited when starting from an input language like C or Fortran where the problem is already specified in terms of loops over data residing in pre-allocated memory.

When focusing on a specific domain (e.g. the ML space), we have the luxury of programs defined at a much higher level of abstraction than loops. This opens up the opportunity to revisit classical loop optimizations like fusion, tiling or vectorization without the need for complicated analysis and heuristics. Advantages include reduced complexity and maintenance cost while also scaling naturally to extensions like sparse tensors, that are even more difficult to analyze at the loop level.

It makes it possible to avoid raising information from lower level representations by means of static analysis, where feasible, and performing optimizations at the highest possible level of abstraction. We refer to this approach as structured code generation since the compiler primarily leverages structural information readily available in the source code. Figure 1 shows a coarse-grained summary structure of the steps and levels of abstraction involved.

The starting point (Structured IR) is composed of tensor algebra operations, organized as a functional program over dense and sparse tensors.

![Fig. 1. Bird’s eye view of structured and retargetable code generation.](image)

From this level we move to a tiled structured level, which introduces loops by tiling the operations. Multiple, gradual tiling steps are possible, and do not necessarily result in loops around scalars. Instead, tiling produces loops around structured operations similar to the original ones but on smaller tensors. We also perform fusion of tensor operations at this level. The final granularity of operations is chosen to make their hardware mapping efficient. A prototypical example is to tile a matrix multiplication to model the cache hierarchy and then lower the smaller matrix multiplication directly to a superoptimized microkernel in assembly language.

In the next step, we map computations on resulting small tensors to a (retargetable) vector abstraction. This mapping exploits high-level knowledge about the operations that we have carefully preserved. In particular, it is not required to analyze the loop control flow enclosing the finer-grained tensor operations. This step might also include enabling transformations like padding for efficient cache access free of cache-line splitting and vectorization.

What makes structured code generation highly composable and reusable is that tiling and fusion transformations are both fully generic in the operations and data types they operate upon. These transformations only assume a generic, monotonic (from the point of set inclusion), structural decomposition pattern associated with computations and composite data. Both dense and sparse tensor algebra exhibit such blockwise decomposition patterns, and the code generation abstractions and infrastructure generically applies to both. This is also true of future computations and data structures following the same pattern.

Up until now, computations took place on immutable tensor values. We lower this to a representation on side-effecting buffers in the next step. This results in a representation with nested loops on vectors and side-effects. More optimizations on loops and memory accesses happen at this level.
In the final step, we may translate the representation directly to the llvm dialect of MLIR for sequential execution on CPU, or offload a GPU kernel, or split up loops into async blocks for a task parallel runtime, etc.

This flow composes with existing affine analyses and loop optimizations as implemented in MLIR, and that have been largely explored in the literature. In fact, the packing and loop peeling transformations in our flow leverage and helped generalize the MLIR affine machinery.

While this flow is but a first stake in the ground, it already demonstrates how to achieve a modular and composable system. It is also built with optionality in mind: for some operations, skipping levels or even a fully divergent flow are viable options. This is made possible by our work establishing the progressive lowering principle: every step is materialized in the IR and very little load-bearing logic is abstracted away from the user (e.g. in the form of complex C++ logic deep inside the compiler implementation of analyses and heuristics). We expect more operations and data types will be designed and implemented that do not fit the current code generation stack of abstractions. While this allows to extend the structured and progressive lowering approach to other application domains, we acknowledge that not all computations in ML or HPC will necessarily be covered by the current approach, alone. This is where composability, modularity and optionality kick in: not all problems need to be solved in the same abstraction, rather we should use the best abstraction for each different classes of problems.

2.2 Short Introduction to MLIR

The MLIR infrastructure builds on the success of LLVM IR while providing unprecedented extensibility. MLIR has an open, easily extensible set of instructions, called operations that typically represent the dynamic semantics of the program. Operations can represent anything from hardware instructions, or even hardware itself, to building blocks for machine learning models such as layers or blocks thereof. They define and use values, which represent units of immutable data in SSA form. The compile-time knowledge about values is captured in types, and the knowledge about operations is captured in attributes. Attribute and type systems are similarly open and extensible. IR objects can be logically grouped together in libraries, called dialects. The MLIR IR has a recursive structure where operations may have additional regions containing a graph of (basic) blocks, which in turn contain further operations. Figure 2 illustrates key MLIR concepts.

In addition to common components such as the compiler pass infrastructure, MLIR provides tools to manage its extensibility, many of which evolved or were specifically designed to support the code generation flow presented in this document. In particular, MLIR features attribute, operation and type interfaces similar to object-oriented programming languages allowing one to work with abstract properties rather than (fixed) lists of supported concepts. Interfaces can be implemented separately from operations, and mixed in using MLIR’s registration mechanism, thus fully separating IR concepts from transformations.
2.3 Dialects Relevant to Code Generation

The domain-specific abstractions we design and implement comprise representations for the following dialects, listed in increasing level of abstraction. Following our modularity and optionality design principles, any of these dialects can be mixed with others or simply bypassed if it does not provide a useful abstraction for a particular case.

2.3.1 vector Dialect. This dialect provides a fixed-rank \(n\)-D vector type, e.g., `vector<4x3x8xf32>`, as well as operations that form an intuitive and retargetable vector programming model that conceptually extends the traditional 1-D vector instructions to arbitrary rank. Such operations can decompose progressively into lower-rank variants of themselves. They further lower to LLVM vector instructions (e.g. `shufflevector`) when the backend heuristics are robust enough to generate near-peak assembly or bypass that level and directly target hardware-specific intrinsics (e.g. `gpu.subgroup_mma_compute_matrix` 2-D vector instructions or `amx.tile_mulf` 2-D tile instructions).

2.3.2 gpu Dialect. The gpu dialect defines the retargetable GPU programming model. It features abstractions common to SIMT platforms, such as the host/device code separation, workitem/group (thread/block) execution model, communication and synchronization primitives, etc. This dialect can be produced from the vector dialect and can itself be lowered to platform-specific dialects such as `nvvm`, `rocdl` or `spirv`. It is only listed to illustrate the overall retargetability of our approach and is not discussed further in the paper.

2.3.3 memref Dialect. The memref dialect introduces the memref data type, which is the main representation for \(n\)-D memory buffers in MLIR and the entry point to the side-effecting memory-based operations, and the operations to manage buffer allocation, aliasing (memref views) and access. Unlike traditional pointers, memrefs are multi-dimensional buffers with explicit layout that allows for decoupling the indexing scheme from the underlying storage: `memref<10x10xf32, strides: [1,10]>` affords column-major access while having row-major storage. The memref data type also provides an unsurprising ABI to interoperate with external C code, useful to interact with libraries.

2.3.4 tensor Dialect. The tensor dialect operates on an abstract \(n\)-D tensor type for which we have not yet decided on a representation in memory. During the compilation, sufficiently small tensors of static sizes may be placed directly in (vector) registers while larger or dynamically-sized tensors are put into memory storage thanks to the bufferization process. Tensor values are immutable and subject to def-use SSA semantics, operations on tensors are often free of side-effects. This allows classical compiler transformations such as peephole optimizations, constant subexpression and dead code elimination, or loop-invariant code motion to apply seamlessly to tensor operations regardless of their underlying complexity. Since tensor values are immutable, they cannot be written into. Instead, “value insertion” operations create new tensors with a value or a subset thereof replaced.\(^1\)

2.3.5 scf Dialect. The structured control flow scf dialect provides operations that represent looping and conditional constructs (e.g. regular `scf.for` and `scf.while` loops without early exit as well as an `scf.if` conditional construct) and embeds them into the SSA+regions form of MLIR. This is structured at a higher-level of abstraction than a control flow graph. Notably, scf loop operations may yield SSA values and compose well with other operations and dialects with either memory-based side-effecting semantics or SSA-based side-effect-free semantics.

2.3.6 linalg Dialect. The linalg dialect provides higher-level compute primitives that can operate on both tensor and memref containers. These primitives can decompose into versions of themselves \(^1\)This is analogous to the design of struct in LLVM IR: `%1 = insertvalue {f64, f32, i32} %0, f32 42.0, 1` defines a new value `%1` that holds the same elements as `%0` except for the element at position 1 that now holds 42.0.
operating on structured subsets of the original input data and producing similarly structured subset of their results. They also capture program invariants and structural information, such as independency of certain parts of computation or reduction patterns, that decreases the need for expensive analyses prior to transformation.

2.3.7 sparse_tensor Dialect. The sparse tensor dialect provides the types and transformations required to make sparse tensor types first-class citizens within the MLIR compiler infrastructure. The dialect bridges high-level linalg that operates on sparse tensors with lower-level operations on the actual sparse storage schemes that save memory and avoid performing redundant work.

2.4 Lower-level Dialects: Producing LLVM IR and Binaries

Fig. 3. Simple visual description of the MLIR compiler flow: (top) 1llvm dialect only, (bottom) 1llvm and x86vector dialects, the latter containing hardware-specific "intrinsic" operations.

At the end of the transformation process, MLIR produces low-level dialects common to multiple compilation paths. The 1llvm dialect closely mirrors LLVM IR and is the output we consider in this paper. The MLIR module using this dialect can be translated to LLVM IR before being handed off to the LLVM compiler to produce machine code. Figure 3(top) summarizes the tool flow.

Similarly to the rest of MLIR, this dialect can be mixed with other ones. In particular, it reuses built-in MLIR types such as integer (i32) or floating-point (f32) scalars. A detailed example of such a dialect mix is discussed in Appendix A.1.

While our flow mostly relies on the LLVM compiler to perform common middle-end and back-end optimizations, some performance-critical scenarios require stronger guarantees of specific hardware instructions being emitted. Therefore MLIR provides a handful of low-level platform-specific dialects: nvvm, rocdl, x86vector, arm_neon, arm_sve, amx, etc. These dialects partly mirror the corresponding sets of LLVM IR intrinsic functions, which themselves typically map to hardware instructions. Beyond making these instructions first-class operations and providing, these dialects also define slightly higher-level operations that make use of MLIR’s extensible type system and other capabilities. For example, the

\[
\text{arm_neon.2d.sdot} : \text{vector}\langle 4 \times 4 \times i8 \rangle, \text{vector}\langle 4 \times 4 \times i8 \rangle \rightarrow \text{vector}\langle 4 \times i32 \rangle
\]

operation is naturally expressed on a MLIR multidimensional vector type. Before converting to LLVM IR, it is first lowered to

\[
\text{arm_neon.intr.sdot} : \text{vector}\langle 16 \times i8 \rangle, \text{vector}\langle 16 \times i8 \rangle \rightarrow \text{vector}\langle 4 \times i32 \rangle
\]

that operates on flattened 1-D vectors to match LLVM’s convention. The full example is provided in Appendix A.2.
3 TRANSFORMATIONS

We follow the IR step by step as it is transformed, considering a `linalg.conv_1d_nwc_wcf` operation and its lowering to a tiled, padded and vectorized form. The input IR is shown in Figure 4 (left).

This level of abstraction operates on immutable SSA values: new tensor values are created from existing ones. Memory locations only occur as annotations at function boundary to specify how these tensors will materialize into memory, in a subsequent lowering step (more on this later).

The index notation corresponding to `linalg.conv_1d_nwc_wcf` is given by a 5-D rectangular iteration domain operating on 3-D tensors along with the expression:

\[
O[n, w, f] = I[n, w + k_w, c] K[k_w, c, f]
\]

The iteration domain is implicit in the operation description and is such that the iterators span the entire data of the operands. In this example, this is given by the inequalities

\[
0 \leq n < 0.0, \quad 0 \leq w < 0.1, \quad 0 \leq f < 0.2, \quad 0 \leq k_w < K.0, \quad 0 \leq c < K.1
\]

where \(O.d\) denotes the size of the \(d\)-th dimension of \(O\). The derivation for these quantities follows the same rules as Tensor Comprehensions [55]. In the dense case, they can be derived with successive applications of the Fourier-Motzkin elimination procedure [47].

3.1 Tiling

Tiling the operation introduces `scf.for` loops as well as subset operations (`tensor.extract_slice` and `tensor.insert_slice`) to access the tiled data Figure 4 (right). The tiled form of the operation is itself a `linalg.conv_1d_nwc_wcf` operating on the tiled subsets. The derivation of dense subsets is obtained by computing the image of the iteration domain by the indexing function for each tensor. Non-dense iteration domains and subsets require IR extensions and inspector-executor [32] code generation that are outside the scope of this paper.

Back to our example, we chose tile sizes of 1x8x32x1x8. While these sizes are static, some divisions are not integral and the boundary tiles are subject to full/partial tile classification. As a result, there is no single static tensor type that is valid for every loop iteration; the tiled tensor type `ttDyn` must be relaxed to a dynamically shaped tensor.\(^3\) The dynamic tile sizes needed to access the tile data slices are \%8, \%9 and \%11. Separate canonicalizations later kick in to further refine the types that can be determined to be partially static.

\(^2\)The operation also allows specifying static sizes and strides that we omit here for simplicity.

\(^3\)Note that our compilation flow supports full dynamism, although for illustration purposes we focus on static inputs.
The `scf.for` loops introduced by this “tiling on tensors” transformation perform iterative yields of the full tensor value that is produced at each iteration of the loop nest. The yielding form of `scf.for` combined with subset operations generalize the insertion into a structure to a more dynamic type (see Section 2.3.4). Since tensor values are immutable, new values are produced by each `tensor.insert_slice` and `scf.yield`. It is the responsibility of the bufferization process to avoid superfluous allocations and copies.

3.2 Padding Values and Packing

When tiling is applied, the content of a tile can often become more dynamic to account for boundary effects. This hampers vectorization which requires static sizes. There are multiple mitigating options:

1. Padding may trigger multi-level loop peeling (or versioning) to isolate the statically known constant part of the problem in a main loop, followed by cleanup loops for the boundaries. The cleanup loops still exhibit dynamic behavior but they can always be tiled by 1 and further reduce to a dimension of size 1 that can be vectorized in a finer-grained form.
2. An alternative is to pad the dynamic tile to a larger known static size. The value used for padding must be the neutral for the consuming operation. This introduces extra copies and more computations at the boundary but all tiles now become full.
3. A third alternative is to turn to a representation that involves explicit masking. This is work in progress and outside the scope of this paper.

![Fig. 5](image-url)  
Fig. 5. Padding a tiled operation to obtain fixed-size tensors (highlighted), pseudo-IR. Parts in italic are simplified for brevity. Constants in roman font are attributes, in italic are `arith.constant` operation results. The `nofold low` padding persists in the IR even without type change and may be later placed in a fast buffer. Trailing type annotations sometimes omitted for brevity.

When the computation does not entail enough temporal locality, peeling is almost always the better choice. As soon as some temporal locality is available, the copy required for padding can be amortized. Padding then also serves the purpose of aligning memory accesses in the padded buffer, once bufferization has occurred. This is particularly important to avoid cache line splitting, i.e., partially clobbering cache lines and inducing extraneous data transfers through the cache.
hierarchy; it is often required to reach the highest levels of performance. In other words, value padding also implies address padding.\footnote{Additional masking may in turn facilitate address padding.}

Padding is materialized by the introduction of \texttt{tensor.pad} operations, and its size is obtained by subtracting the dynamic tile size from the static tile size. All elements in the padded region are set to the constant value \texttt{cst}. This makes all operands of the tiled convolution statically shaped.

When the tile shape is already known to be static, \texttt{linalg.pad} would simply fold away. We additionally support a \texttt{nofold} attribute to force padding to occur in such cases where address alignment is essential to avoid cache line split.

Operations that exhibit temporal reuse of the data may additionally benefit from hoisting the padding operation out of the tile loops and storing the padded tiles in a higher-dimensional packed tensor. This allows both amortizing the cost of copying as well as physically laying out tiles contiguously in an intermediate buffer. This results in a smaller distance in memory between tiles that are reused within a short time-span and reduces TLB misses.

The amount of hoisting is configurable per tensor and exhibits various trade-offs between memory consumption, cost of copy and benefits to the computation primitive.

In the example of Figure 5, the input tensor padding is hoisted by 3 loops. This introduces an additional tile loop nest to precompute the padded tiles and insert them into the packed tensor of type \texttt{tensor<?x?x1x8x8xf32>} containing all padded tiles. Inside the original tile loop nest, the padding is replaced by an access to the packed tensor \texttt{tensor.extract_slice \%I}.

Similarly to the tiling case, the sizes of packed tensor are obtained by computing the image of the iteration domain by a function of the enclosing loop variables and the tensor’s indexing function.

### 3.3 Vectorization

After tiling and padding, the convolution operands are statically shaped and are in a good state for vectorization, see Figure 6 (left). In the current IR, only 2 types of operations need to be vectorized: \texttt{tensor.pad} and \texttt{linalg.conv1d_nwc_wcf}.

The vectorization of \texttt{tensor.pad} is implemented with a simple one-off pattern that reduces it to a pair of \texttt{vector.transfer_read}, \texttt{vector.transfer_write} operations. The \texttt{vector.transfer} operations are often referred to as a \textit{Swiss army knife} for bridging the gap between memory and vectors. In particular, they carry enough information to encode various multi-dimensional vector memory read and write patterns (e.g., broadcasted, permuted, masked, padded accesses). They can be easily retargeted to specifics of current and future memory subsystems and vector ISAs. With the existence of such an operation, the vectorization of \texttt{tensor.pad} is comparatively a very small and progressive lowering step.\footnote{Especially if one thinks about all the load, store, indexing and fill operations that result from such a construct.}

The vector dialect additionally provides a first-class representation for high-intensity operations. These operations are a key building block for high-performance codegen. Figure 6 (right) illustrates one such operation, \texttt{vector.contract}, in action.

The vectorization of \texttt{linalg} operations follows a recipe that introduces a \texttt{vector.transfer_read} for each operand, performs the computation in vector form and commits it back to the proper tensor or buffer via a \texttt{vector.transfer_write}. The \texttt{vector.transfer} operations are indexed following the indexing expressions of the \texttt{linalg} operation. This behavior is generic for the data movement part of all \texttt{linalg} operations.

The vectorization of the computation part is subject to variations. Under the hood, every \texttt{linalg} operation has a body region that expresses the scalar form of the computation.\footnote{The body may be printed explicitly (when expressed in \texttt{linalg.generic} form) or simply elided when expressed in ‘named’ form (such as \texttt{linalg.conv_xxx}).} The body vectorization depends on the type of indexings the parent \texttt{linalg.generic} performs:
In our running example of Figure 6 (right), the dimension corresponding to the %kw loop would be unrolled. For the purpose of this illustration we have used a tile size of 1 which does not further unroll. Note the %16 = vector.extract %15[0] : !vecK operation which is a degenerate form of unrolled slice extraction for size 1. Additional canonicalization and folding patterns occur that simplify chains of vector.transfer operations, as well as move loop-independent instructions out of loops (e.g. %8 = vector.transfer_read). Also note that the loops %9 = scf.for ... and %12 = scf.for ... both yield vector values without inserting or extracting from a tensor. This will guarantee no roundtrip to memory after bufferization.

All these transformations are implemented by following SSA def-use chains and legal by design (see Section 3.6 for a discussion of this principle).

### 3.4 Bufferization

Bufferization is the process of materializing tensor values into memory (memref). It is necessary to make tensor programs concretely executable with a source of data residing in memory. In our current compilation pipeline, it is one of the last steps.
Tensors in MLIR are immutable. An operation that produces a new tensor value (maybe from another input tensor) is conceptually an entirely new tensor. Unlike with memrefs, there is no concept of updating/writing to a tensor in-place. To achieve good performance, it is essential to:

- Allocate as little memory as possible.
- Copy as little memory as possible.

Buffers should be reused and updated in-place whenever possible or risk large performance penalty when program transformations result in unexpected allocation and copying.

---

Read-after-Write Conflicts. Allocating a new buffer for every memory write is always safe, but wastes memory and introduces unnecessary copies. On the other hand, reusing a buffer and writing to it in-place can result in invalid bufferization if the original data at the overwritten memory location must be read at a later point of time. When performing transformations, one must be careful to preserve program semantics exposed by dependencies [1]. The right-hand side of Figure 7 illustrates a potential Read-after-Write (RaW) conflict that prevents in-place bufferization. The problem of efficient bufferization is related to register coalescing, the register allocation sub-task associated with the elimination of register-to-register moves.

Destination-Passing Style. The current heuristic we are offering for bufferization is well-suited for operations that are in destination-passing style. In such operations, one of the tensor arguments is tied with the resulting tensor for in-place bufferization. Such a tensor argument is called an output tensor, see the left-hand side of Figure 7. Intuitively, output tensors are similar to C++ output parameters that are passed as non-const references and used for returning the result of a computation. Except these ties between an output tensor (argument) and the operation’s result serve as a bufferization constraint with no observable impact on the functional semantics; in particular, output tensors still appear as immutable. During bufferization, only output tensors are considered when looking for a buffer to write the result of an operation into.

The rationale derives from first principles when composing structured operations with scf.for, the natural target for lowering multidimensional tensor operations. Since scf.for yields a value as a result, its nested region must yield fully defined tensors rather than arbitrary subsets. Since nested operations typically apply to tensor subsets — often resulting from linalg tiling transformations — a pair of matching extract_slice/insert_slice operations are typically injected. These, and the associated scf.yield operation, naturally consume their tensor argument (i.e., there cannot be any subsequent uses of it), which makes them ideal candidates for in-place bufferization. A comprehensive example is shown in Figure 8.

This heuristic design appears to work well on the kind of IR we are dealing with when operating on the linalg dialect:

- We saw that tiling produces outer loops iterating on tiled subsets. Operations to manage these subsets, such as extract_slice, insert_slice, are naturally in destination-passing style.
- Padding, packing, vectorization, and other transformations also produce operations with a destination-passing style semantics, on full tensors or subsets.
- `linalg.generic` itself is designed as a destination-passing style operation. This includes `linalg.dotmul` and any other operation that reduces to `linalg.generic`.

To illustrate this rationale, consider `tensor . insert` as an example of an operation in destination-passing style. A tensor result of an operation may have one or multiple potentially aliasing OpOperands in the bufferization framework. For example, the only potentially aliasing OpOperand of `%0` in the example is `%A` (Figure 7, left-hand side), meaning that after bufferization:

- `buffer(%) = buffer(%)`
- Or: `buffer(%)` is a newly allocated buffer.

No other operands are taken into account when choosing a buffer. Operations that do not have a potentially aliasing OpOperand for their tensor results always allocate a new buffer. For example, `tensor . generate` always allocates after bufferization.

This buffering design is a heuristic: operations with no natural candidate output tensor (e.g. the sum of two tensors) allocate and copy by default. This simplifies the buffering problem, reducing it to an analysis of use-def chains. The tradeoff is that upstream compilation passes are responsible of rewriting the IR in destination-passing style. We believe a global copy elimination problem could be formalized on top of destination-passing style, offering the best of both worlds in terms of allowing passes to optimize buffering at a global scale, while still enabling a robust, in-place bufferization path for the important special case of refining structured operations.

**Analysis of Tensor SSA Use-Def Chains.** During bufferization, each operation with tensor semantics is replaced with an operation with memref semantics. Before modifying any IR, an analysis decides for each tensor OpOperand `%t` whether `buffer(%t)` (in-place bufferization) or a copy thereof (out-of-place bufferization), denoted by `copy(buffer(%t))`, should be used with the new memref operation. The
analysis simulates a future in-place bufferization of the OpOperand and checks if a RaW conflict can be found under this assumption. If not, the analysis greedily commits to this in-place bufferization decision. Furthermore, the analysis stores the fact that the OpOperand and its potentially aliasing OpResult are now known to alias, by merging their alias sets.

The search for RaW conflicts is based on a traversal of tensor SSA use-def chains. When simulating the in-place bufferization of an OpOperand \%o, the analysis looks for all uses of this SSA value (and its aliases) that bufferize to a memory read. For each read, it walks the IR back the last write of the tensor; i.e., the value that defines the contents of the tensor (skipping over operation like tensor.cast or tensor.extract_slice that do not bufferize to a memory write). This is the value that the operation is expected to read. If an interleaved “future write” of an aliasing buffer exists, then there would be a RaW conflict.

The in-place bufferization of \%o of the tensor.insert (Figure 7, right-hand side) is a RaW conflict (and would thus be an invalid bufferization) because the operation is in-between the definition of \%o and the tensor.extract operation, which is expected to read the original value of \%o and not \%w.

Extension Points. The bufferization framework is customizable and can be adapted for different use cases via two main extension mechanisms.

First, the order in which operations are analyzed is a heuristic and affects the order in which RaW conflicts are detected. There are often multiple out-of-place bufferization candidates that can prevent a RaW conflict. Only when a RaW conflict is no longer avoidable, the analysis decides to bufferize an OpOperand out-of-place. Therefore, operations (and their OpOperands) that are analyzed earlier are less likely to bufferize out-of-place. By analyzing a certain group of operations first, the analysis can be steered towards bufferizing these operations in-place and trying to avoid RaW conflicts by bufferizing other operations out-of-place.

Second, operations can refine the analysis by specifying conditions that should not be treated as RaW conflicts. For example, a tensor.insert_slice operation only affect a subset of the entire buffer. This information can be used to make better bufferization decisions around matching tensor.extract_slice/tensor.insert_slice pairs. This paves the way for more advanced analyses based on intersection and difference, as well as partial reuse, of buffer regions.

3.5 Progressive Lowering of Multidimensional Vector Operations Towards LLVM

At this time, the IR has reached a level of abstraction consisting of loops around buffers containing multi-dimensional vectors and operations on those. This is now close to the C + vectors paradigm of LLVM, with the exception that we operate on multi-dimensional vectors, whereas LLVM only has 1-D vectors.

In the simplest case, multi-dimensional vector.transfer operations lower to multiple 1-D vector.load and vector.store operations. When supported by hardware, they can also lower to n-D DMA operations. In more complex cases, transfer operations lower to a combination of broadcasts, transpositions and masked scatter/gather. In the particular case where the vector.transfer cannot be determined to be in-bounds, one must resort to an additional separation between full and partial transfer, akin to the full and partial tile separation at the tile level. This is illustrated in Figure 9 (right) in the else block around the linalg.copy(%21, %22) operation.

Our pervasive use of n-D vector types effectively shielded an “unroll-and-jammed vector form”, known to be efficient on vector hardware, from intermediate compilation phases that could interfere with later vectorization. At this point, this form is ready for progressive lowering into 1-D operations with almost 1-1 mapping to LLVM IR.
Fig. 9. The vector dialect can be lowered progressively to simpler operations on 1-D vectors. Illustrated on lowering contractions to outer products, with parts in italic simplified for brevity and repetitive parts omitted. Lower-level vector operations require constant indices and are produced by unrolling the outer dimensions.

Fig. 10. Progressive lowering of the vector dialect operations representing matrix product: (a) vector unrolling with target shape $2 \times 8 \times 2$ introduces vector slice manipulation; (b) the transfer permutation is materialized as a transpose operation; (c) 1-D transfers become plain loads with shape adaptation; (d) contractions rewrite as outer products (other options are possible), which in turn lower to (e) fused multiply-add instructions.

Let us illustrate the progressive lowering of operations on n-D vectors to lower-dimensional equivalents closer to hardware instructions. Starting from the vectorized matrix product code on the left of the Figure 10. This IR is (mostly) retargetable since it is using higher-level transfer and
contract operations that do not usually correspond to the available hardware instructions.\footnote{Even with transfer operations, vector sizes become hardware-specific and other aspects such as special ISA dimensions and the number of available registers come into play, but the representation is still easy to transform.} We first apply vector “unrolling” as in Figure 10(a). The goal of this transformation is twofold: (1) it breaks down vector operations to sizes known to be well supported by the target, e.g., mapping to AMX instructions, and (2) preemptively handling non-power of 2 sizes into power of 2 compositions, e.g., vector<12xf32> into 3 vector<4xf32> to avoid suboptimal backend code generation \cite{44}. The resulting IR is still partially retargetable as transfer and contract operations are still present and need to be lowered to a closer-to-hardware representation using one of the available schemes.

After unrolling, vector\_extract\_strided\_slice and vector\_insert\_strided\_slice extract and insert slices of a vector into a larger vector. They are conceptually the same as their tensor dialect counterparts. When unrolling operations folding patterns can lead to insert and extract operations cancelling each other if the target shapes match. Other peephole optimization patterns, applied along with the unrolling transformation, track subsets through broadcast and transpose operations, all the way to transfer operations where the may fold into memory reindexings.

Higher-level vector\_transfer\_read usually cannot be directly lowered to a load instructions and are handled progressively: first, by materializing transpositions as in Figure 10(b), then, by creating 1-D loads and broadcasts as in Figure 10(c). Transpositions can in turn be implemented elementwise, with LLVM’s shuffle instruction or using dedicated intrinsics, depending on the configuration.

Similarly, vector\_contract can be lowered to outer products, inner (dot) products or LLVM IR matrix intrinsics. In this example, it is lowered to outer products in Figure 10(d) to enable further mapping to SIMD fused multiply-add instructions in Figure 10(e). Each stage of the progressive lowering is accompanied by foldings and peephole optimizations that reduce the amount of IR to handle and enable additional transformations. As the result, the fully lowered vector IR operates on vector<8xf32>, supported for example by AVX2, and is quite compact. The resulting code for our example has several dozen operations and is provided in Appendix A.3. These operations are now ready for lowering to the LLVM dialect and further translation to LLVM IR.

3.6 Discussion

The levels of IR we introduced allow for developing an expressive set of essential transformations. These transformations are legal by design, in the sense that their legality and applicability derive from the operation’s properties and structure. We refer to this philosophy as \textit{transformations-oriented IR design}.

3.6.1 Transformation-Oriented IR Design. Traditional compiler analyses and transformations for numerical computing \cite{1} revolve around trade-offs and questions related to:

- Legality, i.e. what transformations can be applied without changing the observed program semantics? Legality conditions are often checked through static analyses. They may be performed upfront or on-demand, and their results may be updated as the IR is transformed. For example, dominance analysis produces necessary conditions for code motion: uses should remain dominated by definitions.

- Applicability, i.e. how complex is the IR matching process for finding the place where to apply a transformation? How complex does the IR become after applying the transformation? Applicability also encompasses considerations related to how much information has potentially been lost, whether the IR remains analyzable and whether subsequent transformations continue to be easily applicable.

- Profitability, i.e. what are the transformations deemed beneficial for a given metric? Profitability is often determined by heuristics or performance models. For example, polyhedral
compilers often focus on finding an objective function to minimize (universal or target-specific) \cite{[55]}, while auto-tuners may rely on a learned performance model to accelerate search \cite{[59]}. It is of central importance to control the abstractions on which the transformation legality, applicability and profitability questions relate to. The finer-grained the IR, the more general and canonical the representation, but also the more intractable the analyses and transformations. Indeed, canonicalization to some flavor of LLVM IR consisting of a Static Single Assignment (SSA) form Control Flow Graph (CFG) has proven invaluable in enabling the reuse of common infrastructure for middle-end and back-end compilers. But lowering abstractions and domain knowledge too quickly reduces the amount of structure available to derive transformations from. While manipulating loops is a net gain compared to control flow graphs for a certain class of transformations, important information is still lost (e.g. parallel and reduction multi-loop semantics, loop-level data flow and memory footprint, substitution of a full loop nest with an external implementation). It induces non-trivial phase ordering issues: loop fusion to enhance temporal locality may alter the ability to recognize an efficient BLAS-2 or BLAS-3 implementation in a numerical library. Workarounds introduce constraints on the compiler that interfere with other decisions and passes, which is a longstanding and well-known problem in the compiler community \cite{[11]}. This work seeks to alleviate the issue by designing higher-level IR components that are more conducive to transformations.

3.6.2 Top-down: Orchestrating Transformations. A higher-level IR facilitate the declarative specification of transformations: most transformations target individual operations in the IR, rather than large multi-operation constructs such as loops, making it easy to specify transformation targets. Notably, tiling, fusion and unrolling apply to high-level operations rather than loops.\footnote{Some transformations such as explicit distribution or software pipelining remain naturally attached to loops.} Loops and other constructs may be produced as a result of transformations, but they rarely need to be targeted by further high-level transformations. On the other hand, target specifications can be arbitrarily complex yet readable if expressed, e.g., using the pattern-matching infrastructure available in MLIR such as the PDL dialect. Encoding operational knowledge directly in the IR allows us to design transformations that are legal by design. The fact that our fundamental units of IR rewrites encompass more IR variety than loops, together with generic properties of data types (values or side-effects, dense or sparse, etc.) offers additional genericity and extensibility benefits, and applicability at both high level (e.g. `linalg.generic`, `vector.contract`) and low level (numerous canonicalizations on scalar and vector operations, folding to yield values across loops, etc.).

Furthermore, in presence of a meta-programming dialect suitable for IR manipulation, it becomes possible to express the transformations entirely declaratively as yet another MLIR dialect. Optimizing transformations can be then stored, analyzed and transformed, and shipped separately from the main compiler. It provides a way to specify transformations and the units of IR they manipulate and produce, while enabling local pattern rewrites almost everywhere. This is paramount to quickly deliver performance improvements when new hardware becomes available without having to update the entire compilation stack.

This declarative approach also facilitates the design of custom passes by selecting specific rewrite rules. This allows mixing transformations, canonicalizations, constant folding and other enabling rewrites in a single transformation. The result is a system where pass fusion \cite{[11]} is simple to achieve and alleviates phase ordering issues. Indeed, our structured and retargetable code generation approach is deliberate about extending the notion of passes with more flexible and controlled application of rewrite rules. The reader familiar with the program synthesis literature may think of these transformations as resembling TASO \cite{[30]}, while additionally encompassing tiling,
fusion, interchange, padding, packing, vectorization and the ability to decompose operations into smaller operations.

Specifying transformations as patterns expressed in an IR also supports search over possible transformations. A sufficiently advanced search mechanism can analyze the declaratively specified patterns for which the transformation applies and build the search space from mutually exclusive choices. Patterns can also be defined in a parametric form (e.g., tile sizes are not hardcoded in the pattern) and instantiated at transformation time. The search procedure then consists in trying different sequences of compatible transformations with different parameters, resulting in different compilation strategies.

The multi-level nature of MLIR makes it possible to build higher-level dialects to define IR transformations superimposed on the existing infrastructure and handled by progressively lowering. For example, the transformation sequence and some of the parameters can be reified into a new “strategy” operation that gets lowered into primitive transformation operations with the lowering also specified declaratively. Just as with any other dialect, IR modules using such meta-programming dialects can be created programmatically from any language. The textual or binary IR format can be used to communicate between the front-end language, in which the transformation is written, and the compiler infrastructure with loose coupling. The expressiveness of such transformations is similar to that of RISE/ELEVATE [25] but without restrictions to the specification language.

3.6.3 Bottom-Up Discussion: A Thick Blanket of High-Performance Patterns. The example discussed in Section 3.5 is just a tiny slice of the various rewrite patterns we have been developing. Applying sets of orthogonal low-level pattern rewrites results in desirable larger scale behavior. Application of these patterns is often bottom-up and are akin to assembling low-level building blocks into larger building blocks. The patterns of interest encompass canonicalization, folding and other enabling patterns, as well as vector lowering patterns from higher-dimensional vector forms to hardware specific vector forms. For example, decomposing a 2-D vector.contract into unrolled 1-D outer product microkernels for x86 CPUs supporting broadcast-load vector instructions. Individual patterns at this level have few parameterization options, often limited to a choice among a few variants (e.g. lower a higher-dimensional vector reduction by using horizontal reductions or transpositions). The application of individual patterns is often unsurprising and the performance of the resulting IR is quite predictable prior to their application. These types of patterns bear resemblance to lower-level ones in the LLVM back-end but operate on higher-level retargetable IR.

At this time we have started exploring the application of search techniques to build parametric and composable pattern sets. One direction of interest is to aggressively search for tuples of

\[(patterns, parameters, op-dag matching constraints, problem sizes)\].

that reach a high fraction of peak hardware performance, given a fixed set of LLVM compiler flags. Thanks to our hierarchical IR design, we believe any such tuple can be saved and applied, with a low degree of surprise. We expect this part of the system to make heavy use of the upcoming PDLL infrastructure [43] to succinctly encode the search results and ship it to production. Future considerations will include how such patterns should be managed, updated, curated and prioritized.

4 SINGLE THREAD CPU EXPERIMENTS

We evaluate our code generation framework on a small set of kernels of high relevance to the machine learning community. All benchmarks measure single threaded CPU performance and compare to the peak performance of the machine.
4.1 Preamble: Driving Experiments

MLIR provides a set of bindings for Python that support IR creation and manipulation at a generic level. The infrastructure described in this paper aims to facilitate multi-level metaprogramming and drove the design of these bindings.

We additionally provide a custom domain-specific language (DSL) embedded into Python, referred to as OpDSL. The purpose of OpDSL is to shift the API paradigm from constructing a compiler IR to expressing computation in a concise, human-readable and mathematically compelling form, that has shown successful with Tensor Comprehensions [55]. Figure 11 illustrates a type-polymorphic matrix multiplication in OpDSL.

```python
@linalg_structured_op
def matmul(A=TensorDef(T1, S.M, S.K), B=TensorDef(T2, S.K, S.N), C=TensorDef(T3, S.M, S.N, output=True)):
    C[D.m, D.n] += cast(T3, A[D.m, D.k]) * cast(T3, B[D.k, D.n])
```

Fig. 11. Example: type-polymorphic matrix multiplication in OpDSL

The flow leverages and extends the minimal MLIR execution engine for JIT-compilation and execution. Structured data objects processed by the flow are exposed in Python as objects compatible with the Python buffer protocol. They can therefore be converted to and from NumPy arrays, which are further convertible to framework-specific data types. More details are given in Appendix A.4.

In addition, we provide a test and benchmarking harness in Python to automate the measurement of compilation- and run-time as well as performance numbers such as GFLOP/s for computation and GB/s for memory traffic. The harness also wraps around the compilation and execution with multiple transformation strategies as described below.

4.2 Preamble: Driving Transformations

The transformations described in the previous sections are provided as configurable and callable “transformation objects” in Python. These objects can be applied to MLIR modules and perform the specified transformations on them. Under the hood, the transformation results in a custom pass pipeline, consisting of the specified transformation pass with options set up as well as a handful of properly configured enabling/cleanup passes. The pass pipeline is then run on the module.

The transformations currently available in Python are listed in Table 1. Certain transformations are applied in combination with tiling. As discussed previously, the general notion of multi-dimensional subset — applied to tensors, vectors, memrefs — is load-bearing in our approach. Transformations initially introduced on classical loops are generalized to multi-dimensional structured operations with the explicit goal of preserving structure. Transformations may not be applicable until some loops are materialized by tiling as a means of explicitly and selectively discarding some parts of the structure. In turn this improves the composition of transformations written as patterns: the matching conditions do not trigger until prerequisites are met. For example, interchange applies

---

9https://mlir.llvm.org/docs/Bindings/Python
to the loops produced by tiling around the target structured operation. Similarly, peeling only occurs on partial tiles. Peeling and padding (Section 3.2) are used as a means to ensure the main operations become fixed-shape and more easily amenable to vectorization (Section 3.3).

| Transformation       | Options                                                                 |
|----------------------|-------------------------------------------------------------------------|
| Tile                 | sizes — array of tile sizes                                            |
|                      | interchange — order of loops after tiling                              |
|                      | pad — whether to pad partial tiles                                      |
|                      | pack_paddings — non-removable padding for arrays                       |
|                      | hoist_paddings — number of loops from which to hoist padding for arrays |
|                      | peel — loops from which to peel off partial tiles                       |
|                      | scalarize_dyn_dims — whether to emit scalar code for non-vectorizable   |
|                      | (dynamic) dimensions                                                    |
| Vectorize            | vectorize_padding — whether to vectorize pad operations                 |
| PipelineOneParentLoop| parent_loop_num — which parent loop to pipeline                         |
|                      | II — Iteration Interval                                                 |
|                      | read_latency — Latency of a read operation                              |
| UnrollOneParentLoop  | parent_loop_num — which parent loop to unroll                          |
|                      | unroll_amount — by how many iterations to unroll the loop               |
| UnrollOneVectorOp    | source_shape — source shape of the vector op to unroll                  |
|                      | source_shape — target shape to unroll the vector op to                 |
| Bufferize            | none                                                                    |
| Sparsify             | none                                                                    |
| LowerVectors         | contraction_lowering — how to lower vector contractions (outer/inner   |
|                      | product, LLVM matrix intrinsics                                        |
|                      | multi_reduction_lowering — how to lower multidimensional reductions     |
|                      | (inner or outer parallel)                                               |
|                      | transpose_lowering — how to lower transpositions (elementwise, flat,    |
|                      | vector shuffle, target-specific                                        |
| LowerToLLVM          | none                                                                    |

Table 1. Transformations (and their options) that are currently available in Python. Some loop transformations apply only to loops produced by tiling and must be combined with tiling (e.g., peeling or interchange).

| Benchmark         | L1 @ 12.8KB | L2 @ 20% | L2 @ 40% | L2 @ 90% | L3 @ 40% | L3 @ 80% | DRAM |
|-------------------|-------------|----------|----------|----------|----------|----------|------|
| copy (1 read + 1 write / B) | 289.5       | 89.3     | 83.9     | 54.8     | 25.7     | 17.2     | 12.2 |
| extrapolated      | 434.25      | 134      | 125.8    | 82.2     | 38.5     | 25.8     | 18.3 |

Table 2. Measured and extrapolated single core copy performance in GB/s.

The transformations listed in Table 1 latch on a structured unit of the IR, with additional information and constraints. E.g. for the UnrollOneVectorOp case, the structured unit is `vector.contract`, with additional constraints on its current shape, and providing the target shape after transformation. Note that this direct control of multi-dimensional structured operations is not available in IRs that treat loops as the unit handle for transformations [9, 41, 55].

To complete the environment to control and run transformation and code generation experiments, we provide a computation chaining API to define transformation sequences, see Figure 12.
4.3 Experimental Setup

Experiments are run on an Intel Xeon Gold 6154 CPU @ 3.00GHz. This is a processor with dual-issue AVX512 fma instructions and 32KB of L1D, 32KB of L1I, 1MB L2 cache per core and a unified 25MB L3 shared by 18 cores. Single-threaded single precision computations peak at 192GFLOP/s (2 fma operations per cycle, 2 operations (mul + add) each on 16 f32). The theoretical L1 bandwidth of a single core is 384GB/s (assuming 1 load and 1 store instruction per cycle, each one of 64B).

Measurements are nearly bare-metal, in privileged mode, following scientific computing [27] and LLVM benchmarking recommendations [16]. In particular, we disable turbo boost, address space randomization and the SMT pair of the core we run on. We also run in a specific shielded cpuset consisting of a single core and migrate all processes away from the core we execute on.

We further measure a peak memory bandwidths given in Figure 2 with a simple contiguous copy benchmark. We report the highest measured L1 throughput in GB/s which we find by fine-tuning, this maximum occurs for 12.8KB read buffer size (i.e. 25.6KB total buffer sizes, or approximately 80% of L1 capacity). Allocations occur at 64B boundary to guarantee the absence of cache line splitting given the sizes and transformations considered for this peak bandwidth analysis. Since the hardware can issue 2 loads and 1 store per cycle, we also extrapolate the ideal scaling of the measured bandwidth to the actual load/store mix of a given scenario (i.e. by mechanically scaling the peak bandwidth by up to 50% over the one measured with the copy benchmark). Depending on the benchmark, the roofline [57] is either the measured copy bandwidth (e.g. for transpose or reduction) or the extrapolated bandwidth (e.g. for depthwise convolution that perform multiple reads for 1 write).

In the following, all experiments consist of single threaded execution times measured on our benchmark system. We perform 100 measurements and plot the median. Black error bars show the 25% and 75% quantiles to quantify the measurement variance. We report steady-state performance after dropping warm-up iterations due to compulsory cache misses and other overheads.¹⁰ Such overheads are relevant in larger-scale experiments in which fusion would be required to keep the L1 hot. We compare the benchmark results to reference implementations to guarantee correctness.

4.4 Benchmarks

We evaluate the effectiveness of the strategies developed within our infrastructure on a range of kernels that dominate the execution time of machine learning workloads. All kernels execute a single tensor algebraic operation. Our results highlight the raw operator performance, independently of fusion and layout optimization opportunities across multiple operations.

We distinguish between memory-bound and compute-bound kernels. The memory-bound kernels move and reorder data to match the access patterns of the more compute intense operations. We benchmark the following memory-bound kernels:

- Copy performance is an essential performance metric. The Copy2D benchmark operates on 2-D tensors that store contiguous data. This setup allows us more flexibility in targeting tiling, vectorization and unrolling than a flat 1-D buffer but is otherwise equivalent.

- Transposition is a ubiquitous operation that comes in different shapes and sizes. The Transpose2D benchmark implements a 2-D transpose. It is the common denominator of higher dimensional transpose operations since a \( n > 2 \)-D transpose can be rewritten as iterated 2-D transposes at various locations within the tensor. For instance a 4-D \( i, j, k, l \rightarrow k, j, l, i \) transposition can be rewritten as \( j \times k \) transposes of \( (i, \ldots, l \rightarrow \ldots, l, i) \). This is always possible while keeping the fastest varying dimensions contiguous for both input and output tensors.

¹⁰Note that with AVX-512, due to throttling issues, significant warmup may be required.
• Reductions are data aggregation operations and an important algorithmic motif. Here we focus on the bandwidth-bound reductions associated with matrix-vector products or similar operations occurring in data analytics and neural networks. The ColRed2D and RowRed2D benchmarks reduce the rows or columns of a 2-D tensor to a 1-D tensor, respectively.

Compute-bound kernels have significant reuse and exhibit much higher computational than memory bandwidth needs. Their execution time is thus limited by the compute throughput rather than the memory bandwidth. We benchmark the following compute-bound kernels:

• Matrix multiplication is ubiquitous in numerical computing. The Matmul benchmark implements plain matrix multiplication.
• Convolutions (1-D and 2 – D with strided and dilated variants) dominate the execution time of many machine learning models. In this paper we focus on the so-called NHWC format but other formats are trivial to generate with our OpDSL approach.

Lastly, we discuss the performance of depthwise convolutions for sizes relevant to the popular MobileNet [46] model. DepthwiseConv2D is a NHWC format kernel whose compute to communication ratio presents challenging and interesting problems.

For each benchmark, we manually derive up to 5 expert compiler strategies using the transformations of Table 1. In each case, we run a few manual experiments to devise good register tile sizes such that the performance of L1-resident kernels is high. We then fix the tile sizes and select the best performing strategy among the 5 in each case. This is akin to a fixed expert-driven heuristic.

Systematic autotuning and search space exploration is an area of active investigation that is expected to bring significant improvements. We discuss preliminary results with autotuning in Section 4.9.

4.5 Performance of Memory-Bandwidth-Bound Kernels

A bandwidth-bound kernel may be limited by different levels of the memory hierarchy, depending on problem size and access pattern. We run the bandwidth-bound kernels on different problem sizes and analyze their performance for all three cache hierarchy levels. In the particular case of the copy benchmark, we run a small search over different 2-D vector sizes, load/store interleaving, and loop unrolling specific for every problem size. The measured bandwidth then becomes our L1 bandwidth measuring stick.

4.5.1 L1 Bandwidths. Figure 13 shows the achieved memory bandwidth for all bandwidth-bound kernels on problem sizes fitting L1 cache. We observe the highest bandwidths for the Copy2D kernel that performs exactly 1 vector load and 1 vector store per 64B of data. This kernel does not perform any computation nor rearranges data. Despite executing in a tight loop with data resident in L1 cache, the benchmarks show that offsetting latency requires a sufficiently large problem size. We start seeing L1 bandwidth performance in the 200 GB/s zone only at around 4KB of read data (8KB total, i.e. 25% L1 capacity). A 200GB/s L1 bandwidth is sustained only in the 8KB–14KB range of read data (16KB–28KB total, i.e. 50–87% L1 capacity). We observe the maximal bandwidth of 289 GB/s at roughly 75% L1 cache utilization. Larger problem sizes achieve lower bandwidths, presumably, due to conflict misses. Lastly, variance starts increasing greatly around 80% of L1 capacity.

Transpose2D rearranges the data while moving. This results in significantly more complex instruction sequences than a Copy2D’s simple 1 load 1 store pattern. We achieve bandwidths of 30–60% of Copy2D and up to 109 GB/s L1 bandwidth for the most favorable size. We discuss the characteristics of this kernel more deeply in Section 4.5.4 as well as opportunities for improvement.

ColRed2D and RowRed2D read more data (a full 2-D tensor) than they write (a 1-D tensor). This is beneficial on our test system that can perform 2 reads and 1 write per cycle (see Table 2). At the
same, time they perform computations. In particular RowRed2D performs an expensive horizontal reduction along the vectorization dimension. While ColRed2D achieves high bandwidths of up to 212 GB/s, we observe only up to 99 GB/s for RowRed2D. The lower performance is particularly pronounced for problem sizes with a short reduction dimension. This is due to the mapping of horizontal reduction on Intel processors and the notorious cost of crossing \texttt{ymm} and \texttt{xmm} boundaries. The resulting performance is not better than combining Transpose2D and ColRed2D. Finer tuning and better AVX-512 patterns are expected to improve the situation in the future.

Overall, rearranging data or performing computation during data movement immediately reduces the achieved L1 cache bandwidth.

### 4.5.2 L2 Bandwidths

Figure 14 shows the achieved memory bandwidths for problem sizes fitting L2 cache. ColRed2D and RowRed2D achieve the highest bandwidths due to their favorable read-to-write ratio. We observe bandwidths of up to 125 GB/s. RowRed2D achieves similarly high bandwidth but also falls behind for problem sizes with small vector dimension, due to the slow reduction of the last vector in the row. The difference between Copy2D and Transpose2D is less pronounced since the cost for rearranging the data partly overlap with the slower data movement.

### 4.5.3 L3 Bandwidths

Figure 15 shows the achieved memory bandwidths for problem sizes fitting L3 cache. All benchmarks except for Transpose2D peak at an achieved memory bandwidth of 26 GB/s. We attribute this performance difference to the L3 cache latency of that cannot be hidden for the transpose access patterns.

### 4.5.4 Transpose Discussion

In this section, we dive deeper into the specific performance of the transpose patterns we generate and discuss opportunities for improvements.
First, to get to the best transposed version, the Intel Reference Optimization Manual [12] recommends using the _mm256_blend_ps instruction (example 15.19). The vector dialect provides a dedicated vector.transpose operation as well as multiple lowering strategies when going to LLVM. Since we emit LLVMIR, we do not have direct control over register allocation and instruction selection. To offset this lack of control, hardware-specific vector dialects (e.g. the x86vector dialect) provide access to intrinsics to match clang intrinsics such as _mm256_blend_ps. Unfortunately, some of these clang intrinsics (including _mm256_blend_ps) are not backed by a real intrinsic implementation and do not provide direct access to the corresponding ISA. Instead, they lower immediately to generic LLVM shufflevector instructions! LLVM then relies on peephole optimization and especially SelectionDAG; but these contain “very little arch-specific shuffle combines” [53]. In such a case, we were not able to compile to the desired _mm256_blend_ps operation. Instead, we had to originally settle to a pure shuffle-based implementation.

To circumvent this issue, we also provide an InlineAsmOp and specific asm-based intrinsics that encode the intended instructions (e.g. an mm256BlendPsAsm lowering helper that is guaranteed to emit the _mm256_blend_ps instruction where we intend it to) [12]. This provides a nice 30–40\% performance boost on small transpose sizes over the version generated by LLVM for an 8x8 transpose implemented only with intrinsics that lower to shufflevector.

---

Note that such a pure shuffle-based implementation is similar to the one used in the Eigen [22] library (more specifically, the ptranspose(PacketBlock<Packet8f,8>& kernel) routine).

We provide such specialized avx2 lowerings under the transpose_lowering=avx2 for vector transpose of size 8x8.
The Intel Reference Optimization Manual [12] further recommends using specific permutation instructions from memory to further reduce shuffle issue port pressure. These are not yet available as first-class citizens in our lowering but LLVM’s peephole optimization was able to recover the pattern in the very specific case of a 4x8 tiling of the transpose. While this does not make use of avx512 instructions and is thus potentially 2x slower than we could hope for, the LLVM 4x8 version performs best, by far. We summarize our findings in Table 3.

| Size      | Tile8x8Shuffle | Tile16x16Shuffle | Tile8x8AVX2 | Tile4x8Shuffle |
|-----------|----------------|-----------------|------------|---------------|
| 16x16     | 24.1           | 22.5            | 41.8       | 55.3          |
| 32x32     | 29             | 27              | 64         | 95            |

Table 3. Median (p50) measured performance of a vector.transpose lowering strategies (GB/s). The "natural" 16x16 native AVX512 lowering with shufflevector performs significantly worse than a custom 8x8 AVX2 lowering mixing vblendps and shufflevector. The less obvious 4x8 tiling and shufflevector performs significantly better despite using xmm loads.

Based on this understanding, we conducted additional experiments using UnrollOneVectorOp to try and keep a 16x16 vector.transpose shape while forcing xmm and ymm loads. This experiments resulted in a performance degradation, likely due to the shufflevector that we do not yet canonicalize. More work will be needed to get to the bottom of this.

The performance has room for future improvements as we devise a better-suited AVX512 version and more finely tune tile sizes and codegen strategies. We expect a better AVX512 solution will
likely involve insight from prior work on Knight’s Landing [51]. For now, the measured efficiency is between 30% and 55% for a fully isolated 2-D transpose operation. This has to be put in additional context. The copy kernels we studied in the previous section perform exactly 1 64B load and 1 64B store for each operation. The transpose kernels are significantly more complex. They involve 16B and 32B loads but still reach a comparatively high performance, given the small loads and additional shuffle instructions.

Lastly, an additional argument to consider is that transpositions are by themselves rarely isolated in a vacuum. Instead, they often compose with other operations (e.g. matmul), in which case their cost is often amortized.

### 4.6 Performance of Compute-Bound Kernels

Let us now review the performance of matrix multiplication and convolutions.

#### 4.6.1 Matrix Multiplication.

Attaining a high matrix multiplication throughput is essential in numerical computations. We measure the performance for plain matrix multiplication and transposed variants:

\[
C[m, n] = A[m, k]B[k, n] \quad (AB)
\]
\[
C[m, n] = A[k, m]B[k, n] \quad (A^T B)
\]
\[
C[m, n] = A[m, k]B[n, k] \quad (AB^T)
\]

![Fig. 16. Matrix multiplication compute throughput for different storage layouts and problem sizes (best of 5 fixed strategies). The theoretical peak is 192GFLOP/s, fine performance tuning is left for future work.](image)

Figure 16 illustrates the performance of matrix multiplication for various sizes. We reach a 92% efficiency in the AB kernel case, which demonstrates that our codegen approach emits close to peak arithmetic intensity kernels. It is worth noting that in the low-latency regime cases,
layout has a significant impact on performance. In particular, the $AB^T$ has a significantly lower performance due to the layout of reduction dimension along the fastest varying memory dimension (i.e. $C[m, n] = A[m, k]B[n, k]$). This is a similar horizontal reduction issue as for RowReduction2D. At low-latency sizes, the cost of a transpose is prohibitive and performance suffers. As we reach larger sizes, the transpose becomes beneficial and no more performance difference is observable.

Larger sizes use a fixed tiling of 288x128x512 but are not specifically tuned. Additionally, we do not yet emit prefetch instructions or try to pipeline data movements with computation. These transformations along with deeper tuning is left for future work. For a preview discussion of achievable performance combining autotuning with our infrastructure, see Section 4.9.

4.6.2 Convolution. Convolution folds an input tensor with a multi-dimensional kernel following a sliding window pattern. We specify a convolution operator in terms of its input image and kernel dimensions following standard practice in the ML literature:

- $H$: height of the image,
- $W$: width of the image,
- $N$: batch number of the image (input and output only),
- $C$: input channels of the image,
- $F$: output filters of the image (kernel only),

Additional parameters are the kernel widths $K_h$ and $K_w$, the strides $S_w$ and $S_h$, and the dilations $D_w$ and $D_h$. We measure the performance for 1-D and 2-D convolution in NHWC format:

$$O[n, w, f] = I[n, w \times S_w + k_w \times D_w, c] \cdot K[k_w, c, f] \quad (1-D)$$
$$O[n, h, w, f] = I[n, h \times S_h + k_h \times D_h, w \times S_w + k_w \times D_w, c] \cdot K[k_h, k_w, c, f] \quad (2-D)$$

where the stride ($S_h$ and $S_w$) and the dilations ($D_h$ and $D_w$) parameters control the input image access pattern.

Figure 17 shows the compute throughput for the 1-D (left) and the 2-D (right) convolution after tiling once. All problem sizes not shown in the plot are constant ($(N, C, F, K_w) = (1, 32, 64, 3)$ for the 1-D case and $(N, C, F, K_w) = (1, 32, 64, 3, 3)$ for the 2-D case). The reader familiar with the literature may remark that we are providing performance results for the more difficult batch size 1 configuration. The particularity of the problem is that it contains one fewer dimension of parallelism.

We measure high performance for both the 1-D and the 2-D convolution when the stride is 1, with a peak at around 96% of theoretical hardware peak. We observe a slowdown for non-unit strides. The slowdown is more pronounced in the 1-D case where the data size is quite small and the computation do not make up for the loss in access pattern efficiency. The inefficiencies start to dissipate above input size 40 and almost disappear in the 2-D case. Note that sizes 20 and 55 are not perfect multiples of the good vector sizes and require multi-dimensional loop peeling, resulting in lower performance (padding is not beneficial at such small sizes)$^{13}$.

Since this is a heavily compute-bound kernel with multiple parameters, we only focus on the performance of the vectorized kernel for small sizes resident in L1. Thanks to our modular and composable approach, larger sizes can be built from smaller sizes, following previously discussed padding, packing and peeling strategies (see Section 3.2). In particular, the compiler implements a single 1-D vectorization strategy that exhibits enough arithmetic intensity and is reused in the 2-D case. To achieve this, the 2-D strategy simply tiles the $H$ and $K_h$ dimensions by 1 then folds and canonicalizes it further. The 2-D case reduces to the 1-D case where high-intensity vectorization patterns apply.

$^{13}$Specific size tuning to avoid peeling along some dimensions is expected to further improve the performance in such cases.
Problem Size [W]

| Problem Size | 0  | 25 | 50 | 75 | 100 | 125 | 150 | 175 | 200 |
|--------------|----|----|----|----|-----|-----|-----|-----|-----|
| Throughput [Gflop/s] | 178.1 | 180.2 | 149.6 | 176.1 | 175.9 | 153.1 | 176.9 | 177.8 | 180.7 |

Fig. 17. L1-resident 1-D convolution for different strides, dilations, and problem sizes ((N, C, F, K_w) fixed to (1, 32, 64, 3)). Theoretical peak is 192GFLOP/s, fine tuning of performance is left for future work.

### 4.7 Depthwise Convolution

Depthwise convolution is a compute-efficient twist on convolution mainly oriented at mobile inference. 1-D and 2-D depthwise convolution in NHWC format are expressed as:

\[
O[n, w, c] = I[n, w \times S_w + k_w \times D_w, c] \cdot K[k_w, c] \quad (1-D)
\]

\[
O[n, h, w, c] = I[n, h \times S_h + k_h \times D_h, w \times S_w + k_w \times D_w, c] \cdot K[k_h, k_w, c] \quad (2-D)
\]

where the strides (S_h and S_w) and the dilations (D_h and D_w) control the input image access pattern. Compared to classical convolutions, the volume of the computation kernel is reduced by 1 dimension (typically a 16x to 512x reduction in both compute and data volume). The computation is also altered to only reduce across the window dimension(s) (and not along the channel dimension). The depthwise convolution kernel has a low arithmetic intensity \( \frac{K_w \text{sized}(\text{element_type})}{\text{FLOP/s}} \) per byte in the 1-D case and \( \frac{K_h K_w}{\text{sized}(\text{element_type})} \) FLOP/s per byte in the 2-D case. As a result, depthwise convolution is memory bandwidth-bound on modern server processors.

Since the kernel is memory-bound, it is important to measure the volume of data properly. In the following experiments, we evaluate the total data volume as follows (K_h and H are 1 in the 1-D case):

\[
\text{Total}_{\text{size}} = \text{Out}_{\text{size}} + \text{Ker}_{\text{size}} + \frac{\text{In}_{\text{size}}}{\prod \gcd(\text{stride}_i, \text{dilation}_i)} + K_h \cdot K_w \cdot C
\]

The conservative reasoning follows:

1. Every element of the convolution kernel is read.
2. Every element of the output is written but is not considered read; the data is simply overwritten.
(3) Only a subset of the input is read, depending on the values of the stride and dilations quantities. This is captured by a scaling adjustment factor.

The scaling adjustment factor is obtained by the intersection of the stride lattice and the dilation lattice, within the limits of the input boundary. The gcd is a good approximation when the size of the kernel is greater than the stride. This guarantees we only compute the input points that participate in the derivation of at least 1 output element. This is a conservative measure: any element that is unused but falls in a common cache line with a used element is not counted; still the data will be moved by the hardware.

Figures 19 and 20 show the memory bandwidth for the 1-D and 2-D depthwise convolution. All problem sizes not shown in the plot are constant \((N, C, K_w) = (1, 32, 3)\) for the 1-D case and \((N, C, K_h, K_w) = (1, 32, 3, 3)\) for the 2-D case). In the 1-D case, we measure 45 \(-\) 75% L1 bandwidth for the smaller problem sizes compared to Copy2D. As size increases, we see performance close to the L2 and L3 bandwidth of Copy2D, which signals strong data reuse. For the 2-D case, we limit the exploration to sizes related to MobileNet layers with batch size 1. We again see performance within 10 \(-\) 20% of the peak L3 bandwidth for comparable sizes, suggesting good data reuse.

Lastly, note that our approach scales easily to other kernel sizes, strides and dilations than the traditional 1 or 2 values that are often the only supported by library implementations (and often not in all combinations).

### 4.8 A Brief Evaluation of Sparse Code Generation

We end this experimental evaluation with an example of sparse tensor code generation. As stated earlier, the `sparse_tensor` dialect introduces the concept of sparse compilation into MLIR. The dialect makes sparse tensor types first class citizens by bridging high-level operations on these
sparse tensors types with lower-level operations on the actual sparse storage schemes. To this end, the sparse tensor dialect introduces a tensor encoding attribute that allows specifying the formats of the Tensor Algebra Compiler (TACO) [32].

Figure 21 illustrates how to use the well-known Doubly Compressed Sparse Column (DCSC) storage format for sparse matrices in a matrix multiplication. A sparse tensor is specified by simply placing the encoding attribute inside the tensor type. This way of defining sparse tensor formats is quite powerful. For a single $d$-dimensional tensor, the dimension level formats and ordering alone give rise to $2^d \cdot d !$ different formats. This allows annotating a sparse kernel in such a way that eventually results in the generation of effective sparse code. Even the output tensor could be made sparse to save memory when storing the result.

A set of sparse_tensor dialect rewrite rules take care of lowering the kernel to sparse storage schemes and imperative constructs that only store and iterate over the nonzero elements to perform the matrix multiplication. Such an approach to automatic sparse code generation was first proposed in [5, 6] in the context of sparse linear algebra, and later generalized to sparse tensor algebra in [32]. Even though the details of these rewrite rules are outside the scope of this paper, they follow a similar high-level modular and composable philosophy as discussed in Section 3, with variations in the transformations due to the use of sparse index sets and slightly more complicated bufferization due to the compound nature of sparse storage schemes. The rewrite rules similarly interoperate with linalg, tensor, memref, scf, and vector abstractions, thereby progressive lowering a sparsity agnostic definition of a kernel into a form that fully exploits the sparsity of tensors as well as all performance features of the target architecture.

Consider, for example, a matrix times vector computation $x = Ab$ for a general sparse matrix $A$ (Figure 22). When $A$ is in Compressed Sparse Row (CSR) format, nested scf loops are used to iterate...
Fig. 20. 2-D depthwise convolution for different strides, dilations, and problem sizes. Measured copy peak
54.8GB/s (L2 @90%), 25.7GB/s (L3 @40%). The 7x7x1024 problem takes 16x16x1024xf32=1.05M (input and
output tensors). This slightly exceeds L2. Other sizes are deep in L3 territory and require parallelism to
increase bandwidth (outside the scope of this paper).

over the outer dense dimension, and, by means of an indirection, just the nonzero elements of the
compressed inner dimension.

Table 4. Sparse kernel runtimes (in ms) on an Intel Xeon W2135 3.7GHz.

| Size             | TACO random | MLIR random | TACO column | MLIR column |
|------------------|-------------|-------------|-------------|-------------|
| 16,384 x 16,384  | 3.32        | 2.93        | 1.96        | 1.58        |
| 32,768 x 32,768  | 12.71       | 12.59       | 8.12        | 6.90        |
| 65,536 x 65,536  | 51.49       | 50.48       | 32.21       | 30.48       |

Now suppose that the sparse matrix $A$ is actually a structured sparse matrix, where most columns
are empty, but when nonzero, the columns are dense, i.e. mostly filled. In that case, CDC makes more
sense, favoring column-wise access over the default row-wise storage, and using compression for
the outermost dimension (now columns) only. Specializing for this format for a sparse $8192 \times 8192$
matrix and a vector length of 16, the sparse rewriting rules compose well with vectorization to
eventually yield sparse vector code that skips over empty columns, but performs the innermost
dense update using vectors. After more progressive lowering within MLIR, eventually an LLVM IR
representation is handed off to the backend compiler which, when targeting AVX512, generates an
innermost loop that performs the vector updates in full SIMD.

Table 4 shows the runtime (in ms) on an Intel Xeon W2135 3.7GHz, comparing sparse computations
generated by both TACO and MLIR, evaluated on sparse matrices with a random uniform
We chose to focus this related work survey on the compilers that influenced the design of structured and retargetable code generation. Readers interested in general IR design may refer to [34].
5.1 Lessons from ONNX

ONNX (https://onnx.ai) is an open format for the interoperability of ML models and workloads. As such, it is predominantly driven by the expressiveness requirements of ML, and less by the considerations of IR design for high-performance code generation.

Similarly to ONNX, we define "semantically charged", "named" operations matching the needs of popular ML models. But we do not stop here: we also consider transformations on these operations as a key part of the design, and we define supporting IR abstractions favoring transformations over expressiveness where necessary. We also minimize the range of "named" operations by making them simple declarative configurations of a small set of generic operations. Compared to a typical numerical library interface (the de facto standard until now), this greatly reduces maintenance burden and increases portability. Finally, we provide multiple levels of composable abstractions, with operations on tensors, vectors, memrefs and transformations thereof, not limiting ourselves to a framework interoperability interface.

5.2 Lessons from XLA

XLA [50] is one of the first post-Theano ML compilers, introduced as a domain-specific optimizing compiler for TensorFlow. It shines on Google’s Cloud TPU hardware. XLA followed a pragmatic design process where the compiler is given perfect knowledge of the semantics of each operation. The set of operations known to the XLA system is called HLOs. XLA code generation consists of composing C++ functions known as emitters. This approach has two major benefits: (1) transformations are correct by construction (2) strong performance on specialized hardware such as TPUs.

On the other hand, due to its approach relying on C++ function composition, extending XLA can involve significant amounts of code duplication. XLA also involves its own set of intermediate representations, optimization passes, domain-specific abstractions, resulting in the replication of similar features in contemporary frameworks.

XLA inspired how operations "know their semantics" and "how to transform and lower themselves". Yet the encoding of this information and its use in transformations differ:

(1) Individual HLOs have parameterized yet special-purpose semantics, operating on a single level of abstraction (tensors), while lower level data representations come with their own set of operations. As a consequence, HLOs have evolved into a large set of operations whose semantics intersect. This echoes the operation proliferation problem also exhibited by ONNX.

(2) Over-reliance on perfect op knowledge leads to situations where transformations and ops end up needing to know about each other’s semantics (e.g. during fusion). Since the transformations themselves are not simple local rewrite patterns code complexity grows quickly.

(3) XLA lacks a serializable IR that can be inspected, unit-tested and composed with independent compiler flows. This monolithic design impacts portability. For instance, the TPU and GPU compilers do not share much code.

5.3 Lessons from Halide, TVM and related languages

Halide [41] is a DSL embedded in C++ that provides a way of metaprogramming an algorithmic specification in HalideIR, applying transformations declaratively. This allows expert users to transform and optimize a high level program in tailored ways. Halide, initially targeted the graphics community but is now more generally applicable. TVM [9] is an evolution of Halide into the machine learning and deep-neural network space, based on HalideIR.

Halide schedules borrow from the decoupling principle of the URUK [19] and CHiLL [31] polyhedral transformation frameworks. To a large extent, schedules are declarative, unlike LIFT, URUK and CHiLL. It is more restricted than polyhedral schedules, capturing rectangular shapes
and limited forms of fusion and fine-grain scheduling. This avoids many of the complexities of polyhedral scheduling and code generation, yet Halide schedules remain powerful enough for its application domain, and explores a large swath of possible transformations. Halide shines at making a loop nest optimization methodology accessible to $\Omega(10 - 100)$ users, at a time when polyhedral tools are still only accessible to $\Omega(1 - 10)$ users. It makes heavy usage of canonicalization rules\(^{14}\) that are also very prevalent in LLVM and MLIR.

While these features are shared with structured and retargetable codegen, Halide diverges from our approach in a number of ways. Counter-current to our lowering rather than raising principle, Halide’s front-end uses explicit indexing and arithmetic on scalar values, which makes it difficult to target BLAS/DNN libraries, including hardware instructions such as GPU tensor cores. TVM provides a tensorize transformation for that purpose, but it remains ad-hoc to use or rely on pattern matching and raising abstractions from lower level indexing and iteration. Along the same lines, reductions and scans are expressed using serial iteration, again requiring pattern matching before they can be transformed into more efficient, target-specific parallel versions (recursion tree, atomic operations, etc.). Finally, Halide only operates on its own IR and abstractions, while we provide a composable set of abstractions, and genericity over a range of data representations.

Fireiron\(^{23}\), recent work in the Halide family of languages, shares with our work the focus on decomposing an operation — originally restricted to matrix multiplication — into smaller kernels. It also enables the substitution of any such resulting kernel with a manually written microkernel implementation or hardware instructions of arbitrary granularity. In addition, Fireiron provides a bottom-up approach to performance modeling and extends Halide schedules with explicit data transfers; both developments will be influential in the future evolutions of our approach.

5.4 Lessons from LIFT and Combinator Languages with Rewriting Rules

LIFT\(^{49}\) is a system to write and optimized computational kernels based on functional abstractions. Transformations are represented by means of local rewrites to the IR, including the insertion of combinators such as map, reduce, zip... as well as decorating these with distribution, parallelization, vectorization and storage mapping information.

Similarly to LIFT, we make heavy use of local rewrite rules through the MLIR PatternRewrite infrastructure. There are important differences however:

1. Our transformations are co-designed with the IR in a structural decomposition approach, while LIFT rewrites generic nested combinators.
2. The unit of transformation and tuning is a generic \(n\)-D operation. Compared to LIFT, we believe this makes the optimization space more structured and tractable for search algorithms, and this will be the subject of another study.
3. We make operations generic over the representation of tensor values. This includes vector-level primitives and side-effecting operations.
4. Lowering to nested loops over vectors and `memrefs` is more versatile than decorating combinators on tensor values, while ensuring transformation correctness (including lowering steps) by design of the structural decomposition approach.

LIFT is expected to further influence our design in the future, leveraging experience with LIFT abstractions for sparse and position-dependent arrays.

Related work on performance portability include the Multi-Dimensional Homomorphisms (MDH) approach\(^{42}\). Emphasizing the algebraic nature of parallelization and distribution rules over tensor operations, MDH leverages a specialized code generator and facilitates autotuning.

\(^{14}\)https://sunfishcode.github.io/blog/2018/10/22/Canonicalization.html.
Elevate [24] addresses some of the expressiveness shortcomings of LIFT while establishing solid foundations for decoupled schedules. The proposed formalization applies to schedules driving the application of rewrite rules, which is different from Halide’s code-generation-centered API.

In the same family of languages, Glenside [48] introduces “access patterns” as representation unifying pure tensor operations and storage mapping considerations such as layouts and hardware-centered memory management. Access patterns are amenable to automatic synthesis and lowering to coarse-grained hardware instructions.

5.5 Lessons from Tensor Comprehensions
Tensor Comprehensions [55] is a high-level language to express tensor computations with a syntax generalizing the Einstein notation, coupled to an end-to-end compilation flow capable of lowering to efficient GPU code. It was integrated with 2 ML frameworks: Caffe2 (the successor to the popular Caffe [29] framework), as well as PyTorch [39].

The compilation flow combines Halide with a Polyhedral Compiler derived from isl [56] and uses both HalideIR and the isl schedule-tree IR. The compiler provides a collection of polyhedral compilation algorithms to perform fusion and favor multi-level parallelism and promotion to deeper levels of the memory hierarchy. Tensor Comprehensions showed that, building on an affine framework expressive enough to cover the main compositions of tiling, fusion and parallelization transformations required to reach competitive performance, it is sufficient to expose a few knobs over predefined affine scheduling strategies to provide strong performance—in the bandwidth and latency bound regimes. In particular, a simple genetic search combined with an autotuning framework and affine scheduling strategies reached high performance on sub-graphs or even full models in the non-compute bound regime.

However, Tensor Comprehensions lacks the IR to reason about lower level rewrites, related to vectorization, register reuse, unrolling, necessary to perform well in the compute-bound regime. In particular, it lacks an SSA representation combining higher level abstractions with vector and register-level ones. It also relies on parameterized affine scheduling strategies, relying on integer linear programming, which remain difficult to steer towards peak performance [54, 60]. Most of these issues are naturally addressed in our MLIR code generation flow, including vector abstractions and the ability to implement a wide variety of transformation and lowering strategies.

5.6 Lessons from Polyhedral compilers
The polyhedral model has been on the cutting edge of loop nest optimization for decades, with several incarnations in production compilers such as GRAPHITE [52] for GCC and Polly [20] for LLVM. Although it has proven capable of competing with the best libraries and domain-specific frameworks, in incarnations like PolyMage [36] and Tensor Comprehensions [55], it has never been fully adopted into mainstream optimization flows. Some reasons include:

1. The IR gets more complex than affine schedules, when representing multiple levels of tiling and parallelism, data transfers, unrolling, etc., and requires complex abstractions such as isl schedule trees [56].
2. Scheduling and code generation from general affine representations rely on exponential algorithms [4, 7, 17, 18, 21, 35, 56].
3. Affine representations are not composable with the SSA form, upon which most optimizing compilers are built today; this induces pass ordering conflicts with induction variable canonicalization, loop-invariant code motion, vectorization, etc. [33].
4. Expressiveness limitations remain in polyhedral compilers, despite progresses towards inter-procedural analysis, dynamic control flow, irregular indexing [2, 28, 58].
The affine dialect in MLIR addresses these long-standing issues. In particular, it maintains the IR in the same form — loops with additional constraints on how the bounds are expressed — throughout the compilation flow. It also embeds the polyhedral representation into the SSA form through attributes and regions, facilitating the combination of polyhedral and SSA-based transformations. Yet some of the above-mentioned issues remain, including the algorithmic and software engineering challenges of building and tuning competitive optimization strategies by means of affine transformations. Structured operations avoid these problems by operating on a higher level of abstraction, involving tensor-operation-specific optimizations and lowering strategies instead.

5.7 Comparison With Low-Level Code Generators

On the back-end compiler side, an alternative approach consists in bypassing the LLVM level completely, relying on non-portable assembly code generation instead [26]. While the performance one can achieve with perfectly accurate models of the hardware is impressive, such solutions jump over multiple levels of abstraction, forbidding any reuse of low-level compiler passes and abstractions. While such low-level bricks can be the ultimate target when decomposing structured operations, the reliance on non-portable, hand-tuned generators and proprietary tooling stands a bridge too far. Instead, we are more interested in leveraging program synthesis and superoptimization at the lower levels of abstraction [10, 40].

6 CONCLUSION AND FUTURE WORK

We presented the composable multi-level intermediate representation and transformations that underpin tensor code generation in MLIR. This work heavily leverages MLIR’s progressivity design principle, which it helped to shape by designing and implementing multiple instances of progressive lowering. The approach is characterized by a transformation-oriented IR design: doing away with legality analyses and applicability checks on low-level IR, relying systematically on the progressive decomposition of carefully designed abstractions. The resulting design is modular and built with optionality in mind; abstractions span data structures and control flow with both functional (SSA form) and imperative (side-effecting) semantics; they serve as generic building blocks for retargetable tensor compilers. Transformations are systematically applied as compositions of declarative patterns. This allows implementing advanced forms of pass fusion, known to alleviate the dreaded phase-ordering problem. Early single threaded CPU code generation shows strong performance, even in the absence of systematic tuning.

Multiple extensions and generalizations of this work are actively being pursued:

- Functionally inspired abstractions for parallel semantics on immutable tensors will extend our results to multi-threaded CPUs and beyond.
- Generalization of the approach to other hardware targets thanks to our retargetable vector abstractions.
- More powerful vector abstractions including generalized masking and warp-level GPU programming.
- More advanced data structures and iterators than dense or sparse to enable cross-pollination with other fields such as databases.
- Autotuning infrastructure to systematically find transformation compositions and parameters that produce code running at a high fraction of peak, for any hardware.
- Controllable framework for selecting and composing transformation patterns, making production compilers effectively extensible with domain-specific code generation strategies.
We believe these contributions will further demystify the field of high-performance compilation, give a high-level of control to users of the system and provide a strong basis on which future research and near-peak performance production systems will be built.
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A ANNOTATED IR EXAMPLES

A.1 LLVM Dialect and Mix of Dialects

The snippet in Figure 23 (function \texttt{llvm_example}) mixes operations and types within the declaration of a function in the \texttt{llvm} dialect.

\begin{verbatim}
llvm.func @llvm_example(%v: i32, %cond : i1) -> !llvm.struct<(f32, vector<2xf32>, i32)>
  %0 = llvm.mlir.undef : !llvm.struct<(f32, vector<2xf32>, i32)>
  %f32 = arith.uitofp %v : i32 to f32
  %1 = llvm.insertvalue %f32, %0 [0] : !llvm.struct<(f32, vector<2xf32>, i32)>
  %f123 = arith.constant 123.0 : f32
  cond_br %cond, ^ bb1 ( %f123 : f32 ), ^ bb2 ( %f123 : f32 )
  ^ bb1 ( %fa : f32 ):
    %at123 = math.atan2 %fa, %fa : f32
    br ^ bb2 ( %at123 : f32 )
  ^ bb2 ( %fb : f32 ):
    %b = vector.broadcast %fb : f32 to vector<2xf32>
    %2 = llvm.insertvalue %b, %1 [1] : !llvm.struct<(f32, vector<2xf32>, i32)>
    %i024 = arith.constant 0 : i32
    %3 = llvm.insertvalue %i024, %2 [2] : !llvm.struct<(f32, vector<2xf32>, i32)>
    llvm.return %3 : !llvm.struct<(f32, vector<2xf32>, i32)>
\end{verbatim}

Fig. 23. Illustration of an LLVM dialect function that takes an i32 and a bool and returns a struct. The struct is filled with different values depending on the bool function argument.

\begin{verbatim}
llvm.undef creates a !llvm.struct<(f32, vector<2xf32>, i32)> structure that is filled thanks to llvm.insertvalue. The values used to fill the struct are created with operations from the arith, math and vector dialect. Builtin types are provided that are visible to all dialects (e.g. f32, i32, vector<2xf32>). Dialects may introduce their own types (e.g. !llvm.struct<(f32, f32, i32)> has no builtin representation and is not understood by ops in the arith and math dialects).

This simple example already provides a key insight about SSA form that we leverage in other dialects. The instruction

\begin{verbatim}
%1 = llvm.insertvalue %f32, %0[0] : !llvm.struct<(f32, vector<2xf32>, i32)>
\end{verbatim}

inserts the value %f32 at position 0 in the !llvm.struct named %0. The instruction produces a new !llvm.struct named %1 that contains a copy of all entries of %0 except for the f32 at position 0 that takes the value %f32.

In a classical compilation flow to LLVM IR, all operations and types must be converted to the \texttt{llvm} dialect. This process is called \textit{dialect conversion}. To make this process easier and improve interoperability between dialects, the \texttt{llvm} dialect use the same representation for builtin types.

A.2 ArmNEON dialect example

MLIR has a native higher-dimensional vector type that conveniently mixes with target-specific operations (effectively mirroring actual instructions) of the \texttt{arm_neon} dialect.

\begin{verbatim}
// High-level 2-d vector flavor of the sdot operation.
func @sdot2d_4x4_i8_i8(%a: vector<4x i32>, %b: vector<4x4x i8>, %c: vector<4x4x i8>)
  -> vector<4x i32> {
    %0 = arm_neon.2d.sdot %a, %b : vector<4x4x i8> to vector<4x i32>
    return %0 : vector<4x i32>
}
// Lowers to 1-d intrinsic form.
llvm.func @lowered_sdot2d_4x4_i8_i8(%a: vector<4x i32>, %b: vector<16x i8>, %c: vector<16x i8>)
\end{verbatim}
The `llvm.aarch64.neon.sdot.v4i32.v16i8` intrinsic performs 4 parallel dot products on subvectors of `4xi8`, each contributing to one of the lanes of the resulting `4xi32`. The `arm_neon.intr.sdot` closely mirrors the intrinsic. However, we also provide an `arm_neon.2d.sdot` that exposes the operation semantics more clearly to the higher level of the infrastructure.

This simple example illustrates the semantic benefits of more structured, higher-dimensional abstractions.

### A.3 Target-Specific Vector IR

```mlir
func @contract(%m0 : memref <2x f32>, %m1 : memref <2x16x f32>, %m2 : memref <2x16x f32>) {
  %0 = vector.load %m0 [0] : memref <2x f32>, vector <2x f32>
  %1 = vector.load %m1 [0, 0] : memref <2x16x f32>, vector <8x f32>
  %2 = vector.load %m1 [1, 0] : memref <2x16x f32>, vector <8x f32>
  %3 = vector.load %m1 [0, 8] : memref <2x16x f32>, vector <8x f32>
  %4 = vector.load %m1 [1, 8] : memref <2x16x f32>, vector <8x f32>
  %5 = vector.extract %0 [0] : vector <2x f32>
  %6 = splat %5 : vector <8x f32>
  %7 = vector.fma %6, %1, 0.0 f : vector <8x f32>
  %8 = vector.extract %0 [1] : vector <2x f32>
  %9 = splat %8 : vector <8x f32>
  %10 = vector.fma %9, %2, %7 : vector <8x f32>
  %11 = vector.fma %9, %4, %11 : vector <8x f32>
  %12 = vector.fma %9, %11 : vector <8x f32>
  vector.store %10, %m2 [0, 0] : memref <2x16x f32>, vector <8x f32>
  vector.store %12, %m2 [0, 8] : memref <2x16x f32>, vector <8x f32>
  vector.store %10, %m2 [1, 0] : memref <2x16x f32>, vector <8x f32>
  vector.store %12, %m2 [1, 8] : memref <2x16x f32>, vector <8x f32>
  return
}
```

### A.4 Python Bindings and Interoperability

Structured tensor code generation strongly influenced the design of the MLIR Python bindings, in particular, the “natural” mapping between nested Python context managers and the nested IR structure is illustrated in Figure 24.

Structured data objects processed by the flow are exposed in Python as objects compatible with the Python buffer protocol and can therefore be converted to and from NumPy arrays, which are further convertible to framework-specific data types.

Once the program is constructed, compiled using the structured tensor code generation flow and lowered, it can be JIT-compiled and functions from this program can be invoked from Python using its name. The code below illustrates the execution of the `matmul` function from the module defined above.

```python
from mlir.execution_engine import ExecutionEngine
from mlir.runtime import get_ranked_memref_descriptor
import numpy as np
import ctypes

# Create NumPy arrays.
```
from mlir.ir import Context, InsertionPoint, Module
from mlir.dialects import builtin, scf

# Constructs IR in a fresh MLIR context.
with Context():
    module = Module()

    # Construct the following operations within module.
    with InsertionPoint(module.body):
        func = builtin.FuncOp('foo')

    # Construct the following operations within function.
    # Create the entry block to turn declaration into definition.
    with InsertionPoint(func.add_entry_block()):
        loop = scf.ForOp(...)

    # Construct the following operations with loop.
    with InsertionPoint(loop.body):
        # etc.

np_a, np_b = np.ones(M, K), np.ones(K, N)
np_c = np.zeros(M, N)

# Transform them into MLIR-compatible objects that share underlying data.
a, b, c = [ctypes.pointer(ctypes.pointer(get_ranked_memref_descriptor(v)))
           for v in (np_a, np_b, np_c)]

# JIT-compile and invoke the function.
engine = ExecutionEngine(module, opt_level=3)
engine.invoke('matmul', a, b, c)

# Results are readily available in the NumPy array.
print(np_c)