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Abstract—We propose a VHL-FIHT algorithm for matrix recovery in blind super-resolution problem in a non-convex schema. Under certain assumptions, we show that VHL-FIHT converges to the ground truth with linear convergence rate. Numerical experiments are conducted to validate the linear convergence and effectiveness of the proposed approach.
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I. INTRODUCTION

MATRICES recovery considers the problem of reconstructing a data matrix from a small number of measurements. This problem has many applications, such as recommendation system [12], X-ray crystallography [13], quantum tomography [14] and blind deconvolution [15], etc.

Motivated by blind super-resolution of point sources, we study a different low rank structured matrix recovery problem, where the target data matrix can be modeled as $X^k = \sum_{k=1}^{s} d_k h_k a_k^T \in \mathbb{C}^{s \times n}$. Here $h_k$ is normalized vector such that $\|h_k\|_2 = 1$ and $a_r$ is a vector defined as

$$a_r := \begin{bmatrix} 1 & e^{-2\pi ir} & \cdots & e^{-2\pi ir(n-1)} \end{bmatrix}^T.$$  

The linear measurements of $X^k$ is given by

$$y = A(X^k),$$

where $A : \mathbb{C}^{s \times n} \rightarrow \mathbb{C}^n$ is a linear operator that performs the linear observation $y[j] = \langle b_j e_j^T, X^k \rangle$ and $b_j \in \mathbb{C}^s$ is a random vector. Let $\mathcal{H}$ be the vectorized Hankel lift operator $\mathcal{H}$ which maps a matrix $\mathbb{C}^{s \times n}$ into an $sn_1 \times n_2$ vectorized Hankel matrix,

$$\mathcal{H}(X) = \begin{bmatrix} x_1 & \cdots & x_{n_2} \\ \vdots & \ddots & \vdots \\ x_{n_1} & \cdots & x_{n_1+n_2-1} \end{bmatrix}$$

where $x_i \in \mathbb{C}^s$ is the $i$-th column of $X$ and $n_1 + n_2 = n + 1$. We will investigate matrix recovery problem based on the low rank structure of vectorized Hankel matrix $\mathcal{H}(X^k)$. Specifically, assuming

$$\operatorname{rank}(\mathcal{H}(X^k)) = r.$$  

We are particularly interested in under what condition can the data matrix be recovered from a small number of linear measurements, given the following non-convex recovery problem

$$\min_{X \in \mathbb{C}^{s \times n}} \frac{1}{2} \|y - A(X)\|_2^2 \text{ subject to } \operatorname{rank}(\mathcal{H}(X)) = r,$$  

We tend to solve it in a fast and provable way and this leads us to the Fast Iterative Hard Thresholding algorithm.

A. Related work

The blind super-resolution problem is explored in many literatures [6, 9, 15, 18]. More specifically, an atomic norm minimization method has been proposed in [15, 18] to solve the blind super-resolution problem. Recently, Chen et al. [6] proposed a nuclear minimization method called Vectorized Hankel Lift to recover $X^k$. Indeed, all of these recovery methods are for convex optimization problems which can be solved by many sophisticated algorithms such as interior point methods, gradient descent etc. However, one common drawback of the convex optimization approach is that the high computational complexity of solving the equivalent semi-definite programming.
B. Our contribution

In this paper, we consider a non-convex recovery approach for blind super-resolution problem [13]. Here, the objective function is a standard least squares function which minimizes the distance from the observed point sources to the recovered ones while the constraint function enforces low rank structure in the transform domain. We proposed a non-convex algorithm called Vectorized Hankel Lifted Fast Iterative Hard Thresholding (VHL-FIHT for short) to solve this low rank structured matrix recovery procedure [13]. The algorithm is presented in Algorithm 1. We also establish the linear convergence rate of this method provided that number of measurements is of the order $O(s^2r^2\log^2(sn))$ and given a suitable initialization.

C. Notations and preliminaries

The vectorized Hankel matrix $\mathcal{H}(X^t)$ admits the following low rank decomposition [6]

$$\mathcal{H}(X^t) = (E_L \odot H) \text{diag} (d_1, \ldots, d_r) E_R^T,$$  

where $\odot$ is the Khatri-Rao product of matrix and the matrices $E_L \in \mathbb{C}^{n \times r}$ as well as $E_R \in \mathbb{C}^{n \times r}$ are full column rank matrices.

The adjoint of $\mathcal{H}$, denoted $\mathcal{H}^*$, is a linear mapping from $sn_1 \times n_2$ matrices to matrices of size $s \times n$. In particular, for any matrix $Z \in \mathbb{C}^{sn_1 \times n_2}$, the $i$-th column of $\mathcal{H}^*(Z)$ is given by

$$\mathcal{H}^*(Z)e_i = \sum_{(j,k) \in W_i} z_{j,k},$$

where $z_{j,k} = Z[js : (j+1)s-1, k]$ and $W_i$ is the set

$$\{(j, k) \mid j + k = i, 0 \leq j \leq n_1 - 1, 0 \leq k \leq n_2 - 1\}$$

Let $D : \mathbb{C}^{s \times n} \rightarrow \mathbb{C}^{s \times n}$ be an operator such that

$$D(X) = X \text{diag} (\sqrt{w_0}, \ldots, \sqrt{w_n-1})$$

for any $X$, where the scalar $w_i$ is defined as $w_i = \#W_i$ for $i = 0, \ldots, n-1$. The Moore-Penrose pseudoinverse of $\mathcal{H}$ is given by $\mathcal{H}^! = D^{-2} \mathcal{H}^*$ which satisfies $\mathcal{H}^! \mathcal{H} = I$. The adjoint of the operator $A(\cdot)$, denoted $A^*(\cdot)$, is defined as $A^*(y) = \sum_{j=0}^{n-1} y[j]b^*_j$. Denote $Z = \mathcal{H}(X)$ and $\mathcal{G} = \mathcal{H} D^{-1}$. The adjoint of $\mathcal{G}$, denoted $\mathcal{G}^*$, is given by $\mathcal{G}^* = D^{-1} \mathcal{H}^*$.

D. Organization

The remainder of this letter is organized as follows. In Section 2, we will introduce VHL-FIHT algorithm. In Section 3, we will introduce two assumptions and establish our main results. The performance of VHL-FIHT is evaluated from numerical examples in Section 4. In Section 5, we give the detailed proofs of main result. We close with a conclusion in Section 6.

II. VECTORIZED HANKEL LIFTED FAST ITERATIVE HARD THRESHOLDING

Let $Z^t = U^t \Sigma^t V^t H^t \in \mathbb{C}^{sn_1 \times n_2}$ be the compact singular value decomposition of a rank-$r$ matrix, where $U^t \in \mathbb{C}^{sn_1 \times r}$, $V^t \in \mathbb{C}^{n_2 \times r}$ and $\Sigma^t \in \mathbb{R}^{r \times r}$. It is known that the tangent space of the fixed rank-$r$ matrix manifold at $Z$ is given by

$$T = \{UN^H + MV^H : M \in \mathbb{C}^{sn_1 \times r}, N \in \mathbb{C}^{n_2 \times r}\}.$$ 

Given any matrix $W \in \mathbb{C}^{sn_1 \times n_2}$, the projection of $W$ onto $T$ can be computed using the formula

$$P_T(W) = UU^H W + WVV^H - UU^H WWV^H.$$ 

The VHL-FIHT method is shown in Algorithm 1 when used to solve [13]. An initial guess was obtained with spectrum method. In each iteration of VHL-FIHT, the current estimate $X^t$ is first updated along the gradient descent direction of the objective in (I.3). Then, the Hankel matrix corresponding to the update is formed via the application of the vectorized Hankel lift operator $\mathcal{H}$, followed by a projection operator $P_T$ onto the $T$ space. Finally, it imposes a hard thresholding operator $T_\mu$ to $W^t$ by truncated SVD process and then apply $\mathcal{H}$ on the low rank matrix $Z^{t+1}$.

Algorithm 1 VHL-FIHT

Input: Initialization $X^0 = \mathcal{H}^! T \mathcal{H} \mathcal{A}^*(y)$. 
Output: $X^T$

1: for $t = 0, 1, \ldots, T - 1$ do
2: $\tilde{X}^t = X^t - \mathcal{A}^*(\mathcal{A}(X^t) - y)$
3: $W^t = P_T(\mathcal{H}(\tilde{X}^t))$
4: $Z^{t+1} = T_\mu(W^t)$
5: $X^{t+1} = \mathcal{H}^!(Z^{t+1})$

III. MAIN RESULT

In this section, we establish our main results. To this end, we make two assumptions.

Assumption III.1. The column vectors $\{b_j\}_{j=0}^{n-1} \subset \mathbb{C}^s$ of the subspace matrix $B^H$ are i.i.d random vectors which obey

$$\mathbb{E}[b_j b^H_j] = I_s \text{ and } \max_{0 \leq \ell \leq s-1} |b_j[\ell]|^2 \leq \mu_0,$$
The coefficient vectors $N$ are generated via $U$ and the measurements are obtained by $(\text{??})$ in future work. On $s$ target matrix performance of FIHT. In the numerical experiments, the $\{U\}$ distribution (i.e., $U$) is commonly used in spectrally sparse signal recovery [1], [2], [8] and blind super-resolution [6]. As-

Assumption III.1 is introduced in [5] and has been used in blind super-resolution [6], [9], [15], [18]. Assumption III.2 is commonly used in our proof.

**Theorem III.1.** Under Assumption III.1 and III.2, with probability at least $1 - c_1 n^{-c_2}$, the iterations generated by FIHT (Alg. 1) with the initial guess $X^0 = H^1 T H(A^*(y))$ satisfies

$$
\|X^t - X^0\|_F \leq \left(\frac{1}{2}\right)^t \|X^0 - X^1\|_F \quad (\text{III.1})
$$

provided

$$n \geq C \kappa^2 \mu_0^2 \mu_1 s^2 r^2 \log^2 (sn) / \varepsilon^2,
$$

where $c_1, c_2$ and $C$ are absolute constants and $\kappa = \sigma_{\text{max}}(H(X^0)) / \sigma_{\text{min}}(H(X^0))$.

**Remark III.1.** The sample complexity established in [6] for the Vectorized Hankel Lift is $n \geq c_0 \mu_0 \mu_1 s^r r \log^4 (sn)$. While the sample complexity is sub-optimal dependence on $s$ and $r$, our recovery method requires low per iteration computational complexity. Similar to [3], the per iteration computational cost of FIHT is about $O(sn + r n \log (sn) + r)$. To improve the dependence on $s$, we will investigate other initialization procedures in future work.

**IV. Numerical Results**

Numerical experiments are conducted to evaluate the performance of FIHT. In the numerical experiments, the target matrix $X^0$ is generated by $X^0 = \sum_{l=1}^r d_k h_k a_{l,k}^T$ and the measurements are obtained by $(\text{??})$, where the location $\{t_k\}_{k=1}^r$ are generated from a standard uniform distribution (i.e., $U(0,1)$), and the amplitudes $\{d_k\}_{k=1}^r$ are generated via $d_k = (1 + 10^c \varepsilon - e^{-10^c \varepsilon})$ where $\varepsilon$ follows $U(0, 2\pi)$ and $c_k$ follows $U(0, 1)$. Each entry of subspace matrix $B$ is independently and identically generated from a standard normal distribution (i.e., $N(0,1)$). The coefficient vectors $\{h_k\}_{k=1}^r$ are generated from a standardized multivariate Gaussian distribution (i.e., $MVN(0, I_{s \times s})$, where $I_{s \times s}$ is the identity matrix). We set the dimension of signal $n = 256$ and the number of point sources $r = 5$. Fig. 1 presents the logarithmic recovery error $\log_{10} \|X_t - X^0\|_F / \|X^0\|_F$ with respect to the number of iteration. Numerical experiment shows that FIHT converges linearly.

**V. Proof of Main Result**

We first introduce three auxiliary lemmas that will be used in our proof.

**Lemma V.1 ([6] Corollary III.9).** Suppose $n \geq C \varepsilon^{-2} \mu_0 \mu_1 s^r r \log^4 (sn)$. The event

$$
\|P_T (GG^* - GA^* AG^*) P_T\| \leq \varepsilon \quad (\text{V.1})
$$

occurs with probability exceeding $1 - c_1 n^{-c_2}$.

**Lemma V.2 ([16] Lemma 5.2).** Suppose that $n \geq C \varepsilon^{-2} \kappa^2 \mu_0^2 \mu_1 s^2 r^2 \log^2 (sn)$. Then with probability at least $1 - c_1 n^{-c_2}$, the initialization $Z_0 = H(X^0)$ obeys

$$
\|Z^0 - Z^0\| \leq \frac{\sigma_r (Z^0) \varepsilon}{16 \sqrt{1 + \varepsilon} \mu_0 s}.
$$

**Lemma V.3.** Suppose

$$
\|Z^t - Z^0\| \leq \frac{\sigma_r (Z^t) \varepsilon}{16 \sqrt{1 + \varepsilon} \cdot \mu_0 s}. \quad (\text{V.2})
$$

**Conditioned on** (V.1), one has

$$
\|P_T G^* P_T\| \leq 3 \varepsilon \sqrt{1 + \varepsilon}, \quad (\text{V.3})
$$

$$
\|P_T G (I - A^* A) G^* P_T\| \leq 2 \varepsilon. \quad (\text{V.4})
$$

We can rewrite the iteration as

$$
Z^{t+1} = T_r (Z^t - G A^* G^* (Z^t - Z^0)). \quad (\text{V.5})
$$

Fig. 1. $\log_{10} \|X_t - X^0\|_F / \|X^0\|_F$ with respect to the number of iteration.
Notice that \( \|X^t - X^{\ast}\|_F = \|H^t(Z^t - Z^{\ast})\|_F \leq \|Z^t - Z^{\ast}\|_F \). Our proof follows the line of (1). We first assume that in the \( t \)-th iteration \( Z^t \) obeys
\[
\|Z^t - Z^{\ast}\|_F \leq \frac{\sigma_r(Z^t)\varepsilon}{16\sqrt{(1 + \varepsilon)}\mu_0 s}. \tag{V.6}
\]
Denote \( W^t = P_{T_1}(Z^t - G^{A^{\ast}}G^\ast Z^t) \). We have that \( Z^{t+1} = I_t(W^t) \) and \( \|Z^{t+1} - Z^{\ast}\|_F \) can be bounded as follows:
\[
\begin{align*}
\|Z^{t+1} - Z^{\ast}\|_F &\leq \|Z^{t+1} - W^t\|_F + \|W^t - Z^{\ast}\|_F \\
&\leq 2\|P_{T_1}(Z^t - G^{A^{\ast}}G^\ast Z^t - \langle AG^\ast P_T(Z)\rangle)\|_F \\
&\quad + 2\|I - P_{T_1}\|_F (\|Z^t - Z^{\ast}\|_F) \\
&\leq 2\|I - P_{T_1}\|_F (\|Z^t - Z^{\ast}\|_F) \\
&\quad + 2\|P_{T_1}(G^{A^{\ast}}G^\ast Z^t) - P_{T_1}(Z^t - Z^{\ast})\|_F \\
&\quad + 2\|P_{T_1}(G^{A^{\ast}}G^\ast Z^t) - P_{T_1}\|_F (\|Z^t - Z^{\ast}\|_F) \\
&\quad + 2\|P_{T_1}(G^{A^{\ast}}G^\ast Z^t) - I - P_{T_1}\|_F (\|Z^t - Z^{\ast}\|_F) \\
&\quad + 2\|P_{T_1}(G^{A^{\ast}}G^\ast Z^t) - I - P_{T_1}\|_F (\|Z^t - Z^{\ast}\|_F) \\
&\triangleq I_1 + I_2 + I_3 + I_4.
\end{align*}
\]
Applying Lemma (17) Lemma 4.1 yields that
\[
I_1 + I_3 \leq 4\|Z^t - Z^{\ast}\|_F^2 / \sigma_r(Z^t).
\]
A simple computation obtains that \( I_2 \leq 2\varepsilon\|Z^t - Z^{\ast}\|_F \). Finally, Lemma (V.3) implies that
\[
I_5 \leq 3\sqrt{1 + \varepsilon} \cdot \|Z^t - Z^{\ast}\|_F^2 / \sigma_r(Z^t).
\]
Combining these terms together, we have
\[
\|Z^{t+1} - Z^{\ast}\|_F \leq \left(2\varepsilon + \frac{4 + 3\sqrt{1 + \varepsilon}}{\sigma_r(Z^t)}\right)\|Z^t - Z^{\ast}\|_F \leq \left(2\varepsilon + \frac{4 + 3\sqrt{1 + \varepsilon}}{16\sqrt{(1 + \varepsilon)}\mu_0 s}\right)\varepsilon \cdot \|Z^t - Z^{\ast}\|_F \tag{V.7}
\]
\[
\leq 3\varepsilon\|Z^t - Z^{\ast}\|_F \leq \frac{1}{2}\|Z^t - Z^{\ast}\|_F, \tag{V.8}
\]
where (V.7) has used (V.2) and (V.8) is due to \( \varepsilon \leq 1/6 \). Finally, it remains to verify (V.6). By Lemma (V.2) the inequality (V.6) is valid for \( t = 0 \). Since \( \|Z^t - Z^{\ast}\|_F \) is a contractive sequence following from (V.8), the inequality (V.6) holds for all \( t \geq 0 \) by induction.

A. Proof of Lemma (V.2)

Proof. For any \( Z \in \mathbb{C}^{s n_1 \times n_2} \), we have
\[
\|AG^\ast P_T(Z)\|^2 = (AG^\ast P_T(Z), AG^\ast P_T(Z)) = (Z, P_T G (A^{\ast} A - I) G^\ast P_T(Z)) + (Z, P_T G G^\ast P_T(Z)) \leq (1 + \varepsilon) \|Z\|_F^2,
\]
where the last inequality is due to Lemma III in (6). So it follows that \( \|AG^\ast P_T\| \leq \sqrt{1 + \varepsilon} \) and
\[
\|AG^\ast P_T\| = \|AG^\ast (P_{T_1} - P_{T_1})\| \leq \sqrt{1 + \varepsilon} + \|P_{T_1} - P_{T_1}\| \leq \sqrt{1 + \varepsilon} + \frac{2\sqrt{\mu_0 s} \|Z^t - Z^{\ast}\|_F}{\sigma_m(Z^t)} \leq 3\sqrt{1 + \varepsilon}.
\]
Finally, a straightforward computation yields that
\[
\|P_{T_1} G (I - A^{\ast} A) G^\ast P_T\| \leq \|P_{T_1} - P_T\| G G^\ast (P_{T_1} - P_T) G^\ast P_T + \|P_{T_1} - P_T\| \|G A^\ast G^\ast (P_{T_1} - P_T)\| + \|P_{T_1} G A^\ast G^\ast (P_{T_1} - P_T)\| + \|P_{T_1} G (I - A^{\ast} A) G^\ast P_T\| \leq 4\|Z^t - Z^{\ast}\|_F \frac{2\|Z^t - Z^{\ast}\|_F}{\sigma_r(Z^t)} + \frac{\varepsilon \sqrt{\mu_0 s}}{\sigma_r(Z^t)} \cdot \|Z^t - Z^{\ast}\|_F + \|P_{T_1} G A^\ast\| + \|P_{T_1} G A^\ast\| + \varepsilon \tag{V.9}
\]
\[
\leq \frac{4\varepsilon}{16\sqrt{(1 + \varepsilon)}\mu_0 s} + \frac{8\varepsilon}{16\sqrt{(1 + \varepsilon)}\mu_0 s} + \varepsilon \tag{V.10}
\]
\[\leq 2\varepsilon, \]
where (V.9) is due to Lemma (17) Lemma 4.1 and the fact that \( \|A^{\ast}\| = \|A\| \leq \sqrt{\mu_0 s} \) and \( \|P_{T_1} G A^{\ast}\| = \|A G^\ast P_{T_1}\| \), step (V.10) follows (V.2).

VI. Conclusion

We propose a VHL-FIHT method to solve the blind super-resolution problem in a non-convex schema. The convergence analysis has been established for VHL-FIHT, showing that the algorithm will linearly converge to the target matrix given suitable initialization and provided the number of samples is large enough. The numerical experiments validate our theoretical results.
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