A new approach based on convolutional neural network and feature selection for recognizing vehicle types
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Abstract
The number of vehicles used in traffic life has reached enormous dimensions today. The increase in the number of vehicles day by day causes some traffic problems along with it; such as traffic congestion, accidents, pollution, and safety. To overcome all these problems, convolutional neural networks (CNN) methods are one of the trend methods used in recent years due to their success. In this study, a new approach is proposed to use this power of CNN in low-power devices. First of all, MobileNetv1, MobileNetv2, and NASNetMobile models were optimized to increase accuracy performance. Then, an approach is proposed in which these optimized mobile CNN approaches are used only as feature extractors, and methods such as combining, selecting, and classifying the obtained features are used together. As a result of the classification made with this approach, the classification accuracy has increased by approximately 5%.
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1 Introduction
In recent years, urban traffic congestion and its associated impacts remain a major problem in big cities around the world. Due to the rapid increase in the number of vehicles registered to traffic, city managers have put forward alternative heavy vehicle restriction strategies to reduce the negative impact of heavy tonnage vehicles on traffic. One of the most common strategies is restrictions on vehicles of certain weights from using designated lanes and routes. Time restriction is another type of restriction strategy that typically restricts the movement of heavy vehicles on a particular road during times of increased traffic congestion. The main purpose of implementing such restriction strategies is to minimize the time in transport, minimize the cost of road maintenance, reduce carbon emission in certain regions, reduce fuel consumption, and maximize pedestrian and driver safety [1–3]. Similar restriction strategies are applied in big cities such as London and Melbourne. Certain vehicle types may be restricted from joining in traffic for all restriction strategies to succeed. Therefore, it is important to recognize the types of vehicles in traffic with high success.

On the other hand, deep learning-based methods are trending technologies used to recognize vehicle types [4–6]. While traditional methods are successful only in specific tasks, methods based on deep learning are also successful in different tasks. Also, deep learning-based methods extract features automatically, while traditional methods extract them manually. For these reasons, methods based on deep learning are preferred more than traditional methods. In particular, the increasing use of mobile devices in daily life and the successful application of deep learning techniques in various fields encourage researchers to use deep learning methods on mobile devices [7]. Deep learning methods such as MobileNet [8] (aka MobileNetv1), MobileNetv2 [9], and NASNetMobile [10] are also called mobile deep learning methods because they can be used on devices that require low resource consumption [11]. Such mobile CNN models in the literature do not provide sufficient success to recognize vehicle types when used alone. In particular, if the data set consists of images obtained from the real environment, it becomes more difficult to determine the type of vehicles since there are many objects of various dimensions in an image.
Moreover, the greater the number of vehicle types in the dataset, that is, the number of classes, the more difficult it is to identify the vehicle type. In this study, a new approach is proposed to overcome such difficult problems. For the training and testing of the proposed approach, a dataset consisting of 3972 real images collected from the real environment and containing seven different vehicle types was used. Recognizing vehicle types is a difficult task as the dataset used contains complex traffic scenes and has a multi-class structure.

In this study, a comprehensive study was carried out for vehicle images obtained from a real environment, and a new approach based on mobile convolutional neural networks, feature selection, and classification is proposed. The proposed study consists of two main stages. In the first stage, MobileNetv1, MobileNetv2, and NASNetMobile CNN models, which can be used on mobile devices, were selected for the recognition of vehicle types. Then, for these mobile CNN models to perform the best learning, while the top block layers were removed, it was optimized by adding layers such as global average pooling, dropout, and fully connected, as well as transfer learning. The optimized versions of the MobileNetv1, MobileNetv2, and NASNetMobile models are named OMobileNetv1, OMobileNetv2, and ONASNet-Mobile, respectively. In the second stage, an approach is proposed in which the optimized mobile CNN models are used only as feature extractors, and methods such as combining, selecting, and classifying extracted features are used together. Optimized mobile CNN models are used for feature extraction only. The layers used to extract features in OMobileNetv1, OMobileNetv2, and ONASNetMobile models are 'dropout', 'dropout', and 'avg_pool' layers, respectively. By combining different numbers of features obtained from these layers, 3360 new features were created. At this point, size reduction was not made for the features. Because it was necessary to select the best features from the entire set of features. Then, a new feature set was obtained from these features using the Linear Support Vector Classification (SVC) method. Finally, for this new feature set, a high success rate of 87.7% was achieved by using the SVM method with known classification success. It is seen that the new features obtained as a result of this study greatly increase the classification success. The contributions of this study to the literature are as follows:

- Recognizing seven different types of vehicles in a dataset of images obtained from the real environment with high success,
- Using three different convolutional neural networks as feature extractors and creating a new feature set from the extracted features,
- To ensure that the best features are selected by using the feature selection algorithm,
- The proposed approach is to compare and analyze other state-of-the-art methods.

The remainder of this article is organized as follows: while the related works are given in the second chapter, the data set, the mobile CNN models, and some feature selection and classification methods are given in the third chapter. In the fourth chapter, the proposed approach including structures such as feature concatenating, selection, and classification is presented, while in the fifth chapter the experimental strategy, analysis, and results are presented. Finally, conclusions and future works are shared in the sixth chapter.

2 Related works

Traditional methods were used in most of the studies for vehicle classification. In these methods, solutions are proposed only for certain tasks by extracting the background and other features from the vehicle image using different algorithms. Lee et al. [12], with the HOG and SVM techniques, Manzoor and Morgan [13], used the Scale-invariant feature transform (SIFT) technique to feature extraction and proposed an SVM-based classification model. Seenouvong et al. [14], proposed a classification model based on a virtual detection line (VDL) and a virtual detection zone (VDZ). The features obtained from VDL and VDZ are classified with KNN. Zhang [15], combined PHOG and Gabor Transform feature identification methods and proposed the cascade classifier scheme to recognize the vehicle type. Psyllos [16] proposed a model for vehicle manufacturers and model recognition (VMMR). While SIFT is used to extract features, a probabilistic neural network (PNN) is used for classification.

Unlike traditional methods that use manual feature extraction, Convolutional Neural Network (CNN) provides generalized solutions for multiple tasks, not just for the solution of a specific task, and performs feature extraction automatically [17]. Rabano et al. [18] used the MobileNetv1 model for the classification of wastes. This model classified glass, paper, cardboard, plastic, metal, and other trash with 87.2% accuracy. Bi et al. [19] proposed a MobileNetv1-based method to identify apple leaf diseases. This method performs the task of binary classification as Alternaria leaf blotch and rust leaf and reaches 73.5% accuracy. In [20] and [21], MobileNetv2, NASNetMobile, and other deep learning methods were used to classify Covid-19 disease. Mishra et al. [4] proposed the Modified Sine Cosine Algorithm–Particle Swarm Optimization (MSCA–PSO) based MobileNetv2 Convolutional Neural Network (CNN) model to classify diseases of avocado fruit as healthy and unhealthy from images. Their proposed method performed a binary classification task with approximately 98.4% accuracy. Wijaya et al. [22] proposed a CNN-based method for the classification of citrus fruits.
In this study, grapefruit and citrus separation was achieved with an accuracy of approximately 96% by using features such as diameter size, weight and average RGB value of citrus fruits and using a two-class study. On the other hand, in studies to classify vehicle types, Luo et al. [6] proposed a new neural network-based classifier method called DenseTNT to classify sedan and pickup vehicle types obtained from satellite images. This method achieved an accuracy success of approximately 79.4% in images obtained in light foggy weather conditions. Swastika et al. [23] used the adadelta optimizer and the MiniVGGNet CNN model to classify the three types of vehicles, achieving the highest success with 73% accuracy. Similar to the method that uses the deep learning method for feature extraction and classifies real vehicle images with these features, there is not a common study in the literature. However, similar studies have been successfully applied in other fields, such as the flower classification in [24].

While the traditional methods used to classify the types of vehicles were successful only in specific tasks, deep learning methods were more successful in different tasks than traditional methods. However, distinguishing vehicles from each other is a challenging task in deep learning methods, as images collected from the real environment contain complex scenes. Although the studies in the literature generally distinguish between two or three vehicle types, their accuracy success has reached approximately 80%. In addition, there are dozens of vehicle types in a real traffic scene, and the similarity rate increases as the number of vehicle types increases. Besides, the similarity of the color, size, and amount of illumination of the vehicles is another factor that complicates the classification task. In this study, a new approach is proposed to overcome these difficult problems. The proposed approach aims to automatically recognize seven different vehicle types with a high success rate using a dataset containing images from real traffic scenes.

### 3 Dataset and methods

#### 3.1 Vehicle dataset

In this study, a vehicle data set containing different vehicle types collected from real traffic scenes by Sandeep was used [25]. The vehicle data set consists of approximately 28,000 vehicle images and 17 different categories obtained from the real environment at different times and angles. The actual data set was obtained with 3972 vehicle images, 7 different categories, and a 224 × 224 frame size by reducing category and frame size, the number of images of this data set. The new data set was obtained by randomly selecting the vehicle images. The vehicle data set of which several sample images are given in Fig. 1, includes images of 88 ambulances, 646 bicycles, 682 buses, 690 cars, 527 taxis, 624 trucks, and 715 vans. Later, 80% of the data set was allocated for training, 10% for validation, and 10% for testing.

#### 3.2 Mobile CNN models

MobileNetv1 is an efficient neural network consisting of a deeply separable convolution layer using a depth and 1 × 1 convolution layer. Based on the theory that smaller models have fewer memorization problems, MobileNetv1 mostly uses it in depth as it has less complexity [8, 9]. On the other hand, MobileNetv2, which is an upper version of MobileNetv1, implements the new layer block, which is two types of Bottleneck layers that differ according to the stride. In MobileNetv2, instead of the Bottleneck layer consisting only of a convolutional layer, an in-depth convolution layer is used, which aims to reduce this parameter further [9]. NASNetMobile performs better learning by using the learning gained from training smaller data sets with the training of a larger data set. For example, NASNetMobile can be used...
to train first on CIFAR10 and then perform training on ImageNet [10].

In this study, mobile CNN models were preferred because of their compact structure, resource consumption, high accuracy, and speed. Besides, network architectures with different structures were preferred because they were thought to be strong in distinguishing different features of an image [26].

3.3 SVM classifier

Support vector machine (SVM) is a statistical machine learning method that uses the hyperplane that maximizes the margin in a given training data to find a class boundary and separate two classes [27]. In this method, a hyperplane with the best aperture for two different classes is sought. On the other hand, the basic SVM method has been generalized to separate data with two or more classes [28]. In this way, SVM has become a powerful tool for nonlinear classification, regression, and multivariate function prediction. Radius based function (RBF), one of the most popular kernel types used in SVM, can be applied to any distribution of sampling with the selection of parameters. It is increasingly used in nonlinear applications of support vector machines [29, 30].

In this study, SVM and RBF combinations are used to classify vehicle images.

3.4 Feature selection methods

Feature selection is the process of extracting a new subset of features from existing features in the data set. With this process, unnecessary and unrelated features are removed. In this way, both the size of the data is reduced and the performance is increased [31]. The feature selection process is achieved by using feature selection methods. Feature selection methods aim to increase the success of classification by selecting the best features in a data set. Feature selection methods are divided into three categories: filter, wrapper, and embedded methods. In the filter method, the features directly rank according to different performance evaluation criteria and select the first N features with the highest score. In wrapper methods, a subset of features is selected when a model is trained through classification algorithms. Some common wrapper methods are forward selection, backward elimination, and recursive feature elimination. Embedded methods are similar to wrapper methods. In these methods, feature selection is linked to classification algorithms. The embedded methods are a combination of filter and wrapper methods. It uses classification algorithms with built-in capabilities to select features [32, 33]. In this study, feature selection was made using embedded feature selection methods such as Ridge Cross-Validation (RidgeCV), Stochastic Gradient Descent Classifier (SDGC), and Linear Support Vector Classifier (LSVC). Feature selection cannot be done directly with these methods. However, features can be selected from the model by using the feature selection technique. This technique is a meta-transformer that can be used with an estimator after training to determine the significance of each feature [34]. If the significance corresponding to the feature values is below the provided threshold parameter, the features are considered insignificant and removed. In addition to specifying the threshold numerically, there are heuristic methods of finding a threshold using a set of parameters. Available heuristic methods are mean, median, and multiples of the mean obtained by multiplying the decimal constant numbers.

4 Proposed approach

The proposed approach consists of two main stages. In the first stage, mobile CNN models such as MobileNetv1, MobileNetv2, and NASNetMobile were selected due to their compact structure, low resource consumption, high accuracy, and speed. In addition, three different network models were preferred since network architectures with different structures are thought to be strong in distinguishing different attributes of an image. Then, for these mobile CNN models to perform the best learning, while the top block layers were removed, it was optimized by adding layers such as global average pooling, dropout, and fully connected, as well as transfer learning. The optimized versions of the MobileNetv1, MobileNetv2, and NASNetMobile models are named OMobileNetv1, OMobileNetv2, and ONASNetMobile, respectively. Optimized mobile CNN models are presented in Fig. 2. The optimization of these models consists of seven steps. The three models get the vehicle data set as input in the first step and use the pre-trained ImageNet data set with the transfer learning method in the second step. In the third step, all convolution layers in the original MobileNetv1, MobileNetv2, and NASNetMobile architectures are used in the OMobileNetv1, OMobileNetv2, and ONASNetMobile approach, respectively. In the fourth step, the weights of all layers pre-trained in the original MobileNetv1, MobileNetv2, and NASNetMobile architectures are frozen in the OMobileNetv1, OMobileNetv2, and ONASNetMobile approach, respectively. If all the layers are trained at this point, the updates to the greatness of the gradient will be very large due to random weights from the classifier, and the pre-trained model will forget what it has learned. Therefore, updating the weights of the pre-trained model during training is avoided. In the fifth step, the global average pooling (GAP) layer is added for the three approaches. In the sixth step, the dropout layer was added to the OMobileNetv1 and OMobileNetv2 approaches, and the full connected (FC) layer to the ONASNetMobile approach. Global average pooling (GAP) and dropout layers have been added to further reduce model parameters and prevent memorization. In the
last layer, a fully connected layer was added for the OMobileNetv1 and OMobileNetv2 approaches. In addition, the softmax activation function was added to the last layers of these models to measure classification success. In the second stage, optimized mobile CNN models were used only as feature extractors. The layers used to extract features in OMobileNetv1, OMobileNetv2, and ONASNetMobile models are 'dropout', 'dropout', and 'avg_pool' layers, respectively. By combining different numbers of features obtained from these layers, 3360 new features were created. At this point, size reduction was not made for the features. At this point, no dimension reduction was made for the extracted features from each optimized mobile CNN model. Because it was necessary to select the best features from the entire set of features. However, after the features were combined, a new feature set was obtained from these features using the Linear Support Vector Classification (SVC) method. In this way, it was ensured that the best features were selected from the features extracted from three different network models. Then, these new features were classified by the SVM method with known classification success and final results were obtained. Figure 3 shows the schematic of the proposed approach.

5 Experiments

5.1 Experimental strategy

In this study, the batch size is set to 32 for training the mobile CNN models such as ONASNetMobile, OMobileNetv1, and OMobileNetv2. The dropout rate for the OMobileNetv1 and OMobileNetv2 methods was set to 0.065 and 0.09, respectively. The Adam [35] optimization algorithm, which gives the best results, was used in all three models. Different learning rates for the three models were tested iteratively and the optimal learning rate was determined as $1 \times 10^{-5}$. While the Softmax function is used as the activation function of the output layer in mobile CNN models, categorical cross entropy is used as the loss function. Three different feature selection methods, namely RidgeCV, SDGC, and LSVC, were used for experimental tests. For one of these methods, Ridge Cross Validation (RidgeCV), Sklearn’s default parameters are used. For the other methods, the Stochastic Gradient Descent Classifier (SDGC), the stop criterion parameter is set to $1 \times 10^{-4}$. The regularization parameter for the Linear Support Vector Classifier (LSVC) is selected as $1 \times 10^{-2}$. The norm parameter used in the penalty is L1 (Lasso). Since the number of samples in the data set is greater than the number of features, the dual parameter is selected as false and the stop criterion parameter is selected as $1 \times 10^{-3}$. Finally, the Support Vector Classifier is used to classify the obtained features and the kernel type of this classifier was selected as RBF.
5.2 Experimental analysis and results

In this study, three different classifications were made with optimized mobile CNN models such as ONASNetMobile (ONN), OMobileNetv1 (OMN1), and OMobileNetv2 (OMN2). In this way, it will be possible to compare the proposed approach and mobile CNN models in terms of accuracy success. Then, the features extracted from the relevant layers of these mobile CNN models are combined and three different sub-feature sets are created by choosing from the combined features using the feature selection methods. Then, these subsets of features are individually classified by the SVM. In this way, the contribution of each feature selection method to the proposed approach can be determined. To evaluate the results, the criteria obtained from the complexity matrix are examined; precision (Prec.), recall (Rec.), f-score (F-Scr.), and accuracy (Acc.). The values of these metrics are found by the following equations. In these equations, TP denotes to true-positive, TN, true-negative, FP, false-positive, FN, and false-negative [36].

\[
\text{Prec} = \frac{TP}{TP + FP} \quad (1)
\]

\[
\text{Rec} = \frac{TP}{TP + FN} \quad (2)
\]

\[
F\text{-Scr} = \frac{2TP}{2TP + FP + FN} \quad (3)
\]

\[
\text{Acc} = \frac{(TP + TN)}{(TP + FN + TN + FP)} \quad (4)
\]

The experimental study is generally carried out in three different stages. In the first stage, transfer learning is carried out with the three different optimized mobile CNN models, classification is made separately and the results are evaluated. In the second stage, binary combinations of three separate feature sets obtained from these three optimized mobile CNN models are selected and combined. Sub-feature sets are then created from the combined features using feature selection methods. The sub-feature sets are separately classified by SVM and the results are evaluated. In the last stage, the triple combination of three separate feature sets obtained from the three optimized mobile CNN models is selected and combined. The sub-feature sets are then created from the combined features using feature selection methods. Finally, the sub-feature sets are separately classified by SVM and the results are evaluated.

When the vehicle dataset is trained with optimized mobile CNN models, the accuracy graph of the training and validation sets is as in Fig. 4. The best training and validation harmony in these graphics was achieved in the ONASNetMobile model. On the other hand, the highest accuracy rate
As seen in Fig. 4 and Table 1, the worst accuracy rate among these CNN models was realized in OMobileNetv1 with 78.3%. Among the features combined as a binary combination, the highest accuracy rate was obtained from the feature set consisting of the combination of the binaries such as OMobileNetv1 (OMN1), OMobileNetv2 (OMN2), and OMobileNetv1 (OMN1), ONASNetMobile (ONN). The best feature selection from the feature set created from these binary combinations was obtained by the Stochastic Gradient Descent classifier method. As a result, the highest classification success rate of 87.4% was achieved with the properties selected from these binary combinations. The worst classification success was obtained from binary feature combinations, the combination of OMobileNetv2 and ONASNetMobile CNN models, while the worst performance in feature selection was achieved with RidgeCV.

When triple feature selection combinations are examined, the highest classification success is obtained when features are selected with the linear support vector classifier method. The lowest classification success is achieved when the feature selection is made with the RidgeCV method.

Finally, as a result of the experimental tests, the highest accuracy success was obtained with 87.7% by combining the features extracted from the OMobileNetv1, OMobileNetv2 and ONASNetMobile CNN methods and by selecting the features with the LSVC method and classifying with the SVM method. Therefore, in this study, a combination of OMobileNetv1, OMobileNetv2, ONASNetMobile CNN methods...
| Methods | Metrics    | Ambulance | Bicycle | Bus | Car | Taxi | Truck | Van | Accuracy |
|---------|------------|-----------|---------|-----|-----|------|-------|-----|----------|
| MobileNetv1 | Precision | 0.50      | 0.91    | 0.93 | 0.65 | 0.85 | 0.71  | 0.66 | 78.3     |
|          | Recall     | 0.08      | 0.97    | 0.96 | 0.72 | 0.80 | 0.69  | 0.68 |          |
|          | F1-Score   | 0.14      | 0.94    | 0.94 | 0.68 | 0.83 | 0.70  | 0.67 |          |
| MobileNetv2 | Precision | 0.83      | 0.97    | 0.89 | 0.69 | 0.79 | 0.75  | 0.70 | 80.1     |
|          | Recall     | 0.42      | 1.00    | 0.96 | 0.74 | 0.77 | 0.69  | 0.69 |          |
|          | F1-Score   | 0.56      | 0.98    | 0.92 | 0.71 | 0.78 | 0.72  | 0.70 |          |
| ONASNetMobile | Precision | 0.78      | 0.89    | 0.89 | 0.70 | 0.84 | 0.85  | 0.83 | 82.6     |
|          | Recall     | 0.58      | 0.95    | 1.00 | 0.81 | 0.74 | 0.77  | 0.71 |          |
|          | F1-Score   | 0.67      | 0.92    | 0.94 | 0.75 | 0.79 | 0.81  | 0.77 |          |
| MobileNetv1 + MobileNetv2 + LSVC | Precision | 0.75      | 0.99    | 0.92 | 0.77 | 0.82 | 0.93  | 0.81 | 86.6     |
|          | Recall     | 0.43      | 0.93    | 0.97 | 0.86 | 0.74 | 0.88  | 0.85 |          |
|          | F1-Score   | 0.55      | 0.96    | 0.94 | 0.81 | 0.78 | 0.90  | 0.83 |          |
| MobileNetv1 + MobileNetv2 + Ridge | Precision | 0.60      | 0.99    | 0.91 | 0.80 | 0.79 | 0.93  | 0.81 | 86.6     |
|          | Recall     | 0.43      | 0.95    | 0.90 | 0.88 | 0.76 | 0.88  | 0.85 |          |
|          | F1-Score   | 0.50      | 0.97    | 0.90 | 0.84 | 0.78 | 0.90  | 0.83 |          |
| MobileNetv1 + MobileNetv2 + SDGC | Precision | 0.75      | 0.99    | 0.92 | 0.77 | 0.89 | 0.94  | 0.81 | 87.4     |
|          | Recall     | 0.43      | 0.93    | 0.95 | 0.90 | 0.78 | 0.86  | 0.85 |          |
|          | F1-Score   | 0.55      | 0.96    | 0.93 | 0.83 | 0.83 | 0.90  | 0.83 |          |
| MobileNetv1 + ONASNetMobile + LSVC | Precision | 0.60      | 0.99    | 0.95 | 0.80 | 0.83 | 0.87  | 0.79 | 86.4     |
|          | Recall     | 0.43      | 0.93    | 0.90 | 0.88 | 0.80 | 0.84  | 0.85 |          |
|          | F1-Score   | 0.50      | 0.96    | 0.92 | 0.84 | 0.82 | 0.86  | 0.82 |          |
| MobileNetv1 + ONASNetMobile + Ridge | Precision | 0.50      | 0.99    | 0.96 | 0.80 | 0.80 | 0.89  | 0.77 | 85.6     |
|          | Recall     | 0.43      | 0.93    | 0.86 | 0.88 | 0.78 | 0.86  | 0.83 |          |
|          | F1-Score   | 0.46      | 0.96    | 0.91 | 0.84 | 0.79 | 0.88  | 0.80 |          |
| MobileNetv1 + ONASNetMobile + SDGC | Precision | 0.67      | 0.99    | 0.98 | 0.80 | 0.85 | 0.92  | 0.78 | 87.4     |
|          | Recall     | 0.57      | 0.93    | 0.91 | 0.90 | 0.78 | 0.86  | 0.86 |          |
|          | F1-Score   | 0.62      | 0.96    | 0.95 | 0.84 | 0.81 | 0.89  | 0.82 |          |
| MobileNetv2 + ONASNetMobile + LSVC | Precision | 0.50      | 0.99    | 0.91 | 0.81 | 0.87 | 0.89  | 0.80 | 86.6     |
|          | Recall     | 0.43      | 0.95    | 0.86 | 0.91 | 0.78 | 0.86  | 0.85 |          |
|          | F1-Score   | 0.46      | 0.97    | 0.88 | 0.86 | 0.82 | 0.88  | 0.82 |          |
| MobileNetv2 + ONASNetMobile + Ridge | Precision | 0.50      | 0.97    | 0.92 | 0.78 | 0.88 | 0.86  | 0.77 | 84.9     |
|          | Recall     | 0.43      | 0.93    | 0.83 | 0.88 | 0.76 | 0.86  | 0.83 |          |
|          | F1-Score   | 0.46      | 0.95    | 0.87 | 0.83 | 0.82 | 0.86  | 0.80 |          |
| MobileNetv2 + ONASNetMobile + SDGC | Precision | 0.50      | 0.97    | 0.93 | 0.76 | 0.86 | 0.89  | 0.79 | 85.4     |
|          | Recall     | 0.43      | 0.95    | 0.88 | 0.90 | 0.76 | 0.86  | 0.79 |          |
|          | F1-Score   | 0.46      | 0.96    | 0.90 | 0.82 | 0.81 | 0.88  | 0.79 |          |
| MobileNetv1 + MobileNetv2 + ONASNetMobile + LSVC | Precision | 0.60      | 0.99    | 0.96 | 0.80 | 0.85 | 0.91  | 0.80 | 87.7     |
|          | Recall     | 0.43      | 0.93    | 0.93 | 0.90 | 0.80 | 0.88  | 0.85 |          |
|          | F1-Score   | 0.50      | 0.96    | 0.95 | 0.85 | 0.82 | 0.89  | 0.82 |          |
| MobileNetv1 + MobileNetv2 + ONASNetMobile + Ridge | Precision | 0.40      | 0.99    | 0.98 | 0.78 | 0.84 | 0.86  | 0.77 | 85.6     |
|          | Recall     | 0.29      | 0.93    | 0.86 | 0.88 | 0.76 | 0.89  | 0.83 |          |
|          | F1-Score   | 0.33      | 0.96    | 0.92 | 0.83 | 0.80 | 0.88  | 0.80 |          |
| MobileNetv1 + MobileNetv2 + ONASNetMobile + SDGC | Precision | 0.50      | 0.99    | 0.93 | 0.80 | 0.85 | 0.94  | 0.80 | 87.2     |
|          | Recall     | 0.43      | 0.93    | 0.93 | 0.91 | 0.80 | 0.86  | 0.82 |          |
for feature extraction, LSVC method for feature selection and SVM method for classification is proposed.

The comparison of the proposed approach with other state-of-the-art methods in the literature is given in Table 2. In this comparison table, the number of samples and the number of classes in the relevant data set are also considered important factors in order to evaluate the classification success of a method. The SS-BLS method in this table is a new flat network model developed by Chen et al. [39] by inheriting most of the features and superiorities of the random vector functional-link neural networks (RVFLNN). This model achieved an accuracy of 71.33% when trained and tested with the BIT Vehicle dataset by Guo et al. [37]. Although the number of samples and the number of classes in the data set in which this method is tested is close to that of our proposed approach, the accuracy of our proposed approach is 16% higher. VGG19 [38] and Dense-TNT [6], one of the state-of-the-art methods based on other convolutional neural networks, have a lower accuracy success than our proposed approach, despite using datasets containing a very large number of samples. Our proposed approach achieved approximately 5% higher accuracy than its closest competitor, the VGG19.

### 6 Conclusions and future works

In this study, we propose a new approach that achieves a higher classification success than state-of-the-art methods using the vehicle dataset of real-world images. The proposed approach is developed based on mobile CNN models such as MobileNetv1, MobileNetv2, and NASNetMobile to recognize seven different types of vehicles. In the proposed approach, the reason for using these mobile CNN models is because they are lightweight, fast speed, and consume fewer hardware resources. However, these models do not provide sufficient accuracy for vehicle type recognition when used alone. This is because the dataset contains images from the real environment, there are seven different types of vehicles, and the images contain complex traffic scenes. All these situations are problems that make it difficult to recognize vehicle types. To overcome these problems, first of all, three different mobile CNN models were optimized. Then, features were extracted and combined with optimized CNN models. Using the Linear Support Vector Classification (LSVC) feature selection method, a new feature set is created from the combined features. In this way, it is ensured that the best features are selected. Then, using the Support Vector Machine, whose success in classification is known, 87.7% accuracy was achieved. This result is approximately 5% higher than the highest classification success of state-of-the-art methods. In our future studies, we aim to develop the proposed approaches with different datasets and different feature selection methods to achieve higher classification success.
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