Thermal bosons in 3d optical lattices via tensor networks
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Ultracold atoms in optical lattices are one of the most promising experimental setups to simulate strongly correlated systems. However, efficient numerical algorithms able to benchmark experiments at low-temperatures in interesting 3d lattices are lacking. To this aim, here we introduce an efficient tensor network algorithm to accurately simulate thermal states of local Hamiltonians in any infinite lattice, and in any dimension. We apply the method to simulate thermal bosons in optical lattices. In particular, we study the physics of the (soft-core and hard-core) Bose-Hubbard model on the infinite pyrochlore and cubic lattices with unprecedented accuracy. Our technique is therefore an ideal tool to benchmark realistic and interesting optical-lattice experiments.

Considering the above, here we introduce an accurate and highly-efficient TN method for the simulation in the thermodynamic limit of thermal properties of local Hamiltonians in any dimension and lattice geometry. We call this the thermal graph-based PEPS (TgPEPS) algorithm. To show how powerful our method is, we use it to efficiently simulate the physics of the 3d Bose-Hubbard (BH) model on the pyrochlore (see Fig. 1(a)) and cubic lattices, including the zero- and finite-temperature superfluid-Mott insulator transitions as well as the full phase diagrams and critical properties, with unprecedented accuracy.

The TgPEPS Method.- Traditionally, TN methods for zero-temperature properties target ground states of local Hamiltonians by, e.g., variational optimization and imaginary-time evolution (ITE) 73–75. However, at finite-temperature we target the thermal density matrix (TDM) of Hamiltonian $H$, i.e., $\rho = e^{-\beta H}$, $\beta = 1/T$ being the inverse temperature. To approximate this state, one typically evolves in imaginary-time for a time $\beta/2$ both the bra and ket degrees of freedom starting from the infinite-temperature state, i.e., $\rho = e^{-\beta H/2} \cdot I \cdot e^{-\beta H/2}$ [41, 63, 64, 66, 69]. In TN language, the TDM of a system on a lattice with coordination number $z$ can be described by a Projected Entangled-Pair Operator (PEPO) [36]. The typical tensor describing this PEPO is of the type $T_{i,j,a_1,\ldots,a_z}$, with $i, j = 1, \ldots, p$ and $a_k = 1, \ldots, D$, $p$ being the dimension of the local Hilbert space and $D$ the bond dimension of the bond indices, which in turn controls the number of correlations (classical and quantum) that can be handled by the ansatz, see Fig. 1(b) for the example of the cubic lattice.

Let us consider, without loss of generality, the case of a Hamiltonian with nearest-neighbour interactions, $H = \sum_{(i,j)} h_{ij}$. The TDM can be sliced into $m$ ITE steps using the Suzuki-Trotter decomposition, i.e.,

$$\rho \approx \left( \prod_{(i,j)} e^{-\delta h_{ij}} \right)^{m/2} \cdot \left( \prod_{(i,j)} e^{-\delta h_{ij}} \right)^{m/2},$$

where $\delta \ll 1$ and $m \cdot \delta = \beta$. The thermal density matrix of the system at inverse temperature $\beta$ is then obtained.
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The Hamiltonian is given by
\[
H = -t \sum_{\langle ij \rangle} (a_i^\dagger a_j + a_j^\dagger a_i) + \frac{U}{2} \sum_i n_i (n_i - 1) - \mu \sum_i n_i,
\]
(2)
where \(a^\dagger\) (a) are the bosonic creation (annihilation) operators, \(n = a^\dagger a\) is the particle number operator, \(t\) is the hopping rate between nearest-neighbour sites, \(U\) is the on-site repulsive interaction, and \(\mu\) the chemical potential. At zero-temperature \(T = 0\), in the extreme regime after \(m\) successive applications of the gates \(g \equiv e^{-\delta h_{ij}}\) on the corresponding links of the lattice, as shown in Fig. 1(b,c) for the cubic lattice.

After applying a gate on the PEPO, the bond dimension of the index connecting the local sites grows from \(D\) to \(d^2D\). To truncate it back to its original size one can use a variety of methods, including the so-called “simple” update (SU) \([61, 76, 77]\), or the more involved “fast-full” \([78]\) and “full” updates (FFU, FU) \([52, 55, 57]\). These algorithms differ in the way they handle the correlations around the link to be truncated. While the SU handles these correlations by a mean-field approach and truncates the index directly with a Singular Value Decomposition (SVD), FFU and FU approximate the full effect of the environment via powerful techniques such as Tensor Renormalization Group (TRG) \([79, 80]\) and Corner Transfer Matrix Renormalization Group (CTMRG) \([52, 77, 81–83]\). The price to pay, though, is that FFU and FU are computationally much more expensive than SU. However, for thermal systems with a lot of connectivity (such as higher-dimensional systems), the mean-field approximation of the environment in the SU is actually good, in turn making the SU a quite accurate option in these situations. And this are good news, because the computational cost of the FFU and FU algorithms is really high for thermal high-dimensional systems.

The TgPEPS algorithm thus targets both the geometrical challenges and the efficient approximation of the environment, in turn providing a universal algorithm for thermal states applicable to any local Hamiltonian in any dimension. Geometrical aspects of the network are encoded in the so-called structure-matrix (SM), first proposed by the authors in Ref. \([61]\). Each column of the SM corresponds to one of the links of the lattice and contains all the details about the neighbouring tensors, their interconnecting indices, and their bond dimensions. Thanks to this one can fully automatize the TN update by looping over the columns of the SM in a very systematic way, without the burden of complications due to geometry (see Refs.\([61, 84]\) for detailed discussions and examples of SM for different lattices, as well as the Supplementary Material \([84]\) for more information).

Moreover, TgPEPS makes explicit use of the SU which, as explained above, is well-suited for finite-temperature systems of high dimensionality. Extensions using the FFU and FU (on simple lattice structures) are of course possible, but we found that the SU already provides remarkable accuracy in the considered regimes. Our thermal SU algorithm is based on an iterative ITE algorithm that updates all links of the lattice in each iteration by incorporating the mean-field environment (see Supplementary Material \([84]\) for details). Thanks to the SM, the algorithm can also be efficiently adapted to local Hamiltonians on any lattice geometry and dimension \([61]\). The algorithm can also be enhanced by using a local gauge-fixing of the tensors \([61, 85, 86]\).

After obtaining the PEPO approximation of the thermal state \(\rho\), expectation values of local operators \(\langle O \rangle_{\rho} = \text{Tr}(\rho O) / \text{Tr}(\rho)\) can be approximated by contractions similar to the ones in Fig. 1(d), i.e., by using the mean-field approximation to the environment which, as we argued before, works well in the considered regimes \([87]\). In the end, our approach allows us to push the simulation of thermal 3d models in any geometry to very large dimensions with a very cheap computational cost of \(O(p^3D^3)\).

**Numerical results.** To prove the validity of our approach, we apply the TgPEPS technique to the Bose-Hubbard (BH) model \([18]\) in 3d, for which we study the low-temperature phase diagram in the cubic and pyrochlore lattices, with maximum occupation number \(n_{\text{oc}} = 2\) (soft-core) and \(n_{\text{oc}} = 1\) (hard-core) respectively. The Hamiltonian is given by

\[
H = -t \sum_{\langle ij \rangle} (a_i^\dagger a_j + a_j^\dagger a_i) + \frac{U}{2} \sum_i n_i (n_i - 1) - \mu \sum_i n_i,
\]
(2)
where \(a^\dagger\) (a) are the bosonic creation (annihilation) operators, \(n = a^\dagger a\) is the particle number operator, \(t\) is the hopping rate between nearest-neighbour sites, \(U\) is the on-site repulsive interaction, and \(\mu\) the chemical potential. At zero-temperature \(T = 0\), in the extreme regime
where $t/U \ll 1$ the repulsive interaction is very strong and only one particle per site is allowed, resulting in a Mott insulating (MI) phase. Complementarily, in the $t/U \gg 1$ regime the bosons are highly delocalized, and the system is in a coherent superfluid (SF) phase. One therefore expects a quantum phase transition (QPT) between these two regimes.

Let us first consider the $T = 0$ properties for the soft-core ($n = 2$) BH model on the cubic lattice, which we can compute accurately using our technique from Ref. [61]. Fig. 2(a) shows the $T = 0$ SF-MI transition at $t/U = 0.01$. This is captured by the superfluid order parameter $\rho_s = |\langle a_i \rangle|^2$ which is nonzero in the SF phase and zero in the MI phase. The QPT takes place at $(\mu/U)^c \approx 1.119$. The discontinuity in the second derivative of the ground state energy per site (inset of Fig. 2(a)) confirms that this transition is 2nd-order. We have further mapped out the full $T = 0$ phase diagram in the $t/U-\mu/U$ plane up to $n_{oc} = 2$ in Fig. 3(a). The figure depicts the contour-plot of the superfluid density, which is zero in the two Mott lobes (dark regions).

It is already known that the SF-MI transitions in the $d$ spatial dimensions are mean-field-like in the whole phase diagram of the BH model except at the tip of the Mott lobes, which are critical [43, 44, 88] and fall into the $(d+1)$-XY universality class [18, 43]. Our accurate analysis shows that the tip of the first lobe (blue star in Fig. 3(a)) is located at $\mu/U \approx 0.393$, in excellent agreement with previous studies [43, 44, 88]. We find that the QPT occurs at $(t/U)^c \approx 0.0331$, which is well detected by $\rho_s$ as well as by the one-site Von-Neumann entanglement entropy shown in Fig. 2(b). On the 3d cubic lattice, the QPT at the tip of the lobe is therefore in the four-dimensional XY universality class [43, 88].

Next, we study the thermal properties of the BH model. In experiments with ultracold gases in optical lattices, bosonic atoms are cooled down to the nanoKelvin regime by efficient techniques such as laser cooling [89, 90] and the desired quantum states are engineered by inducing quantum correlations between the atoms by microwave pulses. Increasing the temperature of the system destroys quantum correlations due to the extra kinetic energy imposed on the atoms by thermal fluctuations, and eventually the system will end up in a normal gas (NG) phase at large $T$ [42]. A thermal phase transition (TPT) is therefore expected between the underlying quantum state and the NG phase, depopulating both on $T$ as well as the couplings of the Hamiltonian.

We use TgPEPS to provide a good insight into the stability of the Mott and superfluid phases at finite-$T$. For this, we first dive deeply into the MI and SF regions of the zero-$T$ phase diagram computed previously, and then ramp up the temperature from zero up to large $T$. To this end, we fixed $t/U = 0.01$ and computed the TDM of the BH model in the cubic lattice for $\mu/U = 0.5$ and $\mu/U = 1.0$, which respectively correspond to the MI and SF phases. Fig. 2(c,d) show the energy $\epsilon$ and specific heat $C = \partial \epsilon / \partial T$ of the BH model on the cubic lattice versus $T$ in the MI and SF phases. The TPT to a normal gas...
phase is well detected by the peak in the specific heat. Our TgPEPS results show that the MI-NG transition occurs at $T_c \approx 0.4$, and the SF-NG transition at $T_c \approx 0.9$, indicating that both MI and SF phase are stable only at very low temperatures. Additionally, we have mapped the finite-$T$ phase diagram of the model in the $t/U$-$\mu/U$ plane. Figs. 3(b-d) illustrate the superfluid density $\rho_s$ for $T = 0.05, 0.1, 0.2$, revealing how the thermal fluctuations shrink the SF region. The distinction between the MI and NG phases (dark regions) is not visible in the $\rho_s$ plot because $\rho_s = 0$ for both. However, one can distinguish them by observing the particle density $\rho_0 = \langle a_i^\dagger a_i \rangle$, which is shown in Fig. 4(a): it holds integer values in the MI phase, and non-integer values in the NG phase.

Finally, we used TgPEPS to study the hard-core BH model on the pyrochlore lattice at finite temperature. This lattice is well-known for being responsible for interesting effects in frustrated quantum magnets and Kitaev materials. Fig. 4(b,c) shows the superfluid density and the particle density of this model for various temperatures. The thermal phase transitions between SF and NG and between MI and NG can clearly be identified from the curves in both plots.

**Conclusions and outlook**. In this paper we introduced TgPEPS, an efficient TN algorithm for finite-temperature simulation of strongly correlated systems in the thermodynamic limit for any lattice and in any spatial dimension. The method follows the ideas that we introduced in Ref. [61], extending them to the finite-temperature case, and allowing for very efficient and accurate simulations of thermal systems with large connectivity. We benchmarked the method by computing the zero- and finite-temperature of the 3d Bose-Hubbard model on the pyrochlore and cubic lattices, with unprecedented accuracy. We believe that the TgPEPS algorithm will become an essential tool for both benchmarking experiments with ultracold atoms in optical lattices with complex geometric structures. Importantly, the method can also be applied to simulate fermionic atoms on optical lattices [91], which we will address in future extensions of this work. All in all, we think that our method will become a very helpful tool in the discovery of new exotic phases of quantum matter.
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This supplementary material contains details about the structure matrix for the cubic and pyrochlore lattices, as well as technical details on the update scheme for TgPEPS.

I. STRUCTURE-MATRIX FOR THE CUBIC AND PYROCHLORE LATTICES

The structure-matrix (SM) codifies the connectivity information of the tensor network (TN) corresponding to a given lattice geometry. More specifically, the connectivity information of two neighbouring tensors along their shared edges are stored in the columns of the SM. The SM (1) and (2) provide the connectivity information of the translationally invariant unit-cell of the cubic and pyrochlore (both with 8-sites) lattices, respectively. For example, according to the second column of SM (1), the edge $E_3$ connects the bond matrix $\lambda_3$ and the dimensions 4 and 2 of tensors $T_1$ and $T_4$, respectively. Thanks to this information, the algorithm can automatically identify the links and tensors where two-body gates are applied, and implement a simple update. This is done by looping over the columns of the SM and systematically updating the iPEPS tensors along their corresponding edges, which can now be done automatically and regardless of the underlying lattice.

Last but not least, the non-zero elements of the SM at each row start from 2 which is due to the fact that the first two dimensions (0, 1) of the tensors $T_i$ in our notation corresponds to the physical bonds of ket and bra, respectively, and play no role in the connectivity of the underlying TN.

Eq. (1) corresponds to the SM of an 3d cubic lattice with a 8-site unit-cell (see Fig. 1).

FIG. 1: (Color online) The infinite 3d cubic lattice with an 8-site unit-cell. The numbers at vertices label the graph nodes in the unit-cell.
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\[ SM_{\text{cubic}} = \begin{pmatrix} E_1 & E_2 & E_3 & E_4 & E_5 & E_6 & E_7 & E_8 & E_9 & E_{10} & E_{11} & E_{12} & E_{13} & E_{14} & E_{15} & E_{16} & E_{17} & E_{18} & E_{19} & E_{20} & E_{21} & E_{22} & E_{23} & E_{24} \\ T_1 & 2 & 3 & 4 & 5 & 6 & 7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ T_2 & 2 & 3 & 0 & 0 & 0 & 0 & 4 & 5 & 6 & 7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ T_3 & 0 & 0 & 0 & 0 & 0 & 2 & 3 & 0 & 0 & 4 & 5 & 6 & 7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ T_4 & 0 & 0 & 2 & 3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 4 & 5 & 0 & 0 & 6 & 7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ T_5 & 0 & 0 & 0 & 0 & 2 & 3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 4 & 5 & 0 & 0 & 0 & 6 & 7 & 0 & 0 \\ T_6 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 3 & 0 & 0 & 4 & 5 & 6 & 7 \\ T_7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ T_8 & 0 & 0 & 0 & 0 & 2 & 3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{pmatrix}. \tag{1} \]

\[ SM_{\text{pyro}} = \begin{pmatrix} E_1 & E_2 & E_3 & E_4 & E_5 & E_6 & E_7 & E_8 & E_9 & E_{10} & E_{11} & E_{12} & E_{13} & E_{14} & E_{15} & E_{16} & E_{17} & E_{18} & E_{19} & E_{20} & E_{21} & E_{22} & E_{23} & E_{24} \\ T_1 & 2 & 3 & 4 & 5 & 6 & 7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ T_2 & 0 & 0 & 0 & 0 & 0 & 2 & 3 & 4 & 5 & 6 & 7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ T_3 & 0 & 0 & 0 & 0 & 0 & 2 & 3 & 0 & 0 & 4 & 5 & 6 & 7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ T_4 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 3 & 0 & 0 & 4 & 5 & 0 & 0 & 6 & 7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ T_5 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & 0 & 0 & 0 & 4 & 0 & 5 & 0 & 6 & 7 & 0 & 0 & 0 & 0 \\ T_6 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & 0 & 0 & 0 & 4 & 0 & 5 & 0 & 6 & 7 & 0 & 0 & 0 & 0 \\ T_7 & 0 & 0 & 2 & 3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 4 & 0 & 5 & 0 & 6 & 7 & 0 \\ T_8 & 0 & 0 & 0 & 0 & 2 & 3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 4 & 0 & 5 & 0 & 6 & 7 & 0 \end{pmatrix}. \tag{2} \]

**FIG. 2:** (Color online) (a) The infinite 3d pyrochlore lattice composed of up and down tetrahedrons. (b) The 8-site unit-cell of the pyrochlore lattice. The numbers represent the labelings of vertices (graph nodes) in the unit-cell.

Eq. (2) corresponds to the SM of an 3d pyrochlore lattice with a 8-site unit-cell (see Fig. 2).

### II. THE TGPEPS ALGORITHM FOR ANY INFINITE LATTICE

The thermal density matrix of the system is evaluated by iteratively applying $g$ on every shared link of the two neighbouring tensors $T_i, T_j$ and updating the tensors along the corresponding links. In this scheme, the update changes only the tensors along the link where a given gate is acting. Therefore, one can update lower-rank sub-tensors related to them and substantially reduce the computational cost of the algorithm [1], thus allowing to achieve larger bond dimension $D$.

Let us briefly revisit how the SU proceeds for the sub-tensors, in the context of TgPEPS. Given a tensor network and its corresponding structure matrix, the SU consists of the following iterative main steps:

1. Do for all edges $E_k: k \in [1, N_{\text{Edge}}]$ (columns of SM matrix)
   
   (a) Find tensors $T_i, T_j$ and their corresponding dimensions connected along edge $E_k$. 

   (b) \[ SM_{\text{cubic}} = \begin{pmatrix} E_1 & E_2 & E_3 & E_4 & E_5 & E_6 & E_7 & E_8 & E_9 & E_{10} & E_{11} & E_{12} & E_{13} & E_{14} & E_{15} & E_{16} & E_{17} & E_{18} & E_{19} & E_{20} & E_{21} & E_{22} & E_{23} & E_{24} \\ T_1 & 2 & 3 & 4 & 5 & 6 & 7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ T_2 & 2 & 3 & 0 & 0 & 0 & 0 & 4 & 5 & 6 & 7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ T_3 & 0 & 0 & 0 & 0 & 0 & 0 & 2 & 3 & 0 & 0 & 4 & 5 & 6 & 7 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ T_4 & 0 & 0 & 2 & 3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 4 & 0 & 5 & 0 & 6 & 7 & 0 \\ T_5 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & 0 & 0 & 0 & 4 & 0 & 5 & 0 & 6 & 7 & 0 & 0 & 0 & 0 & 0 & 0 \\ T_6 & 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 3 & 0 & 0 & 0 & 4 & 0 & 5 & 0 & 6 & 7 & 0 & 0 & 0 & 0 \\ T_7 & 0 & 0 & 2 & 3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 4 & 0 & 5 & 0 & 6 & 7 & 0 \\ T_8 & 0 & 0 & 0 & 0 & 2 & 3 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 4 & 0 & 5 & 0 & 6 & 7 & 0 \end{pmatrix}. \tag{1} \]
(b) Absorb bond matrices \( \lambda_m \) to all virtual legs \( m \neq k \) of \( T_1, T_2 \) tensors.

(c) Group all virtual legs \( m \neq k \) to form \( P_L, P_R \) PEPO tensors.

(d) QR/LQ decompose \( P_L, P_R \) to obtain \( Q, R \) and \( L, Q \) sub-tensors, respectively [1].

(e) Contract the ITE gate \( U_{i,j} \), with \( R, L \) along the legs of both ket and bra together with \( \lambda_k \) to form \( \Theta \) tensor.

(f) Obtain \( \tilde{R}, \tilde{L}, \tilde{\lambda}_k \) tensors by applying an SVD to \( \Theta \) and truncating the tensors by keeping the \( D \) largest singular values.

(g) Glue back the \( \tilde{R}, \tilde{L}, \tilde{\lambda}_k \) tensors to all virtual legs to form updated PEPO tensors \( P_L', P_R' \).

(h) Reshape the \( P_L', P_R' \) to the original rank-(\( z + 2 \)) tensors \( T_1', T_2' \).

(i) Remove bond matrices \( \lambda_m \) from virtual legs \( m \neq k \) to obtain the updated PEPO tensors \( \tilde{T}_1 \) and \( \tilde{T}_2 \).

Fig. 3-(a) shows all these steps graphically for the case of a 2d honeycomb lattice (the generalization to 3d is straightforward). By repeating the above ITE iterations \( m/2 \) times where \( m, \delta = \beta \), the system will cool down to the desired temperature \( T = 1/\beta \). Once the TDM of the system at desired \( T \) is obtained, we can calculate the expectation values of local operators as shown graphically for one- and two-body operators in Fig. 3-(b,c).

In order to have an efficient and universal algorithm applicable to any infinite lattice, the following remarks are in order: (i) In steps (b), (c), (g) and (h) one can locate the lambda matrices corresponding to each leg of a tensor from rows of the SM. One can therefore design clever functions for absorbing (removing) \( \lambda \) matrices to (from) each tensor legs as well as for grouping (un-grouping) the non-updating tensor legs by using the information stored in each row of the SM. (ii) In our SU optimization, we perform the ITE iteration for \( \delta = 10^{-3} \). (iii) Furthermore, one can increase the stability of the SU algorithm by applying the gauge-fixing [2].

Let us further note that the computational cost of the SU scales as \( O(p^2D^2) \), and evidently depends on the coordination number of the underlying lattice. Henceforth, the maximum achievable bond dimension \( D \) is lattice dependent and is larger for structures with less coordination number, though structures with large \( z \) usually need low \( D \) because of entanglement monogamy.
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