Abstract: Transition from manual (visual) interpretation to fully automated gully detection is an important task for quantitative assessment of modern gully erosion, especially when it comes to large mapping areas. Existing approaches to semi-automated gully detection are based on either object-oriented selection based on multispectral images or gully selection based on a probabilistic model obtained using digital elevation models (DEMs). These approaches cannot be used for the assessment of gully erosion on the territory of the European part of Russia most affected by gully erosion due to the lack of national large-scale DEM and limited resolution of open source multispectral satellite images. An approach based on the use of convolutional neural networks for automated gully detection on the RGB-synthesis of ultra-high resolution satellite images publicly available for the test region of the east of the Russian Plain with intensive basin erosion has been proposed and developed. The Keras library and U-Net architecture of convolutional neural networks were used for training. Preliminary results of application of the trained gully erosion convolutional neural network (GECNN) allow asserting that the algorithm performs well in detecting active gullies, well differentiates gullies from other linear forms of slope erosion — rills and balkas, but so far has errors in detecting complex gully systems. Also, GECNN does not identify a gully in 10% of cases and in another 10% of cases it identifies not a gully. To solve these problems, it is necessary to additionally train the neural network on the enlarged training data set.
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1. Introduction

Gully erosion is one of the most active geomorphic processes and one of the major causes of land degradation worldwide. The role of the process can hardly be underestimated, even with rough estimates, the area occupied by gullies only in Russia is 2.4 million ha [1], which is more than the area of some European countries such as Slovenia or the total area of Montenegro, Luxembourg, Andorra, Malta, and Liechtenstein. In the eastern part of the Russian Plain, gully erosion is particularly intense, forming what is known as the “erosion polis” [2,3]. All this leads to the fact that fertile and heavily used earlier agricultural land is withdrawn from circulation, which in turn generates alternative costs estimated at hundreds of billions of dollars per year [1].

Gullies within the European part of Russia are observed mostly within arable lands. Latest assessment and mapping of the gully dissection density for the European part of Russia was undertaken during the 1970s. Previous maps of gully erosion have a high degree of generalization. This is due to the fact that when such maps were created for the territory of the former USSR and its separate regions, the gully dissection density of the gully network was determined by topographic maps of different scales (1:420,000, 1:100,000, 1:50,000, and 1:25,000) [4–9]. Taking into account the large size of the USSR territory, even for some regions this was not a continuous mapping. The mapping was conducted for key areas on the basis
of preliminary expert zoning. Thus, it becomes obvious that it is necessary to create a national register of
gullies for control, monitoring, and modern assessment of gully erosion. Today there are several attempts
to create regional gully databases in Russia. Thus, one of the largest in terms of quantity and time of field
observations is the database of gullies of the Udmurt Republic [10], which contains information about
linear growth of gullies in Udmurtia since the 1970s. Additionally, instrumental monitoring of the linear
growth of gullies was conducted in the Republic of Tatarstan, Voronezh, Saratov, and Orenburg regions,
and Stavropol Territory [11,12]. Similar studies have been conducted in a number of other regions of
Russia [13–17]. However, there is still no unified database of gullies in Russia, especially reflecting their
current state and identified by common methodological rules and mapping sources. In many ways
this is due to the exceptionally large territory of the country, the variety of natural conditions, and the
difficulty of making continuous instrumental observations in the field due to their high cost. The solution
could be to map gullies in office conditions (without fieldwork) based on remote sensing data, but such
work is also very time-consuming for a large territory. In addition, this approach raises a number of
methodologically unsolved issues. For example, difficulties in identifying gullies, as is known, arise
at the intermediate stages of gully development. What are the conditions under which linear forms of
erosion such as a rill can be considered as a gully? Is the growing gully still a gully or a balka? It must be
said that geomorphologists do not have clear criteria for answering these questions. The expert method
is most often used [12,18]. Summarizing all the above, the main problems in gully erosion mapping are:

1. Manual (visual) identification of gullies by remote sensing, especially in a large area, is very
   laborious and requires field verification of the results;
2. There is no unified methodological basis for gully detection by remote sensing data and few
   regional detection references;
3. Subjectivity in gully detection taking into account gully development stages.

These problems have been and are being investigated by many researchers from all over the
world [19–26] and everyone, one way or another, comes to the conclusion that in order to minimize
the subjectivity factors and methodological support it is necessary to switch to automated mapping.
Three types of approach are proposed for this purpose.

In the first case, the use of land-use type classification methods with the addition of the class
“Gully” is proposed [27–29]. However, in such an approach it is necessary to provide high-quality
source RS data containing multiple bands, because the accuracy of classification depends directly
on the amount of information contained in the reference data. Obviously, it is difficult to provide
high-resolution multispectral RS data for such a large territory as the European part of Russia (about
4 million sq km). Besides, this approach is very poorly extrapolated to large territories due to the
diversity of landscape conditions, which should be taken into account when solving classification tasks.

The second approach is to create mathematical models to predict the development of gully forms.
A by-product of this approach is a map of gullies and territories susceptible to gully formation [20,22,23,30].
However, this approach is fully reliant on prediction based on high-precision digital elevation
models [31] obtained either by aerial vehicles [32] or laser scanning [33], which cannot be used in
Russia due to the lack of a national high-resolution digital elevation model.

The third approach is based on the use of object based image analysis or OBIA (GEOBIA) to
achieve the best results in classifying RS data. This approach has already been implemented for gully
detection on satellite images in Morocco [21], Australia [26], and South Africa [27]. Segmentation
under this approach is similar to the first one using classical classification methods, but additional
metrics based on analysis of objects on the image are used. Correspondingly, such an approach has the
same disadvantages as the first one, at the same time requiring even more control by humans [34].
Besides, this approach requires much effort when selecting and setting parameters for the classifier,
also introducing a subjective factor when applying it.
Thus, it becomes clearly evident that existing methods do not allow for reproducible mapping of gully erosion, especially over a large area. A new approach based on the use of artificial intelligence has been applied to solve this problem.

Neural networks are more and more actively used for processing RS data. Explosive growth in the number of works with the use of neural networks to solve the problem of object detection on satellite images was recorded in 2016, after which the number of such works increased exponentially [35,36]. Even now researchers in this field agree that the results obtained using neural networks are superior in quality even over those obtained using OBIA [34]. However, application of neural networks for object detection and contouring on satellite images is still poorly developed [37–39]. The traditional problem of classifying land use types and land cover is more or less solved [40–45], with less work on detecting specific objects. First of all, it is related to the availability of training data sets for the main classes of land use and land cover (AlexNet, ImageNet [46], GoogLeNet [47], VGGNet [48]).

The purpose of this study is to develop a methodology for automated detection of the planar form of gullies for their mapping based on remote sensing data using neural networks. The following interrelated tasks are being solved for this purpose:

1. Selection of the remote sensing data source;
2. Selection of the software development environment;
3. Neural network architecture development;
4. Collecting a training dataset;
5. Training of the neural network;
6. Evaluation of the recognition accuracy of objects (gullies) using the developed method.

2. Materials and Methods

2.1. Case Study Area

The chosen study area is the Republic of Tatarstan, a test region of the Russian Federation located on the eastern side of the boreal ecotone. The total area of the republic is comparable to the size of some European countries (Ireland, Latvia, Lithuania) and is 68 thousand sq km (Figure 1).

Gully erosion on the territory of the republic has been studied several times. Initial data were obtained by mapping 1:17,000 scale aerial photographs in the 1960–1970s. The matching of gully erosion forms on aerial photographs to the field forms was 95%–97%. Modern gully networks were mapped using visual detection from satellite images. To ensure a high quality of gully detection using satellite images, the images of different imaging seasons were used, having high and ultra-high resolution (0.5–1.5 m). A system of regional interpretation patterns was formed to detect gully forms on satellite images. The most informative signs of detection include: a) planar shape of the gully, which has well visible borders; b) a linear and dendrite-like planar image pattern with clear-cut boundaries and talveg; c) indirect signs (shadows, allowing determination of the transverse profile of the gully; color and tone of the image — identifying exposed areas of the gully slopes).

Dependence of gully clearness of the color of rocks, in which the erosive cut occurred on the satellite image, was also revealed. Forms having tone from light gray to almost white are reliably detected due to erosion cut into carbonate-siliceous, limestone and chalk-merged rocks. In order to identify gullies at the transition stages of their development, criteria were defined that allow excluding from the interpretation of the gully form the actual rills, which differ from the gully form by insignificant depth and width, not exceeding 1.5–3 m, and which can be ploughed by agricultural machinery during processing. The balka shapes have an indistinct boundary, a trapezoidal transverse profile with an indistinct bottom, slopes and bottoms overgrown with meadow and woody-shrubby vegetation, and a poorly defined mouth and top.
The choice of territory is determined by the diversity of natural conditions that determine the formation of gullies, the degree of its study and significant gully fragmentation [49,50].

Previous studies have shown that the dissection density of the modern gully network is 10 m/sq km on average and reaches a maximum of 400 m/sq km [51]. When comparing multi-temporal maps of gully dissection density, we can note a clearly defined trend of a sharp decline in the gully network. Density of gully dissection over the last 50–60 years in most of the territory has decreased by an average of 230 m/sq km (Figure 2). The most heavily dissected region of the northern part of the republic with the area of 1.7 thousand sq km (coordinates of angles 50.15, 55.80; 50.82, 56.17) has been selected for development and approbation of the gully detection methodology (Figure 1). The selected region can be considered representative of the diversity of landscape conditions presented here, in which gullies develop in the forest and forest-steppe elevated landscapes of the east of the Russian Plain. The test region belongs to the boreal landscape zone, the sub-taiga landscape subzone. The geological basis of the relief, which are well developed by water latitudinal asymmetric river valleys, which were created by rocks of the Permian age. These are typical red-colored clayey rocks, which are underlain by the thicknesses of tiles passing into lagoon-marine sediments. These rocks are actively involved in the soil formation process. Quaternary sediments are mainly eluvial and deluvial medium and upper Quaternary loams with thickness in the lower parts of slopes from 19 to 21 m. The relief is represented by a hilly plain, dissected by river valleys into wide and gentle ridges. The watersheds are flat. Most of the territory is located at absolute heights of 140–200 m. The territory is dominated by minor (up to 2°) slopes. These are mainly watersheds, upper parts of slopes, floodplains, and river terraces. Steep slopes (>8°) represent only 0.5% of slopes. Besides gully erosion there is active soil erosion: about 40% of arable soils are washed away. The area is located in the moderate continental climate zone with cold winters, warm summers and sufficient precipitation. The average annual air temperature is −3.9 °C, the average temperature in January is −11.9 °C, the average temperature in July is +19.1 °C, and the average long-term annual air temperature amplitude is 53.8 °C. The continental climate coefficient, which includes both temperature conditions and atmospheric humidification of the cold season, is 2.1–2.2. Annual sum of precipitation 480–500 mm. From them in the warm period of
the year falls between 320 and 340 mm, and for the period from November to March falls between
160 and 180 mm. Maximum height of snow cover varies from 32 to 44 cm. Water reserves in snow
cover increase from north to south up to 148 mm. The density of the river network is on average
0.4 km/sq km. River runoff unit is $3.2 \text{ L/s} \times \text{sq km}$. The annual runoff unit varies between 4.5 and
$5.5 \text{ L/s} \times \text{sq km}$, increasing from south to north. The runoff coefficient varies between 0.2 and 0.3.
Surface river runoff varies from 136 to 161 mm/year. Soil-forming rocks are carbonate-sandy-clayey
eluvial and deluvial loams. The predominant soils are forest light (Luvisols) (60%) and sod-podzolic
(Albeluvisols, Podzols) (26%) soils. As compared to the 1800s, the area of forests in the region has
decreased more than three times from 68% to 22% (Figure 3). The area is more than 50% ploughed.

![Figure 2. Dynamics of the gully network for the period 1970–2017 on the territory of the Republic of
Tatarstan (RT) (“minus” means reduction of the dissection density (the total length of the entire gully
network in the river basin, divided by its area)).](image)

2.2. Source Materials and Software

Ultra-high resolution DigitalGlobe satellite images (0.6 m) were chosen as the initial Earth remote
sensing data. This choice was made based on the image resolution, ensuring continuous coverage of the
entire study area, and choosing the best imaging time (second half of spring until the first half of June)
for reliable identification of gullies and clear identification of gullies not yet covered by vegetation.
However, in order to unify the interpretation methodology and to ensure image availability during the
works in other areas the original set of multichannel images was not used, but instead the processed
RGB-synthesis of images containing 3 channels with pixel values varying from 0 to 255. The images
can be accessed free of charge by the HERE WeGo service [52] via API or Sas.Planet GIS package.

Development, debugging, and obtaining of results was carried out in the Python IDE version
3.7 and the open source neural network library Keras [53], which is an extension over the Tensorflow
framework. The U-Net neural network architecture was chosen as a basis for neural network
development for segmentation. U-Net is a convolutional neural network, which was created in 2015 for
segmentation of biomedical images in the Computer Science department of the University of Freiburg
The network architecture is a fully interconnected convolutional network modified so that it can work with fewer examples (training images) and more precise segmentation [54]. The neural network contains 24 hidden layers, of which 11 are convolution layers and 13 are deconvolution layers.

Figure 3. Dynamics of forest areas in the Republic of Tatarstan (1800–2000).

2.3. Preparation of a Training Data

To train any neural network, a training dataset is required that directly depends on the type of neural network to be trained. In our case it is a convolutional neural network, which receives an RGB-synthesis of 512*512 image pixels at the input, and at the output gives a binary image with a mask that highlights the gully shape. In accordance with this, the training dataset consisted of more than 1000 pairs of DigitalGlobe satellite image fragments and a binary mask with the white color of the gully highlighted on this image (Figure 4).

If there was no gully in the fragment, the mask for this fragment was black. The training dataset was prepared in two stages using different tools. First, 219 fragments of 512*512 image pixels were selected, each fragment having a gully. A file mask was prepared for each image in Adobe Photoshop as a pair. This procedure was carried out as an experiment, as at the initial stage it was not completely clear whether the neural network was able to detect and highlight the gully. Later on, the samples were prepared by automated cutting of a large image with a spatial resolution of 0.6 m (15,360 × 15,360 pixels) and a corresponding layer with gully etalons in the form of a mask of similar size for 900 fragments. Then the prepared dataset was divided into a training dataset itself (80% of the entire dataset) and a test dataset (the remaining 20% of the entire dataset). To ensure better recognition accuracy the training sample was artificially enhanced by three times by random sequential and combined rotation, shift, compression and stretching of the source images of the training sample (Figure 5).
1000 pairs of DigitalGlobe satellite image fragments and a binary mask with the white color of the gully highlighted on this image (Figure 4).

If there was no gully in the fragment, the mask for this fragment was black. The training dataset was prepared in two stages using different tools. First, 219 fragments of 512*512 image pixels were selected, each fragment having a gully. A file mask was prepared for each image in Adobe Photoshop as a pair. This procedure was carried out as an experiment, as at the initial stage it was not completely clear whether the neural network was able to detect and highlight the gully. Later on, the samples were prepared by automated cutting of a large image with a spatial resolution of 0.6 m (15,360×15,360 pixels) and a corresponding layer with gully etalons in the form of a mask of similar size for 900 fragments. Then the prepared dataset was divided into a training dataset itself (80% of the entire dataset) and a test dataset (the remaining 20% of the entire dataset). To ensure better recognition accuracy the training sample was artificially enhanced by three times by random sequential and combined rotation, shift, compression and stretching of the source images of the training sample (Figure 5).

Figure 4. Example of the initial training dataset.

After the preparation of the training set of images, the training procedure of the gully erosion convolutional neural network (GECNN) was carried out. In total the training was carried out during 10 epochs (an epoch is an iteration over the entire x and y data provided [53] at 10 steps per epoch

Figure 5. An example of a transformed training dataset.

After the preparation of the training set of images, the training procedure of the gully erosion convolutional neural network (GECNN) was carried out. In total the training was carried out during 10 epochs (an epoch is an iteration over the entire x and y data provided [53] at 10 steps per epoch.
(total number of steps (batches of samples) before declaring one epoch finished and starting the next epoch [53])). The training was carried out until the recognition loss function became larger in comparison to the previous epoch. In the end, a model that can be applied to any image to detect gullies was developed.

The accuracy of training by the results of cross-validation was 0.9971 with the value of the loss function equal to 0.00801 (Figure 6).

The developed neural network allowed identifying gully forms on the territory of more than 1.7 thousand sq km. The average dissection density of active gullies was 0.16 ha/sq km. Density was calculated on the basis of the ratio of the area of vectorized polygonal boundaries of gullies to the area of the study area. The average area of the recognized gullies was 0.082 ha, the maximum area was 3.456 ha. Due to the fact that the neural network in a number of cases identifies a gully with gaps in the areas with vegetation cover (meadow and shrub), it is not possible to correctly estimate the length of the entire gully network, however, this problem will be solved by additional training of GECNN.

For verification, the results of automatic ravine selection were compared with the data obtained for this area by the expert method—with visual interpretation (Figure 7).

Since there are complexities of quantitative evaluation of objects, which have been singled out in different ways (in some cases some objects are not singled out by an expert, in some cases the algorithm may not identify the object or identify it with low confidence)—it was decided to make both quantitative and qualitative evaluation of the received errors.
The preliminary results show that the gullies identified by experts are half of those identified by GECNN. This is primarily due to the fact that not all objects in the image were classified as “gullies” by the experts. In other cases, the results of gully detection obtained in different ways do not overlap. The F1-Score metric was used to quantify the classifier. F1-Score is a harmonic mean between accuracy and completeness. It tends to zero if accuracy or completeness tends to zero. The resulting neural network classifier is evaluated at F1-Score value equal to 0.7. However, apart from rather good accuracy, it should be noted that the use of “computer vision” even on a small part of the study area of 40 sq km allowed allocating 3.5 times more objects (43 against 12), among which 93% belong to gullies. Assessing the quality of gully detection by GECNN, it should be noted that so far there are gaps (discretization) of the planar form in the selection of large gullies, due to the rotation of naked and overgrown areas. This does not allow identifying the gully as a complete erosion system. Also errors sometimes occur for different reasons. For example, snow-covered gullies (the gully is not identified or partially identified), or if the gully is on landslide slopes with no vegetation (the gully is not precisely shaped) or the gully is on exposed depressions of river valleys (the gully is falsely identified).

4. Discussion

The results show that recognition of gully forms using neural networks and computer vision is possible. However, the resulting GECNN neural network needs to be improved. For this purpose, the original training dataset size needs to be at least doubled. Receiving a neural network will increase productivity many times when assessing gully erosion, because even at this stage of development recognition of objects in the same area takes 10 minutes by an expert, and 29 sec with GECNN. Use of freely available ultra-high resolution satellite images allows unifying the developed methodology and expanding the study area. In case if the neural network starts to produce unpredictable results, it can be retrained on the basis of the reference data from a new territory, thanks to its ability to learn. Finally, it will be possible to comprehensively and objectively assess modern gully erosion and its dynamics in such a large area as the agriculturally developed part of the European part of Russia.
such a large area as the agriculturally developed part of the European part of Russia. Especially worth noting is the fact that according to the preliminary results of GECNN, computer vision algorithms with certainty distinguish the gully from other morphologically well-expressed forms of linear erosion on the slopes: rills, ephemeral gullies and beams. Their visual detection by remote sensing is rather difficult, laborious and very subjective.

Analyzing the results obtained, it is necessary to note several points that highlight the developed method. For example, comparative work on gully detection using GEOBIA (OBIA) methods has been carried out. This method of thematic classification is currently considered as one of the most accurate, so here we will describe it in detail. The results obtained by this method, in fact, do not differ from those that can be obtained by the expert method. Moreover, there is no increase in recognition speed, because for object-oriented image analysis it is necessary to segment the image, select samples with and without gullies and calculate statistics of textures and shape of the object, which even on a powerful computer hardware takes a long time (more than 2 hours for a small area of 40 sq km). Thematic classification of the image takes another 4 hours. At the same time, it should be taken into account that with an increasing number of samples, the time of calculation of statistical indicators increase. There is no doubt that neural network training also requires powerful computer hardware and takes much time, however, it can be reduced by using web servers and computing clusters, such as Google Colab, Amazon S3 or Yandex Cloud, which cannot be done in the case of analysis of images using OBIA. This is due to the existing implementation of algorithms in the form of commercial applications (e.g., eCognition Developer, which we used), or open source packages with very limited functionality, such as GIS GRASS, SAGA, RSGISLib, or Orfeo Toolbox. In addition, it should also be taken into account that OBIA algorithms work well in the case of highly detailed multispectral space imagery data, while our task was to develop a method to find a gully based only on RGB-synthesis of the image without requiring the DEM data or multispectral space imagery.

Analyzing the differences in the results obtained, it is necessary to note the presence of recognition errors using both methods, however, the result obtained using OBIA is not scaled to other areas, while GECNN allows covering a large area. However, the OBIA errors were of a systemic nature: if the gully sample was used for training, it was recognized by the thematic classification. An experiment was conducted to determine if the OBIA algorithm could find the gully. For this purpose, all gullies were identified by the expert in the image area. In the next stage, the OBIA classifier was trained, in which all but one gully recognized by the expert was used as samples. After training the classifier, it was applied to the image, however, the only remaining gully was not found. It follows that despite the fact that form and texture were used as statistical indicators, OBIA is not able to evaluate and extrapolate abstractions, which means that the classifier, no matter how many samples it was trained on, is not suitable for use in other territories.

Assessing the prospects of GECNN scaling, as well as the possibility of applying the neural network in other territories, it should be noted that the current implementation of the algorithm is aimed at identifying gullies in the Republic of Tatarstan, which is representative of the European part of Russia. Considering that images of gullies representing abstract forms are analyzed, there is no difference for the neural network, what type of soil is depicted and what humidity conditions are in the study area (within the European part of Russia). However, in case of necessity, additional training of the model with the use of images of gully development conditions specific for a particular territory will allow, in our opinion, to extend GECNN application possibilities.

5. Conclusions

The method of automated gully detection, which has no analogues at present, is proposed. The use of neural networks makes it possible to identify gully boundaries impartially, which makes it possible to quantitatively estimate not only the area taken by gully processes from agricultural circulation, but also to quickly map and evaluate key indicators of gully erosion. Additional training of GECNN is necessary to solve the problem of false positive recognition of objects, on the one hand, and gaps in
mapping existing gullies and planar identification of complex gully systems, different parts of which may be at different stages of their evolution. Obviously, for this purpose it is necessary to increase the training dataset in times, which is not a problem for such a gully affected area of the Eastern Russian Plain and the European part of Russia in general.
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