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WirelessHART is an emerging wireless sensor network protocol. In this paper, a joint graph routing algorithm for maximizing the network lifetime (JRMNL) in WirelessHART is proposed. Node communication load factor is approximately estimated by matrix operations for the first time. Then node communication load, the residual energy, and the link transmission power are integrated as a link cost function that is accurately measured in this algorithm. A node chooses the optimal next hop by comparing the link cost function of all its neighbor nodes, which guarantees the energy balancing of the whole network. Simulation results show that the proposed algorithm can extend network lifetime by a factor of 2 relative to the maximum residual energy selection algorithm and prolong the network lifetime by a factor of 7 relative to the minimum transmission power routing algorithm, but the average energy consumption per route will increase by 2 dBm compared with the minimum transmission power routing algorithm.

1. Introduction

WirelessHART is the first international protocol aiming for industrial automation and process control. Since it was announced in 2007, many scholars have carried out deep exploration into the application, the key technologies, and the protocol stack design of WirelessHART [1–9]. Despite that, the limit of energy and the transmission requirement for high reliability in WirelessHART have not been well solved yet. The brand-new graph routing defined in WirelessHART protocol can guarantee high transmission reliability, but the protocol gives out only the operation mechanism while ignoring the concrete implementation algorithm based on it. Moreover, the harsh working conditions and the small sharpness of its field devices as well as the arbitrariness of deployment together make it unable to use the wired power supply. That is to say, WirelessHART field devices are battery powered; once exhausted, they will soon break away from the network, leading to a rapid network paralysis. Therefore, high reliable communication and the ability to work for long duration are, so to speak, the prerequisites for wireless sensor devices to handle industrial control tasks.

Different from the star network or the tree network in which data focuses on some fixed nodes, the topology of WirelessHART is a mesh network, in which data can be transmitted on different paths. In WirelessHART network, every sensor node is a router, and WirelessHART defines two kinds of routing named graph routing and source routing, respectively. The source routing is used for path detection, while the graph routing can provide abundant redundant path to improve the reliability of the wireless communication.

It is tested that most of a node’s energy is used for wireless data transmission, so how to choose the appropriate route to make the maximum numbers of transmission when uploading data to the gateway is a meaningful topic. In recent years, [10, 11] gave a detailed and deep discussion of the state of the art about the latest wireless sensor network routing algorithm and pointed out the difference of their application scope. Among the latest achievements of wireless routing algorithm, [12, 13] proposed a dynamic adjustment mechanism to adjust the transmission radius based on the heterogeneous connection between nodes during the constructing and operating phase. The transmission power can be reduced, and the network lifetime can be prolonged with the help of
an excellent routing algorithm. In [14, 15], a new clustering algorithm based on time delay and energy awareness was proposed for distributed wireless sensor network. Reference [16] considered the robustness of the path connection, and an energy-efficient opportunistic routing strategy EFFORT was brought forward, while [17] proposed a routing algorithm based on the link quality judgment, prolonging the network lifetime. In addition, a routing algorithm based on relative position identification and direction sensing was proposed in [18, 19], which ensures the shortest path routing and small energy consumption. Reference [20] proposed a FANC routing algorithm based on network coding. Energy minimized one-hop network coding is carried out inside the sensor so that the algorithm complexity is very high. As we can see, most of these new algorithms are applied to distributed wireless sensor network, and they have certain requirements for the computing power and storage capacity of the sensors. Although they have obtained the certain energy-saving effect, the network lifetime is not maximized at all. In WirelessHART, we are seeking a kind of energy-balanced routing strategy to make the maximum network lifetime so as to meet the strict requirements in industrial application. Therefore, [21, 22] proposed the Minimum Transmission Power Cooperative Routing algorithm (MPCR), reducing the energy consumption of a single route while guaranteeing certain throughput. However, the algorithm ignores the neighbor nodes’ residual energy and communication load, which will give rise to the fast running out of energy of some fixed nodes due to the frequent communications. Based on the above consideration, [23, 24] proposed a routing algorithm based on Maximum Residual Signal Level (RSL) called ELHFR, by which a node chooses the optimal next hop through comparing the residual energy of neighbor nodes. ELHFR can prolong the network lifetime to a certain extent, but it also brings about the shortcoming that the transmission in every chosen route is accompanied by large energy consumption. In addition, in [25], a load-balanced routing algorithm based on communication frequency proposed that a node always chooses the next-hop node by comparing the neighbor communication load, but the computational complexity of the communication load in the sensors is very high. It follows that the existing routing algorithms for WirelessHART are unable to maximize the network lifetime. 

Based on the graph routing network topology in WirelessHART, this paper proposes a Joint Routing Algorithm for Maximizing Network Lifetime (JRMNL) by taking into account the remaining energy and communication load of neighbor nodes as well as the transmission power of the route. This paper has proven that JRMNL can effectively reduce the energy consumption of a single route and maximize the network lifetime at the same time.

The rest of this paper is organized as follows. Section 2 introduces the system model of WirelessHART network, and JRMNL algorithm is given in detail in Section 3. In Section 4, MATLAB simulation is carried out for parameter testing and performance analysis. Finally, Section 5 gives the conclusion.

2. System Model

2.1. Network Model and Channel. WirelessHART network is composed of a lot of stationary and randomly distributed sensor nodes in a certain range, and the gateway serves as the sole root node for data aggregation and divergence. In order to achieve the high reliability in data transmission, this paper adopts the graph routing, by which each node has two or more neighbors so that redundant paths are provided to improve the reliability of communication.

In graph routing, the next-hop destination address is referred to as the father nodes or the neighbor nodes who serve as the relays, and data should be delivered to the gateway through a lot of relays. The establishment of the network topology is shown in Figure 1. Set the degree of the gateway to be 0 then its child node degree will be 1, and so on, for each of the nodes. If a node whose degree is i has multiple parent nodes with different degrees, then it will choose the one with minimum degree as the parent node and set up its degree to be i + 1. After all nodes’ degrees are marked, remove the links between nodes with the same degree and establish the simplified topology with the shortest path to the gateway. Therefore, links d, e, j, l, and o in the topology structure are deleted. Since WirelessHART network is centralized controlled, the establishment of the graph routing is implemented by the gateway and the network manager. The advantage lies in the fact that if a node joins or leaves the network, the network manager only needs to modify the local topology without establishing a new one, greatly improving the scalability of the network.

In this paper, the quasistatic flat fading channel is considered for wireless communication between nodes, so the channel parameters remain unchanged over a given super frame transmission. Nevertheless, over the different super frame transmissions, channel parameters are variable and are independent complex Gaussian random variables with zero mean and unit variance. In addition, the noise terms are also set to be complex zero mean Gaussian random variables with the variance $N_0$.

Assume a WirelessHART network with N nodes that have the same initial energy, and each node knows very well about all its neighbors’ location and residual energy. Link (i, j) and
$d_{ij}$ refer to the physical connection between nodes $i$ and $j$ and the linear distance between them, respectively. In [21], it was proved that the energy consumption for transmission from node $i$ to node $j$ can be expressed as

$$P_d(i, j) = \left(2^{R_0} - 1\right) N_0 d_{ij}^{-\alpha} - \log(P_0^s),$$

where $\alpha$ denotes the path loss exponent and $R_0$ and $P_0^s$ indicate the transmission rate and the probability of successful transmission, respectively.

WirelessHART is considered to be the most promising industrial wireless sensor network protocol due to its safety and easier controlling. According to the information such as the location of nodes, the network manager can easily calculate the energy consumption for transmission between hops through the software tools, and then guides the WirelessHART system to find the optimal route based on it.

2.2. Network Topology and Routing. Based on the proposed graph routing topology structure, we consider several kinds of existing routing algorithms. Assume that node $i$ needs to deliver data to the gateway and $\Omega$ denotes the possible set of routes; for a given route $S \in \Omega$, $S_i \in S$ means the $i$th hop of route $S$. The MPCR algorithm proposed in [21] focuses on the smallest energy consumption per route while ensuring a certain end-to-end throughput. The cost function MPCR uses to choose the next hop is as follows:

$$L_{i \rightarrow j} = \min_{S \in \Omega} \sum_{S_i \in S} P_{S_i} \text{ s.t. } \eta_i \geq \eta_0,$$

where $P_{S_i}$ denotes the energy consumption in the $i$th hop of route $S$ and it can be calculated by formula (1), $\eta_i$ is the end-to-end throughput, and $\eta_0$ denotes the expectation of the end-to-end throughput.

In addition, the ELHFR algorithm proposed in [23] is committed to finding the next hop with the largest residual energy, which can balance the energy in the network. The cost function for node $i$ can be given by

$$L_{i \rightarrow j} = \min_{k \in N_i} \frac{E_{0_i}}{E_{0_k}},$$

where $N_k$ is the collection of nodes whose degree is $k$ and $E_{0_i}$ and $E_{0_k}$ denote the initial energy and residual energy of node $i$, respectively.

The link connectivity is forwarded to network manager regularly, and the link cost function is computed periodically according to the previous formulas. The calculation results will be broadcasted to all nodes in network updating. The focus of this paper is to find the best link cost function for choosing the next-hop node under the graph routing topology. So this strategy must make the maximum numbers of wireless data transmission, namely, the maximum network lifetime. In our study, the best link cost function can and only can be achieved when some important elements that will be introduced in the next part are specially considered.

3. JRMNL Algorithm

Since WirelessHART network adopts the hierarchical topology, the number of hops for a node to reach the gateway is the degree of the node, which is a fixed number. It is on this premise that studying the path selection criterion in each jump becomes very meaningful. Without considering the energy consumption for data processing and information broadcasting, the network lifetime can be expressed as the number of data forwarding to the gateway. For the path selection criterion, the residual energy and the energy consumption for transmission are clearly two determinants, but it is not enough. In the actual WirelessHART network, according to formula (1), the value of the minimum transmission power is fixed. If we only consider this factor, the best route will remain unchangeable; however, this is impossible and unreasonable.

WirelessHART network is a changing one, the harsh environment will lead to node failure at any time, and the node’s remaining energy also changes all the way. Therefore, the best routing should also be changed all the way. In order to solve the load balancing problem in the changing network, we introduce the concept of the node communication load. Communication load refers to the communication frequency of nodes in a certain period of time, and it indicates the node’s intensity of wireless communication. Obviously, nodes with the lower communication load should be preferentially selected. Therefore, we need to analyze the residual energy, the transmission power, and the node communication load and then enable them to be nonlinear combined into a composite cost function. The power exponents of three factors as well as their respective representative algorithms are as shown in Table 1.

The joint routing algorithm for maximizing network lifetime JRMNL coalesces the node communication load, the residual energy, and the link transmission power together as a whole and chooses the optimal next hop by comparing the link cost function. The formation of the link cost function is divided into two steps, which are the calculation of node communication load factor and the nonlinear combination of the factor, the residual energy and the transmission power consumption.

3.1. Node Communication Load Factor. As the name implies, the node communication load factor reflects the communication frequency of nodes. The greater the load factor is, the higher the communication frequency is and the faster the energy consumption is. When the graph routing topology structure is established, the network manager will soon label all the nodes and links. The calculation process for load factor is as follows.
(1) Scan the topology step by step, and establish the link connection matrix $W_{NxL}$, where $N$ is the number of the nodes and $L$ is the total number of links. $W_{NxL}$ is a collection of all the links in the network topology. An arbitrary element of the matrix $W_{ij}$ ($i < N$, $j < L$) reflects the connection between node $i$ and link $j$, where $W_{ij} = 1$ indicates a connection; otherwise, it indicates no connection.

(2) Network manager regularly collects communication cycle $T_{Nx1}$ which is uplink transmitted by nodes, and the value of nodes communication frequency matrix $F_{Nx1}$ can be computed as shown below. $F_{Nx1}$ is the embodiment of the communication load of nodes averaged over a period of time. An arbitrary element of the matrix $T_{ij}$ ($i < N$) represents the average transmission interval of the $i$th node, and an arbitrary element $F_{ij}$ ($i < N$) of the matrix $F_{Nx1}$ denotes the number of wireless communications per second on the premise of the normalized packet length:

$$F_{ij} = \frac{1}{T_{ij}}. \quad (4)$$

(3) Calculate the link communication frequency matrix $T_{Lx1}$, which is the concentrated reflection of every link load. Since the link communication frequency is positive related to the communication frequency of nodes on both ends of the link, we take the traditional geometrical square mean method to get $T_{Lx1}$ with some approximation. Set $m$ and $n$ to be the communication frequency of nodes on both ends of the link $l$, respectively. Then $T_{ll}$ can be estimated by

$$T_{ll} = \sqrt{\frac{F_{m1}^2 + F_{n1}^2}{2}}. \quad (5)$$

(4) Calculate the node communication load factor matrix $B_{Nx1}$ according to formula (6). $B_{Nx1}$ is an effective evaluation of the node communication load per unit time and is an important consideration in selecting the best next-hop node:

$$B_{Nx1} = W_{NxL} \cdot T_{Lx1}. \quad (6)$$

3.2. Link Cost Function. (1) In this section, we will get the final link cost function by a nonlinear combination of the node communication load factor, the residual energy, and the transmitted power. In order to exactly reflect the importance of each part in the link cost function, on the basis of [21, 22, 26], this paper constructs the link cost function as follows:

$$L_{i \rightarrow j} = \min_{j \in \omega_i} (B_{ij})^{x_1} P_d(i, j)^{x_2} \left( \frac{E_p}{E_{kj}} \right)^{x_3} \quad \text{s.t. } \eta_r \geq \eta_0. \quad (7)$$

where $\omega_i$ is a collection of the neighbors of node $i$. When $x_1$, $x_2$, and $x_3$ are all positive integers, as can be seen from formula (7), the cost function increases with $B_{ij}$ and $P_d(i, j)$ but decreases with $E_{kj}$. Therefore, the most ideal situation can be achieved only under the circumstance that the communication load and the transmission power are minimal, and the residual energy is maximal.

(2) In actual WirelessHART network, when choosing the next hop a node could not ensure that all the three parameters of neighbors satisfy the above extreme at the same time, but the nonlinear combination of the three parameters can well balance their importance in routing. This setting can be confirmed by experimental verification in Section 4.2.

4. Simulation and Performance Evaluation

4.1. Simulation Parameters. Without considering retransmission and the energy consumption for data processing, we use MATLAB software to simulate JRMNL, ELHFR, and MPCRL under the same conditions. According to the system and channel model built in Section 2, the detailed simulation parameters are listed in Table 2.

| Parameter      | Quantity          |
|----------------|-------------------|
| Number of nodes| $N$               |
| Square area m² | $200 \times 200$  |
| Gateway coordinate | (0, 0)         |
| Noise variance $N_0$ | $-70$ dBm  |
| $(x_1, x_2, x_3)$ | Unsure            |
| Path loss exponent $\alpha$ | 2            |
| Initial energy $E_0$ | 1             |
| $T_{Nx1}$       | 0                 |
| Transmission rate $R_0$ | 2 b/s/Hz  |
| Throughput $\eta_0$ | 1.9 b/s/Hz |

4.2. Power Exponent Determination. (1) In our JRMNL routing algorithm, the link cost function plays a key role while the value of the power exponent is uncertain. In order to ensure the accuracy of the cost function in actual application, we should consider all of the energy loss, such as the energy wastage of the time synchronization, the data retransmission, information broadcasting, and the interference from the hostile environmental. However, as WirelessHART is commonly used in industrial automation field, it is difficult to form such a large network experimental platform. Therefore, simulation experiment can be carried out to replace the actual testing, as long as the measured parameters in the configuration can achieve the maximum consistency with our simulation platform.

According to Table 1, we assume that the value of $x_1$, $x_2$, and $x_3$ is a random number chosen from {1, 2, and 3}. Then the maximum network lifetime can be measured when the cost function is formed in accordance with formula (7). According to the above analysis, up to 27 experiments should be conducted.

To simplify the experiment, we can fix the value of $x_1$ to be a median, and then the number of experiments can be greatly reduced to 9. Let $x_1 = 2$, so the values of $x_2$ and $x_3$ can be floating up and down as is shown in Table 3. Therefore, we can get the approximate value of the power exponent according to the network lifetimes obtained from 9 experiments.

(2) Separately considering the residual energy or the power consumption as a cost function, some ready-made algorithms are available, such as ELHFR and MPCRL. In order to further simplify the experiments, we can compare...
Table 3: Determinant definitional domain.

| Power exponent | Value range |
|----------------|-------------|
| $x_1$          | [2]         |
| $x_2$          | {1, 2, and 3} |
| $x_3$          | {1, 2, and 3} |

![Graph showing network lifetime versus the number of nodes based on ELHFR and MPCR.](image)

**Figure 2:** Network lifetime versus the number of nodes based on ELHFR and MPCR.

the network lifetime of ELHFR and MPCR algorithm under the same conditions. Specific experimental operation is as follows.

After building the layered graph routing topology, we randomly select the source nodes that need to find a path to the gateway and then use three kinds of routing algorithms for routing until all nodes in the network are running out of energy. In the actual WirelessHART network, due to the limited bandwidth resource and the real-time demand of data transmission, the number of sensor nodes is limited. Generally speaking, in the light of the perishing industrial application environment, the network permits 50 to 100 devices. Therefore, in our experiment, we choose up to 100 nodes [4]. Simulation is carried out based on 10 different network topologies with the same number of nodes, and the network lifetime is averaged over them, as is shown in Figure 2.

As can be seen from the figure, when the number of nodes is larger than 40, MPCR algorithm can extend the network lifetime by a factor of 2 relative to ELHFR algorithm. It shows that the energy consumption for transmission plays a more important role than the residual energy in the routing selection process. Therefore, in the link cost function, the value of $x_2$ must be greater than that of $x_3$. After that, we can further reduce the number of experiments. So $(x_1, x_2, x_3) = (2, 2, 1)$ or $(x_1, x_2, x_3) = (2, 3, 2)$. Finally, we only need two sets of simulation experiments.

(3) Under the same simulation environment, we compare the simulation cases $(x_1, x_2, x_3) = (2, 2, 1)$ and $(x_1, x_2, x_3) = (2, 3, 2)$. Then the network lifetime can be depicted as shown in Figure 3.

We can see from the figure that the difference between their network lifetimes is very small. When the number of nodes is larger than 50, the network lifetime when in case $(x_1, x_2, x_3) = (2, 3, 2)$ is about 15% larger than in the case that $(x_1, x_2, x_3) = (2, 2, 1)$. Therefore, we assume that in the simulation platform $(x_1, x_2, x_3) = (2, 3, 2)$.

4.3. Simulation Analysis. In the above experiments, a measure of the cost function in JRMNL is verified by the experiments on the accuracy of the values of the power exponents, and it is verified that JRMNL can maximize the network lifetime. Now, we will further study the advantages of JRMNL compared with other routing algorithms and the optimization between the network lifetime and the power consumption.

Finally, under the same simulation environment, we get the average energy consumption per route and the average network lifetime based on different $N$; in addition, we also get the average network lifetime of three algorithms under different throughput requirements, as shown in Figures 4, 5, and 6, respectively.

As can be seen from Figure 4, the network lifetimes all increase with the number of nodes. The proposed algorithm JRMNL can extend the network lifetime by a factor of 7 relative to ELHFR and prolong the network lifetime by a factor of 2 relative to MPCR. So MPCR algorithm has a greater impact on network lifetime than ELHFR, which also verifies the rationality of power exponent settings for the link.
cost function. Judging from the shape of the curve, with the further increase of network nodes, JRMNL will show a stronger advantage in the network lifetime.

Figure 5 depicts how the average energy consumption per route changes with the number of nodes. We can see that the average energy consumption per route decreases with the number of nodes in all three algorithms. For JRMNL algorithm, the average energy consumption per route will increase by 2 dBm compared with MPCR and will decrease by 4 dBm compared with ELHFR. This implies that JRMNL algorithm is used to balance the residual energy and communication load at the expense of the minimum energy consumption. The maximum network lifetime and the minimum average transmit power per route are a pair of contradiction, so we cannot get the maximum network lifetime under the premise of the minimum energy consumption per route. When we focus on the improvement of the network lifetime, the best cost function is obtained at the expense of the energy consumption. However, from a global perspective, JRMNL can greatly improve the network lifetime and meet the practical WirelessHART application requirements.

Figure 6 depicts how the network lifetime changes with the desired throughputs based on three routing algorithms when \( N = 50 \) and the throughput is chosen between 1.5 and 1.96 b/s/Hz. As can be seen from the figure, the network lifetime in all the three algorithms reduces with the increase of desired throughput. It is clear that the energy consumption in transmission \( P_d \) will increase with the throughput \( \eta \) according to formula (1) then the number of transmissions will decrease and the network lifetime will be shortened. In addition, when the desired throughput is small, the proposed algorithm will show an obvious improvement in the network lifetime, but when throughput is close to the maximum the differences of network lifetime between the three algorithms will shrink dramatically.

5. Conclusion

Aiming at the highly reliable WirelessHART protocol, this paper proposes a joint routing algorithm for maximizing network lifetime JRMNL. Based on the graph routing topology structure with high reliability, the algorithm builds a unique link cost function by a nonlinear combination of several parameters including the transmission power, communication load factor, and the residual energy of nodes. A node will select the optimal next hop by comparing the link cost function of all the possible links. JRMNL can greatly increase the network lifetime by 7 times and 2 times compared with
ELHFR and MPCR, respectively. When the throughput is small the algorithm can also have a relatively longer network lifetime. In addition, since JRMLNL takes into account a variety of important determiners, the average energy consumption per route is about 2 dBm larger than MPCR but is nearly 4 dBm smaller than ELHFR. Due to the particularity of the WirelessHART protocol, the combination of the optimal routing and the link scheduling will be an interesting issue and is worthy of further study.
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