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In this paper we provide an overview of category theory, focussing on applications in physics. The route we follow is motivated by the final goal of understanding anyons and topological QFTs using category theory. This entails introducing modular tensor categories and fusion rings. Rather than providing an in-depth mathematical development we concentrate instead on presenting the “highlights for a physicist”.
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1 Introduction

This paper is an attempt to give an introduction to category theory for physicists. Therefore, our focus is on the techniques and concepts of category theory that could be useful in the everyday work of a physicist rather than a comprehensive development of the mathematical foundations. The origins of this work are notes from a seminar called “Quantum Information, Complexity and Categories”, held by Tobias J. Osborne at the Leibniz Universität Hannover during the summer term of 2018. The purpose of the seminar was to introduce students to category theory in general and to discuss the complete definition of modular tensor categories, illustrated throughout by physically relevant examples.

The most important physical example studied here is the theory of anyons, which are mathematically described by modular tensor categories. Anyons are indistinguishable particles which usually only occur in two dimensions and whose properties are less restricted than those of fermions and bosons: The exchange of fermions or bosons results in a phase factor $e^{i\varphi}$ with $\varphi_{\text{Bos}} = 0$ (bosons) or $\varphi_{\text{Ferm}} = \pi$ (fermions). However, in two dimensions indistinguishable particles can have more complicated statistics. It is possible to assign an arbitrary phase factor to the exchange of two anyons or even a unitary matrix. The fact that these particles can have any such statistics is the origin of the name anyons [Wil82]. In this paper we study one particular anyon model in detail, namely, Fibonacci anyons. Such particles are understood to be a good effective model for the description of the physics of the fractional quantum Hall effect at a certain filling factor and, additionally, can be exploited to carry out topological quantum computation ([FTL07, CAS13, Pre04, FLW02]).

Since the definition of modular tensor categories contains multiple adjectives, we commence with an introduction to basic category theory in Section 2. We state the main definitions and illustrate them in terms of several physically relevant examples, for instance, the category of Hilbert spaces. We also introduce a graphical visualisation of objects, morphisms and other relevant concepts in terms of string diagrams, which is also of considerable help for illustrating the examples mentioned in this paper. In Section 3, we focus on monoidal and braided categories and introduce further terminology required for the definition of modular tensor categories. In Section 4 we finally state the complete definition of a modular tensor category and point out its connection to fusion rings. Furthermore, as mentioned above, we study the example of Fibonacci anyons in considerable detail. In the last chapter, Section 5, we briefly discuss literature lying at the crossroads between category theory and physics.

One of the initial motivations for this paper was that in articles and textbooks on category theory in general, and modular tensor categories in particular, several different notations are employed. This makes it difficult for the beginner to compare definitions from different sources and to gain an overview of this theory. In this paper, we made an effort to stick to one notation and to highlight different notations which are also used throughout the literature. We followed several articles rather closely: We first studied the approach to categories presented in the excellent article [BS11], but also complemented this presentation with references to mathematical textbooks on the topic, for example [Lei14] and [Awo10]. Furthermore, for several definitions, and especially the chapter about modular tensor categories, we referred to [Row04] and [Kas95].
2 Basic Category Theory

A category is a mathematical construct built from objects and morphisms. Roughly speaking, these represent things and ways to go between things. This chapter follows the presentation of [BS11] complemented by several examples described in [Lei14].

2.1 Definitions and Examples

We begin by giving the mathematical definition of a category, illustrating it with several examples from a diversity of fields.

Definition 2.1 (Category). A category $\mathcal{C}$ consists of a collection of objects $\text{ob}(\mathcal{C})$ and, for each pair of objects $X,Y \in \text{ob}(\mathcal{C})$, a set of morphisms $\text{hom}(X,Y)$ (also called a homset), and such that for every object $X \in \text{ob}(\mathcal{C})$ there is an identity morphism

$$\text{id}_X \in \text{hom}(X,X).$$ (1)

Moreover, there is a function called composition:

$$\circ : \text{hom}(Y,Z) \times \text{hom}(X,Y) \to \text{hom}(X,Z)$$

$$(g,f) \mapsto g \circ f,$$ (2)

where (1) and (2) satisfy the following properties:

- associativity: for each $f \in \text{hom}(X,Y)$, $g \in \text{hom}(Y,Z)$ and $h \in \text{hom}(Z,W)$, it holds that $(h \circ g) \circ f = h \circ (g \circ f)$.

- identity laws: for $f \in \text{hom}(X,Y)$ the identity morphisms $\text{id}_X$ and $\text{id}_Y$ satisfy: $f \circ \text{id}_X = \text{id}_Y \circ f = f$.

Within the literature, different notations are used. Beside the one we choose in these notes, it is also common to write $X \in \mathcal{C}$ instead of $X \in \text{ob}(\mathcal{C})$ and $f : X \to Y$ instead of $f \in \text{hom}(X,Y)$. Sometimes $\mathcal{C}(X,Y)$ instead of $\text{hom}(X,Y)$ is used to denote the set of all morphisms from $X$ to $Y$ in $\mathcal{C}$. In these notes we will stick to the notation of $\text{hom}(X,Y)$ denoting the set of morphisms from $X$ to $Y$ with $X,Y \in \text{ob}(\mathcal{C})$ and $f : X \to Y$ denoting a morphism in this set.

A practical visualisation of these things is provided by string diagrams, which were originally described in [JS91] and widely used afterwards (see e.g. [Kas95, Kit06]). The idea is that objects in the category label (directed) strings, e.g. an object $X$ is depicted here as a label

![Diagram](image)

and morphisms $f : X \to Y$ are represented by black boxes with an input string of type $X$ and an output string of type $Y$:

![Diagram](image)
The composition of two morphisms $g : Y \to Z$ and $f : X \to Y$ is $g \circ f : X \to Z$, i.e. the composition of two functions is visualised by:

$$
\begin{array}{c}
X \\
\uparrow f \\
Y \\
\downarrow g \\
Z
\end{array}
$$

In this visualisation, associativity of morphisms is implicit since our notation for both $h \circ (g \circ f)$ and $(h \circ g) \circ f$ is

$$
\begin{array}{c}
X \\
\uparrow f \\
Y \\
\downarrow g \\
Z \\
\uparrow h \\
W
\end{array}
$$

Also, the left and right identity is implicit since we visualise $1_X : X \to X$ as

$$
\begin{array}{c}
X \\
\uparrow \\
X
\end{array}
$$

Note that here we have drawn arrows from the left to the right. In physical examples, we mostly use the notation where arrows go from bottom to top. However, whenever the directions appear in the notation used above it is purely for legibility and does not imply any direct physical interpretation.

When studying category theory we often want to identify more structure in the collections of objects and morphisms to capture more specific features of an example or class of examples. The first such notion is that of isomorphisms:

**Definition 2.2** (Isomorphism). We say a morphism $f : X \to Y$ is an **isomorphism** if it has an inverse, i.e. there exists a morphism $g : Y \to X$ such that $g \circ f = 1_X$ and $f \circ g = 1_Y$.

For a better understanding of the given definitions, we consider some familiar examples.

**Example 2.3** (Sets). As a first example we consider the category of sets, denoted $\textbf{Set}$. In this category the objects are all possible sets, which implies that the collection of objects itself does not form a set. Instead of a set, these objects form a class (see also Remark 2.11).

Morphisms in this category are the homsets $\text{hom}(X,Y)$ given by all maps from $X$ to $Y$. Composition in this category then corresponds to ordinary composition of maps.

For the category of sets, the identity morphism $1_X : X \to X$ exists for every $X \in \text{ob}(\textbf{Set})$: It is $1_X(a) = a$ for all $a \in X$. Isomorphisms in this category are the bijections.

**Example 2.4** (Groups). The category of groups $\textbf{Grp}$ consists of the class of all groups as objects and the group homomorphisms as morphisms. Isomorphisms in this category are the isomorphisms of groups.

**Example 2.5** (A group as a category). A group $G$ can be described as a category that has only one object and with all its morphisms being isomorphisms. To make this more clear, consider a category $\mathcal{G}$ with only one object, which is denoted $\text{ob}(\mathcal{G}) = \{\bullet\}$. Hence, $\mathcal{G}$ consists of a set (or class) $\text{hom}(\bullet, \bullet)$, an associative composition function

$$
\circ : \text{hom}(\bullet, \bullet) \times \text{hom}(\bullet, \bullet) \to \text{hom}(\bullet, \bullet)
$$

and a two-sided unit $1_\bullet \in \text{hom}(\bullet, \bullet)$. This corresponds to the group structure in the following way: The maps in $\mathcal{G}$, i.e. $\text{hom}(\bullet, \bullet)$, are the elements of the corresponding group $G$. The composition operation corresponds to the group operation and the identity morphism $1_\bullet$ to the unit object of the group. Saying that every element of $\text{hom}(\bullet, \bullet)$ is an isomorphism is the same as saying that every element of $\text{hom}(\bullet, \bullet)$ has an inverse with
respect to $\circ$, which ensures that that every element of the group $G$ has an inverse. This example illustrates a key guiding principle in category theory, namely, one should try to formulate categories in such a way that the interesting structure is captured by the hom-sets $\text{hom}(X,Y)$ rather than in terms of complicated object classes. Here the objects are as simple as possible.

**Example 2.6 (Natural numbers).** Next, we consider a category whose objects are the natural numbers, i.e. $\text{ob}(\mathcal{C}) = \mathbb{N}$. We define a morphism between two objects by the set of the two numbers: $\text{hom}(j,k) = \{j,k\}$. The composition of two morphisms $f : j \to k$ and $g : k \to l$ is a morphism $h : j \to l$ so that $h = \{j,l\}$. The identity is defined for every $j \in \text{ob}(\mathcal{C})$ by $1_j = \{j,j\}$.

Another important example which departs from the picture of morphisms being “just functions” is the category of a partially ordered set. It emphasizes that homsets of morphisms may be far more abstract than functions:

**Example 2.7 (Partially ordered set).** A partially ordered set $\mathcal{P}$ is a set $\{a,b,c,...\}$ with one relation $\leq$. When $a \leq b$, we say that $a$ is related to $b$. The relation has to fulfill the following properties:

1. reflexivity: $a \leq a$.
2. antisymmetry: if $a \leq b$ and $b \leq a$, then $a = b$.
3. transitivity: if $a \leq b$ and $b \leq c$, then $a \leq c$.

A set with a partial order is a category in the following sense: The objects are the elements of the set. The morphisms are constructed in the following way: If $a \leq b$ for $a,b \in \mathcal{P}$, $\text{hom}(a,b)$ is non-empty. If there is no relation between $a$ and $b$, $\text{hom}(a,b) = \emptyset$, e.g.

$$\text{ob}(\mathcal{P}) = \{a,b,c|a \leq b,a \leq c\}$$

$$\text{hom}(b,c) = \emptyset.$$

Morphisms are composable: If $\text{hom}(a,b) \neq \emptyset$ and $\text{hom}(b,c) \neq \emptyset$, $\text{hom}(a,c) \neq \emptyset$ due to transitivity of the relation.

The existence of an identity morphism for every element is ensured by the condition of reflexivity: $a \leq a \Rightarrow \text{hom}(a,a) \neq \emptyset$. There is only one isomorphism in this category, which is the identity. Since there is no relation $\geq$, all the other morphisms have no inverse and therefore are not isomorphisms.

The next example, namely Hilbert spaces, plays a major role in quantum mechanics. Hilbert spaces are used to describe quantum mechanical systems using states and operators.

**Example 2.8 (Hilbert spaces).** The category $\text{Hilb}$ consists of

- a collection of objects $X \in \text{ob}(\text{Hilb})$, where $X$ is a finite dimensional Hilbert space and
- morphisms $f \in \text{hom}(X,Y)$, which are linear operators.

In order to avoid technical issues infinite dimensional Hilbert spaces may cause, we restrict this example to finite dimensional spaces.
In physics one often encounters categories in which the objects represent choices of space (i.e., timelike slice), and the morphisms represent choices of spacetime. The simplest example is the category \( n \text{Cob} \):

**Example 2.9 (Cobordisms).** In the category \( n \text{Cob} \)
- the objects \( X \in \text{ob}(n \text{Cob}) \) are \((n - 1)\)-dimensional manifolds and
- the morphisms \( f : X \to Y \) are \(n\)-dimensional manifolds, whose boundary is the disjoint union of the \((n - 1)\)-dimensional manifolds \( X \) and \( Y \). These manifolds are called cobordisms.

Figure 1c depicts an example for the composition of two cobordisms.

Other typical examples motivated by physics are categories where the objects represent collections of particles and the morphisms represent their worldlines and interactions. An example of this kind of category is the category of tangles, \( \text{Tang}_k \):

**Example 2.10 (Tangles).** In the category \( \text{Tang}_k \)
- an object \( X \in \text{ob}(\text{Tang}_k) \) is a collection of particles in a \( k \)-dimensional cube and
- the morphisms \( f : X \to Y \) are tangles between two objects.

More precisely, a tangle is a collection of arcs and circles smoothly embedded in a \((k + 1)\)-dimensional cube. The arcs’ endpoints touch the boundaries of the cube only at the top and bottom, while the circles lie in the interior only. An example for such a tangle is depicted in Figure 2.

Tangles can be framed and oriented. An orientation can be indicated by attaching arrows to each arc and circle. Physically speaking, the arrows indicate whether the particle is moving forward or backward in time (following Feynman’s idea of antiparticles being particles that move backwards in time). In a framed tangle, the curves are replaced by ribbons to keep track of twists of particles. A composition of tangles corresponds to attaching two cubes top to bottom, see Figure 1c. The corresponding parallelepiped can be smoothly deformed into a cube.
Remark 2.11 (Big and small categories). We distinguish between big and small categories, because not all constructions that work for small categories work for big ones. A category is considered small if the class of objects and the class of morphisms are both sets, otherwise it is considered big. We have already seen an example for a big category: the category of sets (Example 2.3) is big, because the class of all sets is not a set itself.

2.2 Counterexamples

Because of the generality of the structure, it is difficult to think of a counterexample to a category. One approach is to take any category and simply remove one of its properties.

Example 2.12. In the example of a partially ordered set (see Example 2.7), one can choose the natural numbers \( \mathbb{N} \) as objects and define \( 3 \not\leq 5 \). Hence, transitivity is not fulfilled any more (because \( 3 \leq 4 \) and \( 4 \leq 5 \), but \( 3 \not\leq 5 \)) and therefore, morphisms are not composable in general.

Example 2.13. Another idea is to take a partially ordered set and simply remove the property of reflexivity. In that case we have no identities and therefore not all the conditions of a category are fulfilled.

2.3 Functors

Now that we have defined categories and have gained some experience with them by studying examples, we can add a level of abstraction and consider maps between categories, which are called functors:

Definition 2.14 (Functor). A functor \( F : \mathcal{C} \to \mathcal{D} \) from a category \( \mathcal{C} \) to a category \( \mathcal{D} \) is a map that sends

- any object \( X \in \text{ob}(\mathcal{C}) \) to an object \( F(Y) \in \text{ob}(\mathcal{D}) \),
- any morphism \( f : X \to Y \) in \( \mathcal{C} \) to a morphism \( F(f) : F(X) \to F(Y) \) in \( \mathcal{D} \),

such that the following properties are fulfilled:

- \( F \) preserves identities: for any object \( X \in \text{ob}(\mathcal{C}) \), \( F(\text{id}_X) = \text{id}_{F(X)} \),
- \( F \) preserves composition: for any two morphisms \( f : X \to Y, g : Y \to Z \) in \( \mathcal{C} \), \( F(g \circ f) = F(g) \circ F(f) \).
Note that these axioms imply that $F$ is invertible whenever $f$ is invertible: Let $f^{-1} : Y \to X$ be the inverse of $f : X \to Y$, then

\[
\begin{align*}
\text{id}_{F(X)} &= F(\text{id}_X) \\
&= F(f \circ f^{-1}) \\
&= F(f) \circ F(f^{-1}),
\end{align*}
\]

hence $F(f)^{-1} = F(f^{-1})$. Graphically, functors are depicted in the following way:

```
      X
   f |   |
   |   |   |
   |   v   |
   |   F   |
      Y
```

**Example 2.15.** Consider an arbitrary category $\mathcal{C}$ and a category $\mathcal{D}$ that has only one object $X \in \text{ob}(\mathcal{D})$ and one morphism $\mathbb{1}_X$. Then, a functor $F : \mathcal{C} \to \mathcal{D}$ maps any object of $\mathcal{C}$ to the one object $X \in \text{ob}(\mathcal{D})$. Analogously, every morphism in $\mathcal{C}$ is mapped to $\mathbb{1}_X$ in $\mathcal{D}$:

- $A \in \text{ob}(\mathcal{C})$ is mapped to $F(A) = X \in \text{ob}(\mathcal{D})$.
- $f : A \to B$ is sent to $F(f) = \mathbb{1}_X$.

One of the easiest examples are those of forgetful functors. Roughly speaking, these are functors that forget some of the structure of the input category:

**Example 2.16.** Consider the category of sets, $\text{Set}$ (Example 2.3), and the category of groups, $\text{Grp}$ (Example 2.4). There is a functor $F : \text{Grp} \to \text{Set}$ that is defined in the following way: For a group $G \in \text{ob}(\text{Grp})$, $F(G)$ is the underlying set of elements and for a group homomorphism $f : G \to H$, $F(f)$ is the function $f$ itself. Hence, $F$ forgets the group structure and forgets that group homomorphisms are homomorphisms.

Functors can also allow us to formulate a way for a category to act on a system:

**Example 2.17 (Representations).** A functor can also be furnished by a representation of a group of symmetries. Recall that, in categorical terms, a group is a category with only one object, denoted $\bullet$, and all morphisms are isomorphisms (see Example 2.5). A representation is a way of implementing symmetries on a system: For instance, in quantum mechanics it is a functor mapping from a category $\mathcal{G}$ (which is the group of symmetries we consider) to the category $\text{Hilb}$, $F : \mathcal{G} \to \text{Hilb}$.

- The object $\bullet \in \mathcal{G}$ is mapped to a Hilbert space via $F$:
  \[
  F(\bullet) = \mathbb{C}^d \in \text{ob}(\text{Hilb}).
  \] (3)
- The morphisms of $\mathcal{G}$ are mapped to linear operators between Hilbert spaces: $F(f)$ is a linear operator on $\mathbb{C}^d$. 

---
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The functor $F$ fulfills the following axioms:

\[
F(1_\ast) = 1_X, \\
F(f \circ g) = F(f) \circ F(g), \\
F(f) \circ F(f^{-1}) = 1_X.
\]

**Example 2.18** (Partially ordered sets). Consider two categories $\mathcal{P}$ and $\mathcal{Q}$ which are two partially ordered sets together with a functor $F : \mathcal{P} \to \mathcal{Q}$. Let $X, Y \in \mathcal{P}$ with $X \leq Y$, i.e. $\text{hom}(X, Y) \neq \emptyset$. These objects are mapped to objects $R, S \in \mathcal{Q}$ that fulfil $R \leq S$ and therefore $\text{hom}(R, S) \neq \emptyset$.

### 2.4 Natural Transformations

We now know about categories and about maps between them, i.e. functors. There is also a certain notion for maps between functors, which are called *natural transformations*.

In the following, we sometimes use the terminology of a *commuting* diagram. In general this means the following: whenever there are two paths from an object $X$ to an object $Y$, the map from $X$ to $Y$ obtained by composing the maps along one path equals the map we get by composing along the other path. For example, consider the diagram

\[
\begin{array}{ccc}
A & \xrightarrow{f} & B \\
\downarrow{h} &   & \downarrow{g} \\
C & \xrightarrow{i} & D & \xrightarrow{j} & E
\end{array}
\]

This diagram is said to commute if $g \circ f = j \circ i \circ h$.

**Definition 2.19** (Natural transformation). Let $\mathcal{C}$ and $\mathcal{D}$ be categories and $F, G : \mathcal{C} \to \mathcal{D}$ be functors between these categories. A natural transformation $\alpha : F \to G$ is a family of maps

\[
\left( F(X) \xrightarrow{\alpha_X} G(X) \right)_{X \in \text{ob}(\mathcal{C})}
\]

in $\mathcal{D}$ such that for every morphism $X \xrightarrow{f} X'$ in $\mathcal{C}$, the following diagram commutes:

\[
\begin{array}{ccc}
F(X) & \xrightarrow{F(f)} & F(Y) \\
\downarrow{\alpha_X} &   & \downarrow{\alpha_Y} \\
G(X) & \xrightarrow{G(f)} & G(Y)
\end{array}
\]

Figure 3: Natural transformation. Going the red path yields the same result as going the blue one.

The maps $\alpha_X$ are the *components* of $\alpha$.

Analogous to the way we defined isomorphisms for morphisms, we can define natural isomorphisms:
**Definition 2.20** (Natural isomorphism). Let \( \mathcal{C} \) and \( \mathcal{D} \) be categories and \( F, G : \mathcal{C} \to \mathcal{D} \) be functors between these categories. A natural isomorphism is a natural transformation \( \alpha : F \to G \) such that \( \alpha_X \) is an isomorphism for every \( X \in \text{ob}(\mathcal{C}) \).

**Example 2.21.** Let us consider an extension of Example 2.17. We take a group as a category \( \mathcal{C} \) with only one object \( \bullet \), and the category of Hilbert spaces \( \text{Hilb} \) and two functors \( F, G : \mathcal{C} \to \text{Hilb} \). Hence, as we have seen before, the functors \( F \) and \( G \) are two different representations of \( \mathcal{C} \) on the Hilbert spaces \( F(\bullet) \) and \( G(\bullet) \). The corresponding natural transformation between these two functors then has to fulfil

\[
\alpha_Y \in M_{d',d}(\mathbb{C}), \quad F(f) \alpha_X \in M_{d,d'}(\mathbb{C}), \quad G(f) \alpha_X \in M_{d',d}(\mathbb{C}),
\]

where \( M_{d,d'}(\mathbb{C}) \) is the set of \( d \times d' \) matrices over \( \mathbb{C} \). Therefore, is a collection of rectangular matrices \( \alpha_X \) that translate between the two ways of implementing a symmetry. They are called **intertwiners** or **intertwining operators**. Diagrammatically, this is depicted as

\[
\begin{array}{c}
\text{C} \\
\downarrow \alpha \\
\text{Hilb}
\end{array}
\]

\[
F \\
\alpha \\
G
\]

\[
\begin{array}{c}
\bullet \\
\text{prep} \\
\bullet
\end{array}
\]

\[
\begin{array}{c}
X \\
\rightarrow \\
f \\
\rightarrow \\
Y
\end{array}
\]

\[
\begin{array}{c}
X \\
\rightarrow \\
M \\
\rightarrow \\
m
\end{array}
\]

3 **Monoidal Categories and Braiding**

So far, we have focused on understanding categories by illustrating the definitions in terms of several different examples. We have also seen several physically motivated examples. We now want to concentrate on the description of physical systems and processes: In a category, objects can be seen as **physical systems** and morphisms as **processes**. According to this analogy, composition corresponds to performing one process after another.

For example, consider the process of preparing a system \( X \) from the vacuum or a thermal state \( 1 \) may be visualised as

\[
1 \rightarrow \text{prep} \rightarrow X
\]

Another typical example that occurs in the description of physical systems is the evolution \( f \) of one system to another. Here we visualise an evolution via:

\[
X \rightarrow f \rightarrow Y
\]

And, finally, we can also visualise a measurement process \( M \) with classical output \( m \) as:

\[
Y \rightarrow M \rightarrow m
\]

Using these three processes, and composition, we can build an entire experimental setup, where first a system \( X \) is prepared which then undergoes an evolution \( f \) and is measured afterwards:
But what if we want to describe experiments that consist of multiple subsystems or where several processes happen in parallel? In physics, we use tensor products to describe these setups. For example, the state space of a quantum harmonic oscillator is $L^2(\mathbb{R})$ (i.e. the set of square integrable functions $\psi: \mathbb{R} \to \mathbb{C}$ on the real line), so the state space of two oscillators is given by $L^2(\mathbb{R}) \otimes L^2(\mathbb{R})$. Following the example of the experimental setup above, we can also ask how to describe an experiment where a measurement on a system consisting of several subsystems is described in categorical terms. This leads us to the topic of

3.1 Monoidal Categories

To be able to talk about a collection of systems, we need to introduce the Cartesian product of two categories:

**Definition 3.1 (Cartesian product).** The Cartesian product $\mathcal{C} \times \mathcal{C}'$ of categories $\mathcal{C}$ and $\mathcal{C}'$ is a category where

- an object is a pair $(X, X')$ with $X \in \text{ob}(\mathcal{C})$ and $X' \in \text{ob}(\mathcal{C}')$,
- a morphism from $(X, X')$ to $(Y, Y')$ is a pair $(f, f')$ consisting of $f: X \to Y$ and $f': X' \to Y'$,
- composition is done componentwise: $(g, g') \circ (f, f') = (g \circ f, g' \circ f')$ and
- identity morphisms are also defined componentwise: $1_{(X, X')} = (1_X, 1_{X'})$

Now we demonstrate how the tensor product enters the categorical formalism and which additional properties are required in order to get a reasonable definition of a category with a tensor product. We need to be aware that the tensor product is only associative up to an isomorphism and that tensoring units to the left or right side of an object does not have to be equal in the first place.

**Definition 3.2 (Monoidal category).** A monoidal category consists of a category $\mathcal{C}$ equipped with a functor

$$\otimes: \mathcal{C} \times \mathcal{C} \to \mathcal{C}$$

(the tensor product) and an unit object $I \in \mathcal{C}$. In addition, there are natural isomorphisms

$$\alpha_{X,Y,Z}: (X \otimes Y) \otimes Z \to X \otimes (Y \otimes Z)$$

$$l_X: X \to I \otimes X$$

$$r_X: X \to X \otimes I$$

such that the following diagrams commute:

$$\begin{array}{ccc}
X \otimes W & \xrightarrow{r_X \otimes \text{id}_W} & (X \otimes I) \otimes W \\
\downarrow & & \downarrow \alpha_{X,1,W} \\
\text{id}_X \otimes l_W & \xrightarrow{\alpha_{X,1,W}} & X \otimes (I \otimes W)
\end{array}$$

**Figure 4:** Triangle equation.
As depicted in Figure 5, there are five different ways to parenthesize the tensor product of four objects and it seems that the natural isomorphism $\alpha$ lets us construct two different isomorphisms going from $((X \otimes Y) \otimes Z) \otimes W$ to $X \otimes (Y \otimes (Z \otimes W))$ (following either the upward or downward direction of the arrows). The pentagon equation ensures that both of these isomorphisms are equal. Furthermore, when we have tensor products of more than four objects, there are even more ways to parenthesize them and therefore more isomorphisms that go from one side to another. However, in [Mac98] it was shown that the pentagon equation implies that all these isomorphisms are the same, independent of the number of objects we consider. Additionally, if we consider the triangle equation, all isomorphisms with the same source and target constructed from the natural isomorphism $\alpha$ and the left and right units $r$ and $l$ are equal.

**Example 3.3.** Several of the examples mentioned in the previous chapter can be made into a monoidal category:

- In the category $\text{Set}$ (Example 2.3), the tensor product of two sets, $X \otimes Y$, can be chosen to be the Cartesian product $X \times Y$. In this case, the unit object is any one-element set. As mentioned previously, this tensor product is not associative, but there is a natural isomorphism $(X \times Y) \times Z \rightarrow X \times (Y \times Z)$ (similar for the left and right units). The tensor product of two morphisms $f : X \rightarrow Y$ and $f' : X' \rightarrow Y'$ is given by

  \[ f \otimes f' : X \times X' \rightarrow Y \times Y' \]

  \[ (x, x') \mapsto (f(x), f'(x')). \]

- In $\text{nCob}$ (Example 2.9), the tensor product is just the disjoint union, for example for two morphisms it is
• It is similar for the category of tangles $\text{Tang}_k$ (Example 2.10) for $k \geq 1$: here, we also choose the disjoint union as tensor product, e.g.

![Diagram of tangles]

**Example 3.4** (Hilbert spaces). There is one example from the previous chapter that we are going to investigate a little further because of its importance to quantum physics, namely, the category $\text{Hilb}$ (Example 2.8). This category can be made into a monoidal category by using the usual tensor product of Hilbert spaces. E.g., suppose $\mathcal{H}$ is a Hilbert space, then the total Hilbert space for the composite system of two copies is then given by $\mathcal{H} \otimes \mathcal{H}$.

Let’s now use composition and the tensor product operation to build some complicated morphisms. Suppose you have the following processes:

$$\mathcal{H} \xrightarrow{V} \mathcal{H} \otimes \mathcal{H} \quad \text{and} \quad \mathcal{H} \xrightarrow{V^\dagger} \mathcal{H} \otimes \mathcal{H}$$

For $\mathcal{H} = \mathbb{C}^2$, the action of $V$ could be, for example,

$$V |0\rangle = |01\rangle,$$
$$V |1\rangle = \frac{|00\rangle + |11\rangle}{\sqrt{2}}.$$

We can use this tensor network formalism to describe various “atomic” processes by composing string diagrams in series (composition) or parallel (tensoring), e.g.

![Diagram of tensor network]

The point marked by the red circle is where two lines cross each other. However, we have not yet defined what it means when two lines in such a diagram cross; this the topic of the next subsection.
3.2 Braided Monoidal Categories

In physics, we are familiar with the process of *swapping systems*. In category theory, a monoidal category in which we can swap things is called *braided*:

**Definition 3.5** (Braided monoidal category). A braided monoidal category consists of a monoidal category $\mathcal{C}$ and a family of isomorphisms called braiding

$$b_{X,Y} : X \otimes Y \to Y \otimes X,$$

which is natural with respect to $X$ and $Y$, i.e. the following diagram commutes for every choice of morphisms $f : X \to X'$, $g : Y \to Y'$:

$$\begin{array}{c}
X \otimes Y \xrightarrow{f \otimes g} X' \otimes Y' \\
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and its inverse $b_{X,Y}^{-1}$ is

Composing the braiding isomorphism and its inverse yields the identity morphism (as expected):

Let $X, Y, Z$ be objects in a braided monoidal category. Using the hexagon equation in combination with the naturality of braiding, we find the so-called Yang-Baxter equation also known as the type III Reidemeister move:

The Yang-Baxter equation plays a crucial role in knot theory as well as in the study of exactly solvable problems in condensed matter physics ([Kas95, Kau01, Row04, Kit06]). Equivalently, we can express this equation in terms of a commuting diagram, which includes the associator (which cannot be shown in terms of string diagrams):
In general, there are multiple ways to assign a braiding to a given monoidal category. However, most of the examples we have seen before come with an obvious standard braiding:

**Example 3.6.** We can easily assign standard braidings to some categories:

- In the category $\text{Hilb}$ (the category of Hilbert spaces) with its standard tensor product, the standard braiding is given by

  \[
  b_{X,Y} : X \otimes Y \to Y \otimes X
  \]

  \[
  x \otimes y \mapsto y \otimes x.
  \]

- In $\text{Tang}_2$, the standard braiding for $X$ and $Y$, each being a single point, looks like

![Diagram](image)

**Figure 10:** Morphism $b_{X,Y} \in \text{hom}(X \otimes Y, Y \otimes X)$.

In practice, braided monoidal categories have numerous applications in both mathematics and physics. In the following, we describe two examples: The first one concerns anyons, which are identical particles existing in two dimensions, whose exotic properties are exploited in topological quantum computation (see e.g. [Wan10, Pac12]). The second example is from the theory of knots, which is also closely related to quantum information theory (see e.g. [KL12]).
Example 3.7 (Anyons). It is well known that in three spatial dimensions there are two types of indistinguishable particles, bosons and fermions. They correspond to the possible types of spins, either half-integer spin \((\frac{1}{2}, \frac{3}{2}, \frac{5}{2}, \ldots)\) or integer spin \((0, 1, 2, \ldots)\). In two dimensions, indistinguishable particles can have arbitrary spin, which leads to exotic statistics: The exchange of two particles gives rise to an arbitrary phase factor (in contrast to the boson/fermion case, where the factor is always ±1). This implies that, in the anyonic case, the world lines of particles depicted in Figure 11 are not equal.

![Figure 11: World lines of a system of two anyons.](image)

In the laboratory, these particles exist as quasiparticles arising as effective excitations in many-body systems which can be observed in, e.g., the fractional quantum hall effect (see e.g. [Ste08] for a review on this topic). How can these particles be detected? To measure their exotic statistics, one can measure scattering amplitudes:

\[
m(u \to v)
\]

The scattering amplitude \(m(u \to v)\) has a dynamical part (which is intrinsic to each particle) and a topological part (that contains the information about the exchange statistics). By engineering the experiment in the right way, one can get rid of the dynamical part, such that the scattering amplitude only depends on the topological properties of worldlines of the anyons. Theoretically, these exchange statistics (or braiding) may be described by a braided monoidal category. More details about anyons can be found in [Kit06], which also includes a short discussion about their connection to categories, and in [Rao17]. This example will be further analysed later in these notes, see Example 4.3.

Example 3.8 (Topology of knots). Around the end of the 19th century, Sir William Thomson (1st Baron Kelvin) came up with the theory of vortex atoms [Lor67], hypothesising that an atom was a vortex in the aether. This theory was so popular by that time, a whole new branch of topology was developed, called knot theory. The theory of vortex atoms was discarded some decades later, but the theory of knots remained an interesting field of research until today. It has now applications in topological quantum field theory and quantum information theory (see e.g. [Kau01] for an introduction to knot theory and applications in physics).

Some interesting (yet simple) knots are listed below, for example the unknot, which is the neutral element in knot theory.
How do braided monoidal categories come into play in knot theory? A typical question one can ask is whether two knots are equal. Topologically, the deformation of knots does not change the knot itself, which seems like a lot of freedom and so it should be easy to tell if two knots are the same. However, it is not trivial to tell if two knots are equivalent. In fact it is known to be \textbf{NP}-hard \cite{HLP99}, i.e. the answer is unlikely, in general, to be found in a reasonable time as the size of the knot increases. Nevertheless, we can still find algorithms that can sometimes tell us whether two knots are equal (or unequal, respectively). Such algorithms can exploit the theory of \textit{knot polynomials}, i.e. they take advantage of the fact that we can assign a polynomial to every knot (e.g. the Jones polynomial \cite{Jon85}). This works as follows:

1. Project the 3-dimensional knot onto the plane:

2. Represent the knot as a \textit{braid}, i.e. an element of \text{hom}():
3. Calculate the value of the diagram in your favourite braided monoidal category.

4. Compare the values for the two knots in question. If you get different numbers, the knots are definitely unequal.

**Definition 3.9** (Symmetric monoidal categories). A symmetric monoidal category is a braided monoidal category where the braiding satisfies $b_{X,Y} = b_{Y,X}^{-1}$.

The definition of symmetric monoidal categories implies the following:

\[
\begin{aligned}
&X \swarrow \downarrow \searrow Y \quad X \swarrow \downarrow \searrow Y \\
= & \quad \uparrow \\
&X \swarrow \downarrow \searrow Y \quad X \swarrow \downarrow \searrow Y \\
= & \quad \uparrow
\end{aligned}
\]

Regarding Example 3.7, these categories correspond to Bosons or Fermions (i.e. particles with trivial braiding), so it is a notion for things that are *not* anyons or, in other words, trivial anyons.

### 3.3 Compact Categories

In quantum mechanics, we are familiar with the concept of duals, e.g. the corresponding dual space of a vector space. We can also talk about duals in categories: Consider for example $\text{Hilb}$, the category of finite-dimensional Hilbert spaces. Here, each object $X \in \text{Hilb}$ has a dual object $X^*$ consisting of all linear operators $f : X \to \mathbb{I}$ (with the inner product given by $(A, B) \equiv \text{tr}(A^*B)$), where the unit object $\mathbb{I}$ is $\mathbb{C}$. Hence, there is a linear operator

\[
e_X : X^* \otimes X \to \mathbb{I}
\]

\[
x \otimes f \mapsto f(x)
\]

which we call the *counit* of $X$. This implies that the space of all linear operators $g : X \to Y \in \text{Hilb}$ can be identified with $X^* \otimes Y$. Additionally, we can define an operator called the *unit* of $X$:

\[
i_X : \mathbb{I} \to X \otimes X^*
\]

\[
c \mapsto c \, \text{id}_X
\]

that maps any complex number $c$ to the corresponding multiple of the identity operator over $X$. 

---
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In quantum mechanics, say we have a Hilbert space $X$ that describes the states of a particle, then the dual space $X^*$ is the Hilbert space for the corresponding antiparticle. Feynman proposed the idea that antiparticles are particles going backwards in time. In terms of string diagrams, we can illustrate this by declaring that a string labelled by $X$ is equal to a string labelled by $X^*$ that goes \textit{backwards in time}, i.e. points down instead of up:

\[
X^* \qquad = \qquad X
\]

Using this depiction, the unit and counit can be drawn as \textit{cups} and \textit{caps}:

\[
\begin{array}{c}
\xymatrix{ X \\
\downarrow & \downarrow \phantom{X} \\
X^* & X^*}
\end{array}
\text{ and } \begin{array}{c}
\xymatrix{ X \\
\downarrow \\
X}
\end{array}
\]

which can be thought of annihilation and creation of particle-antiparticle pairs. The unit and counit satisfy two equations that are called the \textit{zig-zag equations}, which are fulfilled since the unit and counit are dual to each other:

\[
\begin{array}{c}
\xymatrix{ X \\
\downarrow & \downarrow \\
X & X}
\end{array} \quad = \quad \begin{array}{c}
\xymatrix{ X \\
\downarrow \\
X^*}
\end{array} \quad = \quad \begin{array}{c}
\xymatrix{ X \\
\downarrow & \downarrow \\
X^* & X^*}
\end{array}
\]

\textit{Figure 13: Zig-zag equation.}

Writing these equations in terms of commutative diagrams with maps $l_X$ and $r_X$ and the associator $\alpha_{X,Y,Z}$ from Definition 3.2 yields

\[
\begin{array}{c}
\xymatrix{ X^* \otimes I \\
\downarrow \phantom{X} \ar[r]^{i_{X^*} \otimes \id_X} & X^* \otimes (X \otimes X^*) \ar[r]^{\alpha_{X^*,X,X^*}^{-1}} & (X^* \otimes X) \otimes X^* \\
\downarrow \phantom{X} \ar[r]^{r_X^{-1}} & X^* \ar[r]^{l_{X^*}} & I \otimes X^* \\
\downarrow \phantom{X} \ar[r]^{e_{X^*} \otimes \id_{X^*}} & \phantom{X} & \phantom{X}
\end{array}
\]
Definition 3.10 (Left duality). Let $\mathcal{C}$ be a monoidal category with unit object $\mathbb{1}$. It is a monoidal category with left duality if for each object $X \in \mathcal{C}$ there exists an object $X^* \in \mathcal{C}$ and morphisms

$$i_X : \mathbb{1} \to X \otimes X^*,$$

$$e_X : X^* \otimes X \to \mathbb{1},$$

called the unit and counit, respectively, that satisfy the zig-zag equation (see Figure 13):

$$(id_X \otimes e_X) \circ (i_X \otimes id_X) = id_X,$$

$$(e_X \otimes id_{X^*}) \circ (id_{X^*} \otimes i_X) = id_{X^*}.$$

Definition 3.11 (Right duality). There is also a notion of right duality: Let $\mathcal{C}$ again be a monoidal category with unit object $\mathbb{1}$, then we say that it exhibits right duality if for each object $X \in \mathcal{C}$ there exists an object $X^* \in \mathcal{C}$ and morphisms

$$i'_X : \mathbb{1} \to X^* \otimes X,$$

$$e'_X : X \otimes X^* \to \mathbb{1},$$

that satisfy

$$(e'_X \otimes id_X) \circ (id_X \otimes i'_X) = id_X,$$

$$(id_{X^*} \otimes e'_X) \circ (i'_X \otimes id_{X^*}) = id_{X^*}.$$

There is a simple way to connect the two notions of duality: we can express the morphisms that appear in the definition of right duality as

$$i'_X = (id_{X^*} \otimes \theta_X) \circ b_{X,X^*} \circ i_X,$$

$$e'_X = e_X \circ b_{X,X^*} \circ (\theta_X \otimes id_{X^*}).$$

Using this definition, it can be shown that the conditions for right duality in (5) are fulfilled (see [Kas95], Lemma XIV.3.4 and Proposition XIV.3.5).

Finally, we can give the general definition of a compact category:
**Definition 3.12** (Compact categories). A monoidal category is compact if every object $X \in \mathcal{C}$ has both a left and a right dual. These dualities let us also define duals of morphisms: for any morphism $f \in \text{hom}(X,Y)$ we define its dual $f^* \in \text{hom}(Y^*,X^*)$ by

$$f^* = (e_Y \otimes \text{id}_{X^*}) \circ (\text{id}_{Y^*} \otimes f \otimes \text{id}_{X^*}) \circ (\text{id}_{Y^*} \otimes i_X).$$

Graphically, this is depicted as

- $X^*$
- $Y^*$
- $f^*$
- $f$
- $i_X$
- $X^*$
- $Y^*$

3.4 Dagger Categories

So far, every statement we have made about $\text{Hilb}$ did not require the existence of an inner product; indeed everything we said is also true for $\text{Vect}$, the category of all finite-dimensional vector spaces (and linear operators). Both of these categories are compact symmetric monoidal categories. However, the difference between $\text{Hilb}$ and $\text{Vect}$ will become clear after we have defined what is called a *dagger category*:

**Definition 3.13** (Dagger category). A dagger category is a category $\mathcal{C}$ such that for any morphism $f : X \to Y$ for $X,Y \in \text{ob}(\mathcal{C})$, there is a specified morphism $f^\dagger : Y \to X$ such that

$$(g \circ f)^\dagger = f^\dagger \circ g^\dagger$$

for every pair of composable morphisms $f$ and $g$ and

$$(f^\dagger)^\dagger = f$$

for every morphism $f$.

**Example 3.14** (Hilbert spaces). To make $\text{Hilb}$ a dagger category, we proceed as follows: For a given linear operator $f : X \to Y$, we can take its Hilbert space adjoint, which yields an operator $f^\dagger : Y \to X$ that is defined as

$$\langle f^\dagger \psi, \phi \rangle = \langle \psi, f \phi \rangle$$

for all states $\phi \in X$ and $\psi \in Y$.

**Example 3.15** (Sets). The category $\text{Set}$ is an example which we cannot turn into a dagger category. The problem is that there is a function $f : \{\} \to \{\bullet\}$ from the empty set to the set containing only one element, but no function the other way round.

**Example 3.16.** However, some of the examples we have already studied can be turned into dagger categories easily:

- In $\text{Tang}_k$ the dagger structure $f^\dagger : Y \to X$ can be obtained for any $k$ by reflecting $f : X \to Y$ in the vertical direction and then switching the orientations of arcs and circles. For instance, in $\text{Tang}_2$ with orientations:
In $\mathcal{C}_{Oc}$ the strategy is the same: We obtain $f^\dagger : Y \to X$ by switching input and output of $f : X \to Y$ and then switching the orientation of each connected component of $f$:

4 Modular Tensor Categories

The study of modular tensor categories is motivated by their applications in physical theories. For instance, a modular tensor category uniquely determines a $(2 + 1)d$-topological quantum field theory (TQFT) [Tua92]. Furthermore, modular tensor categories find applications in topological quantum computing (see e.g. [FKLW01, Kit03, FTL+07, NSS+08]) and in the development of a physical theory of topological phases of matter ([Wil90, MR91, LW05, Kit06]).

4.1 Definition

So far, we have already encountered different types of categories and seen many physically relevant examples. Since the definition of a modular tensor category is rather long and abstract, we will go through every part of it in detail. The given definition follows the one in [Row04] and also uses definitions given in [Kas95].

Definition 4.1 (Modular tensor category). A modular tensor category is a category $\mathcal{C}$ that has the following properties:

1. It is monoidal (see Definition 3.2).
2. It is braided (see Definition 3.5).
3. It is compact (see Definition 3.12).
4. It is balanced, which means that it is equipped with a twist, i.e. a family of natural isomorphisms

   \[ \theta_X : X \to X \]

   that satisfy

   \[ \theta_X \otimes Y = b_{Y,X} \circ b_{X,Y} \circ (\theta_X \otimes \theta_Y), \]

   or graphically,
Another way to present this identity which displays the action of the twist slightly better is the following:

Equivalently, we can say that the following diagram commutes:

Note that in the case $\theta_X = \text{id}_X$, a balanced category is equivalent to a symmetric monoidal category, i.e. $X \otimes Y \cong Y \otimes X$.

5. The properties 1. – 4. are compatible, i.e.

$$\theta_{X^*} = (\theta_X)^*,$$
Remark: If properties 1. – 5. are fulfilled, the category is called a ribbon category.

6. All morphism spaces are $k$-vector spaces, and the composition and tensor product of morphisms are bilinear (this is called an Ab-category).

7. It is semisimple, i.e. every object $X \in \text{ob}(\mathcal{C})$ is isomorphic to a finite direct sum of simple objects. An object $X$ is a simple object if and only if

$$\text{End}(X) = \text{hom}(X, X) \cong k \text{id}_X$$

and

$$\text{hom}(X, Y) = 0 \text{ for } X \neq Y.$$  

8. It is equipped with a $k$-linear trace of endomorphisms: Let $f \in \text{End}(X) = \text{hom}(X, X)$ for any object $X \in \text{ob}(\mathcal{C})$. The trace is defined as

$$\text{tr}(f) = e'_X \circ (f \otimes \text{id}_{X^*}) \circ i_X$$

$$= e_X \circ b_{X,X^*} \circ (\theta_X \circ f \otimes \text{id}_{X^*}) \circ i_X,$$

where the second equality comes from the way we expressed $e'_X$ in (6). The right hand side of the equation is an element of $\text{End}(1) \cong k$. Graphically, this definition of the trace corresponds to

![Diagram](attachment:image.png)

The value of $\text{tr}(\text{id}_X)$ is called categorical dimension (or quantum dimension) of $X$, denoted $\text{dim}(X)$ or $d_X$.

9. As a semisimple ribbon Ab-category, it has finitely many isomorphism classes of simple objects enumerated as $(X_0 = 1, X_1, X_2, \ldots, X_n)$ and the so-called S-matrix is invertible. The S-matrix is defined as follows: Let

$$\tilde{s}_{ij} = \text{tr} \left( b_{X_j^*,X_i} \circ b_{X_i,X_j^*} \right),$$

which in string diagram notation is

![Diagram](attachment:image.png)
Then the entries of the $S$-matrix are

$$s_{ij} = \frac{1}{D} \hat{s}_{ij}$$

with $D^2 = \sum_{X_i} d_{X_i}^2$. Note that $S$ is a symmetric matrix.

### 4.2 Fusion Rings and MTCs

Suppose we have a modular tensor category $\mathcal{C}$ whose (finitely many) isomorphism classes of simple objects are enumerated by $\{X_0 = I, X_1, \ldots, X_n\}$. Then these classes form a fusion ring under the operation $\otimes$, which is defined as follows [Fuc94]:

**Definition 4.2** (Fusion ring). A fusion ring is a ring over the integers $\mathbb{Z}$ such that the following axioms are fulfilled:

1. Commutativity.
2. Associativity.
3. Positivity, i.e. existence of a basis with non-negative structure constants is required.
4. Conjugation, i.e. there exists an element of the basis (required by 3.), such that the evaluation of the product with respect to this basis yields an involutive automorphism.

Note that a fusion ring $A$ is isomorphic to the lattice $\mathbb{Z}^{\dim A}$; Consider the basis

$$\{\phi_j \mid j \in I\}$$

with $|I| = \dim A$ and $I$ an index set. In our case, we take $I = \{0, 1, \ldots, n\}$ and $\phi_j \cong X_j$. We denote the structure constants in this basis by $N_{jk}^l$, i.e. we write

$$\phi_j \otimes \phi_k = \sum_l N_{jk}^l \phi_l$$

(7) (these are also sometimes called a fusion rule). We will analyse the properties 1. – 4. in this context:

1. Commutativity means that the structure constants fulfil $N_{jk}^l = N_{kj}^l$. 

2. Associativity is given by
\[(\phi_j \otimes \phi_k) \otimes \phi_l = \phi_j \otimes (\phi_k \otimes \phi_l)\]
\[= \left( \sum_m N^m_{jk} \phi_m \right) \otimes \phi_k = \phi_j \otimes \left( \sum_n N^n_{kl} \phi_n \right)\]
\[= \sum_{m,n} N^m_{jk} N^n_{ml} \phi_n = \sum_{m,n} N^n_{kl} N^m_{jm} \phi_n,\]
i.e. \[\sum_{m,n} N^m_{jk} N^n_{ml} = \sum_{m,n} N^n_{kl} N^m_{jm}.\]

3. Positivity simply demands \(N^l_{jk} \in \mathbb{Z}^+.\)

4. Conjugation is a bit more complicated. It demands, for the choice of basis we made in 3., the existence of an index \(i_0 \in I\) such that the conjugation map
\[\phi_j \mapsto \sum_{k \in I} c_{jk} \phi_k \equiv \phi^*_j\]
with \(c_{jk} = N^i_{jk}\) is an involution, i.e. the matrix \(C\) with entries \(c_{jk}\) satisfies \(C^2 = 1\). This implies that we can write this map as
\[\phi_i \mapsto \phi^*_i \equiv \phi_{i^*} := \sum_{j \in I} c_{ij} \phi_j\]
for some \(i^* \in I\) which fulfills \((i^*)^* = i\). Secondly, 4. requires that this map is an automorphism, i.e. it satisfies
\[\phi_{i^*} \otimes \phi_{j^*} = \sum_i N^k_{ij} \phi_{k^*},\]
which yields \(N^k_{i^*j^*} = N^k_{ij}\). \(\phi_{i^*}\) is called the element conjugate of \(\phi_i\) and \(C\) the conjugation matrix.

We now elaborate a bit more on the connection between the structure constants of a fusion ring (given by (7)) and the \(S\)-matrix of a modular tensor category (as given in Definition 4.1). First, note that the first column of the \(S\)-matrix consists of the categorical dimension of the simple objects, i.e. \(S_{i,1} = \text{tr}(X_i) = \dim(X_i)\). This can easily be seen when we consider the string diagram notation of the matrix entries and the fact that strings with label \(l\) can be neglected:
Furthermore, since the endomorphism spaces of the simple objects $X_i \in \mathcal{C}$ are one-dimensional, the twists $\theta_{X_i} \in \text{End}(X_i)$ are given by

$$\theta_{X_i} = \theta_i \text{id}_{X_i},$$

with scalars $\theta_i \in \mathbb{C}$. It can be shown (see [BK01]) that the entries of the $S$-matrix are entirely determined by the categorical dimensions (or fusion dimensions), the structure coefficients and the twists on the classes of simple objects:

$$\tilde{s}_{ij} = \frac{1}{\theta_i \theta_j} \sum_k N^k_{ij} d_k \theta_k.$$  (8)

The argument behind this formula is simple: it exploits the properties of the twist given in Definition 4.1, i.e.

\[ X_j^* \xrightarrow{\theta_{X_i} \otimes \theta_{X_j}^{-1}} X_i \xrightarrow{\theta_{X_j} \otimes \theta_{X_i}^{-1}} X_j^* \]

which yields, along with (7):

$$\tilde{s}_{ij} = \frac{1}{\theta_i \theta_j} \text{tr}\left(\theta_{X_i} \otimes \theta_{X_j}^{-1}\right)$$

$$= \frac{1}{\theta_i \theta_j} \sum_k N^k_{ij} \text{tr}(\theta_{X_k})$$

$$= \frac{1}{\theta_i \theta_j} \sum_k N^k_{ij} d_k \theta_k.$$  (8)

4.3 Example: Fibonacci Anyons

We now study our first example of a modular tensor category. We have already described the nature of indistinguishable point-like particles in two dimensions, called anyons, in Example 3.7, but we did not give the exact category that represents them mathematically. The reason is that we had to give the definition of a modular category first, since these are exactly the categories that describe anyon models. Here we are going to study one simple example of a modular tensor category that describes an anyon model, the so-called Fibonacci anyons:

Example 4.3 (Fibonacci category). Fibonacci anyons describe the physics of the fractional quantum hall effect at filling factor $\nu = \frac{5}{2}$ (see e.g. [FTL+07, CAS13]). From the point of view of quantum information, Fibonacci anyons are interesting for topological quantum computation, since they allow for universal quantum computation: any circuit...
acting on $n$ qubits can be realized by using $4n$ physical Fibonacci anyons ([Pre04, FLW02]).

In this category, the simple objects are the anyonic charges or particle types that occur in the model, denoted $\{X_0 = \mathbb{I}, X_1 = \tau\}$ for the Fibonacci anyon model. We now go through the definition of a modular tensor category and see how the different properties are realized in the Fibonacci category.

1. The category is monoidal: The tensor product is given by the following set of fusion rules:

$$
\begin{align*}
\mathbb{I} \otimes \mathbb{I} &= \mathbb{I} \\
\mathbb{I} \otimes \tau &= \tau \otimes \mathbb{I} = \tau \\
\tau \otimes \tau &= \mathbb{I} + \tau
\end{align*}
$$

Now, the computation (braidings, twists, ...) will occur within the space that encodes the various ways a set of anyons (i.e. the tensor product of several objects) can fuse together according to the fusion rules. We can represent this graphically by using the string diagram notation: For instance, the tensor product $\tau \otimes \mathbb{I}$ corresponds to

$$
\begin{tikzpicture}
\node (a) at (0,0) {$\tau$};
\node (b) at (0,1) {$\tau$};
\node (c) at (0,2) {$\mathbb{I}$};
\draw (a) -- (b);
\draw (b) -- (c);
\end{tikzpicture}
$$

since it has only one outcome. These graphs are called fusion trees. They correspond to states in the fusion space, i.e. a vector space over $\mathbb{C}$ that we assign to a tensor product with given outcome, which is denoted $V^{\tau \mathbb{I}}_{\tau} \equiv \text{hom}(\tau \otimes \mathbb{I}, \tau)$ in our example. In case a tensor product has several outcomes, e.g. $\tau \otimes \tau$, we assign several fusion spaces to it, one for each outcome, which are $V^{\tau \mathbb{I}}_{\tau \tau} = \text{hom}(\tau \otimes \tau, \mathbb{I})$ and $V^{\tau \tau \tau}_{\tau} = \text{hom}(\tau \otimes \tau, \tau)$. Note that the fusion rules imply that each of these spaces is one-dimensional. There is a dual space to each fusion space, the so-called splitting space. States in the splitting space $V^{\tau \mathbb{I}}_{\tau}$, for example, are depicted as

$$
\begin{tikzpicture}
\node (a) at (0,0) {$\tau$};
\node (b) at (0,1) {$\tau$};
\node (c) at (0,2) {$\mathbb{I}$};
\draw (a) -- (b);
\draw (b) -- (c);
\end{tikzpicture}
$$

Splitting and fusion space can be used interchangeably. Throughout the literature, the splitting space notation is widely used, although the expression fusion space is more popular.

The vector spaces for tensor products of multiple objects can be built from these fusion and splitting spaces: Let $V^U_{ABC} \equiv \text{hom}(A \otimes B \otimes C, U)$ be the tensor product of three objects $A, B, C$ fusing to the object $U$. This vector space can be constructed from the direct sum

$$
V^U_{ABC} = \bigoplus_E V^E_{AB} \otimes V^U_{EC}.
$$
This construction corresponds to the parenthesis structure \((A \otimes B) \otimes C\), depicted as

![Diagram](attachment:image.png)

Equivalently, we can use a different parenthesis structure for this tensor product, namely \(A \otimes (B \otimes C)\), which corresponds to

\[
V_{ABC}^U = \bigoplus_F V_{AF}^U \otimes V_{BC}^F
\]

and is depicted as

![Diagram](attachment:image.png)

With this depiction, it becomes clear why the different parenthesis structures of the tensor product are not equal in the first place, so we need the associator that is defined below to switch between them.

Before we define the associator, we want to show why this category is called *Fibonacci* category: Consider the tensor product of several objects, for instance, three \(\tau\)-objects:

\[
\tau \otimes \tau \otimes \tau = \tau \otimes (I + \tau)
= \tau + (\tau \otimes \tau)
= \tau + (I + \tau)
= I + 2\tau
\]

When working out different tensor powers of \(\tau\), one quickly recognizes a pattern:

\[
\begin{align*}
\tau &= 0I + 1\tau \\
\tau^{\otimes 2} &= 1I + 1\tau \\
\tau^{\otimes 3} &= 1I + 2\tau \\
\tau^{\otimes 4} &= 2I + 3\tau \\
\tau^{\otimes 5} &= 3I + 5\tau \\
\end{align*}
\]

The series of coefficients of \(\tau\) is the *Fibonacci series*, hence the name of the category.
As mentioned before, the associator is crucial for a monoidal category. This is a natural isomorphism

\[
\alpha_{X,Y,Z} : (X \otimes Y) \otimes Z \to X \otimes (Y \otimes Z),
\]

which is a family of maps, one map for each object \(U\) the tensor product \((X \otimes Y) \otimes Z\) is mapped to (see Definition 2.19). In the definitions and theorems we have presented the object the tensor product is mapped to is not specified, for instance in the definition of a monoidal category (Definition 3.2). In contrast to this, the concept of fusion and splitting spaces that we have introduced above is widely used in the description of anyon models (see e.g. [Kit06, Bon07, TTWL08]). Therefore, we need to translate the operators and equations that appear in the definition of a monoidal category to the language of fusion and splitting spaces. This works as follows: Instead of objects \((X \otimes Y) \otimes Z\) we now consider linear spaces \(V_{U}^{(X \otimes Y) \otimes Z} = \text{hom}(U, (X \otimes Y) \otimes Z)\).

Here, we use the notation \(V_{U}^{(X \otimes Y) \otimes Z}\) instead of \(V_{U}^{XYZ}\) to make the parenthesis structure of the tensor product clear. Analogously to (9) we are looking for a map

\[
\text{hom}(U, (X \otimes Y) \otimes Z) \rightarrow \text{hom}(U, X \otimes (Y \otimes Z)).
\]

When we apply \(\alpha_{X,Y,Z}\) to an element \(f \in V_{U}^{(X \otimes Y) \otimes Z}\), this is exactly the space it is mapped to:

\[
\alpha_{X,Y,Z} \circ f \in \text{hom}(U, (X \otimes Y) \otimes Z) = V_{U}^{X \otimes (Y \otimes Z)}.
\]

Now choose a basis \(\{|j\}\) in \(V_{U}^{(X \otimes Y) \otimes Z}\) and a basis \(\{|k\}\) in \(V_{U}^{X \otimes (Y \otimes Z)}\). Vectors in the first space can be expressed as vectors in the latter one as follows:

\[
|j\rangle = \sum_{j} [\alpha_{X,Y,Z}]_{kj} |k\rangle \equiv \sum_{k} \left(F_{U}^{XYZ}\right)_{kj} |j\rangle.
\]

Hence, it is now clear that the \(F\)-symbols, which are widely used in physics, are the matrix representation of the natural transformation \(\alpha\), which is usually used in mathematical papers, for a specific basis. Graphically, the pentagon equation in Figure 5 then becomes
Therefore, we will give the associator in terms of $F$-matrices $F_{U}^{XYZ}$ that act on splitting spaces $V_{U}^{XYZ}$ (this works analogously in the fusion space $V_{U}^{XYZ}$ and $F$-matrices $F_{U}^{XYZ}$). In the Fibonacci category, whenever one of the objects is the unit object $I$, the $F$-matrix is given by the identity. The only non-trivial case is the one when $X = Y = Z = U = \tau$. This means that $\tau$ splits to $\tau \otimes \tau \otimes \tau$ (or, equivalently, $\tau \otimes \tau \otimes \tau$ fuse to $\tau$) and it is given by a $2 \times 2$ matrix:

$$F_{\tau \tau \tau} = \begin{pmatrix}
\frac{1}{\phi} & \frac{1}{\sqrt{\phi}} \\
\frac{1}{\sqrt{\phi}} & -\frac{1}{\phi}
\end{pmatrix}$$

where $\phi = \frac{1 + \sqrt{5}}{2}$ is the golden ratio.

2. The category is braided, i.e. it has a family of natural isomorphisms

$$b_{X,Y} : X \otimes Y \rightarrow Y \otimes X.$$ 

As explained above, we need to translate this operator to one that acts on a splitting or fusion space, which means it is a map

$$R_{U}^{XY} : V_{U}^{XY} \rightarrow V_{U}^{YX}$$

$$f \mapsto b_{X,Y} \circ f,$$

where $V_{U}^{XY} = \text{hom}(U, X \otimes Y)$ and $V_{U}^{YX} = \text{hom}(U, Y \otimes X)$. In terms of string diagrams the braiding operator is depicted as
In the Fibonacci category, braiding always yields a complex phase since all non-trivial vector spaces $V^XY_U$ are one-dimensional. The braiding operator is trivial (i.e. the identity) if one of the objects $X, Y$ is the unit object $I$. If $X = Y = \tau$, braiding is given by $[\text{Wan10}]$

$$R^{\tau \tau}_I = e^{-\frac{4\pi i}{5}},$$
$$R^{\tau \tau}_{\tau I} = e^{\frac{3\pi i}{5}}.$$  

3. It is compact: Both objects are their own left and right dual, as can be seen from the fusion rules:

$$\tau \otimes \tau = I + \tau,$$
$$I \otimes I = I.$$

This point is important for expressing the notion of conjugate anyonic charges (i.e. conjugate particles).

4. It is balanced: As stated in part 7 of the definition, the endomorphism spaces of the simple objects are one-dimensional, hence the twist operators are $[\text{Wan10}]$

$$\theta_{\tau} = \theta_{\tau} \text{id}_{\tau} = e^{\frac{4\pi i}{5}} \text{id}_{\tau},$$
$$\theta_{I} = \theta_{I} \text{id}_{I} = \text{id}_{I}.$$  

We use $\vartheta_X$ to denote the scalar corresponding to the twist operator $\theta_X$ to avoid confusion.

5. The properties 1. – 4. are compatible:

$$\begin{array}{c}
\tau^* \\
\theta_{\tau^*} \\
\tau^*
\end{array} = \vartheta_{\tau} \begin{array}{c}
\tau^* \\
\theta_{\tau} \\
\tau^*
\end{array} = \theta_{\tau} \begin{array}{c}
\tau^* \\
\theta_{\tau} \\
\tau
\end{array} = \theta_{\tau}$$

For the unit object $I$, this is trivial.
6. From the construction in 1., it is clear that the morphism spaces are $\mathbb{C}$-linear vector spaces. We will now take a closer look at how the composition and the tensor product of morphisms work: Diagrammatically, taking the tensor product of two morphisms is the horizontal disjoint union of the diagrams. For instance, take the tensor product of the morphisms $f : \tau \otimes \tau \to \mathbb{I}$ and $g : \tau \to \tau$, the fusion of two $\tau$-type anyons to the unit object and the identity on a $\tau$-object:

$$
\begin{array}{ccc}
\mathbb{I} & \otimes & \tau \\
\tau & \rightarrow & \tau \\
\end{array}
= 
\begin{array}{ccc}
\mathbb{I} & \otimes & \tau \\
\tau & \rightarrow & \tau \\
\end{array}
$$

The composition of two morphisms corresponds to vertical stacking of the diagrams, e.g.

$$
\begin{array}{ccc}
\tau & \otimes & \tau \\
\tau & \rightarrow & \tau \\
\end{array} 
\circ
\begin{array}{ccc}
\tau & \otimes & \tau \\
\tau & \rightarrow & \tau \\
\end{array} 
= 
\begin{array}{ccc}
\mathbb{I} & \otimes & \tau \\
\tau & \rightarrow & \tau \\
\end{array}
$$

These operations are bilinear by construction.

7. The category is semisimple: All objects in this category can be expressed as a sum of simple objects. We have seen examples of this above, e.g.

$$
\tau \otimes \tau \otimes \tau = \mathbb{I} + 2\tau.
$$

8. It is equipped with a $\mathbb{C}$-linear trace as defined in Definition 4.1. Furthermore, the quantum dimensions are given by

$$
d_\tau = \phi,
\quad
\quad
\quad
d_\mathbb{I} = 1.
$$

9. The isomorphism classes are labelled by $\mathbb{I}$ and $\tau$, and the $S$-matrix can be calculated using (8):

$$
S = \frac{1}{\sqrt{2+\phi}} \left( \begin{array}{cc}
1 & \phi \\
\phi & -1 \\
\end{array} \right)
$$

which is invertible with the inverse

$$
S^{-1} = \sqrt{2+\phi} \left( \begin{array}{cc}
\frac{1}{\phi^2+1} & \frac{\phi}{\phi^2+1} \\
\frac{\phi}{\phi^2+1} & -\frac{1}{\phi^2+1} \\
\end{array} \right).
$$
Why is it important that this matrix is invertible? We can find the answer in its definition: The entries of the S-matrix are defined via the braiding operator, i.e.

\[ \hat{s}_{ij} = \text{tr} \left( b_{X^*_i, X} \circ b_{X, X^*_j} \right). \]

The invertibility of this matrix ensures that it has full rank. What does this imply for the braiding operation? It ensures that for each label \( X \neq I \), there is some label \( A \) such that \( b_{AX} \circ b_{XA} \) is not the identity. If this is fulfilled, braiding is said to be nondegenerate and it is exactly what distinguishes anyonic systems from fermions and bosons.

Next, we will study the fusion ring corresponding to the Fibonacci modular tensor category in more detail. We proceed in the same way as we did when studying the lattice corresponding to a fusion ring: Since our simple objects are \( \{ X_0 = I, X_1 = \tau \} \), we have two basis elements, \( \phi_0 = I \) and \( \phi_1 = \tau \). The fusion rules are similar to the way the tensor product was given above:

\[
\begin{align*}
\phi_0 \times \phi_0 &= \phi_0 \\
\phi_1 \times \phi_0 &= \phi_1 = \phi_0 \times \phi_1 \\
\phi_1 \times \phi_1 &= \phi_0 + \phi_1.
\end{align*}
\]

Hence, the structure constants are given by

\[
\begin{align*}
N_{00}^0 &= 1, N_{00}^1 = 0 \\
N_{11}^0 &= 1, N_{11}^1 = 1 \\
N_{10}^0 &= 0, N_{10}^1 = 1 \\
N_{01}^0 &= 0, N_{01}^1 = 1.
\end{align*}
\]

We now check whether the axioms of a fusion ring are fulfilled:

1. Commutativity: Given the structure constants, it is obvious that \( N_{jk}^l = N_{kj}^l \).

2. Associativity: We check one example:

\[
\begin{align*}
\sum_l N_{01}^l N_{l1}^1 &= \sum_l N_{11}^l N_{01}^l \\
N_{00}^0 N_{01}^1 + N_{01}^0 N_{11}^1 &= N_{11}^0 N_{00}^1 + N_{11}^1 N_{01}^0 \\
1 &= 1
\end{align*}
\]

The remaining ones work analogously.

3. Positivity: This axiom is fulfilled by construction, since we have only used positive structure constants.

4. Conjugation: To prove that this axiom is fulfilled, we need to find a label \( i_0 \) such that \( c_{jk} \equiv N_{jk}^{i_0} \) satisfies \( C^2 = I \). Choose \( i_0 = 0 \):

\[
C = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \Rightarrow C^2 = I.
\]

We have now seen an example of a specific modular tensor category and have investigated its connection to fusion rings. More information about Fibonacci anyons can be found in [TTWL08] and in the references we have already mentioned. There are also many more interesting examples to study, for instance other anyon models like Ising anyons.
5 Outlook and Further Reading

There have been many attempts to investigate the connection between categories and physics. We have already mentioned [BS11], where the authors make an effort to create a network of analogies between physics, topology, logic and computation by using the language of category theory.

There is also a mature body of work that aims at reconstructing finite-dimensional quantum theory purely from postulates in category-theoretic terms with an emphasis on the diagrammatic description, see for example [CK17] and [SSC18]. Different aspects of the usage of categories in physics are also described in [Coe11], together with an introductory chapter on categories in general for readers from different backgrounds.

Introductions to category theory that focus purely on mathematical aspects can be found in [Awo10, Lei14] and, of course, in the classical book on category theory [Mac98] from Saunders Mac Lane, who was one of the inventors of this field.

More information about modular tensor categories can be found in [RSW09] and [Mue03].
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