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Health monitoring applications increasingly rely on machine learning techniques to learn end-user physiological and behavioral patterns in everyday settings. Considering the significant role of wearable devices in monitoring human body parameters, on-device learning can be utilized to build personalized models for behavioral and physiological patterns, and provide data privacy for users at the same time. However, resource constraints on most of these wearable devices prevent the ability to perform online learning on them. To address this issue, it is required to rethink the machine learning models from the algorithmic perspective to be suitable to run on wearable devices. Hyperdimensional computing (HDC) offers a well-suited on-device learning solution for resource-constrained devices and provides support for privacy-preserving personalization. Our HDC-based method offers flexibility, high efficiency, resilience, and performance while enabling on-device personalization and privacy protection. We evaluate the efficacy of our approach using three case studies and show that our system improves energy efficiency of training by up to 45.8\times compared with the state-of-the-art Deep Neural Network (DNN) algorithms while offering a comparable accuracy.

1 INTRODUCTION

Wearable devices play a significant role in health monitoring systems by continuously monitoring human physiological and physical data [1]. Such signals are acquired to gain insight into health trends and provide actionable information to patients. Health and wellness applications increasingly rely on machine learning (ML) algorithms to capture the user’s behavioral and physiological patterns [2], but pose two challenges: 1) inability to perform on-device learning for resource-constrained wearables, as ML workloads require significant computational power and storage [3, 4], and 2) the need to develop on-device and online learning algorithms that support privacy-preserving personalization. Nowadays, the majority of wearable devices (e.g., smart watches) are multi-application and capable of interacting with users to collect feedback and personalize their models over time to meet the unique characteristics of each person, however, online training of ML models on wearable devices currently is not feasible using state-of-the-art machine learning algorithms [5]. For these reasons, alternative learning algorithms are required to deliver real-time, low-power, and personalize services on wearable devices, and therefore, it is desired to re-design the learning process with respect to both algorithm and hardware.

Hyperdimensional computing (HDC) offers an alternative computational model mimicking "the human brain" in its functionality [6]. HDC is based on the understanding that the human brain operates on high-dimensional representations. It maps data points into a high-dimensional space to learn a model with near-linear training time. HDC offers a well-suited solution for online learning and personalization on resource-constrained devices since: (i) HDC models are computationally efficient, highly parallel to train, and amenable to hardware-level optimization [7, 8]. (ii) HDC can naturally enable on-device online learning for wearable devices [9], thereby facilitating privacy-preservation and personalization, and (iii) HDC offers a robust solution to noise [10]. There have been recent efforts [11–15] to deploy HDC algorithms to offer efficient on-device learning using single-pass training. However, single-pass training provides very weak classification accuracy compared to online learning in HDC [9].
Furthermore, recent wearable solutions mainly focus on monitoring vital signs, which has limitations for wellness prediction. The data obtained from various signal sources might span multiple dimensions across multiple scales and exhibit varying precision. Some features may emerge due to users’ behavioral patterns and context, which will impose a much higher degree of variation from one user to another user. These variations result in degrading the performance of general wearable health applications. Thus, it is imperative to integrate personalized health-related data collected from various sources. Existing on-device learning solutions [12–16] fail to offer personalized learning for wearable devices. In addition, these solutions are targeted for specific applications and platforms limiting their utility for multi-purpose wearable devices. For example, Moin et al. [15] proposed a custom hand gesture recognition system, while Bhat et al. [16] proposed a DNN-based activity recognition system based on Application Specific Integrated Circuit (ASIC) platform, making the solutions application-specific.

Our approach enables accurate online on-device training and avoids model saturation by adopting and customizing the HDC training strategy presented in [9] for resource-constrained wearable devices. A preliminary version of the approach has been proposed in [17] with the following contributions:

- We implemented an online training framework for fast and accurate learning using HDC algorithms on both CPU and FPGA platforms. We presented the HDC framework as a practical and flexible solution for efficient on-device and online learning for wearable applications. We also demonstrate that on-device learning enables personalization and user privacy protection for wearable devices. The CPU implementation of our approach can be readily implemented on existing off-the-shelf multi-purpose wearable devices such as smartwatches.
- We demonstrated the effectiveness of our solution using three case studies compared with SOTA learning algorithms. Our evaluation showed that our HDC-based system improves training performance of the wearables by up to 35.8× compared with DNN while providing comparable accuracy.

In addition to promising results obtained in terms of accuracy and performance, another important superiority of HDC compared to other methods like DNN is its immense energy efficiency gain. This gain emanates from utilizing simple and low energy bit-wise operations and avoiding compute-intensive gradient operations in HDC. In this paper, we propose an efficient, flexible, and personalized HDC-based learning approach for wearable devices running health applications. Besides, HDC relies on high-dimensional space for representation of data; Instead of floating-point operations in conventional learning algorithms, bit-wise operation is the basic of HD computing. Consequently, there is an inherent accuracy toleration against hardware errors. In this paper, we present robustness of the proposed framework against hardware errors. We summarize the contributions as follows:

- We demonstrate the efficiency of the HDC-based framework. Our evaluation shows that the proposed framework improves training and inference energy efficiency of the wearable devices by up to 45.8× and 5.1× compared with DNN, respectively while providing comparable accuracy to DNNs.
- We present the robustness of the HDC-based framework against hardware errors. Our evaluation shows the HDC-based framework is up to 60.1× more robust than the DNN algorithm.

2 RELATED WORK AND MOTIVATION

Almost every health monitoring system requires to meet the following criteria: (a) Energy-efficiency: A practical e-health system needs to be efficient in using energy to enable long-term continuous monitoring on battery-powered wearable devices. (b) Performance: it is vital to deliver
Table 1. Summary of on-device solutions for wearable health applications.

| Related Works       | Algorithm | Single-Pass Learning | Online Learning & Personalization | App Flexibility | Platform Agnostic |
|---------------------|-----------|----------------------|----------------------------------|-----------------|-------------------|
| Rahimi et al. [12]  | HDC       | ✗                    | ✗                                | ✗               | ✗                 |
| Moin et al. [15]    | HDC       | ✓                    | ✗                                | ✓               | ✗                 |
| Benatti et al. [13] | HDC       | ✓                    | ✗                                | ✓               | ✗                 |
| Burrello et al. [14]| HDC       | ✓                    | ✗                                | ✓               | ✗                 |
| Bhat et al. [16]    | DNN       | N/A                  | N/A                              | ✗               | ✗                 |
| Ours                | HDC       | ✓                    | ✓                                | ✓               | ✓                 |

real-time and accurate services for rapid response to emergency. (c) **Personalization**: the system must use individual user information to achieve better intelligence while adapting to new user behavioral and physiological patterns over time. (d) **User privacy**: To preserve privacy, users are not often willing to transfer and store their private health information to the cloud [18]. On-device processing can address this concern. Related health monitoring research using wearable devices has appeared in two contexts: offloading-based and on-device solutions, as summarized below.

**(a) Offloading-based Solutions**: prior works propose solutions to transmit collected sensory data to an external device such as cloud servers. [19, 20] propose a cloud-based remote monitoring system for observing health status of the patients. Cloud-based solutions are conventional techniques to improve performance and efficiency. However, these solutions have some drawbacks. The monitoring systems must be reliable even when network connections are lost. In addition, transmitting user data to the cloud raises privacy concerns. Patel et al. [21] propose a platform to develop cloud-based ML models for health monitoring applications. However, the trained models are typically less personalized as they are trained to target a broad user community.

**(b) On-Device Solutions**: several solutions [22, 23] have implemented health monitoring services on smartphones, however, they all suffer from excessive energy usage as their power consumption is in the order of Watts. To address this challenge, some works have utilized intelligent gateways rather than smartphones for monitoring systems [24, 25]. These solutions employ powerful embedded processors for running ML workloads. Other efforts have attempted to design custom hardware accelerators to meet the energy budget requirement [26]. For example, in [27, 28], the authors propose a custom System-on-Chip for vital sign monitoring. More recently, [16] presents an ultra-low power custom hardware for the activity recognition application. Although these solutions offer low-power and real-time (inference) services, they fail to provide on-device learning because of their highly computational-intensive nature.

Recent efforts have adopted HDC algorithms for health applications [11–14]. These works targeted specific applications such as hand gesture recognition [15] or Seizure Detection applications [14] and are implemented using ASICs [15]. The literature lacks a comprehensive solution which is flexible and platform-agnostic to run a variety of health applications, in particular on multi-purpose wearables. Our solution presents a pipeline from data collection to monitoring output as a general solution for health monitoring systems. In addition, its platform-agnostic property enables it to be deployed on variety of platforms including CPU and FPGA based on user-defined requirements. It should be noted that the existing HDC-based solutions for health applications [13, 15] support **Single-pass Learning**, where learning can be performed in a single iteration looking at each training data point. While this approach enables fast and real-time learning from a stream of data, it suffers from very weak classification accuracy [9]. This is in contrast to the ultimate goal of personalization
We present a robust and lightweight hyperdimensional classification. The first step in HDC is to window one time-step ahead. This will generate large number of encoded data that can be used for wearable devices. Table 1 summarizes and compares our contributions against the state-of-the-art.

3 HYPERDIMENSIONAL CLASSIFICATION

We present a robust and lightweight hyperdimensional classification. The first step in HDC is to encode data into a high-dimensional space. Then, HDC performs a learning task over encoder data by performing a single-pass training that generates a hypervector representing each class. The inference task can be performed by checking the similarity of an encoded query to the class hypervector.

3.1 Hyperdimensional Encoding

Let’s assume \( \hat{H}_1, \hat{H}_2 \) are two randomly generated hypervectors (\( \hat{H} \in \{-1, +1\}^D \)) and \( \delta(\hat{H}_1, \hat{H}_2) \approx 0 \). HDC is based on a set of primitives: (1) Bundling: is an addition of multiple hypervectors into a single hypervector, \( \hat{R} = \hat{V}_1 + \hat{V}_2 \), where \( \hat{V}_1, \hat{V}_2 \in \{0, 1\}^D \) and \( D \) is the dimension of the HDC space. Unlike original space where bundling acts as an average operation, in high-dimensional space the addition is memorization function. (2) Binding: associates multiple orthogonal hypervectors (e.g., \( \hat{V}_1, \hat{V}_2 \)) into a single hypervector (\( \hat{R} = \hat{V}_1 \ast \hat{V}_2 \)). The bound hypervector is a new object in HDC space which is orthogonal to all input hypervectors (\( \delta(\hat{R}, \hat{V}_1) \approx 0 \) and \( \delta(\hat{R}, \hat{V}_2) \approx 0 \)). (3) Permutation: defined as a single rotational shift. The permuted hypervector will be nearly orthogonal to its original hypervector (\( \delta(\hat{V}_1 \rho \hat{V}_1) \approx 0 \)).

The encoding of the text data starts by assigning a random binary hypervector to each character in the alphabet. For example, for encoding English text, we generate a random hypervector representing digits A to Z. We encode text data in a \( n \)-gram windows, where \( n \) is usually a number between 3 to 5. Considering a trigram “A-B-C” example, we use the following embedding to map a sequence to high-dimensional space: \( \rho \rho \hat{L}_A \ast \rho \hat{L}_B \ast \hat{L}_C \). The encoding module binds the hypervectors corresponding to alphabets while exploiting permutation to remember their sequence. HDC uses a very similar encoding as text data to map time-series into high-dimensional space. As Figure 1 shows, we sample time-series in an \( n \)-gram window. In each sample window, the signal values (in the y-axis) stores the information, and the time (x-axis) represents the sequence. We assign a random vector to \( V_{min} \) (\( \hat{L}_{min} \) representing the minimum signal value) and \( V_{max} \) (\( \hat{L}_{max} \) representing the maximum signal value). Since these vectors are randomly generated, they are nearly orthogonal. For signal values between \( V_{min} \) and \( V_{max} \), we perform vector quantization to generate vectors that have a spectrum of similarity to \( \hat{L}_{min} \) and \( \hat{L}_{max} \) similarity. Finally, the encoding is performed by binding the level hypervectors corresponding to sampled signal while using permutation to store the timing information. For the example shown in Figure 1, the trigram Windows can be encoded as \( \hat{H} = \rho \rho \hat{L}_A \ast \rho \hat{L}_B \ast \hat{L}_C \). Note that for time-series, the encoding repeats after moving a sliding window one time-step ahead. This will generate large number of encoded data that can be used for training.
We propose an adaptive training framework for efficient and accurate learning in HDC. Our training identifies common patterns during training and eliminates the saturation of the class hypervectors during traditional single-pass training. Instead of naively combining all encoded data points, our approach adds each encoded data to class hypervectors depending on how much new information the pattern adds to class hypervectors. If a data point already exists in a class hypervector, the framework will add no or a tiny portion of data to the model to eliminate hypervector saturation. Figure 2a shows the framework’s functionality during adaptive initial training. Let’s assume \( \hat{\mathbf{H}} \) as a new training data point. The framework computes the cosine similarity of \( \hat{\mathbf{H}} \) with a class hypervector that has the same label as \( \hat{\mathbf{H}} \). If the data point corresponds to \( i^{th} \) class, we compute similarity of a data point with \( \mathbf{C}_i \) as: \[ \delta(\hat{\mathbf{H}}, \mathbf{C}_i) = \frac{\hat{\mathbf{H}} \cdot \mathbf{C}_i}{\|\hat{\mathbf{H}}\| \|\mathbf{C}_i\|} \] where \( \mathbf{H} \cdot \mathbf{C}_i \) is a dot product between a query and class hypervector (A). The \( \delta \) value shows the similarity of a data point to its class hypervector. Instead of naively adding data point to the model, the framework updates the model based on the \( \delta \) similarity. For example, if an input data has label \( l \), the model updates as follows (B).

\[ \mathbf{C}_i \leftarrow \mathbf{C}_i + \eta \left(1 - \delta_i\right) \times \mathbf{H} \] (1)

where \( \eta \) is a learning rate. A large \( \delta_i \) indicates that the input is a common data point which is already exist in the model. Therefore, our update adds a very small portion of encoded query to model to eliminate model saturation (\( 1 - \delta_i \approx 0 \)). However, small \( \delta_i \) means that the query has new pattern which does not exist in the model. Thus, the model is updated with a larger factor (\( 1 - \delta_i \approx 1 \)).
3.3 Iterative Learning

Although single-pass training is suitable for fast and ultra-efficient learning, embedded devices may have enough resources to perform more accurate learning tasks. Our framework supports retraining to enhance the quality of the model. Instead of starting to retrain from a naive initial model, the framework retraining starts from the initial adaptive model (explained in Section 3.2). The framework’s initial model already considered the weight of each input data during single-pass training. Therefore, the framework retraining starts from a well-trained initial model with relatively high classification accuracy. This enables the framework to retrain the model with a much lower number of iterations, resulting in fast convergence. Figure 2b shows the framework functionality during adaptive retraining. The framework follows a similar learning procedure as initial training. For each training data point, say $H$, the framework checks the similarity of data with all class hypervectors in the model ($C_l$) and updates the model for each miss-prediction ($D_l$). Retraining examines if the model correctly returns the label $l$ for an encoded query $\tilde{H}$. If the model mispredicts it as label $l'$, the model updates as follows (2).

$$\begin{align*}
\tilde{C}_l &\leftarrow \tilde{C}_l + \eta (\delta_{l'} - \delta_l) \times \tilde{H} \\
\tilde{C}_{l'} &\leftarrow \tilde{C}_{l'} - \eta (\delta_{l'} - \delta_l) \times \tilde{H}
\end{align*}$$

where $\delta_l = \delta(H, \tilde{C}_l)$ and $\delta_{l'} = \delta(H, \tilde{C}_{l'})$ are the similarity of data with correct and miss-predicted classes, respectively. This ensures that we update the model based on how far a train data point is miss-classified with the current model. In case of of a very far miss-prediction, $\delta_{l'} >> \delta_l$, the framework retraining makes a major changes on the mode. While in case of marginal miss-prediction, $\delta_{l'} \approx \delta_l$, the update makes smaller changes on the model.

4 HDC FOR WEARABLE DEVICES

4.1 System Architecture

Figure 3 shows our proposed monitoring system. The proposed system collects the raw data from sensors such as electrocardiography (ECG), photoplethysmography (PPG), etc. Self-reported labels are collected through the wearable’s user interface (e.g., an smartwatch’s touchscreen) from subjects in-the-moment to personalize the model for each individual over time. The collected sensory data is processed through two major steps at the wearable device: (a) Preprocessing and Feature Extraction, (b) HDC Classifier. The preparation includes data integration, data cleaning, and data reduction. Feature generation is the next step which derives values intended to be informative and non-redundant. It facilitates more accurate subsequent learning. The HDC classifier is the final step where the training and inference phase are performed. During the training, our framework provides single-shot and iterative training known as HD-Online and HD-Iterative, respectively. HD-Online identifies common patterns within a single-pass training. This results in learning the model as input data comes from the sensors. On the other hand, HD-Iterative offers retraining to enhance the quality of the model. In the following, we explain the health monitoring applications we use to evaluate our proposed system.

4.2 Wearable Health Applications

In the following, we describe our case studies for the health monitoring system:

(a) Pain Monitoring (PM): Pain is a single primary reason for people seeking medical care and is associated with many illnesses [29]. In acute pain management, pain assessment is critical for optimal pain treatment and evaluation for intervention decisions. However, pain, as a multivalent, dynamic, and ambiguous phenomenon is difficult to quantify [30]. In particular, at times when a
patient has limitations in his/her communication (e.g., during critical illness, infants and preverbal toddlers, patients under sedation or anesthesia, persons with intellectual disabilities, and patients at the end of life) [31]. While pain is a highly subjective experience, behavioral and physiological manifestations of pain can be objectively measured. There have been efforts in developing objective pain assessment tools through analyzing changes in physiological pain indicators, such as heart rate (HR), heart rate variability (HRV), and electrodermal activity (EDA) [32, 33]. In this work, we evaluate the pain monitoring system, which estimates the pain intensity using ECG signal from the BioVid dataset [34]. We filter ECG signals using a band-pass filter with the frequency ranges of \([0.1, 250] \text{ Hz}\). This step is necessary to reduce noise and minimize the effects of trends in the signals. We extract three features from ECG signals and associate them with a particular pain level.

(b) Stress Monitoring (SM): Stress as an interesting affective state is defined as 'nonspecific response of the body to any demand upon it' [35]. Long-term stress is known to have severe implications on well-being ranging from headaches and troubled sleeping to an increased risk of cardiovascular diseases [36–38]. These severe side effects of stress call for automated stress monitoring systems. Monitoring people’s stress levels has become an essential part of behavioral studies for physical and mental illnesses. Building a reliable stress monitoring system requires understanding that it is primarily a physiological response to a stimulus triggered by the sympathetic nervous system (SNS). The current state of wearable sensor technology allows us to develop systems measuring the physiological signals reflecting stress 24/7 while capturing the context. We evaluate the Stress Monitoring system detecting the presence of stress from a dataset featuring PPG signals, recorded from a wrist-worn device, of 15 subjects during a lab study [35]. We preprocess the PPG data using band-pass and moving average filters to remove noise from the data. Then, we extract 7 features from the preprocessed PPG data.

(c) Human Activity Recognition (HAR): Human activity recognition is the problem of classifying sequences of accelerometer data recorded by specialized harnesses or smartphones into known well-defined movements. The problem is to predict a user’s movement based on sensor data such as an accelerometer in wearable devices. It is a challenging problem given the large number of observations produced each second, the temporal nature of the observations, and the lack of a straightforward way to relate accelerometer data to known movements. It involves predicting the movement of a person based on sensor data and traditionally involves deep domain expertise.
and methods from signal processing to correctly engineer features from the raw data to fit a machine learning model. Classical approaches to the problem involve hand crafting features from the time series data based on fixed-size windows and training machine learning models, such as for ensembles of decision trees. We evaluate the HAR system using an accelerometer and stretch-based dataset [16]. We preprocess the raw accelerometer data with a moving average filter. Then, we extract 7 features from the filtered accelerometer data and segment them into activity windows.

5 EVALUATION AND ANALYSIS

We implement the HD-based monitoring system on two embedded platforms: Raspberry Pi 3B+ using ARM CPU and Xilinx Kintex 7 FPGA. We implement HD functionality on FPGA platform using Verilog and synthesize it using Xilinx Vivado Design Suite based on a state-of-the-art FPGA framework [39]. We demonstrate the effectiveness of our proposed system with three case studies, including HAR, PM, and SM applications (See Section IV.B). In the following, we evaluate our proposed system’s accuracy, performance, and energy efficiency on these CPU and FPGA platforms. We compare HD algorithm accuracy against state-of-the-art learning algorithms, including Deep Neural Network (DNN), Support Vector Machine (SVM). DNN and SVM models are trained with Tensorflow and the Scikit-learn library, respectively. We use the common practice of the grid search to identify the best hyperparameters for each model. The neural network architecture consists two hidden layers with 512, and 128 neurons. The HD algorithm is trained using a single-pass (HD-Online) and iterative (HD-Iterative) way using $D = 4k$.

5.1 Accuracy Analysis

In this subsection, we demonstrate the prediction accuracy of the HD algorithm through experimental comparisons against state-of-the-art learning algorithms. We demonstrate how personalization can be achieved using the HDC-based classifiers. We first train the models based on the collected data from all subjects. Figure 4 shows that the HD approach provides comparable accuracy to the state-of-the-art learning algorithms for three health monitoring applications. We report the results for HD algorithm for both iterative and online strategies. The HD-Iterative results show errors of 0.03% and 0.02% in comparison with DNN the algorithm for the HAR and Stress Monitoring applications, respectively. However, HD-iterative is even 0.1% more accurate than DNN algorithm for the PM application. On the other hand, the HD-Online method leads to 6.9%, 8.8%, and 2.7% accuracy degradation compared with the DNN algorithm for HAR, PM, and SM, respectively. Our evaluation shows HD-iterative leads to 4.4%, 0.1% accuracy improvement compared with SVM learning algorithm for HAR and SM application, respectively. While, HD-Online results in 2%, 8% accuracy error in comparison with SVM learning algorithm.

![HD vs state-of-the-art accuracy analysis.](chart.png)
Table 2. Accuracy Analysis for the Personalized model vs. the General model for the Stress monitoring application. Pers. and Gen. represent the Personalized and General models. S1 to S6 represent six participants in the study.

| Model | Strategy | S1   | S2   | S3   | S4   | S5   | S6   |
|-------|----------|------|------|------|------|------|------|
| Pers. | Online   | 77.2%| 78.2%| 79.2%| 64.6%| 68.5%| 64.9%|
|       | Iterative| 85.4%| 87.4%| 88.2%| 79.6%| 82.9%| 79.6%|
| Gen.  | Online   | 50.6%| 49.9%| 51.8%| 48.3%| 50.1%| 59.0%|
|       | Iterative| 72.6%| 62.9%| 73.6%| 74.5%| 74.6%| 76.6%|

The bias in physiological data can be different for personal or general dataset [40]. We report the effect of personalization and how it improves the monitoring accuracy. We evaluate the personalization considering six participants (S1-S6) for the Stress monitoring application. To train the General model, we exclude the data from one subject and then train the model using data from all other subjects. We test the model on half of the data from the excluded subject (selected randomly). To train the Personalized model, we use the first half of each subject’s data for training (to emulate the progression of time) and then test it with the second half of the subject’s data. Table 2 shows Personalized model performance in comparison with General model. The results show an average of 20.48% and 11.38% improvement on classification accuracy when personalization is used for both HD-Online and HD-Iterative, respectively.

5.2 Performance Analysis

We report the performance of the HD learning algorithm during the training and inference phase on the platforms mentioned above. We evaluate three health monitoring applications, including HAR, PM, and SM, with HD and state-of-the-art learning algorithms. Figure 5 shows that HD algorithm provides significant speedup for training time compared with other algorithms. HD-Iterative algorithm significantly reduces training time by 4.8×, 15.3×, and 15.8× compared with the DNN algorithm for HAR, PM and SM applications, respectively. On the other hand, HD-Online algorithm results in better training time where it provides 14.6×, 35.8×, and 23.81× compared with DNN algorithm for HAR, PM, and SM applications, respectively. This speedup comes from HD-Online algorithm capability in lowering number of required training iterations. Table 3 also compares HD inference and training phase performance with the state-of-the-art learning algorithms. HD algorithm presents 32×, 43.5×, and 4.29× improvement in inference time compared with SVM learning algorithm for HAR, PM, and SM, respectively.

In addition, Figure 6 shows performance evaluation for HD algorithm during training and inference on the FPGA platform. HD algorithm can achieve up to 21.4× and 10.6× speedup during training and inference, respectively. Comparing the results between the FPGA and CPU platforms shows the FPGA design significantly improves the performance mainly because CPUs use the same number of resources to perform 1-bit or 8-bit arithmetic operations, which limits the degree of parallelism in the CPU [39]. In contrast, FPGAs are significantly efficient for implementing low-precision arithmetic operations [39]. The FPGA design can perform parallel bitwise operations and enable fast and efficient HD computation.

5.3 Energy Analysis

We compare energy efficiency for HD and DNN algorithms during training and inference on both FPGA and CPU platforms. Figure 7 shows that the HD algorithm provides a significant
energy efficiency improvement during training and inference. The results are respective to DNN implementation on the FPGA platform. The energy efficiency improvement comes from eliminating costly gradient operations utilizing HD algorithm. In addition, HD algorithm uses simple bit-wise operations, which execute faster utilizing FPGA lookup tables (LUTs). Our evaluation of the health monitoring applications shows HD algorithm can improve energy efficiency during training and inference up to 45.8× and 5.1× on FPGA platform, respectively. The result shows that energy efficiency on CPU platform follows the performance trend during training and inference (See Figure 5).

|                      | HAR | PM | SM |
|----------------------|-----|----|----|
| **Training**         |     |    |    |
| HD-Iterative         | 3.10| 3.59| 1.89|
| HD-Online            | 1.02| 1.54| 1.26|
| SVM                  | 1.58| 29.67| 3.74|
| DNN                  | 15.10| 55.25| 30.17|
| **Inference**        |     |    |    |
| HD-Iterative         | 0.01| 0.08| 0.97|
| HD-Online            | 0.01| 0.08| 0.98|
| SVM                  | 0.32| 3.48| 4.21|
| DNN                  | 0.01| 0.35| 0.45|

Table 3. Performance analysis HD vs. state-of-the-art on CPU platform.
Fig. 7. Energy efficiency of HD-iterative vs. DNN on FPGA platform.

Table 4. Accuracy loss using noisy hardware for HD vs state-of-the-art DNN algorithm.

| Hardware Error (%) | HAR | | | | |
|-------------------|-----|-----|-----|-----|-----|
|                   | HD  | 0%  | 0%  | 3%  | 5%  | 0%  |
|                   | DNN | 0.7 | 3.2 | 5.2 | 8.5 | 12.9|

|                   | SM  | | | | |
|-------------------|-----|-----|-----|-----|-----|
|                   | HD  | 0%  | 0%  | 1%  | 4%  | 0%  |
|                   | DNN | 3.4 | 10.2| 19.6| 22.3| 29.0|

|                   | PM  | | | | |
|-------------------|-----|-----|-----|-----|-----|
|                   | HD  | 0%  | 0%  | 0%  | 0.1 | 0%  |
|                   | DNN | 4.5 | 6.4 | 12.4| 17.9| 25.9|

5.4 Robustness Analysis

Table 4 shows HD and DNN computation robustness for different health applications. For HD algorithm, the results are reported with 1 bit representation and $4k$ dimension, which provide maximum accuracy. In DNN algorithm, weights are represented as 8 bits values. In order to evaluate robustness to the noise in hardware, we randomly flip a certain amount of bits. The evaluation shows that HD algorithm provides significantly higher robustness to hardware error in comparison with DNN algorithm. In HD algorithm, all dimensions are equally contributing to stored information. Therefore, any failure on data only fails a portion of each hypervector, not losing the entire information. However, in DNN algorithm, any failure in stored weights leads to a significant classification accuracy drop. Our evaluation shows that HD algorithm is up to $23.1 \times$, $60.1 \times$, and $22.9 \times$, more robust than DNN algorithm for HAR, SM, and PM applications, respectively.
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6 CONCLUSIONS

We proposed an adaptive HDC training framework for health monitoring systems that achieves fast, energy-efficient, and accurate on-device training/inference, and also enables personalization and privacy protection for wearable devices. We demonstrated the efficacy of our HDC approach using three realistic wearable healthcare studies, achieving better energy efficiency for training and inference by up to $45.8 \times$ and $5.1 \times$ compared to state-of-the-art DNN algorithms while achieving
comparable accuracy. We believe that our HDC-based learning framework is a promising approach to meet the low-power, personalization, and privacy requirements for wearable health monitoring applications.

REFERENCES

[1] Edward Sazonov. Wearable Sensors: Fundamentals, implementation and applications. Academic Press, 2020.
[2] Trishan Panch et al. Artificial intelligence, machine learning and health systems. Journal of global health, 2018.
[3] Marcelo Brandalero et al. Multi-target adaptive reconfigurable acceleration for low-power iot processing. IEEE Transactions on Computers, 2020.
[4] Dolly Sapra et al. Constrained evolutionary piecemeal training to design convolutional neural networks. In Industrial, Engineering and Other Applications of Applied Intelligent Systems, 2020.
[5] Sauptik Dhar et al. On-device machine learning: An algorithms and learning theory perspective. arXiv preprint arXiv:1911.00623, 2019.
[6] Pentti Kanerva. Hyperdimensional computing: An introduction to computing in distributed representation with high-dimensional random vectors. Cognitive computation, 1(2):139–159, 2009.
[7] Behnam Khaleghi et al. tiny-hd: Ultra-efficient hyperdimensional computing engine for iot applications. In 2021 Design, Automation & Test in Europe Conference & Exhibition (DATE), 2021.
[8] Mohsen Imani et al. Exploring hyperdimensional associative memory. In 2017 IEEE International Symposium on High Performance Computer Architecture (HPCA), 2017.
[9] Hernandez-Cane et al. Onlinehd: Robust, efficient, and single-pass online learning using hyperdimensional system. In 2021 Design, Automation & Test in Europe Conference & Exhibition (DATE), 2021.
[10] Sahand Salamat et al. Accelerating hyperdimensional computing on fpgas by exploiting computational reuse. IEEE Transactions on Computers, 2020.
[11] Abbas Rahimi, Pentti Kanerva, José del R Millán, and Jan M Rabaey. Hyperdimensional computing for noninvasive brain-computer interfaces: Blind and one-shot classification of eeg error-related potentials. In 10th EAI Int. Conf. on Bio-inspired Information and Communications Technologies, number CONF, 2017.
[12] Abbas Rahimi, Artiom Tchouprina, Pentti Kanerva, José del R Millán, and Jan M Rabaey. Hyperdimensional computing for blind and one-shot classification of eeg error-related potentials. Mobile Networks and Applications, 25(5):1958–1969, 2020.
[13] Simone Benatti, Fabio Montagna, Victor Kartsch, Abbas Rahimi, Davide Rossi, and Luca Benini. Online learning and classification of emg-based gestures on a parallel ultra-low power platform using hyperdimensional computing. IEEE transactions on biomedical circuits and systems, 13(3):516–528, 2019.
[14] Alessio Burrello, Simone Benatti, Kaspar Schindler, Luca Benini, and Abbas Rahimi. An ensemble of hyperdimensional classifiers: Hardware-friendly short-latency seizure detection with automatic iegg electrode selection. IEEE journal of biomedical and health informatics, 25(4):935–946, 2020.
[15] Ali Moin, Andy Zhou, Abbas Rahimi, Alisha Menon, Simone Benatti, George Alexandrov, Senam Tamakloe, Jonathan Ting, Natasha Yamamoto, Yasser Khan, et al. A wearable biosensing system with in-sensor adaptive machine learning for hand gesture recognition. Nature Electronics, 4(1):54–63, 2021.
[16] Ganapati Bhat et al. An ultra-low energy human activity recognition accelerator for wearable health applications. ACM Transactions on Embedded Computing Systems (TECS), 2019.
[17] Sina Shahhosseini, Yang Ni, Emad Kasaeyan Naeini, Mohsen Imani, Amir M Rahmani, and Nikil Dutt. Flexible and personalized learning for wearable health applications using hyperdimensional computing. In Proceedings of the Great Lakes Symposium on VLSI 2022, pages 357–360, 2022.
[18] Anneli Ozanne et al. Wearables in epilepsy and parkinson’s disease—a focus group study. Acta Neurologica Scandinavica, 2018.
[19] Ahmed Faeq Hussein et al. An automated remote cloud-based heart rate variability monitoring system. 2018.
[20] Jie Wan et al. Wearable iot enabled real-time health monitoring system. Journal on Wireless Communications and Networking, 2018.
[21] Shyamal Patel et al. A wearable computing platform for developing cloud-based machine learning models for health monitoring applications. In EMBC, 2016.
[22] Stephen J Preece et al. Activity identification using body-mounted sensors—a review of classification techniques. Physiological measurement.
[23] Morwenna Kirwan et al. Using smartphone technology to monitor physical activity in the 10,000 steps program: a matched case–control trial. Journal of medical Internet research, 2012.
[24] Ferhat Attal et al. Physical human activity recognition using wearable sensors. 2015.
[25] Md Aminul Islam et al. Design and implementation of non-invasive continuous blood pressure measurement and monitoring system using photoplethysmography. IEEE, 2018.

[26] Alicia Klinefelter et al. 21.3 a 6.45 $\mu W$ self-powered iot soc with integrated energy-harvesting power management and ulp asymmetric radios. In ISSCC. IEEE, 2015.

[27] Alan CW Wong et al. A 1v, micropower system-on-chip for vital-sign monitoring in wireless body sensor networks. In ISSC. IEEE, 2008.

[28] Yuxuan Luo et al. A 93$\mu W$ 11mbps wireless vital signs monitoring soc with 3-lead eeg, bio-impedance, and body temperature. In Asian Solid-State Circuits Conference (A-SSCC). IEEE, 2017.

[29] D. A. Tompkins et al. Providing chronic pain management in the “fifth vital sign” era: Historical and treatment perspectives on a modern-day medical dilemma. In Drug Alcohol Depend., 2017.

[30] W. Raffaeli et al. Pain as a disease: an overview. In J Pain Res, 2017.

[31] H. Breivik, et al. Assessment of pain. In Br J Anaesth, 2008.

[32] M. J. Solana et al. Assessment of pain in critically ill children. is cutaneous conductance a reliable tool? In J Crit Care, 2015.

[33] S. Geuter et al. Parametric trial-by-trial prediction of pain by easily available physiological measures. In Pain, 2014.

[34] Steffen Walter et al. The biovid heat pain database data for the advancement and systematic validation of an automated pain recognition system. In Conference on cybernetics (CYBCO). IEEE, 2013.

[35] Philip Schmidt et al. Introducing wesad, a multimodal dataset for wearable stress and affect detection.

[36] George P Chrousos et al. The concepts of stress and stress system disorders: overview of physical and behavioral homeostasis. Jama, 1992.

[37] Bruce S McEwen et al. Stress and the individual: Mechanisms leading to disease. Archives of internal medicine, 1993.

[38] Roland Rosmond et al. Endocrine and metabolic aberrations in men with abdominal obesity in relation to anxiodepressive infirmity. 1998.

[39] Mohsen Imani et al. Revisiting hyperdimensional learning for fpga and low-power architectures. In 2021 IEEE International Symposium on High-Performance Computer Architecture (HPCA).

[40] Hee Jeong Han et al. Objective stress monitoring based on wearable sensors in everyday settings. Journal of Medical Engineering & Technology.