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Abstract

Banking credit has an important role in financing the national economy and as engine of economic growth. The high growth of credit is a commonly normal phenomenon as a positive consequence from the increase of financial deepening in economy. On the other hand, one must consider the implication of credit growth towards the financial stabilization and macro condition. Therefore, the policy authority should be able to identify the credit growth that is considered to be risky for the financial system and the macro stability. This research measures the credit growth without negative impact towards the economy and the banking condition. The testing uses Markov Switching (MS) Univariate approach and MS Vector Error Correction Model. The result with MS Univariate approach shows that the upper limit of the real credit growth in moderate regime is about 17.39 percent, while using the MS VECM approach is about 22.15 percent.
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I. INTRODUCTION

Banking credit has an important role in financing national economy and as the engine of the economic growth. The availability of credit enable households to consume more and enable company to invest which they cannot afford using their own fund. Besides, in the presence of moral hazard and adverse selection problems, which occurs commonly, the bank plays important role in capital allocation and supervision to ensure that public fund will be distributed to the most optimal benefited activities. Regardless the increasing financing role through capital market and bank and financing company, the banking credit still dominates the total credit to private sector with the average of 85%\(^2\).

After decrease significantly during 2009 to first quarter of 2010 as a result of the global financial crisis, the credit growth increases again. At the end of 2011 the credit growth in nominal and real recorded for 24.7% and 20.1% consecutively, exceed the growth in 2010 of 23.5% and 15.3% (Figure 1). Up to March 2012, the nominal credit growth was 25%, while the real credit growth was 20%. The share of the credit to GDP by the end of 2011 was recorded by 20%, increase significantly relative to its position in 2010 of 27% (Figure 2). The banking credit was estimated to keep growing amid decrease of BI rate.

![Figure 1. Credit Growth](image1)

![Figure 2. Credit / GDP (nominal)](image2)

The high credit growth was supported by the conducive economic condition which along 2011. The positive causality relationship between the economic and the credit growth reflect the existence of procyclicality relation between the two variables. This result is in line with several previous studies, which show that in long term the economic growth pushes the credit growth with the elasticity of more than one (Terrones and Mendoza, 2004)\(^3\). In Indonesia, the

---

2 Average of credit financing by banks to the private sectors compare with credit total to private sectors include credit by banks, leasing company, factoring, consumer financing and pawnshop since 1990 to 2010.

3 Other literatures found conversely where credit pushes economic growth, among others Beck, Levine and Loayza (2000), and Rajan and Zingales (2001).
causality relationship tends to show the dominant role of the economic growths as the lead variable, rather than the credit growth (Nugroho and Prasmuko (2010) and Utari et.al. (2011)).

On one hand, the rapid credit growth is a normal phenomenon and is a positive consequence from the increase of financial deepening in economy. On the other hand however, this credit growth has direct implication to the financial stability and the macro condition particularly when the rapid credit growth is followed by a weakening current account and vulnerable financial sector. This leads to the question of what is the rate of credit growth considered to be conducive for the economic growth and will not create pressure toward the inflation and the banking micro condition. The assessment for the credit growth is not only related to the amount distributed, but also its sectoral distribution.

According to several literatures, excessive credit growth can threaten the macroeconomic stability. The increase of credit especially consumptive one may trigger the growth of aggregate demand higher than the potential output which causes the economics to overheat. This in turn will increase of inflation, current account deficit as well as exchange rate appreciation. Simultaneously, during expansion period, the banking institution tends to have over optimistic expectation on the ability of the customer to pay, hence is careless in allocating credit for the high risk group. This type of credit will accumulate and potentially turn to be a bad loan during the economic contraction period.

The lesson learned from the earlier global financial crisis was the importance of the policy authority in supervising the risk from excess credit distribution. This is because the excessive aggregate credit is often related to the systemic risk. Therefore the policy authority is advised to identify the level of credit growth which is considered to be risky for financial system and macro stabilization. Another important thing is the countercyclical macroprudential policy to anticipate the risk from excessive of credit growth. Maintaining the financial system stability particularly for the banking sector in this context is not only to ensure the banking sector both in aggregate or individually, to have good solvency during the period of distress, but also to have sufficient capital in keeping the allocation of the credit for the economy.

Based on the considerations above, the purposes of this research is to calculate the level of credit growth that is considered not to have negative impact on the economy and the banking condition. The presentation of this paper is as follows; the next session discusses the literature review on basic theory related to the credit, the financial and macro stability as well as the credit threshold. The third session will elaborate the development of credit in Indonesia. Methodology and data is presented in session four, while session five explains the empirical result. The conclusion and recommendation will close the presentation of this paper.
II. LITERATURE REVIEW

2.1. Credit Growth, Financial System Stability and Macro Stability

The episodes of rapid credit growth – “credit boom” – posed a policy dilemma. Credit boom is defined as: 1) a period when there was a fairly extreme deviation from the credit growth to its long-term historical pattern that was not supported by the fundamentals (Iosifov and Khamis, 2009) and 2) an episode when credit growth to the private sector exceeded growth in a normal business cycle (Mendoza and Terrones, 2008). More credit means increasing access to finance and greater support for investment and economic growth. But these conditions may lead to the vulnerability of the financial sector through the loosening of lending standards, excessive leverage and asset price bubbles (Reinhart and Rogoff, 2009.)

Rapid credit growth could be triggered by several factors (Dell’Ariccia, et al, 2012): 1) part of the normal phase of a business cycle, 2) financial liberalizations and 3) surges in capital inflows. As explained in the Dell Ariccia (2012), under normal conditions, as domestic economic improve, the credit will generally grow faster. This is generated by the firm’s investment needs both in the form of new investment and capacity expansion. Rapid credit growth is also generated by financial liberalizations, which is initially intended to foster the financial deepening. Another factor contributing to credit growth is the capital inflows. It will increase in the funds available to banks, then eventually increasing credit growth. Unlike the first three, credit growth generated by an excessive response of the financial sector agents will lead to excessive credit growth (credit boom). This condition is based on theory of financial accelerator\(^4\). It is found as the market imperfection due to asymmetric information and weak institutional. Besides three factors above, Terrones (2011) also suggests other factors are excessive response from financial sector agents due to changes in risk over time.

In some literature, excessive credit growth is often attributed as a key factor contributing to the crisis in the financial sector, particularly in emerging countries. Credit booms had also preceded many of the largest banking crises of the past 30 years: Chile (1982), Denmark, Finland, Norway and Sweden in 1990/91, Mexico (1994) Thailand and Indonesia (1997/98) (Dell Aricia, et al, 2012). Kaminsky, Lizondo and Reinhart (1997) found that five of the seven studies surveyed prove credit growth is one determinant of the financial or banking crisis. Craig et al (2006) and Hardy and Pazarbasioğlu (1998) in Craig et al (2006) found that deterioration in business cycle and crisis in emerging markets are commonly preceded by a period of rapid credit growth and asset price bubbles. Similar results were also obtained from the study Goldstein (2001), IMF (2004a) and Mendoza and Terrones (2008). Goldstein (2001) proved the relation between the credit boom and the possibility of a twin crisis (financial and banking crisis). IMF found that three-fourth of the period of credit boom in the sample of emerging countries is associated with the banking crisis, while seven-eighths is associated with the financial crisis.

\(^4\) Financial accelerator is a mechanism which the development of the financial sector may affect the business cycle (Fischer, 1933 in Penetta and Angelini, 2009).
Meanwhile, Mendoza and Terrones (2008) found that for emerging markets, approximately 68% of the boom are associated with foreign exchange crises, 55% with banking crises, and 32% with sudden stops.

A significant expansion in credit growth generally will increase the vulnerability of the financial system. This condition is driven by the behavior of banks which tend to be pro-cyclical. The pro-cyclicality characteristic of the banking sector through their lending is an element of the systemic risks that need to be highly considered by the authorities. Therefore, one goal of the macroprudential policy is to create the incentives for the financial sector to be less pro-cyclical (Gersl and Jakubic 2010 in Frait et al, 2011).

As shown in Figure 2,1 were explored in a paper Frait et al, (2011), during the expansion phase, the aggregate demand will significantly increase, as well as the growth of bank lending and the economic leverage. This condition is usually accompanied by an increase in corporate profits, asset prices and consumer expectations. The surge in asset prices will increase collateral so that the new credit will be more easily administered and encourage banks and customers to be more willing to take risks. In this phase, the accumulation of the risks will be materialized in the case of the economic downturn. Increased household and corporate leverage/indebtedness would increase the vulnerability to macroeconomic risk through excessive aggregate demand growth beyond the capacity of the economy and eventually lead to overheating pressures. Bank credits boost the consumption and imports with the subsequent effect in increasing current account deficit. The worsening sustainable current account deficit may lead to the reduction of the capital inflows and eventually affects the financial and banking sector health. This is possible since the market will react to the increased of macroeconomic conditions risk by adjusting their portfolio investment, including the ownership of the currencies.

Meanwhile, in terms of microeconomic views, higher debt stock put the borrowers exposed with interest rate and exchange rate risk (if credit is distributed in foreign currency). Without hedging the exposure, the vulnerability of the debtor to both risks would increase the credit risk. The increasing in debt payments due to the rising of interest rates or the currency depreciation may lead to serious implications for the credit portfolio of the bank and for the real economic activity. The household and the firm’s budget will be allocated more to accommodate the rising of the debt burden. After the peak of the boom cycle ends, the company’s profit decline and credit worthiness also decreased. Finally, this will increase the non-performing credits, and eventually affects the health of bank balance sheets.

Vulnerability in balance sheet of the banking, the financial system and the macroeconomic is related each other. The macroeconomic imbalances reflected in the sudden changes in interest rates and exchange rates may affect the debtor’s ability to repay debt and at the same time raises concerns about the health of the financial sector. For example, sudden reversal capital inflow could lead to a hard landing in the economy and force the authorities to raise interest rates. These conditions will further put pressure on the banking sector through the
2.2. Identification of Excessive Credit

One way to identify the presence of excessive credit growth is to compare the credit growth within the same economic group levels. The credit to GDP ratio is widely used as a benchmark for the ability to repay. Therefore, countries with the same stage of the economy should have the same level of credit balance. Countries with low levels of the economy stage will naturally have a lower level of credit compared to the more developed countries. We can identify the credit threshold in the country by analyzing the trend of the credit to GDP ratio from countries within similar level of economic stage.

Another approach to identify the presence of the excess credit growth is the HP filter method. The trend estimated from HP Filter is regarded as equilibrium and the credit boom is defined as credit that exceeds a certain threshold around this trend. Threshold values can be defined as the relative deviation from the trend as used by Gourinchas et al. (2001) and IMF (2004). Nakornthab et al. (2003) have analyzed the trend component of the credit-to-GDP ratio with the estimate period 1951-2002. The main criticism of the methods of the HP filter that use only size of credit solely and do not take into account for the economic fundamentals that affect the balance of the credit stock.

Estimated credit equilibrium using fundamental economic variables are the most commonly used approach. Hofmann (2001) estimated the equilibrium level of credit to GDP ratio with
VECM model. Boyssay et al. (2005) applied the model ECM and panel of credit data from Central and Eastern Europe countries. Backe et al (2005) estimated a panel model ECM on a combination of several OECD and emerging countries. Eller et al (2010) used VECM and estimated the long-term equation which is the demand side credit and short-term equation is the supply side of the credit. Short-term dynamics are modeled by Markov switching error correction that allows the credit coefficient varies according to its regime. Egert et al (2006) in Kelly et al (2011) using the panel out-of-sample to estimate the balance of credit in countries with transition economies.

III. METHODOLOGY AND DATA

This paper will analyze the excessive credit by using HP Filter. In addition we also use the equilibrium approach of the credit demand and supply, using fundamental variables, which is estimated using Markov Switching Vector Error Correction Model (MSVECM). Both approaches rely on information in the past.

3.1. HP Filter Analysis

As mentioned in the previous chapter, one of the methods to identify the presence of excess credit growth is the Hodrick Prescott filter (HP filter) approach. HP filter introduced by Hodrick and Prescott (1980), is a flexible detrending method and is commonly used in economic research.

Suppose a data series $y_t$ can be separated into 2 components, namely trend ($g_t$) and cycle ($c_t$) and written as $y_t = g_t + c_t$. HP Filter method to separate components of the cycle by solving the following optimization of the loss function, which is also known as the two sides HP filter approach:

$$\min_{(g_t)_{t=1}} \sum_{t=1}^{T} (y_t - g_t)^2 + \lambda \sum_{t=1}^{T} (g_{t+1} - 2g_t + g_{t-1})^2$$  \hspace{1cm} (1)

where $\lambda$ (lambda) is the smoothing parameter. The first term of equation (1) measure the accuracy of the model, or in other words the penalty for the variance of the cyclical component. The second term is penalty of smoothness level of the trend. Therefore there is a conflict between a smoothness trend and its good ness of fit, where $\lambda$ is the “trade off” parameter that can be . If $\lambda$ is zero then the trend component will be equal to the original data, and if it is infinite, ($\lambda \to \infty$), then the trend will converge to the linear trend ($g_t = \beta \cdot t$).

Hodrick and Prescott suggest $\lambda = 1600$ for quarterly data, and is the standard for business cycle analysis. Value of $\lambda$ assumes the business cycle has a frequency of approximatel y 7.5 years. Ravnand Uhlig (2002) from Drehman and Borioet al (2010) showed that the value of $\lambda$. 
should be adjusted if the frequency of data changes. Convention researchers proposed value $\lambda = 100$ for annual data, $\lambda = 1600$ for quarterly data, and $\lambda = 14,400$ for monthly data.

Undeniably, the HP filter method also has some disadvantages as proposed by Cottarelli et al. (2005); first the HP filter measure the trend of the overall observations and ignores the possibility of a structural break; second, the HP filter is sensitive to the bias of the tip point. If the start or the end point of the data does not reflect the same thing in the cycle, then it tends to bias upward/downward; third, the HP filter is sensitive to the selection of time duration. Gourichas et al. (2001) conducted a rolling HP filter and found that the HP filter estimation results can be very different from the ex-post trend estimation and, fourth, the HP filter sensitive to the smoothing parameter ($\lambda$) used.

In this paper, the excessive credit growth will be analyzed by looking at the deviation of the long-term trend (using HP filter) to the credit growth, and also credit-to-GDP ratio and its deviation from the long-term trend. Using the ratio of credit to GDP is following the approach proposed by the Basel Committee on Banking Supervision (2010). Following the IMF (2004), the threshold level used is 1 and 1.75 times standard deviation of the long-term trend.

| Table 1. | Data for HP Filter Test |
|----------|-------------------------|
| **Data Aggregate** | **Source Data** | **Frequency** | **Observation Period** |
| - Real Credit Growth* | BI | Monthly | Jan 2001-May 2012 |
| - Ratio Credit/Nominal GDP | BI | Quarterly | Q1.2001-Q1 2012 |

Note: * Data credit growth used include its aggregate and disaggregate which comprising the data investment credits, working capital, and consumption.

3.2. MSVAR

Markov Switching (MS) model from Hamilton (1989), also known by the model of regime switching is one of the popular non-linear time series model. This model contains several structures (equations) which describe the characteristics of time series data in different regimes. By doing switching between the structures, the model is expected to capture a more complex dynamics. The main feature of MS is switching mechanism controlled by unobservable state variable that follows Markov chain of order 1. In general, the general nature of Markov is that the present value is affected by the value of the past. MS may explain the correlated data showing the dynamic pattern at some period of time. MS model has been widely applied to analyze time series data and financial economics.

MS-VAR model provides a framework for analyzing multivariate (and univariate) representation, in the presence of regime switching. MS-VAR model is a dynamic structure that depends on the value of the state variable ($S$), which controls the switching mechanism between some state (regime). A common form of MS-VAR models are:
\[y_t = v(s_t) + A_1(s_t)y_{t-1} + \cdots + A_p(s_t)y_{t-p} + \epsilon_t\]  

(2)

Where \((y_t = (y_{1t}, \ldots, y_{nt})\) is an \(n\), dimensional vector time series, is a vector of various intercepts, \(a_1, \ldots, A_p\) auto regressive parameters, and \(\epsilon_t\) is random error.

In equation (2) the first term on the right, \(v(s)\), is assumed to vary according to its state. Specifications switching using the intercept are used in cases where the transition from the mean of the other state is assumed to follow a smooth trajectory. Alternative representations can be used if we assume the mean changes or varies following his state. Specifications are useful when there is a leap in the mean after the switch of regime.

In Krolzig (1997) illustrated the two regimes Markov Switching AR 1 with switching mean and volatility as follows:

\[y_t = \mu_{St} + A(y_{t-1} - \mu_{St-1}) + u_t \sim NID(0, \sigma^2_{St})\]  

(3)

where and \(\mu_{St} = \mu_0(1 - S_t) + \mu_1 S_t\) dan \(\sigma^2_{St} = \sigma^2_0 (1 - S_t) + \sigma^2_1 S_t\).

In each specification, MS assume that unobserved regime \(S_t\) follow the Markov degree one, hence the current regime \(S_t\) depends on the regime of the previous period \(S_{t-1}\). The probability of transition from the regime of \(S_{t-1}\) to \(S_t\) can bedenoted by:

\[P(S_t = j|S_{t-1} = i) = pij\]  

(4)

Where \(P_{ij}\) is the probability of statei followed state j with \(p_{ii} + p_{ij} = 1\) and \(0 < p_{ij} < 1\). (i, j = 0,1). The notation in the form of the transition matrix Pis as follows.

\[
\begin{pmatrix}
p_{ii} & p_{ij} \\
p_{ji} & p_{jj}
\end{pmatrix}
\begin{pmatrix}
P(S_{t-1} = i) \\
P(S_{t-1} = j)
\end{pmatrix} =
\begin{pmatrix}
P(S_t = i) \\
P(S_t = j)
\end{pmatrix}
\]  

(5)

Estimates of transition probabilities \(P_{ij}\) is generally solved numerically with Maximum Like lihood Estimator.

The conditional probability density function on observation \(y_t\) as the function of current statevariable \(S_t\), \(S_{t-1}\), and the previous observation is:

\[F_{t-1} = \{y_{t-1}, y_{t-2}, \ldots\} = f(y_t|S_t, S_{t-1}, F_{t-1})\]  

(6)

\[= \frac{1}{\sqrt{2\pi\sigma^2_{St}}} \exp\left( -\frac{[(y_t - \mu_{St} - A(y_{t-1} - \mu_{St-1}))^2]}{2\sigma^2_{St}} \right)\]  

(7)

and because. \(u_t = y_t - \mu_{St} - A(y_{t-1} - \mu_{St-1}) \sim NID(0, \sigma^2_{St}).\)
Chain rule for conditional probabilities is valid so:
\[
f(y_t, S_t, S_{t-1}|F_{t-1}) = f(y_t|S_t, S_{t-1}, F_{t-1})P(S_t, S_{t-1}|F_{t-1})
\] (8)
such that the log-like lihood function is optimized
\[
l(\theta) = \sum_{t=1}^{T} l_t(\theta)
\] (9)
where
\[
l_t(\theta) = \log\left(\sum_{S_t=0}^{1} \sum_{S_{t-1}=0}^{1} f(y_t|S_t, S_{t-1}, F_{t-1})P(S_t, S_{t-1}|F_{t-1})\right)
\] (10)
\[
\theta = (p_{00}, p_{11}, A, \mu_0, \mu_1, \sigma_0^2, \sigma_1^2)
\] (11)

Chain rule is used to obtain the conditional joint probability \(P(S_t, S_{t-1}|F_{t-1})\).
\[
P(S_t, S_{t-1}|F_{t-1}) = P(S_t|S_{t-1})P(S_{t-1}|F_{t-1})
\] (12)

And because of the characteristic of Markov \(P(S_t|S_{t-1}, F_{t-1})=P(S_t|S_{t-1})\), so
\[
P(S_t, S_{t-1}|F_{t-1}) = P(S_t|S_{t-1})P(S_{t-1}|F_{t-1})
\] (13)

If the joint probability at time \(t\) is known then the like lihood \(l_t(\theta)\) can be calculated. The Maximum Likelihood Estimates for \(\theta\) is obtained from the iteration to maximize the like lihood function. The like lihood function is updated on each iteration.

Let \(P(S_0|F_0)=P(S_0=1)=\pi\) is known, hence \(P(S_0=0)=1-\pi\). Then the probability \(P(S_{t-1}|F_{t-1})\) and joint probability \(P(S_t, S_{t-1}|F_{t-1})\) can be calculated using the following algorithm:

1. \(P(S_{t-1}=i|F_{t-1}), i = 0, 1, \) at period \(t\)
\[
P(S_t = j, S_{t-1} = i|F_{t-1}) = P(S_t = j|S_{t-1} = i)P(S_{t-1} = i|F_{t-1})
\] (14)

2. As \(y_t\) is known, then the information \(F_t = \{F_{t-1}, y_t\}\) can be updated, hence we can calculate its probability as follows:
\[
P(S_t = j, S_{t-1} = i|F_t) = P(S_t = j, S_{t-1} = i)P(S_{t-1} = i|F_{t-1})
\]
\[
= \frac{f(y_t|S_t = i, S_{t-1} = j, y_t|F_{t-1})}{f(y_t|F_{t-1})}
\]
\[
= \frac{f(y_t|S_t = j, S_{t-1} = i, F_{t-1})P(S_t = j, S_{t-1} = i|F_{t-1})}{\sum_{S_{t-1}=0}^{1} f(y_t|S_t, S_{t-1}, F_{t-1})P(S_t = st, S_{t-1} = st - 1|F_{t-1})}
\]
\[
P(S_t = st|F_t) = \sum_{S_{t-1}=0}^{1} P(S_t = st, S_{t-1} = st - 1|F_{t-1})
\]
\[
= \frac{\sum_{S_{t-1}=0}^{1} f(y_t|S_t = j, S_{t-1} = i, F_{t-1})P(S_t = j, S_{t-1} = i|F_{t-1})}{\sum_{S_{t-1}=0}^{1} f(y_t|S_t, S_{t-1}, F_{t-1})P(S_t = st, S_{t-1} = st - 1|F_{t-1})}
\] (15)
Probability of Steady state: \( P(S_0 = 1, | F_0) \) and \( P(S_0 = 0, | F_0) \)

\[
P(S_0 = 1, | F_0) = \frac{1-p_{00}}{2-p_{00}-p_{11}} \quad \text{and} \quad P(S_0 = 0, | F_0) = \frac{1-p_{11}}{2-p_{00}-p_{11}}.
\] (16)

The data used in this study is the monthly real credit data from January 2003 to March 2012. This period was chosen to eliminate the impact of the Asian crisis. The data source is from Bank Indonesia.

### 3.3. MS VECM

In this research, empirically we also test the credit threshold using multivariate analysis that takes into account the variable of the demand and the supply of credit. From this empirical analysis, we will also analyze the determinants of changes in credit, both in the short and in the long-term.

MSVECM Analysis consists of 2 stages namely the analysis Vector Error Correction Model (VECM) followed by the analysis of Markov Switching. VECMVAR model is designed for use in data series that is not stationary and is known to have a cointegration relationship. In VECM, there are specifications that limit the long-term behavior of the endogenous and exogenous variables to converge to its cointegration relations hips but allow dynamic adjustments in the short term. In cointegration, there is error correction term, since the deviation from the long-term equilibrium is gradually corrected through the short-term adjustment. MS-VECM is actually a VECM with shifting parameters. Following Krolzig (1997), VECM for variables \( I(1) \) can be modeled into

\[
\Delta x_t = v(s_t) + \alpha(s_t)(\beta x_{t-1}) + \sum_{i=1}^{k-1} \Gamma_i(\Delta x_{t-i}) + u_t
\] (17)

where \( \Delta x_t \) is a vector of dimensionless variables, \( v(s_t) \) is the regime dependent intercept \( \Gamma_i \), is matrix of parameters and error variance is allowed to change over regime \( u_t \sim (0, \Sigma(s)) \). In this term, \( \alpha(s) \) is the matrix of adjustment parameters, and \( \beta \) is the matrix of long-term parameters (co-integration vectors).

Steps undertaken in the VECM analysis can be displayed in the following chart:
Before applying the co-integration test, we need to do some preliminary testing. First, the optimal lag test was done to overcome the problem of autocorrelation and heteroscedasticity (Gujarati, 2003). Determination of the optimal lag is important because when the lag is too long will reduce the degrees of freedom, while the too short lag will result in an incorrect specification model (Gujarati, 2003). The determination of optimal lag is based on five criteria, namely the sequential modified LR test statistic, Akaike Information Criterion (AIC), Schwarz Information Criterion (SC), Final Prediction Error (FPE), and Hannan-Quin Information (HQ). From these criteria, we will use the criterion that gives the shortest lag. Further tests carried out in the form of residual correlogram. VAR system of equations passes the test if the correlation between the lag and the variables are within the specified range.

After making various preliminary tests, the co-integration test can be performed. If it found co-integration vector, weak exogeneity test would then perform to ensure the long-term causality and to check whether there is feedback from the short-term variables to the dependent variable. Weak exogeneity of each variable is done by restricting $\alpha_i = 0$, where $\alpha$ is a vector of adjustment coefficients and $i = 1, 2, 3$. If the zero restriction is not rejected, it means the variable has no feedback to the past deviations from long-term relationships (weakly exogenous).

Meanwhile, the existence of co-integration relationship does not necessarily mean that the equilibrium exist in the model. Co-integration is able to capture the long-term relationship between dependent and explanatory variables, however it cannot capture how the dynamic response of the dependent variable due to the changes in the explanatory variables. To capture the response, we use the error correction framework, which is Vector Error Correction Model (VECM). The short-term models that contain error correction term show how the adjustment mechanism to return to equilibrium when the dependent variable is disturbed by the exogenous shock. After conducting co-integration and weak exogeneity test, VECM estimation performed by the following equation:

$$\Delta x_t = \mu_0 + \sum_{i=1}^{k-1} \Gamma_i \Delta x_{t-1} + \delta ECT_{t-1} + e_t$$  \hspace{1cm} (18)

where ECT is the error correction term derived from the co-integration vector; $\delta$ error correction coefficient which shows the response of dependent variable in each period t. In other words, $\delta$ shows the speed of adjustment back to its equilibrium and has to be negative and significant, and no larger than one. In the case of disequilibrium, the negative value indicates the correction process. Meanwhile, the low value of $\delta$ closed to zero means that the dynamic effects dominate the behavior of the credit growth in the short term. Instead, if $\delta$ is larger and closed to one then the long-term effects dominate the behavior of credit growth in the short term, or simply the short-term dynamics has a small effect on the growth of credit.

Based on the linear VECM estimation, analysis is continued to estimate the MS-VECM to examine the relationship between the variables that affect the demand for credit.
Long-Term Credit Equation: Cointegration

To analyze the behavioral changes of the optimal credit for the economy, both at macro and micro level of banking, we adopt the model proposed by Psaradakis et al (2004), which is also used by Eller et al (2010). We use the following framework: (i) the credit has a long-term relationship with the fundamental macroeconomic variables (demand for credit) and in the short term is influenced by banking micro variables (supply for credit), (ii) the adjustment of the volume of credit on its equilibrium may not be linear because there is a period where the credit markets are in disequilibrium point, and the factors affecting the credit possibly change over time.

Equation of demand for credit we use in this paper refers to the following model of Eller et al (2010):

$$\log(Krl_t) = \alpha_0 + \alpha_1 \log(PDBrl)_t + \alpha_2 r_t + \alpha_3 \pi_t + \epsilon_t$$

Where $Krl$ is the total use of credit volume in real term after deflated with CPI, $PDBrl$ is the real GDP interpolated to monthly data, $r_t$ is mortgage interest rate (as a proxy for the price of the credit), and $\pi_t$ is the annual CPI inflation.

| Variable            | Source Data | Frequency          | Observation Period       |
|---------------------|-------------|--------------------|--------------------------|
| Real Credit (Krl)   | BI          | Monthly            | Jan 2003-Mar 2012        |
| GDP real (PDBrl)    | BI          | Monthly (Interpolated) | Jan 2003-Mar 2012       |
| Inflation ($\pi$)   | BI          | Monthly            | Jan 2003-Mar 2012        |
| Interest rate of credit ($r$) | BI | Monthly            | Jan 2003-Mar 2012        |

Parameter for $PDBrl$ is expected to be positive, showing the increasing economic activity leads to the increase of demand for credit. Parameter value for variable $r$ tis expected to be negative, showing higher credit interest rates will reduce demand for credit since the cost of fund increase. Parameters of $\pi$ is also expected to be negative, in line with the Elleretal (2010) that negative relationship between inflation and credit demand can be viewed from two aspects: first, when the inflation has reached a certain level, it will be associated with inflation volatility that significantly disturbs the function of financial markets due to the increase of uncertainty. Second, if the nominal interest rate is high, even real interest rate is low, the economic agent will choose credit with short duration, which in turn limits the volume of distributed credits.
Equation 20

If the variables in the equation (20) have the cointegration relationship then we can construct the following short-term dynamic error correction equation:

$$\Delta \log(Kr_{lt}) = \beta_0 + \beta_1 \epsilon_{t-1} + \beta_2 \Delta Z_t + \beta_3 \Delta \log(Kr_{lt-1}) + u_t$$

(20)

Where $\Delta \log(Kr_{lt})$ is areal credit growth, $\epsilon_{t-1}$ is the previous error correction term of the long-term equation, $\beta_i$ is the speed of adjustment parameter to the long-term equation, and $Z_t$ is set of other possible explanatory variables.

Vector $Z_t$ contains short-term determinants of the credits, consisting of third-party funding and credit risk. Third party funds are expected to have a positive relationship since the increase of the available funds may also increase the distributed credit. For credit risk, we use the ratio of Non-Performing Loan (NPL) to total assets. The expected relationship of this variable is negative because the increasing non-performing loan leads to the decline of bank’s willingness to distribute the credit.

The above short-term equation is based on the assumption that the process of adjustment to the equilibrium is in the same regime. We can relax this assumption using MSVECM framework by allowing parameters to change according to its unobservable state. Within the framework of MSVECM above, the short-term equation can be transformed into:

$$\Delta \log(Kr_{lt}) = \beta_{0st} + \beta_{1st} \epsilon_{t-1} + \beta_{2st} \Delta Z_t + \beta_{3st} \Delta \log(Kr_{lt-1}) + u_t$$

, for every $st=1, 2, dst$

(21)

where the short-term equation is conditional on the unobservable regime variable $s_t$.

IV. EMPIRICAL RESULTS

4.1. HP Filter Analysis

Analysis result using HP filter approach shows that the real growth of credit in Indonesia is still within the range of its long term trend either using the upper or the lower limit of 1 standard deviation or using the IMF standard of 1.75. We can observe that the real credit growth until May 2012 by 20.7% remains in the long term range and relatively lower than the credit growth in the end of 2008, which was closed to the upper limit (Figure 4). Looking at its disaggregation, the growth of credit investment, working capital credit and consumption credit remain in the long-term trend (Figure 5 up to Figure 7).
However as explained by Cottarelli et al. (2005), one of the HP Filter weaknesses is measuring the trend from overall observation and ignores the possible existence of structural break. Considering this, we try to eliminate the data during the crisis, and subsequently, the HP Filter test is applied on the data for the period of January 2001 up to May 2011.
Considering the after crisis period to obtain the long-term trend, it shows that the real growth of the total credit has reached the upper limit when using 1 standard deviation limit, but remain relatively under control when using 1.75 standard (Figure 8). The credit which grew above the upper limit of 1 standard deviation is working capital and investment credit (Figure 9 and Figure 11). Meanwhile consumption credit remains in the range of its long term trend.

Another approach to observe the excessive credit growth is by using the long term trend of the total credit to GDP ratio in nominal. BCBS which proposed countercyclical capital buffer policy stated that the use of credit to GDP ratio has several advantage compared to credit growth\(^5\), which are: i) there is a strong relationship between the banking crisis and the credit growth to GDP ratio, which exceed its long term average, ii) by being stated in ratio, then this variable has already been normalized by the economic measurement, therefore the ratio is not influenced by cyclical pattern of credit demand.

For the after crisis period, Figure 12 shows that the credit to GDP ratio remain in the range of its long term trend even it tends to be in the upper limit. If it is compared to the previous year, the growth of credit to GDP ratio keeps increasing since December 2009 until it reaches 29.73% in the end of first quarter 2012. The movement of the working capital credit ratio and the investment credit to GDP is easier to reach the upper and the lower limit of its long term trend (Figure 13 and Figure 15). This contradicts the consumption credit which tends to be stable ( Figure 14 ). The economic condition seems highly influence the working capital credit ratio and investment credit on GDP.

---

5 Drehman, Borio, Gambacorta, Jimenez and Trucharte (2010) “Countercyclical Capital Buffer : Expoloring Options”, BIS Working Paper No. 317.
4.2. Univariate Analysis of Real Credit Growth

Markov Switching (MS) analysis\(^6\) of real credit growth data (univariate) shows that real credit growth (January 2003 to March 2012) can be modelled with MSI(3)AR(0), data time series with 3 regimes. Figure 16 as well as Tables 3 and 4 summarise the chronology of regime changes in the period of observation.

---

\(^6\) Implemented using MSVAR package on Ox.
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| Table 3. MS Regime |
|-------------------|
| Regime 1 | Regime 2 | Regime 3 |
| 2005:10 - 2007:2 | 2003:1 - 2004:9 | 2004:10 - 2005:9 |
| 2009:9 - 2010:3 | 2007:3 - 2007:10 | 2007:11 - 2009:2 |
| | 2009:3 - 2009:8 | 2011:6 - 2012:3 |
| | 2010:4 - 2011:5 | |

Mean: 0.038
Stdev: 0.041

Mean: 0.134
Stdev: 0.019

Mean: 0.183
Stdev: 0.017

| Table 4. Regime Specification |
|--------------------------------|
| Matrix of Probability Transition |

| Rezim 1 | Rezim 2 | Rezim 3 |
|---------|---------|---------|
| 0.906   | 0.094   | 0.000   |
| 0.023   | 0.915   | 0.062   |
| 0.025   | 0.032   | 0.943   |

| Regime Statistic |

| nObs | Prob | Duration |
|------|------|---------|
| Regime 1 | 23.6 | 0.203 | 10.66 |
| Regime 2 | 49.2 | 0.383 | 11.81 |
| Regime 3 | 38.1 | 0.413 | 17.49 |

| Predicted Regime Probabilities (t+1) |

| Regime 1 | Regime 2 | Regime 3 |
|---------|---------|---------|
| 0.000   | 0.0062  | 0.9938  |

| Coefficient |

| Regime 1 | Mean | SE | T-val |
|----------|------|----|------|
| Regime 1 | 0.038 | 0.0062 | 6.268 |
| Regime 2 | 0.134 | 0.0048 | 28.261 |
| Regime 3 | 0.183 | 0.0053 | 34.348 |
Regime 3 is a high real credit growth regime with a mean of 18.3%. Regime 2 is a moderate real credit growth regime with a mean of 13.4% and regime 1 is a low real credit growth regime with a mean of 3.8%.

Assuming real credit growth in moderate regime is the “normal” condition, the statistical information gleaned from the regime can be used for the upper and lower limits of real credit growth. Based on the statistics, it can be suggested that the upper bound for real credit growth is 17.39% and the lower bound is 9.5% ($\mu \pm 2\sigma$).

The results of MS indicate that the probability of credit growth in the subsequent month stay in high regime is 99.4%.

4.3. MS VECM Analysis

To identify the long term relationship of the credit volume, we estimate the demand credit equation. The use of the concept is expected to provide us the insight of possible excess credit. As explained in previous chapter, the test involves stationarity test, optimal lag measurement, residual test, co-integration test, and subsequently the VECM estimation.

Unit root test is conducted using the Augmented-Dickey-Fuller (ADF) test and the Phillips-Perron (PP) test for null hypothesis of the existence of unit root. Visual inspection to the variables shows the existence of trend in real credit volume and real GDP volume, while it does not exist in inflation and the credit interest rate. The unit root test results, as presented in Table 5, show that nearly all variables I (1) are significant at a level of 5% and stationary in the first difference.

| Table 5. Unit Root Test |
|-------------------------|
| Augmented Dickey-Fuller test statistic | Phillips-Perron test statistic |
| Exogenous | Lag (SIC) | t-Stat | Prob. | Exogenous | Adj. t-Stat | Prob. |
| log(Kr1) | C, T | 0 | -2.389 | 0.384 | C, T | -2.453 | 0.351 |
| $\Delta$log(Kr1) | N | 5 | -2.205 | 0.027 | N | -9.714 | 0.000 |
| log(PDb1) | C, T | 10 | -1.913 | 0.643 | C, T | -3.169 | 0.095 |
| $\Delta$log(PDb1) | C | 12 | -2.589 | 0.098 | C | -11.031 | 0.000 |
| $r$ | C | 2 | -1.853 | 0.354 | C | -2.704 | 0.076 |
| $\Delta r$ | N | 0 | -3.125 | 0.0020 | N | -10.102 | 0.000 |
| $\pi$ | C | 1 | -2.343 | 0.1603 | C | -2.301 | 0.173 |
| $\Delta \pi$ | N | 0 | -9.664 | 0.0000 | N | -9.636379 | 0.0000 |

After ensuring that the data used in this analysis is stationary at the first difference, the next step is to determine the optimal lag from the VAR equation. The number of optimal lag is determined using the criteria as in Attachments. The Schwarz Information criteria indicate a lag of two while the Hannan-Quin Information suggests four and Akaike Information seven. From the analysis of residuals, the correlation test provides evidence of autocorrelation in the
residuals for VAR with a lag of two, while the test using a lag of four gives no evidence of autocorrelation. Therefore, an optimal lag of four is selected for this research.

From the cointegration test using lag 4, the Trace test shows two cointegrating vectors, while the $\lambda_{\text{max}}$ test (see Attachment) indicates one cointegrating vector. The difference that emerges from the trace test and $\lambda_{\text{max}}$ test is attributable to problems with the limited size of the sample or the deterministic model used. Considering that this research focuses specifically on the lessons to be learnt regarding credit, the results of the $\lambda_{\text{max}}$ test are used with one cointegrating vector.

The cointegrating vectors or the results of the VECM estimation (where the parameter $\log(K_r)$ is equal to 1) are as follows:

| Variable         | Coefficient | SE  | T-Stat |
|------------------|-------------|-----|--------|
| $\log(PDBr)_t$  | -1.799      | 0.101 | -17.869 *** |
| $r_{t-1}$       | 0.033       | 0.009 | 3.431 ***  |
| $\pi_{t-1}$     | 0.019       | 0.004 | 4.818 ***  |
| $ETC_{t-1}$     | -0.110      | 0.036 | -3.087 *** |

***, **, *: significant in $\alpha = 1\%, 5\%$, and $10\%$.

The signs of the parameters in Table 6 are as expected. In the long-term, demand for credit is positively affected by economic activity, while lending rates and inflation have a negative effect.

Furthermore, this research will conduct a weak exogeneity test, which is equivalent with the speed of adjustment coefficient test of equals to zero. In co-integrated system, if variable does not respond on the discrepancy to the long term, then the variable is weakly exogenous. This means there is no lost information if this variable is not modeled; hence can be in the right side of the VECM. We can see below that some speed of adjustment coefficient from the variables is weakly exogenous.

| Variable         | $\alpha$ | Standard error | t-statistic |
|------------------|----------|----------------|-------------|
| $\log(K_r)$      | -0.110   | 0.036          | -3.087      |
| $\log(PDBr)$     | 0.018    | 0.017          | 1.097       |
| $r$              | 0.222    | 0.239          | 0.931       |
| $\pi$            | -6.145   | 2.327          | -2.641      |

7 However, in the correlogram test, autocorrelation is present in PDBr to PDBr lag 3, 6, etc, this is probably because the interpolation of PDBr (quarterly) to become monthly.
These results are in line with the weak exogeneity test\(^8\) for each variable as Table 8 below:

| Variable     | p-value | LR statistic |
|--------------|---------|--------------|
| log(Kri)     | 0.023   | 5.201        |
| log(PDBrli)  | 0.260   | 1.271        |
| r            | 0.417   | 0.658        |
| \(\pi\)      | 0.047   | 3.957        |

and are exogenous variables because their p-values are higher than the 5% level of significance, however, this is not the case for the demand for credit and inflation variables.

The test for the null hypothesis that all speed of adjustment coefficient except for the credit demand is zero generating p-value = 0.108 and R stat 6.067. It means that null hypothesis is not rejected and thus variable beyond credit are stated weakly exogenous and no lost information if the equations are not modeled and all variables can be in the right side of VECM.

The estimation of the error correction model of the demand for credit can be expressed as follows:

| Variabel | Koefisien | SE    | T-Stat |
|----------|-----------|-------|--------|
| c        | 0.008     | 0.002 | 3.290  *** |
| ECT\(_{t-1}\) | -0.110 | 0.004 | -3.087 *** |
| \(\Delta\log(Kri_{t-1})\) | -0.058 | 0.078 | -0.748 |
| \(\Delta\log(Kri_{t-2})\) | -0.201 | 0.078 | -2.576 *** |
| \(\Delta\log(Kri_{t-3})\) | 0.093 | 0.078 | 1.182 |
| \(\Delta\log(PDBrli_{t-1})\) | 0.218 | 0.169 | 1.283 |
| \(\Delta\log(PDBrli_{t-2})\) | -0.498 | 0.179 | -2.775 *** |
| \(\Delta\log(PDBrli_{t-3})\) | 0.912 | 0.172 | 5.312 *** |
| \(\Delta\log(r_{t-1})\) | -0.021 | 0.015 | -1.451 |
| \(\Delta\log(r_{t-2})\) | 0.026 | 0.018 | 1.477 |
| \(\Delta\log(r_{t-3})\) | 0.005 | 0.017 | 0.302 |
| \(\Delta\log(\pi_{t-1})\) | 0.001 | 0.001 | -0.881 |
| \(\Delta\log(\pi_{t-2})\) | -0.001 | 0.001 | -0.755 |
| \(\Delta\log(\pi_{t-3})\) | 0.002 | 0.001 | 1.700  * |

***, **, * = significant at alpha = 1%, 5%, and 10%,
R-squared=0.397 SE of regression=0.02 F-stat=5.93 (0.00)

---

\(^8\) Where H0 for this test is the coefficient of the speed of adjustment in the short-run equation with the dependent variables equal to zero.
The coefficient of the error correction term is negative and significant, which indicates that disequilibrium in the short term will be adjusted to its long term relationship. The cointegration relationship is presented in Figure 17 which shows the stationary of the co-integration vector.

To inline the analysis of VECM with the previous analysis, therefore it is necessary to complete it with the analysis of annual model of real credit, $\Delta_{12} \log(Krl)$. According Angling kusumo (2005), this can be done by adjusting the error correction term, from $ECT_{t-1}$ to $ECT_{t-13}$. The estimation of supply of credit $\Delta_{12} \log(Krl)$ can be expressed as follow:

![Figure 17. Cointegration](image)

| Variable     | Coefficient | SE    | T-Stat |
|--------------|-------------|-------|--------|
| $c$          | -0.025      | 0.015 | -1.647 |
| $ECT_{t-13}$ | -0.152      | 0.053 | -2.837 *** |
| $\Delta_{12} \log(Krl_{t-2})$ | 0.563      | 0.058 | 9.553 *** |
| $\Delta_{12} \log(PDBrl_{t-2})$ | 1.549      | 0.343 | 4.521 *** |
| $\Delta_{12} \log(r_{t-2})$ | -0.005      | 0.002 | -1.821 |
| $\Delta_{12} \log(DPK_t)$ | 0.424      | 0.126 | 3.379 *** |
| $\Delta_{12} \log(DPK_{t-1})$ | -0.184      | 0.158 | -1.164 |
| $\Delta_{12} \log(DPK_{t-2})$ | -0.331      | 0.124 | -2.673 *** |
| $\Delta_{12} \log_{t-2}$ | -0.004      | 0.001 | -3.431 *** |

***, **, * = significant at alpha = 1%, 5%, and 10%.

The parameters in Table 10 above show the expected signs. In the near term, credit growth is positively and significantly affected by past credit growth, economic growth and growth of third party fund. Meanwhile, changes in lending rates and non-performing loans negatively and significantly affect credit growth.
The Linear model of $\Delta_{t2} \log(Krl)$ above is continued by conducting MS analysis where the parameters of each variable are allowed to change according to their unobservable state. The results of MS for real credit growth and its determinants show that real credit growth (January 2003 to March 2012) can be modelled using MSIA (3) ARX (0), time series data that contain autoregressive parameters in 3 regime. Regime 1 is the low real credit growth regime with a mean of 8.1%. Regime 2 is the moderate real credit growth regime with a mean of 14.7%. Meanwhile, Regime 3 is the high real credit growth regime with a mean of 16.7%.

### Table 11. Annual MSVECM Model

|   | c   | $ECT_{t+13}$ | $\Delta_{t2}\log(Krl_{t-2})$ | $\Delta_{t2}\log(PDBrl_{t-3})$ | $\Delta_{t2}\log(DPK_{t-3})$ | $\Delta_{t2}\log(DPK_{t-1})$ | $\Delta_{t2}\log(DPK_{t-3})$ | $\Delta_{t2}\log(NPL_{t-2})$ |
|---|-----|--------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|---------------------|
| R1 | 0.036 | -0.038       | 0.204                         | -0.937                        | -0.024                        | 0.6211                        | 0.018                          | -0.115               |
|   | 0.159*** | 0.026        | 0.065***                      | 0.398**                      | 0.003***                     | 0.107***                     | 0.160                          | 0.116              |
| R2 | 0.035 | -0.0544      | 0.496                         | 1.352                        | -0.002                       | 0.176                          | -0.1324                      | -0.301               |
|   | 0.0139** | 0.034       | 0.050***                     | 0.239***                    | 0.002                        | 0.099*                       | 0.138                          | 0.109***          |
| R3 | 0.028 | -0.128       | 0.6225                        | 0.4481                       | 0.002                        | -0.16                         | 0.116                          | 0.131               |
|   | 0.0223 | 0.042***     | 0.113***                     | 0.3361                       | 0.004                        | 0.107                         | 0.095                          | 0.093              |

It can be observed from the result above that real GDP growth (PDBrl), third party fund (DPK) and non-performing loans (NPL) influence the demand for credit in low and moderate credit growth regime. In regime 3 (high), only long-term variables and past credit growth affects the demand for credit. The variable $ECT_{t+13}$ which is only negative and significant in the third regime, indicates that long-term correlation persists and not broken.
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### Table 12. MSIA(3) ARX(0) Regime

| Regime 1          | Regime 2          | Regime 3          |
|-------------------|-------------------|-------------------|
| 2003:3 - 2003:6   | 2003:1 - 2003:2   | 2004:10 - 2005:5  |
| 2004:3 - 2004:7   | 2003:7 - 2004:2   | 2007:1 - 2007:4   |
| 2005:10 - 2006:9  | 2004:8 - 2004:9   | 2007:10 - 2008:5  |
| 2009:8 - 2010:3   | 2005:6 - 2005:9   | 2009:2 - 2009:2   |
| 2010:7 - 2010:12  | 2006:10 - 2006:12| 2011:7 - 2012:3   |

- Mean:0.081
- Std dev:0.063

| Regime 1          | Regime 2          | Regime 3          |
|-------------------|-------------------|-------------------|
| 2007:5 - 2007:9   | 2008:6 - 2009:1   | 2009:3 - 2009:7   |
| 2010:4 - 2010:6   | 2011:1 - 2011:6   |                   |

- Mean:0.145
- Std dev:0.038

- Mean:0.167
- Std dev:0.035

### Table 13. Regime Specification

#### Probability Transition Matrix

|        | Reg 1 | Reg 2 | Reg 3 |
|--------|-------|-------|-------|
| Reg 1  | 0.084 | 0.162 | 0.002 |
| Reg 2  | 0.117 | 0.759 | 0.124 |
| Reg 3  | 0.000 | 0.168 | 0.831 |

#### Regime Statistic

|        | nObs | Prob | Duration |
|--------|------|------|----------|
| Reg 1  | 33.7 | 0.289| 6.11     |
| Reg 2  | 45.9 | 0.407| 4.15     |
| Reg 3  | 31.4 | 0.303| 5.93     |

#### Predicted Regime Probabilities (t+1)

|        | Regime 1 | Regime 2 | Regime 3 |
|--------|----------|----------|----------|
|        | 0.0026   | 0.1804   | 0.817    |
Assuming that real credit growth in regime 2 is “normal” condition, the statistical information gleaned from regime 2 can be used to discern the upper and lower thresholds of real credit growth. Accordingly, the upper and lower limits of real credit growth based on the statistics of regime 2 are 22.15% and 6.8% respectively ($\mu \pm 2\sigma$).

The result of MS show that the probability of credit will stay in the high regime in the subsequent month is 81.7%.

V. CONCLUSION AND RECOMMENDATIONS

This analysis on this paper provide 4 (four) results; first, in general, based on HP Filter approaches, during the period of January 1997 – May 2012, the real credit growth and its disaggregation still remain in the range of its long-term trend. However, after crisis period (January 2001 – May 2012) the total credit growth, working capital credit, and investment credit have crossed the upper limit threshold of 1 standard deviation from the long-term trend. Credit to GDP ratio after crisis still remain in the range of its long term trend, though the investment credit to GDP ratio tends to remain in the upper limit. Second, the analysis of univariate Markov Switching (MS) shows that the real credit growth follows a 3 regimes model (low, moderate, high). The upper limit of the real credit growth for the moderate regime is 17.39%. Third, there is a co-integration relationship between the real credit growth with the real GDP, the inflation, as well as the credit interest rate. In the long term, credit demand is positively influenced by the economic activities and negatively influenced by the credit interest rate and inflation. While in the short term the credit growth is influenced by NPL ratio and third party funds. Fourth, the analysis of Markov Switching VECM shows that the real credit growth can be modeled into 3 regimes model (low, moderate, high). The upper limit of the moderate real credit growth is 22.15%.

This paper has open enough room for future studies. The value of the threshold provided in this study is only early indicators. It is necessary for the policy maker to make a judgment on determining the threshold of the excessive credit growth by considering other banking micro indicators and other factors such as credit allocation, sectoral credit concentration, etc. Related to the Markov Switching model, the improvement of the model is possible by applying multivariate Markov switching simultaneously between the credit and the other macroeconomic variables (e.g. inflation).
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ATTACHMENT

Lag Length Criteria

| Lag | LogL    | LR       | FPE     | AIC     | SC      | HQ      |
|-----|---------|----------|---------|---------|---------|---------|
| 0   | -269.2697 | NA  | 0.000869 | 4.303459 | 4.393040 | 4.339855 |
| 1   | 620.0215 | 1708.559 | 9.26e-10 | -9.449157 | -9.001253 | -9.267179 |
| 2   | 676.6073 | 105.1516 | 4.89e-10 | -10.08830 | -9.282077* | -9.760744 |
| 3   | 693.9919 | 31.21011 | 4.79e-10 | -10.11011 | -8.945559 | -9.636966 |
| 4   | 729.3157 | 61.19088 | 3.55e-10 | -10.41442 | -8.891549 | -9.795696* |
| 5   | 746.9960 | 29.51363 | 3.48e-10 | -10.44088 | -8.559688 | -9.676576 |
| 6   | 756.8198 | 15.77990 | 3.86e-10 | -10.34362 | -8.104101 | -9.433730 |
| 7   | 788.8405 | 49.41785* | 3.04e-10* | -10.59591* | -7.998074 | -9.540443 |
| 8   | 801.2941 | 18.43513 | 3.26e-10 | -10.54006 | -7.583901 | -9.339011 |

* indicates lag order selected by the criterion
LR: sequential modified LR test statistic (each test at 5% level)
FPE: Final prediction error
AIC: Akaike information criterion
SC: Schwarz information criterion
HQ: Hannan-Quinn information criterion

Correlogram

Autocorrelations with 2 Std.Err. Bounds
### Cointegration Test

#### Unrestricted Cointegration Rank Test (Trace)

| Hypothesized | Trace | 0.05  |
|--------------|-------|-------|
|              | Eigenvalue | Statistic | Critical Value | Prob.** |
| None * 0.263464 | 70.59464 | 47.85613 | 0.0001 | |
| At most 1 *  | 0.123531 | 30.84096 | 29.79707 | 0.0378 |
| At most 2    | 0.095145 | 13.69994 | 15.49471 | 0.0915 |
| At most 3    | 0.005389 | 0.702520 | 3.841466 | 0.4019 |

Trace test indicates 2 cointegrating eqn(s) at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level
**MacKinnon-Haug-Michelis (1999) p-values

#### Unrestricted Cointegration Rank Test (Maximum Eigenvalue)

| Hypothesized | Max-Eigen | 0.05  |
|--------------|-----------|-------|
|              | Eigenvalue | Statistic | Critical Value | Prob.** |
| None * 0.263464 | 39.75368 | 27.58434 | 0.0009 | |
| At most 1    | 0.123531 | 17.14102 | 21.13162 | 0.1654 |
| At most 2    | 0.095145 | 12.99742 | 14.26460 | 0.0785 |
| At most 3    | 0.005389 | 0.702520 | 3.841466 | 0.4019 |

Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.05 level
* denotes rejection of the hypothesis at the 0.05 level
**MacKinnon-Haug-Michelis (1999) p-values