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Abstract. We study the truthful facility assignment problem, where a set of agents with private most-preferred points on a metric space are assigned to facilities that lie on the metric space, under capacity constraints on the facilities. The goal is to produce such an assignment that minimizes the social cost, i.e., the total distance between the most-preferred points of the agents and their corresponding facilities in the assignment, under the constraint of truthfulness, which ensures that agents do not misreport their most-preferred points.

We propose a resource augmentation framework, where a truthful mechanism is evaluated by its worst-case performance on an instance with enhanced facility capacities against the optimal mechanism on the same instance with the original capacities. We study a well-known mechanism, Serial Dictatorship, and provide an exact analysis of its performance. Among other results, we prove that Serial Dictatorship has approximation ratio \(g/(g - 2)\) when the capacities are multiplied by any integer \(g \geq 3\). Our results suggest that even a limited augmentation of the resources can have wondrous effects on the performance of the mechanism and in particular, the approximation ratio goes to 1 as the augmentation factor becomes large. We complement our results with bounds on the approximation ratio of Random Serial Dictatorship, the randomized version of Serial Dictatorship, when there is no resource augmentation.
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1 Introduction

We study the facility assignment problem, in which there is a set of agents and a set of facilities with finite capacities; facilities are located on a metric space at points $F_i$ and each agent has a most-preferred point $A_i$, which is her private information. The goal is to produce an assignment of agents to facilities, such that no capacity is exceeded and the sum of distances between agents and their assigned facilities, the social cost, is minimized. A mechanism is a function that elicits the points $A_i$ from the agents and outputs an assignment. We will be interested in truthful mechanisms, i.e., mechanisms that do not incentivize agents to misreport their most-preferred locations and we will be aiming to find mechanisms that achieve a social cost as close as possible to that of the optimal assignment when applied to the true points $A_i$ of the agents. Our setting has various applications such as assigning patients to personal GPs, vehicles to parking spots, children to schools and pretty much any matching environment where there is some notion of distance involved.

Our work falls under the umbrella of approximate mechanism design without money, a term coined by Procaccia and Tennenholtz [16] to describe problems where some objective function is optimized under the hard constraints imposed by the requirement of truthfulness. The standard measure of performance for truthful mechanisms is the approximation ratio, which for our objective, is the worst-case ratio between the social cost of the truthful mechanism in question over the minimum social cost, calculated over all input instances of the problem.

However, it is arguably unfair to compare the performance of a mechanism that is severely limited by the requirement of truthfulness to that of an omnipotent mechanism that operates under no restrictions and has access to the real inputs of the agents, without giving the truthful mechanism any additional capabilities. This is even more evident in general settings, where strong impossibility results restrict the performance of all truthful mechanisms to be rather poor. The need for a departure from the worst-case approach has been often advocated in the literature, but the suggestions mainly involve some average case analysis or experimental evaluations.

Instead, we will adopt a different approach, that has been made popular in the field of online algorithms and competitive analysis [13, 17]; the approach suggests enhancing the capabilities of the mechanism operating under some very limiting requirement (such as truthfulness or lack of information) before comparing to the optimal solution. Our main conceptual contribution is the adoption of a resource augmentation approach to approximate mechanism design. In the resource augmentation framework, we evaluate the performance of a truthful mechanism on an input with additional resources, when compared to the optimal solutions for the set of original resources. For our problem, we consider the social cost achievable by a truthful mechanism on some input with augmented facility capacities against the optimal assignment under the original capacities given as input.

More precisely, let $I$ be an input instance to the facility assignment problem and let $I_g$ be the same instance where each capacity has been multiplied by some
integer constant $g$, that we call the augmentation factor. Then, the approximation ratio with augmentation $g$ of a truthful mechanism $M$ is the worst-case ratio of the social cost achievable by $M$ on $I_g$ over the social cost of the optimal assignment on $I$, over all possible inputs of the problem. The idea is that if the ratio achievable by a mechanism with small augmentation is much better when compared to the standard approximation ratio, it might make sense to invest in additional resources. At the same time, such a result would imply that the set of “bad” instances in the worst-case analysis is rather pathological and not very likely to appear in practice. To the best of our knowledge, this is the first time that such a resource augmentation framework has been explicitly proposed in algorithmic mechanism design.

1.1 Our Results

As our main contribution, we study the well-known truthful mechanisms for assignment problems, Serial Dictatorship (SD) and Random Serial Dictatorship (RSD). For SD, we provide an exact analysis, obtaining tight bounds on the approximation ratio of the mechanism for all possible augmentation factors $g$. Specifically, we prove that when $n$ is the number of agents, while without any augmentation, the approximation ratio of SD is $2^n - 1$, the approximation ratio with augmentation factor $g = 2$ is exactly $\log(n + 1)$ whereas for $g \geq 3$, the approximation ratio is $g/(g-2)$, i.e., a small constant. In particular, our results imply that as the augmentation factor becomes large, the approximation ratio of SD with augmentation goes to 1 and the convergence is rather fast. Our results for SD improve and extend some results in the field of online algorithms [12].

To prove the approximation ratios for all augmentation factors, we use an interesting technique based on linear programming. Specifically, we first provide a directed graph interpretation of the assignment produced by SD and the optimal assignment, and then prove that the worst-case instances appear on $g$-trees, i.e., trees where (practically) every vertex has exactly $g$ successors. Then, we formulate the problem of calculating the worst ratio on such trees as a linear program and bound the ratio by obtaining feasible solutions to its dual. Such a solution can be seen as a “path covering” of the assignment graph and we obtain the bounds by constructing appropriate path coverings of low cost.

We also consider randomized mechanisms and the very well-known Random Serial Dictatorship mechanism. We prove that for augmentation factor 1 (i.e., no resource augmentation), the approximation ratio of the mechanism is between $n^{0.26}$ and $n$; the result suggests that even a small augmentation ($g = 2$) is a more powerful tool than randomization.

1.2 Related Work

Assignment problems are central in the literature of economics and computer science. The literature on one-sided matchings dates back to the seminal paper by Hylland and Zeckhauser [10] and includes many very influential papers [5, 18] in economics as well as a rich recent literature in computer science [9, 2, 8,
Serial Dictatorships (or their randomized counterparts) have been in the focus of much of this literature, mainly due to their simplicity and the fragile nature of truthfulness, which makes it quite hard to construct more involved truthful mechanisms. In a celebrated result, Svensson [18] characterized a large class of truthful mechanisms by serial dictatorships. Random Serial Dictatorship has also been extensively studied [15, 1] and recently it was proven [8] that is asymptotically the best truthful mechanism for one-sided matchings under the general cardinal preference domain.

The facility assignment problem can be interpreted as a matching problem; somewhat surprisingly, matching problems in metric spaces have only recently been considered in the mechanism design literature. Emek et al. [7] study a setting very closely related to ours, where the goal is to find matchings on metric spaces, but they are interested in how well a mechanism that produces a stable matching can approximate the cost of the optimal matching. In a conceptually similar work, Anshelevich and Shreyas [3] study the performance of ordinal matching mechanisms on metric spaces, when the limitation is the lack of information. The fundamental difference between those works and ours is that we consider truthful mechanisms and bound their performance due to the truthfulness requirement; to the best of our knowledge, this is the first time where truthful mechanisms have been considered in a matching setting with metric preferences. Another difference between our work and the aforementioned papers is that they do not consider resource augmentation and only bound the performance of mechanisms on the same set of resources. However, given the generality of the augmentation framework, the same idea could be applied to their settings. In that sense, our paper proposes a resource augmentation approach to algorithmic mechanism design that could be adopted in most resource allocation and assignment settings.

As we mentioned earlier, the idea of resource augmentation was popularized by the field of online algorithms and competitive analysis and is tightly related to the literature on weak adversaries where an online competitive algorithm is compared to the adversary that uses a smaller number of resources. The idea for this approach originated in the seminal paper by Sleator and Tarjan [17] and has been adopted by others ever since [14, 19]; the term “resource augmentation” was explicitly introduced by Kalyanasundaram and Pruhs [13].

Most closely related to our problem is the online transportation problem [12] (also known as the minimum online metric bipartite matching). In particular, results about the greedy algorithm in the online transportation problem imply bounds for the facility assignment problem. However, contrary to [12], our analysis is exact, i.e., our results involve no asymptotics. Furthermore, compared to the related result in [12], we remark that our analysis is substantially different due to the use of linear programming; our primal-dual technique could be applicable for greedy assignment mechanisms on other resource augmentation settings, beyond the problem studied here. For a detailed discussion of the connection between the two settings, the reader might refer to the full version of this paper.

---

5 With the exception of the bi-criteria result in [3].
Finally, there is some resemblance between our problem and the facility location problem \cite{16} that has been studied extensively in the literature of approximate mechanism design, in the sense that in both settings, agents specify their most preferred positions on a metric space. Note that the settings are fundamentally different however, since in the facility location problem, the task is to identify the appropriate point to locate a facility whereas in our setting, facilities are already in place and we are looking for an assignment of agents to them.

2 Preliminaries

In the facility assignment problem, there is a set $N = \{1, \ldots, n\}$ of agents and a set $M = \{1, \ldots, m\}$ of facilities, where agents and facilities are located on a metric space, equipped with a distance function $d$. Each facility has a capacity $c_i \in \mathbb{N}_+$, which is the number of agents that the facility can accommodate. We assume that $\sum_{i=1}^m c_i \geq n$, i.e., all agents can be accommodated by some facility. Each agent has a most preferred position $A_i$ on the space and his cost $d_i(j)$ from facility $j$ is the distance $d(A_i, F_j)$ between $A_i$ and the position $F_j$ of the facility. Let $A = (A_1, \ldots, A_n)$ be a vector of preferred positions and call it a location profile. Let $F = (F_1, \ldots, F_m)$ be the corresponding set of points of the facilities. A pair of agents’ most preferred points and facility points $(A, F)$ is called an instance of the facility assignment problem and is denoted by $I$.

The locations of the facilities are known but the location profiles are not known; agents are asked to report them to a central planner, who then decides on an assignment $S$, i.e., a pairing of agents and facilities such that no agent is assigned to more than one facility and no facility capacity is exceeded. Let $S_i$ be the restriction of the assignment to the $i$’th coordinate, i.e., the facility to which agent $i$ is assigned in $S$ and let $S$ be the set of all assignments. The social cost of an assignment $S$ on input $I$ is the sum of the agents’ costs from their facilities assigned by $S$, i.e., $\sum_{i=1}^n d_i(S_i)$. A deterministic mechanism maps instances to assignments whereas a randomized mechanism maps instances to probability distributions over assignments.

A mechanism is truthful if no agent has an incentive to misreport his most preferred location. Formally, this is guaranteed when for every location profile $A$, any report $A_i'$, and any reports $A_{-i}$ of all agents besides agent $i$, it holds that $d_i(S_i) \geq d_i(S_i')$, where $S = M(I)$ and $S' = M(I')$, with $I = (A, F)$ and $I' = ((A_i', A_{-i}), F)$. For randomized mechanisms, the corresponding notion is truthfulness-in-expectation, where an agent can not decrease her expected distance from the assigned facilities by deviating, i.e., it holds that $\mathbb{E}_{S \sim D}[d_i(S_i)] \geq \mathbb{E}_{S \sim D'}[d_i(S_i)]$, where $D$ and $D'$ are the probability distributions output by the mechanism on inputs $I$ and $I'$ respectively. A stronger notion of truthfulness for randomized mechanisms is that of universal truthfulness, which guarantees that for every realization of randomness, there will not be any agent with an incentive to deviate. Alternatively, one can view a universally truthful mechanism as a mechanism that runs a deterministic truthful mechanism at random, according to some distribution.
As our main conceptual contribution, we will consider a resource augmentation framework where the minimum social cost of any assignment will be compared with the social cost achievable by a mechanism on a location profile with augmented facility capacities. Given an instance \( I \), we will use the term \( g \)-augmented instance to refer to an instance of the problem where the input is \( I \) and the facility of each capacity has been multiplied by \( g \). We will denote that instance by \( I_g \) and we will call \( g \) the augmentation factor of \( I \). For example, when \( g = 2 \), we will compare the minimum social cost with the social cost of a mechanism on the same inputs but with double capacities.

For the facility assignment problem, the optimal mechanism computes a minimum cost matching (which can be computed using an algorithm for maximum weight bipartite matching) and it can be easily shown that it is not truthful; in order to achieve truthfulness, we have to output suboptimal solutions. As performance measure, we define the approximation ratio with augmentation of a mechanism \( M \) as

\[
\text{ratio}_g(M) = \sup_I \frac{SC_M(I_g)}{SC_{OPT}(I)}
\]

where \( SC_M(I_g) = \sum_{i=1}^{n} d_i(M(I_g)_i) \) is the social cost of the assignment produced by mechanism \( M \) on input instance \( I \) with augmentation factor \( g \) and \( SC_{OPT}(I) \) is the minimum social cost of any assignment on \( I \) i.e., \( SC_{OPT}(I) = \min_{S \in \mathcal{S}} \sum_{i=1}^{n} d_i(S_i) \). For randomized mechanisms, the definitions involve the expected social cost and are very similar. Obviously, if we set \( g = 1 \), we obtain the standard notion of the approximation ratio for truthful mechanisms [16]. For consistency with the literature, we will denote \( \text{ratio}_1(M) \) by \( \text{ratio}(M) \).

We will be interested in two natural truthful mechanisms that assign agents to facilities in a greedy nature. A serial dictatorship (SD) is a mechanism that first fixes an ordering of the agents and then assigns each agent to his most preferred facility, from the set of facilities with non-zero residual capacities. Its randomized counterpart, Random Serial Dictatorship (RSD), is the mechanism that first fixes the ordering of agents uniformly at random and then assigns them to their favorite facilities that still have capacities left. In other words, RSD runs one of the \( n! \) possible serial dictatorships uniformly at random and hence it is universally truthful.

### 3 Approximation Guarantees for Serial Dictatorships

In this section we provide our main results, the upper bounds on the approximation ratio with augmentation of Serial Dictatorship, for all possible augmentation factors. In Section 4, we state the theorem that ensures that the bounds proven here are tight. At the end of the section, we also consider Random Serial Dictatorship, when there is no resource augmentation.

**Theorem 1.** The approximation ratio of SD with augmentation factor \( g \) in facility assignment instances with \( n \) agents is
In order to prove the theorem,\(^6\) we first need to introduce a different interpretation of the assignment produced by SD and the optimal assignment, in terms of a directed graph. We begin with a roadmap of the proof of Theorem 1.

1. We show how to represent an instance of facility assignment together with an optimal solution and a solution computed by the SD mechanism as a directed graph and argue that the instances in which the SD mechanism has the worst approximation ratio are specifically structured as directed trees.
2. We observe that the cost of the SD mechanism in these instances is upper-bounded by the objective value of a maximization linear program defined over the corresponding directed trees.
3. We use duality to upper-bound the objective value of this LP by the value of a feasible solution for the dual LP. This reveals a direct relation of the approximation ratio of the SD mechanism to a graph-theoretic quantity defined on a directed tree, which we call the cost of a path covering.
4. Our last step is to prove bounds on this quantity; these might be of independent interest and could find applications in other contexts.

Consider an instance \(I\) of facility assignment. Recall the interpretation of the problem as a metric bipartite matching and note that without loss of generality, each facility can be assumed to have capacity 1 and \(m \geq n\). Unless otherwise specified, agents and facilities are identified by the integers in \([n]\) and \([m]\), respectively.

Now, let \(O\) be any assignment on input \(I\), and let \(S\) be an assignment returned by the SD mechanism when applied on the instance \(I_g\) (where each facility has capacity \(g\)). We use a directed graph to represent the triplet \(I, O, \) and \(S\) as follows. The graph has a node for each facility. Each directed edge corresponds to an agent. A directed edge from a node corresponding to facility \(j_1\) to a node corresponding to facility \(j_2\) indicates that the agent corresponding to the edge is assigned to facility \(j_1\) in \(O\) and facility \(j_2\) in \(S\). Observe that there is at most one edge outgoing from each node; this edge corresponds to the agent that is assigned to the facility corresponding to the node in solution \(O\). Furthermore, a node may have up to \(g\) incoming edges, corresponding to agents assigned to the facility by the SD mechanism.

Representations as directed \(g\)-trees are of particular importance. A directed \(g\)-tree \(T\) is an acyclic directed graph that has a root node \(r\) of in-degree 1 and out-degree 0, leaves with in-degree 0 and out-degree 1, and intermediate nodes with in-degree \(g\) and out-degree 1. We now show that it suffices to restrict our

---

\(^6\) We point out here that statement 1 and a weaker version of statement 2 in Theorem 1 can be obtained as corollaries of results in the literature for the online transportation problem (see [11, 12]). However, we will prove the three statements of Theorem 1 as part of our more general framework.
Lemma 1. Given a instance $I$ with $n$ agents, an optimal solution $O$ for $I$ and a solution $S$ consistent with the SD mechanism when applied to instance $I_g$, there is another instance $I'$ with at most $n$ agents, with an optimal solution $O'$ and a solution $S'$ consistent with the application of the SD mechanism on the instance $I_g$ such that the representation graph of the triplet $(I', O', S')$ is a directed $g$-tree and such that

$$\frac{\text{cost}(S, I_g)}{\text{cost}(O, I)} \leq \frac{\text{cost}(S', I_g)}{\text{cost}(O', I')}.$$ 

Proof: Let $o_i$ and $s_i$ denote the facility to which agent $i$ is connected in assignments $O$ and $S$, respectively. We say that agent $i$ is optimal if $o_i = s_i$. We say that agent $i$ is greedy if $s_i \neq o_i$ and less than $g$ agents are assigned to facility $o_i$ when SD decides the assignment of agent $i$. This means that $d(A_i, F_{o_i}) \leq d(A_i, F_{s_i})$. We say that agent $i$ is blocked if $g$ agents are already assigned to facility $o_i$ when SD decides the assignment of agent $i$.

Starting from $(I, O, S)$, we construct a new triplet $(I', O', S')$ as follows:

- First, we remove all optimal agents. This corresponds to removing loops from the representation graph.
- Then, we repeat the following process as long as there exists a blocked agent $i$ that is connected under $S$ to a facility $j$ that is the optimal facility of a greedy agent. In this case, we introduce a new facility $j'$ at point $F_{j'}$ such that $d(A_i, F_{j'}) = d(A_i, F_j)$ and $d(F_{j'}, X) = d(A_i, F_{j'}) + d(A_i, X)$ for every other point $X$ of the space. The second equality guarantees that the set of all points corresponding to locations of agents and facilities that have survived and the newly introduced point $F_{j'}$ is a metric. This can easily be achieved by placing the new facility $j'$ such that it coincides with $j$ on the metric space. We assign agent $i$ to facility $j'$ instead of $j$; by the first equality above, this is consistent to the definition of the SD mechanism. In the representation graph, this step adds a new node corresponding to the new facility $j'$ and modifies the directed edge corresponding to blocked agent $i$ so that it is directed to the new node.
- Then, we remove all greedy agents that are not connected under $S$ to optimal facilities of blocked agents together with their optimal facilities.
- Then, for each facility $j$ that is used by $t \geq 2$ agents $i_1, i_2, \ldots, i_t$ in $S$ but is not used by any agent in $O$, we remove facility $j$ and introduce $t$ new facilities $j_1, j_2, \ldots, j_t$ such that $d(A_{i_k}, j_k) = d(A_{i_k}, j)$ for $k = 1, \ldots, t$ and $d(X, j_k) = d(X, A_{i_k}) + d(A_{i_k}, j_k)$ for every other point $X$ of the space. Again, the second equality guarantees that the set of all points corresponding to locations of agents and facilities that have survived and the newly introduced points $F_{j_1}, \ldots, F_{j_t}$ is a metric. For $k = 1, \ldots, t$, we assign agent $i_k$ to facility $j_k$; by the first equality above, this is consistent to the definition of the SD mechanism. In the representation graph, this step adds $t$ nodes corresponding to the new facilities $j_1, \ldots, j_t$ and, for $k = 1, \ldots, t$, it modifies the directed
We always use solution $S$ to be the optimal solution for instance $O$ obtained is optimal for the $g$-tree instance obtained at the final step until the solution $O''$ obtained is optimal for the $g$-tree instance obtained at the final step (this condition will eventually be satisfied as the optimal cost decreases in each application of the process). By setting $\hat{I} = I''$, $\hat{O} = O''$, and $\hat{S} = S''$ will then yield the triplet with the desired characteristics.

So, in the following, we will focus on triplets $(I, O, S)$ of a facility assignment instance $I$ with at most $n$ agents, with an optimal solution $O$, and with an SD solution $S$ for instance $I_k$ that have a graph representations as a directed $g$-tree $T$. Below, we use $\mathcal{P}$ to denote the set of all paths that originate from leaves. Given an edge $e$ of a $g$-tree, we use $\mathcal{P}_e$ (respectively, $\mathcal{P}_c$) to denote the set of all paths that originate from a leaf and cross (respectively, terminate with) edge $e$. We always use $e_r$ to denote the edge incident to the root of a $g$-tree.

So, in the following, we will focus on triplets $(I, O, S)$ of a facility assignment instance $I$ with at most $n$ agents, with an optimal solution $O$, and with an SD solution $S$ for instance $I_k$ that have a graph representations as a directed $g$-tree $T$. Below, we use $\mathcal{P}$ to denote the set of all paths that originate from leaves. Given an edge $e$ of a $g$-tree, we use $\mathcal{P}_e$ (respectively, $\mathcal{P}_c$) to denote the set of all paths that originate from a leaf and cross (respectively, terminate with) edge $e$. We always use $e_r$ to denote the edge incident to the root of a $g$-tree.
Our next observation is that \(\text{cost}(S, I_g)\) is upper-bounded by the objective value of the following linear program.

\[
\begin{align*}
\text{maximize} & \quad \sum_{e \in T} z_e \\
\text{subject to:} & \quad z_e - \sum_{a \in P \setminus \{e\}} z_a \leq \sum_{a \in P} d(A_a, F_{o_a}), e \in T, p \in \tilde{P}_e \\
& \quad z_e \geq 0, e \in T
\end{align*}
\]

To see why, interpret variable \(z_e\) as the distance of agent corresponding to edge \(e\) of \(T\) to the facility it is connected to under assignment \(S\). Then, clearly, the objective \(\sum_{e \in T} z_e\) represents \(\text{cost}(S, I_g)\). Now, how high can \(\text{cost}(S, I)\) be? The LP essentially answers this question (partially, because it does not use all constraints of the SD mechanism but sufficiently for our purposes). In particular, the LP takes into account the fact that the distance of agent \(e\) to the facility to which it is connected in \(S\) is not higher than the distance from the agent to any leaf facility in its subtree; this follows by the definition of the SD mechanism since leaf facilities are by definition available throughout the execution of the SD mechanism. Indeed, consider agent \(e\) and a path \(p \in \tilde{P}_e\). Since agent \(e\) is connected to facility \(s_e\) under SD and not to the facility corresponding to the leaf from which path \(p\) originates from, this means that the distance \(d(A_e, F_{o_a})\) is not higher than the distance of \(A_e\) from the location of the facility corresponding to that leaf. Since \(d\) is a metric, this distance is at most \(d(A_e, F_{o_a}) + \sum_{s \in P \setminus \{e\}} d(F_{o_a}, F_{o_s})\).

So, the constraint associated with path \(p \in \tilde{P}_e\) in the LP captures the inequality \(\sum_{s \in P \setminus \{e\}} d(F_{o_s}, F_{o_a}) \leq \sum_{s \in P \setminus \{e\}} d(F_{o_s}, F_{o_a})\), by replacing \(d(A_e, F_{o_a})\) with \(z_e\) and \(d(A_e, F_{o_a})\) with \(z_a\) and rearranging the terms.

By duality, the cost \(\text{cost}(I_g, S)\) of solution \(S\) is upper-bounded by the objective value of the dual linear program, defined as follows:

\[
\begin{align*}
\text{minimize} & \quad \sum_{p \in P} x_p \sum_{e \in P} d(A_e, F_{o_a}) \\
\text{subject to:} & \quad \sum_{p \in P_e} x_p \geq 1 \\
& \quad \sum_{p \in P_e} x_p - \sum_{p \in P \setminus P_e} x_p \geq 1, e \in T, e \neq e_r \\
& \quad x_p \geq 0, p \in P
\end{align*}
\]

Actually, for any feasible solution \(x\) of the dual LP, \(\text{cost}(S, I_g)\) is upper bounded by the quantity \(\sum_{p \in P} x_p \sum_{e \in P} d(A_e, F_{o_a})\). We will refer to any assignment \(x\) over the paths of \(P\) that satisfies the constraints of the dual LP as a path covering of the directed \(g\)-tree \(T\) and will denote its cost by \(c(x) = \max_{e \in T} \sum_{p \in P_e} x_p\). We repeat these definitions for clarity:

**Definition 1.** Let \(T\) be a directed tree. A function \(x : P \to \mathbb{R}^+\) is called a path covering of \(T\) if the following conditions hold:
\[ \sum_{p \in \mathcal{P}_e} x_p \geq 1 \text{ for the edge } e_r \text{ incident to the root of } T; \]
\[ \sum_{p \in \mathcal{P}_e} x_p = \sum_{p \in \mathcal{P}_e \cap \mathcal{P}_f} x_p \geq 1 \text{ if } e \neq e_r \text{ and } f \text{ denotes the parent edge of } e. \]

The cost \( c(x) \) of \( x \) is equal to \( \max_{e \in T} \sum_{p \in \mathcal{P}_e} x_p \).

**Lemma 2.** Let \( g \geq 2 \) be an integer, \( I \) be a facility assignment instance with an optimal solution \( O \), \( S \) be a solution of the SD mechanism when applied on instance \( I_g \), so that the triplet \((I, O, S)\) is represented as a directed \( g \)-tree \( T \) which has a path covering \( x \). Then, \( \text{cost}(S, I_g) \leq c(x) \cdot \text{cost}(O, I) \).

**Proof:** Using the interpretation of the variables of the primal LP, duality, and the definition of the cost of path covering \( x \), we have that

\[
\text{cost}(S, I_g) = \sum_{e \in T} z_e \leq \sum_{p \in \mathcal{P}} x_p \sum_{e \in \mathcal{P}} d(A_e, F_{o_e}) = \sum_{e \in T} d(A_e, F_{o_e}) \cdot \sum_{p \in \mathcal{P}_e} x_p \\
\leq c(x) \cdot \sum_{e \in T} d(A_e, F_{o_e}) = c(x) \cdot \text{cost}(O, I)
\]

as desired. \( \square \)

In order to establish the upper bounds in Theorem 1, it remains to show that path coverings with low cost do exist; this is what we do in the next three lemmas. We start with the Lemma for no augmentation. The proof of the lemma is omitted due to lack of space.

**Lemma 3.** Let \( T \) be a \( 1 \)-tree. Then, there is a path covering of \( T \) of cost \( 2^n - 1 \).

In the following, we identify path coverings of low cost for the case of \( g \geq 3 \) and \( g = 2 \). The next two lemmas complete the part of Theorem 1 that regards the upper bounds.

**Lemma 4.** Let \( g \geq 3 \) be an integer and \( T \) be a \( g \)-tree. Then, there is a path covering of \( T \) of cost \( \frac{g}{g-2} \).

**Proof:** We prove the lemma using the following assignment \( x \): for every path \( p \) of length \( \ell \), we set \( x_p = \frac{1}{g-2} g^{2-\ell} \) if it contains and edge that is adjacent to the root and \( x_p = \frac{g-1}{g-2} g^{1-\ell} \) otherwise.

We will first show that \( \sum_{p \in \mathcal{P}_e} x_p = \frac{g}{g-2} \) for every edge \( e \) using induction. We will do so by visiting the edges in a bottom-up manner (i.e., an edge will be visited only after its child-edges have been visited) and prove that the equality holds for edge \( e \) using the information that the equality holds for its child-edges. As the basis of our induction, consider an edge \( e \) that is adjacent to a leaf at depth \( \ell \geq 1 \) from the root. If \( \ell = 1 \), this means that the tree consists of a single edge and there is a single path \( p \) with \( x_p = \frac{1}{g-2} \). If \( \ell \geq 2 \), then the paths that contain edge \( e \) are those who end at each ancestor of the leaf adjacent to \( e \). Hence,

\[
\sum_{p \in \mathcal{P}_e} x_p = \sum_{i=1}^{\ell-1} \frac{g-1}{g-2} g^{1-i} + \frac{1}{g-2} g^{2-\ell} = \frac{g}{g-2}.
\]
Now, let us focus on a non-leaf edge \( e \) and assume that \( \sum_{p \in \mathcal{P}_e} x_p = \frac{g}{g-2} \) for each child-edge \( e_i \) (for \( i \in [g] \)) of \( e \) (this is the induction hypothesis). Let \( u \) be the node to which edges \( e \) and \( e_i \) with \( i \in [g] \) are incident. The set of paths in \( \mathcal{P}_e \) consists of the following disjoint sets of paths: for each edge \( e_i \) and for each path \( p \in \mathcal{P}_e \), set \( \mathcal{P}_e \) contains all super-paths of \( p \), i.e., paths originating from the leaf-node reached by \( p \) and ending at each ancestor of node \( u \); we use the notation \( \text{sup}(p) \) to denote the set of super-paths of \( p \). Observe that, the definition of \( x \) implies that a super-path \( q \) of \( p \) that is longer than \( p \) by \( j \) has \( x_q = \frac{1}{g^j} g^{1-j} x_p \) if \( q \) is adjacent to the root and \( x_q = g^{-j} x_p \), otherwise. Hence, assuming that node \( u \) is at depth \( \ell \geq 1 \) from the root, we have that

\[
\sum_{p \in \mathcal{P}_e} x_p = \sum_{i=1}^{g} \sum_{p \in \mathcal{P}_{e_i} \cap \text{sup}(p)} x_q = \left( \sum_{j=1}^{\ell-1} g^{-j} + \frac{1}{g-1} g^{1-\ell} \right) \sum_{i=1}^{g} \sum_{p \in \mathcal{P}_e} x_p \]

\[
= \frac{1}{g-1} \left( \sum_{j=1}^{\ell-1} g^{-j} + \frac{1}{g-1} g^{1-\ell} \right) \sum_{i=1}^{g} \sum_{p \in \mathcal{P}_e} x_p,
\]

which yields \( \sum_{p \in \mathcal{P}_e} x_p = \frac{g}{g-2} \) as desired, since \( \sum_{p \in \mathcal{P}_{e_i}} x_p = \frac{g}{g-2} \) by the induction hypothesis.

It remains to show feasibility. Clearly, \( \sum_{p \in \mathcal{P}_e} x_p = \frac{g}{g-2} \geq 1 \) if \( e \) is adjacent to the root. Otherwise, consider an edge \( e \), its parent edge \( f \), and their common endpoint \( u \). Assuming that \( u \) is at depth \( \ell \) from the root (and using definitions and observations we used above), we have

\[
\sum_{p \in \mathcal{P}_e \cap \mathcal{P}_f} x_p = \sum_{p \in \mathcal{P}_e \cap \text{sup}(p)} x_q = \left( \sum_{j=1}^{\ell-1} g^{-j} + \frac{1}{g-1} g^{1-\ell} \right) \sum_{p \in \mathcal{P}_e} x_p = \frac{1}{g-1} \sum_{p \in \mathcal{P}_e} x_p,
\]

which, together with the fact that \( \frac{g}{g-2} = \sum_{p \in \mathcal{P}_e} x_p = \sum_{p \in \mathcal{P}_e \cap \mathcal{P}_f} x_p + \sum_{p \in \mathcal{P}_e \cap \text{sup}(p)} x_q \) yields \( \sum_{p \in \mathcal{P}_e \cap \mathcal{P}_f} x_p = \frac{g}{g-2} \) and, consequently, \( \sum_{p \in \mathcal{P}_e} x_p = \frac{g}{g-2} \) as desired. \( \square \)

Finally, we state the lemma for augmentation factor \( g = 2 \). The proof is omitted due to lack of space.

**Lemma 5.** Let \( T \) be an \( N \)-node 2-tree. Then, there is a path covering of \( T \) of cost at most \( \log N \).

We have shown that the performance of SD significantly improves even with a small augmentation factor. A natural next question is to study its randomized counterpart, RSD. Could randomization help in achieving much better ratios? In the following, we state an approximation guarantee for RSD, when there is no resource augmentation. The proof is omitted due to lack of space.

**Theorem 2.** The approximation ratio of RSD without resource augmentation is \( \text{ratio}(\text{RSD}) \leq n \).
4 Lower Bounds

In this section, we provide lower bounds on the approximation ratio with augmentation of the two mechanisms that we study. Interestingly, the constructed instances are all on a simple metric space, the real line metric.

**Theorem 3.** The approximation ratio of Serial Dictatorship with augmentation factor $g$ in facility assignment instances with $n$ agents is

1. $\text{ratio}(SD) \geq 2^n - 1$
2. $\text{ratio}_2(SD) \geq \log(n + 1)$
3. $\text{ratio}_g(SD) \geq \frac{g}{g - 2} - \delta$ for any $\delta > 0$ when $g \geq 3$.

The approximation ratio of Random Serial Dictatorship is at least $\text{ratio}(RSD) \geq n^{0.26}$ (without resource augmentation).

We omit the proof of the theorem due to lack of space. The instances that provide the lower bounds as well as the proofs are included in the full version of the paper.

5 Discussion

We proposed a resource augmentation framework for algorithmic mechanism design, where a mechanism, severely limited by the need for truthfulness is given some additional allocative power before being compared to the optimal mechanism, which operates under no restrictions. The framework is applicable to other related problems as well; for example, the bi-criteria algorithms of [3] can be seen as instances of resource augmentation. The framework can also be applied to broader settings where the loss in performance is due to restrictions other than truthfulness, such as fairness [6], stability [7] or ordinality [8, 4]; all the problems in those papers can be studied through the resource augmentation lens. It is not hard to imagine that similar notions like the price of fairness [6], could be redefined in terms of resource augmentation.

For the facility assignment problem, we took a positive step in the study of Random Serial Dictatorship, proving approximation ratio bounds when there is no augmentation. It seems like an interesting technical question to obtain (tight) bounds for RSD and for different augmentation factors. It would also be meaningful to consider augmentation factors smaller than 2; note that a similar construction to the one in our main lower bound can be used to show that additive factors can not achieve significantly improved approximations. Finally, it makes sense to consider other truthful mechanisms, beyond the greedy ones. In the full version, we actually prove that for two facilities and no resource augmentation, the approximation ratio of SD is 3, which is optimal among all truthful mechanisms, even randomized ones.
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