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Abstract

As a measure of the long-term contribution produced by customers in a service or product relationship, life-time value, or LTV, can more comprehensively find the optimal strategy for service delivery. However, it is challenging to accurately abstract the LTV scene, model it reasonably, and find the optimal solution. The current theories either cannot precisely express LTV because of the single modeling structure, or there is no efficient solution. We propose a general LTV modeling method, which solves the problem that customers’ long-term contribution is difficult to quantify while existing methods, such as modeling the click-through rate, only pursue the short-term contribution. At the same time, we also propose a fast dynamic programming solution based on a mutated bisection method and the memoryless repeated experiments assumption. The model and method can be applied to different service scenarios, such as the recommendation system. Experiments on real-world datasets confirm the effectiveness of the proposed model and optimization method. In addition, this whole LTV structure was deployed at a large E-commerce mobile phone application, where it managed to select optimal push message sending time and achieved a 10% LTV improvement.

1 Introduction

Life-time value (LTV), which means the total value a customer could contribute to a specific business or program over the whole period of their interactions, anticipates how much profit this business or program is consistently making or will make. It plays an increasingly essential role in today’s internet companies for driving business growth [Zechthaml et al., 2001; Paquienséguy and He, 2018; Shiau et al., 2018]. Different from referring to some traditional product measurements such as click-through rate (CTR), whose goal is to maximize engagement of customers or to earn profit such as the advertising revenue in a short period, LTV also emphasizes to collect the long-term value a customer could produce from the current product or service while the others risk to an immediate user churn. For instance, as one of the current mainstream recommendation systems, the sequential recommendation can display almost an unlimited number of advertisements to a customer [Chen et al., 2018; Huang et al., 2018]. There are two main objectives that sequential recommendation aims to achieve, attracting customers to browse as many items as possible and capturing the interests of customers as accurately as possible. However, the only pursuit of CTR may harm the former measurement, and end with a sub-optimal solution because of the conflict between a longer browsing session and a higher immediate customer engagement. From a long-run perspective, LTV runs over CTR in such scenarios and can produce a significantly higher revenue. [Kumar et al., 2004; Chan et al., 2011].

To maximize the LTV of a product or service is not a trivial task. The Pareto/NBD framework is the first model to address LTV analysis, but it has been proved that it is hard to be applied in the real world during these years. In many circumstances, modeling the LTV structure usually means incorporating a lot of stochastic complexity, which makes the optimization extremely challenging. For instance, [Permana et al., 2014] applied the Markov chain model but admitted a very long convergence time.

In this paper, we propose a general life-time value optimization framework that is suitable for the scenario that decisions are made in discrete periods. Our framework can be regarded as an infinite round of independent experiments with the memoryless assumption on customers. In addition, this whole LTV structure was deployed at a large E-commerce mobile phone application, where it managed to select optimal push message sending time and achieved a 10% LTV improvement.
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sighted method. The offline experiments show an up-to 50% LTV improvement of the proposed model and an online A/B test also confirms its effectiveness by generating 10% more real business revenue.

Our main contributions are

- We propose a solid modeling method for LTV. This method is based on the memoryless repeated experiments assumption and captures not only customers’ short-term rewards, content clicks, or engagements, for instance, but also makes customers engage with the service or product as long as possible.
- Given this novel LTV modeling structure, we propose a dynamic programming algorithm to optimize the LTV. This algorithm incorporates a mutated bisection method as the key ingredient to efficiently optimize LTV under a dynamic programming structure.
- This whole LTV modeling and solution system can be applied in scenarios where LTV plays as the main interest. Its generalizability and expandability can easily add other related variables, such as time, customers’ features, etc., into the modeling process.
- The proposed model is deployed on an E-commerce mobile phone application for deciding the optimal push message sending time for customers and achieves a 10% enhancement on revenue.

The rest of the paper is organized as follows. In section 2, we discuss related works. After providing fundamental model definitions in section 3, section 4 provides the LTV optimization problem, different modeling strategies given various state transitions, and the proposed algorithm. Experiments results are shown in section 5, and section 6 concludes the paper.

2 Related Work

Although the concept of customer life-time value has been defined for decades, there is not much related work, especially from a mathematical modeling perspective. To our best acknowledgement, some recent modeling developments include applying decision trees [Bin et al., 2007; Ma and Qin, 2009; Kirui et al., 2013], neural network [Hadden et al., 2007; Glady et al., 2009; Karahoca and Karahoca, 2011], Markov chain model [Burez and Van den Poel, 2009; Dierkes et al., 2011] and association rules [Tsai and Chen, 2010]. One main problem of these works is that they rarely plug customer behavior into modeling and lack of future value estimation.

Optimizing LTV can be formulated as the stochastic shortest path (SSP) problem, and a recent work is from [Zhao et al., 2020], where a similar goal is proposed to improve the sequential recommendation. However, the SSP structure usually neglects the long-term contribution or value. The fundamental behind the SSP is the Markov decision process, and some related applications can be found in [Barto et al., 1995; Kolobov et al., 2011].

3 Preliminary

We describe the process of sending push messages to a customer’s mobile phone in the Markov Decision Process form.

3.1 Markov Decision Process

A Markov decision process (MDP) 4-tuple \((S, A, P, R)\) can be expressed by

- \(S\) is a set of states \(s_i \in S\), \(i = 1, \cdots\), in our case, state set \(S\) depicts users’ different reactions after receiving a push message, including continue allowing to receive more pushes and turn off the push channel;
- \(A\) is a set of actions \(a_i \in A\), \(i = 1, \cdots\), action set \(A\) includes two actions: the App keeps sending or stops sending the push to the customer;
- \(P_{s,a,s'} = P(s_{t+1} = s'|s_t = s, a_t = a)\) is the probability that action \(a\) in state \(s\) at time \(t\) will lead to state \(s'\) at time \(t + 1\), for each customer (we may use \(p\) to denote a general probability);
- \(R_{s,a,s'} = R_a(s, s')\) is the immediate reward (or expected immediate reward) received after the transition from state \(s\) to state \(s'\), due to action \(a\) (we may use \(r\) to denote a general reward).

Note that given a state and an action, we have

\[
\sum_{(s, s')} P_{s,a,s'} = 1, \quad \forall s \in S, \forall a \in A.
\]

3.2 Stochastic Shortest Path Problem

Based on an MDP model, the optimization of LTV can be formulated as an SSP problem, whose objective is to find a strategy \(\pi: S \rightarrow A\) that maximizes a customer’s long-term contribution, i.e.,

\[
\pi = \arg\max_\pi E\left(\sum_{t=1}^{T} R_{s_t, a_t}\right),
\]

where \(T\) is the life length. The distribution of \(T\) is

\[
P(T > t) = \prod_{i < t} P_{s_i, a_i, s_{i+1}}.
\]

Combining the above two equations, we have

\[
E\left(\sum_{t=1}^{T} R_{s_t, a_t}\right) = \sum_{t=1}^{T} R_{s_t, a_t} \times \prod_{i < t} P_{s_i, a_i, s_{i+1}}.
\]

Therefore, to optimize equation (3), we need to estimate each \(R_{s_t, a_t}\) and \(P_{s_i, a_i, s_{i+1}}\).

4 Modeling and Methods

Our objective is to select optimal push message sending time for customers on a large E-commerce App, with which we achieve these customers’ maximal LTV. We illustrate this process under an MDP framework. The most important step in an MDP is to determine its state transition.

4.1 State Transition Modeling

We start with introducing a fundamental state transition structure, where the sending time is not considered. After we send a push to a customer, there are two states: \((i)\) we can continue to send one more push; \((ii)\) the customer turns off the push channel, and we conclude the customer is lost. It is obvious
to note that if such state sequence is finite, then we are facing a classic stochastic shortest path problem, which tries to find the path from the initial state to the end state with the highest expected return value. The SSP problem can be solved by recursion [Ji, 2005]. Working with this transition structure cannot select a more appropriate sending time to access the customer. As a proactive customer reaching channel, sending push messages can easily cross the line and make customers feel disturbed, which happens more often if sending time is bad, say, when the customer is having a class or a meeting. Hence, putting the sending time into consideration should be necessary.

We extend the above state transition structure by incorporating time factor \( t \). Obviously, we require the sending time of the \( t^{th} \) push is ahead of the \((i + 1)^{th}\) push. The system structure is shown in figure 1, where the \((t, m)^{th}\) cell represents a state that in the first \( t \) time units, we send \( m \) pushes to the customer. At every state with time \( t \), two actions can be chosen and implemented: send or not send push. If the former, we follow the blue arrow and transfer the state from \((t, m)\) to \((t + 1, m + 1)\); and if the latter, the state follows the purple arrow and reaches \((t + 1, m)\). In addition, a red arrow exists, meaning that at every state, the customer might be lost because of our action. Assuming the state sequence is finite, the whole structure is, in essence, a directed acyclic graph (DAG). The optimal strategy can be deducted by reversing its topological order [Handley, 1994].

In fact, this structure with time \( t \) describes a customer’s state transition within a given day. Since we are dealing with a long-run process, it should be expanded. Here we define a directed graph \( G = (V, E) \) as follows

\[
V = \{s_{\text{init}}, s_{\text{loss}}, s_{\text{surv}}, s_1, s_2, s_3, \cdots \},
\]

\[
E = \{(s_{\text{init}}, s_i) \cup \{s_i, s_j\} \cup \{s_i, s_{\text{surv}}\}, \]

where \((s_{\text{init}}, s_i)\) and \((s_i, s_j)\) indicate an effective state transition, \((s_i, s_{\text{loss}})\) represents the action makes the customer leave and \((s_i, s_{\text{surv}})\) means the customer finally survives.

Unlike the standard type of dynamic programming problems, this graph problem contains either an infinite number of states with no loop transition, or finite states with loop transition. Whichever type it is, it is hard to solve it as a Markov decision process problem.

To effectively simulate our scenario, we propose to consider using the memoryless repeated experiments assumption (MREA), whose practical value has been highly appreciated in many fields [Jerath et al., 2011]. One famous application of MREA in the economy is the “Buy Till You Die” model [Fader et al., 2005]. A key point of MREA is that if a customer keeps active to the next period, the future value he would create is the same as the value he creates since this period. The initial state of a customer on day one is exactly the same as day two and so. The strategy can be interpreted as we keep sending pushes to a customer until he leaves this channel. Mathematically, following MREA, we have

\[
f(s_{\text{init}}^1) = f(s_{\text{init}}^2) = \cdots = f(s_{\text{surv}}),
\]

where \(s_{\text{init}}^i\) is the initial state on day \( i \).
Due to MREA, each day’s initial state keeps the same and so do other conditions.

Figure 2: The diagram of state transition under MREA.

4.2 Optimization Methods

Brute Force

Consider the 1-day case, we need to optimize

\[ f(s) = \max_{a \in A} \sum_{s'} P_{s,a,s'} \cdot [R_{s,a,s'} + f(s')] \tag{5} \]

with the initial condition

\[ f(s_{\text{loss}}) = f(s_{\text{surv}}) = 0. \tag{6} \]

The corresponding brute force method is shown in Algorithm 1. After expanding figure 2 into an appropriate scale, say, day 1 to day 100, the above brute force method is able to solve the problem, and we can use the solution to approximate the exact one. However, there are two drawbacks. First, the approximated solution might have a significant gap to the exact one. However, there are two drawbacks. First, the approximated solution might have a significant gap to the exact one; second, the computational complexity would be enlarged by multiplying a large constant.

Algorithm 1 One-round Value Optimization (BF)

**Input:** transition probability \( P_{s,a,s'} \in [0, 1] \) and reward \( R_{s,a,s'} \in [0, 1] \) if we apply action \( a_j \in A \) on state \( s_i \in S \) and transition to state \( s_k \in S \).

**Output:** the optimized one-round value.

**Initialization:** \( N_s \leftarrow |S|, N_a \leftarrow |A|, f(\cdot) \leftarrow -\infty, f(s_{\text{surv}}) \leftarrow 0, f(s_{\text{loss}}) \leftarrow 0. \)

Compute the inversed topologic order \( L = (s_{\text{surv}}, s_{\text{loss}}, s_1, s_2, \ldots, s_N, s_{\text{init}}) \)

for each \( s \in L \setminus \{s_{\text{surv}}, s_{\text{loss}}\} \) do

for each \( a \in A \) do

\[ v_a = 0 \]

for each \( s' \in S \) where \( P_{s,a,s'} > 0 \) do

\[ v_a \leftarrow v_a + P_{s,a,s'} \cdot (R_{s,a,s'} + f(s')) \]

end for

\[ f(s) \leftarrow \max(f(s), v_a) \]

end for

return \( f(s_{\text{init}}) \)

MREOpt

In this subsection, we first clearly distinguish short and long-term LTV that appeared in problem. We know that

\[ f(s_{\text{init}}) \] would eventually transfer to \( f(s_{\text{surv}}) \) with probability \( p \), or we get the customer lost after receiving a short-term return \( r \) with probability \( 1 - p \). In our case, \( p \) is the probability that a customer clicks the push. Due to MREA, for the long-term LTV, we have \( f(s_{\text{init}}) = f(s_{\text{surv}}) \) and

\[ f(s_{\text{init}}) = pf(s_{\text{surv}}) + r = pf(s_{\text{init}}) + r, \tag{7} \]

thus

\[ f(s_{\text{init}}) = \frac{r}{1-p}. \tag{8} \]

Given equations (7) and (8), we factorize \( f(s_i) \) by referring to the short and long-term LTV. For convenience, we define

\[ \hat{f}_{s_i} := (f(s_i), p, f(s_i), r). \]

This quantity represents that when period \( i \) ends, a customer can generate a long-term LTV with probability \( p \) and obtain a short-term return \( r \).

The only deterministic final state has to be defined accordingly. We thus have \( f(s_{\text{loss}}) = (0, 0) \) and \( f(s_{\text{surv}}) = (1, 0) \).

We propose a dynamic programming method, namely memoryless repeated experiments optimization (MREOpt), to maximize LTV given the unlimited rounds of state, and the memoryless repeated experiments assumption. We begin searching the best state transition trajectory by an initial
guess value and then iteratively use the bisection method to optimize the return value. The algorithm detail is shown in algorithm 2.

The main difference between algorithm 1 and 2 lies in the change of recursion equations, and the latter one is

\[
(f(s), p, f(s), r) = \max_{a \in \mathcal{A}} \sum_{s'} \mathbb{P}_{s, a, s'} \cdot f(s'), p, \sum_{s'} \mathbb{P}_{s, a, s'} \cdot [R_{s, a, s'} + f(s'), r].
\]

Note here we define “max” operation with respect to $g$ by the rule

\[
(p, r) < (p', r') \iff p \cdot g + r < p' \cdot g + r',
\]

which expresses that the best short and long-term combination is selected given the long-term value is $g$. More specifically, if a strategy can earn a short-term return $r$ with probability $p$ being alive, it would continue to earn a long-term return $g$. This rule maps a combination of $(r, g)$ to a singular value, which can be solved by a usual recurrence relation.

We then prove the correctness of algorithm 2.

**Lemma 1.** If $g$ is monotonically increasing, $f(s_{\text{init}}) \cdot p \cdot g + f(s_{\text{init}}) \cdot r$ is increasing and continuous.

**Proof.** If the optimal strategy does not change when $g$ increases, then $f(s_{\text{init}}) \cdot p$ and $f(s_{\text{init}}) \cdot r$ do not change. If the optimal strategy is about to change, which means there exists a pair $(p', r')$ such that $p \cdot g + r = p' \cdot g + r'$, we switch their values. If we use $(p^*, r^*)$ to denote the survival probability and short-term LTV at the changing state point, the two strategies satisfy

\[
p \cdot g + r = p' \cdot g + r' \implies p^* \cdot (p \cdot g + r) + r^* = p^* \cdot (p' \cdot g + r') + r^*.
\]

Therefore, the strategy switching does not change the result. Function $f(s_{\text{init}}) \cdot p \cdot g + f(s_{\text{init}}) \cdot r$ is increasing and continuous.

**Lemma 2.** If we define $F(g) = f(s_{\text{init}}) \cdot p \cdot g + f(s_{\text{init}}) \cdot r$, then $F$ is continuous and there exists $g'$ satisfying

\[
g' = \frac{f(s_{\text{init}}) \cdot r}{1 - f(s_{\text{init}}) \cdot p}.
\]

**Proof.** Based on the previous context, we know that $f(s_{\text{init}}) \cdot r$ is the actual LTV generated by the optimal strategy, which is

\[
\frac{f(s_{\text{init}}) \cdot r}{1 - f(s_{\text{init}}) \cdot p} = f(s_{\text{init}}) \cdot r + f(s_{\text{init}}) \cdot p \cdot f(s_{\text{init}}) \cdot r + \cdots. \tag{9}
\]

As a guessed LTV, function $g$ only affects the strategy selection during state transition. When $g = 0$, $F(g) = f(s_{\text{init}}) \cdot r \geq 0$, so $g \leq F(g)$; when $g \to \infty$, since $p, r \leq 1$, we have $F(g) = f(s_{\text{init}}) \cdot p \cdot g + f(s_{\text{init}}) \cdot r \leq g$. From lemma 1 and the mean value theorem, there exists a $g'$ satisfying $F(g) = g'$, so

\[
F(g) = f(s_{\text{init}}) \cdot p \cdot g' + f(s_{\text{init}}) \cdot r = g' \implies g' = \frac{f(s_{\text{init}}) \cdot r}{1 - f(s_{\text{init}}) \cdot p}.
\]

**Theorem 1.** Algorithm 2 can optimize the customer life-time value offline and find the best combination of actions.

**Proof.** From lemma 1 and lemma 2, there is exactly one interval $\Omega$ satisfying $F(g) = g'$. We can start the iteration by picking a strategy $g^1 \in \Omega$. On the one hand, algorithm 2 guarantees to update $g^1$ to be more close to $\Omega$; and on the other hand, the set of optional strategies is finite. Therefore, algorithm 2 maximizes LTV.

If a customer is not lost or leaves the channel, his feedback does not cause influence on the optimal strategy; otherwise, a lost customer cannot generate subsequent behaviors. Thus algorithm 2 can work offline.

## 5 Experiments and Results

In this section, based on offline historical data, we test whether the LTV model proposed in the last section can achieve a higher LTV compared to other methods. The experiments in this section are implemented on a large E-commerce App.

### 5.1 Dataset and Prediction Model

**Dataset:** The dataset comes from the E-commerce App and is about push message sending records of this App. The size of this dataset is up to ten billion.

Based on the dataset, the App already obtains a well-trained model that can provide the probability of a customer clicking a specific push message given the customer’s personal information and the push content. Moreover, it also has an accurate model that calculates the probability of a customer closing the push message channel. The first model can work as the approach to learning the reward function in the push engagement process, while the second model can provide information implying whether a customer is about to quit or end the service.

### 5.2 Evaluation Measures

In the experiment, we consider the cumulative clicks as cumulative customer engagement. Without loss of generality, we name cumulative clicks as LTV for short. Moreover, we use $LT$ to indicate life-time. In offline evaluation, suppose that the number of push message sequences is $T$. These two indicators are defined as

\[
\text{LTV} = \sum_{i=1}^{T} R_{s_i, a_i} \times \prod_{i < t} (1 - P_{s_i, a_i, s_{i+1}}), \tag{10}
\]
\[ LT = \sum_{t=1}^{T} \prod_{i<t} (1 - P_{s_i,a_i,A}). \] (11)

We define \( CTR \) of the push sending sequence as
\[ CTR = \frac{LTV}{LT}. \] (12)

In online evaluation, \( LTV \) can be counted as
\[ LTV = \sum_{t=1}^{T} c_t, \] (13)
where \( c_t \in \{0, 1\} \) is the click behavior at step \( t \), and \( T \) is the life-time, i.e., \( LT = T \).

In the following parts, when we report \( LTV \), \( LT \) and \( CTR \), they are referring to the corresponding average values summarized over ten million randomly selected customers from the customer pool.

5.3 Compared Strategies
In the experiment, we compare MREOpt with the greedy strategy and the BF method. The main characteristic of the greedy strategy is the customers’ quitting probability, or push channel closing probability, is not considered, and it only tries to find a path maximizing the clicking rates. As we introduced earlier, the BF method can be used to optimize \( LTV \) as long as the sequence is finite.

In the experiment, we assume the App can send a large number of push messages to a customer in a day, which is, though, not likely in reality. Each sending time comes from a candidate time pool whose size is denoted as \( \Lambda \). We use the notation \( M \) to denote the maximum number of push messages that we can send to a customer in a day.

5.4 Results and Analysis
The detailed offline experiment results are shown in table 1 to 3, and we can find that the greedy method has the best \( CTR \) while MREOpt achieves the best \( LTV \) and \( LT \). The greedy method does not care about the customer’s life span but aggressively picks the best move to gain immediate reward, i.e., higher click rate, without considering customers’ quitting probability. As we expect, the MREOpt method plans to improve \( LTV \) through making customers stay longer in the service. Although the brute force method also includes the quitting probability into the decision process, it, as we state, loses its efficiency when the state sequence is very long or close to infinity.

\[
\begin{array}{cccccc}
\text{Method} & M = 10 & & M = 50 & \\
& LTV & LT & CTR & LTV & LT & CTR \\
\text{Greedy} & 0.609 & 1.499 & 0.407 & 0.697 & 1.763 & 0.395 \\
\text{BF} & 0.781 & 2.063 & 0.378 & 0.724 & 2.116 & 0.342 \\
\text{MREOpt} & 0.817 & 2.239 & 0.365 & 0.792 & 2.139 & 0.37 \\
\end{array}
\]

Table 1: Offline evaluation results when \( \Lambda = 100 \).

5.5 Online Evaluation
After the offline evaluation confirming the effectiveness of the model and the MREOpt algorithm, we deploy this system on a real E-commerce App. A one-month A/B test is conducted to see each strategy’s online effects. Besides \( LTV \), another direct online measurement is the customers’ revenue contribution or gross merchandise value (GMV). Because of the data privacy protocol, we here do not exhibit exact business statistics but use the greedy method as the benchmark, and show the relative improvement of the other two algorithms.

\[
\begin{array}{cccc}
\text{Method} & LTV+\% & LT+\% & GMV+\% \\
\text{Greedy} & – & – & – \\
\text{BF} & 6.2\% & 11.5\% & 2.8\% \\
\text{MREOpt} & 10.1\% & 14.7\% & 5.1\% \\
\end{array}
\]

Table 4: Online evaluation of \( LTV \), \( LT \) and \( GMV \) improvement when benchmark comes from the greedy method.

From table 4, we can see that our proposed algorithm MREOpt generates significantly higher \( LTV \), \( LT \) compared to other methodologies, which also produces real business value.

6 Summary
This paper proposes a novel \( LTV \) modeling structure and an effective optimization algorithm MREOpt for maximizing customers’ life-time value. This algorithm is built on the memoryless repeated experiments assumption and iteratively combines the bisection method and dynamic programming to update solutions. In our experiment, we manage to apply it to decide the optimal push message sending time on a large E-commerce App. Offline experiment results show that MREOpt can achieve an up to 60% improvement optimizing customers’ life-time value compared to commonly-used methods. Online results also support the superior advantage of MREOpt because it brings 5% GMV enhancement.
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