Abstract
The article presents conducted experiments using recurrent neural networks for emotion detection in musical segments. Trained regression models were used to predict the continuous values of emotions on the axes of Russell’s circumplex model. A process of audio feature extraction and creating sequential data for learning networks with long short-term memory (LSTM) units is presented. Models were implemented using the WekaDeeplearning4j package and a number of experiments were carried out with data with different sets of features and varying segmentation. The usefulness of dividing the data into sequences as well as the point of using recurrent networks to recognize emotions in music, the results of which have even exceeded the SVM algorithm for regression, were demonstrated. The author analyzed the effect of the network structure and the set of used features on the results of the regressors recognizing values on two axes of the emotion model: arousal and valence. Finally, the use of a pretrained model for processing audio features and training a recurrent network with new sequences of features is presented.

Keywords Emotion detection · Audio features · Sequential data · Recurrent neural networks

1 Introduction
Music is an organization of sounds over time, and one of its more important functions is the transmission of emotions. The music created by a composer is ultimately listened to by a listener. The carriers of emotions are sounds distributed over time, their quantity, pitch, timbre, loudness, and their mutual relations. These sounds in music terminology are described by melody, instruments, dynamics, rhythm, and harmony. Before a person notices the emotions in music, he/she must have some time to analyze the listened to fragment (Bachorik et al., 2009); depending on the changes in melody, timbre, dynamics, rhythm, or harmony, we can notice different emotions, such as happy, angry, sad, or relaxed.
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The aim of this paper was to imitate the time-related perception of emotions in music by humans through the construction of an automatic emotion detection system using recurrent neural networks (RNN). Just as the human brain is “fed” with subsequent sound information over time, on the basis of which it perceives the emotions in music, similarly, the neural network downloads subsequent information vectors in subsequent time steps to predict the emotion value of the analyzed musical fragment.

2 Related work

Division into categorical and dimensional approach can be found in papers devoted to music emotion recognition (MER). In the categorical approach, a number of emotional categories (adjectives) are used for labeling music excerpts (Lu et al., 2006; Grekow, 2015; Patra et al., 2017). In the dimensional approach, emotion is described using dimensional space, like the 2D model proposed by Russell (1980), where the dimensions are represented by arousal and valence (Weninger et al., 2014; Coutinho et al., 2015; Grekow, 2016; Delbouys et al., 2018; Grekow, 2018b).

MER task can also be divided into static or dynamic, where static MER detects emotions in a relatively long section of music of 15–60 s (Delbouys et al., 2018; Patra et al., 2018; Chowdhury et al., 2019), and dynamic MER examines changes in emotions over the course of a composition, for example, every 0.5 or 1 s. Dynamic MER task was conducted by MediaEval Benchmarking Initiative for Multimedia Evaluation, the results of which were presented by Aljanaki et al. (2017).

A comprehensive review of the current emotionally-relevant computational audio features used in MER was presented by Panda et al. (2020). They show the relations between eight musical dimensions (melody, harmony, rhythm, dynamics, timbre, expressivity, texture, and form) and specific emotions.

Long-short term memory recurrent neural networks were used in dynamic MER task by Coutinho et al. (2015). Low-level acoustic descriptors extracted using openSMILE and psychoacoustic features extracted with the MIR Toolbox were used as input data. A multivariate regression performed by deep recurrent neural networks was used to model the time-varying emotions (arousal, valence) of a musical piece (Weninger et al., 2014). In this work, a set of acoustic features extracted from segments of 1 s length were used.

Delbouys et al. (2018) used mel-spectrogram from audio and embedded lyrics as input vectors to the convolutional and LSTM networks. Chowdhury et al. (2019) used VGG-style convolutional neural networks to detect 8 emotional characteristics (happy, sad, tender, fearful, angry, valence, energy, tension). For network training perceptual mid-level features (melodiousness, articulation, rhythmic stability, rhythmic complexity, dissonance, tonal stability, modality) were used, and spectograms from audio signals were used as input vector for neural networks. Deep signal processing architectures and feature learning that can be used in content-based music informatics retrieval (MIR) challenges were presented by Humphrey et al. (2012).

The use of pretrained models in MIR classification tasks was presented in (Hamel et al., 2013; Oord et al., 2014). (Choi et al., 2017) used a pretrained convolutional neural network for music classification and regression tasks. A pretrained on mel-spectrograms model is used as a feature extractor in six music information retrieval and audio-related tasks. The proposed approach uses features from every convolutional layer after applying average pooling to reduce their feature map sizes.
What distinguishes this work from others is that it uses a different segment length (6 s) than the standard static MER, as well as proposes a method of preparing data for recurrent neural networks, which it tests with various low and mid-level features. Due to the fact that the studied segment is relatively short, a solution of using a sliding window also allows to study changes in emotions throughout the entire composition, i.e. similar to dynamic MER. This article is an extension of a conference paper (Grekow, 2020) where the problem was preliminarily presented. In the presented article, the emotion detection method has been expanded to include the use of a pretrained model for processing audio features.

The rest of this paper is organized as follows. Section 3 describes the music data set and the emotion model used in the conducted experiments. Section 4 presents the tools used for feature extraction and preparation of data before building the models. Section 5 describes the details of the built recurrent neural networks. Section 6 presents the results obtained while building the models using the features obtained from audio tools. The use of pretrained models as feature extraction in connection with the recurrent neural network is described in Section 7. Finally, Section 8 summarizes the main findings.

3 Music data

A well-prepared database of learning examples affects the results and the correctness of the created models predicting emotions. The advantages of the obtained database are well-distributed examples on the emotion plane as well as congruity between the music experts’ annotations. The data set consisted of 324 six-second fragments of different genres of music: classical, jazz, blues, country, disco, hip-hop, metal, pop, reggae, and rock. The tracks were all 22050 Hz mono 16-bit audio files in .wav format. The training data were taken from the publicly available GTZAN\(^1\) data collection (Tzanetakis & Cook, 2002). After the selection of samples, the author shortened them to the first 6 seconds, which is the shortest possible length at which experts could detect emotions for a given segment. Bachorik et al. (2009) investigated the length of time required for participants to initiate emotional responses to musical samples. On average, participants with varying musical training required 8 seconds of music before initiating emotional judgments. In our experiment, we used five music experts, thus it was decided that the samples will be shortened to 6 seconds.

Data annotation was done by five music experts with a university musical education. The musical education of the experts, people who deal with the creation and analysis of emotions in music on a daily basis, allows us to trust the quality of their annotations. Each annotator annotated all records in the data set - 324 six-second fragments. Each music expert had heard all the examples in the database. As a result during the annotation each annotator was able to see all the shades of emotions in music, which is not always the case in databases with the emotions determined. This had a positive effect on the quality of the received data, which was emphasized by Aljanaki et al. (2017).

During annotation of music samples, we used the two-dimensional arousal-valence Russell’s model (Fig. 1) to measure emotions in music, which consists of two independent dimensions of arousal (vertical axis) and valence (horizontal axis). Each music expert making annotations after listening to a music sample had to specify values on the arousal and valence axes in a range from \(-10\) to 10.

---

\(^1\)https://www.tensorflow.org/datasets/catalog/gtzan
Fig. 1  Russell’s circumplex model (Russell, 1980)

Fig. 2  Data set on A-V emotion plane
Value determination on the arousal-valence axes (A-V) was clear with a designation of a point on the A-V plane corresponding to the musical fragment. The data collected from the five music experts were averaged. Figure 2 presents the annotation results of a data set with A-V values. The amount of examples obtained in the quarters on the A-V emotion plane is presented in Table 1.

A well-prepared database, i.e. one suitable for independent regressors predicting valence and arousal, should contain examples where the values of valence and arousal are not correlated. To check if valence and arousal dimensions are correlated in our music data, the Pearson correlation coefficient was used. The obtained value of $r = -0.03$ (i.e. close to zero) indicates that arousal and valence values are not correlated and the music data are a well spread in the quarters on the A-V emotion plane.

All examples in the database were marked by five music experts and their annotations had good agreement levels. A good level of mutual consistency was achieved, represented by Cronbach’s $\alpha$ calculated for the annotations of arousal ($\alpha = 0.98$) and valence ($\alpha = 0.90$). We can see that the experts’ annotations for the arousal value show greater agreement than for the valence value, which is in line with the natural perception of emotions by humans (Aljanaki et al., 2017). Details on creating the music data were presented in a previous paper (Grekow, 2018a). The collected music data set is available on the web site.2

### 4 Audio feature extraction

#### 4.1 Tools for feature extraction

For feature extraction, tools for audio analysis and audio-based music information retrieval, Essentia (Bogdanov et al., 2013) and Marsyas (Tzanetakis & Cook, 2000), were used. Marsyas software, written by George Tzanetakis, has the ability to analyze music files and to output the extracted features. The tool enables the extraction of the following features: Zero Crossings, Spectral Centroid, Spectral Flux, Spectral Rolloff, Mel-Frequency Cepstral Coefficients (mfcc), and chroma features - 31 features in total. For each of these basic features, Marsyas calculates four statistic features (mean, variance and higher-order statistics over larger time windows). The feature vector length obtained from Marsyas was 124.

Essentia is an open-source library, created at the Music Technology Group, Universitat Pompeu Fabra, Barcelona. In the Essentia package, we can find a number of executable extractors computing music descriptors for an audio track: spectral, time-domain, rhythmic,
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2https://github.com/grekowski/musemodataset
and tonal descriptors. Extracted features by Essentia are divided into three groups: low-level, rhythm, and tonal features. A full list of features is available on the web site.\(^3\) Essentia also calculates many statistics over values collected in array: the mean, geometric mean, power mean, median of an array, all its moments up to the 5th-order, its energy, and the root mean square (RMS). The feature vector length obtained from Essentia was 529.

### 4.2 Preparing data for RNN

Recurrent neural networks process sequential data and find relationships between the input data sequences and the expected output value. To be able to train the recurrent neural network, it is necessary to enter sequences of the feature vectors. In this paper, to extract correlations with time in the studied music fragments, they were segmented into smaller successive sections. The process of dividing a fragment of music (6 s) into smaller segments of a certain length \(t\) (1, 2 or 3 s) and overlap (0 or 50\%) is shown in Fig. 3. To split the wav file, the `sfplay.exe` tool from Marsyas toolkit was used. From the created smaller segments of music, feature vectors were extracted, which were used to build a sequence of learning vectors for the neural network. A program was written that allows to select the segmentation option for a music fragment, performs feature extraction, and prepares data to be loaded to a neural network.

### 5 Recurrent neural networks

Long short-term memory (LSTM) units, which were defined in Gers et al. (2000), were used to build recurrent networks. LSTM units are special kinds of memory blocks that solve the vanishing gradient problem occurring with simple RNN units. Each LSTM unit consists of a self-connected memory cell and three multiplicative regulators - input, output, and forget gates. Gates provide LSTM cells with write, read, and reset operations, which allows the LSTM unit to store and access information contained in a data sequence that corresponds to data distributed over time. The weights of connections in LSTM units need to be learned during training.

#### 5.1 Implementation of RNN

The WekaDeeplearning4j package (Lang et al., 2019), which was included with the Weka program (Hall et al., 2009), was used to conduct the experiments with recurrent neural networks. This package makes deep learning accessible through a graphical user interface. The WekaDeeplearning4j module is based on Deeplearning4j,\(^4\) which is a widely used open-source machine learning workbench implemented in Java. Weka with WekaDeeplearning4j package enables users to perform experiments by loading data in the Attribute-Relation File Format (ARFF), configuring a neural network, and running the experiment.

To predict emotions in music files, a neural network was proposed with the structure shown in Fig. 4. Input data were given to the network in the form of a sequence set of feature vectors, and then processed by a layer consisting of LSTM units (LSTM1–LSTMn). The
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\(^3\)http://essentia.upf.edu/documentation/algorithms_reference.html

\(^4\)https://deeplearning4j.org

\(\copyright\) Springer
next layer built of densely connected neurons (1–n) converted the signals received from the LSTM layer and created an output signal.

### 5.2 ARFF data for RNN

The Weka program allows to load learning data in the ARFF format. During training, the recurrent neural network from WekaDeeplearning4j package needs sequential data and output training values. The prepared data are slightly different from typical ARFF data because they contain a *relational* attribute that specifies the set of features found in each step of the sequence (code below). The definition of the feature set ends with the *@end* keyword, which in our case refers to *@attribute bag relational*. The data at each time step is separated by \n. In the data section, the entire sequence of one example is written on one line enclosed in quotation marks (“”) and terminated with the *output value*. To prepare data for the neural network implemented using the WekaDeeplearning4j package, the author wrote a script that converts vectors obtained during feature extraction into sequences saved in one
ARFF format file. Below is an example of training data containing attribute definitions and two data sets with a 3-step sequence, and the numeric output value (value of arousal).

```arff
@relation Arousal_Sequential_Data
@attribute bag relational
    @attribute Mean_MFCC0 numeric
    @attribute Mean_MFCC1 numeric
    @attribute Mean_MFCC2 numeric
    ...
    @attribute feature_no_124 numeric
@end bag
@attribute output numeric
@data
"-48.145309,5.329454,-0.679031,...1.027434,\n-50.730044,6.186828,0.431127,...0.435338,\n-47.753233,6.319406,-0.583467,...0.505049,\n"-55.54411,6.869730,1.128843,...0.106391,\n-55.178950,9.128733,0.437831,...-0.151600,\n-52.558833,7.650667,-0.268933,...0.136838,\n"-0.2875...
```

[Example of learning data with a 3-step sequence]

5.3 Parameters of the RNN

The structure of the neural network was built once with one LSTM layer, once with two layers, and with different amounts of LSTM units (124, 248). A tanh activation function was used for LSTM units. For our regression task (prediction of continuous values of arousal and valence), the identity activation function for a dense layer was used, in conjunction with the mean squared error loss function. For weight initialization, the Xavier method was used and the Nesterov updater helped to optimize the learning rate. The network was trained with 100 epochs and to avoid overfitting an early stopping strategy was used. The training process was stopped as soon as the loss did not improve anymore for 10 epochs. The loss was evaluated on a validation set (20% of the training data).
6 Experiments and results

During the conducted experiments, regressors for predicting arousal and valence were built. As baseline for comparing the results of the obtained regressors a simple linear regression model (lr) was chosen. The data were also tested with second baseline SMOreg algorithm with polynomial kernel, which is an implementation of the support vector machine for regression. The author also tested the usefulness of SMOreg on the same database in previous papers (Grekow, 2016; 2017). In our experiments, both baseline algorithms (SMOreg, lr) were tested on the same music fragments as the neural networks but on non-segmented fragments. These two algorithms were trained using data obtained from the whole (6 s) music samples.

The regression algorithms were evaluated using the 10-fold cross validation technique (CV-10). The coefficient of determination ($R^2$) and mean absolute error (MAE) were used to assess model efficiency. Before constructing regressors arousal and valence annotations were scaled between $[-0.5, 0.5]$. Before providing input data to the neural network, the data was standardized to zero mean and unit variance.

Regressors were built using RNN (RnnSequenceClassifier (Lang et al., 2019)) and were tested in 4 variants:

- RNN1 - 1 layer x 124 LSTM units;
- RNN2 - 2 layers x 124 LSTM units each;
- RNN3 - 1 layer x 248 LSTM units;
- RNN4 - 2 layers x 248 LSTM units each.

6.1 RNN with Marsyas features

During the testing of RNN efficiency, features obtained from Marsyas tool were divided into 3 sets:

- All Marsyas features (124);
- Mfcc features - 13 Mel Frequency Cepstral Coefficients x 4 statistic (52);
- Chroma features - (12 pitch class features + minimum and average for A pitch class) x 4 statistic (54).

Tables 2 and 3 present the coefficient of determination ($R^2$) and mean absolute error (MAE) obtained during building regressors using chroma and mfcc features. The best results for each regressor type (arousal, valence) are marked in bold. From the obtained results, we can see that the usefulness of the chroma features is small compared with the

| Table 2 | Results obtained for chroma features |
|---------|-------------------------------------|
|          | Arousal | Valence |
|          | $R^2$   | $MAE$   | $R^2$   | $MAE$   |
| Linear regression | 0.40 | 0.17 | 0.02 | 0.18 |
| SMOreg | 0.43 | 0.16 | **0.04** | **0.17** |
| RNN1 (124 LSTM) | 0.43 | 0.17 | 0.02 | 0.18 |
| RNN2 (124, 124 LSTM) | **0.48** | **0.15** | 0.03 | 0.17 |
| RNN3 (248 LSTM) | 0.41 | 0.17 | 0.02 | 0.18 |
| RNN4 (248, 248 LSTM) | 0.46 | 0.16 | 0.02 | 0.18 |
mfcc features. The results for mfcc features far outweigh those for chroma features. A significant improvement can be seen in the case of $R^2$ for valence.

Table 4 presents the results for all Marsyas features. A simple linear regression model and support vector machine for regression (SMOreg) were outperformed by the RNN models, in two cases RNN2, RNN4 for arousal and valence. The best results were obtained with RNN4 (2 layers x 248 LSTM): $R^2 = 0.67$ and $MAE = 0.12$ for arousal, $R^2 = 0.17$ and $MAE = 0.15$ for valence. We see that RNN with two LSTM layers gives better results for both arousal as well as valence. As expected, the results show that the sequential modeling capabilities of the RNN are useful for this task.

The use of all features gives the best results; however, in the case of arousal, the set of mfcc features gives quite comparable results, similar to the whole set of features ($R^2 = 0.66$ and $MAE = 0.12$, Table 3). The best results were obtained at a segment length of 2 s and without overlap, and those are presented here.

### 6.2 RNN with Essentia features

Experiments with the features obtained from the Essentia package were also conducted. These features include the mfcc and chroma features, which are also in the Marsyas tool, but also contain many higher-level features such as rhythm or harmony. Table 5 shows the results of the experiments. The experiments were expanded by two networks with an increased number of LSTM units, similar to the number of features in the sequence:

- RNN5 - 1 layer x 529 LSTM units;
- RNN6 - 2 layers x 529 LSTM units each.

### Table 3 Results obtained for mfcc features

| Model                        | Arousal | Valence |
|------------------------------|---------|---------|
|                              | $R^2$   | MAE     | $R^2$   | MAE     |
| Linear regression            | 0.61    | 0.13    | 0.07    | 0.17    |
| SMOreg                       | 0.60    | 0.13    | 0.10    | 0.17    |
| RNN1 (124 LSTM)              | 0.58    | 0.14    | 0.14    | 0.17    |
| RNN2 (124, 124 LSTM)         | **0.66**| **0.12**| 0.11    | 0.16    |
| RNN3 (248 LSTM)              | 0.61    | 0.13    | 0.13    | 0.16    |
| RNN4 (248, 248 LSTM)         | 0.64    | 0.12    | **0.14**| **0.15**|

### Table 4 Results obtained for all Marsyas features

| Model                        | Arousal | Valence |
|------------------------------|---------|---------|
|                              | $R^2$   | MAE     | $R^2$   | MAE     |
| Linear regression            | 0.56    | 0.14    | 0.13    | 0.17    |
| SMOreg                       | 0.62    | 0.13    | 0.15    | 0.16    |
| RNN1 (124 LSTM)              | 0.58    | 0.14    | 0.12    | 0.17    |
| RNN2 (124, 124 LSTM)         | 0.66    | 0.12    | 0.16    | 0.15    |
| RNN3 (248 LSTM)              | 0.62    | 0.13    | 0.12    | 0.17    |
| RNN4 (248, 248 LSTM)         | **0.67**| **0.12**| **0.17**| **0.15**|
From the obtained results (Table 5) for the Essentia feature set, we can see a significant improvement of the results compared with the baseline algorithms (RNN1-RNN6 for arousal, RNN2-RNN6 for valence). Better features from the Essentia toolkit give better neural network results. The best results were obtained with RNN4: $R^2 = 0.69$ and $MAE = 0.11$ for arousal, $R^2 = 0.40$ and $MAE = 0.13$ for valence. The improvement is also significant for regressors for valence, compared with the results from Marsyas features (Table 4), where the best result was: $R^2 = 0.17$ and $MAE = 0.15$.

In regard to the different numbers of layers and LSTM units, the best results were obtained using the RNN4 network (2 layers x 248 LSTM) for both arousal and valence. Two-layer networks recognized emotions better than one-layer networks.

What is quite interesting in the case of arousal ($R^2 = 0.69$, $MAE = 0.11$), the results are comparable with the results obtained from the Marsyas package ($R^2 = 0.67$, $MAE = 0.12$, Table 4). Mfcc features are quite good for detecting arousal, and adding new features improved the results only slightly. A significant result of these experiments is that features from the Essentia package, like rhythm and tonal features, significantly improved the detection of valence. In the case of arousal, it is not necessary to use such a rich set of features, which is why the model for arousal is not so complex.

### 7 Using pretrained models as feature extraction

The results obtained in previous experiments with Essentia features were not bad, but one could always find a method that would improve these results. As we have noticed, the set of features describing our data (music files) has a significant impact on the learned model results. The better the features we take, the more satisfactory the results, an example of which was the use of features from Essentia. The efforts presented below to improve the results focused on the data that worked best in previous experiments, that is, the data obtained with Essentia as the audio feature extraction tool (Section 6.2).

A known method used in machine learning is feature selection (Witten et al., 2016), which finds the more suitable feature sets among the output features. The method used in the next experiment was using a pretrained model as a feature extractor, and then training RNN on a new set of features.

---

### Table 5 Results obtained for Essentia features

| Model                  | Arousal | Valence |
|------------------------|---------|---------|
|                        | $R^2$   | $MAE$   | $R^2$   | $MAE$   |
| Linear regression      | 0.07    | 0.25    | 0.06    | 0.19    |
| SMOreg                 | 0.48    | 0.18    | 0.27    | 0.17    |
| RNN1 (124 LSTM)        | 0.54    | 0.14    | 0.21    | 0.16    |
| RNN2 (124, 124 LSTM)   | 0.67    | 0.12    | 0.32    | 0.13    |
| RNN3 (248 LSTM)        | 0.58    | 0.14    | 0.32    | 0.14    |
| RNN4 (248, 248 LSTM)   | **0.69**| **0.11**| **0.40**| **0.13**|
| RNN5 (529 LSTM)        | 0.61    | 0.13    | 0.29    | 0.15    |
| RNN6 (529, 529 LSTM)   | 0.68    | 0.12    | 0.36    | 0.14    |

---
7.1 Pretrained models

To build the pretrained model, a simple neural network (NN) with a dense layer was used. The pretrained model was taught on a task slightly different than the target task because the training was on non-segmented music fragments, which described the entire length of the music segment (6 s), i.e. not on the same segment lengths as for RNN. During the construction of the pretrained model, use of one dense layer with 248 neurons was tested. The trained NN processed the features obtained from the audio feature extraction tool Essentia into a new set of features, which were the activation values of the dense layer.

The structure of the neural network (Fig. 5) was built once with one dense layer with 248 units. A ReLU activation function was used for neurons. For our regression task, the identity activation function for a dense layer was used in conjunction with the mean squared error loss function. The Xavier method was used for weight initialization and the Adam updater helped to optimize the learning rate. The network was trained with 50 epochs and an early stopping strategy was used to avoid overfitting. The training process was stopped as soon as the loss did not improve anymore for 10 epochs and the loss was evaluated on a validation set (20% of the training data). Due to the fact that regressors were built for two tasks, arousal prediction and valence prediction, separate pretrained models were created for each of them.

7.2 Model construction using a pretrained model

Feature vector transformation and the connection with the RNN were conducted in the Weka program using DL4jMlpFilter (Lang et al., 2019). This tool enabled the use of a pretrained model as a feature extractor. Connecting the pretrained model with the RNN is shown in Fig. 6. Activations in the last layer of the pretrained model were used as input data in the RNN. The input data were given to the network in the form of a sequence set of feature vectors. The pretrained model was then used to transform the feature vectors into new feature vectors. Each vector from the input sequence was transformed separately, so that a sequence set of new feature vectors was obtained at the LSTM layer input. The new feature vectors were processed by a layer consisting of LSTM units (LSTM1–LSTMn). The last layer, built of densely connected neurons (1–n), converted the signals received from the LSTM layer and created an output signal. Just as in the previous experiment (Section 6.2),
the structure of the neural network was built once with one LSTM layer, once with two layers, and with different amounts of LSTM units (124, 248, 529), which resulted in 6 variants of RNN1–RNN6.

7.3 Results

Table 6 shows the results obtained during the experiments using the pretrained models as feature extraction. We can notice a significant improvement in the coefficient of determination ($R^2$) and a reduction of the mean absolute error ($MAE$) in the regressors for both arousal and valence compared with the experiments with the Essentia feature set and without the use of pretrained models (Table 5).

The best results were obtained with RNN2 (2 layers x 124 LSTM) and RNN4 (2 layers x 248 LSTM): $R^2 = 0.73$ and $MAE = 0.11$ for arousal. For valence, the best results were obtained with RNN4, RNN6 (2 layers x 529 LSTM): $R^2 = 0.46$ and $MAE = 0.12$. We
can see the advantage of RNN with two LSTM layers over networks with one LSTM layer. As in previous experiments, arousal regressors are more accurate than valence. By using feature vectors obtained from the pretrained model, we obtained 6% relative improvement of $R^2$ of the best models in the case of arousal, and 15% in the case of the valence regressor (Tables 6 and 5). Thus, it seems a better improvement in the valence regressor than the arousal regressor was obtained. The conducted experiments confirmed the point of using the pretrained model as a way to find even better combinations of features based on audio features for training RNN.

### 8 Conclusions

This article presents experiments using recurrent neural networks for emotion detection for musical segments. The sequential possibilities of the models turned out to be very useful for this type of task as the obtained results exceeded such algorithms as support vector machine for regression, not to mention the weaker linear regression. In all the built models, the accuracy of arousal prediction exceeded the accuracy of valence prediction. There was more difficulty detecting emotions on the valence axis than arousal. Similar difficulties were noted when music experts were annotating files, which was confirmed during annotation compliance testing.

It is significant that the use of higher-level features (features from Essentia tool) had a very positive effect on the models, especially the accuracy of valence regressors. Interestingly, to predict arousal, even a small set of features (mfcc from Marsyas tool) provided quite good results, similar to those of the large feature set from Essentia. Low-level features, like mfcc, are generally sufficient for predicting arousal.

It appears that the use of pretrained models as feature extraction for the Essentia feature set creates a more favorable set of features that can be used for emotion detection by RNN. The obtained results confirm the positive impact of using feature extraction to create even more useful features. Adding new features, such as melody features, to the audio feature extraction tools in the future would be a way to get even better results in detecting emotions in music files, although it turns out that pretrained models also discover useful features for emotion detection in musical segments.

The shortcomings of using the pretrained models is connected with a more complicated analysis which of the input features were used during extracting features. Extracted features are activations from the last layer of the pretrained model, and to find out which input...
features were used to create the new features, one should analyze the weight of the layers in the pretrained model.

The experiment results presented in this paper can be used by building automated systems for music emotion recognition. Such systems are applied in all tasks connected with music file analysis in terms of emotions, such as searching files with a given emotion, tracking the emotional development of soundtracks, and comparing the emotional distribution of musical compositions.
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