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Abstract—Existing wireless communication systems have been mainly designed to provide substantial gain in terms of data rates. However, 5G and Beyond will depart from this scheme, with the objective not only to provide services with higher data rates. One of the main goals is to support massive machine-type communications (mMTC) in the Internet-of-Things (IoT) applications. Supporting massive uplink communications for devices with sporadic traffic pattern and short-packet size, as it is in many mMTC use cases, is a challenging task, particularly when the control signaling is not negligible in size compared to the payload. In addition, channel estimation becomes challenging for sporadic and short-packet transmission due to the limited number of employed pilots. In this paper, a new uplink multiple access (MA) scheme is proposed for mMTC, which can support a large number of uncoordinated IoT devices with short-packet and sporadic traffic. The proposed uplink MA scheme removes the overheads associated with the device identifier as well as pilots and preambles related to channel estimation. An alternative mechanism for device identification (DI) is employed, where a unique spreading code is dedicated to each IoT device as identifier. This unique code is simultaneously used for the spreading purpose and DI. Two IoT DI algorithms which employ sparse signal reconstruction methods are proposed to determine the active IoT devices prior to data detection. Specifically, the Bayesian information criterion model order selection method is employed to develop an IoT DI algorithm for unknown and time-varying activity rate. Our proposed MA scheme benefits from a new non-coherent nonlinear multiuser detection algorithm designed on the basis of unsupervised machine learning techniques to enable data detection without a priori knowledge on channel state information. For performance improvement, an extension to multiple receive antennas through hard decision combining is proposed. The effectiveness of the proposed MA scheme for known and unknown activity rate and high overloading factor is supported by simulation results.
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I. INTRODUCTION

MASSIVE UPLINK connectivity is the key factor in the realization of the Internet-of-Things (IoT), as part of 5G and Beyond wireless communication systems [1]. In many IoT applications, massive machine-type communications (mMTC) services are required, where a large number of devices transmit very short packets sporadically. Typically, the number of IoT devices assigned to each base station (BS) in mMTC is in orders of magnitude above what current communication networks are capable to support. Moreover, IoT devices do not transmit continuously, rather updates are infrequently transmitted to the BS, whenever a measured value changes. Hence, small packets are expected to carry critical payload in mMTC [2].

The design of the current wireless communication systems relies on the assumption that the control signaling related to physical (PHY) and media access control (MAC) layers is of negligible size compared to the payload. Thus, heuristic design of control signaling is acceptable and does not affect the overall system performance. However, in mMTC with short-packet transmission, the control signaling can be similar in size with the payload; thus, inefficient design of control signaling leads to highly suboptimal transmission schemes. Excessive control signaling, e.g., the overheads, preambles, and pilots associated with device identifier, exploited for channel estimation, and used for random access procedure, hinders massive connectivity [3]. Thus, efficient multiple access (MA) schemes with highly limited (or non-existent) control signaling are required.

Moreover, channel estimation is another challenge for sporadic and short-packet transmission, especially for a massive number of non-orthogonal transmissions. Existing channel estimation approaches are often based on the assumption that devices are active over long periods so that channel estimation through pilots and preambles is feasible. However, if an IoT device only transmits occasionally, such an assumption cannot longer be valid. Instead, channel estimation has to rely on a single transmission that may be very short, which constrains the number of orthogonal pilots [4]. Channel estimation becomes more challenging in the grant-free uplink MA scheme, where resources are randomly selected by devices [5].

Motivated by these facts, a new uplink MA scheme for short-packet and sporadic traffic in mMTC is proposed in this paper. The main idea behind the proposed MA scheme is to reduce the control signaling while simultaneously supporting a massive number of uncoordinated IoT devices with a single BS. The proposed MA scheme is designed based on asynchronous direct-sequence spread spectrum (DS-SS) with non-orthogonal spreading codebook, and is capable of supporting undetermined DS-SS systems in static networks, where the BS and IoT devices are immobile.

To remove the control signaling associated with the IoT device identifier, a unique spreading code is dedicated to each IoT device which is simultaneously used for the spreading purpose and device identification (DI). In a nutshell, instead of allocating a fragment of the IoT packet to the
signaling associated with the MAC address (device identifier), the unique spreading code is used as IoT device identifier. Our MA scheme also relies on an unsupervised machine learning technique to enable non-coherent data detection, thus removing the need of preambles and pilots used for channel estimation. The lack of preambles and pilots further reduces the control signaling.

Our proposed approach for removing the device identifier relies on sparsity-aware IoT DI at the BS to determine the active IoT devices before data detection. Based on the sporadic traffic pattern of the IoT devices as well as lack of knowledge about the channel state information (CSI) of the IoT devices, the squared $\ell_2$-norm sparse signal reconstruction (SSR) and Bayesian information criterion (BIC) $\ell_1 - \ell_2$ mixed-norm simultaneous sparse signal reconstruction (SSSR) IoT DI algorithms are developed. In the former algorithm, the IoT identification problem is formulated as an SSR using the generalized cross-validation (GCV) approach followed by parallel hypothesis testing. The latter algorithm formulates the IoT DI problem as a BIC model order selection SSR problem.

The proposed uplink MA scheme is also equipped with a new non-coherent nonlinear multiuser detection (MUD) algorithm to detect data of the active IoT devices, applied after the IoT DI algorithms. We propose the non-coherent 2-mean clustering (2-MC)-MUD algorithm based on 2-MC unsupervised machine learning and differential coding to detect data without channel estimation at the BS.

A. Related Works

IoT device activity and data detection techniques can be categorized into three groups: 1) regularized, 2) greedy, and 3) iterative-thresholding based methods [6]. The regularized methods apply a regularization parameter into the cost function which balances both approximation error and sparsity level of the solution. Sparse maximum a posteriori probability (S-MAP) and its relaxed versions were the first algorithms for activity and data detection that took into account regularization parameter [7]. To achieve an acceptable performance with lower computational complexity compared to the optimal S-MAP detector, several detectors were then proposed, such as sparsity-aware successive interference cancellation (SA-SIC) [8], SA-SIC with sorted QR decomposition [9], activity-aware multiple feedback SIC [10], activity-aware recursive least squares with decision feedback [11], and direction method of multipliers (ADMM) [12].

In the greedy techniques, the goal is to solve the sparse representation with the $\ell_0$-norm minimization. Because of the fact that this problem is NP-hard, the greedy technique provides an approximate solution to alleviate this difficulty. The greedy strategy searches for the best local optimal solution in each iteration with the goal of achieving the optimal holistic solution. The pioneering work in this category applied the orthogonal least squares and orthogonal matching pursuit (OMP) algorithms to perform joint detection of data and device activity for mMTC [13]. Other detection algorithms in this category are: group OMP (GOMP) [14], compressive sample matching pursuit, detection-based OMP [15], weighted GOMP [16], detecting-based GOMP, block-correlation SIC [17], simultaneous OMP with extrinsic information transfer, and the threshold aided block sparsity adaptive subspace pursuit [18].

Iterative-thresholding based methods are alternatives to convex optimization for large-scale problems. These methods are inspired by belief propagation (BP) in graphical models, where their foundation is Gaussian loopy BP with simplified message passing that assumes high dimensional signal vectors in order to factorize a multivariate distribution. There are several approaches in this category, such as approximate message passing (AMP) with non-separable denoiser [19], vector AMP with MMSE denoiser [20], bilinear generalized AMP [21], joint expected maximization and AMP [22], and mixture of compressive sensing and message passing [23]. A blind BP detection algorithm for non-coherent non-orthogonal MA with massive receive antennas was also proposed in [24].

Most of the mentioned approaches either assume perfect CSI or its estimate through pilot at the BS. While using pilot results in lower spectral efficiency and higher latency in these approaches compared to our non-coherent method, some of these approaches, such as [20], can offer lower packet error rate (PER) when a sufficient number of pilots is used for joint activity detection and channel estimation. On the other hand, the single phase joint activity detection, channel estimation, and data detection approaches without requiring pilot, such as the structured sparsity learning MUD algorithm in [21], exhibit higher PER compared to our non-coherent method due to lack of spreading. Moreover, unlike most of the above-mentioned approaches, which considered coordinated uplink MA with perfectly synchronized transmissions, our proposed MA scheme supports uncoordinated IoT devices. It is worth mentioning that the algorithm in [21] is very promising for symbol-level synchronized transmission, and [20] can analytically characterize channel estimation error. Besides, existing regularized algorithms do not propose any solution to set the tuning parameter in the optimization problem when the activity rate is unknown and time-varying. The degree of sparsity, and thus, the false alarm and correct identification rates depend on the value of the tuning parameter.

B. Contributions

The main contributions of this work are as follows:

- A new uplink MA scheme is proposed for mMTC. The proposed MA scheme exhibits the following advantages:
  - It is capable to support thousands of uncoordinated IoT devices;
  - It supports sporadic traffic pattern and short-packet;
  - It significantly reduces packet time on-air since it is designed for underdetermined DS-SS (number of devices is larger than the spreading factor);
  - It removes the control signaling associated with the device identifier as well as pilots and preambles employed for channel estimation to reduce uplink overhead;
  - It exhibits high scalability in terms of adding new IoT devices (high overloading factor) without negatively affecting the system performance.
A new mechanism for the IoT DI at the BS is developed instead of using device identifier. Since the active IoT devices in the network do not use a device identifier in order to identify themselves to the BS, the squared $\ell_2$-norm SSR and the BIC $\ell_1 - \ell_2$ mixed-norm SSR IoT identification algorithms are proposed to detect active IoT devices. The proposed algorithms exhibit the following advantages:

- They can detect active IoT devices without knowledge of the CSI;
- They remove the need for matched-filter (MF) implementation for all spreading codes; thus reducing the complexity of the receiver;
- The BIC $\ell_1 - \ell_2$ mixed-norm SSR algorithm can identify active IoT devices when the activity rate is unknown and time-varying;
- They take the advantage of optimal tuning parameter;
- The BIC $\ell_1 - \ell_2$ mixed-norm SSR algorithm can identify active IoT devices for non-identical activity rate due to the BIC model selection;
- There is control over the false alarm and correct identification rates of the individual IoT devices in the $\ell_2$-norm SSR IoT DI algorithm.

The statistical performance analysis of the squared $\ell_2$-norm SSR IoT DI algorithm is presented, and theoretical expressions for the correct identification and false alarm rates are derived.

A new non-coherent nonlinear MUD algorithm, i.e., 2-MC-MUD in combination with differential coding is designed for short packet transmission. The proposed 2-MC-MUD algorithm exhibits the following advantages:

- It supports both coordinated and uncoordinated DS-SS transmission irrespective of the traffic pattern;
- It does not require knowledge of the CSI at the BS.

An extension to multiple receive antennas through hard decision combining is proposed. This combination offers the following advantages:

- The performance of the proposed uplink MA boosts because of spatial diversity;
- Higher overloading factor can be supported.

C. Notations

The identity matrix and zero vector are shown by $I$ and $0$, and the indicator function is defined as $\mathbb{I}\{x\} = 1$ if $x$ is true; otherwise, $\mathbb{I}\{x\} = 0$. The cardinality of a set, which measures the number of elements of the set, is denoted by $\text{card}(\cdot)$. The $\ell_0$ quasi-norm of vector $a_j = [a_{0,j}, a_{1,j}, \ldots, a_{m-1,j}]^\dagger$ and the $\ell_0 - \ell_0$ quasi-norm of matrix $A = [a_0, a_1, \ldots, a_n]$ are respectively defined as $\|a_j\|_0 \triangleq \text{card}\{i \in \mathbb{Z} | a_{i,j} \neq 0\}$, and $\|A\|_0 \triangleq \text{card}\{\{i \in \mathbb{Z} | j, j = 0, 1, \ldots, n-1, a_{i,j} \neq 0\}\}$, where $\mathbb{I} \triangleq \{0, 1, \ldots, m-1\}$. We use $\text{tr}(B)$, $B^{-1}$ and $\text{det}(B)$ to show the trace, inverse, and determinant of an square matrix $B$. We also employ $\text{diag}(B)$ to represent the diagonal elements of $B$ in vector form. Throughout the paper, $()^*$, $(\cdot)^H$, and $(\cdot)^\dagger$ show the complex conjugate, transpose, and Hermitian transpose, respectively. Also, $| \cdot |$, $[ \cdot ]$, and $\otimes$ represent the absolute value operator, floor function, and Kronecker product, respectively. $\mathbb{E}\{\cdot\}$ is the statistical expectation, $\hat{x}$ is an estimate of $x$. The complex Gaussian distribution with mean vector $\mu$ and covariance matrix $\Sigma$ is denoted by $\mathcal{CN}(\mu, \Sigma)$.

The remaining of the paper is organized as follows. Section II introduces the system model. Section III describes the proposed IoT DI algorithms and presents their analytical performance evaluation. In Section IV, the data detection problem is discussed, and the nonlinear 2-MC-MUD algorithm is proposed. An extension to multiple receive antennas is discussed in V. Simulation results are provided in Section VI, and conclusions are drawn in Section VII.

II. System Model

Consider $K_a$ IoT devices communicating with a single IoT BS in a single-hop communication. It is considered that the IoT devices transmit data in short packets over independent doubly block fading channel, where the fading channel is block fading in time and in frequency. The activity rate for each IoT device is assumed to be $P_a$.\(^1\) The IoT devices transmit their packet after receiving a beacon signal transmitted by the IoT BS. This signal is periodically transmitted with period $T_t = N_t T_s + \tau_{\text{max}}$, where $N_t$ is the number of symbols per IoT packet, $T_s$ is the symbol duration, and $\tau_{\text{max}}$ is the known maximum delay of the single-hop IoT network. It is assumed that $T_t$ equals the coherence time of the fading channel.

We denote $X_u \triangleq \{0, 1, \ldots, K_u - 1\}$ and $X_a$ the total and active IoT devices in the network, respectively. The round-trip delay of the $k$th IoT device is shown by $\tau_k \triangleq 2d_k/c$, $\tau_k \in [0, \tau_{\text{max}}]$, where $c$ is the speed of light, and $d_k$ is the distance between the $k$-th IoT device and the BS. We consider that $\tau_k, k \in X_a$, is known at the receiver. Fig. 1 illustrates the received IoT packets at the BS.

As illustrated in Fig. 2, for each IoT device, the payload bits $d_k, k \in X_a$, are encoded by the channel encoder to increase the reliability of packet transmission. Then, the encoded data is passed through the differential encoding block. Differential encoding is employed to remove the need of channel estimation in the MUD at the BS to enable non-coherent detection. After differential encoding, the data is binary phase-shift-keying (BPSK) modulated. Finally, the modulated signal is multiplied by a unique spreading waveform and then transmitted. It is considered that the spreading waveforms of the IoT devices do not change over time.

The impulse response of the doubly block fading channel for the $k$th IoT device is given as $g_k(t) \approx \delta(t - \tau_k)$, where

\(^1\)Both known and unknown activity rate are studied in this paper.
\( \tilde{g}_k \) is the fading coefficient of the \( k \)th IoT device, which is constant during a packet but changes to an independent value for the next packet. Doubly block fading channel is a suitable model for sporadic traffic and short packet transmission. The received baseband signal over doubly block fading channel in each transmission period with respect to the timing reference of the BS is modeled as

\[
r(t) = \sum_{k=0}^{K_n-1} \sum_{n=1}^{N_c-1} \tilde{g}_k \sqrt{g_k p_k e^{j\phi_k}} b_{k,n} s(t - nT_s - \tau_k) + w(t)
\]

where \( t \in [0, T_s] \), \( g_k \equiv \tilde{g}_k \sqrt{g_k p_k e^{j\phi_k}} \), and \( \tilde{g}_k, \phi_k, \) and \( \{b_{k,n}, n = 0, 1, \ldots, N_c - 1\} \) respectively denote the fading channel coefficient, carrier phase (CP), and symbol stream of the \( k \)th IoT device, which are unknown at the BS. Also, \( \eta_k = \left( \frac{\lambda}{4\pi d_{kn}} \right)^2 \) and \( p_k \) denote the pathloss and transmit power of the \( k \)th IoT device, respectively, where \( \lambda \) is the wavelength of the carrier signal. It is considered that \( \tilde{g}_k \sim \mathcal{CN}(\mu_k, \sigma_k^2) \), and the envelope of the CSI, i.e., \( |\tilde{g}_k| \) has a Rician distribution with \( K \)-factor \( |\mu_k|^2/(\sigma_k^2) \). The symbol stream for the inactive IoT devices is modeled as transmitting zeros during the packet, i.e., \( b_{k,n} = 0, n = 0, 1, \ldots, N_c - 1 \), while active IoT devices employ BPSK modulation with \( \mathbb{E}\{|b_{k,n}|^2\} = 1 \). The DS-SS signaling waveform of the \( k \)th IoT device, \( s_k(t) \), is given by

\[
s_k(t) = \sum_{m=0}^{N_c-1} c_k^{(m)} \psi(t - mT_c), \quad t \in [0, T_s], \tag{2}
\]

where \( T_c \) is the chip duration, \( c_k = [c_k^{(0)} \ c_k^{(1)} \ \ldots \ c_k^{(N_c-1)}]^T \) is the spreading sequence of \( \{+1, -1\} \) assigned to the \( k \)th IoT device, \( N_c \) is the spreading factor, and \( \psi(t) \) is the chip waveform with unit power. It is assumed that \( \psi(t) \) is a rectangular pulse confined within \([0, T_c]\). To support massive connectivity, \( K_u > N_c \), which leads to non-orthogonal spreading. The baseband additive complex Gaussian noise at the output of the receive filter with bandwidth \( 1/T_c \) is denoted by \( w(t) \) in (1).

Fig. 3 shows the block diagram of the proposed receiver at the IoT BS. As seen, the received baseband signal is passed through the chip MF and sampled at the chip rate. The output of the sampled chip MF for the \( i \)th chip at the \( j \)th observation symbol is obtained as

\[
r_j^{(i)} \triangleq \int_{jT_s + iT_c}^{jT_s + (i+1)T_c} r(t) \psi(t - jT_s - iT_c) dt \tag{3}
\]

where

\[
w_j^{(i)} \triangleq \int_{jT_s + iT_c}^{jT_s + (i+1)T_c} w(t) \psi(t - jT_s - iT_c) dt, \tag{4}
\]

and

\[
u_{k,j}^{(i)} \triangleq \int_{jT_s + iT_c}^{jT_s + (i+1)T_c} \sum_{n=0}^{N_c-1} b_{k,n} s(t - nT_s - \tau_k) \times \psi(t - jT_s - iT_c) dt. \tag{5}
\]

By employing (4), one can show that the joint probability density function (PDF) of the corresponding noise vector associated with the \( j \)th observation vector, i.e., \( w_j \equiv [w_j^{(0)} \ w_j^{(1)} \ \ldots \ w_j^{(N_c-1)}]^T \) is characterized by \( w_j \sim \mathcal{CN}(0_{N_c}, \sigma_w^2 I) \) with \( \sigma_w^2 \equiv N_0/T_c \), where \( N_0/2 \) is the power spectral density of the white noise. The integral in (5) represents the area under the received signal waveform of the \( k \)th IoT device during the \( i \)th chip-matched filtering duration at the \( j \)th observation symbol.

Let us write the delay of the \( k \)th IoT as

\[
\tau_k \triangleq \alpha_k T_s + \beta_k T_c + \xi_k, \tag{6}
\]

where \( \alpha_k \triangleq |\tau_k/T_s|, \beta_k \triangleq |\tau_k/T_c| - \alpha_k N_c, \) and \( \xi_k \in [0, T_s] \).

Based on the values of \( \alpha_k, \beta_k, \) and \( \xi_k, u_{k,j}^{(i)} \) in (5) is expressed as a function of \( b_{k,j - \alpha_k} \) and \( b_{k,j - \alpha_k - 1} \) as

\[
u_{k,j}^{(i)} \triangleq \int_{jT_s + iT_c}^{jT_s + (i+1)T_c} \psi(t - nT_s - mT_c - \tau_k) \psi(t - jT_s - iT_c) dt
\]

\[
= b_{k,j - \alpha_k - 1} x_k^{(i)}(1 - \xi_k) + b_{k,j - \alpha_k} x_k^{(i)}(\xi_k), \tag{7}
\]

where

\[
x_k^{(i)}(\nu) \triangleq \sum_{m=0}^{N_c-1} c_k^{(m)} \int_{iT_c}^{(i+1)T_c} \psi(t - mT_c - \nu T_c) \psi(t - iT_c) dt, \tag{8}
\]
with \( \nu \in [0, 1] \). We can write (7) in vector form as follows

\[
u_k,j = b_k,j - \alpha_k x_k,0 + b_k,j - \alpha_k x_k,1\]

(9)

where \( b_k,j = 0 \) when \( j \not\in [0, N_k - 1] \), and

\[
u_k,j \triangleq [u_k,j(0) \quad u_k,j(1) \ldots \quad u_k,j(N_k-1)]^\dagger,\]

(10a)

\[
u_k,1 \triangleq [x_k(0) \quad x_k(1) \ldots \quad x_k(N_k-1)(\xi_k)]^\dagger,\]

(10b)

\[
u_k,0 \triangleq [x_k(0)(1-\xi_k) \quad x_k(1)(1-\xi_k) \ldots \quad x_k(N_k-1)(1-\xi_k)]^\dagger.\]

For the rectangular chip waveform \( \psi(t) \), we can obtain

\[
u_k,1 = (1-\xi_k) \begin{bmatrix} 0_{\beta_k} \\ c_k \\ 0_{N_k-\beta_k} \end{bmatrix} + \xi_k \begin{bmatrix} 0_{\beta_k+1} \\ c_k \\ 0_{N_k-\beta_k-1} \end{bmatrix}.\]

(11)

Let us define \( X_k \triangleq [x_k,0 \quad x_k,1] \). By employing (3) and (9), the \( j \)th observation vector, i.e., \( r_j \triangleq [r_j(0) \quad r_j(1) \ldots \quad r_j(N_k-1)]^\dagger \), is written as follows

\[
u_j = XG\nu_j + w_j = Xh_j + w_j,\]

(12)

where

\[
u_j \triangleq [X_0 \quad X_1 \ldots \quad X_{K_n-1}] ;\]

\[
u_j \triangleq \begin{bmatrix} 0 \\ 1 \\ \vdots \\ g_{K_n-1} \end{bmatrix} \otimes I_2,\]

(14)

\[
u_j \triangleq \begin{bmatrix} b_{0,j-\alpha_0-1} \quad b_{0,j-\alpha_0} \quad b_{1,j-\alpha_1-1} \quad b_{1,j-\alpha_1} \ldots \quad b_{K_n-1,j-\alpha_{(K_n-1)-1}} \quad b_{K_n-1,j-\alpha_{(K_n-1)}-1} \end{bmatrix}^\dagger,\]

(15)

and

\[
u_j \triangleq \begin{bmatrix} h_{0,j,0} \quad h_{0,j,1} \quad h_{1,j,0} \quad \ldots \quad h_{K_n-1,j,0} \quad h_{K_n-1,j,1} \end{bmatrix}^\dagger,\]

(16)

with \( h_{k,j,f} \triangleq g_k b_{k,j-\alpha_k-1+f}, \quad f \in \{0, 1\} \).

Finally, by stacking the \( N_k \) observation vectors, the observation matrix is written as follows

\[
u_T = XG\nu_T + W_T = XH_T + W_T,\]

(18)

where \( \nu_T \triangleq [r_0 \quad r_1 \ldots \quad r_{N_k-1}] \), \( B_T \triangleq [b_0 \quad b_1 \ldots \quad b_{N_k-1}] \), \( W_T \triangleq [w_0 \quad w_1 \ldots \quad w_{N_k-1}] \), and \( H_T \triangleq [h_0 \quad h_1 \ldots \quad h_{N_k-1}] \). In (18), \( \nu_T \) is referred to as dictionary.

As seen in Fig. 3, after chip-matched filtering and sampling, the IoT DI algorithm is applied to the measurement matrix \( \nu_T \) to detect the active IoT devices. The outcome of the IoT DI algorithm is a set of IoT devices \( \hat{X}_a \). Then, the MUD algorithm is applied to detect data of the IoT devices in \( \hat{X}_a \). After MUD, the bit streams related to the active IoT devices pass through differential and channel decoders, respectively. In the remaining of the paper, we propose different algorithms to realize the system in Fig. 3.

III. IoT DI

DI is the first step in uplink MA schemes that devices do not use control signaling in order to identify themselves to the BS. In this case, the BS needs to determine the active devices before data detection. In this section, different IoT DI algorithms are developed.

A. IoT DI: Problem Formulation

For the sake of decreasing the complexity, a portion of the observation window can be employed for IoT DI. Let us consider a truncated observation window of length \( L \) as

\[
u = XGB + W = XH + W,\]

(19)

where \( \nu \triangleq [r_{\bar{\alpha}} \quad r_{\bar{\alpha}+1} \ldots \quad r_{\bar{\alpha}+L-1}] \), \( B \triangleq [b_{\bar{\alpha}} \quad b_{\bar{\alpha}+1} \ldots \quad b_{\bar{\alpha}+L-1}] \), \( W \triangleq [w_{\bar{\alpha}} \quad w_{\bar{\alpha}+1} \ldots \quad w_{\bar{\alpha}+L-1}] \), and \( H \triangleq [h_{\bar{\alpha}} \quad h_{\bar{\alpha}+1} \ldots \quad h_{\bar{\alpha}+L-1}] \) with \( 1 \leq L \leq N_k + \alpha_{\min} - \bar{\alpha} \), where \( \bar{\alpha} \) is an arbitrary positive integer, \( \bar{\alpha} > \alpha_{\max} \triangleq \max\{\alpha_0, \alpha_1, \ldots, \alpha_{K_n-1}\} \), and \( \alpha_{\min} \triangleq \min\{\alpha_0, \alpha_1, \ldots, \alpha_{K_n-1}\} \).

Fig. 4 shows the underdetermined system of linear equations in (18), and Fig. 5 illustrates truncated observation windows for IoT DI in (19).
Fig. 4: Underdetermined system of linear equations for \( K_a = 7, K_c = 2, N_t = 8, N_e = 5, \alpha_{\text{max}} = 1, \) and \( N_s = 6. \) Due to the asynchronicity among the IoT devices, the matrix of the transmitted symbols \( \mathbf{B}_T \) includes two rows for each IoT device.

The activity of an IoT device is defined for an entire packet, i.e., the rows of \( \mathbf{H} \) corresponding to the active and inactive IoT devices are non-zero and zero, respectively. Thus, the problem of IoT DI for the \( k \)th IoT device, \( k \in \mathcal{X}_a, \) can be expressed as the following binary hypothesis testing:

\[
H_{1k} : \ h_k^{(\bar{\alpha},L)} \neq 0 \\
H_{0k} : \ h_k^{(\bar{\alpha},L)} = 0, \tag{20}
\]

where

\[
h_k^{(\bar{\alpha},L)} \triangleq [h_{k,\bar{\alpha}}^\dagger h_{k,\bar{\alpha}+1}^\dagger \cdots h_{k,\bar{\alpha}+L-1}^\dagger]^\dagger, \tag{21a}
\]

\[
h_{k,j} \triangleq [h_{k,j,0} h_{k,j,1}]^\dagger, \tag{21b}
\]

and \( H_{0k} \) and \( H_{1k} \) are the null and alternative hypotheses denoting that the \( k \)th IoT device is active and inactive, respectively. As seen in (20), the IoT DI problem is formulated as \( K_a \) parallel binary hypothesis testing problems. The first step in IoT DI is to reconstruct \( h_k^{(\bar{\alpha},L)}, k \in \mathcal{X}_a, \) from the truncated observation matrix in (19).

Let us denote the number of active IoT devices by the random variable \( k_a = \text{card} \{X_a \}. \) For \( P_a \ll 1, \) \( \mathbb{P} \{k_a \ll K_a \} = 1, \) and thus, \( \mathbf{B} \) and \( \mathbf{H} \) in (19) are sparse matrices. Moreover, the columns of \( \mathbf{H}(\mathbf{B}) \) share the same sparsity profiles. This sparse structure is referred to as block-sparse. The block-sparse structure of \( \mathbf{H} \) can be observed in Fig. 4.

The sparse structure of \( \mathbf{H} \) can be employed to reconstruct the columns of \( \mathbf{H} \) from the underdetermined linear observation model in (19). When each column of \( \mathbf{H} \) is individually reconstructed from its corresponding column in \( \mathbf{R}, \) it is referred to as SSR. The SSR for the columns of \( \mathbf{H}, \) i.e., \( h_j, \bar{\alpha} \leq j \leq \bar{\alpha} + L - 1, \) is formulated as follows:

\[
h_j = \arg \min_{h_j} \frac{1}{2} \| \mathbf{r}_j - \mathbf{X} h_j \|_2^2 + \lambda_{\ell_0} \| h_j \|_0, \tag{22}
\]

where \( \lambda_{\ell_0} \) is the tuning parameter which balances both approximation error and sparsity level of the solution.

The \( \ell_0 \)-minimization in (22) is both numerically unstable and NP-hard since the \( \ell_0 \) quasi-norm is a discrete-value function. One approach to the SSR is to replace the \( \ell_0 \) quasi-norm by a convex function with common sparsity profile that leads to a solution very close to the one of the original problem. Different convex functions can be employed to relax \( \| h_j \|_0 \) in (22). A common family of convex functions is the \( \ell_q \) norm, given as

\[
\| h_j \|_q = \left( \sum_{k=0}^{K_c-1} \sum_{f=0}^{1} |h_{k,j,f}|^q \right)^{\frac{1}{q}}. \tag{23}
\]

The recovered vectors by the \( \ell_q \) norm minimization can be employed to infer the active IoT set \( \mathcal{X}_a. \)

On the other hand, the block-sparse structure of \( \mathbf{H} \) can be employed to improve the reconstruction of \( \mathbf{H} \) in (22). This method of signal reconstruction is referred to as SSSR. Opposite to SSR, the SSSR simultaneously exploits the column sparsity along with the block-sparse structure in the optimization problem in order to reconstruct the matrix \( \mathbf{H}. \) The SSSR of \( \mathbf{H}, \) given \( \mathbf{R} \) and the dictionary \( \mathbf{X}, \) is expressed as

\[
\hat{\mathbf{H}} = \arg \min_{\mathbf{H}} \frac{1}{2} \| \mathbf{R} - \mathbf{X} \mathbf{H} \|_F^2 + \lambda_{\ell_0}^{\alpha,L} \| \mathbf{H} \|_0, \tag{24}
\]

where \( \lambda_{\ell_0}^{\alpha,L} \) is the tuning parameter which balances both approximation error and sparsity level of the solution. Similar to the \( \ell_0 \)-minimization in (22), the \( \ell_0 - \ell_0 \)-minimization in (24) is unstable and NP-hard. Therefore, the quasi-norm \( \| \mathbf{H} \|_0 \) is replaced with the \( \ell_p - \ell_q \) \( (p, q \geq 1) \) mixed-norm as

\[
J_{p,q}(\mathbf{H}) = \sum_{k=0}^{K_u-1} \| h_k^{(\bar{\alpha},L)} \|_q^p \tag{25}
\]

to convert the combinatorial problem in (24) into a convex optimization problem. The vector \( h_k^{(\bar{\alpha},L)} \) in (25) is defined in (21). The recovered matrix by the relaxed SSSR can also be employed to infer the active IoT set.

B. IoT DI for Known Activity Rate

Here, we propose an algorithm for IoT DI when the probability of activity \( P_a \) is known at the BS. Convex relation through squared \( \ell_2 \)-norm followed by a threshold setting mechanism is employed for IoT DI.
1) Squared $\ell_2$-Norm SSR IoT DI: The squared $\ell_2$-norm convex relaxation form of (22) is given by

$$\hat{h}_j = \arg\min_{h_j} \frac{1}{2} \|\mathbf{r}_j - \mathbf{X}h_j\|^2_2 + \lambda \|h_j\|^2_2,$$  \hspace{1cm} (26)

where $h_j$ is given in (16) and (17). The squared $\ell_2$-norm SSR algorithm formulates the IoT identification problem as a ridge regression (RD) estimation problem as in (26) followed by $K_u$ parallel binary hypothesis testing problems. This is because the RD does not set the coefficients of $h_j$ to zero. The optimal solution of (26) is obtained as [26]

$$\hat{h}_j = \left( \mathbf{X}^\dagger \mathbf{X} + 2\lambda \mathbf{I} \right)^{-1} \mathbf{X}^\dagger \mathbf{r}_j,$$  \hspace{1cm} (27)

which is a simple linear estimator of $r_j$ that shrinks ordinary least-squares (LS) estimates towards zero. The tuning parameter $\lambda$ for SSR can be obtained through cross-validation and GCV [27], [28]. The latter is a method of model selection that is widely employed; in this case, $\lambda$ is obtained as follows [27]

$$\lambda_{cv} = \arg\min_{\lambda} \frac{\| (\mathbf{I} - \mathbf{Q}) \mathbf{r}_j \|^2}{\text{tr} (\mathbf{I} - \mathbf{Q})^2},$$  \hspace{1cm} (28)

where $\mathbf{Q} \triangleq \mathbf{X}(\mathbf{X}^\dagger \mathbf{X} + 2\lambda \mathbf{I})^{-1} \mathbf{X}^\dagger$. In [29], it has been shown that the optimal tuning parameter of the RD estimator for $r_j = \mathbf{X}h_j + w_j$ in terms of minimum mean squared error can be approximated as follows

$$\lambda_{opt}^j \approx \frac{\sigma_w^2 \text{tr}[\Sigma_{\mathbf{X}}^{-1}]}{h_j^\dagger \Sigma_{\mathbf{X}}^{-1} h_j + 3\sigma_w^2 \text{tr}[\Sigma_{\mathbf{X}}^{-2}]}.$$  \hspace{1cm} (29)

where $\Sigma_{\mathbf{X}} \triangleq \mathbf{X}^\dagger \mathbf{X}$. As observed, $\lambda_{opt}^j$ depends on $h_j$ which is unknown and needs to be estimated by the RD estimator. In this case, for moderate and high signal-to-noise ratio (SNR) range, an approximation of (29) can be obtained by replacing $h_j^\dagger \Sigma_{\mathbf{X}}^{-1} h_j$ with its expected value [30]. Since the elements of $h_j$ are uncorrelated, by employing $\mathbb{E}\{h_{k,j,0}h_{j,0}\} = \mathbb{E}\{|h_{k,j,0}|^2\} = P_a \eta_k \mu_k (\sigma_k^2 + |\mu_k|^2)$, $k \in \mathcal{K}$, we can show that $\mathbb{E}\{h_{j,k}^\dagger \Sigma_{\mathbf{X}}^{-1} h_j\} = P_a (\text{I} \otimes 1) \hat{A}_X$, where $\Gamma \triangleq \gamma_0 \gamma_1 \cdots \gamma_{K_u-1}$, $\gamma_k \triangleq \eta_k \mu_k (\sigma_k^2 + |\mu_k|^2)$, $\mathcal{I}_2 = \{1, 1\}^t$, and $\hat{A}_X \triangleq \text{diag}(\Sigma_{\mathbf{X}}^{-1})$. Substituting $\{h_{j,k}^\dagger \Sigma_{\mathbf{X}}^{-1} h_j\} = P_a (\text{I} \otimes 1) \hat{A}_X$ into (29), results in

$$\lambda_{opt}^j \approx \frac{\sigma_w^2 \text{tr}[\Sigma_{\mathbf{X}}^{-1}]}{P_a (\text{I} \otimes 1) \hat{A}_X + 3\sigma_w^2 \text{tr}[\Sigma_{\mathbf{X}}^{-2}]}.$$  \hspace{1cm} (30)

As seen in (30), $\lambda_{opt}^j$ is inversely proportional to $P_a$. By substituting $r_j = \mathbf{X}h_j + w_j$ in (12) into (27), $\hat{h}_j$ can be written as a linear function of $h_j$ as

$$\hat{h}_j = \Omega h_j + w'_j,$$  \hspace{1cm} (31)

where

$$\Omega \triangleq \begin{bmatrix} \Omega_{0,0} & \Omega_{0,1} & \cdots & \Omega_{0,2K_u-1} \\ \Omega_{1,0} & \Omega_{1,1} & \cdots & \Omega_{1,2K_u-1} \\ \vdots & \vdots & \ddots & \vdots \\ \Omega_{2K_u-1,0} & \Omega_{2K_u-1,1} & \cdots & \Omega_{2K_u-1,2K_u-1} \end{bmatrix}$$  \hspace{1cm} (32)

and

$$w'_j \triangleq \begin{bmatrix} w'_{0,j,0} \\ w'_{0,j,1} \\ \vdots \\ w'_{K_u-1,j,0} \\ w'_{K_u-1,j,1} \end{bmatrix} = (\Sigma_{\mathbf{X}} + 2\lambda_{opt}^j \mathbf{I})^{-1} \mathbf{X}^\dagger w_j.$$  \hspace{1cm} (33)

In (33), $w'_j$ is zero-mean complex Gaussian colored noise vector with covariance matrix given by

$$\Sigma_{w'} \triangleq \begin{bmatrix} \Sigma_{0,0} & \Sigma_{0,1} & \cdots & \Sigma_{0,2K_u-1} \\ \Sigma_{1,0} & \Sigma_{1,1} & \cdots & \Sigma_{1,2K_u-1} \\ \vdots & \vdots & \ddots & \vdots \\ \Sigma_{2K_u-1,0} & \Sigma_{2K_u-1,1} & \cdots & \Sigma_{2K_u-1,2K_u-1} \end{bmatrix}$$

$$= \mathbb{E}\{w'_j (w'_j)^\dagger\} = \sigma_w^2 (\Sigma_{\mathbf{X}} + 2\lambda_{opt}^j \mathbf{I})^{-2} \hat{A}_X.$$  \hspace{1cm} (34)

where $\Sigma_{2k_1+f_1,2k_2+f_2} = \mathbb{E}\{w'_{k_1,j,f_1}(w'_{k_2,j,f_2})^*\}$. The elements of $h_j$ in (31) associated with the $k$th IoT device, i.e., $h_{k,j,0}$ and $h_{k,j,1}$ can be written as follows

$$h_{k,j,f} = \Omega_{2k,f,2k+f}h_{k,j,f} + \Omega_{2k,2k+f,2k+f}h_{k,j,f} + \omega_{k,j,f},$$  \hspace{1cm} (35)

where $f, \bar{f} \in \{0, 1\}$ and $\bar{f} = f + (1)$. The second term on the right-hand side of (35) represents the effect of the multiuser interference caused by the active IoT devices in the network. Due to the central limit theorem (CLT), $h_{k,j,f}, f \in \{0, 1\}$, in (35) given hypothesis $H_{0k}$ and $H_{1k}$ can be accurately approximated by complex Gaussian random variables for sufficiently small values of $K$-factor $\kappa_k \triangleq \mu_k^2/\sigma_k^2$ and large enough $P_aK_u$. Simulation results show that for $\kappa_k \triangleq |\mu_k|^2/\sigma_k^2 < 0.2$, Gaussian assumption is valid. In fact, the lower $\kappa_k$, the more reliable the Gaussian assumption is. It should be mentioned that the random variables $h_{k,j,0}$ and $h_{k,j,1}$ are not joint Gaussian random variables as shown in Fig. 6. The mean, variance, and cross-correlation of $h_{k,j,0}$ and $h_{k,j,1}$ are given in Lemma 1.

**Lemma 1.** First and second order statistics of the reconstructed signal for the $k$th IoT device in (35), i.e., $h_{k,j,0}$ and $h_{k,j,1}$, are given as follows

$$\mathbb{E}\{h_{k,j,0} | H_{1k}\} = \mathbb{E}\{h_{k,j,1} | H_{1k}\} = 0,$$  \hspace{1cm} (36)

$$\Sigma_{f,f} \triangleq \text{Var}\{h_{k,j,f} | H_{1k}\} = \mathbb{E}\{|h_{k,j,f}|^2 | H_{1k}\} = t_{\gamma_k} (\Omega^2_{2k+f,2k+f} + \Omega^2_{2k,2k+f} + \Omega^2_{2k+f,2k+f}) + P_a \gamma_n \Omega^2_{2k+f,2k+f} + \Sigma_{2k+f,2k+f},$$  \hspace{1cm} (37)

and

$$\Sigma_{0,1} = \text{Cov}\{h_{k,j,0}, h_{k,j,1} | H_{1k}\} = \mathbb{E}\{h_{k,j,0} h_{k,j,1} | H_{1k}\} = t_{\gamma_k} (\Omega^2_{2k,2k} + \Omega^2_{2k+1,2k+1} + \Omega^2_{2k+1,2k+1} + \Omega^2_{2k+2,2k+2} + \Sigma_{2k+2,2k+2}).$$  \hspace{1cm} (38)
where \( \gamma_k = \eta_k p_k (\sigma_k^2 + |\mu_k|^2) \), \( \Sigma_{1,0}^k = \Sigma_{1,0}^{\mathfrak{k}} \), \( t, f \in \{0, 1\} \), 
\( \tilde{f} \triangleq f + (-1)^f \), and \( \Sigma_{2k+f, 2k+f}^\mathfrak{k} \) is given in (34) (Proof in Appendix A).

Since the joint PDF of \( \hat{h}_{k,0} \) and \( \hat{h}_{k,1} \) given \( H_{tk} \), i.e., 
\( p(\hat{h}_{k,0}, \hat{h}_{k,1}|H_{tk}) \), \( t \in \{0, 1\} \), cannot be expressed in a tractable mathematical form and since there is high correlation between \( \hat{h}_{k,0} \) and \( \hat{h}_{k,1} \), we can either use \( \hat{h}_{k,0} \) or \( \hat{h}_{k,1} \) to identify the transmission state of the \( k \)th IoT device. Moreover, the in-phase and quadrature components of \( \hat{h}_{k,f} \) can be accurately approximated by correlated joint Gaussian random variables due to the CLT for sufficiently small values of \( K \)-factor \( \kappa_k \triangleq |\mu_k|^2/\sigma_k^2 \) and large enough \( P_kK_n \). To verify the credibility of Gaussian assumption, we evaluate the kurtosis and skewness for \( \text{Re}(\hat{h}_{k,0}) \) and \( \text{Re}(\hat{h}_{k,1}) \) in Table I.

Similar to the proof of Lemma 1, we can show that the distribution of the reconstructed signal for the \( k \)th IoT device is given as follows

\[
\begin{align*}
\text{Re}(\hat{h}_{k,j,0}) &= \left\{ \mathcal{N}(0, C_{0,0}^k), H_{0k} \right\}, \\
\text{Im}(\hat{h}_{k,j,0}) &= \left\{ \mathcal{N}(0, C_{1,0}^k), H_{1k} \right\}, \\
\text{Re}(\hat{h}_{k,j,1}) &= \left\{ \mathcal{CN}(0, C_{0,1}^k), H_{0k} \right\}, \\
\text{Im}(\hat{h}_{k,j,1}) &= \left\{ \mathcal{CN}(0, C_{1,1}^k), H_{1k} \right\},
\end{align*}
\]

where

\[
C_{f,f}^k = \begin{bmatrix} \Sigma_{1,0}^k & \rho_{f,f}^k \\ \rho_{f,f}^k & \Sigma_{2k+f, 2k+f}^k \end{bmatrix},
\]

\[
\rho_{f,f}^k = \mathbb{E}\left\{ \text{Re}(\hat{h}_{k,f}) \text{Im}(\hat{h}_{k,f}) | H_{tk} \right\} = t \mu_k \bar{\mu}_k \eta_k p_k \left( \Omega_{2k+f, 2k+f}^2 + \Omega_{2k+f, 2k+f}^2 \right)
+ \mathbb{E} \left( \sum_{n \neq k} \bar{\mu}_n \bar{\mu}_n p_n \left( \Omega_{2k+f, 2k+f}^2 + \Omega_{2k+f, 2k+f}^2 \right) \right),
\]

using the reconstructed signal in the form of (45) for the identification of the \( k \)th device as follows

\[
\tilde{h}_{k,j} \triangleq \begin{cases} \text{Re}(\hat{h}_{k,j,1}) & \|g_k < \theta_k\| \text{ and } \|\text{Im}(\hat{h}_{k,j,0})\| \|g_k > \theta_k\|, \\
\text{Re}(\hat{h}_{k,j,0}) & \|g_k \leq \theta_k\| \text{ and } \|\text{Im}(\hat{h}_{k,j,0})\| \|g_k \geq \theta_k\|.
\end{cases}
\]

Using the reconstructed signal in the form of (45) enables us to derive closed-form expressions for the correct identification and false alarm rates. In order to identify the transmission state of the \( k \)th IoT device, \( k \in X_k \), based on \( \tilde{h}_{k,j} \), the maximum likelihood ratio (MLR) test can be used [31].

**Lemma 2.** The optimal MLR decision rule for IoT DI based on the reconstructed signal \( \tilde{h}_{k,j} \), \( k \in X_k \), in (45) is given by

\[
d_k = \begin{cases} H_{tk}, & \phi(\tilde{h}_{k,j}) \geq \theta_k, \\
H_{tk}, & \phi(\tilde{h}_{k,j}) < \theta_k,
\end{cases}
\]

where

\[
\phi(\tilde{h}_{k,j}) = \sum_{n=0}^\infty \chi_{f,k}[n] z_{k,n}[n],
\]

\[
\chi_{f,k}[n] \triangleq \frac{\lambda_{f,k}[n]}{\lambda_{f,k}[n] + 1}.
\]

In (49), \( \lambda_{f,k}[0] \) and \( \lambda_{f,k}[1] \) are the eigenvalues of the symmetric matrix \( B_{f,k}^1 \triangleq (A_{f,k}^0)^\dagger C_{f,f}^k A_{f,k}^0 )^\dagger (C_{f,f}^k \), \( (C_{f,f}^k) \) is defined in (41), and \( (A_{f,k}^0)^\dagger \) is the modal matrix of \( B_{f,k}^1 \), i.e.,

\[
(A_{f,k}^0)^\dagger B_{f,k}^1 (A_{f,k}^0)^\dagger = \Lambda_{f,k}^1.
\]

The larger the ratio of the variances in (39) and (40), i.e., \( \Sigma_{1,0}^{k_k}/\Sigma_{0,0}^k \), and \( \Sigma_{1,1}^{k_k}/\Sigma_{1,1}^k \), the better identification performance. Accordingly, we use the reconstructed signal in (35) for the identification of the \( k \)th IoT device as follows

\[
\tilde{h}_{k,j} \triangleq \begin{cases} \text{Re}(\hat{h}_{k,j,1}) & \|g_k < \theta_k\| \text{ and } \|\text{Im}(\hat{h}_{k,j,0})\| \|g_k \geq \theta_k\|, \\
\text{Re}(\hat{h}_{k,j,0}) & \|g_k \geq \theta_k\| \text{ and } \|\text{Im}(\hat{h}_{k,j,0})\| \|g_k < \theta_k\|.
\end{cases}
\]

**Table I: Credibility of Gaussian assumption for \( \hat{h}_{k,j,0} \) and \( \hat{h}_{k,j,1} \).**

| Variable | Kurtosis | Skewness | Variance |
|----------|----------|----------|----------|
| Gaussian (theory) | 3 | 0 | 0.002 (0.2657) |
| Re(\hat{h}_{k,j,0}) | 3.105 | 0.0224 | 0.001 |
| Re(\hat{h}_{k,j,1}) | 3.014 | -0.0233 | 0.2643 |

(Proof in Appendix B)
Algorithm 1 Squared $\ell_2$-norm SSR IoT DI

**Input:** $X$, $R$, $P_k$, $n_k$, $k \in X_u$  
**Output:** Active IoT set $\tilde{X}_a$

**Initialization:** $\tilde{X}_a = \emptyset$

1: for $k = 0, 1, \ldots, K_u - 1$ do
2:   Obtain $\theta_k$ by using (51)
3:   Obtain $\hat{\Pi}_k$ by employing (27) and (45)
4:   Compute $\phi(\hat{\Pi}_k)$ for $j = 0, 1, \ldots, L - 1$ using (48)
5:   Identify the transmission state of the $k$th IoT device by employing (47) and then (53)
6:   if $D_k = H_{1k}$ then
7:     $\tilde{X}_a \leftarrow \{X_a, k\}$
8:   end if
9: end for

The decisions corresponding to the $L$ measurements for the $k$th IoT device, i.e., $d_{k,\ell}$, $\ell = 1, 2, \ldots, L$, can be fused together as

$$D_k = \left\{ \begin{array}{ll} H_{1k}, & \sum_{\ell=1}^{L} d_{k,\ell} \geq n_k \\ H_{0k}, & \sum_{\ell=1}^{L} d_{k,\ell} < n_k \end{array} \right.,$$

where $n_k$ is an integer value [32]. A formal description of the proposed squared $\ell_2$-norm SSR IoT DI algorithm is given in Algorithm 1.

C. IoT DI for Unknown Activity Rate

Here, we develop an IoT DI algorithm for the case of unknown activity rate $P_a$ at the BS. The convex relaxation through $\ell_1 - \ell_2$ mixed-norm is employed for signal reconstruction, which can directly identify the active IoT devices through the non-zero elements of the reconstructed signal. This is attributed to the $\ell_1 - \ell_2$ mixed-norm ability to provide sparse estimates. Note that the proposed $\ell_1 - \ell_2$ mixed-norm SSSR IoT DI algorithm does not require knowledge of transmit power by IoT devices.

1) **BIC $\ell_1 - \ell_2$ Mixed-Norm SSSR IoT DI Algorithm:** Let us consider $P_a \in [0, P_{\text{max}}]$, where $P_a$ and the maximum activity rate $P_{\text{max}}$ are unknown at the BS. Since in-phase and quadrature components tend to be either zero or non-zero simultaneously, this provides additional grouping in SSSR. By stacking the in-phase and quadrature components ($X$ is a real-valued matrix), we can write (19) as

$$Y = XU + V,$$

where

$$Y = \left[ \text{Re}\{R\} \quad \text{Im}\{R\} \right],$$

$$U = \left[ \text{Re}\{H\} \quad \text{Im}\{H\} \right],$$

$$V = \left[ \text{Re}\{W\} \quad \text{Im}\{W\} \right].$$

For block-sparse matrix $U$ in (54), the $\ell_1 - \ell_2$ mixed-norm SSSR is given as follows

$$\hat{U} = \arg \min_U \frac{1}{2} \|Y - XU\|_F^2 + N_d \lambda \sum_{k=0}^{K_u-1} \|u_{G_k}\|_2,$$

where $N_d = 2LN_c$ and $u_{G_k}$ is the $k$th row of $U$. In (56), $\lambda$ represents the tuning parameter which is unknown and time-varying. The degrees of sparsity depends on $\lambda$: the larger $\lambda$ is, the sparser the estimate is. For unknown $\lambda$, model order selection methods can be employed to identify active IoT devices. By extending the BIC model order selection method in [33] to multiple measurement vectors, the reconstructed matrix $\hat{U}$ is given by

$$\hat{U} = \hat{U}^{(\hat{\lambda})},$$

where

$$\hat{\lambda} = \arg \min_{\lambda \in [\lambda_l, \lambda_u]} C_{\text{BIC}}(\lambda),$$

$$C_{\text{BIC}}(\lambda) = \log \left( \frac{1}{N_d} \|Y - \lambda \hat{U}^{(\hat{\lambda})}\|_F^2 \right) + \frac{\lambda}{N_d} \frac{df}{\lambda},$$

$$\hat{U}^{(\lambda)} = \arg \min_U \frac{1}{2} \|Y - XU\|_F^2 + N_d \lambda \sum_{k=0}^{K_u-1} \|u_{G_k}\|_2,$$

and $df$ is the degree of freedom which is given as follows

$$df = \sum_{k=0}^{K_u-1} \|u_{G_k}\|_2^2 \geq 2(L - 1) \sum_{k=0}^{K_u-1} \|u_{G_k}\|_2^2,$$

where $\hat{u}_{G_k}$ is the LS estimate for the $k$th IoT device signal. The Karush–Kuhn–Tucker (KKT) optimality conditions of the optimization problem in (61) is given as

$$-\Psi_k + N_d \lambda \frac{\hat{u}_{G_k}}{\|u_{G_k}\|_2} = 0 \quad \text{if } u_{G_k} \neq 0^t,$$

$$\|\Psi_k\|_2 \leq N_d \lambda \quad \text{if } u_{G_k} = 0^t,$$

where

$$\Psi_k \triangleq \nabla_{u_{G_k}} \left( \frac{1}{2} \|Y - XU\|_F^2 \right) = [X_{1,2k}^t (Y - XU) \quad X_{1,2k+1}^t (Y - XU)],$$

and $X_{:,k}$ is the $k$th column of $X$. Let us write $\Psi_k$ as

$$\Psi_k = \varphi_k - u_{G_k} A_k,$$

and

$$\Psi_k = \varphi_k,$$

where

$$\varphi_k = \frac{1}{2} \|Y - XU\|_F^2.$$
Algorithm 2 BIC $\ell_1 - \ell_2$ mixed-norm SSSR IoT DI algorithm

**Input:** $Y$, $X$, $\mathbf{A}_k$, $k = 0, 1, \ldots, K_u - 1$, $\lambda \in [\lambda_L, \lambda_U]$, $M_C$, and $M_G$

**Output:** Active IoT set $\hat{X}_a$

**Initialization:** $X_a = 0$, $i = 1$, $Golden = 1$, $\lambda_1 = \lambda_L$.

1. while $Golden = 1$ do
   2. $U^{[i]} = 0$, $t = 1$, SSSR = 1
   3. while SSSR = 1 do
      4. for $k = 0, 1, \ldots, K_u - 1$ do
         5. Obtain $\varphi_k^{[i]}$ by employing (70)
         6. if $\|\varphi_k^{[i]}\|_2 < N_c \lambda_i$ then
            7. $u_{G_k}^{[i]} = 0$
            8. else
               9. Update $u_{G_k}^{[i]}$ as in (69)
            10. end if
      11. end for
      12. if $(\|U^{[i]} - U^{[i-1]}\| \geq \epsilon_c) \cap (t < M_C)$ then
         13. $t = t + 1$
      14. else
         15. $U^{(i)} = U^{[i]}$, SSSR = 0
      16. end if
   17. end while
   18. if $i = 2$ then
      19. $\lambda_i = \lambda_U$, $Golden = 1$
   20. else if $(\lambda_{i-1} - \lambda_{i-2} \geq \epsilon_g) \cap (i < M_G + 1)$ then
      21. Find $\lambda$, using the Golden selection search
         22. $Golden = 1$
   23. else
      24. $\hat{\lambda} = \arg \min_{\lambda \in \{\lambda_{i-1}, \lambda_{i-2}\}} C_{BIC}(\lambda)$,
      25. $\hat{U} = \hat{U}(\hat{\lambda})$, $Golden = 0$
   26. end if
   27. end if
   28. $X_a = \{ k \in \{0, \ldots, K_u - 1\} \mid \|u_{G_k}\|_2 \neq 0 \}$.

where

$$\varphi_k = \begin{bmatrix} X_{2k}^\dagger (Y - X U_{-\{2k\}}) \end{bmatrix} X_{2k+1}^\dagger (Y - X U_{-\{2k+1\}}) \end{bmatrix}$$

and

$$\mathbf{A}_k \triangleq \text{diag} \{ X_{2k}^\dagger X_{2k}, \ldots, X_{2k+1}^\dagger X_{2k+1} \}$$

with $U_{-\{i\}}$ as the matrix $U$ with the $i$th row being set to 0\textsuperscript{T}. The dimension of the diagonal matrix $\mathbf{A}_k$ is $4L \times 4L$. From (63a) and (65), we have $u_{G_k}(N_d \lambda I/\|u_{G_k}\|_2 + \mathbf{A}_k) = \varphi_k$ when the $k$th IoT device is active. In contrast, when the $k$th IoT device is inactive, $\Psi_k = \varphi_k$. Hence, we can write

$$u_{G_k} = \begin{bmatrix} \|\varphi_k\|_2 > N_d \lambda \end{bmatrix} \varphi_k \left( \frac{N_d \lambda}{\|u_{G_k}\|_2} \mathbf{I} + \mathbf{A}_k \right)^{-1}.$$

To solve the optimization (61), we can use block-coordinate descent algorithm, where consists of solving each $u_{G_k}^{[i]}$ in (57) at a time. By starting from a sparse solution like, $U = 0$, at each iteration, we check for a given $k$ whether $u_{G_k}^{[i]}$ is optimal or not based on the conditions in (63). If $\|\varphi_k\|_2 < N_d \lambda$, $u_{G_k}^{[i]} = 0$; otherwise, $u_{G_k}^{[i]}$ at the $i$th iteration is iteratively updated as

$$u_{G_k}^{[i]} = \begin{bmatrix} \|\varphi_k^{[i]}\|_2 > N_d \lambda \end{bmatrix} \varphi_k \left( \frac{N_d \lambda}{\|u_{G_k}^{[i-1]}\|_2} \mathbf{I} + \mathbf{A}_k \right)^{-1}$$

where

$$\varphi_k^{[i]} = \begin{bmatrix} X_{2k} (Y - X U_{-\{2k\}}) \end{bmatrix} X_{2k+1} (Y - X U_{-\{2k+1\}}) \end{bmatrix}.$$

This procedure continues until the absolute difference of successive iterations becomes smaller than the tolerance value $\epsilon_c$.

2) Efficient One-dimensional Search: Efficient one-dimensional iterative search algorithms can be used to solve the optimization problem in (59). In an iterative search method, the interval $[\lambda_L, \lambda_U]$ is repeatedly reduced on the basis of function evaluations until a reduced bracket $[\lambda_L, \lambda_U]$ is achieved which is sufficiently small. These methods can be applied to any function and differentiability of the function is not essential. An iterative search method in which iterations can be performed until the desired accuracy in either the minimizer or the minimum value of the objective function is achieved is the golden-section search method [34].

**Convergence of the Optimization Problem in (61):** It has been shown that for an optimization problem whose objective function is the sum of a smooth and convex function and a non-smooth but block-separable convex function, block-coordinate descent optimization converges towards the global minimum of the problem [35]. In (61), $\|Y - X U\|_2^2$ is a smooth and differentiable convex function and $\sum_{k=0}^{K_u-1} \|u_{G_k}\|_2$ is a separable penalty function, where $\|u_{G_k}\|_2$ is a continuous and convex function with respect to $u_{G_k}$. Thus, block-coordinate descent converges to the global minimum.

A formal description of the $\ell_1 - \ell_2$ mixed-norm SSSR IoT identification algorithm is summarized in Algorithm 2. In Algorithm 2, $M_C$ and $M_G$, denote the maximum number of iterations for the Golden selection search and the block-coordinate descent optimization, respectively.

**IV. DATA DETECTION**

The next step after IoT DI is to detect the data of devices identified as active. Since CSI is unknown, the existing MUD algorithms, such as SIC cannot be employed. In this section, we propose a new nonlinear MUD algorithm which does not require CSI for data detection.

A. 2-MC-MUD Algorithm

The output of the IoT DI algorithm is a set of IoT devices $\hat{X}_a$. Since the delay of the IoT devices are known, we can apply sequence matched filtering to the small set of active IoT devices. Without loss of generality, we assume that $\hat{X}_a \triangleq \{ k_0, k_1, \ldots, k_{\hat{K}_a-1} \}$ and $\tau_{k_0} \leq \tau_{k_1} \leq \cdots \leq \tau_{k_{\hat{K}_a-1}}$, where $\hat{K}_a \triangleq \text{card}(\hat{X}_a)$.

We consider a bank of $\hat{K}_a$ single-user MFs for the identified active IoT devices in $\hat{X}_a$. The output of the MF after
However, by employing differential coding at IoT devices, a technique used for non-coherent data detection. Instead of encoding a bit sequence directly, it encodes the difference of the active IoT device expressed as \[ \sum_{i \in -1,1} \rho_{k,n} + \sum_{k_j > k} g_k b_{k,j,i} - \rho_{k,j,n} + w_{k,n,i}, \]

where \( w_{k,n,i} \) is defined as \[ \frac{1}{N_c} \int_{T_n}^{T_n+(1+1)T_s} r(t) s_{k,n}(t - i T_s - \tau_{k,n}) dt, \]

\[ \rho_{k,n} = \frac{1}{N_c} \int_{T_n}^{T_n+(1+1)T_s} s_{k,n}(t) s_k(t - \tau_k) dt, \]

and \( \rho_{k,j,n} = \frac{1}{N_c} \int_{0}^{T_n} s_{k,n}(t) s_{k,j}(t + T_n - \tau_{k,j}) dt. \]

The output of the single-user MF in (71) for the \( k_n \)th IoT device can be written as

\[ y_{k,n,i} = g_{k,n} b_{k,n,i} + v_{k,n,i}, \]

where \( v_{k,n,i} \) represents the effect of noise and multiuser interference on the \( k_n \)th IoT device, and \( b_{k,n,i} \in \{-1,1\} \).

For data detection without any sign ambiguity, the phase of \( g_{k,n}, k_n \in X_n \), is leastwise required to be known at the BS. However, by employing differential coding at IoT devices, a MUD algorithm can be developed which removes the need for such a priori knowledge. Differential coding is a coding technique used for non-coherent data detection. Instead of encoding a bit sequence directly, it encodes the difference between the bit sequence as \[ b_{k,n,i}^c = b_{k,n,i}^c + b_{k,n,i}^d, \]

where \( \oplus \) is the modulo-2 addition and \( b_{k,n,i}^c \in \{0,1\} \) is the \( i \)th bit at the output of the channel of the \( k_n \)th IoT device as shown in Fig. 2. The BPSK modulated data for the \( k_n \)th IoT device in (72), i.e., \( b_{k,n,i} \) is mathematically expressed based on the differentially coded bit \( b_{k,n,i}^d \in \{0,1\} \) as \( b_{k,n,i} = (-1)^{b_{k,n,i}^d} \).

Since \( g_{k,n}, k_n \in X_n \), remains unchanged during the short packet, the received symbols of the active IoT device \( k_n \) in (72) form two clusters corresponding to the transmitted bits 1 and 0. The main idea behind the proposed MUD algorithm is to extract these two clusters regardless of which cluster is labeled 1 or 0. By extracting the two clusters, the data stream of the active IoT device \( k_n \) can be detected without any prior knowledge about the CSI and CP due to differential coding.

To extract these two clusters for each active IoT device, the 2-MC algorithm can be employed. By applying the 2-MC algorithm to \( y_{k,n,i} \), \( i = 0,1,\ldots,N_n - 1 \), in (72), the two clusters are separated based on the nearest mean criterion disregard to the label. The 2-MC minimizes the within-cluster sum of squares (WCSS), i.e., the sum of the squared Euclidean distance [37]. Let us define \( \mathcal{U} \equiv \{0,1,\ldots,N_n - 1\} \). The 2-MC algorithm partitions \( \mathcal{U} \) into two sets \( \mathcal{U}_{k,n,0} \) and \( \mathcal{U}_{k,n,1} \) by minimizing the WCSS as follows:

\[ \arg \min_{\mathcal{U}} \sum_{i \in \mathcal{U}_{k,n,0}} |y_{k,n,i} - \mu_{k,n,0}|^2 + \sum_{i \in \mathcal{U}_{k,n,1}} |y_{k,n,i} - \mu_{k,n,1}|^2, \]

subject to \( \mu_{k,n,0} = \frac{1}{\text{card}(\mathcal{U}_{k,n,0})} \sum_{i \in \mathcal{U}_{k,n,0}} y_{k,n,i}, \)

\[ \mu_{k,n,1} = \frac{1}{\text{card}(\mathcal{U}_{k,n,1})} \sum_{i \in \mathcal{U}_{k,n,1}} y_{k,n,i}. \]

The minimization problem in (74) can be solved by different methods. One of the most common algorithm is the Lloyd’s algorithm which uses an iterative refinement technique [38]. Given initial mean values \( \mu_{k,n,0}^{[0]} \) and \( \mu_{k,n,1}^{[1]} \) for \( \mu_{k,n,0} \) and \( \mu_{k,n,1} \) in (74), the Lloyd’s algorithm proceeds by alternating between the assignment and updating steps as follows:

**Assignment Step:** The element of \( \mathcal{U} \) at iteration \( t \), i.e., \( \mathcal{U}^{[t]} \) is assigned to \( \mathcal{U}_{k,n,0}^{[t]} \) when

\[ \mathcal{U}_{k,n,0}^{[t]} = \left\{ i : |y_{k,n,i} - \mu_{k,n,0}^{[t]}|^2 \leq |y_{k,n,i} - \mu_{k,n,1}^{[t]}|^2 \right\}. \]

Otherwise, it is assigned to \( \mathcal{U}_{k,n,1}^{[t]} \).

**Updating Step:** The mean of the the clusters \( \mathcal{U}_{k,n,0}^{[t]} \) and \( \mathcal{U}_{k,n,1}^{[t]} \) are updated as

\[ \mu_{k,n,0}^{[t+1]} = \frac{1}{\text{card}(\mathcal{U}_{k,n,0}^{[t]})} \sum_{i \in \mathcal{U}_{k,n,0}^{[t]}} y_{k,n,i}, \]

\[ \mu_{k,n,1}^{[t+1]} = \frac{1}{\text{card}(\mathcal{U}_{k,n,1}^{[t]})} \sum_{i \in \mathcal{U}_{k,n,1}^{[t]}} y_{k,n,i}. \]

The 2-MC algorithm converges when the assignment step does not change. Fig. 7 shows the output of the 2-MC algorithm for an active IoT device. As seen, the sequence at the output of the MF is partitioned into two clusters regardless of the label.

After partitioning \( \mathcal{U} \) into two clusters \( \mathcal{U}_{k,n,0} \) and \( \mathcal{U}_{k,n,1}, y_{k,n,i}, i = 0,1,\ldots,N_n - 1, \) is mapped into a binary sequence \( b_{k,n}^m = [b_{k,n,0}^m b_{k,n,1}^m \ldots b_{k,n,N_n-1}^m] \) with elements as \( b_{k,n,i}^m = \mathbb{I}\{i \in \mathcal{U}_{k,n,1}\}. \)

The Forgny method is used for initialization, where two observations from the dataset are used as the initial means [37].
Then, by applying differential decoding to the mapped binary sequence $\hat{b}_{k,n}^m$, the channel coded data stream for the active IoT device $k_n$ is obtained as follows:

$$\hat{x}_{k,n} = b_{k,n}^m \oplus \hat{b}_{k,n}^m,$$  \hspace{1cm} \text{(78)}

Finally, $\hat{x}_{k,n} = [\hat{x}_{k,n,0} \ \hat{x}_{k,n,1} \ \ldots \ \hat{x}_{k,n,N-2}]^\dagger$ is decoded by the channel decoder, and the data stream of the active IoT device $k_n$ is obtained. The proposed 2-MC-MUD algorithm is summarized in Algorithm 3.

B. Complexity Analysis

The complexity of the proposed squared $\ell_2$-norm SSR IoT DI algorithm is $O(K_nN_c^2 + LN_c^2)$. The complexity of the proposed BIC $\ell_1 - \ell_2$ mixed-norm SSSR IoT DI algorithm per each iteration is $O(N_cLK_n^2)$, where the maximum number of iterations is $M_GM_C$ ($M_G$ and $M_C$ are the maximum number of iterations for the Golden selection search and the block-coordinate descent optimization, respectively). The complexity of the proposed 2-MC-MUD for single user matched filtering and clustering is $O(N^2N_cK_n)$ and $O(K_nN_cK_n)$, respectively, where $k_n = \text{card}(X_a)$.

V. MULTIPLE RECEIVE ANTENNAS

The performance of the proposed IoT DI algorithms drastically improve by employing multiple receive antennas at the BS due to spatial diversity. Let us consider that the BS is equipped with $N_r$ receive antennas and fuses all 1-bit activity decisions made by each receive antennas according to following logic rule

$$Z_k = \begin{cases} H_{i,k}, & \sum_{i=1}^{N_r} D_{k,i} \geq m_k \\ H_{0,k}, & \sum_{i=1}^{N_r} D_{k,i} < m_k, \end{cases},$$  \hspace{1cm} \text{(79)}

where $D_{k,i} \in \{0,1\}$ is the decision made by the $i$th receive antenna on the transmission state of the $k$th IoT device, and $m_k$ is an arbitrary integer for the $k$th IoT device. For the suboptimal detector in (79) and $m_k = m$, $k = 0, 1, \ldots, K_n-1$, the correct identification and false alarm rates are given by

$$Q_C = \sum_{l=0}^{N_r} \left( \frac{N_r}{l} \right) P_C^l (1 - P_C)^{N_r-l},$$  \hspace{1cm} \text{(80)}

$$Q_F = \sum_{l=m}^{N_r} \left( \frac{N_r}{l} \right) P_F^l (1 - P_F)^{N_r-l},$$  \hspace{1cm} \text{(81)}

where $P_C$ and $P_F$ are the correct identification and false alarm rates for a single receive antennas. Similarly, 1-bit decision fusion can be used for the 2-MC-MUD algorithm to improve data detection performance.

VI. SIMULATION RESULTS

In this section, we examine the performance of the proposed IoT DI algorithms and the 2-MC-MUD algorithm through several simulation experiments.

A. Simulation Setup

Unless otherwise mentioned, we considered an IoT network with $K_n = 1024$ IoT devices. It is assumed that the spreading sequences of the IoT devices are random binary codes with spreading factor $N_c = 512$. Each IoT packet is 128 bits with payload length of 40 bits. The delay of the IoT devices was generated as uniform distributions $\alpha_k \sim U[k_0,5]$, $\beta_k \sim U[0,511]$, and $\zeta_k \sim U[0,1]$. The effect of the unknown CSI and CP for each IoT device was modeled as independent complex Gaussian random variables with mean $\mu_k = \sqrt{0.1} + j\sqrt{0.1}$ and variance $\sigma_k^2 = 1$, $k \in X_a$, i.e., Rician fading with K-factor 0.2 was considered. The average system SNR was defined as $\vartheta = \frac{P_a}{p_k} \sum (|\mu_k|^2 + 2\sigma_k^2) p_k \sigma_k^2 / \sigma^2$, where $p_k = \zeta_k / \eta_k$ ($\zeta$ changes according to $\vartheta$), $P_a = 10^{P_a}$ for Algorithm 1, $P_a = P_{\text{max}}/2$ for Algorithm 2 (for the case of time-varying $P_a$), and $\sigma^2 = 1$ is the variance of the additive noise. The range of tuning parameter for the BIC minimization in (59) was set as $\lambda = [0,500]$, $\epsilon_r = 2$, and $M_G = 50$. The performance of the proposed IoT DI algorithms were evaluated in terms of system correct identification $P_C$ and system false alarm $P_F$ rates for $10^6$ Monte Carlo trials. Also, the performance of the proposed 2-MC-MUD algorithm was evaluated in terms of average PER in the presence IoT DI error.

B. Simulation Results

Fig. 8 depicts $P_C$ and $P_F$ of the proposed squared $\ell_2$-norm SSR IoT DI algorithm (Algorithm 1) versus SNR for different values of $P_a$ and $P_{\ell_1}^{(k)}$, $K_n = 1024$, and $L = 1$. The threshold values $\theta_k$, $k \in X_a$, are set by using (51). As seen, Algorithm 1 can offer high correct identification error rate even for a single observation vector. Also, there is an insignificant gap between $P_C$ obtained in the simulation experiment and the theoretical result in (52). Similarly, $P_F$ matches the preset false alarm rate, i.e., $P_F^{(k)} \in \{0.03, 0.04, 0.05\}$, $k \in X_a$. We notice from Fig. 8 that the theoretical results more accurately match the simulation results at higher $P_a$ and at lower SNRs since the CLT is more reliable.

In Fig. 9, we illustrate the performance of Algorithm 1 for $K_n \in \{1024, 4096\}$, $P_a \in \{0.02, 0.05, 0.1\}$, and $P_{\ell_1}^{(k)} \in \{0.05, 0.07, 0.1\}$ when multiple receive antennas are employed at the BS. Here, we consider the majority rule hard decision combining as a suboptimal detector for $N_r = 64$ receive antennas. As observed, miss identification ($P_M = 1 - P_C$) and false alarm rates substantially decrease by employing multiple
Fig. 8: The system correct identification rate, $P_C$, and false alarm rate, $P_F$, of the proposed squared $\ell_2$-norm SSR IoT DI algorithm (Algorithm 1) versus SNR for different values of $P_a$. $P_f(k) \in \{0.03, 0.04, 0.05\}$, $K_u = 1024$ and $L = 1$.

In Fig. 10, we compare the performance of Algorithm 1 and Algorithm 2 with the ADMM algorithm using GCV (ADMM-GCV) in [39], the AMP-based non-coherent activity detection algorithm in [40] and the GOMP method in [14] for $P_a = 0.02$, $K_u = 1024$, $N_r = 1$, $L = 21$, and $P_{f(k)} = 0.05$ (Algorithm 1).

For Algorithm 1, the threshold values $\theta_k$, $k \in \mathcal{X}_u$, are set for $P_{f(k)} = 0.05$ in (51), and $n_k = 5$ are used for hard decision combining in (53). As seen, our proposed algorithms offer acceptable correct identification and false alarm rates for a single receive antenna at the BS. Moreover, we observe that GOMP exhibits a larger correct identification rate at the expense of significantly higher false alarm rate. This is different for the algorithm in [40], which offers a lower false
Fig. 11: Effect of uncertainty in delay $\tau_k$, $k \in X_u$, on the performance of the proposed $\ell_2$-norm SSR IoT DI algorithm for $P_a = 0.05$, $K_u = 1024$, $N = 1$, $\tau - \gamma_1$ and $D(k) = 0.06$.

alarm rate compared with Algorithm 2 in the range of $[10, 20]$ dB SNR at the cost of reduced correct identification rate. We also notice that the performance improvement of Algorithm 1 for $L = 21$ is not very high compared to $L = 1$ in Fig. 8 since $p(\hat{h}_{k,j1,m}, \hat{h}_{k,j2,m} | H_{lk}) \neq p(\hat{h}_{k,j1,m} | H_{lk}) p(\hat{h}_{k,j2,m} | H_{lk})$, $j_1 \neq j_2$, $t \in \{0, 1\}$. Moreover, as seen, the false alarm rate of Algorithm 1 increases slowly as the SNR increases. There are two reasons for this behaviour: 1) the validity of joint Gaussian PDF assumption decreases, and 2) the effectiveness of the hard decision combining decreases due to the high correlation among the reconstructed vectors.

In Fig. 11, we show the effect of uncertainty in delay $\tau_k \triangleq \alpha_k T_s + \beta_k T_c + \xi_k$, $k \in X_u$, on the performance of Algorithm 1 for $P_a = 0.05$, $K_u = 1024$, $L = 21$, $n_t = 5$, and $P_t^{(k)} = 0.06$. We consider that packets arrive at the BS with chip delay uncertainty $\xi_k / T_c \in U[0, 1]$ while the identification and detection are performed by employing the estimated delay based on distance, which is a priori known and fixed at the BS. For multiple receive antennas, we consider the majority rule hard decision combining as a suboptimal detector for $N_t = 18$ receive antennas. As observed, the performance of Algorithm 1 degrades in the presence of the round-trip delay estimation error. However, by employing multiple receive antennas at the BS, this performance degradation can be reduced.

Fig. 12 illustrates $P_C$ and $P_F$ of the proposed BIC $\ell_1 - \ell_2$ mixed-norm SSR IoT DI algorithm versus SNR when the activity rate varies uniformly in the range $P_a \in [0, 0.06]$. As seen, the proposed algorithm exhibits high correct identification rate for high overloading factors, such as $OF = 2$ (1024 devices), when $P_a$ is unknown and time-varying. Also, the false alarm rate of the proposed algorithm is significantly low for the SNR values lower than 15 dB.

Fig. 13 compares the performance of the developed MA scheme when the proposed 2-MC-MUD and differentially coherent decorrelation (DCD)-MUD [36] algorithms are employed for $N_t = 12$. We also show the performance with estimated CSI using the joint activity and channel estimation method in [20]. As seen, the proposed MUD algorithm outperforms the DCD-MUD [36]. This superiority in performance is related to the capability of the 2-MC algorithm to accurately separate the two clusters of data. We also observe that data detection with estimated CSI can offer lower PER compared with our proposed non-coherent detection when a sufficient number of pilots $N_p$ is used for joint activity detection and channel estimation. This is achieved at the expense of lower spectral efficiency and higher latency.
Since written as zero-mean and uncorrelated random variables, by applying the statistical expectation to (85), into (82), we obtain

$$\text{Var}\{h_{n,j,f}|H_{tk}\} = \text{Var}\{g_n b_{n,j-\alpha_n-1+f}|H_{tk}\}$$

(87)

Because $\text{Var}\{b_{n,j-\alpha_n-1+f}|H_{tk}\} = P_n$, $n \neq f, f \in \{0,1\}$, we can write

$$\text{Var}\{g_n b_{n,j-\alpha_n-1+f}|g_n, H_{tk}\}$$

(88)

By substituting (88) and $\text{Var}\{g_n b_{n,j-\alpha_n-1+f}|g_n, H_{tk}\} = 0$, $f \in \{0,1\}$, into (87), we obtain

$$\text{Var}\{h_{n,j,f}|H_{tk}\} = P_n (\sigma_n^2 + |\mu_n|^2) \eta_n P_n.$$  

(89)

Finally, by substituting (86), (89), $\text{Var}\{w_{k,j,f}^{\prime}|H_{tk}\} = \Sigma_{k=2f+2k+1}^{\infty}$ into (83), (37) is derived. For the cross-correlation of $\hat{h}_{k,j,0}$ and $\hat{h}_{k,j,1}$, we obtain (90) at the top of next page, where by substituting (86) and (89) into (90), and then by using $\text{Var}\{w_{k,j,0}^{\prime}|H_{tk}\} = \Sigma_{k=2f+2k+1}^{\infty}$, results in (38).

**APPENDIX B**

By employing the MLR test, the transmission state of the $k$th IoT device is identified as active, i.e., $d_k = H_{tk}$, if

$$p(\hat{h}_{k,j,f}|H_{tk}) = \frac{2\pi |C_{f,f}^{0k}|^2 \exp(-\frac{1}{2} \hat{h}_{k,j,f}^T (C_{f,f}^{0k})^{-1} \hat{h}_{k,j,f})}{2\pi |C_{f,f}^{0k}|^2 \exp(-\frac{1}{2} \hat{h}_{k,j,f}^T (C_{f,f}^{0k})^{-1} \hat{h}_{k,j,f}) > \lambda},$$

where $\lambda = (1 - P_a)/P_a$. A canonical form of the above detector is given by [31]

$$\hat{h}_{k,j,f}^T (C_{f,f}^{0k})^{-1} (C_{f,f}^{1k}) (C_{f,f}^{1k} + C_{f,f}^{0k})^{-1} \hat{h}_{k,j} > \theta_k,$$

(91)

where $\theta_k$ is determined based on desirable false alarm rate for the $k$th IoT device. Let us write $C_{f,f}^{0k} = V_{f,f}^{0k} A_{f,f}^{0k} V_{f,f}^{0k}$, where $V_{f,f}^{0k}$ is an square matrix whose columns are eigenvectors of $C_{f,f}^{0k}$, and $A_{f,f}^{0k}$ is a diagonal matrix where its $i$th diagonal element is the eigenvalue associated with the $i$th column of $C_{f,f}^{0k}$. We define $A_{f,f}^{0k} = V_{f,f}^{0k} \Lambda_{f,f}^{0k} (V_{f,f}^{0k})^{-1}$ and $B_{f,f}^{0k} \triangleq (A_{f,f}^{0k})^T C_{f,f}^{0k} A_{f,f}^{0k}$. Taking into account $V_{f,f}^{0k} V_{f,f}^{0k} = I$, we can show that $(A_{f,f}^{0k})^T C_{f,f}^{0k} A_{f,f}^{0k} = I$. Then, using this result, the canonical detector in (91) can be written as follows

$$\hat{h}_{k,j,f}^T A_{f,f}^{k} B_{f,f}^{k} (B_{f,f}^{k} + I)^{-1} A_{f,f}^{0k} \hat{h}_{k,j} > \theta_k.$$

(92)

Based on eigenvalue decomposition of $B_{f,f}^{0k}$, we have

$$B_{f,f}^{k} \triangleq (A_{f,f}^{0k})^T C_{f,f}^{0k} A_{f,f}^{0k} = V_{f,f}^{0k} \Lambda_{f,f}^{0k} V_{f,f}^{0k},$$

(93)

where $V_{f,f}^{0k}$ and $\Lambda_{f,f}^{0k}$ are the eigenvector and eigenvalue matrices of $B_{f,f}^{0k}$, respectively. Since $B_{f,f}^{0k}$ is a symmetric matrix, we have $(V_{f,f}^{0k})^T V_{f,f}^{0k} = I$. By letting $z_{k,j} \triangleq [z_{k,j}[0], z_{k,j}[1]]^T \triangleq (V_{f,f}^{0k})^T (A_{f,f}^{0k})^T \hat{h}_{k,j}$ in (92), we obtain

$$z_{k,j}^T \Lambda_{f,f}^{k} (A_{f,f}^{k} + I)^{-1} z_{k,j} > \theta_k,$$

(94)

which is equivalent to the test statistics in (48) and (49). Note that the matrix $A_{f,f}^{0k} V_{f,f}^{0k}$ diagonalizes both $C_{f,f}^{0k}$ and $C_{f,f}^{0k}$.
\[ \Sigma_{f,f}^{th} = \mathbb{V} \mathbb{A} \{ \hat{h}_{k,j,f} | H_{tk} \} = \mathbb{E} \{ \hat{h}_{k,j,f}^2 | H_{tk} \} + t \Omega_{f,f}^2 + \mathbb{V} \mathbb{A} \{ \hat{h}_{k,j,f} | H_{tk} \} + \Omega_{f,f} \frac{2}{2n^2 + f} \mathbb{V} \mathbb{A} \{ \hat{h}_{k,j,f} | H_{tk} \} + \mathbb{V} \mathbb{A} \{ w_{k,j,f} \}. \] (83)

By employing (48) and (49), the false alarm rate for the \( k \)th IoT device is derived as follows
\[ P_{k}^{(f)} = \mathbb{P} \{ d_k = H_{tk} | H_{0tk} \} = \mathbb{P} \left\{ \sum_{n=0}^{\infty} \chi_{f,f}[n] z_{f,j,f}[n] \geq \theta_k | H_{0tk} \right\}. \] (95)

To obtain the PDF of \( U \triangleq \sum_{n=0}^{\infty} \chi_{f,f}[n] z_{f,j,f}[n] \) in (95), we need to derive its characteristic function (CF) and then express the PDF as the inverse Fourier transform. Since \( z_{f,j,f}[n] \) in (48) under hypothesis \( H_{0tk} \) follows the central Chi-squared \( (\chi^2) \) distribution with 1 degrees of freedom and the fact that \( z_{f,j,f}[0] \) and \( z_{f,j,f}[1] \) are independent random variables, we obtain the CF of \( U \) as follows
\[ \phi_U(\omega) \triangleq \mathbb{E} \{ \exp(j\omega U) \} = \frac{1}{\sqrt{1 - 2j\chi_{f,f}[n]\omega}}, \] (96)
where \( \chi_{f,f}[n] \) is given (49). Taking the inverse Fourier transform of \( \phi_U(\omega) \), we have
\[ p_U(u|H_{0tk}) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} \prod_{n=0}^{\infty} \frac{\exp(-j\omega u)}{\sqrt{1 - 2j\chi_{f,f}[n]\omega}} \, d\omega. \] (97)

Using (97), the false alarm rate for the \( k \)th IoT device is obtained as in (51). Following the same procedure, the correct identification rate for the \( k \)th IoT device in (52) is derived.
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