We introduce a two-loop power control that allows an efficient use of the overall power resources for commercial wireless networks based on cross-layer optimization. This approach maximizes the network's utility in the outer-loop as a function of the averaged signal to interference-plus-noise ratio (SINR) by considering adaptively the changes in the network characteristics. For this purpose, the concavity property of the utility function was verified with respect to the SINR, and an iterative search was proposed with guaranteed convergence. In addition, the outer-loop is in charge of selecting the detector that minimizes the overall power consumption (transmission and detection). Next the inner-loop implements a feedback power control in order to achieve the optimal SINR in the transmissions despite channel variations and roundtrip delays. In our proposal, the utility maximization process and detector selection and feedback power control are decoupled problems, and as a result, these strategies are implemented at two different time scales in the two-loop framework. Simulation results show that substantial utility gains may be achieved by improving the power management in the wireless network.

1. Introduction

As the demand for advanced mobile services increases, efficient use of network resources grows in importance. In a wireless network, services can have different requirements in terms of throughput or quality of service (QoS), which depend on the type of application: data, voice, or multimedia [1]. In this sense, the average bit error rate (BER) can be used as a measure of QoS given in terms of the signal to interference-plus-noise ratio (SINR) [2]. Typically, a mobile unit (MU) aims to attain a predefined SINR level in its transmission to the base station (BS) with the least power consumption. Moreover, it is desired to achieve this objective SINR level by allocating the network's resources in the most efficient way [3]. In cellular networks, the bandwidth or power efficiencies are the main criteria considered to measure the overall network performance [4–6]. Examples of solutions to this problem are given in [7–9], where the authors proposed game theoretic or optimization frameworks to maximize the users’ utilities defined as a function of the transmission power.

From a cross-layer design principle for wireless networks [10], the resources allocation problem can be addressed more efficiently by sharing information among different layers [11, 12]. In this paper, we address the problem of improving the efficiency (profit) of a CDMA-based wireless network from the cross-layer perspective [13, 14]. A cross-layer approach is particularly important when designing protocols at the PHY and MAC link layers [15–17]. On the one hand, the PHY layer deals with data transmission over wireless channels gathering the units of modulation, SINR, channel coding, and so forth [15]; meanwhile, the data link layer has the objective of encoding bits into packets prior to transmission and decoding the packets back into bits at the destination.

In a CDMA-based network, cross-layer design has been addressed in the literature by the integration of units in the PHY layer such as multiuser detection, error correction, and channel estimation, with higher layers functions like power
control, call admission control, packet collision resolution, and so on [18]. In [19], the cross-layer design problem of joint multiuser detection and power control is addressed. Similar to [7, 8], a game theoretic approach is proposed to maximize the users’ utilities defined as the ratio of throughput and transmission power. All these approaches improve the users’ utilities and consequently the network performance, by achieving a reduction in the power consumption or an increment in the throughput. However, to the best of the authors’ knowledge, existing works on power control have been addressed following an energy-efficiency or spectral-efficiency criterion. The maximization of these performance metrics alone is not necessarily the best solution, since the effective cost of the resources required by the network might result in a commercial cellular network economically nonviable [20]. This problem arises because such definitions of the network’s utilities focus on either energy efficiency or bandwidth efficiency regardless of the network cost.

The work by Akhtman and Hanzo [20] has shown that no significant economic gains can be obtained by just increasing the network’s spectral efficiency (amount of bps/Hz). Furthermore, it is suggested that such economic gains may be possible when combining bandwith augmentation and improving the power efficiency. In this paper, we explore this idea further by studying the open problem of how to maximize the network’s utility (in monetary units) through the efficient use of the network resources. In particular, this paper seeks to maximize the network’s utility (profit), as a function of the SINR metric, by considering adaptively the changes among three of the most valuable resources that are inherent in a mobile wireless network: (i) power consumption, (ii) effective bandwidth, and (iii) average user throughput. Furthermore, the proposed network efficient power control (NEPC) is based on a two-loop feedback configuration, as in [21, 22], where an outer-loop establishes the reference SINR by maximizing the network utility function, and also selects the optimal detector which minimizes the overall power consumption and an inner-loop achieves this reference SINR in all the MUs despite channel variations and roundtrip delays.

In this context, the major contribution of this work is to present a mechanism that manages to maximize the network’s revenue and throughput by improving its power efficiency. This work focuses on a CDMA-based network [2, 23] such as direct-sequence CDMA (DS-CDMA) or multicarrier CDMA (MC-CDMA), since it comprises all varieties of systems impairments (multiple access interference, multipath, etc.) which makes a CDMA network more challenging than any other access techniques even those that are currently under consideration for 4G systems. However, and more importantly, the proposed mechanism can be extended to other access techniques, such as orthogonal frequency-division multiplexing (OFDM) [23, 24], as long as the SINR or SNR are employed as a QoS measure. Since any CDMA-based network capacity is interference limited [2, 23, 24], interference management is needed to maximize its performance. To manage the power consumption in the terminals, we formulate an overall power consumption index based on the whole power of the terminal and not just the radiated power, which makes this index strongly dependent on the detection strategy. Our implementation of the power consumption index is not found in the literature and is, therefore, a contribution of this work. Previous works [25, 26] have suggested preequalization to reduce interference and achieve a desired QoS. However, these schemes do not take into account the effects of processing/measurement delays and time-varying channels. Therefore, we consider feedback power control [27, 28] and detector selection as the main components in the proposed scheme not only to minimize the multiple-access interference (MAI), but also to improve the power efficiency in the network. Besides, this paper extends and complements our previous work in [29] with an analytical derivation of the utility optimization, a detailed presentation of the detector selection, and a completely new and comprehensive evaluation of the proposal.

The rest of the paper is organized as follows. In Section 2, the concept behind the proposed NEPC scheme is presented. The optimization strategies in the outer-loop are described in Section 3. First, the network utility concept is formulated from an economical viewpoint. Next, linear detectors such as matched filter (MF), zero-forcing (ZF), and minimum-mean-squared error (MMSE) are evaluated and compared with the purpose of selecting more efficiently the detector strategy in terms of both performance and power consumption. Section 4 presents the feedback power control strategy implemented in the inner-loop, which is considered to achieve the required QoS in a distributed fashion. An extensive simulation evaluation is presented in Section 5 where the advantages of our proposal are highlighted. Finally, Section 6 presents the conclusions and future work.

The notation used in this paper is described next. \( \mathbb{Z} \) denotes the set of integers, and \( \mathbb{R} \) and \( \mathbb{C} \) represent the real and complex numbers, respectively. \( \mathbb{R}^N \) and \( \mathbb{C}^N \) stand for real and complex \( N \)-dimensional vectors. Scalars are represented by lower-case italic letters, and vector and matrices by boldface letters. \((\cdot)^T\) and \((\cdot)^*\) describe the transpose and complex conjugate-transpose operators, respectively, and \( I \) denotes the identity matrix. For a vector \( \mathbf{x} = [x_1, \ldots, x_N]^T \), the Euclidean norm is defined as \( \|\mathbf{x}\| = \sqrt{\sum_i |x_i|^2} \), and \( \mathbb{E}\{\cdot\} \) is used to denote the expectation operator.

2. Proposed Network Efficient Power Control

In our formulation, the wireless network has \( M \) base stations (BS\(_1\), \ldots, BS\(_M\)), and each BS has \( U_i \) active MUs \( i = 1, \ldots, M \) (see Figure 1). Hence, following network centric efficiency, we pursue to maximize the utility \( \mathcal{U} \) by optimizing the network power consumption \( \mathcal{P} \), that is,

\[
\max_{\mathcal{P}} \mathcal{U}. \tag{1}
\]

In this way, we assume that the network utility \( \mathcal{U} \) is affected by the power consumption in two major factors: (i) data transmission and (ii) hardware detection implementation [27, 30]. We assume that the power consumption of other stages at the BS, such as the RF section, is constant and, consequently, proportional to the power consumption of
the detection method. Due to this reason, we just concentrate on the power demand by the detection stage. Nevertheless, this network centric optimization can be accomplished in a distributed fashion by recalling the results in [27, 31], where, for a given reference SINR, there exists only one solution to the minimum power allocation problem that achieves the reference in a given cell. In addition, we assume that the power consumption related to the signal processing and hardware employed by the detector in each BS is not affected by the neighbour BSs (no inter-cell interference), or this effect could be considered as thermal noise [2, 5]. Therefore, the NEPC scheme introduced here seeks to maximize the network utility while minimizing the power required in both transmission and detection implementation in each cell. Finally, the proposal focuses on power control at the uplink transmission, since we assume that the BSs transmit at a constant power in the downlink.

Overall, the proposed scheme considers three stages: (1) network utility optimization, (2) detector selection, and (3) uplink closed-loop power control. Note that, in practice, the network optimization process cannot be achieved in one step due to implementation limitations [32], such as information sharing, processing/measurement delays, and time-varying channel gains. Consequently, the proposed optimization scheme is carried out in a two-loop framework, as shown in Figure 2. In this schematic, there are two update frequencies involved: the first one for the utility function optimization and detector selection stages ($F_1$) in the outer-loop, and the second update frequency for the feedback power control stage ($F_2$) in the inner-loop, similarly to [21, 22]. For practical issues, the utility optimization process and detector selection run at a slower time scale than the feedback power control scheme; that is, $F_1 < F_2$. However, it is assumed that $F_2$ is a multiple of $F_1$ to facilitate the implementation; that is, $m \equiv F_2/F_1 \in \mathbb{Z}$. On the other hand, the network optimization is focused on a CDMA-based network, where DS-CDMA and MC-CDMA are two important CDMA schemes for high rate wireless communications and therefore we aim our study on these schemes [2, 5, 23, 24]. Since the maximization problem will be solved in a distributed fashion, the index $l$ related to each BS in the wireless network will be omitted. The general operation of the proposed NEPC scheme is as follows: the optimal SINR $\tilde{\gamma}$ is calculated in the outer-loop to maximize the network utility function; after that, a linear detector is chosen by considering the number of active users in the cell $U$, optimal SINR $\tilde{\gamma}$, averaged channel gains $\bar{h}_{ij}$ for DS-CDMA and $\bar{h}_{ij}$ for MC-CDMA, and processing gain $N$. The inner-loop is responsible for achieving $\tilde{\gamma}$ at each BS by adjusting, in a feedback structure, the transmission power $p_i[k]$ of the MUs required to satisfy the restriction on the SINR of the $j$th user $\gamma_j$, despite roundtrip delays, measurement noise, and channel variations. As is graphically described in Figure 2, the instantaneous values of the SINR are not employed by the outer-loop in our proposal; then, the roundtrip delays and measurement noise induced by processing or estimating the SINR at the BS do not affect the outer-loop structure. In addition, since this methodology involves sharing information between the PHY and MAC layers of the OSI model, our proposal establishes a cross-layer optimization [10]. In the next sections, we describe the structure of each stage in detail.

3. Outer-Loop Power Control

In this section, the network utility maximization and detector selection accomplished by the outer-loop in the NEPC are analytically derived.

3.1. Network Utility Optimization. The conventional utility concept refers to the level of satisfaction that each user experiences using a service [7, 21]. Since the air interface in a wireless communication represents a critical resource where the users have to consume battery energy to transmit information over it, these issues can be quantified conveniently by the following utility function:

$$u_j = \frac{T_j}{p_j}, \quad j = 1, \ldots, U,$$

where $T_j$ defines the throughput and $p_j$ the transmission power per the $j$th user [8, 18]. Throughput is defined here as the number of information bits that are transmitted successfully in a given time period. Nonetheless, the utility described in (2) does not refer to monetary incentives; therefore, increasing (2) may not yield an economically viable network since the costs of energy and bandwidth are rapidly growing. Spectrum is a scarce and expensive resource and the power consumption cost constitutes a substantial factor in the financial bottom line of all major mobile carriers. In [20], a comprehensive analysis of a commercial wireless network is carried out by using the most basic economic principle, where Akhtman and Hanzo considered that the profit may be formulated as the revenue minus the actual cost of the provided services. Thus, the network utility per channel $U$, in monetary units, can be formulated as [20]

$$U(\gamma) = \frac{1}{B} \log_2 \left( 1 + \frac{\bar{B}}{R} \log_2 (1 + \gamma) - \frac{C_p 5 \phi N_0 \gamma + C_r}{B} \right),$$

where $B = B/M$ and $\bar{R}$ are the average bandwidth and the baseline data rate per user, $M$ is the number of users in the global network, the coefficient $\phi$ denotes the transmission
Figure 2: Two-loop interaction of the NEPC.

In terms of QoS evaluation, the SINR after signal detection is a better performance metric, since this parameter can be related to the frame-error rate (FER) or frame-success rate (FSR) of the transmission [33]. In fact, by using the set of parameters \( \{ M, \overline{R}, C_\phi, \phi, B, N_0, C_r \} \) to define the wireless network condition, we can express the utility in (3) as a function of \( \gamma \). Therefore, the following optimization problem is addressed:

\[
\max_{\gamma} \mathcal{U}(\gamma).
\]  

(4)

In the following, the partial derivatives of \( \mathcal{U} \) (for simplicity, we drop the dependency of \( \gamma \) in function \( \mathcal{U} \)) are derived in order to find the maximum with respect to \( \gamma \):

\[
\frac{\partial \mathcal{U}}{\partial \gamma} = \frac{\overline{R} \beta}{B} \left[ \frac{1}{(1 + \gamma) \left[ 1 + \beta \ln (1 + \gamma) \right]} - \frac{1}{\alpha} \right],
\]

(5)

where

\[
\beta = \frac{B}{\ln (2)} \quad \alpha = \frac{1}{5 \overline{R} \overline{C}_\phi c N_0 (\ln 2)^2}.
\]

(6)

Therefore, since \( \{ \overline{R}, \overline{R}, \alpha, \beta \} \) are positive constants and the SINR is a positive value \( \gamma > 0 \), there exists a unique extreme point of \( \mathcal{U} \) that satisfies

\[
\frac{\partial \mathcal{U}}{\partial \gamma} \bigg|_{\gamma = \hat{\gamma}} = 0 \quad \Rightarrow \quad \alpha - (1 + \gamma) \bigg|_{\gamma = \hat{\gamma}} = \beta(1 + \gamma) \ln (1 + \gamma) \bigg|_{\gamma = \hat{\gamma}}.
\]

(7)

Since

\[
f (0) > g (0), \quad \frac{df}{d\gamma} < 0, \quad \frac{dg}{d\gamma} > 0, \quad \forall \gamma > 0.
\]

(8)

As a result, the extreme point is a positive value \( \hat{\gamma} > 0 \) such that \( f (\hat{\gamma}) = g (\hat{\gamma}) \), and its uniqueness is guaranteed by the monotonic behaviour of \( f (\cdot) \) and \( g (\cdot) \) defined in (7) that imply a crossing point of both graphs. Furthermore, this extreme
point is a maximum due to the concavity of $\mathcal{U}$ for all $\gamma > 0$, since $\mathcal{U}''/\partial \gamma^2 < 0$. However, an analytical solution to (4) is not viable, although its existence is guaranteed. So, we apply an iterative strategy based on Newton-Raphson method to find the SINR value that maximizes (3):

$$y_{n+1} = y_n - \frac{\beta (1 + y_n) \ln (1 + y_n) - \alpha + (1 + y_n)}{\beta \ln (1 + y_n) + \beta + 1}, \quad n > 0,$$

which by the previous arguments will converge to $y_n \rightarrow \bar{y}$ independently of the initial condition $y_0 > 0$, as $n \rightarrow \infty$.

In this paper, we only consider the maximization of an overall utility function of a multiuser CDMA-based wireless network where all users have a common SINR target; that is, the QoS is set the same for all users. The networks’ utility maximization with multiple QoS requirements is beyond the scope of this paper and therefore is left for future work. Thus, once the common SINR target is estimated by the outer-loop, the inner-loop power control structure is responsible for regulating the transmission power for each active user in order to achieve the optimal SINR $y_j = \bar{y}$ for all $j = 1, \ldots, U$. In addition, the selection of the detector provides a balance between the implementation complexity at the receiver and the transmission power given a QoS level. In fact, as will be shown in following sections, once the linear detector is fixed, there is only one power assignment rule that achieves the optimal SINR in the wireless system [27, 31], as long as, the resulting transmission power does not exceed the limitation of the transmission amplifier. Nonetheless, there is no coupling between the maximization process in (4) and the power control scheme, since both processes are independent, and this is a key property exploited by the NEPC structure in Figure 2.

### 3.2. Detector Selection.

In the distributed optimization for network resources, each cell is studied independently which is based on a synchronous CDMA-based system with $U$ active users. All users spread their data symbols at $k$-instant $b_j[k] \in \mathbb{C}$ for all $j = 1, \ldots, U$ with a specific sequence $c_j = [c_{j1}, \ldots, c_{jN}]^T \in \mathbb{R}^N$ where $c_{jj} = \{-1/\sqrt{N}, 1/\sqrt{N}\}$ for all $i = 1, \ldots, N$. The load percentage of the CDMA-based system is defined as the ratio $100\% \times U/N$. In this way, assuming users synchronization, the received signal $r[k]$ at $k$-time instant in the BS (uplink transmission) after sampling and demodulation is given by [2, 5, 23]

$$r[k] = C \Gamma [k] b[k] + \eta[k],$$

where, in the case of DS-CDMA, matrices $C$ and $\Gamma[k]$ are given by

$$C = \begin{bmatrix} c_{1} & \cdots & c_{U} \end{bmatrix} \in \mathbb{R}^{N \times U},$$

$$\Gamma[k] = \begin{bmatrix} h_1[k] \sqrt{p_1[k]} & \cdots & h_U[k] \sqrt{p_U[k]} \end{bmatrix} \in \mathbb{C}^{U \times U},$$

where $h_{ij} \in \mathbb{C}$ and $\sqrt{p_j[k]} \in \mathbb{R}$ denote the channel gain and transmission power factor for the $j$th user, respectively; $b[k] = [b_1[k] \cdots b_U[k]]^T \in \mathbb{C}^U$ represents the vector of data symbols; each symbol $b_j[k]$ for all $j = 1, \ldots, U$ has zero mean and normalized energy, that is, $\mathbb{E}[|b_j[k]|^2] = 1$, and $\eta[k] \in \mathbb{C}^N$ represents a vector with zero-mean complex Gaussian noise components of variance $\sigma^2$ per dimension; that is, $\mathbb{E}[\eta[k]] = 0$, $\mathbb{E}[|\eta[k]|^2] = \sigma^2$ \text{I} $\text{V}_k$. For practical implications, all the power factors are restricted to a feasible interval; that is,

$$0 < p_{min} \leq p_j[k] \leq p_{max}, \quad \forall j = 1, \ldots, U,$$

where $0 < p_{min} < p_{max}$. Meanwhile, for a MC-CDMA system, the spreading codes matrix $C$ is time varying, since the transmitters spread the data information over a set of subcarriers using the predefined spreading sequence $c_j$ in the frequency domain (a chip of the spreading sequence is transmitted through each subcarrier) [24]; the matrices in (10) are described by

$$C = \begin{bmatrix} h_{11} \ [k] c_{11} & \cdots & h_{U1} \ [k] c_{1U} \\
\vdots & \ddots & \vdots \\
h_{1N} \ [k] c_{11} & \cdots & h_{UN} \ [k] c_{1U} \end{bmatrix} \in \mathbb{C}^{N \times U},$$

$$\Gamma[k] = \begin{bmatrix} \sqrt{p_1[k]} & \cdots & \sqrt{p_U[k]} \end{bmatrix} \in \mathbb{R}^{U \times U},$$

where $h_{ij} \in \mathbb{C}$ denotes the channel gain for the $j$th user and $i$th subcarrier, $j = 1, \ldots, U$ and $i = 1, \ldots, N$. To have an homogeneous notation for DS-CDMA and MC-CDMA, the explicit dependence on time in the spreading code matrix $C$ is omitted for a MC-CDMA system.

For the data estimation process of the $j$th active user, a linear filter $X_j = [X_{j1} \cdots X_{jN}]^T \in \mathbb{R}^N$ is applied to the received signal [34]; that is,

$$\hat{\chi}_j[k] = X_j^T r[k], \quad \forall j = 1, \ldots, U.$$

Using $X = [X_1 \cdots X_U] \in \mathbb{R}^{N \times U}$ to express the structure of the linear detector at the receiver [34], we address the following detection strategies [1, 27, 35]:

(i) matched filter (MF): $X^T = C^T$;

(ii) zero forcing (ZF): $X^T = (C^T C + \sigma^2 \mathbb{I})^{-1} C^T$;

(iii) minimum mean square error (MMSE):

$$X^T = (C^T C + \sigma^2 \mathbb{I})^{-1} C^T.$$
Table 1: Complexity evaluation of different linear detectors.

| Detector | Additions/subtractions ($X$) | Multiplications/divisions ($Z$) |
|----------|-------------------------------|-------------------------------|
| MF       | $(N - 1) U$                   | $NU$                          |
| ZF       | $U^3 + NU^2 + NU - 2U$        | $2(U^3 + U^2 + NU) + NU^2$   |
| MMSE     | $U^3 + U^2 (N + 1) + NU - 2U$ | $2(U^3 + U^2 + NU) + NU^2$   |

detectors MF, ZF, and MMSE become complex and time-varying matrices, but their structure is analogous to DS-CDMA.

In general, a tradeoff between complexity and performance has to be considered for an efficient detector selection criterion. Next, we first analyse the complexity of the detectors which is defined in terms of the arithmetic operations at this level of design. These arithmetic operations are additions/subtractions and multiplications/divisions needed in the data estimation process. The complexity for additions is treated in the same way as subtractions. Also, the complexity of multiplications is considered the same as that of divisions. Table 1 shows the evaluation of the complexity among the studied detectors: MF, ZF, and MMSE [37]. In order to estimate the complexity in the inverse of $C^T C$ and $C^T C + \sigma^2 I$ for the ZF and MMSE detectors, the Gaus-Jordan algorithm [38, 39] was applied. Although the MMSE detector requires the thermal noise variance estimation, this process is neglected for the complexity comparison.

Furthermore, power consumption is another efficiency metric of comparison at the implementation level [40]; then, the linear detectors’ complexity must be expressed in terms of power consumption at circuit level. This is accomplished by calculating the total power dissipation of a CMOS design, $P_{\text{total}}$ [41, 42]:

$$P_{\text{total}} = P_{\text{dynamic}} + P_{\text{static}} + P_{\text{leakage}}$$

(16)

where the static $P_{\text{static}}$ and leakage $P_{\text{leakage}}$ power dissipations are not considered at this level of design, since they are considered at the fabrication or synthesis process. Therefore, the dynamic power consumption $P_{\text{dynamic}}$ is the only parameter considered, which is generated by the switching activity via the process of charging and discharging the load capacitance, which is defined by

$$P_{\text{total}} = \theta CV_{DD}^2 f,$$

(17)

where $\theta$ represents a switching factor, $C$ is the load capacitance, $V_{DD}$ denotes the supply voltage, and $f$ is the operation frequency. The switching factor $\theta$ depends on the used arithmetic logic, and this parameter can be considered as a constant in our evaluation. The supply voltage $V_{DD}$ is also assumed fixed, and it could be viewed as a function of the semiconductor technology. The operation frequency is also fixed for comparison purposes. Therefore, the only parameter that is considered a function of the complexity is the load capacitance, and taking into consideration that the capacitance is calculated based on the number of transistors and their characteristics, we compute the complexity in terms of full adders, assuming that each one-bit full adder has eight transistors [43]. The number of full adders related to $X$ additions is then expressed as $X \times Y$, where $Y$ is the number of bits used for calculations, and the equivalent number of full adders related to $Z$ multiplications is $(Y - 1) \times (Y \cdot Z)$; then, the circuit power consumption $P_{\text{total}}$ as a function of number of full adders is given by

$$P_{\text{total}} = \theta \left[ \theta Y (X + (Y - 1) Z) W L C_{\text{gld}} \right] V_{DD}^2 f,$$

(18)

where $\theta$ is the number of transistors in the circuit, $W$ defines the average transistor width and $L$ its length, and $C_{\text{gld}}$ denotes the gate plus diffusion capacitance; these three last parameters depend on the employed semiconductor technology. In this way, the complexity results in Table 1 can be used in conjunction with the power estimation in (18) to obtain an estimation of the required power in the implementation of the linear detectors in a CDMA-based system. For MC-CDMA, the only modification is related to parameter $Y$, since all the operations involve now complex numbers instead of real values.

3.3. Power Allocation. Power allocation is a common strategy to reduce the MAI component and extend battery life in cellular CDMA-based networks (uplink transmission). The objective of power allocation is to reach the required QoS or equivalently an objective SINR value $y_{ij}^{\text{obj}}$ for the $i$th user. Considering that the BS applies a linear detection strategy, the SINR can be expressed by [1, 27, 30]

$$y_j = \frac{\delta_{ij} p_j}{\sum_{i \neq j} \delta_{ij} p_i + \omega_j \sigma^2}, \quad \forall j = 1, \ldots, U,$$

(19)

where $p_j$ is the power related to the $j$th user, $\sigma^2$ is the noise variance at the receiver, and $(\delta_{ij}, \delta_{ji}, \omega_j)$ are constant positive parameters that depend on the applied linear detector (MF, ZF and MMSE) and spreading codes properties [30, 35, 36, 44]:

$$\delta_{ij} = \begin{cases} \left| h_i \right|^2 \sum_{j=1}^{N} \left| x_{ij} \right|^2 & \text{DS-CDMA} \\ \sum_{j=1}^{N} \left| x_{ij} \tilde{c}_j \right|^2 & \text{MC-CDMA} \end{cases}$$

(20)

$$\omega_j = \sigma^2 \sum_{i=1}^{N} \left| x_{ij} \right|^2, \quad \forall j, l = 1, \ldots, U.$$

On the other hand, by assuming that the SINR per active user follows the value $\bar{y}$ that maximizes the utility function $U$, that is, $y_j = \bar{y}$ for all $j = 1, \ldots, U$, the following vector equality is obtained from (19):

$$\frac{1}{\bar{y}} \Gamma_{\text{BIT}} \mathbf{P} = \Gamma_{\text{MAI}} \mathbf{P} + \eta,$$

(21)
where \( \mathbf{p} = [p_1 \cdots p_U]^\top \) is the transmission power vector, matrices \( \mathbf{\Gamma}_{\text{BIT}} \) and \( \mathbf{\Gamma}_{\text{MAI}} \) contain the users’ amplitudes and interference factors, and \( \mathbf{\eta} \) denotes the noise vector. These matrices and vectors are defined as follows:

\[
\mathbf{\Gamma}_{\text{BIT}} = \begin{bmatrix}
\delta_{11} & \cdots & \delta_{1U} \\
\vdots & \ddots & \vdots \\
\delta_{U1} & \cdots & \delta_{UU}
\end{bmatrix} \in \mathbb{R}^{U \times U},
\]

(22)

\[
\mathbf{\Gamma}_{\text{MAI}} = \begin{bmatrix}
0 & \cdots & \delta_{1U} \\
\delta_{21} & 0 & \cdots \\
\vdots & \vdots & \ddots \\
\delta_{U2} & \cdots & 0
\end{bmatrix} \in \mathbb{R}^{U \times U},
\]

(23)

\[
\mathbf{\eta} = \begin{bmatrix}
\sigma^2 \omega_1 \\
\vdots \\
\sigma^2 \omega_U
\end{bmatrix} \in \mathbb{R}^U.
\]

(24)

Consequently, the following centralized solution is obtained for the power allocation problem [27, 31]:

\[
\mathbf{p}^* = \left( \frac{1}{\bar{\mathbf{\gamma}}} \mathbf{\Gamma}_{\text{BIT}} - \mathbf{\Gamma}_{\text{MAI}} \right)^{-1} \mathbf{\eta}
\]

(25)

provided that \( \det((1/\bar{\mathbf{\gamma}}) \mathbf{\Gamma}_{\text{BIT}} - \mathbf{\Gamma}_{\text{MAI}}) \neq 0 \). In fact, this last condition is easily satisfied in practice for DS-CDMA systems, since in general the matrix \((1/\bar{\mathbf{\gamma}}) \mathbf{\Gamma}_{\text{BIT}} - \mathbf{\Gamma}_{\text{MAI}}\) is strictly diagonally dominant [45], since for orthogonal or low-correlation spreading codes \( \delta_{ij} \gg \delta_{il} \) for all \( i, l \) [27], and consequently, this matrix is nonsingular. Meanwhile, for MC-CDMA systems, this condition is not trivial, since the subcarrier channels destroy the orthogonality or low correlation among the spreading codes, so the nonsingularity of \((1/\bar{\mathbf{\gamma}}) \mathbf{\Gamma}_{\text{BIT}} - \mathbf{\Gamma}_{\text{MAI}}\) is difficult to fulfill for the MF detector, but in general feasible for the ZF and MMSE detectors [36].

The power solution in (25) is visualized as an open-loop solution, but it can only be used for reference purposes since the delays in the power allocation feedback paths and measurement uncertainty in the SINR quantification are not taken into account [46]. Nevertheless, (25) can provide a important reference for the transmission power employed by the MU’s in the uplink transmission if it is calculated for the mean channel gains over a certain time window. Following this idea and considering an evaluation window of \( m \) samples at the update frequency \( F_2 \), the averaged channel gains are given by

\[
\bar{h}_j = \frac{1}{m} \sum_{k=1}^{m} h_{j}[k] \quad \text{DS-CDMA},
\]

(26)

\[
\bar{h}_{ij} = \frac{1}{m} \sum_{k=1}^{m} h_{ij}[k] \quad \text{MC-CDMA},
\]

(27)

for \( j = 1, \ldots, U \) and \( i = 1, \ldots, N \); next, these values are substituted in (22) to compute by (25) an estimation of the overall transmission power \( \mathbf{p} \) in the examination period for the three linear detectors: MF, ZF, and MMSE.

3.4. Power Consumption Index. To manage the power consumption in the transmission of the MUs and detection process at the BS, we formulate the overall consumption index \( J_q \), which is given as a function of the detection circuit power \( p_{\text{total}}^q \) and the transmission power \( p_{t}^q \) given in (18) and (25), respectively, for each linear detector \( q = \text{MF}, \text{ZF}, \text{and MMSE} \), as follows:

\[
J_q = \frac{p_{t}^q}{p_{\text{total}}^q + 1} + \mu \frac{\| p_{o}^q \| + 1}{\| p_{t}^q \| + 1}, \quad q = \text{MF, ZF, MMSE}.
\]

(28)

The index \( J_q \) is calculated at a fixed \( k = m(F_3/F_2) \) instant \((m \in \mathbb{Z})\) for the analysed linear detectors in the outer-loop; see Figure 2. In fact, the structure of (28) seeks to weight equally the power required by the implementation of the detector, and the transmission power of the MU’s required to achieve the optimal SINR that maximizes the utility \( \bar{\mathbf{\gamma}} \), since both the detection and transmission terms in \( I_q \) are positive values bounded by one. Hence, \( \mu > 0 \) in the cost function (28) is selected to put more or less emphasis on the transmission power compared to the power consumption related to the complexity of the implementation. Therefore, the detector that minimizes (28) is selected until the next iteration of the outer-loop at \( F_1 \) update frequency

\[
\text{Linear Detector} = \arg \min_{q=\text{MF, ZF, MMSE}} J_q.
\]

(29)

Once the objective SINR, \( \bar{\mathbf{\gamma}} \), and the linear detector are selected, we employ in the inner-loop a feedback power control scheme to obtain the transmission power per user in a distributed fashion. Nonetheless, it is important to highlight that the information of the QoS quantification for each MU at the BS, which is expressed by the SINR measurements, is not employed by the outer-loop in our proposal (see Figure 2); then, the adverse effects of roundtrip delays and measurement noise do not affect the outer-loop structure.

4. Inner-Loop Power Control

In this work, we adopt a control theory perspective to study the distributed power control [27, 47] in the inner-loop with the aim of analysing jointly the stability and reference tracking that can be achieved by using a feedback loop, as shown in Figure 3 for the uplink transmission. In this setup, the SINR estimation for each user \( \gamma_j \) is computed by the BS, and it is compared with the reference that achieves the desired QoS of the \( j \)th user \( \gamma_j^{\text{obj}} \). In our proposal, the objective SINR is given by maximizing the utility \( \bar{\mathbf{\gamma}} \) in the outer-loop; that is, \( \gamma_j^{\text{obj}} = \bar{\mathbf{\gamma}} \) for all \( j = 1, \ldots, U \). Then, the base station transmits the following percentage error to the MU:

\[
e_j[k] = \left( 1 - \frac{\gamma_j^{\text{obj}}}{\gamma_j[k]} \right) p_j[k], \quad \forall j = 1, \ldots, U,
\]

(30)

where, based on this information, the power update is carried out. One important feature of this closed-loop power control is its robustness and capacity to handle time-varying channel gains [27]. A linear-quadratic (LQ) performance criterion is
employed to derive the control law in [47]. Hence, the power update for the $j$ th user at $k$ th moment is formulated as

$$
\tilde{p}_j[k] = (1 - \Omega) p_j[k - 1] + \Omega p_j[k - n_{RT} - 1] - \Omega a_j[k - 1]
$$

(31)

$$
p_j[k] = \min \{ p_{\text{max}}, \max (\tilde{p}_j[k], p_{\text{min}}) \}
$$

(32)

where now an orthogonal projection operator is proposed to the resulting transmission power after the LQ update to guarantee a solution inside the feasible interval in (12). In this way, the projected solution is used in the LQ recursive structure in order to reduce a windup effect by the integral action in the controller [48]. Furthermore, the received tracking error at the MU for the $j$th user is represented by

$$
a_j[k] = e_j[k - n_{RT}],
$$

(32)

where $\Omega \in (0, 1)$ is a control parameter and $n_{RT}$ is the measurement and processing delay. Other distributed power control schemes, like Foschini-Miljanic [49], channel adaptive [50], variable-structure control [51], or switched proportional-integral-derivative control [52], could be also employed for this stage along with the orthogonal projector. However, the LQ control in (31) has the advantage of explicitly taking into the account the roundtrip delay $n_{RT}$, besides its robustness described in [47].

In this way, the overall NEPC strategy described in the previous sections minimizes the power consumption as a function of the signal processing and hardware required by the linear detector and the transmission power of the mobile terminals and, at the same time, maximizes the utility of the wireless network by its two-loop structure and cross-layer interaction. Next, this strategy will be evaluated in detail for its three stages: network utility optimization, detector selection, and feedback power control.

5. Results

In this section, due to the similarities between the power control strategies in DS-CDMA and MC-CDMA, only a DS-CDMA network is used to evaluate the proposed two-loop NEPC introduced in Sections 2, 3, and 4. However, it is important to remark that the proposed cross-layer optimization scheme is general enough to be applied in other multiple-access techniques. First, the concavity of the utility function $U$ in (3) is verified numerically, along with the existence of a maximum in practical conditions. Next, the dependence of the power consumption index $J_q$ in (28) on the load of the system, objective SINR, and linear detectors is analysed through a Monte Carlo evaluation. Finally, the NEPC structure in Figure 2 is implemented for two load conditions and variable objective SINR to illustrate the importance of the detector selection, and hence a cross-layer interaction in the CDMA-based system.

5.1. Utility Evaluation. We evaluate the DS-CDMA system performance by using the statistics of a commercial wireless network reported in [20]. Table 2 shows the characteristics of the cellular network which are used for the simulations. The channel gain at the $k$ th iteration is modeled with the following time-varying profile [53]:

$$
|h_j[k]|^2 = g_j[k] Y_j^{-1} [k], \quad \forall j = 1, \ldots, U
$$

(33)
where \( \log(Y_j[k]) \) is a random Gaussian variable with zero mean and variance 0.1 and \( g_j[k] \) is also a random variable but with a Rayleigh distribution [5].

Figure 4 displays the utility function defined in (3) as a function of the averaged SINR given the information in Table 2, and also applying a \( \pm 50\% \) variation on 4 parameters \( \{B, R, M, \phi\} \). As a consequence, in all the plots, a clear maximum is visualized for the network utility with respect to the SINR \( \gamma \), as expected by the analysis presented in Section 3.1. When applying the iterative Newton-Raphson method to find the SINR value that maximizes (3), the convergence is reached in less than 5 iterations. In order to illustrate this property, the SINR iteration \( \gamma_n \) obtained by applying (9) with an initial condition \( \gamma_0 = 0.01 \) is illustrated in Figure 5 for three conditions \( M = 2.5 \times 10^6, 5 \times 10^6 \) and \( 7.5 \times 10^6 \) users. The convergence points of these sequences in Figure 5 are described in Table 3. Without losing generality, these three conditions will be considered as testing cases in the next evaluation for the detector selection and feedback power control in the inner-loop.

5.2. Detector Selection. As illustrated in Figure 2, once the optimal SINR \( \bar{\gamma} \) is calculated, the next step in our proposal is to perform the linear detector selection in the outer-loop and apply the feedback power control scheme in the inner-loop, with the aim of attaining the optimal SINR with the minimum power consumption. The power consumption index in (28)
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Figure 5: Newton-Raphson sequence for the maximum SINR of the network utility by considering $M = 2.5 \times 10^6$, $5 \times 10^6$, and $7.5 \times 10^6$ users.

Table 3: Optimal values for the utility maximization.

| Optimum SINR | $M$                      |
|--------------|--------------------------|
| 2.5 x 10^6 users | 3.25 x 10^6 users | 7.5 x 10^6 users |
| $\bar{\gamma}$ | 9.35 dB | 11.35 dB | 12.44 dB |

Table 4: Characteristics of a 65 NM technology transistor.

| Parameter | Value |
|----------|-------|
| $V_{DD}$ | 1.0 V |
| $C_{gd}$ | 1.8 fF/μm |
| $W$      | 12λ   |
| $L$      | 0.025 μm/λ |

is evaluated by assuming a CDMA system with a processing gain of $N = 32$, normalized $m$-sequence spreading codes, and varying the load of the system from 1% to 100%. The weight $\mu$ in (28) is set to 100 to indicate more emphasis in the transmission power than in circuit implementation. However, a further analysis is required to estimate a precise value for the parameter $\mu$, since the implementation costs for the transmission components and the processing circuit are not the same. Nonetheless, this parameter is tuned according to actual hardware considerations in the transmission/detection process. A Monte Carlo evaluation is carried out with 5,000 realizations of the channel gains in (33). The first step in this evaluation is to measure the complexity as a function of load capacitance by using the characteristics of a 65 nm technology transistor, as shown in Table 4 [54]. We define a 16-bit full adder to obtain the circuit power consumption based on (17) with a switching factor of $\theta = 0.2$, and frequency of $f = 140$ MHz. The operation frequency at the receiver processing is assumed twice [55]. Notice that this way of calculating the circuit power represents just an initial approach; further reduction in power consumption is possible by considering the architecture design of the circuit. Subsequently, the total transmission power $p_\ell$ for the three detectors (MF, ZF, and MMSE) is obtained through (25) for all the channel realizations.

Figure 6 shows the resulting power indices for three optimal SINRs $\bar{\gamma}$: 9.35, 11.35, and 12.44 dB (see Table 3). In this way, Figure 6 shows important average tendencies: (a) the ZF and MMSE both have a similar performance for any load condition, (b) the ZF and MMSE have a lower power consumption index for loads lower than 85–90%, and (c) the index behaviour is dependent on the objective SINR and load conditions. As a consequence, these ideas strengthen our proposal of selecting in an adaptive fashion the linear detector, as will be shown next.

5.3. Inner-Loop Evaluation. The final step in our proposal is to apply the feedback power control scheme in the inner-loop described in Section 4. A distributed algorithm is employed by applying the LQ controller in (31) whose parameters are given in Table 5. In order to show the adaptive structure of the NEPC scheme, we consider that the network conditions result in the following optimal SINRs:

(i) $k < 150 \implies \bar{\gamma} = 11.35$ dB,
(ii) $150 \leq k < 300 \implies \bar{\gamma} = 9.35$ dB, and
(iii) $k \geq 300 \implies \bar{\gamma} = 12.44$ dB,

where $k$ denotes the time index. In this simulation, the evaluation window is 500 iterations, where in each 100 steps the detector performance is evaluated ($m = 100$ in (26)) by the criterion in (29). In this way, by considering $F_1 = 1$, 500 Hz as the frequency of power control update [56], then optimization and detector selection are carried out at a frequency $F_2 = 15$ Hz. Figures 7 and 8 show how the processing performance by considering 50% and 100% loads. At the beginning of the simulation, the MF is the default detector until the first evaluation at iteration 100. Both figures show that the LQ power allocation scheme can adjust the transmission power to achieve the optimal SINR despite the channel variations. In Figure 7, the power consumption index selects the ZF after the first evaluation step; meanwhile, Figure 8 illustrates that the MF and MMSE can be both selected in this scenario. These results are in agreement with the average tendencies in Figure 6. Consequently, Figures 7 and 8 show the importance of considering the adaptive NEPC scheme in Figure 2, since the network resources could be chosen in an efficient way. As mentioned earlier, the same strategy could be applied for MC-CDMA wireless systems; however, as pointed out in [36], just the ZF and MMSE...
Figure 6: Power consumption index for MF, ZF, and MMSE detectors as a function of the load of the CDMA system: (a) $\gamma = 9.35$ dB, (b) $\gamma = 11.35$ dB, and (c) $\gamma = 12.44$ dB.

Figure 7: Closed-loop response of NEPC algorithm for a 50% load: (a) averaged SINR among active users dB, (b) power consumption index, and (c) selected linear detector.
are available choices for the detector, since the MF cannot overcome the interference caused by the equivalent time-varying spreading codes [23].

6. Conclusions

In this paper, we proposed a NEPC scheme that maximizes the profit of a wireless network based on a two-loop framework and cross-layer optimization. By recalling that, for a reference SINR of the MU in the cell, there exists a unique transmission power that achieves this objective [31], the network utility maximization is carried out in a distributed fashion. Hence the NEPC scheme relies on the periodic maximization of the utility function and detector selection according to the networks conditions in the outer-loop, allowing achieving the QoS with the minimum resources in the transmission/detection process in the uplink. Hence, the proposed strategy combines two optimization stages in the outer-loop and a feedback power control in the inner-loop to maximize the network utility. A key property in the proposal is that the utility maximization process and feedback power control scheme are decoupled problems, and, as a result, both strategies can be implemented at two different time scales (see Figure 2). Results show that the NEPC proposal not only guarantees the maximum profit of the network but also improves its power efficiency. As future work, it is suggested to study the effect of more unpredictable channels than those reported in this work. In addition, it is our interest to formulate the problem of a network that supports various services.
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