Formulas that represent Cauchy problem solution for momentum and position Schrödinger equation

Ivan D. Remizov
National Research University Higher School of Economics
25/12 Bol. Pecherskaya Ulitsa, Room 224, Nizhny Novgorod, 603155, Russia

Abstract
In the paper we derive two formulas representing solutions of Cauchy problem for two Schrödinger equations: one-dimensional momentum space equation with polynomial potential, and multidimensional position space equation with locally square integrable potential. The first equation is a constant coefficients particular case of an evolution equation with derivatives of arbitrary high order and variable coefficients that do not change over time, this general equation is solved in the paper. We construct a family of translation operators in the space of square integrable functions and then use methods of functional analysis based on Chernoff product formula to prove that this family approximates the solution-giving semigroup. This leads us to some formulas that express the solution for Cauchy problem in terms of initial condition and coefficients of the equations studied.
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1. Introduction

1.1. Motivation

One can write the Schrödinger equation for a particle with the mass \( m \) in the potential \( V \) as follows:

\[
   i\hbar \psi'_t = H \psi, \quad \text{where} \quad H(\hat{p}, \hat{q}) = \frac{1}{2m} \hat{p}^2 + V(\hat{q}). \tag{1}
\]

Below we use auxiliary variable \( x \) to write \( \psi(t, q) \) and \( \psi(t, p) \) in a unified way as \( \psi(t, x) \) and hope that it will not cause misunderstanding.

1.1.1. Momentum Schrödinger equation

If one knows the initial state \( \psi_0 \) for the momentum of the particle, then it is possible to predict the momentum in all the future and the past via the following algorithm.

1. Set \( \hat{q} = -i\hbar \frac{\partial}{\partial x} \), i.e. \((\hat{q} f)(x) = -i\hbar f'(x)\).
2. Set \( \hat{p} = x \), i.e. \((\hat{p} f)(x) = x f(x)\).
3. Write the Cauchy problem for equation (1) in the form

\[
   \begin{cases} 
   i\hbar \psi'_t(t, x) = \frac{1}{2m} x^2 \psi(t, x) + V(-i\hbar \frac{\partial}{\partial x}) \psi(t, x), \\
   \psi(0, x) = \psi_0(x). 
   \end{cases} \tag{2}
\]
For example, if \( V(x) = x^2 + x^4 \) then \( V(-i\hbar \frac{\partial}{\partial x}) \psi(t, x) = -\hbar^2 \psi''_{xx}(t, x) + \hbar^4 \psi^{(iv)}_{xxxx}(t, x) \). If \( V \) is not a polynomial then \( V(-i\hbar \frac{\partial}{\partial x}) \) is a pseudo-differential operator which can be defined via the Fourier transform.

4. Solve this Cauchy problem, i.e. find \( \psi(t, x) \) for all \( t \) and \( x \).

5. Come up with a set \( A \) in the momentum space of the particle. Then the probability that the particle in time \( t \) has a momentum in the set \( A \) is equal to \( \int_A |\psi(t, x)|^2 dx \).

In the present paper we solve the Cauchy problem (4) which covers the case (2) for \( x \in \mathbb{R}^1 \) and a polynomial potential \( V \). In fact, problem (4) is more general than (2). The difference is that the coefficients of the polynomial can be variable, and \( \frac{1}{2m}x^2 \) can be substituted by any measurable square-integrable function \( a_0(x) \), see theorem 3.1 for the details. See [2, 3, 58] and references therein for known results related to Cauchy problems for evolution equations with derivatives of higher orders. See also [6, 4, 5] and references therein for equations with polynomial potential.

### 1.1.2. Position Schrödinger equation

Similarly, if one knows the initial state \( \psi_0 \) for the position of the particle, then it is possible to predict the position in all the future and the past via the following algorithm.

1. Set \( \hat{p} = i\hbar \frac{\partial}{\partial x} \), i.e. \((\hat{p}f)(x) = i\hbar f'(x)\).
2. Set \( \hat{q} = x \), i.e. \((\hat{q}f)(x) = xf(x)\).
3. Write the Cauchy problem for equation (1) in the form

\[
\begin{align*}
\{ & i\hbar \psi'(t, x) = -\frac{\hbar^2}{2m} \psi''_{xx}(t, x) + V(x) \psi(t, x), \\
& \psi(0, x) = \psi_0(x) \} \tag{3}
\end{align*}
\]

4. Solve this Cauchy problem, i.e. find \( \psi(t, x) \) for all \( t \) and \( x \).

5. Come up with a set \( A \) in the position space of the particle. Then the probability that the particle in time \( t \) has a position in the set \( A \) is equal to \( \int_A |\psi(t, x)|^2 dx \).

In the present paper for \( x \in \mathbb{R}^d \), \( d = 1, 2, 3, \ldots \) we solve the Cauchy problem (5) which is equivalent to (3), see theorem 3.3 for the details. See also Chapter 11 in [1] and references therein for known results related to such Cauchy problems.

### 1.2. Problem setting and approach proposed

A relatively small number of examples is known where the solution of a differential equation with variable coefficients can be expressed (more or
less) explicitly via some formula in terms of these coefficients. In this paper we provide such formulas for the Schrödinger equation. Most of the paper is devoted to studying the one-dimensional case, but in the last chapter the multi-dimensional case is considered. Let us first describe the equations and then provide the necessary background.

1.2.1. One-dimensional case

For fixed $K \in \mathbb{N}$ we study the following Cauchy problem for Schrödinger equation (which in this case is a partial differential equation of order $2K$)

$$
\begin{aligned}
  \left\{ \begin{array}{l}
    i \frac{\partial}{\partial t} \psi(t, x) = \sum_{k=0}^{K} \frac{\partial^k}{\partial x^k} \left( a_k(x) \frac{\partial^k}{\partial x^k} \psi(t, x) \right) \doteq H \psi(t, x); \quad x \in \mathbb{R}^1, t \geq 0, \\
    \psi(0, x) = \psi_0(x); \quad x \in \mathbb{R}^1,
  \end{array} \right.
\end{aligned}
$$

(4)

where for $k = 1, \ldots, K$ coefficients $a_k$ are bounded smooth functions $a_k: \mathbb{R} \to \mathbb{R}$ with bounded derivatives up to $(2k)$-th order, while the coefficient $a_0: \mathbb{R} \to \mathbb{R}$ is measurable but may be unbounded (see theorem 3.1 for all technical details). We also assume that coefficients $a_k, k = 0, 1, \ldots, K$ are chosen in such a way that operator $H$ is self-adjoint and defined on some dense linear subspace of $L_2(\mathbb{R})$. The initial condition $\psi_0: \mathbb{R} \to \mathbb{C}$ belongs to a complex Lebesgue space $L_2(\mathbb{R})$ which is a Hilbert space over the field $\mathbb{C}$. The fact that $\psi_0 \in L_2(\mathbb{R})$ means that $\psi_0: \mathbb{R} \to \mathbb{C}$ is a measurable function and $\int_{-\infty}^{\infty} |\psi_0(x)|^2 dx < \infty$ with respect to the Lebesgue measure on the real line $(\infty, +\infty)$. As usual, we say that two functions represent the same vector of $L_2(\mathbb{R})$ iff they are equal almost everywhere; one can find the definition of $L_2(\mathbb{R})$ space and corresponding facts of measure\&integral theory in [7].

The right-hand side of the first equation in (4) determines a densely defined self-adjoint operator in $L_2(\mathbb{R})$, which is in line with the physical meaning of the Schrödinger equation. Moreover, it is known [8] that any self-adjoint differential expression on the real line with real variable coefficients (which together with the domain define the operator) has even order and there exist such functions $a_k$ that the expression could be represented in the form of the right-hand side of the first equation in (4). So the case considered appears to be general for equations with real coefficients. However, there are known self-adjoint differential expressions of odd order with coefficients with non-zero imaginary part [8], which we do not discuss in the present paper.

We want to find a solution $\psi$ such that for each $t \geq 0$ we have $\psi(t, \cdot) \in L_2(\mathbb{R})$ and (4) is satisfied in sense of $L_2(\mathbb{R})$. This solution is known to exist
for each $\psi_0 \in L_2(\mathbb{R})$ and is provided by the resolving $C_0$-semigroup for the equation considered because the operator on the right-hand side of the equation is self-adjoint \([9, 10]\). But even being sure of the existence (and in some classes of functions – of the uniqueness) of the solution, we are still curious to find a formula that expresses the solution of (4) in terms of coefficients of (4); this paper provides such formula. We employ general approach proposed in \([11]\) to find an explicit formula for the resolving $C_0$-semigroup and thus reaching the proposed goal. The result with full details is given in theorem 3.1.

1.2.2. Multi-dimensional case

In the last chapter, for arbitrary fixed $d \in \mathbb{N}$ we obtain the solution of the Cauchy problem for a $d$-dimensional Schrödinger equation. In the space $L_2(\mathbb{R}^d)$ over the field $\mathbb{C}$ we study a problem

\[
\begin{align*}
\psi_t'(t, x) &= \frac{1}{2} i \left( \sum_{m=1}^{d} \psi_{x_m x_m}''(t, x) \right) - iV(x)\psi(t, x), \quad t \in \mathbb{R}, x \in \mathbb{R}^d, \\
\psi(0, x) &= \psi_0(x),
\end{align*}
\]

(5)

We assume that function $V : \mathbb{R}^d \to \mathbb{R}$ is measurable and has a locally summable second power, $V \in L_2^{\text{loc}}(\mathbb{R}^d)$. For example, $V$ can be an arbitrary continuous non-negative function, including cases of quantum harmonic oscillator ($V(x) = \|x\|^2$) and two most known quantum anharmonic oscillators ($V(x) = \|x\|^4, V(x) = \|x\|^2 + \|x\|^4$). The result with full details is given in \[3.3\].

Now let us provide some background in the field, sketch heuristic arguments to explain the idea of our method without technical formalities, and finally state and prove theorems.

1.3. $C_0$-semigroups and linear evolution equations

Let us provide a very short introduction to $C_0$-semigroup theory and show its connection to linear evolution equations in general and with the Cauchy problem for the Schrödinger equation in particular. One can find proofs and other details in monograph \[10\].

**Definition 1.1.** Let $\mathcal{F}$ be a Banach space over the field $\mathbb{C}$. Let $\mathcal{L}(\mathcal{F})$ be a set of all bounded linear operators in $\mathcal{F}$. Suppose we have a mapping $V : [0, +\infty) \to \mathcal{L}(\mathcal{F})$, i.e. $V(t)$ is a bounded linear operator $V(t) : \mathcal{F} \to \mathcal{F}$ for
each $t \geq 0$. The mapping $V$ is called a $C_0$-semigroup, or a strongly continuous one-parameter semigroup if it satisfies the following conditions:

1) $V(0)$ is the identity operator $I$, i.e. $\forall \varphi \in \mathcal{F}: V(0)\varphi = \varphi$;

2) $V$ maps the addition of numbers in $[0, +\infty)$ into a composition of operators in $\mathcal{L}(\mathcal{F})$, i.e. $\forall t \geq 0, \forall s \geq 0 : V(t+s) = V(t) \circ V(s)$, where $(A \circ B)(\varphi) = A(B(\varphi)) = AB\varphi$;

3) $V$ is continuous with respect to the strong operator topology in $\mathcal{L}(\mathcal{F})$, i.e. $\forall \varphi \in \mathcal{F}$ function $t \mapsto V(t)\varphi$ is continuous as a mapping $[0, +\infty) \to \mathcal{F}$.

The definition of a $C_0$-group is obtained by substitution of $[0, +\infty)$ with $\mathbb{R}$ in the paragraph above.

It is known [10] that if $(V(t))_{t \geq 0}$ is a $C_0$-semigroup in Banach space $\mathcal{F}$, then the set

$$\{ \varphi \in \mathcal{F} : \exists \lim_{t \to +0} \frac{V(t)\varphi - \varphi}{t} \}_d = \text{Dom}(L)$$

is dense in $\mathcal{F}$. The operator $L$ defined on the domain $\text{Dom}(L)$ by the equality

$$L\varphi = \lim_{t \to +0} \frac{V(t)\varphi - \varphi}{t}$$

is called an infinitesimal generator (or just generator for short) of the $C_0$-semigroup $(V(t))_{t \geq 0}$. The generator is a closed linear operator that defines the $C_0$-semigroup uniquely, which is denoted as $V(t) = e^{tL}$. If $L$ is a bounded operator and $\text{Dom}(L) = \mathcal{F}$, then $e^{tL}$ is indeed the exponent defined by the power series $e^{tL} = \sum_{k=0}^{\infty} \frac{t^kL^k}{k!}$ converging with respect to the norm topology in $\mathcal{L}(\mathcal{F})$. In most interesting cases the generator is an unbounded differential operator such as Laplacian $\Delta$.

One of the reasons for the study of $C_0$-semigroups is their connection with differential equations. If $Q$ is a set, then the function $u: [0, +\infty) \times Q \to \mathbb{C}$, $u: (t, x) \mapsto u(t, x)$ of two variables $(t, x)$ can be considered as a function $u: t \mapsto [x \mapsto u(t, x)]$ of one variable $t$ with values in the space of functions of variable $x$. If $u(t, \cdot) \in \mathcal{F}$ then one can define $Lu(t, x) = (Lu(t, \cdot))(x)$. If there exists a $C_0$-semigroup $(e^{tL})_{t \geq 0}$ then the Cauchy problem

$$\left\{ \begin{array}{l}
u'_t(t, x) = Lu(t, x) \text{ for } t > 0, x \in Q \\
u(0, x) = u_0(x) \text{ for } x \in Q \end{array} \right.$$

has a unique (in sense of $\mathcal{F}$, where $u(t, \cdot) \in \mathcal{F}$ for every $t \geq 0$) solution $u(t, x) = (e^{tL}u_0)(x)$ which depends on $u_0$ continuously. See also different
meanings of the solution \[10\] (including the mild solution which solves the corresponding integral equation). Note that if there exists a strongly continuous group \((e^{tL})_{t \in \mathbb{R}}\) then in the Cauchy problem the equation \(u'(t, x) = Lu(t, x)\) can be considered not only for \(t > 0\), but for \(t \in \mathbb{R}\), and the solution is provided by the same formula \(u(t, x) = (e^{tL}u_0)(x)\).

The equation \(u'(t, x) = Lu(t, x)\) is called a linear evolution equation reflecting the fact that the operator \(L\) is linear. Note that Cauchy problems \((4), (5)\) and \((8)\) belong to class \((6)\), i.e. Schrödinger equation is a linear evolution equation. This allows us to use the technique of \(C_0\)-semigroups to reach the main goal of the paper.

The following theorem together with the above theory implies the existence and uniqueness of the solution for the Cauchy problem for the Schrödinger equation \((8)\).

**Theorem 1.1.** (M. H. Stone, 1932; cf. original paper \[9\] and theorem 3.24 in \[10\].) There is a one-to-one correspondence between the linear self-adjoint operators \(A\) in Hilbert space \(\mathcal{F}\) and the unitary strongly continuous groups \((U(t))_{t \in \mathbb{R}}\) of linear bounded operators in \(\mathcal{F}\).

This correspondence is the following: \(iA\) is the generator of \((U(t))_{t \in \mathbb{R}}\), which is denoted as \(U(t) = e^{itA}\).

### 1.4. Chernoff theorem and Chernoff functions

**Definition 1.2.** (First introduced in \[11\]) Let us say that \(G\) is Chernoff-tangent to \(L\) iff the following conditions of Chernoff tangency (CT) hold:

1. (CT0). Let \(\mathcal{F}\) be a Banach space, and \(\mathcal{L}(\mathcal{F})\) be a space of all linear bounded operators in \(\mathcal{F}\). Suppose that we have an operator-valued function \(G: [0, +\infty) \to \mathcal{L}(\mathcal{F})\), or, using other words, we have a family \((G(t))_{t \geq 0}\) of linear bounded operators in \(\mathcal{F}\). Closed linear operator \(L: \text{Dom}(L) \to \mathcal{F}\) is defined on the linear subspace \(\text{Dom}(L) \subset \mathcal{F}\) which is dense in \(\mathcal{F}\).

2. (CT1). Function \(G\) is strongly continuous, i.e. continuous in the strong topology in \(\mathcal{L}(\mathcal{F})\); in other words, the mapping \(t \mapsto G(t)f \in \mathcal{F}\) is continuous on \([0, +\infty)\) for each \(f \in \mathcal{F}\);

3. (CT2). \(G(0) = I\), i.e. \(G(0)f = f\) for each \(f \in \mathcal{F}\);

4. (CT3). There exists such a linear subspace \(\mathcal{D} \subset \mathcal{F}\) that it is dense in \(\mathcal{F}\) and for each \(f \in \mathcal{D}\) there exists a limit \(\lim_{t \to 0}(G(t)f - f)/t\); let us denote the value of this limit as \(G'(0)f\);

5. (CT4). Closure of the operator \((G'(0), \mathcal{D})\) exists and is equal to \((L, \text{Dom}(L))\).
Theorem 1.2. (P. R. Chernoff, 1968; cf. original paper [28], theorem 5.2 in [10] and theorem 10.7.21 in [15].) In the notation of the above definition suppose that \( L \) and \( G \) satisfy:

(E). There exists a \( C_0 \)-semigroup \((e^{tL})_{t \geq 0}\) and its generator is \((L, \text{Dom}(L))\).

(CT). The function \( G \) is Chernoff-tangent to operator \((L, \text{Dom}(L))\).

(N). There exists \( \omega \in \mathbb{R} \) such that \( \|G(t)\| \leq e^{\omega t} \) for all \( t \geq 0 \).

Then for each \( f \in F \) and each \( T > 0 \) we have

\[
\lim_{n \to \infty} \sup_{t \in [0, T]} \left\| G(t/n)^n f - e^{tL} f \right\| = 0, \tag{7}
\]

where \( G(t/n)^n \) is a composition of \( n \) copies of linear bounded operator \( G(t/n) \).

Remark 1.1. If \( G \) is Chernoff-tangent to \( L \), then the expression \( G(t/n)^n f \) is called a Chernoff approximation expression for \( e^{tL} f \), and \( G(t/n)^n u_0 \) is called a Chernoff formal solution for Cauchy problem \([u'(t) = Lu(t); u(0) = u_0]\).

If, moreover, \( (7) \) holds, then \( G \) is called a Chernoff function for operator \( L \), and \( G \) is called Chernoff-equivalent to \( C_0 \)-semigroup \((e^{tL})_{t \geq 0}\); in this case \( u(t) = U(t)u_0 = \lim_{n \to \infty} G(t/n)^n u_0 = e^{tL} u_0 \) can be shown to be a solution of this Cauchy problem.

Remark 1.2. The Chernoff theorem (and definitions derived from it) admit two equivalent wordings: with unbounded time and with arbitrary small time. The first is provided above. The second arises when Chernoff function in \((CT)\) is defined not for all \( t \geq 0 \), but only for \( t \in [0, \delta) \) for fixed small \( \delta > 0 \). The condition \((N)\) is substituted by the following condition \((N')\):

\[(N') \quad \text{There exists } \alpha > 0 \text{ such that } \|G(t)\| \leq 1 + \alpha t \text{ for all } t \in [0, \delta).\]

This wording is motivated by the fact that the value of \( t/n \) in Chernoff approximation expression \( G(t/n)^n f \) becomes arbitrary small as \( n \to \infty \) while \( t \in [0, T] \). This is also in line with the condition \((CT3)\) which itself uses \( G(t) \) defined only for small values of \( t > 0 \).

Remark 1.3. One may ask why finding Chernoff function for operator \( L \) is simpler than finding \( e^{tL} \) using some other method? Why one should use Chernoff’s theorem? The first reason is that there are no standard methods for most important operators \( L \) with variable coefficients, so usually we can only refer to solving the Cauchy problem \((6)\) for each \( u_0 \in \mathcal{F} \). The second reason is that Chernoff function \( G \) may not have semigroup composition property \((G(t_1 + t_2) \neq G(t_1)G(t_2))\), which gives us some freedom in writing the formula for \( G \), allowing for a shorter and simpler formulation.
Remark 1.4. The definition of Chernoff equivalence goes back to 2002’s definition by O.G. Smolyanov [29], who since 2000’s papers [30,31,32] systematically applies Chernoff’s theorem to solving Cauchy problem for linear evolution equations, see overviews [33,34] and shorter in the section that follows below.

Remark 1.5. An important question is how fast the error decreases in the approximation expression provided by the Chernoff theorem as \( n \) tends to infinity, and the same question for the Trotter product formula \( e^{A+B} = \lim_{n \to \infty} (e^{A/n} e^{B/n})^n \). The research here is far from the ending, several recent papers are [64,65,66].

1.5. Schrödinger Equation and Quantum Mechanics

Schrödinger equation is one of the main equations of Quantum Mechanics [12,13,14]. When the coefficients of the Schrödinger equation do not depend on time, the equation describes the evolution of a closed quantum system, i.e. how the system changes over time under the condition of the system being isolated (not interacting with any external particles or fields). If the quantum system is obtained via quantization of some classical system with configuration space \( Q \), then pure state \( \psi \) of the quantum system is a vector of unit length \( \|\psi\| = 1 \) that belongs to complex Hilbert space \( L_2(Q) \). As vectors of \( L_2(Q) \) are functions \( \psi: Q \to \mathbb{C} \), pure state \( \psi \) is also called a wave function. This terminology has physical meaning, which we do not discuss instead directing the reader to [12,13,14].

In the process of evolution pure states go to pure states. As time goes from 0 to \( t \), evolution of the system from the initial pure state \( \psi(0) = \psi_0 \in L_2(Q) \) to pure state \( \psi(t) \in L_2(Q) \) can be described as applying linear bounded unitary operator \( U(t) \) to \( \psi_0 \), i.e. \( \psi(t) = U(t)\psi_0 \). As the operator \( U(t) \) is unitary, we have \( \|\psi(t)\| = \|U(t)\psi_0\| = \|\psi_0\| = 1 \) which is in line with proceeding from one pure state to another pure state. The evolution operator \( U(t) \) is connected to the Hamiltonian \( \mathcal{H} \) of the system by the relation \( U(t) = e^{-it\mathcal{H}} \). The Hamiltonian describes pure state \( \psi(t) \) via Cauchy problem for the Schrödinger equation

\[
\begin{align*}
    i\psi_t(t) &= \mathcal{H}\psi(t), \\
    \psi(0) &= \psi_0.
\end{align*}
\]

In general case (i.e. for arbitrary quantum system) the Hamiltonian \( \mathcal{H} \) is a self-adjoint operator in \( L_2(Q) \) with dense domain \( \text{Dom}(\mathcal{H}) \subset L_2(Q) \);
theory of such operators can be found in \[10, 15, 16, 17\]. The condition of being self-adjoint is very important: it guarantees (thanks to the Stone theorem \[9, 10\], see theorem 1.1 above) that for each \(t \in \mathbb{R}\) the operator \(e^{-it\mathcal{H}}\) exists and can be shown to be unitary. Moreover, the family \((e^{-it\mathcal{H}})_{t \in \mathbb{R}}\) can be shown to be a one-parameter strongly continuous group (or a \(C_0\)-group for short) of unitary linear bounded operators with infinitesimal generator \(-i\mathcal{H}\) \[10\]. The Cauchy problem \((8)\) then has a unique solution provided by the formula \(\psi(t) = e^{-it\mathcal{H}}\psi_0\).

Summing up what has been said, if we want to determine the evolution of a quantum system we need to determine either the Hamiltonian \(\mathcal{H}\) and find \(\psi(t)\) from the Cauchy problem \((8)\) or the evolution operator \(U(t)\) for each \(t \in \mathbb{R}\) and find \(\psi(t)\) via formula \(\psi(t) = U(t)\psi_0\). Both variants bring us to the same result \(\psi(t) = U(t)\psi_0 = e^{-it\mathcal{H}}\psi_0\). Usually, the Hamiltonian is known and the evolution operator is not. Unfortunately, even if we know \(\mathcal{H}\) the formula \(U(t) = e^{-it\mathcal{H}}\) is not usable for direct calculation of \(U(t)\) when the operator \(\mathcal{H}\) is not bounded, which is the case in the most profound examples. Expressing \(U(t) = e^{-it\mathcal{H}}\) in terms of \(\mathcal{H}\) is equivalent to solving the Cauchy problem \((8)\) for each \(\psi_0 \in L_2(Q)\), and usually Schrödinger equation \((8)\) is a partial differential equation which is difficult to solve. There are several known cases when the hamiltonian \(\mathcal{H}\) of the system is so simple that the solution of the Cauchy problem \((8)\) is expressible via one simple formula, e.g. when we deal with quantum harmonic oscillator. But in general case such formulas are unknown.

On the other hand, if we succeed in finding a strongly continuous family of bounded self-adjoint operators that are Chernoff-tangent (see definition 1.2) to the operator \(\mathcal{H}\), then we can apply theorem 1.3 which allows to obtain \(U(t)\) and \(\psi(t)\) in the form of an expression that includes multiple integrals of arbitrary high multiplicity and Dirac \(\delta\)-functions under the integral sign (see subsection 1.6). In the present paper we obtain such an expression for when \((8)\) is representable in the form \((4)\) or \((5)\).

For physical applications one often needs to calculate so-called matrix elements \(\langle U(t)\psi_1, \psi_2 \rangle\) for some \(\psi_1, \psi_2 \in L_2(Q)\). This problem is easier to solve if we have a formula for \(U(t)\) which is more useful than \(U(t) = \exp(-it\mathcal{H})\) — this one is just a way to express that \(-i\mathcal{H}\) is an infinitesimal generator of \(C_0\)-group \((\exp(-it\mathcal{H}))_{t \in \mathbb{R}}\), but not a way of calculating \(U(t)\). Because of the quantum mechanical significance, the properties of \(\exp(-it\mathcal{H})\) have been extensively studied. Research topics include: exact solutions to the Cauchy problem, asymptotic behavior, estimates, related spatio-temporal
structures, wave traveling, boundary conditions, etc. Some of the recent papers related to solution of the Cauchy problem for the Schrödinger equation are [19, 20, 21, 23, 24, 27, 22, 6, 25, 26], see also [45].

1.6. Feynman formulas and Quasi-Feynman formulas

Feynman formula (in sense of Smolyanov [29]) is an equality of the following form: on the left-hand side we have a function defined by the equality, and on the right-hand side we have a limit of multiple integral where the multiplicity tends to infinity. Suppose that function \( u(t, x) \) is the solution for the following Cauchy problem: \( u'_t = Lu, \ u(0, x) = u_0(x) \). The expression

\[
\int_{\mathcal{E}} \ldots \int_{\mathcal{E}} \cdots dx_1 \ldots dx_n
\]

is called a Lagrangian Feynman formula if \( \mathcal{E} \) is a configuration space for the dynamical system that is described by the equation \( u'_t = Lu \); it is called a Hamiltonian Feynman formula if \( \mathcal{E} \) is a phase space for the same system. For the first time Lagrangian Feynman formulas appeared in the paper by R. P. Feynman [35] in 1948, who postulated them without proof. The proof based on the Trotter product formula was provided by E. Nelson [36] in 1964. Hamiltonian Feynman formulas were presented in Feynman’s paper [37] in 1951, but the proof (based on the Chernoff theorem) was published only in 2002 by O. G. Smolyanov, A. G. Tokarev and A. Truman [29]. Prelimit expressions in Feynman formulas approximate Feynman path integrals, which can be seen in [29, 38] and references therein.

Since 2000, O. G. Smolyanov and members of his group succeeded in representing solutions of the Cauchy problem for many evolution equations in form of Feynman formulas (see [39, 40, 41, 42, 43, 47, 48, 49, 51, 52, 53, 57, 58, 44] and references therein). The key idea in these representations lies in finding the Chernoff function \( G \) for operator \( L \) and then applying Chernoff’s theorem to obtain the equality

\[
e^{tL}u_0 = \lim_{n \to \infty} G(t/n)^nu_0
\]

which appears to be a Feynman formula, because in all known examples (until [50] was published in 2016, see also [44, 63]) \( G(t) \) from the equation above was an integral operator, so \( G(t/n)^n \) was an \( n \)-tuple integral operator, giving us a limit of multiple integral where multiplicity tends to infinity.
For the case of Schrödinger equation \((L = iH, \text{ where } H \text{ is a self-adjoint operator equal to Hamiltonian with inverse sign, } H = -\mathcal{H})\) another approach was proposed in 2014 \([53]\) (published with full proof in 2016 \([11]\)). Proposed idea is as follows: we find \(S\) that is Chernoff-tangent to \(H\) (e.g. \(S\) is a Chernoff function for \(H\) if we know it or \(S(t) = e^{iHt}\)) and then construct the Chernoff function for \(iH\) via the formula \(R(t) = e^{i(S(t) - I)}\), where \(I\) is the identity operator. There are no problems defining the exponent because for each \(t\) operator \(i(S(t) - I)\) is bounded. All conditions (CT) for \(R\) follow from (CT) for \(S\). And if we have chosen \(S\) in such a way that it is self-adjoint \((S(t)^* = S(t))\), then operator \(A = S(t) - I\) is also self adjoint, and we have \(\|R(t)\| = \|e^{tA}\| = 1\) as a corollary from the Stone’s theorem, so (N) for \(R\) is satisfied. Formal statement follows.

**Theorem 1.3.** (I. D. Remizov, 2016; new wording of theorem 3.1 from \([11]\)). Let \(\mathcal{F}\) be a complex Hilbert space and let \(\text{Dom}(H) \subset \mathcal{F}\) be its dense linear subspace. Suppose that operator \(H: \text{Dom}(H) \to \mathcal{F}\) is linear and self-adjoint, and real number \(a\) is nonzero. Suppose that we have such a family \((W(t))_{t \geq 0}\) of bounded linear operators in \(\mathcal{F}\) that \((W(t))^* = W(t)\) for each \(t \geq 0\), and, denoting \(S(t) = I + W(t)\), the family \((S(t))_{t \geq 0}\) is Chernoff-tangent to \(H\). Set \(R(t) = \exp[ia(S(t) - I)] = \exp[iaW(t)]\). (This expression is well-defined because for each \(t \geq 0\) in the power of exponent only linear bounded operators in \(\mathcal{F}\) appear.)

Then there exists a \(C_0\)-semigroup \((e^{iatH})_{t \geq 0}\) family \((R(t))_{t \geq 0}\) is Chernoff-equivalent to this semigroup, and for each \(f \in \mathcal{F}\) and each \(t_0 \geq 0\) the following equalities hold with respect to norm in \(\mathcal{F}\):

\[
e^{iatH} f = \lim_{n \to +\infty} R(t/n)^n f = \lim_{n \to +\infty} \exp[ianW(t/n)] f, \quad 0 \leq t \leq t_0,
\]

\[
\lim_{n \to +\infty} \sup_{t \in [0, t_0]} \left\|e^{iatH} f - \lim_{j \to +\infty} \sum_{k=0}^{j} \frac{(ian)^k}{k!} W(t/n)^k f \right\| = 0. \tag{9}
\]

**Remark 1.6.** In short, theorem states the following: if \(S\) is Chernoff tangent to \(H\), and operators \(H\) and \(S(t)\) are self-adjoint, then \(R(t) = e^{i(S(t) - I)}\) is Chernoff-equivalent to \((e^{itH})_{t \geq 0}\). The difference between \(S\) and \(W\) is that \(S(0) = I\) and \(W(0) = 0\) which makes expression (9) simpler than the original form in theorem 3.1 in \([11]\). Note that we have NOT used the norm bound condition (N) for \(S\) here, but still achieved (N) for \(R\), so this approach is more flexible than the standard procedure of finding a family of integral operators.
that is Chernoff-equivalent to $C_0$-semigroup $(e^{itH})_{t \geq 0}$. This flexibility will be highly used in the present paper. Indeed, if we set $A = S(t) - I$ in the Stone theorem 1.1, we get that $A$ is self-adjoint and $\|e^{i(S(t)-I)}\| = \|e^{iA}\| = 1$ because $e^{iA}$ is unitary thanks to the Stone theorem. We can also set $R(t) = e^{ia(S(t)-I)}$ for each nonzero number $a \in \mathbb{R}$, and this family will be Chernoff equivalent to $C_0$-semigroup $(e^{iatH})_{t \geq 0}$. One can consider $a = 1$ or $a = -1$ and study ”forward” and ”back” evolution. Generalization of this idea can be found in [60].

**Quasi-Feynman formula** (in sense of [11]) is an equality of the following form: on the left-hand side we have a function defined by the equality, and on the right-hand side we have an expression that includes multiple integrals of arbitrary high multiplicity. The difference from a Feynman formula is that a quasi-Feynman formula may include summation or other operations on multiple integrals on the right-hand side, while only one multiple integral is allowed in a Feynman formula. If $W(t)$ is an integral operator, then (9) is a quasi-Feynman formula.

Quasi-Feynman formulas are lengthier than Feynman formulas but easier to obtain. Also, construction of Chernoff functions to solve Schrödinger equation $\psi'(t) = iH\psi(t)$ is more difficult that doing the same for equation $\psi'(t) = H\psi(t)$. Let us provide several examples.

A.S. Plyashechnik in 2012-2013 obtained [39, 40] Feynman formulas for heat equation and Schrödinger equation in $\mathbb{R}^n$ with time- and space-dependent coefficients; the case of Schrödinger equation took more effort — it required regularization with small $\varepsilon > 0$ which depends on $n$ and appears in the final Feynman formula. Feynman formulas for parabolic (heat-type) equation with variable coefficients in infinite-dimensional Hilbert space were obtained in 2012 [47], and for corresponding Schrödinger the question of proving such formulas is still open (but see [53]), meanwhile V.Zh. Sakbaev in 2017 [57] constructed quasi-Feynman formulas for this equation using theorem 1.3. M.S. Buzinov in 2015 has obtained [59, 58, 11] Feynman formulas for heat-type evolution equation with natural power of Laplacian on the right-hand side of the equation, but for corresponding Schrödinger equation he only constructed quasi-Feynman formulas using theorem 1.3. See also section 6 of [46] where authors provide solution for a particular case of Schrödinger equation with constant coefficients and derivative of 6-th order in the Hamiltonian. See also [2, 3] and references therein.

In the present paper, we express solution of the Cauchy problem (4) in
terms of coefficients of (4). We provide a family of translation operators that is Chernoff-tangent to self-adjoint operator from (4) and then apply theorem 1.3. Then we do the same for (5). We come to formulas that do not include integrals at all, but then interpret expressions obtained as quasi-Feynman formulas with Dirac δ-functions under the integral sign.

This approach was used first in [50] for a simple case of one-dimensional Schrödinger equation with the second derivative only and bounded potential in the Hamiltonian. In the present paper we develop methods of [50] in two directions. Firstly, we cover the case of the Hamiltonian with derivatives of higher order in one-dimensional case. Secondly, we consider a multi-dimensional space in the case when Hamiltonian has only two terms: the Laplacian and potential. In both cases the potential may be unbounded which covers the Hamiltonian of quantum (an)harmonic oscillator, this was not done in [50]. See also [62] for short introduction to quasi-Feynman formulas and the calculus of Chernoff functions.

2. Heuristic arguments for one-dimensional equation

In this section we construct a formula to define a Chernoff function for the Sturm-Liouville operator, which allows us to obtain the solution to the Cauchy problem for Schrödinger equation with the Sturm-Liouville operator. We do not prove the formula here, but show how one can come to the formula in this case or in similar cases: technical formalities often change from case to case, but the idea stands more or less the same, and we show this idea. We also develop an idea that is applicable to the case of equations of higher order, allowing us to solve (4). Formal statement and the proof are presented in the next section.

2.1. Construction blocks

Consider a smooth bounded function \( p: \mathbb{R} \to \mathbb{R} \), a measurable unbounded function \( q: \mathbb{R} \to \mathbb{R} \), a smooth bounded function \( w: \mathbb{R} \to \mathbb{R} \) with \( w(0) = 0 \) and \( w'(0) = 1 \) and a fixed number \( t \in \mathbb{R} \), define the following bounded operators in complex \( L_2(\mathbb{R}) \) (the star * is used to show that operator \( Z^* \) is adjoint to operator \( Z \)):

\[
(B_p f)(x) = (B^*_p f)(x) = p(x)f(x),
\]

\[
(B_{wq}(t)f)(x) = (B_{wq}(t)^* f)(x) = w(tq(x))f(x),
\]
\[(A(t)f)(x) = f(x + t), \quad (A(t)^*f)(x) = f(x - t)\]

and the following unbounded operators:

\[(B_qf)(x) = (B^*_qf)(x) = q(x)f(x), \quad \text{(multiplication by } q)\],

\[(\partial f)(x) = f'(x) \quad \text{(differentiation)},\]

\[(\partial B_p \partial + B_q)f(x) = (p(x)f'(x))' + q(x)f(x) \quad \text{(Sturm-Liouville operator)}.

We assume that functions \(p\) and \(q\) have been chosen in such a way that the Sturm-Liouville operator is defined on some dense linear subspace of complex \(L^2(\mathbb{R})\) and is self-adjoint.

2.2. Sturm-Liouville operator, zero potential

Let us first consider a simple case of \(q(x) \equiv 0\), then the Cauchy problem for Schrödinger equation with the Sturm-Liouville operator reads as

\[
\left\{
\begin{array}{l}
\psi'_t(t, x) = i\partial B_p \partial \psi(t, x) \\
\psi(0, x) = \psi_0(x)
\end{array}
\right.
\]

and is known to have the solution

\[
\psi(t, x) = \exp[it\partial B_p \partial] \psi_0.
\]

The only problem is that we cannot calculate the bounded operator \(\exp[it\partial B_p \partial]\) directly from this formula because we have an unbounded operator in the power of the exponent, making the power series \(e^Z = \sum_{n=0}^{\infty} Z^n/n!\) useless to us. However, we can apply the approach based on Chernoff tangency and theorem 1.3.

It is known (and also not difficult to show by checking the conditions of definition [1,1]) that \((A(t))_{t \in \mathbb{R}}\) and \((A(t)^*\)\) are \(C_0\)-groups in \(L_2(\mathbb{R})\). The infinitesimal generators of those groups are \(\partial\) and \(-\partial\) respectively, which implies that

\[A(t)f = f + t\partial f + o(t), \quad A(t)^*f = f - t\partial f + o(t).\]

So \(A(t)\) is Chernoff-tangent to \(\partial\), \(A(t)^*\) is Chernoff-tangent to \(-\partial\), and we need to somehow combine them with \(B_p\) to yield such \(S_1(t)\) that \(S_1(t) = S_1(t)^*\) and \(S_1\) is Chernoff-tangent to \(\partial B_p \partial\). We can see that we need to obtain \(S_1(t)f = f + t\partial B_p \partial f + o(t)\) from conditions (CT2) and (CT3). We
write $S_1$ instead of $S$ in theorem 1.3 for the reason that will be clear below. One of the possible formulas for $S_1(t)$ is

$$S_1(t) = F_1(t) + I,$$

where

$$F_1(t) = \left( A(\sqrt{t}) - I \right) B_p \left( I - A(\sqrt{t})^* \right).$$

Let us show that $S_1(t) = S_1(t)^*$. Indeed, $S_1(t)^* = (F_1(t) + I)^* = F_1(t)^* + I$ so it is enough to show that $F_1(t)^* = F_1(t)$. We have

$$F_1(t)^* = \left( A(\sqrt{t}) - I \right)^* B_p \left( I - A(\sqrt{t})^* \right)^* = \left( A(\sqrt{t})^* - I \right) B_p (I - A(\sqrt{t})^*) = F_1(t).$$

Let us see what happens when $t$ tends to zero: $F_1(t) = \left( A(\sqrt{t}) - I \right) B_p \left( I - A(\sqrt{t})^* \right)^* = (I + \sqrt{t}\partial o(t) - I) B_p (I - (I - \sqrt{t}\partial o(t))) = t\partial B_p \partial + o(t)$. Hence we have

$$S_1(t) = I + F_1(t) = I + t\partial B_p \partial + o(t).$$

Now we can define $R_1(t) = \exp[i(S_1(t) - I)] = \exp[iF_1(t)]$ which implies (by theorem 1.3) that $R_1(t) = I + it\partial B_p \partial + o(t)$ and $\exp[it\partial B_p \partial] = \lim_{n \to \infty} R_1(t/n)^n$.

### 2.3. Sturm-Liouville operator, nonzero potential

Let us go back to the general case $q(x) \neq 0$. We now deal with the Cauchy problem for Schrödinger equation with the Sturm-Liouville operator

$$\left\{ \begin{array}{l}
    \psi'_t(t, x) = i(\partial B_p \partial + B_q)\psi(t, x) \\
    \psi(0, x) = \psi_0(x)
\end{array} \right.$$

and need to find a formula for the solution

$$\psi(t, x) = \exp[it(\partial B_p \partial + B_q)]\psi_0.$$
Another challenge lies in that function $q$ is not bounded, so the operator $B_q$ is also not bounded, making the operator-valued function $S_{\text{wrong}}(t) = I + F_1(t) + tB_q$ not Chernoff-tangent to $\partial B_p\partial + B_q$ because operator $S_{\text{wrong}}(t)$ becomes unbounded which contradicts (CT0). To overcome this we will multiply $f(x)$ not by $tq(x)$, but by a bounded function $w(tq(x))$, where $w(0) = 0$ and $w'(0) = 1$. Indeed, operators $F_0(t) = B_{wq}(t)$ are bounded and have the correct derivative at zero: $B_{wq}(t) = w(tq(x))f(x) = w(0)f(x) + tw'(0)q(x)f(x) + o(t) = q(x)f(x) + o(t) = tB_qf(x) + o(t)$.

Keeping all that in mind, we define

$$S(t) = I + F_1(t) + F_0(t) = I + \left( A(\sqrt{t}) - I \right) B_p \left( I - A(\sqrt{t})^* \right) + B_{wq}(t).$$

Operators $I, F_1(t)$ and $F_0(t)$ are bounded and self-adjoint, so their sum has the same properties. The derivative at zero is exactly the one we need:

$$S(t) = I + F_1(t) + F_0(t) = I + t\partial B_p\partial + o(t) + tB_q + o(t) = I + t(\partial B_p\partial + B_q) + o(t).$$

Finally, by defining $R(t) = \exp[it(S(t) - I)] = \exp[it(F_1(t) + F_0(t))]$ and applying theorem [1.3] to obtain $R(t) = I + it(\partial B_p\partial + B_q) + o(t)$, we have

$$\exp[it(\partial B_p\partial + B_q)] = \lim_{n \to \infty} R(t/n)^n.$$  

2.4. Operators of higher order

The same technique works with fixed $k \in \mathbb{N}$: assume that function $a_k: \mathbb{R} \to \mathbb{R}$ is measurable and bounded and replace the operator $\partial B_p\partial$ from above subsections with $\partial^k B_{a_k} \partial^k f(x) = \frac{d^k}{dx^k} \left( a_k(x) \frac{d^k}{dx^k} f(x) \right)$. The corresponding family is

$$S_k(t) = I + F_k(t),$$

where

$$F_k(t) = \left( A(t^{1/2k}) - I \right)^k B_{a_k} \left( I - A(t^{1/2k})^* \right)^k.$$ 

Let us examine the behaviour of this expression with $t$ tending to zero:

\[
F_k(t) = \left( t^{1/2k}\partial + o(t^{1/2k}) \right)^k B_{a_k} \left( t^{1/2k}\partial + o(t^{1/2k}) \right)^k,
\]

\[
F_k(t) = \left( t^{1/2}\partial^k + o(t^{1/2}) \right) B_{a_k} \left( t^{1/2}\partial^k + o(t^{1/2}) \right),
\]

\[
F_k(t) = t\partial^k B_{a_k} \partial^k + o(t).
\]
Let us define \( \partial^0 B_{a0} \partial^0 f(x) = B_{a0} f(x) = a_0(x) f(x) \) and \( F_0(t) f(x) = B_{w a_0}(t) f(x) = w(t a_0(x)) f(x) \) to cover the case \( k = 0 \). Then for each \( k = 0, 1, 2, \ldots \) we have \( F_k(t)^* = F_k(t) \) and \( F_k(t) = t \partial^k B a_k \partial^k + o(t) \). Now consider an operator

\[
\mathcal{H} = \sum_{k=0}^{K} \partial^k B a_k \partial^k
\]

and define \( S(t) = I + \sum_{k=0}^{K} F_k(t) \). Then \( S(t) = S(t)^* \) and \( S(t) = I + t \mathcal{H} + o(t) \). Note that we should not expect \( \|S(t)\| \leq 1 + \alpha t \) here, but this is not a problem due to remark 1.6. With definitions of this subsection the Cauchy problem (4) reads as

\[
\begin{cases}
\psi'_t(t) = -i \mathcal{H} \psi(t), \\
\psi(0) = \psi_0.
\end{cases}
\]

Applying theorem 1.3 with \( a = -1 \) we come to a formula

\[
R(t) = \exp[-i(S(t) - I)] = \exp \left[ -i \sum_{k=0}^{K} F_k(t) \right]
\]

and obtain the solution of (4) in the form

\[
\psi(t, x) = (e^{i t L} \psi_0)(x) = \left( \lim_{n \to \infty} R(t/n)^n \psi_0 \right)(x).
\]

Now, having found the right formula for \( S(t) \), let us state and prove theorem based on it.

3. Main result

Theorem statements and proofs in this section are intentionally made a bit wordy because we would like to keep them self-contained in sense of notation and facts to help those who wish to skip the prelude and dig straight into the main result. However, all the symbols are in line with those provided in previous sections to help reader with connecting physical meaning with heuristic arguments and formal statements that will follow.

3.1. One-dimensional Schrödinger equation

**Theorem 3.1.** Fix arbitrary \( K \in \mathbb{N} \). Suppose that for \( k = 0, 1, \ldots, K \) functions \( a_k : \mathbb{R} \to \mathbb{R} \) are given. Suppose that for each \( k = 1, \ldots, K \) function \( a_k \)
belongs to space $C_{b}^{2k}(\mathbb{R})$ of all bounded functions $\mathbb{R} \to \mathbb{R}$ with bounded derivatives up to $(2k)$-th order. Suppose that function $a_0: \mathbb{R} \to \mathbb{R}$ is measurable and belongs to space $L_{2}^{\infty}(\mathbb{R})$, i.e. $\int_{\mathbb{R}}^{\infty} |a_0(x)|^2 dx < \infty$ for each real number $R > 0$. Define

$$(\mathcal{H}\varphi)(x) = a_0(x)\varphi(x) + \sum_{k=1}^{K} \frac{d^k}{dx^k} \left(a_k(x)\frac{d^k}{dx^k} \varphi(x)\right)$$

for each $\varphi$ from the space $C_{b}^{\infty}(\mathbb{R})$ of all functions $\varphi: \mathbb{R} \to \mathbb{R}$ which are bounded together with their derivatives of all orders and have compact support (are zero outside of some closed interval). We also use the following condition for each $\varphi$: operator $\mathcal{H}$ defined on $C_{b}^{\infty}(\mathbb{R})$ is essentially self-adjoint in $L_{2}(\mathbb{R})$, i.e. the operator $(\mathcal{H}, C_{b}^{\infty}(\mathbb{R}))$ is closable and its closure — let us denote it as $(\mathcal{H}, \text{Dom}(\mathcal{H}))$ — is a self-adjoint operator.

Suppose that function $w: \mathbb{R} \to \mathbb{R}$ is continuous, bounded, differentiable at zero and $w(0) = 0$, $w'(0) = 1$ (examples include: $w(x) = \arctan(x)$, $w(x) = \sin(x)$, $w(x) = \tanh(x) = (e^x - e^{-x})/(e^x + e^{-x})$, etc). For each $t \geq 0$, $k = 1, 2, \ldots, K$, each $x \in \mathbb{R}$, and each $f \in L_{2}(\mathbb{R})$ define:

$$(B_{ak}f)(x) = a_k(x)f(x),$$

$$A(t)f)(x) = f(x + t), \quad (A(t)^{*}f)(x) = f(x - t),$$

$$F_k(t) = (A(t^{1/2k}) - I)^{k} B_{ak} (I - A(t^{1/2k})^*)^{k}, \quad F_0(t)f(x) = w(ta_0(x))f(x),$$

$$F(t) = \sum_{k=0}^{K} F_k(t), \quad S(t) = I + F(t) = I + \sum_{k=0}^{K} F_k(t), \quad (10)$$

where $I$ is the identity operator ($If = f$), and expression such as $Z^k$ means the composition $ZZ \ldots Z$ of $k$ copies of linear bounded operator $Z$.

Then the following holds:

1) For each $t \geq 0$ operators $A(t)$, $A(t)^*$, $B_{ak}$ for $k = 1, 2, \ldots, K$, $F_k(t)$ for $k = 0, 1, \ldots, K$ and $F(t)$, $S(t)$ are linear bounded operators in $L_{2}(\mathbb{R})$, and their norms are bounded by a constant that does not depend on $t$.

2) $S$ is Chernoff-tangent to $\mathcal{H}$.

3) $S(t) = S(t)^*$ for each $t \geq 0$.

4) For each $t \geq 0$ operator $R(t) = \exp[-iF(t)]$ is a well-defined linear operator in $L_{2}(\mathbb{R})$. 
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5) There exists a $C_0$-group $(e^{-it\mathcal{H}})_{t \in \mathbb{R}}$ of linear bounded unitary operators in $L_2(\mathbb{R})$.

6) $R$ is Chernoff-equivalent to $(e^{-it\mathcal{H}})_{t \in \mathbb{R}}$, and the following formulas hold for each $f \in L_2(\mathbb{R})$ and $t \geq 0$, where limits exist with respect to norm in $L_2(\mathbb{R})$:

$$e^{-it\mathcal{H}} = \lim_{n \to \infty} R(t/n)^n = \lim_{n \to \infty} \exp \left[ -in \sum_{k=0}^{K} F_k(t/n) \right],$$

$$e^{-it\mathcal{H}} = \lim_{n \to \infty} \lim_{j \to +\infty} \sum_{q=0}^{j} \frac{(-in)^q}{q!} \left( \sum_{k=0}^{K} F_k(t/n) \right)^q.$$

7) For each initial condition $\psi_0 \in L_2(\mathbb{R})$ the Cauchy problem (1) can be written in the form

$$\begin{cases}
\psi'(t) = -i\mathcal{H}\psi(t), \\
\psi(0) = \psi_0,
\end{cases}$$

and has a unique (in sense of $L_2(\mathbb{R})$) solution $\psi(t)$ that depends on $\psi_0$ continuously with respect to norm in $L_2(\mathbb{R})$, and for all $t \geq 0$ and almost all $x \in \mathbb{R}$ can be expressed in the form

$$\psi(t, x) = (e^{-it\mathcal{H}}\psi_0)(x) = \left( \lim_{n \to \infty} \lim_{j \to +\infty} \sum_{q=0}^{j} \frac{(-in)^q}{q!} \left( \sum_{k=0}^{K} F_k(t/n) \right)^q \psi_0 \right)(x).$$

Here linear bounded operators $F_0(t), \ldots, F_K(t)$ are defined above in conditions of the theorem for all $t \geq 0$ (hence $F_0(t/n), \ldots, F_K(t/n)$ are defined for all $t \geq 0$ and all $n \in \mathbb{N}$), and the power $q$ in $\left( \sum_{k=0}^{K} F_k(t/n) \right)^q$ stands for a composition of $q$ copies of linear bounded operator $\sum_{k=0}^{K} F_k(t/n)$.

**Proof.** The structure of the proof is the following. We derive items 1)-3) from conditions of the theorem, and see that item 4) follows from item 1). After that we apply Stone’s theorem (theorem 1.1) to get item 5) and theorem 1.3 to get item 6). Item 7) then follows from item 6) and general facts of $C_0$-semigrops theory that are listed in subsection 1.3.

Item 1). Recall that for $k = 1, \ldots, K$ function $a_k$ is bounded, so $||B_{a_k}f|| = \left( \int_{\mathbb{R}} |a_k(x)f(x)|^2dx \right)^{1/2} \leq (\sup_{x \in \mathbb{R}} |a_k(x)|)^2 \int_{\mathbb{R}} |f(x)|^2dx)^{1/2} = ||f|| \sup_{x \in \mathbb{R}} |a_k(x)|$, which implies $||B_{a_k}|| \leq \sup_{x \in \mathbb{R}} |a_k(x)| < \infty$. Function $a_0$ is not bounded, but function $w$ is bounded, hence function $x \mapsto w(ta_0(x))$ is bounded and we can
estimate \( \|F_0\| \) in the same manner as above: \( \|F_0(t)f\| \leq \|f\| \sup_{x \in \mathbb{R}} |w(ta_0(x))| \), so \( \|F_0(t)\| \leq \sup_{x \in \mathbb{R}} |w(x)| \equiv \text{const} < \infty \) for all \( t \geq 0 \). Change of variable \( y = x + t, dy = dx \) in the integral \( \|A(t)f\| = (\int_{\mathbb{R}} |f(x + t)|^2 dx)^{1/2} = (\int_{\mathbb{R}} |f(y)|^2 dy)^{1/2} = \|f\| \) shows that \( \|A(t)\| = 1 \) for all \( t \geq 0 \), and similarly \( \|A(t)^*\| = 1 \) for all \( t \geq 0 \). Operator \( F_k(t) \) is obtained via finite number of summations and compositions of bounded operators whose norm is bounded by a constant that does not depend on \( t \), so \( F_k(t) \) has the same property. Then \( F(t) \) and \( S(t) \) also have this property.

Item 2). In definition 1.2 we set \( \mathcal{F} = L_2(\mathbb{R}) \), \( G(t) = S(t) \), \( L = \mathcal{H} \), \( \mathcal{D} = \mathcal{C}^0_{\infty}(\mathbb{R}) \subset L_2(\mathbb{R}) \). We do not have the precise description of \( \text{Dom}(L) \subset L_2(\mathbb{R}) \), but we say that \( \text{Dom}(L) \) is the domain of the closure of the operator \( \mathcal{H} \) on the domain \( \mathcal{C}^0_{\infty}(\mathbb{R}) \); by conditions of the theorem this closure exists and can be shown to be a self-adjoint operator in \( L_2(\mathbb{R}) \). Now let us check (CT) for \( S \) and \( \mathcal{H} \).

(CT0) follows from the prelude above and item 1) which states that for each \( t \geq 0 \) we have \( S(t) \in \mathcal{L}(L_2(\mathbb{R})) \).

(CT1) We need to prove that for each fixed \( f \in L_2(\mathbb{R}) \) the mapping \( t \mapsto S(t)f \in L_2(\mathbb{R}) \) is continuous. Given \( t_0 \geq 0 \) and \( t_n \geq 0 \) with \( t_n \to t_0 \) we need to show that \( \lim_{n \to \infty} \|S(t_n)f - S(t_0)f\| = 0 \). We will do it in four steps i)-iv).

i). Let us first show that \( \|F_0(t_n)f - F_0(t_0)f\| \to 0 \). Indeed, \( \|F_0(t_n)f - F_0(t_0)f\|^2 = \int_{\mathbb{R}} |w(t_n a_0(x)) - w(t_0 a_0(x))|^2 |f(x)|^2 dx \). As \( w \) is continuous, for each \( x \in \mathbb{R} \) we have \( w(t_n a_0(x)) \to w(t_0 a_0(x)) \), so the integrand in the above integral converges to zero pointwise. As \( f \in L_2(\mathbb{R}) \) and function \( w \) is bounded we can apply the Lebesgue dominated convergence theorem and be sure that \( \int_{\mathbb{R}} |w(t_n a_0(x)) - w(t_0 a_0(x))|^2 |f(x)|^2 dx \to 0 \). So \( \|F_0(t_n)f - F_0(t_0)f\|^2 \to 0 \) which implies \( \|F_0(t_n)f - F_0(t_0)f\| \to 0 \).

ii). Let us show that \( \|F_k(t_n)f - F_k(t_0)f\| \to 0 \) for each fixed \( k = 1, \ldots, K \). We reduce this task to a simpler one. If we expand the brackets in the equality

\[
F_k(t) = (A(t^{1/2k}) - I)^k B_{a_k} \left( I - A(t^{1/2k})^* \right)^k,
\]

we will see that \( F_k(t)f \) is a finite sum of elements of the form

\[
(-1)^{j_1} A(t^{1/2k})^{j_2} B_{a_k} A(t^{1/2k})^{* j_3} f,
\]

where \( j_1, j_2, j_3 \) are some nonnegative integers. So to show that \( t \mapsto F_k(t)f \) is continuous it is enough to show that \( t \mapsto A(t^{1/2k})^{j_2} B_{a_k} A(t^{1/2k})^{* j_3} f \) is continuous for each integer \( j_2 \geq 0, j_3 \geq 0 \). By definition \( (A(t)f)(x) = \)
\[ f(x + t) \text{ and } (A(t^*)f)(x) = f(x - t), \text{ so } (A(t^{1/2k})^j f)(x) = f(x + j_2 t^{1/2k}) \text{ and } A(t^{1/2k})^j f = f(x - j_3 t^{1/2k}). \] Recalling that \((B_\alpha f)(x) = a_\alpha(x)f(x)\) we come to the following formula:

\[
(A(t^{1/2k})^j B_\alpha A(t^{1/2k})^j f)(x) = a_\alpha(x + j_2 t^{1/2k})f(x + (j_2 - j_3)t^{1/2k})
\]
denote \(m(t)f(x).\)

So
\[
\|m(t_0) f - m(t_n) f\|^2 = \|A(t^{1/2k})^j B_\alpha A(t^{1/2k})^j f - A(t^{1/2k})^j B_\alpha A(t^{1/2k})^j m(t)f\|^2 = \int_{\mathbb{R}} |a_\alpha(x + j_2 t^{1/2k})f(x + (j_2 - j_3)t^{1/2k}) - a_\alpha(x + j_2 t^{1/2k})f(x + (j_2 - j_3)t^{1/2k})|^2 dx.
\]
Function \(a_\alpha \) in the last integral is bounded and continuous but \(f\) is not, so we should not expect the integrand to tend to zero pointwise and cannot apply Lebesgue theorem as easily as in step i). Instead, we will use the fact that \(C^\infty_0(\mathbb{R})\) is dense in \(L_2(\mathbb{R})\) and apply the so-called "\(\varepsilon/3\)-method" in step iii).

iii). We want to show that for arbitrary fixed \(\varepsilon > 0\) there exists \(n_0 \in \mathbb{N}\) such that \(\|m(t_0) f - m(t_n) f\| < \varepsilon\) for all \(n > n_0\). We have shown in item 1) that there exists a constant such that \(\max_{k=1...K} \sup_{t \geq 0} \|F_k(t)\| < \infty\). So \(\|m(t)\| \leq M\) for some fixed \(M \in \mathbb{R}\) and all \(t \geq 0\). As \(C^\infty_0(\mathbb{R})\) is dense in \(L_2(\mathbb{R})\), there exists such \(g \in C^\infty_0(\mathbb{R})\) that \(\|f - g\| < \varepsilon/(3M)\). Then

\[
\|m(t_0) f - m(t_n) f\| = \|m(t_0) f - m(t_0) g + m(t_0) g - m(t_n) g + m(t_n) g - m(t_n) f\|
\]

\[
\leq \|m(t_0) f - m(t_0) g\| + \|m(t_0) g - m(t_n) g\| + \|m(t_n) g - m(t_n) f\|
\]

\[
\leq \|m(t_0)\| \cdot \|f - g\| + \|m(t_0) g - m(t_n) g\| + \|m(t_n)\| \cdot \|f - g\|
\]

\[
< M \frac{\varepsilon}{3M} + \|m(t_0) g - m(t_n) g\| + M \frac{\varepsilon}{3M}.
\]

Now recall that functions \(g\) and \(a_\alpha\) are continuous, so integrand in \(\|m(t_0) g - m(t_n) g\|^2 = \int_{\mathbb{R}} |a_\alpha(x + j_2 t^{1/2k})g(x + (j_2 - j_3)t^{1/2k}) - a_\alpha(x + j_2 t^{1/2k})g(x + (j_2 - j_3)t^{1/2k})|^2 dx\) converges to zero pointwise (for each \(x \in \mathbb{N}\)) as \(n \to \infty\). Function \(a_\alpha\) is bounded, and \(|g|^2\) is integrable (recall that \(g\) is zero everywhere outside some closed interval), so we can apply the Lebesgue dominated convergence theorem and obtain \(\lim_{n \to \infty} \|m(t_0) g - m(t_n) g\| = 0\). Then there exists \(n_0 \in \mathbb{N}\) such that for all \(n > n_0\) we have \(\|m(t_0) g - m(t_n) g\| < \varepsilon/3\). Combining this with the previous inequality we obtain

\[
\|m(t_0) f - m(t_n) f\| < M \frac{\varepsilon}{3M} + \frac{\varepsilon}{3} + M \frac{\varepsilon}{3M} = \varepsilon.
\]
iv). In steps ii) and iii) we have shown that for arbitrary fixed $f \in L_2(\mathbb{R})$ the mapping $t \mapsto F_k(t)f$ is continuous for $k = 1, \ldots, K$, and in step i) that it is continuous for $k = 0$. So finite sums $t \mapsto \sum_{k=0}^{K} F_k(t)f = F(t)f$ and $t \mapsto (F(t)f + f) = S(t)f$ also define continuous mappings. Now (CT1) is proven.

(CT2) follows directly from formula (H0) and formulas above it. If we assume $t = 0$ in $(A(t)f)(x) = f(x + t)$ we see that $A(0) = I$. The same simple check shows that $A(0)^* = I$ and $F_0(0) = I$. So $F_k(0) = 0$ and $S(0) = I + F(0) = I + 0 = I$.

(CT3) is the most complicated part of the whole proof. Due to technical complexity of the reasoning that will follow we recommend reading the second section (which presents heuristic arguments) before the proof of (CT3) in order to keep the main idea in mind. However, the proof is self-contained so the reader may ignore this advice.

For each fixed $\varphi \in \mathcal{D} = C_0^\infty (\mathbb{R})$ we need to show that $S(t)\varphi = \varphi + t\mathcal{H}\varphi + o(t)$ as $t \to 0$. Note that $o(t)$ is used in sense of $L_2(\mathbb{R})$, i.e. $\theta(t, x) = o(t)$ iff $\lim_{t \to 0} t^{-1} \left( \int_{\mathbb{R}} |\theta(t, x)|^2 dx \right)^{1/2} = 0$. The proof is separated into eight steps i)-viii).

i). Recall that $S(t)\varphi = \varphi + F_0(t)\varphi + \sum_{k=1}^{K} F_k(t)\varphi$ and $(\mathcal{H}\varphi)(x) = a_0(x)\varphi(x) + \sum_{k=1}^{K} \frac{d^k}{dx^k} \left( a_k(x) \frac{d^k}{dx^k} \varphi(x) \right)$. In step ii) we show that $F_0(t)\varphi = ta_0\varphi + o(t)$. In steps iii)-viii) we show that for $k = 1, \ldots, K$ we have $(F_k(t)\varphi)(x) = t \frac{d^k}{dx^k} \left( a_k(x) \frac{d^k}{dx^k} \varphi(x) \right) + o(t)$. Due to the just mentioned definitions of $S(t)$ and $\mathcal{H}$ this will be enough to reach our goal.

ii). Recall that function $w$ is bounded, continuous, differentiable at zero and satisfies $w(0) = 0$ and $w'(0) = 1$. So, by Taylor’s expansion formula with the remainder in Peano’s form, $w$ can be represented as

$$w(z) = z + zh(z),$$

where $\lim_{z \to 0} h(z) = 0$. Let us show that function $h$ is continuous and bounded. Let us define $h(0) = 0$ and $h(z) = (w(z) - z)/z$ for $z \neq 0$. Function $w$ is continuous for all $z \in \mathbb{R}$, so $h$ is continuous for $z \neq 0$ due to the formula $h(z) = (w(z) - z)/z$, and $h$ is continuous at zero due to condition $\lim_{z \to 0} h(z) = 0 = h(0)$. Now let us prove that $h$ is bounded. Indeed, from $\lim_{z \to 0} h(z) = 0$ we get that $\sup_{z \leq 1} |h(z)| < \infty$. And for $|z| > 1$ we can estimate $|h(z)| = |w(z)/z - 1| \leq |w(z)/z| + 1 \leq |w(z)| + 1 < \infty$ because $w$ is bounded.
So for each \( x \in \mathbb{R} \) and \( z = ta_0(x) \) we have
\[
w(ta_0(x))\varphi(x) = ta_0(x)\varphi(x) + ta_0(x)\varphi(x)h(ta_0(x)).
\]

Now let us show that \( a_0(x)\varphi(x)h(t_n a_0(x)) \to 0 \) in \( L_2(\mathbb{R}) \) if \( t_n \to 0 \). Indeed, functions \( \varphi \) and \( h \) are bounded, and \( a_0 \in L_2^{loc}(\mathbb{R}) \). Then functions \( x \mapsto |a_0(x)\varphi(x)h(t_n a_0(x))|^2 \) are: a) integrable on \([-R,R]\) (\( \varphi \) is zero outside this segment); b) majorated on this segment by an integrable function \( x \mapsto |a_0(x)\varphi(x)\sup_{z \in \mathbb{R}} |h(z)||^2 \); c) converging to zero for each \( x \in [-R,R] \) as \( n \to \infty \) because \( \lim_{z \to 0} h(z) = 0 \), and \( t_n a_0(x) \to 0 \). Then
\[
\|a_0(\cdot)\varphi(\cdot)h(t_n a_0(\cdot))\|^2 = \int_{-R}^{R} |a_0(x)\varphi(x)h(t_n a_0(x))|^2 \, dx = \int_{-R}^{R} |a_0(x)\varphi(x)h(t_n a_0(x))|^2 \, dx \to 0 \text{ thanks to Lebesgue's dominated convergence theorem.}
\]
As \( \|\psi_n\|^2 \to 0 \) implies \( \|\psi_n\| \to 0 \), we conclude that \( \lim_{n \to \infty} \|a(\cdot)\varphi(\cdot)h(t_n a(\cdot))\| = 0 \). So we have proved that
\[
(F_0(t)\varphi)(x) = w(ta_0(x))\varphi(x) = ta_0(x)\varphi(x) + o(t).
\]

iii). Let us say that \( f \in C_0^p(\mathbb{R}) \) iff function \( f: \mathbb{R} \to \mathbb{R} \) is zero outside of some closed interval, is bounded, and has derivatives of orders \( 1, \ldots, p \), which are also all bounded. Let us say that \( f \in C_0^{bd}(\mathbb{R}) \) iff function \( f: \mathbb{R} \to \mathbb{R} \) is zero outside of some closed interval, is bounded, and has enough bounded derivatives to make our reasoning (that will follow) true. Let us agree that the symbol \( C_0^{bd}(\mathbb{R}) \) in different places may mean different spaces, similar to the agreement that allows us to use the same symbol \( a(t) \) for different expressions in one formula. Example: the operator of differentiation maps \( C_0^{bd}(\mathbb{R}) \) into \( C_0^{bd}(\mathbb{R}) \), but maps \( C_0^p(\mathbb{R}) \) into \( C_0^{p-1}(\mathbb{R}) \). We will use this agreement and prove some statements. After that we will go through the proof and find out how many bounded derivatives do we really need. This means that we find such \( p \in \mathbb{N} \) that \( C_0^{bd}(\mathbb{R}) = C_0^p(\mathbb{R}) \) in the place where \( C_0^{bd}(\mathbb{R}) \) denotes the smallest space of all \( C_0^{bd}(\mathbb{R}) \) that we have actually used.

Fix arbitrary \( f \in C_0^{bd}(\mathbb{R}) \), arbitrary \( k = 1, 2, \ldots \), arbitrary \( x \in \mathbb{R} \) and \( \tau \in \mathbb{R} \), \( \tau \neq 0 \), then by Taylor's formula with remainder in Lagrange's form we have
\[
f(x + \tau) = f(x) + \tau f'(x) + \cdots + \frac{\tau^k}{k!} f^{(k)}(x) + \frac{\tau^{k+1}}{(k+1)!} f^{(k+1)}(\xi(x, \tau)),
\]
where number \( \xi(x, \tau) \) is between \( x \) and \( x + \tau \). This equality can be rewritten as
\[
(A(\tau) - I)f = \left( \tau \partial + \cdots + \frac{(\tau \partial)^k}{k!} \right) f + \frac{\tau^{k+1}}{(k+1)!} \Theta(\tau),
\]
where
where we use the following notation

$$(\Theta(\tau)f)(x) = \frac{1}{(k+1)!} f^{(k+1)}(\xi(x,\tau)), \quad (\partial f)(x) = f'(x).$$

Let us study properties of the operator $\Theta(\tau)$.

iii-1. For all $\tau \in \mathbb{R}$ and $k \geq 1$ we have $\Theta(\tau)(C^{k+1}_0(\mathbb{R})) \subset C^1_0(\mathbb{R})$, $\Theta(\tau)(C^{ebd}_0(\mathbb{R})) \subset C^{ebd}_0(\mathbb{R})$ and $\Theta(\tau)(C^\infty_0(\mathbb{R})) \subset C^\infty_0(\mathbb{R})$; moreover, operator $\Theta(\tau)$ is linear on these three domains, which can be seen by representing $\Theta(\tau)f$ as

$$\Theta(\tau)f = \frac{1}{\tau^{k+1}}(A(\tau) - I - \tau\partial - \cdots - (\tau\partial)^k/k!)f.$$  

iii-2. For each fixed $f \in C^{ebd}_0(\mathbb{R})$ there exists such a constant $C(f) \in \mathbb{R}$ that

$$\sup_{\tau \in \mathbb{R}} \|\Theta(\tau)f\| \leq C(f). \quad (13)$$

This is true due to the fact that $f$ is zero outside of some closed interval (say, $[a,b]$) and has bounded $(k+1)$-th derivative, so we can estimate $\|\Theta(\tau)f\| = \left(\int_a^b |f^{(k+1)}(\xi(x,\tau))/k+1!|^2 dx\right)^{1/2} \leq \frac{(b-a)^{1/2}}{(k+1)!} \sup_{z \in \mathbb{R}} |f^{(k+1)}(\xi(x,\tau))|$ denote $C(f)$.

iv). Let us prove that for each $k = 1, 2, \ldots$ and each $f \in C^2_0(\mathbb{R})$ we have

$$(A(\tau) - I)^k f = \tau^k \partial^k f + \tau^k \Phi(\tau, f), \quad (14)$$

where $\Phi(\tau, f) \to 0$ in $L_2(\mathbb{R})$, i.e. $\lim_{\tau \to 0} \|\Phi(\tau, f)\| = 0$, which we also denote as $\tau^k \Phi(\tau, f) = o(\tau^k)$. Let us prove (14) by induction on $k$, supposing that $f \in C^{ebd}_0(\mathbb{R})$ and only in the last step c-5) specifying that $f \in C^{2k}_0(\mathbb{R})$.

a) For $k = 1$ the desired equality (14) reads as $(A(\tau) - I)f = \tau \partial f + \tau \Phi(\tau, f)$, while already proven equality (12) reads as $(A(\tau) - I)f = \tau \partial f + \tau^2 \Theta(\tau, f)$ and (13) says that $\|\Theta(\tau, f)\| \leq C(f)$. So by setting $\Phi(\tau, f) = \tau \Theta(\tau, f)$ base of induction ($k = 1$) is proven because $\|\Phi(\tau, f)\| = |\tau| \cdot \|\Theta(\tau, f)\| \leq |\tau| C(f) \to 0$ as $\tau \to 0$.

b) Suppose that for some $k - 1 \geq 1$ for each $g \in C^{ebd}_0(\mathbb{R})$ we have

$$(A(\tau) - I)^{k-1} g = \tau^{k-1} \partial^{k-1} g + \tau^{k-1} \Phi(\tau, g),$$

where $\lim_{\tau \to 0} \|\Phi(\tau, g)\| = 0.$
c) Let us derive \([12]\) from b) and \([12]\) for some \(k \geq 2\) and fixed \(f \in C_{0}^{\text{ebd}}(\mathbb{R})\). Firstly, let us introduce expressions \(M_1, M_2, M_3, M_4\) by performing the following transformations:

\[
(A(\tau) - I)^k f = (A(\tau) - I)^{k-1}(A(\tau) - I) f = (A(\tau) - I)^{k-1} (\tau \partial + \cdots + (\tau \partial)^k / k! + \tau^{k+1} \Theta(\tau)) f = \tau(A(\tau) - I)^{k-1} \partial f + \sum_{j=2}^{k-1} \frac{\tau^j}{j!} (A(\tau) - I)^{k-j} \partial^j f + \tau^{k+1} (A(\tau) - I)^{k-1} \Theta(\tau) f.
\]

For \(k = 2\) the sum \(M_2\) is empty and thus equals to zero. Below we will show that \(M_1 = \tau^k \partial^k f + o(\tau^k)\) in step c-1), that \(M_2 = o(\tau^k)\) in step c-2), that \(M_3 = o(\tau^k)\) in step c-3) and that \(M_4 = o(\tau^k)\) in step c-4). This will be enough to finish the induction process. Then in c-5) we count how many bounded derivatives we need function \(f\) to have, specifying the smallest space \(C_{0}^{\text{ebd}}(\mathbb{R})\). After that we formulate proven statement without the symbol \(C_{0}^{\text{ebd}}(\mathbb{R})\).

c-1) As \(f \in C_{0}^{\text{ebd}}(\mathbb{R})\) implies \(\partial f \in C_{0}^{\text{ebd}}(\mathbb{R})\) and \(\partial^k f \in C_{0}^{\text{ebd}}(\mathbb{R})\), then we can set \(g = \partial f\) in b) and obtain

\[
M_1 = \tau (A(\tau) - I)^{k-1} \partial f = \tau^k \partial^k f + \tau \tau^{k-1} \Phi(\tau, \partial f) = \tau^k \partial^k f + o(\tau^k)
\]

because \(f\) is fixed, and due to b) we have \(\lim_{\tau \to 0} \|\Phi(\tau, \partial f)\| = 0\).

c-2) In the same way as in step c-1), we mention that \(f \in C_{0}^{\text{ebd}}(\mathbb{R})\) implies that \(\partial^2 f \in C_{0}^{\text{ebd}}(\mathbb{R}), \ldots, \partial^{k-1} f \in C_{0}^{\text{ebd}}(\mathbb{R})\), and for \(j = 2, \ldots, k-1\) we have \(\partial^j f \in C_{0}^{\text{ebd}}(\mathbb{R})\) and \(\partial^{k+j-1} f \in C_{0}^{\text{ebd}}(\mathbb{R})\). So for \(j = 2, \ldots, k-1\) we can \((k-2)\) times, under the summation sign) set \(g = \partial^j f\) in b) and obtain

\[
M_2 = \sum_{j=2}^{k-1} \frac{\tau^j}{j!} (A(\tau) - I)^{k-j} \partial^j f = \sum_{j=2}^{k-1} \frac{\tau^j}{j!} (\tau^{k-1} \partial^j f + \tau^{k-1} \Phi(\tau, \partial^j f)) = \\
= \tau^{k+1} \sum_{j=2}^{k-1} \frac{1}{j!} \tau^{j-2} \partial^{k+j-1} f + \tau^{k+1} \sum_{j=2}^{k-1} \frac{1}{j!} \tau^{j-2} \Phi(\tau, \partial^j f) = o(\tau^k) + o(\tau^k) = o(\tau^k)
\]

because \(f\) is fixed and because due to b) we have \(\lim_{\tau \to 0} \|\Phi(\tau, \partial^j f)\| = 0\) for each \(j = 2, \ldots, k-1\).
c-3) We need to estimate \( M_3 = \frac{1}{k!} \tau^k (A(\tau) - I)^{k-1} \partial^k f \). Recall that in the proof of (CT2) we have shown that \( A(0) = I \), and in the proof of (CT1) that the mapping \( \tau \mapsto A(\tau)h \) is continuous for each \( h \in L_2(\mathbb{R}) \), so \( \lim_{\tau \to 0}(A(\tau) - I)h = 0 \) for each \( h \in L_2(\mathbb{R}) \).

c-3-i) If \( k = 2 \), then we set \( h = \partial^2 f \) and obtain \( \lim_{\tau \to 0}(A(\tau) - I)^{2-1} \partial^2 f = 0 \), and \( M_3 = \frac{1}{2!} \tau^2 (A(\tau) - I)^{2-1} \partial^2 f = o(\tau^2) \).

c-3-ii) If \( k > 2 \), then recall the proof of item 1), where we have shown that \( \|A(\tau)\| = 1 \), so \( \|(A(\tau) - I)\| \leq \|A(\tau)\| + \|I\| = 2 \). Then we have \( \|M_3\| = \frac{1}{k!} \|\tau^k (A(\tau) - I)^{k-1} \partial^k f\| = \frac{1}{k!} |\tau|^k \|A(\tau) - I\|^{k-2} \|A(\tau) - I\| \partial^k f\| \leq \frac{1}{k!} |\tau|^k \|A(\tau) - I\|^{k-2} \|A(\tau) - I\| \partial^k f\| = o(\tau^k) \) because we can set \( h = \partial^k f \) and obtain \( \lim_{\tau \to 0}\|A(\tau) - I\| \partial^k f\| = 0 \) as before.

c-4) The fact that \( M_4 = o(\tau^k) \) follows from the following estimation:

\[
\|M_4\| = \|\tau^{k+1}(A(\tau) - I)^{k-1} \Theta(\tau)f\| \\
\leq |\tau|^{k+1}\|(A(\tau) - I)^{k-1}\|\|\Theta(\tau)f\| \leq |\tau|^{k+1}2^{k-2}C(f),
\]

which we get by using the inequality \( \|(A(\tau) - I)\| \leq 2 \) proven in c-3-ii). So induction on \( k \) is finished.

c-5) The expression with highest derivative of \( f \) is \( \partial^{k+j-1}f \) which appears in step c-2) for \( j = k - 1 \). So function \( \partial^{k+j-1}f = \partial^{k+k-1-1}f = \partial^{2k-2}f \) must have enough bounded derivatives. As we do not use derivatives of \( \partial^{2k-2}f \) explicitly, we conclude that two bounded derivatives is enough for it. So \( \partial^{2k-2}f \in C_0^1(\mathbb{R}) \) hence \( f \in C_0^{2k+2k-2}(\mathbb{R}) = C_0^{2k}(\mathbb{R}) \). Now the statement of iv) is completely proven.

v). Recall that \( (B_{a_k}\varphi)(x) = a_k(x)\varphi(x) \), where function \( a_k \) is bounded together with its derivatives up to order \( 2k \), where \( k \) ranges from 1 to \( K \), and \( K \) is fixed in the very beginning of the paper. So if \( \varphi \in C_0^\infty(\mathbb{R}) \) then \( B_{a_k}\varphi \in C_0^{2k}(\mathbb{R}) \), and we can set \( B_{a_k}\varphi = f \) in \((14)\) and obtain

\[
(A(\tau) - I)^k B_{a_k}\varphi = \tau^k \partial^k B_{a_k}\varphi + \tau^k \Phi_1(\tau, \varphi)
\]

where \( \Phi_1(\tau, \varphi) = \Phi(\tau, B_{a_k}\varphi) \to 0 \) as \( \tau \to 0 \) due to iv).

vi). Considering the Taylor’s formula and reasoning analogous to iii), one needs to substitute \( \tau \) by \( -\tau \), which allows to obtain the following representation:

\[
(I - A(\tau)^\ast)\varphi = \left( \tau \partial - \cdots - \frac{(-\tau \partial)^{m+k}}{(m+k)!} + \tau^{m+k+1} \Theta_2(\tau) \right) \varphi
\]

(16)
for each \( \varphi \in C^\infty_0(\mathbb{R}) \), \( m = 0, 1, 2, \ldots \), and \( k = 1, 2, \ldots \), where operator \( \Theta_2(\tau) : C^\infty_0(\mathbb{R}) \rightarrow C^\infty_0(\mathbb{R}) \) is linear and

\[
\sup_{\tau \in \mathbb{R}} \| \Theta_2(\tau) \varphi \| \leq C_2(\varphi). \tag{17}
\]

vii). By induction on \( m = 0, 1, 2, \ldots \) (as was done above with \( k = 1, 2, \ldots \)) we prove that

\[
(A(\tau) - I)^k B_{ak}(I - A(\tau)^*)^m \varphi = \tau^{k+m} \partial^k B_{ak} \partial^m \varphi + \tau^{k+m} \Phi_3(\tau, \varphi), \tag{18}
\]

where \( \Phi_3(\tau, \varphi) \rightarrow 0 \) as \( \tau \rightarrow 0 \). This time induction is simpler than it was in iv) as we need not care about the class of differentiability: \( \varphi \) has bounded derivatives of all orders which we have already used in vi). We acted carefully in iv) because function \( a_k \) that arises in v) had bounded derivatives only up to order 2\( k \).

a) For \( m = 0 \) the desired equality (18) coincides with already proven equality (15).

b) Suppose that for some \( m \geq 1 \) and all \( \psi \in C^\infty_0(\mathbb{R}) \) we have

\[
(A(\tau) - I)^k B_{ak}(I - A(\tau)^*)^{m-1} \psi = \tau^{k+m-1} \partial^k B_{ak} \partial^{m-1} \psi + \tau^{k+m-1} \Phi_3(\tau, \psi) \tag{19}
\]

where \( \Phi_3(\tau, \psi) \rightarrow 0 \) as \( \tau \rightarrow 0 \).

c) Let us derive (18) for some \( m \geq 1 \) from (19) and (16). Indeed

\[
(A(\tau) - I)^k B_{ak}(I - A(\tau)^*)^m \varphi = (A(\tau) - I)^k B_{ak}(I - A(\tau)^*)^{m-1}(I - A(\tau)^*) \varphi \tag{16}
\]

\[
= (A(\tau) - I)^k B_{ak}(I - A(\tau)^*)^{m-1} \left( \tau \partial - \sum_{j=2}^{m+k} \frac{(-\tau \partial)^j}{j!} + \tau^{m+k+1} \Theta_2(\tau) \right) \varphi \]

\[
= P_1 - (A(\tau) - I)^k B_{ak}(I - A(\tau)^*)^{m-1} \sum_{j=2}^{m+k} \frac{(-\tau \partial)^j}{j!} \varphi + \]

\[
= P_2 + (A(\tau) - I)^k B_{ak}(I - A(\tau)^*)^{m-1} \tau^{m+k+1} \Theta_2(\tau) \varphi . \tag{18}
\]
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We will show that $P_1 = \tau^{k+m} \partial^k B_{a_k} \partial^m \varphi + o(\tau^{k+m})$ in step c-2), and that $P_2 = o(\tau^{k+m})$ in step c-3).

- **c-1.** We can set $\psi = \partial \varphi$ in (19) and obtain $P_1 = (A(\tau) - I)^k B_{a_k} (I - A(\tau)^*)^{m-1} \tau \partial \varphi = \tau \tau^{k+m} \partial^k B_{a_k} \partial^m \varphi + o(\tau^{k+m})$ because $\varphi \in C_0^\infty(\mathbb{R})$ is fixed and $\lim_{\tau \to 0} \Phi_3(\tau, \partial \varphi) = 0$ due to b).

- **c-2.** For $j = 2, \ldots, m+k$ we can $(m+k-1)$ times, under the summation sign set $\psi = \partial^j \varphi$ in b) and obtain

$$P_2 = (A(\tau) - I)^k B_{a_k} (I - A(\tau)^*)^{m-1} \sum_{j=2}^{m+k} (-\tau \partial)^j \varphi = \tau^2 \sum_{j=2}^{m+k} \frac{(-\tau \partial)^{j-2}}{j!} \varphi$$

Recalling that operator $B_{a_k}$ is bounded and $\|B_{a_k}\| \leq \sup_{z \in \mathbb{R}} |a_k(z)|$. Also $\|A(\tau)^*\| = \|A(\tau)\| = 1$ so $\|A(\tau) - I\| \leq 2$ and $\|I - A(\tau)^*\| \leq 2$. Due to (17) we have $\|\Theta_2(\tau)\| \leq C(\varphi)$ for all $\tau \in \mathbb{R}$. Using all that we can estimate $\|P_3\| = \|(A(\tau) - I)^k B_{a_k} (I - A(\tau)^*)^{m-1} \tau^{m+k+1} \| \leq C^2 \|A(\tau) - I\|^k \|B_{a_k}\| \|I - A(\tau)^*\|^{m-1} \|\Theta_2(\tau)\| \leq \tau^{m+k+1} \|F_k(\tau)\| \leq \tau^{m+k+1} \|F_k(\tau)\| \leq \tau^{m+k+1} \|F_k(\tau)\| = \tau^{m+k+1} \|F_k(\tau)\| = \tau^{m+k+1} \|F_k(\tau)\| = \tau^{m+k+1} \|F_k(\tau)\| = \tau^{m+k+1} \|F_k(\tau)\| = \tau^{m+k+1} \|F_k(\tau)\| = \tau^{m+k+1}$, const $= o(\tau^{m+k})$. Induction on $m$ if finished and (18) is now proved.

- **viii.** If we set $m = k \geq 1$ and $\tau = t^{1/2k}$ in (18) and recall the definition of $F_k$ in (10) we obtain $F_k(t) \varphi = (t^{1/2k})^k B_{a_k} (I - A(t^{1/2k})^*)^k \varphi = (t^{1/2k})^{k+k} \partial^k B_{a_k} \partial^k \varphi + (t^{1/2k})^{k+k} \Phi_3(t^{1/2k}, \varphi) = t \partial^k B_{a_k} \partial^k \varphi + t \Phi_3(t^{1/2k}, \varphi) = t \partial^k B_{a_k} \partial^k \varphi + o(t)$ because $\lim_{t \to 0} \Phi_3(t^{1/2k}, \varphi) = 0$ as follows from (18), theorem on change of variables in a limit, and the fact that $\lim_{t \to 0} t^{1/2k} = 0$.

Recalling that operator $\partial$ is the differentiation operator $(\partial f)(x) = f'(x)$, and $B_{a_k}$ is multiplication by $a_k$, we have proved that for each $k = 1, \ldots, K$

$$(F_k(t) \varphi)(x) = t \frac{d^k}{d x^k} \left(a_k(x) \frac{d^k}{d x^k} \varphi(x)\right) + o(t).$$

Repeating what have been said in step i) we finish the proof of (CT3).

(CT4) is true due to the following condition of the theorem: the operator $H$ defined on $C_0^\infty(\mathbb{R})$ is essentially self-adjoint in $L_2(\mathbb{R})$, i.e. operator $(H, C_0^\infty(\mathbb{R}))$ is closable and its closure — let us denote it as $(H, \text{Dom}(H))$ — is a self-adjoint operator. To prove (CT4) we set $\mathcal{D} = C_0^\infty(\mathbb{R})$ as in (CT3); note that here (in the proof of (CT4)) we don’t use the fact that $(H, \text{Dom}(H))$ is self-adjoint and don’t describe the set $\text{Dom}(H) \subset L_2(\mathbb{R})$. Item 2 of the theorem is thus proved.
Item 3). We will prove that $S(t)^* = S(t)$ for all $t \geq 0$ using the following general fact: $(\alpha + \beta)^* = \alpha^* + \beta^*$ and $(\alpha \beta)^* = \beta^* \alpha^*$ for all linear bounded operators $\alpha$ and $\beta$ in Hilbert space. Recall that due to the item 1) (which is now proven) all of the summands in formula (10) which defines $S(t) = I + F_0(t) + F_1(t) + \cdots + F_K(t)$ are bouned and defined on the whole space $L_2(\mathbb{R})$. So $S(t)^*$ exists and is also defined on the whole space $L_2(\mathbb{R})$.

Operator $F_0(t)$ is self-adjoint because it is an operator of multiplication by a real-valued bounded function $x \mapsto w(ta_0(x))$.

For $k \geq 1$ we can use the representation $F_k(t) = X(t)^k B_{ak} Y(t)^k$, where $X(t) = A(t^{1/2k}) - I$, $Y(t) = I - A(t^{1/2k})^*$ to see that $X(t)^* = -Y(t)$ and $Y(t)^* = -X(t)$. Note also that $B_{ak}^* = B_{ak}$ because $B_{ak}$ is an operator of multiplication by a bounded real-valued function $a_k$. So $F_k(t)^* = (X(t)^k B_{ak} Y(t)^k)^* = (B_{ak} Y(t)^k)^* (X(t)^k)^* = (Y(t)^* k B_{ak}^* (X(t)^k) = (-X(t))^k B_{ak}^* (-Y(t))^k = (-1)^{k+1} X(t)^k B_{ak} Y(t)^k = F_k(t)$. Then $S(t)^* = (I + F_0(t) + F_1(t) + \cdots + F_K(t))^* = I^* + F_0(t)^* + F_1(t)^* + \cdots + F_K(t)^* = I + F_0(t) + F_1(t) + \cdots + F_K(t) = S(t)$ and item 3) is proved.

Item 4). We have proved in item 1) that $\| - i F(t) \| = \| F(t) \| < \infty$ for each $t \geq 0$. Then $\sum_{j=0}^{\infty} \| - i F(t) \| j^2/j! < \infty$ implies that the power series $\sum_{j=0}^{\infty} ( -i F(t) )^j/j!$ converges in $\mathcal{L}(\mathcal{F})$, so linear bounded operator $\exp(-i F(t)) = \sum_{j=0}^{\infty} ( -i F(t) )^j/j! \in \mathcal{L}(\mathcal{F})$ is well-defined, see details in [10].

Item 5) follows directly from Stone’s theorem (theorem [13] and the fact operator $(\mathcal{H}, \text{Dom}(\mathcal{H}))$ is self-adjoint. See also proof of (CT4).

Item 6) follows from theorem [13] and items 2) and 3) which are proven above.

Item 7) follows from item 6) and the general fact of $C_0$-semigroup theory [10]: if operator $L$ is a generator of $C_0$-semigroup $(e^{tL})_{t \geq 0}$ of linear bounded operators in Banach space, then the Cauchy problem $u'(t) = Lu(t), u(0) = u_0$ for Banach-space-valued function $u$ has a unique solution $u(t) = e^{tL}u_0$ for each $u_0$ from this Banach space. In the present theorem the role of the Banach space is played by $L_2(\mathbb{R})$, $u_0$ is $\psi_0$ and $u(t) = \psi(t, \cdot)$ i.e. $(u(t))(x) = \psi(t, x)$. In $L_2(\mathbb{R})$ two functions $f$ and $g$ are equal iff $f(x) = g(x)$ for almost all $x \in \mathbb{R}$. ☐

**Remark 3.1.** The following formulas may be useful in computation of the right-hand side of the solution-giving formula from item 7) of the above theorem:

$$F_k(t) = (A(t^{1/2k}) - I)^k B_{ak} (I - A(t^{1/2k})^*)^k = \cdots$$
\[
= \sum_{j_2=0}^{k} \frac{k!(-1)^{k-j_2}}{j_2!(k-j_2)!} A(t^{1/2k})^{j_2} B_{a_k} \sum_{j_1=0}^{k} \frac{k!(-1)^{j_1}}{j_1!(k-j_1)!} A(t^{1/2k})^{*j_1} \]

where

\[
\left( A(t^{1/2k})^{j_2} B_{a_k} A(t^{1/2k})^{*j_1} f \right)(x) = a_k \left( x + j_2 t^{1/2k} \right) f \left( x + (j_2 - j_1) t^{1/2k} \right).
\]

These formulas are derived directly from the Newton’s binomial formula and definitions of the operators used, see formula (10) and ones just above it.

**Remark 3.2.** Note that the solution of (4) is provided only with the following assumption for coefficients \(a_k, k = 0, 1, \ldots, K\): the operator \(\mathcal{H}\) defined on \(C_0^\infty(\mathbb{R})\) is essentially self-adjoint in \(L_2(\mathbb{R})\), i.e. the operator \((\mathcal{H}, C_0^\infty(\mathbb{R}))\) is closable and its closure — let us denote it as \((\mathcal{H}, \text{Dom}(\mathcal{H}))\) — is self-adjoint. One might ask themselves if the set of coefficients satisfying this condition may be empty. Theorem 3.2 shows (one needs to set \(d = 1\)) that at least for \(K = 1\) and the operator \(\mathcal{H}\) of the form \((\mathcal{H}f)(x) = -f''(x) + v(x)f(x)\) this condition is satisfied for \(a_1(x) \equiv -1\) and \(a_0(x) = v(x)\).

**Theorem 3.2.** (Theorem X.28 in [18]) Let \(v \in L_2^{loc}(\mathbb{R}^d)\) with \(v \geq 0\) pointwise. Then \(-\Delta + v\) is essentially self-adjoint on \(L_2(\mathbb{R}^d)\).

Here ”\(v \geq 0\) pointwise” means that \(v(x) \geq 0\) for each \(x \in \mathbb{R}^d\) (see the discussion in the beginning of the chapter X.4 of [18]).

3.2. Example: Schrödinger equation with Sturm-Liouville operator

Let us consider the particular case of \(K = 1\). We recall some notation to make this subsection independent of other text of the present paper, but recommend to see remark 3.2 above. Then, for \(K = 1\) \((\mathcal{H}\varphi)(x) = q(x)\varphi(x) + (p(x)\varphi'(x))'\) where we denoted \(a_0 = q, a_1 = p\) just as in section of heuristic arguments (section 2). Function \(p\) is twice differentiable and bounded together with its derivatives. Measurable function \(q\) may be unbounded but its square is locally integrable. Then the Cauchy problem that we are solving is

\[
\begin{align*}
iv\psi'(t, x) &= (p(x)\psi_x(t, x))' + q(x)\psi(t, x) = \mathcal{H}\psi(t, x), \\
\psi(0, x) &= \psi_0(x).
\end{align*}
\]
As before, to find the solution we use the following families (parametrized by $t \geq 0$) of linear bounded operators in $L_2(\mathbb{R})$:

$$(B_p f)(x) = p(x)f(x), (A(t)f)(x) = f(x + t), (A(t)^* f)(x) = f(x + t),$$

$$(F_0(t)f)(x) = w(tq(x))f(x), F_1(t) = (A(\sqrt{t}) - I)B_p(I - A(\sqrt{t})^*),$$

$$F(t) = F_0(t) + F_1(t) = F_0(t) + A(\sqrt{t})B_p - A(\sqrt{t})B_pA(\sqrt{t})^* - B_p + B_pA(\sqrt{t})^*.$$  

So

$$(F(t)f)(x) = w(tq(x))f(x) + p(x + \sqrt{t})f(x + \sqrt{t})$$

$$- p(x + \sqrt{t})f(x) - p(x)f(x) + p(x)f(x - \sqrt{t}). \quad (21)$$

Theorem 3.1 then says that for each $\psi_0 \in L_2(\mathbb{R})$ solution of (20) exists for all $t \geq 0$ and for almost all $x \in \mathbb{R}$ satisfies the formula

$$\psi(t, x) = (e^{-itH}\psi_0)(x) = \left( \lim_{n \to \infty} \lim_{j \to +\infty} \sum_{k=0}^{j} \frac{(-in)^k}{k!} F(t/n)^k \psi_0 \right) (x), \quad (22)$$

where $F(t/n)$ is obtained by substitution of $t$ with $t/n$ in (21), and $F(t/n)^k$ is a composition of $k$ copies of the linear bounded operator $F(t/n)$.

3.3. Quasi-Feynman formulas with delta-functions

Formal equality $f(h) = \int_{\mathbb{R}} \delta(y - h)f(y)dy$ with Dirac’s delta-function holds for each $h \in \mathbb{R}$. Using it we obtain the formula

$$f(x + \sqrt{t}) = \int_{\mathbb{R}} \delta(y - x - \sqrt{t})f(y)dy,$$

and after a change of variables $y = x + z$, $z = y - x$, $dy = dz$ we have

$$f(x + \sqrt{t}) = \int_{\mathbb{R}} \delta(z - \sqrt{t})f(x + z)dy,$$

which, after setting $t = 0$, gives us

$$f(x) = \int_{\mathbb{R}} \delta(z)f(x + z)dy.$$

32
Using this approach one can rewrite the equality (21) in the following form:

\[(F(t)f)(x) = \int_{\mathbb{R}} \Phi(z, x, t)f(x + z)dz,\]

where

\[\Phi(z, x, t) = \left(w(tq(x)) - p(x + \sqrt{t}) - p(x) + p(x + \sqrt{t})\delta(z - \sqrt{t}) + p(x)\delta(z + \sqrt{t})\right)\delta(z), \quad (23)\]

Let us calculate \(F(t/n)^k\) using this representation. Let’s say \(q = 2:\)

\[(F(t/n)^2f)(x) = \int_{\mathbb{R}} \Phi(z_1, x, t/n)(F(t/n)f)(x + z_1)dz_1 = \int_{\mathbb{R}} \Phi(z_1, x, t/n) \int_{\mathbb{R}} \Phi(z_2, x + z_1, t/n)f(x + z_1 + z_2)dz_2dz_1.\]

Finally, (22) reads as

\[\psi(t, x) = \lim_{n \to \infty} \lim_{j \to +\infty} \sum_{k=0}^{j} \frac{(-in)^k}{k!} \int_{\mathbb{R}} \Phi(z_1, x, t/n) \int_{\mathbb{R}} \Phi(z_2, x + z_1, t/n) \int_{\mathbb{R}} \Phi(z_3, x + z_1 + z_2, t/n) \cdots \int_{\mathbb{R}} \Phi(z_k, x + z_1 + \cdots + z_{k-1}, t/n)\psi_0(x + z_1 + \cdots + z_k)dz_k \cdots dz_1. \quad (24)\]

On the right-hand side of (24) we have a sum of multiple integrals with multiplicity tending to infinity. Such expressions appeared first in [11] and were named quasi-Feynman formulas. Quasi-Feynman formulas in (24) have distributions under the integral sign, as expression (23) for \(\Phi\) includes Dirac’s delta-function, see [62].

Note that the right-hand side of (24) is a formal expression that is well-defined thanks to formula (22) and the equality \(f(h) = \int_{\mathbb{R}} \delta(y - h)f(y)dy.\) However, we can forget about formula (22) and study (24) independently using distribution theory. For example, one might be interested in finding out the following: 1) do the limits in (24) exist in the topology on the space of distributions? 2) can one go from an iterated integral to a multiple integral? 3) can one change the order of integration?
3.4. Multi-dimensional Schrödinger equation

In this section we fix an arbitrary \(d \in \mathbb{N}\), use an arbitrary non-zero real number \(a\) as a parameter (one can set \(a = 1\) or \(a = -1\) depending on the preferable way of writing the Schrödinger equation), and study the Cauchy problem in the space \(\mathcal{F} = L_2(\mathbb{R}^d)\) over the field \(\mathbb{C}\) as follows:

\[
\begin{aligned}
&i\psi'(t,x) = -\frac{1}{2}a \sum_{m=1}^{d} \psi''_{x_m x_m}(t,x) + aV(x)\psi(t,x), \quad t \in \mathbb{R}^1, x \in \mathbb{R}^d, \\
&\psi(0,x) = \psi_0(x), \\
&x \in \mathbb{R}^d.
\end{aligned}
\]

(25)

We prove that a solution of this Cauchy problem exists under some assumptions and provide a formula that expresses this solution in terms of parameter \(a\), initial condition \(\psi_0\) and the potential \(V\). Our method is general enough to cover most of the cases that are useful for physics. In particular, one can set \(V\) to be any non-negative continuous function, including potential \(a\) of quantum harmonic oscillator (\(V(x) = \|x\|^2\)) and potentials of the two most known quantum anharmonic oscillators (\(V(x) = \|x\|^4\), \(V(x) = \|x\|^2 + \|x\|^4\)). Our technique is also applicable to degenerate (\(V(x) = 0\) for some \(x \neq 0\)) and non-smooth potentials. The main result of this subsection is the following theorem.

**Theorem 3.3.** (Announced in short communication [56] without full proof). Suppose that function \(V: \mathbb{R}^d \to \mathbb{R}\) belongs to the space \(L_2^{\text{loc}}(\mathbb{R}^d)\), i.e. \(V\) is measurable and \(\int_{\|x\| \leq R} V(x)^2 dx < \infty\) for each \(R > 0\), where \(\|x\| = (x_1^2 + \cdots + x_d^2)^{1/2}\). Suppose that \(a \in \mathbb{R}, a \neq 0\). Suppose that function \(w: \mathbb{R} \to \mathbb{R}\) is bounded (denote \(M = \sup_{x \in \mathbb{R}} |w(x)|\)), continuous, differentiable at zero and \(w(0) = 0, w'(0) = 1\); for example, one can take \(w(x) = \sin(x), w(x) = \arctan(x), w(x) = \tanh(x) = (e^x - e^{-x})/(e^x + e^{-x})\) etc. Suppose that for each \(j = 1, \ldots, d\) constant vector \(e_j \in \mathbb{R}^d\) has 1 at position \(j\) and has 0 at other \(d - 1\) positions. For each function \(f \in L_2(\mathbb{R}^d)\), each smooth function \(\varphi: \mathbb{R}^d \to \mathbb{C}\) and each \(x \in \mathbb{R}\), \(t \geq 0\) define

\[
(W(t)f)(x) = \frac{1}{2d} \sum_{j=1}^{d} \left[ f \left( x + \sqrt{d} \sqrt{t} e_j \right) \\
+ f \left( x - \sqrt{d} \sqrt{t} e_j \right) - 2f(x) \right] + w(-tV(x))f(x),
\]

(26)

\[
(H\varphi)(x) = \frac{1}{2} \Delta \varphi''(x) - V(x)\varphi(x).
\]

(27)
Suppose also that at least one of these two conditions is satisfied: A) if we use the symbol $C_0^\infty(\mathbb{R}^d)$ for the set of all infinitely smooth functions $\mathbb{R}^d \to \mathbb{R}$ with compact support then the closure of the operator $(H, C_0^\infty(\mathbb{R}^d))$ is a self-adjoint operator in $L_2(\mathbb{R}^d)$; B) $V(x) \geq 0$ for all $x \in \mathbb{R}^d$.

Then:

1) For each $t \geq 0$ we have $\|W(t)\| \leq 2 + M$.
2) For each $t \geq 0$ we have $W(t) = W(t)^*$.
3) $G(t) = W(t) + I$ is Chernoff-adjoint to $H$, where $I$ is the identity operator in $L_2(\mathbb{R}^d)$.
4) There exists a $C_0$-group $(e^{iatH})_{t \in \mathbb{R}}$ of linear bounded unitary operators in $L_2(\mathbb{R}^d)$.
5) Cauchy problem (25) for Schrödinger equation can be rewritten as

$$\begin{cases}
\psi'_j(t, x) = i aH \psi(t, x), & t \in \mathbb{R}^1, x \in \mathbb{R}^d, \\
\psi(0, x) = \psi_0(x), & x \in \mathbb{R}^d.
\end{cases}$$

where the Hamiltonian is equal to $-aH$. For each $t \geq 0$ and $\psi_0 \in L_2(\mathbb{R}^d)$ Cauchy problems (25) and (28) have a unique (in $L_2(\mathbb{R}^d)$) solution $\psi(t, x) = (e^{iatH} \psi_0)(x)$, that continuously, with respect to norm in $L_2(\mathbb{R}^d)$, depends (for fixed $t$) on $\psi_0$. For almost all $x \in \mathbb{R}^d$ and all $t \geq 0$ this solution satisfies the formula

$$\psi(t, x) = \left( \lim_{n \to +\infty} \lim_{j \to +\infty} \sum_{k=0}^j \frac{(ian)^k}{k!} W(t/n)^k \psi_0 \right)(x),$$

where $W(t/n)$ is obtained by substitution of $t$ with $t/n$ in (26), and $W(t/n)^k$ is a composition of $k$ copies of linear bounded operator $W(t/n)$.

Proof.

Let us first show that condition A) follows from condition B) which is simpler to check. Indeed, as $V(x) \geq 0$ the function $v(x) = 2V(x)$ satisfies conditions of theorem 3.2, so the operator $-\Delta + v$ on domain $C_0^\infty(\mathbb{R}^d)$ is essentially self-adjoint in $L_2(\mathbb{R}^d)$, i.e. it is closable and its closure is a self-adjoint operator. Hence the operator $H = -\frac{1}{2}(-\Delta + v)$ is also closable and its closure is a self-adjoint operator in $L_2(\mathbb{R}^d)$. Now let us prove theorem 3.3.

Item 1). Let us denote

$$(A_j(t)f)(x) = f\left(x + \sqrt{d}\sqrt{t}e_j\right), \quad (B_j(t)f)(x) = f\left(x - \sqrt{d}\sqrt{t}e_j\right),$$

$$(C(t)f)(x) = w(-tV(x))f(x), \quad (I f)(x) = f(x).$$
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For arbitrary $f \in L_2(\mathbb{R}^d)$ we can make a change of variable $y = x + \sqrt{d}te_j, dy = dx$ in the integral $\|A_j(t)f\| = \left(\int_{\mathbb{R}^d} |f(x + \sqrt{d}te_j)|^2 dx\right)^{1/2} = \left(\int_{\mathbb{R}^d} |f(y)|^2 dy\right)^{1/2} = \|f\|$ so $\|A_j(t)\| = 1$. The same reasoning shows that $\|B_j(t)\| = 1$. For each $f \in L_2(\mathbb{R}^d)$ we may estimate the integral as follows:

$$\|C(t)f\| = \left(\int_{\mathbb{R}^d} |w(-tV(x))f(x)|^2 dx\right)^{1/2} \leq \sup_{z \in \mathbb{R}} |w(z)| \left(\int_{\mathbb{R}^d} |f(x)|^2 dx\right)^{1/2} = M\|f\|$$

hence $\|C(t)\| \leq M$.

With the above notation we have

$$W(t) = \frac{1}{2d} \sum_{j=1}^d (A_j(t) - 2I + B_j(t)) + C(t), \quad (30)$$

hence for each $t \geq 0$ the following estimate is true:

$$\|W(t)\| \leq \frac{1}{2d} \sum_{j=1}^d (\|A_j(t)\| + 2\|I\| + \|B_j(t)\|) + \|C(t)\| \leq \frac{1}{2d}(1 + 2 + 1) + M = 2 + M.$$

Item 2) follows from the fact that all the operators on the right-hand side of $(30)$ are bounded and $A_j(t)^* = B_j(t)$, $B_j(t)^* = A_j(t)$, $I^* = I$, $C(t)^* = C(t)$.

Item 3). We set $\mathcal{F} = L_2(\mathbb{R}^d)$, $G(t) = W(t) + I$, $L = H$, $\mathcal{D} = C_0^\infty(\mathbb{R}^d)$ in definition $[1.2]$ and check if for $G$ and $H$ all the conditions of Chernoff tangency hold. Condition (CT0) follows from assumptions of the theorem and item 1) that is proved above. Item 1) also gives us $\|G(t)\| = \|W(t) + I\| \leq 3 + M$, so the mapping $G: [0, +\infty) \rightarrow \mathcal{L}(L_2(\mathbb{R}))$ is well-defined.

(CT1). Let us fix $f \in L_2(\mathbb{R}^d)$ and prove that mappings $t \mapsto A_j(t)f$, $t \mapsto B_j(t)f$ and $t \mapsto C(t)f$ are continuous for each $j = 1, \ldots, d$.

(i). Let us first prove that $t \mapsto A_j(t)f$ is continuous. Suppose that $t \geq 0, t_n \geq 0, t_n \rightarrow t$ and prove that $\|A_j(t)f - A_j(t_n)f\| \rightarrow 0$. Note that we can make a change of variables $y = x + \sqrt{d}te_j, dy = dx$ in the integral:

$$\|A_j(t)f - A_j(t_n)f\|^2 = \int_{\mathbb{R}^d} |f(x + \sqrt{d}te_j) - f(x + \sqrt{d}t_ne_j)|^2 dx = \int_{\mathbb{R}^d} |f(y) - f(y - \sqrt{n}e_j)|^2 dy$$

so we will not lose generality by assuming that $t = 0$; indeed, conditions $\sqrt{n} - \sqrt{t} \rightarrow 0$ and $\sqrt{n} \rightarrow 0$ play the same role in the proof that follows. Setting $t = 0$ in the definition of $A_j$ shows that $A_j(0)f = f$.

Suppose that we are given an arbitrary $\varepsilon > 0$. Let us find such $N \in \mathbb{N}$ that for all $n > N$ we have $\|f - A_j(t_n)f\| < \varepsilon$. The set $C_0^\infty(\mathbb{R}^d)$ of all infinitely smooth functions $\mathbb{R}^d \rightarrow \mathbb{R}$ with compact support is dense in $L_2(\mathbb{R})$, so there
exists such a function \( g \in C_0^\infty(\mathbb{R}^d) \) that \( \| f - g \| < \varepsilon/3 \). Then \( \| f - A_j(t_n)f \| \leq \| f - g \| + \| g - A_j(t_n)g \| + \| A_j(t_n)(g - f) \| < \varepsilon/3 + \| g - A_j(t_n)g \| + 1 \cdot \varepsilon/3 \)
because \( \| A_j \| = 1 \). Let us now find such \( N \) that \( \| g - A_j(t_n)g \| \leq \varepsilon/3 \) holds for all \( n > N \).

The fact that \( g \) has compact support means that \( g \) is zero outside some ball \( B_R = \{ x \in \mathbb{R}^d : \| x \| \leq R \} \) of radius \( R \). As \( g \) is uniformly continuous there exists such \( \delta > 0 \), that \( \| y - z \| < \delta \) implies \( |g(y) - g(z)| < \varepsilon/(3 \sqrt{\text{vol}(B_R)}) \).

As \( t_n \to 0 \), there exists such \( N \) that for all \( n > N \) we have \( \sqrt{d} \sqrt{t_n} < \delta \). Then for all \( n > N \) the following estimation is true:

\[
(g - A(t_n)g) = \left( \int_{\mathbb{R}^d} [g(x) - g(x + \sqrt{d} \sqrt{t_n} e_j)]^2 \, dx \right)^{1/2} \leq \left( \int_{B_R} \left( \frac{\varepsilon}{3 \sqrt{\text{vol}(B_R)}} \right)^2 \, dx \right)^{1/2} = \varepsilon/3.
\]

We have proved that function \( t \mapsto A_j(t)f \) is continuous.

(ii). By reasoning analogous to (i) we can show that the mapping \( t \mapsto B_j(t)f \) is also continuous.

(iii). Now let us prove the continuity of the mapping \( t \mapsto C(t)f \). To achieve that we suppose that \( t \geq 0, t_n \geq 0 \), \( \lim_{n \to \infty} t_n = t \) and prove that \( \lim_{n \to \infty} \| C(t)f - C(t_n)f \| = 0 \). From the definition of operator \( C(t) \) we have the following:

\[
\| C(t_n)f - C(t)f \|^2 = \int_{\mathbb{R}^d} |w(-t_nV(x)) - w(-tV(x))|^2 f(x)^2 \, dx. \quad (31)
\]

Then, \( \sup_{x \in \mathbb{R}^d} |w(z)| = M \) implies that \( \sup_{x \in \mathbb{R}^d} |w(-t_nV(x)) - w(-tV(x))|^2 \leq 4M^2 \to < +\infty \). From the continuity of \( w \) we get that for each fixed \( x \in \mathbb{R}^d \) we have \( \lim_{n \to \infty} w(-t_nV(x)) = w(-tV(x)) \). So the sequence of integrands in (31) is bounded by an integrable function \( x \mapsto 4M^2 |f(x)|^2 \) and converges to zero pointwise as \( n \to \infty \). Hence by Lebesgue dominated convergence theorem we have \( \lim_{n \to \infty} \int_{\mathbb{R}^d} |w(-t_nV(x)) - w(-tV(x))|^2 f(x)^2 \, dx = 0 \), which implies continuity of the function \( t \mapsto C(t)f \).

(iv). Recalling (30) and steps (i), (ii), (iii) we can see that the function \( t \mapsto G(t)f \) is a finite linear combination of continuous functions \( A_j, B_j, C \), so \( t \mapsto G(t)f \) is continuous and condition (CT1) is proven.

(CT2) is proven by setting \( t = 0 \) in (26), which implies \( G(0) = W(0) + I = 0 + I = I \).

(CT3) we will show for a fixed arbitrary chosen function \( f \in \mathcal{D} = C_0^\infty(\mathbb{R}^d) \); suppose that \( R > 0 \) is such a number that \( f(x) = 0 \) for each \( x \notin B_R = \{ x \in \mathbb{R}^d : \| x \| \leq R \} \).
(i) Let us first look at the first summand in (36). Due to the Taylor’s expansion formula with remainders represented in Lagrange’s form we have the following equalities for fixed $x \in \mathbb{R}^d$ and $t$ tending to zero (do not forget that $d \in \mathbb{N}$ so $dt$ is not a differential of $t$):

$$f(x + \sqrt{d}\sqrt{t}e_j) = f(x) + \sqrt{d}\sqrt{t}f'_{x_j}(x) + \frac{1}{2}dt f''_{x_j}(x) + r^+_j(t, x),$$

$$f(x - \sqrt{d}\sqrt{t}e_j) = f(x) - \sqrt{d}\sqrt{t}f'_{x_j}(x) + \frac{1}{2}dt f''_{x_j}(x) + r^-_j(t, x),$$

$$f(x + \sqrt{d}\sqrt{t}e_j) - 2f(x) + f(x - \sqrt{d}\sqrt{t}e_j) = dt f''_{x_j}(x) + r^+_j(t, x) + r^-_j(t, x).$$

Keeping in mind that function $f$ is zero outside the ball $B_R$ and has bounded third derivative, we come the following estimation:

$$\|r^+_j(t, \cdot) + r^-_j(t, \cdot)\| = \left( \int_{\mathbb{R}^d} \left| r^+_j(t, x) + r^-_j(t, x) \right|^2 dx \right)^{1/2}$$

$$\leq 2 \left( \text{vol}(B_R)(\frac{(td)^{3/2}}{3!} \sup_{z \in \mathbb{R}^d} \|f'''(z)\|)^2 \right)^{1/2} = t\sqrt{t} \cdot \text{const} = o(t).$$

Summing by $j$, we obtain

$$\frac{1}{2d} \sum_{j=1}^{d} \left[ f \left( x + \sqrt{d}\sqrt{t}e_j \right) + f \left( x - \sqrt{d}\sqrt{t}e_j \right) - 2f(x) \right] = \frac{1}{2}t\Delta f(x) + o(t).$$

(ii) Now let us examine the second summand in (26). Recall that function $w$ is bounded, continuous, differentiable at zero and satisfies $w(0) = 0$ and $w'(0) = 1$. So, by Taylor’s expansion formula with the remainder in Peano’s form, $w$ can be represented as

$$w(z) = z + zh(z),$$

where $\lim_{z \to 0} h(z) = 0$. Let us show that function $h$ is continuous and bounded. Let us define $h(0) = 0$ and $h(z) = (w(z) - z)/z$ for $z \neq 0$. Function $w$ is continuous for all $z \in \mathbb{R}$, so $h$ is continuous for $z \neq 0$ due to the formula $h(z) = (w(z) - z)/z$, and $h$ is continuous at zero due to condition $\lim_{z \to 0} h(z) = 0 = h(0)$. Now let us prove that $h$ is bounded. Indeed, from $\lim_{z \to 0} h(z) = 0$ we get that $\sup_{|z| \leq 1} |h(z)| < \infty$. And for $|z| > 1$ we can estimate $|h(z)| = |w(z)/z - 1| \leq |w(z)/z| + 1 \leq |w(z)| + 1 < \infty$ because $w$ is bounded. So we and definition of $C(t)$ imply that that for each $x \in \mathbb{R}^d$ and $z = -tV(x)$ we have

$$(C(t)) f(x) = w(-tV(x)) f(x) = -tV(x) f(x) - tV(x)f(x)h(-tV(x)).$$
Now let us show that \( V(x)f(x)h(-t_nV(x)) \rightarrow 0 \) in \( L_2(\mathbb{R}^d) \), where \( t_n \rightarrow 0 \).
Indeed, functions \( f \) and \( h \) are bounded, and \( V \in L^2_{\text{loc}}(\mathbb{R}^d) \), so functions 
\( x \mapsto |V(x)f(x)h(-t_nV(x))|^2 \) are: a) integrable on the ball \( B_R \) (outside this ball \( f \) is zero); b) majorated on this ball by an integrable function 
\( x \mapsto \sup_{z \in \mathbb{R}} |h(z)|^2 \); c) converge to zero for each \( x \in B_R \) as 
\( n \rightarrow \infty \) because \( \lim_{z \to 0} h(z) = 0 \).
Then 
\[
\|V(x)f(x)h(-t_nV(x))\|_2 = \int_{\mathbb{R}^d} |V(x)f(x)h(-t_nV(x))|^2 dx \rightarrow 0
\]
thanks to Lebesgue’s dominated convergence theorem. So we have proved that
\[
w(-tV(x))f(x) = -tV(x)f(x) + o(t).
\]
(34)

(iii) Summing (32) and (34) and keeping in mind (26) and (27), we arrive to the formula 
\( W(t)f = tHf + o(t) \). (CT3) is now proved.

(CT4) follows from condition A). The domain of the closure of the operator \( (H, C_0^\infty(\mathbb{R}^d)) \) plays the role of \( \text{Dom}(H) \) in (CT4). Item 3) of the theorem is now proved.

Item 4) follows from the fact that (thanks to already proven items 2) and 3)) we can apply theorem 1.3 to \( W \) and \( H \).

Item 5) follows from theorem 1.3 and from the general fact of \( C_0 \)-semigroup theory [10], which states that the Cauchy problem for a linear evolution equation 
\( u'(t) = Lu(t), u(0) = u_0 \) has a unique in \( \mathcal{F} \) solution 
\( u(t) = e^{tL}u_0 \) for each \( u_0 \in \mathcal{F} \), and this solution (for fixed \( t \)) depends on \( u_0 \) continuously with respect to the norm in \( \mathcal{F} \). Here we assume \( \mathcal{F} = L^2(\mathbb{R}^d), L = iH, u_0 = \psi_0 \) and \( u(t) = \psi(t) \). □

Remark 3.3. Let us now do the same for the \( d \)-dimensional case as what we have already done in section 3.3 for the one-dimensional equation. Formal equality
\( f(h) = \int_{\mathbb{R}^d} \delta(y-h)f(y)dy \) with Dirac’s delta-function holds for each \( h \in \mathbb{R}^d \), which gives us
\[
f(x + \sqrt{d}\,te_j) = \int_{\mathbb{R}^d} \delta(y-x - \sqrt{d}\,te_j)f(y)dy,
\]
and after a change of variables \( y = x + z, z = y-x, dy = dz \) we have
\[
f(x + \sqrt{d}\,te_j) = \int_{\mathbb{R}^d} \delta(z - \sqrt{d}\,te_j)f(x+z)dy.
\]
Using this approach one can rewrite the equality (26) in terms of distributions, and (29) then reads as

\[
\psi(t, x) = \lim_{n\to\infty} \lim_{j\to+\infty} \sum_{k=0}^{j} \left(\frac{ian}{k!}\right) \int_{\mathbb{R}^d} \Phi(z_1, x, t/n) \\
\int_{\mathbb{R}^d} \Phi(z_2, x + z_1, t/n) \int_{\mathbb{R}^d} \Phi(z_3, x + z_1 + z_2, t/n) \cdots \\
\cdots \int_{\mathbb{R}^d} \Phi(z_k, x + z_1 + \cdots + z_{k-1}, t/n) \psi_0(x + z_1 + \cdots + z_k)dz_k \cdots dz_1,
\]

where

\[
\Phi(z, x, t) = \frac{1}{2d} \sum_{j=1}^{d} [\delta(z - \sqrt{d}\sqrt{t}e_j) - 2\delta(z) + \delta(z + \sqrt{d}\sqrt{t}e_j)] + w(-tV(x))\delta(z).
\]

A representation of the function \(\psi\) in this form is a quasi-Feynman formula with generalized functions (=distributions) under the integral sign \([62]\). See also discussion in the end of section 3.3.
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