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Due to increasing demands on flexibility in terms of product configuration as well as delivery time production settings increasingly use teams of mobile robot systems. The RoboCup Logistics League was designed to provide a testbed to develop and test such flexible multi-robot approaches for production environments. It resembles a product setting with on-demand product orders of different configurations. In this article we introduce the concept of the leagues and we present the solution of the team GRIPS to face that challenge.
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Eine Multi-Roboter-Architektur für die RoboCup Logistics League.

Durch die erhöhten Erfordernisse an die Flexibilität der Produktkonfiguration sowie der Lieferzeiten verwenden Produktionsumgebungen vermehrt mobile Robotersysteme. Um eine Testumgebung für Entwicklung und Evaluierung solcher flexiblen Multi-Robot Ansätze für Produktionsumgebungen bereitzustellen, wurde die RoboCup Logistics League entworfen. Sie stellt eine Produktionsumgebung mit On-Demand-Bestellungen und individuellen Produktkonfigurationen dar. In diesem Artikel stellen wir das Konzept der Testumgebung sowie die Lösung für diese Herausforderung des Team GRIPS vor.
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1. Introduction

Due to increasing demands on flexibility in terms of product configuration as well as delivery time triggered by the boom in e-commerce (e.g. on-line configurators, on-line shopping) production needs to become more flexible. This trend is well known under terms like flexible production or Industry 4.0. Usually in order to allow reasonable prices for products and to guarantee stable product quality and fast availability production is heavily automatized. The increasing demand for flexibility, in contrast with common rigidity of automation, asks for new concepts and opens interesting and challenging research questions ranging from Robotics over IoT and multi-agent systems to planning and scheduling. In order to provide an appealing show case that allows research and teaching in the area of flexible production within the RoboCup initiative [10] a competition called the RoboCup Logistics League (RCLL) was founded. It resembles the setting of a flexible production plant. In this paper we like to introduce the RCLL, to show the challenges that are posted by the competition, and describe how the competition can be used to develop and evaluate new concepts in production [11].

2. Logistics League

The RCLL [6, 8] is part of the RoboCup initiative and focuses on the stimulation of the development of approaches in Robotics and Artificial Intelligence using robotics competition. In this league the goal is that a team of robots in cooperation with a set of production machines produces products on demand. Two teams share a common factory floor of the size of 14 m × 8 m. Each team comprises of up to 3 autonomous robots and owns 7 machines, represented by Modular Production Systems (MPS) provided by Festo. See Fig. 1. There are different types of machines that resemble different production steps like fetching raw material, assembling parts, or delivering final products. The task of the teams is to develop methods that coordinate mobile robots and static machines. Robots and machines are allowed to communicate using WiFi. Robots are cooperative in the sense that they need to interact physically with the machines, e.g. fetching raw material from a dispenser machine or provide in-
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### 5. Two-level architecture
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The teamserver is implemented using Java and the Spring framework. The executive layer is realized using the OpenPRS BDI architecture [3]. The low-level functions are implemented in C++ using the Robot Operation System (ROS). The entire software (simulation and robot) is organized in docker containers for easy deployment.

5.2.1 Planning and scheduling
Planning and scheduling in our approach is based on splitting any order that is received from the RCLL referee box into sub-tasks that cannot be split further. This idea is inspired by the concept of hierarchical task network planning [4]. In the system, we distinguish between two sub-tasks categories, since every robot is only able to carry a single item: GET and DELIVER. A GET task consists into going to a machine and retrieving an object from it, after some preparation signal was sent to the machine. During a DELIVER task the robot carrying an object navigates to the proper machine in order to accomplish the final delivery or to add some piece (ring/cap) to the carried partial product.

Since getting and delivering a workpiece reasonably needs to be done by the same robot, this specific choice of sub-task types might seem counterintuitive. However, by separating the pickup and deliver process, machines can be freed from a workpiece that would otherwise block the machine for other robots.

Task generator Any order received from the RCLL referee box specifies the color required for each workpiece used in the production process. Therefore, any order implicitly defines which machines need to be used. An example production chain for an order of easy-to-medium complexity C1 is shown in Fig. 4. In this configuration, one ring needs to be mounted before the cap. Based on this production chain, our scheduler creates the required sub-tasks and the corresponding dependency graph using the ideas of HTN refinement. The resulting dependency graph for the production chain shown in Fig. 4 is then depicted in Fig. 5. As can be seen there, sub-tasks belong to one of the following three categories:
The approach follows the idea of practical reasoning where
procedural reasoning. In order to allow robust and reactive control of
the task execution. The separation of the two functions contributes to the robustness of the overall architecture.

The two main functions of the executive layer are the refinement of the abstract tasks to executable behaviors and
the supervision of the entire task execution. The bridging between the abstract planning and scheduling and the
executive layer of the software architecture. These components comprise navigation, alignment to machines, identification and localization of machines, and identifying and manipulation of products. In this section, the control strategy which enables the precise alignment of the robot in front of the machine is briefly explained. In order to grasp or place products during production, the robot needs the ability to align itself at very short distances and with very high precision in front of machines, criteria which are not possible to achieve with the usual navigation approaches [5] already implemented in ROS. However, this is a typical task for classical feedback control. The two parts necessary for feedback control are the error computation and the controller design.

5.2.3 Behavior and control
Several software components are implemented in the behavior and control layer of the software architecture. These components comprise additional hand-crafted monitoring and fault recovery recipes. These recipes are based on an analysis if effects of an action are observable or reversible. These safe goals are reused when structuring the recipes for the top-level goals.
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- CRITICAL TASKS are tasks whose failure compromises the entire product, which is therefore canceled. It may be restarted depending on the current game's context;
- RESOURCE TASKS load the machines with workpieces that are required for the assembly of products. If resource tasks fail, the actual assembly of the product is not harmed, but it could be delayed;
- UNCRITICAL TASKS neither influence the successful completion of the currently assembled product, nor do they (directly) influence assembly time of that product. However, if successfully completed, these tasks might have a positive effect by speeding up future assembly processes.

Task scheduling The assignment of tasks to robots is based on a request-response approach. Robots that currently do not own tasks request new tasks from the central planning and scheduling instance. A task is assigned to the robot with the following priorities:

1. task of type DELIVER (from a product in assembly) for which a successfully finished predecessor task was already assigned to the same robot;
2. task of type GET (from a product in assembly);
3. starting of a new product if feasible, by checking if a parallel production chain can be found where no machine, besides Base Station (BS) and Delivery Stations (DS), overlap;
4. starting of a dummy task, where the robot keep randomly moving in order to avoid blocking the machines since, according to the rules, robots are not allowed to stay on a single spot for more than a specified time window.
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also represents a robust control strategy. For further details about the sliding mode controller, the reader can look into [9, 12, 13].

6. Conclusion
Following the common interest of the institutes involved in the GRIPS team in a holistic approach to develop methods for dependable intelligent systems, we developed a software architecture that allows flexible and robust execution of the demanded production tasks. The basic idea is to separate different concerns such as abstract planning and scheduling, refinement of task execution, and behavioral control and equip each layer with proper motioning and fault-recovery capabilities. The flexible planning and task assignment paired with robust task execution allowed us to realize more complex products reliably and constantly than in the past competitions. In future work we will aim for the use of a long-term temporal planner, able to better optimize the task scheduling process with respect to the actual request-response approach. Moreover, we like to better team up monitoring and recovery between different layers. Often one layer lacks of sufficient knowledge about the actual situation to make a consistent final conclusion about errors and recovery. Sharing and combining information of different layers may help to address this issue.
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