Rate of convergence of linear functions on the unitary group
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Abstract
We study the rate of convergence to a normal random variable of the real and imaginary parts of \( \text{Tr} A_N U \), where \( U \) is an \( N \times N \) random unitary matrix and \( A_N \) is a deterministic complex matrix. We show that the rate of convergence is \( O(N^{-2b}) \), with \( 0 \leq b < 1 \), depending only on the asymptotic behaviour of the singular values of \( A_N \); for example, if the singular values are non-degenerate, different from zero and \( O(\frac{1}{N}) \) as \( N \to \infty \), then \( b = 0 \). The proof uses a Berry–Esséen inequality for linear combinations of eigenvalues of random unitary matrices, and so appropriate for strongly dependent random variables.
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1. Introduction
The value distributions of traces of random unitary matrices have been studied extensively over the past 15 years [9, 11, 13–15, 21, 24, 25]. The main reason is that they are connected with the linear statistics

\[
S_N(\chi) := \chi(e^{i\theta_1}) + \cdots + \chi(e^{i\theta_N}),
\]

where \( \chi \) is a suitable test function and \( e^{i\theta_1}, \ldots, e^{i\theta_N} \) are the eigenvalues of \( N \times N \) unitary matrices \( U \) distributed according to the Haar measure. It turns out that in many applications in particle physics, open quantum systems, quantum chromodynamics and scattering theory it is interesting to understand the asymptotic (\( N \to \infty \)) behaviour not only of \( \text{Tr} U \) but also of the more general random variable

\[
Z_N := V_N + iW_N = \text{Tr} A_N U,
\]

where \( V_N \) (respectively \( W_N \)) is the real (imaginary) part of \( Z_N \), and \( A_N \) is a deterministic complex matrix. (See, e.g., [2, 3, 22, 23] and references therein.) In other words, we want to understand the distribution of linear combinations of the elements of random unitary matrices. In general,
this type of question arises when random matrix theory is applied to non-Hermitian quantum mechanics, an area of physics which has grown rapidly in the past few decades (see, e.g., [19, 20] and references therein). As we shall see, the invariance of the Haar measure on $U(N)$ under group action implies that the distributions of $V_N$ and $W_N$ are the same. Therefore, we shall restrict our attention to $V_N$.

Samuel [22] and Bars [2] computed the first few terms in the cumulant expansion of $V_N$, which implicitly show that it converges in distribution to a normal random variable when $N \to \infty$. D’Aristotile et al [10] gave a rigorous proof of this result. Collins and Stolz [6] proved a multivariate version of this theorem: they showed that a vector of the form

$$\left( \text{Tr} A_N^{(1)} U, \ldots, \text{Tr} A_N^{(r)} U \right),$$

where $r$ is independent of $N$, converges to a joint normal distribution.

In her PhD thesis, Meckes [17, 18] studied the rate of convergence of $V_N$ to a central limit theorem using Stein’s method of exchangeable pairs. Let us normalize $A_N$ so that $\text{Tr} A_N A_N^* = N$, where $A_N^*$ is the conjugate transpose of $A_N$, and denote by $\mathcal{N}(\mu, \sigma^2)$ a normal random variable with mean $\mu$ and variance $\sigma^2$. Meckes proved that the distance of $V_N$ to $\mathcal{N}(0, 1/2)$ in the total variation metric on probability measures is bounded by $c_N N^{-1}$, where $c_N$ is asymptotic to $2\sqrt{2}$. Chatterjee and Meckes [5] obtained a rate of order $O(N^{-1})$ in the multivariate setting too, and showed that the constant is linear in $r$.

The bound computed by Meckes holds for any $A_N \in \mathbb{C}^{N \times N}$, subject to the constraint $\text{Tr} A_N A_N^* = N$. However, given a fixed sequence $\{A_N\}_{N \geq 1}$, it is natural to ask how the rate of convergence of $V_N$ depends on $A_N$. The purpose of this paper is to show that this rate is $O(N^{-2+b})$, where $0 \leq b < 1$, depending only on the leading order asymptotics as $N \to \infty$ of the greatest singular value of $A_N$. For example, if the elements of $A_N$ do not grow with $N$—which is what one would expect for a generic sequence $\{A_N\}_{N \geq 1}$—then $b = 0$ and the rate of convergence is $O(N^{-2})$. When $b = 1$ only a finite fraction of the singular values is different from zero in the limit $N \to \infty$. For technical reasons, which we will discuss in section 3.2, we exclude the case $b = 1$. Meckes’ bound $c_N N^{-1}$ does not discern the dependence of the rate of convergence on the singular values of $A_N$, and our result implies that it is sharp only when $b = 1$.

Our approach is based on the method of moments, which allows us to prove a Berry–Esséen inequality for the eigenvalues of random unitary matrices. In general, Berry–Esséen bounds are used to prove central limit theorems for sums of independent or weakly dependent random variables. It is notable that such a bound exists for sums of eigenvalues of matrices in $U(N)$, which are strongly correlated.

When $A_N$ is the identity, then $Z_N$ is a class function and the underlying group structure of $U(N)$ can be exploited. For general $A_N$, these group-theoretical tools are not available. There is a considerable literature addressing the problem of the distribution of $\text{Tr} U^j$, where $j \in \mathbb{Z}_+$, Diaconis and Shahshahani [9], and independently Haake et al [13], proved its convergence in distribution to $\sqrt{J} Z$, where $Z$ is a standard normal complex random variable. Diaconis and Shahshahani’s proof is based on the method of moments; they showed that the $k$th moments of $\text{Tr} U^j / \sqrt{J}$ are exactly Gaussian for $k \leq N$. This property prompted Diaconis to conjecture that the convergence to a normal random variable is very fast, either exponential or even superexponential. Consider the error

\begin{equation}
\label{eq:1.4}
e(N) := \sup_{x \in \mathbb{R}} |F_N(x) - \Phi(x)|,
\end{equation}

where \begin{equation}
\Phi(x) := \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-\frac{t^2}{2}} dt
\end{equation}
and \( F_N(x) \) is the distribution function of \( \sqrt{2/j} \text{Re} \text{Tr} \ U^j \), i.e.

\[
F_N(x) := \int_{-\infty}^{x} f_N(t) \, dt.
\]

Here, \( f_N \) is the probability density function (p.d.f.). Johansson [15] proved that \( e(N) = O(\epsilon(N^{-\epsilon N})) \). He also showed that the distance of \( \sqrt{2/j} \text{Re} \text{Tr} \ U^j \) to \( N(0, 1) \) in the total variation norm is of the same order. Such a rate of convergence to a central limit theorem is unusual in probability theory. The approach that we use to achieve our bounds also sheds light on why the convergence of \( \text{Tr} \ U^j \) is so fast.

Subsequently, many authors have refined or improved Diaconis and Shahshahani’s results. Soshnikov [24] showed that the linear statistics (1.1) converge in distribution to a normal random variable in the mesoscopic regime too, i.e. if one considers eigenvalues in an arc of length \( L_N \) with \( L_N/N \to 0 \) as \( N \to \infty \). Hughes and Rudnick [14] studied the scaling limit \( L_N = N \). It turns out that the number of moments of \( S_N(\chi) \) that are exactly Gaussian depends on the class of test functions considered. Diaconis and Evans [11] used the results in [9] to study the asymptotic distributions of integrals of the type \( \int_{S} f \, d\Xi \), where \( S \) is the unit circle and \( \Xi_N \) is the random point measure that places a unit mass at each eigenvalue \( e^{i\theta_j} \). Pastur and Vasilchuk [21] and Stolz [25] gave alternative proofs of the convergence to normal random variables of \( \text{Tr} \ U^j \).

This paper is structured as follows. In section 2, we discuss the background of the problem and introduce our main results. The moments and cumulants of \( V_N \) can be computed using the character theory of the symmetric group; these calculations are detailed in section 3. In section 4, we present the proof of the Berry–Esséen inequality. Finally, sections 5 and 6 are devoted to the proofs of the main theorems.

2. Statement of results

2.1. Preliminaries

Let us introduce the random variables

\[
X_N := \frac{\text{Re} \text{Tr} A_N U}{\sigma} = V_N/\sigma \quad \text{and} \quad Y_N := \frac{\text{Im} \text{Tr} A_N U}{\sigma} = W_N/\sigma,
\]

where \( U \) is an \( N \times N \) unitary matrix distributed according to the Haar measure and

\[
\sigma^2 := \frac{\text{Tr} A_N A_N^*}{2N}.
\]

The matrices in a given sequence \( \{A_N\}_{N>1} \) can be normalized so that \( \sigma^2 \) is independent of \( N \).

Using the polar decomposition, we can factorize \( A_N \) into the product

\[
A_N = H_N V,
\]

where \( V \in \text{U}(N) \) and \( H_N = \sqrt{A_N A_N^*} \) is positive semidefinite. Let us also write \( U = W \Theta W^* \), where \( W \in \text{U}(N) \) and \( \Theta = \text{diag}(e^{i\theta_1}, \ldots, e^{i\theta_N}) \). Since the Haar measure is invariant under group action, the random variable \( \text{Tr} H_N U/\sigma \) has the same distribution as \( \text{Tr} A_N U/\sigma \). Thus, without loss of generality, we can restrict \( A_N \) to the set of positive-semidefinite matrices. Furthermore, we have

\[
\text{Tr} A_N U = \text{Tr} A_N W \Theta W^* = \text{Tr} W^* A_N W \Theta = \text{Tr} \tilde{\lambda}_N \Theta = \sigma \sum_{j=1}^{N} a_j e^{i\theta_j},
\]

where \( \tilde{\lambda}_N \) is Hermitian positive semidefinite too and \( \sigma a_j \geq 0 \) are its diagonal elements. Therefore, we can write
\[ X_N = a_1 \cos \theta_1 + \cdots + a_N \cos \theta_N, \quad (2.5a) \]
\[ Y_N = a_1 \sin \theta_1 + \cdots + a_N \sin \theta_N. \quad (2.5b) \]

Since the Haar measure is invariant under translation, \( X_N \) and \( Y_N \) have the same probability distribution. Thus, we shall restrict our attention to \( X_N \).

The characteristic function of \( X_N \) is defined by
\[ \psi_N(\xi) := \mathbb{E}_{U(N)}[e^{i\xi X_N}]. \quad (2.6) \]
It admits a representation as an integral over the unitary group. We have
\[ \psi_N(\xi) = \int_{U(N)} \exp \left( \frac{i\xi}{2\sigma} \left( \text{Tr} A_N U + \text{Tr} A_N^* U^* \right) \right) d\mu_H(U), \quad (2.7) \]
where \( d\mu_H \) denotes the Haar measure over \( U(N) \). When \( A_N \) is not singular, such an integral can be evaluated explicitly [4] (see also [23] when the matrix in the second trace is different from \( A_N^* \)).

\[ \psi_N(\xi) = \left( \frac{2\sigma}{\xi} \right)^{N/2} \left( \frac{\pi}{\xi} \right)^{N-1} \frac{\det_{N \times N} \left( v_j^{\nu-1} J_k(\xi v_j/\sigma) \right)}{\prod_{1 \leq j < k \leq N} (v_j^2 - v_k^2)}, \quad (2.8) \]
where \( v_1, \ldots, v_N \) are the singular values of \( A_N \), and \( J_k \) is the Bessel function of the first kind. Unfortunately, this beautiful formula is not the best starting point for a straightforward asymptotic analysis. In order to determine the rate of convergence of \( X_N \), we will need to control \( \psi_N(\xi) \), when \( \xi \) grows like a power of \( N \). This means that \( N \) appears as a parameter in both the argument and the index of the Bessel functions. The facts that the asymptotic limit of \( J_k(\xi) \) as \( x \to \infty \) is not uniform in the index, and that all the Bessel functions from \( J_0 \) to \( J_{N-1} \) appear in the determinant render the analysis of formula (2.8) difficult.

Damgaard and Splittorff [7] computed the first few terms of the asymptotic expansions of \( X_N \) for ‘low mass’ and ‘large mass’. In our formalism, this means in the limit as \( \xi \to 0 \) and \( \xi \to \infty \).

The approach that we adopt is based on the method of moments, which can be computed explicitly up to \( 2N \)th for any matrix \( A_N \), whether singular or not. The only constraint that we impose on the sequence \( \{ A_N \}_{N \geq 1} \) is the normalization (2.2).

Our results will depend on the asymptotic properties of the singular values of \( A_N \). Therefore, we need to introduce quantities that characterize their behaviour in the limit as \( N \to \infty \). Let us order the singular values of \( A_N \) so that \( v_1 \leq \cdots \leq v_N \) and let \( v_N^2 = O(N^b) \). Then, define
\[ k := \inf \{ c \in \mathbb{R} | v_N^2 \leq cN^b, \forall N \geq 1 \}. \quad (2.9) \]
Since \( b \) is optimal, the normalization (2.2) implies that \( 0 \leq b \leq 1 \) and \( k > 0 \). The meaning of \( b \) and \( k \) can be illustrated with a few examples. If all the matrix elements of \( A_N \) are \( O(1) \) as \( N \to \infty \), then \( b = 0 \). Alternatively, consider the sequence of matrices
\[ A_N = \text{diag}(\sqrt{2N}, 0, \ldots, 0). \quad (2.10) \]
Then, \( b = 1 \) and \( k = 2 \). In other words, \( b \) not only gives the rate of growth of \( v_N \), but also measures how sparse the set of singular values is in the limit \( N \to \infty \).

2.2. Rates of convergence

Using the same notation as in section 1, \( F_N \) and \( \Phi \) will denote the distribution functions of \( X_N \) and of a standard normal random variable, respectively; similarly, \( f_N \) is the p.d.f. Furthermore, we shall write
\[ \phi(x) := \frac{e^{-x^2/2}}{\sqrt{2\pi}} \quad \text{and} \quad \psi(\xi) := \int_{-\infty}^{\infty} e^{ix\xi} \phi(x) \, dx = e^{-\xi^2/2}. \quad (2.11) \]
Theorem 2.1. Suppose \( \{A_N\}_{N>1} \) is a sequence of matrices such that \( \sigma^2 = \Tr A_N A_N^*/(2N) \) is independent of \( N \) and that \( 0 \leq b < 1 \). We have
\[
e(N) := \sup_{x \in \mathbb{R}} |F_N(x) - \Phi(x)| = O(N^{-2+b}), \quad N \to \infty. \tag{2.12}
\]

As we shall see, the power of \(-2\) in (2.12) is determined by the Haar measure on \( U(N) \). The sequence \( \{A_N\}_{N>1} \) influences the rate of convergence only through the parameter \( b \), which is a measure of the asymptotic distribution of the singular values of the matrices \( A_N \).

We can prove an analogous statement in the total variation norm.

Theorem 2.2. Let \( \{A_N\}_{N>1} \) be a sequence satisfying the same conditions as in theorem 2.1. We have
\[
\int_{-\infty}^{\infty} |f_N(x) - \phi(x)| \, dx = O_e(N^{-2+b+\epsilon}), \quad N \to \infty, \tag{2.13}
\]
where \( \epsilon \in (0, \frac{1}{2}(1-b)) \).

As we discussed in the introduction, for technical reasons theorems 2.1 and 2.2 exclude \( b = 1 \). Meckes’ [18] result suggests that they are correct for \( b = 1 \) too.

The starting formula to prove theorems 2.1 and 2.2 is
\[
e(N) \leq \frac{1}{\pi} \int_{-T_N}^{T_N} \left| \frac{\psi_N(\xi) - \psi(\xi)}{\xi} \right| \, d\xi + \frac{24m}{\pi T_N}, \tag{2.14}
\]
(see [12], p 538), where
\[
m := \max_{x \in \mathbb{R}} |\phi(x)| = \frac{1}{\sqrt{2\pi}} \tag{2.15}
\]
and \( T_N \) is an appropriate cutoff. Formula (2.14) transfers the problem of computing \( e(N) \) to that of finding a bound for \( |\psi_N(\xi) - \psi(\xi)| \) for sufficiently large \( \xi \).

Theorem 2.3. Let \( C \) and \( \delta \) be two constants independent of \( N \) and let \( 0 \leq |\xi| < \delta N^{(1-b)/2} \). We have
\[
|\psi_N(\xi) - \psi(\xi)| \leq C \frac{\xi^4}{N^2 \pi} e^{-\xi^2/2}. \tag{2.16}
\]

Throughout this paper, \( C \) will denote a constant, which may be different at each occurrence.

Remark 2.4. Theorem 2.3 is of interest in its own right. Such bounds are called Berry–Esséen inequalities. They determine rates of convergence to central limit theorems, usually for sums of independent or weakly dependent random variables. The eigenvalues of random unitary matrices, however, exhibit a high degree of correlation.

For eigenvalues of random unitary matrices, one consequence of such a strong dependence is that the variance \( \sigma^2 = \Tr A_N A_N^*/(2N) \) remains finite in the limit \( N \to \infty \). Instead, the variance of the sum of \( N \) independent random variables grows linearly in \( N \). When the moments diverge in the limit \( N \to \infty \), just the first few are enough to determine an optimal bound. Since the right-hand sides of equations (2.5a) and (2.5b) converge to normal random variables without any normalization, the proof of theorem 2.3 requires knowing the first \( 2N \) moments of \( X_N \).
3. Moments and cumulants of $X_N$

The purpose of this section is to provide bounds and asymptotic formulae for the moments and cumulants of $X_N$ that will be needed to prove theorem 2.3. Most of these can be derived from the results of Samuel [22], which we summarize in section 3.1.

3.1. Averages of matrix elements and the symmetric group

Samuel [22] studied averages of the form

$$ \int_{U(N)} U_{i_1 j_1} \cdots U_{i_n j_n} \bar{U}_{k_1 l_1} \cdots \bar{U}_{k_m l_m} d\mu_H(U) = \sum_{\sigma, \tau \in S_m} M_{\sigma \tau}(N) \delta_{i_1 k_1} \cdots \delta_{i_n k_m} \delta_{j_1 l_1} \cdots \delta_{j_m l_m}, $$

(3.1)

where $S_m$ denotes the symmetric group of degree $m$. The moments of $X_N$ are simply the linear combinations of these integrals.

All the information on the averages (3.1) is contained in the coefficients $M_{\sigma \tau}(N)$. A permutation of $m$ letters can always be factorized into a product of cycles. It turns out that $M_{\sigma \tau}(N)$ depends only on the cycle decomposition of $\sigma \tau^{-1}$.

The lengths of the cycles of a permutation identify a sequence of non-negative integers $\lambda = (\lambda_1, \ldots, \lambda_k)$ such that

$$ \lambda_1 \geq \cdots \geq \lambda_k \quad \text{and} \quad |\lambda| := \lambda_1 + \cdots + \lambda_k = m. $$

(3.2)

In other words, there exists a one-to-one correspondence between the cycle structures of $S_m$ and the set of partitions of $m$. The partition $\lambda(g)$ is called cycle-type of $g \in S_m$. Therefore, we shall adopt the notation

$$ M_{\lambda}(N) := M_{\sigma \tau}(N), $$

(3.3)

where $\lambda$ is the cycle-type of $\sigma \tau^{-1}$.

A partition of $m$ is denoted by $\lambda \vdash m$; the addends $\lambda_j$ are the parts of $\lambda$. An alternative notation for a partition is the frequency representation: if $\lambda$ contains $r_1$ 1s, $r_2$ 2s and so forth, we write $\lambda = (1^{r_1} 2^{r_2} \cdots m^{r_m})$. The length of a partition $\ell(\lambda)$ is the largest $j$ such that $\lambda_j > 0$. We also have

$$ \ell(\lambda) = r_1 + \cdots + r_m. $$

(3.4)

We shall find it convenient not to distinguish between two partitions that differ only by a sequence of zeros at the end. For example, (3, 1, 1) and (3, 1, 0, 0, 0) are clearly the same partitions.

Elements of $S_m$ that belong to the same conjugacy class share the same cycle-type. Therefore, the conjugacy classes of $S_m$ can be labelled by the set of the partitions of $m$. The number of elements in the conjugacy class $\lambda$ is

$$ g_\lambda := \frac{m!}{r_1! \cdots r_m!}. $$

(3.5)

Furthermore, the conjugacy classes of $S_m$ are in one-to-one correspondence with its irreducible representations, which can be identified with the set of partitions of $m$ too. Since characters are class functions, they depend only on the cycle-types of the permutations. The notation $\chi^\mu_\lambda$ indicates the character of the irreducible representation $\mu$ evaluated on elements of cycle-type $\lambda$. 
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Sometimes it is convenient to represent partitions using Young tableaux. If \( \lambda = (\lambda_1, \ldots, \lambda_k) \), we draw \( k \) left-justified rows of boxes, or nodes; the top row should contain \( \lambda_1 \) boxes, the next one \( \lambda_2 \) and so on. For example, let \( \lambda = (5, 4, 4, 3, 1) \). Then,

\[
\begin{array}{ccccccc}
& & & & & & \\
& & & & & & \\
& & & & & & \\
& & & & & & \\
& & & & & & \\
& & & & & & \\
& & & & & & \\
& & & & & & \\
& & & & & & \\
\end{array}
\]

is the corresponding Young tableau.

Samuel [22] derived an explicit formula for \( M_\lambda(N) \) when \( m \leq N \):

\[
M_\lambda(N) := \frac{1}{m!} \sum_{\mu \vdash m} \dim V_\mu \chi_\mu^{\lambda}, \quad \lambda \vdash m,
\]

(3.6)

where

\[
f_\lambda(N) := \frac{1}{\dim V_\lambda} \sum_{\mu \vdash m} g_\mu \chi_\mu^{\lambda} N^{(\mu)}
\]

(3.7)

and

\[
\dim V_\lambda = m! \prod_{1 \leq i < j \leq \ell(\lambda)} (\lambda_i - \lambda_j + j - i) / \prod_{\ell(\lambda)} (\lambda_j + \ell(\lambda) - j)
\]

(3.8)

is the dimension of the irreducible representation \( V_\lambda \).

The right-hand side of (3.7) is a polynomial in \( N \) of degree \( m \). It turns out that \( f_\lambda(N) \) has only integer roots, which have a simple representation in terms of the Young tableau of \( \lambda \); they are given by all the differences \( i-j \), where \( i \) counts the rows of the diagram in descending order and \( j \) counts its columns from left to right. For example, if \( \lambda = (5, 4, 4, 3, 1) \), then the roots of \( f_\lambda(N) \) are

\[
\begin{array}{ccccccc}
0 & 1 & 2 & 3 & 4 \\
1 & 0 & 1 & 2 & \\
2 & 1 & 0 & 1 & \\
3 & 2 & 1 & \\
4 & & & & \\
\end{array}
\]

We shall give a proof of this property later in this section.

Since the characters of the irreducible representations of the symmetric group are known via Frobenius’s character formula, equations (3.5), (3.6) and (3.7) completely determine the averages (3.1).

Let \( \lambda_1, \ldots, \lambda_k \) be the parts of a partition \( \lambda \vdash m \). (We do not impose any ordering on the \( \lambda_j \)’s.) The coefficients \( M_\lambda(N) \) obey the recursion relations [22]

\[
\delta_{k1} M_{(\lambda_1, \ldots, \lambda_{k-1})}(N) = NM_{(\lambda_1, \ldots, \lambda_k)}(N) + \sum_{p+q=k} M_{(\lambda_2, \ldots, \lambda_k, p, q)}(N)
\]

\[
+ \sum_{j=1}^{k-1} \lambda_j M_{(\lambda_1, \ldots, \lambda_{j-1}, \lambda_j, \lambda_{j+1}, \ldots, \lambda_{k-1})}(N),
\]

(3.9)

with the initial condition \( M_0(N) = 1 \). These equations do not depend on permutations of the \( \lambda_j \’s \) and are a complete set, which uniquely determines the coefficients \( M_\lambda(N) \) for \( \lambda \vdash m \) in terms of those for \( \lambda \vdash m-1 \).
Traces of powers of matrices are homogeneous symmetric polynomials in the eigenvalues. Symmetric functions are intertwined with the character theory of the symmetric group. Therefore, it is not a surprise that the formalism of symmetric polynomials will become useful in computing the moments and cumulants of $X_N$.

For every $j$ the power sum of $m$ variables is

$$p_j(x_1, \ldots, x_m) := x_1^j + \cdots + x_m^j. \quad (3.10)$$

Next, we extend definition (3.10) by taking the product

$$p_\lambda := p_{\lambda_1} \cdots p_{\lambda_k} = \prod_{j=1}^m p^{r_j}_j, \quad (3.11)$$

where the $r_j$s are the frequencies of $\lambda$. Now suppose that $\ell(\lambda) \leq m$. The Schur function $s_\lambda(x_1, \ldots, x_m)$ is defined by the ratio of two $m \times m$ determinants:

$$s_\lambda(x_1, \ldots, x_m) := \frac{\det(x_{\lambda_j+j-m-i})}{\det(x_{j-m-i})}. \quad (3.12)$$

Schur functions are homogeneous symmetric polynomials of degree $|\lambda|$ and are related to the power sums by the formulae (see [16], p 114)

$$s_\lambda = \frac{1}{m!} \sum_{\mu \vdash m} g_\mu x_\lambda^\mu p_\mu \quad \text{ and } \quad p_\mu = \sum_{\lambda \vdash m} c_\mu^\lambda s_\lambda. \quad (3.13)$$

If $x_1, \ldots, x_m$ are the eigenvalues of an $m \times m$ matrix $X$, we write $p_\lambda(X) = p_\lambda(x_1, \ldots, x_m)$ and $s_\lambda(X) = s_\lambda(x_1, \ldots, x_m)$.

**Corollary 3.1.** Polynomial (3.7) can be factorized as

$$f_\lambda(N) = \frac{1}{\dim V_\lambda} \sum_{\mu \vdash m} g_\mu x_\lambda^\mu N^{\ell(\mu)} = \prod_{i,j}(N - i + j) = \prod_{j=1}^{\ell(\lambda)} \frac{(N + \lambda_j - j)!}{(N - j)!}, \quad (3.14)$$

where the pair $(i, j)$ span the row and column indices of the Young tableau of $\lambda$.

**Proof.** Let $\lambda \vdash m$ and $N$ be a positive integer; then, $p_\lambda(I_N) = N^{\ell(\lambda)}$. Therefore, from formula (3.13) for $N \in \mathbb{Z}_+$

$$f_\lambda(N) = \frac{m! s_\lambda(I_N)}{\dim V_\lambda}. \quad (3.15)$$

The irreducible representations of the symmetric group and $GL(N, \mathbb{C})$ are related by the Schur–Weyl duality. If $N \geq \ell(\lambda)$, the Schur functions are precisely the irreducible characters of $GL(N, \mathbb{C})$. Thus, equation (3.15) connects the dimensions of irreducible representations of $\mathfrak{S}_m$ and $GL(N, \mathbb{C})$ corresponding to the same $\lambda$. Now, we have

$$s_\lambda(I_N) = \prod_{1 \leq j < k \leq N} \frac{\lambda_j - \lambda_k + k - j}{k - j}. \quad (3.16)$$

Combining this formula with (3.15) and (3.8) gives equation (3.14). \hfill \Box

---

1 Samuel conjectured this formula in the appendix of his article [22], but did not give a proof.
3.2. The moments

Formula (2.7) implies that \( \psi_N \) is an entire function. Therefore, the series

\[
\psi_N(\xi) = \sum_{n=0}^{\infty} \frac{(i\xi)^n}{n!} \mu_n
\]

converges in all the complex plane and defines all the moments of \( X_N \), which identify its probability distribution uniquely.

Now, consider the Taylor expansion of integral (2.7):

\[
\psi_N(\xi) = \sum_{n=0}^{\infty} \frac{(-1)^m}{(m!)^2} \left( \frac{\xi}{2\sigma} \right)^{2m} I_m^N(A_N).
\]

where

\[
I_m^N(A_N) := \int_{U(N)} |\text{Tr} A_N U|^{2m} d\mu_H(U).
\]

Proposition 3.2 ([22]). Let \( 0 < m \leq N \) and let \( \lambda = (\lambda_1 \cdots \lambda_m) \) denote a partition of \( m \). We have

\[
I_m^N(A_N) = \prod_{\lambda \vdash m} \gamma_{\lambda}(A_N, A_N^*).
\]

Proof. The right-hand side of equation (3.1) can be rewritten as

\[
\sum_{\rho, \tau \in \Theta_w} M_{\rho}(N) \delta_{i_1 k_{\rho_1}} \cdots \delta_{i_m k_{\rho_m}} \delta_{j_1 l_{\tau_1}} \cdots \delta_{j_m l_{\tau_m}},
\]

where we have shifted the index in the sum by setting \( \rho = \sigma \tau^{-1} \) and used the fact that \( M_{\rho, \tau}(N) \) depends only on \( \sigma \tau^{-1} \). By multiplying equation (3.23) by \( A_{N, j_1 i_1}, \ldots, A_{N, j_m i_m} \) and \( \bar{A}_{N, l_1}, \ldots, \bar{A}_{N, l_m} \) and summing over all indices, we obtain an expression of the form

\[
\sum_{\rho \in \Theta_w} M_{\rho}(N) \sum_{\tau \in \Theta_w} \sum_{a, b, \rho, \delta, \eta, \ldots} \cdots A_{N, w} \bar{A}_{N, \rho, \delta} A_{N, \eta} \bar{A}_{N, \delta} \cdots.
\]

Consecutive indices in the inner sum, say \( \beta \) and \( \gamma \), are of the types \( k_{\rho_\tau} \) and \( l_{\tau w} \), respectively, where \( w = \tau^{-1} \rho \tau v \). Thus, the collection of the addends such that \( v = (\tau^{-1} \rho \tau)^j v \) contributes with a factor \( \text{Tr}(A_N A_N^*)^j \).

Each letter belonging to a cycle of length \( j \) is a fixed point of order \( j \) of every element in the conjugacy class of \( \rho \). The inner sum in (3.24) depends only on powers of \( \tau^{-1} \rho \tau \) and therefore is a class function and is independent of \( \tau \). Each cycle of length \( j \) produces the factor \( \text{Tr}(A_N A_N^*)^j \). Therefore, we have

\[
\sum_{\cdots, a, b, \rho, \delta, \eta, \ldots} \cdots A_{N, a} \bar{A}_{N, \beta} A_{N, \gamma} \bar{A}_{N, \delta} \cdots = \prod_{j=1}^{m} (\text{Tr}(A_N A_N^*)^{j/l})^{j/l} = p_{\lambda}(A_N A_N^*).
\]
Finally, formula (3.22) follows from the fact that \( M_\rho(N) \) is a class function. \( \square \)

**Remark 3.3.** Integral (3.22), and thus by (3.21) the moments too are linear combinations of the coefficients \( M_\rho(N) \), which have poles at the zeros of \( f_\mu(N) \). Such poles are related to certain singular integrals over \( U(N) \), which appear in lattice quantum chromodynamics and were first noted by De Wit and ’t Hooft [8]. They observed that such integrals are divergent for certain values of \( N \). The moments of \( X_N \), however, are always finite. The reason why the De Wit–’t Hooft anomalies do not affect formula (3.22) is because it is correct only for \( m \leq N \), and by corollary 3.1 the greatest zero of \( f_\mu(N) \) is \( m - 1 \).

As we mentioned at the beginning of this section, in order to prove the Berry–Esséen inequality (2.16) we need bounds and asymptotic formulae for the moments and cumulants. The evaluation of the right-hand side of equation (3.22) requires Frobenius’ character formula, which is quite cumbersome to use when explicit formulae are needed. It turns out that (3.22) can be expressed in terms of Schur functions, which allow it to be manipulated explicitly.

**Corollary 3.4.** We have

\[
\mu_{2m} = \frac{(2m - 1)!!}{(2\sigma^2)^m} \sum_{\lambda \vdash m} \prod_{i=1}^{\ell(\lambda)} \frac{(N - j)!}{(N + \lambda_j - j)!} \dim V_\lambda s_\lambda(A_N A_N^*). \quad (3.26)
\]

**Proof.** From formulae (3.6), (3.13) and (3.22), we obtain

\[
I^G_\mu(A_N) = m! \sum_{\lambda \vdash m} g_\lambda M_\lambda(N) p_\lambda(A_N A_N^*)
\]

\[
= \sum_{\lambda \vdash m} \sum_{\mu \vdash m} \dim V_\mu f_\mu(N) g_\lambda X^\mu_\lambda p_\lambda(A_N A_N^*)
\]

\[
= m! \sum_{\mu \vdash m} \dim V_\mu f_\mu(N) s_\mu(A_N A_N^*). \quad (3.27)
\]

Equation (3.26) follows from formula (3.14). \( \square \)

We are now in a position to find asymptotic formulae for the first \( N \) moments of \( X_N \). Let us denote the moments of \( N(0, 1) \) by \( \mu^G_{2m} \), i.e.

\[
\mu^G_{2m} := (2m - 1)!!
\]

(3.28)

**Proposition 3.5.** We have the following bounds:

\[
\mu_{2m} = \mu^G_{2m} (1 + O((mk)^m N^{-1}))
\]

(3.29)

and

\[
\mu_{2m} \leq (N^b k)^m \mu^G_{2m}. \quad (3.30)
\]

**Proof.** From equations (3.6) and (3.22), we have

\[
\mu_{2m} = \frac{\mu^G}{(2\alpha^2)^m} \sum_{\lambda \vdash m} \sum_{\mu \vdash m} \dim V_\mu f_\mu(N) g_\lambda X^\mu_\lambda p_\lambda(A_N A_N^*). \quad (3.31)
\]

The first step consists in finding bounds for \( p_\lambda(A_N A_N^*) \) and \( f_\mu(N) \). Remember that by definition (2.9), the greatest singular value of \( A_N \) is bounded by \( \sqrt{\kappa N} \), where \( \kappa = O(1) \) and \( 0 \leq b < 1 \). We have

\[
\text{Tr}(A_N A_N^*)^j = (2\alpha^2)^j N^{a+b} c_j(A_N), \quad (3.32)
\]
where \( c_j(A_N) = O(k^j) \) and \( a = 1 = b \). Note that by definition \( \sigma \) is independent of \( A_N \); therefore \( c_1(A_N) = 1 \). It follows that

\[
p_s(A_N A_N^*) = \prod_{j=1}^{m} (\text{Tr}(A_N A_N^*)^j) = (2\sigma^2)^m N^{a_b(\ell)} c_{\lambda}(A_N),
\]

where

\[
c_{\lambda}(A_N) = \prod_{j=1}^{m} c_j(A_N) = O(k^m).
\]

Denote by \( \lambda_e = (1^m) \) the cycle-type of the identity in \( S_m \). Combining equations (3.33) and (3.34), we obtain

\[
p_{\lambda}(A_N A_N^*) = (2\sigma^2)^m N^m \times \begin{cases} 1 & \text{if } \lambda = \lambda_e, \\ O(k^m N^{-a(m-\ell(\lambda))}) & \text{if } \lambda \neq \lambda_e. \end{cases}
\]

Now consider \( f_\mu(N) \). We can easily see that for \( N \geq m + 1 \)

\[
f_{(1^m)}(N) = \prod_{j=1}^{m} (N - j) \leq f_\mu(N) \leq f_{(m^1)}(N) = \prod_{j=1}^{m} (N + j), \quad \mu \vdash m,
\]

where \( (m^1) \) and \( (1^m) \) correspond to the trivial and alternating representations respectively, which are both one-dimensional. We can rewrite inequalities (3.36) in the following way:

\[
N^m \prod_{j=1}^{m} \left( 1 - \frac{j}{N} \right) \leq f_\mu(N) \leq \frac{N^m m!}{(m+1)^m} \leq \frac{N^m (2m + 1) \cdots (m + 2)}{(m + 1)^m}.
\]

The sum (3.31) can be split as follows:

\[
\mu_{2m} = \frac{\mu^G N^m}{m!} \sum_{\mu \vdash m} \frac{(\dim V_{\lambda})^2}{f_\mu(N)} + \frac{\mu^G}{(2\sigma^2)^m m!} \sum_{\lambda \neq \lambda_e} \sum_{\mu \vdash m} \frac{\dim V_\mu}{f_\mu(N)} g_{\lambda, \mu} \chi^G_{\lambda} p_\lambda(A_N A_N^*).
\]

The first sum on the right-hand side can be estimated using the bounds (3.36)

\[
\frac{\mu^G N^m}{m!} \sum_{\mu \vdash m} \frac{(\dim V_\lambda)^2}{f_\mu(N)} = \frac{\mu^G}{m!} \sum_{\mu \vdash m} (\dim V_\lambda)^2 (1 + O(e^m N^{-1})) = \mu^G (1 + O(e^m N^{-1})).
\]

Using the same ideas, we write

\[
\frac{\mu^G}{(2\sigma^2)^m m!} \sum_{\mu \vdash m} \frac{\chi^G_{\lambda} \dim V_\lambda}{f_\mu(N)} = \frac{\mu^G}{(2\sigma^2)^m m! N^m} \sum_{\mu \vdash m} \chi^G_{\lambda} \dim V_\lambda (1 + O(e^m N^{-1})).
\]

Irreducible representations of finite groups can always be chosen to be unitary. Therefore, we have that \( |\chi^G_{\lambda}| = \chi^G_{\lambda} = \dim V_\mu \). Thus, using the orthogonality of the characters, the sum (3.40) becomes

\[
\frac{\mu^G R(m, N)}{(2\sigma^2)^m N^m},
\]

where \( R(m, N) = O(e^m N^{-1}) \). Finally, inserting equation (3.41) into (3.38) and using (3.35), we obtain formula (3.29)
In order to prove equation (3.30), recall that from formulae (3.26) and (3.14) we can write

\[ \mu_{2m} = \frac{\mu_G^{2m}}{(2\sigma^2)^m m!} \sum_{\lambda \vdash m} \left( \dim V_{\lambda} \right)^2 \frac{s_{\lambda}(A_N A_N^*)}{s_{\lambda}(I_N)}. \]

(3.42)

The greatest singular value of $A_N$ is bounded by $2\sigma^2 \sqrt{kN^k}$. Since the eigenvalues of $A_N A_N^*$ are non-negative, $s_{\lambda}(A_N A_N^*)$ is positive and

\[ s_{\lambda}(A_N A_N^*) \leq (kN^k)^m s_{\lambda}(I_N). \]

(3.43)

Then, equation (3.30) follows from the orthogonality of the characters. \(\square\)

An immediate corollary is the convergence in distribution of $X_N$ to $\mathcal{N}(0, 1)$ (D’Aristotile et al [10]). For fixed $m$, formula (3.29) gives

\[ \lim_{N \to \infty} \mu_{2m} = \mu_G^{2m}. \]

(3.44)

The bound (3.30) plays an important role in the proof of the Berry–Esséen inequality (2.16). For $N \gg m$, (3.29) is a better bound; however, it becomes much worse when $m \approx N$. This is an important regime. As we shall see, when $b = 1$ the right-hand side of (3.30) is too large to allow (2.16) to be valid for a range of $\xi$ sufficiently large for our purposes. We believe that the correct bound for $\mu_{2m}$ is much smaller than both (3.29) and (3.30). The reason is that the sum

\[ \sum_{\mu \vdash m} \sum_{\mu \vdash m} \dim V_{\mu} \frac{g_{\mu} \chi_{\mu}^{\mu}}{f_{\mu}(N)} p_{\chi}(A_N A_N^*) \]

(3.45)

is characterized by a sequence of cancellations.

**Remark 3.6.** It is worth noting that since the integral on the right-hand side of equation (3.18) is zero unless $n = 2m$, the proof of proposition 3.5. also demonstrates that the random variable $Z_N = X_N + iY_N = \text{Tr} A_N U$ converges in distribution to a complex normal random variable $Z$, whose centred moments\(^\sharp\) are

\[ \mathbb{E}[Z^{\mu} \overline{Z}^{\nu}] = \delta_{\mu\nu} \sigma^{2m} m!. \]

(3.46)

**Remark 3.7.** When $A_N = I$, the first $N$ moments are exactly Gaussian independently of $N$. This is a particular case of a more general result proved by Diaconis and Shahshahani [9] and can be easily recovered in our formalism. We have

\[ I_N^m(I) = m!(2\sigma^2)^m \sum_{\lambda \vdash m} g_{\lambda} M_{\lambda}(N) N^{(\lambda)} \]

\[ = (2\sigma^2)^m \sum_{\lambda \vdash m} \sum_{\mu \vdash m} \frac{X_{\lambda}^\mu X_{\lambda}^{\mu} \overline{g_{\lambda} \chi_{\lambda}^{\mu}}}{f_{\mu}(N)} N^{(\lambda)} \]

\[ = (2\sigma^2)^m \sum_{\mu \vdash m} X_{\lambda}^{\mu} X_{\lambda}^{\mu} = m!(2\sigma^2)^m, \quad m \leq N. \]

(3.47)

\(^\sharp\) Here, we have adopted the convention that the real and imaginary parts of a standard complex normal random variable have the variance $\sigma^2$. Therefore, if we had studied $\text{Tr} A_N U$, instead of its real and imaginary parts separately, we should have set $\sigma^2 = \text{Tr} A_N A_N^*/N$. This explains the discrepancy of a factor $2^m$ in the notation used in equations (3.47) and (3.46).
3.3. The cumulants

The characteristic function $\psi_N(\xi)$ is entire and by definition $\psi_N(0) = 1$. Therefore, the Taylor series

$$\log \psi_N(\xi) = \sum_{n=1}^{\infty} \frac{(\xi)^n}{n!} \kappa_n$$

converges in a neighbourhood of the origin. The coefficients $\kappa_n$ are by definition the cumulants of $X_N$ and determine uniquely its probability distribution. They are related to the moments by the recurrence relation

$$\kappa_n = \mu_n - \sum_{k=1}^{n-1} \binom{n-1}{k-1} \kappa_k \mu_{n-k}.$$  \hspace{1cm} (3.49)

The choice of whether to use the moments or the cumulants depends on the information that one is seeking to extract. It turns out that in the proof of the Berry–Esséen inequality (2.16) we shall need the asymptotic behaviour of both. The purpose of this section is to derive a bound for $\kappa_{2m}$ for $m \leq N$.

Let $\lambda \vdash n$ and define

$$\kappa_{\lambda} := \kappa_1 \cdots \kappa_{\lambda_l} = \prod_{j=1}^{n} \kappa_{j}^{r_j},$$

where the $r_j$s are the frequencies of the partition $\lambda$. There exists an elegant formula (see, e.g. [16], pp 30–31) that expresses the moments as polynomials in the cumulants:

$$\mu_n = \sum_{\lambda \vdash n} c_{\lambda} \kappa_{\lambda},$$

where

$$c_{\lambda} := \frac{n!}{(1!)^{r_1} \cdots (m!)^{r_m}}$$

is the number of decompositions of a set of $n$ elements into disjoint subsets containing $\lambda_1, \ldots, \lambda_n$ elements. Similarly, equation (3.49) can be solved for the cumulants:

$$\kappa_n = \sum_{\lambda \vdash n} (-1)^{f(\lambda)-1} (\ell(\lambda) - 1) c_{\lambda} \mu_{\lambda},$$

where

$$\mu_{\lambda} := \mu_1 \cdots \mu_{\lambda_l} = \prod_{j=1}^{n} \mu_{j}^{r_j}.$$  \hspace{1cm} (3.54)

All the odd moments of $X_N$ are zero; therefore, all the odd cumulants are zero too. Thus, (3.51) can be rewritten as

$$\mu_{2m} = (2m-1)!! \sum_{\lambda \vdash m} \frac{c_{\lambda} \kappa_{2\lambda}}{(1!!)^{r_1} \cdots ((2m-1)!!)^{r_m}},$$

where we have used the notation $2\lambda = (2\lambda_1, \ldots, 2\lambda_l)$.

The $2m$th moment of $X_N$ is a polynomial of degree $m$ in the traces $\text{Tr}(A_N A_N^\dagger)$; the recursion relations (3.49) imply that the $2m$th cumulant is also a polynomial of degree $m$ in the same variables. Therefore, we can write

$$\kappa_{2m} = \frac{(2m-1)!!}{(2\sigma^2)^m} \sum_{\lambda \vdash m} g_{\lambda} K_{\lambda}(N) p_{\lambda}(A_N A_N^\dagger),$$

where

$$g_{\lambda} = \frac{(\lambda_1!)^{r_1} \cdots (\lambda_l!)^{r_m}}{n!}.$$
If we know the asymptotic behaviour of $K_\lambda(N)$, then we can determine that of the cumulants. In turn, the coefficients $K_\lambda(N)$ are related to those of $M_\mu(N)$.

The union $\lambda \cup \mu$ is defined as the partition whose parts are those of $\lambda$ and $\mu$ arranged in descending order. Cumulants have a combinatorial interpretation in terms of partitions of sets; let us define

$$M_\mu(N) := \sum_\lambda a_\lambda \prod_{\mu \subseteq \lambda} K'_\mu(N),$$

(3.57)

where $\lambda$ runs through all possible distinct decompositions of $\lambda$ as a union of sub-partitions. The meaning of $a_\lambda$ is better explained with an example. Consider the partition $\lambda = (\lambda_1, \lambda_2, \lambda_3)$ and write

$$M_{(\lambda_1, \lambda_2, \lambda_3)} = K'_{(\lambda_1, \lambda_2, \lambda_3)} + K'_{(\lambda_2, \lambda_1, \lambda_3)} + K'_{(\lambda_1, \lambda_3, \lambda_2)} + K'_{(\lambda_2, \lambda_3, \lambda_1)} + K'_{(\lambda_3, \lambda_1, \lambda_2)} + K'_{(\lambda_3, \lambda_2, \lambda_1)}.$$

(3.58)

If $\lambda_1$, $\lambda_2$ and $\lambda_3$ are all different, then each summand in (3.58) is distinct, but if some parts of $\lambda$ are repeated, this is not the case. For example, let $\lambda = (3, 1, 1)$; then, $\lambda_2 \cup (\lambda_1, \lambda_3)$ and $(\lambda_3) \cup (\lambda_1, \lambda_2)$ are the same decomposition of $\lambda$ and

$$K'_{(\lambda_2, \lambda_1, \lambda_3)} = K'_{(\lambda_3, \lambda_1, \lambda_2)}.$$

(3.59)

The coefficient $a_\lambda$ is precisely such a multiplicity. Computing it is an exercise in elementary combinatorics.

Let $\lambda \vdash m$ and define $\pi_\mu$ to be the number of times that a partition $\mu$ appears in the decomposition $\lambda = \bigcup_{\mu \subseteq \lambda} \mu$. Furthermore, let $r_j$ and $s_j^\mu$ denote the frequencies of $j$ in $\lambda$ and $\mu$, respectively. We have

$$a_\lambda = \prod_{j=1}^m \frac{r_j!}{\left( \sum_{\mu \subseteq \lambda} s_j^\mu \pi_\mu \right)}.$$

(3.60)

**Proposition 3.8.** The coefficients $K_\lambda(N)$ and $K'_\lambda(N)$, defined in equations (3.56) and (3.57), respectively, coincide.

**Proof.** For the sake of simplicity, let us set $x_j := \text{Tr}(A_N A_N^*)^j$ and $x_{\lambda} := x_{\lambda_1} \cdots x_{\lambda_m}$. By inserting equation (3.56) into the right-hand side of (3.55) we see that

$$\mu_{2\mu} = \sum_{\lambda \vdash m} \sum_{\lambda \subseteq \lambda} b_{\lambda} \prod_{\mu \subseteq \lambda} K_{\mu} x_{\mu}.$$

(3.61)

Similarly, by substituting (3.57) into (3.22), we obtain

$$\mu_{2\mu} = \sum_{\lambda \vdash m} \sum_{\lambda \subseteq \lambda} b'_{\lambda} \prod_{\mu \subseteq \lambda} K_{\mu} x_{\mu}.$$

(3.62)

Since the right-hand sides of equations (3.61) and (3.62) are identically equal for arbitrary $\mu$, we need to show that $b_{\lambda} = b'_{\lambda}$.

Equations (3.55) and (3.56) give

$$\mu_{2\mu} = \frac{(2m - 1)!}{(2\sigma^2)^m} \sum_{\lambda \vdash m} \prod_{j=1}^m \left( \sum_{\mu \vdash j} g_{\mu} K_\mu(N) x_\mu \right)^{r_j}.$$

$$= \frac{(2m - 1)!}{(2\sigma^2)^m} \sum_{\lambda \vdash m} \prod_{j=1}^m r_j ! \sum_{\pi_\mu} \prod_{\mu \vdash j} g_{\mu} K_\mu(N) x_\mu \prod_{\lambda \vdash m} \frac{1}{\pi_\mu !}.$$

$$= \frac{(2m - 1)!}{(2\sigma^2)^m} \sum_{\lambda \vdash m} (1)! \cdots (j)! r_j ! \sum_{\lambda \vdash m} \frac{1}{\pi_\mu !} K_\mu(N) x_\mu.$$

(3.63)
In the last passage, \( \pi_\mu \) assumes the same meaning as in equation (3.60), i.e. it is the number of repetitions of a partition \( \mu \) in the union \( \Lambda = \bigcup_{\mu \in \Lambda} \mu \). Now, let \( \lambda = (1^r \cdot \ldots \cdot m^s) \) and \( \mu = (1^j \cdot \ldots \cdot j^r) \), with \( \lambda \vdash m \) and \( \mu \vdash j \). The frequencies of \( \lambda \) and \( \mu \) are related by

\[
\begin{align*}
    r_k &= \sum_{\mu \in \Lambda} s_k^\mu. & (3.64)
\end{align*}
\]

Furthermore, by definition we have

\[
\begin{align*}
    g_\mu &= j! \prod_{i=1}^r s_i^\mu! \cdot j^r s_j^\mu! & (3.65)
\end{align*}
\]

Thus, combining equations (3.63), (3.64) and (3.65), we arrive at

\[
\begin{align*}
    \mu_{2m} &= \frac{(2m)!}{(2\sigma)^{2m}} \sum_{k=0}^{2m} \frac{1}{1^r \cdot \ldots \cdot m^s} \sum_{\lambda} \prod_{j=1}^m \prod_{\mu \in \Lambda} \frac{1}{s_j^\mu! \pi_j^\mu!} \prod_{\mu \in \Lambda} K_{\mu}(N) \chi_\mu. & (3.66)
\end{align*}
\]

Finally, equations (3.21), (3.22), (3.57) and (3.60) give

\[
\begin{align*}
    \mu_{2m} &= \frac{(2m)!}{(2\sigma)^{2m}} \sum_{k=0}^{2m} \frac{1}{1^r \cdot \ldots \cdot m^s} \sum_{\lambda} \prod_{j=1}^m \prod_{\mu \in \Lambda} \frac{1}{s_j^\mu! \pi_j^\mu!} \prod_{\mu \in \Lambda} K_{\mu}(N) \chi_\mu. & (3.67)
\end{align*}
\]

Brouwer and Beenaker [3] computed the leading order asymptotics as \( N \to \infty \) of \( K_\sigma(N) \). By inserting the right-hand side of (3.57) into equations (3.9), we derive the recursion relations

\[
\begin{align*}
    NK_{(\lambda_1, \ldots, \lambda_k)}(N) + \sum_{p+q=\lambda_k} K_{(\lambda_2, \ldots, \lambda_k, p, q)}(N) + \sum_{j=1}^{k-1} \lambda_j K_{(\lambda_1, \ldots, \lambda_j, \lambda_j+1, \lambda_{j+2}, \ldots, \lambda_k)}(N) & \\
    + \sum_{p+q=\lambda_k} \sum_{j=1}^{k-1} \frac{1}{j!(k-j-1)!} \sum_{\sigma \in \Phi_{k-1}} K_{(\sigma_1, \ldots, \sigma_j, p)}(N)K_{(\sigma_{j+1}, \ldots, \sigma_{(k-1)}, q)}(N) &= 0
\end{align*}
\]

(3.68)

with \( K_0(N) = 1 \). The solution to these equations to leading order is

\[
\begin{align*}
    K_\sigma(N) &= (-1)^{\ell(\lambda)} 2^{\ell(\lambda)} N^{-2m-\ell(\lambda)+2} \\
    &\times \frac{(2m+\ell(\lambda)-3)!}{(2m)!} \prod_{j=1}^m \frac{(2j-1)!^r}{(j-1)!^2j} + O(N^{-2m-\ell(\lambda)}).
\end{align*}
\]

(3.69)

We are now in a position to state the main result of this section.

**Theorem 3.9.** We have

\[
\begin{align*}
    \kappa_{2m} &= O((2m)!N^{-(2-b)(m-1)}).
\end{align*}
\]

(3.70)

**Proof.** This bound follows simply by combining equations (3.69), (3.56) and (3.35). \( \square \)
4. Proof of the Berry–Esséen inequality

In order to prove the Berry–Esséen bound (2.16), we need an estimate of the radius of convergence of the cumulant expansion (3.48).

Lemma 4.1. There exists a constant $\delta > 0$ such that $\psi_N(\xi) > 0$ for $0 \leq |\xi| \leq \delta N^{1/2}$.

Proof. Since $\psi_N(\xi)$ is entire, the radius of convergence of the Taylor series of $\log \psi_N(\xi)$ is given by the location of the nearest zero to the origin of $\psi_N(\xi)$.

By definition $|\psi_N(\xi)| \leq |\psi_N(0)| = \int_{-\infty}^{\infty} f_N(x) \, dx = 1$. (4.1)

Suppose that $\psi(\xi)$ has real zeros and let $\xi$ be the closest to the origin. Since $\psi_N(\xi)$ is even, we can assume that $\xi$ is positive. For $|\xi| < \xi$, $0 < \psi_N(\xi) \leq 1$; therefore, the Taylor series of $\log \psi_N(\xi)$ is convergent in $(-\xi, \xi)$. Thus, it also converges in a circle centred at the origin and of radius $\xi$. In other words, there is not any complex zero of $\psi$ whose distance from the origin is less than $\xi$. Therefore, in the rest of this proof we can take $\xi$ to be real and positive.

A general formula (see [12], p 514) for moment-generating functions gives

$$\left| \psi_N(\xi) - \frac{2r-1}{(2j)!} \frac{\xi^{2j}}{(2j)!} \mu_{2j} \right| \leq \frac{\xi^{2r}}{(2r)!} \mu_{2r}. \tag{4.2}$$

Let us consider the two sums

$$v_{2r-1}(\xi) := \sum_{j=0}^{2r-1} (-1)^{j} \frac{\xi^{2j}}{(2j)!} \mu_{2j}, \quad (4.3a)$$

$$v_{2r}(\xi) := \sum_{j=0}^{2r} (-1)^{j} \frac{\xi^{2j}}{(2j)!} \mu_{2j}. \quad (4.3b)$$

Since the Taylor expansion of $\psi_N(\xi)$ is an alternating series, equation (4.2) implies

$$v_{2r-1}(\xi) \leq \psi_N(\xi) \leq v_{2r}(\xi) \quad (4.4)$$

for any pair of integers $r \geq 1$ and $s \geq 0$. By definition, $\mu_{2} = 1$; thus, the lemma is trivially true for $|\xi^2| < 2$.

Let us write

$$\exp(-\omega \xi^2/2) = w_{2r-1}(\xi) + u_{2r}(\xi), \quad (4.5)$$

where

$$w_{2r-1}(\xi) := \sum_{j=0}^{2r-1} (-1)^{j} \frac{\omega^{j} \xi^{2j}}{(2j)!} \mu_{2j}^G, \quad (4.6a)$$

$$u_{2r}(\xi) := \sum_{j=2r}^{\infty} (-1)^{j} \frac{\omega^{j} \xi^{2j}}{(2j)!} \mu_{2j}^G. \quad (4.6b)$$

Recall that $\mu_{2j}^G = (2j - 1)!!$ denotes the moments of $\mathcal{N}(0, 1)$. We choose $\omega > 4\varepsilon^2$ and independent of $r$. We now want to show that for $r \leq N$ there exists an appropriate $\omega$ such that

$$0 < w_{2r-1}(\xi) \leq v_{2r-1}(\xi) \quad (4.7)$$
in the interval
\[ \sqrt{2} \leq \frac{2er(r-1)^{1/2}}{\sqrt{2}} \leq \xi < \frac{2er^{1/2}}{\sqrt{2}}. \]  

(4.8)

Since \( \omega \xi^2 < 4e^2r \), the summands in the reminder (4.6b) are strictly decreasing. Therefore, we can write
\[ w_{2r-1}(\xi) = \exp(-\omega \xi^2/2) - \sum_{j=2r}^{\infty} (-1)^j \left( \frac{\omega \xi^2}{(2j)!} \mu_{2j} \right) \]
\[ > \exp(-\omega \xi^2/2) - \frac{\omega^2 \xi^4}{(4r)!} \mu_{4r} > 0. \]  

(4.9)

The last passage is a straightforward consequence of Stirling’s formula.

Now, both \( w_{2r-1}(\xi) \) and \( v_{2r-1}(\xi) \) are alternating sums. Therefore, \( w_{2r-1}(\xi) \leq v_{2r-1}(\xi) \) if
\[ \frac{\mu_{2j} G(2j)}{(4j)!} \xi^{2j} = \frac{\mu_{2j+1} G(2j+1)}{(4j + 2)!} \xi^{2j+2} \leq \frac{\mu_{2j+1} G(2j+1)}{(4j + 2)!} \xi^{2j+2} \]  

(4.10)

for \( j \leq r - 1 \). This equation can be rearranged as follows:
\[ \left( \frac{\xi^2}{2} \right)^{2j} \left( \frac{\mu_{2j}}{\mu_{2j+1}} \right) \leq \frac{1}{(2j + 1)} \left( \frac{\xi^2}{2} \right)^{2j+1} \left( \frac{\mu_{2j+1}}{\mu_{2j+2}} \right) \]  

(4.11)

If we choose \( \omega > N^b k \), this inequality holds for \( r \leq N \) because of proposition 3.5 and equation (3.29). Thus, the statement of the lemma follows if we set \( \delta = 2e/(N^b \omega)^{1/2} \).

\[ \Box \]

We are now in a position to prove theorem 2.3. From theorem 3.9, we know that for \( m \leq N \),
\[ \kappa_{2m} = O((2m)!N^{-(2-b)(m-1)}). \]  

(4.12)

Furthermore, from formulae (3.21) and (3.49) it is straightforward to compute the first few cumulants. We have
\[ \kappa_2 = 1, \]  

(4.13a)

\[ \kappa_4 = \frac{3 \text{Tr}(A_N A_N^* - 2\sigma I_N)^2}{4\sigma^2 N^3(1 - 1/N^2)}, \]  

(4.13b)

\[ \kappa_6 = \frac{15 \text{Tr}(A_N A_N^* - 2\sigma I_N)^3}{2N^5\sigma^3(1 - 1/N^2)(1 - 4/N^2)}. \]  

(4.13c)

Since the cumulant expansion converges up to \( \xi \leq \delta N^{\frac{1}{2}(1-b)} \), there exists a parameter \( \theta \) such that
\[ \log \psi_N(\xi) = -\frac{\xi^2}{2} + \theta \frac{\xi^4}{N^{2-\theta}}. \]  

(4.14)

It turns out that \( \theta = O(1) \) as \( N \to \infty \). Now, recall that the moment-generating function of \( N(0,1) \) is \( \psi(\xi) = e^{\xi^2/2} \). Therefore, we can write
\[ |\psi_N(\xi) - \psi(\xi)| = e^{-\xi^2/2} |e^{\theta \xi^4/N^{2-\theta}} - 1| \leq \frac{\theta \xi^4}{N^{2-\theta}} e^{\theta \xi^4/N^{2-\theta}} e^{-\xi^2/2}. \]  

(4.15)
where we have used the inequality $|e^z - 1| \leq |z| e^{|z|}$. The exponential $e^{\theta \xi^4/N^{2-\beta}}$ is bounded in $N$ provided $\theta = O(1)$. Therefore, the right-hand side of (4.15) becomes

$$|\psi_N(\xi) - \psi(\xi)| \leq \frac{C \xi^4}{N^{2-\beta}} e^{-\xi^2/2},$$

(4.16)

where $C$ can be chosen independent of $N$.

To complete the proof of equation (4.16), we need to show that if $\xi \leq \delta N^{\frac{1}{2}(1-b)}$, then $\theta = O(1)$. Let us write the cumulant expansion as

$$\log \psi_N(\xi) = -\frac{\xi^2}{2} + C \xi^4 + R_6(N),$$

(4.17)

where

$$R_6(N) = \sum_{m=3}^{\infty} \frac{\kappa_{2m} \xi^{2m}}{(2m)!}.$$  

(4.18)

If a series $\sum_{m=1}^{\infty} c_m$ converges, then $c_m \to 0$ as $m \to \infty$. Therefore, for $m > N$, we must have

$$\kappa_{2m} = o((2m)!)(\delta^2 N)^{-m(1-b)}, \quad m \to \infty.$$  

(4.19)

Thus, combining equations (4.12) and (4.19), the reminder (4.18) can be bound by the series

$$C_1 \xi^b \sum_{m=0}^{N-3} \frac{\xi^{2m}}{N^{(2-b)m} + C_2 \xi^{2(1+b)} N^{(1-b)(N+1)} \sum_{m=0}^{\infty} \frac{\xi^{2m}}{(\delta^* N^{1-b})^m}},$$

(4.20)

where $C_1$ and $C_2$ are constants and $\delta^* > \delta$. For $\xi < N^{\frac{1}{2}(1-b)}$, this sum is $O(1)$ as $N \to \infty$, which implies that $\theta$ cannot be an increasing function of $N$.

**Remark 4.2.** There is striking difference between the superexponential rate of convergence discovered by Johansson [15] when $A_N$ is the identity and the rates of theorem 2.1. Indeed, superexponential rates of convergence to central limit theorems are unusual in probability theory. Theorem 2.3 provides some insight into this. When $A_N = I_N$, the first $N$ moments of $X_N$ are Gaussian (see equation (3.47)) and its first $N$ cumulants but $\kappa_2$ are zero. Therefore, equation (4.16) turns into

$$|\psi_N(\xi) - \psi(\xi)| \leq \frac{C \xi^{2(N+1)}}{N^{N+1}} e^{-\xi^2/2}.$$  

(4.21)

5. Proof of theorem 2.1

5.1. Preliminaries

Let us set $S_N = \delta N^{(1-b)/2}$ and $T_N = N^\gamma$, where $\gamma > 2$. Theorem 2.3 allows us to split the right-hand side of (2.14) as follows:

$$e(N) \leq \frac{2C}{N^{2-\beta} \pi} \int_{S_N}^N \xi^3 e^{-\xi^2/2} d\xi + \frac{2}{\pi S_N} \int_{S_N}^N \xi e^{-\xi^2/2} d\xi$$

$$+ \frac{2}{\pi S_N} \int_{S_N}^N |\psi_N(\xi)| d\xi + \frac{24}{\sqrt{2 \pi^3 N^\gamma}}.$$  

(5.1)

The upper limits of integration can be replaced by infinity. The first integral gives the desired bound. We need to show that the remaining terms are of lower order.
The second integral in equation (5.1) can be rewritten as
\[ \int_{\delta N^{(1-b)/2}} e^{-\xi^2/2} d\xi \leq \frac{1}{\sqrt{2}} \text{erfc}(\delta N^{(1-b)/2}/\sqrt{2}), \] (5.2)
where
\[ \text{erfc}(t) := \frac{2}{\sqrt{2}} \int_{t}^{\infty} e^{-x^2} dx \] (5.3)
is the complementary error function. Since erfc(t) satisfies the inequalities (see, e.g., [1], p 298)
\[ \frac{1}{t + \sqrt{t^2 + 4\pi}} < e^{t^2} \int_{t}^{\infty} e^{-x^2} d\xi \leq \frac{1}{t + \sqrt{t^2 + 4\pi}}, \] (5.4)
the second integral in (5.1) can be neglected.

The last task that we are left with is to estimate the integral
\[ \int_{S_N} |\psi_N(\xi)| d\xi = O(N^{-2}). \] (5.5)

5.2. Regularity properties of the distribution of $X_N$

In general, we do not have an explicit formula for $\psi_N(\xi)$ in the interval $(\delta N^{(1-b)/2}, N')$. Thus, in order to estimate its behaviour in this range we need to adopt an indirect approach. The idea is to approximate $X_N$ with a random variable $X^*_N$ whose characteristic function allows us to control the third integral in equation (5.1). Then, we will estimate the difference between $e(N)$ and $e^*(N)$:
\[ e^*(N) := \sup_{x \in \mathbb{R}} |F^*_N(x) - \Phi^*(x)|, \] (5.6)
where $F^*_N$ is the approximate distribution function of $X^*_N$ and $\Phi^*$ is the distribution function of a random variable close to $N(0, 1)$ (in a sense that will be made precise later).

We first need to discuss some regularity properties of the probability distribution of $X_N$.

Lemma 5.1. If $N > 1$, the distribution function $F_N$ is absolutely continuous; it admits that the integral representation
\[ F_N(x) = \int_{-\infty}^{x} f_N(t) dt, \] (5.7)
where $f_N \in L^1(\mathbb{R})$, is bounded and uniformly continuous. Furthermore, $\psi_N(\xi) = o(\xi^{-1})$ as $\xi \to \infty$.

Proof. Denote by $\Theta(N)$ the maximal torus of $U(N)$, i.e. the group of diagonal unitary matrices
\[ \text{diag}(e^{i\theta_1}, \ldots, e^{i\theta_N}) = \begin{pmatrix} e^{i\theta_1} & & \\ & \ddots & \\ & & e^{i\theta_N} \end{pmatrix}, \] (5.8)

\footnote{In section 5.3, the ability of estimating a bound for $|f_N(x) - \phi(x)|$ will be essential. Even though $U(N)$ is compact and the Haar measure is absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}^{N^2}$, it is far from obvious that $f_N$ is bounded or even continuous in all $\mathbb{R}$. For example, lemma 5.1 is false for $N = 1$. Indeed, a direct calculation gives $f_1(x) = (1 - (x/a)^3)^{-1/2}$.}
and write $W(N) = U(N)/\Theta(N)$. An explicit expression for the Haar measure on $U(N)$ is

$$d\mu_H(U) = \frac{2^{N(N-1)/2}}{(2\pi)^N N!} \prod_{1 \leq j < k \leq N} \sin^2 \left( \frac{\theta_k - \theta_j}{2} \right) d\theta_1 \cdots d\theta_N d\mu_W,$$

(5.9)

where $d\mu_W$ is a normalized Borel measure on $W(N)$. Now, recall that

$$X_N = a_1 \cos \theta_1 + \cdots + a_N \cos \theta_N,$$

(5.10)

where $a_1, \ldots, a_N$ are the diagonal elements of $A_N$. Thus, we can integrate out $d\mu_W$ and study the measure

$$d\mu/\Theta_1 = \frac{2^{N(N-1)/2}}{(2\pi)^N N!} \prod_{1 \leq j < k \leq N} \sin^2 \left( \frac{\theta_k - \theta_j}{2} \right) d\theta_1 \cdots d\theta_N.$$

(5.11)

Since $X_N$ is an absolutely continuous function of $\theta_1, \ldots, \theta_N$, if $D \subset [0, 2\pi)^N$ is a set whose image $X_N(D)$ has the Lebesgue measure zero, then $D$ must have zero measure too. It follows from equation (5.11) that $P\{X_N \in B\} = 0$ for any set $B$ of the Lebesgue measure zero. Therefore, the probability distribution of $X_N$ is absolutely continuous. Since the only absolutely continuous measures on $\mathbb{R}$ are only those that have a density, $F_N$ admits the integral representation (5.7).

We can say more about $f_N$. The measure $e^{i\xi X} d\mu/\Theta_1$ is a differential form on the $N$-dimensional torus. Let

$$\alpha_N = \frac{1}{\sigma} \max_{U \in U(N)} |\text{Tr} A_N U| = a_1 + \cdots + a_N.$$

(5.12)

For any neighbourhood of $X_N \in [-\alpha_N, \alpha_N]$ we can find a local change of variables that allows us to write

$$e^{i\xi X} d\mu/\Theta_1 = e^{i\xi X} dX_N \wedge \omega,$$

(5.13)

where $\omega$ is $(N-1)$-form on $\Theta(N)$, the symbol $\wedge$ denotes the exterior product and the roman ‘d’ indicates exterior differentiation$^4$. For example, we can choose

$$x_N = a_1 \cos \theta_1 + a_2 \cos \theta_2 + \cdots + a_N \cos \theta_N$$

$$\varphi_2 = a_1 \sin(\theta_1 + \beta) + a_2 \sin(\theta_2 - \beta)$$

$$\varphi_3 = \theta_3$$

$$\vdots$$

$$\varphi_N = \theta_N,$$

(5.14)

where $\beta$ is a real parameter. The Jacobian of this transformation is

$$J(x_N, \phi_j) = \frac{\partial(x_N, \phi_j)}{\partial(\theta_1, \ldots, \theta_N)} = a_1 a_2 \sin \beta \sin(\theta_2(x_N, \phi_j) - \theta_1(x_N, \phi_j))$$

$$+ \frac{a_1 a_2 \sin \beta}{2} \cos(\theta_1(x_N, \phi_j) + \theta_2(x_N, \phi_j))$$

$$+ \frac{a_1 a_2 \sin \beta}{2} \cos(\theta_1(x_N, \phi_j) - \theta_2(x_N, \phi_j)).$$

(5.15)

Thus, the map (5.14) is invertible everywhere except, perhaps, on a surface $\theta_1 = f(\theta_2; \beta)$, where the Jacobian is zero. Appropriate choices of the parameter $\beta$ in different regions of

$^4$ While an absolute continuous measure $d\mu$ on a smooth manifold can always be interpreted as a differential form, it does not mean that it is the exterior derivative of another form. Indeed, $d\mu/\Theta_1$ is not. We use the notation ‘d’ to emphasize this difference, because it is important in what follows.
\( \Theta(N) \) allow us to define the differential form \( \omega \) everywhere in \( \Theta(N) \). More explicitly, we have
\[
\omega = \frac{2^{N(N-1)/2}}{(2\pi)^N N! J(x, \phi_j)} \sin^2 \left( \frac{\theta_k(x, \phi_j) - \theta_j(x, \phi_j)}{2} \right) d\phi_2 \wedge \cdots \wedge d\phi_N. \quad (5.16)
\]

Let \( \psi \) and \( \chi \) be two differential forms of degrees \( p \) and \( q \), respectively. The exterior derivative of \( \psi \wedge \chi \) is a \((p + q + 1)\)-form given by
\[
d(\psi \wedge \chi) = d\psi \wedge \chi + (-1)^p \psi \wedge d\chi. \quad (5.17)
\]

One can easily verify by direct calculation that \( \omega \) is not closed, i.e. \( d\omega \neq 0 \).

If \( \psi \) is a differential form of degree \( p \) and \( \Omega \) is a manifold of dimension \( p + 1 \), then Stokes’ theorem states that
\[
\int_{\Omega} d\psi = \int_{\partial \Omega} \psi, \quad (5.19)
\]
where \( \partial \Omega \) denotes the boundary of \( \Omega \). An \( N \)-dimensional torus is a compact manifold without boundary; therefore, the right-hand side of (5.19) is zero. As a consequence, integrating both sides of equation (5.18), we obtain
\[
\psi_N(\xi) = -\frac{i}{\xi} \int_{\Theta(N)} e^{i\xi x} d\mu_\Theta = \frac{i}{\xi} \int_{\Theta(N)} e^{i\xi x} d\omega. \quad (5.20)
\]

It follows from the Riemann–Lebesgue lemma that \( \psi_N(\xi) = O(\xi^{-1}) \) as \( \xi \to \infty \) and is integrable. Thus, the inverse Fourier transform
\[
f_N(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\xi x} \psi_N(\xi) \, d\xi \quad (5.21)
\]
is well defined, bounded and uniformly continuous.

### 5.3. Smoothing

From the discussion in section 5.1, it follows that a necessary (not sufficient) condition for \( \int_{\Theta(N)} |\psi_N(\xi)| \, d\xi \) to decay fast enough is \( |\psi_N(\xi)| = O(\xi^{-4}) \) as \( \xi \to \infty \). Indeed, if \( A_N \) is of full rank and its spectrum is not degenerate, equation (2.8) and the asymptotic formula
\[
J_k(x) \sim \sqrt{\frac{2}{\pi x}} \cos \left( x - \frac{1}{4} k\pi - \frac{1}{4}\pi \right), \quad x \to \infty \quad (5.22)
\]
imply that \( \psi_N(\xi) = O(\xi^{-N^2/2}) \). Therefore, \( f_N \) has continuous derivatives at least up to order \( N^2/2 - 2 \). In other words, \( f_N \) becomes increasingly smooth as \( N \) grows.

If a function has continuous derivatives of order \( p \), then its Fourier transform is \( o(\xi^{-p}) \) as \( \xi \to \infty \). This suggests smoothing \( F_N \) with an appropriate test function. More precisely, we define
\[
F^*_N(x) := [F_N \ast \chi_\epsilon](x) = \int_{-\infty}^{\infty} F_N(t) \chi_\epsilon(x-t) \, dt, \quad (5.23)
\]

\( J(x, \phi_j) \) allow us to define the differential form \( \omega \) everywhere in \( \Theta(N) \). More explicitly, we have
\[
\omega = \frac{2^{N(N-1)/2}}{(2\pi)^N N! J(x, \phi_j)} \sin^2 \left( \frac{\theta_k(x, \phi_j) - \theta_j(x, \phi_j)}{2} \right) d\phi_2 \wedge \cdots \wedge d\phi_N. \quad (5.16)
\]

Let \( \psi \) and \( \chi \) be two differential forms of degrees \( p \) and \( q \), respectively. The exterior derivative of \( \psi \wedge \chi \) is a \((p + q + 1)\)-form given by
\[
d(\psi \wedge \chi) = d\psi \wedge \chi + (-1)^p \psi \wedge d\chi. \quad (5.17)
\]

One can easily verify by direct calculation that \( \omega \) is not closed, i.e. \( d\omega \neq 0 \).

If \( \psi \) is a differential form of degree \( p \) and \( \Omega \) is a manifold of dimension \( p + 1 \), then Stokes’ theorem states that
\[
\int_{\Omega} d\psi = \int_{\partial \Omega} \psi, \quad (5.19)
\]
where \( \partial \Omega \) denotes the boundary of \( \Omega \). An \( N \)-dimensional torus is a compact manifold without boundary; therefore, the right-hand side of (5.19) is zero. As a consequence, integrating both sides of equation (5.18), we obtain
\[
\psi_N(\xi) = -\frac{i}{\xi} \int_{\Theta(N)} e^{i\xi x} d\mu_\Theta = \frac{i}{\xi} \int_{\Theta(N)} e^{i\xi x} d\omega. \quad (5.20)
\]

It follows from the Riemann–Lebesgue lemma that \( \psi_N(\xi) = O(\xi^{-1}) \) as \( \xi \to \infty \) and is integrable. Thus, the inverse Fourier transform
\[
f_N(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-i\xi x} \psi_N(\xi) \, d\xi \quad (5.21)
\]
is well defined, bounded and uniformly continuous.

### 5.3. Smoothing

From the discussion in section 5.1, it follows that a necessary (not sufficient) condition for \( \int_{\Theta(N)} |\psi_N(\xi)| \, d\xi \) to decay fast enough is \( |\psi_N(\xi)| = O(\xi^{-4}) \) as \( \xi \to \infty \). Indeed, if \( A_N \) is of full rank and its spectrum is not degenerate, equation (2.8) and the asymptotic formula
\[
J_k(x) \sim \sqrt{\frac{2}{\pi x}} \cos \left( x - \frac{1}{4} k\pi - \frac{1}{4}\pi \right), \quad x \to \infty \quad (5.22)
\]
imply that \( \psi_N(\xi) = O(\xi^{-N^2/2}) \). Therefore, \( f_N \) has continuous derivatives at least up to order \( N^2/2 - 2 \). In other words, \( f_N \) becomes increasingly smooth as \( N \) grows.

If a function has continuous derivatives of order \( p \), then its Fourier transform is \( o(\xi^{-p}) \) as \( \xi \to \infty \). This suggests smoothing \( F_N \) with an appropriate test function. More precisely, we define
\[
F^*_N(x) := [F_N \ast \chi_\epsilon](x) = \int_{-\infty}^{\infty} F_N(t) \chi_\epsilon(x-t) \, dt, \quad (5.23)
\]
where \( \chi_\varepsilon \in C_0^\infty(\mathbb{R}) \) and is normalized to 1. Our choice will be the test function

\[
\chi_\varepsilon(x) := \begin{cases} 
1 & \text{if } x \in (-\varepsilon, \varepsilon), \\
g \exp\left(-\frac{1}{1-x^2}\right) & \text{if } x \in \mathbb{R} \setminus (-\varepsilon, \varepsilon),
\end{cases}
\]  

(5.24)

where

\[
g := \int_{-1}^{1} \exp\left(-\frac{1}{1-x^2}\right) \, dx = 0.44399\ldots.
\]  

(5.25)

By differentiating \( F_N^* \) and integrating by parts, we obtain

\[
f_N^* (x) := f_N^* \chi_\varepsilon(x) := \int_{-\infty}^{\infty} f_N(t)\chi_\varepsilon(x-t) \, dt.
\]  

(5.26)

The convolution \( f_N^* \) is positive and

\[
\int_{-\infty}^{\infty} f_N^* (x) \, dx = \left( \int_{-\infty}^{\infty} f_N(x) \, dx \right) \left( \int_{-\infty}^{\infty} \chi_\varepsilon(x) \, dx \right) = 1.
\]  

(5.27)

In addition, \( f_N^* \in C_0^\infty(\mathbb{R}) \) too and

\[
\hat{\psi}_N^*(\xi) := \int_{-\infty}^{\infty} e^{i\xi x} f_N^*(x) \, dx = \hat{\psi}_N(\xi) \hat{\chi}_\varepsilon(\xi),
\]  

(5.28)

where

\[
\hat{\chi}_\varepsilon(\xi) := \int_{-\infty}^{\infty} e^{i\xi x} \chi_\varepsilon(x) \, dx.
\]  

(5.29)

Let us introduce

\[
\Delta(x) := F_N(x) - \Phi(x), \quad \Delta^*(x) := [\Delta * \chi_\varepsilon] (x).
\]  

(5.30)

Then, we write

\[
e(N) = \max_{x \in \mathbb{R}} |\Delta(x)|, \quad e^*(N) = \max_{x \in \mathbb{R}} |\Delta^*(x)|.
\]  

(5.31)

Formula (2.14) still holds if we replace \( \psi_N(\xi) \) and \( \psi(\xi) \) with \( \psi_N^*(\xi) \) and \( \psi^*(\xi) := \hat{\psi}(\xi) \hat{\chi}_\varepsilon(\xi) \), respectively. Indeed, let \( S_N = \delta N^{(1-b)/2} \) and \( T_N = N^\gamma \) with \( \gamma > 2 \). We have

\[
e^*(N) \leq \frac{2}{\pi} \int_{0}^{S_N} \left| \frac{\psi_N^*(\xi) - \psi^*(\xi)}{\xi} \right| \, d\xi + \frac{2}{\pi S_N} \int_{S_N}^{T_N} \left| \psi_N^*(\xi) \right| \, d\xi
\]

\[
+ \frac{2}{\pi S_N} \int_{S_N}^{T_N} \left| \psi^*(\xi) \right| \, d\xi + \frac{24m}{\pi N^{\gamma}}.
\]  

(5.32)

where

\[
m := \max_{x \in \mathbb{R}} |\phi * \chi_\varepsilon|.
\]  

(5.33)

Now,

\[
|\psi_N^* - \psi^*| = |\psi_N - \psi| |\hat{\chi}_\varepsilon| \leq |\psi_N - \psi|,
\]  

(5.34)

where we have used \( |\hat{\chi}_\varepsilon| \leq 1 \), which holds for any characteristic function. Therefore, the Berry–Essén inequality (2.16) applies to \( \psi_N^* - \psi^* \) too and

\[
\frac{2}{\pi} \int_{0}^{S_N} \left| \frac{\psi_N^*(\xi) - \psi^*(\xi)}{\xi} \right| \, d\xi = O(N^{2-b}).
\]  

(5.35)
Equation (5.2) gives
\[ \int_{S_N}^{N^r} \left| \psi^* (\xi) \right| d\xi \leq \int_{S_N}^{N^r} e^{-\xi^2/2} d\xi \leq \frac{1}{2} \sqrt{2} \text{erfc}(\delta N^{(1-b)/2}/\sqrt{2}). \] (5.36)

In order to complete the proof of equation (2.12), we need to show that, for appropriate choices of the smoothing parameter \( \epsilon \), \( e(N) \leq C e^*(N) \), and that the integral
\[ \int_{S_N}^{N^r} \left| \psi^*_N (\xi) \right| d\xi = \int_{S_N}^{N^r} \left| \psi_N (\xi) \right| d\xi \] (5.37)
is sufficiently small. The appropriate choice of \( \epsilon \) for which these two statements are true is a delicate balance. As \( \epsilon \) decreases, \( e^*(N) \) will approach \( e(N) \). However, if the support of \( \chi_\epsilon \) is too small, its Fourier transform might spread for a range of \( \xi > S_N \) large enough to prevent integral (5.37) from decaying at a sufficiently fast rate.

The leading order asymptotics of \( \hat{\chi}_\epsilon (\xi) \) can be computed using the method of steepest descent. We report the calculation in the appendix. We have
\[ \hat{\chi}_\epsilon (\xi) = \frac{2}{g(\epsilon \xi)^{3/4}} \sqrt{\frac{\pi}{2}} e^{-(\epsilon \xi)^{1/2}} (1 + O((\epsilon \xi)^{-1/2})), \quad \epsilon \xi \to \infty. \] (5.38)

For this approximation to be meaningful, \( \xi > 1/\epsilon \). Therefore, we cannot choose \( \epsilon < C/S_N \); otherwise, the bound on the decay rate of integral (5.37) would not be adequate.

It remains to establish if \( \epsilon = O(S_N^{-1}) \) leads to a good enough approximation to \( e(N) \). In order not to lose information on the behaviour of \( \Delta(x) \), the smoothing parameter needs to be comparable with the rate of oscillation of \( \Delta(x) \). In other words, we need a bound on \( \left| \Delta'(x) \right| \).

Such a bound can be obtained, once again, using the Berry–Essén inequality (2.16):
\[ \left| \Delta'(x) \right| = \left| f_N(x) - \phi(x) \right| \leq \int_{S_N}^{S_N} \left| \psi_N (\xi) - \psi (\xi) \right| d\xi + 2 \int_{S_N}^{\infty} \left| \psi_N (\xi) \right| d\xi + 2 \int_{S_N}^{\infty} \left| \psi (\xi) \right| d\xi. \] (5.39)

By comparing this inequality with (5.1), we see that the first and third integral are \( O(N^{-1-b}) \); the second integral might possibly be bigger by a factor \( \pi S_N \). It follows that
\[ \left| \Delta'(x) \right| \leq C S_N e(N). \] (5.40)

This is sufficient for our purposes. The following lemma completes the proof of theorem 2.1.

**Lemma 5.2.** Suppose that \( \left| \Delta'(x) \right| \leq e(N)/\eta_N \). Then, for \( \epsilon = \eta_N \) there exists a positive constant \( C = O(1) \) such that \( e(N) \leq C e^*(N) \).

**Proof.** Since \( \Delta(t) \) is continuous and \( -1 \leq \Delta(t) \leq 1 \), there exists \( t_0 \in \mathbb{R} \) such that \( e(N) = \Delta(t_0) \). Then, we have
\[ \Delta(t_0 + y) \geq e(N) \left( 1 - \frac{y}{\eta_N} \right), \quad \text{for} \quad y > 0. \] (5.41)

Now set
\[ x = t_0 + r \eta_N, \quad t = r \eta_N - y, \] (5.42)

where \( 0 < r < 1 \) is a parameter whose exact value is to be determined. Equation (5.41) becomes
\[ \Delta(x - t) \geq e(N) \left( 1 - r + \frac{t}{\eta_N} \right), \quad \text{for} \quad |t| \leq r \eta_N. \] (5.43)
Substituting this bound into the definition
\[ \Delta^*(x) = \int_{-\infty}^{\infty} \Delta(x - t) \chi_{\eta N}(t) \, dt \]  
we arrive at
\[ e^*(N) \geq \Delta^*(x) \geq e(N)(1 - r) \int_{|t| \leq \eta N} \chi_{\eta N}(t) \, dt - e(N) \int_{|t| > \eta N} \chi_{\eta N}(t) \, dt, \]  
where we have used the inequality \( \Delta(t) \geq -e(N) \geq -1 \) and the fact that the linear term in (5.43) does not contribute because \( \chi_{\eta N}(t) \) is even.

Now, it turns out that the two integrals in (5.45) are independent of \( \eta N \). Indeed, 
\[ \int_{|t| \leq \eta N} \chi_{\eta N}(t) \, dt = 2 \int_{r}^{1} \exp\left(-\frac{1}{1 - t^2}\right) \, dt. \]  
Equation (5.45) can now be rewritten
\[ e^*(N) \geq e(N)(1 - h(r)). \]  

Since \( h(r) \) has a minimum near \( 2/3 \) and \( h(2/3) = 0.77646... \approx 4/5 \), the statement of the lemma follows with \( C = 5 \). \( \square \)

### 6. Proof of theorem 2.2

We need to prove equation (2.13).

Let us choose the parameter \( \eta N \) in lemma 5.2 to be
\[ \eta N = N^{-\zeta}, \]  
where \( 0 < \zeta < \frac{1}{4}(1 - b) \). Equation (5.39) gives
\[ |f_N(x) - \phi(x)| \leq C \zeta N^{-2b + \xi} \]  
for some constant \( C \xi \).

Now take \( \zeta' > 0 \) and write
\begin{align*}
\int_{-\infty}^{\infty} |f_N(x) - \phi(x)| \, dx &\leq 2 \int_{0}^{N^c} |f_N(x) - \phi(x)| \, dx + 2 \int_{N^c}^{\infty} f_N(x) \, dx + 2 \int_{N^c}^{\infty} \phi(x) \, dx \\
&\leq C \zeta \xi N^{-2b + \xi + \zeta'} + 2 \int_{N^c}^{\infty} f_N(x) \, dx + 2 \int_{N^c}^{\infty} \phi(x) \, dx. \tag{6.3}
\end{align*}

We have
\begin{align*}
2 \int_{N^c}^{\infty} f_N(x) \, dx &= \int_{-\infty}^{N^c} f_N(x) \, dx + \int_{N^c}^{\infty} f_N(x) \, dx \\
&= F_N(-N^c) + 1 - F_N(N^c). \tag{6.4}
\end{align*}
Similarly,

\[
2 \int_{N^-}^\infty \phi(x) \, dx = \int_{-\infty}^{-N^-} \phi(x) \, dx + \int_{N^-}^\infty \phi(x) \, dx = \Phi(-N^-) + 1 - \Phi(N^-). \tag{6.5}
\]

Therefore, rearranging the terms and using the identity \(1 - \Phi(x) = \Phi(-x)\), we obtain

\[
2 \int_{N^-}^\infty f_N(x) \, dx + 2 \int_{N^-}^\infty \phi(x) \, dx = (F_N(-N^-) - \Phi(-N^-))
- (F_N(N^-) - \Phi(N^-)) + 4(1 - \Phi(N^-)). \tag{6.6}
\]

Finally, equation (2.13) follows from (2.12) and (5.4) by setting \(\epsilon = \zeta + \zeta'\).
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**Appendix. The leading order asymptotics of \(\hat{\chi}(\xi)\)**

The purpose of this appendix is to compute an explicit formula for the leading order asymptotics of

\[
\hat{\chi}(\xi) := \int_{-\infty}^{\infty} e^{i \xi x} \chi(\xi) \, dx = \frac{1}{g} \int_{-\epsilon}^{\epsilon} \exp \left( i \xi x - \frac{1}{1 - \left( \frac{\xi}{2} \right)^2} \right) \, dx \tag{A.1}
\]

in the limit \(\xi \to \infty\). Since \(\hat{\chi}(\xi) = \hat{\chi}(i\epsilon)\), for the sake of simplicity, we set \(\epsilon = 1\) and write \(\hat{\chi} = \hat{\chi}_1\). More explicitly, we study the integral

\[
\hat{\chi}(\xi) = \frac{2}{g} \text{Re} \int_0^1 \exp \left( i \xi x - \frac{1}{1 - x^2} \right) \, dx. \tag{A.2}
\]

**Proposition.** We have

\[
\hat{\chi}(\xi) = \frac{2 \pi^{1/2} \sqrt{\pi}}{g^{3/2}} \sqrt{\xi - \xi^{1/2} - \frac{3}{8} \pi}
\times \exp \left( -\xi^{1/2} - \frac{1}{4} \right) (1 + O(\xi^{-1/2})), \quad \xi \to \infty. \tag{A.3}
\]

**Proof.** (A.2) can be estimated using the method of steepest descents. The integrand is not analytic at 1, so we look at

\[
\frac{2}{g} \text{Re} \int_0^{1 - \delta} \exp \left( i \xi x - \frac{1}{1 - x^2} \right) \, dx, \tag{A.4}
\]

where \(\delta > 0\) is small. The difference between (A.2) and (A.4) is bounded by \(2\delta e^{-1/(2\delta)} / g\).

Since we are interested only in the real part of (A.4), for large \(\xi\) the origin will not contribute to leading order; the main contribution should come from a small neighbourhood near 1.

Consider the argument of the exponential:

\[
f(x) := i \xi x - \frac{1}{1 - x^2}. \tag{A.5}
\]
Figure A1. The deformation of the interval $[0, 1 - \delta]$ and the saddle points of $f(x)$.

Its saddle points are the solutions of the equation

$$i\xi(1 - x^2)^2 - 2x = 0. \quad (A.6)$$

For large $\xi$, the roots of this polynomial can be computed perturbatively in the parameter $1/\xi$. In other words, we look for a solution near 1 with an asymptotic expansion of the form

$$\bar{x}(\xi) = 1 + \frac{e^{i\pi\xi}}{\sqrt{2}} + O\left(\xi^{-3/2}\right), \quad \xi \to \infty, \quad (A.7)$$

where $\alpha$ is a rational power. By substituting this expression into (A.6), one finds that the two sides of the equation can be balanced only if $\alpha = 1/2$ and that the first two coefficients are

$$x_1 = \pm \frac{e^{i\pi\xi}}{\sqrt{2}} \quad \text{and} \quad x_2 = 0. \quad (A.8)$$

Provided $\delta$ is sufficiently small, the interval of integration of (A.4) can be deformed into a contour asymptotically equivalent to the steepest descent path passing through

$$\bar{x}(\xi) = 1 + \frac{e^{i\pi\xi}}{\sqrt{2}} + O\left(\xi^{-3/2}\right), \quad \xi \to \infty. \quad (A.9)$$

(See figure A1.) Such a deformation is not possible for the critical point

$$1 - \frac{e^{i\pi\xi}}{\sqrt{2} \xi^{1/2}} + O\left(\xi^{-3/2}\right), \quad \xi \to \infty. \quad (A.10)$$

Trivial algebra gives

$$f(\bar{x}(\xi)) = i(\xi - \xi^{1/2}) - \xi^{1/2} - \frac{1}{\xi} + O(\xi^{-1/2}), \quad \xi \to \infty, \quad (A.11a)$$

$$f''(\bar{x}(\xi)) = 2\sqrt{2}e^{-i\pi/2} \xi^{3/2} + O(\xi^{1/2}), \quad \xi \to \infty. \quad (A.11b)$$

The tangent to the steepest descent path at $\bar{x}$ has the equation

$$x(t) = \bar{x}(\xi) + te^{-i\pi/2}. \quad (A.12)$$

Therefore, we have

$$\int_0^{1-\delta} \exp\left(i\xi x - \frac{1}{1 - x^2}\right) dx = \int_C \exp\left(i\xi x - \frac{1}{1 - x^2}\right) dx$$

$$\sim e^{-i\pi\xi} \sqrt{\frac{2\pi}{|f''(\bar{x}(\xi))|}} \exp(f(\bar{x}(\xi))), \quad \xi \to \infty. \quad (A.13)$$

Finally, by inserting equations (A.11) into (A.13), we arrive at (A.3), provided $\delta < \xi^{-\beta}$ and $\beta > 3/4$. □
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