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Abstract

We construct and describe a family of groupoids over complex curves which serve as the universal domains of definition for solutions to linear ordinary differential equations with singularities. As a consequence, we obtain a direct, functorial method for resumming formal solutions to such equations.
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1 Introduction

The Riemann–Hilbert correspondence, in its simplest form, is a natural equivalence between flat connections over a manifold and representations of its fundamental group.

One approach to the correspondence, drawn schematically below, expresses it as a composition of two equivalences. First, we view a flat connection on the vector bundle $E$ over a manifold $X$ as a representation of the Lie algebroid $T_X$ of vector fields. Solving the system of differential equations determined by the connection, we obtain parallel transport isomorphisms between the fibers of $E$. These parallel transports define a representation of the fundamental groupoid $\Pi_1(X)$, which is the set paths in $X$ considered up to homotopy with fixed endpoints. Note that among the Lie groupoids with Lie algebroid $T_X$, the fundamental groupoid is the “largest”, being the unique source-simply connected one. In this way, we obtain an equivalence between representations of $T_X$ and representations of $\Pi_1(X)$, in direct analogy with the equivalence between the representation categories of a finite-dimensional Lie algebra and its unique simply connected Lie group, a fact which follows from Lie’s second theorem.

The second equivalence, between the representation categories of the fundamental groupoid $\Pi_1(X)$ of a connected manifold $X$ and the fundamental group $\pi_1(X, p)$ based at a point $p \in X$, is an instance of Morita equivalence of groupoids, and is simply given by restriction along the inclusion $\pi_1(X, p) \hookrightarrow \Pi_1(X)$.

$$\text{Rep}(T_X) \cong \text{Rep}(\Pi_1(X)) \cong \text{Rep}(\pi_1(X, p))$$

From this point of view, the essential component of the Riemann–Hilbert map, which requires solving differential equations, is the passage from a representation of $T_X$ to a representation of $\Pi_1(X)$. In this paper, we investigate the generalization of this equivalence to the case where the connections in question are allowed to have singularities.

Even when $X$ is a smooth complex curve, the Riemann–Hilbert correspondence becomes much more interesting when the connections involved have poles along a divisor $D$. Because the existence and uniqueness theorem for solutions to ODEs does not apply at singular points, we no longer obtain a representation of $\Pi_1(X)$, and the connection is no longer characterized by a representation of $\pi_1(X, p)$. Instead, we obtain a representation of the fundamental group of the punctured curve $X \setminus D$, as well as local data related to the asymptotic behaviour of solutions at the poles. This data includes Levelt filtrations in the case of regular singularities, as well as the Stokes data associated to irregular singularities.

The main problem that we solve in this paper is to construct and describe the Lie groupoid $\Pi_1(X, D)$ which replaces $\Pi_1(X)$ when poles bounded by the effective divisor $D$ are allowed. The importance of the Lie groupoid $\Pi_1(X, D)$ is best explained by the fact that the fundamental solution of any meromorphic system with singularities bounded by $D$, while singular along $X$, is actually smooth when viewed as a function on the 2-dimensional complex manifold $\Pi_1(X, D)$. In other words, the groupoid is the universal domain of definition for fundamental solutions to such systems.

One of the well-known features of meromorphic connections with irregular singularities is that the naive method of solving them in power series about the singular points usually leads to formal power series with zero radius of convergence. Such a formal solution may be interpreted, in each of a collection of sectors surrounding the pole, as an asymptotic approximation to an actual solution to the system. In sectorial overlaps, these solutions differ by Stokes factors. Furthermore, there are methods, including those
of Borel, Écalle, and Ramis, by which the formal solution may be “resummed” to obtain actual solutions.

As an application of the groupoid theory, we provide a new, more direct approach to the problem of resummation. We show that the formal solution, when pulled back to the groupoid in the appropriate way, defines a power series in two variables which converges to a holomorphic representation. This representation is a universal solution to the system, and may be used to obtain actual solutions in the usual sense.

Organization of the paper:

In Section 2, we describe the basic theory of Lie algebroids over complex curves and their representations, beginning with the simple observation that meromorphic connections with singularities bounded by an effective divisor \(D\) are nothing but holomorphic representations of the Lie algebroid \(\mathcal{T}_X(-D)\) that vanish on \(D\).

Sections 3 and 4 contain the main constructions: we introduce two ways to obtain groupoids integrating the algebroid \(\mathcal{T}_X(-D)\). The first is a blowup construction of the adjoint or “smallest” groupoid Pair\((X, D)\) integrating \(\mathcal{T}_X(-D)\), based on the results of [11]. The second method makes use of the uniformization of the punctured curve \(X \setminus D\) to give an explicit description of \(\Pi_1(X, D)\) as an open set in a canonical projective line bundle over \(X\) equipped with a meromorphic Cartan projective connection. Note that while Pair\((X, D)\) is an algebraic Lie groupoid by construction, \(\Pi_1(X, D)\) is a holomorphic Lie groupoid which is algebraic only when \(X \setminus D\) is simply connected.

Experts in meromorphic connections may wish to skip directly to the explicit examples of groupoids in Section 3.4 and then to the application to the problem of resummation of formal power series in Section 5.
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2 Lie algebroids and meromorphic connections

Throughout the paper, \(X\) is a smooth complex curve and \(D\) is an effective divisor on \(X\). A morphism of curves will be taken to mean a holomorphic map between curves that is nonconstant on each component of its domain, and the pullback of a divisor under such a morphism is defined by pulling back its local defining equations.

2.1 Lie algebroids on curves

Recall that a Lie algebroid on the manifold \(X\) is a locally free sheaf \(\mathcal{A}\) equipped with a Lie bracket \([\cdot, \cdot]\) and a bracket-preserving anchor map \(a: \mathcal{A} \rightarrow \mathcal{T}_X\) such that the Leibniz rule holds:

\[
[u, fv] = (L_u f)v + f[u, v], \quad f \in \mathcal{O}_X\text{ and } u, v \in \mathcal{A}. \tag{1}
\]

If \(X\) is a curve and the anchor \(a \in H^0(X, \mathcal{A}^* \otimes \mathcal{T}_X)\) is nonzero, then it vanishes along an effective divisor \(D\), and hence lifts to a surjection \(\mathcal{A} \rightarrow \mathcal{T}_X(-D)\). If \(\mathcal{A}\) has rank 1, we conclude that \(\mathcal{A} = \mathcal{T}_X(-D)\), with anchor given by the inclusion \(\mathcal{T}_X(-D) \hookrightarrow \mathcal{T}_X\), and bracket inherited from the Lie bracket of vector fields.
Proposition 2.1. Any Lie algebroid of rank 1 over the curve $X$ is either a bundle of abelian Lie algebras, or is canonically equivalent to the sheaf $\mathcal{T}_X(-D)$ of vector fields vanishing on an effective divisor.

Over a fixed curve $X$, the correspondence $D \mapsto \mathcal{T}_X(-D)$ is clearly functorial: a subdivisor $D \leq D'$ induces a Lie algebroid morphism $\mathcal{T}_X(-D') \to \mathcal{T}_X(-D)$. The correspondence is more interesting, however, when it involves different curves. If $f : X \to Y$ is a morphism of curves and $\mathcal{A}_Y$ is a Lie algebroid over $Y$, then the pullback algebroid $f^!\mathcal{A}_Y$ is a Lie algebroid over $X$ defined as the following fiber product.

$$
\begin{array}{ccc}
\mathcal{T}_X & \longrightarrow & f^*\mathcal{A}_Y \\
\downarrow & & \downarrow^a \\
D_f & \longrightarrow & f^*\mathcal{A}_Y
\end{array}
$$

The sheaves above may be described in terms of divisors as follows. First, if $\mathcal{A}_Y = \mathcal{T}_Y(-D)$, then the pullback is $f^*\mathcal{A}_Y = (f^*\mathcal{T}_Y)(-f^*D)$. If $R$ is the ramification divisor of $f$, defined by the derivative $Df \in H^0(X, \mathcal{T}_X \otimes f^*\mathcal{T}_Y)$, then $f^*\mathcal{T}_Y = \mathcal{T}_X(R)$. As a result, Diagram 2 implies the following.

Proposition 2.2. Let $f : X \to Y$ be a morphism of curves and let $\mathcal{A}_Y = \mathcal{T}_Y(-D)$ be the Lie algebroid associated to the effective divisor $(Y, D)$. Then the Lie algebroid pullback $f^!\mathcal{A}_Y$ is given by

$$
f^!\mathcal{A}_Y = f^*\mathcal{A}_Y(-R \setminus f^*D) = \mathcal{T}_X(-f^*D \setminus R),
$$

where $R$ is the ramification divisor of $f$, and $D \setminus D_2$ is the divisor $D_1 - D_1 \cap D_2$.

If $\mathcal{A}_X$ is a Lie algebroid on $X$, then a Lie algebroid morphism $\mathcal{A}_X \to \mathcal{A}_Y$ over the map $f : X \to Y$ is a base-preserving Lie algebroid morphism $\mathcal{A}_X \to f^!\mathcal{A}_Y$. As a result of the discussion above, we obtain the following criterion for existence of such a morphism.

Corollary 2.3. Let $f : X \to Y$ be a morphism of curves, and let $C$ and $D$ be effective divisors on $X$ and $Y$, respectively. Then there exists a morphism of Lie algebroids $\mathcal{T}_X(-C) \to \mathcal{T}_Y(-D)$ if and only if

$$
C \geq f^*D \setminus R.
$$

Moreover, such a morphism, if it exists, is unique.

A special case occurs when the divisor $D$ contains all critical values of $f$, or more precisely, when $R \leq f^*D$. Then $f^*\mathcal{A}_Y = f^!\mathcal{A}_Y$, and if $C = f^*D - R$, we obtain an isomorphism $\mathcal{A}_X \to f^!\mathcal{A}_Y$. Such a situation is an algebroid analogue of a covering map, but where the underlying morphism of curves $f$ may be a branched covering. This special case is interesting because it allows the pushforward of connections, as described in §2.3.

Definition 2.4. Let $f : X \to Y$ be a surjective morphism of curves equipped with effective divisors $C, D$. If the ramification divisor $R$ satisfies $R \leq f^*D$ and $C = f^*D - R$, we say that the morphism $\mathcal{T}_X(-C) \to \mathcal{T}_Y(-D)$ is étale.

Example 2.5. For any finite branched covering of curves $f : X \to Y$, let $R$ be the ramification divisor, let $\Delta$ be the reduced branching divisor, i.e., the sum of the critical values of $f$, and let $f^{-1}(\Delta)$ be the (reduced) divisor defined by the sum of the preimages of the critical values. Then $f^*\Delta = R + f^{-1}(\Delta)$, giving $R \leq f^*\Delta$ in particular. So, we obtain an étale algebroid morphism

$$
\mathcal{T}_X(-f^{-1}(\Delta)) \to \mathcal{T}_Y(-\Delta).
$$
Example 2.6. Let \( f_n : \mathbb{A}^1 \to \mathbb{A}^1 \) be the \( n \)-fold branched cover \( z \mapsto z^n \), \( n \geq 1 \). Then \( R = (n-1) \cdot 0 \), and if \( D = q \cdot 0 \) for \( q \geq 1 \), we have \( R \leq f_n^* D = nq \cdot 0 \), and an étale algebroid morphism
\[
T_{\mathbb{A}^1}(-(nq - n + 1) \cdot 0) \to T_{\mathbb{A}^1}(-q \cdot 0),
\]
covering the map \( f_n \).
\[\square\]

A Lie algebroid \( \mathcal{A} \) over \( X \) has an associated singular distribution, given by the image of the anchor map \( \alpha(\mathcal{A}) \subset T_X \). This distribution integrates to a singular holomorphic foliation of \( X \), whose leaves are called the orbits of \( \mathcal{A} \). The orbits of the Lie algebroids \( T_X(-D) \) considered above comprise the connected components of \( X \setminus D \), as well as the individual points of \( D \), where the stabilizer subalgebra jumps, as we now describe.

Definition 2.7. If \( \mathcal{A} \) is a Lie algebroid on \( X \) and \( p \in X \), the isotropy Lie algebra \( \text{iso}_p(\mathcal{A}) \) is the kernel of the restriction to \( p \) of the anchor map, viewed as a vector bundle morphism, i.e., it is defined by the following exact sequence of vector spaces:
\[
0 \to \text{iso}_p(\mathcal{A}) \to A_p \xrightarrow{\alpha|_p} T_pX.
\]

Proposition 2.8. Let \( \mathcal{A} = T_X(-D) \). If \( p \in X \setminus D \), then \( \text{iso}_p(\mathcal{A}) = \{0\} \), whereas if \( p \in D \) has multiplicity \( k \geq 1 \), then \( \text{iso}_p(\mathcal{A}) \) is an abelian Lie algebra of dimension 1, and we have a natural isomorphism
\[
\text{iso}_p(\mathcal{A}) \cong (T_pX)^{\otimes (k-1)}.
\]

Proof. The anchor map \( \alpha \in H^0(X, \mathcal{A}^\vee \otimes T_X) \) is nonvanishing along \( X \setminus D \), so \( \mathcal{A} \) has trivial isotropy there. If \( p \in D \) is a point of multiplicity \( k \), then the \((k-1)\)-jet of \( \alpha \) vanishes at \( p \), but the \( k \)-jet does not. The exact jet sequence
\[
0 \to \Omega_X^{k-1} \to (\mathcal{A}^\vee \otimes T_X) \to J^k(\mathcal{A}^\vee \otimes T_X) \to J^{k-1}(\mathcal{A}^\vee \otimes T_X) \to 0
\]
then implies that the \( k \)-jet \((j^k \alpha)|_p \in (T_pX)^k \otimes A_p^\vee \otimes T_pX\) defines an isomorphism
\[
A_p \cong (T_pX)^{k-1}.
\]
Since the rank of \( \alpha \) is zero at \( p \), we have \( \text{iso}_p(\mathcal{A}) = A_p \), as required.
\[\square\]

2.2 Lie algebroid modules and meromorphic connections

A flat connection on a vector bundle, or on a sheaf of \( \mathcal{O}_X \)-modules, may be viewed as a representation of, or module over, the Lie algebroid \( T_X \) of vector fields. The notion of a connection carries over directly to any Lie algebroid [2, 15]. As a result, each Lie algebroid \( \mathcal{A} \) has an associated abelian category \( \mathcal{A} \text{-mod} \) of \( \mathcal{A} \)-modules, as well as a subcategory \( \text{Rep}(\mathcal{A}) \) of representations, i.e., \( \mathcal{A} \)-modules that are locally free \( \mathcal{O}_X \)-modules of finite rank.

Definition 2.9. Let \( \mathcal{A} \) be a Lie algebroid on the complex manifold \( X \). An \( \mathcal{A} \)-connection on the \( \mathcal{O}_X \)-module \( \mathcal{E} \) is a \( \mathbb{C}X \)-linear morphism
\[
\nabla : \mathcal{E} \to \mathcal{A}^\vee \otimes_{\mathcal{O}_X} \mathcal{E}
\]
satisfying the Leibniz rule \( \nabla(fs) = d_A f \otimes s + f \nabla s \) for all \( f \in \mathcal{O}_X \) and \( s \in \mathcal{E} \). Here, \( d_A f = \alpha^\vee(df) \in \mathcal{A}^\vee \) is the Lie algebroid differential of \( f \). If
\[
\nabla_{[\xi, \eta]} = \nabla_\xi \nabla_\eta - \nabla_\eta \nabla_\xi
\]
for all $\xi, \eta \in A$, then $\nabla$ is said to be flat, and $(E, \nabla)$ is called an $A$-module. If $E$ is a vector bundle, then we call $(E, \nabla)$ a representation of $A$.

In the case of the Lie algebroid $A = T_X(-D)$ associated to an effective divisor on a curve, we have $A^\nu = \Omega^1_X(D)$, so an $A$-connection is precisely a meromorphic connection with poles bounded by $D$. Such a connection is always flat because $\dim X = 1$.

**Proposition 2.10.** A $T_X(-D)$-module is an $O_X$-module $E$, equipped with a meromorphic connection $\nabla : E \to \Omega^1_X(D) \otimes E$.

Every Lie algebroid carries two natural representations: one is the trivial module $(O_X, d_A)$, and the other, described in [9], is the canonical module $(\omega_A, \nabla)$, given by

$$\omega_A = \det A \otimes \omega_X,$$

where $\omega_X = \det \Omega^1_X$ is the canonical line bundle of $X$, and

$$\nabla_\xi(\mu \otimes \nu) = (L_\xi \mu) \otimes \nu + \mu \otimes (L_{a(\xi)} \nu),$$

for $\mu \in \det A$, $\nu \in \omega_X$ and $\xi \in A$. Here $L_\xi \mu$ denotes the natural action of $A$ on $\det A$ obtained by extending the Lie bracket on $A$ to its exterior algebra.

**Example 2.11.** If $D$ is an effective divisor on the curve $X$, then the canonical $T_X(-D)$-module is

$$\omega_{X,D} = T_X(-D) \otimes \Omega^1_X = \Omega_X(-D),$$

or in other words, the ideal sheaf of $D$ itself. If $p \in D$ is a point of order $k$ and $z$ is a coordinate on $X$ centred at $p$, then the section $f = z^k \in \Omega_X(-D)$ gives a local trivialization, and the connection is given by

$$\nabla f = df = k z^{k-1} dz = k z^{-1} dz \otimes f.$$

Hence this connection has a first-order pole at $p$, with local flat sections given by constant multiples of the meromorphic section $z^{-k} f$.

**Example 2.12.** The anchor provides a morphism of $A$-modules $\omega_A \to O_X$; in the example above, this is a flat section of $\omega_{X,D}$ defining the divisor $D$. The cokernel of this map of line bundles is

$$O_D = \Omega_X / \Omega_X(-D),$$

giving a canonical example of a $T_X(-D)$-module that is a torsion sheaf of $O_X$-modules.

If $(\mathcal{E}, \nabla)$ is an $A$-module and $p \in X$, then the connection induces a representation of the isotropy Lie algebra $\mathfrak{iso}_p(A)$ on the fibre $\mathcal{E}|_p = \mathcal{E}/\mathfrak{m}_p \mathcal{E}$ of the module over $p$:

$$\mathfrak{iso}_p(\nabla) : \mathfrak{iso}_p(A) \to \text{End}_\mathbb{C}(\mathcal{E}|_p).$$

**Proposition 2.13.** Let $A = T_X(-D)$, and let $\nabla$ be an $A$-connection on the locally free sheaf $\mathcal{E}$. Then the isotropy representation at a point $p \in D$ of multiplicity $k$ is the element

$$\mathfrak{iso}_p(\nabla) \in (T_p X)^{k-1} \otimes \text{End}_\mathbb{C}(\mathcal{E}|_p)$$

determined by the leading term in the principal part of the connection at $p$. 
Proof. In a local coordinate $z$ centred at $p$ and a local frame for $\mathcal{E}$, we have
\[
\nabla = d + A(z)z^{-k}dz,
\]
with $A$ a holomorphic matrix-valued function. The basis element $\delta = z^k \partial_z \in \mathcal{A}$ acts by
\[
\nabla_\delta = z^k \partial_z + A(z).
\]
The isotropy action is given by the restriction of this operator to $z = 0$, where we obtain the matrix $A(0)$, which is the coefficient of the leading term in the principal part of the connection. Using the isomorphism $\text{iso}_p(A) \cong (T^*_pX)^{k-1}$ of Proposition 2.8 we see that this matrix transforms as an element of the vector space $\text{Hom}_c(T^*_pX^{k-1}, \text{End}_c(\mathcal{E}|_p)) = (T^*_pX)^{k-1} \otimes \text{End}_c(\mathcal{E}|_p)$.

Remark 2.14. For $k = 1$, the isotropy representation $\text{iso}_p(\nabla)$ is simply the residue of the regular connection $\nabla$ at $p$, a well-defined endomorphism of the fibre of $\mathcal{E}|_p$.

The weights of the isotropy action (16) are the eigenvalues of the principal part of the connection and give privileged elements $\lambda_1, \ldots, \lambda_r \in (T^*_pX)^{k-1}$. The corresponding weights for the adjoint action on $\text{End}_c(\mathcal{E}|_p)$ are given by $g_{ij} = \lambda_j - \lambda_i$.

If $k \geq 2$, the weights $q_{ij}$ define a subset of $(T^*_pX)^{k-1}$, and any tangent vector $v \in T_pX$ such that $v^{k-1} = q_{ij}$ is called an $(i, j)$-anti-Stokes vector. In a coordinate $z$ centred at $p$, we may write
\[
\lambda_i = a_i z^{-k}dz|_p = a_i (\partial_z)^k|_p,
\]
with $a_i \in \mathbb{C}$. Then the $(i, j)$ Stokes vectors represent the directions in which the function $\exp((a_i - a_j)/z^{k-1})$ decays most rapidly as $z \to 0$. These directions play an important role in the asymptotic analysis of the flat sections of $\nabla$, and the classification of meromorphic connections in terms of generalized monodromy data; see [3].

A natural generalization would be to consider representations $(P, \nabla)$ of the Lie algebroid $\mathcal{A}$ on a principal $G$-bundle $P$. In this case, $\nabla$ is a lift of the algebroid morphism $a : \mathcal{A} \to T_X$ to the Atiyah algebroid $\mathcal{A}(P)$ of $P$:
\[
\begin{array}{cccc}
\nabla & \longrightarrow & \mathcal{A} \\
0 & \longrightarrow & \mathfrak{g} & \longrightarrow & \mathcal{A}(P) & \longrightarrow & T_X & \longrightarrow & 0
\end{array}
\]

As a result, the isotropy representation at a point $p$ of multiplicity $k$ in $D$ gives a Lie algebra homomorphism
\[
\text{iso}_p(\nabla) : (T^*_pX)^{k-1} \to \mathfrak{g}_p
\]
to the fibre of the adjoint bundle of Lie algebras over $p$. As before, each adjoint weight is an element in $(T^*_pX)^{k-1}$, whose $(k - 1)$st roots define Stokes vectors in the tangent space to $p$.

Locally free modules

A module over the tangent sheaf $T_X$ that is coherent as an $\mathcal{O}_X$-module is necessarily locally free over $\mathcal{O}_X$ [4, VI, Proposition 1.7]—i.e., a vector bundle. However, other Lie algebroids may admit modules that are $\mathcal{O}_X$-coherent but not locally free, as we saw in Example 2.12, where the structure sheaf of the divisor $D$ was shown to be a $T_X(-D)$-module.

More generally, we say that a closed analytic subspace $Y \subset X$ is an $\mathcal{A}$-subspace if its ideal sheaf $\mathcal{I}_Y \subset \mathcal{O}_X$ is preserved by the action of $\mathcal{A}$ on $\mathcal{O}_X$. Then the structure
sheaf $\mathcal{O}_Y = \mathcal{O}_X / \mathcal{I}_Y$ is naturally an $\mathcal{A}$-module. Furthermore, the anchor map and bracket restrict to give $\mathcal{A}|_Y$ the structure of a Lie algebroid on $Y$, and any $\mathcal{A}$-module restricts to an $\mathcal{A}|_Y$-module.

**Proposition 2.15.** Let $\mathcal{A}$ be a Lie algebroid on the complex manifold $X$ and let $(\mathcal{E}, \nabla)$ be a coherent sheaf equipped with an $\mathcal{A}$-connection. Then the support of $\mathcal{E}$ is an $\mathcal{A}$-subspace. If, moreover, the anchor map $a : \mathcal{A} \to \mathcal{T}_X$ is surjective, then $\mathcal{E}$ is locally free, hence supported on all of $X$.

**Proof.** If $f \mathcal{E} = 0$ for some $f \in \mathcal{O}_X$ and if $\xi \in \mathcal{A}$, then

$$0 = \nabla_\xi (f \mathcal{E}) = \xi(f)\mathcal{E} + f \nabla_\xi \mathcal{E} = \xi(f)\mathcal{E}.$$ 

Hence $\xi(f)$ also annihilates $\mathcal{E}$, and so the support is an $\mathcal{A}$-subspace.

Now suppose $a$ is surjective. Since the question is local in nature, we may assume that there is an $\mathcal{O}_X$-linear splitting $b : \mathcal{T}_X \to \mathcal{A}$ with $ab = \text{id}_{\mathcal{T}_X}$. Then $b^\vee \circ \nabla : \mathcal{E} \to \mathcal{O}_X \otimes \mathcal{E}$ is a connection on $\mathcal{E}$ in the usual sense. This connection need not be flat, and hence it does not, in general, give $\mathcal{E}$ the structure of a module over the sheaf $\mathcal{D}_X$ of differential operators. Nevertheless, the proof in [4, VI, Proposition 1.7] may still be applied using this connection to show that $\mathcal{E}$ is locally free. \hfill $\square$

**Corollary 2.16.** If $Y \subset X$ is an orbit of $\mathcal{A}$, then the restriction of any $\mathcal{A}$-module to $Y$ is a locally free $\mathcal{O}_Y$-module.

For example, over a curve $X$ with an effective divisor $D$, if $(\mathcal{E}, \nabla)$ is a $\mathcal{T}_X(-D)$-module, then $\mathcal{E}|_{X \setminus D}$ is locally-free. The rank of $\mathcal{E}$ can only jump at the points of $D$.

### 2.3 Functorial operations on modules

Meromorphic connections may be pulled back and pushed forward along morphisms of curves; in this section, we use the behaviour of Lie algebroids under morphisms described in §2.1 to emphasize the control one has on the singularities of connections obtained by these natural operations.

Let $f : X \to Y$ be a morphism between curves and $(\mathcal{E}, \nabla)$ an $\mathcal{A}_Y$-module, for the algebroid $\mathcal{A}_Y = \mathcal{T}_Y(-D)$ defined by an effective divisor $D$. Using the morphism $f^* \mathcal{A}_Y \to f^* \mathcal{A}_Y$, the pullback $f^* \nabla$ defines a $f^* \mathcal{A}_Y$-module structure on $f^* \mathcal{E}$. By **Proposition 2.2**, we have $f^* \mathcal{T}_X(-D) = \mathcal{T}_X(-f^* D \setminus R)$, so we have a canonical pullback functor

$$f^* : \mathcal{T}_Y(-D) \text{–mod} \to \mathcal{T}_X(-f^* D \setminus R) \text{–mod}, \quad (21)$$

implying that the pullback of a connection with poles bounded by $D$ has poles bounded by $f^* D \setminus R$.

The pushforward of $\mathcal{O}_X$-modules can be used to map $\mathcal{A}_X$-modules to $\mathcal{A}_Y$-modules when these algebroids are related by an étale morphism in the sense of **Definition 2.4**.

**Proposition 2.17.** Let $f : X \to Y$ be a morphism of curves equipped with effective divisors $C$ and $D$, respectively, such that $\mathcal{T}_X(-C) \to \mathcal{T}_Y(-D)$ is étale, i.e., $R \leq f^* D$ and $C = f^* D - R$. Then the direct image $f_*$ extends to a functor

$$f_* : \mathcal{T}_X(-C) \text{–mod} \to \mathcal{T}_Y(-D) \text{–mod}. \quad (22)$$
Therefore, the pushforward connection can be written as:

\[ f_\ast \nabla : \mathcal{E} \to \mathcal{A}_Y^\vee \otimes \mathcal{E}. \]

The map \( f_\ast \nabla \) also satisfies the Leibniz rule, since the pullback of the de Rham operator \( d_Y : \mathcal{O}_Y \to \mathcal{A}_Y^\vee \) coincides with the de Rham operator of \( \mathcal{A}_X \).

**Remark 2.18.** Recall that the pushforward \( f_\ast \mathcal{E} \) of an \( \mathcal{O}_X \)-module carries an action of the sheaf of rings \( \mathcal{S} = f_\ast \mathcal{O}_X \). In the above situation of an étale algebroid morphism, the de Rham operator \( d_Y : \mathcal{O}_Y \to \mathcal{A}_Y^\vee \) has direct image

\[ \mathcal{D} : \mathcal{S} \to \mathcal{A}_Y^\vee \otimes \mathcal{S}, \]

and satisfies an obvious Leibniz rule. Furthermore, the direct image of an \( \mathcal{A}_X \)-module via Proposition 2.17 is characterized by the fact that it satisfies an extension of the usual Leibniz rule over \( \mathcal{O}_Y \) for all \( h \in \mathcal{S} \) and \( s \in f_\ast \mathcal{E} \), we have

\[ (f_\ast \nabla)(hs) = h \cdot ((f_\ast \nabla)s) + \mathcal{D}(h) \cdot s. \]

**Example 2.19.** For any morphism of curves \( f : X \to Y \), choose effective divisors as in Example 2.5, so that \( D \) is the reduced divisor of critical values of \( f \) and \( C \) is the preimage of \( D \) in \( X \), defining an étale algebroid morphism.

The pushforward \( f_\ast \mathcal{O}_X \) of the trivial module is a vector bundle over \( Y \) of rank \( d = \deg f \), and it is equipped with a meromorphic connection with simple poles along \( D \). In fact, the monodromy of this connection along \( Y \setminus D \) is a permutation representation into \( S_d \); it is precisely the representation which defines the branched covering \( f : X \to Y \) itself.

The other natural module over \( X \) is the canonical \( \mathcal{T}_X(-C) \)-module, namely \( \mathcal{O}_X(-C) \). Its pushforward is again a vector bundle over \( Y \) of rank \( d = \deg f \), equipped with a connection with simple poles along \( D \). As we saw in Example 2.12, \( \mathcal{O}_X(-C) \) admits a flat trivialization away from \( C \), and so the pushforwards of \( \mathcal{O}_X \) and \( \mathcal{O}_X(-C) \) are isomorphic away from \( D \).

For a general line bundle \( \mathcal{L} \in \mathcal{T}_X(-C) \)-mod, the pushforward is a rank \( d \) bundle whose connection has simple poles along \( D \), but because of the possible lack of global flat sections of \( \mathcal{L} \) along \( X \setminus C \), the monodromy of \( f_\ast \mathcal{L} \) along \( Y \setminus D \) can only be said to be a quasi-permutation representation; see [13].

**Example 2.20.** Let \( X = Y = \mathbb{A}^1 \) be the affine complex line, and let \( f : X \to Y \) be the morphism \( z \mapsto w = z^2 \), which lifts to an étale morphism from \( \mathcal{T}_X(-3 \cdot 0) \) to \( \mathcal{T}_Y(-2 \cdot 0) \). A general \( \mathcal{T}_X(-3 \cdot 0) \)-module of rank 1 has the form

\[ \nabla = d + Az^{-3}dz, \]

for \( A \in \mathcal{O}_X \). To compute the pushforward connection \( f_\ast \nabla \) with respect to the \( \mathcal{O}_Y \)-basis \((1, z)\), we write

\[ \nabla 1 = Az^{-3}dz = \frac{1}{2}(A_0 + zA_1)w^{-2}dw, \]

for \( A_0, A_1 \in \mathcal{O}_Y \), and similarly

\[ \nabla z = dz + Az^{-2}dz = \frac{1}{2}(A_1w^{-1}dw + z(A_0w^{-2} + w^{-1})dw). \]

Therefore, the pushforward connection can be written

\[ f_\ast \nabla = d + \frac{1}{2} \begin{pmatrix} A_0 & wA_1 \\ A_1 & A_0 + w \end{pmatrix} w^{-2}dw. \]
2.4 Differential operators of higher order

Lie algebroid connections are first-order differential operators: the action of an element of \( \mathcal{A} \) on a section \( s \in \mathcal{E} \) depends only on the one-jet of \( s \). In order to model differential operators of higher order, it is useful to recall the notion of jets for Lie algebroids as in [5].

Associated to any Lie algebroid \( \mathcal{A} \) over \( X \) is a universal envelope \( D_\mathcal{A} \), which is the quotient of the \( \mathcal{O}_X \)-tensor algebra of \( \mathcal{A} \) by the \( \mathbb{C}_X \)-linear relations

\[
\begin{align*}
f \otimes \xi &= f \xi \\
\xi \otimes f - f \otimes \xi &= \mathcal{L}_a(\xi)f \\
\xi \otimes \eta - \eta \otimes \xi &= [\xi, \eta]
\end{align*}
\]

for all \( f \in \mathcal{O}_X \) and \( \xi, \eta \in \mathcal{A} \). When \( \mathcal{A} = T_X \), this construction yields the usual sheaf \( D_X \) of differential operators on \( X \). The sheaf \( D_\mathcal{A} \) has a natural filtration by the order of a differential operator: \( D_\mathcal{A}^{\leq k} \) is simply the \( \mathcal{O}_X \)-submodule of \( D_\mathcal{A} \) generated by the tensors of degree \( \leq k \).

**Definition 2.21.** If \( \mathcal{E} \) is an \( \mathcal{O}_X \)-module, then the sheaf of \( k \)-jets of \( \mathcal{E} \) along \( \mathcal{A} \) is the \( \mathcal{O}_X \)-module

\[
\mathcal{J}_\mathcal{A}^k \mathcal{E} = \mathcal{H}om_{\mathcal{O}_X}(D_\mathcal{A}^{\leq k}, \mathcal{E}).
\]

When \( \mathcal{A} = T_X \), we recover the usual sheaf of \( k \)-jets of \( \mathcal{E} \), which we denote by \( \mathcal{J}_k \mathcal{E} \). The anchor map \( a : \mathcal{A} \to T_X \) induces a morphism

\[
a_k^* : \mathcal{J}_k \mathcal{E} \to \mathcal{J}_\mathcal{A}^k \mathcal{E},
\]

and so given a section \( s \in \mathcal{E} \), we may define its \( k \)-jet along \( \mathcal{A} \) as

\[
j_\mathcal{A}^k s = a_k^*(j_k s),
\]

where \( j_k s \) is the \( k \)-jet of \( s \) in the usual sense.

The usual jet sequence for an \( \mathcal{O}_X \)-module \( \mathcal{E} \) may be pushed out along the dual anchor \( S^k a^* : S^k T_X^* \to S^k \mathcal{A}^\vee \), yielding an analogous exact sequence for algebroid jets:

\[
0 \to S^k \mathcal{A}^\vee \otimes \mathcal{E} \to \mathcal{J}_\mathcal{A}^k \mathcal{E} \to \mathcal{J}_\mathcal{A}^{k-1} \mathcal{E} \to 0.
\]

**Definition 2.22.** A \( k \)th order \( \mathcal{A} \)-connection on \( \mathcal{E} \) is a splitting

\[
\phi : \mathcal{J}_\mathcal{A}^k \mathcal{E} \to S^k \mathcal{A}^\vee \otimes \mathcal{E}
\]

of the \( k \)-jet sequence. Equivalently, \( D s = \phi(j_\mathcal{A}^k s) \) defines a linear differential operator of order \( k \) from \( \mathcal{E} \) to \( S^k \mathcal{A}^\vee \otimes \mathcal{E} \) whose symbol is the identity.

Consider the situation for the Lie algebroid \( T_X(-D) \) associated to an effective divisor on a curve. If \( p \in D \) is a point of order \( n \) and we choose a coordinate \( z \) centred at \( p \), then \( \mathcal{A} = T_X(-D) \) is generated locally by the vector field \( \delta = z^n \partial_z \). Let \( \alpha = z^{-n} dz \in \mathcal{A}^\vee \) be the dual basis. The elements \( 1, \delta, \delta^2, \ldots, \delta^k \) form a basis for \( D_\mathcal{A}^{\leq k} \). With respect to the dual basis \( 1, \alpha, \ldots, \alpha^k \), the jet of a section \( f \in \mathcal{O}_X \) is given by

\[
j_\mathcal{A}^k f = f \cdot 1 + \delta(f) \alpha + \cdots + \delta^k(f) \alpha^k.
\]

A general \( k \)th order \( \mathcal{A} \)-connection on \( \mathcal{O}_X \) therefore locally has the form

\[
D(f) = \phi(j_\mathcal{A}^k f) = (\delta^k(f) + p_{k-1} \delta^{k-1}(f) + \cdots + p_0 f) \alpha^k,
\]

where \( p_0, \ldots, p_k \) are polynomials.
for holomorphic functions \( p_0, \ldots, p_{k-1} \). For \( k = 2 \), we have the familiar form

\[
D(f) = \left( z^{2n} \frac{d^2 f}{dz^2} + (p_1 + nz^{n-1})z^n \frac{df}{dz} + p_0 f \right) \alpha^2. \tag{24}
\]

**Example 2.23** (The Airy equation, part I). An important early example in the study of differential equations with irregular singularities was Stokes’ analysis [19] of the Airy equation. Recall that the Airy equation is the second-order differential equation

\[
\frac{d^2 f}{dx^2} = xf.
\]

This corresponds to the second order connection (for \( A = T_{\mathbb{P}^1} \)) on \( \mathcal{O}_{\mathbb{P}^1} \) given by

\[
D(f) = \left( \frac{d^2 f}{dx^2} - xf \right) dx^2.
\]

In the coordinate \( z = x^{-1} \) on \( \mathbb{P}^1 \), we have

\[
D(f) = \left( z^4 \frac{d^2 f}{dz^2} + 2z^3 \frac{df}{dz} - z^{-1} f \right) \left( \frac{dz}{z^2} \right)^2 = \left( z^6 \frac{d^2 f}{dz^2} + (2z^2)z^3 \frac{df}{dz} - zf \right) \left( \frac{dz}{z^3} \right)^2 = (\delta^2(f) - z^2 \delta(f) - zf) \left( \frac{dz}{z^3} \right)^2,
\]

where \( \delta = z^3 \partial_z \). Therefore \( D \) extends to give a second order connection

\[
D_{\text{Airy}} : \mathcal{O}_{\mathbb{P}^1} \rightarrow S^2 A^\vee \otimes \mathcal{O}_{\mathbb{P}^1}
\]

for the Lie algebroid \( A = T_{\mathbb{P}^1}(-3 \cdot \infty) \) on \( \mathbb{P}^1 \).

In studying a differential equation of order \( k \) for a function \( f \), it is often useful to convert the equation into a system of first-order equations for \( f \) and its first \( k-1 \) derivatives. In general, a \( k \)-th order connection on \( \mathcal{E} \) may be expressed as a usual first order connection on \( \mathcal{J}^{k-1}_A \mathcal{E} \). We briefly describe this transformation, following [8].

The natural embedding

\[
\mathcal{J}^k_A \mathcal{E} \hookrightarrow \mathcal{J}_A^1 \mathcal{J}^{k-1}_A \mathcal{E}
\]

fits into a commutative diagram

\[
\begin{array}{cccccc}
0 & \rightarrow & S^k A^\vee \otimes \mathcal{E} & \longrightarrow & \mathcal{J}^k_A \mathcal{E} & \longrightarrow & \mathcal{J}^{k-1}_A \mathcal{E} & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & \\
0 & \rightarrow & A^\vee \otimes \mathcal{J}^{k-1}_A \mathcal{E} & \longrightarrow & \mathcal{J}_A^1 \mathcal{J}^{k-1}_A \mathcal{E} & \longrightarrow & \mathcal{J}^{k-1}_A \mathcal{E} & \longrightarrow & 0
\end{array}
\]

As a result, any splitting of the \( k \)-jet sequence for \( \mathcal{E} \) induces a splitting of the 1-jet sequence for \( \mathcal{J}^{k-1}_A \mathcal{E} \), i.e., a connection on \( \mathcal{J}^{k-1}_A \mathcal{E} \). On the other hand, if a usual connection

\[
\nabla : \mathcal{J}^{k-1}_A \mathcal{E} \rightarrow A^\vee \otimes \mathcal{J}^{k-1}_A \mathcal{E}
\]

comes from a \( k \)-th order connection on \( \mathcal{E} \), then its composition with the projection \( \pi : \mathcal{J}^{k-1}_A \mathcal{E} \rightarrow \mathcal{J}^{k-2}_A \mathcal{E} \) coincides with the Spencer operator

\[
S : \mathcal{J}^{k-1}_A \mathcal{E} \rightarrow A^\vee \otimes \mathcal{J}^{k-2}_A \mathcal{E}.
\]
Hence we obtain a necessary condition for a connection on $\mathcal{J}_A^{k-1}E$ to define a $k$th order connection on $E$:

$$(\text{id}_A \otimes \pi) \circ \nabla = S.$$  \hfill (25)

Apart from a constraint on the curvature of $\nabla$, which is vacuous in the 1-dimensional case, this condition is also sufficient, as shown in [8, Theorem 2].

**Proposition 2.24.** Let $A$ be a Lie algebroid on the curve $X$ and let $E$ be an $\mathcal{O}_X$-module. Then there is a bijective correspondence between $k$th order $A$-connections on $E$ and $A$-connections $\nabla$ on $\mathcal{J}_A^{k-1}E$ which satisfy condition (25).

Returning to the explicit form (23) of the general $k$th order $A$-connection on $\mathcal{O}_X$, we see that in the basis $1, \alpha, \ldots, \alpha^{k-1}$ for $\mathcal{J}_A^{k-1}\mathcal{O}_X$, the corresponding connection is given by

$$\nabla = d + \begin{bmatrix}
0 & -1 & 0 & \cdots & 0 \\
0 & 0 & -1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & -1 \\
p_0 & p_1 & p_2 & \cdots & p_{k-1}
\end{bmatrix} z^{-n}dz.$$  \hfill (26)

**Example 2.25** (The Airy equation, part II). Continuing from Example 2.23, where $X = \mathbb{P}^1$ and $A = T_{\mathbb{P}^1}(-3 \cdot \infty) \cong \mathcal{O}_{\mathbb{P}^1}(-1)$, the second order Airy operator $D_{\text{Airy}}$ defines a usual $A$-connection on the rank-two jet bundle $E = \mathcal{J}_A^{1}\mathcal{O}_{\mathbb{P}^1} \cong \mathcal{O}_{\mathbb{P}^1} \oplus \mathcal{O}_{\mathbb{P}^1}(1)$.

In the coordinate $x$ and the corresponding basis $1, dx$ for $E$, this connection is

$$\nabla^{\text{Airy}} = d + \begin{pmatrix} 0 & -1 \\ -x & 0 \end{pmatrix} dx,$$

while in the coordinate $z$ at infinity, with basis $1, z^{-3}dz$ for $E$, the connection is

$$\nabla^{\text{Airy}} = d + \begin{pmatrix} 0 & -1 \\ -z & -z^2 \end{pmatrix} z^{-3}dz,$$

verifying that $\nabla^{\text{Airy}}$ is a representation of $T_{\mathbb{P}^1}(-3 \cdot \infty)$ on $\mathcal{O}_{\mathbb{P}^1} \oplus \mathcal{O}_{\mathbb{P}^1}(1)$. \hfill \Box

### 2.5 Lie algebroid connections on general fibrations

We have focused so far on linear connections: actions of a Lie algebroid on sheaves of $\mathcal{O}_X$-modules. In order to model non-linear differential equations, we must pass to other types of fibrations. Such a theory has been developed in the smooth category by Fernandes [10] and generalizes immediately to the holomorphic setting. In this section, we briefly outline those aspects we require.

Let $\pi : P \to X$ be a holomorphic submersion of complex manifolds, and let $A$ be a Lie algebroid on $X$. As in §2.1, the pullback algebroid $\pi^A$ is related to the relative tangent sequence as shown in the commutative diagram

$$
\begin{array}{ccc}
0 & \longrightarrow & T_{\pi/X} \\
\bigg\downarrow & & \bigg\downarrow \pi_A \\
0 & \longrightarrow & T_P \\
\end{array}
\begin{array}{cc}
\pi^A & \longrightarrow \pi^*A \\
\bigg\downarrow & \bigg\downarrow T_{\pi/X} \\
\pi^*A & \longrightarrow 0 \\
\end{array}
$$
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where $\mathcal{T}_P/X$ is the relative tangent sheaf (the vertical bundle to $\pi$). An Ehresmann $\mathcal{A}$-connection on $\pi$ is then simply a splitting $\Theta$ of $\pi_*\mathcal{A}$. If $\mathcal{A} = \mathcal{T}_X$, then $\pi'\mathcal{A} = \mathcal{T}_P$ and the connection is a choice of complement to $\mathcal{T}_P/X$.

If $P$ is a fibre bundle with structure group $G$, then $\Theta$ may be required to be $G$-equivariant, in which case we call it an algebroid $G$-connection. Of course, if $G = \text{GL}(n, \mathbb{C})$ and $P \to X$ is a vector bundle, an algebroid $G$-connection is the same as an $\mathcal{A}$-module structure on $P$.

The connection $\Theta$ composed with the anchor of $\pi'\mathcal{A}$ defines a morphism $h : \pi^*\mathcal{A} \to \mathcal{T}_P$ whose image is called the horizontal distribution, by analogy with the case when $A = \mathcal{T}_X$. Notice, though, that $\mathcal{T}_P/X \cap \text{im}(h) \neq 0$ in general. Nevertheless, every section $\xi \in A$ has a horizontal lift $h(\pi^*\xi) \in \mathcal{T}_P$. As for usual Ehresmann connections, $\Theta$ has a curvature tensor $F_\Theta$ in $\wedge^2(\pi^*\mathcal{A})^\vee \otimes \mathcal{T}_P/X$; if this tensor vanishes, then we say that the connection is flat, and in this case the horizontal distribution integrates to a possibly singular holomorphic foliation called the horizontal foliation.

For the Lie algebroid $\mathcal{A} = \mathcal{T}_X(-D)$ associated to an effective divisor on a curve, the pullback $\pi^!\mathcal{A}$, defined as the fiber product of $\mathcal{T}_P$ with $\pi^*\mathcal{A}$ over $\pi^*\mathcal{T}_X$, can be expressed as

$$\pi^!\mathcal{A} = \mathcal{T}_P(-\log \pi^*D),$$

where $\mathcal{T}_P(-\log \pi^*D) = \ker(\mathcal{T}_P \to \pi^*\mathcal{T}_X/\mathcal{T}_X(-D))$ is the sheaf of vector fields on $P$ which are tangent to the fibres of $\pi$ over $D$ to the prescribed order. If $(x, y_1, \ldots, y_d)$ are coordinates on $P$ such that $\pi$ is the projection of the first component and $x$ is a coordinate on $X$ centred at a point $p \in D$ of multiplicity $k$, then the vector fields $x_k \partial_x, \partial_{y_1}, \ldots, \partial_{y_d}$ form a basis of sections of $\mathcal{T}_P(-\log \pi^*D)$ in this chart. In particular, when $k = 1$ it is the usual sheaf of logarithmic vector fields, as suggested by the notation. Therefore, the horizontal leaves of any $\mathcal{A}$-connection, while they are generically transverse to the fibres of $\pi$, must be tangent to the fibers over $D$.

Example 2.26. If $E \in \text{Rep}(\mathcal{A})$ is a representation of $\mathcal{A}$ of rank $r$, then the projective bundle $\mathbb{P}(E) \to X$ inherits a natural algebroid $\text{PGL}(r, \mathbb{C})$-connection whose horizontal leaves are the projections of the horizontal leaves on the total space of $E$. \hfill \Box

2.6 Meromorphic projective structures

The uniformization theorem for Riemann surfaces identifies the universal cover $\tilde{X}$ of a Riemann surface $X$ with either $\mathbb{P}^1$, $\mathbb{A}^1$, or the upper half plane $\mathbb{H}$. The embedding $X \subset \mathbb{P}^1$ may be used to endow $X$ with a covering by charts $(U_i, \varphi_i : U_i \to \mathbb{P}^1)$ with the property that the gluing maps $g_{ij} = \varphi_j \varphi_i^{-1}$ are constant elements of $\text{PGL}(2, \mathbb{C})$. We may then view this data as defining a $\mathbb{P}^1$-bundle $P \to X$ equipped with a flat connection and a section $\varphi : X \to P$ that, far from being flat, defines an isomorphism $\varphi^*\mathcal{T}_{P/X} \cong \mathcal{T}_X$. In this way, the problem of finding the uniformization of $X$ may be understood as a search for an appropriate flat projective bundle with section; this observation was at the heart of one of the first approaches to uniformization by Fuchs and Poincaré.

Among other things, Gunning explained in [12] that the existence of the section $\varphi$ implies that $P$ may be expressed as the projectivization of a rank 2 bundle $\mathcal{E}$ which, if chosen correctly, has a flat connection whose projectivization recovers the given flat structure on $P$. The bundle $\mathcal{E}$ is chosen to be the first jet bundle of any square root of the anti-canonical line bundle $\omega_X^{-1/2}$; the jet sequence

$$0 \longrightarrow \mathcal{T}_X^\vee \otimes \omega_X^{-1/2} \longrightarrow \mathcal{J}^1\omega_X^{-1/2} \longrightarrow \omega_X^{-1/2} \longrightarrow 0 \quad (27)$$
defines the section \( \varphi : X \to P = \mathbb{P}E \), which then has the property \( \varphi^* T_{P/X} \cong T_X \). Finally, the flat connection on \( E = J^1 \omega_X^{-1/2} \) actually derives from a certain second order connection (a Cartan projective connection) on the line bundle \( \omega_X^{-1/2} \), in the manner described by Proposition 2.24. In conclusion, we see that in this approach, the uniformization of \( X \) may be described in terms of a very particular second order ordinary differential equation on the sections of a square root of the canonical line bundle.

The theory of projective structures outlined above has an analog for curves \( X \) equipped with effective divisors \( D \), in which the tangent sheaf is replaced with the Lie algebroid \( A = T_X(-D) \).

**Definition 2.27.** Let \( \omega_X^{-1/2} \) be a square root of the anti-canonical bundle of the curve \( X \), and let \( D \) be an effective divisor, with associated Lie algebroid \( A = T_X(-D) \). A projective \( A \)-connection on \( (X, D) \) is a second order \( A \)-connection

\[
D : \omega_X^{-1/2} \to S^2 A' \otimes \omega_X^{-1/2},
\]

such that the \( A \)-connection on the jet bundle of \( \omega_X^{-1/2} \) induced via Proposition 2.24 has determinant equal to the dual of the canonical module given in §2.2, i.e.,

\[
det J^1 \omega_X^{-1/2} \cong O_X(D).
\]

as \( A \)-modules.

Such a projective \( A \)-connection induces an \( A \)-connection on the rank-two bundle \( J^1 \omega_X^{-1/2} \), and thus an algebroid \( \text{PGL}(2, \mathbb{C}) \)-connection on the associated projective line bundle \( P \to X \), as defined in §2.5. The algebroid jet sequence then provides a section \( \varphi : X \to P \) such that \( \varphi^* T_{P/X} \) is identified with \( A \) by the Ehresmann \( A \)-connection. In §4, we explain how, instead of describing the uniformization of \( X \), such a meromorphic projective structure may be used to describe the Lie groupoid integrating \( A \).

For an explicit description of the projective \( A \)-connection, we use equations (24) and (26) to show that any projective \( A \)-connection \( D \) has the local form

\[
D(fdz^{-1/2}) = (f'' + q_z f) dz^{3/2},
\]

where \( q_z = z^{-2k} p_0 \), for some \( p_0 \in O_X \). We may call \( q_z \) the connection coefficient of \( D \) in the coordinate \( z \); if \( w = g(z) \) is another coordinate, then

\[
q_w \cdot (g')^2 = q_z + S(g),
\]

where

\[
S(g) = \frac{g'''}{g'} - \frac{3}{2} \left( \frac{g''}{g'} \right)^2
\]

is the Schwarzian derivative of \( g \).

### 3 Construction of Lie groupoids on curves

Just as a Lie algebra is the tangent space to a Lie group at the identity element, a Lie algebroid \( A \) over \( X \) is the normal bundle to the submanifold \( \text{id}(X) \subset G \) of identity elements in a Lie groupoid over \( X \). Any groupoid \( G \) with Lie algebroid \( A \) is said to integrate \( A \). Our main objective is to construct Lie groupoids \( G \) over curves that integrate the algebroids \( A = T_X(-D) \) described above.
3.1 Review of Lie groupoids

A (holomorphic) Lie groupoid is a tuple \((G, X, s, t, m, \text{id})\) defining a groupoid whose arrows and objects form complex manifolds\(^1\) \(G\) and \(X\), respectively. The maps \(s, t : G \to X\) taking an arrow to its source and target are required to be holomorphic submersions, and the composition of arrows is a holomorphic map \(m : G_s \times G_t \to G\).

The map \(\text{id} : X \to G\) is a closed embedding taking \(x \in X\) to the identity arrow of \(x\). If \(g, h \in G\) satisfy \(s(g) = t(h)\), we write \(gh = m(g, h)\) for their composition. A morphism between Lie groupoids \(G\) and \(H\) is then a holomorphic map \(F : G \to H\) on arrows that covers a holomorphic map on objects and defines a functor.

The Lie algebroid \(\text{Lie}(G)\) associated to a Lie groupoid \(G\) is, as a vector bundle, given by the normal bundle to the embedding of \(X\) in \(G\) by the identity:

\[ \text{Lie}(G) = NG_X. \]

The Lie bracket on the sections of \(\text{Lie}(G)\) is obtained, as for Lie algebras, by identifying its sections with right-invariant vector fields on \(G\) tangent to the source fibres. Finally, the anchor map \(\alpha : \text{Lie}(G) \to T_X\) is induced by the derivative of the target map along \(\text{id}(X)\). This construction is functorial: the derivative of any morphism of Lie groupoids \(F : G \to H\) induces a morphism \(\text{Lie}(G) \to \text{Lie}(H)\).

**Definition 3.1.** Let \(G\) be a Lie groupoid over \(X\). A \(G\)-equivariant sheaf is a pair \((E, \Psi)\), where \(E\) is an \(\mathcal{O}_X\)-module, and \(\Psi \in \text{Hom}_G(s^*E, t^*E)\) is an isomorphism that is multiplicative, in the sense that

\[ p_1^*\Psi \circ p_2^*\Psi = m^*\Psi, \]

for \(p_1, p_2\) the natural projections \(G_s \times \text{t}_t G \to G\) and \(m\) the groupoid composition. If \(E\) is locally free, we say that the pair \((E, \Psi)\) is a representation of \(G\).

A morphism between two equivariant sheaves \((E, \Psi)\) and \((E', \Psi')\) is an \(\mathcal{O}_X\)-linear map \(\psi : E \to E'\) such that

\[ t^*\psi \circ \Psi = \Psi \circ s^*\psi : s^*E \to t^*E. \]

We denote by \(\text{Rep}(G)\) the category of representations of \(G\).

**Example 3.2.** The pair groupoid \(\text{Pair}(X)\) over a complex manifold \(X\) has arrows \(\text{Pair}(X) = X \times X\), maps \(s, t\) given by the natural projections, and identity map given by the diagonal embedding. The composition law is

\[ (x, y) \cdot (y, z) = (x, z), \]

and is illustrated in Figure 1. The Lie algebroid of \(\text{Pair}(X)\) is then naturally identified with the tangent sheaf of \(X\). An equivariant sheaf for the groupoid \(\text{Pair}(X)\) is nothing but a constant sheaf on \(X\). Note that every Lie groupoid \(G\) over \(X\) maps to \(\text{Pair}(X)\) via its source and target maps; indeed \(\text{Pair}(X)\) is terminal in the category of Lie groupoids over \(X\).  

\[^1\text{Sometimes } G \text{ is assumed to satisfy all manifold axioms except the Hausdorff condition; we shall see one such example in Section 4.}\]
Example 3.3. Let $\rho : H \times X \to X$ be the holomorphic action of a complex Lie group $H$ on the complex manifold $X$. The action groupoid $H \ltimes X$ over $X$ has arrows given by $H \times X$, with source and target maps to $X$ given by the natural projection and $\rho$, respectively. The composition is given by $(h, x) \cdot (k, y) = (hk, y)$, which is defined whenever $x = \rho(k, y)$, and has identity elements given by $X \cong \{1\} \times X \subset H \times X$. The corresponding Lie algebroid is the trivial bundle $\operatorname{Lie}(H) \otimes \mathcal{O}_X$, which inherits a Lie bracket on sections from the Lie algebra $\operatorname{Lie}(H)$, as well as an anchor map from the derivative of $\rho$. Equivariant sheaves for the groupoid $H \ltimes X$ are nothing but $H$-equivariant sheaves in the usual sense.

Example 3.4. The gauge groupoid $\operatorname{GL}(\mathcal{E})$ of a locally free sheaf $\mathcal{E}$ on $X$ is the Lie groupoid over $X$ for which the morphisms between $p, q \in X$ are the $\mathbb{C}$-linear isomorphisms $\mathcal{E}|_p \to \mathcal{E}|_q$ between the fibres of $\mathcal{E}$. The isotropy group at $p$ is therefore identified with $\operatorname{GL}(\mathcal{E}|_p)$. The Lie algebroid of $\operatorname{GL}(\mathcal{E})$ is the sheaf $\mathcal{D}^1(\mathcal{E})$ of first order differential operators on $\mathcal{E}$ with scalar symbols; it is called the Atiyah algebroid of $\mathcal{E}$ and fits in the exact sequence

$$0 \to \mathcal{E}nd(\mathcal{E}) \to \mathcal{D}^1(\mathcal{E}) \to T_X \to 0.$$  

This example is important to us because a representation of a Lie groupoid $G$ on a locally free sheaf $\mathcal{E}$ is equivalent to a morphism $\Psi : G \to \operatorname{GL}(\mathcal{E})$ of Lie groupoids. The infinitesimal version of this morphism is a Lie algebroid morphism $\Psi_* : \operatorname{Lie}(G) \to \mathcal{D}^1(\mathcal{E})$, i.e., a representation of $\operatorname{Lie}(G)$ on $\mathcal{E}$ in the sense of Definition 2.9. Therefore, the Riemann–Hilbert correspondence between representations of $\operatorname{Lie}(G)$ and representations of $G$ may be viewed as an integration problem for Lie algebroid morphisms to Lie groupoid morphisms.

3.2 Integration and source-simply connected groupoids

An integration of the Lie algebroid $\mathcal{A}$ is a pair $(G, \phi)$, where $G$ is a Lie groupoid and $\phi : \operatorname{Lie}(G) \to \mathcal{A}$ is an isomorphism of Lie algebroids. Unlike finite-dimensional Lie algebras, which are always integrable to Lie groups by Lie’s third theorem, a Lie algebroid may fail to integrate to a Lie groupoid. The obstruction theory controlling this problem was described by Crainic and Fernandes in [6]. One situation in which a certain type of integration was proven to exist is when the anchor map is an injection on sections.
Theorem 3.5 (Debord [7]). If $\mathcal{A}$ is a Lie algebroid on $X$ for which the anchor map $\alpha : \mathcal{A} \to T_X$ is an embedding of sheaves, then $\mathcal{A}$ is integrable to a Lie groupoid $\mathcal{G}$ having the property that the only map $X \to \mathcal{G}$ that is a section of both $s$ and $t$ is the identity map $\text{id} : X \to \mathcal{G}$.

Corollary 3.6. The Lie algebroid $T_X(-D)$ associated to a curve $X$ with effective divisor $D$ is integrable.

In Section 3.3, we provide an explicit birational construction of the groupoid $\text{Pair}(X,D)$ integrating $T_X(-D)$ that features in Theorem 3.5. In fact, this groupoid is the “smallest” integration of $T_X(-D)$, in the sense that it is terminal in the category of integrations. We are also interested in the other extreme, as follows.

Definition 3.7. A Lie groupoid $\mathcal{G}$ over $X$ is source-simply connected if the fibres of the source map $s : \mathcal{G} \to X$ are connected and simply connected.

A fundamental result in Lie groupoid theory [16, Proposition 6.6] states that if a Lie algebroid has an integration, then it must also have a source-simply connected integration $\mathcal{G}$. This result comes with an important caveat, however: $\mathcal{G}$ may not be Hausdorff. Therefore, as a result of Corollary 3.6, we conclude that $T_X(-D)$ has a source-simply connected integration; in Section 4, we will demonstrate that in all but one single case, this groupoid is, in fact, Hausdorff.

A key property of source-simply connected groupoids $\mathcal{G}$, shown in [16, Proposition 6.8], is that they are initial objects: If $\phi : \text{Lie}(\mathcal{G}) \to \text{Lie}(\mathcal{H})$ is a morphism to the Lie algebroid of another groupoid $\mathcal{H}$, then there is a unique morphism $\Phi : \mathcal{G} \to \mathcal{H}$ inducing $\phi$. For this reason, the source-simply connected integration of a Lie algebroid $\mathcal{A}$, if it exists, is unique up to isomorphism. We may therefore speak of the source-simply connected integration, which we denote by $\Pi_1(\mathcal{A})$. Another consequence of this property is the fact that any representation $\nabla$ of $\mathcal{A}$ on a vector bundle $\mathcal{E}$ integrates to a groupoid representation: $\nabla$ may be viewed as a morphism $\mathcal{A} \to D^1(\mathcal{E})$, and so it integrates to a unique morphism $\Pi_1(\mathcal{A}) \to \text{GL}(\mathcal{E})$. This analogue of Lie’s second theorem serves as the crucial integration step in the Riemann–Hilbert correspondence. We provide a more detailed proof of it below.

Theorem 3.8. If $\mathcal{A}$ is an integrable Lie algebroid, then there is a natural equivalence of categories

$$\text{Rep}(\mathcal{A}) \cong \text{Rep}(\Pi_1(\mathcal{A}))$$

between representations of $\mathcal{A}$ and its source-simply connected integration $\Pi_1(\mathcal{A})$.

Proof. Let $\mathcal{G} = \Pi_1(\mathcal{A})$ and let $\mathcal{F} \subset T_\mathcal{G}$ be the tangent sheaf of the foliation defined by the source fibres. Since $\mathcal{G}$ is identified with the right-invariant sections of $\mathcal{F}$, it follows that a flat $\mathcal{A}$-connection on $\mathcal{V}$ is equivalent to a flat partial $\mathcal{F}$-connection on $t^*\mathcal{V}$. Furthermore, any $\mathcal{A}$-flat section $s \in \mathcal{V}$ lifts to a section $t^*s$ that is flat along $\mathcal{F}$.

After these preliminaries, let $\mathcal{E}$ be an $\mathcal{A}$-representation. Then by the above, $t^*\mathcal{E}$ has a flat $\mathcal{F}$-connection. On the other hand, $s^*\mathcal{E}$ is constant along $\mathcal{F}$, so it also has a $\mathcal{F}$-connection. Therefore, $\text{Hom}(s^*\mathcal{E}, t^*\mathcal{E})$ has a flat $\mathcal{F}$-connection. Along the identity submanifold $X \subset \mathcal{G}$, this bundle coincides with $\text{End}(\mathcal{E})$, which has a canonical section $1 \in \text{End}(\mathcal{E})$. Since $X$ intersects each source fibre in a single point, and since the source fibres are simply connected, this canonical section has a unique extension to an $\mathcal{F}$-flat section

$$\Psi \in H^0(\mathcal{G}, \text{Hom}(s^*\mathcal{E}, t^*\mathcal{E})),$$
which is the required groupoid representation; this procedure defines the integration functor \( \text{Rep}(\mathcal{A}) \rightarrow \text{Rep}(\Pi_1(\mathcal{A})) \) on objects.

A morphism of \( \mathcal{A} \)-representations \( \phi : (\mathcal{E}_1, \nabla_1) \rightarrow (\mathcal{E}_2, \nabla_2) \) is a section of \( \mathcal{E}_1^* \otimes 1 + 1 \otimes \mathcal{E}_2 \) that is flat for the \( \mathcal{A} \)-connection \( \nabla_1^* \otimes 1 + 1 \otimes \nabla_2 \). It follows from the preliminaries above that \( t^*\phi \) is \( F \)-flat. Similarly, \( s^*\phi \) is constant along source fibres, so it is trivially \( F \)-flat.

Hence, we have a diagram of morphisms that are flat along \( F \):

\[
\begin{array}{ccc}
 s^*\mathcal{E}_1 & \xrightarrow{\Psi_1} & t^*\mathcal{E}_1 \\
 s^*\mathcal{E}_2 & \xrightarrow{\Psi_1} & t^*\mathcal{E}_2 \\
 \end{array}
\]

This diagram commutes along the identity submanifold, and since all the maps are flat along \( F \), we obtain the commutativity on all of \( G \), proving that \( \phi \) defines a morphism of groupoid representations. We omit the details concerning the inverse functor, which is given by differentiating a morphism \( \Pi_1(\mathcal{A}) \rightarrow GL(\mathcal{E}) \) along the identity submanifold.

**Remark 3.9.** We emphasize that the construction of the groupoid representation requires no analysis beyond the classical theorem on existence and uniqueness to solutions of first-order ordinary differential equations.

**Example 3.10.** The tangent sheaf \( \mathcal{T}_X \) has integration \( \text{Pair}(X) \), defined in Example 3.2. The source fibre over a point \( x \in X \) is given by \( X \times \{x\} \) and is generally not simply connected. The canonical source-simply connected integration is given by the fundamental groupoid \( \Pi_1(X) \) of \( X \).

A representation of \( \mathcal{T}_X \) is simply a vector bundle \( \mathcal{E} \) equipped with a flat connection \( \nabla \). The integration of representations referred to above is then simply given by the parallel transport of \( \nabla \) along a curve \( \gamma : [0,1] \rightarrow X \), which depends only on the homotopy class of \( \gamma \) and therefore gives a representation of the fundamental groupoid

\[
\text{Par}(\nabla) : \Pi_1(X) \rightarrow GL(\mathcal{E}).
\]

The parallel transport descends to a representation of \( \text{Pair}(X) \) if and only if the monodromy of the connection is trivial.

**Definition 3.11.** Let \( (X,D) \) be a curve equipped with an effective divisor. The **fundamental groupoid of** \( (X,D) \) is the source-simply connected integration

\[
\Pi_1(X,D) = \Pi_1(\mathcal{T}_X(-D))
\]

of the corresponding Lie algebroid.

This groupoid will be explicitly described in Section 4; we wish to describe here only a few of its basic properties. In particular, we describe its restriction to \( D \) as well as to the complement of \( D \). Recall that the restriction of a groupoid \( \mathcal{G} \) over \( X \) to the subset \( S \subset X \) is given by the subset \( s^{-1}(S) \cap t^{-1}(S) \) of arrows with source and target in \( S \).

**Lemma 3.12.** Let \( (X,D) \) be as above, and let \( U = X \setminus D \). Then

\[
\Pi_1(X,D)|_U \cong \Pi_1(U).
\]

If \( p \in D \) is a point of multiplicity \( k > 0 \), then the isotropy group \( \Pi_1(X,D)|_p \) at \( p \) is the entire source fibre, and is canonically isomorphic to the additive group underlying the vector space \((T_p X)^{k-1}\).
Proof. Since $U$ is a disjoint union of orbits of the Lie algebroid, it is also a disjoint union of groupoid orbits. The source fibre of $\Pi_1(X,D)|_U$ at $p \in U$ is therefore the same as the source fibre of $\Pi_1(X,D)$ at $p$, which is simply connected. Therefore $\Pi_1(X,D)|_U$ is canonically isomorphic to the source-simply connected integration of $\mathcal{T}_X(-D)|_U \cong \mathcal{T}_U$, which is $\Pi_1(U)$.

If $p \in D$ is a point of multiplicity $k$, then $p$ is an orbit of the source-simply connected groupoid $\Pi_1(X,D)$. Therefore, the isotropy group $\Pi_1(X,D)|_p$ must coincide with simply-connected Lie group integrating the isotropy Lie algebra of the corresponding Lie algebroid, $\mathcal{T}_X(-D)$. The latter is the one-dimensional abelian Lie algebra $(T_p^*X)^{k-1}$, which is its own simply-connected integration, giving the result. 

Example 3.13 (The Airy equation, part III). In Example 2.23, we viewed the Airy equation as a second-order connection for $\mathcal{A} = \mathcal{T}_{\mathbb{P}^1}(-3 \cdot \infty)$. Restricting to $\mathcal{A}^1 = \mathbb{P}^1 \setminus \{\infty\}$, this operator has kernel spanned by the classical Airy functions $\Lambda, \Xi$. The corresponding flat connection on $\mathcal{E} = \mathcal{J}^1 \mathcal{O}_{\mathcal{A}^1} \cong \mathcal{O}_{\mathcal{A}^1} \oplus \mathcal{O}_{\mathcal{A}^1}$, described in Example 2.25, has kernel spanned by $((\Lambda, \Lambda'), (\Xi, \Xi'))$, a flat basis of sections for $\mathcal{E}$ over $\mathcal{A}^1$ satisfying the Wronskian condition $\Lambda' \Xi - \Xi' \Lambda = 1/\pi$.

The source-simply connected integration of $\mathcal{A}|_{\mathcal{A}^1} = \mathcal{T}_{\mathcal{A}^1}$ is $\Pi_1(\mathcal{A}^1) \cong \text{Pair}(\mathcal{A}^1)$. Using coordinates $(x, y)$ on $\text{Pair}(\mathcal{A}^1)$, the corresponding representation

$$\Psi_{\text{Airy}} : s^* \mathcal{E} \to t^* \mathcal{E}$$

defined by parallel transport can be written explicitly as

$$\Psi_{\text{Airy}}(x, y) = \left( \begin{array}{c} \Lambda'(x) \Xi(x) \\ \Lambda'(x) \Xi'(x) \end{array} \right) \left( \begin{array}{c} \Lambda(x) \Xi(x) \\ \Lambda(x) \Xi'(x) \end{array} \right)^{-1} = \pi \cdot \left( \begin{array}{c} \Lambda'(x)\Xi'(y) - \Xi(x)\Lambda'(y) \\ \Lambda'(x)\Xi'(y) - \Xi(x)\Lambda'(y) \end{array} \right).$$

While the Airy functions, and hence the fundamental solutions, are singular at infinity, the above representation $\Psi_{\text{Airy}}(x, y)$ extends holomorphically to the groupoid $\Pi_1(\mathbb{P}^1, 3 \cdot \infty)$. We will investigate this extension in Example 5.6. 

### 3.3 Birational construction of Lie groupoids

We now construct a groupoid that integrates the Lie algebroid $\mathcal{T}_X(-D)$ on a curve $X$ with effective divisor $D$. We use a technique developed in [11] for blowing up groupoids along subgroupoids, as follows.

Theorem 3.14 ([11, Theorem 2.8]). Let $G$ be a Lie groupoid over the complex manifold $X$, and let $H \subset G$ be a closed Lie subgroupoid over the smooth closed hypersurface $Y \subset X$. Denote by $\text{Bl}_G(H)$ the blowup of $G$ along $H$, and let $S, T \subset \text{Bl}_G(H)$ be the proper transforms of $s^{-1}(Y), t^{-1}(Y) \subset G$. Then the manifold

$$[G:H] = \text{Bl}_G(H) \setminus (S \cup T)$$

is naturally a Lie groupoid over $X$ such that the blowdown map is a morphism of groupoids $[G:H] \to G$.

Furthermore, the Lie algebroid of $[G:H]$ is canonically identified with the subsheaf of $\text{Lie}(G)$ consisting of sections whose restriction to $Y$ lies in $\text{Lie}(H)$, otherwise known as the elementary modification of $\text{Lie}(G)$ along $\text{Lie}(H)$.

The blowup groupoid satisfies the following universal property, generalizing [11, Theorem 2.16] and having the same proof, which we omit.
Proposition 3.15. Let $F$ be a Lie groupoid over $Z$. If $\phi : F \to G$ is a morphism of groupoids such that $\phi^{-1}(H) \subset F$ and $\phi^{-1}(Y) \subset Z$ are smooth hypersurfaces, and $\mathcal{L}(\phi) : \mathcal{L}(F) \to \mathcal{L}(G)$ factors through $\mathcal{L}(\mathbb{Z} : H)$, then there is a unique morphism $\phi' : F \to \mathbb{Z} : H$ making the following diagram commute.

\[
\begin{array}{ccc}
F & \xrightarrow{\phi} & G \\
\downarrow_{\phi'} & & \downarrow_{\phi} \\
\mathbb{Z} : H & & \mathbb{Z} : H
\end{array}
\]

The blowup procedure of Theorem 3.14 implies that any Lie groupoid $G$ over $X$ may be modified along a smooth closed hypersurface $Y \subset X$: we define the **twist of $G$ along $Y$** to be the Lie groupoid

\[G(-Y) = [G : \text{id}(Y)]\]

obtained by blowing up $G$ along the subgroupoid consisting of the identity elements over $Y$. The Lie algebroid of the identity groupoid $\text{id}(Y)$ is the zero Lie algebroid, implying that the Lie algebroid of $G(-Y)$ is the subsheaf of sections of $\mathcal{L}(G)$ that vanish along $Y$, i.e., $\mathcal{L}(G(-Y)) = \mathcal{L}(G)(-Y)$.

More generally, if $D = k_1Y_1 + \ldots + k_nY_n$ is an effective divisor supported on the smooth closed hypersurfaces $Y_1, \ldots, Y_n$, we denote by $G(-D)$ the groupoid obtained by performing $k_j$ iterated twists of $G$ along $Y_j$ for all $1 \leq j \leq n$. As above, the Lie algebroid of $G(-D)$ is identified with $\mathcal{L}(G)$ twisted by $D$:

\[\mathcal{L}(G(-D)) = \mathcal{L}(G)(-D).\]

Definition 3.16. Let $X$ be a curve with effective divisor $D$. The **pair groupoid of** $(X, D)$ is the groupoid $\text{Pair}(X, D) = \text{Pair}(X)(-D)$ obtained by twisting the pair groupoid of $X$ along $D$.

An immediate consequence of Proposition 3.15 is that $\text{Pair}(X, D)$ is smallest integration of $\mathcal{T}(X)(-D)$:

**Corollary 3.17.** The groupoid $\text{Pair}(X, D)$ is the terminal object in the category of integrations of $\mathcal{T}(X)(-D)$.

Another notable property of $\text{Pair}(X, D)$ is that it is an **algebraic** Lie groupoid whenever $X$ is an algebraic curve. In contrast, the source-simply connected integration of $\mathcal{T}(X)(-D)$ is generally non-algebraic.

**Remark 3.18.** Suppose that $f : (X, C) \to (Y, D)$ is a morphism in the sense of Corollary 2.3, so that $C \geq f^*D \setminus R$. Then by composing $f \times f$ with $(t, s) : \text{Pair}(X, C) \to \text{Pair}(X)$, we obtain a groupoid morphism $\text{Pair}(X, C) \to \text{Pair}(Y)$. Proposition 3.15 then yields a morphism of Lie groupoids

\[f_* : \text{Pair}(X, C) \to \text{Pair}(Y, D).\]

On the other hand, any groupoid morphism $F : \text{Pair}(X, C) \to \text{Pair}(Y, D)$ restricts to the identity bisection to give a morphism $f : (X, C) \to (Y, D)$ such that $F = f_*$. Therefore, the assignment $(X, D) \mapsto \text{Pair}(X, D)$ is a fully faithful functor from the category of effective divisors on curves to the category of Lie groupoids.
3.4 Examples

3.4.1 Twisted pair groupoids on the affine line

The pair groupoid $\text{Pair}(\mathbb{A}^1, k \cdot 0)$ of the affine line twisted by the origin with multiplicity $k > 0$ may be described as a subspace of the $k$-fold blowup of $\text{Pair}(\mathbb{A}^1) = \mathbb{A}^1 \times \mathbb{A}^1$ in the following way.

Begin with coordinates $(z, u)$ on $\text{Pair}(\mathbb{A}^1)$ so that the groupoid structure is:

$s(z, u) = z$

$t(z, u) = z + u$

$(z_2, u_2) \cdot (z_1, u_1) = (z_1, u_2 + u_1)$.

According to Theorem 3.14, to construct $\text{Pair}(\mathbb{A}^1, 0)$, we must blow up at $\text{id}(0) = (0, 0)$ and remove the proper transforms $S, T$ of $z = 0$ and $z + u = 0$, respectively. The affine chart $(z', u')$ for the blowup such that $z = z'$ and $u = z'u'$ is convenient as it excludes $S$. In this chart, $T = \{1 + u' = 0\}$; hence $\text{Pair}(\mathbb{A}^1, 0)$ is identified with the complement of $1 + u' = 0$ in $\mathbb{A}^1 \times \mathbb{A}^1$, with groupoid structure

$s(z', u') = z'$

$t(z', u') = (1 + u')z'$

$(z_2', u_2') \cdot (z_1', u_1') = (z_1, u_2'(1 + u_1') + u_1')$.

We see immediately that the map $(z', u') \mapsto (z', 1 + u')$ defines an isomorphism from $\text{Pair}(\mathbb{A}^1, 0)$ to the standard action groupoid $\mathbb{C}^* \ltimes \mathbb{A}^1$ over $\mathbb{A}^1$.

To construct $\text{Pair}(\mathbb{A}^1, 2 \cdot 0)$, we blow up $\text{id}(0) = (0, 0)$ in the already constructed $\text{Pair}(\mathbb{A}^1, 0)$ and remove the proper transform of $z' = 0$. The result is again covered by a single affine chart $(z'', u'')$ such that $z'' = z''$ and $u'' = z''u''$. Continuing in this way, we obtain all twists of the pair groupoid of $\mathbb{A}^1$ at zero:

Theorem 3.19. The twisted pair groupoid $\text{Pair}(\mathbb{A}^1, k \cdot 0)$ may be described as the complement of the curve $1 + uz^{k-1} = 0$ in $\mathbb{A}^1 \times \mathbb{A}^1$, with groupoid structure

$s(z, u) = z$

$t(z, u) = (1 + uz^{k-1})z$

$(z_2, u_2) \cdot (z_1, u_1) = (z_1, u_2(1 + u_1 z_1^{k-1})^k + u_1)$.

Remark 3.20. Although $\text{Pair}(\mathbb{A}^1, k \cdot 0)$ is an action groupoid for $k = 1$, it is not so for $k > 1$, because the vector field $z^k \partial_z$ fails to be complete for $k > 1$: integration from initial position $z$ reaches a singularity in finite time, corresponding to the proper transforms that must be removed to form the groupoid.

3.4.2 Stokes groupoids

The same technique used to construct the twisted pair groupoids may be used to construct the source-simply connected groupoids $\Pi_1(\mathbb{A}^1, k \cdot 0)$ integrating $T_{k, z}(-k \cdot 0)$, which we call the Stokes groupoids and denote by $\text{Sto}_k$.

First, we observe that $\text{Sto}_1 = \Pi_1(\mathbb{A}^1, 0)$ is the action groupoid $\mathbb{C} \ltimes \mathbb{A}^1$ associated to the exponential action, which in coordinates $(z, u)$ means that

$s(z, u) = z$

$t(z, u) = \exp(u) z$

$(z_2, u_2) \cdot (z_1, u_1) = (z_1, u_2 + u_1)$.
Figure 2: The groupoid $\text{Pair}(\mathbb{P}^1, 0)$, presented as the blowup of $\mathbb{P}^1 \times \mathbb{P}^1$ at $(0, 0)$ with the proper transforms of $S = \mathbb{P}^1 \times \{0\}$ and $T = \{0\} \times \mathbb{P}^1$ deleted.

Performing the iterated blowup in $\text{id}(0) = (0, 0)$ as before, we obtain

**Theorem 3.21.** The Stokes groupoid $\text{Sto}_k$ may be identified with $\mathbb{C} \times \mathbb{A}^1$, with groupoid structure

\[
\begin{align*}
  s(z, u) &= z \\
  t(z, u) &= \exp(uz^{k-1})z \\
  (z_2, u_2) \cdot (z_1, u_1) &= (z_1, u_2 \exp((k-1)u_1 z_1^{k-1}) + u_1).
\end{align*}
\]

Since $\text{Sto}_k$ is source-simply connected, there is a canonical groupoid homomorphism $E : \text{Sto}_k \to \text{Pair}(\mathbb{A}^1, k \cdot 0)$, given by

\[
E(z, u) = \left( z, \frac{e^{uz^{k-1}}-1}{z^{k-1}} \right). \tag{31}
\]

Furthermore, the natural groupoid homomorphism $\text{Sto}_{k+1} \to \text{Sto}_k$ integrating the inclusion of $\mathcal{T}_{(k+1) \cdot 0}$ in $\mathcal{T}_{k \cdot 0}$ is simply given by $(z, u) \mapsto (z, uz)$.

### 3.4.3 Degree one twisted pair groupoid on the projective line

We now focus on the effective divisor $0 \in \mathbb{P}^1$ of degree one. To construct $\text{Pair}(\mathbb{P}^1, 0)$, we blow up the pair groupoid $\text{Pair}(\mathbb{P}^1)^2 = \mathbb{P}^1 \times \mathbb{P}^1$ along $\text{id}(0) = (0, 0)$, and remove the rational curves $S', T'$ given by the proper transforms of $S = \mathbb{P}^1 \times \{0\}$ and $T = \{0\} \times \mathbb{P}^1$, as illustrated in Figure 2.

For a clearer geometric description of the groupoid structure, blow down the disjoint $-1$-curves $S'$ and $T'$ to obtain a copy of $\mathbb{P}^2$ with two privileged points $p_s, p_t \in \mathbb{P}^2$. This gives an isomorphism

\[
\text{Pair}(\mathbb{P}^1, 0) \cong \mathbb{P}^2 \setminus \{p_s, p_t\}.
\]

The identity bisection is then a line in $\mathbb{P}^2$ disjoint from $p_s$ and $p_t$, and the source and target fibres of the groupoid coincide with pencils of lines through $p_s$ and $p_t$ respectively. These fibres are transverse, except when they coincide with the line $p_s p_t$, which intersects the identity bisection in the original divisor $0$. The groupoid composition is given by the geometric construction illustrated in Figure 3. Finally, note that while the generic source fibre for $\text{Pair}(\mathbb{P}^1, 0)$ is isomorphic to the affine line, the fibre over $0 \in \mathbb{P}^1$ is a $\mathbb{C}^*$ isotropy group, and hence this groupoid is not source-simply connected.
3.4.4 Reduced degree two divisor on the projective line

Consider the reduced divisor $D = 0 + \infty$ on $\mathbb{P}^1$. To construct $\text{Pair}(\mathbb{P}^1, D)$, we blow up $\text{Pair}(\mathbb{P}^1)$ in $\text{id}(0)$ and $\text{id}(\infty)$ and delete the proper transforms of the source and target fibres $S_0, S_\infty, T_0, T_\infty$ over $0, \infty$.

These proper transforms $S'_0, S'_\infty, T'_0, T'_\infty$ are $-1$-curves; by blowing down a disjoint pair of them, say $S'_0, S'_\infty$, we recover $\mathbb{P}^1 \times \mathbb{P}^1$ and identify

$$\text{Pair}(\mathbb{P}^1, 0 + \infty) \cong \mathbb{P}^1 \times \mathbb{P}^1 \setminus (T'_0 \cup T'_\infty)$$

where $T'_0$ and $T'_\infty$ are the images of $T'_0$ and $T'_\infty$ under the blow-down. These curves may be identified with the fibres over $0$ and $\infty$ of the first projection $\mathbb{P}^1 \times \mathbb{P}^1 \to \mathbb{P}^1$. In this way, we identify

$$\text{Pair}(\mathbb{P}^1, 0 + \infty) \cong \mathbb{C}^* \ltimes \mathbb{P}^1$$

where $\mathbb{C}^* \ltimes \mathbb{P}^1$ is the groupoid associated to the action of $\mathbb{C}^*$ on $\mathbb{P}^1$ fixing $0$ and $\infty$. This groupoid is not source-simply connected, as its source fibres are all isomorphic to $\mathbb{C}^*$. However, composing with the exponential map, we obtain an action of $\mathbb{C}$ on $\mathbb{P}^1$, and the source-simply connected integration is

$$\Pi_1(\mathbb{P}^1, 0 + \infty) \cong \mathbb{C} \ltimes \mathbb{P}^1.$$

3.4.5 Confluent degree two divisor on the projective line

To obtain the groupoid associated to the divisor $2 \cdot 0$ on $\mathbb{P}^1$, we must twist the pair groupoid twice along $\text{id}(0)$. The first twist, performed in Section 3.4.3, yielded

$$\text{Pair}(\mathbb{P}^1, 0) \cong \mathbb{P}^2 \setminus \{p_s, p_t\},$$

and the second twist is obtained by blowing the first one up at $\text{id}(0)$, which is the intersection of the lines $\overline{p_s p_t}$ and $\text{id}(\mathbb{P}^1)$. Blowing up $\mathbb{P}^2$ at $\text{id}(0)$, we obtain a Hirzebruch surface $\Sigma_1 \cong \mathbb{P}(\mathcal{O} \oplus \mathcal{O}(-1))$, which fibres over the exceptional divisor via $\pi : \Sigma_1 \to E$. The proper transforms of the lines $\text{id}(\mathbb{P}^1)$ and $\overline{p_s p_t}$ are then the fibres over the special points $p_0, p_\infty \in E$, respectively. The groupoid is therefore given by the complement of $\pi^{-1}(p_\infty)$,

$$\text{Pair}(\mathbb{P}^1, 2 \cdot 0) \cong \Sigma_1 \setminus \pi^{-1}(p_\infty),$$

with identity bisection given by $\pi^{-1}(p_0)$. The source and target fibres are then given by the two pencils of sections of $\pi$ passing through the images of the points $p_s, p_t$ in $\pi^{-1}(p_\infty)$. Note that all source fibres are isomorphic to the affine line, and so this groupoid is actually source-simply connected.

Figure 3: The groupoid $\text{Pair}(\mathbb{P}^1, 0)$, presented as $\mathbb{P}^2$ with a distinguished line $\text{id}(\mathbb{P}^1)$ and punctured in two points $p_s, p_t$ not meeting the line.
3.4.6 Confluent divisors of arbitrary degree on the projective line

The groupoid \( \text{Pair}(\mathbb{P}^1, 2 \cdot 0) \) has an alternative description as follows: the Lie algebroid \( \mathcal{A} = \mathcal{T}_{\mathbb{P}^1}(-2 \cdot 0) \) has a one-dimensional space of global sections, given by the infinitesimal generators of the group of parabolic automorphisms of \( \mathbb{P}^1 \) that fix 0. Therefore the exponential map

\[
H^0(\mathbb{P}^1, \mathcal{A}) \to \text{Aut}(\mathbb{P}^1)
\]

is an algebraic embedding, giving rise to an action of the additive group of sections of \( \mathcal{A} \) on \( \mathbb{P}^1 \) and so an identification with the action groupoid:

\[
\text{Pair}(\mathbb{P}^1, 2 \cdot 0) \cong H^0(\mathbb{P}^1, \mathcal{A}) \rtimes \mathbb{P}^1.
\]

The evaluation map \( H^0(\mathbb{P}^1, \mathcal{A}) \otimes \mathcal{O}_{\mathbb{P}^1} \to \mathcal{A} \) is an isomorphism, and hence the groupoid is identified with the total space of \( \mathcal{T}_{\mathbb{P}^1}(-2 \cdot 0) \) in such a way that the source map is the bundle projection and the identity map is the zero section. We now perform an iterated twist of this groupoid to obtain \( \text{Pair}(\mathbb{P}^1, k \cdot 0) \) with \( k > 2 \).

**Theorem 3.22.** For \( k \geq 2 \) and \( p \in \mathbb{P}^1 \), there is a canonical isomorphism

\[
\text{Pair}(\mathbb{P}^1, k \cdot p) \cong \text{Tot}(\mathcal{T}_{\mathbb{P}^1}(-k \cdot p)),
\]

for which the source map is the bundle projection and the identity bisection is the zero section. In particular, \( \text{Pair}(\mathbb{P}^1, k \cdot p) \) is source-simply connected, so it coincides with \( \Pi_1(\mathbb{P}^1, k \cdot p) \). Moreover, the groupoid homomorphisms \( \text{Pair}(\mathbb{P}^1, k \cdot p) \to \text{Pair}(\mathbb{P}^1, k' \cdot p) \) for \( k \geq k' \geq 2 \) are given by the natural maps

\[
\text{Tot}(\mathcal{T}_{\mathbb{P}^1}(k \cdot p)) \to \text{Tot}(\mathcal{T}_{\mathbb{P}^1}(k' \cdot p)).
\]

**Proof.** Assuming that the statement is true for \( k \geq 2 \), the source and target fibres of \( \text{Pair}(X, k \cdot p) \) over \( p \) are equal to the fibre of \( \mathcal{T}_{\mathbb{P}^1}(-k \cdot p) \) over \( p \). Therefore, \( \text{Pair}(X, (k + 1) \cdot p) \) is obtained by blowing up \( 0_p \in \text{Tot}(\mathcal{T}_{\mathbb{P}^1}(-(k \cdot p))) \) and removing the proper transform of the fibre. By the elementary Lemma 3.23 below, the result is \( \text{Tot}(\mathcal{T}_{\mathbb{P}^1}(-(k + 1) \cdot p)) \).

The statements about the source and identity maps are true by continuity, since the blow-down is an isomorphism away from the fibre over \( p \).

**Lemma 3.23.** Let \( X \) be a curve, \( \mathcal{L} \) a line bundle on \( X \) and \( p \in X \). Let \( Y = \text{Bl}_{0_p}(\text{Tot}(\mathcal{L})) \) be the blowup of the total space of \( \mathcal{L} \) at the zero element over \( p \), and let \( \mathcal{L}'_p \subset Y \) be the proper transform of the fibre over \( p \). Then there is a canonical identification

\[
Y \setminus \mathcal{L}'_p \cong \text{Tot}(\mathcal{L}(-p)),
\]

for which the blow down is the canonical map \( \text{Tot}(\mathcal{L}(-p)) \to \text{Tot}(\mathcal{L}) \).

4 Source-simply connected groupoids

4.1 Gluing over orbit covers

Heuristically, the source-simply connected groupoid \( \Pi_1(X, \mathcal{D}) \) integrating the Lie algebroid \( \mathcal{T}_X(-\mathcal{D}) \) consists of all homotopy classes of paths in the complement \( U = X \setminus \mathcal{D} \), together with a space of limiting paths over each point in \( \mathcal{D} \). Such groupoids are nonlocal objects over \( X \). However, it is possible to construct them by gluing local pieces defined
over an open covering of $X$, if this covering is chosen in a manner compatible with the groupoid structure.

An orbit cover of $X$ is an open covering such that each orbit of the Lie algebroid is completely contained in at least one of the open sets in the cover. Since the orbits of $\mathcal{T}_X(-D)$ are the points of $D$ and the complement of $D$, a convenient choice of orbit cover is $\{U, V\}$, where $U = X \setminus D$ and $V$ is a union of disjoint open disc neighbourhoods of all the points of $D$. Restricting the groupoid to such a covering leads to the following diagram of groupoid inclusions:

$$
\begin{array}{ccc}
\Pi_1(X, D) & \leftarrow & \Pi_1(X, D)|_U^c \\
\Pi_1(X, D)|_V^c & \rightarrow & \Pi_1(X, D)|_{U \cap V}^c \\
\end{array}
$$

(32)

where $\Pi_1(X, D)|_U^c$ denotes the source-connected component of the identity bisection in the restriction of the groupoid to $U$, and similarly for $V, U \cap V$. As shown in [11, Theorem 3.4], if the covering is an orbit cover, the above diagram is a pushout diagram in manifolds; in other words, $\Pi_1(X, D)$ may be constructed by gluing its restrictions on $U, V$, which are obtained as follows.

The restriction $\Pi_1(X, D)|_U^c$ is the source-simply connected integration of the tangent sheaf $\mathcal{T}_U$ of the orbit $U$, and so coincides with the fundamental groupoid $\Pi_1(U)$. The restriction $\Pi_1(X, D)|_{U \cap V}^c$, however, coincides with $\Pi_1(U \cap V)$ only when each of the generating loops in the fundamental groups of the annuli comprising $U \cap V$ maps nontrivially into $U$; this condition is satisfied by all divisors on all connected curves, except for the case $X = \mathbb{P}^1$ with $D$ supported at a single point (meaning $U$ is contractible).

Let $V_p \subset V$ be the neighbourhood of a point $p \in D$ of multiplicity $v(p)$, and let $\phi_p : V_p \rightarrow \mathbb{D}$ be a coordinate chart. With the same exception as above, $\phi_p$ induces an isomorphism from $\Pi_1(X, D)|_{V_p}^c$ to the restriction to the unit disc $\mathbb{D}$ of the Stokes groupoid described in Theorem 3.21. That is,

$$
\phi_p : \Pi_1(X, D)|_{V_p}^c \xrightarrow{\cong} \text{Sto}_{v(p)}|_{\mathbb{D}}.
$$

Restricting the maps $\{\phi_p\}$ to $U \cap V$, we obtain an isomorphism over a union of punctured discs:

$$
\varphi : \Pi_1(U \cap V) \xrightarrow{\cong} \coprod_{p \in \mathbb{D}} \text{Sto}_{v(p)}|_{\mathbb{D}}.
$$

(33)

**Theorem 4.1.** Let $X$ be a connected curve equipped with an effective divisor $D = \sum_{p \in X} v(p)p$, and assume $U = X \setminus D$ is not contractible. The twisted fundamental groupoid of $(X, D)$ is then

$$
\Pi_1(X, D) \cong \Pi_1(U) \cup_{\varphi} \coprod_{p \in \mathbb{D}} \text{Sto}_{v(p)}|_{\mathbb{D}},
$$

where $\varphi$ is the identification of the open subgroupoids given by Equation 33.

Since coproducts of Hausdorff groupoids over orbit covers are always Hausdorff [11, Proposition 3.7], we conclude that the groupoids $\Pi_1(X, D)$ are Hausdorff whenever $U$ is not contractible. But we proved in Theorem 3.22 that $\Pi_1(\mathbb{P}^1, k \cdot p)$ is Hausdorff for $k \geq 2$. So, the only remaining case to investigate is the degree one divisor $D = p$ on the projective line.
The groupoid \( \Pi_1(\mathbb{P}^1, p) \) may be described as a fibred coproduct in the following way. By choosing a chart \( \phi_p : V \rightarrow \mathbb{D} \) centred on \( p \), we obtain an embedding \( j : \Pi_1(U \cap V) \rightarrow St_{0,1} \). On the other hand, we have a natural map \( i : \Pi_1(U \cap V) \rightarrow \Pi_1(U) \cong U \times U \). Then

\[
\Pi_1(\mathbb{P}^1, p) \cong (U \times U)_i \cup_j St_{0,1} \mathbb{D}.
\]

This coproduct fails to be Hausdorff since \( i \) is not an embedding. More concretely, while the various classes of loops surrounding the origin in \( St_{0,1} \) limit to distinct points in the isotropy group over 0, they are all forced to be equivalent in \( U \).

### 4.2 Embedding in the uniformizing projective bundle

In this section we give a global description of the groupoid \( \Pi_1(X, D) \) as an open subset of a projective line bundle over \( X \) that is equipped with a meromorphic projective connection in the sense of Section 2.6. This projective connection derives from a uniformization of the complement \( U = X \setminus D \), as follows. We focus on the most prevalent case, where \( U \) has universal cover the upper half plane \( \mathbb{H} \); the few remaining cases can be dealt with similarly.

Let \( \pi : \mathbb{H} \rightarrow U \) be a uniformization, and let \( \tau \) be the standard coordinate on \( \mathbb{H} \). The upper half plane is endowed with a canonical projective structure, and hence a projective connection on the square root \( \omega_{\mathbb{H}}^{1/2} \) of the anti-canonical sheaf, given by

\[
\hat{D}(fd\tau^{-1/2}) = \frac{d^2f}{dz^2}d\tau^{3/2}.
\]

This operator is invariant under the action of \( \text{PGL}(2, \mathbb{R}) \), including the Fuchsian subgroup of deck transformations for the covering \( \pi \), and hence it descends to a projective connection \( D \) on \( \omega_U^{-1/2} \). We now review and extend an observation of Kra [14, Section 1.5]:

**Lemma 4.2.** The uniformizing projective connection on \( U = X \setminus D \) extends uniquely to a meromorphic projective connection on \( X \) with poles bounded by the reduced divisor \( D_{\text{red}} \subset D \), i.e., a projective connection for \( \mathcal{T}_X(-D_{\text{red}}) \).

**Proof.** For each \( p \in D \), we may choose a coordinate \( z \) centered at \( p \) so that over the punctured disc \( D^* = \{ z : 0 < |z| < 1 \} \), the covering \( \pi : \mathbb{H} \rightarrow U \) is equivalent to the quotient by a parabolic element, and so to the map \( \tau \mapsto z = \exp(2\pi i \tau) \).

The initial projective connection has coefficient \( q_\tau = 0 \) in the sense of (28), and by (29) we compute that \( q_z = \frac{1}{4}z^{-2} \), so the pushforward connection is

\[
D(fdz^{-1/2}) = (f'' + \frac{1}{4}z^{-2} f)dz^{3/2},
\]

which is the form of a projective \( \mathcal{A} \)-connection for \( \mathcal{A} = \mathcal{T}_D(-0) \) and hence for the reduced divisor, as required. \( \square \)

The projective connection for \( \mathcal{T}_X(-D_{\text{red}}) \) described above naturally induces a projective connection for \( \mathcal{T}_X(-D) \), by transporting the associated first order connection via the morphism of jet bundles \( \varphi \):

\[
\begin{array}{ccccccccc}
0 & \rightarrow & \mathcal{T}_X(-D) & \otimes & \omega_X^{-1/2} & \rightarrow & \mathcal{J}^1_{\mathcal{T}_X(-D)} & \omega_X^{-1/2} & \rightarrow & \omega_X^{-1/2} & \rightarrow & 0 \\
& & \downarrow {\varphi} & & & & \downarrow & & & & & & \\
0 & \rightarrow & \mathcal{T}_X(-D_{\text{red}}) & \otimes & \omega_X^{-1/2} & \rightarrow & \mathcal{J}^1_{\mathcal{T}_X(-D_{\text{red}})} & \omega_X^{-1/2} & \rightarrow & \omega_X^{-1/2} & \rightarrow & 0
\end{array}
\]
The passage from the \( T_X(-D_{red}) \) jet bundle to the \( T_X(-D) \) jet bundle is a composition of elementary modifications at the points of the divisor \( D \). To see how this modification affects the projective connection, we make the following local computation.

If \( D(f) = (\delta^2 f + p_1 \delta f + p_0 f) \alpha^2 \) is a second order connection for \( T_{\text{A}}:(-n \cdot 0) \), written in terms of the dual bases \( \delta = z^n \partial_z \) and \( \alpha = z^n dz \), then by conjugating its associated first order connection (26) by the morphism \( \varphi \) from \( T_{\text{A}}:(-n \cdot 0) \) to \( T_{\text{A}}:((-n - 1) \cdot 0) \)-jets, we obtain

\[
\varphi \nabla \varphi^{-1} = d + \begin{pmatrix} 0 & -1 \\ z^2 p_0 & z p_1 - z^n \end{pmatrix} z^{-n-1} dz,
\]

which corresponds to the second order \( T_{\text{A}}:(-(n + 1) \cdot 0) \)-connection

\[
D^\varphi(f) = (\delta^2 f + (zp_1 - z^n)\delta f + (z^2 p_0)\alpha^2),
\]

where now \( \delta = z^{n+1} \partial_z \) and \( \alpha = z^{-n-1} dz \).

**Definition 4.3.** The uniformizing projective bundle \( P(X,D) \) is defined by

\[
P(X,D) = \mathbb{P}(J_{T_X(-D)}^{-1/2}),
\]

equipped with the Ehresmann \( T_X(-D) \)-connection induced by the projective connection of **Lemma 4.2** with the elementary modifications described above.

Since \( P(X,D) \) is equipped with a \( T_X(-D) \)-connection, there is a natural action of the source-simply connected integration \( \Pi_1(X,D) \) on \( P(X,D) \), i.e., a homomorphism of groupoids

\[
\Psi : \Pi_1(X,D) \to \text{PGL}(P(X,D)).
\]

The bundle \( P(X,D) \) has a canonical section \( \sigma : X \to P(X,D) \), given by the jet sequence. Acting on this section, we obtain the following map.

\[
\iota : \Pi_1(X,D) \to P(X,D) \quad g \mapsto \Psi(g) \cdot \sigma(s(g))
\]

In the remainder of this section, we show that the map \( \iota \) is an open embedding.

**Theorem 4.4.** The source-simply connected groupoid \( \Pi_1(X,D) \) integrating \( T_X(-D) \) is naturally identified with the open subset of the universal cover of the jet bundle \( P(X,D) \) formed by the union of all leaves of the horizontal foliation that intersect the image of the section \( \sigma : X \to P(X,D) \).

In this embedding, the source and target fibres coincide with the horizontal and vertical foliations, respectively, and the identity bisection coincides with \( \sigma \).

**Proof.** We first show that the source fibres of \( \Pi_1(X,D) \) are mapped by \( \iota \) isomorphically onto leaves of the horizontal foliation of \( P(X,D) \).

The action of the source fibre through \( p \in X \) is given by applying the parallel transport of the \( \text{PGL}(2, \mathbb{C}) \)-connection to the point \( \sigma(p) \in P(X,D) \). Hence, the source fibres must map to horizontal leaves. Suppose that \( p \in U = X \setminus D \). Since \( \Pi_1(X,D)|_U = \Pi_1(U) \) is the fundamental groupoid of \( U \), the source fibre through \( p \) is a universal covering of \( U \). Moreover, \( P(X,D)|_U \) is identified with the uniformizing projective structure for this covering. It follows that the action by this source fibre consists of lifting homotopy classes of paths in \( U \) to a universal cover of \( U \) and is therefore an isomorphism.
It remains to check the source fibres over \( D \). Let \( z \) be a coordinate centered at a point \( p \in D \) of multiplicity \( k \). Applying the modification (36) to the connection (35) for the reduced divisor, we see that the connection on the jet bundle near \( p \) has the form

\[
\nabla = d + \begin{pmatrix} 0 & -1 \\ \frac{1}{2}z^{3(k-1)} & -kz^{k-1} \end{pmatrix} z^{-k}dz,
\]

in the basis \((dz^{-1/2}, z^{-k}dz \otimes dz^{-1/2})\). By Lemma 3.12, the isotropy group of \( \Pi_1(X, D) \) over \( p \) may be identified with additive group of complex numbers, which acts on the fibre \( P(X, D)|_p \) by the exponential of the leading order coefficient in (38) at \( z = 0 \), namely

\[
A = \begin{pmatrix} 0 & -1 \\ 0 & 0 \end{pmatrix} \text{ for } k > 1, \quad A = \begin{pmatrix} 0 & -1 \\ \frac{1}{4} & -1 \end{pmatrix} \text{ for } k = 1.
\]

In both cases, the trace-free part of \( A \) has rank 1 and satisfies

\[
A \cdot \begin{pmatrix} 0 \\ 1 \end{pmatrix} \neq 0,
\]

implying the isotropy action is by parabolic translations of the projective fibre and that \( \sigma(p) \) is not a fixed point. Hence the isotropy group acts freely on the orbit through \( \sigma(p) \), as required.

Therefore, \( \iota \) maps each source fibre injectively into a horizontal leaf of \( P(X, D) \). To see that \( \iota \) is injective, it therefore suffices to show that distinct source fibres map to distinct horizontal leaves. But this fact is an immediate consequence of the fact that the sheaf of flat sections of \( \omega_X^{-1/2} \) over \( U \) has a basis \( \eta_1, \eta_2 \) given by multisections whose ratio \( \eta_2/\eta_1 = \tau \) is an inverse to the universal covering map \( \mathbb{H} \to U \).

We conclude that \( \iota \) is an injective holomorphic map between complex manifolds of equal dimension, and so it is an open embedding. The statements concerning the groupoid structure follow directly from the formula (37) defining \( \iota \).

Remark 4.5. The elementary modifications used to obtain the connection on the \( T_X(-D) \) jet bundle may be described purely as operations on projective bundles: \( P(X, D) \) is obtained from \( P(X, D_{\text{red}}) \) by a series of blowups and blowdowns as follows. If \( p \in C \), then we obtain \( P(X, C + p) \) by first blowing up \( P(X, C) \) at \( \sigma(p) \), then blowing down the proper transform of the fibre \( P(X, C)|_p \). Note that this operation on projective bundles, when restricted to the image of the open embedding \( \iota \), coincides with the blowup operation on groupoids introduced in Section 3.3.

Remark 4.6. An alternative description of the image of \( \iota \) in \( P(X, D) \) is as follows. Over each point \( p \in D \), the image intersects the projective fibre in the complement of a single point—the unique fixed point for the action of the isotropy group. Over \( U = X \setminus D \), the projective bundle \( P(X, D) \) inherits a fibrewise Hermitian metric from the uniformization \( \pi : \mathbb{H} \to U \); the image of \( \iota \) may then be described as the set of points within a fixed distance of the section \( \sigma \).

4.3 The hypergeometric groupoid

The hypergeometric family of equations, parametrized by \( a, b, c \in \mathbb{C} \), is given by the second order ODE

\[
z(1-z)f'' + (c-(a+b+1)z)f' - abf = 0.
\]
We may write this equation as $Df = 0$, where $D$ is a second order $\mathcal{A}$-connection on $\mathcal{O}_{\mathbb{P}^1}$ and the algebroid $\mathcal{A} = T_{\mathbb{P}^1}(-D)$ is associated to the divisor $D = 0 + 1 + \infty$ over which the equation has regular singular points. In a basis $\delta = z(1-z)\partial_z$ for $\mathcal{A}$ over $\mathbb{A}^1 = \mathbb{P}^1 \setminus \{\infty\}$ (and the dual basis $\alpha$ for $\mathcal{A}^\vee$), we have

$$Df = (\delta^2 f + p_1 \delta f + p_0 f)\alpha^2,$$

where $p_1 = c - 1 - (a + b - 1)z$ and $p_0 = -ab(1-z)$. The corresponding $\mathcal{A}$-representation (26) is then an $\mathcal{A}$-connection on $\mathcal{J}_A^1\mathcal{O}_{\mathbb{P}^1} \cong \mathcal{O}_{\mathbb{P}^1} \oplus \mathcal{O}_{\mathbb{P}^1}(1)$.

We now give a global description of the hypergeometric groupoid $\Pi_1(\mathbb{P}^1, D)$ which serves, in particular, as the universal domain of definition for the fundamental solutions to all equations in the hypergeometric family described above. As shown in Section 4.2, it is an open subset of the projective bundle $\mathbb{P}(\mathcal{J}_A^1\omega_{\mathbb{P}^1}^{-1/2}) \cong \mathbb{P}(\mathcal{O}(1) \oplus \mathcal{O}(2))$, with target map given by the bundle projection and identity bisection given by the inclusion map in the jet sequence. The source map is described as follows.

Let $U = \mathbb{P}^1 \setminus D$, and recall that the universal covering map $\mathbb{H} \to U$ is given by the elliptic modular function $\lambda(\tau)$. Using (28) and (29), the induced projective connection on $U$ is given by

$$D(f dz^{-1/2}) = \left(\frac{d^2 f}{dz^2} + \frac{z^2 - z + 1}{4z^2(1-z)^2} f\right) dz^{3/2}.$$

This operator has an identical form in the coordinate at infinity, and so extends to a projective $\mathcal{A}$-connection. In fact, it coincides with a particular hypergeometric operator (41) with $a = b = \frac{1}{2}$ and $c = 1$, twisted by the rank one $\mathcal{A}$-representation $\omega_{\mathbb{P}^1}^{-1/2} \cong \mathcal{O}_{\mathbb{P}^1}(1)$ with flat multisection $\sqrt{z(1-z)}dz^{-1/2}$. The standard solution $d\tau^{-1/2}$ on $\mathbb{H}$ pushes down to the multisection

$$\eta_1 = (\pi i)^{1/2} F(\frac{1}{2}, \frac{1}{2}, 1; z) \sqrt{z(1-z)}dz^{1/2},$$

and so the other solution $\tau d\tau^{-1/2} = (d(-\tau^{-1}))^{-1/2}$ pushes down to

$$\eta_2 = i(\pi i)^{1/2} F(\frac{1}{2}, \frac{1}{2}, 1; 1-z) \sqrt{z(1-z)}dz^{1/2},$$

where we have used the property $\lambda(-\tau^{-1}) = 1 - \lambda(\tau)$. The multivalued function $F(\frac{1}{2}, \frac{1}{2}, 1; z)$ is the usual hypergeometric function solving (40) with $a = b = \frac{1}{2}$ and $c = 1$.

Let $j = xu + yau$ be an element of the jet bundle over the point $p \in U$, written in the standard basis where $u = dz^{-1/2}$ and $\alpha = (z(1-z))^{-1}dz$. We may extend it uniquely to a multisection $\xi = a\eta_1 + b\eta_2$ of $\omega_{\mathbb{P}^1}^{-1/2}$ in the kernel of $D$, where the constants $a, b$ are given by the quotients of Wronskians

$$a = \frac{j \wedge j^1_p \eta_1}{j^1_p \eta_1 \wedge j^1_p \eta_2}, \quad b = \frac{j^1_p \eta_1 \wedge j}{j^1_p \eta_1 \wedge j^1_p \eta_2}.$$

The value of the source map $s([j]) = q$ is then given by the unique point where $a\eta_1(q) + b\eta_2(q) = 0$. Using the fact that $\lambda(\eta_2(z)/\eta_1(z)) = z$, we obtain

$$s([j]) = \lambda(-\frac{q}{z}).$$

Computing Wronskians with $\eta_i = f_i dz^{-1/2}$ and $\delta = z(1-z)\partial_z$, we obtain the groupoid source map in homogeneous coordinates $[x : y]$ for $[j]$:

$$s([x : y]) = \lambda \left(\frac{yf_2 - x\delta f_2}{yf_1 - x\delta f_1}\right).$$

The apparent multivaluedness of the above expression is resolved by the constraint $s(id(p)) = p$ on the identity bisection.
5 Extension of solutions over singularities

Let \( X \) be a curve with effective divisor \( D \), and let \((E, \nabla)\) be a vector bundle of rank \( r \) with a meromorphic connection whose poles are bounded by \( D \). Traditionally, a fundamental solution to this system is the choice of a flat basis, i.e., a flat isomorphism \( \psi : \mathcal{O}_X^r \to E \).

Of course, such an isomorphism would trivialize \((E, \nabla)\), and so \( \psi \) is typically singular along \( D \), as well as multivalued away from \( D \).

By viewing \((E, \nabla)\) as a representation of \( T_X^{(-D)} \), we know from Theorem 3.8 that it integrates to a unique groupoid representation, hence a holomorphic bundle isomorphism \( \Psi : s^*E \sim \to t^*E \) over the source-simply connected groupoid \( \Pi_1(X, D) \) constructed in Section 4.

The isomorphism \( \Psi(g) \), for \( g \in \Pi_1(X, D) \) is, generically, the parallel transport from \( s(g) \) to \( t(g) \), implying the following result.

**Proposition 5.1.** For any fundamental solution \( \psi \) as above, the expression
\[
\delta \psi = t^*\psi \circ (s^*\psi)^{-1}
\]
(42)
extends holomorphically to \( \Pi_1(X, D) \) and coincides with the representation \( \Psi \). The apparent multivaluedness of (42) is resolved by requiring \( \delta \psi = 1 \) over the identity bisection.

Note that \( \Psi \) is independent of the choice of fundamental solution \( \psi \). To reconstruct \( \psi \) from \( \Psi \), we must choose a basis \( \psi(x_0) \in E \big|_{s^{-1}(x_0)} \) over a point \( x_0 \in U = X \setminus D \), in which case \( \psi \) is determined by the condition
\[
t^*_{s^{-1}(x_0)} \psi = \Psi(s^*\psi(x_0)),
\]
which holds along \( s^{-1}(x_0) \), the universal cover of \( U \).

**Example 5.2.** (Rank one representations on \( \mathbb{A}^1 \))

Fix \( p \in \mathbb{A}^1 \) and \( k \geq 1 \) in \( \mathbb{Z} \), as well as the rank one representation for \( T_{\mathbb{A}^1}(-k \cdot p) \) on \( \mathcal{O}_{\mathbb{A}^1} \) given, for fixed \( a \in \mathbb{C} \), by
\[
\nabla = d + az^{-k}dz
\]
(43)
in a coordinate centred at \( p \). The equation \( \nabla \psi = 0 \) has (singular, multivalued) solutions generated by \( \psi_k \), where
\[
\psi_1 = z^{-a},
\psi_k = \exp\left(\frac{a}{k-1}z^{(k-1)}\right), \quad k > 1.
\]
(44)
The groupoid representation \( \Psi_k \) of \( \text{Sto}_k \) integrating the connection (43), written in the coordinates from Theorem 3.21, is given by
\[
\Psi_1 = t^*\psi_1(s^*\psi_1)^{-1} = e^{-au},
\Psi_k = t^*\psi_k(s^*\psi_k)^{-1} = e^{-aS_k},
\]
(45)
where \( S_k \), \( k > 1 \), is the analytic additive function \( \text{Sto}_k \to \mathbb{C} \) given by
\[
S_k(z, u) = \frac{1 - e^{-u(k-1)z^{k-1}}}{(k - 1)z^{k-1}}.
\]
These representations descend to \( \text{Pair}(\mathbb{A}^1, k \cdot p) \) via the homomorphism (31) precisely when they have trivial monodromy. This situation occurs for \( k = 1 \) when \( a \) is integral, and for \( k > 1 \) without condition on \( a \). The resulting representations \( \Psi'_k \) of \( \text{Pair}(\mathbb{A}^1, k \cdot p) \) are:

\[
\Psi'_1 = (1 + u)^{-a}, \quad \Psi'_k = e^{-aS'_k},
\]

where \( S'_k, \ k > 1, \) is given by the smooth additive function

\[
S'_k(z, u) = 1 - (1 + uz^{k-1})^{-1} \frac{(k-1)^{k-1}}{(k-1)z^{k-1}}.
\]

(47)

These examples demonstrate the fact that, unlike traditional fundamental solutions (44), the representations (45), (46) are smooth, single-valued, and everywhere invertible when written on the appropriate groupoid.

\[\square\]

## 5.1 Summation of divergent series

In attempting to solve an ordinary differential equation using a power series expansion, one encounters the phenomenon that if the origin is an irregular singular point, the resulting series will generally have zero radius of convergence. A simple example is the inhomogeneous equation \( z^2 f' = f - z \), whose solution in formal power series centred at the singular point \( z = 0 \) is

\[
\hat{f}(z) = \sum_{n=0}^{\infty} n! z^{n+1}.
\]

(48)

Such divergent power series are called formal solutions, and indeed they are solutions of the system when restricted to the formal neighbourhood of the singular point. The formal method for analyzing ODEs in general, extensively developed by Sibuya [18] (see also Wasow [20] and Balser [1]), has led to an extensive library of analytic methods, including the summation procedures of Borel, Écalle, and Ramis, by which the formal solution is used to obtain actual solutions, which in certain sectors around the singular point have asymptotic expansions given by the formal series.

We now present an alternative way to understand why and how formal series may be used to construct actual solutions, making essential use of the groupoids introduced in Section 3. Suppose that \( (\mathcal{E}_1, \nabla_1) \) and \( (\mathcal{E}_2, \nabla_2) \) are two representations of the Lie algebroid \( \mathcal{A} = \mathcal{T}_X(-D) \), and that we have a formal isomorphism

\[
(\mathcal{E}_1, \nabla_1) \xrightarrow{\phi} (\mathcal{E}_2, \nabla_2),
\]

meaning an isomorphism of the restrictions of the representations to the formal neighbourhood\(^2\) \( \hat{X} \) of \( D \) in \( X \). Recall that “functions” on \( \hat{X} \) are represented by formal power series in coordinates centred at the points of \( D \), and that the restriction of sections of vector bundles to \( \hat{X} \) simply means expanding them in Taylor series. By Theorem 3.8, each representation \( (\mathcal{E}_i, \nabla_i) \) integrates to a representation \( \Psi_i \) of the groupoid \( G = \Pi_1(X, D) \), which may then be restricted to the formal neighbourhood \( \hat{G} \) of the full subgroupoid \( G|_D \) of \( G \) over \( D \) (which coincides with \( G|_D \)). Call the resulting formal representations \( \hat{\Psi}_1, \hat{\Psi}_2 \).

By the same reasoning as in the proof of Theorem 3.8, the fact that \( \hat{\phi} \) is a formal isomorphism of algebroid representations implies that we have the following commutative

---

\(^2\)Also known as the formal completion of \( D \) in \( X \).
The key aspect of this diagram is that while \( \hat{\phi} \) is purely formal, it intertwines formal representations \( \hat{\Psi}_1, \hat{\Psi}_2 \) that do extend holomorphically to \( G \). As a result, the knowledge of \( \hat{\phi} \) and \( \hat{\Psi}_1 \) is enough to reconstruct a convergent power series for \( \hat{\Psi}_2 \) and vice-versa.

We record this observation as follows.

**Theorem 5.3.** Let \( \hat{\phi} \) be a formal isomorphism between \( A \)-representations \((E_1, \nabla_1), (E_2, \nabla_2)\) along \( \hat{X} \), so that

\[
\hat{\phi} \circ \hat{\nabla}_1 = \hat{\nabla}_2 \circ \hat{\phi}.
\]

If \( \hat{\Psi}_1 \) is the integration of \( \nabla_1 \) to a groupoid representation, then the formal isomorphism along \( \hat{G} \) given by

\[
\Sigma(\hat{\Psi}_1, \hat{\phi}) = (t^* \hat{\phi}) \cdot \hat{\Psi}_1 \cdot (s^* \hat{\phi})^{-1}
\]

coincides with the restriction to \( \hat{G} \) of the \( G \)-representation \( \hat{\Psi}_2 \) integrating \((E_2, \nabla_2)\). In particular, \( \Sigma(\hat{\Psi}_1, \hat{\phi}) \), when represented in coordinates centred at a point in \( \hat{G} \), is a power series in two variables with a nontrivial domain of convergence.

**Remark 5.4.** From (49), it is clear that the convergent series \( \Sigma(\hat{\Psi}_1, \hat{\phi}) \) is determined by \( \hat{\Psi}_1 \) and \( \hat{\phi} \) in such a way that its terms of degree \( k \) depend only on the finitely many terms of \( \hat{\Psi}_1 \) and \( \hat{\phi} \) of degree at most \( k \).

**Example 5.5.** The inhomogeneous differential equation \( z^2 f' = f - z \) with formal solution (48) may be recast as the problem of finding an isomorphism

\[
\phi = \begin{pmatrix} 1 & f \\ \hline 1 \end{pmatrix}
\]

between the rank two connections \( \nabla_1, \nabla_2 \) given by

\[
\nabla_1 = d + \begin{pmatrix} -1 & 0 \\ \hline 0 & z^{-2}dz \end{pmatrix}, \quad \nabla_2 = d + \begin{pmatrix} -1 & z \\ \hline 0 & z^{-2}dz \end{pmatrix}.
\]

Indeed, the equation \( \phi \circ \nabla_1 = \nabla_2 \circ \phi \) holds if and only if \( z^2 f' = f - z \). With the formal solution (48) in hand, according to Theorem 5.3 we need only solve the diagonal system \( \nabla_1 \) in order to obtain convergent series solutions to \( \nabla_2 \).

Both \( \nabla_1, \nabla_2 \) are representations of \( T_{h,1}(-2 \cdot 0) \), and so the corresponding groupoid representations \( \Psi_1, \Psi_2 \) are defined on \( Sto_2 \). Although \( \nabla_2 \) has nontrivial monodromy, for convenience we will use the groupoid \( Pair(\mathbb{A}, 2 \cdot p) \), over which \( \Psi_2 \) is multivalued. Also, instead of the coordinates \((z, u)\) used in Theorem 3.19, we use \((z, \mu)\), where \( \mu \) is the additive function given in (47) for \( k = 2 \). Thus, \( \mu = u(1 + zu)^{-1} \), which is well-defined since \( 1 + zu \neq 0 \). In these coordinates, we have source and target maps

\[
s(z, \mu) = z, \quad t(z, \mu) = z(1 - z\mu)^{-1},
\]

and the representation \( \Psi_1 \) integrating the diagonal connection is given by

\[
\Psi_1 = \begin{pmatrix} e^\mu \\ \hline 1 \end{pmatrix}.
\]
Conjugating by the formal solution as in (49), we obtain the power series

$$\hat{\Psi}_2 = \left( \frac{1}{1} t^* \hat{f} \right) \left( e^{\mu} \frac{1}{1} - s^* \hat{f} \right) = \left( e^{\mu} - t^* s^* \hat{f} \hat{f} \right).$$ (53)

Using the divergent series $\hat{f} = \sum_{n=0}^{\infty} n! z^{n+1}$ and computing in power series about $(z,\mu) = (0,0)$, we obtain

$$t^* \hat{f} - e^{\mu} s^* \hat{f} = -\sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \frac{z^{i+1} \mu^{i+j+1}}{(i+1)(i+2) \cdots (i+j+1)},$$ (54)

which is a convergent power series in two variables for the representation $\Psi_2$.

In this example, we may solve the system using special functions; in this way we obtain the fact that (54) is a Taylor expansion of

$$\rho(z,u) = e^{\frac{z^{n+1}}{z}} \left( Ei(1-z^\mu) - Ei(1) \right)$$ (55)

about the removable singularity at $(0,0)$. The multivaluedness of $\rho$ is resolved near $(0,0)$ by the requirement $\rho(z,0) = 0$.

**Example 5.6 (The Airy equation, part IV).** Recall from Example 2.25 that the Airy system on $\mathbb{P}^1$ has a single pole of degree three at infinity. For clarity of exposition, we perform a modification by $h = \text{diag}(1,-z^{-1})$, so that near the pole we have the system

$$h \nabla \text{Airy} h^{-1} = d + \begin{pmatrix} 0 & z \\ 1 & 0 \end{pmatrix} z^{-3} dz,$$

which we continue to call the Airy system, and which has fundamental solution

$$\begin{pmatrix} \text{Ai}(z^{-1}) & \text{Bi}(z^{-1}) \\ \text{Ai}'(z^{-1}) & \text{Bi}'(z^{-1}) \end{pmatrix}.$$

As observed by Stokes in his 1847 paper [19, Eq. 14] (see also Olver [17, Appendix]), the modification $H = \text{diag}(z^{1/4}, z^{-1/4})$, composed with the formal (divergent) isomorphism

$$\hat{\phi} = \begin{pmatrix} l(-\zeta) & l(\zeta) \\ -m(-\zeta) & m(\zeta) \end{pmatrix}, \quad \zeta = \frac{3}{2} z^{3/2},$$

where $l(\zeta) = \sum_{n=0}^{\infty} l_n \zeta^n$ and $m(\zeta) = \sum_{n=0}^{\infty} m_n \zeta^n$ are defined by

$$l_n = \frac{2^n \Gamma(3n+\frac{1}{2})}{3^{3n} (2n)! \Gamma(\frac{1}{2})}, \quad m_n = -\frac{6n+1}{6n-1} l_n,$$

takes the Airy system to a diagonal system with fundamental solution

$$\psi_0 = \begin{pmatrix} e^{-\frac{3}{2} z^{3/2}} \\ e^{\frac{3}{2} z^{-3/2}} \end{pmatrix}.$$

Consequently, the Airy representation on the groupoid $\text{Pair}(\mathbb{A}^1, 3 \cdot 0)$ centred at the pole is formally given by

$$\hat{\Psi}_{\text{Airy}} = t^* (H \hat{\phi}) \cdot (t^* \psi_0 s^* \psi_0^{-1}) \cdot s^* (H \hat{\phi})^{-1}.$$
In the coordinates \((z,u)\) from Theorem 3.19 in which \(s = z\) and \(t = z(1 + z^2u)\) are the groupoid source and target maps, the Airy representation (cf. (30))

\[
\Psi_{\text{Airy}} = \pi \left( \frac{\text{Ai}'(\frac{1}{7} t) \text{Bi}(\frac{1}{7} t)}{\text{Ai}(\frac{1}{7} t) \text{Bi}'(\frac{1}{7} t)} - \frac{\text{Ai}(\frac{1}{7} t) \text{Bi}(\frac{1}{7} t)}{\text{Ai}'(\frac{1}{7} t) \text{Bi}'(\frac{1}{7} t)} \left( \frac{\text{Ai}(\frac{1}{7} t) \text{Bi}(\frac{1}{7} t)}{\text{Ai}'(\frac{1}{7} t) \text{Bi}'(\frac{1}{7} t)} \right) 
\right) \tag{56}
\]
can therefore be expressed by the following power series in \(z\) and \(u\):

\[
\frac{1}{2} \left( \frac{1}{7} t - \frac{1}{7} t^3 \right) \left( \frac{1}{11} t \right) \left( \frac{1}{11} t \right) \right) \left( \frac{m(\frac{1}{7} t)}{m(\frac{1}{7} t)} \right) \left( \frac{m(\frac{1}{7} t)}{m(\frac{1}{7} t)} \right) \left( \frac{m(\frac{1}{7} t)}{m(\frac{1}{7} t)} \right).
\]

Expanding the product above and exhibiting terms of total degree six or less, we obtain

\[
\begin{pmatrix}
1 + \frac{1}{2}u^2z - \frac{2}{7}u^3z^3 + \frac{1}{21}u^4z^7 + \cdots & -uz + u^2z^3 - \frac{1}{6}u^3z^2 + \cdots \\
-u + \frac{3}{2}u^2z^2 - \frac{1}{3}u^3z + \cdots & 1 + \frac{1}{2}u^2z - \frac{4}{9}u^3z^3 + \frac{1}{27}u^4z^7 + \cdots
\end{pmatrix}, \tag{57}
\]

verifying the fact that (56) has a removable singularity at \((z,u) = (0,0)\).

\[
\square
\]

References

[1] W. Balser, Formal power series and linear systems of meromorphic ordinary differential equations, Universitext, Springer-Verlag, New York, 2000.

[2] A. Beilinson and J. Bernstein, A proof of Jantzen conjectures, I. M. Gel’fand Seminar, Adv. Soviet Math., vol. 16, Amer. Math. Soc., Providence, RI, 1993, pp. 1–50.

[3] P. Boalch, Symplectic manifolds and isomonodromic deformations, Adv. Math. 163 (2001), no. 2, 137–205.

[4] A. Borel, P.-P. Grivel, B. Kaup, A. Haefliger, B. Malgrange, and F. Ehlers, Algebraic D-modules, Perspectives in Mathematics, vol. 2, Academic Press Inc., Boston, MA, 1987.

[5] D. Calaque and M. Van den Bergh, Hochschild cohomology and Atiyah classes, Adv. Math. 224 (2010), no. 5, 1839–1889.

[6] M. Crainic and R. L. Fernandes, Integrability of Lie brackets, Ann. of Math. (2) 157 (2003), no. 2, 575–620.

[7] C. Debord, Holonomy groupoids of singular foliations, J. Differential Geom. 58 (2001), no. 3, 467–500.

[8] M. G. Eastwood, Higher order connections, SIGMA 5 (2009), 082, 10 pp.

[9] S. Evens, J.-H. Lu, and A. Weinstein, Transverse measures, the modular class and a cohomology pairing for Lie algebroids, Quart. J. Math. Oxford Ser. (2) 50 (1999), no. 200, 417–436.

[10] R. L. Fernandes, Lie algebroids, holonomy and characteristic classes, Adv. Math. 170 (2002), no. 1, 119–179.

[11] M. Gualtieri and S. Li, Symplectic Groupoids of Log Symplectic Manifolds, International Mathematics Research Notices (2013), arXiv:1206.3674 [math.SG].

[12] R. C. Gunning, Special coordinate coverings of Riemann surfaces, Math. Ann. 170 (1967), 67–86.
[13] D. Korotkin, Solution of matrix Riemann-Hilbert problems with quasi-permutation monodromy matrices, Math. Ann. 329 (2004), no. 2, 335–364.

[14] I. Kra, Accessory parameters for punctured spheres, Trans. Amer. Math. Soc. 313 (1989), no. 2, 589–617.

[15] K. C. H. Mackenzie, Lie algebroids and Lie pseudoalgebras, Bull. London Math. Soc. 27 (1995), no. 2, 97–147.

[16] I. Moerdijk and J. Mrčun, Introduction to foliations and Lie groupoids, Cambridge Studies in Advanced Mathematics, vol. 91, Cambridge University Press, Cambridge, 2003.

[17] F. W. J. Olver, Asymptotics and special functions, AKP Classics, A K Peters Ltd., Wellesley, MA, 1997.

[18] Y. Sibuya, Sur réduction analytique d’un système d’équations différentielles ordinaires linéaires contenant un paramètre, J. Fac. Sci. Univ. Tokyo. Sect. I 7 (1958), 527–540.

[19] G. G. Stokes, On the numerical calculation of a class of definite integrals and infinite series, Trans. Camb. Phil. Soc 9 (1847), 379–407.

[20] W. Wasow, Asymptotic expansions for ordinary differential equations, Pure and Applied Mathematics, Vol. XIV, Interscience Publishers John Wiley & Sons, Inc., 1965.