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Abstract

We investigate local well-posedness of the initial value problem for Lovelock and Horndeski theories of gravity. A necessary condition for local well-posedness is strong hyperbolicity of the equations of motion. Even weak hyperbolicity can fail for strong fields so we restrict to weak fields. The Einstein equation is known to be strongly hyperbolic in harmonic gauge so we study Lovelock theories in harmonic gauge. We show that the equation of motion is always weakly hyperbolic for weak fields but, in a generic weak-field background, it is not strongly hyperbolic. For Horndeski theories, we prove that, for weak fields, the equation of motion is always weakly hyperbolic in any generalized harmonic gauge. For some Horndeski theories there exists a generalized harmonic gauge for which the equation of motion is strongly hyperbolic in a weak-field background. This includes “k-essence” like theories. However, for more general Horndeski theories, there is no generalized harmonic gauge for which the equation of motion is strongly hyperbolic in a generic weak-field background. Our results show that the standard method used to establish local well-posedness of the Einstein equation does not extend to Lovelock or general Horndeski theories. This raises the possibility that these theories may not admit a well-posed initial value problem even for weak fields.

1 Introduction

Lovelock theories of gravity are the most general diffeomorphism-covariant theories involving a metric tensor with second order equations of motion [1]. In four dimensions, the equation of motion of such a theory reduces to the Einstein equation. But in higher dimensions extra terms are present and these can change significantly the properties of the equation. For example, it is well-known that in these theories, gravity does not travel at the speed of light, instead the speed depends on the curvature of spacetime [2, 3].

Horndeski theories are the most general four-dimensional diffeomorphism-covariant theories involving a metric tensor and a scalar field, with second order equations of motion [4]. Some of these theories can be obtained from Lovelock theories by dimensional reduction.

Although Lovelock and Horndeski theories have been discussed extensively, the issue of their mathematical consistency has not received much attention. A minimal consistency requirement of
a classical theory is that the initial value problem should be locally well-posed. This means that, given suitable initial data, there should exist a unique solution of the equation of motion arising from the data, and this solution should depend continuously on the data. “Local” here means that the solution is only required to exist for some non-zero time, no matter how small.

For analytic initial data, local existence and uniqueness of solutions can be established straightforwardly – this was done for Lovelock theories in Ref. [3]. However, this does not establish continuous dependence of the solution on the data. Furthermore, the restriction to analytic data is unphysical because it implies that the solution is determined everywhere by its behaviour at a single point. One cannot discuss causality if one restricts to such data.

Consider the problem of nonlinear perturbations of some “background” solution of a Lovelock or Horndeski theory. For the nonlinear initial value problem to be well-posed, it is necessary that the initial value problem for linearized perturbations should also be locally well-posed, not just around the background solution but around any solution in a neighbourhood of this background solution.

For the linearized initial value problem to be well-posed, the equation of motion should be hyperbolic, i.e., have the character of a wave equation. Two notions of hyperbolicity can be distinguished [5,6]. Roughly speaking, an equation is weakly hyperbolic if it never admits solutions which grow exponentially in time, with the exponent proportional to the magnitude of a spatial wavevector, i.e., growth which is arbitrarily fast at arbitrarily short distances. An equation is strongly hyperbolic if an appropriate norm of the solution at time $t$ can be bounded by the initial value of the same norm multiplied by a function of time which is independent of the initial data. Such a bound is an example of an energy estimate. Obtaining such an estimate is the standard way of proving local well-posedness. Note that strong hyperbolicity implies weak hyperbolicity.

For a diffeomorphism-covariant theory, the gauge freedom implies that the equation of motion will not be hyperbolic unless one imposes an appropriate gauge condition. For the Einstein equation, the simplest choice is harmonic gauge, which ensures that the equation is strongly hyperbolic, and one can establish local well-posedness [7]. Other approaches to the Einstein equation, such as the ADM formulation [8], give equations which are weakly but not strongly hyperbolic [9]. This implies that they cannot be used to establish local well-posedness. It also means that they are unsuitable for solving the Einstein equation numerically on a computer. For numerical applications, strong hyperbolicity is regarded as essential. The first successful binary black hole simulations [11, 12, 13] employed numerical codes based either on harmonic gauge [11] or the BSSN formalism [14, 15, 16]. The latter is a modification of the ADM formalism that can be shown to be strongly hyperbolic [17].

We will start by discussing weak hyperbolicity of (linearized) Lovelock and Horndeski theories. The results of previous work shows that weak hyperbolicity can fail if the background fields become too large. It was shown in Ref. [18] that weak hyperbolicity fails (in any gauge) for linear perturbations of “small” black hole solutions of Lovelock theories. Here “small” refers to the scale set by the dimensionful coupling constants of such a theory. More generally, one expects that weak hyperbolicity will fail in a large class of backgrounds with large curvature. In Horndeski theories, it has been shown that cosmological solutions can suffer from “ghost and gradient instabilities” when the fields become large [19, 20, 21]. As we will explain below, these “instabilities” are not dynamical instabilities but instead indicate a failure of weak hyperbolicity in such backgrounds. These examples show that, for both Lovelock and Horndeski theories, the equation of motion is not

\footnote{However there exist strongly hyperbolic modifications of these equations which can be used to establish local well-posedness [10].}
always weakly hyperbolic. Hence for general initial data one cannot expect local well-posedness. However, one might hope that if one restricts the initial data so that the equation of motion is weakly hyperbolic then the initial value problem will be locally well-posed. In particular, one might expect that a failure of weak hyperbolicity would occur only for large background fields so that if we restrict to studying backgrounds involving only weak fields then there will be no problem. In this paper we will investigate whether or not this is true.

For weak fields, the equation of motion of a Lovelock or Horndeski theory appears to be a small perturbation of the Einstein equation and therefore one might guess that the equation of motion will be hyperbolic. However, this is not obvious because the perturbation to the equation of motion changes the two-derivative terms. We can illustrate this point with an example. In 2d Minkowski spacetime consider the equations

\[ \partial^2 \phi = k\epsilon \partial_0 \partial_1 \psi \quad \partial^2 \psi = -k\epsilon \partial_0 \partial_1 \phi. \]  

View this system as analogous to the equations governing linear perturbations around a weak field background solution of Lovelock or Horndeski theory. Here \( k \) is to be regarded as analogous to a coupling constant of the theory, with \( k = 0 \) analogous to the Einstein equation. The parameter \( \epsilon \) corresponds to the strength of the background fields, with the Lorentz symmetry breaking on the RHS analogous to the Lorentz symmetry breaking arising from the non-trivial backgrounds fields. For \( k = 0 \) we have a hyperbolic system. However, when \( k \neq 0 \), for any \( \epsilon \neq 0 \) it is easy to check that the above system of equations is elliptic. This example demonstrates that a small perturbation to the highest derivative terms in an equation of motion can completely change the character of the equation.

We will show that the above problem does not occur for Lovelock or Horndeski theories. We will prove that these theories are weakly hyperbolic in any weak field background. More precisely, we will prove that the linearized equation of motion is weakly hyperbolic in harmonic gauge (Lovelock) or a generalized harmonic gauge (Horndeski) whenever the background fields are sufficiently weak.

Our most important results concern strong hyperbolicity of Lovelock and Horndeski theories. As discussed above, strong hyperbolicity is needed in order to establish local well-posedness of the initial value problem, and in numerical applications. However, we will prove that, for Lovelock theories, in harmonic gauge, the linearized equation of motion is not strongly hyperbolic in a generic weakly curved background. The word “generic” is important here: there certainly exist particular backgrounds for which the linearized equation of motion is strongly hyperbolic (e.g. Minkowski spacetime \([22]\)) so the equation of motion for linear perturbations around such backgrounds is locally well-posed. However, such backgrounds are non-generic e.g. they always have symmetries. In order to have any hope of establishing local well-posedness for the nonlinear theory for weak fields, one would need strong hyperbolicity for any weakly curved background. This is not the case, at least not in harmonic gauge. Hence the most straightforward approach to establishing local well-posedness for Lovelock theories does not work\(^3\) In the final section of this paper we will discuss whether any alternative method could work.

For a particular class of Horndeski theories, we will prove that there exists a generalized harmonic gauge for which the linearized equation of motion is strongly hyperbolic for arbitrary weak fields.\(^2\) There is, however, an important difference between the system \([1]\) and a Lovelock or Horndeski theory, which is that \([1]\) is not obtained from an action principle.\(^2\)

\(^3\)Note that the recent discussion of local well-posedness in Ref. \([23]\) simply assumes that the harmonic gauge equation of motion is suitably hyperbolic. Our result shows that this assumption is incorrect."
background fields. This class of theories involves no coupling between derivatives of the scalar field and curvature tensors in the action. This class includes various models of interest e.g. “k-essence” theories or scalar-tensor theories such as Brans-Dicke theory [24]. However, for more general Horndeski theories, we find that the situation is analogous to the Lovelock case: there exists no generalized harmonic gauge for which the linearized theory is strongly hyperbolic in a generic weak field background.

This result can be strengthened considerably as follows. Consider a Horndeski theory for which there exists a generalized harmonic gauge such that the linearized equation of motion is strongly hyperbolic in a generic weak field background. We can now ask: does this extend to the nonlinear theory? In particular, does there exist a generalized harmonic gauge for the nonlinear theory such that the nonlinear equation of motion is strongly hyperbolic in a generic weak-field background? For this to be the case, the generalized harmonic gauge condition for the nonlinear theory must, upon linearization, reduce to the generalized harmonic gauge condition for the linearized theory. However, this implies that the source function appearing in the gauge condition of the linearized theory must satisfy a certain integrability condition. This condition is not satisfied in general. Using this condition we find that the class of Horndeski theories for which there exists a generalized harmonic gauge for which the nonlinear theory is strongly hyperbolic in a generic weak-field background is simply the class of “k-essence” type theories coupled to Einstein gravity. See the end of section 4 for a precise statement.

This paper is organized as follows: in Section 2 we define the notions of weak and strong hyperbolicity and discuss the relevant background material. In Section 3 we discuss Lovelock theories. We present a proof of weak hyperbolicity of harmonic gauge Lovelock theories in weak curvature backgrounds and show that, generically, strong hyperbolicity does not hold. We then present some examples in which weak hyperbolicity is violated dynamically. These are “collapsing universe” solutions which start off with small curvature, but develop large curvature over time. In Section 4 we discuss Horndeski theories. We show that, in a generalized harmonic gauge, Horndeski theories are weakly hyperbolic in weak-field backgrounds. We then show that, while a subclass of Horndeski theories is strongly hyperbolic in a particular generalized harmonic gauge, more general Horndeski theories are not. Section 5 discusses the implications of our results.

We adopt the notation that Latin indices $a, b, c, \ldots$ are abstract indices denoting tensor equations valid in any basis. Greek indices $\mu, \nu, \ldots$ refer to a particular basis e.g. a coordinate basis.

## 2 Hyperbolicity

In this section we will review briefly the notions of weak and strong hyperbolicity. Our discussion is based on Refs. [5] and [6]. We will start with first order systems of linear equations and then discuss second order systems.

### 2.1 First order equation

In $d$ spacetime dimensions with coordinates $(t, x^i)$, consider a first order linear partial differential equation for a $N$-dimensional vector $u$:

$$ Au_t + P^i \partial_i u + Cu = 0 \quad (2) $$
where $A$, $P^i$ and $C$ are real constant $N \times N$ matrices. We assume that $A$ is invertible. Taking a spatial Fourier transform gives

$$\tilde{u}_t - i\mathcal{M}(\xi_i)\tilde{u} = 0$$

(3)

where

$$\mathcal{M}(\xi_i) = A^{-1} \left( -P^i \xi_i + iC \right).$$

(4)

This has solution

$$\tilde{u}(t, \xi_i) = \exp(i\mathcal{M}(\xi_i)t)\tilde{u}(0, \xi_i)$$

(5)

and hence we have the formal solution

$$u(t, x) = \frac{1}{(2\pi)^{d-1}} \int d^{d-1}\xi \exp(-i\xi_i x^i) \exp(i\mathcal{M}(\xi_i)t)\hat{u}(0, \xi_i).$$

(6)

The problem with this expression is that it may not converge as $|\xi| \to \infty$ without imposing unreasonable conditions on the initial data. Here we have defined

$$|\xi| = \sqrt{\xi_i \xi_i}.$$  

(7)

To ensure convergence we need the matrix $\mathcal{M}(\xi)$ to satisfy certain conditions. Convergence is guaranteed if $\mathcal{M}(\xi)$ satisfies, for all $\xi_i$, and all $t > 0$,

$$||\exp(i\mathcal{M}(\xi_i)t)|| \leq f(t)$$

(8)

for some continuous function $f(t)$ independent of $\xi_i$. This condition implies that the integral converges and the resulting solution satisfies

$$||u||(t) \leq f(t)||u||(0)$$

(9)

where $||\ldots||$ denotes the spatial $L^2$ norm. Using this one can prove that the initial value problem is locally well-posed. So we need to determine whether or not the condition (8) is satisfied.

The convergence of (6) is a high frequency question so we let $t = t'/|\xi|$ and take $|\xi| \to \infty$ at fixed $t'$. Equation (8) becomes

$$||\exp(iM(\hat{\xi}_i)t')|| \leq k,$$

(10)

where $k = f(0)$,

$$\hat{\xi}_i = \frac{\xi_i}{|\xi|},$$

(11)

and

$$M(\xi_i) = -A^{-1}P^i \xi_i$$

(12)

is the “principal part” of $\mathcal{M}$. Consider an eigenvector $v$ of $M(\hat{\xi}_i)$ with eigenvalue $\lambda = \lambda_1 + i\lambda_2$. We have

$$\exp(iM(\hat{\xi}_i)t')v = e^{i\lambda_1 t'} e^{-\lambda_2 t'} v.$$  

(13)

This is consistent with (10) only if $\lambda_2 \geq 0$ for all $\hat{\xi}$. Now $M(\hat{\xi}_i)$ is a real matrix hence if $\lambda$ is an eigenvalue then so is $\bar{\lambda}$ so consistency with (10) requires $\pm \lambda_2 \geq 0$ i.e. $\lambda_2 = 0$. We deduce that (10) implies that all eigenvalues of $M(\hat{\xi}_i)$ are real. This motivates the definition of weak hyperbolicity: equation (2) is weakly hyperbolic if, and only if, all eigenvalues of $M(\xi_i)$ are real for any real $\xi_i$ with $\xi_i \xi_i = 1$. 
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A failure of weak hyperbolicity would be a disaster for the initial value problem because the integrand in (6) would grow exponentially with $|\xi|$ at large $|\xi|$ so convergence would require highly fine-tuned initial data.

The matrix $M(\hat{\xi})$ can be brought to Jordan normal form by a similarity transformation

$$M(\hat{\xi}) = S(\hat{\xi})J(\hat{\xi})S(\hat{\xi})^{-1}$$

so

$$\exp(iM(\hat{\xi})t') = S(\hat{\xi})\exp(iJ(\hat{\xi})t')S(\hat{\xi})^{-1}.\tag{15}$$

Assume that $M$ is not diagonalizable, i.e., $J$ contains a $n \times n$ Jordan block, $n \geq 2$, associated to an eigenvalue $\lambda$ of $M(\hat{\xi})$. Then the RHS exhibits polynomial growth with $t'$. For example consider the case of a $2 \times 2$ block $J_2$ with eigenvalue $\lambda$:

$$J_2 = \begin{pmatrix} \lambda & 1 \\ 0 & 1 \end{pmatrix} \implies \exp(iJ_2t') = e^{i\lambda t'} \begin{pmatrix} 1 & it' \\ 0 & 1 \end{pmatrix}.\tag{16}$$

If the equation is weakly hyperbolic then $\lambda$ is real so there is no exponential growth in $t'$. But the presence here of the term linear in $t'$ implies that equation (10) is not satisfied. More generally, an $n \times n$ Jordan block would lead to terms involving $t'^p$ for $p \leq n$. Using $t' = |\xi|t$ this gives terms proportional to $|\xi|^p$ in the integral of (9). The presence of such terms implies that it is not possible to obtain a bound of the form (9). The best one could hope for is that it is possible to modify the RHS to include sufficiently many spatial derivatives of $u$. Whether or not this is possible depends on the form of the zero derivative term $Cu$ in the equation of motion $\Box u$. But even if this is possible, the “loss of derivatives” in (9) would be worrying if we are considering an equation obtained by linearizing some nonlinear equation. This is because the loss of derivatives would be a serious obstruction to establishing local well-posedness for the nonlinear equation.

To avoid this problem, $M(\hat{\xi})$ must be diagonalizable, i.e., there exists a matrix $S(\hat{\xi})$ such that $M = SDS^{-1}$ where $D(\hat{\xi})$ is diagonal. Defining a positive definite Hermitian matrix $K(\hat{\xi}) = (S^{-1})^\dagger S^{-1}$ we then have

$$K(\hat{\xi})M(\hat{\xi})K(\hat{\xi})^{-1} = M(\hat{\xi})^\dagger.\tag{17}$$

This motivates the definition of strong hyperbolicity. With constant coefficients, equation (2) is strongly hyperbolic if, and only if, there exists a positive definite Hermitian matrix $K(\hat{\xi})$ depending smoothly on $\hat{\xi}$ such that (17) holds.

Note that (17) states that $M(\hat{\xi})$ is Hermitian w.r.t. $K(\hat{\xi})$. This implies that $M(\hat{\xi})$ is diagonalizable with real eigenvalues. Using $K$ one can define an inner product between solutions, and the corresponding norm can be shown to satisfy an inequality of the form (9). This is called the energy estimate. Using this one can prove that the initial value problem is locally well-posed independently of the form of the zero derivative term $Cu$ in (2) [3].

So far the discussion has considered a first order linear PDE with constant coefficients. We can now discuss the case of non-constant coefficients. Let the matrices $A$, $P^t$ and $C$ in (2) depend smoothly on time and space, with $A$ still invertible. At some point $(t_0, x_0^t)$ we define the frozen coefficients equation by fixing $A$, $P^t$ and $C$ to their values at $(t_0, x_0^t)$. It is believed that a necessary condition for local well-posedness of the varying coefficients equation near $(t_0, x_0^t)$ is that the frozen coefficients equation

\footnote{There are examples of weakly hyperbolic systems for which $||\exp(iM(\hat{\xi})t)||$ grows as $\exp(c\sqrt{|\xi|}t)$ for some constant $c > 0$ [5], in which case one could not even obtain a bound of this weaker type.}
coefficients equation should be locally well-posed. For this to be the case, the frozen coefficients equation must satisfy the above definitions of weak and strong hyperbolicity. For the varying coefficients equation to be locally well-posed, we need these definitions to be satisfied for all \((t_0, x_0^i)\). This motivates extending the definitions of hyperbolicity to equations with non-constant coefficients in the obvious way: we simply allow \(M(t, x, \xi_i)\) and \(K(t, x, \hat{\xi}_i)\) to depend smoothly on \((t, x)\) as well as on \(\xi\):

**Definition.** Equation (2) is **weakly hyperbolic** if, and only if, all eigenvalues of \(M(t, x, \xi_i)\) are real for any real \(\xi_i\) with \(\xi_i \xi_i = 1\).

Equation (2) is **strongly hyperbolic** if, and only if, there exists a positive definite Hermitian matrix \(K(t, x, \hat{\xi}_i)\) depending smoothly on \(t, x, \hat{\xi}_i\) such that

\[
K(t, x, \hat{\xi}_i)M(t, x, \hat{\xi}_i)K(t, x, \hat{\xi}_i)^{-1} = M(t, x, \hat{\xi}_i)^\dagger
\]

and a constant \(C > 0\) such that \(C^{-1}I \leq K(t, x, \hat{\xi}_i) \leq CI\) for all \(t, x, \hat{\xi}_i\).

The latter technical condition is required to obtain an energy estimate – it ensures that \(K\) does not behave badly for large \(t, x\) e.g. it does not become degenerate or blow up asymptotically.

### 2.2 Second order equations

Our treatment of second order equations is based on [6]. Consider a second order linear equation for an \(N\)-dimensional vector \(u\) in \(d\) coordinates \(x^\mu = (t, x^i)\):

\[
P^{\mu\nu}\partial_\mu \partial_\nu u + Q^\mu \partial_\mu u + Ru = 0
\]

where \(P^{\mu\nu} = P^{\nu\mu}\), \(Q^\mu\) and \(R\) are \(N \times N\) real matrices. For a covector \(\xi\), the **principal symbol** is the matrix

\[
P(\xi) = P_{\mu\nu} \xi^\mu \xi^\nu.
\]

As above, we start by considering the constant coefficients case. Take a spatial Fourier transform to obtain

\[
A\tilde{u}_{tt} + i \left( B(\xi_i) + iQ^0 \right) \tilde{u}_t - \left( C(\xi_i) + iQ^i \xi_i + R \right) \tilde{u} = 0
\]

where

\[
A = P_{00}, \quad B(\xi_i) = 2\xi_i P_{0i}, \quad C(\xi_i) = P_{ij} \xi_i \xi_j
\]

and we assume that \(A\) is invertible, i.e., surfaces of constant \(t\) are non-characteristic. We write this equation in first order form by defining a column vector \(\tilde{w}\) by

\[
\tilde{w}^T = (\sqrt{1 + |\xi|^2} \tilde{u}, -i\tilde{u}_t)
\]

where, as above,

\[
|\xi| = \sqrt{\xi_i \xi_i}
\]

giving the equation

\[
\tilde{w}_t = iM(\xi)\tilde{w}
\]

Footnote: Here we slightly modify the approach of [6] to avoid singularities at \(|\xi| = 0\).
where we define the $2N \times 2N$ matrix

$$M(\xi_i) = \left( \begin{array}{cc} 0 & I \\ -(1 + |\xi|^2)^{-1/2} A^{-1} (C(\xi_i) + iQ^i\xi_i + R) & -A^{-1} (B(\xi_i) + iQ^0) \end{array} \right).$$

(26)

Note that the $L^2$ norm of $\tilde{w}$ is a measure of the energy of the field $u$: it is quadratic in $u$ and its first derivatives. To prove local well-posedness requires that this norm obeys an energy estimate of the form

$$||\tilde{w}||(t) \leq f(t)||\tilde{w}||(0)$$

(27)

for some continuous function $f(t)$ independent of $\xi_i$ and $\tilde{w}$.

The solution of the first order equation is

$$\tilde{w}(t, \xi_i) = \exp(iM(\xi_i)t)\tilde{w}(0, \xi_i)$$

(28)

so for the energy estimate to hold for any initial data we need

$$||\exp(iM(\xi_i)t)|| \leq f(t).$$

(29)

If we define $t = t'/|\xi|$ at take $|\xi| \to \infty$ at fixed $t'$ then this implies

$$||\exp(iM(\xi_i)t')|| \leq k$$

(30)

where $k = f(0)$, $\hat{\xi}_i = \xi_i/|\xi|$, and

$$M(\xi_i) = \left( \begin{array}{cc} 0 & I \\ -A^{-1}C(\xi_i) & -A^{-1}B(\xi_i) \end{array} \right).$$

(31)

We can now repeat the argument we used for a first order system: if $M(\hat{\xi}_i)$ had a complex eigenvalue then we could violate (30). Hence we define weak hyperbolicity as the condition that all eigenvalues of $M(\hat{\xi}_i)$ are real.

Let $\xi_0$ be an eigenvalue of $M(\xi_i)$ with eigenvector $(t, t')^T$. Writing out the eigenvalue equation gives

$$t' = \xi_0 t$$

and

$$\left( A\xi_0^2 + B(\xi_i)\xi_0 + C(\xi_i) \right) t = 0.$$  

(32)

This is a quadratic eigenvalue problem with eigenvector $t$. In terms of the principal symbol it is simply

$$P(\xi)t = 0$$

(33)

where $\xi_\mu = (\xi_0, \xi_i)$. This equation states that the covector $\xi$ is characteristic. Hence (19) is weakly hyperbolic if, for any real $\xi_i \neq 0$, a characteristic covector $(\xi_0, \xi_i)$ has real $\xi_0$.

As for first order systems, if the Jordan normal form of $M$ involves non-trivial blocks then equation (30) cannot hold. So we define strong hyperbolicity just as we did above: equation (19) is strongly hyperbolic if, and only if, there exists a positive definite Hermitian matrix $K(\hat{\xi}_i)$ depending smoothly on $\hat{\xi}_i$ such that $M(\hat{\xi}_i)$ is Hermitian w.r.t. $K$, i.e., satisfies (17). This implies that $M(\xi_i) = |\xi|^2M(\hat{\xi}_i)$ is diagonalizable with real eigenvalues.

Finally we consider the equation (19) with coefficients $P^{\mu\nu}$, $Q^\mu$ and $R$ now depending on $(t, x^i)$. We define $M(t, x, \xi_i)$ using (31). As for first order systems, it is believed that local well-posedness implies local well-posedness for the equation with frozen coefficients. Hence we define weak and strong hyperbolicity just as for first order systems.
Definition. Equation (19) is weakly hyperbolic if, and only if, all eigenvalues of \( M(t, x, \xi_i) \) are real for any real \( \xi_i \) with \( \xi_i \xi_i = 1 \). Equivalently, if \( (\xi_0, \xi_i) \) is characteristic and \( \xi_i \neq 0 \) is real then \( \xi_0 \) is real.

Equation (19) is strongly hyperbolic if, and only if, there exists a positive definite Hermitian matrix \( K(t, x, \hat{\xi}_i) \) depending smoothly on \( t, x, \hat{\xi}_i \) such that

\[
K(t, x, \hat{\xi}_i)M(t, x, \hat{\xi}_i)K(t, x, \hat{\xi}_i)^{-1} = M(t, x, \hat{\xi}_i)^\dagger
\]

and a constant \( C > 0 \) such that \( C^{-1}I \leq K(t, x, \hat{\xi}_i) \leq CI \) for all \( t, x, \hat{\xi}_i \).

In this paper we will mainly be interested in showing that certain equations are not strongly hyperbolic. We will do this by demonstrating that \( M(t, x, \hat{\xi}_i) \) is not diagonalizable. Note that \( M \) is determined by \( P_{\mu\nu} \), i.e., by the principal symbol. So hyperbolicity depends only on the nature of the second derivative terms in the equation. Furthermore, to demonstrate that \( M \) is not diagonalizable it is sufficient to work at a single point in spacetime.

### 3 Lovelock theories

#### 3.1 Equation of motion in harmonic gauge

In \( d > 4 \) spacetime dimensions, the equation of motion of a Lovelock theory of gravity is

\[
A_{ab} = 8\pi T_{ab},
\]

where \( T_{ab} \) is the energy momentum tensor of matter and

\[
A^a_b = G^a_b + \Lambda \delta^a_b + \sum_{p \geq 2} k_p \delta_{bd_1 \ldots d_2} R_{c_1 c_2} d_1 d_2 \ldots R_{c_{2p-1} c_{2p}} d_{2p-1} d_{2p}.
\]

We have assumed that the coefficient of the Einstein term is non-zero and normalized it in the standard way. \( k_p \) are constants and the antisymmetry ensures that the sum is finite (\( 2p + 1 \leq d \) in \( d \) dimensions). We will be considering the case of vacuum solutions of this theory so we set \( T_{ab} = 0 \) henceforth.

To investigate hyperbolicity we linearize around a background solution \( g_{ab} \), i.e. the metric is \( g_{ab} + h_{ab} \) and we linearize in \( h_{ab} \), writing

\[
A_{ab}[g + h] = A_{ab}[g] + A^{(1)}_{ab}[h] + \ldots
\]

so that the linearized equation of motion is

\[
A^{(1)}_{ab}[h] = 0.
\]

For the Einstein equation (i.e. \( k_p = 0 \)), the resulting equation is strongly hyperbolic only if we impose a suitable gauge condition. For the nonlinear equation, one can choose harmonic coordinates:

\[
0 = g^{\nu\rho} \nabla_\nu \nabla_\rho x^\mu = \frac{1}{\sqrt{-g}} \partial_\nu \left( \sqrt{-g} g^{\mu\nu} \right).
\]
Upon linearization this reduces to the Lorenz gauge condition for the linearized metric perturbation:

\[ H_b \equiv \nabla^a h_{ab} - \frac{1}{2} \nabla_b h_a^a = 0. \]  \hspace{1cm} (40)

Actually, linearizing the harmonic gauge condition around a non-trivial background gives a generalized Lorenz gauge condition with a non-vanishing RHS. But this RHS does not depend on derivatives of \( h_{ab} \) which implies that it does not affect the hyperbolicity analysis. Therefore we will just use the standard Lorenz gauge.

Although most properly referred to as Lorenz gauge, henceforth we will refer to (40) as harmonic gauge because it is inconvenient to use different words for the linear and nonlinear gauge conditions. Of course, it is well-known that the gauge condition (40) can always be achieved by a suitable gauge transformation in the linearized theory.

In harmonic gauge, the Einstein equation is strongly hyperbolic. We will investigate whether the same is true for Lovelock theory. We will do this by investigating hyperbolicity of the linearized theory. The harmonic gauge linearized equation of motion is

\[ \tilde{A}^{(1)}_{ab}[h] = 0, \]  \hspace{1cm} (41)

where

\[ \tilde{A}^{(1)}_{ab}[h] \equiv A^{(1)}_{ab}[h] - \nabla (a H_b) + \frac{1}{2} g_{ab} \nabla^c H_c \]  \hspace{1cm} (42)

This is the equation of motion whose hyperbolicity we will study.

A standard argument shows that the harmonic gauge condition is propagated by the harmonic gauge equation of motion [3]. The argument is based on the fact that the tensor \( A_{ab} \) arises from a diffeomorphism covariant action and therefore satisfies a contracted Bianchi identity \( \nabla_b A_{ab} = 0 \).

Linearizing around a background solution gives, for any \( h_{ab} \),

\[ \nabla_b A^{(1)}_{ab}[h] = 0 \]  \hspace{1cm} (43)

so, when (41) is satisfied, the divergence of (42) gives

\[ \nabla^b \nabla_b H_a + R_{ab} H^b = 0. \]  \hspace{1cm} (44)

This is a standard linear wave equation so provided the initial data is chosen such that \( H_a \) and its first time derivative vanish then the solution will have \( H_a \equiv 0 \). (As for the Einstein equation, vanishing of the first time derivative of \( H_a \) is equivalent, via the equation of motion, to the condition that the initial data satisfies the constraint equations [3].) This proves that the gauge condition (40) is propagated by the equation of motion (41). Hence the resulting solution will satisfy the original equation of motion (38).

The harmonic gauge equation of motion (41) takes the form

\[ P^{abcdef} \nabla_c \nabla_d h_{cd} + \ldots = 0 \]  \hspace{1cm} (45)

where the ellipsis denotes terms involving fewer than two derivatives of \( h_{ab} \). The coefficient here defines the principal symbol

\[ P(\xi)^{abcd} \equiv P^{abcdef} \xi_e \xi_f \]  \hspace{1cm} (46)
for an arbitrary covector $\xi_a$. The coefficient is symmetric in $ab$ and in $cd$. It can be split into the terms coming from the (harmonic gauge) Einstein tensor, and those coming from the extra Lovelock terms:

$$P(\xi)^{abcd} = P_{\text{Einstein}}(\xi)^{abcd} + \delta P^{abcd}(\xi)$$

where, for a symmetric tensor $t_{ab}$,

$$P_{\text{Einstein}}(\xi)^{abcd} t_{cd} = -\frac{1}{2} \xi^2 G^{abcd} t_{cd}$$

with $\xi^2 = g^{ab} \xi_a \xi_b$ and

$$G^{abcd} = \frac{1}{2} \left( g^{ae}g^{bd} + g^{ad}g^{bc} - g^{ab}g^{cd} \right).$$

Viewed as a quadratic form on symmetric tensors, $G^{abcd}$ has signature $(d, d(d-1)/2)$, i.e., $d$ negative eigenvalues and $d(d-1)/2$ positive eigenvalues.

The Lovelock contribution to the principal symbol is given by

$$\delta P_a^{\ b\ cd}(\xi) t_{cd} \equiv \delta P_a^{\ b\ cde} \xi_e t_{cd} = -2 \sum_{p \geq 2} p k_p g^{ace_1 g_3 g_4 \ldots g_{2p-1} g_{2p}} t_{cde} \xi_e t_{cd}.$$

Note that

$$\delta P^{abdef} = \delta P^{cdabcdef}$$

and

$$\delta P^{(a)bcdef} = \delta P^{a(b|cde|f)} = 0.$$

These identities are a consequence of the gauge symmetry of the theory and the fact that the gauge fixing terms do not affect $\delta P$. We will discuss this in more detail in section 4.2. It follows that

$$\xi_a \delta P^{abcd}(\xi) = \xi_b \xi_c \xi_f \delta P^{abcdef} = 0.$$

### 3.2 Setting up the problem

We will investigate whether the harmonic gauge linearized Lovelock equation of motion is hyperbolic when the curvature of the background spacetime is small. Here, “small” means small compared to any of the scales defined by the dimensionful coupling constants $k_p$, so one expects the Lovelock terms in the equation of motion to be small compared to the Einstein term.

To relate to the discussion of (2.2) we need to introduce coordinates $x^\mu = (t, x^i)$. We assume that these are chosen so that surfaces of constant $t$ are spacelike, i.e. $g^{00} < 0$, which ensures that the initial value problem for the harmonic gauge linearized Einstein equation is well-posed. We want to ask whether the same is true for the harmonic gauge linearized Lovelock equation when the background curvature is small. Here, by small, we mean that there exists an orthonormal basis $\{e_\mu^a\}$ with $e_0$ orthogonal to surfaces of constant $t$, for which the magnitude of the largest component of the Riemann tensor is $L^{-2}$ where $|k_p| L^{-2p} \ll 1$ for all $p \geq 2$. This ensures that the Lovelock terms in the equation of motion are small compared to the Einstein term.

The principal symbol $P(\xi)$ maps symmetric tensors to symmetric tensors so we regard it as a $N \times N$ matrix where $N = d(d+1)/2$. We define $N \times N$ matrices $A(x)$, $B(x, \xi_i)$ and $C(x, \xi_i)$ using equation (22), i.e.,

$$A = P^{00} \quad B(\xi_i) = 2\xi_i P^{0i} \quad C(\xi_i) = \xi_i \xi_j P^{ij}.$$
Here \(\xi_i\) is real with \(\xi_i\xi_i = 1\) (since this is what we need in the definitions of strong and weak hyperbolicity). Throughout this section we will not write explicitly the dependence on the spacetime coordinates \(x^\mu\). Note that these matrices are real and symmetric: the latter property arises because the equation of motion can be obtained from a Lagrangian (see section 4.2).

Our assumption that the surfaces of constant \(t\) are spacelike ensures that \(A\) is invertible when the Lovelock terms are absent. Hence, by continuity, \(A\) is also invertible when the background curvature is small. We can therefore define \(M(\xi_i)\) as above, i.e.,

\[
M(\xi_i) = \begin{pmatrix} 0 & I \\ -A^{-1}C(\xi_i) & -A^{-1}B(\xi_i) \end{pmatrix}.
\] (55)

Recall that weak hyperbolicity is the requirement that the eigenvalues of this matrix are real. For strong hyperbolicity it is necessary that the eigenvalues are real and the matrix is diagonalizable.

From the discussion of section 2.2 we know that \(\xi_0\) is an eigenvalue of \(M(\xi_i)\) if, and only if, the corresponding eigenvector \(v\) has the form

\[
v = \begin{pmatrix} t \\ \xi_0t \end{pmatrix}
\] (56)

for some non-zero symmetric \(t_{\mu\nu}\) such that

\[P(\xi)t = 0\] (57)

where \(\xi_{\mu} \equiv (\xi_0, \xi_i)\) in the argument of \(P\).

Consider first the case of the linearized Einstein equation. Since \(G^{abcd}\) is non-degenerate, equation (48) implies that \(\xi_{\mu}\) is characteristic if, and only if, it is null:

\[P_{\text{Einstein}}(\xi)t = 0, \quad t \neq 0 \quad \Leftrightarrow \quad g^{\mu\nu}\xi_{\mu}e_{\nu} = 0.\] (58)

Let \(\xi_0^\pm\) denote the two solutions of \(g^{\mu\nu}\xi_\mu e_\nu = 0\) for the given \(\xi_i\). Of course these solutions are real, so the (harmonic gauge) Einstein equation is weakly hyperbolic. We define the null covectors

\[
\xi_{\mu}^\pm = (\xi_0^\pm, \xi_i).
\] (59)

These covectors will play an important role throughout this paper. By solving explicitly one finds that

\[
\xi_0^+ + \xi_0^- = -2g^{0i}\xi_i \quad \Rightarrow \quad \xi_0^+ + \xi_0^- = 0.
\] (60)

Hence we can adopt the convention \(\xi_0^+ < 0, \xi_0^- > 0\).

We have \(P_{\text{Einstein}}(\xi^\pm)t = 0\) for any \(t_{ab}\). Hence for the Einstein equation, the matrix \(M\) has two real eigenvalues \(\xi_0^\pm\) and the associated eigenvectors are \((t, \xi_0^\pm t)^T\). Each eigenvalue has \(N\) eigenvectors associated to it. It follows that \(M\) has \(2N\) linearly independent eigenvectors and hence \(M\) is diagonalizable, as required by strong hyperbolicity.

We now return to the general case of Lovelock theory. Define a \(2N \times 2N\) real symmetric (and hence Hermitian) matrix \(H(\xi_i)\) by

\[
H(\xi_i) = \begin{pmatrix} B(\xi_i) & A \\ A & 0 \end{pmatrix}.
\] (61)

\[\text{We cannot have } \xi_0^\pm = 0 \text{ because that would violate the facts that } \xi_{\mu}^\pm \text{ is null and } e^0 \text{ is timelike.}\]
We then have
\[ H(\xi_i)M(\xi_i)H(\xi_i)^{-1} = M(\xi_i)^T \]  
so \( M \) is real symmetric (and hence Hermitian) w.r.t. \( H \). It is easy to see that \( H \) is non-degenerate: if \( v = (t, t')^T \) then \( Hv = 0 \) implies \( t = t' = 0 \) using the fact that \( A \) is invertible\(^7\). \( H \) is Hermitian and non-degenerate so its eigenvalues are real and non-zero. We can determine the signature of \( H \) by writing the Lovelock couplings as
\[ k_p = \epsilon \tilde{k}_p \quad p \geq 2. \]  
Since the eigenvalues of \( H \) are real, non-vanishing, and depend continuously on \( \epsilon \) (with \( \tilde{k}_p \) and the background curvature fixed), the signature of \( H \) cannot depend on \( \epsilon \). Hence it can be evaluated at \( \epsilon = 0 \), i.e. for the linearized Einstein equation. The result is that \( H \) has \( N \) positive eigenvalues and \( N \) negative eigenvalues, even for strong background fields. Thus, although \( H \) has \( N \) positive eigenvalues and \( N \) negative eigenvalues, even for strong background fields. Thus, although \( H \) and \( M \) satisfy the condition \([34]\), this does not imply strong hyperbolicity because \( H \) is not positive definite\(^8\).

### 3.3 Proof of weak hyperbolicity in a low curvature background

To proceed, we will use a continuity argument involving the parameter \( \epsilon \) defined in (63). Note that taking \( \epsilon \) small at fixed \( \tilde{k}_p \) and fixed background curvature is equivalent to assuming the background curvature to be small at fixed \( k_p \). We will establish weak hyperbolicity for small \( \epsilon \), which is equivalent to establishing it for small background curvature. In what follows we will suppress the dependence of \( M \) and \( H \) on \( \xi_i \) and write simply \( M(\epsilon) \) and \( H(\epsilon) \).

For \( \epsilon = 0 \) we showed above that \( \xi_0^\pm \) are the only eigenvalues of \( M(\epsilon) \), each with degeneracy \( N \). The eigenvalues of \( M(\epsilon) \) depend continuously on \( \epsilon \)\(^{27}\). Hence, for small \( \epsilon \), they can be split unambiguously into two sets according to whether they approach \( \xi_0^+ \) or \( \xi_0^- \) as \( \epsilon \to 0 \). We will follow \([27]\) and refer to these sets as the \( \xi_0^+ \)-group and the \( \xi_0^- \)-group. Each group contains \( N \) eigenvalues.

Since we do not know whether or not the eigenvalues and eigenvectors of \( M(\epsilon) \) are real, we will regard \( M(\epsilon) \) and \( H(\epsilon) \) as acting on a complex vector space \( V \) of dimension \( 2N \).

For \( \epsilon = 0 \), the eigenvalues \( \xi_0^\pm \) are degenerate but “semi-simple”, i.e., \( M(0) \) is diagonalizable. However, there is no reason for this to remain true when \( \epsilon \neq 0 \); the Jordan canonical form of \( M(\epsilon) \) may involve non-trivial Jordan blocks. For any eigenvalue \( \xi_0 \), one can define a generalized eigenspace as
\[ \{ v : \exists r \text{ such that } (M - \xi_0 I)^r v = 0 \}. \]  
This is the sum of the vector spaces associated with the Jordan blocks corresponding to that eigenvalue. We define the “total generalized eigenspace for the \( \xi_0^\pm \)-group” \( V^\pm(\epsilon) \) as the sum over generalized eigenspaces of the eigenvalues in the \( \xi_0^\pm \)-group. Since any eigenvalue belongs to one of these groups we have
\[ V = V^+(\epsilon) \oplus V^-(\epsilon). \]  
We denote the projection onto \( V^\pm(\epsilon) \) as \( \Pi^\pm(\epsilon) \), i.e.,
\[ V^\pm(\epsilon) = \Pi^\pm(\epsilon)V. \]  
\(^7\)The matrix \( H \) is closely related to the symplectic current density \( \omega^\mu \) defined in \([26]\). Roughly speaking, \( H \) is the high spatial frequency part of the Fourier space analogue of \(-i\omega^\mu \).

\(^8\)This is the case even for the Einstein equation (\( \epsilon = 0 \)). However, for the Einstein equation we have shown that we can diagonalize \( M \) so we can construct a positive definite matrix \( K \) as explained above equation \([17]\).
These projection matrices are holomorphic in $\epsilon$ for small $\epsilon$, in fact there is an explicit formula \cite{27}

$$
\Pi^\pm (\epsilon) = -\frac{1}{2\pi i} \int_{\Gamma^\pm} (M(\epsilon) - z)^{-1} dz
$$

(67)

where $\Gamma^\pm$ is a simple closed curve in the complex plane such that $\xi_0^\pm$ lies inside $\Gamma^\pm$ but $\xi_0^\mp$ lies outside $\Gamma^\mp$. Note that $\Gamma^\pm$ does not depend on $\epsilon$. For small non-zero $\epsilon$, the integrand has poles at the eigenvalues of $M(\epsilon)$ but only the eigenvalues that belong to the $\xi_0^\pm$-group lie inside $\Gamma^\pm$.

It can be shown that $M(\epsilon)$ and $H(\epsilon)$ satisfying \cite{62} can be brought simultaneously to a block-diagonal canonical form, where $M(\epsilon)$ is in Jordan canonical form and $M(\epsilon)$ and $H(\epsilon)$ have the same block structure \cite{28}. Since $V^+(\epsilon)$ and $V^-(\epsilon)$ contain different Jordan blocks of $M(\epsilon)$ it follows that these subspaces are orthogonal w.r.t. $H(\epsilon)$. Consider the restriction of $H(\epsilon)$ to these subspaces. Define the projection of $H(\epsilon)$ onto $V^\pm(\epsilon)$:

$$
H^\pm(\epsilon) = \Pi^\pm(\epsilon)^\dagger H(\epsilon) \Pi^\pm(\epsilon).
$$

(68)

This is a Hermitian matrix which depends holomorphically on $\epsilon$. We will need to determine its signature. Any vector in $V^\pm(\epsilon)$ is an eigenvector with eigenvalue 0 hence $H^\pm(\epsilon)$ has at least $N$ vanishing eigenvalues. The remaining eigenvalues are associated to eigenvectors living in $V^\pm(\epsilon)$. Since the restriction of $H^\pm(\epsilon)$ to $V^\pm$ is the same as the restriction of $H(\epsilon)$ to $V^\pm$, it follows that this restriction is non-degenerate, i.e., these remaining eigenvalues are all non-zero. Therefore we can determine the signs of these eigenvalues by looking at the signs of the eigenvalues when $\epsilon = 0$, and using continuity. For $\epsilon = 0$, we know that $V^\pm(0)$ consists of vectors of the form $v = (t, \xi_0^\pm t)^T$.

Taking the inner product of two such vectors w.r.t. $H^\pm(0)$ gives

$$
v_1^\dagger H^\pm(0)v_2 = t_1^\dagger B(0)t_2 + 2\xi_0^\pm t_1^\dagger A(0)t_2 = 2\xi_0^\pm t_1^\dagger P^\mu_\epsilon(\epsilon)t_2 = -\xi_0^\pm t_1^\dagger Gt_2
$$

(69)

where $G$ is defined in \cite{49}. Hence the signature of $H^\pm(0)$ restricted to $V^\pm(0)$ is the same as the signature of $-\xi_0^\pm G$. Recall that $\xi_0^{+} < 0$, $\xi_0^{-} > 0$. It follows that within $V^\pm(0)$, $H^\pm(0)$ has the same signature as $\pm G$, i.e., $d$ negative eigenvalues and $d(d-1)/2$ positive eigenvalues for $H^+(0)$ and vice-versa for $H^-(0)$. Hence, by continuity, it follows that $H^+(\epsilon)$ has $d$ negative eigenvalues and $d(d-1)/2$ positive eigenvalues, with eigenvectors in $V^+(\epsilon)$, as well as $N = d(d+1)/2$ vanishing eigenvalues with eigenvectors in $V^-(\epsilon)$. Similarly for $H^-(\epsilon)$ with positive and negative interchanged.

We can identify an important subset of eigenvectors of $M(\epsilon)$ explicitly, for any $\epsilon$. They are associated to a residual gauge freedom. These “pure gauge” eigenvectors have $v$ of the form \cite{56} with

$$
\xi_0 = \xi_0^\pm \quad t_{\mu \nu} = \xi_{(\mu} X_{\nu)}
$$

(70)

for arbitrary complex $X_\mu$. Of course a pure gauge eigenvector with eigenvalue $\xi_0^\pm$ belongs to $V^\pm(\epsilon)$. It is interesting to calculate the inner product of two pure gauge eigenvectors so let $t'_{\mu \nu} = \xi_{(\mu}^\pm X_{\nu)}^\pm$ and consider the associated vector $v'$ defined by \cite{56}. Since $v, v'$ are elements of $V^\pm(\epsilon)$, their inner product w.r.t. $H^\pm(\epsilon)$ is the same as their inner product w.r.t. $H(\epsilon)$:

$$
v'^\dagger H(\epsilon)v = t'^\dagger B(\epsilon)t + 2\xi_0^\pm t'^\dagger A(\epsilon)t = 2\xi_0^\pm t'^\dagger P^\mu_\epsilon(\epsilon)t = 2\xi_0^\pm \xi_\mu^\pm \xi_\nu^\pm X_\mu X_\nu P^{\nu \rho \sigma \tau} P_{\mu \rho \sigma \tau}(\epsilon) = 0
$$

(71)

where in the final step we used the second equation in \cite{53}, and the fact that two such “pure gauge” vectors $t, t'$ are orthogonal w.r.t. $G^{\mu \nu \rho \sigma}$. This result shows that the pure gauge eigenvectors with eigenvalue $\xi_0^\pm$ form a $d$-dimensional subspace $N^\pm$ of $V^\pm(\epsilon)$ that is null w.r.t. $H^\pm(\epsilon)$. 


We can now prove that the harmonic gauge linearized equation of motion of Lovelock theory is weakly hyperbolic in a small curvature background. Consider the possibility of an eigenvalue \( \xi_0 \) that is complex, with eigenvector \( v \). For concreteness, assume that \( \xi_0 \) belongs to the \( \xi_0^+ \)-group, so \( v \in V^+(\epsilon) \). Equation (62) implies that a pair of eigenvectors whose eigenvalues are not complex conjugates of each other must be orthogonal w.r.t. \( H(\epsilon) \). This implies that \( v \) is orthogonal, w.r.t. \( H^+(\epsilon) \), to the “pure gauge” eigenvectors in \( V^+(\epsilon) \). Furthermore, since \( \xi_0 \) is complex, the \( H(\epsilon) \)-norm of \( v \) must vanish, which implies that \( v \) is null w.r.t. \( H^+(\epsilon) \). The linear span of \( v \) and \( N^+ \) now gives a \((d+1)\)-dimensional subspace of \( V^+(\epsilon) \) that is null w.r.t. \( H^+(\epsilon) \). However, this is impossible because we showed above that for small \( \epsilon \), \( H^+(\epsilon) \) has \( d \) negative eigenvalues and \( d(d-1)/2 \) positive eigenvalues which implies the maximal dimension of a null subspace of \( V^+(\epsilon) \) is given by \( \min(d, d(d-1)/2) = d \) \( \leq 27 \). This proves that complex \( \xi_0 \) is not possible for small \( \epsilon \).

The final step is to note that the above argument assumed fixed \( \xi_i \), i.e., for given \( \xi_i \) then complex \( \xi_0 \) is not possible for small enough \( \epsilon \). But we need our final result to be uniform in \( \xi_i \), i.e., we need to show that the upper bound on \( \epsilon \) does not depend on \( \xi_i \). To do this we recall that our definition of weak hyperbolicity refers only to \( \xi_i \) satisfying the condition \( \xi_i \xi_i = 1 \), i.e., \( \xi_i \) belonging to a compact set. The spectrum of a matrix \( M \) has uniformly continuous dependence on \( M \) when \( M \) is restricted to a bounded set \( \mathbb{C} \). It follows that the spectrum of \( M(\epsilon) \) and \( H(\epsilon) \) has uniformly continuous dependence on \( \epsilon \) and \( \xi_i \) when \( \epsilon \) is restricted to a bounded set and \( \xi_i \xi_i = 1 \). Using this it can be shown that our results above are indeed uniform in \( \xi_i \). The same argument establishes that our result is uniform in the spacetime point \( x^\mu \) provided we restrict to a compact region of spacetime.

The above argument is restricted to a weakly curved background spacetime. If the curvature is not weak then the argument can fail. Imagine increasing \( \epsilon \) to arbitrarily large values. There are two things that could go wrong. First, our assumption that \( A \) is invertible may fail, i.e., we might reach a value of \( \epsilon \) for which a surface of constant \( t \) becomes characteristic somewhere. Second, it might not be possible to separate the eigenvalues into the \( \xi_0^+ \) group and the \( \xi_0^- \) group as we did above. For example, as we increase \( \epsilon \), an eigenvalue from one group might coincide with an eigenvalue from the other group. At larger \( \epsilon \), this eigenvalue could then split into a pair of complex conjugate eigenvalues, violating weak hyperbolicity.

### 3.4 Failure of strong hyperbolicity in a generic low curvature background

For strong hyperbolicity, \( M \) must be diagonalizable. We will now demonstrate that this is not the case for a generic weakly curved background spacetime. We showed above that eigenvalues \( \xi_0 \) are all real in a weakly curved background. Therefore in this section we will assume that all vector spaces \( V^\pm, N^\pm \), etc., are real. Note that the assumption that the background is weakly curved is required to define these spaces.

As discussed above, \( M \) and \( H \) satisfying (62) can be brought simultaneously via a change of basis to a certain canonical form. We need to discuss this canonical form in more detail. In the canonical basis, \( M \) has Jordan normal form and \( H \) is block diagonal, with the same block structure as \( M \). By this we mean that a \( n \times n \) Jordan block in \( M \) corresponds to a \( n \times n \) block in \( H \). Such a block of \( H \) consists of zeros everywhere except on the diagonal running from top right to bottom left. Along this diagonal, the elements are all equal to 1 or all equal to \(-1 \). For example, if \( M \) has

---

\(^9\)In this section, we will not write explicitly the dependence on the parameter \( \epsilon \) e.g. we write \( M \) instead of \( M(\epsilon) \).
a $3 \times 3$ Jordan block then the corresponding $3 \times 3$ block in $H$ has the form

$$
\begin{pmatrix}
0 & 0 & \pm 1 \\
0 & \pm 1 & 0 \\
\pm 1 & 0 & 0 \\
\end{pmatrix}.
$$

(72)

Each $n \times n$ block in $H$ is non-degenerate and has signature either $+1$ or $-1$ (if $n$ is odd) or $0$ (if $n$ is even).

Recall the definition of a generalized eigenspace. Note that a generalized eigenspace corresponds to a sum of all Jordan blocks associated to the given eigenvalue. Hence $V^{\pm}$ is a direct sum of the basis vectors associated to Jordan blocks of eigenvalues in the $\xi_0^\pm$-group. Hence any Jordan block is associated either to $V^+$ or to $V^-$. The canonical form then implies that $V^+$ and $V^-$ are orthogonal w.r.t. $H$, as stated above.

Let $E^\pm \subset V^\pm$ denote the generalized eigenspace of the eigenvalue $\xi_0^\pm$. We have shown that $N^\pm \subset E^\pm$. Hence, when restricted to $E^\pm$, $H^\pm$ must admit a $d$-dimensional null subspace. Consider $H^+$. From the canonical form we know that $H^+$ is non-degenerate when restricted to $E^+$. If this restriction has signature $(r, s)$, then the dimension of a maximal null subspace of $E^+$ is $\min(r, s)$ \[28\]; hence, we have $r, s \geq d$. However we already know that $H^+$ has signature $(d, d(d-1)/2)$ within $V^+$. The canonical form for $H$ shows that the signature is equal to the union of the signatures of each block. Therefore $H^+$ can have at most $d$ negative eigenvalues within $E^+$, i.e., we must have $r \leq d$. Combining these inequalities we see that $r = d$ and $s \geq d$. Hence $E^+$ has dimension $r + s \geq 2d$. Similarly $E^-$ has dimension at least $2d$.

A necessary condition for strong hyperbolicity is that $M$ is diagonalizable, i.e. there should be no non-trivial Jordan blocks. In other words, strong hyperbolicity requires that all generalized eigenspaces are simply eigenspaces. Hence if the theory is strongly hyperbolic then $E^\pm$ must be an eigenspace. Hence strong hyperbolicity requires that $M$ admits at least $2d$ eigenvectors with eigenvalue $\xi_0^\pm$. We already know that there are $d$ such eigenvectors in $N^\pm$. But for strong hyperbolicity there must exist at least an extra $d$ eigenvectors beyond these “pure gauge” ones. In terms of the principal symbol, this condition is that there exist at least $2d$ solutions $t_{ab}$ of $P(\xi^\pm)t = 0$ or equivalently (since $P_{\text{Einstein}}(\xi^\pm) = 0$) $\delta P(\xi^\pm)t = 0$. In other words $\ker \delta P(\xi^\pm)$ should have dimension at least $2d$. Furthermore, for strong hyperbolicity, this must be true for any $\xi_i$ and hence for any null $\xi^\pm$. In other words:

A necessary condition for strong hyperbolicity is that, for any null $\xi$, $\ker \delta P(\xi)$ has dimension at least $2d$.

There are certainly examples of background spacetimes for which this condition is satisfied. An extreme example is a flat background, for which $\delta P = 0$. In this case $M$ is diagonalizable and the equation of motion is strongly hyperbolic. A less trivial example is supplied by the class of Ricci flat spacetimes with Weyl tensor of type N, which are solutions of Lovelock theory with $\Lambda = 0$. In this case, the results of Ref. \[18\] imply that $M$ is diagonalizable so the equation of motion is strongly hyperbolic in such a background (even for large curvature). For this class of spacetimes, in addition to the pure gauge eigenvectors, generically there exist $d$ additional eigenvectors in $E^\pm$. This implies that $\ker \delta P(\xi^\pm)$ generically has dimension $2d$ for these spacetimes, in agreement with the above argument.

These background spacetimes are clearly very special because they have symmetries. In a generic weakly curved background, with null $\xi$, there is no reason to expect that $\ker \delta P(\xi)$ contains any
non-gauge elements. To explain this, first note that if we are interested in non-gauge elements of \( \ker \delta P(\xi^\pm) \) then we can regard \( \delta P(\xi^\pm) \) as a map from the quotient space \( V^\pm/N^\pm \), which has dimension \( d(d-1)/2 \), to the space of symmetric tensors which have vanishing contraction with \( \xi^\pm \) (because of (53)). The latter space also has dimension \( d(d-1)/2 \). There is no reason to expect this map to have non-trivial kernel.

Perhaps we are overlooking some hidden symmetry of \( \delta P \) that would guarantee that its kernel is larger than we expect. To exclude this possibility, we have calculated \( \ker \delta P(\xi) \) for null \( \xi \) in a generic background using computer algebra as follows. We fix a point in spacetime and work at that point. Note that \( \delta P \) is determined by the Riemann tensor of the background. For given null \( \xi \) we can introduce a null basis for which \( \xi \) is one of the basis vectors. In this basis, we can generate a random Riemann tensor satisfying the background equation of motion. To do this, we generate a random (small) Weyl tensor and then use the background equation of motion to determine the Ricci tensor and hence the Riemann tensor. Since the equation of motion is nonlinear in curvature, there can be multiple solutions for the Ricci tensor but typically only one of these has small components, so this is the one we use. We then calculate \( \ker \delta P(\xi) \) for this background Riemann tensor. The result is that, generically, this kernel has dimension \( d \), i.e., it consists only of the “pure gauge” elements.

In summary, we have shown: \( M \) is not diagonalizable for a generic weak field background. Therefore the harmonic gauge linearized Lovelock equation of motion is not strongly hyperbolic in a generic weak field background.

It is interesting to consider the canonical form of \( M \) in more detail. Let’s examine the condition for \( M \) to have a \( n \times n \) Jordan block with \( n \geq 2 \). From the canonical form, it is clear that the eigenvector associated to such a block must be null. Assume that this eigenvector lives in \( V^+ \). If the eigenvalue is not \( \xi_0^+ \) then this eigenvector must be \( H^+ \)-orthogonal to \( N^+ \), which implies that we could add this eigenvector to \( N^+ \) to construct a null subspace of dimension \( d+1 \), contradicting the fact that \( N^+ \) is a maximal null subspace. Hence the eigenvalue must be \( \xi_0^+ \). Similarly if the eigenvector lives in \( V^- \) then the eigenvalue is \( \xi_0^- \). We conclude that a non-trivial Jordan block must have eigenvalue \( \xi_0^\pm \), so the basis vectors associated to the block must lie in \( E^\pm \).

Any such Jordan block admits a vector \( v \in E^\pm \) such that \( (M - \xi_0^\pm)^2 v = 0 \) but \( (M - \xi_0^\pm)v \neq 0 \) (\( v \) is simply the second basis vector associated to the block) hence \( (M - \xi_0^\pm)v \) is an eigenvector of \( M \) with eigenvalue \( \xi_0^\pm \). So we must have

\[
(M - \xi_0^\pm) v = \begin{pmatrix} s \\ \xi_0^\pm s \end{pmatrix}
\]  

for some non-zero \( s_{\mu\nu} \) such that (using \( P_{\text{Einstein}}(\xi^\pm) = 0 \))

\[
\delta P(\xi^\pm)s = 0.
\]  

To examine whether such a block is possible, we need to determine whether (73) admits a solution \( v \) for some \( s_{\mu\nu} \neq 0 \). If such a solution exists then \( M \) is not diagonalizable.

Writing \( v = (t, t')^T \) we find that (73) reduces to

\[
t' = \xi_0^\pm t + s
\]  

\[\text{For example, for a } 3 \times 3 \text{ block, in the canonical basis, the eigenvector is } (1, 0, 0)^T \text{ and evaluating the norm of this using (72) gives } 0.\]
and
\[
\delta P(\xi^\pm)t = -(2\xi^\pm A + B)s. \tag{76}
\]

The necessary and sufficient condition for this equation to admit a solution \( t \) is for the RHS to have vanishing contraction with any element of \( \ker \delta P(\xi^\pm) \). We know this kernel always contains the “pure gauge” eigenvectors, i.e., it contains \( N^\pm \). So contract with a “pure gauge” vector of the form \( r_{\mu\nu} = \xi_{(\mu}^\pm Y_{\nu)} \). The LHS vanishes and we can rewrite the RHS in terms of \( H \) to obtain

\[
0 = (r, \xi^\pm_0 r)H \left( \xi^\pm_0 s \right). \tag{77}
\]

Hence \( (s, \xi_0^\pm s)^T \) must be orthogonal (w.r.t. \( H \)) to all pure gauge eigenvectors in \( E^\pm \), i.e., orthogonal to \( N^\pm \). Furthermore, equation (74) shows that \( s \) belongs to the kernel of \( \delta P(\xi^\pm) \) so we also need the contraction of \( s \) with the RHS of (76) to vanish. This implies that \( (s, \xi_0^\pm s)^T \) is null w.r.t. \( H \). Therefore if this vector is not pure gauge, we could add it to \( N^\pm \) to enlarge our null subspace, contradicting maximality of this null subspace. This proves that \( s \) must be pure gauge, i.e.,

\[
s_{\mu\nu} = \xi_{(\mu}^\pm X_{\nu)} \tag{78}
\]

for some \( X_{\nu} \neq 0 \). Hence, non-trivial Jordan blocks can arise only from pure gauge eigenvectors. For \( s_{\mu\nu} \) of this form, the RHS of (76) has vanishing contraction with any element of \( N^\pm \).

We argued above that, in a generic weakly curved background, all elements of \( \ker \delta P(\xi^\pm) \) are “pure gauge”, i.e., \( \ker \delta P(\xi^\pm) = N^\pm \). It follows that in such a background, (76) can be solved for any pure gauge \( s_{\mu\nu} \), i.e., all pure gauge eigenvectors belong to non-trivial Jordan blocks of \( M \). So generically there are \( d \) non-trivial Jordan blocks in each of \( E^\pm \) and \( M \) has \( 2d \) non-trivial blocks in total. In non-generic backgrounds, \( \ker \delta P(\xi^\pm) \) may contain non-gauge elements in which case \( M \) may have fewer than \( 2d \) non-trivial blocks.

We have shown that, in a generic weak field background, every pure gauge eigenvector is associated to a \( n \times n \) Jordan block of \( M \) with \( n \geq 2 \). It is interesting to ask whether we could have \( n \geq 3 \). If \( n \geq 3 \) then there is a vector \( v \in E^\pm \) such that \((M - \xi_{0}^\pm)^3 v = 0 \) with \((M - \xi_{0}^\pm)^2 v \neq 0 \). Let \((M - \xi_{0}^\pm)v \equiv (t, t')^T \), then \((t, t') \) must obey the equations (75), (76). Writing \( v = (u, u')^T \) then gives

\[
u' = \xi_{0}^\pm u + t \tag{79}
\]

\[
\delta P(\xi^\pm) u = -(2\xi_{0}^\pm A + B)t - As. \tag{80}
\]

As with (76), the necessary and sufficient condition for this equation to admit a solution is that the RHS has vanishing contraction with any element of \( \ker \delta P(\xi^\pm) \). Generically we have \( \ker \delta P(\xi^\pm) = N^\pm \) so we need the RHS to have vanishing contraction with any pure gauge vector \( r_{\mu\nu} = \xi_{(\mu}^\pm Y_{\nu)} \). This contraction is just the \( H \)-inner product of \((t, t')\) with \((r, \xi_0^\pm r)\), so these vectors must be \( H \)-orthogonal for any pure gauge vector \( r \). But there is no reason why this should be true. So generically we do not expect the above equations to admit a solution, i.e., the generic situation is \( n = 2 \).

To summarize: we have shown that, in a generic weak field background, every pure gauge eigenvector of \( M \) belongs to a Jordan block of size \( 2 \times 2 \). Since non-trivial Jordan blocks can arise only from pure gauge eigenvectors, it follows that, generically, \( V^\pm \) consists of \( d \) \( 2 \times 2 \) Jordan blocks.

\[\text{More precisely, this is true for a generic point and for generic } \xi_i, \text{ in a generic weakly curved background.}\]
blocks, one for each pure gauge eigenvector, and $d(d-3)/2$ additional non-gauge eigenvectors. For a generic Ricci flat type N spacetime, it has been shown that these $d(d-3)/2$ additional eigenvectors have eigenvalues distinct from $\xi^\pm_0$ [18], so they do not belong to $E^\pm$ hence we expect this to be the behaviour in a generic spacetime. Therefore, generically, $E^\pm$ will have dimension 2d.

Note that the $d(d-3)/2$ eigenvectors in $V^\pm$ that do not belong to $E^\pm$ can be regarded as the “physical graviton polarizations” [18]. To understand why, note that these eigenvectors have the form (56) where $t_{\mu\nu}$ satisfies the harmonic gauge condition. To prove the latter statement, simply contract the equation

$$P(\xi)^{\mu\nu\rho\sigma} t_{\rho\sigma} = 0$$

(81)

with $\xi_\nu$ and use (53) to obtain

$$\xi^2 \left( \xi^\nu t_{\mu\nu} - \frac{1}{2} \xi_\mu t^\rho_\rho \right) = 0 \quad \Rightarrow \quad \xi^\nu t_{\mu\nu} - \frac{1}{2} \xi_\mu t^\rho_\rho = 0$$

(82)

where we used the fact that $\xi^2 \neq 0$ because the eigenvector is not in $E^\pm$. Here the LHS is the “high frequency part” of the harmonic gauge condition. It is easy to check that the “pure gauge” eigenvectors in $N^\pm$ also satisfy this condition. However, there is no reason to expect that the vectors $t_{\mu\nu}$ obtained by solving (76) will satisfy this condition. Hence, generically, the $d$ “non-gauge” vectors in $E^\pm$ are associated to $t_{\mu\nu}$ which violate the harmonic gauge condition. So generically $E^\pm$ consists only of “pure gauge” and “gauge violating” vectors, which is why the $d(d-3)/2$ elements of $V^\pm$ that do not belong to $E^\pm$ can be regarded as the “physical polarizations”.

3.5 Dynamical violation of weak hyperbolicity

We have shown that the linearized harmonic gauge equation of motion of Lovelock theory is not strongly hyperbolic in a generic weak curvature background. However, as mentioned above, it can be strongly hyperbolic in a non-generic weak curvature background. In this section, we will discuss a class of such backgrounds, namely homogeneous, isotropic, cosmological solutions of Lovelock theory. The aim is to demonstrate that weak (and hence also strong) hyperbolicity can be violated dynamically: there are “collapsing universe” solutions that start with small curvature but develop large curvature over time, in such a way that weak hyperbolicity is violated. Once this happens, local well-posedness of the equation of motion is lost, which implies that generic linear perturbations of the solution can no longer be evolved.

Lovelock theories admit FLRW-type solutions [29, 30]

$$g = -dt^2 + a(t)^2 \gamma$$

(83)

where $\gamma$ is the metric of a $(d-1)$-dimensional submanifold of constant curvature $K$. We denote by $D$ the Levi-Civita connection associated to $\gamma$. The non-vanishing components of the Riemann tensor associated to $g$ are

$$R_{ijkl} = \alpha(t) \delta^{kl}_{ij} \quad R_{0i}^{0j} = \beta(t) \delta_i^j$$

(84)

where, in terms of the Hubble parameter $H = \dot{a}/a$,

$$\alpha = \frac{K}{2a^2} + H^2 \quad \beta = H^2 + \dot{H}.$$  

(85)
The non-vanishing components of the Lovelock tensor (36) are

\[ A_{00} = \sum_p k'_p \alpha^p \]  

(86)

\[ A_{ij} = \delta_{ij} \sum_p \frac{k'_p}{(d-1)!} \alpha^{p-1} (2p\beta + (d - 2p - 1)\alpha) \]  

(87)

where, for convenience, we have rescaled the coupling constants

\[ k'_p = 2^p \frac{(d-1)!}{(d-2p-1)!} k_p \]

\[ k_0 = \Lambda, \quad k_1 = -\frac{1}{4} . \]

(88)

Taking our matter source to be a perfect fluid with equation of state \( P = \omega \rho \), the equations of motion read

\[ \sum_p k'_p \alpha^p = -\rho \]  

(89)

\[ \beta = -\frac{\sum_p k'_p \alpha^p [(d - 1)(\omega + 1) - 2p]}{\sum_p 2pk'_p \alpha^{p-1}}. \]

(90)

To observe how weak hyperbolicity can be violated dynamically in this setting, it is sufficient to look at the linearized equations for transverse-traceless tensor perturbations \( g \rightarrow g + \delta g \):

\[ \delta g_{\mu\nu} = 0 \quad \delta g_{ij} = 2a^2 h_{ij} \quad h_{ij} = h_{ji} \quad \gamma^{ij} h_{ij} = 0 \quad D^i h_{ij} = 0. \]

(91)

These are governed by the equation

\[ -F_1(t) \ddot{h}_{ij} + F_2(t) a^{-2}(t) D_k D^k h_{ij} + \ldots = 0 \]

(92)

where the ellipsis denotes terms with fewer than 2 derivatives and we have defined

\[ F_1(t) = \sum_p (d - 3)pk'_p \alpha^{p-1} \]  

(93)

\[ F_2(t) = \sum_p pk'_p [2(p-1)\alpha^{p-2} \beta + (d - 2p - 1)\alpha^{p-1}]. \]

(94)

From this we can read off the principal symbol (restricted to tensor perturbations) and construct the matrices \( A, B \) and \( C \) described in Section 2.2

\[ A^{ijkl} = -\gamma^{i(k} \gamma^{l)j} F_1(t) \]  

(95)

\[ B^{ijkl} = 0 \]  

(96)

\[ C^{ijkl} = \gamma^{i(k} \gamma^{l)j} a^{-2}(t) \gamma^{mn} \xi_m \xi_n F_2(t). \]

(97)

We can then compute the eigenvalues of \( M \), or equivalently find the \( \xi_0 \) that solves \( (\xi_0^2 A + C)t = 0 \). For \( F_1(t) \neq 0 \) we find

\[ \xi_0 = \tilde{\xi}_0^\pm \equiv \pm \frac{1}{a(t)} \sqrt{\gamma^{ij} \xi_i \xi_j \frac{F_2(t)}{F_1(t)}}. \]

(98)
Since $\gamma$ is a Riemannian metric (hence it is positive definite), the hyperbolicity of the theory is determined by the sign of $F_2(t)/F_1(t)$. If the background is weakly curved then the Einstein term dominates $F_1$ and $F_2$ and both of these quantities are negative so $\tilde{\xi}_0^{\pm}$ are real and the theory is weakly hyperbolic. However, if the curvature becomes large, e.g. in a collapsing universe solution, then one of these quantities might become positive, which makes $F_2/F_1$ negative so the theory is no longer weakly hyperbolic.

In agreement with the comments at the end of Section 3.3 we see that weak hyperbolicity can fail either when $F_1$ vanishes, i.e., the matrix $A$ becomes singular, or when $F_2$ vanishes, in which case an eigenvalue from the $\xi_0^+$ group becomes equal to an eigenvalue from the $\xi_0^-$ group, i.e., it is no longer possible to distinguish these two groups.

If $F_1$ or $F_2$ becomes positive then $\xi_0$ is imaginary and there exist linearized solutions which grow exponentially with time. For this reason, in the cosmology literature, a change in sign of $F_1$ or $F_2$ is usually referred to as an “instability” of the background solution. More specifically, if $F_1$ becomes negative then the background is said to suffer a “ghost instability” and if $F_2$ becomes negative it is said to suffer a “gradient instability”\footnote{This behaviour was first discussed in the context of cosmological solutions of Horndeski theories [19, 20, 21].} However, this nomenclature is misleading. For the concept of stability to make sense, one needs the initial value problem for perturbations to be locally well-posed so that one can ask what happens when a generic initial perturbation is evolved in time. But when $F_1/F_2$ becomes negative then the equation for linear perturbations is not weakly hyperbolic which implies that the initial value problem is not well-posed: a generic linear perturbation cannot be evolved in time so dynamics no longer makes sense.

Further examples of dynamical violation of weak hyperbolicity can be obtained by considering the interior of a static, spherically symmetric black hole solution of a Lovelock theory [22, 29]. For a large black hole, the equations for linear perturbations are weakly hyperbolic outside the event horizon [13]. However, one can show that in the interior of such a black hole, the equations of motion fail to be weakly hyperbolic in a region $0 < r < r_*$. Here $r$ is the area-radius of the $(d - 2)$-spheres, orbits of the symmetry group. Inside the black hole, surfaces of constant $r$ are spacelike and $-\partial/\partial r$ provides a time orientation. One can impose initial data for linear perturbations on a surface $r = r_0 > r_*$ inside the black hole. For large enough $r_0$, the curvature will be small on such a surface. Evolving this data then leads to a violation of weak hyperbolicity at time $r = r_*$. Generic linear perturbations cannot be evolved beyond this time.

### 4 Horndeski theories

#### 4.1 Equations of motion

Horndeski theories are the most general diffeomorphism covariant four-dimensional theories of gravity coupled to a scalar field, with second order equations of motion [4]. The fields in such theories are the metric $g$ and a scalar field $\Phi$ and the equations of motion are obtained from an action of the form

$$S = \frac{1}{16\pi G} \int d^4x \sqrt{-g}(\mathcal{L}_1 + \mathcal{L}_2 + \mathcal{L}_3 + \mathcal{L}_4 + \mathcal{L}_5)$$

\[(99)\]

\footnote{We expect that they are also strongly hyperbolic although we have not checked this.}
where
\[ L_1 = R + X - V(\Phi) \]
\[ L_2 = \mathcal{G}_2(\Phi, X) \]
\[ L_3 = \mathcal{G}_3(\Phi, X) \square \Phi \]
\[ L_4 = \mathcal{G}_4(\Phi, X) R + \partial_X \mathcal{G}_4(\Phi, X) \delta_{bd}^{\alpha \epsilon} \nabla_a \nabla^b \Phi \nabla_c \nabla^d \Phi \]
\[ L_5 = \mathcal{G}_5(\Phi, X) G_{ab} \nabla^a \nabla^b \Phi - \frac{1}{6} \partial_X \mathcal{G}_5(\Phi, X) \delta_{bd}^{\alpha \epsilon \gamma} \nabla_a \nabla^b \Phi \nabla_c \nabla^d \Phi \nabla_e \nabla^f \Phi \]

and we have defined \( X = -\frac{1}{2} (\nabla \Phi)^2 \).

The term \( L_1 \) corresponds to Einstein gravity minimally coupled to a scalar field with potential \( V(\Phi) \). We will refer to this theory as the Einstein-scalar-field theory. We assume that the functions \( \mathcal{G} \) depend smoothly on \( \Phi \) and \( X \). To eliminate degeneracies between the various terms (allowing for field redefinitions \( \Phi \to \Phi'(\Phi) \)) we will impose the following restrictions on these functions:
\[ \mathcal{G}_2(\Phi, 0) = (\partial_X \mathcal{G}_2)(\Phi, 0) = \mathcal{G}_3(\Phi, 0) = \mathcal{G}_4(0, 0) = \mathcal{G}_5(0, 0) = 0. \]

The equations of motion for Horndeski theory are given by
\[ E_{ab}[g, \Phi] \equiv - \frac{1}{\sqrt{-g}} \frac{\delta S}{\delta g_{ab}} = 0 \]
\[ E_{\Phi}[g, \Phi] \equiv - \frac{1}{\sqrt{-g}} \frac{\delta S}{\delta \Phi} = 0. \]

To study the hyperbolicity of these equations, we linearize around a background solution \( (g, \Phi) \), i.e. we consider \( (g + h, \Phi + \psi) \) and linearize in \( h \) and \( \psi \)
\[ E_{ab}[g + h, \Phi + \psi] = E_{ab}[g, \Phi] + E^{(1)}_{ab}[h, \psi] + \ldots \]
\[ E_{\Phi}[g + h, \Phi + \psi] = E_{\Phi}[g, \Phi] + E^{(1)}_{\Phi}[h, \psi] + \ldots \]

so the linearized equations of motion are
\[ E^{(1)}_{ab}[h, \psi] = E^{(1)}_{\Phi}[h, \psi] = 0. \]

Recall that the equations of motion resulting from the Einstein-scalar-field theory are strongly hyperbolic if we impose the usual harmonic gauge condition which is\[^{14}\]
\[ G^{abcd} \nabla_b h_{cd} \equiv \nabla_b h^{ab} - \frac{1}{2} \nabla^a h_b^b = 0 \]

where \( G^{abcd} \) is defined by \[49\]. Motivated by this, we will attempt to obtain hyperbolic equations of motion for Horndeski theory by imposing a generalized harmonic gauge condition
\[ H_a \equiv (1 + f) G_a^{bcd} \nabla_b h_{cd} - \mathcal{H}_a \nabla_b \psi = 0 \]

\[^{14}\] More properly we should call this a Lorenz gauge condition, but we will refer to it as a harmonic gauge condition for the reasons discussed below equation \[40\].
where the scalar $f$ and the tensor $\mathcal{H}_a^b$ depend only on background quantities. The idea is that when we deform the theory away from the Einstein-scalar-field theory we may need to deform the gauge condition in order to preserve hyperbolicity. The quantities $f$ and $\mathcal{H}$ describe such a deformation.\[15\]

This gauge condition could be generalized further by including terms that do not involve derivatives of $h_{ab}$ or $\psi$. However such terms do not affect the principal symbol and therefore do not influence hyperbolicity.

To see that we can impose such a gauge condition, let $Y^a$ be a vector field and consider the infinitesimal diffeomorphism generated by $Y^a$:

$$h_{ab} \to h_{ab} + \nabla_{(a} Y_{b)} \quad \psi \to \psi + Y \cdot \nabla \Phi.$$ (113)

Under such transformation $H_a$ will change as

$$H_a \to H_a + \frac{1}{2} (1 + f)(\nabla^b \nabla_b Y_a + R_{ab} Y^b) - \mathcal{H}_a^b \nabla_b (Y \cdot \nabla \Phi)$$ (114)

$H_a$ can then be set to zero by choosing $Y_a$ to solve

$$\nabla^b \nabla_b Y_a - \frac{2}{1 + f} \mathcal{H}_a^b \nabla_b (Y \cdot \nabla \Phi) + R_{ab} Y^b = -\frac{2}{1 + f} H_a.$$ (115)

This is a linear wave equation of a standard type, which guarantees the existence of such $Y_a$. Note that if we changed the way that the first derivatives of $h_{ab}$ appear in (112) then this argument would no longer work.

To obtain the equations of motion in the generalized harmonic gauge, consider expanding the action to quadratic order in $(h, \psi)$ to obtain an action governing the linearized perturbation. Now to this action we add the gauge-fixing term\[16\]

$$S_{\text{gauge}} = -\frac{1}{2} \int \sqrt{-g} H_a H^a.$$ (116)

This will contribute to the equations of motion for the metric and the scalar field via terms

$$\frac{1}{\sqrt{-g}} \frac{\delta S_{\text{gauge}}}{\delta h_{ab}} = G^{abcd} \nabla_c ((1 + f) H_d)$$ (117)

$$\frac{1}{\sqrt{-g}} \frac{\delta S_{\text{gauge}}}{\delta \psi} = -\nabla_b (H^a \mathcal{H}_a^b)$$ (118)

respectively. We can now write the generalized harmonic gauge linearized equations as

$$\tilde{E}_{ab}^{(1)} = 0 \quad \tilde{E}_\Phi^{(1)} = 0.$$ (119)

where

$$\tilde{E}_{ab}^{(1)} = E_{ab}^{(1)} - G_{ab}^{cd} \nabla_c ((1 + f) H_d)$$ (120)

$$\tilde{E}_\Phi^{(1)} = E_\Phi^{(1)} + \nabla_b (H^a \mathcal{H}_a^b).$$ (121)

\[15\] Of course we could divide through by $(1 + f)$ to absorb $f$ into $\mathcal{H}$. The reason for including $f$ here is that it leads to a more general class of gauge-fixed equations of motion when we perform the gauge-fixing procedure described below.

\[16\] The reason for implementing the gauge-fixing this way is because obtaining the equation of motion from an action guarantees symmetry of the principal symbol, see section 4.2.
It remains to show that the generalized harmonic gauge condition is propagated by the equations of motion. To see this, recall that the action for Horndeski is diffeomorphism invariant, thus for the nonlinear theory we have

$$0 = \int d^4 x \left( \frac{\delta S}{\delta g_{ab}} \nabla_a Y_b + \frac{\delta S}{\delta \Phi} Y^b \nabla_b \Phi \right) = \int d^4 x \sqrt{-g} (\nabla^a E_{ab} - E_{\Phi} \nabla_b \Phi) Y^b. \quad (122)$$

This holds for arbitrary $Y^a$ hence, independent of any equation of motion,

$$\nabla^a E_{ab} - E_{\Phi} \nabla_b \Phi = 0 \quad (123)$$

and so linearizing around a background solution gives

$$\nabla^a E^{(1)}_{ab} - E^{(1)}_{\Phi} \nabla_b \Phi = 0. \quad (124)$$

Taking the divergence of $E^{(1)}_{ab} + G_{ab} Y^b \nabla_c (1 + f) H_d$ gives

$$0 = \nabla^a E^{(1)}_{ab} + \frac{1}{2} (1 + f) (\nabla^c \nabla_c H_b + R_{bc} H^c) - \nabla^b f \nabla_b H_a - \frac{1}{2} H_a \nabla^b \nabla_b f \quad (125)$$

that is

$$(1 + f) \nabla_b \nabla^b H_a + 2 \nabla^b f \nabla_b H_a + 2 \nabla_c (H^{cd} H_d) \nabla_a \Phi + (1 + f) R_{ab} H^b + H_a \nabla^b \nabla_b f = 0. \quad (126)$$

This is a linear wave equation of a standard type for $H_a$, thus, provided that $H_a$ and its time derivative both vanish initially, they will continue to vanish throughout the evolution, i.e. the gauge condition (112) is propagated by the equations of motion (119). It then follows that a solution of the generalized harmonic gauge equations (119) is also a solution of the original linearized Horndeski equations of motion (110).

The linearized generalized harmonic gauge equations of motion (119) take the following form

$$P_{g^{abcd}} \nabla_e \nabla_f h_{cd} + P_{g^{ab\Phi}} \nabla_e \nabla_f \psi + \ldots = 0 \quad (127)$$

$$P_{\Phi^{cd\Psi}} \nabla_e \nabla_f h_{cd} + P_{\Phi^{ab\Phi}} \nabla_e \nabla_f \psi + \ldots = 0 \quad (128)$$

where the ellipses denotes terms with fewer than 2 derivatives. We can then define the principal symbol for this system

$$P(\xi) = \begin{pmatrix} P_{g^{abcd}}^{abcd} \xi \xi_f & P_{g^{ab\Phi}}^{ab\Phi} \xi \xi_f \\ P_{\Phi^{cd\Psi}}^{cd\Psi} \xi \xi_f & P_{\Phi^{ab\Phi}}^{ab\Phi} \xi \xi_f \end{pmatrix} \quad (129)$$

and we think of it as acting on vectors of the form $(t_{cd}, \alpha)^T$, where $t_{cd}$ is a symmetric 2-tensor and $\alpha$ is a number.

It is convenient to split the principal symbol in its Einstein-scalar-field and Horndeski parts

$$P(\xi) = P_{\text{Einstein}}(\xi) + \delta P(\xi) \quad (130)$$

where

$$P_{\text{Einstein}}(\xi) = \begin{pmatrix} -\frac{1}{2} \xi^2 G_{abcd} & 0 \\ 0 & -\xi^2 \end{pmatrix}. \quad (131)$$
is the principal symbol for the harmonic gauge Einstein-scalar-field equations of motion. We write
\[ \delta P(\xi) = \delta \tilde{P}(\xi) + \delta Q(\xi) \] (132)
where \( \delta \tilde{P} \) denotes the terms arising from the Horndeski terms \( \mathcal{L}_2, \mathcal{L}_3, \mathcal{L}_4, \mathcal{L}_5 \) in the action, and \( \delta Q \) denotes the \( f \) and \( \mathcal{H} \)-dependent parts of the gauge-fixing terms. Explicitly we have
\[ \delta Q(\xi) = \left( -f(f + 2)G^{abh}G_{h}^{\ fcd} \xi_c \xi_f (1 + f)\xi^e G^{fhab} \xi_h \mathcal{H}_{ef} - \mathcal{H}_h^e \mathcal{H}^{hf} \xi_c \xi_f \right). \] (133)

From the form of \( P_{\text{Einstein}} \) it is clear that all characteristics of the harmonic gauge Einstein-scalar-field system are null.

We conclude this section by making precise the notion of “weak background fields” in the Horndeski setting. We follow a similar approach to the one used for Lovelock theories (cf. Section 3.2). Consider an orthonormal basis \( \{e_\mu\} \) (such that \( e_0 \) is orthogonal to constant \( t \) surfaces) and denote by \( L_R^2, L_1^{-1} \) and \( L_2^{-2} \) the magnitude of the largest components in such a basis of the Riemann tensor, \( \nabla \Phi \) and \( \nabla \nabla \Phi \) respectively and define \( L^{-2} = \max\{L_R^{-2}, L_1^{-2}, L_2^{-2}\} \). We want our definition of “weak fields” to ensure that the Horndeski terms in the principal symbol are small compared to the Einstein-scalar-field terms, i.e., \( \delta P \) is small compared to \( P_{\text{Einstein}} \). This is achieved by requiring the background fields to satisfy
\[
|\partial_X^k G_2| L^{-2k+2} \ll 1, \quad k=1,2, \quad (134)
\]
\[
|\partial_X^k \partial_\mu G_3| L^{-2k} \ll 1, \quad k=0,1,2, \quad l=0,1, \quad 1 \leq k + l \leq 2, \quad (135)
\]
\[
|\partial_X^k \partial_\mu G_4| L^{-2k} \ll 1, \quad k=0,1,2,3, \quad l=0,1,2, \quad k+l \leq 3, \quad (136)
\]
\[
|\partial_X^k \partial_\mu G_5| L^{-2k-2} \ll 1, \quad k=0,1,2,3, \quad l=0,1,2, \quad 1 \leq k + l \leq 3. \quad (137)
\]

We will also require smallness of the functions appearing in the gauge condition:
\[ |f| \ll 1, \quad |\mathcal{H}_{\mu \nu}| \ll 1. \quad (138) \]

In practice, we will see that strong hyperbolicity will force us to take \( f \) and \( \mathcal{H}_a^b \) to be particular functions of the background fields, and (138) then follows from weakness of the background fields.

### 4.2 Symmetries of the principal symbol

For Lovelock theories, our argument for weak hyperbolicity exploited equations (53) following from the identities (52). Therefore we will need to determine the analogous identities for Horndeski theories. This could be done by explicit computation. Instead we will derive the identities as a consequence of the gauge symmetry of the theory. We will appeal to results of Lee and Wald [26] to do this.

Consider some diffeomorphism covariant theory of gravity, possibly coupled to additional fields, and expand the action to second order around a background solution:
\[ S = \int d^d x \sqrt{-g} \left( -\frac{1}{2} K^{Ijab} \nabla_a u_I \nabla_b u_J + \ldots \right) \] (139)
where \( u_I \) denotes the perturbation to the fields (including the metric perturbation), the ellipsis denotes terms with fewer than two derivatives, and
\[ K^{Ijab}(x) = K^{Iba}(x). \] (140)
Varying the action gives the (linearized) equation of motion
\[ K^{IJab} \nabla_a \nabla_b u_J + \ldots = 0 \]  
where the ellipsis denotes terms with fewer than two derivatives of \( u_I \). From this we read off the principal symbol
\[ P^{IJab} = K^{IJ(ab)} \]  
so from (140) we have
\[ P^{IJab} = P^{JIab} \]  
hence symmetry of the principal symbol is a consequence of the variational principle. Varying the action also gives a total derivative term
\[ \nabla_a \theta^a = -K^{IJab} \delta u_I \nabla_b u_J + \ldots \]  
where the ellipsis denotes terms without derivatives. We then define the symplectic current for two independent variations \( \delta_1 u_I \) and \( \delta_2 u_I \)
\[ \omega^a = \delta_1 \theta^a_2 - \delta_2 \theta^a_1 = K^{IJab} \delta_1 u_I \nabla_b \delta_2 u_J - (1 \leftrightarrow 2) + \ldots \]  
Given coordinates \((t, x^i)\) where \( t \) is a time function, we define the symplectic form as an integral over a surface \( \Sigma \) of constant \( t \) with unit normal \( n_a \)
\[ \omega(\delta_1 u, \delta_2 u) = \int_\Sigma \omega^a n_a = \int_\Sigma d^{d-1}x \sqrt{-g} \omega^0. \]  
For a theory with a gauge symmetry, Ref. [26] proves that this vanishes if \( \delta_2 u \) is taken to be an infinitesimal gauge transformation and \( \delta_1 u \) satisfies the (linearized) equation of motion. In particular, it will vanish if \( \delta_1 u \) and \( \delta_2 u \) are both infinitesimal gauge transformations. Taking them to be compactly supported gauge transformations we can integrate w.r.t. \( t \) to obtain
\[ 0 = \int d^d x \sqrt{-g} K^{IJ00} \delta_1 u_I \nabla_0 \delta_2 u_J - (1 \leftrightarrow 2) + \ldots \]  
As before, the ellipsis denotes terms without derivatives of \( \delta_1 u \) or \( \delta_2 u \).

Consider first the case of Lovelock theory (without any gauge-fixing), for which \( u_I = h_{ab} \) and we have the symmetries
\[ K^{abcdef} = K^{bacdef} = K^{abdef}. \]  
The gauge transformations are infinitesimal diffeomorphisms:
\[ \delta h_{ab} = \nabla_{(a} X_{b)} \]  
where \( X_a \) is an arbitrary vector field, assumed compactly supported. Gauge invariance of the action implies, via integration by parts,
\[ 0 = \int d^d x \sqrt{-g} X_b \left( -K^{abcdef} \nabla_a \nabla e \nabla f h_{cd} + \ldots \right) \]  
where the ellipsis denotes terms with fewer than 3 derivatives of \( h_{\mu
u} \). Since \( X_a \) is arbitrary, this implies
\[ 0 = K^{abcdef} \nabla_a \nabla e \nabla f h_{cd} + \ldots \]
and since \( h_{ab} \) is arbitrary, terms with different numbers of derivatives must vanish independently. From the 3-derivative term we obtain

\[
0 = K^{[a[bcde]}f)
\]

which implies

\[
P^{(a[bcde)}f = 0. \tag{153}
\]

Now we consider the implications of (147). Take the two gauge transformations to be

\[
\delta_1 h_{\mu\nu} = \nabla_{(\mu}X_{\nu)} \quad \delta_2 h_{\mu\nu} = \nabla_{(\mu}Y_{\nu)} \tag{154}
\]

for arbitrary compactly supported vector fields \( X^\mu, Y^\mu \). Compact support lets us integrate by parts in (147):

\[
0 = \int d^dx \sqrt{-g} \left[ \nabla_\mu X_\nu K^{\mu\nu\rho\sigma\alpha} \nabla_\rho \nabla_\sigma Y_\sigma - (1 \leftrightarrow 2) + \ldots \right] = \int d^dx \sqrt{-g} X_\nu \left[ -K^{\mu\nu\rho\sigma\alpha} \nabla_\mu \nabla_\rho \nabla_\sigma Y_\sigma - K^{\mu\nu\rho\sigma\alpha} \nabla_\rho \nabla_\mu Y_\sigma + \ldots \right] \tag{155}
\]

where the ellipsis denotes terms with fewer than 3 derivatives of \( Y_\mu \). Since \( X_\nu \) is arbitrary we must have

\[
0 = K^{\mu\nu\rho\sigma\alpha} \nabla_\mu \nabla_\rho \nabla_\sigma Y_\sigma + K^{\mu\nu\rho\sigma\alpha} \nabla_\mu \nabla_\rho \nabla_\sigma Y_\sigma + \ldots = (K^{\mu\nu\rho\sigma\alpha} + K^{\mu\nu\rho\sigma\alpha}) \partial_\mu \partial_\rho \partial_\sigma Y_\sigma + \ldots = (K^{\mu\nu\rho\sigma\alpha} + K^{\mu\nu\rho\sigma\alpha}) \partial_\mu \partial_\rho \partial_\sigma Y_\sigma + \ldots \tag{156}
\]

Since \( Y_\mu \) is arbitrary, the terms with different numbers of derivatives of \( Y_\mu \) must vanish independently. Vanishing of the 3-derivative term requires

\[
0 = K^{\mu(\rho|\sigma|0|a)} + K^{\nu(\rho|\sigma|a)0} = 2P^{\mu(\rho|\sigma|0|a)}. \tag{157}
\]

Since the 0 index refers to an arbitrary time function \( t \), this equation implies

\[
P^{a(bc|de|f)} = 0. \tag{158}
\]

The above argument applies to the theory before fixing the gauge. Of course we can do the same for the Einstein equation. Subtracting the Einstein results from the Lovelock results gives

\[
\delta P^{(a[bcde)}f = \delta P^{a(bc|de|f)} = 0. \tag{159}
\]

We can now apply this to the harmonic gauge Lovelock equation of motion because the harmonic gauge condition does not affect \( \delta P \). In particular we have

\[
\delta P^{abcdef} \xi_a \xi_b \xi_c \xi_f = \delta P^{abcdef} \xi_b \xi_c \xi_f \xi_f = 0. \tag{160}
\]

Hence we see that the identities (53) are a consequence of the gauge symmetry.

For a Horndeski theory (before any gauge fixing) we have \( u_I = (h_{ab}, \psi) \). A gauge transformation is

\[
\delta h_{ab} = \nabla_{(a}X_{b)} \quad \delta \psi = X^a \nabla_a \Phi. \tag{161}
\]
Repeating the above argument for gauge invariance of the action gives

$$P_{gg}^{(a|bc|d|ef)} = P_{g\Phi}^{(a|b|cd)} = 0.$$  \hspace{1cm} (162)

The symmetry of the principal symbol \(143\) then implies that

$$P_{g\Phi}^{(a|b|cd)} = P_{g\Phi}^{(a|b|cd)} = 0.$$  \hspace{1cm} (163)

Repeating the argument based on \(147\), the highest derivatives of the gauge transformation parameters \(X_\mu\) and \(Y_\mu\) arise only from the transformation of \(h_\mu\) so the result is essentially the same as for Lovelock theory:

$$P_{gg}^{a(bc|de|f)} = 0.$$  \hspace{1cm} (164)

These results apply also to the Einstein-scalar-field theory (before gauge fixing). So subtracting the principal symbols for these two cases gives

$$0 = \delta \tilde{P}_{gg}^{a(bc|de|f)} = \delta \tilde{P}_{g\Phi}^{(a|b|cd)} = \delta \tilde{P}_{g\Phi}^{a(bc|de|f)} = \delta \tilde{P}_{gg}^{a(bc|de|f)}.$$  \hspace{1cm} (165)

Finally, we note that the gauge fixing terms do not affect \(\delta \tilde{P}\) so these results apply also to the generalized harmonic gauge equation of motion.

### 4.3 Weak hyperbolicity for weak field background

We will now begin our study of the hyperbolicity of the linearized Horndeski equations in a generalized harmonic gauge. In this section we will establish weak hyperbolicity of these equations in a weak field background for any generalized harmonic gauge. Much of the analysis is similar to the analysis of the weak hyperbolicity of harmonic gauge Lovelock theories performed above so we will be briefer here.

As in Section 3.2 we introduce coordinates \(x^\mu = (t, x^i)\) such that \(dt\) is timelike so surfaces of constant \(t\) are non-characteristic for the Einstein-scalar-field theory. Again we will denote by \(\xi_0^\pm\) the two solutions of \(g^{\mu\nu} \xi_\mu \xi_\nu = 0\) for fixed real \(\xi_i\), and we define the null covectors \(\xi_i^\pm = (\xi_0^\pm, \xi_i)\).

The principal symbol can be regarded as a quadratic form acting on vectors of the form \((t, t^\mu, \chi)^T\), with \(t^\mu\) symmetric. Such vectors form an 11-dimensional space. Hence \(A, B(\xi_i)\) and \(C(\xi_i)\) (defined in Sec. 3.2) are 11 x 11 matrices. Explicitly we have

$$A = \begin{pmatrix}
P_{gg}^{\mu_0\nu_0} & \delta \tilde{P}_{gg}^{\mu_0\nu_0} \\
p_{g\Phi}^{\mu_0\nu_0} & \delta \tilde{P}_{\Phi g}^{\mu_0\nu_0}
\end{pmatrix} \quad B(\xi_i) = \begin{pmatrix}
2P_{gg}^{\mu_0\nu_0} \xi_i & 2P_{g\Phi}^{\mu_0\nu_0} \xi_i \\
2P_{g\Phi}^{\mu_0\nu_0} \xi_i & 2P_{\Phi g}^{\mu_0\nu_0} \xi_i
\end{pmatrix} \quad C(\xi_i) = \begin{pmatrix}
P_{gg}^{\mu\nu_0} \xi_i & \xi_i \\
p_{g\Phi}^{\mu_0\nu} \xi_i & \xi_i
\end{pmatrix}$$  \hspace{1cm} (166)

where, again, \(\xi_i\) is real and \(\xi_i \xi_i = 1\). These matrices are all real and symmetric: the latter property follows from the fact that the gauge-fixed equations of motion can be derived from an action so \(143\) holds.

For the harmonic gauge Einstein-scalar-field equations, since surfaces of constant \(t\) are spacelike, the matrix \(A\) is invertible. By continuity, this will continue to hold for sufficiently weak background fields, once we include the Horndeski terms. Hence we can define real \(M(\xi_i)\) as in \(55\) and real symmetric \(H(\xi_i)\) as in \(61\). These are 22 x 22 matrices. As for Lovelock, the matrix \(H\) is non-degenerate so its signature can be determined by continuity, i.e., by its signature for the Einstein-scalar-field equations. The result is that it has signature \((11, 11)\), i.e., 11 positive eigenvalues and 11 negative eigenvalues. As for Lovelock, \(M\) is symmetric w.r.t. \(H\), i.e., equation \(62\) holds here.
We consider these matrices as acting on a complex vector space $V$ of dimension $22$. For the Einstein-scalar-field theory we know that $M$ is diagonalizable with eigenvalues $\xi_0^\pm$, each with degeneracy $11$. So, for linearized Horndeski theory in a weak field background we can proceed as in Sec. 3.3 and define the 11-dimensional subspaces $V^\pm$ as the sum over the generalized eigenspaces of the eigenvectors (of $M$) belonging to the $\xi_0^\pm$-group, respectively. The restriction of $H$ to $V^\pm$ is denoted by $H^\pm$.

Let us summarize the proof of weak hyperbolicity that we used for Lovelock theories. First we showed that there exist “pure gauge” eigenvectors of $M$, with eigenvalue $\xi_0^\pm$. We then showed that such eigenvectors are null and orthogonal w.r.t. $H$ so they form null subspaces $N^\pm$ of $V^\pm$, and that these null subspaces have the maximum dimension consistent with the signature of $H^\pm$. This then excludes the possibility of $M$ possessing a complex eigenvalue $\xi_0$ in, say, the $\xi_0^+$-group, for the corresponding eigenvector would have to be null and orthogonal to $N^+$ so we could add it to $N^+$ to produce a larger null subspace of $V^+$, thereby violating maximality of $N^+$. Hence $M$ cannot have a complex eigenvalue, which establishes weak hyperbolicity.

All of this extends straightforwardly to Horndeski theories. First note that, as in section 2.2, an eigenvector $v$ of $M$ with eigenvalue $\xi_0$ must have the form

$$v = \left( \begin{array}{c} T \\ \xi_0 T \end{array} \right)$$

(167)

where the 11-vector $T$ must satisfy

$$P(\xi)T = 0$$

(168)

with $\xi_\mu = (\xi_0, \xi_i)$. We can identify a set of “pure gauge” eigenvectors, with eigenvalue $\xi_0^\pm$, given by

$$T = \left( \begin{array}{c} \xi_0^\pm X^\nu \\ 0 \end{array} \right)$$

(169)

for some $X^\mu$. That this satisfies (168) (with $\xi = \xi^\pm$) can be seen as follows. First $P_{\text{Einstein}}(\xi^\pm) = 0$ because $\xi^\pm_\mu$ is null. Second, the results in (165) imply

$$\delta P(\xi^\pm)T = 0.$$  

(170)

Finally, it can be checked explicitly that $\delta Q(\xi^\pm)T = 0$.

We define $N^\pm$ to be the 4-dimensional subspace of $V^\pm$ defined by these pure gauge eigenvectors. We now want to prove that $N^\pm$ is null w.r.t. $H^\pm$. Consider two pure gauge eigenvectors $v, v' \in N^\pm$ with corresponding $T = (\xi_0^\pm X^\nu, 0)^T$ and $T' = (\xi_0^\pm X'_\nu, 0)^T$. Their inner product w.r.t. $H^\pm$ is the same as their inner product w.r.t. $H$, i.e., as in (171), we have

$$v'^\dagger H v = 2\xi_0^\pm \xi_0^\pm P^{0\mu} T = 2\xi_\mu^\pm \xi_\nu^\pm \xi_\sigma X^\nu X^\tau P^{\mu\nu\rho\tau} = 0$$

(171)

where the final equality follows from $P_{\text{Einstein}}(\xi^\pm) = 0$, the final symmetry in (165), and the fact that

$$\xi_\mu^\pm \xi_\nu^\pm \xi_\rho^\pm \xi_\sigma^\pm \delta Q^{\mu\nu\rho\sigma} = 0.$$  

(172)

It follows that any two elements of $N^\pm$ are orthogonal w.r.t. $H^\pm$ hence $N^\pm$ defines a 4-dimensional $H^\pm$-null subspace of $V^\pm$.

---

17 The vanishing of the final component of this vector is related to the fact that under the gauge transformation (113), the transformation of $\psi$ does not involve a derivative of $Y_a$. 
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Since $H^\pm$ is the restriction of $H$ to $V^\pm$, it follows that $H^\pm$ is non-degenerate when restricted to $V^\pm$. Hence its signature can be determined by continuity, as we did for Lovelock. In other words, its signature can be determined using the Einstein-scalar-field theory. For this theory, consider two vectors $v_1$ and $v_2$ in $V^\pm$, and hence of the form (167) with $\xi_0 = \xi^\pm_0$. Let the corresponding 11-vectors be $T_1 = (t_{1ab}, \chi_1)T$ and $T_2 = (t_{2ab}, \chi_2)T$. The inner product of $v_1$ and $v_2$ w.r.t. $H^\pm$ is the same as

$$v_1^* H v_2 = T_1^* B T_2 + 2 \xi_0^\pm T_1^* A T_2 = 2 \epsilon_\mu T_1^* P^{0\mu} T_2 = - \epsilon_0^\pm \left( t_1^* G t_2 + \bar{\chi}_1 \chi_2 \right). \quad (173)$$

The argument following (69) now shows that, when restricted to $V^+$, $H^+$ has 4 negative eigenvalues and $6 + 1 = 7$ positive eigenvalues (the +1 coming from $\bar{\chi}_1 \chi_2$). Similarly for $H^-$ when restricted to $V^-$, with positive and negative interchanged. Hence the dimension of a maximal null subspace of $V^\pm$ is 4 so $N^\pm$ are maximal null subspaces of $V^\pm$. The proof of weak hyperbolicity follows as explained above.

### 4.4 Strong hyperbolicity of Horndeski theories

We have shown that, in any generalized harmonic gauge, linearized Horndeski theory is weakly hyperbolic in a weak field background. We will now investigate whether it is also strongly hyperbolic. In particular, strong hyperbolicity requires that $M$ is diagonalizable, i.e., it has no non-trivial Jordan blocks. We can investigate whether or not this is true using the method of Section 3.4.

As in section 3.4 we define $E^\pm$ to be the generalized eigenspace of the eigenvalue $\xi^\pm_0$. Since $N^\pm \subseteq E^\pm$ it follows as in section 3.4 that $E^\pm$ must have dimension at least 8. If $M$ is diagonalizable, then $E^\pm$ are genuine eigenspaces and hence there must exist at least 8 eigenvectors with eigenvalue $\xi^\pm_0$. So using (168) and $P_{E}\left(\xi^\pm_0\right) = 0$ we must have 8 vectors $T$ satisfying $\delta P(\xi^\pm_0)T = 0$. So

A necessary condition for strong hyperbolicity is that, for any null $\xi$, $\ker \delta P(\xi)$ has dimension at least 8.

Hence strong hyperbolicity implies that, for any null $\xi$, $\ker \delta P(\xi)$ must contain at least 4 linearly independent “non-gauge” elements.

Let us now look at the condition for a non-trivial Jordan block. As in section 3.4 one can show that the corresponding eigenvalue must be $\xi^\pm_0$ so the block must lie in $E^\pm$. For any such block, there exists a vector $v \in E^\pm$ such that $(M - \xi^\pm_0)v$ is an eigenvector of $M$ with eigenvalue $\xi^\pm_0$ so we must have

$$ (M - \xi^\pm_0) v = \begin{pmatrix} S \\ \xi^\pm_0 S \end{pmatrix} \quad (174) $$

for some non-zero $S = (s_{\mu\nu}, \omega)^T$ such that (using $P_{E}\left(\xi^\pm_0\right) = 0$)

$$ \delta P(\xi^\pm_0)S = 0. \quad (175) $$

Writing $v = (T, T')^T$ we find that (174) reduces to equations analogous to (75) and (76):

$$ T' = \xi^\pm_0 T + S \quad (176) $$

and

$$ \delta P(\xi^\pm_0)T = -(2\xi^\pm_0 A + B)S. \quad (177) $$
As in section 3.4 we contract this with an arbitrary “pure gauge” vector \( R = (\xi^\mu, X_\nu, 0)^T \). The LHS vanishes and the RHS gives the \( H^\pm \)-inner product of \((R, \xi^\pm R)^T \) with \((S, \xi^\pm_0 S)^T \). It follows that \((S, \xi^\pm_0 S)^T \) must be \( H^\pm \) orthogonal to any pure gauge eigenvector. Similarly, contracting this equation with \( S \) and using (175) shows that \((S, \xi^\pm_0 S)^T \) is null w.r.t. \( H^\pm \). Hence if this vector were not pure gauge then we could add it to \( N^\pm \) and violate maximality of this null subspace. Therefore this vector must be pure gauge, i.e., we have \( S = (\xi^\mu_0, Y_\nu)^T \) for some \( Y_\mu \neq 0 \). So, writing \( T = (t_{\mu\nu}, \chi)^T \), (177) takes the form

\[
\delta P(\xi^\pm) \cdot \begin{pmatrix} t_{\rho\sigma} \\ \chi \end{pmatrix} = -2(\xi^\pm_0 A + B) \cdot \begin{pmatrix} \xi^\pm_0 Y_\sigma \\ 0 \end{pmatrix}. \tag{178}
\]

If this equation admits a solution for some \( Y_\mu \neq 0 \) then \( M \) has a non-trivial Jordan block. So strong hyperbolicity requires that this equation admits no solution \((t_{\mu\nu}, \chi)^T \) for any \( Y_\mu \neq 0 \).

**Strong hyperbolicity when \( G_A = G_5 = 0 \)**

Let us begin by considering the theory with Lagrangian

\[
\mathcal{L} = \mathcal{L}_1 + \mathcal{L}_2 + \mathcal{L}_3. \tag{179}
\]

The nonlinear equations of motion for this theory are

\[
E_{\mu\nu} \equiv G_{\mu\nu} + \partial_X G_3 \left[ -\frac{1}{2} \Box \nabla_a \Phi \nabla_b \Phi + G_{\mu\nu} \, \nabla^a \nabla^b \Phi \nabla^c \nabla^d \Phi \right] + \ldots = 0 \tag{180}
\]

\[
E_\Phi \equiv -\Box \Phi - \partial_X G_2 \Box \Phi + \partial^2_X G_2 \nabla^a \Phi \nabla^b \Phi \nabla^c \nabla^d \Phi - 2 \partial_\Phi G_3 \Box \Phi
\]

\[
- (\partial_X G_3 + X \partial^2_X G_3) \delta_{a_1 c_1} \delta_{a_2 c_2} \nabla_{a_1} \nabla_{c_1} \nabla_{a_2} \nabla_{c_2} \Phi - \frac{1}{2} \partial_X G_3 \delta_{a_1 c_2 c_1} \delta_{a_2 d_2 d_3} \nabla_{a_1} \nabla_{c_1} \nabla_{a_2} \nabla_{c_2} \nabla_{d_2} \nabla_{d_3} \Phi
\]

\[- 2 \partial^2_X G_3 \delta_{a_1 c_2} \nabla_{a_1} \nabla_{c_1} \nabla_{a_2} \nabla_{c_2} \Phi \nabla^d \Phi + X \Box \Phi) + \partial_X G_3 R_{ab} \nabla^a \Phi \nabla^b \Phi + \ldots = 0 \tag{181}
\]

where again the ellipsis denotes terms not involving second derivatives. After determining the linearized equations in generalized harmonic gauge (119), we compute the principal symbol and we find that

\[
\delta P_{gg}(\xi)^{abcd} = \delta Q_{gg}(\xi)^{abcd} \tag{182}
\]

\[
\delta P_{\Phi}(\xi)^{ab} = \delta P_{\Phi\Phi}(\xi)^{ab} = -\frac{1}{2} \partial_X G_3 \delta_{a^1 c^1} \delta_{a^2 c^2} \nabla_{a^1} \nabla_{c^1} \nabla_{a^2} \nabla_{c^2} \Phi^2 + \xi^c G^{deab} \xi_\epsilon \mathcal{K}_{cd} \tag{183}
\]

\[
\delta P_{\Phi\Phi}(\xi) = (-\partial_X G_2 - 3 \partial_\Phi G_3 + 2 X \partial^2_X G_3 - 2 \partial_X G_3 \Box \Phi - 2 \partial^2_X G_3 \Box \Phi) \Phi^2
\]

\[- 2 \partial_X G_3 \delta_{a_1 c_2} \nabla_{a_1} \nabla_{c_1} \nabla_{a_2} \nabla_{c_2} \nabla^d \Phi \nabla^e \Phi \nabla^f \Phi + \partial_X G_3 R_{ab} \nabla^a \Phi \nabla^b \Phi + \ldots = 0 \tag{184}
\]

where

\[
\mathcal{K}_{ab} \equiv (1 + f) \mathcal{H}_{ab} + \partial_X G_3 \nabla_a \Phi \nabla_b \Phi. \tag{185}
\]

For strong hyperbolicity to hold, equation (178) must admit no solution \((t_{\mu\nu}, \chi)^T \) when \( Y_\mu \neq 0 \). Writing out this equation gives

\[
\left( \begin{array}{c}
G^{\mu\nu\rho\sigma} [-f (f + 2) G^{\lambda\beta, \delta \epsilon} \xi_\delta \xi_\epsilon \xi_\lambda \xi_\beta + \xi^\pm \mathcal{K}_{\lambda\rho} \xi^{\pm}_\sigma \chi] \\
\xi^{\pm\mu} G^{\rho\lambda\sigma} \xi^{\pm}_\rho \mathcal{K}_{\mu\nu} + \delta P_{\Phi\Phi}(\xi^{\pm}) \chi
\end{array} \right) = \left( \begin{array}{c}
\xi^{\pm0} G^{\mu\nu\rho\sigma} \xi^{\pm}_\rho Y_\sigma \\
(\partial_X G_3) \xi^{\pm0} (\xi^{\pm \cdot \nabla \Phi} (Y \cdot \nabla \Phi) - \mathcal{K}_{\lambda\sigma} \xi^\pm \xi^{\pm0} G^{\mu\nu\alpha} \xi^{\pm\rho} Y_\rho)
\end{array} \right). \tag{186}
\]
Looking at the first row of this equation, the non-degeneracy of \( G^{\mu\nu\rho\sigma} \) implies that if \( f \neq 0 \) then we can solve for the “non-transverse” part of \( t_{\mu\nu} \):\(^{18}\)

\[
G_{\mu}^{\nu\rho\sigma}\xi_{\nu}^{\pm}t_{\rho\sigma} = \frac{1}{f(f+2)}(\xi^{\pm\rho}K_{\rho\mu}\chi - \xi^{0\pm}Y_{\mu}).
\]

This can then be substituted into the second row to obtain an equation that determines \( \chi \). Hence if \( f \neq 0 \) then a solution of (178) exists for any \( Y_{\mu} \neq 0 \). Therefore strong hyperbolicity requires that \( f = 0 \). With \( f = 0 \), the first row of (186) implies

\[
\xi^{0\pm}Y_{\mu} = \xi^{\pm\rho}K_{\rho\mu}\chi.
\]

Plugging this into the second row of (186) now gives a linear homogeneous scalar equation for \( \chi \) and \( t_{\mu\nu} \). Since this is only one equation for 11 unknowns, there exist non-trivial solutions. We see that we can solve (178) for \( Y_{\mu} \) of the form (188). Hence if this \( Y_{\mu} \) is non-vanishing then the equation is not strongly hyperbolic. Therefore strong hyperbolicity, requires (188) to vanish for any (null) \( \xi^{\pm}_{\mu} \) which implies (since generically \( \chi \neq 0 \)) \( K_{\mu\nu} = 0 \). Hence strong hyperbolicity selects a unique generalized harmonic gauge:

\[
f = 0 \quad \mathcal{H}_{ab} = -\partial_{X}G_{3}\nabla_{a}\Phi\nabla_{b}\Phi.
\]

Note that this guarantees that the smallness condition (138) is satisfied. If our gauge functions \( f \) and \( \mathcal{H}_{ab} \) satisfy this equation then \( M \) is diagonalizable, as required by strong hyperbolicity. As explained above (17), diagonalizability ensures that there exists a positive definite symmetrizer \( K \) satisfying (34). To complete the proof of strong hyperbolicity we need to check that \( K \) depends smoothly on \( \xi_{i} \). We will do this in a more general setting below (see the discussion below Eq. (227)).

**Failure of strong hyperbolicity when \( \partial_{X}G_{4} \neq 0, G_{5} = 0 \)**

The situation is different if we include \( \mathcal{L}_{4} \) i.e. we work with the theory

\[
\mathcal{L} = \mathcal{L}_{1} + \mathcal{L}_{2} + \mathcal{L}_{3} + \mathcal{L}_{4}
\]

We will show that if \( \partial_{X}G_{4} \neq 0 \) then there is no generalized hyperbolic gauge for which this theory is strongly hyperbolic.

\(^{18}\)Note that our smallness assumption (138) implies that \( f \neq -2 \).
The terms in the equations of motion $E^{a}_{b}$ and $E_{\Phi}$ arising from $\mathcal{L}_4$ are \cite{21, 31}

\[
E^{a(4)}_{b} = (G_4 - 2X \partial_X G_4)G^{a}_{b} + \frac{1}{4} \partial_X G_4 \delta^{ac_1c_2c_3}_{bd_1d_2d_3} R_{c_1c_2d_1} \nabla_{c_3} \Phi \nabla^{d_3} \Phi \\
+ \frac{1}{2} (\partial_X G_4 + 2X \partial^2_X G_4) \delta^{ac_1c_2c_3}_{bd_1d_2d_3} \nabla_{c_1} \nabla^{d_1} \Phi \nabla_{c_2} \nabla^{d_2} \Phi \\
+ \frac{1}{2} \partial_X G_4 \delta^{ac_1c_2c_3}_{bd_1d_2d_3} \nabla_{c_1} \nabla^{d_1} \Phi \nabla_{c_2} \nabla^{d_2} \Phi \nabla_{c_3} \Phi \nabla^{d_3} \Phi \\
+ 2\partial_X G_4 \delta^{ac_1c_2c_3}_{bd_1d_2d_3} \nabla_{c_1} \nabla^{d_1} \Phi \nabla_{c_2} \nabla^{d_2} \Phi + (\partial_{\Phi} G_4 + 2X \partial^2_{\Phi} G_4) \delta^{ac_1c_2c_3}_{bd_1d_2d_3} \nabla_{c_1} \nabla^{d_1} \Phi
\]

\[
E_{\Phi}^{(4)} = \frac{1}{2} (\partial_X G_4 + 2X \partial^2_X G_4) \delta^{d_1c_2c_3}_{d_1d_2d_3} \nabla_{c_1} \nabla^{d_1} \Phi \nabla_{c_2} \nabla^{d_2} \Phi R_{c_3c_4} - (\partial_{\Phi} G_4 + 2X \partial^2_{\Phi} G_4) R_{d_1d_2d_3d_4}
\]

Linearizing these equations, and including the gauge-fixing terms, one can then compute $\delta \tilde{P}^{(4)}$, the contribution to $\delta \tilde{P}$ arising from $\mathcal{L}_4$. It takes the following form

\[
\delta \tilde{P}^{(4)}_{gg}(\xi)^{a}_{b} = \delta \tilde{P}^{(4)}_{g\Phi}(\xi)^{a}_{b} = \delta \tilde{P}^{(4)}_{\Phi g}(\xi)^{a}_{b} = \delta \tilde{P}^{(4)}_{\Phi \Phi}(\xi)^{a}_{b} = (\partial_X G_4 + 2X \partial^2_X G_4) \delta^{ac_1c_2c_3}_{bd_1d_2d_3} \xi^{d_1} \nabla_{c_2} \nabla^{d_2} \Phi R_{c_3c_4}
\]
As discussed above, for the equations to be strongly hyperbolic it is necessary that the kernel of \( \delta P(\xi^\pm) \) has dimension 8 or greater. We will now study whether this condition is satisfied. A vector \((t_{ab}, \chi)^T\) is in \( \ker \delta P(\xi^\pm) \) if, and only if,

\[
\begin{pmatrix}
\delta P_{gg}(\xi^\pm)^{abcd} t_{cd} + \delta P_g \Phi (\xi^\pm)^{ab} \chi \\
\delta P_{gg}(\xi^\pm)^{cd} t_{cd} + \delta P_{\Phi \Phi} (\xi^\pm) \chi
\end{pmatrix} = 0.
\]

(196)

We now assume that \( \partial_X \mathcal{G}_4 \neq 0 \). In this case we can separate out a term proportional to \( t_{ab} \) in the first row of (196) and write this equation as

\[
(\xi^\pm \cdot \nabla \Phi)^2 t_{ab} = - \xi^a_{(a} \xi^b_{c)} (\nabla^c \Phi \nabla^d \Phi t_{cd} + \mathcal{G}_4 t^c \nabla_c)
+ 2 \xi^\pm_{(a} \xi^b_{c)} \left( \frac{\partial G_4}{\partial \Phi} + \xi^c \nabla^c \Phi (\xi^\pm \cdot \nabla \Phi) \right) - 2 \xi^\pm_{(a} \xi^b_{c)} (t^c \Phi(\xi^\pm \cdot \nabla \Phi) - \xi^c \nabla^d \Phi t_{cd})
- g_{ab} \left( 2 \xi^\pm_{(a} \xi^b_{c)} (\Phi_{c} \cdot \nabla \Phi) + \frac{\partial G_4}{\partial \Phi} \xi^c \xi^d t_{cd} - t^c (\xi^\pm \cdot \nabla \Phi)^2 \right)
- \nabla (\Phi \nabla_b \Phi) \xi^c \xi^d t_{cd} - \nabla (\Phi t_b) \xi^c \xi^d (\Phi \cdot \nabla \Phi)
+ \frac{2}{\partial \partial \Phi^4} (\delta Q_{gg} \delta^a_{ab}) t_{cd} + \delta P_{\Phi \Phi} (\delta^a_{ab}) \chi.
\]

(197)

Note that for a generic weak-field background, and generic \( \xi^\pm \), we have \( \xi^\pm \cdot \nabla \Phi \neq 0 \). From the tensor structure of this equation, we deduce that \( t_{ab} \) must take the form

\[
t_{ab} = \xi^\pm_{(a} Y_{b)} + \lambda g_{ab} + Z_{(a} \nabla_b \Phi + \mu \nabla_a \nabla_b \Phi
\]

(198)

for some \( Y_a, \lambda, Z_a \) and \( \mu \). The last term in this expression comes from the fact that \( \delta P_{\Phi \Phi} (\xi^\pm)^{ab} \) contains terms proportional to \( \nabla_a \nabla_b \Phi \) as well as terms of the other three types. There is some degeneracy in this expression e.g. degeneracy between the first and third terms implies that \( Z_a \) is defined only up to addition of a multiple of \( \xi^\pm_a \), i.e., the part of \( Z_a \) parallel to \( \xi^\pm_a \) is “pure gauge”. For strong hyperbolicity we need there to exist at least 4 linearly independent “non-gauge” elements of \( \ker \delta P(\xi^\pm) \). The first term in (198) is pure gauge. The “non-gauge part” is determined by \( \chi, \lambda, \mu \) and the non-gauge part of \( Z_a \).

Plugging (198) back into the first row of (196) we get

\[
0 = \delta P_{gg} (\xi^\pm)^{abcd} t_{cd} + \delta P_{\Phi \Phi} (\xi^\pm)^{ab} \chi = \delta_{bd_1 d_2 c_1 c_3}^a \xi^\pm_{d_1 d_2} \nabla_{c_2} \Phi \nabla_{c_3} \Phi \nabla_{d_3} \Phi \left( -\frac{1}{2} \partial_X \mathcal{G}_4 \mu + \partial^2 \mathcal{G}_4 \right)
+ \delta_{bd_1 d_2 c_1 c_3}^a \xi^\pm_{d_1 d_2} \left[ \nabla_{c_2} \Phi \nabla_{d_2} \Phi \left( -\frac{1}{2} \partial_X \mathcal{G}_4 \lambda + \partial^2 \mathcal{G}_4 \right) \right]
- \frac{1}{4} (\mathcal{G}_4 - 2 X \partial_X \mathcal{G}_4 - f(f + 2)) (Z_{c_2} \nabla_{d_2} \Phi + \nabla_{c_2} \Phi Z_{d_2})
+ \delta_{bd_1 d_2 c_1 c_3}^a \xi^\pm_{d_1 d_2} \nabla_{c_2} \nabla_{d_2} \Phi \left( \partial_X \mathcal{G}_4 + 2 X \partial^2 \mathcal{G}_4 \right) \chi
- \frac{1}{2} \mathcal{G}_4 (\mathcal{G}_4 - 2 X \partial_X \mathcal{G}_4 - f(f + 2)) \chi
- \left[ (\partial \mathcal{G}_4 + 2 X \partial^2 \mathcal{G}_4) \chi - \lambda (\mathcal{G}_4 - 2 X \partial_X \mathcal{G}_4 - f(f + 2)) \right] \xi^\pm_{a} \xi^\pm_{b}
+ \xi^\pm_{c} \mathcal{G}^{dea} \xi^\pm_{d c} \mathcal{K}_{de} \chi
\]

(199)
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where $\mathcal{K}_{ab}$ is defined in [185]. We will now show that the requirement of strong hyperbolicity fixes our choice of gauge. Consider first the case

$$\mathcal{G}_4 - 2X\partial_X \mathcal{G}_4 - f(f + 2) \neq 0. \quad (200)$$

In this case, (199) contains $Z_a$-dependent terms proportional to

$$\delta_{bd1d2}^{ac1c2} \xi^{\pm d_1}(Z_{c3} \nabla^d_2 \Phi + \nabla_{c2} \Phi Z^d_2) = 4G^a_e \xi^{\pm d} \xi_e G_{cd} f^h Z_f \nabla_h \Phi. \quad (201)$$

View the RHS as an operator $\mathcal{O}$ acting on $Z_a$. Let’s determine the kernel of this operator. Since $G_{abcd}$ is non-degenerate, vectors in the kernel must satisfy

$$\xi^{\pm d} \xi_e G_{cd} f^h Z_f \nabla_h \Phi = 0 \Rightarrow \xi^{\pm d} G_{cd} f^h Z_f \nabla_h \Phi = 0. \quad (202)$$

However, for generic $\nabla_a \Phi$, it is easy to show that all solutions of this equation have $Z_a$ proportional to $\xi^{\pm a}$. Hence the kernel of $\mathcal{O}$ generically contains only vectors proportional to $\xi^{\pm a}$. This implies that, generically, if equation (199) admits a solution then $Z_a$ is determined up to a multiple of $\xi^{\pm a}$, in terms of $\chi, \lambda, \mu$. In other words, the non-gauge part of $Z_a$ is fixed uniquely by the 3 quantities $\chi, \lambda, \mu$. Therefore, there exist at most 3 linearly independent non-gauge elements of ker $\delta P(\xi^\pm)$, whereas strong hyperbolicity requires at least 4 such elements. So if our gauge condition satisfies (200) then the equation is not strongly hyperbolic.

We have shown that strong hyperbolicity requires that our gauge function $f$ obeys

$$G_4 - 2X\partial_X G_4 - f(f + 2) = 0. \quad (203)$$

We can solve this quadratic equation and choose the root that satisfies the smallness condition (138) when the conditions (136) are satisfied:

$$f = -1 + \sqrt{1 + G_4 - 2X\partial_X G_4}. \quad (204)$$

The contraction of (199) with $\nabla^b \Phi$ gives

$$0 = \xi^{\pm e} \xi_e \nabla^b \Phi G^{deab} \tilde{\mathcal{K}}_{cd} \chi \quad (205)$$

where

$$\tilde{\mathcal{K}}_{cd} = \mathcal{K}_{cd} - (\alpha g_{cd} + \beta \nabla_e \nabla_d \Phi) \quad (206)$$

with

$$\alpha = \partial_\Phi G_4 + 2X\partial^2_X \Phi G_4 + \nabla^e \nabla_e \Phi(\partial_X G_4 - 2X\partial^2_X G_4) \quad \beta = -2(\partial_X G_4 + 2X\partial^2_X G_4). \quad (207)$$

Consider first the case in which our gauge condition is such that, generically,

$$\xi^{\pm e} \xi_e \nabla^b \Phi G^{deab} \tilde{\mathcal{K}}_{cd} \neq 0. \quad (208)$$

Then, in a generic background, for generic null $\xi^{\pm a}$, (205) implies that we must have $\chi = 0$ and equation (199) then reduces to

$$0 = -\frac{1}{2} \partial_X G_4 \mu \delta_{bd1d2d3}^{ac1c2c3} \xi^{\pm d_1} \nabla_{c2} \Phi \nabla_{c3} \Phi \nabla_{d_3} \Phi - \partial_X G_4 \lambda G^a_b \xi^{\pm d} \xi_e G_{cd} f^h Z_f \nabla_h \Phi. \quad (209)$$
In a generic background this implies \( \lambda = \mu = 0 \) (using \( \partial X G_4 \neq 0 \)). But with \( \chi = \lambda = \mu = 0 \), the “non-gauge” part of the vector \((t_{ab}, \chi)^T\) is determined entirely by \( Z_a \) which has at most 3 independent non-gauge components. So in this case we do not have enough non-gauge elements of \( \ker \delta P(\xi^\pm) \) for strong hyperbolicity.

We have shown that strong hyperbolicity requires that, generically,

\[
\xi^\pm \tilde{\xi}^\pm \nabla_b \Phi G^{deab} \tilde{K}_{cd} = 0. \tag{210}
\]

For this to be satisfied for generic null \( \xi^\pm \) we must have

\[
G^{abde} \nabla_b \Phi \tilde{K}_{cd} = \rho^a \delta^e_c \tag{211}
\]

for some vector \( \rho^a \). Contracting with \( \nabla_a \Phi \) we see that

\[
(\nabla \Phi)^2 \tilde{K}_a^b = 2 \tilde{K}_{ac} \nabla^c \Phi \nabla^b \Phi - 2(\rho \cdot \nabla \Phi) \delta_a^b \tag{212}
\]

from which we deduce that the most general form \( \tilde{K} \) can take is

\[
\tilde{K}_{ab} = \kappa g_{ab} + W_a \nabla_b \Phi. \tag{213}
\]

for some scalar \( \kappa \) and vector \( W_a \). Note that we can determine \( \rho^a \) in terms of these quantities by taking the trace over the \( e \) and \( c \) indices in (211)

\[
\rho^a = \frac{1}{4} \left( -\kappa \nabla^a \Phi + G^{abcd} W_c \nabla_d \Phi \nabla_b \Phi \right). \tag{214}
\]

Plugging these back into (211) we find that the only solution is given by \( \kappa = 0 \) and \( W_a = 0 \), that is

\[
\tilde{K}_{ab} = 0. \tag{215}
\]

Hence strong hyperbolicity for a generic weak-field background forces us to make the gauge choice

\[
f = -1 + \sqrt{1 + G_4 - 2X} \partial X G_4 \]

\[
(1 + f) H_{ab} = \alpha g_{ab} + \beta \nabla_a \nabla_b \Phi - \partial X G_{ab} \nabla_a \Phi \nabla_b \Phi. \tag{216}
\]

With this choice of gauge, (199) reduces to

\[
0 = \delta_{bd_1}^{c_1} \delta_{d_2}^{c_2} \xi^\pm d_1 \nabla_{c_2} \nabla^{d_2} \Phi \nabla_{c_3} \Phi \nabla^{d_3} \Phi \left( -\frac{1}{2} \partial X G_4 \mu + \partial^2 X G_4 \chi \right) + 2 \delta_{bd}^{ec} \xi^\pm e \xi^\pm c G_{cd} \nabla_f \Phi \nabla_b \Phi \left( -\frac{1}{2} \partial X G_4 \lambda + 2 \partial^2 X G_4 \chi \right). \tag{217}
\]

For a generic background, this fixes \( \lambda \) and \( \mu \) in terms of \( \chi \):

\[
\lambda = 4 \frac{\partial^2 X G_4}{\partial X G_4} \chi \quad \mu = 2 \frac{\partial^2 X G_4}{\partial X G_4} \chi. \tag{218}
\]

We now consider the second row of (196), which takes the form

\[
A \chi = 0 \tag{219}
\]
where

\begin{align*}
\mathcal{A} &= -\frac{1}{2} \left[ \partial_X G_4 + 2X \partial_X^2 G_4 \right] \delta_{ci}^d \delta_{cj}^d \xi_c \xi_d R_{c2c3}^{d2d3} \\
&\quad - \frac{1}{2} \partial_X^2 G_4 \delta_{ci}^d \delta_{cj}^d \xi_c \xi_d \nabla_c \Phi \nabla^2 \Phi R_{c2c3}^{d2d3} \\
&\quad - \left[ 3\partial_X^2 G_4 + 2X \partial_X^3 G_4 + \frac{2(\partial_X G_4 + 2X \partial_X^2 G_4)^2}{1 + G_4 - 2X \partial_X G_4} \right] \delta_{ci}^d \delta_{cj}^d \xi_c \xi_d \nabla_c \Phi \nabla^2 \Phi R_{c2c3}^{d2d3} \\
&\quad + [2(\partial_X G_4)^{-1}(\partial_X^2 G_4)^2 - \partial_X^2 G_4] \delta_{ci}^d \delta_{cj}^d \xi_c \xi_d \nabla_c \Phi \nabla^2 \Phi R_{c2c3}^{d2d3} \\
&\quad + 4 \left[ \partial_X^3 \Phi G_4 + 2 \frac{\partial_X^2 G_4 \partial_X^2 G_4}{\partial_X G_4} - \frac{\partial_X G_4 (\partial_X G_4 + 2X \partial_X^2 G_4)}{2(1 + G_4 - 2X \partial_X G_4)} - \partial_X^2 G_4 \right] \delta_{ci}^d \delta_{cj}^d \xi_c \xi_d \nabla_c \Phi \nabla^2 \Phi R_{c2c3}^{d2d3} \\
&\quad + 2 \left[ -8 \frac{(\partial_X^2 G_4)^2}{\partial_X G_4} + \frac{\partial_X G_4 (\partial_X G_4 + 2X \partial_X^2 G_4) + X \partial_X G_4}{(1 + G_4 - 2X \partial_X G_4)} \right] \left( \partial_X^2 G_3 + \frac{2}{2} \partial_X^2 G_2 + \frac{3}{2} \partial_X^2 G_4 \right) \xi_c \xi_d \nabla_c \Phi \nabla^2 \Phi R_{c2c3}^{d2d3} \\
&\quad + (\partial_X G_3 + X \partial_X^2 G_3 + 2X \partial_X^3 \Phi G_4 + 3\partial_X^2 G_4) \xi_c \xi_d \nabla_c \Phi \nabla^2 \Phi R_{c2c3}^{d2d3}. 
\end{align*}

(220)

If \( \mathcal{A} \neq 0 \) then we must have \( \chi = 0 \), and hence \( \lambda = \mu = 0 \) and \( Z_a \) is arbitrary. Hence, in a generic weak-field background, ker \( \delta P(\xi^\pm) \) consists of vectors of the form \((t_{ab}, 0)^T\) where \( t_{ab} \) is given by \((198)\) with \( \lambda = \mu = 0 \). Given that one component of \( Z_a \) is “pure gauge” (i.e., degenerate with the first term in \((198)\)), it follows that ker \( \delta P(\xi^\pm) \) generically has dimension 7 and hence the equation of motion is not strongly hyperbolic.

The only way to escape this conclusion is if the theory is one for which \( \mathcal{A} = 0 \) for any background. For this to happen, terms with different dependence on the Riemann tensor, \( \nabla \Phi \) and \( \nabla^2 \Phi \) have to cancel independently in \( \mathcal{A} \). However this cannot happen in the case we are considering. To see this, note that vanishing of the terms of the (schematic) form \( R \nabla \Phi \nabla \Phi \) in any background requires \( \partial_X^2 G_4 = 0 \). But then vanishing of the terms proportional to \( R \) requires \( \partial_X G_4 = 0 \), contradicting our assumption \( \partial_X G_4 \neq 0 \). Hence in a generic background we have \( \mathcal{A} \neq 0 \) and therefore a vector in the kernel must have \( \chi = 0 \).

In summary, we have shown that when \( \partial_X G_4 \neq 0 \), there does not exist a generalized harmonic gauge for which the equations of motion are strongly hyperbolic in a generic weak-field background. The best one can do is to choose the gauge \((216)\), for which ker \( \delta P(\xi^\pm) \) has dimension 7 in a generic weak-field background (i.e., 4 pure gauge elements, and 3 non-gauge elements). This implies that, in such a background, the matrix \( M \) will have two non-trivial Jordan blocks: one in \( V^+ \) and one in \( V^- \). Generically each of these will be \( 2 \times 2 \).

**Proof of strong hyperbolicity for** \( G_4 = G_4(\Phi), G_5 = 0 \)

We continue working with the theory defined by \((190)\), but now consider the case \( \partial_X G_4 = 0 \), i.e., \( G_4 = G_4(\Phi) \).\(^{19}\) We will show that such theories are strongly hyperbolic in a suitable generalized harmonic gauge. The proof is analogous to that for the theory with \( G_4 = G_5 = 0 \) so we will be brief.

\(^{19}\) An example of such a theory is Brans-Dicke theory \((24)\) with positive coupling constant \( \omega \). After a redefinition of the scalar field, this has \( G_2 = G_3 = 0 \) and \( G_4 = \Phi/\sqrt{2\omega} + \Phi^2/(8\omega) \).
For $\partial_X G_4 = 0$, (178) reduces to

$$\text{LHS} = \left( G^{\mu\nu\rho\sigma} [(G_4 - f(f + 2))\xi^\pm_\sigma G_\rho^\lambda \xi^\pm_\lambda t_{\alpha\beta} + \xi^\pm \xi^\pm (K_{\lambda\rho} - \partial_\Phi G_4 g_{\lambda\rho})] \right)$$

$$G^{\mu\nu\rho\sigma} t_{\mu\nu} \xi^\pm_\rho \xi^\pm (K_{\lambda\sigma} - \partial_\Phi G_4 g_{\lambda\sigma}) + \delta P_\Phi (\xi^\pm)$$

$$\text{RHS} = \left( \xi^{0\pm}(1 + G_4)G^{\mu\nu\rho\sigma} \xi^\pm Y_\sigma \right.$$

$$\left. \xi^{0\pm}(\partial_X G_3)(\xi^\pm \cdot \nabla\Phi)(Y \cdot \nabla\Phi) + \partial_\Phi G_4 (\xi^\pm \cdot Y) - K_{\lambda\sigma} \xi^{\pm\lambda} G^{\nu\rho\sigma} 0 \xi^\pm Y_\nu) \right).$$

Recall that for strong hyperbolicity to hold, this equation must have no solution $(t_{\mu\nu}, \chi)^T$ when $Y_\mu \neq 0$. By the non-degeneracy of $G^{\mu\nu\rho\sigma}$ we see that if $G_4 - f(f + 2) \neq 0$ (223) then we can use the first row of this equation to solve uniquely for $G_\mu^{\nu\rho\sigma} \xi_\nu^\pm t_{\rho\sigma}$ (the non-transverse part of $t$). This can then be substituted into the second row of the equation to give an equation which determines $\chi$. Hence, if $G_4 - f(f + 2) \neq 0$ then, for any non-zero $Y_\mu$, Eq. (178) has a solution. Therefore for strong hyperbolicity to hold, we need

$$G_4 - f(f + 2) = 0 \quad \Rightarrow \quad f = -1 + \sqrt{1 + G_4}$$

(224) where we have chosen the root that satisfies the smallness condition (138). With this choice of $f$, the first row of (178) implies

$$\xi^{0\pm} Y_\mu = \frac{1}{1 + G_4} \xi^{\pm \rho} \tilde{K}_{\rho\mu} \chi.$$ 

(225) where

$$\tilde{K}_{ab} = K_{ab} - \partial_\Phi G_4 g_{ab}.$$

(226) When we plug this into the second row of (178) we obtain a linear homogeneous scalar equation for $\chi$ and $t_{ab}$. This equation has 11 unknowns and therefore admits a non-trivial solution, generically with $\chi \neq 0$. It follows that if $Y_\mu$ in (225) is not vanishing, then strong hyperbolicity fails. This means that strong hyperbolicity requires $\xi^{\pm \rho} \tilde{K}_{\rho\mu} \chi = 0$ for arbitrary null $\xi^\pm$. Since generically $\chi \neq 0$, this implies that we must choose our gauge such that $\tilde{K}_{\mu\nu} = 0$. Thus we see that strong hyperbolicity in a generic weak-field background requires us to make the gauge choice

$$f = -1 + \sqrt{1 + G_4} \quad (1 + f) \mathcal{H}_{ab} = \partial_\Phi G_4 g_{ab} - \partial_X G_3 \nabla_a \Phi \nabla_b \Phi.$$ 

(227) In this gauge, equation (178) implies $Y_\mu = 0$ so $M$ has no nontrivial Jordan block, i.e., $M$ is diagonalisable. Note that when $G_4 = 0$ this reduces to the gauge choice (189).

Diagonalizability of $M$ is a necessary condition for strong hyperbolicity to hold. It ensures the existence of a positive definite symmetrizer $K$ satisfying (34). But we need to check that the remaining conditions in the definition of strong hyperbolicity are satisfied. In particular, we need to prove that $K$ depends smoothly on $\xi_i$. To do this, recall that $K$ is constructed from the matrix $S$ which diagonalizes $M$, as explained above (17). $S$ is the matrix whose columns are the eigenvectors of $M$. Hence if the eigenvectors of $M$ depend smoothly on $\xi_i$ then so does $K$. We will explicitly construct the eigenvectors of $M$ to demonstrate that they depend smoothly on $\xi_i$. 
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Recall that the eigenvectors of $M$ have the form (167) where $T$ satisfies (168). In the gauge (227), we have
\[
\delta P_{gg}(\xi^\pm) = \delta P_{g\Phi}(\xi^\pm) = \delta P_{\Phi g}(\xi^\pm) = 0
\]
which implies that any vector of the form $T = (t_{ab}, 0)^T$ satisfies (168) when $\xi = \xi^\pm$. This proves that the eigenvalues $\xi^\pm_0$ each have degeneracy 10. If we choose a basis of symmetric tensors $t_{ab}$ that is independent of $\xi_i$, then the $\xi_i$-dependence of these eigenvectors arises only through the $\xi_0$ in (167), which implies that these 20 eigenvectors depend smoothly on $\xi_i$. A calculation reveals that the final two eigenvectors have $T = (t_{ab}, 1)^T$ where
\[
t_{ab} = -\frac{1}{1 + G_4} [\nabla_a \Phi \nabla_b \Phi + g_{ab} X] - \partial_\Phi \log(1 + G_4) g_{ab}
\]
and eigenvalues $\xi_0$ determined by
\[
0 = f^{\mu\nu} \xi_\mu \xi_\nu = -P_{\Phi \Phi}(\xi) - \frac{1}{(1 + G_4)} \left[ X^2 (\partial_X G_3)^2 + 2(\partial_\Phi G_4)^2 \right] \xi^2.
\]
For a weak field background, $f^{\mu\nu}$ is close to $g^{\mu\nu}$ and is therefore a Lorentzian metric with $f^{00} \neq 0$. This ensures that there will be two real eigenvalues $\xi_0$ depending smoothly on $\xi_i$. As before, the eigenvectors depend on $\xi_i$ only through $\xi_0$ and are therefore smooth. Hence all eigenvectors have the required smoothness in $\xi_i$ so the symmetrizer is smooth. This establishes strong hyperbolicity in the gauge (227).

**Failure of strong hyperbolicity if $G_5 \neq 0$**

Finally, we include the term $L_5$ into the Lagrangian. We refer to Ref. [21] for the explicit form of the equations of motion. With $G_5 \neq 0$ we expect to encounter similar issues as those we encountered in theories with $\partial_X G_4 \neq 0$, $G_5 = 0$. This can be seen easily if we consider the case $G_4 = 0$ with $\partial_X G_5 = 0$, i.e.,
\[
G_5 = G_5(\Phi).
\]
In this case we can write [21, 33]
\[
L_5 = G_5(\Phi) G_{ab} \nabla^a \nabla^b \Phi
= -\partial_\Phi G_5 X R - \partial_\Phi G_5 \delta_{\alpha \beta} \nabla_\alpha \nabla^b \Phi \nabla_\beta \nabla^d \Phi + 3 \partial_\Phi^2 G_5 X \Box \Phi - 2 \partial_\Phi^3 G_5 X^2 + \ldots
\]
where the ellipsis denotes a total derivative term which does not contribute to the equations of motion. Therefore we can rewrite $L_5$ as a sum of lower order Lagrangians
\[
L_5 = \tilde{L}_4 + \tilde{L}_3 + \tilde{L}_2
\]
where
\[
\tilde{G}_4 = -\partial_\Phi G_5 X \quad \tilde{G}_3 = 3 \partial_\Phi^2 G_5 X \quad \tilde{G}_2 = -2 \partial_\Phi^3 G_5 X^2.
\]
\[\text{20} \] Actually we should also check the inequality below (34). This follows trivially if we restrict to a compact region of spacetime. For the $L_1 + L_2$ theory, a stronger result can be obtained [32]: this theory is symmetric hyperbolic even outside of the “weak field” regime provided that $1 + \partial_X G_2 > 0$ and $1 + \partial_X G_2 + 2X(\partial_X G_2) > 0$. In our case, the smallness condition (134) implies that these conditions are satisfied.
Since $\partial_X \tilde{G}_4 \neq 0$, our previous results imply that there is no generalized harmonic gauge for which theory is strongly hyperbolic in a generic weak-field background\textsuperscript{21}. Of course, we could cure the above problem by adding a $G_4$ term to cancel $\tilde{G}_4$ but then all we are doing is reducing the theory to a theory with $\tilde{G}_4 = G_5 = 0$. The issue is that there is degeneracy between the $L_5$ term and the other terms in the Lagrangian. We can remove this degeneracy by supplementing the conditions (105) with

$$G_5(\Phi, 0) = 0$$ \hspace{1cm} (235)

which means that non-trivial $G_5$ must depend on $X$.

Although we have not analyzed it in detail, there seems very little chance that a theory with $\partial_X G_4 \neq 0$ could be strongly hyperbolic in some generalized harmonic gauge for a generic weak-field background. Indeed, we expect such a theory to exhibit even worse behaviour than the $\partial_X G_4 \neq 0$, $G_5 = 0$ case in the following sense. We mentioned above, that for the latter theory, one can find a generalized harmonic gauge for which $M$ generically has just 2 non-trivial Jordan blocks. We expect a $\partial_X G_5 \neq 0$ theory to be worse in the sense that, generically, for any generalized harmonic gauge, $M$ will have 8 non-trivial ($2 \times 2$) Jordan blocks, 4 in each of $V^+$ and $V^-$. In other words, for this theory, all pure gauge eigenvectors will be associated to non-trivial Jordan blocks, just as for (harmonic gauge) Lovelock theory. This is consistent with the fact that some theories of this type can be obtained by dimensional reduction of Lovelock theories.

**Summary of results for linearized theory**

We have proved that, if $\partial_X G_4 \neq 0$ and $G_5 = 0$ then there exists no generalized harmonic gauge for which linearized Horndeski theory is strongly hyperbolic in a generic weak-field background. However, if $\partial_X G_4 = G_5 = 0$ then there exists a unique generalized harmonic gauge for which linearized Horndeski theory is strongly hyperbolic in a generic weak-field background. We have not analyzed the case $G_5 \neq 0$ in detail but we believe that, once degeneracy with other terms has been eliminated via (235), this case is not compatible with strong hyperbolicity in a generic weak-field background either.

This means that any Horndeski theory (satisfying (105)) for which there exists a generalized harmonic gauge such that the linearized equation of motion is strongly hyperbolic around a generic weak-field background can be obtained from a Lagrangian of the form

$$L = R + X - V(\Phi) + G_2(\Phi, X) + G_3(\Phi, X)\Box \Phi + G_4(\Phi) R.$$

(236)

More general Horndeski theories will fail to be strongly hyperbolic around a generic weak-field background in any generalized harmonic gauge.

Causal properties of theories of the form (236) have been discussed in Ref.\textsuperscript{34}.\textsuperscript{22} It is interesting to discuss causality using our results above. We showed above that, in an appropriate generalized harmonic gauge, a null co-vector $\xi_a$ is characteristic if, and only if, either $g^{ab}\xi_a\xi_b = 0$ or $f^{ab}\xi_a\xi_b = 0$, where $f^{ab}$ is defined by (230). Furthermore, if $\xi_a$ satisfies the former condition then $P(\xi)$ generically has a 10-dimensional kernel consisting of vectors of the form $(t_{ab}, 0)$ for general $t_{ab}$, whereas if $\xi_a$ satisfies the latter condition then $P(\xi)$ generically has a 1-dimensional kernel consisting of vectors of the form $(t_{ab}, 1)$ with $t_{ab}$ given by (229). Hence, roughly speaking, causality for the 10 tensor

\textsuperscript{21}Note that if $\partial_4 G_5 = 0$ then $G_5$ is a constant, which implies that $L_5$ is a total derivative.

\textsuperscript{22} Ref.\textsuperscript{34} assumed $G_4 = 0$ but for a theory of the form (236) we can always set $G_4 = 0$ using a field redefinition, specifically a conformal transformation.
degrees of freedom is determined by $g_{ab}$ whereas causality for the 1 scalar degree of freedom is determined by $f_{ab}$, the inverse of $f^{ab}$. This agrees with Ref. [34]. Of course these degrees of freedom are coupled together so causality for the theory as a whole is determined by both metrics $g_{ab}$ and $f_{ab}$. More precisely, the characteristic surfaces of the theory are surfaces which are null w.r.t. either $g_{ab}$ or $f_{ab}$.

Nonlinear considerations

The above discussion shows that there exists a preferred generalized harmonic gauge (227) for which a theory of the form (236) is strongly hyperbolic when linearized around a generic weak field background. We can now ask: does this generalized harmonic gauge condition for the linearized theory arise by linearizing a generalized harmonic gauge condition for the nonlinear theory?

Consider a nonlinear generalized harmonic gauge condition of the form

$$\frac{1}{\sqrt{-g}} \partial_{\nu} \left( \sqrt{-g} g^{\mu\nu} \right) = J^\mu(g, \Phi, \partial \Phi).$$

(237)

Note that we would not want $J^\mu$ to depend on second or higher derivatives of $\Phi$ because this would give a gauge-fixed equation of motion involving third derivatives of $\Phi$.

Linearizing around a general background solution gives

$$\nabla_\nu h^{\mu\nu} - \frac{1}{2} \nabla^\mu h_\nu^\nu + \frac{\partial J^\mu}{\partial (\partial_\rho \Phi)} \partial_\nu \psi = \ldots$$

(238)

where the ellipsis denotes terms that do not involve derivatives of $h_{\mu\nu}$ or $\psi$ and therefore do not influence hyperbolicity. Comparing with (112) we see that the linearized gauge condition has

$$\frac{\mathcal{H}^{\mu\nu}}{1 + f} = - \frac{\partial J^\mu}{\partial (\partial_\rho \Phi)}. $$

(239)

It follows that the functions appearing in the linearized gauge condition must satisfy the integrability condition

$$\frac{\partial}{\partial (\partial_\rho \Phi)} \left( \frac{\mathcal{H}^{\mu\nu}}{1 + f} \right) = \frac{\partial}{\partial (\partial_\rho \Phi)} \left( \frac{\mathcal{H}^{\mu\rho}}{1 + f} \right). $$

(240)

Plugging in the functions (227), this equation reduces to

$$\partial_X G_3 \left( g^{\mu\nu} \partial^\rho \Phi - g^{\mu\rho} \partial^\nu \Phi \right) = 0.$$ 

(241)

By contracting this equation it is easy to see that the only way this can hold in a generic background is if $\partial_X G_3 = 0$. But then $G_3$ is independent of $X$, so (105) implies $G_3 = 0$. If $G_3 = 0$ then we can find a source function $J^\mu$ consistent with equation (239):

$$J^\mu = - \frac{\partial G_4}{1 + G_4} \partial^\mu \Phi.$$ 

(242)

In summary, we have imposed the requirement that the preferred generalized harmonic gauge condition for the linearized theory arises by linearizing a generalized harmonic gauge condition for the

---

23If $G_3$ is independent of $X$ then a term in the action of the form $\mathcal{L}_3$ is degenerate with a term of the form $\mathcal{L}_2$ and the conditions (106) were imposed to eliminate this degeneracy.
nonlinear theory. The result is that this requirement excludes theories with non-trivial $G_3$. So demanding that there exists a generalized harmonic gauge for which the nonlinear theory is strongly hyperbolic in a generic weak-field background restricts the theory to one of the form

$$\mathcal{L} = R + X - V(\Phi) + G_2(\Phi, X) + G_4(\Phi) R.$$  \hfill (243)

Since $G_4$ can be eliminated by a field redefinition (footnote 22), this theory is equivalent to Einstein gravity coupled to a “k-essence” theory. With the gauge choice (242), this theory is not just strongly hyperbolic, it is symmetric hyperbolic (see footnote 20).

5 Discussion

We have shown that, in harmonic gauge, the linearized equation of motion of a Lovelock theory is always weakly hyperbolic in a weakly curved background. However, it is not strongly hyperbolic in a generic weak-field background. We have shown that, in a generalized harmonic gauge, the linearized equation of motion of a Horndeski theory is always weakly hyperbolic in a weak-field background. For some Horndeski theories, a generalized harmonic gauge can be found for which the linearized equation of motion is also strongly hyperbolic in a weak field background. In particular this is true for theories of the form (236). However, for more general Horndeski theories, we have shown that there is no generalized harmonic gauge for which the equation of motion is strongly hyperbolic in a generic weak-field background. Furthermore, even for theories of the form (236), imposing the requirement that the gauge condition for the linearized theory is the linearization of a generalized harmonic gauge condition for the nonlinear theory restricts the theory further, to one of the form (243).

Without strong hyperbolicity, the best one can hope for is that the linearized equation of motion is locally well-posed with a “loss of derivatives”. This means that the $k$th Sobolev norm $H^k$ of the fields at time $t$ cannot be bounded in terms of its initial value but only in terms of the initial value of some higher Sobolev norm $H^{k+l}$ with $l > 0$. Whether or not even this can be done depends on the nature of the terms with fewer than two derivatives in the equation of motion [5]. But even if this can be achieved, the loss of derivatives is likely to be fatal for any attempt to prove that the nonlinear equation is locally well-posed in some Sobolev space, as is the case for the Einstein equation [24]. This is because establishing well-posedness for a nonlinear equation usually involves a “bootstrap” argument in which one assumes some bound on the $H^k$ norm and then uses the energy estimate to improve this bound, thereby closing the bootstrap. This is not possible if the energy estimate exhibits a loss of derivatives.

Note that our result is a statement about the full equations of motion. If one restricts the equations of motion by imposing some symmetry on the solution (e.g. spherical symmetry) then it is possible that the resulting equations might be strongly hyperbolic. This is because the resulting class of background spacetimes would be non-generic and, as we have seen, for non-generic backgrounds it is possible for the equation of motion to be strongly hyperbolic even if it is not strongly hyperbolic for a generic background.

Our results demonstrate that we do not have local well-posedness for the harmonic gauge Lovelock equation of motion for general initial data. So the situation is worse than for the Einstein

---

24 It is conceivable that one might have local well-posedness in some much more restricted function space, such as a Gevrey space.
equation, for which the harmonic gauge equation of motion is locally well-posed for any initial data [7]. But in practice we are not interested in general initial data, but only in initial data satisfying the harmonic gauge condition. Since the failure of strong hyperbolicity appears to be associated to modes which violate the harmonic gauge condition, perhaps we could restrict to initial data satisfying this condition exactly and thereby obtain a well-posed problem. One could not do this numerically on a computer because the gauge condition could never be imposed exactly – there would always be numerical error. But perhaps this could be done in principle. One way to proceed would be to consider sequences of analytic initial data, satisfying the gauge condition, which approach some specified smooth initial data. For analytic data one can solve the equation of motion locally [3]. If one could prove that the resulting analytic solution satisfies an energy estimate without a loss of derivatives (because it satisfies the gauge condition), then perhaps it would be possible to establish local well-posedness. Having said this, we note that one could make exactly the same remarks about the Einstein equation written in a “bad” (non-strongly hyperbolic) gauge so it is far from clear that this method has any chance of succeeding.

If the equation of motion is not strongly hyperbolic in (generalized) harmonic gauge then could there be some other gauge in which it is strongly hyperbolic? For example, maybe one could modify the (generalized) harmonic gauge condition to include additional terms involving first derivatives of \( h_{ab} \), contracted in some way with the background curvature tensor (or scalar field). But this raises the question of whether it is always possible to impose the new gauge condition via a gauge transformation. This would involve solving an equation for the gauge parameters. We would then have to analyze whether this new equation has a well-posed initial value problem, and whether the resulting gauge condition is propagated by the gauge-fixed equation of motion. This may amount to analyzing equations that suffer from the same kind of problems as the equations we have discussed in this paper.

In this paper, we have been working with equations of motion for the metric. An alternative approach would be to derive an equation of motion for curvature. The Bianchi identity can be used to write \( \nabla^e \nabla_e R_{abcd} \) in terms of second derivatives of the Ricci tensor, and terms with fewer than two derivatives of curvature. For the Einstein equation, one can eliminate the Ricci tensor to obtain a nonlinear wave equation for the Weyl tensor. This equation is strongly hyperbolic and admits a well-posed initial value problem. For a Lovelock theory one cannot solve explicitly for the Ricci tensor but one could still replace the Ricci tensor terms using the expression obtained from the equation of motion of the theory. This gives an equation of motion for the Riemann tensor. In contrast with what happens for the Einstein equation, the resulting equation is subject to a constraint, which is simply the Lovelock equation of motion. If this constraint is satisfied by the initial data then it will be satisfied by any solution of the equation of motion for the Riemann tensor. The situation looks analogous to the case of the harmonic gauge equation of motion for the metric, but with more indices. It seems very likely that this equation of motion for the Riemann tensor will fail to be strongly hyperbolic in a generic background.

Another approach would be to investigate equations of motion based on a space-time decomposition of the metric, as in the ADM formalism. It is known that the ADM formulation of the Einstein equation gives equations that are not strongly hyperbolic [9]. However, suitable modification of the ADM method gives equations that are strongly hyperbolic [9, 10]. Perhaps something similar would work for Lovelock or Horndeski theories. However, it appears that there is no obvious way of extending the approaches used for the Einstein equation to Lovelock theories [35].

Of course there is also the possibility that these theories do not admit a locally well-posed initial
value problem, or that one only has well-posedness for some highly restricted space of initial data. This would lead to the satisfying conclusion that these modifications of the Einstein equation can be shown to be unviable as physical theories solely on the basis of the classical initial value problem for weak fields.
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