Exploiting combinatorial cultivation conditions to infer transcriptional regulation
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Abstract

Background: Regulatory networks often employ the model that attributes changes in gene expression levels, as observed across different cellular conditions, to changes in the activity of transcription factors (TFs). Although the actual conditions that trigger a change in TF activity should form an integral part of the generated regulatory network, they are usually lacking. This is due to the fact that the large heterogeneity in the employed conditions and the continuous changes in environmental parameters in the often used shake-flask cultures, prevent the unambiguous modeling of the cultivation conditions within the computational framework.

Results: We designed an experimental setup that allows us to explicitly model the cultivation conditions and use these to infer the activity of TFs. The yeast Saccharomyces cerevisiae was cultivated under four different nutrient limitations in both aerobic and anaerobic chemostat cultures. In the chemostats, environmental and growth parameters are accurately controlled. Consequently, the measured transcriptional response can be directly correlated with changes in the limited nutrient or oxygen concentration. We devised a tailor-made computational approach that exploits the systematic setup of the cultivation conditions in order to identify the individual and combined effects of nutrient limitations and oxygen availability on expression behavior and TF activity.

Conclusion: Incorporating the actual growth conditions when inferring regulatory relationships provides detailed insight in the functionality of the TFs that are triggered by changes in the employed cultivation conditions. For example, our results confirm the established role of TF Hap4 in both aerobic regulation and glucose derepression. Among the numerous inferred condition-specific regulatory associations between gene sets and TFs, also many novel putative regulatory mechanisms, such as the possible role of Tye7 in sulfur metabolism, were identified.
Background

The simple and often used biological model to unravel transcriptional regulation ascribes the change in gene expression levels, as observed between different cellular conditions, to changes in the activity of transcription factors (TFs). Change of the transcriptional activity of a TF is one of the means by which an organism adapts to changes in the extracellular environment. A substantial amount of research has employed this model to infer regulatory networks by integrating gene expression data, sequence data (to detect the cis-regulatory binding sites of TFs), e.g. [1-3], and/or TF binding data, e.g. [4-6]. For an overview see [7-9]. In most cases, the generated regulatory networks are derived from large microarray compendia. Notwithstanding the many advantages of such approaches, two main drawbacks can be identified. Firstly, these compendia gather very heterogeneous gene expression data derived from various culture conditions (media, pH, temperature, etc.) that, in a large majority of the cases, solely compare the culture conditions to their direct condition-specific references. Different cultivation conditions within the compendium can, therefore, hardly be compared. Secondly, the interpretation of transcriptome data obtained from the generally employed shake-flask cultivations is likely to be complicated by differences in specific growth rate, carbon catabolite repression, nitrogen catabolite repression, and more generally continuous changes in environmental conditions. This prevents the establishment of a direct link between the activity of TFs and specific growth conditions.

A frequently employed approach links a TF to a module, i.e. a set of co-expressed genes, based on TF binding data or promoter analysis. Enrichment of functional categories (such as GO [10] and MIPS [11]) within the module provides clues about the function of the TFs associated with the module. Although this can provide a global view of the transcriptional role of a TF, we are convinced that the precise conditions or perturbations that trigger a change in the activity of TFs should be an integral part of the generated regulatory network.

To this end, we designed an experimental setup that allowed us to explicitly model the cultivation conditions and use these to infer the activity of TFs. To achieve this, we employed chemostat cultures that enable the cultivation of micro-organisms under tightly defined environmental conditions. Chemostat cultures are superior to the shake-flask cultures in both accuracy and reproducibility [12]. In a chemostat, culture broth (including biomass) is continuously replaced by fresh medium at a fixed and accurately determined dilution rate. When the dilution rate is lower than $\mu_{\text{max}}$, the maximal specific growth rate of the micro-organism, a steady-state situation will be established in which the specific growth rate equals the dilution rate. In such a steady-state chemostat culture, $\mu$, is controlled by the (low) residual concentration of a single growth-limiting nutrient. In this research, microarrays were employed to measure the genome-wide transcriptional response of the yeast Saccharomyces cerevisiae to growth limitation by four different macronutrients (carbon, nitrogen, phosphorus, and sulfur) in both aerobic and anaerobic chemostat cultures (Figure 1) [13]. Except for the different nutrient limitations and oxygen availability, all other culture parameters (such as growth rate, pH, temperature, etc.) were kept constant throughout the different experiments. Thus, changes in gene expression levels can solely be attributed to the different nutrient limitations and the oxygen regime. We devised a computational approach that exploits the interrelatedness between the conditions in order to identify the individual and combined effects of nutrient limitations and oxygen availability on expression behavior and TF activity. The inclusion of the growth conditions in the analysis allows for the identification of direct links between the cultivation conditions, TFs triggered by specific cultivation conditions and the targets of these TFs.

Results

Overview of the computation approach

From the continuous expression levels measured across the cultivation conditions we derive a discretized representation of the expression behavior for each gene. This representation indicates up- or downregulation as a consequence of the individual or combined effects of the nutrient limitations and oxygen availability. Here, we exploit the combinatorial setup of the cultivation conditions to recognize and dissect the effect of the presence of oxygen on the expression levels of a gene. More specifically, we employ a regression strategy to detect, model and correct for the effect of oxygen presence. This procedure is outlined in Figure 2 and explained in detail in the Methods section. Modules are generated by clustering genes with identical expression representations (Figure 3). Next, we integrate TF binding data [14] to assess whether a TF or

### Figure 1

**Schematic overview of the combinatorial cultivation conditions.** Black squares indicate the employed nutrient limitation and oxygen supply.
a pair of TFs binds the promoter regions of a module much more frequently than would be expected by chance. A significant relationship between a module and a TF suggests that the TF is (partly) responsible for the expression behavior of that particular module. Since the expression behavior of a module reveals under which combination of cultivation conditions the genes are up- or downregulated, we are not only able to relate TFs to the groups of genes that they presumably regulate, but also to the precise environmental conditions that trigger their activity to perform their regulatory role.

Overview of the uncovered regulatory relationships

The TF circle (Figure 4) depicts an overview of all the TFs, which are significantly related to one or more modules. In addition, pairs of TFs that can bind the promoter region of the genes in a module significantly often, are connected by a solid line. In the TF circle, the modules and their associated TFs are categorized according to the cultivation parameters under which the genes in the module are differentially regulated, i.e. where the discretized representation differs from zero. This arrangement is given by the color coding of the segments in the circle. From this it is clear which cultivation parameters affect the activity of a TF. Additional information concerning enrichment of gene annotation categories and results of motif discovery in promoter regions of the genes within the modules can be found in Table 1 and more comprehensively in Additional file 1.

In the remainder of this section, modules connected to anaerobiosis, aerobiosis and sulfur metabolism, are discussed in more detail. However, first we consider Module 13 (grey segment in Figure 4) that contains all genes that do not exhibit differential expression between the eight experimental conditions. (The discretized expression pattern consists of all zeros.) Three regulators have been assigned to this module, Fhl1, Sfp1 and Rap1. All three TFs are known to play an essential role in the regulation of ribosomal protein genes [15-17]. Although the strains were grown under different nutrient limitations and oxygen regime, the dilution rate (in other words the growth rate) of Saccharomyces cerevisiae was kept equal (0.1 h⁻¹) during the chemostat steady state in all the fermentation conditions tested [12,13]. Given that expression regulation of ribosomal protein genes is one of the end targets of the Tor (target of rapamycin) signaling pathway, our results suggest that the regulation through the Tor signaling cascade is independent of the applied nutrient limitation and oxygen availability, but would rather reflect how the cell senses the limiting nutrient to maintain a determined growth rate.

Controlling anaerobiosis

Module 12 (yellow segment in Figure 4) comprises all (383) genes that show consistent upregulation under anaerobic conditions, irrespective of any nutrient condition. Note that our strategy enables us to isolate the effect that the presence of oxygen has on the expression level of a gene. This offers the obvious advantage to independently analyze this effect. The irrelevance of the nutrient limitations is indicated by 'x's in the discretized representation of Module 12 in Figure 4. Several TFs and TF pairs were found to be able to bind the genes of this anaerobiosis module significantly often. Current knowledge on gene expression regulation under anaerobic conditions cannot explain all the regulatory relationships and related TFs. The anaerobic growth conditions within our systematic experiments can therefore contribute to elucidate the role of several regulators in the absence of oxygen.

The identification of Rox1, already known to play a role in low oxygen processes, objectively validates the truthfulness of this analysis. According to [4], this heme-dependent transcriptional repressor of hypoxic genes [13,18] constitutes a multi-component transcription factor loop together with Yap6 and Cin5, i.e. these three TFs form a regulatory circuit in which they regulate each other. Although our algorithm does not explore these kind of network structures, we identify the concerted regulation amongst these three TFs and based on our results can hypothesize that this loop is active under anaerobic conditions. Additionally, we find the pair Ste12 and Tec1 which is known to activate genes associated with pseudohyphal growth, as well as Dig1, which conversely is involved in the negative regulation of genes involved in pseudohyphal growth [19]. (We observed a large overlap between the genes in the regulon of Tec1-Dig1 and those in the “conjugation with cellular fusion” GO-category (P = 6.7 · 10⁻⁸ according to the hypergeometric test)). Finally, the TF pair Mcm1 and Swi4 is connected to anaerobiosis, although both are known to be involved in controlling cell cycle [20]. Moreover, Mcm1 (also named PRTF for "Pheromone Receptor Transcription Factor" [21]) is also involved in mating and response to pheromone, relating it to the cluster of Ste12, Tec1 and Dig1. These results correlate with the observation that Saccharomyces cerevisiae grown under anaerobic conditions exhibits elongated cell-shape irrespective of the applied nutrient limitation (See Additional file 6). Further investigation is needed to gain more insight into the role of these regulators in control of anaerobiosis.

Missing from the TFs significantly related to the anaerobiosis module is Upc2, which together with Rox1 is involved in regulating the expression of many genes induced under anaerobic conditions [13,22]. The reason for not retrieving Upc2 is simply the absence of this TF in
**Figure 2**  
**Procedure to derive the discretized representation of a gene.**  

- **a)** Examination of the expression levels under the eight cultivation conditions led to the observation that for many genes the expression pattern across the four nutrient limitations when grown aerobically is a scaled and offset version of its anaerobic counterpart. (Permutation tests were performed to confirm this notion (Additional file 3)).  
- **b)** This "global oxygen effect", i.e. the effect that presence of oxygen has on the expression levels across all or most of the nutrient limitations, is modeled as a linear relationship and estimated using a regression strategy.  
- **c)** The estimated regression parameters (slope and offset) are employed to isolate the oxygen effect by transforming the aerobic expression values. Discretization of this pattern allows for identification of up- or downregulation as a consequence of specific nutrient limitations and possible nutrient-limitation-specific effects of oxygen presence.  
- **d)** Pairwise T-tests are performed to compare the original aerobic and anaerobic expression values for each nutrient limitation. The results of these tests are combined to detect possible consistent and significant higher or lower expression as a consequence of oxygen presence.  
- **e)** The derived discrete representation of the expression of a gene is visualized in a nine-bit ternary (-1,0,1) vector.
the genome-wide location analysis employed to build the TF database. Employing motif discovery, however, the aerobic regulator 1 (AR1) binding motif of Upc2 (TCGTT [22]) was found 244 times in the upstream regions of the 383 genes \( (P = 2.4 \cdot 10^{-13}) \) (See Table 1).

Controlling aerobiosis

The TFs Hap1 and Hap4 are associated with the regulation of aerobiosis (dark blue segment in Figure 4). Hap1 is solely connected to the presence of oxygen (Modules 3 and 11), while Hap4 is also connected to carbon limitation (Modules 1 and 7). This is in agreement with a role for Hap4 in both aerobic regulation and glucose derepression [23]. Amongst the targets of Hap1, which are overrepresented in Modules 3 and 11, we find well-known oxygen specific Hap1 regulated genes such as CTT1, CYB2 and CYC1, confirming that its regulatory role is linked to the presence of oxygen irrespective of limited or high glucose availability. The presence of Hap4 as part of the Hap2/Hap3/Hap4/Hap5 complex fits with the enrichment in energy categories in the aerobic genes (see Table 1 and Additional file 1). This is in line with the involvement of the Hap complex in the regulation of mitochondrial functions such as TCA cycle, electron transport chain and respiration. However, overrepresentation of only Hap4 targets from the location analysis dataset may appear as a surprise. Overrepresentation of Hap2 or Hap3 may be expected, because these two subunits of Hap2/Hap3/Hap4/Hap5 actually bind the DNA, while Hap4, as a regulatory subunit, does not.

Furthermore, a clear-cut discrepancy exists between the location analysis data of the separate members of the Hap complex. The results of this study imply that the TF binding data of Hap4 is the more relevant one. This would then suggest that in order to monitor the DNA binding of a transcriptional complex, e.g. Hap2/Hap3/Hap4/Hap5, it would be more suitable to tag the subunits that do not bind the DNA template, speculating that tagging DNA binding subunits may alter the structure of the complex and, consequently, the affinity and the specificity of the interaction with the DNA.

Sulfur metabolism

The systematic combinatorial setup of cultivation conditions used to generate the transcript data allows us to extract specific information on genes regulated in response to a certain nutrient limitation. Modules 9, 6 and 4 and 82 form prime examples. Module 9 (red segment of the circle) contains all (93) sulfur-limitation-upregulated
**Figure 4**  
**TF Circle.** The TF circle depicts all the TFs and TF pairs, which are significantly related to at least one module. Related modules are represented by strings in the vicinity of the relevant TF or, in the case of a TF pair, in the vicinity of the line connecting both TFs. The strings are made up of three parts. The first number represents the number that was assigned to the module. The second number indicates the number of genes in the module. The third part is the discretized expression pattern of the genes in the module. Here, an 'x' indicates the irrelevance (don't care) of a particular cultivation parameter. The color coding of the circle is based on the discretized expression representation of the modules. The placement of the TFs (near the center or the edge) is for reasons of visibility only.
Table 1: Overview of the uncovered modules

| Module no. | Disc. Expr. Pattern | TF binding | Motif Discovery | Annotation |
|------------|---------------------|------------|----------------|------------|
|            | Aer Ana             | C N P S C N P S Ox | TFS | TFpairs | Motif | Ass.TFs | GO | MIPS | KEGG |
| 1          | 57 1 0 0 0 1 0 0 0 1 1 | Hap4       | CCAATCA ATTGG | Hap5, Hap2/3/4, Mcm1 | GO: Oxidative phosphorylation |
|            |                     |            | Hap5, Hap2/3/4, Mcm1 | MIPS: Respiration |
|            |                     |            |                  | KEGG: Oxidative phosphorylation |
| 2          | 70 0 1 0 0 0 1 0 0 0 0 | DnaI82 Gin3 | AGATAAG CTTATC | Gzf3, DnaI80, Gsl1 | GO: Catabolism |
|            |                     |            | Gsl1, Gzf3, DnaI82 | MIPS: Nitrogen and sulfur utilization |
|            |                     |            |                  | KEGG: Cyanoamino acid metabolism |
| 3          | 211 0 0 0 0 0 0 0 0 1 | Hap1       | GCCAAT GCCATG | Rnp4, Met4, R. car1, ... |
|            |                     |            | Met4, Rfx1 | GO: Anion transport |
| 4          | 70 0 0 1 0 0 0 1 0 0 0 | Cbf1 Met32 Yap7 | CACGTGA GCCACA | Cbf1, Tye7, Ino4, ... |
|            |                     |            | Met4, Rnp4 | GO: Sulfur metabolism |
|            |                     |            |                  | MIPS: Amino acid metabolism |
|            |                     |            |                  | KEGG: Sulfur metabolism |
| 5          | 44 0 0 1 0 0 0 1 0 0 0 | Pho4 Cbf1 | ACGTGCA CACGTGG | Pho4, Cbf1, Ino2, ... |
|            |                     |            | Pho4, Tye7, Cbf1 | GO: Anion transport |
| 6          | 15 0 0 1 0 0 0 1 1 1 | Met32     | GCCAC CTGTTGGC | Rnp4, Met4, R. car1, ... |
|            |                     |            | Met4, Rfx1 | GO: Anion transport |
| 7          | 169 1 0 0 0 1 0 0 0 x | Hap4 | GGGGTA ACCCC | Mig1, Rap1 |
|            |                     |            | Mig1, Adr1, Msn4, ... | GO: Oxidative phosphorylation |
|            |                     |            |                  | MIPS: Respiration |
|            |                     |            |                  | KEGG: Oxidative phosphorylation |
| 8          | 100 0 1 0 0 0 1 0 0 x | DnaI82 Gin3 | CTTATC AGATAAG | Gsl1, Gzf3, DnaI82, ... |
|            |                     |            | Gsl3, DnaI80, Gsl1 | GO: Amines transport |
|            |                     |            |                  | MIPS: Nitrogen and sulfur utilization |
| 9          | 93 0 0 1 0 0 0 1 0 0 x | Cad1 Cbf1 Met32-Met31 Tye7-Cbf1 | GCCACA CACGTGA CTGTTGGC | Met4, Rnp4 |
|            |                     |            | Cbf1, Tye7, Ino4, ... | GO: Sulfur metabolism |
|            |                     |            | Met4, Rfx1 | MIPS: Metabolism of methionine |
|            |                     |            |                  | KEGG: Sulfur metabolism |
| 10         | 52 0 0 1 0 0 0 1 0 x | Cbf1 Pho4 | ACGTGCA CACGTGG | Pho4, Cbf1, Ino2, ... |
|            |                     |            | Pho4, Tye7, Cbf1 | GO: Anion transport |
| 11         | 638 x x x x x x x x x l | Hap1 Hap4 | CCGATA | Hap1 | GO: Oxidative phosphorylation |
|            |                     |            |                  | MIPS: Respiration |
|            |                     |            |                  | KEGG: Oxidative phosphorylation |
| 12         | 383 x x x x x x x x x x | DigI Rxl Sgl1 Swi4-Mcm1 Tel1-DigI TecI-Sgl1 Yap6-Cin5 | ACAAATAC TGCTTT | Yox1, Rxl1 |
|            |                     |            |                  | Upc2 | GO: Lipid metabolism |
|            |                     |            |                  | MIPS: Metabolism |
| 13         | 3883 0 0 0 0 0 0 0 0 0 0 | FhlI RapI-FhlI SplI-FhlI | AAAAAT GAAAA AAAAA TAAA ATTAA ATTAT | Rrl, Sp23 |
|            |                     |            | Rrl, UmeI, AzfI, ... | GO: Oxidative phosphorylation |
|            |                     |            | AzfI, SigI, Met4 | MIPS: Amino acid metabolism |
|            |                     |            | TglI, DigI, UmeI, ... | KEGG: Sulfur metabolism |
|            |                     |            | Smpl, RimI, AzfI, ... | GO: Anion transport |
|            |                     |            | Pho2, Sp23 | GO: Anion transport |

Detailed information for all modules that are significantly related to at least one TF(-pair). Besides the discretized expression pattern and the significant TFs from binding data, the table reports overrepresented motifs through motif discovery as well as TFs associated to these motifs. Also, the most highly enriched GO, MIPS and KEGG category for each module is given (if significant).
genes, regardless of the effect that the presence of oxygen might have on the expression of the genes. Modules 6, 82 and 4 consist of the sulfur-limitation-upregulated genes for which oxygen presence leads to higher expression (15 genes), lower expression (8 genes, not in Figure 4) and no significant change in expression (70 genes). Thus, Module 9 is the union of Modules 6, 4 and 82. Figure 5 displays genes from Module 9 that are bound by the TFs, which are significantly related to the set of sulfur regulated genes. In this map, genes are subdivided into groups based on their response to oxygen presence. Several genes that show either a higher or lower expression level depending on oxygen presence, i.e. genes from Module 6 and 82 respectively, also have a binding site for the significant TFs. For example, MET22, involved in methionine biosynthesis, exhibits higher expression when grown anaerobically. This can be related to the fact that the promoter sequence of MET22 contains a LORE (low oxygen response element) motif [24], which provides clues for future research to elucidate the functionality of this gene. Amongst the genes that have a higher expression when grown aerobically and that are bound by significant TFs, is STR3, involved in homocysteine and cysteine interconversion that is part of the sulfur amino acid biosynthesis and sulfur degradation pathway. Currently no relationship is known between sulfur- and oxygen-dependent regulation of this gene.

The regulatory network constructed from our analysis reveals a complex interplay between six individual transcription factors (Met4, Met31, Met32, Cbf1, Yap7 and Cad1) and four pairs of regulators (Tye7-Cbf1, Cbf1-Met32, Met32-Met31 and Yap1-Yap7) connected to sulfur metabolism. Met4, Met31, Met32 and Cbf1 constitute an internal validation of the analysis, since these four factors are indeed known as members of the Met regulatory complex [25] that also includes the regulatory subunit Met28. More interestingly, our data provide new insight into sulfur metabolism regulation by implicating new regulators as Tye7 and the members of the fungal-specific family of basic leucine zipper (bZIP) proteins Yap1, Cad1 (Yap2) and Yap7. Literature reports available so far concerning Tye7 limit its role to cell cycle [26]. Our results, however, would implicate that Tye7 in combination with Cbf1 would participate in the regulation of the genes encoding the upper part of the sulfur assimilation pathway including MET3, MET10, ECM17, MET22 and ATM1, whose gene products are involved in maturation of cytosolic Fe/S (iron-sulfur) proteins [27]. Even more interesting is the possible cross-coupling with phosphate metabolism. As indicated in Figure 4, Cbf1 was also found to bind the upstream regions of phosphorus regulated genes significantly often. Given that Cbf1, Pho4 and Tye7 recognize similar binding sites, our results could shed new light on the possible cross-regulation of phosphate and sulfate metabolism that centers around Pho4 and Cbf1 [28].

In the case of Cad1 and Yap1 the link to sulfur metabolism may correlate to their reported role in mediating resistance to cadmium (Cd²⁺), which leads to changes in the sulfate assimilation pathway and to sulfur sparing [29]. When Saccharomyces cerevisiae is exposed to Cd²⁺ most of the sulfur assimilated by the cells is converted into glutathione, a thiol-metabolite essential for detoxification. Yeast adapts to this vital metabolite requirement by globally modifying its proteome to reduce the production of abundant sulfur-rich proteins.

Discussions and conclusion

We observed and successfully modeled that the presence of oxygen leads to an offset (addition) and/or scaling (multiplication) of the expression levels of many genes, corroborating the existence of various types of regulation on various levels. The uncovered results find their origin in the systematic combinatorial setup of the well-defined cultivation conditions within the experiment. Our tailored approach exploits the interrelatedness between the conditions and links the cultivation parameters to TF activity and gene expression behavior.

We compared our strategy to an approach that follows the exact same steps, but which does not exploit the systematic setup of the cultivation conditions. In short, when the interrelatedness between the conditions is not used, the original continuous expression levels are discretized without modeling the oxygen effect. Results of this comparison indicate that more genes can be related to a particular cultivation parameter when incorporating the relations between the cultivation conditions. See Table 2. Additionally, we can relate more TFs and TF pairs to the generated modules and achieve higher functional annotation enrichment. See Additional files 4 and 5 (as well as Additional files 1 and 2 for a more in depth comparison). These results provide additional evidence for the validity of the adopted approach. Moreover, the inclusion of the conditions within the computational framework accommodates the assessment of the direct effect of these conditions on gene expression, TF activity and other biological processes in the cell. This is in contrast to the currently used compendium approaches, where the relation between the cultivation conditions is ambiguous and can not be modeled. There, large heterogeneity in terms of the strain, growth rate, growth conditions, measuring technique and other environmental or measurement parameters may have a profound, but undetermined impact on the behavior of the cell and the resulting dataset. Consequently, these approaches often resort to annotation databases to determine the functionality of a module or TF. For example, in the GRAM method [5], where the func-
tionality of a module is based on enrichment in MIPS functional categories, the TF Hap4 was only related to respiration. We could, on the other hand, not only demonstrate that oxygen plays an important role, but also identified the known effect of the extracellular glucose concentration on Hap4 and its regulon.

In this study we identified many novel putative regulatory relationships. Examples include the role of Tye7 in regulating sulfur metabolism and the cross-regulation between phosphate and sulfate metabolism. Given the quality and uniqueness of the dataset, many other clues about regulation mechanisms related to yeast’s metabolism and respiration can still be extracted.

We believe that quantification of the complex relationships that control cellular adaptation to different environments necessitates well-designed and carefully controlled experiments. In this respect, the design of experimental setups, where interrelated cultivation conditions are sys-
Table 2: Effect of the linear mapping on module size and enrichment

| Cultivation parameter | Linear mapping applied | No linear mapping |
|-----------------------|------------------------|-------------------|
|                       | Disc. Expr. Pattern    | # genes | # TF(pairs) | # Ann.cat | Disc. Expr. Pattern | # genes | # TF(pairs) | # Ann.cat |
| Carbon                | 1 0 0 0 1 0 0 0 x 169 | 1       | 48          |           | 1 0 0 0 1 0 0 0 59 | -      | 5           |
|                       | -1 0 0 0 -1 0 0 0 x 69 | -       | -           | -         | -1 0 0 0 -1 0 0 0 23 | -      | -           |
| Nitrogen              | 0 1 0 0 0 1 0 0 x 100 | 2(1)    | 8           |           | 0 1 0 0 0 1 0 0 42 | 2(1)   | 8           |
|                       | 0 -1 0 0 0 -1 0 0 x 2 | -       | -           | -         | 0 -1 0 0 0 -1 0 0 0 | -      | -           |
| Sulfur                | 0 0 1 0 0 1 0 0 x 52  | 2(1)    | 1           |           | 0 0 1 0 0 0 1 0 39 | 2(1)   | 6           |
|                       | 0 0 -1 0 0 0 -1 0 0 x 2 | -       | -           | -         | 0 0 -1 0 0 0 -1 0 1 | -      | -           |
| Phosphorus            | 0 0 0 1 0 0 0 1 x 93  | 6(3)    | 27          |           | 0 0 0 1 0 0 0 1 59 | 5(3)   | 27          |
|                       | 0 0 0 -1 0 0 0 -1 x 4 | -       | -           | -         | 0 0 0 -1 0 0 0 -1 1 | -      | -           |
| Oxygen                | x x x x x x x x 1 638 | 2       | 75          |           | 1 1 1 0 0 0 115   | 2      | 19          |
|                       | x x x x x x x x -1 383 | 5(6)   | 13          |           | 0 0 0 1 1 1 1 76  | -      | 5           |

For the modules that are most straightforwardly related to one of the cultivation parameters (the four nutrient limitations and the oxygen availability) this table indicates the size of the respective module, the number of associated TFs, TF pairs and annotation categories; both with and without appliance of the linear mapping. (Note that when no linear mapping is applied the original continuous expression levels are discretized and no oxygen effect can be computed, resulting in a discretized expression pattern of length eight.)
tematically combined, is especially important. The analysis of the individual and combined effects of the cultivation parameters in such experiments will help to reveal the multi-faceted nature of cellular regulatory mechanisms.

**Methods**

**Data**

**Gene expression data**

The employed microarray gene expression data consists of the measured transcriptional response of the yeast *Saccharomyces cerevisiae* to growth limitation by four different macronutrients (carbon, nitrogen, phosphorus and sulfur) in both the presence of oxygen (aerobic growth) and the absence of oxygen (anaerobic growth) [13]. The yeast is grown in chemostat cultures, which allow for the accurate control of the environmental parameters, i.e. concentrations of nutrients can be kept constant, as well as the pH value, the temperature and the growth rate. Three independently cultured replicates were performed per experimental condition. A complete description of the experimental procedures can be found in [12,13,30]. The systematic setup of the eight experiments is displayed in Figure 1. Sampling of the chemostat cultures, probe preparation and hybridization to Affymetrix GeneChip microarrays was performed as described previously [12]. Acquisition and quantification of array images and data filtering were performed using Affymetrix Microarray Suite Version 5.0. Before comparison, all arrays were globally scaled to a target value of 150 using the robust average filtering were performed using Affymetrix Microarray Suite Version 5.0. Before comparison, all arrays were globally scaled to a target value of 150 using the robust average signal from all gene features. The array data used in this study can be retrieved at Genome Expressio

**Transcription factor data**

In [14] a combination of genome-wide location analysis (based on ChIP-chip technology) [4], motif discovery tools and literature was employed to recognize motifs in promoter regions that are bound by one of 102 known TFs. The resulting regulatory map indicates the number of motifs in the promoter region of a gene for a TF for all gene-TF pairs. We binarized this map such that an element indicates whether a gene can be bound by a TF or not. We employed only motifs that are bound with high confidence (*P* < 10^-3): not taking into account conservation among other *sensu stricto* Saccharomyces species, since our interest is purely focused on *Saccharomyces cerevisiae*. The data was downloaded from [32].

**Gene annotation data**

Genes were associated with the processes in which they participate as annotated in Gene Ontology biological processes [10,33], MIPS functional categories [11,34] and KEGG pathways [35,36].

**Methodology**

**Selection of differentially expressed genes**

Genes that show differential expression across the experimental conditions are selected. For this purpose, we employed a multi-class SAM analysis [37]. Here, the classes are the eight different experimental conditions. The 2500 most significantly changed genes are selected (median false discovery rate of 0.01%). This is an estimate of the number of genes involved in the metabolic processes of yeast grown under the experimental conditions [13].

**Isolation of the global oxygen effect**

To investigate the linear relationship between the aerobic and anaerobic expression values of a gene, we perform the following steps: First, we compute the mean and standard deviation across the replicates, *µ*<sub>i</sub> and *σ*<sub>i</sub> for the nutrient limitations *i* = 1...4 and both aerobic (*j* = 1) and anaerobic (*j* = 2) growth. We model the joint aerobic-anaerobic expression distribution for each nutrient limitation *i* as a normal distribution *N*(*µ*<sub>i</sub>, *Σ*<sub>i</sub>), with *µ*<sub>i</sub> = [*µ*<sub>i1</sub>, *µ*<sub>i2</sub>] and

\[
Σ_i = \begin{pmatrix}
σ_{i1}^2 & 0 \\
0 & σ_{i2}^2
\end{pmatrix}
\].

This is graphically depicted in Figure 2b. Next, we estimate the parameters of a linear model (slope and offset) by fitting a straight line through the four normal distributions. This heteroscedastic regression problem is solved as described in [38]. As a goodness-of-fit criterion for the regression, a *P*-value was computed by employing the Student's *T* cumulative distribution function with the ratio between the slope and the standard deviation of the slope. The *P*-value cut-off was set at 10^-4. When no significant linear relationship (*P* > 10^-4) is found employing the four nutrient limitations, we successively leave one of the nutrient limitations out, thus employing only three normal distributions to find a linear relationship. If *P* ≤ 10^-4 for the best of the resulting four fits, this fit is used. This strategy handles genes with one nutrient-limitation-specific reaction to oxygen presence. See Additional file 7. When again no good linear relationship is found, the slope is fixed to one and only the offset (i.e. the difference between the mean aerobic and anaerobic expression level) is computed. See Additional file 8. The three different regression strategies (use of four nutrient limitations, use of three nutrient limitations, only compute the offset) were applied to 1190, 518 and 792 genes, respectively. For each gene, we apply the estimated parameters (slope *a* and offset *b*) to map the original aerobic expression values *x* to their linearly mapped values *x'* via

\[
x' = a \cdot x + b,
\]

thereby aligning the aerobic and anaerobic...
expression patterns, such that the differences in the resulting expression pattern are not caused by the oxygen effect. See for example, Figure 2c.

Construction of the discretized representation
A gene is represented by a ternary expression pattern of length nine. The first eight entries represent the discretized representation of the linearly mapped continuous expression data, which can be either 0, -1 or 1, indicating the most common expression level, downregulation or upregulation, respectively. Since the linear mapping changes the continuous expression pattern of a gene, SAM is run again on the linearly mapped data. Genes that now drop out of the top 2500 most differentially expressed genes are assigned a value of zero in the first eight entries of the expression pattern. Genes, that remain in the top 2500 (2062 genes) are discretized by employing k-means clustering for each gene separately, i.e. in an one-dimensional space on the eight mean expression levels associated with the eight experimental conditions. (Red crosses on the right vertical axis in Figure 2c). The Davies-Bouldin index [39] was used to choose between \( k = 2 \) (most common level and down- or upregulation) and \( k = 3 \) (all three quantized levels). Genes for which no compact and well-separated clusters could be found, i.e. for which the Davies-Bouldin index for both \( k = 2 \) and \( k = 3 \) exceeded 0.5, were removed. The most common level (0) was assigned to the experimental conditions that formed the largest cluster. The clusters with higher or lower gene expression levels with respect to the most common level cluster are labeled as upregulated (1) or downregulated (-1) respectively. The ninth entry of the discretized expression pattern of a gene represents the global oxygen effect. This can either be 0, -1 or 1. No significant difference between expression under aerobic and anaerobic growth is indicated by a zero (0). A consistent significantly lower or higher expression level when grown anaerobically is indicated by -1 and 1, respectively. The global oxygen effect is determined by performing pairwise T-tests for all nutrient limitations, comparing the original expression levels when grown aerobically with those when grown anaerobically. See Figure 2d. When at least three of the four nutrient limitations have a significantly \( (P \leq 5 \cdot 10^{-2}) \) higher expression when grown aerobically (or anaerobically) we assign a 1 (or -1 respectively). (In the case where only three nutrient limitations were used in regression only two of these three should be significantly higher (or lower) to pass the test.)

Generation of the modules
Modules are formed by grouping genes with identical discretized expression patterns, i.e. by performing a hierarchical clustering on the discretized data with Hamming distance as dissimilarity measure and then forming clusters by cutting the dendrogram at a distance of zero (linkage is irrelevant). Additionally, modules are formed with the global oxygen effect being irrelevant, i.e. genes are clustered together when only the first eight entries of the expression pattern are identical. Similarly, modules are created based solely on the oxygen effect. This strategy creates overlapping clusters of genes, that represent different characterizations based on the global oxygen effect.

Identification of significant TFs and enrichment of annotation categories
Modules are related to TFs by the hypergeometric test, which assesses the probability that the observed frequency that the genes in a module are bound by a TF would occur by chance. The P-value cutoff to decide whether a relation is significant is \( P \leq 1/(n_m n_r) \), where \( n_m \) is the number of modules consisting of more than ten genes and \( n_r \) is the number of TFs or TF pairs that bind to more than ten genes. This Bonferroni correction for multiple testing results in a per-family error rate (PFER) of one [40]. Considering the stringency of the Bonferroni correction and the fact that the tests are not independent, the P-value correction is quite conservative. The same procedure is employed to assess the overrepresentation of GO, MIPS and KEGG annotation categories.

Motif discovery
RSAT motif discovery [41] was applied to modules, which are significantly related to at least one TF or TF pair. An oligonucleotide analysis was run with motif sizes ranging from five to eight. Significant (RSAT occurrence significance score larger than one) and dissimilar motifs for each module were manually extracted. Published PWM/PSSM matrices for known TFs [14,42,43] are captured in the weight matrix form as described in [44]. A simple similarity score between a motif and a weight matrix, i.e. the sum of the weights of the matrix for the letters of the aligned motif, was employed to relate the uncovered motifs to known TFs.
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Additional file 1
Discretized Clustering With Linear Mapping. An Excel file containing all the modules derived with the proposed method. Also, significantly enriched annotation categories and transcription factors are given. Click here for file [http://www.biomedcentral.com/content/supplementary/1471-2164-8-25-S1.xls]

Additional file 6
Microscopic pictures of Saccharomyces cerevisiae. Microscopic pictures of Saccharomyces cerevisiae grown in aerobic carbon limited (left) and anaerobic carbon limited (right) chemostats. The cells were sampled from the fermenters and directly observed under an optical microscope equipped with a camera. Also for the other nutrient limitations these observations were made. These results were not photographed. Click here for file [http://www.biomedcentral.com/content/supplementary/1471-2164-8-25-S6.jpeg]

Additional file 2
Discretized Clustering Without Linear Mapping. An Excel file containing all the modules derived with the proposed method, however without applying the linear mapping. Also, significantly enriched annotation categories and transcription factors are given. Click here for file [http://www.biomedcentral.com/content/supplementary/1471-2164-8-25-S2.xls]

Additional file 4
Enrichment of annotation categories with and without appliance of the linear mapping. After performing the hypergeometric tests on modules created both with and without appliance of the linear mapping, we select for all different annotation categories from GO, KEGG and MIPS, the smallest P-value (highest enrichment in a particular module) for both approaches. These minimal P-values for all functional categories obtained by applying or omitting the linear mapping are plotted against each other. Note that in the case of the Gene Ontology (GO) we consider two types of data: One indicates whether a gene is assigned to a particular leaf (biological process) in the GO annotation tree. This one is referred to as ‘GO leaves’. The other associates a gene located in a certain leaf not only with that particular leaf but also with all nodes between the leaf node and the root of the GO tree. We refer to this GO data as ‘GO comp’. Click here for file [http://www.biomedcentral.com/content/supplementary/1471-2164-8-25-S4.eps]

Additional file 5
The TF circle for modules uncovered without applying the linear mapping. Similar to Figure 4, except now the proposed method is applied without performing the linear mapping. Click here for file [http://www.biomedcentral.com/content/supplementary/1471-2164-8-25-S5.eps]

Additional file 7
Procedure to derive the discretized representation of a gene using only three nutrient limitations in the regression. Similar to Figure 2. For this gene, no good linear relationship could be found using all four nutrients limitations. However, when the carbon limitation is left out, there exist a good linear relationship (see b). Click here for file [http://www.biomedcentral.com/content/supplementary/1471-2164-8-25-S7.eps]

Additional file 8
Procedure to derive the discretized representation of a gene using the mean-offset correction. Similar to Figure 2. For this gene, no good linear relationship could be found using four or sets of three nutrient limitations. Therefore, the slope is fixed to one and only the offset is computed (see b). Click here for file [http://www.biomedcentral.com/content/supplementary/1471-2164-8-25-S8.eps]

Additional file 3
Permutation tests. For the differentially expressed genes in the dataset, the estimated parameters (scaling factor (slope) and offset) from the heteroscedastic regression are compared with those generated by employing the regression strategy on 1000 datasets, where the eight condition labels were randomly permuted. Also, the P-values that represent the variability of the slope and the offset were computed for all permutations. In the top-left plot the red line indicates the number of genes with a P-value that is lower than the P_{null}, which is found on the x-axis. The blue line indicates the false discovery rate (FDR) as a function of the P_{null}. Here, the FDR is defined as the median number of genes with P < P_{null} from the permuted datasets divided by number of genes with P < P_{null} from the original dataset. The top-right plot displays the same features for the offset. In these top figures, if the scaling factor is smaller than zero, the P-values of scaling factor and offset are set to 1. A slope smaller than zero implies that the best linear relationship is found when inverting the expression pattern. This, of course, makes no sense from a biological perspective. The bottom-left plot displays the distribution of the computed scaling factors. This distribution is estimated using Parzen density estimation. From the 1000 permuted datasets, 1000 different distributions were estimated. These were plotted using an errorbar plot, which indicates the standard deviation of the permuted distribution. Here, it is clearly visible that for the correct labels only few genes exhibit a slope smaller than zero. Additionally, for most genes the slope is between zero and one and the offset is smaller than zero, indicating that the majoraty of genes have a higher expression when grown within the presence of oxygen. The bottom-right plot displays the original and permuted distribution for the offset. Click here for file [http://www.biomedcentral.com/content/supplementary/1471-2164-8-25-S3.eps]

Acknowledgements
The research group of J.T.P. is part of the Kluiver Centre for Genomics of Industrial Fermentation, which is supported by the Netherlands Genomics Initiative (NGI). This work was part of the BioRange programme of the Netherlands Bioinformatics Centre (NBIC), which is supported by a BSIK grant through the Netherlands Genomics Initiative (NGI). The authors would like to thank D.M.J. Tax en D. de Ridder for fruitful discussions about the applied regression strategy and its alternatives. The authors would like to thank the anonymous reviewers for their helpful comments.

References
1. Roth FP, Hughes JD, Estep PW, Church GM: Finding DNA regulatory motifs within unaligned noncoding sequences clustered by whole-genome mRNA quantitation. Nat Biotechnol 1998, 16(10):939-945.
2. Bussemaker HJ, Li H, Sigga ED: Regulatory element detection using correlation with expression. Nat Genet 2001, 27(2):167-171.
3. Kellis M, Patterson N, Endrizzi M, Birren B, Lander ES: Sequencing and comparison of yeast species to identify genes and regulatory elements. Nature 2003, 423(6937):241-254.
4. Lee TI, Rinaldi NJ, Robert F, Odom DT, Bar-Joseph Z, Gerber GK, Hannett NM, Harbison CT, Thompson CM, Simon I, Zeitlinger J, Jennings EG, Murray HL, Gordon DB, Ren B, Wyrick JJ, Tagne JB, Volkert TL, Fraenkel E, Gifford DK, Young RA: Transcriptional regulatory
networks in *Saccharomyces cerevisiae*. *Science* 2002, 298(5594):799-804.

5. Bar-Joseph Z, Gerber GK, Lee TI, Rinaldi NJ, Yoo JY, Robert F, Gordon DB, Fraenkel E, Jaakkola TS, Young RA, Gifford DK: Computational discovery of gene modules and regulatory networks. *Nat Biotechnol* 2003, 21(11):1337-1342.

6. Luscombe NM, Babu MM, Yu H, Snyder M, Teichmann SA, Gerstein M: Genomic analysis of regulatory networks dynamics reveals large topological changes. *Nature* 2004, 431(7006):308-312.

7. Banerjee N, Zhang MQ: Functional genomics as applied to mapping transcription regulatory networks. *Curr Opin Microbiol* 2002, 5(3):313-317.

8. Simon I, Barnett J, Hannett N, Harbison CT, Rinaldi NJ, Volkert TL, Young RA: Dynamic analysis of regulatory pathways using multiple say scales of expression. *Nature* 2002, 424(6949):495-501.

9. Horak CE, Luscombe NM, Qian J, Bertone P, Piccirillo S, Gerstein M, Snyder M: Complex transcriptional circuitry at the G1/S transition in *Saccharomyces cerevisiae*. *Genes Dev* 2002, 16(23):3017-3033.

10. Ashburner M, Ball CA, Blake JA, Botstein D, Butler H, Cherry JM, Davis AP, Dolinski K, Dwight SS, Eppig JT, Harris MA, Hill DP, Issel-Tarver L, Kasarskis A, Lewis S, Lesley SC, Matese JC, Maddox HT,正 assault K, Richards JM, Ringwald M, Rubin GM, Sherlock G: Gene ontology: tool for the unification of biology. The Gene Ontology Consortium. *Nat Genet* 2000, 25:25-29.

11. Metaizeu HW, Albermann K, Heumann K, Liebl S, Pfeiffer F: MIPS: a database for protein sequences, homology and yeast genome information. *Nucleic Acids Res* 1997, 25:28-30.

12. Piper MDW, Daran-Lapujade P, Bro C, Regenberg B, Knudsen S, Nielsen J, Pronk JW: Reproducibility of oligonucleotide microarray transcription analysis. *Appl and Environmental Microbiology* using chemostat cultures of *Saccharomyces cerevisiae*.

13. Tai SL, Boer VM, Daran-Lapujade P, Walsh MC, de Winde JH, Daran JM, Pronk JT: Two-dimensional transcriptional analysis in chemostat cultures. *Comparative analysis of oxygen availability and macronutrient limitation in the yeast cell physiology*. *J Biol Chem* 2005, 280:437-447.

14. Harbison CT, Gordon DB, Lee TI, Rinaldi NJ, Macisaac KD, Danford TW, Hannett NM, Tagne JB, Reynolds DB, Yoo J, Jennings EG, Zeitlinger J,Pokholok DK, Kellis M, Rolfe PA, Takusagawa KT, Lander ES, Gifford DK, Fraenkel E, Young RA: Transcriptional regulatory code of an eukaryotic genome. *Nature* 2004, 431(7004):99-104.

15. Yeast Protein Database [http://www.proteome.com]

16. Davies DL, Bouldin DW: A cluster separation measure. *IEEE Trans Patt Anal Mach Intell* 1979, PAMI-1:224-227.

17. Simon I, Barnett J, Hennett N, Harbison CT, Rinaldi NJ, Volkert TL, Wisocki JJ, Zeitlinger J, Gifford DK, Jaakkola TS, Young RA: Signal regulation of transcriptional regulators in the yeast cell cycle. *Cell* 2001, 106(6):697-708.

18. Hayes TE, Sengupta P, Cochran BH: The human c-fos serum response factor and the yeast factors GRM/PRTF have related DNA-binding specificities. *Genes Dev* 1998, 12(18B):1713-1722.

19. Kuester KE, Lai LC, Menda N, James DT, Aref S, Burke PV: Genomic analyses of anaerobically induced genes in *Saccharomyces cerevisiae*: functional roles of Rox1 and other factors in mediating the anoxic response. *J Bacteriol* 2002, 184:250-265.

20. Forsburg SL, Guarente L: Identification and characterization of HAP4: a third component of the CCAAT-bound HAP2/HAP3 heteromer. *Genes Dev* 1989, 3(8):1166-1178.

21. Waclaw B, Letunic I, Maere S, Wolfskiel M, Porter DL, Martin CE, Goldberg M: Identification and characterization of a low oxygen response element involved in the hypoxic induction of a family of *Saccharomyces cerevisiae* genes. Implications for the conservation of oxygen sensing in eukaryotes. *J Biol Chem* 2001, 276(17):14374-14384.

22. Roulliou A, Barbe J, Pattou EE, Tyers M, Thomas D: Feedback-regulated degradation of the transcriptional activator Met4 is triggered by the *SCF* (Met30) complex. *EMBO* J 2000, 19(2):282-294.

23. Sipos K, Lange H, Fekete Z, Ullmann P, Lill R, Kispal G: Maturation of cytosolic iron-sulfur proteins requires glutathione. *J Biol Chem* 2002, 277(30):26944-26949.

24. O’Connell KF, Baker RE: Possible cross-regulation of phosphate and sulfate metabolism in *Saccharomyces cerevisiae*. *Genetics* 1992, 132:63-73.

25. Fauchon M, Lagniel G, Aude JC, Lombardia L, Soulaurc P, Petat C, Marguerie G, Sentenc A, Werner M, Labarre J: Sulfur sparing in the yeast proteome in response to sulfur demand. *Mol Cell Biol* 2002, 29(9):713-723.

26. Horak CE, Luscombe NM, Qian J, Bertone P, Piccirillo S, Gerstein M, Snyder M: Complex transcriptional circuitry at the G1/S transition in *Saccharomyces cerevisiae*. *Genes Dev* 2002, 16(23):3017-3033.

27. Sipos K, Lange H, Fekete Z, Ullmann P, Lill R, Kispal G: Maturation of cytosolic iron-sulfur proteins requires glutathione. *J Biol Chem* 2002, 277(30):26944-26949.

28. O’Connell KF, Baker RE: Possible cross-regulation of phosphate and sulfate metabolism in *Saccharomyces cerevisiae*. *Genetics* 1992, 132:63-73.

29. Fauchon M, Lagniel G, Aude JC, Lombardia L, Soulaurc P, Petat C, Marguerie G, Sentenc A, Werner M, Labarre J: Sulfur sparing in the yeast proteome in response to sulfur demand. *Mol Cell Biol* 2002, 29(9):713-723.

30. Boer VM, de Winde JH, Pronk JW, Prider MDW: The genome-wide transcriptional responses of *Saccharomyces cerevisiae* grown on glucose in aerobic chemostat cultures limited for carbon, nitrogen, phosphorus, or sulfur. *J Biol Chem* 2003, 278(5):3265-3274.

31. Genome Expression Omnibus [http://www.ncbi.nlm.nih.gov/geo/]

32. Fraenkel Lab – Regulatory Map formatted for spreadsheet import [http://fraenkel.mit.edu/Harbomicro/]

33. The Gene Ontology Version: 31 August 2005 [http://www.geneontology.org]

34. Munich information center for protein sequences Version: 20 June 2005 [http://mos.qdf.edu/]

35. Kanehisa M, Goto S: KEGG: kyoto encyclopedia of genes and genomes. *Nucleic Acids Res* 2000, 28:27-30.

36. KURS K, Lange H, Fekete Z, Ullmann P, Lill R, Kispal G: Maturation of cytosolic iron-sulfur proteins requires glutathione. *J Biol Chem* 2002, 277(30):26944-26949.

37. Tusher VG, Tibshirani R, Chu G: Significance analysis of microarrays applied to the ionizing radiation response. *Proc Natl Acad Sci USA* 2001, 98(9):5116-5121.

38. Leedan Y, Meer P: Heteroscedastic Regression in Computer Vision: Problems with Linear Constraint. *Int J of Computer Vision* 2000, 37(2):127-150.

39. Davies DL, Boultdin DW: A cluster separation measure. *IEEE Trans Patt Anal Mach Intell* 1979, PAMI-1:224-227.

40. Ye J, Gudziel S, Speed TP: Resampling-based multiple testing for microarray data analysis. *TEST* 2003, 12:1-77.

41. van Helden J: Regulatory sequence analysis tools. *Nucleic Acids Res* 2003, 31(13):3593-3596.

42. Gene Regulation [http://www.gene-regulation.com/]

43. SCPD The Promoter Database of *Saccharomyces cerevisiae* [http://rulai.cshl.edu/SCPD/]

44. Hertz GZ, Stormo GD: Identifying DNA and protein patterns with statistically significant alignments of multiple sequences. *Bioinformatics* 1999, 15(7-8):563-577.