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Abstract—Given the high degree of computational complexity of the channel estimation technique based on the conventional one-dimensional (1-D) compressive sensing (CS) framework employed in the hybrid beamforming architecture, this study proposes two low-complexity channel estimation strategies. One is two-stage CS, which exploits row-group sparsity to estimate angle-of-arrival (AoA) first and uses the conventional 1-D CS method to obtain angle-of-departure (AoD). The other is two-dimensional (2-D) CS, which utilizes a 2-D dictionary to reconstruct the 2-D sparse signal. To conduct a meaningful comparison of the three CS frameworks, i.e., 1-D, two-stage and 2-D CS, the orthogonal match pursuit (OMP) algorithm is employed as the basic algorithm and is expanded to two variants for the proposed frameworks. Analysis and simulations demonstrate that when the 1-D CS method is compared, two-stage CS has somewhat lower performance but significantly lower computational complexity, while 2-D CS is not only the same as 1-D CS in terms of performance but also slightly lower in computational complexity than two-stage CS.

Index Terms—Channel estimation, two-dimensional compressive sensing, hybrid beamforming architecture, computational complexity.

I. INTRODUCTION

M

Assive multiple-input multiple-output (MIMO) is a potential millimeter-wave (mmWave) communication technique that offers higher communication performance [1], [2]. However, fully-digital antenna arrays will incur substantial hardware costs and energy consumption, which is one of the primary difficulties with massive MIMO. As a result, the hybrid beamforming architecture has been widely used to overcome the problem of high cost and power consumption of mmWave mixed-signal hardware [3]–[5]. The challenge with the hybrid beamforming architecture, however, is obtaining reliable channel state information owing to the large number of antennas and several radio frequency (RF) chains employed.

Due to the high training overhead required for low-frequency channel estimate techniques such as the least squares (LS) algorithm, they are no longer fit for purpose to hybrid architecture. Fortunately, the angular sparsity property of mmWave channels is beneficial for channel estimation with low training overhead. Up to date, a variety of sparse channel estimation methods based on compressive sensing (CS), i.e., angle-of-arrival (AoA) and angle-of-departure (AoD) estimation, have been presented for diverse contexts [6]–[17]. For instance, the authors in [15] presented an optimal-tuned weighted LASSO for channel estimation in massive MIMO communications. Additionally, sparse Bayesian learning (SBL) based methods for channel estimation were investigated in [16], [17], which demonstrated great performance but required a high level of computational complexity. Recently, in [18], [19], the off-grid theory utilized to tackle the CS mismatch problem [20] was employed to further improve channel estimation performance, although at the expense of increased computational complexity. On the other hand, channel estimation with the hybrid beamforming architecture has been investigated in [21]–[23].

However, almost all existing sparse channel estimation algorithms take into account the one-dimensional (1-D) CS framework, which stacks the matrix into a long vector via the Kronecker product but ignores the dimension feature. When confronted with multidimensional estimation problems, such as the two-dimensional issue of AoA/AoD estimation, this CS framework results in significantly increased computational complexity, as well as memory usage. Furthermore, the large-scale antenna array itself carries a high computational complexity that cannot be ignored. Since the high computational complexity will preclude the real system from being implemented, it is of paramount significance to develop novel low-complexity channel estimation schemes. This motivates us to explore computationally efficient channel estimation techniques.

In this study, we propose two low-complexity channel estimation frameworks based on the CS technique. The first proposed framework estimates AoA first via row-group sparsity and, subsequently, AoD with the conventional 1-D CS framework. Further, we convert the conventional 1-D CS framework into the 2-D CS framework by developing a two-dimensional (2-D) dictionary. The two proposed methods significantly lower the computational complexity when compared to the conventional 1-D CS framework.

Notations: We use the following notations throughout this study. $\mathbb{C}^{x\times y}$ represents the complex-value matrices with the space of $x \times y$, $(\cdot)^T$, $(\cdot)^*$ and $(\cdot)^H$ denote transpose, conjugate and conjugate transpose, respectively. $\| \cdot \|_0$, $\| \cdot \|_2$, $\| \cdot \|_F$ are $\ell_0$ norm, $\ell_2$ norm and Frobenius norm respectively. $\text{tr} (\cdot)$ is the trace of the matrix, $(\cdot, \cdot)$ denotes the inner product, $a^n$ is the $n$-th element of vector $a$. Further, vec $(\cdot)$ and $\text{devec} (\cdot)$ represent the vectorization and devectorization operations, respectively. $\mathbf{I}_M$ denotes the $M$-by-$M$ identity matrix. Finally, $\odot$ denotes the Kronecker product and $\otimes$ is the Khatri-Rao product.
II. SYSTEM AND CHANNEL MODEL

We consider a widely used mmWave massive MIMO communication system with the fully-connected hybrid beamforming architecture, as shown in Fig. 1, where the transmitter (TX) and the receiver (RX) are equipped with $N_t$ and $N_r$ antennas respectively, and both of them have $N_{RF}$ RF chains.

A. Signal Model

Postulate that the TX sends $N_X$ pilots, and the RX spends $Q$ time slots receiving the signal $y_k \in \mathbb{C}^{N_r \times 1}$, where $N_Y = Q N_{RF}$. Denoting the $k$-th pilot at the $q$-th time slot as $y_{k,q} = w^H_q (Hf_k x_{k,q} + n_{k,q})$, the received pilots can be collected and expressed as

$$y_k = \mathbf{W}^H \mathbf{H} \mathbf{F} x_k + \mathbf{W}^H \mathbf{n}_k,$$

where $\mathbf{x}_k = [x_{k,1}^T, x_{k,2}^T, \ldots, x_{k,Q}^T]^T$, $y_k = [y_{k,1}, y_{k,2}, \ldots, y_{k,Q}]^T$, $\mathbf{H}$ is the channel matrix between the TX and the RX, $\mathbf{n}_k = [n_{k,1}^T, n_{k,2}^T, \ldots, n_{k,Q}^T]^T$ and $n_{k,q}$ is the independent and identically distributed (i.i.d) additive white Gaussian noise following the distribution $CN(0, \sigma_n^2 \mathbf{I}_{N_{RF}})$. In addition, $\mathbf{F} = [f_1, f_2, \ldots, f_Q]$, $\mathbf{W} = [w_1, w_2, \ldots, w_Q]$ and $f_q$ and $w_q$ are the hybrid precoder and combiner respectively.

Then the received signal by collecting $N_X$ transmitted pilots can be given by

$$\mathbf{Y} = \mathbf{W}^H \mathbf{H} \mathbf{F} \mathbf{X} + \mathbf{W}^H \mathbf{N},$$

where $\mathbf{X} = [x_1, x_2, \ldots, x_{N_X}]$, $\mathbf{Y} = [y_1, y_2, \ldots, y_{N_X}]$ and $\mathbf{N} = [n_1, n_2, \ldots, n_{N_X}]$. In addition, we postulate the transmitted pilot signal $\mathbf{X}$ satisfy orthogonality, i.e., $\mathbf{X} \mathbf{X}^H = \sigma_\mathbf{f}^2 \mathbf{I}_{N_X}$, where $\sigma_\mathbf{f}^2$ is the transmit power and is set to 1 for study.

The hybrid precoder $\mathbf{F}$ and combiner $\mathbf{W}$ can be designed as simplified forms, where $\mathbf{F} = [\mathbf{I}_{N_X}, 0_{N_X \times (N_r-N_X)}]^T \in \mathbb{C}^{N_t \times N_X}$, $\mathbf{W} = [\mathbf{I}_{N_Y}, 0_{N_Y \times (N_r-N_Y)}]^T \in \mathbb{C}^{N_r \times N_Y}$.

B. Channel Model

Next, we specify the physical channel which can characterize the geometrical structure and limited scattering nature of mmWave channels. The channel matrix is written as

$$\mathbf{H} = \sqrt{\frac{N_t N_r}{L}} \sum_{l=1}^L z_l a_t(\phi_l) a_r^H(\theta_l),$$

where $L$ is the number of paths, $z_l$ denotes the complex gain of the $l$-th path, $a_t(\phi_l)$ and $a_r(\theta_l)$ are array response vectors expressed as

$$a_t(\phi_l) = \sqrt{1/N_t} \left[1, e^{j2\pi d \sin \phi_l/\lambda}, \ldots, e^{j2\pi d (N_t-1) \sin \phi_l/\lambda}\right]^T,$$

and

$$a_r(\theta_l) = \sqrt{1/N_r} \left[1, e^{j2\pi d \sin \phi_l/\lambda}, \ldots, e^{j2\pi d (N_r-1) \sin \phi_l/\lambda}\right]^T,$$

where $\lambda$ is the antenna wavelength and $d$ is the antenna element spacing.

The compact form of Eqn. (3) can be written as

$$\mathbf{H} = \mathbf{A}_R \text{diag}(z) \mathbf{A}_T^H,$$

where $z = \sqrt{N_t N_r / L} \left[z_1, z_2, \ldots, z_L\right]^T$, $\mathbf{A}_T = [a_t(\phi_1), a_t(\phi_2), \ldots, a_t(\phi_L)]$ and $\mathbf{A}_R = [a_r(\phi_1), a_r(\phi_2), \ldots, a_r(\phi_L)]$.

III. THREE CS FRAMEWORKS-BASED MMWAVE CHANNEL ESTIMATION

In this section, the conventional channel estimation method based on 1-D CS framework is first reviewed. Then we present two novel channel estimation frameworks on the basis of CS.
A. Conventional 1-D CS

To exploit the property of the sparse channel to form a CS problem, the matrix $\mathbf{Y}$ after cancelling the effect of the training sequences is vectorized as

$$
\bar{y} = \vec{W^THF} + \vec{W^HNX^H}
$$

$$
= (F^T \otimes W^H) \vec{H} + \tilde{n}
$$

$$
= (F^T \otimes W^H) (A_T^* \otimes A_R) z + \tilde{n},
$$

(8)

where $A_T^* \otimes A_R$ is an $N_t N_r \times L$ matrix in which each column has the form $(\alpha_i^* (\theta_i) \otimes \alpha_i (\phi_i))$, $l = 1, 2, \ldots, L$, that is, the $l$-th column denotes the Kronecker product of the TX and RX array response vectors in light of the AoA/AoD of the $l$-th path of the channel.

By using the 1-D dictionary matrix $\tilde{A} = \tilde{A}_T^* \otimes \tilde{A}_R \in \mathbb{C} N_t N_r \times N^2$ associated with $N$ AoAs/AoDs, Eqn. (8) can be approximated as

$$
\tilde{y} = (F^T \otimes W^H) \tilde{A} \tilde{z} + \tilde{n},
$$

(9)

where $\tilde{A}_T = [a(\theta_1), a(\theta_2), \ldots, a(\theta_N)] \in \mathbb{C} N_t \times N$ and $\tilde{A}_R = [a(\phi_1), a(\phi_2), \ldots, a(\phi_N)] \in \mathbb{C} N_r \times N$. The AoDs $\{\theta_i\}_{i=1}^N$ and AoAs $\{\phi_i\}_{i=1}^N$ are taken from the Discrete Fourier Transformation (DFT) bin, i.e., $\sin(\theta_i/\phi_i) \in \{-\frac{1}{2}, -\frac{1}{2} + \frac{1}{N}, \ldots, \frac{1}{2} - \frac{1}{N}\}$. Hence, the channel estimation problem on the basis of 1-D CS framework is given by

$$
\arg \min_{\tilde{z}} \| \tilde{z} \|_0
$$

s.t. $\| \tilde{y} - \tilde{A} \tilde{z} \|_2 < \varepsilon,
$$

(10)

where $\tilde{A} = (F^T \otimes W^H) \tilde{A} \in \mathbb{C} N_t N_r \times N^2$, $\tilde{y}$ is the measurement vector and $\varepsilon$ is the precision parameter.

According to Eqn. (10), a variety of compressive sensing algorithms are capable of recovering the sparse vector $\tilde{z}$. However, this 1-D CS framework will lead to a huge amount of computational complexity due to the long length of 1-D vector generated by the vectorization. This can be addressed by the frameworks we present next.

B. Two-Stage CS

The 2-D received signal after cancelling the training sequences can be expressed as

$$
\bar{Y} = \tilde{A}_R \text{diag}(\tilde{z}) \tilde{A}_T^H + \tilde{N},
$$

(11)

where $\tilde{A}_R = W^H \tilde{A}_R \in \mathbb{C} N_r \times N$, $\tilde{A}_T^H = \tilde{A}_T^H F \in \mathbb{C} N_t \times N$, $\tilde{A}_R$ and $\tilde{A}_T$ are respectively the new manifold matrices and $\tilde{N} = W^H N X^H$ is noise matrix.

The key idea of the two-stage CS framework is to estimate AoAs first and then AoDs, or vice versa. Indeed, there exists a favorable property in the first estimation stage, i.e., group sparsity. In short, row-/column-group sparsity refers to that each column/row of the matrix to be estimated has the same non-zero element index.

In the AoAs estimation stage, the CS problem with row-group sparsity can be given by

$$
\arg \min_{\bar{Z}_T} \| \bar{Z}_T \|_0
$$

s.t. $\| \bar{Y} - \tilde{A}_R \bar{Z}_T \|_F < \varepsilon,$

$$
\text{supp}(\bar{z}_{T_1}) = \cdots = \text{supp}(\bar{z}_{T_{N \times}}),
$$

where $\bar{Z}_T = [z_{T_1}, z_{T_2}, \ldots, z_{T_{N \times}}]$, and $\text{supp}(\cdot)$ represents the indexes of non-zero elements of an arbitrary vector $v$. Denoting $\tilde{Z}_T \in \mathbb{C} L \times N \times$ as the estimated group signal after removing all zero rows, then AoDs can be attained by the typical 1-D CS method, which is described as

$$
\arg \min_{\bar{z}} \| \bar{z} \|_0
$$

s.t. $\| \vec{y} - (\tilde{A}_T^* \otimes I_L) \bar{z} \|_2 < \varepsilon;
$$

(13)

C. 2-D CS

To formulate the channel estimation problem as a 2-D CS problem, we construct the 2-D dictionary using the two 1-D dictionaries $\tilde{A}_R$ and $\tilde{A}_T$. Let $\mathcal{A}$ be the 2-D dictionary and $\mathcal{A}_{i,j} \in \mathbb{C} N_Y \times N_X$ be the $(i,j)$-th atom of $\mathcal{A}$. Thus, we derive

$$
\tilde{A}_R \text{diag}(z) \tilde{A}_T^H = \sum_{i=1}^{N} \sum_{j=1}^{N} z_{i,j} A_{i,j},
$$

(15)

where $z_{i,j}$ denotes the $(i,j)$-th element of $z$.

Based on the 2-D dictionary expression, the 2-D CS based channel estimation problem is given by

$$
\arg \min_{\bar{z}} \| \bar{Z} \|_0
$$

s.t. $\| \bar{Y} - \sum_{i=1}^{N} \sum_{j=1}^{N} z_{i,j} A_{i,j} \|_F < \varepsilon.$

(16)

IV. Proposed Schemes

This section will propose effective methods for tackling the channel estimation problem within the three CS frameworks discussed before. To enable a meaningful comparison of the three CS strategies, OMP is employed as the basic algorithm and is expanded to two-stage simultaneous OMP (SOMP) and 2-D OMP for sparse channel estimation.

A. Two-stage SOMP

SOMP [24], which is based on the OMP algorithm, is capable of recovering all sparse column vectors in $\tilde{Z}_T$ simultaneously. Obviously, the indexes of the non-zero rows correspond to AoAs. After the matrix $\tilde{Z}_T$ with row-group sparsity is recovered, all zero rows are removed to form a low-dimensional matrix $\bar{Z}_T$. Then the 1-D CS framework can be used to attain AoDs. Due to the low dimension, the AoD estimation stage is computationally simple.

B. 2-D OMP

Based on the 2-D dictionary described before, we not only extend the 2-D OMP algorithm in the case of real-valued and specialized dictionaries [25] to more general applications, but also simplify the 2-D LS algorithm. Algorithm 1 illustrates the flow of 2-D OMP. To put it bluntly, the essential distinction between 1-D and 2-D OMP lies in the matching and LS computing steps. Therefore, we will deduce the matching and LS formulas of 2-D OMP.
Algorithm 1 2-D OMP for mmWave Channel Estimation

Input: Received signals \( Y \), 2-D dictionary \( \mathcal{A} \).
Output: Reconstruction of \( Z \).
1: Initialize: \( \Lambda = \{(i,j)\mid (1,1),(1,2),\cdots,(N,N)\}, I = \emptyset, p = 0 \) and \( Y_{r,0} = Y \).
2: repeat
3: \hspace{1em} Match 2-D atoms:
4: \hspace{2em} \((i_p,j_p) \leftarrow \arg \max_{(i,j) \in \Lambda} \frac{\langle Y_{r,i,j} \rangle \mathcal{A}_{i,j}}{\| \mathcal{A}_{i,j} \|_F} \).
5: \hspace{2em} \( \Lambda \leftarrow \Lambda \setminus (i_p,j_p) \).
6: \hspace{2em} Update \( I \) \leftarrow I \cup (i_p,j_p) \).
7: \hspace{1em} Compute 2-D LS:
8: \hspace{2em} \( \hat{z} \leftarrow \arg \min_{z} \| Y_{r} - \sum_{p'=1}^{p} \zeta_{i_p',j_p'} \mathcal{A}_{i_p',j_p'} \|_F^2 \).
9: \hspace{1em} Renew Individual Residual:
10: \hspace{2em} \( Y_{r,p+1} \leftarrow Y_{r} - \sum_{p'=1}^{p} \zeta_{i_p',j_p'} \mathcal{A}_{i_p',j_p'} \).
11: \hspace{1em} \( p \leftarrow p + 1 \).
12: until \( \hat{z} \) is satisfied.

1) Matching: This is a process of selecting the best atom in each iteration. Let \( Y_r \) be the residual, the projection of \( Y_r \) onto \( \mathcal{A}_{i,j} \) is expressed as
\[
\frac{\langle Y_r, \mathcal{A}_{i,j} \rangle}{\| \mathcal{A}_{i,j} \|_F},
\]
where \( \langle Y_r, \mathcal{A}_{i,j} \rangle = \tilde{a}_{i,j}^H Y_r \tilde{a}_{i,j} \). Then we calculate the projection of \( Y_r \) onto all atoms in the 2-D dictionary \( \mathcal{A} \) and select the index corresponding to the largest projection value.

In each iteration, only one atom is selected by maximizing the projection. Let \( \{(i_p',j_p')\mid p' = 1,2,\cdots,p\} \) be the entries of the selected atoms after \( p \) iterations.

2) Computing 2-D LS: Once the atoms are picked in the matching step, the weights are reassigned in iteration \( p \) via the least squares algorithm, which is formulated as
\[
\arg \min_z \| Y_r - \sum_{p'=1}^{p} \zeta_{i_p',j_p'} \mathcal{A}_{i_p',j_p'} \|_F^2.
\]
By using the property of \( \| V \|_F^2 = \text{tr}(VV^H) = \text{tr}(V^HV) \), where \( V \) is an arbitrary complex matrix, we can simplify the 2-D LS expression. Hence, the simplified formula of \( \| Y_r - \sum_{p'=1}^{p} \zeta_{i_p',j_p'} \mathcal{A}_{i_p',j_p'} \|_F^2 \) is given by Eqn. (17), shown at the bottom of this page, where
\[
g = \left( \text{tr}(Y_r \mathcal{A}_{i_1,j_1}^H), \cdots, \text{tr}(Y_r \mathcal{A}_{i_p,j_p}^H) \right)^T.
\]
\[
Q = \begin{pmatrix}
\text{tr}(\mathcal{A}_{i_1,j_1} \mathcal{A}_{i_1,j_1}^H) & \cdots & \text{tr}(\mathcal{A}_{i_1,j_1} \mathcal{A}_{i_p,j_p}^H) \\
\vdots & \ddots & \vdots \\
\text{tr}(\mathcal{A}_{i_p,j_p} \mathcal{A}_{i_1,j_1}^H) & \cdots & \text{tr}(\mathcal{A}_{i_p,j_p} \mathcal{A}_{i_p,j_p}^H)
\end{pmatrix},
\]
and (a) holds because of
\[
\text{tr}(Y_r \mathcal{A}_{i_p,j_p}^H) = \text{tr}(Y_r \tilde{a}_{i_p,j_p} \tilde{a}_{i_p,j_p}^H) = \tilde{a}_{i_p,j_p}^H Y_r \tilde{a}_{i_p,j_p} = \langle Y_r, \mathcal{A}_{i_p,j_p} \rangle.
\]

Thus, the 2-D LS algorithm is rewritten as
\[
\arg \min_z \| Y_r \|_F^2 + z^H Q z - g^T z^* - g^H z, \tag{24}
\]
which can be solved by
\[
\frac{\partial \text{tr}(G)}{\partial z} = Q^T z^* - g^* = 0 \Rightarrow z = (Q^H)^{-1} g, \tag{25}
\]
where \( G = \| Y_r \|_F^2 + z^H Q z - g^T z^* - g^H z \). Note that \( Q \) is a Hermitian matrix, hence \( z = Q^{-1} g \).

Additionally, we offer a simplified 2-D LS solution which is provided by the following proposition.

**Proposition 1**: The simplified 2-D LS solution is given by
\[
Z = (A_R^H A_R)^{-1} A_R^H Y A_T^H A_T^{-1}. \tag{26}
\]

**Proof**: See Appendix A.

C. Comparison of Different Schemes

Here, we will make an in-depth analysis of the three schemes, 1-D OMP, two-stage SOMP and 2-D OMP, in recovery performance, computational complexity and memory usage.

1) Recovery Performance: Firstly, we analyze the theoretical performances of 1-D and 2-D OMP, shown in the following proposition, and put the performance analysis of SOMP in the simulation results.

**Proposition 2**: When the OMP algorithm runs, matching 1-D atoms and matching 2-D atoms provide the same results, as do 1-D LS and 2-D LS. Hence, in terms of the signal recovery performance, 1-D and 2-D OMP are equivalent.

**Proof**: See Appendix B.
2) Computational Complexity: The complexity discussed next refers to the computational complexity in an iteration. Whether 1-D OMP, two-stage SOMP or 2-D OMP, their complexity is mostly due to the matching step. This is because LS is calculated using a very small number of iterations, implying that its computational complexity is negligible in comparison to the matching step.

Matching 1-D atoms requires \((N^2 \times N_Y) \times (N_Y \times N_Y)\times 1\) matrix-vector multiplication to calculate the projection of \(y_r\) onto all atoms, i.e., \(A^H y_r\), where \(y_r\) is the vectorization of \(Y_r\). This incurs a complexity of \(O(N^2 N_Y)\). Furthermore, The complexity of the 2-D matching process is mainly dominated by \((N \times N_Y) \times (N_Y \times N_X)\) matrix-matrix multiplication and \((N_Y \times N_X) \times (N_X \times N)\) matrix-matrix multiplication. Since \(N_Y < N\), this results in a complexity of \(O(N^2 N_X)\). For two-stage SOMP, the matching step of the first stage dominates the complexity, which is \(O(N^2 N_Y)\).

In addition, we discuss the complexity of 1-D LS, 2-D LS and simplified 2-D LS directly for channel estimation. To successfully use the LS algorithm for channel estimation, \(N^2 = N_X N_Y\) is set. According to the inverse operation, 1-D and 2-D LS incur a complexity of \(O(N^3 N_Y^3)\) while simplified 2-D LS leads to a low complexity of \(O(\max(N_X, N_Y)^3)\).

3) Memory Usage: The key difference of memory usage between the three schemes is that 1-D OMP requires the complexity of \(O(N^2 N_Y N)\) to store \(A\), but two-stage SOMP and 2-D OMP only need the complexity of \(O(N \max(N_X, N_Y))\) to store \(\tilde{A}_T\) and \(\tilde{A}_R\).

V. SIMULATION RESULTS

In this section, numerical simulations are carried out to demonstrate the effectiveness of the proposed schemes, where the 1-D OMP, 1-D LS and SBL methods are benchmarks. The simulation parameters are described as follows. \(N_{RF} = 4, N_t = N_r = 64, L = 3, d = \lambda/2,\) AoAs and AoDs are chosen randomly in \([0, \pi]\). The signal to noise (SNR) is defined as \(\text{SNR}=\frac{\sigma_p^2}{\sigma_n^2}\).

\[ N \times \text{SNR} = \frac{\sigma_p^2}{\sigma_n^2} \]

Fig. 2. NMSE of different methods versus SNR.

Fig. 2. NMSE of different methods versus SNR.
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hence,
\[
Z = \text{devec}(z) = (\tilde{A}_R^H A_R)^{-1} \tilde{A}_R^H Y A_T (\tilde{A}_T^H A_T)^{-1},
\] (29)
where \text{devec}(\cdot) denotes the devectorization operation.

\section*{APPENDIX B}
To demonstrate that 1-D and 2-D OMP have the same 588 performance, we need simply to establish that 1-D and 2-D matching are equivalent, since 1-D and 2-D LS solutions are identical and can be derived as follows.

Suppose that \( \Omega \) is the selected support in the \( p \)-th iteration of 1-D OMP. Thus, the \((i, j)\)-th element of \( \tilde{A}_R^H A_\Omega \) equals the \((i, j)\)-th element of \( Q \), i.e., \([A_R^H A_\Omega]_{i,j} = (\tilde{a}_{T,j}, \tilde{a}_{T,j}) \). For instance, suppose only one atom in \( \Omega \) is \( \tilde{a}_{N(j-1)+i} \), then \( \tilde{A}_R^H A_\Omega = (\tilde{a}_{T,j}^+, \tilde{a}_{T,j}^-) \otimes (\tilde{a}_{R,i}^+, \tilde{a}_{R,i}^-) \).

Besides, \( g = \tilde{A}_R^H y \) can be easily deduced from Eqn (22). Then we have \( z = (\tilde{A}_R^H A_\Omega)^{-1} \tilde{A}_R^H y = Q^{-1} g \), which follows that the solutions of 1-D and 2-D LS are identical.

Matching 1-D atoms needs to compute the projection of the 1-D residual \( y_r \) onto all 1-D atoms in \( \tilde{A} \), where the \((N(j – 1) + i)\)-th atom of \( \tilde{A} \) is the vectorization of \( A_{\tilde{i},j} \) because
\[
\text{vec}(A_{\tilde{i},j}) = \text{vec}(\tilde{a}_{R,i}^+, \tilde{a}_{R,i}^-) = \tilde{a}_{N(j-1)+i},
\] (30)
where \( \tilde{a}_{N(j-1)+i} \) is the \( (N(j – 1) + i)\)-th atom of \( \tilde{A} \).

Thus, we have \( \|\tilde{A}_{\tilde{i},j}\|_F = \|\tilde{a}_{N(j-1)+i}\|_2 \). Then the projection of \( y_r \) onto the atom \( \tilde{a}_{N(j-1)+i} \) satisfies
\[
\frac{\langle y_r, \tilde{a}_{N(j-1)+i} \rangle}{\|\tilde{a}_{N(j-1)+i}\|_2} = \frac{\sum_{m=1}^{N} \sum_{n=1}^{N} \langle a_{R,i}^+, a_{R,i}^- \rangle_{N(m-1)+n} y_{r,N(m-1)+n}^{N(m-1)+n}}{\|\tilde{a}_{N(j-1)+i}\|_2} = \frac{\tilde{a}_{R,i}^+ y_r \tilde{a}_{T,j}}{\|\tilde{a}_{N(j-1)+i}\|_2} = \frac{Y_r}{\|\tilde{A}_{\tilde{i},j}\|_F},
\] (31)
where \( a_{R,i}^+ \) denotes the \( m \)-th element of the atom \( \tilde{a}_{R,i}^+ \), similarly, \( a_{R,i}^- \) is the \( n \)-th element of the atom \( \tilde{a}_{R,i}^- \) and \( y_{r,N(m-1)+n} \) represents the \( (N(m – 1) + n)\)-th element of \( y_r \). This implies that the atom selection of the two algorithms is the same in each iteration.
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