Particle-In-Cell Simulation of Ultrafast Hot-Carrier Transport in Fe/Au-heterostructures
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We describe a theoretical approach for spin-polarized hot-electron transport, as it occurs after excitation by ultrafast optical pulses in heterostructures formed by ferromagnetic and normal metals. We formulate a spin-dependent particle-in-cell model that solves the Boltzmann equation for excited electrons. It includes lifetimes and transmission coefficients as parameters, which can be taken from ab initio calculations or experiment, and can be easily extended to multilayer systems. This approach is capable of describing electron transport in the ballistic, super-diffusive and diffusive regime including secondary-carrier generation. We apply the model to optically excited carriers in Fe/Au bilayers and Fe/Au/Fe spin-valve structures. We gain microscopic insight into the hot-electron transport dynamics probed in recent experiments on spin-valves. We find contributions to the demagnetization dynamics induced in Fe/Au/Fe trilayers regardless of the parallel or antiparallel magnetic alignment of the Fe layers.

I. INTRODUCTION

The excitation of ferromagnetic metals by ultrashort pulses and the subsequent ultrafast magnetization dynamics have been under investigation for two decades. In recent years, interest has shifted from the dynamics in homogeneous magnetic films to magnetic multilayers and magnetic nanostructures. Experimental and theoretical results have inched the field closer to a microscopic understanding of the different processes involved in ultrafast magnetization dynamics, however it remains a complicated subject due to the variety of effects involved.

An important process contributing to the magnetization/spin dynamics in metallic systems after ultrashort-pulse excitation is the transport of hot carriers, i.e., carriers excited far away from the Fermi energy. Initially, transport of these hot carriers is mainly ballistic and becomes diffusive due to carrier scattering events. The intermediate regime is sometimes called superdiffusive transport and its effect on the demagnetization process in optically excited ferromagnets was first analyzed theoretically by Battiato et al.1 Their insight was that different velocities and lifetimes of excited carriers in both spin channels may lead to an effective change of the spin polarization of excited electrons and thus also on the magnetization. Signatures of this effect were subsequently seen in the magnetization dynamics of thin films.2 Recent studies have supported the finding that it is indeed the hot-carrier dynamics that has an influence on the demagnetization in metallic multilayers3–5 without a direct interaction with the laser field. This also excludes the possibility of demagnetization by coherent light-matter interactions.6

Apart from its connection with the change of magnetization in ferromagnetic layers, hot-carrier dynamics also play an important role in the spin-dependent electronic transport in normal metals that can be measured, for instance, using nonlinear-optical techniques7, or the C-MOKE technique8,9. These novel optical techniques allow one to measure directly the depth-dependence of the carrier transport on ultrashort timescales. In order to understand the detailed spatio-temporal characteristics of carrier transport, further development of theoretical models is needed.

Standard electronic transport models, such as the linearized Boltzmann transport equation10–12 and Kubo formulas13,14 are usually restricted to transport close to the Fermi surface where the currents are driven by longitudinal electric fields with typical modulation frequencies of a few GHz. In that case, it is a good approximation to assume that scattering processes lead to diffusive transport and the influence of the electric field changes the electronic distributions only around the Fermi energy.

For the dynamics of hot carriers in metallic heterostructures, different theoretical approaches exist, ranging from macroscopic, extended wave-diffusion equations for transport close to the Fermi edge15 to many-particle Monte-Carlo models16 for excitation at high energies up to 100 eV. Recent experimental studies also make use of transport extensions of the three-temperature model.17

To model the effect of optically excited hot electrons, Battiato et al. introduced classical equations of motion that describe the spin-dependent carrier population together with ab initio input for carrier velocities and lifetimes. They showed that this model is capable of describing superdiffusive transport, i.e., the transition between ballistic and diffusive transport and applied to a number of recent experiments.18,19 Due to its derivation from a phenomenological picture of carrier transport, the limits of its applicability, e.g., concerning the system size, cannot be simply understood. For the same reason, the model cannot be easily extended to more complex systems.20

In this paper, we present an approach based on the Boltzmann transport equation (BTE) for the hot-electron distribution function. This equation is numerically solved using the particle-in-cell (PIC) approach.
combined with an operator-splitting technique. We show that this method reproduces the transport characteristics from ballistic to diffusive on typical experimental timescales and includes the secondary-carrier cascade. We present results on Fe-Au bilayers and show how the transmission profile of the interface contributed to the polarization of injected carriers and spin-currents. In a Fe-Au-Fe spin-valve structure with parallel and antiparallel alignment, we find enhancement of the polarization above the equilibrium polarization. For antiparallel alignment of emitter and collector, however, we can show that this behavior is limited to a thin penetration depth inside the collector region.

The paper is organized as follows. Our approach to set up a BTE for hot-electron transport is introduced in Sec. II, followed by the numerical solution procedure outlined in Sec. III. Some capabilities of the model are presented in Sec. IV, before we turn to discuss our results on Fe-Au bilayers and Fe-Au-Fe structures in Sec. V.

II. MODEL

For the description of the spatio-temporal dynamics of laser-excited hot-electrons we start from the Boltzmann Transport Equation. As has been shown often (see, e.g., Ref. 21 and 22), the BTE can be derived as the evolution equation of a reduced single-particle density matrix. Its approximations to the BTE have been used extensively to describe carrier dynamics in magnetic multilayers.\textsuperscript{23-25} It is also proved to be a useful tool for the study of conduction-electron dynamics in thin metal layers (≈10 nm).\textsuperscript{26,27}

We follow an approach that originated in the 1950s with the work of Wolff\textsuperscript{28} to understand the electron cascade due to the interaction/scattering with neutrons or high-energy electrons. Penn et al.\textsuperscript{29} later used this method including the spin dependence to describe the polarization of non-equilibrium carriers in ferromagnets. As starting point we take the evolution equation of the carrier-distribution function in the form\textsuperscript{30}

\[
\left[ \frac{\partial}{\partial t} + \frac{\hbar}{m} \mathbf{k} \cdot \nabla_r + \frac{1}{\hbar} \mathbf{F}_\sigma(r, t) \cdot \nabla_k \right] f_\sigma(r, k, t) = S_\sigma(r, k, t) - \frac{f_\sigma}{\tau_\sigma^\text{eff}(r, E)} + \sum_{\sigma'} \int d^3 k' w(r, \mathbf{k}', \mathbf{k}; \sigma, \sigma') f_{\sigma'}(r, k', t),
\]

(1)

where \( f \) depends on position \( r \), crystal momentum \( \mathbf{k} \), time \( t \) and \( S \) is a source term used to describe the excitation process. The last two terms in Eq. (1) describe out- and in-scattering processes due to interactions with equilibrium carriers and many-particle excitations. In the form (1), the relaxation-time approximation was applied to the out-scattering term, and the effective, spin-dependent out-scattering time is given by

\[
\tau_\sigma^\text{eff}(r, E) = 1/(\tau_{el}^{-1} + \tau_\sigma^{-1}(r, E)),
\]

(2)

which combines the elastic lifetime \( \tau_{el} \) and the inelastic lifetime \( \tau_\sigma(E) \). The relaxation times depend on the electron position in the material as well. The in-scattering amplitude \( w \) describes transitions of electrons scattering from a state with spin \( \sigma' \) and momentum \( \mathbf{k}' \) into a state \( \sigma, \mathbf{k} \).\textsuperscript{30} All scattering events are assumed to be local. For completeness, we have also included in Eq. (1) a force contribution \( \mathbf{F}_\sigma \) acting on electrons, which may be due to internal and/or external fields. However, we do not numerically evaluate this term in the present paper.

In the following, we split the distribution function

\[
f_\sigma(r, k, t) = f_\sigma^\text{eq}(r, k) + g_\sigma(r, k, t),
\]

(3)

into a contribution \( f_\sigma^\text{eq} \) of equilibrium carriers and a contribution \( g \) of hot electrons. In the linear regime at metallic densities, we have \( g < f_\sigma^\text{eq} \). We assume \( g_\sigma(\mathbf{k}) = 0 \) for \( |\mathbf{k}| < |\mathbf{k}_F| \) and neglect contributions from holes, which propagate more slowly because of their band curvature.\textsuperscript{34} Note that by treating only hot electrons, we neglect holes. To arrive at a numerically tractable model, we first specialize the full transport equation and then use the particle-in-cell (PIC) approach for the numerical solution. The PIC approach leads to classical equations of motion for superparticles that represent the hot-carrier distribution function in a statistical fashion. We use the results of \textit{ab initio} calculations for real material data in our simulations. The quantities introduced in the following approximations and used as parameters are shown in Fig. 1; they will be discussed later.

We first split the dependence on \( \mathbf{k} \) into its angular part, represented by the angle \( \theta \) (with respect to the propagation axis \( z \)) and the energy \( E \), which is connected to the

![FIG. 1. Ab initio data used to simulate hot-carrier dynamics in bilayers and trilayers. Velocities, taken from Ref. 31, inelastic lifetimes\textsuperscript{32} and inelastic mean-free paths are shown for majority (dashed line) and minority (solid line) electrons in Fe and Au. The interface transmittance, taken from Ref. 33, is plotted for majority (red) and minority (blue) carriers in the direction Fe → Au (dashed lines) and Au → Fe (solid lines).](image)
wave vector through the band structure. Next, we follow closely the approximations made for the scattering term in Ref. 30, however without taking the angular average of the distribution to describe transport in the multilayer.

We assume the scattering amplitude \( w \) to be isotropic in \( \mathbf{k} \). This so-called random-\( k \) approximation\(^{30,31} \) means that in-scattered particles have a completely random propagation direction, and has also been used recently in Ref. 35. The last term in Eq. (1) can then be rewritten as

\[
\sum_{\sigma'} \int \frac{d\mathbf{k}'}{4\pi} \int dE' w(\sigma', E'; \sigma, E) g_{\sigma'}(\mathbf{r}, E', \theta', t) \rho_{\sigma}(E'),
\]

where the integration over \( d\Omega = d\phi d\cos \theta \) removes any angular dependence and we neglected the spatial dependence of the scattering amplitude \( w \) and the density of states of hot carriers, \( \rho \), for simplicity. In replacing \( f \) with \( g \), we have neglected scattering events between hot carriers. We include only the effect of their scattering with equilibrium electrons on the hot-electron distribution. The scattering amplitude \( w \) includes both inelastic and as elastic scattering events and we split \( w \) according to

\[
w(\sigma', E'; \sigma, E) = w_{\text{in}}(\sigma', E'; \sigma, E) + w_{\text{el}}.
\]

where \( w_{\text{in}} \) denotes the inelastic scattering amplitude, \( w_{\text{el}} \) the elastic scattering amplitude. Elastic scattering events do not change the energy, nor the spin of the hot electron. In an inelastic Coulomb-scattering event, one hot electron scatters with equilibrium carriers to generate two carriers above the Fermi level. Ref. 30 shows that the following relation holds between out- and in-scattering contributions,

\[
\frac{1}{\tau_{\sigma'}(E')} = \frac{1}{2} \sum_{\sigma} \int_{E_F}^{E'} dE' \rho_{\sigma'}(E') w_{\text{in}}(E', \sigma'; \sigma, E),
\]

leading to an energy-dependent term in Eq. (1) that distributes the carriers to all lower energies with equal probability, weighted by the relaxation time.

Scattering effects due to impurities or phonons are considered to be elastic and thus only change the propagation angle and not the energy. The elastic scattering time in both iron and gold is assumed to be 30 fs and the scattering process completely randomizes direction of propagation.\(^{15} \) This part of the scattering term can then be written as

\[
w_{\text{el}} = \frac{\delta(E - E')}{\rho_{\sigma'}(E') \tau_{\sigma}}. \tag{7}
\]

The elastic scattering time \( \tau_{\text{el}} \) is assumed to be independent of energy.\(^{15} \) During elastic scattering events, spin is conserved.

As in Ref. 34, only the carrier transport perpendicular to the layers is modeled here. Typical laser spot sizes are on the order of several \( \mu \)m, such that inhomogeneities in carrier transport in the plane of the layers are negligible on the timescales considered.\(^{36} \) The transport term in Eq. (1) then reduces to \( v_{\sigma}(E) \cos(\theta) \partial_{z} \), where again \( \theta \) is the propagation angle with respect to the axis of the layer stacking, \( z \), and \( v(\mathbf{E}) \) is the energy-dependent magnitude of the propagation velocity obtained from \textit{ab initio} calculations.

Neglecting the influence of internal fields due to small charge accumulation and a short screening length\(^{37} \) and in the absence of any external field yields the evolution equation for the hot-carrier distribution function, which will be used in the rest of the text,

\[
\left[ \frac{\partial}{\partial t} + v_{\sigma}(E) \cos(\theta) \frac{\partial}{\partial z} \right] g_{\sigma}(z, E, \theta, t) = S_{\sigma}(z, E, t) - \frac{g_{\sigma}(z, E, \theta, t)}{\tau_{\sigma}^{\text{el}}(z, E)} + \sum_{\sigma'} \int \frac{d\Omega}{4\pi} \int dE' w(z, \sigma', E'; \sigma, E) g_{\sigma'}(z, E', \theta', t) \rho_{\sigma}(z, E).
\]

### III. NUMERICAL APPROACH

#### A. Particle-In-Cell and Operator Splitting

Equation (1) with the previously discussed approximations is solved using the PIC method combined with
an operator-splitting technique. The operator splitting breaks the full problem into subproblems that are more easily solved numerically. We then sample the electron distribution function with superparticles that are found to obey classical equations of motion.38

For the PIC method, the distribution function is represented by a sum over all superparticles,

$$g_{\sigma}(z, E, \theta, t) \approx C \sum_{i=1}^{N(t)} w_i \delta(z - z_i) \delta(E - E_i) \times \delta(\theta - \theta_i) \delta_{\sigma \sigma_i} .$$

(10)

The energies $E_i$, propagation angles $\theta_i$ and positions $z_i$ characterize the state of superparticle $i$ and are time-dependent. The superparticles are weighted by a prefactor $w_i$ in the sum (10), which is adjusted to improve the representation of less likely events. The constant $C = \rho_{\text{exc}}/\sum_{i=1}^{N(t)} w_i$ in front of the sum (10) is a normalization to reproduce the excited carrier density correctly. The number $N(t)$ of superparticles can change during the dynamics when additional (secondary) electrons are created.

Before we derive the equations of motion for the superparticles, we first apply the Strang operator splitting39 to Eq. (9). The operator splitting technique reduces the full problem,

$$\frac{\partial}{\partial t} g = \mathcal{L}_{\text{Transport}}[g] + \mathcal{L}_{\text{Source}}[g] + \mathcal{L}_{\text{Scattering}}[g] ,$$

(11)
to simpler subproblems. Every term on the RHS in Eq. (11) then leads to an individual partial differential equation (PDE) which is solved using the PIC approach. We choose an operator-splitting method for which all individual equations except for one are solved twice, each for half a timestep in a particular order to maintain second-order accuracy in time. Since the scattering part is numerically more demanding than the other terms, it is solved for the full timestep. More explicitly, we have

$$\partial_t g_{\sigma} = \mathcal{L}_{\text{Transport}}[g_{\sigma}] = v_{\sigma}(E) \cos(\theta) \partial_z g_{\sigma} ,$$

$$\partial_t g_{\sigma} = \mathcal{L}_{\text{Source}}[g_{\sigma}] = S_\sigma(z, E, t) ,$$

(13)

and

$$\partial_t g_{\sigma} = \mathcal{L}_{\text{Scattering}}[g_{\sigma}] = - \frac{g_{\sigma}}{\tau_{\sigma}^{\text{eff}}(E)} + \sum_{\sigma'} \int \frac{d^3k'}{\Omega} \langle \sigma' | \theta' ; \sigma, E \rangle g_{\sigma'}(z, E', \theta', t) \rho_{\sigma}(z', E) .$$

(14)

The solution to Eq. (11) is then the concatenation of the individual operators applied to the initial distribution,

$$g^{(1)} = \mathcal{L}_{\text{Source}}(\Delta t/2)[g(t)] ,$$

$$g^{(2)} = \mathcal{L}_{\text{Transport}}(\Delta t/2)[g^{(1)}] ,$$

$$g^{(3)} = \mathcal{L}_{\text{Scattering}}(\Delta t)[g^{(2)}] ,$$

$$g^{(4)} = \mathcal{L}_{\text{Transport}}(\Delta t/2)[g^{(3)}] ,$$

$$g(t + \Delta t) = \mathcal{L}_{\text{Source}}(\Delta t/2)[g^{(4)}] .$$

(15)

FIG. 2. Numerical (dots) and analytical result (line) for the generalized diffusion coefficient over time for a mono-energetic excitation in an infinite slab with only elastic scattering included ($\tau_{el} = 30$ fs).

All three operators need to be numerically solved with second-order accuracy in time for the full five-step solution to be accurate to second order as well.39 We now apply the PIC representation (10) for $g$ to Eq. (11) and calculate the macroscopic moments with respect to $g$,

$$\langle X \rangle_{g_{\sigma}} = \sum_{\sigma} \int dE \int \frac{d\Omega}{4\pi} \int dz X g_{\sigma}(z, E, \theta, t) ,$$

(16)

where $X = 1, z, E, \theta, \sigma$. This procedure yields classical equations of motion for the quantities $N_i, z_i, E_i, \theta_i$ and $\sigma_i$ that characterize the superparticles and which are determined by different processes described by the full Boltzmann transport equation (11).

First, we find an equation for the number of superparticles by calculating $\partial_t N(t)$, which results in

$$\partial_t N(t) = \sum_i S_{\sigma_i}(z_i, E_i, t) .$$

(17)

Superparticles are activated by this source term and numerically, they are created in such a way that they yield a good sampling of $g$. Their total number is a numerical parameter that needs to be checked for convergence. We choose a Gaussian pulse shape in time and excite particles homogeneously in the excited part of the structures under consideration and at fixed energy. Since the excitation process does not favor any propagation direction, the propagation angle is randomly chosen. We note, however, that due to the finite size of the structures and the particle energy below the ionization potential, carriers can only travel into the interior of the material. At the beginning and end of every timestep, according to Eq. (15), we adjust the particle number depending on $S$.

For the particle position, we find

$$\frac{\partial z_i(t)}{\partial t} = v_{\sigma_i}(E_i) \cos(\theta_i) ,$$

(18)

a classical equation of motion that is easy to solve. Neither energy nor the propagation angle changes during this
process. As this equation results from the transport part, it is solved twice for each half a timestep in the Strang splitting (15). In addition, for carriers that would cross the vacuum interface, we include a full reflection back into the material. At the interface between two materials, the probability that the superparticle moves through the interface is treated as a stochastic process with a uniform distribution chosen to reflect the transmittance of the interface, $T_{Fe-ZnO}(E)$ from Fig. 1.

The scattering contribution (14) is treated with a Monte-Carlo approach. First, since Eq. (9) includes both inelastic and elastic events, we calculate the probability for one of the events to happen within $\Delta t$, comparing the timestep to the effective scattering lifetime $\tau_{\text{eff}}$. The timestep is a numerical parameter that is kept constant during the calculation and thus becomes a quantity that we have to converge, even though the solution of the transport problem, for example, does not depend on it.

Secondary carrier generation is included in this approach and is implemented in such a way that secondary carriers are generated with the equilibrium polarization

$$P_0(z) = \frac{n_e^0(z) - n_\uparrow^0(z)}{n^0_e(z) + n^0_\uparrow(z)}$$  \hspace{1cm} (19)

Here, $n_e^0$ denotes the equilibrium carrier density in each spin channel. This quantity vanishes in the non-magnetic part of the slab.

For elastic scattering, the particle number is conserved. The integral in Eq. (4) is then solved stochastically by randomizing the propagation angle of the superparticle, while keeping the energy constant. In case of inelastic collision, a final energy for the scattering superparticle is chosen uniformly, according to Eq. (7). If such a collision occurs, a superparticle from below the Fermi energy is elevated to an energy that is smaller than the final energy state of the initial carrier. Thus energy is conserved in the scattering, however the hot electron energy can decrease. With this approach, we solve both the in- and out-scattering (relaxation) term in the BTE (9).

In the lowest energy bin considered, we remove particles from the simulation if these undergo an additional scattering event. This corresponds to these particles becoming quasi-thermalized so that they no longer contribute to the hot-electron dynamics.

### IV. MODEL STUDIES

We first investigate the general behavior of the transport of excited carriers and how it depends on the specific choice of parameters. Due to the nature of our model, both the spatial transport and the source term are solved analytically and it is the number of particles and the dynamics due to the scattering term that require checking for convergence.

Typically, we use up to 10 million first-generation particles that initiate the dynamics and excite more carriers that initiate the dynamics and excite more carriers during the calculation and thus becomes a quantity that we have to converge, even though the solution of the transport problem, for example, does not depend on it.

Secondary carrier generation is included in this approach and is implemented in such a way that secondary carriers are generated with the equilibrium polarization

$$P_0(z) = \frac{n_e^0(z) - n_\uparrow^0(z)}{n^0_e(z) + n^0_\uparrow(z)}$$  \hspace{1cm} (19)

Here, $n_e^0$ denotes the equilibrium carrier density in each spin channel. This quantity vanishes in the non-magnetic part of the slab.

For elastic scattering, the particle number is conserved. The integral in Eq. (4) is then solved stochastically by randomizing the propagation angle of the superparticle, while keeping the energy constant. In case of inelastic collision, a final energy for the scattering superparticle is chosen uniformly, according to Eq. (7). If such a collision occurs, a superparticle from below the Fermi energy is elevated to an energy that is smaller than the final energy state of the initial carrier. Thus energy is conserved in the scattering, however the hot electron energy can decrease. With this approach, we solve both the in- and out-scattering (relaxation) term in the BTE (9).

In the lowest energy bin considered, we remove particles from the simulation if these undergo an additional scattering event. This corresponds to these particles becoming quasi-thermalized so that they no longer contribute to the hot-electron dynamics.

FIG. 3. Density over time for carriers of discrete energy (darker for lower energies, green line represents carriers with the excitation energy). The relaxation time is kept constant ($\tau_{\text{rel}}(E) = 30$ fs) over the range of energies. The duration and strength of the laser pulse is indicated by the dashed line.

over time. Our results for simulations up to 1 picosecond do not improve above this order of magnitude.

We first discuss the generalized diffusion coefficient

$$\alpha = \frac{1}{\sigma^2} \frac{d\sigma^2(t)}{dt},$$  \hspace{1cm} (20)

which is connected to the the mean-square displacement $\sigma^2(t) = \langle z^2 \rangle_g$ obtained from the dynamical distribution $g$ by the relation $\sigma^2(t) \propto t^\alpha$. The generalized diffusion coefficient is used to characterize the motion of an ensemble of carriers, whose characteristics vary between completely ballistic ($\alpha = 2$) and purely diffusive ($\alpha = 1$) behavior. Fig. 2, shows this generalized diffusion coefficient computed using our numerical approach for the case of an infinite slab with a mono-energetic excitation at $E = 1.5$ eV and only elastic scattering effects ($\tau_{\text{el}} = 30$ fs) included. Compared to the analytical result for this case, we find very good agreement, with small disparities coming mainly from numerically extracting the exponent from the computed mean-square displacement.

We find the same characteristic transition from ballistic behavior ($\alpha = 2$) at short times to a diffusive behavior ($\alpha = 1$) at longer times that was obtained in Ref. 42 using a half-analytical calculation. Over several hundred femtoseconds the transport behavior can be classified as “superdiffusive”. Note that this superdiffusive behavior in the transition region occurs without inelastic scattering of the excited carriers nor creation of secondary electrons. In accordance with Ref. 42, we stress that for typical sub-picosecond experimental time scales neither a fully ballistic nor a completely diffusive ansatz well describes the carrier dynamics.

Figure 3 shows results obtained for an infinite layer including inelastic scattering processes. We plot the evolution of the particle density in different energy intervals.
The excitation is modeled as a Gaussian laser pulse that injects electrons in the bin with the highest energy, which leads to an increase of particle density in that bin. The particle density in the highest-energy bin subsequently decreases due to out-scattering events which increases the density of electrons in bins at lower energies. This reflects the down scattering of excited electrons and production of secondary electrons which accumulate in the lower-energy bins.

Due to the changing number of particles in our simulation, it is numerically difficult to extract the diffusion coefficient if we include inelastic scattering events, but we expect a qualitatively similar result to Fig. 2, with an effective scattering time which now includes inelastic effects. As long as the inelastic scattering time is longer than the elastic scattering time, the resulting generalized diffusion coefficients should be similar, even though the underlying electron dynamics are different.

V. SIMULATION RESULTS

We now apply the approach described in the previous sections to simulate the excited-electron dynamics in different multilayer structures composed of gold and iron. We solve Eq. (9) numerically using the ab initio data for these materials shown in Fig. 1. Carrier velocities are taken from Ref. 31, lifetimes of majority and minority carriers in iron from Ref. 32. The velocities of hot carriers in gold were calculated using the free electron model, the energy-dependent lifetimes are modeled by a Fermi-liquid fit to experimental data. Transmisson and reflection probabilities for a Fe/Au-interface are taken from Ref. 33.

In Fig. 1 we also show the mean-free paths derived from lifetimes and carrier velocities, which play an important role in the interpretation of the calculated results below. Optical fields excite electrons to energies of about 1 to 1.5 eV where the spin-dependent velocities are different: majority velocities are between 0.5 and 1 nm/fs, whereas minority velocities are below 0.2 nm/fs. Since the lifetimes in this energy range are similar, the mean-free paths reflect the difference of an order of magnitude between the velocities. Despite this difference in mean-free paths, however, the electronic dynamics are neither completely ballistic nor diffusive for times of a few hundred femtoseconds.

This is taken into account in our calculations by the energy, space and time-dependent distribution functions, which are shown in a position integrated way in Fig. 3. It is the rather complicated spatio-temporal dynamics that underlie the integrated polarization profiles that we will discuss in this section, and it is an oversimplification to model these dynamics using the mean-free path as a length scale that indicates a sharp transition between ballistic and diffusive transport.\textsuperscript{15,34}

A. Fe-Au Bilayer

We first analyze the case of a bilayer system composed of 15 nm iron and 100 nm gold. The excitation is modeled after a 30 fs infrared laser pulse with a photon energy of 1.5 eV, which elevates majority carriers in iron to 1.5 eV above the Fermi level and minority carriers to $E_F + 1$ eV.\textsuperscript{34,44} From the computed time and space dependent majority and minority carrier densities we obtain the spatio-temporal profile of the polarization of excited electrons,

\[
P_{\text{hot}}(z, t) = \frac{n_{\uparrow}^{\text{hot}}(z, t) - n_{\downarrow}^{\text{hot}}(z, t)}{n_{\uparrow}^{\text{hot}}(z, t) + n_{\downarrow}^{\text{hot}}(z, t)}.\]

We designate the density of the simulated electrons by $n^{\text{hot}}$ to stress that we track only electrons with energies more than 0.1 eV above the Fermi sea, and we do not take into account the formation of a quasi-equilibrium. The polarization is normalized to the total number of hot carriers and thus, in the linear regime considered here, does not depend on the excitation strength. We also investigate the spin-current density $j_s$ carried by the hot electrons, which we obtain from

\[
j_s(z, t) = -e \left[ \langle v^\uparrow \rangle g_z - \langle v^\downarrow \rangle g_z \right].\]

The magnitude of the spin-current density is proportional to the density/number of excited hot-carriers and we therefore use arbitrary units in the following. Note that the polarization (22) captures certain aspects of the hot-electron transport, but it is a normalized quantity that can show changes due to small absolute numbers of electrons. Here, the spin current yields useful additional information on the spatio-temporal transport, as it depends on the number density of transported electrons. Typical excitation densities are on the order of 0.1 electrons per atom in the emitter layer,\textsuperscript{42,45} resulting in induced hot-carrier spin currents into the non-magnetic material on the order of $10^{25} \text{e}/(\text{m}^2\text{s})$. We drop the units in the following discussion, but will discuss their relative strengths.

For the bilayer structure, and also for the spin-valve structure discussed below, we compare the transport dynamics for three different cases: (1) the “full” calculation including secondary-electron generation and interface reflectance/transmittance, (2) a calculation including secondary-electron generation but a transparent interface to highlight the importance of the interface, and (3) a calculation that includes the reflectance/transmittance of the interface, but not the generation of secondary electrons.

Figure 4 shows the time evolution of the hot-electron spin polarization in the layers and the corresponding spin current at the Fe-Au interface. We first discuss the polarization in the Fe layer shown for the three different
FIG. 4. Computed results comparing different simulations for the Fe-Au bilayer (a)–(c): full calculation (solid), transparent interface (dashed), no secondary electrons (dash-dotted). For the Fe (15nm)-Au(100nm) system, subplots (a) and (b) show the hot-carrier polarizations vs. time averaged in the Fe layer and 5nm from the gold-vacuum interface, and (c) the spin current at the vacuum interface of the Au layer. Corresponding results computed with the full simulation for thicknesses of 50nm (solid), 100nm (dashed) and 200nm (dash-dotted) of the Au layer (d)–(f).

simulations in Fig. 4(a) and an excitation by a laser pulse of 30 fs centered at \( t = 75 \) fs. In all three cases, the polarization rises due to the dominant generation of primary majority electrons. It does not exceed 50%, which is close to the equilibrium polarization of Fe d-electrons. and drops immediately after reaching its maximum value. This behavior arises because majority carriers in iron have higher velocities and transmission probabilities, as shown in Fig. 1, and can leave the slab immediately after they have been excited. After the laser pulse is ramped down, the polarization is reduced as the hot electrons leave the slab. This is a key point for the interpretation of the computed hot-electron polarization. We assume that the hot primaries are generated by the optical field with a polarization equal to that of the equilibrium polarization. When the excited carriers undergo transport and scattering processes, the hot-electron polarization is not directly related to the total carrier polarization anymore, as we only keep track of electrons above the Fermi level. Around 100 fs, most primary majority carriers leave the slab such that the hot-electron polarization in the Fe layer is reduced. In the case without secondary carrier generation the hot-electron polarization even drops below zero. As mentioned before, only for large enough densities and at short times, this reduction of hot-electron polarization corresponds to a demagnetization of the slab as majorities leave the slab more quickly than they relax back to the Fermi energy within the region where they were excited. Minority carriers have a low transmission probability, so that they are more likely to stay within their excitation region. Accordingly, for a transparent interface, the hot-electron polarization drops faster than in the full calculation but the hot electrons do not completely depolarize because in this case secondary carrier generation produces additional carriers with a polarization equal to the equilibrium polarization of the ferromagnet. After about 250 fs the polarization rises again when electrons that have propagated through the whole structure are reflected and reenter their excitation region. The fluctuations at longer times occur when the number of hot carriers strongly reduced so that the statistics become worse, even for numerical calculations using one billion primary particles. We now turn to the corresponding hot-electron dynamics in the Au layer. It shows a delay due to the initially ballistic propagation through this Au layer, which results in positive hot-electron polarization due to incoming ballistic Fe-majority carriers. Fe-minority electrons propagate through the Fe slab more slowly and have a low transmission probability, such that their influence in gold is weak. The hot-electron polarization goes to zero after approximately 0.5 ps, and the influence of secondary carrier generation is clearly seen as it produces a slightly longer positive signal due to effectively slower electrons.

In Fig. 4(c) we plot the spin-current flowing in the Au layer close to the vacuum interface at the right side of the structure. The current dynamics shows a strong “bipolar” signal and essentially vanishes after 250 fs. This behavior at longer times shows that the hot-electron polarizations visible after 250 fs in Fig. 4(a),(b) are not significant as they do not correspond to the flow of a spin current. Instead, they originate from a small number of carriers, as the spin polarization is normalized by the total number of excited carriers and calculated by Eq. (22). The bipolar spin-current signal arises from Fe-majority (\( \uparrow \)) carriers transported into the gold and the subse-
quent reversal of the current mainly by reflected ↑ electrons and also by slower ↓ electrons. The height of the current signal corresponds to the rise and drop of the polarization in the Fe layer: Including only primary carriers results in the weakest spin-current, a transparent interface through which all excited electrons can escape the ferromagnet results in the strongest. The full calculation lies in between.

Figures 4(d)–(f) show the results of the full calculation for an Fe(15nm)-Au(x) bilayer for different thicknesses $x = 50$ nm, 100 nm and 200 nm of the Au layer. The hot-electron polarizations in Fe and Au, shown in Fig. 4(d) and (e), respectively, show a similar behavior to the one just discussed. The Fe polarization drops and rises again when majority electrons first leave that the Fe slab and come back after traversing the entire structure. Again, the transmission from gold into iron is high for majority carriers as well, such that they propagate almost freely throughout both layers. This is reflected by the rising polarization in Au due to incoming ballistic majority carriers in all cases. Increasing the Au layer thickness shifts the curve by the ballistic propagation time of the fastest carriers in Au and slightly shortens the duration of the positive plateau due to more intermediate scattering events. Finally, the spin current in Fig. 4(f) shows a weakening bipolar signal with increasing thickness of the Au layer; for the 200 nm layer the signal almost vanishes as the density of hot carriers is lowered as electrons are scattered to lower energies on the length scale of the inelastic mean free path. These low-energy electrons are not included in our calculation. In addition, the signal becomes shorter for increasing layer thickness. The later onset in thicker layers, again, is due to ballistic primaries. The shorter length of the signal however is due to the fact that for thicknesses over 50 nm, the mean-free path of the fastest carriers is shorter than the layer thickness. Thus, those carriers can relax back to the Fermi level and are not considered in the hot-carrier spin current.

Fig. 5. Computed space and time resolved hot-carrier polarization $P_{\text{hot}}(z, t)$ (a) and generation of carriers (b), $O_1(z, t)$, for the Fe(15nm)-Au(50nm) structure. Each discrete superparticle is assigned a generation label (1st: primary, 2nd: secondary carriers, etc.), which is averaged in each phase space cell; the space-time map of this generation label is shown in (b).

To investigate this behavior in more depth, we plot the hot-carrier polarization over time and space for a Fe(15nm)/Au(50nm) heterostructure in Fig. 5(a). Note the white wedge-shaped region at short times occurs because none of the excited carriers have reached these space-time points yet. In the iron slab the initial excitation leads to a homogenous polarization, which then slowly and homogeneously decays. The polarization in Au is dominated by majority carriers injected from the Fe layer and only relaxes relatively slowly. Fig. 5(b) contains further details on the scattering behavior. We track the particle generation and plot its mean value $O(z, t)$ in every space-time cell. A value of $O$ is assigned to primary carriers, whereas secondary carriers have generations $O > 2$. By plotting the generation of carriers in the iron layer, we find that primary carriers quickly scatter and excite secondaries and electrons with higher generations. Inelastic scattering in gold happens at a slower rate and higher electron generations occur only at later times, since the inelastic scattering time in gold is longer than the one in iron, cf. Fig. 1(b). However, that a clear distinction between ballistic and diffusive carriers in these structures is misleading, since the generation of secondaries that propagate ballistically and the inhibited transport due to interface scattering alters the transport behavior of the initially free hot-electron population. Fig. 5(b) can provide some insight here by showing that secondaries are fewer and have far longer reach in gold than in iron.

### B. Fe-Au-Fe Spin-Valve Structure

Next, we study the case of different Fe(15nm)/Au(x)/Fe(15nm) trilayers composed of Fe layers capping a gold layer of different thicknesses $x = 10$ nm, 50 nm and 100 nm. Such spin-valve structures have been studied extensively for close-to-equilibrium transport, but recently Alekhin et al.\textsuperscript{33} demonstrated that excitation of these structures by ultrafast optical pulses leads to a non-thermal spin-Seebeck effect. We follow Ref. \textsuperscript{33} and call the left Fe layer, which we assume is excited optically, the emitter and the right Fe layer the collector. Using our approach, we study the hot-electron transport for collinear parallel (↑↑) and antiparallel (↑↓) configurations of the ferromagnetic emitter and collector layers. Our approach allows us to go from the bilayer to the trilayer system of different thicknesses using essentially the same numerical setup, without having to introduce additional particle fluxes as in Ref. \textsuperscript{20}. We choose a fixed Fe layer thickness of 15 nm because it leads to an almost complete absorption of the
FIG. 6. Computed results for the Fe-Au-Fe spin-valve structure with different collinear alignment of emitter and collector layers. ↑↑ results are shown in (a)–(d), and ↑↓ results in (e)–(h). Different Au layer thicknesses are color-coded: 10 nm (solid blue), 50 nm (dashed orange), and 100 nm (dash-dotted green). Shown are the hot-carrier polarization in the optically excited emitter (a), (e) and collector (b), (f) Fe layers. Note that the polarization in positive z direction (alignment of the emitter) is always counted as positive, so that a negative hot-electron polarization in the ↓ collector actually enhances the polarization of the collector. Subplots (c) and (g) show the spin currents injected into the Au layer at the Au-Fe interface. Panels (d) and (h) show the spin currents injected into the collector layer after traversing a 50 nm Au spacer layer at different depths of the collector (indicated in (d)). Note that for the antiparallel configuration, the spin currents at different depths have been multiplied with the indicated factors (h).

laser pulse within the emitter layer,\textsuperscript{47} so that we do not need to include the direct optical excitation of carriers in the Au layer or the collector. All other input data remain unchanged with respect to the bilayer simulation to allow for easier comparison.

Figure 6 contains the computed hot-carrier spin polarization of the front and back iron layers, as well as the profiles of the injected spin-current at the gold-iron interface and at different positions in the collector for a 50 nm Au spacer layer. The results in Fig. 6(a)–(d) are for the parallel configuration, in Fig. 6(e)–(h) for the antiparallel configuration.

In both cases the emitter (left Fe layer) is optically pumped, and we show the hot-carrier polarization averaged in the ferromagnetic layers, as the optical pump excites the whole layer. In Fig. 6(a), which plots the polarization for the emitter in the parallel configuration, we observe a fast rise of the signal followed by drop after the pump pulse as observed in the bilayer structure. In analogy to the results discussed in Sec. V A, reflected carriers at the Fe or vacuum interface then lead to an increase of polarization in the collector at later times. This positive tail of the signal varies in magnitude depending on the Au layer thickness and is stronger for short layers. Turning to the polarization profile of the collector shown in Fig. 6(b), we find a steep increase when majority carriers that were excited in the emitter enter the slab. In the parallel configuration, those majority carriers are almost completely polarized and enhance the polarization above the equilibrium value in the collector layer, due to the favorable transmission at the Au-Fe interface. They also act via scattering processes as an additional hot-electron generation process. Both initial and excited carriers can leave the Fe layer easily, such that the signal decreases after approximately 200 fs. Fig. 6(c) shows the injected spin-current at the Au-Fe interface, which exhibits a similar behavior as seen in the bilayer structure. The spin-current in the collector of the structure with a 50 nm Au spacer is shown in Fig. 6(d) at positions 2 nm, 6 nm and 10 nm into the layer. We find a decrease in magnitude compared to the spin current in Au because of the influence of the interface. With increasing penetration depth the magnitude of the spin current slowly decreases as well, while the temporal profile remains almost unchanged. This suggests a slow decrease of the initial carrier population in the third iron layer and a spatially homogeneous spin-polarization. We will further discuss this using Figure 7(a).

We now turn to the antiparallel (↑↓) spin-valve configuration in Fig. 6(e)–(h). Again, we first discuss the hot-carrier polarization in the emitter shown in Fig. 6(e). The profiles resemble the parallel case with a less developed decrease of the polarization in between the initial, optically excited maximum and the later increase due to pronounced back scattering and backflow of majority carriers from collector layer that has an antiparallel alignment. The transmission profile for the collector is exactly opposite to the previously discussed case, meaning that minority electrons easily enter and leave the collector, whereas majority carriers have a lower probability to do so. Note that we measure the spin polarization as positive for ↑ spins, which are the majority spins in the emitter. Fig. 6(f) shows, that in the collector, generation of minority electrons by scattering processes is more likely which explains the signal the strong negative polarization in the antiparallel configuration. Note,
however, that there is a small positive polarization peak due to incoming ↑ electrons. Unlike in the parallel scenario, the signal recovers and shows a weak positive tail due to particles that propagated through the Au layer or the entire slab twice and reenter the collector. Thus we find for the averaged polarization in the collector for the antiparallel alignment a similar result to that of the parallel alignment, i.e., an enhanced hot-carrier polarization in the direction of the local magnetization. This result may be at first surprising, but will be explained below in connection with Fig. 7(c).

The spin-current in the Au layer, shown in Fig. 6(g) resembles the result of the parallel configuration but has a slightly higher magnitude, since fewer carriers are absorbed in the collector. This behavior already provides a hint that the main difference between the parallel and antiparallel configuration is the transport dynamics in the collector. This is corroborated by Fig. 6(h) which plots the spin-current evaluated at different positions of the collector. Here, we find a pronounced depth dependence, which is to be expected because primary ↑ carriers excited in the emitter scatter heavily in the ↓ collector, as can be seen from the inelastic mean-free paths in Fig. 1 that differ by about a factor of 10 for hot minority and majority electrons in Fe. While the bipolar shape of the spin current close to the Au interface in the collector is similar to the result for the parallel case, it becomes strongly suppressed and switches its polarity with increasing penetration depth in the collector.

We want to compare our result to Ref. 33, where spin currents were measured for a parallel and antiparallel configuration of a spin-valve structure, but Ref. 33 compared different magnetizations of the emitter, whereas we change the magnetization in the collector. They find that at short times the magnetization direction of the emitter determines the spin current mainly at the interfaces and at longer time scales (t > 500 fs) relaxation to quasi-equilibrium affects the magnetization. Our Fig. 6(d) and (h) show that injecting carriers into a collector layer of the same or antiparallel magnetization does not change the induced spin current close to the interface and we believe that this in agreement with Ref. 33. Our new result is that we can look into the layers, and the spin current in the parallel configuration decreases, but does not change sign, while in the antiparallel case, it strongly decreases and changes sign.

Figure 7 shows the space- and time-resolved hot-carrier polarization and mean particle generation for the parallel and antiparallel configuration of a Fe(15nm)/Au(10nm)/Fe(15nm) spin-valve structure. For both alignments, the emitter (i.e., the left layer extending from 0 to 15 nm) and the Au layer, extending from 15 nm to 25 nm show a similar behavior. The hot carrier polarization rises uniformly and is quickly injected into the Au where it dominates the dynamics for longer than 0.5ps. Both the polarization and the mean particle generation deviate strongly only in the collector (right layer extending from 25 nm to 40 nm). In the parallel case, the polarization is enhanced over the equilibrium polarization due to the favorable transmission of majority carriers at the Au-Fe interface. In addition these carriers act there as an additional pump exciting electrons from below the Fermi level. This latter process leads to a slow decrease of the polarization. Note that the polarization and generation profiles are largely spatially homogeneous in Fig. 7(a) and (b).
In the antiparallel configuration, Fig. 7(c) and (d) the polarization and generation profiles in the collector show a pronounced depth dependence. While the hot-electron polarization in the first few nanometers is that of the injected primary carriers, it changes with increasing depth to the direction of the equilibrium magnetization of the collector. This behavior occurs because majority carriers originating from the emitter are less likely to enter the magnetic collector. When they do enter, they are strongly scattered and the dynamics in the layer is dominated by secondaries that carry the opposite polarization, i.e., a negative polarization in our notation. These electrons again can exit the layer easily but do not change the polarization in the Au layer appreciably due to their comparatively small density. This result shows the importance of depth-resolved measurements, since the carrier dynamics due to electron transport changes remarkably even on a nanometer scale. In Ref. 2 for thin layered structures containing a 4 nm collector, where an opposite behavior of the polarization dynamics for opposite alignments of emitter and collector was found. While the structure in Ref. 2 is quite different from ours, in Fig. 7(c) we clearly also find such an opposite behavior, but only for a limited penetration depth. Only when we average the polarization over the 15 nm collector we find an effective enhancement of the collector polarization both for parallel and antiparallel alignment of emitter and collector.

VI. CONCLUSION

We presented a numerical study of hot-electron dynamics in ferromagnet-metal heterostructures after femtosecond optical excitation. Our approach is based on the Boltzmann transport equation with a scattering term that includes secondary carrier generation. The dynamical equations are solved by a particle-in-cell approach that yields classical equations of motion for superparticles sampling the electronic distribution function. We outlined an efficient numerical solution using the Strang operator splitting and showed that the model reproduces superdiffusive transport behavior correctly.

For spin polarized transport in a Fe(15nm)/Au(x)-heterostructure, we find a fast rise of the hot-carrier induced polarization in the Au layer on the timescale that competes with ultrafast demagnetization processes. While the main effect on the hot-electron spin transport is due to optically excited primary carriers, secondary carrier generation plays a role in both materials and strongly influences the transport on longer timescales. We also analyzed a Fe/Au/Fe spin valve structure for parallel and antiparallel configurations. In this case, the interface transmission and the spin-dependent scattering in particular in the ferromagnetic collector, play a crucial role in the transport behavior. An important result for the antiparallel configuration is that injected minority electrons strongly scatter and the transport in the collector becomes strongly position dependent. In this configuration the simple picture of almost ballistic transport fails, as the scattered electrons effectively do not lead to a depolarization in the whole layer of the ferromagnet. As the results presented in this paper show, our model provides an intuitive and transparent picture of how ultrafast transport simulations can be done efficiently using ab initio input and how these calculations help clarify the dynamics of carriers measured in typical experimental set-ups.
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