Panoptic animal pose estimators are zero-shot performers
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Animal pose estimation is critical in applications ranging from life science research, agriculture, to veterinary medicine. Compared to human pose estimation, the performance of animal pose estimation is limited by the size of available datasets and the generalization of a model across datasets. Typically different keypoints are labeled regardless of whether the species are the same or not, leaving animal pose datasets to have disjoint or partially overlapping keypoints. As a consequence, a model cannot be used as a plug-and-play solution across datasets. This reality motivates us to develop panoptic animal pose estimation models that are able to predict keypoints defined in all datasets. In this work we propose a simple yet effective way to merge differentially labeled datasets to obtain the largest quadruped and lab mouse pose dataset. Using a gradient masking technique, so called SuperAnimal-models are able to predict keypoints that are distributed across datasets and exhibit strong zero-shot performance. The models can be further improved by (pseudo) labeled fine-tuning. These models outperform ImageNet-initialized models.

Introduction

Animal pose estimation is an important tool to study animal behavior (1–4). Compared to human pose estimation, animal pose estimation has unique challenges when it comes to dataset creation and generalization of the model to unseen animals. One major difference is that the field primarily uses animal pose estimation tools in applied, specific laboratory settings (5–10), which is in contrast to how large, diverse datasets such as how COCO and MPII are constructed, namely such that they generalize well (11, 12). This means that collectively animal datasets offer disjoint datasets, thus disjoint models, which limits the scale of datasets and the generalization ability of any one model.

For instance, images of quadrupeds such as elephants or rodents are used to train two independent models, and the images of mus musculus (mice) that are actually used across many laboratories are used to train targeted models within each lab, even if globally those mice look very similar and theoretically the data could be combined. Because of this practice, a model that is trained on one dataset, even though targeted to the same animal, is typically not able to generalize well, or predict unseen (yet relevant) keypoints. This lack of generalization is not due to limited model capacity, but rather the limited statistics of the training data, i.e., limited change of background, camera settings, or change of the appearance of the animal within only one experimental setting. This reality prevents animal pose estimation models from benefiting from the greatest power of deep learning methods, namely, the scalability.

To tackle this limitation, we propose panoptic animal pose estimation models that are able to grow by merging disjointed datasets (Figure 1). These models can predict and identify all keypoints that are defined by the collective, diverse datasets. Inspired by panoptic semantic segmentation (13), which assigns category and instance identification (ID) to every pixel in the image, we can treat animal pose estimation as a special case of panoptic semantic segmentation within the animal body, which assigns instance ID and keypoint category to every pixel if the keypoints are defined in a dataset. Although not every pixel on the body has a meaningful semantic label, as panoptic segmentation usually does, we can still safely assume that there exist more semantically meaningful keypoints on the animal body than any one animal pose dataset covers. We hypothesize a model that learns to perform panoptic pose estimation has better generalization power in both low and high(ER) data regimes, and better flexibility for applied research needs.

Our proposed models benefit from diverse data and potentially learns pose features that are agnostic to the species of the animals downstream without any labeled fine-tuning. Moreover, due to its improved quality of representation, such a model could be significantly more data efficient, and thus provide better pre-training weights than commonly used ImageNet pre-trained weights (e.g., (5, 8, 14–16)).

Our contributions can be summarized as follows:

(1) We show how to merge animal pose datasets, obtaining the largest side-view quadruped and top-view lab mouse for pre-training a panoptic animal pose estimation model.

(2) Our models have strong zero-shot performance on unseen out-of-domain (OOD) data, which can be further improved via simple pseudo-labeling in an unsupervised setting.

(3) “SuperAnimal” models provide significantly better pre-training weights than ImageNet weights in terms of data and annotation (keypoint) efficiency.
Figure 1. Panoptic animal pose estimation. (A) Often animal datasets define their own keypoints. Panoptic animal pose estimation is to predict keypoints in all datasets. (B) Predictions from a model trained on the Openfield dataset with ImageNet-initialized weights. Ground truth is marked with a cross, and model predictions are circles. Such models can only predict labels that are in the training set. (C) SuperAnimal weights are able to perform panoptic animal pose estimation: zero-shot result on an image from the held out Openfield dataset is shown. Note that more than the ground truth labels (of a given target dataset) can be predicted with SuperAnimal. Coloring as in B. (D) Results with SuperAnimal models show large gains over ImageNet-only pretraining for zero-shot, pseudo-labeling, and few-shot (i.e., 1% of the dataset, 1-8 images) settings.

Related work

Animal pose estimation. Previous works explore animal pose estimation for a large range of species in laboratory and life sciences (5–10, 17, 18). Several recent works also appeared in computer vision research, such as larger animal datasets (19–21), testing cross-domain adaptation in quadrupeds (15), out-of-distribution robustness (including cross species) and transfer learning gains with Horse-10 (22).

A few papers have started to put together multi-species datasets with the same number of keypoints (with identically named labels) per animal (such as in AnimalPose and AwA (15, 19)). However, so far the benefit of merging across datasets with different keypoints, and to train a model to predict a superset of keypoints from all available datasets has not been shown. In this work, we show that such an effort creates models with strong zero-shot and fine-tuning performance.

Additionally, most (of the small set of) cross-species works have focused on non-laboratory quadrupeds (15, 19, 22, 23), while laboratory mice, who are of great importance in neurosciences and behavioral studies, have received much less attention in terms of cross-species or cross-lab animal pose estimation. To our knowledge, we are the first to provide a method to create a cross laboratory top-view mouse model, paving the way for larger efforts. For humans, DOPE (24) proposed a method to train models combining face, body and hand datasets by model distillation. However, the datasets are largely independent and rely on models trained for each dataset separately.

Pose estimation methods. Pose estimation methods can be characterized as bottom-up and top-down approaches (25, 26). In our work we demonstrate the strength of our approach for both. A top-down method uses an object detector for identifying individuals, then it’s assumed that there is one individual inside each bounding box, thus a single individual pose estimation model is applied to the cropped individual. Currently, the best methods on COCO leverage high-resolution representations (27–29). We base our work on those advances and use HRNet-w32 for top-down baselines. Bottom-up approaches do not rely on object detectors to identify individuals, and thus find all relevant keypoints and then assemble points into individuals. Different methods have been proposed (14, 29–31). Affinity-based methods such as OpenPose (30) and PifPaf (16, 32) predict the affinity between keypoints and use post processing to link keypoints of individuals. Others (29, 31) apply associative embeddings (AE) to achieve keypoint grouping. The main idea is that in addition to the category of a keypoint, the network learns to predict a cluster ID for each keypoint, and keypoints that have close cluster ID will be grouped together. Here, we use AEs with HRNets for our bottom-up baselines for their accuracy and simplicity (29).

Zero- and few-shot learning. While few-shot learning has been widely studied for classification (33–36), attribute prediction (37, 38), and detection (39–43). Yet pose estimation has received much less attention although few-shot learning is of great importance in applications (3). Early work showed that transfer learning allows for creating models in the laboratory with few annotated examples (5), and these methods are thus widely used in life sciences. WarpNet highlighted how to learn part-to-part correspondences in a weakly supervised way (44). Sanakoyeu et al. showed how to use segmentation masks, bounding boxes as well as pseudo-labeling to generalize dense-pose models to proximal animal classes (23). Sim-
Figure 2. Dataset Composition. Left: Quadruped40K consists of 8 animal pose datasets, where two are used for ood testing (iRodent and AwA-OOD). Right: LabMice3K consists of mice data across 11 labs, where two are used for OOD testing (Openfield and TriMouse).

Pannoptic animal pose estimation: datasets & challenges

Here we consider animal pose estimation as performing pannoptic segmentation (13) on the animal body, i.e., every pixel on the body is potentially a semantically meaningful keypoint that has an individual identity. Ideally, an infinite collection of diverse pose datasets cover all semantically meaningful keypoints and the union of keypoints that are defined across datasets make the label space of pannoptic pose estimation.

Pre-training datasets. Most common animal pose data can be captured by the class quadruped (side-view point), and those of a top-view point of laboratory mice—given over 25M mice are used annually in the United States in biomedical research (48). Therefore, we combine datasets, as shown in Figure 2, that cover these two broad interest areas. Specifically, we use: StanfordDogs (21, 49), AnimalPose (15), Horse30 (22), AcinoSet (17), Badja (50), AwA (19), Openfield (51), TriMouse (52), FST-LDB-EPM-COFT (53), BlackMice (54), and in-house data.

We refer to these merged SuperAnimal datasets as “Quadruped40K” and “LabMice3K” in the following text. Each dataset has defined different number of keypoints (and naming). For our work, we used most keypoints from each individual dataset, but some are removed for simplicity in downstream tasks (this choice does not interfere with our goals of demonstrating how to merge datasets and assess zero-shot learning performance). We held out rodents, elephants, and giraffes from the AwA dataset (19) to make an OOD test set. We also defined a main keypoint superset per SuperAnimal model in order to map dissimilarly named keypoints and non-overlapping points to the same space. For Quadruped40K we used the highest number of keypoints, which was 39 from AwA, and 26 for LabMice3K comprising 24 from MausHaus plus two additional keypoints (tailtip and headcenter) from other datasets. Thus, no specific dataset needs to be the superset. Figure 3 graphically demonstrates the mapping on the LabMice3K dataset (see Supplementary Materials for Quadruped40K).

Testing generalization: out-of-distribution datasets.

To test the generalization power (across species and laboratories) of our proposed SuperAnimal models, we focus on testing models’ performance in OOD datasets that are much harder for the models than within distribution test datasets. We ensure that the image domain of OOD datasets are very different from those of pre-training datasets.

AwA-OOD. We define this as the elephants and giraffes from the AwA dataset (19), thus splitting the original AwA dataset into AwA-IID (without elephants, rats, skunks, and giraffes) and AwA-OOD. The resulting AwA-OOD dataset has 436 training images and 187 testing images. We pick elephant and giraffe to form AwA-OOD for their rather large body size and unusual appearance compared to other quadruped animals.

iRodent. iRodent has 312 training images and 134 testing images. Rodent images were sourced from iNaturalist and labeled with 16 keypoints (from curated images of mice, rats, water rats, chipmunks). We selected this data to complement AwA-OOD (large, unusually shaped animals) to test the models’ generalization ability to small, unseen species (that often blend with the background as they are a prey species). The purpose of this is to also avoid using only AwA images in...
Merging datasets. We denote the keypoint superset $K\star$ as the union of the keypoint set for each dataset $K_i$: \[
K\star = \bigcup_{i=1}^{n} K_i,
\]
where $n$ denotes the total number of datasets (Figure 2).

Oftentimes different datasets use different names for the same bodyparts (nose vs. snout, etc.), thus when merging the annotations $K_i$ of dataset $D_i$ we assign each keypoint to its semantically closest spot in $K\star$. We also re-named keypoints in $K\star$, with more details in Supplementary Materials. For those keypoints that are not originally annotated, coordinates and visibility flag (defined according to COCO convention) are left as 0s.

After projection, the keypoint annotation of every single dataset is $P \in \mathbb{R}^{2 \times m}$ where $m$ is the total number of unique keypoints in the superset $K\star$. However, as the pre-training step is to learn the general representation of animal poses, the potential noise, i.e., slightly different annotations that end up being mapped to the “same” keypoint, caused by an inaccurate projection, will still allow SuperAnimal models to learn a useful representation. Automatic projection is possible and will be explored in future work.

**Pose estimation models.** Pose estimation aims to localize the keypoints $m$ from image $I$ of size $W \times H \times 3$. For the top-down methods, we utilize convolutional neural networks to regress $m$ heatmaps of size $W/4 \times H/4$ from the high-resolution output of HRNet (28). For the bottom-up, we follow HigherHRNet, by adding an additional upsampling decoder as well as an associative embedding mechanism for keypoint grouping via tagmaps (29). The ground truth heatmaps are generated by applying a 2D Gaussian centered at the ground truth location of each keypoint. We minimize the mean square error as the loss function: 
\[
\mathcal{L} = \sum_{k=1}^{m} \sum_{i,j} [p_k(i,j) - t_k(i,j)]^2
\]

with $p_k(i,j)$ denoting the predicted heatmap and $t_k(i,j)$ the ground truth heatmap at location $(i,j)$.

Figure 3. Merging diverse data - LabMice3K. An image (cropped for visualization clarity) of each sub-dataset with connections to mapped keypoint superset $K\star$. Quadruped40K-OOD.

**TriMouse.** TriMouse has 112 training images and 48 testing images of three mice interacting in a laboratory environment (55) and is available at (52).

**Openfield.** Openfield has 744 training images and 321 testing images of a single mouse in a laboratory environment (5) and is available at (51).
Gradient masking boosts performance. Left: Diagram of how gradient masking for pose estimation datasets is done. Notably, each dataset is fed into the backbone architecture, then the loss of output channels corresponding to keypoints are masked if missing from the ground truth in a given dataset to avoid penalizing missing keypoints. Right: Example test images with predictions, showing performance with and without gradient masking using the top-down method. Errors are shown by red arrows.

Table 1. Gradient Masking Results. 70% of the data is used to train SuperAnimal models. 30% held out data is used to report with and without gradient masking mAP.

|                      | Top-down w/o masking | Top-down w/masking |
|----------------------|----------------------|--------------------|
| SuperLabMice         | 88.4                 | 89.5               |
| SuperQuadruped       | 85.3                 | 85.5               |

Bottom-up

|                      | Bottom-up w/o masking | Bottom-up w/masking |
|----------------------|-----------------------|---------------------|
| SuperLabMice         | 82.6                  | 86.3                |
| SuperQuadruped       | 63.6                  | 76.0                |

Gradient masking. One issue with combining annotations across datasets is that some keypoints are only defined in some datasets, leaving sparse keypoint channels in the ground truth heatmaps. We found that these sparse keypoint channels can harm the performance (see Table 1). Therefore, we proposed gradient-masking, to account for unlabeled keypoints.

Specifically, we mask components of the loss across keypoints, $n_k \in \{0, 1\}$:

$$L = \sum_{k=1}^{m} \sum_{i,j} n_k \cdot \| p_k(i,j) - t_k(i,j) \|^2$$

(2)

Thereby, the keypoint mask $n_k$ is set to 1 if the keypoint $k$ is present in the annotation of the image and set to 0 if the keypoint is absent.

Pseudo-labeling. Although we attempt to make large, diverse datasets, it is likely the model will be impacted by domain shifts in new target tasks. To overcome this, we demonstrate that performing pseudo-labeling with the SuperAnimal models as a means of unsupervised domain adaptation can boost performance. In this work we apply pseudo-labeling as follows: we take the final coordinates of predicted key-points (after individual identification) to fill the ground truth annotations in a pseudo-label dataset. Note every pseudo-label annotation has visibility flag 2 (as visible and annotated in COCO) and every keypoint prediction is included (compared to high confidence filtering in (15)). After a dataset with the pseudo-label ground truth is created, we fine-tune the weights of SuperAnimals (same model weights that predict pseudo-labels) to obtain results, as shown in Table 2.

Experimental Settings

Baseline models. As we aim to provide a general solution to extend the capability of animal pose estimation models, in this work we use baseline methods that are close to state-of-the-art on the COCO keypoint estimation challenge (11) with both bottom-up and top-down approaches to demonstrate the generalization of our method.

Top-down Baselines. For top-down baselines, we used HRNet-w32 (28) with resolution 256x256. We report results for top-down baselines with ground truth bounding boxes unless stated otherwise. This is because we aim to focus on the pose estimator part of top-down baselines. Nevertheless, the animal detector is an important factor of a top-down method and the generalization of the animal detector will directly impact the top-down method. Therefore, we also trained animal
Figure 5. Zero-shot SuperAnimal pose estimation. Top Rows: Model predictions on giraffe (AwA-OOD), elephant (AwA-OOD) and rats (iRodents), which are never seen in the Quadruped40K pre-training dataset. Model predictions are denoted as dots and ground truth annotations as crosses, image inset are the maximal number of keypoints in the ground truth and predicted (but due to occlusions not all will be shown). Bottom rows: TriMouse and Openfield images that are not in the pre-training dataset. Without any labeled fine-tuning, the SuperAnimal models can accurately detect keypoints and provide reasonable detections on keypoints that are not defined in those datasets. Diagram of the maximal ground truth keypoints for each dataset is shown on the far right (side view quadruped diagram cannot visualize all).

|                  | ImageNet | Zero-shot | Pseudo-labeling |
|------------------|----------|-----------|-----------------|
| iRodent-top-down | 0        | 40.3      | 40.5            |
| iRodent-bottom-up| 0        | 32.4      | 35.8            |
| AwA-OOD-top-down | 0        | 53.4      | 55.4            |
| AwA-OOD-bottom-up| 0        | 47.3      | 51.3            |
| Openfield-top-down| 0       | 72.3      | 82.3            |
| Openfield-bottom-up| 0      | 61.9      | 67.1            |
| TriMouse-top-down| 0        | 28.1      | 32.6            |
| TriMouse-bottom-up| 0       | 0.2       | 2.1             |

Table 2. Zero-shot denotes model performance of SuperAnimal without any labeled fine-tuning. Pseudo-labeling denotes model performance of SuperAnimal models fine-tuned with pseudo-labels.

detectors using Faster R-CNN (56). Results with detectors are provided in the Supplementary Materials.

Bottom-up Baselines. Since bottom-up methods do not use an animal detector, a larger input resolution of 512x512 is used. The backbone is HRNet-w32 with one convolutional
Table 3. Insufficiently learned associative embedding (AE) weights cause failures. SuperAnimal model fine-tuned with loading AE weights vs. SuperAnimal model fine-tuned without loading AE weights. Results are shown for SuperAnimal weights fine-tuned on TriMouse dataset with 100% training data ratio.

| Model          | w/ AE weights | w/o AE weights |
|----------------|--------------|----------------|
| TriMouse-bottom-up | 21.5         | 78.4           |

Figure 6. Models’ performance with different percentage of training data. Models fine tuned with SuperAnimal weights have better performance from low data regime to high data regime, suggesting better data efficiency.

layer as the final output layer. Associative embedding is used to group keypoints into individuals (29).

Training Hyperparameters.

**Top-down pose baselines.** For all top-down experiments, we fix the total epochs as 210. Adam optimizer (57) is used with initial learning rate 5e-4 and batch size 64. The learning rate is decayed by 10 at epoch 170 and 200. Warm up iteration is set to 500 and warm up ratio is set to 0.01 (58).

**Bottom-up baselines.** Since the bottom-up approach needs to see a whole image, making much larger input to the network, we reduce the training steps for pre-training to constrain the computational budget. In the pre-training stage, the total epoch is set to be 100 and 200 for Quadruped40K and LabMice3K respectively and Adam optimizer is used with initial learning rate 1.5e-3. The learning rate decays by 10 at epoch 50 and 70 for Quadruped40K and at epoch 100, 160 for LabMice3K, respectively. In the fine-tuning stage, total epoch is set to be 210 with initial learning rate 1.5e-3 for both Quadruped40K and LabMice3K. Learning rate is decayed by 10 at epoch 160 and 200.

**Pseudo-labeling.** We found that pseudo-labeling does not need many training steps to reach the best performance. Therefore, a moderate learning rate 1e-4 for Adam optimizer and early stopping at 5 epochs are used across all pseudo-labeling experiments. This low amount of training episodes are sufficient in our setting, as the well-trained SuperAnimal models are their own teacher and student and only slight modifications to the weights are required.

Evaluation Settings.

**Metrics.** To assess the performance we use mean average precision (mAP), a commonly used metric for pose estimation (11, 29, 55, 59). To make each keypoint equally important, we use the mean sigma from the COCO human keypoint benchmark for the Quadruped40k data. For the LabMice3K data, we assign sigma as 0.1 to every keypoint.
Heuristic Bounding Box Generation. Ground truth bounding boxes are required for both top-down baselines and mAP calculation. Therefore, for those datasets that do not have ground truth bounding boxes, we estimated them heuristically. We used the upper left keypoint and bottom right annotated keypoint of each animal to generate the initial ground truth bounding box, which is then expanded by 30 pixels.

Results

We propose a simple yet effective way to map keypoints of animal pose datasets to a superset space and merge them as if they were sparsely annotated, “super” dataset. Because the resulting dataset only contains a subset of keypoints of the superset space, their annotations become sparse after the projection and merging (up to 76% in our case). A model trained on such a dataset will experience inefficient training due to the loss between predicted dense heatmaps and the sparse ground truth heatmaps. Therefore, we propose a gradient masking method to tackle this issue. We then measure the performance of these SuperAnimal models in challenging OOD and zero-shot settings. We find that our models outperform ImageNet-only pretraining, have strong zero-shot performance, and if required, can be rapidly fine-tuned using pseudo-labeling to close the domain shift in a new target dataset.

Baseline Performance. We first assessed the within domain performance by training top-down and bottom-up models with and without gradient masking on the datasets (Table 1). We found that gradient masking always improved the results, especially for bottom-up models where a gain of up to 12 mAP could be observed. To illustrate the performance, we show predictions in Figure 4. Using gradient masking we also report the within domain (IID) performance on each dataset (see Supplementary Materials). We find that the SuperAnimal models perform well across all datasets.

Zero-shot Performance. In our setting, OOD datasets contain animal species that are not seen in the pre-training dataset, thus the models are testing whether they can generalize across species and environment, making zero-shot (testing the model without any labeled fine-tuning) a rather challenging setting. Zero-shot performance on OOD data in terms of mAP is shown in Table 2. We found large gains with SuperAnimal over ImageNet (0 vs. up to 72.3% mAP).

Models have excellent performance in challenging OOD tests (Figure 5). We also show that pseudo-labeling as a simple unsupervised domain adaptation approach (60) can increase performance on these domain shifted images. Namely, this improves the zero-shot performance with gains of 2-10% mAP (Table 2). Since the SuperAnimal models are able to predict keypoints that are not in the ground truth annotations, those keypoints cannot be evaluated. Qualitatively, we found that those predictions were accurate (Figure 5).

Data Efficiency.

Data Ratio Experiments. ImageNet weights have been shown to improve data efficiency for animal pose estimation models (5, 22). However, ImageNet weights are agnostic to the downstream task of animal pose estimation, thus likely not the best initialization weights, although they are known to be better than training from scratch (22). In this work, we aim to compare the data efficiency of ImageNet pre-training and SuperAnimal pre-training. Note that ImageNet weights are used to initialize SuperAnimal training.

Since our SuperAnimal models have been trained with a diverse set of animal pose data, the learned representation should be more robust and require less labeled data to adapt to unseen species and environments. To test whether proposed models improve data efficiency, we performed experiments to train models with 1%, 10%, and 50% of the total training data. For reference, 1% corresponds to 1 image for TriMouse, 7 images for Openfield, 4 images for AwA-OOD, and 3 images for iRodent.

SuperAnimal pretrained models largely outperform ImageNet pretrained models across datasets using both top-down and bottom-up baselines (Figure 6). For example, on iRodent with 1% of the data the models achieve an mAP of 30-40 vs 0 with ImageNet. Given enough data, for the LabMice3K OOD tests, the ImageNet methods perform on par with the SuperAnimal models. Overall, in the limit of enough data, this is expected, as even training from scratch can match training from ImageNet initialization (61).

The only notable exception is the bottom-up SuperAnimal model for the TriMouse, which performs poorly. We hypothesized this was caused by insufficiently learned associative embedding (AE) weights in our bottom-up SuperAnimal weights for LabMice3K. As shown in Figure 3, our LabMice3K pre-training dataset only includes one dataset (two white mice) that has more than one individual. Therefore, AE does not have sufficient training examples to learn how to predict embedding vectors for 3 mice in our TriMouse dataset. To test this, we design ablation study to test whether such sufficiently learned AE weights cause the failure of zero-shot setting in Table 2 and hinder the labeled fine-tuning in Figures 6, 7. As shown in Table 3, during fine-tuning, if we did not load weights from the AE layers but randomly initialize them, the performance is much better for TriMouse. This suggests that AE is not well suited for creating multiple animal pre-training models if there is not sufficient multiple individual training data in the pre-training dataset.

Sparse Keypoint Annotation Experiments. The data efficiency of our proposed models can be further tested by simulating even sparser keypoint annotations. These experiments are designed to mimic the case where the number of input images are plenty but the keypoint annotations are scarce.

We use a fixed random seed for each dataset to randomly drop 50% or 90% of the keypoint annotations from the training set. Note that these chosen keypoints are systematically dropped (i.e., the same keypoints are removed from all images) in
the training set and consistent for both bottom-up and top-down experiments. Crucially, we do not drop keypoints from the test set in order to test whether the SuperAnimal models can use knowledge learned from the pre-training datasets and potential association among keypoints to accurately predict those dropped keypoints.

We show in Figure 7 that when keypoint annotations are very sparse (90% of the keypoints are dropped), ImageNet weights have close to 0 mAP, while SuperAnimal models can still learn and even improve results upon the zero-shot setting (Figure 5). These experiments suggest that SuperAnimal models can accurately predict “dense keypoints” from sparse keypoint annotations and that the pre-training models can continue to learn to have better panoptic pose estimation performance in OOD datasets.

Conclusions

In this work we demonstrate how to merge datasets comprising diverse keypoints in order to produce SuperAnimal models that have strong zero-shot performance for all the collective keypoints on in-domain and OOD data and can be further improved by pseudo-labeling. Moreover, we show that with minimal input (less than 1% of the data, which is only 1-8 frames) from a target OOD dataset, few-shot fine-tuning boosts performance. For many conditions, SuperAnimal pre-trained models outperform ImageNet-only pre-training, thus paving the way for better pose estimation tools in the life sciences. Furthermore, we demonstrate that one can predict labels from other datasets without any annotation of those labels. This is of great importance for downstream tasks, such as action recognition where more keypoints give better performance (62).
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**Quadruped40K within-domain dataset.** See Figure S1 for detailed information on the meaning of the keypoints for the different components of the Quadruped40K dataset.

**Keypoint merging across datasets.** Please see Tables S1, S2 for detailed tables describing the mapping across datasets.

**Impact of Inaccurate Projections.** As we rely on a human expert to create the conversion table and corresponding project rules, there could be human errors that cause inaccurate projections. In the case of LabMice3K, people usually linearly divide the spine to multiple segments. For example, in the MausHaus dataset the spine is divided into 6 segments, while in the TriMouse dataset there are 4 segments. According to our conversion table in the Appendix, spine 1 - 6 in MausHaus corresponds to neck, mid back, mouse center, mid backend, mid backend2 and mid backend 3. When it comes to the projection from 4 segments to those target keypoints in TriMouse, there could be mismatches, which might explain why zero-shot performance for TriMouse is low compared to openfield (which has no annotation on the spine). However, even based on a few training samples for the model to fine-tune, the model learns to calibrate these projection mismatches quickly as shown in Figure 6 of the main paper, going from 21.3 mAP zero-shot to 62.3 mAP with 1% training data. Future work should explore automating the process of mapping keypoint space.

**Animal Detector.** We used Faster R-CNN (56) to train an animal detector. The detection performance for Quadruped40K and LabMice3K respectively, is shown in Table S3. Then we tested these two detectors in their corresponding OOD datasets, as shown in row 3 to 6. We evaluated how this impacted the top-down results in the next section.

**Top-down results with Detectors.** We used Faster R-CNN (56) to train an animal detector. The detection performance for Quadruped40K and LabMice3K respectively, is shown in Table S3. Then we tested these two detectors in their corresponding OOD datasets, as shown in row 3 to 6.
Figure S1. Examples from the datasets used to construct Quadruped40K. Top left image is adopted from AwA (19), which shows the general names of keypoints. No other dataset used this naming convention, thus we mapped into this space using animal anatomy.

We evaluated how this impacted the top-down results in the next section.

Within-domain (IID) performance baselines. In Table S5 we report the within domain performance of each individual dataset trained on each SuperAnimal model. This serves as a reference point for the OOD datasets shown in the main paper. Note, these results are not directly comparable to any published models in the literature, as we use different train and test splits, this merely serves to highlight that within domain, SuperAnimal models achieves very high performance across multiple datasets.
Table S1. LabMice3K dataset mapping.

| MainName | BlackMice | TriMice | OpossumID | EPM | FST | LHD | OPT | M5 | dM | WhiteMice | MainName |
|----------|-----------|---------|------------|-----|-----|-----|-----|----|----|------------|----------|
| nose     | nose      | nose    | nose       | nose| nose| nose| nose| nose| nose| nose       | nose     |
| leftface | leftface  | leftface| leftface   | leftface | leftface | leftface | leftface | leftface | leftface | leftface   | leftface  |
| rightface| rightface | rightface| rightface  | rightface | rightface | rightface | rightface | rightface | rightface | rightface  | rightface |
| leftearbase | leftearbase | leftearbase | leftearbase | leftearbase | leftearbase | leftearbase | leftearbase | leftearbase | leftearbase | leftearbase | leftearbase |
| rightearbase | rightearbase | rightearbase | rightearbase | rightearbase | rightearbase | rightearbase | rightearbase | rightearbase | rightearbase | rightearbase | rightearbase |
| rightear_tip | rightear_tip | rightear_tip | rightear_tip | rightear_tip | rightear_tip | rightear_tip | rightear_tip | rightear_tip | rightear_tip | rightear_tip | rightear_tip |
| lefteye | lefteye | lefteye | lefteye | lefteye | lefteye | lefteye | lefteye | lefteye | lefteye | lefteye | lefteye |
| righteye | righteye | righteye | righteye | righteye | righteye | righteye | righteye | righteye | righteye | righteye | righteye |
| spine1 | spine1 | spine1 | spine1 | spine1 | spine1 | spine1 | spine1 | spine1 | spine1 | spine1 | spine1 |
| spine2 | spine2 | spine2 | spine2 | spine2 | spine2 | spine2 | spine2 | spine2 | spine2 | spine2 | spine2 |
| spine3 | spine3 | spine3 | spine3 | spine3 | spine3 | spine3 | spine3 | spine3 | spine3 | spine3 | spine3 |
| spine4 | spine4 | spine4 | spine4 | spine4 | spine4 | spine4 | spine4 | spine4 | spine4 | spine4 | spine4 |
| spine5 | spine5 | spine5 | spine5 | spine5 | spine5 | spine5 | spine5 | spine5 | spine5 | spine5 | spine5 |
| tailbase | tailbase | tailbase | tailbase | tailbase | tailbase | tailbase | tailbase | tailbase | tailbase | tailbase | tailbase |
| tail1 | tail1 | tail1 | tail1 | tail1 | tail1 | tail1 | tail1 | tail1 | tail1 | tail1 | tail1 |
| tail2 | tail2 | tail2 | tail2 | tail2 | tail2 | tail2 | tail2 | tail2 | tail2 | tail2 | tail2 |
| tail3 | tail3 | tail3 | tail3 | tail3 | tail3 | tail3 | tail3 | tail3 | tail3 | tail3 | tail3 |
| tail4 | tail4 | tail4 | tail4 | tail4 | tail4 | tail4 | tail4 | tail4 | tail4 | tail4 | tail4 |
| tail5 | tail5 | tail5 | tail5 | tail5 | tail5 | tail5 | tail5 | tail5 | tail5 | tail5 | tail5 |
| leftshoulder | leftshoulder | leftshoulder | leftshoulder | leftshoulder | leftshoulder | leftshoulder | leftshoulder | leftshoulder | leftshoulder | leftshoulder | leftshoulder |
| leftside | leftside | leftside | leftside | leftside | leftside | leftside | leftside | leftside | leftside | leftside | leftside |
| lefthip | lefthip | lefthip | lefthip | lefthip | lefthip | lefthip | lefthip | lefthip | lefthip | lefthip | lefthip |
| rightshoulder | rightshoulder | rightshoulder | rightshoulder | rightshoulder | rightshoulder | rightshoulder | rightshoulder | rightshoulder | rightshoulder | rightshoulder | rightshoulder |
| rightside | rightside | rightside | rightside | rightside | rightside | rightside | rightside | rightside | rightside | rightside | rightside |
| righthip | righthip | righthip | righthip | righthip | righthip | righthip | righthip | righthip | righthip | righthip | righthip |
| tailend | tailend | tailend | tailend | tailend | tailend | tailend | tailend | tailend | tailend | tailend | tailend |
| headcentre | headcentre | headcentre | headcentre | headcentre | headcentre | headcentre | headcentre | headcentre | headcentre | headcentre | headcentre |

Table S2. Quadruped40K dataset mapping.

| AnimalName | Horse30 | AnimalPose | StanfordDogs | iRodent | AwA | MainName |
|------------|---------|------------|---------------|----------|-----|----------|
| nose        | nose    | nose       | nose         | nose     | nose| nose     |
| upper_jaw   | upper_jaw | upper_jaw | upper_jaw    | upper_jaw | upper_jaw | upper_jaw |
| lower_jaw   | lower_jaw | lower_jaw | lower_jaw   | lower_jaw | lower_jaw | lower_jaw |
| mouth_end_right | mouth_end_right | mouth_end_right | mouth_end_right | mouth_end_right | mouth_end_right | mouth_end_right |
| mouth_end_left | mouth_end_left | mouth_end_left | mouth_end_left | mouth_end_left | mouth_end_left | mouth_end_left |
| r_eye | r_eye | r_eye | r_eye | r_eye | r_eye | r_eye |
| right_ear | right_ear | right_ear | right_ear | right_ear | right_ear | right_ear |
| right_antler_base | right_antler_base | right_antler_base | right_antler_base | right_antler_base | right_antler_base | right_antler_base |
| l_eye | l_eye | l_eye | l_eye | l_eye | l_eye | l_eye |
| left_ear | left_ear | left_ear | left_ear | left_ear | left_ear | left_ear |
| left_antler_base | left_antler_base | left_antler_base | left_antler_base | left_antler_base | left_antler_base | left_antler_base |
| neck_base | neck_base | neck_base | neck_base | neck_base | neck_base | neck_base |
| neck_end | neck_end | neck_end | neck_end | neck_end | neck_end | neck_end |
| throat | throat | throat | throat | throat | throat | throat |
| withers | withers | withers | withers | withers | withers | withers |
| l_shoulder | l_shoulder | l_shoulder | l_shoulder | l_shoulder | l_shoulder | l_shoulder |
| l_front_knee | l_front_knee | l_front_knee | l_front_knee | l_front_knee | l_front_knee | l_front_knee |
| l_front_paw | l_front_paw | l_front_paw | l_front_paw | l_front_paw | l_front_paw | l_front_paw |
| r_shoulder | r_shoulder | r_shoulder | r_shoulder | r_shoulder | r_shoulder | r_shoulder |
| r_front_knee | r_front_knee | r_front_knee | r_front_knee | r_front_knee | r_front_knee | r_front_knee |
| r_front_paw | r_front_paw | r_front_paw | r_front_paw | r_front_paw | r_front_paw | r_front_paw |
| l_back_paw | l_back_paw | l_back_paw | l_back_paw | l_back_paw | l_back_paw | l_back_paw |
| l_hip | l_hip | l_hip | l_hip | l_hip | l_hip | l_hip |
| r_hip | r_hip | r_hip | r_hip | r_hip | r_hip | r_hip |
| l_back_knee | l_back_knee | l_back_knee | l_back_knee | l_back_knee | l_back_knee | l_back_knee |
| r_back_knee | r_back_knee | r_back_knee | r_back_knee | r_back_knee | r_back_knee | r_back_knee |
| r_back_paw | r_back_paw | r_back_paw | r_back_paw | r_back_paw | r_back_paw | r_back_paw |
| belly_bottom | belly_bottom | belly_bottom | belly_bottom | belly_bottom | belly_bottom | belly_bottom |
| body_middle_right | body_middle_right | body_middle_right | body_middle_right | body_middle_right | body_middle_right | body_middle_right |
| body_middle_left | body_middle_left | body_middle_left | body_middle_left | body_middle_left | body_middle_left | body_middle_left |

Table S3. Average Precision (AP) for bounding boxes are reported for both IID validation set and OOD test set.

| Dataset          | Bounding Box AP |
|------------------|-----------------|
| Quadruped40K     | 69              |
| LabMice3K        | 70              |

Tested on iid validation datasets: Quardruped40K: 69, LabMice3K: 70
Tested on OOD datasets:

| Dataset | AP  |
|---------|-----|
| iRodent | 15  |
| AwA-OOD | 52  |
| Openfield | 3  |
| TriMouse | 16  |
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|                      | Zero-shot | Pseudo Labeling | Fine-tuned with 100% training data |
|----------------------|-----------|-----------------|-----------------------------------|
| iRodent-detector     | 36.9      | 37.8            | 55.7                              |
| iRodent-gt           | 40.3      | 40.5            | **61.8**                          |
| AwA-OOD-detector     | 50.4      | 56.1            | 84.3                              |
| AwA-OOD-gt           | 53.3      | 55.4            | **85.5**                          |
| TriMouse-detector    | 24.9      | 25.8            | 96.7                              |
| TriMouse-gt          | 28.1      | 32.6            | **98.2**                          |
| Openfield-detector   | 80.1      | 78.4            | 76                                |
| Openfield-gt         | 72.3      | 82.3            | **96.4**                          |

Table S4. Comparison of animal pose estimation with detectors and with ground truth bounding boxes (i.e., derived from GT pose estimation data)

| Quadruped40K:       | AnimalPose | AwA-IID | Badja  | AcinoSet | Horse30 | StanfordDogs |
|---------------------|------------|---------|--------|----------|---------|--------------|
| Top-down            | 79.6       | 96.1    | 89.5   | 99.6     | 86.3    |
| Bottom-up           | 53.7       | 74.9    | 96.9   | 74.9     | 98.9    | 82           |
| LabMice3K:          | 3CSI       | BlackMice | FST    | MausHaus | WhiteMice | BM           | EPM | LDB | OFT |
| Top-down            | 88.9       | 100     | 75.8   | 88.4     | 93.5    | 94           | 96.1 | 98.4 |
| Bottom-up           | 92.8       | 95.9    | 100    | 62.7     | 24.4    | 97.1         | 97.5 | 96.2 | 98.6 |

Table S5. IID results of SuperAnimal models. Top-down results are reported with ground truth bounding boxes, reported as mAP.