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ABSTRACT

Anisotropies of the cosmic optical background (COB) and cosmic near-IR background (CNIRB) are capable of addressing some of the key questions in cosmology and astrophysics. In this work, we measure and analyze the angular power spectra of the simulated COB and CNIRB in the ultra-deep field of the China Space Station Telescope (CSST-UDF). The CSST-UDF covers about 9 square degrees, with magnitude limits ~28.3, 28.2, 27.6, 26.7 AB mag for point sources with 5σ detection in the r (0.620μm), i (0.760μm), z (0.915μm), and y (0.965μm) bands, respectively. According to the design parameters and scanning pattern of the CSST, we generate mock data, merge images and mask the bright sources in the four bands. We obtain four angular power spectra from ℓ = 200 to 2,000,000 (from arcsecond to degree), and fit them with a multi-component model including intrahalo light (IHL) using the Markov chain Monte Carlo (MCMC) method. We find that, the signal to noise ratio (SNR) of the IHL is larger than 8 over the range of angular scales that is useful for astrophysical studies (ℓ ~10,000-400,000). Comparing to previous works, the constraints on the model parameters are improved by factors of 3~4 in this study, which indicates that the CSST-UDF survey can be a powerful probe on the cosmic optical and near-IR backgrounds.
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1 INTRODUCTION

In the late Dark Ages, dark matter and clustering of gas distribution formed in the universe as primary density perturbation grow under the gravity. As the gas collapsed and the dark matter halos merged, the first galaxies in the universe began to form and evolve. Then the neutral hydrogen around the galaxy began to be ionized by the high-energy photons from the massive stars, forming ionization regions around the surrounding galaxies, and the universe began to reionize during the epoch of reionization (EoR). The luminosity density of these ultraviolet photons (rest wavelength ~150μm) is an important observational goal for investigating the formation and early evolution. As proposed by previous works, the luminosity density \( \rho_{UV} \) can be obtained by measuring the extragalactic background light (Mitchell-Wynne et al. 2015).

Since the cosmic optical background (COB) and cosmic near-IR background (CNIRB) are both the accumulation of all the emission throughout the universe history, the COB and CNIRB fluctuations arise from the emission of several sources, e.g. galaxies from low and high redshifts, the intrahalo light (IHL), the diffused Galactic light (DGL), etc. According to the Planck’s measurements of reionization optical depth (Planck Collaboration et al. 2016), the extragalactic background light (EBL) has a peak between optical and near-IR wavelengths. Since Lyman break during the EoR is redshifted to about 0.8μm today and the components of blueward of Lyman break do not contribute to the results, the intensity fluctuations of COB and CNIRB with wavelengths around 1μm provide the best mechanism. Mitchell-Wynne et al. (2015) proposed that the emission from the EoR could be measured indirectly by separating other components. Therefore, accurate measurement of the emission from low-z galaxies, DGL and IHL can be helpful to separate the signal from the EoR.

The intensity fluctuations of the COB and CNIRB have been studied in the literature. Dube et al. (1977, 1979) first measured the optical background by subtracting all foreground components from the observed brightness of the night sky. Then Mattila (1976) attempted to shield the foreground components by using Galactic dark clouds. But these attempts are not very successful due to a lack of understanding of foreground radiations, Bernstein et al. (2002a,b,c) solved this problem by coordinating data from Hubble Space Telescope (HST) and a ground-based telescope at Las Campanas Observatory, and Bernstein et al. (2005) and Bernstein (2007) made a series of
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corrections to the above results. Then Matsuoka et al. (2011) presented a new constraint on the optical background by analyzing the Pioneer 10/11 Imaging Photopolarimeter data. The recent detection of the COB comes from the New Horizons Long-range Reconnaissance Imager (LORRI) data given by Lauer et al. (2021). In recent years, a series of more sensitive experimental measures have made major contributions to quantify the CNIRB anisotropies, such as those of the HST, Spitzer Space Telescope and the Cosmic Infrared Background Experiment (CIBER) (Grogin et al. 2011; Koekemoer et al. 2011; Ashby et al. 2009; Zemcov et al. 2013). These data strongly restrict the CNIRB models by enhanced resolution, sensitivity, frequency coverage and detection area. These observations have higher resolution and sensitivity, wider frequency coverage and larger detection area, which provide strong constraints on the CNIRB model.

In this work, we investigate the measurements of COB and CNIRB intensity fluctuations for the China Space Station Telescope (CSST). The CSST is a 2-meter multi-band space telescope planned for the China Manned Space Program, which is planned to be launched around 2024, and it will operate in the same orbit as the China Manned Space Station. The major science project of CSST includes both large-scale multi-color imaging and slitless spectroscopic observations, it shall have excellent performance of large field of view (~1 deg$^2$), high-spatial resolution (80% energy concentration region is ~0.15 arcsec), faint magnitude limits, and wide wavelength coverage from 0.25 to 1.1 $\mu$m (Zhan 2011; Cao et al. 2018; Gong et al. 2019). According to the above analysis, the wavelength coverage range of CSST includes the wavelength of the signal form the EoR. CSST will explore some faint magnitude limits, and wide wavelength coverage from 0.25 to 1.1 $\mu$m (Zhan 2011; Cao et al. 2018; Gong et al. 2019). Therefore, the CSST is expected to be a powerful survey for investigating the fundamental cosmological and astronomical questions such as gravity, dark matter and dark energy, the cosmic large scale structure, galaxy formation and evolution, the formation of supermassive black hole.

In order to investigate the observation ability of the CSST on the background intensity fluctuations in optical and near-infrared wavelengths and the limitations on the parameters of the cosmological models, we use simulations to obtain the mock background images and analyze their power spectra. In this work, we make use of a nine-square-degree ultra-deep field of the China Space Station Telescope (CSST-UDF) that will be scanned 60 times with a total exposure time of 15000 seconds. The magnitude limits are 28.3, 28.2, 27.6, 26.7 for point sources with 5$\sigma$ detection for the r, i, z and y bands, respectively. We set that different scans in the same pointing cover 3 parameters of the CSST and the method used to create the mock data. In Section §4, we describe the final power spectrum measurements and corrections. In Section §5, we present the measured power spectra and use a multi-component model to fit them by MontePython code (Audren et al. 2013). We finally summarize the results in Section §6. In this work, we adopt the standard ΛCDM cosmological model with parameter values derived from Planck Collaboration et al. (2020), which gives $h = 0.674$, $\Omega_m = 0.315$, $\Omega_b h^2 = 0.0224$, $\sigma_8 = 0.811$, and $n_s = 0.965$.

2 THEORETICAL MODEL

We adopt a multi-component model, which consists of four main components: IHL, DGL, shot noise and high-redshift galaxies. The IHL luminosity as a function of halo mass $M$ and redshift $z$, can be expressed in the following form at rest-frame wavelength $\lambda$ (Cooray et al. 2012a)

$$L_{\lambda}^{IHL}(M, z) = f_{IHL}(M) L(M, z = 0) (1 + z)^{\alpha_f(z)} f(z),$$

(1)

where $f(z)$ is the rest-frame spectral energy distribution (SED) used to describe IHL, which is normalized to be 1 at 2.2 $\mu$m. And the IHL SED is from models related to old stellar populations (Kruck & Bernstein 2007). $f_{IHL}$ is the fraction of total halo luminosity, which can be expressed as

$$f_{IHL}(M) = A_{IHL} \left( \frac{M}{M_0} \right)^{\beta},$$

(2)

where the model parameters $A_{IHL}$ and $\beta$ are the amplitude factor and mass power index, respectively. Here we normalize to $M_0 = 10^{12} M_{\odot}$ (Zemcov et al. 2014). In Equation. 1, $L(M, z = 0) = L_0(M, z = 0) / \lambda_0$ is the total halo luminosity at $z = 0$, here $\lambda_0 = 2.2$ $\mu$m. $L_0(M, z = 0)$ is measured at 2.2$\mu$m as a function of total halo luminosity and halo mass (Lin et al. 2004), it can be written as

$$L_0(M, z = 0) = 5.64 \times 10^{12} h_{70}^{-2} \left( \frac{M}{2.7 \times 10^{14} h_{70}^{-1} M_{\odot}} \right)^{0.72} L_{\odot},$$

(3)

where, $H_0 = 70h_{70}$ km s$^{-1}$Mpc$^{-1}$ is Hubble constant today $L_{\odot}$ is the total luminosity of the sun.

Following the halo model, the power spectrum of the IHL component at frequencies $\nu$ is

$$C_{\ell IHL} = C_{\ell \nu} + C_{2h IHL} \nu^2.$$

(4)

The 1-halo term related to small-scale fluctuations within individual halos, which can be expressed by

$$C_{1h IHL} = \frac{1}{(4\pi)^2} \int d\chi \left( \frac{d\chi}{d\ell} \right)^2 A_{IHL}(k | M) L_{\lambda}^{IHL}(M, z)^2,$$

(5)

The 2-halo term related to the large-scale matter fluctuations can be calculated as

$$C_{2h IHL} = \frac{1}{(4\pi)^2} \int d\chi \left( \frac{d\chi}{d\ell} \right)^2 P(k = \ell / \chi(z), z) \int dM \frac{dn(M, z)}{dM} A_{IHL}(k | M) L_{\lambda}^{IHL}(M, z)^2.$$

(6)

Here $\chi(z)$ is the comoving distance along the line of sight, $P(k, z)$ is the matter power spectrum at redshift $z$. It is found that components at redshift $z > 6$ have a very weak effect on the integration result, so we fix the maximum redshift $z_{\text{max}} = 6$ (Cooray et al. 2012a). Upper and lower limits of mass integration determine the relative amplitude
of the 1-halo and 2-halo terms, and we set the $M_{\text{min}}$ and $M_{\text{max}}$ to $10^9$ and $10^{13} M_\odot/h^{-1}$, respectively. $b_h(M, z)$ is the linear bias, which is only accurate on large scales. $u_{\text{DGL}}(k \mid M)$ is the Fourier transform of the dark matter distribution of a halo with mass $M$ and redshift $z$.

For the NFW profile, the halo concentration parameter $c_{\text{vir}}(z)$ can be obtained by numerical simulations (Bullock et al. 2001; Cooray et al. 2012a), this becomes

$$c_{\text{vir}}(M, z) = \frac{9}{1 + z} \left( \frac{M}{M_*} \right)^{-0.13},$$

where $M_*$ is characteristic mass scale at which $\nu \equiv \delta_c^2/\sigma^2(M_*) = 1$, here $\delta_c$ is the critical density contrast required for spherical collapse, $\sigma^2(M)$ is the variance in the initial density fluctuation field on the scale of an object with mass $M$.

DGL component from dust-scattered light of the interstellar radiation field (Zemcov et al. 2014), and it is proportional to the dust size and density, so the angular power spectrum related to the interstellar radiation field (Zemcov et al. 2014), and it is proportional to the dust size and density, so the angular power spectrum related to the interstellar radiation field, $C_\ell^{\text{DGL}}$ is dominated at the larger scales, and $C_\ell \propto \ell^{-3}$. We set a model parameter $A_{\text{DGL}}$ as the amplitude factor at a uniform interstellar radiation field,

$$C_\ell^{\text{DGL}} = A_{\text{DGL}} \ell^{-3}.$$  

The central wavelength of the y band is 0.965 µm, so the extragalactic background contain not only IHL but also some EoR signal from the high-z galaxies at CSST-UDF y band. For the other CSST bands, the EoR signal can be safely ignored since they locate at shorter wavelengths. The component form the galaxies during reionization is based on an analytic model discussed by Fernandez et al. (2012) and Cooray et al. (2012b). The angular power spectrum of the emission from the high-z galaxies at observed frequencies $\nu$ is

$$C_{\ell,\nu}^{\text{high-z}} = \int_{z_{\text{min}}}^{z_{\text{max}}} dz \left(\frac{d\nu}{dz}\right) \frac{a}{\chi} f_\nu(z)^2 P_{gg}(k, z),$$

where $P_{gg}(k, z)$ is the galaxy power spectrum at wavenumber $k$ and redshift $z$, and we set $z_{\text{min}} = 6$ and $z_{\text{max}} = 30$. $f_\nu(z)$ is the mean emissivity produced by the PopII and early PopIII stars, which can be written as

$$f_\nu(z) = \frac{1}{4\pi} \left( f_{\nu,\text{HI}}^\text{II} (\tau_*) + (1 - f_{\nu}) f_{\nu,\text{II}}^\text{III} (\tau_*) \right) \psi(z),$$

where $l_\nu$ and $(\tau_*)$ are the luminosity mass density and the average stellar lifetime, respectively. The superscript II and III are shorthand for PopII and early PopIII stars, and the relative fraction of the Pop II and Pop III stars at redshift $z$ is

$$f_\nu(z) = \frac{1}{2} \left[ 1 + \exp \left( -\frac{z - 10}{\sigma_p} \right) \right],$$

where $\sigma_p = 0.5$ is the population transition width. In Equation (10), $\psi(z)$ is the comoving star formation rate density, which is given by

$$\psi(z) = f_\nu \frac{\Omega_b}{\Omega_m} \frac{d}{dt} \int_{M_{\text{min}}}^{\infty} dM \frac{dn}{dM} (M, z).$$

For simplicity, we fix the model parameters of high-redshift galaxies, and just fit the amplitude scales $A_{\text{high-z}}$. We set the star formation efficiency $f_s = 0.03$, the threshold mass $M_{\text{min}} = 5 \times 10^7 M_\odot$ and escape fraction of the Lyman-$\alpha$ photons $f_{\text{esc}} = 0.2$ (Mitchell-Wynne et al. 2015). The optical depth to reionization of this model is 0.07, which is consistent with the Planck result (Planck Collaboration et al. 2016).

The measurement of power spectrum is inevitably affected by shot noise, which dominates the optical and infrared background fluctuation at the small scales. The power spectrum of shot noise is usually approximated as a constant, so that the final angular power spectrum is

$$C_\ell = \begin{cases} C_\ell^{\text{IHL}} + C_\ell^{\text{DGL}} + C_\ell^{\text{high-z}} + N_{\text{shot}} & \text{y band,} \\ C_\ell^{\text{IHL}} + C_\ell^{\text{DGL}} + N_{\text{shot}} & \text{others.} \end{cases}$$

In addition to the above components, the residue galaxy clustering signal from the low redshift source is also included in the background. We can calculate the fraction of residual low-z galaxies by using the model given by (Helgason et al. 2012), but we find that it has much less influence on the shape of the final background power spectrum than the other components. Hence we ignore this component in this work (also see e.g. Mitchell-Wynne et al. 2015).

3 MOCK DATA

In this section, we introduce the method used to create the mock data of the CSST-UDF. There are two steps to obtain the observed sky map: constructing the mock galaxy catalog and generating the simulated image. The mock galaxy catalog contain the information about the multicolor photometry, shapes and positions of galaxies and stars. After obtaining the mock galaxy catalog, we create a map of background intensity fluctuations map, and add stars and galaxies from the mock catalog to the sky map. Then we add the zodiacal light, earthshine and instrumental noise to the mock data.

3.1 Mock galaxy catalog

In this work, the mock catalogs we generate consist mainly of stars and galaxies. Since we are focusing on the background, for simplicity, we assume that the galaxies and stars are randomly distributed on the sky map, and the information of clustering is not considered. For stars, since they are point sources, we can set the surface brightness distribution as a $\delta$ function. We follow Robin et al. (2003) in studying structure and evolution of the Milky Way. We assume that the magnitude distribution of stars in the $i$ band satisfies the Besancon structure model. According to previous studies, the magnitude distributions of stars are almost identical between the Galactic latitude 50 degrees and 90 degrees (e.g. Hoekstra et al. 2017). Therefore, we adopt their results to model the magnitude distribution of stars at high Galactic latitude.

We generate the stellar components in the sky map based on the template library obtained by Polletta et al. (2007), which are obtained by studying the stellar spectrum. The templates of stars spectral energy distributions (SEDs) includes 131 stellar templates (from type O to type M). Following Cao et al. (2018) and Zhou et al. (2021), we calculate the mock flux in each band by convolving the SED with the CSST filter response.

The characteristics of galaxies are much more complex than those of stars. Here, we assume that the surface brightness distribution of the galaxy contains two components: the exponential disc distribution and the de Vaucouleurs bulge distribution (de Vaucouleurs 1948). We assume that the relative intensity between the two components in a galaxy is determined by the bulge-to-total flux ratios (B/T) which follows a truncated Gaussian distribution $N(0.0, 0.1^2)$ in the range of $[0.0, 1.0]$, and around 10 percent of galaxies are set to be bulge-dominated with $B/T=1.0$ (Miller et al. 2013).

The magnitude distribution of our simulated galaxy samples in the $i$ band is based on the second-order polynomial fitting of the data in the F775W band at HST-GOODS-NORTH, HST-GOODS-SOUTH and HST-UVUDF field. We adopt the redshift distribution function studied by Raichoor et al. (2014), which is derived from...
spectral data such as VVDS and SDSS, and we assume that there is a
correlation between the redshift and the magnitude. The the galaxy
SED templates are based on the \(BPz\) template library (Benítez 2000),
which includes eight templates: one elliptical galaxy SED, two spiral
galaxies, two starburst galaxy, one irregular galaxy and two star-
forming galaxy.

Five galaxy intrinsic extinction laws are considered, which are
derived from the studies of the Milky Way (MW) (Allen 1976; Seaton
1979), Large Magellanic Cloud (LMC) (Fitzpatrick 1986), Small
Magellanic Cloud (SMC) (Prevot et al. 1984; Bouchet et al. 1985),
and starburst galaxy (SBG) (Calzetti et al. 2000). The extinction of
intergalactic medium (IGM) has also been considered for all types
of galaxies, and the IGM extinction model is based on the results of
Madau (1995). For mock photometric data of the galaxies, they are
obtained by convolving the redshifted galaxy SED with the CSST
filter response (Cao et al. 2018).

Both the galaxy size and ellipticity distributions are given in
the CFHTLenS simulations (Miller et al. 2013). The relationship
between the \(i\)-band magnitude and median major-axis scalelength
for exponential component is obtained by fitting the disc-dominated
galaxies in HST-Groth field. For the bulge component, its half-light
radius is 0.6 times the corresponding exponential component. The
ellipticity distribution of disc-dominated galaxies is formulated by
fitting the disc-dominated galaxies selected from SDSS DR7 (Abazajian
et al. 2009), while the ellipticity distribution of bulge-dominated
galaxies is constructed by fitting the bulge-dominated galaxy sam-
ple (Simard et al. 2002). Finally, the orientations of the galaxies are
randomly assigned, following a uniform distribution on the inter-
val \([-\pi/2, +\pi/2]\). The final catalog includes the magnitude of each
band, the redshift, the position of the sky, the parameters of surface
brightness, and the galaxy shape parameters.

### 3.2 Mock sky map

We produce mock sky realizations from the theoretical angular power
spectra with the instrumental noise and sky background, and add the
sources from the catalogs obtain in the previous subsection. Then
we obtain the simulated images of each exposure according to the
scanning pattern of CSST, and merge them into a final sky map.

The background angular power spectrum can be obtained by Equa-
tion (13), and we set \(\log_{10}(A_{\text{HL}}) = -3.23, \log_{10}(A_{\text{high-z}}) = 1.19,\)
\(\alpha = 0.094, \quad \beta = 1.0.\) The DGL amplitude and the shot
noise are assumed to be \(A_{\text{DGL}} = (1750, 2710, 2910, 3050)\) and
\(N_{\text{shot}} = (3.12, 4.29, 11.9, 18.4) \times 10^{-12}\) for the \(r, i, z\) and \(y\) band,
respectively (Cooray et al. 2012a; Mitchell-Wynne et al. 2015). We
produce mock sky realization from the theoretical angular power
spectrum. The mock map cover more than 3 \(\times\) 3 square degrees of
the sky.

The sky image simulations are based on the GALSIM image simu-
lation software (Rowe et al. 2015). The size of a single CSST charge
coupled device (CCD) detectors is 9k \(\times\) 9k, and the pixel scale is
0.074\(^{\prime}\), so we can get about a 11' \(\times\) 11' tile of sky with each ex-
posure at each band. Then we add the sources to the background
within the area of tile. The relationship between apparent magnitude
\(m\) of the source and the integrated CCD counts \(f_{\text{CDD}}\) in unit of
Analog-Digital Unit (ADU) is

\[
m = -2.5 \log(f_{\text{CDD}}) + Z_p, \tag{14}
\]

where \(Z_p\) is the zero point of the filters used on CSST, and we can
define

\[
Z_p = m_{\text{Lim}} + 2.5 \log(n \sigma_t \sqrt{N_{\text{pix}}} ). \tag{15}
\]

![Figure 1](image1.png)

**Figure 1.** An example of tile pattern. We present 8 tiles from two scans (note that the area in the middle contains two tiles), here each scan consists of 4 tiles (represent by red and green quadrilaterals). We can find that the coverage of two exposures with the same pointing is same (two fields in the middle), and the width of the overlapping of two adjacent tiles is about 10\(^{\prime}\).

![Figure 2](image2.png)

**Figure 2.** The sky background intensity as a function of wavelength. The dotted, dashed, and solid curves are the earthshine, zodiacal light, and total sky background, respectively. The colored areas indicate the coverages of the four filters.

Here the limiting magnitude \(m_{\text{Lim}}\) is 28.3, 28.2, 27.6 and 26.7 (which are \(1.36, 0.98, 1.21, 2.44\)\(\times\)10\(^{-14}\)nW/m\(^2\)/A for point sources with
5\(\sigma\) detection) for \(r, i, z\) and \(y\) band, respectively. \(n\) is the signal to
noise ratio (SNR) for each source in the catalog based on the CSST
instrumental parameters. \(\sigma\) is the standard deviation of noise. \(N_{\text{pix}}\)
is the number of pixels covered by the source on the CCD, and \(t = 250\)\(\mu\)s is the exposure time.

For simplicity, we also need to consider the beam of the instrument.
We assume that CSST has symmetric 2D-Gaussian beam in each
band, and it does not change with the position of the focal plane. We
convolve the beam with the background image containing galaxies
and stars to obtain a simulated tile without noise. For static point
source in the tile, the radius at 80% of the total energy is 0.135, 0.145,
0.165 and 0.165 arc seconds for \(r, i, z\) and \(y\) band, respectively.

The noise we add mainly consists of three components: sky back-
ground noise, dark current noise and read noise. The main compo-
nents of the sky background come from the zodiacal light, geocoronal
airglow line, reflected light from the Earth and the Moon (earthshine).
Since the geocoronal airglow lines are mainly in UV bands and the
Moon’s contribution is small (unless the limb angle is less than 10°), we only consider the zodiacal light and earthshine components. We set the sky background noise to satisfy the Poisson distribution, and estimate the sky background based on the throughput of the CSST filters and the measurements of the zodiacal light and earthshine for “LOW-SKY” background case given in Ubeda & et al. (2012). The sky background intensity as a function of wavelength is shown in Figure 2, assuming the targets have large limb angles (≥ 60°). We find that the expected value of sky background are 0.084, 0.090, 0.055, and 0.016 ADU/s/pixel for the r, i, z and y band, respectively. The detector dark current (Poisson distribution) and read noise (Gaussian distribution) are 0.017 and 5.5 ADU/s/pixel, respectively. From the above analysis, we find that the total noise of each band satisfies the Gaussian distribution.

The sky maps are generated by merging the tiles. For the 9 deg² CSST-UDF, we scan the field 60 times and make sure that it is fully covered each time. The scan pattern is the same in every scan, and the pointing error is < 3′′. An example of the scan pattern is shown in Figure 1. We present 8 tiles from two scans, each scan contains 4 tiles, and these tiles are presented by red and green quadrilaterals. We can find that different scans in the same pointing cover the same area (the 4 tiles in the middle), and the width of the overlapping of the adjacent tiles is about 10′′. In each band, we generate tiles in the above scanning pattern based on GALSIM software, then we subtract the average value of the total noise from the tiles. Here the calibration error of these tiles is about 1%. We generate self-calibrated mosaics by merging all tiles for the r, i, z and y band, respectively. The final map at r band is showed in the left-hand panel of Figure 3. We zoom in the images of final maps to show more detailed information, and present an area of about 0.03 square degrees in Figure 4.

Figure 3. left: The mock background map for the r band. The image shows the simulated observations in a 9 square degrees of the CSST-UDF. right: The masked image that removes the bright stars and galaxies. The mask over the whole area removes ~50% of the pixels.

3.3 Mask

It is necessary to remove the contamination by masking bright sources in the analysis of COB and CNIRB intensity fluctuations. The usual way is to apply a flux cut (Amblard et al. 2011; Thacker et al. 2013; Cao et al. 2020). This method requires removing all pixels with a flux higher than the value of the flux cut, and convolve them with the PSF. Here, we use a 3σ flux cut to remove the stars and galaxies that are presented in the mock galaxy catalog, and use the Fourier transform of the mask to calculate the weighting function, which is used for the power spectrum measurement. Then we compute the angular power spectra by using standard Fourier transform techniques on the masked maps, so that the data should be as free from foreground contamination as possible. We also mask the areas that do not contain any observed data or are at the edge of the field. Finally, we combine the masks into a final mask map, and show the masked background map for the r band in the right panel of Figure 3. We can find that the number of pixels used for calculating angular power spectrum is about 50% of the total.

4 Measurements of Power Spectra

The angular power spectra of the COB and CNIRB $C_\ell$ can be calculated by (Cooray et al. 2012a),

$$C_\ell = \frac{\sum_{i} \bar{M}(\ell_x, \ell_y) \bar{W}(\ell_x, \ell_y)}{\sum_{i} \bar{W}(\ell_x, \ell_y)}.$$

Here $\ell_i = (\ell_1 + \ell_2)/2$ is the $\ell$-mode between $\ell_1$ and $\ell_2$ in the $i$-th bin, where $\ell_1 < \ell_x < \ell_2$, & $\ell_1 < \ell_y < \ell_2$. $w(\ell_x, \ell_y)$ is a weighting function in Fourier space, which is obtained from the Fourier transform of mask. $\bar{M}(\ell_x, \ell_y)$ is the two-dimensional Fourier transform of the masked background image.

The result obtained by direct measurement of masked map is a pseudo angular power spectrum, so a number of corrections are performed on the raw $\tilde{C}_\ell$. When the final angular power spectrum is estimated by,

$$\tilde{C}_\ell = B^2 T_E M_{\ell'\ell} C_\ell + N_\ell,$$

where $C_\ell$ is the true angular power spectrum from full sky, $B_{\ell'}$ is the beam transfer function used to correct the deviation from instrument beam in power spectrum measurement, $T_E$ is the correction of fictitious information from the map-making process, $M_{\ell'\ell}$ is the mode coupling matrix, which can correct the errors introduced by the mask, and $N_\ell$ is the noise from instrumental, zodiacal light and earthshine.
4.1 Beam Correction

Due to the detector resolution limits, there is a non-negligible drop in the raw angular power spectrum, especially at small scales $\ell \gtrsim 10^5$. We assume that all the beams of CSST are symmetric 2D-Gaussian distribution in each band. The raw power $C_\ell$ can be corrected by a beam function $B_\ell$ (Amblard et al. 2011). So, we can write $C_\ell = \tilde{C}_\ell / B_\ell^2$, and the beam function of a symmetric 2D-Gaussian beam can be expanded as,

$$B_\ell = \exp(-\ell^2 \sigma_{\text{beam}}^2/2).$$

(18)

Here $\sigma_{\text{beam}}$ is the standard deviation of the Gaussian beam, and is defined as $\sigma_{\text{beam}} = \theta_{\text{FWHM}} / \sqrt{8 \ln 2}$. $\theta_{\text{FWHM}}$ is the full width at half maxima (FWHM) of the instrument in radian, and the FWHM values are $0.177''$, $0.190''$, $0.217''$, and $0.217''$ for the maps in the $r$, $i$, $z$ and $y$ bands, respectively, and the systematic variations are about 5%.

To measure the uncertainty in the beam function we should make multiple Gaussian simulations of the PSF and calculate the power spectrum of the PSF. Then we can obtain the uncertainty $\delta B_\ell^2$ by,

$$\delta B_\ell^2 = \frac{\delta C_{\ell, \text{PSF}}}{C_{\ell, \text{point}}}^2,$$

(19)

where, $\delta C_{\ell, \text{PSF}}$ is the variance of the differences from the various simulations of the PSF in the $\ell$-bin, and $C_{\ell, \text{point}}$ is the power spectrum of a point source. We show the beam transfer functions for the $r$, $i$, $z$ and $y$ bands respectively, in Figure 5, and the uncertainties are generated from 100 simulations of Gaussian realizations.

4.2 Mode Coupling Correction

When removing the contamination from the brighter sources in our power spectrum measurement, we mask some pixels from the sky maps. This will break the high $\ell$ modes into low $\ell$ modes, which leads to a lot of fictitious information converting into the power spectrum when performing Fourier transform. As a result, the profile of the measured angular power spectrum will change after using the mask maps. Here, we use a mode coupling matrix $M_{\ell \ell'}$ to correct this change (Cooray et al. 2012a; Thacker et al. 2015). The mode coupling matrix is generated obtained based on the MASTER model (Hivon et al. 2002), and we calculate them by analyzing the effects of the mask at $\ell$-mode. For a masked sky map, the mode coupling matrix $M_{\ell \ell'}$ is calculated by a simulation procedure. Then we calculate the inverse of the mode coupling matrix to correct for the effect of the mask. The real power spectrum is $C_{\ell} = M_{\ell \ell'}^{-1} \tilde{C}_{\ell}$. We show the mode-coupling matrix at $i$ band in Figure 6.

Masking reduces the coverage of the unmasked sky and results in an increase in cosmic variance, but the mode-coupling matrix does not restore the variation from cosmic variance. We combine
4.3 Transfer Function

Because of the limitation of single CCD observation range, we have to obtain the large sky filed image by combining the tiles, then combine those tiles into the final sky map. Since the calibrated tiles still have errors compared to the real sky, and the values of the errors between the different tiles are different, this fictitious information will be converted to the final power spectrum by performing a Fourier transform. Through the map-making procedure, the shape of power spectrum inevitably changes, so the effect of the map-making procedure must be quantified and corrected.

Here, we rebuild the map to study the effects of the map-making procedure on the angular power spectrum. First, we use a given power spectrum $C_\ell$ to generate randomly a Gaussian realization that is similar to our simulated observation in size, pixel scale and astrometry. Next, we break the simulated sky map into the tiles using the same CSST scan mode, and add a calibration error to each tile according to the instrument parameters. Finally, we merge the new tiles into final sky map, and we calculate the raw power spectra $C_{\ell,\text{out}}$ of the new maps, and defined the map-making transfer function as

$$T_\ell = \frac{C_{\ell,\text{out}}}{C_{\ell,\text{in}}}.\quad (20)$$

In order to avoid the potential error caused by the use of a specific input power spectrum, we repeat all the steps above using different input power spectrum, and take the average as the final map-making transfer function, and calculate the standard deviation of the 100 simulations as the uncertainties. The map-making transfer functions for the $r$, $i$, $z$ and $y$ bands are show in Figure 7. We can see that the $T_\ell$ is almost the same for the four bands, and the attenuation feature is mainly due to their scanning patterns are very similar (Viero et al. 2013; Thacker et al. 2015). The transfer functions are approximately equal to 1, and the uncertainties are very small at small scales.

$$\delta C_\ell = \sqrt{f_{\text{sky}}(2\ell + 1)\Delta \ell} C_\ell,$$

where, $f_{\text{sky}}$ is the fraction of the unmasked areas of all sky, $\Delta \ell$ is the width of the $\ell$-bin.
5 RESULTS AND ANALYSIS OF POWER SPECTRUM

In this section, we present the measured final power spectra and compare them with the fiducial value. Then we fit the measured power spectra using the theoretical model and perform a MCMC analysis to constrain the model parameters.

5.1 Final Power Spectra

In Figure 9, we show the final multi-wavelength auto angular power spectra of the CSST-UDF surveys as $\ell^2 C_\ell / 2\pi$ in the $r$, $i$, $z$ and $y$ bands, respectively. Note that the signal from $z > 6$ high-$z$ galaxies (purple dashed lines) is contained only in the $y$ band. Here, the corrected total power spectra of the measured background intensity fluctuations are presented as green data points over a larger scale range from $\ell =$200 to 2,000,000. The power spectra after removing DGL and shot noise are presented as cyan data points, and the plotted error bars are $1\sigma$ uncertainties, which are obtained by calculating the square root of errors from the beam function, cosmic variance, map-making, and calibration. We use the blue, orange, green and red dashed lines to show the fiducial total theoretical power spectrum and its three components, i.e. the DGL, IHL and shot noise, respectively.

As can be seen, the DGL component is the dominant contributor at low $\ell$-mode (on scales greater than a few arcmin). Due to the large scale of the CSST-UDF, we expect to obtain more accurate measurements of DGL composition. The shot noise plays a dominant role in the total power spectrum at high $\ell$-mode (on scales less than one arcmin), and the IHL becomes the dominant component at intermediate $\ell$-mode. In this work, we can find that the date points of the measured IHL power spectrum is very similar to the input values (green dashed lines) at 10,000 $\leq \ell \leq$ 400,000 that is useful for astrophysical studies, and their signal-to-noise ratios (SNRs) is larger than 8, which is accurate enough for analysis. Due to the influence of the map-making procedure and the limitation of the unmasked observation area, our results have a large deviation at the large scale, but they are basically within $1-\sigma$ uncertainty. According to the analysis of the section §4, we know that the deviation at the small scale is mainly due to the influence of beam, shot noise, and instrumental noise. In Figure 9, we can find that the shot noise amplitude is a constant and dominant at small scale, we obtain the values and uncertainties of shot noise through the fitting process.

5.2 Fitting results

After we obtain four angular power spectra from the CSST-UDF in the four bands, we perform joint fits for these data with the theoretical model described in §2 using the MCMC method (Metropolis et al. 1953). The Monte Python software (Audren et al. 2013) is used to calculate the acceptance probability of the MCMC chain point, and analyze the model parameters of the theoretical model. We use the $\chi^2$ distribution to estimate the likelihood function, that we have $L \sim \exp(-\chi^2_{\text{tot}}/2)$. Here, the total $\chi^2_{\text{tot}} = \sum \chi^2$ is obtained by the sum of the data from these four bands, and the $\chi^2$ value is calculated by

$$\chi^2 = \sum_{i=1}^{N} \left( \frac{C_{\text{obs}}^i - C_{\text{th}}^i}{\sigma_{\text{obs}}^i} \right)^2,$$

where $N$ is the number of data points of power spectrum in each band, $C_{\text{obs}}^i$ and $C_{\text{th}}^i$ are the observed and theoretical power spectra at the $i$-th bin, respectively, and $\sigma_{\text{obs}}^i$ is the error corresponding to the observed power spectrum data.

The theoretical model contains several free parameters, including $\alpha, \beta, A_{\text{IHL}}, A_{\text{high--z}}$ (for the $y$ band), four $A_{\text{DGL}}$ and four $N_{\text{shot}}$, which totally has 12 free parameters. In this work, we set the flat priors of the
model parameters: $\alpha \in (0, 1)$, $\beta \in (-5, 5)$, $\log_{10}(A_{\text{IHL}}) \in (-6, 10)$, $\log_{10}(A_{\text{high-z}}) \in (-5, 7)$, $A_{\text{DGL}} \in (100, 10,000)$ and $N_{\text{shot}} \in (1 \times 10^{-12}, 4 \times 10^{-11})$. For each case, we run 50 chains, and each chain contains 500,000 steps. We have shown the fitting results and 68% confidence levels (C.L.) in Table 1.

The power spectrum in each band consists of 20 data points ranging $t$ mode from 200 to 2,000,000, so the degree of freedom is $N_{\text{dof}} = 20 \times 4 - 12 = 68$. We find that the reduced chi-square $\chi^2_{\text{red}} = \chi^2_{\text{min}} / N_{\text{dof}}$ is less than 0.5. Therefore, we can fit the data quite well, and the best-fit curves are consistent with most of the data points in $1-\sigma$. From the above discussion, we know that the DGL and shot noise play a dominant role at large scale and small scale, respectively. The large sky area is very helpful for the accurate derivation of the DGL components, and accurate measurement of instrument beam helps to analyze the shot noise. From Table 1 we can find that, all the best-fit values of free parameters are very close to the input values within $1-\sigma$.

We have shown the contour maps of $\Delta \alpha$, $\Delta \beta$, $\Delta \log_{10}(A_{\text{IHL}})$, $\Delta \log_{10}(A_{\text{high-z}})$, $\Delta A_{\text{DGL}}$, and $\Delta N_{\text{shot}}$ with $1-\sigma$ and $2-\sigma$ C.L. in the Figure 10. We find that, the fitting results of $\alpha$, $\beta$, $A_{\text{IHL}}$ and $A_{\text{high-z}}$ are consistent with the results measured by Cooray et al. (2012a) and Mitchell-Wynne et al. (2015), and we have much smaller uncertainties since the CSST has better observation capabilities. In details, Cooray et al. (2012a) and Mitchell-Wynne et al. (2015) did similar analysis using the data from the Spitzer Deep Wide Field Survey (SDWFS) (Eisenhardt et al. 2004; Ashby et al. 2009) and Cosmic Assembly Near-Infrared Deep Extragalactic Legacy Survey (CANDELS) (Grogin et al. 2011; Koekemoer et al. 2011), respectively. The 0.606µm, 0.775µm and 0.850µm bands they used are similar to the $r$ (0.620µm), $i$ (0.760µm) and $z$ (0.915µm) bands in the CSST-UDF survey, respectively. Our constraints on $\alpha$, $A_{\text{IHL}}$ and $A_{\text{high-z}}$ are similar as theirs, and the constraints on $A_{\text{IHL}}$ and $\beta$ are better than theirs by factors of $-3$ and $-4$, respectively.

6 SUMMARY AND CONCLUSION

In this work, we generate the multi-band sky maps for the CSST-UDF, which has about 9 square degree and the limiting magnitude is 28.3, 28.2, 27.6, 26.7 for point sources with $5\sigma$ detection at $r$, $i$, $z$ and $y$ band, respectively. Then we analyze the auto power spectra
of the anisotropies of COB and CNIRB to explore the observation accuracy of the CSST, and explore the implications for cosmological studies by fitting the power spectrum to the theoretical model.

We adopt a multi-component model, which involves intrahalo light, diffuse galactic light, low- and high-redshift galaxies and the instrumental and shot noise in our analysis. We generate tiles for each exposure observation in CSST scan mode based on GALSIM image simulation software. Then we merge the sky maps using the self-calibration technique, and set the CSST pixel value of 0.074".

The raw power spectra are obtained from the masked sky maps, which have removed the pixels larger than flux cut. Beam function, transfer function and mode coupling matrix are calculated to correct the effects of instrument beam, map-making progress and mask, respectively. Then we obtain and compare the measured angular power spectra with the inputs.

We also discuss the results from the data analysis and use the multi-component model to fit the corrected power spectrum data using the MCMC method. There are 12 free parameters, and we can found that the fitting results are very well, with the reduced chi-squares is less than 0.5. Comparing to previous works, our constraints on $\alpha$ is similar as theirs, and the constraints on $A_{IHL}$ and $\beta$ are better.
than theirs by factors of ~3 and ~4, respectively. This improvement indicates the CSST is a powerful tool to explore the COB and CNIRB.
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