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Abstract

We present an analysis of the final data release of the Carnegie Supernova Project I, focusing on the absolute calibration of the luminosity–decline rate relation for Type Ia supernovae (SNe Ia) using new intrinsic color relations with respect to the color-stretch parameter, \( s_{BV} \), enabling improved dust extinction corrections. We investigate to what degree the so-called fast-declining SNe Ia can be used to determine accurate extragalactic distances. We estimate the intrinsic scatter in the luminosity–decline rate relation and find it ranges from \( \pm 0.13 \) mag to \( \pm 0.18 \) mag with no obvious dependence on wavelength. Using the Cepheid variable star data from the SHOES project, the SN Ia distance scale is calibrated and the Hubble constant is estimated using our optical and near-infrared sample, and these results are compared to those determined exclusively from a near-infrared subsample. The systematic effect of the supernova’s host galaxy mass is investigated as a function of wavelength and is found to decrease toward redder wavelengths, suggesting this effect may be due to dust properties of the host. Using estimates of the dust extinction derived from optical and near-infrared wavelengths and applying these to the \( H \) band, we derive a Hubble constant \( H_0 = 73.2 \pm 2.3 \) km s\(^{-1}\) Mpc\(^{-1}\), whereas using a simple \( B - V \) color correction applied to the \( B \) band yields \( H_0 = 72.7 \pm 2.1 \) km s\(^{-1}\) Mpc\(^{-1}\). Photometry of two calibrating SNe Ia from the CSP-II sample, SN 2012ht and SN 2015F, is presented and used to improve the calibration of the SN Ia distance ladder.
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1. Introduction

The successful use of Type Ia supernovae (SNe Ia) as extragalactic distance indicators hinges on the discovery that the rate of evolution of their light curves (i.e., decline rate) is correlated with their intrinsic luminosity (Pskovskii 1977; Phillips 1993). Since this initial discovery, a handful of different parameters have been used to characterize the decline rate, including \( \Delta m_{15}(B) \) (Phillips 1993), the light-curve stretch (Perlmutter et al. 1999), the Multi-Color Light Curve Shapes (MLCS) parameter \( \Delta \) (Riess et al. 1996; Jha et al. 2007), and the Spectral Adaptive Light curve Template (SALT) stretch-like parameter \( x_1 \) (Guy et al. 2005). One problem common to all these parameters, however, is their difficulty in working with what seems to be a separate class of SNe Ia, the so-called fast decliners, which are often conflated with the spectrally classified 1991bg-like objects (Filippenko et al. 1992; Leibundgut et al. 1993). In this paper, we use the recently proposed color-stretch parameter, \( s_{BV} \) (Burns et al. 2014) as a way to deal with fast-declining SNe Ia.

Another key ingredient to using SNe Ia to infer distances is the ability to correct for dust extinction. The simplest approach is to perform a one-parameter color correction, as reddening is directly proportional to extinction (Cardelli et al. 1989; Fitzpatrick 1999). This was first done by Tripp (1998), and we refer to it hereafter as the Tripp method. The disadvantage of this approach is that it allows one to determine only a combination of luminosity and a color (a reddening-free luminosity). While this is treated as a nuisance parameter in cosmology, the luminosities of SNe Ia are important to determine in order to study the physics of their explosion mechanisms (Ashall et al. 2014; Hoeflich et al. 2017). In a previous paper (Burns et al. 2014), we developed a method to determine more accurate extinction corrections. In this paper, we apply this method to calibrate the luminosity–decline rate relation (Phillips et al. 1999) and compare the results with the calibration based on the Tripp method.

One of the major goals of the Carnegie Supernova Project I (hereafter CSP-I; Hamuy et al. 2006) was to produce a
Section 4 presents the absolute calibration of the CSP-I DR3. The Astrophysical Journal, cosmology and measuring the Hubble constant when more toward the physics of the SNe and their environments, Indeed, the publication history of the CSP is skewed much toward the physics of the SNe and their environments, monochrometer and small photometric errors of CSP-I were not color correction and a method that estimates a proper dust extinction. Our primary source of objects was the Lick Observatory Supernova Survey (Filippenko et al. 2001), which, being a targeted survey, is biased toward luminous hosts. The philosophy for the CSP-I observations was “quality over quantity.” We chose to follow up fewer objects, but with higher cadence and signal-to-noise ratio than most other follow-up projects. This allowed us to construct accurate light-curve template models as a function of decline rate (Burns et al. 2011), while the wide wavelength coverage allowed us to model the intrinsic colors and extinctions (Burns et al. 2014). The CSP-I also produced high-fidelity filter functions using a monochrometer (Rheault et al. 2010; Stritzinger et al. 2011), which improves S- and K-corrections (Stritzinger et al. 2005) and allows accurate determination of absolute zero-points for the photometric natural system (Krisciunas et al. 2017). The net result was a high-quality set of SNe Ia classified by decline rate and having redshift- and extinction-corrected light curves. These are crucial for determining distances and producing accurate Hubble diagrams.

2.1. Sample Used for Cosmology

Of the 134 objects in the CSP-I DR3 sample, 123 are bona fide SNe Ia. The remaining 11 objects are members of peculiar subtypes and have been omitted from our analysis:

1. SN 2005hk, SN 2008ae, SN 2008ha, SN2009J and SN 2010ae are all 2002cx-like SNe (Li et al. 2001);
2. SN 2007if and SN 2009dc are Super Chandrasekhar (SC) candidates (Howell et al. 2006);
3. SN 2006bt and SN 2006ot are peculiar objects and form their own subgroup (Foley et al. 2010; Stritzinger et al. 2011) and are relatively easy to identify with NIR photometry (Phillips 2012);
4. SN 2005gj and SN 2008J are 2002ic-like SNe Ia (Hamuy et al. 2003) that exhibit signatures of interaction (i.e., prevalent Balmer emission lines) produced from the SN ejecta shocking circumstellar material.

We also eliminate three normal SNe Ia: SN 2006dd, SN 2007so, and SN 2008bd, whose CSP-I observations begin well after maximum, when their light curves are in their linear decline phase and for which template light-curve fits are unreliable. In summary, this leaves us with 120 CSP-I SNe Ia to use in our analysis. In order to anchor the SN Ia distance ladder, we also use 14 SNe Ia from the literature. Finally, three SNe Ia from the CSP-II project (Phillips et al. 2018) have Cepheid distances and are included in this analysis. The photometry for SN 2012fr is published in Contreras et al. (2018), while the photometry for SN 2012ht and SN 2015F is presented in Appendix A. This brings the total number of SN Ia anchors to 19, which is the same set used by Riess et al. (2016).

Each supernova is fit with light-curve templates using the SNoOpy (Burns et al. 2011) package, yielding estimates of $s_{BV}$ and the maximum brightness $m_X$ in each filter X. SNoOpy also applies K-corrections to remove the effects of redshift. The pseudocolors derived from the maximum brightnesses are used to estimate extinctions using the methods of Burns et al. (2014; see Section 4.2). Visual representations of the fits of all of the CSP-I SNe are presented in Krisciunas et al. (2017).

3. The Color-stretch Parameter $s_{BV}$

The use of $s_{BV}$ was motivated by the problem $\Delta m_{15}(B)$ has in measuring the decline rate of the fastest-declining objects. Once beyond $\Delta m_{15}(B) \sim 1.7$ mag, the transition from the initial decline to the linear decline occurs before day 15, which causes $\Delta m_{15}(B)$ to be less sensitive to the rate of evolution of...
the $B$-band light curve (Phillips 2012; Burns et al. 2014). This transition was initially used by Pskovskii (1977) as a way to define a decline rate for SNe Ia, but it proved too impractical and was never adopted by others. Höflich et al. (2010) also attempted to fix the problem by applying a stretch to the light curves and then measuring a “stretched” $\Delta m_{15,B}$. Another very pronounced feature is the time at which the SN Ia reaches its reddest color. For the well-behaved $B-V$ colors, this usually takes place $\sim30$ days after $B$ maximum, but occurs earlier for fast decliners and later for slow decliners. Together with the time of maximum light for the SN Ia, this provides a kind of clock for measuring how fast the object is evolving. For convenience, we use the time between $B$ maximum and $(B-V)$ maximum, but other filters could also be used. Dividing by 30 days yields a stretch-like parameter for which $s_{BV} \sim 1$ for “normal” SNe Ia, while fast decliners typically have $s_{BV} < 0.5$. Unlike $\Delta m_{15,B}$, $s_{BV}$ is insensitive to extinction (Phillips et al. 1999). And unlike $\Delta m_{15,B}$, the correlation between time of $(B-V)$ maximum and the shape of the optical and NIR light curves does not break down for the fast decliners (Burns et al. 2014). This is a significant improvement over the templates introduced in the first version of SNooPy (Burns et al. 2011), which used $\Delta m_{15,B}$ as a light-curve shape parameter.

There are theoretical reasons to believe that $s_{BV}$ might prove to be a better diagnostic of the intrinsic brightness of SNe Ia. The location of the peak $(B-V)$ color is generally thought to be due to the recombination of Fe III to Fe II, which deposits energy into the ejecta, making it bluer (Kasen 2006; Höflich et al. 2017) and producing the secondary maxima in the NIR bands. Recombination occurs when the ejecta have cooled to a particular temperature, and the temporal phase when this occurs depends on the total energy deposited into the ejecta and the time-dependent opacity, both of which depend on the amount of $^{56}$Ni generated during the thermonuclear disruption (see, e.g., Höflich et al. 2017). The amount of $^{56}$Ni itself is also thought to be the primary determinant of the luminosity of the SN Ia (Arnett 1982).

### 3.1. Comparison with Other Light Curve Parameters

We briefly consider how $s_{BV}$ compares with the other most commonly used light-curve parameters: $\Delta m_{15,B}$, $\Delta$, and $x_1$. In particular we are interested in analytic formulas that enable the conversion between one light-curve parameter to another, but also a measure of the rms scatter in these relations. When template light-curve fitters can measure statistical errors using standard methods when fitting for the decline rate, they tend to be very small due to the precision of the photometry and the large number of points being fit by a single-parameter function. Determining the systematic error is not so obvious. However, if we compare several different estimators of the decline rate, the scatter will give us an indication of the systematic error introduced by the fitting process.

Comparing $s_{BV}$ with $\Delta m_{15,B}$ is straightforward, as these are direct measurements from the $B$ and $V$ light curves themselves. We use the light-curve analysis package SNooPy (Burns et al. 2011) to interpolate each light curve with a Gaussian process interpolator (Rasmussen & Williams 2006). These are used to measure the time of $B$ maximum, $\Delta m_{15,B}$, and the epoch of $(B-V)$ maximum. We also use SNooPy to compute and apply K-corrections (Oke & Sandage 1968) for each light curve using the Hsiao et al. (2007) spectral template. In the right panel of Figure 1, we plot the results and a linear fit over the range $0.6 < s_{BV} < 1.2$. Interestingly, it appears that $\Delta m_{15,B}$ flattens out at the slow-declining end as well as at the fast end. Wherever these relations flatten out (or go vertical) is a regime where one parameter is potentially telling us more than the other and could therefore prove to be a better discriminator of the decline rate.

For the other two commonly used shape parameters, we use the values of $\Delta$ and $x_1$ published by their authors. For $x_1$ we also used SALT2 to fit some CSP-I objects to show how $x_1$ fails in the same way as $\Delta m_{15,B}$: at high decline rates, the relation flattens out. In contrast, the MLCS2k2 parameter $\Delta$ shows a very clear correlation for the fast decliners, but begins to flatten out at the slow end. This is to be expected, since $\Delta$ is defined as a brightness correction relative to a “standard” SN Ia, so the middle panel of Figure 1 is simply a scaled version of the luminosity–decline rate relation in the $V$ band. In no case do any of these relations become vertical: $s_{BV}$ seems to be more informative than the other three parameters. Nevertheless, it is useful to be able to compare these parameters, so we derive analytic relations between $s_{BV}$ and each of the other three parameters. This is done using simple $\chi^2$ minimization. Fitting a linear relation for $x_1$, we obtain

$$x_1 = -0.10(0.03) + 6.2(0.2)(s_{BV} - 1).$$

(1)
This relation is valid for $s_{BV} > 0.7$. The rms dispersion is 0.27 in $x_1$ or 0.04 in $s_{BV}$.

Unlike $x_1$, the relation between $\Delta$ and $s_{BV}$ is quite continuous over the entire range and shows no obvious break point. Nevertheless, the relation flattens at larger $s_{BV}$, so we fit a quadratic:

$$\Delta = -0.11(0.02) - 1.28(0.08)(s_{BV} - 1) + 2.5(0.2)(s_{BV} - 1)^2, \quad (2)$$

which is valid for the entire range of $s_{BV}$. The rms dispersion is 0.11 mag in $\Delta$ or 0.08 in $s_{BV}$.

Finally, the relation between $s_{BV}$ and $\Delta m_{15}(B)$ is found to be

$$\Delta m_{15}(B) = 0.98(0.01) - 2.02(0.05)(s_{BV} - 1), \quad (3)$$

and this is valid over the range $0.5 < s_{BV} < 1.15$. The rms dispersion is 0.06 mag in $\Delta m_{15}(B)$ or 0.03 in $s_{BV}$.

Given these three independent measures of the decline rate for SNe Ia, we can take the average rms of the fits to Equations (1)-(3) as indicative of the systematic error in $s_{BV}$ for any one object, which is $\sigma(s_{BV}) = 0.05$. When fitting the decline rate relation for cosmological purposes, this will become a random error added in quadrature to the statistical errors reported by SNooPy.

4. Intrinsic Luminosities

Having presented $s_{BV}$, which quantifies the relative luminosity of SNe Ia, we now turn to the other parameter needed to determine distances: the extinction. A commonly used technique to handle the extinction is the Wesenheit function (Madore 1982). In Folatelli et al. (2010), we presented this calibration as the Tripp method and will continue to use this name. The advantage of this method is that for a fixed value of $R_V$, the correction removes the effects of extinction without needing to know the intrinsic colors. However, the assumption of constant $R_V$ (also labeled $\beta$ in other analyses, e.g., Guy et al. 2007) is demonstrably not correct in our own Milky Way galaxy (Cardelli et al. 1989; Fitzpatrick 1999; Nataf 2015), or in the host galaxies of SNe Ia (Riess et al. 1996; Mandel et al. 2011; Burns et al. 2014). Furthermore, if one is interested in the intrinsic luminosity of SNe Ia, then a proper treatment of the extinction is necessary, including variations in the reddening curve from host to host. In this section, we discuss the inference of the reddening correction, the luminosity–decline rate relation, and the possibility of using the fast-declining SNe Ia as standardizable candles.

4.1. Tripp Calibration

For a single set of three filters labeled X, Y, and Z, which define a magnitude in band $X$ and $Y - Z$ color, the Tripp method models the observed peak magnitude $m_X$ as

$$m_X = P_{XYZ}^N(s_{BV} - 1) + \mu(z_{cmb}, H_0, C) + R_{XYZ}(m_Y - m_Z) + \alpha_M(\log_{10} M_\odot M_\odot - M_0), \quad (4)$$

where $P_{XYZ}^N(s_{BV} - 1)$ is a polynomial of order $N$ as a function of $s_{BV} - 1$, and $\mu = \mu(z_{cmb}, H_0, C)$ is the distance modulus given a set of cosmological parameters $C$ including $H_0$. Here, $R_{XYZ}$ can be interpreted either as a simple parameter to be determined in the fitting or, if one assumes a reddening law, as

$$R_{XYZ} = \frac{R_X}{R_Y - R_Z}, \quad (5)$$

where each term is a function only of $R_Y$ through the reddening law (e.g., Cardelli et al. 1989; Fitzpatrick 1999). A special case, the combination $XYZ = BBV$, yields $R_{BBV} = R_Y$ because $R_R = R_Y + 1$. Using Equation (5), one can fit multiple filter triplet combinations simultaneously and solve for a single $R_Y$. The final term of Equation (4) takes into account the correlation between the host galaxy stellar mass and intrinsic luminosity of its SN Ia (Neill et al. 2009; Kelly et al. 2010; Sullivan et al. 2010; Uddin et al. 2017) with $\alpha_M$ being the slope of the correlation and $M_0$ an arbitrary mass zero point, which we take to be $M_0 = 10^{11}M_\odot$. We derive host stellar masses for the CSP-I sample in Appendix B. It is important to point out, though, that any estimate of host mass will involve the distance to the host. This introduces a serious covariance in host mass with Hubble residual and must be handled carefully when doing inference using Equation (4). Specifically, since $\log_{10}(M_\odot / M_\odot) \propto 0.4 \mu$ (see Appendix B), the covariance will be $\text{cov}(\mu, \log_{10}(M_\odot / M_\odot)) = 0.4 \mu^2$, where $\delta \mu$ is the error in distance. We take this into account explicitly by including the distance dependence in $\log_{10}(M_\odot / M_\odot)$ (see Equation (12)).

A serious drawback of this approach is that both intrinsic (i.e., physics of the SN explosion) and extrinsic (dust extinction) sources of color variation are conflated into a single correction, so the inferred value of $R_Y$ cannot reflect the true average dust properties. Recent work by Mandel et al. (2017) shows that these effects can be separated in a statistical sense, alleviating the bias introduced in determining $R_Y$. For the purposes of this paper, we will not attempt to separate these effects in the Tripp method. Instead we tackle the problem by using more sophisticated color models to properly separate reddening and intrinsic color variations (see Section 4.2).

4.1.1. Calibration

We fit Equation (4) (and all other models later in this paper) using a Markov chain Monte Carlo (MCMC) method. The sampling of the MCMC chains is done using the “No U-Turn Sampler” provided by the data modeling language STAN (Carpernter et al. 2017). Four parallel chains with different initial positions in parameter space were produced to check for convergence using the Gelman–Rubin statistic $\hat{R}$ (Gelman & Rubin 1992). This statistic, which estimates the ratio of the variance of a parameter across the four chains to the average variance within the chains, converges to $\hat{R} = 1$ typically within 500 iterations, which are discarded. More chains could be employed to better estimate $\hat{R}$, but since we are only using it as a convergence test, four are sufficient.

The distance modulus is computed from the redshift of the host galaxy using standard ΛCDM cosmology and a fixed $H_0 = 72 \text{ km s}^{-1} \text{ Mpc}^{-1}$, density parameter $\Omega_m = 0.27$, and cosmological constant parameter $\Omega_\Lambda = 0.73$ to be consistent with Folatelli et al. (2010). We will introduce $H_0$ as a free parameter later in Section 5. We leave the reddening parameter $R_Y$ as a free parameter. The error in each data point is modeled as a combination of photometric error $\sigma_{X,i}$, intrinsic dispersion
\(\sigma_X\) for each filter \(X\), and a distance error, \(\sigma_\mu\):

\[
\sigma = \sqrt{\sigma_{X,1}^2 + \sigma_{X,2}^2 + \sigma_\mu^2}.
\]

The error \(\sigma_\mu\) is due to peculiar velocities and is incurred when the distance modulus is derived from the Hubble law. Unlike \(\sigma_X\), this extra dispersion term is achromatic and scales with redshift, \(\sigma_\mu \propto \frac{v_{pec}}{z}\), where we allow the peculiar velocity \(v_{pec}\) to vary as a free parameter. Because the contribution of \(\sigma_\mu\) decreases rapidly with redshift, its value will be constrained by the scatter at low redshift, and the intrinsic dispersions \(\sigma_X\) will be constrained by the scatter at higher redshift. The existence of coherent flows (Neill et al. 2007) could potentially increase \(\sigma_X\). This will be investigated in an upcoming CSP paper, where we will leverage the increased redshift range of the CSP-II sample.

In summary, we use MCMC to fit the observed magnitudes at the maximum of our SNe Ia by solving for the following parameters: the coefficients of the polynomial \(P_{XYZ}\) describing the shape of the Tripp-corrected magnitudes as a function of \(s_{BV}\), the slope of the \(X - Y\) color correction \(R_{XYZ}\), the intrinsic scatter in each band \(\sigma_X\), the peculiar velocity \(v_{pec}\) and the slope of the luminosity–host mass correlation \(\sigma_M\). We assume uniform priors on all parameters, except for \(\sigma_X\), where we impose a strictly positive uniform prior.

We investigate the effects of restricting our sample to only objects with blue colors \((B - V) < 0.5\) and also whether we can fit the fast-declining objects \((s_{BV} < 0.5)\) with a single linear or higher-order polynomial relation.

It should be noted that in cases where a magnitude in filter \(X\) is corrected by a color constructed with the same filter (e.g., \(B\) corrected with \(B - V\)), the appropriate error must be added to the off-diagonal elements of the covariance matrix. This will ensure that errors are propagated properly. For example, degenerate cases, like including both combinations \(B, B, V\) and \(V, B, V\), will not improve the constraints on the model parameters any more than \(B, B, V\) alone. We can also fit single \(X, Y, Z\) combinations alone and obtain color coefficients that are independent of the form of the reddening law \(R_r(R_U)\). We choose to fit a second-order polynomial \((N = 2)\) for all color combinations. For some (e.g., \(BBV\)), the quadratic term is negligible, whereas in the case of the others (e.g., \(YBV\)), a quadratic term is significant. We find that, in particular, a quadratic term is needed for the NIR bands in order to fit the fast-declining objects.

The Tripp relations for the fits using the combinations \((X, Y, Z) = (B, B, V)\) and \((X, Y, Z) = (H, B, V)\) are shown in Figure 2. In general, we recover many of the qualitative aspects that have been seen before (Krisciunas et al. 2004; Folatelli et al. 2010; Kattner et al. 2012), namely that both the stretch and color corrections decrease steadily with longer wavelength. However, we find that all of the NIR stretch corrections are inconsistent with zero slope and curvature. In other words, even at NIR wavelengths, SNe Ia are not perfect standard candles. Table 1 shows the best-fit values for the polynomial \(P^2_{XYZ}\) under the same circumstances we used when fitting the intrinsic colors, namely, omitting the fast-declining or reddest SNe Ia.

### 4.2. Intrinsic Colors and Reddening Corrections

Since extinction can only make objects redder, there will be a “blue edge” to the distribution of observed colors. However, there is a strong dependence of the intrinsic color with decline rate of SNe Ia (Phillips 1993), so we must find blue edges in the color–\(s_{BV}\) planes (see Figure 3).

This was done in Burns et al. (2014) by simultaneously solving for the color excess \(E(B - V)\) and reddening slope \(R_r\) of each SN Ia as well as the intrinsic colors (i.e., blue edges), which were modeled as a quadratic function of \(s_{BV}\). With the increased number of objects in DR3, particularly at low \(s_{BV}\) (i.e., fast decliners), we discovered that using a more complex fitting function was necessary in order to adequately fit the intrinsic colors.

For this paper, we replace the quadratic function with basis splines. This allows for a more complex behavior of the intrinsic colors as a function of decline rate and is simple to implement in the STAN modeling language used to do the fits. Figure 3 shows a comparison between these two models for the intrinsic colors. We use the same methodology as Burns et al. (2014), the only difference being the functional form of the intrinsic colors. The largest discrepancies between the quadratic and spline models are for the slowly declining \((s_{BV} > 1.2)\) events. Due to the small number of objects at the slow end, one object (SN 2005hj) tends to pull the solution (we have plotted this object with red points in Figure 3). SN 2005hj has been shown to have a peculiar Si II \(\lambda 6355\) velocity evolution, similar to SN 2000cx (Quimby et al. 2007), which may explain its peculiar colors. However, the CSP-II SN 2012fr also shows a similarly flat Si II \(\lambda 6355\) evolution (Contreras et al. 2018) and yet has a normal decline rate \((s_{BV} = 1.12)\) and colors (plotted as blue points in Figure 3), so we do not feel justified in excluding it. In Table 2, we list updated extinction values for the entire CSP-I sample that will be used in this paper. The details of how the basis splines are constructed and the values of the best-fit coefficients can be found in Appendix C.
the slope of the host-galaxy mass.

Note. $B - V$ is the observed magnitude in $V$.

### 4.3. The Reddening Model

With estimates of extinction, we can now replace the simple color term in Equation (4) with a proper reddening correction. It has been known for some time (Phillips 1993; Hamuy et al. 1995; Phillips et al. 1999) that the intrinsic colors of SNe Ia are a function of decline rate, with the fast decliners being redder than slow decliners. In contrast to previous analysis (Folatelli et al. 2010), Burns et al. (2014) found that the relation between intrinsic colors and $s_{BV}$ required a quadratic function rather than a linear one. It is therefore likely that the absolute magnitudes of SNe Ia would also be quadratic in $s_{BV}$. We therefore propose the following model for the observed magnitudes of our sample of SNe Ia:

$$m_X = P_X^N (s_{BV} - 1) + \mu(z_{\text{CMB}}, H_0, C) + R_X (R_V) E (B - V) + \alpha_M (\log_{10} M/M_\odot - M_0) .$$

(7)

Here, $m_X$ is the observed magnitude in filter $X$; $P_X^N$ is an order-$N$ polynomial in $s_{BV} - 1$, representing the luminosity–decline rate relation; $\mu(z_{\text{CMB}}, H_0, C)$ is the distance modulus for a given redshift $z_{\text{CMB}}$; $R_X (R_V)$ is the total-to-selective absorption coefficient for filter $X$ as a function of the reddening parameter $R_V$; and $E(B - V)$ is the color excess. The values of $R_V$ and $E(B - V)$, as well as their errors and covariances, were computed using the methods of Burns et al. (2014). We fit all objects in all filters simultaneously using MCMC and obtain estimates of the following parameters: the coefficients of the polynomial describing the luminosity–decline rate relation $P_X^N$, intrinsic scatter in each filter $\sigma_X$, the slope of the host-galaxy mass relation $\alpha_M$, and the average peculiar motion $v_{\text{pec}}$.

As in Section 4.1.1, we hold the Hubble constant $H_0$ and cosmological parameters $C$ fixed and also solve for a correlation with host galaxy mass. In Section 5, we will incorporate SNe Ia with

### Table 1

| $X$ | $P_X^1$ | $P_X^2$ | $P_X^3$ | $R_{BV}$ | $R_V$ | $\alpha_X$ | $\sigma_X$ | $v_{pec}$ |
|-----|---------|---------|---------|----------|--------|------------|------------|----------|
| $B$ | 19.182(062) | -0.89(1) | -0.02(30) | 2.81(09) | 1.65(08) | -0.063(031) | 0.13 | 310 |
| $V$ | 19.181(061) | -0.89(1) | -0.02(30) | 1.82(09) | 1.65(08) | -0.063(030) | 0.13 | 310 |
| $u$ | 18.818(097) | -1.28(17) | 0.32(44) | 3.64(13) | 1.13(32) | -0.153(051) | 0.22 | 233 |
| $g$ | 19.229(084) | -0.90(11) | -0.13(31) | 2.38(09) | 1.57(09) | -0.073(032) | 0.13 | 317 |
| $r$ | 19.099(059) | -0.74(10) | 0.38(27) | 1.38(08) | 1.78(08) | -0.077(028) | 0.12 | 302 |
| $i$ | 18.523(059) | -0.48(10) | 0.41(27) | 0.98(08) | 1.85(09) | -0.081(028) | 0.12 | 295 |
| $Y$ | 18.517(077) | -0.07(11) | 1.19(30) | 0.42(09) | 1.34(21) | -0.083(032) | 0.12 | 284 |
| $J$ | 18.633(062) | -0.37(12) | 0.61(32) | 0.36(10) | 1.27(36) | -0.056(029) | 0.11 | 336 |
| $H$ | 18.431(062) | -0.05(12) | 1.18(31) | 0.27(09) | 1.28(57) | -0.050(030) | 0.11 | 299 |

Note. $P_X$, $P_Y$, and $P_Z$ are the coefficients of the zeroth-, first-, and second-order terms of the polynomial $P_X^N (s_{BV} - 1)$ from Equation (4).
independent distance estimates in order to constrain $H_0$. When dealing with the extinction, we could correct the observed magnitudes $m_X$ in Equation (7) and construct a covariance matrix to handle the resulting correlated errors. However, since $v_{pec}$ and $\sigma_V$ must also be included in the diagonal terms of the covariance matrix, it would have to be recomputed and inverted at each MCMC step. Instead, a more computationally efficient approach is to treat $E(B-V)$ and $R_V$ as nuisance parameters with Gaussian priors determined from Section 4.2. In this way, we account for the uncertainty and covariance due to the extinction without having to invert large matrices. Table 3 summarizes the best-fit parameters using several different subsets of the data.

Figure 4 shows the results of fitting the absolute magnitudes as a function of both $s_{B V}$ and $\Delta m_{15}(B)$. While there is a slight decrease in the rms scatter of the fits using $s_{B V}$ as shape parameter rather than $\Delta m_{15}$ for the normal objects ($s_{B V} > 0.5$, $\Delta m_{15}(B) < 1.7$ mag), there is a marked improvement in fitting the faster decliners, which appear to be a more continuous extension of the normal (albeit quadratic) luminosity–decline rate relation, perhaps suggesting a single explosion mechanism (e.g., Hoeftich et al. 2017). The question then arises: can the use of $s_{B V}$ as a shape parameter allow the use of these objects as better standardizable candles than with $\Delta m_{15}(B)$?

4.4. Results

Using the information from our intrinsic color analysis, namely the best-fit values of $E(B-V)$ and $R_V$, we can correct for the extinction and solve for absolute luminosities rather than color-corrected luminosities as we did in Section 4.1.1. We fit Equation (7) for each SN Ia and each filter $X$ simultaneously. We use the same priors for the luminosity–decline rate relation coefficients, intrinsic dispersions, distance moduli, and peculiar velocities as we did with the Tripp analysis. An important difference, however, is that each SN must be corrected for extinction using the values of $E(B-V)$ and $R_V$ determined from the colors. Even though this introduces two additional degrees of freedom for each and every SN Ia, there are typically nine data points (filters) to be fit, and the extinction parameters were constructed without knowledge of the distances. So while it is likely the scatter will be reduced (see Figure 5), the overall trend with $s_{B V}$ is not a function of how we fit the intrinsic colors.

Figure 5 shows a comparison of the residuals of both the Tripp and reddening-corrected fits (left and middle panels, respectively) for a sample of three filters ($u$, $B$, and $H$). As expected, the magnitude of these residuals increases at low redshift because peculiar velocities are the dominant source of variance. The red lines show the combination of error due to a peculiar velocities and an intrinsic dispersion in each filter, whose values are tabulated in Table 3.

It is quite striking how much the dispersion is reduced in $B$ when using reddening-corrected magnitudes rather than a simple color correction, while the dispersions in $u$ and $H$ seem to be unchanged. This is because, while exploring parameter space, the MCMC chains will tend to favor values of $E(B-V)$ and $R_V$ that minimize the residuals in the luminosity–decline rate relation, resulting in a posterior whose mean is shifted with respect to that of the input prior. These shifts have to be small compared to the widths of their uncertainties and must simultaneously improve the fit for all filters observed for each object. These small shifts have virtually no effect on the redder wavelengths, so $H$ appears unchanged in Figure 5. For $u$, the shifts required to improve the fit end up increasing the scatter in the other optical filters, so the overall likelihood is lower, suggesting that the scatter is real and not just errors in the reddening correction. This is expected for $u$, where intrinsic differences from SN to SN have long been known to be larger in the near-UV and UV (Foley & Kasen 2011; Burns et al. 2014) and our photometry tends to be of poorer quality.

4.5. Cross-validation

To more accurately measure the dispersion in the luminosity–decline rate relation and how minimizing the distance residuals can affect the extinction estimates, we use the technique of cross-validation, where the calibration of the luminosity–decline rate relation is done while omitting a fraction of the training sample. The resulting calibration can then be used to predict the distance of the omitted SNe Ia. Comparing these cross-validated distances with the Hubble distance then gives us a more realistic measure of the scatter one can expect when using a single SN Ia to measure a host distance. The cross-validated distances can also be used for the nearest objects whose Hubble distances are uncertain due to peculiar velocities. For simplicity, we use “leave one out” cross-validation (LOOCV), where the calibration is recomputed after omitting each SN in turn.

The resulting histogram of distance residuals is then fit with a Gaussian mixture model in order to robustly measure the dispersion and also identify outliers (Hogg et al. 2010; Krisciunas et al. 2017). Briefly, the residual of object $i$ is assumed to originate from two Gaussian distributions: one with probability $q_i$, centered at zero and with standard deviation equal to the model errors (see Equation (6)), and a second with probability $1 - q_i$ and having an unknown center and standard deviation. The result is a more realistic estimate of $\sigma_X$ (which we will call $\sigma_{CV}$) and a “quality” parameter $q_i$ for each SN that ranges from zero to one. Low values of $q_i$ indicate high probability of the SN being an outlier. The values of $\sigma_{CV}$ are given in Table 3, and the values of $q_i$ for each SN are given in Table 2.
For each SN Ia, we have two estimates of $E(B-V)$ and $R_V$; those determined from the color analysis of Section 4.2 (when distance is not considered) and those we get as posteriors from the MCMC while calibrating the luminosity–decline rate relation (where distance is included). Figure 6 shows how the differences in these estimates are correlated with the residuals in the distance. In all cases, the shift is small compared to the width of the prior on the variable (indicated by horizontal error bars). Nonetheless, the resulting change in $B$-band extinction (right panel of Figure 6) is comparable to the scatter in the luminosity–decline rate relation and therefore will artificially reduce the measured intrinsic scatter. Note, however, that there is no systematic bias: just as many points are shifted to low values of $E(B-V)$ and $R_V$ as are shifted to high values.

Another important result of this cross-validation analysis is that the dispersion in the residuals $\sigma_{CV}$ is quite uniform for all of the filters, save for $u$, which is consistently $\sim$0.1 mag larger. Also, combining multiple filters does not reduce the scatter relative to using individual filters, indicating that the residuals are highly correlated, which is not surprising as the dominant source should be peculiar velocities (which is an achromatic error) and uncertainties in the reddening parameters.

We include the cross-validated measures of $\sigma_X$ in Table 3. These should be used when considering the error in distance one can expect when using the reddening method as a distance measure. We also include the average quality parameter $(q_i)$ and cross-validated distance modulus $\mu_{CV}$ for each SN in Table 2.

### 4.6. Fast Decliners

We turn once again to the question of whether the fast-declining objects for which $s < 0.5$ can be incorporated into the modeling of the luminosity of SNe Ia. Looking at Figure 2, it seems that a quadratic fit to the luminosity as a function of decline rate is adequate to capture the behavior for $s_{BV} < 0.5$. A linear relation can account for the luminosity of the fast decliners in the $B$ band. In the case of the $H$ band, however, the points with $s_{BV} < 0.5$ lie systematically below the linear fit, and a quadratic term is required. While the fast-declining objects are intrinsically dimmer than the normal SNe Ia, they are also significantly redder, and the Tripp color correction compensates in the optical. However, in the NIR, the correction is smaller and the fast decliners remain below the linear relation in Figure 2. This indicates that the reason fast-declining SNe Ia are red is likely not due to dust but rather that they are intrinsically red.

In contrast, Figure 4 shows a very smooth and continuous decline rate relation for all objects, albeit requiring a significantly nonlinear functional fit. Nevertheless, it is striking that such a relation seems to apply to the full range of $s_{BV}$. Unfortunately, being intrinsically faint, we have few fast-declining events that
are sufficiently distant to ascertain how well the relation does at the very extreme end of the decline rate relation. But for one object, SN 2006mr, which is the fastest declining object in our sample, we are fortunate that the host galaxy (NGC 1316) hosted three other SNe Ia that are not part of the CSP-I training sample (Stritzinger et al. 2010). We therefore have an independent distance estimate of \( \mu = 31.25 \pm 0.04 \) mag. This allows us to place SN 2006mr in Figures 2 and 4, which we distinguish using a yellow star symbol. The trend with \( s_{ BV } \) continues smoothly for the fastest object, and SN 2006mr lies very close to the extrapolated luminosity–decline rate relation. More quantitatively, we can compare the distance to NGC 1316 with the cross-validated distance for SN 2006mr with fixed \( H_0 = 72 \) km s\(^{-1}\) Mpc\(^{-1}\) (to be consistent with Stritzinger et al. 2010): \( H_{ 0 \text{mag} } = 31.26 \pm 0.16 \) mag. In contrast, using \( \Delta m_{15} \) as a predictor would lead to distance estimates up to a magnitude more distant.

Lastly, it is worth noting that the right-hand panel of Figure 4 shows a dispersion very similar to the left-hand side, showing again that the true value of \( s_{ BV } \) primarily lies in how it sorts the fast-declining objects. What looks like a very fast drop-off of the decline rate relation for \( \Delta m_{15} \) \( > 1.7 \) mag is in reality just a failure of the parameter to accurately classify how fast an SN Ia evolves.

### Table 3

| Filter | \( P^0 \) | \( P^1 \) | \( P^2 \) | \( \alpha \) | \( \sigma_{ Y } \) | \( \sigma_{ CV } \) | \( v_{pec} \) |
|--------|---------|---------|---------|---------|---------|---------|---------|
| \( B \) | \(-19.422\) | \(-0.83\) | \(3.76\) | \(-0.084\) | \(0.11\) | \(0.15\) | \(262\) |
| \( V \) | \(-19.352\) | \(-0.89\) | \(2.47\) | \(-0.072\) | \(0.10\) | \(0.15\) | \(259\) |
| \( u \) | \(-19.106\) | \(-1.14\) | \(5.08\) | \(-0.175\) | \(0.17\) | \(0.24\) | \(309\) |
| \( g \) | \(-19.448\) | \(-0.87\) | \(3.06\) | \(-0.092\) | \(0.11\) | \(0.13\) | \(268\) |
| \( r \) | \(-19.216\) | \(-0.75\) | \(2.32\) | \(-0.081\) | \(0.10\) | \(0.14\) | \(260\) |
| \( i \) | \(-18.589\) | \(-0.49\) | \(1.83\) | \(-0.083\) | \(0.12\) | \(0.15\) | \(282\) |
| \( Y \) | \(-18.568\) | \(-0.06\) | \(1.89\) | \(-0.087\) | \(0.15\) | \(0.15\) | \(254\) |
| \( J \) | \(-18.670\) | \(-0.32\) | \(1.25\) | \(-0.057\) | \(0.13\) | \(0.16\) | \(343\) |
| \( H \) | \(-18.450\) | \(-0.06\) | \(1.61\) | \(-0.046\) | \(0.13\) | \(0.14\) | \(292\) |

**Note.** \( P^0 \), \( P^1 \), and \( P^2 \) are the coefficients of the zeroth, first-, and second-order terms of the polynomial \( P^2 \) \( (s_{ BV } - 1) \) from Equation (7).

In Sections 4.1.1 and 4.3, we left \( H_0 \) as a fixed parameter, thereby setting the distance scale of the universe. In order to allow \( H_0 \) to vary in our simulations and infer its most likely value, we must use independent distance estimates to the closest SNe Ia. In principle, any method can be used, but Cepheid variables have been the primary calibrator (Freedman et al. 2001; Sandage et al. 2006; Riess et al. 2016). Cepheids have the advantage of a long history in the literature and have
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The left-hand panels show the absolute magnitude of the SNe reddening correction using cross-validation where the distance is unknown. The middle panels for a reddening correction incorporating knowledge of the distance, and the right panels for a Tripp color correction, the middle panels for a reddening residual of $\Delta m_{15}(B)$ as a function of redshift. The top panels show histograms of the
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Figure 4. Luminosity–decline rate relation for the CSP-I DR3 SN Ia sample. The left-hand panels show the absolute magnitude of the CSP-I DR3 SN Ia sample, SN 2006mr, adopting the distance of NGC 23pp Stritzinger et al. 2010, 2018 December 10 Burns et al.

Table 4 lists the SNe Ia we consider with Cepheid distances from Riess et al. (2016) to calibrate our Hubble diagram as it is the most comprehensive data set under a single photometric system. In the following sections, we present the general method, and then consider different data subsamples and their effects on the derived value of $H_0$. We

5.1. Cepheid Distances

Table 4 lists the SNe Ia that were observed by the CSP and for which there will be no systematic errors due to differences in photometric calibration. The models we wish to fit are the same as Equations (4) and (7), except that now we allow $H_0$ to vary. This will result in a degeneracy with the zeroth-order term of $P_0^N(s_{BV} - 1)$, so we need SNe Ia whose distances are independent of $H_0$. We

A promising alternative to Cepheids is the Tip of the Red Giant Branch (TRGB) method (Madore et al. 2009; Jang et al. 2017). A significant advantage with TRGB is that the older stellar populations being considered are found in both early- and late-type galaxies, allowing for potentially more nearby calibrating SN Ia hosts. The method is also typically carried out in the outskirts of the hosts, reducing the crowding significantly. The Carnegie-Chicago Hubble Program (CCHP; Beaton et al. 2016; W. F. Freedman 2018, in preparation) aims to measure $H_0$ using population II distance indicators, and the CSP-I and CSP-II samples will be a significant component of their work.

For the purposes of this paper, we will forgo using the existing TRGB sample as it is rather sparse and lacks SNe Ia that were observed in the NIR. We therefore use the Cepheid sample of Riess et al. (2016) to calibrate our Hubble diagram as it is the most comprehensive data set under a single photometric system. In the following sections, we present the general method, and then consider different data subsamples and their effects on the derived value of $H_0$. We

Comparison between the distance residuals $\Delta \mu$ and the difference between the best-fit values of color excess (left panel), reddening coefficient (middle panel), and total absorption in the $B$ band (right panel). The horizontal error bars represent the width of the prior that was used when calibrating the luminosity–decline rate relation. The top panels show histograms of the changes in each of the extinction parameters to help show that the distributions are not biased.

Figure 6. Comparison between the distance residuals $\Delta \mu$ and the difference between the best-fit values of color excess (left panel), reddening coefficient (middle panel), and total absorption in the $B$ band (right panel). The horizontal error bars represent the width of the prior that was used when calibrating the luminosity–decline rate relation. The top panels show histograms of the changes in each of the extinction parameters to help show that the distributions are not biased.

well-understood systematics (Madore & Freedman 1991; Sandage & Tammann 2006; Freedman & Madore 2010). Their disadvantage is that at the distance of the closest SNe Ia, the typical angular separations of stars in the host are small enough to require space-based observations. Even with the Hubble Space Telescope, though, there is significant crowding and overlapping of point-spread functions, requiring corrections that can approach the flux level of the Cepheid itself (Riess et al. 2011).

For the purposes of this paper, we will forgo using the existing TRGB sample as it is rather sparse and lacks SNe Ia that were observed in the NIR. We therefore use the Cepheid sample of Riess et al. (2016) to calibrate our Hubble diagram as it is the most comprehensive data set under a single photometric system. In the following sections, we present the general method, and then consider different data subsamples and their effects on the derived value of $H_0$. We

5.1. Cepheid Distances

Table 4 lists the SNe Ia we consider with Cepheid distances from Riess et al. (2016), their hosts, and the source of the optical and NIR photometry. A significant number (15/19) have SNe Ia whose brightness was measured in the NIR and can be used to improve the estimates of reddening and the slope of the reddening law (see Section 4.2). There are also five SNe Ia that were observed by the CSP and for which there will be no systematic errors due to differences in photometric calibration.

The models we wish to fit are the same as Equations (4) and (7), except that now we allow $H_0$ to vary. This will result in a degeneracy with the zeroth-order term of $P_0^N(s_{BV} - 1)$, so we need SNe Ia whose distances are independent of $H_0$. We

Figure 5. Model residuals as a function of redshift. The left panels show the residuals for a Tripp color correction, the middle panels for a reddening correction incorporating knowledge of the distance, and the right panels for a reddening correction using cross-validation where the distance is unknown. The three rows show residuals in three different filters: $u$, $B$, and $H$. The solid red lines indicate the best fit for the observed dispersion, being a combination of both peculiar velocity errors and a constant variance for each filter.
therefore modify the distance moduli from Equations (4) and (7) to be as follows:

$$\mu = \begin{cases} 
\mu_{\text{ceph},i} & i \in \{\text{Cepheid hosts}\} \\
\mu_{\text{hel}, \text{cmb}}, H_0, q_0 & \text{otherwise.}
\end{cases}$$

(8)

Here, $\mu_{\text{ceph},i}$ is the distance modulus of the galaxy in the set of Cepheid hosts hosting the SN Ia, and we use the standard second-order expansion of the luminosity distance for the rest:

$$\mu_{\text{hel}, \text{cmb}}, H_0, q_0 = 5 \log_{10}\left[ \left(1 + \frac{1}{1 + q_0} \right)^{\frac{1}{2}} \frac{c z_{\text{cmb}}}{H_0} \left(1 + \frac{1}{2} q_0 z_{\text{cmb}}\right) \right] + 25$$

(9)

is the distance modulus from the Hubble law with cosmic deceleration $q_0 = \Omega / 2 - \Omega_m = -0.53$ (Planck Collaboration et al. 2016). The factor $(1 + z_{\text{hel}})/(1 + z_{\text{cmb}})$ accounts for the fact that observational effects such as time dilation should be corrected using redshift relative to the heliocentric frame of reference, $z_{\text{hel}}$, whereas cosmological distances should be computed using redshift relative to the cosmic microwave background (CMB), $z_{\text{cmb}}$.

The key to solving for $H_0$ therefore lies entirely in the determination of the distances to the calibrating hosts $\mu_{\text{ceph},i}$. These are determined using the Leavitt period–luminosity law with linear corrections based on the color of the Cepheid and its metallicity (Freedman & Madore 2011; Riess et al. 2016). This is implemented in the following model for the observed magnitudes of the Riess et al. (2016) sample of Cepheid variables:

$$m_H^\text{Ceph} = M_H^\text{Ceph} + \mu_{\text{ceph},i} + \alpha \log_{10} P + \beta (V - I) + \gamma [O/H].$$

(10)

Here, $M_H^\text{Ceph}$ and $\alpha$ are the zero-point and slope of the Leavitt law, $P$ is the period of the Cepheid, $\beta$ is the slope of the Wesenheit correction using $V - I$ color, and $\gamma$ is the correction factor for the effect of the metallicity $[O/H]$ (Freedman & Madore 2011). Now we are left with a degeneracy between $M_H^\text{Ceph}$ and the distance moduli to the hosts $\mu_{i}$, which we break by calibrating the Cepheids themselves using fundamental distance indicators to the Large Magellanic Cloud (LMC), the water maser galaxy NGC 4258, and galactic Cepheids with parallax measurements. We model these as follows:

$$m_H^\text{Ceph (LMC)} = M_H^\text{Ceph} + \mu_{\text{LMC}} + \alpha \log_{10} P + \beta (V - I) + \gamma [O/H]_{\text{LMC}} + \epsilon_{\text{p,LMC}},$$

$$m_H^\text{Ceph (N4258)} = M_H^\text{Ceph} + \mu_{\text{N4258}} + \alpha \log_{10} P + \beta (V - I) + \gamma [O/H]_{\text{N4258}},$$

$$m_H^\text{Ceph (MW)} = M_H^\text{Ceph} - 5 \log_{10} \pi - 5 + \alpha \log_{10} P + \beta (V - I) + \gamma [O/H] + \epsilon_{\text{p,MW}},$$

(11)

where $\mu_{\text{LMC}} = 18.49 \pm 0.05$ mag (Riess et al. 2016) and $\mu_{\text{N4258}} = 29.40 \pm 0.23$ mag (Humphreys et al. 2013) are assigned Gaussian priors, and the 10 Milky Way parallaxes $\pi$ are given by Benedict et al. (2007). We include possible systematic offsets $\epsilon_{\text{p,LMC}}$ and $\epsilon_{\text{p,MW}}$ between the $F104W$ system used by Riess et al. (2016) and those used by Persson et al. (2004) for the LMC Cepheids as well as the local Milky Way Cepheids (Groenewegen 1999). Furthermore, we include similar terms for the possible systematic offsets between the CSP-I natural system and the photometric systems listed in Table 4. Since these are completely unknown, we place a Gaussian prior on each centered at zero and with a width equal to the error in the zero-point for each filter (see Appendix D). At this point, we do not use known Cepheids from the DR2 release of Gaia, as they are all bright, and there appears to be a zero-point offset in the absolute parallaxes that is dependent on the brightness of the star (Lindegren et al. 2018). The systematic uncertainty in this offset could be as high as 0.02 mas (Riess et al. 2018), resulting in a systematic distance error of approximately 7%. Using Gaia as a robust anchor will have
to await the classification and subsequent photometric follow-up of fainter Cepheids.

When including the Riess et al. (2016) Cepheid data, one must be very careful of the statistical description of the photometry. Working in flux units with properly weighted distributions, as we do with the SN photometry, is not possible, due to unknown bias corrections and sigma clipping that have been performed on the Riess et al. (2016) data. Since the authors have not published these corrections, one is forced to work in magnitudes. For more details, see Appendix E.

Since the link between the Cepheid sample and the SN Ia sample is the set of distance moduli for the calibrating hosts, \( \mu_{\text{ceph},i} \), we can split the MCMC simulation into two steps: (1) determine the values \( \mu_{\text{ceph},i} \) for the calibrating hosts, including a complete covariance matrix \( C(\mu) \), and (2) use these as priors for the SN Ia MCMC runs. This allows for a much more efficient use of computing time, as one can experiment with how the supernova properties and priors affect \( H_0 \) without having to recompute the Cepheid calibration. We have published our covariance matrices \( C(\mu) \) as part of the online data, and they can be used by anyone who wishes to use the host distances consistently without having to deal with the Cepheid data itself. The software is also available to fit with different priors and probability models. A sample covariance matrix is shown in Figure 7 and shows the large range of uncertainty in the Cepheid host distances. To better visualize the off-diagonal values, we have clipped the color map to a maximum of \( \sigma^2 = 0.005 \). The true extent of the diagonal elements is from an error of \( \pm 0.05 \) mag (NGC 3447) to \( \pm 0.32 \) mag (NGC 4424). There is very little structure in the off-diagonal terms, indicating that the primary source of covariance is the systematic error in the distances to the fundamental anchors (LMC, NGC 4258, and MW Cepheids).

5.2. Results

Many previous analyses have investigated numerous systematic effects related to the Cepheid sample, including the effects of omitting objects based on period and metallicity, as well as the inclusion or exclusion of the fundamental anchors (e.g., Riess et al. 2016). Rather than run our simulations on various subsamples of the Cepheid data (e.g., cut out low/high-period Cepheids, include/exclude LMC, MW, and NGC 4258), we use all of the available data and do our best to model the residuals through several nuisance parameters such as \( e_{\text{infra}} \) and intrinsic dispersions and restricting the limits of predictor variables such as period. In this way, we include these important systematic errors without having to run multiple scenarios with different Cepheid subsamples, instead focusing on the systematics related to the SNe Ia. The full details of the Bayesian model and associated priors that were used can be found in Appendix E.

Figure 8 shows the Hubble diagram for two bands, \( B \) and \( H \), using the extinction-based color corrections. The best-fit value of the Hubble constant \( H_0 \) is shown as solid red lines, and the predicted dispersions due to peculiar velocities and intrinsic widths of the luminosity–decline rate relation (labeled) are shown as dashed red lines. The red points correspond to the SNe in hosts with Cepheid distances.

Table 5 lists a summary of the values of \( H_0 \) derived when using the two different methods of dealing with the host galaxy extinction for each of the CSP-I filters. We also split our SNe Ia into several subsamples, as we did in Sections 4.1 and 4.3. We provide three uncertainties in \( H_0 \): (1) the uncertainty \( \sigma_{\text{total}} \) when the distances to the Cepheid hosts are kept fixed, (2) the uncertainty \( \sigma_{\text{infra}} \) when all parameters are allowed to vary, and (3) the uncertainty \( \sigma_{\text{Cepheid}} = \sqrt{\sigma_{\text{tot}}^2 - \sigma_{\text{infra}}^2} \). This separation should give an indication of the error budget due to the supernova and Cepheid data. The final column indicates the number of SNe Ia observed in each filter that have Cepheid distances. The systematics involved with the Cepheids are well known and will not be discussed further here. We turn instead to discussion of the SN-related effects.

The largest source of systematic error for our SN sample is the difference in average host galaxy stellar mass between the Cepheid sample and the more distant sample. The limited mass...
range of the CSP-I sample not only introduces a covariance between the $H_0$ and $\alpha_M$, it also limits the precision of our estimates for $\alpha_M$, thereby increasing the overall systematic error in $H_0$. In principle, we could use the value of $\alpha_M$ determined from other samples as a prior, but we would be limited to the $B$ band, and we prefer to implement an independent measure of the host mass effect. The increased range in host mass in the CSP-II sample will greatly alleviate this systematic.

In general, the uncertainties in $H_0$ measured using the extinction method are larger than that found by the Tripp method. This is because, in the Tripp method, there is a single reddening “slope” whose uncertainty is reduced as $\sqrt{N}$, whereas in the extinction method, it is assumed there is an underlying distribution of $R_V$ whose width does not decrease with SN sample size. We believe this more faithfully describes the observed diversity in reddening properties of SN Ia hosts and should be included in the error budget.

A major goal of the CSP-I was to provide a Hubble constant entirely based on NIR data (both for the Cepheids and SNe). We provide such estimates for all three NIR bands, though clearly the $Y$ band’s constraint is weaker because it only has five calibrating SNe (the same is true for the $g$ band). Bands $J$ and $H$ have fewer calibrating SNe than the optical filters, but have comparable uncertainties, which is partly due to their decreased sensitivity to both the reddening and host-galaxy mass corrections (see Tables 1 and 3). In particular, the $H$ band has the lowest host mass dependence $\sigma_M = -0.04 \pm 0.03$ and lowest extinction dependence, and it is nearly consistent with no color-stretch dependence. We therefore take the $H$-band determination of $H_0 = 73.2 \pm 2.3$ km s$^{-1}$ Mpc$^{-1}$ as our best estimate, a value nearly identical to that obtained by Riess et al. (2016) using SNe Ia in optical wavelengths with a Tripp correction. Our value using Tripp and the $B$ band yields $H_0 = 72.67 \pm 2.1$ km s$^{-1}$ Mpc$^{-1}$, somewhat lower but well within uncertainties. It is also consistent with a previous NIR determination of the Hubble constant by Dhawan et al. (2018), who found $H_0 = 72.8 \pm 3.1$ km s$^{-1}$ Mpc$^{-1}$ and used CSP-I photometry as part of their sample.
In general, our bluer wavelengths yield estimates of $H_0$ that are systematically lower, but we caution that at these wavelengths, the host galaxy mass corrections are larger, which, due to the difference in average stellar mass between the distant and Cepheid hosts, leads to a lower value for $H_0$. Future estimates based on CSP-II objects, which span a more representative range of host masses, will make these estimates more reliable.

6. Conclusions

In this paper, we have presented an updated calibration of the CSP-I sample of SNe Ia using a variety of methods and assumptions and the resulting values for the Hubble constant $H_0$. The calibrations are most useful for the astronomical community to determine distances and extinctions to SNe Ia outside the CSP-I sample in order constrain host-galaxy properties or analyze the physics of the SNe Ia themselves.

In the forefront of our analysis is the introduction of a new light-curve shape parameter, $sg_{BV}$, that we feel is a more reliable measure of the decline rate of SNe Ia than $\Delta m_{15}(B)$. The reason for this is that $sg_{BV}$ measures the temporal location of a very specific and physically well-understood transition in the ejecta: the recombination of Fe III $\rightarrow$ Fe II. This in turn depends on the temperature evolution of the ejecta and hence the overall energy budget. In contrast, $\Delta m_{15}(B)$ depends much more on the details of the energy transport through the ejecta, and for the fast decliners, the transition from optically thick to thin occurs near or before day 15, leading to a breakdown in the ability of $\Delta m_{15}(B)$ to classify these objects. Ultimately, the validation of $sg_{BV}$ as a light-curve parameter will require more fast-declining objects in the Hubble flow. This is hampered by the fact that the fast decliners are also subluminous compared to “normal” SNe Ia. Alternatively, finding fast-declining objects in galaxies that have redshift-independent distances, including those that have hosted other normal SNe Ia, can also allow us to verify how precise their distances can be estimated. This is the case with SN 2006mr, our fastest-declining object. Using the mean distance from three other SNe Ia, we find that the distance inferred from SN 2006mr is consistent to within the uncertainties from the luminosity–decline rate relation. The ability of a single light-curve parameter to predict both the intrinsic color and luminosity of SNe Ia over such a large range of decline rates suggests that there is a single explosion mechanism at work.

A great deal of effort has been done to accurately measure the intrinsic colors and extinctions of our sample. This allows us to not only produce absolute luminosities for our objects, but also deal with the fact that the value of $R_V$ is highly variable. In the case where the extinction is high, the colors tell us what $R_V$ is and give a more reliable extinction correction. In the case where extinction is low, the value of $R_V$ is inherited from the mean of the training sample, but so is its underlying variance, yielding a more reliable error in the extinction correction. We have used these extinction estimates to produce as accurate an estimate as possible for the extinction-corrected absolute magnitudes using photometric data on a single well-understood system. This will be invaluable to the theoretical community for testing explosion models (Kasen & Woosley 2007; Hsiao et al. 2013; Stritzinger et al. 2015; Hoeflich et al. 2017).

Finally, we have derived several estimates for the value of $H_0$ using two different approaches to the color correction, multiple wavelengths, and different subsamples. Unsurprisingly, we find that the differences are greatest when the average properties (decline rate, color, and host mass) of the calibrating SNe Ia differ from the distant sample. In the case of decline rate and color, the more extreme cases in the distant sample are rare and can be eliminated from the sample without increasing the final error budget in $H_0$. This is not the case for host galaxy mass, where the calibrating sample hosts are significantly lower in mass than the majority of the distant hosts. This is simply a result of sampling the Cepheid hosts from a smaller volume and relying on targeted searches for the distant sample. Here, the $H$ band clearly has an advantage that is due to its relative insensitivity to host galaxy mass.

The use of NIR data to constrain cosmology therefore continues to show promise. Aside from the fact that the NIR allows one to more accurately constrain the extinction of the SNe Ia, its relative insensitivity to variations in the reddening law $R_V$ generally yields tighter constraints on $H_0$ despite having fewer Cepheid hosts. The disadvantages of the NIR are the relative faintness of the SNe and the brightness of the background sky, requiring more observational resources than in the optical. There is also more uncertainty in the filter responses and zero-points due to atmospheric effects (see Appendix D), which is particularly worrisome for a high-$z$ cosmology, where cross-band K-corrections are required. Progress can be made here by moving to space-based observations or improving our atmospheric monitoring and corrections, particularly with regard to precipitable water vapor.

Our use of NIR data to constrain cosmology will also improve with an increased sample of objects farther out in the Hubble flow. At present, the CSP’s sample of objects has a median redshift of $z \sim 0.25$ and is biased to high-luminosity hosts. The CSP-II, which has now finished observations, will provide approximately 120 SNe Ia with a median redshift of $z \sim 0.056$ drawn from untargeted surveys. This will allow us to more accurately determine the intrinsic dispersion of SNe Ia and possible correlations with host galaxy properties in the NIR.

We are also collaborating with the Carnegie Hubble Program (Freedman et al. 2011), which seeks to establish a mid-infrared distance ladder from the Milky Way all the way out to the hosts of SNe Ia using Cepheids, providing a completely independent anchor. The CSP-II will be able to provide the final rung of this distance ladder in the NIR out to $z \sim 0.1$.
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Appendix A

Photometry of SN 2012ht and SN 2015F

In Section 5 we used two SNe Ia from the CSP-II project to anchor the SN Ia distance ladder, so we present their photometry in this section. The CSP-II is a continuation of CSP-I, with a particular emphasis on the NIR observations at higher redshift than in the CSP-I. The observational setup and procedure in the optical are identical to CSP-I, and details are given by Krisciunas et al. (2017). For the NIR observations, we moved RetroCam from the Swope telescope to the du Pont at LCO. Other than that, our observational procedures and data reduction are identical to the CSP-I, and the complete telescope, filter, and CCD transmission functions have been measured, which are available at the CSP website. Note that, in 2013 October, the CCD detector on the Swope telescope was upgraded from a Site3 to e2v CCD. This resulted in a change to our filter functions and zero-points in the optical. SN 2012ht is therefore on the old CSP-I natural system, whereas SN 2015F is on the new one. Both SNe are on the new du Pont RetroCam natural system, which is described in Contreras et al. (2018).

Table 6 lists the photometry of SN 2012ht and SN 2015F. Tables 7 and 8 list the photometry of the reference stars in the standard optical (Landolt 1992; Smith et al. 2002) and NIR (Persson et al. 1998) systems. The filter functions and photometric zero-points $z_{\lambda}$ of the CSP-I and CSP-II natural systems are available at the CSP website. These can be used to S-correct (Stritzinger et al. 2005) the photometry to other systems (see Appendix D).

Table 6

| MJD (days) | Filter | Mag   | Phase (days) |
|-----------|--------|-------|--------------|
| SN 2012ht |        |       |              |
| 56282.3   | B      | 15.737| −13.4        |
| 56283.3   | B      | 15.258| −12.4        |
| 56285.3   | B      | 14.405| −10.4        |
| 56286.3   | B      | 14.093| −9.4         |
| 56289.3   | B      | 13.501| −6.4         |
| 56290.3   | B      | 13.382| −5.4         |
| 56291.3   | B      | 13.277| −4.4         |
| 56292.3   | B      | 13.210| −3.4         |
| 56295.3   | B      | 13.111| −0.4         |
| SN 2015F  |        |       |              |
| 57092.1   | B      | 16.939| −14.8        |
| 57093.1   | B      | 16.253| −13.8        |
| 57094.0   | B      | 15.704| −12.9        |
| 57095.1   | B      | 15.209| −11.8        |
| 57096.0   | B      | 14.829| −10.9        |
| 57097.1   | B      | 14.510| −9.8         |
| 57098.1   | B      | 14.254| −8.8         |
| 57099.0   | B      | 14.076| −7.9         |
| 57100.1   | B      | 13.895| −6.8         |
| 57101.0   | B      | 13.739| −5.9         |
| 57102.1   | B      | 13.637| −4.8         |

(This table is available in its entirety in machine-readable form.)

---

12 https://csp.obs.carnegiescience.edu
Table 7
Optical Photometry of Secondary Standards in the Standard Systems of Smith et al. (2002) and Landolt (1992)

| ID | \(\alpha\) (2000) | \(\delta\) (2000) | \(u'\) | \(g'\) | \(r'\) | \(i'\) | \(B\) | \(V\) |
|----|------------------|-----------------|--------|--------|--------|--------|------|------|
| 1  | 10:53:39.48      | +16:49:16.9     | 16.832(044) | 15.574(025) | 15.128(019) | 14.973(021) | 15.939(031) | 15.309(023) |
| 2  | 10:53:36.34      | +16:49:54.0     | 18.770(099) | 16.509(043) | 15.617(028) | 15.276(028) | 17.038(054) | 16.015(034) |
| 3  | 10:53:30.02      | +16:50:26.4     | 18.373(107) | 17.227(056) | 16.883(046) | 16.751(074) | 17.514(091) | 17.008(085) |
| 4  | 10:53:18.67      | +16:49:20.4     | 17.961(055) | 16.478(036) | 15.929(031) | 15.740(032) | 16.892(051) | 16.147(056) |
| 5  | 10:53:23.78      | +16:48:15.0     | ...        | 17.748(115) | 17.046(078) | 16.762(073) | 18.212(110) | 17.356(093) |
| 6  | 10:53:14.61      | +16:45:51.6     | ...        | 19.331(099) | 18.205(091) | 17.722(101) | 0.000(000)  | 18.586(083) |
| 7  | 10:53:12.91      | +16:45:20.7     | ...        | 17.501(062) | 16.104(031) | 14.620(021) | 18.337(136) | 16.684(062) |
| 8  | 10:53:19.68      | +16:43:29.5     | 19.046(037) | 18.015(117) | 17.544(054) | 17.331(108) | 18.304(111) | 17.692(087) |
| 9  | 10:53:15.43      | +16:42:48.5     | 18.835(081) | 16.819(066) | 15.479(015) | 14.696(017) | 17.592(100) | 16.084(063) |
| 10 | 10:53:10.80      | +16:43:24.2     | 14.540(017) | 13.371(014) | 12.991(010) | 12.874(011) | 13.693(014) | 13.139(014) |
| 11 | 10:53:35.45      | +16:42:25.3     | 18.381(058) | 17.099(058) | 16.563(045) | 16.376(060) | 17.465(094) | 16.731(042) |

(This table is available in machine-readable form.)
### Appendix B

#### Host Galaxy Mass

In recent years, there has been evidence of a correlation between the color- and decline rate-corrected luminosity of SNe Ia and bulk properties of their host galaxies. For nearby SNe Ia, Neill et al. (2009) found a correlation between host age and corrected peak brightness, and Kelly et al. (2010) found a 2.5σ correlation between host galaxy stellar mass and corrected peak brightness, both using a sample similar to the CSP-I sample. Using a more distant sample from the Supernova Legacy Survey (SNLS), Sullivan et al. (2010) show a similar trend with stellar mass, measuring a non-zero gradient at ~3σ. More recently, Udinn et al. (2017) have used a comprehensive set of more than 1300 SNe Ia and detect a correlation between Hubble residual and host galaxy mass at a significance of 4σ. This effect can bias our determination of the Hubble constant if the sample of SNe Ia in CSP-I have hosts with significantly different stellar mass than the 19 hosts with Cepheid distances used to anchor the Hubble diagram. To investigate this, we determine stellar masses for a subsample of CSP-I hosts using the 2MASS extended source catalog (Jarrett et al. 2000). We then assume a constant mass-to-light ratio in the K band (McGaugh & Schomber 2014). Under this assumption, the stellar mass of a host galaxy is given by

\[
\log_{10}(M_*/M_\odot) = -0.4(m_K - \mu) + C, \tag{12}
\]

where \(m_K\) is the apparent K magnitude of the host, \(\mu\) is its distance modulus, and \(C\) is a constant that sets the mass scale. To determine \(C\), we apply Equation (12) to the sample of galaxies from Neill et al. (2009) that have 2MASS K-band photometry. The left panel of Figure 9 shows the comparison of the two estimates in stellar mass. The best-fit value for the mass scale is \(C = -1.04\) dex, and the rms scatter is \(±0.3\) dex.

Of the 120 SNe Ia in the CSP-I sample, 103 have 2MASS measurements of the host galaxy, and their K-band magnitudes and corresponding stellar masses are listed in Table 2. An additional four objects (SN 2003du, SN 2005ir, SN 2006ej, and SN 2008bf) are in the Neill et al. (2009) sample and can be used directly. Lastly, we use host mass estimates from Chang et al. (2015) for another eight objects, including the host of SN 2012ht. To check for consistency, we have plotted the Neill et al. (2009) masses versus the Chang et al. (2015) masses for 46 objects they have in common. Aside from one clear outlier, the correspondence is very good, with an rms scatter of 0.2 dex. This leaves us with only five objects for which we have no host mass estimates. These are left as free parameters with uniform priors over the range of stellar masses observed for the CSP-I sample: \(9 < \log_{10}(M_*/M_\odot) < 11.5\).

The mean stellar mass of the CSP-I sample excluding the Cepheid hosts is \(\log_{10}(M_*/M_\odot) = 10.7\), whereas the mean stellar mass of the Cepheid hosts is \(\log_{10}(M_*/M_\odot) = 10.1\), for a difference of 0.6 dex. This is large enough to produce a 2%–3%...
shift in $H_0$, given the typical host mass–luminosity slopes that are measured. We therefore include a linear correction factor in Equations (4) and (7). The slopes of the host mass corrections are given in Tables 1 and 3. Figure 10 shows the correlation between Hubble residuals and host mass using two different filters ($B$ and $H$) and the two different methods of treating extinction. In all cases, the slope is significant to between 1$\sigma$ and 2$\sigma$, but generally decreasing with wavelength. The hosts with Cepheid distances are colored with red points.

Appendix C

Intrinsic Color Model with Basis Splines

Burns et al. (2014) modeled the intrinsic color as a second-order polynomial, which therefore had three degrees of freedom per filter. There is no physical basis for this, and it was chosen primarily as a numerical convenience. Any functional form that captures the shape of the “blue edge” in Figure 3 will suffice. With additional data from CSP-I, it became apparent that a simple polynomial was insufficient.

Basis splines provide more flexibility needed to fit the complex behavior. Also, the sample of objects is sparse at either end of the luminosity–decline rate relation, and individual objects at either end of the distribution in $s_{BV}$ will not influence the overall shape of a spline as much as it would for a polynomial. Basis splines are constructed using basis functions:

$$S(s_{BV}) = \sum_i a_i B_i(s_{BV}).$$

Here $S$ is the spline function used to model the intrinsic colors, $a_i$ are the spline coefficients controlling the shape, and $B_i$ are the basis functions, which are constructed recursively using the Cox–de Boor algorithm (de Boor 1978). This algorithm is available as a standard library for most scientific computing languages. The values of $B_i(s_{BV})$ can be computed for each SN Ia and then passed to STAN as data, which will solve for the $a_i$ as free parameters of the model.

We chose knot points at $s_{BV} = [0.23, 0.9, 1.34]$, corresponding to the two endpoints of the distribution and the median value. For a cubic spline, this leads to five basis splines and therefore five degrees of freedom for each filter. Figure 11 shows the functional form of these basis functions. Table 9 lists
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**Figure 9.** Comparison of host galaxy stellar masses determined from 2MASS $K$-band photometry (left panel) and masses from Chang et al. (2015; right panel) with those from Neill et al. (2009). The solid red lines are fits assuming a slope of 1, and the dashed lines indicate ±0.3 dex.
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**Figure 10.** Residuals in the Hubble diagram as a function of stellar mass of the host galaxies. The top row of panels shows residuals from the Tripp model, while the bottom row shows residuals from the extinction method. The left column is for the $B$ band, while the right column is for the $H$ band. The best-fit lines are shown as red solid lines with the 1$\sigma$ as dashed red lines. The SNe Ia with Cepheid distances are plotted as red points.
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**Figure 11.** The five basis splines used to model the intrinsic colors of the SNe Ia.
the coefficients for several intrinsic colors of SNe Ia as well as the intrinsic scatter \( \sigma \) in each color. One can construct the spline coefficients for a color not found in Table 9 by simply adding or subtracting the appropriate coefficients for two known colors.

Appendix D
CSP-I Zero-points and Their Uncertainties

In order to measure \( H_0 \) using SNe Ia, a sample of nearby objects whose hosts have independent distances is required. Due to the scarcity of such events, we must combine our CSP-I sample with others from the literature, so a significant systematic uncertainty is the error in the absolute zero-points of our photometric system. This was not presented in Krisciunas et al. (2017), so we devote this section to their estimation. They apply equally well to both the CSP-I and CSP-II filter sets.

The photometric zero-point for filter \( X \) allows us to convert from magnitudes to photon fluxes measured by the telescope and is computed as

\[
zp_X = m_x + 2.5 \log_{10} \left( \frac{1}{ch} \int f_{\lambda X} S_{X} \lambda d\lambda \right), \tag{14}\]

where \( zp_X \) is the zero-point for filter \( X \), \( m_x \) is the assumed natural magnitude of a fundamental standard (Krisciunas et al. 2017), \( ch = 1.9864 \times 10^{-8} \) erg Å, \( f_{\lambda X} \) is the spectral energy distribution (SED) of the fundamental standard in erg s\(^{-1}\) cm\(^{-2}\) Å\(^{-1}\), \( \lambda \) is the wavelength in Å, and \( S_X \) is the total transmission (telescope, instrument, and atmosphere) for filter \( X \).

There are several sources of error in Equation (14), which we will now estimate and combine in quadrature to get a final error in each \( zp_X \). First, there is the choice of fundamental standard. Typically the Bohlin & Gilliland (2004b) SED of Vega is used for the set \( B, V, Y, J, \) and \( H \), while the Bohlin & Gilliland (2004a) SED of BD + 17\(^{2}\)4708 is used for \( u, g, r, \) and \( i \). Two other standards from CALSPEC\(^{13} \) have \( B \)- and \( V \)-band magnitudes on the Landolt (1992) system as well as \( u, g, r, \) and \( i \) magnitudes on the Smith et al. (2002) system and so can be used for our optical filters: P177D and P330E (Bohlin & Landolt 2015). Indeed, BD + 17\(^{2}\)4708 is now known to be variable (Bohlin & Landolt 2015). Using these three different fundamental standards leads to shifts in the zero-points listed as \( \delta \) (stand) in Table 10. For the NIR, there is only one other CALSPEC standard that has \( J \) and \( H \) photometry on the Persson et al. (1998) system, \( \xi^2 \) Ceti (HD 15318), which was one of the standards from Frogel et al. (1978) used by Elias et al. (1982) to calibrate their standards, which were in turn used to calibrate the Persson et al. (1998) standards. In the case of the \( Y \) band, we use Equation (D1) from Krisciunas et al. (2017) to transform the \( J \)- and \( H \)-band magnitudes of \( \xi^2 \) Ceti to a \( Y \)-band magnitude.

Second, in order to compute the natural system magnitudes \( m_x \), we employ the color terms from Krisciunas et al. (2017) in reverse. These color terms have associated errors, leading to uncertainty in \( m_x \), which are listed as \( \delta(ct) \) in Table 10.

Lastly, there remains the error in the shape of the transmission functions \( S_X(\lambda) \). As detailed in Krisciunas et al. (2017), these are constructed by multiplying the throughput of the telescope, instrument, and filters as measured by Rheault et al. (2010) with a model of the atmosphere:

\[ S_X(\lambda) = R_{\text{scan}}(\lambda)A_{\text{aero}}(\lambda)10^{-0.4\delta(AM-1)A_{\text{tel}}(\lambda)}. \tag{15} \]

Here, \( R_{\text{scan}} \) is the observed throughput of the telescope, instrument, and filter; \( A_{\text{aero}} \) is the extinction in the atmosphere due to aerosols and ozone as measured at CTIO for an airmass of 1.0 (Stone & Baldwin 1983; Baldwin & Stone 1984); \( k_X \) is the extinction coefficient for filter \( X \); \( AM \) is the typical airmass for the CSP standard observations; and \( A_{\text{tel}} \) is a model transmission function due to oxygen and water vapor. The most important systematic uncertainty in \( R_{\text{can}} \) is the wavelength calibration, which is estimated to be \( \pm 1 \) Å (Rheault et al. 2010). Using synthetic photometry, we found that the resulting error in the zero points was negligible, and we therefore ignore any errors in \( R_{\text{scan}} \) and consider only systematic errors in the atmospheric transmission.

Figure 12 shows the scans \( R_{\text{scan}} \) and the atmospheric components for two different assumed values of airmass and precipitable water vapor (PWV). It is obvious that errors in \( A_{\text{aero}} \) are more important for the optical filters, whereas errors in \( A_{\text{tel}} \) are more important in the NIR, including the \( i \) band. These errors are primarily due to the assumed value of typical airmass (AM) and PWV. As stated in Krisciunas et al. (2017), we assume AM = 1.2, which corresponds to the mode of the distribution of AM for our standard star observations. However, the distribution has a long tail to high AM, and one could argue that the median of AM is more appropriate. The median for the CSP-I observations is AM = 1.33, and we therefore take \( d(AM) = 0.1 \) as a possible systematic error in the assumed airmass. Using Equation (14), the errors in the

\begin{table}[h]
\centering
\begin{tabular}{cccccc}
\hline
Color & \( a_0 \) & \( a_1 \) & \( a_2 \) & \( a_3 \) & \( a_4 \) & \( \sigma \) \\
\hline
\( u-B \) & 1.21(0.12) & 0.77(0.14) & 0.16(0.13) & 0.41(0.09) & -0.08(0.15) & 0.099 \\
\( B-V \) & 0.68(0.05) & 0.21(0.05) & -0.25(0.06) & 0.06(0.04) & -0.18(0.08) & 0.029 \\
\( r-g \) & 0.43(0.07) & -0.08(0.06) & -0.24(0.07) & -0.19(0.05) & -0.40(0.10) & 0.013 \\
\( V-r \) & 0.13(0.05) & -0.12(0.05) & -0.06(0.05) & -0.17(0.03) & -0.21(0.07) & 0.019 \\
\( V-i \) & 0.02(0.08) & -0.51(0.07) & -0.65(0.07) & -0.09(0.05) & -0.76(0.09) & 0.035 \\
\( r-i \) & -0.11(0.06) & -0.39(0.06) & -0.59(0.06) & -0.73(0.04) & -0.55(0.07) & 0.035 \\
\( V-Y \) & 0.50(0.11) & -0.60(0.10) & -0.30(0.11) & -1.20(0.08) & -0.63(0.16) & 0.041 \\
\( Y-J \) & 0.01(0.11) & 0.37(0.12) & -0.18(0.11) & 0.30(0.07) & -0.03(0.13) & 0.078 \\
\( J-H \) & 0.03(0.10) & -0.31(0.12) & -0.01(0.11) & -0.46(0.07) & -0.10(0.12) & 0.073 \\
\( V-J \) & 0.51(0.13) & -0.23(0.13) & -0.48(0.13) & -0.90(0.09) & -0.66(0.16) & 0.070 \\
\( V-H \) & 0.55(0.12) & -0.54(0.11) & -0.49(0.12) & -1.36(0.09) & -0.77(0.17) & 0.029 \\
\hline
\end{tabular}
\caption{Basis-spline Coefficients for Intrinsic Colors of SNe Ia}
\end{table}

\(^{13}\) http://www.stsci.edu/instruments/observatory/cdbs/calspec.html
Table 10
Photometric Zero-point Errors

| Filter | $\delta$(stand) | $\delta$(tel) | $\delta$(AM) | $\delta$(tel) | $\delta$(AM) | $\delta$(tel) | $\delta$(AM) |
|--------|-----------------|---------------|--------------|--------------|--------------|--------------|--------------|
| u      | 0.004           | 0.016         | 0.073        | 0.051        | 0.012        | ...          | 0.091        |
| g      | 0.005           | 0.003         | 0.013        | 0.019        | 0.005        | ...          | 0.024        |
| r      | 0.001           | 0.002         | 0.012        | 0.010        | 0.004        | 0.001        | 0.016        |
| i      | 0.005           | 0.002         | 0.021        | 0.006        | 0.004        | 0.002        | 0.022        |
| B      | 0.005           | 0.000         | 0.018        | 0.024        | 0.005        | ...          | 0.031        |
| V(LC-3014) | 0.003         | 0.004         | 0.011        | 0.014        | 0.004        | ...          | 0.019        |
| V(LC-3009) | 0.006         | 0.004         | 0.011        | 0.014        | 0.004        | ...          | 0.020        |
| V(LC-9844) | 0.003         | 0.004         | 0.011        | 0.014        | 0.004        | ...          | 0.019        |
| Y      | 0.040           | ...           | ...          | 0.001        | ...          | 0.006        | 0.040        |
| J      | 0.030           | ...           | ...          | 0.006        | ...          | 0.025        | 0.040        |
| H      | 0.020           | ...           | ...          | 0.002        | ...          | 0.008        | 0.022        |

Figure 12. Scanned filter+telescope+CCD transmission lines (black curves) for optical (top panel) and NIR (bottom panel) bandpasses. The transmissions due to atmospheric effects of aerosols (blue and orange lines) and telluric lines (red and green) are plotted for two different airmasses.

The combined effects are listed in Table 10 as $\delta$(AM).

The final tallied error in the zero-points is listed in the final column of Table 10 and is used to model the systematic errors when combining our photometry with other systems. All filters aside from $u$ are uncertain at the few percent level. The larger error in $J$ is mostly due to the uncertainty in the effects of telluric absorption by the atmosphere changing the shape of the filter, and there is no clear way to reduce these errors without measuring PWV, which was never done during the CSP-I observations. The error in $Y$ has the potential to be greatly reduced by improving the fundamental calibration. There plans to build a small (~10 inch aperture) robotic telescope at LCO with NIR capabilities, which would allow us to observe brighter stars and tie the $Y$ band onto the Vega system.

Appendix E
Bayesian Hierarchical Models

In this appendix, we present some of the more technical aspects of our inference using Bayesian hierarchical models. A more general discussion of the numerical method used (MCMC) can be found in our earlier work on the intrinsic colors (Burns et al. 2014). We restrict discussion here to the model and priors used.

The models presented in Sections 4 and 5 are ultimately compared with observed fluxes $f_{\lambda,i}$ from the telescope. While the models were presented in magnitude units to retain their familiarity, all fitting is done in flux units. Conversion between the two is done using the standard formula:

$$f_{\lambda,i} = \exp[0.921(zp_{\lambda} - m_{\lambda,i})],$$  \hfill (17)

where $zp_{\lambda}$ is the photometric zero-point for the telescope and filter in question. The precise values of $zp_{\lambda}$ are not important,
as they amount to a constant change of scale (akin to a change of units), and we choose values that produce fluxes as close to unity as possible, improving numerical accuracy.

There is, however, a crucial difference between the probabilistic treatment of the Cepheid and SN photometry. Typically, fluxes measured by a photon-counting device such as a CCD are distributed as a Poisson distribution and for high enough counts approach a normal distribution. The practice of converting to magnitudes will result in a nonnormal distribution with skew toward fainter fluxes. This is the case for the SN Ia data, where one can observe the host galaxy after the SN has faded and subtract its flux entirely, leaving only the SN flux, and a normal distribution is appropriate for describing it.

For the Cepheid data, the background host light cannot be subtracted in such a way, and its contribution must be estimated in a probabilistic way by injecting multiple fake stars into the Cepheid field, measuring their recovered flux, and comparing to the injected flux (Riess et al. 2011). The resulting distribution of fluxes is dominated by fluctuations in the background galaxy light, which are found to be normally distributed in magnitudes, implying the fluxes are log-normally distributed. Log-normal distributions have a skew toward brighter fluxes, and if the maximum likelihood for the Cepheid photometry in magnitude units is \( \bar{m} \), then the maximum likelihood in flux units will be \( \exp(\bar{m} + \sigma^2) \), where \( \sigma \) is the observed standard deviation of the fake star photometry in magnitudes. The net result is a bias of order \( \sigma^2 \). As part of their analysis, Riess et al. (2016) removed this bias (and others) from the published magnitudes, which amounts to multiplicative corrections in flux units and therefore biases the maximum likelihood in flux to fainter values. Using a normal distribution in this case would therefore lead to an underestimate of the flux, and since the bias corrections applied to the Cepheid data are not published, one must use a log-normal distribution (or equivalently, fit in magnitude units).

The probability of the observed Cepheid fluxes \( f_{\text{cep},i} \) given the model parameters \( \theta \) is therefore

\[
P(f_{\text{cep}}|\theta) = \text{lognormal}(f_{\text{cep}}, \mu_{\text{cep}}, \sigma_{\text{cep}}^2),
\]

where \( f_{\text{cep}}(\theta) \) are the “true” Cepheid fluxes given by Equations (10) and (11). The total variance \( \sigma_{\text{cep}}^2 \) is modeled as the sum

\[
\sigma_{\text{cep}}^2 = \epsilon_i^2 + \sigma_{\text{cep}}^2 + \gamma^2 \epsilon_{\text{OH}}^2,
\]

where \( \epsilon_i^2 \) is the measurement error for \( f_{\text{cep},i} \), \( \epsilon_{\text{OH}} \) is the error in [O/H], which is treated as a free parameter, and \( \sigma_{\text{cep}}^2 \) is any extra variance required to explain the observed dispersion in the Leavitt law residuals. It is assumed that the errors in \( f_{\text{cep},i} \) are uncorrelated with errors in \( P_i \) or [O/H], for the Cepheids and that errors in period \( P_i \) are negligible. However, in order to allow the model to down-weight Cepheid variables based on their period (Freedman et al. 2001), we add an extra term to \( \sigma_{\text{cep}}^2 \):

\[
\sigma_{\text{cep}}^2 = \sigma_{\text{cep}}^2 + \exp(-(P - P_0)/P_{\text{low}}) + \exp(-(P_1 - P)/P_{\text{high}}),
\]

where \((P_0, P_1)\) is the range of observed periods, and \( P_{\text{low}}, P_{\text{high}} \) control the lower and upper limits where the extra dispersion becomes important. The reason for doing this, instead of simply setting hard limits, is that STAN needs to compute derivatives of the probability with respect to the parameters, and we therefore need an analytic (rather than Boolean) representation of the variance.

For the SNe Ia, we assume the errors in \( f_{\lambda,i} \) and \( z_{\text{hel},i} \) are uncorrelated. We use the measured covariance between \( f_{\lambda,i} \) and \( s_{\text{BV},i} \) from the SNooPy fits and assume normally distributed errors in flux:

\[
P([f_{\lambda,i}, s_{\text{BV},i}]|\theta) = N^2([f_{\lambda,i}^T, s_{\text{BV},i}^T, C_i], C),
\]

for the SNe Ia, where one can observe the host galaxy after the SN has faded and subtract its flux entirely, leaving only the SN flux, and a normal distribution is appropriate for describing it.
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Note that uniform priors placed on parameters expressed in magnitudes imply Jeffreys priors in flux units.
summary of all the parameters and their typical values and errors is given in Table 11.
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