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Abstract
We study the mechanisms of advective trapping in composite porous media that consist of circular inclusions of distributed hydraulic conductivity embedded in a high conductivity matrix. Advective trapping occurs when solute enters low velocity regions in the media. Transport is analyzed in terms of breakthrough curves measured at the outlet of the system. The curve’s peak behavior depends on the volume fraction occupied by the inclusions, while the tail behavior depends on the distribution of hydraulic conductivity values. In order to quantify the observed behaviors, we derive two equivalent upscaled transport models. First, we derive a Lagrangian trapping model using the continuous-time random walk framework that is parameterized in terms of volume fraction and the distribution of conductivities in the inclusions. Second, we establish a non-local partial differential equation for the mobile solute concentration by volume averaging of the microscale transport equation. We show the equivalence between the two models as well as (first-order) multirate mass transfer models. The upscaled approach parameterized by medium and flow properties captures all features of the observed solute breakthrough curves and sheds new light on the modeling of advective trapping in heterogeneous media.
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1 Introduction

Transport of solutes in the subsurface is a relevant topic for many environmental engineering problems, such as managing groundwater quality, storage of substances in the subsurface, energy production or subsurface remediation. Modeling of the transport process is needed to make predictions, to design environmental or industrial operations, or to interpret observations made at a particular site. One of the main difficulties for models is the heterogeneous structure of the subsurface. Hydraulic and transport parameter contrasts can be very high. This is in particular true for fractured media, but also holds for porous media. This poses a challenge for models, as the parameter structure is typically not known, nor is it feasible to resolve it in a model. For this reason, upscaled models are used, where the heterogeneous structure is only partly, or not at all, resolved.

For transport of non-reacting substances in heterogeneous porous media, advection and diffusion or dispersion are the relevant local-scale transport processes and the mass balance for a substance leads to the advection-dispersion equation (ADE). Upscaled models for such transport processes are often formulated in a way that they keep the structure of an ADE, while the (constant) effective transport parameters are defined according to the distribution of medium heterogeneity (Brenner and Edwards 1993). In particular, for highly heterogeneous media, such approaches have been questioned. Heterogeneous structures can lead to a strong variability of transport times, so that spatial concentration distributions or breakthrough curves are poorly represented by those generated with an ADE characterized by constant upscaled transport parameters. As an example, breakthrough curves can show a strong tailing, which is not reproducible with ADE-based solutions. In the last decades, alternative modeling approaches have been developed to account for non-Fickian transport behavior (Frippiat and Holeyman 2008; Dentz et al. 2011; Fiori et al. 2015; Lu et al. 2018; Pedretti and Bianchi 2018), such as multirate mass transfer (MRMT) and memory function models (Haggerty and Gorelick 1995; Carrera et al. 1998; Haggerty et al. 2000), continuous-time random walk (CTRW) models (Berkowitz et al. 2006; Cvetkovic et al. 2014; Noetinger et al. 2016; Comolli et al. 2016) or fractional derivative models (Cushman and Ginn 2000; Benson et al. 2000, 2013; Meerschaert and Sikorskii 2011). The parameterization of such models and how to relate them to structural information of the subsurface or material properties have been a field of intense research (e.g., Zinn et al. 2004; Fiori et al. 2007; Willmann et al. 2008; Edery et al. 2014; Zhang et al. 2014; Cvetkovic et al. 2014; Jankovic et al. 2017; Comolli et al. 2019).

In this paper, we focus on the upscaling of transport in composite porous media with sharp material contrast that consist of low-conductivity inclusions embedded in a highly conductive background. This scenario is motivated by fractured porous media, in which the inclusions represent the low conductivity matrix and the connected high conductivity background the fractures. Non-Fickian transport due to diffusive mass exchange between fast transport paths and stagnant regions has been upscaled in the framework of matrix-diffusion or multirate mass transfer approaches (Maloszewski and Zuber 1985; Haggerty and Gorelick 1995; Carrera et al. 1998; Cvetkovic et al. 1999; Gouze et al. 2008; Zhang et al. 2014; Hyman et al. 2019). In these approaches, the impact of mass transfer between a mobile and immobile continua is encoded in memory functions that can in principle be related to the geometry and material properties of the stagnant regions. The MRMT approach was used by Willmann et al. (2008) for the effective modeling of the combined effect of advective-dispersive transport in highly heterogeneous media in terms of empirical memory functions. However, the mechanisms and
parameterization of large-scale transport due to advective mass transfer between a highly conductive background and low conductivity inclusions are still open issues.

Rubin (1995); Eames and Bush (1999) and Dagan and Fiori (2003) derived macrodispersion coefficients for composite porous media with a bimodal parameter distribution and isotropic and anisotropic inclusions. Zinn et al. (2004) studied experimentally the mechanisms of diffusive and advective trapping in bimodal composite media consisting of circular inclusions with different conductivity contrasts. These authors observed the breakdown of the macrodispersion concept for media with intermediate and high parameter contrasts, and breakthrough curve tailing due to diffusion and slow advection within the inclusions. Hidalgo et al. (2020) derived a memory function model for bimodal composite media that accounts for advective trapping in the inclusions and fast transport in the background.

Dagan et al. (2003) proposed multi-indicator media consisting of inclusions of different sizes and hydraulic conductivities as models for the conductivity distributions in aquifer and derived expressions for longitudinal dispersivities. Based on this conceptual medium representation, Fiori et al. 2006, 2007 developed a semi-analytical Lagrangian model for the distribution of solute travel times in highly heterogeneous porous media, which where implemented in a time-domain random walk framework (Cvetkovic et al. 2014) as the multi-indicator self-consistent approximation (MIM-SCA) model. These authors found anomalous transport and strong breakthrough curve tailing due to broad distributions of hydraulic conductivity and explored the relation to CTRW models. The CTRW framework was used by Tyukhova et al. (2016) to model strong tailing of solute breakthrough curves in composite media with random conductivity distributions. These approaches are based on Lagrangian transport formulations in terms of distributions of solute travel times that can be related to the conductivity distribution, while MRMT approaches provide non-local partial differential equations for the mobile and total solute concentrations based on memory functions whose relation to advective mass transfer and medium heterogeneity is elusive.

Here, we study transport in composite media characterized by sharp conductivity contrast between the inclusions and background media. The inclusions are characterized by a distribution of hydraulic conductivities that are much lower than the background conductivity. We generalize the approach presented in Hidalgo et al. (2020) for a bimodal medium. While the medium is similar to the one considered by Fiori et al. (2006), here the main source of heterogeneity comes from the conductivity contrast between the matrix and inclusions. Our upscaling strategy is similar to the one adopted by Fiori et al. (2006) in the sense that large-scale transport is quantified in terms of (advective) transition times over characteristic medium length scales. However, based on the strong contrast between inclusions and background, our upscaling approach combines the mobile-immobile mass transfer and CTRW frameworks. In this approach, mass transfer between the background and the inclusions is modeled as a Poissonian trapping process with trapping times given by the velocity and size of the inclusions. Based on this, we establish an upscaled Lagrangian trapping model from first principles, from which we derive a non-local partial differential equation for the mobile solute concentration. The memory kernel and trapping rates are fully constrained by the medium structure and conductivity distribution, which yields a predictive large-scale transport model. Furthermore, we provide an alternative derivation of the large-scale model using volume averaging and show the equivalence to (first-order) MRMT models.

Section 2 defines the flow and transport model, the model medium and the numerical study cases. Section 3 provides the derivation of the upscaled transport model and Sect. 4 on the comparison of the upscaled model with detailed numerical simulations. Section 5
provides conclusions and outlook for the application of the derived upscaling approach for more general heterogeneity scenarios and multiphase flow conditions.

2 Background and Methodology

We consider a 2D medium of size $L_x \times L_y$ formed by a homogeneous material of conductivity $K_m$ in which disconnected randomly arranged inclusions of circular shape and radius $r_0$ are embedded. The inclusion arrangement is generated by randomly choosing the centers coordinates from an uniform distribution and discarding inclusions that overlap previously existing ones until the desired volume fraction $\chi$ is covered. The inclusions are homogeneous, but their conductivity is randomly distributed. We will consider log-normal and a gamma distributions. The distribution parameters are chosen so that the mean conductivity of the inclusions is always smaller than the conductivity of the matrix (see Fig. 1).

2.1 Flow and Transport Model

We solve the incompressible steady-state flow equation

$$\nabla \cdot \mathbf{v}(\mathbf{x}) = 0 \quad (1)$$

where

$$\mathbf{v}(\mathbf{x}) = -K(\mathbf{x})\nabla h(\mathbf{x}) \quad (2)$$

is the Darcy velocity, $K(\mathbf{x})$ is the hydraulic conductivity and $h$ is the piezometric head. A constant flow rate $v_0$ is prescribed on the left boundary and zero head on the right one so that the mean flow is aligned with the $x$ axis. The top and bottom boundaries are periodic.

We consider purely advective transport governed by

![Fig. 1 Heterogeneous porous media composed of circular inclusions with conductivity log-normally distributed. The mean velocity is parallel to the horizontal direction. A line injection of solute represented by particles (colored dots) is injected at the left boundary. The initial line injection is distorted as particles travel through the media following the streamlines and are trapped in low conductivity inclusions. Dots color indicates time. Blue corresponds to the earliest time, red and green to intermediate times and purple to the latest time.](image-url)
where $c$ is concentration and \( \mathbf{v}(x) = \mathbf{q}(x)/\phi \). Porosity $\phi$ is assumed to be constant and set equal to one. Initially, the solute is uniformly distributed along a line, i.e., \( c(x, t = 0) = c_0 \delta(x) \). Zero gradient concentration is considered on the left and right boundaries and periodic boundary conditions on the top and bottom ones.

Transport is solved in a Lagrangian framework. The equation of motion for the position \( \mathbf{x}(t; \mathbf{a}) \) of a fluid particle is

\[
\frac{d\mathbf{x}(t; \mathbf{a})}{dt} = \mathbf{v}[\mathbf{x}(t; \mathbf{a})],
\]

with \( \mathbf{x}(t = 0; \mathbf{a}) = \mathbf{a} \). Initially, the particles are uniformly distributed along the left boundary.

### 2.2 Numerical Simulations

Flow and transport problems are solved numerically. Flow (1) is solved using a two-point flux finite volume scheme, which gives the velocity on the cells’ sides. The domain is discretized using a regular mesh of square cells of side $\Delta = r_0/30$. The mesh size was chosen to reproduce the circular shape of the inclusions with enough accuracy. Advective transport (3, 4) is solved using the semi-analytical method of Pollock (1988). The initial solute distribution is represented by $N_p = 10^6$ particles uniformly distributed along the left boundary, which is equivalent to a flux-weighted injection because flow at the inlet is uniform and the streamlines parallel to the $x$ direction. This is achieved by adding a buffer of length $2r_0$ between the boundary and the first inclusion. The simulation runs until all particles leave the domain and the arrival times at the right boundary are recorded subtracting the travel time through the buffer.

We present the results using dimensionless magnitudes. Length is scaled using the domain height $L_y$, velocity with the prescribed velocity $v_0 = q_0/\phi$ and conductivity with the background conductivity. The characteristic time is $\tau_c = L_y \phi/v_0$. In dimensionless units, the domain used for the simulation has dimensions $20 \times 1$, and the inclusion size is $r_0 = 0.0359$. The contrast between the background conductivity and the mean conductivity of the inclusions is $\langle K_i \rangle/K_m = 0.01$, where $\langle K_i \rangle$ is the mean conductivity of the inclusions. We consider two distributions for $K_i$, log-normal

\[
f(K, \mu, \sigma) = \frac{1}{K\sigma\sqrt{2\pi}} \exp \left( -\frac{(\log K - \mu)^2}{2\sigma^2} \right)
\]

and gamma

\[
f(K, k, \theta) = \frac{1}{\Gamma(k)\theta^k}K^{k-1}e^{-K/\theta}.
\]

The log-normal distribution is characterized by $\mu = 0.01, \sigma^2 = 2.3$ and the gamma distribution by $k = 0.8$ and $\theta = 0.02638$. The distribution parameters are chosen so that the conductivity fields have equivalent log-statistics regardless of the distribution. The chosen variance corresponds to a mildly heterogeneous distribution of conductivity of the inclusions. However, the main source of heterogeneity in the systems comes from the contrast between
3 Transport Upscaling

The upscaling of transport is based on the following rationale. The flow structure is organized into a connected high flow background and embedded low flow inclusions. As particles move through this structure, they follow tortuous flow paths in the background along which they encounter inclusions. Motion in the background is modeled here by translation with the mean background velocity \( v_m \), while the impact of flow variability is accounted for by the dispersion coefficient \( D_m \). The number of inclusions encountered after a travel distance \( \ell \) is modeled as a Poissonian random variable characterized by the spatial rate \( \lambda \),

The upscaling approach relies on the representation of trapping as a Poisson process, which is valid for uniform random media characterized by a finite mean distance between inclusions. The random structure of the composite media under consideration here is indeed characterized by approximately exponential distributions of distances between inclusions.

Each time a particle gets advectively trapped inside an inclusion, it travels over the small average distance \( \ell_0 = r_0 \pi / 2 \) during a large time \( \tau = \ell_0 / v_e \), where \( v_e \ll v_m \) is the average speed inside the inclusion. That is, the particle is essentially retained at the position of the inclusion. The volumetrically sampled Eulerian distribution of average speeds \( v \) across the ensemble of inclusions in the following is denoted by \( p_e(v) \). The probability to encounter an inclusion of high velocity \( v_h \) is higher than encountering an inclusion of low velocity \( v_{\ell} \) because the stream tube that leads into the high velocity inclusion is wider than the one leading into a low velocity inclusion by a factor \( v_h / v_{\ell} \) as a result of volume conservation. Thus, the distribution of inclusion velocities encountered by a particle is obtained from the Eulerian \( p_e(v) \) by weighting with the average inclusion speed,

\[
p_e(v) = \frac{v p_e(v)}{\langle v_e \rangle},
\]

where \( \langle v_e \rangle \) denotes the mean of \( p_e(v) \). The distribution \( \psi(t) \) of residence times \( \tau = \ell_0 / v_e \) can be expressed in terms of \( p_e(v) \) as

\[
\psi(t) = \frac{\ell_0}{\ell} p_e(\ell_0 / t).
\]

Based on these fundamental mechanisms, we derive in the following an upscaled transport model using the CTRW framework.

3.1 Model Derivation

In the picture described above, particle motion in the background is given by

\[
\frac{dx(s)}{ds} = v_m + \sqrt{2D_m} \xi(s),
\]

where \( \xi(s) \) is a standard normal random variable.
where $\xi(s)$ is a Gaussian white noise, $v_m$ is the mean velocity in the matrix, and $D_m$ is the longitudinal dispersion coefficient, which results from velocity fluctuations in the highly conductive matrix. The time the particle spends mobile in the matrix is denoted by $s$. The actual clock time $t$ describes a compound Poisson process (Feller 1968; Benson and Meerschaert 2009) and is given by

$$ t(s) = s + \sum_{i=1}^{n_s} \tau_i, \quad (11) $$

where $n_s$ is the number of trapping events, distributed according to (7) with $c' = v_m s$ the mean distance covered in the matrix after the mobile time $s$. In order to derive the evolution equation for the particle density $c(x, t)$, we discretize (10) and (11) as

$$ x_{j+1} = x_j + v_m \Delta s + \sqrt{2 D_m \Delta s} \zeta_j, \quad t_{j+1} = t_j + \Delta s + \sum_{i=1}^{n_s} \tau_i, \quad (12) $$

where $x_j \equiv x(s_j), s_j = j \Delta s$, and the $\zeta_j$ are independent unit Gaussian random variables. Thus, the distribution $\Lambda(x)$ of transition lengths $\Delta x = x_{j+1} - x_j$ is given by a Gaussian distribution with mean $v_m \Delta s$ and variance $2 D_m \Delta s$. The distribution $\psi_\Delta(t)$ of transition times $\Delta t = t_{j+1} - t_j$ is given by a compound Poisson distribution, which can be written in Laplace space as

$$ \psi_\Delta^*(\lambda) = \exp \left[ -\kappa v_m \Delta s (1 - \psi^*(\lambda)) - \lambda \Delta s \right]. \quad (13) $$

The Laplace transform is defined in Abramowitz and Stegun (1972). Laplace transformed quantities in the following are marked by an asterisk, and the Laplace variable is denoted by $\lambda$.

Note that (12) describes a continuous-time random walk. Thus, we can write a generalized master equation (Berkowitz et al. 2006) for $c(x, t)$, which reads in Laplace space as

$$ \lambda c^*(x, \lambda) = c_0(x) + \int dx \Lambda(x-x') \frac{\lambda \psi_\Delta^*(\lambda)}{1 - \psi_\Delta^*(\lambda)} \left[ c^*(x', \lambda) - c^*(x, \lambda) \right]. \quad (14) $$

A Kramers-Moyal expansion (Risken 1996) of the generalized master equation gives

$$ \lambda c^*(x, \lambda) = c_0(x) + \frac{\lambda \Delta s \psi_\Delta^*(\lambda)}{1 - \psi_\Delta^*(\lambda)} \left( -v_m \frac{\partial}{\partial x} + D_m \frac{\partial^2}{\partial x^2} \right) c^*(x, \lambda), \quad (15) $$

where $c_0(x)$ is the initial particle distribution. The limit $\Delta s \to 0$ gives

$$ \lambda c^*(x, \lambda) = c_0(x) + \left( -v_m \frac{\partial}{\partial x} + D_m \frac{\partial^2}{\partial x^2} \right) \frac{c^*(x, \lambda)}{\kappa v_m (\tau) \varphi^*(\lambda) + 1}, \quad (16) $$

where we used the expansion of expression (13) for small $\Delta s$. Furthermore, we defined the memory function

$$ \varphi^*(\lambda) = \frac{1}{\lambda \langle \tau \rangle} \left[ 1 - \psi^*(\lambda) \right], \quad (17) $$

where $\langle \tau \rangle$ is the mean residence time in the inclusions. This expression for the memory function reads in time space as
\[ \varphi(t) = \frac{1}{\langle \tau \rangle} \int_0^\infty dt' \varphi(t'). \] (18)

It is proportional to the probability that the residence in the inclusion is larger than \( t \). We now define the mobile concentration \( c_m(x, t) \) through its Laplace transform as

\[ c_m^s(x, \lambda) = \frac{c^s(x, \lambda)}{\kappa' c_m(\langle \tau \rangle) \varphi^*(\lambda) + 1}. \] (19)

With this definition, we can write (16) as

\[ \lambda \left[ c_m^s(x, \lambda) + c_{im}^s(x, \lambda) \right] = c_0(x) + \left( -v_m \frac{\partial}{\partial x} + D_m \frac{\partial^2}{\partial x^2} \right) c_m^s(x, \lambda), \] (20)

where we defined the immobile concentration \( c_{im}^s(x, \lambda) = c^s(x, \lambda) - c_m(x, \lambda) \), which is

\[ c_{im}^s(\lambda) = \kappa' c_m(\langle \tau \rangle) \varphi^*(\lambda) c_m^s(\lambda). \] (21)

In real time, we have

\[ c_{im}(x, t) = \beta \int_0^t dt' \varphi(t - t')c_m(x, t'), \] (22)

where we defined \( \beta = \kappa' c_m(\langle \tau \rangle) \). The governing equation for \( c_m(x, t) \) is obtained by inverse Laplace transform of (20) as

\[ \frac{\partial c_m(x, t)}{\partial t} + \frac{\partial c_{im}(x, t)}{\partial t} + \left( v_m \frac{\partial}{\partial x} - D_m \frac{\partial^2}{\partial x^2} \right) c_m(x, t) = 0. \] (23)

Appendix B.1 provides an alternative derivation of this equation by volume averaging. Appendix B.3 shows the equivalence of these models to first-order multirate mass transfer models.

### 3.2 Trapping Rate

The trapping rate \( \kappa \) can be constrained by considering the ratio between the total accumulated mass in the inclusions and in the matrix, which is obtained from (21) for \( \lambda = 0 \) as

\[ \kappa = \frac{c_{im}^s}{c_m^s} \frac{1}{\langle \tau \rangle}, \] (24)

where we used that by definition \( \varphi^*(0) = 1 \). By noting that the ratio between total immobile and mobile masses is equal to the ratios of the volume fractions \( \chi \) of inclusions and the volume fraction \( (1 - \chi) \) of the matrix, we obtain

\[ \kappa = \frac{\chi}{1 - \chi} \frac{\langle v_e \rangle}{v_m \ell_0}, \] (25)

where we used that \( \langle \tau \rangle = \ell_0 / \langle v_e \rangle \). This implies that \( \beta = \chi / (1 - \chi) \).
3.3 Velocity Distribution

The distribution of velocities in the inclusions can be estimated based on the analytical expression for the velocity $v_{in}$ in an isolated single inclusion in an infinite domain, which is given by (Wheatcraft and Winterberg 1985; Eames and Bush 1999)

$$\frac{v_{in}}{v_m} = \frac{2K_r}{1 + K_r}, \quad (26)$$

where $K_r = K_i/K_m$ is the conductivity ratio between the inclusion and the matrix, and $v_m$ is the background velocity. Since here $K_r \ll 1$ we can further approximate the velocities in the inclusion as

$$v_{in} = 2v_mK_r \quad (27)$$

The background velocity $v_m$ is estimated from the area fraction covered by the inclusions as

$$v_m = \frac{v_0}{1 - \chi}. \quad (28)$$

The linear relation (27) between the velocity in the inclusion and the conductivity allows to estimate the velocity distribution from the conductivity distribution as

$$p_e(v) = \frac{f(\nu/2v_m)}{2v_m}. \quad (29)$$

This expression provides a direct link between velocity and conductivity distribution.

4 Results

In the previous section, we have derived a CTRW model described by equations (10) and (11), and we showed that this is equivalent to a memory function model given by equations (22) and (23). In this section, we study the parameterization of these and compare the model data to the results of the direct numerical simulations.

4.1 Trapping Model and Velocity Distributions

As outlined above, the input for the transport model is, apart from the parameters describing transport in the background material, the velocity distribution inside of the inclusions $p_e(v)$ and the trapping rate $\kappa$. This information is needed for a full parameterization of the model. To be able to estimate the parameters in advance or to have means to measure them by calibration experiments is crucial for the applicability of the model. For this reason, the parameters for different test cases of the setup studied here are shown and shortly discussed in the following.

As shown in Fig. 2, the Poisson distribution describes the distribution of trapping events well for both the log-normal and gamma distributions of hydraulic conductivity.
under different volume fractions. Figure 3 shows that the trapping rate is well estimated by expression (24).

Figure 4 compares the analytical estimate (29) for $p_e(v)$ with the data from the numerical simulations for the scenarios of lognormal and Gamma distributed conductivities with $\chi = 0.4$. The analytical expression provides a solid estimate, also for the other scenarios under consideration (not shown).

4.2 Large-Scale Transport

We describe the large-scale transport in terms of particle breakthrough curves measured at the outlet of the domain (Fig. 5). The curves display similar features for both conductivity distribution of the inclusions. The time of the peak arrival is determined by the mean velocity in the matrix, which is proportional to the volume fraction occupied by the inclusions $\chi$ (see (28)). That is, we observe earlier arrival times for higher $\chi$. The volume fraction $\chi$ is also responsible for the width of the peak. As more volume is covered by the inclusions, streamlines become more tortuous and the number of trapping events increases. The dispersive effect of the heterogeneity is therefore enhanced, and the curves broaden. The tail of the curves depends mainly on the conductivity

---

**Fig. 2** Trapping events distribution (dots) for (a) $K$ log-normally distributed and (b) $K$ gamma distributed. In both cases, the trapping event distribution can be modeled by a Poisson process (solid line) characterized by a trapping rate (trapping events per unit traveled distance).

**Fig. 3** Trapping rate for $K$ log-normally (dots) and gamma (squares) distributed. The trapping rate is proportional to the volume fraction occupied by the inclusions and the ratio between the mean velocity in the inclusions and in the matrix as given by equation (24).
distribution. The height of the tail values depends on the volume fraction $\chi$ through the trapping rate $\kappa$.

We provide three solution methods of the upscaled transport approach. (1) A numerical particle tracking approach that implements the upscaled trapping CTRW (see Appendix A.1 for implementation details); (2) a semi-analytical solution based on the explicit Laplace space solution of the non-local partial differential equation for the mobile solute concentration given by (22) and (23) (see Appendix B.2); (3) numerical solution of the equivalent first-order MRMT model using finite differences (see Appendix B.3).

As expected, all three solution methods provide the same results. They reproduce all salient features of the observed breakthrough curves for different volume fractions of the inclusions (Fig. 6). The peak arrival times and widths are well represented by the mean velocity in the matrix and the dispersion coefficient for impervious inclusions $D_m = 0.74\chi r_0v_0$ given by Eames and Bush (1999), where $v_0$ is the flow rate prescribed at the inlet.

The Poisson distributed trapping events and the velocity distribution in the inclusions are responsible for the late time behavior, that is, the slope of the curves. Only the very early arrival of concentration is not captured by the CTRW model. This corresponds to particles that follow high-velocity streamlines and experience none or very low number of trapping events, whose probability is underestimated by the Poisson distribution (see Fig. 2). This effect is expected to become less important as the size of the domain

![Fig. 4](image_url) Comparison of the empirical velocity distributions (green symbols) and the analytical prediction (29) (green solid lines) for (a) lognormal and (b) Gamma distributed conductivity with $\chi = 0.4$. The corresponding conductivity distributions are also shown (orange symbols and lines)

![Fig. 5](image_url) Breakthrough curves measured at the outlet of the domain for (a) $K$ log-normally distributed and (b) $K$ gamma distributed for different volume fraction covered by the inclusions. Results correspond to an ensemble of five realization for each case. The shape of the breakthrough curves is similar for all cases. The slope of the tail of the curves is independent of $\chi$ and controlled by the conductivity distribution. The inclusions have a dispersive effect on the curve, whose peak broadens as $\chi$ increases. However, the time for the arrival of the peak is inversely proportional to $\chi$. 
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**Fig. 4** Comparison of the empirical velocity distributions (green symbols) and the analytical prediction (29) (green solid lines) for (a) lognormal and (b) Gamma distributed conductivity with $\chi = 0.4$. The corresponding conductivity distributions are also shown (orange symbols and lines).

**Fig. 5** Breakthrough curves measured at the outlet of the domain for (a) $K$ log-normally distributed and (b) $K$ gamma distributed for different volume fraction covered by the inclusions. Results correspond to an ensemble of five realization for each case. The shape of the breakthrough curves is similar for all cases. The slope of the tail of the curves is independent of $\chi$ and controlled by the conductivity distribution. The inclusions have a dispersive effect on the curve, whose peak broadens as $\chi$ increases. However, the time for the arrival of the peak is inversely proportional to $\chi$. 

---
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increases and the probability of not encountering a low conductivity inclusion goes to zero.

5 Conclusions and Outlook

In this paper, we study the upscaling of advective transport in heterogeneous porous media with a background-inclusion pattern, characterized by circular inclusions with a distribution of conductivity values. We derived a continuous-time random walk model and a memory function model for advective transport in such media. The models were applied to test cases of log-normal and gamma distributed conductivities in the inclusions. We consider a two-dimensional medium, but the upscaling approach can be applied also to three dimensions because the dominant transport mechanisms, retention of particles in low conductivity inclusions and fast transport in the background are the same.

A crucial issue of upscaled models is the parameterization. We sought here parameterizations in terms of transport-independent attributes based on material properties and heterogeneity structure only. This means, the models can be parameterized a priori, that is, before the transport experiment or simulation. The upscaled models derived here have as input the trapping time distribution, which can directly be related to the distribution of the velocities inside of the inclusions, as well as the mean trapping rate. For media under consideration here, which are characterized by a strong conductivity contrast between background and inclusions, the velocity distribution is directly related to the conductivity distribution and the mean velocity in the background, which in turn is given in terms of the volume fraction of inclusions.

It needs to be noted that the representation of heterogeneity as circular inclusions of constant size is an idealization. Real media are characterized by a distribution of length
scales, which can be captured by introducing a distribution of inclusion sizes. Also, anisotropy as discussed in Eames and Bush (1999) may be a relevant parameter for heterogeneity that needs to be addressed. The presented model provides a good approximation for transport in media characterized by a narrow distribution of length scales. The proposed upscaling approach can be used also for more complex medium geometries as long as there is a large enough contrast between background and inclusions.

Also, it needs to be mentioned that upscaled models for advective transport are only a part in the whole picture for transport in highly heterogeneous media. Upscaled models for diffusive mass exchange and for advective trapping can be considered as the two extreme cases of trapping mechanisms. In reality, it is expected that both processes play a role for the mass exchange between fast transport paths and slow regions. How to combine this is an open question.

As an outlook, the upscaling strategy presented here can be also applied to other transport processes. Memory function models have been used for predictions of immiscible displacement in highly heterogeneous media [e.g., Kazemi et al. 1992; Arbogast 1992; Di Donato et al. 2007; Tecklenburg et al. 2013; Spooner et al. 2021]. The modeling principles are similar to those developed for solute transport, but memory functions usually have to be approximated. Although such models are mostly discussed for flow processes for which mass exchange between fast flow paths and stagnant zones can clearly be categorized as capillary driven (Schmid and Geiger 2012; Tecklenburg et al. 2016), it is clear that mass exchange due to buoyancy and viscous flow is also relevant. For mass exchange due to buoyancy, memory function models or equivalent multi-porosity models have been developed (Di Donato et al. 2007). The case of viscous flow in highly heterogeneous media could be considered as a third mass exchange process of fluids that could be upscaled to a memory function model. This case is relevant for the sweep efficiency during oil recovery. Often, the process is well represented as piston-type displacement. The linearized problem would be an advection problem. With this argumentation, an upscaled model for advective transport can be seen as a blueprint for the equivalent upscaled model for viscous dominated two-phase flow in heterogeneous media, restricted for the case of piston-type immiscible displacement. The upscaled models that are derived here for advective transport could be extended to such cases in a straightforward manner.

**Appendix A Numerical Implementation of the Upscaled Models**

**A.1 Continuous Time Random Walk Model**

The following describes the algorithm based on the velocity-weighted distribution $p_s(v)$ (A3, A5).

1. Draw the number of trapping events $n_s$ from a Poisson-distribution characterized by the average rate $\kappa$.
2. If $n_s > 0$, for each trapping event:
   
   2.1. Draw a velocity $v_i$ according to the velocity-weighted distribution $p_s(v)$.
   2.2. Calculate the trapping time $\tau_i = \ell'_0/v_i$ with $\ell'_0 = r_0 \pi /2$. 

\[ \text{Springer} \]
3. Draw a transition time through the matrix as $t_m$ from an inverse Gaussian distribution

$$p(t, \mu, \lambda) = \sqrt{\frac{\lambda}{2\pi t^3}} \exp \left[ -\frac{\lambda(t - \mu)^2}{2\mu^2 t} \right],$$

(A1)

with $\mu = L_x/v_m$, $\lambda = L_x^2/2D_m$ and $D_m = 0.74 \chi r_0 v_0$ is the dispersion coefficient (Eames and Bush 1999).

4. Calculate the total transition time as

$$t = t_m + \sum_{i=1}^{n_s} \tau_i.$$

The velocity weighted distribution is determined as follows. For the Gamma-distributed

$$p(v) = \frac{1}{v_0 \Gamma(\alpha)} \left( \frac{v}{v_0} \right)^{\alpha-1} \exp(-v/v_0),$$

(A2)

the velocity weighted $p_s(v)$ is given by

$$p_s(v) = \frac{1}{v_0 \Gamma(\alpha + 1)} \left( \frac{v}{v_0} \right)^{\alpha} \exp(-v/v_0),$$

(A3)

For the log-normally distributed

$$p(v) = \frac{\exp \left[ -\frac{(\ln v - \mu)^2}{2\sigma^2} \right]}{v \sqrt{2\pi \sigma^2}},$$

(A4)

the velocity-weighted $p_s(v)$ is given by

$$p_s(v) = \frac{\exp \left[ -\frac{(\ln v - \mu - \sigma^2/2)^2}{2\sigma^2} \right]}{v \sqrt{2\pi \sigma^2}}.$$

(A5)

Appendix B Memory Function Model

In this Appendix, we first provide an alternative derivation of the memory function model (23) that allows to constrain the trapping rate $\kappa$. Then, we give the Laplace space solution for the breakthrough curves and describe the implementation of the memory function model as a first-order multirate mass transfer model.

B.1 Derivation by Volume Averaging

The upscaled transport model (23) with (22) can be derived with the method of volume averaging (Whitaker 1999). For this purpose, the domain is divided into mobile
(background) and immobile (inclusions) regions with the volumes $V_m$ and $V_{im}$ and non-averaged variables $c^m$ and $c^{im}$. The transport equation (3) in the Eulerian framework is

$$\frac{\partial c(x, t)}{\partial t} + \nabla \cdot \mathbf{J}(x) = 0, \quad \mathbf{J}(x) = \mathbf{v}(x)c(x, t). \quad \text{(B6)}$$

Using the spatial averaging theorem (Whitaker 1999), we obtain

$$\frac{\partial \langle c_m(x, t) \rangle}{\partial t} + \nabla \cdot \langle \mathbf{J}_m(x, t) \rangle + \frac{1}{V} \int_{A_{m, im}} \mathbf{n}_{m, im} \cdot \mathbf{J}_m(x, t) dA = 0. \quad \text{(B7)}$$

The volume $V$ refers here to the total averaging volume containing both mobile and immobile parts and the angular brackets to the superficial average, where an integral over the full averaging volume is carried out. Notations and definition can be found in the textbook by Whitaker (1999). Reformulating to intrinsic variables, where the average is only carried out over the volume of the mobile (or immobile) domain, this reads

$$\frac{V_m}{V} \frac{\partial \langle c_m(x, t) \rangle^m}{\partial t} + \frac{V_m}{V} \nabla \cdot \langle \mathbf{J}_m(x, t) \rangle^m + \frac{1}{V} \int_{A_{m, im}} \mathbf{n}_{m, im} \cdot \mathbf{J}_m(x, t) = 0, \quad \text{(B8)}$$

where the angular brackets with the index $m$ refer to the volume average over the mobile domain only. The flux term over the inner boundaries can be reformulated using continuity of flux over the boundaries

$$\int_{A_{m, im}} \mathbf{n}_{m, im} \cdot \mathbf{J}_m dA = - \int_{A_{m, im}} \mathbf{n}_{im, m} \cdot \mathbf{J}_{im} dA = - \int_{V_{im}} \nabla \cdot \mathbf{J}_{im} dV = \int_{V_{im}} \frac{\partial c^{im}}{\partial t} dV. \quad \text{(B9)}$$

Using $\chi$ and $1 - \chi$ for the volume fractions of the immobile and the mobile part and $c_m$ and $c^{im}$ for the intrinsic volume averages of the concentrations in the mobile and immobile part, one obtains

$$(1 - \chi) \frac{\partial c_m}{\partial t} + (1 - \chi) \nabla \cdot \mathbf{J}_m(x) + \chi \frac{\partial c^{im}}{\partial t} = 0. \quad \text{(B10)}$$

The intrinsic volume average of the mass flux density is here not derived, but one gets an advective part with the intrinsic average of the velocity (here aligned in $x$-direction) and a macrodispersion term due to the tortuous velocity field (Whitaker 1999). For a line source, this leads to the transport equation (23).

Note that the velocity field in the mobile domain alone is not divergence free at the internal interfaces. We make here the assumption that we have a large enough averaging volume such that the divergence in the average is zero.

Assuming that the concentration in the mobile domain is uniformly distributed over the inflow boundary of an inclusion, the intrinsic average of the immobile concentration can be interpreted as the time convolution of the averaged Green’s function and the concentration in the mobile domain, which leads to the memory function formulation given by (22).
B.2 Solution in Laplace Space

The breakthrough curve at position $x$ is given by solving (20) in a semi-infinite domain (Dentz and Berkowitz 2003), where (21) is used to substitute $c_{im}$, with initial conditions

$$c_m(x, t = 0) = 0$$

and boundary conditions

$$c_m(x = 0, t) = \delta(t).$$

In Laplace space, the solution is

$$f(x, \lambda) = \exp \left[ \frac{-xv_m}{2D_m} \left( \sqrt{1 + \frac{\lambda D_m}{v_m^2}} [1 + \gamma \varphi^*(\lambda)] \right) \right]. \quad (B13)$$

where $\varphi^*(\lambda)$ is the Laplace transform of the memory function given by (B19) and (B20). The solution in real space is obtained by calculating numerically the inverse Laplace transform of (B13) using the de Hoog algorithm (de Hoog et al. 1982).

B.3 First-Order Multirate Mass Transfer Model

In order to solve the memory function model (23), we formulate it as a first-order multirate mass transfer model, which approximates the memory function $\varphi(t)$ as an exponential series (Haggerty and Gorelick 1995; Silva et al. 2009)

$$\varphi(t) = \sum_{i=1}^{N} b_i a_i \exp(-a_i t). \quad (B14)$$

Thus, we can write the immobile concentration as

$$c_{im}(x, t) = \beta \sum_{i=1}^{N} b_i c_{im}^{(i)}(x, t), \quad (B15)$$

where $c_{im}^{(i)}(x, t)$ is defined by

$$c_{im}^{(i)}(x, t) = \int_{0}^{t} dt' \exp[-a_i(t-t')]c_m(x, t'). \quad (B16)$$

Thus, the memory function model (23) can be written as the following system of equations

$$\frac{\partial c_m(x, t)}{\partial t} + \beta \sum_{i=1}^{N} b_i \frac{\partial c_{im}^{(i)}(x, t)}{\partial t} + \left( v_m \frac{\partial}{\partial x} - D_m \frac{\partial^2}{\partial x^2} \right) c_m(x, t) = 0 \quad (B17a)$$

$$\frac{\partial c_{im}^{(i)}(x, t)}{\partial t} = a_i [c_m(x, t) - c_{im}^{(i)}(x, t)]. \quad (B17b)$$
because (B16) is the solution of (B17b). The system (B17b) can be solved in a straightforward way by grid-based methods. Here, we employ an explicit in time finite difference method in which the dispersion term is discretized with a second-order scheme and the advection with an upwind scheme.

B.4 Memory Function

The memory function is defined by (17) in terms of the cumulative distribution of the residence times in the inclusions. Thus, it can be written in terms of the cumulative distribution of inclusion velocities as

$$ \varphi(t) = \frac{1}{\langle \tau \rangle} \int_0^{\ell_0/t} dv \varphi_v(v) = \frac{1}{\langle \tau \rangle} P_v(\ell_0/t). \quad (B18) $$

For the Gamma distribution $\Gamma(v, \alpha) = (v/v_0)^{\alpha-1} \exp(-v/v_0)/\Gamma(\alpha)$ of inclusion velocities, we obtain

$$ \varphi(t) = \frac{1}{\langle \tau \rangle} \frac{\gamma(\alpha, \ell_0/v_0 t)}{\Gamma(\alpha)}, \quad (B19) $$

where $\gamma(\beta, x)$ is the lower incomplete Gamma function. For the log-normal distribution of inclusion velocities, we obtain

$$ \varphi(t) = \frac{1}{\langle \tau \rangle} \Phi([\ln(\ell_0/t) - \mu]/\sigma), \quad (B20) $$

where $\Phi(z)$ is the cumulative unit Gaussian distribution (zero mean and unit variance), $\mu$ is the mean of $\ln(v)$, and $\sigma^2$ is the variance of $\ln(v)$.

The exponential expansion of the memory function (B14) used in the multirate mass transfer model has positive frequency coefficients $a_i$ which are evenly distributed in a log-scale within the chosen frequency range. The amplitude coefficients $b_i$ are calculated using a non-linear least squares fitting algorithm. The frequency interval and number of terms are chosen so that the memory function is well reproduced (see Table 1 for the cases in Fig. 6).
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### Table 1

| $\chi$ | 0.1 | 0.4 |
|---|---|---|
| $K$-gamma distributed | $N = 20, a_i \in [1e - 10, 1]$ | $N = 25, a_i \in [1e - 8, 1]$ |
| $K$-log-normal | $N = 15, a_i \in [1e - 7, 1]$ | $N = 20, a_i \in [1e - 7, 1]$ |
Funding  Open Access funding provided thanks to the CRUE-CSIC agreement with Springer Nature.

Declarations

Conflict of interest  The authors have not disclosed any conflict of interests.

Open Access  This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Abramowitz, M., Stegun, I.A.: Handbook of Mathematical Functions. Dover Publications, New York (1972)
Arbogast, Todd: A simplified dual-porosity model for two-phase flow. Comput. Methods Water Resour. 9, 419–426 (1992)
Benson, D.A., Meerschaert, M.M.: A simple and efficient random walk solution of multi-rate mobile/immobile mass transport equations. Adv. Water Res. 32(4), 532–539 (2009)
Benson, David A., Wheatcraft, Stephen W., Meerschaert, Mark M.: Application of a fractional advection-dispersion equation. Water Resour. Res. 36(6), 1403–1412 (2000). https://doi.org/10.1029/2000wr900031.
Benson, David A., Meerschaert, Mark M., Revielle, Jordan: Fractional calculus in hydrologic modeling: a numerical perspective. Adv. Water Resour. 51, 479–497 (2013). https://doi.org/10.1016/j.adwres.2012.04.005.
Berkowitz, B., Cortis, A., Scher, H.: Modeling non-fickian transport in geological formations as a continuous time random walk. Rev. Geophys. (2006). https://doi.org/10.1029/2005RG000178
Bingqing, Lu., Zhang, Yong, Zheng, Chunmiao, Green, Christopher, O’Neill, Charles, Sun, Hong-Guang., Qian, Jiazhong: Comparison of time nonlocal transport models for characterizing non-fickian transport: from mathematical interpretation to laboratory application. Water 10(6), 778 (2018). https://doi.org/10.3390/w10060778.
Brenner, H., Edwards, D.: Macrotransport Processes. Butterworth-Heinemann, MA, USA (1993)
Carrera, Jesús, Sánchez-Vila, Xavier, Benet, Inmaculada, Medina, Agustín, Galarza, Germán, Guimerà, Jordi: On matrix diffusion: formulations, solution methods and qualitative effects. Hydrogeol. J. 6(1), 178–190 (1998). https://doi.org/10.1007/s100400050143.
Comolli, A., Hidalgo, J., Moussey, C., Dentz, M.: Non-fickian transport under heterogeneous advection and mobile-immobile mass transfer. Transp. Porous Media, 113, (2016). 10.1007/s11242-016-0727-6
Comolli, Alessandro, Hakoun, Vivien, Dentz, Marco: Mechanisms, upscaling, and prediction of anomalous dispersion in heterogeneous porous media. Water Resour. Res. 55(10), 8197–8222 (2019). https://doi.org/10.1029/2019wr024919.
Cushman, John H., Ginn, Tim R.: Fractional advection-dispersion equation: A classical mass balance with convolution-Fickian flux. Water Resour. Res. 36(12), 3763–3766 (2000). https://doi.org/10.1029/2000wr900261
Cvetkovic, V., Selroos, J.O., Cheng, H.: Transport of reactive tracers in rock fractures. J. Fluid Mech. 378, 335–356 (1999). https://doi.org/10.1017/s0022112098003450.
Cvetkovic, V., Fiori, A., Dagan, G.: Solute transport in aquifers of arbitrary variability: a time-domain random walk formulation. Water Resour. Res. 50(7), 5759–5773 (2014). https://doi.org/10.1002/2014WR015449
Dagan, G., Fiori, A.: Time-dependent transport in heterogeneous formations of bimodal structures: 1. the model. Water Resour. Res. 5(39), 1112 (2003)
Dagan, G., Fiori, A., Janković, I.: Flow and transport in highly heterogeneous formations: 1. conceptual framework and validity of first-order approximations. Water Resour. Res. (2003). https://doi.org/10.1029/2002wr001717
Advective Trapping in the Flow Through Composite Heterogeneous…

de Hoog, F.R., Knight, J.H., Stokes, A.N.: An improved method for numerical inversion of laplace transforms. SIAM J. Sci. Stat. Comput. 3(3), 357–366 (1982). https://doi.org/10.1137/0903022.

Dentz, M., Berkowitz, B.: Transport behavior of a passive solute in continuous time random walks and multirate mass transfer. Water Resour. Res. 39(5), 1111 (2003)

Dentz, M., LeBorgne, T., Englert, A., Bijeljic, B.: Mixing, spreading and reaction in heterogeneous media: a brief review. J. Cont. Hydrol. 120–121, 1–17 (2011). https://doi.org/10.1016/j.jconhyd.2010.05.002

Di Donato Ginevra, Lu H., Tavassoll Z., Blunt M.J.P: Multirate-transfer dual-porosity modeling of gravity drainage and imbibition. SPE J., p. 93144 (2007). 10.2118/93144-PA

Eames, I., Bush, J.W.M.: Longitudinal dispersion by bodies fixed in potential flow. Proc. R. Soc. Lond. A 455, 3665–3686 (1999)

Edery, Y., Guadagnini, A., Scher, H., Berkowitz, B.: Origins of anomalous transport in heterogeneous media: structural and dynamic controls. Water Resour. Res. 50(2), 1490–1505 (2014). https://doi.org/10.1002/2013WR015111

Feller, William: An Introduction to Probability Theory and Its Applications, volume I. Wiley, (1968). ISBN 0471257087. URL http://www.amazon.ca/exec/obidos/redirect?tag=citelikey04-20 &path=ASIN/0471257087

Fiori, A., Jankovic, I., Dagan, G.: Modeling flow and transport in highly heterogeneous three-dimensional aquifers: Ergodicity, gaussianity, and anomalous behavior 2 approximate semianalytical solution. Water Resour. Res. 42(6), W06D13 (2006). https://doi.org/10.1029/2005WR004752

Fiori, A., Janković, I., Dagan, G., Cvetković, V.: Ergodic transport through aquifers of non-gaussian log conductivity distribution and occurrence of anomalous behavior. Water Resour. Res. 43, W09407 (2007). https://doi.org/10.1029/2007WR005976

Fiori, A., Zarlenga, A., Gotovac, H., Jankovic, I., Volpi, E., Cvetkovic, V., Dagan, G.: Advective transport in heterogeneous aquifers: are proxy models predictive? Water Resour. Res. 51(12), 9577–9594 (2015)

Frippiat, C.C., Holeyman, A.E.: A comparative review of upscaling methods for solute transport in heterogeneous porous media. J. Hydrol. 362(1–2), 150–176 (2008). https://doi.org/10.1016/j.jhydrol.2008.08.015

Gouze, Ph., Melean, Z., Le Borgne, T., Dentz, M., Carrera, J.: Non-fickian dispersion in porous media explained by heterogeneous microscale matrix diffusion. Water Resour. Res. 44, W11416 (2008)

Haggerty, R., Gorelick, S.M.: Multiple-rate mass-transfer for modeling diffusion and surface-reactions in media with pore-scale heterogeneity. Water Resour. Res. 31(10), 2383–2400 (1995). https://doi.org/10.1029/95WR01583

Haggerty, R., McKenna, S.A., Meigs, L.C.: On the late time behavior of tracer test breakthrough curves. Water Resour. Res. 36(12), 3467–3479 (2000)

Hidalgo, J.J., Neuweiler, I., Dentz, M.: Transport under advective trapping. J. Fluid Mech. (2020). https://doi.org/10.1017/jfm.2020.782

Hyman, Jeffrey D., Rajaram, Harihar, Srinivasan, Shriram, Makedonska, Nataliia, Karra, Satish, Viswanathan, Hari, Srinivasan, Gowri: Matrix diffusion in fractured media: new insights into power law scaling of breakthrough curves. Geophys. Res. Lett. 46(23), 13785–13795 (2019). https://doi.org/10.1029/2019GL085454

Jankovic, I., Maghrebi, M., Fiori, A., Dagan, G.: When good statistical models of aquifer heterogeneity go right: the impact of aquifer permeability structures on 3d flow and transport. Adv. Water Resour. 100, 199–211 (2017). https://doi.org/10.1016/j.adwres.2016.10.024

Kazemi, H., Gilman, J.R., Elsharkawy, A.M.: Analytical and numerical solution of oil recovery from fractured reservoirs with empirical transfer functions. SPE Reser. Eng. 6, 219–227 (1992). https://doi.org/10.2118/19849-PA

Maloszewski, P., Zuber, A.: On the theory of tracer experiments in fissured rocks with a porous matrix. J. Hydrol. 79, 333 (1985)

Meerschaert, Mark M., Sikorski, Alla: Stochastic Models for Fractional Calculus. DE GRUYTER (2011). https://doi.org/10.1515/9783110258165

Noetinger, B., Roubinet, D., Russian, A., Le Borgne, T., Delay, F., Dentz, M., De Breuzy, J.-R, Gouze, P.: Random walk methods for modeling hydrodynamic transport in porous and fractured media from pore to reservoir scale. Transport in Porous Media, pp. 1–41, (2016)

Pedretti, Daniele, Bianchi, Marco: Reproducing tailing in breakthrough curves: are statistical models equally representative and predictive? Adv. Water Resour. 113, 236–248 (2018). https://doi.org/10.1016/j.adwres.2018.01.023.

Pollock, D.W.: Semianalytical computation of path lines for finite difference models. Ground Water 26(6), 743–750 (1988). https://doi.org/10.1111/j.1745-6584.1988.tb00425.x
Risken, H.: The Fokker-planck equation. Springer, Heidelberg (1996)
Rubin, Yoram: Flow and transport in bimodal heterogeneous formations. Water Resour. Res. 31(10), 2461–2468 (1995). https://doi.org/10.1029/95wr01953.
Schmid, K.S., Geiger, S.: Universal scaling of spontaneous imbibition for water-wet systems. Water Resour. Res. 48, W03507 (2012). https://doi.org/10.1029/2011WR011566
Silva, O., Carrera, J., Dentz, M., Kumar, S., Alcolea, A., Willmann, M.: A general real-time formulation for multi-rate mass transfer problems. Hydrology and Earth System Sciences 13(8), 1399–1411 (2009). https://doi.org/10.5194/hess-13-1399-2009. https://hess.copernicus.org/articles/13/1399/2009
Spooner, V.E., Geiger, S., Arnold, D.: Dual-porosity flow diagnostics for spontaneous imbibition in naturally fractured reservoirs. Water Resour. Res. 57(5), e2020WR027775 (2021)
Tecklenburg, J., Neuweiler, I., Dentz, M., Carrera, J., Geiger, S., Abramowski, C., Silva, O.: A non-local two-phase flow model for immiscible displacement in highly heterogeneous porous media and its parametrization. Adv. Water Resour. 62, 475–487 (2013). https://doi.org/10.1016/j.advwatres.2013.05.012
Tecklenburg, J., Neuweiler, I., Carrera, J., Dentz, M.: Multi-rate mass transfer modeling of two-phase flow in highly heterogeneous fractured and porous media. Adv. Water Resour. 62, 475–486 (2016)
Tyukhova, Alina, Dentz, Marco, Kinzelbach, Wolfgang, Willmann, Matthias: Mechanisms of anomalous dispersion in flow through heterogeneous porous media. Phys. Rev. Fluids 1(7), 074002 (2016)
Wheatcraft, S.W., Winterberg, F.: Steady state flow passing through a cylinder a permeability different from the surrounding medium. Water Resour. Res. 21(12), 1923–1929 (1985). https://doi.org/10.1029/WR021i012p01923
Whitaker, S.: The method of volume averaging. Kluwer Academic Publishers, (1999)
Willmann, M., Carrera, J., Sánchez-Vila, X.: Transport upscaling in heterogeneous aquifers: What physical parameters control memory functions? Water Resour. Res. (2008). https://doi.org/10.1029/2007WR006531
Zhang, Y., Green, C.T., Baeumer, B.: Linking aquifer spatial properties and non-fickian transport in alluvial settings. J. Hydrol. 512, 315–331 (2014)
Zinn, B., Lucy, C.M., Harvey, C.F., Haggerty, R., Peplinski, W.J., Von Schwerin, C.F.: Experimental visualization of solute transport and mass transfer processes in two-dimensional conductivity fields with connected regions of high conductivity. Environ. Sci. Technol. 38(14), 3916–3926 (2004). https://doi.org/10.1021/es034958g

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.