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Abstract

While research in ad hoc teamwork has great potential for solving real-world robotic applications, most developments so far have been focusing on environments with simple dynamics. In this article, we discuss how the problem of ad hoc teamwork can be of special interest for marine robotics and how it can aid marine operations. Particularly, we present a set of challenges that need to be addressed for achieving ad hoc teamwork in underwater environments and we discuss possible solutions based on current state-of-the-art developments in the ad hoc teamwork literature.

1 Introduction

Marine environments offer a number of valuable resources, and while oceans cover a large percentage of the earth surface, most of the underwater environments remain unexplored. In recent years, governmental efforts have been carried out to increase human presence in the oceans, in order to explore and research underwater environments as well as to exploit natural resources \cite{1,2}. However, the high cost of operation in underwater environments still presents a great barrier for large scale operations. Typical monitoring and surveying systems utilize remotely operated vehicles (ROVs), but those require an operator which controls the system from a ship, however such systems reportedly costs in the order of £10K per day \cite{3}.

To lower operational cost, researchers are turning to autonomous underwater vehicles (AUVs) and autonomous surface vehicles (ASVs), which do not require a human operator to complete tasks. However, the sensing capabilities of AUVs are constrained by their often smaller size and battery capacity, which limits the possible payload. Furthermore, due to the lack of global positioning system in underwater environments, AUVs are prone to drift and limited positioning accuracy \cite{4}. Researchers address this precision problem by effectively increasing accuracy of agents through the deployment of teams of robots that share navigational information between team members, which takes advantage of the low cost of these systems \cite{5}. At this same time, this has opened possibilities for new types of collaborative missions \cite{6}. For instance, a team of AUVs can be used for survey missions, where their combined perception could increase the accuracy of tasks such as seabed mapping or underwater exploration.

Most of multi-agent research so far has focused on cases in which cooperation pertains to a set of known teammates which have been trained together, such as in multi-agent reinforcement learning (MARL) \cite{7}. However, underwater operations, especially rescue missions and disaster recovery missions, require the need of cooperation without prior coordination, as was the case for the search and rescue operations carried out for the ARA San Juan \cite{8}. The ARA San Juan was a submarine of the Argentinian navy that suddenly lost communication and became lost in the sea. A search and rescue task started immediately to locate the submarine and rescue the crew, however the search area was extremely large and multiple sensors or sensing units were needed. The international community cooperated, by providing many different AUVs, and other vessels to try to locate the lost submarine \cite{9,10}. However, many of these systems were from different manufacturers, operating independently, which made search efforts chaotic. Multiple areas where surveyed repeatedly, information was not shared between vehicles, all of which made the search inefficient.

We argue here that the development of autonomous marine vehicles capable of ad hoc teamwork \cite{11} will be useful for marine operations. Particularly, we believe that search and rescue operations, as well as intervention operations, could be greatly improved by agents who are capable of cooperating on the fly with unknown teammates with different payloads and characteristics. However, to achieve such level of autonomy, a set of challenges need to be addressed. In the following sections, we will introduce current developments in the field of ad hoc teamwork, and we will discuss what we believe are the most difficult challenges to be faced. Finally, we will provide a discussion regarding future steps necessary to solve the challenge.

2 Related Works

Control strategies for multi-agent systems have been widely studied in the literature \cite{12}. In particular, for marine environments, several strategies for coordination and formation control have been developed \cite{13}. This problem has been also studied in vehicles that are subject to communication

\textsuperscript{1}https://en.wikipedia.org/wiki/ARA_San_Juan_(S-42)
We are interested in developing an agent, usually called the while ASVs can only move on the surface. Others might not Agents should be able to work autonomously and cooperate in underwater environments, due to issues related to communication delays and low bandwidth [22]. We desire algorithms that enable agents to deal with communication uncertainty, such as those caused by attenuation or delays [23], and that at the same time can improve cooperation in ad hoc settings. Additionally, underwater environments require complex control systems that can deal with the highly nonlinear dynamics, uncertainty, and variable working conditions of the marine environments [24]. This contrasts with ad hoc teamwork methodologies that have been mostly developed for agents with limited number of actions and simple dynamics. One way to integrate these differences will be to generate a control hierarchy, consisting of a set of layers, such as in [25]. In this way, the higher layers of the hierarchy are meant to solve the decision making and coordination problem by means of advanced reinforcement learning (RL) algorithms [19], while low-level dynamics are handled by classical control modules or by hybrid modules that integrate both classical control and artificial intelligence techniques [26].

As previously stated, agents should be able to cooperate with an unknown number of teammates of different types, as is the case for applications such as the one described in the motivating example in the introduction. Recent methods have shown how graph neural networks could be leveraged to develop coordination in such cases [19], however have done so having full observability of the state. Methods that can robustly handle partial and noisy observations are yet to be developed.

While control policies can allow agents to coordinate and carry out intervention procedures, such as rescue operations, we envision missions in which agents need to combine their perceptions capabilities to survey, monitor, or search for a specific object of interest. These missions will require teams of hybrid robots with different sensing and motor capabilities, and possibly even under a mixture of human-robot teams. In these cases, robots will be required to recognize their own skills and those of their team member in order to exploit each individual strength [27]. But more importantly, robots in the teams should also be able to co-create knowledge [28].

In addition to the previously described problems we also anticipate the need for the development of realistic simulation environments. Simulators should be able to model hydrodynamic effects, communication channels including delays and realistic sensors, such as cameras and sonars. Additionally, it should be possible to simulate different platforms, such as AUVs and underwater manipulators, as well as ASVs. These environments also should allow to model different types of tasks such as interventions or underwater surveying.

5 Conclusion

In this work we discussed how ad hoc teamwork can aid in the development of marine operations, specifically in search and rescue scenarios. We identified the major challenges in the development of real-world ad hoc agents for underwater operations, and we discussed future developments that are necessary for achieving these types of autonomous agents.
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