Abstract—Mobile system-on-chips (SoCs) are growing in their complexity and heterogeneity (e.g., Arm’s Big-Little architecture) to meet the needs of emerging applications, including games and artificial intelligence. This makes it very challenging to optimally manage the resources (e.g., controlling the number and frequency of different types of cores) at runtime to meet the desired trade-offs among multiple objectives such as performance and energy. This paper proposes a novel information-theoretic framework referred to as PaRMIS to create Pareto-optimal resource management policies for given target applications and design objectives. PaRMIS specifies parametric policies to manage resources and learns statistical models from candidate policy evaluation data in the form of target design objective values. The key idea is to select a candidate policy for evaluation in each iteration guided by statistical models that maximize the information gain about the true Pareto front. Experiments on a commercial heterogeneous SoC show that PaRMIS achieves better Pareto fronts and is easily usable to optimize complex objectives (e.g., performance per Watt) when compared to prior methods.

I. INTRODUCTION

The usage of mobile platforms and associated applications is growing rapidly [21]. To meet the needs of emerging applications such as games and artificial intelligence, mobile system-on-chips (SoCs) are growing in heterogeneity. Emerging heterogeneous mobile SoCs support cores of different types (e.g., Big and Little), and dynamic resource management (DRM) decisions correspond to selecting the number of active cores and corresponding frequency level for each type of core. The DRM problem at runtime as a function of active applications to meet the desired trade-offs among relevant objectives (e.g., performance and energy) poses two key challenges. First, the space of DRM decisions is exponential in the number of cores and their frequencies. For example, Samsung Exynos 5422 SoC has four Big and four Little cores, and we need to select the best decision from 4940 candidates at every decision epoch, which is typically between 50 to 100 ms [10]. Second, optimal DRM decisions change depending on the desired trade-off among target objectives. Since required trade-offs can change based on real-world scenarios, we need to create Pareto-frontier DRM policies to make optimal DRM decisions for different trade-offs. The Pareto-frontier allows the selection of a DRM policy that meets the desired trade-off at runtime.

Prior work on DRM to address the above two challenges is lacking in the following ways. First, solutions in commercial mobile SoCs are based on simple heuristics. For example, interactive and on-demand governors increase/decrease the operating frequency by one level when the utilization falls below a static threshold. These heuristics only provide a single trade-off for performance and energy, and they are less accurate than data-driven machine learning based approaches [12]. Second, commonly used reinforcement learning (RL) approaches define a reward function for each objective and consider a linear combination of reward functions with one scalar parameter for each objective. RL methods learn the DRM policy via trial-and-error based on the feedback from DRM decisions. To create Pareto-frontier DRM policies, we need to run RL methods with different scalar parameters repeatedly. Unfortunately, accuracy of RL algorithms critically depends on the design of good reward functions, which is hard and even impossible to do for some objectives, e.g., performance per Watt (PPW). Since RL needs to try different actions at each state (i.e., exploration) to discover the best DRM policy, it may not be feasible for large state space and DRM decision space, as in our case. We may need to run RL with a large number of fine-grained scalar parameter configurations to uncover high-quality Pareto-frontier DRM policies. Third, recent work on supervised approaches to DRM policies is based on the imitation learning (IL) framework [12]. The key idea in IL is to create an Oracle policy for each targeted trade-off and mimic its behavior using off-the-shelf supervised learning algorithms. Recent work has shown the effectiveness of IL for some specific design objectives with minimal trade-off space. Unfortunately, it is computationally hard to create high-quality Oracle policies for complex objectives, such as PPW, for approximating the optimal Pareto front.

This paper proposes a novel framework referred to as Learning Pareto-frontier Resource Management Policies via Information-Theoretic Search (PaRMIS) to automatically create high-quality Pareto-frontier DRM policies for any given set of design objectives, as shown in Figure 1. PaRMIS specifies DRM policy as a function, e.g., multi-layer perceptron (MLP), with a fixed number of parameters over the system state. The key idea is to build statistical models over this parameter space by evaluating candidate DRM policies in terms of the given design objectives and using them to select the candidate DRM policy that maximizes the information gain of the optimal Pareto front in each iteration. We derive an efficient algorithm to compute entropy, a key computational step in the selection procedure. A key feature of our framework is that designers can plug-and-play with any set of target objectives and uncover optimized Pareto-frontier DRM policies in a small number of iterations. Our experimental evaluation on a commercial heterogeneous SoC with 12 applications shows the efficacy and generality of PaRMIS over the state-of-the-art, including interactive and on-demand governors and RL and IL-based methods.

Contributions. The key contribution is the design, demonstration, and evaluation of the PaRMIS framework to create Pareto-frontier DRM policies for heterogeneous SoCs. To the best of our knowledge, this is the first general framework that directly optimizes for Pareto-frontier DRM policies. Specific contributions include:

- Developing a novel information-theoretic framework referred to as PaRMIS to create resource management policies to trade-off target design objectives such as performance and energy. PaRMIS iteratively selects a candidate policy for evaluation that maximizes the information gain about the optimal Pareto front.
- Development of an efficient algorithm to compute entropy, a key step in the PaRMIS framework.
- Comprehensive experiments on a commercial hardware platform using real-world applications to show the advantages of PaRMIS in terms of the quality of Pareto front and ability to optimize complex objectives over state-of-the-art methods.
Fig. 1: High-level overview of the PaRMIS framework for two objectives. PaRMIS learns two statistical models, one for each objective, using training data in the form of DRM policy parameters $\theta$ (input) and objective evaluations $O_1, O_2$ (output), and uses them to guide the selection of next DRM policy $P_i$ that maximizes information gain about the optimal Pareto front. The statistical models are updated with the new training example created in each iteration. At the end of convergence or maximum iterations (offline computation), it produces Pareto-frontier DRM policies: one for each point on the Pareto front. At runtime (online), we select the appropriate DRM policy from this set based on the desired trade-off.

II. BACKGROUND AND PROBLEM SETUP

We consider a heterogeneous mobile platform with $T$ different types of cores and there are $m_i$, number of cores for $i^{th}$ type. Suppose we can make resource management decisions at runtime to control the number of active cores and frequencies for each core type. Let each resource management decision be represented by two vectors $(a_1, a_2, \ldots, a_T)$ and $(f_1, f_2, \ldots, f_T)$, where $a_i$ and $f_i$ represent the number of active cores and frequency for $i^{th}$ type, respectively. For example, the heterogeneous SoC employed in our experiments has two types of cores: Big ($m_1 = 4$) and Little ($m_2 = 4$). Hence, each resource management decision is a four-tuple $(a_{Big}, a_{Little}, f_{Big}, f_{Little})$. Suppose a policy $P_i$ maps the current system state captured in terms of hardware counters $\Psi$ (see Table I) to a candidate resource management decision tuple. The hardware counters are obtained for a set of repeatable decision epochs for each application. Epochs are clusters of macro-blocks obtained by profiling the basic blocks in an application, as detailed in [6][12]. In this work, we consider policies represented as functions with parameters $\theta \in \mathbb{R}^d$ (e.g., MLP) and consequently denote them as $P_\theta$.

Given $k (\geq 2)$ design objectives $O_1, O_2, \ldots, O_k$ (e.g., performance, energy) and a set of applications APP, our goal is to create Pareto-frontier resource management policies $P_\theta^*$ to trade-off the given objectives for the application set APP. The evaluation of the quality of decisions from a candidate policy $P_\theta$ produces a vector of objective values $\tilde{O} = (O_1, O_2, \ldots, O_k)$. We say that a policy $P_\theta$ Pareto-dominates another policy $P_{\theta'}$ if $O_i(P_\theta) \leq O_i(P_{\theta'}) \forall i$ and there exists some $j \in \{1, 2, \ldots, k\}$ such that $O_j(P_\theta) < O_j(P_{\theta'})$. The optimal solution of our problem is a set of policies $P_\theta^*$ such that no other policy $P_{\theta'}$ Pareto-dominates a policy $P_\theta \in P_\theta^*$. The solution set $P_\theta^*$ is called the optimal Pareto-frontier resource management policies and the corresponding set of objective values $O_\theta^*$ is called the optimal Pareto front. Once we have a set of Pareto-frontier DRM policies, we select an appropriate policy at runtime based on the desired trade-off among the design objectives.

III. RELATED WORK

Heterogeneous SoCs are widely used due to their integration of multiple types of cores (Big/Little), graphics processing units, and other accelerators to support millions of applications [11]. The heterogeneity in the processors necessitates DRM techniques that are able to choose the best configurations as a function of the application requirements [9][13]. Most DRM techniques, including default governors such as ondemand [16], use core utilization to make their decisions. However, utilization alone does not provide sufficient information about the characteristics of applications running on the system. To address this drawback, recent approaches have used performance counters to make DRM decisions [1][17][19][20]. The performance counters give fine-grained information about the system state, thus allowing DRM policies to make more intelligent decisions. Machine learning approaches, such as decision trees [17], RL [2], and IL [10][12][20] have also been used to create DRM policies for mobile platforms. While these approaches are able to improve upon prior DRM methods, they still optimize for a single objective function, such as energy or execution time or PPW. However, in real-world scenarios, we need DRM policies that can achieve the user’s desired trade-off among multiple objectives of interest. Therefore, there is strong need to develop algorithms to create Pareto-frontier DRM policies so that the system can use the appropriate DRM policy at runtime based on the user’s desired trade-off.

The DyPO approach proposed in [6] performs exhaustive search to find Pareto-frontier points for the objectives of interest and then designs a logistic regression classifier at a coarse-level over clusters of the Pareto points. Unfortunately, exhaustive search does not scale well with the size of the DRM decision space and number of applications; and the coarse approximation is significantly suboptimal. Recent work [10][12] used RL and IL to overcome the drawbacks of DyPO by creating DRM policies for a limited number of trade-off scenarios by optimizing a linear combination of the desired objectives. However, RL and IL approaches suffer from two drawbacks. First, they cannot be extended to complex objectives (e.g., PPW) and/or different trade-offs due to the difficulty in designing reward functions and Oracle policies to provide supervision. Second, they don’t optimize for Pareto-frontier DRM policies directly and can require significant tuning of scalarization parameters and other hyperparameters. Third, linear scalarization is known to perform poorly due to its inability to explore non-convex regions of the Pareto front [3]. In strong contrast to these approaches, the proposed PaRMIS framework can be used to obtain (near-) optimal Pareto-frontier DRM policies for any given set of design objectives. Experiments on the Odroid-XU3 [8] board show that PaRMIS achieves Pareto-fronts that have 13% and 23% higher Pareto hypervolume metric compared to state-of-the-art RL and IL methods, respectively.

IV. PaRMIS FRAMEWORK

Overview of PaRMIS. To find optimized Pareto-frontier policies $P_\theta^*$, PaRMIS learns statistical models for $k$ design objectives over the parameter space $\theta$ using training data in the form of candidate DRM policy evaluations and iteratively selects the next DRM policy for evaluation. We perform the following algorithmic steps in each iteration: 1) Using the current statistical models, we select the parameters $\theta$ of the candidate DRM policy that maximizes the information gain about the optimal Pareto front $O_\theta^*$. 2) We evaluate the DRM policy $P_\theta$ by executing it on the target platform while running the applications

| TABLE I: Features of system state used for DRM policies. |
|--------------------------------------------------------|
| Instructions Retired | Non-cache External Memory Request |
| CPU Cycles | Sum of Little Cluster Utilization |
| Branch Miss Predictions | Per Core Big Cluster Utilization |
| Level 2 Cache Misses | Total Chip Power Consumption |
| Data Memory Accesses | |

...
to measure the $k$-tuple of objective evaluations $\vec{O}=(O_1, O_2, \cdots, O_k)$.  
3) We use the new training example in the form of (input) policy parameters $\theta$ and (output) objective evaluations $\vec{O}=(O_1, O_2, \cdots, O_k)$ to update the statistical models. At convergence or after maximum number of iterations, we compute the Pareto front from the aggregate set of objective evaluation vectors and output the DRM policies corresponding to Pareto front as the resulting solution. Algorithm [1] provides the pseudo-code and Figure [1] shows an example illustration of PaRMIS for two design objectives.

**Algorithm 1 PaRMIS for Dynamic Resource Management**

|   |   |   |   |
|---|---|---|---|
| Input: ARCh = target heterogeneous SoC, APP = target applications, $O_1, O_2, \cdots, O_k = k$ design objectives to trade-off, $\Pi_\theta$ = dynamic resource management policy with parameters $\theta$ |
|   |   |   |   |
| Output: Pareto-frontier DRM policies |
|   |   |   |   |
| 1: Initialize $D_0 \leftarrow$ initial training data in the form of small number of candidate policy and evaluation objective-vector pairs; and $t \leftarrow 0$ |
| 2: repeat |
| 3: Learn statistical models from training data $D_t$ |
| 4: Select candidate DRM policy parameters that maximize information gain about the true Pareto front: $\theta_{t+1} \leftarrow \text{argmax}_\theta \alpha(\theta) = IG(\theta, \vec{O}) = \sum_{i=1}^k H(D_i \mid \theta, \vec{O})$ // Eqn. 1 and 9 |
| 5: Evaluate the selected policy for $k$ objective functions: $\vec{O}=(O_1, O_2, \cdots, O_k) \leftarrow \text{EVALUATE}(\text{ARCH}, \text{APP}, \Pi_{\theta_{t+1}})$ |
| 6: Aggregate the training data: $D_{t+1} \leftarrow D_t \cup \{\theta_{t+1}, \vec{O}\}$ |
| 7: $t \leftarrow t + 1$ |
| 8: until convergence or maximum iterations |
| 9: return the Pareto-frontier DRM policies uncovered during search |

A. Learning Statistical Models from Training Data

**Training data.** We collect training data by iteratively evaluating a sequence of DRM policies. Each training example is of the following form: a) input variables are parameters $\theta$ of the DRM policy $\Pi_\theta$, and b) output variables are objective evaluation vectors $\vec{O}=(O_1, O_2, \cdots, O_k)$ obtained by executing the DRM policy $\Pi_\theta$ when running applications APP on the target heterogeneous SoC ARCH. Therefore, aggregate training data after $t$ iterations $D$ consists of $t$ training examples of input-output pairs.

**Statistical models.** We want to learn statistical models from training data to capture our uncertainty about the Pareto front and guide us in selecting the candidate DRM policy for evaluation to quickly uncover the Pareto-frontier DRM policies. We employ Gaussian processes (GPs) [23] as our choice of statistical model due to its superior uncertainty quantification ability via Bayesian interpretation [23]. A GP over input space $\Theta$ is a random process from $\text{ARCH}$, characterized by a mean function $\mu : \Theta \mapsto \mathbb{R}$ and a covariance or kernel function $k : \Theta \times \Theta \mapsto \mathbb{R}$. The posterior mean and standard deviation of $\Theta$ provide the prediction and uncertainty, respectively. Intuitively, the uncertainty will be low for DRM policy parameters $\theta$ that are close to the ones in our training data and will increase as the distance grows. We model the objective functions $O_1, O_2, \cdots, O_k$ using $k$ independent GP models $M_1, M_2, \cdots, M_k$ with mean $\mu$ and i.i.d. observation noise and update all statistical models from the aggregate training data $D$ after every iteration.

B. Selecting DRM Policy for Evaluation via Information Gain

The effectiveness of PaRMIS framework critically depends on the reasoning mechanism to select the candidate DRM policy for evaluation in each iteration. Ideally, we want an algorithmic approach that can use the uncertainty of learned statistical models and allows us to uncover high-quality Pareto-frontier DRM policies in a small number of iterations. Therefore, we propose a novel information-theoretic approach that selects the next candidate DRP policy $\Pi_\theta$ (for ease of notation, we only use parameters $\theta$ in the below discussion) that maximizes the information gain about the optimal Pareto front $\vec{O}^*$. This is equivalent to expected reduction in entropy over the optimal Pareto front $\vec{O}^*$. Our utility function that maximizes the information gain between the next candidate input for evaluation $\theta$ and Pareto front $\vec{O}^*$ is given as:

$$\alpha(\theta) = I(\theta, \vec{O}^* \mid D)$$

$$= H(\vec{O}^* \mid D) - E_{\vec{O}}[H(\vec{O}^* \mid D \cup \{\theta, \vec{O}\})]$$

$$= H(\vec{O} \mid D, \theta) - E_{\vec{O}}[H(\vec{O} \mid D, \theta, \vec{O}^*)]$$

Information gain $I(.)$ is defined as the expected reduction in entropy $H(.)$ of the posterior distribution $P(\vec{O}^* \mid D)$ over the optimal Pareto front $\vec{O}^*$ as given in Equations (2) and (3) resulting from the symmetric property of information gain.

The first term in the r.h.s of Equation [3] i.e., the entropy of a factorizable $k$-dimensional Gaussian distribution $P(\vec{O} \mid D, \theta)$ can be computed in closed form as shown below:

$$H(\vec{O} \mid D, \theta) = \frac{K(1 + \ln(2\pi))}{2} + \sum_{i=1}^k \ln(\sigma_i(\theta))$$

where $\sigma_i^2(\theta)$ is the predictive variance of $i$th GP model at input $\theta$. Intuitively, it says that the entropy is distributed over the $k$ GP models by the sum of their log standard-deviations. The second term in the r.h.s of equation [3] is an expectation over the Pareto front $\vec{O}^*$. We can approximately compute this term via Monte-Carlo sampling as:

$$E_{\vec{O}}[H(\vec{O} \mid D, \theta, \vec{O}^*)] \approx \frac{1}{S} \sum_{s=1}^S H(\vec{O} \mid D, \theta, \vec{O}^*_s)$$

where $S$ is the number of samples and $\vec{O}^*_s$ denote a sample Pareto front. The main advantages of our utility function are its computational efficiency and accuracy. There are two key algorithmic steps to compute Equation [5] which we describe below:

1) **Computing Pareto front samples $\vec{O}^*_s$.** To compute a Pareto front sample $\vec{O}^*_s$, we first sample functions from the posterior GP models via random Fourier features [18]. Subsequently, we solve a multi-objective optimization over the $k$ sampled functions to capture the interactions between different objectives. We employ the popular NSGA-II algorithm [15] to solve the multi-objective optimization problem with sampled functions noting that any other algorithm can be used to similar effect.

2) **Computing entropy with respect to Pareto front sample $\vec{O}^*_s$.** Let $\vec{O}^*_s = \{z_{i,1}, \cdots, z_{i,m}\}$ be the sample Pareto front, where $m$ is the size of the Pareto front and each $z_i = \{z_{i,1}, \cdots, z_{i,k}\}$ is a k-vector evaluated at the $k$ sampled functions. The following inequality holds for each component $O_j$ of the k-vector $\vec{O} = \{O_1, \cdots, O_k\}$ in the entropy term $H(\vec{O} \mid D, \theta, \vec{O}^*_s)$:

$$O_j \leq \max\{z_{j,1}, \cdots, z_{j,m}\} \quad \forall j \in \{1, \cdots, k\}$$

The inequality essentially says that the $j$th component of $\vec{O}$ i.e., $O_j$ is upper-bounded by a value obtained by taking the maximum of $j$th components of all $m$ k-vectors in the sample Pareto front $\vec{O}^*_s$. This inequality can be proved by a contradiction argument. Suppose there exists some component $O_j$ of $\vec{O}$ such that $O_j > \max\{z_{j,1}, \cdots, z_{j,m}\}$. However, by definition, $\vec{O}$ is a non-dominated point because no point dominates it in the $j$th dimension. This results in $\vec{O} \in \vec{O}^*_s$ which is a contradiction. Hence, our hypothesis that $O_j > \max\{z_{j,1}, \cdots, z_{j,m}\}$ is incorrect and inequality (6) holds.

By combining the inequality (6) and the fact that each function is modeled as a GP, we can model each component $O_j$ as a truncated Gaussian distribution since the distribution of $O_j$ needs to satisfy $O_j \leq \max\{z_{j,1}, \cdots, z_{j,m}\}$. Furthermore, a common property of entropy...
measure allows us to decompose the entropy of a set of independent variables into a sum over entropies of individual variables [5]:

$$H(\tilde{O} | D, \theta, O^*_s) \simeq \sum_{j=1}^{k} H(O_j | D, \theta, \max \{z_1^j, \ldots, z_m^j\})$$  \hspace{1cm} (7)

Equation 7 and the fact that the entropy of a truncated Gaussian distribution [14] can be computed in closed form gives the following mathematical expression for the entropy term $H(\tilde{O} | D, \theta, O^*_s)$:

$$H(\tilde{O} | D, \theta, O^*_s) \simeq \sum_{j=1}^{k} \left[ \frac{1 + \ln(2\pi)}{2} + \ln(\sigma_j(\theta)) + \Phi(\gamma_j(\theta)) \right]$$  \hspace{1cm} (8)

where $\gamma_j(\theta) = \frac{O_j^* - \mu_j(\theta)}{\sigma_j(\theta)}$, $y_j^* = \max \{z_1^j, \ldots, z_m^j\}$, and $\phi$ and $\Phi$ are the p.d.f. and c.d.f. of a standard normal distribution, respectively. By combining equations 4 and 5 with Equation 3, we get the final form of our utility function as shown below:

$$\alpha(\theta) \simeq \sum_{j=1}^{k} \sum_{s=1}^{N} \left[ \frac{\gamma_j(\theta) \phi(\gamma_j(\theta))}{2\Phi(\gamma_j(\theta))} - \ln \Phi(\gamma_j(\theta)) \right]$$  \hspace{1cm} (9)

V. EXPERIMENTS AND RESULTS

A. Experimental Setup

Heterogeneous Mobile SoC platform. We employ the Odroid-XU3 board [8] running Ubuntu 15.04 for our experiments. The Exynos 5422 SoC integrates four A15 big cores, four A7 Little cores, a Mali T628 graphics processing unit (GPU), and other system components. The Odroid board also provides current sensors to measure the power consumption of the big CPU cluster, Little CPU cluster, main memory, and the GPU. We use the on-board current sensors to obtain the energy consumption and PPW metrics to evaluate different DRM policies considered in this paper.

Benchmarks. We employ 12 benchmarks from MiBench [7] and CortexSuite [22] suites using the “large” input datasets for each suite. These benchmarks represent a wide range of real-world scenarios encountered by heterogeneous SoCs.

Design objectives. We consider three objectives, namely, execution time, energy, and PPW to test the generality and effectiveness of different DRM algorithms.

Decision space for DRM policies. For the Odroid-XU3 platform, the decision space is defined by the number of active Big/Little cores and their respective frequencies. There are $4 \times 5$ combinations for active cores given that one Little core has to be on at all times to manage the operating system. Similarly, the Big and Little core clusters support frequencies from 200 MHz to 2 GHz and 200 MHz to 1.4 GHz in 100 MHz steps, respectively. Consequently, there are $4 \times 5 \times 13 \times 19$ (4940) candidate DRM decisions at each system state. The DRM policy must choose one of these 4940 configurations at each state depending on the desired trade-off among target objectives.

Decision interval. An application goes through multiple phases throughout its execution. As a result, using the same configuration for the entire application is not optimal. To this end, the policies proposed in this paper use the repeatable decision epochs described in [6] for making decisions. Each decision epoch consists of a cluster macro-blocks that capture the varying characteristics of the application. The policies use the hardware counters (Table I) observed in each epoch to decide the configuration for the following epoch.

Policy representation. For all learning-based approaches, namely, PaRMIS, RL, and IL, we use one function to make DRM decision for each of the four control knobs at each decision epoch. In our implementation, we use the following MLP configuration to represent each of the four functions noting that any other function can be used to similar effect: two hidden layers with the ReLU activation and an output layer with the softmax activation. The number of output layer neurons is equal to the number of possible actions for the control knob (e.g., 4 for number of cores). We also note that the proposed approach is not dependent on any specific policy representation and other approaches can be used to implement the DRM policies.

Runtime policy selection. The choice of the DRM policy from the Pareto front depends on the user preference in terms of desired trade-offs between target objectives, such as power and performance. For example, if the battery level is low, the user can specify that energy consumption has the highest priority. In this work, we present our results under the assumption that an interface to provide user preference about the importance of objectives exists.

B. PaRMIS and Baseline DRM Algorithms

PaRMIS. There are no critical hyper-parameters to apply PaRMIS. We employed the no. of samples to compute the utility function in Equation 9 with $S=1$. We ran PaRMIS for a maximum of 500 iterations and noticed that it converges in at most 300 iterations.

Reinforcement learning (RL). Prior work using RL has typically focused on optimizing a single objective function by defining an appropriate reward function [2, 10, 12]. Single objective RL algorithms can be extended to multiple objectives by using a linear combination all the objectives via scalarization as: $R(O_1, \ldots, O_k) = \sum_{i=1}^{k} \lambda_i \cdot R(O_i)$, where $R(O_1, \ldots, O_k)$ is the combined reward function, and $R(O_i)$ and $\lambda_i$ stand for reward function and scalarization parameter for $i$th objective $O_i$. We employ the reward functions for energy and execution time from recent work [10]. However, it is hard to design a reward function for the PPW objective. We run RL algorithm employed in recent studies [10] with different scalarization parameters $(\lambda_1, \ldots, \lambda_k)$ to create the Pareto-frontier DRM policies.

Imitation learning (IL). IL methods create an Oracle policy to optimize a given objective and then learn a policy to mimic its behavior [12, 20]. We employ the IL approach and Oracle policies for energy and PPW objectives from a recent work [12], which showed good results for optimizing energy with small or no performance penalty (i.e., very specific trade-offs). As noted before, Oracle policies may not be optimal for some objectives such as PPW and for different trade-offs. Similar to RL, we run IL by creating Oracle policies to optimize a linear combination of target objectives and obtain Pareto-frontier DRM policies by varying the scalarization parameters.

Default governors. We also compare with the default governors in the system, i.e., ondemand, interactive, performance, and powersave. These governors provide a single point on the Pareto-front since they are optimized for a single objective, such as power or performance. Nonetheless, it is crucial to compare with these baselines as they are implemented on millions of commercial platforms.

C. Quality of Application-Specific Pareto-front

In this section, we compare different DRM algorithms for each application separately for two objectives: execution time and energy. To this end, we compute Pareto-frontier DRM policies using PaRMIS, RL, and IL approaches by running them on a single application and measure the quality of the resulting Pareto-front. These results provide the best-case scenario for each application and help us in analyzing how global DRM policies learned over all applications compare to application-specific DRM policies.

PHV metric. We employ the Pareto hypervolume (PHV) metric, which is commonly used to measure the quality of a given Pareto
The data in Figure 3 offers an intuitive visualization of the Pareto-fronts obtained by each DRM approach. However, it does not allow a quantitative comparison of the Pareto-front quality. The PHV metric allows us to compare the quality of different Pareto-fronts. For computing PHV, the reference point is chosen such that it has a higher execution time and energy than all points in the Pareto front. To allow comparison between different Pareto-fronts, the same reference point is used for all DRM approaches. Figure 4 shows the comparison of normalized PHV metric for all the 12 applications. The normalized PHV of both RL and IL is significantly lower than 1, which shows that they have a significantly lower PHV. For example, PaRMIS has 10% and 25% higher PHV than RL and IL for the PCA application. On an average, PaRMIS achieves 13% and 23% higher PHV compared to RL and IL, respectively. This shows that the quality of the Pareto front obtained by PaRMIS is consistently better than both RL and IL. Prior work [10][12] has shown that IL is better than RL for specific trade-offs between energy and execution time. However, IL performs worse than RL over the entire Pareto-front because the Oracle policy for different trade-offs is not optimal. RL and IL also suffer from drawbacks of linear scalarization due to its inability to explore non-convex regions of the Pareto front [14]. These results show the key advantage of PaRMIS not requiring any effort from designers to get the optimized Pareto-front.

D. Global vs. Application-Specific Pareto-frontier DRM policies

Application-specific policies do not scale as the number of applications available to the user grow in size. Moreover, not all applications are known at design-time. Therefore, DRM algorithms must learn global Pareto-frontier DRM policies that are applicable to all the applications. To this end, we apply PaRMIS to design global Pareto-frontier policies using training data from all 12 applications. Figure 5 shows the normalized PHV for all the applications. The PHV is normalized with respect to the PHV of application-specific Pareto-front. As expected, the normalized PHV of the global Pareto-frontier policies is within 2% of the application-specific policies. For FFT, Qsort, and StringSearch, the PHV of the global Pareto-frontier policies is higher than the application-specific Pareto-frontier policies. On an average, the PHV of global and application-specific Pareto-frontier policies are equal. In summary, the global Pareto-frontier policies achieve comparable or better quality than application-specific policies while generalizing to all applications.

E. Evaluation with Complex Objectives

One of the main advantages of the PaRMIS approach is that it can be easily applied with any set of complex objectives desired by the designers. Recall that this is not possible with RL and IL as it is hard to design a good reward function and optimal Oracle policy respectively for complex objectives such as PPW. To demonstrate this advantage, we use PaRMIS to optimize PPW and execution time for each application. However, we cannot use RL and IL to optimize PPW and execution time as PPW is a complex, non-linear objective. There is no reward function and optimal Oracle policy...
Dynamic resource management (DRM) of mobile SoCs is a challenging problem due to rise of heterogeneity, large state space and decision space, and complexity of application workloads. This paper studied a novel information-theoretic learning framework referred to as PaRMIS to create Pareto-frontier DRM policies. PaRMIS can produce high-quality DRM policies and easy to configure/apply to trade-off any set of complex design objectives. Experiments on a commercial heterogeneous SoC platform show that PaRMIS achieves Pareto-fronts that have 13% and 23% higher Pareto hypervolume (PHV) compared to state-of-the-art RL and IL methods, respectively. Immediate future work includes studying PaRMIS for large-scale manycore systems.
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VI. CONCLUSIONS AND FUTURE WORK

TABLE II: Summary of implementation overhead.

| Metric | Per Policy | Total | % Overhead |
|--------|------------|-------|------------|
| Exe. time | 200 µs | 800 µs | 0.8 (every 100 ms) |
| Memory | 1 KB | 27 KB | 0.001 |