Spin Conduction in Anisotropic 3–D Topological Insulators
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When topological insulators possess rotational symmetry their spin lifetime is tied to the scattering time. We show that in anisotropic topological insulators this tie can be broken and the spin lifetime can be very large. Two different mechanisms can obtain spin conduction over long distances. The first is tuning the Hamiltonian to conserve a spin operator $\cos \phi \sigma_x + \sin \phi \sigma_y$, while the second is tuning the Fermi energy to be near a local extremum of the energy dispersion. Both mechanisms can produce persistent spin helices. We report spin lifetimes and spin diffusion equations.

PACS numbers: 73.43.-f, 72.25.-b, 72.10.-d, 85.75.-d

I. INTRODUCTION

Topological insulators exhibit a gap in the spectrum of bulk states, and bridging that gap is a band of surface states; if the Fermi energy is within the gap then electrons flow only along the surface and not in the bulk. At small enough momenta the surface band has the shape of two cones joined at their ends. One Dirac cone describes electrons with positive energies, and the other describes negative energies. An electron’s spin is locked to its momentum, so backscattering is suppressed. All these properties are consequences of time-reversal ($T$) symmetry, and are robust against small perturbations which are $T$-symmetric, such as non-magnetic impurities.

Recently much attention has been given to creating topologically protected qubits at the interface between a 3-D topological insulator (TI) and a conventional superconductor, allowing robust quantum arithmetic. The TI spin-momentum locking attracts attention to spintronics; recent works have shown that circularly polarized light could induce spin currents and topological phase transitions.

This paper’s main focus is on obtaining good spin conductors suitable for spintronics. Disordered TIs are unusually poor spin conductors. Because electronic spin is tied to momentum, each scattering event randomizes the spin, as is typical of Elliot-Yafet spin relaxation. On the Dirac cone the spin lifetime $\tau_s$ is tightly coupled to the scattering time $\tau$ by $\tau_s/\tau = 2$. Ordinary semiconductors have much longer spin lifetimes, because spin is conserved during scattering and is randomized only by precession between scattering events. In this paper we will describe how to tune a TI for very long spin lifetimes ($\tau_s \gg \tau$), allowing spin to conduct over long distances.

We will show that the two spin profiles shown in Figure 1 conduct in a properly tuned TI. The first profile lies in the surface plane and its angle $\phi$ in that plane is constant. The spin component $S_\phi$ aligned with $\phi$ conducts: its integral $\int d\vec{x} S_\phi$, $S_\phi \equiv \cos \phi S_x + \sin \phi S_y$ is conserved ($\tau_s = \infty$) and its long-wavelength variations equilibrate diffusively, similarly to heat diffusion. Spin at right angles to the unit vector $\hat{e}_\phi$ is filtered out very quickly, relaxing with lifetime $\tau_\perp = \tau$. Figure 1a shows the second spin profile which conducts in a properly tuned TI; a standing spin wave which repeats at intervals of $\pi/|\vec{Q}|$. Because it rotates its spin orientation and does not decay, it is called a persistent spin helix (PSH). Associated with the PSH is a conserved quantity $\int d\vec{x} S_{PSH}$, $S_{PSH} = \cos(2\vec{Q} \cdot \vec{x})(-\sin \phi S_x + \cos \phi S_y) + \sin(2\vec{Q} \cdot \vec{x})S_z$. If $\phi = 0$ the PSH rotates in the $y-z$ plane, while if $\phi = \pi/2$ it rotates in the $x-z$ plane. The spin orientation $\phi$, the wave-vector $2\vec{Q}$, and the diffusion constant all depend on the details of the TI Hamiltonian.

Tuning for spin conduction is not possible unless the surface band is more complex than a simple Dirac cone. Anisotropy, i.e. violation of rotational invariance, is key to long distance spin conduction. This is the origin of the spin orientation angle $\phi$ which parameterizes both

![FIG. 1: Two spin profiles that conduct in properly tuned TIs. The light blue and dark blue represent the conducting surface and the insulating bulk of a 3-D topological insulator. Line a shows a spatially uniform spin density. Line b shows a persistent spin helix which oscillates along the x axis and is spatially uniform along the y axis. The PSH is a standing wave; it does not precess.](image-url)
FIG. 2: Anisotropy in TIs. (a - isotropic) the Rashba Hamiltonian $H_R = \hbar v_F (k_x \sigma_x - k_y \sigma_y)$, (b - stretched) linear terms from a $k \cdot p$ model of $\beta - Ag_2Te$, (c - infinitely stretched) a tuned model $H_1 = \hbar v_F k_y (\cos \phi \sigma_x + \sin \phi \sigma_y)$ which conserves the spin operator $\cos \phi \sigma_x + \sin \phi \sigma_y$. The colored surfaces show the energy dispersion $E(k)$, and the lines inscribed on them show Fermi surfaces - contours of constant energy. The arrows show the spin orientation, which is locked to the momentum.

spin profiles. Anisotropy can be realized in TIs either by choosing reduced-symmetry materials like $\beta - Ag_2Te$ (see Figure 2a) or by cutting a high-symmetry TI in a way that reduces the surface’s symmetry. Figure 2 illustrates distortion of the Dirac cone as rotational symmetry is progressively broken. We use simple linear models that are appropriate near the Dirac point. Figure 2a shows the dispersion of a rotationally symmetric system. Figure 2b shows the Dirac cone stretching along one axis as rotational symmetry is broken. Finally Figure 2c extrapolates the stretching to its extreme: the energy dispersion depends only on $k_x$ and $k_y$, and therefore an operator $\cos \phi \sigma_x + \sin \phi \sigma_y$ is necessarily conserved.

There are two ways to tune for spin conductance. The first is to tune the Hamiltonian for conservation of a spin operator $\cos \phi \sigma_x + \sin \phi \sigma_y$, causing $S_\phi$ to conduct. This has been achieved in GaAs quantum wells by tuning both the well width and the well depth to obtain partial cancellation of the Rashba and Dresselhaus terms. These tuned quantum wells are modeled by a Hamiltonian that includes both a spin-conserving quadratic term $\hbar^2 |k|^2/2m$ and a small linear spin-orbit term which conserves $\cos \phi \sigma_x + \sin \phi \sigma_y$, as illustrated in Figure 3. They manifest a PSH-induced strong enhancement of the spin lifetime. The TI model of Figure 2 also conducts both $S_\phi$ and PSH’s with wave-vector $\pm 2Q = \pm 2 {v_F \hat{x}}$.

We will show that there is a second way to obtain spin conduction if the surface band has local extrema at $\vec{k} = \pm Q \neq 0$, in which case tuning the Fermi energy near the energy $E_Q$ of the extrema will produce very long spin lifetimes. Figure 3a shows that even a small anisotropy will produce the required local minima. The model shown in Figure 3a includes a quadratic term and a spin-orbit term, both of which are rotationally symmetric. It shows four Fermi surfaces - contours of constant energy. Two Fermi surfaces are at $E_F = -0.163$.

FIG. 3: Fermi surfaces showing that anisotropy causes local extrema. $H = \hbar^2 |k|^2/2m + v_x k_x \sigma_y + v_y k_y \sigma_x$, $m = 0.5$, $v_y = 1$. The solid blue lines are Fermi surfaces at energy $E_F = -0.163$, while the dashed red lines are at $E_F = -0.24$. All quantities are unitless. (a) Isotropic $v_x = 1$, (b) anisotropic $v_x = 0.8$, (c) spin conserving $v_x = 0$. (a) and (b) are typical of untuned spin-orbit couplings in quantum wells, while (c) is the same as Bernevig et al’s model of a tuned quantum well. The dashed Fermi surfaces in (b) and (c) lie near local minima. Model (b) conducts spin $S_x$, when $E_F \approx E_Q$, while (c) always conducts $S_x$. The arrows point out the Fermi surface nesting symmetry which causes PSH’s in both models.
II. SPIN PROFILES

The spatially uniform and PSH profiles shown in Figure 1 manifest themselves in the Fourier-transformed density matrix \( \rho(q) \propto \int d\vec{k} \psi^\dagger(\vec{q} + 2\vec{k})\psi(-\vec{q} + 2\vec{k}) \) as strong peaks at \( q = 0 \) and at \( q = \pm 2Q \). These peaks are directly linked to the TI Fermi surface: the state vector \( \psi \) is populated only by states from the Fermi surface, and therefore \( \rho(q) \) is peaked when \( q \) maximizes the intersection of the Fermi surface with a copy of itself shifted by \( \vec{q} \). (The Fermi surface of the Fermi surface is assured if \( E_F \tau / h \gg 1 \), the temperature is small, and there are no interactions.) The spatially uniform peak \( \rho(q = 0) \) realizes this maximization trivially.

Figures 3b and 3c illustrate a special nesting symmetry which produces PSH peaks at \( q = \pm 2Q \). They show pairs of Fermi surfaces centered at \( \pm Q \) which possess inversion symmetry \( (Q \rightarrow -Q) \) because of the TI’s T symmetry. The Fermi surfaces also possess nesting symmetry, which means that a shift of \( q = \pm 2Q \) moves one Fermi surface on top of the other. This nesting symmetry produces peaks in \( \rho(q) \) at \( q = \pm 2Q \); it is responsible for PSH’s. The nesting symmetry can be written as \( Q + \vec{k} \rightarrow -Q + \vec{k} \), where \( Q + \vec{k} \) lies on one Fermi surface and \( -Q + \vec{k} \) lies on the other one. \( T \) plus nesting implies that the Fermi surface near \( Q \) possesses inversion symmetry around \( \vec{Q} : Q + \vec{k} \rightarrow Q - \vec{k} \).

The TI surface has only one conduction band and only one valence band, with spin quantum number equal to \( s = +1, -1 \) respectively. We assume that the Fermi surface lies only in the conduction band; \( s = +1 \). As a result the spatially uniform \( S_z \) spin density is identically zero: \( S_z(q = 0) \)’s contributing terms are of the form \( S_z \propto Tr(\rho_s \sigma_z)/2, \rho_k = \psi^\dagger(\vec{k})\psi(\vec{k}) \), which is zero for all \( \psi \) in the conduction band. Similarly the charge \( N(q = 2Q) \) and spin \( S_\phi(q = 2Q) \) components of the PSH are zero, because \( \rho(2Q) \propto \psi^\dagger(\vec{Q})\psi(-\vec{Q}) \) and \( T \) symmetry ensures that \( N(2Q) = Tr(\rho(2Q)) \) and \( S_\phi = Tr(\rho(2Q)(\cos \phi \sigma_x + \sin \phi \sigma_y)/2) \) are zero when \( \psi \) is in the conduction band.

III. DIFFUSIVE CONDUCTION

We now consider adding a non-magnetic ”white noise” disorder potential \( V \) to the general Hamiltonian \( H_{\text{gen}} \), where \( V = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} u(\vec{r}), \langle u(\vec{r})u(\vec{r}') \rangle = nVu^2\delta(\vec{r} - \vec{r}') \), and \( nV_u^2 \) gives the disorder concentration and strength. When disorder is present the density matrix evolves diffusively at time scales larger than the elastic scattering time. Its evolution is controlled by the partial differential equation \( D^{-1}_{ij} \dot{\rho} = 0 \), where the \( 4 \times 4 \) matrix \( D_{ij} \) is called the diffuson. The diffuson’s matrix structure couples the charge and spin densities to each other. We derive the diffuson using standard methods from the diagrammatic technique for disordered systems\(^\text{14-19}\), couched in the notation of References \( 9,20 \). Within this diagrammatic technique the conductivity is determined by the disorder-averaged two-particle correlation function, which is controlled by ladder diagrams at leading order in \( (E_F \tau / h)^{-1} \). The diffusion is composed of an infinite series of ladder diagrams like that seen in Figure 4. These diagrams describe sequences of events in which \( \psi \) and \( \psi^\dagger \) move together, scattering in unison. A single joint scattering event is described by the operator \( I_{ij} \), and the diffusion sums diagrams with any number of joint scatterings; \( D_{ij}(q, \omega) = \sum_{n=0}^{\infty} (I_{ij})^n = (1 - I_{ij})^{-1} \). The joint scattering operator \( I_{ij} \) is pictured in Figure 4 and is given by the integral

\[
I_{ij} = \frac{nV_u^2}{2} \int d\vec{k} Tr(G^A(\vec{k} - \vec{q}/2, E_F) \sigma_i, G^R(\vec{k} + \vec{q}/2, E_F + i\omega) \sigma_j)
\]

\( G^A \) and \( G^R \) are the disorder-averaged single-particle Green’s functions which express uncorrelated movements of \( \psi \) and \( \psi^\dagger \), while \( \vec{q} \) is the diffuson momentum. The trace is taken over the spin indices of \( G^A, G^R, \sigma_i, \) and \( \sigma_j \), which are all \( 2 \times 2 \) matrices in spin space.

The zero-frequency component of the diffusion \( D_{ij}(q = 0, \omega = 0) \) is equal to \( \tau_s/\tau \), where \( \tau_s \) is the tensor that governs relaxation of spatially uniform spin profiles. Assuming as before that the Fermi surface is dominant \( (E_F / h \gg 1) \) and contains only the conduction band, we find:

\[
\tau_s / \tau = 2 \begin{bmatrix} 0 & 0 \\ 0 & (1 - \langle \cos 2\theta \rangle_F) - \langle \sin 2\theta \rangle_F \\ 0 & -\langle \sin 2\theta \rangle_F & (1 + \langle \cos 2\theta \rangle_F) \end{bmatrix}^{-1}
\]

This result is fully general for all \( H_{\text{gen}} \). The angle \( \theta(\vec{k}) \) gives the relative strength of the \( a_x\sigma_x \) and \( a_y\sigma_y \) terms, and is defined by \( \tan \theta = a_y/af \). The average \( \langle \cdot \rangle_F \) is over the entire Fermi surface(s), and is weighted by the density of states. The zeros mean that the charge lifetime is infinite; charge is conserved. Linear combinations
of $S_x, S_y$ have lifetimes $2\tau/(1 + \sqrt{\cos 2\theta})^2_F$; spin conduction is obtained only if

$$1 = \cos 2\theta_F^2 + \sin 2\theta_F^2.$$  \hspace{1cm} (3)

Equation 3 confirms our earlier statement that spin conduction can be obtained by tuning for conservation of a spin operator $\cos \phi \sigma_x + \sin \phi \sigma_y$. In this case $|\cos \theta|, |\sin \theta|$ are equal to the constants $|\cos \phi|, |\sin \phi|$ and equation 3 is trivially satisfied. Figure 5 shows the spectrum of the inverse diffusion in two models which conserve $\cos \phi \sigma_x + \sin \phi \sigma_y$. Both models have two null eigenvalues at $q_x = 0$, corresponding to conduction of charge and of $S_y$. Both models also exhibit a single null eigenvalue at $q_x = \pm 2Q$, implying PSH conduction. Models which both conserve $\cos \phi \sigma_x + \sin \phi \sigma_y$ and have a nesting symmetry with $\theta(Q) = 0$ always exhibit PSH. When the nesting symmetry is only approximate, the PSH lifetime is $\tau_{PSH} = h^2/(4\pi (\delta E)^2_F)$, $\delta E = \xi \cdot \nabla_k E(Q)$. The gradient in this formula measures violation of the inversion symmetry $\hat{Q} + \hat{k} \rightarrow \hat{Q} - \hat{k}$. $\xi = \hat{k} - \hat{Q}$ is the displacement of the Fermi surface from the extremum.

Equation 3 also confirms that tuning the Fermi energy can produce spin conduction. The key is that this equation concerns only the Fermi surface: $|\cos \theta|$ and $|\sin \theta|$ must be constant there. When $E_F$ is tuned close to a local extremum the Fermi surface becomes very small. Therefore $|\cos \theta|, |\sin \theta|$ are nearly constant on the Fermi surface, $\cos \phi \sigma_x + \sin \phi \sigma_y, \phi = \theta(Q)$ is nearly conserved there, and $S_y$ conducts freely.

Tuning the Fermi energy also can produce PSH. The $T$ symmetry requires that extrema always come in pairs at $\hat{k} = \pm \hat{Q}$. The Fermi surfaces $S_\pm$ accompanying these pairs possess the nesting symmetry which produces PSH. However there must be no scattering between the pair of Fermi surfaces $S_\pm$ and any other Fermi surfaces, because $\cos \phi \sigma_x + \sin \phi \sigma_y, \phi = \theta(Q)$ will not be conserved on the other surfaces. If there are additional Fermi surfaces then the disorder potential must be smooth, without short-wavelength variations. In this case there will be one pair of persistent spin helices for each pair of extrema.

We have computed the spin lifetime when there are local extrema. For the spatially uniform spin profile it is $\tau_s/\tau = 1/(\langle \delta \theta \rangle_f^2)$, $\delta \theta = \xi \cdot \nabla_k \theta(Q)$. The PSH lifetime is double this value. Our PSH calculation is valid only in the diffusive regime where the PSH characteristic length $l_{PSH} = h/2|Q|$ is large compared to the scattering length $l_s$. $\delta \theta$ measures the amount that $\theta$ varies on the Fermi surface, because when $\theta$ is constant $S_\pm$ is conserved and $\tau_s = \infty$. $\xi$ measures the width of the Fermi surface; when $E_F$ approaches the extremum it goes to zero and the spin lifetime diverges. For instance, in the quadratic model

$$H = \frac{k^2}{2m} + v_x k_x \sigma_y + v_y k_y \sigma_x, v_y > v_x$$

shown in Figure 5 the lifetime is $\tau_s = \tau_{2m} v_y^2 v_x^2 (E_F - E_Q)$. It diverges when spin is conserved ($v_x = 0$) and also when the Fermi energy $E_F$ is tuned to the extremum $E_Q$. When the model is tuned for rotational symmetry $v_x \rightarrow v_y$ the lifetime becomes very small because the local minimum becomes very shallow, the Fermi surface stretches along the x axis, and $\langle \xi^2 \rangle = (E_F - E_Q)/v_y^2 - v_x^2$ becomes very large.

Local extrema have already been realized in a TI $Bi_{12-2}Sb_2$, which has six fold symmetry. ARPES measurement reveals at least three six-fold degenerate minima, with momenta at $|Q| \approx 0.15, 0.8, 1.1 \AA^{-1}$. However the symmetry is too high: substitutional disorder causes scattering between all six minima. Moreover the bulk gap is very small, and the PSH length scale is so short that it may lie in the ballistic regime.

Local extrema will be found whenever there is an avoided band crossing in an anisotropic material. In $Bi_{12-2}Sb_2$ a conventional surface band occurs very close to the TI band. Repulsion between these two bands causes the observed local minima. Avoided band crossings have also been observed in very thin TI films - the TI bands on each of the film’s two surfaces couple to each other, causing band repulsion and extrema to 18 to 1 anisotropy in metacinnabar. The remaining necessary ingredient for spin conduction is anisotropy. In this respect the recent predictions of 10 to 1 anisotropy in $\beta - Ag_2 Te$ and 18 to 1 anisotropy in metacinnabar are very encouraging.

When spin conduction - for instance when $E_F$ is tuned near an extremum - the magnetoresistance will become null or even change sign. If only the spatially uniform profile conducts then there will be neither weak localization nor antilocalization (null magnetoresistance). If there are PSH’s then there will be a complete reversal from weak antilocalization to weak localization, from positive to negative magnetoresistance.

Returning to equation 1 we have calculated the diffusion operator $D_{ij}$ which controls spin diffusion via $D_{ij}^{-1} \hat{S} = 0$. Our calculation is general for all $H_{gen}$ but considers only long wavelengths; i.e. momenta near
\( \vec{q} = 0 \). For brevity we will present here only the result when \( \cos \phi \sigma_x + \sin \phi \sigma_y \) is conserved. The spin component orthogonal to \( \vec{e}_\phi \) decays with lifetime \( \tau_s = \tau \), and we have already seen that \( S_z = 0 \). The spin diffusion equation for \( N \) and \( S_\phi \) is:

\[
\begin{bmatrix}
\partial_t - \frac{1}{2} \nabla_x \cdot D \cdot \nabla_x & -2\nabla_x \cdot \vec{I} \\
-\frac{1}{2} \nabla_x \cdot \vec{I} & \partial_t - \nabla_x \cdot D \cdot \nabla_x
\end{bmatrix}
\begin{bmatrix}
N \\
S_\phi
\end{bmatrix} = 0
\]

\[
\vec{I} = \frac{1}{h} (\nabla_q E(\vec{k}))_F, \quad D = \frac{\tau_s}{h^2} (\nabla_q E(\vec{k}) \otimes \nabla_q E(\vec{k}))_F (4)
\]

The charge-spin coupling \( \nabla_x \cdot \vec{I} \) and the diffusion tensor \( D \) are determined entirely by the energy dispersion. If the Fermi surface is an ellipse with height \( h \) and width \( w \) then \( \vec{I} = 0 \) and \( D = 8\tau_s (E_F - E_Q)^2/\hbar^2 (w^{-2} \hat{x} \otimes \hat{x} + h^{-2} \hat{y} \otimes \hat{y}) \).

Assuming that the PSH length scale \( |\vec{P}_{\text{SH}}| = h/2|\vec{q}| \gg \ell_s \) is in the diffusive regime, we have derived the PSH diffusion equation:

\[
(\partial_t + 1/\tau_{\text{PSH}})(\nabla_x - 2\hat{Q}) \cdot D(\nabla_x - 2\hat{Q}) S_{\text{PSH}} = 0 \quad (5)
\]

The term with two \( (\nabla_x - 2\hat{Q}) \) derivatives implies that small deviations from the spin helix relax diffusively.

**IV. CONCLUSION**

In this article we studied spin conduction in a very general model of TI surfaces with non-magnetic disorder. We calculated the spin decay times and spin diffusion equations and found two ways to tune for long spin lifetime and spin conduction. The first tuning mechanism is well known from quantum wells but new to TIs: tuning the Hamiltonian to conserve a spin operator. We found a second tuning mechanism: tuning the Fermi energy near a local extremum of the energy dispersion. Neither mechanism is possible unless the TI surface is anisotropic. Both mechanisms cause conduction of a spatially uniform spin profile. If the Fermi surfaces exhibit an additional nesting symmetry then Persistent Spin Helices will also conduct. When spin conduction is realized the TI’s magnetoresistance will be either null or negative, unlike an untuned TI where the magnetoresistance is positive. TIs which combine anisotropy with avoided band crossings will be promising candidates for spin conduction and PSH’s.
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