A New Approach to Predicting Learner Performance with Reduced Forgetting
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Abstract—The work on predicting learner performance allows researchers through machine learning methods to participate in the improvement of e-learning. This improvement allows, little by little, e-learning to be promoted and adopted by several educational structures around the world. Neural networks, widely used in various performance prediction works, have made several exploits. However, factors that are highly influential in the field of learning have not been explored in machine learning models. For this reason, our study attempts to show the importance of the forgetting factor in the learning system. Thus, to contribute to the improvement of accuracy in performance predictions. The interest being to draw the attention of researchers in this field to very influential factors that are not exploited. Our model takes into account the study of the forgetting factor in neural networks. The objective is to show the importance of attenuation the forgetting, on the quality of performance predictions in e-learning. Our model is compared to those based on Random Forest and linear regression algorithms. The results of our study show that neural networks (95.20%) are better than Random Forest (95.15%) and linear regression (93.80%). Then, with the attenuation of forgetting, these algorithms give 96.63%, 95.85% and 93.80% respectively. This work allowed us to show the great relevance of oblivion in neural networks. Thus, the exploration of other unexploited factors will make better performance prediction models.
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I. INTRODUCTION

Most of the work on e-learning recommendation systems focuses on the construction of recommendation models. The aim of this recommendation model building work is to improve the recommendations of learning objects for learners [1]. The prediction of learner performance in education, particularly in e-learning, is one of the most studied research areas. It is part of the quest to improve recommendations in recommendation systems [2]. Predictions of performance in e-learning systems require a good knowledge of the users in order to provide better accuracy.

However, eLearning systems, despite having large amounts of information about their users, suffer from the lack of some very relevant information [3]. This information would help to improve the results of performance predictions. As a result, the search for highly relevant information is now at the heart of research in the field of learning [3]. It is a challenge for researchers.

Our study in this paper focuses on improving the accuracy of learner performance predictions. Thus, we start from the fact that the use of relevant data in weak algorithms is less advantageous than the use of relevant data in powerful algorithms. For this, we use neural networks, one of the most efficient learning machine algorithms in the field of learner performance prediction [4] [5]. We use the forgetting factor in our study. It is a very important factor, which is widely used in the field of learning psychology [6]. Taking into account the attenuation of the forgetting factor in learners in neural networks is at the heart of our study.

The paper is organized as follows: Section 2 presents related work. Section 3 presents neural network algorithms and other algorithms for comparison. Section 4 presents our new approach. Section 5 presents an evaluation of our method and a discussion about our approach. Section 6 concludes this manuscript.

II. RELATED WORK

Neural networks techniques are used in many fields and today are widely used in e-learning because of their high efficiency. Oladokun et al [4], conducted a study to predict the performance of candidates likely to succeed at university using neural networks to improve the quality of university degrees. The results of this study show a performance of more than 70% and thus demonstrate the ability of neural networks to improve university admission systems. However, the authors point out the limits in the search for relevant information to make the model more effective. Arsad et al [7], for their part, also propose a neural network model for the prediction of student performance from the entry level to registration. Following the basic subjects that the student takes in the course, the results of the study showed that there is a direct correlation between the students' results for the first semester subjects with the final academic performance regardless of their gender. Thus, based on these results, the authors believe that a strategic study can be undertaken during study periods to improve students' final performance. Knowing the advantages of predicting educational performance, which helps in decision making to improve educational services, Chen et al [8] conducted a study, allowing them to propose a neural network model to predict
student performance in standardized examinations. Two meta-
heuristic algorithms were used separately to form the feed-
forward network for prediction and optimized the interlayer
weights and biases of the neural network. Given the quality of
the results, the model was designed to help students with
admission procedures and to strengthen the system of services
in educational institutions. Faced with the non-existence of
methods for predicting student performance for some higher
education institutions, Shahiri et al [5] conducted a study to
predict student performance using data mining techniques on
courses taught. Using performance prediction algorithms, the
aim was to determine the most important factors in the learners' data for better planning of courses during study periods in
order to improve the performance of their learning and
teaching process. Among the prediction algorithms studied, the
neural network (98%) shows the highest performance, followed
by the decision tree (91%), the support vector machine (83%),
the nearest neighbor cases (83%) and the Naïve Bayes (76%). Jishan et al [9] present a study aimed at improving the accuracy of student performance prediction models. To do this, their study focused on data pre-processing using an oversampling technique, Synthetic Minority Over-
Sampling (SMOTE) and a discretization method known as
Optimal Equal Width Binning, and applied to three
classification algorithms, the Naïve Bayes, the decision tree
and the neural network. The result of this study shows that the
accuracy of the prediction models improves when using the
two proposed pre-processing methods, with the neural network
at the first rank followed by the Naïve Bayes classifier. Kouser
et al [10] are looking for ways to improve the results provided
by the unstructured and low-level information collected, in
order to make good and better predictions of student
performance. To this end, they use exploratory methods for the
analysis of raw data to extract high quality information. Four
variables of students' daily activities on the Moodle platform
were used in the construction of a neural network model for
predicting good student grades for classes. Abu Zohair [11],
faced with the difficulties encountered for predicting
performance, which is not credible in education because of the
small size of the data, conducted a study to find out if it was
possible to obtain an accurate prediction rate by training and
mobilizing students with a small data set by identifying key
indicators in the data set. The results of this study indicate that
the media vector machine and the learning of discriminant
analysis algorithms give test rates of accuracy and reliability of
98.5%. In response to the problems of drop-out and delayed
graduation, Umar [12] is conducting a study to predict poor
student performance. These results can then be used for
academic follow-up to alleviate these problems. Thus, a neural
network capable of predicting a student's overall average using
the student's personal data has been designed. The results were
73.68% correctly predicted performance with also an accuracy
of 66.67% of the students likely to drop out or experience a
delay before graduation. Raga and Raga [13] conducted an
experiment to develop a model for predicting student performance in order to measure the non-linear predictive
power of neural networks in a blended learning environment.
But first, the hyperparameters of the model were determined by
a series of experiments. The results of this experiment show,
for a single course in the first month, an accuracy of 91.07%
with a ROC_AUC score of 0.88 which improves as the
accumulation progresses. But for the mid-term results, the
highest precision was 80.36% and the ROC_AUC score was
0.70. Azzi et al en [14], propose an approach based on
artificial neural networks in order to address the problems of
customization of e-learning systems. In particular, they address
the problem of designing courses based on the background of
the learners. The role of the proposed model is to mimic the
course designer in order to create customized courses for
learners. The system is thus able to choose the appropriate
text content to improve the learner's performance.

The previous literature review presents neural networks that
are widely used in performance prediction work in e-learning.
Precisely because of the power of its algorithms, which are still
proving their worth in this field.

Studies on predicting learner performance and taking into
account forgetting have also been carried out. Nguyen et al [2]
propose a study for the prediction of student performance.
They use tensor factorization methods to implicitly take into
account latent factors and temporal effect. The results of their
proposed approaches show that they are promising and
appropriate in improving prediction results. The authors also
argue that a predictive approach could be used to account for
the sequential effect. Neduangadi and Remya [15] propose a
new PC-BKT model, an improved model of the existing BKT
which generally sets the forgetting parameter to 0. The results
provided by the PC-BKT show the percentage of classification
errors reduced as the algorithm adjusts the learning rate of a
skill over the duration between the last uses. Thus, they state
that the time it takes a student to start forgetting the skill is 30
days.

The observation made at the end of this second literature
review is the scarcity of performance prediction works taking
into account forgetting. Even rarer are these works with neural
networks.

Studies have also been carried out on its great influence in
the field of learning. Ziegler [6] studied the process of
forgetting empirically using data collected on the brain, spinal
cord and nerves in an experiment in which a group of 58
elderly people took part in training courses followed by
examinations. The results are such that the rate of forgetfulness
was higher for half, and had no huge change after 118 days.
The reason is that during this time, the students had revision
times. Krondorfer [16] in his work proposes to differentiate
between forgetting and remembering in order to help erode
paralyzing traumatic memories. Thus, he argues that there are
no impeccable distinctions or clearly marked boundaries
between these terms. Remembrance is elevated to the status of
unquestionable virtue and forgetting is mocked as undesirable
and reprehensible. Casey and Olivera [17] set out in a study to
clarify the relationship between organizational memory and
forgetting, and to identify areas that need to be developed to
improve the understanding of memory constructs. Thus, they
argue that the dynamic nature of organizational knowledge, the
role of time in the way organizations retain knowledge, and the
role of power dynamics in what and how organizations choose
to remember and forget could address their concern. Gordon
[18] in one essay proposes to reflect on the meaning of the
tension between remembering and forgetting in the context of historical and tragic events. He argued that an ethic of remembering and forgetting could enable victims of trauma to understand not only the sources of their suffering but also to take responsibility for their own liberation. Gan and Zeng [19] are conducting a study with the aim of improving the speed of convergence of iterative learning, controlling it and reducing the fluctuation of system error. For this purpose, they use a class of steady-state linear systems with a variable forgetting factor. The results of the work give the algorithm is efficient and that the convergence speed is improved with a low error rate. Boutis et al [20] conducted a study to determine the rate of knowledge degradation over time using the forgetting curve. Thus, by a test on 106 participants measuring the degradation over time for 12 months, the conclusion drawn was that the degradation of learning was attenuated every two months. These results can thus influence the scheduling of refresher courses.

This third review of the literature presents the study on forgetting in more research work. Which shows its great importance.

III. MACHINE LEARNING ALGORITHMS

A. Artificial Neural Networks (ANN)

Neural networks are very powerful algorithms used in Artificial Intelligence, especially in the field of machine learning. It has been designed to approach problem solving in the same way as the human brain does. It has the ability to solve problems of great complexity [10]. The architecture of neural networks consists of three types of layers, the hidden layers located in between, the input layer, and the output layer. Each layer may consist of at least one node called a neuron. The neurons of the different layers are connected to each other by synaptic weights as shown in Figure 1. Neural networks vary according to the type of configuration. The simplest of these configurations is the perceptron.

Data flows through neural networks from input to output through a process called forward propagation. In this process, neuron outputs are determined by the arithmetic operation of applying a neuron activation function to the sum of all inputs. The activation function is a stimulation threshold which, when reached, causes the neuron to respond. Figure 2 shows a representation of a neuron. There are several types of activation functions, which can be both linear and non-linear depending on the objectives to be achieved. The most commonly used is the sigmoid or logistic function. However, other more powerful activation functions such as the reread [21] exist.

After forward propagation, the outputs and errors of the neural network outputs are determined. Back propagation is performed to adjust the values of the neural network weights randomly initialized at the beginning.

B. Random Forest

The Random Forest is also an algorithm in the field of machine learning. It makes it possible to make a classification of whole. It is more effective in the predictions for sets than the particular predictions [22]. Studies have shown that the Random Forest is based on the most powerful nonparametric classifiers [23] [24]. In this logic, this classifier is adapted to our study for a good measurement of our model. It is based on the principle of decision trees. As its name indicates, it is composed of a large number of decision trees which function as a set. Each individual tree in Random Forest makes a class prediction. Thus, the class with the most votes becomes the class considered for the Random Forest prediction.
of experimental psychology who showed by the results of his experiments on the experimental study of memory and the learning process, that the forgetting curve describes a decreasing exponential form [26] [27], as shown in figure 3.

This Ebbinghaus theory is still relevant today and is widely used by many researchers working on the cognitive. It tends to show that the rate of information loss by the human brain is exponential. The work of L. Averell and A. Heathcote in 2011 [29], focused on determining the mathematical form of forgetting. They proposed three candidate functions that best express forgetting, namely the exponential $e^{-at}$, the pareto $(1 + yt)^{-\beta}$ and the power $(1 + t)^{-\beta}$. The exponential function is the most appreciated for the description of forgetting compared to the other two functions. Their research confirms Ebbinghaus' theory. The proposal of our model for managing forgetting in e-learning is based on the exponential form of forgetting defined in the following equation,

$$R = e^{-at}$$

where $R$ is the memory retention and $a$ is the forgetting rate.

The forgetting rate, on the other hand, is a function of the memory strength $F$, as presented in the following equation.

$$\alpha = \frac{1}{F}$$

[30] Thus, the greater the memory strength, the lower the forgetfulness rate, which increases in (1) memory retention $R$, thus reducing forgetfulness. Similarly, the smaller the memory strength, the higher the forgetting rate, which normally reduces memory retention, thus increasing forgetting. According to the work of Ebbinghaus, memory depends essentially on the number of repetitions of a learning element and the time spent reviewing what has been learned [27]. From this reflection, memory is strengthened with the high number of repetitions of the learner. Thus, to reduce forgetting in our model, the number of repetitions of learning elements must be increased. However, the set of data available to us for our work does not include a variable signifying the number of repetitions for the learners' learning. However, our data set has a variable that means absences from classes by learners. Repetitions and learners' learning. However, our data set has a variable signifying the number of repetitions for the learners' learning. However, our data set has a variable that means absences from classes by learners. Repetitions and absences have opposite effects on learning. Thus, a learner's retention capacity increases as the number of repetitions increases. It also increases when the number of absences from classes decreases. However, the two increases are not the same in both cases. To mitigate forgetting in our model, we consider the rate of absences at courses instead of the number of repetitions of learning elements. Thus, by reducing the content of the absence variable, retention capacity increases. However, it is better to take into account the number of repetitions if it is included such as a variable in a dataset for a study. Therefore, the manipulation of the absence rate, free time after school and the learner's study time would be tantamount to acting on forgetting so as to see its impact on the prediction of performance. Thus, likely to lead to good decisions for homework sessions in order to optimize academic performance.

Our experiments are done in two steps. In the first step, a study of learner performance predictions is made by designing three prediction models. The first model is done using neural networks, the second using Random Forest and the third using linear regression. A comparison of the performance results obtained from our three models is then performed. The objective of this first step is to confirm or refute the results of the work on the performance of neural networks as the best predictor of e-learning. Assertion made in the literature review.

In the second step, the experience of the first step is experienced again, this time taking into account the reduction of forgetting. To this end, reductions in the rate of absence and free time are made. These are factors on which forgetting depends. The reduction of each of these variables aims to reduce forgetfulness among learners. Thus, for this phase, the objective is to determine approximately the probable performance of the learners with reduced forgetting. The results of the predictions with reduced forgetting will be compared with the results of the experiments in the first stage. Thus, it can be shown the contribution of the attenuation of the forgetting in the predictions of performance of the learners.

The reductions of learners' absences at class and free time, in our experience, are respectively 90% of the content of the variable "Absences" and 20% of the content of the variable "Freetime" of the data set. As for the learner study time variable, it remains unchanged. Ideally, it should be increased in order to intensify the reduction of forgetting. The reduction rates proposed for the absence rate and free time are not based on any theory. They are taken randomly with the sole aim of reducing forgetfulness.

A. Data Set

The dataset used in this work is available in the UCI's database. It consists of 395 samples with 30 variables. It also includes three data sets G1, G2 and G3 which are the successive results of evaluations. Each of these variables is a whole score between 0 and 20. The objective of our study will be to predict the G3 assessment scores of learners assumed to be unknown and assuming that G1 and G2 scores are already made. There is no missing value data in this set. The following list gives a description of the 30 variables.
| 1 school | student's school (binary: "GP" - Gabriel Pereira or "MS" - Mousinho da Silveira) |
| 2 sex | student's sex (binary: "F" - female or "M" - male) |
| 3 age | student's age (numeric: from 15 to 22) |
| 4 address | student's home address type (binary: "U" - urban or "R" - rural) |
| 5 famsize | family size (binary: "LE3" - less or equal to 3 or "GT3" - greater than 3) |
| 6 Pstatus | parent's cohabitation status (binary: "T" - living together or "A" - apart) |
| 7 Medu | mother's education (numeric: 0 - none, 1 - primary education (4th grade), 2 - 5th to 9th grade, 3 - secondary education or 4 - higher education) |
| 8 Fedu | father's education (numeric: 0 - none, 1 - primary education (4th grade), 2 - 5th to 9th grade, 3 - secondary education or 4 - higher education) |
| 9 Mjob | mother's job (nominal: "teacher", "health" care related, civil "services" (e.g. administrative or police), "at_home" or "other") |
| 10 Fjob | father's job (nominal: "teacher", "health" care related, civil "services" (e.g. administrative or police), "at_home" or "other") |
| 11 reason | reason to choose this school (nominal: close to "home", school "reputation", "course" preference or "other") |
| 12 guardian | student's guardian (nominal: "mother", "father" or "other") |
| 13 traveltime | home to school travel time (numeric: 1 - <15 min., 2 - 15 to 30 min., 3 - 30 min. to 1 hour, or 4 - >1 hour) |
| 14 studytime | weekly study time (numeric: 1 - <2 hours, 2 - 2 to 5 hours, 3 - 5 to 10 hours, or 4 - >10 hours) |
| 15 failures | number of past class failures (numeric: n if 1<=n<3, else 4) |
| 16 schoolsup | extra educational support (binary: yes or no) |
| 17 famsup | family educational support (binary: yes or no) |
| 18 paid | extra paid classes within the course subject (Math or Portuguese) (binary: yes or no) |
| 19 activities | extra-curricular activities (binary: yes or no) |
| 20 nursery | attended nursery school (binary: yes or no) |
| 21 higher | wants to take higher education (binary: yes or no) |
| 22 internet | Internet access at home (binary: yes or no) |
| 23 romantic | with a romantic relationship (binary: yes or no) |
| 24 famrel | quality of family relationships (numeric: from 1 - very bad to 5 - excellent) |
| 25 freetime | free time after school (numeric: from 1 - very low to 5 - very high) |
| 26 goout | going out with friends (numeric: from 1 - very low to 5 - very high) |

27 Dalc | workday alcohol consumption (numeric: from 1 - very low to 5 - very high) |
28 Walc | weekend alcohol consumption (numeric: from 1 - very low to 5 - very high) |
29 health | current health status (numeric: from 1 - very bad to 5 - very good) |
30 absences | number of school absences (numeric: from 0 to 93) |

Evaluation grades:
31 G1 | first period grade (numeric: from 0 to 20) |
32 G2 | second period grade (numeric: from 0 to 20) |
33 G3 | final grade (numeric: from 0 to 20, output target) |

Dataset source: (https://archive.ics.uci.edu/ml/datasets/Student+Performance)

B. Splitting the Data Set

Splitting the data set in the machine learning process consists of dividing the data used into two parts. The first part, which will be the largest portion, is reserved for the training phase of the model. It is usually greater than or equal to 60%. The second part, which is obviously the smaller one, is dedicated to the test phase of the trained model. For the experimentation of our model, the data set was divided into two parts. One part for training with a proportion of 70% and the other part for testing with a proportion of 30%.

C. Configuration of our Neural Network

Our proposed neural network model is shown in Figure 4 and is configured on three layers, one input layer, another as a hidden layer and the third is the output layer. The input layer has 32 neurons for the 30 variables of the dataset and G1 and G2 notes to take into account the learners' prior skills. The hidden layer also has 32 neurons. The output layer has a single neuron. The neuron activation function used is the "relu" because it is more efficient than the sigmoid [21], with "adam" as solver and a constant learning rate, initialized at 0.01. The maximum number of iterations is 500.
V. EXPERIMENTAL RESULTS AND DISCUSSION

Our experiments were carried out with a four-core i5 computer with a processor speed ranging from 1.70 to 2.40. The computer was equipped with an i5 processor with four cores. This computer works with a 12 GB RAM memory. The programming language used is the python language. After the experiment follows the evaluation phase. In this phase, the root means square error and the confusion matrix are used for the evaluation of the experiments in this study. The error is thus determined by the following formula:

\[
RMSE = \sqrt{\frac{\sum_u (r_{ui} - p_{ui})^2}{n}}
\]  
(3)

The confusion matrix defines the metrics accuracy, precision, recall and F-measure as shown in equations (4), (5), (6) and (7) respectively. These equations are a function of the information in Table 1, defined as follows:

| Detected | Positive | Negative |
|----------|----------|----------|
| Current  | True positives (TP) | False negative (FN) |
| Negative | False positive (FP) | True negative (TN) |

TP : Positive class result correctly predicted;
TN: negative class result: negative class result predicted correctly;
FP : result of the incorrectly predicted positive class;
FN : negative class result: result of the negative class incorrectly predicted.

The confusion matrix thus defines the following metrics:

\[
\text{Accuracy} = \frac{TP+TN}{TP+TN+FP+FN}
\]  
(4)

\[
\text{Precision} = \frac{TP}{TP+FP}
\]  
(5)

\[
\text{Recall} = \frac{TP}{TP+FN}
\]  
(6)

\[
\text{F-Measure} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]  
(7)

Accuracy: refers to the proportion of correct predictions;
Precision: refers to the proportion of correct predictions among positive predictions;
Recall: refers to the proportion of positives that are correctly identified;
F-Measure: Used to evaluate a compromise between recall and precision.

A. Results and Discussion of Step 1 of the Experiment

This step consists of comparing the performance of the algorithms used in this study by reducing the effects of forgetting among learners. The performances obtained are compared to the performances obtained during the first step according to the algorithms. Table 4 presents the results of the confusion matrix metrics for the artificial neural network, Random forest and Linear regression algorithms. Table 5 presents the results of the errors obtained from these algorithms during the experiment.

TABLE II. COMPARISON RESULTS OF ALGORITHMS WITH OMISSION

| Algorithms | Accuracy | Precision | Recall | F-Measure |
|------------|----------|-----------|--------|-----------|
| Artificial Neural Network | 94.94 % | 95.20 % | 97.36 % | 96.27 % |
| Random forest | 94.17 % | 95.15 % | 96.23 % | 95.69 % |
| Linear regression | 92.15 % | 93.80 % | 94.32 % | 93.98 % |

TABLE III. ALGORITHM ERRORS WITH OVERLOOKED ALGORITHMS

| Algorithms | RMSE |
|------------|------|
| Artificial Neural Network | 0.2250 |
| Random forest | 0.2413 |
| Linear regression | 0.2541 |

TABLE IV. COMPARISON RESULTS OF ALGORITHMS WITH ATTENUATED FORGETTING

| Algorithms | Accuracy | Precision | Recall | F-Measure |
|------------|----------|-----------|--------|-----------|
| Artificial Neural Network | 95.95 % | 96.63 % | 97.36 % | 97 % |
| Random forest | 94.43 % | 95.85 % | 95.85 % | 95.85 % |
| Linear regression | 92.15 % | 93.80 % | 94.32 % | 93.98 % |
VI. Conclusion

The objective of our study was to clarify the contribution of taking into account the forgetting factor in models for predicting learner performance in e-learning. During our work, we integrated it into an artificial neural network to create a model in order to see the impact of this factor on performance predictions in these neural networks. In this study, two other classifiers, namely Random Forest and linear regression, were used in order to compare their results with those of our model. At the end of this work, we observe the performance of neural networks. With the process of reducing forgetfulness proposed by our model, neural networks give even better results. This will allow us to better specify the performance of students in order to adopt better strategies in decisions about their training. Our theory also improves the performance of the Random Forest.

In our future work, we will extend this study to a larger scale to see what impact our theory will have on large datasets. We will also rule on the study of stress, another latent factor that has a strong influence on memory in the learning system. We will also conduct another study to identify the most important variables in a list of variables in a data set. This may help to further improve predictions of learner performance.
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