Overview of the Auger@TA project and preliminary results from Phase I
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Abstract. We report on the first results of a unique in-situ experimental cross-calibration effort of the surface detector of the Pierre Auger Observatory and of the Telescope Array experiment (Auger@TA). In the first phase of Auger@TA, we performed surface detector station-to-station comparisons for a collection of extensive air showers landing near the experimental setup and detected by Telescope Array. Beyond the dedicated cross-calibration curve between the Water-Cherenkov-based Auger and Scintillator-based TA Surface Detector stations, we also investigate the consistency of their response for individual reconstructed showers. The dataset is currently too small to draw firm conclusions as-of-yet. Hence, phase I data taking will continue even as we gear up for the deployment of an Auger micro-array within Telescope Array as part of Phase II of this work.

1 Introduction

The Pierre Auger Observatory (Auger) [1] and the Telescope Array (TA) experiment [2] are the two largest Ultra-High-Energy Cosmic-Ray (UHECR) experiments in the world. Both experiments are hybrid detectors, where the Surface Detector (SD) acts as the statistical engine and the Fluorescence Detector (FD) provides, among other things, the energy scale based on calorimetric measurements. After a little over 10 years of data taking, there appears to be a discrepancy of about 10% between the energy scale of the two experiments [3]. This discrepancy is within the range of the systematic uncertainties of both experiments. However, after re-scaling, a large difference remains at and beyond the flux suppression [4, 5]. While this could be linked to fundamental differences between the northern and southern UHECR skies, it could also be due to unresolved discrepancies in the way the two experiments are processing Extensive Air Shower (EAS) data. Since 2012, the Auger and TA collaborations have created joint working groups to evaluate the data collected by both experiments. Results from some of those working groups were presented at this conference [6–10].

In 2014, a unique joint experimental effort was initiated to carry out in-situ cross-calibrations between the Auger and TA SDs. The SD of both experiments makes use of different detection media, which are not equally sensitive to the various components of the EAS making it to the ground. The (pre-AugerPrime [11]) Auger SD is based on a Water-Cherenkov Detector (WCD) system, which collects the light produced by charged particles above a certain energy threshold as they slow down in the water volume. The baseline unit for the Auger WCD is an indirect measure of the energy loss in water of a Vertical Equivalent Muon (VEM). The Auger WCD is roughly equally sensitive to the electromagnetic and muonic components of the shower. Separating the two components without additional information is very difficult however. The TA SD is based on plastic scintillators and essentially acts as an indiscriminate counter of particles. The baseline unit for the TA SD is the Minimum Ionizing Particle (MIP) energy loss. The TA SD is predominantly sensitive to the electromagnetic (electrons mostly) part of the shower, because electrons are more numerous than muons (except far away from the core). Given their difference in response, a direct comparison of both SDs is not straightforward and simulations are needed to interpret the correlated signals measured for the co-located Auger and TA SD stations.

The Auger - TA joint experimental effort (Auger@TA) is divided into two phases. The first phase, for which preliminary results are reported here, consists in performing
station-to-station comparisons with two Auger and two TA SD stations for EASs observed in coincidence. In section 2, we discuss the experimental setup deployed near the TA Central Laser Facility (CLF), a central location within the TA SD. In section 3, we present the basic cross-calibration performed between the Auger (South) and TA SD stations for EASs landing near the CLF that triggered the TA array. In section 4, we carry out a more complex analysis aimed at assessing the consistency of the Auger (South) and TA SD station response for a smaller subset of EASs that are reconstructed by TA. This is followed by conclusions and perspectives. The discussion of the plan for Phase II and the deployment of an Auger micro-array within TA are presented in another contribution of this symposium [10]. The Auger@TA joint effort is an official Auger - TA working group.

2 The Auger@TA Phase I setup

Figure 1 shows the current setup deployed near the TA CLF. Two Auger stations are deployed as a doublet, separated by about 7 m. One of those stations is the regular Auger (south) SD station deployed at the Pierre Auger Observatory. The other station is a single-PMT prototype originally designed for the Auger North project [12]. The Auger doublet configuration is used to carry out a cross-calibration between the two WCDs in advance of the deployment of the Auger micro-array within TA. The distance between DET2421 and the Auger doublet is about 45 m.

Figure 1. Auger@TA at the TA Central Laser Facility (CLF). 1: DET2421 (“global” TA). 2: LAN comm. and power system. 3: Local TA station. 4: CLF. 5: Auger@TA electronics and solar power system. 6: Auger north (AN) tank. 7: Auger south (AS) tank. The distance between DET2421 and the Auger doublet is about 45 m.

In the most recent implementation of the local trigger, digitized waveforms from the TA local station are collected using a Picoscope 2206B and L1-equivalent signals are generated. Those triggers are combined with the T2 timestamps from the Auger WCDs to form the local trigger. Following a trigger, L2 (T3) readout requests are sent to the TA (Auger) stations and waveforms are recorded for offline analysis.

3 Auger-TA SD station cross-calibration with EASs detected by TA

Since operation began, 149 coincidences between the Auger WCD and the global TA stations have been recorded. Three events were discarded due to saturation in either or both detectors. Of the 146 remaining events, only 23 satisfy the TA spectrum quality cuts [14] and have associated reconstruction parameters. Figure 3 shows the correlation between the global TA signal (in MIP) and the
Auger WCD signal (in VEM) for all 146 events. Shown in black are the 23 events that passed the TA quality cuts.

The signal correlation is not corrected for the distance between the two stations. An orthogonal distance square (ODS) linear regression model is used to fit the full dataset. The result of the fit is consistent with a linear correlation over a large dynamic range (see table 1), and an earlier study showed that the slope of the correlation is consistent with expectation from simulation [13].

Table 1. Regression fit parameters for the ODS log-log data:

| α  | β    |
|----|------|
| 1.076±0.037 | -0.368±0.050 |

4 Consistency checks

Beyond the cross-calibration curve discussed in the previous section, a more in-depth station-to-station analysis can be carried out for the 23 coincident events that were reconstructed by TA. The analysis chain is summarized in Figure 4.

The general idea is to compare the measured (correlated) signals of the Auger and TA SD stations with expectations from EAS simulations. For this work, the analysis was performed using the Auger analysis framework (called “Offline”) [15]. The first step consisted in scaling down the TA primary energy by 10.4% to reflect the difference in energy scale between Auger and TA. Then, using the other TA reconstruction parameters (zenith angle θ, azimuth angle φ and distance from the core ρ), a relatively large sample (N = 300) of simulated proton showers was created for each event with the CORSIKA [16] air shower simulation tool using two hadronic interaction models (QGSJET-II.04 [17] and EPOS-LHC [18]). Each simulated shower was then reconstructed by Offline. The Auger SD grid was modified to add the two sites corresponding to the positions of the “global” TA and Auger WCD stations near the reconstructed core position. The rest of the SD layout is inconsequential as long as reconstruction is achieved since we only read out the predicted signals at the two locations of interest. Figure 5 shows (top) one of the 23 reconstructed TA event (E=4.58 EeV, θ=38.3°, φ=216.7°, ρ=820 m) and (bottom) one of the simulation realizations of this shower reconstructed by Offline.

Figure 3. S(TA[MIP]) vs S(Auger[VEM]) correlation measured between the TA and Auger stations at the CLF. The black points show the 23 events that passed the TA reconstruction quality cuts. The regression fit presented is performed on all the data.

Figure 4. Analysis chain allowing for a test of the consistency of the Auger and TA data collected by Auger@TA phase I (see text for details).

Figure 5. (Top) One of the events reconstructed by TA that landed near the TA CLF. The distances are expressed in unit of separation between TA stations (1200 m). (Bottom) Simulated Auger shower using the TA reconstruction parameters with the energy scaled down by 10.4% to account for the difference in energy scale between Auger and TA. The detectors shown on the grid are arranged in the regular Auger triangular pattern (1500 m apart).

The most recent development versions of Offline (“trunk”) include the upgraded Auger SD, which has a Scintillator Surface Detector (SSD) placed on top of every WCD [11]. Hence, the Offline reconstruction yields a predicted signal for the WCD and the SSD. In this context, we use the SSD as a proxy for the TA SD station,
and we deduce the predicted TA SD station signal by simply scaling the SSD signal by the ratio of their respective surface areas (3.84 m$^2$ for the SSD, 3 m$^2$ for the TA SD). Moreover, it is now well established that hadronic interaction models underestimate the number of muons in EAS [19]. Following the prescription in [20], the simulation results are corrected for both hadronic models for the muon deficit in simulations. Figure 6 shows the correlation of the measured signals of the Auger and TA SD stations (magenta point) for the previously discussed event, together with the 300 QGSJET-II.04 simulated realizations of the same event before (left) and after (right) correction for the muon deficit in simulations. As can be seen, a better agreement is obtained after correction.

To make systematic comparisons within this dataset, we use the Mahalanobis distance [21] (later referred to as “M-distance”) to estimate the distance between the experimental data point and the simulations (assumed to be a representation of the parent distribution the experimental data point belongs to). Figure 7 shows the distribution of M-distances for the 23 TA reconstructed events as a function of three different variables ($S_{\text{Auger}}$, $S_{\text{TA}}$ and core distance). Additional cuts on the already small dataset are performed. To limit background contributions, we only consider events for which $S_{\text{Auger}} > 3$ VEM and $S_{\text{TA}} > 5$ MIP, which correspond roughly to the trigger thresholds for both detectors. Moreover, we only consider TA reconstructed events with $E > 3$ EeV, when the TA trigger efficiency is greater than 80%. This is done to limit the possibility that the experimental signals are upward fluctuations of their respective parent distribution. The discarded data points are shown in grey on Figure 7.

Overall, shorter M-distances are obtained after accounting for the muon deficit in the simulations, and both hadronic models lead to similar M-distances after correction. Taken at face value, the relatively broad distribution of M-distances appears to indicate that, after energy and muon corrections, discrepancies remain between the measured signals and the predicted signals obtained with the Auger simulation and reconstruction framework using the TA EAS reconstruction parameters. Any conclusion is however mitigated by the low statistics of the current dataset, hence the current analysis of the M-distance distribution is ultimately inconclusive. In this context, collection of a more robust dataset will certainly help.

5 Conclusions & Perspectives

In summary, the first phase of Auger@TA is well under-way and data taking is still on-going. Beyond the extracted Auger-TA cross-calibration curve, the consistency of the individual station signals is evaluated for a subset of EASs reconstructed by TA. The current statistical limitation of the dataset prevents us from drawing firm conclusions as-of-yet. The interpretation is further complicated by the fact that we are performing a “hybrid” analysis using TA reconstructed parameters fed to the Auger simulation and reconstruction framework to evaluate the consistency of the station-to-station response for a selected number of EASs. A similar analysis is being developed using the TA simulation framework in place of the Auger one. It will be interesting to compare the results with what is presented in this contribution. The natural next step however is to deploy an independently-operated Auger micro-array within TA.
This way, reconstruction parameters for the same EASs could be extracted and analyzed independently by Auger and TA. The result of the parallel analyses could then be compared and possibly cross-calibrated. The plan for this second phase of Auger@TA was presented at this conference [10]. A more in-depth description of Auger@TA Phase I is being prepared for publication [22].
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