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Abstract—Short-term passenger flow forecasting is an essential component in urban rail transit operation. Emerging deep-learning models provide good insight into improving prediction precision. Therefore, we propose a deep-learning architecture combined residual network (ResNet), graph convolutional network (GCN) and long short-term memory (LSTM) (called “ResLSTM”) to forecast short-term passenger flow in urban rail transit on a network scale. First, improved methodologies of ResNet, GCN, and attention LSTM models are presented. Then, model architecture is proposed, wherein ResNet is used to capture deep abstract spatial correlations between subway stations, GCN is applied to extract network-topology information, and attention LSTM is used to extract temporal correlations. Model architecture includes four branches for inflow, outflow, graph-network topology, as well as weather conditions and air quality. To the best of our knowledge, this is the first time short-term passenger flow forecasting (STPFF) can provide real-time passenger flow information for passengers to make rational scheduling decisions and for transit operators to control ridership inflow, thereby avoiding congestion, or to adjust train timetables, thereby being able to accommodate more passengers in peak hours. Many researchers have devoted considerable effort to studying STPFF in URT. Consequently, STPFF has developed in three stages in recent decades.

The initial stage is represented by conventional mathematical statistics-based methods such as historical average [1], ordinary least squares [2], logistic regression [3], autoregressive integrated moving average (ARIMA) [4, 7], Kalman filter [8, 9], and k-nearest neighbor [10] models. Many researchers have also summarized these models [11, 12] because initially, URT did not develop so fast that researchers neglected to apply STPFF to URT. However, most of these models are no longer used to analyze road traffic because they cannot meet “real-time” requirements and cannot achieve higher precision than state-of-the-art models.

The second stage is represented by machine-learning and hybrid prediction models such as backpropagation neural networks (BPNNs) [13], decision-tree learning [14], random-forest learning [15], and support-vector machine (SVM) [16] models. In this period, more studies began to focus on STPFF in URT with its gradual development. For example, Roos et al. [17] built a dynamic Bayesian network to conduct STPFF in URT and combined dynamic Bayesian networks with Gaussian mixture models [18]. Li et al. [19] built multiscale radial-basis-function networks to perform STPFF in URT. Wang et al. separately combined ARIMA with both wavelet decomposition and SVM to conduct STPFF in URT [20, 21]. Yu et al. combined empirical mode decomposition and BPNN to carry out STPFF in URT. These hybrid models exhibit significantly better prediction precision than most mathematical statistics-based models. Moreover, it has been demonstrated that hybrid models often outperform corresponding single ones. However, most of the foregoing models cannot consider spatial correlations in model formulation, which is critically important to improve prediction precision. Furthermore, researchers always take one or several subway stations as examples to verify their models. For network STPFF, e.g., several hundred subway stations in a network, such models cannot perform well.

The third stage is represented by deep-learning models. Since deep-belief networks were initially proposed in 2006 [22], deep neural networks (DNNs) have received enormous attention for application to computer vision and natural
language processing. With rapid expansion of URT, numerous researchers have applied DNNs to achieve STPFF in URT. In the last several years in particular, many studies on use of models such as long short-term memory (LSTM) [23], gated recurrent units (GRUs) [24], convolutional neural networks (CNNs) [25], convolutional LSTM (ConvLSTM) [26], [27], graph convolutional networks (GCNs), stacked autoencoders (SAEs) [28], and many variants thereof to achieve STPFF in URT and road traffic have been published. Although Guo et al. [29] proposed a hybrid SVM–LSTM model to predict short-term abnormal flow in URT, they did not take spatial correlations between stations into account. Tang et al. [30] proposed a spatiotemporal LSTM model, wherein time-cost and spatial-correlation matrices were used to extract spatial correlations. This study only involved outflow. However, the inflow is more significant for operation. Although Liu et al. [31] built a deep-learning-based architecture by considering spatiotemporal, environmental, and operational factors, their model was so complicated, it could be applied only to several subway stations rather than a whole network. Li et al. [32] introduced a graph CNN to conduct STPFF in URT, wherein manually constructed historical origin-destination (OD) matrices were used as inputs. However, they neglected that a real-time OD matrix could not be obtained [33]. Similarly, Han et al. [34] built spatiotemporal graph CNNs to predict short-term ridership in a citywide metro network. Although they used network topology to extract spatial correlations between stations, they did not consider external factors such as weather conditions, events, or air quality. Since residual neural networks (ResNets) have been proposed [35], some researchers have applied them to road-traffic models of bus [36] and taxi [37] flow predictions and have proved its ability in STPFF. To the best of our knowledge, however, there have been only a few such applications of ResNet to STPFF in URT. In this stage, the STPFF has greatly improved prediction precision and feasibility on a network scale. However, few researchers have considered factors such as air quality, which greatly influence passenger travel.

On the basis of shortcomings of previous studies, we build a deep-learning architecture called “ResLSTM,” combing ResNet, GCN, and attention LSTM to conduct STPFF in URT on a network scale. In addition to spatiotemporal correlations between subway stations, topological relationships between them, as well as weather conditions and air quality are also incorporated into ResLSTM to determine how such factors affected passenger travel. The main contributions of the proposed architecture are as follows.

1) The proposed ResLSTM model considers not only spatiotemporal features but also network topology as well as weather conditions and air quality. Moreover, making real-time predictions with high prediction precision on a network scale is realized.

2) The proposed ResLSTM architecture is so robust that the effect of even deleting one of the four branches on prediction precision is negligible.

3) Influences of weather conditions and air quality on prediction accuracy are quantified.

4) We compare performance of the proposed ResLSTM model with those of several prevailing state-of-the-art models, and the proposed ResLSTM model outperforms all of them. Furthermore, comparison of prediction precisions obtained from time granularities of 10, 15, and 30 min indicates that prediction precision increases with increasing time granularity (TG).

The remainder of this paper is organized as follows. In section II, methodologies of ResNet, GCN, and attention LSTM are presented. In section III, architecture of the proposed ResLSTM model including input and output data are described. In section IV, case study results are discussed and compared with results obtained using several prevailing state-of-the-art models. The main findings and limitations of the current study and their significance are summarized and a direction for future research is proposed in section V.

II. METHODOLOGY

Architecture of our model was designed mainly based on ResNet, GCN, and attention LSTM. Therefore, we briefly introduce their respective methodologies herein. In every subsection, architecture used in our model is presented.

A. ResNet

Network passenger flow can be treated as preprocessed images [25]. Therefore, we can use CNN to extract low-, mid-, and high-level abstract spatiotemporal features of passenger flow [38]. Previous studies have shown that deeper models can extract more enriched features, thus achieving better performance [39], [40]. However, deeper models are not necessarily better ones because of vanishing or exploding gradients during model training [41]. Hence, He et al. [35] proposed ResNet containing a skip connection in 2015, as shown in Fig. 1 (top), and achieved favorable results. The purpose of the model is to train network output, as shown in (1).

\[ X_{t+1} = F(X_t) + X_t, \]

where \( X_t \) and \( X_{t+1} \) represent residual block input and output, respectively.

In this study, we adopt an improved residual block, also previously proposed by He et al. [42], as shown in Fig. 1 (bottom). The difference between the two versions is that in the improved residual block, gradients can be passed unimpededly to any earlier layers through shortcut connections, thus solving the vanishing or exploding gradient problem when training deeper networks. An example of a residual block showing 32 filters, as used in our study, is shown in Fig. 2. “Conv” indicates a convolutional layer. “BN” denotes a batch-normalization layer. “ReLU” represents an activation layer. To ensure input and output show the same dimensions so that the former can be added to the latter, we added a convolutional layer before the residual block.
is the identity matrix. $W$ is the weight matrix of the $l$th neural network layer, and $\sigma(\cdot)$ is a nonlinear activation function such as ReLU.

$$H^{l+1} = f(H^l, A) = \sigma(\tilde{D}^{-\frac{1}{2}}\tilde{A}\tilde{D}^{-\frac{1}{2}}H^lW^l),$$

$$H' = \tilde{D}^{-\frac{1}{2}}\tilde{A}\tilde{D}^{-\frac{1}{2}}H,$$

where $\tilde{A} = A + I$, $\tilde{D}$ is the diagonal node-degree matrix of $\tilde{A}$, $I$ is the identity matrix. $W$ is the weight matrix of the $l$th neural network layer, and $\sigma(\cdot)$ is a nonlinear activation function such as ReLU.

Fig. 3. Graph convolutional network.

However, some previous works have shown that stacking multiple GCN layers leads to not only higher complexity during backpropagation but also gradient vanishing [44, 45], thereby degrading performance of deeper GCNs [43, 46, 47]. Moreover, oversmoothing, wherein multiple features of the same vertex converge to the same value, is also a common problem that arises with deeper GCNs [48]. Therefore, in this study, we extend GCN to ResNet GCN to mitigate such drawbacks. Let $In \in R^{s \times s}$ be input, where $s$ is the number of subway stations, and $t$ represents historical timesteps for each station. Each input matrix is treated as a graph signal, which then is transformed according to (4).

$$In' = \tilde{D}^{-\frac{1}{2}}\tilde{A}\tilde{D}^{-\frac{1}{2}}In,$$

where $\tilde{D}^{-\frac{1}{2}}\tilde{A}\tilde{D}^{-\frac{1}{2}}$ is the symmetric normalized Laplacian, as shown in (3). Transformed $In'$ has the same shape as $In$ and contains rich network topological information, which was subsequently used as ResNet input.

C. Attention LSTM

LSTM has been shown effective in predicting traffic flow [23, 24, 30, 49, 50]. Because the attention mechanism has been used successfully for machine translation since its introduction [51], many researchers have applied it to STPFF [52 – 54]. Therefore, to capture different weights of features extracted from former network layers, we introduced attention LSTM to our model.

Conventional attention LSTM is used to capture weight scores of different timesteps, usually by assigning heavier weight scores to adjacent timesteps and lower ones to those further apart. However, traffic prediction models, which are affected by many factors such as weather conditions, passenger enter and exit flows, and network topology, are so sophisticated that assigning weight scores based on recentness is insufficient [54]. Therefore, on the basis of previous work by Wu et al. [54], we use a fully connected network to obtain weights, which can be scored according to input or LSTM output. Test results indicated that the latter was more effective; therefore, LSTM output weight was automatically scored. Let matrix $Out \in R^{m \times n}$ be LSTM output, where $m$ and $n$ represent timesteps and number of features of each timestep, respectively.
attention-based output ($Out'$) can be obtained by (5) and (6).

\[
A = f(W \odot Out + b), \quad (5)
\]
\[
Out' = A \odot Out, \quad (6)
\]

where $A$ is a weight matrix whose shape is identical to that of $Out$, “$\odot$” denotes Hadamard product, “$f$” represents the fully connected layer (which can be activated by different activation functions such as sigmoid functions), $W$ is the weight matrix of $f$, and $b$ is bias.

III. MODEL DEVELOPMENT

Herein, we describe ResLSTM model architecture, as shown in Fig. 4, which comprises four branches. All input data are obtained for times $t-n$ to $t$, and output data are inflows from time $t+1$. Branch 1 uses inflows to capture spatiotemporal features. Branch 2 is identical to branch 1 except it used outflows. Branch 3 extracts network topological information. Branch 4 represents impacts of weather conditions and air quality on prediction precision. Moreover, attention LSTM is used in the trunk to obtain output data. Detailed model architecture description is presented in subsections A to F.

![ResLSTM model architecture](image)

**A. Branch 1: Inflow**

For predicting network inflow, prior knowledge of historical inflow is the most important criterion. Therefore, branch 1 captured inflow. In previous studies, the relationship between inflow and outflow always has been indicated by a model showing two channels [32], [34], [37], one corresponding to inflow; the other, outflow. However, when three patterns (such as real-time, daily, and weekly patterns) must be considered, the model should have three branches, which significantly increases complexity; therefore, we chose an ingenious method of separately considering inflow and outflow. Initially, for the same station in a subway-station network, inflow and outflow were only slightly related, which is an initial condition completely different from that for a road-traffic network. A subway station showing heavy inflow may show light outflow. Furthermore, treating inflow and outflow separately can decrease model complexity without decreasing prediction precision.
Nowadays, real-time inflow and outflow in a subway station can be obtained by automatic fare collection (AFC); therefore, we considered three inflow patterns; namely, real-time, daily, and weekly patterns. The inflow time series is shown in (7).

\[
X_{s,t}^P = \begin{pmatrix}
  x_{1,t-n}^p & x_{1,t-n+1}^p & x_{1,t-n+2}^p & \cdots & x_{1,t}^p \\
  x_{2,t-n}^p & x_{2,t-n+1}^p & x_{2,t-n+2}^p & \cdots & x_{2,t}^p \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  x_{s,t-n}^p & x_{s,t-n+1}^p & x_{s,t-n+2}^p & \cdots & x_{s,t}^p
\end{pmatrix}, \quad (7)
\]

where \( s \) is the number of subway stations, and \( t \) represents historical timesteps for each station. Stations are ordered according to their line number, e.g., line 1, line 2, etc. In each line, adjacent stations are placed in adjacent rows according to train direction, where “\( p \)" represents different patterns. If \( p \) represents real-time, daily, or weekly patterns, \( X_{s,t}^r \) and \( X_{s,t}^w \) represent inflow time series corresponding to the same day, previous day, or previous week, respectively.

As shown in branch 1, to predict inflow for time \( t + 1 \), we organize time series from three patterns for times \( t-4 \) to \( t \) into a single three-channel “image.” Branch 1 input is shown in (8).

\[
I_1 = (X_{s,t}^r, X_{s,t}^d, X_{s,t}^w). \quad (8)
\]

Data are input into two residual blocks, the first showing 32 filters; the second, 64. Then, data are flattened and fully connected with 276 neurons. Branch 1 output data are then input into the feature-fusion section.

B. Branch 2: Outflow

Outflow processing for branch 2 is identical to inflow processing for branch 1. Hence, branch 2 input is shown in (9).

\[
I_2 = (X_{s,t}^r, X_{s,t}^d, X_{s,t}^w). \quad (9)
\]

where \( X' \) represents outflow.

C. Branch 3: Graph signal

Traffic-network topology has been proven important for STPFF [32], [34]. To overcome some drawbacks stated in section II-B, we use a ResNet GCN, as shown in branch 3, to capture influence of network topology. We only considered the real-time pattern because network topology did not change. According to (4), (7), and (8), original input for ResNet GCN is shown in (10). Input data are subsequently processed according to the identical method described for branch 1.

\[
I_3 = \tilde{D}^{-\frac{1}{2}} \tilde{A} \tilde{D}^{-\frac{1}{2}} (X_{s,t}'). \quad (10)
\]

D. Branch 4: Weather conditions and air quality

Although only a few researchers have considered impact of weather conditions on STPFF [31]. To the best of our knowledge, none have considered impact of air quality on STPFF. However, weather conditions and air quality are both essential information for people scheduling their travel plans. For example, cold weather and heavily polluted air often impede passengers’ nonemergency, nonessential travels.

The dataset contained two subsets: weather conditions showing real-time temperature (°C), dew point temperature (°C), relative humidity (%), and wind speed (m/s), all of which were recorded every half-hour, as shown in TABLE I; and air quality showing real-time air-quality index (AQI) and concentrations of atmospheric particulate matter (PM2.5 and PM10), SO2, NO2, CO, and O3 (μg/m3), all of which were recorded every hour, as shown in TABLE II.

TABLE I

| Date/Time | Temperature | Dew point temperature | Relative humidity | Wind speed |
|-----------|-------------|-----------------------|------------------|------------|
| 2016/2/29 5:00 | -6 | -17 | 42 | 4 |
| 2016/2/29 5:30 | -6 | -17 | 42 | 4 |
| 2016/2/29 6:00 | -5 | -17 | 39 | 11 |
| 2016/2/29 6:30 | -5 | -18 | 36 | 7 |
| 2016/2/29 7:00 | -6 | -18 | 39 | 4 |
| 2016/2/29 7:30 | -6 | -16 | 46 | 7 |
| 2016/2/29 8:00 | -3 | -16 | 37 | 4 |

TABLE II

| Date/Time | AQI | PM2.5 | PM10 | SO2 | NO2 | CO | O3 |
|-----------|-----|-------|------|-----|-----|----|----|
| 2016/2/29 5:00 | 18 | 11 | 16 | 5 | 36 | 0.5 | 38 |
| 2016/2/29 6:00 | 21 | 13 | 21 | 6 | 40 | 0.5 | 37 |
| 2016/2/29 7:00 | 20 | 14 | 20 | 5 | 38 | 0.5 | 40 |
| 2016/2/29 8:00 | 20 | 12 | 20 | 5 | 37 | 0.5 | 41 |
| 2016/2/29 9:00 | 24 | 15 | 24 | 6 | 35 | 0.5 | 47 |
| 2016/2/29 10:00 | 25 | 17 | 24 | 7 | 33 | 0.6 | 53 |
| 2016/2/29 11:00 | 28 | 19 | 26 | 7 | 33 | 0.6 | 54 |

If we conduct STPFF at TG = 10 min, weather-condition data from 05:00 to 05:10 will share recorded data from 05:00 to 05:30, as shown in the first row of TABLE I. Similarly, corresponding air-quality data from 05:00 to 05:10 will share the recorded data from 05:00 to 06:00, as shown in the first row of TABLE II. We obtain preprocessed input data for branch 4, as shown in (11).

\[
I_4 = X_{w,t} = \begin{pmatrix}
  x_{1,t-n} & x_{1,t-n+1} & x_{1,t-n+2} & \cdots & x_{1,t} \\
  x_{2,t-n} & x_{2,t-n+1} & x_{2,t-n+2} & \cdots & x_{2,t} \\
  \vdots & \vdots & \vdots & \ddots & \vdots \\
  x_{s,t-n} & x_{s,t-n+1} & x_{s,t-n+2} & \cdots & x_{s,t}
\end{pmatrix}. \quad (11)
\]

where \( w \) represents 11 indicators for weather-condition and air-quality data.

Preprocessed input data are flattened and subsequently added to the fully connected layer to obtain weighted indicators. Stacked LSTM showing 128 and 276 neurons for the first and second layers, respectively, is then applied. Output data are then input into the feature-fusion section.

E. Feature fusion

Because data output from the four branches shows identical shape, weighted feature-fusion is easily implemented according to (12).
Fusion = \( W_1 \odot O_1 + W_2 \odot O_2 + W_4 \odot O_3 + W_4 \odot O_4 \)\), \(O_1, O_2, O_3\), and \(O_4\) are outputs from the four branches, \(W\) is the corresponding weight vector used to capture degrees of impact of different features, and “\(\odot\)” represents the Hadamard product.

Attention LSTM, as described in section II-C, is applied after feature fusion \([30]\). LSTM output subsequently was flattened and fully connected with 276 neurons to generate the final output.

F. Loss function and model training

We adopt end-to-end training to optimize the neural network. Mean-squared error (MSE), as shown in (13), is the loss function used in this study. The “Adam” optimizer is selected to train the model and optimize the network.

\[
\text{Loss} = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2, \tag{13}
\]

where \(y_i\) is the actual value, \(\hat{y}_i\) is the predicted value, and \(n\) is the number of samples.

We apply three indicators to evaluate model performance; namely, root-mean-squared error (RMSE), mean-absolute error (MAE), and weighted-mean-absolute-percentage error (WMAPE), as given by (14) – (16), respectively.

\[
\text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}, \tag{14}
\]

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|, \tag{15}
\]

\[
\text{WMAPE} = \frac{\sum_{j=1}^{n} |y_j - \hat{y}_j| \sum_{j=1}^{n} y_j}{\sum_{j=1}^{n} y_j}, \tag{16}
\]

where \(\sum_{j=1}^{n} y_j\) is the sum of actual values.

IV. CASE STUDY RESULTS AND DISCUSSION

Herein, we describe the dataset, present detailed model configuration, and compare performances of the different models.

A. Dataset description

AFC data used in this study are collected from Beijing subway between 05:00 and 23:00 for five consecutive weeks from February 29 to April 3, 2016. There were 17 lines and 276 subway stations (excluding the airport express line and the stations on it) in March 2016 in Beijing. Only data (containing 130 million records) from the 25 workdays in that period are applied to this study. Every record contains card number, entry-station number, exit-station number, entry time, exit time, entry-station name, and exit-station name. Inflow and outflow time series are extracted according to (7). TGs used in our study are 10, 15, and 30 min. Therefore, it is easy to integrate results predicted for TG = 10 and 15 min into those predicted for TG = 30 min to compare prediction performances for different TGs. Examples of weather-condition and air-quality datasets are shown in section III-D.

B. Model configuration

We use data from the first four weeks to train models and data from the final week to test them. To achieve tradeoff between model-training time and prediction precision, we use the previous five network timesteps to forecast the next one by trial and error. For branch 1, the first residual block has 32 filters; the second, 64. The fully connected layer consists of 276 neurons. Branches 1, 2, and 3 show the same configuration. For branch 4, fully connected layers consist of 276 neurons; and the two LSTM layers, 128 and 276, respectively. For feature fusion, the attention LSTM and final fully connected layers consist of 128 and 276 neurons, respectively. MSE and the “Adam” are the loss function and optimizer, respectively. We train the models ten times to avoid randomness and obtain the best performance.

We compare performances of three kinds of models. First, we choose ARIMA, a representative conventional mathematical statistics-based model. We use Expert Modeler in Statistical-Package-for-the-Social-Sciences (SPSS®) software (IBM Corp., USA) to obtain ARIMA results. Second, we choose BPNN and support-vector regression (SVR) because they are representative machine-learning models. BPNN has two hidden layers, each containing 1000 neurons. The SVR kernel is a radial-basis function (RBF–SVR). Inputs are inflows of the previous thirty timesteps obtained from real-time patterns for the 276 subway stations. Outputs are inflows of the next timestep for the same. Third, CNN, LSTM, GRU, CNN, ConvLSTM, and ResLSTM-GCN, all of which have two kernel layers, are chosen for deep-learning models. The two kernel layers of CNN, LSTM, and GRU, each have 1000 neurons, and inputs and outputs are identical to those for BPNN. For both CNN and ConvLSTM, the first and second kernel layers has 32 and 64 filters, respectively. Inputs are both inflows and outflows of the previous five timesteps from the three patterns obtained for the 276 subway stations. Outputs are inflows of the next timestep for the same. ResLSTM-GCN is the same as branch 3, as stated in sections III-B and III-C. Moreover, when using ARIMA to conduct STPFF on a subway network, we have to build 276 models representing each of the 276 stations. Except for ARIMA, all the benchmark models are used to obtain overall results for the 276 stations by training only a single model. All the models are trained and tuned to obtain the best performances.

One important contribution of the proposed ResLSTM model is that it can determine impacts of different branches on prediction performance. Therefore, to determine influences of network topology as well as weather conditions and air quality (e.g., PM2.5 and PM10) on model-prediction performance, we simply deleted branches 3 and 4 (i.e., “ResLSTM-No graph” and “ResLSTM-No W&A,” respectively) and conducted the same prediction experiments.

As stated in section III-A, the proposed ResLSTM model is advanced in that flows can be organized into three channels rather than two. To verify model performance, we organized inflow and outflow as two channels (i.e., “ResLSTM-TC”). That is, branches 1 and 2 containing weekly, daily, and real-time inflows and outflows, respectively, are subsequently...
transformed into three branches, each containing one pattern and two channels (i.e., weekly inflow and outflow, daily inflow and outflow, and real-time inflow and outflow). Other model configurations do not change among the three ResLSTM variant models.

C. Results and discussion

Prediction performances obtained for different models are shown in TABLE IV and Fig. 5. As shown in TABLE IV, deep-learning-based models greatly outperform mathematical statistics-based and machine-learning-based ones in most cases. RBF–SVR performs the worst. SVR is unsuitable for regression of large datasets owing to its higher computation cost. The second-worst model is ARIMA. Although each subway station has its own individual model in ARIMA, prediction performance is also poor because ARIMA cannot capture comprehensive nonlinear features of passenger flows.

Among deep-learning-based models, all the convolution-based models perform better than recurrence-based ones when only a single model is used for network predictions. LSTM and GRU perform better than RNN, as expected. ConvLSTM performs better than CNN because ConvLSTM can capture more temporal information than CNN. However, ConvLSTM performance worsens with increasing TG. Decrease in number of samples may account for such phenomena. Among ResLSTM and its numerous variants, ResLSTM performs best because many features including inflow, outflow, network topology, as well as weather conditions and air quality are taken into account. It is worth mentioning that the proposed architecture presented strong robustness; that is, even when one branch is deleted, prediction results do not change significantly (see results of ResLSTM-No Graph and ResLSTM-No W&A). Moreover, satisfactory results are obtained using only branch 3 (see results of ResLSTM-GCN), which strongly demonstrates robustness of the proposed architecture. Although all the models show similar prediction performances when TG = 10 min, ResLSTM begins to show its superior prediction performance and gaps between performances of ResLSTM and its variants widen when TG is increased from 10 to 30 min. Moreover, ResLSTM always performs best regardless of whether TG = 10, 15, or 30 min.

Comparing prediction performances of ResLSTM-No Graph and ResLSTM shows that network topology has some influence on prediction precision. Comparing prediction performances of ResLSTM-No W&A and ResLSTM, we can infer using common sense that introduction of weather-condition and air-quality datasets increases prediction precision. If weather is very cold or air pollution is critically high (e.g., higher than PM2.5 and PM10), people will reduce or eliminate unnecessary travel, meaning these external factors will affect passenger volume. Moreover, the influence is quantified, with RMSE, MAE, and WMAPE all decreasing from 60.1340 to 56.9649, 34.1360 to 32.5819, and 6.428 to 6.134%, respectively, when TG = 30 min. Comparing prediction performances of ResLSTM-TC and ResLSTM, we can infer that treating passenger flow separately not only will save computation cost but also will not decrease prediction precision.

To compare prediction precisions obtained for different TGs, we aggregate results obtained when TG = 10 and 15 min into those obtained when TG = 30 min and then compute corresponding evaluation indicators. The results are shown in TABLE III. As demonstrated, prediction precision gradually increases with increasing TG. RMSE, MAE, and WMAPE all decreases from 61.5458 to 56.9649, 35.2239 to 32.5819, and 6.633 to 6.134%, respectively. From a statistical perspective, that is because the passenger-flow similarity and regularity with those of corresponding historical passenger flows will increase when flows are aggregated under larger TGs, thereby contributing to better overall prediction precision.

In summary, the proposed ResLSTM model presents satisfactory ability to conduct STPFF in URT. It also shows strong robustness, favorable for practical real-world application. When TG = 10 min, RMSE, MAE, and WMAPE are 28.7394, 17.0315, and 9.579%, respectively. When TG = 15 min, RMSE, MAE, and WMAPE are 36.0444, 20.8783, and 7.805%, respectively. When TG = 30 min, RMSE, MAE, and WMAPE are 56.9649, 32.5819, and 6.134%, respectively.
model branches and feature-fusion section were presented in detail. Finally, the model was applied to an actual subway system in Beijing, and its prediction performance was compared with those of many state-of-the-art models to show the advancement of our proposed model. To the best of our knowledge, this is the first time that air-quality indicators such as PM2.5 and PM10 have been considered in STPFF. Moreover, influences of weather conditions and air quality on prediction precision were quantified. In addition, we combined GCN and ResNet to overcome drawbacks of GCN. The main conclusions are summarized as follows.

1) The ResLSTM model could capture not only spatiotemporal features of passenger flows but also network topological information as well as influences of weather conditions and air quality on prediction precision.

2) The ResLSTM model shows strong robustness, essential for real-world application. Moreover, prediction precisions are favorable when conducting short-term passenger flow forecasting on a network scale for nearly 300 subway stations.

3) Weather conditions and air quality are proved to have considerable influence on prediction precision and the influence is quantified.

4) Prediction precision increases with increasing TG because of higher similarity and regularity when passenger flows are aggregated under a higher TG.

There are also some limitations to our study. For example, we did not consider weekend passenger flows owing to substantial fluctuations and less regularity. Multistep predictions can also be explored. Moreover, model interpretability is poor because such a model is exactly like a “black box”, wherein data are fed to obtain satisfactory predictions. Future studies can try to compensate for these limitations.

V. CONCLUSION

In this study, we first summarized development of STPFF according to mathematical statistics, machine-learning, and deep-learning stages and discussed disadvantages of various models in each stage. Then, methodologies of ResNet, GCN, and attention LSTM were described. Based on improved methodology, the ResLSTM model was developed. The four

| Category | TG Indicators | 10 min | 15 min | 30 min |
|----------|---------------|--------|--------|--------|
|          | RMSE          | MAE    | WMAPE  | RMSE   | MAE    | WMAPE  | RMSE   | MAE    | WMAPE  |
| MS       | ARIMA         | 50.5436| 27.3968| 15.53% | 79.9580| 42.2139| 15.95% | 189.3329| 100.3590| 18.95% |
| ML       | RBF-SVR       | 72.3753| 61.2418| 34.70% | 118.5395| 100.2861| 37.63% | 256.0734| 206.0826| 39.33% |
|          | BPNN          | 45.6946| 24.5322| 14.24% | 73.3083 | 40.8457| 15.45% | 163.9720| 87.1259 | 16.81% |
| DL       | RNN           | 49.6506| 26.2275| 14.75% | 74.6021 | 41.4159| 15.43% | 127.9259| 71.8328 | 13.84% |
|          | LSTM          | 37.1903| 21.9925| 12.71% | 53.9216 | 29.5340| 11.29% | 96.3534 | 55.8265 | 10.76% |
|          | GRU           | 44.9115| 24.7353| 14.33% | 56.6550 | 33.0309| 12.56% | 86.6984 | 52.0177 | 10.03% |
|          | CNN           | 29.8125| 18.5460| 10.413%| 40.2673 | 25.1231| 9.375% | 64.0458 | 39.6867 | 7.472% |
|          | ConvLSTM      | 28.7943| 17.4780| 9.814% | 37.0923 | 22.4236| 8.580% | 61.4978 | 36.9768 | 6.962% |
|          | ResLSTM-GCN   | 30.0706| 17.4331| 9.775% | 36.7801 | 21.6615| 8.099% | 59.7289 | 33.6304 | 6.334% |
|          | ResLSTM-No Graph | 28.9342| 17.4870| 9.827% | 36.4708 | 20.9008| 7.815% | 58.7114 | 33.2383 | 6.260% |
|          | ResLSTM-No W&A | 29.6219| 17.6344| 9.911% | 38.7386 | 23.0008| 8.589% | 60.1340 | 34.1360 | 6.428% |
|          | ResLSTM-TC    | 30.6557| 17.2621| 9.692% | 39.2743 | 23.8779| 8.901% | 70.0569 | 42.7349 | 8.046% |
|          | ResLSTM       | 28.3661| 16.6318| 9.352% | 36.0444 | 20.8783| 7.805% | 56.9649 | 32.5819 | 6.134% |

Note: MS is mathematical-statistics-based model. ML is machine-learning-based models. DL is deep-learning-based models.
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