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Abstract

Acceleration of first order methods is mainly obtained via inertia à la Nesterov, or via non-linear extrapolation. The latter has known a recent surge of interest, with successful applications to gradient and proximal gradient techniques. On multiple Machine Learning problems, coordinate descent achieves performance significantly superior to full-gradient methods. Speeding up coordinate descent in practice is not easy: inertially accelerated versions of coordinate descent are theoretically accelerated, but might not always lead to practical speed-ups. We propose an accelerated version of coordinate descent using extrapolation, showing considerable speed up in practice, compared to inertial accelerated coordinate descent and extrapolated (proximal) gradient descent. Experiments on least squares, Lasso, elastic net and logistic regression validate the approach.

1 Introduction

Gradient descent is the workhorse of modern convex optimization (Nesterov, 2004; Beck, 2017). For composite problems, proximal gradient descent retains the nice properties enjoyed by the latter. In both techniques, inertial acceleration achieves accelerated convergence rates (Nesterov, 1983; Beck and Teboulle, 2009).

Coordinate descent is a variant of gradient descent, which updates the iterates one coordinate at a time (Tseng and Yun, 2009; Friedman et al., 2010). Proximal coordinate descent has been applied to numerous Machine Learning problems (Shalev-Shwartz and Zhang, 2013; Wright, 2015; Shi et al., 2016), in particular the Lasso (Tibshirani, 1996), elastic net (Zou and Hastie, 2005) or sparse logistic regression (Ng, 2004). It is used in preeminent packages such as scikit-learn (Pedregosa et al., 2011), glmnet (Friedman et al., 2009), libsvm (Fan et al., 2008) or lightning (Blondel and Pedregosa, 2016). On the theoretical side, inertial accelerated versions of coordinate descent (Nesterov, 2012; Lin et al., 2014; Fercoq and Richtárik, 2015) achieve accelerated rates. Note that usual lower bounds (Nesterov, 2004, Sec. 2.1.2) are derived for methods with iterates lying in the span of previous gradients, which is not the case for coordinate descent. However there also exists similar lower bounds for cyclic coordinate descent (Sun and Ye, 2019).

To obtain accelerated rates, Anderson extrapolation (Anderson, 1965) is an alternative to inertia: it provides acceleration by exploiting the iterates’ structure. This procedure has been known for a long time, under various names and variants (Wynn, 1962; Eddy, 1979; Smith et al., 1987), see Sidi (2017); Brezinski et al. (2018) for reviews. Anderson acceleration enjoys accelerated rates on quadratics (Golub and Varga, 2019).
Algorithm 1 Offline Anderson extrapolation

init: $x^{(0)} \in \mathbb{R}^p$

1. for $k = 1, \ldots, do$
2. $x^{(k)} = T x^{(k-1)} + b$ // regular linear iteration
3. $U = [x^{(1)} - x^{(0)}, \ldots, x^{(k)} - x^{(k-1)}]$
4. $c = (U^T U)^{-1} 1_k / 1_k^T (U^T U)^{-1} 1_k \in \mathbb{R}^k$
5. $x_{e-off}^{(k)} = \sum_{i=1}^k c_i x^{(i)}$ // does not affect $x^{(k)}$
6. return $x_{e-off}^{(k)}$

Algorithm 2 Online Anderson extrapolation

init: $x^{(0)} \in \mathbb{R}^p$

1. for $k = 1, \ldots, do$
2. $x^{(k)} = T x^{(k-1)} + b$ // regular iteration
3. if $k = 0 \mod K$ then
4. $U = [x^{(k-K+1)} - x^{(k-K)}, \ldots, x^{(k)} - x^{(k-1)}]$
5. $c = (U^T U)^{-1} 1_k / 1_k^T (U^T U)^{-1} 1_K \in \mathbb{R}^K$
6. $x_{e-on}^{(k)} = \sum_{i=1}^K c_i x^{(k-K+i)}$
7. $x^{(k)} = x_{e-on}^{(k)}$ // base sequence changes
8. return $x^{(k)}$

1961), but theoretical guarantees in the nonquadratic case are weaker (Scieur et al., 2016). Interestingly, numerical performances still show significant improvements on nonquadratic objectives. Anderson acceleration has been adapted to various algorithms such as Douglas-Rachford (Fu et al., 2019), ADMM (Poon and Liang, 2019) or proximal gradient descent (Zhang et al., 2018; Mai and Johansson, 2019; Poon and Liang, 2020). Among main benefits, the practical version of Anderson acceleration is memory efficient, easy to implement, line search free, has a low cost per iteration and does not require knowledge of the strong convexity constant. Finally, it introduces a single additional parameter, which often does not require tuning (see Section 3.1).

In this work:

- We propose an Anderson acceleration scheme for coordinate descent, which, as visible on Figure 1, outperforms inertial and extrapolated gradient descent, as well as inertial and randomized coordinate descent.

- The acceleration is obtained even though the iteration matrix is not symmetric, a notable problem in the analysis of Anderson extrapolation.

- We empirically highlight that the proposed acceleration technique can generalize in the nonquadratic case (Algorithm 3) and significantly improve proximal coordinate descent algorithms (Section 3), which are state-of-the-art first order methods on the considered problems.

Notation The $j$-th line of the matrix $A$ is $A_j$, and its $j$-th column is $A_{:j}$. The canonical basis vectors of $\mathbb{R}^p$ are $e_j$. The vector of size $K$ with all one entries is $1_K$. The spectral radius of the matrix $A$, $\rho(A)$, is the largest eigenvalue modulus of $A$. The set of $p$ by $p$ symmetric positive semidefinite matrices is $S^+_p$. The condition number $\kappa(A)$ of a matrix $A$ is its largest singular value divided by its smallest. A positive definite matrix $A$ induces the norm $\|x\|_A = \sqrt{x^T A x}$. The proximity operator of the function $g$ is $\text{prox}_g(x) = \text{arg min}_y g(y) + \frac{1}{2} \|x - y\|^2$.

2 Anderson extrapolation

2.1 Background

Anderson extrapolation is designed to accelerate the convergence of sequences based on fixed point linear iterations, that is:

$$x^{(k+1)} = T x^{(k)} + b$$

where the iteration matrix $T \in \mathbb{R}^{p \times p}$ has spectral radius $\rho(T) < 1$. There exist two variants: offline and online, which we recall briefly.

Offline extrapolation (Algorithm 1), at iteration $k$, looks for a fixed point as an affine combination of the $k$ first iterates: $x_{e-off}^{(k)} = \sum_{i=1}^k c_i x^{(i-1)}$, and solves for the coefficients $c^{(k)} \in \mathbb{R}^k$ as follows:

$$c^{(k)} = \text{arg min}_{c \in \mathbb{R}^k} \| \sum_{i=1}^k c_i x^{(i-1)} - T \sum_{i=1}^k c_i x^{(i-1)} - b \|^2$$

$$= \text{arg min}_{c \in \mathbb{R}^k} \| \sum_{i=1}^k c_i (x^{(i)} - x^{(i-1)}) \|^2$$

$$= (U^T U)^{-1} 1_k / 1_k^T (U^T U)^{-1} 1_k$$

(2)

Offline extrapolation is not the only method to improve proximal coordinate descent algorithms (Section 3), which are state-of-the-art first order methods on the considered problems.
from $x^{(1)}$ to $x^{(K)}$, and $x^{(K)}$ is taken equal to $x_*^{(K)}$. $K$ normal iterates are then computed from $x^{(K+1)}$ to $x^{(2K)}$ then extrapolation is performed on these last $K$ iterates, etc.

As we recall below, results on Anderson acceleration mainly concern fixed-point iterations with symmetric iteration matrices $T$, and results concerning nonsymmetric iteration matrices are weaker (Bollapragada et al., 2018). Poon and Liang (2020, Thm 6.4) do not assume that $T$ is symmetric, but only diagonalizable, which is still a strong requirement.

**Proposition 1** (Symmetric $T$, Scieur 2019). Let the iteration matrix $T$ be symmetric semi-definite positive, with spectral radius $\rho = \rho(T) < 1$. Let $x^*$ be the limit of the sequence $(x^{(k)})$. Let $\zeta = (1 - \sqrt{1 - \rho})/(1 + \sqrt{1 - \rho})$. Then the iterates of offline Anderson acceleration satisfy, with $B = (\Id - T)^2$:

$$
\|x_{\text{off}}^{(k)} - x^*\|_B \leq \frac{2^{K-1}}{1 + \zeta^{K-1}} \|x^{(0)} - x^*\|_B ,
$$

and thus those of online extrapolation satisfy:

$$
\|x_{\text{on}}^{(k)} - x^*\|_B \leq \left(\frac{2^{K-1}}{1 + \zeta^{K-1}}\right)^k \|x^{(0)} - x^*\|_B .
$$

Scieur et al. (2016) showed that the offline version in Proposition 1 matches the accelerated rate of the conjugate gradient (Hestenes and Stiefel, 1952). As it states, gradient descent can be accelerated by Anderson extrapolation on quadratics.

**Application to least squares** The canonical application of Anderson extrapolation is gradient descent on least squares. Consider a quadratic problem, with $b \in \mathbb{R}^p$, $H \in \mathbb{S}_+^p$ such that $0 < H \preceq L$ and $L > 0$:

$$
x^* = \arg\min_{x \in \mathbb{R}^p} \frac{1}{2} x^T H x + \langle b, x \rangle .
$$

A typical instance is overdetermined least squares with full-column rank design matrix $A \in \mathbb{R}^{r \times p}$, and observations $y \in \mathbb{R}^r$, such that $H = A^T A$ and $b = -A^T y$. On Problem (5) gradient descent with step size $1/L$ reads:

$$
x^{(k+1)} = (\Id_p - \frac{1}{L} H) x^{(k)} + \frac{-b}{L} .
$$

Because they have this linear structure, iterates of gradient descent can benefit from Anderson acceleration, observing that the fixed point of $x \mapsto T^{\text{GD}} x + b^{\text{GD}}$ solves (5), with $T^{\text{GD}} \in \mathbb{S}_+^p$. Anderson acceleration of gradient descent has therefore been well-studied beyond the scope of Machine Learning (Pulay, 1980; Evtier, 1996). However, on many Machine Learning problems, coordinate descent achieves far superior performance, and it is interesting to determine whether or not it can also benefit from Anderson extrapolation.

### 2.2 Linear iterations of coordinate descent

To apply Anderson acceleration to coordinate descent, we need to show that its iterates satisfy linear iterations as in (6). An epoch of cyclic coordinate descent for Problem (5) consists in updating the vector $x$ one coordinate at a time, sequentially, i.e. for $j = 1, \ldots, p$:

$$
x_j \leftarrow x_j - \frac{1}{H_{jj}} (H_j x + b_j) ,
$$

which can be rewritten, for $j = 1, \ldots, p$:

$$
x \leftarrow \left(\Id_p - \frac{e_j e_j^T}{H_{jj}} H\right) x - \frac{b_j}{H_{jj}} e_j .
$$

Thus, for primal iterates, as observed by Bertrand et al. (2020, Sec. A.3), one full pass (updating coordinates from 1 to $p$) leads to a linear iteration:

$$
x^{(k+1)} = T^{\text{CD}} x^{(k)} + b^{\text{CD}} ,
$$

with $T^{\text{CD}} = \left(\Id_p - \frac{e_p e_p^T}{P^{\text{off}}(P^{\text{on}} H)} \ldots \Id_p - \frac{e_1 e_1^T}{P^{\text{off}}(P^{\text{on}} H)} \right)$. Note that in the case of coordinate descent we write $x^{(k)}$ for the iterates after one pass of coordinate descent on all features, and not after each update (7). The iterates of coordinate therefore also have a fixed-point structure, but contrary to gradient descent, their iteration matrix $T^{\text{CD}}$ is not symmetric, which we address in Section 2.3.

### 2.3 Anderson extrapolation for nonsymmetric iteration matrices

Even on quadratics, Anderson acceleration with nonsymmetric iteration matrices is less developed, and the only results concerning its theoretical acceleration are recent and weaker than in the symmetric case.

**Proposition 2** (Bollapragada et al., 2018, Thm 2.2). When $T$ is not symmetric, and $\rho(T) < 1$,

$$
\|x_{\text{off}}^{(k)} - T x_{\text{off}}^{(k)} - b\| \leq \|\Id - \rho(T - \Id)\|_2 \|P^*(T)(x^{(1)} - x^{(0)})\| ,
$$

where the unavailable polynomial $P^*$ minimizes $\|P(T)(x^{(1)} - x^{(0)})\|$ amongst all polynomials $P$ of degree exactly $k - 1$ whose coefficients sum to 1.

The quality of the bound (in particular, its eventual convergence to 0) crucially depends on $\|P(T)\|$. Using the Crouzeix conjecture (Crouzeix, 2004) Bollapragada et al. (2018) managed to bound $\|P(T)\|$, with $P$ a polynomial:

$$
\|P(T)\| \leq c \max_{z \in \mathbb{W}(T)} |P(z)| ,
$$

where $\mathbb{W}(T)$ is the numerical range of $T$. For instance, $\|P(T)\| \leq c \max_{z \in \mathbb{W}(T)} |P(z)|$ with $c = 2$
with $c \geq 2$ (Crouzeix, 2007; Crouzeix and Palencia, 2017), and $W(T)$ the numerical range:

$$W(T) \triangleq \{ x^*T x : \|x\|_2 = 1, x \in \mathbb{C}^p \} .$$

Since there is no general formula for this bound, Bollapragada et al. (2018) used numerical bounds on $W(T^q)$ to ensure convergence. Figure 2 displays the numerical range $W(T^q)$ in the complex plane for $q \in \{1, 128, 256, 512\}$. In order to be able to apply the theoretical result from Bollapragada et al. (2018), one must chose $q$ such that the point $(1, 0)$ is not contained in $W(T^q)$, and extrapolate $x^{(0)}$, $x^{(q)}$, $x^{(2q)}$, ... One can see on Figure 2 that large values of $q$ are needed, unusable in practice: $q = 512$ is greater than the number of iterations needed to converge on some problems. Moreover, Anderson acceleration seems to provide speed up on coordinate descent even with $q = 1$ as we perform, which highlights the need for refined bounds for Anderson acceleration on nonsymmetric matrices.

We propose two means to fix this lack of theoretical results: to modify the algorithm in order to have a more amenable iteration matrix (Section 2.4), or to perform a simple cost function decrease check (Section 2.5).

### 2.4 Pseudo-symmetrization of $T$

A first idea to make coordinate descent theoretically amenable to extrapolation is to perform updates of coefficients from indices $1$ to $p$, followed by a reversed pass from $p$ to $1$. This leads to an iteration matrix which is not symmetric either but friendlier: it writes

$$T^{\text{CD-sym}} \triangleq H^{-1/2}S H^{1/2} ,$$

with

$$S = \left( \left( \text{Id}_p - H^{1/2} e_1 e_1^T H^{1/2} \right) \times \cdots \times \left( \text{Id}_p - H^{1/2} e_p e_p^T H^{1/2} \right) \right) \times \left( \left( \text{Id}_p - H^{1/2} e_1 e_1^T H^{1/2} \right) \times \cdots \times \left( \text{Id}_p - H^{1/2} e_p e_p^T H^{1/2} \right) \right) .$$

$S$ is symmetric, thus, $S$ and $T$ (which has the same eigenvalues as $S$), are diagonalisable with real eigenvalues. We call these iterations pseudo-symmetric, and show that this structure allows to preserve the guarantees of Anderson extrapolation.

**Proposition 3** (Pseudosym. $T = H^{-1/2}S H^{1/2}$). Let $T$ be the iteration matrix of pseudo-symmetric coordinate descent: $T = H^{-1/2}S H^{1/2}$, with $S$ the symmetric positive semidefinite matrix of (12). Let $x^*$ be the limit of the sequence $(x^{(k)})$. Then $\zeta = (1 - \sqrt{\rho})/(1 + \sqrt{\rho})$. Then $\rho = \rho(T) = \rho(S) < 1$ and the iterates of offline Anderson acceleration satisfy, with $B = (T - \text{Id})^\top (T - \text{Id})$:

$$\|x^{(k)} - x^*\|_B \leq \sqrt{\kappa(H)} \frac{2^{2K-1}}{1 + \sqrt{1 - \nu}} \|x^{(0)} - x^*\|_B ,$$

and thus those of online extrapolation satisfy:

$$\|x^{(k)} - x^*\|_B \leq \left( \sqrt{\kappa(H)} \frac{2^{K-1}}{1 + \sqrt{1 - \nu}} \right)^{k/K} \|x^{(0)} - x^*\|_B .$$

Proof of Proposition 3 can be found in Appendix B. Proposition 3 shows accelerated convergence rates for the offline Anderson acceleration, but a $\sqrt{\kappa(H)}$ appears in the rate of the online Anderson acceleration, meaning that $K$ must be large enough that $\zeta^K$ mitigates this effect. This factor however seems like a theoretical artefact of the proof, since we observed significant speed up of the online Anderson acceleration, even with bad conditioning of $H$ (see Figure 3).

Figure 3 illustrates the convergence speed of cyclic and pseudo-symmetric coordinate descent on the rcv1 dataset. Anderson acceleration provides speed up for both versions. Interestingly, on this quadratic problem, the non extrapolated pseudo-symmetric iterations perform poorly, worse than cyclic coordinate descent. However, the performances are reversed for their extrapolated counterparts: the pseudo-symmetrized ver-
suboptimality is better than the cyclic one (which has a nonsymmetric iteration matrix). Finally, Anderson extrapolation on the pseudo-symmetrized version even reaches the conjugate gradient performance.

2.5 Generalization to nonquadratic and proposed algorithm

After devising and illustrating an Anderson extrapolated coordinate descent procedure for a simple quadratic objective, our goal is to apply Anderson acceleration on problems where coordinate descent achieve state-of-the-art results, i.e., of the form:

$$\min_{x \in \mathbb{R}^p} f(Ax) + \lambda g(x) \triangleq f(Ax) + \lambda \sum_{j=1}^{p} g_j(x_j),$$

where $f : \mathbb{R}^n \to \mathbb{R}$ is convex, $\gamma$-smooth and $g_j$’s are proper, closed and convex functions. As examples, we allow $g = 0, g = \|x\|_1, g = \frac{1}{2}\|x\|_2^2, g = \|x\|_1 + \frac{\lambda}{2\kappa} \|x\|^2$.

In the nonquadratic case, for the proximal coordinate descent, following Klopfenstein et al. (2020), the update of the $j$-st coordinate can be written $\psi_j : \mathbb{R}^p \to \mathbb{R}^p, x \mapsto x + (\text{prox}_{\lambda g_j/L_j} (x_j - \gamma_j \nabla f(x)) - x_j) e_j$. The nonlinear operator of one pass of coordinate descent (i.e., one pass on all the features) can thus be written:

$$\psi = \psi_{\psi_{\cdots}} \circ \psi_{\psi_1}. \text{ One pass of proximal coordinate descent from } 1 \text{ to } p \text{ can be seen as a nonlinear fixed point iteration:}$$

$$x^{(k+1)} = \psi(x^{(k)}). \quad (16)$$

In this case, $T$ is not a matrix, but a nonlinear operator. However, as stated in Proposition 4, asymptotically, this operator $T$ is linear.

**Proposition 4.** If $f$ is convex and smooth and $C^2$, $g_j$ are convex smooth and $C^2$, then $\psi$ is differentiable and

$$x^{(k+1)} = D\psi(x^*) (x^{(k)} - x^*) + x^* + o(\|x^{(k)} - x^*\|).$$

Therefore, iterations of proximal coordinate descent for this problem lead to noisy linear iterations. Proof of Proposition 4 can be found in Appendix B.

Figure 4 shows the performance of Anderson extrapolation on an $\ell^2$-regularised logistic regression problem:

$$\arg \min_{x \in \mathbb{R}^p} \sum_{i=1}^{n} \log(1 + e^{-y_i A_i \cdot x}) + \lambda \|x\|_2^2. \quad (17)$$

One can see that despite the better theoretical properties of the pseudo-symmetrized coordinate descent, Anderson acceleration on coordinate descent seems to work better on the cyclic coordinate descent. We thus choose to apply Anderson extrapolation on the cyclic coordinate descent (Algorithm 3), while adding a step checking the decrease of the objective function in order to ensure convergence. Finally, we can also use Algorithm 3 in the non smooth case where $g = \|\cdot\|_1$, and...
since coordinate descent achieves support identification when the solution is unique, after which the objective becomes differentiable. There is therefore a linear structure after a sufficient number of iterations (Massias et al., 2020, Prop. 10).

3 Experiments

An implementation relying on numpy, numba and cython (Harris et al., 2020; Lam et al., 2015; Behnel et al., 2011), with scripts to reproduce the figures, is available at https://mathurinm.github.io/andersoncd

We first show how we set the hyperparameters of Anderson extrapolation (Section 3.1). Then we show that Anderson extrapolation applied to proximal coordinate descent outperforms other first order algorithms on standard Machine Learning problems (Section 3.2).

3.1 Parameter setting

Anderson extrapolation relies on 2 hyperparameters: the number of extrapolated points $K$, and the amount of regularization eventually used when solving the linear system to obtain the coefficients $c \in \mathbb{R}^K$. Based on the conclusions of this section, we fix these parameters for all the subsequent experiments in Section 3.2: no regularization and $K = 5$.

Influence of the regularization. Scieur et al. (2016) provided accelerated complexity rates for regularized Anderson extrapolation: a term $\lambda_{\text{reg}} \|c\|^2$ is added to the objective of Equation (2). The closed-form formula for the coefficients is then $(U^TU + \lambda_{\text{reg}} \text{Id}_K)^{-1}1_K/(U^TU + \lambda_{\text{reg}} \text{Id}_K)^{-1}1_K$.

However, similarly to Mai and Johansson (2019) and Poon and Liang (2020) we observed that regularizing the linear system does not seem necessary, and can even hurt the convergence speed. Figure 6 shows the influence of the regularization parameter on the convergence on the rcv1 dataset for a sparse logistic regression problem, with $K = 5$ and $\lambda = \lambda_{\text{max}}/30$. The more the optimization problem is regularized, the more the convergence speed is deteriorated. Thus we choose not to regularize when solving the linear system for the extrapolation coefficients. We simply check if the extrapolated point yields a lower objective function than the current regular iterate (see Algorithm 3).

Influence of $K$. Figure 5 shows the impact of $K$ on the convergence speed. Although the performance depends on $K$, it seems that the dependency is loose, as for $K \in \{10, 20\}$ the acceleration is roughly the same. Therefore, we do not treat $K$ as a parameter and fix it to $K = 5$.

Computational overhead of Anderson extrapolation. With $\text{nnz}$ the number of nonzero coefficients, $K$ epochs (i.e., $K$ updates of all coordinates) of CD without Anderson acceleration cost:

$$K \text{nnz}(A).$$

Every $K$ epochs, Algorithm 3 requires to solve a $K \times K$ linear system. Thus, $K$ epochs of CD with Anderson acceleration cost:

$$K \text{nnz}(A) + \frac{K^2 \text{nnz}(w)}{\text{K passes of CD}} + \frac{K^3}{\text{solve system}}.$$

With our choice, $K = 5$, the overhead of Anderson acceleration is marginal compared to a gradient call: $K^2 + K \text{nnz}(w) \ll \text{nnz}(A)$. This can be observed in Figure 6.
3.2 Numerical comparison on Machine Learning problems

We compare multiple algorithms to solve popular Machine Learning problems: the Lasso, the elastic net, and sparse logistic regression (experiments on group Lasso are in Appendix A.2). The compared algorithms are the following:

- Proximal gradient descent (PGD, Combettes and Wajs 2005).
- Nesterov-like inertial PGD (FISTA, Beck and Teboulle 2009).
- Anderson accelerated PGD (Mai and Johansson, 2019; Poon and Liang, 2020).
- Proximal coordinate descent (PCD, Tseng and Yun 2009).
- Proximal coordinate descent with random index selection (PRCD, Richtárik and Takáč 2014).
- Inertial PCD (Lin et al., 2014; Fercoq and Richtárik, 2015).
- Anderson accelerated PCD (ours, Algorithm 3).

We use datasets from libsvm (Fan et al., 2008) and openml (Feurer et al., 2019) (Table 1), varying as much as possible to demonstrate the versatility of our approach. We also vary the convergence metric: we use suboptimality in the main paper, while graphs measuring the duality gaps are in Appendix A.

Table 1: Datasets characteristics

| name        | n    | p    | density |
|-------------|------|------|---------|
| gina agnostic | 3468 | 970  | 1       |
| hiva agnostic | 4229 | 1617 | 1       |
| leukemia     | 72   | 7129 | 1       |
| rcv1_train   | 20242| 19960| 3.710⁻³ |
| real-sim     | 72309| 20558| 2.410⁻³ |
| news20       | 19996| 63293| 6.110⁻⁴ |
Figure 8: **Enet, suboptimality.** Suboptimality as a function of time for the elastic net on Leukemia dataset, for multiple values of $\lambda$ and $\rho$.

**Lasso.** Figure 7 shows the suboptimality $f(x^{(k)}) - f(x^*)$ of the algorithms on the Lasso problem:

$$\arg\min_{x \in \mathbb{R}^p} \frac{1}{2} \| y - Ax \|^2 + \lambda \|x\|_1 ,$$

as a function of time for multiple datasets and values of $\lambda$. We parametrize $\lambda$ as a fraction of $\lambda_{\text{max}} = \|A^\top y\|_\infty$, smallest regularization strength for which $x^* = 0$. Figure 7 highlights the superiority of proximal coordinate descent over proximal gradient descent for Lasso problems on real-world datasets, and the benefits of extrapolation for coordinate descent. It shows that Anderson extrapolation can lead to a significant gain of performance. In particular Figure 7 shows that without restart, inertial coordinate descent (Lin et al., 2014; Fercoq and Richtárik, 2015) can slow down the convergence, despite its accelerated rate. Note that the smaller the value of $\lambda$, the harder the optimization: when $\lambda$ decreases, more time is needed to reach a fixed suboptimality. The smaller $\lambda$ is (i.e., the harder the problem), the more efficient Anderson extrapolation is.

Other convergence metrics can be considered, since $f(x^*)$ is unknown to the practitioner: for the Lasso, it is also common to use the duality gap as a stopping criterion (Massias et al., 2018). Thus, for completeness, we provide Figure 10 in appendix, which shows the duality gap as a function of the number of iterations. With this metric of convergence, Anderson PCD also significantly outperforms its competitors.

**Elastic net.** Anderson extrapolation is easy to extend to other estimators than the Lasso. Figure 8 (and Figure 11 in appendix) show the superiority of the Anderson extrapolation approach over proximal gradient descent and its accelerated version for the elastic net problem (Zou and Hastie, 2005):

$$\arg\min_{x \in \mathbb{R}^p} \frac{1}{2n} \| y - Ax \|^2 + \lambda \|x\|_1 + \frac{\rho}{2} \|x\|_2^2 .$$

(19)

In particular, we observe that the more difficult the problem, the more useful the Anderson extrapolation: it is visible on Figures 8 and 11 that going from $\rho = \lambda/10$ to $\rho = \lambda/100$ lead to an increase in time to achieve similar suboptimality for the classical proximal coordinate descent, whereas the impact is more limited on the coordinate descent with Anderson extrapolation.

Finally, for a nonquadratic data-fit, here sparse logistic regression, we still demonstrate the applicability of extrapolated coordinate descent.

**Sparse logistic regression.** Figure 9 represents the suboptimality as a function of time on a sparse logistic regression problem:

$$\arg\min_{x \in \mathbb{R}^p} \sum_{i=1}^n \log(1 + e^{-y_i A_i x}) + \lambda \|x\|_1 ,$$

(20)

for multiple datasets and values of $\lambda$. We parametrize $\lambda$ as a fraction of $\lambda_{\text{max}} = \|A^\top y\|_\infty/2$. As for the Lasso and the elastic net, the smaller the value of $\lambda$, the harder the problem and Anderson CD outperforms its competitors.
Conclusion In this work, we have proposed to accelerate coordinate descent using Anderson extrapolation. We have exploited the fixed point iterations followed by coordinate descent iterates on multiple Machine Learning problems to improve their convergence speed. We have circumvented the non-symmetricity of the iteration matrices by proposing a pseudo-symmetric version for which accelerated convergence rates have been derived. In practice, we have performed an extensive validation to demonstrate large benefits on multiple datasets and problems of interests. For future works, the excellent performance of Anderson extrapolation for cyclic coordinate descent calls for a more refined analysis of the known bounds, through a better analysis of the spectrum and numerical range of the iteration matrices.
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A Additional experiments

A.1 Gaps as a function of time

In this section, we include the counterparts of Figures 7 to 9, but display the duality gap instead of the suboptimality. Indeed, since \(x^*\) is not available in practice, the suboptimality cannot be used as a stopping criterion. To create a dual feasible point, we use the classical technique of residual rescaling (Mairal, 2010).

![Graphs showing duality gap as a function of time for different datasets and values of \(\lambda\) and \(\rho\).](image)

**Figure 10:** Lasso, duality gap. Duality gap along time for the Lasso on various datasets and values of \(\lambda\).

![Graphs showing duality gap as a function of time for the elastic net on Leukemia dataset, for multiple values of \(\lambda\) and \(\rho\).](image)

**Figure 11:** Elastic net, duality gap. Duality gap as a function of time for the elastic net on Leukemia dataset, for multiple values of \(\lambda\) and \(\rho\).
A.2 Group Lasso

In this section we consider the group Lasso, with a design matrix \( A \in \mathbb{R}^{n \times p} \), a target \( y \in \mathbb{R}^n \), and a partition \( G \) of \([p]\) (elements of the partition being the disjoints groups):

\[
\arg \min_{x \in \mathbb{R}^p} \frac{1}{2} \|y - Ax\|^2 + \lambda \sum_{g \in G} \|x_g\|,
\]

where for \( g \in G \), \( x_g \in \mathbb{R}^{\|g\|} \) is the subvector of \( x \) composed of coordinates in \( g \). The group Lasso can be solved via proximal gradient descent and by block coordinate descent (BCD), the latter being amenable to Anderson acceleration. As Figure 13 shows, the superiority of Anderson accelerated block coordinate descent is on par with the one observed on the problems studied above.

Figure 12: \( \ell_1 \)-regularised logistic regression, duality gap. Duality gap as a function of time for \( \ell_1 \)-regularized logistic regression on multiple datasets and values of \( \lambda \).

Figure 13: Group Lasso, suboptimality. Suboptimality as a function of time for the group Lasso on the Leukemia dataset, \( \lambda = \lambda_{\text{max}}/100 \). Groups are artificially taken as consecutive blocks of 5 features.
B Proofs of Propositions 3 and 4

B.1 Proofs of Proposition 3

Lemma 5. First we link the quantity computed in Equation (2) to the extrapolated quantity $\sum_{i=1}^{k} c_i x^{(i-1)}$. For all $c \in \mathbb{R}^k$ such that $\sum_{i=1}^{k} c_i = 1$:

$$\sum_{i=1}^{k} c_i (x^{(i)} - x^{(i-1)}) = (T - \text{Id}) \left( \sum_{i=1}^{k} c_i x^{(i-1)} - x^* \right). \quad (22)$$

Proof. Since $x^{(i)} = T x^{(i-1)} + (x^* - T x^*)$,

$$c_i (x^{(i)} - x^{(i-1)}) = c_i (T x^{(i-1)} + x^* - T x^* - x^{(i-1)}) = (T - \text{Id}) c_i (x^{(i-1)} - x^*). \quad (23)$$

Hence, since $\sum_{i=1}^{k} c_i = 1$,

$$\sum_{i=1}^{k} c_i (x^{(i)} - x^{(i-1)}) = (T - \text{Id}) \left( \sum_{i=1}^{k} c_i x^{(i-1)} - x^* \right). \quad (24)$$

Lemma 6. For all $c \in \mathbb{R}^k$ such that $\sum_{i=1}^{k} c_i = 1$,

$$\| (T - \text{Id})(x^{(k)}_{\text{off}} - x^*) \| \leq \sqrt{\kappa(H)} \left\| \sum_{i=0}^{k-1} c_i S_i \right\| \| (T - \text{Id})(x^{(0)} - x^*) \|. \quad (25)$$

Proof. In this proof, we denote by $c^*$ the solution of (2). We use the fact that for all $c \in \mathbb{R}^k$ such that $\sum_{i=1}^{k} c_i = 1$,

$$\| \sum_{i=1}^{k} c_i^* (x^{(i)} - x^{(i-1)}) \| = \min_{c \in \mathbb{R}^k} \| \sum_{i=1}^{k} c_i (x^{(i)} - x^{(i-1)}) \| \leq \| \sum_{i=1}^{k} c_i (x^{(i)} - x^{(i-1)}) \|. \quad (26)$$

Then we use twice Lemma 5 for the left-hand and right-hand side of Equation (26). Using Lemma 5 with the $c_i^*$
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minimizing Equation (2) we have for all $c \in \mathbb{R}$ such that $\sum_{i=1}^{k} c_i = 1$ :

$$
\|(T - \text{Id})(x_e - x^*)\| = \left\| \sum_{i=1}^{k} c_i^* (x^{(i)} - x^{(i-1)}) \right\|
\leq \left\| \sum_{i=1}^{k} c_i (x^{(i)} - x^{(i-1)}) \right\|
= \|(T - \text{Id}) \sum_{i=1}^{k} c_i (x^{(i-1)} - x^{(*)})\|
= \|(T - \text{Id}) \sum_{i=1}^{k} c_i T^{i-1}(x^{(0)} - x^*)\|
= \left\| \sum_{i=1}^{k} c_i T^{i-1}(T - \text{Id})(x^{(0)} - x^*) \right\|
= \left\| \sum_{i=1}^{k} c_i T^{i-1} \right\| \times \|(T - \text{Id})(x^{(0)} - x^*)\|
\leq H^{-1/2} \sum_{i=1}^{k} c_i S^{i-1} H^{1/2} \times \|(T - \text{Id})(x^{(0)} - x^*)\|
\leq \sqrt{\kappa(H)} \left\| \sum_{i=1}^{k} c_i S^{i-1} \right\| \times \|(T - \text{Id})(x^{(0)} - x^*)\| .
$$

(27)

Proof. We apply Lemma 6 by choosing $c_i$ equal to the Chebyshev weights $c_{Cb}^i$. Using the proof of Barré et al. (2020, Prop. B. 2), we have, with $\xi = \frac{1 - \sqrt{1 - \rho(T)}}{1 + \sqrt{1 - \rho(T)}}$ :

$$
\left\| \sum_{i=1}^{k} c_{Cb}^i S^{i-1} \right\| \leq \frac{2^{k-1}}{1 + \sqrt{1 - \rho(T)}}.
$$

(28)

Combined with Lemma 6 this concludes the proof:

$$
\|(T - \text{Id})(x_e - x^*)\| \leq \sqrt{\kappa(H)} \left\| \sum_{i=1}^{k} c_i S^{i-1} \right\| \|(T - \text{Id})(x^{(0)} - x^*)\|
\leq \sqrt{\kappa(H)} \frac{2^{k-1}}{1 + \sqrt{1 - \rho(T)}} \|(T - \text{Id})(x^{(0)} - x^*)\| .
$$

(29)

(30)

B.2 Proof of Proposition 4

Since $g_j$ are $C^2$ then $\text{prox}_{g_j}$ are $C^1$, see Gribonval and Nikolova (2020, Cor. 1.b). Moreover, $f$ is $C^2$ and following Massias et al. (2020); Klopfenstein et al. (2020) we have that:

$$
\psi_j : \mathbb{R}^p \rightarrow \mathbb{R}^p
$$

$$
x \mapsto \text{prox}_{g_j} \left( x_j - \frac{1}{L_j} \nabla f(x) \right),
$$

(31)
is differentiable. Thus we have that the fixed point operator of coordinate descent: $\psi = \psi_p \circ \cdots \circ \psi_1$ is differentiable. Proposition 4 follows from the Taylor expansion of $\psi$ in $x^*$. 
