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Abstract

The first aim of this paper is to examine existence, uniqueness and regularity for the Cahn-Hilliard-Cook (CHC) equation in space dimension \(d \leq 3\). By applying a spectral Galerkin method to the infinite dimensional equation, we elaborate the well-posedness and regularity of the finite dimensional approximate problem. The key idea lies in transforming the stochastic problem with additive noise into an equivalent random equation. The regularity of the solution to the equivalent random equation is obtained, in one dimension, with the aid of the Gagliardo-Nirenberg inequality and done in two and three dimensions, by the energy argument. Further, the approximate solution is shown to be strongly convergent to the unique mild solution of the original CHC equation, whose spatio-temporal regularity can be attained by similar arguments. In addition, a fully discrete approximation of such problem is investigated, performed by the spectral Galerkin method in space and the backward Euler method in time. The previously obtained regularity results of the problem help us to identify strong convergence rates of the fully discrete scheme.
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1 Introduction

During the last decades, there have been a large number of works devoted to numerical approximations of stochastic partial differential equations (SPDEs), see monographs \[30,38,44\] and references therein. Pioneering works have focused on the strong and weak convergence of numerical methods for SPDEs with globally Lipschitz continuous nonlinearities. In the last decade, some techniques were proposed in some works to handle numerical approximations of SPDEs with non-globally Lipschitz continuous
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nonlinearities [2][6][8][9][14][17][22][25][28][29][31][32][34][37][41][43][45][46][49]. But not all problems of interest are covered and there remains a lot of work to do. A typical SPDE model with non-globally Lipschitz coefficients is the Allen-Cahn type SPDE, which has been recently numerically studied by many authors, e.g., [2][6][8][9][14][16][22][25][28][29][31][32][34][37][41][43][45][49]. As another prominent SPDE model with non-globally Lipschitz coefficients, the stochastic Cahn–Hilliard equations are also numerically investigated by many authors very recently (see [15][17][23][26][28][36][37][40][46]).

The present paper aims to further carry out theoretical and numerical analysis of such equation.

Let \( D \) be a bounded open set of \( \mathbb{R}^d \), \( d = 1, 2, 3 \) with smooth boundary and let \( H = L^2(D; \mathbb{R}) \) be the real separable Hilbert space endowed with the usual inner product and norm and \( \mathcal{H} := \{ v \in H : \int_D v \, dx = 0 \} \). This article is concerned with the following stochastic Cahn–Hilliard equation perturbed by additive noise,

\[
\begin{aligned}
\frac{d u}{dt} - \Delta w dt &= dW(t), \quad \text{in } D \times (0, T], \\
\frac{\partial w}{\partial n} &= 0, \quad \text{in } \partial D \times (0, T], \\
u(0, x) &= u_0, \quad \text{in } D,
\end{aligned}
\]

where \( f(s) = s^3 - s, s \in \mathbb{R} \). That SPDE driven by additive noise is also called Cahn–Hilliard–Cook (CHC) equations in literature. Following the framework of [18], we can rewrite the above problem as an abstract equation described by

\[
\frac{dX(t) + A(AX(t) + F(X(t)))}{dt} = dW(t), \quad X(0) = X_0,
\]

where \( A : D(A) \subset H \rightarrow H \) is the Neumann Laplacian and \( -A^2 \) generates an analytic semigroup \( E(t) \) on \( H \). Similarly as in [24][36], \( \{ W(t) \}_{t \geq 0} \) is assumed to be a \( Q \)-Wiener process in \( H \) with respect to a filtered probability space \( (\Omega, \mathcal{F}, \mathbb{P}, \{ \mathcal{F}_t \}_{t \geq 0}) \). The nonlinear mapping \( F \) is supposed to be a Nemytskij operator, given by \( F(u)(x) = f(u(x)), x \in D \).

The deterministic version of such equation has been extensively studied as a well-known model of a spinodal decomposition for a binary mixture [7]. It can be also used to describe the diffusive process of populations and an oil film spreading over a solid surface [12][20]. For the stochastic version, one can consult, e.g., [1][10][13][15][18][21] for the existence, uniqueness and regularity results. The first goal of this paper is to provide further regularity results for the mild solution to (1.2). Let \( P \) be an orthogonal operator from \( H \) to \( \mathcal{H} \). Under further assumptions specified later, particularly including

\[
\| A^{\frac{3}{2}} \|_{L^2(H)} \leq \infty, \quad \text{for some } \gamma \in \left( \frac{4}{2}, 4 \right],
\]

Theorem 3.6 shows that the underlying equation (1.2) admits a unique mild solution \( X(t) \), defined by [3][64], which enjoys the following spatio-temporal regularities

\[
X \in L^\infty([0, T]; L^p(\Omega; H^\gamma)), \quad \forall p \geq 1,
\]

and for \( 0 \leq s < t \leq T \),

\[
\| X(t) - X(s) \|_{L^p(\Omega; H^\beta)} \leq C(t - s)^{\min\left\{ \frac{1}{2}, \frac{\gamma - 2}{4} \right\}}, \quad \forall \beta \in [0, \gamma].
\]

In the following we compare findings in this article with existing regularity results in the literature and also illustrate how (1.4) and (1.5) can be established. Under the assumption that \( A \) and \( Q \) commute and \( \text{Tr}(A^{\gamma - 1}Q) < \infty \) for some \( \gamma > 0 \), it was shown in [18] that the solution belongs to
C([0, T], H) almost surely. Further, under the assumption that \(A\) and \(Q\) commute and \(\|A^{\frac{3}{2}} Q^{\frac{1}{2}}\|_{\mathcal{L}_2}^2 = \text{Tr}(AQ) < \infty\), the authors in \cite{18} also show \(X(t) \in C([0, T], \dot{H}^1)\) and \(E[\|J(X(t))\|] < \infty\), where \(J(\cdot)\) is a Lyapunov functional, given by \(J(u) = \frac{1}{2} \|\nabla u\|^2 + \int_\Omega \Phi(u) \, dx, \Phi(s) = F(s), s \in \mathbb{R}\). In \cite{36}, the authors prove similar results but under the weaker condition that \(\text{Tr}(AQ) < \infty\). The key idea of \cite{18,36} was to apply the Itô formula to \(J(\cdot)\), which requires that the noise process \(W(t)\) satisfies the condition \(\|A^{\frac{\gamma}{2}} Q^{\frac{1}{2}}\|_{\mathcal{L}_2} < \infty\) for \(\gamma \geq 3\). Although the analysis in \cite{18,36} works quite well for CHC equation with smoother noise cases, it cannot be generalized to the rougher noise cases, especially in dimensions two and three. We would like to mention the references \cite{1,13,17,27} on the global well-posedness and regularity estimates of CHC equation driven by the space-time white noise with \(d = 1\). We emphasize that our spatial-temporal regularity result \cite{1.4,1.5} is new in dimensions two and three.

We now illustrate our approach to analyze the regularity of \cite{1.2} which overcomes the difficulty caused by the spatially rough noise. It is worthwhile to point out that this is possible because the noise is additive and this is a standard approach in that context. By introducing \(Y(t) = X(t) - Z(t)\) with \(Z(t) := E(t)(I - P)X_0 + \int_0^t E(t - s) \, dW(s)\), we can reformulate \cite{1.2} as
\[
\dot{Y}(t) + A(AY(t) + F(Y(t) + Z(t))) = 0, \quad Y(0) = PX_0.
\] (1.6)

Such a problem can be viewed as a random PDE. By the same argument of the proof of \cite{39} Theorem 3.1, it is easy to show that under the assumption \(\|A^{\frac{\gamma}{2}} PQ^{\frac{1}{2}}\|_{\mathcal{L}_2(H)} < \infty\), for \(\gamma \geq 0\) and \(p \geq 1\), \(Z(t)\) enjoys the following spatial regularity,
\[
\|Z(t)\|_{L^p(\Omega; H^\gamma)} \leq C(\|A^{\frac{\gamma}{2}} PQ^{\frac{1}{2}}\|_{\mathcal{L}_2(H)} + \|X_0\|_{L^p(\Omega; H^\gamma)}), \quad t > 0.
\] (1.7)

Hence it suffices to analyze the spatio-temporal regularities of the solution \(Y(\cdot)\) to \cite{1.6}, which relies on Galerkin’s method and energy arguments in this paper. The difficulty lies on showing \(E[\sup_{s \in [0, T]} \|Y(s)\|_{L^p}^p] < \infty\). For dimension one, this can be shown based on the idea of \cite{17} and for dimensions two and three, it can be done by multiplying both sides of \cite{1.6} by \(Y_t\) and some other manipulations. Hence our approach works well for CHC equation with rough noise.

The second aim of this article is devoted to the error estimate of the fully discrete approximation of \cite{1.2}. Let \(k = T/M, M \in \mathbb{N}\) be a uniform time step-size and \(H_N = \text{span}\{e_0, e_1, e_2, \ldots, e_N\}, N \in \mathbb{N}^+\), where \(\{e_i\}_{i=0}^N\) are the \(N + 1\) first eigenvectors of \(A\) in the space \(H\). Then we propose the fully discrete method given by
\[
X_{m,N} - X_{m-1,N} + kA(AX_{m,N} + P_N F(X_{m,N})) = P_N \Delta W_m, \quad X_{0,N} = P_N X_0.
\] (1.8)

Here \(\Delta W_m := W(t_m) - W(t_{m-1})\) and \(P_N\) is the orthogonal projector onto the space \(H_N\). As implied by Theorem \cite{5.1}, the resulting spatio-temporal approximation error is measured as follows
\[
\|X(t_m) - X_{m,N}\|_{L^p(\Omega; H)} = O(\lambda_N^{-\frac{\gamma}{2}} + k^{\frac{\gamma}{2}}), \quad \gamma \in (\frac{5}{2}, 4],
\] (1.9)

where \(\lambda_N\) is the \(N\)-th eigenvalue of \(A\) with the corresponding eigenvector \(e_N\). This reveals how the convergence rate depends on the regularity of the mild solution. Comparing this with the spatial regularity results \cite{1.4}, one can clearly see that the order of convergence in space coincides with the spatial regularity of the mild solution, for all \(\gamma \in (\frac{5}{2}, 4]\). However, the convergence rate in time is more involved. For \(\gamma \in (\frac{5}{2}, 2]\), the convergence rate in time agrees with the temporal Hölder regularity of the mild solution. For \(\gamma \in [2, 4]\), the order of the convergence in time is higher than the Hölder
regularity in time of the mild solution, this is due to the fact that that noise is additive noise. This standard phenomenon is known for SPDEs, see [33,18].

Finally, we give some comments on a few closely relevant works about numerical methods for the CHC equation. In [24,37,39], strong convergence of mixed finite element methods for (1.2) was proved, but with no rate obtained. The analysis in [24,37,39] is based on proving a priori moment bounds with large exponents and in higher order norms using energy arguments and bootstrapping arguments followed by a pathwise Gronwall argument in the mild solution setting. Recently, the work [46] recovers strong convergence rates of the mixed finite element methods (FEM) for the CHC equation with spatial smooth noise, by using a priori moment bounds of the numerical approximations. In [17], the authors obtained convergence rates of spectral Galerkin fully discrete schemes for the CHC equation with space-time white noise. The paper [15] presented the analysis of strong convergence rate of an implicit full discretization applied to stochastic Cahn–Hilliard equation with unbounded noise diffusion in dimension one. The authors of [23] derived strong convergence rates of a fully discrete mixed FEM for the stochastic Cahn–Hilliard equation with gradient-type multiplicative noise, where the noise process is a real-valued Wiener process.

The outline of this paper is as follows. In the next two sections, some preliminaries are collected and well-posedness of the considered problem is elaborated. Section 4 is devoted to the uniform moment bounds of the fully discrete approximation. Based on the uniform moment bounds obtained in section 4, we derive the error estimates for the fully discrete problem in section 5.

2 Settings

In this section, we make some assumptions for the abstract equation (1.2), concerning the linear operator $A$, the nonlinear term $F$, the noise process $W(t)$ and the initial data $X_0$.

**Assumption 2.1** (Linear operator $A$) Let $D$ be a bounded convex domain in $\mathbb{R}^d$ for $d \in \{1, 2, 3\}$ with sufficiently smooth boundary and let $H = L^2(D; \mathbb{R})$ be the real separable Hilbert space endowed with the usual inner product $\langle \cdot, \cdot \rangle$ and the associated norm $\| \cdot \| = (\langle \cdot, \cdot \rangle)^{\frac{1}{2}}$. Let $\hat{H} = \{ v \in H : \int_D v \, dx = 0 \}$ and $-A : \text{dom}(A) \subset \hat{H} \to \hat{H}$ be the Laplacian with homogeneous Neumann boundary conditions, defined by $-Au = \Delta u$ with $u \in \text{dom}(A) := \{ v \in H^2(D) \cap \hat{H} : \frac{\partial u}{\partial n} = 0 \}$.

Assumption 2.1 guarantees that there exists a family of positive sequence $\{\lambda_j\}_{j \in \mathbb{N}}$ and an orthonormal basis $\{e_j\}_{j \in \mathbb{N}}$ of $\hat{H}$ such that $0 < \lambda_1 \leq \lambda_2 \leq \cdots$, $\lambda_j \sim j^{\frac{d}{2}} \to \infty$ and $Ae_j = \lambda_j e_j$ for $j \in \mathbb{N}$. Define $P : H \to \hat{H}$ as the orthogonal projector such that

$$ (I - P)v = |D|^{-\frac{1}{2}} \int_D v \, dx. \quad (2.1) $$

When extended to $H$ as $Av := Apv$, for $v \in H$, the linear operator $A$ has an orthonormal basis $\{e_j\}_{j \in \mathbb{N}_0}$ of $H$ by taking $e_0 = |D|^{-\frac{1}{2}}$. Throughout this paper, we use $\mathbb{N}$ to denote the set of all positive integers and denote $\mathbb{N}_0 = \{0\} \cup \mathbb{N}$. Further, we introduce

$$ \hat{H}^\alpha = \{ v \in \hat{H} : |v|_\alpha < \infty \}, \quad H^\alpha = \{ v \in H : \|v\|_\alpha < \infty \}, \quad (2.2) $$

where the seminorm and norm are defined by

$$ |v|_\alpha := \left( \sum_{j=1}^\infty \lambda_j^\alpha |\langle v, e_j \rangle|^2 \right)^{\frac{1}{2}}, \quad \|v\|_\alpha := \left( |v|_\alpha^2 + |\langle v, e_0 \rangle|^2 \right)^{\frac{1}{2}}. \quad (2.3) $$
By the spectral theory, we can also define the fractional powers of $A$ on $\dot{H}$ in a simple way, e.g., $A^\alpha v = \sum_{j=1}^{\infty} \lambda_j^\alpha \langle v, e_j \rangle e_j$, $\alpha \in \mathbb{R}$. Note that $\dot{H}^\alpha = D(A^\alpha)$ and it is a real Hilbert space with the inner product $\langle A^\alpha v, A^\alpha w \rangle$ and the associated norm $\| \cdot \|_{\dot{H}^\alpha} := | \cdot |_\alpha := \| A^\alpha \cdot \|$. It is well-known that for integer $\alpha \geq 0$, the norm $\| \cdot \|_\alpha$ is equivalent on $H^\alpha$ to the standard Sobolev norm $\| \cdot \|_{H^\alpha(D)}$, if $D$ is a regular domain in $\mathbb{R}^d$ with appropriately smooth boundary.

In addition, Assumption 2.1 ensures that the operator $-A^2$ can generate an analytic semigroup $E(t) = e^{-tA^2}$ on $H$, given by

$$E(t)v = e^{-tA^2}v = \sum_{j=0}^{\infty} e^{-t\lambda_j^2} \langle v, e_j \rangle e_j = \sum_{j=1}^{\infty} e^{-t\lambda_j^2} \langle v, e_j \rangle e_j + \langle v, e_0 \rangle e_0$$

$$= e^{-tA^2} P v + (I - P)v, \quad v \in H.$$  

By expansion in terms of the eigenbasis of $A$ and using Parseval’s identity, one can easily obtain

$$\|A^\mu E(t)\|_{\mathcal{L}(H)} \leq Ct^{-\frac{\mu}{2}}, \quad t > 0, \mu \geq 0, \quad (2.5)$$

$$\|A^{-\nu}(I - E(t))\|_{\mathcal{L}(H)} \leq Ct^{\frac{\nu}{4}}, \quad t \geq 0, \nu \in [0, 2], \quad (2.6)$$

$$\int_{\tau_1}^{\tau_2} \|A^\rho E(s)v\|^2 ds \leq C|\tau_2 - \tau_1|^{1-\rho} \|v\|^2, \quad \forall v \in H, \rho \in [0, 1], \quad (2.7)$$

$$\left\| A^{2\rho} \int_{\tau_1}^{\tau_2} E(\tau_2 - \sigma)v d\sigma \right\| \leq C|\tau_2 - \tau_1|^{1-\rho} \|v\|, \quad \forall v \in H, \rho \in [0, 1]. \quad (2.8)$$

**Assumption 2.2 (Nonlinearity)** Let $F : L^6(D; \mathbb{R}) \to H$ be a deterministic mapping given by

$$F(v)(x) = f(v(x)) = v^3(x) - v(x), \quad x \in D, v \in L^6(D; \mathbb{R}). \quad (2.9)$$

Here and below, $L^r(D; \mathbb{R})$, $r \geq 1$ ($L^r(D)$ or $L^r$ for short) is the Banach space consisting of $r$-times integrable functions. Denote by $V := C(D; \mathbb{R})$ the Banach space of continuous functions with a usual norm. It is easy to check that for any $v, \psi, \psi_1, \psi_2 \in L^6(D)$,

$$(F'(v)(\psi))(x) = f'(v(x))\psi(x) = (3v^2(x) - 1)\psi(x), \quad x \in D,$$

$$(F''(v)(\psi_1, \psi_2))(x) = f''(v(x))\psi_1(x)\psi_2(x) - 6v(x)\psi_1(x)\psi_2(x), \quad x \in D. \quad (2.10)$$

Moreover, one can check the following coercivity, one-side Lipschitz and polynomial growth conditions,

$$-\langle F(u), u \rangle \leq -\|u\|_4^4 + \|u\|^2, \quad u \in L^4, \quad (2.11)$$

$$-\langle F(u) - F(v), u - v \rangle \leq \|u - v\|^2, \quad u, v \in L^6(D), \quad (2.12)$$

$$\|F(u) - F(v)\| \leq \|u - v\|(1 + \frac{3}{2}\|u\|_V^2 + \frac{1}{2}\|v\|_V^2), \quad u, v \in V. \quad (2.13)$$

In order to define the $Q$-Wiener process, we introduce additional notations and spaces. Let $\mathcal{L}(H)$ be the Banach space of all bounded linear operators from $H$ to $H$ endowed with the usual operator norm. Also, let $\mathcal{L}_2(H)$ be the Hilbert space consisting of all Hilbert-Schmidt operators from $H$ into $H$, equipped with the inner product and the norm,

$$\langle \Gamma_1, \Gamma_2 \rangle_{\mathcal{L}_2(H)} = \sum_{j=1}^{\infty} \langle \Gamma_1 \phi_j, \Gamma_2 \phi_j \rangle, \quad \|\Gamma\|^2_{\mathcal{L}_2(H)} = \sum_{j=1}^{\infty} \|\Gamma \phi_j\|^2, \quad (2.14)$$
where \( \{\phi_j\}_{j \in \mathbb{N}} \) is an arbitrary orthonormal basis of \( H \). If \( \Gamma \in \mathcal{L}_2(H) \) and \( L \in \mathcal{L}(H) \), then \( \Gamma L, L \Gamma \in \mathcal{L}_2(H) \) and
\[
\| \Gamma L \|_{\mathcal{L}_2(H)} \leq \| L \|_{\mathcal{L}(H)} \| \Gamma \|_{\mathcal{L}_2(H)}, \quad \| L \Gamma \|_{\mathcal{L}_2(H)} \leq \| L \|_{\mathcal{L}(H)} \| \Gamma \|_{\mathcal{L}_2(H)}. \tag{2.15}
\]

**Assumption 2.3 (Noise process)** Let \( \{W(t)\}_{t \in [0,T]} \) be a standard \( H \)-valued \( Q \)-Wiener process with the covariance operator \( \mathcal{L}(H) \ni Q : H \to H \) being a symmetric nonnegative operator satisfying
\[
\| A^{\frac{\gamma - 2}{2}} P Q^{\frac{1}{2}} \|_{\mathcal{L}_2(H)} < \infty, \quad \text{for some} \quad \gamma \in \left( \frac{d}{2}, 4 \right]. \tag{2.16}
\]

We mention that the assumption of \( \gamma > \frac{d}{2} \) is necessary in the following analysis. For the space-time white noise (\( Q = I \)), the condition \((2.16)\) is satisfied for \( \gamma < 2 - \frac{d}{2} \), see \[39\]. Since we also demand \( \gamma > \frac{d}{2} \), the study of the space-time white noise case is thus limited to dimension 1. For the trace-class noise (\( \text{Tr}(Q) = \| Q^{\frac{1}{2}} \|_{\mathcal{L}_2(H)} < \infty \)), the assumption \((2.16)\) is fulfilled with \( \gamma = 2 \) and multi-dimensions \( d \geq 2 \) are all allowed.

**Assumption 2.4 (Initial data)** Let \( X_0 : \Omega \to H \) be \( \mathcal{F}_0/\mathcal{B}(H) \)-measurable and satisfy, for a sufficiently large number \( p_0 \in \mathbb{N} \),
\[
\mathbb{E}[\| X_0 \|_{p_0}^\gamma] < \infty, \quad \text{for some} \quad \gamma \in \left( \frac{d}{2}, 4 \right], \tag{2.17}
\]

where \( \gamma \in \left( \frac{d}{2}, 4 \right] \) is the parameter from \((2.16)\).

### 3 Well-posedness and regularity of the CHC equation

The aim of this section is to elaborate the well-posedness and spatio-temporal regularity of the mild solution to the considered problem. To this end, we split the mild solution as \( X(t) = Y(t) + Z(t) \), where \( Z(t) \) satisfies
\[
dZ(t) + A^2 Z(t) \, dt = dW(t), \quad Z(0) = (I - P)X_0, \tag{3.1}
\]
and \( Y(t) \) satisfies
\[
\dot{Y}(t) + A^2 Y(t) + APF(Y(t) + Z(t)) = 0, \quad Y(0) = PX_0. \tag{3.2}
\]
It is well-known that the problem \((3.1)\) admits a unique mild solution, given by
\[
Z(t) = E(t)(I - P)X_0 + \mathcal{O}(t), \tag{3.3}
\]
where \( \mathcal{O}(t) := \int_0^t E(t - s)dW(s) \) is called the stochastic convolution. In the next lemma, we consider the regularity of \( Z(t) \). For the proof of spatial regularity result \((3.4)\), we refer to \[39\] Theorem 3.1]. By the similar arguments of the proof of \[11\] Theorem 2], we also obtain the following temporal regularity result.
Lemma 3.1 If Assumptions 2.1, 2.3 are valid, then the mild solution of the problem (3.1), given by (3.3), satisfies the following spatio-temporal regularity result as follows, for \( p \geq 1 \),

\[
E \left[ \sup_{s \in [0,T]} \| Z(s) \|_{\ell^p}^p \right] < \infty,
\]

and for \( \beta \in [0,\gamma] \),

\[
\| Z(t) - Z(s) \|_{L^p(\Omega;H^2)} \leq C|t - s|^{\min\left\{ \frac{1}{2}, \frac{7}{4} - \beta \right\}}.
\]

Therefore, it suffices to treat (3.2). In the next two subsections, we will use Galerkin’s method and energy arguments to address this issue.

3.1 Useful inequalities

In this part, we collect some useful inequalities, which play an important role in our error analysis below. We first introduce the following embedding inequalities,

\[
H^1 \subset H^{\frac{d}{2}} \subset L^6(D) \quad \text{and} \quad H^d \subset C(D;\mathbb{R}), \quad \text{for} \quad \delta > \frac{d}{2}, \quad d \in \{1,2,3\}.
\]

In light of the definition of \( P \), it is not difficult to check

\[
\| P v \|_{L^q} \leq (1 + |D|^{-\frac{1}{2}})\| v \|_{L^q}, \quad q \geq 2.
\]

This together with (3.6) implies (see [45]), for any \( \delta > \frac{d}{2} \),

\[
\| A^{-\frac{d}{2}} P x \| \leq C\| x \|_{L^1}, \quad \| A^{-\frac{d}{2}} P x \| \leq C\| x \|_{L^2}, \quad \forall x \in L^2(D).
\]

Additionally, we also use the fact that, the norm \( \| \cdot \|_2 \) is equivalent on \( H^2 \) to the standard Sobolev norm \( \| \cdot \|_{H^2(D)} \) (see [47,50]) to derive, for any \( f, g \in H^2 \),

\[
\| f g \|_{H^2(D)} \leq C\| f \|_{H^2(D)} \| g \|_{H^2(D)} \leq C\| f \|_2 \| g \|_2.
\]

Based on the above preparations, we derive the following inequality.

Lemma 3.2 Let \( g : L^1 \to H \) be the Nemytskij operator of a polynomial of second degree. The following estimates hold for any \( \iota \in (\frac{d}{2},1) \) and \( d = 1 \),

\[
\| g(u)v \|_1 \leq C\| v \|_1 (1 + \| u \|_1^2), \quad \text{for} \quad u \in H^l, v \in H^1,
\]

and for any \( \iota \in (\frac{d}{2},2) \), \( d = 2,3 \),

\[
\| g(u)v \|_1 \leq C\| v \|_1 (1 + \| u \|_1^2), \quad \text{for} \quad u \in H^l, v \in H^1.
\]

Proof of Lemma 3.2 First, we consider the case \( d = 1 \). The Hölder inequality, (3.6) and the equivalence of norms in \( H^l \) and \( H^l(D) \) yield that for \( u, v \in H^l \),

\[
\| g(u)v \|_1^2 \leq \| g(u)v \|^2 + C \int_D \int_D \frac{|g(u(\xi_1))v(\xi_1) - g(u(\xi_2))v(\xi_2)|^2}{|\xi_1 - \xi_2|^{2l+1}} d\xi_1 d\xi_2
\]

\[
\leq C\| v \|^2 (1 + \| u \|_1^2) + C(1 + \| u \|_1^2)\| v \|^2 + C\| u \|^2_1 (1 + \| u \|_1^2)\| v \|^2_1
\]

\[
\leq C(1 + \| u \|_1^2)\| v \|^2_1.
\]
The above estimate assures (3.10). For the case \( d = 2, 3 \), we first obtain
\[
\|g(u)v\|_1 \leq C(\|g(u)v\| + \|v\nabla g(u)\| + \|g(u)\nabla v\|) \\
\leq C(1 + \|u\|_{l^2}^2)\|v\| + \|v\nabla g(u)\| = C\|v\|_1(1 + \|u\|_{l^2}^2).
\]
(3.13)

Further, owing to (3.6) and the fact that the Sobolev embedding theorem tells us \( H^s \subset L^p \), for \( 0 < s < 1 \) and \( p = \frac{2n}{n-2s} \), there exists a constant \( \delta \) given by \( \delta = \frac{2n-2}{2-s} \) for \( d = 2 \) and \( \delta = 1 \) for \( d = 3 \) such that, for \( \iota > \frac{\delta}{4}, d = 2, 3 \)
\[
\|v\nabla u\| = C\|v\|_{L^{2(2+s)}}, \|\nabla u\|_{L^{2+s}} \leq C\|v\|_1\|u\|_H.
\]
(3.14)

Therefore,
\[
\|v\nabla g(u)\| \leq C\|v\nabla u\|(1 + \|u\|_V) \leq C\|v\|_1(1 + \|u\|_1^2).
\]
(3.15)

This together with (3.6) and (3.13) can show (3.11). Hence this ends the proof. \( \square \)

### 3.2 The semidiscrete Galerkin approximation

In this part, we use the Galerkin method to approximate the problem (3.2). For

\[ n \in \mathbb{N}, \text{we define a} \]

finite dimensional subspace of \( H \) by

\[
H_n = \text{span}\{e_0, e_1, e_2 \cdots, e_n\}
\]
(3.16)

and the projection operator \( P_n : H^\alpha \rightarrow H_n \) by \( P_n\xi = \sum_{i=0}^{n} \langle \xi, e_i \rangle e_i \), for \( \forall \xi \in H^\alpha, \alpha \geq -2 \). Here \( \{e_i\}_{i=0}^{n} \) are the \( n + 1 \) first eigenvectors of the dominant linear operator \( A \) in the space \( H \). It is not difficult to find that the operators \( A \) and \( P_n \) commute, but \( P_n P \neq P \). Moreover,

\[
\|(I - P_n)\varphi\| \leq \lambda_{n+1}^{\frac{\alpha}{2}} |\varphi|_\alpha, \forall \varphi \in H^\alpha, \alpha > 0.
\]
(3.17)

Then the Galerkin approximation of (3.2) is given by

\[
\begin{aligned}
\frac{d^n v}{dt^n} + A^2 v^n + P_n APF(v^n + Z^n) &= 0, \quad \text{in} \quad D \times (0, T), \\
v^n(0) &= P_n PX_0, \quad \text{in} \quad D,
\end{aligned}
\]
(3.18)

where \( Z^n(t) = P_n Z(t) \). It is clear that the problem (3.18) admits a unique solution given by

\[
v^n(t) = E(t)P_n PX_0 - \int_0^t E(t-s)P_n APF(v^n(s) + Z^n(s)) ds, \quad t \in [0, T].
\]
(3.19)

Here \( Z^n(t) \) enjoys the similar spatio-temporal regularity as \( Z(t) \):

\[
\sup_{n \in \mathbb{N}} \mathbb{E} \left[ \sup_{t \in [0, T]} \|Z^n(t)\|_{L^p}^p \right] < \infty,
\]
(3.20)

and for \( \beta \in [0, \gamma] \),

\[
\sup_{n \in \mathbb{N}} \|Z^n(t) - Z^n(s)\|_{L^p(\Omega; H^\beta)} \leq C|t - s|^{\min\left\{\frac{1}{2}, \frac{\gamma - \beta}{4}\right\}}.
\]
(3.21)
Setting $X^n(t) := v^n(t) + Z^n(t)$, we will show that the sequence $\{X^n(\cdot)\}$ is Cauchy in $C_W([0,T];H)$, where $C_W([0,T];H)$ is a Banach space consisting of all continuous mappings $G: [0,T] \rightarrow L^2(\Omega,F,\mathbb{P};H)$, endowed with the norm
\[
\|G\|_{C_W([0,T];H)} = \left( \sup_{s \in [0,T]} \mathbb{E}[\|G(s)\|^2] \right)^{\frac{1}{2}}. \tag{3.22}
\]

To prove that the limit of $\{X^n(t)\}$ in $C_W([0,T];H)$ is the required mild solution of (1.2), let us start with a priori estimate of $X^n(t)$.

**Lemma 3.3** Let $v^n(t)$ be a solution of (3.18) and let $X^n(t) := v^n(t) + Z^n(t)$. If Assumptions (2.1)-(2.4) are valid, then there exists a constant $C = C(T,\gamma,p)$ such that
\[
\sup_{n \in \mathbb{N}} \mathbb{E}\left[ \sup_{s \in [0,T]} \|X^n(s)\|^p \right] \leq C < \infty. \tag{3.23}
\]

Its proof is not new and has been already used in the literature. We keep it here for completeness.

**Proof of Lemma 3.3** Multiplying both sides of (3.18) by $A^{-1}v^n$ and using (2.11) and the chain rule and the fact yield
\[
|v^n(t)|^2 - 2 \int_0^t |v^n(s)|^2 ds - 2 \int_0^t \langle F(v^n(s) + Z^n(s), v^n(s) \rangle ds
\]
\[
\leq |X_0|^2 - 2 \int_0^t |v^n(s)|^2 ds - 2 \int_0^t \|v^n(s)\|_{L^2}^2 ds + 2 \int_0^t \|v^n(s)\|_{L^2}^2 ds
\]
\[
- 2 \int_0^t \langle 3(v^n(s))^2Z^n(s) + 3(Z^n(s))^2v^n(s) + (Z^n(s))^3 - Z^n(s), v^n(s) \rangle ds
\]
\[
\leq |X_0|^2 - 2 \int_0^t |v^n(s)|^2 ds - 2 \int_0^t \|v^n(s)\|_{L^2}^2 ds + 2 \int_0^t \|v^n(s)\|_{L^2}^2 ds \tag{3.24}
\]
\[
+ 6 \int_0^t \|v^n(s)\|_{L^4}^2 \|Z^n(s)\|_{L^4} ds + 6 \int_0^t \|v^n(s)\|_{L^4} \|Z^n(s)\|_{L^4} ds
\]
\[
+ \int_0^t \|v^n(s)\|_{L^4} \|Z^n(s)\|_{L^4} ds + \int_0^t \|v^n(s)\| \|Z^n(s)\| ds
\]
\[
\leq |X_0|^2 - 2 \int_0^t |v^n(s)|^2 ds - \int_0^t \|v^n(s)\|_{L^4}^2 ds + C \int_0^t (1 + \|Z^n(s)\|_{L^4}^2) ds,
\]
where Young’s inequality was also used in the last inequality. Therefore,
\[
2 \int_0^t |v^n(s)|^2 ds + \int_0^t \|v^n(s)\|_{L^4}^2 ds \leq |X_0|^2 + C \int_0^t (1 + \|Z^n(s)\|_{L^4}^2) ds, \tag{3.25}
\]
which in combination with (3.6) and (3.20) leads to
\[
\mathbb{E}\left[ \int_0^t |v^n(s)|^2 ds \right]^p + \mathbb{E}\left[ \int_0^t \|v^n(s)\|_{L^4}^4 ds \right]^p \leq C \left( \mathbb{E}[|X_0|^{2p}] + \int_0^t (1 + \mathbb{E}[\|Z^n(s)\|_{L^4}^{4p}]) ds \right)
\]
\[
\leq C \left( \mathbb{E}[|X_0|^{2p}] + \int_0^t (1 + \sup_{n \in \mathbb{N}} \mathbb{E}[\|Z^n(s)\|_{L^4}^{4p}]) ds \right), \tag{3.26}
\]
\[
< \infty.
\]
Now we are in the position to give the a priori estimate of $\|v^n\|$. Taking inner product of (3.18) by $v^n(t)$ and using the chain rule and the self-adjointness of $A$, one can find that

\[
\|v^n(t)\|^2 = \|P_n P X_0\|^2 - 2 \int_0^t \|Av^n(s)\|^2 \, ds + 2 \int_0^t \langle F(v^n(s) + Z^n(s), -Av^n(s)) \rangle \, ds
\]

\[
= \|P_n P X_0\|^2 - 2 \int_0^t \|Av^n(s)\|^2 \, ds + 2 \int_0^t \langle (v^n(s))^3 - v^n(s) \rangle \, ds
\]

\[
+ 2 \int_0^t \langle 3(v^n(s))^2 Z^n(s) + 3v^n(s)(Z^n(s))^2 + (Z^n(s))^3 - Z^n(s), -Av^n(s) \rangle \, ds
\]

\[
\leq \|X_0\|^2 - 2 \int_0^t \|Av^n(s)\|^2 \, ds - 3 \int_0^t |(v^n(s))^2|_1^2 \, ds + 2 \int_0^t |v^n(s)|_1^2 \, ds
\]

\[
\leq \|X_0\|^2 - \int_0^t \|Av^n(s)\|^2 \, ds - \frac{3}{2} \int_0^t |(v^n(s))^2|_1^2 \, ds + 2 \int_0^t |v^n(s)|_1^2 \, ds
\]

\[
+ C \int_0^t \left( \|Z^n(s)\|_V^4 \|v^n(s)\|_{L_4}^4 + \|v^n(s)\|_V \|Z^n(s)\|_V^4 + \|Z^n(s)\|_{L_6}^3 + \|Z^n(s)\|_V^4 \right) \|Av\| \, ds
\]

Hence, we have

\[
\|v^n(t)\|^2 + \int_0^t \|Av^n(s)\|^2 \, ds + \frac{3}{2} \int_0^t |(v^n(s))^2|_1^2 \, ds
\]

\[
\leq C \|X_0\|^2 + C \int_0^t \left( 1 + \|Z^n(s)\|_V^4 \right) \left( 1 + \|v^n(s)\|_{L_4}^4 \right) \, ds
\]

(3.28)

Further, from (3.20), (3.20) and the Hölder inequality, it follows that for any $n \in \mathbb{N}$,

\[
\mathbb{E} \left[ \sup_{s \in [0,T]} \|v^n(s)\|_V^{2p} \right] + \mathbb{E} \left[ \int_0^T \|Av^n(s)\|^2 \, ds \right] + \mathbb{E} \left[ \int_0^T |(v^n(s))^2|_1 \, ds \right]^p
\]

\[
\leq C(p) \mathbb{E} \left[ \|X_0\|_V^{2p} \right] + C(p,T) \left( 1 + \mathbb{E} \left[ \sup_{s \in [0,T]} \|Z^n(s)\|_V^{12p} \right] \right)^\frac{1}{2} \left( 1 + \mathbb{E} \left[ \int_0^T \|v^n(s)\|_{L_4}^4 \, ds \right]^{2p} \right)^\frac{1}{2}
\]

\[
\leq C(p, T, X_0).
\]

(3.29)

This together with (3.20) finishes the proof of this lemma. \qed

Moreover, we provide a stronger moment bound and a temporal regularity result of $X^n(t)$, which will play an important role in the proof of the existence and uniqueness of the mild solution $X(t)$.

**Lemma 3.4** Let $v^n(t)$ be the solution of (3.18) and $X^n(t) = v^n(t) + Z^n(t)$. If Assumptions (2.1)-(2.4) are valid, then we obtain

\[
\sup_{n \in \mathbb{N}} \sup_{s \in [0,T]} \|X^n(s)\|_{L^p(\Omega; H^\gamma)} < \infty,
\]

(3.30)

and for any $\beta \in [0, \gamma]$,

\[
\sup_{n \in \mathbb{N}} \|X^n(t) - X^n(s)\|_{L^p(\Omega; H^\beta)} \leq C|t - s|^{\min\left(\frac{1}{2}, \gamma, \beta \right)}.
\]

(3.31)
Proof of Lemma 3.4. The proof of this lemma in dimension 1 can be given by following the steps of the proof of [17, Proposition 3.1]. In what follows we focus on the proof of (3.30)-(3.31) in dimensions two and three. For the case \( \gamma \in [3, 4] \), please refer to [16]. Therefore, it suffices to show the case \( \gamma \in (\frac{d}{2}, 3] \). By taking any fixed number \( \delta_0 \in (\frac{d}{2}, 2) \), we consider two possibilities: either \( \gamma \in (\frac{d}{2}, \delta_0] \) or \( \gamma \in (\delta_0, 3] \). We introduce a Lyapunov functional \( J(u) \), defined by

\[
J(u) = \frac{1}{2}\|\nabla u\|^2 + \int_D \Phi(u) \, dx,
\]

where \( \Phi \) is the primitive of \( F \) vanishing at zeros, i.e., \( \Phi(s) = \int_0^s F(t) \, dt, s \in \mathbb{R} \). We multiply (3.18) by \( A^{-1}\dot{v}^n \) to arrive at

\[
|\dot{v}^n(t)|^2 < 1 + \frac{1}{2} \frac{d|v^n(t)|^2}{dt} + \langle F(v^n(t) + Z^n(t)), \dot{v}^n(t) \rangle = 0,
\]

where \( v^n(\cdot) \) is a solution of (3.18) and \( \dot{v}^n(\cdot) \) stands for the time derivative of \( v^n(\cdot) \). Using the fact \( \Phi'(u) = F(u) \) and \( P\dot{v}_n = \dot{v}_n \) yields

\[
-\langle F(v^n(t) + Z^n(t)), \dot{v}^n(t) \rangle = -\langle F(v^n(t)), \dot{v}^n(t) \rangle - \langle 3(v^n)^2 Z^n(t) + 3v^n(Z^n(t))^2 + (Z^n(t))^3 - Z^n(t), \dot{v}^n(t) \rangle \\
\leq -\frac{d}{dt} \int_D \Phi(v^n(t)) \, dx + |\langle P (3(v^n)^2 Z^n(t) + 3v^n(Z^n(t))^2 + (Z^n(t))^3 - Z^n(t)), \dot{v}^n(t) \rangle|_1 |\dot{v}^n(t)|_{-1}.
\]

To treat the above expression, we use (3.3) and (3.14) with \( \kappa = \gamma \) to obtain, for \( \gamma > \frac{d}{2}, d = 2, 3, \)

\[
|\langle P (3(v^n)^2 Z^n + 3v^n(Z^n)^2 + (Z^n)^3 - Z^n) \rangle_1 | \\
\leq \|\nabla (3(v^n)^2 Z^n + 3v^n(Z^n)^2 + (Z^n)^3 - Z^n)\| \\
\leq C(1 + \|v^n\|^2 \|Z^n\|_V + \|v^n\|^2 \|\nabla Z^n\| + \|v^n\|_1 \|Z^n\|^2_V) \\
+ \|v^n\|_V \|Z^n\|_V + \|Z^n\|^2_V + \|Z^n\|_1) \\
\leq C(1 + \|v^n\|^2 \|Z^n\|_V + \|v^n\|^2 \|Z^n\|_V + \|v^n\|_1 \|Z^n\|^2) \\
+ \|Av^n\| \|Z^n\|^2_\gamma + \|Z^n\|^3_\gamma + \|Z^n\|_\gamma) \\
\leq C(\gamma) (1 + \|v^n\|^2 \|Z^n\|_V + |Av^n\|) (1 + \|Z^n\|^2_\gamma)
\]

Therefore,

\[
-\langle F(v^n(t) + Z^n(t)), \dot{v}^n(t) \rangle \leq -\frac{d}{dt} \int_D \Phi(v^n(t)) \, dx + \frac{1}{2} |\dot{v}^n(t)|^2_{-1} + C(\gamma) (1 + \|v^n(t)\|^2 \|Z^n\|_V + |Av^n(t)|) (1 + \|Z^n(t)\|^2_\gamma)^2.
\]

The above estimate together with (3.33) and (3.32) yields

\[
J(v^n(t)) \leq J(P_n PX_0) + C(\gamma, T) \left( 1 + \int_0^t (\|v^n(s)\|^2_1 + \|Av^n(s)\|^2_2) \, ds \right) \left( 1 + \sup_{s \in [0, T]} \|Z^n(s)\|^6_\gamma \right).
\]

Then applying (3.29), (3.26), (3.32) and (3.20) infers that

\[
\sup_{n \in \mathbb{N}} \sup_{s \in [0, T]} \|v^n(s)\|_{L^2(p; H^1)} < \infty,
\]

(3.38)
which together with (3.34) arrives at, for $d = 2, 3$,

$$
\sup_{n \in \mathbb{N}} \sup_{s \in [0, T]} \|F(X^n(s))\|_{L^p(\Omega; H)} < \infty.
$$

(3.39)

Hence, when (2.16) is fulfilled with $\gamma \in (\frac{d}{2}, \delta_0]$, we utilize (2.5) with $\mu = 0$ and $1 + \frac{\gamma}{2}$ to show

$$
\|v^n(t)\|_{L^p(\Omega; H^\gamma)} \leq \|E(t)P_nPX_0\|_{L^p(\Omega; H^\gamma)} + \left\| \int_0^t E(t-s)P_nAPF(X^n(s))\right\|_{L^p(\Omega; H^\gamma)}
$$

$$
\leq \|X_0\|_{L^p(\Omega; H^\gamma)} + C \int_0^t (t-s)^{-\frac{\gamma}{4}} ds \sup_{n \in \mathbb{N}} \sup_{s \in [0, T]} \|F(X^n(s))\|_{L^p(\Omega; H)}
$$

$$
\leq C(T, \gamma, X_0, p).
$$

(3.40)

For the temporal regularity of $v^n$, we apply (2.5), (2.6) and (3.39) to obtain, for $\beta \in [0, \gamma]$ and $t > s$,

$$
\|v^n(t) - v^n(s)\|_{L^p(\Omega; H^\beta)} \leq \|(E(t-s) - I)v^n(s)\|_{L^p(\Omega; H^\beta)} + \left\| \int_s^t E(t-r)P_nAPF(X^n(r)) dr \right\|_{L^p(\Omega; H^\beta)}
$$

$$
\leq C(t-s)^{\frac{\gamma - \beta}{4}} \|v^n(s)\|_{L^p(\Omega; H^\gamma)} + \int_s^t (t-r)^{-\frac{\gamma + \beta}{4}} \|F(X^n(r))\|_{L^p(\Omega; H)} dr
$$

$$
\leq C(t-s)^{\frac{\gamma - \beta}{4}} \sup_{n \in \mathbb{N}} \sup_{s \in [0, T]} \left( \|v^n(s)\|_{L^p(\Omega; H^\gamma)} + \|F(X^n(s))\|_{L^p(\Omega; H)} \right)
$$

$$
\leq C(t-s)^{\frac{\gamma - \beta}{4}}.
$$

(3.41)

Combining the above two estimates with (3.20) and (3.21) shows the case $\gamma \in (\frac{d}{2}, \delta_0]$.

Next, let us look at the other case $\gamma \in (\delta_0, 3]$. As already verified in the former case, one can see $\sup_{n \in \mathbb{N}} \sup_{s \in [0, T]} \|X^n(s)\|_{L^p(\Omega; H^{\delta_0})} < \infty$ in this case. Therefore, by utilizing (3.31) with $\beta = 0$, (3.6) and (2.13), we infer

$$
\|P \left( F(X^n(t)) - F(X^n(s)) \right) \|_{L^p(\Omega; H)}
$$

$$
\leq C\|X^n(t) - X^n(s)\|_{L^{3p}(\Omega; H)} \left( 1 + \left( \sup_{s \in [0, T]} \|X^n(s)\|_{L^{3p}(\Omega; H^{\delta_0})} \right)^2 \right)
$$

$$
\leq C|t-s|^{\frac{4\delta_0}{3}},
$$

and

$$
\sup_{n \in \mathbb{N}} \sup_{s \in [0, T]} \|P F(X^n(s))\|_{L^p(\Omega; H^1)} \leq C \sup_{n \in \mathbb{N}} \sup_{s \in [0, T]} \|F(X^n(s))\|_{L^p(\Omega; H^1(D))}
$$

$$
\leq C \sup_{n \in \mathbb{N}} \sup_{s \in [0, T]} \left( \|\nabla F(X^n(s))\|_{L^p(\Omega; H)} + \|F(X^n(s))\|_{L^p(\Omega; H)} \right)
$$

$$
\leq C \sup_{n \in \mathbb{N}} \sup_{s \in [0, T]} \left( \|X^n(s)\|_1 \|X^n(s)\|_{L^p(\Omega; H^0)} + \|X^n(s)\|_{L^p(\Omega; H^1)} + \|X^n(s)\|_{L^{3p}(\Omega; V)}^3 \right)
$$

$$
\leq C \sup_{n \in \mathbb{N}} \sup_{s \in [0, T]} \left( \|X^n(s)\|_{L^{3p}(\Omega; H^1)} + \|X^n(s)\|_{L^{3p}(\Omega; H^{\delta_0})}^3 \right) < \infty.
$$

(3.43)
Then a combination of (2.5), (2.8), (3.2) with (3.4) shows for $\beta \in [0,\gamma]$
\[
\left\| \int_s^t E(t-r)P_nAPF(X^n(r)) \, dr \right\|_{L^p(\Omega;H^\beta)} \leq \left\| \int_s^t E(t-r)P_nAPF(X^n(t)) \, dr \right\|_{L^p(\Omega;H^\beta)} + \int_s^t \left\| E(t-r)P_nAP(F(X^n(t)) - F(X^n(r))) \right\|_{L^p(\Omega;H^\beta)} \, dr
\]
\[
\leq C(t-s)^{\frac{3-\beta}{4}} \left\| PF(X^n(t)) \right\|_{L^p(\Omega;H^\beta)} + \int_s^t (t-r)^{-\frac{\delta_0}{4}} \left\| P(F(X^n(t)) - F(X^n(r))) \right\|_{L^p(\Omega;H^\beta)} \, dr
\]
\[
\leq C(t-s)^{\frac{3-\beta}{4}} \sup_{n \in \mathbb{N}, s \in [0,T]} \left\| PF(X^n(s)) \right\|_{L^p(\Omega;H^\beta)} + \int_s^t (t-r)^{-\frac{\delta_0-2-\beta}{4}} \, dr
\]
\[
\leq C(t-s)^{\frac{3-\beta}{4}}.
\]
Eventually, the above estimate together with (2.5) and (2.6) leads to, for $\gamma \in (\delta_0,3]$ and any $\beta \in [0,\gamma]$
\[
\left\| v^n(t) \right\|_{L^p(\Omega;H^\gamma)} \leq \left\| E(t)P_nPX_0 \right\|_{L^p(\Omega;H^\gamma)} + \left\| \int_0^t E(t-s)P_nAPF(X^n(s)) \, ds \right\|_{L^p(\Omega;H^\gamma)}
\]
\[
\leq \left\| X_0 \right\|_{L^p(\Omega;H^\gamma)} + C \leq C(T,\gamma,X_0,p)
\]
and
\[
\left\| v^n(t) - v^n(s) \right\|_{L^p(\Omega;H^\beta)} \leq \left\| (E(t-s) - I)v^n(s) \right\|_{L^p(\Omega;H^\beta)} + \left\| \int_s^t E(t-r)P_nAPF(X^n(r)) \, dr \right\|_{L^p(\Omega;H^\beta)}
\]
\[
\leq C(t-s)^{\frac{3-\beta}{4}} \left\| v^n(s) \right\|_{L^p(\Omega;H^\gamma)} + C(t-s)^{\frac{3-\beta}{4}}.
\]
\[
\leq C(T,\gamma,X_0,p)(t-s)^{\frac{3-\beta}{4}}.
\]
Hence this finishes the proof of this theorem. □

At the moment, we are ready to deduce the strong convergence rate of the spectral Galerkin approximation.

**Theorem 3.5** Let $v^n(t)$ be the solution of (3.18) and $X^n(t) = v^n(t) + Z^n(t)$. If Assumptions 2.1-2.4 are valid, then
\[
\sup_{s \in [0,T]} \left\| X^n(s) - X^m(s) \right\|_{L^p(\Omega;H)} \leq C\lambda_n^{-\frac{\gamma}{2}}, \quad m,n \in \mathbb{N}^+, \quad m \geq n.
\]

**Proof of Theorem 3.5** From (3.17) and (3.4), it follows that, for any $\beta \in [0,\gamma)$ and $m \geq n$
\[
\lim_{n \to \infty} \sup_{t \in [0,T]} \left\| Z^m(t) - Z^n(t) \right\|_{L^p(\Omega;H^\beta)} = \lim_{n \to \infty} \sup_{t \in [0,T]} \left\| P^m(I - P_n)Z(t) \right\|_{L^p(\Omega;H^\beta)}
\]
\[
\leq C \lim_{n \to \infty} \lambda_n^{-\frac{\gamma}{4}} \left\| Z(t) \right\|_{L^p(\Omega;H^\gamma)}.
\]
Hence, it suffices to bound the error $\| v^m(t) - v^n(t) \|_{L^p(\Omega;H)}$. By introducing an auxiliary problem
\[
\tilde{v}^{m,n}(t) = E(t)P_nPX_0 - \int_0^t E(t-s)P_nAPF(X^m(s)) \, ds, \quad n < m, n, m \in \mathbb{N},
\]
\[
(3.49)
\]
we separate the error term \( \|v^m(t) - v^n(t)\|_{L^p(\Omega; \mathcal{H})} \) as follows

\[
\|v^m(t) - v^n(t)\|_{L^p(\Omega; \mathcal{H})} \leq \|v^m(t) - \tilde{v}^m(t)\|_{L^p(\Omega; \mathcal{H})} + \|\tilde{v}^m(t) - v^n(t)\|_{L^p(\Omega; \mathcal{H})}, \quad n < m. \tag{3.50}
\]

Resorting to (2.5) and the similar skills used in the proof of (3.44), we acquire that there exists a constant \( C(X_0, \gamma, T) \) such that for \( t \in [0, T] \),

\[
\sup_{m \geq n} \|\tilde{v}^m(t)\|_{L^p(\Omega; \mathcal{H}^\gamma)} \leq \|E(t)P_nPX_0\|_{L^p(\Omega; \mathcal{H}^\gamma)} + \sup_{m \geq n} \left\| \int_0^t E(t-s)P_nAPF(X^m(s))\, ds \right\|_{L^p(\Omega; \mathcal{H}^\gamma)} \leq C\|X_0\|_{L^p(\Omega; \mathcal{H}^\gamma)} + C \leq C(X_0, \gamma, T). \tag{3.51}
\]

By letting \( \tilde{X}^n(t) := \tilde{v}^m(t) + Z^n(t) \), the above estimate together with (3.20) shows

\[
\sup_{n \in \mathbb{N}} \sup_{m > n} \sup_{s \in [0, T]} \|\tilde{X}^m(s)\|_{L^p(\Omega; \mathcal{H}^\gamma)} < \infty. \tag{3.52}
\]

We are now ready to bound the first error item in (3.50). In view of (3.17), (3.39) and (2.5), we derive

\[
\|v^m(t) - \tilde{v}^m(t)\|_{L^p(\Omega; \mathcal{H})} \leq \|E(t)P_n(I - P_n)PX_0\|_{L^p(\Omega; \mathcal{H})} + \|P_n(I - P_n)A^{-\frac{1}{2}}\|_{\mathcal{L}(H)}\left\| \int_0^t E(t-s)APF(X^m(s))\, ds \right\|_{L^p(\Omega; \mathcal{H})} \leq C\lambda_{n+1}^{-\frac{1}{2}}(\|X_0\|_{L^p(\Omega; \mathcal{H}^\gamma)} + C) \leq C(X_0, T, \gamma)\lambda_{n+1}^{-\frac{1}{2}}. \tag{3.53}
\]

Next we turn our attention to the error \( \tilde{e}^n(t) := \tilde{v}^m(t) - v^n(t) = \tilde{X}^n(t) - X^n(t) \), which is time differentiable and satisfies

\[
\frac{d}{dt} \tilde{e}^n(t) + A^2\tilde{e}^n(t) = -P_nAP(F(X^m(t)) - F(X^n(t))). \tag{3.54}
\]

Taking inner product of (3.54) with \( A^{-1}\tilde{e}^n(t) \) in \( \mathcal{H} \) and making use of (2.13), the fact \( \|\tilde{e}^n(t)\|_{L^2(\mathcal{H})} \leq \|\tilde{e}^n(t)\|_{L^1(\mathcal{H})}, \tilde{e}^n(t) \in \mathcal{H} \) and \( \tilde{e}^n(0) = 0 \) imply

\[
\frac{1}{2} \frac{d}{ds} |\tilde{e}^n(s)|^2 + |\tilde{e}^n(s)|^2 = \langle F(\tilde{X}^n(s)) - F(X^m(s)), \tilde{e}^n(t) \rangle + \langle F(X^m(s)) - F(\tilde{X}^n(s)), \tilde{e}^n(t) \rangle \leq \frac{1}{2} \|F(\tilde{X}^n(s)) - F(X^m(s))\|^2 + \frac{3}{2}\|\tilde{e}^n(s)\|^2 \leq C\|X^m(s) - \tilde{X}^n(s)\|^2 (1 + \|\tilde{X}^n(s)\|_{L^4}^4 + \|X^m(s)\|_{L^4}^4) + \frac{1}{2}|\tilde{e}^n(s)|^2 + \frac{9}{8}|\tilde{e}^n(s)|^2_{L^1}, \tag{3.55}
\]

so that, after integration,

\[
|\tilde{e}^n(t)|^2 + \int_0^t |\tilde{e}^n(s)|^2\, ds \leq C \int_0^t \|X^m(s) - \tilde{X}^n(s)\|^2 (1 + \|\tilde{X}^n(s)\|_{L^4}^4 + \|X^m(s)\|_{L^4}^4)\, ds. \tag{3.56}
\]
where we also use the Gronwall inequality. By utilizing (3.52), (3.50), (3.54) and (3.6) and applying the fact
\[ \|Z^n(t) - Z_m(t)\|_{L^p(\Omega; H)} \leq \|P_m(I - P_n)Z(t)\|_{L^p(\Omega; H)} \leq C\lambda_{n+1}^{-\frac{\gamma}{2}} \sup_{t \in [0, T]} \|Z(t)\|_{L^p(\Omega; H)}, \] (3.57)
one can find that,
\[
\int_0^t \|\tilde{e}^n(s)\|_{L^p(\Omega; \mathbb{R})}^2 \, ds \leq C \int_0^t \|X^n(s) - \tilde{X}^n(s)\|^2 (1 + \|\tilde{X}^n(s)\|_{L^4} + \|X^n(s)\|_{L^4}) \, ds \leq C(T, p, X_0, \gamma)\lambda_{n+1}^{-\frac{\gamma}{2}}. \]

At the moment we employ the above estimate to bound \(\|\tilde{e}^n\|_{L^p(\Omega; H)}\), which can be split into two terms:
\[
\|\tilde{e}^n(t)\|_{L^p(\Omega; H)} \leq \int_0^t E(t - s)P_nAP\left[F(X^n(s)) - F(\tilde{X}^n(s))\right] \, ds \leq \int_0^t E(t - s)P_nAP\left[F(X^n(s)) - F(\tilde{X}^n(s))\right] \, ds \leq C(T, p, X_0, \gamma)\lambda_{n+1}^{-\frac{\gamma}{2}}. \]

In the same way as in (3.59), we obtain, \(\kappa = \min\{\gamma, \frac{d}{2} + \frac{1}{2}\}\)
\[
\text{Err}_1 \leq C \int_0^t (t - s)^{-\frac{\gamma}{2}} \|F(X^n(s)) - F(\tilde{X}^n(s))\|_{L^p(\Omega; H)} \, ds \leq C \int_0^t (t - s)^{-\frac{\gamma}{2}} \|X^n(s) - \tilde{X}^n(s)\|_{L^{2\gamma}(\Omega; H)} \, ds \leq C(T, p, X_0, \gamma)\lambda_{n+1}^{-\frac{\gamma}{2}}. \]

To bound the term \(\text{Err}_2\), we apply (3.10), (3.11), (3.12), (3.52), (3.50) and the fact \(\tilde{e}^n \in H^1\) to derive that, for \(\eta = \min\{\gamma, \frac{3}{2}\}\) and \(\kappa = \min\{\gamma, \frac{2\eta + 1}{2}\}\)
\[
\text{Err}_2 \leq C \left\| \int_0^t (t - s)^{-\frac{\gamma}{2}} \|F(\tilde{X}^n(s)) - F(X^n(s))\|_\eta \, ds \right\|_{L^p(\Omega; \mathbb{R})} \leq C \left\| \int_0^t (t - s)^{-\frac{\gamma}{2}} |\tilde{e}^n(s)| \, ds \right\|_{L^p(\Omega; \mathbb{R})} \leq C \left\| \int_0^t |\tilde{e}^n(s)|^2 \, ds \right\|_{L^p(\Omega; \mathbb{R})} \leq C(T, X_0, \gamma, p)\lambda_{n+1}^{-\frac{\gamma}{2}}. \]
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Finally, gathering the estimate of $E_1$ and $E_2$ together gives
\[ \|v^n(t) - \tilde{v}^m(t)\|_{L^p(\Omega;H)} \leq C\lambda_{n+1}^{-\frac{\gamma}{2}}, \]  
which in combination with (3.53) shows
\[ \sup_m \sup_{t \in [0,T]} \|v^m(t) - v^n(t)\|_{L^p(\Omega;H)} \leq C\lambda_{n+1}^{-\frac{\gamma}{2}}. \]  

Hence this finishes the proof. □

3.3 Existence, uniqueness and regularity of the mild solution

This part is devoted to the well-posedness and spatio-temporal regularities of the mild solution to the problem (1.2).

Theorem 3.6 If Assumptions 2.1-2.4 are valid, then the problem (1.2) admits a unique mild solution given by
\[ X(t) = E(t)X_0 - \int_0^t E(t-s)APF(X(s)) \, ds + \int_0^t E(t-s)dW(s). \]  
Moreover, for any $p \geq 1$ we have
\[ \sup_{s \in [0,T]} \|X(s)\|_{L^p(\Omega;H^{\gamma})} < \infty, \]  
and for any $\beta \in [0,\gamma]$, there exists a constant $C$ depending on $T$, $p$ such that
\[ \|X(t) - X(s)\|_{L^p(\Omega;H^{\gamma})} \leq C(t - s)^{\min\{1, \frac{\gamma - \beta}{4}\}}. \]  

Proof of Theorem 3.6 By the same arguments used in the proof of Lemma 3.4 we can show (3.65) and (3.66). Hence we only prove the existence and uniqueness of the mild solution to (1.2). From (3.65), (3.30) and the Sobolev interpolation inequality, if follows that
\[ \|X^m(t) - X^n(t)\|_{L^p(\Omega;L^2)} \leq C\|X^m(t) - X^n(t)\|_{L^2(\Omega;H^{\frac{\gamma}{2}})} \]  
\[ \leq C\|X^m(t) - X^n(t)\|_{L^2(\Omega;H^{\frac{\gamma}{2}})}^{\frac{1}{2}} \left( \sup_{n \geq 0} \sup_{t \in [0,T]} \|X^n(t)\|_{L^2(\Omega;H^{\gamma})} \right)^{\frac{1}{2}} \]  
\[ \leq C\lambda_{n+1}^{-\frac{\gamma}{2}} \to 0. \]  

By proceeding with the same process of the above proof and using bootstrapping arguments, we can prove
\[ \sup_{m \geq n} \sup_{t \in [0,T]} \|X^m(t) - X^n(t)\|_{L^p(\Omega;H^{\frac{d}{4}})} \to 0 \]  
This shows that the sequence $\{X^n(\cdot)\}$ is Cauchy in $C_W([0,T];H^{\frac{d}{4}})$, $d = 1, 2, 3$. Let
\[ X(\cdot) = \lim_{n \to \infty} X^n(\cdot) \text{ in } C_W([0,T];H^{\frac{d}{4}}), d = 1, 2, 3. \]
Then, the following results hold, for \( d = 1, 2, 3 \)

\[
\sup_{t \in [0, T]} \|X(t)\|_{L^p(\Omega; H^{\frac{d}{2}})} < \infty, \tag{3.70}
\]

and

\[
\lim_{n \to \infty} X^n(\cdot) = X(\cdot) \text{ in } C_W([0, T]; H^{\frac{d}{2}}). \tag{3.71}
\]

In what follows, we will prove that \( X(t) \) is a mild solution of (3.2). It suffices to show that

\[
\lim_{n \to \infty} \left\| \int_0^t E(t-s)P_nAPF(X^n(s)) \, ds - \int_0^t E(t-s)APF(X(s)) \, ds \right\|_{L^p(\Omega; H)} \to 0. \tag{3.72}
\]

To show the above result, we split \( \mathbb{I} \) into the following two parts

\[
\mathbb{I} \leq \left\| \int_0^t E(t-s)A(P_n - I)PF(X^n(s)) \, ds \right\|_{L^p(\Omega; H)} + \left\| \int_0^t E(t-s)AP(F(X^n(s)) - F(X(s))) \, ds \right\|_{L^p(\Omega; H)} = \mathbb{I}_1 + \mathbb{I}_2. \tag{3.73}
\]

By using (3.4), (2.5) with \( \mu = \frac{3}{4} \) and (3.17) with \( \alpha = \frac{1}{2} \), the term \( \mathbb{I}_1 \) can be estimated as follows

\[
\mathbb{I}_1 \leq \int_0^t \|E(t-s)A^\frac{3}{4}\|_{L(\Omega; H)}\|(I - P_n)A^{-\frac{1}{2}}\|_{L(\Omega; H)}\|PF(X^n(s))\|_{L^p(\Omega; H)} \, ds
\leq C\lambda_n^{-\frac{3}{4}} \int_0^t (t-s)^{-\frac{3}{4}} \, ds \left( 1 + \sup_{t \in [0, T]} \|X^n(t)\|_{L^3(\Omega; E)}^3 \right)
\leq C\lambda_n^{-\frac{3}{4}} \to 0. \tag{3.74}
\]

For the term \( \mathbb{I}_2 \), we use (3.70), (3.30), (3.71), (3.8), (3.6) and (2.5) with \( \mu = \frac{3}{4} \) to infer

\[
\mathbb{I}_2 \leq \int_0^t \|E(t-s)A^\frac{3}{4}\|_{L(\Omega; H)}\|A^{-\frac{1}{2}}PF(X^n(s)) - F(X(s))\|_{L^p(\Omega; H)} \, ds
\leq C \int_0^t (t-s)^{-\frac{3}{4}}\|F(X^n(s)) - F(X(s))\|_{L^p(\Omega; H^d)} \, ds
\leq \int_0^t (t-s)^{-\frac{3}{4}}\|X^n(s) - X(s)\|(1 + \|X^n(t)\|_{L^6}^2 + \|X(t)\|_{L^6}^2) \|_{L^p(\Omega; H)} \, ds
\leq C \int_0^t (t-s)^{-\frac{3}{4}}\|X^n(s) - X(s)\|_{L^2(\Omega; H)} \, ds
\leq C \sup_{s \in [0, T]} \|X^n(s) - X(s)\|_{L^2(\Omega; H)} \to 0. \tag{3.75}
\]

This together with (3.74) and (3.73) shows (3.72). The existence of the mild solution is proved.
Next, let us prove the uniqueness. Let $X_1$ and $X_2$ be two mild solutions of (1.2). Then $X_1 - X_2$ is the mild solution of the deterministic problem

$$
\begin{align*}
\frac{d}{dt}(X_1 - X_2) + A(A(X_1 - X_2) + F(X_1) - F(X_2)) &= 0, \\
(X_1 - X_2)(0) &= 0.
\end{align*}
$$

(3.76)

Multiplying both sides of the first identity by $A^{-1}(X_1 - X_2)$ and applying the fact $X_1 - X_2 \in \dot{H}$ and the similar arguments as in (3.55) yield

$$
\frac{1}{2} \frac{d}{dt}|X_1 - X_2|^2 + |X_1 - X_2|^2 \leq \frac{1}{2}|X_1 - X_2|^2 + \frac{1}{2}|X_1 - X_2|^2,
$$

(3.77)

which implies $X_1 = X_2$. So uniqueness is shown and the proof of this theorem is complete. □

**Lemma 3.7** If Assumptions 2.1-2.4 are valid, the following results hold,

$$
\sup_{s \in [0,T]} \|F(X(s))\|_{L^p(\Omega; \dot{H}(\gamma))} < \infty,
$$

(3.78)

and for $t \geq s$,

$$
\|F(X(t)) - F(X(s))\|_{L^p(\Omega; \dot{H}(\gamma))} \leq C(t-s)^{\frac{1}{2}},
$$

(3.79)

where

$$
l(\gamma) = \begin{cases} 
2, & \text{for } \gamma \in (\frac{d}{2}, 2], \\
3, & \text{for } \gamma \in [2, 3], \\
4, & \text{for } \gamma \in (3, 4],
\end{cases}
\quad \ell(\gamma) = \begin{cases} 
0, & \text{for } \gamma \in (\frac{d}{2}, 2], \\
2, & \text{for } \gamma \in (2, 4].
\end{cases}
$$

(3.80)

**Proof of Lemma 3.7.** The result (3.78) can be easily shown by using (3.6), (3.9) and (3.55). Next we show (3.79). The case $\gamma \in (\frac{d}{2}, 2]$ can be proved by utilizing (3.66), (2.13) and (3.6). For the case $\gamma \in (2, 3]$, we first utilize the same arguments used in the proof of (3.71) to obtain

$$
\|F(X(t)) - F(X(s))\|_1 \leq (1 + \|X(t)\|_2^2 + \|X(s)\|_2^2)\|X(t) - X(s)\|_1.
$$

(3.81)

This together with (3.65) and (3.66) shows the case $\gamma \in (2, 3]$. Similarly, by employing (3.9) and (3.66), one can show the case $\gamma \in (3, 4]$. Hence, the proof of this lemma is complete. □

4 The fully discrete approximation

In this section, we consider a full discretization of the CHC equation and show the maximal-type moment bounds of the solution to the fully discrete problem, which will be used later to the convergence analysis. Throughout the proofs, $C$ denotes a generic nonnegative constant that is independent of the discretization parameters $N$ and $k$ and may change from lines to lines.

Let $k = T/M$, $M \in \mathbb{N}^+$ be a time step-size and $t_m = mk$, $m \in \{0, 1, \ldots, M\}$. For $N \in \mathbb{N}$, we define a finite dimensional subspace of $H$ by $H_N := \text{span}\{e_0, e_1, e_2, \ldots, e_N\}$ and the projection $P_N : H^\alpha \rightarrow H_N$ such that $P_N \xi = \sum_{j=0}^{N} \langle \xi, e_j \rangle e_j$, for $\xi \in H^\alpha$, $\alpha \in \mathbb{R}$. It is not difficult to deduce that

$$
\|(I - P_N)\phi\| \leq C\lambda_N^{-\frac{\theta}{2}}|\phi|_\alpha, \quad \forall \phi \in H^\alpha, \quad \alpha > 0.
$$

(4.1)
Then the fully discrete approximation of the problem \([1.2]\) is to find \(X_m^{M,N} \in H_N\) such that
\[
X_m^{M,N} - X_{m-1}^{M,N} + kA^2 X_m^{M,N} + k P_N AF(X_m^{M,N}) = P_N \Delta W_m, \quad X_0^{M,N} = P_N X_0,
\]
where we write \(\Delta W_m = W(t_m) - W(t_{m-1})\) for brevity. By introducing a family of operators \(\{E_{k,N}^m\}_{m=1}^M\):
\[
E_{k,N}^m v = (I + kA^2)^{-m} P_N v = \sum_{j=0}^N (1 + k\lambda_j^2)^{-m} \langle v, e_j \rangle e_j, \quad \forall v \in H,
\]
the solution of \([4.2]\) can be written as
\[
X_m^{M,N} = E_{k,N}^m P_N X_0 - k \sum_{j=1}^m E_{k,N}^{m-j+1} P_N AF(X_j^{M,N}) + \sum_{j=1}^m E_{k,N}^{m-j+1} P_N \Delta W_j.
\]
Noting that the above implicit scheme works on the space \(H_N\) and that the mapping \(A^2 + kP_N AF(\cdot)\) obeys a kind of monotonicity condition in the Hilbert space \((H_N, (\cdot, \cdot)_1)\), one can see that the implicit scheme \([4.2]\) is well-posed in \((H_N, (\cdot, \cdot)_1)\).

The next theorem offers a priori moment bounds for the fully discrete approximation.

**Theorem 4.1** Let \(k = T/M, M \in \mathbb{N}^+\) be a time step-size and \(X_m^{M,N}\) be the solution of \([4.2]\). Suppose Assumptions \([2.1, 2.2]\) are valid, then there exists a positive constants \(k_0\) such that for all \(k \leq k_0, N \in \mathbb{N}\) and \(\forall p \geq 1,
\[
\sup_{1 \leq m \leq M} \|X_m^{M,N}\|_{L^p(\Omega; H^s)} < \infty, \quad \kappa = \min\{\gamma, \frac{d}{2} + \frac{1}{4}\}.
\]

Before showing it, we need to introduce some smoothing properties of \(E_{k,N}^m\), which is a variant of \([2.5]\) and \([2.7]\) and can be proved by a slight modification of the proof of \([16]\) Lemma 3.2].

**Lemma 4.2** Under Assumption \([2.7]\), the following estimates for \(E_k^m\) hold.
(i) Let \(\mu \in [0, 2]\). There exists a constant \(C\) such that
\[
\|A^\mu E_{k,N}^m v\| \leq C t_m^{-\frac{\mu}{2}} \|v\|, \quad \forall v \in H, \quad m = 1, 2, 3, \ldots, M.
\]
(ii) There exists a constant \(C\) such that
\[
\left( k \sum_{j=1}^m \|AE_{k,N}^{j} v\|^2 \right)^{\frac{1}{2}} \leq C \|v\|, \quad \forall v \in H.
\]

In addition, we need the following lemma concerning a strong moment bounds of the discrete stochastic convolution. To arrive at it, we extend the classical factorization method used in the continuous setting \([19]\) Chapter 5].

**Lemma 4.3** For any \(\mu \in \left(\frac{d}{2}, \min\{\gamma, 2\}\right)\), it holds that
\[
\mathbb{E} \left[ \sup_{1 \leq m \leq M} \left\| \sum_{i=1}^m E_{k,N}^{m-i+1} P_N \Delta W_i \right\|_{\mu}^p \right] \leq C \left( \|A^\frac{d}{2}Q^{\frac{1}{2}}\|_{L^p(\Omega)}^p + \| (I - P) Q^{\frac{1}{2}} \|_{L^p(\Omega)}^p \right) < \infty.
\]
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Proof of Lemma 4.3. For $i \in \{1, 2, \cdots, M\}$, we define
\[
\hat{E}_{k,N}(t) = E_{k,N}^i, \quad t \in (t_{i-1}, t_i).
\] (4.9)
In this case $\hat{E}_{k,N}(t)$ is not continuous with respect to $t$ and does not have the semigroup property. However, we have a kind of weak semigroup property as follows:
\[
\hat{E}_{k,N}(t) = E_{k,N}^i = E_{k,N}E_{k,N}^{i-j} = E_{k,N}\hat{E}_{k,N}(t-t_j), \quad 0 \leq t_j \leq t_{i-1} < t \leq t_i.
\] (4.10)
Also, we define a continuous version of the discrete stochastic convolution as
\[
\mathcal{O}_{k,N}(t) := \int_0^t \hat{E}_{k,N}(t-s)dW(s).
\] (4.11)
It is not difficult to see that $\mathcal{O}_{k,N}(t_m) = \sum_{i=1}^m E_{k,N}^{i-1}P_N\Delta W_i$. We shall first extend the classical factorization method in the continuous setting [19, Chapter 5], which is based on the following elementary identity
\[
\int_0^t (t-s)^{-\alpha-1}(s-\sigma)^{-\alpha}ds = \frac{\pi}{\sin \pi \alpha}, \quad 0 \leq \sigma \leq t, \quad 0 < \alpha < 1.
\] (4.12)
In what follows we suppose $\alpha \in (0, \frac{1}{2})$ and $p_0 > \frac{1}{2\alpha}$. Using the identity and the stochastic Fubini theorem we obtain
\[
\mathcal{O}_{k,N}(t_m) = \frac{\sin \pi \alpha}{\pi} \int_0^{t_m} \int_0^t \hat{E}_{k,N}(t_m-s)(t_m-s)^{-\alpha-1}(s-\sigma)^{-\alpha}dW(\sigma)ds
\]
\[
= \frac{\sin \pi \alpha}{\pi} \int_0^{t_m} \int_0^s \hat{E}_{k,N}(t_m-s)(t_m-s)^{-\alpha-1}(s-\sigma)^{-\alpha}dW(\sigma)ds.
\] (4.13)
Further, one can recall (4.10) and deduce that
\[
\mathcal{O}_{k,N}(t_m) = \frac{\sin \pi \alpha}{\pi} \sum_{j=1}^m \int_{t_{j-1}}^{t_j} \int_0^s \hat{E}_{k,N}(t_m-s)(t_m-s)^{-\alpha-1}(s-\sigma)^{-\alpha}dW(\sigma)ds
\]
\[
= \frac{\sin \pi \alpha}{\pi} \sum_{j=1}^m \int_{t_{j-1}}^{t_j} E_{k,N}^{m-j}(t_m-s)^{-\alpha-1} \int_0^s \hat{E}_{k,N}(t_j-\sigma)(s-\sigma)^{-\alpha}dW(\sigma)ds
\]
\[
= \frac{\sin \pi \alpha}{\pi} \sum_{j=1}^m \int_{t_{j-1}}^{t_j} E_{k,N}^{m-j}(t_m-s)^{-\alpha-1}\Theta_{\alpha}(s)ds,
\] (4.14)
where we denote $[s] = t_j$ for $s \in (t_{j-1}, t_j]$ and
\[
\Theta_{\alpha}(s) := \int_0^s \hat{E}_{k,N}([s] - \sigma)(s-\sigma)^{-\alpha}dW(\sigma).
\] (4.15)
By the Hölder inequality and the stability of $E_{k,N}$, we derive that, for $p_0 > \frac{1}{2\alpha}$ with $\alpha \in (0, \frac{1}{2})$,
\[
\|\mathcal{O}_{k,N}(t_m)\|_{\mu}^{2p_0} \leq C \left( \sum_{j=1}^m \int_{t_{j-1}}^{t_j} \|E_{k,N}^{m-j}\|_{L^2(H)}^{2p_0}(t_m-s)^{\frac{2p_0(\alpha-1)}{2p_0-1}}ds \right)^{2p_0-1} \int_0^{t_m} \|\Theta_{\alpha}(s)\|_{\mu}^{2p_0}ds
\]
\[
\leq C \int_0^{t_m} \|\Theta_{\alpha}(s)\|_{\mu}^{2p_0}ds.
\] (4.16)
Using the Burkholder-Davis-Gundy-type inequality and (4.6), we derive that, for $\mu \in \left(\frac{d}{2}, \min\{\gamma, 2\}\right)$,

\[
E\left[ \sup_{1 \leq m \leq M} \|O_{k,N}(t_m)\|_{\mu}^{2p_0} \right] \leq C \int_0^T E \left[ \|\Theta_a(s)\|_{\mu}^{2p_0} \right] ds
\]

\[
\leq C \int_0^T \left( \int_0^s (s-\sigma)^{-2\alpha} \left( \|A^{\frac{\alpha}{2}} \tilde{E}_{k,N}(\lfloor s \rfloor - \sigma)Q_\mu \|_{L_2(H)}^2 + \|(I-P)Q_\mu \|_{L_2(H)}^2 \right) d\sigma \right)^{p_0} ds
\]

\[
\leq C \int_0^T \left( \int_0^s (s-\sigma)^{-2\alpha} \left( \|A^{\frac{\alpha+2}{2}} \tilde{E}_{k,N}(\lfloor s \rfloor - \sigma)Q_\mu \|_{L_2(H)}^2 + \|(I-P)Q_\mu \|_{L_2(H)}^2 \right) d\sigma \right)^{p_0} ds
\]

\[
\leq C \int_0^T \left( \int_0^s (s-\sigma)^{-2\alpha} d\sigma \right)^{p_0} \left( \|A^{\frac{\alpha+2}{2}} \tilde{E}_{k,N}(\lfloor s \rfloor - \sigma)Q_\mu \|_{L_2(H)}^2 + \|(I-P)Q_\mu \|_{L_2(H)}^2 \right) ds < \infty,
\]

(4.17)

where we require that $\alpha < \frac{1}{2} - \frac{\max\{\mu-\gamma+2,0\}}{4}$. □

At the moment, we are ready to prove Theorem 4.1.

**Proof of Theorem 4.1.** We begin with showing the moment boundedness of

\[
Z_{m,N} := E_{k,N}^m P_N(I-P)X_0 + \sum_{i=1}^m E_{k,N}^{m-i+1} P_N \Delta W_i.
\]

Thanks to Lemma 4.3 and applying (4.6) with $\mu = 0$ give

\[
E\left[ \sup_{1 \leq m \leq M} \|Z_{m,N}\|_{\gamma}^p \right] \leq C E \left[ \sup_{1 \leq m \leq M} \|E_{k,N}^m P_N(I-P)X_0\|_{\gamma}^p \right] + E \left[ \sup_{1 \leq m \leq M} \left\| \sum_{i=1}^m E_{k,N}^{m-i+1} P_N \Delta W_i \right\|_{\gamma}^p \right]
\]

\[
\leq C E \left[ \|X_0\|_{\gamma}^p \right] + C(\|A^{\frac{\alpha+2}{2}} \tilde{E}_{k,N}(\lfloor s \rfloor - \sigma)Q_\mu \|_{L_2(H)}^2 + \|(I-P)Q_\mu \|_{L_2(H)}^2 < \infty,
\]

(4.18)

Similarly to the continuous case, we only need to consider the spatial regularity of the solution to the following problem

\[
Y_{m,N} := X_{m,N} - Z_{m,N} = E_{k,N}^m P_N X_0 - k \sum_{i=1}^m E_{k,N}^{m+1-i} A F(Y_{i,N} + Z_{i,N}).
\]

(4.19)

It is straightforward to verify that $Y_{m,N}$ for $m \in \{1, 2, \ldots, M\}$ satisfies

\[
\frac{Y_{m,N}}{k} + A^2 Y_{m,N} = -P_N A F(Y_{m,N} + Z_{m,N}), \quad Y_0 = P_N P X_0.
\]

(4.20)

Multiplying both sides of (4.20) by $A^{-1}Y_{m,N}$ and applying the same arguments used in the proof of
we have
\[ |Y_{m}^{M,N}|^{2} \leq |Y_{m-1}^{M,N}|^{2} - 2k|Y_{m}^{M,N}|^{2} - 2k\langle F(Y_{m}^{M,N} + Z_{m}^{M,N}), Y_{m}^{M,N} \rangle \]
\[ = |Y_{m-1}^{M,N}|^{2} - 2k|Y_{m}^{M,N}|^{2} - 2k\langle (Y_{m}^{M,N})^{3} - Y_{m}^{M,N}, Y_{m}^{M,N} \rangle \]
\[ - 2k(3|Y_{m}^{M,N}|^{2}Z_{m}^{M,N} + 3Y_{m}^{M,N}(Z_{m}^{M,N})^{2} + (Z_{m}^{M,N})^{3} - Z_{m}^{M,N}, Y_{m}^{M,N} \rangle \]
\[ \leq |Y_{m-1}^{M,N}|^{2} - 2k|Y_{m}^{M,N}|^{2} - 2k\|Y_{m}^{M,N}\|_{L_4}^{4} + 2k\|Y_{m}^{M,N}\|^{2} \]  \hspace{1cm} (4.21)
\[ + 2k(3|Y_{m}^{M,N}|^{3}Z_{m}^{M,N} \|_{L_4}^{3} + 3\|Y_{m}^{M,N}\|^{4}_{L_4} \|Z_{m}^{M,N}\|^{2}_{L_4} \]
\[ + \|Y_{m}^{M,N}\|_{L_4} \|Z_{m}^{M,N}\|^{2}_{L_4} + \|Y_{m}^{M,N}\|_{L_2} \|Z_{m}^{M,N}\|_{L_2}) \]
\[ \leq |Y_{m-1}^{M,N}|^{2} - 2k|Y_{m}^{M,N}|^{2} - k\|Y_{m}^{M,N}\|_{L_4}^{4} + Ck(1 + \|Z_{m}^{M,N}\|_{L_4}^{4}). \]

After repeated application, this yields
\[ |Y_{m}^{M,N}|^{2} + 2 \sum_{j=1}^{m} k|Y_{j}^{M,N}|^{2} + \sum_{j=1}^{m} k\|Y_{j}^{M,N}\|_{L_4}^{4} \leq C + \|X_{0}\|\|_{L_4}^{2} + Ck \sum_{j=1}^{m} \|Z_{j}^{M,N}\|_{L_4}^{4}, \]  \hspace{1cm} (4.22)
which together with (4.18) yields
\[ \mathbb{E}\left[\left( k \sum_{j=1}^{M} \|Y_{j}^{M,N}\|_{L_4}^{2}\right)^{p}\right] + \mathbb{E}\left[\left( k \sum_{j=1}^{M} \|Y_{j}^{M,N}\|_{L_4}^{4}\right)^{p}\right] \leq C(T,p,X_{0}) \left( 1 + \mathbb{E}\left[\left( k \sum_{j=1}^{M} \|Z_{j}^{M,N}\|_{L_4}^{4}\right)^{p}\right]\right) \]
\[ \leq C(T,p,X_{0}) \left( 1 + k \sum_{j=1}^{M} \mathbb{E}\left[\|Z_{j}^{M,N}\|_{L_4}^{4p}\right]\right) < \infty. \]  \hspace{1cm} (4.23)

Next we consider the bound of \(\|Y_{m}^{M,N}\|\). By taking the inner product on both sides of (4.20) with \(Y_{m}^{M,N}\) and using integration by parts formula, we have
\[ \|Y_{m}^{M,N}\|^{2} \leq \|Y_{m-1}^{M,N}\|^{2} - 2k\|AY_{m}^{M,N}\|^{2} - 2k\langle P_{N}AF(Y_{m}^{M,N} + Z_{m}^{M,N}), Y_{m}^{M,N} \rangle \]
\[ \leq \|Y_{m-1}^{M,N}\|^{2} - 2k\|AY_{m}^{M,N}\|^{2} - \frac{3}{2}k\|\nabla(Y_{m}^{M,N})^{2}\|^{2} + 2k\|\nabla Y_{m}^{M,N}\|^{2} \]
\[ - 2k(3|Y_{m}^{M,N}|^{2}Z_{m}^{M,N} + 3Y_{m}^{M,N}(Z_{m}^{M,N})^{2} + (Z_{m}^{M,N})^{3} - Z_{m}^{M,N}, Y_{m}^{M,N} \rangle \]
\[ \leq \|Y_{m-1}^{M,N}\|^{2} - k\|AY_{m}^{M,N}\|^{2} - \frac{3}{2}k\|\nabla(Y_{m}^{M,N})^{2}\|^{2} + 2k\|\nabla Y_{m}^{M,N}\|^{2} \]
\[ + Ck(\|Y_{m}^{M,N}\|_{L_4}^{4} \|Z_{m}^{M,N}\|_{L_6}^{2} + \|Y_{m}^{M,N}\|^{4}_{L_4} \|Z_{m}^{M,N}\|_{L_6}^{4} + \|Z_{m}^{M,N}\|^{2} \). \]  \hspace{1cm} (4.24)

By summation on \(m\) and using (4.22), (4.23) and the fact \(Y_{0}^{M,N} = P_{N}PX_{0}\), we deduce that for \(\kappa = \min\{\gamma, \frac{dF}{2} + \frac{1}{4}\},\)
\[ \|Y_{m}^{M,N}\|^{2} + \sum_{j=1}^{m} k\|AY_{j}^{M,N}\|^{2} + \frac{3}{2} \sum_{j=1}^{m} k\|\nabla(Y_{j}^{M,N})^{2}\|^{2} \]
\[ \leq \|X_{0}\|^{2} + 2k \sum_{j=1}^{m} \|Y_{j}^{M,N}\|^{2} + C \left( 1 + \sup_{1 \leq j \leq M} \|Z_{j}^{M,N}\|_{L_6}^{4}\right) \left( 1 + \sum_{j=1}^{m} k\|Y_{j}^{M,N}\|_{L_4}^{4}\right) \]
\[ \leq C \left( 1 + \sup_{1 \leq j \leq M} \|Z_{j}^{M,N}\|_{L_6}^{4}\right) \left( 1 + \sum_{j=1}^{m} k\|Y_{j}^{M,N}\|_{L_4}^{4}\right) . \]
Therefore, by using (4.18) and (4.23), it enables us to obtain

$$
\left( E \left[ \sup_{1 \leq m \leq M} \| Y_{m}^{M,N} \|_{L^{p}}^{2p} \right] \right)^{\frac{1}{p}} + \left\| k \sum_{j=1}^{M} \| AY_{j}^{M,N} \|_{L^{p}(\Omega;\mathbb{R})} \right\| + \left\| k \sum_{j=1}^{M} \| \nabla (Y_{j}^{M,N}) \|_{L^{p}(\Omega;\mathbb{R})} \right\| < \infty. \tag{4.26}
$$

Now we focus on the boundedness of $Y_{m}^{M,N}$ in the norm $L^{6}$. Similarly to the continuous case, we also consider two cases: either $d = 1$ or $d = 2, 3$. For $d = 1$, we follow the similar skill used in the proof of [17, Lemma 4.4] to derive

$$
E \left[ \sup_{1 \leq m \leq M} \| Y_{m}^{M,N} \|_{L^{6}}^{p} \right] \leq C(p, T, \gamma, X_{0}). \tag{4.27}
$$

For $d = 2, 3$, we introduce the difference operator $\overline{\partial Y}_{m}^{M,N} := \frac{Y_{m}^{M,N} - Y_{m-1}^{M,N}}{k}$ and multiply (4.20) by $A^{-1}\overline{\partial Y}_{m}^{M,N}$ to obtain

$$
\left| \overline{\partial Y}_{m}^{M,N} \right|^{2} - \left\| J(Y_{m}^{M,N}) - J(Y_{m-1}^{M,N}) \right\| \leq C(\gamma)(1 + k \| Y_{m}^{M,N} \|_{1}^{2}) + k \| AY_{m}^{M,N} \|_{2}^{2} + 2k \| Y_{m}^{M,N} \|_{2}^{2}. \tag{4.28}
$$

Additionally, by using (3.32), one can find that

$$
J(Y_{m}^{M,N}) - J(Y_{m-1}^{M,N}) = \left\{ AY_{m}^{M,N}, \overline{\partial Y}_{m}^{M,N} \right\} + \left\{ F(Y_{m}^{M,N}), \overline{\partial Y}_{m}^{M,N} \right\} + \left\{ Y_{m}^{M,N} - Y_{m-1}^{M,N}, \overline{\partial Y}_{m}^{M,N} \right\}. \tag{4.29}
$$

Then, the above estimates together with the fact $\overline{\partial Y}_{m}^{M,N} \in \mathcal{H}$ yield

$$
k \left| \overline{\partial Y}_{m}^{M,N} \right|^{2} - \left\| J(Y_{m}^{M,N}) - J(Y_{m-1}^{M,N}) \right\| \leq C(\gamma)(1 + k \| Y_{m}^{M,N} \|_{1}^{2}) + k \| AY_{m}^{M,N} \|_{2}^{2} + 2k \| Y_{m}^{M,N} \|_{2}^{2}. \tag{4.30}
$$

where in the last inequality we applied the similar arguments used in (3.35). Then summation on $m$ and applying (4.23) and (4.26) lead to

$$
E \left[ \sup_{1 \leq m \leq M} \left( J(Y_{m}^{M,N}) \right)^{p} \right] \leq C(\gamma, T) \left( 1 + E \left[ \left( k \sum_{j=1}^{M} \| Y_{j}^{M,N} \|_{1}^{2p} \right)^{\frac{1}{2}} \left( 1 + E \left[ \left( k \sum_{j=1}^{M} \| AY_{j}^{M,N} \|_{2}^{2p} \right)^{\frac{1}{2}} \right] \right) \right] \right)^{\frac{1}{2}} + E \left[ k \sum_{j=1}^{M} \| AY_{j}^{M,N} \|_{2}^{p} \right] + E \left[ \left( J(P_{N}PX_{0}) \right)^{p} \right] + CE \left[ \left( P_{N}PX_{0} \right)^{2p} \right] \leq C(\gamma, p, T). \tag{4.31}
$$
The above estimate together with (4.26) and the fact \(|Y_{m,N}^{M,N}|^2 - 2\|Y_{m,N}^{M,N}\|^2 \leq 2J(Y_{m,N}^{M,N})\) yields

\[
\mathbb{E}\left[ \sup_{1 \leq m \leq M} |Y_{m,N}^{M,N}|^{2p}\right] < \infty, \tag{4.32}
\]

which in combination with (4.27) and the fact \(Y_{m,N}^{M,N} \in \hat{H}\) arrives at, for \(d = 1, 2, 3\),

\[
\mathbb{E}\left[ \sup_{1 \leq m \leq M} \|Y_{m,N}^{M,N}\|_{L^p(\Omega; H)}^p\right] < \infty. \tag{4.33}
\]

Therefore, by (4.6) and (4.18), we have, for \(\kappa = \min\{\gamma, \frac{d}{2} + \frac{1}{4}\}\),

\[
\|Y_{m,N}^{M,N}\|_{L^p(\Omega; H^\kappa)} \leq \|X_0\|_{L^p(\Omega; H^\kappa)} + \sum_{i=1}^m kt \|F(Y_i^{M,N} + Z_i^{M,N})\|_{L^p(\Omega; H)}
\]

\[
\leq \|X_0\|_{L^p(\Omega; H^\kappa)} + \sum_{i=1}^m kt \sup_{1 \leq i \leq M} \left( \|Y_i^{M,N}\|_{L^3(\Omega; L^6)}^3 + \|Z_i^{M,N}\|_{L^3(\Omega; L^6)}^3 + 1 \right)
\]

\[
\leq C(p, T, \gamma, X_0). \tag{4.34}
\]

Hence this finishes the proof of this theorem. □

5 Strong convergence rates of the full discretization

In this part, we follow the approach in [46] to derive the error estimates of the fully discrete approximation of the stochastic problem (1.2). The convergence analysis heavily relies on the moment bound obtained in section 4 and the corresponding deterministic error estimates.

The next theorem states the main result of this paper, concerning strong convergence rates of the full discretization scheme.

**Theorem 5.1** Let \(X(t)\) be the mild solution of (1.2) and \(X_m^{M,N}\) be the solution of (4.2). Suppose Assumptions 2.1-2.4 are valid, then there exist two positive constants \(C\) and \(k_0\) such that for all \(k \leq k_0\) and \(\forall p \geq 1\),

\[
\sup_{1 \leq m \leq M} \|X(t_m) - X_m^{M,N}\|_{L^p(\Omega; H)} \leq C\left(\lambda_N^{-\frac{\kappa}{2}} + k^\frac{\kappa}{2}\right). \tag{5.1}
\]

To show this theorem, we introduce an auxiliary problem,

\[
\tilde{X}_m^{M,N} - \tilde{X}_{m-1}^{M,N} + kA^2 \tilde{X}_m^{M,N} + kP_N AF(X(t_m)) = P_N \Delta W_m, \quad X_0^{M,N} = P_N X_0, \tag{5.2}
\]

whose solution can be recasted as

\[
\tilde{X}_m^{M,N} = E_{k,N}^m P_N X_0 - k \sum_{j=1}^m E_{k,N}^{m-j+1} AF(X(t_j)) + Z_m^{M,N}. \tag{5.3}
\]
Owing to (4.6), (4.7) and (4.18), one can derive that, for \( \kappa = \min\{\gamma, \frac{4\alpha}{2} + \frac{1}{2}\} \) and any \( m \in \{1, 2, \cdots, M\} \),

\[
\|\tilde{X}^{M,N}_m\|_{L^p(\Omega; H^\kappa)} \leq \|E^m_{K,N} P_N X_0\|_{L^p(\Omega; H^\kappa)} + k \sum_{j=1}^m \|E^{m-j+1}_{K,N} APF(X(t_j))\|_{L^p(\Omega; H^\kappa)} + \|Z^{M,N}_m\|_{L^p(\Omega; H^\kappa)}
\]

\[
\leq C \|X_0\|_{L^p(\Omega; H^\kappa)} + C k \sum_{j=1}^m t^{-\frac{2+\kappa}{1-\gamma}}_{m-j+1} \|F(X(t_j))\|_{L^p(\Omega; H)} + C \|A^{\frac{2-\kappa}{4}} Q\|_{L^2(H)}
\]

\[
\leq C (1 + \|X_0\|_{L^p(\Omega; H^\gamma)} + k \sum_{j=1}^m t^{-\frac{2+\kappa}{1-\gamma}}_{m-j+1} \sup_{s \in [0,T]} \|F(X(s))\|_{L^p(\Omega; H)}) < \infty.
\]

Hence, we can decompose the considered error \( \|X(t_m) - X^{M,N}_m\|_{L^p(\Omega; H)} \) into two parts:

\[
\|X(t_m) - X^{M,N}_m\|_{L^p(\Omega; H)} \leq \|X(t_m) - \tilde{X}^{M,N}_m\|_{L^p(\Omega; H)} + \|\tilde{X}^{M,N}_m - X^{M,N}_m\|_{L^p(\Omega; H)}.
\]

These two error terms are separately handled in the forthcoming two subsections. Plugging (5.28) and (5.28) into (5.5) gives the desired assertion (5.1).

### 5.1 Error estimates for \( \|X(t_m) - \tilde{X}^{M,N}_m\|_{L^p(\Omega; H)} \)

In what follows, we use the corresponding deterministic error estimates to bound \( \|X(t_m) - \tilde{X}^{M,N}_m\|_{L^p(\Omega; H)} \) in the semigroup framework, which is usually applied in the error analysis of numerical approximation of SPDEs with globally Lipschitz coefficients.

**Lemma 5.2** Let \( X(t) \) be the mild solution of (1.2) and \( \tilde{X}^{M,N}_m \) be the solution of (5.2). Suppose Assumptions 2.3, 2.4 are valid, then there exist two positive constants \( C \) and \( k_0 \) such that for all \( k \leq k_0 \) and \( \forall p \geq 1 \),

\[
\|X(t_m) - \tilde{X}^{M,N}_m\|_{L^p(\Omega; H)} \leq C(\lambda^{-\frac{2}{4}} + k^{\frac{4}{4}}).
\]

Its proof is given below. First, we define the fully discrete approximation operator

\[
\Psi^M_N(t) := E(t) - E^m_{K,N}, \quad t \in [t_{m-1}, t_m), \quad m \in \{1, 2, \cdots, M\}.
\]

In the following lemma, we give some results on the error operator \( \Psi^M_N(t) \), which are crucial in the error estimates of the fully discrete approximation and can be shown by a slight modification of the proof of [46, Lemma 6.2].

**Lemma 5.3** Under Assumption 2.1, the following estimates for \( \Psi^M_N(t) \) hold for \( t \in [0, T] \).

(i) Let \( \beta \in [0, 4] \). There exists a constant \( C \) such that, for \( t > 0 \),

\[
\|\Psi^M_N(t)v\| \leq C(\lambda^{-\frac{\beta}{4}} + k^{\frac{4}{4}})|v|_\beta, \quad \forall x \in H^\beta.
\]

(ii) Let \( \alpha \in [0, 2] \). There exists a constant \( C \) such that, for \( t > 0 \),

\[
\|\Psi^M_N(t)v\| \leq C(\lambda^{-\frac{4-\alpha}{4}} + k^{\frac{4-\alpha}{4}})|v|_{-\alpha}, \quad \forall v \in H^{-\alpha}.
\]
(iii) Let \( \nu \in [0, 4] \). There exists a constant \( C \) such that, for \( t > 0 \),
\[
\left( \int_0^t \| \Psi_k^{M,N}(s)v \|^2 \, ds \right)^{\frac{1}{2}} \leq C(\lambda_N^{\frac{4-\nu}{4}} + k^{\frac{4-\nu}{4}}) |v|_{\nu-2}, \quad v \in H^{\nu-2}.
\] (5.10)

(v) Let \( \varrho \in [0, 2] \). There exists a constant \( C \) such that, for \( t > 0 \),
\[
\left\| \int_0^t \Psi_k^{M,N}(s)v \, ds \right\| \leq C(\lambda_N^{\frac{4-\varrho}{4}} + k^{\frac{4-\varrho}{4}}) |v|_{-\varrho}, \quad v \in H^{-\varrho}.
\] (5.11)

Subsequently, we are well-prepared to show Lemma 5.2.

Proof of Lemma 5.2. Subtracting (5.3) from (3.64), the error \( X(t_m) - \tilde{X}^{M,N}_m \) reads
\[
\|X(t_m) - \tilde{X}^{M,N}_m\|_{L^p(\Omega;H)} = \|(E(t_m) - E_{k,N}^m)X_0\|_{L^p(\Omega;H)}
\]
\[
+ \left\| \int_0^{t_m} E(t_m - s)APF(X(s)) \, ds - k \sum_{j=1}^m E_{k,N}^{m-j+1}APF(X(t_j)) \right\|_{L^p(\Omega;H)}
\]
\[
+ \left\| \sum_{j=1}^m \int_{t_{j-1}}^{t_j} (E(t_m - s) - E_{k,N}^{m-j+1}) \, dW(s) \right\|_{L^p(\Omega;H)}
\]
\[
=: I + J + K.
\] (5.12)

Subsequently, \( I, J, K \) will be treated separately. For the first term \( I \), we employ (5.8) with \( \beta = \gamma \) to obtain
\[
I \leq C(\lambda_N^{\frac{4-\gamma}{4}} + k^{\frac{4-\gamma}{4}}) \|X_0\|_{L^p(\Omega;H^{\gamma})}.
\] (5.13)

To handle \( J \), we decompose it into three terms as follows
\[
J \leq \left\| \sum_{j=1}^m \int_{t_{j-1}}^{t_j} E(t_m - s)AP\left(F(X(s)) - F(X(t_j))\right) \, ds \right\|_{L^p(\Omega;H)}
\]
\[
+ \left\| \int_0^{t_m} \Psi_k^{M,N}(t_m - s)APF(X(t_m)) \, ds \right\|_{L^p(\Omega;H)}
\]
\[
+ \sum_{j=1}^m \int_{t_{j-1}}^{t_j} \|\Psi_k^{M,N}(t_m - s)AP\left(F(X(t_j)) - F(X(t_m))\right)\|_{L^p(\Omega;H)} \, ds
\]
\[
=: J_1 + J_2 + J_3.
\] (5.14)

Next we treat the above three terms separately. To deal with \( J_1 \), we first note that, for \( s \in [t_{j-1}, t_j) \),
\[
X(t_j) = E(t_j - s)X(s) - \int_s^{t_j} E(t_j - \sigma)AF(X(\sigma)) \, d\sigma + \int_s^{t_j} E(t_j - \sigma) \, dW(\sigma),
\] (5.15)
and then apply Taylor’s formula to split $J_1$ into four terms:

\[
J_1 \leq \left\| \sum_{j=1}^{m} \int_{t_{j-1}}^{t_j} E(t_m - s)APF'(X(s))(E(t_j - s) - I)X(s) \, ds \right\|_{L^p(\Omega; H)}
\]
\[
+ \left\| \sum_{j=1}^{m} \int_{t_{j-1}}^{t_j} E(t_m - s)APF'(X(s)) \int_{t_j}^{s} E(t_j - \sigma)AF(X(\sigma)) \, d\sigma \, ds \right\|_{L^p(\Omega; H)}
\]
\[
+ \left\| \sum_{j=1}^{m} \int_{t_{j-1}}^{t_j} E(t_m - s)APF'(X(s)) \int_{t_j}^{s} E(t_j - \sigma) \, dW(\sigma) \, ds \right\|_{L^p(\Omega; H)}
\]
\[
+ \left\| \sum_{j=1}^{m} \int_{t_{j-1}}^{t_j} E(t_m - s)APR_F(X(s), X(t_j)) \, ds \right\|_{L^p(\Omega; H)}
\]
\[
=: J_{11} + J_{12} + J_{13} + J_{14},
\]

where $R_F(X(s), X(t_j))$ is a remainder term, given by

\[
R_F(X(s), X(t_j)) = \int_0^1 F''(X(s) + \lambda(X(t_j) - X(s)))(X(t_j) - X(s), X(t_j) - X(s))(1 - \lambda) \, d\lambda.
\]

Owing to (3.65), (3.78) and (2.5) with $\mu = \frac{2 + \delta_0}{2}$, we deduce, for any fixed $\delta_0 \in (\frac{3}{2}, 2)$ and $\gamma \in (\frac{2}{3}, 4],$

\[
J_{11} \leq C \sum_{j=1}^{m} \int_{t_{j-1}}^{t_j} (t_m - s) \frac{2 + \delta_0}{4} \| A^{\frac{\delta_0}{2}} P F'(X(s))(E(t_j - s) - I)X(s) \|_{L^p(\Omega; H)} \, ds
\]
\[
\leq C \sum_{j=1}^{m} \int_{t_{j-1}}^{t_j} (t_m - s) \frac{2 + \delta_0}{4} \| F'(X(s))(E(t_j - s) - I)X(s) \|_{L^p(\Omega; L^1)} \, ds
\]
\[
\leq C \sum_{j=1}^{m} \int_{t_{j-1}}^{t_j} (t_m - s) \frac{2 + \delta_0}{4} \left( 1 + \| X(s) \|_{L^p(\Omega; L^4)}^2 \right) \| (E(t_j - s) - I)X(s) \|_{L^2(\Omega; H)} \, ds
\]
\[
\leq C k^{\frac{\gamma}{4}} \int_0^{t_m} (t_m - s)^{-\frac{2 + \delta_0}{4}} \, ds \left( 1 + \sup_{s \in [0, T]} \| X(s) \|_{L^p(\Omega; H^\gamma)}^3 \right)
\]
\[
\leq C k^{\frac{\gamma}{4}}.
\]

Using the similar approach as used in the proof of (5.17), with (3.78) used instead we obtain,

\[
J_{12} \leq C \sum_{j=1}^{m} \int_{t_{j-1}}^{t_j} \int_{s}^{t_j} (t_m - s) \frac{2 + \delta_0}{4} \| F'(X(s))E(t_j - \sigma)AF(X(\sigma)) \|_{L^p(\Omega; L^1)} \, d\sigma \, ds
\]
\[
\leq C \sum_{j=1}^{m} \int_{t_{j-1}}^{t_j} \int_{s}^{t_j} (t_m - s) \frac{2 + \delta_0}{4} (t_j - \sigma)^{-\frac{2 + \delta_0}{4}} \left( 1 + \| X(s) \|_{L^p(\Omega; L^4)}^2 \right) \| F(X(\sigma)) \|_{L^2(\Omega; H^{\gamma}(\sigma))} \, d\sigma \, ds
\]
\[
\leq C k^{\frac{\gamma}{4}} \int_0^{t_m} (t_m - s)^{-\frac{2 + \delta_0}{4}} \, ds \left( 1 + \sup_{s \in [0, T]} \| X(s) \|_{L^p(\Omega; H^\gamma)}^2 \right) \sup_{s \in [0, T]} \| F(X(s)) \|_{L^2(\Omega; H^{\gamma}(\sigma))}
\]
\[
\leq C k^{\frac{\gamma}{4}},
\]

(5.18)
where \( \ell(\gamma) \) is a piecewise function defined by \( \ell(\gamma) = 0 \) for \( \gamma \in (\frac{d}{2}, 2] \) and \( \ell(\gamma) = 2 \) for \( \gamma \in (2, 4] \). To bound \( J_{13} \), we introduce an indicator function defined by \( \chi_{(s,t_j)}(t) = 1 \) for \( t \in [s, t_j) \) and \( \chi_{(s,t_j)}(t) = 0 \) for \( t \not\in [s, t_j) \) and then employ the stochastic Fubini theorem (see [19, Theorem 4.18]) and the Burkholder-Davis-Gundy-type inequality to obtain

\[
J_{13} = \left\| \sum_{j=1}^{m} \int_{t_{j-1}}^{t_j} \int_{t_{j-1}}^{t_j} \chi_{(s,t_j)}(\sigma) E(t_m - s) APF'(X(s)) E(t_j - \sigma) dW(\sigma) ds \right\|_{L^p(\Omega; H)}
\]

\[
= \left\| \sum_{j=1}^{m} \int_{t_{j-1}}^{t_j} \int_{t_{j-1}}^{t_j} \chi_{(s,t_j)}(\sigma) E(t_m - s) APF'(X(s)) E(t_j - \sigma) ds dW(\sigma) \right\|_{L^p(\Omega; H)}
\]

\[
\leq \left( \sum_{j=1}^{m} \int_{t_{j-1}}^{t_j} \int_{t_{j-1}}^{t_j} \chi_{(s,t_j)}(\sigma) E(t_m - s) APF'(X(s)) E(t_j - \sigma) Q^{\frac{1}{2}} ds \right)^{\frac{1}{2}} ds \right)^{\frac{1}{2}}.
\]

Further, employing (3.65), (3.11), (3.10) with \( \nu = \kappa = \min\{\gamma, \frac{d}{2} + \frac{1}{4}\} \), (2.5) with \( \mu = \frac{2+n}{2} \) and (2.7) with \( \rho = \max\{3-\gamma, 0\} \) and using the Hölder inequality, one can find that

\[
J_{13} \leq C k^{\frac{1}{2}} \left( \sum_{j=1}^{m} \int_{t_{j-1}}^{t_j} \int_{t_{j-1}}^{t_j} \sum_{l=1}^{\infty} \|E(t_m - s) APF'(X(s)) E(t_j - \sigma) Q^{\frac{1}{2}} \|_{L^p(\Omega; H)}^2 ds d\sigma \right)^{\frac{1}{2}}
\]

\[
\leq C k^{\frac{1}{2}} \left( \sum_{j=1}^{m} \int_{t_{j-1}}^{t_j} \int_{t_{j-1}}^{t_j} (t_m - s)^{-\frac{2-n}{2}} \sum_{l=1}^{\infty} \|F'(X(s)) E(t_j - \sigma) Q^{\frac{1}{2}} \|_{L^p(\Omega; H^\nu)}^2 ds d\sigma \right)^{\frac{1}{2}}
\]

\[
\leq C k^{\frac{1}{2}} \left( \sum_{j=1}^{m} \int_{t_{j-1}}^{t_j} (t_m - s)^{-\frac{2-n}{2}} \left( 1 + \|X(s)\|_{L^2(\Omega; H^\gamma)}^4 \right) \right)^{\frac{1}{2}} ds \int_{t_{j-1}}^{t_j} \sum_{l=1}^{\infty} \|E(t_j - \sigma) Q^{\frac{1}{2}} \|_{L^p(\Omega; H^\nu)}^2 d\sigma \right)^{\frac{1}{2}}
\]

\[
\leq C k^{\frac{1}{2}} \left\{ \int_{0}^{t_m} (t_m - s)^{-\frac{2-n}{2}} ds \right\}^{\frac{1}{2}} \left( 1 + \sup_{s \in [0, T]} \|X(s)\|_{L^2(\Omega; H^\gamma)}^4 \right)^{\frac{1}{2}}
\]

\[
\leq C k^{\frac{1}{2}} \left\{ \sum_{j=1}^{m} \int_{t_{j-1}}^{t_j} \left( \|A^\frac{1}{2} E(t_j - \sigma) PQ^{\frac{1}{2}} \|_{L^2(\Omega; H^\gamma)}^2 + \langle Q^{\frac{1}{2}} \eta_l, e_0 \rangle^2 \right) d\sigma \right\}^{\frac{1}{2}}
\]

\[
\leq C k \left\{ \sum_{l=1}^{\infty} \|A^\frac{1}{2} PQ^{\frac{1}{2}} \|_{L^2(H)}^2 + \|I - P \|_{L^2(H)}^2 \right\}^{\frac{1}{2}}
\]

where \( \eta := \min\{\gamma, \frac{2}{3}\} \), and \( \{\eta_l\}_{l \in \mathbb{N}^+} \) is the eigenfunction of \( Q \). Now we are in the position to handle
the term $J_{14}$. It follows from (3.66) and (3.65) that

$$
J_{14} \leq C \sum_{j=1}^{m} \int_{t_{j-1}}^{t_{j}} (t_{m} - s)^{-\frac{2+\delta_{0}}{4}} d\lambda
$$

where

$$
\left\| \int_{0}^{1} F''(X(s) + \lambda(X(t_{j}) - X(s)))(X(t_{j}) - X(s), X(t_{j}) - X(s)) d\lambda \right\|_{L^{p}(\Omega; L^{1})} ds
$$

\leq C \sum_{j=1}^{m} \int_{t_{j-1}}^{t_{j}} (t_{m} - s)^{-\frac{2+\delta_{0}}{4}} \|X(t_{j}) - X(s)\|_{L^{p}(\Omega; H)} \left(1 + \sup_{s \in [0,T]} \|X(s)\|_{L^{p}(\Omega; V)} \right) ds
$$

\leq C \frac{\lambda_{N}^{\frac{l(\gamma)}{2}} + k^{\frac{l(\gamma)}{2}}}{\gamma} \sum_{j=1}^{m} \int_{t_{j-1}}^{t_{j}} (t_{m} - s)^{-1} \|F(X(t_{j}) - F(X(t_{m}))\|_{L^{p}(\Omega; H^{1/2} - 2)} ds
$$

\leq C \frac{\lambda_{N}^{\frac{l(\gamma)}{2}} + k^{\frac{l(\gamma)}{2}}}{\gamma} \sum_{j=1}^{m-1} \int_{t_{j-1}}^{t_{j}} (t_{m} - s)^{-1} t_{m-j}^{1/2} ds
$$

\leq C \frac{\lambda_{N}^{\frac{l(\gamma)}{2}} + k^{\frac{l(\gamma)}{2}}}{\gamma} \int_{0}^{t_{m-1}} (t_{m} - s)^{-1+\frac{1}{2}} ds
$$

where $l(\gamma) = 0$, for $\gamma \in \left(\frac{d}{2}, 2\right]$ and $l(\gamma) = 2$, for $\gamma \in (2, 4]$. With regard to $J_{3}$, we employ (3.79) with $\alpha = 4 - l(\gamma)$ and (3.79) to infer

Concerning the term $J_{2}$, by applying (5.78) and (5.11) with $\rho = 2 - \ell(\gamma)$, one can observe that

$$
J_{2} \leq C \frac{\lambda_{N}^{\frac{l(\gamma)}{2}} + k^{\frac{l(\gamma)}{2}}}{\gamma} \sum_{j=1}^{m} \int_{t_{j-1}}^{t_{j}} (t_{m} - s)^{-1} \|F(X(t_{j}) - F(X(t_{m}))\|_{L^{p}(\Omega; H^{1/2} - 2)} ds
$$

\leq C \frac{\lambda_{N}^{\frac{l(\gamma)}{2}} + k^{\frac{l(\gamma)}{2}}}{\gamma} \sum_{j=1}^{m-1} \int_{t_{j-1}}^{t_{j}} (t_{m} - s)^{-1} t_{m-j}^{1/2} ds
$$

\leq C \frac{\lambda_{N}^{\frac{l(\gamma)}{2}} + k^{\frac{l(\gamma)}{2}}}{\gamma} \int_{0}^{t_{m-1}} (t_{m} - s)^{-1+\frac{1}{2}} ds
$$

where $l(\gamma) = 2$, for $\gamma \in \left(\frac{d}{2}, 2\right]$, $l(\gamma) = 3$, for $\gamma \in (2, 3]$ and $l(\gamma) = 4$, for $\gamma \in (3, 4]$. This combined with (5.22) and (5.23) leads to

$$
J \leq C \frac{\lambda_{N}^{\frac{l(\gamma)}{2}} + k^{\frac{l(\gamma)}{2}}}{\gamma}
$$

To bound $K$, utilizing the Burkholder-Davis-Gundy-type inequality and (5.10) with $\nu = \gamma$ arrives at

$$
K \leq C \left( \sum_{j=1}^{m} \int_{t_{j-1}}^{t_{j}} \|\Psi_{k}^{M,N}(t_{m} - s)Q^{2/\gamma}_{2}(H)\|_{L^{2}(H)} ds \right)^{1/2}
$$

\leq C \frac{\lambda_{N}^{\frac{l(\gamma)}{2}} + k^{\frac{l(\gamma)}{2}}}{\gamma}(\|A^{\frac{2}{\gamma}}_{\gamma}PQ^{2/\gamma}_{2}(H) + \|(I - P)Q^{2/\gamma}_{2}(H)).
At last, gathering the estimates of $I$, $J$ and $K$ together implies
\[ \|X(t_m) - \bar{X}_m^{M,N}\|_{L^p(\Omega; H)} \leq C(\lambda_N^{-2} + k^{\frac{7}{6}}). \] (5.27)

Hence this ends the proof of this lemma. □

### 5.2 Error estimates for $\|\bar{X}_m^{M,N} - X_m^{M,N}\|_{L^p(\Omega; H)}$

This part is devoted to the bound of the second error term in (5.2). The bound of the first error term together with the moment bounds of the fully discrete approximation and the solution of the auxiliary problem (5.2) plays a key role in our convergence analysis.

**Lemma 5.4** Let $X_m^{M,N}$ and $\bar{X}_m^{M,N}$ be the solutions of (4.2) and (5.2), respectively. Suppose Assumptions 2.1-2.4 are valid, then there exist two positive constants $C$ and $k_0$ such that for all $k \leq k_0$ and $\forall p \geq 1$,
\[ \|X_m^{M,N} - \bar{X}_m^{M,N}\|_{L^p(\Omega; H)} \leq C(\lambda_N^{-2} + k^{\frac{7}{6}}). \] (5.28)

**Proof of Lemma 5.4.** Note first that the error $\bar{e}_m^{M,N} := X_m^{M,N} - \bar{X}_m^{M,N} \in \dot{H}$ is the solution of the following error problem
\[ \bar{e}_m^{M,N} - \bar{e}_{m-1}^{M,N} + kA^2\bar{e}_m^{M,N} = -kP_NAPF(X_m^{M,N}) + kP_NAPF(X(t_m)), \quad \bar{e}_0^{M,N} = 0, \] (5.29)

which can be reformulated as
\[ \bar{e}_m^{M,N} = k \sum_{j=1}^{m} E_{k,N}^{m-j+1} P_NAPF(X(t_j)) - F(X_j^{M,N}), \] (5.30)

Multiplying both sides of (5.29) by $A^{-1}\bar{e}_m^{M,N}$ and using (2.13) yield
\begin{align*}
\langle \bar{e}_m^{M,N} - \bar{e}_{m-1}^{M,N}, A^{-1}\bar{e}_m^{M,N} \rangle + k|\bar{e}_m^{M,N}|^2 & = k\langle F(\bar{X}_m^{M,N}) - F(X_m^{M,N}), \bar{e}_m^{M,N} \rangle + k\langle F(X(t_m)) - F(\bar{X}_m^{M,N}), \bar{e}_m^{M,N} \rangle \\
& \leq \frac{3k}{2}||\bar{e}_m^{M,N}||^2 + \frac{k}{2}||F(X(t_m)) - F(\bar{X}_m^{M,N})||^2 \\
& \leq \frac{3k}{2}||\bar{e}_m^{M,N}||^2 + Ck||X(t_m) - \bar{X}_m^{M,N}||^2 (1 + ||X(t_m)||^4 + ||\bar{X}_m^{M,N}||^4).
\end{align*}
(5.31)

Noting that $||\bar{e}_m^{M,N}||^2 \leq ||\bar{e}_m^{M,N}||_1 ||\bar{e}_m^{M,N}||_{-1}$ and $\frac{1}{2}||\bar{e}_m^{M,N}||_{-1}^2 - ||\bar{e}_{m-1}^{M,N}||_{-1}^2 \leq \langle \bar{e}_m^{M,N} - \bar{e}_{m-1}^{M,N}, A^{-1}\bar{e}_m^{M,N} \rangle$, we further arrive at
\begin{align*}
\frac{1}{2}||\bar{e}_m^{M,N}||_{-1}^2 - ||\bar{e}_{m-1}^{M,N}||_{-1}^2 + k|\bar{e}_m^{M,N}|^2 & \leq \frac{1}{2}||\bar{e}_m^{M,N} - \bar{e}_{m-1}^{M,N}, A^{-1}\bar{e}_m^{M,N} \rangle + k|\bar{e}_m^{M,N}|^2 \\
& \leq \frac{1}{2}||\bar{e}_m^{M,N}||_{-1}^2 + \frac{9k}{8}||\bar{e}_m^{M,N}||_{-1}^2 + Ck||X(t_m) - \bar{X}_m^{M,N}||^2 (1 + ||X(t_m)||^4 + ||\bar{X}_m^{M,N}||^4).
\end{align*}
(5.32)

By iteration and using the Gronwall inequality, we have
\[ ||\bar{e}_m^{M,N}||_{-1}^2 + k \sum_{j=1}^{m} ||\bar{e}_j^{M,N}||_{1}^2 \leq Ck \sum_{j=1}^{m} ||\bar{X}_j^{M,N} - X(t_j)||^2 (1 + ||\bar{X}_j^{M,N}||^4 + ||X(t_j)||^4). \] (5.33)
Further, taking \( [3.65], [5.4], [3.6] \) and \( [5.27] \) into account, it follows that, for \( \kappa = \min\{\gamma, \frac{d}{2} + \frac{1}{4} \} \)
\[
\| k \sum_{j=1}^{m} |e_{j}^{M,N}|^{2} \|_{L^{p}(\Omega;R)} \leq Ck \sum_{j=1}^{m} \| \tilde{X}_{j}^{M,N} - X(t_{j}) \|^{2} (1 + \| \tilde{X}_{j}^{M,N} \|^{4} + \| X(t_{j}) \|^{4}) \|_{L^{p}(\Omega;R)} \\
\leq Ck \sum_{j=1}^{m} \| \tilde{X}_{j}^{M,N} - X(t_{j}) \|^{2}_{L^{2p}(\Omega;H)} (1 + \| \tilde{X}_{j}^{M,N} \|^{4}_{L^{2p}(\Omega;H^{2})} + \| X(t_{j}) \|^{4}_{L^{2p}(\Omega;H^{2})}) \\
\leq C(\lambda_{N}^{\frac{2}{d}} + k^{\frac{2}{d}})^{2}. 
\] (5.34)

In analogy with \( [3.59] \), we split \( \| \tilde{e}_{m}^{M,N} \|_{L^{p}(\Omega;H)} \) into two terms:
\[
\| \tilde{e}_{m}^{M,N} \|_{L^{p}(\Omega;H)} \leq k \sum_{j=1}^{m} \| E_{k,N}^{m-j+1} P_{N} AP (F(X(t_{j})) - F(\tilde{X}_{j}^{M,N})) \|_{L^{p}(\Omega;H)} \\
+ k \sum_{j=1}^{m} \| E_{k,N}^{m-j+1} P_{N} AP (F(\tilde{X}_{j}^{M,N}) - F(X_{j}^{M,N})) \|_{L^{p}(\Omega;H)} \] (5.35)

Following similar arguments used in the proof of \( [5.34] \), we obtain, for \( \kappa = \min\{\gamma, \frac{d}{2} + \frac{1}{4} \} \)
\[
L_{1} \leq Ck \sum_{j=1}^{m} t_{m-j+1}^{\frac{1}{2}} \| F(X(t_{j})) - F(\tilde{X}_{j}^{M,N}) \|_{L^{p}(\Omega;H)} \\
\leq Ck \sum_{j=1}^{m} t_{m-j+1}^{\frac{1}{2}} \| X(t_{j}) - \tilde{X}_{j}^{M,N} \|_{L^{2p}(\Omega;H)} (1 + \| X(t_{j}) \|^{2}_{L^{2p}(\Omega;V)} + \| \tilde{X}_{j}^{M,N} \|^{2}_{L^{2p}(\Omega;V)}) \\
\leq C(\lambda_{N}^{\frac{2}{d}} + k^{\frac{2}{d}})k \sum_{j=1}^{m} t_{m-j+1}^{\frac{1}{2}} (1 + \sup_{s \in [0,T]} \| X(s) \|^{2}_{L^{2p}(\Omega;H^{2})} + \sup_{1 \leq j \leq M} \| \tilde{X}_{j}^{M,N} \|^{2}_{L^{2p}(\Omega;H^{2})}) \\
\leq C(\lambda_{N}^{\frac{2}{d}} + k^{\frac{2}{d}}). 
\] (5.36)

To bound the term \( L_{2} \), we apply \( [3.10] \) with \( \iota = \kappa = \min\{\gamma, \frac{d}{2} + \frac{1}{4} \} \), and \( [3.11] \) with \( \iota = \kappa = \min\{\gamma, \frac{d}{2} + \frac{1}{4} \} \) to obtain, for \( \eta = \min\{\gamma, \frac{d}{2} \} \)
\[
\| A_{\eta}^{\frac{1}{2}} P(F(\tilde{X}_{j}^{M,N}) - F(X_{j}^{M,N})) \| \\
= \| A_{\eta}^{\frac{1}{2}} P \int_{0}^{1} F'(X(s) + \lambda(\tilde{X}_{j}^{M,N}) - F(X_{j}^{M,N})((\tilde{X}_{j}^{M,N}) - F(X_{j}^{M,N})(1 - \lambda)) d\lambda \| \\
\leq C\| e_{j}^{M,N} \|_{L^{2}} (1 + \| \tilde{X}_{j}^{M,N} \|^{2}_{\eta} + \| X_{j}^{M,N} \|^{2}_{\eta}), 
\] (5.37)

where we also used the fact \( \eta < \iota = \kappa = \min\{\gamma, \frac{d}{2} + \frac{1}{4} \} \) in dimension one and \( \eta < 1 \) in dimensions two and three. Then, by \( [5.31], [5.4], [1.5] \) and the fact \( e_{j}^{M,N} \in \dot{H}^{1} \), one can find that, for \( \eta = \min\{\gamma, \frac{d}{2} \} \)
and $\kappa = \min\{\gamma, \frac{d}{2} + \frac{1}{4}\}$,

\[
L_2 \leq C \left\| k \sum_{j=1}^{m} t_{m-j+1}^{2-n} \left\| A^{rac{1}{2}} P (F(\tilde{X}_{j}^{M,N}) - F(X_{j}^{M,N})) \right\|_{L^p(\Omega;\mathbb{R})} \right\|
\leq C \left\| \sum_{j=1}^{m} t_{m-j+1}^{2-n} \left\| \tilde{e}_{j}^{M,N} \right\|_1 \left( 1 + \left\| \tilde{X}_{j}^{M,N} \right\|_4^2 + \left\| X_{j}^{M,N} \right\|_4^2 \right) \right\|_{L^p(\Omega;\mathbb{R})}
\leq C \left( k \sum_{j=1}^{m} \tilde{e}_{j}^{M,N} \right)^{\frac{1}{2}} \left( k \sum_{j=1}^{m} t_{m-j+1}^{2-n} \left( 1 + \left\| \tilde{X}_{j}^{M,N} \right\|_4^2 + \left\| X_{j}^{M,N} \right\|_4^2 \right) \right)^{\frac{1}{2}}_{L^p(\Omega;\mathbb{R})}
\leq C \left( \sum_{j=1}^{m} \tilde{e}_{j}^{M,N} \right)^{\frac{1}{2}} L^p(\Omega;\mathbb{R}) \left( \sum_{j=1}^{m} t_{m-j+1}^{2-n} \left( 1 + \left\| \tilde{X}_{j}^{M,N} \right\|_4^2 + \left\| X_{j}^{M,N} \right\|_4^2 \right) \right)^{\frac{1}{2}}_{L^p(\Omega;\mathbb{R})}
\leq C(\lambda N^{-\frac{1}{2}} + k^{\frac{1}{2}}) \tag{5.38}
\]

Finally, inserting (5.36) and (5.38) into (5.35) shows (5.28) and finishes the proof. $\square$
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