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Abstract

In this paper, we present Retargetable AR—a novel AR framework that yields an AR experience that is aware of scene contexts set in various real environments, achieving natural interaction between the virtual and real worlds. To this end, we characterize scene contexts with relationships among objects in 3D space, not with coordinates transformations. A context assumed by an AR content and a context formed by a real environment where users experience AR are represented as abstract graph representations, i.e. scene graphs. From RGB-D streams, our framework generates a volumetric map in which geometric and semantic information of a scene are integrated. Moreover, using the semantic map, we abstract scene objects as oriented bounding boxes and estimate their orientations. With such a scene representation, our framework constructs, in an online fashion, a 3D scene graph characterizing the context of a real environment for AR. The correspondence between the constructed graph and an AR scene graph denoting the context of AR content provides a semantically registered content arrangement, which facilitates natural interaction between the virtual and real worlds. We performed extensive evaluations on our prototype system through quantitative evaluation of the performance of the oriented bounding box estimation, subjective evaluation of the AR content arrangement based on constructed 3D scene graphs, and an online AR demonstration. The results of these evaluations showed the effectiveness of our framework, demonstrating that it can provide a context-aware AR experience in a variety of real scenes.

Index Terms: Human-centered computing—Human computer interaction (HCI)—Interaction paradigms—Mixed / augmented reality; Artificial intelligence—Computer vision—Computer vision tasks—Scene understanding

1 INTRODUCTION

With the recent advances in computer vision and graphics technologies, natural fusion of the virtual and real worlds by Augmented Reality (AR) / Mixed Reality (MR) systems is reaching a practical level. To integrate virtual objects into real environments accurately and naturally, a deep understanding of physical environments becomes even more crucial for AR/MR systems.

In conventional approaches, scene understanding in AR has emphasized geometric and photometric registration between the virtual and real worlds [26, 57]. Geometric registration means that virtual content is displayed in a real environment without misalignments. For example, a virtual entity that is aligned on the ground without floating in the air or that is occluded by real objects gives users a more realistic impression. Photometric registration makes lighting and shading of virtual objects the same as the real ones, which facilitates the natural representation of virtual objects as well. Recently, the increased accuracy of camera tracking technology [4, 45], such as visual SLAM (Simultaneous Localization and Mapping), and lighting estimation [4, 42] has relaxed these registration problems, and it can be said that methods to resolve the difficulties have reached a more practical level [22, 35].

While such relaxation allows ubiquitous AR experiences in a range of settings from specially designed environments to ordinary scenes such as living rooms at home, the need for semantic registration to allow more realistic arrangements or interactions of virtual...
content in different real environments has been raised [30]. Semantic registration means that a defined context for virtual content is preserved and matched to that of a real AR scene as well. When an AR content developer designs an AR space including a virtual lamp placed on a table, for example, a semantically registered AR space requires placing a virtual light not on a detected plane in the scene, but on the recognized table. We focus on the understanding of the semantic information and propose a new AR framework that enables virtual content to interact with a real environment while being aware of its context.

Although object recognition techniques such as semantic segmentation and semantic mapping have been attracting more and more attention by the research community in order to understand real scenes deeply, there is little prior work in which AR applications were developed while being aware of rich semantic information. Commonly used SDKs (ARCore [35], ARKit [22], and MRTK [11]) for AR application development provide functions to arrange virtual objects or interact with virtual and real objects using geometry-based scene understanding. They detect planar regions in a scene from its measured geometric information and assign object categories such as walls, floors, and tables to them. Such an approach is capable of placing virtual objects onto detected regions. However, it is difficult to deal with interactions in more complex situations that require us to consider the contexts around objects, such as the relations among them, or to discriminate individual objects.

On the other hand, some conventional approaches have adopted coordinate sharing between a real space for an AR experience and a virtual space for content creation for context-aware AR [25][31][47]. The most fundamental approaches utilize AR markers [25] or image feature tracking [47]. Such methods set the poses of the virtual object in advance while considering how to present AR content at the time of clue detection. In this case, AR content designers create AR applications by understanding AR scene contexts based on geometric and semantic information of the scene instead of AR systems. Also, the recently proposed Visual Positioning System (VPS) [45] enables content authoring in large-scale scenes. However, these methods have difficulty in dealing with layout change of objects in the scenes, or unknown scenes such as the living rooms of individual users.

In this paper, we present Retargetable AR—a novel AR framework that yields a context-aware AR experience in various scenes based on scene contexts defined by AR content designers and enables natural interaction between the virtual and physical worlds. The essential feature of the framework is to represent the context of AR content as an abstract 3D scene graph, not as some specific coordinate transformation. The 3D scene graph symbolizes scene context in the form of a 3D directed graph. The 3D graph consists of nodes corresponding to individual objects and directed edges associated with relations between objects. Then, by matching the context of AR content with that of the real scene in the 3D scene graphs, we can achieve semantic-aware interactions using virtual content without specific scene coordinates. In addition, motivated by AR content like a virtual character who takes natural actions in a real environment as humans do (Fig. 1), our framework recognizes additional high-level semantics in real scenes and includes them in the node attributes, which contributes to natural AR representation with interactions.

To realize such an AR system, it is necessary to recognize not only geometric and semantic information of individual objects but also relations between objects in an online manner. Our framework rapidly constructs a 3D scene graph by adopting step-by-step scene abstraction. As shown in Fig. 2, our framework has a four-step structure: (1) dense 3D reconstruction and semantic information recognition for a scene, (2) abstraction of scene objects as oriented bounding boxes, (3) construction of a 3D scene graph representing the scene context, and (4) arranging virtual content in a variety of indoor scenes using 3D scene graphs.

At the first step of the framework, we generate a 3D semantic map (i.e., a 3D panoptic map with additional affordance information) for the scene geometry and semantic information representation. We used PanopticFusion [40] as a basis, with modifications for integrating multiple types of image recognition results from RGB-D data into the 3D map (Fig. 2(1)). The 3D semantic map has voxel-wise resolution and stores object recognition labels and high-level semantic information, like affordances for efficient processing of later steps and a natural interaction representation.

Next, we extract a 3D scene graph as a scene context from the 3D semantic map. To this end, considering computational efficiency, we abstract the individual objects from a voxel representation to oriented bounding boxes (OBBs) and estimate the orientations of OBBs from geometric heuristics and affordances (Fig. 2(2)). Then, by estimating experimentally defined spatial relations between each object, the system achieves connectivity of the graph (Fig. 2(3)).

The final step includes 3D scene graph comparison between the context-represented graph of the AR content and that of the real environment for an AR experience and obtains a context-aware content arrangement from the results (Fig. 2(4)). Our framework processes the four steps described above in an online fashion according to the RGB-D data input and incrementally updates the 3D semantic map and its corresponding 3D scene graph.

The proposed online framework is capable of recognizing individual objects in a real scene, their categories, and high-level semantic information and scene context as spatial relations, which will lead to the realization of rich AR representations in varied environments. As far as we know, our method achieves AR content arrangements
in various real environments based on the deep scene understanding by image-based object recognition and 3D scene graph generation, for the first time.

The contributions of this paper are as follows:

• We introduce a novel AR framework for context-aware virtual content arrangement in a variety of real environments. Our approach abstracts a scene as a graph representation and places contents in a context-aware way via a graph matching approach, without the need for a pre-defined environment.

• We introduce an online 3D scene graph construction method using a 3D semantic map based on image-based object recognition. Our method also includes an affordance detection module which makes object orientation estimation easier and allows virtual objects to interact with real environments more naturally.

• We experimentally demonstrate that our framework is capable of arranging content in a context-aware way to a variety of interior scenes which have different furniture layouts.

2 RELATED WORK

3D Scene Understanding via Semantic Mapping Semantic mapping reconstructs the 3D structure of a scene and recognizes its semantics simultaneously, which provides crucial clues for seamless connection between the virtual and physical spaces in an AR experience. With the great successes achieved by deep convolutional networks in recent years, some works have proposed achieving semantic 3D scene reconstruction by combining 2D semantic segmentation and Visual SLAM, and this approach has realized category-level 3D object recognition. Then, the simultaneous recognition of semantic categories and instances of 3D scene objects has been achieved by using, for example, an object-oriented map representation \(^{13,14,15}\), and a combination of image-based instance segmentation, a famous example of which is Mask R-CNN \(^{21}\), and Visual SLAM.

The most related semantic mapping system, PanopticFusion \(^{10}\) performed a panoptic segmentation task \(^{28}\) (i.e., recognizing scene objects at the level of stuff and things from RGB images) in 3D scenes and reconstructed 3D panoptic maps for the first time. This approach enables holistic scene understanding by integrating recognition results into 3D volumes. This work also demonstrates that geometric information and semantic information at the level of stuff and things of a real environment are useful in AR applications with virtual–real interactions, like a situation in which a virtual character locomotes on the floor and sits on chairs and sofas.

From the perspective of AR, Chen et al. \(^{9}\) have presented a context-aware AR framework with the idea of representing scene context based on dense 3D reconstruction and semantic understanding of scene materials. In contrast, we recognize not only the attributes of individual objects but also the relations between them as the scene context and achieve rich AR expressions with a deeper understanding of the holistic scene context.

AR/VR Experiences in Unknown Environments There are previous works to adapt and generate AR/VR experiences in unknown, different environments in real-time \(^{10,13,18,20,41,52}\). The closest work of our framework is FLARE \(^{18}\). FLARE generates an optimal layout for AR applications based on the planar geometry of scenes and given constraints. While FLARE focuses on generating simple layouts for AR contents based on geometric information, since our framework utilizes both geometric and semantic information, making it suitable for dealing with a more complex AR scenario/storytelling that is aware of the semantics of individual objects and their relationships. On the other hand, real-time VR systems like DreamWalker \(^{52}\), VRoamer \(^{10}\) provide continuous, immersive experiences in uncontrolled physical environments. These works are closely related to ours in terms of providing consistency-aware experiences across virtual-real worlds in real-time.

Scene Representation as Graph Abstract representations of scene contexts as graph or hierarchical structures based on semantic relations between objects or structures have been utilized in the computer vision and graphics communities due to their compactness and high applicability. In graphics, abstract representations of scene contexts as relation graph have often been used in the hierarchical analysis of indoor 3D scene models \(^{17}\), indoor scene synthesis based on various inputs like texts \(^{8}\), examples \(^{16}\), and generative models \(^{49}\).

In computer vision, the large-scale annotated dataset Visual Genome \(^{29}\) has been introduced in recent years, and has spurred research on scene graph generation tasks \(^{33,51}\) which enable deep understanding of real scenes from a single RGB image. Scene graphs are suitable for various vision tasks, such as image retrieval \(^{24}\), image generation \(^{23}\), visual question answering \(^{54}\), and image captioning \(^{53}\), and scene graph generation is a promising research topic that is attracting more and more attention in these communities. The closest works to our approach are recent 3D scene graph generation methods for indoor environments using RGB-D sensing data \(^{17,58}\).

Our framework, in terms of scalability and flexibility, we represent a scene context as a 3D scene graph, similarly to these methods. The graph is constructed in an online manner based on a 3D semantic map reconstructed from incoming RGB-D images of the real environment. To the best of our knowledge, this is the first AR framework based on a 3D scene graph generated online.

3 PROPOSED FRAMEWORK

The proposed framework takes in streams of RGB-D images from off-the-shelf scanners and generates a 3D semantic map from the images (Fig. 2). With a 3D scene graph constructed from the map and a scene graph characterizing the context of AR content defined by content designers, the framework outputs context-aware AR content arrangements according to a real environment. Diverse types of semantics (e.g., affordance, material, texture) could be considered as additional semantic information here. In this paper, we select affordance, which is closely related to interactions in real environments, as an additional semantic. Each module will be described in details in the following subsections.

3.1 Semantic Map Generation

3.1.1 Multi-label Integration Module

As shown in Fig. 3 we map a Truncated Signed Distance Function (TSDF) representing the scene geometry and object recognition results into 3D voxel spaces based on camera poses estimated from RGB-D data and depth values, the same as PanopticFusion \(^{40}\).
Weakly Supervised Affordance Detection (WSAD) [44] as an affordance detection approach for virtual content locomotion or interaction in the scenes. However, most of the open datasets with annotated affordance labels are mainly built for supporting robot manipulation in different scenes and are not matched with our purpose, like assisting interactions with virtual content in indoor scenes such as the living rooms of users. Therefore, inspired by the method [37] of Luddecke et al., we built an ADE20K Affordance dataset by converting the part labels of ADE20K [56] into affordance labels, assuming the indoor scene interactions shown in Fig. 4. We use the fully supervised setting of Weakly Supervised Affordance Detection (WSAD) [44] as an affordance detection head trained on the created dataset. The affordance detector is applied to RGB images in the input RGB-D streams and outputs pixel-wise affordance segmentation of these images. Note that the segmentation process is applied not on the whole image but on the cropped regions of interest using the bounding boxes estimated for individual objects by Mask R-CNN.

3.1.2 Affordance Detection Module
Recognizing affordances (i.e., interactions that real objects offer virtual contents) will contribute to natural interactions. In recent years, some learning-based methods that detect object affordances from RGB images via neural networks [15, 37, 44] have been proposed. However, most of the open datasets with annotated affordance labels are mainly built for supporting robot manipulation in different scenes and are not matched with our purpose, like assisting interactions with virtual content in indoor scenes such as the living rooms of users. Therefore, inspired by the method [37] of Luddecke et al., we built an ADE20K Affordance dataset by converting the part labels of ADE20K [56] into affordance labels, assuming the indoor scene interactions shown in Fig. 4. We use the fully supervised setting of Weakly Supervised Affordance Detection (WSAD) [44] as an affordance detection head trained on the created dataset. The affordance detector is applied to RGB images in the input RGB-D streams and outputs pixel-wise affordance segmentation of these images. Note that the segmentation process is applied not on the whole image but on the cropped regions of interest using the bounding boxes estimated for individual objects by Mask R-CNN.

3.2 Scene Object Abstraction
In general, dense reconstruction and labeling of scenes are desirable for virtual content locomotion or interaction in the scenes. However, with respect to comparing the real environments with the context assumed by the virtual content designers, it is not suitable to deal with the scene representation as dense voxels due to the processing complexity and computational cost involved. Also, to ensure the online performance of the framework, it is necessary to represent the scene context information in a more tractable way.

Here, taking the 3D scene graph construction process at the later step into account, we abstract individual object poses and positions as a lightweight 3D representation on the basis of the obtained map. In particular, separating the 3D structures per object, we estimate instances and parts level Oriented Bounding Boxes (OBBs). Since the semantic map has recognition labels for individual objects, as Fig. 5 shows, we can easily separate the 3D structure of each recognized instance from the map. Then we estimate OBBs for separated instances to abstract their positions, orientations, and sizes. The positions and sizes of OBBs are determined as minimum bounding boxes using center points and points extracted from meshes of separated instances. The orientations are estimated using geometric heuristics described later. The OBBs for the regions with affordance are also estimated and stored as parts separately with the instance ones. Our framework assumes that most of the objects in general indoor environments are standing upright, so that OBB instances are estimated as vertical axis-aligned (z-axis aligned) ones. An OBB corresponding to a part of an object does not employ this assumption.

We use several geometric heuristics to predict the orientations of the OBBs. First, we select the front and back axis of an OBB from its extension for each category. For instance, most of the furniture objects in an indoor scene, which we mainly focus on, are longer in the left/right direction than the front/back direction. In such a situation, it is appropriate to set an axis corresponding to the front and back to be perpendicular to the direction of the longer extension. In some categories, such as beds, we set it otherwise. Next, we utilize the observation that most of the recognized objects have more measured surfaces on the front side than the back. We determine the orientation of an OBB as the normal orientation of its surface that is closest to the major direction of normals for recognized objects.

For some categories, our framework is able to utilize affordance information to estimate the front side of an OBB more accurately. Specifically, the orientations of some objects that have sittable and leanable areas, such as chairs and sofas, are robustly and quickly estimated from the positions of the OBBs of those affordance labels. The OBB for sittable is usually located in front of the leanable one, and the direction to the sittable area, i.e., the seat area, from the leanable area, i.e., the backrest area, is always the same as the front orientation. We calculate the direction vector corresponding to the front orientation using the positions of sittable and leanable OBBs and set the orientation of an instance OBB as the normal orientation of its surface that is closest to the direction vector.

3.3 3D Scene Graph Construction
3.3.1 Graph Definition
To represent scene context, we introduce a 3D directed graph \( G = (V, E) \) that encodes recognized objects as nodes \( v_i \in V \), and one or more relations \( r(v_i, v_j) \in R \) between nodes as edges \( e_{ij} \in E \). The node \( v_i \) corresponds to an instance OBB described in Sect. 3.2 and holds diverse information concerning each object as attributes \( a_i \in A \). The attributes could include diverse information, such as color, size, and material, in addition to affordance, which our framework employs, depending on the assumed context for the AR content.
We adopt a geometric rule-based approach to extract spatial relations what situations of scenes, or contexts, are needed for the scenarios. Therefore, to achieve natural behaviors of AR contents in the real environment, it enables us to identify objects for AR in the 3D semantic map from the graph correspondences. Thus we can obtain the content placement in a context-aware way that satisfies the assumed context shown in G.'

3.3.2 Spatial Relations

The proposed framework utilizes the graph representation defined in Sect. 3.3.1 and extracts relations between nodes \( r(v_i, v_j) \in R \) as spatial relations between abstracted objects in real environments. We adopt a geometric rule-based approach to extract spatial relations using the compactly parameterized shape and pose of OBBs. These relations allow to efficiently construct a 3D scene graph. In particular, we extract spatial relations \( r(v_i, v_j) \) between the subject \( v_i \) and the object \( v_j \) as directed-relations \( r(O_s, O_o) \) derived from their OBBs \( O_s \) and \( O_o \).

Taking the online performance into account, we define the following fundamental spatial relations \( r(O_s, O_o) \) which just need relatively lightweight processing based on the ones proposed by Wang et al. [49] and Li et al. [32].

- **Directional Relation** (\( r_{dir} \)). Denotes the direction in which \( O_s \) is located relative to \( O_o \). As shown in Fig. 6(a), when the center point of \( O_s \) is placed in regions between lines defined by extensions of \( O_o \) in the horizontal plane (XY-plane), we represent relations according to the orientation of \( O_o \) as \( r_{dir}(O_s, O_o)_{dir} = \text{in front of, behind, on left, on right} \). \( d_{dist} \) here means an offset parameter for extending \( O_o \) and enlarging valid areas.

- **Distance Relation** (\( r_{dist} \)). Denotes the distance between \( O_s \) and \( O_o \). As shown in Fig. 6(b), when the distance between the centers of \( O_s \) and \( O_o \) on the line connecting the centers of \( O_s \) and \( O_o \) in the horizontal plane (XY-plane) is shorter than a defined threshold \( d_{dist} \), we represent the relations as \( r_{dist}(O_s, O_o)_{dist} = \text{near, adjacent} \). Note that distance relations are bidirectional; that is, \( r_{dist}(O_s, O_o) \) and \( r_{dist}(O_o, O_s) \) always works at the same time.

- **Support Relation** (\( r_{sup} \)). Denotes spatial relations on the vertical axis (z-axis) between \( O_s \) and \( O_o \). As shown in Fig. 6(c), the relations are defined by the distance between the support surface bounding box of \( O_s \) and top or bottom planes of \( O_o \) with threshold \( d_{sup} \) and represented as \( r_{sup}(O_s, O_o)_{sup} = \text{on, above, under} \). Here, the center of \( O_s \) is included in \( O_o \) in the horizontal plane. The support surface bounding box is specified per \( O_o \) to extract the support relations of each object pair. When the object corresponding to \( O_o \) has sittable or supportable areas, we use their OBBs as the support surface bounding boxes; otherwise we utilize \( O_o \) itself.

All relations \( r(O_s, O_o) \in R \) defined above are investigated for each pair of OBBs \( (O_s, O_o) \). If none of the relations are detected, the object pair does not have edges between them in the 3D scene graph.

3.4 Scene Graph-based Content Arrangement

**Content Description.** As described above, our framework represents the context of AR content as a scene graph, called an AR scene graph. Therefore, to achieve natural behaviors of AR contents in real scenes in which they are semantically registered to their AR scenarios, it is required for content designers to define in advance what situations of scenes, or contexts, are needed for the scenarios.

AR scene graphs are also configured as \( G' = (V', E') \) following the format defined in Sect. 3.3.1. In \( G' \), a virtual content is also represented as a node \( v'_v \in V' \) and is connected with other nodes via relations \( r_{act} \in R \) denoting their interactions. Suppose the AR context is defined as "A virtual character is sitting on a chair in front of which is a TV", as shown in Fig. 1. First of all, nodes for required components, "TV", "chair" and "virtual character" are added as \( v'_{O}, v'_{C1}, v'_{C2} \in V' \). Then we associate TV \( v'_{O} \) and chair \( v'_{C1} \) with front of \( (v'_{O}, v'_{C1}) \) as "A TV is in front of a chair" and connect an edge \( e'_{01} \in E' \). Finally, the virtual character \( v'_{C2} \) and chair \( v'_{C1} \) are associated with \( r_{act} = \text{sitting on} (v'_{C2}, v'_{C1}) \) and \( e'_{12} \) is created in \( G' \) for representing the situation that "virtual character" is "sitting on" a "chair". Our framework compares an AR scene graph \( G' \) defined in this manner with a real environment graph \( G \) constructed in Sect. 3.3.1 and outputs content arrangements regarding the results.

**Content Arrangement.** A 3D scene graph \( G \), representing a real AR environment in an abstract way, is incrementally updated according to the 3D semantic map update. Whenever \( G \) is updated, the content arrangement module compares the structure of \( G \) with AR scene graph \( G' \). For the comparison, we use graph \( G'' \) derived from \( G' \), which a node \( v'_{C} \) corresponding to a virtual content, and its connected edges with relation \( r_{act} \) are removed. When an obtained graph \( G \) for an AR scene includes \( G'' \), that is, the context-representing graph \( G'' \) becomes a subgraph of the scene graph \( G \) extracted from the real environment, it enables us to identify objects for AR in the 3D semantic map from the graph correspondences. Thus we can obtain the content placement in a context-aware way that satisfies the assumed context shown in \( G' \).

4 IMPLEMENTATION OF A PROTOTYPE SYSTEM

To verify the effectiveness of our framework, we constructed prototype system **Fig. 7** that consists of two PCs: (1) A PC for semantic map generation and 3D scene graph construction with the input RGB-D streams; (2) a PC for AR content arrangement with the semantic map and input 3D scene graph. RGB-D sequences are captured by off-the-shelf RGB-D sensors, in our case ASUS Xtion Pro Live, and camera poses are known or are estimated by Visual SLAM.

Here, we clarify the details of the settings for the learning in each recognition module included in the semantic map generation module. We used PSPNet [53] and Mask R-CNN [21] as head CNNs for 2D semantic and instance segmentation, the same as in the original Panoptic Fusion [40]. PSPNet was fine-tuned with ScanNet v2 [13] using pre-trained weights for ADE20K [56]. Mask R-CNN used different recognition categories for quantitative evaluation of the semantic mapping module and subjective evaluation by participants. For quantitative evaluation, it was fine-tuned with ScanNet v2 [13] using pre-trained weights for COCO [54]. In contrast, for subjective evaluation, we added \( v_{44} \) and \( v_{45} \) as additional categories to ScanNet’s 20 categories, for the purpose of enhancing the AR experience. To this end, we established and utilized the ScanNet20+2 dataset by extracting 4547 images including TVs and remote controls from COCO [34] and merged them with ScanNet’s 17161 images. The 80 categories of COCO were converted into ScanNet20+2 categories following **Table 1**. We used the same pre-trained weights and parameters for training described in the original paper [40].

As described above, we used the fully supervised settings of WSAD [44] as the affordance detection module and trained it on the ADE20K Affordance dataset we built by converting part labels of ADE20K [56] into affordance labels for indoor scenes. The ADE20K Affordance dataset consists of 3388 images (2980 training images, 408 test images). We extracted indoor scene images including one or more regions converted to the defined affordance labels according to **Table 2** and cropped them to 321×321 pixels according to an open implementation [44]. The parameters for training
were the same as the open implementation [44]. In the evaluations, we performed the whole process of the semantic map generation and 3D scene graph generation with a PC equipped with an Intel Core i7-7800X CPU running at 3.6GHz and two NVIDIA GeForce GTX1080Ti GPUs.

A generated semantic map and a 3D scene graph, together with RGB images and camera poses for AR, were sent in the form ROS messages to the PC for AR content arrangement via our modified rosbridge-based transmission module. After receiving the data from the PC for semantic map generation and 3D scene graph construction, the PC for AR content arrangement compared the AR scene graph with the 3D semantic graph to control the AR contents. In particular, we used built-in functions in Unity to animate the AR character and to navigate the character on the floor area of the semantic map. The PC for AR content arrangement was equipped with an Intel Core i7-7800X CPU running at 3.5GHz and an NVIDIA GeForce GTX1080 Ti GPU. This configuration example is the same as the one used in the qualitative evaluations and subjective evaluation described later.

5 EXPERIMENTS

5.1 Evaluation of Semantic Mapping

To evaluate the semantic mapping performance of our prototype system quantitatively, we performed experiments on both the 3D panoptic segmentation task and the affordance detection task with the system.

For the 3D panoptic segmentation task, we employed 3D panoptic quality (PQ) in the ScanNet dataset as a metric and compared our system with PanopticFusion [40] without CRF (Table 3). PQ is defined as the multiplication of recognition quality (RQ) and segmentation quality (RQ) [28]. Table 3 shows that there was little difference in the PQ/RQ/SQ scores between PanopticFusion and our system. Therefore, this shows that the proposed framework can integrate an additional recognition module such as an affordance detector without sacrificing its object recognition performance.

In the affordance detection task, we evaluated the affordance segmentation results with pixel accuracy and mean Intersection-over-Union (mIoU) on test images of the ADE20K Affordance dataset introduced in Sect. 4. The pixel accuracy for the overall image was 64.0 %, whereas the average score of classes turned out to be 44.4 %. These results reflected the fact that the regions with pushable, openable, and supportable labels, corresponding to parts such as buttons and knobs, were so small (Fig. 4) that they were more challenging to detect than others. Other labels, sittable, leanable, and supportable obtained good estimation results with accuracies over 60 %. Fig. 8 shows examples of detection results for affordance masks.

5.2 Evaluation of Scene Object Abstraction

We quantitatively evaluated the detection performance of OBBs using the Scan2CAD dataset [2] built for CAD model retrieval and alignment tasks. The Scan2CAD dataset contains information associating similar 3D CAD models of ShapeNet [7] with real scene 3D scans of ScanNet via 3D keypoint correspondences and also includes annotations for 3D OBBs of CAD models aligned with the scans.

Setting the annotations of 3D OBBs as the ground truth, we evaluated median orientation errors of the predicted OBBs and mIoU/precision/recall for True Positive detection results. In our evaluation process, panoptic and affordance labels were estimated online and mapped on the ground truth geometries of ScanNet, which yielded 3D semantic maps for 3D scene graph construction. To associate categories defined in Scan2CAD with those of Scan-
Net20+2 described in Sect. 4, we treated the display category of Scan2CAD as the TV category of ScanNet20+2, and excluded trash-bin/other, which do not have suitable counterpart categories, from the evaluation targets. In addition, we used z-axis aligned poses for the 3D OBB ground truth.

Table 3 shows median orientation errors of successfully detected OBBs. They were in the same category as the ground truth and had IoUs of 0.25/0.5 or more. The results confirmed that the proposed system could estimate the orientations of the OBBs with errors of several degrees for the majority of OBBs.

We defined True Positive OBBs as successfully detected OBBs with orientation errors of 20 degrees or less and calculated the TP IoU/precision/recall, as shown in Table 6. The results show that sofa was recognized particularly well. It suggests that the orientation estimation by the affordance and the large object size improved its detection performance.

Although the orientations of chair were similarly estimated by using the affordance, it can be inferred that due to the lack of shape information in some parts of the chair (Fig. 9 bottom-right), which resulted from incomplete scanning, its IoU decreased, resulting in a lower Recall rate. Both sofa and chair in particular showed better Precision rates, which means that their orientations were predicted more accurately by using affordances rather than other categories.

Figure 9 shows examples of detected OBBs in the ScanNet scenes.

5.3 Subjective Evaluation of Context-Aware Content Arrangement

To evaluate whether or not the proposed framework was able to obtain context-aware content arrangements using 3D scene graphs, we performed a subjective evaluation of AR content arrangements in various scenes.

First, we set an AR scene graph $G'$. Then, from RGB-D data and camera poses of the ScanNet dataset, we extracted a 3D semantic map and a 3D scene graph $G$ by using the prototype system. For a scene satisfying the AR scene graph $G'$, we placed AR content on 3D scans based on the comparison result of $G$ and $G'$, achieving a context-aware arrangement (CA). Apart from that arrangement procedure, we performed random arrangement (RA) of the AR content so that the categories of objects with which the virtual content interacted matched with those of $G'$. We presented the arrangement results in the same scene from the two approaches above for the AR scene graph $G'$ to participants. The participants gave subjective evaluations for the set context-awareness of the arrangement result by using a five-point Likert scale: from "strongly unexpressed" to "strongly expressed". As participants, we selected 12 people who did not have much knowledge of the proposed framework. Note that the participants were not informed of the ways of arranging contents for the two results, and the order of the presented contents was randomized.

Table 5 shows median orientation error in Scan2CAD dataset.

Table 6: Median orientation error in Scan2CAD dataset.

| Median orientation error [deg.] | chair | tv | sofa | tabl | avg |
|---------------------------------|-------|----|------|------|-----|
| Median orientation error [deg.] | 0.20  | 1.76 | 0.94 | 1.25 | 1.45 |

Figure 8: Examples of affordance detection results.

Figure 9: Examples of predicted OBBs with the ground truths. Blue and red boxes are ground truth and predicted OBBs, respectively. OBBs without explicit orientation are colored yellow. Color gradient (white to blue/red) means the forward direction of the OBBs.

Context A "A character is sitting on a chair in front of which is a TV." (Fig. 10 top)

Context B "A lamp is on a table to the left of a sofa." (Fig. 10 bottom)

To clarify contexts provided by $G'$, we presented the above text descriptions that describe a scene graph in natural language to participants, together with $G'$.

There were a total of 33 scenes in the ScanNet dataset satisfying the contexts above: 27 for Context A and 6 for Context B. For these scenes, we performed both CA by the prototype system and RA using the categories of interaction objects. The arrangement results were presented to the participants for evaluation.

In our experiments, we set the following two types of scene graphs as $G'$ (Fig. 10):

Context A "A character is sitting on a chair in front of which is a TV." (Fig. 10 top)

Context B "A lamp is on a table to the left of a sofa." (Fig. 10 bottom)
Figure 10: Contexts for subjective evaluation. Scene examples (left) and the scene graphs (right) representing the contexts were provided to subjects.

39% for Context A, 7% for B, and 33% for the whole. In addition, we performed the Wilcoxon Rank Sum Test for the CA/RA results and confirmed that both the results for each scene and the total showed statistically significant differences (p-values were less than 0.01). These findings verified that the CA, the context-aware content arrangement using the scene graph obtained by the proposed framework, was effective for expressing the contexts of AR contents in real environments.

Focusing on the evaluation of each scene, the CA achieved statistically significant evaluation (p-values were less than 0.05) in 19 scenes out of the total 33 and showed better degrees of expression than RA. In many of such scenes, as shown in lines 1, 2, 4, and 5 in Fig. 11 CA can express the scene contexts more appropriately than RA. However, there was no significant difference in some scenes where the AR scene graph could be included by selecting any object to be interacted with in the scenes, as shown in line 3 in Fig. 11.

5.4 Online Context-Aware AR Demonstration

We conducted experiments to demonstrate that our prototype system was capable of achieving an AR application in various indoor spaces depending on defined contexts. In these demonstrations, we set the two contexts described in Fig. 13 in advance and verified whether each AR context could be expressed in three different real scenes. Here, by applying Context 2 after Context 1 is expressed in the scenes, we expressed a series of interactions of a virtual character: a character “pushes a remote control on a table” to turn on the TV and then “sits on a chair in front of which is a TV” to watch the TV. As real environments, we employed an open space scene, a meeting room scene, and a living room scene with a TV, a table, a remote control and a chair. Note that our prototype system works without using absolute coordinates, and since it arranges AR contents based on the recognized 3D semantic map and scene graph, the AR program for the experiment did not need any setting change at all in each scene.

Fig. 14 shows the online AR demonstrations in each scene (see the supplementary video for the details of each scene). These demonstrations confirmed that, in each of the scenes, the proposed framework could recognize individual objects and their affordances, and spatial relations between objects in an online fashion. In addition, they showed that the framework could obtain context-aware content arrangements based on the recognition results. Fig. 15 illustrates the scene graph recognized in the open space scene and its relationship between Context 1 and Context 2. Table 7 shows the runtime analysis for each component of the proposed framework in executing the AR application in the open space scene.

With this experiment, we demonstrated that the proposed method is capable of achieving AR expressions in various physical environments, according to the set contexts, and expressing a series of actions by switching the contexts. We consider that the proposed framework will enable more storytelling, space-adaptive AR applications that go beyond conventional AR applications, like virtual contents appearing in the space randomly.

6 Conclusions

In this work, we have presented Retargetable AR, a novel online AR framework that produces AR experiences facilitating natural interaction between virtual and real worlds according to the pre-set context of AR contents. To express the scene context, the Retargetable AR generates a 3D semantic map in which geometric and semantic information densely reconstructed and labeled from RGB-D data scanned in the scene is integrated, and constructs a 3D scene graph based on spatial relations between objects in an online manner. Then it compares the context-representing graph with the AR scene graph corresponding to the context of the AR content as the 3D scene graph is updated and obtains the correspondences between graph nodes, achieving context-aware content arrangements in various scenes. The performance and effectiveness of the Retargetable AR were extensively verified through quantitative evaluations of the semantic map and its predicted 3D OBBs, subjective evaluation of the content arrangement results, and online context-aware AR demonstrations in real environments. To the best of our knowledge, the proposed approach is the first that considers the semantic registration between the virtual world and the physical world via dense semantic scene understanding, providing an AR experience with natural and realistic
we present context-aware AR in static scenes, it is desirable to reflect the intention of the creators in AR applications more accurately and variously. In addition, the development of authoring tools that will enable us to easily and efficiently generate or develop AR applications that use such attributes or relations for representing contexts is desirable in the future.

The Retargetable AR employed geometric heuristics to estimate the orientations of objects. However, it is too difficult to accurately estimate them by using heuristics because the objects have a wide variety of geometries, even those of the same category. We showed examples in which the combination of semantic information, such as affordance, and the geometric information enabled accurate orientation prediction (e.g., chair; sofa). As another approach to address this problem, we believe that further improvement of a category-level 6DoF object pose estimation method [45] using deep neural networks could contribute to solving this problem. Moreover, it is necessary to explore reasonable ways of disentangling the ambiguity of the orientation of symmetric objects and their directional relationships. (E.g., what is a suitable way to define or estimate the orientations of L-shaped sofas and round tables, and what kind of directional relations should be used for expressing their contexts?)

How to create an AR application with an AR scene graph in a more efficient way or how to scale the graph definition to express various kinds of contexts are also major issues to be addressed. In this paper, we recognize affordance as an additional attribute of an object, extracted nine kinds of spatial relations, and then defined AR scene graphs by hand based on them to create AR applications. However, the introduced spatial relations, of course, have limited ability to express contexts, and thus more research is needed to explore more suitable relations, attributes and representations for reflecting the intention of the creators in AR applications more accurately and variously. In addition, the development of authoring tools that will enable us to easily and efficiently generate or develop AR applications that use such attributes or relations for representing contexts is desirable in the future.

**Table 7: Run-time analysis of our prototype system running in the open space.**

| Frequency | Component          | time         |
|-----------|--------------------|--------------|
| Every RGB-D frames | TSDF integration 103 ms |
| Every Mask R-CNN frames | PSPNet 124 ms |
| Affordance detection | 266 ms |
| Panoptic label integration | 492 ms |
| Affordance label integration | 58 ms |
| Mask R-CNN 56 ms |
| Panoptic label tracking 6 ms |
| Probability integration ~1 ms |
| Every 1 sec. | Mesh extraction 14 ms |
| Scene object abstraction | 173 ms |
| Scene graph construction | ~2 ms |

**Figures:**
- Figure 12: Evaluation scores from subjects for each context and overall, in context-aware and random arrangements.
- Figure 13: Contexts for online AR demonstration.
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