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Abstract

We give a necessary and sufficient quantitative geometric condition for an unbounded set $A \subset \mathbb{R}^n$ to have the following property with a given $c > 0$: For every $\varepsilon \geq 0$ and for every map $f : A \to \mathbb{R}^n$ such that $|fx - fy| - |x - y| \leq \varepsilon$ for all $x, y \in A$, there is an isometry $T : A \to \mathbb{R}^n$ such that $|Tx - fx| \leq c \varepsilon$ for all $x \in A$.
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1 Introduction

1.1. Nearisometries. Let $E$ and $F$ be real Hilbert spaces and let $A \subset E$. A map $f : A \to F$ is said to be a nearisometry if there is $\varepsilon \geq 0$ such that $|fx - fy| - |x - y| \leq \varepsilon$ for all $x, y \in A$. More precisely, such a map is an $\varepsilon$-nearisometry. In the literature, the $\varepsilon$-nearisometries are often called $\varepsilon$-isometries.

We study the stability question: How well can an $\varepsilon$-nearisometry be approximated by a true isometry? The following fundamental result was proved by D.H. Hyers and S.M. Ulam [HU] in 1945: If $f : E \to F$ is a surjective $\varepsilon$-nearisometry, then there is a surjective isometry $T : E \to F$ with

$$d(T, f) = \sup\{|Tx - fx| : x \in E\} \leq 10\varepsilon.$$
The bound $10\varepsilon$ has later been improved to $\sqrt{2}\varepsilon$; see \cite[1.2]{Se}. For a Banach space version, see \cite[15.2]{BL}. In the case $E = F = \mathbb{R}^n$ the result holds without the surjectivity condition, as proved by R. Bhatia and P. Semrl \cite[Th.1]{BS}. A survey of nearisometries is given in \cite{Va2}.

The case where $A \subset E = F = \mathbb{R}^n$ has been studied in \cite{ATV} and in \cite{Va1}. For $c > 0$ we say that a set $A \subset \mathbb{R}^n$ has the $c$-isometric approximation property, abbreviated $c$-IAP, if for each $\varepsilon \geq 0$ and for each $\varepsilon$-nearisometry $f: A \to \mathbb{R}^n$ there is an isometry $T: \mathbb{R}^n \to \mathbb{R}^n$ such that

$$d(T, f) = \sup\{|T x - fx| : x \in A\} \leq c\varepsilon.$$ 

If $A$ has the $c$-IAP and contains at least two points, then clearly $c \geq 1/2$.

The whole space $\mathbb{R}^n$ has the $\sqrt{2}$-IAP. In \cite[2.5]{Va1} we gave a quantitative geometric characterization for bounded subsets of $\mathbb{R}^n$ with the $c$-IAP in terms of the so-called $c$-solar systems. For sets without isolated points, it can be expressed in the following simple form. For a unit vector $u \in \mathbb{R}^n$ let $\pi_u: \mathbb{R}^n \to \mathbb{R}$ be the projection $\pi_u x = x \cdot u$. The thickness of a bounded set $A \subset \mathbb{R}^n$ is the number

$$\theta(A) = \inf\{d(\pi_u A) : |u| = 1\},$$

where $d$ denotes diameter. Then $A$ has the $c$-IAP if and only if $\theta(A) \geq d(A)/c'$, where $c$ and $c'$ depend only on each other and on $n$. In particular, a ball has the $c$-IAP with $c = c(n)$; this was essentially proved by F. John \cite{Jo} already in 1961. From a recent result of E. Matoušková \cite[4.1]{Ma} it follows that $c(n)$ cannot be chosen to be independent of $n$.

The motivation for the present paper was to find a characterization for the unbounded subsets of $\mathbb{R}^n$ with the $c$-IAP. It turns out that the answer is simpler than in the case of bounded sets, and it is given in \cite[2.3]{Va}. We associate to each unbounded set $A \subset \mathbb{R}^n$ a number $\mu(A) \in [0, 1]$ and show that if $A$ has the $c$-IAP, then $\mu(A) \geq 1/c' > 0$ with $c' = 17c$. Conversely, if $\mu(A) \geq 1/c'$, then $A$ has the $c$-IAP with $c = \sqrt{2}c'$. The constant $\sqrt{2}$ is the best possible.

Contrary to the bounded case, these estimates do not depend on the dimension $n$. In fact, several arguments are valid in arbitrary Hilbert spaces, but the most satisfactory formulation is obtained in the euclidean $n$-space $\mathbb{R}^n$.

1.2. **Summary of the paper.** We start by introducing in Section 2 the number $\mu(A)$ and other auxiliary concepts needed in the proof. We can then state the main theorem \cite[2.3]{Va} and various related remarks. In Section 3 we show that $c$-IAP implies the property $\mu(A) \geq 1/c'$. The converse is proved in Section 4, where we give a more general result valid for all Hilbert spaces, which may have independent interest. In Section 5 we give a short elementary proof and an improvement of the original Hyers-Ulam theorem. A remark on the Banach space case is given in Section 6.

2 **Formulation of the main result**
2.1. Notation. Let $E$ be a real Hilbert space. We let $x \cdot y$ denote the inner product of vectors $x, y \in E$, and the norm of $x$ is $|x| = \sqrt{x \cdot x}$. Open and closed balls with center $x$ and radius $r$ are written as $B(x, r)$ and $\bar{B}(x, r)$, respectively, and we abbreviate $B(r) = B(0, r)$, $\bar{B}(r) = \bar{B}(0, r)$. The unit sphere is $S(1) = \partial B(1)$. The diameter of a set $A \subset E$ is $d(A)$, and the distance between nonempty sets $A, B \subset E$ is $d(A, B)$. The standard basis of $\mathbb{R}^n$ is $e_1, \ldots, e_n$. The central projection $p: E \setminus \{0\} \rightarrow S(1)$ is defined by $px = x/|x|$. An expression like $ab/cde$ means $(ab)/(cde)$. To simplify expressions we often omit parentheses writing $fx = f(x)$ etc.

2.2. Definitions. Let $A \subset E$ be an unbounded set and let $u \in E$ be a unit vector. We say that a sequence $(x_j)$ in $A$ converges directionally to $u$ if $|x_j| \to \infty$ and $px_j \to u$. A unit vector $u$ is a cluster direction of $A$ if there is a sequence in $A$ converging directionally to $u$. We let $cdA$ denote the set of all cluster directions of $A$. Equivalently,

$$cdA = \bigcap\{clp[A \setminus B(R)] : R > 0\}.$$ 

Obviously $cd(A + b) = cdA$ for each $b \in E$. If $\dim E < \infty$, the set $cdA$ is compact and nonempty.

Let $X \subset S(1)$. For $e \in S(1)$ we set

$$\sigma(e, X) = \sup\{|u \cdot e| : u \in X\}, \quad \mu_1(X) = \inf\{\sigma(e, X) : |e| = 1\}$$

with the convention $\mu_1(\emptyset) = 0$. Thus $\mu_1(X)$ is small if and only if $X$ lies in a narrow neighborhood of a hyperplane through the origin. In fact, $\mu_1(X) = \theta(X \cup (-X))/2$.

For an unbounded set $A \subset E$ we set

$$\mu(A) = \mu_1(cdA).$$

For alternative definitions of $\mu(A)$ for $A \subset \mathbb{R}^n$, see 2.7.

We can now state the main result of the paper:

2.3. Main theorem. For an unbounded set $A \subset \mathbb{R}^n$, the following conditions are quantitatively equivalent:

1. $A$ has the c-IAP.
2. $\mu(A) \geq 1/c'$.

More precisely, (1) implies (2) with $c' = 17c$, and (2) implies (1) with $c = \sqrt{2}c'$. The constant $\sqrt{2}$ is the best possible.

Part (1) $\Rightarrow$ (2) will be proved in Section 3, and the converse part in Section 4. Observe that the bounds in 2.3 do not depend on $n$. 
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2.4. Remarks. 1. Always 0 ≤ μ(A) ≤ 1.
2. The number μ(A) is invariant under translations: μ(A + b) = μ(A) for each b ∈ ℝn.
3. If A ⊂ A′, then μ(A) ≤ μ(A′).
4. If A contains a half space, then μ(A) = 1.
5. For e ∈ S(1) and 0 ≤ α ≤ π/2, let C(e, α) be the cone \{x ∈ E : x · e ≥ |x| \cos α\}. Then μ(C(e, α)) = sin α.
6. Since μ(ℝn) = 1, the Bhatia-ˇSemrl result mentioned in 1.1 follows from 2.3 as a corollary.

2.5. Sharpness. The bound c = \sqrt{2}c′ in 2.3 is the best possible. In fact, for each n there is a 1-nearisometry f : ℝn → ℝn such that d(T, f) is at least the Jung constant J(ℝn) = \sqrt{2π/(n + 1)} of ℝn for every isometry T : ℝn → ℝn; see [11]. Hence the whole space ℝn does not have the c-IAP for any c < J(ℝn). Since μ(ℝn) = 1, the number \sqrt{2} cannot be replaced by any smaller universal constant.

On the other hand, the bound 17c is presumably far from optimal. We get a lower estimate for this bound by considering the set A = ℝ, which has the 1-IAP in ℝ. Since μ(A) = 1, Theorem 2.3 is not true if the number 17 is replaced by any universal constant less than 1.

2.6. Uniqueness. Suppose that A ⊂ ℝn is an unbounded set with the c-IAP. If f : A → ℝn is an ε-nearisometry, then the isometry T with d(T, f) ≤ cε given by the c-IAP is uniquely determined up to translation. To prove this, it suffices to show that there is at most one linear isometry U : ℝn → ℝn with d(U, f) ≤ K < ∞. Assume that U and U′ are such maps. Let e ∈ cd A. Since μ(A) > 0, the set cd A spans ℝn. Hence it suffices to show that Ue = U′e.

Choose a sequence (xj) in A converging directionally to e. Since |Ux - U′x| ≤ 2K for all x ∈ A, we get |U(pxj) - U′(pxj)| ≤ 2K/|xj|. Letting j → ∞ yields Ue - U′e = 0 as desired.

2.7. Alternative definitions for μ(A). The following considerations may clarify the meaning of μ(A), but they are not actually needed in the paper.

Let E be a Hilbert space, let e ∈ E be a unit vector, and let 0 ≤ α ≤ π/2. We let D(e, α) denote the open double cone with axis span e, vertex 0 and central angle α:

\[ D(e, α) = \{x ∈ ℝn : |x · e| > |x| \cos α\} = \bigcup \{B(te, |t| \sin α) : t ∈ ℝ\}. \]

For an unbounded set A ⊂ E we write

\[ \varphi(A) = \sup \{\alpha : A ∩ D(e, α) \text{ is bounded for some } e ∈ S(1)\} \]
\[ \tau(A) = \sup \liminf_{|e|=1} \frac{d(te, A)/|t|}{|t| \to ∞} \]
2.8. Proposition. Always \( \tau(A) = \sin \varphi(A) \), \( \mu(A) \leq \cos \varphi(A) \). If \( \text{dim } E < \infty \), then \( \mu(A) = \cos \varphi(A) = \sqrt{1 - \tau(A)^2} \).

We omit the easy proof. The inequality \( \mu(A) \geq \cos \varphi(A) \) for \( E = \mathbb{R}^n \) follows from [3] below.

3 Proof for \((1) \Rightarrow (2)\)

To obtain the part \((1) \Rightarrow (2)\) of [3], we define an auxiliary map and prove several lemmas.

3.1. Lemma. Suppose that \( L \subset \mathbb{R}^n \) is a linear subspace, and let \( P: \mathbb{R}^n \rightarrow L \) and \( P': \mathbb{R}^n \rightarrow L^\perp \) be the orthogonal projections. Suppose also that \( A \subset \mathbb{R}^n \) is an unbounded set such that \( |P'u| < q \leq 1 \) for all \( u \in \text{cd } A \). Then the set \( A \cap \{ x : |P'x| \geq q|x| \} \) is bounded.

Proof. If the lemma is false, there is a sequence \((x_j)\) in \( A \) converging directionally to \( u \in \text{cd } A \) such that \( |P'x_j| \geq q|x_j| \) for all \( j \). Dividing by \( |x_j| \) and letting \( j \rightarrow \infty \) yields \( |P'u| \geq q \), a contradiction. \( \square \)

3.2. Remarks. 1. The bounded set in [3.1] can also be written as \( A \cap \{ x : |P'x| \geq r|Px| \} \), where \( r = q/\sqrt{1 - q^2} \).

2. Lemma [3.1] does not hold in infinite-dimensional Hilbert spaces, because an unbounded set need not have any cluster directions. This is the main reason why we consider in this section only the case \( E = \mathbb{R}^n \).

3.3. An auxiliary map. In [3.3 3.1] we assume that \( n \geq 2 \) and write \( \mathbb{R}^n = \mathbb{R}^{n-1} \times \mathbb{R} \). Given a number \( M \geq 1 \) we define a map \( g: \mathbb{R}^n \rightarrow \mathbb{R}^n \) by

\[
g(x, t) = \begin{cases} (x, t + \sqrt{|x|}) & \text{for } |x| \leq M, \\ (x, t + \sqrt{M}) & \text{for } |x| \geq M. \end{cases}
\]

We want to show that \( g \) is a 1-nearisometry in a certain set. For that purpose, let \( z = (x, t), \ z' = (x', t') \in \mathbb{R}^n \). Set

\[
d = |z' - z|, \ D = |gz' - gz|, \ h = |x' - x|.
\]

3.4. Lemma. If \( |x| \leq |x'| \leq M, \ r = 1/8\sqrt{M}, \ |t| \leq r|x'| \) and \( |t'| \leq 3r|x'| \), then \( |D - d| \leq 1 \).

Proof. A direct computation gives \( D^2 = d^2 + a \), where

\[
a = |x| + |x'| - 2\sqrt{|x||x'|} + 2(t' - t)(\sqrt{|x'|} - \sqrt{|x|}).
\]

Since \( |x| \leq |x'| \) and

\[
|\sqrt{|x'|} - \sqrt{|x|}| = \frac{|x' - x|}{\sqrt{|x'|^2 + \sqrt{|x|}}} \leq \frac{h}{\sqrt{|x'|}},
\]

we have

\[
d = |z' - z| \geq |x| - |x'| \geq \frac{h}{\sqrt{|x'|}}.
\]

Since \( D < |D - d| \) holds, we have

\[
D^2 = d^2 + a \leq d^2 + (|x| + |x'| - 2\sqrt{|x||x'|} + 2(t' - t)(\sqrt{|x'|} - \sqrt{|x|})) \leq d^2 + a + (|x| + |x'| - 2\sqrt{|x||x'|} + 2(t' - t)(\sqrt{|x'|} - \sqrt{|x|})) = d^2 + (|x| + |x'| - 2\sqrt{|x||x'|} + 2(t' - t)(\sqrt{|x'|} - \sqrt{|x|})) = D^2,
\]
we get
\[ a \leq |x'| - |x| + 2(|t'| + |t|)h/\sqrt{|x'|} \leq h + 8rh\sqrt{M} = 2h. \]

Furthermore,
\[ a \geq -2(|t'| + |t|)(\sqrt{|x'|} - \sqrt{|x|}) \geq -h, \]
and hence |a| \leq 2h. Since \( D \geq h \) and \( d \geq h \), this implies that
\[ |D - d| = \frac{|D^2 - d^2|}{D + d} \leq \frac{|a|}{2h} \leq 1. \]

**3.5. Notation.** For \( r \geq 0 \) we set
\[ A_r = \{(x, t) \in \mathbb{R}^n : |t| \leq r|x|\}. \]

Thus \( A_r = \mathbb{R}^n \setminus D(e_n, \alpha) \), where \( D(e_n, \alpha) \) is the double cone defined in 2.7 and \( \cot \alpha = r \). Setting \( q = r/\sqrt{1 + r^2} \) we can also write
\[ (3.6) \quad A_r = \{z \in \mathbb{R}^n : |z \cdot e_n| \leq q|z|\}. \]

Observe that \( r = q/\sqrt{1 - q^2} \).

**3.7. Lemma.** Suppose that \( M > 0 \) and that \( x, x' \in \mathbb{R}^n \) with \( |x| < M, |x'| > M \). Let \( x'' \) be the point of the line segment \([x, x']\) with \(|x''| = M\). Then
\[ |x'| |x - x''| \leq 2M|x - x'|. \]

**Proof.** Set \( s = |x'| |x - x''|/|x - x'|. \) We consider three cases.

Case 1. \(|x'| \leq 2M\). Since \( |x - x''| \leq |x - x'| \), we have \( s \leq |x'| \leq 2M \).

Case 2. \(|x'| \leq |x - x'| \). Now \( s \leq |x - x''| \leq |x| + |x''| \leq 2M \).

Case 3. \(|x'| \geq 2M \) and \(|x - x'| \leq |x'| \). Since \( |x'' - x'| \geq |x'| - M \), we have \(|x - x''| = |x - x'| - |x'' - x'| \leq M \). Thus
\[ s \leq \frac{M |x'|}{|x'| - |x|} = \frac{M}{1 - |x|/|x'|} \leq 2M. \]

**3.8. Lemma.** Suppose that \( M \geq 1 \) and that \( r = 1/8\sqrt{M} \). Then the map \( g|A_r \) is a 1-nearisometry.

**Proof.** Let \( z = (x, t), z' = (x', t') \in A_r \) with \(|x| \leq |x'| \), and let \( d \) and \( D \) be as in 3.3. We must show that \(|D - d| \leq 1 \). If \(|x'| \leq M \), this follows from 3.4. If \(|x| \geq M \), then \(|D - d| = 0 \). It remains to consider the case \(|x| \leq M \leq |x'| \).

There is a point \( z'' = (x'', t'') \) of the line segment \([z, z']\) with \(|x''| = M \). Since \(|t| \leq r|x| \leq rM \), we obtain by 3.7
\[ |t'| = \left| \frac{x' - x''}{|x'|} t' + \frac{x - x''}{|x'|} t' \right| \leq Mr + 2Mr = 3r|x'|. \]
Hence $|gz'' - g| \leq |z'' - z| + 1$ by 3.2. Consequently,

$$D \leq |gz' - g| + |gz'' - g| \leq |z' - z''| + |z'' - z| + 1 = d + 1.$$  

It remains to show that $D \geq d - 1$. Computing as in 3.4 we get $D^2 = d^2 + a$ where

$$a \geq 2(t'-t)(\sqrt{M} - \sqrt{|x|}) \geq -2r(|x'| + |x|)(\sqrt{M} - \sqrt{|x|}).$$

Arguing as in 3.4 we see that it suffices to show that $a \geq -2h = -2|x' - x|$. We show that $a \geq -h$.

Case 1. $M \leq h$. Now $|x'| + |x| \leq |x' - x| + 2|x| \leq h + 2M \leq 3h$, and hence

$$a \geq -2r \cdot 3h\sqrt{M} = -6rh/8r \geq -h.$$

Case 2. $M \geq h$. Now $|x'| + |x| \leq h + 2M \leq 3M$. Since $M - |x| \leq h$, we get

$$a \geq -6rM \frac{M - |x|}{\sqrt{M} + \sqrt{|x|}} \geq -6rh\sqrt{M} = -6h/8 \geq -h. \quad \square$$

3.9. Notation We fix a number $\lambda$, $0 < \lambda \leq 1$; later we let $\lambda \to 0$. Let $r$ be as in 3.8 and set $A'(r, \lambda) = A_r \cup B(\lambda)$. Define $f : A'(r, \lambda) \to R^n$ by

$$fx = \begin{cases} gx & \text{for } x \in A_r, \\ 0 & \text{for } x \in B(\lambda) \setminus A_r. \end{cases}$$

3.10. Lemma. The map $f : A'(r, \lambda) \to R^n$ is a $(1 + \lambda)$-nearisometry.

Proof. Let $z, z' \in A'(r, \lambda)$ and set $d = |z' - z|$, $D = |fz' - fz|$. If $z, z' \in A_r$, then $|D - d| \leq 1$ by 3.8. If $z, z' \in B(\lambda) \setminus A_r$, then $|D - d| = d \leq 2\lambda \leq 1 + \lambda$. Finally, let $z \in B(\lambda) \setminus A_r$, $z' \in A_r$. Since $f|A_r$ is a 1-nearisometry by 3.8 and since $f(0) = 0$, we have $|fz' - |z'|| \leq 1$, and hence

$$|D - d| = ||fz' - |z'||| \leq 1 + |z| \leq 1 + \lambda. \quad \square$$

3.11. Lemma. Let $f : A'(r, \lambda) \to R^n$ be as in 3.9, let $A \subset A'(r, \lambda)$ be unbounded, and let $T : R^n \to R^n$ be a linear isometry with $d(T, f|A) < \infty$. Then $T|cdA = id$.

Proof. Let $u \in cdA$. Set $K = d(T, f|A)$ and choose a sequence $(z_j)$ in $A$ such that $|z_j| \to \infty$ and $u_j = pz_j \to u$. For large $j$ we have $fz_j = z_j + w$ with $w = \sqrt{M}e_n$. Then $|Tz_j - z_j - w| \leq K$, and hence

$$|Tu_j - u_j - w/|z_j|| \leq K/|z_j|.$$ 

As $j \to \infty$, this implies $Tu = u. \quad \square$ 

We turn to the proof of part (1) $\Rightarrow$ (2) of Theorem 2.3.
3.12. Theorem. If \( A \subset \mathbb{R}^n \) is an unbounded set with the c-IAP, then \( \mu(A) \geq 1/17c \).

Proof. The theorem is trivially true for \( n = 1 \), since then \( \mu(A) = 1 \) for each unbounded set \( A \subset \mathbb{R} \). Assume that \( n \geq 2 \). Set \( X = \text{cd} A \) and \( L = \text{span} X \). We first show that \( L = \mathbb{R}^n \). Assume that \( L \neq \mathbb{R}^n \). We may assume that \( L \subset \mathbb{R}^{n-1} \).

Let \( P: \mathbb{R}^n \to L \) and \( P': \mathbb{R}^n \to L^\perp \) be the orthogonal projections. Set \( M = 25c^2 \) and \( r = 1/8\sqrt{M} = 1/40c \). The set \( Q = \{ x \in A : |P'x| > r|Px| \} \) is bounded by [3.1]. Choose a number \( R > 0 \) with \( Q \subset \bar{B}(R) \). Since the property c-IAP is a similarity invariant by [Val], 3.1, we may replace \( A \) by \( A/R \) and thus assume that \( Q \subset \bar{B}(1) \).

Choose \( z \in A \) with \( |Pz| \geq M \). Write \( P'z = te \) with \( t \geq 0 \), \( |e| = 1 \). Using an auxiliary orthogonal map keeping \( L \) fixed we may assume that \( e = e_n \). Then \( z = x + te_n \) with \( x = Pz \in \mathbb{R}^{n-1} \).

Let \( f: A'(r, 1) \to \mathbb{R}^n \) be as in [3.9]. By [3.10] this map is a 2-nearisometry. Since \( A \subset A'(r, 1) \) and since \( A \) has the c-IAP, there is an isometry \( T: \mathbb{R}^n \to \mathbb{R}^n \) with \( d(T, f[A]) \leq 2c \). Since \( f(0) = 0 \), there is a linear isometry \( U: \mathbb{R}^n \to \mathbb{R}^n \) with \( d(U, f[A]) \leq 4c \). By [3.11] we have \( |U|L = \text{id} \).

\[
Uz = U(x + te_n) = x + tUe_n, \quad fz = x + (t + \sqrt{M})e_n,
\]
we obtain

\[
4c \geq |fz - Uz| = |(t + \sqrt{M})e_n - tUe_n| \geq |(t + \sqrt{M})e_n| - |tUe_n| = \sqrt{M} = 5c,
\]
a contradiction. We have proved that span \( X = \mathbb{R}^n \).

Set \( q = 1/17c \) and \( r = q/\sqrt{1 - q^2} \). Since \( c \geq 1/2 \) (see [1.1]), we have \( r \leq 1/8 \) and \( M = 1/64r^2 \geq 1 \). Assume that \( \mu(A) < q \). Choose \( e \in S(1) \) such that \( |u \cdot e| \leq q \) for all \( u \in X \). We may assume that \( e = e_n \). By [3.1] and [3.2.1], the set \( A \setminus A_c \) is bounded; say \( A \setminus A_c \subset \bar{B}(R) \). Arguing as above, we may replace \( A \) by \( \lambda A/R \); then \( A \setminus A_c \subset \bar{B}(\lambda) \). Define the \((1 + \lambda)\)-nearisometry \( f: A'(r, \lambda) \to \mathbb{R}^n \) as in [3.9]. As above, there is a linear isometry \( U: \mathbb{R}^n \to \mathbb{R}^n \) with \( d(U, f[A]) \leq 2c(1 + \lambda) \). Since span \( X = \mathbb{R}^n \), we have \( U = \text{id} \) by [3.11].

Choose a point \( z = (x, t) \in A \) with \( |x| \geq M \). By the definition 3.3 of \( g \), we have \( |fz - z| = |gz - z| = \sqrt{M} = 1/8r \). On the other hand, \( |fz - Uz| \leq 2c(1 + \lambda) \). Hence \( 2c(1 + \lambda) \geq 1/8r \). As \( \lambda \to 0 \), this yields \( r \geq 1/16c \). Since \( r \leq 1/8 \), this implies that \( q = r/\sqrt{1 + r^2} \geq 1/2\sqrt{65} > 1/17c \), a contradiction. \( \square \)

4 Proof for \((2) \Rightarrow (1)\)

4.1. Outline of the proof. We consider the more general problem where \( E \) and \( F \) are arbitrary Hilbert spaces and \( A \) is an unbounded subset of \( E \) with \( \mu(A) \geq 1/c' \). Suppose that \( f: A \to F \) is an \( \varepsilon \)-nearisometry. We shall show that there is an isometry \( T: E \to F \) such that \( d(T, Pf) \leq \sqrt{2\varepsilon} \) where \( P \) is the orthogonal projection of \( F \) onto \( TE \). The part \((2) \Rightarrow (1)\) of [2.3] is then an immediate corollary.
We normalize the situation by the conditions $0 \in A$ and $f(0) = 0$. Set $X = \text{cd} A$. We define a map $\varphi : X \to S(1) = S_F(1)$ as follows. Let $u \in X$. Choose a sequence $(x_j)$ in $A$ converging directionally to $u$. We show that the sequence $(p f x_j)$ converges to a point $u' \in S(1)$ and that $u'$ is independent of the choice of the sequence $(x_j)$. Setting $\varphi u = u'$ we obtain the map $\varphi$. This map is an isometry, and it extends to a linear isometry $U : E \to F$. We show that $d(U, P f) \leq 2e' \varepsilon$, where $P : F \to U E$ is the projection. Combining $U$ and a translation we obtain the desired isometry $T$ with $T E = U E$ and $d(T, P f) \leq \sqrt{2e' \varepsilon}$.

4.2. Notation. In this section $E$ and $F$ will always denote real Hilbert spaces of dimension at least one.

4.3. Lemma. Suppose that $\varepsilon > 0$ and that $x, y \in E \setminus B(2\varepsilon)$. Suppose also that $f : \{0, x, y\} \to F$ is an $\varepsilon$-nearisometry with $f(0) = 0$. Then

$$|p f x - p f y|^2 \leq 4|p x - p y|^2 + 24\varepsilon^2/|x| + 24\varepsilon^2/|y| + 12\varepsilon^2/|x||y|.$$  

Proof. Set

$$s = |x|, \quad t = |y|, \quad r = |x - y|, \quad s' = |f x|, \quad t' = |f y|, \quad r' = |f x - f y|.$$  

Since

$$|a||b||p a - p b|^2 = |a - b|^2 - (|a| - |b|)^2$$

for all $a, b \in E \setminus \{0\}$, and since $|t - s| \leq r$, $|t' - s'| \leq r'$, we obtain

$$s' t' |p f x - p f y|^2 - s t |p x - p y|^2$$

$$= (r + r')(r' - r) + (t + t' - s - s')(t - t' + s' - s)$$

$$\leq (r + r')(r' - r) + (t - |t - s| + |t' - s'| + |s' - s|)$$

$$\leq (r + r')(r' - r) + (t + t' - t - s - s') \leq (2r + \varepsilon)3\varepsilon.$$  

Since $r \leq s + t$, $s' \geq s - \varepsilon \geq s/2$ and $t' \geq t - \varepsilon \geq t/2$, this implies the lemma. \qed

4.4. Lemma. Suppose that $A \subset E$ is unbounded, that $f : A \to F$ is a nearisometry with $f(0) = 0$, and that $u \in \text{cd} A$. Choose a sequence $(x_j)$ in $A$ converging directionally to $u$. Then the sequence $(p f x_j)$ converges to a point $u' \in S(1)$, and $u'$ is independent of the choice of the sequence $(x_j)$.

Proof. Since the sequence $(p x_j)$ is Cauchy and since $|x_j| \to \infty$, it follows from 4.3 that the sequence $(p f x_j)$ is Cauchy and hence convergent. If $(y_j)$ is another sequence in $A$ converging directionally to $u$, then so is the sequence $(z_j) = (x_1, y_1, x_2, y_2, \ldots)$. Since the sequence $(p f z_j)$ is convergent, the subsequences $(p f x_j)$ and $(p f y_j)$ converge to the same limit. \qed

We next prove an elementary but useful inequality.
4.5. Lemma. Suppose that \( x, y \in E \) and that \( f: \{0, x, y\} \to F \) is an \( \varepsilon \)-near-isometry with \( f(0) = 0 \). Then
\[
|fx \cdot fy - x \cdot y| \leq 2\varepsilon(|x| + |y| + \varepsilon).
\]

Proof. Since
\[
2x \cdot y = |x|^2 + |y|^2 - |x - y|^2,
\]
we get
\[
2|fx \cdot fy - x \cdot y| \leq ||fx|-|x||(|fx| + |x|) + ||fy|-|y||(|fy| + |y|)
\]
\[
+ ||fx - fy|-|x - y||(|fx - fy| + |x - y|)
\]
\[
\leq \varepsilon(2|x| + \varepsilon) + \varepsilon(2|y| + \varepsilon) + \varepsilon(2|x - y| + \varepsilon)
\]
\[
\leq \varepsilon(4|x| + 4|y| + 3\varepsilon),
\]
and the lemma follows. \( \square \)

4.6. Lemma. Suppose that \( 0 \in Y \subseteq E \) and that \( \text{span}Y = E \). Suppose also that \( \varphi: Y \to F \) is an isometry with \( \varphi(0) = 0 \). Then there is a unique extension of \( \varphi \) to an isometry \( T: E \to F \). Moreover, \( T \) is linear.

Proof. This result is well known. For the finite-dimensional case, see [Re, p. 9]. The general case follows easily from this by considering restrictions of \( \varphi \) to finite subsets of \( Y \) and making use of the uniqueness of \( T \). \( \square \)

4.7. Theorem. Suppose that \( A \subseteq E \) is an unbounded set such that \( 0 \in A \) and \( \mu(A) \geq 1/\epsilon' \). Suppose also that \( f: A \to F \) is an \( \varepsilon \)-near-isometry with \( f(0) = 0 \). Then there is a linear isometry \( U: E \to F \) with \( d(U, Pf) \leq 2\epsilon'\varepsilon \), where \( P: F \to UE \) is the orthogonal projection.

Proof. Set \( X = \text{cd}A \) and let \( u \in X \). Let \( (x_j) \) be a sequence in \( A \) converging directionally to \( u \). By \( \text{L} \), the sequence \( (px_j) \) converges to a point \( u' \in S(1) \), and \( u' \) is independent of the choice of \( (x_j) \). Setting \( \varphi u = u' \) we thus obtain a well defined map \( \varphi: X \to S(1) \). We show that \( \varphi \) is an isometry.

Since \( f(0) = 0 \) and \( f \) is an \( \varepsilon \)-near-isometry, we have \( |fx|/|x| - 1| \leq \varepsilon/|x| \) for all \( x \in A \setminus \{0\} \). Hence \( |fx_j|/|x_j| \to 1 \) whenever \( x_j \in A \) and \( |x_j| \to \infty \). Consequently,
\[
(4.8) \quad \varphi u = \lim_{j \to \infty} \frac{fx_j}{|x_j|}
\]
for each sequence \( (x_j) \) in \( A \) converging directionally to \( u \).

Let \( u, v \in X \) and choose sequences \( (x_j), (y_j) \) in \( A \) converging directionally to \( u \) and \( v \), respectively. By \( \text{L} \) we have
\[
|fx_j \cdot fy_j - x_j \cdot y_j| \leq 2\varepsilon(|x_j| + |y_j| + \varepsilon).
\]
Dividing by $|x_j||y_j|$ and letting $j \to \infty$ yields $\varphi u \cdot \varphi v = u \cdot v$. Since the vectors $u, v, \varphi u, \varphi v$ have norm one, this implies that $|\varphi u - \varphi v| = |u - v|$, and thus $\varphi$ is an isometry.

Extend $\varphi$ to an isometry $\varphi_0: X \cup \{0\} \to \varphi_0(0) = 0$. Since $\mu_1(X) = \mu(A) > 0$, we have $\text{span} X = \mathcal{E}$. By \cite{Ju}, the map $\varphi_0$ extends to a linear isometry $U: \mathcal{E} \to \mathcal{F}$. It remains to show that $d(U, Pf) \leq 2c\varepsilon$.

Let $U_1: E \to UE$ be the bijective linear isometry defined by $U$. Replacing $f$ by $fU_1^{-1}: UE \to \mathcal{F}$ we may assume that $E \subset \mathcal{F}$ and $U = \text{id}$. Let $x \in E$ and set $\alpha = |Pfx - x|$. We must show that $\alpha \leq 2c\varepsilon$.

Choose a unit vector $e$ with $Pfx - x = \alpha e$ and let $\lambda > 1$. By the definition \cite{Da} of $\mu(A)$, there is $u \in X$ with $|u \cdot e| \geq \mu(A)/\lambda \geq 1/\lambda c'$. Choose a sequence $(x_j)$ in $A$ converging directionally to $u$. Then $fx_j/|x_j| \to Uu = u$. By \cite{Q1} we have

$$|fx \cdot fx_j - x \cdot x_j| \leq 2\varepsilon(|x| + |x_j| + \varepsilon).$$

Dividing by $|x_j|$ and letting $j \to \infty$ yields $|fx \cdot u - x \cdot u| \leq 2\varepsilon$. Since $Pfx \cdot u = fx \cdot u$, this implies that

$$\alpha/\lambda c' \leq |e \cdot u| = |(Pfx - x) \cdot u| \leq 2\varepsilon.$$

As $\lambda \to 1$, this gives $\alpha \leq 2c\varepsilon$. $\square$

**4.9. Corollary.** Let $f: A \to \mathcal{F}$ be as in \cite{Q1}. Then there is a linear map $S: \mathcal{F} \to \mathcal{E}$ such that $|S| = 1$ and $d(Sf, \text{id}) \leq 2c\varepsilon$.

**Proof.** Set $S = U_1^{-1}P$. $\square$

**4.10. Remark.** In the case where $A = \mathcal{E}$ and thus $\mu(A) = 1$, Corollary \cite{Q1} was proved by \cite{Q2} Th. 8 with the bound $6\varepsilon$. A direct proof for this case with the bound $2\varepsilon$ is given in Section 5; see \cite{Q3}.

**4.11. Corollary.** Suppose that $A \subset \mathbb{R}^n$ is an unbounded set such that $0 \in A$ and $\mu(A) \geq 1/c'$. Suppose also that $f: A \to \mathbb{R}^n$ is an $\varepsilon$-nearisometry with $f(0) = 0$. Then there is a linear isometry $U: \mathbb{R}^n \to \mathbb{R}^n$ with $d(U, f) \leq 2c\varepsilon$. $\square$

**4.12. The Jung constant.** The Jung constant $J(V)$ of a normed space $V$ is the infimum of all $r > 0$ such that every set $Q \subset V$ with $d(Q) \leq 2$ is contained in a ball of radius $r$. We have always $1 \leq J(V) \leq 2$, and $J(\mathbb{R}^n) = \sqrt{2n/(n + 1)}$ by the classical result of H.W.E. Jung \cite{Ju}. Furthermore, $J(\mathcal{E}) = \sqrt{2}$ for infinite-dimensional Hilbert spaces $\mathcal{E}$; see \cite{Da} Th. 2 or \cite{S} p. 704.

**4.13. Theorem.** Suppose that $A \subset \mathcal{E}$ is an unbounded set with $\mu(A) \geq 1/c' > 0$. Let $f: A \to \mathcal{F}$ be an $\varepsilon$-nearisometry. Then there is an isometry $T: \mathcal{E} \to \mathcal{F}$ onto a closed linear subspace of $\mathcal{F}$ such that

$$d(T, Pf) \leq J(\mathcal{F})c'\varepsilon \leq \sqrt{2}c'\varepsilon,$$

where $P: \mathcal{F} \to \mathcal{E}$ is the orthogonal projection.
Proof. We follow the idea of [ˇSe, 1.2]. For each \( a \in A \) we define \( g_a: A - a \to F \) by \( g_a(x) = f(x + a) - fa \). Then \( 0 \in A - a \) and \( g_a(0) = 0 \). Let \( U_a: E \to F \) be the linear isometry given by (4.7) for the map \( g_a \).

Let \( u \in \text{cd} A \), and let \( (x_j) \) be a sequence in \( A \) converging directionally to \( u \). Then \( u \in \text{cd} (A - a) \) and \( (x_j - a) \) converges directionally to \( u \). By (4.8) we have

\[
U_a u = \lim_{j \to \infty} \frac{g_a(x_j - a)}{|x_j - a|} = \lim_{j \to \infty} \frac{f(x_j - a)}{|x_j - a|} = \lim_{j \to \infty} \frac{f(x_j)}{|x_j|},
\]

and hence \( U_a u \) is independent of \( a \) for each \( u \in \text{cd} A \). Since \( \text{span cd} A = E \), it follows that \( U_a \) is independent of \( a \), and we write \( U = U_a \).

Let \( P: F \to UE \) be the orthogonal projection and set \( h = f - U: A \to F \). Then \( d(U, P g_a) \leq 2c' \varepsilon \) for each \( a \in A \). For all \( a, b \in A \) we have

\[
|P h_a - P h_b| = |P g_b(a - b) - U_b(a - b)| \leq 2c' \varepsilon.
\]

Hence \( d(P h A) \leq 2c' \varepsilon \). Let \( \lambda > 1 \). Then \( P h A \) is contained in the ball \( B(w, \lambda J(F)c' \varepsilon) \) for some \( w \in UE \). Setting \( T x = U x + w \) we obtain an isometry \( T: E \to F \) with \( TE = UE \) for each \( x \in A \) we have

\[
|T x - P f x| = |w - P h x| \leq \lambda J(F)c' \varepsilon.
\]

As \( \lambda \to 1 \), this gives the theorem. \(\square\)

4.14. Corollary. Part (2) \(\Rightarrow\) (1) of Theorem 2.3 is true. \(\square\)

5 A short proof for the Hyers-Ulam theorem

The proof of the original Hyers-Ulam theorem in [HU] is elementary but rather long. We next give a considerably shorter elementary proof, which leads to the optimal constant and also gives the finite-dimensional version due to Bhatia-ˇSemrl [BS, Th. 1]. A crucial tool is our inequality 4.5. Otherwise, the proof is self-contained.

In 5.3 we give an improved version of the Hyers-Ulam theorem with relaxed surjectivity condition.

5.1. Theorem. Suppose that \( E \) is a Banach space, that \( F \) is a Hilbert space, and that \( f: E \to F \) is an \( \varepsilon \)-nearsurjective with \( f(0) = 0 \). Then there is a linear isometry \( T: E \to F \) such that \( d(T, P f) \leq 2\varepsilon \), where \( P: F \to TE \) is the orthogonal projection. Hence \( E \) is isomorphic to a Hilbert space.

If \( f \) is surjective or if \( \dim E = \dim F < \infty \), then \( T \) is surjective and \( d(T, f) \leq 2\varepsilon \).

Proof. We first show that the limit \( T x = \lim_{s \to \infty} f(s x)/s \) exists for each \( x \in E \). Since \( F \) is complete, it suffices to show that

\[
\sup\{|f(s x)/s - f(t x)/t| : t \geq s\} \to 0
\]

(5.2)
as \( s \to \infty \). Let \( 0 < s \leq t \). By 4.5 we obtain
\[
|f(sx) - f(tx)|^2 = |f(sx)|^2/s^2 + |f(tx)|^2/t^2 - 2f(sx) \cdot f(tx)/st
\leq (s|x| + \varepsilon)^2/s^2 + (t|x| + \varepsilon)^2/t^2 - 2|x|^2 + 4\varepsilon(|x|/t + |x|/s + \varepsilon/st)
\leq 12\varepsilon|x|/s + 6\varepsilon^2/s^2,
\]
which implies (5.2). Observe that \( T(0) = 0 \).

We next show that the map \( T : E \to F \) is an isometry and hence linear. Let \( x, y \in E \). Since \( f \) is an \( \varepsilon \)-nearisometry, we have
\[
||f(sx)| - f(sy)| - |sx - sy|| \leq \varepsilon.
\]
Dividing by \( s \) and letting \( s \to \infty \) yields
\[
|Tx - Ty| = |x - y|.
\]

Let \( T : E \to TE \) be the bijective linear isometry defined by \( T \). Replacing \( f \) by \( fT^{-1} : TE \to F \) we may assume that \( E \subset F \) and that \( T = \text{id} \). Let \( P : F \to E \) be the orthogonal projection and let \( x \in E \). We must show that
\[
(5.3)
|P fx - x| \leq 2\varepsilon.
\]
Set \( \alpha = |P fx - x| \) and choose a unit vector \( u \in E \) with \( \alpha u = P fx - x \). By 4.5 we have
\[
|fx \cdot f(su) - x \cdot su| \leq 2\varepsilon(|x| + s + \varepsilon)
\]
for all \( s > 0 \). Since \( f(su)/s \to Tu = u \) as \( s \to \infty \), this yields \( |fx \cdot u - x \cdot u| \leq 2\varepsilon \).
Since \( fx \cdot u = P fx \cdot u \), we obtain
\[
\alpha = \alpha u \cdot u = fx \cdot u - x \cdot u \leq 2\varepsilon,
\]
and (5.3) follows.

If \( \dim E = \dim F < \infty \), then \( T \) is surjective. Assume that \( f \) is surjective and that \( E \neq F \). Choose a unit vector \( e \in E^\perp \) and then \( x \in E \) with \( fx = (3\varepsilon + 1)e \). Since \( f \) is an \( \varepsilon \)-nearisometry and since \( P fx = 0 \), we obtain by (5.3) the contradiction
\[
3\varepsilon + 1 = |fx| \leq |x| + \varepsilon \leq 3\varepsilon.
\]
\[ \square \]

5.4. Remark. Setting \( S = T_{-1}^{-1}P \) in 5.1 we obtain a linear map \( S : F \to E \) with
\[ |S| = 1 \text{ and } d(Sf, \text{id}) \leq 2\varepsilon. \]

We finally show that the surjectivity condition of 5.1 can be replaced by the weaker condition \( \tau(fE) < 1 \), where \( \tau \) was defined in 2.7. Observe that \( \tau(F) = 0 \).

5.5. Theorem. Suppose that \( E \) is a Banach space, that \( F \) is a Hilbert space, and that \( f : E \to F \) is an \( \varepsilon \)-nearisometry such that \( f(0) = 0 \) and \( \tau(fE) < 1 \). Then there is a surjective linear isometry \( T : E \to F \) with \( d(T, f) \leq 2\varepsilon \).
Proof. The proof of 5.1 is valid until the last paragraph. Assume again that $E \neq F$, and choose a unit vector $e \in E^\perp$. Choose a number $q$ with $\tau(fE) < q < 1$. Since $\liminf_{|t| \to \infty} d(te, fE)/|t| < q$, there are sequences $(t_j)$ in $\mathbb{R}$ and $(x_j)$ in $E$ such that $|t_j| \to \infty$ and

\[(5.6) \quad |t_je - fx_j| \leq q|t_j|\]

for all $j$. Setting $y_j = fx_j$ we have

\[(5.7) \quad (1 - q)|t_j| \leq |y_j| \leq (1 + q)|t_j| \leq 2|t_j|\]

for all $j$.

Since $|Py_j - x_j| \leq 2\varepsilon$ by (5.3), we have $|Py_j| \geq |x_j| - 2\varepsilon \geq |y_j| - 3\varepsilon$. Since $|y_j| \to \infty$ by (5.3), we have $|y_j| \geq 3\varepsilon$ for large $j$, and then $|Py_j|^2 \geq |y_j|^2 - 6\varepsilon|y_j|$. Since $|y_j|^2 = |Py_j|^2 + |y_j - Py_j|^2$, we get

\[e \cdot y_j = e \cdot (y_j - Py_j) \leq |y_j - Py_j| \leq \sqrt{6\varepsilon|y_j|} \leq 4\sqrt{\varepsilon}t_j\]

by (5.7). Since (5.6) implies that

\[t_j^2 + |y_j|^2 - 2t_je \cdot y_j \leq q^2t_j^2,\]

we obtain $(1 - q^2)t_j^2 \leq 8t_j\sqrt{\varepsilon}t_j$. Dividing by $t_j^2$ and letting $j \to \infty$ gives the desired contradiction. \(\square\)

5.8. Corollary. If $f : E \to F$ is a nearisometry, then $\tau(fE) \in \{0, 1\}$.

Proof. Since $\tau$ is invariant under translations, we may assume that $f(0) = 0$. If $\tau(fE) < 1$, it follows from (5.3) that $d(y, fE) \leq 2\varepsilon$ for all $y \in F$, and hence $\tau(fE) = 0$. \(\square\)

6 A remark on Banach spaces

The proofs in the preceding sections make substantial use of the inner product, and there seems to be no easy way to extend them for general Banach spaces. However, we show that instead of considering surjective nearisometries between Banach spaces $E, F$, it suffices to consider maps $f : A \to F$ such that the sets $E \setminus A$ and $F \setminus fA$ are bounded. This means that the theorem of Hyers-Ulam-Gevirtz-Omladič-Šemrl [BL, 15.2] for Banach spaces is not, after all, a global result but a local property of maps near the point $\infty$. The result was suggested to the author by O. Martio.

6.1. Theorem. Suppose that $E$ and $F$ are Banach spaces, that $A \subset E$, and that $f : A \to F$ is an $\varepsilon$-nearisometry such that the sets $E \setminus A$ and $F \setminus fA$ are bounded. Then there is a surjective isometry $T : E \to F$ with $d(T,f) \leq 2\varepsilon$. For each $x_0 \in A$ we can choose $T$ so that $Tx_0 = fx_0$. 


Proof. We may assume that $x_0 = 0$, $f x_0 = 0$. Choose a number $R > \varepsilon$ such that $E \setminus A \subset B(R)$ and $F \setminus fA \subset B(2R)$. Define $f_1 : E \to F$ by $f_1 x = 2x$ for $|x| \leq R$ and by $f_1 x = f x$ for $|x| > R$. Then $f_1$ is a surjective $K$-nearisometry with $K = 3R + \varepsilon$. By [BL, 15.2], there is a linear surjective isometry $T : E \to F$ with $d(T, f_1) \leq 2K$. Hence $d(T, f) < \infty$. Now an easy modification of the proof of [BL, 15.2] (see [BL, p. 362]) shows that $d(T, f) \leq 2\varepsilon$. □

If $E$ and $F$ are Banach spaces of the same finite dimension, then every $\varepsilon$-nearisometry $f : E \to F$ with $f(0) = 0$ can be approximated by a linear isometry $T : E \to F$ with $d(T, f) \leq 2\varepsilon$ [Di, Th. 1].

6.2. Open problem. Suppose that $E$ and $F$ are finite-dimensional Banach spaces with $\dim E = \dim F < \infty$, that $A \subset E$ is a half space and that $f : A \to F$ is an $\varepsilon$-nearisometry. Does there exist an isometry $T : E \to F$ such that $d(T, f) \leq K\varepsilon$ with some universal constant $K$?
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