Abstract

We introduce a new scalable approximation for Gaussian processes with provable guarantees which hold simultaneously over its entire parameter space. Our approximation is obtained from an improved sample complexity analysis for sparse spectrum Gaussian processes (SSGPs). In particular, our analysis shows that under a certain data disentangling condition, an SSGP’s prediction and model evidence (for training) can well-approximate those of a full GP with low sample complexity. We also develop a new auto-encoding algorithm that finds a latent space to disentangle latent input coordinates into well-separated clusters, which is amenable to our sample complexity analysis. We validate our proposed method on several benchmarks with promising results supporting our theoretical analysis.

1 Introduction

A Gaussian process (GP) is a popular probabilistic kernel method for regression which has found applications across many scientific disciplines. Examples of such applications include meteorological forecasting, such as precipitation and sea-level pressure prediction; sensing and monitoring of ocean and freshwater phenomena such as temperature and plankton bloom; traffic flow and mobility demand predictions over urban road networks; flight delay predictions; and persistent robotics tasks such as localization and filtering. The broad applicability of GPs is in part due to their expressive Bayesian non-parametric nature which provides a closed-form prediction in the form of a Gaussian distribution with formal measures of predictive uncertainty, such as entropy and mutual information criteria. Such expressiveness makes GPs not only useful as predictive methods but also a go-to representation for active learning applications or Bayesian optimization that need to optimize for information gain while collecting training data.

Unfortunately, the expressive power of a GP comes at a cost of poor scalability (i.e., cubic time) in the size of the training data (see Section 2.1 below), hence limiting its use to small datasets. This prevents GPs from being applied more broadly to modern settings with increasingly growing volumes of data. To sidestep this limitation, a prevalent research trend is to impose sparse structural assumptions on the GP’s kernel matrix to reduce its multiplication and inversion cost, which comprises the main bulk of the training and inference complexity. This results in a broad family of...
sparse Gaussian processes \[15, 17, 19, 28, 37, 40\] that are not only computationally efficient but also amenable to various forms of parallelism \[8, 29\] and distributed computation \[1, 13, 20, 21, 18\], further increasing their efficiency.

Despite such advantages, the sparsification components at the core of these methods are heuristically designed and do not come with provable guarantees that explicitly characterize the interplay between approximation quality and computational complexity. This motivates us to develop a more robust, theoretically-grounded approximation scheme for GPs that is both provable and amenable to the many fast computation schemes mentioned above. More specifically, our contributions include:

1. An analysis of a new approximation scheme that generates a sparse spectrum approximation of a GP with provable bounds on its sample complexity, which practically becomes significantly small when the input data exhibits a certain clustering structure. Furthermore, the impact of the approximation on the resulting training and inference qualities is also formally analyzed (Section 3.1).

2. A data partitioning algorithm inspired from the above analysis, which learns a cluster embedding that reorients the input distribution while ensuring reconstructability of the original distribution (Section 3.3). We show that using sparse spectrum Gaussian processes (SSGP) \[17, 28\] on the embedded space requires fewer samples to achieve the same level of approximation quality. This also induces a linear feature map which enables efficient training and inference of GPs.

3. An empirical study on benchmarks that demonstrates the efficiency of the proposed method over existing works in terms of its approximation quality versus computational efficiency (Section 4).

2 Related Work

In this section we provide an overview of Gaussian processes (Section 2.1), followed by a succinct summary of their spectral representations (Section 2.2).

2.1 Gaussian Processes (GPs)

A Gaussian process \[36\] defines a probabilistic prior over a random function \(g(x)\) defined by mean function \(m(x) = \mathbf{1}\) and kernel function \(k(x, x')\). These functions induce a marginal Gaussian prior over the evaluations \(g = [g(x_1) \ldots g(x_n)]^\top\) on an arbitrary finite subset of inputs \(\{x_1, \ldots, x_n\}\). Let \(x_*\) be an unseen input whose corresponding output \(g_* = g(x_*)\) we wish to predict. The Gaussian prior over \([g(x_1) \ldots g(x_n) \ g(x_*)]^\top\) implies the following conditional distribution:

\[
g_* \triangleq g(x_*) \mid g \sim \mathcal{N}(k_*^\top K^{-1}g, k(x_*, x_*) - k_*^\top K^{-1}k_*), \tag{1}
\]

where \(k_* = [k(x_*, x_1) \ldots k(x_*, x_n)]^\top\) and \(K\) denotes the Gram matrix induced by \(k(x, x')\) on \(\{x_1, \ldots, x_n\}\) for which \(K_{ij} = k(x_i, x_j)\). For a noisy observation \(y\) perturbed by Gaussian noise such that \(y \sim \mathcal{N}(g(x), \sigma^2)\), Eq. (1) above can be integrated with \(\mathcal{N}(g, \sigma^2 I)\) to yield:

\[
g_* \triangleq g(x_*) \mid y \sim \mathcal{N}(k_*^\top (K + \sigma^2 I)^{-1}y, k(x_*, x_*) - k_*^\top (K + \sigma^2 I)^{-1}k_*), \tag{2}
\]

which explicitly forms the predictive distribution of a Gaussian process. The defining parameter \(\Theta\) of \(k(x, x')\) (see Section 2.2) is crucial to the predictive performance and needs to be optimized via minimizing the negative log likelihood of \(y\):

\[
\ell(\Theta) = \frac{1}{2} \log |K_\Theta + \sigma^2 I| + \frac{1}{2} y^\top \left( K_\Theta + \sigma^2 I \right)^{-1} y, \tag{3}
\]

where we now use the subscript \(\Theta\) to indicate that \(K\) is a function of \(\Theta\). In practice, both training \(\Theta\) and prediction incur \(O(n^3)\) processing cost, which prevents direct use of Gaussian processes on large datasets that might contain more than tens of thousands of training inputs.

2.2 Sparse Spectrum Gaussian Processes

Sparse spectrum Gaussian processes (SSGPs) \[14, 17, 28\] exploit Theorem 1 below to re-express the Gaussian kernel \(k(x, x') \triangleq \exp(-0.5 (x - x')^\top \Theta^{-1} (x - x'))\) (where \(\Theta \triangleq \text{diag}(\theta_1^2, \ldots, \theta_d^2)\)) as an integration over a spectrum of cosine functions such that the integrating distribution (over the frequencies that parameterize these functions) is a multivariate Gaussian.

\footnote{For simplicity, we assume a zero mean function since we can always re-center the training outputs around 0.}
We show that $g(x, x')$ denote a Gaussian kernel defined above and let $p(r) \sim N(0, (4\pi^2 \Theta)^{-1})$. It follows that:

$$k(x, x') = \mathbb{E}_{r \sim p(r)} \left[ \cos(2\pi r^\top (x - x')) \right],$$

(4)

where $r$ is a $d$-dimensional random variable that parameterizes $\cos(2\pi r^\top (x - x')).$ In practice, $r$ is often referred to as the spectral frequency.

This allows us to approximate the original Gram matrix $K$ with a low-rank matrix $K'$ constructed by a linear kernel $K'(x, x') = \Phi(x)^\top \Phi(x)$ with feature map $\Phi(x) = [\phi_1(x), \ldots, \phi_{2m}(x)]^\top$ comprising $2m$ basis trigonometric functions $[17].$ Each pair of odd- and even-index basis functions $\phi_{2i-1}(x) = \cos(2\pi r_i^\top x)$ and $\phi_{2i}(x) = \sin(2\pi r_i^\top x)$ is parameterized by the same sample of spectral parameter $r_i \sim p(r).$ For efficient computation, $m$ is often selected to be significantly smaller than $n$ (i.e., the number of training examples). However, to guarantee that $\|K - K'\|_2 \leq \lambda$ with probability at least $1 - \delta$, $m$ needs to be as large as $O(n^2/\lambda^2 \log(n/\delta))$ $[31]$ which makes the total prediction complexity much worse than that of a full GP.

Alternatively, one can use kernel sketching methods $[3, 32, 35]$ to generate feature maps that scale more favorably with the effective dimension of the kernel matrix, which empirically tends to be on the order of $O(\log n).$ However, the pitfall of these methods is that without knowing the exact parameter configuration $\Theta$ that underlies the data, they cannot sample from the true $p(r),$ which is necessary in their analyses. As such, existing random maps $[3, 35]$ that were generated based on this spectral construction often depend on a parameter initialization and their approximation quality is only guaranteed for that particular parameter setting instead of uniformly over the entire parameter space. This motivates us to revisit the sample complexity of SSGP from a setting which specifically searches for a reorientation of the input distribution such that the reoriented data exhibits a disentangled cluster structure. Such disentanglement provides a more sample-efficient bound as we show in our analysis in Section 3.1 below.

3 Provable Approximation of SSGPs with Improved Sample Complexity

We first show how a sparse spectrum Gaussian process (SSGP) $[28]$ can be approximated well with a provably low sample complexity. This is achieved by revisiting its sample complexity which, unlike prior work $[3, 31, 35],$ explicitly characterizes and accounts for a certain set of data disentanglement conditions. Importantly, our new analysis (Section 3.1) yields practical bounds on both an SSGP’s prediction and model evidence (Section 3.2) that hold with high probability uniformly over the entire parameter space. Furthermore, our analysis also inspires an encoding algorithm that finds a latent space to disentangle the encoded coordinates of data into well-separated clusters on which a sparse spectrum GP can approximate a GP provably well (Section 3.3). Our experiments show that such a latent space can be found for several real-world datasets (Section 4).

3.1 Practically Improved Sample Complexity for Sparse Spectrum Gaussian Processes

This section derives a new data-oriented feature map to approximate a Gaussian process parameterized with a Gaussian kernel. Unlike existing work which assumes knowledge of the true kernel parameters $[3, 32, 35],$ our derivation remains oblivious to such parameters, and therefore holds universally over their entire candidate space. We assume that the GP prior of interest is of the form $g(x) \sim \text{GP}(0, k(x, x'))$ where $k(x, x')$ represents its Gaussian kernel in Section 2.2.

We give our analysis in three parts: (1) the spectral sampling scheme and a notion of approximation loss; (2) a set of practical data conditions which can be either observed from a raw data distribution or approximately imposed on the data via a certain embedding; (3) a theoretical analysis that delivers our key result that establishes an improved sample complexity when our data conditions are met.

3.1.1 Spectral Sampling Scheme and Spectral Loss

We show that $g(x)$ can be approximated by $g'(x) = \sum_{i=1}^p g_i(x)$ with provable data-oriented guarantees where $g_i(x) \sim \text{GP}(0, (1/\sqrt{p})k_i(x, x'))$. To achieve this, we first establish in Lemma 1.

---

2See Theorem 6.28 in Chapter 6 of [31].

3In contrast, existing literature often generates bounds on either an SSGP’s prediction or its model evidence (for training) for a single parameter configuration, which makes such an analysis only heuristic.
that the induced Gram matrix $K$ of $k(x, x')$ on any dataset can be represented as an expectation over a space of induced Gram matrices $\{K_i\}_{i=1}^p$ produced by a corresponding space of random kernels $\{k_i(x, x')\}_{i=1}^p$.

**Lemma 1.** Let $k(x, x')$ and $K$ denote a Gaussian kernel parameterized by $\Theta$ (Section 2.2) and its induced Gram matrix on an arbitrary set of training inputs, respectively. There exists a space $K$ of random kernels $k(x, x')$ and a $\Theta$-independent distribution $\rho$ over $K$, for which $K = \mathcal{E}_\rho[K_i]$ where $K_i$ denotes the induced Gram matrix of $k_i$ on the same set of training inputs.

This follows directly from Theorem 1 above which states that $k(x, x') = \mathbb{E}[\cos(2\pi \Theta^{-1}(x-x'))]$ where $r \sim \mathcal{N}(0, (4\pi^2 \Theta^{-1})^{-1})$. We can choose $k(x, x'; \epsilon) = \cos(\epsilon^\top \Theta^{-0.5}(x-x'))$ where $\epsilon \sim \mathcal{N}(0, I)$ which implies $k(x, x') = \mathbb{E}_\epsilon[k(x, x'; \epsilon)]$. Thus, $K = \mathbb{E}_\epsilon[K_i]$ where the $\Theta$-independent parameter $\epsilon$ indexes $k$ and $K_i$ is the induced Gram matrix of $k$. Leveraging the result of Lemma 1, a naïve analysis using worst-case concentration bounds to derive a conservative estimate for a sufficient number of samples would require a prohibitively expensive sample complexity of $O(n^2 \log n)$.

Such analyses, however, often ignore the input distribution, which can be used to sample more selectively, thereby significantly reducing the sample complexity. This is demonstrated below in Theorem 2 which shows that when the input distribution exhibits a certain degree of compactness and separation (as defined in Conditions 1-3), we only require $O((\log n \lambda^2) \log \log (n/\delta))$ sampled kernels $\{k_i\}_{i=1}^p$ indexed by $\{\epsilon_i\}_{i=1}^p$ to produce an average Gram matrix $K' = \frac{1}{p} \sum_{i=1}^p K_i$, that is sufficiently close to $K$ in spectral norm (see Definition 1) with probability at least $1 - \delta$.

**Definition 1 (Spectral Closeness).** Given $\lambda > 0$, the symmetric matrices $K$ and $K'$ are $\lambda$-close if $\|K - K'\|_2 \leq \lambda$ where $\|K - K'\|_2 = \lambda_{\text{max}}(K - K')$ denotes the largest eigenvalue of $K - K'$.

Thus, parameterizing the GP prior with $K'$ instead of $K$ allows us to derive an upper bound on the expected difference between their induced model evidence (for learning kernel parameters) and prediction losses (for testing) with respect to the same parameter setup (Theorem 3). Theorem 3 importantly exploits the fact that the bound in Theorem 2 holds universally over the entire space of parameters, which allows us to bound the prediction difference between the original and approximated GPs with respect to their own optimized parameters (that are not necessarily the same).

### 3.1.2 Practical Conditions on Data Distributions

We now outline key practical data conditions, which can be satisfied approximately via an encoding algorithm that transforms the input data into a latent space where such conditions are met. These conditions are necessary for deriving a practically improved sample complexity in Section 3.1.3.

**Condition 1.** For each parameter configuration $\Theta = \text{diag}[^\theta_1^2, \ldots, ^\theta_b^2]$, there exists a mixture distribution $\mathcal{M}(x; \gamma = (\gamma_1, \ldots, \gamma_b), \pi = (\pi_1, \ldots, \pi_b), c = (c_1, \ldots, c_b))$ with at most $b = O(\log n)$ Gaussian components $\mathcal{N}(x; c_i, \gamma_i^2 \Theta^{-1})$ over the data space with the mixing weights $\pi_i \propto 2^\gamma$ and variances $\gamma_i = O\left(\frac{1}{\sqrt{\lambda^2}}\right)$ that generate the observed data in $d$-dimensional space.

**Condition 2.** The $i$th Gaussian component as defined in Condition 1 above was used to generate $2^\gamma$ data points of the observed dataset. This can be substantiated easily with high probability given the above setup in Condition 1 that assigns selection probability $\pi_i \propto 2^\gamma$ to the $i$th component.

**Condition 3.** For each parameter configuration $\Theta = \text{diag}[^\theta_1^2, \ldots, ^\theta_b^2]$, the mixture distribution of data in Condition 1 has sufficiently separated cluster centers. That is, for all $i \neq j$:

$$\left\|\Theta^{-1/2} (c_i - c_j)\right\|_2^2 > \frac{3}{2} \log \left(\frac{2^a}{2^a - 1}\right) \quad \text{where} \quad a = \frac{1}{\log 2} \log \left(\frac{n^4}{n^4 - \lambda^4}\right). \quad (5)$$

These conditions impose that the observed data can be separated into a number of clusters with exponentially growing sizes and concentration (see the small variances defined in Condition 1 and the imposed sizes of Condition 2). Intuitively, this means data points that belong to clusters with high concentration are responsible for kernel entries with high values whereas those in clusters with low concentration generate entries with low values. This is easy to see since high concentration reduces the distance between data points, thus increasing their kernel values and vice versa.

Furthermore, as imposed by Condition 2, clusters with high concentration also have denser population and induce kernel entries with high value. In addition, Condition 3 requires that clusters are well-separated, which implies that a large number of kernel entries are small and therefore can be
approximated cheaply. Together, these conditions form the foundations of our reduced complexity analysis for SSGP in Theorem \textsuperscript{2}. Interestingly, we show that such conditions also inspire the development of a probabilistic algorithm that finds an encoding of the input that (approximately) satisfies these conditions while preserving the statistical properties of the input (Section \textsuperscript{3.3}). This results in an improved sample complexity for SSGPs in practice (see Section \textsuperscript{3.1.3}).

\subsection{Main Results}

To understand the intuition why an improved sample complexity can be obtained, we note that when data is partitioned in clusters with different concentrations and sizes, the kernel entries are also partitioned into multiple value-bands with narrow width (i.e., low variance). Exploiting this, we can calibrate a significantly lower sample complexity for each band using concentration inequalities that improve with lower variance \cite{11,25}.

Then, to combine these in-band sample complexities efficiently, we further exploit the data conditions in Section \textsuperscript{3.1.2} to show that statistically, value bands with smaller width also tend to be populated more densely. This allows us to aggregate these in-band sample costs into an overall sample complexity with low cost. In practice, this also inspires an embedding algorithm (Section \textsuperscript{3.3}) that transforms the data in such a way that the distribution of their induced kernel entries will be denser in narrower bands, which is advantageous in our analysis.

Formally, let $C$ be the set of all kernel entries indexed by $(u,v)$ in the Gram matrix $K$ such that $x_u$ and $x_v$ belong to the same cluster and $C'$ be its complement. Also, let $C$ be partitioned into $b$ value-bands $\kappa_i = \{(u,v) \in C \mid 1 - O(2^{-i}) \leq K_{uv} \leq 1 - O(2^{-i})\}$ for $i \in [1 \ldots b]$ and let $\kappa_0 = \{(u,v) \in C \mid K_{uv} \geq 1 - O(2^{-b})\}$ be a band that is only populated by very large kernel entries. Theorem \textsuperscript{2} shows that we can construct a $\lambda$-spectral approximation of $K$ with arbitrarily high probability and low sample complexity.

\textbf{Theorem 2.} For any $1 \geq \delta \geq O(\exp(b - \sqrt{d}))$, if the training data has $n$ data points and satisfies Conditions 1-3 above with respect to $\lambda$, then with probability at least $1 - 2\delta$, the approximation $K' = (1/p) \sum_{i=1}^{p} \epsilon_i K_{e_i}$ where $\epsilon_i \sim \mathcal{N}(0, I)$ is $\lambda$-spectral close to $K$.

\textbf{Proof Sketch.} Our proof strategy is outlined below. The formal statements are spelled out in Appendix A.

First, with a proper choice of a clustering partition, the cross-cluster entries in $K$ are guaranteed to be sufficiently small so as to be well-approximated by zero. We can then show with high probability that any kernel entry that corresponds to a pair of unique data points from the same cluster can be well-approximated with a sample complexity that scales favorably with the cluster’s variance. In particular, we show that kernel values induced by data points generated by low-variance clusters (see Condition 1) will have smaller approximation variances than those generated by data from higher-variance clusters and therefore require fewer samples to produce the same level of approximation.

Second, for certain configurations of mixture weights, Condition 2 asserts that the number of data points from each cluster is inversely proportional to the cluster variance, which implies that a small sample complexity is enough to approximate the majority of kernel entries. More specifically, Lemma \textsuperscript{5} shows that when the input points are distributed into clusters with certain choices of variances $\gamma_i$ and at an inversely proportional ratio $O(\gamma_i^{-1})$, then with high probability, over all clusters, the kernel entries (excluding those on the diagonal) associated with pairs in the $i$-th cluster belong to their corresponding band $\kappa_i$.

Lemma \textsuperscript{5} shows that for $p = O((\log^2 n/\lambda^2 \log (\log n/\delta)))$, with probability $1 - \delta/b$, the total approximation error of all kernel entries in the $C_i$ will be at most $\lambda^2/4b$, which implies with probability $1 - \delta$, the total approximation cost for items in $C$ is at most $\lambda^2/4$. Next, Lemma \textsuperscript{2} establishes that with the above data distribution, $C$ accounts for $n^2/4$ entries while $C'$ accounts for $3n^2/4$ entries, which needs to be approximated with error at most $3\lambda^2/4$.

Finally, Lemma \textsuperscript{5} shows that when the clusters are sufficiently well-separated (see Condition 3), any kernel value corresponding to an arbitrary data pair with points belonging to different clusters is guaranteed to be smaller than $\lambda^2/n^2$, which then guarantees a total error of at most $3\lambda^2/4$ when they are uniformly approximated with zero. Putting these together yields a total error of $\lambda^2$ with probability

---

\footnotesize

\textsuperscript{4}The intuition here is that kernel entries in narrower bands are cheaper (in term of sample cost) to approximate.

\textsuperscript{5}The exact bounds defining the band can be found in Appendix A.
1 − 2δ, which implies \( K \) and \( K' \) are \( \lambda \)-spectrally close since \( \|K - K'\|_2 \leq \|K - K'\|_F \leq \lambda \). Please see Appendix A for details.

### 3.2 Approximation Loss for Prediction and Model Evidence

In terms of prediction and model evidence approximation, our result holds simultaneously for all parameter configurations and is thus oblivious to the choice of parameters (see Theorem 3). While existing kernel sketch methods\(^3\)\(^2\) generically achieve near-linear complexity for the approximate feature map\(^6\), they often require knowledge of the parameters to construct the kernel approximations. In contrast, our result in Theorem 2 can be leveraged to bound the same prediction discrepancy when the original and approximated GPs use their own optimized parameter configurations, as shown in Theorem 4 below. To establish Theorem 4, however, we first establish an intermediate result that bounds the prediction and model evidence in the case when both the original and approximated GPs use the same parameter configurations.

**Theorem 3.** Let \( \delta < 1 \) be a user-specified confidence as defined previously in Theorem 2 and let \( K' \) be an approximation to \( K \) for which \( \|K - K'\|^2_2 \leq \lambda^2 \) with probability \( 1 - \delta \), uniformly over the entire parameter space. Then, with probability \( 1 - \delta \), the following hold:

\[
\mathbb{E}[g(x_*)] = \left(1 \pm \frac{\lambda}{\sigma^2}\right) \mathbb{E}[g'(x_*)] \quad \text{and} \quad \mathbb{V}[g(x_*)] = \left(1 \pm \frac{\lambda}{\sigma^2}\right) \mathbb{V}[g'(x_*)] \pm \frac{\lambda}{\sigma^2}
\]

where \( \sigma^2 \) is the noise of the variance (Eq. 2), and \( g(x_*), g'(x_*) \) respectively denote the predictive distributions of the full GP and the approximated GP pertaining to an arbitrary test input \( x_* \).

**Proof.** This follows directly from Lemma 7 and Lemma 8 in Appendix B.

Finally, Theorem 4 analyzes how close the approximated predictive mean is to the full GP predictive mean when both are evaluated at the optimizer of their respective training objective.

**Theorem 4.** Let \( \delta < 1 \) be a user-specified confidence as defined in Theorem 2. Let \( K' \) denote an approximation to \( K \) for which \( \|K - K'\|^2_2 \leq \lambda^2 \) with probability at least \( 1 - \delta \) uniformly over the entire parameter space. Let \( \Theta_* \) and \( \Theta'_* \) denote the optimal hyperparameters obtained by respectively minimizing the negative log likelihood of a full GP and the approximated GP. With probability \( 1 - \delta \), the following holds:

\[
\mathbb{E}[g'(x_*; \Theta'_*)] = \left(1 \pm \rho(\lambda, \sigma, \Theta_*, \Theta'_*)\right) \cdot \mathbb{E}[g(x_*; \Theta_*)] + \varphi(\lambda, \sigma, \Theta_*, \Theta'_*)
\]

where \( \rho(\lambda, \sigma, \Theta_*, \Theta'_*) \) and \( \varphi(\lambda, \sigma, \Theta_*, \Theta'_*) \) are constants with respect to \( \lambda, \sigma, \Theta_*, \Theta'_* \).

**Proof.** This follows immediately from Lemma 11 in Appendix B, which was built on the result of Theorem 2 above. This completes our loss analysis for SSGPs.

### 3.3 Optimizing Feature Map Complexity

We next present a practical probabilistic embedding algorithm that transforms the input data to meet the requirements of Conditions 1-3. Our method is built on the rich literature of variational auto-encoders (VAE)\(^20\), which is a broad class of deep generative models that combine the rigor of Bayesian methods and rich parameterization of (deep) neural networks to discover (non-linear) low-dimensional embeddings of data while preserving their statistical properties. We first provide a short review on VAEs below, followed by an augmentation that aims to achieve the impositions in Conditions 1-3 above.

#### 3.3.1 Variational Auto-Encoders (VAEs)

Let \( x \) be a random variable with density function \( p(x) \). We want to learn a latent variable model \( p_\theta(x, z) = p(z)p_\theta(x|z) \) that captures this generative process. The latent variable model comprises a fixed latent prior \( p(z) \) and a parametric likelihood \( p_\theta(x|z) \). To learn \( \theta \), we maximize the variational evidence lower-bound (ELBO) \( \mathbf{L}_\theta(x; \theta, \phi) \) of \( \log p_\theta(x) \):

\[
\mathbf{L}_\theta(x; \theta, \phi) \triangleq \mathbb{E}_{z \sim q_\phi} \left[ \log p_\theta(x|z) \right] - KL(q_\phi(z|x) || p(z))
\]

\(^3\)\(^2\) achieves a complexity of \( O(mn^2) \) where \( m \) scales with the effective dimension of the kernel matrix.
with respect to an arbitrary posterior surrogate \( q_\phi(z|x) \approx p_\theta(z|x) \) over the latent variable \( z \). The ELBO is always a lower-bound on \( \log p_\theta(x) \) regardless of our choice of \( q_\phi(z|x) \). This is due to the non-negativity of the KL divergence as seen in the first part of the above equation.

This can be viewed as a stochastic auto-encoder with \( p_\theta(x|z) \) and \( q_\phi(z|x) \) acting as the encoder and decoder, respectively. Here, \( \theta \) and \( \phi \) characterize the neural network parameterization of these models. Their learning is enabled via a re-parameterization of \( q_\phi(z|x) \) that enables stochastic gradient ascent.

3.3.2 Re-configuring Data via an Augmenting Variational Auto-Encoder

To augment the above VAE framework [26][30] to account for the impositions in Conditions 1 and 2, we ideally want to configure the parameterization of the above generative process to guarantee that the marginal posterior \( q(z) = \int_x q(z|x)p(x)dx \) will manifest itself in the form of a mixture of Gaussians with the desired concentration and population densities as stated in Condition 1.

However, it is often difficult to make such an imposition directly given that we typically have no prior knowledge of \( p(x) \). We instead impose the desired structure on the latent prior \( p(z) \) and then penalize the divergence between \( q_\phi(z) \) and \( p(z) \) while optimizing for the above ELBO in Eq. (8). That is, we parameterize \( p(z) = \pi_1 N(z; c_1, \gamma_1^2 \Theta^{-1}) + \ldots + \pi_b N(z; c_b, \gamma_b^2 \Theta^{-1}) \) where \( \pi_i \propto 2^{j_i^2} \) (see Condition 2), which encodes the desired clustering structure. This is then reflected on the marginal posterior \( q(z) \) via augmenting the above ELBO as,

\[
L_{\alpha}(x; \theta, \phi) \triangleq \mathbb{E}_{z \sim q_\phi} \left[ \log p_\theta(x|z) \right] - \mathbb{KL} \left( q_\phi(z|x) || p(z) \right) - \alpha \mathbb{KL} \left( q(z) || p(z) \right),
\]

where the penalty term \( \alpha \mathbb{KL} (q(z)||p(z)) \) serves as an incentive to encourage \( q(z) \) to assume the same clustering structure as \( p(z) \). The parameter \( \alpha \) can be manually set to adjust the strength of the incentive. To encourage separation among learned clusters (see Condition 3), we also add an extra penalty term to the above augmented ELBO,

\[
L_{\alpha,\beta}(x; \theta, \phi) \triangleq L_{\alpha}(x; \theta, \phi) + \beta \sum_{i \neq j} \mathbb{KL} \left( N(z; c_i, \gamma_i^2 \Theta^{-1} \mathbf{I}) || N(z; c_j, \gamma_j^2 \Theta^{-1} \mathbf{I}) \right).
\]

Once these clusters are learned, we can use the resulting encoding network \( q_\phi(z|x) \) to transform each training input \( x \) into its latent projection and subsequently train an SSGP on the latent space of \( z \) (instead of training it on the original data space). Our previous analysis can then be applied on \( z \) to give the desired sample complexity. The empirical efficiency of the proposed method is demonstrated in Section 4 below. Note that the cost of training the embedding is linear in the number of data points and therefore does not noticeably affect our overall running time.

4 Experiments

Datasets. This section presents our empirical studies on two real datasets: (a) the ABALONE dataset [42][43] with 3000 data points which was used to train a model that predicts the age of abalone (number of rings on its shell) from physical measurements such as length, diameter, height, whole weight, shucked weight, viscera weight and shell weight; and (b) the GAS SENSOR dataset with 4 million data points [5][6] which was used to train a model that predicts the CO concentration (ppm) from measurements of humidity, temperature, flow rate, heater voltage and the resistant measures of 14 gas sensors.

In both settings, we compare our revised SSGP method with the traditional SSGP on both datasets to demonstrate its sample efficiency. In particular, our SSGP method is applied on the embedded space of data which was generated and configured using the auto-encoding method in Section 3.3.2 to approximately meet the aforementioned Conditions 1-3.

The detailed parameterization of our entire algorithm is provided in Appendix C. The traditional SSGP method on the other hand was applied directly to the data space. The prediction root-mean-square-error (RMSE) achieved by each method is reported at different sample complexities in Figure 1 below. All reported performances were averaged over 5 independent runs on a computing server with a Tesla K40 GPU with 12GB RAM.

Results and Discussions. It can be observed from the results that at all levels of sample complexity, the revised SSGP achieves substantially better performance than its vanilla SSGP counterpart. This
Figure 1: Graphs of performance comparisons between our revised SSGP and the traditional SSGP on the ABALONE dataset [42] at varying sample complexities (see Theorem 2) $p = 16, 32$ and $64$. 

is expected since our revised SSGP is guaranteed to require many fewer samples than the vanilla SSGP when the data is reconfigured to exhibit a certain clustering structure (see Conditions 1-3 and Theorem 2). As such, when both are set to operate at the same level of sample complexity, one would expect the revised SSGP to achieve better performance since SSGP generally performs better when its sample complexity is set closer to the required threshold. On the larger GAS SENSOR dataset (which contains approximately 4M data points), we also observe the same phenomenon from the performance comparison graph as shown in Figure 2 below: A vanilla SSGP needs to increase its number of samples to marginally improve its predictive performance while our revisited SSGP is able to outperform the former with the least number of samples ($p = 16$).

Figure 2: Graphs of (a) performance comparison between our revisited SSGP’s (with sample complexity $p = 16$) and the vanilla SSGP’s (with sample complexity $p = 16, 32, 64$) on the GAS SENSOR dataset [4]; and visualizations of (b) original and (c) reconfigured data distributions of GAS SENSOR data on a 2-dimensional latent space generated by our auto-encoding algorithm in Section 3.3.

Furthermore, a closer look into the data distribution (visualized on a 2D space in Fig. 2b) and the data reconfigured data distribution (visualized on a 2D space in Fig. 2c) also corroborates our hypothesis earlier that a well-separated data partition with high in-cluster concentration (in the form of a mixture of clusters – see Condition 1) can be found (by our embedding algorithm in Section 3.3) to reconfigure our data distribution to (approximately) meet the necessary technical conditions that enable our sample-complexity enhancement analysis (see Section 3.1). Due to limited space, interested readers are referred to Appendix D for more detailed empirical studies and demonstrations.

5 Conclusion

We present a new method and analysis for approximating Gaussian processes. We obtain provable guarantees for both training and inference, which are the first to hold simultaneously over the entire space of kernel parameters. Our results complement existing work in kernel approximation that often assumes knowledge of its defining parameters. Our results also reveal important (practical) insights that allow us to develop an algorithmic handle on the tradeoff between approximation quality and sample complexity, which is achieved via finding an embedding that disentangles the latent coordinates of data. Our empirical results show for many datasets, such a disentangled embedding space can be found, which leads to a significantly reduced sample complexity of SSGP.
6 Statement of Broader Impact

Our work focuses on approximating Gaussian processes using a mixture of practical methods and theoretical analysis to reconfigure data in ways that reduce their approximation complexity. As such, it could have significant broader impact by allowing users to more accurately solve practical problems such as the ones discussed in our introduction, while still providing concrete theoretical guarantees. While applications of our work to real data could result in ethical considerations, this is an indirect (and unpredictable) side-effect of our work. Our experimental work uses publicly available datasets to evaluate the performance of our algorithms; no ethical considerations are raised.
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A Intermediate Results for Theorem 2

Let $\Delta(x_u, x_v) \triangleq |K(x_u, x_u) - K'(x_u, x_v)|$ where $K'(x_u, x_v) = (1/p) \sum_{i=1}^{p} K_{c_i}(x_u, x_v)$, and where $\epsilon_i \sim N(0, I)$ as defined in Lemma 1 above. We will first measure the approximation loss across different value-bands of $K(x_u, x_v)$, thereby deriving tight sample bounds for each band. Combining these with the union bound allows us to establish a much cheaper overall sample complexity as compared to the naive $O(n^2 \log n)$ bound.

Lemma 2. Suppose the data distribution follows Conditions 1-3 above. Let $c(x_u)$ denote the cluster index of each data point $x_u$. Let $C \triangleq \{u, v \mid c(x_u) = c(x_v)\}$ and $C' \triangleq \{u, v \mid c(x_u) \neq c(x_v)\}$ denote the sets of in-cluster and out-cluster kernel entries, respectively, where $|C| \approx \frac{n^2}{4}$ and $|C'| \approx \frac{3n^2}{4}$.

Proof. By Condition 2, since $n$ data points are scattered across $b$ clusters and each cluster $i$ has $2^{i/2}$ points, it follows that:

$$n = \sum_{i=1}^{b} 2^i = \frac{\sqrt{2^{i+1}} - \sqrt{2}}{\sqrt{2} - 1}$$

$$\Rightarrow |C| = \sum_{i=1}^{b} 2^i - 1 = n \left(\sqrt{2} - 1\right) = \frac{n^2}{4} \approx \frac{2^i}{2}$$

$$\Rightarrow |C'| = n^2 - |C| \approx \frac{3n^2}{4}. \quad (11)$$

This also implies that $b = O(\log n)$, which is consistent with Condition 1 above.

Lemma 3. Let $C_i = \{(u, v) \in C \mid c(x_u) = c(x_v) = i\}$ for $i \in [1 \ldots b]$. Then with probability at least $1 - \lambda$, for $\lambda \geq O(\exp(\log n - \sqrt{d}))$, the following holds for all $i$ and $(u, v) \in C_i$ for which $u \neq v$:

$$\left(1 - \frac{1}{2^{a+1}}\right)^4 \leq K(x_u, x_v) \leq \left(1 - \frac{1}{2^{a+1}}\right)^4 \text{ where } a = \frac{1}{\log 2} \log \left(\frac{n^{a+1}}{\lambda^4}ight) \quad (12)$$

Proof. If $x_u$ and $x_v$ are both generated from component $i$ of the data distribution as defined in Condition 1, it follows that $\Theta^{-1/2}(x_u - x_v) \sim N(c_i, \gamma_i^2 I)$. Therefore, by standard chi-squared tail bounds, with probability at least $1 - 2e^{-t}$, we have:

$$\left\|\Theta^{-1/2}(x_u - x_v)\right\|_2^2 \leq \gamma_i^2 d \pm O \left(\gamma_i^2 \sqrt{d}\right), \quad (13)$$

where $d$ is the data dimension. Using this, we can then figure out a setting for $\gamma_i^2$ such that $K(x_u, x_v)$ follows the above condition in Eq. 13. In particular, set

$$\mathcal{L}(i) = \log \left(\frac{2^{a+1}}{2^{a+1} - 1}\right) \quad \text{and} \quad \mathcal{U}(i) = \log \left(\frac{2^{a+1} - 1}{2^{a+1} - 1}\right). \quad (14)$$

We can then choose:

$$\gamma_i^2 = \frac{1}{4d} \left(\mathcal{U}(i) + \mathcal{L}(i)\right) \quad \text{and} \quad t = \sqrt{d} \left(\frac{\mathcal{U}(i) - \mathcal{L}(i)}{\mathcal{U}(i) + \mathcal{L}(i)}\right) \approx O \left(\sqrt{d}\right), \quad (15)$$

so that by plugging these choices in Eq. 13 above, we have with probability at least $1 - 2e^{-t}$:

$$\left\|\Theta^{-1/2}(x_u - x_v)\right\|_2^2 \in \left[\frac{1}{2} \log \left(\frac{2^{a+1}}{2^{a+1} - 1}\right), \frac{1}{2} \log \left(\frac{2^{a+1} - 1}{2^{a+1} - 1}\right)\right]$$

$$\Rightarrow K(x_u, x_v) \in \left[\left(1 - \frac{1}{2^{a+1}}\right)^4, \left(1 - \frac{1}{2^{a+1}}\right)^4\right]. \quad (16)$$

Now, note that for any $\delta$ for which $\delta \geq O \left(4^b e^{-\sqrt{d}}\right)$, we have $\delta/4^t \geq 2e^{-t}$ since $t \approx O(\sqrt{d})$. This also means $\delta \geq O(\exp(\log n - \sqrt{d}))$ since $b = O(\log n)$.
That is, Eq. (16) and hence, Eq. (12), hold with probability at least \(1 - 2e^{-t} \geq 1 - \delta/4^t\) for each entry in \(C_i\). For each cluster \(i\), even though there are up to \(2^i\) kernel entries, by the triangle inequality it is easy to see that we only need to apply a union bound over at most \(2^{i/2}\) (carefully selected) entries (excluding the entries on the diagonal) to meet Eq. (12) with probability at least \(1 - 2^{i}(\delta/4^t) = 1 - \delta/2^i\).

Subsequently, applying a union bound over all clusters gives us that with probability at least \(1 - \delta \sum_{i=1}^b 1/2^i \geq 1 - \delta\), all kernel entries within the \(i\)-th cluster satisfy Eq. (12) simultaneously for \(1 \leq i \leq b\).

□

**Lemma 4.** For all \((u, v) \in C' \triangleq \{(u, v) \mid c(x_u) \neq c(x_v)\}\), we have \(K(x_u, x_v) < \left(1 - \frac{1}{2^a}\right)^2\) where \(a = \frac{1}{\log 2} \log \left(\frac{n^4}{n^4 - \lambda^2}\right)\) as defined in Lemma 3 above.

**Proof.** For any \((u, v)\) for which \(c(x_u) = i\) and \(c(x_v) = j\) and \(i \neq j\), we have:

\[
\left\| \Theta^{-1/2}(x_u - x_v) \right\|_2^2 \geq \left\| \Theta^{-1/2}(c_i - c_j) \right\|_2^2 - \left\| \Theta^{-1/2}(x_u - c_i) \right\|_2^2 - \left\| \Theta^{-1/2}(x_v - c_j) \right\|_2^2
\]

\[
\geq \left\| \Theta^{-1/2}(c_i - c_j) \right\|_2^2 - \frac{1}{2} \log \left(\frac{2a+i}{2a+i-1}\right) - \frac{1}{2} \log \left(\frac{2a+j}{2a+j-1}\right)
\]

\[
\Rightarrow K(x_u, x_v) = \exp \left( - \frac{1}{2} \left\| \Theta^{-1/2}(x_u - x_v) \right\|_2^2 \right)
\]

\[
\leq \exp \left( - \frac{1}{2} \left\| \Theta^{-1/2}(c_i - c_j) \right\|_2^2 + \frac{1}{2} \log \left(\frac{2a}{2a-1}\right) \right) \leq \left(1 - \frac{1}{2^a}\right)^2
\]

since for all \((i, j)\), by Condition 3:

\[
\left\| \Theta^{-1/2}(c_i - c_j) \right\|_2^2 \geq \frac{3}{2} \log \left(\frac{2a}{2a-1}\right).
\]

This completes our proof for the stated result of Lemma 4. □

**Corollary 1.** With probability at least \(1 - \delta\), there are exactly \(n\) entries that are greater than \(1 - 2^{-a+b}\) where \(a = \frac{1}{\log 2} \log \left(\frac{n^4}{n^4 - \lambda^2}\right)\). These are the diagonal entries \(K(x_u, x_u)\) with \(1 \leq u \leq n\).

**Proof.** Lemma 3 asserts that with probability \(1 - \delta\), all kernel entries \(K(x_u, x_v)\), where \(c(x_u) = c(x_v) = i\), belong to their respective band \(\kappa_i = \{(u, v) \mid 1 - 1/2^{a+i-1} \leq K(x_u, x_v) < 1 - 1/2^{a+i}\}\).

When this happens, all in-cluster entries (except the diagonal entries) will have values between \(1 - 1/2^a\) and \(1 - 1/2^{a+b}\) (since there are \(b\) bands) and as such, off-cluster entries will either be smaller than \(1 - 1/2^a\) or larger than \(1 - 1/2^{a+b}\). But then Lemma 4 further guarantees that all off-cluster entries are smaller than \(1 - 2^a\), following Condition 3. Thus, it follows that the only entries that are larger than \(1 - 1/2^{a+b}\) are the diagonal items and there are exactly \(n\) of them. □

**Lemma 5.** Let \(\kappa_i = \{(u, v) \mid 1 - 1/2^{a+i-1} \leq K(x_u, x_v) < 1 - 1/2^{a+i}\}\). It follows that for each \(i \in \{1 \ldots b\}\), with probability at least \(1 - \delta/b\):

\[
\sum_{(u,v) \in \mathcal{G}_i} \Delta^2(x_u, x_v) \leq \frac{\lambda^2}{b},
\]

(18)

if the kernel approximation \(K'(x_u, x_v) \triangleq \frac{1}{b} \sum_{t=1}^b K_{\kappa_i}(x_u, x_v)\) is formed using at least \(p = \frac{b|\kappa_i|}{\lambda^2 \cdot 2^{a+i}} \log \left(\frac{b|\kappa_i|}{\delta}\right) = \Theta \left(\log^2 n \log \left(\frac{\log n}{\delta}\right)\right)\) samples.
Proof. For all \((u, v)\), we have
\[ K_{\epsilon_t}(x_u, x_v) = \cos(\epsilon_t^T \Theta^{-1/2} (x_u - x_v)) \] where \(\epsilon_t \sim N(0, I)\) and,
\[
K_{\epsilon_t}(x_u, x_v) = \cos \left( \sum_{t=1}^{d} \epsilon_t^t \cdot \left( \frac{x_u^t - x_v^t}{\theta_t} \right) \right) \triangleq \cos \left( z_{uv}^t \right). \tag{19}
\]

Since \(\epsilon_t^t \sim N(0, 1)\), \(z_{uv}^t\) is then a weighted sum of Gaussian random variables and \(z_{uv}^t \sim N(0, \Sigma_{uv}^t)\), where \(\Sigma_{uv}^t \triangleq (x_u - x_v)^T \Theta^{-1} (x_u - x_v)\), which in turn implies:
\[
E[\cos(z_{uv}^t)] = \exp(-0.5 \Sigma_{uv}^t) = K(x_u, x_v),
\]
\[
\forall [\cos(z_{uv}^t)] = \frac{1}{2} \left[ 1 - E[\cos(z_{uv}^t)]^2 \right] = \frac{1}{2} \left( 1 - K^2(x_u, x_v) \right)^2 \leq 2 \times \frac{1}{2^{a+i}}, \tag{20}
\]
where the last inequality follows from the choice of \((u, v) \in \kappa_i\) and the definition of the \(\kappa_i\) above.

Next, applying the Chernoff-Hoeffding inequality and union bounding over the \(\kappa_i\), we have:
\[
\Pr \left( \forall (u, v) \in \kappa_i : \Delta(x_u, x_v) \leq \epsilon \right) \geq 1 - 2|\kappa_i| \exp \left( -\frac{\epsilon^2}{4 \sum_{t=1}^{p} \Pr \left( \cos(z_{uv}^t) \right) } \right).
\]
\[
\Rightarrow \Pr \left( \sum_{(u, v) \in \kappa_i} \Delta^2(x_u, x_v) \leq \frac{|\kappa_i| \epsilon^2}{p^2} \right) \geq 1 - 2|\kappa_i| \exp \left( -\frac{\epsilon^2 \cdot 2^{a+i}}{8p} \right). \tag{21}
\]

Thus, setting \(\epsilon^2 = \frac{\lambda^2 p^2}{4b|\kappa_i|}\) and \(p \geq \frac{32b|\kappa_i|}{\lambda^2 \cdot 2^{a+i} \log (\frac{2b|\kappa_i|}{\delta})}\) yields:
\[
\Pr \left( \sum_{(u, v) \in \kappa_i} \Delta^2(x_u, x_v) \leq \frac{\lambda^2}{4b} \right) \geq 1 - 2|\kappa_i| \exp \left( -\frac{\lambda^2 p \cdot 2^{a+i}}{32b|\kappa_i|} \right) \geq 1 - \frac{\delta}{b}. \tag{22}
\]
where the last inequality follows from the above choice of \(p\). Since \(|\kappa_i| = 2^i\) by Condition 2, we

Lemma 5 thus establishes a very strong sample complexity of \(O(\log^2 n \log \log n)\), for approximating all kernel entries within a narrow band of values, which is significantly cheaper than the sample complexity of \(O(n^2 \log n)\) we would get if we were to ignore the distribution of kernel values in different bands. This is made clear in Corollary 2 below, which combines Lemmas 3, 4, and 5, to establish an overall sample complexity resulting in only a small approximation loss accumulated over all bands.

**Corollary 2.** If a kernel approximation \(K'\) of \(K\) is formed such that \(K'(x_u, x_v) \triangleq \frac{1}{p} \sum_{t=1}^{p} K_{\epsilon_t}(x_u, x_v)\) for all in-cluster entries \((u, v) \in \mathcal{C}\) using \(p = O \left( (\log^2 n / \lambda^2) \cdot \log (\log n / \delta) \right)\) samples and \(K'(x_u, x_v) \triangleq 0\) for all off-cluster entries \((u', v') \in \mathcal{C}'\), then,
\[
||K - K'||_2^2 \leq ||K - K'||_F^2 \leq \lambda^2,
\]
with probability at least \(1 - 2\delta\) with \(\delta \geq O(\exp(\log n - \sqrt{\delta}))\). This immediately guarantees that \(K'\) is spectrally close to \(K\) using the notion of \(\lambda\)-closeness (see Definition 7).

**Proof.** By Lemma 3 with probability \(1 - \delta, |\kappa_i| = |\mathcal{C}_i|\) simultaneously for all \(i\). Thus, applying a union bound over this event and the results obtained in Lemma 5 for all clusters, we have the following bound on the total approximation loss over in-cluster entries in \(\mathcal{C}\) with probability \(1 - 2\delta:\)
\[
\sum_{(u, v) \in \mathcal{C}} \Delta^2(x_u, x_v) \leq \frac{\lambda^2}{4}. \tag{23}
\]
Furthermore, by Lemma 4 we also have the following bound on the total approximation loss over off-cluster entries in \(\mathcal{C}'\) (which were approximated uniformly by zero):
\[
\sum_{(u, v) \in \mathcal{C}'} \Delta^2(x_u, x_v) \leq \frac{3n^2}{4} \left( K(x_u, x_v) - 0 \right)^2 \leq \frac{3n^2}{4} \sqrt{1 - \frac{1}{2^a}} = \frac{3\lambda^2}{4}, \tag{24}
\]
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when the last inequality is due to the facts (established in Lemma 4) that $K^4(x_u, x_v) \leq 1 - 1/2\alpha$ and that $a = \frac{1}{\log 2} \log \left(\frac{n^4}{n^4 - \lambda^4}\right)$. Finally, combining these yields:

$$\|K - K'\|^2_2 \leq \|K - K'\|^2_F = \sum_{(u, v) \in C} \Delta^2(x_u, x_v) + \sum_{(u, v) \in C'} \Delta^2(x_u, x_v) \leq \frac{1}{4} \lambda^2 + \frac{3}{4} \lambda^2 = \lambda^2$$  \hspace{1cm} (25) 

\[ \Box \]

## B Intermediate Results for Theorem 3

**Lemma 6.** Let $K$ and $K'$ be positive semidefinite matrices in $\mathbb{R}^{n \times n}$ such that $-\lambda I \preceq K - K' \preceq \lambda I$, $Q \triangleq K + \sigma^2 I$ and $Q' \triangleq K' + \sigma^2 I$ for some $\lambda, \sigma > 0$, then:

$$\|Q'^{-1}\|_2 = \left(1 + \frac{\lambda}{\sigma^2}\right) \|Q^{-1}\|_2.$$  \hspace{1cm} (26)

**Proof.** By definition of the spectral norm, we have $\forall x \in \mathbb{R}^n$:

$$K - K' \leq \lambda I,$$  \hspace{1cm} (27)

which implies

$$Q \leq K' + (\sigma^2 + \lambda)I \leq (\sigma^2 + \lambda)K' + (\sigma^2 + \lambda)I = \left(1 + \frac{\lambda}{\sigma^2}\right)Q'.$$  \hspace{1cm} (28)

where $\preceq$ and $\succeq$ denote the Loewner inequality operators. Likewise, by symmetry, we also have:

$$Q' \leq \left(1 + \frac{\lambda}{\sigma^2}\right)Q.$$  \hspace{1cm} (29)

Let $A \triangleq (1 + \lambda/\sigma^2)Q'$ and $B \triangleq Q$. Since $A$ and $B$ are symmetric and positive semidefinite, there exist $U, V$ with orthogonal rows and columns and diagonal matrices $\Sigma, \Sigma'$ for which $A = U\Sigma U^T$ and $B = V\Sigma'V^T$. We further let $A^{-1/2} \triangleq U\Sigma^{-1/2}$ and $B^{-1/2} \triangleq V\Sigma'^{-1/2}$.

Then, we can rewrite Eq. (28) as:

$$A - B \succeq 0 \Rightarrow B^{-1/2}(A - B)B^{-1/2} \succeq 0 \Rightarrow B^{-1/2}AB^{-1/2} - I \succeq 0 \Rightarrow A^{-1/2}B^{1/2}(B^{-1/2}AB^{-1/2})B^{-1/2}A^{1/2} \succeq A^{-1/2}B^{1/2}B^{-1/2}A^{1/2} \Rightarrow A^{1/2}B^{-1}A^{1/2} \succeq I \Rightarrow A^{-1/2}(A^{1/2}B^{-1}A^{1/2})A^{-1/2} \succeq A^{-1/2}A^{-1/2} \Rightarrow B^{-1} \succeq A^{-1} \Rightarrow Q^{-1} \succeq \frac{\sigma^2}{\sigma^2 + \lambda}Q'^{-1} \Rightarrow \left(1 + \frac{\lambda}{\sigma^2}\right)Q^{-1} \succeq Q'^{-1}. \hspace{1cm} (30)$$

Again, by symmetry, we can rewrite Eq. (29) as:

$$Q'^{-1} \succeq \frac{\sigma^2}{\sigma^2 + \lambda}Q^{-1} \succeq \left(1 - \frac{\lambda}{\sigma^2 + \lambda}\right)Q^{-1} \succeq \left(1 - \frac{\lambda}{\sigma^2}\right)Q^{-1}. \hspace{1cm} (31)$$

Therefore, we have $\|Q'^{-1}\|_2 = (1 \pm \lambda/\sigma^2)\|Q^{-1}\|_2$.  \hspace{1cm} (31)
Let \( g(x_*) \) and \( g'(x_*) \) respectively denote the predictive distributions of full GP and the approximated GP pertaining to an arbitrary test input \( x_* \). We then state the following lemmas:

**Lemma 7.** Let \( K' \) denote an approximation that is \( \lambda \)-close to the original kernel \( K \). The induced predictive mean of \( K' \) is bounded by a factor of \( 1 \pm \lambda/\sigma^2 \) times the original predictive mean.

\[
\mathbb{E}[g(x_*)] = \left(1 \pm \frac{\lambda}{\sigma^2}\right) \mathbb{E}[g'(x_*)].
\]

**Proof.** Let \( k_* \triangleq [k(x_*, x_i)]_{i=1}^n \) where \( x_i \) denotes the \( i \)-th training data point. We have:

\[
\mathbb{E}[g(x_*)] = \frac{1}{2} \left( (k_* + y)^\top Q^{-1}(k_* + y) - k_*^\top Q^{-1}k_* - y^\top Q^{-1}y \right)
= \frac{1}{2} \left( 1 \pm \frac{\lambda}{\sigma^2} \right) \left( (k_* + y)^\top Q^{-1}(k_* + y) - k_*^\top Q^{-1}k_* - y^\top Q^{-1}y \right)
= \left(1 \pm \frac{\lambda}{\sigma^2}\right) \mathbb{E}[g'(x_*)],
\]

where the first and third equations follow from adding and subtracting the same terms to the expression of \( g(x_*) \) – see Eq. (2) – while the second equation follows from applying Lemma 6 above.

**Lemma 8.** Let \( K' \) denote an approximation that is \( \lambda \)-close to the original kernel \( K \). The induced predictive variance of \( K' \) is bounded by a factor of \( 1 \pm \lambda/\sigma^2 \) of the original predictive variance up to a constant bias of \( \lambda/\sigma^2 \),

\[
\mathbb{V}[g(x_*)] = \left(1 \pm \frac{\lambda}{\sigma^2}\right) \mathbb{V}[g'(x_*)] \pm \frac{\lambda}{\sigma^2}.
\]

**Proof.** Following the definition of the Gaussian kernel, we assume that the signal of the SE (Squared Exponential) kernel is unitary. As such,

\[
\mathbb{V}[g(x_*)] = 1 - k_*^\top Q^{-1}k_*
= 1 - \left(1 \pm \frac{\lambda}{\sigma^2}\right) k_*^\top Q^{-1}k_*
= \left(1 \pm \frac{\lambda}{\sigma^2}\right) \left(1 - k_*^\top Q^{-1}k_*\right) \pm \frac{\lambda}{\sigma^2}
= \left(1 \pm \frac{\lambda}{\sigma^2}\right) \mathbb{V}[g'(x_*)] \pm \frac{\lambda}{\sigma^2},
\]

where (again) the above equation follows straightforwardly from applying Lemma 6 and standard algebraic manipulation. Lemma 7 and Lemma 8 thus provide an explicit bound on the difference between the original and approximated predictive distributions. We will now establish another bound on the difference between the original and approximated negative log likelihoods (i.e., the training objectives) in Lemma 9 and Lemma 10 below.

**Lemma 9.** Let \( K' \) denote an approximation that is \( \lambda \)-close to the original kernel \( K \). Let \( Q = K + \sigma^2 I \) and \( Q' = K' + \sigma^2 I \). We have:

\[
\log |Q'| = \left(1 \pm \tau_{\lambda, \sigma}(K)\right) \log |Q|.
\]

where the spectral constant \( \tau_{\lambda, \sigma}(K) \) of \( K \) is defined below:

\[
\tau_{\lambda, \sigma}(K) \triangleq \max\left(\left|\log \left(1 + \frac{\lambda}{\sigma^2}\right)\right|, \left|\log \left(1 - \frac{\lambda}{\sigma^2}\right)\right|\right) / \min\left(\left|\log(\lambda_{\min}(K) + \sigma^2)\right|, \left|\log(\lambda_{\max}(K) + \sigma^2)\right|\right).
\]

*This simplifies the analysis and does not restrict the expressiveness of the kernel since we can either normalize the output or absorb it into the length-scales (i.e., the \( \theta \)).*
This implies:

\[ \log (1 + \tau_{\lambda,\sigma}(K)) \leq \sum_{i=1}^{n} \log(\lambda_i + \sigma^2) = \left(1 + \tau_{\lambda,\sigma}(K)\right) \log|Q|. \]

(39)

Similarly, by symmetry, we have:

\[ \log |Q'| \leq \sum_{i=1}^{n} \log(\lambda_i + \sigma^2) - \sum_{i=1}^{n} \max \left( \log \left(1 + \frac{\lambda_i}{\sigma^2}\right), \log \left(1 - \frac{\lambda_i}{\sigma^2}\right) \right) \]

\[ \left(1 - \tau_{\lambda,\sigma}(K)\right) \sum_{i=1}^{n} \log(\lambda_i + \sigma^2) = \left(1 - \tau_{\lambda,\sigma}(K)\right) \log |Q|. \]

(40)

Together, Eq. (39) and Eq. (40) imply \( \log |Q'| = \left(1 + \tau_{\lambda,\sigma}(K)\right) \log |Q|. \)

Lemma 10. Let \( K' \) denote an approximation that is \( \lambda \)-close to the original kernel \( K \). With \( \tau_{\lambda,\sigma}(K) \) previously defined in Lemma 9, we have:

\[ \log |Q'| = \left(1 + \tau_{\lambda,\sigma}(K)\right) \log |Q|. \]

(41)

where \( \ell(\Theta) \) and \( \ell'(\Theta) \) respectively denote the negative log likelihood of the full GP and the approximated GP evaluated at the hyper-parameters \( \Theta = \text{diag}[\theta_1, \theta_2, \ldots, \theta_d] \) as defined previously.

Proof. We have:

\[ \ell'(\Theta) = \frac{1}{2} \log |Q'| + \frac{1}{2} y^\top (Q')^{-1} y \]

\[ = \frac{1}{2} \left(1 + \tau_{\lambda,\sigma}(K)\right) \log |Q| + \frac{1}{2} \left(1 + \frac{\lambda}{\sigma^2}\right) y^\top Q^{-1} y \]

\[ = \left(1 + \max \left(\tau_{\lambda,\sigma}(K), \frac{\lambda}{\sigma^2}\right)\right) \frac{1}{2} (\log |Q| + y^\top Q^{-1} y) \]

\[ = \left(1 + \max \left(\tau_{\lambda,\sigma}(K), \frac{\lambda}{\sigma^2}\right)\right) \ell(\Theta). \]

(42)

Using the result of Lemma 10 above, we can further analyze how the quality of the optimized parameter \( \Theta'_s = \arg \max_{\Theta} \ell'(\Theta) \) of the approximated training objective compares to the true optimizer of the original objective function \( \Theta^*_s = \arg \max_{\Theta} \ell(\Theta) \) in Lemma 11 below.

Lemma 11. Let \( \Theta_s \) and \( \Theta'_s \) denote the optimal hyper-parameters obtained by respectively minimizing the negative log likelihood of the full GP and the approximated GP. We have:

\[ \ell'(\Theta'_s) = \left(1 + \max \left(\tau_{\lambda,\sigma}(K), \frac{\lambda}{\sigma^2}\right)\right) \ell(\Theta_s). \]

(43)

Proof. By Lemma 10 we have:

\[ \ell'(\Theta'_s) \leq \ell'(\Theta_s) \]

\[ \leq \left(1 + \max \left(\tau_{\lambda,\sigma}(K), \frac{\lambda}{\sigma^2}\right)\right) \ell(\Theta_s) \]

(44)
where $\wp$ and by symmetry:

On the other hand, we have:

Thus, we have:

and by symmetry:

$\wp(\Theta, \Theta')$ is a constant as defined below:

Proof. We have:

$$E[g(x_*; \Theta)] = \mathbf{k}^\top Q^{-1}y$$

$$\leq \frac{1}{2} \left[ \mathbf{k}^\top Q^{-1} \mathbf{k} + y^\top Q^{-1} \right]$$

$$\leq \frac{1}{2} \left[ \ell(\Theta) + 1 - \sum_{i=1}^{n} \log \left( \lambda_i + \sigma^2 \right) \right]$$

(47)

(48)

(49)

(50)

Lemma 12. Let $\delta \in (0, 1)$ and let $K'$ denote an approximation of $K$ for which $\|K - K'\|_2^2 \leq \lambda^2$ with probability at least $1 - \delta$ uniformly over the entire parameter space. Let $\Theta_*$ and $\Theta_*$ denote the optimal hyper-parameters obtained by respectively minimizing the negative log likelihood of the full GP and the approximated GP. Then, with probability $1 - \delta$, the following holds:

$$E[g'(x_*; \Theta')] = (1 \pm \rho(\lambda, \sigma, \Theta_*, \Theta_*')) \cdot E[g(x_*; \Theta_*)] + \varphi(\lambda, \sigma, \Theta_*, \Theta_*')$$

(46)

where $\rho(\lambda, \sigma, \Theta_*, \Theta_*')$ and $\varphi(\lambda, \sigma, \Theta_*, \Theta_*')$ are constant with respect to $\lambda, \sigma, \Theta_*, \Theta_*'$

(45)
C Model Parameterization and Practical Implementation

Our embedding algorithm is based on a VAE implementation where the latent prior, posterior and likelihood of the data generation process are represented via separate mixtures of $k$ Gaussian distributions over a 4-dimensional space. For the latent prior, we set (and fixed) the means of each Gaussian component (i.e., the prior cluster means) at $k$ equidistant points on a 4-dimensional sphere centered at zero with an optimizable radius. For the latent posterior and likelihood, the mean and covariance entries of each component in the mixture are parameterized as outputs of their respective neural networks, which we refer to as Gaussian nets.

In turn, the Gaussian nets are parameterized separately. Each starts with a linear layer comprising of 10 neurons whose outputs are fed simultaneously to two separate hidden (linear) layers with 10 hidden neurons each. Their outputs are then used to form the mean and covariance entries of the corresponding Gaussian component. All neurons are activated via a ReLU unit, and in addition, the (batch) outputs of the first linear layer are also standardized via a learnable 1D batch-norm layer to ensure the stability of batch optimization. The mixing weights that combine such Gaussian nets in the mixtures are also parameterized as the outputs of a linear layer with $k = 8$ neurons where $k = 8$ is also the number of components in our mixture.

The above parameterized latent prior, posterior, and likelihood are then connected in the variational lower-bound (ELBO) as expressed in the first two terms of Eq. (9). This ELBO objective is then combined with two regularization terms weighted with (manually tuned) parameters $\alpha = 8.0$ and $\beta = 1.2$ as detailed in Eq. (10). The entire function is optimized via gradient descent using the standard Adam optimizer with the default setting implemented in PyTorch.

Once learned, the outputs of the latent posterior were used as the encoded data which were fed as input to our revisited SSGP. For a practical implementation, we also found that additionally passing the encoded data to the latent likelihood generates a reconfigured version of the original data which helps to marginally improve the performance. All of our reported results below are generated with respect to this version of reconfiguration. All of our implementations of GP, SSGP and revisited SSGP that makes use of the output of this reconfiguration process, are also in PyTorch. Our experimental code is released at https://github.com/hqminh/gp_sketch_nips.

D Additional Empirical Results and Visualizations

This section provides additional empirical results and visualizations that complement and corroborate the reported results in the main text. In particular, we provide: (a) a more refined and comprehensive visualization of how our embedding algorithm (Section 3.3) re-configures data across different settings; and (b) an extended comparison with SSGP at different levels of sample complexity when evaluated on middle (10K data points) and large (500K data points) data sets. All data samples used in this section were extracted from the GAS SENSOR dataset.

D.1 The Effect of Data Re-configuration: A Visual Demonstration

This section describes an ablation study to demonstrate the effectiveness of our data re-configuration component (i.e., to approximately meet the practical Conditions 1-3 of our refined analysis). Specifically, we demonstrate this by contrasting the scatter plots of data embeddings (see Fig. 3) before and after reconfiguration using our algorithm in Section 3.3 below. The visualizations are shown for 3 different samples of data, each of which has 10K data points.

For each data sample, its embedding was clustered and re-clustered before and after its reconfiguration. Both clustering processes were generated independently using K-Means to provide an objective visual measurement of the reconfiguration effects of our algorithm.

Observing the above visual excerpts, it appears that after reconfiguration, the clusters across different data samples all became significantly more disentangled with a visibly increased distance between their cluster centers. This provides conclusive evidence to the data disengtangling effect of our

---

9The entire GAS SENSOR dataset contains approximately 4M data points. However, in the body of this paper we only used a sample of 500K points to conduct our experiments.
embedding algorithm. More importantly, this demonstration further reveals a practical aspect of data that has not been investigated before in the existing literature of GP:

Data (especially experimental data) is often the manifestation of how latent concepts that underlie them were observed and depending on specific parameters of the observation process, these concepts might manifest differently in either more or less useful forms for learning. This raises the question of whether one can reorient the observation process to increase the utility of such data.

In this vein of thought, to address the above question, our data reconfiguration algorithm can be considered to be one potential solution which uses a parameterized construction of a latent space to provide a handle on how to reorient the latent concepts that underlie our data. For an intuitive example, imagine how we would look at the outside world via a narrowed pigeonhole. With different viewing angles, we would perceive the same scene outside differently and apparently, some angles provide a much better perception of that scene (thus, allowing us to interpret the scene more accurately).

In technical terms, such a reorientation is implemented in our algorithm via the regularization of the mixture composition of the latent prior while constraining the entire embedding process to have it reflected on the latent posterior – see Eq. (10) – which was used to encode data into a latent space that exhibits the desired separation effect. Such separation/disentanglement is then shown (empirically) to be richer in information and can be leveraged to improve the sample complexity of SSGP (see Section D.2), thus supporting our theoretical analysis in Appendix A.

### D.2 Comparison with SSGP on Large Data

To demonstrate the effectiveness of the data disentanglement in reducing the sample complexity of SSGP, we compare the performance of SSGP and our revisited SSGP (which was instead applied on the reconfigured space of data) at different levels of sample complexity. All results were generated for two different data samples extracted from GAS-SENSOR [4]. One of these (containing 500K data points) is in fact on the same scale of the most extensive datasets used in the GP literature. All performance plots were visualized in Fig. 4 below. For each experiment, the data sample is divided into a train/test partition with an 8-2 ratio. All results were averaged over 5 independent runs.

We see that our revised SSGP consistently achieves better performance than its SSGP counterpart at all complexity levels. In particular, in all cases of the 10K setting, the performance of our revised
SSGP is also shown to approach closely that of the full GP, which serves as a gold-standard lower-bound on the achievable prediction error. This concludes our empirical demonstration which (we believe) has shown that with a proper reconfiguration of data, the predictive performance of a GP can be well-preserved at a much cheaper sample complexity as compared to the previous conservative estimate yielded by SSGP. In fact, the performance trend of SSGP as depicted in the above graphs shows that with more samples, it also slowly converges towards the performance level of GP and our revised SSGP but at a much greater sample complexity – see the shrinking performance gap between revisited SSGP and SSGP from Fig. 4d to Fig. 4e; and similarly, from Fig. 4g to Fig. 4h.