Statistical validation of financial time series via visibility graph
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Statistical physics of complex systems exploits network theory not only to model, but also to effectively extract information from many dynamical real-world systems. A pivotal case of study is given by financial systems: market prediction represents an unsolved scientific challenge yet with crucial implications for society, as financial crises have devastating effects on real economies. Thus, nowadays the quest for a robust estimator of market efficiency is both a scientific and institutional priority. In this work we study the visibility graphs built from the time series of several trade market indices. We propose a validation procedure for each link of these graphs against a null hypothesis derived from ARCH-type modeling of such series. Building on this framework, we devise a market indicator that turns out to be highly correlated and even predictive of financial instability periods.

I. INTRODUCTION

Network theory represents an effective tool for the description of complex systems [1]. In particular, the use of appropriate network ensembles allows to apply standard statistical physics to a variety of different phenomena (see, e.g., [2, 3]). In this work we focus on the important case study of financial systems. Within this field, key issues faced by researchers, asset managers and policymakers consist in assessing market risk and forecasting future crises, as the presence of financial instability harms economic activities and societal welfare [4]. Financial time series analysis plays an important role in this context, by allowing to extract market trends and to gain insights on market dynamics [5]. Time series of market indices are typically modeled as realizations of discrete-time stochastic processes [6]. Under the efficient market hypothesis that the current value of an index contains all available information on the market, time series are modeled as a martingale, leading to a Brownian motion of the index [7]. Empirical regularities (i.e., stylized facts) of financial time series [8] are instead described by the ARCH-type family of models. The ARCH (autoregressive conditional heteroskedasticity) [9] and GARCH (generalized ARCH) [10] models account for volatility clustering and fat-tail behaviors, and can be extended in different fashions—for instance, GJR-GARCH [11] additionally accounts for leverage effects.

In order to reveal complex patterns of time series beyond commonly used models, recently several methods that map time series into networks have been developed (see [12] for an overview). Some of them are based on energy landscape properties [13, 14], but the most effective example is the visibility graph (VG) [15, 16], an algorithm which takes a time series as a landscape and connects every point of the series with all those that can be seen from the top of it. The VG has been used to describe stochastic, fractal and chaotic univariate time series [17, 18], as well as multivariate ones [19]. In the context of financial series, the use of the VG already led to important insights [20]. For instance, Yang et al. [21] found that exchange rate series map into scale-free networks with hierarchical structure, which can be used to quantify the Hurst exponent of the series [22]. Yan and van Serooskerken [23] showed that the VG connectivity can be used to estimate the magnitude of the super-exponential change of stock prices and to forecast financial extremes. Zhang et al. [24] studied VG of time series generated by autoregressive models AR(1) and AR(2) to study the relation between the correlation length of the series and the exponential rate of the VG connectivity distribution. Gonçalves et al. [25] analysed VG connectivities from global trade market series with Information Theory concepts to extract a quantifier of market risk, which shows to be highly correlated with financial instability periods.

In this work we propose a novel validation framework [26–30] for VG networks built from financial time series, in order to obtain a statistically significant signal reflecting complex non-linear patterns of such series and thus providing a signature for financial instability. We achieve this by assessing each VG connection against its expected probability of occurrence under a null hypothesis derived from the ARCH-type family of models. These models are particularly fit for our purposes, as they account for stylized facts of financial markets but are otherwise maximally random. For instance, they cannot capture the super-exponential growth (drop) of market prices ending in crashes (rallies) [31–34],
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which is instead reflected by a dramatic change in the connectivity of the corresponding time series VG before such financial extremes \[23\]. Indeed, we show that the number of validated connections increases in correspondence of financial crisis periods for several global market indices. Building on this framework, we finally introduce a metrics of market (in)stability, which turns out to be a robust predictor of financial turmoil periods.

II. METHODS

Let us consider a generic asset whose price is described by a time series \( Y = \{y_t\}_{t=1}^T \), with \( T \) denoting its length. As usually done in the financial literature, we assume statistical stationarity of price returns \( r_t = y_{t+1}/y_t - 1 \) and define the historical volatility \( \sigma_t \) as the standard deviation of returns up to time \( t \).

A. Mapping time series into networks

Consider a generic time series \( Y = \{y_t\}_{t=1}^T \). The series can be seen as a landscape, in which each point \( t \) of the series has a height equal to its value \( y_t \). The visibility graph (VG) algorithm \[15\] associates a node \( i \) to each time \( t \), and connects two nodes \( i < j \) if a straight line between \( y_i \) and \( y_j \) can be drawn in the landscape without intersecting any intermediate data height \( y_k \) with \( i < k < j \). More formally, the generic element of the network adjacency matrix \( a_{ij} = 1 \) (meaning that \( i \) and \( j \) are connected) if

\[
\frac{y_k - y_i}{k - i} < \frac{y_j - y_i}{j - k} \quad \forall (i < k < j)
\]

and \( a_{ij} = 0 \) otherwise. Note that the VG algorithm always connects nearest neighbor nodes, i.e., \( |i - j| = 1 \Rightarrow a_{ij} = 1 \) \( \forall i, j \). Additionally, the generated network is undirected by construction. We define the degree of a node as the number of its connections, i.e., \( d_i = \sum_{j \neq i} a_{ij} \).

The complement of the VG is the invisibility graph (IVG) \[23\], obtained by inverting the inequality in eq. (1): \( \bar{a}_{ij} = 1 \) if

\[
\frac{y_k - y_i}{k - i} > \frac{y_j - y_i}{j - k} \quad \forall (i < k < j)
\]

and \( \bar{a}_{ij} = 0 \) otherwise. Again, the degree of a node is \( \bar{d}_i = \sum_{j \neq i} \bar{a}_{ij} \). Note that we use the bar symbol to denote quantities in this case, as the IVG is the complement of the VG: \( a_{ij} + \bar{a}_{ij} = 1 \ \forall i \neq j \), i.e., apart from self connections which are absent in both cases.

B. Null model of time series

In the VG two nodes are connected as soon as the visibility criterion is satisfied. Thus, also random fluctuations within the time series can generate network connections. In order to identify those connections that correspond to unstable financial periods, we need a null model for the time series which is maximally random but also able to reproduce the empirical regularities of financial markets. In this way the model will be able to capture “typical” fluctuations but will fail in reproducing non-linear behaviors such as a super-exponential growth of prices. In this work, as null model we use the GJR-GARCH \[11\], which accounts for leptokurtosis, volatility clustering and leverage effect as stylized facts. We remark that the framework we propose here is general and other null models can be used as well (i.e., basically any variant of ARCH).

Assuming the stationarity of the process, the GJR-GARCH(1,1,1) model defines returns and conditional variance (i.e., volatility squared) as follows:

\[
r_t \equiv a_t = \sigma_t \epsilon_t
\]

\[
\sigma_t^2 = \alpha_0 + \alpha_1 a_{t-1}^2 + \beta_1 \sigma_{t-1}^2 + \gamma_1 a_{t-1}^2 I_{t-1}
\]

where \( I_{t-1} = 1 \) if \( a_{t-1} < 0 \) and is zero otherwise, and the \( \epsilon_t \) are independent and identically distributed random variables with zero mean and unitary variance (typically following the standard normal or standardized t-Student distribution). The model parameters \((\alpha_0, \alpha_1, \beta_1, \gamma_1)\) are estimated from the empirical time series using a maximum likelihood technique \[35\] \[50\]. Note that the unconditional mean and volatility of the model depend on such parameters.
TABLE I. GJR-GARCH parameters for S&P500, together with values of standard error, t-statistic and degrees of freedom (dof) of the t-Student’s distribution used in the likelihood estimation of parameters (assuming that the dimension of the sample is sufficiently large, parameters are normally distributed, so that the t-statistic test is equal to the parameter value over the standard error). P-values are computed from the t-statistics, showing that all parameters are statistically significant at the 5% level (we indicate with 0∗ values below the machine precision). Results for the other index are given in the appendix, Table II.

| parameters estimate | std. error | t-statistic | p-value |
|---------------------|------------|-------------|---------|
| α₀                  | 0.002      | 2.15        | 0.0316  |
| α₁                  | 0          | 0           | 0       |
| β₁                  | 0.926      | 142.6       | 0       |
| γ₁                  | 0.14       | 11.5        | 0       |
| dof                 | 8.9        | 7.8         | < 10⁻¹⁴ |

as \(E(a_t) = 0\) and \(E[a_t^2] = \alpha_0/(1-\alpha_1-\beta_1-\gamma_1/2)\), and thus the model is stationary when \(\alpha_0 > 0\) and \(\alpha_1 + \beta_1 + \gamma_1/2 < 1\) [37].

Once the model is defined, we use it to generate simulated time series (we use the symbol \(\sim\) to denote simulated quantities). In order to directly have a stationary process, we choose as initial condition the historical volatility of the empirical series \(\sigma_0 = \sigma_T\). To generate a single series, we extract \(\epsilon_0\) and compute \(\tilde{\epsilon}_0 = \epsilon_0\sigma_0\); then, for each \(t = 2, \ldots, T\), we generate \(\epsilon_t\), and update \(\tilde{\epsilon}_t\) and \(\tilde{\sigma}_t\) as for eq. (3). By construction, the simulated series has the same unconditional mean and volatility of the empirical time series. The process is repeated \(Z\) times to finally have an ensemble \(\Omega\) of \(Z\) time series for returns and volatilities.

C. Validation against the null model

Once the ensemble of simulated time series is built, we use VG to map each of them into a network, and thus end up with an ensemble \(\Omega\) of \(Z\) networks. We use this ensemble to compare the VG from the empirical series with, and to build the validated network.

Let us denote by \(p_{ij}\) the ensemble average of the generic adjacency matrix element, namely the fraction of networks in \(\Omega\) in which the connection between \(i\) and \(j\) appears. We argue that if this value is low, the possible presence of the corresponding connection in the empirical VG is not likely to be the result of random fluctuations. Since we do not know the probability distribution of \(p_{ij}\) within \(\Omega\), we use a simple percentile criterion introducing a threshold \(\rho\). Then, whenever \(a_{ij} = 1\) and \(p_{ij} \leq \rho\), we validate the corresponding connection, otherwise we discard it. We repeat this process for each connection of the empirical VG to obtain the validated VG.

III. DATA

The date considered in this work are the following global equity indices, each considered as bellwether of market and economy of the corresponding country: S&P500 (USA), Merval (Argentina), ASE (Greece), CAC40 (France), DAX (Germany), IBEX (Spain), SMI (Switzerland), and UKX (United Kingdom). We remark that the choice of these indices is arbitrary, and that our methodology can be applied to any financial series.

Data for each index is collected from the Bloomberg Terminal, and covers the time span from July 11\textsuperscript{th}, 1995 to July 11\textsuperscript{th}, 2017, from which we removed holidays and weekends. Each element in a series represents the closing price of the index, from which we computed returns and volatility values.

IV. RESULTS

A. Null model basics

In this section we discuss basic yet important properties of the null model ensemble, taking as specific example S&P500 depicted in Figure 1 (other indices yield qualitatively similar insights). We use the whole time span \(T\) of data and the t-Student distribution for the white noise to build the GJR-GARCH(1,1,1) null model of the time series. Results for the model parameters estimated via maximum likelihood are reported in Table II.

Simulated time series are computed using these parameters and the historical volatility as initial condition, as described above. This approach is self-consistent, in the sense that if we use these simulated series to estimate again the model parameters, we obtain results that fall within the confidence interval of parameters estimated from
In the reminder of the paper, we will focus on time series of volatility values—which are converted into networks via VG, thus using eq. (1) with \( y_t = \sigma_t \).

**Ensemble cardinality.** The null model ensemble should contain a number \( Z \) of samples large enough to obtain a proper estimate of connection probabilities. In order to study the stability properties of the ensemble as a function of \( Z \), we compute the variation of information \( \Delta I \) between pairs of degree distributions averaged over ensemble realizations of different sizes. Note that since the null model that we use is maximally random, measures derived from Shannon entropy cannot capture differences between simulated time series: the variation of information between any two ensemble converges to zero for \( T \rightarrow \infty \), and residual discrepancies are only due to finite-size effects. Yet variation of information values do fluctuate around such a stationary value, and the coefficient of variation is about 15%, 10%, and 5% for ensembles with \( Z = 10^1, 10^2 \) and \( 10^3 \), respectively. To get to 2%, \( Z = 10^4 \) is needed. To have a good compromise between ensemble reliability and computational efficiency, in the following we set \( Z = 3000 \).

**Degree distributions.** Figure 2(a) shows the degree distribution of the VG from the empirical S&P500 time series of volatilities, compared to that from the corresponding null model ensemble. A Wilcoxon rank-sum test for the two distributions returns a \( p \)-value of 0.4041, providing no evidence that the two samples derive from different populations (the same outcome is observed for the other financial indices we consider). Thus, the empirical and null model degree distributions are compatible: the null model preserves the degree distribution. This also suggests that using a different null model scheme, obtained by reshuffling the connections in the VG but preserving the degree of each node, known as the configuration model \( \text{[39]} \), may represent a valid alternative. Note however that differences of empirical degree distributions computed on distinct (and shorter) time windows seem to provide signals of financial instability \( \text{[25]} \).
null model connectivities. The VG is invariant under affine transformations of the series data, in particular under horizontal translations. At the same time, the null model we use is maximally random but for reproducing stylized facts. As such, all nodes in the null network are equivalent, and the connection probability between any two nodes should depend only on their distance. This is shown in Figure 2(b). Given this picture, our validation procedure assumes an intuitive meaning: roughly, we deem as statistically significant the connections in the empirical VG which are established between nodes at a distance greater than a critical value, determined by the threshold \( \rho \) (the horizontal line in the same figure).

B. Sliding window validation

We now use the proposed validation methodology to look for time series patterns related to unstable market periods. In order to detect temporal changes that cannot be described by the null model, we use a sliding window technique. Let \( W \) denote the window length, and \( L \) the shift amount. Then, for each \( \lambda = 0, 1, \ldots, \left\lfloor \frac{T-W}{L} \right\rfloor \), we take the elements \( \{ \sigma_t \}_{t=W+\lambda L} \) of the empirical time series, create the corresponding empirical and null model VG, apply the validation procedure within these subgraphs, and compute the number of validated connections—which are denoted as \( n_{W+\lambda L} \). The result of this procedure is a time series

\[
\begin{align*}
n_W, n_{W+L}, n_{W+2L}, \ldots,
\end{align*}
\]

where the time stamp of each element corresponds to the last date of the corresponding time window: we use only past information to compute the number of validated connections. In the following we set \( W = 500 \) (two financial years), \( L = 60 \) (three financial months) and \( \rho = 0.1 \). Results and discussion for different choices of parameters are reported in the appendix, Figure 5.

Figure 3 shows the number of validated connections at different dates and for the various global market indices considered. Focusing first on S&P500, we observe five local maxima, each starting at the onset of a crisis period. In chronological order we find the Argentine great depression (1998-2002), the dot-com bubble burst (2000-2002), the sub-prime mortgage crisis (2007-2008), the Euro sovereign debt crisis (since 2009), and the Russian financial crisis (2014-2017). Remarkably, we see that in all cases \( n \) starts to increase before the crisis occurs. This is particularly evident in the case of the sub-prime crisis, as \( n \) started a rapid ascent since the summer of 2006 (i.e., one year before the crisis). Thus, the number of validated connections turns out to provide early warnings of financial turmoil periods.

Moving to the other indices, all of them feature patterns similar to that of S&P500, with due peculiarities. In the case of MERVAL (Argentina), for instance, we find a more pronounced peak at the beginning of the Argentine depression, and an even more marked one just afterwards—which is supposedly more related to the 2002 crisis of the Argentine peso than to the dot-com bubble burst. ASE (Greece) features three distinctive traits: i) a peak around 1996, probably related to the Greek-Turkish crisis occurring in those years; ii) an increasing trend towards the sub-prime crisis starting as early as 2004 (i.e., before that of all other indices considered), when the country faced important organizational expenses for the Olympic Games; iii) a peak before the Greek debt crisis. IBEX (Spain) is the only European index affected by the Argentine depression, and features an additional peak in 2008 as Spain was...
FIG. 4. Validated visibility for S&P500 and MERVAL - American countries, panel (a) - and for ASE, CAC40, DAX, IBEX, SMI, UKX - European countries, panel (b). The horizontal solid line marks the critical value of 1 above which financial instability occurs. Vertical dashed lines indicate the same particular dates as Figure 3.

the European country most affected by the housing bubble, causing an early economic recession. CAC40 (France), DAX (Germany), SMI (Switzerland) and UKX (United Kingdom) do not show particular trends, with the exception of SMI featuring a marked peak starting in 2013—in the midst of the period when Swiss Franc was pegged to the Euro.

C. Validated visibility

As far as now, we have obtained a qualitative indicator with the ability to mark and forecast financial instabilities. Yet, our validation framework allows to get more quantitative insights. Using the sliding window technique described above, we define the validated visibility for time window $t$ as:

$$V_t = \frac{n_t / \langle d_t \rangle_t}{\bar{n}_t / \langle \bar{d}_t \rangle_t},$$

namely the ratio between the number of validated links over the average connectivity in the empirical VG and the number of validated links over the average connectivity in the empirical IVG. The rationale of this index is the following. For a market trend which is properly described by the null model, the likelihood to validate a connection is the same for VG and IVG. As such, $V \simeq 1$. During a financial bubble, instead, the super-exponential growth of market prices [32] leads to a drastic increase in the number of VG connections [23], which are mostly validated so that $n / \langle d \rangle$ increases. At the same time, IVG connectivity decreases and validation becomes less likely (recall that missing connections cannot be validated), so that $\bar{n} / \langle \bar{d} \rangle$ decreases. The opposite pattern occurs during negative bubbles [23, 34]. Overall, $V > 1$ signals a speculative bubble, often but not always followed by a market crash, whereas, $V < 1$ signals a negative bubble, in general followed by large rebounds or rallies. $V = 1$ is thus the critical value separating these two regimes.

Figure 4 shows how validated visibility evolves over time. In the case of S&P500, $V$ is systematically higher than one in correspondence of all crisis periods, and in general the signal is magnified with respect to what we observed for $n$. In particular, concerning the peak of the global financial crisis, $V$ goes beyond the critical value as far ahead as early 2006. Similar patterns are observed for the other market indices. Overall, $V$ comes forth as a robust quantitative indicator providing early warnings of financial instability periods.

V. CONCLUSIONS

In this work we developed a statistical validation technique for financial time series mapped into networks via the visibility graph algorithm [13]. We use ARCH-type models, commonly employed to model and forecast assets price series, to build the null hypothesis, with the underlying idea that such models cannot capture super-exponential patterns observed during bubbles and before crashes. By applying our methodology to global market indices series, we showed how to extract a quantitative signal providing early warnings of financial crisis, but also of local instabilities. Furthermore, the extent of the crisis is captured by the intensity of the signal. As such, our findings can have potential application for practitioners of portfolio optimization and hedging, and more generally for regulators to measure market efficiency and foresee systemic events.
We finally remark that our validation framework is rather flexible. For instance, we can use a dynamical null model for which GJR-GARCH parameters are estimated within each sliding time window. Additionally, by choosing an appropriate null model, our method can be applied to other financial instruments, such as derivatives, CDS, and so forth. The validity of the strategy behind the proposed validation procedure for time-series goes however well beyond the financial domain. Indeed, our validation recipe can be applied for studying features of time-series of any nature, provided a suitable null model can be defined for them. And when such a null model is not specified, it is possible to resort to standard network randomization schemes (configuration models or exponential random graphs) which preserve local topological properties of the VG.
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TABLE II. GJR-GARCH parameters estimation for the considered equity indices.

| Parameters | Estimate | Std. Error | t-statistic | p-value |
|------------|----------|------------|-------------|---------|
| **MERVAL** |          |            |             |         |
| $\alpha_0$ | 0.12     | 0.023      | 5.4         | $< 10^{-7}$ |
| $\alpha_1$ | 0.041    | 0.009      | 4.5         | $< 10^{-5}$ |
| $\beta_1$  | 0.86     | 0.01       | 73.5        | $0^*$    |
| $\gamma_1$ | 0.13     | 0.01       | 8.1         | $< 10^{-13}$ |
| dof        | 5.7      | 0.4        | 13.6        | $0^*$    |
| **ASE**    |          |            |             |         |
| $\alpha_0$ | 0.029    | 0.007      | 4.0         | 0.0001  |
| $\alpha_1$ | 0.063    | 0.008      | 7.1         | $< 10^{-12}$ |
| $\beta_1$  | 0.910    | 0.007      | 124.0       | $0^*$    |
| $\gamma_1$ | 0.04     | 0.01       | 3.6         | $< 10^{-4}$ |
| dof        | 6.7      | 0.6        | 12.1        | $0^*$    |
| **CAC40**  |          |            |             |         |
| $\alpha_0$ | 0.014    | 0.004      | 3.4         | 0.0007  |
| $\alpha_1$ | 0.018    | 0.007      | 2.7         | 0.0062  |
| $\beta_1$  | 0.926    | 0.007      | 132.5       | $0^*$    |
| $\gamma_1$ | 0.09     | 0.01       | 8.1         | $< 10^{-15}$ |
| dof        | 9.8      | 1.0        | 8.9         | $0^*$    |
| **DAX**    |          |            |             |         |
| $\alpha_0$ | 0.010    | 0.004      | 3.9         | 0.0040  |
| $\alpha_1$ | 0.025    | 0.007      | 3.5         | 0.0005  |
| $\beta_1$  | 0.923    | 0.007      | 133.3       | $0^*$    |
| $\gamma_1$ | 0.10     | 0.01       | 8.0         | $< 10^{-14}$ |
| dof        | 9.2      | 1.0        | 8.8         | $0^*$    |
| **IBEX**   |          |            |             |         |
| $\alpha_0$ | 0.015    | 0.004      | 3.44        | 0.0006  |
| $\alpha_1$ | 0.024    | 0.007      | 3.5         | 0.0005  |
| $\beta_1$  | 0.923    | 0.007      | 127.4       | $0^*$    |
| $\gamma_1$ | 0.09     | 0.01       | 8.1         | $< 10^{-15}$ |
| dof        | 9.5      | 0.9        | 9.7         | $0^*$    |
| **SMI**    |          |            |             |         |
| $\alpha_0$ | 0.018    | 0.004      | 4.5         | $< 10^{-5}$ |
| $\alpha_1$ | 0.040    | 0.008      | 4.7         | $< 10^{-5}$ |
| $\beta_1$  | 0.905    | 0.009      | 103.6       | $0^*$    |
| $\gamma_1$ | 0.083    | 0.01       | 6.7         | $< 10^{-10}$ |
| dof        | 11.5     | 1.5        | 7.3         | $< 10^{-12}$ |
| **UKX**    |          |            |             |         |
| $\alpha_0$ | 0.010    | 0.003      | 3.5         | 0.0004  |
| $\alpha_1$ | 0.022    | 0.007      | 2.9         | 0.0037  |
| $\beta_1$  | 0.916    | 0.007      | 125.1       | $0^*$    |
| $\gamma_1$ | 0.11     | 0.01       | 8.5         | $0^*$    |
| dof        | 11.2     | 1.6        | 6.9         | $< 10^{-11}$ |
FIG. 5. Number of VG validated links for S&P500 using different values of $\rho$ (validation threshold), $W$ (window length) and $L$ (shift amount). We see that results are robust with respect to the choice of the threshold: as $\rho$ changes, only the intensity of the signal changes but not its shape. Yet, $\rho$ must be not too high to harm the specificity of the test (in the limiting case $\rho \to 1$ all connections are validated), nor too low to get low sensitivity (for $\rho \to 0$ no connection is validated and, according to the considerations of Figure 2(b), the minimum value allowed for the threshold is set by the window length $W$). Concerning $W$ and $L$, generally increasing their values reduces the noise of the signal but also its temporal resolution, and vice-versa. The most appropriate balance between $W$ and $L$ thus appears to be application-specific.