Towards Measuring User Experience based on Software Requirements

Issa Atoum¹, Jameel Almalki², Saeed Masoud Alshahrani³, Waleed Al Shehri⁴
The World Islamic Sciences and Education University, Amman, Jordan¹
Department of Computer Science, College of Computer in Al-Leith, Umm Al-Qura University, Makkah, Saudi Arabia², ⁴
Department of Computer Science, College of Computing and Information Technology, Shaqra University, Shaqra, Saudi Arabia³

Abstract—User Experience (UX) provides insights into the users’ product perceptions while using or intending to use an application. Software products are known for complexity and changeability, starting from requirements engineering until the product operation. Users often evaluate software UX based on a prototype; however, UX is semantically embedded in the software requirements, a crucial indicator for project success. The problem of current UX evaluation methods is their dependence on the actual involvement of users or experts, a time-consuming process. First, this paper builds a benchmark dataset of UX based on textual software requirements crowdsourcing several UX experts. Second, the paper develops a machine learning model to measure UX based on the dataset. This research describes the dataset characteristics and reports its statistical internal consistency and reliability. Results indicate a high Cronbach Alpha and a low root mean square error of the dataset. We conclude that the new benchmark dataset could be used to estimate UX instantly without the need for subjective UX evaluation. The dataset will serve as a foundation of UX features for machine learning models.
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I. INTRODUCTION

The User Experience (UX) is a term used to indicate personnel perceptions and resulting emotions from systems or services [1]. Some of the concepts related to UX are included in the definition of Quality in Use (QinU); the user perceptions could result from a system or software’s hedonic and pragmatic qualities. Very often, software UX is related to nonfunctional requirements and usability. Therefore, UX is a broader concept that includes usability, user satisfaction, emotions, and perceptions during the interaction [2]. On the other hand, the UI is considered a mechanism of functionality, usability, reliability, and satisfaction [3]. Consequently, usability is influenced by two orthogonal aspects, GUI and UX. However, the focus of this paper is evaluating the UX even if no UI is already built. Therefore, post evaluations of UX after product release (e.g., [4]) are not considered in this study.

The UX evaluation depends on components or factors of UX models. Some of the most commonly cited factors are proposed by Morville [5], known as the honeycomb model. The honeycomb model is based on balancing context, content, and users. Morville’s honeycomb consists of seven factors: useful, usable, desirable, findable, accessible, credible, and valuable. However, Morville’s model is generic to any product and is not focusing on software products. Recently, questionnaire-based approaches [6][7], heuristics models [8][9], and hybrid models [13] were proposed for UX modeling and evaluation.

One of the frameworks that lay a foundation on software requirements and UX requirements is the UX-aware framework of Kashfi et al. [10]. The UX-aware framework shows that UX requirements are embedded quality requirements that describe the end user’s satisfaction or pleasure of using the software. However, UX is generally evaluated based on a prototype(or a release); therefore, productive UX evaluation models could be used early during the requirements development [11]. Regrettably, the unavailability of measurement metrics or a benchmark dataset breaks the early evaluation. The automation of UX measurement is widely disregarded due to its complexity. In this era, an agent was proposed to automate UX testing for specific predefined tasks of objects finding scenarios in a game application [11].

Machine learning has been extensively adopted in many domains to predict and estimate target variables; however, a useful machine learning model depends on robust and reliable datasets. To the best of our knowledge, there are no existing datasets specialized for UX based on software requirements.

Therefore, the research gap is related to the unavailability of automated UX evaluation methods, which will result in that UX evaluators spending extensive efforts. Therefore, the UX evaluators are regretted using manual UX evaluation, including conducting surveys. Worst of all the evaluators must use an existing prototype to evaluate the UX (using existing evaluation methods). As a result, requirements engineers are not fully aware of any early UX software requirements before getting any prototype. Lacking large datasets of software requirements are still a major challenge for proper cost-effective and rapid application development[12]. Moreover, the elimination of UX-compliant requirements results in UX negligence in the final product [13] or poor resource planning [14]. Therefore, the automation of UX evaluation lacks datasets and proper evaluation models.

The main objective of this paper is to build a dataset that could be used for UX evaluation using machine learning techniques solely relying on textual requirements before an actual software gets developed. We employed four UX experts
to annotate user requirements to a widely accepted scale\(^1\), the User Experience Questionnaire (UEQ) \([15][16][17]\). The proposed benchmark dataset is a PROMISE-based dataset\([18]\), one of the non-commercial requirements datasets. The research uses the latest expanded PROMISE dataset\([19]\), part of the Open Science Tera-PROMISE repository upgraded earlier \([18]\).

The contributions of this study are critical to software requirements engineering and user acceptance success. The prepared benchmark dataset eases the UX evaluation using machine learning models instead of traditional approaches such as questionnaires or heuristic models. This study is also important for software developers to track the software quality over the software life cycle. Therefore, the overall advantage of using an automated UX system is important for both software consumers and developers. Thereby, saving time and efforts of software developers and providing early feedback to software consumers. The main research question that addresses the UX measurement is as follows:

How UX evaluation could be automated at the early stages of requirements engineering using machine learning?

The paper structure is as follows. Section 2 discusses related works. Then, the methodology of building the benchmark dataset is illustrated in Section 3. Next, Section 4 describes the benchmark dataset reliability and provides preliminary results of machine learning methods. After that, we show the implications of the proposed dataset and its limitations in Section 5. Finally, we conclude the paper in Section 6.

II. RELATED WORK

The UX has been evaluated in several models. Morville \([5]\), one of the leaders in UX, proposed the honeycomb model, which consists of seven factors: useful, usable, desirable, findable, accessible, credible, and valuable. A system is considered usable if its needs are delivered in a simple way considering the user learning curve. If the system fulfills the user’s needs it is considered useful. However, a system is considered desirable based on its design and attractiveness. If further information is needed about the system it should be findable, easy to navigate. The system should be accessible even to a user with disabilities. Therefore, an application is considered credible if it is trustworthy. Integrating all of these factors provides a valuable system. However, Morville’s model is generic to any product and is not focusing on software products.

Generally, UX evaluation models could be classified into three categories: questionnaire-based approaches, heuristics models, and hybrid frameworks. Questionnaire-based models \([6],[7],[15],[20]\) are known for their simplicity in evaluation and aggregation. In such methods, the users are responsible for the system evaluation with a few questions based on their perceived use of products. For example, the benchmark of the User Experience Questionnaire (UEQ) \([15]\) uses several question items to evaluate the UX. Each item of the UEQ consists of a pair of terms with opposite meanings (e.g., ‘not understandable’ vs. ‘understandable’, ‘efficient’ vs. ‘inefficient’) on a 7-point Likert scale that each ranges from -3 to +3. With UEQ, several users would evaluate a system prototype to calculate key performance indicators (KPIs) for each software application under study (e.g., \([6]\)). Such KPIs are based on UEQ scores and simple average and summation statistics. Recently a questionnaire survey was developed to measure usability, usefulness, and satisfaction of a chatbot UX \([21]\). However, the approach of \([19]\) was customized for conversational agents.

On the other hand, heuristics models depend on rules or checklist items prepared and evaluated by experts in the specific service domain. In this category, Yeratziotis and Zaphiris \([9]\) proposed a set of rules (heuristics ) to support human-computer interaction experts to evaluate website accessibility. Similarly, online travel agency applications’ UX has been evaluated formally with 8 stages \([2]\); however, this model\([2]\) is application-dependent.

UX has been evaluated in the context of students’ applications. The UX has been seen from the angle of usefulness and effectiveness of students teaching systems \([22][23]\). For example, Krouska \(et al.\) \([23]\) proposed a set of rules for students’ misconception of HTML to understand the user (student) experience while using an e-learning system. Based on the student experience with the system the proposed model—based on the repair theory— was able to suggest a student learner path. Although heuristic models enable experts to key in needed knowledge to help in UX evaluation, they are generally applied to certain application domains where evaluation checklists exist.

Hybrid models combine the previous methods to measure the UX such as measuring the physiological aspects of users during software usage \([24]\). The multimodal deep learning model UX framework of Hussain \(et al.\) \([24]\) depends on sentiment analysis, user feedback, and visual analysis of user action using sensors that detect user’s objects on the screen. Koonsanit and Nishiuchi \([25]\) proposed a framework to measure software UX based on facial expression recognition and machine learning; however, their focus is on product sentiment analysis rather than measurement of UX from software requirements \([26]\). A similar model was proposed by Li and Liu \([27]\) to analyze user eye-movement tracking along with user testing methods to suggest actions for a better user experience. Furthermore, a UX framework for business intelligence (BI) systems interfaces was proposed by Eriksson and Ferwerda \([28]\) to support users’ desires and data evaluation. The evaluation of their framework utilizes several KPIs: utility, usability, visual attractiveness, and hedonic quality that covers the whole system development lifecycle. Jang and Han \([29]\) proposed a framework for UX understanding in blockchain services. The UX is defined based on the literature in UX generality and blockchain technological aspects. More specific UX frameworks were proposed for educational games. Leong \(et al.\) \([21]\) considered the game flow, player context, usability, and learnability along with psychometrically to build an educational UX measurement model.

\(^1\)Google Scholar shows 1,301 citations for UEQ paper (2008): 11/2021.
The literature shows that the gap is the current methods are time-consuming and subjective. UX measurement depends on persons with different expertise level questionnaires and product trustworthiness which are widely subjective [30]. To our knowledge, this could be the first paper that heightens the importance of requirements UX evaluation before an application gets developed based on machine learning models.

III. Methodology

The proposed methodology is based on textual software requirements that are considered the initial source of software UX [31], [32]. The source dataset for software requirements is the expanded PROMISE dataset [19], as described in TABLE I.

UEQ metrics are the foundation of the benchmark dataset because it is a widely used UX evaluation method for software products[6]. Specifically, we employed the short UEQ (UEQ-S) model that has eight items [6]. The core UEQ primary constructs are as illustrated in TABLE II [6].

In addition, these constructs are represented using eight class labels in a score ranging from 1 (minimum) to 7 (maximum) for each class label, as shown in TABLE III. For example, a requirement item with a score of 5 for ‘label 1’ is considered supportive, while an item of score 1 is considered obstructive. The neutral value is (3). Note that the same requirement item could have eight scores simultaneously.

The annotation scheme methodology is depicted in Fig. 1. We selected four experts of UX who have more than five years of experience in UX design. First, they were interviewed online to know the robustness of their work. Then, we explain to them the objectives of the work and the UEQ measurement scales (Step 1). After the explanation, we draw a random 100 requirements (approximately 10% of the dataset) from the PROMISE dataset with different applications (Step 2). The experts studied the complete set of requirements for each application. Next, they were allowed to discuss how to classify requirements to the eight UX scales. After that, they were left to do the annotation alone (Step 3). During the data reconciliation process (Step 4), we again choose another random 50 annotated requirements (not the previous ones), and experts were allowed to discuss discrepancies (if any). It was found that all 50 pairwise scores were acceptable having an absolute error value of 1 to 2. Finally, we got four Excel sheets for the exact requirements classified into eight labels, each with a scale in the range 1-7.

### TABLE I. Attributes of Expanded Promise Dataset [19]*

| Attribute       | Description                                                                                       | Total  |
|-----------------|---------------------------------------------------------------------------------------------------|--------|
| Project-ID      | The project IDs range from 1 to 49. Projects are generic domains such as shopping and universities. | 49     |
| Requirement-Text| Project textual requirements at the analysis stage of analysis and design.                         | 969    |
| Class           | Functional or non-functional. Requirements where nonfunctional requirements are a set of 13 subcategories. | 13 (F(1), NF(12)) |

*Functional (F), and Nonfunctional (NF) requirements are part of this dataset.

### TABLE II. Core Components of the UEQ Scales (Also Described in Al-Hunaifyan et al. [37])

| Construct     | Meaning                                                                                     |
|---------------|---------------------------------------------------------------------------------------------|
| Attractiveness| The product should be pleasurable, user-friendly, and enjoyable                            |
| Efficiency    | Perform tasks with the product in a fast manner and pragmatically                          |
| Perspicuity   | The product plain to the understanding primarily because of clarity, and easiness to learn   |
| Dependability | The product services that can be trusted within time and meets users’ expectations          |
| Stimulation   | Using the product encourages its use due to being exciting and motivating                   |
| Novelty       | The product should be pioneering, inspired, and creatively designed                         |

### TABLE III. UEQ-S Labels[6]

| Label ID | Quality Category | Negative Word | Positive Word |
|---------|------------------|---------------|---------------|
| Label 1 | Pragmatic Quality| obstructive   | supportive     |
| Label 2 | Pragmatic Quality| complicated   | easy           |
| Label 3 | Pragmatic Quality| inefficient   | efficient      |
| Label 4 | Pragmatic Quality| confusing     | clear          |
| Label 5 | Hedonic Quality  | boring        | exciting       |
| Label 6 | Hedonic Quality  | not interesting| interesting    |
| Label 7 | Hedonic Quality  | conventional  | inventive      |
| Label 8 | Hedonic Quality  | usual         | leading-edge   |

Fig. 1. Proposed Annotation Scheme Methodology.
The reliability and consistency of the collected dataset were tested with Cronbach Alpha and the root means square error (RMSE) to measure the differences between experts’ rating scores. Cronbach alpha is applicable since we have weighted items (1 to 7), which could be used to explain the proportion of variance between different experts [33]. On the other hand, the RMSE measures the average magnitude of errors in annotation scores between experts. It is a desirable measure as it gives relatively more weight to errors of large magnitude that need to be eliminated.

IV. RESULTS AND DISCUSSIONS

We illustrate the reliability of the proposed benchmark dataset and preliminary UX evaluation results on this dataset.

A. Benchmark Dataset Reliability

The user experience team previously hired for this experiment is playing the role of users to estimate the UX KPI for each application. The distribution of the labels averaged over the four experts (Fig. 2) shows a few outliers, but generally, according to the original dataset, the set of requirements has high UX scores with the first four UX labels: ‘supportive,’ ‘easy,’ ‘efficient,’ and ‘clear. On the other hand, it shows that ‘interesting’ and ‘exciting’ labels have moderate scales. In contrast, the requirements in the benchmark dataset seem less ‘inventive’ and not up to the ‘leading-edge.’ The dataset can be downloaded from Kaggle.[32]

The word cloud of this dataset is shown in Fig. 3. The word cloud was generated without considering any filtering or stop words removal. The figure shows that most requirements use the keywords “system”, and “product”, which indicates that such words are not discriminating the UX such as others (“allow”, “display”). However, we cannot generalize these findings unless features (especially contextual ones) are plugged-in a proper machine learning model. The nature of the requirements datasets complicate machine learning models and needs further analysis to provide proper utility models.

Many authors use Fleiss’ kappa to calculate the inter-annotator agreement; however, we opt not to calculate the inter-annotator agreement as it could provide inconsistency [34] for the following reasons: (1) each label has a scale between 1-7 for 969 records, (2) we have eight labels each with an ordered set of values, and (3) the order of values have a meaning, where for example, a class label of 2 is less than the same class label with 5. Therefore, Cronbach Alpha [35] was used to testify the internal consistency of each expert’s scores and the root-mean-square error (RMSE) to see the deviation of scores from the means as we have a large sample size [36].

The Cronbach Alpha scores are shown in TABLE IV. The table shows an acceptable average reliability statistic except for the fourth expert. Therefore, the scores of expert four were eliminated from the benchmark dataset.

Moreover, we use the RMSE to compare paired scores (between any two experts), as shown in TABLE V. The table shows the averaged RMSE between paired experts averaged over the whole dataset. First, the RMSE was calculated per individual requirement item, where actual values and observed values are those coming from the paired experts. Furthermore, RMSE was calculated between each expert and the average scores for the first three experts and the average score for the four experts. The avg3 (in TABLE V) is calculated by finding the average scores for the first three experts and then calculating the RMSE between each expert’s actual and average scores. Similarly, avg4 (in TABLE V) is calculated by averaging scores for the four experts and then finding the RMSE between the expert’s actual value and the average score.

| TABLE IV. CRONBACH ALPHA RELIABILITY FOR EACH EXPERT |
|---------------------------------------------|
| Expert 1 | 0.69 |
| Expert 2 | 0.70 |
| Expert 3 | 0.85 |
| Expert 4 | (0.11) Omitted |

The results of RMSE show that the fourth expert’s scores deviate from the average scores (by a magnitude of approximately 2) between the other three experts; therefore, the score of the fourth expert was omitted from the benchmark dataset. According to TABLE V, the averaged RMSE is low and shows that results are consistent between experts, indicating that the dataset is acceptable for machine learning. The characteristics of the dataset are consistent with the literature that a suitable error estimation method is a method that reduces the dataset noise and scales out the absolute error to a minimum [38].
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One approach to validating the benchmark dataset’s output is experimenting with the dataset with different machine learning models. We have done a simple experiment on the first expert dataset using support vector machine (SVM), eXtreme Gradient Boosting (XGBoost), Decision Trees, and Bagging Classifier (KNN). We tackle machine learning problems as multilabel (8 labels) and multiclass (7 classes) regression problems. Nevertheless, predicted label-class values were rounded to the nearest label scale (1 to 7), making the comparison meaningful over precision, recall, and F1-score. First, stop words, and special characters were removed from the requirement text column, generating a sequence of words using the TensorFlow Tokenizer. Next, the default implementation of SVM and Decision Trees were used from the sklearn library and the latest python API for XGBoost.

The results are shown in TABLE VI. The results show that the XGB algorithm provides a reasonably acceptable F1-score (0.864), indicating that the benchmark dataset is helpful and applicable in UX predictive models. Decision trees were next performing machine learning model with an F1-score of 0.861. However, the SVM with one versus rest voting and the KNN Bagging (decreasing variance) was not performing well. Results could be due to the nature of SVM that would not work well with the multilabel problem, while the decision trees were giving an acceptable performance as it could build deep trees based on dataset instance and the 8 label values.

| Method            | Recall | Precision | F1-score |
|-------------------|--------|-----------|----------|
| SVM               | 0.662  | 0.680     | 0.658    |
| XGBoost           | 0.864  | 0.863     | 0.864    |
| Decision Trees    | 0.861  | 0.861     | 0.861    |
| Bagging(KNN)      | 0.747  | 0.746     | 0.746    |

In this experiment, the XGBoost classifier using the multiclass log loss function was a better choice for this dataset. Fig. 4 shows the ROC for the XGBoost model. The results show that class labels have a high area under the curve (except for label 3) where each score represents the average score of all eight labels. In other words, each average is calculated two times: the first time, averaging the prediction performance over a single label over the 7 class values (1 to 7), and then another average over the eight labels.

B. UX Evaluation

Given the dataset, the machine learning developer could tackle the problem as a multilabel or multi-regression problem. If the four annotations are averaged, then it could be seen as a multi-regression problem. However, if the resultant annotations were rounded to the original UX-scale (1-7), one might consider the problem a classification problem.

The new benchmark dataset allows the software engineers to predict the UX software value early in software development, and it allows the software engineers to generate UX-complaint software requirements. Moreover, the benchmark dataset extends the applicability of machine learning methods to measure a product UX instantly. The major advantage of the proposed machine learning models versus questionnaire-based approaches is automation, where UX could be evaluated on the fly at any point in time during software development. The UX evaluation could be used as a driving force for requirements analysis and validation [12]. Our study is consistent with the literature review conducted by Almeyda et al. [39] that showed that integrating the user experience and agile techniques are essential for requirements analysis.

The current dataset might have these limitations. It was assumed that all applications are similar in terms of UX features classification. Further research could enhance the dataset to support a customized dataset for each application. Moreover, the dataset is considered a small dataset; therefore, some deep learning models might not be a good choice.

VI. Conclusions

This paper annotated a dataset for UX based on textual requirements. The benchmark dataset helps software engineers predict the UX of an application before building a prototype or before releasing the software. Furthermore, the dataset could help software engineers generate UX-complaint requirements and as per the customer requirements. The dataset was tested with RMSE and some machine learning models. The results showed a low RMSE value between experts and a high F1-score for the XGBoost classifier. As a result, the dataset is considered the first of its kind to automate the UX evaluation. The dataset will be further expanded with new requirements, and the number of UX experts will be increased in the future. Moreover, the current contribution of this paper allows the research community to tackle requirements engineering issues using the current dataset by integrating the UX evaluation with the requirements engineering process.
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