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ABSTRACT

Background: Code reviewing is an essential part of software development to ensure software quality. However, the abundance of review tasks and the intensity of the workload for reviewers negatively impact the quality of the reviews. The short review text is often unactionable. Aims: We propose the Example Driven Review Explanation (EDRE) method to facilitate the code review process by adding additional explanations through examples. EDRE recommends similar code reviews as examples to further explain a review and help a developer to understand the received reviews with less communication overhead. Method: Through an empirical study in an industrial setting and by analyzing 3,722 Code reviews across three open-source projects, we compared five methods of data retrieval, text classification, and text recommendation. Results: EDRE using TF-IDF word embedding along with an SVM classifier can provide practical examples for each code review with 92% F-score and 90% Accuracy. Conclusions: The example-based explanation is an established method for assisting experts in explaining decisions. EDRE can accurately provide a set of context-specific examples to facilitate the code review process in software teams.
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1 INTRODUCTION

Peer code review is widely regarded as a useful approach for decreasing software errors and enhancing project quality. Code review is a process where developers evaluate their code by another project developer to see whether it is of adequate quality to be incorporated into the project’s core codebase [4]. The manual process and the need for intensive communication between team members to assure code quality within a peer review process is a considerable workload for a team. In modern code review and with the abundance of data around developers’ activities, tool-based review, especially automated code review tool, is becoming more popular [3]. Studies showed that a successful code review requires active participation and collaboration of reviewers and authors [16]. The manual process and the need for intensive communication between team members to assure code quality within a peer review process is a considerable workload for a team. Pascarella et al. [13] provided a taxonomy of information needs in a code review. According to this taxonomy, reviewers require information with regards to sustainability of an alliterative solution, correct understanding, rational, code context, necessity, specialise expertise, and modularity of changes (splittable) for a successful review process.

Analogies and examples have been human’s conventional way of explaining their cognition and decisions. In today’s world, the use of examples is one of the methods for decision explanation and explainable AI. Adequately explaining machine-made decisions proved to be effective in convincing domain experts to follow the recommendation and accept the intelligence of the machines. In this context, and to address the developer’s need for rational and code context and to assure their correct understanding from the code review [3], we studied the use of analogies by providing context-specific examples along with code reviews. The use of examples for explaining code review problem in software team have not been discussed in literature. While developers are manually searching for examples, the automated retrieval of these examples across the repositories of a software is quite possible and facilitate developer’s activity.

In this direction, we are answering two research questions (RQs):

RQ1: What model can effectively identify reviews that need further explanation?

Using three major projects of a company, we labeled 3,722 Reviews on a four-point Likert scale of clarity. We then implemented and compared Logistic Regression, Multinomial Naive Bayes, Support vector machine (SVM), Random Forest, and Gradient Boosted Regression Trees (GBRT) for classifying review comments.

RQ2: What model can provide an example-based explanation for a code review?

We introduce Example Driven Review Explanation (EDRE) bot for recommending context-based examples using analogical reasoning. We used the cosine similarity on vectorized code review comments to identify analogies between reviews and generate a ranked list of examples for
2 RELATED WORK

We briefly discuss the current state of research in code review analysis and decision explanation.

2.1 Code Review Analysis

Software developers spend a large amount of time and effort executing code reviews. Therefore, identifying factors that lead to useful code reviews can benefit projects by improving code review significance and quality. In a three-stage hybrid research study Bosu et al. [4], qualitatively analyzed attributes of a high quality code review. Later, in 2017 Bachelli et al. [3] identified developers information need in code review process. Sadowski et al. [16] focused on Google’s practice and analyzed its current state of code review. They point out in this analysis that tool-based code reviews have become the norm for a wide range of open-source and industrial systems. More recently, studies [2, 6] demonstrated that many industries have adopted modern code review as a key strategy to constantly monitor and improve the quality of code changes. Uchôa, Anderson, et al. [17] analyzed 57,498 reviewed code changes across seven open-source projects and evaluated the use of six machine learning algorithms to predict effective design changes. Automatically recognizing the content of reviewers discussion is helpful to better understand the code review process. Li et al. [11] performed a case study on three popular open-source software projects provided on GitHub and produce a fine-grained taxonomy including 11 sub-categories for review comments. Late in 2019, Li et al. [10] standardized automated code review as a multi-instance learning task that which each transformation consisting of numerous cloths is regarded as a bag, and each hunk is described as an instance. Proposed a novel deep learning model named DeepReview based on CNN. Rahman et al. [14] report a relative analysis between the useful and non-useful review comments where they determine between them using their textual features and the reviewer’s experience. While these studies focused on improving the content of code reviews, none explained code review decisions.

2.2 Decision Explanation

Four main approaches are commonly known for explaining decisions for domain experts [1]. Code reviews and the decision to accept a change by a software developer or not is a combination of rational decision making, where the programming guidelines shall be followed and errors to be avoided, and naturalistic decision making that the expertise of the developers should be valued. Providing examples to further explain a decision is known as one of the best performed, and universal methods for explanation. The rise of machine Learning (ML) methods for automating decisions further extended the field of research on Machine Learning explanation [7]. It has been proved that domain experts, follow machine-made decisions if they can reason and concur with the rational. The decision explanation in the field of software engineering is currently limited to the strategic decisions.

3 EMPIRICAL DATA

We performed an analysis on the propriety software of an industrial partner through a collaborative project. The industrial partner mainly focuses on developing mobile apps and is practicing a rigorous code review process while hosting their code on GitHub repositories. We gathered the information of three main projects using GitHub Rest API to mine the code review comments. These projects are all management tools for mobile devices. Project Alpha started in January 2019 and included 1,129 Code Reviews. Project Beta was initiated in January 2019 and included 1,767 Reviews, and The Gamma Project has been developed since 2019 and involved 826 Reviews. For all these projects, we gathered the historical information of GitHub repositories from January 2019 to November 2019, which resulted in overall 11 Months of data. These included 3,722 Reviews overall and across the three projects. We created a corpus by collecting developer code review comments (text) from GitHub projects. From here on, we refer to the code review comments simply as code review. The code review of these 3,722 Reviews has, on average, 13 Words and 79 Characters in length. The relatively short length of the reviews has motivated the industrial partner to further look into ways to add clarity and explanation while not adding further workload to the reviewer.

3.1 Labelling Code Reviews

As the first step to answer our research questions, we labeled the code reviews. A total of 44 Developers have worked directly on these three projects, including the first two authors of this paper.
We launched a survey on the team management channel of the team and requested all the 44 Developers to participate in labeling the data. Eight developers agreed to participate in labeling the data (response rate of 18%).

We asked the developers to evaluate the clarity of the reviews based on a four-point Likert scale of clear, Somewhat Clear, Unclear, and Somewhat Unclear. We showed the text of the code review along with a link to the conversation thread including the comments and code changes on the GitHub repository to the developer. Figure 3 shows an example of the labeling task. Each developer labeled as many code reviews as they could. Each code review have been labeled by minimum of five developers. We assigned the label of majority votes as the clarity level of the review.

As a result, we’ve labeled 3,722 Reviews with the help of eight developers working on these projects. In Table 1, we summarized the statistics of the three projects dataset.

3.2 Text Prepossessing

We implemented a standard text prepossessing pipeline and applied it to all the code review comments to make it ready for our learners. This pre-processing included removing punctuation, tokenization, stop words, lemmatizing, and N-Gram extraction. We implemented these steps using NLTK and BeautifulSoup Python libraries.

Considering the short length of the reviews and the need to clean the text from unnecessary punctuation, we applied tokenization. We created Bag of Words from our text documents and divided each into punctuation marks making sure that short words such as “don’t”, “I’ll”, “I’d” remain as one word. Then, we used the NLTK standard stop words library for erasing the common and dispensable words from our text sentences and removing the stop words. To further keep and evaluate words in the context, we used Part of Speech Tagging (POS) to explain words in a sentence.

Then, we lemmatized the reviews to further transfer all the words into their lemma/root format. At this stage, by having a uniform format for data, we proceeded with extracting N-Grams. Using N-Grams, we maintain the sequence of candidate labels in our text document. An N-gram is a sequence of N words, which computes \( p(w|h) \), the probability of a word \( w \)’s [9]. We extracted bi-grams \((n = 2)\) and tri-grams \((n = 3)\) from the code reviews.

4 METHODOLOGY

In order to answer RQ1 and to identify which code review needs further explanation, we performed a benchmark with five optimized Machine Learning algorithms and compared their performance. Once identifying an ambiguous code review, the EDRE bot retrieves examples (RQ2) across projects of the team to further explain the code review using analogical reasoning and Information Retrieval (IR) techniques. Figure 1 shows an overview of the research. Figure 2 provides an overview of all the techniques used to answer the research questions and design EDRE bot.

4.1 Text Mining Process

To identify text features, we used the Vector Space Modeling (VSM) method by which each text is represented as vectors of identifiers. We benchmarked with both word-embedding and sentence-embedding methods and evaluated the performance of three different vectorization models. For word embedding, We used the TF-IDF (Term Frequency Inverse Document Frequency) model for transforming the numerical feature vectors to make our text executable on the machine to train our models. TF-IDF is one of the most effective Information Retrieval (IR) methods for analyzing the importance of a word in a document. The TF-IDF term weighting scheme assigns a higher score to rare words and a lower one to words frequently occurring across all reviews. As the context and semantics of the reviews are quite important in analyzing the code reviews, we used sentence embedding where the semantic relatedness of each word is being considered in the review. To this end, we empirically evaluated the performance of Universal Sentence Encoder (USE) and BERT for sentence embedding in code reviews.

Sentence-BERT is a sentence embedding technique that uses a Siamese network architecture to enable the generation of high-quality sentence embedding. Sentence-BERT requires human annotated labeled data for fine-tuning the sentence embedding [5]. With the direct knowledge of the reviews and context, two authors of this

| Projects | Clear | Somewhat Clear | Somewhat Unclear | Unclear |
|----------|-------|----------------|-----------------|--------|
| Alpha    | 44%   | 30%            | 11%             | 15%    |
| Beta     | 31%   | 19%            | 14%             | 36%    |
| Gamma    | 29%   | 23%            | 13%             | 35%    |
| Average  | 34.7% | 24.0%          | 12.7%           | 28.6%  |

Figure 3: A sample of labelling task assigned to the developers. Each of the reviews were labelled by five developers.
paper provided these annotations. We also experienced with Universal Sentence Encoder (USE) as another sentence embedding technique [5]. USE has two separate ways of encoding sentences. The first USE model is based on a simple transformer encoder block. This model constructs an encoding subgraph of transformer architecture to generate sentence embedding. The second variant of USE also utilizes the transformer encoder attention block; however, there are some modifications done to the overall architecture compared to its first variant. The second method is called Deep Averaging Network (DAN). These two variants work together in the TensorFlow Hub. We used this module for implementing USE.

4.2 Code Review Classification

Having a vectorized representation of the 3,722 Code reviews, we used popular classifiers to answer our RQ1 as a supervised multiclass classification problem. To classify code reviews, we used supervised machine learning algorithms Logistic Regression, Multinomial Naïve Bayes, SVM, Random Forest, and Gradient Boosted Regression Trees (GBRT) [9] to train our corpus datasets. To perform text classification, we used the NLTK library in Python. Each of the above classifiers were used on our dataset of 3,722 Reviews and classifies each review either as “clear”, “Somewhat clear”, “Somewhat Unclear”, or “Unclear”.

We used cross-validation to evaluate these models. For this validation, we have used ScikitLearn’s SearchGrid function to tune our cross-validation parameter. After building the grid, we executed our GridSearchCV model passing classifiers() for finding the best estimator parameter (.best_params_) and n-fold value. As the result of this search, we used n = 5 for the cross-validation. So, among the total of 3,722 Reviews, we trained our models using 80% of the corpus (2,978 Reviews). We test the models with the remaining 20% of the data (744 Code reviews). The performance results presented from here on are the average of five times of 5-Fold cross-validation.

4.3 Explanation and Example Retrieval

Once a code review is somewhat or totally unclear for a developer, we form analogical reasoning to find similarities between the received code review and the historical data. Analogical reasoning is a form of knowledge management [15] and has been applied in different disciplines, including software engineering [12]. Once having a code review identified as unclear or somewhat unclear, we use Cosine similarity to find the top most similar reviews for the developer. Our designed model retrieves the top five most similar “clear” or “Somewhat clear” reviews.

To retrieve examples and to further clarify code reviews, we used Cosine similarity as an IR model. We computed the similarity between a received code review that needs further explanation and former code reviews. To this end, we used the cosine similarity method on vectorized code review comments. Cosine similarity measures the similarity between two vectors of an internal outcome space. It is measured by the cosine of the angle between the two vectors and determines whether the two vectors are pointing in exactly the same direction. It is often used to measure the similarity of documents in text analysis. Mathematically, it measures the cosine of angles between two vectors projected in a multidimensional space. Output values of measuring cosine similarity between two items range from zero to one, where zero means no match, and one means both items are 100% Similar.

5 RESULTS & DISCUSSION

In this section we present the results of RQ1 and RQ2 and further discuss the implications.

5.1 RQ1: Identifying Code Reviews that Need Explanation

An additional explanation for the clear decisions not only adds to the cognitive load of the experts [8]. Hence, as the first step in RQ1 we focused on identifying the code reviews which are most in need of further explanation. We performed a comprehensive benchmark to find the best combination for the choice of embedding method and classifier as detailed in Section 4.1 and Section 4.2. In collaboration with the partnered organization and their developers, we labelled each code review as “Clear”, “Somewhat clear”, “somewhat unclear”, and “Unclear” (See Section 3.1).

We focused on the review text and extracted features using word embedding models (here TF-IDF) and sentence embedding models (Sentence-BERT and USE). Then we trained each classifier with each of these three embedding models. Table 2 shows the results of classifier’s performance in terms of precision, recall, F-score, and Accuracy. When using word embedding model, TF-IDF, SVM classifiers outperform the other four models with f-score of 0.92 follows by Logistic regression model (with F - score = 0.91) and Random Forrest (with F - score = 0.90). Among all, GBRT has the worst performance in terms of both F - score and accuracy of 0.8.

We also implemented the Sentence-BERT encoder and USE model for sentence embedding. When using the Sentence-BERT

| EMBEDDING         | TF-IDF | Sentence-BERT | USE       |
|-------------------|--------|---------------|-----------|
| **Classifiers**   | Precision | Recall | F-Score | Acc.  | Precision | Recall | F-Score | Acc.  | Precision | Recall | F-Score | Acc.  |
| Random Forest     | 0.94 | 0.87 | 0.90 | 0.87 | 0.88 | 0.87 | 0.86 | 0.88 | 0.88 | 0.86 | 0.87 | 0.88 |
| Naïve Bayes       | 0.89 | 0.88 | 0.89 | 0.87 | 0.89 | 0.89 | 0.89 | 0.89 | 0.88 | 0.89 | 0.88 | 0.88 |
| Logistic Regression | 0.92 | 0.90 | 0.91 | 0.89 | 0.87 | 0.87 | 0.88 | 0.87 | 0.88 | 0.89 | 0.86 | 0.88 |
| SVM               | 0.93 | 0.91 | 0.92 | 0.90 | 0.83 | 0.82 | 0.85 | 0.83 | 0.88 | 0.87 | 0.88 | 0.89 |
| GBRT              | 0.81 | 0.83 | 0.80 | 0.80 | 0.79 | 0.79 | 0.79 | 0.79 | 0.82 | 0.81 | 0.83 | 0.82 |
model, our Naive Bayes classifier slightly outperforms other models with an $F$-score of 0.89, while Logistic Regression comes as the second-best classifier with $F$-score $= 0.88$. When it comes to the USE model, both SVM and Naive Bayes performs equally in terms of $F$-score ($= 0.88$) followed by Random forest ($F$-score $= 0.87$).

Overall, the difference between these models and classifiers are quite low ($=0.01$ difference in most cases) however, GBRT is consistently performing worst among all the models. We further investigated the accuracy of these models as details in Table 2. Figure 4 provides a side by side comparison of $F$-score and accuracy of all these models. SVM trained on word embedding (TF-IDF) performs better in both metrics. Figure 5 shows the actual and predicted values for SVM model using TF-IDF word embedding in a form of a confusion matrix. The model performs very well in identifying “clear” code reviews which could be attributed to the size of vocabulary and the Bag of Words as the three evaluated projects have been managed within the same organization.

**SVM model trained with a word embedding can best predict the level of clarity for code reviews with $F$-score $= 0.90$. The high performance of word embedding in comparison to sentence embedding could be attributed to the homogeneous use of terminology and coding practice in the analyzed project.**

5.2 RQ2: Explaining Code Reviews by Examples

Having identified the code review which needs further explanation, EDRE retrieves the five most similar examples of clear or somewhat clear code reviews to further explain an ambiguous review. The model is built on analogical reasoning. As a form of software knowledge management [15], we perform analogical reasoning to offer examples and further explain an ambiguous review. These examples were retrieved from similarity analysis and have been evaluated as clear or somewhat clear in the past. Offering these analogical examples is not meant to be prescriptive, and one example would not be understandable or suitable for all the developers.

We used Cosine similarity to find the analogy between a newly received and ambiguous code review and clear or somewhat clear examples across organizational code history. Following the idea of case-based reasoning [12], these analogical changes serve to adapt them to the specific context and to assist the developer in understanding the context and intent of the received review. EDRE tool retrieves the top five most relevant code reviews (having the highest similarity) to assist the comprehension of an ambiguous review by examples. We built a prototype explanation bot where it retrieves examples for the code reviews that is classified as “somewhat unclear” or “unclear”.

Figure 6 shows the EDRE bot on GitHub. We used one-fifth of the data (744 Reviews) for testing and the rest (2,978 Reviews) for the training of our EDRE tool. We performed a preliminary evaluation of the retrieved examples by one of the authors who directly worked on these projects. The top five examples have been evaluated as useful or somewhat useful for explaining the received review. The full evaluation of this tool and measuring the usefulness of these examples for further explaining the code reviews remains preliminary.
Using Cosine similarity between code review text, EDRE can retrieve meaningful list of examples to further explain unclear code reviews. The preliminary evaluation of EDRE shows the usefulness of the retrieved examples for explaining the code review decisions.

6 LIMITATIONS AND THREATS TO VALIDITY
Explaining code reviews by automatically retrieving examples is a new idea presented in the paper, along with a limited case study evaluation. There are several limitations attributed to the case study which should be considered when interpreting our results. While collaborating with the industry, the three chosen projects are developed within the same organization, which creates a higher probability that the size of the vocabulary would be smaller. Hence, the performance of the models can be slightly different. We hope that the detailed comparison of F-score, Accuracy, and the provided confusion matrix provides a fair baseline for the community further to evaluate the implication of our findings in their teams. We used Cosine similarity to measure textual analogy between two code reviews. This reasoning can be further extended using code review timing, reviewer’s history, and other project attributes. Our ongoing study is focused on the cross-project and cross-team evaluation of EDRE using multiple attributes other than review text. It is important to note that the current evaluation of EDRE tool is limited. Further evaluation of the tool by involving more developers is needed to understand the related relevance and usefulness of the retrieved examples (RQ2) for developers.

7 CONCLUSION AND FUTURE WORK
Providing examples is one of the known forms of decision explanation. Code reviews are one of the most collaborative processes in modern software teams and are highly dependent on communications between the reviewer and developer. To reduce the communication barrier, facilitate providing feedback, and reduce review time, we designed the EDRE bot in collaboration with an industry partner. EDRE relies on an example to further explain an ambiguous code review. EDRE consists of two main parts (i) identifying ambiguous code reviews using text features and (i) retrieving a ranked list of relevant examples using analogical reasoning. In this study, we investigated 3,722 Code reviews across three projects of the partnered industry. We manually labeled the level of ambiguity in each code review using software developers. We benchmarked with different embedding and vectorization models to extract textual features from code reviews and evaluated the performance of five classifiers to identify ambiguous code reviews. We further used analogical reasoning and designed the EDRE bot to retrieve examples. Our future work focuses on extending the evaluation of examples retrieved by EDRE to better understand the relevance and usefulness of the bot. In addition, we are intended to extend the empirical evaluation to investigate the performance of our proposed models across projects and organizations.
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