ON THE ERROR TERM IN THE EXPLICIT FORMULA OF RIEMANN–VON MANGOLDT

MICHAELA CULLY-HUGILL AND DANIEL R. JOHNSTON

Abstract. We provide an explicit $O(x \log x/T)$ error term for the Riemann–von Mangoldt formula by making results of Wolke (1983) and Ramaré (2016) explicit. We also include applications to primes between consecutive powers, the error term in the prime number theorem and an inequality of Ramanujan.

1. Introduction

1.1. Background. Let

$$\psi(x) = \sum_{n \leq x} A(n) = \sum_{p^k \leq x} \log p$$

be the Chebyshev prime-counting function over prime powers $p^k$, with integers $k \geq 1$. The (truncated) Riemann–von Mangoldt formula is written as

$$\psi(x) = x - \sum_{\rho = \beta + i\gamma \atop \rho \neq 0, \gamma \leq T} \frac{x^\rho}{\rho} + E(x, T),$$

(1.1)

where the sum is over all non-trivial zeros $\rho = \beta + i\gamma$ of the Riemann-zeta function $\zeta(s)$ that have $|\gamma| \leq T$, and $E(x, T)$ is an error term.

Several authors have provided estimates for $E(x, T)$. With reasonable conditions on $x$ and $T$, the standard bound given in the literature (e.g. [11, Chapter 17]) is

$$E(x, T) = O\left(\frac{x \log^2 x}{T}\right),$$

(1.2)

which in 1983 was improved by Goldston [18] to

$$E(x, T) = O\left(\frac{x \log x \log \log x}{T}\right).$$

(1.3)

Under the Riemann hypothesis, one can do even better. Namely, Littlewood [25] proves that with the Riemann hypothesis one gets

$$E(x, T) = O\left(\frac{x \log x}{T}\right),$$

(1.4)

which was later improved by Goldston [17] to $O(x/T)$. Wolke [38] and Ramaré [34] also claimed to prove averaged versions of the Riemann-von Mangoldt formula with unconditional $O(x/T)$ error terms. However, through correspondence with Ramaré, several errors in these works have been uncovered.

In 2016, Dudek [13, Theorem 1.3] gave an explicit version of (1.2). Namely, he proved the following theorem.
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Theorem 1.1 (Dudek). Take $50 < T < x$ for half an odd integer $x > e^{60}$. Then

$$E(x, T) = O^* \left( \frac{2x \log^2 x}{T} \right).$$

The first author [7, Theorem 2] recently improved on Dudek’s result by making (1.3) explicit. In this paper, we give an explicit $O(x \log x/T)$ bound for $E(x, T)$, thereby making (1.4) unconditional and explicit. This is done by reworking the papers of Wolke [38] and Ramaré [34]: we optimise parts of their proofs and avoid the errors related to their averaging arguments. This approach gives significantly better explicit bounds for $E(x, T)$ than in previous works.

Our overarching approach is to split $E(x, T)$ into two smaller error terms, say $E_1(x, T)$ and $E_2(x, T)$. We rework [34, Theorem 1.1] to bound $E_1(x, T)$ in a general way that can be applied to other arithmetic functions besides $\psi(x)$. Then, we rework the proof of [38, Theorem 2] and use explicit zero-free regions for $\zeta(s)$ to reach an explicit estimate of the form $E_2(x, T) = O(x/T)$. Such an estimate for $E_2(x, T)$ becomes insignificant compared to that for $E_1(x, T)$ for large $x$.

To demonstrate the usefulness of our results, we use our bounds for $E(x, T)$ to improve the main theorems in [7] and [32].

1.2. Statement of main results. Our main result is as follows.

Theorem 1.2. For any $\alpha \in (0, 1/2]$ there exist constants $M$ and $x_M$ such that for $\max\{51, \log x\} < T < (x^\alpha - 2)/2$,

$$\psi(x) = x - \sum_{|\gamma| \leq T} \frac{x^{\rho}}{\rho} + O^* \left( M \frac{x \log x}{T} \right)$$

(1.5)

for all $x \geq x_M$. Some admissible values of $x_M$, $\alpha$ and $M$ are $(40, 1/2, 5.03)$ and $(10^3, 1/100, 0.5597)$, with more given in Table 4 in the appendix.

Using Theorem 1.2 we are able to obtain the following result.

Theorem 1.3. There is at least one prime between $n^{140}$ and $(n + 1)^{140}$ for all $n \geq 1$.

This improves upon [7, Thm. 1] by the first author, which asserts that there is always a prime between consecutive $155^{th}$ powers.

Theorem 1.2 combined with other recent results, also allows us to improve the error term in the prime number theorem for large $x$ (cf. [32, Theorem 1]).

Theorem 1.4. Let $R = 5.5666305$. For each $\{X, A, B, C, \epsilon_0\}$ in Table 1 we have

$$\left| \frac{\psi(x) - x}{x} \right| \leq A \left( \frac{\log x}{R} \right)^B \exp \left( -C \sqrt{\frac{\log x}{R}} \right),$$

and for all $\log x \geq X$,

$$|\psi(x) - x| \leq \epsilon_0 x.$$
Table 1. Values of $X$, $A$, $B$, $C$ and $\epsilon_0$ for Theorem 1.4. Here, $\sigma$ is a parameter that appears in the proof of Theorem 1.4. The entry for $X = 3600$ is specifically included for Corollary 1.5.

| $X$  | $\sigma$ | $A$    | $B$   | $C$   | $\epsilon_0$ |
|------|----------|--------|-------|-------|---------------|
| 1000 | 0.980    | 269.1  | 1.520 | 1.893 | $6.89 \cdot 10^{-6}$ |
| 2000 | 0.984    | 264.8  | 1.516 | 1.914 | $3.48 \cdot 10^{-10}$ |
| 3000 | 0.986    | 264.3  | 1.514 | 1.925 | $1.42 \cdot 10^{-13}$ |
| 3600 | 0.988    | 275.2  | 1.512 | 1.936 | $2.04 \cdot 10^{-15}$ |
| 4000 | 0.988    | 266.5  | 1.5212| 1.936 | $1.61 \cdot 10^{-16}$ |
| 5000 | 0.990    | 350.4  | 1.510 | 1.946 | $4.74 \cdot 10^{-19}$ |
| 6000 | 0.990    | 267.8  | 1.510 | 1.946 | $1.83 \cdot 10^{-21}$ |
| 7000 | 0.990    | 266.9  | 1.510 | 1.946 | $1.38 \cdot 10^{-23}$ |
| 8000 | 0.990    | 266.9  | 1.510 | 1.946 | $1.44 \cdot 10^{-25}$ |
| 9000 | 0.992    | 280.5  | 1.508 | 1.957 | $1.30 \cdot 10^{-27}$ |
| 10000| 0.992    | 268.6  | 1.508 | 1.957 | $2.06 \cdot 10^{-29}$ |

Corollary 1.5. For all $x \geq \exp(3604)$ we have

$$\pi(x)^2 < \frac{e^x}{\log x} \pi\left(\frac{x}{e}\right).$$

Corollary 1.5 improves [32, Theorem 2] by a factor of $\exp(311)$.

1.3. Outline of paper. We begin in Section 2 by making an explicit and simplified version of a truncated Perron formula due to Ramaré [34]. In Section 3 we state a number of zero-free regions from the literature that will be required throughout the paper. In Section 4 we make explicit an argument of Wolke [38]. These results are combined in Section 5 to prove Theorem 1.2. Applications of these results (Theorems 1.3 and 1.4) are in Sections 6 and 7.

2. An explicit truncated Perron formula

In this section we prove the following error estimate for the truncated Perron formula. This result is a self-contained variant of [34, Theorem 1.1], which we have simplified and optimised for our purposes.

Theorem 2.1. Let $F(s) = \sum_{n \geq 1} a_n / n^s$ be a Dirichlet series over complex $s$, and $\kappa > 0$ be a real parameter chosen larger than the abscissa of absolute convergence of $F(s)$. Also let $\theta' = 2/(\sqrt{\pi^2 + 4 + \pi})$. For any $T > 0$, $x \geq 1$, $\kappa > \kappa_a$, and $\lambda \geq \theta'/T$,

$$\sum_{n \leq x} a_n = \frac{1}{2\pi i} \int_{\kappa-iT}^{\kappa+iT} F(s) \frac{x^s}{s} ds$$
Lemma 2.2. For zero, and the two horizontal integrals are bounded by $e^{\pi i/4}$. The above bounds are most useful for large $y$. For small $y$ we can use

$$\int_{\kappa' - i}^{\kappa' + i} \frac{e^{ys}}{s} ds = \frac{e^{ys}}{y} \int_{\kappa' - i}^{\kappa' + i} \frac{ds}{s} + ie^{ys} \int_{\kappa' - i}^{\kappa' + i} \frac{dt}{1 - \kappa' + it}.$$ 

The first integral is equivalent to $2i\arctan(1/\kappa')$. The second integral can be bounded using the identity

$$|\frac{e^{ity} - 1}{ity}| = \left| \int_0^1 e^{ity} du \right| \leq 1.$$
Hence, for all $y \in \mathbb{R}$,
\[
|v(y) - \frac{1}{2\pi i} \int_{\kappa' - i}^{\kappa' + i} \frac{e^{ys}}{s} \, ds| \leq |v(y) - \frac{e^{ys'}}{\pi} \arctan(1/k')| + \frac{|y|e^{ys'}}{\pi}. \quad \square
\]

**Proof of Theorem 2.1.** We aim to bound
\[
\left| \sum_{n \geq 1} a_n v(T \log(x/n)) - \frac{1}{2\pi i} \int_{\kappa - iT}^{\kappa + iT} F(s) \frac{x^s}{s} \, ds \right| x^{-\kappa}
\]
for any $x \geq 1$, $T > 0$, and $\kappa > \kappa_a > 0$, where $\kappa_a$ is the abscissa of absolute convergence of $F(s)$. First, we take $\kappa = \kappa'T$ to reach
\[
\left| \sum_{n \geq 1} a_n v(T \log(x/n)) - \frac{1}{2\pi i} \int_{\kappa - iT}^{\kappa + iT} F(s) \frac{x^s}{s} \, ds \right| x^{-\kappa}
\]
\[
\leq \sum_{n \geq 1} \frac{|a_n|}{n^{\kappa}} \left| v(T \log(x/n)) - \frac{1}{2\pi i} \int_{\kappa - iT}^{\kappa + iT} \left( \frac{x}{n} \right)^s \frac{ds}{s} \right| \left( \frac{n}{x} \right)^{\kappa}
\]
\[
= \sum_{n \geq 1} \frac{|a_n|}{n^{\kappa}} \left| v(T \log(x/n)) - \frac{1}{2\pi i} \int_{\kappa' - i}^{\kappa' + i} e^{T \log(x/n)u} \frac{du}{u} \right| e^{-\kappa'T \log(x/n)}. \tag{2.2}
\]
Next, we apply Lemma 2.2. Suppose for some $\theta > 0$ there exists a positive constant $c$ such that
\[
\max_{|y| < \theta} \left( \frac{1}{\pi |y|} \left| \frac{v(y)}{e^{ys'}} - \frac{1}{\pi} \arctan(1/k') \right| + \frac{|y|}{\pi} \right) \leq c. \tag{2.3}
\]
Splitting the sum in (2.2) at $\theta$ and taking $y = T \log(x/n)$ in Lemma 2.2 gives
\[
\left| \sum_{n \geq 1} a_n v(T \log(x/n)) - \frac{1}{2\pi i} \int_{\kappa - iT}^{\kappa + iT} F(s) \frac{x^s}{s} \, ds \right| x^{-\kappa}
\]
\[
\leq c \sum_{T|\log(x/n)| < \theta} \frac{|a_n|}{n^{\kappa}} + \frac{1}{\pi T} \sum_{T|\log(x/n)| \geq \theta} \frac{|a_n|}{n^{\kappa}|\log(x/n)|}. \tag{2.4}
\]
and note that the first bound in (2.1) was used to obtain the second term in (2.4). We then have
\[
\sum_{T|\log(x/n)| \geq \theta} \frac{|a_n|}{n^{\kappa}|\log(x/n)|} = \sum_{T|\log(x/n)| \geq \theta} \frac{|a_n|}{n^{\kappa}} \int_{\log(x/n)}^{\infty} \frac{du}{u^2}
\]
\[
= \int_{\theta/T}^{\infty} \sum_{\theta/T \leq |\log(x/n)| \leq u} \frac{|a_n|}{n^{\kappa}} \frac{du}{u^2}
\]
\[
= \int_{\theta/T}^{\infty} \sum_{|\log(x/n)| \leq u} \frac{|a_n|}{n^{\kappa}} \frac{du}{u^2} - \frac{T}{\theta} \sum_{T|\log(x/n)| < \theta} \frac{|a_n|}{n^{\kappa}}.
\]
Hence,
\[
\left| \sum_{n \geq 1} a_n v(T \log(x/n)) - \frac{1}{2\pi i} \int_{\kappa - iT}^{\kappa + iT} F(s) \frac{x^s}{s} \, ds \right| x^{-\kappa}
\]
recent computation of $H$ however, as the Riemann hypothesis has been verified up to a height $H$.  

Lemma 3.1 \[(\ref{3.2})\]

heights in the complex plane. There is no need for zero-free regions for small $\theta$. Combining several existing results to have an optimal zero-free region for different $\theta$. Hence, we will take $\theta = \theta'$. This leaves us with

\[\sum_{n \geq 1} \frac{\alpha_n}{\kappa} \mathcal{L}_{(\log(x/n))} - \frac{1}{2\pi i} \int_{\kappa-iT}^{\kappa+iT} F(s) \frac{x^s}{s} ds \leq \frac{x^\kappa}{\pi T} \int_{\theta'/T}^{\infty} \sum_{\log(x/n) \leq u} \frac{|\alpha_n|}{n^\kappa} \frac{du}{u^2}.\]

Splitting the integral from $\theta'/T$ to $\infty$ at $\lambda$ then gives the further bound

\[x^\kappa \int_{\theta'/T}^{\infty} \sum_{\log(x/n) \leq u} \frac{|\alpha_n|}{n^\kappa} \frac{du}{u^2} \leq x^\kappa \sum_{n \geq 1} \frac{|\alpha_n|}{n^\kappa} \int_{\lambda}^{\infty} \frac{du}{u^2} + \int_{\theta'/T}^{\infty} \sum_{\log(x/n) \leq u} \frac{|\alpha_n|}{n^\kappa} \frac{x^n}{n^\kappa} \frac{du}{u^2}\]

\[\leq \frac{x^\kappa}{\lambda} \sum_{n \geq 1} \frac{|\alpha_n|}{n^\kappa} + \int_{\theta'/T}^{\infty} \sum_{\log(x/n) \leq u} \frac{|\alpha_n|}{n^\kappa} \frac{e^{\kappa u}}{u^2} du,\]

from which Theorem \ref{2.1} follows. \hfill \square

3. Zero-free regions

There are a range of explicit zero-free regions for $\zeta(s)$ in the literature. We will combine several existing results to have an optimal zero-free region for different heights in the complex plane. There is no need for zero-free regions for small $\Im(s)$, however, as the Riemann hypothesis has been verified up to a height $H$. The most recent computation of $H$ is from Platt and Trudgian \cite{31}.

Lemma 3.1 \cite{31}. If $\zeta(\beta + it) = 0$ for any $|t| \leq 3 \cdot 10^{12}$ then $\beta = \frac{1}{2}$.

The most recent explicit version of the “classical” zero-free region is from Mossinghoff and Trudgian \cite{27}.

Lemma 3.2 \cite{27}. For $|t| \geq 2$ there are no zeros of $\zeta(\beta + it)$ in the region $\beta \geq 1 - \nu_1(t)$, where

\[\nu_1(t) = \frac{1}{R_0 \log |t|}\]

and \[\text{R}_0 = 5.5666305.\]

Ford \cite{16} gave a version of the classical result which improves on Mossinghoff and Trudgian’s result for large $|t|$.

\textsuperscript{a}This value of $R_0$ is lower than that appearing in \cite{27} Theorem 1. However, since the Riemann hypothesis has now been verified to a higher height (Lemma \ref{5.1}, we can take $R_0 = 5.5666305$ as discussed in \cite{27} Section 6.1).
Lemma 3.3. For $|t| \geq 5.45 \cdot 10^8$ there are no zeros of $\zeta(\beta + it)$ in the region $\beta \geq 1 - \nu_2(t)$, where

$$\nu_2(t) = \frac{1}{R(|t|) \log |t|},$$

with

$$R(t) = \frac{J(t) + 0.685 + 0.155 \log \log t}{\log t \left(0.04962 - \frac{0.0196}{J(t)+1.15}\right)},$$

and

$$J(t) = \frac{1}{6} \log t + \log \log t + \log(0.63).$$

Proof. This result is almost identical to [16, Theorem 3], except we use an improved constant in $J(t)$. Ford’s (1.6) can be replaced with a more recent result due to Hiary [19, Theorem 1.1]. We note however, that an error was recently discovered in [19] (see [29, §2.2.1]). Despite this, Hiary’s result can be recovered (and in fact improved) as discussed in the preprint [20].

For very large $t$, we use an explicit Vinogradov–Korobov zero-free region, also due to Ford [16].

Lemma 3.4 ([16, Theorem 5]). For $|t| \geq 3$ there are no zeros of $\zeta(\beta + it)$ in the region $\beta \geq 1 - \nu_3(t)$ where

$$\nu_3(t) = \frac{1}{c \log^{2/3} |t| (\log \log |t|)^{1/3}}$$

and $c = 57.54$.

To use the widest zero-free region we set

$$\nu(t) = \begin{cases} \frac{1}{2}, & \text{if } |t| \leq 3 \cdot 10^{12}, \\ \max\{\nu_1(t), \nu_2(t), \nu_3(t)\}, & \text{otherwise}, \end{cases}$$

noting that $\nu_2(t) \geq \nu_1(t)$ for $t \geq \exp(46.3)$ and $\nu_3(t) \geq \nu_2(t)$ for $t \geq \exp(54599)$.

4. WOLKE’S METHOD

In this section we prove an explicit bound for the integral in Theorem 2.1

$$\frac{1}{2\pi i} \int_{\kappa-iT}^{\kappa+iT} F(s) \frac{x^s}{s} ds,$$

for the case $\kappa = 1 + 1/\log x$ and $F(s) = \sum_{n \geq 1} \Lambda(n)n^{-s} = -(\zeta'/\zeta)(s)$.

Theorem 4.1. Let $\alpha \in (0, 1]$ and $\omega \in [0, 1]$. There exists constants $K$ and $x_K$ such that if $x \geq x_K$ and max$\{51, \log x\} < T < \frac{x^\alpha}{2} - 1$,

$$\frac{1}{2\pi i} \int_{1+\varepsilon-iT}^{1+\varepsilon+iT} \left(-\frac{\zeta'}{\zeta}(s)\right) \frac{x^s}{s} ds = x - \sum_{\rho = \beta+i\gamma \atop |\gamma| \leq T} \frac{x^\rho}{\rho} + O^* \left(\frac{Kx}{T} (\log x)^{1-\omega}\right),$$

where $\varepsilon = 1/\log x$. Some corresponding values of $\alpha$, $\omega$, $K$ and $x_K$ are given in Table 3 in the appendix.
Although setting $\omega = 1$ gives the best result asymptotically, the resulting constant will be quite large unless $x_K$ is very large. For the best results we take $\omega$ closer to 1 for large $x$ and small $T$, and $\omega$ closer to 0 for small $x$ and large $T$.

To prove Theorem 4.1 we make [38, Theorem 2] explicit. The restriction $T > 51$ is so we can directly use some results from [13], which contains a proof of an expression similar to (4.1) albeit with a weaker error term. The restriction $T > \log x$ is not necessary but allows us to obtain a better value of $K$ for large $x$.

In what follows, let $\omega \geq 0$ be a parameter to be optimised in our computations. The value $\omega$ appearing in Theorem 4.1 will be given by
\[
\omega = \begin{cases} 
\omega, & \text{if } \omega < 1 \\
1, & \text{if } \omega \geq 1 .
\end{cases}
\]

We also make use of explicit zero-free regions, and set $\nu(t)$ as in (3.2).

We now prove a couple of preliminary lemmas. In what follows, $N(T)$ denotes the number of zeros of $\zeta(s)$ with imaginary part up to height $T$.

**Lemma 4.2.** Let $t > 1$. Then $N(t+1) - N(t-1) < \log t$.

*Proof.* Dudek [13, Lemma 2.6] proves this lemma for $t > 50$. For $1 < t \leq 50$ we used Odlyzko's tables [28] to verify the lemma manually. \(\square\)

**Lemma 4.3.** Let $T > 51$ and $x > e$. There exists a $\tau \in (T - 1/(\log x)^\omega, T + 1/(\log x)^\omega)$ such that when $s = \sigma + i\tau$ with $\sigma > -1$, we have
\[
\left| \frac{\zeta'(s)}{\zeta(s)} \right| < (\log x)^\omega (\log^2 T + \log T) + 20 \log T.
\]

*Proof.* By Lemma 4.2
\[
N(T + 1/(\log x)^\omega) - N(T - 1/(\log x)^\omega) \leq N(T + 1) - N(T - 1) < \log T .
\]

As there are at most $\log T$ zeros of $\zeta(s)$ with imaginary part in the interval $(T - 1/(\log x)^\omega, T + 1/(\log x)^\omega)$, we can split $(T - 1/(\log x)^\omega, T + 1/(\log x)^\omega)$ into at most $\log T + 1$ zero-free regions. At least one of these regions will have height greater than
\[
\frac{2}{(\log x)^\omega (\log T + 1)}.
\]

We define $\tau$ to be the midpoint of such a region so that
\[
|\tau - \gamma| \geq \frac{1}{(\log x)^\omega (\log T + 1)} \quad (4.3)
\]
for all zeros $\rho = \beta + i\gamma$. Next we use the following result which holds for all $\sigma > -1$ and $\tau > 50$ [13, p. 187]
\[
\frac{\zeta'}{\zeta}(s) = \sum_{|\gamma - \tau| < 1} \frac{1}{s - \rho} + O^*(19 \log \tau) .
\]

Using (4.2) and (4.3),
\[
\left| \sum_{|\gamma - \tau| < 1} \frac{1}{s - \rho} \right| \leq \sum_{|\gamma - \tau| < 1} \frac{1}{|\tau - \gamma|} < (\log x)^\omega (\log T + 1) \log T
\]
which completes the proof of the lemma upon noting that $19 \log \tau \leq 20 \log T$. \(\square\)

We are now in a position to prove Theorem 4.1.
Proof of Theorem 4.1. Letting \( \tau \) be as in Lemma 4.3, we define the contour \( C = C_1 \cup C_2 \cup C_3 \cup C_4 \), where

\[
C_1 = [1 + \varepsilon - i\tau, 1 + \varepsilon + i\tau], \quad C_2 = [1 + \varepsilon + i\tau, -1 + i\tau], \\
C_3 = [-1 + i\tau, -1 - i\tau], \quad C_4 = [-1 - i\tau, 1 + \varepsilon - i\tau].
\]

Cauchy's residue theorem gives

\[
\frac{1}{2\pi i} \int_{1+\varepsilon-i\tau}^{1+\varepsilon+i\tau} \left(-\frac{\zeta'(s)}{\zeta(s)}\right) \frac{x^s}{s} ds
= x - \sum_{|\gamma| \leq \tau} \frac{x^\rho}{\rho} - \log(2\pi) - \frac{1}{2\pi i} \int_{C_2 \cup C_3 \cup C_4} \left(-\frac{\zeta'(s)}{\zeta(s)}\right) \frac{x^s}{s} ds,
\]

noting that \((\zeta'/\zeta)(0) = \log(2\pi)\). We begin by converting the left-hand side of (4.5) into an integral involving \( T \) as opposed to \( \tau \). To do this, we note that when \( \Re(s) = 1 + \varepsilon \), the main theorem in [12] gives

\[
\left|\frac{\zeta'}{\zeta}(s)\right| \leq \left|\frac{\zeta'}{\zeta}(1 + \varepsilon)\right| < \log x.
\]

Hence,

\[
\left|\frac{1}{2\pi i} \int_{1+\varepsilon+iT}^{1+\varepsilon+i\tau} \left(-\frac{\zeta'(s)}{\zeta(s)}\right) \frac{x^s}{s} ds\right| \leq \frac{ex}{2\pi(T-1)} |\tau - T| \log x
\leq \frac{ex}{2\pi(T-1)} (\log x)^{1-\varepsilon}
\]

and identically for the integral from \( 1 + \varepsilon - iT \) to \( 1 + \varepsilon - i\tau \). Therefore,

\[
\frac{1}{2\pi i} \int_{1+\varepsilon-i\tau}^{1+\varepsilon+i\tau} \left(-\frac{\zeta'(s)}{\zeta(s)}\right) \frac{x^s}{s} ds = \frac{1}{2\pi i} \int_{1+\varepsilon-iT}^{1+\varepsilon+iT} \left(-\frac{\zeta'(s)}{\zeta(s)}\right) \frac{x^s}{s} ds
+ O^*(\frac{ex}{\pi(T-1)} (\log x)^{1-\varepsilon}).
\]

Next we consider the sum on the right-hand side of (4.5). In the case \( T < \tau \),

\[
\frac{\sum_{|\gamma| \leq \tau} x^\rho}{\rho} = \frac{\sum_{|\gamma| \leq T} x^\rho}{\rho} + \frac{\sum_{T < |\gamma| \leq \tau} x^\rho}{\rho}.
\]

By (12) we then have

\[
\left|\frac{\sum_{T < |\gamma| \leq \tau} x^\rho}{\rho}\right| \leq 2 \log T \frac{x^{1-\nu(T)}}{T} \leq \frac{2x \log(T + 1)}{x^{\nu(T + 1)} T}.
\]

The case \( T > \tau \) is similar, with an error bounded by \( 2x \log T / x^{\nu(T)} (T - 1) \). Hence,

\[
\frac{\sum_{|\gamma| \leq \tau} x^\rho}{\rho} = \sum_{|\gamma| \leq T} \frac{x^\rho}{\rho} + O^*(\frac{2x \log(T + 1)}{x^{\nu(T + 1)} (T - 1)}).
\]

Finally, we deal with the integral on the right-hand side of (4.5). For the integral over \( C_3 \) we use the inequality [13, Lemma 2.3]

\[
\left|\frac{\zeta'}{\zeta}(s)\right| < 9 + \log |s|,
\]
which holds when \( \Re(s) = -1 \). In particular,

\[
\left| \frac{1}{2\pi i} \int_{C_2} \left( -\frac{\zeta'(s)}{\zeta(s)} \right) \frac{x^s}{s} ds \right| \leq \frac{2\tau}{2\pi} \frac{9 + \log(\sqrt{\tau^2 + 1})}{x} \leq \frac{(T + 1)(9 + \log(\sqrt{T + 1}^2 + 1))}{\pi x}.
\]

Next we bound the integral over \( C_2 \). The same bound will also hold for the integral over \( C_4 \) by symmetry.

**Case 1:** \( \omega = 0 \).

When \( \omega = \overline{\omega} = 0 \) we bound the integral over \( C_2 \) using Lemma 4.3. That is,

\[
\left| \frac{1}{2\pi i} \int_{C_2} \left( -\frac{\zeta'(s)}{\zeta(s)} \right) \frac{x^s}{s} ds \right| \leq \frac{\log^2 T + 21 \log T}{2\pi \tau} \int_{\epsilon}^{1+\epsilon} x^\sigma d\sigma \\
\leq \frac{ex(\log^2 T + 21 \log T)}{2\pi \log x(T-1)}.
\]

**Case 2:** \( \omega > 0 \).

In the case where \( \omega > 0 \) we need to be more careful since the expression in (4.8) is not \( O(x/T) \) (unless further restrictions are placed on \( T \)). To overcome this issue, we let \( D \in (0,1) \) be a parameter that we will optimise for different entries in Table 3 and let \( \sigma_0 = \sigma_0(x, \alpha) := 1 - D\nu(x^n) \). We then split \( C_2 \) into \( C_2 = C_{21} \cup C_{22} \) where

\[
C_{21} = [1 + \epsilon + i\tau, \sigma_0 + i\tau], \quad C_{22} = [\sigma_0 + i\tau, -1 + i\tau].
\]

By Lemma 4.3,

\[
\left| \frac{1}{2\pi i} \int_{C_{22}} \left( -\frac{\zeta'(s)}{\zeta(s)} \right) \frac{x^s}{s} ds \right| \leq \frac{(\log x)\tau(x^2 T + \log T) + 20 \log T}{2\pi \tau} \int_{\epsilon}^{\sigma_0} x^\sigma d\sigma \\
\leq \frac{x(\log x)\tau^{-1}(x^2 T + \log T) + 20 \log T/\log x}{2\pi x^{D\nu(x^n)}(T-1)}.
\]

For the integral over \( C_{21} \) we follow Wolke and use the following formula for \( \zeta'/\zeta \) [35, Lemma 2]. Let, for \( y = x^{1/4} > 1 \),

\[
\Lambda_y(n) = \begin{cases} 
\Lambda(n), & 1 \leq n \leq y \\
\Lambda(n) \frac{\log(y^2/n)}{\log y}, & y \leq n \leq y^2.
\end{cases}
\]

Then if \( s \neq 1 \) and \( s \) is not a zero of \( \zeta \),

\[
-\frac{\zeta'}{\zeta}(s) = \sum_{n \leq y^2} \frac{\Lambda_y(n)}{n^s} + \frac{y^{1-s} - y^{2(1-s)}}{(1-s)^2 \log y} - \frac{1}{\log y} \sum_{q=1}^{\infty} \frac{y^{-2q-s} - y^{-2(2q+s)}}{(2q + s)^2} \\
- \frac{1}{\log y} \sum_{\rho} \frac{y^{s-\rho} - y^{2(\rho-s)}}{(s-\rho)^2} = Z_1(s) + Z_2(s) + Z_3(s) + Z_4(s), \quad \text{say.}
\]

For \( Z_1 \),

\[
\left| \frac{1}{2\pi i} \int_{C_{21}} Z_1(s) \frac{x^s}{s} ds \right| \leq \frac{1}{2\pi \tau} \sum_{n \leq y^2} \Lambda_y(n) \int_{\sigma_0}^{1+\epsilon} \frac{x^\sigma}{n^\sigma} d\sigma
\]
\[ \leq \frac{1}{2\pi(T-1)} \sum_{n \leq y^2} \Lambda_y(n) \frac{(x/n)^{1+\varepsilon}}{\log(x/n)} \]
\[ \leq \frac{e\pi}{2\pi(T-1)} \sum_{n \leq x^{1/2}} \frac{\Lambda(n)}{n \log(x/n)} \]
\[ \leq \frac{e\pi}{\pi \log(x(T-1))} \sum_{n \leq x^{1/2}} \frac{\Lambda(n)}{n \log(x/n)} \]
\[ \leq \frac{e\pi}{\pi \log(x(T-1))} \sum_{n \leq x^{1/2}} \frac{\Lambda(n)}{n \log(x/n)} \]
\[ \leq \frac{e\pi}{\pi \log(x(T-1))} \sum_{n \leq x^{1/2}} \frac{\Lambda(n)}{n \log(x/n)} \]
(4.10)

Then by the corollary of the main theorem in [33],
\[ \sum_{n \leq x^{1/2}} \frac{\Lambda(n)}{n} \leq \frac{1}{2} \log x - \gamma + \frac{8}{\log^2 x} \leq \frac{1}{2} \log x, \]
(4.11)

for \( x > 50 \). By partial summation, we then deduce from (4.11) that
\[ \sum_{n \geq x^{1/2}} \frac{\Lambda(n)}{n} \leq \frac{1}{e} \log x. \]

This gives an \( O(x/T) \) bound for (4.10).

For \( Z_2 \),
\[ \left| \frac{1}{2\pi i} \int_{C_{21}} Z_2(s) \frac{x^s}{s} ds \right| \leq \frac{1}{2\pi^3 \log y} \int_{s_0}^{1+\varepsilon} (x^{-\sigma} + x^{1/2}) x^\sigma d\sigma \]
\[ \leq \frac{2}{\pi (T-1)^3 \log x} \left( \frac{4x^{1/4+3(1+\varepsilon)}}{3 \log x} + 2x^{1/4+3(1+\varepsilon)} \right) \]
\[ \leq \frac{4x (2e^{3/4} + e^{1/2})}{\pi (T-1)^3 \log^2 x}. \]

For \( Z_3 \),
\[ \left| \frac{1}{2\pi i} \int_{C_{21}} Z_3(s) \frac{x^s}{s} ds \right| \leq \frac{1}{2\pi^3 \log y} \int_{s_0}^{1+\varepsilon} \left( \sum_{q=1}^{\infty} y^{-\sigma} y^{-2q} + \sum_{q=1}^{\infty} y^{-4q} \right) x^\sigma d\sigma \]
\[ \leq \frac{2}{\pi (T-1)^3 \log x} \left( \frac{(ex)^{3/4}}{\log(x^{3/4}) y^2 - 1} + \frac{(ex)^{1/2}}{\log(x^{1/2}) y^2 - 1} \right) \]
\[ = \frac{2x}{\pi (T-1)^3 \log^2 x} \left( \frac{4e^{3/4}}{3 x^{1/4} - x^{1/4}} + \frac{2e^{1/2}}{x^{1/2} - x^{1/2}} \right). \]

For \( Z_4 \), we first note that
\[ 1 + \varepsilon - \sigma_0 = \frac{1}{\log x} + D\nu(x^{\alpha}) = d_\alpha(x) \nu(x^{\alpha}), \]
(4.12)

where \( d_\alpha(x) := D + 1/\nu(x^{\alpha}) \) is non-increasing. Moreover, for a zero \( \rho = \beta + i\gamma \) with \( |\gamma| \leq 2T + 2 < x^{\alpha} \),
\[ \sigma_0 - \beta > (1 - D)\nu(x^{\alpha}) =: \nu_\alpha(x). \]
(4.13)

Now,
\[ \left| \frac{1}{2\pi i} \int_{C_{21}} Z_4(s) \frac{x^s}{s} ds \right| \]
Using (4.16), (4.17) and Lemma 4.2 we have that
\[ F \]
whenever
\[ |\tau - \gamma| > 2T + 2 \]
Then, Combining all of our estimates we see that
\[ F \]
where \( F \) is bounded above by
\[ \leq \frac{2x}{\pi x \log x} (eF_1(x, \tau) + F_2(x, \tau)) \]
\[ \text{say.} \tag{4.15} \]
To bound \( F_1(x, \tau) \) we will use the estimate
\[ \int_{|\sigma| < 2T + 2} \frac{d\sigma}{|\sigma + i\tau - \rho|^2} \leq \frac{1}{|\tau - \gamma|^2} d_{\alpha}(x) \nu(x^\alpha). \]
\[ \text{whenever } |\tau - \gamma| > 2. \]
On the other hand, when \( |\tau - \gamma| \leq 2 \), we use the estimate
\[ \int_{|\sigma| < 2T + 2} \frac{d\sigma}{|\sigma + i\tau - \rho|^2} \leq \int_{|\sigma| < 2T + 2} \frac{d\sigma}{|\sigma - \beta|^2} = \frac{1}{\sigma_0 - \beta} - \frac{1}{1 + \varepsilon - \beta} \]
\[ < \frac{d_{\alpha}(x)}{(d_{\alpha}(x) + 1 - D) \nu(x)} \]
\[ \text{Using (4.16), (4.17) and Lemma 4.2 we have that } F_1(x, \tau) \text{ is bounded above by} \]
\[ \leq \frac{1}{x^{\nu_\alpha(x)/4 + \nu_\alpha(x)/2}} \left( \sum_{|\gamma| \leq 2T + 2} \sum_{h=2}^{\infty} \sum_{2(h-1) < |\tau - \gamma| \leq 2h} \sum_{|\tau - \gamma| \leq 2} \int_{\sigma_0}^{1+\varepsilon} \frac{d\sigma}{|\sigma + i\tau - \rho|^2} \right) \]
\[ \leq \frac{2d_{\alpha}(x) \log \tau}{(d_{\alpha}(x) + 1 - D) \nu(x)} \left( 1 + \sum_{m=1}^{\infty} \frac{1}{(2m)^2} \right) \]
\[ \leq \frac{2d_{\alpha}(x) \log(x^\alpha)}{x^{\nu_\alpha(x)/4 + \nu_\alpha(x)/2}} \left( \frac{1}{(d_{\alpha}(x) + 1 - D) \nu(x)} + \frac{\nu(x^\alpha) \pi^2}{24} \right). \tag{4.18} \]
\[ \text{Then,} \]
\[ F_2(x, \tau) \leq \sum_{|\gamma| > 2T + 2} \frac{1}{|\gamma|^2} \int_{\sigma_0}^{1+\varepsilon} (x^{3/4})^{\sigma - 1} + (x^{1/2})^{\sigma - 1} d\sigma \]
\[ \leq 4 \left( \frac{e^{3/4}}{\log(x^{3/4})} + \frac{e^{1/2}}{\log(x^{1/2})} \right) \sum_{|\gamma| \leq 2} \frac{1}{|\gamma|^2} \]
\[ = \frac{4}{\log x} \left( \frac{4}{3} e^{3/4} + 2 e^{1/2} \right) \sum_{|\gamma| \leq 2} \frac{1}{|\gamma|^2}, \]
where \( \sum_{|\gamma| \leq 2} \frac{1}{|\gamma|^2} \leq 0.04621 \) by [3, Example 1].

Combining all of our estimates we see that
\[ \frac{1}{2 \pi i} \int_{1+\varepsilon - i\tau}^{1+\varepsilon + i\tau} \left( -\frac{\zeta'}{\zeta}(s) \right) \frac{x^s}{s} ds = x - \sum_{|\gamma| \leq \tau} x^\rho + E(x, T), \]
where \(|E(x, T)|\) is bounded above by
\[
\log(2\pi) + \frac{ex}{\pi(T - 1)} \log x + \frac{2x \log(T + 1)}{x^{\nu(T + 1)}T} + \frac{(T + 1)(9 + \log(\sqrt{(T + 1)^2 + 1}))}{\pi x} \\
+ \frac{ex(\log^2 T + 21\log T)}{\pi \log x(T - 1)}
\] (4.19)
when \(\omega = \overline{\omega} = 0\) and
\[
\log(2\pi) + \frac{ex}{\pi(T - 1)} (\log x)^{1-\overline{\omega}} + \frac{2x \log(T + 1)}{x^{\nu(T + 1)}T} + \frac{(T + 1)(9 + \log(\sqrt{(T + 1)^2 + 1}))}{\pi x} \\
+ 2 \left(\frac{4x(\frac{2}{3}e^{3/4} + e^{1/2})}{\pi(T - 1)^3 \log^2 x} + \frac{2x}{\pi(T - 1)^3 \log^2 x} \left(\frac{4}{3}x^{3/4} - x^{1/4}\right) + \frac{2x^{1/2}}{x^{3/2} - x^{1/2}}\right) \\
+ \frac{4\alpha \varepsilon \rho}{\pi(T - 1)^3 \log^2 x} \left(\frac{1}{2\pi(x) + 1 - D} v_\alpha(x) + \frac{v(x^\alpha)\pi^2}{24}\right) \\
+ \frac{8x}{\pi(T - 1)^3 \log^2 x} \left(\frac{4}{3}e^{3/4} + 2e^{1/2}\right) \sum \frac{1}{\rho^2}
\] (4.20)
otherwise. Note that the terms multiplied by 2 in (4.20) are those that occur when bounding both the integral over \(C_2\) and \(C_4\). Thus, we can write \(E(x, T) = O^+(Kx(\log x)^{1-\overline{\omega}}/T)\) where \(K\) can be computed by evaluating an upper bound for each error term in (4.19) or (4.20) in the range \(x \geq x_K\). \(\square\)

Extra care must be taken when bounding some of the error terms in the above proof due to \(\nu(t)\) being defined as a composite function. Most notably, we need to be careful of the behaviour at the crossover point \(\lambda = 54598.16\ldots\) such that \(\nu_1(t) \geq \nu_2(t)\) for all \(t \geq \exp(\lambda)\) or equivalently \(\nu_3(t^n) \geq \nu_2(t^n)\) for all \(t \geq \exp(\lambda/\alpha)\).

For example, the error in (4.9) can be written as \(H(x, T)(x(\log x)^{1-\overline{\omega}}/T)\) where \(H\) decreases in \(x\) whilst \(\nu(T) = 1/2\), and increases in \(x\) whilst \(\nu(T) = \nu_1(T)\) or \(\nu(T) = \nu_2(T)\). Thus, in most cases, an upper bound for \(H(x, T)\) occurs at or beyond \(x = \exp(\lambda/\alpha)\) corresponding to the upper bound \(T \leq x^{\alpha - 2}/4 < x^\alpha\) for \(T\). As a result, in the cases where \(x_K \geq \exp(\lambda/\alpha)\) we evaluated (4.9) at \(x = \exp(\lambda/\alpha)\) to obtain an upper bound. In such cases we also had to verify that (4.9) was decreasing for \(x \geq \exp(\lambda/\alpha)\). A similar treatment is required for the terms in (4.17) and (4.18).

We also remark that the error term
\[
\frac{2x}{\pi(T - 1)}
\]
in (4.20) is bounded below by \(2x/\pi T\) independent of the choice of \(\alpha\) or \(\overline{\omega}\). Thus, \(K\) is bounded below by \(2/\pi = 0.63661\ldots\) when \(\omega = 1\).

Since our computations rely heavily on zero-free regions, we can obtain significant improvements by assuming the Riemann hypothesis. In particular, we have the following result.

**Theorem 4.4.** Assuming the Riemann hypothesis, we can take \(K = 0.6373\) in (4.1) for \(\omega = 1\), \(\alpha = 1/2\) and \(\log x \geq 1000\).
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Proof. Redefine $\nu(t) = \frac{1}{2}$ in the proof of Theorem 4.1. The parameters we used to obtain $K = 0.6373$ were $D = 0.4$ and $\pi = 3$. \hfill \Box

Remark. With more work, the value of $K$ in Theorem 4.4 can be lowered and in fact made arbitrarily small as $x \to \infty$. In particular, one could bound the integral over $C_2$ using conditional estimates on $\zeta'/\zeta$ (e.g. [37, Corollary 1]).

5. PROOF OF THEOREM 1.2

Using the results of Sections 2 and 4 we now prove Theorem 1.2. To begin with, we let $x \geq x_M \geq e^{40}$, $\max\{51, \log x\} < T < \frac{x}{e} - 1$, $\kappa = 1 + 1/\log x$ and set $a_n = \Lambda(n)$ in Theorem 2.1 to obtain

$$
\psi(x) = \frac{1}{2\pi i} \int_{\kappa-iT}^{\kappa+iT} \left( \frac{\zeta'}{\zeta}(s) \right) \frac{x^s}{s} ds + O^*(\frac{1}{\pi T} \sum_{n \geq 1} \Lambda(n) \frac{e^{\kappa u}}{u^2} du),
$$

(5.1)

For the first term, we have by Theorem 4.1,

$$
\frac{1}{2\pi i} \int_{\kappa-iT}^{\kappa+iT} \left( \frac{\zeta'}{\zeta}(s) \right) \frac{x^s}{s} ds = x + \sum_{\nu = 1}^\lambda \frac{x^\nu}{\nu} + O^* \left( \frac{x^\lambda}{T} (\log x)^{1-\omega} \right),
$$

(5.2)

for some constant $K$ corresponding to $x_K = x_M$. Then, the first sum in (5.1) is bounded by

$$
\frac{x^\kappa}{\lambda T} \sum_{n \geq 1} \frac{\Lambda(n)}{n^\kappa} \leq \frac{e \log x}{\lambda T},
$$

(5.3)

by the main theorem in [12]. For the second term in (5.1), the condition $|\log(x/n)| \leq u$ is equivalent to $x e^{-u} \leq n \leq x e^u$. For all $u \in [0, \lambda]$ we have $e^{-u} \geq 1 - u$ and $e^u \leq 1 + (c_0 - 1)u$ with

$$
c_0 = c_0(\lambda) = \frac{e^\lambda - 1}{\lambda} + 1.
$$

Hence, the sum simplifies to

$$
\frac{1}{\pi T} \int_{\theta'/T}^{\lambda} \sum_{1 \leq \log(x/n) \leq u} \frac{\Lambda(n) e^{\kappa u}}{u^2} du \leq \frac{e^{\kappa \lambda}}{\pi T} \int_{\theta'/T}^{\lambda} \sum_{I(x,u)} \Lambda(n) du,
$$

(5.4)

where

$$
I(x,u) = \{ n \geq 1 : x - ux \leq n \leq x + (c_0 - 1)ux \}.
$$

Let $x_- = \max\{x - ux, 0\}$ and $x_+ = x + (c_0 - 1)ux$ for $\theta'/T \leq u \leq \lambda$. Defining

$$
\theta(x) = \sum_{p \leq x} \log p,
$$

we have by an explicit form of the Brun–Titchmarsh theorem [26, Theorem 2],

$$
\theta(x_+) - \theta(x_-) \leq \frac{2 \log x_+}{\log(x_+ - x_-)} (x_+ - x_-)
\leq \frac{2 \log(x + (c_0 - 1)ux)}{\log(c_0 ux)} c_0 u x
\leq c_0 u x \cdot \delta_1(x,T),
$$
where
\[ \epsilon_1(x, T) = \frac{2 \log(x + (c_0 - 1)\lambda x)}{\log(c_0\theta' x/T)}. \]

To obtain the corresponding inequality for \( \psi \), we use [4, Corollary 5.1], which states that for all \( x \geq e^{40} \),
\[ 0 < \psi(x) - \theta(x) < a_1 x^{1/2} + a_2 x^{1/3}, \]
with \( a_1 = 1 + 1.93378 \cdot 10^{-8} \) and \( a_2 = 1.0432 \). Thus,
\[ \sum_{n \in I(x,u)} \Lambda(n) \leq \psi(x_+) - \psi(x_-) + \log x \]
\[ < c_0 u x \cdot \epsilon_1(x, T) + a_1 \sqrt{x_+} + a_2 \sqrt{x_+} + \log x \]
\[ \leq c_0 u x \cdot \epsilon_1(x, T) + \epsilon_2(x), \]
where
\[ \epsilon_2(x) = a_1 (x + (c_0 - 1)\lambda x)^{1/2} + a_2 (x + (c_0 - 1)\lambda x)^{1/3} + \log x. \]

Substituting this into (5.4), we obtain
\[ \frac{e^{\lambda} \lambda}{\pi T} \int_{\theta'/T}^{\lambda} \frac{1}{u^2} \sum_{I(x,u)} \Lambda(n) du \leq \frac{e^{\lambda} \lambda}{\pi T} \int_{\theta'/T}^{\lambda} \left( \frac{c_0 u x \cdot \epsilon_1(x, T)}{u} + \frac{\epsilon_2(x)}{u^2} \right) du \]
\[ \leq \frac{e^{\lambda} \lambda}{\pi} \left( \frac{c_0 u x \cdot \epsilon_1(x, T)}{T} \log \left( \frac{\lambda}{\theta'} \right) + \frac{\epsilon_2(x)}{\theta'} \right). \] (5.5)

Combining (5.2), (5.3) and (5.5), the proof of Theorem 1.2 is complete upon optimising over \( \lambda \) to compute values of \( x_M, \alpha \in (0, 1/2] \) and \( M \) such that
\[ \psi(x) = x - \sum_{\rho = \beta + i \gamma, \rho \neq 0, \gamma > 0, \gamma \leq T} \frac{x^\rho}{\rho} + O^* \left( \frac{M \log x}{T} \right), \]
for all \( x \geq x_M \) and \( \max\{51, \log x\} < T < \frac{x^\alpha}{\alpha} - 1 \). Note we cannot take \( \alpha > 1/2 \), as \( \epsilon_2(x) \) would not be \( O(x \log x/T) \) for values of \( T \) asymptotically larger than \( \sqrt{x} \).

Under assumption of the Riemann hypothesis, we also have the following.

**Theorem 5.1.** Assuming the Riemann hypothesis, we can take \( M = 4.150 \) in (1.5) with \( \log x \geq 1000 \) and \( \alpha = 1/2 \).

**Proof.** Calculate \( M \) as above using \( \lambda = 0.52 \) and the value of \( K = 0.6373 \) from Theorem 1.2.

6. Application: Primes between Consecutive Powers

For sufficiently large \( x \), the best unconditional short-interval result for primes is \( [x, x + x^{0.52}\log x] \), from Baker, Harman, and Pintz [1]. This can be narrowed to \( [x, x + C\sqrt{x} \log x] \) for some constant \( C \) if assuming the Riemann hypothesis, as per Cramér’s result [6]. The latest explicit version of this is [3, Thm. 1.5], with \( C = 22/25 \) for all \( x \geq 4 \). Legendre conjectured that something just better than this should be true: that there should be a prime between \( n^2 \) and \( (n+1)^2 \) for all positive integers \( n \). This is approximately equivalent to primes in intervals of the form \( [x, x + 2\sqrt{x}] \). Although proving Legendre’s conjecture is out of reach even under RH, we do know there are primes between higher consecutive powers. Using
Ingham’s method from \cite{21}, it was shown in \cite{7} that there are primes between consecutive cubes, \( n^3 \) and \((n + 1)^3\), for all \( n \geq \exp(\exp(32.892)) \).

It is also possible to find primes between higher consecutive powers for all positive \( n \). In \cite{7}, this is done using an explicit version of Goldston’s estimate for the error in the prime number theorem \cite{13}. We can now use Theorem 1.2 in place of Dudek’s error term. We will also incorporate some other recent results.

To consider the interval \((n^m, (n + 1)^m)\), we set \( n = x^{1/m} \) and look at the slightly smaller interval \((x, x + h]\) with \( h = mx^{1-1/m} \). Theorem 1.2 implies

\[
\psi(x + h) - \psi(x) \geq h - \sum_{\rho = \beta + iy} \frac{(x + h)^\rho - x^\rho}{\rho} - M \frac{G(x, h)}{T} \quad (6.1)
\]

for all \( x \geq x_M \) and \( \max\{51, \log x\} < T < (x^{\alpha} - 2)/2 \), where \( G(x, h) = (x + h) \log(x + h) + x \log x \), and values for \( x_M, \alpha \) and \( M \) are given in Table 4. In order to find at least one prime in \((x, x + h]\), (6.1) needs to be positive. Fixing an \( m \), we want to maximise (6.1) with respect to \( T \), and solve for \( x \). This process follows the same steps as in Section 4 of \cite{7}, and we set \( T = x^\mu \) for some \( \mu \in (0, 1) \). We then arrive at a similar condition to equation (21) in \cite{7}: that there are primes between consecutive \( m^{th} \) powers for all \( x \) satisfying

\[
1 - F(x) - M \frac{G(x, h)}{x^\mu h} + E(x) = 0 \quad (6.2)
\]

where \( F(x) \) and \( E(x) \) are defined as in equation (19) and (20), respectively, of \cite{7}. A zero-free region is used in this definition of \( F(x) \), so we use the \( \nu(t) \) defined in Section 3 of this paper, instead of that used in \cite{7}.

For \( \log x_M = 10^3 \) we can take \( M = 0.6651 \), so for \( m = 140 \) we can take \( \mu = 0.0080155 \) to have (6.2) hold for all \( \log x \geq 4242 \). Note that with these values the condition on \( T \) in Theorem 1.2 is satisfied for all \( \log x \geq 375 \). The interval estimates for primes in \cite{8} (corrected from the original paper \cite{3}) for \( x \geq 4 \cdot 10^{18} \) and \( x \geq e^{600} \) verify that there are primes between consecutive \( 140^{th} \) powers for \( \log(4 \cdot 10^{18}) \leq \log x \leq 4367 \). The calculations of \cite{36} verify the remaining smaller values of \( x \).

7. Application: the error term in the prime number theorem

The prime number theorem is equivalent to the statement \( \psi(x) \sim x \). For large \( x \), the best unconditional estimates on the error \( |\psi(x) - x| \) are from Platt and Trudgian \cite[Theorem 1]{32}. For \( R = 5.5734125 \) they give values for \( X, A, B \) and \( C \) such that

\[
\left| \frac{\psi(x) - x}{x} \right| \leq A \left( \frac{\log x}{R} \right)^B \exp\left(-C \sqrt{\frac{\log x}{R}} \right) \quad (7.1)
\]

for all \( \log x \geq X \). To obtain (7.1), Platt and Trudgian employ a method of Pintz \cite{30} and use Dudek’s error term for the Riemann–von Mangoldt formula (Theorem 1.1).

In this section we prove Theorem 1.4, which is a non-trivial improvement on Platt and Trudgian’s result. Most of the improvement comes from using Theorem 1.2 in place of Dudek’s error term. We will also incorporate some other recent results.

\footnote{Note that \( \mu \) here is denoted \( \alpha \) in \cite{7}.}
Firstly, we use the smaller value $R = 5.5666305$ which is the same as $R_0$ appearing in the zero-free region in see Lemma 3.2. In the following lemma, we also make small improvements to some of the zero-density estimates in [24].

**Lemma 7.1.** Let $N(\sigma, T)$ be the number of zeros $\rho = \beta + i\gamma$ of the Riemann zeta-function with $\sigma < \beta \leq 1$ and $0 \leq \gamma \leq T$. Then, for the values of $C_1(\sigma)$ and $C_2(\sigma)$ in Table 2, we have

$$N(\sigma, T) \leq C_1(\sigma) T^{8(1-\sigma)/3} (\log T)^{5-2\sigma} + C_2(\sigma) \log^2 T.$$ 

**Proof.** Using Platt and Trudgian’s verification of the Riemann hypothesis up to $H_0 = 3 \cdot 10^{12}$ [31], and the divisor function estimate in Theorem 2 of [10] to replace (3.13) of [24], we can recalculate the constants in Lemma 4.14 of [24]. Using the notation from [24], we want to optimise over $k$, $\mu$, $\alpha$, $\delta$, $d$, $H$, and $\eta$. We chose $H = H_0 - 1$, $\eta = 0.2535$, $k = 1$, $\mu = 1.237$, $\delta = 0.313$ and optimised over the other parameters for each $\sigma$. \hfill \Box

| $\sigma$ | $\alpha$ | $d$ | $C_1(\sigma)$ | $C_2(\sigma)$ |
|---------|---------|----|---------------|---------------|
| 0.980   | 0.063  | 0.336 | 15.743       | 2.214         |
| 0.982   | 0.063  | 0.336 | 15.878       | 2.204         |
| 0.984   | 0.061  | 0.336 | 16.013       | 2.187         |
| 0.986   | 0.061  | 0.336 | 16.148       | 2.171         |
| 0.988   | 0.060  | 0.337 | 16.284       | 2.148         |
| 0.990   | 0.060  | 0.337 | 16.421       | 2.132         |
| 0.992   | 0.058  | 0.337 | 16.558       | 2.115         |

**Proof of Theorem 1.4.** We only require a slight modification of the proof of [32, Theorem 1]. First we assume $\log x \geq 1000$ so that we may take $x_M = \exp(1000)$, $\alpha = 1/10$ and $M = 2.045$ in Theorem 1.2. The argument in [32, pp. 874–875] then follows through with minimal modification so that if $C_1(\sigma)$ and $C_2(\sigma)$ are as in Lemma 7.1 and

$$k(\sigma, x_0) = \left[ \exp \left( \frac{10 - 16\sigma}{3} \sqrt{\frac{\log x_0}{R}} \right) \left( \sqrt{\frac{\log x_0}{R}} \right)^{5-2\sigma} \right]^{-1},$$

$$C_3(\sigma, x_0) = M(\log x_0) \exp \left( -2 \frac{\sqrt{\log x_0}}{R} \right) k(\sigma, x_0),$$

$$C_4(\sigma, x_0) = x_0^{\sigma-1} \left( \frac{2 \log x_0}{\pi R} + 1.8642 \right) k(\sigma, x_0),$$

$$C_5(\sigma, x_0) = 8.01 \cdot C_2(\sigma) \exp \left( -2 \frac{\sqrt{\log x_0}}{R} \right) \frac{\log x_0}{R} k(\sigma, x_0).$$
\[ A(\sigma, x_0) = 2.0025 \cdot 2^{5-2\sigma} \cdot C_1(\sigma) + C_3(\sigma, x_0) + C_4(\sigma, x_0) + C_5(\sigma, x_0), \]

then

\[
\left| \frac{\psi(x) - x}{x} \right| \leq A(\sigma, x_0) \left( \frac{\log x}{R} \right) 2^{-\sigma} \exp \left( \frac{10 - 16\sigma}{3} \sqrt{\frac{\log x}{R}} \right)
\]

for all \( \sigma \in [0.75, 1) \) and \( x > x_0 \) provided \( A(\sigma, x) \) is decreasing for \( x > x_0 \). The only difference between our formulae and those on page 875 of [32] is the expression for \( C_3(\sigma, x_0) \). Taking \( x_0 = \exp(X) \) it is then possible to compute the values of \( A \) in Table 1. The values of \( \sigma \) in Table 1 were chosen to optimise the value of \( \epsilon_0 \).

\[ \square \]

Remark. Using Theorem 1.2 meant that the \( C_3(\sigma, x_0) \) term in the above proof became essentially negligible for the values of \( x_0 \) considered. Thus, reducing \( M \) is unlikely to substantially improve Theorem 1.4 using the above method.

We also have the following corollary (cf. [32, Corollary 1]).

**Corollary 7.2.** For each row \( \{X, A, B, C\} \) in Table 1 we have

\[
\left| \frac{\theta(x) - x}{x} \right| \leq A_1 \left( \frac{\log x}{R} \right)^B \exp \left( -C \sqrt{\frac{\log x}{R}} \right), \quad \text{for all } \log x \geq X
\]

where \( A_1 = A + 0.1 \).

**Proof.** By [4, Corollary 5.1], we have for \( x \geq \exp(1000) \) that

\[
\psi(x) - \theta(x) < a_1 x^{1/2} + a_2 x^{1/3},
\]

with \( a_1 = 1 + 1.99986 \cdot 10^{-12} \) and \( a_2 = 1 + 1.936 \cdot 10^{-8} \). The result then follows by a straightforward computation since

\[
\left| \frac{\theta(x) - x}{x} \right| \leq \frac{\psi(x) - \theta(x)}{x} + \frac{\psi(x) - x}{x}.
\]

Corollary 7.2 allows us to improve on existing knowledge of an inequality due to Ramanujan. Namely, in one of his notebooks, Ramanujan proved that

\[ \pi(x)^2 < \frac{ex}{\log x} \pi \left( \frac{x}{e} \right) \quad (7.2) \]

holds for sufficiently large \( x \) [2, pp. 112–114].

It is still an open problem to determine the largest value of \( x \) for which (7.2) holds. However, it is widely believed that the last integer counterexample occurs at \( x = 38,358,837,682 \). In fact, this follows under assumption of the Riemann hypothesis [14, Theorem 1.3].

Using their expression for \( \left| \theta(x) - x \right| \), Platt and Trudgian [32, Theorem 2] were able to show (unconditionally) that (7.2) holds for \( x \geq \exp(3915) \). Substituting our results for Corollary 7.2 when \( X = 3600 \) into the formulae on page 879 of [32] gives a small improvement. In particular, we get that Ramanujan’s inequality (7.2) holds for \( x \geq \exp(3604) \) (Corollary 1.3).

We also note that the second author recently showed that Ramanujan’s inequality (7.2) holds for \( 38,358,837,683 \leq x \leq \exp(103) \) [22, Theorem 5.1]. However, we are not able to improve on this result here as Theorem 1.4 and Corollary 7.2 only give good bounds on prime counting functions for large \( x \geq \exp(1000) \).
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Appendix: Tables 3 and 4

Table 3. Some corresponding values of $x_K$, $\alpha$, $\omega$, $D$ and $K$ for Theorem 4.1

| $\log(x_K)$ | $\alpha$ | $\omega$ | $\overline{\omega}$ | $D$   | $K$  |
|-------------|----------|----------|----------------------|-------|------|
| 40          | 1/2      | 0        | 0                    | —     | 2.053|
| $10^3$      | 1/2      | 0        | 0                    | —     | 1.673|
| $10^{10}$   | 1/2      | 0.3      | 0.3                  | 0.54  | 3.191|
| $10^{13}$   | 1/2      | 1        | 1.4                  | 0.50  | 0.6367|
| $10^{3}$    | 1/10     | 0.2      | 0.2                  | 0.45  | 2.596|
| $10^{10}$   | 1/10     | 0.9      | 0.9                  | 0.54  | 11.77|
| $10^{3}$    | 1/100    | 0.8      | 0.8                  | 0.52  | 2.186|
| $10^{10}$   | 1/100    | 1        | 1.5                  | 0.50  | 0.6367|

Table 4. Some corresponding values of $x_M$, $\alpha$, $\lambda$ and $M$ for Theorem 1.2

| $\log(x_M)$ | $\alpha$ | $\lambda$ | $M$  |
|-------------|----------|------------|------|
| 40          | 1/2      | 0.48       | 6.431|
| $10^3$      | 1/2      | 0.52       | 5.823|
| $10^{10}$   | 1/2      | 0.52       | 4.143|
| $10^{13}$   | 1/2      | 0.52       | 4.140|
| $10^{3}$    | 1/10     | 1.05       | 2.045|
| $10^{10}$   | 1/10     | 1.06       | 1.384|
| $10^{3}$    | 1/100    | 1.80       | 0.6651|
| $10^{10}$   | 1/100    | 1.88       | 0.6269|

Note that although we could have considered larger values of $\alpha \in (0, 1]$ in Table 3, the restriction $\alpha \leq 1/2$ is required for Theorem 1.2.
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