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Abstract—Model based iterative reconstruction (MBIR) algorithms for low-dose X-ray CT are computationally expensive. To address this problem, we recently proposed the world-first deep convolutional neural network (CNN) for low-dose X-ray CT and won the second place in 2016 AAPM Low-Dose CT Grand Challenge. However, some of the texture were not fully recovered. To cope with this problem, here we propose a deep residual learning approach in directional wavelet domain. The proposed method is motivated by an observation that a deep convolutional neural network can be interpreted as a multilayer convolutional framelets expansion using non-local basis convolved with data-driven local basis. We further extend the idea to derive a deep convolutional framelet expansion by combining global and local basis structure of convolutional framelets has a close link to recent low rank Hankel matrix approaches. In our companion paper, we further revealed that the non-local basis determines the overall deep network architecture, for which the local basis can be learned optimally as convolutional filters.

In medical imaging, deep learning approaches have been extensively used for image-based diagnosis. However, deep learning approaches for medical image reconstruction problems such as X-ray CT reconstruction are relatively less studied, although some preliminary results are available [11], [12]. In particular, our group has introduced the world-first deep learning approach for low-dose X-ray CT [11], whose performance has been rigorously confirmed by winning the second place award in 2016 AAPM Low-Dose CT Grand Challenge. However, the reconstruction results tend to lose some fine detail textures of the original images.

Therefore, one of the important contributions of this paper is to propose a drastically improved deep network that overcomes the limitations of previous work by maintaining detailed textures and edges. The key to the improvement comes from our novel observation that the CNN in [11] can be interpreted as a special form of deep convolutional framelets. Here, deep convolutional framelets is a recent proposal of signal representation by recursively applying the convolutional framelets expansion by Yin et al [14] combined with the rectified linear unit (ReLU) nonlinearity, which can be designed to achieve perfect reconstruction (PR). Specifically, the original convolutional framelets [14] is a tight frame representation of a signal by convolving data-driven local basis with a given nonlocal basis. The convolutional framelets has an intriguing link to recent low rank Hankel matrix approaches [15], [16], [17], [18], [19], [20], [21], since the optimal bases can be obtained from the Hankel matrix decomposition [14]. In our companion paper [13], we further revealed that the non-local and local basis structure of convolutional framelets has a close link to deep learning network by observing that the non-local basis determines the overall deep network architecture, for which the local basis can be learned optimally as convolutional filters.

Seeing with the new eyes of deep convolutional framelets, this paper discovers the limitation of our prior work for low-dose X-ray CT [11] and provides a new theory for performance improvement. In particular, we show that 1) a deep convolutional framelets expansion is still possible if redundant non-local transform is applied beforehand to decorrelate the global redundancies, and 2) the deep convolutional framelets allows a novel signal boosting scheme by combining the multiple signal representation. This observation leads to a novel wavelet domain residual learning (WavResNet) algorithm with redundant normalization, deep networks have achieved great successes in computer vision applications such as classification [5], denoising [6], [7], [8], segmentation [9], and super-resolution [10], etc.

I. INTRODUCTION

X-RAY computed tomography (CT) is one of the most valuable imaging techniques in clinics. It is used in various ways, including whole-body diagnostic CT, C-arm CT for interventional imaging, dental CT, etc. However, X-ray CT causes potential cancer risks due to radiation exposure. In order to ensure the safety, methods for minimizing X-ray dose were intensively investigated. Conventionally, the reduction in the number of X-ray photons using the tube current modulation is seen as a solution. A drawback of this approach is, however, the low signal-to-noise ratio (SNR) of projections, which induces noise in the reconstructed image.

While the noise of low-dose X-ray CT is often approximated as Gaussian noise, this model is not suitable for streaking noise originating from photon starvation and beam hardening [1]. Various model based iterative reconstruction (MBIR) methods [2], [3], [4] have been investigated to obtain a clear reconstructed image. However, these approaches are usually computationally expensive because of the iterative applications of forward and backward projections.

Recently, deep learning approaches have been actively explored through the use of extensive data and powerful graphical processing units (GPUs). With the new network units such as rectified linear unit (ReLU), max pooling and batch normalization, deep networks have achieved great successes in computer vision applications such as classification [5], denoising [6], [7], [8], segmentation [9], and super-resolution [10], etc.

Index Terms—Wavelet transform, residual network, low-dose CT, convolutional neural network (CNN), convolutional framelets
wavelet transform and signal boosting, which shows significant improvement compared to the prior work [11].

II. THEORY

A. Notations

The notation \( p \times q \) means the \( p \times q \) zero matrix. The \( n \times n \) identity matrix is referred to as \( I_{n \times n} \). For a given matrix \( A \in \mathbb{R}^{m \times n} \), the notation \( A^T \) refers to the generalized inverse. The superscript \( \dagger \) of \( A^\dagger \) denotes the Hermitian transpose. Because we are mainly interested in real valued cases, \( \dagger \) is equivalent to the transpose \( T \). The inner product in matrix space is defined by \( \langle A, B \rangle = \text{Tr}(A^T B) \), where \( A, B \in \mathbb{R}^{n \times m} \).

For a matrix \( A, \| A \|_F \) denotes its Frobenius norm. For a given matrix \( C \in \mathbb{R}^{m \times n} \), \( c_{ij} \) denotes its \( i \)-th row and \( c_{ij} \) is the \( (i, j) \) elements of \( C \). If a matrix \( \Psi \in \mathbb{R}^{d \times q} \) is partitioned as \( \Psi = [\Psi_1 \ldots \Psi_p] \) with sub-matrix \( \Psi_i \in \mathbb{R}^{d \times q} \), then \( \psi_j^i \) refers to the \( j \)-th column of \( \Psi_i \).

B. Hankel Matrix Representation of Convolution

Convolution operation in CNN can be represented using Hankel matrix operation. Specifically, a (wrap-around) Hankel matrix can be easily obtained from (circular) convolution [15]. In this paper, to avoid special treatment of boundary condition, our theory is mainly derived using circular convolution. Specifically, let \( f = [f[1], \ldots, f[n]]^T \in \mathbb{R}^n \) and \( \psi = [\psi[1], \ldots, \psi[d]]^T \in \mathbb{R}^d \) be an input image and a convolutional filter kernel. Then, a single-input single-output (SISO) convolution is given by a matrix vector multiplication:

\[
y = f \circ \psi = \mathbb{H}_d(f)\psi,
\]

where \( \mathbb{H}_d(f) \) is a wrap-around Hankel matrix

\[
\mathbb{H}_d(f) = \begin{bmatrix}
f[1] & f[2] & \cdots & f[d] \\
f[2] & f[3] & \cdots & f[d+1] \\
\vdots & \vdots & \ddots & \vdots \\
f[n] & f[1] & \cdots & f[d-1]
\end{bmatrix}.
\]

Similarly, a single-input multi-output (SIMO) convolution using \( d \)-length filters \( \psi_1, \ldots, \psi_q \in \mathbb{R}^d \) can be represented by

\[
Y = f \circ \Psi = \mathbb{H}_d(f)\Psi
\]

where

\[
Y = [y_1 \ldots y_q] \in \mathbb{R}^{n \times q}, \quad \Psi := [\psi_1 \ldots \psi_q] \in \mathbb{R}^{d \times q},
\]

and \( q \) denotes the number of output channels. Multi-input multi-output (MIMO) convolution is defined by

\[
y_i = \sum_{j=1}^p f_j \circ \psi_j^i, \quad i = 1, \ldots, q
\]

where \( p \) and \( q \) are the number of input and output channels, respectively; \( \psi_j^i \in \mathbb{R}^d, i = 1, \ldots, q; j = 1, \ldots, p \) refer to the corresponding filters with the filter length \( d \). Then, the corresponding matrix representation is given by

\[
Y = F \circ \Psi = \sum_{j=1}^p \mathbb{H}_d(f_j)\Psi_j = \mathbb{H}_{d\times p}([f_1 \cdots f_p]) \begin{bmatrix} \Psi_1 \\ \vdots \\ \Psi_p \end{bmatrix}
\]

where \( \mathbb{H}_{d\times p}([f_1 \cdots f_p]) \) is an extended Hankel matrix by stacking \( p \) Hankel matrices side by side:

\[
\mathbb{H}_{d\times p}([f_1 \cdots f_p]) := \begin{bmatrix} \mathbb{H}_d(f_1) & \mathbb{H}_d(f_2) & \cdots & \mathbb{H}_d(f_p) \end{bmatrix}
\]

and \( \Psi_j = [\psi_j^1 \ldots \psi_j^q] \in \mathbb{R}^{d \times q} \).

C. Convolutional Framelets

The convolutional framelets by Yin et al. [14] is a novel signal representation scheme using two bases: fixed non-local basis and data-driven learning-based local dictionaries, which is related to a decomposition of the aforementioned Hankel matrices. This results in energy compacting expansion coefficients if the underlying Hankel matrix has low dimensional spectrums. Then, an image denoising problem can be addressed by retaining the high energy expansion coefficients.

In order to reveal the link between the convolutional framelets and deep network, we have significantly extend the original form of the convolutional framelets [13] as follows:

**Proposition 2.1** ([13]). Let \( \Phi, \tilde{\Phi} \in \mathbb{R}^{n \times m} \) and \( \Psi, \tilde{\Psi} \in \mathbb{R}^{d \times q} \) satisfy the following resolution of identity:

\[
\tilde{\Phi} \Phi^\dagger = I_{n \times n} \quad , \quad \tilde{\Psi} \Psi^\dagger = I_{d \times d},
\]

Then, for any \( n \)-dimensional vector \( f \in \mathbb{R}^n \),

\[
f = \mathbb{H}_d \left( \tilde{\Phi}(\Phi^\dagger \mathbb{H}_d(f)\Phi)\Psi^\dagger \right) = \frac{1}{d} \sum_{i,j=1}^{m} \left( f, \phi_i \circ \psi_j \right) \tilde{\phi}_i \circ \tilde{\psi}_j,
\]

or equivalently,

\[
f = \frac{1}{d} \sum_{i=1}^{m} \left( \Phi c_j \right) \circ \tilde{\psi}_j,
\]

where \( c_j \) is the \( j \)-th column of the framelet coefficient matrix

\[
C = \Phi^\dagger (f \circ \Psi)
\]

\[
= \begin{bmatrix} (f, \phi_1 \circ \psi_1) & \cdots & (f, \phi_1 \circ \psi_q) \\ \vdots & \ddots & \vdots \\ (f, \phi_m \circ \psi_1) & \cdots & (f, \phi_m \circ \psi_q) \end{bmatrix} \in \mathbb{R}^{m \times q}
\]

and \( \phi_j \) and \( \psi_j \) denote the \( j \)-th column of \( \Phi \) and \( \Psi \), respectively.

The condition to enable the decomposition (7) is often referred to as perfect reconstruction (PR) condition. Here, the column of the local basis \( \Psi \) and \( \Phi \) are often referred to as
local filters and its dual filters. In addition, $\Phi^T$ is a non-local transform that further de-correlates the filtered signals by local filters $\Psi$. In [9], it is important to note that the order of local filter and the global filters cannot be interchanged, because matrix multiplication does not commute with convolution. This issue will be revisited later.

One of the most important discoveries in our companion paper [13] is that the structure in (8) and (9) are closely related to the convolutional layers in CNN. More specifically, the single layer convolutional framelet expansion can be represented by

$$ C^{(1)} = \Phi^T (f \ast \Psi) \tag{10} $$

$$ f = \frac{1}{d} \sum_{i=1}^{m} (\hat{\Phi}c_j) \ast \tilde{\psi}_j = \left( \Phi C^{(1)} \right) \ast \tau(\Psi) \tag{11} $$

where

$$ \tau(\Psi) := \frac{1}{d} \left[ \begin{array}{c} \tilde{\psi}_1 \\ \vdots \\ \tilde{\psi}_q \end{array} \right]. \tag{12} $$

If $\Phi = I_{n \times n}$, this corresponds to the encoder and decoder network without pooling as shown in Fig. 1(a). Moreover, the popular pooling and unpooling can be explained by choosing appropriated the non-local basis $\Phi$ and $\tilde{\Psi}$. However, we also showed that the pooling and unpooling are non-local bases that do not satisfy the perfect reconstruction condition (PR) [13]. Thus, we proposed a a Haar wavelet basis to improve upon the existing deep learning architecture [13].

In our companion paper [13], this idea is further extended to enable convolutional framelets decomposition of multiple inputs using redundant bases. Specifically, let $\Phi, \tilde{\Psi} \in \mathbb{R}^{n \times m}$ and $\Psi, \tilde{\Psi} \in \mathbb{R}^{pd \times q}$ satisfy the resolution of identity, i.e. $\Phi \Phi^T = I_{n \times n}, \Psi \tilde{\Psi}^T = I_{pd \times pd}$. Suppose, furthermore, that

$$ \Psi^T = \left[ \begin{array}{c} \Psi_1^T \\ \vdots \\ \Psi_p^T \end{array} \right], \quad \tilde{\Psi}^T = \left[ \begin{array}{c} \tilde{\Psi}_1^T \\ \vdots \\ \tilde{\Psi}_q^T \end{array} \right]. \tag{13} $$

with $\Psi_j, \tilde{\Psi}_j \in \mathbb{R}^{d \times q}$, whose $j$-th column is represented by $\psi^i_j$ and $\tilde{\psi}^i_j$, respectively. Then, for any matrix $Z \in \mathbb{R}^{n \times p}$, we have

$$ Z = \frac{1}{d} \sum_{i,j,k=1}^{m,q,p} (z_k, \phi_i \ast \psi^k_j) \phi_i \ast \tilde{\psi}^i_j, \tag{14} $$

or equivalently,

$$ Z = \frac{1}{d} \left[ \sum_{j=1}^{q} (\tilde{\Phi}c_j) \ast \tilde{\psi}^1_j \cdots \sum_{j=1}^{q} (\tilde{\Phi}c_j) \ast \tilde{\psi}^p_j \right] = (\Phi C) \ast \tau(\Psi) \tag{15} $$

where

$$ \tau(\Psi) := \frac{1}{d} \left[ \begin{array}{c} \tilde{\psi}^1_1 \cdots \tilde{\psi}^p_1 \\ \vdots \\ \vdots \\ \tilde{\psi}^1_q \cdots \tilde{\psi}^p_q \end{array} \right] \in \mathbb{R}^{dq \times p}. \tag{16} $$

D. Deep Convolutional Framelets Neural Network

The resulting convolutional framelet expansion [13] and [16] are indeed MIMO convolution operations. Thus, by combing with (10) and (11), this suggests that the convolutional framelets can be extended to a deep network if multiple convolutional framelet expansions are cascaded sequentially while retaining the encoder-decoder architecture (see Fig. 1(b)).

In general, the $l$-layer implementation of the convolutional framelets is given by

$$ g \left( C^{(l)}; \left\{ \tilde{\Psi}^j \right\}_{j=1}^{pd} \right) $$

Fig. 1. (a) Single-layer encoder-decoder architecture, (b) multi-layer encoder-decoder architecture, and (c) the corresponding boosting network architecture using a concatenation layer.
\[
\begin{align*}
&= \mathbb{H}^T_{d(i)} \mathbb{P}_{\mathbb{P}} \left( \cdots \left( \mathbb{H}^T_{d(i)} \mathbb{P}_{\mathbb{P}} \left( C^{(l)} \Psi^{(1)} \right) \right) \cdots \Psi^{(1)} \right) \\
&= C^{(l)} \otimes \tau(\Psi^{(1)}) \otimes \tau(\Psi^{(l-1)}) \cdots \otimes \tau(\Psi^{(1)}) \\
&\quad \text{with the encoder layer} \\
C^{(l)} := C \left( Tf; \{\Psi^{(j)}\}_{j=1}^l \right) \\
&= \mathbb{H}^T_{d(i)} \mathbb{P}_{\mathbb{P}} \left( \cdots \left( \mathbb{H}^T_{d(i)} \mathbb{P}_{\mathbb{P}} (Tf) \Psi^{(1)} \right) \cdots \Psi^{(l)} \right) \\
&= (Tf) \otimes \Psi^{(1)} \otimes \Psi^{(2)} \cdots \otimes \Psi^{(l)}
\end{align*}
\] 

where and \(d(i)\) and \(p(i)\) denotes the filter length and the number of input channels at the \(i\)-th layer, respectively.

Then, with the given input and target sample pairs \(\{f_i, y_i\}_{i=1}^N\) as a training data and by inserting the rectified linear unit (ReLU) nonlinearity \(\rho(x) = \max(0, x)\) in some steps of the convolutions in (17) and (18), the \(L\)-layer convolutional framelets training problem is given by

\[
\min_{\{\Psi^{(j)}\}} \sum_{i=1}^N \left\| y_i - g \left( C^{(L)}; \{\Psi^{(j)}\}_{j=1}^L \right) \right\|^2
\]

(19)

where \(g(\cdot)\) is defined by (17). While this is very similar to the existing CNN training, there exists fundamental differences. First, even with the ReLU nonlinearity, we show that the PR conditions for deep convolutional framelets are still guaranteed if sufficient number of filter channels are applied in [13]. This is, if the target sample \(y_i\) is the same as the input \(f_i\), the training problem is nothing but the filter bank design problem to guarantee the PR.

In fact, deep convolutional framelets provide answers to many important open questions in deep learning [13]:

1. number of filter channels in convolutional layer,
2. role of rectified linear unit (ReLU),
3. role of pooling and unpooling,
4. role of by-pass connection or residual network.

In [13], we further show that the lower layers perform signal decomposition using various filter bank satisfying the PR conditions, after which high layers of deep network exploit the low-rank approximation of extended Hankel matrix from multiple channel images. Since the low-rank approximation of Hankel matrix is very powerful tool for inverse problems [15], [16], [17], [18], [19], [20], [21], we conjecture that a deep network is trained such that the signal decomposition as well as Hankel matrix approximation is optimally fitted to the desired input/output relationship.

E. Convolutional Framelets with Global Transform

In this section, we further extend the results of [13] so that non-local global transform is applied first, after which the local (and often additional non-local) filtering is applied to remove the remaining local correlations. The new architecture has many advantages compared to the aforementioned deep convolutional framelets architecture in [13] that applies the local filtering first. More specifically, if the global transform is applied first, we do not need to backpropagate the gradient through the global transform, so more sophisticated global transform can be used to exploit the global redundancies.

In order to have the best denoising performance, the convolutional framelet should have good energy compaction property [14]. Thus, we are interested in using contourlet transform without decimation [22] by following our prior work [11]. Due to the vanishing moments of wavelets, the wavelet transform can annihilate the smoothly varying signals while maintaining the image edges, thus resulting in good energy compaction. Furthermore, low-dose X-ray CT images exhibit streaking noise. Therefore, the contourlet transform [22] is good for detecting the streaking noise patterns and expands the directional edge information of X-ray CT images with high energy compaction.

Mathematically, for a given signal \(f \in \mathbb{R}^n\), the directional subband transform \(\{T_k\}_{k=1}^p, T_k \in \mathbb{R}^{n \times n}\) in contourlet transform satisfies the resolution of identity:

\[
\sum_{k=1}^p \tilde{T}_k(k)^T T(k) = I_{n \times n},
\]

(20)

which implies that there exists inverse transform \(\{\tilde{T}_k\}_{k=1}^p\) to collect the each subband signals to recompose the original signal. Specifically, the signal \(f\) can be decomposed into directional components:

\[
f = \sum_{k=1}^p \tilde{T}_k(k)^T f = \sum_{k=1}^p T(k)^T f_k
\]

where \(f_k = T(k)^T f \in \mathbb{R}^n\) corresponds to the \(k\)-th subband signals.

Note that the role of global transform \(T(k)\) and the nonlocal basis \(\Psi\) in deep convolutional framelets are similar, since they both de-correlate the global redundancies. Thus, this paper only uses the \(T(k)\) by setting \(\Psi(k) = I_{n \times n}, \forall k\). Then, our goal is to obtain the convolutional framelet representation of the input matrix

\[
Tf := \begin{bmatrix} T(1)^T f & \cdots & T(p)^T f \end{bmatrix}.
\]

In this case, by inserting \(Tf\) in (14), we have

\[
Tf = \frac{1}{d} \left[ \sum_{j=1}^q c_j \psi_j^1 \cdots \sum_{j=1}^q c_j \psi_j^p \right] = C \otimes \tau(\Psi)
\]

(21)

where \(\tau(\Psi)\) is defined by (15) and \(C\) denotes the framelet coefficient matrix

\[
C = (Tf) \otimes \Psi.
\]

(22)

After the first layer using \(Tf\), the successive layers are similar implemented using the filtered multi-channel signals.

F. Boosting using multiple signal representation

Another important contribution of this paper is the theory for signal boosting using multiple signal representation. More specifically, the PR conditions for deep convolutional framelets
up to $L$-layer can be written by

$$T_f = H_{d(1)|P(1)}^\dagger \left(C^{(1)} \tilde{\Psi}^{(1)}\right)^T$$

$$= C^{(1)} \otimes \tau \left(\tilde{\Psi}^{(1)}\right)$$

$$\vdots$$

$$T_f = H_{d(L)|P(L)}^\dagger \cdots \left(H_{d(L)|P(L)}^\dagger \left(C^{(L)} \tilde{\Psi}^{(L)}\right) \cdots \tilde{\Psi}^{(1)}\right)$$

$$= C^{(L)} \otimes \tau \left(\tilde{\Psi}^{(L)}\right) \cdots \otimes \tau \left(\tilde{\Psi}^{(1)}\right)$$

Thus, for a given intermediate encoder output $\left\{C^{(l)}\right\}_{l=1}^L$, by denoting $h^{(l)} := \tau \left(\tilde{\Psi}^{(l)}\right) \cdots \otimes \tau \left(\tilde{\Psi}^{(1)}\right)$ the decoder can be constructed by combining multi-input single output convolution from multiple representation:

$$T_f = \sum_{i=1}^L w_i C^{(i)} \otimes h^{(i)}$$, where $\sum_{i=1}^L w_i = 1 \quad (23)$$

More specifically, this procedure can be described by one step filtering of concatenated encoder outputs as shown in Fig. [Fig. 1(c)].

III. Method

A. Proposed network architecture

The resulting WavResNet is illustrated in Fig. 2. Here, we first apply non-subsampled contourlet transform, which is composed of two steps [22]. First step is a non-decimated multi-scale decomposition to produce highpass and lowpass subbands, and the second step is a directional decomposition to divide the highpass subband into directional components. The $k$-th level filter banks are generated by iterating these two steps. There is no down-sampling or up-sampling in the filter banks; thus, it is a shift invariant. We used 4 level decomposition and 8, 4, 2, 1 directional separations for each level, which produces the total 15 bands. Thus, we have 15 non-local transforms $T^{(k)}$, $k = 1, \cdots, 15$. As shown in the upper part of Fig. 2 rather than estimating the noise-free images, our network estimates the noises. This is indeed equivalent to the bypass connection or residual net [13]. Once the residual wavelet coefficients are estimated, denoised contourlet coefficients are obtained by subtracting them from the input noisy contourlet coefficients.

The architecture of the deep neural network is shown in the lower part of Fig. 2. The first convolution layer uses 128 set of $3 \times 3 \times 15$ convolution kernels to produce 128 channel feature maps. This corresponds to $p(1) = 15, d(1) = 9$, so the number of output channels to satisfy PR is $q(1) = 15 \times 9 = 135$. Moreover, with the ReLU, this increases up to $135 \times 2 = 270$ (see [13] for this calculation), which is bigger than 128 channels. Thus, the first layer performs an approximation of the first layer Hankel matrix. Then, the following convolution layers use two $3 \times 3 \times 128$ convolution kernels, which is again believed to perform Hankel matrix approximation. Next, we have 6 set of main module composed of 3 sets of convolution, batch normalization, and ReLU layers, and 1 bypass connection with a convolution and ReLU layer. Again, this exploits the advantages of residual learning in deep convolutional framelet [13].

One of the uniquenesses of the WavResNet is that it has the concatenation layer as shown in Fig. [Fig. 1(c)]. Specifically, WavResNet concatenates the outputs of the individual modules, which is followed by the convolutional composed of 128 set of $3 \times 3 \times 896$ convolution kernels. As discussed before, this corresponds to the signal boosting using multiple signal representation. In optimization aspect, this also provides various paths for gradient back-propagation. Finally, the last convolution layer uses 15 sets of $3 \times 3 \times 128$ convolution kernels. This may correspond to the pair-wise decoder layers with respect to the first two convolutional layers.

B. Network training

We applied stochastic gradient descent (SGD) optimization method to train the proposed network. The shift invariant contourlet transform allows the patch processing and we used
55 × 55 × 15 patches for the training. The size of mini-batch was 10. The convolution kernels were initialized by random Gaussian distribution. The learning rate was initially set to 0.01 and decreased continuously down to 10^{-5}. The gradient clipping was employed in the range $[-10^{-3}, 10^{-3}]$ to use a high learning rate in the initial steps for the fast convergence. For data augmentation, the training data were randomly flipped horizontally and vertically. Our network was implemented using MatConvNet [23] in MATLAB 2015a environment (Mathworks, Natick).

C. Training dataset

We used projection data obtained from “2016 Low-Dose CT Grand Challenge”. The raw projection data were measured by a 2D cylindrical detector that moves along a helical trajectory using a z-flying focal spot [24]. These projections were approximated into fanbeam projection data by a single slice rebinning technique [25]. We reconstruted X-ray CT images using conventional filtered backprojection algorithm. The number of pixels in X-ray CT images is 512 × 512 and the slice thickness is 3mm. We have 9 patient data sets of routine dose and quarter dose data for the training. Eight patient data were used for the training and validation, and the remaining one patient data was used for testing. Among the eight patient data, we used 3236 slices for the training and the remaining 350 slices for the validation.

D. Baseline algorithms

For a quantitative evaluation, we use the image metrics such as peak signal-to-noise ratio (PSNR) and structural similarity (SSIM) index. The mean square error (MSE), which is defined as

$$MSE = \frac{1}{mn} \sum_{i=0}^{m-1} \sum_{j=0}^{n-1} [X(i,j) - Y(i,j)]^2,$$

where $X$ is the reconstruction image and $Y$ is a noise-free (ground truth) image. The PSNR is defined in terms of MSE,

$$PSNR = 10 \cdot \log_{10} \left( \frac{MAX_Y^2}{MSE} \right),$$

where $MAX_Y$ is the maximum value of image $Y$. SSIM is measured image degradation as perceived change in structural information [26] and it is defined as

$$SSIM = \frac{(2\mu_X\mu_Y + c_1)(2\sigma_{XY} + c_2)}{\left(\mu_X^2 + \mu_Y^2 + c_1\right)\left(\sigma_X^2 + \sigma_Y^2 + c_2\right)},$$

where $\mu_X$ is a average of $X$, $\sigma_X^2$ is a variance of $X$ and $\sigma_{XY}$ is a covariance of $X$ and $Y$. There are two variables to stabilize the division such as $c_1 = (k_1L)^2$ and $c_2 = (k_2L)^2$. $L$ is a dynamic range of the pixel intensities. $k_1$ and $k_2$ are constants by default $k_1 = 0.01$ and $k_2 = 0.03$. The routine dose X-ray CT images were used to the ground truth and the denoised X-ray CT images from quarter dose were used to calculate the image metrics.

We compared the proposed method with the other denoising algorithms such as BM3D [27], MBIR regularized by total variation (TV), and the recent image domain deep learning approach (RED-CNN) [12]. MBIR regularized by TV was solved using an alternative direction method of multiplier (ADMM) [3] and Chambolle’s proximal TV [28]. The parameters of RED-CNN were obtained from the original paper [12].

To verify the improvement of the new algorithm, we perform comparative study with our previous deep network in wavelet domain for “2016 Low-Dose CT Grand Challenge” [11]. We call this network as AAPM-Net. The main difference between the proposed one and the AAPM-Net comes from the definition of the target images. In AAPM-Net, the target images was the original wavelet coefficients except the lowest frequency band. More specifically, in AAPM-Net, the lowest frequency band target is the residual, whereas the higher frequency band signals are the wavelet coefficients themselves. Therefore, this is not a residual net from the perspective of deep convolutional framelets. On the other hand, in WavResNet, the residual wavelet coefficients between the routine-dose and low-dose inputs are estimated for every subband.

In order to demonstrate the importance of signal boosting, we also implemented a symmetric network as illustrated in Fig. 3. Except for the concatenation layers, the symmetric network also has identical 6 modules structures with symmetric encoder and decoder structures. To have fair comparison, the symmetric network also estimates the residual wavelet coefficients between the routine-dose and low-dose inputs.

IV. EXPERIMENTAL RESULT

A. Comparison with AAPM-Net

To confirm the improvement over the AAPM-Net, we present the reconstruction images of one patient data in the test data set (see Fig. 4 and 5). This data have routine-dose images that can be used for subjective evaluation and objective evaluation using PSNR, and SSIM.

In Fig. 4, various kinds of slices such as liver and pelvic bones are described and the magnified images are expressed in the yellow boxes. In AAPM-Net results, noise level was significantly reduced, but the results are blurry and loses some details. On the other hand, the result of the proposed WavResNet clearly shows that the improved noise reduction while maintaining the edge details and the textures which
is helpful for diagnostic purpose. More specifically, for the case of an liver image in Fig. 4 (a), the WavResNet result retains the fine details such as vessels in the liver and it has better sharpness than the AAPM-Net. In Fig. 4 (b), the detail of internal structure of intestine was not observed in quarter-dose images and AAPM-Net results, while they are well-recovered in WavResNet. To examine the streaking noise reduction ability, we presented the slice which has the pelvic bone in Fig. 4 (c). WavResNet is again good at preserving the edge details such as inside region of the bones and the texture of the organ which located between the bones, while the streaking artifacts were completely removed. The coronal and sagittal view of the reconstruction results are described in Fig. 5. The quarter-dose images show that the noise levels are different depending on the slices. The lower part of the images exhibit a high noise level because the pelvic bones are included. The proposed method can remove a wide range of noise levels and maintain the texture and edge information.

The difference images between the result images and routine-dose images in Fig. 6 confirm the superiority of the wavelet domain deep convolutional framelets with residual network. Each column describes the slice in Fig. 4 (a) and (c), respectively. The difference images of symmetric network and WavResNet only contains the noise of low-dose X-ray CT images, while the difference images of AAPM-Net also contains the edge information.

B. Comparison with existing algorithms

Fig. 7 shows the results by the comparative algorithms such as BM3D [27], MBIR regularized by TV, and RED-CNN [12]. BM3D is a state-of-art of image denoising algorithm using nonlocal patch processing, and MBIR is currently a standard algorithm of low-dose X-ray CT images. RED-CNN is recently proposed deep network for low-dose X-ray CT.

The intensity of the transverse view in Fig. 7 is adjusted to see inside structures of the lung. The result of BM3D loses the details in the lung such as vessels and exhibited some cartoon artifact. The result of MBIR appears a little blurred and textures are reconstructed incorrectly. On the other hand, deep learning based denoising algorithms have better performances than the other algorithms. However, RED-CNN results are somewhat blurry, while the proposed method provides clear...
Fig. 5. Coronal and sagittal view reconstruction results with routine-dose and quarter-dose images. AAPM-Net is the algorithm which we applied to the “2016 Low-Dose CT Grand Challenge”. Intensity range is (-160,240) [HU].

reconstruction results. The coronal and sagittal view of the results further confirmed the performance of the WavResNet. In the lower part of the coronal and sagittal view images have the higher noise level because of the pelvic bones. The results of BM3D, MBIR and RED-CNN still have noises between the pelvic bones and exhibited blurry images between the pelvic bones, whereas the proposed method has clear results with significantly reduced noise levels.

Table I presents the averaged PSNR and SSIM index values of the results from 486 slices. The proposed method has the highest PSNR and SSIM index value. Symmetric network’s PSNR and SSIM values are slightly lower than the proposed method. While the difference images of symmetric network and the proposed method look similar, the quantitative improvement in the image metric values clearly confirms the advantages of signal boosting effect via concatenation layer.

To quantitatively evaluate the convergence behaviour and reconstruction performance, WavResNet was compared with other baseline network that has identical structure but directly estimate the wavelet coefficients. Fig. 8 confirms that the learning performance of WavResNet is the best. Here, we also showed the AAPM-Net results. WavResNet has about 1dB improvement in PSNR over AAPM-Net.

With regard to the computation, the CNN framework is ad-
Fig. 7. Reconstruction results with routine-dose and quarter-dose image. Transverse view reconstruction images’ intensity range is adjusted to see the details in the lung. Intensity range is (-1000,100) [HU]. Coronal and sagittal view reconstruction images’ intensity range is (-160, 240) [HU].

vantageous compared to the other algorithms such as BM3D or MBIR TV. Proposed method takes approximately 1.6 seconds per slice for reconstruction which have 512 × 512 pixels with MATLAB implementation using a dual graphical processing
In this paper, we proposed a wavelet domain residual network (WavResNet) for low-dose X-ray CT reconstruction. To provide the theoretical background for performance improvement, we employed the recent proposal of deep convolutional framelets that interprets a deep learning as a multilayer implementation of convolutional framelets with ReLU linearity. By combining the redundant global transform, residual network and signal boosting from concatenation layers, WavResNet provided significant improvement compared to the prior work by retaining the detailed texture. Using extensive experimental results, we showed that WavResNet is good at streaking noise reduction and preserving the texture details of the organs while the lesion information is maintained.
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