Identifying Reliable Annotations for Large Scale Image Segmentation

Alexander Kolesnikov
IST Austria
akolesnikov@ist.ac.at

Christoph H. Lampert
IST Austria
chl@ist.ac.at

Abstract

Challenging computer vision tasks, in particular semantic image segmentation, require large training sets of annotated images. While obtaining the actual images is often unproblematic, creating the necessary annotation is a tedious and costly process. Therefore, one often has to work with unreliable annotation sources, such as Amazon Mechanical Turk or (semi-)automatic algorithmic techniques.

In this work, we present a Gaussian process (GP) based technique for simultaneously identifying which images of a training set have unreliable annotation and learning a segmentation model in which the negative effect of these images is suppressed. Alternatively, the model can also just be used to identify the most reliably annotated images from the training set, which can then be used for training any other segmentation method.

By relying on “deep features” in combination with a linear covariance function, our GP can be learned and its hyperparameter determined efficiently using only matrix operations and gradient-based optimization. This makes our method scalable even to large datasets with several million training instances.

1. Introduction

The recent emergence of large image datasets has led to drastic progress in computer vision. In order to achieve state-of-the-art performance for various visual tasks, models are trained from millions of annotated images [14, 28]. However, manually creating expert annotation for large datasets requires a tremendous amount of resources and is often impractical, even with support by major industrial Internet companies. For example, it has been estimated that creating bounding box annotation for object detection tasks takes 25 seconds per box [27], and several minutes of human effort per image can be required to create pixel-wise annotation for semantic image segmentation tasks [16].

In order to facilitate the data annotation process and make it manageable, researchers often utilize sources of annotation that are less reliable but that scale more easily to large amounts of data. For example, one harvests images from Internet search engines [24] or uses Amazon Mechanical Turk (MTurk) to create annotation. Another approach is to create annotation in (semi-)automatic way, e.g. using knowledge transfer methods [10, 11].

A downside of such cheap data sources, in particular automatically created annotations, is that they can contain a substantial amount of mistakes. Moreover, these mistakes are often strongly correlated: for example, MTurk workers will make similar annotation errors in all images they handle, and an automatic tool, such as segmentation transfer, will work better on some classes of images than others.

Using such noisily annotated data for training can lead to suboptimal performance. As a consequence, many learning techniques try to identify and suppress the wrong or unreliable annotations in the dataset before training. However, this leads to a classical chicken-and-egg problem: one needs
a good data model to identify mislabeled parts of data and one needs reliable data to estimate a good model.

Our contribution is this work is a Gaussian processes (GP) [20] treatment of the problem of learning with unreliable annotation. It avoids the above chicken-and-egg problem by adopting a Bayesian approach, jointly learning a distribution of suitable models and confidence values for each training image (see Figure 1). Afterwards, we use the most likely such model to make predictions. All (hyper-)parameters are learned from data, so no model-selection over free parameter, such as a regularization constant or noise strength, is required.

We also describe an efficient and optionally distributed implementation of Gaussian processes with low-rank covariance matrix that scales to segmentation datasets with more than 100,000 images (16 million superpixel training instances). Conducting experiments on the task of foreground/background image segmentation with large training sets, we demonstrate that the proposed method outperforms other approaches for identifying unreliably annotated images and that this leads to improved segmentation quality.

1.1. Related work

The problem of unreliable annotation has appeared in the literature previously in different contexts.

For the task of dataset creation, it has become common practice to collect data from unreliable sources, such as MTurk, but have each sample annotated by more than one worker and combine the obtained labels, e.g. by a (weighted) majority vote [21, 26]. For segmentation tasks even this strategy can be too costly, and it is not clear how annotations could be combined. Instead, it has been suggested to have each image annotated only by a single worker, but require workers to first fulfill a grading task [16]. When using images retrieved from search engines, it has been suggested to make use of additional available information, e.g. keywords, to filter out mislabeled images [24].

For learning a classifier from unreliable data, the easiest option is to ignore the problem and rely on the fact that many discriminative learning techniques are to some extent robust against label noise. We use this strategy as one of the baselines for our experiments in Section 4, finding how many discriminative learning techniques are to some extent robust against label noise. We use this idea as a second baseline for our experiments, showing that it improves the performance, but not as much as the method we propose.

Special variants of popular classification methods, such as support vector machines and logistic regression, have been proposed that are more tolerant to label noise by explicitly modeling in the objective function the possibility of label changes. However, these usually result to more difficult optimization problems that need to be solved, and they can only be expected to work if certain assumptions about the noise are fulfilled, in particular that the label noise is statistically independent between different training instances. For an in-depth discussion of these and more methods we recommend the recent survey on learning with label noise [8].

Note that recently a method has been proposed by which a classifier is able to self-assess the quality of its predictions [30]. While also based on Gaussian processes this work differs significantly from ours: it aims at evaluating outputs of a learning system using a GP’s posterior distribution, while in this work our goal is to assess the quality of inputs for a learning system, and we do so using the GP’s ability to infer hyperparameters from data.

2. Learning with unreliable annotations

We are given a training set, \( D = \{(I_j, M_j)\}_{j=1}^n \), that consists of \( n \) pairs of images and segmentations masks. Each image \( I_j \) is represented as a collection of \( r_j \) superpixels, \( (x_1, \ldots, x_{r_j}) \), with \( x_k \in \mathcal{X} \) for each \( k \in \{1, \ldots, r_j\} \), where \( \mathcal{X} \) is a universe of superpixels. Correspondingly, any segmentation mask \( M_j \) is a collection \( (y_1, \ldots, y_{r_j}) \), where each \( y_j \in \mathcal{Y} \) is the semantic label of the superpixel \( x_j \) and \( \mathcal{Y} \) is a finite label set. For convenience we combine all superpixels and semantic labels from the training data and form vectors \( \mathbf{X} \) and \( \mathbf{y} \) of length \( N \), denoting individual superpixels and semantic labels by a lower index \( i \). In the scope of this work we consider foreground-background segmentation problem with \( \mathcal{Y} = \{+1, -1\} \), where \(+1\) stands for foreground and \(-1\) for background. An extension of our technique to the multiclass scenario is possible, but beyond the scope of this manuscript.

The main goal of this work is to learn a prediction function, \( f : \mathcal{X} \rightarrow \mathcal{Y} \), in presence of a significant number of mistakes in the labels of the training data. We address this problem using Gaussian processes.

2.1. Gaussian processes

Gaussian processes (GPs) are a prominent Bayesian machine learning technique, which in particular is able to reason about noise in data and allows principled, gradient-based hyperparameter tuning. In this section we reiterate key results from the Gaussian processes literature from a practitioner’s view. For more complete discussion, see [20].

A GP is defined by a positive-definite covariance (or kernel) function, \( \kappa : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R} \), that can depend on hyperparameters \( \theta \). For any test input, \( \bar{x} \), the GP defines a Gaussian
posterior (or predictive) distribution,
\[ p(\hat{y}|\bar{x}, X, y, \theta) = \mathcal{N}(m(\bar{x}), \sigma(\bar{x})) . \tag{1} \]

The mean function,
\[ m(\bar{x}) = \bar{\kappa}(\bar{x})^\top K^{-1} y, \tag{2} \]
allows us to make predictions (by taking its sign), and the variance,
\[ \sigma(\bar{x}) = \kappa(\bar{x}, \bar{x}) - \bar{\kappa}(\bar{x})^\top K^{-1} \bar{\kappa}(\bar{x}), \tag{3} \]
reflects our confidence in this prediction, where \( K \) is the \( N \times N \) covariance matrix of the training data with entries \( K_{ij} = \kappa(X_i, X_j) \) for \( i,j \in \{1, \ldots, N\} \) and \( \bar{\kappa}(\bar{x}) = [\kappa(X_1, \bar{x}), \ldots, \kappa(X_N, \bar{x})]^\top \in \mathbb{R}^N \). Note that the mean function (2) is the same as one would obtain from kernel ridge regression \( \text{[15]} \), which has proven effective also for classification tasks \( \text{[22]} \).

Due to their probabilistic nature, Gaussian processes can incorporate uncertainty about labels in the training set. One assumes that the label, \( y_i \), of any training example is perturbed by Gaussian noise with zero mean and variance \( \varepsilon^2 \). Different noise variances for different examples reflect the situation in which certain example labels are more trustworthy than others.

The specific form of the GP allows us to integrate out the label noise from the posterior distribution. The integral can be computed in closed form, resulting in a new posterior distribution with mean function,
\[ m(\bar{x}) = \bar{\kappa}(\bar{x})^\top K^{-1} y, \tag{4} \]
and variance \( \sigma(\bar{x}) = \kappa(\bar{x}, \bar{x}) - \bar{\kappa}(\bar{x})^\top K^{-1} \bar{\kappa}(\bar{x}) \), for an augmented covariance matrix \( K_{E} = K + \varepsilon^2 \), where \( E \) is the diagonal matrix that contains the noise variances of all training examples.\(^1\) We consider potential hyperparameters of \( E \) as a part of \( \theta \).

2.2. Hyperparameter learning

A major advantage of GPs over other regression techniques is that their probabilistic interpretation offers a principled method for hyperparameter tuning based on continuous, gradient-based optimization instead of partitioning-based techniques such as cross-validation. We treat the unknown hyperparameters as random variables and study the joint probability \( p(y, \theta|X) \) over hyperparameters and semantic labels. Employing type-II likelihood estimation (see \( \text{[20]}, \text{chapter 5} \)), we obtain optimal hyperparameters, \( \theta^* \), by solving the following optimization problem,
\[ \theta^* = \underset{\theta}{\text{argmax}} \ln p(y|\theta, X). \tag{5} \]

\(^1\)Alternatively, we can think of \( K_E \) as the data covariance matrix for a modified covariance function.

The expression \( p(y|\theta, X) \) in the objective (5) is known as marginal likelihood. Its value and gradient can be computed in closed form,
\[ \ln p(y|\theta, X) = -\frac{1}{2} (y^\top K_{E}^{-1} y + \ln |K_{E}| + N \ln (2\pi)), \tag{6} \]
\[ \frac{\partial \ln p(y|\theta, X)}{\partial \theta} = \frac{1}{2} \text{tr} \left( (\alpha \alpha^\top - K_{E}^{-1}) \frac{\partial K_{E}}{\partial \theta} \right), \tag{7} \]
where \( \alpha = K_{E}^{-1} y, \theta \) is any entry of \( \theta \), \( \frac{\partial K_{E}}{\partial \theta} \) is an element-wise partial derivative and \( |K_{E}| \) denotes the determinant of \( K_{E} \). If the entries of \( K_{E} \) depend smoothly on \( \theta \) then the maximization problem (5) is also smooth and one can apply standard gradient-based techniques, even for high-dimensional \( \theta \) (i.e. many hyperparameters). While the solution is not guaranteed to be globally optimal, since (5) is not convex, the procedure has been observed to result in good estimates which are largely insensitive to the initialization \( \text{[20]} \).

2.3. A Gaussian process with groupwise confidences

Our main contribution in this work is a new approach, GP-GC, for handling unreliably annotated data in which some training examples are more trustworthy than others. Earlier GP-based approaches either assume that the noise variance is constant for all training examples, i.e. \( \varepsilon = \lambda I \) for some \( \lambda > 0 \), or that the noise variance is a smooth function of the inputs, \( \varepsilon = \text{diag}(g(X_1), \ldots, g(X_N)) \), where \( g \) is also a Gaussian process function \( \text{[9, 12]} \). Neither approach is suitable for our situation: constant noise variance makes it impossible to distinguish between more and less reliable annotations. Input-dependent noise variance can reflect only errors due to image contents, which is not adequate for errors due to an unreliable annotation process. For example, in image segmentation even identically looking superpixels need not share the same noise level if they originate from different images or were annotated by different MTurk workers.

The above insight suggests to allow for arbitrary noise levels, \( \varepsilon = \text{diag}(\varepsilon_1, \ldots, \varepsilon_N) \), for all training instances. However, without additional constraints this would give too much freedom in modelling the data and lead to overfitting. Therefore, we propose to take an intermediate route, based on the idea of estimating label confidence in groups. In particular, for image segmentation problems it is sufficient to model confidences for the entire image segmentation masks, instead of confidences for every individual superpixel. We obtain such a per-image confidence scores by assuming that all superpixel labels from the same image share the same confidence value, i.e. \( \varepsilon_i = \varepsilon_j \) if \( X_i \) and \( X_j \) belong to the same image. We treat the unknown noise levels as hyperparameters and learn their value in the way described above. Since our confidence about labels is
based on the learned noise variances, we also refer to the above procedure as “learning label confidence”. We call the resulting algorithm Gaussian Process with Groupwise Confidences, or GP-GC.

Note that we avoid the chicken-and-egg problem mentioned in the introduction because we simultaneously obtain hyperparameters \( \theta \), in particular the noise levels \( \varepsilon = [\varepsilon_1, \ldots, \varepsilon_N] \), and the predictive distribution.

2.4. Instance reweighting

For unbalanced dataset, e.g. in the image segmentation case, where the background class is more frequent than the foreground, it makes sense to balance the data before training. A possible mechanism for this is to duplicate training instances of the minority class. Done naively, however, this would unnecessarily increase the computational complexity. Instead, we propose a computational shortcut that allows to incorporate duplicate instances without overhead.

Let \( w \in \mathbb{N}^N \) be a vector of duplicate counts, i.e. \( w_i \) is the number of copies of the training instance \( x_i \). Elementary transformations reveal that for the mean function \( f(x) \), a duplication of training instances is equivalent to changing each hyperparameter \( \varepsilon \) to \( \varepsilon \sqrt{w_i} \). We denote vector of hyperparameters, where \( \varepsilon \) is scaled by squared root of entries of \( w \) as \( \theta_w \). To incorporate duplicates into the predicted likelihood we also need to scale \( \varepsilon \) by the square root of vector of duplicate counts. In addition, we need to add some terms to the marginal likelihood, resulting in the following reweighted marginal likelihood,

\[
\ln p(y|\theta) = \ln p(y|\theta_w) + \frac{1}{2} \sum_{i=1}^{N} \ln w_i \varepsilon_i^2 - w_i \ln \varepsilon_i^2, \tag{8}
\]

where “\( \hat{=} \)” means equality up to a constant that does not depend on the hyperparameters.

Note that the above expressions are well-defined also for non-integer weights, \( w \), which gives us not only the possibility to increase the importance of samples, but also to decrease it, if required.

3. Efficient Implementation

Gaussian processes have a reputation for being computationally demanding. Generally, their computational complexity scales cubically with the number of training instances and their memory consumption grows quadratically, because they have to store and invert the augmented data covariance matrix, \( K_E \). Thus, standard implementations of Gaussian processes become computationally prohibitive for large-scale datasets.

Nevertheless, if the sample covariance matrix has a low-rank structure, all necessary computations can be carried out much faster by utilizing the Morrison-Sherman-Woodbury identity and the matrix determinant lemma \[17\, Corollary 4.3.1\]. To benefit from this, many techniques for approximating GPs by low-rank GPs have been developed using, e.g., the Nyström decomposition \[32\], random subsampling \[6\], k-means clustering \[33\], approximate kernel feature maps \[19\, 29\], or inducing points \[3\, 18\].

In this work we follow the general trend in computer vision and rely on an explicit feature map (obtained from a pre-trained deep network \[5\, 25\]) in combination with a linear covariance function. This allows us to develop a parallel and distributed implementation of Gaussian Processes with exact inference, even in the large-scale regime. Formally, we use a linear covariance function, \( \kappa \), of the following form,

\[
\kappa(x_1, x_2) = \phi(x_1)^T \Sigma \phi(x_2), \tag{9}
\]

where \( \phi : \mathcal{X} \to \mathbb{R}^k \) is a k-dimensional feature map with \( k \ll N \), and \( \Sigma = \text{diag}(\sigma_1^2, \ldots, \sigma_N^2) \in \mathbb{R}^{k \times k} \) is a diagonal matrix of feature scales. The entries of \( \Sigma \) are assumed to be unknown and included in the vector of hyperparameters \( \theta \). The feature map \( \phi \) induces a feature matrix \( F = [\phi(x_1), \ldots, \phi(x_N)] \in \mathbb{R}^{k \times N} \) of the training set. As a result, the augmented covariance matrix has a special structure as sum of a diagonal and a low-rank matrix,

\[
K_E = E + F^T \Sigma F. \tag{10}
\]

This low-rank representation allows us to store \( K_E \) implicitly by storing matrices \( E, \Sigma \) and \( F \), which reduces the memory requirements from \( O(N^3) \) to \( O(Nk) \). Moreover, all necessary computations for the predictive distribution \[1\] and marginal likelihood \[6\] require only \( O(Nk^2) \) operations instead of \( O(N^3) \) \[32\].

Computing the gradients \[7\] with respect to unknown hyperparameters generally imposes a computational overhead that scales linearly with the number of hyperparameters \[18\, 20\]. For GP-GC, however, we can exploit the homogeneous structure of the hyperparameters, \( \theta = [\varepsilon, \sigma] \), where \( \varepsilon = [\varepsilon_1, \ldots, \varepsilon_N] \) and \( \sigma = [\sigma_1, \ldots, \sigma_N] \) for deriving an expression for the gradient without such overhead:

\[
\nabla_\varepsilon \ln p(y|\theta) = \text{diag} \left( (\alpha \alpha^T - K_E^{-1}) E' \right), \tag{11}
\]

\[
\nabla_\sigma \ln p(y|\theta) = \text{diag} \left( F (\alpha \alpha^T - K_E^{-1}) F^T \Sigma' \right), \tag{12}
\]

where \( \alpha = K_E^{-1} y \) and \( E' \) and \( \Sigma' \) are diagonal matrices formed by vectors \( \varepsilon \) and \( \sigma \) respectively.

The computational bottleneck of low-rank Gaussian process learning is constituted by standard linear algebra routines, in particular matrix multiplication and inversion. Thus, a significant reduction in runtime can be achieved by relying on multi-threaded linear algebra libraries or even GPUs.

3.1. Distributed implementation

Despite great improvement in performance by utilizing a low-rank covariance function and parallel matrix opera-
tions, Gaussian processes still remain computationally challenging for truly large datasets with high-dimensional feature maps. For example, one of the datasets we use in our experiments has more than 100,000 images, 16 million superpixels and 4,113-dimensional feature representation. Storing the feature matrix alone requires more than 512 GB RAM, which is typically not available on a single workstation, but easily achievable if the representation is distributed across multiple machines.

In order to overcome memory limitations and even further improve the computational performance we developed a distributed version of low-rank Gaussian processes. It relies on the insight is that the feature matrix $F$ itself is not required for computing the prediction function (4), the marginal likelihood (6) and its gradient (7), if an oracle is available for answering the following four queries:

i. compute $Fv$ for any $v \in \mathbb{R}^N$,

ii. compute $F^T u$ for any $u \in \mathbb{R}^k$,

iii. compute $FDF^T$ for any diagonal $D \in \mathbb{R}^{N \times N}$,

iv. compute $\text{diag}(F^T A F)$ for any $A \in \mathbb{R}^{k \times k}$.

See Appendix A for detailed explanation. On top of such an oracle we need only $O(k^2 + N)$ bytes of memory and $O(k^3 + N)$ operations to accomplish all necessary computations, which is orders of magnitude faster than the original requirements of $O(Nk)$ bytes and $O(Nk^2)$ operations.

Implementing a distributed version of the oracle is straightforward: suppose that $p$ computational nodes are available. We then split the feature matrix $F = [F_1, F_2, \ldots, F_p]$ into $p$ roughly equally-sized parts. Each part is stored on one of the nodes in a distribute way. All oracle operations naturally decompose with respect to the parts of the feature matrix:

i. $Fv = \sum_{i=1}^{p} F_i v_i$, 

ii. $F^T u = [(F_1^T u)^T, \ldots, (F_p^T u)^T]^T$,

iii. $FDF^T = \sum_{i=1}^{p} F_i D_i F_i^T$, 

iv. $\text{diag}(F^T A F) = [\text{diag}(F_1^T A F_1)^T, \ldots, \text{diag}(F_p^T A F_p)^T]^T$, 

where we split the vector $v$ and the diagonal matrix $D$ into $p$ parts in the same fashion as we split $F$, obtaining $v_i$ and $D_i$ for all $i \in \{1, \ldots, p\}$. A master node takes care of distributing the objects $v$, $u$, $D$ and $A$ over computational nodes. Each computational node $i$ calculates $F_i v_i$, 

Figure 2: Examples of training images and their segmentation masks (marked in purple) for the two datasets used. The horizontal bars reflects the quality value GP-GC assigns to the segmentation masks: the length of the bright green stripe is proportional to the number of images in the corresponding dataset that are estimated to have lower confidence than the depicted image.
| Method      | SVM | GP | GP-GC |
|-------------|-----|----|-------|
| **HDSeg dataset** |     |    |       |
| Horses (19,060) | 82.5 | 82.5 | 83.7  |
| Dogs (111,668) | 80.6 | 80.5 | 81.3  |
| **AutoSeg dataset** |     |    |       |
| Horses (9,007) | 81.2 | 80.3 | 82.5  |
| Dogs (41,777) | 77.1 | 77.1 | 79.4  |
| Cats (3,006) | 73.1 | 72.4 | 73.5  |
| Sheep (5,079) | 75.6 | 75.4 | 80.0  |

Table 1: Numerical results (per-class average accuracy in %) of GP-GC and baseline approaches. The numbers in brackets indicate the number of images in the training sets. The best numbers are in bold font, see text for details on statistical significance.

\[(F_i^T u)^\top, F_i D_i F_i^\top\text{ and } \text{diag}(F_i^T A F_i)^\top\text{ and sends results to the master node, which collects the results of every operation and aggregates them by taking the sum for operations (i) and (iii) or the concatenation for operations (ii) and (iv). The communication between the master node and computational nodes requires sending messages of size at most } O(k^2 + N) \text{ bytes, which is small in relation to the size of training data.}

Consequently, our distributed implementation reduces the time and per-machine memory requirements by a factor of } p, \text{ at the expense of minor overhead for network communication and computations on the master node.}

4. Experiments

We implemented GP-GC in Python, relying the OpenBlas library\[^4\] for linear algebra operations and L-BFGS\[^2\] for gradient-based optimization. The code will be made publicly available.

We perform experiments on two large-scale datasets for foreground-background image segmentation, see Figure 2 for example images.

1) **HDSeg**\[^13\]** We use the 19,060 images of horses and 111,668 images of dogs with segmentation masks created automatically by the segmentation transfer method\[^11\] for training. The test images are 241 and 306 manually segmented images of horses and dogs, respectively.

2) **AutoSeg**, a new dataset that we collated from public sources and augmented with additional annotations\[^4\]. The training images for this dataset are taken from the ImageNet project\[^1\]. There are four categories: horses (9,007 images), dogs (41,777 images), cats (3,006 images), sheep (5,079 images). All training images are annotated with segmentation masks generated automatically by the GrabCut algorithm\[^23\] from the OpenCV library\[^5\] with default parameters. We initialize GrabCut with bounding boxes that were also generated automatically by the ImageNet Auto-Annotation method\[^60\]. The test set consist of 1001 images of horses, 1521 images of dogs, 1480 images of cats and 489 images of sheep with manually created per-pixel segmentation masks that were taken from the validation part of the MS COCO\[^9\] dataset.

As evaluation metric for both datasets we use the average class accuracy\[^13\]: we compute the percentage of correctly classified foreground pixels and the percentage of correctly classified background pixels across all images and average both values. To assess the significance of reported results, the above single number is not sufficient. Therefore, we use a closely related quantity for this purpose: we compute an average class accuracy as above separately for every image and perform a Wilcoxon signed-rank test\[^31\] with significance level $10^{-3}$. 

4.1. Image Representation

We split every image into superpixels using the SLIC\[^1\] method from scikit-image\[^7\] library. Each superpixel is assigned a semantic label based on the majority vote of pixel labels inside it. For each superpixel we compute appearance-based features using the OverFeat\[^25\] library\[^8\]. We extract a 4096-dimensional vector from the

\[^{13}\]We will publish the dataset, including pre-computed features.

\[^{11}\]http://openblas.net

\[^{60}\]http://scikit-image.org

\[^{25}\]http://cilvr.nyu.edu/doku.php?id=software:overfeat:start
output of the 20th layer of the pretrained model referred to as \textit{fast} model in the library documentation. Additionally, we add features that describe the position of a superpixel in its image. For this we split each image into a 4x4 uniform grid and describe position of each superpixels by 16 values, each one specifying the ratio of pixels from the superpixel falling into the corresponding grid cell. We also add a constant (bias) feature, resulting in an overall feature map, \( \phi : X \rightarrow \mathbb{R}^k \), with \( k = 4113 \). The features within each of the three homogeneous groups (appearance, position, constant) share the same scale hyperparameter in the covariance function \( \Sigma \), i.e. \( \sigma_i = \sigma_j \) if the feature dimensions \( i \) and \( j \) are within the same group.

4.3. Foreground-background Segmentation

We conduct experiments on the \textit{HDSeg} and \textit{AutoSeg} datasets, analyzing the potential of GP-GC for two tasks: either as a dedicated method for semantic image segmentation, or as a tool for identifying reliably annotated images, which can be used afterwards, e.g., as a training set for other approaches. For all experiments we reweight training data so that foreground and background classes are balanced and all instances with the same semantic label have the same weight, but the overall weight remains unchanged, i.e. \( \sum_i w_i = N \). This step removes the effect of different ratios of foreground and background labels for different datasets and their subsets.

The first set of experiments compares GP-GC with the baselines, GP and SVM, on the task of foreground-background segmentation. Numeric results are presented in Table\textsuperscript{3}. They show that GP-GC achieves best results for all datasets and all semantic classes. According to a Wilcoxon signed-rank test, GP-GC’s improvement over the baselines is significant to the \( 10^{-3} \) level in all cases.

We obtain two insights from this. First, the fact that GP-GC improves over GP confirms that it is indeed beneficial to learn different confidence hyperparameters for different images. Second, the results also confirm that classification using Gaussian process regression with gradient-based hyperparameter selection yields results comparable with other state-of-the-art classifiers, such as SVMs, whose regularization parameter have to be chosen by more tedious cross-validation procedures.

In a second set of experiments we benchmark GP-GC’s ability to suppress images with unreliable annotation. For this, we apply GP-GC to the complete training set and use the learned hyperparameter values (see Figure\textsuperscript{2} for an illustration) to form a new data set that consists only of the 25\% of images that GP-GC was most confident about. We compare this approach to SVM-based filtering similar to what has been done in the computer vision literature before [4]. we train an SVM on the original dataset and form per-image confidence values by averaging the SVM margins of the contained superpixels. Afterwards we use the same construction as above, forming a new data set from the 25\% of images with highest confidence scores.

We benchmark how useful the resulting data sets are by using them as training sets for either a GP (with single noise variance) or an SVM. Table\textsuperscript{2} shows the results. By comparing the results to Table\textsuperscript{1} one sees that both methods

| Method | GP-GC | Top-1% | Top-2% | Top-5% | Top-10% | Top-15% | Top-25% | Top-50% | Top-75% |
|--------|-------|-------|-------|-------|--------|--------|--------|--------|--------|
| Horses | 83.7  | 82.7  | 83.0  | 83.7  | 83.9   | 84.1   | 84.3   | \textbf{84.4} | 83.9   |
| Dogs   | 81.3  | 80.0  | 80.3  | 80.8  | 81.2   | 81.4   | 81.7   | \textbf{81.9} | 81.6   |
| Cats   | 73.5  | 77.1  | 77.7  | 78.9  | 80.1   | 80.7   | 81.2   | 80.8   | 79.9   |
| Sheep  | 80.0  | 78.1  | 80.4  | 81.6  | 82.6   | 82.5   | \textbf{82.9} | 81.4   | 79.4   |

Table 3: Numerical results (per-class average accuracy in \%) of training GP model from different subsets of training data. Column “Top-γ\%” indicates that we select γ\% of the most reliable images according to confidences learned by GP-GC. The best numbers are in bold font.
for filtering out images with unreliable annotation help the segmentation accuracy. However, the improvement from filtering using GP-GC is higher than when using the data filtered by the SVM approach, regardless of the classifiers used afterwards. This indicates that GP-GC is a more reliable method for suppressing bad annotation. According to a Wilcoxon test, GP-GC’s improvement over the other method is significant to the 10^{-3} level in 11 out of 12 cases (all except AutoSeg sheep for the SVM classifier).

To understand this effect in more detail, we performed another experiment: we used GP-GC to create training sets of different sizes (1% to 75% of the original training sets) and trained the GP model on each of them. The results in Table 3 show that the best results are consistently obtained when using 25%-50% of the data. For example, for the largest dataset (HDSeg dog), the quality of the prediction model keeps increasing up to a training set of over 55,000 images (8 million superpixels). This shows that having many training images (even with unreliable annotations) is beneficial for the overall performance and that scalability is an important feature of our approach.

5. Summary

In this work we presented, GP-GC, an efficient and parameter-free method for learning from datasets with unreliable annotation, in particular for image segmentation tasks. The main idea is to use a Gaussian process to jointly model the prediction model and confidence scores of individual annotation in the training data. The confidence values are shared within groups of examples, e.g. all superpixels within an image, and can be obtained automatically using Bayesian reasoning and gradient-based hyperparameter tuning. As a consequence there are no free parameter that need to be tuned.

In experiments on two large-scale image segmentation datasets, we showed that by learning individual confidence values GP-GC is able to better cope with unreliable annotation than other classification methods. Furthermore, we showed that the estimated confidences allow us to filter out examples with unreliable annotation, thereby providing a way to create a cleaner dataset that can afterwards be used also by other learning methods.

By relying on an explicit feature map and low-rank kernel, GP-GC training is very efficient and easily implemented in a parallel or even distributed way. For example, training with 20 machines on the HDSeg dog segmentation dataset, which consists of over 100,000 images (16 million superpixels), takes only a few hours.

A. Reduction to the oracle

We demonstrate that having the oracle from Section 3.1 is sufficient to compute the mean function (2), the marginal likelihood (6), and its gradient (7) without access to the feature matrix F itself. We highlight terms that oracle can compute by braces with the number of the corresponding oracle operation.

We first apply the Sherman-Morrison-Woodbury identity and matrix determinant lemma to the matrix $K_{\varepsilon}$:

$$\begin{align*}
K_{\varepsilon}^{-1} &= (E + F^\top \Sigma F)^{-1} - E^{-1} - E^{-1} F^\top C^{-1} F E^{-1}, \\
\ln|K_{\varepsilon}| &= \ln|E + F^\top \Sigma F| = \ln|E| + \ln|\Sigma| + \ln|C|,
\end{align*}$$

where we denote $C = \Sigma^{-1} + \frac{F E^{-1} F^\top}{(iii)}$.

For convenience we introduce $\hat{y} = E^{-1} y$. Relying on (13) we compute the following expressions:

$$\begin{align*}
y^\top K_{\varepsilon}^{-1} y &= y^\top \hat{y} - (F \hat{y})^\top C^{-1} (F \hat{y}), \\
FK_{\varepsilon}^{-1} y &= \hat{y} - (F \hat{y})^\top C^{-1} (F \hat{y}), \\
FK_{\varepsilon}^{-1} F^\top &= (F E^{-1} F^\top)(I - C^{-1} (F E^{-1} F^\top)), \\
\alpha &= K_{\varepsilon}^{-1} y = \hat{y} - E^{-1} F^\top C^{-1} F \hat{y}, \\
\text{diag}(K_{\varepsilon}^{-1}) &= \text{diag}(E^{-1}) - \text{diag}(F^\top C^{-1} F) \odot \text{diag}(E^{-2}),
\end{align*}$$

where $\odot$ is elementwise (Hadamard) vector multiplication.

Using the above identities, we obtain the mean of the predictive distribution,

$$m(\hat{x}) = \bar{\kappa}(\hat{x})^\top K_{\varepsilon}^{-1} y = \phi(\hat{x})^\top FK_{\varepsilon}^{-1} y,$$

and the marginal likelihood,

$$\ln p(y|\theta) = -\frac{1}{2}(y^\top K_{\varepsilon}^{-1} y + \ln|K_{\varepsilon}| + N \ln(2\pi)).$$

Finally, we compute the gradient of the marginal likelihood with respect to the noise variances $\varepsilon$,

$$\nabla_{\varepsilon} \ln p(y|\theta) = \text{diag}((\alpha \varepsilon^\top - K_{\varepsilon}^{-1} \varepsilon^\prime))$$

and with respect to the feature scales $\sigma$,

$$\nabla_{\sigma} \ln p(y|\theta) = \text{diag}(F (C_{\varepsilon}^{-1} \varepsilon^\prime) \Sigma^\prime)$$

and its gradient.

\begin{align*}
\nabla_{\varepsilon} \ln p(y|\theta) &= \text{diag}((\alpha \varepsilon^\top - K_{\varepsilon}^{-1} \varepsilon^\prime)) \\
\nabla_{\sigma} \ln p(y|\theta) &= \text{diag}(F (C_{\varepsilon}^{-1} \varepsilon^\prime) \Sigma^\prime) \\
\end{align*}
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