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Abstract

Acoustic models in real-time speech recognition systems typically stack multiple unidirectional LSTM layers to process the acoustic frames over time. Performance improvements over vanilla LSTM architectures have been reported by prepending a stack of frequency-LSTM (FLSTM) layers to the time LSTM. These FLSTM layers can learn a more robust input feature to the time LSTM layers by modeling time-frequency correlations in the acoustic input signals. A drawback of FLSTM based architectures however is that they operate at a predefined, and tuned, window size and stride, referred to as ‘view’ in this paper. We present a simple and efficient modification by combining the outputs of multiple FLSTM stacks with different views, into a dimensionality reduced feature representation. The proposed multi-view FLSTM architecture allows to model a wider range of time-frequency correlations compared to an FLSTM model with single view. When trained on 50K hours of English far-field speech data with CTC loss followed by sMBR sequence training, we show that the multi-view FLSTM acoustic model provides absolute Word Error Rate (WER) improvements of 3-7% for different speaker and acoustic environment scenarios over an optimized single FLSTM model, while retaining a similar computational footprint.

Index Terms: speech recognition, noise robustness, multi-view frequency LSTM

1. Introduction

Thanks to significant advances made in the last decade [1,2,3], automatic speech recognition (ASR) technology has become an integrated part of our daily lives. Speech recognition has emerged as one of the most natural and intuitive ways to let people control, communicate, and interact with their electronic devices. The increased adoption of speech technology has led to a surge in demand for speech recognition in voice-driven commercial applications, such as smart home systems, in-car information, personal digital assistants, speech-to-speech translations and voice enabled search systems. Continuous innovations are required at all levels of the speech recognition engine to ensure that the deployed systems will meet the performance expectations of end-customers in terms of real-time accuracy and latency.

Recent studies have shown that prepending neural network layers that model spectral correlations and translation invariances in the speech signal, can significantly improve acoustic models trained on large scale, real world speech data. Popular methods are convolutional networks [6,7], frequency and time-Frequency LSTMs [8,9,10]. These methods learn an advanced feature representation from the acoustic input that is more robust to challenging unseen and noisy scenarios during inference.

In this paper, we propose to extend the frequency LSTM (FLSTM) approach by proposing a multi-view FLSTM (mvFLSTM) network topology for the acoustic model (AM) or encoder networks of ASR systems. In the mvFLSTM model, multiple stacks of FLSTM layers process the acoustic input signal in parallel, with each stack operating at a different window size and stride along the frequency axis. The outputs of all FLSTM output layers are combined and subsequently projected onto a lower-dimensional affine linear subspace before feeding into the time LSTM layers of the AM. The concept of multi-view or multi-head input layers have been previously exploited in other domains beyond speech recognition [11,12,13].

We show the potential of a mvFLSTM for a hybrid ASR system by training acoustic models using the connectionist temporal classification (CTC) [14] loss followed by sMBR training [15]. Alternatively, the multi-view FLSTM approach presented in this paper, could be applied in a similar fashion to encoder-decoder based sequence-to-sequence models, such as recurrent neural network (RNN) transducer (RNN-T) [16,17,18] and attention-based encoder-decoder architectures [19,20,21,22] by prepending the mvFLSTM layers to the encoder. In the scope of this paper, we focus on the hybrid CTC approach.

Extensive experiments were conducted on utterances of real far-field environments by training and evaluating the models on data recorded by voice-controlled far-field devices. With the introduction of a projection layer before the time LSTM layers, the multi-view FLSTM with projection architecture (mvFLSTMp) achieves a superior ASR accuracy over an optimally tuned single FLSTM architecture, without increasing the total number of free parameters in the AM. The latter is an important consideration for streaming devices since reducing the computational requirements of encoding the acoustic model results helps to increase inference efficiency and meet the imposed latency constraints.

The paper is outlined as follows. We briefly review FLSTM in Section 2. Section 3 presents the proposed multi-view FLSTM architecture. Experimental evidence is reported in Section 4 by evaluating on a real-life far-field data. Discussions and conclusions are given in Section 5 and 6.

2. Frequency LSTM

As described in [8,10], an FLSTM cell has the same mathematical formulation as a time LSTM cell with the difference of sequentially processing the input along the frequency axis.
For FLSTM, the sequences are now obtained by windowing the input speech vector $s_t$ with $N$ frequency bins into overlapping chunks with predefined window size and stride. In this paper, we will refer to an FLSTM component $i$ as as stack of $K_i$ bidirectional LSTM layers of size $L_i$, processing the input features with a window filter size $F_i$ and stride $S_i$. For each timestamp $t$, unrolling an FLSTM that operates on $N$-dimensional input features, results in an output feature $v_{i,t}$ of size

$$V_i = \frac{N - F_i + S_i}{S_i} \ast K_i \ast 2 \quad (1)$$

The multiplication by a factor 2 is required since we are using bidirectional layers.

3. Multi-view Frequency LSTM

The proposed multi-view FLSTM architecture, as depicted in Figure 1, contains multiple stacks of FLSTM layers, each processing the input features in parallel. By exploiting multiple FLSTM components that apply diverse views along the frequency axis, the mvFLSTM has the potential to capture distinctive spectral patterns in the speech signal.

Each FLSTM component $i$ learns output features that are complementary to each other and are stacked together into a single feature vector. The stacked output feature is reduced in dimension through a dense layer to project the feature vector onto a lower dimensional space $p_i$, before processing by subsequent encoder layers. After stacking the outputs $v_{i,t}$ of all FLSTM components $i$, we obtain a multi-view output representation $v_i$ of size $V = \sum V_i$. For practical choices of FLSTM design parameters, $V$ becomes a multiple times larger than the original feature size $N$. Therefore, we add a projection layer to linearly reduce $v_i$ to the projection feature vector $p_i$ of size $P$. The projection layer provides several benefits to the architecture:

(i) when passing $v_i$ directly to the encoder’s time-LSTM, its large dimensionality causes a significant increase of the total number of trainable parameters in the first layer of the LSTM. For an LSTM input layer of size $M_i$, with input, output, forget and cell gates, the introduction of a projection layer, with $V \ast P + P$ weights, reduces the total trainable parameters by $4 \ast M \ast (V - P) - V \ast P - P$.

(ii) the projection layer removes the dependency of the T-LSTM to FLSTM hidden size, frequency window and stride value. This allows to explore more powerful FLSTM layers with larger layer sizes, and smaller window sizes and strides, that otherwise would not be practical feasible due to memory and computational limits imposed by hardware constraints during training time and inference.

(iii) the projection layer acts as a bottleneck layer, to obtain a compact representation of the original input removing undesired redundancy. Some literature studies [23, 24, 25, 26] have previously reported that those bottleneck representations could lead to more noise robust representations of speech.

In the next section, we will explore various multi-view FLSTM architectures with up to 3 different views. We will assess the impact of number of views and presence of projection layer on the ASR accuracy and compare the total amount of trainable parameters for different design choices.

4. Experimental setup

The ASR systems are trained on approximately 50k hours of speech data obtained from various voice-controlled far-field devices. The models are trained on low frame rate (LFR) acoustic features [27, 28] obtained by stacking 3 frames of log-STFT features extracted at a 10 ms frame shift and subsampled every 30 ms. The LFR features are normalized by global Mean and Variance Normalization (MVN) for which the sufficient statistics were derived from the training data. All models are evaluated on a test set that contains 37,000 utterances. For experimental analyses, the utterances are categorized based on number of speakers per utterance and nativeness. The single-talker (ST) test set contains 27.5K utterances with only a single speaker per utterance, while the multi-talker (MT) test set has 9.5K utterances with more than one speaker. Additional speakers could come from multimedia sources or other people in the same room, for which their speech is not present in the transcripts and hence has to be considered as background noise by the ASR system. Approximately 35.5K utterances are spoken by native speakers, and the remainder 1.5K utterances are spoken by non-native speakers. We refer to these subsets as the native-talker (NT) and non-native-talker (nNT) test sets.

Results are reported as relative Word Error Rate Reduction (WERR) compared to a strong hybrid ASR model. The baseline hybrid ASR system has an LSTM-based acoustic model.
Table 1: Various FLSTM and mvFLSTM topologies and their corresponding network size expressed in total number of trainable parameters (Pars.) compared to a baseline time LSTM acoustic model with 5 layers and hidden size of 768. The mvFLSTM topologies contain up to 3 FLSTMs with specified number of layers and layer size (e.g. an FLSTM with 2 FLSTM layers of size 16 hidden cells is denoted as L2x16), and different window size and stride (e.g. 48/24 denotes a window size of 48 frequency bins with a stride of 24 bins). The mvFLSTM models that have an additional projection layer are named mvFLSTMp.

Table 2: Results in % relative WER reduction (WERR) after CTC training for various FLSTM model topologies compared to the baseline LSTM AM (configuration id 01) trained with CTC.

5. Discussion

Table 1 gives an overview of the different FLSTM and multi-view FLSTM layer configurations that we evaluated (with the configuration id specified in first table column). All FLSTM models feed into a time LSTM with the same architecture as that of the baseline AM. The second column denotes the number and hidden size of the FLSTM layers that were used for each stack of FLSTM layers. For the purpose of this paper, each FLSTM stack had the same number of layers and layer size. For the mvFLSTM models, columns 3 to 5 present the window size and stride used in each of the FLSTM components and are denoted as \( F_i/S_i \). Column 5 indicates whether a projection layer was used and indicates the corresponding dimension after dimensionality reduction. The last two columns respectively show the total amount of trainable parameters for each configuration and its relative increase compared to the baseline LSTM AM. From the table, it is clear that the projection layer in the multi-view FLSTM configurations limits the increase in parameters as discussed above. Models with 3 views and projected dimension up to 512, have similar amount of free parameters as the single-view FLSTM model with window size/stride
This paper proposed a multi-view frequency LSTM architecture for acoustic modeling in speech recognition, a straightforward extension to the FLSTM topology. In mvFLSTM, the input features are processed in parallel by multiple stacks of FLSTM layers to better capture the various spectral correlations presented in the speech signal. We showed that for a hybrid speech recognition system, an acoustic model with multi-view FLSTM layers that was trained with CTC and sMBR loss on 50K hours of English training data, outperforms the LSTM and FLSTM baseline systems with a relative WERR of 8% and 3% respectively, on a evaluation set with more than 37K real-life sentences. Adding a projection layer to the multi-view FLSTM models, significantly reduces the total network size, hence computational load during inference, without any compromise in WER. Future work includes to apply the multi-view FLSTM layers to the encoder networks of encoder-decoder speech recognition models, such as the RNN-T and Transformer encoders.

6. Conclusions

This paper proposed a multi-view frequency LSTM architecture for acoustic modeling in speech recognition, a straightforward extension to the FLSTM topology. In mvFLSTM, the input features are processed in parallel by multiple stacks of FLSTM layers to better capture the various spectral correlations presented in the speech signal. We showed that for a hybrid speech recognition system, an acoustic model with multi-view FLSTM layers that was trained with CTC and sMBR loss on 50K hours of English training data, outperforms the LSTM and FLSTM baseline systems with a relative WERR of 8% and 3% respectively, on a evaluation set with more than 37K real-life sentences. Adding a projection layer to the multi-view FLSTM models, significantly reduces the total network size, hence computational load during inference, without any compromise in WER. Future work includes to apply the multi-view FLSTM layers to the encoder networks of encoder-decoder speech recognition models, such as the RNN-T and Transformer encoders.
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