MULTIPlicITIES OF MAXIMAL WeIGHS OF THE $\hat{s}(n)$-MODULE $V(k\Lambda_0)$

REBECCA L. JAYNE AND KAILASH C. MISRA

Abstract. Consider the affine Lie algebra $\hat{s}(n)$ with null root $\delta$, weight lattice $P$ and set of dominant weights $P^+$. Let $V(k\Lambda_0)$, $k \in \mathbb{Z}_{\geq 1}$ denote the integrable highest weight $\hat{s}(n)$-module with level $k \geq 1$ highest weight $k\Lambda_0$. Let wt$(V)$ denote the set of weights of $V(k\Lambda_0)$. A weight $\mu \in \text{wt}(V)$ is a maximal weight if $\mu + \delta \notin \text{wt}(V)$. Let $\text{max}^+(k\Lambda_0) = \text{max}(k\Lambda_0) \cap P^+$ denote the set of maximal dominant weights which is known to be a finite set. In 2014, the authors gave the complete description of the set $\text{max}^+(k\Lambda_0)$ \[2\]. In subsequent papers \[3, 4\], the multiplicities of certain subsets of $\text{max}^+(k\Lambda_0)$ were given in terms of some pattern-avoiding permutations using the associated crystal base theory. In this paper the multiplicity of all the maximal dominant weights of the $\hat{s}(n)$-module $V(k\Lambda_0)$ are given generalizing the results in \[3, 4\].

1. Introduction

Affine Lie algebras form an important class of infinite dimensional Kac-Moody Lie algebras (cf: \[6\]) generalizing finite dimensional semisimple Lie algebras. Unlike finite dimensional semisimple Lie algebras, an affine Lie algebra has a one dimensional center and not all its roots are Weyl group conjugate to some simple root. The set of roots which are Weyl group conjugate to simple roots are called real roots; hence their multiplicities are one. The roots which are not real are called imaginary roots and these roots could have multiplicity greater than one. The affine Lie algebras are classified and the multiplicities of each of their roots are known \[6\]. Let $\mathfrak{g}$ be an affine Lie algebra over the field of complex numbers $\mathbb{C}$ with simple roots $\{\alpha_i \mid 0 \leq i \leq n-1\}$, simple coroots $\{h_i \mid 0 \leq i \leq n-1\}$, null root $\delta$, canonical central element $c$, and fundamental weights $\{\Lambda_i \mid 0 \leq i \leq n-1\}$. Then the subalgebra $\mathfrak{h} = \text{span}\{h_0, \cdots , h_{n-1}, d\}$ is called the Cartan subalgebra where $d$ is a suitable degree derivation. The set $P = \mathbb{Z}\Lambda_0 \oplus \cdots \oplus \mathbb{Z}\Lambda_{n-1} \oplus \mathbb{Z}\delta$ is the weight lattice and $P^+ = \{\lambda \in P \mid \lambda(h_i) \in \mathbb{Z}_{\geq 0}, 0 \leq i \leq n-1\}$ is the set of dominant weights. For each dominant weight $\lambda \in P^+$ there is a unique (up to isomorphism) irreducible integrable $\mathfrak{g}$-module $V(\lambda)$ with highest weight $\lambda$.

Any weight $\mu$ of $V(\lambda)$ is of the form $\mu = \lambda - \sum_{i=0}^{n-1} m_i \alpha_i$ with each $m_i \in \mathbb{Z}_{\geq 0}$. Determining the multiplicities of these weights is still an open problem. A weight $\lambda \in P^+$ is of level $k$ if $\lambda(c) = k$. A weight $\mu$ of $V(\lambda)$ is a maximal weight if $\mu + \delta$ is not a weight. Let $\text{max}(\lambda)$ denote the set of maximal weights of $V(\lambda)$. Then any weight $\mu$ of $V(\lambda)$ is of the form $\mu = \nu - l\delta$ for some $\nu \in \text{max}(\lambda)$, and $l \in \mathbb{Z}_{\geq 0}$. Since weight multiplicities are invariant under the action
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of the Weyl group of \( g \), it is sufficient to focus on the set of maximal dominant weights \( \text{max}^+(\Lambda) = \text{max}(\Lambda) \cap P^+ \).

It is known [6] Proposition 12.6 that the set \( \text{max}^+(\Lambda) \) is finite. However, explicit description of these weights is a nontrivial task. In [2], the authors gave complete descriptions of maximal dominant weights of the \( \widehat{\mathfrak{sl}}(n) \)-module \( V(\lambda) \) for the dominant weights \( \lambda = (k-1)\Lambda_0 + \Lambda_s, 0 \leq s \leq n-1 \) of level \( k \in \mathbb{Z}_{\geq 2} \). More recently, Y-H Kim, S-J Oh and Y-T Oh [8] have determined closed form and recursive formulae for the cardinality of the set of maximal dominant weights \( \text{max}^+(\Lambda) \) for any affine Lie algebra \( g \) and any \( \Lambda \in P^+ \) using the cyclic sieving phenomenon [9]. In particular, they define an equivalence relation \( \Lambda \sim \Lambda' \) for \( \Lambda, \Lambda' \in P^+ \) if \( |\text{max}^+(\Lambda)| = |\text{max}^+(\Lambda')| \) and showed that in the case of the affine Lie algebra \( \widehat{\mathfrak{sl}}(n) \) the set of weights \( \{(k-1)\Lambda_0 + \Lambda_s, 0 \leq s \leq n-1\} \) form the representatives of distinct equivalence classes of maximal dominant weights of level \( k \).

In general finding the multiplicities of the weights for the integrable representations of affine Lie algebras is an important and nontrivial problem. In [12], Tsuchioka showed that the multiplicities of the maximal dominant weights for the \( \widehat{\mathfrak{sl}}(n) \)-module \( V(2\Lambda_0) \) are related to the Catalan numbers which are in bijection with the 321-avoiding permutations [11]. Motivated by this work, the authors determined the maximal dominant weights of the \( \widehat{\mathfrak{sl}}(n) \)-module \( V(k\Lambda_0) \) and conjectured that the multiplicities of a certain subclass of these weights are given by \( (k+1)k\cdots 21 \)-avoiding permutations which they proved in [9]. An independent proof of this conjecture was also given in [13]. In [14], J-S Kim, K-H Lee and S-J Oh gave multiplicities of some level \( k = 2, 3 \) maximal dominant weights of the \( g \)-modules \( V(k\Lambda), \Lambda \in P^+ \) for \( g = B_n^{(1)}, D_n^{(1)}, A_n^{(2)} \) and \( D_{n+1}^{(2)} \) using certain combinatorial objects. In [4], the authors gave multiplicities of a larger class of maximal dominant weights of the \( \widehat{\mathfrak{sl}}(n) \)-modules \( V(k\Lambda_0) \) in terms of pattern-avoiding permutations generalizing the results in [3].

In this paper we reformulate the descriptions for the maximal dominant weights of the \( \widehat{\mathfrak{sl}}(n) \)-modules \( V(k\Lambda_0) \) given in [2] and give the multiplicities of each of these maximal dominant weights in terms of certain pattern-avoiding permutations generalizing the results in [4]. In order to do this we use the explicit descriptions of the crystal base for the \( \widehat{\mathfrak{sl}}(n) \)-modules \( V(k\Lambda_0) \) in terms of extended Young diagrams given in [5]. Using the crystal base properties, first we describe the multiplicities as the number of certain ordered pair of Young tableaux. Then using the RSK correspondence [11], we prove that the number of ordered pairs of these Young tableaux is same as the number of certain pattern-avoiding permutations, generalizing the results in [4]. However, the approach in this paper is different from that in [4].

2. Preliminary

Consider the affine Lie algebra \( g = \widehat{\mathfrak{sl}}(n) = \mathfrak{sl}(n, \mathbb{C}) \otimes \mathbb{C}[t, t^{-1}] \otimes \mathbb{C}c \otimes \mathbb{C}d \) (cf. [6]) with simple roots \( \{\alpha_i | 0 \leq i \leq n-1\} \), simple coroots \( \{\delta_i | 0 \leq i \leq n-1\} \), null root \( \delta = \sum_{i=0}^{n-1} \alpha_i \) and canonical central element \( c = \sum_{i=0}^{n-1} h_i \). The set of weights \( \{\Lambda_i | 0 \leq i \leq n-1\} \) are called dominant weights where \( \Lambda_j(h_i) = \delta_{i,j}, \Lambda_j(d) = 0 \). Then \( P = \bigoplus_{j=0}^{n-1} \mathbb{Z}\Lambda_j \oplus \mathbb{Z}\delta \) is the weight lattice and \( P^+ = \{\lambda \in P | \lambda(h_i) \geq 0, i = 0, 1, \cdots, n-1\} \) is the set of dominant weights. For each
dominant weight \( \Lambda \in P^+ \) there is a unique (up to isomorphism) irreducible integrable \( \mathfrak{g} \)-module \( V(\Lambda) \) of level \( k = \Lambda(c) \) with highest weight \( \Lambda \). Let \( wt(\Lambda) \) denote the set of weights of \( V(\Lambda) \). Recall that a weight \( \lambda \in wt(\Lambda) \) is a maximal weight if \( \lambda + \delta \not\in wt(\Lambda) \). Let \( \text{max}(\Lambda) \) denote the set of maximal weights of \( V(\Lambda) \). Then for \( \lambda \in wt(\Lambda) \) it is known that \( \lambda = \mu - r\delta \) for some \( \mu \in \text{max}(\Lambda) \), \( r \in \mathbb{Z}_{\geq 0} \) [3 Equation 12.6.1]. Knowing the explicit forms of the maximal weights and their multiplicities are important in understanding the structure of \( V(\Lambda) \). Since weight multiplicities are invariant under the action of the Weyl group of \( \mathfrak{g} \), it is sufficient to focus on the set of maximal dominant weights \( \text{max}(\Lambda) \cap P^+ \). It is known [6, Proposition 12.6] that the set \( \text{max}(\Lambda) \cap P^+ \) is finite. For \( k \geq 1 \), consider the irreducible integrable \( \mathfrak{g} \)-module \( V(k\Lambda_0) \) with highest weight \( \Lambda = k\Lambda_0 \). The set of maximal dominant weights of \( V(k\Lambda_0) \) are given in [2]. We can reformulate the expressions for these maximal dominant weights using partitions as follows.

We say a pair of partitions \( (A = \{a_1 \geq a_2 \geq \cdots \geq a_r \geq 1\}, B = \{b_1 \geq b_2 \geq \cdots \geq b_q \geq 1\}) \) of \( \ell \in \mathbb{Z}_{\geq 1} \) is an admissible pair if \( a_1 + b_1 \leq k \) and \( r + q \leq n \). Define \( \lambda^\ell_{A,B} = \ell \alpha_0 + \sum_{i=1}^{q-1} \sum_{j=i+1}^{q} b_j \alpha_i + \sum_{i=1}^{r-1} \sum_{j=i+1}^{r} a_j \alpha_{n-i} \). Observe that since \( A \) and \( B \) are partitions of \( \ell \), \( \frac{a_1}{a_1} \leq r \), \( \frac{b_1}{b_1} \leq q \) and so \( \frac{1}{a_1} + \frac{1}{b_1} \leq n \). Hence it follows from [2 Lemma 3.1] that \( \max(a_1, b_1) \leq \ell \leq \max \left\{ \frac{b_1(a_1 + b_1 - n)}{a_1 b_1} \alpha_1 (a_1 - 1) + m - a_1, \frac{a_1(a_1 + b_1 - n)}{a_1 b_1} \alpha_1 (b_1 - 1) + m - a_1 \right\} \) with \( b_1 n \equiv m \) (mod \( a_1 + b_1 \)). Then by [2 Theorem 3.6], the set of maximal dominant weights is \( \text{max}(k\Lambda_0) \cap P^+ = \{ k\Lambda_0 - \lambda^\ell_{A,B} \mid \ell \geq 1, (A,B) \text{admissible pairs} \} \).

In this paper, we show that the multiplicity of each of these maximal dominant weights can be given by the number of certain pattern-avoiding permutations of \( [\ell] = \{1, 2, 3, \ldots, \ell\} \). These multiplicity results agree with [3 Corollary 3.3] in the special case of admissible partition pairs of \( \ell \): \( A = (1, 1, 1, \ldots, 1) = B \) and [4 Theorem 4.4] in the special case of admissible partition pairs of \( \ell \): \( A = (a, 1, 1, \ldots, 1), B = (b, 1, 1, \ldots, 1) \).

3. Crystal Base of \( V(k\Lambda_0) \)

We briefly describe the extended Young diagram realization of the crystal \( B(k\Lambda_0) \) for the \( \mathfrak{g} \)-module \( V(k\Lambda_0) \) given in [3] which we will use to determine the desired weight multiplicities.

An extended Young diagram \( Y \) of charge 0 is a weakly increasing sequence \( Y = (y_i)_{i \geq 0} \) with integer entries such that \( y_i = 0 \) for \( i \gg 0 \). For each element \( y_i \) of the sequence, we draw a column with depth \( -y_i \), aligned so the top of the column is on the line \( y = 0 \) on the right half plane. We fill in square boxes for all columns from the depth to the line \( y = 0 \) and obtain a diagram with a finite number of boxes. We color a box with lower right corner at \( (a, b) \) by color \( j \), where \( (a + b) \equiv j \) (mod \( n \)). For simplicity, we refer to color \( (n - j) \) by \( -j \). Thus an extended Young diagram \( Y \) of charge 0 is uniquely determined by a (finite) colored Young diagram with the top left box of color 0. The weight of an extended Young diagram of charge 0 is \( wt(Y) = \Lambda_0 - \sum_{j=0}^{n-1} c_j \alpha_j \), where \( c_j \) is the number of boxes of color \( j \) in the diagram. For \( Y = (y_i)_{i \geq 0} \) we denote \( Y[n] = (y_i + n)_{i \geq 0} \). For two extended Young diagrams \( Y = (y_i)_{i \geq 0} \) and \( Y' = (y'_i)_{i \geq 0} \) we say \( Y \subseteq Y' \) if \( y_i \geq y'_i \) for all \( i \) which means \( Y \) is contained in \( Y' \) as a diagram. Note that this containment is transitive.
The weight of a \( k \)-tuple of extended Young diagrams \( Y = (Y_1, Y_2, \ldots, Y_k) \) of charge 0 is \( \text{wt}(Y) = \sum_{i=1}^{k} \text{wt}(Y_i) \). Let \( \mathcal{Y}(k \Lambda_0) \) denote the set of all \( k \)-tuples of extended Young diagrams of charge zero. The realization of the crystal \( B(k \Lambda_0) \) for \( V(k \Lambda_0) \) is given in the following theorem.

**Theorem 3.1.** Let \( V(k \Lambda_0) \) be the irreducible \( \widehat{\mathfrak{sl}}(n) \)-module of highest weight \( k \Lambda_0 \) and let \( B(k \Lambda_0) \) be its crystal. Then \( B(k \Lambda_0) = \{ Y = (Y_1, \ldots, Y_k) \in \mathcal{Y}(k \Lambda_0) \mid Y_1 \supseteq Y_2 \supseteq \cdots \supseteq Y_k \supseteq \Lambda_0[n], \text{ and for each } i \geq 0, \exists j \geq 1 \text{ s.t. } (Y_{j+1})_i > (Y_{j})_{i+1} \} \).

**Remark 3.2.** Let \( B(k \Lambda_0)_{k \Lambda_0 - \lambda^0_{A,B}} \) denote the set of \( Y \in B(k \Lambda_0) \) such that \( \text{wt}(Y) = k \Lambda_0 - \lambda^0_{A,B} \). Then \( \text{mult}_{k \Lambda_0}(k \Lambda_0 - \lambda^0_{A,B}) = |B(k \Lambda_0)_{k \Lambda_0 - \lambda^0_{A,B}}| \).

**Example 3.3.** Consider the weight \( \mu = 7 \Lambda_0 - \lambda^0_{((4,3,3),(3,2,2,1,1,1))} = 7 \Lambda_0 - 10 \alpha_0 - 7 \alpha_1 - 5 \alpha_2 - 3 \alpha_3 - 2 \alpha_4 - \alpha_5 - 3 \alpha_{10} - 6 \alpha_{11} \) in the \( \widehat{\mathfrak{sl}}(12) \)-module \( V(7 \Lambda_0) \). The tuple \( Y = (Y_1, Y_2, Y_3, Y_4, Y_5, Y_6, Y_7) \) below is an element of the crystal base \( B(7 \Lambda_0) \) of weight \( 7 \Lambda_0 - \lambda^0_{A,B} \) with partitions \( A = (4,3,3), B = (3,2,2,1,1,1) \). Here \( \emptyset \) denotes the empty diagram of charge 0. Indeed \( |B(7 \Lambda_0)_{7 \Lambda_0 - \lambda^0_{A,B}}| = 488 = \text{mult}_{7 \Lambda_0}(\mu) \).

\[
Y = \begin{pmatrix}
-1 & 0 & 1 & 2 & 3 & 4 & 5 \\
-1 & 0 & 1 & 2 & 3 & 4 & 5 \\
-2 & -1 & 0 & 1 & 2 & 3 & 4 \\
-2 & -1 & 0 & 1 & 2 & 3 & 4 \\
-2 & -1 & 0 & 1 & 2 & 3 & 4 \\
-2 & -1 & 0 & 1 & 2 & 3 & 4 \\
-2 & -1 & 0 & 1 & 2 & 3 & 4
\end{pmatrix}
\]

4. Elements in \( B(k \Lambda_0)_{\lambda^0_{A,B}} \) and Partitions

For \( \ell \in \mathbb{Z}_{\geq 1} \), fix admissible pairs of partitions \( (A = \{a_1 \geq a_2 \geq \cdots \geq a_r \geq 1\}, B = \{b_1 \geq b_2 \geq \cdots \geq b_q \geq 1\}) \) and the dominant maximal weight \( \mu = k \Lambda_0 - \lambda^0_{A,B} \) where \( \lambda^0_{A,B} = \ell \alpha_0 + \sum_{i=1}^{q-1} \left( \sum_{j=i+1}^{q} b_j \right) \alpha_i + \sum_{i=1}^{r-1} \left( \sum_{j=i+1}^{r} a_j \right) \alpha_{n-i} \).

In this section, we associate each element of the crystal \( B(k \Lambda_0)_{k \Lambda_0 - \lambda^0_{A,B}} \) of weight \( k \Lambda_0 - \lambda^0_{A,B} \) with a triple \((P, Q, \tau)\), where \( P = (P_1, P_2, \cdots, P_{q-1}) \) and \( Q = (Q_1, Q_2, \cdots, Q_{r-1}) \) are sequences of partitions and \( \tau \) is a distinguished partition. For a partition \( \tau \) of integer \( \ell \in \mathbb{Z}_{\geq 1} \) with at least \( j \) parts we denote \( S^\tau_j \) to be the set of partitions of \( \ell - j \) such that exactly \( j \) distinct parts of \( \tau \) are decreased by 1 and \( l(\tau) \) denote the length of \( \tau \). For example, \( S^\tau_{2}^{(3,2,2,1,1)} = \{(2,2,1,1),(2,2,2),(3,1,1,1),(3,2,1)\} \).

Define \( \mathcal{R}^\ell_{A,B} \) to be the set of triples \((P, Q, \tau)\) satisfying

1. \( \tau \vdash \ell, l(\tau) \leq k, \tau_1 \leq \min\{r, q\} \).
2. \( P = (P_1, P_2, \cdots, P_{q-1}), Q = (Q_1, Q_2, \cdots, Q_{q-1}) \), where \( P_i \in S^\tau_{a_i}, Q_i \in S^\tau_{b_i} \), \( P_i \in S^\tau_{a_i-1}, 2 \leq i \leq r-1, Q_j \in S^\tau_{b_j-1}, 2 \leq j \leq q-1 \) and \( P_{r-1} = (1, 1, \cdots, 1) \vdash a_r, Q_{q-1} = (1, 1, \cdots, 1) \vdash b_q \).
Theorem 4.1. The multiplicity of $k\lambda_0 - \lambda_{A,B}^\ell$ in $V(k\lambda_0)$ is equal to $|\mathcal{R}_{A,B}^\ell|$.

Proof. It suffices to give a bijection between the sets $B(k\lambda_0)_{k\lambda_0 - \lambda_{A,B}^\ell}$ and $\mathcal{R}_{A,B}^\ell$.

First, let $Y = (Y_1, Y_2, \ldots, Y_k) \in B(k\lambda_0)_{k\lambda_0 - \lambda_{A,B}^\ell}$. We define $\tau_j$ to be the number of 0-colored boxes, $p_{ij}$ to be the number of ($-i$)-colored boxes and $q_{m,j}$ to be the $m$-colored boxes in $Y_j$. Then by the defining properties of $Y$, we have $\tau = \{\tau_1 \geq \tau_2 \geq \cdots \geq \tau_k\} \vdash \ell$, and partitions $P_i = \{p_{i1} \geq p_{i2} \geq \cdots \geq p_{i,l(P_i)}\}$, $Q_m = \{q_{m1} \geq q_{m2} \geq \cdots \geq q_{ml(Q_m)}\}$ with $l(\tau), l(P_i), l(Q_m) \leq k$ for all $1 \leq i \leq r - 1$, and $1 \leq m \leq q - 1$. Furthermore, $P_i \in S_{a_i}^r, Q_1 \in S_{b_1}^r, P_i \in S_{a_i}^{r-1}, Q_j \in S_{b_j}^{r-1}$, $2 \leq i \leq r-1, 2 \leq j \leq q-1$, and neither $P_{r-1}$ nor $Q_{q-1}$ have any part larger than one. We denote $P = (P_1, P_2, \cdots, P_{r-1})$ and $Q = (Q_1, Q_2, \cdots, Q_{q-1})$ as the sequences of partitions. Now, $(P, Q, \tau) \in \mathcal{R}_{A,B}^\ell$.

Conversely, let $(P, Q, \tau) \in \mathcal{R}_{A,B}^\ell$. We form a tuple of extended Young diagrams $Y = (Y_1, Y_2, \ldots, Y_k)$ as follows. For each $j$ from 1 to $k$, we place $\tau_j$ boxes of color 0, $(P_i)_j$ boxes of color $-i$ for $1 \leq i \leq r-1$, and $(Q_m)_j$ boxes of color $m$ for $1 \leq m \leq q-1$ in $Y_j$. By the defining properties of $(P, Q, \tau)$, each $Y_i$ is an extended Young diagram, $Y_1 \supseteq Y_2 \supseteq \cdots \supseteq Y_k$, and $wt(Y) = k\lambda_0 - \lambda_{A,B}^\ell$. Further, since the smallest color in $Y_1$ is $-(r-1)$ and $q + r \leq n$, we have $-(r-1) + n \geq q + 1 > 0$ and so $(Y_1[n])_i > 0$ for all $i$. Therefore, $Y_k \supseteq Y_1[n]$ and $(Y_1[n])_i > (Y_k)_i$ for all $i$. Thus, $Y \in B(k\lambda_0)_{k\lambda_0 - \lambda_{A,B}^\ell}$.

Example 4.2. Let $A = (4, 3, 3), B = (3, 2, 2, 1, 1, 1), \ell = 10, Y = (Y_1, Y_2, \ldots, Y_7)$ as in Example 3.3. Counting the number of boxes of color 0 in each extended Young diagram in $Y$, we obtain $\tau = (3, 2, 2, 1, 1, 1)$. Next, we count the boxes of color -1 and color -2 in each diagram and obtain $P_1 = (2, 1, 1, 1, 1) \in S_4^r$ and $P_2 = (1, 1, 1) \in S_3^r$. Notice that $P_2 = (1, 1, 1) \vdash 3$, as required. Finally, we count the boxes of color 1, 2, 3, 4, and 5 in each diagram in $Y$, obtaining $Q_1 = (3, 2, 1, 1) \in S_5^r, Q_2 = (2, 2, 1) \in S_4^r, Q_3 = (2, 1) \in S_3^r, Q_4 = (2) \in S_2^r, Q_5 = (1) \in S_1^r$. Now, $(P = (P_1, P_2), Q = (Q_1, Q_2, Q_3, Q_4, Q_5), \tau) \in \mathcal{R}_{A,B}^\ell$.

5. Ordered Pairs of Standard Young Tableaux

In this section, we show that the multiplicity of the weight $k\lambda_0 - \lambda_{A,B}^\ell$ in $V(k\lambda_0)$ is given by the the cardinality of a set of certain ordered pairs of standard Young tableaux. In order to prove this, we will use a sliding operation developed by Schützenberger. This procedure is often called the jeu de taquin, after a game with sliding pieces (c.f. [I]). We begin with a skew Young tableau, say $\mu \setminus \lambda$. A box in the deleted diagram $\lambda$ is called an inside corner (or a hole) if the boxes immediately to its right and below are not in $\lambda$. A box in $\mu$, but not in $\lambda$, is an outside corner if it does not have a box to its right or below. Starting with an inside corner, the procedure is to move the box to the right or below the hole with smaller entry to the hole, creating a hole in a new position. Then repeat the process by moving the box to the right or below with smaller entry to the hole until the hole is at an outside corner at which time we consider the hole to be removed. Once this sliding procedure is performed for each inside corner (or hole) the resulting diagram will be a tableau called the rectification of $\mu \setminus \lambda$. The rectification of a skew diagram into a
tableau is reversible (c.f. [1]), given that we know which outside corner each box was removed from. We begin by adding an empty box (hole) to the outside corner from which the last box was removed. With a sequence of reverse slides, we move the hole to an inside corner. Specifically, in a reverse slide, the hole slides into the position of the box to its left or above whichever has the larger entry. The following examples illustrate rectification and its reverse.

**Example 5.1.** In Figure 1 we begin with a skew diagram. We first consider the inside corner in the third row; the boxes to the right and below this hole are 10 and 5. Since 5 < 10, we move the 5 into this hole. Next we move the 7 into the hole; then we move the 9; and then the hole is an outside corner and is removed. Now we consider the inside corner in the second row. We compare 5 and 6 and slide the 5 into the hole. Comparing 7 and 10, we move the 7 into the hole. In the next few steps, the hole slides down the first column, becomes an outside corner, and is removed. Finally, we consider the hole in the first row. We compare the 4 and 5 and slide the 4 into the hole. Now, we compare 6 and 8, and slide 6 into the hole. The hole moves down the second column, becomes an outside corner, and is removed.

![Figure 1. Example of rectification](image)

**Example 5.2.** To show the reverse of the rectification process, we begin with a standard Young tableau, as in Figure 2. For our purposes later in the paper, we add four to each entry. Suppose we know that we must add one box to each of the rows 1, 2, 3, and 6. We work from top to bottom, so we start by adding a hole to the end of the first row. Since there is no box above, we just move the hole to the left. We repeat until the hole is in the first column and has no boxes above it or to its left. Now, we add a hole to the second row. We compare 5 and 6 and since 6 is larger, we slide the 6 into the hole and now the hole is an inside corner. Next, we add an empty box to row 3. We compare the 6 and 7 and since 7 > 6, we slide 7 into the hole. The hole is now an inside corner. Finally, we add an empty box to row 6. There is only a box above it, so we slide the 10 into the hole and then the 9. At this point, we again have an inside corner.
Lemma 5.3. Let \( \tau \) be a standard Young tableau. Using the reverse of Schützenberger’s sliding operation, if we insert a sequence of boxes in distinct rows, then in the resulting diagram, these boxes will appear in the first column in the same order.

Proof. Suppose we begin with a standard Young tableau, \( \sigma \), with entries \( \sigma_{i,j} \) in row \( i \) and column \( j \). We insert the first box at the end of row \( t \) and after a series of reverse slides, it must become an inside corner in the first row of the first column. If \( t > 1 \), then one box from each of rows 1 through \( t-1 \) was moved down one row as the hole moved up to row one. Suppose the box that moved from the first row to the second was in column \( c_1 \). Then rows one and two of the diagram after the first hole is inserted are as in Figure 3. When we add the second hole to the diagram it must eventually enter row two. The reverse rectification process ensures that it does so to the left of column \( c_1 \). Since \( \sigma_{2,i} > \sigma_{1,i} \) for \( 1 \leq i \leq c_1 \), the hole must stay in row two and will become an inside corner in the first column. The case where \( t = 1 \) is similar, but with no box moved down to row two. Analogously, it can be shown that each additional hole added to successively lower rows will be in the first column when it becomes an inside corner.

Figure 2. Example of reverse of rectification

Figure 3. Rows 1 and 2 of \( \sigma \) after first hole inserted below row 1
Lemma 5.4. In a standard Young tableau, σ, where entry a is in a row above the row with entry a+1, a will remain in some row above the row with entry a+1 after any number of insertions using reverse slides.

Proof. For the sake of contradiction, suppose that the a-box moves down to the row with the (a+1)-box, filling in a position immediately to the left of the (a+1)-box. This means that in the preceding step, the a-box was above and to the left of the (a+1)-box, which means that immediately above the (a+1)-box is a box with entry larger than a and less than a+1, which cannot happen. □

For fixed admissible pairs of partitions $(A = \{a_1 \geq a_2 \geq \cdots \geq a_r \} \vdash \ell), (B = \{b_1 \geq b_2 \geq \cdots \geq b_q \} \vdash \ell)$ we define sets $U_1 = \{1,2,\cdots,a_1\}, U_2 = \{a_1+1,a_1+2,\cdots,a_1+a_2\}, \cdots, U_r = \{\sum_{i=1}^{r-1} a_i + 1, \sum_{i=1}^{r-1} a_i + 2, \cdots, \sum_{i=1}^{r} a_i = \ell\}$ and $V_1 = \{1,2,\cdots,b_1\}, V_2 = \{b_1+1,b_1+2,\cdots,b_1+b_2\}, \cdots, V_q = \{\sum_{i=1}^{q-1} b_i + 1, \sum_{i=1}^{q-1} b_i + 2, \cdots, \sum_{i=1}^{q} b_i = \ell\}.$

Observe that $U_1 \cup U_2 \cup \cdots \cup U_r$ and $V_1 \cup V_2 \cup \cdots \cup V_q$ are both partitions of the set $\{1,2,\cdots,\ell\}.$

We define $S_{A,B}^\ell$ to be the set of ordered pairs of standard Young tableaux $(M, N)$ satisfying the following conditions:

1. $M$ and $N$ are standard Young tableaux of the same shape, each with $\ell$ boxes and at most $k$ rows. Also the first row in each has at most min$\{r,q\}$ number of boxes.

2. For each $j$, if $j_1,j_2 \in U_j$ (resp. $V_j$) and $j_1 < j_2$, then in $M$ (resp. $N$) $j_1$ must occur in a row above the row containing $j_2$.

Theorem 5.5. The multiplicity of $k\Lambda_0 - \lambda_{A,B}^\ell$ in $V(k\Lambda_0)$ is equal to $|S_{A,B}^\ell|$.

Proof. By Theorem 4.11 it suffices to show that there is a bijection between the sets $R_{A,B}^\ell$ and $S_{A,B}^\ell$.

First, $(P,Q,\tau) \in R_{A,B}^\ell$. We use $P$ to create a standard Young tableau of shape $\tau$. Recall that $P_{r-1}$ has largest part one and so we can uniquely form a standard Young tableau by placing the entries in $U_r$. We call this standard Young tableau $P_{r-1}^\ast$. Next, we compare the shapes of $P_{r-2}$ and $P_{r-1}$. Since $P_{r-1} \in S_{a_{r-1}}^{P_{r-2}}$, there are $a_{r-1}$ additional entries in $P_{r-2}$ in $a_{r-1}$ different rows, and we insert $a_{r-1}$ empty boxes into $P_{r-1}^\ast$ using the steps in the reverse sliding procedure. Specifically, we insert the first box at the end of the first row in which $P_{r-2}$ is different than $P_{r-1}$, the second box in the next row that differs, and so on. It follows from Lemma 5.3 that these entries appear in the first column of the new diagram of shape $P_{r-2}$. We fill in the entries in $U_{r-1}$ and call this standard Young tableau $P_{r-2}^\ast$. We continue in this manner, creating a standard Young tableau $P_{r-3}^\ast$ of shape $P_{r-3}$ and so on until we create a standard Young tableau $P_1^\ast$ of shape $P_1$. Finally, we create a standard Young tableau of shape $\tau$ by inserting $a_1$ boxes into $P_1^\ast$ in the appropriate rows. Again, by Lemma 5.3, we have $a_1$ empty boxes in the first column. We label these boxes 1 through $a_1$ and call the resulting standard Young tableau $M$. When each $P_j^\ast$ is formed, the entries in the set $U_j$ are in its first column. By Lemma 5.4, those entries remain in increasing rows even after more reverse slides occur. Thus each of the sets $U_1, U_2, \cdots, U_r$ appear as entries in strictly increasing rows in $M$. Analogously,
we use the tuples in \( Q \) to construct a standard Young tableau \( N \) of shape \( \tau \) with the entries in each of the sets \( V_1, V_2, \ldots, V_q \) appearing in increasing rows. Then \( (M, N) \in S^\ell_{A,B} \) by the construction.

Now, we let \( (M, N) \in S^\ell_{A,B} \). To form \( (P, Q, \tau) \in R^\ell_{A,B} \), we first set \( \tau \) to be the shape of \( M \). We note that since \( 1, 2, 3, \ldots, a_1 \) appear in rows of strictly increasing order in \( M \), they must appear in the first column. We remove these \( a_1 \) boxes and use Schützenberger’s sliding operation to form another standard Young tableau, which we call \( P_1^* \) of shape \( P_1 \). The process ensures that each box is removed from a row higher than the one from which a previous box was removed and so \( P_1 \in S^\ell_{A,B} \). Now, since \( a_1 + 1, a_1 + 2, \ldots, a_1 + a_2 \) are the smallest entries in \( P_1^* \) and appear in strictly increasing rows, these entries are in the first column of \( P_1^* \). We remove these boxes and use the sliding operation to remove each box from a different row. The resulting standard Young tableau we call \( P_2^* \) with shape \( P_2 \). We continue in this way until we create the standard Young tableau \( P_{r-1}^* \) with shape \( P_{r-1} \in S^\ell_{A,B} \). Now, set \( P = (P_1, P_2, \ldots, P_{r-1}) \) and similarly create \( Q = (Q_1, Q_2, \ldots, Q_{q-1}) \) from \( N \). Then the triple \( (P, Q, \tau) \in R^\ell_{A,B} \) by construction, which proves the result.

\[ \square \]

Example 5.6. Continuing with the tuple \( (P, Q, \tau) \) in Example 4.2, we form \( M \), as in Figure 4(a). We start by placing the entries 8, 9, and 10 in a standard Young tableau of shape \( P_2 \). Next, we compare \( P_1 \) and \( P_2 \) and see that in \( P_1 \), there are 3 additional boxes, specifically in rows 1, 4, and 5. We use reverse slides to insert a box into row 1, then row 4, and finally row 5. At the conclusion of these reverse slides, we have three empty boxes in column 1 of a tableau of shape \( P_1 \). We label these boxes with 5, 6, and 7. Finally, we compare the shapes of \( \tau \) and \( P_1 \) to see that \( \tau \) has 4 more boxes, in rows 1, 2, 3, and 6. As in Example 5.2, we insert empty boxes into our standard Young tableau of shape \( P_1 \) in row 1, then row 2, then row 3, and finally row 6, culminating with a tableau of shape \( \tau \) with four empty boxes in the first column. We label these boxes 1 through 4 and call the result \( M \). Note that 5, 6, and 7 and also 8, 9, and 10 are still in strictly increasing rows. To form \( N \), as in Figure 4(b), we follow a similar procedure, obtaining a sequence of standard Young tableaux of shapes \( Q_5, Q_4, Q_3, Q_2, Q_1, \tau \). Notice that in the first diagram in which each of the sets \( V_1 = \{1, 2, 3\}, V_2 = \{4, 5\}, \) and \( V_3 = \{6, 7\} \) appears, all elements are in the first column. In \( N \), the elements of each of these sets are in strictly increasing rows. For details on the map in the other direction, which uses forward slides, see the rectification of \( N \) with entries 1, 2, and 3 removed in Example 5.1.

6. Pattern-Avoiding Permutations

In this section we give the multiplicity of any maximal dominant weight \( k\Lambda_0 - \lambda^\ell_{A,B} \) in \( V(k\Lambda_0) \) as the number of certain pattern-avoiding permutations of \( [\ell] = \{1, 2, \ldots, \ell\} \). For this we use the well-known RSK correspondence (c.f. [11]), which associates each ordered pair \( (M, N) \) of standard Young tableaux of same shape with \( \ell \) boxes with certain pattern-avoiding permutation of \( [\ell] \). One direction of the correspondence (call it the reverse algorithm) goes as follows. We begin with an ordered pair of standard tableaux \( (M, N) \). We remove the largest box in \( N \) and apply
the reverse bump to the box in the corresponding location in $M$, say with entry $d$. To do so, we place $d$ in the next highest row, replacing the largest entry less than $d$, say $e$, and bumping that box up to the next highest row. Now, we replace the largest entry in that row less than $e$ and bump that box up to the next highest row. We continue this process until we remove a box from the first row. The entry in this box becomes the last entry $w_\ell$ in the permutation $w$ we are constructing. We repeat with consecutively smaller boxes in $N$, filling in the words in the permutation $w$ from right to left. This algorithm is known to be reversible. In the following example we apply the RSK algorithm to construct a permutation of $[\ell]$ associated with a certain ordered pair of standard Young tableaux $(M, N)$.

**Example 6.1.** Using $(M, N)$ as in Example 5.6 we create a permutation (see Figure 5). First, we see that 10 appears in the second column of the third row of $N$. Thus, we start the reverse bump process with the corresponding entry in $M$, which is 7. We bump 7 to the next higher row, replacing the next entry smaller than it, which is 6. The 6, in turn bumps to the first row, replacing the 5, and so we have $w_{10} = 5$. Next, we see that 9 is in the last row of the current $N$, so we bump the 10 in the corresponding position of the current $M$. Continuing this process with each consecutively smaller box from $N$, we obtain the permutation $w = 0947362815$ (representing 10 with 0). Notice that the entries in $U_1 = \{1, 2, 3, 4\}$ appear in decreasing order in $w$, as do the entries in $U_2 = \{5, 6, 7\}$ and $U_3 = \{8, 9, 10\}$. Further, note that $w_1 > w_2 > w_3$, $w_4 > w_5$, and $w_6 > w_7$ and $V_1 = \{1, 2, 3\}$, $V_2 = \{4, 5\}$ and $V_3 = \{6, 7\}$.

Recall that a $(k+1)k \ldots 21$-avoiding permutation of $[\ell]$ is a permutation with no decreasing subsequence of length $k + 1$. It is known that using the RSK correspondence (c.f. [11], Corollary 7.23.12) the number of ordered pairs of standard Young tableaux with the same shape $\mu \vdash \ell$ and less than or equal to $k$ rows is the same as the number of $(k + 1)k(k - 1) \ldots 21$-avoiding permutations of $[\ell]$. 
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Figure 5. RSK correspondence applied to \((M, N)\)

To prove the main result of this section, we need the following consequences of the RSK correspondence.

**Lemma 6.2.** Suppose the permutation \(w\) corresponds with the ordered pair of standard Young tableaux \((M, N)\) through the RSK correspondence. Then \(a\) appears to the right of \(a - 1\) in \(w\) if and only if \(a\) is in a row below \(a - 1\) in \(M\).

**Proof.** Suppose that \(a\) appears to the left of \(a - 1\) in \(w\). When constructing \((M, N)\) from \(w\) via the RSK correspondence, \(a\) will already have been inserted into \(M\) when \(a - 1\) is inserted. So either \(a - 1\) will remain above the row containing \(a\), or, if it enters the row with \(a\), it will bump \(a\) to the next row of \(M\).

Now, suppose that in \(M\), \(a\) is in a row below \(a - 1\). We reverse the RSK algorithm to create \(w\). At any move in which \(a\) is reverse bumped to the row containing \(a - 1\), \(a - 1\) will be the greatest entry less than \(a\) and thus be reverse bumped up. As such, \(a - 1\) will be removed from \(M\) to be placed in \(w\) prior to \(a\). \(\square\)

**Lemma 6.3.** Suppose the permutation \(w = w_1 w_2 \cdots w_\ell\) and the ordered pair of standard Young tableau \((M, N)\) correspond with each other through the RSK correspondence. Then \(w_a > w_{a+1}\) if and only if the box with entry \(a\) appears in a row above the box with entry \(a + 1\) in \(N\).

**Proof.** It follows from Lemma 7.23.1 in [11] that if \(w_a > w_{a+1}\), then the box with entry \(a\) appears in a row above the box with entry \(a + 1\) in \(N\).

Now suppose that the entry \(a\) is above the entry \(a + 1\) in \(N\) and use the reverse of the RSK algorithm to form \(w\). Specifically, consider the step where we remove the box with entry \(a + 1\) in row \(t\) of \(N\). Then we reverse bump
the corresponding box, say $x_t$, in $M$. A series of reverse bumps occurs with entries $x_t > x_{t-1} > \cdots > x_2$ each being bumped up one row until $x_2$ bumps some $x_1 < x_2$ out of the diagram and we set $w_{a+1} = x_1$. Now, suppose the box with entry $a$ is at the end of row $d < t$ in $N$ with corresponding box $y_d$ in $M$. Since $y_d$ is at the end of a row containing $x_{d+1}$, $y_d \geq x_{d+1} > x_d$. When $y_d$ is bumped to row $d-1$ (which contains $x_d$), it bumps some $y_{d-1}$ where $x_d \leq y_{d-1} < y_d$. Continuing in this manner at each row $i$ we bump some $y_i \geq x_i+1$ to the next higher row. Finally, we bump $y_1 \geq x_2$ from the diagram to set $w_a = y_1$. Since $y_1 \geq x_2 > x_1 = w_{a+1}$, we have $w_a > w_{a+1}$.

**Theorem 6.4.** The multiplicity of $k\Lambda_0 - \lambda_{A,B}^t$ of $V(k\Lambda_0)$ is the number of all $(k+1)k(k-1)\cdots 21$-avoiding permutations $w$ of $[\ell]$ such that

- For each $j$, if $j_1, j_2 \in U_j$ with $w_{a_1} = j_1 < w_{a_2} = j_2$, then $a_1 > a_2$.
- For each $j$, if $j_1, j_2 \in V_j$ with $j_1 < j_2$, then $w_{j_1} > w_{j_2}$.

**Proof.** Since for any $i, j$, entries in $U_i$ and $V_j$ are consecutive integers, it follows from Lemmas 6.2 and 6.3 that for given $\ell$, $A$, $B$, the set of permutations in the statement of the theorem is bijective with the set of ordered pairs of Young tableaux $(M, N) \in S_{A,B}^\ell$. Hence by Theorem 5.5 the result follows.
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