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Abstract

The patterns in which the syntax of different languages converges and diverges are often used to inform work on cross-lingual transfer. Nevertheless, little empirical work has been done on quantifying the prevalence of different syntactic divergences across language pairs. We propose a framework for extracting divergence patterns for any language pair from a parallel corpus, building on Universal Dependencies (UD; Nivre et al., 2016). We show that our framework provides a detailed picture of cross-language divergences, generalizes previous approaches, and lends itself to full automation. We further present a novel dataset, a manually word-aligned subset of the Parallel UD corpus in five languages, and use it to perform a detailed corpus study. We demonstrate the usefulness of the resulting analysis by showing that it can help account for performance patterns of a cross-lingual parser.

1 Introduction

The assumption that the syntactic structure of a sentence is predictably related to the syntactic structure of its translation has deep roots in NLP, notably in cross-lingual transfer methods, such as annotation projection and multi-lingual parsing (Hwa et al., 2005; McDonald et al., 2011; Kochevnikov and Titov, 2013; Rasooli and Collins, 2017, inter alia), as well as in syntax-aware machine translation (MT; Birch et al., 2008; Williams et al., 2016; Bastings et al., 2017). Relatedly, typological parameters that provide information on the dimensions of similarity between grammars of different languages were found useful for a variety of NLP applications (Ponti et al., 2019). For example, neural MT in low-resource settings has been shown to benefit from bridging morphosyntactic differences in parallel training data by different types of preprocessing, such as reordering (Zhou et al., 2019) and hand-coded syntactic manipulations (Ponti et al., 2018).

Nevertheless, little empirical work has been done on systematically quantifying the type and prevalence of syntactic divergences across languages. Moreover, previous work generally classified divergences into a small set of divergence classes, often based on theoretical considerations (Dorr, 1994) or on categorical (“hard”) typological features selected in an ad-hoc manner, and left basic questions, such as how often POS tags are preserved in translation and what syntactic structures are likely correspondents of different syntactic relations, largely unaddressed. See § 2.

We propose a language-neutral, fine-grained definition of cross-linguistic morphosyntactic divergences (CLMD) that allows for their extraction using a syntactically annotated, content-word-aligned parallel corpus. Concretely, we classify CLMD based on the edge labels on the dependency paths between corresponding pairs of content words (§ 3.2). See Figure 1 for an example.†

†It may appear that divergences recoverable by means of UD edge labels are purely syntactic and not morphosyntactic. However, this is not the case: the domain of “pure syntax” is not well defined in a non-theoretical perspective, and many phenomena we are dealing with, e.g. a switch from a direct-
We further conduct a detailed corpus study, manually aligning content words in a subset of the PUD corpus (Zeman et al., 2017) over five language pairs—English-French (En-Fr), English-Russian (En-Ru), English-Chinese (En-Zh), English-Korean (En-Ko), and English-Japanese (En-Jp) (§ 3.1)—and analyze the prevalence of divergences by types (§ 4). The resulting resource can be useful for MT research, by guiding the creation of challenge sets focusing on particular constructions known to be cross-linguistically divergent, as well as by guiding preprocessing of source-side sentences for better MT performance.\(^2\)

The emerging CLMD provide information not only on the macro-structure of the grammar (e.g., whether the language is pro-dropping), but also on parameters specific to certain lexical classes (e.g., modal verbs) and probabilistic tendencies (e.g., Japanese tends to translate sequences of events expressed in English using coordinating conjunctions, with subordinate clauses). See § 5.

Further experiments demonstrate the methodology’s applicative potential. First, we show that the proposed methodology can be straightforwardly automated by replacing manual parses and alignments with automatically induced ones (§ 7). We present a study done on a larger En-Zh corpus, which yields results similar to those obtained manually. Secondly, we show that the reported distribution over divergence types is predictive of the performance patterns of a zero-shot parser (§ 8).

2 Related Work

Comparing syntactic and semantic structures over parallel corpora is the subject of much previous work. Dorr et al. (2010) compiled a multiply-parallel corpus and annotated it with increasingly refined categories in an attempt to abstract away from syntactic detail but did not report any systematic measurement of the distribution of divergences. Šindlerová et al. (2013), Xue et al. (2014), Sulem et al. (2015), and Damonte and Cohen (2018) studied divergences over semantic graphs and argument-structure phenomena, while a related line of work examined divergences in discourse phenomena (Šoštarić et al., 2018). Other works studied the ability of a given grammar formalism to capture CLMD in a parallel corpus (e.g., object construction to an oblique construction, often involve morphological processes, such as adding a case ending.

[^2]: Their alignment process involved bottom-up and a top-down passes, sometimes yielding contradictory results.

3 Fine-grained Classification of CLMD

In this section, we present a novel cross-linguistic dataset that provides a high-resolution overview of morphosyntactic differences between pairs of languages and a formal definition of morphosyntactic divergences formulated based on it.

Divergences in the syntax of sentences and their translations can stem from a number of reasons. Setting aside semantic divergences, which are differences in the content expressed by the source and the target (Carpuat et al., 2017; Vyas et al., 2018), the remaining varieties of divergences are essentially different ways to express the same content (Fisiak, 1984; Boas, 2010), which we call CLMD.

We define CLMD empirically to be recurrent divergence patterns in the syntactic structures of sentences and their translations. While content...
differences may account for some of the observed syntactic divergences, by aiming for recurring patterns we expect to filter out most such cases, as they are subject to fewer grammatical constraints and should thus not yield systematic patterns of morphosyntactic divergence.

It is harder to distinguish between translation artifacts and CLMD in translated sentences that are due to the genuine differences between grammar and usage. However, translated texts are usually characterized by a higher degree of morphosyntactic transfer and rarely portray the target language as more different from the source language than it needs to be (Koppel and Ordan, 2011; Volansky et al., 2015). Therefore, we do not expect to find spurious recurrent morphosyntactic-divergence patterns introduced by the process of translation.

### 3.1 The Manually Aligned PUD Resource

Universal Dependencies (UD) is a framework for treebank annotation, whose objectives include satisfactory analyses of individual languages, providing a suitable basis for bringing out cross-linguistic parallelism, suitability for rapid consistent annotation and accurate automatic parsing, ease of comprehension by non-linguists, and effective support for downstream tasks. See the Appendix for a glossary of UD terms.

An important feature of the dependency analysis in UD is that content words are considered the principal components of dependency relations. Within this framework, function words are generally dependents of the content word they relate to most closely. The primacy of content words brings out cross-linguistic parallels that would be harder to detect with other annotation frameworks since function words are highly variable across languages. Importantly, dependency paths between content words do not generally contain function words. As a result, by comparing paths across languages, differences in the surface realization are often masked, and argument structure and linkage differences emphasized.

For example, a preposition accompanying a verb may be dropped in translation if the corresponding verb is transitive (cf. went around the world in En vs. oboshel around mir world in Ru). As prepositions modify the head noun in UD prepositional phrases, the dependency path between the verb and the head noun is not altered.

The Parallel Universal Dependencies (PUD) corpus consists of 1000 sentences translated into various languages by professional translators.4

In this paper, we study the Russian, French, Chinese, Japanese, and Korean versions of the PUD corpus, which were each aligned with the corresponding English corpus.5 Each parallel corpus was aligned by a human annotator, proficient in the language of the corpus and in English. The UD tokenization is adopted in all cases. Due to the difficulty in finding annotators proficient in pairs of these languages, our annotation takes English as the source language. However, it is possible to obtain an approximate alignment between any pair of these languages, pivoting through English.

Only content words are aligned, so as to sidestep the inherently ambiguous nature of aligning function words across divergent constructions. For details on the function/content distinction we apply to words, see the Appendix. We restrict the alignment to include connected components of the following types: (1) one-to-one alignments, i.e., where a single content word is aligned with another single content word; (2) many-to-one alignments, where multiple source words are aligned with a single target word; (3) one-to-many alignments, where a single source word is aligned with multiple target words. Where a source multi-word expression is translated with a target multi-word expression, we align their headwords, to indicate that their subtrees are in correspondence with one another (e.g., English with this and French par conséquent). Most of the content words in the corpora were aligned in a one-to-one alignment, which accounts for around 90% of aligned En tokens across the corpora.

### 3.2 Defining Divergences using UD

We present a framework for defining and investigating translation divergences across a variety of language pairs using UD. The framework operates on a sentence-aligned parallel corpus, where both sides are annotated with UD and content words in corresponding sentences are aligned.

Let $T_s = (V_s, E_s)$, $T_t = (V_t, E_t)$ be a pair

4Half of the sentences in the corpus are taken from news articles and the other half from Wikipedia. 750 of the sentences were originally in English, 100 in German, 50 in French, 50 in Italian, and 50 in Spanish. All sentences were translated to other languages via English.

5Occasionally highly divergent translations prohibited constructing an alignment. 999 sentences were aligned for En-Fr, En-Zh, and En-Jp, 995 for En-Ru, and 884 for En-Ko.
of UD trees over corresponding sentences, and let \( CW_s \subset V_s \) and \( CW_t \subset V_t \) be the sets of content words in \( T_s \) and \( T_t \) respectively. Let \( A \subset CW_s \times CW_t \) be a token-level alignment, consisting of one-to-one, many-to-one, and one-to-many alignments. There are two ways to restrict the definition of correspondences between nodes and edges in \( T_s \) and \( T_t \): (1) by considering only one-to-one edges or (2) by defining a one-to-one correspondence \( A' \subset A \) by traversing all many-to-one alignments \( C = \{(v_1, u), (v_2, u), \ldots, (v_k, u)\} \subset A \), and selecting for \( A' \) only \( (v_i, u) \), where \( v_i \) is the highest node in \( T_s \) among the nodes in \( C \). The same is done for one-to-many alignments.\(^6\) The first approach is preferable for analyzing syntactic-path correspondences and was followed in this presentation. The second approach is more suitable for analysis of POS mappings, where headwords are more prominent.

We then define Corresponding Syntactic Relations (CSR) as a pair \((R_s, R_t)\) such that \( R_s \) and \( R_t \) are dependency paths in \( T_s \) and \( T_t \), and such that the origin and endpoint of \( R_s \) are in \( CW_s \) and the origin and endpoint of \( R_t \) are their aligned tokens in \( CW_t \) according to \( A' \). If the origin or the endpoint of \( R_s \) do not have a corresponding node in \( T_t \), \( R_t \) does not have a corresponding relation in \( T_t \). The types of \( R_s \) and \( R_t \) are the sequence of labels on the edges of the paths, optionally along with their directionality in the tree (linear order is not taken into account). Without loss of generality, we assume that \( R_s \) begins at the leftmost word of the pair in the En sentence, and \( R_t \) by definition begins at the target word corresponding to the leftmost source word. For brevity, we only present results where directionality is not taken into account. Relations are thus written as sequences of UD edge labels separated by the ‘+’ sign.

Token pairs that do not share a POS tag and CSR not of the same type are said to form a divergence. One-to-many and many-to-one alignments are another form of divergence.

4 Empirical Study of Divergences

We apply the proposed methodology to the aligned PUD. We compare syntactic relations, analyzing correspondences between POS tags as well as correspondences between single-edge relations in English and target-side dependency paths.

4.1 Parts of Speech

We begin by examining the mappings of the POS of corresponding tokens (see the Appendix for the full percentage and count matrices). We find that En POS tags of content words are mostly stable in translations to Fr and Ru (sums of the values on the main diagonals account for 78 and 77% of the total number of word pairs respectively). Notable exceptions are the negative particle not, which is in a one-to-many alignment in French with ne and pas, certain types of auxiliaries analyzed as verbs in both Ru and Fr, and proper nouns, which often get mapped to Fr nouns (cf. § 9 and discussion in [Samardžič et al., 2010]).

The En-Zh matrix presents more divergences with only 65% of the alignment edges connecting tokens with the same POS. 11% of nouns were translated as verbs (the reverse mapping is found, albeit to a lesser extent, in all three corpora). Most of such cases involve names of actions and agents (borrowing, ruler, etc.). En negative particles are split between Zh adverbs, verbs, and auxiliaries; adjectives are quite often mapped to nouns, which form parts of compounds (e.g., social media → shèjiān méiti, lit. ‘social-interaction media’). Adpositions involving spatial relations (the only type of adpositions we consider as content words) are predominantly mapped to adverbs.

The En-Ko matrix is even more divergent: only 62% of the alignment edges connect matching POS. The most striking property of the En-Ko POS matrix is that NOUN serves as a “sink” for other POS: 27% of En adverbs, 56% of En adjectives, and 60.5% of En verbs correspond to Ko nouns. For example, En trying (to do something) corresponds to Ko misu ‘attempt’. As we will show in the next section, this is due to drastic syntactic divergences in En-Ko.

The En-Jp matrix is similar: 62.4% of the edges connect matching POS. Verbs are mostly translated as verbs (58.1%), which shows more affinity between En and Jp basic clause structure. However, adjectives still mostly turn into nouns (53.7%), and adverbs are quite likely to get translated by a noun (16.4% vs. 25.8% for adverb→adverb).

Both Ko and especially Jp tend to leave En pronouns unaligned (15% and 59% respectively), up-
holding their reputations as “radically pro-drop” languages (Neeleman and Szendrő, 2007). Interestingly, Zh, another classical example of this phenomenon, loses only 9% of the pronouns. Ru, a mildly pro-drop language, loses 4% of the pronouns, while the non-pro-drop Fr loses only 2%. This demonstrates the fine granularity of distinctions an empirical approach to CLMD can yield.

4.2 Divergences in Syntactic Relations

Table 2 presents the matrices of target-side syntactic relations that correspond to single-edge source-side relations in the five parallel corpora.

Several observations can be made. First, the En-Fr and En-Ru matrices are similar and are dominated by the elements on the main diagonal (60% of the total number of edges in En-Fr and 55% in En-Ru). An exception are compounds (which in En are mostly noun compounds), as Ru does not have a truly productive nominal compounding process and Fr compounds are annotated as other relations in UD (Kahane et al., 2017). The other three matrices are less dominated by the entries on the main diagonal (46% of the alignments in En-Zh, 32% in En-Ko, 25.8% in En-Jp) and show higher entropy in most rows, especially in nmod, amod, obl, and xcomp, compound again being a notable exception (entropy matrices for all relations can be found in the Appendix).

Adverbial clauses (advcl) have relatively low values on main diagonals and a high percentage of single edges corresponding to multi-edge paths. This reflects the wide semantic range of advcl: in addition to modifying the matrix predicate (died by drowning), they can also denote sequential and parallel events (published a paper sparking a debate). The latter two cases naturally give rise to conj and complement clauses (cf. published a paper and sparked a debate / published a paper to spark a debate). The former two cases again being a notable exception (entropy matrices for all relations can be found in the Appendix).

Of particular interest are the differences between En-Ko and En-Jp confusion matrices. Japanese and Korean are largely similar from the point of view of language typology (SOV word order, topic prominence, agglutinative morphology), but there are also important differences on the level of usage. Thus, the adjective class in Korean is less productive, and translations often resort to relative clauses for the purposes of nominal modification. Another difference is the fact that Japanese has few compounds as those are usually translated as nmod with a genitive particle, while Korean translates nearly all En compounds as compounds. See the discussion of further differences in the next section.

5 Qualitative Analysis of Divergences

In this section, we analyze prominent cases of divergences revealed by applying our method, attempting to demonstrate how fine-grained CLMD may be detected from the confusion matrices and shedding light on what challenges are involved in bridging these divergences (e.g., for the purposes of MT or cross-lingual transfer). Some of the divergences arise due to real differences between grammars; others are largely due to inconsistent application of the UD methodology.

5.1 Nominal and Adjectival Modifiers

When inspecting the translation correspondents of adjectives, we find that while in En-Fr and En-Ru the adjective classes are mostly overlapping, this is not the case for Zh, Ko and Jp. Instead, translation into these languages shifts probability mass from adjectives to nouns: nouns are hardly ever translated to adjectives, but adjectives are more likely to be translated to nouns than remain adjectives. This trend is related to a preference to translate adjectives into possessives (e.g., Korean company → Jp: Kankoku no kaisha lit. ‘a company of Korea’) or compounds (e.g., European market → Jp: Ōshū ichiba lit. ‘Europe market’).

5.2 Nominal Subjects

The confusion matrix shows that En nsubj demonstrates very different multi-edge mappings into European languages (Fr and Ru) as opposed to East Asian ones (Zh, Jp, and Ko). The “most common other path” for both Russian and French is xcomp+nsubj, which is easy to explain: PUD corpora of these languages “demote” fewer auxiliary predicates than English (criteria for demotion are formulated in terms of superficial syntax and differ between languages) and more often place the dependent predicates as the root. Therefore, in constructions like he could do something the direct edge between the subject and the verb of the
dependent clause is replaced with two edges going through the modal predicate.\(^7\)

In Zh, Ko and Jp, however, there is another issue: sequential events described using coordinated conjuncts and xcomp in En are analyzed as being described with temporal or causal subordinate clauses (Kipling met and fell in love with Florence Garrard \(\rightarrow\) Ko: Kipeulring manna meet subordinare sarang\(\) in love ppajyeosseumyo fell, lit. ‘having met, fell in love’). This makes the direct nsubj edge in En correspond to an Ko nsubj edge within a subordinated clause, and thus a nsubj+advcl path. Given that not all coordinated verbs are translated using a subordinate clause in Ko and Zh, bridging these divergences is likely to require more than a simple tree-transformation rule but possibly refinement of UD’s categories to more abstract linkage types.

### 5.3 Modal Auxiliaries in Korean

UD treats En modal verbs, such as can or may, as aux, which are dependent on the lexical verb (e.g., could \(\rightarrow\) do). Corresponding verbs in other languages are often treated as simple verbs (for example, all Ru modal verbs are simple verbs in UD).

Even more drastically, Ko routinely expresses this semantics by using an existential construction with the literal meaning ‘(for) X there was a possibility of doing Y’ (instead of X could do Y), which converts the En aux into nsubj+acl. In this case, a tree transformation seems to be sufficient to bridge this divergence.

### 5.4 nmod\(\rightarrow\)acl+X in Korean

Ko also differs from other languages in the extent that it uses relative clauses for nominal modification. Table 2 shows that nmod has a high percentage for “other” mappings (48%). Investigation of this long tail shows that to a large extent it consists of acl-based constructions: acl+advmod, acl+nsubj, acl+obj. Added to acl, the cumulative share of acl-based constructions is on par with compound, the main correspondent of this relation for non-possessive nmod (possessive nmod are the only ones that map to nmod in Ko). This discrepancy is due to the fact that Ko nearly obligatorily adds contextually-predictable predicates to oblique relations such as actions [taken] in Crimea or people [being] without children. The Korean PUD does not demote these verbs to functional-word status (such an approach is advocated for in [Gerdes and Kahane, 2016]) but turns them into clause-heading verbs, thus yielding an acl+X divergence.\(^8\)

### 6 Revisiting Dorr’s Divergences

We turn to show that the types of the seminal classification of divergences from Dorr (1994) can be, with a single exception, recast in terms of UD divergences. We quote the original formulations of the divergences illustrated through English-Spanish or English-German examples.

**Thematic divergence:** E: I like Mary \(\leftrightarrow\) S: María me gusta a mí ‘Mary pleases me.’ In UD, this corresponds to the situation when the original obj or obl becomes the nsubj and vice versa. The divergence will correspond to a CSR of type (nsubj, obj) or (nsubj, obl). A “full” thematic divergence will also involve the inverse divergence (obj, subj) or (obl, subj).

\(^7\)Cf. also 23 En nsubj edges mapped to Ru nsubj+obl. Inspection of these sentences reveals that the CLMD can be ascribed to metaphorical usage (e.g., the sense of read employed in the post reads has no direct correspondent in Ru). Some such cases can be disambiguated using existing annotation schemes.

\(^8\)The list of examples we can discuss goes on. For example, while investigating the cross-linguistic patterning of English adverbial, we noticed that it often gets mapped to ccomp in French and acl in Russian. Both divergent annotations seem to be erroneous as the sentences they appear in are covered by the definition of adverbial provided in the UD manual. However, the French case is interesting in that the source adverbial in question can be characterized semantically: instead of denoting a secondary action, they reflect a sequence of events or parallel scenes (e.g., Columbus sailed across the Atlantic... sparking a period of European exploration of the Americas). Another problem is presented by multi-word expressions analyzed as proper nouns where all tokens have the same POS tag. The UD manual advises to retain the original parts of speech in proper nouns consisting of phrases (e.g., Cat on a Hot Tin Roof) but allows to treat “words that are etymologically adjectives” as PROPN in names such as the Yellow Pages. When such names are translated, PROPN get reanalyzed as ADI, NOUN, etc., producing spurious CLMD.

| Language | ru | fr | zh | ko | jp |
|----------|----|----|----|----|----|
| Thematic Full nsubj to obj/obl | 25 | 4 | 8 | 5 | 5 |
| Promotional | 78 | 57 | 43 | 25 | 53 |
| Demotional | 0 | 0 | 0 | 0 | 0 |
| Structural | 10 | 2 | 4 | 19 | 1 |
| Conflational | 83 | 67 | 17 | 0 | 35 |
| Categorical | 10 | 5 | 5 | 6 | 2 |
| #Sentences | 995 | 999 | 999 | 884 | 999 |

Table 1: Prevalence in absolute counts of translation divergences as defined in Dorr (1994). Row headings are explained in § 6.
Promotional divergence: E: John usually goes home ⇔ S: Juan suele ir a casa ‘John tends to go home.’ This corresponds to the situation where the original root predicate becomes an xcomp, and the original advmod takes its place as the root. Corresponding CSR type: (advmod, xcomp).

Demotional divergence: E: I like eating ⇔ G: Ich esse gern ‘I eat likingly.’ The original xcomp becomes the root predicate, and the original root predicate is demoted to the position of an advmod. The relevant CSR type is (xcomp, advmod).

Structural divergence: E: John entered the house ⇔ S: Yo le di puñaladas a Juan ‘I gave knife-wounds to John.’ The original root predicate is in a one-to-many alignment with a combination of a root predicate and its obj. CSR type: (obj, obl).

Conflational divergence: E: I stabbed John ⇔ S: Yo le di puñaladas a Juan ‘I gave knife-wounds to John.’ The original root predicate is in a one-to-many alignment with a combination of a root predicate and its obj. CSR type: (obj, obl).

Categorial divergence: E: I am hungry ⇔ G: Ich habe Hunger ‘I have hunger.’ The original root predicate becomes an obj. CSR type: (nsubj, nsubj + obj).

Lexical divergence: E: John broke into the room ⇔ S: Juan forzó la entrada al cuarto ‘John forced (the) entry to the room.’ Divergences of this type arise whenever aligned words have at best partially overlapping semantic content and never appear on their own but always with other divergences. The information necessary to ascertain the degree of word-meaning overlap is not embedded into UD or any other cross-lingual annotation scheme; therefore we were unable to provide a formal interpretation of this type of divergence.

Frequencies of Dorr’s Divergences in PUD are presented in Table 1 (except for Lexical divergences, which are hard to formalize). It is evident that these types only account for a small portion of the encountered divergences, the point already made for En-Zh in DX17. It seems then that “hand-crafted” translation divergences, however insightful they may be, receive attention disproportionate to their empirical frequency.

7 Perspectives for Automation

One of the strengths of our approach is that it only relies on UD parses and alignments, for which automatic tools exist in many languages. To demonstrate the feasibility of an automated protocol, we conducted an analysis of the WMT14 En-Zh News Commentary corpus. We used TsinghuaAligner (Liu and Sun, 2015) and pretrained English and Chinese UD parsers from the StanfordNLP toolkit (Qi et al., 2018). To verify that the aligner we are using is adequate for the task, we aligned the En-Zh PUD corpus pair and checked the resulting precision and recall of the edges corresponding to content words. The results (P=0.86, R=0.32) indicate that the automated approach is able to recover around a third of the information obtained through manual alignment with reasonable precision. Importantly, we find recall to be nearly uniform for all source edge types, which suggests that the low recall can be mitigated by using a larger corpus without biasing the results.

The POS and edge-type confusion matrices built from this experiment are very similar to the ones reported in this paper (save for compound, which is not produced by the Stanford Zh parser), and are not reproduced here (they can be found in the Supplementary Materials).

8 Applicability for Zero-Shot Parsing

We come to demonstrate the applicability of our method for analyzing the performance of a downstream cross-lingual transfer task. We consider zero-shot cross-lingual parsing (Ammar et al., 2016; Schuster et al., 2019) as a test case and investigate to what extent the performance of a zero-shot parser on a given dependency label can be predicted from its stability in translation. As test sets we use the test sets of GSD UD corpora for the five languages (Ru, Fr, Zh, Ko, and Jp), as well as the corresponding PUD corpora. We train a parser following the setup of Mulcaire et al. (2019) and use a pretrained multilingual BERT (Devlin et al., 2019), feeding its output embeddings into a biaffine-attention neural UD parser (Dozat and Manning, 2017) trained on the English EWT corpus. We evaluate the parser’s ability to predict relation types by computing F-scores for each de-
pendency label (save for labels corresponding to function words that were generally not aligned). The Appendix gives full implementation details.

We start by computing Spearman correlations between F-scores and the PRESERVATION indices, defined as the proportion of identity mappings in the confusion matrices for each corpus (e.g., PRESERVATION for acl in Ru is 0.48, while in Jp it is 0.37). The correlations are very strong for some languages and noticeable for others (ρ = 0.62, 0.75, 0.31, 0.42, 0.77 for Ru, Fr, Zh, Ko, and Jp respectively on GSD test sets, and ρ = 0.7, 0.82, 0.72, 0.84, 0.68 on PUD).

We hypothesize that the preservation of a relation in translation is related to the ability of a zero-shot parser to predict it. In order to control for obvious covariates, we introduce two control variables: (1) SOURCE-SIDE HARDNESS (test-set F-scores attained by the parser on English dependency relations) and (2) TARGET-SIDE HARDNESS (F-scores attained by a parser trained on the target-language UD GSD corpus on the target-language test set). We use a mixed-effects model with PRESERVATION, SOURCE-SIDE HARDNESS, and TARGET-SIDE HARDNESS as fixed effects, random intercepts for language, and F-scores for dependency relations as the dependent variable. We then used likelihood-ratio test to compute p-values for the difference in predictive power between the model without PRESERVATION and one with it. The p-value (using Holm correction) is highly significant (< 0.001) for the PUD corpora, and for GSD it is significant with p = 0.02.

These results suggest that morphosyntactic differences between languages, as uncovered by our method, play a role in the transferability of parsers across languages. This also underscores the potential utility of bridging CLMD for improving syntactic transfer across languages.

9 Discussion

The presented methodology gives easy access to different levels of analysis. On one hand, by focusing on content words, the approach abstracts away from much local-syntactic detail (such as re-ordering or adding/removing function words). At the same time, the methodology and datasets provide means to investigate essentially any kind of well-defined CLMD. Indeed, since function words in UD tend to be dependents of content words, we may analyze the former by considering the distribution of function word types that each type of content word has. Moreover, sub-typing dependency paths based on their linear direction can allow investigating word-order differences.11

Other than informing the development of cross-lingual transfer learning, our analysis directly supports the validation of UD annotation. For example, we reveal inconsistencies in the treatment of multi-word expressions across languages. Thus, the translation of many NPs with adjectival modifiers, such as Celtic sea or episcopal church, are analyzed as compounds. Languages such as Ru, lacking a truly productive nominal-compound relation, carve this class up based mostly on the POS of the dependent element (e.g., episcopal corresponds to a Ru amod), its semantic class (e.g., compounds with cardinal directions are Ru amods), and whether the dependent element itself has dependents (these mostly correspond to Ru nmods). Our method can be used to detect and bridge such inconsistencies.

In conclusion we note that our analysis suggests that considerable entropy in the mapping between the syntactic relations of the source and target sides can be reduced by removing inconsistencies in the application of UD, and perhaps more importantly by refining UD with semantic distinctions that will normalize corresponding constructions across languages to have a similar annotation. This will simultaneously advance UD’s stated goal of “bringing out cross-linguistic parallelism across languages” and, as our results on zero-shot parsing suggest, make it more useful for cross-linguistic transfer.
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11Surface-Syntactic Universal Dependencies may be a better fit for such type of analysis, see (Gerdes et al., 2018).
| Edge Type | English-Russian | English-Chinese | English-Korean | English-French | English-Japanese |
|-----------|-----------------|-----------------|---------------|----------------|-----------------|
| acl       | 48               | 34              | 32            | 32             | 33              |
| advcl     | 1                | 1               | 2             | 2              | 2               |
| advmod    | 5                | 1               | 1             | 2              | 1               |
| amod      | 32               | 1               | 1             | 1              | 1               |
| appos     | 5                | 1               | 1             | 1              | 1               |
| compound  | 1                | 52              | 37            | 51             | 51              |
| conj      | 1                | 5               | 1             | 4              | 1               |
| ccomp     | 1                | 1               | 1             | 1              | 1               |
| flat      | 3                | 1               | 1             | 1              | 1               |
| nummod    | 4                | 3               | 1             | 1              | 1               |
| subj      | 1                | 1               | 1             | 1              | 1               |
| obj       | 1                | 1               | 1             | 1              | 1               |
| obl       | 1                | 1               | 1             | 1              | 1               |
| parataxis | 1                | 5               | 12            | 8              | 5               |
| xcomp     | 3                | 4               | 1             | 2              | 2               |

| Edge Type | English-Russian | English-Chinese | English-Korean | English-French | English-Japanese |
|-----------|-----------------|-----------------|---------------|----------------|-----------------|
| acl       | 34               | 32              | 32            | 32             | 33              |
| advcl     | 1                | 1               | 2             | 2              | 2               |
| advmod    | 5                | 1               | 1             | 2              | 1               |
| amod      | 32               | 1               | 1             | 1              | 1               |
| appos     | 5                | 1               | 1             | 1              | 1               |
| compound  | 1                | 37              | 1             | 1              | 1               |
| conj      | 1                | 45              | 1             | 4              | 1               |
| ccomp     | 1                | 1               | 1             | 1              | 1               |
| flat      | 3                | 3               | 1             | 3              | 1               |
| nummod    | 4                | 1               | 1             | 1              | 1               |
| subj      | 1                | 1               | 1             | 1              | 1               |
| obj       | 1                | 1               | 1             | 1              | 1               |
| obl       | 1                | 1               | 1             | 1              | 1               |
| parataxis | 1                | 5               | 32            | 8              | 5               |
| xcomp     | 3                | 4               | 1             | 2              | 2               |

Table 2: Percentages of corresponding syntactic relations of UD edge types connecting content words in the five corpora. Rows correspond to En and sum to 100%; columns correspond to target side paths. “Collapsed” are cases where the edge is collapsed to a single node. “MCOP” stands for most common other target-side path. See the Appendix for raw counts.
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Appendices

A Glossary of UD POS tags and edge types

A glossary of UD POS labels and edge types mentioned in the paper is provided in Table 1.

B Distinguishing Content and Function Words

We adopt the following distinction between function and content words. Function words include (1) grammatical-relation markers (prepositions marking direct and indirect objects, possession, and other types of relations inside NPs); (2) tense-aspect-mood markers including inflected auxiliaries; (3) markers of (in)definiteness; (4) coordinating conjunctions; (5) complementizers; (6) classifiers; (7) copulas and existential predicates; (8) dummy subjects and expletives. Other word types are considered content words, including (1) all other types of predicates, participants, obliques, adverbial and adjectival modifiers; (2) negation markers; (3) discourse markers; (4) quantifiers; (5) spatial/temporal-relations markers.

C Confusion matrices for translation equivalents of POS tags and UD edge labels: raw counts

C.1 POS tags

Raw-count and percentage confusion matrices for translation equivalents of UD POS tags in three parallel corpora are presented in Tables 2 and 3.

C.2 UD edge types

Raw-count confusion matrices for translation equivalents of major UD edge types in three parallel corpora are presented in Table 4.

D Translation entropies of UD relations

Translation entropies of UD relations are shown in Table 5.

E Zero-shot Parsing: Implementation Details

We used the AllenNLP (Gardner et al., 2018) implementation of the deep biaffine attention model by Dozat and Manning (2017). The only modification is that we replaced the trainable Glove embeddings with multilingual Bert (Devlin et al., 2018) untrainable embeddings (i.e., we didn’t perform any fine-tuning on Bert), using the built-in embeddings in AllenNLP with the default settings. We ignore UD sub-categorization of the edge labels (as the sub-types are often language-specific). The full list of hyper-parameters is given in Table 6.

We trained three models for each language (with the same hyperparameters), using the UD v2.5 English-EWT dataset for the English model, and the GSD datasets (also v2.5) for French, Russian, Chinese, Korean and Japanese. Standard splits were used for all corpora. The models were evaluated on the GSD and PUD datasets.

The per-label F-scores used for linear modelling in the paper are averages of the F-scores of the three models. The following relations were considered: acl, advcl, advmod, amod, appos, ccomp, compound, conj, fixed, flat, nmod, nsubj, nummod, obj, obi, parataxis, xcomp. Not all of them were present in parser outputs for all languages due to training-set peculiarities, and missing relations were automatically omitted from the model. The R code used for fitting the models is available in the Supplementary Material.
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1 All UD corpora can be found in https://github.com/UniversalDependencies/.

2 The list is slightly longer than that used in the automation experiments since thanks to the precision of manual alignment we were able to target relatively rare edge labels in a small corpus.
| Label   | Short Definition |
|---------|------------------|
| **POS tags**                               |
| **NOUN** | Noun.            |
| **PROPN** | Proper noun.     |
| **PRON**  | Pronoun.         |
| **ADJ**   | Adjective.       |
| **ADV**   | Adverb.          |
| **VERB**  | Verb.            |
| **AUX**   | Auxiliary.       |
| **PART**  | Particle.        |
| **NUM**   | Numeral.         |
| **ADP**   | Adposition.      |
| **nsubj** | Nominal subject. |
| **dobj**  | Direct object.   |
| **ccomp** | Clausal complement (finite or infinite), unless its subject is controlled. |
| **xcomp** | Open clausal complement, i.e., predicative or clausal complement without its own subject. |
| **advmod**| Modifying adverb.|
| **neg**   | Negation modifier (e.g., “not”, “no”). |
| **aux**   | Auxiliary of a verbal predicate, including markers of tense, mood, modality, aspect, voice or evidentiality. |
| **nmod**  | Oblique: nominal functioning as an adjunct. (nmods are also used for nominal modifiers in noun phrases, see below) |

| Clause Elements |
|-----------------|
| **conj** | Relation between the conjuncts in a coordination to the first conjunct, which is considered the head. |
| **cc** | Coordinating conjunction. |
| **advcl** | Adverbal clause modifier, including temporal clause, consequence, conditional clause, and purpose clause. |
| **mark** | Marker: the word introducing a clause subordinate to another clause, often a subordinating conjunction. |
| **parataxis**| Several elements (often clauses or fragments) placed side by side without any explicit coordination, subordination, or argument relation. |

| Inter-clause Linkage |
|----------------------|
| **det** | Determiner. |
| **case** | Case marker, including adpositions. |
| **nmod** | Nominal modifier of a noun or a noun phrase. |
| **nummod** | Numeric modifier. |

Table 1: UD POS tags and edge types mentioned in the paper and their definitions.
Table 2: Raw counts of translation mappings of parts of speech.
Table 3: Percentages of translation mappings of parts of speech.
Table 4: Raw counts of corresponding syntactic relations of frequent UD edge types.
Table 5: Translation entropies of UD relations.

|   | Ko          | Jp          | Zh          | Ru          | Fr          |
|---|-------------|-------------|-------------|-------------|-------------|
| acl | 4.769242   | 3.830784   | 5.060668   | 3.652101   | 4.050027   |
| advcl | 5.310528   | 2.846439   | 4.835997   | 4.504237   | 3.745798   |
| advmod | 4.089253   | 2.092975   | 4.555394   | 2.848869   | 2.767038   |
| amod | 3.551876   | 3.268781   | 3.642666   | 1.634234   | 1.709718   |
| appos | 3.880474   | 3.21408    | 3.409938   | 3.297443   | 2.135566   |
| aux | 3.087929   | 2.565961   | 2.013037   | 1.157876   | 0.508315   |
| case | 3.50321    | 1.988427   | 3.81068    | 2.219851   | 1.333314   |
| cc | 3.062907   | 4.349407   | 3.109744   | 1.773011   | 1.736929   |
| ccomp | 4.411585   | 3.277613   | 4.158406   | 2.994698   | 2.65771    |
| compound | 2.309827   | 2.145895   | 2.503707   | 2.988854   | 2.821717   |
| conj | 3.531517   | 4.126376   | 4.16811    | 2.144241   | 2.039554   |
| cop | 2.272808   | 3.21288    | 2.217022   | 3.000973   | 1.584963   |
| csubj | 3.251629   | 0.811278   | 3.386637   | 3.221252   | 2.879249   |
| det | 3.107192   | 2.769522   | 2.989865   | 2.689149   | 2.197421   |
| fixed | 1.842371   | 0          | 0.46229    | 1.35203    | 2.584963   |
| flat | 2.128367   | 2.381739   | 2.39878    | 1.634478   | 1.932195   |
| iobj | 2.321928   | NA         | 2.5        | 1.5        | 1.351644   |
| mark | 2.96381    | 3.027169   | 4.024999   | 2.7912     | 2.142446   |
| nmod | 4.971409   | 3.542603   | 5.006165   | 3.155123   | 2.795594   |
| nsubj | 4.11521    | 4.069544   | 3.196435   | 2.319142   | 1.721087   |
| nummod | 1.967499   | 1.946163   | 2.15335    | 1.120919   | 1.478528   |
| obj | 3.488357   | 3.077944   | 3.095776   | 2.679303   | 1.934877   |
| obl | 5.265461   | 4.585266   | 5.601495   | 3.664774   | 2.746977   |
| parataxis | 4.446289   | 3.321928   | 4.897466   | 2.711151   | 3.091764   |
| xcomp | 4.609696   | 3.039149   | 3.912925   | 3.054541   | 1.997426   |
| Average | 3.53       | 3.02       | 3.48       | 2.56       | 2.24       |

Table 6: Hyper-parameters used in our zero-shot experiments.

| Input | Input dropout rate: 0.3 |
|-------|------------------------|
| POS tag embedding dimension: 100 |

Word-level BiLSTM  
LSTM size: 400  
# LSTM layers: 3  
Recurrent dropout rate: 0.3  
Use Highway Connection: Yes  
Output dropout rate: 0.3

MLP and Attention  
Arc MLP size: 500  
Label MLP size: 100  
# MLP layers: 1  
Activation: ReLU  
Dropout: 0.3

MLP and Attention  
Batch size: 128  
# Epochs: 100  
Early stopping: 50  
Adam (Kingma and Ba, 2014) lrate: 0.001  
Adam β1: 0.9  
Adam β2: 0.9