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Abstract

We investigate a class of weighted voting games for which weights are randomly distributed over the standard probability simplex. We provide close-formed formulae for the expectation and density of the distribution of weight of the \(k\)-th largest player under the uniform distribution. We analyze the average voting power of the \(k\)-th largest player and its dependence on the quota, obtaining analytical and numerical results for small values of \(n\) and a general theorem about the functional form of the relation between the average Penrose–Banzhaf power index and the quota for the uniform measure on the simplex. We also analyze the power of a collectivity to act (Coleman efficiency index) of random weighted voting games, obtaining analytical upper bounds therefor.
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1. Introduction

An \(n\)-player weighted voting game \(G\) is described by a weight vector \(w := (w_1, \ldots, w_n) \in \Delta_n\), where \(\Delta_n\) is the standard \((n-1)\)-dimensional probability simplex, and a qualified majority quota \(q \in \left(\frac{1}{2}, 1\right]\). In such a game, the set of winning coalitions \(W \subset \mathcal{P}(V)\), where \(V\) is the set of players, is defined as follows:

\[
W := \left\{ Q \subset V : \sum_{v \in Q} w_v \geq q \right\}.
\]

We denote the set of all \(n\)-player weighted voting games by \(\mathcal{G}_n\).

By random weighted voting game we mean a weighted voting game in which the number of players \(n\) and the quota \(q\) are fixed, and the weight vector \(w\) is drawn from the standard probability simplex \(\Delta_n\) with some probability measure. Such games seem to be interesting for a number of reasons. First, the analysis of random weighted voting games enhances our understanding of weighted voting games in general. One of the major challenges in the field lies in the fact that generic results are usually rather difficult to obtain, while the behavior of weighted voting games in specific cases depends heavily on the characteristics of the specific weight vector and is often subject to number-theoretic peculiarities. For instance, some of the fundamental questions touch the relationship between the quota \(q\) and the influence of individual players or efficiency of the system as a whole. Yet, for fixed weight vectors those dependencies are not only discontinuous, but highly erratic. Randomizing the weights, and thus averaging them over the simplex, smooths out the peculiarities of specific weight vectors, revealing hitherto unobserved regularities.

Second, randomizing the weights is likely to be of interest from the standpoint of voting rule design. Rule design tends to take place before players’ weights are fixed, and thus any predictions regarding the effects of the rules must, to the extent such effects depend on voting weights, necessarily be probabilistic. Also, just like players’ preferences are treated as random to abstract away from particular issues and focus the attention on the voting rules themselves (Roth 1988), treating voting weights as random further abstracts away the particular configuration of players and brings other parameters (such as the number of players or the quota) into the forefront.

Obviously, the characteristics of a random weighted voting game depend on the choice of the probability measure. In the present article, we focus on the uniform (Lebesgue) measure (which is equivalent to the familiar...
Impartial Anonymous Culture Model used in computational social choice, see Kuga and Nagatani (1974) Gehlrein and Fishburn (1976). For that measure we obtain exact closed-form formulae for the expectation and density of the distribution of voting weight of the $k$-th largest player, an analytical formula for the expected values of product-moments of voting weights, a general theorem about the functional form of the relation between the expected values of the absolute and normalized Penrose–Banzhaf indices of the $k$-th largest player and the quota, the characteristic function of the distribution of coalition weights, and an approximation of the Coleman efficiency index (the power of a collectivity to act). All of those results constitute an original contribution of the paper. We further outline several applications of those results in the field of mathematical voting theory and in some other areas.

1.1. Related work

The notion of voting power, i.e., a player’s influence on the outcome of the game, which, as demonstrated by Penrose (1946), is not necessarily proportional to the player’s weight, is of fundamental importance to the study of voting systems. The two of the most popular voting power indices have been introduced by Shapley and Shubik (1954) and by Banzhaf (1964). Both define the voting power of a player $v$ in terms of the probability that their vote is decisive, but differ in their definition of the probability measure on the set of voting outcomes: the Shapley–Shubik index treats each permutation of players as equiprobable, while the Penrose–Banzhaf index assigns equal probabilities to all combinations of players. In addition, there are two versions of the Penrose–Banzhaf index in common use: one is defined as the probability of a player $v$ casting a decisive vote and is known as the non-normalized or absolute Penrose–Banzhaf index, $\psi_v$ (Dubey and Shapley 1979), while the other one, $\beta_v$, is further normalized in order to ensure that the vector $\beta := (\beta_1, \ldots, \beta_n)$ lies in the probability simplex $\Delta_n$. Note that the vector of Shapley–Shubik indices always lies in $\Delta_n$, hence there is no need for further normalization.

It is well known that each player’s voting power depends not only on the weight vector, but also on the quota (Felsenthal and Machover 1998) Leech and Machover 2003). The relationship between the quota and the Penrose–Banzhaf power index for a fixed weight vector has been investigated by Leech (2002a, b) and more generally by Zickerman et al. (2012), with the latter reporting several results on, inter alia, the upper and lower bounds of the ratio and difference between a player’s weight and their normalized Penrose–Banzhaf index. Analytical results about the values of the Penrose–Banzhaf index depending on the quota are available primarily for extreme quotas: the Penrose limit theorem (Penrose 1946, 1952), proven under certain technical assumptions by Lindner and Machover (2004), provides that for $q = 1/2$ and all $i, j \in V$, the ratio $\psi_i/\psi_j$ converges to $w_i/w_j$ as $n \to \infty$. On the other hand, it is easy to notice that as $q \to 1$, the values of $\psi_i$ and $\beta_i$ converge to $2^{1-n}$ and $1/n$, respectively, regardless of the weight vector. Słomczyński and Zyczkowski (2006, 2007) have established that $q^* := \frac{1}{2} \left(1 + \frac{1}{\sqrt{\pi}} \sum_{i=1}^{n} w_i^2\right)^{-1}$ is a good approximation of the quota minimizing the distance $\|w - \beta\|_2$. For the discussion of the political significance of this quota, see Grimmett (2019). Therefore, if $w$ is uniformly distributed on $\Delta_n$, then $E(q^*) \approx \frac{1}{2} + \frac{1}{\sqrt{\pi}} \frac{1}{\sqrt{n}}$ (Zyczkowski and Słomczyński 2013). Upper bounds for the deviation between weights and Penrose–Banzhaf indices have been provided by Kurz (2018a). The relationship between the number of dummy players, i.e., such players $v$ that $\beta_v = 0$, and the quota has been studied by Barthélémy et al. (2013).

The case of random weights has been investigated only for the Shapley–Shubik index $S_v$. The issue of selecting quotas maximizing and minimizing the Shapley–Shubik power of a given player is analyzed by Zick et al. (2011), who note that testing whether a given quota does so is an NP-hard problem. They also note that for a large range of quotas starting with $1/2$, the Shapley–Shubik power of a small player tends to be stable and close to their weight. Jehnov and Tauman (2014) established that if $w$ is uniformly distributed on $\Delta_n$, the expected ratio of Shapley–Shubik index to weight approaches $1$ as $n \to \infty$. Bachrach et al. (2017) identify certain number-theoretic artifacts in the relationship between $S_v$ and $q$ for weights drawn from a multinomial distribution and normalized, and provides a lower bound for the expected index $S_v$ of the smallest player. A problem similar to ours is posed by Filmus et al. (2010), who provide a closed-form characterization of the Shapley values of the largest and smallest players for $w$ drawn from a uniform distribution on $\Delta_n$ or obtained by normalizing $n$ independent random variables drawn from a uniform distribution. Finally, Bachrach et al. (2016) give a closed-form formula for the Shapley–Shubik power index in games with super-increasing weights.

Numerous works analyze weighted voting games in a variety of empirical settings, including the Council of the European Union (Laruelle and Widerér 1998) Leech 2002a), Felsenthal and Machover 2004, 2005) Zyczkowski and Cichocki 2010) Zyczkowski and Słomczyński 2013), the U.S. Electoral College (Owen 1975) Miller 2013), the International Monetary Fund (Leech 2002c) Leech and Leech 2013), the U.N. Security Council (Strand and Rapkin 2011) and joint stock companies (Leech 2002b). The list of references is by no means complete, but demonstrates that the relevance of the subject goes far beyond purely academic.

2. Voting Weight of the k-th Largest Player

2.1. Introduction

Let $\Delta_n$ be the standard $(n-1)$-dimensional probability simplex, which represents the set of normalized weight vectors. We consider a random weighted voting game, where the weight vector $W \in \Delta_n$ is a random variable with the uniform probability distribution, which will be thereafter denoted as $\text{Unif}(\Delta_n)$. Since the uniform measure is
symmetric, the players are indistinguishable \textit{a priori}. But note that the coordinates of \( \mathbf{W} \), i.e., the voting weights of the players, can almost surely be strictly ordered. This ordering provides a natural basis for distinguishing the players \textit{a posteriori}.

\textbf{Notation 1.} For \( k = 1, \ldots, n \) we denote the \( k \)-th largest coordinate of a vector \( \mathbf{x} \in \mathbb{R}^n \) as \( x_k^* \).

We start with the simplest question: what is the expected value and density of the distribution of voting weight of the \( k \)-th largest player in a random weighted voting game? While the coordinates of \( \mathbf{W} \) can be thought of as a sample of random variables, and \( W_k^+ \) as the \( k \)-th largest order statistic of that sample, virtually all results in the field assume that order statistics are computed for a sample of independent variables, which is manifestly not the case for the barycentric coordinates of a vector drawn from a simplex. For that reason, the problem can be considered non-trivial.

\subsection*{2.2. Expected value: barycenter of the asymmetric simplex}

Each ordering of the coordinates of a generic weight vector \( \mathbf{w} \), \( w_1^+ > w_2^+ > \cdots > w_n^+ \), corresponds to dividing the entire simplex \( \tilde{\Delta}_n \) into \( n! \) asymmetric parts and selecting one of them, which we will denote as \( \tilde{\Delta}_n \). If \( \mathbf{W} \) is drawn from the uniform distribution on \( \Delta_n \), the \textit{ordered weight vector} \( \mathbf{W}^+ = (W_1^+, W_2^+, \ldots, W_n^+) \) is uniformly distributed on the asymmetric simplex \( \tilde{\Delta}_n \) with vertices \( (1,0,\ldots,0), \frac{1}{2}(1,1,0,\ldots,0), \ldots, \frac{1}{n}(1,1,1,\ldots,1) \), see Fig. 2.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig1.png}
\caption{The case of \( n = 3 \): probability simplex \( \Delta_3 \) as well as the asymmetric simplex \( \tilde{\Delta}_3 \) with vertices \( A, B, C \) and the barycenter \( \mathbf{b} = (A + B + C)/3 = (11, 5, 2)/18 \).}
\end{figure}

The expected value of \( \mathbf{W}^+ \) coincides with the barycenter \( \mathbf{b} \) of \( \tilde{\Delta}_n \). The \( k \)-th coordinate of that barycenter, \( b_k \), for \( k = 1, \ldots, n \), can be expressed by the sum of harmonic numbers \( H_l := \sum_{j=1}^{l} 1/j \), as follows:

\begin{equation}
    b_k = (H_n - H_{k-1}) / n = 1/n \sum_{j=k}^{n} \frac{1}{j}.
\end{equation}

Thus we obtain an explicit formula, valid for an arbitrary number of players \( n \), for the expected voting weight of the \( k \)-th largest player:

\begin{proposition}
If \( \mathbf{W} \sim \text{Unif}(\Delta_n) \), then for each \( k = 1, \ldots, n \):
\begin{equation}
    E(W_k^+) = b_k = \frac{1}{n} \sum_{j=k}^{n} \frac{1}{j}.
\end{equation}
\end{proposition}

E.g., for \( n = 3 \) the expected ordered random probability vector is \( E(\mathbf{W}^+) = (11, 5, 2)/18 \), while for \( n = 6 \) one obtains \( E(\mathbf{W}^+) = (147, 87, 57, 37, 22, 10)/360 \). Note that for a large \( n \) the harmonic numbers scale as \( \ln n + \gamma \), where \( \gamma \) is the Euler–Mascheroni constant, so the first coordinate scales as \( \ln n/n \), the median coordinate as \( \ln 2/n \), and the smallest coordinate as \( 1/n^2 \).

\subsection*{2.3. Densities}

More generally, we obtain the following theorem, with proof given in the Appendix:

\begin{theorem}
If \( \mathbf{W} \sim \text{Unif}(\Delta_n) \), then \( W_k^+ \), \( k = 1, \ldots, n \), is distributed according to an absolutely continuous distribution supported on \([1/n, 1]\) for \( k = 1 \) and on \([0, 1/k]\) for \( k > 1 \), with piecewise polynomial density \( f_{n,k} : [0, 1] \rightarrow \mathbb{R} \) given by:
\begin{equation}
    f_{n,k}(x) := n(n-1) \frac{(n-1)}{(k-1)} \times \sum_{j=k}^{\min(n,1/x)} (-1)^{j-k} \left( \frac{n-k}{j-k} \right) (1-jx)^{n-2}.
\end{equation}
\end{theorem}

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig2.png}
\caption{Densities of the distributions of the voting weight of the \( k \)-th largest of 4 players for \( k = 1, \ldots, 4 \).}
\end{figure}

\textbf{Remark 4.} The above result can also be obtained from results on the order statistics of uniform spacings \cite{Darling1953, RaoandSobel1980, Devroye1981}. Nevertheless, we believe that the approach described in the Appendix is more promising in the context of a possible generalization to the family of Dirichlet distributions.
Remark 5. Elementary techniques of real analysis are sufficient to demonstrate that \( f_{n,k} \) is smooth of class \( C^{n-3} \) for \( n > 2 \).

Remark 6. Theorem 3 extends an earlier result by Quadrat et al. (2012), where, inter alia, closed-form formulae are obtained for the joint density of a sum and maximum of exponentially distributed i.i.d. random variables. It suffices to note that the normalized vector of \( n > 2 \) independent exponential random variables with mean 1 is uniformly distributed on \( \Delta_n \) (Jambunathan, 1954).

### Proposition 7.

If \( W \sim \text{Unif}(\Delta_n) \), then for \( k = 1, \ldots, n \),

\[
(W_1^k, \ldots, W_n^k) \triangleq \left( \sum_{j=1}^{n} \frac{W_j}{j}, \ldots, \sum_{j=1}^{n} \frac{W_j}{j} \right). 
\]

**Proof.** By Jambunathan (1954) we can assume that for \( j = 1, \ldots, n \),

\[
W_j = \frac{X_j}{\sum_{i=1}^{n} X_i},
\]

where \( X_1, \ldots, X_n \sim \text{Exp}(1) \) are independent random variables. Then by Rényi representation formula (Rényi, 1953),

\[
\left( X_1^k, \ldots, X_n^k \right) \triangleq \left( \sum_{j=1}^{n} \frac{X_j}{j}, \ldots, \sum_{j=1}^{n} \frac{X_j}{j} \right).
\]

Moreover,

\[
\sum_{k=1}^{n} X_j^k = \sum_{k=1}^{n} X_j = n \frac{X_j}{j}.
\]

Thus, from (7) and (8),

\[
\left( \sum_{i=1}^{n} \frac{X_i}{X_i}, \ldots, \sum_{i=1}^{n} \frac{X_i}{X_i} \right) \triangleq \left( \sum_{j=1}^{n} \frac{W_j}{j}, \ldots, \sum_{j=1}^{n} \frac{W_j}{j} \right).
\]

and by (6)

\[
\left( \sum_{j=1}^{n} \frac{W_j}{j}, \ldots, \sum_{j=1}^{n} \frac{W_j}{j} \right) = \left( \sum_{j=1}^{n} \frac{W_j}{j}, \ldots, \sum_{j=1}^{n} \frac{W_j}{j} \right),
\]

as desired. ■

### 2.4. Product–moments of weights

Product–moments of voting weights are interesting for a number of reasons. Firstly, they appear in the definition of Rényi entropy (Rényi, 1961) of integer order \( m \), where \( m > 1 \), given by \( -\ln \sum_{j=1}^{m} w_j^m \). Secondly, we use them in Sec. 4 to obtain the characteristic function of the distribution of the total weight of a random coalition of players. Finally, the sum of squared weights appears in the definitions of the Herfindahl–Hirschman–Simpson index of diversity (Hirschman, 1945; Simpson, 1949; Herfindahl, 1950), \( \sum_{i=1}^{n} w_i^2 \), the Laakso–Taagepera index of the effective number of players (Laakso and Taagepera, 1979; Taagepera and Grofman, 1981), \( (\sum_{i=1}^{n} w_i^2)^{-1} \), and the optimal quota minimizing the Euclidean distance between weight and power vectors (Slomczyński and Życzkowski, 2006, 2007), \( 1/2 (\sum_{i=1}^{n} w_i^2)^{-1} \).

We obtain a general theorem about the expected value of the product–moment of voting weights:

### Theorem 8.

If \( W \sim \text{Unif}(\Delta_n) \), then for every \( m = (m_1, \ldots, m_n) \in \mathbb{N}^n \),

\[
\mathbb{E} \left( \prod_{j=1}^{n} W_j^{m_j} \right) = \prod_{j=1}^{n} \left( \frac{m_j!}{(n - m_j)!} \right),
\]

where \( |m| := \sum_{j=1}^{n} m_j \) and \( (k)_l := \prod_{j=1}^{l} (k + j) \).

**Proof.** Substituting \( d = n - 1 \), \( D = n \), and \( l_j = x_j \) \((j = 1, \ldots, n)\) for \((t_1, \ldots, t_n) \in (0, 1)^n\) in Baldoni et al. (2011) Corollary 14 we obtain

\[
\sum_{m \in \mathbb{N}^n} \prod_{j=1}^{n} \frac{(n)_j}{(m)_j}! \int_{\Delta_n} \prod_{j=1}^{n} x_j^{m_j} \, dx = \frac{1}{\prod_{j=1}^{n} (1 - t_j)}. 
\]

Expanding \((1 - t_j)^{-1}\) into Taylor series, we get

\[
\sum_{m \in \mathbb{N}^n} \prod_{j=1}^{n} \frac{(n)_j}{(m)_j}! \mathbb{E} \left( \prod_{j=1}^{n} W_j^{m_j} \right) = \sum_{m \in \mathbb{N}^n} \prod_{j=1}^{n} l_j^{m_j}. 
\]

Then the assertion follows from the uniqueness of Taylor expansion. ■

From this result, we obtain the following corollaries:

### Corollary 9.

If a random vector \( W \sim \text{Unif}(\Delta_n) \), then for every \( m \in \mathbb{N}_+ \),

\[
\mathbb{E} \left( \sum_{j=1}^{n} W_j^m \right) = \frac{m!}{(n + 1)^{m-1}}. 
\]

### Corollary 10.

If a random vector \( W \sim \text{Unif}(\Delta_n) \), then:

\[
\mathbb{E} \left( \sum_{j=1}^{n} W_j^2 \right) = \frac{2}{n + 1}, 
\]

and

\[
\text{Var} \left( \sum_{j=1}^{n} W_j^2 \right) = \frac{4 (n - 1)}{(n + 1)^2 (n + 2) (n + 3)}. 
\]
3. Voting Power of the $k$–th Largest Player

3.1. Definitions

The notion of a power index serves to characterize the \textit{a priori} voting power of a player in a weighted voting game by measuring the probability that their vote will be decisive in a hypothetical ballot, i.e., the winning coalition will fail to satisfy the qualified majority condition if this player were to change their vote. In the classical approach by Penrose (1946, 1952) and Banzhaf (1964), it is assumed that all potential coalitions of players are equiprobable. Let $\omega := |W|$ be the total number of winning coalitions, and for $i = 1, \ldots, n$, let $\omega_i := |\{Q \in W : i \in Q\}|$ be the number of winning coalitions that include the $i$–th player.

**Definition 11.** The absolute (non-normalized) Penrose–Banzhaf index $\psi_i$ of the $i$–th player, where $i = 1, \ldots, n$, is

$$
\psi_i := \frac{\omega_i - (\omega - \omega_i)}{2^{n-1}} = \frac{2\omega_i - \omega}{2^{n-1}}.
$$

To compare these indices for games with different numbers of players, it is convenient to define the normalized Penrose–Banzhaf index.

**Definition 12.** The normalized Penrose–Banzhaf index $\beta_i$ of the $i$–th player, where $i = 1, \ldots, n$, is

$$
\beta_i := \frac{\psi_i}{\sum_{j=1}^{n} \psi_j}.
$$

The absolute Penrose–Banzhaf index, unlike the normalized one, has a clear probabilistic interpretation; however, for the latter the vector of indices always lies on $\Delta_n$.

3.2. Analytical results for very small values of $n$

For any $G, J \in \mathcal{G}_n$, let $I : V(G) \to V(J)$ be an isomorphism mapping the $k$–th largest player in $G$ to the $k$–th largest player in $J$ (assuming linear orderings of players in both games), and let $\sim$ be an equivalence relation on $\mathcal{G}_n$ such that $G \sim J$ if and only if $W(G) = W(J)$ up to isomorphism $I$. For small values of $n$, the elements of the quotient set $\mathcal{G}_n/\sim$ can be easily enumerated – see Muroga et al. (1962); Winder (1965); Muroga et al. (1970) and more generally Kirsch and Langen (2010); Barthélémy et al. (2011), Kurz (2012) 2018c. Their number increases rapidly with $n$: there are 2 elements of $\mathcal{G}_n/\sim$ for $n = 2$ players, 5 for 3 players, 14 for 4 players, 62 for 5 players, 566 for 6 players, and 11971 for 7 players.

For a fixed $q \in (\frac{1}{2}, 1)$ and for each $\chi \in \mathcal{G}_n/\sim$ there exists a set $L_{\chi} \subseteq \Delta_n$ such that for any point within $L_{\chi}$ the ordered power index vector $(\beta_1^{\chi}, \ldots, \beta_n^{\chi})$ equals $(\beta_1^{\chi}, \ldots, \beta_n^{\chi})$. Note that the volume of $L_{\chi}$ depends on the quota $q$. The expected voting power of the $k$–th largest player equals:

$$
\mathbb{E}(\beta_k^\chi) = \sum_{\lambda \in \mathcal{V}_k/\sim} \beta_k^\chi \lambda(L_{\chi}^k),
$$

where by $\lambda$ we denote the Lebesgue measure on $\Delta_n$.

The case of $n = 2$ is straightforward, as there are only two classes of games – the unanimity and the dictatorship of the largest player. Ordered power index vectors $(\beta_1^\chi, \beta_2^\chi)$ for those classes are equal to $(\frac{1}{2}, \frac{1}{2})$ and $(1, 0)$, respectively. Thus, we obtain:

$$
\mathbb{E}(\beta_1^\chi) = 2 \left(\frac{1}{2} \lambda (\left(\frac{1}{2}, q\right)) + \lambda (\left(q, 1\right))\right) = \frac{3}{2} - q.
$$

$$
\mathbb{E}(\beta_2^\chi) = \lambda (\left(\frac{1}{2}, q\right)) = q - \frac{1}{2}.
$$

Now let us consider the simplest non-trivial case – that of $n = 3$. There are five elements of $\mathcal{G}_n/\sim$ to consider:

| $\beta^\chi$ | condition ($\chi$) | probability $\lambda(L_{\chi}^3)$ |
|-------------|-------------------|-------------------------------|
| $(\frac{1}{2}, \frac{1}{2}, \frac{1}{2})$ | $q \geq \frac{5}{3}$ | $\frac{9q^2 - 6q + 3}{6}$ |
| $(\frac{3}{4}, \frac{1}{2}, \frac{1}{4})$ | $q \geq \frac{5}{3}$ | $\frac{27q^2 - 9q + 1}{12}$ |
| $(\frac{1}{2}, \frac{1}{4}, \frac{1}{4})$ | $q \geq \frac{5}{3}$ | $\frac{3q^2 - 2q + 1}{6}$ |
| $(\frac{1}{2}, \frac{1}{2}, 0)$ | $q \geq \frac{5}{3}$ | $\frac{9q^2 - 12q + 3}{6}$ |
| $(1, 0, 0)$ | $q \geq \frac{5}{3}$ | $\frac{9q^2 - 12q + 4}{6}$ |

From the above and (9), we obtain, see Fig. 3.

At this point, from (19) we get:

$$
\mathbb{E}(\beta_1^\chi) = \begin{cases}
\frac{1}{3} \left(\frac{12}{9} q - q^2 + \frac{1}{9}ight), & q \leq \frac{2}{3}, \\
\frac{1}{3} \left(16 - 16q + 3q^2\right) + \frac{1}{9}, & q \geq \frac{2}{3},
\end{cases}
$$

$$
\mathbb{E}(\beta_2^\chi) = \begin{cases}
\frac{1}{3} \left(4q^2 - 4q + 1 + \frac{1}{9}\right), & q \leq \frac{2}{3}, \\
\frac{1}{3} \left(68q - 39q^2 + 26\right), & q \geq \frac{2}{3}.
\end{cases}
$$

$$
\mathbb{E}(\beta_3^\chi) = \begin{cases}
\frac{1}{3} \left(9q^2 - 2q - \frac{1}{2} + \frac{1}{9}\right), & q \leq \frac{2}{3}, \\
\frac{1}{3} \left(9q^2 - 13q + 2 + \frac{1}{9}\right), & q \geq \frac{2}{3}.
\end{cases}
$$

3.3. Numerical results for small values of $n$

As mentioned in Sec. 1, if a player’s voting weight is fixed, the dependence of the voting power on the quota $q \in (\frac{1}{2}, 1]$ seems to be highly erratic. This is illustrated by Figure 4.
On Fig. [3] we plot numerical estimates of $E(\beta_i)$ and $E(w_i)$ as functions of $q$, obtained by Monte Carlo samplings of $2^{16}$ random vectors of length $n = 3, 6, 9$. Their examination reveals certain general regularities.

For $q \to 1/2$ the average voting power of the largest player, $E(\beta^1)$, is considerably greater than their average weight, $E(w_1)$, at the expense of all the other players, and then decreases monotonically with the quota $q$. The second player initially loses the most, but their average voting power, $E(\beta^2)$, increases up to its single maximum, $q^3_{\text{max}}$, while the average voting power of the third player, $E(\beta^3)$, has two extrema, $q^3_{\text{min}}$ and $q^3_{\text{max}}$. The average voting power of small players initially fluctuate mildly with $q$ around their average weights, with the amplitudes of these fluctuations diminishing as $k$ increases, and for $q \to 1$ the voting powers of all players converge to $1/n$.

Careful examination of the numerical results suggests a following conjecture:

**Conjecture 13.** For the uniform distribution on the probability simplex $\Delta_n$ and for every $k = 1, \ldots, n$, the average normalized Penrose–Banzhaf power index of the $k$–th largest player, $E(\beta^k)$, has exactly $k − 1$ local extrema over $(1/2, 1)$ as a function of $q$.

**Remark 14.** Note that for $n = 3$, Conjecture 13 follows immediately from the analytic form of $E(\beta^k)$ given by [21].

The voting power of the second largest player, $E(\beta^2)$, admits a maximal value at $q^2_{\text{max}} = 34/39$ ($\approx 87.18\%$), while $E(\beta^3)$ exhibits a minimum at $q^3_{\text{min}} = 5/9$ ($\approx 55.56\%$) and a maximum at $q^3_{\text{max}} = 13/18$ ($\approx 72.22\%$).

4. The power of a collectivity to act

The power of a collectivity to act, i.e., the ease of reaching a decision, is usually measured with the Coleman efficiency index [Coleman 1971], defined as the probability

that a random coalition $Q \in \mathcal{P}(V)$ is a winning one:

$$C := \frac{\omega}{2^n},$$

where $\omega := |W|$.

**Remark 15.** Note that $C$ is a decreasing function of the quota $q \in (\frac{1}{2}, 1]$. Since it is impossible for any coalition $Q \in \mathcal{P}(V)$ that both $Q$ and $V \setminus Q$ be winning, $C \leq \frac{1}{2}$. On the other hand, $C \geq C(1) = 2^{-|\{j = 1, \ldots, n : w_j > 0\}|}$.

Let $\mu_n$ be the Bernoulli measure on $\{0, 1\}^n$, and let $Z : \Delta_n \times \{0, 1\}^n \rightarrow \mathbb{R}$ be given by the formula $Z(w, \xi) := \sum_{i=1}^n w_i \xi_i - \frac{1}{2}$, where $w \in \Delta_n$ and $\xi \in \{0, 1\}^n$. Note that

$$E_{\lambda \times \mu_n}(C) = 1 - F_Z \left( q - \frac{1}{2} \right),$$

where $\lambda$ is the Lebesgue measure on $\Delta_n$, and $F_Z$ is the distribution function of $Z$ with respect to the probability measure $\lambda \times \mu_n$ on $\Delta_n \times \{0, 1\}^n$. This distribution function can be calculated by the following proposition:

**Theorem 16.** The characteristic function of $Z$ is given by

$$\varphi_Z(t) = 1_{F_2} \left( \frac{1}{2} + \frac{n}{2}, \frac{1}{2} - \left( \frac{t}{1} \right)^2 \right),$$

for $t \in \mathbb{R}$, where $1_{F_2}$ is a generalized hypergeometric function.

**Proof.** For a fixed $w \in \Delta_n$ and $k = 1, \ldots, n$, let $X_k := w_k(\xi_k - \frac{1}{2})$ and $X := \sum_{k=1}^n X_k$. Then for $t \in \mathbb{R}$,

$$\varphi_{X_k}(t) = \frac{1}{2} \left( e^{itw_k} + e^{-itw_k} \right) = \cos \left( \frac{tw_k}{2} \right),$$

$$\varphi_X(t) = \prod_{k=1}^n \varphi_{X_k}(t).$$
Figure 5: Absolute and normalized Penrose–Banzhaf power indices of n players averaged over the probability simplex $\Delta_n$ with respect to the uniform measure as functions of the quota q. Horizontal lines represent the average voting weight of each player. The vertical line $q = q^*$ represents the approximation of the quota minimizing the distance $\|w - \beta\|_2$, see Zyczkowski and Slomczyński (2013). An earlier version of one of the figures appeared in Rzązewski et al. (2014, p. 287).
and
\[
\varphi_X(t) = \prod_{k=1}^{n} \cos \left( \frac{tw_k}{2} \right) = \sum_{j=0}^{\infty} \frac{t^j}{2^j} \frac{d^j}{dt^j} \prod_{k=1}^{n} \cos \left( \frac{tw_k}{2} \right) \bigg|_{t=0} \\
= \sum_{j=0}^{\infty} \frac{t^{2j}}{(2j)!} \sum_{j_1 + \ldots + j_n = j} (-1)^j 2^{-2j} (2j)! \prod_{k=1}^{n} w_{jk}^{2j} \\
= \sum_{j=0}^{\infty} (-1)^j \left( \frac{t}{2} \right)^{2j} \sum_{j_1 + \ldots + j_n = j} \prod_{k=1}^{n} w_{jk}^{2j}. \tag{26}
\]

It can be shown that the resulting series is absolutely convergent. Hence, and by Theorem 8,

\[
\varphi_Z(t) = \int_{\Delta_n} \varphi_X(t) \, d\lambda \\
= \sum_{j=0}^{\infty} (-1)^j \left( \frac{t}{2} \right)^{2j} \sum_{j_1 + \ldots + j_n = j} \mathbb{E} \left( \prod_{k=1}^{n} W_{jk}^{2j} \right) \\
= \sum_{j=0}^{\infty} (-1)^j \left( \frac{t}{2} \right)^{2j} \frac{1}{(n)_j} \frac{1}{n!} \\
= F_2 \left( \frac{n}{2}, \frac{n}{2}, -\left( \frac{t}{4} \right)^2 \right), \tag{27}
\]
as desired. \(\square\)

Thus by numerical inversion of the characteristic function \(\varphi_Z\), we can easily estimate the expected Coleman efficiency index \(E_{\lambda \times \mu_n}(C)\) for any quota \(q \in \left( \frac{1}{2}, 1 \right)\). The results for a number of arbitrarily chosen values of \(n\) are plotted on Fig. 6.

The following results provide analytical formulae for, respectively, the upper bound and the asymptotic approximation of the Coleman efficiency index.

Remark 17. Let \(W \sim \text{Unif} (\Delta_n)\). By the central limit theorem and \(\text{(28)}\), the expected Coleman efficiency index, \(E_{\lambda \times \mu_n}(C)\), can be approximated for fixed \(n\) and \(q\) by

\[
C_1 := 1 - \Phi \left( \sqrt{2(n+1)} \left( q - \frac{1}{2} \right) \right), \tag{28}
\]

where \(\Phi\) is the standard normal cumulative distribution function. The upper bound for the approximation error can be obtained from the Berry–Esseen theorem (Berry, 1941; Esseen, 1942). However, numerical simulations suggest that it exceeds the actual approximation error by several orders of magnitude.

The above approximation is particularly useful when one is interested in finding such value of \(q\) as to obtain a specific expected Coleman efficiency index, see Fig. 7.

Figure 7: Error ratio \(r\) of the approximation \(\text{(28)}\) of the expected Coleman efficiency index in random weighted voting games with \(n = 4, 6, 9, 12\), where \(r(y) := C^{-1}_{<1}(y)/(E(C))^{-1}\) for \(y = E(C)(q)\) for \(y = E(C)(q) \in [2^{-2n}, 2^{-1}]\).

For any fixed weight vector \(w\), we have the following upper bound for the Coleman efficiency index \(C\):

Proposition 18. In a weighted voting game with \(q \geq 1/2\) the Coleman efficiency index \(C\) is bounded from the above in the following manner:

\[
C \leq \exp \left( -\frac{2(q - 1/2)^2}{\sum_{i=1}^{n} w_i^2} \right). \tag{29}
\]

Proof. A proof follows from the Hoeffding’s inequality \(\text{(Hoeffding, 1963)}\). If \(Y_1, \ldots, Y_n\) are independent random variables such that \(Y_i\) is almost surely bounded by \(\tau_i^+, \tau_i^-\) for every \(i = 1, \ldots, n\), then for any \(h \geq 0\):

\[
\Pr \left( \sum_{i=1}^{n} (Y_i - \mathbb{E}(Y_i)) \geq h \right) \leq \exp \left( \frac{-2h^2}{\sum_{i=1}^{n} (\tau_i^+ - \tau_i^-)^2} \right). \tag{30}
\]

Putting \(\Pr = \mu_n\), \(Y_i = w_i \xi_i\), \(h = q - 1/2\), \(\tau_i^+ = w_i\) and \(\tau_i^- = 0\), we obtain Proposition 18. \(\square\)
5. Splines

Any quantity that is a function of the weighted voting game (e.g., the Coleman efficiency index, the Penrose–Banzhaf and Shapley–Shubik power indices, etc.), averaged over the probability simplex $\Delta_n$, and considered as a function of the quota, has the following property:

**Theorem 19.** Let $U : \Delta_n \times (\frac{1}{2}, 1] \rightarrow \mathcal{G}_n$ be a function mapping a weight vector and a quota to the related weighted voting game. If $W \sim \text{Unif}(\Delta_n)$, then for any $p : \mathcal{G}_n \rightarrow \mathbb{R}$,

$$(1/2, 1] \ni q \rightarrow E(p(U(W, q))) \in \mathbb{R}$$

is a spline of degree at most $n - 1$.

**Proof.** Note that $(\Delta_n \times (1/2, 1]) / \ker U$ is a partition of the polytope $\Delta_n \times (1/2, 1]$ into blocks

$$P_G := \{(w, q) \in \Delta_n \times (1/2, 1] : U(w, q) = G\}$$

for $G \in \mathcal{G}_n$. Each $P_G$ is a convex polytope (Grübaum et al. 2003 ch. 2), since it can be described by a system of $2^n$ linear inequalities with one inequality for each coalition $Q \in P(V)$, corresponding to the condition that $Q$ be winning or losing, i.e., that $\langle 1_Q, w \rangle \geq q$ if $Q \in G$ and $\langle 1_Q, w \rangle \leq q$ if $Q \notin G$. For any $G \in \mathcal{G}_n$, $q \in (1/2, 1]$, and $\langle 1_Q, w \rangle = \sum_{\in Q} w_i$, the intersection of $P_G$ and an affine hyperplane $\Theta_q := \{x \in \mathbb{R}^n : \langle x, 1 \rangle = 1 \times \{q\}$ parallel to $\Delta_n$, is called the **weight polytope** $P^\text{w}_G$ (Kurz 2018b).

For any $p : \mathcal{G}_n \rightarrow \mathbb{R}$, let $q \in (1/2, 1]$ be fixed. Clearly, $p(U(W, q))$ is constant over $P^\text{w}_G$ for each $G \in \mathcal{G}_n$. Thus, $E(p(U(W, q)))$ is an affine combination of the volumes of weight polytopes:

$$E(p(U(W, q))) = \sum_{G \in \mathcal{G}_n} p(G) \lambda(P^\text{w}_G),$$

where $\lambda$ is the Lebesgue measure on $\Delta_n \times \{q\}$. It is well–known that the volume of an intersection of an $n$–polytope $P$ and a moving hyperplane $\Theta_q$ sweeping $P$ over some interval $(t_0, t_1) \subset \mathbb{R}$ is a piecewise polynomial function ( spline) of $t$ of degree at most $n - 1$ (De Boor and Höllig 1982; Bieri and Nef 1983; Lawrence 1991; Gritzmann and Klee 1994, Theorem 3.2.1). Thus, $E(p(U(W, q)))$ is also a spline of degree at most $n - 1$, and accordingly a spline of the same or lower degree.

6. Concluding remarks

In the present article we obtain a number of new analytical results, including explicit formulae for the expected value and density of the voting weight of the $k$–th largest player in a random weighted voting game, and for the expected values of product–moments of voting weights, a characteristic function of the distribution of the total weight of a random coalition of players, and a general theorem about the functional form of the relation between any quantity that is a function of the weighted voting game and the quota. In addition, we note several regularities appearing in numerical simulations that seem to provide promising subjects for further study.

The results presented above enhance our understanding of the relationship between voting game parameters, such as the Coleman efficiency index or voting power, and the qualified majority quota $q$ in random voting games where weights are drawn from the uniform distribution on the probability simplex $\Delta_n$. These can have potential applications in the area of voting rule design, especially if the rules are drafted behind a veil of ignorance with regard to the actual distribution of players’ weights (as is the case for business corporations). Moreover, the results presented in Sec. 2, regarding the distribution of voting weights of the $k$–th largest player and the expected values of product–moments of voting weights, may find applications in other areas of social choice theory. For instance, Theorem 3 can be applied to obtain the probability of a candidate with a specified vote share winning the election held under the plurality rule.

Future work will focus on proving Conjecture 13 developing a workable large–$n$ approximation on the basis of the normal approximation of the Penrose–Banzhaf index; and generalizing the results presented here for other Dirichlet measures.
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Appendix. Proof of Theorem 3

Let $X_1, \ldots, X_n \sim \text{Exp}(1)$ be independent random variables with densities $f_{X_j}(x) := e^{-x}$ for every $j = 1, \ldots, n$ and $x > 0$. As in the proof of Proposition 7, we can assume that

$$W^*_k = \frac{X_k^*}{\sum_{i=1}^n X_i^*}.$$  \hspace{1cm} (34)

By David and Nagaraja (2003 (2.1.3)), the order statistic $X^*_k$ has an absolutely continuous distribution with the density given, for $x \in \mathbb{R}_+$, by

$$f_{X_k^*}(x) = k \binom{n}{k} x^{k-1} (1 - e^{-x})^{n-k}.$$  \hspace{1cm} (35)

Let $\Psi := \sum_{i=1}^n X_i$. By the Markov property of order statistics (David and Nagaraja 2003 Thm. 2.5), the conditional distribution of $X^*_1, \ldots, X^*_k$ given $X^*_{k+1} = y > 0$, is the same as the distribution of order statistics $X^*_1, \ldots, X^*_{k-1}$ from i.i.d. random variables $Y_1, \ldots, Y_{k-1}$ with $Y_j \sim \text{Exp}(1)$
truncated to \((y, \infty)\) for \(j = 1, \ldots, k - 1\). Likewise, the conditional distribution of \(X_{k+1}^j, \ldots, X_k^j\) given \(X_k^j = y > 0\) is identical to the distribution of order statistics \(Z_1^j, \ldots, Z_{n-k}^j\) from i.i.d. random variables \(Z_1^j, \ldots, Z_{n-k}^j\) such that \(Z_j^j \sim \text{Exp}(1)\) truncated to \((0, y)\) for \(j = 1, \ldots, n - k\). Moreover, we can choose \(Y_1, \ldots, Y_{k-1}\) and \(Z_1, \ldots, Z_{n-k}\) to be independent. Thus, for their sums we obtain respectively:

\[
\left( \sum_{j=1}^{k-1} X_j^j \right) | X_k^j = y = \sum_{j=1}^{k-1} Y_j^j = \sum_{j=1}^{k-1} Y_j, \quad (36)
\]

i.e., the sum of \(k - 1\) independent exponential random variables truncated to \((y, \infty)\), and

\[
\left( \sum_{j=k+1}^{n} X_j^j \right) | X_k^j = y = \sum_{j=1}^{n-k} Z_j^j = \sum_{j=1}^{n-k} Z_j, \quad (37)
\]

i.e., the sum of \(n - k\) independent exponential random variables truncated to \((0, y)\). But it is easy to see that a sum of \(k - 1\) left–truncated independent exponential random variables is a gamma–distributed random variable with parameters \((k - 1, 1)\) shifted by a constant, \(y(k - 1)\). Thus,

\[
\left( \Psi - X_k^j \right) | X_k^j = y = y + d \Xi, \quad (38)
\]

where \(\Xi := \sum_{j=1}^{k-1} Y_j + y(k - 1)\), and \(\sum_{j=1}^{k-1} Y_j \sim \Gamma(k - 1, 1)\) is independent of \(Z_1, \ldots, Z_{n-k}\). Hence, the characteristic function of their sum is given by the product of the characteristic functions:

\[
\varphi_{\Psi - X_k^j}(t) := (1 - it)^{-(k-1)}, \quad (39)
\]

for \(t \in \mathbb{R}\), and

\[
\varphi_{Z_j}(t) := \frac{e^{yt}}{1 - e^{-y}} \int_0^y e^{itx - z} dx, \quad (40)
\]

for \(t \in \mathbb{R}\) and \(j = 1, \ldots, n - k\). Accordingly,

\[
\varphi_{\Xi}(t) := (1 - it)^{1-n} \varphi_{\Psi - X_k^j}(t)^{1-n} e^{ityk}, \quad (41)
\]

Applying the binomial theorem, we obtain

\[
\varphi_{\Xi}(t) = (e^y - 1)^{k-n} \times \sum_{l=k}^{n} \binom{n-k}{l-k} (1 - it)^{1-n} e^{y(n-l-1)} e^{ityl}, \quad (42)
\]

As \(\varphi_{\Xi}\) is integrable, for every \(x \in \mathbb{R}_+\) we obtain by Lévy’s inversion formula (Billingsley 1995 p. 347, (26.20)):

\[
f_{\Psi}(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-itx} \varphi_{\Xi}(t) dt = \frac{1}{2\pi} (e^y - 1)^{k-n} \times \sum_{l=k}^{n} \binom{n-k}{l-k} e^{y(n-l-1)} \mathcal{F} \left\{ (1 - it)^{1-n} \right\} (x - yl). \quad (43)
\]

By Bateman (1954) § 3.2 (3), p. 118), we have

\[
\mathcal{F} \left\{ (1 - it)^{1-n} \right\} (s) = \frac{2\pi^{n-2} e^{-s}}{\Gamma(n-1)}, \quad s > 0, \quad (44)
\]

From (39), (42), and (44),

\[
f_{\Psi|X_k^j = y}(x) = f_{\Xi}(x) = (e^y - 1)^{k-n} \times \sum_{l=k}^{n} \binom{n-k}{l-k} e^{y(n-l-1)} (x - yl)^{n-l-2} e^{yl}. \quad (45)
\]

Thus, by Curtiss (1941), the density of the ratio is given by

\[
f_{W_k^j}(x) = \int_0^\infty |z| f_{X_k^j, \psi}(x, z, z) \, dz
\]

\[
= \int_0^\infty |z| f_{\Psi|X_k^j = y}(z) f_{X_k^j}(dz)
\]

\[
= \int_0^\infty |z| \sum_{l=k}^{n} \binom{n-k}{l-k} e \sum_{l=k}^{n} \binom{n-k}{l-k} \frac{(1 - l)^{1-k}}{(n-2)!} \frac{(n-l)^{n-l-2} \times e^z\times(z-yl)^{n-l-2} e^z \, dz}{(1-lx)^{2-n}}
\]

\[
= \frac{k}{(n-2)!} \sum_{l=k}^{n} \binom{n-k}{l-k} e \sum_{l=k}^{n} \binom{n-k}{l-k} \frac{(1 - l)^{1-k}}{(n-2)!} \frac{(n-l)^{n-l-2} \times e^z\times(z-yl)^{n-l-2} e^z \, dz}{(1-lx)^{2-n}}
\]

\[
= n (n-1) \sum_{l=k}^{n} \binom{n-k}{l-k} e \sum_{l=k}^{n} \binom{n-k}{l-k} \frac{(1 - l)^{1-k}}{(n-2)!} \frac{(n-l)^{n-l-2} \times e^z\times(z-yl)^{n-l-2} e^z \, dz}{(1-lx)^{2-n}}
\]

\[
\text{where } T(n, x) := \min(n, |1/x|), \text{ as desired.}
\]
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