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Abstract
Variables for constraint free null canonical vacuum general relativity are presented which have simple Poisson brackets that facilitate quantization. Free initial data for vacuum general relativity on a pair of intersecting null hypersurfaces has been known since the 1960s. These consist of the ‘main’ data which are set on the bulk of the two null hypersurfaces, and additional ‘surface’ data set only on their intersection 2-surface. More recently the complete set of Poisson brackets of such data has been obtained. However the complexity of these brackets is an obstacle to their quantization. Part of this difficulty may be overcome using methods from the treatment of cylindrically symmetric gravity. Specializing from general to cylindrically symmetric solutions changes the Poisson algebra of the null initial data surprisingly little, but cylindrically symmetric vacuum general relativity is an integrable system, making powerful tools available. Here a transformation is constructed at the cylindrically symmetric level which maps the main initial data to new data forming a Poisson algebra for which an exact deformation quantization is known. (Although an auxiliary condition on the data has been quantized only in the asymptotically flat case, and a suitable representation of the algebra of quantum data by operators on a Hilbert space has not yet been found.) The definition of the new main data generalizes naturally to arbitrary, symmetryless gravitational fields, with the Poisson brackets retaining their simplicity. The corresponding generalization of the quantization is however ambiguous and requires further analysis.
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1. Introduction

Free (unconstrained) initial data for General Relativity (GR) on certain types of piecewise null hypersurfaces have been known since the 1960s [Sac62, Pen63, BBM62, Dau63]. In [Rei07, Rei08] the Poisson brackets were found for a complete set of free data on a *double null sheet*. This is a compact hypersurface $\mathcal{N}$ consisting of two null branches, $\mathcal{N}_L$ and $\mathcal{N}_R$, swept out by the two congruences of future directed, normal null geodesics (called *generators*) emerging from a spacelike 2-disk $S_0$. The two branches are truncated on disks $S_L$ and $S_R$ respectively before any of the generators form a caustic or cross. (See figure 1.)

One of the chief motivations for calculating these brackets is the hope that they might be quantized to yield a canonical quantization of vacuum GR. But, although the brackets obtained are not overly complicated (see for instance (6)) it is by no means obvious how to quantize them. Fortunately it seems a large part of the difficulty can be overcome by first solving the problem in the simpler context of cylindrically symmetric gravitational waves.

The Poisson brackets of the main initial datum of [Rei07, Rei08], a complex field $\mu$ called the *Beltrami coefficient* on $\mathcal{N}$, are essentially the same in the cylindrically symmetric case as in the general case, but cylindrically symmetric gravity is an integrable system which has been studied intensively [BZ78, Mai78, BM87, Hus96]. In particular its quantization has been explored in several works: [Nic91, KS98b, Men97, Kuc71, AP96] and others.

Using ideas from this literature we construct a non-local change of variables which replaces $\mu$ by a new field $\mathcal{E}_{ab}$ on $\mathcal{N}$, a $2 \times 2$ matrix which we will call the *deformed conformal metric*. The Poisson brackets of $\mathcal{E}$ are simpler than those of $\mu$ (see (149), (153)) and, more importantly, in the cylindrically symmetric case the quantization of $\mathcal{E}$ can essentially be read off from the quantization of the closely related monodromy matrix $\mathcal{M}_{ab}$ given by Korotkin and Samtleben [KS98b]. The transformation $\mu \rightarrow \mathcal{E}$ works also for gravitational fields without cylindrical symmetry, and simplifies the Poisson brackets also in this general context. Even the quantization of $\mathcal{E}$ extends formally to the symmetryless case, but unfortunately ambiguous products of delta distributions appear in the commutation relations. Perhaps a quantization of the full set of cylindrically symmetric initial data, instead of just the main datum, would help to disambiguate these relations. This will not be attempted here.

4 The term ‘monodromy matrix’ is often used to denote the holonomy of the Lax connection around a curve in space. Here, on the contrary, it is used in the sense of [BM87]: the monodromy matrix encodes a monodromy in the spectral parameter plane.
The quantization of [KS98b] is natural in that it is adapted to the infinite dimensional group of dynamical symmetries of cylindrically symmetric gravity, namely the Geroch group [Ger72, Kin77, KC77, KC78a, KC78b, Jul85], and it is complete at the algebraic level. It is an exact specification of the associative $\ast$-algebra of the quantized monodromy matrix elements, that is, a specification of the commutators of these data, including all terms of higher order in $\hbar$, and of the action of complex conjugation $\ast$. A unitary representation of the algebra by operators on a Hilbert space is, however, not given. (Actually such a representation was proposed in [KS98a], but unitarity was not demonstrated.)

A large part of the present paper is dedicated to obtaining the Poisson brackets of $E$ from the brackets of the null datum $\mu$ given in [Rei08], both in the cylindrically symmetric case and in the general case. In the cylindrically symmetric case the brackets we obtain are equivalent to the brackets for the monodromy matrix $M$ found by Korotkin and Samtleben in [KS98b], and quantized by them. This equivalence was expected, but since their brackets were obtained from those of spacelike initial data instead of null initial data it is by no means trivial.

Actually our calculation of the bracket generalizes the result of [KS98b] somewhat even in the cylindrically symmetric case, and it closes a logical gap in their calculation. It generalizes the result of [KS98b] because it does not assume that spacetime is asymptotically flat in any sense. Assumptions about the asymptotic geometry of spacetime cannot be implemented as restrictions on the data on our null initial data hypersurface, which is compact. We shall see that the quantization of [KS98b] of the Poisson algebra can be taken over almost unchanged to the non asymptotically flat context. Only the extension to this context of the quantization of an auxiliary condition, $\det M = 1$, presents difficulties (which we will not attempt to resolve here).

The logical gap that we close in the calculation of [KS98b] is the following: they evaluate the bracket of certain fields at coinciding points by taking the limit of the bracket at non-coinciding points as the points approach each other. Indeed it is an important result of their work that this limit exists. But of course such a procedure can in general lead to errors, as it would, for instance, in the case of two canonically conjugate fields. In the present work the bracket is evaluated directly, without recourse to this point splitting procedure (and the result of [KS98b] is confirmed).

The remainder of the paper is organized as follows. In section 2, the main free null datum of [Rei08], and $\rho$, the ‘area density’, are defined; the Poisson algebra of $\mu$, its complex conjugate $\bar{\mu}$, and $\rho$ is reviewed; and the corresponding symmetry reduced data and brackets in the cylindrically symmetric model are presented. In section 3, $E$ is defined in terms of the data $\mu$ and $\rho$ in the cylindrically symmetric context. The relation of $E$ to the variables of [KS98b] is explained in section 4. Then, in section 5, the Poisson brackets of $E$ are calculated from those of $\mu$, $\bar{\mu}$, and $\rho$ given in section 2. The paper closes with a presentation of the generalization of our classical results to gravitational fields without cylindrical symmetry in section 6, and a brief statement of the quantization of the Poisson algebra of the $E$ obtained from the results of [KS98b] in section 7. An appendix on path ordered exponentials is included.

Of course many things are not done in this paper: the transformation $\mu \rightarrow E$ is invertible. For any $E$ that is regular in a suitable sense there is a unique Beltrami coefficient $\mu$ that transforms to $E$ and is regular at the symmetry axis. However, since the demonstration of this claim requires the definition of a number of structures not needed for the remaining results, it will not be included here.

It should also be emphasized that we will only discuss the Poisson algebra and quantization of a subset of the initial data, including the main datum $\mu$, and not of the whole set of null initial data on $\mathcal{N}$ defined in [Rei07, Rei08, Rei13].
2. Free null initial data and Poisson brackets with and without cylindrical symmetry

In the classical gravitational fields we will consider spacetime will be assumed to be a smooth manifold, and the metric on it everywhere smooth and Lorentzian. The sole exception will be at the symmetry axis of cylindrically symmetric fields, where other regularity conditions will be imposed. The intersection 2-surface $S_0$ of the double null sheet $\mathcal{N}$ on which initial data is set will be assumed to be smoothly embedded in spacetime. These assumptions imply that the generators of $\mathcal{N}$ are smoothly embedded and that the branches $\mathcal{N}_A$ ($A = L, R$) are also, provided that the truncating surfaces $S_A$ are smooth.

The Beltrami coefficient $\mu$, the main initial datum of [Rei08], encodes the conformal structure of the induced metric on $\mathcal{N}$: if a chart $(x_A, \theta^1, \theta^2)$ is chosen on the branch $\mathcal{N}_A$ ($A = L, R$) such that the $\theta^a$ ($a = 1, 2$) are constant along the generators then $\partial_{\theta^a}$ is tangent to the generators and hence null and normal to all tangents of $\mathcal{N}_A$; implying that the line element on $\mathcal{N}_A$ takes the form

$$ds^2 = h_{ab}d\theta^a d\theta^b,$$

(1)

with no $dx_A$ terms. In other words, the induced metric is effectively a two dimensional Riemannian metric on cross sections of $\mathcal{N}$ transverse to the generators. Using the complex coordinate $z = \theta^1 + i\theta^2$ one may rewrite the line element as

$$ds^2 = \rho(1 - \mu \bar{\mu})^{-1}[dz + \mu d\bar{z}][d\bar{z} + \bar{\mu} dz],$$

(2)

with $\mu$ a complex number valued field of modulus less than 1, $\bar{\mu}$ its conjugate, and $\rho = \sqrt{\det h}$ the area density transverse to the generators. $\mu$ is the Beltrami coefficient. (See [Ber58] pp 15–45 for a discussion of this object and its relation to isothermal coordinates.) $\mu$ encodes the two real degrees of freedom of the unimodular matrix $e_{ab} = h_{ab}/\rho$. $e$ will be called the conformal 2-metric because it captures precisely the degrees of freedom of $h$ that are invariant under local rescalings. Note that the parametrization of $e_{ab}$ by $\mu$ and $\bar{\mu}$ works also when $e_{ab}$ is complex, but then $\bar{\mu}$ is no longer the complex conjugate of $\mu$.

The free data used in [Rei07, Rei08] consists of $\mu$ given on all of $\mathcal{N}$ and some additional data specified only on the intersection 2-surface $S_0$, including among others $\rho_0$, the area density on $S_0$. The data on $S_0$ are specified as a function of the coordinates $\theta$, while $\mu$ is specified on each branch $\mathcal{N}_A$ as a function of the $\theta$ (as before, constant along the generators) and the area parameter, $v_A$, which is set to 1 on $S_0$ and is proportional to $\sqrt{\rho}$ on each generator so that

$$\rho(v_A, \theta^1, \theta^2) = \rho_0(\theta^1, \theta^2)v_A^2.$$

(3)

Note that it is assumed in [Rei07, Rei08], and here, that $\rho$ varies monotonically along each generator in $\mathcal{N}$. As is explained in [Rei08] and further on in the present section, this is not a severe restriction on the applicability of the formalism.

In [Rei08] it was found that each of the fields $\mu$ and $\bar{\mu}$ Poisson commutes with itself, that is

$$\{\mu(1), \mu(2)\} = \{\bar{\mu}(1), \bar{\mu}(2)\} = 0,$$

(4)

\footnote{Let $k_A \propto \partial_{\theta^A}$ be the tangent to the generators corresponding to an affine parametrization of these. Clearly $k_A$ is normal to $\mathcal{N}_A$ at $S_0$, since it is normal to both $S_0$ and to itself (being null). Any tangent $t$ to $\mathcal{N}_A$ at any point can be obtained by Lie dragging a tangent to $\mathcal{N}_A$ at $S_0$ to that point along $k_A$. But this Lie dragging leaves the inner product with $k_A$ unchanged, since $\nabla_t(k_A \cdot t) = t \cdot \nabla_t k_A + k_A \cdot \nabla_t t = 0$ because $\nabla_t k_A = 0$ and $k_A \cdot \nabla_t t = k_A \cdot \nabla_k t = k_A \cdot \nabla_A k_A = \cot \frac{1}{2} k_A^2 = 0$. $k_A$ is thus normal to $\mathcal{N}_A$ everywhere.}
where 1, 2 are points on \( \mathcal{N} \), and also that data living on distinct branches of \( \mathcal{N} \) Poisson commute. Furthermore, it was found that the field \( \rho_0 \) Poisson commutes with itself and with \( \mu \) and \( \bar{\mu} \), from which it follows that \( \rho = \rho_0 \sqrt{\lambda} \) also Poisson commutes with itself and with \( \mu \) and \( \bar{\mu} \):

\[
\{ \rho(1), \rho(2) \} = \{ \rho(1), \mu(2) \} = \{ \rho(1), \bar{\mu}(2) \} = 0.
\]

The only non-zero bracket between the fields \( \mu, \bar{\mu} \) and \( \rho \) is the one between \( \mu \) and \( \bar{\mu} \) at points 1, 2 on the same branch \( \mathcal{N}_A \) of \( \mathcal{N} \). It is

\[
\{ \mu(1), \bar{\mu}(2) \} = 4\pi G \delta^2(\theta_2 - \theta_1) H(1, 2) \left[ \frac{1 - \mu \bar{\mu}}{\sqrt{\rho}} \right]_1 \left[ \frac{1 - \mu \bar{\mu}}{\sqrt{\rho}} \right]_2 e^{\int_1^2 \frac{1}{4\pi} [\bar{\mu}d\mu - \mu d\bar{\mu}]}.
\]

The delta distribution in the bracket vanishes unless the points 1 and 2 lie on the same generator. When they do lie on the same generator the integral in the exponential is evaluated along the segment of generator from 1 to 2, and \( H(1, 2) \) is a step function which equals 1 when the point 1 lies on \( S_0 \) or between \( S_0 \) and the point 2, and vanishes otherwise. (To define the product of these factors with the delta as a distribution \( H \) and the integral may be extended continuously to pairs of points 1, 2 lying on distinct generators. The product does not depend on the continuous extensions chosen.)

The fields \( \mu, \bar{\mu} \) and \( \rho \) on \( \mathcal{N} \) generate a closed Poisson algebra in which \( \rho \) commutes with everything. This algebra does not include the full set of initial data—there are data which do not commute with \( \rho \)—but in the present work we will concern ourselves only with the problem of finding a quantization of the algebra generated by \( \mu, \bar{\mu} \) and \( \rho \). In this context only the quantization of \( \mu \) and \( \bar{\mu} \) is non-trivial. The quantum commutators of \( \rho \) with \( \mu, \bar{\mu} \) and \( \rho \) itself will be set to zero, as the Poisson brackets suggest. \( \rho \) is thus unchanged by the action, via Poisson bracket or commutator, of any functional of \( \mu, \bar{\mu} \) and \( \rho \). It can therefore be treated both in the classical and the quantum theory of this subalgebra of the data as a fixed, state independent function on \( \mathcal{N} \).

Note that only data on the same generator have non-zero brackets. This is a reflection of causality. Only points lying on the same generator are connected by a causal curve: this is true for a hyperplane in Minkowski space, and, using Riemann normal coordinates and theorem 8.1.2 of [Wald84] it is easily shown to hold locally on \( \mathcal{N} \). It need not, \textit{a priori}, be true globally, but we will restrict attention to double null sheets on which it is.

This is done essentially without loss of generality. If a double null sheet \( \mathcal{N} \) is immersed in spacetime in such a way that points on different generators are connected by a causal curve then, since double null sheets have no caustics, there is always an isometric covering spacetime in which they are not causally connected. That is, it is always possible to construct a double null sheet \( \mathcal{N}' \) in an isometric covering of part of the original spacetime such that the covering map maps \( \mathcal{N}' \) to \( \mathcal{N} \) in the original spacetime, and yet distinct generators of \( \mathcal{N}' \) are not connected by any causal curve in the covering spacetime. See [Rei07]. It follows that the hypothesis that the generators are causally disconnected does not restrict the initial data in any way.

The bracket (6) has the curious feature that it does not strictly preserve the reality of the induced metric on \( \mathcal{N} \). There exist functions of \( \mu \) and \( \bar{\mu} \) which are real on real metrics, but nevertheless generate Hamiltonian flows from real metrics to metrics with a non-zero imaginary component. However, this is more a nuisance than a real problem because the imaginary component generated always takes the form of a shock wave that travels along \( \mathcal{N} \), and does not affect the spacetime metric in the interior, \( \mathcal{D} \), of the domain of dependence of \( \mathcal{N} \), which remains real. The bracket therefore provides a Poisson structure on the space of real solution metrics on \( \mathcal{D} \). See [Rei08]. This awkward aspect of the formalism disappears when the
deformed conformal metric $\mathcal{E}$ is used as data in place of $\mu$: $\mathcal{E}$ encodes the degrees of freedom of $\mu$ modulo, precisely, the shock wave modes mentioned.

Because data on distinct generators Poisson commute the Poisson algebra decomposes, roughly speaking, into commuting subalgebras, formed by the data on each generator. Of course this is not quite correct because the Poisson bracket (6) is a distribution which is singular precisely when 1 and 2 lie on the same generator, but ‘morally’ it is true: if one replaces the Dirac delta in the bracket by a Kronecker delta times a normalization factor, as one might in a lattice model, then the algebra certainly decomposes as claimed. This suggests that we might learn a great deal about the quantization of the Poisson algebra (4)–(6) of $\mu$, $\bar{\mu}$ and $\rho$ by studying the quantization of the ‘one generator algebra’

$$\{\mu(1), \mu(2)\} = \{\bar{\mu}(1), \bar{\mu}(2)\} = \{\rho(1), \mu(2)\} = \{\rho(1), \rho(2)\} = 0 \quad (7)$$

of fields $\mu$, $\bar{\mu}$ and $\rho$ on a line. This is just the algebra (4)–(6) with the delta distribution in $\theta_2 - \theta_1$ removed, the points 1 and 2 restricted to the same generator, and a rescaled Newton’s constant $G_2$ in place of $G$.

It is also the Poisson algebra of $\mu$, $\bar{\mu}$ and $\rho$ on the double null sheet of figure 2 in cylindrically symmetric gravity, provided $G_2$ is equal to $G$ divided by the coordinate area of $S_0$ in symmetry adapted $\theta$ coordinates\(^6\). We can therefore use the known results on the quantization of cylindrically symmetric gravity, in particular those of Korotkin and Samtleben [KS98b], to quantize the one generator algebra (7) and (8).

By cylindrically symmetric gravity we mean here vacuum general relativity with two commuting spacelike Killing fields that generate cylindrical symmetry orbits. And, following [KS98b] and tradition, we add the requirement that the Killing orbits are orthogonal to a family of 2-surfaces. This apparently stringent additional condition is actually enforced by the vacuum field equations provided only two numbers, the so called twist constants, vanish. See [Wald84] theorem 7.1.1. and [Chr90].

Korotkin and Samtleben do not quantize the datum $\mu$, but they do quantize, among other things, the monodromy matrix $\mathcal{M}$ we have already mentioned, which is essentially the same as the deformed conformal metric $\mathcal{E}$. These encode the same physical degrees of freedom as $\mu$. In the following sections we will express $\mathcal{E}$, and $\mathcal{M}$, in terms of $\mu$, and verify that (7) and (8) indeed implies the Poisson algebra of $\mathcal{M}$ that Korotkin and Samtleben quantize.

\(^6\)The $\theta$ coordinates are symmetry adapted if the derivatives $\partial_{\theta}$ are Killing vectors generating the cylindrical symmetry. With such coordinates the area density $\rho$ is constant on each symmetry orbit, and $G_2 = G/\sqrt{\rho(1)\rho(2)}$ satisfies $G_2/\sqrt{\rho(1)\rho(2)} = G/\sqrt{G_{\mathcal{A}(1)\mathcal{A}(2)}}$, where $G_{\mathcal{A}(1)\mathcal{A}(2)}$ is the area of the intersection of $N$ with the symmetry orbit through $p$. The Poisson algebra (7) and (8) is therefore independent of the choice of symmetry adapted $\theta$ coordinates, but, somewhat surprisingly, it does depend on the symmetry adapted double null sheet chosen. This does not imply any ambiguity in the classical theory, because a rescaling of the brackets by a common factor corresponds to a rescaling of the action, which does not affect the classical solutions. It does, however, seem to mean that the cylindrically symmetric quantum theory is not unambiguously defined by the full four dimensional quantum theory. For instance, consider the intersection $S$ of $N$ with the cylindrical symmetry orbit of circumference $10^9$ Planck lengths. The Poisson bracket (8) suggest that in a coherent state the quantum uncertainty in the components of the conformal metric on $S$ is of the order of one over the root of the area of $S$ in Planck units. That is, the cylindrically symmetric quantum theory depends on the choice of $N$. This ambiguity is not unreasonable: the space of classical solutions has a well defined subspace of cylindrically symmetric solutions, but the states of the quantized cylindrically symmetric theory, in which the non symmetric modes of the initial data are strictly zero, is presumably not contained in the space of states of the full theory, in which all modes are expected to realize at least vacuum fluctuations.
The Poisson algebra of $\rho$ and $\mu$ in cylindrically symmetric gravity can be shown to coincide with the one generator algebra (7) and (8) either by making a Poisson reduction of the Poisson algebra of null initial data in full four dimensional general relativity given in [Rei08], or by calculating the Poisson brackets from the Einstein–Hilbert action restricted to cylindrically symmetric metrics, using a method analogous to that of [Rei07, Rei08]. Here we will do neither, because it is not necessary. The coincidence of the one generator Poisson algebra with that of cylindrically symmetric gravity certainly motivates the definition of the transformation $\mu \mapsto E$ but the ultimate justification of this definition is that it transforms the one generator algebra into the algebra quantized in [KS98b], and this we verify directly.

The model quantized in [KS98b] is restricted by some further conditions, beyond cylindrical symmetry. It is assumed that spacetime becomes flat (locally) as one travels away from the symmetry axis, and that certain regularity conditions hold at the symmetry axis. We will of course not put any conditions on the field at infinity, we cannot because $N_L$ doesn’t reach infinity. But we will impose regularity conditions at the axis, namely that the area density on the symmetry orbits, $\rho$, vanishes at the axis, and that the limit of $e$ as the axis is approached along $N_L$ is well defined. Indeed, our basic definition of the transformation $\mu \mapsto E$ supposes that $e$ has a limiting value at the axis. Nevertheless, in our calculation of the Poisson brackets we will need to treat variations $\delta$ about regular solutions for which $\delta e$ is singular at the axis. For this reason we extend the definition of the map $\mu \mapsto E$ to some fields that are singular at the axis.

It will also be assumed that $\rho$ and $V$ are smooth on $N_L$, and that $\rho$ increases monotonically along the generators of $N_L$ as one moves away from the axis. (Note that in our figures and descriptions it will be assumed, for definiteness, that $d\rho$ is spacelike, and thus that the worldsheet of the symmetry axis is Lorentzian. This assumption is not required for our results.)

These regularity conditions do not limit the scope of applicability of our results nearly as much as one might think. In solutions the monotonicity of $\rho$ on the generators of $N_L$ is largely

---

**Figure 2.** A double null sheet adapted to a cylindrically symmetric spacetime, that is, a spacetime admitting a family of isometries the orbits of which are spacelike cylinders. The direction of the translation symmetry has been suppressed in the figure, reducing the spacetime to $2+1$ dimensions, and the symmetry orbits to circles. The central 2-surface $S_0$ of the adapted double null sheet is a portion of a symmetry orbit. If the charts $x_A, \theta^1, \theta^2$ are adapted to the cylindrical symmetry, in the sense that $\partial/\partial \theta^1$ and $\partial/\partial \theta^2$ are Killing vectors generating this symmetry, then $\mu$ depends only on $x_A$. Actually, this $N$ does not quite fit our definition of a double null sheet, because $N_L$ touches the symmetry axis, where the generators meet. A double null sheet in the strict sense can be obtained by removing a neighborhood of the axis from $N$. This subtlety has no consequences here and we shall call $N$ a double null sheet.
a consequence of the field equations: in cylindrically symmetric vacuum solutions that are regular off the axis the Raychaudhuri equation implies that \( \rho \) has at most one maximum, it either increases monotonically from zero at the axis forever or it reaches a maximum value and then decreases to zero in a finite affine distance. \( \rho \) thus increases monotonically at least in a neighborhood of the axis. In the regular and asymptotically flat solutions that are the main focus of [KS98b] it must be monotonic on all \( \mathcal{N}_L \) because \( d\rho \) is non-zero and spacelike everywhere in spacetime.

The regularity of \( e \) at the axis is a stronger condition. Generically the conformal metric is not well defined at the axis. For instance, in flat spacetime the conformal metric of the cylindrically symmetric double null sheet of figure 2 is singular at the axis. But also this condition restricts the applicability of the results less than it would seem to. Recall that we are studying cylindrically symmetric data not as an end in itself, but as a means to understand the one generator Poisson algebra, and ultimately the full algebra (4)–(6) in an arbitrary spacetime. Our results apply to the algebra (4)–(6) on any double null sheet for which the conditions on \( \rho \) and \( e_{ab} \) are satisfied on each generator. Such double null sheets are certainly not generic, but there seem to be enough of them to describe any smooth solution to the vacuum field equations completely in terms of initial data on them.

A double null sheet satisfying our conditions can be constructed from past light cones of regular points in any vacuum solution. If suitable coordinates \( \theta^a \) are used to label the generators of a light cone, then the conformal metric with respect to these coordinates will be finite at the vertex: for instance, if \( u^a \) are Riemann normal coordinates about the vertex, with \( u^0 \) timelike, and \( \theta^a = u^a/(u^0 - u^3) \) \((a = 1, 2)\) then \( e_{ab} = \delta_{ab} \). Furthermore, \( \rho \) vanishes at the vertex and, if the cone is truncated close enough to the vertex, varies monotonically along the generators. The double null sheet can be constructed from the truncated past light cones of two regular points, provided these truncated cones intersect. Simply take \( S_0 \) to be a disk in the intersection, then the generators of the light cones that connect \( S_0 \) to the vertices sweep out the double null sheet. Data on such double null sheets suffice to describe a solution if every spacetime point lies in the interior of the domain of dependence of some double null sheets of this type. This is clearly true in flat spacetime so, since it is essentially a local statement, it ought to be true also in curved spacetime.

Of course it may nevertheless be interesting to generalize the cylindrically symmetric formalism to the case in which \( e_{ab} \) is singular at the axis. This seems to be possible. As already mentioned the transformation \( \mu \rightarrow E \) can be extended easily to some fields for which \( e \) is singular at the axis. More singular fields can perhaps be treated using the so called monodromy data of Alekseev [Ale05] which is well defined when the axis is singular.

Note that although we have defined both branches, \( \mathcal{N}_L \) and \( \mathcal{N}_R \), of the double null sheet adapted to cylindrical symmetry, in the remainder of the paper we will only concern ourselves with the data on the branch \( \mathcal{N}_L \) swept out by generators going into the symmetry axis.

### 3. The transformation to new variables.

In the present section we will define the map from the Beltrami coefficient \( \mu \) to the deformed conformal metric \( E \) on \( \mathcal{N}_L \). \( E \) is a real, symmetric \( 2 \times 2 \) matrix of determinant 1, like the conformal 2-metric \( e \). In fact it turns out that in cylindrically symmetric vacuum solutions satisfying our regularity conditions \( E \) at a point \( r \in \mathcal{N}_L \) equals \( e \) on the axis at a certain instant of time \( t_r \) determined by \( r \) [KS98b]. (See section 4.)

\[ \text{Note that the branch } \mathcal{N}_L \text{ of the symmetry adapted double null sheet of figure 2 is not a portion of a lightcone. The caustic at the axis is a line, not a point. This is the reason } e \text{ cannot have a well defined limit there in flat spacetime.} \]
E is constructed from the Lax connection $\hat{J}_a$ for cylindrically symmetric gravity of [NKS97] and [KS98b] (see also [BM87]). A Lax connection for an integrable field theory is a spacetime connection built out of the field variables in such a way that it is flat if and only if the field equations hold. Using this Lax connection an infinite family of conserved quantities in involution can be constructed, and solutions to the field equations can be obtained. See [BM87] [BBT03]. Here what interests us is not the relative ease of solving the field equations using the Lax connection but rather the, presumably related, simplicity of the Poisson brackets of $E$.

Figure 3 shows the arena in which we will work, the symmetry reduced spacetime. In suitable coordinates the metric components of cylindrically symmetric solutions are constant on the symmetry orbits, and can therefore be thought of as functions on the quotient of spacetime by these symmetry orbits. This quotient, a two dimensional manifold with boundary, is the reduced spacetime. The boundary is the worldline of the image of the symmetry axis in this spacetime. The branch $\mathcal{N}_L$ of the adapted double null sheet is mapped to a line segment, which we will also call $\mathcal{N}_L$. The symmetry axis at the instant $t$, a line in the full spacetime, corresponds to a point in the reduced spacetime which lies at the intersection of the past lightcone of $r \in \mathcal{N}_L$ and the axis worldline.

We shall define the transformation $\mu \mapsto E$ via a chain of transformations $\mu \mapsto V \mapsto \hat{V} \mapsto E$ involving the intermediate fields $V$ and $\hat{V}$.

The field $V$ is a density weight $-\frac{1}{2}$, positively oriented, real zweibein for the conformal 2-metric:

$$V_{a}^{i}V_{b}^{j}\delta_{ij} = e_{ab}, \quad \det V \equiv \frac{1}{2} e^{ab} \epsilon_{ij}V_{a}^{i}V_{b}^{j} = 1. \quad (9)$$

Letters $i,j,...$ from the middle of the alphabet denote internal indices, which label the elements of the zweibein viewed as a basis of the space $S$ of density weight $-\frac{1}{2}$ 1-forms; $\epsilon$ is the antisymmetric symbol, with $\epsilon_{12} = 1$; and $\delta_{ij}$ is the Kronecker delta. $V$ may also be viewed as a linear map from an internal vector space to $S$. Then $\delta$ is a Euclidean metric on the internal space, and the internal indices $i,j,...$ refer to a basis in this space which is orthonormal with respect to $\delta$.

If a reference unit determinant real zweibein $Z$ is chosen, then any other such zweibein can be expressed as $V_{a}^{i} = Z_{a}^{i}V^{i}$. The matrices $V^{i}$ form the group $SL(2, \mathbb{R})$. The choice of a reference zweibein is not necessary for any of our constructions, but it allows us to describe them in the language of Lie groups.
One zweibein corresponding to the conformal metric defined by $\mu$ via (2) is

$$V = \frac{1}{\sqrt{1-\mu\bar{\mu}}} \left[ \begin{array}{cc} 1 - \mu\bar{\mu} & -i(\mu - \bar{\mu}) \\ 0 & (1 - \mu)(1 - \bar{\mu}) \end{array} \right].$$  \hfill (10)

But this is not the only possibility. The conformal metric determines the zweibein only up to local rotations, that is, up to right multiplication by an arbitrary position dependent element $h_{ij}$ of the group $SO(2)$. One way to fix this gauge freedom is to require $V$ to be upper diagonal and of positive trace, as it is in (10).

To define $\hat{V}$ we define the connection

$$J_{ij} = (V^{-1})^{kl} dV_{kl} \hfill (11)$$

on $N_L$, deform it, and then integrate the deformed connection. $V$ at any point $p \in N_L$ can be recovered from $J$ and the initial value of $V$ at the reduced spacetime point $0$ where $N_L$ meets the axis by integrating $J$ along the segment of $N_L$ from the axis to $p$:

$$V(p) = V(0) \mathcal{P} e^{\int p q} \hfill (12)$$

where $\mathcal{P}$ indicates that the exponential is path ordered. $\hat{V}$ is obtained from the same integral by substituting the deformed connection for $J$. (Note that we are using an exponential ordered from left to right, with the lower limit of integration corresponding to the left, and the upper to the right. See appendix.)

The connection $J$ is a 1-form on $N_L$ valued in the Lie algebra $\mathfrak{sl}(2, \mathbb{R})$, that is, in the trace free, real, $2 \times 2$ matrices. Let $P$ be the symmetric component $\frac{1}{2}(J + J^t)$ of $J$, and $Q$ the antisymmetric component $\frac{1}{2}(J - J^t)$. (These are readily defined using the internal Euclidean metric to raise and lower indices.) Then the deformed connection is defined to be

$$\hat{J}(q; r) = Q(q) + \frac{1}{\sqrt{1 - \rho(q)/\rho(r)}} P(q),$$  \hfill (13)

where the radix denotes the principal square root, with $\sqrt{1} = 1$ and branch cut along the negative real axis. $J$ is an $\mathfrak{sl}(2, \mathbb{C})$ valued 1-form on $N_L$ that depends on two arguments. The first argument, the field point $q \in N_L$, corresponds to the argument of the undeformed connection $J$. $\hat{J}$ is a 1-form field with respect to $q$. The second argument, the deformation point $r \in N_L$, parametrizes the deformation. $\hat{J}$ is real when $q$ lies between $r$ and the axis.

The deformed connection (13) is the component along $N_L$ of the Lax connection mentioned earlier. The full Lax connection is defined in section 4.

The field $\hat{V}(p; r)$ is obtained by integrating $\hat{J}(q; r)$ along the segment of $N_L$ from the axis to $p$, holding the deformation point $r$ fixed:

$$\hat{V}(p; r) = V(0) \mathcal{P} e^{\int p q} \hat{J}(q; r).$$  \hfill (14)

That is, one replaces $J$ by $\hat{J}(q; r)$ in the integral (12), maintaining the same prefactor $V(0)$. Equivalently $\hat{V}$ is the solution on $N_L$ to the differential equation

$$d\hat{V} = \hat{V} J$$  \hfill (15)

which equals $V$ on the axis. (See proposition A.3 of the appendix).
The final step is to define the deformed conformal metric $E$. This is simply the conformal metric corresponding to the zweibein field $U(q) = \hat{V}(q; q)$ obtained by setting the deformation point equal to the field point in $V$. Thus

$$E_{ab} = U_{a}^{\dagger}\delta_{ab}U_{b}^{\dagger}. \quad (16)$$

This completes the definition of the transformation $\mu \mapsto E$.

A simple physical or geometrical interpretation of the fields $\hat{J}$, $\hat{V}$, and $E$ would be valuable. At present the only such interpretation that the authors are aware of is provided by the relation between $E$ and the conformal metric $e$ on the axis mentioned at the beginning of this section. But this relation does not by itself shed much light on why the Poisson brackets of $E$ are simple. A more promising starting point for an explanation would seem to be the fact that $E$ is essentially the field $W_{\rho}$ studied in [NS00].

As corollaries indicates that $\hat{V}$ is well defined, real, and of determinant 1 also there: since $\rho$ is monotonic and smooth it may be used as a chart on $\mathcal{N}_{L}$. In terms of this chart

$$u(q; r) = \frac{1}{\sqrt{1 - \rho(q)/\rho(r)}} \quad (17)$$

is real for $q$ on the segment of $\mathcal{N}_{L}$ between the axis and $r$, and it is finite everywhere on this segment except at $q = r$. It follows that $\hat{J} = Q + uP$ is finite, real, and trace free on the segment excluding the endpoint $q = r$, and thus that $\hat{V}(q; r)$ is well defined, real, and of determinant 1 there. $u$ is singular at $q = r$, but because the singularity is integrable, $\hat{V}$ is well defined, real, and of determinant 1 also there: since $\rho$ is monotonic and smooth it may be used as a chart on $\mathcal{N}_{L}$.

Let us turn now to the mathematical properties of the map $\mu \mapsto E$. First let us verify that $U$ is well defined, real and of determinant 1, like $V$. Since $\rho$ increases monotonically along $\mathcal{N}_{L}$ as one moves away from the axis, the function

$$\hat{J} = \left[ Q_{\rho} + \frac{1}{\sqrt{1 - \rho/\rho(r)}} P_{\rho} \right] d\rho, \quad (18)$$

where $P_{\rho}$ and $Q_{\rho}$ are the $\rho$ components of the 1-forms $P$ and $Q$. Since $\hat{V}$ is also smooth (if a smooth $SO(2)$ gauge is adopted) these components are continuous. $\hat{J}$ thus diverges as an inverse square root of $\rho$, which is of course integrable. Proposition A.1 of the appendix then indicates that $U(r) = \hat{V}(r; r) = V(0) \mathcal{P}_{\rho} e^{\int_{0}^{\rho} \frac{1}{\sqrt{1 - \rho}} \rho_{\rho} d\rho}$ is well defined, and equal to the limit of $\hat{V}(q; r)$ as $q \to r$. This establishes that $U$ is real and of determinant 1 as claimed. As corollaries $U_{\hat{I}} = Z^{-1}uU_{\hat{I}}$, like $V_{\hat{I}}$, lies in $SL(2, \mathbb{R})$ and $E$ is well defined, real, and of determinant 1.

For points $p \in N_{L}$ that lie beyond $r$, so that $\rho(p) > \rho(r)$, $u(p; r)$ is the root of a negative real number. $u$ is therefore pure imaginary, and a branch must be chosen to define its sign. Once a branch is chosen $\hat{V}$ is well defined but lies in $SL(2, \mathbb{C})$ rather than $SL(2, \mathbb{R})$. See section 4.
Under $SO(2)$ gauge transformations $\hat{\mathcal{V}}$ transforms like $\mathcal{V}$: recall that under such a transformation $\mathcal{V}$ is multiplied on the right by a position dependent $SO(2)$ matrix $h$. That is, $\mathcal{V} \mapsto \mathcal{V} h$. Thus
\begin{equation}
J \mapsto h^{-1} \mathcal{V}^{-1} d(\mathcal{V} h) = h^{-1} J h + h^{-1} dh.
\end{equation}
(19)
Taking symmetric and antisymmetric parts one obtains
\begin{equation}
P \mapsto h^{-1} P h,
\end{equation}
(20)
\begin{equation}
Q \mapsto h^{-1} Q h + h^{-1} dh.
\end{equation}
(21)
P transforms as an $SO(2)$ tensor, while $Q$ transforms as an $SO(2)$ connection. It follows that $J = Q + u P$ transforms exactly like $J$, that is, $J \mapsto h^{-1} J h + h^{-1} dh$. This in turn implies that
\begin{equation}
\widehat{\mathcal{V}} \mapsto \mathcal{V} h,
\end{equation}
(22)
as can be demonstrated either by substituting the transform of the connection $\hat{J}$ and zweibein $\mathcal{V}(0)$ into the integral (14), or by noting that $\mathcal{V} h$ satisfies the differential equation (15) with the transformed $J$ and the transformed initial datum $\mathcal{V}(0) h$. As a corollary (22) implies that $\mathcal{E}$ is $SO(2)$ gauge invariant. It therefore depends only on the conformal metric $e$ (and $\rho$), and not on the zweibein $\mathcal{V}$ chosen to represent $e$.

We have assumed that $\mathcal{V}$ is regular at the axis, but in fact the action of the Poisson bracket will in general not preserve this condition. To define the Poisson bracket on $\mathcal{V}$ we must therefore define $\hat{\mathcal{V}}$ on a somewhat more general class of $\mathcal{V}$ fields including some that are singular at the axis. Instead of defining $\hat{\mathcal{V}}(p)$ as $\mathcal{V}(0)$ parallel transported to $p$ with the deformed connection $\hat{J}$, as in (14), one may define it as $\mathcal{V}(p)$ parallel transported to $0$ with the undeformed connection $J$, and then parallel transported back to $p$ with the deformed connection $\hat{J}$:
\begin{equation}
\hat{\mathcal{V}}(p; r) = \mathcal{V}(p) T_0(p, 0) T(0, p)
\end{equation}
(23)
where $T_0(p, q) = Pe^{h J_{0}}$ and $T(q, p) = Pe^{h J_{p}}$. This, by itself, does not extend the definition of $\mathcal{V}$ at all, but using proposition A.5 the expression (23) can be put into a form that is easily extended to the singular $\mathcal{V}$ fields in question provided both the field point $p$ and the deformation point $r$ lie off the axis. If one puts $A = J(z; r)$, $\lambda = J$, $\alpha = 0$, $b = p$, and $\Lambda(a) = T_0(p, 0)$ in the proposition, so that $\Lambda(q) = T_0(p, q) = \mathcal{V}^{-1}(p)\mathcal{V}(q)$, then the proposition shows that
\begin{equation}
\hat{\mathcal{V}}(p; r) = \mathcal{V}(p) Pe^{h \int_{0}^{p} T_0(p, z) (J(z; r) - J(z)); T_0(z, p)) dz}
\end{equation}
(24)
\begin{equation}
= \mathcal{V}(p) Pe^{h \int_{0}^{p} \mathcal{V}^{-1}(p)\mathcal{V}(z) (J(z; r) - J(z)); \mathcal{V}^{-1}(z)\mathcal{V}(p)) dz}
\end{equation}
(25)
\begin{equation}
= Pe^{h \int_{0}^{p} \mathcal{V}(z) (J(z; r) - J(z)); \mathcal{V}^{-1}(z)\mathcal{V}(p)) dz}
\end{equation}
(26)
\begin{equation}
= Pe^{h \int_{0}^{p} (a-1)\mathcal{V} P \mathcal{V}^{-1} dz} \mathcal{V}(p).
\end{equation}
(27)
This last expression is our extended definition of $\hat{\mathcal{V}}$. By proposition A.1 it is well defined whenever $\mathcal{V}(p)$ is defined and $(a-1)\mathcal{V} P \mathcal{V}^{-1}$ is integrable on the interval from $0$ to $p$. If $p$ and $r$ lie off the axis this includes some cases in which $\mathcal{V}$ diverges at the axis, since $a-1$ vanishes there. In particular it defines $\hat{\mathcal{V}}$ on a large enough family of fields to determine the Poisson brackets of $\mathcal{V}$ at regular $\mathcal{V}$ fields. Presumably it also suffices to define the brackets at some singular $\mathcal{V}$ fields but that will not be explored in the present work. We will always
assume that $\mathcal{V}$ is regular at the axis. Only the variations of $\mathcal{V}$ will be allowed to be singular there.

It might seem that a phase space including only $\mathcal{V}$ fields that are regular at the axis would not be closed under the action of the Poisson bracket, but actually it is, in a roundabout way. The variations of $\mathcal{V}$ generated via the Poisson bracket differ from regular variations at most by what we call zero modes. These are the shock waves mentioned in section 2 that travel along $\mathcal{N}$ but do not propagate into the interior of the domain of dependence of $\mathcal{N}$. It is natural to take as the phase space the initial data on $\mathcal{N}$ modulo zero modes. Then the Poisson bracket does not really take us out of the phase space corresponding to regular $\mathcal{V}$ fields. See [Rei08] for some related discussion.

### 3.1. Coset space non-linear sigma models

At each point the Beltrami coefficient $\mu$, or equivalently the conformal metric $e$, defines the matrix $\mathcal{V}^f$ in $SL(2, \mathbb{R})$ up to right multiplication by an $SO(2)$ element. It can thus be identified with an element of the coset space $SL(2, \mathbb{R})/SO(2)$. This suggests that cylindrically symmetric vacuum GR can be formulated as a coset space non-linear sigma model. Indeed this is the case. It is an $SL(2, \mathbb{R})/SO(2)$ sigma model coupled to a dilaton and two dimensional gravity [Ger71, BMG88].

This form of the theory of cylindrically symmetric GR generalizes fairly directly to cylindrically symmetric reductions of a wide class of field theories, including electromagnetism coupled to gravity and various supergravity theories [BMG88]. In these models the field $\mathcal{V}$ takes values in some non-compact, connected, real, semi-simple matrix Lie group $G$ instead of $SL(2, \mathbb{R})$, and the $SO(2)$ symmetry is replaced by a gauge symmetry under right multiplication by a field valued in the maximal compact subgroup $H$ of $G$. Although we will only study the vacuum gravity case we will often use aspects the formalism of the this wider class of models to clarify the logic.

This formalism is based on a few facts about semi-simple Lie groups: (see [Hel62] for a systematic exposition of these ideas.) The maximal compact subgroup $H$ can always be viewed as the subgroup of elements of $G$ invariant under an involutive automorphism $\eta$. For example, $SO(2)$ is the subgroup of $SL(2, \mathbb{R})$ invariant under $g \mapsto g^\eta = (g^{-1})^t$. The automorphism $\eta$ on $G$ defines an automorphism of the algebra $\mathfrak{g}$, which will also be called $\eta$. In the case of $\mathfrak{sl}(2, \mathbb{R})$ it is just minus the transpose: $a^\eta = -a^t \forall a \in \mathfrak{sl}(2, \mathbb{R})$. The algebra $\mathfrak{h}$ of the maximal compact subgroup $H$ is of course invariant under $\eta$. In particular, $\mathfrak{so}(2)$ consists of the antisymmetric $2 \times 2$ matrices.

Since any matrix can be decomposed into a sum of its antisymmetric and symmetric parts, the space of trace free matrices, $\mathfrak{sl}(2, \mathbb{R})$, is a sum of the space of antisymmetric matrices $\mathfrak{so}(2)$ and the space of trace free symmetric matrices. This generalizes to the so called Cartan decomposition of $\mathfrak{g}$:

$$\mathfrak{g} = \mathfrak{h} + \mathfrak{t},$$

with $\mathfrak{h} = \frac{1}{2}(\mathfrak{g} + \mathfrak{g}^\eta)$ and $\mathfrak{t} = \frac{1}{2}(\mathfrak{g} - \mathfrak{g}^\eta)$ being the eigensubspaces of $\eta$ corresponding to eigenvalues $1$ and $-1$ respectively. Occasionally $G$, $H$, $\mathfrak{g}$, $\mathfrak{h}$ and $\mathfrak{t}$ will denote the corresponding complexified objects, which are characterized by $\eta$ in the same way as the real ones.

In the general $G/H$ models mentioned $P = J_1 = \frac{1}{2}(J - J^\eta)$, $Q = J_0 = \frac{1}{2}(J + J^\eta)$, and $J = Q + uP$, as in the vacuum gravity case; $\mathcal{V}$ and $\mathcal{U}$ are defined in the same way, in terms of

---

9 This follows from theorem 1.1 chapter VI of [Hel62], and the fact that semi-simple matrix Lie groups have finite center, by proposition 4.1 chapter XVIII of [Hoc65].
\[ \mathcal{V}(\mathbf{0}) \text{ and } \hat{J}, \text{ as in the vacuum gravity case; and the } H \text{ gauge invariant field } \mathcal{E}, \text{ analogous to the deformed conformal metric, is } \mathcal{E} = U(\mathcal{E})^{-1}. \] (Subscripts \( \mathfrak{h} \) and \( \mathfrak{t} \) indicate components in the subspaces of \( \mathfrak{g} \) of the same name.)

It is worth noting that the Lie brackets of \( \mathfrak{h} \) and \( \mathfrak{t} \) always satisfy the following conditions:

\[
[\mathfrak{h}, \mathfrak{h}] \subset \mathfrak{h} \quad [\mathfrak{t}, \mathfrak{h}] \subset \mathfrak{t} \quad [\mathfrak{t}, \mathfrak{t}] \subset \mathfrak{h}.
\] (29)

The first relation simply confirms that \( \mathfrak{h} \) is a subalgebra. All three relations are easily obtained by applying the involutive automorphism \( \eta \) to the left side of each. For example \([\mathfrak{t}, \mathfrak{h}] \mathfrak{h} = [\mathfrak{h}, \mathfrak{h}] \mathfrak{h} = -[\mathfrak{t}, \mathfrak{h}] \mathfrak{h} \), so \([\mathfrak{t}, \mathfrak{h}] \mathfrak{h} \) is contained in the \( \eta \) eigensubspace of eigenvalue \(-1\), namely \( \mathfrak{t} \).

4. Relation to the variables of Korotkin and Samtleben

The variables used by Korotkin and Samtleben in [KS98b] differ slightly from the ones we use. Instead of the deformation point \( r \) they use the spectral parameter \( w = 2\rho(r) - \rho^+ \) to parameterize the deformation, where \( \rho^+ \) is a real constant on \( \mathcal{N}_L \) which may be set to any desired value. Since \( \rho \) is monotonic along \( \mathcal{N}_L \) the value of \( w \) determines \( r \) uniquely. In [KS98b] the deformed zweibein \( \hat{V} \) is a function of the field point and \( w \), while the deformed conformal metric is replaced by the monodromy matrix \( \mathcal{M}(w) = \mathcal{E}(r(w)) \), \( \rho \) is not a dynamical variable in their model, that is, the function \( \rho \) on \( \mathcal{N}_L \) does not depend on the state of the system, so the replacement of the deformation point \( r \) by the spectral parameter is quite trivial. In particular, the Poisson brackets, and quantum commutators, of \( \mathcal{E} \) can be read off from those of \( \mathcal{M} \) by simply replacing \( w \) by \( 2\rho(r) - \rho^+ \) in the expressions for the latter, and vice versa.

As we have seen \( \rho \) is effectively non-dynamical also in the \( \mu, \bar{\mu}, \rho \) algebra of our model of cylindrically symmetric gravity. There is in fact a datum \( (\lambda \text{ in [Rei08]} \) which has non-zero bracket with \( \rho \) but it is not included in the subalgebra of data that we study. In a similar way \( \rho \) is non-dynamical in [KS98b] because the action is truncated, eliminating terms involving a degree of freedom \( (\Gamma \text{ in [KS98b]} \) which does not Poisson commute with \( \rho \). The models may be thought of as partial descriptions of cylindrically symmetric gravity, describing most of the degrees of freedom. Alternatively, they may be thought of as complete descriptions of cylindrically symmetric gravity with regularity conditions at the symmetry axis which eliminate the degree of freedom which fails to Poisson commute with \( \rho \).

A further difference between our formalism and that of Korotkin and Samtleben is that in theirs the value of \( V \) at spatial infinity plays a key role. To define this limiting value we extend the definitions of \( V, J, \bar{J} \), and \( \hat{V} \) from \( \mathcal{N}_L \) to the whole reduced spacetime: \( \hat{V} \) is now a zweibein for the conformal metric on the cylindrical symmetry orbits in all spacetime, \( J \) is \( V^{-1} \text{d}V \), and \( \bar{J} \) is the Lax connection mentioned earlier, with components \( \bar{J}_\pm(\cdot; w) = Q_\pm + u^{\mp}P_{\pm} \) in null coordinates \( x^\pm \). Here the definition of \( u \) has been generalized to

\[
u = \sqrt{\frac{w + \rho^+}{w - \rho^-}},
\] (30)

where \( \rho^+ \) and \( \rho^- \) are the inward moving and outward moving components of \( \rho \) respectively, and of course \( P = J_\bar{t} \) and \( Q = J_t \). In cylindrically symmetric solutions to the vacuum field equations (with vanishing twist constants) \( \square \rho = 0 \) on the reduced spacetime ([Wald84] equation (7.1.21)), so \( \rho \) takes the form \( \frac{1}{2}(\rho^+ + \rho^-) \) where \( \rho^+ \) is constant on ingoing null curves (moving toward the axis as time advances) while \( \rho^- \) is constant on outgoing null curves. This of course means that \( \rho^+ \) is a real constant on \( \mathcal{N}_L \).
On $C^2$ solutions $\dot{J}(\cdot; w)$ defined in this way turns out to be a flat connection for any value of $w^{10}$. $\tilde{V}(q; w)$ may therefore be defined by an integral like (14) taken along any curve from $0$ to the field point $q$. Which curve is used does not matter since the connection is flat. Note that with the definition (30) $\dot{J}$ and $\tilde{V}$ are defined also for complex spectral parameter $w$.

Spatial infinity in [KS98b] is characterized by $ρ^+ \to \infty$, $ρ^-/ρ^+ \to 1$. (d$ρ$ is assumed to be spacelike throughout spacetime.) The limit $\tilde{V}(\infty; w)$ of $\tilde{V}$ at spatial infinity is defined if there exists a sequence of reduced spacetime points such that $ρ^+ \to \infty$, $ρ^-/ρ^+ \to 1$ along the sequence, and $\tilde{V}(\cdot; w)$ tends to the same limit along all such sequences. For $w$ real $\tilde{V}(\infty; w)$ is actually double valued since $u$ is the principal root of a negative real number when $ρ^- > w$ and $ρ^+ > -w$. Korotkin and Samtleben therefore define

$$T_\pm(w) = \tilde{V}(\infty; w \pm i0)\tilde{V}^{-1}(\infty),$$

which are the central objects in their analysis. Here $\tilde{V}(\infty)$ is the limit of the zweibein $V$ at spatial infinity, assumed to exist, $\tilde{V}(\cdot; w \pm i0)$ represents the limit $\lim_{\epsilon \to 0, \epsilon > 0} \tilde{V}(\cdot; w \pm i\epsilon)$, and $\tilde{V}(\infty; w \pm i0)$ is the limit at spatial infinity of $\tilde{V}(\cdot; w \pm i0)$.

Note that in Minkowski space $e = \begin{bmatrix} r & 0 \\ 0 & 1/r \end{bmatrix}$ in standard cylindrical coordinates, $e$ thus has no finite limit either on the axis or at infinity, and of course a zweibein $V$ of $e$ cannot then have finite limits either. Korotkin and Samtleben therefore do not work with asymptotically flat solutions directly, but rather with their Kramer–Neugebauer duals. (The Kramer–Neugebauer transformation is a symmetry transformation of the cylindrically symmetric vacuum gravity action. See [BM87].) In the Kramer–Neugebauer dual of Minkowski space $e = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$ in a suitable chart, so under any reasonable definition of asymptotically flat spacetimes that are regular at the axis $e$ has finite limits at both infinity and the axis in the Kramer–Neugebauer duals. And indeed Korotkin and Samtleben require that these limits exist in their model.

Korotkin and Samtleben quantize the Poisson algebra of $T_+$ and $T_-$, obtaining an algebra they term a ‘twisted Yangian double’, closely related to Drinfel’d’s Yangian algebra [Dri86]. Their quantization of the monodromy matrix is obtained by expressing $\mathcal{M}$ as a function of $T_\pm$:

$$\mathcal{M}(w)_{ab} = T_+(w)_a e(\infty)_c T_-(w)_d \delta^{cd} \tilde{V}(\infty; w + i0)_b \delta_{ab}.$$  

(32)

(In [KS98b] a basis in which $e(\infty)_{cd} = \delta_{cd}$ is used.)

In the Kramer Neugebauer duals of asymptotically flat solution spacetimes that they consider this expression for the monodromy matrix agrees with our expression $\mathcal{M}(w) = E(r(w)) = V(r(w); w)\tilde{V}(r(w); w)$, a fact pointed out in [NS00]. In outline the proof runs as follows: the field

$$M(q; w) \equiv \tilde{V}(q; w + i0)\tilde{V}(q; w - i0)$$

is independent of the field point $q$ in the region $B_\omega$ of spacetime in which $w \in \mathbb{R}$ lies on the branch cut of $u$ because

$$d M(\cdot; w) = \tilde{V}(\cdot; w + i0)[\dot{J}(\cdot; w + i0) + \dot{J}(\cdot; w - i0)]\tilde{V}(\cdot; w - i0) = 0,$$

(33)

10 Conversely, if the connection is flat for all $w$ then $V$ satisfies the field equations. Thus the flatness of $\dot{J}$ is equivalent to the field equations on $V$. The existence of such a zero curvature formulation of the field equations is characteristic of integrable field theories.
The last equality holds when \( w \) lies on the branch cut because then \( u(\cdot; w + i0) = -u(\cdot; w - i0) \), and therefore \( \hat{J}(\cdot; w + i0) = -\hat{J}(\cdot; w - i0) \). The spectral parameter \( w \) lies on the branch cut of \( u \) if and only if \( w \) is real and \( \rho^-(q) > w \), \( \rho^+(q) > -w \), for then the radicand in the expression (30) for \( u \) is real and negative. If \( w = \rho^- (r) \) for some deformation point \( r \in \mathcal{N}_L \) then \( w \) lies on the branch cut at all points that are spacelike to the point \( t \), on the axis that lies on the past light cone of \( r \). See figure 4, \( r \) of course lies on the boundary, \( \partial B_w \), of this region, as does in a sense, spacelike infinity. The constancy of \( M(\cdot; w) \) in this region establishes the equality of Korotkin and Samtleben’s expression for the monodromy matrix, equal to \( M(\infty; w) \), with \( M(r; w) \), which is equal to \( M(w) = \mathcal{E}(r) \) by continuity of \( \hat{V}(\cdot; w \pm i0) \) along \( \mathcal{N}_L \) at \( r \).

To complete the proof two assumptions have to be justified: that the limit deformed zweibein \( \hat{\mathcal{V}}(\cdot; w \pm i0) \) really is continuous along \( \mathcal{N}_L \) at \( r \), and that the limit connection \( \hat{J}(\cdot; w \pm i0) \) is the connection corresponding to \( \hat{\mathcal{V}}(\cdot; w \pm i0) \) (and thus that \( \hat{J}(\cdot; w \pm i0) = \hat{V}^{-1}(\cdot; w \pm i0) d\hat{V}(\cdot; w \pm i0) \)).

The component, \( \hat{J}_- (\cdot; w \pm i0), \) of the limit connection along constant \( \rho^+ \) lines is well defined except at the boundary \( \rho^- = w \) of \( B_w \). Outside \( B_w \) it is just \( \hat{J}_- (\cdot; w) = Q_- + \sqrt{\frac{w + \rho^+}{w - \rho^-}} P_- \), and inside \( B_w \) it is \( Q_- \pm i \sqrt{\frac{w + \rho^+}{w - \rho^-}} P_- \). Furthermore the norm \( \| \hat{J}_- \| = \sqrt{J_{\alpha\beta} J_-^\alpha\beta} \delta^\delta^\gamma \delta_j \) of \( \hat{J}_- (\cdot; w \pm i\epsilon) \) is bounded, for any \( \epsilon > 0 \), by the function

\[
\| Q_- \| + \left( \sqrt{\frac{\text{Real} + \rho^+}{\text{Real} - \rho^-}} + 1 \right) \| P_- \|
\]

which is integrable along any finite segment of a constant \( \rho^+ \) line. Proposition A.4 then implies that if \( p \) and \( q \) are the end points of such a segment then the limit \( T(p, q; w \pm i0) \) of the \( \hat{J}(\cdot; w \pm i\epsilon) \) holonomy from \( p \) to \( q \) is the holonomy defined by the limit connection \( \hat{J}(\cdot; w \pm i0) \). A similar argument applies to constant \( \rho^- \) segments.

It follows immediately from proposition A.1 and the integrability of \( \hat{J}_- (\cdot; w \pm i0) \) that \( \hat{V}(\cdot; w \pm i0) \) is continuous along \( \mathcal{N}_L \) at \( r \). Propositions A.1 and A.3 also imply that at any point \( q \) off the line \( \rho^- = w \) the limit connection satisfies \( \hat{J}_-(q; w \pm i0) = T^{-1}(p, q; w \pm i0) \partial_- T(p, \cdot; w \pm i0)|_q \).
with \( p \) any point at the same \( \rho^+ \) as \( q \), and an analogous result for \( \hat{J}_+ (\cdot; w \pm i0) \). This establishes that \( \mathcal{M}(q; w) = \mathcal{M}(r; w) = \mathcal{M}(w) \) for all finite points \( q \) in \( B_\infty \), from which it follows that the limiting value \( \mathcal{M}(\infty; w) \) also equals \( \mathcal{M}(w) \).

Incidentally it is now quite easy to demonstrate that on \( C^2 \) solutions \( \mathcal{E}(r) = \mathcal{M}(w) \) equals the conformal metric \( e \) at \( t_0 \) on the axis, provided the limiting value of \( e \) on the axis exists and is differentiable along the axis worldline. Notice first that \( J = J \) along the axis, because \( u = 1 \) there, except at \( t_0 \). Thus \( \hat{V}(t; w) = V(t) \) at any point \( t \) on the axis to the future of \( t_0 \). Now suppose that \( s \) is the point of intersection of the past light cone of \( t \) with \( \partial B_w \), then \( \mathcal{M}(w) = \mathcal{M}(s; w) = \mathcal{V}(t)T(t, s)T^*(t, s)\mathcal{V}^*(t) \). (See figure 4.) To show that \( \mathcal{M}(w) = \mathcal{V}(t_0)\mathcal{V}^*(t_0) = e(t_0) \) it is therefore sufficient to show that \( T(t, s) \) tends to \( \mathbb{1} \) as \( t \rightarrow t_0 \). But by proposition A.1 of the appendix

\[
\left\| T(t, s) - \mathbb{1} \right\| \leq \exp \left( \int_{\rho_+^{-1}(t)}^{w} \| J_- \| \, d\rho^- \right) - 1
\]

\[
\leq \exp \left( \int_{\rho_+^{-1}(t)}^{w} \| Q_- \| + \sqrt{\frac{w - \rho_-^{-1}(t)}{w - \rho_-^{-1}}} \| P_- \| \, d\rho^- \right) - 1 \rightarrow 0
\]

(36)
as \( t \rightarrow t_0 \).

5. The poisson brackets of the new variables

To obtain the Poisson brackets of the deformed conformal metric \( \mathcal{E} \), we proceed in steps, corresponding to those in the definition of the transformation \( \mu \mapsto \mathcal{E} \). We begin in the following section by deriving the necessary components of the brackets of the zweibein \( \hat{V} \) from those of \( \mu \) and \( \mu \). Then, in section 5.2 the brackets of the deformed zweibein \( \hat{V} \) are obtained from those of \( \mathcal{V} \). The brackets of \( \mathcal{U} \), the deformed zweibein evaluated at the deformation point, are calculated in section 5.3. Finally, in section 5.4, the brackets of \( \mathcal{U} \) are used to calculate the brackets of \( \mathcal{E} \).

5.1. The poisson brackets of \( \mathcal{V} \)

We shall calculate a certain block of components of the logarithmic bracket

\[
\mathcal{V}^{-1}(p_1)\hat{\mathcal{V}}^{-1}(p_2)\{\mathcal{V}(p_1), \hat{\mathcal{V}}(p_2)\}.
\]

Here a compact notation for tensor products has been used that will be employed extensively in the remainder of the paper: the tensor product \( A \otimes B \) of a linear operator \( A \) acting on a vector space \( V_1 \) and a linear operator \( B \) acting on another vector space \( V_2 \) is denoted by \( \hat{A}\hat{B} \), with the index over each factor indicating the space it acts on. In this way the bracket \( \{\mathcal{V}_a(p_1), \mathcal{V}_b(p_2)\} \) may be written in index free notation as \( \{\mathcal{V}(p_1), \mathcal{V}(p_2)\} \), or even \( \{\mathcal{V}, \mathcal{V}\} \) when the arguments of \( \hat{V} \) and \( \hat{V}^* \) are clear from context.

The logarithmic bracket (37) is an element of the tensor product of algebras \( \mathfrak{h} \). However, only the projection of the bracket on \( \mathfrak{h} \) will be needed to calculate the brackets of \( \mathcal{E} \), which is our ultimate aim. \( \mathcal{E} \) is a differentiable, \( H \) gauge invariant functional of \( \mathcal{V} \) and the brackets of such functionals depend only on the \( \mathfrak{h} \) component of (37): let \( F \) be such a functional, and let \( \delta_{\text{gauge}} \) be any \( H \) gauge variation, that is \( \delta_{\text{gauge}} \mathcal{V} = \mathcal{V}a \) with \( a \) any \( \mathfrak{h} \) valued function on \( \mathcal{N}_L \), then
\[ 0 = \delta_{\text{gauge}} F = \int_{\mathcal{N}_L} \frac{\delta F}{\delta \psi_{a_i}} \psi_{a_i} \, dx. \]  

(Here the variable of integration \( x \) is a coordinate parameterizing \( \mathcal{N}_L \) and the functional derivative is taken with respect to \( \psi_{a_i} \) as a function of \( x \).) This implies that \( \frac{\delta F}{\delta \psi_{a_i}} \) \( \psi \) traced together with any element of \( \mathfrak{g} \) gives zero. As a consequence, when \( \delta \) is an arbitrary variation

\[
\delta F = \int_{\mathcal{N}_L} \text{tr} \left[ \frac{\delta F}{\delta \psi} \psi \psi^{-1} \delta \psi \right] dx = \int_{\mathcal{N}_L} \text{tr} \left[ \frac{\delta F}{\delta \psi} \psi [\psi^{-1} \psi] \delta \psi \right] dx,
\]

so only the \( \mathfrak{t} \) component of \( \psi^{-1} \delta \psi \) contributes to the variation of \( F \).

To define the Poisson brackets of \( \psi \) it is necessary to express \( \psi \) as a function of \( \mu \), that is, to fix the gauge. We will calculate the bracket using symmetric gauge, in which \( \psi_{a_i} \) is a symmetric matrix of positive trace. But in the end, because the gauge dependence of the \( \mathfrak{t} \) component of the logarithmic bracket is very simple, we can give an expression for it valid in all gauges.

It will be convenient to work with a similarity transform of \( \psi \),

\[
\tilde{\psi} = \frac{1}{2} \begin{bmatrix} 1 & -i \\ i & 1 \end{bmatrix} \psi \begin{bmatrix} 1 & i \\ i & 1 \end{bmatrix}.
\]

(40)
The elements of the columns of \( \tilde{\psi} \) are the components on the 1-forms \( dz \) and \( d\bar{z} \) (with \( z = \theta^1 + i \theta^2 \) as in (2) of the complex null basis \( \psi^{12} = \psi^{12} \pm i \psi^{i2} \) formed from the orthogonal basis 1-forms \( \psi^i = \psi^i d\theta^i \).

In terms of these components the line element on the cylindrical symmetry orbits may be expressed as

\[
ds^2 = \rho \psi_{a_i} \delta \psi_{a_i} d\theta^i d\bar{\theta}^i = \rho \psi_{a_i} \psi_{a_j} \delta \psi_{a_i} d\theta^i d\bar{\theta}^i
\]

\[
= \rho (\psi_{a}^+ \, dz + \psi_{a}^- \, d\bar{z})(\psi_{a}^+ \, dz + \psi_{a}^- \, d\bar{z}).
\]

This reproduces the expression (2) for the line element if

\[
\tilde{\psi} = \frac{1}{\sqrt{1 - \mu \bar{\mu}}} \begin{bmatrix} 1 & \mu \\ \mu & 1 \end{bmatrix}.
\]

(41)

This is not the only possibility, but it is the one corresponding to \( \psi \) symmetric with positive trace. Indeed, inverting the transformation (40) one obtains

\[
\psi = \frac{1}{\sqrt{1 - \mu \bar{\mu}}} \begin{bmatrix} 1 + \frac{1}{2} (\mu + \bar{\mu}) & -\frac{1}{2} (\mu - \bar{\mu}) \\ -\frac{1}{2} (\mu - \bar{\mu}) & 1 + \frac{1}{2} (\mu + \bar{\mu}) \end{bmatrix}.
\]

(42)

(Further transforming to upper triangular gauge one obtains (10).)

Applying the similarity transformation (40) to the Pauli matrices one obtains \( \tilde{\sigma}_x = \sigma_x \), \( \tilde{\sigma}_y = \sigma_y \), \( \tilde{\sigma}_z = \sigma_z \). The transform \( \tilde{h} \) of the subalgebra \( h = \mathfrak{so}(2) \) is thus generated by \( i \sigma_z \), and the \( SO(2) \) gauge transformation becomes \( \tilde{\psi} \mapsto \tilde{\psi} e^{i \phi \sigma_z} \), while \( \mathfrak{t} \), the transform of \( \mathfrak{t} \), is spanned by \( \sigma_x \) and \( \sigma_y \), consisting therefore of Hermitian matrices that vanish on the diagonal.

We are now ready to compute the bracket. For any variation \( \delta \) that preserves the symmetric gauge

\[
\tilde{\psi}^{-1} \delta \tilde{\psi} = \frac{1}{2} \frac{\mu \delta \mu - \bar{\mu} \delta \bar{\mu}}{1 - \mu \bar{\mu}} \sigma_z + \frac{1}{1 - \mu \bar{\mu}} \begin{bmatrix} 0 & \delta \bar{\mu} \\ \delta \mu & 0 \end{bmatrix}.
\]

(43)

Thus \( [\tilde{\psi}^{-1} \delta \tilde{\psi}]_t = \frac{\delta \mu}{1 - \mu \bar{\mu}} s_+ + \frac{\delta \bar{\mu}}{1 - \mu \bar{\mu}} s_- \), where \( s_\pm = \frac{1}{2} (\sigma_x \pm i \sigma_y) \), and it follows from (8) that
\[ \frac{1}{V^{1/2}} V^{-1} \{ V, V \} \]_{ft} = \frac{1}{(1 - \mu \bar{\mu})} (1 - \mu \bar{\mu})^{1/2} \left( \{ \mu(1), \mu(2) \}^{1/2} s_{-} s_{+} + \{ \bar{\mu}(1), \mu(2) \}^{1/2} s_{+} s_{-} \right) \\
= 4\pi G_2 \frac{1}{\sqrt{\mu_1 \mu_2}} \left\{ H(1, 2) e^{-f_2} \frac{\mu_1 \mu_2}{\mu_1 \mu_2} \bar{s}_{-} s_{+} + H(2, 1) e^{-f_2} \frac{\mu_1 \mu_2}{\mu_1 \mu_2} \bar{s}_{+} s_{-} \right\}. \\
(46) 

Equation (45) also shows that the \( \bar{h} \) component of the connection is
\[ \bar{Q} = [\bar{V}^{-1} d\bar{V}]_{\bar{h}} = \frac{1}{2} \frac{\mu \bar{\mu}}{1 - \mu \bar{\mu}} \sigma. \]
(47) 

The exponential \( e^{\alpha(1,2)} = e^{f_2} \frac{\mu_1 \mu_2}{\mu_1 \mu_2} \sigma \) can therefore be reexpressed in terms of \( \mathcal{P} e^{f_2} \tilde{\sigma} \).
Indeed
\[ e^{\alpha s_{-}} = e^{f_2 s_{-}} e^{f_2} = \mathcal{P} e^{f_2} \tilde{\sigma} \mathcal{P} e^{f_2} \tilde{\sigma} \left[ \mathcal{P} e^{f_2} \tilde{\sigma} \right]^{-1} = \mathcal{P} e^{f_2} \tilde{\sigma} s_{-} \mathcal{P} e^{f_2} \tilde{\sigma} \tilde{\sigma}, \]
(49) 

and similarly \( e^{-\alpha s_{+}} = \mathcal{P} e^{f_2} \tilde{\sigma} s_{+} \mathcal{P} e^{f_2} \tilde{\sigma} \). (Of course, \( \bar{h} \approx \mathfrak{so}(2) \) is abelian, so the path ordering in \( \mathcal{P} e^{f_2} \tilde{\sigma} \) is not really necessary.) Thus
\[ \frac{1}{V^{1/2}} V^{-1} \{ V, V \} \]_{ft} = 4\pi G_2 \frac{1}{\sqrt{\mu_1 \mu_2}} \mathcal{P} e^{f_2} \tilde{\sigma} \left\{ H(1, 2) s_{-} s_{+} - H(2, 1) s_{+} s_{-} \right\} \mathcal{P} e^{f_2} \tilde{\sigma}. \\
(50) 

(Here the superscript 1 on the integrand \( \bar{Q} \) does not imply that it is evaluated at the point 1.)

This expression for the bracket can be given a more illuminating, gauge covariant, form,
\[ \frac{1}{2} \bar{s}_{-} s_{+} = \frac{1}{2} (\bar{\sigma}_x - i \sigma_y) (\sigma_x + i \sigma_y) = 2(\Omega_\chi + i \varepsilon_\chi) \]
(51) 

where \( \Omega_\chi = \frac{1}{2} (\bar{\sigma}_x \sigma_x + \bar{\sigma}_y \sigma_y) \) and \( \varepsilon_\chi = \frac{1}{4} (\sigma_x \bar{\sigma}_y - \sigma_y \bar{\sigma}_x) \), and \( \bar{s}_{-} s_{-} = 2(\Omega_\chi - i \varepsilon_\chi) \).

Furthermore, the step function \( H \) is a sum of an odd step function and a constant:
\[ H(1, 2) = \frac{1}{2} s(1, 2) + \frac{1}{2}, \]
(52) 

where \( s(1, 2) \) takes the value 1 if the point 1 lies on \( S_0 \) or between \( S_0 \) and the point 2, and \( -1 \) otherwise. As a result
\[ H(1, 2) \bar{s}_{-} s_{+} - H(2, 1) \bar{s}_{+} s_{-} = 2(s(1, 2) \Omega_\chi + i \varepsilon_\chi). \]
(53) 

The \( \bar{f} \) component of the logarithmic bracket of the original zweibein \( V \) is obtained by acting on both sides of (50) with the inverse of the similarity transformation (40):
\[ \frac{1}{V^{1/2}} V^{-1} \{ V, V \} \]_{f} = 8\pi G_2 \frac{1}{\sqrt{\mu_1 \mu_2}} \mathcal{P} e^{f_2} \tilde{\sigma} \left\{ s(1, 2) \Omega_\chi + i \varepsilon_\chi \right\} \mathcal{P} e^{f_2} \tilde{\sigma}, \\
(54) 

where
\[ \Omega_\chi = \frac{1}{4} (\bar{\sigma}_x \sigma_x + \bar{\sigma}_y \sigma_y) \]
(55) 

and
\[ \varepsilon_t = \frac{1}{8} \left( \sigma_x \sigma_x - \sigma_x \sigma_x \right). \] (56)

Although this expression for the \( \varepsilon_t \) component of the bracket was calculated in symmetric gauge, it is actually valid in any gauge, because both sides transform in the same way under gauge transformations—by a similarity transformation; under a gauge transformation \( \mathcal{V} \mapsto \mathcal{V} h \), with \( h \) an \( H = SO(2) \) valued field, and \( \mathcal{V}^{-1} \delta \mathcal{V} \mapsto h^{-1} \mathcal{V}^{-1} \delta \mathcal{V} h \) for any variation \( \delta \), even if \( \delta \) acts non trivially on \( h \). The left side of (54) therefore transforms by a similarity transformation by \( h(1) \) in the 1 space and by \( h(2) \) in the 2 space. As to the right side, the gauge holonomy \( \mathcal{P}_e \hat{\delta} \hat{\gamma}_2 \) transforms to \( h^{-1}(1) \mathcal{P}_e \hat{\delta} \gamma_2 h(2) \) while \( \Omega_t \) and \( \varepsilon_t \) are invariant under simultaneous similarity transformations of both space 1 and space 2 by the same \( h \in SO(2) \). That is, \( \Omega_t = h^{-1}(2) \Omega_t h(2) \) and similarly for \( \varepsilon_t \). It follows that the right side transforms like the left side.

The invariance of \( \Omega_t \) follows from the fact that it commutes with the generator \( \frac{1}{2} \hat{\epsilon} + \frac{2}{2} \hat{\xi} \) of \( SO(2) \) similarity transformations, \( \epsilon \) being the antisymmetric matrix \( \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \) which generates \( SO(2) \). This also proves the invariance of \( \varepsilon_t = \frac{1}{2} \hat{\xi} + \hat{\xi}_\epsilon \). The deeper reason that \( \Omega_t \) is invariant is that \( \Omega_t \) is the inverse of the restriction of the Killing form of \( g \) to \( \mathfrak{e} \), \( \Omega_t \) is invariant under the adjoint action of \( H \) because both the Killing form, and the subspace \( \mathfrak{e} \) of \( g \) are.

For later use we define the notations \( \Omega_{\mathfrak{g}} \) for the inverse of the Killing form of \( g \) and \( \Omega_{\mathfrak{h}} \) for the inverse of the restriction of the Killing form to \( \mathfrak{h} \). Note that because \( \mathfrak{e} \) and \( \mathfrak{h} \) are Killing orthogonal \( \Omega_{\mathfrak{g}} = \Omega_t + \Omega_{\mathfrak{h}} \). Note also that for \( g = sl(2, \mathbb{R}) \) and \( \mathfrak{h} = so(2) \)

\[ \Omega_{\mathfrak{g}} = \frac{1}{4} \left[ \delta^i_{jk} - \frac{1}{2} \delta^j_i \delta^k_l \right] \] (57)

\[ \Omega_{\mathfrak{h}} = \frac{1}{8} \left[ \delta^i_{jk} + \delta^j_i \delta^k_l - \delta^j_i \delta^k_l \right] \] (58)

\[ \Omega_{\mathfrak{h}} = \frac{1}{10} \left[ \delta^i_{jk} - \delta^j_i \delta^k_l \right]. \] (59)

The definitions of \( \Omega_{\mathfrak{g}}, \Omega_{\mathfrak{e}}, \) and \( \Omega_{\mathfrak{h}} \) as the inverses of restrictions of the Killing form can be applied to the Cartan decomposition of any semi-simple Lie algebra \( g \). The real \( \Omega_t \), term in the bracket (54) can thus be extended straightforwardly to the wider class of coset space sigma models mentioned in section 3.1. The generalization of \( \varepsilon_t \) is less obvious. However, this object does not appear in the brackets of \( \mathcal{E} \) or \( \mathcal{U} \), calculated in the following sections, so these brackets can be generalized without difficulty.

The imaginary \( \varepsilon_t \) term in the bracket is in fact its strangest aspect. It arises because the step function \( H(1, 2) \) in the bracket (8) is not antisymmetric. As pointed out in [Rei08], this is the price one has to pay to obtain brackets of \( \mu \) and \( \bar{\mu} \) that satisfy the Jacobi relations.

Because of this imaginary term the bracket does not preserve the reality of the conformal metric \( e \). That is, a real functional \( F \) of \( e \) can generate a Hamiltonian flow that takes real \( e \) to complex \( e \); the variation of \( e \) on \( \mathcal{N} \) generated by such an \( F \) is

\[ \{ F, e \} = \{ F, \mathcal{V} \mathcal{V}^\dagger \} = \{ F, \mathcal{V} \} \mathcal{V}^\dagger + \mathcal{V} \{ F, \mathcal{V} \}^\dagger = 2 \mathcal{V} \mathcal{V}^{-1} \{ F, \mathcal{V} \} \mathcal{V}^\dagger. \] (60)

so if \( \mathcal{V} \) is real (which can always be assumed if \( e \) is real) the imaginary part of this variation is \( 2 \mathcal{V} \operatorname{Im}[\mathcal{V}^{-1} \{ F, \mathcal{V} \}] \mathcal{V}^\dagger \). Since \( F \) is a functional only of \( e \) it is \( H \) gauge invariant. Thus, by the reasoning that led to (39),
\[
\text{Im}(\hat{\mathcal{V}}^{-1}\{F, \hat{\mathcal{V}}\})_t = \text{Im} \int_\mathcal{N} \frac{1}{\sqrt{p_0}} \left[ \frac{\delta F}{\delta \hat{\mathcal{V}}} \right]^1_{\mathcal{V}} \frac{1}{\sqrt{\mathcal{V}}} \left[ \mathcal{V}^{-1} \hat{\mathcal{V}}^{-1} \{V, \mathcal{V}\}\right]_{tt} \, dx_1
\]

(61)

\[
= \sum_{\mathcal{A} \in \mathbb{R}^2} c_{\mathcal{A}} \frac{1}{\sqrt{p_0}} \left[ \mathcal{P} e^2_{\mathcal{A}, \mathcal{A}} \mathcal{P} e^2_{\mathcal{B}, \mathcal{B}} \right],
\]

(62)

where \( c_{\mathcal{A}} = \frac{1}{2} G_2 \int_{\mathcal{N} \mathcal{A}} \frac{1}{\sqrt{p_0}} \left[ \frac{\delta F}{\delta \hat{\mathcal{V}}} \right] \mathcal{V} \mathcal{P} e^2_{\mathcal{A}, \mathcal{A}} \mathcal{P} e^2_{\mathcal{A}, \mathcal{A}} \, dx_1 \) if \( 2 \in \mathcal{N}_L - S_0 \), and is given by an analogous integral over \( \mathcal{N}_R \) if \( 2 \in \mathcal{N}_R - S_0 \). If \( 2 \) lies on the intersection \( S_0 \) then \( c_{\mathcal{A}} \) is the sum of the integrals over \( \mathcal{N}_L \) and \( \mathcal{N}_R \). (Recall that only data living on the same generator have non-zero brackets.) Since these coefficients are not zero in general a real functional \( F \) of \( e \) can, and in general does, excite two modes of the conformal metric with imaginary coefficients on each branch of \( \mathcal{N} \).

The imaginary component of \( \{\mathcal{V}^{-1}\{F, \mathcal{V}\}\}_t \) is the sum of initial data for inward moving shock waves,

\[
\left. \frac{1}{\sqrt{p_0}} \left[ \mathcal{P} e^2_{\mathcal{A}, \mathcal{A}} \mathcal{P} e^2_{\mathcal{B}, \mathcal{B}} \right] \right|_{\mathcal{A} \in \mathbb{R}^2} \text{ for } 2 \in \mathcal{N}_L
\]

(63)

and for analogous outward moving shock waves which are non-zero on \( \mathcal{N}_R \). These are the zero modes mentioned earlier. They do not propagate into the interior of the domain of dependence of \( \mathcal{N} \), as can be verified directly from the field equations for cylindrically symmetric GR, as given, for instance, in [NKS97]. A more conceptual argument which establishes the same conclusion also in the symmetryless case is given in [Rei08] in terms of the corresponding modes of \( \mu \) and \( \bar{\mu} \).

Since the zero modes do not propagate into the interior of the domain of dependence of \( \mathcal{N} \) they are not really part of the the initial data that determine the metric there, and it would be desirable to have data from which this mode has been projected out. As we shall see, the deformed conformal metric is such data.

### 5.2. The Poisson brackets of \( \hat{\mathcal{V}} \)

We turn now to the calculation of the Poisson bracket of \( \mathcal{V}(p_1; r_1) \) with \( \hat{\mathcal{V}}(p_2; r_2) \) for field points \( p_1, p_2 \) and deformation points \( r_1, r_2 \) off the axis. As a first step a simple expression will be found for the variation of \( \mathcal{V} \) due to a variation of the field \( \hat{\mathcal{V}} \). (The variation of \( \hat{\mathcal{V}} \) due to a variation of \( \rho \) is not needed because \( \hat{\mathcal{V}} \) Poisson commutes with \( \rho \).)

Recall that when \( \mathcal{V} \) is regular at the point \( 0 \) where \( \mathcal{N}_L \) meets the symmetry axis \( \hat{\mathcal{V}} \) at a field point \( q \) on \( \mathcal{N}_L \) is

\[
\hat{\mathcal{V}}(q) = \mathcal{V}(0) T(0, q),
\]

(64)

where

\[
T(p, q) = \mathcal{P} e^{2j}_{\mathcal{A}, \mathcal{A}}
\]

(65)

is the holonomy from \( p \) to \( q \) defined by \( \mathcal{J} \).

However, as (54) shows, the Poisson bracket \( \mathcal{V}^{-1}(p_1) \hat{\mathcal{V}}^{-1}(p_2) \{\mathcal{V}(p_1), \hat{\mathcal{V}}(p_2)\} \) diverges as \( p_1 \to 0 \). The variation of \( \mathcal{V} \) generated via the Poisson bracket by \( \mathcal{V}(p_2) \) is singular at \( 0 \).
For this reason we have provided a somewhat more sophisticated definition of \( \hat{V} \) in section 3 which extends the definition (64) to fields \( \hat{V} \) having certain types of singularity at 0. According to this extended definition

\[
\hat{V}(q) = \mathcal{P} e^{\int_{0}^{q} (u - 1) V P_{z} V^{-1} dz} V(q).
\] (66)

We will see that this definition of \( \hat{V} \) suffices to define the brackets of \( \hat{V} \) with \( V \), and ultimately with \( \hat{V} \), at regular \( V \) fields. (64) defines the variation of \( \hat{V} \) corresponding to the singular variations of \( V \) which the Poisson bracket produces even at solutions in which \( V \) is regular.

In the following the deformation point will be represented by the deformation parameter \( \rho = \rho(r) \). \( I \) is closely related to the spectral parameter \( w \), in fact \( I = \int (w + \rho^*) \), but it is a bit more convenient for our purposes. Field points will also be represented by the corresponding \( \chi \) values of the same function \( \chi \) on \( N_{r} \). \( \chi \) starts at 0 on the axis and increases smoothly and monotonically from there, but is otherwise arbitrary. In order to keep the field \( \rho \) explicitly visible in our formalism \( \chi \) will in general not be identified with \( \rho \). The coordinates of the various field points involved in the calculation will be denoted by different letters \( x, z, \ldots \), but these are all values of the same function \( \chi \) evaluated at the corresponding points.

By proposition A.6 the variation of \( \hat{V} \) is

\[
\delta \hat{V}(x) = \int_{0}^{x} S(0, z) \delta[(u - 1) V P_{z} V^{-1}], S(z, x) d z \ V(x) + S(0, x) \delta V(x),
\] (67)

where

\[
S(a, b) = \mathcal{P} e^{\int_{a}^{b} (u - 1) V P_{z} V^{-1} dz},
\]

provided \( (u - 1) V P_{z} V^{-1} \) and its variation are integrable on the interval \([0, x]\). The integrability of \( (u - 1) V P_{z} V^{-1} \) follows from the smoothness of \( V \) and the local integrability of \( u \). Whether or not the variation is integrable depends on the variation under consideration.

Using the relation \( S(0, z) = \hat{V}(z)V^{-1}(z) \), which follows from (66), and \( S(z, x) = S(0, z) S(0, x) \), (67) may be expressed as

\[
\delta \hat{V}(x) = \int_{0}^{x} \hat{V}^{-1}(u - 1) V P_{z} V^{-1} \ V^{-1} d z \ \hat{V}(x) V^{-1}(x) V(x) + \hat{V}(x) V^{-1}(x) \delta V(x).
\] (68)

It follows that

\[
\hat{V}^{-1}(x) \delta \hat{V}(x) = \int_{0}^{x} T(x, z)(u - 1) \left( \delta P_{z} + [V^{-1}(u - 1) V^{-1} T z, T(z, x) d z + \hat{V}^{-1}(x) \delta V(x).
\] (69)

The integrand can be rewritten in a useful way. Note first that

\[
\delta J = \delta [V^{-1} d V] = d(V^{-1} \delta V) + [J, V^{-1} \delta V],
\] (70)

so, since \([t, t] \subset \mathfrak{h}\) and \([t, \mathfrak{h}] \subset \mathfrak{t}\)

\[
\delta P = d(V^{-1} \delta V)_{t} + [Q, (V^{-1} \delta V)_{t}] + [P, (V^{-1} \delta V)_{h}] = D(V^{-1} \delta V)_{t} + [P, (V^{-1} \delta V)_{h}],
\] (71)

where \(D = d + ad_{0}\) is an \( H \) covariant derivative on \( g \) valued fields (with \( ad_{X} Y = [X, Y] \)). Thus

\[
\delta P + [V^{-1} \delta V, P] = D(V^{-1} \delta V)_{t} - [P, (V^{-1} \delta V)_{t}],
\] (72)

and therefore
(u - 1)(\delta P + [V^{-1}\delta V, P]) = D((\frac{1}{u} - 1)(V^{-1}\delta V)_t) + (\frac{1}{u} - 1)[\dot{P}, (V^{-1}\delta V)_t] \nonumber \\
- d(\frac{1}{u})(V^{-1}\delta V)_t + (u - \frac{1}{u})D(V^{-1}\delta V)_t, \quad (73)

where \dot{P} = uP is the \xi component of \dot{J}. On \mathcal{N}_L, u = \frac{1}{\sqrt{1-\rho}} so u - \frac{1}{u} = \frac{\rho}{2} and d\frac{1}{u} = -\frac{\rho}{2} \delta \rho \nonumber 
there. It follows that

(74)

\begin{align*}
(u - 1)(\delta P + [V^{-1}\delta V, P]) \\
&= [D + ad_P](\frac{1}{u} - 1)(V^{-1}\delta V)_t + \frac{1}{2} \delta \rho(\sqrt{\rho}V^{-1}\delta V)_t + \frac{1}{2} \delta \rho(\sqrt{\rho}V^{-1}\delta V)_t \\
&= [D + ad_P](\frac{1}{u} - 1)(V^{-1}\delta V)_t + \frac{1}{2} \sqrt{\rho}D(\sqrt{\rho}(V^{-1}\delta V)_t). \quad (75)
\end{align*}

The first term in (75) gives rise to an easily integrable contribution to the integrand of (69) because for any \xi valued field \chi

\begin{align*}
\partial_z[T(x, z)\chi X(z, x)] &= T(x, z)\{J_z(z)X - XJ_z(z) + \partial_z X\}T(z, x) \quad (76) \\
&= T(x, z)\{[D_z + ad_P]X\}T(z, x). \quad (77)
\end{align*}

Equation (69) thus reduces to

\begin{align*}
\hat{\nabla}^{-1}\delta \hat{\nabla}(x) &= (V^{-1}\delta V)_\xi(x) - \lim_{\frac{1}{\sqrt{\rho}} \to 0} T(x, z)\left((\frac{1}{u} - 1)(V^{-1}\delta V)_t\right)_z T(z, x) \\
+ \int_0^\chi T(x, z)\left(\frac{1}{u} \sqrt{\rho}D_z(\sqrt{\rho}(V^{-1}\delta V)_t)\right)_z T(z, x)dz. \quad (78)
\end{align*}

where the inverted caret indicates that the \xi component is divided by \rho: X_\xi = X_\rho + \frac{1}{\rho}X_\xi. The limit term vanishes if \{V^{-1}\delta V\}_t diverges more slowly than \rho^{-1} as the axis \omega = 0 is approached, because \frac{1}{\rho} - 1 = \sqrt{1 - \frac{\rho}{2}} - 1 goes to zero linearly in \rho there and \text{ and } T(z, x) have finite limiting values when \hat{\nabla} is regular as we have assumed. Therefore, for such variations

\begin{align*}
\hat{\nabla}^{-1}\delta \hat{\nabla}(x) &= (V^{-1}\delta V)_\xi(x) + \int_0^\chi T(x, z)\left(\frac{1}{u} \sqrt{\rho}D_z(\sqrt{\rho}(V^{-1}\delta V)_t)\right)_z T(z, x)dz. \quad (79)
\end{align*}

This applies in particular to variations of \chi generated by the Poisson bracket (54), which diverge only as \rho \to 0 as the axis is approached. We are thus ready to calculate the Poisson bracket between the \hat{\nabla}. The formula (79) expresses logarithmic variations \hat{\nabla}^{-1}\delta \hat{\nabla} of \hat{\nabla} in terms of logarithmic variations of \chi. If we denote the logarithmic bracket \hat{\nabla}^{-1}(\chi_1)\hat{\nabla}^{-1}(\chi_2)\{\hat{\nabla}(\chi_1), \hat{\nabla}(\chi_2)\} of the field \hat{\nabla} by \hat{A}(\chi_1, \chi_2) \equiv \hat{A}_{\rho}(\chi_1, \chi_2), then (79) shows that the logarithmic bracket of the deformed zweibein \hat{\nabla}(x_1) with the undeformed zweibein \hat{\nabla}(x_2) is
\[ \frac{1}{\hat{V}} \frac{d^2}{d^2} \left\{ \hat{V}, \hat{V} \right\} = A_{\theta \theta}(x_1, x_2) + \int_{0}^{u_i} T(x_i, z) \left( \frac{\rho D_z \sqrt{\rho A_{\theta \theta}(z, x_2)}}{l_i} \right) \frac{1}{\hat{V}(z, x_1)} dz. \]  

(80)

The fields inside the round brackets in the integrand are evaluated at \( z \), as the subscript indicates, and \( l_i \) is of course the deformation parameter of \( \frac{1}{\hat{V}}, \frac{1}{\hat{V}} \), and \( T \).

Differentiating the expression (54) for the \( \overline{\hat{A}}_{\hat{\theta} \hat{\theta}}(z_1, z_2) \) of the logarithmic bracket of the undeformed zweibein yields the relations

\[ D_{z_1} \left[ \sqrt{\rho_1} A_{\theta \theta}(z_1, z_2) \right] = 16\pi G_2 \frac{\delta(z_1 - z_2)}{\sqrt{\rho_2}} \Omega_{\theta \theta}, \]  

(81)

\[ D_{z_2} \left[ \sqrt{\rho_2} A_{\theta \theta}(z_1, z_2) \right] = -16\pi G_2 \frac{\delta(z_1 - z_2)}{\sqrt{\rho_1}} \Omega_{\theta \theta}. \]  

(82)

The first of these allows us to evaluate the \( A_{\theta \theta} \) contribution to the integral in (80), yielding:

\[ \frac{1}{\hat{V}} \frac{d^2}{d^2} \left\{ \hat{V}, \hat{V} \right\} = A_{\theta \theta}(x_1, x_2) + 16\pi G_2 \frac{\rho_1}{\rho_2} \frac{T(x_1, x_2) \Omega_{\theta \theta} T(x_2, x_1) \Omega_{\theta \theta}}{} \int_{0}^{u_i} T(x_i, z) \left( \frac{\rho D_z \sqrt{\rho A_{\theta \theta}(z, x_2)}}{l_i} \right) \frac{1}{\hat{V}(z, x_1)} dz. \]  

(83)

Here \( \Theta(x, y) = \int_{0}^{y} \delta(z - x) dz \) is the distribution corresponding to the step function which is 1 if \( x < y \) and 0 otherwise. Note that the Dirac delta and the step \( \Theta \) are order 0 distributions, that is Radon measures, so their products with continuous functions are well defined.

In this derivation we have committed the following small sin: the variation of \((u - 1)\frac{1}{\hat{V}} \frac{d^2}{d^2} \left\{ \hat{V}, \hat{V} \right\} \) is not an integrable function but rather a distribution, so (67) is not justified. This can be remedied by smearing with a continuous test function of \( x_2 \) supported on a compact subset of \( x_2 > 0 \). From the expression (54) it is clear that smearing \( A_{\theta \theta} \) in \( x_2 \) produces a \( C^1 \) function of \( x_1 \) which diverges as \( 1/\sqrt{\rho} \) at the axis. Equation (75) then shows that the corresponding \( \delta\left((u - 1)\frac{1}{\hat{V}} \frac{d^2}{d^2} \left\{ \hat{V}, \hat{V} \right\} \right) \) is integrable, so (67) holds. The calculation can then proceed, yielding the \( \overline{\hat{g}}_{\hat{\theta} \hat{\theta}} \) component of the bracket \( \frac{1}{\hat{V}} \frac{d^2}{d^2} \left\{ \hat{V}, \hat{V} \right\} \) as a distribution in \( x_2 \). This is the part of the bracket we will actually use, but we note that the calculation can be justified in the same way for all components of this bracket if a suitable gauge, such as upper triangular gauge, is chosen for \( \hat{V} \) so that all components of \( A \) are determined by \( A_{\theta \theta} \). (This does not mean that (83) is only valid in certain gauges, rather it is in certain gauges that it is evident that the calculation is valid. The result can then be expressed in any gauge, taking always the form (83).)

Applying (79) again, this time to the variation of \( \frac{1}{\hat{V}} \frac{d^2}{d^2} \left\{ \hat{V}, \hat{V} \right\} \) generated by \( \frac{1}{\hat{V}} \frac{d^2}{d^2} \left\{ \hat{V}, \hat{V} \right\} \), an expression for the logarithmic bracket of \( \hat{V}(x_1) \) with \( \hat{V}(x_2) \) is obtained:
\[
\begin{align*}
\frac{1}{2} \dot{\mathcal{V}}^{-1} \frac{1}{2} \dot{\mathcal{V}}^{-1} \{\mathcal{V}, \dot{\mathcal{V}}\} &= 12 \mathfrak{h}_g(x_1, x_2) + 16\pi G_2 \left(\frac{\dot{u}}{u}\right) \frac{1}{12} T(x_1, x_2) \Omega \frac{1}{12} T(x_2, x_1) \Theta(x_2, x_1) \\
&- 16\pi G_2 \left(\frac{\dot{u}}{u}\right) \frac{1}{12} \frac{2}{2} T(x_2, x_1) \Omega \frac{1}{12} T(x_1, x_2) \\
&+ 16\pi G_2 \int_{0}^{\rho} T(x_2, z) \left(\frac{\dot{u}}{u}\right) \frac{1}{12} \frac{2}{2} \sqrt{\mathcal{D}_c} \frac{\mathcal{O}}{\mathcal{D}_c} T(x_1, z) \Omega \frac{1}{12} T(z, x_1) \Theta(z, x_1) \right) \frac{2}{2} T(z, x_2) dz \\
&+ \int_{0}^{\rho} T(x_1, z) \left(\frac{\dot{u}}{u}\right) \frac{1}{12} \frac{2}{2} \sqrt{\mathcal{D}_c} \frac{\mathcal{O}}{\mathcal{D}_c} \Theta(x_2, x_1) \right) \frac{2}{2} T(z, x_1) dz \\
&+ \int_{0}^{\rho} T(x_2, z) \left(\frac{\dot{u}}{u}\right) \frac{1}{12} \frac{2}{2} \sqrt{\mathcal{D}_c} \frac{\mathcal{O}}{\mathcal{D}_c} \Theta(x_1, x_2) \right) \frac{2}{2} T(z, x_2) dz
\end{align*}
\]

(84)

where \( l_i \) is the deformation parameter of \( \dot{\mathcal{V}}, \dot{u}, \) and \( \mathcal{T} \). The relation (82) has been used to obtain the second line.

Here we are faced once more with the problem that the variation of \((u - 1)\mathcal{V} \mathcal{P}_\mathcal{V} \mathcal{V}^{-1} \) this time generated by \( \dot{\mathcal{V}} \) is not in general an integrable function. This can be avoided by smearing \( \dot{\mathcal{V}} \) over \( x_1 \) or \( l_i \), or both, with a test function. Since we are ultimately interested in the Poisson brackets of the fields \( \mathcal{U}(I) \), that is of \( \dot{\mathcal{V}}(x; I) \) with \( I = \rho(x) \), we will smear with test functions supported on such \( x, I \). However, before undertaking that calculation, in section 5.3, we will calculate the bracket \( \frac{1}{2} \dot{\mathcal{V}}^{-1} \frac{1}{2} \dot{\mathcal{V}}^{-1} \{\dot{\mathcal{V}}, \dot{\mathcal{V}}\} \) in the case \( x_1 \neq x_2, \rho(x_i) \leq l_i \), which can be done without smearing. This in fact suffices to determine \( \{\mathcal{U}(I_1), \mathcal{U}(I_2)\} \) in all cases except \( l_1 = l_2 \). The task of section 5.3 thus reduces essentially to determining the singular distributional component of \( \{\mathcal{U}(I_1), \mathcal{U}(I_2)\} \) at \( l_1 = l_2 \).

Let us therefore evaluate the expression (84) for the bracket \( \frac{1}{2} \dot{\mathcal{V}}^{-1} \frac{1}{2} \dot{\mathcal{V}}^{-1} \{\dot{\mathcal{V}}, \dot{\mathcal{V}}\} \) with the restriction \( x_2 < x_1, \rho(x_i) \leq l_i \). (The bracket can be evaluated for \( x_2 > x_1, \rho(x_i) \leq l_i \) in an entirely analogous manner, calculating first \( \frac{1}{2} \dot{\mathcal{V}}^{-1} \frac{1}{2} \dot{\mathcal{V}}^{-1} \{\dot{\mathcal{V}}, \dot{\mathcal{V}}\} \).) The restrictions on \( x_1 \) and \( x_2 \) ensure that \( \frac{1}{2} \dot{\mathcal{V}}^{-1} \frac{1}{2} \dot{\mathcal{V}}^{-1} (\{\dot{\mathcal{V}}, \dot{\mathcal{V}}\}) \) is \( C^1 \) in \( z \in (0, x_2) \), or indeed as smooth as \( \mathcal{V} \) is, since they guarantee that \( z \) never gets to the step at \( x_1 \), and that \( \rho(z) \leq \rho(x_2) < \rho(x_1) \leq l_i \). Its only singularity is a \( 1/\sqrt{\rho(z)} \) as \( z \) approaches 0. Thus our calculation of the \( \mathfrak{h}_g \) component of \( \frac{1}{2} \dot{\mathcal{V}}^{-1} \frac{1}{2} \dot{\mathcal{V}}^{-1} \{\dot{\mathcal{V}}, \dot{\mathcal{V}}\} \) is valid, by the same argument that justified the calculation of \( \frac{1}{2} \dot{\mathcal{V}}^{-1} \frac{1}{2} \dot{\mathcal{V}}^{-1} \{\dot{\mathcal{V}}, \dot{\mathcal{V}}\} \) above. Moreover, as in that case this justification can be extended to all components of \( \frac{1}{2} \dot{\mathcal{V}}^{-1} \frac{1}{2} \dot{\mathcal{V}}^{-1} \{\dot{\mathcal{V}}, \dot{\mathcal{V}}\} \) by adopting a suitable gauge for \( \mathcal{V} \) in intermediate stages of the calculation.

Our strategy will be to express the integrand of the third term in (84) as a total derivative, allowing us to integrate this term in closed form. Because \( z \leq x_2 < x_1 \) the factor in brackets in this term can be written as

25
\[
\left( \frac{2}{l_2} \sqrt{\rho} D_{z} \left[ \frac{1}{l_1} \sqrt{\rho} T(x_1, z) \Omega_k T(z, x_1) \right] \right)_z
\]

\[
= \frac{1}{T(x_1, z)} \left( \frac{2}{l_2} \sqrt{\rho} \partial_z \left[ \frac{1}{l_1} \sqrt{\rho} \right] \Omega_k + \frac{1}{l_1 l_2} \rho \left[ J + \frac{2}{l_1} \Omega_k \right] \right) \frac{1}{T(z, x_1)}. \tag{85}
\]

To simplify this expression we make use of two identities,

\[
\frac{1}{l_1 l_2} \rho = -\frac{1}{l_1 - l_2} \left( \frac{u}{z} - \frac{2}{u} \right) \tag{86}
\]

and

\[
\frac{2}{l_2} \sqrt{\rho} \partial_z \left[ \frac{1}{l_1} \sqrt{\rho} \right] = -\frac{1}{l_1 - l_2} \partial_z \left( \frac{u}{z} - \frac{2}{u} \right). \tag{87}
\]

The first identity follows immediately from

\[
\left( \frac{1}{l_1} - \frac{2}{z} \right) \left( \frac{1}{l_2} \right) - \frac{1}{l_1 l_2} \rho = \frac{1}{l_1} \left[ \frac{1}{l_2} - \frac{1}{z} \right] = l_1 l_2 \left( \frac{1}{l_1} - \frac{1}{l_2} \right) = l_2 - l_1. \tag{88}
\]

To demonstrate the second identity note that

\[
\frac{2}{l_2} \sqrt{\rho} \partial_z \left( \frac{1}{l_1} \sqrt{\rho} \right) + \frac{u}{l_1} \sqrt{\rho} \partial_z \left( \frac{2}{l_2} \sqrt{\rho} \right) = \partial_z \left[ \frac{1}{l_1} \sqrt{\rho} \right] = -\frac{1}{l_1 - l_2} \partial_z \left( \frac{u}{z} - \frac{2}{u} \right). \tag{89}
\]

and that

\[
\frac{2}{l_2} \sqrt{\rho} \partial_z \left( \frac{1}{l_1} \sqrt{\rho} \right) - \frac{u}{l_1} \sqrt{\rho} \partial_z \left( \frac{2}{l_2} \sqrt{\rho} \right) = \left[ \partial_z \ln \left( \frac{1}{l_1} \sqrt{\rho} \right) - \partial_z \ln \left( \frac{2}{l_2} \sqrt{\rho} \right) \right] \frac{1}{l_1 l_2} \rho \tag{90}
\]

\[
= -\frac{1}{l_1 - l_2} \left( \frac{u}{z} - \frac{2}{u} \right) \left( \frac{\partial_z u}{u} - \frac{\partial_z 2}{2 u} \right), \tag{91}
\]

\[
= -\frac{1}{l_1 - l_2} \partial_z \left( \frac{u}{z} + \frac{2}{u} \right). \tag{92}
\]

Adding these equations yields (87).

Substitution of the two identities (86) and (87) reduces (85) to

\[
-\frac{1}{l_1 - l_2} T(x_1, z) \left( \partial_z \left[ \frac{1}{l_1} \sqrt{\rho} \right] \Omega_k + \left( \frac{1}{l_1} - \frac{2}{l_2} \right) \frac{1}{l_1} \Omega_k \right) \frac{1}{T(z, x_1)}. \tag{93}
\]

This expression looks like it is singular at \( l_1 = l_2 \), but this is not so if \( z < x_2 < x_1 \). The coefficient of \( 1/(l_1 - l_2) \) has a regular zero at \( l_1 = l_2 \) which cancels the divergence. The only real divergence is an integrable one at \( z = x_2 \) when \( \rho(x_2) = l_2 \).
Now let us analyze the commutator term. $[Q + \frac{2}{1}Q, \Omega_t] = 0$, because $\Omega_t$ is invariant under the simultaneous adjoint action of $H$ on both $\mathfrak{g}$ and $\mathfrak{h}$, so
\begin{equation}
\frac{1}{1} [J + Q, \Omega_t] = \frac{1}{1} [J - Q, \Omega_t] = \frac{1}{1} [P, \Omega_t].
\end{equation}
(94)
Similarly, because $\Omega_0$ is invariant under the simultaneous adjoint action of all $G$ on $\mathfrak{g}$ and $\mathfrak{h}$,
\begin{equation}
0 = \frac{1}{1} [P + \frac{2}{1}P, \Omega_0] = \frac{1}{1} [P + \frac{2}{1}P, \Omega_0 + \Omega_t].
\end{equation}
(95)
Since
\begin{equation}
\frac{1}{1} [P, \Omega_b] \in \mathfrak{k} \otimes \mathfrak{h}, \quad \frac{2}{1} [P, \Omega_b] \in \mathfrak{h} \otimes \mathfrak{k}, \quad \frac{1}{1} [P, \Omega_t] \in \mathfrak{h} \otimes \mathfrak{k}, \quad \frac{2}{1} [P, \Omega_t] \in \mathfrak{k} \otimes \mathfrak{h},
\end{equation}
(96)
(95) implies that $\frac{1}{1} [P, \Omega_t] = -\frac{2}{1} [P, \Omega_b]$ and $\frac{2}{1} [P, \Omega_t] = -\frac{1}{1} [P, \Omega_b]$. It follows that
\begin{equation}
\frac{2}{1} \frac{1}{u} [\hat{P}, \Omega_t] = -\frac{2}{1} [\hat{P}, \Omega_b] \quad \text{and} \quad \frac{2}{1} \frac{1}{u} [\hat{P}, \Omega_t] = -\frac{1}{1} [\hat{P}, \Omega_b],
\end{equation}
(97)
and therefore that
\begin{equation}
\left( \frac{1}{1} \frac{2}{u} \frac{2}{u} \right) \frac{1}{1} [P, \Omega_t] = \frac{1}{1} \frac{1}{u} [P, \Omega_t] + \frac{2}{1} [P, \Omega_b] = \frac{1}{1} \frac{1}{u} [P, \Omega_t] + \frac{1}{1} \frac{2}{u} [P, \Omega_t] + \frac{1}{1} \frac{2}{u} [P, \Omega_b] = \frac{1}{1} \frac{2}{u} [P, \Omega_t] + \Omega_b.
\end{equation}
(98)
These results allow us to write the third term of (84) as
\begin{equation}
-16 \pi G_2 \frac{2}{L_1 - L_2} \int_0^{x_2} \frac{1}{T(x_2, z)} \frac{1}{T(x_1, z)} \left( \partial_z \left( \frac{1}{u} \Omega_t \right) + \frac{1}{u} \frac{2}{u} \Omega_t \right) \frac{1}{T(z, x_1)} \frac{1}{T(z, x_2)} \frac{1}{dz}.
\end{equation}
(99)
As mentioned earlier, the logarithmic bracket $\mathcal{V}^{\mathbf{1}} \mathcal{V}^{-1} \{ \mathcal{V}, \mathcal{V} \}$ is also well defined, without smearing, when $x_2 > x_1$ (and $\rho(x_i) \leq l_i$). To calculate it in this case one first evaluates $\mathcal{V}^{\mathbf{1}} \mathcal{V}^{-1} \{ \mathcal{V}, \mathcal{V} \}$ in analogy with (80)–(83), and then one applies (79) to the variation of $\mathcal{V}$ generated by $\mathcal{V}$ to obtain $\mathcal{V}^{\mathbf{1}} \mathcal{V}^{-1} \{ \mathcal{V}, \mathcal{V} \}$. It follows immediately from the antisymmetry of the bracket of the undeformed zweibein $\mathcal{V}$ that
\begin{equation}
\mathcal{V}^{\mathbf{1}} \mathcal{V}^{-1} \{ \mathcal{V}, \mathcal{V} \} = -2 \mathcal{V}^{-1} \{ \mathcal{V}, \mathcal{V} \}.
\end{equation}
(100)
But applying (79) to the bracket on the right side of this equation yields precisely the expression (84) with the roles of 1 and 2 reversed. Because $x_1 < x_2$ our argument for the validity of this expression for the bracket applies, as does our calculation of the third term in (84).
In conclusion, the bracket of the deformed zweibeine $\hat{V}$ and $\hat{V}$ is well defined without smearing when $x_2 \neq x_1$ and $\rho(x_1) < l_1$, and it is antisymmetric under interchange of 1 and 2. Explicitly the logarithmic bracket is

\[
\begin{align*}
\hat{V}^{-1}(x_1) \hat{V}^{-1}(x_2) \{ \hat{V}(x_1), \hat{V}(x_2) \} &= \hat{A}_{\hat{\theta}\theta}(x_1, x_2) \\
&+ 16\pi G_2 \left( \int \rho \right) \left( \frac{u}{\sqrt{\bar{u}}} \right)_{x_2} \hat{T}(x_1, x_2) \Omega \hat{T}(x_2, x_1) \hat{\Theta}(x_2, x_1) \\
&- 16\pi G_2 \left( \int \rho \right) \left( \frac{u}{\sqrt{\bar{u}}} \right)_{x_1} \hat{T}(x_2, x_1) \Omega \hat{T}(x_1, x_2) \hat{\Theta}(x_1, x_2) \\
&- 16\pi G_2 \left( \int \rho \right) \left( \frac{u}{\sqrt{\bar{u}}} \right)_{x_1} \hat{T}(x_2, x_1) \Omega \hat{T}(x_1, x_2) \hat{\Theta}(x_1, x_2) \\
&+ 16\pi G_2 \left( \int \rho \right) \left( \frac{u}{\sqrt{\bar{u}}} \right)_{x_2} \hat{T}(x_1, x_2) \Omega \hat{T}(0, x_1) \hat{\Theta}(0, x_2) \\
&+ \int_0^{x_2} \hat{T}(x_1, z) \left( \frac{u}{\sqrt{\bar{u}}} \right)_{x_1} \frac{12}{\bar{u}^2} \hat{\Theta}(z, x_1) dz \\
&+ \int_0^{x_2} \hat{T}(x_2, z) \left( \frac{u}{\sqrt{\bar{u}}} \right)_{x_2} \frac{12}{\bar{u}^2} \hat{\Theta}(z, x_2) dz.
\end{align*}
\]  

(101)

This expression is almost entirely algebraic. The integrals that remain in (101) involve only the gauge components $A_{\theta\theta}$ and $A_{\theta\theta}$ of $A$. They cannot be evaluated without fixing a particular gauge, but on the other hand they do not influence the brackets of the deformed conformal metric $\mathcal{E}$, which is gauge invariant.

The restriction $x_1 \neq x_2$ is in fact not essential for the validity of (101). If $\rho(x_i)$ is strictly smaller than $l_1$ for one of the arguments $\hat{V}$ then (101) holds as a distributional equality, without the restriction $x_1 \neq x_2$. This is easily established by calculating the bracket with $\hat{V}$ smeared with a test function supported on $x_i < \rho^{-1}(l_i)$. The only cases that are really excluded are $l_1 = \rho(x_1) = \rho(x_2) = l_2$, and of course the case in which one or both of the $\rho(x_i)$ strictly exceeds $l_i$ - a case we have not attempted to address here.

Equation (101) suffices for the calculation of the brackets $\{ \mathcal{U}(l_1), \mathcal{U}(l_2) \}$ and $\{ \mathcal{E}(l_1), \mathcal{E}(l_2) \}$ save in the case $l_1 = l_2$, which will be treated in the next section.

5.3. The poisson brackets of $\mathcal{U}$

Recall that the deformed conformal metric at $r \in N_v$ is $\mathcal{E}(r) = \mathcal{U}(r) \mathcal{U}'(r) = \hat{V}(r; r) \hat{V}'(r; r)$ (see section 3). The Poisson bracket between the deformed conformal metric at deformation point $r_1$ and at deformation point $r_2$ is therefore
\[ \{ \mathcal{E}, \mathcal{E} \} = \{ [U_t, \hat{U}] \hat{U}' + \hat{U} [\hat{U}', U_t] \hat{U}' + \hat{U} (U_t U_t') \hat{U}' + \hat{U} U_t U_t' \} \]  \hspace{1cm} (102)  

This sum is nothing but (4 times) the symmetrization of the first term on the indices of space 1 and on the indices of space 2. It is therefore easily evaluated in terms of the logarithmic bracket \( \hat{U}^{-1} \hat{U}^{-1} \{ \hat{U}, \hat{U} \} \); if \( \mathcal{C} \) denotes this logarithmic bracket, then the first term in (102) is \( \hat{U} \hat{U} \mathcal{C} \hat{U}' \hat{U}' \), and the bracket of the deformed conformal metrics is  
\[ \{ \mathcal{E}, \mathcal{E} \} = \hat{U} \hat{U} \mathcal{C} + \mathcal{C}' \mathcal{C}' - \mathcal{C}' \mathcal{C}' \hat{U}' \hat{U}' , \]  \hspace{1cm} (103)  

where a pre-superscript \( t \) indicates transposition in space 1 while a post-superscript \( t \) indicates transposition in space 2. Now note that \( \mathcal{C} \) is an element of \( \mathfrak{g} \otimes \mathfrak{g} \) and that \( \mathfrak{t} \) is the symmetric subspace of \( \mathfrak{g} = \mathfrak{sl}(2, \mathbb{R}) \); \( \frac{1}{2} (a + a') \) is the \( \mathfrak{t} \) component of \( a \in \mathfrak{g} \). Thus  
\[ \{ \mathcal{E}, \mathcal{E} \} = 4 \hat{U} \hat{U} \mathcal{C} \mathfrak{t} \mathfrak{t} \mathcal{U}' \mathcal{U}' . \]  \hspace{1cm} (104) 

In this expression we calculate \( \mathcal{C} \mathfrak{t} \mathfrak{t} = \{ \hat{U}^{-1} \hat{U}^{-1} \{ \hat{U}, \hat{U} \} \} \mathfrak{t} \mathfrak{t} \).

An expression for \( \mathcal{C} \mathfrak{t} \mathfrak{t} \) can be obtained from equation (101) for the logarithmic bracket of \( \hat{\mathcal{V}} \) by setting the field points of \( \hat{\mathcal{V}} \) and \( \hat{\mathcal{V}} \) equal to their deformation points and projecting to \( \mathfrak{t} \otimes \mathfrak{t} \). Projecting to \( \mathfrak{t} \) in both space 1 and space 2 immediately eliminates the gauge dependent integrals in lines 7 and 8 of (101). It also eliminates the terms containing factors of \( \Omega_{\mathfrak{g}} \) in lines 4 and 5, and the \( \mathfrak{h} \) contributions to \( A_{\mathfrak{g}} \) in line 1. (It does not eliminate the \( \Omega_{\mathfrak{h}} \) term in line 6 because there \( \Omega_{\mathfrak{h}} \) is multiplied by parallel transport matrices in both space 1 and space 2.) Further terms vanish because \( \hat{u}(x_1) \) and \( \hat{u}(x_2) \) are zero when the field points coincide with the corresponding deformation points: when this is the case \( \rho(x_1) = l_1 \), so \( \hat{u}(x_1) = \sqrt{1 - \frac{1}{l_1^2}} = 0 \). Meanwhile the values \( \hat{u}(x_2) = \frac{1}{\sqrt{1 - \frac{1}{l_2^2}}} \) and \( \hat{u}(x_1) = \frac{1}{\sqrt{1 - \frac{1}{l_1^2}}} \) are finite, assuming \( l_1 \neq l_2 \). All that is left, ultimately, is the projection on \( \mathfrak{t} \otimes \mathfrak{t} \) of line 6:  
\[ \mathcal{C} \mathfrak{t} \mathfrak{t} = \frac{16 \pi G_2}{l_1 - l_2} \left[ \frac{1}{2} T(x_1, 0) T(x_2, 0) \Omega_{\mathfrak{g}} T(0, x_1) T(0, x_2) \right] \mathfrak{t} \mathfrak{t} . \]  \hspace{1cm} (105) 

This expression is not defined when \( l_1 = l_2 \). In fact it cannot even be interpreted as a distribution on any domain that includes the line \( l_1 = l_2 \), because the function \( \frac{1}{l_1^2 - l_2^2} \) is not locally integrable and therefore does not define a distribution. However, if one takes care to smear the logarithmic variations of \( \hat{U} \) and \( \hat{U} \) with test functions throughout the calculation of the bracket one does obtain a distribution on the domain \( l_1 > 0, l_2 > 0 \), namely  
\[ \mathcal{C} \mathfrak{t} \mathfrak{t} = 16 \pi G_2 p.v. \left( \frac{1}{l_1 - l_2} \right) \left[ \frac{1}{2} T(x_1, 0) T(x_2, 0) \Omega_{\mathfrak{g}} T(0, x_1) T(0, x_2) \right] \mathfrak{t} \mathfrak{t} , \]  \hspace{1cm} (106)  

where \( p.v. \left( \frac{1}{l_1 - l_2} \right) \) is the Cauchy principal value of \( \frac{1}{l_1 - l_2} \), a distribution defined by  
\[ \int_{\mathbb{R}^2} f(l_1, l_2) p.v. \left( \frac{1}{l_1 - l_2} \right) d^2 l = \lim_{\epsilon \to 0^+} \int_{|l_1 - l_2| > \epsilon} f(l_1, l_2) \frac{1}{l_1 - l_2} d^2 l. \]  \hspace{1cm} (107) 

Note that the right side of this definition may be rewritten as  
\[ \lim_{\epsilon \to 0^+} \int_{l_1 > l_2 + \epsilon} \frac{f(l_1, l_2) - f(l_2, l_1)}{l_1 - l_2} d^2 l = \int_{l_1 > l_2} \frac{f(l_1, l_2) - f(l_2, l_1)}{l_1 - l_2} d^2 l. \]  \hspace{1cm} (108)
\[ = \int_{\mathbb{R}^2} \frac{1}{2} [f(l_1, l_2) - f(l_2, l_1)] \frac{1}{l_1 - l_2} \, dl_1. \quad (109) \]

That is, it is just \( \frac{1}{l_1 - l_2} \) integrated against the antisymmetric component of the test function \( f \).

Note also that \( p \cdot \nabla \left( \frac{1}{l_1 - l_2} \right) \) is an order 1 distribution: it is a continuous linear functional on compactly supported \( C^1 \) test functions. Its products with \( C^1 \) functions are therefore defined. This means that the product (106) is defined as a distribution provided \( T(0, r; r) \) is \( C^1 \) in \( l = \rho(r) \). And it is, as we shall now see, because \( V \) and \( \rho \) are assumed to be smooth on \( \mathcal{N}_L \).

In fact, the smoothness of \( V \) as a function of \( \rho \) implies that the holonomy \( T(p, r, r) \) is smooth in the variables \( s = \sqrt{1 - \frac{\rho}{l(r)}} \) and \( l \); since \( \rho \) is smooth and monotonic it can be used as a chart on \( \mathcal{N}_L \) and \( T(p, r, r) \) may be expressed as a function of \( \rho(r) = l \) and \( \rho(p) \), which will be called just \( \rho \) here. (We have avoided using the field \( \rho \) as a coordinate in order to keep it visible in our formalism, but we will make an exception in this section.) The function \( T(p, l, l) \) is determined by the initial value problem

\[
T(p, l, l)|_{l=0} = \mathbb{I}, \quad \left( \frac{\partial T}{\partial p} \right) = -\left[ Q_\rho(p) + uP_\rho(p) \right] T, \quad (110)
\]

where \( Q_\rho \) and \( P_\rho \) are the \( \mathfrak{h} \) and \( \ell \) components of \( V^{-1}\partial_\rho V \), which are smooth in \( \rho \) because \( V \) is. Changing to the variables \( s, l \) the initial value problem becomes

\[
T(s, l, l)|_{s=0} = \mathbb{I}, \quad \left( \frac{\partial T}{\partial s} \right) = 2[sQ_\rho(l[1 - s^2]) + P_\rho(l[1 - s^2])] T. \quad (111)
\]

Since the right side is \( C^\infty \) in \( s, l \) and \( T \), it follows that the solution is \( C^\infty \) in \( s \) and \( l \). See for instance chapter II, section 4 of [Lef77].

Let us demonstrate (106). As a first step consider the logarithmic variation of \( \mathcal{U} \) corresponding to a given smooth variation of \( V \), smeared with a smooth \( \ell \) valued test function \( \varphi \) of \( l \). By (79) it takes the value

\[
\int_0^\infty \text{tr}[\varphi \mathcal{U}^{-1} \delta \mathcal{U}] \, dl = \int_0^\infty dl \int_0^\infty d\rho \text{tr}[T(p, l) \varphi T(l, \rho) \frac{U}{\sqrt{\rho}(\sqrt{\rho}(V^{-1} \delta V)\ell)\ell}]. \quad (112)
\]

We shall suppose that the support of \( \varphi \) is compact and excludes \( l = 0 \).

The integrand is integrable because it is the product of a continuous function of compact support in the domain of integration with a locally integrable function, \( u \), so the order of integration may be reversed giving

\[
\int_0^\infty \text{tr}[\varphi \mathcal{U}^{-1} \delta \mathcal{U}] \, dl = \int_0^\infty d\rho \text{tr}[F(\sqrt{\rho}D_\rho(\sqrt{\rho}(V^{-1} \delta V)\ell)\ell)], \quad (113)
\]

with

\[
F(\rho) = \int_0^\infty T(p, l) \varphi(l) T(l, \rho) \frac{U}{\ell} dl. \quad (114)
\]

Suppose now that the variation of \( V \) is that generated via the Poisson bracket by \( \tilde{V} \) at a point \( x_2 \). Then, by (81)
\[
\int_0^\infty \frac{1}{\rho} \text{tr} \left[ \frac{1}{2} (\mathcal{U}^{-1} \mathcal{V}^{-1} \mathcal{V} - \mathcal{U}^{-1} \mathcal{U}) \right] \text{d}l_1 = 16\pi G_2 \text{tr} \left[ \frac{1}{2} \mathcal{V} \partial_\rho \mathcal{V} \right].
\] (115)

(To better distinguish it from \(\mathcal{V}\), \(\mathcal{V}\) has been labeled with a 1, as have the remaining variables appearing in the left side of (113) and the representation space in which \(\mathcal{V}\) acts.) Of course the variation of \(\mathcal{V}\) generated by \(\tilde{\mathcal{V}}(x_2)\) is not smooth, it must be smeared in \(x_2\) before (113) can be applied, so (115) is a distributional equation.

Equation (115) provides an expression for the \(i\) component of the logarithmic variation of \(\mathcal{V}\) generated via the Poisson bracket by the logarithmic phase space gradient \(\frac{1}{2} \mathcal{U}^{-1} \mathcal{U}\) smeared with \(\tilde{\varphi}\). Substituting this logarithmic variation into (113) yields the expression
\[
\int_0^\infty \text{d}l_2 \int_0^\infty \text{d}l_1 \tilde{\varphi} \frac{1}{2} \mathcal{U}^{-1} \mathcal{V}^{-1} \mathcal{V} \mathcal{U} \mathcal{U} = 16\pi G_2 \int_0^\infty \text{d}\rho \tilde{\varphi} \mathcal{V} \partial_\rho \mathcal{V} \mathcal{U} \mathcal{U} \] (116)

for the logarithmic bracket of \(\frac{1}{2} \mathcal{U} \) and \(\mathcal{V} \) smeared with test functions \(\tilde{\varphi}\) and \(\tilde{\varphi}\). Note that at any given phase space point \(\omega\) the smeared logarithmic bracket on the left side of the equation may be viewed as the bracket between the smeared fields \(\int_0^\infty \text{tr} \left[ \tilde{\theta} \mathcal{U} \text{d}l \right] \) with \(\tilde{\theta} = \tilde{\varphi} \mathcal{U}(\omega)^{-1}\), which is perhaps a more conventional way of defining a smeared Poisson bracket.

In the preceding calculation (79) was assumed to be valid for the logarithmic variation of \(\mathcal{V}\) defined by (115), which requires that \(F_t\) is sufficiently regular. In fact \(F_t\) is a \(C^1\) function of \(\rho\) on its integral domain \([0, \infty)\), which is more than sufficient. To see this consider first the case \(\rho < h_{\text{min}}/2\), where \(h_{\text{min}} > 0\) is the minimum of \(l\) in the support of \(\varphi\). For such \(\rho\) the continuity of \(\partial_\rho F / \partial \rho\) is easily established using the fact that both the integrand of (114) and its derivative in \(\rho\) are continuous, and that the support of \(\varphi\) is compact. If on the other hand \(\rho > 0\) \(F\) may be reexpressed as an integral over \(a = l/\rho\):
\[
F(\rho) = \int_1^\infty \phi \left( \frac{1}{a} \right) \text{d}a
\] (117)

with \(\phi(\rho, a) = T(\rho, \rho a; \rho a) \varphi(\rho a) T(\rho a, \rho; \rho a)\). Since \(T\) is a \(C^1\) function of \(s\) and \(l\), it is also a \(C^1\) function of \(\rho\) and \(t = \sqrt{a - T}\), because \(s = t/\sqrt{F} + 1\) and \(l = \rho(\sqrt{F} + 1)\) are smooth functions of \(\rho\) and \(t\). It follows that \(\partial_\rho \phi\) is continuous in \(\rho\) and \(a\). Since it is also of compact support in \(a\), and \(a = (1 - a^{-1})^{-1/2}\) is locally integrable, the \(\rho\) derivative of the integrand \(\phi \frac{\partial}{\partial \rho}\) of (117) is integrable over the two dimensional domain \(a \in [1, \infty), \rho \in [\rho_1, \rho_2]\), for any \(\rho_2 \geq \rho_1 > 0\). Thus
\[
F(\rho_2) = F(\rho_1) + \int_1^{\rho_1} \text{d}a \int_{\rho_1}^{\rho_2} \frac{\text{d}\rho \partial_\rho \phi}{\rho}
\] (118)

and by Fubini’s theorem the order of integration may be reversed. It follows that \(\partial F / \partial \rho\) is the \(a\) integral of \(\partial_\rho \phi \frac{\partial}{\partial \rho}\) and, by dominated convergence, that \(\partial F / \partial \rho\) is continuous.

To demonstrate (106) we must evaluate the right side of (116), that is \(16\pi G_2 \int_0^\infty H \text{d}\rho\) with
\[
H = \tilde{u} \frac{1}{2} \mathcal{U} \mathcal{V} \partial_\rho \mathcal{V} \mathcal{U} \mathcal{U} = \tilde{u} \left[ \frac{1}{2} \mathcal{U} \mathcal{V} \partial_\rho \mathcal{V} \mathcal{U} \mathcal{U} \right] + \frac{2}{\sqrt{F}} \frac{1}{2} \mathcal{U} \mathcal{V} \partial_\rho \mathcal{V} \mathcal{U} \mathcal{U}
\] (119)

Note that \(H\) is integrable because the \(\tilde{u}\) are \(C^1\) and of compact support, so \(\int_0^\infty H \text{d}\rho = \lim_{\rho_0 \to \rho_0^+} \int_{\rho_0}^\infty H \text{d}\rho\). When \(\rho_0 > 0\) the integral \(I(\rho_0) \equiv \int_{\rho_0}^\infty H \text{d}\rho\) may be expressed as an integral over \(\rho\) and \(a_1\) and \(a_2\) with \(a_i = l_i/\rho\):
\[ I(\rho_0) = \int_{\rho_0}^{\infty} d\rho \int_{1}^{\infty} da_1 \int_{1}^{\infty} da_2 \int_{1+\epsilon}^{\infty} da \left[ \frac{\partial}{\partial a} \right] [\Omega_t] \left( \frac{1}{2} \phi + a_1 \partial_{a_1} \phi - \rho [P, \phi] \right) \frac{1}{a_1 a_2}. \]  

(120)

Here we have used once more the fact that the \( \rho \) derivative may be taken inside the integral (117) for \( F \), so that \( dF/d\rho \) is the integral of

\[ \frac{[\partial_{\rho} \phi]}{a} = \left( \frac{\partial}{\partial \rho} \right) [\phi \rho] \frac{1}{a} = \left( -[J_{\rho}, \phi] + \frac{\rho}{\rho} \frac{[\partial_{\rho} \phi]}{\rho} \right) \frac{1}{a}. \]  

(121)

The integrand of (120) is also integrable because it is the product of a continuous function of compact support and a locally integrable factor \( \frac{1}{a} \); the first term in the bracket is continuous, and the remaining two terms sum to \( \rho \left( \frac{1}{\partial_{\rho} \phi} + \frac{1}{[Q_{\rho}, \phi]} \right) \phi \) which is also continuous; the integrand has compact support in the domain \( \rho > \rho_0 > 0 \) and \( a_i > 1 \) because \( l_i = \rho a_i \) are bounded in the supports of \( \phi \). It follows that \( I(\rho_0) \) can be expressed as the limit of the integral

\[ I(\rho_0) = \int_{\rho_0}^{\infty} d\rho \int_{1+\epsilon}^{\infty} da_1 \int_{1+\epsilon}^{\infty} da_2 \int_{1+\epsilon}^{\infty} da \left[ \frac{\partial}{\partial a} \right] [\Omega_t] \left( \frac{1}{2} \phi + a_1 \partial_{a_1} \phi - \rho [P, \phi] \right) \frac{1}{a_1 a_2}. \]  

(122)

as \( \epsilon > 0 \) tends to zero.

When \( a_1 \neq a_2 \) the integrand can be shown to be a divergence using two identities:

\[ \left( \frac{1}{2} \phi + a_1 \partial_{a_1} \phi \right) \frac{1}{a_1 a_2} = - \frac{1}{a_1 - a_2} \frac{1}{\mu} \left[ 1 + a_1 \partial_{a_1} + a_2 \partial_{a_2} \right] \phi \frac{1}{a_1 a_2} \]

\[ + \partial_{a_1} \left( \frac{a_1}{a_1 - a_2} \frac{\mu}{\mu} \phi \right) + \partial_{a_2} \left( \frac{a_2}{a_1 - a_2} \frac{\mu}{\mu} \phi \right). \]  

(123)

and

\[ \frac{1}{2} [P, \Omega_t] \frac{1}{a_1 a_2} = - \frac{1}{a_1 - a_2} \left[ J + \frac{1}{u} \Omega_t + \Omega_h \right]. \]  

(124)

The second follows immediately from (86) and (98). The first is related to (86) and (87) but is most easily verified by expanding the derivatives on the right side.

Applying these identities to the integrand of (122) one obtains

\[ \left( \frac{1}{2} \phi + a_1 \partial_{a_1} \phi - \rho [P, \phi] \right) [\Omega_t] \frac{1}{a_1 a_2} \]

\[ = - \frac{1}{a_1 - a_2} \frac{1}{\mu} \left[ 1 + a_1 \partial_{a_1} + a_2 \partial_{a_2} \right] \phi \frac{1}{a_1 a_2} [\Omega_t] + \frac{1}{a_1 - a_2} \rho \left[ J + \frac{1}{u} \Omega_t + \Omega_h \right] \]

\[ + \partial_{a_1} \left( \frac{a_1}{a_1 - a_2} \frac{1}{\mu} \phi \right) + \partial_{a_2} \left( \frac{a_2}{a_1 - a_2} \frac{1}{\mu} \phi \right). \]  

(125)
\[ = -\partial_\rho \left( \frac{1}{a_1 - a_2} \rho^{\frac{1}{2}} \text{tr} \left[ \frac{1}{u} \Omega_t + \Omega_b \right] \right) + \frac{1}{a_1 - a_2} [1 + a_1 \partial_{a_1} + a_2 \partial_{a_2}] \text{tr} \left[ \frac{1}{u} \Omega_t + \Omega_b \right] \]

\[ + \partial_{a_1} \left( \frac{1}{a_1 - a_2} \rho^{\frac{1}{2}} \text{tr} \left[ \frac{1}{u} \Omega_t + \Omega_b \right] \right) + \partial_{a_2} \left( \frac{1}{a_1 - a_2} \rho^{\frac{1}{2}} \text{tr} \left[ \frac{1}{u} \Omega_t + \Omega_b \right] \right) \] (126)

\[ = -\partial_\rho \left( \frac{1}{a_1 - a_2} \rho^{\frac{1}{2}} \text{tr} \left[ \frac{1}{u} \Omega_t + \Omega_b \right] \right) + \partial_{a_1} \left( \frac{1}{a_1 - a_2} \rho^{\frac{1}{2}} \text{tr} \left[ \frac{1}{u} \Omega_t + \Omega_b \right] \right) + \partial_{a_2} \left( \frac{1}{a_1 - a_2} \rho^{\frac{1}{2}} \text{tr} \left[ \frac{1}{u} \Omega_t + \Omega_b \right] \right). \] (127)

Note that the integrand of (122) is linear in the product \( \rho^{\frac{1}{2}} \) and thus in the product \( \varphi_1 \varphi_2 \) of the test functions. In the following we will resolve \( \rho^{\frac{1}{2}} \) into a component \( S \) that is symmetric under the interchange of the test functions \( \varphi_1 \) and \( \varphi_2 \), and a component \( A \) that is antisymmetric:

\[ A(\rho; l_1, l_2) = T(\rho, l_1) T(\rho, l_2) \frac{1}{2} \left( \varphi_1(l_1) \varphi_2(l_2) - \varphi_2(l_1) \varphi_1(l_2) \right) T(l_2, \rho) T(l_1, \rho) \] (128)

\[ S(\rho; l_1, l_2) = T(\rho, l_1) T(\rho, l_2) \frac{1}{2} \left( \varphi_1(l_1) \varphi_2(l_2) + \varphi_2(l_1) \varphi_1(l_2) \right) T(l_2, \rho) T(l_1, \rho), \] (129)

and we will treat the two corresponding components of the integrand differently. The \( A \) component will be expressed in the form (127), that is as

\[ \text{tr} \left[ \frac{1}{2} A + a_1 \partial_{a_1} A - \rho \text{tr} \left[ \frac{1}{a_1 - a_2} \rho \text{tr} \left[ \frac{1}{u} \Omega_t + \Omega_b \right] \right] \right] = -\partial_\rho \left( \rho \text{tr} \left[ \frac{1}{a_1 - a_2} \rho \text{tr} \left[ \frac{1}{u} \Omega_t + \Omega_b \right] \right] \right) \]

\[ + \partial_{a_1} \left( \rho \text{tr} \left[ \frac{1}{a_1 - a_2} \rho \text{tr} \left[ \frac{1}{u} \Omega_t + \Omega_b \right] \right] \right) + \partial_{a_2} \left( \rho \text{tr} \left[ \frac{1}{a_1 - a_2} \rho \text{tr} \left[ \frac{1}{u} \Omega_t + \Omega_b \right] \right] \right), \] (130)

while the \( S \) component will be simplified in another way.

Notice that \( A / (a_1 - a_2) \) is smooth in \( \rho, a_1, \) and \( a_2 \) when \( \rho > 0, a_i > 1 \) since \( (\varphi_1(p_1) \varphi_2(p_2)) - \varphi_2(p_1) \varphi_1(p_2) / (a_1 - a_2) \) is smooth. Both sides of (130) are therefore continuous at \( a_1 = a_2 \), demonstrating that this equation holds in the entire domain of integration of (122), including this line. Since the \( A \) component of the integrand of (122) is a divergence, and the derivand in each term is smooth except at \( a_1 = 1 \) and \( a_2 = 1 \) which lie outside the domain of integration, the \( A \) component of the integral \( I_\epsilon(\rho_0) \) is a sum of boundary terms at \( \rho = \rho_0, a_1 = 1 + \epsilon, \) and \( a_2 = 1 + \epsilon. \)

The latter two of these boundary terms vanish as \( \epsilon \) tends to zero: consider for instance the boundary term at \( a_1 = 1 + \epsilon, \)

\[ - \int_{\rho_0}^\infty d\rho \int_{1+\epsilon}^\infty da_2 a_1 \text{tr} \left[ \frac{1}{a_1 - a_2} \rho \text{tr} \left[ \frac{1}{u} \Omega_t + \Omega_b \right] \right], \] (131)
The $\Omega_t$ term in the integrand is the product of $\frac{2}{u} = (1 - a_2^{-1})^{-\frac{1}{2}}$, which is locally integrable and independent of $a_1$, and a factor which is continuous in $a_1, a_2$ and $\rho$ and of compact support in the domain of integration. The $\Omega_t$ term is continuous and compactly supported. The whole integrand is thus bounded by an integrable $a_1$ independent function. It follows by dominated convergence that the limit of the integral is the integral of the limiting value of the integrand on the plane $a_1 = 1, a_2 > 1, \rho > \rho_0$, and this is zero.

The $A$ contribution to $I(\rho_0)$ is therefore just the limit as $\epsilon \to 0^+$ of the $\rho = \rho_0$ boundary term,

$$
\int_{1+\epsilon}^{\infty} da_2 \int_{1+\epsilon}^{\infty} da_1 \rho_0 \left[ \frac{A}{a_1 - a_2} \left( \frac{1}{2} \Omega_t + \Omega_h \right) \right]
= \int_{\rho_0(1+\epsilon)}^{\infty} dl_2 \int_{\rho_0(1+\epsilon)}^{\infty} dl_1 \frac{1}{l_1 - l_2} \frac{1}{2} \left( \varphi_1(l_1) \varphi_2(l_2) - \varphi_2(l_1) \varphi_1(l_2) \right)
\left( \Omega_t + \Omega_h \right)
\left( \Omega_t + \Omega_h \right). \tag{132}
$$

and the $A$ component of $\int_0^\infty H d\rho$ is obtained by taking the limit of this expression as both $\rho_0, \epsilon > 0$ approach 0. To evaluate this limit note that if $\rho_0(1 + \epsilon) < l_{\text{min}12}$, the minimum value attained by $l$ in the supports of the test functions $\varphi_1$ and $\varphi_2$, then the lower limits of integration in (132) may as well be set to 0. Furthermore, if $\rho_0 < l_{\text{min}12}/2$ then $\frac{1}{2} < \sqrt{2}$. Thus for sufficiently small $\rho_0$, the integrand is bounded by a $\rho_0$ independent integrable function, and by dominated convergence the $\rho_0 \to 0^+$ limit of the integral is

$$
\int_0^\infty d\rho \int_0^\infty d l_2 \int_0^\infty d l_1 \frac{1}{l_1 - l_2} \frac{1}{2} \left( \varphi_1(l_1) \varphi_2(l_2) - \varphi_2(l_1) \varphi_1(l_2) \right)
\left( \Omega_t + \Omega_h \right)^2 \left( T(l_2, 0) T(l_1, 0) \right) \left( T(l_0, 0) T(l_0, 0) \right). \tag{133}
$$

If we set $f(l_1, l_2) = \frac{1}{2} \left( \varphi_1(l_1) \varphi_2(l_2) - \varphi_2(l_1) \varphi_1(l_2) \right)$ then, because $\Omega_h$ is symmetric with respect to interchange of the spaces 1 and 2, the left side of (133) becomes

$$
\int_0^\infty d\rho \int_0^\infty d l_2 \int_0^\infty d l_1 \frac{1}{l_1 - l_2} \frac{1}{2} \left( f(l_1, l_2) - f(l_2, l_1) \right) = \int_0^\infty d l_2 \int_0^\infty d l_1 \left[ \frac{1}{2} f(l_1, l_2) \right]
\left( \frac{1}{l_1 - l_2} \right)
\left( f(l_1, l_2) \right)
\left( \frac{1}{l_1 - l_2} \right)
\left( f(l_1, l_2) \right). \tag{134}
$$

(by (109)).

This is of course the result we expect for the whole integral $\int_0^\infty H d\rho$, not just the $A$ component. But we will now show that the $S$ component vanishes. The $S$ component of $I_s(\rho_0)$ is

$$
\int_{\rho_0}^{\infty} d\rho \int_{1+\epsilon}^{\infty} da_2 \int_{1+\epsilon}^{\infty} da_1 \left[ \frac{1}{2} S + a_1 \partial_{\rho_0} S - \rho(\hat{P}, S) \right] \left( \frac{1}{2} \right) \left( \frac{1}{a_1 a_2} \right).
$$

Since the domain of integration is symmetric under interchange of $a_1$ and $a_2$ we may exchange these variables in the integrand without changing the integral. Similarly the trace with $\Omega_t$ is symmetric under the interchange of the spaces 1 and 2, so we may also exchange these spaces in $\frac{1}{2} S + a_1 \partial_{\rho_0} S - \rho(\hat{P}, S)$ without changing the result. The integrand may therefore be replaced by
\[
\frac{1}{2} \frac{12}{\hat{a}_1 \hat{a}_2} \frac{\partial}{\partial \hat{a}_1} \left( \frac{1}{2} \left. \frac{12}{\hat{a}_1 \hat{a}_2} \left( \frac{1}{2} \frac{12}{\hat{a}_1 \hat{a}_2} \right) \right) \rho \Omega \right] = \frac{1}{2} \frac{12}{\hat{a}_1 \hat{a}_2} \frac{\partial}{\partial \hat{a}_1} \left( \frac{1}{2} \frac{12}{\hat{a}_1 \hat{a}_2} \right) \frac{1}{2} \frac{12}{\hat{a}_1 \hat{a}_2} \rho \Omega .
\]

The commutator term may also be written as
\[
- \frac{1}{2} \int_{1+\varepsilon}^{\infty} dl_2 \int_{1+\varepsilon}^{\infty} dl_1 \frac{12}{\hat{a}_1 \hat{a}_2} \frac{1}{2} \frac{12}{\hat{a}_1 \hat{a}_2} \frac{1}{2} \frac{12}{\hat{a}_1 \hat{a}_2} \rho \Omega (U^{-1}(U, U)) .
\]

This is \( \rho_0 \) times an integral that tends to a finite limit as \( \varepsilon, \rho_0 \to 0^+ \). The \( S \) component of \( \rho_0 \) therefore vanishes.

In sum, we have found that
\[
\int_{0}^{\infty} dl_2 \int_{0}^{\infty} dl_1 \frac{12}{\hat{a}_1 \hat{a}_2} \frac{1}{2} \frac{12}{\hat{a}_1 \hat{a}_2} \frac{1}{2} \frac{12}{\hat{a}_1 \hat{a}_2} \rho \Omega (U^{-1}(U, U)) = 16 \pi G_2 \int_{0}^{\infty} dl_2 \int_{0}^{\infty} dl_1 \frac{12}{\hat{a}_1 \hat{a}_2} \frac{1}{2} \frac{12}{\hat{a}_1 \hat{a}_2} \frac{1}{2} \frac{12}{\hat{a}_1 \hat{a}_2} \frac{1}{2} \frac{12}{\hat{a}_1 \hat{a}_2} \rho \Omega (U^{-1}(U, U)) .
\]

which is precisely what we wished to demonstrate, namely (106).

Before going on to calculate the Poisson bracket between \( E \)'s, let us return to the problem of the generation of imaginary components of the conformal metric by the Poisson bracket. Recall that we found in section 5.1 that the Poisson bracket does not quite preserve the reality of the conformal metric \( e \); a real functional of the conformal metric can generate an imaginary contribution to \( e \), a sum of two zero modes with imaginary coefficients. We pointed out that these imaginary modes are a nuisance rather than a catastrophe because they do not propagate off the initial data surface - they do not affect the solution defined by the initial data in the interior of the domain of dependence of \( N \). We also claimed that this problem does not arise if the deformed conformal metric \( E \) is used as data in place of \( e \), because \( E \) is insensitive to zero modes. Let us verify this last claim on \( N_L - S_0 \) (leaving aside the more subtle situation at \( S_0 \)).

The variation of \( E \) generated by a real functional \( F \) on \( N \) is
\[
\{ F, E \} = \{ F, U U' \} = U \{ U^{-1}(F, U) \} + \{ U^{-1}(F, U) \} U' = 2 \rho \{ U^{-1}(F, U) \} .
\]

Thus, if \( U \) is real the imaginary component of the variation of \( E \) generated by \( F \) is proportional to the imaginary component of \( \{ U^{-1}(F, U) \} \). The logarithmic variation of \( U \) is in turn determined by the logarithmic variation of \( V \) via (79) with \( \rho (x) = I \). Specifically
\[
\{ U^{-1}(F, U) \} = \int_{0}^{\infty} T(x, z) \left( \frac{\sqrt{\rho}}{T(0) \{ U^{-1}(F, U) \}} \right) T(x, z) dx.
\]

At the end of section 5.1 we saw that \( \text{Im}(V^{-1}(F, V)) \) is a sum of zero modes. On \( N_L - S_0 \) in particular this reduces to a sum of the zero modes given by (63), which we may call \( \phi_k' \). But \( D_k [\sqrt{\rho} \phi_k'] = 0 \), so these zero modes do not contribute to the \( t \) component of the logarithmic variation of \( U \). \( E \) is thus insensitive to the zero modes in \( V \), which implies as a corollary that it is insensitive to the imaginary component of the variation of \( V \) generated by \( F \). The Hamiltonian flow generated by a real functional of \( e \) preserves the reality of \( E \). This is of course consistent with the absence of any imaginary terms in the bracket of \( E \) with \( E \) (148).
This result does not really contradict our claim that $\mathcal{E}$ determines $e$ uniquely. $\mathcal{E}$ determines a unique real $e$. Furthermore, the zero modes of $e$ are not genuine initial data, since they do not affect the Cauchy development off $\mathcal{N}$, so $\mathcal{E}$ together with the data on $S_0$ is complete initial data.

5.4. The poisson algebra of the deformed conformal metric $\mathcal{E}$

To obtain the brackets $\{\mathcal{E}, \mathcal{E}\}$ all that remains to do is to reexpress (106),

$$C_{\mathcal{E}\mathcal{E}}^{12} = 16\pi G_2 \frac{p.v.}{l_1 - l_2} \left[ \frac{1}{T(x_1, 0)T(x_2, 0)\Omega_x T(0, x_1)T(0, x_2)} \right]_{tt},$$

in a convenient form and substitute the result into (104).

$$\{\mathcal{E}, \mathcal{E}\} = 4UU\mathcal{E}_{\mathcal{E}t} \mathcal{E}_{tU}.$$  

Let us define $\Omega = \frac{1}{2}Z_0 \Omega^Z_{\eta Z}^{-1} Z_{i}^{1/2}$, where $Z_{a}^{i}$ is an arbitrarily chosen unit determinant zweibein. $\Omega_{a}^{b, d}$ is the tangent space tensor that corresponds, via the zweibein $Z_{a}^{i}$, to the internal space tensor $\Omega_{\eta}^{1/2}$. Since $\Omega_{\eta}$ is invariant under equal $G = SL(2, \mathbb{R})$ transformations in spaces 1 and 2 all choices of zweibein lead to the same $\Omega$. Indeed

$$\Omega_{a}^{b, d} = \frac{1}{4}\left[ \delta_{d}^{b} \delta_{e}^{a} - \frac{1}{2} \delta_{a}^{b} \delta_{e}^{d}\right]$$

regardless of the zweibein chosen.

Since $Z$ is arbitrary we can choose it to be equal to $\mathcal{V}(0)$. It follows that $\mathcal{V}^{-1}(0)\mathcal{V}(0)\Omega\mathcal{V}(0)\mathcal{V}(0) = \Omega_0$ and

$$C_{\mathcal{E}\mathcal{E}}^{12} = p.v. \left( \frac{16\pi G_2}{l_1 - l_2} \right) \left[ \frac{1}{T(x_1, 0)T(x_2, 0)\mathcal{V}^{-1}(0)\mathcal{V}(0)\Omega \mathcal{V}(0)\mathcal{V}(0) \mathcal{V}(0) \mathcal{V}(0)} T(0, x_1)T(0, x_2) \right]_{tt}$$

$$= p.v. \left( \frac{16\pi G_2}{l_1 - l_2} \right) \left[ \frac{1}{T^{1/2}(x_1)^{1/2}(x_2)^{1/2} \Omega \mathcal{U}(x_1)^{1/2} \mathcal{U}(x_2)^{1/2}} \right]_{tt}$$

$$= p.v. \left( \frac{4\pi G_2}{l_1 - l_2} \right) \left[ \frac{1}{\mathcal{U}^{1/2} \mathcal{U}^{1/2} \Omega \mathcal{U}^{1/2} \mathcal{U}^{1/2} \Omega \mathcal{U}^{1/2} \mathcal{U}^{1/2}} \right]^{(1/2)}$$

$$+ \frac{1}{\mathcal{U}^{1/2} \mathcal{U}^{1/2} \Omega \mathcal{U}^{1/2} \mathcal{U}^{1/2} \Omega \mathcal{U}^{1/2} \mathcal{U}^{1/2}}.$$  

Inserting this expression for $C_{\mathcal{E}\mathcal{E}}$ in (104), produces the remarkably elegant result

$$\{\mathcal{E}, \mathcal{E}\} = p.v. \left( \frac{16\pi G_2}{l_1 - l_2} \right) \left[ \frac{1}{\mathcal{E} + \mathcal{E} \mathcal{E} + \mathcal{E} \mathcal{E} \mathcal{E} + \mathcal{E} \mathcal{E} \mathcal{E} \mathcal{E}} \right].$$

Expressed explicitly in terms of the components of $\mathcal{E}$ and the area density $\rho$ the bracket is

$$\{\mathcal{E}_{ab}(1), \mathcal{E}_{cd}(2)\} = p.v. \left( \frac{16\pi G_2}{\rho(1) - \rho(2)} \right) \text{Sym}_{(ab),(cd)} \left( \frac{1}{2} \mathcal{E}_{ab}(1) \mathcal{E}_{cd}(2) - \frac{1}{2} \mathcal{E}_{ab}(1) \mathcal{E}_{cd}(2) \right).$$
where \( \text{Sym}_{(ab),(cd)} \) indicates that the expression must be symmetrized with respect to interchange of the indices in the pairs \( a, b \) and \( c, d \).

The Poisson bracket (148) is equivalent to the Poisson bracket of the monodromy matrix \( \mathcal{M} \) given in [KS98b]. To obtain the bracket of [KS98b] we first transform (148) from the tangent space of the symmetry orbits to the internal space using an arbitrary, non-dynamical, unit determinant zweibein \( Z \). We obtain a bracket between the internal components \( \mathcal{E} \) identical in form to (148) but with \( \Omega \) replaced by \( \Omega_\rho \). This bracket may be slightly simplified using the identities \( \Omega_\rho^n = -\Omega_\rho^n = \Omega_t - \Omega_h = \Omega_\rho \) and \( \Omega_\rho = \Omega_t + \Omega_h = \Omega_\rho \), yielding finally

\[
\left\{ \mathcal{E}, \mathcal{E} \right\} = \text{p.v.} \left( \frac{16\pi G_2}{l_1 - l_2} \right) \left( \Omega_\rho \mathcal{E} \mathcal{E} + \mathcal{E} \mathcal{E} \Omega_\rho - \mathcal{E} \Omega_\rho \mathcal{E} - \mathcal{E} \Omega_\rho \mathcal{E} \right). \tag{150}
\]

This, in turn, is equivalent to a bracket on the internal components \( \mathcal{M}_i \) of the monodromy matrix: recall that \( \mathcal{E}(r) = \mathcal{M}(w) \), with \( w = \rho^- (r) = 2\rho(r) - \rho^+ = 2l - \rho^+ \). Since \( \rho \) Poisson commutes with itself and \( \mathcal{E} \), and \( \rho^+ \) is a constant that Poisson commutes with everything, the bracket (148) is equivalent to

\[
\left\{ \mathcal{M}, \mathcal{M} \right\} = \text{p.v.} \left( \frac{32\pi G_2}{w_1 - w_2} \right) \left( \Omega_\rho \mathcal{M} \mathcal{M} + \mathcal{M} \mathcal{M} \Omega_\rho - \mathcal{M} \Omega_\rho \mathcal{M} - \mathcal{M} \Omega_\rho \mathcal{M} \right). \tag{151}
\]

The bracket (151) agrees with that obtained by Korotkin and Samtleben [KS98b] taking into account that they work with units such that \( 8\pi G_2 = 1 \) and their \( \Omega_\rho \) is four times ours. Nevertheless their result differs in two important respects from ours. First, their bracket is derived in a completely different way, from a canonical formulation in terms of spacelike initial data. Second, their formalism assumes that space extends infinitely far from the symmetry axis, and is asymptotically flat in a suitable sense. Our derivation involves only data on the finite null segment \( \mathcal{N} \), it makes no assumptions about the existence or properties of more distant regions of spacetime. In this sense our result is more general than that of [KS98b]\(^{11}\).

This is important because in the absence of symmetries four dimensional null canonical general relativity is difficult to formulate except in a quasi-local form, in which the initial data hypersurface is truncated before the generators form caustics.

### 6. Definition and poisson brackets of \( \mathcal{E} \) in the absence of cylindrical symmetry

Our classical results apply quite directly to data on a double null sheet \( \mathcal{N} \) in full GR, without cylindrical symmetry, provided \( \mathcal{N} \) satisfies a stringent regularity condition. If the generators of a branch of \( \mathcal{N} \) meet at a caustic at which \( \mu \) does not diverge, then the change of variables \( \mu \rightarrow \mathcal{E} \) defined in section 3 may be applied, unchanged, to \( \mu \) along each generator of the branch. The resulting deformed conformal metric, which now depends on the transverse coordinates \( \theta^1, \theta^2 \), satisfies the Poisson brackets

\[
\left\{ \mathcal{E}, \mathcal{E} \right\} = \text{p.v.} \left( \frac{16\pi G}{\rho(1) - \rho(2)} \right) \delta^2(\theta_2 - \theta_1) \left( \Omega \mathcal{E} \mathcal{E} + \mathcal{E} \Omega \mathcal{E} + \mathcal{E} \mathcal{E} \Omega + \mathcal{E} \mathcal{E} \mathcal{E} \right), \tag{152}
\]

obtained by replacing \( G_2 \) by \( G \delta^2(\theta_2 - \theta_1) \) in (148). Or equivalently

\(^{11}\) It is in fact mentioned in [KS98b] that \( \mathcal{M} \) can be defined without invoking spatial infinity, but this approach is not developed there. In their calculation of the brackets of \( \mathcal{M} \) they define \( \mathcal{M} \) in terms of fields at spatial infinity.
\{\mathcal{E}_{ab}(1), \mathcal{E}_{cd}(2)\}
\begin{equation}
p \cdot v \left( \frac{16\pi G}{\rho(1) - \rho(2)} \right) \delta^2(\theta_2 - \theta_1) \text{Sym}_{(ab),(cd)}(\mathcal{E}_{ad}(1)\mathcal{E}_{cb}(2) - \frac{1}{2} \mathcal{E}_{ab}(1)\mathcal{E}_{cd}(2)) .
\end{equation}

(153)

Generically \( \mu \) does diverge in a caustic. On the other hand the conformal metric does not diverge along the generators of a past light cone as one approaches the vertex. As noted in section 2 this provides a simple way to construct double null sheets satisfying the regularity condition anywhere in a smooth spacetime: choose two points such that their past light cones intersect, and define \( S_0 \) to be a disk in this intersection. The generators of the light cones that connect \( S_0 \) to the vertices sweep out the double null sheet. A formalism restricted to double null sheets satisfying the regularity condition may therefore suffice to describe arbitrary spacetimes. On the other hand, it is also likely that the formalism can be extended to non-regular double null sheets.

7. Quantization

Korotkin and Samtleben [KS98b] have proposed an associative \(*\)-algebra that quantizes (151) in the vacuum gravity case: it is generated by the quantum monodromy matrix \( \mathcal{M} \), a symmetric matrix of self adjoint operators depending on the spectral parameter \( w \), which satisfy the exchange relation

\[ R(v - w)\mathcal{M}(v)R'(w - v + 2ia)\mathcal{M}(w) = \mathcal{M}(w)R'(v - w + 2ia)\mathcal{M}(v)R(v - w) \]

where \( a = 8\pi G_\text{h} \) and \( R(u) = (u - ia/2)I - 4ia\Omega_\text{g} \) and \( R'(u) = (u - ia/2)I - 4ia\Omega'_\text{g} \), with \( I = 1\ 1\ 1\ 1 \) the identity map on the product of spaces 1 and 2.

The definition of the \(*\)-algebra must be completed by a quantization of the classical condition \( \det \mathcal{M} = 1 \) which is compatible with the other relations defining the algebra. Korotkin and Samtleben impose such a condition, not directly on \( \mathcal{M} \) itself but on \( T_+ \) and \( T_- \), a pair of operators depending on data all the way out to spatial infinity. (Their classical counterparts are defined in section 4 of the present work). \( T_+ \), are not available to us, since our initial data surface, \( \mathcal{N} \), is compact and so knows nothing of spatial infinity. Their condition might still be usable if it were translated into a condition directly on \( \mathcal{M} \), but this is not straightforward and will be left to future investigations.

The exchange relation (154) refers to the internal components of \( \mathcal{M} \), which depend on the arbitrarily chosen reference zweibein \( Z_\mu \). The exchange relation can, however, be rewritten in a manifestly \( Z \)-independent form in terms of tangent space tensors:

\[ R(v - w)\mathcal{M}(v)R'(w - v + 2ia)\mathcal{M}(w) = \mathcal{M}(w)R'(v - w + 2ia)\mathcal{M}(v)R(v - w) \]

\[ \frac{1}{2} \mathcal{M}(v) R'(v - w + 2ia) \mathcal{M}(v) R'(w - v + 2ia) \mathcal{M}(v) R(v - w) \]

(155)

with \( R(u) = (u - ia/2)\delta^{b\partial^d}_{c\partial^d} - 4ia\Omega^b_{d\partial^d c} = u\delta^{b\partial^d}_{c\partial^d} - ia\delta^{b\partial^d}_{c\partial^d} \) and \( R'(u) = (u - ia/2)\delta^{c\partial^d}_{a\partial^d c} + 4ia\Omega_{a\partial^d c} = (u - ia)\delta^{c\partial^d}_{a\partial^d c} + ia\delta^{c\partial^d}_{a\partial^d c} \).

The quantization is extended to \( \rho \) by setting the commutator of \( \rho \) with the quantum monodromy matrix \( \mathcal{M} \) to zero, as suggested by the fact that classically \( \rho \) Poisson commutes with \( \mathcal{M} \). A quantization of the Poisson bracket (148) of the deformed conformal metric \( \mathcal{E}(\cdot) = \mathcal{M}(\rho^{-}(\cdot)) \) can then be read off immediately from the exchange relation (155) for \( \mathcal{M} \):
\[ R(\Delta)^{\frac{1}{2}} \mathcal{E}(1) R^{-\Delta} R^2(\Delta + 2i\alpha) \mathcal{E}(2) = \frac{2}{\Delta + 2i\alpha} \mathcal{E}(2) R^\prime(\Delta + 2i\alpha) \mathcal{E}(1) R^\prime(-\Delta) \]  

(156)

with \( \Delta = \rho^-(1) - \rho^-(2) = 2[\rho(1) - \rho(2)] \). The symmetry and reality conditions on \( \mathcal{M} \) imply that

\[ \mathcal{E}_{ab} = \mathcal{E}_{ba} \]  

(157)

and

\[ \mathcal{E}_{ab}^* = \mathcal{E}_{ab} \]  

(158)

The quantization of the classical condition \( \det \mathcal{E} = 1 \) of course remains to be determined.

That the exchange relation (156) indeed quantizes the Poisson bracket (148) can be verified directly by expanding the exchange relation to first order in \( a \).

Note that \( a \), like \( \rho \) and \( \Delta \), is an area density: because \( G_2 \) is Newton’s constant \( G \) divided by the \( \theta \) coordinate area of \( S_0 \), \( a \) is \( 8\pi \) times the Planck area divided by this coordinate area. That is, \( a \) is an area density that assigns \( 8\pi \) Planck areas to \( S_0 \).

What has been obtained (modulo the quantization of the condition \( \det \mathcal{E} = 1 \)) is an algebraic quantization. The exchange relations, equivalent to commutation relations, have been specified exactly, as have further relations defining the \( * \)-algebra of the quantum deformed conformal metric. However, no unitary representation of the algebra by operators in a Hilbert space has been given. The specification of such a representation is probably necessary in order to complete the quantization. \( * \)-algebras often admit several unitarily inequivalent unitary representations (this is the case for instance for the \( * \)-algebra of initial data in canonically quantized free field theory) and unitarily inequivalent representations define distinct theories because the possible assignments of expectation values to the set of observables differ between such representations. See [Wald94] for a detailed discussion of this issue.

Korotkin and Samtleben do propose a representation of their quantum algebra in [KS98a] but they were not able to show that it is unitary, i.e. that the \( * \) operation in the algebra is mapped to the adjoint operation in the representation [KS98b].

When one tries to take over the quantization (156) to the symmetryless case a difficulty arises. To pass from (148) to (152) one substitutes \( G_2 \), Newton’s constant divided by the coordinate area of \( S_0 \), by \( G\delta^2(\theta_2 - \theta_1) \). To generalize (156) one should therefore replace \( a \) by \( 8\pi G\hbar\delta^2(\theta_2 - \theta_1) \). However the resulting expression is not well defined, because the exchange relation (156) is not linear in \( a \).
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Appendix. Properties of the path ordered exponential

The results presented here are well known, at least in outline, but we have found no reference presenting them in the precise form that we need.

The path ordered exponential is the holonomy defined by a connection $A$ along a curve. Here and in the following $A$ will be a Lebesgue integrable function on a (possibly infinite) segment $I$ of the real line taking values in the complex square matrices of some fixed finite dimensionality $n$.

**Definition A.1.** The path ordered exponential of $A$ from $a \in I$ to $b \in I$ is defined by the power series

$$T(a, b) \equiv \mathcal{P}e^{\int_a^b A \, dz} = 1 + \sum_{s=1}^{\infty} \int_a^b \int_{z_1}^b \cdots \int_{z_{s-1}}^b A(z_1) \cdots A(z_s) \, dz_1 \cdots dz_s. \tag{A.1}$$

If $a \leq b$ then

$$\mathcal{P}e^{\int_a^b A \, dz} = 1 + \sum_{s=1}^{\infty} \int_{a < z_1 < \cdots < z_s < b} A(z_1) \cdots A(z_s) \, dz_1 \cdots dz_s, \tag{A.2}$$

while if $a \geq b$

$$\mathcal{P}e^{\int_a^b A \, dz} = 1 + (-1)^s \sum_{s=1}^{\infty} \int_{a > z_1 > \cdots > z_s > b} A(z_1) \cdots A(z_s) \, dz_1 \cdots dz_s. \tag{A.3}$$

Note that in our definition the exponential is ordered from left to right in the sense that factors of $A$ with argument closer to the lower bound of integration, $a$, appear to the left of factors with arguments closer to $b$, the upper bound of integration. The opposite ordering is often used in the literature and leads to expressions that differ by transpositions of factors from the ones obtained here.

Note also that the definition applies even when $a$ or $b$, or both, are infinite, provided the interval $I$ on which $A$ is integrable includes these points.

The most elementary properties of the path ordered exponential can be obtained directly from this definition.

**Proposition A.1.** The path ordered exponential $T(a, b) = \mathcal{P}e^{\int_a^b A \, dz}$ is well defined and continuous in $a$ and $b$ for all $a, b$ in the interval $I$. Moreover $T$ satisfies the bound

$$\| T(a, b) - 1 \| \leq e^{\int_a^b \| A \| \, dz} - 1$$

for any submultiplicative norm $\| \cdot \|$ and the product relation $T(a, b)T(b, c) = T(a, c)$ for all $a, b, c \in I$.

Note that for all $a, b \in I$, finite or not, continuity requires that $T(a', b') \rightarrow T(a, b)$ when $a', b' \rightarrow a, b$.

**Proof.** By (A.1)

$$\mathcal{P}e^{\int_a^b A \, dz} - 1 = \sum_{s=1}^{\infty} \int_a^b \int_{z_1}^b \cdots \int_{z_{s-1}}^b A(z_1) \cdots A(z_s) \, dz_1 \cdots dz_s. \tag{A.4}$$
Because $A$ is integrable this series is absolutely convergent: let $\| \cdot \|$ be a submultiplicative norm on $n \times n$ matrices (such as for instance $\| A \|^2 = \sum_j |A_i|^2$) then the sum of the norms of the terms in the series (A.4) is

$$\sum_{s=1}^{\infty} \left\| \int_a^b dz_1 \int_{z_1}^b dz_2 \ldots \int_{z_{s-1}}^b dz_s A(z_1) \ldots A(z_s) \right\| \leq \sum_{s=1}^{\infty} \int_a^b \left\| A(z_1) \right\| \ldots \left\| A(z_s) \right\| = \sum_{s=1}^{\infty} \frac{1}{s!} \int_a^b \left\| A(z) \right\| dz_s.$$  \hspace{1cm} (A.5)

Since $A$ is integrable $\int_a^b \| A(z) \| \, dz < \infty$ and the series (A.5) converges to the finite value $e^{\int_a^b \| A(z) \| \, dz} - 1$. Since the space of $n \times n$ matrices is Cauchy complete this implies that the original series (A.4) converges. It also implies that

$$\| \mathcal{P} e^{\int_a^b \| A(z) \| \, dz} - I \| \leq e^{\int_a^b \| A(z) \| \, dz} - 1. \hspace{1cm} (A.6)$$

When $a \leq b \leq c$ the product relation follows from the expression (A.2): the order by order product series (that is, the Cauchy product) of the series for $T(a, b)$ and $T(b, c)$ is the series for $T(a, c)$, and since the series of the two factors converge absolutely, by Mertens’ theorem the Cauchy product converges to the product of the two factors. See [Har49].

To complete the proof of the product relation it is sufficient to demonstrate that $T(a, b)T(b, a) = I$ when $a \leq b$. This product can be expressed as $T(-1, 0)T(0, 1)$ where $T$ is the path ordered exponential of the connection

$$\tilde{A}(t) = \text{sign}(t)(a - b)A(b + t|a - b|), \hspace{1cm} (A.7)$$

which by the preceding result equals $\tilde{T}(-1, 1) = I + \sum_{s=1}^{\infty} \int_{-1}^{-t_1} \ldots \int_{-1}^{-t_s} \tilde{A}(t_1) \ldots \tilde{A}(t_s)dr_1 \ldots dr_s$. All terms in this series save the first, 1, vanish: consider the order s term. At each point of the domain of integration $\{-1 < t_1 < \ldots < t_s < 1\}$ at least one of the variables $t_i$ will have the smallest absolute value. The domain is therefore the union, disjoint modulo intersections of measure zero, of the sets $U_i = \{-1 < t_1 < \ldots < t_s < 1, |t_i| \leq |t_j|/|f_j|\}$. A sequence $t_1', \ldots, t_s'$ belongs to $U_i$ iff $-1 < t_1 < \ldots < t_{s-1} < 0 < t_{s+1} < \ldots < t_s < 1$ and $|t_i| \leq m \equiv \min(|t_i-1|, |t_i+1|)$. The integral $\int_{U_i} \tilde{A}(t_1) \ldots \tilde{A}(t_s)dr_1 \ldots dr_s$ therefore contains a factor $\int_{-m}^{m} \tilde{A}(t_i)dt_i$, which vanishes because $\tilde{A}$ is an odd function of $t$.

The continuity of the path ordered exponential now follows from the product relation and the bound (A.6) which implies that $\mathcal{P} e^{\int_a^b \| A(z) \| \, dz} \to I$ when $b \to a$. \hspace{1cm} \blacksquare

A more powerful way to characterize the path ordered exponential is via an integral equation, or rather either of two equivalent integral equations.

**Proposition A.2.** For any $a \in I$ the path ordered exponential $T(a, b) = \mathcal{P} e^{\int_a^b \| A(z) \| \, dz}$ is the only solution to the integral equation

$$T(a, b) = I + \int_a^b T(a, z)A(z)dz \ \forall b \in I \hspace{1cm} (A.8)$$
that is bounded as a function of \( b \). For any fixed \( b \in I \) it is also the unique solution to the integral equation

\[
T(a, b) = 1 + \int_a^b A(z)T(z, b)\,dz \quad \forall a \in I
\]

(A.9)

that is bounded as a function of \( a \) on \( I \).

**Proof.** First let us demonstrate that the path ordered exponential satisfies the integral equations (A.8) and (A.9). Let \( T_r(a, b) \) be the \( r \)th partial sum of the series (A.1) for \( T(a, b) \). It is clear from the expressions (A.2) and (A.3) for this series that

\[
T_r(a, b) = 1 + \int_a^b T_{r-1}(a, z)A(z)\,dz.
\]

(A.10)

But as \( r \to \infty \) \( T_{r-1}(a, z)A(z) \) converges pointwise to \( T(a, z)A(z) \) and

\[
\| T_{r-1}(a, z)A(z) \| \leq \| A(z) \| + (e^{|\int |A|\,dz|} - 1) \| A(z) \|
\]

(A.11)

by proposition A.1, so it is bounded by an integrable function. It follows from the dominated convergence theorem that \( T(a, b) = \lim_{r \to \infty} T_r(a, b) \) satisfies (A.8). The demonstration of (A.9) is analogous.

Proposition A.1 assures that \( T(a, b) \) is bounded, since it is continuous and \( I \) is either compact or \( T(a, b) \) has finite limiting values as \( a \) or \( b \) approach infinity.

Now let us prove that (A.8) and boundedness implies that \( T \) is the path ordered exponential. We therefore suspend for a moment the definition of \( T \) as the path ordered exponential, supposing only that it is a bounded solution of (A.8), and show that this implies that \( T(a, b) = \lim_{r \to \infty} T_r(a, b) \equiv \mathcal{P} \! \! \int_a^b A \, dz \) (where \( T_r(a, b) \) is still defined as the \( r \)th partial sum of (A.1)). Substituting (A.8) into itself iteratively \( r - 1 \) times one obtains

\[
T(a, b) - T_r(a, b) = \int_a^b dz_1 \int_{z_1}^b dz_2 \ldots \int_{z_{r-1}}^b dz_r T(a, z_1)A(z_1) \ldots A(z_r).
\]

(A.12)

Since \( T(a, z) \) is bounded on \( I: \| T(a, z) \| < M \quad \forall z \in [a, b] \) for some finite \( M \). Thus

\[
\| T(a, b) - T_r(a, b) \| \leq \frac{1}{r!} \int_a^b \| A \| \, dz \leq M.
\]

(A.13)

implying that \( T(a, b) = \lim_{r \to \infty} T_r(a, b) \). A similar argument shows that (A.9) and the boundedness of \( T \) also implies that \( T \) is the path ordered exponential.

Note that when \( a \) and \( b \) are finite (A.8) (or (A.9)) implies that \( T \) is the path ordered exponential also under the weaker hypothesis that \( T(a, b) \) is locally integrable in \( b \) since then this equation implies that \( T \) is the integral of a locally integrable function, and thus continuous.

The indefinite integrals of Lebesgue integrable functions are more than just continuous, they are absolutely continuous. Absolutely continuous functions are differentiable almost everywhere and, by the fundamental theorem of calculus for the Lebesgue integral (theorem 7.20 of [Rud87]), the integral over an interval \([a, b]\) of the derivative of such a function \( f \) is equal to \( f(b) - f(a) \).

The path ordered exponential may therefore be characterized as the solution to a differential equation.
Proposition A.3. The path ordered exponential \( T(a,b) = \mathcal{P}e^{\int_a^b A(z)dz} \) satisfies the differential equation
\[
\frac{dT}{db} = TA \tag{A.14}
\]
at almost all \( b \in I \). Moreover, it is the only absolutely continuous function that satisfies this equation almost everywhere and takes the value \( 1 \) when \( b = a \). If \( A \) is continuous then (A.14) holds everywhere on \( I \).

Proof. Equation (A.14) follows from differentiating (A.8) in \( b \). By the fundamental theorem of calculus for the Lebesgue integral the derivative is well defined and equal to the integrand on the right side of (A.8) almost everywhere. Conversely, suppose that \( T(a,b) \) satisfies (A.14) almost everywhere, and that it is absolutely continuous. Then \( T(a,b) - T(a,a) = \int_a^b T(a,z)A(z)dz \), again by the fundamental theorem of calculus for the Lebesgue integral. The condition \( T(a,a) = 1 \) then implies that \( T(a,b) = 1 + \int_a^b T(a,z)A(z)dz \).

If \( A \) is continuous the integrand of (A.8) is continuous so the ordinary fundamental theorem of calculus implies that (A.14) holds everywhere. \( \blacksquare \)

Path ordered exponentials satisfy a convergence theorem similar to the dominated convergence theorem for ordinary Lebesgue integrals.

Proposition A.4. Suppose \( A_m \) is a sequence of integrable matrix valued functions on a possibly infinite interval \([a,b]\) that converges pointwise to the function \( A_\infty \). Suppose, moreover, that there exists an integrable function \( g \) such that \( \|A_m\| \leq g \) for all \( m \). Then the path ordered exponential of \( A_m \) from \( a \) to \( b \) converges to the path ordered exponential of \( A_\infty \).

Proof. The idea is to apply Lebesgue’s dominated convergence theorem [RF10] twice: first to the integral in each term of the series expansion of the path ordered exponential of \( A_m \) to show that it converges to the corresponding term in the path ordered exponential of \( A_\infty \), and then to the series to show that the limit of the sum converges to the sum for \( A_\infty \). We start with the integrals: we know that \( A_m(z_1)...A_m(z_s) \to A_\infty(z_1)...A_\infty(z_s) \) as \( m \to \infty \), and that \( \|A_m(z_1)...A_m(z_s)\| \leq g(z_1)...g(z_s) \), with \( \int_a^b dz_1...\int_a^{z_{s-1}} dz_s g(z_1)...g(z_s) < \infty \). The dominated convergence theorem then shows that
\[
\int_a^b dz_1...\int_a^{z_{s-1}} dz_s A_m(z_1)...A_m(z_s) \to \int_a^b dz_1...\int_a^{z_{s-1}} dz_s A_\infty(z_1)...A_\infty(z_s). \tag{A.15}
\]

These are of course the terms in the expansion of the path ordered exponentials.

Because \( A_m \) is bounded by \( g \)
\[
\|\int_a^b dz_1...\int_a^{z_{s-1}} dz_s A_m(z_1)...A_m(z_s)\| \leq \left| \int_a^b dz_1...\int_a^{z_{s-1}} dz_s g(z_1)...g(z_s) \right| \tag{A.16}
\]
\[
= \frac{1}{s!} \left| \int_a^b \frac{g(z)}{s!}dz \right|^s. \tag{A.17}
\]
This bound can be summed from $s = 1$ to $\infty$, yielding $\left| e^{\int_a^b e^{dz}} - 1 \right| < \infty$. Applying the dominated convergence theorem to the series for the path ordered integral we conclude that

$$\mathcal{P} e^{\int_a^b \Lambda(z) dz} = \mathcal{P} e^{\int_a^b \Lambda(z) dz}.$$

\hspace{1cm} (A.18)

Path ordered exponentials are holonomies and they transform in a simple way under ‘gauge transformations’, that is, local changes of basis in the $n$ dimensional space in which the matrix connection $\Lambda$ acts.

**Proposition A.5.** Suppose $\Lambda(x) = \Lambda(a) \mathcal{P} e^{\int_a^b \Lambda(z) dz}$ with $\lambda$ an integrable $n \times n$ matrix valued function on $[a, b]$ and $\Lambda(a)$ an invertible $n \times n$ matrix then

$$\Lambda(a) T(a, b) \Lambda^{-1}(b) = \mathcal{P} e^{\int_a^b \Lambda(a - \lambda) \Lambda^{-1} dz}.$$

\hspace{1cm} (A.19)

**Proof.** By proposition A.1 both $\Lambda(x)$ and $T(a, x)$ are bounded functions of $x$. It follows that $\Lambda(a) T(a, x) \Lambda^{-1}(x)$ is also. By proposition A.2 it therefore suffices to show that

$$\Lambda(a) T(a, x) \Lambda^{-1}(x) = 1 + \int_a^x \Lambda(a) T(a, z) \Lambda^{-1}(z) \Lambda(z)(\Lambda - \lambda)(\Lambda) \Lambda^{-1}(z) dz$$

\hspace{1cm} (A.20)

for all $x \in [a, b]$ to demonstrate the claim.

Now

$$\Lambda^{-1}(z) \Lambda(x) = \mathcal{P} e^{\int_a^z \lambda dz'} = 1 + \int_z^x \lambda(z') \Lambda^{-1}(z') \Lambda(x) dz'$$

\hspace{1cm} (A.21)

by the integral equation (A.9) of proposition A.2. Using the other equation, (A.8), to expand $T(a, z)$ one obtains the following expression for the integral on the right of (A.20):

$$\int_a^x \Lambda(a) T(a, z)(\Lambda - \lambda)(\Lambda) \Lambda^{-1}(z) dz$$

$$= \Lambda(a) \left\{ \int_a^x T(a, z) A(z) dz + \int_a^x dz' T(a, z) A(z) \lambda(z') \Lambda^{-1}(z') \Lambda(x) - \int_a^x \lambda(z) \Lambda^{-1}(z) \Lambda(x) dz - \int_a^x \int_a^x d z' T(a, z) A(z) \lambda(z') \Lambda^{-1}(z') \Lambda(x) \right\} \Lambda^{-1}(x).$$

\hspace{1cm} (A.22)

Since the second and fourth terms cancel this equals

$$\Lambda(a) \left\{ 1 + \int_a^x T(a, z) A(z) dz - 1 - \int_a^x \lambda(z) \Lambda^{-1}(z) \Lambda(x) dz \right\} \Lambda^{-1}(x)$$

$$= \Lambda(a) \left\{ T(a, x) - \Lambda^{-1}(a) \Lambda(x) \right\} \Lambda^{-1}(x) = \Lambda(a) T(a, x) \Lambda^{-1}(x) - 1.$$

\hspace{1cm} (A.23)

This proves (A.20), and thus the proposition.
With the previous proposition in hand we are ready to calculate the functional derivative of the path ordered exponential with respect to the connection.

**Proposition A.6.** At each point in the Banach space $L^1(I)$ of integrable connections $A$ on $I$ the derivative $dT(a, b)$ of the path ordered exponential by the connection exists as a bounded linear operator from $L^1(I)$ to the $n \times n$ matrices. The contraction of the derivative with any variation of the connection $\delta A \in L^1(I)$ is

$$
\delta T(a, b) \delta A = \int_a^b T(a, z) \delta A(z) T(z, b) dz.
$$

(A.24)

**Proof.** Let us first prove the claim at the trivial connection $A_0 = 0$. The path ordered exponential $T$ of a (not necessarily zero) connection $A \in L^1(I)$ satisfies

$$
T(a, b) = 1 + \int_a^b A(z) T(z, b) dz = 1 + \int_a^b A(z) dz + \int_a^b A(z) [T(z, b) - 1] dz.
$$

(A.25)

Thus

$$
\| T(a, b) - 1 - \int_a^b A(z) dz \| \leq \left| \int_a^b \| A(z) \| \| T(z, b) - 1 \| dz \right|.
$$

(A.26)

\[
\leq \int_a^b \| A(z) \| (e^{\int_a^b \| A(z) \| dz} - 1) dz.
\]

(A.27)

\[
\leq K (e^K - 1).
\]

(A.28)

with $K = \int_I \| A(z) \| dz$. It follows that for all $\epsilon > 0$ there exists a $\delta > 0$ such that

$$
\| T(a, b) - 1 - \int_a^b A(z) dz \| \leq \epsilon K
$$

(A.29)

when $K < \delta$. Because $K$ is the $L^1(I)$ norm of $A$ this means that $T(a, b)$ has a derivative at $A_0 = 0$ (that is, a linear approximation) defined by $dT(a, b) \delta A = \int_a^b \delta A(z) dz \forall \delta A \in L^1(I)$.

It is clear that this is a bounded operator in the $L^1(I)$ operator norm.

Now let us prove the claim at a non-zero connection $A_0 \in L^1(I)$. This will be done essentially by acting on the connections with the ‘gauge transformation’ of proposition A.5, so that $A_0$ is mapped to zero, and applying the preceding result. Specifically we set $\lambda = A_0$ and $A(a) = 1$, so that $\Lambda(z) = T_0(a, z) \equiv Pe^L_{\lambda \delta A \delta' r}$. Then proposition A.5 shows that the path ordered exponential $T$ of any connection $A \in L^1(I)$ satisfies

$$
T(a, b) T_0(b, a) = Pe^L_{\lambda \delta A \delta' r},
$$

(A.30)

with $\Delta(z) \equiv T_0(a, z)(A - A_0)T_0(z, a)$. It follows that

$$
T(a, b) T_0(b, a) = 1 + \int_a^b \Delta(z) dz + \int_a^b \Delta(z)[Pe^L_{\lambda \delta A \delta' r} - 1] dz,
$$

(A.31)
and thus that

\[ T(a, b) = T_0(a, b) + \int_a^b T_0(a, z)(A - A_0)T_0(z, b)dz \]

\[ + \int_a^b \Delta(z)[\mathcal{P}e^{\int_0^z d\epsilon’} - 1]dz T_0(a, b). \]

(A.32)

The norm of \( \Delta(z) \) is bounded by \( e^{2|\int_0^z |d\epsilon’|} \| A(z) - A_0(z) \| \), so

\[ \| T(a, b) - T_0(a, b) - \int_a^b T_0(a, z)(A - A_0)T_0(z, b)dz \| \leq M^3 K(e^{MFK} - 1), \]

(A.33)

with \( M = e^{F_0} |d\epsilon|dz \) and \( K = \int_I \| A - A_0 \| dz \). As before, for all \( \epsilon > 0 \) there exists \( \delta > 0 \) such that

\[ \| T(a, b) - T_0(a, b) - \int_a^b T_0(a, z)(A - A_0)T_0(z, b)dz \| \leq \epsilon K, \]

(A.34)

when \( K < \delta \). Since \( K \) is the \( L^1(I) \) norm of \( A - A_0 \) this means that \( T(a, b) \) is differentiable at \( A_0 \) with derivative determined by \( T_0(a, b) \) \( \delta A = \int_a^b T_0(a, z)\delta A(z)T_0(z, b)dz \). Again it is clear that this operator is bounded.
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