Enhanced discrete phase model for multiphase flow simulation of blood flow with high shear stress
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Abstract
Shear stress is often present in the blood flow within blood-contacting devices, which is the leading cause of hemolysis. However, the simulation method for blood flow with shear stress is still not perfect, especially the multiphase flow model and experimental verification. In this regard, this study proposes an enhanced discrete phase model for multiphase flow simulation of blood flow with shear stress. This simulation is based on the discrete phase model (DPM). According to the multiphase flow characteristics of blood, a virtual mass force model and a pressure gradient influence model are added to the calculation of cell particle motion. In the experimental verification, nozzle models were designed to simulate the flow with shear stress, varying the degree of shear stress through different nozzle sizes. The microscopic flow was measured by the Particle Image Velocimetry (PIV) experimental method. The comparison of the turbulence models and the verification of the simulation accuracy were carried out based on the experimental results. The result demonstrates that the simulation effect of the SST $k$-$\omega$ model is better than other standard turbulence models. Accuracy analysis proves that the simulation results are accurate and can capture the movement of cell-level particles in the flow with shear stress. The results of the research are conducive to obtaining accurate and comprehensive analysis results in the equipment development phase.
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Introduction

Blood-contacting devices include blood pumps, prosthetic heart valves, blood filters. The internal flow of these devices is complex, and flow with shear stress usually has the risk of causing hemolysis.1,2,3 Hemolysis is a phenomenon in which red blood cells are damaged in flow. Excessive shear stress in the flow cause deformation and rupture of red blood cells. Hemolysis can cause red blood cells to lose the ability to transport oxygen, which seriously endangers the life of the disease.4

In blood-contacting devices, the shear stress in the flow is a core factor leading to hemolysis. In the flow with shear stress, the shear stress due to the velocity gradient causes the hemolysis risk of the device.5,6,7 The hemolysis test can directly obtain the hemolysis index of the device, but this method has several defects. First, the hemolysis experiment is to measure the hemolysis index of the device, but this does not capture the connection between flow and hemolysis, so it is difficult to support the development and improvement of the device structure. Second, the results of hemolysis experiments are also affected by many inevitable factors, which often mask the resulting characteristics of the device structure.8 Also, cost and time are also factors to consider. Therefore, in the research and design stage, the CFD method is usually used to simulate the internal flow of the equipment. In this way, device flow rationality and hemolytic damage are estimated.9,10 The design requirements of blood-contacting devices are much higher than those of ordinary equipment, which requires CFD simulation to have sufficient accuracy.

CFD simulation is an important method for blood flow analysis in devices. The simulation results are used to evaluate and improve devices.11,12 For example, in the research and development of blood pumps, researchers use CFD methods to analyse and evaluate the flow field state and hemolysis level of different structures, to promote the optimization of the structure and performance of blood pumps.13,14,15,16 However, most current studies have simplified blood into a single-phase flow liquid. Although the results of this simplified method are considered to be reliable. But the method of multiphase flow is also one of the directions of research. Blood is a typical liquid-particle multiphase flow. It is mainly composed of plasma, red blood cells, white blood cells, and platelets. The purpose of hemolysis analysis is to predict the damage of red blood cells during flow, thereby evaluating, and improving the structure of the device. Therefore, liquid-particle multiphase flow simulation is not only closer to real physical characteristics, but also more in line with the needs of research purpose. This will help to obtain more accurate and comprehensive analytical data.

At present, the multiphase flow simulation method of blood is not perfect. Multiphase flow models and experimental validation are major issues. In this study, an enhanced multiphase flow simulation method is proposed. The multiphase flow model is based on DPM, and the model is analysed and improved based on the multiphase flow characteristics of blood. In the experimental verification, we designed nozzle models to simulate the flow with shear stress, varying the degree of shear stress through different nozzle sizes. The results show that the simulation effect of the SST k-ω model is better than other standard turbulence
models. Verification proves that the simulation results are excellent and can enable flow analysis of cell-level particles in the blood flow with shear stress. The research results will help to achieve more accurate and comprehensive flow analysis during the development phase of the equipment.

**Materials and methods**

**Nozzle model**

The shear stress in the flow is due to the velocity gradient. The nozzle can produce flow with shear stress similar to blood-contacting devices, which are used to verify simulation accuracy.\(^{17,18,19,20}\) In the nozzle, the fluid velocity accelerates in the tapered section of the pipe. Then, the fluid is ejected from the nozzle jet position to the shear stress region. After the injection, the fluid velocity will rapidly decelerate in the shear stress region. After spraying, the fluid velocity will rapidly decrease in the shear stress region. The velocity reduction gradient will produce shear stress, which will cause hemolysis damage when it is too large. This flow with shear stress is the leading cause of hemolysis risk in blood-contacting devices.

For this study, the model structure has been modified to produce varying degrees of shear stress. Figure 1 shows the nozzle model in this study. The model is designed with three different nozzle sizes. The nozzles are 5, 6, and 7 mm in diameter, corresponding to three levels of shear stress at high, medium and low. Hereinafter referred to as 5 mm model, 6 mm model, and 7 mm model, respectively. The model has a circulating flow of 5 L/min, which produces a shear stress at the position of the dashed box in Figure 1. In the previous calculations of each model, the maximum velocity of the nozzles was about 4.3, 3.2, and 2.5 m/s, respectively. The maximum shear stress in the model flow field is approximately 400, 300, and 200 Pa, respectively. In this way, studies of various degrees of blood flow with shear stress can be achieved. In the experimental and simulated flow analysis, the main focus is on the shear stress region, centerline and radial cuts lines (Line 1, Line 2) of Figure 1. Among them, Line 1 and Line 2 are 10 and 20 mm from Original Point, respectively. The original point is the center of the nozzle jet.

![Figure 1. Nozzle model.](image-url)
**DPM for blood flow with shear stress**

Blood is mainly composed of plasma, red blood cells, white blood cells, and platelets, which is a typical liquid-particle multiphase flow. Among them, red blood cells account for more than 95% of blood cells, and the movement and damage of red blood cells is the focus of related equipment research. In this study, blood was considered to be composed of plasma and red blood cells, ignoring the non-Newtonian properties of the blood. Blood is a non-Newtonian fluid under normal flow conditions. Non-Newtonian fluids have a non-linear relationship between shear stress and shear strain rate, which is common in biological fluids. However, in some studies of implanted devices, it was found that when the shear rate in the flow field is large, the blood will behave like Newtonian fluid. In a high shear rate flow field, the viscosity of blood will stabilize within a small range. Therefore, in the study of blood shear damage, blood is generally regarded as Newtonian fluid, and this study also uses this fluid setting.

The red blood cells are in the shape of a double concave ellipsoid in a static state, and gradually deform into an ellipsoid shape in the flow with shear stress. In this study, based on the current research progress and the limitations of computing software, we simplify the particle to a sphere with a size close to that of red blood cells. In studies that do not consider microscopic cell deformation, this simplification is commonly adopted and is considered to be reliable. Moreover, the goal of this multiphase flow calculation is to obtain the flow of particles, because the particle size of the cell particles is small, and the density is close to the liquid phase, which makes the tracing ability of the particles very high. In this multiphase flow, the effect of particle shape on particle flow is basically negligible.

This multiphase flow model is based on the discrete phase model (DPM). The model processes the liquid phase into a continuum by solving the Navier-Stokes equation, while tracking the discrete phase particles through the calculated flow field. The calculations of the continuous phase and the discrete phase are in the Euler reference frame and the Lagrangian reference frame, respectively. Based on the calculated targets, multiphase flow model and current hardware computing capabilities, we have the following simplifications and assumptions in particle motion calculations: All particles are simplified to be spherical with the same size, and the particles are used as the moving mass point in the calculation. Some details of the flow around the particles are neglected, such as vortex shedding, flow separation and boundary layers. Local properties of the dispersed phase are predicted from spatial averaging over particle trajectory. The model predicts the trajectory of a discrete phase particle by integrating the force balance on the particle. This force balance equates the particle inertia with the forces acting on the particle, and can be written as

\[
\frac{du_p}{dt} = \frac{u - u_o}{\tau_r} + \frac{g(\rho_p - \rho)}{\rho_p} + F
\]

where \( F \) is an additional acceleration (force/unit particle mass) term. \( \rho \) and \( \rho_p \) are the densities of the continuous and discrete phases, respectively. \( u \) and \( u_o \) are the
velocity of the liquid phase and the particle phase, respectively. The first item on the right is the drag force per unit particle mass, $\tau_r$ is the droplet or particle relaxation time.

The difference in density between the particle phase and the liquid phase of the blood is less than 5.0%, which is quite different from the general particle flow. When the density of the fluid is close to the particle, the influence of the virtual mass force and the pressure gradient on the particle balance is not negligible. Equation (1) incorporates additional forces $F$ in the particle force balance that can be important under special circumstances. The virtual mass force is the force required to accelerate the fluid around the particle. This force can be written as

$$F_{vm} = C_{vm} \frac{\rho}{\rho_p} \left( u_p \nabla u - \frac{du_p}{dt} \right)$$

(2)

where $C_{vm}$ is the virtual mass factor with a default value of 0.5. Instructions for the choice of particle shape: For micron-sized particles such as red blood cells, the flow drag is mainly affected by particle size and density, and the difference in fine shape has little effect on flow. At the same time, in order to better analyze and demonstrate the effectiveness of simulation and models through PIV experiments, we hope to ensure that the simulation and experimental conditions are close. For the most critical tracer particles in the experiment, we mainly ensure that the particles are as close as possible to the red blood cells in terms of density and size. Therefore, considering the current calculation conditions, simulation methods, experimental techniques and research status, we simplified the red blood cells as spherical particles.

In addition, there will be additional forces due to the pressure gradient in the fluid. This force can be written as

$$F_p = \frac{\rho}{\rho_p} u_p \nabla u$$

(3)

**Numerical simulation**

Numerical simulations were performed using the commercial software ANSYS CFX 17.0 software (ANSYS, Inc., Canonsburg, PA, USA). In the simulation, the flow calculation of the particles is achieved by the improved DPM. To verify the simulation accuracy through experiments, the particle phase and liquid phase settings in the simulation are consistent with the experiments, which are air-glass microspheres and glycerin solution, respectively. Specific analysis of the particulate phase and the liquid phase will be described in detail later. The boundary conditions are the velocity inlet and pressure outlet, and the inlet flow and outlet pressure are set to 5 L/min and 0 Pa, respectively. The particle inlet is 0.01 kg/s. The calculated convergence residual is $10^{-6}$. In the calculation, the key parameters such as inlet pressure, outlet pressure, inlet flow, and outlet flow are monitored to
ensure that the values of these parameters are stable when the calculation reaches convergence.

Turbulent flow is highly complex, and it is difficult to achieve direct calculations like laminar flow. The reason is that there are nearly infinite multi-scale vortex flows and strong nonlinearities in turbulence, which makes it difficult to solve the turbulence problem by theoretical experiments and simulations. In CFD simulations, the calculation of turbulent flow usually needs to be assisted by the turbulence model. The turbulence model is based on Reynolds Averaged Navier-Stokes (RANS) equations. The model averages the physical quantities of the flow field and solves the time-averaged governing equations. The flow appears as a distinct turbulent state in the injection region. For the simulation of turbulent flow, the turbulence model is a crucial factor affecting the accuracy of the results. For flow conditions, the applicability of each turbulence model is different. There is no uniform theory or method to determine the applicability of the turbulence model. In the case of high precision requirements, it is best to choose the appropriate turbulence model through experiments.

The 3D computational grid of the nozzle model was established by ANSYS ICEM. The grid is one of the factors that have the greatest influence on the calculation results in the simulation. The density, type and scheme of the grid largely depend on the geometric structure of the computing object. In the calculation of three-dimensional flow, commonly used grid types include hexahedral grid, unstructured grid and mixed grid. Compared with the use of structured hexahedral grids, the use of unstructured grids usually requires more cells. However, the establishment of a hexahedral grid has higher technical requirements for the operator, and will increase the time cost of research. In the case of insufficient skills, the poor quality hexahedral grid will affect the accuracy of the calculation results. Therefore, unstructured grids or mixed grids are often used in many blood devices with complex geometric structures. In the simulation of three-dimensional flow, when the density and quality of the grid are sufficient, it is generally considered that the unstructured grid can meet the research requirements.

Quantity is one of the most important factors of the grid. The problem of this grid independence analysis is that when the grid is established densely, the amount of calculation will increase and the calculation cycle will be longer. Without affecting the results, waste of computing resources and time should be avoided. Secondly, as the grid is encrypted, rounding errors caused by computer floating-point operations may also increase. This calculation uses an unstructured grid, the grid type is Tetra/Mixed, and the grid creation method is Robust (Octree). The purpose of this grid independence analysis is to ensure that the number of grids will not affect the calculation results. Because the input of the simulation is the inlet flow rate, the key output of the calculation result is the inlet and outlet pressure. In the verification, it is necessary to ensure that the number of grids will not change the pressure of the inlet and outlet. This verification method has been widely adopted in related studies. Table 1 shows the results of this grid independence analysis, taking the results of the 6mm model as an example. Table 1 contains the calculation results of five
groups of different grid number models. The comparative analysis shows that when the number of grids reaches 4 million, continuing to increase the number of grids will not affect the key calculation results. Through the verification of the independence of the number of grids, the number of grids is determined to be about 4.5 million, and the quality of the grids is all above 0.6.

In this study, the effects of each turbulence model are compared and evaluated based on the results of PIV experiments. The choice of turbulence models for comparison is mainly based on literature, books and our previous experience. The turbulence models for this comparison include k-$\varepsilon$, k-$\omega$, and SST k-$\omega$. Among them, the k-$\varepsilon$ model is one of the most widely used turbulence models in CFD, and its coefficients are given by empirical formulas, which have a good calculation effect on turbulent flow. The advantage of the k-$\omega$ model lies in the calculation of the wall boundary layer and free shear flow. And the SST k-$\omega$ model is a combination of k-$\varepsilon$ and k-$\omega$ models. The above turbulence models are the most commonly used in related simulations.29,30

**PIV experiment**

The PIV experiment was used to measure the internal flow of the model, and the accuracy of the simulation was verified by experimental results. PIV is a transient, multi-point, contactless flow velocity measurement method and is considered to be the most reliable flow measurement method.31,32 This study used the PIV experimental system produced by TSI. The image collector of the PIV system is a Zyla 5.5 high-speed camera. The maximum acquisition frequency of this camera is 100 Hz. And the camera’s resolution is $2560 \times 2160$ pixels, which is approximately equivalent to 5 MP. The laser has a maximum rate of 30 Hz and maximum energy of 100 mJ, which is a two-pulse laser. The material of the experimental model is made of transparent plexiglass, and a rectangular water tank that reduces the effect of light refraction is placed outside the model. Before the experimental measurement, an appropriate amount of tracer particles are injected, and the focus and size

| Number of grids | About 1 million | About 2 million | About 4 million | About 6 million | About 8 million |
|-----------------|----------------|----------------|----------------|----------------|----------------|
| Global element seed size | 0.87 | 0.65 | 0.52 | 0.45 | 0.41 |
| Lowest grid element quality | About 0.30 | About 0.55 | About 0.60 | About 0.60 | About 0.60 |
| Convergence residual | $10^{-4}$ | $10^{-6}$ | $10^{-6}$ | $10^{-6}$ | $10^{-6}$ |
| Pressure difference between inlet and outlet (Pa) | About 3900 | About 4200 | About 4335 | About 4335 | About 4335 |
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calibration of the field of view is completed. In the measurement, the laser illumi-
nates the flow field, and the tracer particles reflect the laser light. The high-speed
camera takes two frames of shots at 100 μs intervals and calculates the velocity by
particle displacement in post-processing.

\[
v_x = \frac{x(t) - x(t + \Delta t)}{\Delta t}
\]

(4)

\[
v_y = \frac{y(t) - y(t + \Delta t)}{\Delta t}
\]

(5)

Where \( v_x \) and \( v_y \) are the instantaneous velocity calculation results in the \( x \) and \( y \)
directions of the particle, respectively. \( \Delta t \) is the shooting interval of two frames of
images, \( x(t) - x(t + \Delta t) \) and \( y(t) - y(t + \Delta t) \) are the displacement amounts of
the two directions in the \( \Delta t \) time, respectively. Because the \( \Delta t \) of the PIV experiment
is usually around \( 10^{-4} \) s, the calculation result can be approximated as an instantan-
eous velocity. In the post-processing, the image is divided into regions, and 5–10
particles are guaranteed in each region, and the average velocity value of these par-
ticles is taken as the velocity result of the region.

This PIV experiment uses the 2D2C method, and the experimental result is the
flow in the 2D plane. However, the simulation of this study is a 3D flow calcula-
tion, and the PIV experiment will lack the flow velocity perpendicular to the plane.
For this study, this difference will not affect the comparative analysis of experiment
and simulation, because the flow velocity perpendicular to the measurement plane
is very small. For example, in the simulation results of the 6 mm model, the velocity
range of the analysis plane is about 0.2 to 3.0 m/s. The maximum value of the par-
tial velocity perpendicular to the plane is about 0.03 m/s, so we ignore the velocity
in this direction, and the 2D plane velocity results are used in the comparative anal-
ysis of experiments and simulations.

This experiment is different from the ordinary PIV experiment. Typically, the
PIV experiment uses the best tracer of flow following. In the results, the particle
velocity is considered to be equal to the liquid flow velocity. However, this study is
directed to liquid-particle blood multiphase flow. Therefore, the selection of the
tracer particles and liquids does not focus on flow followability, but rather makes
the experimental liquid-particle multiphase flow properties closer to the blood.

In the blood, the diameter and density of red blood cells are about 8 μm and
1.1 kg/m³, respectively. In this regard, we use air-glass microspheres produced by
TSI, which have an average particle size and density of 10 μm and 1.1 kg/m³,
respectively. The fluid used in this experiment is a water/glycerin mixture (62/38)
solution by percent mass. The specific gravity and dynamic viscosity of the glycerin
solution are about 1.08 and 3.50 MPa s, respectively. The dynamic viscosity of
blood is related to the shear rate, and is usually divided into high shear rate,
medium shear rate, and low shear rate in medicine. Table 2 shows the range of
dynamic viscosity and shear rate. However, the shear rate in blood equipment is
higher than usual and varies with flow. Therefore, a glycerin solution with a
Table 2. Blood dynamic viscosity and flow shear rate.

| Flow condition | Low shear rate | Medium shear rate | High shear rate | Blood device |
|----------------|----------------|-------------------|-----------------|--------------|
| Shear rate (1/s) | 1–20           | 50–60             | 100–200         | >200         |
| Dynamic viscosity (mPa·s) | 8.2–9.6        | 5.5–6.4           | 4.4–4.9         | Assume about 3.5 |

Figure 2. PIV experimental device and particle image: (a) PIV experimental device and (b) PIV original particle image.

dynamic viscosity of 3.50 MPa·s is usually used in the research. This method is generally considered reliable in relevant studies.
Figure 2(a) shows the arrangement of the PIV experimental equipment. The laser is irradiated vertically downward from the top of the model, forming a slice at the axial position of the model, and the high-speed camera shoots perpendicularly to the laser light. Figure 2(b) is an original particle image.

Results

Velocity field analysis

Figure 3 shows the results of the PIV experiment and the simulation results of different turbulence models. The results contain three sets of models. In the results,
the flow is expressed as an injection state with a high-velocity gradient. In the shear stress region, the flow velocity is higher in the middle of the pipe and gradually decreases with the flow direction. Also, the velocity near the wall of the pipe is low, and there is a weak backflow. The smaller nozzle jet size has a higher velocity, and the highest velocity is at the original point. Compared with experimental and simulation results, the maximum velocity of the simulation results of the 5 mm model, 6 mm model, and 7 mm model are about 4.10, 3.20, and 2.50 m/s, respectively, and the difference between the turbulence model results is less than 0.05 m/s. In the experimental results, the maximum velocity is 4.09, 3.22, and 2.45 m/s, respectively. The difference between the experiment and the simulation is less than 1.0%

The difference between the results of each model is mainly reflected in the flow state and velocity distribution. The flow state of the k-ε model results is close to the experimental results, but the distance in the high-velocity region is slightly farther than the experimental results. The k-ω model is quite different from the experimental results, and its jet flow is more slender. Obviously, the results of the SST k-ω model are closer to the experimental results in both the flow state and the velocity distribution. Only the distribution of velocity will be more symmetrical and stable than the experimental results. In the comparison of results, the SST k-ω model shows better simulation accuracy. In the subsequent content, a more comprehensive and detailed analysis of the accuracy of the SST k-ω model results will be made.

Figure 4 shows the 3D particle motion trajectory obtained by this simulation. Since the motion characteristics of the three sets of model results are close, the
analysis uses the results of the 6 mm model as an example. In the results, the velocity of the particles flows in the range of approximately \(-0.5\) to \(3.0\) m/s, which is transiently above \(3.0\) m/s near the nozzle original point. The flow of the model inlet and outlet is stable with an average velocity of around \(1.0\) m/s. The high-velocity region of the particle flow is located in the central area behind the original point and is obscured by the particle trajectory near the wall of the pipe in the figure, which can be clearly observed in Figure 4. Besides, there are low velocity and recirculation regions near the wall of the pipe. The particle trajectory shows the motion state of the particles in the flow field, and the simulation results have no obvious clutter and errors.

**Velocity along the centerline**

Figure 5 shows the velocity curve of the centerline, which is used to evaluate the accuracy of the simulation in the main direction. In the result, the data starts from the original point and takes 21 data points along the axis. The distance between each data point is 0.5 mm. (a), (b), and (c) of Figure 5 are the results of the 5 mm model, the 6 mm model, and the 7 mm model, respectively.

In the results, the trends of the velocity curves of the three groups of models are basically the same. There is a brief rise in velocity from the starting point to the second data point, and the velocity will remain high in the range of around 2 mm. Then, the velocity will decline with a basically stable trend. For each model, different nozzle diameters only change the velocity range of the model and do not affect the trend of the velocity curve. Further, in the 0 to 20 mm portion of the centerline, the matching between the experimental and simulated results is perfect, and the velocity difference is substantially below \(1.0\)%.

In the 30 to 40 mm section of the centerline, the difference between the experiment and the simulation increased slightly, but the maximum difference did not exceed \(5.0\)%.

Overall, the simulation has good accuracy on the centerline.

In order to further improve the reliability of the simulation results, the comparative analysis and selection of the turbulence model which is the most critical
for simulation are carried out. Figure 6 is the comparison result. The comparative analysis is based on the axial velocity. The axis velocity can most directly reflect the accuracy of flow changes. The ordinate value is the velocity difference between simulation and experiment.

In the results, there are some differences between the results. The simulation results of SST k-ω model have the best match with the experiment, and the velocity difference is within 0.1 m/s. Especially in the range of 0 to 20 mm, the velocity difference is within 0.02 m/s. The other two models have significantly larger velocity differences. In addition, the velocity difference of each model gradually increases in the range of 20 to 40 mm. However, the velocity difference of the SST k-ω model has the smallest increase, and the maximum value of the velocity difference is only about 40.0% and 16.7% of the other two models, respectively.

**Velocity along with radial cuts**

Figure 7 shows the velocity along with the radial cuts, which is used to evaluate the accuracy of the simulation in the radial direction. In the result, the data starts from
the axis line. Along the Line1 and Line2, take 8 data points in each direction, and the distance between each data point is 0.25 mm. (a), (b), and (c) of Figure 6 are the results of the 5 mm model, the 6 mm model, and the 7 mm model, respectively. In the results, the three groups of models have similar velocity characteristics, and the simulation is very close to the experimental results. The velocity has a maximum at the axis position, and the velocity value decreases rapidly toward both sides. The velocity reduction trend on both sides of the axis is almost symmetrical. The velocity is close to zero near the wall, and there is a backflow near the wall. The degree of reflow increases as the nozzle jet diameter decreases.

Compare the experimental and simulation results of each model. The simulation and experimental results are well matched, and the corresponding velocity curves are almost coincident. In comparison, Line 1 results are better matched than Line 2, and there is no significant difference between the different models. The results in two locations are worthy of attention. First, at the axial position, the Line1

![Figure 6. The velocity difference between the simulation and experiment of each turbulence model on the axis: (a) 5 mm model, (b) 6 mm model, and (c) 7 mm model.](image)
simulation results are slightly higher than the experimental results, and the difference is about 5.0%. In Line 1, there is no such velocity difference. Second, there is a difference between the simulation and the experimental results in the recirculation region, which is present in both Line 1 and Line 2. However, the difference in velocity is less than 0.05 m/s. In general, the radial velocity also has good simulation accuracy, but there may be subtle simulation errors in the recirculation region.

Shear stress analysis

Figure 8 shows the shear stress results of the PIV experiment and simulation. The results include 3 sets of models (5 mm model, 6 mm model, and 7 mm model). The result of Figure 8 is the 2D plane shear stress distribution, which is calculated by the velocity gradient. Combined with the results of Figure 3, the shear stress is mainly distributed on both sides of the high-velocity region, and gradually
decreases with the flow. The high shear stress region appears on both sides of the inlet, and the model with higher flow velocity also has higher shear stress. The stress distribution of the simulation results is more regular than the experimental results, but the overall distribution characteristics are consistent. Moreover, the experimental and simulated stress values are also in the same range. Comparing the results of different turbulence models, the difference in stress is similar to the difference in flow velocity in Figure 3. In Figure 3, the jet flow of the k-ω model results is longer, and the high shear stress region in Figure 8 is also longer. In theory, because the shear stress is based on the velocity gradient results, Figures 3 and 8 will reflect the associated characteristics. Combining the results of Figures 3 and 8, SST k-ω shows better calculation results.

**Discussion**

In this study, the liquid-particle multiphase flow simulation method of blood flow with shear stress was analysed and improved, and the simulation accuracy was verified by PIV experiment. The model is based on DPM. In the composition of multiphase flow, since most of the components of blood cells are red blood cells, and the main purpose of blood flow with shear stress analysis is to acquire the movement and damage of red blood cells. Therefore, the blood is simplified by a two-phase fluid composed of plasma and red blood cells. Second, since the density of the blood liquid phase and the particle phase are close, the effect of the virtual mass force and the pressure gradient on the particle balance is not negligible. Therefore, the virtual mass force model and the pressure gradient model are added to the DPM model, which makes the calculation of the model more comprehensive and accurate.

**Figure 8.** Shear stress results of PIV and simulation.

Figure 8. Shear stress results of PIV and simulation.
Experimental verification is necessary to determine the effectiveness of the simulation method. The simulated flow data is the basis and source of data for calculating shear stress and hemolysis estimates. Therefore, the demonstration of simulation accuracy focuses on the accuracy of simulated flow data. For the characteristics of blood multiphase flow, the PIV experimental method was adopted. The nozzle model was improved and designed. Through different nozzle diameters, the model can produce varying degrees of shear stress. To better verify the multiphase flow simulation results, the air-glass beads and glycerol solution were used in experiments, and their physical properties were close to those of red blood cells and plasma. The flow results of each model were obtained through experiments.

A suitable turbulence model is a prerequisite for accurate simulation. Under the requirement of high precision, the experiment is the best method to analyse and select the turbulence model. In this paper, the turbulence models are compared and selected based on the results of the PIV experiment. In the results of each turbulence model, the flow is expressed as the injection state, which is consistent with the experimental results. The velocity range is basically consistent with the experimental results, and the maximum velocity difference is only 1.0%. In these respects, each model can achieve accurate simulations with little difference from each other. However, the distance in the high-velocity region of the k-ε model results is slightly farther than the experimental results. The high-velocity region of the k-ω model is significantly narrower and longer than the experimental results. However, the results of the SST k-ω model do not have these error problems, and its flow state and velocity distribution are well matched to the experimental results. In addition, the simulated distribution is more symmetrical and stable than the experimental results, which is due to the principles of experimentation and simulation. Simulation is an idealized calculation, and experiments have unavoidable instability. In general, the SST k-ω model is better than the other two commonly used turbulence models.

Further, the study conducted a more comprehensive and detailed analysis of the simulation accuracy. In the results of the axial velocity curve, the trends of the experimental and simulated velocity curves are basically the same. On the curve, the velocity rises briefly first, then the velocity will maintain a high-velocity region, and finally the velocity will drop steadily. Comparing the experimental and simulated velocity values, the velocity difference is substantially below 1.0% in the centerline 0 to 20 mm. In the 30 to 40 mm section, the difference between the experiment and the simulation increased slightly, but the maximum difference did not exceed 5.0%. The results reflect the accuracy of the simulated velocity changes in the flow direction. Also, there is better accuracy at a location close to the original point. As a result of the radial cut line velocity, the velocity at the axis position reaches the highest value, and the velocity values on both sides appear as asymmetrical and stable falling state. The velocity is close to zero on the wall, and there is a backflow near the wall. Comparing the results of simulations and experiments, their velocity curves are basically coincident.
However, there will be a slight error in the two locations. The first is the axial position. The velocity value of the simulation result will be slightly larger than the experimental result, and the difference will gradually increase with the flow direction. Both the results of Figures 5 and 6 reflect this feature. The second is the low-velocity recirculation region near the wall. Reflow is one of the flows that simulate difficult to calculate accurately. This simulation accurately reflects the position of the reflow. For the velocity value of the recirculation region, the difference between the simulation and the experiment is less than 0.05 m/s, and the difference has reached a good accuracy. In summary, the comparison between experiment and simulation reflects the excellent accuracy of the proposed simulation method.

Finally, the PIV experiment and simulated shear stress distribution are analyzed. The result of Figure 8 is the shear stress distribution in the 2D plane calculated by the velocity gradient. Because the shear stress result is calculated by the flow velocity gradient, the flow velocity result will show a strong correlation with the shear stress result, and the results of Figures 3 and 8 reflect this feature. For example, the high shear stress region of Figure 8 is located on both sides of the high flow velocity region of Figure 3, and there is almost no stress in the high flow velocity region, because the high shear stress is caused by the change of flow velocity. Overall, Figures 3 and 8 reflect that the SST k-ω model has better calculation results, and the model results have sufficient accuracy for the calculation of flow velocity and stress.

There were several limitations to this study. First, the evaluation of the simulation accuracy is entirely dependent on the PIV experiment. Although the PIV experiment is considered to be the best flow measurement method, it may not be enough. We will improve the level of experimentation and equipment and more comprehensively evaluate the accuracy of results in future work. Secondly, this study used a nozzle to simulate blood flow with shear stress, which was not applied to actual medical equipment. Although the reliability of nozzle is generally recognized. However, in the next study, the method will be applied to the blood pump, thereby further verifying the application value of the research results. In addition, due to the limitation of calculation and experiment, the size and density of the particles were matched with the red blood cells in the study, but the particle concentration was not completely consistent with the blood. The problem of particle concentration is a limitation in this study, but we think this study still has significance and progress in some aspects. The purpose of this study is to establish a multiphase flow model that can predict the flow of micro-particles. The results are more concerned about the flow process and velocity state of the particles. Judging from the results and experiments, the goal of this study has basically been achieved.

In the analysis of blood equipment, most researches treat blood as a simple liquid, and the flow of liquid is directly equivalent to the flow of red blood cells. The multiphase flow calculation in this study is an independent flow calculation of red blood cells. In comparison, this study has made progress. Because blood is a complex biological fluid, some simplifications and limitations are included in this calculation. Limited by existing software and technology, some problems are difficult to
solve in a short time. In this regard, we will try to solve these problems through theoretical and software breakthroughs. In addition, Khoo et al. recently found that normal stresses are important in a centrifugal blood pump.\textsuperscript{33} It is necessary to consider the combined effects of shear force and normal stresses in future studies. In the subsequent research, we will continue to improve the calculation method and experimental method, and gradually make the calculation closer to the real blood.

Conclusions

This research is aimed at multiphase flow simulation of blood flow with high shear stress, and the application object is blood-contacting devices such as blood pumps. The main purpose of the research is to establish and demonstrate a simulation method that can realize the analysis of micro-particle movement and stress in shear flow. Through the establishment of multiphase flow model and PIV micro-particle experiment, this research proposes an enhanced discrete phase model for multiphase flow simulation of blood flow with high shear stress, and completed the analysis, improvement and demonstration of the multiphase flow model. The main research contents and results are summarized as follows:

1. Research has established a simulation multiphase flow model for blood flow with high shear stress, which realizes the simulation analysis of cell-level micro-particle flow and stress. The established multiphase flow model is based on DPM. According to the multiphase flow characteristics of blood, dynamic calculations of the influence of virtual mass force and pressure gradient are added to the micro-particles. (2) For the turbulence model that is critical to the accuracy of the simulation results, a comparative analysis and selection of the applicability of the high shear stress model are carried out. The comparative analysis shows that the SST $k-\omega$ turbulence model shows better simulation applicability to blood flow with high shear stress. The SST $k-\omega$ turbulence model can avoid the problem of over-prediction in the high-velocity zone in the simulation results of other turbulence models. (3) Aiming at the flow field of blood flow with high shear stress, nozzle experimental models are designed to simulate the flow field state required for this research. The designed nozzle experimental model can produce different degrees of shear flow through different nozzle sizes, which can realize a comprehensive research and analysis of different degrees of shear stress. (4) Aiming at the experimental difficulties of cell-level microparticles, the micro PIV technology is adopted, and the flow of red blood cells are simulated by micron-level tracer particles. Based on the experimental results, the established multi-phase flow model was analyzed, improved, and accuracy demonstrated. PIV experimental results show that the established simulation has fine simulation accuracy and research reliability.
In summary, the DPM multiphase flow simulation established in this study can accurately realize the flow and stress analysis of cell-level microparticles in flow with high shear stress. The results of this research provide a multiphase flow simulation model and method that is more in line with the characteristics of the blood flow field and calculation requirements, which is conducive to obtaining more accurate and comprehensive analysis data and results in the equipment development stage.
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