Dielectric control of reverse intersystem crossing in thermally activated delayed fluorescence emitters

Alexander J. Gillett#1,*, Anton Pershin#2,3, Raj Pandya1, Sascha Feldmann1, Alexander J. Sneyd1, Antonios M. Alvertis1, Emrys W. Evans1,4, Tudor H. Thomas1, Lin-Song Cui5, Bluebell H. Drummond1, Gregory D. Scholes6, Yoann Olivier7, Akshay Rao1, Richard H. Friend1, David Beljonne2,6

1Cavendish Laboratory, University of Cambridge, JJ Thomson Avenue, Cambridge, CB3 0HE, UK
2Laboratory for Chemistry of Novel Materials, Université de Mons, Place du Parc 20, 7000 Mons, Belgium
3Wigner Research Centre for Physics, PO Box 49, H-1525, Budapest, Hungary
4Department of Chemistry, Swansea University, Singleton Park, Swansea, SA2 8PP, UK
5CAS Key Laboratory of Soft Matter Chemistry, Department of Polymer Science and Engineering, University of Science and Technology of China, Hefei, 230026, China
6Department of Chemistry, Princeton University, Princeton, New Jersey 08544, United States
7Unité de Chimie Physique Théorique et Structurale & Laboratoire de Physique du Solide, Namur Institute of Structured Matter, Université de Namur, Rue de Bruxelles, 61, 5000 Namur, Belgium

# These authors contributed equally to this work.

Abstract

Thermally-activated delayed fluorescence (TADF) enables organic semiconductors with charge transfer (CT)-type excitons to convert dark triplet states into bright singlets via reverse intersystem crossing (rISC). However, thus far the contribution from the dielectric environment has received insufficient attention. Here, we study the role of the dielectric environment in a range of TADF materials with varying changes in dipole moment upon optical excitation. In dipolar emitters, we observe how environmental reorganisation after excitation triggers the full CT exciton formation, minimising the singlet-triplet energy gap, with the emergence of two (reactant-inactive) modes acting as a vibrational fingerprint of the CT product. In contrast, the dielectric environment plays a
smaller role in less dipolar materials. The analysis of energy-time trajectories and their free-energy functions reveal that the dielectric environment significantly reduces the activation energy for rISC in dipolar TADF emitters, increasing the rISC rate by three orders of magnitude versus the isolated molecule.

Organic light emitting diodes (OLEDs) based on materials that exhibit thermally activated delayed fluorescence (TADF) have gained significant attention for their ability to utilize dark triplet excitons for light emission via a thermally-assisted reverse intersystem crossing (rISC) process\(^1\)–\(^4\). As a result, the internal quantum efficiencies of TADF OLEDs can now approach 100\%\(^1\)–\(^3\),\(^5\)–\(^7\). However, despite the substantial effort to understand the mechanism of rISC in TADF emitters\(^8\)–\(^11\), relatively little attention has been given to the role of the surrounding dielectric environment in this process\(^12\)–\(^17\).

Due to the charge transfer (CT) nature of their excited states, TADF materials often exhibit large changes in their dipole moment upon optical or electrical excitation, which can exceed 20 D\(^13\),\(^18\). This change in dipole moment will induce a reorientation of the local dielectric environment to better stabilize the new electrostatic configuration of the chromophore\(^19\),\(^20\). Such effects are not limited to solution environments where the solvent can freely rotate\(^21\)–\(^23\), but have also been observed in solid films comprising TADF emitters dispersed in both polymer and small molecule hosts\(^13\),\(^24\),\(^25\). These environmental reorganization effects can have a significant impact on the electronic properties of the molecule, including large shifts in the optical band gap, modulation of the coupling between electronic states, and even changes in the relative energetic ordering of the CT and local triplet exciton (\(^3\)LE) states\(^13\),\(^24\). In this work, we reveal the interplay between the TADF emitter and the environment, highlighting the remarkable role of the dielectric environment in gating the rISC process of dipolar TADF materials.

## Results

We have investigated five high-performance TADF materials that represent popular structural motifs (Fig. 1a), including linear donor-acceptor (D-A; TXO-TPA and DACT-II)\(^26\),\(^27\), D-A-D (2CzPN)\(^3\) and multi-D systems (4CzIPN and 5CzTRZ)\(^1\),\(^21\). The structures of the three wide-gap materials chosen to represent solution (toluene), small molecule (UGH2), and polymer (polystyrene) host environments are shown in Fig. 1b. To restrict the variables as far as possible, all host materials have been chosen to possess both similar structural motifs and comparable dielectric constants of between 2.4–2.8 (Fig. S1)\(^28\)–\(^30\). These dielectric constants are low compared to many other organic semiconductors used as OLED host materials\(^31\), meaning that our results represent a lower bound for the potential influence of the dielectric environment on TADF emitters.

## Transient absorption spectroscopy of TADF emitters

We have performed transient absorption (TA) spectroscopy on a solution of TXO-TPA in toluene, excited with a 400 nm (100 fs) pulse to populate the \(^1\)CT state (Fig. 2a). 200-300 fs after excitation, we observe two photo-induced absorption (PIA) features: a band in the near-infrared (NIR) peaked at 975 nm and a broad shoulder at 625 nm. Subsequently, a rapid
spectral evolution occurs, with the NIR PIA blue-shifting from 975 nm to 925 nm and the PIA shoulder at 625 nm developing into two new peaks at 520 nm and around 770 nm. We have taken kinetics at wavelengths associated with these features to examine their temporal evolution: the low (1000-1025 nm) and high (920-940 nm) energy edges of the NIR PIA and the shoulder PIA (620-650 nm) (Fig. 2b). We find that the excited state evolutions proceed with a time constant of 6.4 ps (Fig. S2) and are largely complete by 20 ps. This is significantly slower than previous reports of coherent structural changes in organic chromophores after photoexcitation, which take place on hundreds of femtoseconds\textsuperscript{32–34}, suggesting a different origin for these spectral evolutions.

In contrast to TXO-TPA, when exciting 4CzIPN at 400 nm in toluene (Fig. 2e), we notice more subtle spectral shifts; excitation of the lowest energy transition at 450 nm shows the same behaviour, ruling out relaxation from a higher lying state as the cause (Fig. S3). This includes an increase in the intensity of the band centred at 480 nm and a slight red shift in the primary $^1$CT PIA at 850 nm, both largely completed within 20 ps (Fig. 2f). We also observe spectral shifts on similar timescales for the other three TADF materials in toluene (Figs. S4-S6), suggesting that it may be an innate part of the TADF process. Calculations of the change in dipole moment in the TADF emitters upon excitation from the ground state to the $^1$CT (the absolute dipole moments for these states are given in Table S1) reveal a clear correlation with the magnitude of the spectral shifts (Fig. 1c), with the largest shifts reported for the most dipolar systems (TXO-TPA and DACT-II).

### Ultrafast time resolved photoluminescence of TADF emitters

We have investigated the corresponding emissive behaviour with transient grating photoluminescence (TGPL) spectroscopy. We focus here on two TADF materials with contrasting PIA peak shift magnitudes: TXO-TPA and 4CzIPN. In TXO-TPA (Figs. 2c-2d), the emission maximum is 510 nm at 200-300 fs after excitation; significantly higher in energy than the steady-state PL, which peaks at 580 nm (Fig. S1). We then observe a red shift of the emission to 570 nm over identical timescales to the PIA shifts. The picosecond Stokes shift of $\sim$0.3 eV corroborates that the PIA evolutions in the TA result from the environment-mediated stabilization of the $^1$CT electronic configuration, consistent with previous observations of solvent-mediated relaxation in materials with CT-type excited states\textsuperscript{23,35–37}. We also observe a large increase in the emission intensity towards 1 ns for the band at 570 nm. We attribute this delayed rise to the emission onset of the fully relaxed $^1$CT, in-line with a typical fluorescence rate constant of $\sim$10$^7$ s$^{-1}$ in TADF materials\textsuperscript{38}. There is a concomitant decay in the TXO-TPA $^1$CT PIAs over the same timescales (Fig. 2b), confirming the radiative decay of excited states. This delayed rise in the relaxed $^1$CT PL, consistent with the small radiative rate expected for a CT-type excitation, also implies that the state responsible for the blue-shifted emission on sub-picosecond timescales has a significantly larger oscillator strength and an increased electron-hole overlap. Therefore, we propose that the dielectric environment drives the formation of a quasi-pure CT excitation in TXO-TPA from an initial state with only partial CT character. Through performing a detailed study on thin films of TXO-TPA dispersed in polystyrene and UGH2 (see SI for details), we find that the picosecond solution spectral shifts in the TA and TGPL in toluene are also present in the solid-state. Thus, we confirm that the solid-state dielectric
environment is also capable of a rapid reorganisation in response to a change in the electronic configuration of the TADF emitter, meaning that our findings in solution are also of relevance for the thin films used in OLED devices.

In contrast, there is no significant emission detected from 4CzIPN on early timescales <10 ps (Fig. 2g); instead, as with the fully relaxed $^1$CT of TXO-TPA, the luminescence grows in towards 1 ns, with a simultaneous decay in the primary $^1$CT PIA kinetic from 870-880 nm beyond 100 ps (Fig. 2f). The delayed onset of emission indicates that after optical excitation, 4CzIPN directly forms a low oscillator strength $^1$CT state with a small electron-hole overlap. In addition, we observe no spectral shifts in the 4CzIPN emission on sub-nanosecond timescales, which already matches the steady-state PL (Fig. S7). This signifies that there is minimal delayed electronic or structural evolution induced by the environment in 4CzIPN following excitation to the $^1$CT state. These observations are consistent with the limited reorganisation of the surrounding dielectric environment that is expected in response to the small change in the dipole moment of 4CzIPN upon excitation into the $^1$CT state.

Impulsive vibrational spectropscopy of TADF emitters

We next probe the nature of the pre- and post-environment reorganization state in TXO-TPA and 4CzIPN with impulsive vibrational spectroscopy (IVS). By varying the time between the initial excitation event and the ultrafast pulse that generates vibrational coherences in the excited state, we can probe before (500 fs), during (3 ps), and after (10 ps) the environment-mediated stabilization of the $^1$CT. In the spectral range of the $^1$CT PIA (790-940 nm), for TXO-TPA, we observe the gradual appearance of two new intense modes at 412 cm$^{-1}$ and 813 cm$^{-1}$ (denoted by red asterisks) at 3 and 10 ps that are not present 500 fs after excitation (Fig. 3a). These modes can be considered a fingerprint of the quasi-pure CT product excitation in TXO-TPA and are explored in more detail in the quantum-chemical calculations. In contrast, we do not see the formation of new vibrational modes in the IVS of 4CzIPN, taken over the $^1$CT PIA (800-865 nm): only limited changes in the mode intensities (Fig. 3b). The more subtle evolution of the vibrational modes is consistent with the weaker effect of the dielectric environment reorganisation on the molecular and electronic structure of 4CzIPN.

Calculations on the environment dynamics for TXO-TPA

We now discuss the results of the combined quantum mechanics/molecular mechanics (QM/MM) adiabatic dynamics simulations of TXO-TPA in a toluene solution but consider our findings generally applicable to dipolar TADF materials. In the Franck-Condon region, the (vertical) excitation energy to the $^1$CT exceeds that of the lowest $^3$T$_1$ ($^3$CT-like) and $^3$T$_2$ ($^3$LE-like) states by 0.4 and 0.1 eV, respectively (Table S2). In the time evolution of the $^1$CT excitation energy (Fig. 4a), we observe a complex oscillatory evolution over the whole 10 ps trajectory explored. The presence of a polarized environment with a slow relaxation component is responsible for these large fluctuations in the energy and other observables along the trajectories of the molecular dynamics (MD) simulations. This is because at each time step, the system explores a range of molecular vibrations and solvent degrees of freedom (translational, rotational, and inertial), which results in the emitter experiencing
a different local electric field that modulates its excitation energy through a Stark shift. This effect is not included in the vacuum or PCM models and the large fluctuations are consequently absent from the equivalent simulations, where the molecular co-ordinates of TXO-TPA are shared between the trajectories (Fig. S25). Importantly, these fluctuations are substantial and comparable in magnitude to the singlet-triplet energy gap ($\Delta E_{ST}$). Thus, the ISC and rISC processes could be thought of as being gated by the molecular environment, with crossings occurring when these fluctuations bring the involved states into close energy resonance (vide infra). Consistent with the experimental observations, we find that these nuclear motions initially dump ~0.3 eV (from ~3.1 eV at 0 ps to ~2.8 eV at 10 ps) into the environment, also seen in the shift of the $^1$CT energy distribution from the early (0-3 ps) to late (3-10 ps) timescales of the explored trajectory (Fig. 4b).

Through analysing the temporal evolution of the electron-hole overlap and the transferred charge in the excited state wavefunction (Fig. S26), we conclude that the decrease in $^1$CT energy is associated with an increased CT character of the lowest singlet excited ($S_1$) state. The increased CT character also manifests in the time evolution of the dihedral angle between the TPA donor and TXO acceptor moieties, which rises from ~50° to ~90° after 4-5 ps (Fig. 4c). This is reminiscent of twisted intramolecular CT (TICT), where electron transfer from the donor to acceptor involves a change in conformation (rotation around the D-A single bond), and also shows a strong dependence on the dielectric environment\textsuperscript{40}. Importantly, this effect is synergistically driven by, but also in response to, solvent polarization effects. One consequence of the $^1$CT state acquiring an increasing CT character is a sharp drop in the electron-hole interaction and hence a fall in $\Delta E_{ST}$ from the initial ~0.4 eV in the ground-state equilibrium geometry down to values as small as ~0.1 eV (Fig. 4d). Due to their negligible dipole moment\textsuperscript{41}, the $^3$LE states are only weakly affected by the environment reorganization, remaining at a near-constant energy. As a result, the $^1$CT and $^3$CT also sweep below the $^3$LE (Fig. S27).

To explore the role of the solvent in this process, we have computed the electrostatic potential generated by the toluene molecules over the simulation trajectory (Fig. S28). The results, imaged in Fig. 4e for several snapshots extracted along the \textit{ab initio} MD trajectory, demonstrate how the toluene molecules reorient in response to the dipolar field generated upon photoexcitation of the TXO-TPA solute to the $^1$CT state. Here, the yellow and blue colours indicate the positive and negative signs of the electrostatic potential, respectively. These potentials are evaluated based on the point charges associated with the atoms in toluene and reflect the magnitude of the molecular electric dipole moment. Thus, the electrostatic potential directly originates from the molecular dipoles of the toluene solvent molecules. In the ground state, where the molecular dipole moment of TXO-TPA is relatively small, the solvent molecules are randomly distributed around the emitter. Consequently, there is an unstructured electrostatic pattern in the ground-state solvent configuration at 0.3 ps. After excitation of TXO-TPA, the redistribution in the electronic density induces a rearrangement of the surrounding toluene molecules; this solvent orientational response drives the formation of a highly polarized electrostatic environment by 2.5 ps, which further acts back on the electronic structure of the emitter molecule. Together, the concerted solute-solvent effects directly influence the excited state dynamics, causing the picosecond spectroscopic shifts observed experimentally. Importantly,
the collective orientation polarization of the weakly polar toluene molecules is strong enough to lower the TXO-TPA $^1$CT excitation energy by ~0.3 eV after 10 ps.

**Analysis of the vibrational mode evolution for TXO-TPA**

To examine the intramolecular reorganization, we have decomposed the predicted spectral dynamics for the $^1$CT excitation energies onto the vibrational modes of TXO-TPA as it explores the $^1$CT MD trajectory (Fig. 5a), with the molecular localisation of the modes shown in Fig. S29. This provides an instantaneous picture for the modes that contribute the most (those with the highest intensity) to the overall geometric distortion at any given time after excitation. To further visualise this, we have computed the standard deviations of the mode intensities over specific time intervals; this highlights changes in the relative activity of these modes with time (Fig. 5b). By comparing the system at ‘short’ (<3 ps) and ‘long’ (3-10 ps) times after excitation, we find that the interplay of solvent relaxation and geometry-change activates two clusters of molecular vibrational modes at ~400 and ~700-800 cm$^{-1}$, in excellent agreement with the IVS data. The two strongest modes at 417 and 712 cm$^{-1}$ correspond to vibrations extending over both the TPA donor and the TXO acceptor moieties (Fig. S31). We consider that these modes are a fingerprint of the quasi-pure CT excited state, formed after the electronic $S_1$ state acquires increasing TICT character. Or, in other words, electron transfer occurs adiabatically from TPA to TXO. Relaxation proceeding from this novel non-equilibrium configuration then results in the irreversible formation of the $^1$CT product.

**Calculations on the triplet state manifold of TXO-TPA**

To gain insight into the transient solute-solvent dynamics taking place in the triplet manifold, we have repeated the QM/MM/MD calculations for the lowest adiabatic triplet state; in Fig. 6 we report the results of one 10 ps long MD trajectory. Here, the fluctuations in the environment and molecular vibrations now act in tandem to swap the nature of the lowest energy triplet excitation. This is visualized in Fig. 6a, where for times <5 ps, the time evolution of the electron/hole overlap in the lowest two triplet states exhibits sudden jumps from values as high as ~0.8 (indicative of a dominant $^3$LE character) to values as low as ~0.2 (corresponding to mostly $^3$CT excitations).

Between ~5-6.5 ps, the lowest energy (and therefore populated) triplet state has a small electron-hole overlap, indicating $^3$CT character. Correspondingly, a polarized electrostatic pattern develops in the environment during this metastable time window (Fig. S32). Importantly, the polarized environment that stabilizes the $^3$CT also stabilizes the similar orbital nature $^1$CT. However, the energy of the $^3$LE is not strongly modulated as it possess a much smaller molecular dipole moment$^{20}$. Thus, $S_1$, $T_1$ and $T_2$ become simultaneously confined within a narrow energy spacing in the 5-6.5 ps time window of this specific trajectory (Fig. 6b). Critically, this provides the opportunity for population transfer to take place between the singlet and triplet manifolds, which has been shown to occur at the crossing seams of the potential energy surfaces of the states involved$^{42}$. Indeed, the 5-6.5 ps time window in our simulations corresponds to the $S_1$-$T_1$ crossing region of Fig. 6d. Furthermore, when the CT-type $T_1$ state is stabilized for sufficient time, the
same vibrational modes around ~400 and ~700-800 cm$^{-1}$ that were previously observed in the 1CT manifold are again activated (Fig. 6c). These key modes are able to couple the two spin manifolds, driving triplet-to-singlet conversion$^{43}$. Thus, we propose that the interplay of solvent and intramolecular reorganization, seen in our trajectories as stochastic environmental fluctuations, gives rise to quasi-equilibrium conditions that are favourable for rISC to take place. This suggests the rISC process in dipolar TADF emitters is directly gated by the dielectric environment.

**Effect of environment dynamics on the rISC rate**

To quantify the contribution of the dielectric environment to ISC and rISC in TXO-TPA, we have transformed 25 ps of singlet and 30 ps of triplet trajectories for both an explicit toluene solvent and a vacuum environment (Fig. S34) into reactant and product free energy functions, $\Delta g_a(X)$ (see Methods for details), using the $S_1-T_1$ energy gap as generalized microscopic reaction coordinate (Figs. 6d-6e)$^{44}$. From the free energy curves, we extract a mean reorganisation energy ($\lambda$) of 210 meV and $\Delta G^0=95$ meV for TXO-TPA in the explicit toluene solvent, corresponding to an activation energy ($E_A$) of ~15 meV for ISC and ~110 meV for rISC. In contrast, we obtain $\lambda=750$ meV and $\Delta G^0=140$ meV for TXO-TPA in vacuum; this translates into a significantly higher $E_A$ of ~124 meV for ISC and ~264 meV for rISC.

To examine the impact of the dielectric environment on the rate of ISC ($k_{ISC}$) and rISC ($k_{rISC}$), we input the values obtained from our free energy functions into a classical Marcus-type non-adiabatic expression$^{42}$, taking a conservative estimate for the SOC of 0.5 cm$^{-1}$ from our simulations (Fig. S33). From this, we obtain $k_{ISC}=7.6\times10^7$ s$^{-1}$ and $k_{rISC}=1.8\times10^6$ s$^{-1}$ for the explicit toluene and $k_{ISC}=6.0\times10^5$ s$^{-1}$ and $k_{rISC}=2.5\times10^3$ s$^{-1}$ for the vacuum environment. The calculated rates for TXO-TPA in toluene are already in good agreement with experiment ($k_{ISC}=5.7\times10^7$ s$^{-1}$ and $k_{rISC}=2.3\times10^5$ s$^{-1}$) but can be further improved by using a semi-classical Marcus-Levich-Jortner expression with one vibrational mode treated quantum mechanically (either the ~400 or ~800 cm$^{-1}$ modes identified for TXO-TPA; Fig. S35)$^{45}$. Thus, even a weakly polar dielectric environment, such as toluene, makes a significant contribution to the rISC (and ISC) rates in a dipolar TADF emitter.

**Conclusions**

In this work, we have demonstrated that the stochastic dielectric environment dynamics can directly gate the ISC and rISC processes in TADF emitters. Consequently, even a weakly polar environment like a toluene solution can significantly reduce the activation energy for rISC in a dipolar emitter, such as TXO-TPA, effectively increasing $k_{rISC}$ by up to three orders of magnitude when compared to the isolated molecule. Furthermore, our experimental results suggest that dipolar TADF molecules exhibit similar behaviour in thin films, meaning the dielectric environment effects seen in solution are also of relevance to OLED devices. In contrast, the dielectric environment plays a more limited role in a less dipolar multi-D TADF emitter, 4CzIPN. Thus, we predict that the dielectric environment dynamics will have a much smaller impact on the rISC activation energy in 4CzIPN and therefore a limited influence on the rISC rate. Consequently, we propose that tuning the
dielectric environment is likely to be a powerful tool for controlling rISC in dipolar TADF emitters, including many materials with D-A or D-A-D structural motifs. However, other approaches are likely to be more beneficial for manipulating the rISC rate in multi-D systems that show a smaller change in their dipole moment upon excitation.

**Methods**

**Transient Absorption**

Transient absorption (TA) measurements were performed on a home-built TA setup, powered by a Ti:sapphire amplifier (Spectra Physics Solstace Ace) that generated 100 fs duration pulses centred at 800 nm, with a repetition rate of 1 kHz. On this setup, sample photoexcitation in the short-time TA experiments (100 fs-1.7 ns) was achieved by the second harmonic (400 nm) of the 800 nm output of the Ti:sapphire amplifier, generated using a β-Barium Borate (BBO) crystal and filtered with a 3 mm thick BG39 glass filter to remove the residual 800 nm fundamental pulse. The probe light was generated by home-built broadband visible (500-770 nm) and near-infrared (830-1025 nm) non-collinear optical parametric amplifiers (NOPAs), pumped using the 400 nm second harmonic of the Ti:sapphire output. For short-time measurements, a mechanical delay stage (Thorlabs DDS300-E/M) was used provide the pump-probe delay. In the long-time measurements, the delay between probe and pump pulses was varied using a Stanford DG645 delay generator. The transmitted probe pulses were collected with a silicon dual-line array detector (Hamamatsu S8381-1024Q) which was driven and read out by a custom-built board from Stresing Entwicklungsbüro.

**Transient Grating Photoluminescence**

A Ti:Sapphire amplifier system (Spectra Physics Solstace Ace) operating at 1 kHz generating 100 fs pulses was split into the pump and probe beam arms. The pump beam was generated by second harmonic generation (SHG) in a BBO crystal and focused onto the sample. The photoluminescence generated is collimated by a silver off-axis parabolic mirror and focused onto the gate medium. About 80 μJ/pulse of the 800 nm laser output is used for the gate beams, which is first raised 25 mm above the plane of the PL to produce a boxcar geometry and split into a pair of gate beams using a 50/50 beam splitter. The gate beams are focused onto the gate medium (fused silica), crossing at an angle of ~5° and overlapping with the focused PL. The two gate beams interfere and create a transient grating in the gate medium due to a modulation of the refractive index via the optical Kerr effect. Temporal overlap between the two gate beams is achieved via a manual delay stage. The PL is then deflected on the transient grating causing a spatial separation of the gated signal from the PL background. Two lenses collimate and focus the gated signal onto the spectrometer entrance (Princeton Instruments SP 2150) after long- and short-pass filters remove scattered pump and gate light, respectively. Gated PL spectra are measured using an intensified CCD camera (Princeton Instruments, PIMAX4). The (~10 ns) electronic shutter of the intensified CCD camera was used to further suppress long-lived PL background. PL spectra at each gate time delay are acquired from ~ 10000 laser shots. The time delay between pump and gate beams is controlled via a motorized optical delay line on the excitation beam path and a LabVIEW data acquisition program.
**ns-μs Transient Photoluminescence**

Transient PL spectra were recorded using an electrically gated intensified charge-coupled device (ICCD) camera (Andor iStar DH740 CCI-010) connected to a calibrated grating spectrometer (Andor SR303i). Pulsed 400 nm photoexcitation was provided at a repetition rate of 1 kHz. A 425 nm long-pass filter (Edmund Optics) was used to prevent scattered laser signal from entering the camera. Temporal evolution of the PL emission was obtained by stepping the ICCD gate delay with respect to the excitation pulse. The minimum gate width of the ICCD was 5 ns. Recorded data was subsequently corrected to account for filter transmission and camera sensitivity.

**Impulsive Vibrational Spectroscopy**

The IVS experiments were performed using a Yb:KGW laser system (Pharos, Light Conversion) to provide 15.2 W at 1030 nm with a 38 kHz repetition rate. The probe beam was generated by focusing a portion of the fundamental in a 4 mm YAG crystal to generate a white light continuum (WLC). The push beam was generated by a non-collinear optical parametric amplifier (NOPA) seeded by the WLC from a 3 mm YAG crystal mixed with a second harmonic pump (HIRO, Light Conversion) in a barium borate crystal (23.5° cut, type I phase matching, ~2° external angle). The NOPA output was compressed down to <10 fs pulses using a pair of chirped mirrors and pair of CaF2 wedges, as determined by second-harmonic generation frequency-resolved optical gating (SHG-FROG) During the measurement, the push pulse intensity was kept low enough to avoid detectable two-photon absorption. The pump was generated using a narrow band optical parametric oscillator system (ORPHEUS-LYRA, Light conversion) with a 1030 nm seed. The FWHM of the pump was ~200 fs. The probe white light was delayed using a computer-controlled piezoelectric translation stage (Physik Instrumente). The pump was delayed using a computer controlled Thorlabs translation stage. The pulse train of probe pulses with/without the pump and with/without the push was generated using separate chopper wheels on the pump and push beams. After the sample, the probe pulse was split with a 950 nm dichroic mirror (Thorlabs). The visible part was then imaged with a Silicon photodiode array camera (Stresing Entwicklungsbüro; visible monochromator 550 nm blazed grating). The near-infrared portion of the probe was focused into an IR spectrograph (1200 nm blazed grating) and imaged on an InGaAs photodiode array camera (Sensors Unlimited). Offsets for the differing spectral response of the detectors was accounted for in the post-processing of data.

4CzIPN was excited with a 450 nm (200 fs) pump pulse to populate the $^1$CT electronic state directly. Owing to its weaker $^1$CT absorption band, TXO-TPA was instead excited with a 343 nm (270 fs) pump pulse. Importantly, the observed behaviour of TXO-TPA excited at 343 nm is equivalent to excitation at 400 nm, with all spectral evolutions again completed by 20 ps (Fig. S16). Subsequently, a second ultrafast (<10 fs; shorter than the period of most vibrational modes) ‘push’ pulse, resonant with the $^1$CT PIA, was used to generate vibrational coherences in the molecular normal modes of the $^1$CT potential energy surface. We note that it is not possible to reliably individually resolve very low frequency modes (<100 cm$^{-1}$) due to their extremely long oscillation periods, which can extend beyond the lifetime of the picosecond coherences generated in the IVS experiment. To resolve the
excited state vibrational modes from the ground state modes, IVS requires a large fraction (~1-10%) of the molecules under investigation to be excited. This necessitates the use of very high excitation fluences, which can lead to rapid material degradation in solid films. Thus, we have focussed on the toluene solutions in our work.

Fast Fourier transforming the femtosecond-transient absorption data allows determination of the mode frequency modulating the electronic transition. Briefly, each row of the TA data, $y$, contains kinetic information at wavelength $i$, and is fitted with a multiple exponential decay functions.

$$ y_i = \sum_{n} \frac{1}{\tau_n} \cdot A_n \cdot e^{-\frac{(t - t_0)}{\tau_n}} \cdot \left( 1 + erf\left( \frac{t - t_0 - s^2}{\sqrt{2} s} \right) \right) $$

The $n$ lifetimes, $\tau$, are treated as a common fitting parameter for the whole data set, each with a different weighting $A_n$ at a particular wavelength. A chirp and background correction were performed before the global fit.

$$ y_i = \sum_{n} \frac{1}{\tau_n} \cdot A_n \cdot e^{-\frac{(t - t_0)}{\tau_n}} \cdot \left( 1 + erf\left( \frac{t - t_0 - s^2}{\sqrt{2} s} \right) \right) $$

The error function considers the Gaussian-shaped probe pulse arriving at $t = t_0$ and instrumental response time, $s$. The TA data can be modelled as a matrix multiplication in the form of

$$ y = A \cdot E = \begin{bmatrix} A_{11} & \cdots & A_{1n} \\ \vdots & \ddots & \vdots \\ A_{m1} & \cdots & A_{mn} \end{bmatrix} \begin{bmatrix} E_{11} & \cdots & E_{1t} \\ \vdots & \ddots & \vdots \\ E_{m1} & \cdots & E_{mt} \end{bmatrix} $$

where $m$, $n$ and $t$ are the number of wavelengths, lifetimes and timepoints in the data. $E$ is a matrix containing all the exponential components in Equation 2 and $A$ can be computed by a simple matrix division provided we have initial guesses for the various parameters. $\tau$, $t_0$ and $s$ were then fitted iteratively, and $A$ updated after each iteration, until convergence was achieved.

A Blackman window was then applied to the residual map before Fast Fourier Transform was performed on the linear time region. The data was padded with zero arrays to improve FFT performance.

**Steady-state absorption**

Steady-state absorption spectra were measured using an HP 8453 spectrometer.
Steady-state photoluminescence

The steady-state PL was measured in an integrating sphere, where the samples were excited with a 405 nm continuous-wave laser. The emission signals were measured using a calibrated Andor iDus DU420A BVF Si detector.

Photoluminescence quantum efficiency measurements

The PLQE was determined using method previously described by De Mello et al.\textsuperscript{46}. Samples were placed in an integrating sphere and photoexcited using a 405 nm continuous-wave laser. The laser and emission signals were measured and quantified using a calibrated Andor iDus DU420A BVF Si detector.

Raman spectroscopy

Raman spectroscopy measurements were performed on films fabricated on a quartz substrate. The Raman spectra were collected using a HORIBA T64000 Raman spectrometer attached to a confocal microscope with a 100× objective and a 633 nm laser for the excitation. Laser power was minimized to ensure that no degradation of the sample was induced. The spectra were averaged over several accumulations.

Computational details

The changes in dipole moment upon a vertical excitation to the lowest singlet state were calculated at the density functional theory (DFT) level using the PBEh-3c functional\textsuperscript{47}, implemented in ORCA software\textsuperscript{48}. To study the time-evolution of the singlet and triplet states, our computational modelling uses a combined QM/MM approach. For these investigations, a single TXO-TPA molecule was surrounded by 249 individual toluene molecules and the reorganization dynamics following population of the 1\textsuperscript{CT} and 3\textsuperscript{CT} states were determined. This was achieved by employing an electrostatic embedding scheme, where interaction with the solvent includes the electronic polarization of the QM TXO-TPA molecule by re-orientation of the MM toluene molecules, together with Lennard-Jones potentials. Thus, this approach accounts for the (slow) inertial component of the solvent dielectric response, whilst the optical component that produces an instantaneous and rigid shift of the transition energies is ignored\textsuperscript{49}. The TXO-TPA molecule was described at the DFT level, while the surrounding 249 toluene molecules were treated with the GROMOS 54a7 classical force field\textsuperscript{50} in Gomacs code\textsuperscript{51}. We explored the adiabatic excited-state dynamics in the 1\textsuperscript{CT} for the first 10 ps using the forces from time-dependent (TD)-DFT. The same approach was further utilized to study the triplet dynamics, sampling the geometries from 10 ps of adiabatic dynamics in the lowest triplet state from open-shell DFT calculations, before applying spin-adapted TD-DFT calculations to access the properties of higher-lying triplet excitons. The electron and hole densities of the three lowest energy triplet states (T\textsubscript{1}, T\textsubscript{2} and T\textsubscript{3}), calculated in the gas-phase ground-state equilibrium geometry of TXO-TPA, are displayed in Fig. S24. We note that whilst T2 and T3 are 3\textsuperscript{LE} states localized on the TXO moiety, T1 has primarily 3\textsuperscript{CT} character. Finally, to quantify the extension of the normal modes along the molecular backbone, we defined the participation ratio as \( PR_{D/A} = \sum \Delta^2_{D/A} / \sum \Delta^2 \), where \( \Delta \) is a Cartesian displacement for each atom. Further computational details are provided in SI.
To generate the free energy curves for the singlet and triplet manifolds in Figs. 6d and 6e, we have transformed 25 ps of singlet and 30 ps of triplet trajectories for both an explicit toluene solvent and a vacuum environment (trajectories in Fig. S34) into reactant and product free energy functions, $\Delta g_\alpha(X)$, using the $S_1$-$T_1$ energy gap as generalized microscopic reaction coordinate (Figs. 7a and 7b)\textsuperscript{44}. For the reactant, this is given by:

$$\Delta g_\alpha(X) = -kT \ln[P(X)_\alpha]$$

(4)

where $(X)_\alpha = E_\beta - E_\alpha$, with $\alpha$ denoting the reactant and $\beta$ the product; and $P(X)_\alpha$ is the probability that the system will have a given value of $X$ along the trajectories propagated on state $\alpha$. Thus, $\alpha \equiv S_1$ and $\beta \equiv T_1$ for the singlet trajectories; a similar free energy function can be obtained for the product, $(\alpha \equiv T_1$ and $\beta \equiv S_1)$ from the triplet trajectories, now adding the reaction free energy, $\Delta G^0$, to Eq. 1. Here, it is important to note that the free energy function for the triplet is that of the lowest adiabatic $T_1$ state, which involves a dynamically evolving mixture of $3^{\text{CT}}$ and $3^{\text{LE}}$ excitations (Fig. 6a). In effect, the functions of $\Delta g_\alpha(X)$ are the microscopic equivalents of the Marcus parabola, where the minima represent the most frequently encountered $S_1$-$T_1$ energy gap in the trajectories; a free energy gain is required to move away from the minima, as expected for less commonly occurring $S_1$-$T_1$ gaps. Differently to Aizawa et al.\textsuperscript{42}, we note the appearance of a crossing seam between $S_1$ and $T_1$ (at $X = 0$, by definition of the free energy functions) as these involve (slightly) different electronic configurations with sufficient SOC to drive rISC.
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Figure 1. Chemical structures and change in dipole moment upon excitation for the investigated TADF emitters.

(a) The chemical structures of the five TADF emitters investigated in this study. The emitters were chosen to provide a representative selection of the popular structural motifs employed in high-performance TADF materials. This includes linear donor-acceptor (D-A; TXO-TPA and DACT-II), D-A-D (2CzPN) and multi-D (4CzIPN and 5CzTRZ). (b) The chemical structures of the host materials investigated in this study, chosen to represent solution (toluene), small molecule (UGH-2) and polymer (polystyrene). (c) The measured shift in the $^1$CT photo-induced absorption (PIA) peak between 0.3 and 100 ps (in eV) as a function of the calculated change in the dipole moment of the emitter upon excitation from the ground state to the $^1$CT state. In 2CzPN where more than one $^1$CT PIA is present, the PIA with the largest energy shift is presented.
Figure 2. Ultrafast transient absorption and photoluminescence measurements of TXO-TPA and 4CzIPN in toluene solutions.

(a) The TA spectra of TXO-TPA in an oxygen-free toluene solution, excited at 400 nm with a fluence of 15.6 μJ/cm². (b) The TA kinetics of TXO-TPA in toluene, taken from the SE region (620-650 nm), the high energy edge of the 1CT PIA (920-940 nm) and the low energy edge of the 1CT PIA (1000-1025 nm). (c) The TGPL spectra of TXO-TPA in a toluene solution, excited at 400 nm with a fluence of 50.9 μJ/cm². (d) The kinetics of the TGPL, taken at the high energy (500-520 nm) and low energy (560-580 nm) edges of the TXO-TPA.
PL. (e) The TA spectra of 4CzIPN in an oxygen-free toluene solution, excited at 400 nm with a fluence of 28.3 μJ/cm². (f) The TA kinetics of 4CzIPN in toluene, taken from the highest energy PIA (470-490 nm), the high energy edge of the 1CT PIA (830-840 nm) and the low energy edge of the 1CT PIA (870-880 nm). (g) The TGPL spectra of 4CzIPN in a toluene solution, excited at 400 nm with a fluence of 50.9 μJ/cm². (h) The kinetics of the TGPL, taken around the peak of the 4CzIPN PL (500-540 nm).
Figure 3. Impulsive vibrational spectroscopy of TXO-TPA and 4CzIPN in toluene solutions. (a) The IVS and steady-state Raman of TXO-TPA. The top panel displays the steady state off resonant (633 nm) Raman spectra of a neat TXO-TPA film. This can be compared to the IVS spectra of TXO-TPA in toluene taken at 0.5, 3 and 10 ps after excitation to isolate the modes that are associated with the $^1\text{CT}$ excited state of TXO-TPA; the key modes associated with the formation of the quasi-pure CT state at 412 and 813 cm$^{-1}$ are denoted by red asterisks (toluene solvent modes are marked by black asterisks). The IVS was obtained by first exciting TXO-TPA at 343 nm with a 270 fs pulse (fluence 0.75 mJ/cm$^2$), before a second pulse centered at 790 nm with a 9.8 fs duration was used (1.1 mJ/cm$^2$) to induce coherent oscillations in the excited state of TXO-TPA. (b) The IVS and steady-state Raman spectra of 4CzIPN. The top panel displays the steady state off resonant (633 nm) Raman spectra of a neat 4CzIPN film. This can be compared to the IVS spectra of 4CzIPN in toluene taken at 0.5, 3 and 10 ps after excitation to isolate the modes that are associated with the $^1\text{CT}$ excited state of 4CzIPN. Toluene solvent modes are marked by black asterisks. The IVS was obtained by first exciting 4CzIPN at 450 nm with a 200 fs pulse (fluence 0.47 mJ/cm$^2$), before a second pulse at 850 nm with a 8.5 fs duration was used (5.7 mJ/cm$^2$) to induce coherent oscillations in the excited state of 4CzIPN.
Figure 4. Quantum chemical calculations on TXO-TPA in a toluene solvent.
(a) The vertical excitation energy of the $^1\text{CT}$ state along the simulation trajectory. The overlaid line is a linear best-fit guide to the eye. (b) The distribution of the vertical $^1\text{CT}$ excitation energies during early (0-3 ps) and late (3-10 ps) sections of the simulation trajectory. The dotted lines overlaid mark the peak of the $^1\text{CT}$ energy distribution, showing that the average energy of the $^1\text{CT}$ state decreases due to the environment reorganisation. (c) The evolution of the D:A dihedral angle over the simulation trajectory. The dihedral angle increases from $\sim50^\circ$ to $\sim90^\circ$ after 4-5 ps, indicating the formation of a TICT state. (d) The $\Delta E_{ST}$ between the $^1\text{CT}$ and $^3\text{CT}$ states along the simulation trajectory. (e) A visualisation of the electrostatic potential of the solvent experienced by TXO-TPA at the indicated timescales of the trajectory. The yellow and blue colours indicate the positive and negative signs of the electrostatic potential, respectively. By 2.5 ps, the toluene molecules surrounding TXO-TPA are strongly polarised in response to the optical formation of the highly dipolar $^1\text{CT}$ state.
Figure 5. The calculated vibrational mode evolution of TXO-TPA in a toluene solvent.
(a) The time evolution of the normal modes along the $^1$CT adiabatic dynamics. The colour scale indicates the mode intensity. (b) The standard deviations of the mode intensities computed during the early (0-3 ps) and late (3-10 ps) simulation timescales. Over the later timescales where the solvent has reorganised to drive the formation of a quasi-pure CT state, the modes at 417 and 712 cm$^{-1}$ become strongly active (as denoted by the red asterisks).
Figure 6. The impact of the toluene solvent dynamics on the reverse intersystem crossing process of TXO-TPA.

(a) The electron/hole overlap for the two lowest energy triplet states, indicating whether they possess primarily $^3$LE (large overlap) or $^3$CT (small overlap) character during the timescales of the simulation. (b) The energy of the $S_1$, $T_1$ and $T_2$ states over time timescales of the simulation. The bold section between 5-6.5 ps indicates the region where all three electronic excited states are confined within a narrow energy range, enabling rISC to take place. (c) The standard deviations of the mode intensities computed during the early (0-5 ps) and late (5-10 ps) simulation timescales. Over the later timescales where the solvent has reorganised to stabilise the $^3$CT state, clusters of modes around 400 and 700 cm$^{-1}$ become strongly active (as denoted by the red asterisks). (d) Free energy functions for $S_1$ (back squares) and $T_1$ (red circles) states together with their quadratic fits for TXO-TPA in an explicit toluene solvent environment. (e) Free energy functions for $S_1$ (back squares) and $T_1$ (red circles) states together with their quadratic fits for TXO-TPA in vacuum.