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Abstract

In this paper, according to CA duality, we study complexity growth of dyonic RN-type black holes with Quartic Field Strength Corrections ($F^4$ corrections) to the matter action in general $D \geq 4$-dimensions and find the behavior of action growth, similar to the case of the normal RN black holes, is different between electric and magnetic black holes which is unexpected since violates the electromagnetic duality. For restoring this duality, we add the Maxwell boundary term (at order 3-derivative) to the action and discuss the outcomes of the addition. Also, we have used another method that introduces UV finite cut off at AdS boundary to evaluate the complexity growth rate of dyonic black holes with and without $F^4$ corrections. In this method, without adding a surface term, late time growth rate of complexity exhibits expected behavior.
1 Introduction

Recently, the combination study of holographic entanglement entropy and quantum information shed light on the understanding of quantum gravity [1]. However, the entanglement entropy may not be enough to probe the degrees of freedoms in black holes interior since the volume of black holes continues growing even if spacetimes reach thermal equilibrium [2]. Instead, complexity was proposed to be the correct quantity to characterize the interior of black holes.

“Quantum complexity” is defined by the minimal number of simple gates needed to prepare a target state from a reference state. From the holographic viewpoint, the quantum complexity of the state in the boundary theory is dual to some bulk gravitational quantities which are called “holographic complexity”. Complexity was originally conjectured to be proportional to the maximum volume of a codimension-one surface bounded by the CFT slices,

\[ C_V = \frac{V}{C l}, \]

which is called “Complexity=Volume” (CV) duality [3–5]. The length scale \( l \) is chosen according to situations. In order to eliminate the ambiguities in CV duality, “Complexity=Action” (CA) duality was proposed [?, 7], which states that the quantum complexity of a particular state \( |\psi(t_L, t_R)\rangle \) on the boundary is given by

\[ C_A(|\psi(t_L, t_R)\rangle) = \frac{I_{WDW}}{\pi \hbar}, \]

where \( I_{WDW} \) is the on-shell action evaluated on a certain region of spacetimes, called the Wheeler-DeWitt (WDW) patch, which is enclosed by the past and future light sheets sent into the bulk spacetime from the timeslices \( t_L \) and \( t_R \). CA duality does not involve any ambiguities encountered in CV duality. In this paper, we only focus on the CA conjecture.
The complexity grows linearly with time, and according to the definition, complexity growth rate is the speed of quantum computations. Considering black holes as the densest memories [8–10], it is conjectured that black holes are the fastest computers in nature. There exist a bound for the speed of quantum computation. Lloyd proposed a bound on the speed of quantum computation in [11]. Brown and collaborators generalized Lloyd's bound and conjectured that there exists a bound on the growth rate of complexity at late time, which is

$$\frac{dC}{dt} \leq \frac{2E}{\pi \hbar}. \quad (3)$$

Calculations show that static neutral black holes saturate the bound. It has been extensively studied complexity growth of black holes in different gravity systems to examine CA duality and Lloyd's bound [12–48].

The authors of refs. [42,52,54] found that action growth rates vanish for purely magnetic black holes in four dimensions, which is unexpected since the expected late time result is

$$\frac{dI}{dt} \sim TS, \quad (4)$$

Therefore, there is no electric-magnetic duality in their solution. In order to improve the situation, a Maxwell boundary term

$$\int_{\partial M} d\Sigma_{\mu} F^{\mu\nu} A_{\nu} \quad (5)$$

were proposed to be included in the action and by this method, the electromagnetism duality was restored. However, from the point of view of holography, it is of great interest to explore holographic applications of higher derivative on complexity growth. In this paper, we would like to generalize the discussions of [52] and study the action growth of dyonic black holes in Einstein-Maxwell gravity with quartic field strength corrections in the matter action. These corrections are subsets of $\alpha'$ corrections for higher dimensional AdS space with a general $U(1)$ and we review black hole solutions and their thermodynamic quantities in the grand canonical ensemble [53]. The purpose of this paper is to examine whether adding boundary term to the bulk action is needed for restoring electric-magnetic duality in the presence of corrections of higher derivatives Maxwell fields. Following the same method of [52], we conclude that one must add the same Maxwell boundary terms (but in higher derivatives) to prevent vanishing of action growth rates for purely magnetic black holes.

Another approach to restoring electric-magnetic duality of dyonic black holes in action growth rate is proposed in [61, 62] by introducing finite boundary cut off $r = r_c$ and the complexity growth rate is calculated at the finite cut off geometry. In this method, in order to have a consistency behavior of growth rate complexity with Lloyd's bound at late time, one is forced to introduce a new cut off surface $r = r_0$ behind the outer horizon whose value is fixed by the boundary cut off $r_c$ [61]. The other important thing in this method is that the boundary term is not needed and variational principle does not change.

Similar calculations are done in [62, 63] and [64] but for Jackiw-Teitelboim (JT) gravity, (near extremal) black branes and electrical charged black holes respectively. In this paper, we have also used this approach, and have studied the growth rate of holographic complexity of $F^2$ and $F^4$ black holes by
introducing finite boundary cut off \( r = r_c \) and cut off surface \( r = r_0 \). By finding a relation between \( r_0 \) and \( r_c \), and substitute \( r_0 \) in terms of \( r_c \) and inner and outer horizons \( r_\pm \) in action growth, we observe that growth rate of complexity is electromagnetic-dual.

The paper is organized as follows. In section (2), we obtain a solution of dyonic black holes in Einstein-Maxwell gravity with correction at fourth-order derivative in electromagnetic field strength and then calculate some basic thermodynamic quantities of this system. In section (3), we evaluate the complexity growth by considering all contributions of bulk, surface, joint, and counterterm actions. First, we investigate the CA conjecture without the Maxwell boundary term, and then we examine action growth by adding the boundary term of matter field and discuss the outcomes of the addition. In section (4), we will compute holographic complexity for \( F^2 \) and \( F^4 \) theory in the presence of a UV radial cut off \( r_c \) and a behind horizon cut off \( r_0 \) and show that consistency with Lloyd’s bound at the late time enforces us to find a relation between \( r_0 \) and \( r_c \) and this relation will restore electric-magnetic duality of the growth rate of complexity. We summarize our calculations in the last section.

2 Geometry of \( F^4 \) Theory

We begin our discussion by studying following bulk action in \( D \) dimensions spacetime (we set \( G_N = 1 \)):

\[
I_{\text{bulk}} = \frac{1}{16\pi} \int_M d^Dx \sqrt{-g} (\mathcal{L}_{\text{EH}} + \mathcal{L}_{\text{Max}} + \mathcal{L}_{F^4})
\]

where

\[
\mathcal{L}_{\text{EH}} = R - 2\Lambda; \quad \Lambda = -\frac{(D-1)(D-2)}{2L^2}
\]

\[
\mathcal{L}_{\text{Max}} = -F_{\mu\nu}F^{\mu\nu}; \quad F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu
\]

\[
\mathcal{L}_{F^4} = \alpha' \left[ B_1 (F_{\mu\nu}F^{\mu\nu})^2 + B_2 F_{\mu\nu}F^{\nu\alpha}F^{\alpha\beta}F^{\beta\mu} \right].
\]

In above, \( A \) is the gauge field, \( F \) is the electromagnetic field strength, \( L \) is the AdS radius and \( B_1, B_2 \) are arbitrary constants. From the point of view of string theory, the \( F^4 \) term is of order \( \alpha' \). Here, the parameter \( \alpha' \) is a small dimensionless expansion parameter that controls the effects of quartic electromagnetic field strength corrections.

Now by taking variation of the bulk action with respect to metric \( g_{\mu\nu} \), one obtains the field equation:

\[
E_{\mu\nu} = R_{\mu\nu} - 2F_\mu^\alpha F_\nu^\alpha + 4\alpha' \left( B_1 F_{\alpha\beta}F^{\alpha\beta}F_\mu^\gamma F^{\gamma\nu} + B_2 F_\alpha^\gamma F_\nu^\gamma F_\mu^\alpha F_\nu^\beta \right) - \frac{1}{2} \left( R - 2\Lambda - F_{\alpha\beta}F^{\alpha\beta} + \alpha' B_1 F_{\alpha\beta}F^{\alpha\beta}F_\gamma^\delta + \alpha' B_2 F_\alpha^\gamma F^{\alpha\beta}F_\beta^\delta F^{\gamma\delta} \right) g_{\mu\nu} = 0
\]

The modified form of the Maxwell equations in a curved background is:

\[
\frac{\partial I_{\text{bulk}}}{\partial A^\mu} = \nabla_\mu \tilde{F}_\mu = 0.
\]
where

\[ \tilde{F}_{\mu
u} = -2 \frac{\partial}{\partial F_{\alpha\beta}} (L_{\text{Max}} + L_{F^4}) \]
\[ = 4 \left( F_{\alpha\beta} - 2\alpha' (B_1 F_{\alpha\beta} F_{\gamma\delta} F_{\gamma\delta} + B_2 F_\alpha \gamma F_\beta \delta F_{\gamma\delta}) \right). \tag{10} \]

We solve equation of motions for static AdS planar black holes in \( D = 2n + 2 \) dimensions as

\[
\begin{align*}
&ds^2 = -f(r)dt^2 + \frac{1}{f(r)}dr^2 + r^2(dx_1^2 + dx_2^2 + \cdots + dx_{2n-1}^2 + dx_{2n}^2), \\
&F = E(r)dr \wedge dt + (\Psi_1(x)dx_1 \wedge dx_2 + \Psi_2(x)dx_3 \wedge dx_4 + \cdots + \Psi_n(x)dx_{2n-1} \wedge dx_{2n}). \tag{11}
\end{align*}
\]

Bianchi identity

\[ \nabla [rF_{x_i x_{i+1}}] = 0, \tag{12} \]

indicates that \( \Psi_i(x) \)'s are independent of \( r \). The \( x_i \)-component of eq. (9), has a term that is \( r \)-dependent and must be equal to some constant:

\[ -4 \left( r^4 + 4\alpha' B_1 E(r)^2 r^4 \right) \partial_{x_i} F_{x_i} = c. \tag{13} \]

If \( \Psi_i \)'s are \( x \)-dependent functions, then behavior of \( E(r) \) as an electric field will be incorrect at \( r \to \infty \):

\[ E(r)^2 = \frac{c}{r^4} - 1, \quad \lim_{r \to \infty} E(r)^2 = -1 \tag{14} \]

So, \( \Psi_i(x) \)'s are constant functions and we set them as follows:

\[ \Psi_i(x) = p, \tag{15} \]

where \( p \) is an integration constant and will soon be related with the magnetic charge.

The \( r \)-component of eq. (9) is

\[
\begin{align*}
&\left( (D - 2)E(r) + r \frac{\partial E(r)}{\partial r} \right) - 2\alpha' B_1 (D - 2)p^2 \left( (D - 6)E(r) + r \frac{\partial}{\partial r} E(r) \right) + \\
&2\alpha' (2B_1 + B_2) E(r)^2 \left( (D - 2)E(r) + 3r \frac{\partial E(r)}{\partial r} \right) = 0. \tag{16}
\end{align*}
\]

The above equation is exactly solvable. Physically, when \( B_1 \) and \( B_2 \) goes to zero, the expected solution must leads to the usual Coulombs law, and it should not diverges if \( r \) approaches infinity. So the general solution is as follows:

\[
E(r) = \frac{1}{6^{1/3}} \left[ \frac{1}{\Delta} \left( 1 - \frac{2(D - 2)\alpha' B_1 p^2}{r^4} \right) - \frac{\Delta}{6^{1/3} \alpha'(2B_1 + B_2)} \right] \tag{17}
\]

where

\[
\Delta(r) = \frac{1}{r^{D+4}} \left[ \left( -9\alpha'^2 (2B_1 + B_2)^2 q r^{2(7 + D)} \right) \right. \\
+ \left( 3\alpha'^3 (2B_1 + B_2)^3 q^{3(3+D)} (27\alpha'^2 (2B_1 + B_2) q^2 r^{16} + 2r^{2D} (r^4 - 2\alpha' B_1 (D - 2)p^2))^3 \right)^{1/3} \tag{18}
\]
and $q$ is an integration constant which we will soon related it with the electric charge. To solve $A_t = \Phi_e(r)$, we have to simplify $E(r)$ as much as we can. This difficulty is due to considering the effects of quartic field strength corrections on the matter action. We can expand $E(r)$ in terms of $\alpha'$ corrections up to $O(\alpha'^2)$:

$$E(r) = \frac{q}{r^{D-2}} \left( 1 - \frac{2\alpha'(2B_1 + B_2)q^2}{r^{2D-4}} + \frac{2\alpha'B_1(D-2)p^2}{r^4} \right) + O(\alpha'^2).$$  \hspace{1cm} (19)

As can be seen, the leading order is Coulomb’s law, and if $\alpha' \to 0$, it’s all that survives. Next-to-leading order terms are corrections of Coulomb’s law and Reissner-Nordstrom solutions by $\alpha'$ parameter.

The electric scalar potential field is integration of $E(r)$:

$$\Phi_e(r) = \int_r^\infty E(r) \, dr = \frac{q}{(D-3)r^{D-3}} - \frac{2\alpha'(2B_1 + B_2)q^3}{(3D-7)r^{3D-7}} + \frac{2\alpha'B_1(D-2)qp^2}{(D+1)r^{D+1}}. \hspace{1cm} (20)$$

The constant integration in $\Phi_e(r)$ is chosen such that $\Phi_e(\infty) = 0$. In $r = r_+$, the $\Phi_e(r_+)$ is chemical potential associated to the outer horizon, while in $r = r_-$, $\Phi_e(r_-)$ does not have a boundary dual.

The $rr$-component of equation of motions in (8) is (up to $O(\alpha')$):

$$\frac{1}{2}(D-2)rf'(r) + \frac{1}{2}(D-2)(D-3)f(r) + \Lambda r^2 + \frac{q^2}{r^{2D-6}} + \frac{(D-2)p^2}{2r^2} - \alpha' \left( \frac{(2B_1 + B_2)q^4}{r^{4D-10}} + \frac{(D-2)((D-2)B_1 + B_2)p^4}{2r^6} - \frac{2B_1(D-2)(q^2p^2)}{r^{2D-2}} \right) = 0. \hspace{1cm} (21)$$

The solution of above equation is as follows:

$$f(r) = -\frac{\mu}{r^{D-3}} - \frac{2\Lambda r^2}{(D-1)(D-2)} - \frac{2q^2}{(D-2)(D-3)r^{2D-6}} - \frac{p^2}{(D-5)r^2} + \alpha' \left( \frac{2(2B_1 + B_2)q^4}{(3D-7)(D-2)r^{4D-10}} + \frac{((D-2)B_1 + B_2)p^4}{(D-9)r^6} + \frac{4B_1q^2p^2}{(D+1)r^{2D-2}} \right), \hspace{1cm} (22)$$

and $\mu$ is an integration constant. In this paper, we only consider solutions that have two RN-type horizons which are located at $r = r_{\pm}$. As can be seen, only in $D = 4$, the function $f(r)$ is symmetric under change of $q$ and $p$.

Total electric and magnetic charges of black hole can be calculated by using Gauss’s law. The total electric charge is

$$Q_e = \frac{1}{4\pi} \int_{r \to \infty} dx_1 dx_2 \ldots dx_{2n} (\ast F)_{x_1x_2 \ldots x_{2n}} = \frac{1}{4\pi} \int_{r \to \infty} dx_1 dx_2 \ldots dx_{2n} \sqrt{-g} F_{rt} = \frac{1}{4\pi} \int_{r \to \infty} dx_1 dx_2 \ldots dx_{2n} (r^{D-2})E(r) = \frac{q}{4\pi} \omega_2^n \hspace{1cm} (23)$$

Similarly, the total magnetic charge is

$$Q_m = \frac{1}{4\pi} \int_{r \to \infty} dx_1 dx_2 F_{x_1x_2} = \frac{D-2}{8\pi} \int_{r \to \infty} dx_1 dx_2 (p) = \frac{(D-2)p\omega_2}{8\pi} \hspace{1cm} (24)$$
The total mass of black hole is (by ADM Approach [?])

\[ M = \frac{n\omega_n^2 \mu}{8\pi} \]  

where \( \mu \) is determined by evaluating the metric function on horizon \( f(r = r_+) = 0 \):

\[
\mu = -\frac{2\Lambda r_+^{D-1}}{(D-1)(D-2)} + \frac{2q^2}{(D-2)(D-3)r_+^{D-3}} - \frac{p^2 r_+^{D-5}}{D-5} - \alpha' \left( \frac{2(2B_1 + B_2)q^4}{(3D-7)(D-2)r_+^{3D-7}} - \frac{((D-2)B_1 + B_2)p^4 r_+^{D-9}}{D-9} - \frac{4B_1q^2p^2}{(D+1)r_+^{D+1}} \right). \]  

(26)

The magnetic scalar potential can be calculated by the first law of black hole thermodynamics:

\[ dM = T dS + \Phi_e dQ_e + \Phi_m dQ_m, \]  

(27)

where entropy \( S \) and temperature \( T \) are:

\[ S = \frac{\omega_n^2}{4} r_+^{2n}, \quad T = \frac{1}{4\pi} f'(r) \bigg|_{r=r_+}. \]  

(28)

So, the magnetic scalar potential is

\[ \Phi_m(r) = \left( \frac{\partial M}{\partial Q_m} \right)_{S,Q_e} = -\frac{p\omega^{n-1}}{(D-5)} r_+^{D-5} + \alpha' \omega^{n-1} \left( \frac{2((D-2)B_1 + B_2)p^3}{(D-9)r^{9-D}} + \frac{4B_1q^2q_m}{(D+1)r^{D+1}} \right). \]  

(29)

As can be seen, in \( D = 4 \) dimension, if we change electric and magnetic charges \( (q_e \leftrightarrow q_m) \), the electric and magnetic potentials are also interchanged \( (\Phi_e \leftrightarrow \Phi_m) \). But in higher dimensions \( (D > 4) \), this symmetry does not occur.

3 Evaluating the Growth Rate of Action

3.1 Without Maxwell Boundary Term

To calculate the holographic complexity, we have to compute on-shell action on the WDW patch. The WDW patch is a spacetime area enclosed by null sheets. Figure 1(a) illustrate the change of the WDW patch of this type of black hole with two RN-type horizons in the Penrose diagram. To regulate the divergence near the AdS boundary, we have introduced a cut-off surface \( r = r_\infty \). As we will see, action growth of this type of black hole is formally identical with AdS-RN black holes, and correction to field strength does not change the causal structure of the spacetime, however, an electromagnetic field affects the growth of action through the correction in higher orders. The WDW patch is general non-smooth, so we employ the method proposed in [52,55] to calculate the action.

The time evolution of action is determined by the evolution of the future \( (r^1_m) \) and past \( (r^2_m) \) meeting points of the light rays bounding the WDW patch, which is characterized by

\[ t_L + r^*(\infty) - r^*(r^1_m) = 0, \quad t_R - r^*(\infty) + r^*(r^2_m) = 0, \]  

(30)
Figure 1: (a). The causal structure of a charged asymptotically AdS black hole which has two horizons located at $r_+$ and $r_-$. The WDW patch is divided into three regions, I, II, and III. At later times, the future meeting point, $r_m^1$, approaches the inner horizon $r_-$, and the past meeting point, $r_m^2$, approaches the outer horizon $r_+$. (b). Penrose diagram of the Dyonic AdS black hole with a radial boundary finite cut off $r_c$ and also $r = r_0$ cut-off behind the outer horizon.

where $r_- \leq r_m^1, r_m^2 \leq r_+$ and $r^*(r)$ is tortoise coordinate which is defined as $r^*(r) = \int_{r}^{\infty} dr/f(r)$. So in our convention, $r^*(\infty) = 0$. Here $t_L$ ($t_R$), is time coordinate of left (right) boundary located at the cut-off surface $r = r_{\text{max}}$ and the boundary time is $t = t_L + t_R$. For later convenience, we always choose $t_R = t_L = t/2$.

As time elapse, the meeting points $r_m^1$ and $r_m^2$ begin to grow with time as follows ($f(r_m^1,2) < 0$, because position is in black holes interior)

$$\frac{dr_m^1}{dt} = \frac{f(r_m^1)}{2} \leq 0,$$  
$$\frac{dr_m^2}{dt} = -\frac{f(r_m^2)}{2} \geq 0.$$  

(31)

Thus, as time grows, the $r_m^2$ increases from the inner horizon $r_-$ to the outer horizon $r_+$ while the $r_m^1$ behaves precisely in the opposite way [60].

The on-shell gravitational action is composed of different parts:

$$I_{\text{tot}} = I_{\text{bulk}} + I_{\text{surf}} + I_{\text{ct}},$$  

(32)
where \( I_{\text{bulk}} \) is bulk action in (6) and the next term \( I_{\text{surf}} \) contains various surface terms that we have to add to make the variational principle well-defined for the metric,

\[
I_{\text{surf}} = \frac{1}{8\pi} \left( \sum_{i} \int_{\partial M_{T_i}} d^{D-1}x \sqrt{|h|} K + \sum_{S_i} \text{sign}(S_i) \int_{\partial M_{S_i}} d^{D-1}x \sqrt{|h|} K + \right.
\]

\[
\sum_{j} \text{sign}(j_i) \int d^{D-2}x \sqrt{\sigma} \eta_{j_i} + \sum_{N_i} \text{sign}(N_i) \int_{\partial M_{N_i}} d\lambda d^{D-2}\theta \sqrt{\gamma} \kappa
\]

\[
+ \sum_{m} \text{sign}(m_i) \int d^{D-2}x \sqrt{\sigma} a_{m_i} \),\]

where \( S_i, T_i \) and \( N_i \) labels spacelike, timelike and null boundary respectively. The first and second terms are the Gibbons-Hawking-York (GHY) surface terms [56,57] for smooth timelike and spacelike segments of the boundary respectively (in terms of the trace of the extrinsic curvature \( K \)). \( \eta_{j_i} \) is the Hayward joint term [58, 59], which appears at the intersection of two non-null boundary segments. Forth and fifth contribution are the surface and joint terms for null boundary segments [55]. The parameter \( \lambda \), is the parameter of the null generator \( k \) on the null segments, and \( \kappa \) measures the failure of \( \lambda \) to be an affine parameter on the null generators which is derived from \( k^a \nabla_a k^b = \kappa k^b \). The \( a_{m_i} \) is the joint term at the intersection of these null boundary segments with any other boundary segment. The signature \( \text{sign}(N_i) \), \( \text{sign}(j_i) \) and \( \text{sign}(m_i) \) are determined through the requirement that the gravitational action is additive [55].

The null surface counterterm \( I_{\text{ct}} \) in total action is not necessary for the action principle, but its contribution is due to ensure reparametrization invariance on the null boundaries [55], and is:

\[
I_{\text{ct}} = \frac{1}{8\pi} \int_{\gamma} d\lambda d^{D-2}\theta \sqrt{\gamma} \Theta \log (\ell_{\text{ct}} \Theta) ,
\]

where \( \gamma \) is the determinant of induced metric, \( \Theta \) is the scalar expansion defined by \( \Theta = \nabla_a k^a = \partial_\lambda \log \sqrt{\gamma} \) and \( \ell_{\text{ct}} \) is an undetermined length scale.

Now, for evaluating the action (32), we will consider nonvanishing contributions of all parts separately.

**Bulk contribution**

First, we evaluate the time derivative of the bulk term in eq. (6). By using the dyonic geometry (22) and the Maxwell field (19), the integrand in the bulk action is given by

\[
\mathcal{L}(r) = R - 2\Lambda - F_{\mu\nu} F^{\mu\nu} + \alpha' \left( B_1 (F_{\mu\nu} F^{\mu\nu})^2 + B_2 F_{\mu\nu} F^{\nu\alpha} F_{\alpha\beta} F^{\beta\mu} \right)
\]

\[
= - \frac{4\Lambda}{D-2} + \frac{4q^2}{(D-2)r^{2D-4}} - \frac{2p^2}{r^4} + \alpha' \left( - \frac{4(2B_1 + B_2) q^4}{(D-2)r^{4D-8}} + \frac{6((D-2)B_1 + B_2)p^4}{r^8} - \frac{8B_1 q^2 p^2}{r^{2D}} \right)
\]

(35)

We then write the bulk action as

\[
I_{\text{bulk}} = \frac{\omega_5^2}{16\pi} \int dr r^{D-2} \mathcal{L}(r) \int dt
\]

(36)
where \( \omega_2 = \int dx_1 dx_2 = \int dx_3 dx_4 = \cdots = \int dx_{2n-1} dx_{2n} \).

We split WDW patch into three pieces (see fig. 1(a)) by following \([35, 40]\):

\[
\begin{align*}
I_{\text{bulk}}^I &= \frac{2\omega_2^n}{16\pi} \int_{r_{\text{in}}^1}^{r_{\text{max}}} dr r^{D-2} \mathcal{L}(r)(\frac{t}{2} - r^*(r)), \\
I_{\text{bulk}}^{II} &= \frac{4\omega_2^n}{16\pi} \int_{r_{\text{in}}^2}^{\infty} dr r^{D-2} \mathcal{L}(r)(-r^*(r)), \\
I_{\text{bulk}}^{III} &= \frac{2\omega_2^n}{16\pi} \int_{r_{\text{in}}^2}^{r_{\text{max}}} dr r^{D-2} \mathcal{L}(r)(-\frac{t}{2} - r^*(r)). \tag{37}
\end{align*}
\]

With differentiating of \( I_{\text{bulk}} \) with respect to \( t \), we find :

\[
\frac{dI_{\text{bulk}}}{dt} = \frac{\omega_2^n}{16\pi} \int_{r_{\text{in}}^1}^{r_{\text{max}}} dr r^{D-2} \mathcal{L}(r) \frac{\partial r}{\partial t} - \frac{\omega_2^n}{16\pi} \int_{r_{\text{in}}^2}^{r_{\text{max}}} dr r^{D-2} \mathcal{L}(r) \frac{\partial r}{\partial t}
\]

\[
= \frac{\omega_2^n}{4\pi} \left[ \frac{\Lambda r^{D-1}}{(D-1)(D-2)} - \frac{q^2}{(D-2)(D-3)r^{D-3}} - \frac{p^2 r^{D-5}}{2(D-5)} \\
+ \alpha' \left( \frac{(2B_1 + B_2)q^4}{(3D-7)(D-2)r^{3D-7}} + \frac{3((D-2)B_1 + B_2)p^4}{2(D-9)r^{9-D}} + \frac{2B_1 q^2 p^2}{(D+1)r^{D+1}} \right) \right] \bigg|_{r_{\text{in}}^1}^{r_{\text{max}}} \tag{38}
\]

where we have adopted the relation (30) for the meeting points.

We can rewrite above expression in terms of electric and magnetic charge and potentials as follows (eq. (20), (23), (24) and (29)):

\[
\frac{dI_{\text{bulk}}}{dt} = \left[ \frac{\omega_2^n}{4\pi} \frac{\Lambda r^{D-1}}{(D-1)(D-2)} - \frac{Q_e \Phi_e}{D-2} + \frac{Q_m \Phi_m}{D-2} \\
+ 64\alpha' q^3 \omega_2^n \left( \frac{(2B_1 + B_2)Q^4_e}{(3D-7)(D-2)r^{3D-7} \omega_2^{3n}} + \frac{8((D-2)B_1 + B_2)Q^4_m}{(D-9)(D-2)^4 r^{9-D} \omega_2^{3n}} \right) \\
+ \frac{8B_1 Q^2 e Q^2_m}{(D+1)(D-2)^2 r^{D+1} \omega_2^{2n+2}} \right] \bigg|_{r_{\text{in}}^1}^{r_{\text{max}}} \tag{39}
\]

**Surface contributions**

The WDW patch is cut off by two UV regulator surfaces at large timelike hypersurface \( \phi = r = r_{\text{max}} \)
where \( r_{\text{max}} \) is the UV cutoff (see fig 1(a).) The (future-directed) unit normal to any surface \( r = \text{constant} \)
inside the future horizon is given by \(^2\)

\[
n_{\mu} = \frac{\epsilon}{\sqrt{g^{\alpha \beta} \partial_\alpha \phi \partial_\beta \phi}} \partial_\mu \phi = \frac{1}{\sqrt{f(r)}} \partial_\mu r \tag{40}
\]

\(^2\epsilon \) is defined as

\[
n''_{\mu} \epsilon = \begin{cases} 
-1 & \text{if } \Sigma \text{ is spacelike} \\
1 & \text{if } \Sigma \text{ is timelike}
\end{cases}
\]
The trace of the extrinsic curvature is given by

\[ K = \nabla_\mu n^\mu = \frac{1}{r^{D-2}} \frac{\partial}{\partial r} \left( r^{D-2} \sqrt{f(r)} \right) = \frac{1}{2 \sqrt{f(r)}} \left( \partial_r f(r) + \frac{2(D-2)}{r} f(r) \right), \quad (41) \]

and the volume element is

\[ d\Sigma = d^{D-1}x \sqrt{|h|} = (d\omega_2)^n \sqrt{f(r)} r^{D-2} dt \quad (42) \]

So as a result, we obtain

\[ I_{\text{cutoff}}^{\text{surf}} = \frac{r^{D-2} (\omega_2)^n}{4\pi} \left( \partial_r f(r) + \frac{2(D-2)}{r} f(r) \right) \left( r^* - r^*(r) \right) \bigg|_{r=r_{\text{max}}} . \quad (43) \]

Since the surface contribution \( I_{\text{cutoff}}^{\text{surf}} \) is independent of time, its time rate is zero and we will ignore them here.

Further, without loss of generality, with affinely-parametrized null normals, all \( \kappa \) surface terms on null boundaries in eq. (33) vanishes.

**Joint contributions**

There are joint terms in action (33) where two of the boundary surfaces intersect. From the fig. 1(a), it is easy to see that the Hayward term \( \eta \) vanish because all of the joints involve at least one null surface, so we only consider the last term in action (33)

\[ I_{\text{jnt}} = \frac{1}{8\pi} \int_{\Sigma'} d^{D-2}x \sqrt{\sigma} a, \quad (44) \]

where \( a \) is standard corner term for Einstein's gravity which defined as [55],

\[ a = \begin{cases} 
\epsilon \log |k \cdot t| & \text{for spacelike-null joint with } \epsilon = -\text{sign}(k \cdot t) \text{sign}(k \cdot \hat{s}), \\
\epsilon \log |k \cdot s| & \text{for timelike-null joint with } \epsilon = -\text{sign}(k \cdot s) \text{sign}(k \cdot \hat{t}), \\
\log |k \cdot \hat{k}/2| & \text{for a null intersecting surface}.
\end{cases} \quad (45) \]

and \( \hat{s} \) and \( \hat{t} \) (\( \hat{k} \)) are auxiliary unit vectors (null vector) in the tangent space of the spacelike/timelike boundary surface, which are orthogonal to the junction and point outwards from the boundary region of interest.

We have four timelike-null joints where the null boundary meets the cut-off surface \( r = r_{\text{max}} \). In this case \( \hat{t} = \hat{t}^\mu \partial_\mu = \partial_t \) and \( \epsilon = -1 \). Unit normal vector to this surface is

\[ s = s_\mu dx^\mu = \frac{dr}{\sqrt{f(r_{\text{max}})}} \]

and null normal is

\[ k = dv|_{r=r_{\text{max}}} = \left( dt + \frac{dr}{f(r)} \right) \bigg|_{r=r_{\text{max}}} . \]
Implicitly, we have normalized this null normal at the asymptotic AdS boundary such that \( k \cdot \hat{t} = 1 \). The corresponding contribution (including the factor of 4) to this joint is

\[
I_{\text{int,cut}} = \frac{\omega_n^2}{4\pi} r^{D-2} \log f(r) \bigg|_{r=r_{\text{max}}}.
\]  

(46)

As such as eq. (43), the null joint contributions at the UV cutoff surface have no time dependence and its time rate is zero, too.

The next step is evaluating the joint contributions coming from the meeting points, \( r = r^1_m, \) and \( r^2_m \). We use the following outward-directed null normal vectors:

\[
\text{Right : } k_R = -\xi dt + \xi \frac{dr}{f(r)}; \quad \text{Left : } k_L = \xi dt + \xi \frac{dr}{f(r)}.
\]  

(47)

where \( \xi \) is a normalization constant, i.e., \( k \cdot \partial_t \big|_{r=\infty} = \pm \xi \). With these choices, we have \( k_R \cdot k_L = 2\xi^2/f \), so that

\[
a = -\log \left( \frac{|f|}{\xi^2} \right).
\]  

(48)

The joint terms can then be evaluated as

\[
I_{\text{joint}} = \frac{1}{8\pi} \int (d\omega_2)^n r^{D-2} a
\]

\[
= -\frac{\omega_n^2}{8\pi} \left[ (r^1_m)^{D-2} \log \left( \frac{|f(r^1_m)|}{\xi^2} \right) + (r^2_m)^{D-2} \log \left( \frac{|f(r^2_m)|}{\xi^2} \right) \right].
\]  

(49)

Meeting points \( r^1_m \) and \( r^2_m \) are time dependent as determined by eq. (31), so above action has contribution in time rate of change of holographic complexity. But this contribution is sensitive to the ambiguity through its dependence on the normalization constant \( \xi \).

Using eq. (31), the time derivative of eq. (49) becomes

\[
\frac{dI_{\text{joint}}}{dt} = \frac{\omega_n^2}{16\pi} \left[ (D-2)r^{D-3}f(r) \log \frac{|f(r)|}{\xi^2} + r^{D-2}\partial_r f(r) \right] \bigg|_{r^1_m}^{r^2_m}.
\]  

(50)

Note that at late times, \( r^1_m \) and \( r^2_m \) approach the horizons and so the first term on the r.h.s vanishes because \( f(r_\pm) = 0 \). Hence only the second term contributes to the late-time growth rate:

\[
\lim_{t \to \infty} \frac{dI_{\text{joint}}}{dt} = \frac{\omega_n^2}{16\pi} r^{D-2}\partial_r f(r) \bigg|_{r^1_m}^{r^2_m}
\]

\[
= \left[ -\frac{\omega_n^2}{4\pi} \frac{\Lambda r^{D-1}}{(D-1)(D-2)} - \frac{(D-3)Q_e \Phi_e}{D-2} - \frac{Q_m \Phi_m}{D-2} 
\right.
\]

\[
+ 64\alpha'^3\pi^3\omega_2^n \left( \frac{(2B_1 + B_2)Q^1_e}{(D-7)(D-2)r^{3D-9}\omega_2^n} - \frac{8((D-2)B_1 + B_2)Q^4_m}{(D-9)(D-2)^4r^{9-D}\omega_2^4} 
\right.
\]

\[
- \frac{8B_1 Q^2_e Q_m^2}{(D+1)(D-2)^2r^{D+1}\omega_2^{2n+2}} \Bigg] \bigg|_{r^1_m}^{r^2_m}.
\]  

(52)

Note that the \( \alpha' \) contribution of eq. (52) will cancel \( \alpha' \) contribution of bulk action (39).
Counterterm contribution

The counterterm for each null surface is given by

\[ I_{ct} = \frac{1}{8\pi} \int_{B'} d\lambda d^{D-2}\theta \sqrt{\gamma} \Theta \log (\ell_{ct}\Theta), \tag{53} \]

where \( \gamma \) is determinant of the induced metric on the meeting points and \( \lambda \) is the affine null coordinate on the null segments. With affine parametrization

\[ \lambda = \frac{r}{\xi}, \tag{54} \]

the expansion takes the form

\[ \Theta = \frac{1}{\sqrt{\gamma}} \partial_{\lambda} \sqrt{\gamma} = \frac{\xi}{r^{D-2}} \partial_r (r^{D-2}) = \frac{(D-2)\xi}{r} \tag{55} \]

So, the counterterm (53) becomes

\[ I_{ct} = \frac{(D-2)\omega_2^n}{4\pi} \left[ \int_{r_m^{1}}^{r_m^{2}} dr \ r^{D-2} \log \left( \frac{(D-2)\xi\ell_{ct}}{r} \right) \right] \]

\[ = \frac{r_m^{D-2}\omega_2^n}{2\pi(D-2)} \left[ (D-2) \log \left( \frac{(D-2)\xi\ell_{ct}}{r_m^{1}} \right) + 1 \right] \]

\[ - \frac{(r_m^{1})^{D-2}\omega_2^n}{4\pi(D-2)} \left[ (D-2) \log \left( \frac{(D-2)\xi\ell_{ct}}{(r_m^{1})} \right) + 1 \right] \]

\[ - \frac{(r_m^{2})^{D-2}\omega_2^n}{4\pi(D-2)} \left[ (D-2) \log \left( \frac{(D-2)\xi\ell_{ct}}{r_m^{2}} \right) + 1 \right]. \tag{56} \]

Time dependence only comes from terms evaluated at the meeting points on the second and third lines. The time derivative of eq. (56) is

\[ \frac{dI_{ct}}{dt} = \left[ \frac{(D-2)r^{D-3}f(r)\omega_2^n}{8\pi} \log \left( \frac{(D-2)\xi\ell_{ct}}{r} \right) \right] \left|^{r_m^{2}}_{r_m^{1}} \right. \tag{57} \]

At late times, \( r_m^{1} \rightarrow r_- \) and \( r_m^{2} \rightarrow r_+ \), so \( f(r) = 0 \) and therefore the above term vanishes:

\[ \lim_{t \rightarrow \infty} \frac{dI_{ct}}{dt} = 0. \tag{58} \]

Total growth rate

The growth rate of the holographic complexity (2) at late time is then given by the sum of eqs. (39) and (52) which yields

\[ \lim_{t \rightarrow \infty} \frac{dC_A}{dt} = -\frac{1}{\pi} Q_e \Phi_e(r) \bigg|_{r_+}, \tag{59} \]
where $\Phi_e(r)$ is electric scalar potential (20).

Similar to 4-dimensional dyonic black holes in Einstein-Maxwell gravity, only the electric charge and electric potential appear in $\delta I/\delta t$. It seems that, regardless of the order of derivative of electromagnetic theory, only the electric charge affects the late-time growth rate of the black holes action. Because the magnetic potential does not appear in action growth, if we consider a purely magnetically charged black hole with $Q_e = 0$, the action growth rate always vanishes! This result violates the electromagnetic duality of the Maxwell theory.

**Note.** Unlike 4-dimensional dyonic black holes in Einstein-Maxwell gravity, the magnetic charge affects the action growth of the dyonic black hole through some constant in $\Phi_e$ (see eq. (20)).

### 3.2 Adding Maxwell Boundary Term

In order to restore the late-time result $dI/dt \sim TS$ for purely magnetic black holes and to solve abandon of electric-magnetic duality in the growth rate of complexity, we try to add some appropriate boundary terms of Maxwell field in action (32) (proposed in [52]).

In [42], a second-order formalism proposed that yields a general formula for required boundary terms to restoring the electromagnetic duality. In this formalism, the boundary term is

$$I_{\mu Q} = \frac{\gamma}{16\pi} \int_{\partial M} d\Sigma_\mu \tilde{F}^{\mu\nu} A_\nu, \quad \tilde{F}^{\mu\nu} = -2 \frac{\partial \mathcal{L}_F(F_{\mu\nu})}{\partial F_{\mu\nu}},$$

where $\gamma$ is a free parameter. If we set $\mathcal{L}_F$ as follows

$$\mathcal{L}_F(F_{\mu\nu}) = \mathcal{L}_{\text{Max}} + \mathcal{L}_F^3 = -F_{\mu\nu} F^{\mu\nu} + \alpha' \left[ B_1 (F_{\mu\nu} F_{\gamma\delta})^2 + B_2 F_{\mu\nu} F^{\nu\alpha} F_{\alpha\beta} F^{\beta\mu} \right],$$

then $\tilde{F}^{\mu\nu}$ is equation (62):

$$\tilde{F}^{\mu\nu} = 4 \left( F^{\mu\nu} - 2\alpha' \left( B_1 F^{\mu\nu} F_{\gamma\delta} F^{\gamma\delta} + B_2 F^{\mu\nu} F^{\nu\gamma} F^{\gamma\delta} F_{\gamma\delta} \right) \right)$$

So the relevant boundary term is

$$I_{\mu Q} = \frac{\gamma}{4\pi} \int d\Sigma_\mu \left( F^{\mu\nu} - 2\alpha' \left( B_1 F^{\mu\nu} F_{\gamma\delta} F^{\gamma\delta} + B_2 F^{\mu\nu} F^{\nu\gamma} F^{\gamma\delta} F_{\gamma\delta} \right) \right) A_\nu.$$

Unlike Gibbons-Hawking surface term, this boundary term was not required by the variational principle, so does not affect the field equations. But introduce different boundary conditions of the electromagnetic fields [52]. Actually, after adding the boundary term (63), the Dirichlet boundary condition $\delta A_a = 0$ requirement becomes Neumann boundary condition $n^\mu \partial_\mu \delta A_a = 0$ for $\gamma = 1$ and mixed boundary conditions for general $\gamma$.

By using Stokes’s theorem and equation of motion $\nabla_\mu \tilde{F}^{\mu\nu} = 0$, we can write Maxwell boundary term as an on-shell bulk integration

$$I_{\mu Q} \bigg|_{\text{on-shell}} = \frac{\gamma}{8\pi} \int d^D x \sqrt{-g} \left( F_{\mu\nu} F^{\mu\nu} - 2\alpha' \left( B_1 (F_{\mu\nu} F^{\mu\nu})^2 + B_2 F_{\mu\nu} F^{\nu\alpha} F_{\alpha\beta} F^{\beta\mu} \right) \right)$$
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The effect of this term on integrand of bulk action (6) is

\[
L(r)\mu Q = -4\gamma \left( \frac{q^2}{r^{2D-4}} - \frac{(D - 2)p^2}{2r^4} \right) + \alpha' \left( \frac{(2B_1 + B_2)q^4}{r^{4D-8}} - \frac{((D - 2)(B_1 + B_2)(D - 2)p^4)}{r^8} \right),
\]

and in eq. (52) is

\[
\frac{dI_{\mu Q}}{dt} = \gamma(Q_e\Phi_e - Q_m\Phi_m) \bigg|_{r^+} - \gamma(Q_e\Phi_e + Q_m\Phi_m) \bigg|_{r^-}.
\]

So, the growth rate of the holographic complexity at late time is (at order \(O(\alpha')\))

\[
\lim_{t \to \infty} \frac{dC_A}{dt} = \frac{1}{\pi} \left[ \frac{dI_{\text{bulk}}}{dt} + \frac{dI_{\text{joint}}}{dt} + \frac{dI_{\mu Q}}{dt} \right] = -\frac{1}{\pi} [(1 - \gamma)Q_e\Phi_e + \gamma Q_m\Phi_m] \bigg|_{r^+}.
\]

This result is similar with the four-dimensional AdS-RN black holes [52]. So by choosing \(\gamma = \frac{1}{2}\), under interchanging \(Q_e \leftrightarrow Q_m\) and \(\Phi_e \leftrightarrow \Phi_m\), the growth rate of complexity is invariant, which it agrees with electric-magnetic duality in four dimensions. If we take \(\gamma = 1\), contrary to the \(\gamma = 0\) case, only \(Q_m\Phi_m\) contributes to action growth, i.e., action growth rates vanish at late times for purely electrically charged black holes in this case. In this case, electric charge affects the action growth of the dyonic black hole only through some constant in \(\Phi_m\) (see eq. (29)).

4 **Dyonic Black-holes Theory at Finite Cut Off**

The second resolution for the problem of retaining electromagnetic duality of dyonic black holes is considering a finite boundary cut off \(r = r_c\) and also a new cut off surface \(r = r_0\) between inner and outer horizon, which they are shown in figure.1(b). We observe that the value of cut off \(r = r_0\) is related to finite boundary cut off \(r = r_c\). This relation is a conclusion of consistent Lloyd’s bound with late-time behavior of growth rate complexity [61]. Another important point in this method is that the Maxwell boundary term is no longer needed here and the variational principle does not change. Similar calculations are done in [62, 63] and [64] but for Jackiw-Teitelboim (JT) gravity, (near extremal) black branes and electrical charged black holes respectively.

In this method, first, we calculate the complexity growth rate at a finite cut off geometry using the CA proposal. Next, we find the energy-momentum tensor at finite radial cut off for the \(F^4\) theory and use it to calculate the quasi-local energy. By having these two results and using Lloyd’s bound, we can find the relation between boundary cut off \(r_c\) and behind the outer horizon cut off \(r_0\). If we substitute \(r_0\) in terms of \(r_c\) in action growth, we observe that the growth rate of complexity is electromagnetic-dual.
4.1 Action Growth at Finite Cut Off

Introducing a cut off inside the horizon restricts our access to all regions on the WDW patch located behind the horizon. This cut off removes the joint point $r^1_m$ from the WDW patch and instead, we would have a space-like boundary at $r = r_0$. So space-time solutions and evaluation of on-shell action are the same as have been studied in sections (2) and (3), but for a new WDW patch that has no joint point $r^1_m$, as shown in the figure 1(b).

The on-shell gravitational action is:

$$I_{\text{tot}} = I_{\text{bulk}} + I_{\text{surf}} + I_{\text{ct}},$$  \hspace{1cm} (68)

where $I_{\text{bulk}}$ is bulk action in (6) and surface action $I_{\text{surf}}$ is composed of:

$$I_{\text{surf}} = I_{\text{GHY}} + I_{\text{joint}}$$

$$= -\frac{1}{8\pi} \int_{r=r_0} d^{D-1}x \sqrt{|h|} K + \frac{1}{8\pi} \oint_{r=r_m^2} d^{D-2}x \sqrt{\sigma} a,$$  \hspace{1cm} (69)

where extrinsic curvature $K$ and joint term $a$ are:

$$K = \frac{1}{2\sqrt{f(r)}} \left( \partial_r f(r) + \frac{2(D-2)}{r} f(r) \right),$$

$$a = -\log \left( \frac{|f|}{\xi^2} \right).$$  \hspace{1cm} (70)

As discussed in section 3, at late times the growth rate of counterterm action $I_{\text{ct}}$ vanishes (see eq. (57) and (58)), so we do not need this term in the following.

As before, to calculate the contribution from the bulk action, we split WDW patch into three regions: I, II and III (see figure 1(b)):

$$I_{\text{bulk}}^I = \frac{2\omega^2}{16\pi} \int_{r_0}^{r^+} dr^D - 2 \mathcal{L}(r) (t - r^*(r)),$$

$$I_{\text{bulk}}^{II} = \frac{4\omega^2}{16\pi} \int_{r^+}^{r^c} dr^D (r^*(r)),$$

$$I_{\text{bulk}}^{III} = \frac{2\omega^2}{16\pi} \int_{r_m^2}^{r^+} dr^D - 2 \mathcal{L}(r) (t - r^*(r)).$$  \hspace{1cm} (71)

where $\mathcal{L}(r)$ is the integrand in the bulk action (see (35)). Note that region I is between $r_0$ and the outer horizon $r_+$. By differentiating of $I_{\text{bulk}}$ with respect to $t$, we find:

$$\frac{dI_{\text{bulk}}}{dt} = \frac{\omega^2}{16\pi} \int_{r_0}^{r^+} r^D - 2 \mathcal{L}(r) dr - \frac{\omega^2}{16\pi} \int_{r_m^2}^{r^+} r^D - 2 \mathcal{L}(r) dr = \frac{\omega^2}{16\pi} \int_{r_0}^{r_m^2} r^D - 2 \mathcal{L}(r) dr$$

$$= \frac{\omega^2}{4\pi} \left[ \frac{\Lambda r^{D-1}}{(D-1)(D-2)} - \frac{q^2}{(D-2)(D-3)r^{D-3}} - \frac{p^2 r^{D-5}}{2(D-5)} \right]$$

$$+ \alpha' \left( \frac{(2B_1 + B_2)q^4}{(3D-7)(D-2)r^{3D-7}} + \frac{3((D-2)B_1 + B_2)p^4}{2(D-9)r^{9-D}} + \frac{2B_1 q^2 p^2}{(D+1)r^{D+1}} \right) \bigg|_{r_0}^{r_m^2}. $$  \hspace{1cm} (72)
The GHY term at the spacelike cut off surface $r = r_0$ is

$$I_{GHY} = -\frac{r^{D-2} (\omega_2)^n}{16\pi} \left( \partial_r f(r) + \frac{2(D - 2)}{r} f(r) \right) (t - 2r^*(r)) \bigg|_{r=r_0}. \quad (73)$$

So, the time derivative of $I_{GHY}$ is

$$\frac{dI_{GHY}}{dt} \bigg|_{r=r_0} = -\frac{\omega_2^n}{16\pi} r^{D-2} \left( \partial_r f(r) + \frac{2(D - 2)}{r} f(r) \right) \bigg|_{r=r_0}. \quad (74)$$

As discussed in section 3, the spacelike-null joint contributions at the cut-off surface $r = r_0$ have no time dependence and its time rate is zero (see eq.(46)). The only time dependent joint term contribution is at $r = r_m^2$ and it is given by (see eq. (49))

$$I_{\text{joint}} = -\frac{\omega_2^n}{8\pi} (r_m^2)^{D-2} \log \left( \frac{|f(r_m^2)|}{\xi^2} \right). \quad (75)$$

Using the relation (31), the time derivative of eq. (75) is

$$\frac{dI_{\text{joint}}}{dt} = \frac{\omega_2^n}{16\pi} \left( (D - 2)r^{D-3} f(r) \log \frac{|f(r)|}{\xi^2} + r^{D-2} \partial_r f(r) \right) \bigg|_{r=r_m^2}. \quad (76)$$

At late times, $r_m^2 \rightarrow r_+$ and so the first term on the r.h.s vanishes because $f(r_+) = 0$. Therefore, only the second term contributes to the late-time growth rate:

$$\lim_{t \rightarrow \infty} \frac{dI_{\text{joint}}}{dt} \bigg|_{r=r_+} = \frac{\omega_2^n}{16\pi} r^{D-2} \partial_r f(r) \bigg|_{r=r_+}. \quad (77)$$

In the following, we will solve the problem in four-dimensions.

By adding eq.(72), (74) and (77), the following equation is obtained:

$$\lim_{t \rightarrow \infty} \frac{dC_A}{dt} = -\frac{r_0}{\pi} - \frac{q_e^2}{\pi r_+} - \frac{q_m^2}{\pi r_0} - \frac{r_0^3}{L^2 \pi} + \frac{\omega}{\pi} + \alpha' \left( \frac{(2B_1 + B_2)(-q_e^4 + q_m^4)}{5\pi r_0^5} + \frac{2(2B_1 + B_2)q_e^4}{5\pi r_+^5} - \frac{4B_1 q_e^2 q_m^2}{5\pi r_+^5} \right). \quad (78)$$

Now the aim is to compare the above result with Lloyd’s bound, which we must read from the Quasi-local energy spectrum at finite cut off surface $r = r_c$. In the following subsection, we calculate quasi-local energy at finite cut-off.

### 4.2 Quasi-local energy at finite cut off

A standard method to find quasi-local energy is Brown-York Hamilton-Jacobi prescription [65]. We have a finite cut-off timelike surface boundary at $r = r_c$. Boundary stress-tensor is derivative of the action with respect to the induced metric on the timelike boundary and Hamiltonian density at the finite cut off $r = r_c$ is the normal projection of $T_{ij}$ on a co-dimension two surface $(r, t = \text{cte})$. 
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We consider following Euclidean metric at cut off surface $r = r_c$
\[ ds^2 = h_{ij}dx^idx^j = f(r)d\tau^2 + r^2d\Sigma^2_{D-2}, \]  
(79)
and total renormalized action is
\[ I_{\text{ren}} = I_{\text{bulk}} + I_{\text{GHY}} + I_{\text{ct}}, \]  
(80)
where bulk action $I_{\text{bulk}}$ is eq. (6), the Gibbons-Hawking-York (GHY) surface term is
\[ I_{\text{GHY}} = \frac{1}{8\pi} \int_{r=r_c} d^{D-1}x \sqrt{|h|} K, \]  
(81)
and $I_{\text{ct}}$ is standard boundary counterterms given by
\[ I_{\text{ct}} = \frac{1}{16\pi G} \int_{r=r_c} d^{D-1}x \sqrt{|h|} \left( \frac{2(D-2)}{L} + \frac{L}{(D-3)\mathcal{R}} + \frac{L^3}{(D-3)^2(D-5)} \left( R^2_{ij} - \frac{D-1}{4(D-2)} R^2 \right) + \cdots \right). \]  
(82)
In the above relations, tensors $K$ and $\mathcal{R}, \mathcal{R}_{ij}$ are extrinsic curvature and intrinsic curvature tensors of induced metric $h_{ij}$ respectively.

The boundary stress-tensor is
\[ T_{ij} = \frac{2}{\sqrt{|h|}} \frac{\delta I_{\text{ren}}}{\delta h^{ij}} = \frac{2}{\sqrt{|h|}} \frac{\delta (I_{\text{bulk}} + I_{\text{GHY}})}{\delta h^{ij}} + \frac{2}{\sqrt{|h|}} \frac{\delta I_{\text{ct}}}{\delta h^{ij}}. \]  
(83)
The variation of bulk and GHY action respect to induced metric $h_{ij}$ is
\[ \delta (I_{\text{bulk}} + I_{\text{GHY}}) = \frac{1}{16\pi} \int_{r=r_c} d^{D-1}x \sqrt{|h|} (K_{ij} - h_{ij}K) \delta h^{ij}, \]  
(84)
and variation of counterterm action respect to induced metric $h_{ij}$ is
\[ \delta I_{\text{ct}} = -\frac{1}{16\pi} \int_{r=r_c} d^{D-1}x \sqrt{|h|} \left[ \frac{(D-2)}{L} h_{ij} - \frac{L}{D-3} \left( \mathcal{R}_{ij} - \frac{1}{2} h_{ij} \mathcal{R} \right) \right. \]  
\[ + \frac{L^3}{2(D-3)^2(D-5)} h_{ij} \left( \mathcal{R}_{ij} \mathcal{R}_{ij} + \frac{1}{D-2} \nabla_i \nabla^i \mathcal{R} - \frac{D-1}{4(D-2)} \mathcal{R}^2 \right) \]  
\[ + \left. \frac{L^3}{2(D-3)^2(D-5)} \left( -4 \mathcal{R}^{kl} \mathcal{R}_{ikjl} - 2 \nabla_k \nabla^k \mathcal{R}_{ij} + \frac{D-3}{D-2} \nabla_i \nabla_j \mathcal{R} + \frac{D-1}{D-2} \mathcal{R}_{ij} \mathcal{R} \right) \right] \delta h^{ij}. \]  
(85)
The energy surface density $\varepsilon$ is defined by the normal projection of $T_{ij}$ on a co-dimension two surface $(r, t = \text{cte})$,
\[ \varepsilon = T_{\tau\tau} g^{\tau\tau}, \]  
(86)
and the total quasi local energy (the energy at finite radial cutoff $r_c$) is given by

$$E_{\text{bulk}} = \int_{r=r_c} d^{D-2}x \sqrt{\sigma} \varepsilon,$$  \hfill (87)

and $\sigma_{ab} dx^a dx^b = r_c^2 d\Sigma_{D-2}$.

Using equations (83)-(85), one can see that

$$\varepsilon = -\frac{2(D-2)}{16\pi Gr} \sqrt{f(r)} + \left(\frac{D-2}{L}\right) \left(-\frac{2}{L}\right),$$

so the quasi local energy (87) at finite cut off $r = r_c$ is

$$E_{\text{bulk}} = \frac{(D-2)\omega^2 r_c^{D-2}}{8\pi G} \left[ \frac{1}{L} - \frac{1}{r_c} \sqrt{f(r_c)} \right].$$  \hfill (89)

This energy, is related to the energy in boundary field theory by [65]

$$E_{\text{bulk}} = \frac{L}{r_c} E_{\text{bdry}}.$$  \hfill (90)

Therefore, the field theory energy is

$$E_{\text{bdry}} = \frac{(D-2)\omega^2 r_c^{D-1}}{8\pi LG} \left[ \frac{1}{L} - \frac{1}{r_c} \sqrt{f(r_c)} \right].$$  \hfill (91)

### 4.3 Complexity at finite cut off

For small charged black holes, $r_- < r_0 < r_+ \ll L$, the late time growth rate of complexity is

$$\lim_{t \to \infty} \frac{dC}{dt} = \frac{2}{\pi} \left( (E_{\text{bdry}} - E_{\text{global}}) - \Phi_e(r_+)^Q_e - \Phi_m(r_+)^Q_m \right)$$

where gravitational quasi-local energy of global AdS energy $E_{\text{global}}$ can be obtained from (91) by $\omega, q, p = 0$.

Substituting back (91) in (92) and using (20), (22), (23), (24) and (29) we have

$$\frac{2}{\pi} \left( (E_{\text{bdry}} - E_{\text{global}}) - \Phi_e(r_+)^Q_e - \Phi_m(r_+)^Q_m \right) =$$

$$\frac{2}{\pi} \left( \frac{r_c^3}{L} \left( -\frac{1}{r_c}\sqrt{1 - \frac{\omega}{r_c^2} + \frac{r_c^2}{L^2} + \frac{q^2}{r_c^2} + \frac{p^2}{r_c^2} - \frac{\alpha'(2B_1 + B_2)(q^4 + p^4)}{5r_c^6} + \frac{4\alpha' B_1 q^2 p^2}{5r_c^6} + \frac{1}{r_c} \sqrt{1 + \frac{r_c^2}{L^2}} \right) \right.$$

$$- q \left( \frac{q}{r_+} - \frac{2\alpha'(2B_1 + B_2)q^3 - 4\alpha' B_1 q^2 p}{5r_+^5} \right) - p \left( \frac{p}{r_+} - \frac{2\alpha'(2B_1 + B_2)p^3 - 4\alpha' B_1 p^2 q}{5r_+^5} \right) \right).$$

By equating (93) with (78), we find $r_0$ in terms of finite cut off $r_c$. In the following, we solve this equality in two theories: $F^2$ and $F^4$ theory.
Complexity in $F^2$ dyonic theory at finite cut off

In this theory, we eliminate $B_1$ and $B_2$ in eq. (93) and (78), and note that for small black holes (i.e. $r_0 < r_0 < r_+ \ll L$) $q_e^2 = -q_m^2 + r_+$. By equating (93) and (78), at leading order in $r_c$, we have

$$\frac{r_0}{2} = \frac{r_0^2}{2} \left(1 + \frac{q_m^2}{r_0^2 - r_+^2} + \frac{L^2}{2r_c^2} \left(1 + \frac{r_+}{r_0}\right)\right) + \frac{\sqrt{r_0^2}}{4} \left(1 + \frac{q_m^2}{r_0^2 - r_+^2} + \frac{L^2}{2r_c^2} \left(1 + \frac{r_+}{r_0}\right)\right)^2 - q_m^2. \quad (94)$$

The above relationship means that the behind horizon cut off $r_0$ is fixed by the UV cut off at the boundary. If we fixed the UV cut off $r_c$, we are not allowed to consider another independent cut off inside the horizon, and the UV cut off may probe the degrees of freedoms in black holes interior [61].

If one substitute the above value of $r_0$ in (78) and let $r_c \to \infty$, it is observed that

$$\lim_{t \to \infty} \frac{dC_A}{dt} = q_e^2 + q_m^2 \left|_{r_+} \right. \quad (95)$$

The above equation, differ by equation (67) with a factor 1/2. If we tend magnetic charge to zero, the above relation is the well-known result in [7,40] (which is for electrically charged black holes).

Complexity in $F^4$ dyonic theory at finite cut off

In $F^4$ dyonic theory, by equating (93) and (78), we obtain a sixth ordered polynomial equation in $r_0$:

$$\frac{r_0}{\pi} + \frac{q_m^2}{\pi r_0} + \frac{\alpha'(2B_1 + B_2)(q_e^4 - q_m^4)}{5\pi r_0^5} = \frac{q_e^2 + 2q_m^2}{\pi r_+^2} + \frac{\omega L^2}{2\pi^2 r_c^2} - \frac{2\alpha'(2B_1 + B_2)(q_e^4 + 2q_m^2)}{5\pi r_+^5} + \frac{12\alpha'B_1 q_e^2 q_m^2}{5\pi r_+^5}. \quad (96)$$

and finding the root of this polynomial is complicated. However, for small black holes (i.e. $r_0 \ll L$), the left hand side of above equation exactly appear in equation (78) and so the late time growth rate of complexity is (in limit $r_c \to \infty$):

$$\lim_{t \to \infty} \frac{dC_A}{dt} = \frac{r_+}{\pi} - \frac{q_e^2 + q_m^2}{\pi r_+^2} + \frac{3\alpha'(2B_1 + B_2)(q_e^4 + q_m^4)}{5\pi r_+^5} - \frac{12\alpha'B_1 q_e^2 q_m^2}{5\pi r_+^5}. \quad (97)$$

The above relation is symmetric under transformation $q_e \leftrightarrow q_m$, but apparently it can’t be written as (67).

5 Discussion

In [52] , Myers and et al. have investigated complexity for a dyonic black hole, and have found that the late-time growth rate vanishes when the black hole carries only a magnetic charge. Then they showed that the inclusion of a Maxwell surface term to the action can restore the electric-magnetic duality, and change the value of the late-time growth rate.

In this paper, we have studied the action growth of dyonic black holes with $F^4$ corrections and answered the question of whether in the correction of higher derivatives, these boundary terms are needed. First, we studied action growth of dyonic black holes in Einstein-Maxwell gravity with quartic
field strength corrections in general dimensions, and similar to the four-dimensional Einstein-Maxwell gravity case, it was concluded that action growth rates vanish for purely magnetic black holes if the matter field boundary terms do not consider, and it violates the electromagnetic duality.

Following the same method of [52], and by inclusion matter field boundary terms (in higher derivatives), the late time rate of action would become sensitive to the magnetic charge and with the special choice, $\gamma = 1/2$, electric and magnetic charges contribute to action growth on equal footing, which is in accord with electric-magnetic duality. If we set $\gamma = 1$, then action growth rates vanish for purely electric black holes.

Therefore, it seems that in each order of higher derivative corrections, Maxwell boundary terms (in the same order of derivative) are needed for the expected behavior of the late time action growth rate, and to satisfy the electric-magnetic duality.

In another way, we also have studied the growth rate of complexity for $F^2$ and $F^4$ theory with a radial cut off using CA proposal [61] (for small charged black holes, $r_− < r_0 < r_+ \ll L$). In this method, Lloyd’s bound is a vital principle, this bound relates the late time behavior of complexity which is evaluated from the action behind the horizon to the energy which is charge defined at the UV boundary $r = r_c$. We have found that if one sets a UV cut off at the boundary, Lloyd’s bound enforces us to have a behind horizon cut off whose value is fixed by the UV cut off. By this consideration, at late times complexity gets linear growth and restores electric-magnetic duality. In Einstein-Maxwell theory (at $\alpha'^0$ order), the late times complexity is

$$\lim_{t \to \infty} \frac{d\mathcal{C}_A}{dt} = \frac{q_e^2 + q_m^2}{\pi r_-} \bigg|_{r_+},$$

The above answer is twice the value obtained by adding the boundary term, but we do not expect these two methods lead to the same answer.

By UV finite cut off method, complexity growth of dyonic black holes with quartic field strength corrections is also evaluated. The result obtained by this method is different from the ones obtained with the adding boundary term, but it has the symmetry of electric-magnetic duality

Acknowledgment

I am grateful to A. Ghodsi for very useful conversation, and valuable guidance throughout at various stages of this work. I would like to thank S. Qolibikloo, and Gh. Jafari for useful comments. This work is supported by Ferdowsi University of Mashhad

References

[1] M. Van Raamsdonk, Gen. Rel. Grav. 42 (2010) 2323 [Int. J. Mod. Phys. D 19 (2010) 2429] [arXiv:1005.3035 [hep-th]].

[2] L. Susskind, “Entanglement is not enough,” Fortsch. Phys. 64 (2016) 49 [arXiv:1411.0690 [hep-th]].

[3] L. Susskind, “Computational Complexity and Black Hole Horizons,” [Fortsch. Phys. 64 (2016) 24] Addendum: Fortsch. Phys. 64 (2016) 44 [arXiv:1403.5695 [hep-th], arXiv:1402.5674 [hep-th]].
[4] D. Stanford and L. Susskind, “Complexity and Shock Wave Geometries,” Phys. Rev. D 90 (2014) no.12, 126007 [arXiv:1406.2678 [hep-th]].

[5] L. Susskind and Y. Zhao, “Switchbacks and the Bridge to Nowhere,” arXiv:1408.2823 [hep-th].

[6] A. R. Brown, D. A. Roberts, L. Susskind, B. Swingle and Y. Zhao, “Holographic Complexity Equals Bulk Action?,” Phys. Rev. Lett. 116 (2016) no.19, 191301, hep-th/1509.07876.

[7] A. R. Brown, D. A. Roberts, L. Susskind, B. Swingle and Y. Zhao, “Complexity, action, and black holes,” Phys. Rev. D 93 (2016) no.8, 086006, hep-th/1512.04993.

[8] G. ’t Hooft, “Dimensional reduction in quantum gravity,” Conf. Proc. C 930308 (1993) 284 [gr-qc/9310026].

[9] L. Susskind, “The World as a hologram,” J. Math. Phys. 36 (1995) 6377 doi:10.1063/1.531249 [hep-th/9409089].

[10] J. D. Bekenstein, “A Universal Upper Bound on the Entropy to Energy Ratio for Bounded Systems,” Phys. Rev. D 23 (1981) 287. doi:10.1103/PhysRevD.23.287

[11] Lloyd, Seth. “Ultimate physical limits to computation,” Nature 406 1047 (2000), doi: 10.1038/35023282

[12] M. Moosa, Divergences in the rate of complexification, Phys. Rev. D 97, no. 10, 106016 (2018) [arXiv:1712.07137 [hep-th]].

[13] S. A. Hosseini Mansoori and M. M. Qaemmaqami, Complexity Growth, Butterfly Velocity and Black hole Thermodynamics, arXiv:1711.09749 [hep-th].

[14] S. Mahapatra and P. Roy, On the time dependence of holographic complexity in a dynamical Einstein-dilaton model, JHEP 1811, 138 (2018) [arXiv:1808.09917 [hep-th]].

[15] S. Chapman, H. Marrochio and R. C. Myers, Complexity of Formation in Holography, JHEP 1701, 062 (2017) [arXiv:1610.08063 [hep-th]].

[16] D. Carmi, R. C. Myers and P. Rath, Comments on Holographic Complexity, JHEP 1703, 118 (2017) [arXiv:1612.00433 [hep-th]].

[17] R. Q. Yang, C. Niu and K. Y. Kim, Surface Counterterms and Regularized Holographic Complexity, JHEP 1709, 042 (2017) [arXiv:1701.03706 [hep-th]].

[18] R. Q. Yang, Strong energy condition and complexity growth bound in holography, Phys. Rev. D 95, no. 8, 086017 (2017) [arXiv:1610.05090 [gr-qc]].

[19] S. Chapman, H. Marrochio and R. C. Myers, Holographic complexity in Vaidya spacetimes. Part I, JHEP 1806, 046 (2018) [arXiv:1804.07410 [hep-th]].

[20] S. Chapman, H. Marrochio and R. C. Myers, Holographic complexity in Vaidya spacetimes. Part II, JHEP 1806, 114 (2018) [arXiv:1805.07262 [hep-th]].
[21] M. Moosa, *Evolution of Complexity Following a Global Quench*, JHEP **1803**, 031 (2018) [arXiv:1711.02668 [hep-th]].

[22] Z. Y. Fan and M. Guo, *Holographic complexity under a global quantum quench*, arXiv:1811.01473 [hep-th].

[23] A. Bernamonti, F. Galli, J. Hernandez, R. C. Myers, S. M. Ruan and J. Simn, *The First Law of Complexity*, arXiv:1903.04511 [hep-th].

[24] B. Swingle and Y. Wang, *Holographic Complexity of Einstein-Maxwell-Dilaton Gravity*, arXiv:1712.09826 [hep-th].

[25] M. Alishahiha, A. Faraji Astaneh, M. R. Mohammadi Mozaffar and A. Mollabashi, *Complexity Growth with Lifshitz Scaling and Hyperscaling Violation*, JHEP **1807**, 042 (2018) [arXiv:1802.06740 [hep-th]].

[26] Y. S. An and R. H. Peng, *Effect of the dilaton on holographic complexity growth*, Phys. Rev. D **97**, no. 6, 066022 (2018) [arXiv:1801.03638 [hep-th]].

[27] J. Jiang, *Action growth rate for a higher curvature gravitational theory*, Phys. Rev. D **98**, no. 8, 086018 (2018) [arXiv:1810.00758 [hep-th]].

[28] R. Q. Yang, C. Niu, C. Y. Zhang and K. Y. Kim, *Comparison of holographic and field theoretic complexities for time dependent thermofield double states*, JHEP **1802**, 082 (2018) [arXiv:1710.00600 [hep-th]].

[29] R. Yang, H. S. Jeong, C. Niu and K. Y. Kim, *Complexity of Holographic Superconductors*, JHEP **1904**, 146 (2019) [arXiv:1902.07586 [hep-th]].

[30] H. Guo, X. M. Kuang and B. Wang, *Note on holographic entanglement entropy and complexity in St"uckelberg superconductor*, arXiv:1902.07945 [hep-th].

[31] R. G. Cai, S. M. Ruan, S. J. Wang, R. Q. Yang and R. H. Peng, *Action growth for AdS black holes*, JHEP **1609**, 161 (2016) [arXiv:1606.08307 [gr-qc]].

[32] L. Lehner, R. C. Myers, E. Poisson and R. D. Sorkin, *Gravitational action with null boundaries*, Phys. Rev. D **94**, no. 8, 084046 (2016) [arXiv:1609.00207 [hep-th]].

[33] H. Huang, X. H. Feng and H. Lu, *Holographic Complexity and Two Identities of Action Growth*, Phys. Lett. B **769**, 357 (2017) [arXiv:1611.02321 [hep-th]].

[34] R. G. Cai, M. Sasaki and S. J. Wang, *Action growth of charged black holes with a single horizon*, Phys. Rev. D **95**, no. 12, 124002 (2017) [arXiv:1702.06766 [gr-qc]].

[35] P. A. Cano, R. A. Hennigar and H. Marrochio, *Complexity Growth Rate in Lovelock Gravity*, Phys. Rev. Lett. **121**, no. 12, 121602 (2018) [arXiv:1803.02795 [hep-th]].

[36] J. Jiang and H. Zhang, *Surface term, corner term, and action growth in F(Riemann) gravity theory*, arXiv:1806.10312 [hep-th].
[37] J. Jiang and X. W. Li, Modified “complexity equals action” conjecture, arXiv:1903.05476 [hep-th].

[38] X. H. Feng and H. S. Liu, Holographic Complexity Growth Rate in Horndeski Theory, Eur. Phys. J. C 79, no. 1, 40 (2019) [arXiv:1811.03303 [hep-th]].

[39] M. Alishahiha, A. Faraji Astaneh, A. Naseh and M. H. Vahidinia, On complexity for $F(R)$ and critical gravity, JHEP 1705, 009 (2017) [arXiv:1702.06796 [hep-th]].

[40] D. Carmi, S. Chapman, H. Marrochio, R. C. Myers and S. Sugishita, On the Time Dependence of Holographic Complexity, JHEP 1711, 188 (2017) [arXiv:1709.10184 [hep-th]].

[41] J. Jiang and B. X. Ge, Investigating two counting methods of the holographic complexity, Phys. Rev. D 99, no. 12, 126006 (2019) [arXiv:1905.08447 [hep-th]].

[42] H. S. Liu and H. Lu, Action Growth of Dyonic Black Holes and Electromagnetic Duality, arXiv:1905.06409 [hep-th].

[43] M. Flory and N. Miekley, Complexity change under conformal transformations in $AdS_3/CFT_2$, JHEP 1905, 003 (2019) [arXiv:1806.08376 [hep-th]].

[44] M. Flory, WDW-patches in $AdS_3$ and complexity change under conformal transformations II, JHEP 1905, 086 (2019) [arXiv:1902.06499 [hep-th]].

[45] M. Ghodrati, Complexity growth rate during phase transitions, Phys. Rev. D 98, no. 10, 106011 (2018) [arXiv:1808.08164 [hep-th]].

[46] M. Ghodrati, Complexity growth in massive gravity theories, the effects of chirality, and more, Phys. Rev. D 96, no. 10, 106020 (2017) [arXiv:1708.07981 [hep-th]].

[47] Y. T. Zhou, M. Ghodrati, X. M. Kuang and J. P. Wu, Evolutions of entanglement and complexity after a thermal quench in massive gravity theory, arXiv:1907.08453 [hep-th].

[48] A. Ghodsi, S. Qolibikloo and S. Karimi, “Holographic complexity in general quadratic curvature theory of gravity,” arXiv:2005.08989 [hep-th].

[49] J. Couch, W. Fischler and P. H. Nguyen, Noether charge, black hole volume, and complexity, JHEP 1703, 119 (2017) [arXiv:1610.02038 [hep-th]].

[50] Z. Y. Fan and M. Guo, On the Noether charge and the gravity duals of quantum complexity, JHEP 1808, 031 (2018) [arXiv:1805.03796 [hep-th]].

[51] Z. Y. Fan and M. Guo, Holographic complexity and thermodynamics of $AdS$ black holes, arXiv:1903.04127 [hep-th].

[52] K. Goto, H. Marrochio, R. C. Myers, L. Queimada and B. Yoshida, “Holographic Complexity Equals Which Action?,” JHEP 1902, 160 (2019)

[53] D. Anninos and G. Pastras, “Thermodynamics of the Maxwell-Gauss-Bonnet anti-de Sitter Black Hole with Higher Derivative Gauge Corrections,” JHEP 07 (2009), 030. arXiv:0807.3478 [hep-th].
[54] J. Jiang and M. Zhang, “Holographic complexity of the electromagnetic black hole,” arXiv:1905.07576 [hep-th].

[55] L. Lehner, R. C. Myers, E. Poisson and R. D. Sorkin, “Gravitational action with null boundaries,” Phys. Rev. D 94, no. 8, 084046 (2016) hep-th/1609.00207.

[56] J. W. York, Jr., “Role of conformal three geometry in the dynamics of gravitation,” Phys. Rev. Lett. 28 (1972) 1082, PhysRevLett.28.1082.

[57] G. W. Gibbons and S. W. Hawking, “Action Integrals and Partition Functions in Quantum Gravity,” Phys. Rev. D 15 (1977) 2752, PhysRevD.15.2752.

[58] G. Hayward, “Gravitational action for space-times with nonsmooth boundaries,” Phys. Rev. D 47 (1993) 3275, PhysRevD.47.3275.

[59] D. Brill and G. Hayward, “Is the gravitational action additive?”, Phys. Rev. D 50 (1994) 4914, gr-qc/9403018.

[60] Z. Y. Fan and H. Z. Liang, “Time dependence of complexity for Lovelock black holes,” Phys. Rev. D 100 (2019) no.8, 086016 [arXiv:1908.09310 [hep-th]].

[61] A. Akhavan, M. Alishahiha, A. Naseh and H. Zolfi, JHEP 1812, 090 (2018) doi:10.1007/JHEP12(2018)090 [arXiv:1810.12015 [hep-th]].

[62] M. Alishahiha, “On complexity of JackiwTeitelboim gravity,” Eur. Phys. J. C 79 (2019) no.4, 365 [arXiv:1811.09028 [hep-th]].

[63] M. Alishahiha, K. Babaei Velni and M. R. Tanhayi, “Complexity and Near Extremal Charged Black Branes,” [arXiv:1901.00689 [hep-th]].

[64] S. S. Hashemi, G. Jafari, A. Naseh and H. Zolfi, Phys. Lett. B 797 (2019), 134898 doi:10.1016/j.physletb.2019.134898 [arXiv:1902.03554 [hep-th]].

[65] T. Hartman, J. Kruthoff, E. Shaghoulian and A. Tajsini, “Holography at finite cutoff with a $T^2$ deformation,” JHEP 03 (2019), 004 doi:10.1007/JHEP03(2019)004 [arXiv:1807.11401 [hep-th]].