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We report the energy dependence of mid-rapidity (anti-)deuteron production in Au+Au collisions at √sNN = 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4, and 200 GeV, measured by the STAR experiment at RHIC. The yield of deuterons is found to be well described by the thermal model. The collision energy, centrality, and transverse momentum dependence of the coalescence parameter B2 are discussed. We find that the values of B2 for anti-deuterons are systematically lower than those for deuterons, indicating that the correlation volume of antibaryons is larger than that of baryons at √sNN from 19.6 to 39 GeV. In addition, values of B2 are found to vary with collision energy and show a broad minimum around √sNN = 20 to 40 GeV, which might imply a change of the equation of state of the medium in these collisions.

PACS numbers: 25.75.-q, 25.75.Ld

1. INTRODUCTION

The main goal of ultra-relativistic heavy-ion collisions is the creation of a new state of matter, the quark-gluon plasma (QGP) in laboratories. After strongly coupled QGP was observed at the Relativistic Heavy Ion Collider (RHIC) [1–4],
attempts are being made to vary the colliding beam energy and to study the phase structure of QCD matter expressed in terms of a $T - \mu_B$ phase diagram, which is the core physics program for the Beam Energy Scan (BES) at RHIC. \cite{5-11}

In relativistic heavy-ion collisions, the underlying mechanism for light (anti-)nuclei production is not well understood \cite{12-14}. One possible approach is through coalescence of (anti-)nucleons \cite{15-19}. Since the binding energies of light nuclei are small (~2.2 MeV for (anti-)deuteron and ~7.7 MeV for $^3$He), these light nuclei cannot survive when the temperature is much higher than the binding energy. The typical kinetic freeze-out temperature for light hadrons is around 100 MeV \cite{12}, hence they might break apart and be formed again by final-state coalescence after nucleons are de-coupled from the hot and dense system. Therefore the production of these light nuclei can be used to extract important information of nucleon distributions at freeze-out \cite{15-18}. In the coalescence picture, the invariant yield of light nuclei is proportional to the invariant yield of nucleons:

\[
E_A \frac{d^3N_A}{dp_A} = B_A \left( E_p \frac{d^3N_p}{dp_p} \right)^Z \left( E_n \frac{d^3N_n}{dp_n} \right)^A \approx B_A \left( E_p \frac{d^3N_p}{dp_p} \right)^A,
\]

where $A$ and $Z$ are the mass and charge number of the light nucleus under study, $p_p$, $p_n$, and $p_A$ are momenta of proton, neutron, and nucleus respectively, with $p_A = Ap_p$, assuming $p_p \sim p_n$. The coalescence parameter $B_A$ reflects the probability of nucleon coalescence, and is related to the local nucleon density. This coalescence approach works quite well in nuclear interactions at low energy \cite{21-23}. The effective volume of the nuclear matter at the time of condensation of nucleons into light nuclei, also called "nucleon correlation volume $V_{\text{eff}}$", is related to the coalescence parameter $B_A$ \cite{24},

\[
B_A \propto V_{\text{eff}}^{-A}.
\]

The production of light nuclei can also be described by thermodynamic models \cite{12-25-27}, in which chemical equilibrium among protons, neutrons and light nuclei is attained. Therefore, the production of light nuclei provides a tool to measure the freeze-out properties.

The production of light nuclei has been studied extensively at collision energies available at the AGS \cite{28-31}, SPS \cite{32}, RHIC \cite{33-35}, and LHC \cite{13}. Studies of the $\sqrt{s_{NN}}$ dependence of some observables are of particular interest, because production mechanisms of light nuclei might be different at different collision energies. For example, at low energy, spectator fragmentation could be an important source for light nuclei, while at higher energy, coalescence of nucleons could become the dominant mechanism. In very high energy collisions, direct coalescence of quarks to a light nucleus could be possible. At energies below 20 GeV the $B_2$ parameter decreases with increasing collision energy \cite{33-35} implying the increase of the correlation volumes. At the RHIC top energy of $\sqrt{s_{NN}} = 200$ GeV, the values of $B_2$ are the same for deuterons and anti-deuterons, similar to $B_2$ of deuterons from heavy-ion collisions at around $\sqrt{s_{NN}} = 10$ GeV. In heavy-ion collisions, minima around $\sqrt{s_{NN}} \sim 20$ GeV have been observed from several observables including the two-particle correlations of pions \cite{37-38}, the directed flow of net-proton and net-Lambda \cite{39-40}, and the 4th order moments of net-protons \cite{9}. The results imply a dramatic change in the properties of the medium at these collision energies. The deuteron can be referred to as a system of proton-neutron correlations.

The energy dependence of the deuteron elliptic flow parameter $\varepsilon_2$ was published earlier by the STAR collaboration \cite{12}. Above 20 GeV, $\varepsilon_2$ of deuterons and anti-deuterons are found to be the same. Here we report the energy dependent results of (anti-)deuteron yields and the space-momentum correlation among nucleons. This allows an extraction of the nucleon local density at freeze-out for both nucleons and anti-nucleons.

In this paper, a systematic study of mid-rapidity deuteron and anti-deuteron production is presented for Au+Au collisions at $\sqrt{s_{NN}} = 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4$, and 200 GeV, measured by STAR at RHIC. The paper is organized as follows. In Section II, details of the STAR experiment and analysis procedure are discussed. The corrections for the detector effects and systematic uncertainties in the analysis are given in Section III. In Section IV, the transverse momentum $(p_T)$ distributions, $p_T$-integrated yields, mean transverse momenta, particle ratios, and coalescence parameters are shown. Finally, conclusions are given in Section V.

II. EXPERIMENT AND DATA ANALYSIS

A. STAR Detector

The results presented in this paper are obtained from the data taken with the STAR experiment \cite{51} in Au+Au collisions at $\sqrt{s_{NN}} = 7.7-200$ GeV at RHIC. The 7.7, 11.5, 39, and 62.4 GeV data were collected in the year 2010, the 19.6, 27, and 200 GeV data were collected in 2011, and the 14.5 GeV data in 2014. The STAR detector has excellent particle identification capabilities. The main detectors used in this analysis are the Time Projection Chamber (TPC) \cite{42} and the Time-of-Flight detector (ToF) \cite{43}. The TPC provides full azimuthal angle acceptance for tracks in the pseudorapidity region $|\eta| < 1$ and it also provides particle identification via the measurement of the specific energy loss $dE/dx$. It is used to identify (anti-)deuterons with transverse momenta below 1 GeV/$c$. The velocity information from the ToF detector is in addition used to identify (anti-)deuterons with transverse momenta above 1 GeV/$c$. By a combined analysis of TPC and ToF data, (anti-)deuterons can be identified up to $p_T = 4.8$ GeV/$c$ with statistical significance. The details of the design and other characteristics of the STAR detectors can be found in Ref. \cite{41}.

B. Event and track selection

The primary vertex for each event is determined by finding the most probable point of common origin of the tracks.
measured by the TPC. As discussed in Ref. [44], only those events which have the primary vertex position along the longitudinal ($V_x$) and transverse direction ($V_y$) in a certain range are selected in our analysis. These values are selected in order to achieve uniform detector performance and sufficient statistical significance of the measured observables. Table I shows the range of $V_x$ and $V_y$ values and the total number of events after applying the vertex conditions.

### TABLE I. $V_x$ and $V_y$ conditions and total number of events for various energies obtained after all the event selection criteria are applied.

| $\sqrt{s_{NN}}$ (GeV) | $|V_x| < (\text{cm})$ | $|V_y| < (\text{cm})$ | No. of events (million) |
|------------------------|------------------|------------------|-------------------------|
| 7.7                    | 40               | 2                | 4                       |
| 11.5                   | 40               | 2                | 8.4                     |
| 14.5                   | 40               | 1                | 16.7                    |
| 19.6                   | 40               | 2                | 19.3                    |
| 27                     | 40               | 2                | 37.6                    |
| 39                     | 40               | 2                | 112                     |
| 62.4                   | 40               | 2                | 49.8                    |
| 200                    | 30               | 2                | 313                     |

*The center point of transverse radial position is located at $(V_x, V_y) = (0, -0.89 \text{ cm})$ for 14.5 GeV.

Centralities in Au+Au collisions are defined by the number of primary charged-particle tracks reconstructed in the TPC over the full azimuth and pseudorapidity $|y| < 0.5$. This is generally called the “reference multiplicity” in STAR. The centrality classes are obtained as fractions of the reference multiplicity distribution. The events are divided into the following centrality classes: 0 − 10%, 10 − 20%, 20 − 40%, 40 − 60%, and 60 − 80%. The mean values of the number of participants ($\langle N_{\text{part}} \rangle$) corresponding to these centrality classes are evaluated by Glauber model and are given in Table II for various energies. More details on centrality and $\langle N_{\text{part}} \rangle$ value estimates can be found in Refs. [45, 46].

### TABLE II. The average number of participating nucleons ($\langle N_{\text{part}} \rangle$) for various collision centralities in Au+Au collisions at $\sqrt{s_{NN}} = 7.7$-200 GeV. The numbers in parentheses represent the uncertainties.

| $\sqrt{s_{NN}}$ (GeV) | 0 − 10% | 10 − 20% | 20 − 40% | 40 − 60% | 60 − 80% |
|------------------------|---------|----------|----------|----------|----------|
| 7.7                    | 313(3)  | 226(8)   | 134(10)  | 58(10)   | 22(5)    |
| 11.5                   | 313(4)  | 226(8)   | 135(10)  | 58(9)    | 20(7)    |
| 14.5                   | 314(4)  | 226(8)   | 133(10)  | 57(9)    | 19(5)    |
| 19.6                   | 314(3)  | 225(9)   | 133(10)  | 58(9)    | 20(6)    |
| 27                     | 319(4)  | 234(9)   | 140(11)  | 61(10)   | 20(7)    |
| 39                     | 317(4)  | 230(9)   | 137(11)  | 59(10)   | 20(6)    |
| 62.4                   | 320(4)  | 232(8)   | 139(10)  | 60(10)   | 20(6)    |
| 200                    | 325(4)  | 237(9)   | 143(11)  | 62(10)   | 21(6)    |

Track selection criteria for all analyses are presented in Table III in order to suppress the admixture of tracks from secondary vertices, a requirement of less than 1 cm is placed on the distance of closest approach (DCA) between each track and the event vertex. Furthermore, tracks must have at least 20 points ($n$FitPts) used in track fitting out of the maximum of 45 hits possible in the TPC. To prevent multiple counting of split tracks, at least 52% of the total possible fit points ($n$FitPoss) are required. A condition is placed on the number of $dE/dx$ points ($n_{dE/dx}$) used to derive $dE/dx$ values. The results presented here are within rapidity $|y| < 0.3$ and have the same track cuts for all energies.

### TABLE III. Track selection criteria at all energies.

| $n$FitPts | $n$FitPts/nFitPoss | $n_{dE/dx}$ | DCA | $|y|$ |
|-----------|--------------------|-------------|-----|------|
| $\geq 20$ | $\geq 0.52$       | $\geq 10$   | $\leq 1 \text{ cm}$ | $< 0.3$ |

C. Particle identification

Particle identification is mainly performed using the TPC. It is based on the measurement of the specific ionization energy deposit ($dE/dx$) of charged particles. Figure I shows $dE/dx$ versus rigidity (momentum/charge, $p/q$) for TPC tracks from the 0 − 80% centrality Au+Au collisions at $\sqrt{s_{NN}} = 7.7$ and 200 GeV. The dotted curves represent a parametrization of the Bichsel function [47] for the different particle species. It is observed that the TPC can identify deuterons (d) and anti-deuterons ($\bar{d}$) at low momentum. The $dE/dx$ distribution for a fixed particle type is not Gaussian, hence a new variable $z$ is useful in order to have a proper deconvolution into Gaussian [48], which is defined as

$$z = \ln \left( \frac{\langle dE/dx \rangle}{dE/dx_B} \right),$$

where $\langle dE/dx \rangle_B$ is the Bichsel function for each particle species. The $z$ distributions for deuterons ($z_d$) and anti-deuterons ($z_{\bar{d}}$) are shown in Fig. II measured in 0 − 10% centrality Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV, for positively and negatively charged particles within the transverse momentum range $p_T = 0.6 - 0.8 \text{ GeV}/c$. To extract the raw yield of deuterons for $p_T < 1 \text{ GeV}/c$, a multi-Gaussian fit is applied to the $z$ distribution.

The raw yield of deuterons above 1 GeV/c is obtained from the ToF data, using the mass square ($m^2$), defined as

$$\frac{m^2}{q^2} = \frac{p^2}{q^2} \left( \frac{c^2t^2}{L^2} - 1 \right),$$

where $t$, $L$, and $c$ are the flight time of a particle, track length, and speed of light. For the charged particles with more than unit charge, this definition is not the same as its real mass square. The mean value of $m^2$ ($q = 1$) for deuteron is 3.52 GeV$^2$/c$^4$. Figure III shows the $m^2/q^2$ versus rigidity for ToF tracks from the 0 − 80% centrality Au+Au collisions at $\sqrt{s_{NN}} = 7.7$ and 200 GeV. The dotted straight lines represent the $m^2/q^2$ for the different particle species. It can be observed that the ToF can extend the identification for deuterons and anti-deuterons up to ∼ 5 GeV. The $m^2$ distributions of positively and negatively charged particles within the transverse momentum interval $p_T = 2.4 - 2.8 \text{ GeV}/c$ measured in 0−10% centrality Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV, are shown.
FIG. 1. (Color online) Energy loss $dE/dx$ versus rigidity for TPC tracks from 0 – 80% centrality Au+Au collisions at $\sqrt{s_{NN}} = 7.7$ GeV (a) and 200 GeV (b). The dashed lines represent a parametrization of the Bichsel function (see text for details) curve for different particles.

FIG. 2. The $z(d)$ distributions for positively (a) and negatively (b) charged particles in the TPC at $p_T = 0.6 - 0.8$ GeV/c in 0 – 10% centrality Au+Au collisions at $\sqrt{s_{NN}} = 200$ GeV. The curves are two-Gaussian fits for signal and background. Uncertainties are statistical only and are smaller than the marker size.

in Fig. 4. Since the $m^2$ distribution is not exactly Gaussian, the $m^2$ distribution is fitted with a student’s $t$-function with an exponential tail for the signal [49, 50].

III. CORRECTIONS AND SYSTEMATIC UNCERTAINITIES

A. Corrections

The final $p_T$ spectra of (anti-)deuterons are obtained by correcting the raw spectra for tracking efficiency and acceptance. These are determined by embedding tracks generated by Monte Carlo (MC) using GEANT3 of the STAR detector into real events at the raw data level [51]. The ratio of the distribution of reconstructed and original MC tracks as a function of $p_T$ gives the efficiency $\times$ acceptance correction. Due to the unknown interactions of anti-nuclei with material, these processes are not included for anti-nuclei heavier than anti-protons in GEANT3. This lack of data on the anti-deuteron results in the calculated embedding efficiency being too high. This deficiency in the simulations is corrected for via an “absorption correction” in STAR [22]. A full detector simulation with GEANT4 was used, which has extensively validated cross-sections for light (anti)nuclei based on experimental data [52]. The loss of (anti)-nuclei due to interactions with the detector material within GEANT3 was then scaled to match the values from GEANT4. In this way a complete efficiency $\times$ acceptance correction in the relevant phase space is obtained.

ToF detector information is added to the information from TPC detector to give better particle identification at higher momenta. This requires an extra correction called the ToF matching efficiency. The ToF matching efficiency is defined as the ratio of the number of tracks matched in the ToF to the number of the total tracks in the TPC within the same acceptance, which is of the similar value to that of the protons [44].

Low-momentum particles lose a considerable amount of energy while traversing the detector material. The track reconstruction algorithm takes into account the Coulomb scattering and energy loss, assuming the pion mass for each particle. Therefore, a track-by-track correction for the energy loss of heavier particles is needed. This correction is obtained from MC simulation using GEANT3, in which the $p_T$ difference of the reconstructed and the embedded particles is compared.
FIG. 3. $m^2/q^2$ versus rigidity for ToF tracks from 0 – 80% centrality Au+Au collisions at $\sqrt{s_{NN}} = 7.7$ GeV (a) and 200 GeV (b). The dashed lines represent the $m^2/q^2$ values for different particles.

The energy loss correction for deuterons is about 2% at $p_T = 0.6$ GeV/c and decreases with increasing $p_T$.

The so-called knock-out deuterons, due to interactions of energetic particles produced in collisions with detector material were observed in the STAR experiment. They are produced away from the primary interaction point and appear as a long tail in the DCA distribution of deuterons. The long and flat DCA tail in the deuteron distribution comes mainly from knock-out background deuterons. There are no knock-out anti-deuterons, hence the flat tail in the DCA distribution is absent. The knock-out deuterons can be determined by comparing the shapes of the DCA distribution of deuterons and anti-deuterons. It is assumed that the shape of the background-subtracted deuteron DCA distribution is identical to that of the anti-deuteron. The DCA distribution of deuterons can be fitted by

$$N_d(DCA) = A \cdot N_d(DCA) + N_d^{\text{back}}(DCA),$$

where $N_d^{\text{back}}$ are knock-out deuterons with the form $N_d^{\text{back}} = B \cdot (1 - e^{-DCA/C})^D$. $A$, $B$, $C$, and $D$ are fit parameters. We used this functional form to fit the deuteron DCA distributions for every $p_T$ bin in each centrality at each energy to obtain the fraction of deuteron background.

B. Systematic uncertainties

The point-to-point systematic uncertainties of the spectra are estimated by varying event and track selection and analysis cuts as well as by assessing sample purity from the $dE/dx$ measurement. In addition, fitting ranges of $z$(TPC) and $m^2$(ToF) are varied to estimate the systematic uncertainty on the extracted raw spectra. The estimated uncertainties are less than 4% for all collision energies, in case of deuterons. These uncertainties increase with decreasing collision energy for anti-deuterons. For deuteron spectra, an additional system-
anticastic uncertainty appears due to background subtraction. This estimated uncertainty is $6 - 10\%$ at $p_T = 0.6 - 0.8$ GeV/c and $2 - 5\%$ at $p_T = 0.8 - 1.0$ GeV/c. A correlated overall systematic uncertainty of $5\%$ is estimated for all spectra and is dominated by uncertainties in the MC determination of the reconstruction efficiency.

The $p_T$-integrated particle yields ($dN/dy$) and the average transverse momentum ($\langle p_T \rangle$) are calculated from the measured $p_T$ range and extrapolated to the unmeasured regions with individual Blast-Wave (BW) model fits [54]. The contribution to the yields from extrapolation is about $10 - 20\%$, which is from the low $p_T$ range. This model describes particle production properties by assuming that the particles are emitted thermally from an expanding source. The functional form of the model is given by

$$
\frac{dN}{dy} \sim \int_{0}^{R} rdr m_T I_0 \left( \frac{p_T \sinh \rho}{T} \right) K_1 \left( \frac{m_T \cosh \rho}{T} \right),
$$

where $m_T = \sqrt{m^2 + p_T^2}$ is the transverse mass ($m$ is the rest mass), $\rho = \tanh^{-1} \beta = \tanh^{-1} \left[ \beta_s (r/R)^\eta \right]$ is the velocity profile, $I_0$ and $K_1$ are the modified Bessel functions, $r$ is the radial distance from the center of the thermal source in the transverse plane, $R (= 10 fm)$ is the radius of the radial source, $\beta_s$ is the transverse expansion velocity, $\beta_t$ is the transverse expansion velocity at the surface, $n$ is the exponent of the velocity profile, and $T$ is the kinetic freeze-out temperature.

The systematic uncertainties for $dN/dy$ and $\langle p_T \rangle$ are from cuts ($\sim 4\%$), tracking efficiency ($\sim 5\%$), energy loss ($\sim 2\%$). The extrapolation is an additional source of systematic uncertainty on $dN/dy$ and $\langle p_T \rangle$. This is estimated by comparing the extrapolation by different fit functions to the $p_T$ spectra.

These functions are as follows:

Boltzmann : $\propto m_T \exp \left( -m_T / T \right)$

double-exponential : $A_1 \exp \left( -p_T^2 / T_1^2 \right) + A_2 \exp \left( -p_T^2 / T_2^2 \right)$

This uncertainty is $5 - 10\%$ for deuterons at all energies and anti-deuterons at $\sqrt{s_{NN}} \geq 27$ GeV, and of the order of $15\%$, $30\%$, and $50\%$ for anti-deuterons at $\sqrt{s_{NN}} = 19.6, 14.5, \text{and} 11.5$ GeV, respectively. The total systematic uncertainties are calculated as quadrature sums of all the components discussed above.

IV. RESULTS AND DISCUSSIONS

A. Transverse momentum spectra

Figure 6 shows mid-rapidity ($|y| < 0.3$) transverse momentum spectra for deuterons (left panel) and anti-deuterons (right panel) in Au+Au collisions at $\sqrt{s_{NN}} = 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4, \text{and} 200$ GeV for $0 - 10\%, 10 - 20\%, 20 - 40\%, 40 - 60\%,$ and $60 - 80\%$ centralities. At $7.7$ GeV, the statistics and the yield of the anti-deuterons are too small to obtain the $p_T$ spectra. The dashed lines are the result of the Blast-Wave fits to each distribution with the profile parameter $n=1$ (Eq. 6). The $p_T$ spectra show a clear evolution, becoming somewhat softer from central to peripheral collisions. A similar behavior is observed for kaons and protons [46].

B. Average transverse momenta $\langle p_T \rangle$

Figure 7 shows $\langle p_T \rangle$ as a function of $\langle N_{\text{part}} \rangle$ for deuterons and anti-deuterons in Au+Au collisions at $\sqrt{s_{NN}} = 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4, \text{and} 200$ GeV. The dependence of $\langle p_T \rangle$ on $\langle N_{\text{part}} \rangle$ for deuterons and anti-deuterons is similar to those for $\pi^+$, $K^+$, protons, and anti-protons [46]. An increase in $\langle p_T \rangle$ with increasing number of participants is observed at all collision energies. A slight increase with increasing collision energies is also found, which suggests that the average radial flow increases with collision energy and centrality.

C. Particle yields $dN/dy$

Figure 8 shows the centrality dependence of deuterons and anti-deuterons rapidity density ($dN/dy$) at mid-rapidity ($|y| < 0.3$), normalized by $0.5\langle N_{\text{part}} \rangle$ for $\sqrt{s_{NN}} = 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4, \text{and} 200$ GeV. The production of deuterons is expected to be mainly from two processes, pair production and baryon stopping. As collision energy increases, contributions from pair production increase while the contributions from baryon stopping decrease. The deuteron yield decreases from $7.7$ GeV to $200$ GeV implying that in this energy window stopping plays a more important role than pair-production for deuterons. On the other hand, due to pair production being the only source for anti-nucleon and anti-deuteron production, the
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D. Particle ratios

Figure 9 shows the anti-particle over particle ratios (\(\bar{p}/p\) from 0–5% centrality, \(\bar{d}/d\) from 0–10% centrality) in Au+Au collisions at \(\sqrt{s_{NN}} = 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4,\) and 200 GeV. For comparison, the PHENIX and ALICE data points are shown. Both ratios \(\bar{p}/p\) and \(d/d\) approach unity at higher collision energies. This can be attributed to the decreasing net baryon density at mid-rapidity, as well as due to \(\bar{p}\) production becoming dominated by pair production.

Figure 10 shows the energy dependence of \(d/p\) and \(\bar{d}/\bar{p}\) yield ratios for the most central collision and are compared with those from E802 [29], NA49 [36], PHENIX [33], and ALICE [13]. The \(\bar{p}/p\) yield is corrected by weak-decay feed-down from strange baryons [58]. The \(d/p\) ratios decrease and \(\bar{d}/\bar{p}\) increase with increasing \(\sqrt{s_{NN}}\) and both converge to the same value of about 3.6\(\times\)10\(^{-3}\) at LHC energy where the chemical potential is consistent with zero and hence the ratios are only determined by the chemical freeze-out temperature. Predictions by the statistical thermal model for \(d/p\) and \(\bar{d}/\bar{p}\) yield ratios are also shown in Fig. 10 by dashed curves and are in agreement with experimental data.

In the framework of statistical thermal models [55] the particle multiplicity from a source of volume \(V\) and chemical freeze-out temperature \(T\) is given by

\[
N_i = \frac{g_i V}{\pi^2} m_i^2 T K_2(m_i/T) \exp(\mu_i/T),
\]

where \(g_i\), \(m_i\), and \(\mu_i\) are the degeneracy, particle mass, and chemical potential of particle species \(i\) respectively. This formula is valid in the Boltzmann approximation, which is reasonable for all hadrons and light nuclei. The chemical potential can be expressed as \(\mu_i = B_i \mu_B + S_i \mu_S + Q_i \mu_Q\), where \(B_i\), \(S_i\), and \(Q_i\) are the baryon number, strangeness and charge, respectively, of particle species \(i\), and \(\mu_B\), \(\mu_S\), and \(\mu_Q\) are the corresponding chemical potentials for these conserved quantum numbers.

Results calculated by a statistical thermal model using the parametrizations for \(T\) and \(\mu_B\) established in [56] are shown in Fig. 9. The thermal model can describe the \(\bar{p}/p\) and \(d/d\) ratios over a very wide energy range. The \(\bar{p}/p\) ratio is calculated for measured inclusive protons. The difference of weak-decay fractions for \(p\) and \(\bar{p}\) reaches a maximum around \(\sqrt{s_{NN}} = 6\) GeV [57], which might be the reason of the deviation between measured and model \(\bar{p}/p\) ratios at low energies.

\[
\frac{\mu_Q}{T} = \frac{1}{2} \ln \left( \frac{\pi^+}{\pi^-} \right),
\]

\[
\frac{\mu_0}{T} = \frac{1}{2} \ln \left( \frac{d/p}{\bar{d}/\bar{p}} \right).
\]

The deviation from Bose-Einstein distribution for pions in Eq. (8) can be neglected if \(T < 180\) MeV and \(\mu_Q/T > -0.4\) [57]. The energy dependence of \(d/p\) and \(\bar{d}/\bar{p}\) yield ratios for top 10% centrality Au+Au collisions are presented in the top panel of Fig. 11. The NA49 results [36] are shown in this figure, they are consistent with STAR BES data, within uncertainties. The \(\mu_Q/T\) extracted from BES \(\bar{d}/\bar{p}\) data, \(\pi^+\pi^-\) data, and NA49 \(\pi^+\pi^-\) ratios are shown in the bottom panel of Fig. 11. The \(\mu_0/T\) increases with \(\sqrt{s_{NN}}\) and reaches zero at high collision energy, which suggests that the isospin effect is smaller at higher collision energies and most of the particles are from pair production. The \(\mu_0/T\) values extracted from \(\pi^+\pi^-\) are systematically larger than those from \(\bar{d}/\bar{p}\) at small \(\sqrt{s_{NN}}\) although the uncertainties in the
values extracted from \((d/p^2)/(d/p^2)\) are large. The reasons for these lower \(\mu_0/T\) values could be due to the contribution of deuterons from nuclear fragments at low collision energy or non-thermal effects.
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**FIG. 11.** Top panel: energy dependence of \(d/p^2\) for deuterons from nuclear fragments at low collision energy. The blue dashed line is fit to the \(d/p^2\) from valence quarks of the collision system being larger in central collisions. The shape of the spectra for deuterons and protons. The parameters for \(\sqrt{s_{NN}} = 39\) GeV are listed in Table IV. It is found the coalescence parameters \(B_2\) decrease as a function of increasing collision energy, which implies that the overall size of the emitting source of nucleons increases with the collision energy. When \(\sqrt{s_{NN}} > 20\) GeV, the rate of decrease seems to change and saturate up to 62.4 GeV, which might imply a dramatic change of the equation of state of the medium.

\[ B_2 = a \cdot \exp \left[ b(m_T - m) \right], \]

where \(a\) denotes the coalescence parameter at \(p_T = 0\), and \(b\) is connected to the difference between the slope parameters of the spectra for deuterons and protons. The parameters for \(\sqrt{s_{NN}} = 39\) GeV are listed in Table IV. It is found the \(B_2\) values for deuterons are systematically larger than those for anti-deuterons in certain collision centrality at \(\sqrt{s_{NN}} = 39\) GeV, which might signal that the effective distances of protons and neutrons are smaller than those of anti-protons and neutrons at 39 GeV as \(B_2\) is inversely proportional to the correlation volume as shown by Eq. [2].
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**FIG. 12.** Coalescence parameter \(B_2\) as a function of \(m_T - m_0\) for deuterons (left panel) and anti-deuterons (right panel) from 0–10%, 10–20%, 20–40%, and 40–60% centrality at \(\sqrt{s_{NN}} = 39\) GeV Au+Au collisions. The boxes show systematic uncertainty and vertical lines show the statistical uncertainty separately. The dashed lines represent exponential fits.

### TABLE IV. The parameters \(a\) and \(b\) from exponential fitting of coalescence \(B_2\) at \(\sqrt{s_{NN}} = 39\) GeV.

| Centrality (%) | \(B_2(d)\) | \(B_2(\bar{d})\) |
|----------------|-------------|------------------|
|                | \(a \times 10^5\) (GeV\(^2\)/c\(^4\)) | \(b\) (GeV\(^2\)/c\(^4\)) | \(a \times 10^5\) (GeV\(^2\)/c\(^4\)) | \(b\) (GeV\(^2\)/c\(^4\)) |
| 0-10           | 3.3±0.3     | 0.56±0.11        | 3.3±0.3     | 0.56±0.11        |
| 10-20          | 4.6±0.4     | 0.58±0.11        | 3.9±0.4     | 0.42±0.13        |
| 20-40          | 7.4±0.6     | 0.54±0.11        | 7.3±0.7     | 0.30±0.13        |
| 40-60          | 14.4±1.2    | 0.56±0.11        | 14.3±1.4    | 0.28±0.14        |

---

E. Coalescence

The coalescence parameter \(B_2\) (Eq. 1) is studied using a combined analysis with the deuteron and proton spectra [54,58], which are corrected for weak decay feed-down. Figure 12 shows \(B_2\) as a function of \(m_T - m_0\) for deuterons and anti-deuterons from \(\sqrt{s_{NN}} = 39\) GeV Au+Au collisions. It is found that the coalescence parameters \(B_2\) increase with increasing transverse mass, which is a reasonable expectation based on the correlation volume increasing with decreasing \(m_T\), leading to a higher coalescence probability for larger values of \(m_T\). A decrease of \(B_2\) with increasing centrality is found, which may be attributed to the volume of the collision system being larger in central collisions. The shape of \(B_2\) can be described by an exponential form [35,59] (as shown in Fig. 12).

In Fig. 13 we compare the collision energy dependence of \(B_2\) at \(p_T/A = 0.65\) GeV/c in 0-10% centrality Au+Au collisions at RHIC, as well as data from AGS [28,30,31], SPS [22,56,59] (0–7% and 0–12% collision centralities), RHIC [22,53] (0–18% and 0–20% collision centrality for \(\sqrt{s_{NN}} = 130\) GeV and 200 GeV). The \(B_2\) value at \(\sqrt{s_{NN}} = 2.76\) TeV from ALICE 0–20% collision centrality of approximately \(4 \times 10^{-4}\) GeV\(^2\)/c\(^4\) [13] is slightly lower than the measurement at RHIC. At energies below \(\sqrt{s_{NN}} = 20\) GeV, the coalescence parameters \(B_2\) decrease as a function of increasing collision energy, which implies that the overall size of the emitting source of nucleons increases with the collision energy. When \(\sqrt{s_{NN}} > 20\) GeV, the rate of decrease seems to change and saturate up to 62.4 GeV, which might imply a dramatic change of the equation of state of the medium in those collisions. The \(B_2\) from 200 GeV is found to be larger than the BES saturation values, which needs further studies. The \(B_2\) values for anti-deuterons are systematically lower than those for deuterons, which implies that the overall size of the emitting source of anti-baryons is larger than that of baryons. Again, at 200 GeV, the \(B_2\) values for deuterons and
anti-deuterons are the same within uncertainties. The similarity reflects the characteristics of pair-production. At lower collision energies, more and more stopped nucleons move into the mid-rapidity region, which suppresses the probability for the production for anti-deuterons. As a result, the $B_2$ values for anti-deuterons are reduced. The separation of $B_2$ between deuterons and anti-deuterons should increase as collision energy decreases. This will be tested in the future high statistics RHIC BES-II program, where the spectra at $\sqrt{s_{NN}} = 7.7, 9.2$ and 11.5 GeV will be obtained with high precision.

V. CONCLUSION

In conclusion, we have presented systematic studies of deuteron and anti-deuteron production in Au+Au collisions at $\sqrt{s_{NN}} = 7.7, 11.5, 14.5, 19.6, 27, 39, 62.4$, and 200 GeV. The mid-rapidity values for $B_2$ at lower collision energies. At higher collision energies, the pair production mechanism dominates the particle production. The anti-baryon to baryon yield ratios, and the $d/p$ yield ratios can be well reproduced by the thermal model. The $\mu_0/T$ values extracted from $d/p$ ratios are systematically smaller than those from $\pi^+ / \pi^-$, which may suggest that some of the observed deuterons are from the nuclear fragmentation. Two interesting new features are observed for the coalescence parameter $B_2$: (i) the values of $B_2$ for deuterons decrease as collision energy increases and seem to reach a minimum at about $\sqrt{s_{NN}} = 20 - 40$ GeV, indicating a change in the equation of state; (ii) $B_2$ values for anti-deuterons are found to be less than those for deuterons at collision energies below 62.4 GeV implying that the overall size of the emitting source of anti-baryons is larger than that of baryons at low collision energy.
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