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Abstract

By combining spectroscopic data from the LAMOST DR7, Sloan Digital Sky Survey (SDSS) DR12, and corrected photometric data from the Gaia EDR3, we apply the stellar color regression (SCR) method to recalibrate the SDSS Stripe 82 standard stars catalog of Ivezić et al. With a total number of about 30,000 spectroscopically targeted stars, we have mapped out the relatively large and strongly correlated photometric zero-point errors present in the catalog, ∼2.5% in the u band and ∼1% in the griz bands. Our study also confirms some small but significant magnitude dependence errors in the z band for some charge-coupled devices. Various tests show that we have achieved an internal precision of about 5 mmag in the u band and about 2 mmag in the griz bands, which is about five times better than previous results. We also apply the method to the latest version of the catalog (v4.2), and find modest systematic calibration errors of up to ∼1% along the R.A. direction and smaller errors along the decl. direction. The results demonstrate the power of the SCR method when combining spectroscopic data and Gaia photometry in breaking the 1% precision barrier of ground-based photometric surveys. Our work paves the way for the recalibration of the whole SDSS photometric survey and has important implications for the calibration of future surveys. Future implementations and improvements of the SCR method under different situations are also discussed.

Unified Astronomy Thesaurus concepts: Flux calibration (544); Calibration (2179); Stellar photometry (1620); Extinction (505)

Supporting material: machine-readable table

1. Introduction

Wide-field photometric surveys play a leading role in the discovery of new celestial objects, new phenomena, and new laws in modern astronomical research. The potential discovery space and amount of information that can be extracted from a given photometric survey is closely related to the uniformity of its photometric calibration. Hence, a uniform and accurate photometric calibration plays a central role in the current and next-generation wide-field imaging surveys, such as the Sloan Digital Sky Survey (SDSS; York et al. 2000), the Dark Energy Survey (DES; The Dark Energy Survey Collaboration 2005), the Pan-STARRS1 survey (PS1; Chambers et al. 2016), the SkyMapper Southern Survey (SMSS; Wolf et al. 2018), the Stellar Abundance and Galactic Evolution survey (SAGE; Zheng et al. 2018), the Javalambre Photometric Local Universe Survey (J-PLUS; Cenarro et al. 2019), the Southern Photometric Local Universe Survey (S-PLUS; Mendes de Oliveira et al. 2019), the Javalambre Physics of the Accelerating Universe Astrophysical Survey (J-PAS; Benítez et al. 2014), the Vera C. Rubin Observatory Legacy Survey of Space and Time (LSST; Ivezić et al. 2019), the Chinese Space Station Telescope (CSST; Zhan 2021), the Wide Field Survey Telescope (WFST; Lou et al. 2016), and the Multi-channel Photometric Survey Telescope (Mephisto; Er et al. 2021, in preparation).

The calibration of astronomical photometric measurements are traditionally based on sets of standard stars (e.g., Landolt 1992, 2009, 2013; Stetson 2000; Clem & Landolt 2013). However, due to the very limited numbers of standard stars available, it is very challenging to achieve a calibration precision of better than 1% for ground-based observations (e.g., Stubbs & Tonry 2006). The challenges are mainly caused by the temporal and spatial variations of the Earth atmospheric transmission, and the difficulties in correcting for instrumental effects such as flat-fielding and electronics of CCDs. In recent years, a number of approaches have been developed for the precise calibration of wide-field imaging surveys. These approaches can be roughly divided into two categories: “hardware-driven” approaches and “software-driven” approaches. Note that all of these approaches perform a “relative” calibration (i.e., establishing an internally consistent photometric calibration across the whole survey region) rather than an “absolute” calibration.

The “hardware-driven” approaches are based on a better understanding of wide-field imaging observations, including the ubercalibration method (Padmanabhan et al. 2008), the Forward Global Calibration Method (FGCM; Burke et al. 2018), and the hypercalibration method (Finkbeiner et al. 2016). The ubercalibration method was originally developed for the SDSS but has been widely used (e.g., Schlafly et al. 2012; Liu et al. 2014; Gaia Collaboration et al. 2016; Zhou et al. 2018). It requires a significant amount of overlapping observations. The FGCM was developed for the DES and LSST. In addition to repeated observations, it requires data taken with auxiliary instrumentation at the observatory, and models of the instrument and atmosphere to estimate the spatial and time variations of the passbands. The hypercalibration method assumes that systematic errors of different surveys are
independent. Therefore, different surveys can be used to calibrate each other.

The “software-driven” approaches are based on a better understanding of stellar colors, including the stellar locus regression method (SLR; High et al. 2009), the stellar locus method (SL; López-Sanjuan et al. 2019), and the stellar color regression method (SCR; Yuan et al. 2015a). The position of the stellar locus was first used by Ivezić et al. (2004) to estimate the accuracy of photometric zero-points of the SDSS. Assuming a universal stellar color–color locus, the SLR method can correct for effects including variations in instrumental sensitivity, in the Earth atmospheric transmission, and in the Galactic interstellar and reddening, producing real-time well-calibrated colors for both stars and galaxies. However, the precision is limited to a few percent, due to the variations of stellar populations and the interstellar extinction, especially in the low Galactic latitude region. The method also requires a blue filter in addition to at least two other filters to break possible degeneracy. The SLR method can only perform color calibration. To overcome this limitation, by using an existing well-calibrated data set as anchors, the SL method can perform photometric calibration with the help of the dereddened stellar locus. The method can be further improved by including the metallicity effect in colors via the metallicity-dependent stellar locus (Yuan et al. 2015b; López-Sanjuan et al. 2021).

With the rapid development of multifiber spectroscopic surveys, e.g., SDSS/SEGUE (Yanny et al. 2009), LAMOST (Deng et al. 2012; Liu et al. 2014), APOGEE (Jónsson et al. 2020), and GALAH (De Silva et al. 2015) surveys, we have entered into the era of millions of stellar spectra. In addition, thanks to the modern template-matching based as well as data-driven stellar parameter pipelines (e.g., Lee et al. 2008a, 2008b; Wu et al. 2011; Xiang et al. 2015, 2017), stellar atmospheric parameters (\(T_{\text{eff}}\), \(\log g\), and [Fe/H]) can be determined to a very high internal precision (e.g., Niu et al. 2021a). Therefore, stellar colors can be accurately predicted based on the large-scale spectroscopic surveys with the star-pair technique (Yuan et al. 2013). Taking advantage of the above fact and using millions of spectroscopically observed stars as color standards, Yuan et al. (2015a) have proposed the spectroscopy-based SCR method to perform precise color calibrations. Compared to the SLR and SL methods, the SCR method fully accounts for the effects of metallicity, surface gravity, and dust reddening on stellar colors. Applying the method to the SDSS Stripe 82 standard stars catalog, we have achieved a precision of about 5 mmag in \(u-g\), 3 mmag in \(g-r\), and 2 mmag in \(r-i\) and \(i-z\), an improvement by a factor of 2–3. The method has also been applied to the Gaia DR2 and EDR3 (Niu et al. 2021a, 2021b) to correct for magnitude/color-dependent systematic errors in the Gaia colors, with a precision of about 1 mmag.

With the data releases of the Gaia DR2 and EDR3 (Gaia Collaboration et al. 2016, 2018, 2021), accurate and homogeneous photometric data of the whole sky and with an exquisite quality are now accessible, reaching down to the unprecedented millimagnitude level for the \(G\), \(BP\), and \(RP\) passbands. With the help from the Gaia photometry, the SCR method can accurately predict the magnitudes of stars in various bands, providing a great opportunity to break the 1% precision barrier of ground-based photometric surveys. Such an approach has been applied to the second data release from the SkyMapper Southern Survey (SMSS DR2). Large zero-point offsets are detected, particularly for the gravity- and metallicity-sensitive \(uv\) bands (Huang et al. 2021).

In this work, by combining spectroscopic data from the LAMOST DR7, SDSS DR12, and corrected photometric data from the Gaia EDR3, we apply the SCR method to recalibrate the SDSS Stripe 82 standard stars catalog. The paper is organized as follows. In Section 2, we introduce our data. In Section 3, we apply the SCR method to the SDSS Stripe 82 region to recalibrate the data and check the precision of our method. In Section 4, we apply the method to the latest version of the catalog (v4.2, Thanjavur et al. 2021). The discussions and conclusions are given in Section 5.
2. Data Sets

The repeatedly scanned Stripe 82 ([decl.] < 1.266°, 20°34′ < R.A. < 4°00′) is a contiguous equatorial region of 300 deg² in the SDSS. Ivezić et al. (2007; I07 hereafter) delivered an accurate photometric catalog of about one million stars in u, g, r, i, and z bands, with an internal calibration consistency of 1%, thus providing a practical definition of the SDSS photometric system. The random photometric errors of the I07 catalog are below 0.01 mag for stars brighter than 19.5, 20.5, 20.5, 20.0, and 18.5 in u, g, r, i, and z bands, respectively.

2.1. LAMOST Data Release 7

For the recalibration of Stripe 82, we use spectroscopic information from LAMOST Data Release 7 (Luo et al. 2015). The Large Sky Area Multi-Object Fiber Spectroscopic Telescope (LAMOST) is a Chinese national scientific research facility operated by the National Astronomical Observatories, Chinese Academy of Sciences. It is a special reflecting Schmidt telescope with 4000 fibers in a field of view of 20 deg². The data of this release are available via http://dr7.lamost.org/v1.3/.

LAMOST DR7 includes a total number of 10,640,255 low-resolution spectra covering the whole optical wavelength range of 3690–9100 Å at a spectral resolution of about 1800. The LAMOST Stellar Parameter Pipeline (LASP; Wu et al. 2011) has been used to determine the basic stellar parameters including effective temperature $T_{\text{eff}}$, surface gravity $\log g$, metallicity $[\text{Fe/H}]$, and radial velocity $V_r$ for late A and FGK stars. Their typical errors compared with SDSS DR9 are $-91 \pm 111$ K for $T_{\text{eff}}$.

### Table 1

| Color   | $a_1$      | $a_0$      |
|---------|------------|------------|
| $BP - u$| $1.333 \times 10^{-4}$ | $-1.850$   |
| $BP - g$| $0.592 \times 10^{-4}$ | $-0.641$   |
| $RP - r$| $0.755 \times 10^{-4}$ | $-0.952$   |
| $RP - i$| $0.272 \times 10^{-4}$ | $-0.217$   |
| $RP - z$| $0.098 \times 10^{-4}$ | $0.384$    |

Note. $R = a_1 \times T_{\text{eff}} + a_0$. 

Figure 2. Distributions in the planes of $T_{\text{eff}} - [\text{Fe/H}]$ (top) and $T_{\text{eff}} - \log g$ (bottom) for the LAMOST (left) and SDSS (right) target stars. The reference stars are plotted as red dots.
0.16 ± 0.22 for log g, and 0.04 ± 0.15 for \([\text{Fe}/\text{H}]\) (see Table 2 of Luo et al. 2015). Repeated observations show that the internal errors of LAMOST parameters at signal-to-noise ratios (S/N) > 20 are about 50–100 K for \(T_{\text{eff}}\), 0.05–0.1 dex for log g, and 0.05–0.1 dex for \([\text{Fe}/\text{H}]\) (see Figure 3 of Niu et al. 2021a).

2.2. SDSS Data Release 12

SDSS Data Release 12 (DR12; Alam et al. 2015) is the final data release of the SDSS-III, containing all SDSS observations through 2014 July. The SDSS stellar spectra are processed through the SEGUE Stellar Parameter Pipeline (Lee et al. 2008a), and three primary stellar parameters (\(T_{\text{eff}}\), log g, and \([\text{Fe}/\text{H}]\)) are obtained for most stars over the range of 4000–10,000 K and with spectral S/N higher than 10.

2.3. Gaia Early Data Release 3

Gaia is a European Space Agency (ESA) mission aiming to map over one billion stars in the Milky Way in three dimensions. Its EDR3 (Gaia Collaboration et al. 2021) is based on the first 34 months of the mission, including approximately 1.8 billion sources with precise astrometric and photometric information in three bands (\(G\), \(BP\), and \(RP\)). Modest calibration errors of up to 10 mmag in \(G\) magnitude are found for stars of \(10 < G < 19\) (Yang et al. 2021). Hence we apply the magnitude corrections of \(BP\) and \(RP\) (see Table 1 of Yang et al. 2021) in this work.

3. The Recalibration of Stripe 82

3.1. Data Selection

There are over 20,000 common sources between I07, LAMOST DR7, and Gaia EDR3, and over 28,000 common sources between I07, SDSS DR12, and Gaia EDR3, adopting a matching radius of 1″. The two sets of common sources are called, respectively, the LAMOST sample and the SDSS sample hereafter. We apply the SCR method using the two sets of data independently at the beginning. In the end, their results are combined and compared with each other.

Reddening values of stars are required in the SCR method. In Yuan et al. (2015a), the dust reddening map of Schlegel et al. (1998; SFD) was used. However, the SFD map shows spatially dependent systematic errors (e.g., Sun et al. 2021). Therefore, we use \(E(BP−RP)\) values determined with the star-pair technique (Yuan et al. 2013; Ruoyi & Haibo 2020) in this work. The \(E(BP−RP)\) values of the LAMOST and SDSS samples are determined separately.

We first select reference samples with S/N\(_g\) (signal-to-noise ratio in the \(g\) band) higher than 40 and with low \(E(BP−RP)\) values of between 0 and 0.05. The reference samples are used to define the stellar intrinsic colors as a function of stellar atmospheric parameters with linear interpolation. With the above criteria, we have 1182 and 2849 reference stars from the LAMOST and SDSS samples, respectively.

Then we select target samples with criteria of S/N\(_g\) higher than 15, \(E(BP−RP)\) greater than −0.05, and effective temperature \(T_{\text{eff}}\) of between 4500 and 6500 K. The cut on...
Figure 5. Precision of intrinsic colors for the LAMOST target sample. From top to bottom are $BP - u$, $BP - g$, $RP - r$, $RP - i$, and $RP - z$ colors, respectively. The first column shows the residual distributions. The Gaussian fitting results are overplotted in red, with the $\sigma$ values marked. The second, third, and fourth columns plot residuals against $T_{\text{eff}}$, $[\text{Fe/H}]$, and $\log g$, respectively.

Figure 6. Same as Figure 5 but for the SDSS target sample.
T$_{\text{eff}}$ is mainly for robust fitting of temperature-dependent reddening coefficients (e.g., Niu et al. 2021a, 2021b). We also require that each target star should have at least four reference stars whose T$_{\text{eff}}$, log g, and [Fe/H] values differ by less than 100 K, 0.5 dex, and 0.3 dex, respectively. With the above criteria, we have 11,477 and 18,239 target stars selected from the LAMOST and SDSS samples, respectively. These stars are called the target samples hereafter. Properties of the target and reference samples are plotted in Figures 1 and 2. The reference stars appropriately sample the range of stellar parameters seen in the full data set, as seen in Figure 2.

3.2. Reddening Corrections and Intrinsic Colors

To perform photometric calibration for the $u$, $g$, $r$, $i$, and $z$ bands with the SCR method, five colors $BP - u$, $BP - g$, $RP - r$, $RP - i$, and $RP - z$ are adopted, respectively, where $BP$ and $RP$ are from Gaia EDR3.

Reddening coefficients of these colors with respect to $E(BP - RP)$ are required to obtain the intrinsic colors of the target samples. The reddening coefficients are derived from the following steps. First, with an initial set of reddening coefficients, the reference stars are dereddened. Due to the very broad $BP$ and $RP$ passbands, temperature-dependent reddening coefficients are adopted here. For simplicity, we assume that the reddening coefficients are linear functions of effective temperature. Then we estimate color excess values of the target stars, with their intrinsic colors determined spectroscopically from the dereddened reference sample by the star-pair technique. Finally, a new set of reddening coefficients are derived by the least-squares fitting method. A 2.5$\sigma$ clipping is performed in the fitting. The above process is iterated, until the new reddening coefficients are consistent with previous ones. Note that the reddening coefficients are derived using only the LAMOST stars. The resulting coefficients are used for the SDSS stars as well. The results of temperature-dependent reddening coefficients for the five colors are listed in Table 1 and displayed in Figures 3 and 4.

Note that the spatial variations of reddening coefficients across Stripe 82 are neglected, to avoid a possible degeneracy between zero-point offsets and reddening coefficients. Fortunately, Stripe 82 is located at high Galactic latitudes and has small values of reddening. Thus, the impacts of possible spatially varying reddening coefficients on our results are small.

In the above process, spectroscopy-based intrinsic colors of the target stars are also obtained. To test the precision of the predicted intrinsic colors, the color fitting residuals are plotted in Figures 5 and 6 for the LAMOST and SDSS target samples, respectively. For the LAMOST target sample, the typical errors are 0.039, 0.017, 0.012, 0.011, and 0.015 mag, respectively, for the predicted intrinsic colors of $BP - u$, $BP - g$, $RP - r$, $RP - i$, and $RP - z$. The residuals show no obvious trends with respect to the atmospheric parameters. For the SDSS target sample...
sample, the typical errors are slightly larger, as the SDSS target stars are fainter and suffer larger photometric errors.

3.3. From Color Corrections to Photometric Corrections

With the reddening coefficients and the intrinsic colors, the observed colors of the LAMOST and SDSS target samples are predicted. The predicted magnitudes in the $u$, $g$, $r$, $i$, and $z$ bands are then derived using the Gaia EDR3 BP or RP magnitudes. Then, the magnitude offsets in each SDSS band can be determined by comparing the predicted magnitudes and the original magnitudes in I07, as shown in the next subsection.

3.4. Decoupling Spatial Variations of Magnitude Offsets in R.A. and Decl.

Similar to a color calibration (I07; Yuan et al. 2015a), the true magnitude of an object, $m_{\text{true}}$, can be expressed as:

$$m_{\text{true}} = m_{\text{cat}} + \delta^\text{ext}_m(\text{R.A.}) + \delta^\text{ff}_m(\text{decl.}),$$

(1)

where $m_{\text{cat}}$ is from the I07 catalog, $\delta^\text{ext}_m(\text{R.A.})$ is dominated by fast variations of the atmospheric extinction, and $\delta^\text{ff}_m(\text{decl.})$ is dominated by errors in the flat-field correction. The R.A. and decl. dependence of the dominant errors comes from the drift scan direction for Stripe 82, which was along the Equator. Unlike in Yuan et al. (2015a), we obtain $\delta^\text{ext}_m(\text{R.A.})$ and $\delta^\text{ff}_m(\text{decl.})$ simultaneously in this work. Note that the LAMOST and SDSS target samples are combined in this step. Stripe 82 consists of two drift scan strips: the north strip and the south strip. Each strip is scanned by six columns of five rows of CCDs with gaps between the columns. The geometry of the SDSS imaging can be found in Figure 1 of Padmanabhan et al. (2008). We decouple spatial variations of magnitude offsets in the two strips independently. For each strip, we uniformly divide the strip into 111 bins in R.A. and 49 bins in decl. The bin width in R.A. is 1°, and the bin width in decl. is 1/8 of the CCD width. The magnitude offsets in each band of I07 are displayed in Figures 7–8.

To decouple the spatial variations of magnitude offsets, we assume that each grid has independent $\delta^\text{ext}_m(\text{R.A.})$ and $\delta^\text{ff}_m(\text{decl.})$. According to the above equation, we apply it to the LAMOST and SDSS target samples. With the least-squares method, we obtain 160 free parameters (111 in $\delta^\text{ext}_m(\text{R.A.})$ and 49 in $\delta^\text{ff}_m(\text{decl.})$) simultaneously for each strip. To avoid the degeneracy between $\delta^\text{ext}_m(\text{R.A.})$ and $\delta^\text{ff}_m(\text{decl.})$, we require that the mean value of $\delta^\text{ff}_m(\text{decl.})$ equals zero for each band. The results are displayed in Figures 9 and 10, and listed in Table A1 in the Appendix. The entries in the table should be added to cataloged photometry, as shown in Equation (1). Histogram distributions of the combined $\delta^\text{ext}_m(\text{R.A.})$ and $\delta^\text{ff}_m(\text{decl.})$ values in the Stripe 82 region are displayed in Figure 11. The calibration errors of I07 are estimated to be 0.025, 0.011, 0.007, 0.007, and 0.008 mag for the $u$, $g$, $r$, $i$, and $z$ bands, respectively.

Figure 8. Magnitude offsets in the $u$, $g$, $r$, $i$, and $z$ bands as a function of decl. for the LAMOST and SDSS target samples. The vertical solid lines mark the approximate boundaries between the different CCD columns. The vertical dashed lines mark the approximate boundaries between the two strips of Stripe 82.
After corrections of the $\delta_{R.A.}^{\rm ext}$ and $\delta_{\text{decl.}}^{\rm mmf}$, magnitude offsets of the target samples are displayed in Figure 12. No more offsets are found, as expected. Histogram distributions of the magnitude offsets in the $u$, $g$, $r$, $i$, and $z$ bands before and after corrections are displayed in Figure 13. Unsurprisingly, the dispersion values have decreased significantly, by 0.032, 0.014, 0.0087, 0.0081, and 0.010 mag in the $u$, $g$, $r$, $i$, and $z$ bands, respectively. The decrements are consistent with the calibration errors of I07.

3.5. Dependence on Magnitudes and Colors

After corrections for the $\delta_{R.A.}^{\rm ext}$ and $\delta_{\text{decl.}}^{\rm mmf}$, we investigate the possible dependence of the remaining magnitude offsets on target magnitudes and colors. The results are shown in Figures 14 and 15.

Obvious variations are only found in three (camcol = 2/3/6) of the six CCD columns for the $z$ band, confirming the results of Yuan et al. (2015a) that the variations are caused by the uncorrected nonlinearity of the $z$-band detectors. We have performed a third-order polynomial fit to the observed variations of $z$-magnitude offsets as a function of $z$ magnitude for the aforementioned three CCD columns. The results are overplotted in red in Figure 14. The fit coefficients are listed in Table 2 and are valid for $14 < z < 18.5$. The corrections should also be added to the cataloged photometry. For stars brighter than 14 or fainter than 18.5, the correction values at 14 or 18.5 are adopted, respectively.

No obvious variations are found for the magnitude offsets as a function of $g - i$ color. However, for red stars of $g - i > 1$, there seem to be weak color dependencies for the $u$-magnitude offsets in the first two CCD columns. Further investigations are needed.

3.6. Final Precisions

In this subsection, we apply three independent methods to estimate the precisions of our calibration results.

First, the north and south strips were scanned by the same CCDs. Flat-field corrections are expected to be the same for the two strips. However, the $\delta_{\text{decl.}}^{\rm mmf}$ of the two strips are inconsistent due to different flat-field corrections in I07. Taking
into account the differences in I07, a good consistency between the two strips is found for each CCD. The small constant offsets between the two strips are probably caused by different zero-points. The comparisons are shown in Figure16. The precisions of the decl. are estimated. The precision is about 7 mmag for the u band. For the g, r, i, and z bands, the precisions are about 2–3 mmag.

Second, we compare the R.A. and decl. results between the LAMOST and SDSS target samples. Consistent results are found and shown in Figure17 for R.A. and in Figure 18 for decl. The comparisons suggest that the precisions are about 5–6 mmag in u and about 2 mmag in the g, r, i, and z bands. Lastly, we plot the decl. (derived from our decl.) versus decl. (decl.) in Figure 19. Strong correlations are found between the color offsets, consistent with Yuan et al. (2015a). The slopes also agree well with the expected values (see more details in Section 3.6 of Yuan et al. 2015a). The dispersions against the expected relations are consistent with the reported precisions.

4. Applying the Method to the New Version of the SDSS Stripe 82 Standard Stars Catalog

A new version (v4.2) of the SDSS Stripe 82 standard stars catalog was recently released (Thanjavur et al. 2021). Compared to the original version, the new version delivers averaged SDSS ugriz photometry for nearly one million stars brighter than ~22 in the r band. Thanks to 2–3 times more measurements per star, their random errors are 1.4–1.7 times smaller than those in the original catalog. The new catalog is calibrated against Gaia EDR3, first using the G photometry to derive gray photometric zero-point corrections as functions of R.A. and decl., then using the BP − RP color to derive relative corrections in the ugriz bands to the r band. In this section, we apply our method to the new catalog with the same procedures. The R.A. and decl. values obtained for the v4.2 catalog are displayed in Figure20 and listed in TableA1 in the Appendix. As in Table A1, the entries in the table should be added to the cataloged photometry.

Two phenomena are found. One is that the magnitude offsets in the decl. direction are well corrected in the v4.2 catalog, particularly in the small scales within a given CCD camera. However, there are small (a few mmag) but significant global offsets for certain CCD cameras, e.g., the fourth camera in the south strip. The offsets for the fourth camera in the south strip are very similar in the ugriz bands, probably due to the fact that the calibration of the ugriz bands is based on the r band and the offset comes from the r band. The cause of such global offsets needs further investigation.

The other is that the magnitude offsets in the R.A. direction still suffer certain systematics, up to 0.01–0.02 mag in the ugriz bands. The errors are caused by ignoring the effects of varying...
reddening and metallicity along the R.A. direction in the calibration process of Thanjavur et al. (2021). Both reddening and metallicity increase toward low Galactic latitude regions. The variations of reddening along the decl. direction are very weak. Therefore, the calibration of Thanjavur et al. (2021) along the decl. direction works well. For the griz bands whose metallicity sensitivities are weak (about 0.02 mag dex$^{-1}$; see Yuan et al. 2015b), their errors are mainly caused by the effect of varying reddening. Consequently, their errors show a trend similar to that with extinction (see Figure 1). For the $u$ band whose metallicity sensitivity is strong (about 0.2 mag dex$^{-1}$, see Yuan et al. 2015b), its errors are caused by the combined effects of varying reddening and metallicity. The variations of magnitude offset as a function of magnitude and color $g-i$ for the six SDSS CCD columns after corrections for v4.2 are similar to those in Figures 14–15. Fit coefficients for the $z$-magnitude offsets as a function of $z$ magnitude are listed in Table 3. The corrections should be added to the cataloged photometry.

### 5. Conclusions and Discussions

In this work, by combining spectroscopic data from the LAMOST DR7, SDSS DR12, and corrected photometric data from the Gaia EDR3, we apply the Stellar Color Regression method to recalibrate the SDSS Stripe 82 standard stars catalog. With a total number of about 30,000 spectroscopically targeted stars, we have mapped out the relatively large and strongly correlated photometric zero-point errors present in the catalog, ~2.5% in the $u$ band and ~1% in the griz bands. Our study also confirms some small but significant magnitude dependence errors in the $z$ band for some CCDs. Various tests show that we have achieved an internal precision of about 5 mmag in the $u$ band and about 2 mmag in the griz bands, which is about five times better than previous results. We also apply the method to the latest v4.2 version of the catalog, and find modest systematic calibration errors along the R.A. direction and smaller errors along the decl. direction. The updated catalogs are publicly available.1

---

1 https://faculty.washington.edu/ivezic/sdss/catalogs/stripe82.html
The results demonstrate the power of the SCR method when combining spectroscopic data and Gaia photometry in breaking the 1% precision barrier of ground-based photometric surveys. Our work paves the way for the recalibration of existing surveys, such as the whole SDSS photometric survey, and has important implications for the calibration of future surveys, such as the LSST, CSST, and Mephisto.

The key idea behind the SCR method is that stellar colors are intrinsically simple, and can be fully determined by a small number of parameters including $T_{\text{eff}}$, [$\text{Fe}/\text{H}$], $\log g$, and other elemental abundances. To make the method flexible in different situations, different forms can be adopted to predict intrinsic colors of the selected target stars:

1. Intrinsic colors are functions of stellar atmospheric parameters. They can be computed via the star-pair technique or polynomial fitting relations. Depending on the color of interest, different atmospheric parameters can be included. For broadband filters as in this work, $T_{\text{eff}}$, [$\text{Fe}/\text{H}$], and $\log g$ are sufficient. For some narrowband filters such as $J_{510}$ of the J-PLUS survey, one may need to include the effect of [$\text{Mg}/\text{Fe}$] as well.

2. Intrinsic colors are functions of normalized stellar spectra. One can use machine-learning techniques to predict intrinsic colors of a given star from its normalized stellar spectrum. In this way, stellar atmospheric parameters are not needed anymore. This approach is purely data driven and model free.

3. Intrinsic colors of main-sequence stars (or red giants if necessary) are functions of a given color (e.g., $BP - RP$) and metallicity via the tools of the metallicity-dependent stellar locus (Yuan et al. 2015b; López-Sanjuan et al. 2021; Zhang et al. 2021; Huang et al. 2021). The metallicities of target stars could be from spectroscopic measurements when they are available, or photometric ones delivered by well-calibrated photometric surveys (e.g., Yuan et al. 2015c; Xu et al. 2022; Huang et al. 2022; Yang et al. 2022). It is worth mentioning that, in the literature, stellar color–color relations are widely used as transformation relations between different photometric...
systems (e.g., Riello et al. 2021), ignoring the effects of metallicity and reddening. Although it is convenient, it will cause spatially dependent systematic errors of up to a few percent and should not be used when high-precision calibrations are required. However, using stars within a very limited sky area where variations of reddening and metallicity can be safely ignored, the color–color relations may serve as an excellent tool for correcting for small-scale effects (e.g., flat-fielding).

4. Intrinsic colors are functions of a given set of colors (e.g., $U - B$, $B - V$, $V - R$, and $R - I$) that are well calibrated and sensitive to stellar atmospheric parameters (e.g., Yang et al. 2021). It will also be very interesting to explore predicting observed colors directly from the Gaia BP and RP spectrophotometry when the data are available.

Alternatively, with Gaia parallaxes accurate to a few percent, and absolute magnitudes predicted from stellar spectra to a 0.1–0.2 mag accuracy (e.g., Xiang et al. 2017; Wang et al. 2021), it is also possible to predict the observed magnitudes directly based on Gaia parallaxes and spectra, without the help from Gaia photometry. Such approach will be explored in future.

Precise reddening correction is another key ingredient of the SCR method. Given that mmag precision has been achieved with the Gaia photometry, reddening corrections precise to mmag levels also should be pursued with efforts. Three factors have to be considered:

1. Systematics of widely used 2D reddening maps. Using millions of LAMOST stars, Sun et al. (2021) have investigated the SFD and Planck 2D extinction maps (Planck Collaboration et al. 2014; Irfan et al. 2019) in the middle and high Galactic latitude regions. Spatially dependent errors are found, which are correlated with the dust temperature, dust reddening, and spectral index of the dust emission. Sun et al. (2021) have provided recalibrated SFD and Planck extinction maps within the LAMOST footprint, along with empirical relations for regions outside. Nevertheless, further improvements of the Galactic all-sky extinction maps are needed in the era of precision astronomy.

2. Varying reddening coefficients for very broad or blue filters. For very broad (e.g., the Gaia passbands) or blue (e.g., $u$, NUV, and FUV) filters, their reddening coefficients relative to $E(B-V)$ show strong dependencies on stellar types and reddening (e.g., Niu et al. 2021a, 2021b; R. Zhang et al. 2022, in preparation), even for a given

| Camcol | $z^3$ | $z^2$ | $z$ | Constant Term |
|--------|-------|-------|-----|----------------|
| 2      | −0.0008145 | 0.03857 | −0.6021 | 3.098 |
| 3      | −0.0005567 | 0.02618 | −0.4073 | 2.094 |
| 6      | −0.0014565 | 0.06873 | −1.0732 | 5.543 |

Figure 15. The variations of magnitude offset as a function of color $g - i$ for the six SDSS CCD columns after corrections for $\delta_{\text{rad}}^\text{EXT}(\text{R.A.})$ and $\delta_{\text{rad}}^\text{EXT}(\text{decl.})$. 

Table 2

Fit Coeficients for the $z$-magnitude Offsets as a Function of $z$ Magnitude
3. Variations of reddening laws across the Galaxy, particularly in the Galactic disk. We will map the spatial variations of the reddening law across the Galactic disk in future (R. Zhang et al. 2022, in preparation).

Last but not least, the predicted magnitudes of the SCR method are for the “standard” passbands defined by the reference field. “Chromatic correction” (e.g., Burke et al. 2018) to the standard system is necessary in many cases to account for the variations of passbands caused by atmospheric extinction and other factors.
Figure 17. The comparisons of $\delta m_{\text{R.A.}}$ (R.A.) for the south (top) and north (bottom) strips between the LAMOST and SDSS samples. The lines of equality are overplotted in red. Data points that are obtained with fewer than 80 stars are plotted in gray. The dispersion on the top of each panel considers only black points.

Figure 18. The comparisons of $\delta m_{\text{decl.}}$ (decl.) between the LAMOST and SDSS samples. The lines of equality are overplotted in red. Data points that are obtained with fewer than 100 stars are plotted in gray. The dispersion on the top of each panel considers only black points.
Figure 19. Values of $\delta^f_{\text{decl.}}$ versus $\delta^f_{g-r}$ for the LAMOST and SDSS samples. The dashed lines mark the expected relations for each color. The dispersions of $\delta^f_{\text{decl.}}$ against the expected relations are marked.
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| Camcol | $z^3$   | $z^2$   | $z$     | Constant Term |
|--------|--------|--------|--------|---------------|
| 2      | -0.0006906 | 0.03272 | -0.5108 | 2.625         |
| 3      | -0.0003347 | 0.01599 | -0.2521 | 1.310         |
| 6      | -0.0003234 | 0.01460 | -0.2161 | 1.045         |

Figure 20. Same as Figure 9 but for the v4.2 catalog.
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Appendix

Magnitude Offsets as a Function of R.A. and Decl.

Magnitude offsets as a function of R.A. and decl. are given in Table A1. The complete set of offsets is provided in a machine-readable table online.

ORCID iDs

Bowen Huang @ https://orcid.org/0000-0002-1259-0517
Haibo Yuan @ https://orcid.org/0000-0003-2471-2363

References

Alam, S., Albareti, F. D., Allende Prieto, C., et al. 2015, ApJS, 219, 12
Benítez, N., Dupke, R., Moles, M., et al. 2014, arXiv:1403.5237
Burke, D. L., Rykoff, E. S., Allam, S., et al. 2018, AJ, 155, 41
Cenarro, A. J., Moles, M., Cristóbal-Hornillos, D., et al. 2019, A&A, 622, A176
Chambers, K. C., Magnier, E. A., Metcalfe, N., et al. 2016, arXiv:1612.05560
Clem, J. L., & Landolt, A. U. 2013, AJ, 146, 88
De Silva, G. M., Freeman, K. C., Bland-Hawthorn, J., et al. 2015, MNRAS, 449, 2604
Deng, L.-C., Newberg, H. J., Liu, C., et al. 2012, RAA, 12, 735
Finkbeiner, D. P., Schlafly, E. F., Schlegel, D. J., et al. 2016, ApJ, 822, 66
Gaia Collaboration, Brown, A. G. A., Vallenari, A., et al. 2018, A&A, 616, A1
Gaia Collaboration, Brown, A. G. A., Vallenari, A., et al. 2021, A&A, 649, A1
Gaia Collaboration, Prusti, T., de Bruijne, J. H. J., et al. 2016, A&A, 595, A1
High, F. W., Stubbs, C. W., Rest, A., et al. 2009, AJ, 138, 110
Huang, Y., Beers, T. C., Wolf, C., et al. 2022, ApJ, 925, 164
Huang, Y., Yuan, H., Li, C., et al. 2021, ApJ, 907, 68
Irfan, M. O., Bobin, J., Miville-Dechênes, M.-A., et al. 2019, A&A, 623, A21
Ivezić, Ž., Lupton, R. H., Schlegel, D., et al. 2004, AN, 325, 583
Ivezić, Ž., Smith, J. A., Miknaitis, G., et al. 2007, AJ, 134, 973
Ivezić, Ž., Kahn, S. M., Tyson, J. A., et al. 2019, ApJ, 873, 111
Jönsson, H., Holtzman, J. A., Allende Prieto, C., et al. 2020, AJ, 160, 120
Landolt, A. U. 1992, AJ, 104, 340
Landolt, A. U. 2009, AJ, 137, 4186
Landolt, A. U. 2013, AJ, 146, 131
Lee, Y. S., Beers, T. C., Sivarani, T., et al. 2008a, AJ, 136, 222
Lee, Y. S., Beers, T. C., Sivarani, T., et al. 2008b, AJ, 136, 2050
Liu, X.-W., Yuan, H.-B., Huo, Z.-Y., et al. 2014, in IAUS 298, Setting the Scene for Gaia and LAMOST (Cambridge: Cambridge Univ. Press), 310
López-Sanjuan, C., Varela, J., Cristóbal-Hornillos, D., et al. 2019, A&A, 631, A119
López-Sanjuan, C., Yuan, H., Vázquez Ramió, H., et al. 2021, A&A, 654, A61
Lou, Z., Liang, M., Yao, D., et al. 2016, Proc. SPIE, 10154, 101542A
Luo, A.-L., Zhao, Y.-H., Zhao, G., et al. 2015, RAA, 15, 1095
Mendes de Oliveira, C., Ribeiro, T., Schoenell, W., et al. 2019, MNRAS, 489, 241
Niu, Z., Yuan, H., & Liu, J. 2021a, ApJ, 909, 48
Niu, Z., Yuan, H., & Liu, J. 2021b, ApJL, 908, L14
Padmanabhan, N., Schlegel, D. J., Finkbeiner, D. P., et al. 2008, ApJ, 674, 1217
Planck Collaboration, Abergel, A., Ade, P. A. R., et al. 2014, A&A, 571, A11
Riello, M., De Angeli, F., Evans, D. W., et al. 2021, A&A, 649, A3
Ruoyi, Z., & Haibo, Y. 2020, ApJL, 905, L20
Schlafly, E. F., Finkbeiner, D. P., Jurić, M., et al. 2012, ApJ, 756, 158
Schlegel, D. J., Finkbeiner, D. P., & Davis, M. 1998, ApJ, 500, 525
Sktason, P. B. 2000, PASP, 112, 925
Stubbs, C. W., & Tonry, J. L. 2006, ApJ, 646, 1436
Sun, Y., Yuan, H.-B., Chen, B.-Q., et al. 2021, ApJS, submitted
Thanjavur, K., Ivezić, Ž., Allam, S. S., et al. 2021, MNRAS, 505, 5941
The Dark Energy Survey Collaboration 2005, astro-ph/0510346
Wang, C., Huang, Y., Yuan, H.-B., et al. 2021, ApJS, in press
Wolf, C., Onken, C. A., Luvaul, L. C., et al. 2018, PASA, 35, e010
Wu, Y., Luo, A.-L., Li, H.-N., et al. 2011, RAA, 11, 924
Xiang, M.-S., Liu, X.-W., Shi, J.-R., et al. 2017, MNRAS, 464, 3657
Xiang, M. S., Liu, X. W., Yuan, H. B., et al. 2015, MNRAS, 448, 822
Xu, S., Yuan, H.-B., Niu, Z.-X., et al. 2022, ApJS, 258, 44
Yang, L., Yuan, H., Zhang, R., et al. 2021, ApJL, 908, L24
Yang, L., Yuan, H.-B., Xiang, M.-S., et al. 2022, A&A, in press (arXiv:2112.07304)
Yanny, B., Rockosi, C., Newberg, H. J., et al. 2009, AJ, 137, 4377
York, D. G., Adelman, J., Anderson, J. E., Jr., et al. 2000, AJ, 120, 1579
Yuan, H., Liu, X., Xiang, M., et al. 2015a, ApJ, 799, 133
Yuan, H., Liu, X., Xiang, M., et al. 2015b, ApJ, 799, 134
Yuan, H., Liu, X., Xiang, M., et al. 2015c, ApJ, 803, 13
Yuan, H. B., Liu, X. W., & Xiang, M. S. 2013, MNRAS, 430, 2188
Zhan, H. 2021, ChSBu, 66, 11
Zhang, R., Yuan, H., Liu, X., et al. 2021, RAA, 21, 319
Zheng, J., Zhao, G., Wang, W., et al. 2018, RAA, 18, 147
Zhou, Z., Zhou, X., Zou, H., et al. 2018, PASP, 130, 085001