Quantifying the uncertainty in the ultimate recoverable oil reserves using the Monte Carlo simulation techniques from ‘OWA’ Marginal Field, Onshore Niger Delta, Nigeria
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Abstract: A review on the development of marginal oil fields in Nigeria has now become an important strategic issue if it is to remain amongst the top producers in the global market, and these fields are vast, available all over the Niger Delta. One of the factors that makes a field marginal is the size of its reserves. Stochastic estimation gives a certainty in terms of the possible number of outcomes within the range of input parameters. In this work, four (4) deviated wells and 3D seismic volume (362 inlines and 401 traces) were interpreted for the evaluation of the field. The petrophysical evaluations were interpreted using the Power Log software and the Seismic, Geo-graphix and Petrel softwares. Stochastic reserve estimation was done using Monte Carlo sampling techniques and subjected to uncertainty quantification using the Crystal Ball software by varying distributions and measuring sensitivity impact on the overall reserves. The production profile was predicted based on some assumptions and history matching which result in the overall Expected Ultimate Recovery (EUR).

The petrophysical analysis shows the reservoirs to be within the unconsolidated continental Benin Formation denoted as ‘Intra-Benin’ sands, an unconventional reservoir as supposed the normal reservoir rocks within the Agbada Formation. This indicated high porosity (0.28), water resistivity (7 Ω∙m), and water saturation and also inferred Heavy Oil (low API). Nine hydrocarbon sands were identified but only three (B1, D and E), representing shallow, mid and deep reservoirs were further evaluated. 1P and 2P reserve estimates were 4.8 MMBO and 5.7 MMBO for B1; 15.2 MMMscf and 16.4 MMMscf for D; 8.4 MMMscf and 8.8 MMMscf for E respectively. The Monte Carlo simulation of 1,000,000 trials with mainly triangular distribution assumption generated P10, P50, P90 were 6.5 MMBO, 5.6 MMBO and 4.4 MMBO for B1; 17.5 MMMscf, 13.7 MMMscf and 10.8 MMMscf for D; 10.4 MMMscf, 8 MMMscf and 6.1 MMMscf for E respectively. The sensitivity impact of the input parameters were estimated and ranked, and the coefficient of variability ranges within 15% to 20% for the reservoirs indicating that there is a very low level uncertainty of reserve estimation around the P10, P50 and P90 percentiles which could be positive for investment decisions. ‘OWA’ marginal field reflects a typical low reserve (EUR) category found within the Niger Delta basin.

Keywords: marginal field, EUR, Monte Carlo, stochastic estimates, reserve

INTRODUCTION

The Niger Delta basin occupies the Gulf of Guinea continental margin in equatorial West Africa, between the latitude 3° and 6° N and the longitude 5° and 8° E. and it is Nigeria and Africa’s most prolific producing basin (Tuttle et al. 1999), with some untapped hydrocarbon reserves generally
termed marginal. The Tertiary Niger Delta is divided into three formations, from the youngest; Benin, Agbada and Akata formations, representing an overall prograding depositional facies that are distinguished mostly on the basis of sand-shale ratios. The type sections of these formations are described in Short & Stäuble (1967) and summarized in a variety of papers (Avbovbo 1978, Doust & Omatsola 1990, Kulke 1995). The present study area falls within the Eastern Northern Depobelt part of the Niger Delta.

Marginal fields are associated with many challenges and thus subjected to immense risk analysis. A review on the development of marginal oil fields in Nigeria has now become an important strategic issue if it is to remain amongst the top producers in the global market, and these fields are vast within the Niger Delta (Fig. 1). A field can be considered to be a pool of hydrocarbon held within a structural or stratigraphic configuration whereas a marginal field is an oil field that may not produce enough net income to make it worth developing at a given time and/or which has not been exploited for long, due to factors such as: the size of its reserves, lack of nearby infrastructure or profitable consumers, high development costs, fiscal levies and technological constraints, environmental concerns, political stability, access and remoteness, and the price and price stability of the produced gas/liquid. However, should technical, local or economic conditions change; such fields can become commercial ones.

The marginal field program was introduced by the Federal Government to encourage indigenous participation in the strategic upstream sector of the oil industry. The program, which evolved from the Petroleum (Amendment) Decree Act No. 23 of 1996, was introduced to reduce the rate of abandonment of depleting oil fields by International Oil Companies (IOCs). Under the program, IOCs with Oil Mining Licences (OMLs) were required to farm-out oil fields to indigenous Exploration & Production (E&P) companies that were undeveloped for at least 10 years after discovery. In 2003, twenty four fields were awarded to 31 companies, with over 60% being onshore (Fig. 1).
Ultimately Recoverable Resource (URR) is an estimate of the total amount of oil that will ever be recovered and produced from a field. In reserve estimation, deterministic and stochastic methods are used. In the deterministic method, a discrete value for each parameter is selected that is most appropriate for the corresponding resource category while in the stochastic method, the estimator defines a distribution representing the full range of possible values for each input parameter. Uncertainty quantification creates value only to the extent that it holds the possibility of changing a decision that would otherwise be made differently (Bickel & Bratvold 2008).

**METHODOLOGY**

This research involves the application of Monte Carlo simulation techniques to quantify the uncertainty in recovering ultimately the oil resources from 'OWA' marginal field in the eastern part of the Niger Delta basin. The data used for this research work are secondary data obtained through the Department of Petroleum Resources (DPR), Nigeria. All data were integrated to evaluate the field volumetrically and the corresponding reports and interpretation were used in quantifying the risk and uncertainties.

**Data**

Four (4) deviated wells and 3D seismic volume (362 inlines and 401 traces) were interpreted for the evaluation of the field. The checkshot data for well 1 which was shared for the other two wells was used to generate a velocity function which gave the conversion to the depth structural map.

**Procedures**

The petrophysical evaluations were interpreted using the Power Log software and the seismic evaluation, Geographix and Petrel software. These values were then used in computing the volumetrics:

\[
\text{STOOIP} = \frac{7758 \times \text{NTG} \times \text{POROSITY} \times (1 - S_w) \times \text{GRV}}{\text{FVF}},
\]

\[
\text{GIIP} = \frac{43560 \times \text{NTG} \times \text{POROSITY} \times (1 - S_w) \times \text{GRV}}{\text{FVF}},
\]

\[
\text{Reserve} = \text{STOOIP} \times \text{RF},
\]

where:

- NTG – Net to Gross,
- \( S_w \) – water saturation,
- GRV – Gross Rock Volume (Area \times Height),
- FVF – Formation Volume Factor,
- RF – Recovery Factor.

Then, the deterministic estimates, 1P, 2P, 3P of the volumes were calculated using a single base (average) value for each parameter. The Monte Carlo simulation (Crystal Ball) approach was then used for the stochastic estimates by varying distributions and measuring sensitivity impact on the overall reserves.

**RESULTS AND DISCUSSION**

Nine hydrocarbon sands (corresponding to low gamma ray readings and high resistivity), of which only three (3); B1, D and E reservoirs (representing shallow, mid and deep reservoirs) were further evaluated, were identified by interpreting (Tab. 1) and correlating the logs across the four wells (Figs. 2–5). All parameters especially those related to volumetrics were quantified using the programmed calculations on the software (Tabs. 2–4).

| Reservoir | BI  | D   | E   |
|-----------|-----|-----|-----|
| **Fluid** | oil | gas | gas |
| **HWC [ft]** | –5506 | –5728 | –6754 (GDT) |
| **Well 1** | **top [ft]** | 5460 | 5677 | 6713 |
|  | **base [ft]** | 5514 | 5745 | 6748 |
| **Well 2** | **top [ft]** | 5467 | 5673 | 6711 |
|  | **base [ft]** | 5518 | 5742 | 6734 |
| **Well 3** | **top [ft]** | 5467 | 5681 | 6723 |
|  | **base [ft]** | 5517 | 5747 | 6754 |

One major fault transcended the whole seismic volume and a total of six normal faults were mapped. The faults are listric faults typical of the Niger Delta Basin, i.e, faults that flatten with depth (Fig. 6). They are all synthetic faults, formed during deposition, and their direction of dip was towards the south. Time Slicing was used to QC (Quality Control) the fault and structural mapping. This enhanced the visibility of the plane intersection of the faults at different times. The alignment and discontinuity on the time slice (Fig. 7) surface gave the inference of where the faults intersect the plane.
Fig. 2. Well correlation [ft] (flattened at surface)
Table 2
Summation report for the B1 reservoir

| Well name | Top depth [ft] (MD) | Top depth [ft] (TVDSS) | Bot depth [ft] (MD) | Bot depth [ft] (TVDSS) | Gross interval [ft] | Avg Phi (Res) | Avg net S_w (Pay) | Avg Phi (Pay) | Avg net S_w (Res) | Avg V_clay (Pay) | Avg V_clay (Res) | Net pay interval [ft] | Pay/Gross ratio | Net res. interval [ft] | Res/Gross (Res) | NTG |
|-----------|---------------------|------------------------|---------------------|------------------------|---------------------|----------------|-----------------|---------------|-----------------|-----------------|-----------------|----------------------|----------------|----------------------|----------------|------|
| Well 1    | 5634                | 5460.388               | 5688                | 5514.383               | 54.282              | 0.299         | 0.083           | 0.3           | 0.262           | 0.085           | 0.097           | 32.891               | 0.606          | 47.89                | 0.882          | 0.91 |
| Well 2    | 5632                | 5466.837               | 5683                | 5518.309               | 51.472              | 0.261         | 0.37            | 0.216         | 0.563           | 0.142           | 0.267           | 11.744               | 0.228          | 39.729               | 0.772          | 0.81 |
| Well 3    | 5663                | 5467.113               | 5714                | 5516.521               | 49.408              | 0.278         | 0.29            | 0.27          | 0.443           | 0.097           | 0.094           | 22.784               | 0.461          | 37.637               | 0.762          | 0.8  |

Table 3
Summation report for the D reservoir

| Well name | Top depth [ft] (MD) | Top depth [ft] (TVDSS) | Bot depth [ft] (MD) | Bot depth [ft] (TVDSS) | Gross interval [ft] | Avg Phi (Res) | Avg net S_w (Pay) | Avg Phi (Pay) | Avg net S_w (Res) | Avg V_clay (Pay) | Avg V_clay (Res) | Net pay interval [ft] | Pay/Gross ratio | Net res. interval [ft] | Res/Gross (Res) | NTG |
|-----------|---------------------|------------------------|---------------------|------------------------|---------------------|----------------|-----------------|---------------|-----------------|-----------------|-----------------|----------------------|----------------|----------------------|----------------|------|
| Well 1    | 5851                | 5676.871               | 5919                | 5745.364               | 68.78               | 0.288         | 0.128           | 0.282         | 0.421           | 0.057           | 0.046           | 41.496               | 0.603          | 67.923               | 0.988          | 0.96 |
| Well 2    | 5838                | 5672.723               | 5907                | 5742.181               | 69.458              | 0.234         | 0.567           | 0.238         | 0.706           | 0.035           | 0.051           | 35.978               | 0.518          | 67.209               | 0.968          | 0.97 |
| Well 3    | 5888                | 5680.889               | 5959                | 5746.943               | 66.054              | 0.266         | 0.457           | 0.228         | 0.911           | 0.222           | 0.023           | 3.489                | 0.053          | 64.188               | 0.972          | 0.94 |

Table 4
Summation report for the E reservoir

| Well name | Top depth [ft] (MD) | Top depth [ft] (TVDSS) | Bot depth [ft] (MD) | Bot depth [ft] (TVDSS) | Gross interval [ft] | Avg Phi (Res) | Avg net S_w (Pay) | Avg Phi (Pay) | Avg net S_w (Res) | Avg V_clay (Pay) | Avg V_clay (Res) | Net pay interval [ft] | Pay/Gross ratio | Net res. interval [ft] | Res/Gross (Res) | NTG |
|-----------|---------------------|------------------------|---------------------|------------------------|---------------------|----------------|-----------------|---------------|-----------------|-----------------|-----------------|----------------------|----------------|----------------------|----------------|------|
| Well 1    | 6887                | 6712.742               | 6922                | 6747.739               | 35.284              | 0.251         | 0.21            | 0.262         | 0.302           | 0.252           | 0.247           | 18.999               | 0.538          | 22.998               | 0.652          | 0.85 |
| Well 2    | 6877                | 6710.705               | 6900                | 6734.186               | 23.481              | 0.18          | 0.426           | 0.18          | 0.426           | 0.355           | 0.355           | 11.99                | 0.511          | 11.99                | 0.511          | 0.7   |
| Well 3    | 7143                | 6722.78                | 7185                | 6757.032               | 34.252              | 0.212         | 0.311           | 0.22          | 0.379           | 0.253           | 0.242           | 14.036               | 0.41           | 17.755               | 0.518          | 0.53 |
Fig. 3. Sand B1

Fig. 4. Sand D
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Three levels (B1, D, and E) representing a part of the shallow, mid, and deeper horizons for the general field configuration were mapped (Fig. 8) out of the nine identified hydrocarbon sands. A careful correlation of the lines and traces through the whole seismic volume was made at an interval of ten lines (plane step), which eventually generated the time-structured maps. The velocity function derived from the checkshot was used in converting to the depth structured maps (Fig. 9).
Volumetrics

As provided from the petrophysical evaluations, the parameters for the volumetrics (\(S_w\), porosity, NTG) were used in the Stock Tank Original Oil in Place (STOOIP), Gas Initially in Place (GIIP) equation and in the calculation of the field reserve from the three wells. The GRV was also estimated from the depth structural maps. The FVF for gas was assumed to be 0.004 while for oil as 1.45. The RF used was 35% assuming if production will not be induced or enhanced.

Deterministic estimates

A single outcome of recoverable quantities is derived for each deterministic increment or scenario (Tab. 5):

\[ 1P = P1, 2P = P1 + P2, 3P = P1 + P2 + P3, \]

where P1, P2, and P3 are denoted proven, probable and possible reserves respectively. P1 is the reserve penetrated by the well path, the hydrocarbon column thickness from the impact point seen by the well. P2 is the reserve from the impact point to the crest of the reservoir while the P3, if the Hydrocarbon Water Contact (HWC) wasn’t seen, is technically estimated to the ‘spill point’ of the structure (closure) or the thickness of the P1 well path is halved. If the HWC is seen, P2 and P3 are taken to be equal. The deterministic estimates averagely fall within the Egbogah (2011) classification, based on surface terrain and the typical range of minimal recoverable reserves required for profitable development of the marginal fields in the Niger Delta (Tab. 6).
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Table 5
Deterministic estimates of the reservoirs

| Reservoir | 1P [MMBO] | 2P [MMBO] | 3P [MMBO] |
|-----------|-----------|-----------|-----------|
| B1        | 4.8       | 5.7       | 5.7       |
| D         | 15.2      | 16.4      | 16.4      |
| E         | 8.4       | 8.8       | 12.6      |

Table 6
Categories of marginal fields (Egbogah 2011)

| Category | Recoverable oil [MMSTB] | Terrain               |
|----------|-------------------------|-----------------------|
| 1        | 2–10                    | onshore land          |
| 2        | 7–20                    | onshore swamp         |
| 3        | 12–25                   | coastal offshore      |
| 4        | 20–45                   | continental shelf offshore |
| 5        | >40                     | deep offshore         |

Stochastic estimates

Stochastic estimates differ only from probabilistic ones in that they are derived from constrained knowledge or analogue information. The percentile rank for oil and gas estimates, unlike the common usage, is in the reverse order. P90 denotes the highest level of confidence i.e. at least 90% of the range of volume that will be obtained will not be lower than the P90 value while P10 is the lowest level of confidence i.e. at least 10% of the range of volume that will be obtained will not be lower than the P10 value. The Monte Carlo simulation randomly selects available data within the range of assumptions or distributions to forecast values (Awotiku 2011). In this case, the parameters were assumed within the triangular distribution giving the parameters a loop that fall within known estimations i.e., the evaluation from the three wells. The smallest value from the three wells was used as ‘minimum’, the base or mid value for the ‘likeliest’ and the largest value for the ‘maximum’.

P10, P50, P90 were 6.5 MMBO, 5.6 MMBO and 4.4 MMBO for B1; 17.5 MMMSCf, 13.7 MMMSCf and 10.8 MMMSCf for D; 10.4 MMMSCf, 8 MMMSCf and 6.1 MMMSCf for E respectively (Figs. 10–12). The coefficient of variability is 15%, 19% and 20% for B1, D and E respectively. The coefficient of variation must be generally low for less risk and high confidence. These values of the coefficient of variation indicated that there is a very low level uncertainty of reserve estimation based on the distributions of input parameters.

Fig. 10. B1 reserve simulation
Fig. 11. D reserve simulation

Fig. 12. E reserve simulation
The sensitivity analysis is a measure of the effect of the different input parameters on the simulation (Figs. 13–15). A change in the highest sensitivity impact will cause a great effect on the overall reserve simulation as in the case of 40.6% of GRV in B1 reserve and 69.6% of $S_h$ in D reserve.

**Fig. 13.** The sensitivity impact on the B1 reserve simulation. Explanations: GRV – Gross Rock Volume, $Sh$ $(1 - Sw)$ – hydrocarbon saturation, $Bo$ – formation volume factor (oil), NTG – Net to Gross, RF – Recovery Factor

**Fig. 14.** The sensitivity impact on the D reserve simulation. Explanations: $Bg$ – formation volume factor (gas), others – as in Figure 13
CONCLUSIONS

This study was able to quantify the uncertainty for the ultimate recovery of ‘OWA’ onshore marginal field using the Monte Carlo simulation method. The coefficient of variability of about 15%, 19% and 20% for B1, D and E respectively indicated that there is a very low level uncertainty of reserve estimation based on the distributions of input parameters. The sensitivity analysis of each parameter was measured for each simulation in their decreasing range of certainty.

A lead was identified west to the field from the depth structural maps which might boost reserves. Though a very small reserve, other deciding factors being equal, the ‘OWA’ marginal field can be developed and properly managed for positive yield on investment.

Many thanks to the Department of Petroleum Resources (DPR), Waltersmith Petroman Oil Limited and Degeconek Nigeria Limited.
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