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Abstract—Learned image compression (LIC) has reached a comparable coding gain with traditional hand-crafted methods such as VVC intra. However, the large network complexity prohibits the usage of LIC on resource-limited embedded systems. Network quantization is an efficient way to reduce the network burden. This paper presents a quantized LIC (QLIC) by channel splitting. First, we explore that the influence of quantization error to the reconstruction error is different for various channels. Second, we split the channels whose quantization has larger influence to the reconstruction error. After the splitting, the dynamic range of channels is reduced so that the quantization error can be reduced. Finally, we prune several channels to keep the number of overall channels as origin. By using the proposal, in the case of 8-bit quantization for weight and activation of both main and hyper path, we can reduce the BD-rate by 0.61%-4.74% compared with the previous QLIC. Besides, we can reach better coding gain compared with the state-of-the-art network quantization method when quantizing MS-SSIM models. Moreover, our proposal can be combined with other network quantization methods to further improve the coding gain. The moderate coding loss caused by the quantization validates the feasibility of the hardware implementation for QLIC in the future.
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I. INTRODUCTION

IMAGE compression is important to relieve the burden of the image transmission and storage. In the past decades, several standards have been developed such as JPEG [1], JPEG2000 [2], WebP [3] and HEVC intra (BPG) [4]. For these standardized methods, the coding components are fixed which are composed of intra prediction, linear transform, quantization and entropy coding. To improve the coding gain, new features such as more intra modes and larger transform kernels have been developed. However, the coding components are optimized separately thus the joint optimization might lead to a higher compression ratio. In addition, the transform kernels such as discrete cosine transform (DCT) are performed linearly, thus adopting the non-linear feature is potential for improving the compression ability.

In the recent years, learned image compression (LIC) has illustrated a superior compression ability. One classical LIC framework is hyper-prior model [5] which is composed of main path and hyper path. Main path is served as a non-linear transform, while hyper path is used for the entropy coding. Based on the hyper-prior framework, there have been quite a few of works [6]–[11] improving the coding gain by enhancing the transform ability in the main path and attempting more sophisticated entropy model in the hyper path. As a result, the recent LIC work [8] can reach a comparable coding gain with the latest traditional standard VVC intra [12].

Along with a considerable coding gain improvement, the network complexity of LIC also increases hugely as reported in [13]. First, to store and transfer a huge amount of parameters and activations, the memory consumption is high. Second, the arithmetic operation of weights and activations is computationally intensive when using 32-bit floating point. To alleviate the above two problems, network pruning and quantization are two mainstream approaches. By using the pruning methods in [14]–[17], some weights and activations are cut so that the memory consumption can be saved. However, the computational cost in the worst case still remains the same as origin which requires the 32-bit floating-point multiplier and adder. By using the quantization methods, the bit-depth of weights and activations is reduced to save the memory consumption. Moreover, the computational burden can also be relieved. As a result, quantized model can be mapped on some specific hardwares [18]–[22] for the acceleration.

Network quantization can be grouped to two categories according to the quantization targets. First category is to quantize the weight. Han et al. [23] clustered weights and then applied a non-uniform quantization. An incremental network quantization scheme was proposed in [24] and the key concept was to quantize the partial weights and then compensate the quantization loss by fine tuning the remaining weights recursively, until all the weights have been quantized. Vector quantization was utilized to compress the weights in [25]. Lipschitz constraint-based width-level and multi-level network quantization were proposed for high-bit and low-bit quantization respectively in [26].

Second category is focused on the activation quantization. Park et al. [27] presented value-aware quantization so that lower quantization precision (QP) is applied to smaller values. The author also exploited the concept of weighted entropy and analyzed the impact of different weight/activation value on the final accuracy in [28]. Mishra et al. [29] proposed a low precision network providing more filters than the origin which can surpass the accuracy of the baseline full-precision network. There are also several works emphasizing on optimizing the activation range. Jung et al. [30] determined the efficient activation interval by learning the center and distance parameter. Variants of ReLU with different bounding value and piece-wise function was proposed in [31]. Batch normalization [32] was utilized to purposely generate a Gaussian-like distri-
Fig. 1. Network model used in this paper. All the weights and activations are quantized. All the arithmetic operations in the network can be performed as fixed-point operations.

 Though there have been tremendous quantization works, most of them are for the high-level vision tasks such as image recognition and object detection. Up to now, there are very few works for quantizing LIC. [36] proposed an element-wise gradient scaling to replace the straight-through-estimator in the training.

#II. Quantized Learned Image Compression

##A. Quantization Method

Quantization can be classified into linear quantization (LQ) and non-linear quantization (NLQ). LQ is shown in the below

\[
Q(x; s) = \begin{cases} \frac{x}{s} \cdot s, & \text{if } n \leq \frac{x}{s} \leq p \\ n \cdot s, & \text{if } \frac{x}{s} < n \\ p \cdot s, & \text{if } \frac{x}{s} > p \end{cases}
\]

(1)

where s is the quantization precision which is related with the dynamic range t, and p and n are the positive and negative bound integers which are based on the bit budget b and the type of activation functions. For unsigned activation functions such as ReLU, \( s = \frac{2^b - 1}{2^b} \), \( p = 2^b - 1 \) and \( n = 0 \). In the case of signed activation functions such as Leaky-ReLU, \( s = \frac{2^b - 1}{2^b - 1} \), \( p = 2^{b-1} - 1 \) and \( n = -2^{b-1} \).

Different from LQ, the quantization precision is non-uniform for NLQ. Optimal quantization precision will be decided according to the value distribution. For instance, in the case of bell-shape distribution, higher precision will be used for the smaller values.

As described in the above, the dynamic range t will decide the quantization precision s. However, the dynamic range of different activation outputs are different. Therefore, we need to decide the grouping scheme for t. To reduce the quantization
error, each value has its own \( t \). To reduce the storage burden, all the values can share one \( t \). Considering the structural feature of convolution neural network, appropriate grouping scheme for \( t \) can be performed in the channel-wise or layer-wise.

B. Quantized LIC

In this work, we build the baseline network based on the hyperprior-5 model in [41] as shown in Fig. 1. There are four layers in the main analysis transform \( g_a \) and synthesis transform \( g_s \) respectively as described in the following equation

\[
y = g_a(x) = g_a^{(3)} \circ g_a^{(2)} \circ g_a^{(1)} \circ g_a^{(0)}(x)
\]

\[
\hat{x} = g_s(y) = g_s^{(3)} \circ g_s^{(2)} \circ g_s^{(1)} \circ g_s^{(0)}(y)
\]

where \( \hat{y} = [y] \). The hyper path can be formulated as below

\[
z = h_a(\hat{y})
\]

\[
\mu_y, \sigma_y = h_s(z)
\]

where \( \hat{z} = [z] \). For the activation function, ReLU and Leaky-ReLU rather than the generalized divisive normalization (GDN) [42] is used to ease the hardware implementation in the future. The slope of Leaky-ReLU is set as 0.125 which can be operated as right shifting.

The target of this paper is to quantize the weights and activations of all the layers. About the weight quantization, previous work [39] has illustrated that linearly quantizing to 8-bit will not lead to large coding loss. About the activation quantization, quantizing the hyper path will not cause coding loss as reported in [37], [39]. Therefore, the remaining issue is to quantize the activation in the main path, including both bottleneck layer and non-bottleneck layers.

For the outputs of bottleneck layer \( g_a^{(3)} \), without any bit-budget limitation, it is just rounded thus the quantization precision is one. In the case of limited bit-budget, in order not to clip the dynamic range, the quantization precision can be decided by the following equation.

\[
s = \begin{cases} 
1, & \text{if } 2^{\lceil \log 2^s \rceil} < 2^{b-1} \\
\frac{2^{\lceil \log 2^s \rceil}}{2^{b-1}}, & \text{if } 2^{\lceil \log 2^s \rceil} \geq 2^{b-1}
\end{cases}
\]

For the outputs of non-bottleneck layers, one distribution instance for \( g_a^{(0)} \) is shown in Fig. 2. We can see that there is no obvious distribution shape, thus we use LQ rather than NLQ. Besides, the dynamic range of various channels are different, so channel-wise rather than layer-wise quantization is adopted.

III. RELATIONSHIP BETWEEN QUANTIZATION ERROR AND R-D COST

A. Reconstruction Error for Linear System

According to [43], for the linear sub-band coding system, when quantizing the outputs of analysis transform, we have the following relationship

\[
\sigma^2_r = \sum_{k=0}^{K-1} B_k \sigma^2_{q_k}
\]

where \( \sigma^2_{q_k} \) is the variance of the quantization error and \( \sigma^2_r \) is the variance of the reconstruction error, \( K \) is the number of channels. By substituting the approximate relationship [44],

\[
\sigma^2_{q_k} \approx \epsilon_k 2^{-2b_k} \sigma^2_{y_k}
\]

where \( y_k \) is the outputs of analysis transform, \( \epsilon_k \) is related with the distribution of \( y_k \) and \( \sigma_{y_k} \) is the variance of \( y_k \), \( b_k \) is the quantization bit for each channel.

B. Reconstruction Error for Quantized LIC

LIC has two differences from linear sub-band coding system. First difference is that LIC is a non-linear system when using non-linear activation functions. Second difference is that in [43], only the outputs of the bottleneck layer are quantized, while outputs of both bottleneck layer and non-bottleneck layer are quantized in our quantized LIC.

For the \( g \)-th non-bottleneck layer, the relationship between the variance of the quantization error and the variance of the reconstruction error can be written as below.

\[
\sigma^2_{r(g)} = \sum_{k=0}^{K-1} B_k^{(g)} \sigma^2_{q_k}
\]

To evaluate \( B_k \), in addition to the bottleneck layer, we also quantize the \( k \)-th channel of the \( g \)-th layer. In this case, the reconstruction error can be written as

\[
\sigma^2_{r_k} = B_k^{(g)} \sigma^2_{q_k} + \sigma^2_{r_k}^{(g)}
\]

where \( \sigma^2_{r_k}^{(g)} \) is the reconstruction error caused by quantizing the bottleneck layer. We quantize the \( k \)-th channel with five different quantization bits, and obtain \( B_k \) by the linear regression. Results are shown in Fig. 3. We can see that \( B_k \) for various channels are different. Large \( B_k \) means that the quantization error will have more influence to the reconstruction error.
Now that when quantizing each individual layer, the quantization influence to the reconstruction error of each channel can be evaluated by $B_k$, then we explore the quantization influence of each layer to the reconstruction error when quantizing multiple layers. We first quantize the $g$-th non-bottleneck layer as well as the bottleneck layer to obtain reconstruction error caused by quantizing each layer can be simply accumulated as below.

$$\sigma^2_{r(g)} = \sigma^2_r - \sigma^2_{r(g^{(0)})} \quad (11)$$

After that, we quantize all the layers to obtain reconstruction error $\sigma_r^2$. The relationship between $\sum_{g \in G} \sigma^2_{r(g)}$ and $\sigma^2_r$ is shown in Fig. 4. From the results, we can clarify that the reconstruction error caused by quantizing each layer can be directly used as the distortion. Therefore, R-D cost can be rewritten as

$$J = R + \lambda \sigma^2_r$$

$$= R + \lambda \left( \sum_{g \in G} \sigma^2_{r(g)} + \sigma^2_{r(g^{(0)})} \right)$$

$$= J_0 + \lambda \sum_{g \in G} \sigma^2_{r(g)} \quad (14)$$

where the former part $J_0$ is the R-D cost in the case of only quantizing the bottleneck layer and the latter part represents the R-D cost increase when quantizing the non-bottleneck layers.

In the case of distortion being 1−MS-SSIM, the relationship between $\sigma^2_r$ and MS-SSIM in the case of quantizing different layers are shown in Fig. 5. We can see that the relationship can be approximated as below.

$$\text{MS-SSIM} \simeq -a\sigma^2_r + 1 \quad (15)$$

where $a$ is a positive value. Therefore, R-D cost can be rewritten as

$$J \simeq R + \lambda a\sigma^2_r$$

$$= J_0 + \lambda a \sum_{k=0}^{K-1} \sum_{g \in G_k} B_k^{(g)} \sigma^2_{r(g^{(0)})} \quad (16)$$

C. Rate-Distortion for Quantized LIC

The relationship between the quantization error and reconstruction error has been given in the above. We analyze Rate-distortion (R-D) cost in this section. R-D cost is calculated by

$$J = R + \lambda D \quad (13)$$

where $R$ is the rate and $D$ is the distortion. In the case of distortion being MSE, given that the reconstruction error is a zero-mean uniform distribution, $\sigma^2_r$ can be directly used as the distortion. Therefore, R-D cost can be rewritten as

$$J = R + \lambda \sigma^2_r$$

$$= R + \lambda \left( \sum_{g \in G} \sigma^2_{r(g)} + \sigma^2_{r(g^{(0)})} \right)$$

$$= J_0 + \lambda \sum_{g \in G} \sigma^2_{r(g)} \quad (14)$$

$$= J_0 + \lambda \sum_{k=0}^{K-1} \sum_{g \in G_k} B_k^{(g)} \sigma^2_{r(g^{(0)})}$$
of the output channels. For the \( n \)-th channel \( O_i^{(n)} \in \mathbb{R}^{w_i \times h_i} \), it is calculated by

\[
O_i^{(n)} = \sum_{m=0}^{C_i-1} O_{i-1}^{(m)} \ast W_i^{(m,n)} + b_i^{(n)}
\]  

(17)

where \( m \) and \( n \) are the index of input and output channel, \( O_{i-1} \) is the output of the previous layer, \( W_i^{(m,n)} \) and \( b_i^{(n)} \) are weight and bias.

Given that a specific channel \( O_i^{(n)} \) is split to \( K \) channels \( O_i^{(n_k)} \), each split channel can be calculated by the following equation.

\[
O_i^{(n_k)} = \sum_{m=0}^{C_i-1} O_{i-1}^{(m)} \ast W_i^{(m,n_k)} + b_i^{(n_k)}
\]  

(18)

To ensure that the network function does not change after the splitting, we should have the following relationship.

\[
\sum_{k=0}^{K-1} O_i^{(n_k)} = O_i^{(n)}
\]  

(19)

To satisfy Eq. (19) the weight and bias for the split channels are set as below

\[
W_i^{(k,n_k)} = \frac{W_i^{(m,n)} - \delta_k}{K}
\]  

(20)

\[
b_i^{(n_k)} = \frac{b_i^{(n)} + \delta_k}{K}
\]  

(21)

where \( : \) is a wild card for all the input channels, and \( \delta_k \) is a small offset to generate various quantized value for split channels. As long as \( \sum_{k=1}^{K-1} \delta_k = 0 \), we can satisfy Eq. (19) based on Eq. (20) and Eq. (21).

The split output channels of the \( i \)-th layer are also the input channels of the \( i+1 \)-th layer. Therefore, not only \( W_i^{(l,k)} \) but also \( W_{i+1}^{(m,:) \cdot :} \) should be defined. Here \( m_k \) for the \( i+1 \)-th layer is equal to \( n_k \) for the \( i \)-th layer. The definition for \( W_{i+1}^{(m,:) \cdot :} \) is shown in Eq. (22) where \( : \) is the wild card for all the output channels.

\[
W_{i+1}^{(m,:) \cdot :} = W_{i+1}^{(m,:)}
\]  

(22)

Based on Eq. (19) and Eq. (22) we can have the following relationship which means that the channel splitting for the \( i \)-th layer will not influence the results of the \( i+1 \)-th layer.

\[
\sum_{k=0}^{K-1} O_i^{(n_k)} \ast W_{i+1}^{(m,:) \cdot :} = O_i^{(m)} \ast W_{i+1}^{(m,:)}
\]  

(23)

B. Channel Splitting for Non-bottleneck Layers

Before splitting, each activation output \( x \) is quantized as \( \lfloor \frac{x}{s} \rfloor \cdot s \) where \( s \) is the original quantization precision.

\[
x \rightarrow Q(x; s) = \lfloor \frac{x}{s} \rfloor \cdot s
\]  

(24)

After splitting one channel to \( K \) channels, each activation output \( x_k \) is quantized as \( \lfloor \frac{x_k}{s'} \rfloor \cdot s' \) where \( s' \) is the quantization precision for the split channels.

\[
x_k \rightarrow Q(x_k; s') = \lfloor \frac{x_k}{s'} \rfloor \cdot s'
\]  

(25)

According to Eq. (19) \( x \) and \( x_k \) have the following relationship so that the dynamic range of split channels can

From Eq. (14) and Eq. (16) we can see that when quantizing multiple layers in addition to the bottleneck layer, R-D cost increase is proportional to the quantization error.

Regarding the rate, it will not be changed if we quantize the synthesis transform. However, rate will be different from the non-quantized baseline if we quantize the analysis transform. According to our experimental results, when using 8-bit to quantize the analysis transform, there is no big change for the rate. In addition, rate can be reduced by fine tuning the hyper path. Therefore, we assume that the quantization does not influence the rate in the above derivation.

IV. PROPOSED CHANNEL SPLITTING

As described in the previous section, reducing the quantization error for each layer can contribute to a better coding gain. By splitting the channel, the dynamic range can be shrunk so that the quantization error can be reduced.

In this section, we formulate the channel splitting problem at first, and then propose the channel splitting methods for non-bottleneck and bottleneck layer respectively. In order not to increase the network burden, some channels are pruned. Finally, we present the overall framework to illustrate the procedures of channel splitting and pruning.

A. Channel Splitting Formulation

For the \( i \)-th layer, the activation output is \( O_i \in \mathbb{R}^{w_i \times h_i \times c_i} \) where \( w_i \) and \( h_i \) are the width and height, and \( c_i \) is the number

Fig. 5. The relationship between \( \sigma_i^2 \) and MS-SSIM for different layers.
be reduced by $K$ times compared with the original non-split channel.

$$x_k = \frac{k}{K} + \delta_k$$ (26)

Therefore, in the case of same bit budget, the quantization precision for the split channels can be increased by $K$ times.

$$s' = \frac{s}{K}$$ (27)

When we set $\delta_k = (\frac{1}{2K} + \frac{k}{K} - \frac{1}{2}) \cdot \frac{s}{K}$, the summation of $Q(x_k; s')$ for the split $K$ channels can be derived as

$$\begin{align*}
\sum_{k=0}^{K-1} [x_k/s'] \cdot s' &= \sum_{k=0}^{K-1} \left[ x + \delta_k \cdot K \right] / s' \cdot s' \\
&= \sum_{k=0}^{K-1} \left[ x + \frac{1}{2K} \right] + \frac{k}{K} \cdot s' \\
&= [K \cdot \left( x + \frac{1}{2K} \right)] \cdot s' = \left[ \frac{x}{s'} \right] \cdot s' .
\end{align*}$$ (28)

where the second last equation in Eq. (28) follows [45]. Here we can see that by splitting to $K$ channels, the effect is exactly same as increasing the quantization precision by $K$ times for the original channel, which proves that the channel splitting can reduce the quantization error.

Though channel splitting can reduce the quantization error, the number of channels is increased so that the network complexity becomes higher. Therefore, we only split the channels whose quantization error will influence more to the coding gain. The detail framework is shown in Section [IV-D]

### C. Channel Splitting for Bottleneck Layer

Before splitting, each activation output $y$ is rounded to $\lceil y \rceil$. After splitting one channel to $K$ channels, each activation output $y_k$ is rounded to $\lceil y_k \rceil$. When we set $\delta_k$ as $\frac{1}{2K} + \frac{k}{K} - \frac{1}{2}$, $\lceil y \rceil$ and $\lceil y_k \rceil$ have the following relationship.

$$\begin{align*}
\sum_{k=0}^{K-1} \lceil y_k \rceil &= \sum_{k=0}^{K-1} \left( \frac{y}{K} + \delta_k \right) \\
&= \sum_{k=0}^{K-1} \left( \frac{y}{K} + \frac{1}{2K} + \frac{k}{K} \right) \\
&= [K \cdot \left( \frac{y}{K} + \frac{1}{2K} \right)] = \lceil y \rceil
\end{align*}$$ (29)

We can see that the summation of $\lceil y_k \rceil$ is equal to $\lceil y \rceil$, which means that the splitting will not influence the coding gain.

Similar as traditional DCT, there are some low-frequency channels with large magnitude in the bottleneck layer. As a result, if the dynamic range is larger than $2^{b-1}$, the quantization precision will be larger than one according to Eq. (6). To ensure that the dynamic range is smaller than $2^{b-1}$, each specific channel can be split to $K$ channels.

$$K = \frac{\max(2^{\log_2 x} + 2^{b-1})}{2^{b-1}}$$ (30)

Overall, for the bottleneck layer, the number of incremental channels after the splitting can be calculated as below

$$\sum_{c=0}^{C_k-1} \max(2^{\log_2 x} + 2^{b-1}), 2^{b-1} - 2^{c-1}$$ (31)

where $C_k$ is the number of channels in the bottleneck layer and $t_c$ is the dynamic range for each original channel.

It is noted that after splitting $g^{(3)}_a$, according to Eq. (22), we need to modify the weights of $h^{(0)}_a$ to ensure that the outputs of $h^{(0)}_a$ will not be changed. As a result, the hyper decoder outputs the original $\mu, \sigma$ which is not aligned with $\lceil y_k \rceil$. To address this issue, in the encoding side, we calculate $\sum_{k=0}^{K-1} \lceil y_k \rceil$ and then use $\mu, \sigma$ to code the summation result. In the decoding side, we first do the entropy decoding to generate the summation $\sum_{k=0}^{K-1} \lceil y_k \rceil$, and then split to $\lceil y_k \rceil$ as the input of synthesis transform $g_s$.

### D. Overall Framework

For a specific layer, supposed that there are $S$ incremental channels after the channel splitting. In order not to increase the overall network complexity, we need to prune the same number of channels. To reduce the coding loss caused by the pruning, we prune the channels with the smallest energy. With larger $S$, more channels will be split so that the quantization error can be reduced. On the other hand, pruning more channels will cause more coding loss. As a result, we need to find an appropriate $S$ to balance the coding gain of splitting and pruning.

The overall framework is shown in Algorithm 1. Based on a pre-trained model, for the non-bottleneck layer, the optimal $S$ can be decided by comparing the R-D cost. R-D cost in the case of quantizing each individual layer is shown in Fig. 6. The horizontal axis is the number of channels which are split to two channels, and the vertical axis is the corresponding R-D cost. We can see that R-D cost for the last five cases can be decreasing at first, which means that the coding gain due to the channel splitting is larger than the coding loss caused by the channel pruning. However, when we further split more channels, R-D cost increases since the coding loss from channel pruning will become larger than the coding gain by the channel splitting. For the first case, R-D cost without any channel splitting is the lowest. Therefore, the number of channels for the splitting is set as 0.

For the bottleneck layer, the number of incremental channels after the splitting is shown in Eq. (31). To remain the overall number of channels, the same number of channels with the smallest energy will be pruned.

Noted that the output of $g^{(3)}_a$ is not only the input of $g^{(0)}_a$, but also the input of $h^{(0)}_a$. Therefore, after splitting the channels of $g^{(3)}_a$, we need to define the weights of $g^{(0)}$ as well as $h^{(0)}$ as shown in Eq. (22).

### V. Experimental Results

#### A. Training and Network Details

Same as previous works, we train the network with the rate-distortion cost function $J = R + \lambda \cdot D$. The distortion term in the loss is MSE($x, \hat{x}$) when optimizing PSNR,
and it is 1-MS-SSIM(\(x, \hat{z}\)) when optimizing the MS-SSIM. Since different \(\lambda\) can achieve various trade-off between distortion and rate, we train several models to obtain a R-D curve. When optimizing MSE, \(\lambda\) is selected from \(\{0.001625, 0.00325, 0.0075, 0.015, 0.03, 0.05\}\). When optimizing MS-SSIM, \(\lambda\) is picked up from \(\{3, 5, 10, 40, 80, 128\}\). To get the baseline pre-trained model in Algorithm 1, we train about \(1 \times 10^6\) iterations, the learning rate is set as \(1 \times 10^{-4}\) at first and decayed to \(1 \times 10^{-5}\) for the final 80K iterations.

To decide \(\hat{S}_{nb}\) and \(\hat{S}_b\) in Algorithm 1, we randomly picked up nine images from ImageNet. For the test set, we use 24 lossless Kodak images [46] which are commonly used in the previous works. Noted that there is no overlap between the training set and the test set.

**Algorithm 1 Overall Framework**

1: Non-bottleneck layer list \(L_{nb} = \{g_{0,1,2}^{(0,1,2)}, b_{0,1,2}^{(0,1,2)}\}\)
2: Bottleneck layer list \(L_b = \{g_0^{(5)}\}\)
3: Pre-trained model: \(M\)
4: Decide split channels \(\hat{S}_{nb}\) for non-bottleneck layers
5: for \(l \in L_{nb}\) do
6: Calculate channel-wise energy \(E_k\) and \(B_k\)
7: for \(S \in \text{range}(16)\) do
8: Split \(\text{argmax}(B[S])\) channels
9: Prune \(\text{argmin}(E[S])\) channels
10: Calculate R-D cost \(J(S)\)
11: end for
12: \(\hat{S}_{nb} = \text{argmin}_S J(S)\)
13: end for
14: Decide split channels \(\hat{S}_b\) for the bottleneck layer
15: \(\hat{S}_b = \sum_{z=0}^{1} \max_{k \leq 1} (g_{1,2,4}^{(0,1,2)}, b_{1,2,4}^{(0,1,2)}) \quad 2^{-k-4}\)
16: Split and prune the pre-trained model \(M\)

**B. Coding Gain Analysis**

We compare the coding gain with two recent QLIC works [39], [40]. For [39], the author remained the activation in the main path unquantized. When quantizing the activation in the main path to 8-bit, the results are shown in Fig. 8. Compared with [39], the BD-rate [47] compared with the floating-point anchor can be reduced by 0.61% (5.59-4.98) and 4.74% (9.08-4.34) for MSE model and MS-SSIM model respectively. We can achieve more coding gain for MS-SSIM model since there are more channels for the splitting and pruning by following Algorithm 1.

[40] also gave the BD-rate compared with the floating-point anchor for the MSE-optimized model. In the case of 8-bit weight quantization and 10-bit activation quantization, BD-rate is 26.5%. In the case of 8-bit weight quantization and 16-bit activation quantization, BD-rate is 17.9%. Compared with [40], our coding loss caused by the quantization is much smaller.

[37] also illustrate that there will be a coding loss after the quantization. However, the bit-width of weight and activation is not given in the paper. For the fairness, we did not compare with [37] here.

In addition to the comparison with [39], [40], we also give an ablation study when using our proposal for the activation quantization in the main path. The results are shown in Fig. 7. We explore the case of 7-bit and 8-bit quantizations. For the 8-bit quantization, we evaluate four largest bitrate models. For the 7-bit quantization, we evaluate four medium bitrate models. Two datasets are used for the evaluation. We can see that the coding gain improvement for the 7-bit quantization is larger than that for the 8-bit quantization. Besides, we can enhance more coding gain for the MS-SSIM models than the MSE models, and this phenomenon is similar as Fig. 8.

**C. Effect of Quantization Method**

By using the proposal, we can reduce the coding loss of activation quantization without network fine tuning. In fact, our method can be combined with any fine tuning methods to further reduce the coding loss. We evaluate two largest bitrate models of MSE models and MS-SSIM models respectively. Two different bit-width are used in the experiment. From the results in Table II, we can see that [36] can reach better coding gain than our proposal when quantizing MSE models. However, when combining our method with [36], we can achieve lower R-D cost than [36]. For the MS-SSIM models, we can achieve much better coding gain than [36]. In addition, the combination of proposal and [36] can also lead to a further improvement.

**TABLE I**

| weight | activation | MSE model | MS-SSIM model |
|--------|------------|-----------|---------------|
| Ours   | 8bit       | 8bit      | 4.38          | 4.34          |
| [39]   | 8bit       | 8bit      | 5.59          | 9.08          |
| [40]   | 8bit       | 10bit     | 26.5          | N/A           |
| [40]   | 8bit       | 10bit     | 17.9          | N/A           |
Table II

| Model          | Quan. Bit | Method                     | Kodak | CLIC |
|----------------|-----------|----------------------------|-------|------|
|                | 0.03      | Baseline                   | 1.4071| 1.1193|
|                |           | w/o Proposal               | 1.5975| 1.3059|
|                |           | Proposal                   | 1.5125| 1.2119|
|                |           | Proposal+EWGS [36]         | 1.4759| 1.1826|
|                | 0.05      | Baseline                   | 1.7818| 1.4514|
|                |           | w/o Proposal               | 1.8405| 1.5710|
|                |           | Proposal                   | 1.8279| 1.4927|
|                |           | Proposal+EWGS [36]         | 1.8178| 1.4796|
|                | 0.08      | Baseline                   | 1.4064| 1.1782|
|                |           | w/o Proposal               | 1.7370| 1.5827|
|                |           | Proposal                   | 1.7388| 1.5206|
|                |           | Proposal+EWGS [36]         | 1.5418| 1.3484|
|                | 0.12      | Baseline                   | 1.4064| 1.2140|
|                |           | w/o Proposal               | 1.7787| 1.5651|
|                |           | Proposal                   | 1.7788| 1.5512|
|                |           | Proposal+EWGS [36]         | 1.4341| 1.2172|

VI. CONCLUSION

This paper gives an activation quantization method for LIC. Not only the activation output of the bottleneck layer, but also non-bottleneck layer are quantized. By channel splitting, the dynamic range of channels can be reduced so that the quantization error can be reduced. However, channel splitting will lead to some incremental channels. To keep the network size as origin, channels with the smallest energy will be pruned. As a result, without any network overhead, the coding
loss can be reduced for the quantized LIC. In the future work, we will map the quantized LIC network on some specific hardwares such as FPGA. We will also quantize other LIC network structures.
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