Real-time sparse-sampled Ptychographic imaging through deep neural networks
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Ptychography has rapidly grown in the fields of X-ray and electron imaging for its unprecedented ability to achieve nano or atomic scale resolution while simultaneously retrieving chemical or magnetic information from a sample. A ptychographic reconstruction is achieved by means of solving a complex inverse problem that imposes constraints both on the acquisition and on the analysis of the data, which typically precludes real-time imaging due to computational cost involved in solving this inverse problem. In this work we propose PtychoNN, a novel approach to solve the ptychography reconstruction problem based on deep convolutional neural networks. We demonstrate how the proposed method can be used to predict real-space structure and phase at each scan point solely from the corresponding far-field diffraction data. The presented results demonstrate how PtychoNN can effectively be used on experimental data, being able to generate high quality reconstructions of a sample up to hundreds of times faster than state-of-the-art ptychography reconstruction solutions once trained.

Besides drastically accelerating acquisition and analysis, this capability can enable new imaging scenarios that were not possible before, in cases of dose sensitive, dynamic and extremely voluminous samples.
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data. Our results show that, once trained, PtychoNN is up to hundreds of times faster than Ptycholib\cite{14}, a production-ready high performance ptychography software. In addition, since PtychoNN learns a direct relation between diffraction data and object structure and phase, overlap constraints are no longer required for successful data inversion, further accelerating reconstruction and also data acquisition by a factor of 5.

Ptychographic measurements were obtained at the X-ray nanoprobe beamline at sector 26 of the Advanced Photon Source. A tungsten test pattern etched with random features was scanned by a 60 nm coherent beam that was focused by a Fresnel zone plate. A scan of 161x161 points was acquired in steps of 30 nm which corresponds to 50% spatial overlap. At each scan point, coherently scattered data was acquired in the far field using a Medipix3 area detector with 55µm pixel size at 900 cm downstream of the sample. Real-space images of amplitude and phase were subsequently recovered from the coherently scattered data using 400 iterations of ePIE as implemented in the Ptycholib package.

Figure 1 shows the structure of PtychoNN, a deep convolutional network that can predict real-space amplitude and phase from input diffraction data alone.

To train the network, we use the reconstruction obtained through iterative phase retrieval from the first 100 lines of the scan (see supplementary Figure 1). Hence, the training set consists of 16,100 triplets of raw X-ray scattering data, real-space amplitude and real-space phase. The training data is split 90-10 into training and validation, and the weights of the network are updated to minimize per-pixel mean absolute error (MAE). Weight updates are made using adaptive moment estimation (ADAM) with a starting learning rate of 0.001. The learning rate is halved whenever training performance plateaus, i.e. when validation loss does not decrease over 5 training epochs. Each epoch represents one entire pass over the training data. Training continues for several epochs until a minimum was observed in the validation loss. Once trained, we evaluate the performance of the network on the remaining portion of the scan, i.e. on the last 61 lines of the scan (see supplementary Figure 1).

Figure 2 shows single-shot examples of the performance of PtychoNN on data from the second portion of the experimental scan, i.e. data that the network did not see during its training. The figure shows the original diffraction data, as well as the reconstructions achieved by ePIE and PtychoNN, over a 640 nm field of view dataset. The results demonstrate how PtychoNN is able to accurately predict real-space amplitude and phase from input X-ray diffraction data alone. We also note that even though the full width half max (FWHM) of the beam is ∼60 nm, PtychoNN can accurately reproduce a 640 nm field of view from a single diffraction data point. This is a result of PtychoNN’s ability to take advantage of information contained in the tails of the beam which extends several hundred nm (supplementary Figure 2). To recover the entire test scan, we average PtychoNN’s predictions from each scan point (which are spaced 30 nm apart). Figure 3 shows PtychoNN’s average predictions of amplitude and phase over the entire test area (1.8µm×1.8µm), as well as the respective reconstruction using ePIE. The results demonstrate how PtychoNN’s predictions are remarkably accurate when compared to those obtained by ePIE, while also being ∼300 times faster.

It is important to note that PtychoNN learns a direct mapping from reciprocal space data to real-space amplitude and phase without benefiting at all from the 50% overlap condition, so we can now explore the possibility of PtychoNN being able to invert sparse-sampled Ptychographic data. Figure 4 shows a comparison of the performance of PtychoNN and iterative phase retrieval for different sampling conditions. The results show how, when using a 30 nm step size, the necessary overlap condition for a standard ptychographic reconstruction is satisfied and ePIE is able to successfully retrieve accurate amplitude and phase information from the diffraction data. However, if we attempt to perform iterative phase retrieval with data that has less than 50% overlap, we begin to notice the presence of artifacts, first in the retrieved...
FIG. 2. Single-shot PtychoNN predictions on experimental test data. A) Input diffraction at different scan points, B) amplitude obtained using ePIE, C) amplitude predicted by PtychoNN, D) phase obtained using ePIE, E) phase predicted by PtychoNN.

FIG. 3. PtychoNN performance on experimental test data. A and B show the amplitude and phase obtained from ePIE and from PtychoNN, respectively.

intensity (Fig. 4 A), and then also in the phase (Fig. 4 C). In contrast, the amplitude and phase predicted by PtychoNN remains remarkably accurate even when the data is sub-sampled by a factor of 5 (Fig. B and D).

This capability of PtychoNN to successfully invert drastically sparse-sampled ptychographic data can be extremely beneficial, especially when dealing with dose-sensitive, dynamic or extremely large samples. By reducing the density of points that need to be sampled, PtychoNN can significantly reduce the radiation dose needed to image at a given resolution. Similarly, while it is always desirable to minimize data acquisition time, this is particularly vital in the case of dynamic samples in order to capture transient phenomena. We note that this sparse-sampled approach is achieved without changing the focal condition of the optic, which is currently the only means of switching between different fields of view.

Finally, we turn our attention to the question of how much training data is needed in order to obtain reasonably accurate results. Typically, training of deep convolutional neural networks often requires millions of training examples and enormous computational resources, leading to days or weeks of training\textsuperscript{[16]}. In the results presented so far, we used 16,000 training examples to train the network; below we evaluate the performance of PtychoNN when less training data is available. Fig. 5 shows the performance of PtychoNN when trained on progressively fewer training examples, from left to right. The results show how PtychoNN can generate reasonable predictions when trained on as few as 800 training samples. Training on this small set was achieved in less than a minute on a single NVIDIA V100 GPU. The robustness of the network even when employing very reduced training sets potentially allows us to train PtychoNN on-the-fly, even on limited computational resources. Once trained, PtychoNN only takes \textasciitilde1 ms to make a prediction of the amplitude and phase from the diffraction data at each scan point.

To the best of our knowledge, this work presents the
first end-to-end machine learning solution based on convolutional deep neural networks to solve the ptychography phase retrieval problem on experimental data. We note that a similar approach has been demonstrated on simulated ptychographic data under the assumption of a known probe function\textsuperscript{[27]} Our experimental results report that PtychoNN is up to 300 times faster than Ptycholib, a high performance GPU-accelerated iterative phase retrieval solution, with the additional benefit that it can be trained and deployed on minimal computing resources on the edge. In addition to remarkably faster experimental feedback, PtychoNN’s ability to recover accurate real-space images from sub-sampled Ptychographic data has the potential to revolutionize ptychography dose sensitive, dynamic and extremely voluminous samples.

We believe the results in this letter have widespread ramifications for both x-ray and electron Ptychographic imaging experiments especially in the light of increased data rates associated with faster detectors and brighter sources\textsuperscript{[15-19]}. Coherent imaging techniques, including ptychography, are the primary driver for several major upgrades to synchrotron sources across the world, including the Advanced Photon Source Upgrade (APS-U), the European Synchrotron Research Facility Extremely Brilliant Source (ESRF-EBS) and PETRA-III. Further development on deep learning methods for data inversion such as PtychoNN will be fundamental to make maximum use of these vast infrastructure upgrades and keep pace with the forthcoming computational challenges.
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