Design of a grasping robot control system using kinematics model
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Abstract. Aiming at the problem of mechanized and repeated parts grasping, and aiming to reduce the development cost, this study added an end-effector and designed a ROS-based grasping robot control system on the basis of fully analyzing the structure and workflow of the robot. The grasping robot can be controlled and monitored in real time by operating on the RVIZ interface. According to the needs and process of grasping work, the control system process design and control system programming of the robot are completed. Subsequent simulation experiments and real object control experiments show that the control system has high robustness and real-time performance. The control system can meet the task of mechanization and repeated parts grasping, and can effectively improve the production efficiency, enhance the competitiveness of enterprises, and reduce the cost of enterprises.

Keywords: grasping robot; path planning; overall control system design

1. The introduction
In the production process, the identified defective parts need to be captured and removed, because the identification and rapid capture of defective parts is difficult to use human operation and the cost is too high [1]. Professional cameras should be used to identify defective products and robots should be used to replace manual grasping [2]. After several years of development, it has been proved that robots have a very high ability to replace human work, although some current robots on the market have this function, such as Yaskawa robot, which has very high safety [3]. Xinsong robot is one of the few cooperative robots with seven degrees of freedom in the market [4]. However, the cost is too high, and the entry is difficult, so it is difficult for the purchased enterprise to achieve secondary development, and finally it is difficult to promote [5]. Therefore, we need to develop a set of simple operation, low cost, future upgrade potential, and for the vast majority of small and medium-sized enterprises can use the control system.

To sum up, in order to achieve the above stated goals, the open source robot operating system ROS was finally chosen in this study through the later research (Robot Operating System). With the grasping of target items on the production line as the application background, the control System platform [6] was built, the control System was designed and the corresponding simulation and physical control experiments were carried out.
2. The establishment of robot kinematics model

The solution of the forward and inverse kinematics of the robot is the first step to analyze the position and attitude of the grasping robot [7]. Because the forward and inverse solutions of different robots are different, the robot in this study is a 6-DOF robot with three adjacent joint axes parallel to each other [8]. The forward kinematics solution is to calculate the grasping position and attitude of the robot based on the known rotation angle and geometric parameters of the motor. The inverse solution is just opposite to the forward solution [9]. In the actual production, we know the final position of the end gripper, and calculate the corresponding three-dimensional coordinates of each joint and the absolute position of each motor through the inverse kinematics solution, so that each joint moves to a unique designated position, thus finishing the positioning of each end gripper. As shown in Table 1, the D-H method was adopted in this study to establish the connecting rod coordinate system [10], and the coordinate system of each connecting rod was established on the six connecting rods respectively. Through multiple operations of the homogeneous transformation matrix between each coordinate system, the position and pose matrix of the end grasp of the robot with respect to the base coordinate system was finally obtained [11].

The parameters are as follows: 1) i: Connecting rod; 2) di: Connecting rod bias; 3) ai: Length of connecting rod; 4) αi: Connecting rod distortion; 5) θi: Joint Angle.

Table 1. Robot D-H parameter table

| i | \( \theta_i \) | \( d_i/\text{mm} \) | \( a_i/\text{mm} \) | \( \alpha_i \) | Range |
|---|---|---|---|---|---|
| 1 | \( \theta_1 \) | 0 | 0 | 0 | \(-\frac{\pi}{2}, \frac{\pi}{2}\) |
| 2 | \( \theta_2 \) | 0 | -90 | 0 | \(-\frac{\pi}{2}, \frac{\pi}{2}\) |
| 3 | \( \theta_3 \) | \( d_2 \) | 0 | 0 | \(-\frac{\pi}{2}, \frac{\pi}{2}\) |
| 4 | \( \theta_4 \) | \( d_3 \) | \( a_2 \) | 0 | \(-\pi, \pi\) |
| 5 | \( \theta_5 \) | \( d_4 \) | \( a_3 \) | 0 | \(-\pi, \pi\) |
| 6 | \( \theta_6 \) | 0 | 0 | -90 | \(-\pi, \pi\) |

2.1. Positive kinematic solution

Grasping robot can be regarded as a combination of end grippers and connecting rods in series. For this reason, if the setting system is established according to the connecting rod of the manipulator, a small coordinate system shall be first established for each connecting rod, and then the relative relation between the coordinate systems of these different connecting rods can be expressed by the homogeneous coordinate transformation matrix [12]. In this study, these matrices are collectively referred to as matrix A, and the order of definition is the homogeneous transformation matrix of the coordinate system from the base coordinates to the end grip, which are respectively \( A_1 \), \( A_2 \),...... Then the position and pose of connecting rod No. 2 relative to the base coordinates can be represented by the product of \( A_1 \) and \( A_2 \), namely:

\[
T_2 = A_1A_2 \tag{1}
\]

Similarly, if \( A_3 \) represents the position and posture of connecting rod 3 relative to connecting rod 2, that is:

\[
T_3 = A_2A_3 = A_1A_2A_3 \tag{2}
\]

The coordinate systems of the connecting rod are successively connected, and the coordinate transformation relationship between them can be described by the transformation matrix \( A_1A_2A_3A_4A_5A_6 \). Thus, the pose of the end of the manipulator can be expressed as:
In the formula, \( n_x, n_y \) and \( n_z \) respectively represent the cosine of the coordinate axis \( X_6 \) of the robot's grasp relative to the initial coordinate system in the direction of \( x, y, \) and \( z \) axes; \( o_x, o_y \) and \( o_z \) respectively represent the cosine of the coordinate axis \( Y_6 \) of the robot's grasp relative to the initial coordinate system in the direction of \( x, y, \) and \( z \) axes; \( a_x, a_y \) and \( a_z \) respectively represent the cosine of the coordinate axis \( Z_6 \) of the robot's grasp relative to the initial coordinate system in the direction of \( x, y, \) and \( z \) axes; \( p_x, p_y \) and \( p_z \) represent the position coordinates of the coordinate axis of the robot's grip relative to the initial coordinate system.

Wherein, the transformation matrix of link \( i \) relative to link \( i-1 \) is:

\[
T_i = A_{i-1} A_i A_{i+1} A_i = \begin{bmatrix}
n_x & o_x & a_x & p_x \\
n_y & o_y & a_y & p_y \\
n_z & o_z & a_z & p_z \\
0 & 0 & 0 & 1
\end{bmatrix}
\] (3)

In Formula (4), \( \theta_n \) is the joint Angle. Since a joint contains two common perpendicular lines, a projection is generated on a plane, and the Angle between the projections is \( \theta_n \). \( \alpha_n \) is the torsion Angle of connecting rod, that is, the included Angle between the NTH +1 joint axis and the plane formed by the NTH joint axis and common perpendicular. \( d_n \) is the offset of connecting rod, that is, the offset distance between two common perpendicular lines of a joint; \( C \) and \( S \) are abbreviated cos and sin; \( N \) is the number of joints. This subject is a six-degree-of-freedom robot, so \( n \) is 6.

By substituting the parameters in Table 1 into Equations (1) and (2), the forward kinematics solution can be obtained.

2.2. Inverse kinematic solution

The postures of each joint can be solved by the postures of the end of the robot gripper in reverse. However, there may be multiple solutions, that is, there may be a variety of positions and postures that meet the requirements in part of the joint, so the calculation is heavy. In order to facilitate the calculation, we introduced the inverse transformation method [13], which deduced the parameters of each joint through the known matrix. By using this method, we needed to pay attention to the order of solving the parameters of each joint, instead of following the sequence from back to front, that is, in the process of solving the inverse solution, we first solved \( \theta_1, \theta_2, \) and then solved \( \theta_3, \theta_4, \theta_5, \) and \( \theta_6 \).

One angle of the three parallel joints \( \theta_2 \). Then ask \( \theta_23 \). Pass \( (\theta_23-\theta_2) \). Obtain \( \theta_3 \). Re-request \( \theta_234 \), with \( (\theta_234-\theta_2) \) Solution \( \theta_4 \). Among \( \theta_23=\theta_2 + \theta_3, \theta_234=\theta_2 + \theta_3 + \theta_4 \). The joint parameters of the inverse kinematics solution can be obtained by this method.

3. Control system design

In the working environment as shown in Fig.1, a camera is installed above the identification area. When the storage box containing the goods is placed to the specified position, the camera will identify the defective products. If the defective products are identified, the location of the defective products will be sent to the industrial computer. IPC controls the movement of the grasping machine to the specified position, grasping the defective products and placing the recycling bin. If no defective goods are identified, a message is sent to tell the upper computer to prepare the identification of the next item.
The control process is divided into three parts: image recognition, robot movement, grip control. The control of grasping robot is essentially the control of motor rotation angle, speed and switching time at each joint, as well as the control of the position and posture of the end grip. Therefore, the specific control steps of this control system are as follows.

1) Call the camera for image recognition, identify the defective products, send the data to the control master station, and the master station sends the information to the computer control system after analysis, ready to grab the target items.

2) After receiving the data, the robot will locate the target object through the feedback information of the camera, plan the motion path, and drive the robot to the target position.

3) When the robot moves to the specified position, adjust the position and posture of the gripper, start the gripper, grab the defective parts and place them in the recycling box.

4) The robot returns to its position and is ready for the next grab.

The overall control process is shown in Fig.2.

![Control process flow chart](image)

**Figure 2.** Control process flow chart
4. Setup of ROS configuration environment

4.1. An overview of the ROS system body

ROS is a robot control development system. It includes a variety of functions such as three-dimensional reconstruction, dynamic simulation, real-time scene simulation, and physical control, which can provide all kinds of URDF files that need to be written for robot development to the maximum [16], including parameters such as robot model and its internal structure, joints, degrees of freedom, color, etc. This is an XML file that ROS recognizes and prepares it for subsequent work. It is a built-in operating system under the ROS system, but has nothing to do with the process management of the system. It provides various function packages, and then establishes the communication between the function packages through the point-to-point mechanism, builds the control platform, and realizes the simulation and physical control of the robot.

1) Construction of URDF files

URDF file [16] was written, including the robot model and its internal structure, joints, degrees of freedom, color and other parameters. This is an XML file that ROS recognizes and prepares it for subsequent work.

2) MoveIt! Configure feature packs

ROS MoveIt! ROS software package is specially developed for mobile operating platform [17]. It integrates integrated software for path planning, stereoscopic perception, kinematics, motion control and navigation, and provides an easy-to-use software platform for developing advanced robot applications. Fig. 3 shows Ros MoveIt! The high layer frame frame. Among them, the Move_Group node is at the core. It acts as a hub connecting individual components to provide completed services. The overall framework is as follows.

![Figure 3. ROS MoveIt! High-level framework](image)

3) Robot simulation

The configured robot is imported into the 3D visualization tool (RVIZ for short) built into the ROS to plan different targets, add and remove objects in the scene and other operations. For this study, the grasping robot model was imported into RVIZ, and the grasping object was added to control the robot to grasp the target object, and the simulation experiment was carried out.

4.2. ROS feature pack configuration

This study calls ROS module, takes its built-in algorithm as the core, combined with the research objective, calculates the necessary parameters of each joint, and finally sends them to each motor. The steps are as follows.
1) Draw a 3D diagram of the robot in SolidWorks, and then call SW2URDF plug-in to convert it into a file that can be recognized by ROS. Finally, perform Setup under ROS and set the initial position of end-effector.

2) Control system programming design. RVIZ interface opens the configured simulation robot, receives the terminal coordinates sent by the upper computer, then calls the path planning algorithm to calculate the rotation Angle, speed, acceleration, position and other parameters required by the movement of each joint to the target position, and sends out the calculation results of each part in turn.

3) The communication between upper and lower machines is established by means of Controller Area Net work (CAN communication), and the rotation Angle of each joint calculated and other necessary parameters are sent to the lower machine through the communication interface.

4) The lower computer chip receives the data, converts it into parameters that can be recognized by the motor and sends them to the motor to control the robot movement.

5. The experiment

Based on UR cooperative robot, a gripper is installed on the end-effector. The upper computer receives the position information of defective products and sends it to the robot, which is sent to the robot core chip through communication. The chip converts the received data into parameters that can be recognized by the motor through analysis, and then controls the speed and rotation time of the motor. Secondly, the gripper moves to the specified position, and then the position and posture of the gripper are carefully adjusted to finally realize the grasping and placing of defective products into the recycling box. The robot experiment process is shown in Figure 4. Fig. 4 (a) shows the robot moves to the initial test position, then receives instructions, moves to Fig. 4 (b), grabs the target, and then proceeds through path planning, as shown in Fig. 4 (c), moves to the target position, as shown in Fig. 4 (d).

![Robot Experiment Images](a) (b) (c) (d)

**Figure 4.** Physical robot control experiment

6. Conclusion

In order to realize the design of the control system for grasping robots, this research realizes the design of the control system for grasping robots based on the Ubuntu system combined with ROS. A control system based on ROS was developed, and the communication mode of upper and lower computers in ROS was improved, so as to achieve a communication mode with wide applicability and
simple operation under the premise of guaranteeing the original real-time performance and robustness. Simulation experiments and physical control experiments were built. It can be seen from the experiment that the control system can realize the capture of defective products, which has practical application background and economic value. In the future, the storage box can be placed on the assembly line to form a fully automated production line, greatly improving production efficiency.
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