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The complexity of language is usually reflected in the complexity of sentences. At present, the research of sentence complexity mainly focuses on the analysis of syntactic complexity. In this paper, from the perspective of Leech’s theory of sentence semantic structure, the predication structure is taken as the semantic unit to explore the sentence semantic complexity. The predication structures are extracted based on the result of sentence-based syntactic analysis, and then the linear expression sequence of a sentence is converted into a semantic hierarchy based on predicate semantic frameworks; the universality of predicate semantic frameworks is obtained by using the spectral clustering algorithm; and the sentence semantic complexity depends on the universality of predicate semantic frameworks at various layers. The experimental results show that the measurement method of sentence semantic complexity based on predicate semantic frameworks is more effective by comparing with the method that only considers the semantic categories of words in the sentence.

1. Introduction

Language complexity refers to a property or quality of a phenomenon or entity in terms of (1) the number and the nature of the discrete components that the entity consists of and (2) the number and the nature of the relationships between the constituent components [1]. The complexity of language is embodied in vocabulary, pronunciation, grammar, and other subsystems. Among them, each plane subsystem (syntax, semantics, and pragmatics) within the grammar subsystem also has complexity [2]. This paper will focus on the semantic complexity, especially the measurement of sentence semantic complexity.

According to Leech’s theory of sentence semantic structure, the predication structure is the main semantic unit of a sentence [3]. A predication structure can be divided into arguments and the predicate connecting arguments. Among them, the predicate is the main component of the predication structure, which determines the number and nature of arguments. Moreover, there are subordinate predication structures and degraded predication structures, and the difference between them lies in their different layers and positions in sentences [4]. Yushu Hu pointed out the sentence semantics should not be sought from the lexical semantics in the sentence, but from the form or structure of the sentence. “Only by structural analysis can we summarize the common semantics from the same structures, and only by structural analysis can we find different semantics in different structures” [5].

According to the existing theory and analysis method of sentence semantic structure, this paper starts from the sentence structure and converts the linear expression sequence of the sentence into semantic hierarchy based on the results of sentence-based syntactic analysis. That is, the predication structure is used as the analysis unit. The predication structures of a sentence that need to be expressed preferentially are selected as the important parts, and the unimportant predication structures are selected as the additional components. The predication structures are arranged in layers according to the direct or indirect relationship between the various sentence components. Secondly, combined with the definition of words in HowNet [6], the arguments of the predication structures are further abstracted and generalized to obtain predicate semantic structures.
frameworks (PSFs). In this way, the linear expression sequence of a sentence is converted into a semantic hierarchy, and the sentence semantic complexity is converted into the complexity of PSFs which are measured by the universality of PSFs. Spectral clustering is used to cluster the PSFs of a predicate, and the universality of PSFs in a large class is relatively higher. Finally, the sentence semantic universality depends on the universality of PSFs at each layer, and different weights are given to PSFs at different layers. The sentence semantic universality reflects the sentence semantic complexity. The sentences with high semantic universality are frequently used and the learning order is in the front. Sentences with low semantic universality make it difficult for learners to learn and understand [7, 8]. That is, the higher the sentence semantic universality is, the lower the sentence semantic complexity is.

The main innovations of this paper are as follows: one is to propose a measurement method of the universality of PSFs based on the predication structure, so as to obtain the universality of different PSFs of a predicate; the second is to propose an assessment method of sentence semantic universality based on PSFs, and the sentence semantic complexity is reflected by the sentence semantic universality.

2. Related works

At present, sentence complexity is mainly analyzed from structure and syntax. In [9], it is considered that two kinds of commonly used operations to complicate the content of clauses are parallel compound structure and nesting clause structure. Among them, the parallel compound structure takes the total number of commas and parallel conjunctions appearing in clauses as the quantitative estimation basis for difficulty, and the nesting clause structure takes the number of core verbs appearing in clauses as the estimation basis for difficulty. The mean of the difficulty estimation value of all clauses is taken as the difficulty estimation value of the sentence. In [10], a linear comprehensive evaluation model is used to calculate the complexity of Chinese structure. The indicators used in the model include the total number of clauses, the number of embedded or subordinate clauses in clauses, and the ratio of the word number to the clause number.

In addition, in the field of second language teaching, syntactic complexity is mainly used to measure the syntactic usage of learners’ language output, which is an important indicator of learners’ language level and language development trajectory. L2SCA is a syntactic complexity analysis tool for English second language, which covers 14 indicators including 5 dimensions of syntactic length, dependency, collocation, phrase complexity, and sentence overall complexity [11, 12]. Paper [13] also selects 14 measurement indicators from three categories and five subcategories for the syntactic complexity of Chinese as a second language, namely, the number of characters, words, syntactic components, phrases, clauses, consortiums, partial relations, complement structures, conjunctions, disjunctions, disposals, and passive, existential, and relative clauses in a basic unit. Papers [14–19] also study sentence complexity, and researchers try to use various quantitative indicators to quantify sentence complexity.

Most of the existing researches on syntactic complexity focus on the analysis of sentence structure and formal features. Biber believes that simply considering sentence complexity from the perspective of structure does not really reflect its essence [20]. Ortega also believes that the semantic, function, and communicative value of sentence complexity should be analyzed and studied [21]. In addition, according to Bulté and Alex Housen, the complexity of language learning cognition consists of at least three parts: proposition complexity, discourse interaction complexity, and language complexity [1]. Among them, proposition refers to the semantics expressed in the text, not just the statement itself. The semantic structure of a proposition can be expressed as a “predication structure.” Proposition complexity is a relatively new concept, which has received far less attention than language complexity [22, 23].

Therefore, this paper attempts to analyze the sentence semantic complexity based on the basic proposition. In Section 3, the extraction of predication structures, the acquisition of PSFs, and the calculation method of the universality of PSFs are introduced. In Section 4, the calculation method of sentence semantic universality is introduced. The experimental results are introduced and analyzed in Section 5. Finally, the conclusion and limitations of this study are discussed in Section 6.

3. Universality of PSFs

The calculation method of the universality of PSFs is shown in Figure 1. Based on the results of sentence-based syntactic analysis, the predication structures are extracted layer by layer, and the PSFs are obtained by combining the definition of words in HowNet. All the PSFs of a predicate are clustered to get the universality of the PSFs. In addition, it is necessary to calculate the similarity of PSFs through lexical similarity and sememe similarity in order to cluster PSFs.

3.1. Extraction of Predication Structures. The extraction of predication structures is based on the result of syntactic analysis in the sentence-based treebank [24, 25]. The analysis and annotation of sentences in the sentence-based treebank are in the form of visual diagram, as shown in Figure 2. The horizontal line is the benchmark to observe the sentence layer. The subject, predicate, object, attribute, adverbial, complement, and other sentence components attached to the same horizontal line belong to the same layer. The subject, predicate, and object are located above the line, which are the “main components” of the sentence pattern; the attribute, adverbial, and complement are located below the line, which are the “additional components” of the sentence pattern; for the complex additional components, the syntactic analysis goes deep layer by layer. The annotation results are stored in XML form. The diagram and XML can be transformed in both directions.

Based on the results of sentence-based syntactic analysis, the long horizontal line with predicate component is taken
as the baseline to extract the central word sequence directly related to the predicate. After the central word sequence of each layer is obtained, the predication structures are obtained by splitting and combining multiple predicates, and the process is shown in Figure 2.

It is possible that there are juxtaposed components in the subject or object. At this time, each component needs to be combined with core predicates separately. For example, in the sentence “yán sè, yáng zi dòu bì gāng cái kàn de qí pào háo (The color and style are better than those of the cheongsam I saw just now),” the subject includes juxtaposition, namely, “yán sè (color)” and “yáng zi (style).” The predication structures of layer 0 are “yán sè háo (The color is good)” and “yáng zi háo (The style is good).”

The sentences with multiple predicates need to be split. Table 1 lists the split methods of the compound predicates, joint predicates, linked predicates, and pivotal sentence.

Considering the complexity of Chinese language, sentence components not only are acted by words, but also may contain a new predication structure, which is directly identified by the “VP.” For example, in the predication structure at layer 0 of the sentence “lǐ shì yī jīng zhēng míng tā zhū zhāng huáng quán shì cuò de (The history has proved that he is wrong in claiming imperial power),” “zhēng
3.2. Acquisition of PSFs. Based on HowNet, the predicate structures are transformed into the PSFs. HowNet is a common sense knowledge base, which takes the concepts represented by Chinese and English words as the description object, and reveals the relationship between concepts and their attributes. HowNet defines a word as follows:

1. \( w\text{l} \{ \text{human} | \text{rén} \text{: PersonPro} = \{ \text{1stPerson} | \text{wl} \} \} \)
2. \( w\text{l} \{ \text{specific} | \text{tè ding} \text{: PersonPro} = \{ \text{1stPerson} | \text{wl} \} \} \)

The first sememe in the definition of a word is the basic sememe, which points out the most basic meaning of the concept, such as “wl” referring to “human” or “specific.” The colon is followed by a detailed explanation of the basic sememe.

Combined with the semantic definition of words in HowNet [6], the PSFs can be obtained by abstracting and generalizing the arguments of predicative structures, as shown in Table 2. Each word only takes the first basic sememe of each definition. Since it is impossible to know the exact semantics of each argument, if a word has multiple definitions in HowNet, all definitions in HowNet will be listed here for use in subsequent steps. If the word is not defined in HowNet, the word is used directly.

### Table 2: PSFs.

| Argument 1 | Predicate | Argument 2 | Layer |
|------------|-----------|------------|-------|
| [human] | kàn (look at) | [human] | 0 |
| [human, rén] | wù shēng wù (self) | [inanimate] | |
| [part, bù jìan] | xuê bái (white) | [AppearanceValue] | 1 |
| zhăng zhe (with) | wāi guān zhì (part, bù jìan) | [part] | 1 |

3.3. Sememe Similarity. Sememe similarity is the basis of calculating lexical similarity. Sememe similarity can be obtained by calculating sememe distance [26]. The most classical calculation method is as follows:

\[
\text{sim}(s_1, s_2) = \frac{\alpha}{\text{dis}(s_1, s_2) + \alpha}
\]  

(1)

\( \text{dis}(s_1, s_2) \) is the distance between \( s_1 \) and \( s_2 \) in the sememe tree. If \( s_1 \) and \( s_2 \) are in the same tree, the distance is the sum of the path lengths from \( s_1 \) and \( s_2 \) to their minimum common sememe. If \( s_1 \) and \( s_2 \) are not in the same tree, the distance takes a maximum of 20; \( \alpha \) is an adjustable parameter.

In the above calculation method, the weight of all paths is set to 1, but in HowNet, the difference between the top classes is large; the difference between the bottom classes is small. In view of this situation, [27] not only considers the depth of sememe tree, but also considers the regional density of sememe tree. The calculation method of sememe similarity is as follows:

\[
\text{sim}(s_1, s_2) = \frac{\alpha}{d + \alpha}
\]  

(2)

\[
d = \delta \cdot \frac{\text{dis}(s_1, s_2)}{\text{con}(s_1) + \text{con}(s_2)}
\]

\[
\text{con}(s_i) = \gamma \deep(s_i) + \eta \desi(s_i) \quad (\gamma < \eta\text{ and } \eta = 1),
\]

\[
\desi(s_i) = \frac{\text{nc}(s_i)}{\beta},
\]

where \( \text{dis}(s_1, s_2) \) is the distance between \( s_1 \) and \( s_2 \) in the sememe tree. \( \deep(s_i) \) is the depth of \( s_i \) in the sememe tree, that is, the path length from the root node to the sememe \( s_i \). \( \text{nc}(s_i) \) is the sibling node number of \( s_i \). The parameters are set as follows: \( \alpha = 1.6, \beta = 50, \gamma = 0.3, \eta = 0.7, \delta = 3 \).

3.4. Similarity of PSFs. There may be \( n \) parts (arguments) in a PSF. For two different semantic frameworks of a predicate \( F_1 \) and \( F_2 \), if \( n \) is different, the possibility of similarity is small, and the similarity of the two PSFs is taken as 0. If \( n \) is the same, each framework has \( ar_1, ar_2, \ldots, ar_n \) parts (arguments), and \( \text{sim}(F_1, F_2) \) is determined by the similarity of each part.

\[
\text{sim}(F_1, F_2) = \alpha_{ar_1} \cdot \text{Sim}_{ar_1}(W_{F_1,1}, W_{F_2,1}) + \alpha_{ar_2} \cdot \text{Sim}_{ar_2}(W_{F_1,2}, W_{F_2,2}) + \cdots + \alpha_{ar_n} \cdot \text{Sim}_{ar_n}(W_{F_1,n}, W_{F_2,n})
\]  

(3)
According to Levy, there are two different ways to understand sentences: one is based on memory; the other is based on expectation. Because of the need to complete the timely storage, synthesis, and extraction of input information, it is difficult to understand based on memory [31]. The text that meets reading expectation is relatively easy to understand. For example, the following two sentences have the same number of words, but the premodifiers in the first sentence are juxtaposed, which meet reading expectation and are easy to understand. However, the second sentence is not easy to understand because of its multiple nesting of modifiers [10].

(1) Tài chư đàngvêi de dâ nào hong 9 yuè, géxi 2 qian jiàn, baozheng bái mǐ jíng, guóqing bā il xian de xìngdōng kuìhào xià (25 words; under the slogan of the party committee’s campaign to make a big splash in September, to innovate 2000 pieces, to ensure the 100-meter well and to present gifts on National Day).

(2) duànduándose guányù shàng de zhízhí de lǐshì de zhòngjiào duì yù rén lèi de shìwàng hou de shèngmìng suí cèngjìng qù guó de dàiđù de xǔshù (25 words; a short narrative about the attitudes of various historical religions in the world to human life after death).

Based on the above theory, the sentence semantic complexity can be divided into two parts: the complexity of the main PSFs and the complexity of the additional PSFs. Only by understanding the main PSFs can we grasp the central idea of the sentence. Only by clarifying the additional PSFs can we get a complete understanding of sentence semantics. Different weights are given to PSFs at different layers, and the semantic universality of a sentence \( U_{\text{sen}} \) with \( n \) structures is the synthesis of the universality of PSFs \( u_i \) in every layer.

\[
U_{\text{sen}} = \sum_{i=0}^{n} \alpha_i u_i,
\]

where \( \alpha_i \) is an adjustable parameter, that is, the importance of different PSF, which will be determined later by experiments.

5. Experiments and Discussion

5.1. Experimental Data. 244 volumes of international Chinese textbooks in the sentence-based treebank are selected to obtain the universality of PSFs, which includes 4,695 documents and 91,526 sentences (separated by ‘? ’).

Boya Chinese is selected to complete experiments of sentence semantic complexity. Boya Chinese contains 9
5.2. Universality of PFSs. Based on 91,526 sentences, 231,020 predication structures are extracted. 1,138 predicates with a frequency greater than 20 are clustered. The contour coefficient is used to measure the density and dispersion of the classes, so as to automatically select the number of clusters. The calculation method of the contour coefficient is as follows:

\[
S = \frac{b - a}{\max(a, b)}
\]  

For a predication structure, \(a\) is the average distance from other predication structures in the same category, and \(b\) is the average distance from the predication structures in the different categories closest to it. The overall contour coefficient is the average value of all the contour coefficients. The larger the contour coefficient is, the better the dispersion between classes is; the smaller the contour coefficient is, the worse the clustering effect is.

After clustering, the percentage of a kind of predication structure can be obtained. As shown in Table 4, in the predication structures of “ti gao (improve)”, the first class of predication structures accounts for 6.7%, and the second class of predication structures accounts for 24.6%. Combined with the occurrence frequency of the predicate, the universality of each predication structure can be obtained. For predicates whose frequencies are less than or equal to 20, the universalities of their predication structures are set to 1.

5.3. Sentence Semantic Universality. This paper analyzes the sentence semantic universality of Boya Chinese. At the same time, the setting methods of adjustable parameter in the calculation formula of sentence semantic universality are compared in this experiment.

Method 1: the sentence universality takes the lowest universality of PSFs in the sentence.

\[
\alpha_i = \begin{cases} 
1, & \text{if } \min(u_i), \\
0, & \text{other.}
\end{cases}
\]  

Method 2: if there is only one layer of syntactic structure in a sentence, the weights of all the predication structures are the same; otherwise, the weight of predication structures at the backbone layer is 0.8, and the weight of predication structures at the additional layer is 0.2.

First of all, method 1 is used to set adjustable parameters. Table 5 shows the distribution of sentence semantic universality in textbooks at all levels. It can be seen intuitively that, with the increase of text difficulty, the proportion of sentences with low universality gradually increases, from 26.6% to 82.6%, and the proportion of sentences with high universality is declining sharply.

Method 2 is used to calculate the sentence semantic universality, and the distribution of sentence semantic universality in each textbook is shown in Table 6. From the results in the table, the distribution of sentences with semantic universality between 1 and 20 in the textbooks of Book 1 to Book 9 is not rising steadily. The distribution of sentences with semantic universality more than 1000 has not achieved the expected effect, and the distribution law is not obvious in all levels of textbooks.

In order to compare the difference of sentence semantic universality between the two methods on text difficulty, the relative entropy (KL distance) between adjacent level texts is calculated based on sentence semantic universality. KL distances are shown in Table 7. It can be seen that the sentence semantic universality calculated by Method 1 can better distinguish texts at all levels, and the KL distances between textbook texts at adjacent levels are larger, so Method 1 is used to obtain sentence semantic universality. The effect of Method 2 is not as expected. This may be because the split of the sentence is too detailed when obtaining the predication structures, resulting in the frequencies of synthetic predicates being higher, which affects the calculation of sentence semantic universality. For example, the sentence “wˇı nˇeng qˇu you yˇıng(I can go swimming)” is divided into “wˇı nˇeng(I can),” “wı qˇu(I go),” and “wı you yıng(I swim).” In this case, the frequencies of predicates such as “nˇeng(can)” and “qˇu(go)” have increased a lot.

5.4. Comparative Experiment

5.4.1. Baseline. From the above experiments, it can be seen that when sentence semantic universality is used to represent sentence semantic complexity, sentence semantic complexity has obvious distribution law in all levels of texts (Method 1). The method in this paper closely connects structure and semantic, extracts the predication structures layer by layer based on the results of syntactic analysis, and synthesizes the complexity of the predication structures at all levels of a sentence.

In order to further verify the effectiveness of this method, the following method does not consider sentence structure and only measures the sentence semantic complexity from the diversity of lexical semantics. The calculation method is given as an example below [32].

If there is a dialogue below:

(A) wı de bı bı shı ji· jı de shı xuı, nı de bı bı ne?  
(My dad studies mathematics, what about your dad?).

(B) wı de bı shı shı fı. (My father studies calligraphy).

So, although the structure of the following two sentences is the same, it is clear that the first sentence is easier to understand than the second sentence, because the semantics of “bı bı(daddy)” and “ji· rıen(military)” are the same [32].

(1) wı de bı shı ji· rıen (My father is a soldier).
(2) wı de bı bı shı fı (My father studies calligraphy).
The semantics of each word in the sentences obtained from HowNet are as follows (because the semantic classification dictionary in [32] cannot be obtained, we count the number of semantic categories in the sentence based on HowNet):

Table 3: Boya Chinese.

| Title             | Character | Level   | Chapter | Sentence | Average of character in a sentence | Average of word number in a sentence |
|-------------------|-----------|---------|---------|----------|------------------------------------|--------------------------------------|
| Boya Chinese 1    | 5876      | Primary | 66      | 1075     | 12.244                             | 7.46                                 |
| Boya Chinese 2    | 7259      |         |         |          |                                    |                                      |
| Boya Chinese 3    | 11560     |         |         |          |                                    |                                      |
| Boya Chinese 4    | 17390     | Intermediate | 67     | 2549     | 24.774                             | 14.519                               |
| Boya Chinese 5    | 14475     |         |         |          |                                    |                                      |
| Boya Chinese 6    | 28344     |         |         |          |                                    |                                      |
| Boya Chinese 7    | 26421     |         |         |          |                                    |                                      |
| Boya Chinese 8    | 27955     | Advanced | 48     | 2942     | 27.002                             | 15.035                               |
| Boya Chinese 9    | 34942     |         |         |          |                                    |                                      |

Table 4: Predication structures.

| Class | Argument 1 | Predicate | Argument 2 | %       |
|-------|------------|-----------|------------|---------|
| 1     | tā(it)     | tì gào(improve) | lì yòng lǜ(utilization rate) | 6.7     |
| 2     | tì gào(improve) | dān chán(per unit yield) | 6.7     |
| 3     | tì gào(improve) | chán liàng(yield) | 6.7     |
| 4     | tì gào(improve) | jǐng tì(alert) | 6.7     |
| 5     | jìe jìng(shortcut) | tì gào(improve) | shòu shì lǜ(viewing rate) | 6.7     |
| 6     | dì shòu rè jiè cèng(low income class) | tì gào(improve) | shèng huò shū ping(living standard) | 24.6    |
| 7     | tì gào(improve) | shè huì di wèi(social position) | 24.6    |
| 8     | tì gào(improve) | rèn qiú sū zhì(population quality) | 24.6    |
| 9     | tì gào(improve) | màn yì dù(satisfaction) | 24.6    |
| 10    | tì gào(improve) | nèng lì(ability) | 24.6    |
| 11    | tì gào(improve) | shèng huò zhì liàng(quality of life) | 24.6    |
| 12    | tì gào(improve) | sū zhì(quality) | 24.6    |

Table 5: Distribution of sentence semantic universality in each textbook (Method 1).

| Textbook | 1–20 (%) | 21–100 (%) | 101–200 (%) | 201–300 (%) | 301–400 (%) | 401–1000 (%) | >1000 (%) |
|----------|----------|------------|-------------|-------------|-------------|--------------|-----------|
| 1        | 26.60    | 29.40      | 8.20        | 5.60        | 1.80        | 7.80         | 20.60     |
| 2        | 52.00    | 25.26      | 7.37        | 5.26        | 0.42        | 2.74         | 6.95      |
| 3        | 60.89    | 22.67      | 5.56        | 4.00        | 0.44        | 2.00         | 4.44      |
| 4        | 69.01    | 20.13      | 2.08        | 2.40        | 0.48        | 2.40         | 3.51      |
| 5        | 72.77    | 14.19      | 2.97        | 1.37        | 0.23        | 2.75         | 5.72      |
| 6        | 80.02    | 10.10      | 1.72        | 1.29        | 0.43        | 1.72         | 4.73      |
| 7        | 76.75    | 10.72      | 2.30        | 1.70        | 0.40        | 1.20         | 6.91      |
| 8        | 78.68    | 10.98      | 2.00        | 1.27        | 0.18        | 1.91         | 4.99      |
| 9        | 82.60    | 10.18      | 1.13        | 0.14        | 0.42        | 1.41         | 4.10      |

Table 6: Distribution of sentence semantic universality in each textbook (Method 2).

| Textbook | 1–20 (%) | 21–100 (%) | 101–200 (%) | 201–300 (%) | 301–400 (%) | 401–1000 (%) | >1000 (%) |
|----------|----------|------------|-------------|-------------|-------------|--------------|-----------|
| 1        | 10.20    | 19.20      | 11.60       | 8.40        | 3.00        | 19.00        | 28.60     |
| 2        | 13.26    | 21.47      | 13.89       | 9.05        | 5.26        | 19.37        | 17.68     |
| 3        | 12.89    | 23.48      | 11.56       | 7.78        | 6.44        | 24.67        | 14.67     |
| 4        | 14.87    | 17.62      | 9.27        | 7.67        | 7.19        | 22.68        | 17.25     |
| 5        | 12.46    | 17.83      | 8.92        | 5.69        | 4.73        | 20.62        | 19.55     |
| 6        | 23.85    | 18.84      | 7.72        | 6.51        | 4.61        | 19.54        | 18.94     |
| 7        | 19.51    | 16.88      | 9.98        | 5.54        | 4.26        | 23.96        | 19.87     |
| 8        | 24.05    | 18.39      | 6.79        | 4.81        | 5.23        | 18.53        | 22.21     |

Table 7: KL distances between textbooks of adjacent level.

| Text              | Method 1 | Method 2 |
|-------------------|----------|----------|
| Primary & intermediate | 0.10832 | 0.011571 |
| Intermediate & advanced | 0.00822 | 0.005318 |
5.4.2. Results. The summary of semantic complexity of sentences in Boya Chinese textbooks is shown in Table 8. The sentence complexity metrics obtained by the method in [32] and the method proposed in this paper are different. Using the method in [32], the representation of the sentence semantic complexity is ratio, the minimum is 0.5, the maximum is 12, and the median is 2.42. The representation of the sentence semantic complexity in this paper is frequency, with a median of 7.45.

In order to compare the two methods, the mapping functions of sentence semantic complexity are constructed firstly, and the sentence semantic complexity is divided into 1–6. The larger the value is, the more difficult the sentence is. After statistics and analysis of the distribution of sentence semantic complexity, the constructed mapping functions are shown in Table 9 (it should be noted that, after the analysis of the sentences in texts, it is found that the diversity of lexical semantics is less in the sentences of the more difficult texts, so monotonic decreasing function is also constructed).

The two methods are used to analyze the texts in the textbooks (Boya Chinese) and calculate the average, standard deviation, and confidence interval of the sentence semantic complexity of each level of text (assuming that the distribution of sentence difficulty in each level of text follows Gaussian distribution, a 95% confidence interval is constructed). The results are shown in Table 10. It can be seen that as the difficulty of the text increases, the average of the sentence semantic complexity obtained by the two methods increases, but relatively speaking, the sentence semantic complexity obtained by the method proposed in this paper is better distinguished in all levels of text.

Due to the lack of Chinese sentence complexity tagging corpus, Pearson correlation coefficient is used to analyze the correlation between sentence semantic complexity and the text level. The results are shown in Table 11. The correlation coefficient of the method proposed in this paper is 0.31, which is significantly improved compared with the method of [32]. By constructing $T$ to analyze the significance of correlation coefficient, $T$ is not within the critical value ($-2.33 < T < 2.33$), which indicates that there is a significant positive correlation between sentence semantics complexity and the text level at 99% confidence level.

The effect of measurement method based on predicate semantic frameworks is better than that only considering the number of semantic categories in sentences. The reason should be that the measurement method based on PSFs combines structure and semantics and takes predication structure as semantic unit, which not only measures the semantic collocation relationship and quantity between sentence elements from a horizontal perspective, but also examines the hierarchical system and the primary secondary relationship from a vertical perspective. It is a comprehensive analysis of the number and nature of elements in a language system, as well as the number of connections between these different elements.

---

**Table 8: Sentence semantic complexity in Boya Chinese.**

| Level of text | Paper [32] | This paper |
|---------------|------------|------------|
| Min           | 0.50       | 1.00       |
| 1/4 quantile  | 1.95       | 2.09       |
| Median        | 2.42       | 7.45       |
| 3/4 quantile  | 3.00       | 29.73      |
| Max           | 12.00      | 5285.50    |

**Table 9: Mapping functions.**

| Method | $f_1(a)$ | $f_2(a)$ |
|--------|----------|----------|
| Paper  | 0.11     | 0.31     |
| This   | 0.11     | 0.31     |

**Table 10: Comparison of sentence semantic complexity.**

| Method          | Level of text | Average | Standard deviation | Confidence interval |
|-----------------|---------------|---------|--------------------|---------------------|
| Paper [32]      | Primary       | 3.10    | 1.54               | [3.01,3.20]         |
|                 | Intermediate  | 3.38    | 1.45               | [3.32,3.43]         |
|                 | Advanced      | 3.57    | 1.47               | [3.51,3.62]         |
| This paper      | Primary       | 2.43    | 1.43               | [2.34,2.52]         |
|                 | Intermediate  | 3.76    | 1.63               | [3.70,3.83]         |
|                 | Advanced      | 4.10    | 1.62               | [4.04,4.16]         |

**Table 11: Correlation analysis of sentence semantic complexity and the text level.**

| Parameters                | Paper [32] | This paper |
|---------------------------|------------|------------|
| Pearson correlation coeff. | 0.11       | 0.31       |
| $T$                        | 26.03      | 43.81      |
| Critical value (99%)       | 2.33       | 2.33       |

...
6. Conclusion

Based on the results of sentence-based syntactic analysis, this paper extracts the predication structures and converts the predication structures into PSFs. The spectral clustering method is used to cluster the semantic frameworks of each predicate to obtain their universality. Then according to the number and importance of PSFs at different layers of the sentence, the sentence semantic universality is obtained. Experiments show that the sentence semantic universality can well reflect the sentence semantic complexity. Furthermore, the method is compared with the method that only considers the semantic categories of words in the sentence. Experimental results show that the proposed method in this paper can effectively measure the sentence semantic complexity.

In this paper, the universality of PSFs is only considered from the collocation universality of subject, object, and predicate, ignoring the relationship between adverbial, complement, and predicate. However, adverbial is the grammatical component that modifies the predicate, and complement is the component that complements and explains the predicate. They are closely related to the predicate. In addition, a predication structure is a reflection of the basic propositional semantic of the sentence. In addition to the basic propositional semantic, the sentence semantics also contain the superpropositional semantics, such as modal semantic, tense and aspect semantic, and degree semantic, which will be considered in the subsequent work.
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