Spectroscopic observation of the crossover from a classical Duffing oscillator to a Kerr parametric oscillator
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We study microwave response of a Josephson parametric oscillator consisting of a superconducting transmission-line resonator with an embedded dc-SQUID. The dc-SQUID allows to control the magnitude of a Kerr nonlinearity over the ranges where it is smaller or larger than the photon loss rate. Spectroscopy measurements reveal the change of the microwave response from a classical Duffing oscillator to a Kerr parametric oscillator in a single device. In the single-photon Kerr regime, we observe parametric oscillations with a well-defined phase of either 0 or \(\pi\), whose probability can be controlled by an externally injected signal.

I. INTRODUCTION

A parametric oscillator is a driven oscillator, in which the resonance frequency is modulated typically at twice of it with a modulation amplitude larger than a threshold \([1, 2]\). This modulation called a parametric pump induces a self-oscillating state, which can be either of two states with an equal amplitude and a phase of 0 or \(\pi\). The amplitude of the self-oscillating state is usually saturated by dissipation such as one- and two-photon losses or nonlinearity such as the Kerr effect, where the Kerr effect shifts the resonance frequency as the amplitude increases. Parametric oscillators are implemented and utilized in a variety of physical systems \([3, 5]\), especially in the classical regime, where the nonlinearity is much smaller than the photon loss rate out of the oscillator mode. For example, parametric oscillators formed by a nonlinear LC circuit were used as a building block of digital computers known as a parametron \([6]\), and optical parametric oscillators formed by a nonlinear crystal are widely used as a tunable light source \([7]\). Furthermore, parametric oscillators operated below the pump threshold serve as a parametric amplifier, which is now an indispensable tool in the field of superconducting quantum information processing \([8]\). There are also superconducting parametric oscillators with different operational modes such as nondegenerate oscillations \([9, 10]\), period-tripling subharmonic parametric oscillations \([11, 12]\).

Recently, there has been growing interest in a parametric oscillator in the single-photon Kerr regime, a Kerr parametric oscillator (KPO) \([13]\), where the magnitude of the Kerr nonlinearity is larger than the photon loss rate and therefore the Kerr effect is visible at the single-photon level \([14]\). The KPOs have a wide range of potential applications such as deterministic generation of Schrödinger cat state by adiabatic pumping in a single KPO \([13, 15, 16]\) and quantum computation in a network of KPOs \([13, 15, 17, 23]\). This regime has also been studied experimentally using trapped ions \([24]\) and superconducting circuits \([25, 26]\). In the latter system, a Kerr-type nonlinearity is realized with Josephson junctions. Superconducting resonators with a Kerr nonlinearity larger than the photon loss rate (but not as large as those of transmon qubits) have also been studied from the view points of quantum simulation \([27]\), switching between dynamical states \([28, 29]\) and an error-protected qubit encoded in an oscillator \([26]\). As pointed out in Ref. \([29]\), this regime is relatively unexplored, and understanding the crossover between the classical and quantum regimes is important both in the theoretical and application points of view.

In the present paper, we study microwave response of a superconducting transmission-line resonator with a Kerr nonlinearity realized by an embedded dc-SQUID, which works as a parametric oscillator called as a Josephson parametric oscillator (JPO). We design the device such that the magnitude of the Kerr nonlinearity can be smaller or larger than the photon loss rate depending on the flux bias for the dc-SQUID, which allows us to observe in a single device a significant difference in the microwave response between the classical Duffing-oscillator regime and the KPO regime. In the single-photon Kerr regime, we also observe parametric oscillations with a well-defined phase of either 0 or \(\pi\), which can potentially be utilized for applications in quantum information processing.
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The JPO behaves as a non-linear oscillator described by the following Hamiltonian,

$$\mathcal{H}/\hbar = \omega_0 f(s) a^\dagger a + \frac{K(f)}{2} a^\dagger a^\dagger a a,$$

where $a$ is the photon annihilation operator for the fundamental mode of the JPO, and $\omega_0(f)$ and $K(f)$ are respectively the resonance frequency and the negative Kerr non-linearity periodically dependent on the flux bias. In the range $0 < f < 0.5$, $\omega_0(f)$ decreases monotonically since the flux enhances the linear inductance of the SQUID, while $|K(f)|$ increases with $f$ due to the enhancement of the inductance participation ratio of the SQUID \[31\]. The loss rates $\kappa_e$ and $\kappa_i$ are only weakly dependent on $f$. We designed our JPO such that $|K|$ can be smaller or larger than the total loss rate $\kappa_{\text{tot}} \equiv \kappa_e + \kappa_i$ depending on $f$.

III. SPECTROSCOPY MEASUREMENTS

We evaluate the Kerr nonlinearity of the JPO by two types of measurements called one-tone and two-tone spectroscopies [Fig. 1(b)]. In the one-tone spectroscopy, the reflection coefficient $\Gamma$ of the JPO is measured as a function of the frequency $\omega_p$ (or detuning from the resonance frequency, $\Delta \omega_p \equiv \omega_p - \omega_r$) and the drive power $P_d$ of the probe microwave by using a vector network analyzer. In the two-tone spectroscopy, another microwave tone called drive at a fixed frequency $\omega_d = \omega_r$ is added, and $\Gamma$ is measured as a function of the probe-tone frequency $\omega_p$ (or $\Delta \omega_p$) and the drive power $P_d$. Hereinafter, the powers of various tones are specified at the relevant ports on the sample chip.

In the Duffing-oscillator regime ($|K| < \kappa_{\text{tot}}$), the energy-level discreteness is obscured by $\kappa$, and the Kerr nonlinearity can be deduced from probe-power-dependent continuous shifts of the resonance frequency \[32\]. In the single-photon Kerr regime ($|K| > \kappa_{\text{tot}}$), on the other hand, the Kerr nonlinearity can be spectroscopically extracted as a discrete shift of the transition frequency as shown below, which is less sensitive to probe-power calibration compared to a method using ac Stark shift \[33\] \[34\].

A. Spectroscopy under different flux biases

Figure 2(a) shows the one-tone spectrum measured at a flux bias close to zero ($f = 0.00$), where we see $\omega_i$ decreases continuously and monotonically with $P_d$. This behavior is typical for a classical Duffing oscillator with a negative Kerr nonlinearity \[1\] \[2\]. The observed spectrum is well reproduced by the simulation shown in Fig. 2(b), where we numerically determine the stationary amplitude of the JPO resonator with the Hamiltonian of Eq. (1) and calculate the reflection coefficient of the probe microwave based on the input–output theory.

FIG. 1. (a) Schematic circuit diagram. The blue elements show the JPO, where two rectangles next to the dc-SQUID represent quarter-wavelength CPWs. (b) Energy-level diagram of the JPO, illustrating the schemes to determine the Kerr nonlinearity $K$ experimentally in the single-photon Kerr regime. Only the lowest three levels are shown. The red and green arrows show the probe ($\omega_p$) and drive ($\omega_d$) tones used in the spectroscopy measurements, respectively, where $\omega_d$ is fixed at $\omega_{1d}$ and $\omega_p$ is swept. The left row of arrows depicts the two-photon absorption process at $\omega_p = \omega_{12}/2$ in the one-tone spectroscopy, while center row of arrows shows the resonant transition at $\omega_p = \omega_{12}$ in the two-tone spectroscopy.

II. DEVICE

Figure 1(a) shows the circuit diagram of the JPO studied in this paper. The JPO is composed of a half-wavelength coplanar waveguide (CPW) resonator interrupted by a dc-SQUID at the center of the resonator. The critical current $I_c$ of each Josephson junction in the SQUID is estimated to be 1.0 $\mu$A from the room-temperature resistance of a test structure on the same chip. The CPW resonator is designed to be 4.614-mm long and is coupled to a feed line via an input capacitor $C_1$ of 3.4 fF. The other end of the resonator is connected to the ground via a shunt capacitor $C'_1$ of 3.3 fF. The dc-SQUID is inductively coupled to a pump line, through which a dc current and a pump microwave are applied to control the resonance frequency of the JPO and to induce a parametric oscillation, respectively (see Appendix A for more details on the device). The JPO is cooled below 10 mK in a dilution refrigerator.

The resonance frequency $\omega_r$ and the external and internal loss rates $\kappa_e$ and $\kappa_i$ of the JPO are evaluated by fitting the reflection coefficient of the JPO with the input–output theory \[30\]. At almost zero flux bias, $f \equiv \Phi_{\text{ex}}/\Phi_0 = 0.00$, where $\Phi_{\text{ex}}$ is magnetic flux in the SQUID loop and $\Phi_0$ is the flux quantum, we obtain $\omega_r/2\pi = 11.742$ GHz, $\kappa_e/2\pi = 0.85$ MHz and $\kappa_i/2\pi = 1.01$ MHz.
Probe detuning \( \frac{p}{2} (\text{MHz}) \) (a), (b) A simulation. The horizontal axes show the probe power \( P_p \). The vertical axes show \( \Delta \omega_p = \omega_p - \omega_i \), the detuning of the probe tone from the resonance frequency of the JPO in the low probe-power limit (\( P_p = -156 \text{ dBm} \)). The color scale shows the amplitude of the reflection coefficient, which is normalized to unity in the off-resonant region. In the simulation, the Kerr nonlinearity \( K(0.00) \) and the probe power \( P_p \) are treated as fitting parameters.

(see Appendix B for details). In the calculation, we used the parameters \( \omega_i, \kappa_i, \) and \( \kappa_i \), which are determined from the reflection coefficient measurement in the low probe-power limit, while \( K \) and \( P_p \) are treated as fitting parameters. The fitted probe power is consistent with the measurement of the line attenuation within the precision of 2 dB. The Kerr nonlinearity \( |K(0.00)|/2\pi \) is determined to be 0.45 MHz, which is lower than the total loss rate \( \kappa_{\text{tot}}/2\pi = 1.86 \text{ MHz} \) at \( f = 0.00 \) and is consistent with the observed behavior of a classical Duffing oscillator.

The magnitude of the Kerr nonlinearity can be enhanced by applying a flux bias to the SQUID. Figures 3(a) and 3(c) show the spectra of the one-tone and two-tone spectroscopies at \( f = 0.31 \), respectively, where \( \omega_i/2\pi, \kappa_i/2\pi \) and \( \kappa_i/2\pi \) are measured to be 11.019 GHz, 0.57 MHz, and 0.34 MHz, respectively. In the one-tone spectroscopy shown in Fig. 3(a), we observe a dip at \( \omega_i \) in the weak power regime. The frequency and depth of the dip do not depend on the probe power because the mean photon number in the resonator is much smaller than unity, and the resonator is in the linear response regime. The dip at \( \omega_i \) disappears due to absorption saturation as we increase \( P_p \) to \( \sim -140 \text{ dBm} \), where the population of the \( |1\rangle \) state is comparable to that of the \( |0\rangle \) state and the oscillator strength of the \( |0\rangle \)-to-\( |1\rangle \) transition decreases to zero. At \( P_p \sim -140 \text{ dBm} \), we observe the two-photon absorption for the transition between the Fock states \( |0\rangle \) and \( |2\rangle \) at \( \omega_{02}/2 = \omega_i + K/2 \) [Fig. 2(a)] (The three and four-photon absorptions at \( \omega_i + K \) and \( \omega_i + 3K/2 \) are also visible in the higher power region [dashed arrows in Fig. 3(a)])). We determine \( |K(0.31)|/2\pi \) to be 3.0 MHz from the center frequency of the two-photon absorption dip in the power region where the two-photon absorption is stronger than the \( \omega_01 \) transition [vertical dashed line in Fig. 3(a)]. The frequency of the two-photon absorption slightly decreases with \( P_p \) due to Rabi splitting caused by the mixing of \( |0\rangle, |1\rangle \) and \( |2\rangle \) states, which leads to the uncertainty in the estimation of the Kerr nonlinearity.

In the two-tone spectroscopy shown in Fig. 3(c), the dip at \( \omega_i \) is also independent of drive power in the low-power regime (\( P_d \lesssim -140 \text{ dBm} \)). Contrary to the one-tone spectroscopy, the dip splits into two branches as we increase \( P_d \), where the strong drive mixes \( |0\rangle \) and \( |1\rangle \) states to form dressed states (Rabi splitting: see Appendix D). The higher- and lower-frequency branches show amplification and attenuation of the probe, respectively. These are caused by the difference in the population of the dressed states (see Appendix B). In the region with \( P_d \gtrsim -140 \text{ dBm} \), the drive tone populates the \( |1\rangle \) state and the transition between \( |1\rangle \) and \( |2\rangle \) states is directly observed as an absorption at \( \omega_{12} = \omega_i + K \). The dip also splits into two absorption branches, which corresponds to the transition from the dressed states composed of \( |0\rangle \) and \( |1\rangle \) to the less populated \( |2\rangle \)-like state. We determined \( |K(0.31)|/2\pi \) to be 2.6 MHz \( \sim 2\kappa_{\text{tot}} \) from the center frequency of the absorption just above the drive power, at which the \( \omega_{12} \) transition becomes stronger than that of \( \omega_01 \) [vertical dashed line in Fig. 3(c)]. The small discrepancy in \( |K(0.31)| \) between the one-tone and two-tone spectroscopies is probably due to the small \( K \), which is comparable to \( \kappa_{\text{tot}} \) at this flux bias, and to the weak but finite power dependence of the frequencies of the two-photon absorption and the \( \omega_{12} \) transition.

Figures 3(b) and 3(d) show the spectra at even higher \( f = 0.40 \), where \( \omega_i/2\pi, \kappa_i/2\pi \) and \( \kappa_i/2\pi \) are measured to be 10.015 GHz, 0.74 MHz and 0.72 MHz, respectively. Reflecting the larger \( K \), the dip for the two-photon absorption in one-tone spectroscopy [Fig. 3(b)] and for the \( |1\rangle \)-to-\( |2\rangle \) transition in two-tone spectroscopy [Fig. 3(d)] are more clearly separated from the dip at \( \Delta \omega_p = 0 \). From the spectra, \( |K(0.40)|/2\pi \) is determined to be 11 MHz, which is roughly 8 times as large as \( \kappa_{\text{tot}} \) and well in the single-photon Kerr regime.

The observed one-tone spectra are very different from those at \( f = 0.00 \) shown in Fig. 2 reflecting the discreteness of the energy levels of the JPO. It is worth mentioning that analogous variation from continuous to discrete spectra is observed in the ac Stark shift of a superconducting qubit in the weak- and strong-dispersive limits, although not in a single device (36, 37).

In Figs. 3(a’)-(d’), we show the simulated spectra corresponding to Figs. 3(a)-(d), respectively. In the calculation, the parameters \( \omega_i, \kappa_i, \) and \( K \) are determined by the spectroscopy measurements. The microwave powers are estimated by the fitting at \( f = 0.00 \) [Fig. 2(b)] and the independently measured frequency dependence of the line attenuation (with the overall precision of 2 dB). Therefore, there are no adjustable parameters in the simulation. The simulated spectra reproduce the experimental results very well, confirming that the change of the spectroscopy data at different \( f \) is caused by the change of the relation of \( \kappa_{\text{tot}} \) and \( |K| \).
B. Flux-bias dependence of Kerr nonlinearity

Figure 3(a) shows the flux-bias dependence of ωr. The measured ωr is well fitted by the theoretical calculation based on the equivalent-circuit model of a distributed-element resonator [31]. In the calculation, we used the phase velocity of 0.398c (c is the speed of light) and the characteristic impedance of 49.8 Ω, which are determined from an independent measurement of a test CPW resonator. Regarding the SQUID as a linear inductor in parallel with a junction capacitance, we solve the transcendental equation for the distributed-element resonator to obtain the frequency of the fundamental resonance mode. From the calculation, Ic of each Josephson junction in the SQUID is determined as a fitting parameter to be 0.93 μA, which is roughly consistent with the room-temperature resistance of a test junction on the same chip. As discussed below, the theoretical model also allows us to calculate the Kerr nonlinearity by taking into account the nonlinearity of the Josephson junctions at the lowest order [31].

Figure 3(b) shows |K| and κtot as a function of f. The loss rate κtot is obtained by fitting the reflection coefficient with the input–output theory in the low probe-power limit. It is only weakly dependent on f, except around f = 0.2, where the JPO is in resonance with a flux-independent spurious mode at 11.46 GHz. We attribute the mode to the chip mode. The Kerr nonlinearity K is evaluated from the spectroscopy data. In the classical regime (f ≤ 0.3), K is determined by fitting the measured probe-power dependence of ωr to the simulated one in the same way as in Fig. 2. The systematic uncertainties in the measured nonlinearity are given by the uncertainty in the power calibration of the probe tone (2 dB). In the single-photon Kerr regime (f > 0.3), on the other hand, K is determined from the frequency of the two-photon absorption dip in the one-tone spectroscopy or from the resonance at ωj2 in the two-tone spectroscopy. The uncertainties in K are evaluated by their dependence on the probe or drive powers, which are caused by Rabi oscillation. The magnitudes of K estimated by the one-tone and two-tone spectroscopy are consistent with each other within the systematic uncertainties. As seen in the figure, |K| is roughly equal to κtot at f = 0.27, and is controllable over a wide range from smaller to larger than κtot in a single device. This allows us to observe the change of spectra between the classical and single-photon Kerr regimes.

The solid curve in Fig. 3(b) represents the theoretical prediction of the Kerr nonlinearity using the critical current of the SQUID, which is obtained in the fitting of Fig. 3(a). It reproduces K reasonably well as a function of f in the small f region (f < 0.35) within the uncertainties of |K|. Small systematic deviation between theory and the experiment is possibly due to our choice of the initial value in the fitting.

At higher f, experimentally obtained |K| becomes systematically higher than the theoretical prediction, possibly because the approximation of the theoretical model, which considers only the lowest nonlinearity, is not valid.
FIG. 4. (a) Flux-bias dependence of the resonance frequency $\omega_0$ of the JPO. Solid circles represent the measured $\omega_0$, while the solid curve represents the theoretical calculation fitted to the data. (b) Flux-bias dependence of the Kerr nonlinearity $|K|$ and total photon loss rate $\kappa_{\text{tot}}$. Blue crosses show $|K|$ estimated by the one-tone spectroscopy in the classical regime, while green squares and red circles respectively show $|K|$ measured by the one-tone and two-tone spectroscopies in the single-photon Kerr regime. The error bars of measured nonlinearities in the classical regime represent systematic uncertainties due to the power calibration (2 dB). The error bars in the single-photon Kerr regime are determined from the power dependence of the transition frequency of the two-photon absorption (one-tone) and $\omega_{12}$ (two-tone). The triangles show the measured $\kappa_{\text{tot}}$. Solid curve shows the theoretical calculation of $|K|$ using the critical current of Josephson junctions, which is determined by the fitting shown in (a).

in the region $f \sim 0.5$ where the effective critical current of the SQUID becomes smaller.

IV. PARAMETRIC OSCILLATION IN THE SINGLE-PHOTON KERR REGIME

In this section we investigate the property of parametric oscillations in the single-photon Kerr regime at $f = 0.40$, which is important for applications of JPO in quantum information processing such as quantum annealing [13]. In order to fix the pump frequency and amplitude for the time-domain measurements, we first measured the dependence of the parametric oscillation on the frequency $\omega_m$ and pump power $P_m$ by using a continuous pump microwave and a spectrum analyzer. We observed the highest output power of the parametric oscillation, $P_o = -122$ dBm, which corresponds to the mean photon number in the resonator of $n_o = P_o/(\hbar \omega_0 \kappa_o) = 20$ at $\omega_m/2\pi = 19.797$ GHz and $P_m = -75$ dBm. The half of the pump frequency is negatively detuned from $\omega_0/2\pi$ by $\sim 120$ MHz possibly due to pump-induced shift of resonance frequency. Further investigation is required to clarify the cause of the large detuning quantitatively.

By fixing the amplitude and the frequency of the pump in this way, we performed the time-domain measurement using a pulsed pump. A pulsed pump tone is applied, and the output signal is recorded in the heterodyne measurement with the pulse sequence shown in Fig. 5(a) without a locking signal. Figure 5(b) shows the histogram of the output signal plotted in the in-phase and quadrature (IQ) plane. We observe two equally distributed peaks with an equal amplitude and different phases shifted by $\pi$, which is the indication of parametric oscillations [53,59].

We further checked the controllability of the distribution of these states by applying an external locking signal [40]. The locking signal with half a pump frequency and a power of $P_s = -89$ dBm at the device is injected from the feed line of the JPO and is turned off during the pump. The output signal from the JPO is integrated after the locking signal is turned off [Fig. 5(a)]. Figure 5(c) shows the histogram of the phase of the JPO output as a function of the relative phase between the locking signal and the pump. It is clearly seen that the probability distribution of the output states depends on the relative phase, indicating that the probability of having 0 or $\pi$ state can be controlled by the phase of the locking signal. The locking error is $\sim 1\%$, which we attribute to the switching of the output state during the readout. As the input signal power decreases, the locking error increases (See Appendix F). The input signal power of $-89$ dBm required to achieve the minimum phase lock error of 1% corresponds to the mean photon number of $4P_m\kappa_e/(\hbar \omega_0 \kappa_e^2) = 4 \times 10^4$, which is $O(10^4)$ times higher than the previous study using a JPO in the classical regime [40]. It is probably due to the large nonlinearity of the JPO and the large oscillation amplitude at the operation point of the time-domain measurement, which result in a large potential barrier between the oscillation states $|\alpha\rangle$. The locking signal manipulates the probability distribution of the oscillation states by tilting the metapotential of JPO, and the signal strength required for this manipulation depends on the height of the potential barrier. The locking signal strength required to overwhelm the potential barrier is proportional to $(K/\kappa)^2 \alpha^6$ (see Appendix E for details). In the present experiment, the estimated value is $O(10^4)$ times higher than that of the previous study [40], which is consistent with the experiment. The estimated value is also $\sim 600$ higher than that of the KPO studied in Ref. [25] due to the large oscillation amplitude $\alpha$, which indicates that the oscillation amplitude should be weakened to reduce the required locking signal strength.
V. CONCLUSION

We have performed spectroscopy measurements in a JPO with a controllable Kerr nonlinearity, which cover both classical and single-photon Kerr regimes of a nonlinear oscillator. The measured spectra show a distinct difference between the two regimes and are well reproduced by numerical simulations. In the single-photon Kerr regime, we have also observed parametric oscillations with a well-defined phase of either 0 or π, whose probability can be controlled with an externally injected signal. The signal strength required to achieve the phase locking is orders of magnitude higher than that of previous studies.

The present work is an important step towards applications of JPO in quantum information processing. Although we focused on the spectroscopic behavior in the crossover regime here, other properties such as the stability of the parametric oscillation and the switching rate between the two oscillation states in the crossover regime are also important and relatively unexplored. The present system provides a platform to study those properties, which will be an interesting topic for the future study.
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Appendix A: Device details

Figure A1 shows an optical image of the chip containing the JPO studied in this paper. The coplanar waveguide resonator is etched from a 100-nm thick Nb film sputtered on a 380-µm thick high-resistivity Si substrate, and the SQUID is fabricated by shadow evaporation of Al after cleaning the Nb surface by Ar ion milling.

The chip contains two JPOs which are coupled by a 0.6-fF capacitor denoted as \( C_c \) in the center of the picture. As seen in the inset for \( C_c \), each end of the resonators is also connected to the ground by a capacitance \( C' \) in the main text), which is estimated to be 3.3 fF. We studied the JPO on the right-hand side in this paper, while keeping the left-hand side JPO far detuned.

Appendix B: Dilution refrigerator setup

Figure B1 shows the schematic of the setup in the dilution refrigerator. The sample is installed inside a magnetic shield and thermally anchored to the mixing chamber with a base temperature less than 10 mK. The input and pump lines are 50–Ω rf coaxial cables equipped with attenuators thermally anchored to each stage of the dilution refrigerator to reduce the thermal noise from the room-temperature environment. The probe microwave is injected into the sample via a circulator to separate the input and output. The output is filtered with a low-pass filter (LPF) and a bandpass filter (BPF), and then amplified with a cryogenic high electric mobility transistor (HEMT) amplifier. The pump line is combined with the...
FIG. A1. Optical image of the JPO chip. The chip contains two JPOs, and the JPO on the right-hand side is studied in the paper. The insets show magnified views around the SQUID and capacitors.

FIG. B1. Schematic of the setup in the dilution refrigerator. The horizontal gray lines show the thermal stages of the fridge. The rectangles with a number inside represent fixed attenuators with corresponding attenuation in units of dB. The rectangles with a circular and straight arrows inside represent a circulator and an isolator, respectively. LPF and BPF mean a low-pass and a band-pass filters, respectively.

DC current line by a bias tee, which is connected to the pump port of the JPO.

Appendix C: Theory for the simulation of spectroscopy experiments

In this section, we discuss the theoretical model to simulate the one-tone and two-tone spectroscopy experiments shown in the main text. We consider a model presented in Fig. C1. A nonlinear resonator with the resonance frequency of $\omega_r$ and the Kerr nonlinearity $K$ is probed by an external signal via the signal port, which is a semi-infinite waveguide coupled to the resonator with the coupling (or decay) rate of $\kappa_e$. We denote the amplitudes of the input and output signals by $E_{in}(t)$ and $E_{out}(t)$, respectively. The fictitious loss port coupled to the resonator with the coupling rate of $\kappa_i$ is assumed additionally to model the internal loss. The loss rates can be written as $\kappa_e = \omega_r/Q_e$ and $\kappa_i = \omega_r/Q_i$, respectively, where $Q_e$ and $Q_i$ are the external and internal quality factors of the resonator, respectively.

The Hamiltonian of the system can be represented as follows,

$$H = H_{sys} + H_{sig} + H_{loss},$$

$$H_{sys}/\hbar = \omega_r a^\dagger a + \frac{K}{2} a^\dagger a a^\dagger a,$$

$$H_{sig}/\hbar = \int dk \left[ v_k b_k^\dagger b_k + \sqrt{2 \hbar \nu_e / 2\pi} \left( a^\dagger b_k + b_k^\dagger a \right) \right],$$

$$H_{loss}/\hbar = \int dk \left[ v_c c_k^\dagger c_k + \sqrt{2 \hbar \nu_i / 2\pi} \left( a^\dagger c_k + c_k^\dagger a \right) \right],$$

where $a$ is the annihilation operator of the fundamental mode of the resonator, $b_k$ and $c_k$ are the annihilation operators of plane-wave modes of the signal and fictitious loss ports with a wavenumber of $k$, respectively, and $v_k$ and $v_c$ are the phase velocities of the corresponding ports. The annihilation operators have the following commutation relations, $[a,a^\dagger] = 1$, $[b_k, b_{k'}^\dagger] = \delta(k - k')$ and $[c_k, c_{k'}^\dagger] = \delta(k - k')$.

From the Heisenberg equations of motion for $b_k$, we...
In order to simplify the formal solution, we introduce the probe (drive) tone, respectively. The amplitude of freedom commute with each other. For example, \( \kappa \) \( \theta \) \( \theta \) \( \theta \)

The equation can be solved formally as follows,

\[
\frac{db_k(t)}{dt} = \frac{i}{\hbar}[\mathcal{H}, b_k(t)]
\]

\[
= -i\nu_k k b_k(t) - i \sqrt{\nu_k \kappa / 2\pi} a(t).
\]

(C5)

The equation can be solved formally as follows,

\[
b_k(t) = e^{-i\nu_k kt} b_k(0)
\]

\[
- i \sqrt{\nu_k \kappa / 2\pi} \int_0^t dt' e^{-i\nu_k k(t-t')} a(t').
\]

(C6)

In order to simplify the formal solution, we introduce the real-space representation of the waveguide field \( \hat{b}_r \equiv \frac{1}{\sqrt{2\pi}} \int \frac{dk}{2\pi} e^{ik r} b_k \), where operators with \( r < 0 \) and \( r > 0 \) correspond to the incoming and outgoing fields, respectively. The simultaneous operators with different degrees of freedom commute with each other. For example,

\[
[b_r(t), a^\dagger(t)] = [\tilde{c}_r(t), a^\dagger(t)] = 0.
\]

(C7)

By using this representation, Eq. (C6) becomes

\[
\hat{b}_r(t) = \hat{b}_{r-m}(0)
\]

\[
- i \sqrt{\kappa / v_b} \theta(r) \theta \left( t - \frac{r}{v_b} \right) a \left( t - \frac{r}{v_b} \right),
\]

(C8)

where the second term with the Heaviside step function \( \theta(r) \) is non-zero under the condition that \( r \) is within the range of \( [0, v_b t] \). This equation implies that the output field is a superposition of the input field and the response from the resonator. A corresponding equation for the loss port is obtained in the same way:

\[
\tilde{c}_r(t) = \tilde{c}_{r-m}(0)
\]

\[
- i \sqrt{\kappa / v_c} \theta(r) \theta \left( t - \frac{r}{v_c} \right) a \left( t - \frac{r}{v_c} \right).
\]

(C9)

For simplicity, we set phase velocities to unity in the following discussion. The Hamiltonian related to the resonator mode (omitting terms proportional to \( b_k^\dagger b_k \) or \( c_k^\dagger c_k \)) and the input-output relation can be written in this case as follows,

\[
\mathcal{H}_a / \hbar = \omega_i a^\dagger a + \frac{K}{2} a^\dagger a^\dagger a a
\]

\[
+ \sqrt{\kappa} \left( a^\dagger b_0 + \tilde{b}_0 \right)
\]

\[
+ \sqrt{\kappa} \left( a \tilde{c}_0 + \tilde{c}_0 \right),
\]

(C10)

\[
\tilde{b}_r(t) = \tilde{b}_{r-m}(0) - i \sqrt{\kappa} \theta(r) \theta(t-r) a(t-r),
\]

(C11)

\[
\tilde{c}_r(t) = \tilde{c}_{r-m}(0) - i \sqrt{\kappa} \theta(r) \theta(t-r) a(t-r).
\]

(C12)

The fields at \( r = 0, t > 0 \) in Eq. (C10) are reduced to \( \tilde{b}_0(t) = \tilde{b}_{-1}(0) - i \sqrt{\kappa} a(t) \) and \( \tilde{c}_0(t) = \tilde{c}_{-1}(0) - i \sqrt{\kappa} a(t) \), where we use the definition of the Heaviside step function, \( \theta(0) = 1/2 \). We define operators corresponding to the signal injection from the signal and loss ports as \( b_{in}(t) = \tilde{b}_{-0}(t) = \tilde{b}_{-1}(0) c_{in}(t) = \tilde{c}_{-0}(t) = \tilde{c}_{-1}(0) \), respectively. The operator corresponding to the output signal can be defined in the same way,

\[
b_{out}(t) \equiv \tilde{b}_{1+0}(t) = \tilde{b}_{-1}(0) - i \sqrt{\kappa} a(t).
\]

(C13)

The microwave response of the resonator can be described by the input–output relation and the operators \( A_{m,n} \equiv (a^\dagger)^m a^n \), where \( m \) and \( n \) are non-negative integers. The Heisenberg equation for this operator is given by

\[
- \frac{dA_{m,n}}{dt} = \left[ (m-n) \omega_t + \frac{(m-n)(m+n-1)K}{2} + i \frac{(m+n) \kappa_{\text{tot}}}{2} \right] A_{m,n} + (m-n) K A_{m+1,n+1}
\]

\[
- n A_{m,n-1} \left[ \sqrt{\kappa} b_{in}(t) + \sqrt{\kappa} c_{in}(t) \right] + m \left[ \sqrt{\kappa} b_{in}^\dagger(t) + \sqrt{\kappa} c_{in}^\dagger(t) \right] A_{m-1,n},
\]

(C14)

We switch to the frame rotating at the probe (i=p) or drive (i=d) frequency by

\[
\langle A_{m,n} \rangle = \alpha_{m,n}(t) e^{i(m-n) \omega_t}.
\]

(C18)

By taking the mean value and using Eqs. (C15) to (C18), Eq. (C14) can be reduced to
The reflection coefficient $\Gamma$ of the probe microwave can be obtained by solving the equation and using the input-output relation [the mean value of Eq. (C13)],

$$E_{\text{out}}(t) = E_{\text{in}}(t) - i\sqrt{\kappa_e}\langle A_{0,1}(t) \rangle,$$  

$$\Gamma = 1 - i\sqrt{\kappa_e} \frac{\alpha_{0,1}^p}{E_p}.$$  

In the following subsections, we consider the two cases of the one-tone and two-tone spectroscopies.

1. One-tone spectroscopy

When the input is one-tone, namely $E_d = 0$, the system is static in the rotating frame with the probe frequency ($i = p$). Accordingly, we set $\alpha_{m,n}(t) = \alpha_{m,n}^0$, where $\alpha_{m,n}^0$ is time-independent. Thus, Eq. (C19) is reduced to

$$0 = \left[ (m-n)(\omega_t - \omega_p) + \frac{(m-n)(m+n-1)K}{2} + i\frac{(m+n)\kappa_{\text{tot}}}{2} \right] \alpha_{m,n}^0 + (m-n)K\alpha_{m+1,n+1}^0 - n\sqrt{\kappa_e} E_p\alpha_{m,n-1}^0 + m\sqrt{\kappa_e} E_p\alpha_{m,n-1}^0,$$  

(C22)

2. Two-tone spectroscopy

The linear response to the probe wave can be deduced from Eq. (C19) in the rotating frame with the drive frequency ($i = d$). In this case, $\alpha_{m,n}(t)$ can be written as

$$\alpha_{m,n}(t) = \alpha_{m,n}^d + e^{i(\omega_d - \omega_p)t} \alpha_{m,n}^p.$$  

We solve the equations for $\alpha_{m,n}^d$ and $\alpha_{m,n}^p$ perturbatively with respect to the probe amplitude. Firstly, we assume the probe tone is much weaker than the drive tone and solve Eq. (C19) for $\alpha_{m,n}^d$ by neglecting the contribution from the probe input ($\alpha_{m,n}^p = 0$). The equation for $\alpha_{m,n}^d$ is the same as Eq. (C22) except that $\omega_d$, $\alpha_{m,n}^d$, and $E_p$ are replaced with $\omega_d$, $\alpha_{m,n}^d$, and $E_d$, respectively. Secondly, we solve Eq. (C19) for $\alpha_{m,n}^p$ by extracting factors proportional to $e^{i(\omega_d - \omega_p)t}$ and using $\alpha_{m,n}^d$ obtained in the first step, namely,

$$n\sqrt{\kappa_e} E_p\alpha_{m,n-1}^d = \left[ (m-n)(\omega_t - \omega_d) - (\omega_d - \omega_p) + \frac{(m-n)(m+n-1)K}{2} + i\frac{(m+n)\kappa_{\text{tot}}}{2} \right] \alpha_{m,n}^d + (m-n)K\alpha_{m+1,n+1}^d - n\sqrt{\kappa_e} E_d\alpha_{m,n-1}^p + m\sqrt{\kappa_e} E_d\alpha_{m,n-1}^p.$$  

(C24)

Appendix D: Rabi splitting

The strong drive (probe) tone in two-tone (one-tone) spectroscopy induces Rabi oscillations between the Fock states of the resonator, which causes systematic uncertainties of the estimated Kerr nonlinearities. Figure D1 shows the Rabi splitting in the two-tone spectroscopy [35]. The three lowest Fock states of the resonator, $|0\rangle$, $|1\rangle$ and $|2\rangle$, in the rotating frame at a drive frequency of $\omega_{11} = \omega_t$ are shown. The lowest two Fock states, $|0\rangle$ and $|1\rangle$, are degenerate in the frame and the state $|2\rangle$ has an energy shifted by $K$ (negative for JPOs). The strong drive tone induces Rabi oscillations between the degenerate Fock states, which are then mixed into two dressed states with an energy difference of Rabi frequency, $\Omega_R \equiv \sqrt{\kappa_e} E_d$. The $|2\rangle$ state is not affected by the drive tone when the magnitude of Kerr nonlinearity is much larger than $\Omega_R$. We label the lowest three levels under the strong drive tone as $|e, N\rangle$, $|m, N\rangle$ and $|g, N\rangle$, where $N$ represents the photon number. As shown in Ref. [35] the population of $|e, N\rangle$ state becomes larger than that of $|m, N\rangle$ state under the strong drive. The
population of $|g, N\rangle$ state is the lowest as it is close to the $|2\rangle$ state.

The resonance in two-tone spectroscopy can be understood as the transition between dressed states with the photon number of $N$ and $N+1$, whose energy difference is the drive frequency $\omega_0 = \omega_0$. The transitions between $|e, N+1\rangle$ and $|m, N\rangle$ and between $|m, N+1\rangle$ and $|e, N\rangle$ correspond to the fundamental transition at $\omega_0$ at weak drive power limit, and the energy splitting between these transitions is $2\Omega_R$. On the other hand, the transitions between $|g, N+1\rangle$ and $|e, N\rangle$ and between $|g, N+1\rangle$ and $|m, N\rangle$ correspond to the second transition at $\omega_2 = \omega_0 + K$, and the energy splitting between these states is $\Omega_R$. The transition between $|e, N+1\rangle$ and $|m, N\rangle$ amplitifies the probe tone because the higher energy state $|e, N+1\rangle$ has a population larger than $|m, N\rangle$. The other three transitions are absorptive because the lower energy state has larger population. Although the transitions between the dressed states with the same suffixes (such as the transition from $|g, N+1\rangle$ to $|g, N\rangle$) are not forbidden, their effects are not visible in the spectrum because the contribution of emission and absorption are canceled out [35].

In one-tone spectroscopy, strong probe tone induces Rabi oscillation between $|0\rangle$ and $|1\rangle$ states and between $|1\rangle$ and $|2\rangle$ states, which shift the effective frequency of two-photon absorption [35].

**Appendix E: Signal strength required for phase locking**

In this section, we estimate the signal strength required to fully lock the oscillation states of JPOs by considering their metapotential. The dimensionless Hamiltonian of JPOs under phase locking favoring the $|+\alpha\rangle$ state can be written as follows [30],

$$
\mathcal{H}' = \mathcal{H}/(\hbar \kappa/2) = \gamma' a^\dagger a a + \Delta' a^\dagger a + \frac{\epsilon}{2} (a^\dagger + a) + \sqrt{N_s} (a^\dagger + a),
$$

(E1)

where we use the rotating frame at the oscillation frequency $\omega_0/2$, $\Delta' = 2(\omega_0 - \omega_0)/\kappa$ is the reduced detuning, $\gamma' = K/\kappa < 0$ is the dimensionless nonlinearity, $\epsilon'$ is the pump amplitude normalized by the oscillation threshold, at which the modulation amplitude of the resonance frequency is equal to the loss rate $\kappa$, and $N_s = 4\kappa |E_0|^2/\hbar^2$ is the strength of the locking signal. The signal strength corresponds to the mean photon number in the resonator in the case of $K = 0$. By replacing the creation and annihilation operators with a $c$-number $x$, we can deduce the following metapotential of JPOs,

$$
U/(\hbar \kappa/2) = \gamma' |x|^4 + \Delta'|x|^2 + \frac{\epsilon'}{2} (x^* x + x^2)
+ \sqrt{N_s} (x^* + x).
$$

(E2)

The stationary points of the metapotential are located on the real axis in this case, and their positions correspond to the amplitude of the oscillation states when we neglect the single-photon loss. Although the single-photon loss makes the stationary points complex and lowers the oscillation amplitude [13], this effect is negligible when $\epsilon' + \Delta'$ is much larger than unity. When $N_s = 0$ and we neglect the effect of the single-photon loss, the oscillation amplitude is $\alpha = \sqrt{(\epsilon' + \Delta')/(2\gamma')}$ [13]. The detuning term behaves similarly to the pump term in the metapotential, and the oscillation amplitude increases when the oscillation frequency is negatively detuned from the resonance frequency ($\Delta' > 0$).

In the case of $N_s = 0$, the stationary points are identical to $\pm \alpha$ as shown by the solid line in Fig. E1. The two stationary points at $x = \pm \alpha$ are the tops of the inverse double well potential. By imposing the phase locking signal, the metapotential is tilted and one of the stationary points $|\pm \alpha\rangle$ becomes unstable. The signal strength required to turn the potential into a single well potential is given by,

$$
N_{th} = \frac{16}{27} \gamma^2 \alpha^6.
$$

(E3)

The dashed line in Fig. E1 shows the metapotential at $N_s = N_{th}$, in which we see the stationary point corresponding to $|\pm \alpha\rangle$ state becomes unstable. The value $N_{th}$ can be considered as a rough criterion of the signal strength required for the complete phase locking. Accordingly, the locking signal strength required for phase locking is higher for JPOs with higher dimensionless nonlinearity $\gamma'$ and higher oscillation amplitude $\alpha$. 

**Fig. D1.** Rabi splitting in two-tone spectroscopy. Left: the energy diagram of the lowest three Fock states in a frame rotating at a drive frequency, $\omega_0 = \omega_0$. Center and Right: the energy diagram of the dressed states with a photon number of $N$ and $N + 1$, respectively. The red and blue dashed lines show transitions that gives amplification and attenuation of the probe, respectively.
FIG. E1. Metapotential under phase locking. The horizontal and vertical axes show the real amplitude \( x \) and the normalized metapotential shown in Eq. (E2). The solid and dashed lines show the metapotential at \( N_s = 0 \) and \( N_s = N_{th} = 16/27 \), respectively, where the other parameters are \( \gamma' = -1 \), \( \epsilon' + \Delta' = 2 \) and \( \alpha = 1 \).

Appendix F: Measured power dependence of phase locking

Figure F1 shows the signal-phase dependence of the probability obtaining a \( \pi \) state measured at the signal power of \(-89\), \(-95\), and \(-101\) dBm. The signal power is adjusted using a variable attenuator, and the other experimental conditions are the same as in Fig. 5(c). Compared to the measurement at \(-89\) dBm, in which the output states of the JPO is fully locked by the locking signal and the locking error is \( \sim 1\% \), the JPO is only partially locked at lower signal powers.
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