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SUMMARY

The high cost of acquiring sufficient amount of seismic data for training has limited the use of machine learning in seismic tomography. To overcome this issue, in this work, eikonal equation is used as a prior knowledge in the learning framework to establish the constraint relationship between inverse velocity and reconstruct traveltimes. Besides, to mitigate the effects due to noisy data and quantify the uncertainty in the prediction, Bayesian Physics-Informed Neural Networks (BPINN) is used and a general Bayesian inference algorithm Stein Variational Gradient Descent (SVGD) is used to facilitate the training process. The proposed method was tested on a synthetic velocity model with different noise levels in the data. The results show the velocity model can be estimated accurately and the traveltimes can be well approximated. The predictive uncertainty offered by BPINN can provide reasonable uncertainty assessments in the predictive results.

INTRODUCTION

Seismic tomography is one of the most effective methods to study the structure of the underground interface, among which traveltome maps are a widely used method for subsurface model building. Seismic tomography can be typically solved by minimizing the misfit of the traveltimes and simulated traveltimes generated by synthetic velocity models. As an inverse problem, seismic tomography is always suffered by the serious nonlinearity and strong dependence on the initial model.

Recently, machine learning have become extremely popular thanks to its adaptive learning and approximation power. However, the performance of purely data-driven machine learning approach is largely dependent on the training data which could lead to poor performance in sparse/noisy datasets. Many recent efforts in the scientific machine learning community have focused on these challenges. Notably, Physics-Informed Neural Networks (PINN) (Raissi et al., 2019) have been shown to address a series of problems caused by small dataset, in which the underlying governing equations are introduced as a regularization term into the loss function. For seismic application, based on eikonal equation, PINN has been used to construct the traveltome field from sparse observed traveltimes (Smith et al., 2020; Waheed et al., 2021b) and solve the corresponding inverse problems to predict the velocity field (Waheed et al., 2021a). In addition, PINN is leveraged to handle the full waveform inversion based on acoustic wave equation (Rashti-Behesht et al., 2021).

However, the uncertainty in the prediction due to the scariness and noises in the data is less discussed in the conventional machine learning methods and the vanilla PINN. To overcome the issue, Bayesian approaches has been introduced to provide the uncertainty of the output results. Notably, the so called Bayesian Physics-Informed Neural Networks (BPINN) (Sun and Wang, 2020; Yang et al., 2021; Ceccarelli, 2021; Smith et al., 2022) uses physics equation to provide additional prior knowledge while consider the parameters and output of the neural networks in a probabilistic way to provide predictive uncertainty.

In this work, we investigate the predictive capability of the BPINN in the seismic tomography based on the eikonal equation. A synthetic velocity model is used to demonstrate the performance of the proposed method under different noise levels.

THEORY

Eikonal equation

Seismic tomography is an important approach to characterize the structure of the underground, it supplies a reasonable initial model for the seismic inversion and migration. The eikonal equation is widely used in seismic tomography (Waheed et al., 2021a). To overcome the instability of the singular points, the factorized eikonal equation is used:

\[
\mathcal{L}(x, x) = \begin{cases} \nabla \tau(x)^2 - \frac{1}{\nu^2(x)} = 0, & \forall x \in \Omega, \\ \tau(x) - 1 = 0. & \end{cases}
\]

where \( \tau(x) \) represents the traveltimes from the source point \( x_s \) to any point in the physical domain \( \Omega \), \( \nu(x) \) is the velocity defined in \( \Omega \). In this work, our goal is to inverse velocity model and reconstruct the traveltimes from sparse sampled velocity and traveltimes.

Bayesian Neural Network

Bayesian Neural Network (Blundell et al., 2015), which considers the network parameters as random variables, can not only gives the predicted results but also the uncertainty quantification of the output results. According to Bayesian theorem, the posterior distribution of the network output can be got through equation (2):

\[
P(\theta|\mathcal{D}) = \frac{P(\mathcal{D}|\theta)P(\theta)}{P(\mathcal{D})} \sim P(\mathcal{D}|\theta)P(\theta),
\]

where \( \theta, \mathcal{D} \) in (2) represent the network parameters and datasets, respectively. Evaluating the integral in (2) can be intractable for high dimensional problems. To address this issue, Markov chain Monte Carlo (MCMC) (Andrieu et al., 2003), Variational Inference (VI) (Graves, 2011; Blei et al., 2017) have been adopted to approximate the posterior distribution. However, MCMC can be infeasible for extreme
high dimensional problems and the performance of VI is limited by the predefined family of distributions to match target posterior distribution ([Blei et al., 2017]). In this work, Stein Variational Gradient Descent (SVGD) ([Liu and Wang, 2016]), a natural approach of gradient descent for full Bayesian inference is used to approximate $P(\theta|\mathcal{D})$ by minimizing the KL divergence as follows:

$$KL(q(\omega)||p(\omega)) = \int q(\omega) \log \frac{q(\omega)}{p(\omega)} d\omega,$$

(3)

where $q(\omega)$ and $p(\omega)$ are densities over the set of parameters $\omega$. $q(\omega)$’s distribution is defined by parameters $\theta$ to approximate target distribution $p(\omega)$. SVGD employs a set of particles $\{\theta_i\}_{i=1}^n$ to approximate the target probability distribution in order to minimize the KL divergence. During an iteration, we suppose that $\theta = \theta + \epsilon \phi(\theta)$, where $\epsilon$ means the step size, $\phi(\theta)$ represents the direction of parameters upgrading. In Liu’s work ([Liu and Wang, 2016]), (3) is proved to descend fastest when $\epsilon$ is satisfied:

$$\nabla_{\theta} KL(q||p) = -E_{\theta \sim q} D_{KL}(q||p),$$

(4)

$$\nabla_{\theta} \phi(\theta) = \nabla_{\theta} \log p(\theta) \phi(\theta)^T + \nabla_{\theta} \phi(\theta).$$

With the gradient direction, we can use the SVGD algorithm to upgrade particles as [5]:

$$\phi(\theta) = \frac{1}{n} \sum_{j=1}^{n} [k(\theta_j, \theta)\nabla_{\theta_j} (\log p(\theta_j) + \nabla_{\theta_j} k(\theta_j, \theta))],$$

$$\theta_{j}^{t+1} = \theta_j^t + \epsilon \phi(\theta_j^t),$$

(5)

where $t$ represents the number of iterations, $k(\cdot, \cdot)$ represents a positive kernel function. In our work, radial basis function (RBF) (6) is used:

$$k(\theta_j, \theta) = \exp\left(-\frac{||\theta - \theta_j||^2}{2l^2}\right),$$

(6)

where $l$ is the median distance between particles $\{\theta_i\}_{i=1}^n$ to control the bandwidth of RBF.

Bayesian physics-informed neural network

For the seismic tomography problem based on (1), given a set of $n_d$ measurements of velocity and traveltime factor:

$$\{(\tau(x_i^t, x^t), v(x_i^t))\}_{i=1}^{n_d},$$

We use two independent multi-layer neural networks $\mathcal{N}_v$ and $\mathcal{N}_\tau$ to approximate velocity and reconstructed traveltime factor respectively:

$$\hat{\tau}(x, x) = \mathcal{N}_\tau(x, x; \theta_\tau),$$

$$\hat{v}(x) = \mathcal{N}_v(x; \theta_v)(v_{\text{max}} - v_{\text{min}}) + v_{\text{min}}.$$

(7)

To accelerate networks converge, we normalized velocity data through

$$v_n(x) = \frac{v(x) - v_{\text{min}}}{v_{\text{max}} - v_{\text{min}},}$$

where $v_{\text{max}}$ and $v_{\text{min}}$ are the maximum and minimum velocity value on domain area $\Omega$.

To take in account the underlying physics (1), the log likelihood can be expressed as (9):

$$\log(\text{likelihood}) = \log p(\mathcal{D}|\theta, \Sigma_{\mathcal{D}}) + \log p(\mathcal{D}|\theta, \Sigma_{\mathcal{D}}),$$

$$\log p(\mathcal{D}|\theta, \Sigma_{\mathcal{D}}) \propto \left(-\frac{1}{2\Sigma_{\mathcal{D}}} \sum_{t=1}^{n_d} (\hat{v}(x_t^t) - v(x_t^t))^2 + \frac{n_d}{2} \log(\frac{1}{2\Sigma_{\mathcal{D}}})\right),$$

$$\log p(\mathcal{D}|\theta, \Sigma_{\mathcal{D}}) \propto \left(-\frac{1}{2\Sigma_{\mathcal{D}}} \sum_{t=1}^{n_d} (\hat{\tau}(x_t^t, x^t) - \tau(x_t^t, x^t))^2 + \frac{n_d}{2} \log(\frac{1}{2\Sigma_{\mathcal{D}}})\right),$$

(9)

where $p(\mathcal{D}|\theta, \Sigma_{\mathcal{D}})$ measures the error between predicted and input data in a probabilistic way. $p(\mathcal{D}|\theta, \Sigma_{\mathcal{D}})$ evaluates the likelihood of physics constraint $\mathcal{D}$, which is the residual of (1). $n$ is the number of residual points. $\Sigma_{\mathcal{D}}$ is the covariance matrix of Gaussian distribution reflecting our confidence in physics constraint. In our work, data are contaminated with Gaussian white noise. To approximate the data uncertainty, the prediction error of $\mathcal{N}_v$ and $\mathcal{N}_\tau$ are assumed to follow Gaussian distribution. Trainable parameters $\Sigma_{\theta_v}$ and $\Sigma_{\theta_\tau}$ estimate the covariance matrix of the predefined distribution $p(\mathcal{D}|\theta, \Sigma_{\mathcal{D}})$. The whole algorithm of this work is shown in Algorithm 1.

### Algorithm 1: Bayesian physics-informed neural network based on Stein Variational Gradient Descent

**Input:** A set of sparse, noisy data of traveltime and velocity.

**Output:** Suitable neural networks parameters to reconstruct traveltime and inverse velocity in domain area.

**Initialization:** Sample prior distributions for $\theta$ and $\Sigma_{\mathcal{D}}$ with $n$ particles;

for $t=0$ to $t_{\text{end}}$ do

1. Calculate $L(\theta) = \log p(\theta) + \log p(\Sigma_{\mathcal{D}}) + \log(\text{likelihood})$;

2. Calculate $\phi(\theta) = \frac{1}{n} \sum_{j=1}^{n} [k(\theta_j, \theta)\nabla_{\theta} L(\theta) + \nabla_{\theta} k(\theta_j, \theta)];$

3. Upgrade $\theta_{j}^{t+1} = \theta_j^t + \epsilon \phi(\theta_j^t)$ and networks parameters $\theta$;

end

### EXPERIMENTS

In this section, we demonstrate the capability of the proposed method on a synthetic velocity model. A $1 \times 5$ km$^2$ synthetic velocity model shown in Figure 1 is used for experiment. The grid size of the model is 0.02 km spacing in the x, y-axis, so a $51 \times 251$ grid is used to characterize the velocity model. The red and black dots in Figure 1 represent the locations of the receivers and sources respectively. 101 receivers picked up traveltime from 11 sources. $11 \times 101$ groups of traveltime data and velocity data are treated as input for BPINN. These sample
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points are used as supervised data in the training. 5% random Gaussian noise is added to the measured data of the equispaced receivers and sources.

All the grid points are used to evaluate the misfit of the eikonal equation and the uncertainty of $p(\theta | R, \Sigma)$. The CPU toolkit scikit-fmm [the scikit-fmm team 2021] is used to calculate the travelt ime from a source point to receivers located in model space.

The two independent multilayer neural network $N_v$ and $N_\tau$ both contain 10 hidden layers. $N_v$ has 10 neurons per layer with SELU activation function and the output of $N_v$ has been normalized with a sigmoid function. $N_\tau$ has 20 neurons per layer with Swish activation function [Sun and Wang 2020; Waheed et al. 2021a]. The trainable parameters $\Sigma_D$ and $\Sigma_D$ to fit uncertainty of the neural networks output are initialized by a series of identically distributed inverse Gamma distribution $IG(\theta | \alpha, \beta)$ with $\alpha = 2$ and $\beta = 1 \times 10^{-6}$. Besides, probabilistic particles $\theta$ is assumed to follow a student’s t distribution $St(\theta | n)$ with $n = 2$. The Adam optimizer with a batch size of 1024 for 1000 epochs is used with learning rate of $1 \times 10^{-3}$ to upgrade particles $\theta$ and learning rate of $1 \times 10^{-4}$ to upgrade $\Sigma_\theta$. The experiment was implemented by modifying an open source BPINN library [Sun and Wang 2020] on NVIDIA GeForce RTX 2080 Ti GPU and the training time is about 10 hours.

To estimate the predicted velocity, absolute relative error (ARE) is used,

$$\text{ARE} = \frac{1}{n} \sum_{i=1}^{n} \frac{|\hat{v}(x_i) - v(x_i)|}{v(x_i)}$$

(10)

$\hat{v}(x_i)$ and $v(x_i)$ are the predicted and ground truth velocity respectively.

The inverted velocity model by BPINN is shown in Figure 2. The ARE of the output is 0.0136, indicating the networks has recovered the velocity profile perfectly under noisy sparse data. Notably, the arch structure of the subsurface velocity profile between 2.0 to 3.0 km is well approximated.

Figure 3 shows the corresponding absolute relative error and uncertainty represents by one standard deviation given by BPINN. There is no infallible reference to estimate quantitative uncertainty, but we can judge the rationality of the given uncertainty. The uncertainty is large at the bottom left and right corners which means low confidence. This is consistent with the the larger discrepancy of the true and predicted velocity model, where are far from labeled data. As a result, larger uncertainty presents. The exact values of the uncertainty may vary if alternative methods are used, but the distribution is generally consistent, demonstrating predictive capability of BPINN.

The performance of the BPINN based on data with different noise levels is further investigated in Table 1. The uncertainty represents by the one standard deviation has been normalized by the corresponding true velocity data, and the mean and maximum values of the uncertainty about predicted results are list in this table. As expected, the ARE and uncertainty increases as the noise level increases.

CONCLUSION

In this work, the BPINN is introduced for seismic tomography based on eikonal equation. SVGD algorithm is used to enable the efficient training. The predictive capability of the proposed method is demonstrated via a synthetic velocity model are used for testing the feasibility of the proposed method. To investigate the capability of BPINN on uncertainty quantification, the input datasets are imported with different levels of Gaussian noise. The predicted velocity model and the corresponding quantitative uncertainty given by BPINN demonstrate that the proposed scheme offers a new way for seismic tomography.
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Figure 1: The ground truth velocity model. There are 11 equispaced sources on $z = 0$ km. 51 receivers uniformly space on $z = 0$ km with an interval distance of 0.1 km. Besides, 50 equispaced receivers on $x = 2.5$ km with a uniform spacing of 20 m.

Figure 2: The predicted velocity model of the BPINN with a set of noisy data with 5% noise.

Figure 3: (a) The misfit (measured by ARE) between true velocity model and predicted model. (b) The standard deviation of the predicted velocity model of BPINN.
Table 1: Error and uncertainty of the predicted velocity model based on BPINN with different levels of Gaussian noise. Here, mean/max std represent the mean and maximum values of the uncertainty of predicted results, respectively.

| Level of noise | ARE  | Velocity uncertainty (mean/max std) |
|----------------|------|------------------------------------|
| 5%             | 0.0136 | 0.0292/0.0440                     |
| 15%            | 0.0146 | 0.0725/0.1071                     |
| 25%            | 0.0151 | 0.1003/0.1471                     |
BPINN for tomography
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