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Abstract

The construction of a reaction network containing all relevant intermediates and elementary reactions is necessary for the accurate description of chemical processes. In the case of a complex chemical reaction (involving, for instance, many reactants or highly reactive species), the size of such network may grow rapidly. Here, we present a computational protocol that constructs such reaction networks in a fully automated fashion steered in an intuitive, graph-based fashion through a single graphical user interface. Starting from a set of initial reagents new intermediates are explored through intra- and intermolecular reactions of already explored intermediates or new reactants presented to the network. This is done by assembling reactive complexes based on heuristic rules derived from conceptual electronic-structure theory and exploring the corresponding approximate reaction path. A subsequent path refinement leads to a minimum-energy path which connects the new intermediate to the existing ones to form a connected reaction network. Tree traversal algorithms are then employed to detect reaction channels and catalytic cycles. We apply our protocol to the formose reaction to study different pathways of sugar formation and to rationalize its autocatalytic nature.

1 Introduction

Complex reaction mechanisms, in which multiple reaction pathways compete, can be found in many areas of chemistry including transition-metal catalysis,[1] polymerization,[2] and atmospheric chemistry.[3] While many reactions in chemical synthesis result in the
selective formation of a dominant product, the presence of many reactants or highly reactive species can lead to the generation of multiple products. A detailed understanding of all reaction pathways would allow one to study the evolution of a system over time given a set of initial conditions (e.g., reactants and their concentration, temperature, and pressure) and provide means to effectively perturb the chemical system, and hence, to control product composition. A complete understanding of a reaction network and its alchemically derived relatives, which may consider derivatives of the original reactants, is crucial for molecular compound design and for avoiding undesired side reactions (such as molecule decomposition).

The description of a chemical process in such detail requires the knowledge of all possible chemical compounds that can be formed in this process under the given conditions and the elementary reactions connecting them. For all but the simplest systems, exhaustive manual explorations are unfeasible, and therefore, manual studies are limited to the expected dominant reaction paths. In addition, such manual explorations are slow, tedious, and error-prone.

There exist already many approaches for automated explorations of configuration spaces producing both intermediates and transition states. For example, in reactive molecular-dynamics simulations, the nuclear equations of motion are solved to explore and sample the part of configuration space that is accessible under the constraints imposed by a pre-defined thermodynamic ensemble. Recently, such approaches were successfully applied to study prebiotic reactions occurring in the Urey–Miller experiment. As the configuration space can become very large, comprising multiple copies of all chemical species involved in the reaction, computational costs of carrying out first-principles calculations grow rapidly. This issue can be overcome by the application of a reactive force-field. Unfortunately, next to the reduced accuracy, force-field parameters will, in general, not be available for any type of system which limits their applicability. Therefore, hybrid quantum-mechanical–molecular-mechanical approaches have been frequently applied to explore different reaction paths of complex systems with many degrees of freedom such as enzymatic reactions (for examples see Refs. and reviews by Senn and Thiel). However, to increase the possibility of a reaction to occur, the temperature and pressure of the simulation need to be increased greatly, which in turn reduces the accuracy of the sampling statistics.

By contrast, global reaction route mapping (GRRM) employs a stationary approach, where the Born–Oppenheimer potential-energy surface (PES), starting from one initial configuration, is explored based on local curvature information. While being highly systematic, this approach is difficult to apply for the exploration of truly large reactive systems.

A complementary strategy is to apply conceptual knowledge of chemistry to explore reaction mechanisms efficiently. In particular in organic chemistry, reactivity is often well captured by a set of heuristic rules, commonly denoted as “arrow pushing”. Graph-based rules originating from concepts of bond order and valence are prevalent. By applying these transformation rules to graph representations of molecules new chemical species, that are energetically accessible, are generated. For example, Zimmer-
applied this approach to several reactions in organic and organometallic chemistry. Aspuru-Guzik and co-workers developed a methodology based on formal bond orders and Hammond’s postulate to model prebiotic reactions such as the formose reaction and to estimate their activation barriers.

In the afore-mentioned studies, quantum chemical methods were applied to perform structure optimizations and transition-state searches, whereas the exploration of new intermediates was accomplished by employing a graph representation of the molecules. While being computationally efficient, there are some potential drawbacks to this approach. Graph-based rules that rely on the concept of valence perform well for many organic molecules, but may fail for systems containing species with complex electronic structures such as transition-metal clusters. In addition, to ensure an exhaustive exploration with such an approach, completeness of the set of transformation rules is required. However, for an arbitrary, unknown chemical system this cannot be guaranteed. One will then be restricted to known chemical transformations, which may hamper the discovery of new chemical processes.

In 2015, we introduced a less concept-driven method based on system-independent heuristic rules derived from electronic structure. Employing a scalar-field descriptor such as the electron localization function, we identified reactive sites in a chemical system. Two reactive sites are then brought into close proximity resembling a reactive complex of high energy. After standard structure-optimization, new intermediates were discovered. Subsequently, based on a root-mean-square deviation criterion, pairs of structures that may be interconverted by one elementary reaction were identified. For such a pair of structures, standard methods were employed to find a transition state and to verify it through an intrinsic reaction coordinate (IRC) calculation.

In that study, the reactivity of Schrock’s nitrogen-fixating molybdenum catalyst under acidic and reducing conditions was investigated. Several approximations were made in the exploration, which are overcome in the present study. Firstly, reactive complexes were generated only between the catalyst and a proton (originating from an acid) – reactions between new intermediates, decomposition reactions, and reactions with small molecules (e.g., solvent and ligand molecules) were neglected. Secondly, since one reactive species was just a single atom, the relative orientation of species forming a reactive complex needed not to be considered. Finally, the reactants’ conformational degrees of freedom were not explored.

In this work, we present a new, generalized approach called Chemoton (named after a theory for the functioning of living systems proposed by Gánt) for the exploration of arbitrary molecular systems, which requires the introduction of an appropriate descriptor for the identification of reactive sites. To ensure the uniqueness of intermediates throughout the exploration, a graph theoretical approach is employed. In addition, conformers are generated for each unique intermediate. To allow for an exhaustive exploration, not only reactions between intermediates but also intramolecular reactions are studied. Furthermore, reactive complexes are assembled under consideration of the relative orientation of the reactive species. All stationary points found on the different PESs are refined by structure optimization and IRC calculations. All of this is carried out fully
automatically through a single graphical user interface steered by a computer mouse. Finally, to summarize the kinetic and thermodynamic data gathered in the exploration, results are visualized by an automatically generated network graph.

To illustrate the functionality of our machinery, we apply it to the formose reaction, a well-studied prebiotic oligomerization reaction of formaldehyde resulting in a highly complex mixture of linear and branched compounds, including monosaccharides. The identification of all products poses a major experimental challenge and the exact composition has not been elucidated yet, although over 50 products have already been characterized. While some major reaction pathways are known, many mechanistic details are not. Due to the formation of biologically important monosaccharides, the formose reaction may constitute a plausible prebiotic source of sugars. In recent work, we studied the effect of uncertainties in calculated free energies on quantitative fluxes at the example of a tiny sub-network of the formose reaction, which already featured many conceptual challenges of the full network. The network generated in the present study is now vastly extended and can be considered the first step toward a complete understanding of this reaction.

2 Ingredients of Reaction Explorations by Chemoton

Starting from a set of initial conditions, our exploration protocol to be detailed in this section is applied repeatedly to expand a reaction network in a rolling fashion. These conditions comprise the reactants and their concentrations, solvents, and standard thermodynamic ensemble parameters such as temperature and pressure. In addition, the time scale of the reaction is relevant as it allows one to define a slowest reaction which still affects the concentration of all species in a significant manner (for details see Refs. 42,55). Reactions slower than that one can be safely discarded, whereas reactions which are much faster can be considered to be in quasi-equilibrium.

Unlike reactive molecular-dynamics simulations, a concept-driven exploration does not take place on a single PES but on multiple low-dimensional PESs consisting of rather few nuclear coordinates that can represent specific elementary reactions as will be discussed in Section 2.2 below. Exploring many low-dimensional PESs instead of one of very high dimension bears several advantages. Calculations are, in general, faster due to the reduced number of atoms. Geometry optimizations and transition-state searches converge more quickly and the exploration can be more easily steered into regions of interest.

2.1 Generation of Conformers

A PES is explored starting from one minimum-energy structure which may be a molecule or a cluster of molecules (such as a microsolvated solute). Usually, there exist many minima which can be reached from this minimum through a series of elementary reactions featuring a sufficiently low reaction barrier. Often, these minima will turn out to be conformers of the same molecular configuration. With the introduction of some
electronic-structure measure for molecular bonds, these minima can be explored very efficiently employing conformer generators \(^{56-59}\). We determine the molecular bonding by calculating Mayer bond orders from an electronic wave function.\(^{61}\) The geometries of the generated conformers are subsequently optimized with quantum chemical methods to obtain sufficiently reliable minimum structures.

If the time scale of a reaction can be assumed to be longer than the time the conformers require for equilibration, transition states between the conformers do not need to be optimized, which reduces the the computational effort significantly. In this case, at a given temperature, only a fraction of the conformers can be assumed to be significantly populated, and hence, only this fraction needs to be considered in the subsequent steps of the exploration protocol. Otherwise, transition states need to be located (see Section \(^{2.4}\)).

### 2.2 Assembly of Reactive Complexes and Induction of Reactions

Searching for minima that can only be reached by overcoming a non-negligible barrier is not straightforward, as, in general, this requires a chemical transformation (i.e., breaking or forming bonds). In the following steps of our protocol, we distinguish between intermolecular and intramolecular reactions.

To exhaustively explore the intermolecular reaction between two intermediates (i.e., all possible products and their reaction paths), the following steps are carried out. Firstly, to explore the reaction between any pair of atoms from the intermediates they need to be positioned relative to one another with the aim of obtaining a reactive complex (see Fig. 1). Here, their relative orientation (three rotational degrees of freedom) must be considered. This is particularly important for reactions in which non-covalent bonding is important or where no single pair of reacting atoms can be defined (as, for example, in a Diels-Alder reaction). Note also that our restriction to two intermediates does not exclude reactions with a molecularity higher than two as an intermediate may consist of more than one molecule, which is also important when considering microsolvated structures.

For an exhaustive exploration, reactive complexes must then be generated for every pair of atoms. However, it is obvious that this is, in general, not feasible (see Section \(^{2.3}\) for a viable solution of this problem). Finally, through a constrained optimization along a shrinking distance between the reacting atoms, an approximate reaction path is constructed. A full geometry optimization is carried out afterwards so that either new species are formed or the reactants are recovered, which is automatically detected.

For an intramolecular reaction, the minimum structure acts as a starting point for the constrained optimization. The relative orientation of the reacting atoms in the intermediate will determine the reaction path and product.

For both, intra- and intermolecular reactions, the conformational diversity of the intermediates needs to be taken into account to ensure the exploration of all reaction paths and products.
Figure 1: Assembly of reactive complexes between two intermediates colored blue and red. Three rotational degrees of freedom are indicated by curly arrows. For clarity, reactive complexes constructed from pairs containing atoms E, G, H, and I are omitted.

2.3 Identification of Reactive Atoms

Fig. 1 implies that it is, in general, unfeasible to consider the reaction between every pair of atoms of two intermediates under full orientational freedom as the complete pairing would lead to a myriad of reactions most of which potentially featuring high reaction barriers. Due to the exponential growth of the number of possible reactions highly systematic exploration algorithms such as GRRM\cite{20} reach their limits of feasibility. Therefore, a descriptor is required that allows one to identify pairs of atomic centers that, when brought together in close proximity, are likely to react. At the same time, the choice of descriptor must not compromise the exhaustiveness of the exploration, that is it must not confine the exploration to known, expected reaction paths. Hence, the descriptor should be based on fundamental physical quantities evaluated in a quantum mechanical framework such as the electron density.

When considering the reactivity of spatially extended reactants, descriptors are appropriate that are based on first principles such as the Laplacian of the electron density\cite{62}, Fukui functions\cite{63} partial atomic charges\cite{64,65,66} atomic polarizabilities\cite{68,69,70} or dual descriptors\cite{71,72,73} (see also Refs. \cite{75,76,77} for reviews). However, all of them suffer from the limitation that it is difficult to assess the height of reaction barriers from information at the reactants’ minimum structures, for which they are evaluated. Nonetheless, it is a usually very fruitful assumption in chemistry that the minimum structure holds some information on the system’s reactivity, which is reflected in the considerable success of chemical concepts and of expert systems applied for synthesis planning\cite{25,26,78,79}.

In this work, we pursue an approach that combines basic chemical knowledge and physical principles (such as attraction of oppositely charged residues) with information extracted from quantum mechanical quantities. When formulating such heuristic rules one faces a trade-off between efficiency and transferability. Our descriptors then determine the location of reactive sites situated around atoms (depicted as discs in Fig. 2). To restrict the exploration to reactions that are likely to feature surmountable reaction barriers under the reaction conditions given, only pairs of atoms with reactive sites of opposite reactivity are considered. In the case of an intermolecular reaction, reactants
are oriented such that reactive sites are facing each other (see Fig. 2). Clearly, these restrictions can be easily lifted in our algorithm to guarantee a successively expanding exploration. This is very much in the spirit of a rolling exploration of reaction networks that also allows for changing reaction conditions.

**Figure 2:** Assembly of reactive complexes after identification of reactive sites. Atoms A and F are arranged such that reactive sites of opposite reactivity (discs colored blue and red) are facing each other. The rotational degrees of freedom of the reactive complexes are indicated by curly arrows.

### 2.4 Exploration of Minimum-Energy Paths and Transition States

From the reactive complex and the reaction product a minimum-energy path connecting them is to be found. Double-ended transition state search methods such as nudged elastic band and string methods are efficient in suggesting an initial guess for a transition state. A single-ended search method, such as eigenvector following, is then employed to optimize the transition-state candidate so that a stationary point with exactly one negative eigenvalue of the Hessian matrix is found. The corresponding eigenvector is followed in the forward and backward directions (by a steepest-descent method) to connect to two local minima.

Employing the Mayer bond-order criterion, minimum-energy structures consisting of more than one molecule are split into separate molecules. Here, the charge to be assigned to each molecule is determined by calculating the atomic partial charges in the minimum-energy structure. Finally, through the application of the bond-order criterion it is determined whether the molecules have been encountered before in the exploration (Fig. 3 illustrates the entire protocol).

This protocol is applied repeatedly until no new structures are explored or the exploration reaches some specified bound (e.g., determined by a maximum molar mass for an intermediate). In an advanced set-up, this bound is given by thermodynamic ensemble parameters such as temperature and pressure. Then, a kinetic simulation would allow one to identify intermediates which are not significantly populated and to exclude those from subsequent steps of the exploration.
Figure 3: Illustration of the exploration protocol. Nodes (discs) represent molecular structures. Conformers of the same configurational isomer (A, B, and C) are enclosed in a circle. Conformers are generated (dark blue) from an initial conformer (green). When two conformers react a reactive complexes (yellow) is formed. For both, inter- and intramolecular reactions, an approximate reaction path (orange nodes, dashed line) is explored. The last point of the approximate reaction path is optimized to yield a reaction product (light blue). If the product is different from the reactants, a transition state (red) will be searched for. An IRC calculation is performed to obtain the two ends of the minimum-energy path (purple). Minimum energy structures are split into individual molecular structures (gray). Finally, it is determined whether these gray structures are new (solid arrow) or whether they are part of the existing network (dotted line).

2.5 Construction of a Reaction Network

From the explored intermediates and transition states a focused network consisting of nodes (representing molecular configurations) and edges (representing reaction channels) needs to be constructed. This step is critical for the understanding of the underlying chemical processes and for carrying out additional analyses such as molecular property calculations and kinetic studies.

In Fig. 4, the reduction of the raw network to a compact and accessible format is illustrated. Of the raw network (shown in Fig. 3) the molecular configurations (labeled A, B, and C) including their conformers (blue nodes), the transition states (red nodes), the minimum structures of the minimum-energy paths (purple nodes), and the molecular structures they consist of (gray nodes) are of interest (see Fig. 4, top). There usually exist multiple reaction paths with different barrier heights for the same chemical transformation (in Fig. 4, \( A + B \rightleftharpoons C \)). This multitude of reaction paths arises from the consideration of conformational degrees of freedom of the reactants (see Section 2.1)
and the rotational degrees of freedom of the reactive complexes (see Section 2.2). This situation is shown in Fig. 4 (top) by three reaction paths.

In Fig. 4 (bottom), a compact representation of the raw network is given. Molecular configurations A and B are placed in a virtual flask (diamond, left in Fig. 4) and react to form a different virtual flask (diamond, right in Fig. 4) which consists of one molecular configuration C. The thickness of the arrow between two virtual flasks is proportional to the effective rate constant of the reaction. The calculation of the effective rate constant from multiple reaction paths is not straightforward and will be discussed in detail in a forthcoming study (see also our recent work in Ref. 55). In this study, the thickness of the arrow between two virtual flasks is determined from the height of the lowest activation barrier of the reaction paths: high barriers are represented by thin arrows, low barriers by thick arrows.

Figure 4: Construction of a reaction network by reduction of the raw exploration network. Top: molecular configurations (circles) A and B react to form molecular configuration C. Three minimum-energy paths (dashed ovals) are shown, each consisting of a transition state (red node) and two minimum-energy structures (purple nodes). The minimum-energy structures are split into their molecular structures (gray nodes) which correspond to conformers (blue nodes) of the molecular configurations. Bottom: molecular configurations A and B are placed in a virtual flask (diamond, left), react and form a different virtual flask (diamond, right) consisting of a molecular configuration C.

3 Application to the Formose Reaction

The formose reaction features complex network structure and product distribution. The first step in this reaction is the dimerization of formaldehyde to glycolaldehyde which is extremely slow. It was shown that pure formaldehyde in water is unreactive and that
small amounts of contamination are required to initiate the reaction. For example, by addition of glycolaldehyde to the reaction mixture the formation of glycolaldehyde and higher sugars is greatly accelerated, suggesting an autocatalytic mechanism.

To explore the formose reaction, we applied our exploration protocol described in Section 2 to an initial state consisting of formaldehyde, glycolaldehyde, and water. Since the formose reaction results in an intractable polymeric mixture, we restricted the exploration to a volume in chemical space that does not exceed the chemical formula of tetrose, i.e., $C_4H_8O_4$.

Employing RDKit conformers were generated for each molecular configuration (see Section 2.1) according to the protocol described in Ref. 102. To reduce the number of quantum chemical calculations, only the most stable conformer was considered in the subsequent steps of the exploration.

From Mayer bond orders extracted from the electronic wave function we constructed a molecular graph consisting of atoms (vertices) connected by bonds (edges). Based on arguments of electronegativity, we considered heteroatoms (i.e., oxygen in this system) to be electron-rich. Hydrogen atoms were considered to have the opposite reactivity if they were found next to a heteroatom within the distance of three edges. Carbon atoms were considered to feature the reactivity of both, unless they were a neighbor of a heteroatom in which case they were automatically labeled electron-poor. We found that these simple rules work well for the system of organic reactions under consideration here (see below). For future work, it will be interesting to compare a multitude of descriptors (various concepts evaluated from the electronic wave function such as partial charges, hardness and softness, electronegativity, the dual descriptor and so forth) in order to assess their general reliability and transferability for other types of reaction networks, involving also transition metals.

To form a reactive complex, two reactants were positioned such that atom $i$ of one reactant with a reactive site of $i$ and atom $j$ of the other reactant with a reactive site of $j$ formed one axis. Reactive sites of an atom $i$ were located on a sphere centered on $i$ with radius equal to the van der Waals radius of $i$ by maximizing the distance to all neighboring atoms. Two additional reactive complexes were generated by rotating one reactant around this axis by 120° and 240° (see Fig. 2). In principle, the value and number of angles as a means for orientational screening can, however, be chosen freely.

Two molecular configurations were compared by finding the maximum common subgraph (MCS) of their graph representations and stereochemical information was considered. The MCS was determined by RDKit.

The exploration comprised 82990 geometry optimizations, 23690 constrained PES scans, 7657 freezing-string, 13675 eigenvector following, and 10458 IRC calculations. Details on the computational methodology are provided in the appendix. Note that the transition state guess obtained from the freezing-string calculation may contain more than one imaginary frequency. As a result, the number of eigenvector following calculations is larger than the number of freezing-string calculations. In total, 934 unique molecular configurations were identified and 6871 minimum-energy paths connecting them were explored. The reaction network comprising all structures is given in the Supporting
3.1 Reaction Network

As described in Section 2.5, the raw exploration network was processed to generate a reaction network. In Fig. 5, the resulting network is shown. In this network, reactions with barriers above 50 kJ/mol are omitted. The nodes representing the starting materials formaldehyde and glycolaldehyde are colored light blue. Water is not shown explicitly, but virtual flasks (diamonds) containing at least one water molecule are colored dark blue. If not stated otherwise the fill color of disc shaped nodes indicates the number of carbon atoms in the corresponding molecule.

It can be seen that starting from formaldehyde, glycolaldehyde, and water two trioses (green nodes) and three tetrose (orange nodes) can be formed through multiple cascades of reactions. In addition, multiple three- to six-membered rings can be identified and even a seven-membered ring is among the products. It can also be seen that most of the polymerization reactions are irreversible which is in accord with experimental findings.
Furthermore, one can observe that for some intermediates (e.g., (2R)-oxiran-2-ol) the corresponding enantiomer is missing in the network. However, given achiral starting materials, the product should be racemic. This bias can be explained by the selection of only one conformer for each molecular configuration which was considered in intra- and intermolecular reactions. This issue can be easily resolved by considering sufficiently many conformers for each molecular configuration.

In Fig. 6 the reaction network was further expanded to reactions with barriers between 50 and 85 kJ/mol (reactions networks with a higher cutoff are too large and not suitable for illustration). It can be clearly seen that the reaction network becomes increasingly complex when considering higher activation barriers. A reaction network with barriers up to 100 kJ/mol is given in the Supporting Information.

It can also be seen that there are multiple different pathways to form a species and it is not obvious from the barrier heights which of the pathways are the most dominant ones. Kinetic simulations and additional data analysis are therefore necessary to reach a deeper understanding of the underlying reaction process.
Finally, to assess the extensiveness of our protocol we compared our reaction network with one obtained from a manual exploration\textsuperscript{103}. Within the bounds preset for the present exploration, each intermediate and reaction path identified in a limited manual exploration by Kua et al.\textsuperscript{103} can be found in our reaction network.

Figure 6: Reaction network generated from formaldehyde, glycolaldehyde, and water (the last not shown explicitly) consisting of reactions with activation barriers below 85 kJ/mol.

3.2 Alternative Reaction Paths

Through the consideration of conformational diversity and orientational degrees of freedom in the assembly of reactive complexes, our exploration protocol aims to explore all potential reaction paths between two intermediates. The multitude of reaction paths is discovered through the assembly of multiple reactive complexes (as sketched in Fig. 2). The following example shall demonstrate the importance of a thorough exploration of reaction paths.

In Fig. 7 a selection of minimum-energy paths (from the raw exploration network) for the reaction between ethene-1,2-diol and formaldehyde forming 2-(hydroxymethoxy)ethanol-1-ol is shown. The barrier heights of the paths in the forward direction range from 80.8 to 125.9 kJ/mol (neglecting solvation effects). In conventional transition state theory,\textsuperscript{104} a difference of approximately 45 kJ/mol in the barrier height results in a difference in the reaction rate.
that is on the order of $10^8$ at room temperature (assuming that the difference in electronic energy solely determines the free energy difference). Therefore, for kinetic analyses the exploration of all reaction paths is crucial. It can also be seen that despite the small number of atoms involved in this reaction, the structures of the transition states differ significantly. For example, in Fig. 7 a), the linear arrangement prevents the stabilizing interactions present in the cyclic transition state shown in Fig. 7 d). It is the explicit consideration of rotational degrees of freedom when constructing the reactive complexes that leads to the uncovering of these reaction paths.

![Reaction Path Diagram](image)

**Figure 7:** Top: reaction profiles of four minimum-energy paths for the reaction between ethene-1,2-diol and formaldehyde forming 2-(hydroxymethoxy)ethen-1-ol. Bottom: molecular structures of the transition states.

In the following, the effect of microsolvation on the exploration of reaction paths is investigated. In Fig. 8 seven paths from the exploration network are shown. The
chemical transformation is the same as in the previous example, but this time in the presence of one water molecule.

**Figure 8:** Top: reaction profiles of seven minimum-energy paths for the reaction between ethene-1,2-diol and formaldehyde forming 2-(hydroxymethoxy)ethen-1-ol catalyzed by a water molecule. Bottom: molecular structures of the transition states.
It can be seen that, compared to Fig. 7, both the number of different reaction paths and the spread of barrier heights (ranging from 30.7 to 156.1 kJ/mol) increased. Moreover, Fig. 7, e) shows that our exploration protocol is clearly capable of finding reaction paths that involve more than two reacting atoms, although all reactive complexes started from the pairing-of-atoms concept. The plethora of possible transition paths due to the added degrees of freedom of the solvent molecules renders explorations very challenging. While the application of a continuum model may suffice for unreactive, apolar solvents such as hexane, for polar solvents exhibiting directional bonding such as water which may actively participate in the reaction through hydrogen bonding and transfer (as can be seen in Fig. 8, f) this is not a viable solution. A hybrid approach in which microsolvated solutes are embedded into a continuum model is a convenient compromise as long as explicit sampling by molecular dynamics or Monte Carlo methods can be avoided for certain parts of the network.

3.3 Graph Analysis of Reaction Network

![Graph of Reaction Network](image)

**Figure 9:** Reaction pathways starting from glycolaldehyde (far left node) leading to the formation of D-erythrose (far right node).

To study the process of sugar formation in the formose reaction we applied a tree traversal algorithm to the reaction network to find all paths that start from glycolaldehyde and lead to the naturally occurring tetrose D-erythrose. To take into account the low concentration of all products at the beginning of the reaction, we took paths only into consideration if in all elementary reactions there was not more than one reactant that was not a starting material. In addition, edges representing reactions with barriers above 250 kJ/mol were removed.

We were able to identify 40 distinct paths comprising up to five elementary reactions. Fig. 9 shows a subnetwork in which each molecular configuration and reaction is present in at least one of these paths. The elementary reactions of the path with the lowest barrier heights are indicated by the numbers 1 to 5. With an activation barrier of 190 kJ/mol, the third reaction of this path features the highest barrier.
Employing tree traversal algorithms we also searched for autocatalytic processes in the reaction network. Fig. 10 shows a subnetwork consisting of ten cycles (colored solid lines) consisting of up to four elementary reactions with the lowest reaction barriers starting from ethene-1,2-diol that lead to the formation of glycolaldehyde through the consecutive addition of formaldehyde. Ethene-1,2-diol can readily be formed from the starting material via an enolization reaction (see Fig. 5). For clarity, formaldehyde is not shown in this network.

The cycle with the lowest reaction barriers (dark blue path) is depicted in Fig. 11 and involves the formation of prop-1-ene-1,2,3-triol from ethene-1,2-diol and formaldehyde, followed by the formation of a compound consisting of four carbons (dark green node). A subsequent enolization reaction yields a tetrose which undergoes a fragmentation reaction in which glycolaldehyde is produced and ethene-1,2-diol is recovered. It can also be seen that both trioses and all four tetroses are formed in multiple autocatalytic cycles.
4 Conclusions

In this work, a new robust and generally applicable protocol for the fully automated exploration of complex chemical reactions is presented. By addressing limitations of our previous approach we were able to explore a chemical system in unprecedented depth. Starting from a set of initial conditions (i.e., starting material, solvent, and temperature), an exploration network is built and extended through the repeated application of our protocol. New intermediates are explored through the construction of reactive complexes between already explored ones, new reactants, and intramolecular reactions. By applying heuristic rules based on conceptual electronic-structure theory, bond orders, and graph theoretical considerations, we were able to tame the combinatorial explosion of possible reactive complexes. Subsequently, a reaction was induced in each reactive complex and an approximate reaction path was explored. To ensure a thorough exploration of these paths, we considered rotational degrees of freedom during the construction of reactive complexes. Through transition state optimizations, the approximate paths were refined to minimum-energy paths. The exploration network was then processed to afford a compressed reaction network consisting of molecular configurations and reaction channels connecting them. The reaction network was then visualized by an automatically generated graph structure.

We applied our protocol to the formose reaction, a prebiotic oligomerization reaction resulting in a plethora of products, including monosaccharides. We explored a vast number of intermediates and minimum-energy paths to yield a reaction network featuring complex network structure and product distribution. Through the application of tree traversal algorithms, different pathways leading to the formation of naturally occurring tetrose D-erythrose were identified. Furthermore, we discovered multiple pathways in the
reaction network that rationalize the autocalytic properties of the formose reaction. In addition, we showed that there can exist many minimum-energy paths with different reaction barriers for the same chemical transformation. Many of these reaction paths would remain undiscovered in a tedious manual exploration attempt.

For an even further improved description of the formose reaction the following aspects need to be addressed. Firstly, an appropriate solvent model and the calculation of thermodynamic properties is mandatory. Secondly, the full conformational complexity needs to be taken into account. For some intermediates with many floppy degrees of freedom (e.g., polymers) \textit{ab initio} molecular dynamics simulations or Monte Carlo configurational sampling might be more suitable for a sufficiently rigorous exploration of local minima and may therefore be employed in specific sections of the growing reaction network. Furthermore, bond dissociation reactions and accompanying kinetic analyses need to be incorporated in the rolling exploration protocol. Work along these lines is in progress in our laboratory.

**Appendix: Computational Methodology**

The exploration was carried out by our new program package \texttt{Chemoton} in a fully automated fashion. The exploration protocol was implemented in C++. We plan to make \texttt{Chemoton} publicly available in the near future through our web pages.

All quantum chemical calculations were performed with the \texttt{Q-Chem} program package (version 4.3)\textsuperscript{106} employing the PBE exchange-correlation functional\textsuperscript{107} and a double-$\zeta$ basis\textsuperscript{108}. We emphasize that our exploration protocol works with any electronic structure method and we chose a density-functional model for the sake of convenience. Also, for the raw-data generation other quantum chemistry packages can be easily interfaced.

For single point calculations, structure optimizations, and vibrational analyses default settings were kept. The maximum number of self-consistent field calculations was set to 1200 for structure optimizations, potential energy scans, freezing-string calculations, transition state searches, and IRC calculations. For potential energy scans the convergence on energy change of successive optimization cycles was set to $10^{-4}$ Hartree. In freezing-string calculations the number of nodes was chosen to be 20 and the number of perpendicular gradient steps was six. For transition state searches the maximum allowed step size was reduced to 0.05 Å.

Activation barriers were approximated by the difference in electronic energy of reactant and transition state, i.e., vibrational corrections were not included (this may be easily changed in standard approximations valid for the gas phase, but will increase the computational effort for the raw data generation). It is also easy to switch on a continuum solvation model in the exploration. However, we were interested in the exploration of a generic network first and therefore did not switch on dielectric continuum solvation. Solvation can then be studied in a subsequent step, where the network is copied multiple times to account for different solvation environments (also considering extensive microsolvation and configuration-space sampling as an intermediary layer between the solute...
and the continuum embedding) into which each isolated-structure node is then automatically embedded. Further refinement of these networks within the solvation model may be considered afterwards.

All calculations and the progress of the exploration was saved to a Mongo database. Automated data analysis was performed with the Python libraries matplotlib and pandas. The graphical representation of the reaction network were created by the Graphviz program.
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