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Quantum computation may well be performed with the use of electric circuits. Especially, the Schrödinger equation can be simulated by the lumped-element model of transmission lines, which is applicable to low-frequency electric circuits. In this paper, we show that the Dirac equation is simulated by the distributed-element model, which is applicable to high-frequency electric circuits. Then, a set of universal quantum gates (the Hadamard, phase-shift and CNOT gates) are constructed by networks made of transmission lines. We demonstrate Shor’s prime factorization based on electric circuits. It will be possible to simulate any quantum algorithms simply by designing networks of metallic wires.

I. INTRODUCTION

Quantum computation is one of the hottest topics in physics. Various proposals have been made based on superconducting qubits, ion trap, photonic system, quantum dot and nuclear magnetic resonance. For universal computations, it is enough to construct only three unitary gates, the Hadamard, phase-shift and CNOT gates, where all of the unitary gates are constructed by their combination. For instance, a set of universal quantum gates has been constructed based on quantum walk. Shor’s prime factorization has been demonstrated by using nuclear magnetic resonance, photonic system and a Josephson junction.

Recently, it was shown that the Schrödinger equation is simulated by the lumped-element model of transmission lines. Especially, a set of universal quantum gates has been constructed solely with the use of LC circuits. This lumped-element model is only valid for low-frequency electric circuits. It corresponds to the tight-binding model in the context of condensed matter physics. On the other hand, the distributed-element model is appropriate for high-frequency electric circuits. It corresponds to the continuum theory.

In this paper, first we show that the transmission line is described by the one-dimensional Dirac equation, where the voltage and the current form a two-component wave function. Next, we construct a set of universal quantum gates consisting of the Hadamard, phase-shift and CNOT gates. Based on these gates, we make a demonstration of Shor’s prime factorization. Our results will open a way to simulate quantum algorithms based on distributed-element electric circuits.

II. TRANSMISSION LINE AND THE DIRAC EQUATION

The electrodynamics along a transmission line is governed by the telegrapher equation made of

\[ L \frac{d}{dt} I(x,t) = - \frac{\partial}{\partial x} V(x,t), \]

\[ C \frac{d}{dt} V(x,t) = - \frac{\partial}{\partial x} I(x,t). \]

The first equation is the Kirchhoff voltage law, describing the voltage drop by the self-inductive electromotive force. The second equation is the Kirchhoff current law.

We consider a bilayer system made of an insulator placed upon a metal: See Fig. 1. Metallic wires deposited on this insulator plane are described by the telegrapher equations and with

\[ C = \frac{2\pi \varepsilon}{\log [2h/r]} \text{[F/m]}, \]

\[ L = \frac{\mu}{2\pi \log [2h/r]} \text{[H/m]}, \]

where \( r \) is the radius of the metallic wire, and \( h \) is the distance between the wire and the metallic plane. The capacitive effect between the wire and the metallic plane leads to the capacitance \( C \), while the origin of the inductance \( L \) is the self-inductive electromotive force.

The set of equations and are reformulated in the form of the one-dimensional Dirac equation,

\[ i\partial_t \psi(x,t) = \mathcal{H} \psi(x,t), \]

with the wave function

\[ \psi(x,t) = \begin{pmatrix} Z I(x,t) \\ V(x,t) \end{pmatrix}, \]

where \( Z = \sqrt{L/C} \) is the characteristic impedance of the wire. The Hamiltonian is given by

\[ \mathcal{H} = - \begin{pmatrix} 0 & \frac{i}{\sqrt{LC}} \frac{\partial}{\partial x} \\ \frac{i}{\sqrt{LC}} \frac{\partial}{\partial x} & 0 \end{pmatrix} = - \frac{i}{\sqrt{LC}} \sigma_x \frac{\partial}{\partial x}. \]

In the momentum space, it is reduced to

\[ \mathcal{H} = \frac{1}{\sqrt{LC}} \sigma_x k, \]

whose eigenvalue is given by

\[ E = \pm \frac{1}{\sqrt{LC}} |k|, \]

where \( k \) is the momentum. Its solution is a plane wave

\[ \psi(x,t) = c_1 e^{i(\omega t - k x)} + c_2 e^{i(\omega t + k x)}, \]
where coefficients $c_i$ and $c_r$ are to be determined by the boundary conditions. Here the indices "i" and "r" stand for "injected" and "reflected", respectively.

The total energy $U_T = U_E + U_M$ is conserved along the transmission line, where

$$U_E = \frac{C}{2} \sum V^2, \quad U_M = \frac{L}{2} \sum I^2$$

(11)

are the electrostatic energy and the magnetic energy, respectively. On the other hand, the probability of the wave function is rewritten in the form

$$\sum |\psi|^2 = \sum T^2 + V^2 = \sum \frac{L}{C} I^2 + V^2 = \frac{2}{C} U_T.$$  

(12)

Hence, the conservation of the probability of the wave function is assured by the conservation of the total energy. This holds for a generic network made of several transmission lines.

**III. QUANTUM GATES**

**One-qubit gates.** A one-qubit gate $U$ from the input $(|0\rangle_{in}, |1\rangle_{in})$ to the output $(|0\rangle_{out}, |1\rangle_{out})$ is defined by

$$U \left( \begin{array}{c} |0\rangle_{out} \\ |1\rangle_{out} \end{array} \right) = \left( \begin{array}{c} |0\rangle_{in} \\ |1\rangle_{in} \end{array} \right).$$  

(13)

In order to realize them, we use a two-port network of electric circuits with two inputs and two outputs as in Fig. 1.

Linear electric circuits satisfy the superposition principle. We calculate the transmission and reflection coefficients when we input a plane wave only to the wire $|0\rangle_{in}$. There are three other lines, where two of them are the outputs and the rest is the other input.

This is a scattering problem, and the wave functions are written in the form of

$$\langle x, 0 | \psi \rangle = e^{-ikx} + R(k) e^{ikx},$$  

(14)

$$\langle x, j | \psi \rangle = T_j(k) e^{ikx}, \quad j = 1, 2, 3.$$  

(15)

In general, there is a reflection to the input. It is necessary to tune the parameters so as to cancel the reflection exactly, which we refer to as the no-reflection condition.

**Mixing gate.** As the first example of one-qubit gate, we study a double bridge structure shown in Fig. 1 where two inputs and two output wires are attached to a square with length $\ell$. The current-voltage relation is $V_i = Z_i I_i$, with $Z_i$ being the characteristic impedance of the wire. The no-reflection condition is given by

$$I_1 = I_2 = 0.$$  

(16)

This condition leads to the impedance-matching relation

$$Z_2/Z_1 = 1/\sqrt{2},$$  

(17)

and the condition on the length $\ell$

$$k \ell = \pi/2 \quad \text{or} \quad 3\pi/2,$$  

(18)

as we derive in Appendix B: See (B.13) and (B.14). We show the transmission and reflection coefficients as a function of $k$ and in Fig. 1(d) and (e). It is observed that $T_2(k) = R(k) = 0$ at $k \ell = \pi/2$ and $k \ell = 3\pi/2$

Let us choose $k \ell = \pi/2$. Then, the transmission currents are obtained as

$$I_1/I_i = i/\sqrt{2}, \quad I_3/I_i = -1/\sqrt{2}.$$  

(19)
We compare these with the definition of one-qubit gate (13) to find that
\[
U_{\text{mix}} = \frac{1}{\sqrt{2}} \begin{pmatrix} i & -i \\ -1 & i \end{pmatrix},
\] (20)
which is the mixing gate.

**Phase-shift gate.** As the second example of one-qubit gate, we study a phase-shift gate defined by
\[
U_{\phi} = \begin{pmatrix} 1 & 0 \\ 0 & e^{i\phi} \end{pmatrix}.
\] (21)

It follows from (10) that the phase shift is a function of the length of a wire. Indeed, when the length of upper (lower) wire is \(\ell_1\) (\(\ell_2\)) in a two-port network without any interaction between two wires, the phase shift is given by \(e^{ik\ell_1}\) (\(e^{ik\ell_2}\)). It acts as a quantum gate,
\[
\begin{pmatrix} e^{ik\ell_1} & 0 \\ 0 & e^{ik\ell_2} \end{pmatrix} = e^{ik\ell_1} \begin{pmatrix} 1 & 0 \\ 0 & e^{i\ell_2-\ell_1} \end{pmatrix}.
\] (22)

A phase delay is found to occur for an elongated wire. Since the overall phase is meaningless, the phase shift is given by \(\phi = k(\ell_2 - \ell_1)\) in (21). We can construct a phase-shift gate (22) with an arbitrary phase by tuning the length of the elongated wire continuously. This is a merit comparing with the previous result in the lumped-electric circuit (23).

**Hadamard gate.** The Hadamard gate is defined by
\[
U_H = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}.
\] (23)

It is constructed by the combination of the mixing gate and the 3\(\pi/2\) phase-shift gate as \(U_H = -iU_{3\pi/2}U_{\text{mix}}U_{3\pi/2}\).

**NOT gate.** The NOT gate \(U_X\) is given by the Pauli \(\sigma_x\) matrix, whose network is illustrated in Fig. 2(a). It is constructed by interchanging the labels of the \(|0\rangle\) and \(|1\rangle\), as shown in Fig. 2(b).

**Two-qubit gates.** We proceed to consider the four-port network,
\[
\begin{pmatrix} |00\rangle_{\text{out}} \\ |01\rangle_{\text{out}} \\ |10\rangle_{\text{out}} \\ |11\rangle_{\text{out}} \end{pmatrix} = U \begin{pmatrix} |00\rangle_{\text{in}} \\ |01\rangle_{\text{in}} \\ |10\rangle_{\text{in}} \\ |11\rangle_{\text{in}} \end{pmatrix}.
\] (24)

The most well-known one is the CNOT gate defined by
\[
U_{\text{CNOT}} = \begin{pmatrix} I_2 & O_2 \\ 0 & U_X \end{pmatrix},
\] (25)
where \(I_2\) is the two-dimensional identity matrix, \(O_2\) is the two-dimensional null matrix, and \(U_X = \sigma_x\) is the NOT gate. We interchange the wires \(|10\rangle\) for the states \(|00\rangle\) and \(|11\rangle\), while we keep the states \(|00\rangle\) and \(|01\rangle\) as shown in Fig. 2(b). Let the length of the wires for \(|00\rangle\) and \(|01\rangle\) to be \(\ell_1\), and that of the wires for \(|10\rangle\) and \(|11\rangle\) to be \(\ell_2\). Although \(\ell_2 \neq \ell_1\), it is possible to suppress a phase shift between these two types of wires by setting \(k(\ell_2 - \ell_1) = 2\pi\).

We similarly construct the SWAP gate by exchanging the wires \(|10\rangle\) and \(|01\rangle\) as in Fig. 2(c).

**Three-qubit gates.** It is straightforward to construct three-qubits gates including the Toffoli and Fredkin gates. We exchange wires between \(|110\rangle\) and \(|111\rangle\) in the Toffoli gate as in Fig. 2(d), while we exchange wires between \(|101\rangle\) and \(|110\rangle\) in the Fredkin gate as in Fig. 2(e).

**IV. SHOR’S INTEGER FACTORIZATION**

As a demonstration we show how to perform Shor’s integer factorization in electric circuits. Shor’s algorithm is composed of quantum and classical parts. The quantum part is a period-finding algorithm, which consists of the Hadamard gate, the modular exponentiation and the inverse quantum Fourier transformation (QFT) as shown in Fig. 3. We simulate the quantum part in an electric circuit.

---

**FIG. 2:** Illustration of classical gates, where some wires are interchanged. (a) X (NOT) gate, (b) CNOT gate, (c) SWAP gate, (d) Toffoli gate and (e) Fredkin gate.
We study a typical example of the factorization of 15, whose quantum circuit is given in Fig.3(a). It consists of six qubits starting with the $|000001\rangle$, where the first two qubits ($n_1$, $n_2$) are the register qubits while the last four qubits ($m_1$, $m_2$, $m_3$, $m_4$) are called the ancilla qubits. To simplify the calculation, we make a compilation of this quantum circuit. First, since there are no actions for the fourth and six qubits, they can be removed, and we obtain Fig.3(b). Next, the first qubit can be removed since we have $U_2^H = 1$ and there is no action for the controlled phase-shift gate since the input is zero. By removing the first qubit, we have a compiled quantum circuit for three qubits shown in Fig.3(c). We implement it in the electric circuit as shown in Fig.3(d).

We start with a top most wire corresponding to $|000\rangle$. The output can be read out by measuring the magnitude and the phase of the current for each wire. We would observe that the magnitudes of currents are identical for four wires $|000\rangle$, $|011\rangle$, $|100\rangle$ and $|111\rangle$ but the phase is different by 180 degree only for $|111\rangle$. Then the output is given by

$$\frac{1}{2} \left( |000\rangle + |011\rangle + |100\rangle - |111\rangle \right). \quad (26)$$

It is identical to the output for the quantum circuit for the period-finding routine of Shor’s algorithm.

The result (26) is the one in the compiled circuit. By removing the swapped qubits, the output reads in the full quantum circuit as

$$\frac{1}{2} \left( |000001\rangle + |010001\rangle + |001011\rangle - |101011\rangle \right). \quad (27)$$

The compilation of (27) to (26) is understood by noting that the second qubit (0), the fourth qubit (0) and the sixth qubit (1) are common for all four terms in (27). Namely, since there is no action for the second, fourth and sixth qubits, there is no need to apply unitary transformation in the quantum circuit. Here we note that $n_1$ and $n_2$ have been swapped after the QFT. It follows from (27) that the register qubits are $|00\rangle$ and $|10\rangle$. As reviewed in Appendix C, we find the period $r = 2$ from this output, and we obtain the prime factorization $15 = 3 \times 5$.

V. CONCLUSION

We have constructed a set of universal quantum gates based on the distributed-element model applicable to high-frequency electric circuits. We can construct them only by using metallic wires deposited on an insulating layer placed on the metallic layer. The size of the system will be greatly reduced to the order of 10nm. Our results will open a way for integrated circuits for simulating quantum algorithms.
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Appendix A: Y-junction

We study a transmission through a Y-junction (Fig.4). There are three legs, which we call the leg-1, leg-2 and leg-3. We inject a current $I_1$ to the leg-1. There is a reflected current $I_r$ by the junction in general. Thus, two currents flow on the leg-1, with the total current being $I_1 - I_r$. Let $Z_i$ be the characteristic impedance of the leg-$i$. The voltage $V_i$ and the current $I_i$ are related by the impedance $Z_i$ as

$$V_i = Z_1 I_1, \quad V_r = Z_1 I_r, \quad V_2 = Z_2 I_2, \quad V_3 = Z_3 I_3. \quad (A.1)$$
Solving (A.4) and (A.5) with (A.6), we obtain

\[ V_1 + V_5 = V_4 + V_6 = V_8 + V_9, \quad \text{(B.5)} \]
\[ V_1 = V_6 e^{i k \ell} + V_9 e^{-i k \ell} = V_6 + V_7, \quad \text{(B.6)} \]
\[ V_2 = V_6 e^{i k \ell} + V_9 e^{-i k \ell} = V_{10} + V_{11}, \quad \text{(B.7)} \]
\[ V_3 = V_6 e^{i k \ell} + V_7 e^{-i k \ell} = V_{10} e^{i k \ell} + V_{11} e^{-i k \ell}. \quad \text{(B.8)} \]

The current-voltage relation reads

\[ V_i = Z_i I_i, \quad \text{(B.9)} \]

with \( Z_i \) being the characteristic impedance of the wire.

When we assume \( Z_i = Z_1 \) for \( i = 1, r, 1, \cdots 7 \) and \( Z_i = Z_2 \) for \( i = 8, \cdots 11 \) as shown in Fig.1(c), we can solve these equations as

\[ I_i/I_1 = Z_2^2 Z_2^2 - Z_1^2 Z_1^2/(Z_1^2 + 4Z_2^2), \quad I_2/I_1 = 2i Z_2^2 Z_1^2/(Z_1^2 + 4Z_2^2), \quad \text{for} \]

\[ k \ell = \pm \pi/2, \quad \text{(B.12)} \]

which is (18) in the text. Imposing the no-reflection condition \( (I_r = I_2 = 0) \) on (B.11), we have the impedance matching condition

\[ Z_2/Z_1 = 1/\sqrt{2}, \quad \text{(B.13)} \]

which is (17) in the text. From (B.11) we obtain

\[ I_1/I_i = \pm i/\sqrt{2}, \quad I_3/I_i = -1/\sqrt{2}. \quad \text{(B.14)} \]

By comparing (B.14) with Fig.1(b), it is found to act as

\[ U_{\text{max}} = 1/\sqrt{2} \begin{pmatrix} \pm i & -1 \\ -1 & \pm i \end{pmatrix}, \quad \text{(B.15)} \]

which is the mixing gate (20) for \( k \ell = \pi/2 \) in the text.

**Appendix C: Shor's algorithm**

We review Shor's algorithm\[^{22,23}\] for prime factorization of an integer \( N \) with the aid of the period \( r \). It consists of three steps. The first step is to design a modular exponentiation part of a quantum circuit, which is done by a classical computer. The second step to find the period \( r \), which is done by a quantum computer. The final step is to obtain prime factors from \( r \), which is done by a classical computer.

We factorize an integer \( N = pq \), with both \( p \) and \( q \) being odd primes. We pick a random number \( a \) satisfying \( 0 < a < N \), which has no common factor with \( N \). We define the modular exponential function by

\[ f(x) = a^x \pmod{N}. \quad \text{(C.1)} \]
The Euler theorem dictates that there is a positive integer $r$ satisfying
\[ f(r) = a^r \pmod{N} = 1. \] (C.2)

There is a periodicity,
\[ f(x+r) = f(x), \] (C.3)

since
\[ a^{x+r} \pmod{N} = a^r \pmod{N}. \] (C.4)

Then, we find
\[ a^r - 1 = cN \] (C.5)

with an integer $c$. It is rewritten as
\[ \left( a^{r/2} + 1 \right) \left( a^{r/2} - 1 \right) = cN. \] (C.6)

If $r$ is an even number, at least one nontrivial factor of $N$ is given by the greatest common denominator of $\gcd(a^{r/2}+1, N)$ or $\gcd(a^{r/2}-1, N)$. It is solved by using the Euclidean algorithm, which is efficiently calculated by a classical computer. If $r$ is an odd number, we rechoose a different number $a$ and redo the process.

Shor’s algorithm provides us with an efficient quantum circuit to find the period $r$. We initialize the state as
\[ \left( \bigotimes_{x=0}^{n} |0\rangle \right) \left( \bigotimes_{x=0}^{m-1} |0\rangle \right) \otimes |1\rangle, \] (C.7)

where the first $n$ qubits are the register qubits while the second $m$ qubits are the ancilla qubits. We choose $m$ such that $2^{m-1} < N \leq 2^m$, and a certain integer $n$ of the order of $m$.

We first apply the Hadamard gates on the register qubits, which transforms the initialized state as
\[ \left( \bigotimes_{x=0}^{n} |0\rangle \right) \mapsto \frac{1}{\sqrt{2^n}} \left( |0\rangle + |1\rangle \right)^{\otimes n} = \frac{1}{\sqrt{2^n}} \sum_{x=0}^{2^n-1} |x\rangle, \] (C.8)

where $|x\rangle$ stands for the binary representation of $x$. By applying the modular exponentiation to the ancilla qubits, (C.7) leads to,
\[ \frac{1}{\sqrt{2^n}} \sum_{x=0}^{2^n-1} |x\rangle |a^x \pmod{N}\rangle. \] (C.9)

Next, we apply a QFT to the register qubits, obtaining
\[ \frac{1}{\sqrt{2^n}} \sum_{y=0}^{2^n-1} \sum_{x=0}^{2^n-1} e^{2\pi i xy/2^n} |y\rangle |a^x \pmod{N}\rangle. \] (C.10)

We reorder this sum as
\[ \frac{1}{2^n} \sum_{z=0}^{N-1} \sum_{y=0}^{2^n-1} \sum_{x=0}^{2^n-1} f(x) e^{2\pi i xy/2^n} |y\rangle |z\rangle. \] (C.11)

Since $x$ is periodic as in (C.3), we can write it as
\[ x = x_0 + rb, \] (C.12)

with $b$ being an integer. The sum is calculated as
\[ \sum_{y=0}^{2^n-1} e^{2\pi i xy/2^n} = e^{2\pi i x y/2^n} \sum_{b=0}^{m-1} e^{2\pi i r by/2^n}, \] (C.13)

where
\[ m-1 = \left\lfloor \frac{2^n - x_0 - 1}{r} \right\rfloor \] (C.14)

with the use of a floor function. The absolute value of the coefficient of the state $|y\rangle |z\rangle$ is given by
\[ \left| \frac{1}{2^n} \sum_{b=0}^{m-1} e^{2\pi i r by/2^n} \right|, \] (C.15)

where
\[ \frac{1}{2^n} \sum_{b=0}^{m-1} e^{2\pi i r by/2^n} = \begin{cases} \frac{1}{2^n} & \text{if } e^{2\pi i rb/2^n} = 1 \\ \frac{1}{2^n} e^{2\pi i rb/2^n} & \text{if } e^{2\pi i rb/2^n} \neq 1 \end{cases}. \] (C.16)

Hence the coefficient of the register qubits $|y\rangle$ becomes negligible unless
\[ ry/2^n \in \mathbb{Z}. \] (C.17)

Consequently, $r$ can be determined. The prime factors are given by the nontrivial greatest common divisors of $a^{r/2} \pm 1$.

We take an example of $N = 15$. Let us choose $a = 11$. We use $m = 4$ for ancilla qubits to satisfy $2^{m-1} < 15 \leq 2^m$.

It is enough to use $n = 2$ for the register qubits. Then, by calculating (C.9), we find
\[ \frac{1}{2} \sum_{x=0}^{3} |x\rangle |11^x \pmod{15}\rangle = \frac{1}{2} \left( |0\rangle |1\rangle |11\rangle |2\rangle |1\rangle |3\rangle |11\rangle \right), \] (C.18)

In the binary representation, it becomes
\[ \frac{1}{2} \left( |00\rangle |0001\rangle + |01\rangle |1011\rangle + |10\rangle |0001\rangle + |11\rangle |1011\rangle \right). \] (C.19)

The inverse QFT with respect to the register qubits is explicitly given by
\[ U^{-1}_{\text{QFT2}} = \frac{1}{2} \begin{pmatrix} 1 & 1 & 1 & 1 \\ 1 & -i & -1 & i \\ 1 & -1 & 1 & -1 \\ 1 & i & -1 & -i \end{pmatrix}. \] (C.20)
After the inverse QFT, (C.19) becomes

\[
\begin{align*}
\frac{1}{4} (|00\rangle + |01\rangle + |10\rangle + |11\rangle)|001\rangle \\
+ \frac{1}{4} (|00\rangle - i|01\rangle - |10\rangle + i|11\rangle)|101\rangle \\
+ \frac{1}{4} (|00\rangle - |01\rangle + |10\rangle - |11\rangle)|001\rangle \\
+ \frac{1}{4} (|00\rangle + i|01\rangle - |10\rangle - i|11\rangle)|101\rangle \\
= \frac{1}{2} (|00\rangle + |10\rangle)|001\rangle + \frac{1}{2} (|00\rangle - |10\rangle)|101\rangle \\
= \frac{1}{2} (|000001\rangle + |100001\rangle + |001011\rangle - |101011\rangle).
\end{align*}
\]  
(C.21)

We focus on the register qubits, where there are only two states \(|00\rangle\) and \(|10\rangle\), or \(|0\rangle\) and \(|2\rangle\) in the decimal unit. They imply \(y = 0\) and \(y = 2\). By substituting \(y = 2\) and \(n = 2\) in (C.17), we find \(r = 2\).

The prime factorization of \(N = 15\) is done once we find the period \(r = 2\) for the choice of \(a = 11\). Then,

\[
a^{r/2} + 1 = 12, \quad a^{r/2} - 1 = 10. \tag{C.22}
\]

The greatest common divisor \(c\) is found from (C.6) as

\[
c = \frac{(a^{r/2} + 1)(a^{r/2} - 1)}{N} = 8. \tag{C.23}
\]

Using the Euclidean algorithm, we have

\[
gcd(12, 15) = 3, \quad gcd(10, 15) = 5, \tag{C.24}
\]

and hence that \(15 = 3 \times 5\).

---
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