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Abstract
In present paper, we establish sufficient conditions for existence and stability of solutions for system of nonlinear implicit fractional differential equations. The main techniques are based on method of successive approximations. Finally, an illustrative example is given to show the applicability of our theoretical results.
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1 Introduction

The year 1695, a letter conversation of Leibniz and L’Hospital, treated as birth of fractional calculus but the first precise definition of fractional derivative and primitive was introduced at the end of nineteenth century by Liouville and Riemann. This calculus of arbitrary order initially appeared as a theoretical development in the mathematical analysis, but in the past few decades, it is proved to be an excellent tool in the description of many processes occurring naturally. Numerous applications are found in nonlinear waves of earthquake, modelling the seepage flow in porous media and in fluid dynamics, memory mechanism and hereditary properties of materials. Some recent existence-uniqueness results of solutions for fractional differential equations with initial as well as boundary conditions can be found in [1]-[3, 8] and see the books by Kilbas et.al. [20], Podlubny [22], Samko et.al. [27] and references therein.

In 1940, Ulam [28] proposed a general Ulam stability problem in the talk before the Mathematics Club of University of Wisconsin in which he discussed a number of important unsolved problems: When is it true that by slightly changing the hypothesis of the theorem one can still assert that the thesis of the theorem remains true or approximately true ?, also see [29]. In the following year, Hyers [13] affirmatively answered partially to the Ulams’ question. Further in 1978, Rassias [24]-[26] generalized the results of Hyers’ and since then the stability of functional equations have been investigated by many researchers as an emerging field of mathematical analysis. As a consequence of Hyers’ result, a great
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number of papers on the subject have been appeared, extending and generalizing Ulam’s problem and Hyers’ theorem in various aspects, \[4, 13\]-\[17, 30, 31\]. The stability analysis of all kinds of equations have attracted the concentration of many researchers in the books \[6, 18, 19, 25, 26, 28, 29\]. S-M. Jung and his co-authors obtained numerous results on the Ulam-type stability of linear as well as nonlinear differential equations. S-M. Jung derived the Hyers-Ulam stability of first order linear both ordinary and partial differential equations in the series of papers \[14\]-\[17\]. The classical concept of Ulam-Hyers stability has applicable significance since it means that if we are dealing with Ulam-Hyers stable system then one does not seek the exact solution. All what is required is to find a function which satisfies a suitable approximation inequation. This approach is quite useful in many applications such as numerical analysis and optimization, where seeking the exact solution is impossible.

Although, the local stability and Mittag-Leffler stability results are obtained in the literature by fixed point theory \[4, 9, 12, 31, 32\], to the best of our knowledge, there are very rare works on the Ulam stability for nonlinear implicit fractional differential equations by using method of successive approximations \[5, 10, 11, 21\]. Integral inequalities plays a major role in the analysis of various functional equations and their qualitative properties. For references see \[4, 6, 7, 14\]-\[19, 23, 27\],\[30\]-\[32\]. Following the idea of \[21\], in this paper, we will study the existence, uniqueness and four types of Ulam-type stabilities for the following nonlinear initial value problem (IVP) of system of implicit fractional differentia equations

\[
\begin{align*}
\mathcal{D}_1^\alpha x(t) &= f(t, x(t), \mathcal{D}_1^\alpha x(t)), \quad t \in J = [1, T], T > 1, \\
x(k)(1) &= x_k, \quad x_k \in \mathbb{R}^n, \quad k = 0, 1, \ldots, m - 1,
\end{align*}
\]

for some \(\alpha \in (m - 1, m], m \in \mathbb{N}\), where \(f : J \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n\) be a nonlinear continuous function, \(x : J \to \mathbb{R}^n\) and \(\mathcal{D}_1^\alpha\) denotes the Caputo-Hadamard derivative of order \(\alpha\).

The layout of this work is as follow: In section 2, some notations and preparation results are given. Section 3, the main results, divided into three subsections from which first is devoted to existence and uniqueness of solution for considered IVP \[11\] followed by four types of Ulam-type stabilities and conclude the section with \(E_\alpha\)–Ulam type stability results. In last section, we give the counter example in support of the theory.

## 2 Preliminaries

Consider the real space \(\mathbb{R}^n\) with the norm \(||\cdot||\) and denote by \(\mathbb{B} = C^m(J, \mathbb{R}^n)\)—the Banach space of all continuous functions from \(J\) into \(\mathbb{R}^n\) having \(m\)th order derivatives endowed with supremum norm \(||\cdot||_{\mathbb{B}}\). The special function frequently used in the solution of fractional differential equations is the Mittag-Leffler function denoted as \(E_\alpha(z)\) and defined by

\[
E_\alpha(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(\alpha k + 1)}, \quad z \in \mathbb{R}, \, Re(\alpha) > 0,
\]

where \(\Gamma(x) = \int_0^\infty e^{-t} t^{x-1} dt, \, x > 0\), is the Gamma function.
Lemma 1. [20] The Hadamard fractional integral of order $\alpha > 0$ for a continuous function $g(t) : [1, +\infty) \to \mathbb{R}$ is defined as
\[ \mathcal{I}_t^\alpha g(t) = \frac{1}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha - 1} g(s) \frac{ds}{s}, \quad \alpha > 0. \] (3)

Definition 2. [20] The Caputo-Hadamard fractional derivative of order $\alpha$ for a continuous function $g(t) : [1, +\infty) \to \mathbb{R}$ is defined as
\[ \mathcal{D}_t^\alpha g(t) = \frac{1}{\Gamma(n - \alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{n-\alpha-1} \delta^n(g)(s) \frac{ds}{s}, \quad n - 1 < \alpha < n, \] (4)
where $\delta^n = \left( \frac{d}{dt} \right)^n$, $n \in \mathbb{N}$.

Lemma 1. [20] Let $m - 1 < \alpha \leq m, m \in \mathbb{N}$ and $g \in C^m[1, T]$. Then
\[ \mathcal{I}_t^\alpha [\mathcal{D}_t^\alpha g(t)] = g(t) - \sum_{k=0}^{m-1} \frac{g^{(k)}(1)}{\Gamma(k + 1)} (\log t)^k. \]

Lemma 2. [20] For all $\mu > 0$ and $\nu > -1$,
\[ \frac{1}{\Gamma(\mu)} \int_1^t \left( \log \frac{t}{s} \right)^{\mu - 1} (\log s)^\nu \frac{ds}{s} = \frac{\Gamma(\nu + 1)}{\Gamma(\mu + \nu + 1)} (\log t)^{\mu + \nu}. \]

Lemma 3. [20] Let $g(t) = t^\mu$, where $\mu \geq 0$ and let $m - 1 < \alpha \leq m, m \in \mathbb{N}$. Then
\[ \mathcal{D}_1^\alpha (t^\mu) = \begin{cases} 0, & \text{if } \mu \in \{0, 1, \cdots, m - 1\}, \\ \frac{\Gamma(\mu + 1)}{\Gamma(\mu + \alpha + 1)} (\log t)^{\mu + \alpha}, & \text{if } \mu \in \mathbb{N}, \mu \geq m \text{ or } \mu \notin \mathbb{N}, \mu > m - 1. \end{cases} \]

Lemma 4. [13] For any $t \in [1, T]$,
\[ u(t) \leq a(t) + b(t) \int_1^t \left( \log \frac{t}{s} \right)^{\alpha - 1} u(s) \frac{ds}{s}, \]
where all the functions are not negative and continuous. The constant $\alpha > 0, b$ is a bounded and monotonic increasing function on $[1, T)$, then,
\[ u(t) \leq a(t) + \int_1^t \left[ \sum_{n=1}^\infty \frac{(b(t)\Gamma(\alpha))^n}{\Gamma(n\alpha)} \left( \log \frac{t}{s} \right)^{n\alpha - 1} a(s) \right] \frac{ds}{s}, \quad t \in [1, T). \]

Remark 1. Under the hypothesis of Lemma 4, let $a(t)$ be a nondecreasing function on $[1, T)$. Then
\[ u(t) \leq a(t) E_{\alpha} \left( b(t) \Gamma(\alpha) \log t^\alpha \right). \]

Lemma 5. [21] Let $X$ be a Banach space and let $D$ be an operator which maps the element of $X$ into itself for which $D^r$ is a contraction, where $r$ is a positive integer then $D$ has a unique fixed point.

Definition 3. A function $x \in \mathbb{B}$ is said to be a solution of problem (1) if $x$ satisfies nonlinear implicit fractional differential system of equations $\mathcal{D}_t^\alpha x(t) = f(t, x(t), \mathcal{D}_t^\alpha x(t))$ on $J$ together with initial conditions $x^{(k)}(1) = x_k, k = 0, 1, \cdots, m - 1, \ x_k \in \mathbb{R}^n, \ m - 1 < \alpha \leq m, \ m \in \mathbb{N}$. 

3
3 Main results

In this section, we present our main results concerning the existence and stability of solutions for fractional differential system (1).

3.1 Existence-Uniqueness

We need the following lemma to establish the existence of solution which is equivalence between IVP (1) and equivalent fractional nonlinear integral equation

\[ x(t) = \sum_{k=0}^{m-1} \frac{x_k}{\Gamma(k+1)} (\log t)^k + \frac{1}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} p(s) \frac{ds}{s}, \quad t \in J, \tag{5} \]

where \( p \in \mathbb{B} \) satisfies the functional equation

\[ p(t) = f \left( t, \sum_{k=0}^{m-1} \frac{x_k}{\Gamma(k+1)} (\log t)^k + \mathcal{I}^\alpha_1 p(t), p(t) \right), \quad t \in J. \tag{6} \]

**Lemma 6.** Let \( f : J \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n \) be a continuous function. Then system (1) is equivalent to the fractional integral equation (5).

**Proof.** First we prove the necessity. Let \( x : J \to \mathbb{R}^n \) in \( \mathbb{B} \) is a solution of IVP (1). Denote

\[ \mathcal{D}^\alpha_1 x(t) = p(t), \quad t \in J, m-1 < \alpha \leq m, m \in \mathbb{N}, \tag{7} \]

where \( p \in \mathbb{B} \). Applying \( \mathcal{I}^\alpha_1 \) on both sides of (7) and in the light of Lemma 3, we obtain

\[ \mathcal{I}^\alpha_1 \mathcal{D}^\alpha_1 x(t) = \mathcal{I}^\alpha_1 p(t) \]

\[ x(t) - \sum_{k=0}^{m-1} \frac{x_k}{\Gamma(k+1)} (\log t)^k = \mathcal{I}^\alpha_1 p(t) \]

\[ x(t) = \sum_{k=0}^{m-1} \frac{x_k}{\Gamma(k+1)} (\log t)^k + \mathcal{I}^\alpha_1 p(t), \quad t \in J. \]

Thus, differential equation of IVP (1) becomes

\[ p(t) = f \left( t, x(t), p(t) \right) \]

\[ = f \left( t, \sum_{k=0}^{m-1} \frac{x_k}{\Gamma(k+1)} (\log t)^k + \mathcal{I}^\alpha_1 p(t), p(t) \right), \quad t \in J. \]

This proves \( x \) is a solution of fractional integral equation (5), where \( p \in \mathbb{B} \) satisfies (6).

Now we prove the sufficiency. Let \( x : J \to \mathbb{R}^n \) in \( \mathbb{B} \) satisfies the fractional integral equation (5), where \( p \in \mathbb{B} \) satisfies functional equation (6). Then equation (5) can be written as

\[ x(t) = \sum_{k=0}^{m-1} \frac{x_k}{\Gamma(k+1)} (\log t)^k + \mathcal{I}^\alpha_1 p(t), \quad t \in J. \tag{8} \]
Since \( p \) is continuous then using Lemma 3 and applying \( D_1^\alpha \) on both sides of (5), we obtain
\[
D_1^\alpha x(t) = \sum_{k=0}^{m-1} \frac{x_k}{\Gamma(k + 1)} D_1^\alpha [(\log t)^k] + D_1^\alpha \gamma_1 p(t)
\]
\[= p(t), \quad t \in J. \tag{9}\]

But \( p \) satisfies functional equation (4). Thus using equations (8) and (9) in (4), we obtain
\[
D_1^\alpha x(t) = f(t, x(t), D_1^\alpha x(t)), \quad t \in J.
\]

Further from integral equation (5),
\[
x^{(k)}(t) = x_k + \gamma_1^{\alpha-k} p(t), \quad p \in \mathbb{B}, t \in J, k = 0, 1, \ldots, m - 1.
\]

One can easily verify that the initial condition of system (1) is satisfied by setting \( t = 1 \) in above last equation. The proof is completed. \( \square \)

Next, we introduce the following assumptions:

\((H1)\) A continuous function \( f : J \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n \) satisfies the Lipschitz-type condition:
for \( x, y, \tilde{x}, \tilde{y} \in \mathbb{R}^n \) there exist constants \( M > 0 \) and \( 0 < N < 1 \) such that
\[
||f(t, x, y) - f(t, \tilde{x}, \tilde{y})|| \leq M||x - \tilde{x}|| + N||y - \tilde{y}||, \quad t \in J.
\]

\((H2)\) Let \( \Phi \in C(J, \mathbb{R}_+) \) be a nondecreasing function. There exists a constant \( K > 0 \) satisfying \( 0 < K \theta < 1 \) and
\[
\left|\left| \frac{1}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} \Phi(s) ds \right|\right| \leq K \Phi(t), \quad t \in J,
\]
where \( \theta = \frac{M}{1-N} > 0. \)

**Theorem 1.** Suppose that a function \( f \) satisfies assumption (H1). Then the IVP (1) has a unique solution \( x : J \to \mathbb{R}^n. \)

**Proof.** In accordance with Lemma 6, the IVP (1) can be written as a fixed point problem. For this, consider the operator \( I : \mathbb{B} \to \mathbb{B} \) as follows.
\[
Ix(t) = \sum_{k=0}^{m-1} \frac{x_k}{\Gamma(k + 1)} (\log t)^k + \frac{1}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} p(s) ds, \quad t \in J,
\]
where \( p \in \mathbb{B} \) satisfies the functional equation \( p(t) = f(t, x(t), p(t)) \) for \( t \in J. \)

It is sufficient to prove that operator \( I \) has a fixed point. More precisely, using the principle of mathematical induction, we prove that for any \( x, y \in \mathbb{B} \) and \( t \in J, \)
\[
||I^j x(t) - I^j y(t)|| \leq \frac{(\theta(\log t)^\alpha)^j}{\Gamma(\alpha j + 1)} ||x - y||_{\mathbb{B}}, \quad j \in \mathbb{N}, \tag{10}\]
where \( \theta = \left( \frac{M}{1-N} \right) > 0. \)

For any \( x, y \in B \) and \( t \in J \), by definition of operator \( I \), we have

\[
\|Ix(t) - Iy(t)\| \leq \frac{1}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} ||p(s) - q(s)|| \frac{ds}{s},
\]

where \( p, q \in B \) satisfies the functional equations

\[
p(t) = f(t, x(t), p(t)) \quad \text{and} \quad q(t) = f(t, y(t), q(t)), \quad t \in J.
\]

For any \( t \in J \), from assumption (H1) we have

\[
||p(t) - q(t)|| = ||f(t, x(t), p(t)) - f(t, y(t), q(t))|| \\
\leq M||x(t) - y(t)|| + N||p(t) - q(t)|| \\
= \theta||x(t) - y(t)||, \quad t \in J.
\]

Hence inequality (11) becomes

\[
||Ix(t) - Iy(t)|| \leq \frac{\theta}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} ||x(s) - y(s)|| \frac{ds}{s} \\
\leq \frac{\theta}{\Gamma(\alpha)} \left( \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} \frac{ds}{s} \right) ||x - y||_B.
\]

Therefore

\[
||Ix(t) - Iy(t)|| \leq \frac{\theta (\log t)^\alpha}{\Gamma(\alpha + 1)} ||x - y||_B, \quad t \in J.
\]

Thus the inequality (11) is true for \( j = 1 \). Let us now assume that it hold for \( j = r, r \in \mathbb{N} \):

\[
||I^r x(t) - I^r y(t)|| \leq \frac{[\theta (\log t)^\alpha]^r}{\Gamma(r \alpha + 1)} ||x - y||_B, \quad t \in J.
\]

(12)

We prove that inequality (11) holds for \( j = r + 1 \). By definition of operator \( I \),

\[
||I^{r+1} x(t) - I^{r+1} y(t)|| = ||I(I^r x(t)) - I(I^r y(t))|| \\
\leq \frac{\theta}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} ||h(s) - g(s)|| \frac{ds}{s}, \quad t \in J,
\]

where \( h, g \in B \) are such that

\[
h(t) = f(t, I^r x(t), h(t)) \quad \text{and} \quad g(t) = f(t, I^r y(t), g(t)), \quad t \in J.
\]

By assumption (H1), we have

\[
||h(t) - g(t)|| \leq \theta||I^r x(t) - I^r y(t)||, \quad t \in J.
\]
Hence we obtain
\[ ||I^{r+1}x(t) - I^{r+1}y(t)|| \leq \frac{\theta}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} \frac{||I^r x(s) - I^r y(s)||ds}{s}, \quad t \in J. \]

By using inequality (12) and Lemma 2, the above inequality takes the form
\[ ||I^{r+1}x(t) - I^{r+1}y(t)|| \leq \frac{\theta}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} \frac{[\theta (\log s)^\alpha]^s}{\Gamma(r\alpha + 1)} ||x - y||_B \frac{ds}{s} \]
\[ \leq \frac{\theta^{r+1}}{\Gamma(r\alpha + 1)} \left( \frac{1}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} (\log s)^{r\alpha} \frac{ds}{s} \right) ||x - y||_B \]
\[ = \frac{\theta^{r+1}}{\Gamma(r\alpha + 1)} \left[ \Gamma(r\alpha + 1) \right] (\log t)^{r\alpha+\alpha} ||x - y||_B, \quad t \in J. \]

Therefore
\[ ||I^{r+1}x(t) - I^{r+1}y(t)|| \leq \frac{[\theta (\log t)^\alpha]^{r+1}}{\Gamma((r+1)\alpha + 1)} ||x - y||_B, \quad t \in J. \]

This proves the inequality (10) is true for \( j = r + 1 \). The principle of mathematical induction completes the proof of inequality (10).

Again from the inequality (10), we obtain
\[ ||I^j x - I^j y|| = \sup_{t \in J} ||I^j x(t) - I^j y(t)|| \leq \frac{[\theta (\log T)^\alpha]^j}{\Gamma(j\alpha + 1)} ||x - y||_B. \]

By definition of Mittag-Leffler function (2),
\[ E_\alpha(\theta (\log T)^\alpha) = \sum_{j=0}^{\infty} \frac{[\theta (\log T)^\alpha]^j}{\Gamma(j\alpha + 1)}. \]

Note that \( \frac{[\theta (\log T)^\alpha]^j}{\Gamma(j\alpha + 1)} \) is the \( j \)th term of the convergent series of nonnegative real numbers. This gives
\[ \lim_{j \to \infty} \frac{[\theta (\log T)^\alpha]^j}{\Gamma(j\alpha + 1)} = 0. \]

The choice of \( j \in \mathbb{N} \) for \( \frac{[\theta (\log T)^\alpha]^j}{\Gamma(j\alpha + 1)} < 1 \) shows that \( I^j \) is a contraction map. Thus by modified version of contraction mapping principle, Lemma 5, \( I \) has a unique fixed point \( x : J \to \mathbb{R}^n \) in \( B \), which is the unique solution of IVP (1). This complete the proof.

### 3.2 Ulam-type Stability

In this subsection, we obtain the sufficient conditions for stability of solution for IVP (1). Particularly, four types of Ulam-type stability results are discussed, i.e. Ulam-Hyers stability, generalized Ulam-Hyers stability, Ulam-Hyers-Rassias stability and generalized
Ulam-Hyers-Rassias stability. Also note that, Ulam-type stabilities are a special types of data dependance of solutions.

First we consider the Ulam-type stability results for problem (1). Let $\epsilon > 0$ and $\Phi : J \to \mathbb{R}_+$ be a continuous function. We consider the following inequations:

\[
\|\mathcal{D}_t^\alpha y(t) - f(t, y(t), \mathcal{D}_t^\alpha y(t))\| \leq \epsilon, \quad t \in J,
\]

\[
\|\mathcal{D}_t^\alpha y(t) - f(t, y(t), \mathcal{D}_t^\alpha y(t))\| \leq \Phi(t), \quad t \in J,
\]

\[
\|\mathcal{D}_t^\alpha y(t) - f(t, y(t), \mathcal{D}_t^\alpha y(t))\| \leq \epsilon \Phi(t), \quad t \in J.
\]

**Definition 4.** The problem (1) is Ulam-Hyers stable if there exists a real number $K_f > 0$ such that for each $\epsilon > 0$ and for each solution $y : J \to \mathbb{R}^n$ in $\mathcal{B}$ of inequality (13), there exists a solution $x : J \to \mathbb{R}^n$ of problem (1) in $\mathcal{B}$ with

\[
\|y(t) - x(t)\| \leq \epsilon K_f; \quad t \in J.
\]

**Definition 5.** The problem (1) is generalized Ulam-Hyers stable if there exists $\psi \in C(\mathbb{R}_+, \mathbb{R}_+), \psi(0) = 0$ such that for each $\epsilon > 0$ and for each solution $y : J \to \mathbb{R}^n$ in $\mathcal{B}$ of inequality (13), there exists a solution $x : J \to \mathbb{R}^n$ of problem (1) in $\mathcal{B}$ with

\[
\|y(t) - x(t)\| \leq \psi(\epsilon); \quad t \in J.
\]

**Definition 6.** The problem (1) is Ulam-Hyers-Rassias stable with respect to $\Phi$, if there exists a real number $K_{f,\phi} > 0$ such that for each $\epsilon > 0$ and for each solution $y : J \to \mathbb{R}^n$ in $\mathcal{B}$ of inequality (14), there exists a solution $x : J \to \mathbb{R}^n$ of problem (1) in $\mathcal{B}$ with

\[
\|y(t) - x(t)\| \leq \epsilon K_{f,\phi} \Phi(t); \quad t \in J.
\]

**Definition 7.** The problem (1) is generalized Ulam-Hyers-Rassias stable with respect to $\Phi$, if there exists a real number $K_{f,\phi} > 0$ such that for each $\epsilon > 0$ and for each solution $y : J \to \mathbb{R}^n$ in $\mathcal{B}$ of inequality (15), there exists a solution $x : J \to \mathbb{R}^n$ of problem (1) in $\mathcal{B}$ with

\[
\|y(t) - x(t)\| \leq K_{f,\phi} \Phi(t); \quad t \in J.
\]

Now we see Ulam-type stability of problem (1) by using successive approximations.

**Theorem 2.** Suppose that $f$ satisfies assumption (H1). For every $\epsilon > 0$, if $y : J \to \mathbb{R}^n$ in $\mathcal{B}$ satisfies inequality (13), then there exists a unique solution $x : J \to \mathbb{R}^n$ in $\mathcal{B}$ of problem (1) with $x^{(k)}(1) = y^{(k)}(1)$, for $k = 0, 1, \cdots, m - 1$. Moreover, the problem (1) is Ulam-Hyers stable with

\[
\|y(t) - x(t)\| \leq \left( E_\alpha \left( \frac{\theta (\log T)^\alpha}{\theta} \right) - 1 \right) \epsilon, \quad t \in J,
\]

and $\theta = \left( \frac{M}{1-N} \right) > 0.$
Proof. For every $\epsilon > 0$, let $y : J \to \mathbb{R}^n$ in $\mathbb{B}$ satisfies inequality (13), then there exists a function $\sigma_y(t) \in \mathbb{B}$ (depending on $y$) such that

$$||\sigma_y(t)|| \leq \epsilon,$$

and $\mathcal{D}_1^\sigma y(t) = f(t, y(t), \mathcal{D}_1^\sigma y(t)) + \sigma_y(t), \quad t \in J.$$

In the light of Lemma 6, $y$ satisfies the fractional integral equation

$$y(t) = \sum_{k=0}^{m-1} \frac{y^{(k)}(1)}{\Gamma(k+1)}(\log t)^k + \int_1^t \left( \frac{\log t}{s} \right)^{\alpha-1} \frac{p^0(s)}{\Gamma(\alpha)} \frac{ds}{s} + \int_1^t \left( \frac{\log t}{s} \right)^{\alpha-1} \frac{\sigma_y(s)}{\Gamma(\alpha)} \frac{ds}{s}, \quad t \in J,$$

where $p^0 \in \mathbb{B}$ satisfies the functional equation $p^0(t) = f(t, y(t), p^0(t))$ for $t \in J$.

Define $x^0(t) = y(t)$ for $t \in J$ and consider the sequence $\{x^j\} \subseteq \mathbb{B}$ defined by

$$x^j(t) = \sum_{k=0}^{m-1} \frac{y^{(k)}(1)}{\Gamma(k+1)}(\log t)^k + \frac{1}{\Gamma(\alpha)} \int_1^t \left( \frac{\log t}{s} \right)^{\alpha-1} \frac{p^{j-1}(s)}{\Gamma(\alpha)} \frac{ds}{s}, \quad t \in J,$$

where $p^{j-1}(t) \in \mathbb{B}$ ($j \in \mathbb{N}$) is such that

$$p^{j-1}(t) = f(t, x^{j-1}(t), p^{j-1}(t)), \quad t \in J.$$ (17)

By using the principle of mathematical induction, we prove that

$$||x^j(t) - x^{j-1}(t)|| \leq \epsilon \left( \frac{\theta}{\alpha(\alpha + 1)} \right)^j,$$ (18)

for $j \in \mathbb{N}, t \in J$.

First we show that inequality (18) is true for $j = 1$. By definition of successive approximations, for any $t \in J$ we obtain

$$||x^1(t) - x^0(t)|| = \left\| \sum_{k=0}^{m-1} \frac{y^{(k)}(1)}{\Gamma(k+1)}(\log t)^k + \frac{1}{\Gamma(\alpha)} \int_1^t \left( \frac{\log t}{s} \right)^{\alpha-1} \frac{p^0(s)}{\Gamma(\alpha)} \frac{ds}{s} - y(t) \right\|$$

$$\leq \left\| \sum_{k=0}^{m-1} \frac{y^{(k)}(1)}{\Gamma(k+1)}(\log t)^k + \frac{1}{\Gamma(\alpha)} \int_1^t \left( \frac{\log t}{s} \right)^{\alpha-1} \frac{p^0(s)}{\Gamma(\alpha)} \frac{ds}{s} \right\|$$

$$- \left( \sum_{k=0}^{m-1} \frac{y^{(k)}(1)}{\Gamma(k+1)}(\log t)^k + \mathcal{I}_1^\alpha p^0(t) - \mathcal{I}_1^\sigma y(t) \right)$$

$$= ||\mathcal{I}_1^\sigma y(t)||$$

$$\leq \frac{1}{\Gamma(\alpha)} \int_1^{t} \left( \frac{\log t}{s} \right)^{\alpha-1} ||\sigma_y(s)|| \frac{ds}{s}$$

$$\leq \epsilon \left( \frac{\theta}{\alpha(\alpha + 1)} \right), \quad t \in J,$$

which proves inequality (18) for $j = 1$. Now, we assume that the inequality (18) hold for $j = r, r \in \mathbb{N}$ and prove it for $j = r + 1$. Again by definition of successive approximations, for any $t \in J$, we have

$$||x^{r+1}(t) - x^r(t)|| \leq \frac{1}{\Gamma(\alpha)} \int_1^{t} \left( \frac{\log t}{s} \right)^{\alpha-1} \left||p^r(s) - p^{r-1}(s)|| \frac{ds}{s} \right.$$. (19)
Since \( p^j(t) = f(t, x^j(t), p^j(t)), \ t \in J \) and using assumption (H1), we have
\[
||p^r(t) - p^{r-1}(t)|| = ||f(t, x^r(t), p^r(t)) - f(t, x^{r-1}(t), p^{r-1}(t))|| \\
\leq M||x^r(t) - x^{r-1}(t)|| + N||p^r(t) - p^{r-1}(t)|| \\
= \theta||x^r(t) - x^{r-1}(t)||, \ t \in J.
\]

Using the above estimate in inequality (19), we obtain
\[
||x^{r+1}(t) - x^r(t)|| \leq \frac{\theta}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} \left[ ||x^r(s) - x^{r-1}(s)|| \right] \frac{ds}{s} \\
\leq \frac{\theta}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} \left[ \frac{\epsilon [\theta (\log s)^\alpha]^{r}}{\epsilon \theta \Gamma(r \alpha + 1)} \right] \frac{ds}{s} \\
= \frac{\epsilon \theta^r}{\Gamma(\alpha)(r \alpha + 1)} \left( \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} \frac{ds}{s} \right) \\
= \frac{\epsilon (\theta (\log t)^\alpha)^{r+1}}{\theta \Gamma(\alpha)(r + 1)}, \ t \in J,
\]
which is inequality (18) for \( j = r + 1 \). The proof of inequality (18) is completed by the principle of mathematical induction.

Furthermore, for any \( t \in J \), from inequality (18), we obtain
\[
||x^j(t) - x^{j-1}(t)|| \leq \frac{\epsilon}{\theta} \sum_{j=1}^\infty \frac{(\theta (\log T)^\alpha)^j}{\Gamma(j \alpha + 1)} \quad \text{and} \quad j \in \mathbb{N}.
\]
This gives
\[
||x^j(t) - x^{j-1}(t)|| \leq \frac{\epsilon}{\theta} (E_\alpha(\theta (\log T)^\alpha) - 1). \quad (20)
\]
Hence the series \( x^0(t) + \sum_{j=1}^\infty [x^j(t) - x^{j-1}(t)] \) converges absolutely and uniformly on \( J \) with respect to the norm \( || \cdot || \). Consider
\[
x(t) = x^0(t) + \sum_{j=1}^\infty [x^j(t) - x^{j-1}(t)], \ t \in J. \quad (21)
\]
Then
\[
x^r(t) = x^0(t) + \sum_{j=1}^r [x^j(t) - x^{j-1}(t)]
\]
is the \( r^{th} \) partial sum of the series (21), and gives
\[
\lim_{r \to \infty} ||x^r(t) - x(t)|| = 0, \quad \text{for all} \quad t \in J. \quad (22)
\]
Since convergence is uniform, \( x \in \mathbb{B} \). We prove that the limit function \( x \) is a solution of
\[
x(t) = \sum_{k=0}^{m-1} \frac{y^{(k)}(1)}{\Gamma(k + 1)} (\log t)^k + \frac{1}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} p(s) \frac{ds}{s}, \ t \in J,
\]
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where \( p \in \mathbb{B} \) satisfies the functional equation \( p(t) = f(t, x(t), p(t)), \; t \in J. \)

For any \( t \in J \), we prove that \( p^r \in \mathbb{B}, \; (r = 0, 1, \cdots) \) generated in (17) satisfies

\[
\lim_{r \to \infty} ||p^r(t) - p(t)|| = 0.
\]  

(23)

Using assumption (H1), we obtain

\[
||p^r(t) - p(t)|| = ||f(t, x^r(t), p^r(t)) - f(t, x(t), p(t))|| \\
\leq M||x^r(t) - x(t)|| + N||p^r(t) - p(t)|| \\
= \theta||x^r(t) - x(t)||, \quad t \in J.
\]

(24)

Further, using equation (22) in (23), equation (23) can be easily proved. Again, by definition of successive approximations

\[
\left|\left|x(t) - \sum_{k=0}^{m-1} \frac{x_k}{\Gamma(k+1)}(\log t)^k + \frac{1}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} p(s) \frac{ds}{s} \right|\right|
\]

\[
= \left|\left|x(t) - x^j(t) + \frac{1}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} \pi^j(s) \frac{ds}{s} - \frac{1}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} p(s) \frac{ds}{s} \right|\right|
\]

\[
\leq ||x(t) - x^j(t)|| + \frac{1}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} ||\pi^j(s) - p(s)|| \frac{ds}{s}.
\]

Note that left hand side of above inequality is independent of \( j \), taking limit as \( j \to \infty \), we obtain

\[
x(t) = \sum_{k=0}^{m-1} \frac{y^{(k)}(1)}{\Gamma(k+1)}(\log t)^k + \frac{1}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} p(s) \frac{ds}{s}, \quad t \in J.
\]

(25)

This means \( x(t) \) is solution of problem (1) with initial condition

\[
x^{(k)}(1) = y^{(k)}(1), \quad x^{(k)}(1), y^{(k)}(1) \in \mathbb{R}^n, k = 0, 1, \cdots, m - 1.
\]

Lastly, from inequality (20) with series (21), it follows that problem (1) is Ulam-Hyers stable with

\[
||y(t) - x(t)|| \leq \left( \frac{E_{\alpha}(\theta(\log T)^{\alpha}) - 1}{\theta} \right) \epsilon, \quad t \in J.
\]

(26)

To prove uniqueness of solution \( x(t) \), assume that \( \bar{x}(t) \) is another solution of problem (1) with initial condition \( \bar{x}^{(k)}(1) = y^{(k)}(1), \; x^{(k)}(1), y^{(k)}(1) \in \mathbb{R}^n, k = 0, 1, \cdots, m - 1. \) Then

\[
\bar{x}(t) = \sum_{k=0}^{m-1} \frac{y^{(k)}(1)}{\Gamma(k+1)}(\log t)^k + \frac{1}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} \bar{p}(s) \frac{ds}{s}, \quad t \in J,
\]

where \( \bar{p} \in \mathbb{B} \) satisfies \( \bar{p}(t) = f(t, \bar{x}(t), \bar{p}(t)). \) Therefore

\[
||x(t) - \bar{x}(t)|| \leq \frac{1}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} ||p(s) - \bar{p}(s)|| \frac{ds}{s}, \quad t \in J.
\]
By hypothesis (H1),
\[ ||p(t) - \bar{p}(t)|| \leq \theta ||x(t) - \bar{x}(t)||. \]

Hence
\[ ||x(t) - \bar{x}(t)|| \leq \frac{\theta}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} ||x(s) - \bar{x}(s)|| \frac{ds}{s}, \quad t \in J. \]

Applying Lemma 4 to above inequality with \( u(t) = ||x(t) - \bar{x}(t)|| \) and \( a(t) = 0 \), we obtain
\[ ||x(t) - \bar{x}(t)|| = 0, \quad \text{for all } t \in J. \] The proof is completed. \( \square \)

**Corollary 1.** Suppose that all the assumptions of Theorem 2 are satisfied. Then the problem (1) is generalized Ulam-Hyers stable.

**Proof.** Let \( \psi(\epsilon) = \left( \frac{E_n(\theta \log T)^n - 1}{\theta} \right) \epsilon \) in (26) then \( \psi(0) = 0 \) and problem (1) is generalized Ulam-Hyers stable. \( \square \)

**Theorem 3.** Suppose that assumptions (H1) and (H2) are satisfied. Then for every \( \epsilon > 0 \) and \( y: J \to \mathbb{R}^n \) in \( \mathcal{B} \) satisfying inequality (15), there exists a unique solution \( x: J \to \mathbb{R}^n \) in \( \mathcal{B} \) of problem (1) with \( x^{(k)}(1) = y^{(k)}(1) \), \( k = 0, 1, \cdots, m - 1 \), that satisfies
\[ ||y(t) - x(t)|| \leq \epsilon \left( \frac{K}{1 - K\theta} \right) \Phi(t), \quad t \in J. \]

**Proof.** For every \( \epsilon > 0 \), let \( y: J \to \mathbb{R}^n \) in \( \mathcal{B} \) satisfies inequality (15). Then there exists a function \( \sigma_y \in \mathcal{B} \) (depending on \( y \)) such that
\[ ||\sigma_y(t)|| \leq \epsilon \Phi(t), \quad \text{and} \quad \mathcal{D}_x^\alpha y(t) = f(t, y(t), \mathcal{D}_x^\alpha y(t)) + \sigma_y(t), \quad t \in J. \]

By Lemma 6, \( y \) satisfies the fractional integral equation
\[ y(t) = \sum_{k=0}^{m-1} \frac{y^{(k)}(1)}{\Gamma(k+1)} (\log t)^k + \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} \frac{p^0(s) ds}{\Gamma(\alpha)} \sigma_y(s) + \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} \frac{\sigma_y(s) ds}{\Gamma(\alpha)} , \quad t \in J, \]

where \( p^0 \in \mathcal{B} \) satisfies the functional equation \( p^0(t) = f(t, y(t), p^0(t)) \), for \( t \in J \).

Consider the sequence \( \{x^j\} \subseteq \mathcal{B} \) defined by (16) with \( x^0(t) = y(t), \quad t \in J \). By the principle of mathematical induction, we prove that
\[ ||x^j(t) - x^{j-1}(t)|| \leq \frac{\epsilon}{\theta^j} (K\theta)^j \Phi(t), \quad j \in \mathbb{N}, t \in J. \] (27)

First we show the inequality (27) is true for \( j = 1 \). For any \( t \in J \), using definition of successive approximations and assumption (H2), we have
\[ ||x^1(t) - x^0(t)|| = ||x^1(t) - y(t)|| = ||\mathcal{D}_x^\alpha \sigma_y(t)|| \leq \frac{1}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} ||\sigma_y(s)|| \frac{ds}{s}. \]
Thus the inequality (27) holds for \( j = 1 \). Assume that inequality (27) is true for \( j = r, r \in \mathbb{N} \) and using similar arguments as we presented in the proof of Theorem 2, we have

\[
||x^{r+1}(t) - x^r(t)|| \leq \frac{\epsilon}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} ||x^r(s) - x^{r-1}(s)|| \frac{ds}{s} 
\]

\[
\leq \frac{\epsilon}{\Gamma(\alpha)} (K\theta)^r \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} \Phi(s) \frac{ds}{s} 
\]

\[
= \epsilon (K\theta)^r \left| \frac{1}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha-1} \Phi(s) \frac{ds}{s} \right| 
\]

\[
\leq \epsilon (K\theta)^r \Phi(t), \quad t \in J.
\]

Therefore

\[
||x^{r+1}(t) - x^r(t)|| \leq \frac{\epsilon}{\theta} (K\theta)^{r+1} \Phi(t), \quad t \in J,
\]

which is the inequality (27) for \( j = r + 1 \). By the principle of mathematical induction, inequality (27) is true for all \( j \) and the proof of inequality (27) is completed. Now using inequality (27) and assumption \( 0 < K\theta < 1 \), we have

\[
\sum_{j=1}^{\infty} ||x^j(t) - x^{j-1}(t)|| \leq \frac{\epsilon}{\theta} \left( \sum_{j=1}^{\infty} (\theta K)^j \right) \Phi(t) = \frac{\epsilon}{\theta} \left( \sum_{j=0}^{\infty} (\theta K)^j - 1 \right) \Phi(t).
\]

Therefore

\[
\sum_{j=1}^{\infty} ||x^j(t) - x^{j-1}(t)|| \leq \frac{\epsilon}{\theta} \left( \frac{1}{1-K\theta} - 1 \right) \Phi(t) = \epsilon \left( \frac{K}{1-K\theta} \right) \Phi(t). \quad (28)
\]

Since \( \Phi(t) \) is continuous on compact set \( J \), it is bounded. Clearly, from above inequality (28), it follows that the series \( x^0(t) + \sum_{j=1}^{\infty} [x^j(t) - x^{j-1}(t)] \) converges absolutely and uniformly on \( J \), with respect to the norm \( || \cdot || \). Define

\[
x(t) = x^0(t) + \sum_{j=1}^{\infty} [x^j(t) - x^{j-1}(t)], \quad t \in J, \quad (29)
\]

and following the proof of Theorem 2, finally we obtain

\[
||y(t) - x(t)|| \leq \epsilon \left( \frac{K}{1-K\theta} \right) \Phi(t), \quad t \in J.
\]
Corollary 2. Under the hypothesis of Theorem 3, the problem (1) is generalized Ulam-Hyers-Rassias stable with respect to $\Phi \in C(J, \mathbb{R}_+)$. 

Proof. Set $\epsilon = 1$ and $K_{f, \phi} = \frac{K}{1-K\theta}$, it directly follows that the problem (1) is generalized Ulam-Hyers-Rassias stable. 

3.3 $E_\alpha$-Ulam stability 

Now we discuss the $E_\alpha$-Ulam-type stability of problem (1). For this, we introduce the following definitions form [32].

Definition 8. The problem (1) is $E_\alpha$-Ulam-Hyers stable if there exists a real number $K_f > 0$ such that for each $\epsilon > 0$ and each $y : J \to \mathbb{R}^n$ in $\mathbb{B}$ satisfies inequality (13), then there exists a solution $x : J \to \mathbb{R}^n$ of problem (1) in $\mathbb{B}$ with

$$||y(t) - x(t)|| \leq K_f E_\alpha(\psi_f(\log t)^\alpha)\epsilon, \quad \psi_f \geq 0, t \in J.$$ 

Definition 9. The problem (1) is generalized $E_\alpha$-Ulam-Hyers stable if there exists a function $\Psi \in C(\mathbb{R}_+, \mathbb{R}_+), \Psi(0) = 0$, such that for each $\epsilon > 0$ and each $y : J \to \mathbb{R}^n$ in $\mathbb{B}$ satisfies inequality (13), then there exists a solution $x : J \to \mathbb{R}^n$ of problem (1) in $\mathbb{B}$ with

$$||y(t) - x(t)|| \leq \Psi(\epsilon) E_\alpha(\psi_f(\log t)^\alpha)\epsilon, \quad \psi_f \geq 0, t \in J.$$ 

Definition 10. The problem (1) is $E_\alpha$-Ulam-Hyers-Rassias stable with respect to $\Phi \in C(J, \mathbb{R}_+) if there exists a real number $K_\Phi > 0$ such that for each $\epsilon > 0$, if $y : J \to \mathbb{R}^n$ in $\mathbb{B}$ satisfies inequality (15), then there exists a solution $x : J \to \mathbb{R}^n$ of problem (1) in $\mathbb{B}$ with

$$||y(t) - x(t)|| \leq K_\phi E_\alpha(\psi_f(\log t)^\alpha)\Phi(t)\epsilon, \quad t \in J.$$ 

Definition 11. The problem (1) is generalized $E_\alpha$-Ulam-Hyers-Rassias stable with respect to $\Phi \in C(J, \mathbb{R}_+) if there exists a real number $K_\Phi > 0$ such that if $y : J \to \mathbb{R}^n$ in $\mathbb{B}$ satisfies inequality (15), then there exists a solution $x : J \to \mathbb{R}^n$ of problem (1) in $\mathbb{B}$ with

$$||y(t) - x(t)|| \leq K_\phi E_\alpha(\psi_f(\log t)^\alpha)\Phi(t), \quad t \in J.$$ 

Now we see the first $E_\alpha$–Ulam stability result of problem (1) as follows.

Theorem 4. Suppose that (H1) is satisfied. For every $\epsilon > 0$, if $y : J \to \mathbb{R}^n$ in $\mathbb{B}$ satisfies inequality (13), then there exists a unique solution $x : J \to \mathbb{R}^n$ in $\mathbb{B}$ of problem (1) with $x^{(k)}(1) = y^{(k)}(1), k = 0, 1, \cdots, m - 1$, that satisfies

$$||y(t) - x(t)|| \leq \frac{1}{\theta} E_\alpha(\theta(\log t)^\alpha)\epsilon, \quad t \in J.$$ 

Proof. Noting that $x^0(t) = y(t)$, and from inequation (18) and equation (21), we can write

$$||y(t) - x(t)|| \leq \sum_{j=1}^\infty ||x^j(t) - x^{j-1}(t)|| \leq \frac{\epsilon}{\theta} \sum_{j=0}^\infty \frac{[\theta(\log t)^\alpha]^j}{j!} \sum_{j=1}^\infty \frac{\epsilon}{\theta} E_\alpha(\theta(\log t)^\alpha), \quad t \in J.$$ 

This means the problem (1) is $E_\alpha$–Ulam-Hyers stable. 
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Remark 2. Set $\Psi(\varepsilon) = \frac{1}{\theta}$ then $\Psi(0) = 0$, this proves the problem (1) is generalized $E_\alpha$-Ulam-Hyers-Rassias stable.

Theorem 5. Suppose that assumptions (H1) and (H2) are satisfied. Then for every $\varepsilon > 0$ and $y : J \rightarrow \mathbb{R}^n$ in \( B \) satisfying the inequality (15), there exists a unique solution $x : J \rightarrow \mathbb{R}^n$ in \( B \) of problem (1) with $x^{(k)}(1) = y^{(k)}(1), k = 0, 1, \ldots, m – 1$, that satisfies

$$ ||y(t) - x(t)|| \leq \varepsilon \left( \frac{K^2 + K}{1 - K\theta} \right) \Phi(t)E_\alpha((\log t)^\alpha), \quad t \in J. $$

Proof. Noting that $x^0(t) = y(t)$, then from inequation (27) and equation (29), we have

$$ ||y(t) - x(t)|| \leq \sum_{j=1}^{\infty} ||x^j(t) - x^{j-1}(t)|| \leq \frac{\varepsilon}{\theta} \sum_{j=1}^{\infty} (K\theta)^j \Phi(t) = \varepsilon \left( \frac{K}{1 - K\theta} \right) \Phi(t), \quad t \in J. $$

Applying \( \mathcal{J}_\alpha \) on both sides of above inequality (30) and using assumption (H2), we get

$$ \mathcal{J}_\alpha ||y(t) - x(t)|| \leq \varepsilon \left( \frac{K}{1 - K\theta} \right) \mathcal{J}_\alpha \Phi(t) \leq \varepsilon \left( \frac{K}{1 - K\theta} \right) K\Phi(t), \quad t \in J. $$

(31)

By adding inequations (30) and (31), we obtain

$$ ||y(t) - x(t)|| + \mathcal{J}_\alpha ||y(t) - x(t)|| \leq \varepsilon \left( \frac{K^2 + K}{1 - K\theta} \right) \Phi(t) + \varepsilon \left( \frac{K}{1 - K\theta} \right) K\Phi(t) $$

$$ \leq \varepsilon \left( \frac{K^2 + K}{1 - K\theta} \right) \Phi(t), \quad t \in J. $$

Hence

$$ ||y(t) - x(t)|| \leq \varepsilon \left( \frac{K^2 + K}{1 - K\theta} \right) \Phi(t) - \mathcal{J}_\alpha ||y(t) - x(t)||, \quad t \in J. $$

(32)

But $||y(t) - x(t)|| \geq 0$, then the inequality (32) can be written as

$$ ||y(t) - x(t)|| \leq \varepsilon \left( \frac{K^2 + K}{1 - K\theta} \right) \Phi(t) + \mathcal{J}_\alpha ||y(t) - x(t)|| $$

$$ = \varepsilon \left( \frac{K^2 + K}{1 - K\theta} \right) \Phi(t) + \frac{1}{\Gamma(\alpha)} \int_1^t \left( \log \frac{t}{s} \right)^{\alpha - 1} ||y(s) - x(s)|| \frac{ds}{s}, \quad t \in J. $$

Applying Lemma 4 to above inequality with $u(t) = ||y(t) - x(t)||$, $\bar{a}(t) = \varepsilon \left( \frac{K^2 + K}{1 - K\theta} \right) \Phi(t)$ and $\bar{g}(t) = \frac{1}{\Gamma(\alpha)}$, we obtain

$$ ||y(t) - x(t)|| \leq \varepsilon \left( \frac{K^2 + K}{1 - K\theta} \right) \Phi(t)E_\alpha((\log t)^\alpha), \quad t \in J, $$

which shows that problem (1) is $E_\alpha$-Ulam-Hyers-Rassias stable.

Remark 3. If we set $\varepsilon = 1$, then by $K_{f, \phi} = \frac{K^2 + K}{1 - K\theta}$, it follows that IVP (1) is generalized $E_\alpha$-Ulam-Hyers-Rassias stable.
4 An example

Let \( \mathbb{R}^2 \) be the normed space with the norm
\[
||x|| = |x_1| + |x_2|, \quad x = (x_1, x_2) \in \mathbb{R}^2.
\]

Consider the following system of nonlinear implicit fractional initial value problem
\[
\begin{aligned}
\mathcal{D}^\gamma_1 x(t) &= f(t, x(t), \mathcal{D}^\gamma_1 x(t)), \quad t \in [1, e], \\
\quad x^{(k)}(1) &= x_k, \quad x_k \in \mathbb{R}^2, k = 0, 1, 2,
\end{aligned}
\tag{33}
\]
where \( x : [1, e] \to \mathbb{R}^2 \) and \( f : [1, e] \times \mathbb{R}^2 \times \mathbb{R}^2 \to \mathbb{R}^2 \) is a nonlinear function defined by
\[
f(t, x(t), \mathcal{D}^\gamma_1 x(t)) = f(t, (x_1(t), x_2(t)), (\mathcal{D}^\gamma_1 x_1(t), \mathcal{D}^\gamma_1 x_2(t)))
= \left( \frac{\log (2 + t) |y_1| + |y_2|}{1 + |x_1| + |x_2|}, \frac{\log (2 + t) |y_1| + |y_2|}{e^{t^2+1}(1 + |x_1| + |x_2|)} \right), \quad t \in [1, e].
\]

For any \( x = (x_1, x_2), y = (y_1, y_2), \bar{x} = (\bar{x}_1, \bar{x}_2), \bar{y} = (\bar{y}_1, \bar{y}_2) \in \mathbb{R}^2 \), we have
\[
||f(t, x, y) - f(t, \bar{x}, \bar{y})|| \leq \left| \frac{\log (2 + t) |y_1| + |y_2|}{1 + |x_1| + |x_2|}, \frac{\log (2 + t) |y_1| + |y_2|}{e^{t^2+1}(1 + |x_1| + |x_2|)} \right|
\]
\[
= \left| \left( \log (2 + t) \left[ \frac{1}{1 + |x_1| + |x_2|} \right], \frac{1}{e^{t^2+1}(1 + |x_1| + |x_2|)} \right) \right|
\]
\[
= \left| \left( \log (2 + t) \left[ \frac{|y_1| + |y_2|}{1 + |y_1| + |y_2|}, \frac{|y_1| + |y_2|}{1 + |y_1| + |y_2|} \right) \right|
\]
\[
= \left| \left( \log (2 + t) \left[ \frac{|x_1| - |x_1| + |x_2| - |x_2|}{(1 + |x_1| + |x_2|)(1 + |x_1| + |x_2|)}, \frac{|y_1| - |y_1| + |y_2| - |y_2|}{(1 + |y_1| + |y_2|)(1 + |y_1| + |y_2|)} \right) \right|
\]
\[
= \log (2 + t) \left| |x_1| - |x_1| + |x_2| - |x_2| \right|
\]
\[
+ \frac{1}{e^{t^2+1}} \left| |y_1| - |y_1| + |y_2| - |y_2| \right|
\]
\]

For any \( a, b \geq 0 \), we have \( 1 \leq (1 + a + b) \). Therefore
\[
||f(t, x, y) - f(t, \bar{x}, \bar{y})|| \leq \log (2 + t) \left| |x_1| - |x_1| + |x_2| - |x_2| \right|
\]
\[
+ \frac{1}{e^{t^2+1}} \left| |y_1| - |y_1| + |y_2| - |y_2| \right|
\]
\]
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\[ \leq \log(2 + t)||x|| + \frac{1}{e^{t+1}}||y|| \]

Thus, function \( f \) satisfies condition (H1) with \( M = \log(2 + e) > 0 \) and \( 0 < N = \frac{1}{e^2} < 1 \). Hence by Theorem 1, problem (33) has a unique solution on \([1, e]\).

Moreover, as shown in Theorem 2, for every \( \epsilon > 0 \) if \( y : [1, e] \to \mathbb{R}^2 \) satisfies

\[ ||\mathcal{D}_t^\frac{5}{2} x(t) - f(t, x(t), \mathcal{D}_t^\frac{5}{2} x(t))|| \leq \epsilon, \quad t \in [1, e], \]

there exists a unique solution \( x : [1, e] \to \mathbb{R}^2 \) such that

\[ ||y(t) - x(t)|| \leq \left( \frac{E_\frac{5}{2}(\theta|\log e|) - 1}{\theta} \right) \epsilon, \quad \text{for all } t \in [1, e], \]

where \( \theta = \frac{M}{1-N} = \frac{\log(2+e)}{1-\frac{1}{e^2}} = \frac{e^2\log(2+e)}{1-e^2} \). Hence problem (33) is Ulam-Hyers stable.

Next, by corollary 1, \( \psi^*(\epsilon) = \frac{E_\frac{5}{2}(\theta|\log e|)}{\theta} \epsilon \) then \( \psi^*(0) = 0 \) which means the problem (33) is generalized Ulam-Hyers stable.

Again, for every \( \epsilon > 0 \), if \( y : [1, e] \to \mathbb{R}^2 \) satisfies (34), by Theorem 4, there exists a unique solution \( x : [1, e] \to \mathbb{R}^2 \) such that

\[ ||y(t) - x(t)|| \leq \frac{1}{\theta} E_\frac{5}{2}(\theta), \quad \text{for all } t \in [1, e]. \]

Thus IVP (33) is \( E_\frac{5}{2} \)-Ulam-Hyers stable. By setting \( \epsilon = 1 \) and using remark 2, the problem (33) is generalized \( E_\frac{5}{2} \)-Ulam-Hyers stable.

Now define the function \( \Phi(t) = CE_\frac{5}{2}[(\log t)^{\frac{5}{2}}] \), where \( C \) is constant. Then \( \Phi(t) \) is nondecreasing function such that

\[ \mathcal{J}_t^\frac{5}{2}(\Phi(t)) = CE_\frac{5}{2}[(\log t)^{\frac{5}{2}}] = \mathcal{J}_t^\frac{5}{2}\left(E_\frac{5}{2}[(\log t)^{\frac{5}{2}}]\right) \leq CE_\frac{5}{2}[(\log t)^{\frac{5}{2}}] = \Phi(t), \quad t \in [1, e]. \]

Thus function \( \Phi(t) \) satisfies the condition (H2) with \( K = 1 \). Further, \( 0 < K\theta = \theta \) and \( \theta = \frac{2(\log(2+e))}{(e^2-1)} = 0.77924294258 < 1 \).

For \( \epsilon > 0 \) and sufficiently large value of \( C \), let \( y : [1, e] \to \mathbb{R}^2 \) satisfy

\[ ||\mathcal{D}_t^\frac{5}{2} y(t) - f(t, y(t), \mathcal{D}_t^\frac{5}{2} y(t))|| \leq \epsilon \Phi(t), \quad t \in [1, e]. \]

Then by Theorem 3, we get a solution \( x : [1, e] \to \mathbb{R}^2 \) of equation (33) satisfying

\[ ||y(t) - x(t)|| \leq \epsilon \left( \frac{1}{1-\theta} \right) \Phi(t), \quad t \in [1, e] \]

and hence the problem (33) is \( E_\frac{5}{2} \)-Ulam-Hyers-Rassias stable.
Lastly, for every $\epsilon > 0$, if $y : [1, e] \to \mathbb{R}^2$ satisfies inequation (34), then by Theorem 5, there exists a solution $x : [1, e] \to \mathbb{R}^2$ such that

$$||y(t) - x(t)|| \leq \epsilon \frac{2}{(1 - \theta)} \Phi(t) E_{\frac{\theta}{2}}((\log t)^{\frac{\theta}{2}}), \quad t \in [1, e].$$

This means problem (33) is $E_{\frac{\theta}{2}}$–Ulam-Hyers-Rassias stable and by remark 3, it is generalized $E_{\frac{\theta}{2}}$–Ulam-Hyers-Rassias stable.

References

[1] S. Abbas, W. Albarakati, M. Benchohra, J.J. Nieto, Global convergence of successive approximations for partial Hadamard integral equations and inclusions, Comput. Math. Appl., (2017).

[2] B. Ahmad, S.K. Ntouyas, Initial value problem of fractional order Hadamard-type functional differential equations, Electron. J. Differ. Equ., 77 (2015), 1–9.

[3] M. Benchohra, J.E. Lazreg, Nonlinear fractional implicit differential equations, Commun. Appl. Anal., 17 (2013), 471–482.

[4] M. Benchohra, J.E. Lazreg, On stability for nonlinear implicit fractional differential equations, Le Mathematiche, 70 (2015), 49–61.

[5] H.Y. Chen, Successive approximations for solutions of functional integral equations, J Math. Anal. Appl., 80 (1981), 19–30.

[6] C. Corduneanu, Integral equations and stability of feedback systems, New York, Academic Press, 1973.

[7] S. Czerezik, Functional equations and inequalities in several variables, World Scientific, New Jersey, London, 2002.

[8] D. B. Dhaigude and Sandeep P. Bhairat, Existence and uniqueness of solution of Cauchy-type problem for Hilfer fractional differential equations, arXiv:1704.02174v1 [math.CA] 7 Apr 2017.

[9] D. B. Dhaigude and Sandeep P. Bhairat, Existence and continuation of solutions of Hilfer fractional differential equations, arXiv:1704.02462v1 [math.CA] 8 Apr 2017.

[10] D. B. Dhaigude and Sandeep P. Bhairat, On existence and approximation of solution of nonlinear Hilfer fractional differential equations, arXiv:1704.02464v1 [math.CA] 8 Apr 2017.

[11] D. B. Dhaigude and Sandeep P. Bhairat, Local existence and uniqueness of solutions for fractional differential problem with Hilfer-Hadamard fractional derivative, arXiv:1706.00161v1 [math.CA] 1 Jun 2017.

[12] J. Diaz, B. Margolis, A fixed point theorem of the alternative for contractions on a generalized complete metric space, Bull. Amer. Math. Soc., 74 (2) (1968), 305–9.

[13] D.H. Hyers, On the stability of the linear functional equation, Natl. Acad. Sci. U.S.A., 27 (1941), 222–224.

[14] S.M. Jung, Hyers-Ulam stability of linear differential equations of first order I, Appl. Math. Lett., 17 (2004), 1135–1140.

[15] S.M. Jung, Hyers-Ulam stability of linear differential equations of first order III, J Math. Anal. Appl., 311 (2005), 139–146.
[16] S.M. Jung, Hyers-Ulam stability of linear differential equations of first order II, *Appl. Math. Lett.*, **19 (9)** (2006), 854–858.

[17] S.M. Jung, K.S. Lee, Hyers-Ulam stability of first order linear partial differential equations with constant coefficients, *Math. Inequal. Appl.* **19 (9)** (2006), 854–858.

[18] S.M. Jung, *Hyers-Ulam-Rassias stability of functional equations in nonlinear analysis*, Springer, New York, (2011).

[19] A.A. Kilbas, *Hadamard-type fractional calculus*, J. Korean Math Soc, **38 (6)**, (2001), 1991-1204.

[20] A. A. Kilbas, H. M. Srivastava and J. J. Trujillo, *Theory and Applications of Fractional Differential Equations*, North-Holland Mathematics Studies **204**, Editor: Jan Van Mill, Elsevier, Amsterdam, The Netherlands, (2006).

[21] K. D. Kucche, S. S. Sutar, Stability via successive approximation for nonlinear implicit fractional differential equations, *Moroccan J. Pure Appl. Anal.*, **3(1)**, (2017), 36–55.

[22] I. Podlubny, *Fractional Differential Equations*, in: Mathematics in Science and Engineering, **198**, Acad. Press, San-Diego, (1999).

[23] D. Qian, Z. Gong and C. Li, A generalized Gronwall inequality and its application to fractional differential equations with Hadamard derivatives, *Advances in Difference Equations*, **102**, 2014.

[24] Th. M. Rassias, *On the stability of the linear mapping in Banach spaces*, Proc. Amer. Math. Soc. **72** (1978), 297–300.

[25] Th. M. Rassias, *Functional equations, inequalities and applications*, Kluwer Academic Publishers, Dordrecht, 2003.

[26] Th. M. Rassias, J. Brzdek, *Functional equations in mathematical analysis*, Springer, New York, 2012.

[27] S.G. Samko, A.A. Kilbas, O.I. Marichev, *Fractional Integrals and Derivatives: Theory and Applications*, Gorden and Breach, Amsterdam, (1987). (Engl. Trans. from Russian, 1993).

[28] S.M.Ulam, *Problems in Modern mathematics*, John Wiley and Sons, New York, U.S.A., 1940.

[29] S.M. Ulam, *A collection of Mathematical problems*, Interscience, New York, 1960.

[30] J Wang, L. Lv, Y. Zhou, Ulam stability and data dependence for fractional differential equations with Caputo derivative, *Electron. J. Qual. Theory Differ. Equat.*, **63** (2011), 1–10.

[31] J Wang, L. Lv, Y. Zhou, New concepts and results in stability of fractional differential equations, *Commun. Nonlinear Sci. Numer. Simulat.*, **17** (2012), 2530–2538.

[32] J. Wang, X. Li, $\alpha$-Ulam type stability of fractional order ordinary differential equations, *J Appl. Math. Comput.*, **45** (2014), 449-459.