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Abstract

Data integration has been studied extensively for decades and approached from different angles. However, this domain still remains largely rule-driven and lacks universal automation. Recent developments in machine learning and in particular deep learning have opened the way to more general and efficient solutions to data-integration tasks. In this paper, we demonstrate an approach that allows modeling and integrating entities by leveraging their relations and contextual information. This is achieved by combining siamese and graph neural networks to effectively propagate information between connected entities and support high scalability. We evaluated our approach on the task of integrating data about business entities, demonstrating that it outperforms both traditional rule-based systems and other deep learning approaches.

Introduction

Although knowledge graphs (KGs) and ontologies have been exploited successfully for data integration [Trivedi et al. 2018; Azmy et al. 2019], entity matching involving structured and unstructured sources has usually been performed by treating records without explicitly taking into account the natural graph representation of structured sources and the potential graph representation of unstructured data [Mudgal et al. 2018; Gschwind et al. 2019]. To address this limitation, we propose a methodology for leveraging graph-structured information in entity matching. Recently, graph neural networks (GNNs) yielded promising results for building and processing distributed representations of nodes in a graph. This kind of approach has already achieved state-of-the-art performance on several tasks, including link prediction, node classification, and graph generation [Zhang et al. 2018; Ying et al. 2018; Xu et al. 2019; Chami et al. 2019]. The key idea of GNNs is to propagate useful information from a node to its neighbors, allowing us to build discriminative node embeddings from the data and their structure. This property makes GNNs extremely suited to relational databases as well. In particular, databases that store information about business entities explicitly or implicitly incorporate relations between companies and their attributes (e.g., in terms of ownership, branches, and subsidiaries) [Mirylenka et al. 2019]. We therefore envision that modeling hidden representations of business entities with GNNs will improve performance of entity matching in this use case and, more generally, in the field of data integration.

To investigate this hypothesis, this paper presents a graph-based entity-matching system that is capable of learning the distance function between business entities using a model based on Siamese Graph Convolutional Networks (S-GCN) [Krivosheev et al. 2020]. The neural network is optimized to produce small distances for nodes belonging to the same business entity and large distances for unrelated nodes. We show the power and flexibility of our S-GCN model in recognizing company names with typos, automatically extracting unseen abbreviations, and performing a semantic search on business entities in a relational database.

Siamese GCN for Entity Matching

Network architecture. We propose a model architecture that combines the advantages of graph convolutional networks (GCNs) [Kipf and Welling 2017] and siamese networks [Bromley et al. 1993] to address the entity-matching task. GCNs are a type of graph neural network that shares filter parameters among all the nodes, regardless of their location in the graph. Our Siamese Graph Convolutional Network (S-GCN) incorporates two identical GCNs, as shown in Figure 1. The primary objective of our S-GCN architecture is to learn discriminative embeddings of nodes in a knowledge graph, in such a way that they can then be used for entity matching with previously unobserved data. In our use case, the input layer of the network expects features extracted from textual attributes of the nodes using a pre-trained BERT model [Devlin et al. 2019]. Next, some GCN layers followed by $L_2$ normalization are used to produce the output embedding for each node. During the training process, the first GCN focuses on a given node $n_1$ and its local neighborhood in the KG, to produce an $M$-dimensional embedding $\gamma_{n_1} \in \mathbb{R}^M$ of node $n_1$. Similarly, the same procedure is repeated with the second GCN for a different node $n_2$, to create an embedding $\gamma_{n_2} \in \mathbb{R}^M$ for $n_2$. Our siamese network is optimized with a contrastive loss function [Hadsell, Chopra, and LeCun 2006] between the outputs of the two GCNs, namely $\gamma_{n_1}$ and $\gamma_{n_2}$. Intuitively, this loss will be small for two nodes that are connected in the graph, whereas it will be larger for nodes that are not related to each other. We make use of Subspace Learning [Wang, Lan, and Zhang 2020]...
System Evaluation

Data. We set up a data-integration task on a proprietary relational database that contains fine-grained information about business entities (i.e. companies). Companies represented in the database may have different branches, subsidiaries and headquarters, which can be grouped together hierarchically into a tree that represents a single entity. Therefore, we can model our reference database as a graph composed of several disjoint trees. Each node in the graph has a textual attribute that provides the precise name of the branch associated to that node. The resulting training graph contains approximately 40k nodes organized into 1.7k business entities. As a data-augmentation step, we generate an additional canonical or normalized version of a company name and link it to the real name in the graph, using conditional random fields, as described in [Gschwind et al. 2019]. This step yields an enriched training graph with 70k nodes. We are interested in linking unseen company names to an entity in the reference database, and we evaluate our proposed approach using a test set with 1.8k company names.

Scalability. The linkage task involves searching for the nearest-neighbors of a vector in $\mathbb{R}^M$. This is a computationally difficult task that has resulted in the development of approximate nearest-neighbors (ANN) algorithms [Aumüller, Bernhardsson, and Faithfull 2017] have evaluated a set of state-of-the-art ANN algorithms under different conditions on a variety of datasets. They show that it is possible to retrieve ten nearest-neighbors (Euclidean distance) in less than 100 $\mu$s in a 960-dimensional embedding space with recall of 1.00 on servers with Intel Xeon Platinum 8124M CPUs.

Experiments. We compared our S-GCN model against three baselines, namely (i) a record-linkage system (RLS) designed for company entities [Gschwind et al. 2019], (ii) a feed-forward neural network (NN), and (iii) a model based on graph convolutional networks (GCN). Both the GCN and NN models use BERT features as input and a softmax output layer. We evaluated these algorithms in terms of their accuracy on the test set and we report experimental results in Table 1. As we can see, our S-GCN model consistently outperforms the baselines both on the original KG and on the data augmented with artificially generated canonical names [Gschwind et al. 2019]. Moreover, performing data augmentation on the KG greatly improves the performance of both models based on graph convolutions. Adding such augmented names allows S-GCN to effectively propagate information from the most descriptive parts of the original names. We also performed some experiments using our S-GCN model with fine-tuned BERT embeddings. The fine-tuning allowed us to largely improve the performance of the final system, reaching an accuracy of 0.90 on the test set.

Demonstration

We deployed the network as a service on Kubernetes and we built a user interface to easily search company names and retrieve the match provided by our model. The demonstration will assess the robustness of the system and showcase some interesting properties learned implicitly by our S-GCN architecture. As a first example, the neural network learned to recognize some abbreviations of company names. Both the names “IBM” and “International Business Machines” are matched correctly to the same company, as shown in. Moreover, we applied different kinds of perturbations to company names (e.g., swapping, inserting, replacing, or removing characters) and we noticed that the system was still able to retrieve the correct entity. This shows that the model has implicitly learned an appropriate string similarity measure for our use case. As an example of such ability, we mention that some wrong input names like “Glocor”, “Igen-core”, “AGlencore”, “Glenocre”, and “Glencorh” were all matched correctly to the most similar company in the KG, namely “Glencore PLC”. In some cases, when the number of typos introduced in the input name was large enough to deviate the prediction of the system, the model still provided a company similar to the input text. Moreover, we also observed that the system was able to perform a semantic search on the reference database. For instance, if provided with the input word “food”, the model retrieves the company “Valentino Gastronomie AG”, which operates in the food domain. Similarly, the word “communications” is matched to the company “Schweizerische Radio- und Fernsehgesellschaft”. This ability is probably given by high-level semantic knowledge incorporated in pre-trained BERT embeddings. A video that demonstrates the examples discussed in this section and many other capabilities of the model is available at [https://youtu.be/LDzCZNrCm3o](https://youtu.be/LDzCZNrCm3o).

Table 1: Accuracy of entity matching on the test set

| Algorithm       | KG w/o Augmentation | Augmented KG |
|-----------------|---------------------|--------------|
| RLS             | 0.71                | 0.78         |
| NN              | 0.71                | 0.75         |
| GCN             | 0.56                | 0.70         |
| S-GCN           | 0.75                | 0.85         |
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