Kinetic Simulation of Filament Growth Dynamics in Memristive Electrochemical Metallization Devices
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Abstract

In this work we report on kinetic Monte-Carlo calculations of resistive switching and the underlying growth dynamics of filaments in an electrochemical metallization device consisting of an Ag/TiO$_2$/Pt sandwich-like thin film system. The developed model is not limited to i) fast time scale dynamics and ii) only one growth and dissolution cycle of metallic filaments. In particular, we present results from the simulation of consecutive cycles. We find that the numerical results are in excellent agreement with experimentally obtained data. Additionally, we observe an unexpected filament growth mode which is in contradiction to the widely acknowledged picture of filament growth, but consistent with recent experimental findings.
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1 Introduction

It has been shown more than 50 years ago that under certain experimental conditions metal oxides exhibit a more or less abrupt transition from an electrically insulating to a conducting state, and vice versa.\cite{1, 2, 3, 4} This phenomenon referred to as resistive switching has experienced a revival in the 1990s, when researchers started thinking about new computer memory concepts. Another remarkable increase of the scientific interest in resistive switching began in 2008, when Strukov et al. linked resistive switching devices to the memristor postulated by Chua in 1971.\cite{5, 6}

During the last 15 years, the switching dynamics of different kinds of complex metal oxides and their potential applications as basis materials for computer memories have been studied.\cite{7, 8, 9} The resistive switching random access memory (RRAM) has been identified as a promising candidate for fast terabit memories.\cite{10, 11, 12} Beyond their applications as computer memory, resistive switching devices have also proven to be promising candidates for their applications as lumped elements in neuromorphic systems.\cite{13, 14} Here, the key features are low power consumption, passivity, and scalability into the nanometer scale. Also a wide dynamic range is often important in neuromorphic applications, rather than just distinct “on” and “off” states and ultrafast switching, which are in fact crucial requirements for computer memory applications.

While the technical realization of a resistive switching device can in principle be rather simple – in its simplest form as a metal-insulator-metal trilayer structure – the underlying physical mechanisms responsible for the switching are very diverse and complex. A profound understanding is difficult to gain. (For a review of the different physical mechanisms the reader is referred to Waser et al. \cite{16}). This holds in particular for devices which rely on ionic conduction mechanisms. Here the change in resistance is due to the formation and dissolution of electrically conducting paths in a solid state electrolyte. This phenomenon is also referred to as electrochemical metallization or metallic bridging. On a macroscopic level the mechanism of resistive switching seems to be rather simple: Metal atoms from the active electrode are oxidized and drift/diffuse through the solid state electrolyte towards the opposite (often inert) electrode. Here, they can be reduced and start clustering. Step by step conducting metal filaments grow. However, on the microscopic scale a large number of different physical and chemical reactions might occur. All of them contribute to and guide (to a certain extent) the growth dynamics of the conducting filaments and thus of the global device characteristics. In order to understand the physics behind resistive switching, an elaborate model is needed, which allows for all important physical and chemical mechanisms.

The purpose of this work is – in contrast to other approaches presented by others so far – to provide a model which is not limited to i) fast time scale switching dynamics and ii) one growth and dissolution cycle only. In particular, consecutive cycles are simulated. The implemented kinetic Monte-Carlo model consistently coupled with an electric field solver is applied to the formation and dissolution of silver filaments in an Ag/TiO$_2$/Pt sandwich-like thin film system. We find that the numerical results are in excellent agreement with experimentally obtained data. Furthermore, we observe an unexpected growth mode. In contradiction to the widely acknowledged picture of filament growth from the
inert electrode towards the active electrode, we observe filaments that start growing from the active electrode towards the inert electrode.

2 Simulation Approach

In order to consistently model the formation and dissolution of conducting filaments we have to cope with a serious time scale problem: An ion performs a “jump” from one minimum of the lattice potential to another approx. every $10^{-6}$ s, whereas the actual hopping process takes about $10^{-12}$ s only. Thus, we have to model a so-called infrequent-event system, where the dynamics is characterized by occasional transitions from one state to another, with long periods of relative inactivity between the transitions. This is the reason why the molecular dynamics approach, which has been recently applied by Onofrio et al. [17] to study resistive switching on the ultrafast time scale, is not applicable in our case. The ionic transport which is the basis of the dynamics of the filament growth is much too slow to be described with those kinds of simulation techniques. With respect to rare jumps, the system performs nothing but a simple Markovian walk.[18] It is rather natural to use the kinetic Monte-Carlo approach which is based on the coarse-graining of the temporal evolution to the discrete rare events.[19]

The kinetic Monte-Carlo method has been already proven to be suitable for the simulation of filament growth and dissolution in memristive electrochemical metallization devices.[20] However, only a few results have been published so far to study resistive switching on a microscopic scale. [21, 22, 23, 24, 25] All the investigations are mainly focusing on initial filament growth rather than on complete formation and dissolutions cycles. Recently, Menzel et al. reported on results from two-dimensional kinetic Monte-Carlo simulations which allow for several leading physical and chemical processes underlying resistive switching in electrochemical metallization cells. [26] They provide a deeper insight into the evolution of the growth and dissolution of metal filaments. However, their results are restricted to the fast (microseconds) time scale.

Our simulation scenario of a generic electrochemical metallization device is depicted in Fig. 1. It consists of an active metal top electrode (the atoms are represented by blue
dots), an inert metallic bottom electrode (gray dots), and a dielectric matrix (white area)
which represents the solid state electrolyte between the two electrodes. The growths of
conductive metal filaments at the inert metal is based on the transport of metal ions from
the active electrode through the solid state electrolyte. The pathway of a metal atom is
subject to the electric field due to the external applied voltage $V$.

It is important to state that in our approach the electric field is not calculated from
Poisson’s equation. This is not feasible since Poisson’s equation, derived from Gauss’ law
$\epsilon_0 \nabla \cdot \vec{E} = \rho$ and $\vec{E} = -\nabla \Phi$ needs the charge density, which is not known. This approach
would be suitable for non-conductive dielectric media and known charge density, but
unfavorable if an electric current is flowing. By the way, it is interesting to see that all
simulation approaches presented so far – except for Menzel’s approach – rely on Poisson’s
equation derived from Gauss’ law. One can speculate that this is the reason why only
the growth of filaments is simulated but not the transition from a low conductive to a
high conductive state, and vice versa. However, this is exactly the situation which we
have to cope with. The highly conductive filaments short the low conductive solid state
electrolyte and a relatively high electric current is flowing.

In our approach we solve the continuity equation $\nabla \cdot \vec{j} = 0$ in conjunction with a
constitutive law which couples locally the electric field $\vec{E}$ and the current density $\vec{j}$.
Here, we neglect the displacement current, since it scales with $(L/T_c)^2$ and is therefore very
small compared with the conduction current. In this scaling $c$ is the speed of light and $L$
and $T$ are the typical length and time scales of the system. We apply the manifestation
of Ohm’s law given by $\vec{j}(\vec{r}) = \sigma(\vec{r}) \vec{E}(\vec{r})$ with $\sigma(\vec{r})$ being the conductivity of the respective
material, either the solid state electrolyte or the metal. Since the dynamics of the system
can be assumed to be quasi-stationary the electrostatic approximation of Faraday’s law,$\nabla \times \vec{E} = 0$, is valid, and therefore $\vec{E} = -\nabla \Phi$. Combining all equations, we obtain an
equation for the quasi-stationary electric potential,

$$\nabla \cdot [\sigma(\vec{r}) \nabla \Phi(\vec{r})] = 0. \quad (1)$$

This potential equation is subject to Dirichlet boundary conditions at the top and the
bottom boundary of the simulation domain and periodic boundary conditions at the left
and the right boundary of the simulation domain. (See Fig. 1). Altogether, the bound-
ary value problem is of elliptic type which we solve numerically using a preconditioned
generalized minimal residual scheme.

To be as close as possible to experimental conditions we use an ideal voltage source
which is connected to the upper boundary of the top electrode while the bottom electrode
is held at 0 V throughout all simulation cases. The voltage source provides a voltage ramp
of 0.5 V/s. The system is driven by this voltage ramp as long as the current $I$ through the
device is smaller than or equal to a maximum compliance current $I_{CC}$. In all simulation
cases the compliance current is set to $I_{CC} = 100 \mu A$. The current $I$ itself is calculated
from the local electric field by

$$I = \int_S \sigma(\vec{r}) \vec{E}(\vec{r}) \cdot \vec{u} \, da. \quad (2)$$
Since we imply $\nabla \cdot \vec{j} = 0$ this integral can be evaluated at an arbitrary vertical position. At the instant of time when $I = I_{CC}$ the voltage source supplying $V(t)$ is substituted by an ideal current source providing the constant compliance current $I_{CC}$. When the value of $V(t) = 0.7$ V is reached, the voltage ramp (i.e., the slope of the source voltage) is reversed to $dV/dt = -0.5$ V/s. (The value of 0.7 V is particularly chosen in order to ensure switching.) Once the actual voltage drop across the device becomes smaller than $V(t)$ (due to the device’s negative differential resistance), the current source is re-substituted by the voltage source. The supplied voltage subsequently crosses zero and the current as well as the voltage itself become negative. When it reaches the value of $V(t) = -0.35$ V the ramp changes again to a positive slope and increases until it reaches zero again. Now the final state of the system (i.e., the distribution of atoms/ions) is dumped for consecutive cycles and the simulation stops.

In the frame of the kinetic Monte-Carlo approach the ion transport is assumed to be a hopping process on a lattice which represents the solid state electrolyte. The process is driven by the electric field in terms of the potential energy difference between two neighboring lattice sites. The hopping or reaction rates are given by an Arrhenius law according to

$$k_{ij} = \nu_0 \exp \left[ -E_{ij}/k_B T \right]$$

with $\nu_0$ the phonon frequency, $k_B$ the Boltzmann constant, $T$ the lattice temperature, and $E_{ij}$ the energy barrier for the hopping process. The energy barrier $E_{ij}$ can be decomposed into two parts: The first part is the activation energy for the respective process without an external electric field. The second part is the correction of the energy if an external electric field is present. In this case the periodic structure of the lattice potential is bended as it is indicated in Fig. 2. In the frame of the transition state theory, which is applied here, the correction is a linear interpolation between the two values of the potential at the position $i$ and $j$. Thus, one obtains

$$E_{ij} = E_a + \frac{1}{2} (E_j - E_i) .$$
Depending on the spatial position of the metal ion, oxidation at the active electrode, reduction at the active electrode as an adatom, inside a hole or at a kink site, as well as the reduction at the inert electrode may occur and have to be taken into account.\cite{21, 22, 23, 24, 25, 26} Particularly, the redox reactions at the electrodes are important. The related rates of oxidation of metal atoms and reduction of metal ions are assumed to be constants weighted by Arrhenius-like probabilities which depend on the local electric field and therefore on the local potential. With this approach we are able to mimic redox reactions consistent with the Butler-Volmer theory. It is of course important for the reliability of the numerical results to make sure that all first order processes are incorporated. For our approach we believe that this is given.

We incorporate the pathway of a metal atom as follows: With a certain probability, depending on the local electric field, a metal atom of the top electrode undergoes oxidation and is released into the solid state electrolyte as a metal ion. Now, it is transported subject to i) the electric field due to the externally applied voltage $V$, ii) the electrical field due to other ions within the solid state electrolyte, and iii) the spatial potential structure of the assumed solid state matrix. When the metal ion arrives at the bottom electrode it meets either an atom of the inert metal and forms a stable nucleus with a certain probability or it meets a previously reduced metal atom from the top electrode. As a third possibility, the ion may not be directly reduced, but diffuses along the electrode surface until it is reduced.

| Physical quantity                   | Value                   |
|------------------------------------|-------------------------|
| Temperature                        | 300 K                   |
| Phonon frequency                   | $1.0 \times 10^{12}$ Hz |
| Lattice constant                   | $3.70 \times 10^{-10}$ m |
| Conductivity of silver             | $6.30 \times 10^{-7}$ S/m |
| Conductivity of titanium dioxide   | $1.42 \times 10^2$ S/m  |
| Relative permittivity of titanium dioxide | 100 As/V   |
| $E_a$ for oxidation at silver electrode | 0.67 eV   |
| $E_a$ for reduction at silver electrode (adatom/kink/hole) | 0.64/0.62/0.6 eV |
| $E_a$ for reduction at platinum electrode | 0.8 eV   |

Table 1: Parameters for all simulation cases

In our kinetic Monte-Carlo approach the dynamics of the system evolves as follows: For a given spatial distribution of atoms the electric potential – and also the electric field and the current density – is calculated subject to the given boundary conditions. A subset of atoms/ions is chosen randomly and individually they undergo randomly chosen processes (oxidation, reduction, or just diffusion). The probability of a process depends on the local electric field. After all chosen atoms/ions have performed their process, their new spatial distribution is recorded and the temporal evolution is realized by enhancing the simulation time $t \rightarrow t + \Delta t$. It is important to note that the time step $\Delta t$ is not
Figure 3: Sequence of states at six different instants of time during the electroforming cycle. Status of the filament growth (lhs), the respective electrical state (rhs) marked as a point on the current-voltage curve for the whole cycle (red line), and the voltage at the north electrode as a function of the ramp voltage of the voltage source.

\[ \Delta t = -\log r_{k_{\text{max}}} \quad \text{with} \quad r \in [0, 1]. \]  \tag{5} 

\( r \) is a uniformly distributed random number and \( k_{\text{max}} \) is the maximum hopping rate calculated within this kinetic Monte-Carlo cycle. Inherently, more stable states (indicated by large activation energies) are consistently allowed for by larger time steps. When the time step has been calculated the next cycle starts with the calculation of the electric potential subject to the new spatial distribution of the ions and updated boundary conditions.

3 Results and Discussion

In order to show the performance and the validity of the developed and implemented kinetic Monte-Carlo scheme we investigate the experimentally well-tested Ag/TiO\textsubscript{2}/Pt system.\textsuperscript{27} The 2D structure under investigation (see Fig. 1) consists of a silver electrode with a thickness of 23.33 nm, an inert electrode of one atomic layer, and a titanium dioxide matrix with a thickness of 10 nm located between the two adjacent electrodes. The length of the sandwich structure is 55.55 nm. Further, a lattice constant of 0.37 nm is used in
the simulation which corresponds to titanium dioxide. All other parameters used in the simulations are listed in Table 1.

The numerical results for an electroforming cycle are provided in Fig. 3. Here, a sequence of different states at six instants of time during the cycle is presented. For each instant of time the status of the filament morphology (lhs) and the respective electrical state (rhs) is depicted. The electrical state is marked by a point on the current-voltage curve for the whole cycle (red line). Additionally, the applied voltage at the top electrode as a function of the ramp voltage of the voltage source $V(t)$ (blue line) is provided.

The simulation performed for Fig. 3 is a so-called electroforming cycle, i.e., an initial filament growth and dissolution cycle in order to condition the device. We start with the homogeneous situation at $t = 0.0$ s (see Fig. 3, upper left). The inert platinum (bottom) electrode is indicated by one thin monolayer of individual (gray) atoms whereas the silver (top) electrode is constituted of 9,450 individual (blue) atoms. The source voltage applied to the upper layer of the top electrode is initially $V = 0.0$ V. Consequently, the current through the device is $I = 0.0$ A. With increasing time, the bias voltage increases according to the defined ramp of 0.5 V/s. With increasing voltage the probability for Ag atoms of the top electrode to oxidize also increases. Now, that they are positively charged ions after oxidation, they are released into the solid state electrolyte and drift due to the electric field towards the Pt (bottom) electrode. This drift is predominantly due to the external electric field provided by the applied voltage. A minor contribution stems from all other positively charged ions which are present elsewhere in the solid state electrolyte. When the ions reach the bottom electrode (constituted of either Pt atoms or earlier arrived Ag atoms) they might be reduced, become neutral atoms, stick to the surface, and start to cluster. Of course reduced Ag atoms can in principle re-oxidize again. This is a process which is incorporated. However, at this stage of the dynamics the probability for this process is rather small, but not zero, and only rarely observed.

One can observe that the growth of Ag filaments is very inhomogeneous (see Fig. 3, e.g. upper right). This can be understood as follows: In our approach the nucleation of Ag occurs at random positions at the Pt electrode. We do not set an artificial nucleation seed as it has been done by others “in order to save computational time”. At these positions Ag atoms tend to cluster. This tendency is even amplified by the fact that the electric field is enhanced by sharp edges. The ions released from the top electrode are attracted by enhanced electric fields so that they reduce preferably at these very positions. This self-amplifying mechanism turns out to be the main reason for the formation of metal filaments.

With every Ag atom which sticks to the surface the bottom electrode is inhomogeneously growing and the resistance of the device is decreasing. Still, the current is quite small since the low-conductive solid state electrolyte determines the resistance of the device. The growth process continues until the current $I$ reaches the prescribed compliance current $I_{CC}$. From now on the current is kept constant. Of course the filaments still grow and the resistance still drops. This leads to a decrease of the actual voltage at the top electrode (blue lines in Fig. 3.), which continues until the growth of the filament stops and the resistance saturates.
Figure 4: Electric field (top), current density (middle), and power density (bottom) at the instant of time $t = 2.279$ s which is close to the time of dissolution.

As described above, the current source is again re-substituted by the voltage source at a certain instant of time. The voltage ramp is now negative. The voltage crosses zero and becomes increasingly negative. As a result the current is also negative and increases in magnitude. When the current becomes large enough the filaments start to dissolve. The device switches back to the low conductive state. The voltage ramp becomes positive again. When the voltage reaches zero the simulation stops.

Of particular importance is the onset of the filament dissolution. In order to discuss this mechanism in more detail the electrical field strength at the time of the onset of the dissolution ($t = 2.279$ s) is calculated and shown in Fig. 4 (top), together with the current density (Fig. 4, middle), and the power density (Fig. 4, bottom) calculated by $\vec{E} \cdot \vec{j}$. In the highly conductive regions of the metal filaments the electric field is small whereas the current density is very high. The power density is very high only at certain positions inside the filaments. One can speculate that thermal effects are very strong at these positions. Also the effect of electromigration should be significant here. In the simulations we localize the region of highest power density and initiate the dissolution of the filament at this very position. The probability for this process is assumed to be
going back to Fig. 3, one can observe that the reset is a stepwise process. This is consistent with experimental investigations and recently reported simulation results on a similar system.\[28, 26\] One can also find, that the overall switching dynamics of the electroforming cycle is close to realistic findings. Once electroformation is finished, it is interesting to notice that the low conductive state is realized by the absence of a few atoms only. This can be seen in the lower right of Fig. 3.

In this work we are interested in the dynamics of filament growth and dissolution in some more detail. Therefore, we do not restrict ourselves to the electroforming cycle. We also simulate a number of consecutive set and reset cycles. The final state of a complete cycle is used as the initial state of the subsequent cycle. These individual final states are shown in Fig. 5 (together with the homogeneous initial state). It can be observed that the final states do not differ much. Interestingly, the overall morphology of the filaments is preserved after every set-reset cycle, even if the device is in a low conductive state. In the low conductive state the filaments are by far not dissolved completely. Moreover, we found that the switching from the high conductive to the low conductive state, and vice versa, also for consecutive cycles is realized by local oxidation and reduction of a few atoms only.

It is important to note that the microscopic structure does not influence the global device characteristic with respect to the resistive behavior. This can be seen in Fig. 6 where the current voltage characteristics (Fig. 6, top) and the resistance as a function of time (Fig. 6, bottom) are shown for the five consecutive cycles of Fig. 5. One can clearly observe that the electroforming cycle takes a longer time than all consecutive cycles. Consequently, the switching voltage from low-conductive to high-conductive state

Figure 5: Initial and final states of five consecutive set and reset cycles.
Figure 6: Current-voltage characteristics (top) and resistances as functions of time (bottom) for five consecutive cycles.

is larger. The reason is of course that a large number of Ag atoms has to be transported first in order to build an initial filament. The opposite holds for all consecutive cycles. Moreover, it is interesting to note that a larger reset voltage is needed to dissolve the filament. For all consecutive cycles the dynamics is similar: The set and reset voltages for the different cycles are almost the same and the low and the high resistance states are stable during the cycles. Hence, reliably distinct states can be realized and predicted. This is in agreement with experimental findings.[29]

In Fig. 5 one can observe another very interesting and potentially important phenomenon. One can find an additional filament growth mode which starts from the active top electrode towards the inert bottom electrode. This result contradicts the widely acknowledged picture of filament growth only from the inert electrode towards the active electrode. However, such an unexpected growth mode has also been experimentally observed.[30] It has been worked out recently by Yang et al. that such a specific growth mode functionally relies on the particular microstructure and kinetic factors of the material system.[31] By investigating metal clusters inside a dielectric layer they have argued that these metal clusters can be treated as bipolar electrodes influencing the growth mode significantly. Moreover, they have shown evidence that the filament growth is guided by
mainly two kinetic factors, i.e. ion mobility and redox rates, both of which are incorporated in the our kinetic Monte-Carlo model. Therefore, we strongly support the experimental findings of Yang et al.

4 Conclusions

We report on kinetic Monte-Carlo calculations of resistive switching and the underlying growth dynamics of conductive filaments in electrochemical metalization devices consisting of a Ag/TiO$_2$/Pt sandwich-like thin film system. The developed model is not limited to i) fast time scale dynamics and ii) only one growth and dissolution cycle of metallic filaments. In particular, the presented results from the simulation of consecutive cycles are in excellent agreement with experimentally obtained data. Most importantly, we also find an unexpected filament growth mode which is in contradiction to the widely acknowledged picture of filament growth from the inert electrode towards the active electrode but consistent with recently published experimental findings. We observe filaments that start growing from the active electrode towards the inert electrode.

Although the phenomenon of filament growth is inherently three dimensional, we believe that with our model we provide a powerful simulation tool which can be used to gain deeper understanding of the relevant physical and chemical processes for resistive switching on both, atomistic length scales and experimental time scales.
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