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Abstract The collective behavior of the ensembles of coupled nonlinear oscillator is one of the most interesting and important problems in modern nonlinear dynamics. In this paper, we study rotational dynamics, in particular space-time structures, in locally coupled identical pendulum-type elements chains that describe the behavior of phase-locked-loop systems, distributed Josephson junctions, coupled electrical machines, etc. The control parameters in the considered chains are: dissipation, coupling strength, and number of elements. In the system under consideration, the realized modes are synchronous in frequency and synchronous (in-phase) or asynchronous (out-of-phase) in phase. In the low dissipation case, the in-phase synchronous rotational regime instability region boundaries are theoretically found and the bifurcations leading to the loss of its stability are determined. The analysis was carried out for chains of arbitrary length. The existence of various out-of-phase synchronous rotational modes types is revealed: completely asynchronous in phases and the cluster in-phase synchronization regime. Regularities of transitions from one type of out-of-phase synchronous mode to another are established. It was found that at certain coupling parameter values, the coexistence of stable in-phase and out-of-phase synchronous modes is possible. It was found that for arbitrary chain length, the number of possible stable out-of-phase modes is always one less than the chain elements number. Analytical results are confirmed by numerical simulations.
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1 Introduction

The collective dynamics study in oscillatory networks of various nature is one of the actively developing topics in modern nonlinear dynamics.

A general phenomenon of collective behavior is synchronization [1–3]. Even a weak coupling strength between elements in an ensemble can lead to frequency and phase readjusting of oscillators, i.e., to synchronization. However, this is not always the case. Due to the symmetry loss phenomenon in an identical elements population, while there is a completely synchronous regime, solutions with differing from each other elements states can be realized [4]. Systems of coupled pendulums are one of the actual models in different fields of science and techniques. Despite the relative simplicity of such models, they adequately describe not only mechanical objects but also different processes in superconducting structures [5], molecular biology [6], and in systems of phase synchronization [3]. This model is used in the study of coupled Josephson junctions dynamics [2, 5, 7–9]. Note that the ensemble of pendulums coupled through the sine function of phase differences can be considered as the standard Kuramoto model generalization which takes into account the inertia and intrinsic nonlinearity of the population elements [10–13]. Among the out-of-phase regimes, the in-phase synchronization modes of pendulums in separate groups are distinguished. For example, a mode in which in-phase pendulums are located in two (three, four, etc.) parts of the chain.

The aim of this paper is to study the features of rotational dynamics in chains of locally coupled identical pendulums. A detailed analytical and numerical study of the existence and stability of the in-phase rotational periodic motion and modes responsible for its instability onset has been carried out. The mechanisms of the various types out-of-phase rotational modes appearance and disappearance in chains of arbitrary length are investigated depending on the dissipation parameters and the coupling strength between the elements. This paper is organized as follows. Section 2 contains a model description which is under the study and the control parameters area of our interest, in which an in-phase rotational mode exists. In Sect. 3, the in-phase rotational motion stability analysis is considered, the modes responsible for the instability onset are determined, as well as the corresponding asymptotic expressions for the instability regions boundaries. In Sect. 4, out-of-phase rotational modes arising as a result of in-phase mode instability development and corresponding bifurcations are considered, their type is determined. Further, the analytical results are confirmed by the direct numerical modeling of the origin system. A summary of the main results can be found in Sect. 5. In Appendix A, an analytical description of the modes responsible for the in-phase rotational motion instability is presented. Also in Appendix B the derivation of a formula for determining the type of out-of-phase modes is explicated.

2 The model

We consider $N$ (index $n = 1, 2, \ldots, N$) coupled identical pendulums described by the system of ordinary differential equations

$$\ddot{\varphi}_n + \lambda \dot{\varphi}_n + \sin \varphi_n = \gamma + \sum_{\tilde{n}=1}^{N} K_{n\tilde{n}} \sin (\varphi_{\tilde{n}} - \varphi_n), \quad (1)$$

where $\lambda$ is the damping coefficient responsible for all the dissipative processes in the system, $\gamma$ is a constant external force identical for all $N$ pendulums, matrix $K \in \mathbb{R}^{N \times N}$ elements $K_{n\tilde{n}}$ characterize the strength of interaction between elements.

The system (1) exhibits non-trivial behavior for certain relationships between the parameters $\lambda$, $\gamma$ and $K$. First of all, it should be noted that if the coordinates coincide $\varphi_1 (t), \varphi_2 (t), \ldots, \varphi_N (t)$, the system will demonstrate in-phase dynamics, i.e. $\varphi_1 (t) = \varphi_2 (t) = \ldots = \varphi_N (t) = \phi (t)$. The pendulums move in phase and their dynamics is described by the equation:

$$\ddot{\phi} + \lambda \dot{\phi} + \sin \phi = \gamma. \quad (2)$$

The such a system behavior is well known [14]. Further, we are interested in rotational dynamic modes, so we will dwell in detail on the parameters plane $(\lambda, \gamma)$ region, when there is periodic rotational trajectory in the phase space of the system (2) and, respectively, in-phase rotational motion with period $T_r$ exists in the system (1). This parameters set is approximately described by the inequalities $\gamma > T(\lambda) = 4\lambda / \pi - 0.305\lambda^3$ when $\lambda < \lambda^* \approx 1.22$ and $\gamma > 1$ if $\lambda > \lambda^* [12]$, where $T(\lambda)$ defines the Tricomi bifurcation curve [15].

In previous works we considered the rotational dynamics features of the system (1) particular variations. Two coupled pendulums were investigated in
[16,17] for the cases of symmetric and asymmetric coupling, respectively. The three locally coupled pendulum chain was studied in [18], and the case of $N$ globally coupled pendulums was explored in [19].

Next, we will focus on the following special case of the system (1), namely, on the case of a chain with free ends formed by $N$ (index $n = 1, 2, \ldots, N$) locally and identically coupled pendulums, those $K_{n̄} = K (δ_{n+1,̄} + δ_{n,̄+1})$, where $δ_{n,m}$ is the Kronecker symbol ($δ_{n,m} = 1$, if $n = m$, otherwise $δ_{n,m} = 0$). For $N \geq 3$ the system (1) takes the following form:

$$\ddot{q}_n + \lambda \dot{q}_n + \sin q_n = γ + K (\sin(q_{n-1} - q_n)$$

+ $\sin (q_{n+1} - q_n)$,

(3)

where the equalities $q_0 = q_1, q_{N+1} = q_N$ define the boundary conditions.

3 In-phase rotations. Stability analysis

We linearize the system (3) in the vicinity $ϕ(t)$ to determine the stability conditions for the in-phase mode, then $q_n(t) = φ(t) + δq_n(t)$. Next, we obtain the corresponding equations for small deviations $δq_n$:

$$δ\ddot{q}_n + \lambda δ\dot{q}_n + \cos φ(t) δq_n = K (δq_{n-1} − 2δq_n + δq_{n+1})$$

with boundary conditions $δq_0 = δq_1$ and $δq_{N+1} = δq_N$. We represent the system (4) in vector form:

$$δ\ddot{φ} + \lambda δ\dot{φ} + \cos φ(t) δφ = K A · δφ,$$

(5)

where vector $δφ = (δφ_1, δφ_2, \ldots, δφ_N)$, and the matrix $A$ has the form

$$A = \begin{pmatrix}
-1 & 1 & 0 & 0 & \\
1 & -2 & 1 & & \\
0 & 1 & -2 & 1 & \\
\vdots & & & & \\
0 & 1 & -2 & 1 & \\
\end{pmatrix}.$$

(6)

Turning on the system (5) to the normal coordinates $ψ = (ψ_1, ψ_2, \ldots, ψ_N)$, we get:

$$\ddot{ψ} + \lambda \dot{ψ} + \cos φ(t) ψ = K D · ψ,$$

(7)

where $D = \text{diag} \{μ_1, μ_2, \ldots, μ_N\}$ is the matrix, on the diagonal of which the eigenvalues $μ_n$

$$μ_n = -2 [1 + \cos (nπ/N)]$$

of the matrix $A$ are located (see Appendix A). The system (4) is divided into $N$ independent relations for normal coordinates:

$$\ddot{ψ}_n + \lambda \dot{ψ}_n + [\cos φ(t) - K μ_n] ψ_n = 0.$$

(9)

The set of $N$ normal modes $\{ψ_n\}$ determines the stability of the in-phase mode $ϕ(t)$. The equations (9) were considered in the context of issues of stability of rotational modes in [18]. It was shown that, within the limits of small dissipation $λ$, the trivial solution of the equation

$$\ddot{ψ} + \lambda \dot{ψ} + [\cos φ(t) + K^*] ψ = 0,$$

when the in-phase rotational motion $ϕ(t)$ can be represented as an asymptotic expansion

$$τ = \left(\frac{γ}{λ} - \frac{1}{2} \frac{λ^3}{γ^3} + O(\frac{λ^4}{γ^4})\right) t,$$

(10)

loses its stability when $K^* < K_1^* (λ, γ)$. For $N = 1, 2$, and the case of $N$ rotational modes in [18]. It was shown that, within the limits of small dissipation $λ$, the trivial solution of the equation

$$K_{1,2}^* = \frac{1}{4} \left[\frac{γ^2}{λ^2} + 2\sqrt{1 - γ^2} + \frac{λ^2}{2 γ^2}\right] + O(\frac{λ^4}{γ^4}).$$

(11)

Then it is easy to find

$$K_{1,2}^{(n)} = -K_{1,2}^*/μ_n.$$

(12)

Note that one of the eigenvalues of the matrix $A$ is equal to zero ($μ_N = 0$). The corresponding mode $ψ_N$ satisfies the equation

$$\ddot{ψ}_N + \lambda \dot{ψ}_N + \cos φ(t) ψ_N = 0.$$

(13)

Let’s find the Floquet multipliers for a linear differential Eq. (13) with $T_2$-periodic coefficients to determine the stability of the mode $ψ_N$. Differentiation with respect to $t$ of the pendulum Eq. (2) shows that the $T_2$-periodic function $φ(t)$ is a solution of the Eq. (13). Hence the first multiplier of the Eq. (13) is equal to one. Further, using Liouville’s theorem, we obtain the value of the second multiplier $e^{−λ T_2}$. Thus, the mode $ψ_N$ is stable for any values of the parameters of the system (1) under study, including for any $K$. Thus, there are $N − 1$ intervals of values of the parameter $K$, within which $φ(t)$ may become unstable. When the stability of the in-phase mode is lost at $K ∈ (K_1^{(n)}, K_2^{(n)})$, a regime arises that corresponds to the unstable mode $ψ_n$.

Figure 1 shows the numerically constructed in-phase regime stability maps on the parameter plane $(K, λ)$ for chains at $N = 6$ and $N = 7$. Theoretical analysis shows a high degree of accuracy boundary phase instability rotational mode in the case of small dissipation. For
small values $\lambda$, the number of instability regions is $N - 1$. Specific rotatory structure corresponds to each such region (see the description below). It can be seen that as the $\lambda$ parameter increases, the instability regions begin to merge with each other until they turn into one.

A similar behavior of instability regions is observed with an increase in the number of pendulums $N$. In Fig. 2 on the $(K, N)$ plane, the in-phase mode instability zones are marked red. Adding a pendulum to the system leads to the appearance of a new instability region, the zone containing the instability region $\left(K_1^{(n)}, K_2^{(n)}\right)$ expands. The left border of this zone, defined by the expression $\min_{n=1,...,N} K_1^{(n)} = K_1^*/\left(4 \cos^2\left(\frac{\pi}{2N}\right)\right)$, moves to the left. The right border of this area, defined as $\max_{n=1,...,N} K_2^{(n)} = K_2^*/\left(4 \sin^2\left(\frac{\pi}{2N}\right)\right)$, is moved to the right. For large $N$, the value of the right boundary is equivalent to $\sim N^2$. Overlap of the instability regions located on the left begins with an increase in $N$, and the instability zone formed by the overlaps grows. This area occupies the infinite interval $\left[L^*/4, +\infty\right)$ in the limit $N \to \infty$. Fig. 2b shows that with an increase in the number of elements $N$ per unit, one new zone of instability of the in-phase regime appears. Out-of-phase rotations are realized in these zones, which are structurally cluster regimes of various types. The types of rotational modes arising in the system will be denoted as $(a_1 : a_2 : \ldots : a_m : \ldots : a_M)$, where the number $a_m$ shows the number of elements with the same phase in the $m$-th cluster. The in-phase mode in a chain of $N$ elements is denoted by $(N : 0)$. Regular rotational modes are found numerically using the procedure for searching for closed trajectories (on a cylinder) of multidimensional dynamical systems (see details in [18]).

4 Out-of-phase rotational modes: Cluster synchronization—Classification

Figures 3 and 4 show configurations of out-of-phase rotational modes for a chain of $N = 6$ and $N = 7$ elements, respectively. For example, the configuration $(2 : 2 : 2)$ means a phase matching mode implementation in pairs. Note, that configurations with the same $a_m$ can be different. For example, we have three different structures $(1 : 1 : \ldots : 1)$ and $(2 : 2 : 2 : 1)$ for $N = 7$ (see Fig. 4). For a given number of elements $N$, the number of synchronous clusters $M_n(N)$ of the out-of-phase mode corresponding to the $n$-th zone of instability $(n = 1, 2, \ldots, N - 1)$ is determined by the expression

$$M_n(N) = \left\lfloor \frac{N}{\gcd(2N, N-n)} + \frac{1}{2} \right\rfloor,$$

where $\lfloor \ldots \rfloor$ is rounding down and $\gcd$ is the greatest common divisor (see Appendix B).

In Fig. 5 the boundaries of the instability regions of the in-phase regime and the types of out-of-phase rotational regimes realized in this case at fixed values of the parameters are presented based on the analysis of the expressions (11, 12). It can be seen that both completely out-of-phase mode $(1 : 1 : \ldots : 1)$ and cluster synchronization modes (for example, $(4 : 4)$ for $N = 8$) can be established in chains. Analyzing the scheme in Fig. 5, one can see that in the case of a small dissipation at a fixed $K$, which is in the region of instability of the in-phase rotational motion, with an increase in the number of oscillators by an integer number of times, the out-of-phase rotational mode will appear again. Moreover, each of the clusters has twice as many elements. For example, the instability region corresponding to the $(2 : 1)$ regime in the chain with $N = 3$ again exists at $N = 6$ for the $(4 : 2)$ regime.
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Fig. 2 a, b Instability regions \((K_1^{(n)}, K_2^{(n)})\) of the in-phase mode at different values of \(K\). \(\lambda = 0.3, \gamma = 0.97, K_1^* (\lambda, \gamma) \approx 2.5\) and \(K_2^* (\lambda, \gamma) \approx 2.75\). Instability intervals are highlighted in red. Panel (b) presents an enlarged portion of the figure from the panel (a). The black dotted line indicates the right border of the instability area formed by the overlaps.

Fig. 3 Configurations of out-of-phase rotational modes within regions of instability \(\phi(t)\). Parameters: \(N = 6, \lambda = 0.3, \gamma = 0.97\)

Fig. 4 Configurations of out-of-phase rotational modes within regions of instability \(\phi(t)\). Parameters: \(N = 7, \lambda = 0.3, \gamma = 0.97\)

Below we present the results of computational experiments. Let us introduce the synchronous parameter

\[
\Xi = \frac{1}{N (N-1)} \sum_{n_1, n_2=1}^{N} \max_{0 \leq t \leq T} |\dot{\phi}_{n_1}(t) - \dot{\phi}_{n_2}(t)|,
\]

which characterizes the degree of phase synchronization of the rotatory motion. The value \(\Xi = 0\) shows that the rotational regime under consideration is in-phase, the values \(\Xi > 0\) indicate the observation of an out-of-phase rotational regime. For a more detailed analysis, let us present bifurcation diagrams, as well as figures showing the local maxima of the oscillator frequencies and the synchronism parameter of regular rotational modes.

Let us analyze in details the dynamics of rotational regimes in a chain of \(N = 6\) pendulums depending on the parameter \(K\). We consider the value of the parameter \(\lambda = 0.3\) (see Fig. 6). We are interested in the range...
Fig. 5 Stable out-of-phase rotational modes, in chains with different numbers of pendulums $N$. Each cell shows the range of values of the coupling parameter $K$, within which the in-phase rotational mode is unstable (12) and also the type of out-of-phase rotational mode. Cells of the same color, except for gray ones, indicate the same range of the instability region in terms of the $K$ parameter. Parameters: $\gamma = 0.97$, $\lambda = 0.1$.

Fig. 6 a, b Local frequency maxima. Figures are obtained by inheriting the initial conditions: (a) with increasing parameter $K$, (b) with decreasing parameter $K$. c Bifurcation diagram of periodic rotational regimes. $\tilde{\Sigma}$ – synchronous parameter, $\max \dot{\varphi}_n$ – the local pendulum frequency maxima. Circular markers show $4\pi$-periodic rotational modes. Shaded markers correspond to stable rotational modes, hollow markers – to unstable ones. The line without markers corresponds to the in-phase $2\pi$-periodic rotational regime, the solid line – to the stable one, and the dotted line – to the unstable one. Parameters: $N = 6$, $\gamma = 0.97$, $\lambda = 0.3$.

of values of the parameter $K$, at which the rotational motion $(1 : 1 : \ldots : 1)$ is realized for the first time. As the parameter $K$ increases, the in-phase periodic rotational motion $\phi(t)$ undergoes a period doubling bifurcation at $(K \approx 0.668)$. In this case, stable in-phase $2\pi$-periodic motion gives rise to stable $4\pi$-periodic motion $(1 : 1 : \ldots : 1)$, and $2\pi$-periodic in-phase motion loses its stability. The bifurcation diagram shows (see Fig. 6c) that there is also an unstable out-of-phase $4\pi$-periodic motion $(1 : 1 : \ldots : 1)$, which arises from in-phase unstable $2\pi$-periodic motion as a result of subcritical period doubling bifurcation $(K \approx 0.736)$. Note that in this case the in-phase $2\pi$-periodic motion becomes stable again. Further, as the parameter $K$ increases, stable and unstable $4\pi$-periodic rotational motions $(1 : 1 : \ldots : 1)$ merge and disappear as a
result of saddle-node bifurcation ($K \approx 0.911$). The same bifurcations occur with rotational motions such as $(2 : 4), (2 : 2 : 2), (1 : 1 : \ldots : 1)$. Note that a Neimark-Sacker bifurcation ($K \approx 1.543$) also appears in the system, as a result of which the $4\pi$-periodic rotational regime $(3 : 3)$ loses its stability. The closed periodic trajectory turns into a torus, which becomes unstable with a further increase in the parameter $K$, and then unstable $4\pi$-periodic rotational motions merge and disappear as a result of saddle-node bifurcation ($K \approx 1.894$). We also note that for $K \in (0.83, 0.915)$ in the system there is bistability of out-of-phase rotational motions, as a result of which $(1 : 1 : \ldots : 1)$ or $(2 : 4)$ $4\pi$-periodic rotational motions are realized depending on the initial conditions.

By increasing the number of interacting elements $N$, as follows from the above analytical results, the spatiotemporal dynamics ensemble complicated. However, as our computational experiments have shown, the main bifurcations of periodic rotational regimes found for a chain of $N = 6$ pendulums remain the same.

5 Conclusion

The paper considers collective rotational dynamics in a chain of locally coupled identical pendulum-type elements. It is shown that the always existing (due to the elements identity) in-phase synchronous mode in the fixed length chains loses its stability with the coupling parameter increasing at some coupling parameter intervals, which are analytically determined in the small dissipation limit. The number of such intervals is one less than the number of chain elements. In the in-phase synchronous mode instability intervals various (completely out-of-phase or cluster in-phase) frequency-synchronous modes are realized. It is shown that the evolutions hierarchy of in-phase mode into out-of-phase, then out-of-phase into in-phase mode, then (if the number of elements is $N > 3$) from in-phase to out-of-phase ones, etc. with the coupling parameter increasing unambiguously depends on the chain elements number, namely, whether this number is prime, even or odd. Thus, our analysis shows that it is predictable which type of synchronous (in-phase or out-of-phase: cluster or completely out-of-phase) mode will be realized. In addition, it was shown that there are bi- and multistability regions of in-phase and out-of-phase modes. It is noteworthy that the in-phase synchronous mode stability region decreases with the elements number and dissipation increasing. A detailed system under consideration study showed that both in-phase and out-of-phase modes stability loss occurs through a period-doubling bifurcation (both direct and reverse). In the strong dissipation limit, as a result of periodic motions period-doubling bifurcations cascade, chaotic rotations arise.
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Appendix

A Eigenvalues and eigenvectors of the matrix $A$

To solve the eigenvalues and eigenvectors problem of the matrix (6), we perform the equivalence transformation using the upper triangular matrix $S$ with unit elements:

$$S = \begin{pmatrix} 1 & 1 & 0 & \cdots & 0 \\ 0 & 1 & 1 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \\ 0 & 0 & \cdots & 1 \end{pmatrix}.$$  \hfill (16)

Then the equivalent matrix $\tilde{A} = S^{-1}AS$ equals

$$\tilde{A} = \begin{pmatrix} -2 & 1 & 0 & \cdots & 0 \\ 1 & -2 & 1 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \vdots & \vdots & \vdots & \vdots & 1 \\ 0 & 0 & \cdots & 1 & -2 \\ 0 & 0 & \cdots & 1 & 0 \end{pmatrix},$$  \hfill (17)

where the top left block of size $(N - 1) \times (N - 1)$ is tridiagonal Toeplitz matrix. Using the known results for the tridiagonal Toeplitz matrix [20] we find eigenvalues $\mu_n$ and eigenvectors $\tilde{v}_n$ of the matrix $\tilde{A}$:
\[ \mu_n = -2 \left[ 1 + \cos \left( \frac{n\pi}{N} \right) \right], \quad n = 1, 2, \ldots, N - 1. \]

\[ [\tilde{v}_n]_k = \begin{cases} (-1)^{k+1} \sin \left( \frac{n k \pi}{N} \right), & \text{if } k = 1, 2, \ldots, N - 1, \\ \frac{1}{2} \tan \left( \frac{n \pi}{2N} \right), & \text{if } k = N, \\ 0, & \text{if } n = 0, \text{ otherwise}. \end{cases} \]

The eigenvalues of the origin matrix (6) are also equal to \( \mu_n \) and the eigenvectors \( v_n \) are defined as \( v_n = S\tilde{v}_n \):

\[ [v_n]_k = (-1)^{k+1} \sin \left( \frac{2(k-1)n\pi}{N} \right) \cdot \frac{n\pi}{2N}, \quad n = 1, \ldots, N - 1, \]

\[ v_N = (1, 1, \ldots, 1). \]

Performing the eigenvectors \( v_n \) normalization for \( n = 1, \ldots, N - 1 \), we write the final result in general form:

\[ \mu_n = -2 \left[ 1 + \cos \left( \frac{n\pi}{N} \right) \right], \quad n = 1, \ldots, N, \]

\[ [v_n]_k = (-1)^{k+1} \sin \left( \frac{(2k-1)n\pi}{2N} \right), \quad k = 1, \ldots, N \] (21)

(with this form, the vector \( v_N \) remains unnormalized).

B Determining the type of out-of-phase mode

There is a one-to-one relationship between the eigenvectors \( v_n \) form and the emerging 4\( \pi \)-periodic out-of-phase rotations, which makes it possible to determine the number and size of synchronous clusters. Thus, the number of clusters \( M_n(N) \) of the out-of-phase mode arising as a result of the \( \psi_n \) \((n = 1, \ldots, N - 1)\) mode instability development is equal to the number of different values that the components of the vector \( v_n \) take, i.e.

\[ M_n(N) = |\{[v_n]_1, \ldots, [v_n]_N\}|. \] (22)

In addition, the number of elements \( N_m^{(n)}(N) \) in the \( m \)-th cluster \((m = 1, \ldots, M_n)\) is equal to the number of the vector \( v_n \) components taking some value from the set \( \{[v_n]_1, \ldots, [v_n]_N\} \). To determine the numbers \( M_n \) and \( N_m^{(n)} \), consider a sequence whose elements are specified by the expression (21) without restriction on the index \( k: \ldots, [v_n]_{-1}, [v_n]_0, [v_n]_1, [v_n]_2, \ldots \) Rewriting (21) as

\[ [v_n]_k = \sqrt{\frac{2}{N}} \cos \left( \frac{(2k-1)(N-n)\pi}{2N} \right), \] (23)

from the cosine function periodicity, it is easy to find that the introduced sequence has a period \( \tilde{k} = 2N/\gcd(2N, N-n) \): \([v_n]_{k+\tilde{k}} = [v_n]_k \). It is easy to see that \( 3 \leq \tilde{k} \leq 2N \). In addition, the symmetry of the cosine function implies that \([v_n]_0 = [v_n]_1 \). These two properties of the sequence \( \{[v_n]_k\}_{k=-\infty}^{\infty} \) elements allow them to be divided into groups with equal values. From the periodicity property it follows that all elements with unique values are contained in a subsequence \([v_n]_1, [v_n]_2, \ldots, [v_n]_{\tilde{k}} \). The symmetry condition entails that \([v_n]_1 = [v_n]_{\tilde{k}}, [v_n]_2 = [v_n]_{\tilde{k}-1}, \ldots \). Thus, the number of unique in value elements, that is, the number of synchronous clusters, is \( M_n(N) = (\tilde{k} + 1)/2 \), or explicitly

\[ M_n(N) = \left\lfloor \frac{N}{\gcd(2N, N-n)} + \frac{1}{2} \right\rfloor. \] (24)

From the period value \( \tilde{k} \) constraints it follows, that \( 2 \leq M_n(N) \leq N \), moreover \( M_n(N) = N \) if and only if \( 2N \) and \( N-n \) are coprime integers.

Further, the value \([v_n]_{lm} \) \((m = 1, \ldots, M_n)\) for \( k = 1, \ldots, N \) occurs \( \left( \left\lfloor \frac{(N-m)}{\tilde{k}} \right\rfloor + 1 \right) \) times if condition \( m \neq \left( \tilde{k} + 1 \right)/2 \) satisfied, and \( \left( \left\lfloor \frac{(N-m)}{\tilde{k}} \right\rfloor + 1 \right) \) times when \( m = \left( \tilde{k} + 1 \right)/2 \). After elementary simplifications, we have

\[ N_m^{(n)}(N) = \frac{1}{1 + \delta_{2m,\tilde{k}+1}} \left( \left\lfloor \frac{N-m+1}{\tilde{k}} \right\rfloor + \left\lfloor \frac{N+m-1}{\tilde{k}} \right\rfloor \right). \] (25)

\( m = 1, \ldots, M_n(N) \). Substituting the period \( \tilde{k} \) and making simplifications, we finally find

\[ N_m^{(n)} = \begin{cases} \gcd(2N, N-n), & \text{if } m \neq \gcd(2N, N-n) + \frac{N}{2}, \\ \gcd(2N, N-n)/2, & \text{else}. \end{cases} \] (26)

From the latter expression follows a simple rule describing the cluster regime arising in connection with the \( \psi_n \) mode instability. This regime has \( M_n(N) \) clusters (see above). If the condition \( \frac{N}{\gcd(2N, N-n)} + \frac{1}{2} \)
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\( \frac{1}{2} \notin \mathbb{Z} \) is satisfied (or equivalently, \( N / \gcd(2N, N - n) \))
\[ M_n(N) \] then all \( M_n(N) \) clusters contain \( \gcd(2N, N - n) \) elements. Otherwise, \( M_n(N) - 1 \)
clusters contain \( \gcd(2N, N - n) \) elements each and one cluster contains \( \gcd(2N, N - n) / 2 \) elements.
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