Spin-Flipping Half Vortex in a Macroscopic Polariton Spinor Ring Condensate
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We report the observation of vorticity in a macroscopic Bose-Einstein condensate of polaritons in a ring geometry. Because it is a spinor condensate, the elementary excitations are “half vortices” in which there is a phase rotation of π in connection with a polarization vector rotation of π around a closed path. This is clearly seen in the experimental observations of the polarization rotation around the ring. In the ring geometry, a new type of half vortex is allowed in which the handedness of the spin flips from one side of the ring to the other, in addition to the rotation of the linear polarization component; such a state is not allowed in a simply-connected geometry. Theoretical calculation of the energy of this state shows that when many-body interactions are taken into account, it is lower in energy than a simple half vortex. The direction of circulation of the flow around the ring fluctuates randomly between clockwise and counterclockwise from one shot to the next; this corresponds to spontaneous breaking of time-reversal symmetry in the system. These new, macroscopic polariton ring condensates allow for the possibility of direct control of the vorticity of the condensate.

Ring condensates, analogous to superconducting rings, have received much attention lately [1–6]; among other predictions, a ring condensate allows the possibility of macroscopic superposition states in which there is simultaneously circulation in both directions. A ring condensate is topologically distinct from a condensate in a simply connected region.

With the advance of the field of polariton condensates in the past few years, it is a natural step to create a condensate ring in a microcavity polariton system. The polariton system allows direct, nondestructive observation of the momentum distribution, energy distribution, and spatial distribution of the particles, as well as direct measurement of the coherence properties via interferometry. To make a macroscopic ring requires macroscopic transport distances as well as macroscopic coherence length. This has been achieved with polaritons, with coherent motion over tens of microns and lifetimes of 10–20 ps [7, 8], and with coherent motion of polaritons over hundreds of microns with lifetimes of 100–200 ps [9, 10]. One advantage of the long-lifetime polariton systems is that the polaritons can move well away from the laser spot where they are generated, so that the laser can be viewed as a simple source term, and does not interact with the condensate. Recent work [11] has shown a very sharp transition to a trapped polariton condensate. For general reviews of previous polariton work with shorter transport distances, see Refs. [12–16].

The polaritons can be viewed as photons which have been given a small effective mass, of the order of 10^−4 times the mass of a vacuum electron, and repulsive interactions, which are about 10^4 times stronger than the typical χ(3) nonlineairities of photons in solids. The strong interactions are generated by mixing the photon states with a sharp excitonic resonance in a semiconductor in-
the detuning by the our initial choice of the detuning at the location in the cavity. In experiment reported here, the detuning at the location of interest was -6.7 meV without stress, and +1.9 meV with the stress applied.

We then created a Gaussian potential energy peak inside this harmonic potential using a laser focused to a spot, which generates an exciton cloud. The laser was non-resonant, with photon energy 105 meV higher than the polariton energy. This produced both excitons and polaritons at the laser focus spot. The excitons have mass four orders of magnitude larger than the polaritons, and therefore only move 1-2 µm from their point of creation; they therefore act as a static barrier for the polaritons [7–9]. The sum of the harmonic potential and the Gaussian peak due to the exciton cloud makes a Mexican-hat potential. Figure 1(a) shows our estimates for the different terms that contribute to the potential. Figure 1(b) shows the intrinsic experimental energy profile recorded using a defocused laser, and Figure 1(c) shows flow of the polaritons in the trap when the laser spot is focused, but not at the center of the trap, but instead is on the right side. The polaritons clearly flow away from the laser spot, about 35 µm, to the minimum of the harmonic potential.

To create the ring trap, we moved the laser focus to near the center of the harmonic potential minimum. As in previous work [9], when the density of the central exciton peak exceeds a critical value, there is a sharp transition to occupation of the ground state of the trap. Figure 2 shows the photon emission from the polaritons for two cases, below this critical density threshold and above the threshold. Fig. 2(a) shows the emission from the laser focus when the density is below the critical density, and Fig. 2(b) shows the filling of the ring above the critical density threshold. As seen in Fig. 2(c), the condensate is completely monoenergetic, with a very narrow spectral line width. Although there are density variations around the ring, the condensate fills in low-potential areas to maintain a single energy. This ring condensate was observed under quasi-steady state conditions, with a continuous flow of polaritons generated at the central laser spot and flowing into the ring, which replace the loss of polaritons turning into external photons outside of the cavity, while the laser is on for a duration of 25 µs. A period of 2.5 ms with the laser off between pulses was used to prevent heating of the sample.

The degree of spatial coherence of the condensate can be seen in an interference measurement. Figure 3 shows the interference pattern between two copies of the spatial image of the condensate, when one of the images is flipped $x \rightarrow -x$. There are clear fringes for the interference between one side and the other, showing that the coherence extends across the whole ring.

A closer analysis shows that the number of fringes on the top of the image in Fig. 3(a) is one more than the number of fringes on the bottom. In other words, there must be vorticity in the condensate, leading to a discontinuity in the phase. We also see stable interference patterns with one more fringe on the bottom than on the top. The pattern fluctuates from one pulse to the next, split with equal probability between these two patterns about 90% of the time, and about 10% of the time showing an equal number of fringes on the top and bottoms. We never see a difference of more than one fringe.

The analysis of the emission is further aided by a po-
FIG. 2: a) Real-space image below critical threshold (6.7 mW cw laser power, 25 µs duration, chopped with a 1% duty cycle.) b) Real-space image well above critical threshold (300 mW cw laser power, 25 µs duration, with 1% duty cycle), c) Energy versus position along a line in the y-direction, above critical threshold, for the same conditions as (b).

The interference pattern and the polarization measurements can both be understood as the effects of a quantum half vortex. This effect, which has also been predicted for spinor atom condensates [20] and d-wave superconductors [21] has been analyzed for polaritons by Y. Rubo [22], and has been reported experimentally for a polariton condensate localized in a sub-micron disorder minimum [23, 24]. However, the state we see here is distinct from the underlying crystal symmetry; instead, it is fixed relative to the gradient of potential which exists in the system, which comes from the wedge in the cavity width. The polarization pattern also does not depend on the polarization of the laser which generates the polaritons at the central spot.

The interference pattern and the polarization measurements can both be understood as the effects of a quantum half vortex. This effect, which has also been predicted for spinor atom condensates [20] and d-wave superconductors [21] has been analyzed for polaritons by Y. Rubo [22], and has been reported experimentally for a polariton condensate localized in a sub-micron disorder minimum [23, 24]. However, the state we see here is distinct from
Here, \( m, k \) are elementary half-vortices as components in the plane of the sample, we can write the polarization angle in terms of the linear polarization \( \pi \) for the standard half vortex state, because we have a ring \( n(\theta) = n \), these states with \( |f| = 1/\sqrt{2} \) are eigenstates of the Hamiltonian, which consists only of the kinetic energy,

\[
H_{\text{kin}} = -\frac{\hbar^2}{2m} \nabla^2 \equiv -\frac{\hbar^2}{2mR^2} \frac{d^2}{d\theta^2},
\]

where \( m \) is the effective mass of the polaritons.

In a simply connected geometry, only half vortices of this type are allowed, because there is a boundary condition that the circular polarization must be continuous at \( r = 0 \). However, in a ring geometry, this condition is relaxed, and other wave functions with half vorticity also satisfy the condition that the wave function be single-valued. The experimentally observed polarization pattern is reproduced by using the following form for the half vortices:

\[
\psi_{k,m}(\theta) = \sqrt{n(\theta)}e^{i\theta} \left[ f \left( \frac{\cos(k\theta)}{\sin(k\theta)} \right) - i \text{sgn}(km) \sqrt{1 - f^2} \left( \frac{\sin(k\theta)}{\cos(k\theta)} \right) \right].
\]

This gives the polarization map shown in Fig. 4(b). It provides a half-vortex with a plane rotation direction chosen by the sign of \( m \). For these states, the degree of circular polarization is given by \( c = -\text{sgn}(km)2f\sqrt{1 - f^2}\cos(2k\theta) \), so that the circular polarization direction, i.e., the \( z \)-component of the spin-1 particles, flips from one side of the ring to the other, as seen in the experimental data of Fig. 4(a). The linear polarization angle is given by

\[
\frac{1}{2} \arg \left( \frac{f + \text{sgn}(km)\sqrt{1 - f^2} e^{2ik\theta}}{f e^{2ik\theta} - \text{sgn}(km)\sqrt{1 - f^2}} \right),
\]

which can rotate in either direction, and this direction is determined by the sign of \( k \) in the ansatz. Note that any sign of \( k \) and \( m \) can be paired here.

The \( x \to -x \) interference pattern for the wave function (3) is shown in Fig. 3(b) (for details, see the online supplementary information). As seen in this figure, it reproduces the observation of a difference of one between the top and bottom of the pattern; a full vortex would give a difference of two fringes between the top or the bottom. This is different from the case of interference of a vortex state with a plane wave, which would give a difference of one fringe for a full vortex, and a difference of one fringe in one of the two circular polarizations for a half vortex.

When we use the experimentally measured density variation \( n(\theta) \) around the ring, which is proportional to
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the intensity of the light emitted at each point, we find that the ansatz (3) has lower energy than the elementary half vortex states, and lower energy than a full vortex. We evaluate the energy using a variational approach in an effective 1D model, determining $f$ by minimizing the total energy $E = E_{\text{kin}} + E_{\text{int}}$, consisting of the kinetic energy

$$E_{\text{kin}} = \frac{1}{2\pi} \int_0^{2\pi} d\theta \tilde{\psi}^*(\theta) \left[ -\frac{\hbar^2}{2mR^2} \frac{d^2}{d\theta^2} \right] \tilde{\psi}(\theta)$$

and the interaction energy [22]

$$E_{\text{int}} = \frac{1}{4\pi} \int_0^{2\pi} d\theta \left[ (U_0 - U_1)(\tilde{\psi}^* \cdot \tilde{\psi})^2 + U_1 |\tilde{\psi}^* \times \tilde{\psi}|^2 \right].$$

Here, $U_0$ and $U_1$ are the interaction constants, which can be written in terms of the interactions between the same circular polarisation $M_{\uparrow \uparrow}$ and different circular polarisations $M_{\uparrow \downarrow}$, as $U_0 = M_{\uparrow \uparrow}, U_1 = M_{\uparrow \uparrow} - M_{\uparrow \downarrow}$.

Relative to $M_{\uparrow \uparrow}$, $M_{\uparrow \downarrow}$ is small and is attractive rather than repulsive. In our numerical calculations, we take $M_{\uparrow \downarrow}/M_{\uparrow \uparrow} \approx -0.05$.

In the presence of interactions, even in a homogeneous ring, the degree of circular polarization is fixed by the competition between interaction energy and kinetic energy. For smaller ring radius $R$, greater degree of circular polarization is favored by the kinetic energy, but stronger interactions favor greater linear polarization. Therefore a higher polariton density will lead to a smaller degree interactions favor greater linear polarization. Therefore, polarization is favored by the kinetic energy, but stronger energy. For smaller ring radius competition between interaction energy and kinetic energy does not explain the particular choice of direction of the condensate in our experiments varies around the ring, with maxima on opposite sides of the ring in the direction of the overall cavity gradient, this favors a separation into linear polarization at the regions of high density and circular polarization in between, as seen in the polarization map.

The theoretical analysis we have done shows that the pattern of varying linear and circular polarization around the ring, with orthogonal polarizations on opposite sides the ring, is to be expected for the density variation around the ring in these experiments. However, the theory does not explain the particular choice of direction of linear polarization seen at the region of highest density or the particular choice split of right- and left-handedness of the circular polarization seen on the sides of the ring. The underlying four-fold symmetry of the GaAs may play a role, but when we put into the Hamiltonian the energy for the splitting of the polariton states, which is known [18, 19] to give energy splittings of order 100 $\mu$eV, it does not make a significant contribution to the energy of the half vortex states.

Future theoretical work should include terms for the generation and decay of the polaritons, to explore why the condensate is preferentially in this spin-flipping half vortex state, rather than the ground state with no circulation. Under some circumstances, the no-vortex state can be unstable when generation and decay are accounted for [25]. Further experimental work can use a resonant laser beam to inject angular momentum unto the condensate; that is, to stir it. In this case, we may see states which are a superposition of left and right circulation, as are seen in superconducting rings at the point of a half quantum of magnetic flux. We also have the possibilities of stabilizing the circulation to go in only one direction, and introducing small barriers in the ring using a laser-generated exciton cloud, to create Josephson junctions. Since we can observe the interference patterns directly from the light leaking through the mirrors, we can non-destructively measure the phase map for all the states we produce.

As we have seen, the polarization rotation is pinned in this system while the direction of circulation of current around the ring is not. The laser focused at the center of the ring does not introduce any circulation. As a result, we see a random occurrence of circulation to the left or right, even as the polarization is pinned. These experimental results can therefore be seen as an example of spontaneous time-reversal symmetry breaking leading to a persistent current around the ring, with a phase coherence time at least a hundred thousand times longer than the lifetime of any one particle in the condensate.

Because we have a macroscopic ring geometry which is topologically distinct from a simply-connected geometry, we see a different topology of the vortex, with the spin of the particles flipping around the ring, even as they remain in a single, macroscopic wave function. The spin-flipping half vortex cannot be continuously transformed into a standard half vortex. The vortex seen here is different from the typical case of pairs of vortices of opposite vorticity generated due to turbulence [26, 27], and can be produced on demand, as opposed to needing to search for a pinned vortex at a random location in a disordered landscape, as was the case for Ref. [23].
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