On the predictability of COVID-19 in USA: A Google Trends analysis
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Abstract
During the difficult times that the world is facing due to the COVID-19 pandemic that has already had severe consequences in all aspects of our lives, it is imperative to explore novel approaches of monitoring and forecasting the regional outbreaks as they happen or even before they do. In this paper, the first approach of exploring the role of Google query data in the predictability of COVID-19 in the US at both national and state level is presented. The results indicate that Google Trends correlate with COVID-19 data, while the estimated models exhibit strong predictability of COVID-19. In line with previous work that has argued on the value of online real-time data in the monitoring and forecasting epidemics and outbreaks, it is evident that such infodemiology approaches can assist public health policy makers, in order to address the most crucial issue; that of flattening the curve, allocating health resources, and increasing the effectiveness and preparedness of the respective health care systems.
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Introduction
In December 2019, a novel coronavirus of unknown source was identified in a cluster of patients in the city of Wuhan, in Hubei, China [1]. The outbreak first came to international attention after WHO reporting of a cluster of pneumonia cases on Twitter on January 4th [2], followed by an official report on the 5th [3]. China reports its first COVID-19 related death on January 11th, while on the 13th, the first case outside China was identified [4]. On January 14th, the World Health Organization (WHO) tweeted that Chinese preliminary investigations reported that no human-to-human transmission had been identified [5]. However, the virus quickly spread to other Chinese regions and neighboring countries, while Wuhan, which was identified as the epicenter of the outbreak, was cut off by the authorities on January 23rd, 2020 [6]. On January 30th, WHO declared the epidemic as a public health emergency [1], and the disease caused by the virus, received its official naming, COVID-19, on February 11th [7].

The first serious COVID-19 outbreak in Europe was identified in northern Italy in February, with the country having its first death on the 21st [8]. The novel coronavirus was transmitted to all parts of Europe within the next few weeks, resulting in WHO declaring COVID-19 a pandemic on March 11th, 2020.

As of April 18th, 2020, 16:48 GMT [9], there have been 2,287,369 confirmed cases worldwide, with 157,468 confirmed deaths, and 585,838 recovered. The most affected countries with more than 100K cases (in absolute numbers, not divided by population) are: USA with 715,105 confirmed cases and 37,889 deaths; Spain with 191,726 confirmed cases and 20,043 deaths; Italy with 175,925 confirmed cases and 23,227 deaths; France with 147,969 confirmed cases and 18681 deaths; Germany with 142,614 confirmed cases and 4405 deaths; and the UK with 114,217 confirmed cases and 15,464 deaths, as depicted in Figure 1 that consists of the heat maps for the worldwide cases and deaths by country.
Figure 1. Geographical distribution of Worldwide COVID-19 cases and deaths as of April 18th.

As evident, Europe is severely hit by COVID-19; however, the spread of the disease now indicates that the center of the epidemic has moved to the US, which is the most affected country in terms of cases and deaths, with the state of New York counting more than 240K cases and 17K casualties. Figure 2 shows the distribution of the COVID-19 cases and deaths in the US by state, as of April 18th, 2020.

Figure 2. Geographical distribution of US COVID-19 cases and deaths as of April 18th.

Towards the direction of finding new methods and approaches for disease surveillance, it is crucial to make use of real time internet data. Infodemiology, i.e., information epidemiology, is a concept introduced by Gunther Eysenbach [10-11]. In the field of infodemiology, internet sources and data are employed in order to inform public health and policy [12-13], and are valuable for the monitoring and forecasting of outbreaks and epidemics [14], as for example Ebola [15], Zika [16], MERS [17], influenza [18], and measles [19-20].

During this pandemic, several approaches in using Web based data have been already published in this line of research. Google Trends, the most popular infodemiology source along with Twitter, has been widely used in health and medicine for the analysis and forecasting of diseases and epidemics [21]. As of April 20, 2020, already seven (7) papers on the topic of tracking and forecasting COVID-19 using Google Trends data have been published, according to PubMed (advanced search: covid AND google trends) [22], monitoring, analyzing, or forecasting COVID-19 in several regions like Taiwan [23], China [24-25], Europe [26-27], USA [27-28], Iran [27, 29]. Note that for Twitter publications related to the COVID-19 pandemic, eight papers (8) are online up to this point (PubMed advanced search: covid AND twitter [22]), published from March 13 to April 20, 2020 [30-37]. Table 1 consists of the systematic reporting of COVID-19 Google Trends studies, in the order of the reported publication date.
In this paper, USA Google Trends data on the topic of “Coronavirus (Virus)” are employed at both national and state level, in order to explore the relationship between COVID-19 data and the online interest on the virus. At first, the correlations between Google Trends and COVID-19 data are calculated, followed by exploring the role of Google Trends data in the predictability of COVID-19. To the best of our knowledge, this is the first attempt of this kind in the US.

The rest of the paper is structured as follows: the Methods section details the procedure of the data collection and the statistical analysis tools and methods, the Results section includes the nowcasting models at both national and state level, and the Discussion section consists of the main findings of this work, along with the limitations and future research suggestions.

### Methods

Data from the Google Trends platform are retrieved in .csv [38]. Data are normalized over the selected period and Google Trends reports the adjustment procedure as follows: “Search results are normalized to the time and location of a query by the following process: Each data point is divided by the total searches of the geography and time range it represents to compare relative popularity. Otherwise, places with the most search volume would always be ranked highest. The resulting numbers are then scaled on a range of 0 to 100 based on a topic’s proportion to all searches on all topics. Different regions that show the same search interest for a term don’t always have the same total search volumes” [39]. The methodology for the data collection is designed based on the Google Trends Methodology Framework in Infodemiology and Infoveillance [40]. Note that data may slightly vary based on the time of retrieval.

For the keyword selection, the online interest in all commonly used variations of referring to the virus are examined and compared, i.e., “Coronavirus (Virus)”; “COVID-19 (Search term)”; “SARS-CoV-2 (Search term)”; “2019-nCoV (Search term)”; “Coronavirus (Search term)”. Only “Coronavirus (Virus)” and “Coronavirus (Search term)” yield significantly high online interest, which is also quite expected. Between the two, i.e., the Topic (Virus) and the Search term, the “Coronavirus (Virus)” is selected for further analysis.

Data for the worldwide distribution of the COVID-19 cases and deaths are retrieved from Worldometer [9], and maps on COVID-19 cases and deaths are recreated by the authors using the free online tools Pixelmap [41] and Chartsbin [42]. Data for the US analysis on COVID-19 are retrieved by “The COVID Tracking Project”, providing detailed structured data on COVID-19 cases and deaths nationally and at state level [43].

As Google Trends data are normalized the time frame for which search traffic data are retrieved should exactly match the period for which COVID-19 data are available. Therefore, the timeframes for which analysis is performed is different for the states, starting either on March 4th or on the date for which the first confirmed case is identified in each state, as shown in Table 2:

| Authors                  | Date        | Region    | Objective                                                            | Publisher            | Journal                           |
|--------------------------|-------------|-----------|----------------------------------------------------------------------|----------------------|-----------------------------------|
| Husnayain et al. [23]    | March 12    | Taiwan    | Analyzing COVID-19 related searches                                  | Elsevier             | International Journal of Infectious Diseases |
| Li et al. [24]           | March 25    | China     | Correlating Internet searches with COVID-19 cases                    | Eurosurveillance     | Eurosurveillance                  |
| Mavragani [26]           | April 2     | Europe    | Correlating Google Trends data with COVID-19 cases & deaths          | JMIR                 | JMIR Public Health and Surveillance |
| Hong et al. [28]         | April 7     | USA       | Relationship between telehealth searches and COVID-19               | JMIR                 | JMIR Public Health and Surveillance |
| Walker et al. [27]       | April 11    | USA, Iran | Exploring of the online activity related to loss of smell           | Wiley                | International Forum of Allergy & Rhinology |
| Ayoubzadeh et al. [29]   | April 14    | Iran      | Prediction of COVID-19 cases                                         | JMIR                 | JMIR Public Health and Surveillance |
| Effenberger et al. [25]  | April 16    | China     | Correlation between Google Trends data and COVID-19 cases            | Elsevier             | International Journal of Infectious Diseases |

In this paper, USA Google Trends data on the topic of “Coronavirus (Virus)” are employed at both national and state level, in order to explore the relationship between COVID-19 data and the online interest on the virus. At first, the correlations between Google Trends and COVID-19 data are calculated, followed by exploring the role of Google Trends data in the predictability of COVID-19. To the best of our knowledge, this is the first attempt of this kind in the US.

The rest of the paper is structured as follows: the Methods section details the procedure of the data collection and the statistical analysis tools and methods, the Results section includes the nowcasting models at both national and state level, and the Discussion section consists of the main findings of this work, along with the limitations and future research suggestions.

### Methods

Data from the Google Trends platform are retrieved in .csv [38]. Data are normalized over the selected period and Google Trends reports the adjustment procedure as follows: “Search results are normalized to the time and location of a query by the following process: Each data point is divided by the total searches of the geography and time range it represents to compare relative popularity. Otherwise, places with the most search volume would always be ranked highest. The resulting numbers are then scaled on a range of 0 to 100 based on a topic’s proportion to all searches on all topics. Different regions that show the same search interest for a term don’t always have the same total search volumes” [39]. The methodology for the data collection is designed based on the Google Trends Methodology Framework in Infodemiology and Infoveillance [40]. Note that data may slightly vary based on the time of retrieval.

For the keyword selection, the online interest in all commonly used variations of referring to the virus are examined and compared, i.e., “Coronavirus (Virus)”; “COVID-19 (Search term)”; “SARS-CoV-2 (Search term)”; “2019-nCoV (Search term)”; “Coronavirus (Search term)”. Only “Coronavirus (Virus)” and “Coronavirus (Search term)” yield significantly high online interest, which is also quite expected. Between the two, i.e., the Topic (Virus) and the Search term, the “Coronavirus (Virus)” is selected for further analysis.

Data for the worldwide distribution of the COVID-19 cases and deaths are retrieved from Worldometer [9], and maps on COVID-19 cases and deaths are recreated by the authors using the free online tools Pixelmap [41] and Chartsbin [42]. Data for the US analysis on COVID-19 are retrieved by “The COVID Tracking Project”, providing detailed structured data on COVID-19 cases and deaths nationally and at state level [43].

As Google Trends data are normalized the time frame for which search traffic data are retrieved should exactly match the period for which COVID-19 data are available. Therefore, the timeframes for which analysis is performed is different for the states, starting either on March 4th or on the date for which the first confirmed case is identified in each state, as shown in Table 2:
by solving the following minimization problem:

\[ \text{given the distribution of conditional quantile function is defined} \]

\[ \text{represent the left (lower) and the right (upper) tail of the conditional distribution. A value of} \]

\[ X \]

\[ \text{outliers in the dataset} \]

\[ \text{appropriate standard deviation was moved, and thus all of them have a standard deviation equal to 1. This} \]

\[ \text{allows us to compare the strength of the impact of explanatory variables used on the dependent} \]

\[ \text{variable. The non-parametric [44] unit root test is also applied, in order to reveal whether or not both} \]

\[ \text{variables are stationary. The results suggest that both variables can be used directly without further} \]

\[ \text{transformation in the present analysis.} \]

The first step towards exploring the role of Google Trends in the predictability of COVID, is to

\[ \text{examine the relationship between Google Trends and COVID} \]

\[ 19 \text{ incidence. To this direction, the Pearson correlation coefficients (} r \text{) between the ratio (COVID} \]

\[ 19 \text{ Deaths)/(COVID} \]

\[ 19 \text{ Cases)} \text{ and Google Trends data are constructed. In particular, a minimum variance bias-corrected Pearson} \]

\[ \text{correlation coefficient [45-46] via a bootstrap simulation is applied, in order to deal with the limited} \]

\[ \text{number of observations, and thus, with the small sample estimation bias (also see [46])}. \]

\[ \text{The bias-corrected bootstrap coefficient } \hat{\rho}^b \text{ for the Pearson correlation is given by:} \]

\[ \hat{\rho}^b = B^{-1} \sum_{b=1}^{B} \hat{\rho}^b (\rho) \]

where \( B \) corresponds to the length of the bootstrap samples; in this case set equal to 999.

Next, predictive analysis for USA and all US states (plus DC) is performed. The predictive model

\[ \text{is a quantile regression, considered to be a robust regression analysis against the presence of outliers} \]

\[ \text{in the sample; introduced by Koenker and Bassett [47]. Building on the study implemented by Karlsson} \]

\[ [46], \text{a bias corrected via balanced bootstrapping quantile regression is employed. Such a model is the} \]

\[ \text{appropriate statistical approach to mitigate the small sample estimation bias and the present of} \]

\[ \text{outliers in the dataset, as it combines the advantages of bootstrap standard errors and the merits of} \]

\[ \text{quantile regression.} \]

More specifically, let \( Y_t \), where \( t \in T \), be a time series representing the dependent variable, supposing a bivariate specification. A quantile regression estimates the impact of explanatory variable \( X_t \), where \( t \in T \), on the variable \( Y_t \) at different points of conditional \( q \)-quantile, where \( q \in (0,1) \), of the conditional distribution. A value of \( q \)-quantile close to zero and a value of \( q \)-quantile close to one, represent the left (lower) and the right (upper) tail of the conditional distribution, respectively. The conditional quantile function is defined by:

\[ Q_{Y|X}(q) = X^\prime \beta_q \]

given the distribution of \( Y_t \), the estimation of the conditional quantile functions \( \beta_q \) can be obtained by solving the following minimization problem:
\[
\beta_q = \arg \min_{\beta \in \mathbb{R}^k} E \left( \rho_q(Y - X\beta) \right)
\]

where \( \rho_q(y) = y(q - 1_{y < 0}) \) represents the loss function. By minimizing the sample analog \( \{ y_1, \ldots, y_n \} \) that corresponds to a \( q^{th} \) quantile sample, the estimator \( \beta_q \) takes the form:

\[
\beta_q = \arg \min_{\beta \in \mathbb{R}^k} \sum_{t=1}^{n} \rho_q(Y_t - X_t^\prime \beta) = \arg \min_{\beta \in \mathbb{R}^k} \left[ q \sum_{Y_t \geq \beta X_t} |Y_t - \beta X_t| + (1 - q) \sum_{Y_t < \beta X_t} |Y_t - \beta X_t| \right]
\]

where \( \beta X_t \) is an approximation to the conditional \( q \)-quantile of the variable \( Y_t \).

In our analysis, \( Y_t \) stands for the ratio \((\text{COVID-19 Deaths})/(\text{COVID-19 Cases})\), \( X_{t-1} \) is the respective Google Trends value in lag order, and \( t = 1, \ldots, T \), with \( T \) being the respective number of observations. A linear trend is also used.

Finally, the bias corrected parameter estimate is estimated as:

\[
\tilde{\beta}_q(q) = \beta_q(q) - \text{bias} \left( \hat{\beta}_q(q) \right)
\]

where the \( \text{bias} \left( \hat{\beta}_q(q) \right) \) is given by \( B^{-1} \sum_{b=1}^{B} \hat{\beta}_q^b(q) - \hat{\beta}_q(q) \) and \( q \in (0, 1) \) stands for the quantile considered; in this case set equal to 0.5 (median). A median regression is considered as more robust to outliers than, for example, least squares regression, and it also avoids assumptions about the error parametric distribution (see [48]).

**Results**

In Figure 3, the worldwide and US online interest in terms of Google queries in the “Coronavirus (Virus)” Topic from January 22\(^{nd}\) to April 15\(^{th}\), 2020, is depicted, showing that said topic is very popular, and especially in Europe and in North America, where, in the US, the interest is significantly high -i.e. above 70- for all US states.

![Worldwide](image1.png)
![USA](image2.png)

**Figure 3.** Heat maps of the worldwide and US online interest in “Coronavirus (Virus)”.

Following, the correlations between Google Trends and COVID19 data are calculated. Table 3 consists of the Pearson correlation analysis, while Figure 4 depicts the Pearson correlations heat map in the US. As evident, statistically significant correlations are observed in USA and in the states of Alabama, Arkansas, California, Colorado, DC, Florida, Georgia, Illinois, Kentucky, Massachusetts, Minnesota, Nebraska, Nevada, New Hampshire, New York, North Carolina, Oregon, Pennsylvania, South Dakota, Tennessee, Vermont, Virginia, Washington, Wisconsin, and Wyoming.
Table 3. Pearson correlations by state.

| State       | Pearson Correlation | Standard Error | Wald Test ($\chi^2$) | p-value | State       | Pearson Correlation | Standard Error | Wald Test ($\chi^2$) | p-value |
|-------------|---------------------|----------------|----------------------|---------|-------------|---------------------|----------------|----------------------|---------|
| USA         | -0.7054***          | (0.0536)       | [13.1672]            | <.0001  | Missouri    | -0.2627            | (0.1608)       | [1.6333]            | 0.1024  |
| Alabama     | -0.6896***          | (0.0748)       | [9.2185]             | <.0001  | Montana     | -0.063             | (0.1727)       | [0.3651]            | 0.7151  |
| Alaska      | -0.1162             | (0.1276)       | 0.3625               |         | Nebraska    | -0.2763*           | (0.1503)       | [1.8381]            | 0.0661  |
| Arizona     | -0.313*             | (0.1292)       | [2.4225]             | 0.0154  | Nevada      | -0.3452**          | (0.1519)       | [2.273]             | 0.0230  |
| Arkansas    | 0.4282***           | (0.1105)       | [3.8742]             | 0.0001  | New Hampshire| -0.406***          | (0.1432)       | [2.8349]            | 0.0046  |
| California  | -0.4123***          | (0.1300)       | [3.1711]             | 0.0015  | New Jersey  | -0.065             | (0.2013)       | [0.3227]            | 0.7469  |
| Colorado    | 0.435**             | (0.1761)       | [2.4694]             | 0.0135  | New Mexico  | -0.1474            | (0.1367)       | [1.0783]            | 0.2809  |
| Connecticut | -0.1266             | (0.1895)       | [0.668]              | 0.5041  | New York    | -0.5925***         | (0.0790)       | [7.5016]            | <0.001  |
| Delaware    | 0.182               | (0.2004)       | 0.3639               |         | North Carolina| -0.3172**         | (0.1561)       | [2.032]             | 0.0421  |
| DC          | -0.3464**           | (0.1632)       | [2.1219]             | 0.0338  | North Dakota| 0.2567            | (0.1705)       | [1.5056]            | 0.1322  |
| Florida     | -0.3171**           | (0.1559)       | [2.034]              | 0.0420  | Ohio        | -0.1645            | (0.1979)       | [0.8311]            | 0.4059  |
| Georgia     | -0.3467**           | (0.1462)       | [2.3708]             | 0.0178  | Oklahoma    | -0.1703            | (0.1713)       | [0.9944]            | 0.3200  |
| Hawaii      | -0.1591             | (0.1692)       | [0.9405]             | 0.3470  | Oregon      | 0.4605***          | (0.1432)       | [3.2154]            | 0.0013  |
| Idaho       | 0.0614              | (0.1436)       | [0.4276]             | 0.6689  | Pennsylvania| -0.3645**         | (0.1446)       | [2.5218]            | 0.0117  |
| Illinois    | 0.2501*             | (0.1512)       | [1.6541]             | 0.0981  | Rhode Island| -0.0366            | (0.1805)       | [0.2031]            | 0.8391  |
| Indiana     | 0.0162              | (0.1884)       | [0.086]              | 0.9314  | South Carolina| -0.2094            | (0.1400)       | [1.4958]            | 0.1347  |
| Iowa        | -0.2172             | (0.1539)       | [1.4112]             | 0.1582  | South Dakota| 0.3518*            | (0.1920)       | [1.8323]            | 0.0669  |
| Kansas      | 0.1141              | (0.1748)       | [0.6531]             | 0.5137  | Tennessee   | -0.3878***         | (0.1495)       | [2.5937]            | 0.0095  |
| Kentucky    | -0.2789*            | (0.1661)       | [1.677]              | 0.0935  | Texas       | 0.0223             | (0.1931)       | [0.1157]            | 0.9079  |
| Louisiana   | -0.2422             | (0.1713)       | [1.4141]             | 0.1573  | Utah        | -0.2135            | (0.1448)       | [1.4749]            | 0.1402  |
| Maine       | -0.1811             | (0.1387)       | [1.3062]             | 0.1915  | Vermont     | -0.3255**          | (0.1549)       | [2.1007]            | 0.0357  |
| Maryland    | -0.0385             | (0.2045)       | [0.1884]             | 0.8505  | Virginia    | -0.286**           | (0.1414)       | [2.0228]            | 0.0431  |
| Massachusetts| -0.4285***          | (0.1421)       | [3.0152]             | 0.0026  | Washington  | -0.5805***         | (0.0835)       | [6.9492]            | <0.001  |
| Michigan    | -0.1045             | (0.1757)       | [0.5949]             | 0.5519  | West Virginia| 0.0033             | (0.0426)       | [0.0781]            | 0.9378  |
| Minnesota   | -0.3513**           | (0.1550)       | [2.2657]             | 0.0235  | Wisconsin   | -0.3972***         | (0.1285)       | [3.09]              | 0.002   |
| Mississippi | 0.308               | (0.1975)       | [1.5599]             | 0.1188  | Wyoming     | 0.396**            | (0.1840)       | [2.1524]            | 0.0314  |

*p<0.1; **p<0.05; ***p<0.01

Figure 4. Heat map of the Pearson correlations by state.
Proceeding with the results of the predictive analysis, Table 4 consists of the estimated models for the US and for each US state (plus DC), and Figure 5 depicts the heat map for $\beta_1$ by state. Due to low number of observations, the states of Maine, Montana, North Dakota, West Virginia, and Wyoming were not included in the predictive analysis results, however included in the heat map for uniformity reasons. As is evident, the estimated Google Trends models exhibit strong COVID-19 predictability.

|     | $\beta_0$  | $\beta_1$  | $\beta_2$  |
|-----|-------------|-------------|-------------|
| USA | -0.0509     | -0.7506     | -0.0014     |
| AL  | 0.8944      | -0.5961     | -0.0413     |
| AK  | -1.4528     | -0.2449     | 0.0663      |
| AZ  | -1.4183     | -0.2429     | 0.0637      |
| AR  | -0.2565     | 0.2785      | 0.0023      |
| CA  | -1.4274     | -0.1634     | 0.0642      |
| CO  | -0.9688     | 0.3007      | 0.0290      |
| CT  | -1.7866     | -0.1645     | 0.0782      |
| DE  | -2.0415     | -0.2687     | 0.0715      |
| DC  | -1.3077     | -0.1548     | 0.0578      |
| FL  | -1.5483     | -0.2128     | 0.0715      |
| GA  | -1.5727     | -0.2047     | 0.0721      |
| HI  | -1.6732     | -0.2083     | 0.0758      |
| ID  | -1.8929     | -0.2686     | 0.0866      |
| IL  | -1.4466     | 0.3943      | 0.0680      |
| IN  | -1.4674     | 0.0977      | 0.0693      |
| IA  | -1.5912     | -0.2957     | 0.0732      |
| KS  | -1.5579     | 0.0463      | 0.0635      |
| KY  | -1.5530     | -0.2415     | 0.0719      |
| LA  | -1.6432     | -0.2050     | 0.0751      |
| MD  | -1.1066     | 0.1135      | 0.0550      |
| MA  | -1.6424     | -0.1757     | 0.0742      |
| MI  | -1.7657     | -0.1884     | 0.0800      |
| MN  | -1.6085     | -0.2344     | 0.0728      |
| MS  | -1.3047     | 0.1773      | 0.0570      |
| MO  | -1.5382     | -0.2326     | 0.0718      |
| NE  | -1.4875     | -0.2192     | 0.0717      |
| NV  | -1.6778     | -0.1872     | 0.0763      |
| NH  | -1.6586     | -0.1515     | 0.0741      |
| NJ  | -1.8518     | -0.2395     | 0.0688      |
| NM  | -1.2414     | -0.1188     | 0.0593      |
| NY  | -1.2201     | -0.1482     | 0.0482      |
| NC  | -1.6575     | -0.1613     | 0.0722      |
| OH  | -1.8408     | -0.1758     | 0.0790      |
| OK  | -1.7038     | -0.2463     | 0.0767      |
| OR  | -0.7953     | 0.4395      | 0.0293      |
| PA  | -1.3917     | -0.1845     | 0.0716      |
| RI  | -1.4924     | -0.1461     | 0.0588      |
| SC  | -1.2889     | -0.1816     | 0.0520      |
| SD  | -1.1230     | 0.2815      | 0.0537      |
| TN  | -1.5098     | -0.2157     | 0.0676      |
| TX  | -1.4766     | 0.2749      | 0.0660      |
| UT  | -1.4381     | -0.1586     | 0.0720      |
| VT  | -1.5359     | -0.2499     | 0.0770      |
| VA  | -1.5878     | -0.3147     | 0.0767      |
| WA  | -1.3476     | -0.2236     | 0.0660      |
| WI  | -1.3407     | -0.2143     | 0.0618      |

Parenthesis reports the standard errors; t-statistics are given in brackets.

Table 4. Predictive analysis by state.
Discussion

In light of the COVID-19 pandemic and towards finding new ways of forecasting the disease spreading, in this study Google Trends data on the “Coronavirus (Virus)” Topic were used in order to explore the predictability of COVID-19 in the US. At first, statistically significant correlations were observed for the US and several US states - as shown in a more elaborate depiction of a spider web chart of said correlations in Figure 6, which is in line with previous studies that have suggested that correlations are observed between Google Trends and COVID-19 data.

Figure 5. Heat map of the predictive analysis models’ statistical significance.

Figure 6. Radar chart of the Pearson correlations coefficients by state.
Figure 7 consists of the graph of the COVID-19 Deaths/Cases ratio and the respective Google Trends normalized data in the US from March 4th to April 15th, 2020. For graph consistency purposes, the COVID-19 Deaths/Cases ratio is normalized on a 0-100 scale. As depicted in the graph and also confirmed by the predictive analysis, it is evident that the two variables are not linearly dependent, rather than have an inversely proportional relationship, meaning that as COVID-19 progresses, the online interest decreases.

In sense and from a behavioral point of view, this can be explained as follows: The interest started increasing at first and reached a peak as the confirmed cases reached a high number and as deaths rates started exhibiting the real threat of this pandemic, while after a while the interest has an inverse course, which could also be indicating that the public can be overwhelmed by all this information overload and turns to decreased information intake. The spike in Google queries and the decline in the ratio of COVID-19 Deaths/Cases, could be due to the spreading of the virus over these days and the “delay” in deaths, i.e., cases increasing while total number of deaths has not started significantly increasing yet.

The latter is in line with the recent publication of Mavragani [26], that suggested that, though significant correlations between COVID-19 and Google data are observed, they tend to decrease both in strength and significance as time moves forward in regions that have been affected by COVID-19, because the interest decreases. This counter-intuitively happens before the cases’ and deaths’ curves start exhibiting a downward trend, i.e. when a region is being heavily affected, independently of having or not reached its peak yet. However, it would be interesting to explore the relationship from this point onwards, since, as shown in the graph, the lines meet, which could indicate a future change in the relationship dynamics when deaths peak at a later point and also when they start their downward course.

This study has limitations. At first, only data from Google Trends were considered. Though this is the most popular search engine, some data on the topic of Coronavirus from other search engines were not included in this analysis. Second, data at this point are very limited, thus the results are based on fewer observations. Third, the 51 states exhibit diversity in terms of confirmed cases and deaths, thus any conclusions drawn from this analysis refer to each case individually. Despite the known limitations of online search traffic data though, using Infodemiology metrics in informing public health and policy in general and for the monitoring of outbreaks and epidemics in specific, has received wide attention recently, with several successful attempts of forecasting disease spreading.
Towards exploring the dynamic of finding determinants of COVID-19, the predictive analysis in this study gives insight on how online search traffic data can play a significant part in forming public health policies, especially in times of epidemics and outbreaks, when real-time data are essential. With the COVID-19 pandemic, the world is in uncharted territory, in scientific, financial, and social terms. This calls for immediate action and open research and data, and the term “multidisciplinary” has never before been more important. To this direction, the role of big data in providing “opportunities for performing modeling studies of viral activity and for guiding individual country healthcare policymakers to enhance preparation for the outbreak” has been acknowledged [49], and current research on the subject should focus on both exploring the role of more infodemiology variables as well as combine infodemiology with traditional sources, in order to explore the full potential of what online, real-time data have to offer to disease surveillance.
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