Shortcuts to isothermality and nonequilibrium work relations
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In conventional thermodynamics, it is widely acknowledged that the realization of an isothermal process for a system requires a quasi-static controlling protocol. Here we propose and design a strategy to realize a finite-rate isothermal transition from an equilibrium state to another one at the same temperature, which is named shortcut to isothermality. By using shortcuts to isothermality, we derive three nonequilibrium work relations, including an identity between the free energy difference and the mean work due to the potential of the original system, a Jarzynski-like equality, and the inverse relationship between the dissipated work and the total driving time. We numerically test these three relations by considering the motion of a Brownian particle trapped in a harmonic potential and dragged by a time-dependent force.

PACS numbers: 05.70.Ln, 05.40.-a

I. INTRODUCTION

Recent advances in biological protein motors 1–5 and artificial molecular machines 6–9 have boosted the interest of the scientific community in small systems. In contrast to macroscopic systems, such nanometric objects contain much fewer entities than Avogadro’s number, which leads to two significant features of small systems: large fluctuations and being easily driven away from equilibrium. Standard methods of statistical mechanics and thermodynamics are not applicable to the understanding of nonequilibrium phenomena of small systems. The Jarzynski equality 10 and fluctuation theorems 11–17 are two masterpieces in the field of nonequilibrium processes. They generalize fundamental thermodynamic relations to small systems in nonequilibrium situations. Despite the achievement of these two kinds of relations, our understanding of nonequilibrium thermodynamics in small systems is still limited. It is desirable to discover new identities holding true in nonequilibrium processes of small systems.

Besides, transitions between equilibrium states at the same temperature in finite time are also key issues when we investigate nonequilibrium processes of small systems. In conventional thermodynamics, it is widely acknowledged that the realization of an isothermal process requires a quasi-static controlling protocol. Therefore, it takes an infinitely long time to realize transitions between two equilibrium states if the system always keeps in equilibrium with the thermal reservoir. Naturally, an interesting question is whether we can realize transitions between two equilibrium states at the same temperature in finite time (in between, the system is not necessary in equilibrium with the thermal reservoir). A novel concept of engineered swift equilibration 18, 19 throws light on the way to realizations of finite-rate isothermal transitions. Martínez et al. designed a protocol of engineered swift equilibration for a Brownian particle in a harmonic potential with time-dependent strength, which allows the system to reach equilibrium 100 times faster than the natural equilibration time 18. Le Cunuder et al. realized the fast equilibrium switch of a micro mechanical oscillator by using engineered swift equilibration 19. These works illustrate that engineered swift equilibration is a prospective scheme to implement finite-rate isothermal transitions. However, since the method of engineered swift equilibration is limited to the system of a Brownian particle, a unified theoretical framework in general situations is still lacking. Besides, this method begins with choosing the target distribution which alone is inadequate to determine the Hamiltonian and the free energy simultaneously. Thus it is hard to discuss nonequilibrium work relations in finite-rate isothermal transitions based on the concept of engineered swift equilibration.

In this work, we construct a unified framework to conduct finite-rate isothermal transitions. Within this framework, we subsequently derive three nonequilibrium work relations. An auxiliary potential is introduced to the system of interest which is initially in equilibrium, such that the evolution of the system in contact with a thermal reservoir is enforced in the instantaneous equilibrium distribution corresponding to the original Hamiltonian. The total system Hamiltonian can return to the original system Hamiltonian at the beginning and end of the driving process if we impose proper constraints on the controlling protocol. As a result, the distribution functions at two endpoints of the driving process become equilibrium distributions, which means we have realized an isothermal transition without the requirement of quasi-static control, i.e., we have realized a finite-rate isothermal transition. Such a theoretical framework is named shortcut to isothermality. We design the strategy of shortcuts to isothermality for the system of a Brownian particle in both the overdamped and underdamped situations, respectively. Based on shortcuts to isothermality, we subsequently obtain three key relations for nonequi-
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librium processes. The first relation, \( \rho = \frac{\partial}{\partial t} \rho(t) \), indicates that the free energy difference equals the mean work due to the time-dependent potential of the original system. The second relation, \( \rho(\Gamma, t) = \rho_{eq}(\Gamma, \lambda(t)) \), implies that the dissipated work is inversely proportional to the driving time. The third relation, \( \rho(\Gamma, \lambda(t)) = e^{\beta H(\Gamma, \lambda(t))} \), is a Jarzynski-like equality for arbitrary initial distributions. Finally, we numerically check these three relations by considering the motion of a Brownian particle trapped in a harmonic potential and dragged by a time-dependent force.

II. DEFINITION OF SHORTCUTS TO ISOTHERMALITY

Consider a system in contact with a thermal reservoir with a constant temperature \( T \). When the external potential varies with time, the Hamiltonian of the system is denoted by \( H_0(\Gamma, \lambda(t)) \), where \( \Gamma \) represents the microstate of the system and \( \lambda(t) \) is the controlling parameter. The evolution of the distribution function \( \rho(\Gamma, t) \) in phase space is determined by

\[
\frac{\partial \rho(\Gamma, t)}{\partial t} = \dot{L}_0(\Gamma, \lambda(t))\rho(\Gamma, t),
\]

where \( \dot{L}_0(\Gamma, \lambda(t)) \) represents the evolution operator. We restrict our framework to dynamics with a unique equilibrium state, i.e., for fixed \( \lambda \) the system will relax towards a unique equilibrium distribution \( \rho_{eq} \propto e^{-\beta H_0(\Gamma, \lambda)} \), where \( \beta = 1/k_B T \) with \( k_B \) being the Boltzmann’s constant. If we introduce an auxiliary potential \( U_1(\Gamma, t) \) to the Hamiltonian of the system, the total system Hamiltonian becomes

\[
H(\Gamma, t) = H_0(\Gamma, \lambda(t)) + U_1(\Gamma, t).
\]

The evolution equation (1) is modified to the form:

\[
\frac{\partial \rho(\Gamma, t)}{\partial t} = \dot{L}_0(\Gamma, \lambda(t))\rho(\Gamma, t) + \dot{L}_1(\Gamma, t)\rho(\Gamma, t),
\]

with \( \dot{L}_1(\Gamma, t) \) representing the operators induced by \( U_1(\Gamma, t) \). At any time, the auxiliary potential \( U_1(\Gamma, t) \) can escort the evolution of the system so that the system distribution is always in the instantaneous equilibrium distribution of the original Hamiltonian \( H_0(\Gamma, \lambda(t)) \)

\[
\rho(\Gamma, t) = \rho_{eq}(\Gamma, \lambda(t)) \equiv e^{\beta[\mathcal{F}(\lambda(t))-H_0(\Gamma, \lambda(t))]}.
\]

In the above equation,

\[
\mathcal{F}(\lambda) \equiv -\beta^{-1} \ln \left( \int e^{-\beta H_0(\Gamma, \lambda)} d\Gamma \right)
\]

represents the free energy of the original system in equilibrium state when the value of \( \lambda \) is given. The integral in Eq. 5 is over the whole phase space of \( \Gamma \). We impose additional constraints on the auxiliary potential. That is, it vanishes at two endpoints of the driving process. With these requirements on \( U_1(\Gamma, t) \), the distribution functions at two endpoints of the driving process become equilibrium distributions of \( H(\Gamma, t) \), which means we have realized a finite-rate isothermal transition. This strategy is enlightened by the idea of shortcuts to adiabaticity for isolated systems \cite{21, 28}, so we dub it shortcut to isothermality.

The above framework looks similar to the method of escorted free energy simulations put forward by Vaikuntanathan and Jarzynski \cite{29}. By loading a proper artificial flow field on the system of interest and introducing a peculiar definition of work, they could generate trajectories where the work on each trajectory equals the free energy difference of the system. In the present work, by contrast, we aim at constructing a unified theoretical framework for implementing finite-rate isothermal transitions. Here, we introduce an auxiliary potential rather than an artificial flow field to escort the evolution of the system. We can still follow the definition of the trajectory dependent work in stochastic thermodynamics \cite{30, 31} without modifying the definition of work as done by Vaikuntanathan and Jarzynski \cite{28}.

III. SHORTCUTS TO ISOTHERMALITY FOR A BROWNIAN PARTICLE IN THE OVERDAMPED SITUATION

Consider a Brownian particle in a 1-dimensional time-dependent potential \( U_0(x, \lambda(t)) \), with \( \lambda(t) \) representing the controlling parameter. The inertial effect can be neglected in the overdamped situation. We introduce an auxiliary time-dependent potential \( U_1(x, t) \) to the system and the whole potential of the system can be written as

\[
U(x, t) = U_0(x, \lambda(t)) + U_1(x, t).
\]

The evolution of the distribution function \( \rho(x, t) \) for the Brownian particle is governed by the Fokker-Planck equation \cite{32}

\[
\frac{\partial \rho}{\partial t} = \frac{\partial}{\partial x} \left[ \left( \frac{\partial U_0 + U_1}{\gamma} \right) \rho + \frac{1}{\beta} \frac{\partial \rho}{\partial x} \right],
\]

where \( \gamma \) is the coefficient of friction. According to our assumption, the system evolves along the instantaneous equilibrium state of \( U_0(x, \lambda(t)) \), so the distribution function satisfies

\[
\rho(x, t) = \rho_{eq}(x, \lambda(t)) \equiv e^{\beta[\mathcal{F}(\lambda(t))-U_0(x, \lambda(t))]},
\]

with \( \mathcal{F}(\lambda) \equiv -\beta^{-1} \ln \left[ \int_{-\infty}^{+\infty} e^{-\beta U_0(x, \lambda(t))} dx \right] \). Substituting Eq. 5 into the Fokker-Planck equation 7, we obtain the equation for \( U_1(x, t) \):

\[
1 \gamma \beta \frac{\partial^2 U_1}{\partial x^2} - \frac{1}{\gamma} \frac{\partial U_0}{\partial x} \frac{\partial U_1}{\partial x} = \left( \frac{\partial F}{\partial \lambda} - \frac{\partial U_0}{\partial \lambda} \right) \dot{\lambda}.
\]

In this work, the dot above a variable represents the time derivative of that variable. Comparing two sides of
Eq. (10), we find \( U_1(x, t) \) can be written in the following form

\[
U_1(x, t) = \dot{\lambda}(t) f(x, \lambda(t)).
\]  

(10)

Substituting it back into Eq. (11) and then eliminating \( \dot{\lambda}(t) \) on both sides, we obtain an ordinary differential equation for \( f(x, \lambda(t)) \):

\[
\frac{1}{\gamma \beta} \frac{\partial^2 f}{\partial x^2} - \frac{1}{\gamma} \frac{\partial U_0}{\partial x} \frac{\partial f}{\partial x} = \frac{dF}{dt} - \frac{\partial U_0}{\partial \lambda} \frac{\partial \lambda}{\partial \lambda}.
\]

(11)

Note that Eq. (8) is the integrating factor of the above equation. Considering this fact, we can easily solve Eq. (11) and obtain \( \partial f / \partial x \) and then \( f(x, \lambda(t)) \). Substituting the expression of \( f(x, \lambda(t)) \) into Eq. (10), we obtain the auxiliary potential:

\[
U_1(x, t) = \gamma \beta \dot{\lambda}(t) \int \int dx \left( \frac{dF(x, \lambda(t))}{\rho_{eq}(x, \lambda(t))} \right),
\]

(12)

where \( h(x, \lambda) \equiv \left( \frac{dF(x, \lambda)}{d\lambda} - \frac{\partial U_0(x, \lambda)}{\partial \lambda} \right) \rho_{eq}(x, \lambda) \). We would like to mention that the idea (extracting potential from the evolution of the distribution function) has been adapted in the study of engineered swift equilibration (see Eq. (2) of the supplementary information of Ref. [18]). But our focus is different. We extract the auxiliary potential from the given \( U_0(x, \lambda(t)) \) rather than the given target distribution which is alone is inadequate to determine the Hamiltonian and the free energy simultaneously. It is this difference that enables us to continue discussing nonequilibrium work relations.

To ensure that \( U(x, t) \) identifies \( U_0(x, \lambda(t)) \) at the beginning \( t = 0 \) and end \( t = \tau \) of the driving process, we impose boundary conditions

\[
\dot{\lambda}(0) = \dot{\lambda}(\tau) = 0.
\]

(13)

Combining the auxiliary potential \( U_1(x, t) \) and the boundary conditions \( \dot{\lambda}(t) \) we can achieve shortcuts to isothermality in the overdamped situation.

As an illustration, we consider two simple, but frequently used examples. First, consider a Brownian particle moving in a harmonic potential and dragged by a time-dependent force. The corresponding potential reads

\[
U_0(x, \lambda(t)) = \frac{1}{2} k x^2 - \lambda(t)x
\]

(14)

where \( k \) represents the constant stiffness of the harmonic potential and \( \lambda(t) \) the external dragging force. Substituting Eq. (14) into Eq. (12), we obtain the auxiliary potential

\[
U_1(x, t) = -\frac{\gamma \dot{\lambda}(t)}{k} x.
\]

(15)

Second, consider the motion of a Brownian particle in a time-dependent harmonic potential:

\[
U_0(x, \lambda(t)) = \frac{1}{2} \lambda(t)x^2.
\]

(16)

Substituting Eq. (10) into Eq. (12), we obtain the auxiliary potential

\[
U_1(x, t) = \frac{\gamma \dot{\lambda}(t)}{4\lambda(t)} x^2.
\]

(17)

The result equivalent to Eq. (17) has been obtained in Ref. [18] (see Eq. (6) therein). In addition, their results imply that one can find analytical solutions of the auxiliary potential for a class of potentials, i.e., \( U_0(x, \lambda(t)) = \lambda(t)x^n/2 \) \((n = 2, 4, 6 \cdots )\). The corresponding auxiliary potentials are \( U_1(x, t) = \gamma \beta \lambda x^2/(2n\lambda) \) (see discussion below Eq. (2) of the supplementary information in Ref. [18]). Besides, it is easy to find auxiliary potentials for another class of potentials \( U_0(x, \lambda(t)) = u(x - \lambda(t)) \) which represent moving potentials with the same profile of the function \( u = u(x) \). The corresponding auxiliary potentials can be explicitly expressed as \( U_1(x, t) = -\gamma \lambda x \). The detailed derivations of the above two broad classes of auxiliary potentials are shown in Appendix A.

IV. SHORTCUTS TO ISOTHERMALITY FOR A BROWNIAN PARTICLE IN THE UNDERDAMPED SITUATION

In the underdamped situation, the inertial effect of the Brownian particle plays an important role. We assume that the auxiliary potential \( U_1 \) is a function of the coordinate \( x \) and the momentum \( p \) of the particle. Then the total Hamiltonian in this situation can be expressed as

\[
H(x, p, t) = H_0(x, p, \lambda(t)) + U_1(x, p, t),
\]

(18)

where \( H_0(x, p, \lambda(t)) = \frac{p^2}{2} + U_0(x, \lambda(t)) \). For the sake of simplicity, we have set the mass of the particle being unit. The famous Kramers equation describes the time evolution of the distribution function \( \rho(x, p, t) \) of the particle while the external potential is independent of the momentum \( p \). By altering the Langevin equation that governs the motion of the particle, we generalize the Kramers equation to the case where the potential contains momentum \( p \);

\[
\frac{\partial \rho}{\partial t} = -\frac{\partial}{\partial x} (p \rho) + \frac{\partial}{\partial p} \left( \gamma p \rho + \rho \frac{\partial U_0}{\partial x} \right) + \frac{\gamma}{\beta} \frac{\partial^2 \rho}{\partial p^2}
\]

\[
-\frac{\partial U_1}{\partial p} + \frac{\partial U_0}{\partial x} \frac{\partial \rho}{\partial p} + \frac{\partial}{\partial p} \left( \rho \frac{\partial U_1}{\partial p} \right).
\]

(19)

The detailed derivation of the above equation is attached in Appendix B. The instantaneous equilibrium distribution of the original system follows

\[
\rho(x, p, t) = \rho_{eq}(x, p, \lambda(t)) \equiv e^{B(F(\lambda(t)) - H_0(x, p, \lambda(t)))}
\]

(20)

with \( F(\lambda) = -\beta^{-1} \ln \int_{-\infty}^{+\infty} dx \int_{-\infty}^{+\infty} dp e^{-\beta H_0(x, p, \lambda)} \). Substituting Eq. (20) into Eq. (19), we obtain

\[
\frac{\gamma}{\beta} \frac{\partial^2 U_1}{\partial p^2} - \frac{\partial}{\partial p} \frac{\partial U_1}{\partial x} - \frac{\partial}{\partial p} \frac{\partial U_0}{\partial x} \frac{\partial \rho}{\partial p} - \frac{\partial^2 \rho}{\partial x^2} = \left( \frac{dF}{d\lambda} - \frac{dU_0}{d\lambda} \right) \dot{\lambda}.
\]

(21)
By choosing
\[ U_1(x, p, t) = \lambda(t) f(x, p, \lambda(t)), \tag{22} \]
we can derive a partial differential equation
\[ \frac{\gamma^2 f}{\beta \partial p^2} - \gamma p \frac{\partial f}{\partial p} + \frac{\partial U_0}{\partial x} \frac{\partial f}{\partial p} - \frac{\partial f}{\partial x} = - \frac{\partial F}{\partial \lambda} \frac{\partial U_0}{\partial \lambda}. \tag{23} \]
It seems unlikely to solve this equation for \( f(x, p, \lambda(t)) \) analytically, except for a few simple systems.

Here, we still consider the two special potentials \([11]\) and \([10]\). Correspondingly, we obtain auxiliary potentials
\[ U_1(x, p, t) = \frac{\hat{\lambda}(t)}{k}(p - \gamma x) \tag{24} \]
and
\[ U_1(x, p, t) = \frac{\hat{\lambda}(t)}{4\gamma \lambda(t)}[(p - \gamma x)^2 + \lambda(t)x^2]. \tag{25} \]
Analagous to the overdamped situation, we also find analytical solutions of the auxiliary potential for the two classes of potentials, \( U_0(x, \lambda(t)) = \lambda(t)x^n/2 \) (\( n = 2, 4, 6, \cdots \)) and \( U_0(x, \lambda(t)) = u(x - \lambda(t)) \), in the underdamped situation. The corresponding auxiliary potentials read \( U_1(x, p, t) = \hat{\lambda}(p - \gamma x)^2 + \lambda(t)x^n\) and \( U_1(x, p, t) = \hat{\lambda}(p - \gamma x) \), respectively. The detailed derivations of the above two broad classes of auxiliary potentials are shown in Appendix A.

The experimental work by Le Cunuder and his coworkers \([11]\) suggests that the auxiliary potential \([21]\) can be realized in laboratory. The cross term \( xp \) in above auxiliary potential \([25]\) resembles the auxiliary counteradiabatic Hamiltonian in shortcuts to adiabaticity \([26–27]\). A possible experimental scheme was proposed by del Campo to realize such a cross term for a broad family of many-body quantum systems controlled by shortcuts to adiabaticity \([27]\). The requirement for detailed instantaneous microscopic knowledge is completely removed for such systems. With proper canonical transformation, he derived an alternative representation of the counteradiabatic Hamiltonian in which the cross term is absent. His scheme may provide a clue to realize auxiliary potentials \([25]\) for the system of Brownian particles.

V. NONEQUILIBRIUM WORK RELATIONS

In this section, we will theoretically derive three nonequilibrium work relations when adapting shortcuts to isothermality for Brownian particles moving in general potentials.

A. Relation between the free energy difference and the intrinsic work

Now we discuss the relation between the free energy difference and work.

By taking a derivative of the free energy \([6]\) with respect to \( \lambda \), one can obtain
\[ \frac{dF(\lambda)}{d\lambda} = \left( \frac{\partial H_0}{\partial \lambda} \right). \tag{26} \]
Hereinafter, \( \langle \cdots \rangle \) represents the average with the instantaneous equilibrium distribution function \([11]\) since the real distribution of the system controlled by shortcuts to isothermality is exactly equal to \([11]\). Multiplying both sides of Eq. \([20]\) by \( \lambda \) and integrating over time, we obtain
\[ \Delta F = \int_{0}^{\tau} dt \lambda \left( \frac{\partial U_0}{\partial \lambda} \right). \tag{27} \]
For a Brownian particle moving in a time-dependent potential \( U_0(x, \lambda(t)) \), Eq. \([27]\) reduces to
\[ \Delta F = \int_{0}^{\tau} dt \lambda \left( \frac{\partial U_0}{\partial \lambda} \right). \tag{28} \]
Equation \([28]\) indicates that the free energy difference is merely determined by the mean work related to the original Hamiltonian of the system (we dub it intrinsic work). This equation holds for finite-rate nonequilibrium processes with the adaption of shortcuts to isothermality. Without the adaption of the auxiliary potential, Eq. \([28]\) holds only for quasi-static processes.

B. Relation between the dissipated work and the driving time

In this subsection, we investigate the relation between the dissipated work and the driving time.

According to stochastic thermodynamics \([30, 31]\), the mean work done in the shortcut to isothermality driving process follows
\[ W = \int_{0}^{\tau} dt \left( \lambda \left( \frac{\partial H_0}{\partial t} \right) + \lambda \left( \frac{\partial U_1}{\partial \lambda} \right) + \lambda \left( \frac{\partial U_1}{\partial \lambda} \right) \right) \tag{29} \]
From Eqs. \([27]\) and \([28]\), the dissipated work in this driving process may be expressed as
\[ W_d = W - \Delta F = \int_{0}^{\tau} dt \left( \lambda \left( \frac{\partial U_1}{\partial t} \right) + \lambda \left( \frac{\partial U_1}{\partial \lambda} \right) \right). \tag{30} \]
The non-negativity of the dissipated work is shown in Appendix E. Substituting Eq. \([10]\) or Eq. \([22]\) into Eq. \([30]\), we obtain
\[ W_d = \int_{0}^{\tau} dt \left( \lambda^2 \left( \frac{\partial f}{\partial \lambda} \right) + \lambda \left( f \right) \right). \tag{31} \]
Since the controlling parameter is fixed at the beginning and end of the driving process, it will be natural to choose
the protocol with the reducible form, $\lambda(t) = \lambda(t/\tau)$. Through rescaling the time $s \equiv t/\tau$, we can reformulate Eq. (31) as
\[
W_d = \frac{1}{\tau} \int_0^1 ds \left[ \left( \frac{d\lambda}{ds} \right)^2 \left\langle \frac{\partial f}{\partial \lambda} \right\rangle + \frac{d^2 \lambda}{ds^2} \left\langle f \right\rangle \right].
\] (32)
The numerator of Eq. (32) in this case is independent of the driving time $\tau$, which reveals that the dissipated work $W_d$ (with shortcuts to isothermality being adapted) is inversely proportional to the driving time $\tau$. This coincides with the conclusion obtained by Schmiedl and Seifert \[24\] who found that, in the overdamped situation, the dissipated work done during the optimal driving process always scales with the inverse driving time. Moreover, we surprisingly find that the dissipated work (with the adaption of shortcuts to isothermality) is still proportional to the inverse driving time in the overdamped and underdamped situations under a reducible driving protocol.

C. Jarzynski-like equality with shortcuts to isothermality

In this subsection, we will derive a Jarzynski-like equality when adapting shortcuts to isothermality. Crooks \[34\] proposed a theorem
\[
\langle O \rangle_+ = \langle O e^{-\beta(w-\Delta F)} \rangle_-,
\] (33)
which holds true for a system departing from an equilibrium state driven by an external field in finite rate. Here, $O$ is a functional of the trajectory, while $\tilde{O}$ is the corresponding time-reversed counterpart. $w$ is the work performed on the system along a single trajectory. $\langle \cdots \rangle_+$ represents the ensemble average over trajectories stemming from initial equilibrium state in the forward driving process. $\langle \cdots \rangle_-$ represents the ensemble average over trajectories stemming from an equilibrium state in the time-reversal driving process. In particular, if one takes $O = \delta[\Gamma - \Gamma(\tau)]$, the above theorem \[34\] will lead to \[35\] to another one at the same temperature, which means $\rho_+(\Gamma, \tau) = \rho_{eq}(\Gamma)$ in Eq. (34). Thus we obtain
\[
\langle e^{-\beta(w-\Delta F)} \rangle_{\Gamma,-} = 1.
\] (35)
The above equation follows from Eq. (33) which is based on an assumption that the system Hamiltonian $H(\Gamma, t)$ is time-reversal invariant \[31\]. This assumption is obviously valid for shortcuts to isothermality in the overdamped situation. Nonetheless, one should pay attention to the subtle point in the underdamped situation, where in the reversed protocol, one should reverse the sign of all the momenta.

Equation (35) implies that we can estimate $\Delta F$ by taking the exponential average of $w$, over trajectories that start from a fixed state $\Gamma$ and then evolve under the time-reversal of the forward protocol with the adaptation of shortcuts to isothermality. If we further multiply an arbitrary distribution $\rho(\Gamma)$ to both sides of Eq. (34) and perform the integral over the whole phase space, we may obtain $\int \rho(\Gamma) \langle e^{-\beta(w-\Delta F)} \rangle_{\Gamma,-} d\Gamma = 1$, which can also be obtained from a result in Ref. \[36\].

Equation (35) has the similar form as the Jarzynski equality
\[
\langle e^{-\beta(w-\Delta F)} \rangle = 1,
\] (36)
thus we dub Eq. (35) Jarzynski-like equality. The ensemble average in the Jarzynski equality is made over trajectories starting from an equilibrium distribution while the ensemble average in the Jarzynski-like equality is made over trajectories starting from a fixed state $\Gamma$ and then evolve under the time-reversal of the forward protocol with the adaptation of shortcuts to isothermality. Besides, the Jarzynski-like equality requires an additional constraint for the driving protocol, namely that the driving protocol should be designed according to the strategy of shortcuts to isothermality.

VI. NUMERICAL CONFIRMATIONS

To illustrate above relations \[28\] and \[32\], we simulate the overdamped motion of a Brownian particle in the potential \[14\] and add the corresponding auxiliary potential \[15\] to realize shortcuts to isothermality. Since relation \[16\] involves time-reversed trajectories, we need to use the minus auxiliary potential to compute the trajectory work (see Appendix \[17\] for the detailed derivation).

The overdamped motion of a Brownian particle in the potential
\[
U(x, t) = U_0(x, \lambda(t)) + U_1(x, t)
\]
\[
= \frac{1}{2} k x^2 - \lambda(t) x - \frac{\gamma \lambda(t)}{k} x
\] (37)
is governed by the Lagrangian equation
\[
\gamma \ddot{x} = -k \dot{x} + \lambda + \frac{\gamma \dot{\lambda}}{k} + \xi(t).
\] (38)
Introduce the characteristic length $l_c \equiv \sqrt{k_B T/k}$ and the characteristic time $\tau_c \equiv \gamma/k$ of the system, and then reduce the coordinate $\tilde{x} \equiv x/l_c$, the time $s \equiv t/\tau$ and the driving protocol $\lambda \equiv \lambda/(kl_c)$. The above Langevin equation may be transformed into the following dimensionless form:

$$\ddot{x}(s) = -\tilde{\tau}\dot{x}(s) + \tilde{\tau}\lambda(s) + \tilde{\lambda}'(s) + \sqrt{2\tilde{\tau}}\zeta(s) \quad (39)$$

with $\tilde{\tau} \equiv \tau/\tau_c = k\tau/\gamma$. The prime on a variable represents the derivative of that variable with respect to the normalized time $s$. $\zeta(s)$ represents Gaussian white noise that satisfies $\langle \zeta(s) \rangle = 0$ and $\langle \zeta(s_1)\zeta(s_2) \rangle = \delta(s_1 - s_2)$. Equation (39) was solved using the Euler algorithm

$$\tilde{x}(s+\delta s) = \tilde{x}(s)-\tilde{\tau}\dot{x}(s)\delta s + \tilde{\tau}\lambda(s)\delta s + \tilde{\lambda}'(s)\delta s + \sqrt{2\tilde{\tau}}\delta s\theta(s) \quad (40)$$

where $\delta s$ is the time step, $\theta(s)$ is a random number sampled from Gaussian distribution with zero mean and unit variance.

We choose the protocol evolving in the form

$$\lambda(s) = 4[1 - \cos(\pi s)], \quad 0 \leq s \leq 1, \quad (41)$$

and set $k_BT = 1$ and the time step $\delta s = 10^{-5}$. The theoretical value of the free energy difference corresponding to the above driving protocol is $\Delta F = -32 (k_BT)$. We obtain each value of $\Delta F$ by using $10^6$ trajectories, evolving under the dimensionless Langevin equation (39).

We perform simulations for different driving times ranging from $\tilde{\tau} = 1.0$ to $\tilde{\tau} = 10.0$. The initial state of trajectories is sampled from the equilibrium distribution when we estimate the free energy difference by using Eqs. (28), (29), and the Jarzynski equality (35). As for Eq. (36), the initial state is fixed at $\Gamma = 0.0$ and the time-reversed trajectories are generated by the Langevin dynamics $\gamma\dot{x} = -kx + \lambda - \gamma\lambda/k + \xi(t)$. Figure 1 shows the results of estimates of $\Delta F$ from Eqs. (28), (29), (35), and (36), respectively. The estimates of $\Delta F$ from Eqs. (35) and (36) converge to the theoretical value much faster than the mean work (29). The estimated results from Eq. (28) are remarkably accurate over the entire range of driving times.

We also compare estimates of $\Delta F$ from relation (35) for trajectories starting from different initial states $\Gamma \equiv \tilde{x}(0) = -1.0, -0.5, 0.0, 0.5, 1.0$, respectively. The values of fixed states are selected according to the standard deviation of the initial equilibrium distribution, $\rho(\tilde{x},0) \propto e^{-\tilde{x}^2/2}$. Figure 2 shows that the estimates of $\Delta F$ for different initial fixed states are very similar to each other in relation (35). This confirms that the free energy difference can be extracted from an ensemble of trajectories starting from a fixed state with the adaptation of shortcuts to isothermality.

Note that for short driving times, relations (35) and (36) lead to relative large errors when we use them to estimate the free energy difference $\Delta F$. This deviation is due to the significant magnitude of dissipated work for the short driving process. Jarzynski found that the number of trajectories required for convergence of the traditional Jarzynski equality grows exponentially in the dissipated work (57). If we suppress the dissipated work by replacing protocol (41) with $\lambda(s) = 1 - \cos(\pi s)$, relative errors for fast driving process will be reduced. As shown in Figure 3 all values of the free energy difference estimated from relation (35) for trajectories starting from different initial states $\Gamma \equiv \tilde{x}(0) = -1.0, -0.5, 0.0, 0.5$ and 1.0 approach the theoretical result $\Delta F = -2$.

VII. CONCLUSION

In the discussion above, we proposed the concept of shortcuts to isothermality and constructed the strategy to explicitly realize the transition between two equilibrium states at the same temperature in finite time. Our work provides a unified theoretical framework for designing engineered swift equilibration [18, 19].
We have also found three nonequilibrium work relations when adapting shortcuts to isothermality. Equation (28) implies that the dissipated work when adapting shortcuts to isothermality is inversely proportional to the driving time under a reducible driving protocol, which generalizes the result put forward by Schmiedl and Seifert [20] in their overdamped model of stochastic heat engines. Equation (35) is a Jarzynski-like equality for open classical systems, which relaxes the requirement for initial distributions. These relations may be applied in estimates of the free energy in simulations of protein folding and experiments of single molecule mechanics.

Finally, there seems no obstacle to implement shortcuts to isothermality experimentally in the overdamped situation since the auxiliary potential (12) depends merely on the protocol \( \lambda(t) \) and coordinate \( x \). In particular, auxiliary potentials (15) and (17) are easily achieved in experiments. The big challenge is the realization of shortcuts to isothermality in the underdamped situation, which summons future collaborations between theoretical and experimental researchers. Besides, we could construct finite-time thermodynamic cycles with a combination of shortcuts to adiabaticity and shortcuts to isothermality. In these cycles, the distribution function of the system is well-determined at any time, which might overcome the shortage of traditional models of finite-rate heat engines.
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**Appendix A: Detailed derivations of auxiliary potentials**

In this section, we will derive auxiliary potentials for two broad classes of potentials, \( U_0(x, \lambda(t)) = \lambda(t)x^n/2 \) \((n = 2, 4, 6 \cdots)\) and \( U_0(x, \lambda(t)) = u(x - \lambda(t)) \), in the overdamped and underdamped situations respectively.

1. Overdamped Situation

In the overdamped situation, the instantaneous equilibrium distribution corresponding to potentials \( U_0(x, \lambda(t)) = \lambda(t)x^n/2 \) \((n = 2, 4, 6 \cdots)\) reads

\[
\rho(x, t) = \rho_{\text{eq}}(x, \lambda(t)) \equiv e^{\beta[F(\lambda(t)) - \frac{1}{2}\lambda(t)x^n]}, \quad (A1)
\]

with

\[
F(\lambda) = -\beta^{-1}\ln \int_{-\infty}^{\infty} e^{-\frac{1}{2}\beta \lambda x^n} dx = -\beta^{-1}\ln \left(C\lambda^{-\frac{n}{2}}\right), \quad (A2)
\]

Here, \( C = \int_{-\infty}^{\infty} e^{-\frac{1}{2}\beta x^n} dx \) is constant. Substituting Eqs. (A1) and (A2) into Eq. (12), we obtain auxiliary potentials:

\[
U_1(x, t) = \gamma\beta\lambda \int_0^x dy \int_{-\infty}^{y} dz \left[ \frac{\left( \frac{1}{n\beta\lambda} - \frac{1}{2} z^n \right) e^{-\frac{1}{2}\beta\lambda z^n}}{e^{-\frac{1}{2}\beta\lambda y^n}} \right]
\]

\[
= \gamma\beta\lambda \int_0^x dy \int_{-\infty}^{y} dz \frac{1}{n\beta\lambda} \left( 2 e^{-\frac{1}{2}\beta\lambda z^n} \right)
\]

\[
= \gamma\beta\lambda \int_0^x dy \frac{y}{n\beta\lambda} = \frac{\gamma\lambda}{2n\lambda^2} y^2. \quad (A3)
\]

Hereinafter, in order to obtain a concise expression of auxiliary potentials, we choose specific lower bounds for integrals.

The instantaneous equilibrium distribution corresponding to potentials \( U_0(x, \lambda(t)) = u(x - \lambda(t)) \) reads

\[
\rho(x, t) = \rho_{\text{eq}}(x, \lambda(t)) \equiv e^{\beta[F - u(x - \lambda(t))]}, \quad (A4)
\]

where \( F \equiv -\beta^{-1}\ln \left[ \int_{-\infty}^{\infty} e^{-\beta u(z - \lambda(t))} dz \right] \) is constant. Substituting Eqs. (A4) into Eq. (12), we obtain auxiliary potentials:

\[
U_1(x, t) = \gamma\beta\lambda \int_0^x dy \int_{-\infty}^{y} dz \left[ -\frac{\partial u}{\partial z} e^{-\beta u(z - \lambda(t))} \right]
\]

\[
= \gamma\beta\lambda \int_0^x dy \int_{-\infty}^{y} dz \left[ \frac{\partial u}{\partial \lambda(z - \lambda(t))} e^{-\beta u(z - \lambda(t))} \right]
\]

\[
= \gamma\beta\lambda \int_0^x dy \frac{\partial u}{\partial \lambda(q)} e^{-\beta u(y - \lambda(t))} = -\gamma \lambda x. \quad (A5)
\]
2. Underdamped Situation

In the underdamped situation, the instantaneous equilibrium distribution corresponding to potentials $U_0(x, \lambda(t)) = u(x - \lambda(t))$ reads
\[
\rho(x, p, t) = \rho_{\text{eq}}(x, p, \lambda(t)) \equiv e^{\beta \left[ F(\lambda(t)) + \frac{p^2}{2m} - \frac{u(x - \lambda(t))}{\beta} \right]}, \tag{A6}
\]
with
\[
F(\lambda) = -\beta^{-1} \ln \left( \int_{-\infty}^{\infty} e^{-\beta p^2} dp \int_{-\infty}^{\infty} e^{-\beta u(x - \lambda)} dx \right) = -\beta^{-1} \ln \left( C \lambda^{\frac{-1}{\beta}} \right). \tag{A7}
\]
Here, $C = \int_{-\infty}^{\infty} e^{-\frac{1}{2} \beta p^2} dp \int_{-\infty}^{\infty} e^{-\frac{1}{2} \beta u(x)} dx$ is constant.

We assume the function $f(x, p, \lambda(t))$ to be a polynomial, $f(x, p, \lambda) = a_1(\lambda)p^2 + a_2(\lambda)x p + a_3(\lambda)x^2 + a_4(\lambda)x^n$. Substituting it and Eq. (A7) into Eq. (A5), we obtain
\[
f(x, p, t) = \frac{1}{2n\gamma}\lambda^2 - \frac{1}{n\lambda}xp + \frac{\gamma}{2n\lambda}x^2 + \frac{1}{2n\gamma}x^n. \tag{A8}
\]
Combining Eq. (A8) with Eq. (A5), we can derive the corresponding auxiliary potentials in the main text.

The instantaneous equilibrium distribution corresponding to potentials $U_0(x, \lambda(t)) = u(x - \lambda(t))$ reads
\[
\rho(x, p, t) = \rho_{\text{eq}}(x, p, \lambda(t)) \equiv e^{\beta \left[ F - \frac{p^2}{2m} - u(x - \lambda(t)) \right]}, \tag{A9}
\]
with
\[
F = -\beta^{-1} \ln \left( \int_{-\infty}^{\infty} e^{-\frac{1}{2} \beta p^2} dp \int_{-\infty}^{\infty} e^{-\beta u(x - \lambda)} d\lambda \right). \tag{A10}
\]
It is not hard to prove that $F$ keeps constant.

We assume the function $f(x, p, \lambda(t))$ to be a linear polynomial, $f(x, p, \lambda) = a_1(\lambda)p + a_2(\lambda)x$. Substituting it and Eq. (A10) into Eq. (A5), we obtain
\[
f(x, p, t) = p - \gamma x. \tag{A11}
\]
Combining Eq. (A11) with Eq. (22), we can derive the corresponding auxiliary potentials in the main text.

Appendix B: Extension of the Kramers equation

In the underdamped situation, the motion of a Brownian particle in a time-dependent potential $U_0(x, \lambda(t))$ is described by the Langevin equation \[38, 39\]
\[
\dot{x} = p, \quad \dot{p} = -\frac{\partial U_0(x, \lambda)}{\partial x} - \gamma p + \xi(t), \tag{B1}
\]
where $\gamma$ is the coefficient of friction. For the sake of simplicity, we have set the mass of the particle being unit. $\xi(t)$ represents Gaussian white noise that satisfies $\langle \xi(t) \rangle = 0$ and $\langle \xi(t)\xi(t') \rangle = 2\gamma k_B T \delta(t - t')$. The time evolution of the distribution function $\rho(x, p, t)$ to observe the particle at position $x$ with momentum $p$ at time $t$ is then governed by the Kramers equation \[39\]
\[
\frac{\partial \rho}{\partial t} = -\frac{\partial}{\partial x}(p\rho) + \frac{\partial}{\partial p} \left[ \rho \left( \gamma p + \frac{\partial U_0}{\partial x} + \frac{\gamma}{\beta p} \frac{\partial p}{\partial \rho} \right) \right]. \tag{B2}
\]
However, Eqs. (B1) and (B2) just deal with situations when the external potential is independent of the momentum $p$. If we introduce an auxiliary potential $U_1(x, p, t)$ that also depends on the momentum $p$ of the particle to the system, the above equations describing the evolution of the system need to be rebuilt. With the total Hamiltonian of the system \[18\], the corresponding canonical equations follow
\[
\dot{x} = \frac{\partial H}{\partial p} = p + \frac{\partial U_1}{\partial p}, \quad \dot{p} = -\frac{\partial H}{\partial x} = -\frac{\partial U_0}{\partial x} - \frac{\partial U_1}{\partial x} + \gamma p + \frac{\gamma}{\beta p} \frac{\partial p}{\partial \rho} + \xi(t). \tag{B3}
\]
In general, Eq. (B4) can be treated as a two-variable stochastic differential equation \[52\]. The Fokker-Planck equation corresponding to it follows
\[
\frac{\partial \rho}{\partial t} = -\frac{\partial}{\partial x} \left[ \rho \left( p + \frac{\partial U_1}{\partial p} \right) \right], \quad \frac{\partial}{\partial p} \left[ \rho \left( \frac{\partial U_0}{\partial x} + \frac{\partial U_1}{\partial x} + \gamma p + \frac{\gamma}{\beta p} \frac{\partial p}{\partial \rho} + \frac{\gamma}{\beta p} \frac{\partial p}{\partial \rho} \right) \right]. \tag{B5}
\]
which is just the generalized Kramers equation \[19\].

Appendix C: Non-negativity of the Dissipated Work

In this section, we will discuss the non-negativity of the dissipated work respectively in the overdamped and underdamped situations.

1. Overdamped Situation

In the overdamped situation, Seifert \[17, 20\] has derived the non-negative expression of the dissipated work for the Langevin dynamics,
\[
W_d = \int_0^T dt \int_{-\infty}^{+\infty} dx \frac{\gamma J^2}{\rho} \tag{C1}
\]
with the probability flux
\[ J = -\frac{1}{\gamma} \left( \frac{\partial U}{\partial x} \rho + \frac{1}{\beta} \frac{\partial \rho}{\partial x} \right). \] (C2)

Substituting the whole potential \( U(x, t) = U_0(x, \lambda(t)) + U_1(x, t) \) and the instantaneous equilibrium distribution \( \rho \) into Eq. (C1), we obtain the special expression for the dissipated work (with the adaptation of shortcuts to isothermality):
\[ W_d = \int_0^\tau \text{d}t \int_{-\infty}^{+\infty} \text{d}x \rho_{\text{eq}} \left( \frac{\partial U_1}{\partial x} \right)^2 \geq 0, \] (C3)
where equality holds only in quasi-static process. This implies that, in the overdamped situation, the dissipated work done in finite-time shortcuts to isothermality should be positive. By using integration by part and considering Eq. (9), we derive
\[ W_d = \int_0^\tau \text{d}t \int_{-\infty}^{+\infty} \text{d}x \rho_{\text{eq}} \frac{1}{\gamma} \left( \frac{\partial U_1}{\partial x} \right)^2. \]

2. Underdamped Situation

In the underdamped situation, one of the authors [28] has already given a proof of the non-negativity of the dissipated work for the Langevin dynamics. It was assumed previously that the potential is momentum independent. Here we generalize the derivation to the case that the potential depends on the momentum \( p \) of the system. Using the definition of heat along a trajectory [28, 30, 31], we may derive the mean heat absorbed from the medium:
\[ Q = \int_0^\tau \text{d}t \int_{-\infty}^{+\infty} \text{d}x \int_{-\infty}^{+\infty} \text{d}p (J \cdot \nabla H), \] (C5)
where \( J \) represents the probability flux and \( H \) is the total Hamiltonian. The gradient operator is defined as \( \nabla \equiv \mathbf{x} \partial / \partial \mathbf{x} + \mathbf{p} \partial / \partial \mathbf{p} \), where \( \mathbf{x} \) and \( \mathbf{p} \) represent the unit vectors in the coordinate and the momentum of the system. From the generalized Kramers equation [15] we have
\[ J \equiv \left( p + \frac{\partial U}{\partial p} \right) \rho \mathbf{x} - \left( \frac{\partial U}{\partial x} + \gamma p + \frac{\gamma}{\beta \rho} \frac{\partial \rho}{\partial p} \right) \rho \mathbf{p}. \] (C6)
Substituting Eq. (C6) into Eq. (C5), we obtain
\[ Q = -\int_0^\tau \text{d}t \int_{-\infty}^{+\infty} \text{d}x \int_{-\infty}^{+\infty} \text{d}p \left[ \frac{\gamma p}{\beta \rho} \left( p + \frac{\partial U}{\partial p} \right) \right]. \] (C7)

According to the definition of entropy along a trajectory [17, 31]
\[ s = -\ln \rho, \] (C8)
the rate of the mean entropy production may be defined as
\[ \dot{S} \equiv \langle \dot{s} \rangle = \left\langle -\frac{1}{\rho} \left( \frac{\partial \rho}{\partial t} + \frac{\partial p}{\partial \mathbf{x}} \dot{\mathbf{x}} + \frac{\partial p}{\partial \mathbf{p}} \dot{\mathbf{p}} \right) \right\rangle. \] (C9)

The ensemble average \( \langle \cdot \cdot \cdot \rangle \) proceeds in two steps [17, 28]. First, we average over all trajectories which are located at given \( x \) and \( p \) at time \( t \), leading to
\[ \langle \dot{x}|x, p, t \rangle = \frac{J_x}{p}, \quad \langle \dot{p}|x, p, t \rangle = \frac{J_p}{p}, \] (C10)
where \( J_x \) and \( J_p \) are the \( x \) and \( p \) components of \( J \) in Eq. (C9), respectively. Second, averaging over all \( x \) and \( p \) with the distribution \( \rho(x, p, t) \) leads to
\[ \dot{S} = \left\langle -\frac{1}{\rho} \left( \frac{\partial \rho}{\partial t} + \frac{\partial p}{\partial \mathbf{x}} \dot{\mathbf{x}} + \frac{\partial p}{\partial \mathbf{p}} \dot{\mathbf{p}} \right) \right\rangle \]
\[ = -\int_{-\infty}^{+\infty} \text{d}x \int_{-\infty}^{+\infty} \text{d}p \left\{ \frac{\partial p}{\partial \mathbf{x}} \left( \frac{J_x}{p} \rho + \frac{\partial J_p}{\partial \mathbf{p}} \right) \right\} \]
\[ = -\int_{-\infty}^{+\infty} \text{d}x \int_{-\infty}^{+\infty} \text{d}p \gamma p \left( \frac{\partial \rho}{\partial p} \left( p + \frac{\partial U}{\partial p} + \frac{1}{\beta \rho} \frac{\partial p}{\partial p} \right) \right). \] (C11)

Thus the entropy difference between the final state and the initial state follows
\[ \Delta S = \int_0^\tau \text{d}t \int_{-\infty}^{+\infty} \text{d}x \int_{-\infty}^{+\infty} \text{d}p \gamma p \left( p + \frac{\partial U}{\partial p} + \frac{1}{\beta \rho} \frac{\partial p}{\partial p} \right). \] (C12)

Combining Eqs. (C7) and (C12), we finally achieve the mean dissipated work
\[ W_d = T \Delta S - Q \]
\[ = \int_0^\tau \text{d}t \int_{-\infty}^{+\infty} \text{d}x \int_{-\infty}^{+\infty} \text{d}p \gamma p \left( p + \frac{\partial U}{\partial p} + \frac{1}{\beta \rho} \frac{\partial p}{\partial p} \right)^2 \geq 0. \] (C13)

Substituting the form of the whole potential \( U(x, p, t) = U_0(x, \lambda(t)) + U_1(x, p, t) \) and the instantaneous equilibrium distribution [20] into Eq. (C13), we derive the underdamped expression of the dissipated work (with the
adaptation of shortcuts to isothermality):

\[ W_d = \int_0^\tau dt \int_{-\infty}^{+\infty} dx \int_{-\infty}^{+\infty} dp \gamma \rho_{eq} \left( \frac{\partial U_1}{\partial p} \right)^2 \geq 0. \]

This expression of the dissipated work implies similar property as the overdamped one. Since the auxiliary potential should be momentum dependent to realize the strategy of shortcuts to isothermality, the dissipated work in this situation is still determined to be positive. Again by using integration by part and considering Eq. (21), we derive

\[ W_d = \int_0^\tau dt \int_{-\infty}^{+\infty} dx \int_{-\infty}^{+\infty} dp \gamma \rho_{eq} \left( \frac{\partial U_1}{\partial p} \right)^2 \geq 0. \]

The time-reversed counterpart of the total potential can be derived as:

\[ \tilde{H}(\tilde{\Gamma}, \tilde{t}) = H(\Gamma, t)|_{t=-\tilde{t}} + [\tilde{\lambda}(t)f(\tilde{\Gamma}, \tilde{t})]|_{t=-\tilde{t}} = H_0(\tilde{\Gamma}, \tilde{\lambda}(\tilde{t})) - U_1(\tilde{\Gamma}, \tilde{t}), \]

where \( \tilde{H}, \tilde{\Gamma}, \tilde{\lambda}, \) and \( \tilde{t} \) are the time-reversed counterparts of \( H, \Gamma, \lambda, \) and \( t \). Here \( \tilde{\Gamma} \) is obtained from \( \Gamma \) by reversing all the momenta. Hence, the time-reversal of the total system Hamiltonian equals the time-reversed counterpart of the original system Hamiltonian minus its corresponding auxiliary potential, which implies that the time-reversal strategy of shortcuts to isothermality can not achieve transitions between two equilibrium states. As a result, the subscript "-" in Eq. (35) can not be omitted, which indicates us to estimate the free energy difference by using trajectories gathered from the time-reversal driving process.

As a paradigm, we consider overdamped motion of a Brownian particle in the potential

\[ U(X, T) = U_0(X, \Lambda(T)) + U_1(X, T), \]

where \( X, T, \) and \( \Lambda(T) \) represent the coordinate, time, and controlling parameter, respectively. \( U_1(X, T) \) is the auxiliary potential of \( U_0(X, \Lambda(T)) \). The motion is governed by the Langevin equation

\[ \gamma \frac{dX}{dT} = -\frac{\partial [U_0(X, \Lambda(T)) + U_1(X, T)\]}{\partial X} + \Xi(T), \]

where \( \Xi(T) \) represents Gaussian white noise. According to Eq. (36), the Langevin equation governing the time-reversal driving process follows

\[ \gamma \frac{d\bar{X}(\bar{T})}{d\bar{T}} = -\frac{\partial [U_0(\bar{X}(\bar{T}), \bar{\Lambda}(\bar{T})) - U_1(\bar{X}(\bar{T}), \bar{T})]}{\partial \bar{X}(\bar{T})} + \bar{\Xi}(\bar{T}), \]

(C15)

which is equivalent to Eq. (39). We have also considered boundary conditions \( \bar{\lambda}(0) = \lambda(\tau) = 0 \) at the last step of derivations.

Appendix D: Time-reversal of shortcuts to isothermality

Here we will check the time-reversibility of shortcuts to isothermality, i.e., whether the time-reversal of shortcuts to isothermality can still drive the system from an equilibrium state to another one at the same temperature. In the general situation, the system Hamiltonian is given by Eq. (2), i.e.,

\[ H(\Gamma, t) = H_0(\Gamma, \lambda(t)) + U_1(\Gamma, t). \]

The free energy difference \( \Delta F(\Lambda(\tau)) - F(\Lambda(0)) \) depends on the two endpoints of the controlling protocol, \( \Lambda(0) \) and \( \Lambda(\tau) \). In the time-reversal driving process, the free energy difference is \( F(\Lambda(\tau)) - F(\Lambda(0)) \).

Next, we introduce new variables, \( t = \bar{T}, \lambda(t) = \bar{\lambda}(t), x(t) = \bar{X}(t), \) and \( \xi(t) = \bar{\Xi}(t) \). Then the free energy difference in the time-reversal driving process is transformed into \( \Delta F = F(\lambda(\tau)) - F(\lambda(0)) \). Simultaneously, the Langevin equation (D5) is transformed into

\[ \gamma \frac{d\bar{x}(t)}{dt} = -\frac{\partial [U_0(x, \lambda(t)) - U_1(x, t)]}{\partial x} + \xi(t). \]
The above equation implies that we can forget the time-reversal process and interpret the ensemble average in

\[
\text{Eq. (33)}
\]

as the average over all trajectories evolving under the original system Hamiltonian minus its corresponding auxiliary potential.
heim, 2009).