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Abstract. We prove a uniform effective density theorem as well as an effective counting result for a generic system comprising a homogeneous polynomial and several linear forms using Roger’s second moment formula for the Siegel transform on the space of unimodular lattices.

1. Introduction

In this paper, we investigate the effective density of values of a system of forms at integer points. We recall Margulis’s famous result [21], resolving an old conjecture of Oppenheim: if \( Q \) is an indefinite nondegenerate quadratic form in at least 3 variables which is not proportional to a form with integer coefficients, then \( \{Q(x) : x \in \mathbb{Z}^d\} \) is dense in \( \mathbb{R} \). Recently, there has been a surge of interest in effective versions of Margulis’s result. The basic question in this area is: given \( \xi \in \mathbb{R} \) and \( \epsilon > 0 \), how large must \( x \in \mathbb{Z}^n \) be so that

\[
|Q(x) - \xi| < \epsilon?
\]

Margulis’s proof of his theorem is based on dynamics on the space of unimodular lattices, and does not easily lend to effectivising. Indeed, effective results constitute one of the main current challenges in homogeneous dynamics. In [20], Lindenstrauss and Margulis investigated this problem for ternary quadratic forms and found a logarithmic in \( \epsilon \) bound for \( x \) as above, for a large class of quadratic forms satisfying an explicit Diophantine condition. In [11], Ghosh, Gorodnik and Nevo showed that one can do much better for a generic form. Namely, it was shown that for almost every quadratic form in 3 variables, and for every \( \eta > 1 \),

\[
|Q(x) - \xi| < \epsilon \text{ and } \|x\| \leq \frac{1}{\epsilon \eta}
\]

admits a solution. It can be shown that the exponent 1 in (1.1) is sharp. The method of proof in [11] involves effective mean ergodic theorems and duality techniques and applies to a wide variety of Diophantine problems. However as far as the classical Oppenheim problem is concerned, while this technique applies to quadratic forms in any number of variables, it gives the best possible result only in dimension 3; the quality of the exponent deteriorates as the dimension increases. In [1], Athreya and Margulis used a different approach; they used Rogers second moment formula in the space of lattices to obtain the right exponent in (1.1) in all dimensions for the special case \( \xi = 0 \).
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Another natural problem in this setting is the quantitative form of the Oppenheim conjecture. Namely, given a quadratic form \( Q \) and an interval \( I \), one seeks to study the counting function

\[
N_{Q,I}(t) = \# \{ x \in \mathbb{Z}^n : Q(x) \in I, \|x\| \leq t \},
\]

Explicit asymptotics for the counting function have been obtained in \([8]\) (lower bounds) and \([9, 10]\) (upper bounds) for every nondegenerate, indefinite, irrational quadratic form. Namely, it is known that\(^1\)

\[
N_{Q,I}(t) = c_Q |I| t^{n-2}.
\]

In \([1]\), this quantitative result was sharpened to obtain an error term for generic forms. Namely, it was shown that there exists \( \nu > 0 \) such that for every interval \( I \) and for almost every quadratic form \( Q \),

\[
N_{Q,I}(t) = c_Q |I| t^{n-2} + O_{Q,I}(t^{n-2-\nu}).
\]

The results in \([1]\) were generalised by Kelmer and Yu \([18]\) in three different regimes: they allowed the intervals in (1.2) to shrink; they considered more general homogeneous polynomials and confirmed a prediction of Ghosh, Gorodnik and Nevo \([11]\); and they considered uniform versions of these results, in other words, they considered the situation where a single random quadratic form approximates all the points \( \xi \). Such uniform results were first considered by Bourgain \([4]\) for diagonal ternary forms and then by Ghosh and Kelmer in \([13]\) for general ternary forms. The method of proof in \([18]\) also relies on Rogers’ second moment formula. We refer the reader to \([3, 12, 14, 15, 19]\) for other recent works on effective versions of the Oppenheim conjecture in various contexts.

1.1. **Systems of forms.** Much less is known when one considers the natural generalisation of Oppenheim type problems to systems of forms. This problem was first considered by Dani and Margulis in \([7]\) who gave sufficient conditions for the density of a pair \((Q, L)\) in 3 variables. This was generalised by Gorodnik \([16]\) to pairs \((Q, L)\) in four or more variables. Further work on systems of forms has been done by Gorodnik \([17]\) for systems of quadratic forms, by Dani \([5, 6]\) for systems comprising a quadratic form and a linear form, and by Müller \([22, 23]\) for certain systems of quadratic forms. Other than the papers of Müller which use the circle method and therefore get quantitative results, the other works use homogeneous dynamics and establish qualitative statements. In particular, the general problem of establishing quantitative and effective versions of Oppenheim type conjectures for systems of forms seems wide open. In this paper, we will prove counting results with error term, as well as effective theorems for a generic system comprising a quadratic form (more generally, a homogeneous polynomial) and a system of linear forms. Following \([1, 18]\) we will use Rogers’ formula; in fact we follow the strategy of Kelmer and Yu \([18]\) closely. The main new ingredient in this present paper is a volume calculation, Theorem 2.2. We note that the problems considered in this paper do not seem to be amenable to the ergodic approach of \([11]\), which requires semisimple stabilizers. However, a similar problem, that of the effective density of linear maps taking values on rational quadratic surfaces can be addressed using ergodic methods, see Theorem 1.5 in \([11]\). Previously density and counting results in this setting were proved by Sargent \([25, 26]\).

---

\(^1\)the upper bounds are more complicated for forms of signature \((2,1)\) and \((2,2)\); we refer the reader to \([10]\).
1.2. Main results. In order to state our main results, we need to recall a classification of the systems of forms from [25].

1.2.1. Classification. Consider the space of systems \((Q, M)\) of a nondegenerate quadratic form \(Q\) on \(\mathbb{R}^n\) and a linear map \(M : \mathbb{R}^n \to \mathbb{R}^r\) of rank \(r\), for some given \(r < n\).

We define an equivalence relation on the space of systems \((Q, M)\) as follows: \((Q_1, M_1) \sim (Q_2, M_2)\) if there exist \((g_1, g_2) \in \text{SL}_n(\mathbb{R}) \times \text{GL}_r(\mathbb{R})\) and \(0 \neq \lambda \in \mathbb{R}\) such that \((Q_2, M_2) = (\lambda Q_1^{g_1}, M_1^{g_1} \circ g_2)\). Here, \(Q^g(v) := Q(vg)\) and \(M^g(v) := M(vg)\).

Define

\[
\mathcal{Y}(p, q, u, v) := \begin{cases} 
(Q, M) : & Q \text{ is a nondegenerate quadratic form on } \mathbb{R}^n \text{ with } \text{sign}(Q) = (u, v), \\
M : & \mathbb{R}^n \to \mathbb{R}^r \text{ is a linear map of rank } r, \text{ and } \text{sign}(Q|_{\ker(M)}) = (p, q). \end{cases}
\]

According to [25], which in turn is adapted from [16], \((Q, M) \in \mathcal{Y}(p, q, u, v)\) is equivalent to \((Q_0, M_0)\), where

\[
\begin{align*}
Q_0(x_1, \ldots, x_{p+q}, y_1, \ldots, y_{2t}, z_1, \ldots, z_s) &= (x_1^2 + \cdots + x_p^2 - x_{p+1}^2 - \cdots - x_{p+q}^2) + (2y_1 y_{t+1} + \cdots + 2y_t y_{2t}) \\
+ &Q'(z_1, \ldots, z_s); \\
M_0(x_1, \ldots, x_{p+q}, y_1, \ldots, y_{2t}, z_1, \ldots, z_s) &= (y_{t+1}, \ldots, y_{2t}, z_1, \ldots, z_s),
\end{align*}
\]

and \(Q'(z_1, \ldots, z_s) = z_1^2 + \cdots + z_{p'}^2 - z_{p'+1}^2 - \cdots - z_{p'+q'}^2\). Here \(t = n - r - (p + q)\), \(p' = u - t - p\), \(q' = v - t - q\) and \(s = p' + q'\).

Hence one can identify \(\mathcal{Y}(p, q, u, v)\) with \((\mathbb{R} - \{0\}) \times \text{SL}_n(\mathbb{R}) \times \text{GL}_r(\mathbb{R})/\text{SO}(Q_0, M_0)\), where \(\text{SO}(Q_0, M_0)\) is the isotropy subgroup of \((Q_0, M_0)\) in \((\mathbb{R} - \{0\}) \times \text{SL}_n(\mathbb{R}) \times \text{GL}_r(\mathbb{R})\). Let us assign the measure on \(\mathcal{Y}(p, q, u, v)\) induced from the Haar measure on \((\mathbb{R} - \{0\}) \times \text{SL}_n(\mathbb{R}) \times \text{GL}_r(\mathbb{R})\) using the product of the Lebesgue measure on \(\mathbb{R}\) and Haar measures on \(\text{SL}_n(\mathbb{R})\) and \(\text{GL}_r(\mathbb{R})\), respectively.

1.2.2. The homogeneous space \(\mathcal{F}^{(F_0, M_0)}\). More generally, let \((F_0, M_0)\) be a system of a homogeneous polynomial of degree \(d\) in \(n\) variables, where \(d \geq 2\) is even, and a linear map \(M_0 : \mathbb{R}^n \to \mathbb{R}^r\) of the form:

\[
\begin{align*}
F_0(x_1, \ldots, x_{p+q}, y_1, \ldots, y_{2t}, z_1, \ldots, z_s) &= (x_1^d + \cdots + x_p^d - x_{p+1}^d - \cdots - x_{p+q}^d) + P_1(y_1, \ldots, y_{2t}) \\
+ &P_2(z_1, \ldots, z_s); \\
M_0(x_1, \ldots, x_{p+q}, y_1, \ldots, y_{2t}, z_1, \ldots, z_s) &= (y_{t+1}, \ldots, y_{2t}, z_1, \ldots, z_s),
\end{align*}
\]

where \(P_1(y_1, \ldots, y_{2t})\) is a polynomial such that there is a positive integer \(d' < d\) for which \(P_1(T y_1, \ldots, T y_{t+1}, \ldots, y_{2t}) = O(T^{d'})\) as \(T\) goes to infinity, and \(P_2(z_1, \ldots, z_s)\) is any polynomial in the variables \(z_1, \ldots, z_s\).

Define \(\mathcal{F}^{(F_0, M_0)}\) by

\[
\mathcal{F}^{(F_0, M_0)} := \{(F, M) = (\lambda F_0^{g_1}, M_0^{g_1} \circ g_2) : (\lambda, g_1, g_2) \in (\mathbb{R} - \{0\}) \times \text{SL}_n(\mathbb{R}) \times \text{GL}_r(\mathbb{R})\}
\]

so that as in Section 1.2.1, we can identify \(\mathcal{F}^{(F_0, M_0)}\) with the symmetric space \((\mathbb{R} - \{0\}) \times \text{SL}_n(\mathbb{R}) \times \text{GL}_r(\mathbb{R})/I_{(F_0, M_0)}\), where \(I_{(F_0, M_0)}\) is the isotropy subgroup. Using this identification, we will assign the \((\mathbb{R} - \{0\}) \times \text{SL}_n(\mathbb{R}) \times \text{GL}_r(\mathbb{R})\)-invariant measure on \(\mathcal{F}^{(F_0, M_0)}\).

Our first theorem proves effective counting for generic forms with values in possibly shrinking sets. It is an analogue, for systems of forms, of Theorem 1 in [18].
Theorem 1.1. Let \( p \geq 1, q \geq 1 \) with \( d + 1 \leq p + q \leq n - r \) and \( 0 < \kappa < n - r - d \). Let \( \{I_t\}_{t \geq 0} \) be a decreasing family of bounded measurable subsets of \( \mathbb{R}^{r+1} \) with \( |I_t| = ct^{-\kappa} \) for some \( c > 0 \). Then there is \( \nu > 0 \) such that for almost every \( (F, M) \in \mathcal{F}^{(F_0, M_0)} \), there exists \( c_{F, M} > 0 \) such that

\[
\#\{v \in \mathbb{Z}^n : (F, M)(v) \in I_t, \|v\| \leq t\} = c_{F, M}|I_t|t^{n-r-d} + O_{F, M}(t^{n-r-d-\kappa-\nu}).
\]

Here, \( |I| \) is the Lebesgue measure of a subset \( I \subset \mathbb{R}^{r+1} \).

In particular, we obtain the following corollary which constitutes an effective version of Oppenheim’s conjecture for systems of forms.

Corollary 1.2. Let \( p \geq 1, q \geq 1 \) with \( d + 1 \leq p + q \leq n - r \) and \( 0 < \kappa < n - r - d \). Let \( (\kappa_0, \kappa_1, \ldots, \kappa_r) \in \mathbb{R}^{r+1}_{\geq 0} \) be such that \( \kappa_0 + \kappa_1 + \cdots + \kappa_r = \kappa \). Then for any \( \xi = (\xi_0, \xi_1, \ldots, \xi_r) \in \mathbb{R}^{r+1} \) and for almost every \( (F, M) \in \mathcal{F}^{(F_0, M_0)} \), the system of inequalities

\[
\begin{align*}
|F(v) - \xi_0| < t^{-\kappa_0}; \\
|I_t(v) - \xi_i| < t^{-\kappa_i}, \ 1 \leq i \leq r; \\
\|v\| \leq t,
\end{align*}
\]

where \( M = (l_1, \ldots, l_r) \), has integer solutions for sufficiently large \( t \).

Our second main theorem is a ‘uniform’ effective counting result.

Theorem 1.3. Let \( p \geq 1, q \geq 1 \) with \( d + 1 \leq p + q \leq n - r \). Let \( 0 \leq \eta < \min\{1, \frac{n-r-d}{(r+1)(1+r(1+r+2))}\} \) and \( 0 < \kappa < \frac{n-r-d-(r+1)\eta-r(1+r)(r+2)\eta}{(r+1)(1+r(1+r+2))} \). For \( 0 \leq j \leq r \), let \( \kappa_j > 0 \) be such that \( \sum_{j=0}^{r} \kappa_j = \kappa \). Let \( N(t) \) be a non-decreasing function such that \( N(t) = O(t^\eta) \). Then there exists \( \nu > 0 \) such that for almost every \( (F, M) \in \mathcal{F}^{(F_0, M_0)} \) and for all intervals \( I \subset [-N(t), N(t)]^{r+1} \) of the form \( I = I_0 \times I_1 \times \cdots \times I_r \) with \( |I_j| \geq t^{-\kappa_j} \),

\[
\#\{v \in \mathbb{Z}^n : (F, M)(v) \in I_t, \|v\| \leq t\} = c_{F, M}|I|t^{n-r-d} + O_{F, M}(|I|t^{n-r-d-\nu}).
\]

This Theorem implies Corollary 1.4, which is precisely the uniform version of effective Oppenheim studied in [4] and [12].

Corollary 1.4. Let \( n > r + d \) and \( 0 \leq \eta < \min\{1, \frac{n-r-d}{(r+1)(1+r(1+r+2))}\} \). Let \( N(t) \) be a non-decreasing function such that \( N(t) = O(t^\eta) \) and \( \delta(t) \) be a non-increasing function satisfying \( \frac{t^{n(r+1)(1+r(1+r+2)) - a}}{\delta(t)(r+2)^{r+2}} \to 0 \) for some \( a < n - r - d \). Then for almost every \( (F, M) \in \mathcal{Y}^{(F_0, M_0)} \) and for sufficiently large \( t \),

\[
\sup_{\|\xi\| \leq N(t) \forall v \in \mathbb{Z}^n, \|v\| \leq t} \min_{v \in \mathbb{Z}^n, \|v\| \leq t} \|(F, M)(v) - \xi\| < \delta(t),
\]

where \( \|\cdot\| \) denotes the supremum norm on \( \mathbb{R}^n \).

Note that by replacing \( (F_0, M_0) \) with \( (Q_0, M_0) \) and taking \( d = 2 \), one can deduce that the above stated theorems hold for almost every \( (Q, M) \in \mathcal{Y}^{(p,q,u,v)} \).

2. Volume Estimation

Following [18], we estimate the volume of the region given as the preimage of a system of a homogeneous form \( F_0 \) and a linear map \( M_0 \) defined as in (1.3). For simplicity, let us denote \( Y_1 = (y_1, \ldots, y_t) \), \( Y_2 = (y_{t+1}, \ldots, y_{2t}) \) and \( Z = (z_1, \ldots, z_s) \).
Proof. Let \( (0, T) > T_0 \) be a compactly supported smooth function such that 
\[ \supp \chi \text{ is compact.} \]
Recall that for two functions \( f(T) \) and \( f'(T) \), we denote that \( f(T) \ll f'(T) \) if there is some constant \( c > 0 \) such that \( f(T) < cf'(T) \) for all (sufficiently large) \( T > 0 \). We will use the notation \( \ll_a \) when we want to specify that a constant \( c \) depends on a variable \( a \).

**Lemma 2.1.** Let \( p \geq 1, q \geq 1 \) with \( d + 1 \leq p + q \leq n - r \) and let \( h : \mathbb{R}^n \rightarrow \mathbb{R} \) be a compactly supported smooth function such that \( \supp h \subseteq B_a(0) \subset \mathbb{R}^n \) for some \( a > 1 \). Let \( I \subseteq [-1, 1]^{r+1} \subset \mathbb{R}^{r+1} \) be a measurable set. For \( \alpha \in (0, \frac{d-d'}{d}) \), there is \( T_0 > 0 \) such that for \( T > T_0 \),

\[
(2.1) \quad \mathcal{I}_{h,I} := \int_{\mathbb{R}^n} h\left(\frac{v}{T}\right) \chi_I(F_0(v), M_0(v)) dv
\]

\[
= J(h) |I| T^{n-r-d} \left\{ \begin{array}{ll}
O_a (S_1(h)|I| T^{p+q+t-1}) & \text{if } p + q = 2d + 1; \\
O_a (S_1(h)|I| T^{d+1}) + O_a (\|h\|_\infty |I| T^{(1-\alpha)d+t}) & \text{if } p + q = 2d; \\
O_a (S_1(h)|I| T^{t+d'-1} \log T) + O_a (S_2(h)|I| T^{d+t-2}) & \text{if } p + q = 2d - 1; \\
O_a (S_1(h)|I| T^{t+d'-1}) + O_a (\|h\|_\infty |I| T^{(1-\alpha)(d+1+t)}) & \text{if } p + q \geq d + 1 \& p + q < 2d - 1,
\end{array} \right.
\]

where

\[
J(h) = \frac{1}{d} \int_{\mathbb{R}^n} \int_{0}^{\infty} \int_{S^{p-1} \times S^{q-1}} h((\omega_1 + \omega_2)r + Y_1') r^{p+q-1} d\omega_1 d\omega_2 dr dY_1'
\]

and \( S(h) = \max(\|h\|_\infty, \|\partial h/\partial v_i\|_\infty, i = 1, \ldots, n) \). Here, \( \omega_1 \) and \( \omega_2 \) are spherical coordinates of unit spheres \( S^{p-1} \subset \mathbb{R}^p \) and \( S^{q-1} \subset \mathbb{R}^q \) with respect to the \( \mathcal{L}^d \)-norm, respectively.

**Proof.** Let \((r_1, \omega_1)\) and \((r_2, \omega_2)\) be spherical coordinates of \( \mathbb{R}^p \) and \( \mathbb{R}^q \) with respect to the \( \mathcal{L}^d \)-norm, respectively so that

\[
\mathcal{I}_{h,I} = \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \int_{0}^{\infty} \int_{S^{p-1} \times S^{q-1}} h\left(\frac{r_1 \omega_1 + r_2 \omega_2 + Y_1 + Y_2 + Z}{T}\right) \chi_I(r_1^d - r_2^d + P_1(Y_1, Y_2) + P_2(Z)) r_1^{p-1} r_2^{q-1} d\omega_1 d\omega_2 dr_1 dr_2 dY_1 dY_2 dZ.
\]

Let \( T > 1 \) and let us divide the region \( \{(r_1, r_2) \in \mathbb{R}^2_{\geq 0}\} \) into

\[
\{ r_1 \geq r_2, 0 \leq r_2 \leq T^{1-\alpha} \} \cup \{ r_2 \geq r_1, 0 \leq r_1 \leq T^{1-\alpha} \} \cup \{ r_1, r_2 \geq T^{1-\alpha} \}.
\]

We will divide \( \mathcal{I}_{h,I} \) into the summation of three integrals with respect to the partition above.

(i) \( r_1 \geq r_2, 0 \leq r_2 \leq T^{1-\alpha} \). Take

\[
(2.2) \quad \begin{cases}
   s & = r_1^d - r_2^d + P_1(Y_1, Y_2) + P_2(Z) \\
   r & = r_2/T \\
   Y_1' & = Y_1/T.
\end{cases}
\]
By change of variables,

\[ E^1_{h, I} := \int_{\mathbb{R}^n} \int_{\mathbb{R}^s} \int_{\mathbb{R}^t} \int_{0}^{T^1-\alpha} \int_{0}^{\infty} \int_{S^{p-1} \times S^{q-1}} h \left( \frac{r_1 \omega_1 + r_2 \omega_2 + Y_1 + Y_2 + Z}{T} \right) \times \chi_I(r_1^d - r_2^d + P_1(Y_1, Y_2) + P_2(Z), Y_2, Z) r_1^{p-1} r_2^{q-1} d\omega_1 d\omega_2 dr_1 dr_2 dY_1 dY_2 dZ \]

\[ T^{p+q+t-d} \]

\[ \frac{h \left( \frac{r_1 \omega_1 + r_2 \omega_2 + Y_1 + Y_2 + Z}{T} \right) + \omega_2} \]
Using the reparametrization in (2.2) for the third range \( \{r_1, r_2 \geq T^{1-\alpha}\} \), and by (2.3) and (2.4), we have

\[
I_{h,T} = \frac{T^{p+q+t-d}}{d} \int_{\mathbb{R}^+} \int_{\mathbb{R}^+} \int_{\mathbb{R}^+} \int_{-\infty}^{\infty} \int_{1/T^a}^{\infty} \int_{S^{p-1} \times S^{q-1}} h\left(\omega_1\left(r^d + \frac{s - P_1(TY_1', Y_2) - P_2(Z)}{T^d}\right)^{1/d} + \omega_2 r + Y_1' + \frac{Y_2 + Z}{T}\right) \chi_I(s, Y_2, Z) \times \left(1 + \frac{s - P_1(TY_1', Y_2) - P_2(Z)}{T^d}\right)^{(p-d)/d} r^{p+q-d-1} d\omega_1 d\omega_2 dsdY_1'dY_2dZ \]

\[+ O_a \left(\|h\|_{\infty} |I| T^{(1-\alpha)(p+q-d)+t} \right).\]

Now, note that since \( r \geq \frac{1}{T^\alpha} \), we have \( r^dT^{d-d'} \geq T^{(d-d')-d\alpha} \), where \((d-d')-d\alpha > 0\) by the assumption of \(\alpha\). Since \(\frac{s - P_1(TY_1', Y_2) - P_2(Z)}{T^d} = O(a^d)\), there exists \(T_0\) such that for \(T > T_0\),

\[
r^dT^{d-d'} \geq r^dT^{d-d'}.\]

Therefore for \(T > T_0\),

\[
r \left(1 + \frac{s - P_1(TY_1', Y_2) - P_2(Z)}{rT^d}\right)^{1/d} = r + O_a\left(\frac{1}{r^{d-1}T^{d-d'}}\right)
\]

and hence

\[
h\left(\omega_1\left(r^d + \frac{s - P_1(TY_1', Y_2) - P_2(Z)}{T^d}\right)^{1/d} + \omega_2 r + Y_1' + \frac{Y_2 + Z}{T}\right) = h((\omega_1 + \omega_2)r + Y_1') + O_a\left(\frac{S_1(h)}{r^{d-1}T^{d-d'}}\right) + O\left(\frac{S_1(h)}{T}\right).
\]

Since \(\text{supp } h \subseteq B_a(0)\), and \(\left\|\omega_1\left(r^d + \frac{s - P_1(TY_1', Y_2) - P_2(Z)}{rT^d}\right)^{1/d} + \omega_2 r + Y_1' + \frac{Y_2 + Z}{T}\right\| \geq r\), we obtain that

\[
I_{h,T} = \frac{T^{p+q+t-d}}{d} \int_{\mathbb{R}^+} \int_{\mathbb{R}^+} \int_{\mathbb{R}^+} \int_{-\infty}^{\infty} \int_{1/T^a}^{\infty} \int_{S^{p-1} \times S^{q-1}} h\left((\omega_1 + \omega_2)r + Y_1'\right) \chi_I(s, Y_2, Z) \times \left(1 + \frac{s - P_1(TY_1', Y_2) - P_2(Z)}{rT^d}\right)^{(p-d)/d} r^{p+q-d-1} d\omega_1 d\omega_2 dsdY_1'dY_2dZ \]

\[+ O_a\left(S_1(h)|I| T^{p+q-t-2d+d} \int_{1/T^a}^a r^{p+q-2d} dr \right) + O_a\left(S_1(h)|I| T^{p+q+t-d-1} \int_{1/T^a}^\infty r^{p+q-d-1} dr \right) + O_a \left(\|h\|_{\infty} |I| T^{(1-\alpha)(p+q-d)+t} \right).\]
Similar to the above argument, since 
\[
\left(1 + \frac{s - P_1(TY_1', Y_2) - P_2(Z)}{(rT)^d}\right)^{(p - d)/d} = 1 + O\left(\frac{d'}{rT^{d-d'}}\right)
\]
for 
\[T > T_0\text{ and } \text{supp } h \subseteq B_a(0),\]
we have
\[
I_{h, t} = \frac{T^{p+q-t-d}}{d} \int_{\mathbb{R}^p} \int_{\mathbb{R}^q} \int_{-\infty}^{\infty} \int_{1/T^a}^{\infty} \int_{S^{p-1} \times S^{q-1}} h\left(\left(\omega_1 + \omega_2\right)r + Y_1'\right) \chi_1(s, Y_2, Z) r^{p+q-d-1} d\omega_1 d\omega_2 dr ds dY_1'dY_2dZ
\]
\[+ O_a\left(\|h\|_\infty |I| T^{p+q-t-2d+d'} \int_{1/T^a}^{a} r^{p+q-2d-1} dr\right)
\]
\[+ O_a\left(S_1(h) |I| T^{p+q-t-2d+d'} \int_{1/T^a}^{a} r^{p+q-2d-1} dr\right) + O_a\left(S_1(h) |I| T^{p+q-t-d-1} \int_{1/T^a}^{a} r^{p+q-d-1} dr\right)
\]
\[+ O_a\left(\|h\|_\infty |I| T(1-\alpha)(p+q-d+t)\right).
\]
Finally, since 
\[p + q + t = n - r\]
and by definition of \(J(h)\),
\[
\frac{T^{p+q-t-d}}{d} \int_{\mathbb{R}^p} \int_{\mathbb{R}^q} \int_{-\infty}^{\infty} \int_{1/T^a}^{\infty} \int_{S^{p-1} \times S^{q-1}} h\left(\left(\omega_1 + \omega_2\right)r + Y_1'\right) \chi_1(s, Y_2, Z) r^{p+q-d-1} d\omega_1 d\omega_2 dr ds dY_1'dY_2dZ
\]
\[= J(h) |I| T^{n-r-d} + O_a\left(\|h\|_\infty |I| T(1-\alpha)(p+q-d+t)\right).
\]
One can obtain the equation (2.1) after simplifying the error bounds in each case: for example, if \(p + q \geq 2d + 1\), using the fact that \(d - d' \geq 1\) and \(S_1(h) \geq \|h\|_\infty\), we have
\[
I_{h, t} = J(h) |I| T^{n-r-d} + O_a\left(S_1(h) |I| T^{p+q+t-d-1}\right) + O_a\left(\|h\|_\infty |I| T(1-\alpha)(p+q-d+t)\right).
\]

\[\square\]

**Theorem 2.2.** Let \(p \geq 1, q \geq 1\) with \(d + 1 \leq p + q \leq n - r\) and let \((F, M) \in \mathcal{Y}(F_0, M_0)\). Fix \(N \geq 1\) and let \(I \subseteq [-N, N]^{r+1} \subseteq \mathbb{R}^{r+1}\) be measurable. Let \(0 < \xi < \min\left(\frac{(d-d')(p+q-d)}{p+q-1}, \frac{1}{2}\right)\). Then there exist \(c_{F, M} > 0\) and \(T_0 > 0\) such that for \(T > T_0N\),
\[
\text{vol}\left((F, M)^{-1}(I) \cap B_T\right) = c_{F, M} |I| T^{n-r-d} + \begin{cases} O_{F, M}(|I| N^{1/2} T^{n-r-d-1/2}) & \text{if } p + q > 2d - 1 \text{ or } [p + q = 2d - 1 \text{ and } d - d' > 1]; \\ O_{F, M}(|I| N^{1/2} T^{n-r-d-1/2} \log T) & \text{if } p + q = 2d - 1 \text{ and } d - d' = 1; \\ O_{F, M}(|I| N^{\xi} T^{n-r-d-\xi}) & \text{if } d + 1 \leq p + q < 2d - 1. \end{cases}
\]

**Proof.** Let \((F, M) = (\lambda F_0^{g_1}, M_0^{g_1} \circ g_2)\), where \((\lambda, g_1, g_2) \in (\mathbb{R} - \{0\}) \times \text{SL}_n(\mathbb{R}) \times \text{GL}_r(\mathbb{R})\). By replacing \(I\) by \(\left(\begin{smallmatrix} \lambda & 0 \\ 0 & g_2 \end{smallmatrix}\right)^{-1} I\), we may assume that \((\lambda, g_2) = (1, id)\). We first assume that \(N = 1\).

Take \(h = \chi_{B_t(0)}\) the indicator function of the unit ball in \(\mathbb{R}^n\). For \(\delta \in (0, 1)\), let \(h^\pm_\delta\) be smooth functions on \(\mathbb{R}^n\) such that \(h^\pm_\delta \in (0, 1)\) and
\[
h^+_\delta(v) = \begin{cases} 1, & \text{if } \|v\| \leq 1; \\ 0, & \text{if } \|v\| \geq 1 + \delta, \end{cases}
\]
and
\[
h^-_\delta(v) = \begin{cases} 1, & \text{if } \|v\| \leq 1 - \delta; \\ 0, & \text{if } \|v\| \geq 1. \end{cases}
\]
We may further assume that $S_1(h^\pm_\delta) \ll 1/\delta$.

Define $h^\pm_{\delta,g_1}(v) = h^\pm_\delta(vg_1^{-1})$. Note that supp$(h^\pm_{\delta,g_1}) \subseteq B_{2\|g_1\|}$ and $S_1(h^\pm_{\delta,g_1}) = O(\|g_1\|^{-1})$.

Applying Lemma 2.1 to functions $h^\pm_{\delta,g_1}$, there is $T_0 > 0$ such that for $T > T_0$,

$$(2.5) \int_{\mathbb{R}^n} h^\pm_{\delta,g_1} \left( \frac{v}{T} \right) \chi_T(Q_0(v), M_0(v)) dv = J(h^\pm_{\delta,g_1}) |I| T^{n-r-d}$$

$$+ \begin{cases} O_{g_1} \left( \delta^{-1} |I| T^{p+q-t-d-1} \right) + O_{g_1} \left( |I| T^{(1-\alpha)(p+q-d)+t} \right), & \text{if } p + q \geq 2d + 1; \\ O_{g_1} \left( \delta^{-1} |I| T^{d+t-1} \right) + O_{g_1} \left( |I| T^{(1-\alpha)d+t} \right), & \text{if } p + q = 2d; \\ O_{g_1} \left( \delta^{-1} |I| T^{t+d'-1} \log T \right) + O_{g_1} \left( \delta^{-1} |I| T^{d+t-2} \right) + O_{g_1} \left( |I| T^{(1-\alpha)(d-1)+t} \right), & \text{if } p + q = 2d - 1; \\ O_{g_1} \left( \delta^{-1} |I| T^{(1-\alpha)(p+q-2d)+t+d'-\alpha} \right) + O_{g_1} \left( |I| T^{(1-\alpha)(p+q-d)+t} \right), & \text{if } p + q \geq d + 1 \& p + q < 2d - 1. \end{cases}$$

It is obvious that

$$(2.6) \mathcal{I}_{h^\pm_{\delta,g_1}, I} \leq \text{vol}((F, M)^{-1}(I) \cap B_T) \leq \mathcal{I}_{h^\pm_{\delta,g_1}, I}$$

and

$$J(h^\pm_{\delta,g_1}) \leq J(h_{g_1}) \leq J(h^\pm_{\delta,g_1}),$$

where $h_{g_1}(v) = h(vg_1^{-1})$, and $\mathcal{I}_{h^\pm_{\delta,g_1}, I}$ and $J(h^\pm_{\delta,g_1})$ are defined as in Lemma 2.1.

We claim that

$$(2.7) J(h_{g_1}) - J(h^\pm_{\delta,g_1}) = O_{g_1}(\delta)$$

as $\delta$ goes to zero. Denote by $(r_3, \omega_3)$ the spherical coordinates of $\mathbb{R}^t$ with respect to $\mathcal{L}^d$-norm, so that $dy'' = r_3^{-1} dr_3 d\omega_3$. Define the new coordinates $(R, \omega)$ of $((S^{p-1} \times S^{q-1}) \times \mathbb{R}) \times \mathbb{R}^f$ by

$$R = \sqrt{2r^2 + r_3^2},$$

$$\omega = (\omega_1, \omega_2, \omega_3, \theta),$$

where $\tan \theta = r_3/\sqrt{2r}$. Note that $\omega$ is the coordinates of the compact set

$$\mathbb{S} := \left\{ (r, r_3, \omega_1, \omega_2, \omega_3) \in \left( (S^{p-1} \times S^{q-1}) \times \mathbb{R} \right) \times \mathbb{R}^f : 2r^2 + r_3^2 = 1 \right\}.$$

Note that $J(h_{g_1}) - J(h^\pm_{\delta,g_1}) \neq 0$ only if $\| (\omega_1 + \omega_2) r + Y_1' \| g_1^{-1} \| = \| R \omega g_1^{-1} \| \in (1 - \delta, 1 + \delta)$.

Now define $D_{g_1} : \mathbb{S} \to \mathbb{R}_{>0}$ by $D_{g_1} = \| \omega g_1^{-1} \|^{-1} \frac{\| \omega \|}{\| \omega \|_d}$, so that

$$J(h_{g_1}) - J(h^\pm_{\delta,g_1}) \neq 0 \text{ only if } (1 - \delta) D_{g_1}(\omega) \leq R \leq (1 + \delta) D_{g_1}(\omega).$$

Since $dr dr_3 = R dR d\theta$, we have

$$|J(h_{g_1}) - J(h^\pm_{\delta,g_1})| \lesssim \int_{\mathbb{S}} \int_{(1-\delta)D_{g_1}(\omega)}^{(1+\delta)D_{g_1}(\omega)} R^{p+q+t-d-1}(\cos \theta)^{p+q-d-1}(\sin \theta)^{-1} dR d\omega$$

$$\lesssim \int_{\mathbb{S}} \int_{(1-\delta)D_{g_1}(\omega)}^{(1+\delta)D_{g_1}(\omega)} R^{p+q+t-d-1} dR d\omega$$

$$\lesssim \int_{\mathbb{S}} D_{g_1}(\omega)^{p+q+t-d} d\omega \ll \| g_1^{-1} \|^{-(p+q+t-d)} \delta.$$
Here we use the fact that \( p + q > d \).

i) \( p + q \geq 2d - 1 \) (\( p + q \neq 3 \)).

Take \( \delta = T^{-1/2} \) and choose any \( \alpha \) in \( \left[ \frac{1}{2(p+q-d)}, \frac{d-d'}{d} \right) \). Then by (2.5) and (2.7),

\[
\mathcal{I}_{h_{g_1}, I} = \begin{cases} 
J(h_{g_1})|I|T^{n-r-d} + O_{g_1} \left( |I|T^{n-r-d-\frac{1}{2}} \log T \right), & \text{if } p + q = 2d - 1 \text{ and } d' = d - 1; \\
J(h_{g_1})|I|T^{n-r-d} + O_{g_1} \left( |I|T^{n-r-d-\frac{1}{2}} \right), & \text{otherwise}.
\end{cases}
\]

Hence the result follows from (2.6) and by putting \( c_{F,M} = J(h_{g_1}) \).

ii) \( d + 1 \leq p + q < 2d - 1 \)

For \( 0 < \xi < \min \left( \frac{(d-d')(p+q-d)}{p+q-1}, \frac{1}{2} \right) \), take \( \delta = T^{-\xi} \) and pick any \( \alpha \) in \( \left[ \frac{\xi}{p+q-d}, \min \left( \frac{d-d'}{d}, \frac{d-d'-2\xi}{2d-1-p-q} \right) \right) \).

Again, by (2.5), (2.7) and (2.6), we have

\[
\text{vol} \left( (F, M)^{-1}(I) \cap B_T \right) = c_{F,M}|I|T^{n-r-d} + O_{F,M} \left( |I|T^{n-r-d-\xi} \right),
\]

where \( c_{F,M} = J(h_{g_1}) \).

Now consider the case when \( I \subseteq [-N, N]^{r+1} \) for \( N \geq 1 \). Define

\[
I' = \left\{ \left( \frac{a_0}{N}, \frac{a_1}{N}, \ldots, \frac{a_r}{N} \right) : (a_0, a_1, \ldots, a_r) \in I \right\}.
\]

Then \( I' \subseteq [-1, 1]^{r+1} \), \( |I'| = N^{-(r+d)}|I| \) and \( (F, M)(v) \in I \) if and only if \( (F, M)(N^{-1}v) \in I' \). By taking \( w = N^{-1}v \), it follows that

\[
(F, M)^{-1}(I) \cap B_T = \left\{ Nw \mid (F, M)(w) \in I', \|w\| \leq N^{-1}T \right\} = N \left( (F, M)^{-1}(I') \cap B_{N^{-1}T} \right).
\]

Therefore, the theorem is deduced from the case of \( N = 1 \). \( \square \)

**Corollary 2.3.** Let \( p \geq 1, \ q \geq 1 \) with \( d + 1 \leq p + q \leq n - r \) and let \((F, M) \in \mathcal{Y}^{(F_0, M_0)} \). Fix \( N \geq 1 \) and let \( I \subseteq [-N, N]^{r+1} \subseteq \mathbb{R}^{r+1} \) be measurable. Let \( 0 < \xi < \frac{1}{2d-2} \). Then there exist \( c_{F,M} > 0 \) and \( T_0 > 0 \) such that for \( T > T_0N \),

\[
\text{vol} \left( (F, M)^{-1}(I) \cap B_T \right) = c_{F,M}|I|T^{n-r-d} + O_{F,M} \left( |I|N^{\xi}T^{n-r-d-\xi} \log T \right),
\]

where \( \log T \) occurs only when \( p + q = 2d - 1 \) and \( d - d' = 1 \).

**Proof.** It follows easily from Theorem 2.2. Note that for \( d + 1 \leq p + q < 2d - 1, \frac{1}{2d-2} < \frac{(d-d')(p+q-d)}{p+q-1} \) and for \( T > T_0N, \ N^{1/2}T^{n-r-d-1/2} \ll N^{\xi}T^{n-r-d-\xi}. \) \( \square \)

In particular, taking \( \xi = \frac{1}{2d} \) in the above corollary, we get that

\[
(2.8) \quad \text{vol} \left( (F, M)^{-1}(I) \cap B_T \right) = c_{F,M}|I|T^{n-r-d} + O_{F,M} \left( |I|N^{1/2}T^{n-r-d-1/2d} \log T \right).
\]

We will use this simplified version of volume form in subsequent theorems.
3. Discrepancy estimates

In this section, we prove Theorem 1.1 and Corollary 1.2. We continue to use the notations in Section (1.2.2). Recall that we are interested in the case of $(F_0, M_0)$ for which $p \geq 1$, $q \geq 1$ and $d + 1 \leq p + q \leq n - r$. Let us fix such a pair $(F_0, M_0)$ and use the simple notation $\mathcal{Y}$ for $\mathcal{Y}(F_0, M_0)$. Then $\mathcal{Y} \simeq (\mathbb{R} - \{0\}) \times \text{SL}_n(\mathbb{R}) \times \text{GL}_r(\mathbb{R}) / I_{(F_0, M_0)}$, where the equivalence relation is:

$$(\lambda, g_1, g_2) \sim \left( \pm \lambda, g_1 \left( \begin{array}{cc} a & 0 \\ c & d \end{array} \right), d^{-1} g_2 \right), \quad \left( \begin{array}{cc} a & 0 \\ c & d \end{array} \right) \in I_{F_0}.$$ 

Here, $I_{F_0}$ is the isotropy subgroup of $F_0$ in $\text{SL}_n(\mathbb{R})$ and $a \in \text{Mat}_{n-r,n-r}(\mathbb{R})$, $c \in \text{Mat}_{r,n-r}(\mathbb{R})$ and $d \in \text{Mat}_{r,r}(\mathbb{R})$. Define

$$\mathcal{A} := \left\{ g^\lambda_2 = \left( \begin{array}{cc} \lambda & 0 \\ 0 & g_2 \end{array} \right) \in \text{GL}_{r+1}(\mathbb{R}) : \lambda \in \mathbb{R} \setminus \{0\} \text{ and } g_2 \in \text{GL}_r(\mathbb{R}) \right\}$$

and for $g^\lambda_2 \in \mathcal{A}$, let

$$\mathcal{Y}_{g^\lambda_2} := \{(\lambda F_0^{g_1}, M_0^{g_1} \circ g_2) : g_1 \in \text{SL}_n(\mathbb{R})\}.$$ 

Then $\mathcal{Y}_{g^\lambda_2} \simeq \text{SL}_n(\mathbb{R}) / I_{(F_0, M_0)}$, where $I^n_{(F_0, M_0)} = \{g \in \text{SL}_n(\mathbb{R}) : F_0^g = F_0, M_0^g = M_0\}$. Moreover, since there is a natural embedding $\text{I}^n_{(F_0, M_0)} \hookrightarrow I_{(F_0, M_0)}$, as homogeneous spaces, $\mathcal{Y}$ is the quotient space of $\bigcup_{g^\lambda_2 \in \mathcal{A}} \mathcal{Y}_{g^\lambda_2}$.

Since measures $\mu_\mathcal{Y}$ and $\mu_{\bigcup \mathcal{Y}_{g^\lambda_2}}$ are $(\mathbb{R} - \{0\}) \times \text{SL}_n(\mathbb{R}) \times \text{GL}_r(\mathbb{R})$-invariant, one can regard $\mu_\mathcal{Y}$ as the push-forward measure of $\mu_{\bigcup \mathcal{Y}_{g^\lambda_2}}$. Hence Theorem 1.1 and Corollary 1.2 are deduced if we show the statements for $\mu_{\bigcup \mathcal{Y}_{g^\lambda_2}}$-almost all $(F, M)$ in $\bigcup_{g^\lambda_2 \in \mathcal{A}} \mathcal{Y}_{g^\lambda_2}$.

Now, since the measure $\mu_{\bigcup \mathcal{Y}_{g^\lambda_2}}$ is the product of the Haar measure of $\mathcal{A} \simeq (\mathbb{R} - \{0\}) \times \text{GL}_r(\mathbb{R})$ and the $\text{SL}_n(\mathbb{R})$-invariant measure of $\mathcal{Y}_{g^\lambda_2}$, it is enough to show Theorem 3.1 and Corollary 3.3 to prove Theorem 1.1 and Corollary 1.2.

**Theorem 3.1.** Let $0 < \kappa < n - r - d$. Let $\{I_t\}_{t>0}$ be a decreasing family of bounded measurable subsets of $\mathbb{R}^{r+1}$ with $|I_t| = c \cdot t^{\kappa}$ for some $c > 0$. Then there is $\nu > 0$ such that for almost every $(F, M) \in \mathcal{Y}_{g^\lambda_2}$, there exists $c_{F,M} > 0$ such that

$$\# \{v \in \mathbb{Z}^n : (F, M)(v) \in I_t, ||v|| \leq t \} = c_{F,M} |I_t| t^n t^{-\kappa} + O_{F,M}(t^{n-r-d-\kappa-\nu}).$$

Given a lattice $\Lambda \subset \mathbb{R}^n$ and a finite volume set $A \subset \mathbb{R}^n$, we define the discrepancy of lattice points in $A$ by

$$D(\Lambda, A) = |\#(\Lambda \cap A) - \text{vol}(A)|.$$ 

**Lemma 3.2.** Let $0 < \kappa < n - r - d$. Let $\{I_t\}_{t>0}$ be a decreasing family of bounded measurable subsets of $\mathbb{R}^{r+1}$ with $|I_t| = c \cdot t^{\kappa}$ for some $c > 0$. Then there exists some $\delta \in (0, 1)$ such that for almost every $g \in \text{SL}_n(\mathbb{R})$ there exists $t_g > 0$ such that for all $t \geq t_g$,

$$D(\mathbb{Z}^n g, A_{g,I,t}) < \text{vol}(A_{g,I,t})^\delta,$$

where $A_{g,I,t} := (F_0, M_0)^{-1}(I_t) \cap B_{t_g}$ with $(F_0, M_0)$ as in (1.3).
Proof. Let \( \mathcal{K} \subset SL_n(\mathbb{R}) \) be compact and consider a sequence \( \{t_k = k^\alpha\}_{k \in \mathbb{N}} \) with \( \alpha > \max\{2d, \frac{d_n + 3}{n - r - \nu - d}\} \) with \( d_n = \frac{1}{2}(n + 2)(n - 1) \). Let \( \delta_0 = 1 - \frac{1}{\alpha(n-r-\nu-d)} \). For \( t > 0 \) and \( \delta \in (\delta_0, 1) \), define
\[
B_t := \{ g \in \mathcal{K} : D(\mathbb{Z}^n g, A_{g, t}) \geq \text{vol}(A_{g, t})^\delta \}.
\]
Then it suffices to show that \( \lim_{t \to \infty} B_t \) is a null set.

For each \( k \in \mathbb{N} \), let \( \epsilon_k = 1/k \). By Lemma 2.1 in [18], there is a finite subset \( \mathcal{I}_k \subset \mathcal{K} \) with \( \#\mathcal{I}_k = O_k(k^{d_n}) \), \( d_n = (n + 2)(n - 1)/2 \) such that \( \mathcal{K} \subset \bigcup_{h \in \mathcal{I}_k} U_{\epsilon_k h} \). Here, \( U_{\epsilon_k} \) is an \( \epsilon_k \)-neighborhood of the identity in \( SL_n(\mathbb{R}) \), with respect to the operator norm (acting on \( \mathbb{R}^n \)). For each \( k \in \mathbb{N} \) and \( h \in \mathcal{I}_k \), set
\[
A_{k,h} := (F_0, M_0)^{-1}(I_{t_k+1}) \cap B_{t_{k+1}} \quad \text{and} \quad \overline{A}_{k,h} := (F_0, M_0)^{-1}(I_{t_k}) \cap B_{t_k+1} h.
\]
Then for \( t_k \leq t < t_{k+1} \) and \( g \in U_{\epsilon_k} h \), we get \( A_{k,h} \subset A_{g, t} \subset \overline{A}_{k,h} \). Let
\[
T_{k,h} := \text{vol}(A_{k,h})^\delta - \text{vol}(\overline{A}_{k,h} \setminus A_{k,h}).
\]
Define
\[
\mathcal{M}_{A,T} := \{ g \in \mathcal{K} : D(\mathbb{Z}^n g, A \geq T) \}.
\]
Then Theorem 2.2 of [18], which is deduced from Rogers’ second moment formula [24], says that
\[
\mu(\mathcal{M}_{A,T}) \ll_k \frac{\text{vol}(A)}{T^2}.
\]
Moreover, as in the proof of Theorem 6 of [18], we have that
\[
\bigcup_{t_k \leq t < t_{k+1}} B_t \subset \bigcup_{h \in \mathcal{I}_k} C_{k,h},
\]
where
\[
C_{k,h} = \mathcal{M}_{A_{k,h}, T_{k,h}} \cup \mathcal{M}_{A_{k,h}, T_{k,h}}.
\]
By equation 2.8, since \( |I_{t_k}| = c t_k^{-\epsilon_k} \), \( (1 + \epsilon_k)^{n-r-d} = (1 + \frac{1}{k})^{n-r-d} = 1 + O(\frac{1}{k}) \) and \( t_{k+1}^{n-r-d} = (k + 1)^{\alpha(n-r-d)} = k^{\alpha(n-r-d)}(1 + O_k\left(\frac{1}{k}\right)) \), we get that
\[
\text{vol}(\overline{A}_{k,h}) = c_h c_k^{\alpha(n-r-\nu-d)} + O_{K,c,k}(k^{\alpha(n-r-\nu-d)-1} + k^{\alpha(n-r-\nu-d)-1/2} \log(k+1)).
\]
Since \( \alpha > 2d \), we have \( \alpha(n-r-\nu-d) - 1 > \alpha(n-r-\nu-d) - 1/2 \) and hence
\[
\text{vol}(\overline{A}_{k,h}) = c_h c_k^{\alpha(n-r-\nu-d)} + O_{K,c,k}(k^{\alpha(n-r-\nu-d)-1}).
\]
Similarly, for sufficiently large \( k \),
\[
\text{vol}(A_{k,h}) = c_h c_k^{\alpha(n-r-\nu-d)} + O_{K,c,k}(k^{\alpha(n-r-\nu-d)-1}).
\]
Since \( \delta > 1 - \frac{1}{\alpha(n-r-\nu-d)} \), applying (3.3) with
\[
T_{k,h} \asymp_{K,c,k} k^{\delta \alpha(n-r-\nu-d)},
\]
we have
\[
\mu(C_{k,h}) \ll_k \frac{\text{vol}(\overline{A}_{k,h})}{T_{k,h}^2} \asymp_{K,c,k} k^{\alpha(n-r-\nu-d)(1-2\delta)}.
\]
Now since $\#I_k = O(k^{d_n})$, we get
\[
\mu\left(\bigcup_{t_k \leq t < t_{k+1}} B_t\right) \leq \sum_{h \in I_k} \mu(C_{k,h}) \ll_{k,c,n} \frac{1}{k^{\alpha(n-r-\kappa-d)(2\delta-1)-d_n}}.
\]
Since $\alpha > \max\{2d, \frac{d_n+3}{n-r-\kappa-d}\}$, we have $\alpha(n-r-\kappa-d)(2\delta-1)-d_n > 1$ and hence
\[
\mu(\lim_{t \to \infty} B_t) \leq \lim_{m \to \infty} \mu\left(\bigcup_{k=m}^{\infty} B_t\right) \leq \lim_{m \to \infty} \sum_{k=m}^{\infty} \frac{1}{k^{\alpha(n-r-\kappa-d)(2\delta-1)-d_n}} = 0.
\]
Hence given $\delta \in (\delta_0,1)$, for almost every $g \in \SL_n(\mathbb{R})$ and for sufficiently large $t$, $D(\mathbb{Z}^n g, A_{g,I,t}) < \text{vol}(A_{g,I,t})^\delta$. \hfill $\square$

We are now ready for the proof of Theorem 3.1.

Proof of Theorem 3.1. For $\delta \in (\delta_0,1)$, where $\delta_0$ is as in the proof of Lemma 3.2, let
\[0 < \nu < (1-\delta)(n-r-\kappa-d).
\]
By replacing $\{I_t\}$ with $\{I_t(g_2^\lambda)^{-1}\}$ in Lemma 3.2, we obtain that for almost every $g_1 \in \SL_n(\mathbb{R})$ and for sufficiently large $t$,
\[
D(\mathbb{Z}^n g_1, A_{g_1,I,\delta_0}) < \nu(\mathbb{Z}^n g_1, A_{g_1,I,\lambda})^\delta.
\]
For $(F, M) \in \mathcal{Y}_{g_2^\lambda}$, denote
\[
\mathcal{N}(F,M)(I_t,t) := \#\{v \in \mathbb{Z}^n : (F, M)(v) \in I_t, \|v\| \leq t\}.
\]
Then,
\[
\mathcal{N}(F,M)(I_t,t) = \#(\mathbb{Z}^n \cap (F,M)^{-1}(I_t) \cap B_t)
= \#(\mathbb{Z}^n g_1 \cap (F_0, M_0)^{-1}(I_t(g_2^\lambda)^{-1}) \cap B_t g_1)
= \#(\mathbb{Z}^n g_1 \cap A_{g_1,I,\delta})
\]
Hence for almost every $(F, M) \in \mathcal{Y}_{g_2^\lambda}$ and for sufficiently large $t$,
\[
|\mathcal{N}(F,M)(I_t,t) - c_{F,M} |I_t| t^{n-r-d}|
\leq D(\mathbb{Z}^n g_1, A_{g_1,I,\delta}) + |\nu(A_{g_1,I,\delta}) - c_{F,M} |I_t| t^{n-r-d}|
\leq D(\mathbb{Z}^n g_1, A_{g_1,I,\delta}) + O_{F,M,c}(t^{n-r-d-\kappa-1/2d} \log t)
\leq (2c_{F,M} \nu)^{n-r-d-\kappa} + O_{F,M,c}(t^{n-r-d-\kappa-1/2d} \log t)
\leq t^{n-r-d-\kappa-\nu},
\]
thus proving the theorem. \hfill $\square$

As an immediate corollary we have,

Corollary 3.3. Let $0 < \kappa < n-r-d$ and $(\kappa_0, \kappa_1, \ldots, \kappa_r) \in \mathbb{R}_{>0}^{r+1}$ be such that $\sum_{i=0}^{r} \kappa_i = \kappa$. Then for any $\xi = (\xi_0, \xi_1, \ldots, \xi_r) \in \mathbb{R}^{r+1}$ and for almost every $(F, M) \in \mathcal{Y}_{g_2^\lambda}$, the system of inequalities
\[
\begin{cases}
|F(v) - \xi_0| < t^{-\kappa_0}; \\
|l_i(v) - \xi_i| < t^{-\kappa_i}, \quad 1 \leq i \leq r; \\
\|v\| \leq t,
\end{cases}
\]
where $M = (l_1, \ldots, l_r)$, has integer solutions for sufficiently large $t$. 

4. Uniform approximation

As in Section 3, to show Theorem 1.3 and Corollary 1.4, it suffices to show theorems for almost all \((F, M) \in \mathcal{Y}_{g2}\). Let us first show the following theorem.

**Theorem 4.1.** Let \(0 \leq \eta < \min \left\{ 1, \frac{n-r-d}{r+1} \right\}\) and \(0 < \kappa < \frac{n-r-d-(r+1)\eta}{r+2}\). Let \(N(t)\) be a non-decreasing function such that \(N(t) = O(t^\beta)\). Then there exists some \(\delta \in (0, 1)\) such that for almost every \((F, M) \in \mathcal{Y}_{g2}\), there exists \(t_{F,M} > 0\) satisfying the following: for all \(t > t_{F,M}\) and for all intervals \(I \subset [-N(t), N(t)]^{r+1}\) of the form \(I = I_0 \times I_1 \times \cdots \times I_r\) with \(|I_j| = t^{-\kappa_j}\) and \(\sum_{j=0}^r \kappa_j = \kappa\),

\[
|N_{F,M}(I, t) - c_{F,M} t^{n-r-d-\kappa}| < t^{\delta(n-r-d-\kappa)}.
\]

**Proof.** Let \(K \subset \text{SL}_n(\mathbb{R})\) be compact and \(\{t_k = k^\alpha\}_{k \in \mathbb{N}}\) be a sequence with

\[
\alpha > \max \left\{ \frac{2d}{1-\eta}, \frac{d_n + 3}{n - r - d - (r+1)\eta - (r+2)\kappa} \right\},
\]

where \(d_n = \frac{(n+2)(n-1)}{2}\) and let \(\delta_0 = 1 - \frac{1}{\alpha(n-r-d-\kappa)}\). For \(t > 0\) and \(\delta \in (\delta_0, 1)\), define

\[
B_t := \left\{ g \in K : \exists I = I_0 \times I_1 \times \cdots \times I_r \subset [-N(t), N(t)]^{r+1} \text{ with } |I_j| = t^{-\kappa_j} \right. \\
\left. \quad \text{such that } D(\mathbb{Z}^n g, A_{g,I,t}) \geq \text{vol}(A_{g,I,t})^{\delta} \right\}
\]

where in this time, we let \(A_{g,I,t} = (F_0, M_0)^{-1}(I(g_0^\lambda)^{-1}) \cap B_t g\) so that the set of \(g \in K\) for which (4.1) does not hold is contained in \(\lim_{t \to \infty} B_t\).

Let \(\beta = \max \{\kappa_j\}_{j=0}^r\). For any \(t_k \leq t < t_{k+1}\), take a \(t_{k+1}^{-\beta}\)-dense partition of the interval \([-N(t_{k+1}), N(t_{k+1})]\):

\[-N(t_{k+1}) = \xi_{k,0} < \xi_{k,1} < \ldots < \xi_{k,M(k)} = N(t_{k+1}).\]

For any interval \(I = I_0 \times I_1 \times \cdots \times I_r \subset [-N(t), N(t)]^{r+1}\) with \(|I_j| = t^{-\kappa_j}\) for \(0 \leq j \leq r\), its center point \(\xi = (\xi_0, \ldots, \xi_r)\) lies in \([-N(t_{k+1}), N(t_{k+1})]^{r+1}\). Therefore, there exists \((i_0, \ldots, i_r)\) with \(0 \leq i_j < M(k)\) such that \(\xi_{k,i_j} \leq \xi_j < \xi_{k,i_j+1}\) for \(0 \leq j \leq r\).

Since \(I_j = (\xi_j - \frac{t^{-\kappa_j}}{2}, \xi_j + \frac{t^{-\kappa_j}}{2})\) and \(\xi_{k,i_j+1} - \xi_{k,i_j} < t_{k+1}^{-\beta} \leq t_{k+1}^{-\kappa_j}\), it follows that

\[
\left( \xi_{k,i_j+1} - \frac{t^{-\kappa_j}}{2}, \xi_{k,i_j} + \frac{t^{-\kappa_j}}{2} \right) \subseteq I_j \subseteq \left( \xi_{k,i_j} - \frac{t^{-\kappa_j}}{2}, \xi_{k,i_j+1} + \frac{t^{-\kappa_j}}{2} \right).
\]

Let \(I_j^1 = \left( \xi_{k,i_j+1} - \frac{t^{-\kappa_j}}{2}, \xi_{k,i_j} + \frac{t^{-\kappa_j}}{2} \right)\) and \(I_j^2 = \left( \xi_{k,i_j} - \frac{t^{-\kappa_j}}{2}, \xi_{k,i_j+1} + \frac{t^{-\kappa_j}}{2} \right)\), and denote

\(I_{j_0, \ldots, i_r}^1 = \prod_{j_0=0}^r I_j^1\) and \(I_{j_0, \ldots, i_r}^2 = \prod_{j_0=0}^r I_j^2\) so that \(I_{j_0, \ldots, i_r}^1 \subseteq I \subseteq I_{j_0, \ldots, i_r}^2\).

Similar to the proof of Lemma 3.2, we have

\[
\bigcup_{t_k \leq t < t_{k+1}} B_t \subseteq \bigcup_{h \in I_k} \bigcup_{i_0=0}^{M(k)-1} \cdots \bigcup_{i_r=0}^{M(k)-1} C_{k,i_0, \ldots, i_r, h},
\]

where

\[
C_{k,i_0, \ldots, i_r, h} = M_{A_{k,i_0, \ldots, i_r, h}, T_{k,i_0, \ldots, i_r, h}} \cup M_{\overline{A}_{k,i_0, \ldots, i_r, h}, T_{k,i_0, \ldots, i_r, h}}
\]

with

\[
A_{k,i_0, \ldots, i_r, h} = (F_0, M_0)^{-1} \left( I_{j_0, \ldots, i_r}^1 (g_0^\lambda)^{-1} \right) \cap B_{(1-\epsilon_k)t_k} h,
\]

\[
\overline{A}_{k,i_0, \ldots, i_r, h} = (F_0, M_0)^{-1} \left( I_{j_0, \ldots, i_r}^2 (g_0^\lambda)^{-1} \right) \cap B_{(1+\epsilon_k)t_{k+1}} h.
\]
$T_{k,i_0,\ldots,i_r,h} = \text{vol}(A_{k,i_0,\ldots,i_r,h}) - \text{vol}(A_{k,i_0,\ldots,i_r,h})$, \\
where $I_k \subseteq K$ and $\mathcal{M}_{A,T}$ are as in the proof of Lemma 3.2. For every $0 \leq i_0, \ldots, i_r < M(k)$, the intervals $I_{i_0,\ldots,i_r}^1(g_2^\lambda)^{-1}$ and $I_{i_0,\ldots,i_r}^2(g_2^\lambda)^{-1}$ are contained in \\
$\left((-N(t_{k+1}) - 1)\|g_2^\lambda\|^{-1}, (N(t_{k+1}) + 1)\|g_2^\lambda\|^{-1}\right)^{r+1}$.

Since $\eta < 1$, for sufficiently large $k$, we have that \\
$(1 + \epsilon_k)t_{k+1} > T_0(N(t_{k+1}) + 1)\|g_2^\lambda\|^{-1}$ \\
and \\
$(1 - \epsilon_k)t_k > T_0(N(t_{k+1}) + 1)\|g_2^\lambda\|^{-1}$.

Hence by (2.8), it follows that \\
$\text{vol}(A_{k,i_0,\ldots,i_r,h}) = c_h|\det(g_2^\lambda)|^{-1}\prod_{j=0}^r \left(\xi_{j,i_{j+1}} + t_k^{-\kappa_j}\right) (1 + \epsilon_k)^{n-r-d} t_k^{n-r-d}$ \\
+ $O_K \left(\prod_{j=0}^r \left(\xi_{j,i_{j+1}} + t_k^{-\kappa_j}\right) t_k^{n-r-d-1/2d - 1/2d} N(t_{k+1})^{1/2d} \log(t_{k+1})\right)$.

Since $(1 + \epsilon_k)^{n-r-d} = 1 + O(1), t_k^{n-r-d} = k^{\alpha(n-r-d)}(1 + O_{\kappa,\eta}(1/k))$ and $N(t) = O(t^\eta)$, \\
$\text{vol}(A_{k,i_0,\ldots,i_r,h}) = c_h|\det(g_2^\lambda)|^{-1} k^{\alpha(n-r-d-\kappa)}$ \\
+ $O_{K,\kappa,\eta}(k^{\alpha(n-r-d-\kappa)-1} + k^{\alpha(n-r-d-\kappa) - \frac{1}{2d} + \frac{1}{2d}} \log k)$.

Since $\alpha > \frac{2d}{1+\eta}$, we get for sufficiently large $k$, \\
$\text{vol}(A_{k,i_0,\ldots,i_r,h}) = c_h|\det(g_2^\lambda)|^{-1} k^{\alpha(n-r-d-\kappa)} + O_{K,\kappa,\eta}(k^{\alpha(n-r-d-\kappa)-1})$.

By (3.3), $\mu(C_{k,i_0,\ldots,i_r,h}) \ll_{K,\kappa,\eta} k^{(1-2\delta)\alpha(n-r-d-\kappa)}$. Therefore, \\
$\mu\left(\bigcup_{t_k \leq t < t_{k+1}} B_{t_k}\right) \leq \sum_{h \in I_k} \sum_{i_0=0}^{M(k)-1} \ldots \sum_{i_r=0}^{M(k)-1} \mu(C_{k,i_0,\ldots,i_r,h}) \ll_{K,\kappa,\eta} \frac{k^{d_n} M(k)^{r+1}}{k^{\alpha(n-r-d-\kappa)(2\delta-1)}}$.

Since $M(k) \approx N(t_{k+1})t_k^\kappa$, we get \\
$\mu\left(\bigcup_{t_k \leq t < t_{k+1}} B_{t_k}\right) \ll_{K,\kappa,\eta} \frac{1}{k^{\alpha(n-r-d-\kappa)(2\delta-1)-d_n-\alpha(r+1)(\eta+\kappa)}}$.

Since $\alpha > \frac{d_n+3}{n-r-d-(r+1)\eta-(r+2)\kappa}$, we have that $\alpha(n-r-d-\kappa)(2\delta-1) - d_n - \alpha(r+1)(\eta+\kappa) > 1$, \\
which implies that $\mu(\lim_{t \to \infty} B_t) = 0$, thus proving the theorem.

We now present Theorem 4.2 which leads Theorem 1.3 directly.

**Theorem 4.2.** Let $0 \leq \eta < \min\{1, \frac{n-r-d}{(r+1)(1+r+2\eta)}\}$ and $0 < \kappa < \frac{n-r-d-(r+1)\eta-r(r+1)(r+2)\eta}{(r+1)(r+2)}$. For $0 \leq j \leq r$, let $\kappa_j > 0$ be such that $\sum_{j=0}^r \kappa_j = \kappa$. Let $N(t)$ be a non-decreasing function such that $N(t) = O(t^\nu)$. Then there exists $\nu > 0$ such that for almost every $(F,M) \in \mathcal{Y}_{g_2^\lambda}$ and for all intervals $I \subseteq [-N(t),N(t)]$ of the form $I = I_0 \times I_1 \times \cdots \times I_r$ with $|I_j| \geq t^{-\kappa_j}$, \\
$\#\{v \in \mathbb{Z}^n : (F,M)(v) \in I, \|v\| \leq t\} = c_{F,M}|I|t^{n-r-d} + O_{F,M}\left(|I|t^{n-r-d-\nu}\right)$. 

Proof. Let $\kappa \in \left(0, \frac{n-\kappa'}{\eta} \right)$. Then $\kappa + r\eta < \frac{n-\kappa'}{\eta}$. Take $a \in \left(\kappa + r\eta, \frac{n-\kappa'}{\eta} \right)$ and let $\kappa' = a$ for $0 \leq j \leq r$. Then

$$
\kappa < \kappa' = \sum_{j=0}^{r} \kappa_j' = (r+1)a < \frac{n-r-d-(r+1)\eta}{r+2}.
$$

By Theorem 4.1, there is $\delta \in (0,1)$ such that for almost every $(F, M) \in \mathcal{N}_{\eta}$, there exists $t'_{F,M} > 0$ such that for $t > t'_{F,M}$ and for all intervals $I' \subset [-N(t), N(t)]^{r+1}$ of the form $I' = I_0' \times I_1' \times \cdots \times I_r'$ with $|I_j'| = t^{-\kappa_j'}$,

$$
|\mathcal{N}_F(M, I', t) - c_{F,M}|t^{n-r-d} < |I'|^{\delta(n-r-d)}.
$$

Let $\nu = \frac{1}{2} \min\{(1-\delta)(n-r-d-d'), a-(\kappa + r\eta)\}$. We first consider the case that there are $n_j \in \mathbb{N}$, $j = 0, \ldots, r$ such that $I = I_0 \times \cdots \times I_r \subset [-N(t), N(t)]^{r+1}$ for which $|I_j| = n_j t^{-\kappa_j'}$, $0 \leq j \leq r$. Divide $I_j$ into $n_j$ subintervals each of length $t^{-\kappa_j'}$, i.e. $I_j = \bigcup_{j=1}^{n_j} I_j^j$, where $I_j^j \subset I_j$ with $|I_j^j| = t^{-\kappa_j'}$. This gives a partition of $I$ as $I = \bigcup_{j=0}^{n_0} \cdots \bigcup_{j=r}^{n_r} I_0' \times \cdots \times I_r'$ with $|I_j| = t^{-\kappa_j'}$. Then for $t > t'_{F,M}$,

$$
|\mathcal{N}_F(M, I, t) - c_{F,M}|t^{n-r-d} = \sum_{j=0}^{n_0} \cdots \sum_{j=r}^{n_r} |\mathcal{N}_F(M, I_0', \ldots, I_r', t) - c_{F,M}|t^{n-r-d} \leq \sum_{j=0}^{n_0} \cdots \sum_{j=r}^{n_r} |\mathcal{N}_F(M, I_0', \ldots, I_r', t) - c_{F,M}|t^{n-r-d} \leq |I|^{\delta(n-r-d-\nu)},
$$

which shows the theorem.

Now, consider the general $I \subset [-N(t), N(t)]^{r+1}$, which is of the form $I = I_0 \times I_1 \times \cdots \times I_r$ with $|I_j| \geq t^{-\kappa_j}$ for $0 \leq j \leq r$. Then $|I_j| > t^{-\kappa_j'}$ and hence there exists $m_j \in \mathbb{N}$ such that $m_j t^{-\kappa_j} < |I_j| \leq (m_j + 1)t^{-\kappa_j'}$. Let $I_j^1$ and $I_j^2$ be such that $|I_j^1| = m_j t^{-\kappa_j'}$, $|I_j^2| = (m_j + 1)t^{-\kappa_j'}$ and $I_j^1 \subset I_j \subset I_j^2$. Take $L = \prod_{j=0}^{n_0} I_j^1$ and $T = \prod_{j=0}^{n_r} I_j^2$. Then $L \subset I \subset T$. Since $N(t) = O(t^\eta)$, we get $m_j = O(t^{\eta+\kappa_j'})$ and hence $|T| - |L| \leq c t^{\eta-a}$ for some constant $c$. Let $t_{F,M} = \max\{t'_{F,M}, (1+c+c_{F,M})^{1/\nu}\}$. By applying the previous result to $L$ and $T$, we obtain that for $t > t_{F,M}$,

$$
|\mathcal{N}_F(M, I, t) - c_{F,M}|t^{n-r-d} \leq \max\{|\mathcal{N}_F(M, L, t) - c_{F,M}|t^{n-r-d}, |\mathcal{N}_F(M, T, t) - c_{F,M}|t^{n-r-d}\} \leq \max\{|\mathcal{N}_F(M, L, t) - c_{F,M}|t^{n-r-d}, |\mathcal{N}_F(M, T, t) - c_{F,M}|t^{n-r-d}\} + c_{F,M}(|T| - |L|)^{t^{n-r-d}} \leq |T|^{t^{n-r-d-\nu}} + c_{F,M}(|T| - |L|)^{t^{n-r-d}} \leq |I|^{t^{n-r-d-\nu}} + c_{F,M}(|I|)^{t^{n-r-d-\nu}} \leq |I|^{t^{n-r-d-\nu}}.
$$

\[\square\]
Corollary 4.3. Let \( n > r + d \) and \( 0 \leq \eta < \min\{1, \frac{n-r-d}{(r+1)(1+r(r+2))}\} \). Let \( N(t) \) be a non-decreasing function such that \( N(t) = O(t^n) \) and \( \delta(t) \) be a non-increasing function satisfying \( \frac{\eta(t)^{(r+1)(1+r(r+2)) - a}}{\delta(t)^{r+1}r(r+2)} \rightarrow 0 \) for some \( a < n-r-d \). Then for almost every \((F, M) \in Y_{\lambda}^\perp \) and for sufficiently large \( t \),

\[
\sup_{\|\xi\| \leq N(t)} \min_{\|v\| \leq t} \| (F, M)(v) - \xi \| < \delta(t),
\]

where \( \| \cdot \| \) denotes the supremum norm on \( \mathbb{R}^n \).
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