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Abstract

In this paper we consider estimating the system parameters and designing stable observer for unknown noisy linear time-invariant (LTI) systems. We propose a Support Vector Regression (SVR) based estimator to provide adjustable asymmetric error interval for estimations. This estimator is capable to trade-off bias-variance of the estimation error by tuning parameter \( \gamma > 0 \) in the loss function. This method enjoys the same sample complexity of \( O(\frac{1}{\sqrt{N}}) \) as the Ordinary Least Square (OLS) based methods but achieves a \( O(\frac{1}{\gamma+1}) \) smaller variance. Then, a stable observer gain design procedure based on the estimations is proposed. The observation performance bound based on the estimations is evaluated by the mean square observation error, which is shown to be adjustable by tuning the parameter \( \gamma \), thus achieving higher scalability than the OLS methods. The advantages of the estimation error bias-variance trade-off for observer design are also demonstrated through matrix spectrum and observation performance optimality analysis. Extensive simulation validations are conducted to verify the computed estimation error and performance optimality with different \( \gamma \) and noise settings. The variances of the estimation error and the fluctuations in performance are smaller with a properly-designed parameter \( \gamma \) compared with the OLS methods.
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1 Introduction

Parameters of system dynamics are fundamental knowledge for the design of model-based controllers and state observers. Estimation procedures use input and output data to estimate system parameters, also called the data-driven modeling methods. Several methods have been proposed in the past decades. Conventional system identification methods such as prediction error method [1,2] and instrumental variable method [1,3] are broadly investigated. Later, subspace model identification (SMI) was proposed to improve the performance of the conventional identification methods and estimate the state-space model directly [4–7]. Another technique to estimate the system dynamics is the adaptive observer design, which provides estimation error bound and shows promising results under the assumption that the system state matrix is in an observer canonical form [8–10]. With the development of artificial intelligence and machine learning techniques, artificial neural networks-based modeling [11] and support vector machines-based modeling [12] have been proposed. Recently, thanks to the abilities of self-learning and adaptability, the adaptive dynamic programming-based method based on reinforcement learning (RL) has demonstrated the capability to find the optimal control policy and solve the Bellman equation in a practical way [13–16]. These methods can obtain near-accurate estimation to some extent, in the sense of asymptotic convergence [17, 18], minimum risks [19,20]. Also some work obtained the estimation error bounds under strict assumptions [8–10]. However, the previous studies only provide asymptotic error bounds when the number of collected samples grows to infinity, and no finite-sample guarantees are available. More recently, it has been proposed to use finite samplings instead [21–23]. These methods are more practical and beneficial for robust controller design.

Recent works in the control community discussed non-asymptotic analysis and obtained bound of bias for the dynamic estimation problem [22–29]. Based on the OLS estimator, these works considered the Gaussian process estimation of a linear time-invariant (LTI) system. The
Since the support vector regression (SVR) techniques have roots in statistical learning theory and promising empirical outcomes in practical applications, they show potential for the sample complexity analysis and the application of the system dynamics estimation. However, it is not easy to analyze the sample complexity and design a stable observer gain over an unknown system. The challenges are: 1) the distribution of the estimation based on SVR is unknown, which causes difficulty in analyzing the relationship between the data sample length and the estimation accuracy; 2) the design of the observer gain over the unknown system to guarantee the stability based on the biased system dynamics estimation; 3) hard to formulate the relationship between the designed observer performance and the sample length. Therefore, this paper introduces SVR techniques into the system dynamics estimation procedure, designs a stable observer gain based on estimation, and formulates the sample complexity of the observer performance. Specifically, the connection between OLS and SVR is formulated by introducing an $L_2$ loss function into SVR. The distribution of the SVR-based estimation is obtained, and estimation error bounds based on finite data samples are formulated using non-asymptotic analysis. We further show that the proposed estimator also has a smaller variance than the OLS-based one, and the error interval of the estimation based on the proposed method can be adjusted when the sample length is fixed. This property endows our method with higher scalability beyond the OLS estimator. Then, the condition of the stable observer is given, and the observer design algorithm is proposed based on estimation results. Moreover, the observer is used to analyze the controller performance. The adjustable interval is beneficial for the observer design since a suitable parameter $\gamma$ can introduce less uncertainty, thus helping with stabilizing the system. Based on the designed observer gain, the performance bound of the observer defined by the mean squared observation

| Paper | Measurement | Stability | Rollouts | Data | Complexity | Estimator | Trade-off | Interval |
|-------|-------------|-----------|----------|------|------------|-----------|-----------|----------|
| This work | Full | Any | Multiple | All | $O(\frac{1}{\sqrt{N}})$ | SVR | ✓ | Tunable |
| Dean, et al. [22] | Full | Any | Multiple | Final | $O(\frac{1}{\sqrt{N}})$ | OLS | – | Fixed |
| Simchowitz, et al. [24] | $\rho(A) < 1$ | Single | All | | | | | |
| Zheng, et al. [23] | Any | Multiple | All | | | | | |
| Sun, et al. [25] | Any | Multiple | Final | | | | | |
| Oymak, et al. [26] | Partial | $\rho(A) < 1$ | Single | All | $O(\frac{1}{\sqrt{N}})$ | OLS | – | Fixed |
| Sarkar, et al. [27] | $\rho(A) < 1$ | Single | All | | | | | |
| Simchowitz, et al. [28] | $\rho(A) < 1$ | Single | All | | | | | |

* The ability to trade-off the bias and variance relationship, and achieve an adjustable estimation.

** The estimation error bound interval under a fixed sample length $N$. 

Principal tool used in the non-asymptotic regression bound analysis is concentration inequalities. The convergence rate of regression error is $O(1/\sqrt{N})$, where $N$ is the number of samples (sample length) used for regression. A line of recent works has obtained similar results for both stable and unstable systems by different data collection procedures. Based on these results, the robust controller design problem is further considered, which explores the relationships among data, estimation error, and controller performance [21–23]. Specifically, they connected the sub-optimal control cost with the regression error based on the parameterization methods such as system-level synthesis (SLS) [30], and input-output parameterization (IOP) [31, 32]. These works showed that the more data used for OLS regression, the tighter the error bound is and the better control performance. These methods obtained error bounds based on the sample length without considering the impact of variance of the estimation error. An ideal estimator should be unbiased and have low variance. However, such estimators do not exist under finite samples [33]. Since a larger variance of estimation would cause more uncertainty on regression results, the variance has a great impact on stable observer design. This motivates us to design an alternative estimator with a smaller variance.

Machine learning methods such as neural networks [34] and support vector machines [35] can provide biased but low-variance regression results, which fluctuate moderately. This characteristic makes the machine learning methods popular in practice. The bias causes the movement of the error interval, which also influences the robust optimal control formulation. Besides, trading off the bias and variance provides flexible error bounds, which could benefit the stable controller design. Therefore, the sample complexity and controller design based on the estimation with bias-variance trade-offs need to be formulated and analyzed. 
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error is given based on estimation results. Furthermore, the performance of the sub-optimal observer is analyzed with SLS techniques.

The main contributions of this paper are threefold:

- A SVR-based estimator is proposed to estimate LTI system dynamics with the bias-variance trade-off. To the best of our knowledge, it is the first work on analyzing SVR, a machine learning method, to sample complexity bounds for dynamic estimation and observer design of an unknown linear system. The sample complexity of estimation error bound based on the proposed method reaches $O(1/\sqrt{N})$. Further, the estimation error bound can be adjusted by the bias-variance trade-off with parameter $\gamma$, which provides higher flexibility for stable controller design. Table 1 shows the comparisons of the proposed method with the existing works.
- Based on the dynamic estimation results and the error bound, an observer gain is designed to guarantee stability. We show that the adjustable interval helps find a stable gain, which shows that the proposed estimator is beneficial for designing a robust controller for an unknown system.
- We further analyze the end-to-end sample complexity of the sub-optimal observer for an unknown system. The mean squared observation error bounds are only related to the upper bound of the dynamic estimation error. The result is applicable to both fully and partially observed systems.

The paper is organized as follows: the considered problem setting, the SVR-based estimation procedure, and the observer design goal are shown in Section 2. The non-asymptotic analysis and estimation error bounds based on SVR are discussed in Section 3. In Section 4, we propose a stable observer gain design procedure based on estimation error bounds given in Section 3 for an unknown LTI system. Then, the performance of the designed observer of the unknown LTI system is formulated in Section 5. The numerical simulations are conducted in Section 6, to show the advantages of the proposed estimator both in dynamic estimation and controller design. Finally, conclusions and future research directions are given in Section 7.

**Notation.** We let bold symbols denote the vectors and matrices. $\| \cdot \|$ is the spectral norm. The $\mathcal{H}_2$ norm is defined by $\| \Phi \|_{\mathcal{H}_2} = \sum_{t=0}^{\infty} \| \Phi_t \|_F^2$, where $\Phi = \sum_{t=0}^{\infty} \Phi_t z^{-1}$ is the frequency representation of signals and $\| \cdot \|_F$ is the Frobenius norm. The $\mathcal{H}_\infty$ norm is defined by $\| \Phi \|_{\mathcal{H}_\infty} = \sup_{\| z \|_2=1} \| \Phi(z) \|$. $\frac{1}{2} \mathcal{R} \mathcal{H}_\infty$ is the set of real rational strictly proper transfer matrices. Notations $<, \leq, >$ and $\geq$ are element-wise inequality. $\mathbb{E}$ and $\mathbb{V}$ stand for the expectation and covariance, respectively. Table 2 shows some important definitions used in this paper.

| Symbol | Definition |
|--------|------------|
| $A \in \mathbb{R}^{n \times n}$ | the state matrix |
| $B \in \mathbb{R}^{n \times m}$ | the input matrix |
| $C \in \mathbb{R}^{p \times n}$ | the output matrix |
| $\hat{A} \in \mathbb{R}^{n \times n}$ | the estimation of state matrix |
| $\hat{B} \in \mathbb{R}^{n \times m}$ | the estimation of input matrix |
| $\Delta A \in \mathbb{R}^{n \times n}$ | the estimation error of state matrix |
| $\Delta B \in \mathbb{R}^{n \times m}$ | the estimation error of input matrix |
| $x_k \in \mathbb{R}^n$ | the state variable at time $k$ |
| $y_k \in \mathbb{R}^p$ | the output variable at time $k$ |
| $u_k \in \mathbb{R}^m$ | the input variable at time $k$ |
| $w_k \sim \mathcal{N}(0, \sigma_w^2 I_n)$ | the process noise |
| $v_k \sim \mathcal{N}(0, \sigma_v^2 I_p)$ | the measurement noise |
| $e_k$ | the observer error at time $k$ |
| $\gamma > 0$ | the parameter used in SVR |
| $L \in \mathbb{R}^{n \times p}$ | the designed observer gain |
| $K \in \mathbb{R}^{n \times p}$ | the optimal observer gain |
| $J$ | the mean square observation error |
| $T_0$ | the end-time of each roll-out |
| $N$ | the number of roll-outs |
| $M$ | the upper bound of $\| A \|$ and $\| B \|$ |

### 2 Problem Setup

We consider the multiple-input and multiple-output (MIMO) LTI system

$$x_{k+1} = Ax_k + Bu_k + w_k,$$  \hspace{1cm} (1a)

$$y_k = Cx_k + v_k,$$  \hspace{1cm} (1b)

where $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times m}$ and $C \in \mathbb{R}^{p \times n}$ are the state, input and output matrices, respectively. $x_k \in \mathbb{R}^n$, $y_k \in \mathbb{R}^p$ and $u_k \in \mathbb{R}^m$ are the state, output and input variables at time $k$, respectively, and $w_k \sim \mathcal{N}(0, \sigma_w^2 I_n)$, $v_k \sim \mathcal{N}(0, \sigma_v^2 I_p)$ denote the process and measurement noises. Throughout this paper, we make the following assumption.

**Assumption 1.** The dynamics in (1a) are unknown. $A$ is invertible, $(A, B)$ is stabilizable, and matrices are bounded as $\| A \|, \| B \| \leq M$ with $M > 0$.

Assumption 1 defines the LTI system is controllable and observable, which is a standard condition for observer design. Then, the assumption of state and input matrices being bounded is reasonable. Similar assumption is also used in [24, 27].

This paper first focuses on SVR-based estimation and
its estimation error bound analysis, which is critical for the observer design, especially when the system matrices are unknown. Our goal is to i) learn the system dynamics matrices \( \mathbf{A}, \mathbf{B} \) with SVR approach, and find the estimation error bound based on a finite number of samples; ii) design a stable observer according to the estimations (denoted by \( \hat{\mathbf{A}}, \hat{\mathbf{B}} \)) of system matrices; iii) analyze the observer performance and derive the performance bound. The scheme of the proposed estimation and observer synthesis is shown in Fig. 1.

### 2.1 Data Collection

Since we do not assume that the system (1) is open-loop stable, the state variable \( \mathbf{x} \) might blow up during the data collection process. Inspired by previous study on OLS regression [22–28], we use multi-roll-out procedure to collect \( \mathbf{x}_k \) and \( \mathbf{u}_k \). The essence of this procedure is to use collected data in a finite time horizon. The system with \( \mathbf{x}_0 = 0 \) is excited by Gaussian input \( \mathbf{u}_k \sim \mathcal{N}(0, \sigma^2 \mathbf{I}_m) \). The data set is then recorded as

\[
\{(x^i_k, u^i_k) : 1 \leq i \leq N, 0 \leq k \leq T_0\},
\]

where \( i \) is the index for each roll-out and \( T_0 \) is the end time of the roll-out. The total number of data points is \( NT_0 \). Gaussian input satisfies the sufficient persistency of excitation condition for linear systems [36].

A similar roll-out procedure is used in [22, 23, 25] to deal with unstable single-input single-output (SISO) and MIMO systems. Besides multiple roll-out procedures, single roll-out procedures are used to identify open-loop stable systems [24, 26–28].

**Remark 1.** \( \mathbf{x}_0 \) can follow a Gaussian distribution with finite variance, which does not influence the regression procedure and regression error analysis [23].

### 2.2 SVR Procedure

After data collection, SVR-based estimator is used to estimate the system dynamics. Input and output data are put into tuples for each roll-out,

\[
f(z_k) = [x^1_k, x^2_k, \ldots, x^N_k] \in \mathbb{R}^{n \times N},
\]

\[
z_k = [x^1_{k-1}, x^2_{k-1}, \ldots, x^N_{k-1}, u^1_{k-1}, u^2_{k-1}, \ldots, u^N_{k-1}] \in \mathbb{R}^{(n+m) \times N},
\]

and the noise \( \mathbf{w} \) is represented as

\[
b_k = [w^1_{k-1}, w^2_{k-1}, \ldots, w^N_{k-1}] \in \mathbb{R}^{n \times N}.
\]

Combine all the data as

\[
\mathcal{D}_k = \{f(z_k); z_k; b_k\} \in \mathbb{R}^{(3n+m) \times N}.
\]

When \( k = T_0 \), the final data is used to estimate system dynamics, and such procedure is called final-data estimation [22, 25]. The total number of data in the final-data collection is \( (3n+m) \times N \). To efficiently use the data collected in the collection procedure, data from \( k = 1 \) to \( k = T_0 \) are all used for estimation, as \( \{\mathcal{D}_1, \mathcal{D}_2, \ldots, \mathcal{D}_{T_0}\} \in \mathbb{R}^{(3n+m) \times (T_0-1)N} \). This procedure is referred to as all-data estimation.

Unlike OLS, which can estimate the coefficients of a matrix at one time, ordinary SVR can only regress one row of a matrix. To ease the notation, we consider the estimation based on \( \mathcal{D}_T \), in the following subsection. Then, regression of (1a) for each row of \([\mathbf{A}, \mathbf{B}]\) is shown as

\[
f_i(z_k) = [\mathbf{A}, \mathbf{B}]_i z_k + b_{k,i},
\]

where subscript \( i \) stands for the \( i \)-th row of the matrix, i.e., \( f_i(z_k) \in \mathbb{R}^{1 \times N}, [\mathbf{A}, \mathbf{B}]_i \in \mathbb{R}^{1 \times (n+m)}, \mathbf{b}_{k,i} \in \mathbb{R}^{1 \times N} \).

To minimize the estimation error, regression procedure is formulated with a slight modification on the OLS method. The regression procedure estimates \([\mathbf{A}, \mathbf{B}]_i\) by minimizing

\[
\frac{1}{2} \|[\mathbf{A}, \mathbf{B}]_i\|^2 + \frac{1}{2\gamma} \sum_{j=1}^N (f_i(z^j_k) - [\mathbf{A}, \mathbf{B}]_i z^j_k)^2,
\]

where \( z^j_k \in \mathbb{R}^{(n+m) \times 1} \) is the \( j \)-th column of \( z_k \). \( f_i(z^j_k) \in \mathbb{R} \). Then, based on Vapnik’s theorem [37], we formulate the following SVR-based optimization problem.

\[
\min_{[\mathbf{A}, \mathbf{B}]} \mathcal{L}_i = \frac{1}{2} \|[\mathbf{A}, \mathbf{B}]_i\|^2 + \frac{1}{2\gamma} \sum_{j=1}^N (\xi^+_j + \xi^-_j),
\]

s.t. \( f_i(z^j_k) - [\mathbf{A}, \mathbf{B}]_i z^j_k - \xi^+_j \leq 0 \),

\( -f_i(z^j_k) + [\mathbf{A}, \mathbf{B}]_i z^j_k - \xi^-_j \leq 0 \),

\( \xi^+_j, \xi^-_j \geq 0 \).
where $\xi^+_j$ and $\xi^-_j$ are slack variables to separate $b^j_{k,i} \geq 0$ and $b^j_{k,i} \leq 0$. $\gamma > 0$ is the parameter. Although the estimation results cannot be identical to the actual value due to the noise, the estimation goal in this paper is to get a bounded deviation based finite samples. The estimations of $A$ and $B$ are given based on solving the dual problem of (4) by introducing dual parameter $\alpha \in \mathbb{R}^{n \times 1}$ as

$$
[\tilde{A}, \tilde{B}]_j = \alpha^T z_j^T,
$$

where $\tilde{A}$ and $\tilde{B}$ are the estimations of $A$ and $B$, respectively. Solving procedure details of (5) are shown in Appendix A. The augmented SVR is formulated to estimate $A$ and $B$, such that

$$
\min_{|A B|} \sum_{i=1}^{n} L_i.
$$

Note that the parameter $\gamma$ can be used to trade off bias and variance of the estimation [35]. When $\gamma \to 0$, the second term of (4a) dominates the minimization, and the estimation results tend to be the same as the unbiased results of OLS. The variance of the estimation decreases as parameter $\gamma$ increases. These methods attempt to decrease the regression variance and improve the model’s robustness by sacrificing the unbiasedness property. However, OLS seeks to obtain an unbiased estimation and overlooks the variance, which could lead to poor performance (i.e., large variance) in regression. Thus, compared to OLS, we can use SVR with a tunable parameter $\gamma$ to control the tradeoff between bias and variance and improve the estimation performance.

**Remark 2.** The SVR estimator in this paper is different from $\epsilon$-insensitive SVR. By using dual parameter $\alpha$, the support vectors are introduced into the estimation results. Thus, the proposed method is an SVR-based one. Furthermore, by introducing Vapnik’s theorem in (3), the derivation gives extra insight as (5). The connection between (3) and (4) is broadly studied, we refer the reader to [38, 39].

### 2.3 Observer Synthesis

After estimating system dynamics based on the data collection and SVR procedure, we focus on the observer gain $L$ design. The observer that designed based on estimation results $A$ and $B$ is shown as

$$
\hat{x}_{k+1} = \hat{A}\hat{x}_k + \hat{B}u_k + L(y_k - C\hat{x}_k).
$$

Then, the observer error $e_k = \hat{x}_k - x_k$ can be written as

$$
e_{k+1} = (A - LC)e_{k} - \Delta A\hat{x}_k - \Delta Bu_k - w_k + Lv_k,
$$

where $A = A - \Delta A$ and $B = B - \Delta B$, $L \in \mathbb{R}^{n \times p}$ is the observer gain, which is also used in Kalman filter and linear quadratic Gaussian control design. $\hat{x}_k \in \mathbb{R}^n$ is the state given by the observer.

 Apparently, $L$ needs to be designed so that $A - LC$ is stable. When $A$ is known, it is easy to design a suitable $L$ and make the spectrum radius $\rho(A - LC) < 1$. By referring to [21], we use the mean square observation error $J$ to measure the observer performance,

$$
J = \lim_{T \to \infty} E \left( \frac{1}{T} \sum_{k=0}^{T} \| e_{k+1} \|^2 \right).
$$

The value of $J$ depends on the dynamics estimation results and designed observer gain. The two-step procedure, estimation and observer application, give the end-to-end performance analysis [21–23], which shows that the cost depends on the data sampled in $N$ roll-outs. When $N \to \infty$, $\| \Delta A \| \to 0$ and $\| \Delta B \| \to 0$, and optimal $L$ can be designed to make $\rho(A - LC) < 1$ and the cost is 0 [40].

### 3 SVR Estimation Error Bound Analysis

In this section, we show the sample complexity of SVR-based estimation error. We first show the distribution of SVR estimation for an LTI Gaussian system. Define the matrices $G_k$ and $F_k$ as

$$
G_k = [A^{k-1} A^{k-2} B \ldots B],
$$

$$
F_k = [A^{k-1} A^{k-2} \ldots I_n].
$$

Then, $f \left( \begin{bmatrix} x_{k-1} \\ u_{k-1} \end{bmatrix} \right)$ and $\begin{bmatrix} x_{k-1} \\ u_{k-1} \end{bmatrix}$ follow

$$
f \left( \begin{bmatrix} x_{k-1} \\ u_{k-1} \end{bmatrix} \right) \sim N(0, \sigma^2_k),
$$

$$
\begin{bmatrix} x_{k-1} \\ u_{k-1} \end{bmatrix} \sim N \left( \begin{bmatrix} 0 \\ \sigma^{2-1}_k \\ 0 \sigma^2_m \end{bmatrix} \right),
$$

where $\sigma^2_k = \sigma^2_n G_k G_k^T + \sigma^2_u F_k F_k^T$. Notice that the noise will propagate throughout the system with time, and the accumulation is directly reflected by convolution, which is represented by $G_k$ and $F_k$. By Assumption 1, we have $\|A\| \leq M$ and $\|B\| \leq M$, thus $\forall (Bu_k) \leq m M \sigma^2_n I_n$ and $\sigma^2_k \leq (m M^2 T_0 - \sigma^2_n + M^2 T_0 - \sigma^2_u) I_n$, where $k = T_0$. Then, the regression procedure can be considered into two parts: i) regressing $A$ with the residual terms $Bu_{T_0}$ and $w_{T_0}$, which can be treated as the noise together. Since $\forall (Bu_k) \leq m M \sigma^2_n I_n$ and $\forall (w_{T_0}) = \sigma^2_{w} I_n$, the covariance of the noise when regressing $A$ is equal or less than $\sigma^2_A I_n = (m M \sigma^2_n + \sigma^2_{w}) I_n$, ii) regressing $B$ with the residual terms $Aw_{T_0}$ and $w_{T_0}$, which can be treated as the noise together. Since $\sigma^2_{A_{T_0}} \leq$
\( (nM^{2T_0-1}\sigma_u^2 + M^{2T_0-2}\sigma_w^2)I_n \) and \( V(w_{T_0}) = \sigma_w^2 I_n \), the covariance of the noise when regressing \( B \) is equal or less than \( \sigma_B^2 I_n = (nM^{2T_0-1}\sigma_u^2 + M^{2T_0-2}\sigma_w^2 + \sigma_B^2)I_n \).

**Lemma 1.** For a linear system with independent Gaussian noise (1a), the expectation and covariance of \( \hat{A}_i \) estimated by SVR with \( L_2 \) loss (6) are

\[
\mathbb{E}(\hat{A}_i) = \frac{1}{1 + \gamma} A_i, \quad \text{(10a)}
\]
\[
\mathbb{V}(\hat{A}_i) \leq \frac{1}{1 + \gamma} (\sigma_A^2 (x_{T_0-1} x_{T_0-1}^T)^{-1} + \gamma M^2 I_n), \quad \text{(10b)}
\]

and the expectation and covariance of \( \hat{B}_i \),

\[
\mathbb{E}(\hat{B}_i) = \frac{1}{1 + \gamma} B_i, \quad \text{(11a)}
\]
\[
\mathbb{V}(\hat{B}_i) \leq \frac{1}{1 + \gamma} (\sigma_B^2 (u_{T_0-1} u_{T_0-1}^T)^{-1} + \gamma M^2 I_m), \quad \text{(11b)}
\]

where \( x_{T_0-1} \) and \( u_{T_0-1} \) are deterministic quantities of the samplings.

**Proof.** Please see Appendix B.

Note that \( \sigma_A^2 (x_{T_0-1} x_{T_0-1}^T)^{-1} \) is the estimation variance based on OLS, thus SVR has a \( O(1/(1 + \gamma)) \) minor estimation error variance under more considerable variance noise (see Appendix B). Thus, SVR can provide more stable results than OLS when estimating a system with large noise. Since there is linear relationship between OLS-based estimation and SVR-based one, the estimation results of SVR follow a normal distribution.

The distribution of \( \hat{A}_i \) and \( \hat{B}_i \) cannot be used to quantify the error bound with a certain value. Then, Theorem 1 is given to quantify the estimation error bound.

**Theorem 1.** Given a constant \( \delta \) (where \( 0 < \delta < 1 \)). If all-data in \( N \) roll-outs from beginning to \( T_0 \) is used for estimation based on SVR in (6), then we have the bounds with probability at least \( 1 - \delta \) as,

\[
\frac{1}{1 + \gamma} \left| \gamma \hat{A}_i - \Delta A_i \right| \leq \sqrt{\frac{\theta_A + n\gamma M^2}{(1 + \gamma)N_0} + \frac{2(\theta_A + n\gamma M^2) \log(1/\delta)}{(1 + \gamma)N_0}}, \quad \text{(12)}
\]
\[
\frac{1}{1 + \gamma} \left| \gamma \hat{B}_i - \Delta B_i \right| \leq \sqrt{\frac{\theta_B + m\gamma M^2}{(1 + \gamma)N_0} + \frac{2(\theta_B + m\gamma M^2) \log(1/\delta)}{(1 + \gamma)N_0}}, \quad \text{(13)}
\]

where \( N_0 = (T_0 - 1)N \), \( \theta_A = \frac{4m(nM^{2T_0-1}\sigma_u^2 + \sigma_B^2)}{N\sigma_u^2} \), and \( \theta_B = \frac{4m(nM^{2T_0-1}\sigma_u^2 + M^{2T_0-2}\sigma_w^2)}{N\sigma_u^2} \).

**Proof.** Please see Appendix C.

Theorem 1 formulates the relationship between the estimation and the estimation error. Different from the sample complexity of OLS-based estimator, which directly gives the bound of the estimation error, theorem 1 shows the bound of \( \| \gamma \hat{A}_i - \Delta A_i \| \) for the bias-variance trade-off in the estimation. Since \( A_i \) can be obtained when the training sample and sample length are given, the uncertainty of estimation error is quantified in theorem 1. Theorem 1 also states that the sample-complexities of \( \Delta A_i \) and \( \Delta B_i \) behavior as \( O(1/\sqrt{N}) \), which is consistent with the previous studies based on OLS estimation [22–27]. Further, the parameter \( \gamma \) can change the bound of estimation error under fixed sample length \( N \). The essence lies in the bias-variance trade-off based on the parameter \( \gamma \) in SVR. Then, the interval of the estimation error is defined as \( B(c, r) = [c - r, c + r] \), where \( c \) is the center, \( c - r \) and \( c + r \) are bounds.

**Lemma 2.** Suppose the condition in Theorem 1 holds, then the estimation error of the elements of \( A \) and \( B \) are in the intervals with probability at least \( 1 - \delta \),

\[
\Delta A_{i,j} \in B \left( \gamma \hat{A}_{i,j}, \sqrt{(1 + \gamma)\mathcal{H}_A} \right), \quad \text{(14a)}
\]
\[
\Delta B_{i,j} \in B \left( \gamma \hat{B}_{i,j}, \sqrt{(1 + \gamma)\mathcal{H}_B} \right), \quad \text{(14b)}
\]

where \( \mathcal{H}_A = \sqrt{\frac{\theta_A + n\gamma M^2}{(1 + \gamma)N_0} + \frac{2(\theta_A + n\gamma M^2) \log(1/\delta)}{(1 + \gamma)N_0}} \), and \( \mathcal{H}_B = \sqrt{\frac{\theta_B + m\gamma M^2}{(1 + \gamma)N_0} + \frac{2(\theta_B + m\gamma M^2) \log(1/\delta)}{(1 + \gamma)N_0}} \).

**Proof.** Please see Appendix D.

Lemma 2 further illustrates that \( \gamma \) can change the interval of error. The bias-variance trade-off lies in the different variation rates of the center and the radius in (14). Note that Lemma 2 does not bound the OLS-based estimation result tightly due to the inequalities used in Lemma 1. More importantly, \( \gamma \) can change the bound of the error interval, which benefits the uncertainty analysis. Take the estimation of \( A \) as an example. It is easy to derive that interval of \( A \) can be obtained by the estimation procedure with probability at least \( 1 - \delta \) as

\[
A_{i,j} \in B \left( (1 + \gamma)\hat{A}_{i,j}, \sqrt{(1 + \gamma)\mathcal{H}_A} \right). \quad \text{(15)}
\]

When analyzing the stability of \( A \), the spectral radius needs to be examined. Notice that the expectation of SVR-based estimation is \( 1/(1 + \gamma) \) less than the actual value. The biased estimation in (15) provides a way to adjust the asymmetric interval of \( A_{i,j} \) by tuning \( \gamma \).

Bounds of \( \| \Delta A \| \) and \( \| \Delta B \| \) can be obtained by the following corollary.
Corollary 1. Suppose Theorem 1 holds true, then \(\|\Delta A\| \leq \epsilon_A\) and \(\|\Delta B\| \leq \epsilon_B\), where \(\epsilon_A\) and \(\epsilon_B\) are defined by

\[
\epsilon_A := \sqrt{\sum_{i=1}^{n} \sum_{j=1}^{n} (\|\gamma \tilde{A}_{i,j}\| + \sqrt{(1 + \gamma)\mathcal{H}_A})^2},
\]

\[
\epsilon_B := n \sum_{i=1}^{n} \sqrt{\sum_{j=1}^{n} (\|\gamma \tilde{B}_{i,j}\| + \sqrt{(1 + \gamma)\mathcal{H}_B})^2}.
\]

4 Results on Stable Gain Design

After estimation and obtaining the error interval, the observer gain \(L\) needs to be designed to guarantee the stability of the observer. Specifically, the goal is to determine \(L\), so that \(A - LC\) is stable. However, only the interval of \(A\) can be obtained by the estimation procedure as (15). Then \(A - LC\) is in the interval with probability at least \(1 - \delta\) as

\[
A_{i,j} - \{LC\}_{i,j} \in B\left((1 + \gamma)\tilde{A}_{i,j} - \{LC\}_{i,j}, \sqrt{(1 + \gamma)\mathcal{H}_A}\right),
\]

where \(\{LC\}_{i,j}\) is the \(i, j\)-th element in \(LC\). Then, the design of stable observer gain is equivalent to finding a suitable \(L\), such that the spectral radius of the matrix \(A - LC\) is smaller than 1. Determining the robustness of a given observer gain (controller) under uncertainty is widely studied. Several methods are developed to infer the range of uncertainty for the robust controller [41–43]. However, designing a robust observer gain (controller) is still a hard problem [44]. A conservative design for a stable observer gain is given in Theorem 2, where \(L\) guarantees that \(A - LC\) is stable for all combination in (17).

Theorem 2. Suppose (17) holds true, when observer gain \(L\) satisfies

\[
\|A_{i,i} - \{LC\}_{i,i}\| < 1,
\]

\[
\sum_{i \neq j=1}^{n} \left\{(1 + \gamma)A_{i,j} - \{LC\}_{i,j} + \sqrt{(1 + \gamma)\mathcal{H}_A}\right\}
\leq 1 - \|A_{i,i} - \{LC\}_{i,i}\|.
\]

Then, the observer with \(L\) is stable with probability at least \(1 - \delta\).

Proof. Please see Appendix E.

Algorithm 1: SVR-based Estimation and Stable Observer Gain Design

Input: Data set \(\{x^i_k, u^i_k\}\), the number of rollouts \(N\), the length of each rollout \(T_0\), matrices bound \(M\), the size of the matrices \(m\) and \(n\), the variance of the noise \(\sigma_w\) and input \(\sigma_u\), and the probability coefficient \(\delta\).

Output: The stable observer gain \(L\).

1. for \(i = 1 : n\) do
2. Form the SVR estimator based on (3);
3. Calculate \(\tilde{A}_i\) and \(\tilde{B}_i\);
4. end
5. Combine \(\tilde{A}_i\) and \(\tilde{B}_i\) to get \(\tilde{A}\) and \(\tilde{B}\);
6. for \(i = 1 : n\) do
7. Calculate the upper bound with (12) and (13);
8. for \(j = 1 : m\) do
9. Calculate the interval of \(\Delta A_{i,j}\) with (14a);
10. end
11. for \(j = 1 : m\) do
12. Calculate the interval of \(\Delta B_{i,j}\) with (14b);
13. end
14. Combine the intervals of \(\Delta A_{i,j}\) and \(\Delta B_{i,j}\) to get \(\tilde{B}_A\) and \(\tilde{B}_B\);
15. end
16. for \(i = 1 : n\) do
17. for \(j = 1 : n\) do
18. Obtaining \(L\) according to (18);
19. end
20. end
21. return \(L\).

Remark 3. (18a) shows that a smaller range of interval of (15) leads to finding \(L\) more easily. Fortunately, we can trade off the bias-variance in SVR by tuning \(\gamma \to 0\) in (6) and further obtain the smaller range of interval. However, to satisfy the inequality in (18b), the sum term needs to be small. Note that the error bound is asymmetric. The center of the error bound is away from 0 as \(\gamma\) increases, leading to the sum term decreasing. Therefore, there is a trade-off in bias-variance for designing a stable observer gain.

We illustrate the influence of parameter \(\gamma\) to observer design in numerical simulations in Section 6.

5 Results on Sub-Optimal Observer Analysis

The observer performance is first analyzed based on the observer gain designed in Section 4. Then, a sub-optimal observer is constructed based on System Level Synthesis(SLS) framework [30].
First, suppose there exists an optimal observer gain $K$, which is obtained by solving the Ricatti equation of the observer [45] and $J = 0$ in (8). When the system dynamics is known, the observer error $e(z)$ in (7) is given with $z$-transform into frequency domain according to (5) of [21] as

$$(zI - A + LC)^{-1}Kv - (zI - A + LC)^{-1}Lv.$$  \tag{19}$$

Notice that only the measurement noise $v$ displays in (19) since the observer gain $K$ has already balanced the process noise $w$ and measurement noise $v$. Define the noise $e(z)$ responses to $Kv$ and $v$ by $\Phi_w \triangleq (zI - A + LC)^{-1}$ and $\Phi_v \triangleq (zI - A + LC)^{-1}L$, respectively. Then, the observer error $e(z)$ is given as

$$e = (\Phi_wK - \Phi_v)v,$$

$L$ is parameterized as $\Phi_w^{-1}\Phi_v$, where the close-loop responses $\Phi_w$ and $\Phi_v$ are in the set of real rational stable strictly proper transfer matrices $\frac{1}{z}\mathcal{RH}_\infty$. When the observer is internally stable, the mean squared error is

$$J = \| (\Phi_wK - \Phi_v)\sigma_v \|_{\mathcal{H}_2},$$

where $\| \cdot \|_{\mathcal{H}_2}$ is the $\mathcal{H}_2$ norm. When $L = K$, the error-free observer is achieved, and $J = 0$. The observer error $e(z)$ is given as

$$e = \hat{\Phi}_w\Delta A\Phi_vBu + \hat{\Phi}_w\Delta A\hat{\Phi}_vKv + \hat{\Phi}_wBu + (\hat{\Phi}_wK - \Phi_v)v,$$

where $\hat{\Phi}_w \triangleq (zI - \hat{A} + LC)^{-1}$, $\hat{\Phi}_v \triangleq (zI - A + LC)^{-1}L$, $\hat{\Phi}_A \triangleq (zI - A)^{-1}$ and $(zI - A)$ is inevitable. Then, the mean squared error of the state for the observer with uncertainty is given in Lemma 3.

**Lemma 3.** Consider system (1) with unknown dynamics. The stable observer with parameterization has mean squared observation error given by

$$J = \left\| \begin{bmatrix} K & \hat{\Phi}_w \Delta A\Delta L & \hat{\Phi}_w \Delta A\Delta B \end{bmatrix} \right\|_{\mathcal{H}_2} \| \sigma_v \|_{\mathcal{H}_2},$$

where $\Delta L = K - L$ is the difference between designed observer gain and optimal gain.

The input $u$ and $v$ both influence the observer error as shown in (7). When $L$ is designed based on Theorem 2, the upper bound of the mean squared observation error is given in the following Theorem.

**Theorem 3.** Consider system (1) with unknown dynamics estimated by estimator (4). The estimation error satisfies $\| \Delta A \| \leq \epsilon_A$, $\| \Delta B \| \leq \epsilon_B$ and $\| \Delta L \| \leq \epsilon_L$ with probability at least $1 - \delta$. The upper bound of the mean squared error $J$ is given by

$$J \leq \| \hat{\Phi}_wK - \Phi_v \|_{\mathcal{H}_2} \| \sigma_v \|_{\mathcal{H}_2} + \sqrt{2\epsilon_1} \| \hat{\Phi}_w \|_{\mathcal{H}_2,} \left\| \begin{bmatrix} \Phi_vB \ I \end{bmatrix} \right\|_{\mathcal{H}_\infty} \| \sigma_u \|_{\mathcal{H}_\infty} + \sqrt{2\epsilon_2} \| \hat{\Phi}_w \|_{\mathcal{H}_2,} \left\| \begin{bmatrix} \Phi_vK \ I \end{bmatrix} \right\|_{\mathcal{H}_\infty} \| \sigma_v \|_{\mathcal{H}_\infty},$$

where $\epsilon_1 = \max \{ \epsilon_A, \epsilon_B \}$ and $\epsilon_2 = \max \{ \epsilon_A, \epsilon_L \}$.

**Proof.** Please see Appendix F. \hfill $\square$

The term $\epsilon_L$ is bounded since $A$ and $\hat{A}$ are bounded. When $\epsilon_L \leq \epsilon_A$ or $\epsilon_L \leq \epsilon_B$, the combination of the last two terms in (21) is upper bounded by

$$\sqrt{2\epsilon_1} \| \hat{\Phi}_w \|_{\mathcal{H}_2,} \left\| \begin{bmatrix} \Phi_vB \ I \end{bmatrix} \right\|_{\mathcal{H}_\infty} \| \sigma_u \|_{\mathcal{H}_\infty} + \left\| \begin{bmatrix} \Phi_vK \ I \end{bmatrix} \right\|_{\mathcal{H}_\infty} \| \sigma_v \|_{\mathcal{H}_\infty},$$

From Corollary 1, we directly have that $\epsilon_1 \sim \mathcal{O}\left(\frac{\nu}{\sqrt{N}}\right)$, since $\epsilon_A \sim \mathcal{O}\left(\frac{\nu}{\sqrt{N}}\right)$ and $\epsilon_B \sim \mathcal{O}\left(\frac{\nu}{\sqrt{N}}\right)$. Therefore, $J$ is bounded by $\mathcal{O}\left(\frac{\nu}{\sqrt{N}}\| \hat{\Phi}_w \|_{\mathcal{H}_2,} \| \hat{\Phi}_wK - \Phi_v \|_{\mathcal{H}_2} \| \sigma_v \|_{\mathcal{H}_\infty}\right)$, which shows the sample length and parameter $\gamma$ in our estimator both influence the observer performance.

The backbone of minimizing $J$ is to find an optimal $L$. An alternating simplified formulation is introduced by using robust SLS optimization technique:

$$J_{opt} = \min_{\Phi_w, \Phi_v} \Phi_v \| \hat{\Phi}_w \|_{\mathcal{H}_2,} + \| \hat{\Phi}_wK - \Phi_v \|_{\mathcal{H}_2},$$

s.t. $\| \hat{\Phi}_w \|_{\mathcal{H}_2,} \leq C,$

$$\hat{\Phi}_w(zI - \hat{A}) - \hat{\Phi}_vC = I,$$

$$\hat{\Phi}_w, \hat{\Phi}_v \in \frac{1}{z}\mathcal{RH}_\infty,$$

where $C$ is a regulation parameter to bound $\| \hat{\Phi}_w \|_{\mathcal{H}_2,}$.

$$F = \sqrt{2\epsilon_1} \left\{ \left\| \begin{bmatrix} \Phi_vB \ I \end{bmatrix} \right\|_{\mathcal{H}_\infty} \| \sigma_u \|_{\mathcal{H}_\infty} + \left\| \begin{bmatrix} \Phi_vK \ I \end{bmatrix} \right\|_{\mathcal{H}_\infty} \| \sigma_v \|_{\mathcal{H}_\infty} \right\}$$

is constant. The the affine constraints are used to parameterize the observer following the procedures in SLS [30] and [21]. Further inspired by their work, we choose $C$ as $C \geq 2(1 + \| K \|)\| zI - A + KC \|_{\mathcal{H}_2}$ and the estimation
error satisfies $\epsilon_{\gamma} \| I - A + KC \|_{\mathcal{H}_\infty} \leq 1/2$. Then, the optimal observation performance $J_{\text{opt}}$ fulfills

$$J_{\text{opt}} \leq \epsilon_{\gamma}(\sqrt{2}C) \left\{ \| \Phi A B \|_{\mathcal{H}_\infty} \| \Phi A K \|_{\mathcal{H}_\infty} \| \sigma_u \|_{\mathcal{H}_\infty} + \| \Phi w \|_{\mathcal{H}_2} \| \sigma_v \|_{\mathcal{H}_\infty} \right\} + 2 \| z I - A + KC \|_{\mathcal{H}_2} \| \sigma_v \|_{\mathcal{H}_\infty}.$$ 

This result shows that the performance of the optimal observer based on estimation with uncertainty follows $J_{\text{opt}} \sim O\left(\frac{1}{\sqrt{N}}\right)$. When the system is fully observed, then $\sigma_v = 0$ and $J_{\text{opt}} \leq \sqrt{2}C \| \Phi w \|_{\mathcal{H}_2} \| \sigma_u \|_{\mathcal{H}_\infty}$, which means the observation only related to estimation error and $\| \Phi w \|_{\mathcal{H}_2}$. The performance of a stable observer based on estimation with uncertainty is influenced by both $N$ and $\gamma$. By the merit of the adjustable parameter $\gamma$, the bias-variance trade-off is able to benefit the performance of the observation even with fixed number of samplings.

### 6 Numerical Simulations

In this section, several numerical simulations are conducted to illustrate the estimation and error bound based on the proposed method, as well as the optimality of the designed observer for an unknown LTI system. We mainly focus on the influence of parameter $\gamma$.

We consider an open-loop stable LTI system with state and input matrices

$$A = \begin{bmatrix} 0.9 & 0.01 & 0 \\ 0.01 & 0.9 & 0.01 \\ 0 & 0.01 & 0.9 \end{bmatrix}, \quad B = \begin{bmatrix} 1 \\ 1.5 \\ 2 \end{bmatrix}. \quad (22)$$

We also consider an open-loop unstable system, adapted from [22], as follows

$$A = \begin{bmatrix} 1.01 & 0.01 & 0 \\ 0.01 & 1.01 & 0.01 \\ 0 & 0.01 & 1.01 \end{bmatrix}, \quad B = \begin{bmatrix} 1 \\ 1.5 \\ 2 \end{bmatrix}. \quad (23)$$

In our experiments, we use stochastic input with $\sigma_u = 1$, test the performance of the method under different model noises with $\sigma_w = 0.1, 0.2, 1.0$ and $\sigma_w = 10$. We assume that the state can be directly observed, i.e. $C = I$ for convenience. For the multi-rollout setup, the rollout length is set to $T_0 = 11$, and we vary the number of rollouts from 10 to 450. Empirically, $\gamma$ is often chosen to range in $(10^{-3}, 10^{-1})$ for the estimator. Besides, due to the truncation error in computation, unsuitable $\gamma$ would lead to one of the terms in (4a) equals to 0, and cause the solution to fail. We select $\gamma = 0.005$, $\gamma = 0.01$, $\gamma = 0.05$ and $\gamma = 0.1$. LIBSVM is modified [46] with quadratic loss function. For the error bound calculation, we select the matrices bound $M = 1.1$ and possibility coefficient $\delta = 0.01$.

#### 6.1 Estimation for Systems with Varying Process Noise

First, the estimator (4) with $\gamma = 0.05$ is used to estimate the open-loop stable system (22) and open-loop unstable system (23). The sample length used for estimation is set from 100 to 4500 to show the variation of error based on different sample numbers. OLS is used to estimate the dynamics based on the same data for a fair comparison. Root mean square error (RMSE) is used to measure the estimation error of $A, B$. Table 5 shows The statistical results of 45 repeated estimations. RMSE of the estimation of the proposed method is smaller than that of OLS when the process noise becomes larger, which is consistent with the theoretical analysis. This illustrates that SVR is more suitable for dynamic estimation with large-variance noise since the lower variance of the error provides less volatile results. The behavior of the proposed estimator with varying process noise is shown in Fig. 2. The estimations of the proposed method for both stable and unstable systems fluctuate less slightly, thus showing more effectiveness. The differences in estimation error on different process noises are small, which

| System Type | $\sigma_w = 0.1$ | $\sigma_w = 1$ | $\sigma_w = 10$ |
|-------------|-----------------|----------------|-----------------|
| Open-loop stable | OLS | Ours | OLS | Ours | OLS | Ours |
| $\hat{A}$ | 0.0261 | 0.0265 | 0.0328 | 0.0354 | 0.0541 | 0.0484 |
| $\hat{B}$ | 0.0029 | 0.0038 | 0.0211 | 0.0315 | 0.4278 | 0.2695 |
| Open-loop unstable | OLS | Ours | OLS | Ours | OLS | Ours |
| $\tilde{A}$ | 0.0225 | 0.0236 | 0.0166 | 0.0165 | 0.0171 | 0.0168 |
| $\tilde{B}$ | 0.0019 | 0.0036 | 0.0374 | 0.0359 | 0.3774 | 0.2506 |
Fig. 2. Estimation based on the proposed method for systems with varying process noise.

shows that the variance of process noise has little effect on the proposed estimator. The error bounds given in (14) are effective. The error intervals tend to be smaller when introducing more samples to the estimation process. Furthermore, the variance of process noise has little effect on error bounds, which shows the robustness of the proposed estimator (4) and validate the error bound analysis (14).

The estimation error bounds given in [22–28] are not used for comparison, for our goal is to illustrate the influence of $\gamma$ on the error bound.

6.2 Estimation with Varying Parameter of the Proposed Estimator

Then, the estimations of the proposed method with varying sample lengths and parameter $\gamma$ are conducted. The behavior of the proposed estimator is shown in Fig. 3. The proposed estimator works well on both open-loop stable and unstable systems. The error upper bounds of estimation significantly change with parameter $\gamma$. This is due to the bias-variance trade-off in the proposed method. It cannot be unbiased while holding low variance at the same time. Moreover, as presented in the detail of the lower bound in Fig. 3(b), the variation of the estimation is large when parameter $\gamma$ is small. When $\gamma$ is small, the estimator seeks a smaller biased result, the upper bound is dragged to the x-axis, and the variance increases. The variation of $\gamma$ also changes the interval between the upper and lower bound. When seeking a small interval of the error bound, it can be done with smaller $\gamma$. From the point of stable observer design, we want to have dynamics estimations that do not influence the stability’s determination. In Fig. 3(a), $A$ is determined to be stable after $N = 1800$ for the error bound guarantees $\|A\| < 1$ as (15). Reducing the estimation error interval can be done by introducing more samples into the previous OLS-based estimation methods, whereas the proposed estimator provides two ways (i.e., turning $\gamma$ and adding samples) to change the interval.

6.3 Simulations on Observer Gain Design and Observer Performance Analysis

Based on the estimation results with different $\gamma$, the stable observer gain is designed based on Theorem 2. The stable gains are designed based on estimation with sample length from 100 to 4500. We use the same gain if (18) holds. The observer gain is designed easily on estimations with $\gamma = 0.1$, for the lower bound is closest to the x-axis after $N = 1000$ in Figure 3. Therefore, the cost $J$ is the most stable as $N$ increases when $\gamma = 0.1$. The parameter $\gamma$ helps with the observer gain design.

Then, observers are constructed to verify the proposed cost bound and observer performance based on estima-
This paper mainly focused on SVR-based observer design and analysis for unknown linear systems. We showed the detailed system dynamic estimation procedure, including data collection and the estimator's formulation. Furthermore, we analyzed and formulated the sample complexity bounds for estimation error of the proposed method as $O(1/\sqrt{N})$ with an adjustable parameter $\gamma$, which provides another way to change the estimation error interval besides introducing more samples. We also proposed an observer gain design procedure to guarantee stability based on the dynamic estimation results and the error bound. The procedure reveals that $\gamma$ helps find a stable gain set by adjusting the estimation error interval. We further analyze the end-to-end sample complexity for the sub-optimal observer for an unknown system. We formulated a mean square observation error bound for estimation and observer design, connecting the estimation error and observer performance. Finally, numerical simulations verify the proposed methods. Simulations also illustrated that the parameter $\gamma$ of the proposed method influences the estimation results and observer performance, and a suitable $\gamma$ benefits the observer design and stable performance.

We would like to show the possible future directions:

- The estimation upper and lower bounds are conservative. A possible direction is formulating a tighter bound by introducing other concentration inequality into the scaling procedure or the dual form of the SVR.
- The parameter $\gamma$ influences the performance variance in estimation and observer (controller) performance. It is possible to connect the variation with $\gamma$ over a high probability.
- SVR provides the potential for estimating nonlinear systems. Sample complexity can extend to nonlinear systems by introducing nonlinear kernel functions into SVR.
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Appendix

A The procedure of solving SVR

The primal-dual or Lagrange functional for (4) is obtained by introducing non-negative Lagrange multipliers $\lambda^+, \lambda^-, \alpha^+$ and $\alpha^-$. 

$$\mathcal{L}_D([A, B], \xi^+, \xi^-, \lambda^+, \lambda^-, \alpha^+, \alpha^-)$$

$$= \frac{1}{2} \|[A, B]\|_2^2 + \frac{1}{2\gamma} \sum_{j=1}^N (\xi_j^+ + \xi_j^-)$$

$$- \sum_{j=1}^N (\lambda_j^+ \xi_j^+ + \lambda_j^- \xi_j^-)$$

$$+ \sum_{j=1}^N \alpha_j^+ (f_i(z_k^j) - [A, B]^i z_k^j - \xi_j^+)$$

$$+ \sum_{j=1}^N \alpha_j^- (-f_i(z_k^j) + [A, B]^i z_k^j - \xi_j^-)$$

Then the derivative with respect to Lagrange multipliers are

$$\frac{\partial \mathcal{L}_D}{\partial [A, B]} = [A, B] - \sum_{j=1}^N (\alpha_j^+ - \alpha_j^-) z_k^j = 0$$

$$\frac{\partial \mathcal{L}_D}{\partial \xi_j^+} = \frac{1}{\gamma} \xi_j^+ - \lambda_j^+ - \alpha_j^+ = 0$$

$$\frac{\partial \mathcal{L}_D}{\partial \lambda_j^+} = \xi_j^+ - \lambda_j^+ - \alpha_j^+ = 0$$

$$\frac{\partial \mathcal{L}_D}{\partial \alpha_j^+} = f_i(z_k^j) - [A, B]^i z_k^j - \xi_j^+ = 0$$

$$\frac{\partial \mathcal{L}_D}{\partial \alpha_j^-} = -f_i(z_k^j) + [A, B]^i z_k^j - \xi_j^- = 0$$

Further, according to complementary conditions, $\forall j$, 

$$\alpha_j^+ (f_i(z_k^j) - [A, B]^i z_k^j - \xi_j^+) = 0,$$

$$\alpha_j^- (-f_i(z_k^j) + [A, B]^i z_k^j - \xi_j^-) = 0,$$

(A.3)

Take $\alpha^+ - \alpha^- = \alpha \geq 0$, the dual form of the maximum optimization problem can be written as 

$$\mathcal{L}_D = -\frac{1}{2} \alpha^\top z_k^\top z_k \alpha + f_i(z_k) \alpha.$$ 

(A.4)

The function approximation is 

$$[A, B] = \alpha^\top z_k^\top.$$ 

B Proof of Lemma 1

First we give the relationship between regression results of SVR and OLS. For the sake of clear expression, we use different notations in this section. The standard linear relationship is given as $y = a^\top x + b$, where $b \sim \mathcal{N}(0, \sigma I)$. More specifically, the linear operator $a$ in our problem is $A$. We use a here for a general illustration. The estimation of $a$ is constructed based on $y$ and $x$.

To ease the notation, we use $w$ and $v$ to represent the results of SVR and OLS in this proof, respectively. Note that (4) is the formulation of SVR when it is without magnitude term. The following relationship can be obtained by analysing $\frac{\partial \mathcal{L}_D}{\partial w} = 0$ according to [47].

$$w_i = \frac{1}{1 + \gamma} v_i$$

This conclusion is also given in [47] by geometrical decomposition of SVR and OLS. Then, the expectation of $w$ is given as 

$$E(w_i) = E\left( \frac{1}{1 + \gamma} v_i \right) = \frac{1}{1 + \gamma} E(v_i) = \frac{1}{1 + \gamma} a_i.$$ 

Note that OLS is an unbiased estimator when the system with Gaussian excitation, thus, $E(v)$ equals to actual value. The covariance of $w$ is given as 

$$\nabla(v_i) = \frac{1}{1 + \gamma} (\nabla(v_i) + \gamma a_i^2).$$

Recall the covariance of OLS estimation is 

$$\nabla(v) = \sigma(xx^\top)^{-1}.$$ 

For $\|A\| \leq M$ in Assumption. 1, thus, $\|a\| \leq M$ in the
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linear relationship and we have
\[ V(w) \leq \frac{1}{1 + \gamma} (\sigma(x^T x)^{-1}) + \gamma M^2 I. \]

Lemma 1 stands. It also reveals that the SVR provides a biased estimation, whereas the estimation covariance is smaller than that of OLS when \( V(v) \geq \alpha_i^2 \).

C Proof of Theorem 1

According to (1.1) of [48], when \( X \) follows a normal distribution with mean \( \mu \) and covariance matrix \( \Sigma \), then the sample mean \( \bar{x} \) is also normal with mean \( \mu \) and covariance matrix \( (1/N) \Sigma \), and therefore, for any \( 0 < \delta < 1 \), with probability at least 1 - \( \delta \)
\[ \| \bar{x} - x \| \leq \sqrt{\text{Tr}(\Sigma)/N} + \sqrt{2\lambda_{\text{max}} \log(1/\delta)} / N, \]
where \( \lambda_{\text{max}} \) denotes the largest eigenvalue of \( \Sigma \). According to the distribution of estimation \( \bar{x} \) given by (10), the nonasymptotic bound of estimation error is given as
\[ \| \bar{A}_i - E(\bar{A}_i) \| \]
\[ \leq \sqrt{\text{Tr}(\Sigma)(x_{T_{i-1}}x_{T_{i-1}}^T)^{-1}) + n\gamma M^2 \]
\[ + \sqrt{2 \text{Tr}(\Sigma)(x_{T_{i-1}}x_{T_{i-1}}^T)^{-1}) + n\gamma M^2 \log(1/\delta)} / (1 + \gamma)N_0 \]
\[ \leq \sqrt{\theta_A + n\gamma M^2 \log(1/\delta)} / (1 + \gamma)N_0 \]
where \( \theta_A = (nM^2\sigma_u^2 + \sigma_v^2) \text{Tr}(x_{T_{i-1}}x_{T_{i-1}}^T)^{-1}) \) and \( N_0 = (T_0 - 1)N \). According to Corollary 5.35 of [49] and Lemma 2.3 of [22], the nonasymptotic bound of \( \| (x_{T_{i-1}}x_{T_{i-1}}^T)^{-1} \| \) is given as
\[ \| (x_{T_{i-1}}x_{T_{i-1}}^T)^{-1} \| \leq \frac{1}{nM^2\sigma_u^2 + M^2\sigma_v^2} \]
where \( v \) is a quantity follows a standard Gaussian distribution, and with probability at least 1 - \( \delta \),
\[ \| (v^T)^{-1} \| \leq \frac{1}{\sqrt{N} + \sqrt{n} + \sqrt{2\log(1/\delta)}} \]
\[ \leq \frac{2}{ \sqrt{N}} \]
Combine (C.2) and (C.3), it gets
\[ \theta_A \leq \frac{4nM^2\sigma_u^2 + \sigma_v^2 \sigma_v^2} {N(nM^2\sigma_u^2 + M^2\sigma_v^2)} \]
The upper bound is used in (C.1) as
\[ \theta_A \leq N\sqrt{nM^2\sigma_u^2 + \sigma_v^2 \sigma_v^2} \]
Note that \( \bar{A}_i - E(\bar{A}_i) = \frac{1}{\sqrt{n\gamma M^2}} \| \bar{A}_i - E(\bar{A}_i) \| \). Theorem 1 holds for \( A \) estimation.

Similarly, the nonasymptotic bound of estimation error of \( \bar{B}_i \) is
\[ \| \bar{B}_i - E(\bar{B}_i) \| \]
\[ \leq \sqrt{(\theta_B + nM^2\sigma_u^2 + \sigma_v^2) \text{Tr}(x_{T_{i-1}}x_{T_{i-1}}^T)^{-1}) + n\gamma M^2 \log(1/\delta)} / (1 + \gamma)N_0 \]
where \( N_0 = (T_0 - 1)N \). Define \( H_A = \sqrt{\theta_A + nM^2\sigma_u^2 + \sigma_v^2} \text{Tr}(x_{T_{i-1}}x_{T_{i-1}}^T)^{-1}) + n\gamma M^2 \log(1/\delta)} / (1 + \gamma)N_0 \). For each elements in \( \bar{A}_i \), it has
\[ \Delta A_{i,j}^2 \leq \sqrt{2\gamma A_{i,j}^2 \Delta A_{i,j}} - (1 + \gamma)H(\gamma, \theta_A, n, M, \delta) \]
\[ \gamma A_{i,j} \leq \sqrt{(1 + \gamma)H(\gamma, \theta_A, n, M, \delta)} \]
Since the coefficient of \( \Delta A_{i,j} \) is 1, the parabola has a minimum point and opens upward. The limit points of \( \Delta A_{i,j} \) are obtained by solving (D.1) as
\[ \gamma A_{i,j} = \frac{1}{2} \sqrt{4\gamma A_{i,j}^2 - 4(\gamma A_{i,j}^2) - (1 + \gamma)H_A} \]

D Proof of Lemma 2

It is easy to show that for each element in \( \bar{A}_i \) and \( \Delta A_{i,i} \),
\[ \| \gamma A_{i,j} - \Delta A_{i,j} \| \leq \| \gamma A_{i,j} - \Delta A_{i,i} \| \]
Define \( H_A = \sqrt{\theta_A + nM^2\sigma_u^2 + \sigma_v^2} \text{Tr}(x_{T_{i-1}}x_{T_{i-1}}^T)^{-1}) + n\gamma M^2 \log(1/\delta)} / (1 + \gamma)N_0 \). For each elements in \( \bar{A}_i \), it has
\[ \Delta A_{i,j}^2 - 2\gamma A_{i,j} \Delta A_{i,j} - (1 + \gamma)H(\gamma, \theta_A, n, M, \delta) + \gamma^2 A_{i,j}^2 \leq 0, \]

Define \( H_B = \sqrt{\theta_B + nM^2\sigma_u^2 + \sigma_v^2} \text{Tr}(x_{T_{i-1}}x_{T_{i-1}}^T)^{-1}) + n\gamma M^2 \log(1/\delta)} / (1 + \gamma)N_0 \). The interval of \( \Delta B_{i,j} \) can be obtained based the similar manipulations of that of \( \Delta A_{i,j} \).
E Proof of Theorem 2

The main idea of designing a stable observer gain is to keep the eigenvalue less than 1. Here we adapt a conservative Gershgorin circle theorem for a general form of matrix $A - LC$.

The center of the disc of each row is $\|A_{i,i} - \{LC\}_{i,j}\|$, which is in a unit circle. The largest radius of the disc is $\|(1 + \gamma)A_{i,j} - L_{i,j}\| + \sqrt{(1 + \gamma)H_A}$. The condition is obvious when the disc is in the unit circle.

F Proof of Theorem 3

According to Lemma 3, it has

$$J = \left\| \begin{bmatrix} \tilde{\Phi}_w & \tilde{\Phi}_v \end{bmatrix} \begin{bmatrix} K \\ -I \end{bmatrix} \sigma_v + \tilde{\Phi}_w [\Delta A \ \Delta L] \begin{bmatrix} \Phi_A K \\ I \end{bmatrix} \sigma_v \\
+ \tilde{\Phi}_w [\Delta A \ \Delta B] \begin{bmatrix} \Phi_A B \\ I \end{bmatrix} \sigma_u \right\|_{\mathcal{H}_2},$$

Inspired by Lemma 2 of [21] and Proposition 3.5 of [22], the inequality is

$$J \leq \left\| \begin{bmatrix} \tilde{\Phi}_w & \tilde{\Phi}_v \end{bmatrix} \begin{bmatrix} K \\ -I \end{bmatrix} \sigma_v \right\|_{\mathcal{H}_2}$$

$$+ \left\| \tilde{\Phi}_w [\Delta A \ \Delta B] \begin{bmatrix} \Phi_A B \\ I \end{bmatrix} \sigma_u \right\|_{\mathcal{H}_2}$$

$$+ \left\| \tilde{\Phi}_w [\Delta A \ \Delta L] \begin{bmatrix} \Phi_A K \\ I \end{bmatrix} \sigma_v \right\|_{\mathcal{H}_2},$$

Since $\|\Delta A\| \leq \epsilon_A$, $\|\Delta B\| \leq \epsilon_B$, $\|\Delta L\| \leq \epsilon_L$, $\epsilon_1 = \max \{\epsilon_A, \epsilon_B\}$ and $\epsilon_2 = \max \{\epsilon_A, \epsilon_L\}$, it has

$$J \leq \left\| \tilde{\Phi}_w K - K \right\|_{\mathcal{H}_2} \sigma_v$$

$$+ \sqrt{2\epsilon_1} \left\| \tilde{\Phi}_w \right\|_{\mathcal{H}_2} \left\| \begin{bmatrix} \Phi_A B \\ I \end{bmatrix} \right\|_{\mathcal{H}_\infty} \sigma_u$$

$$+ \sqrt{2\epsilon_2} \left\| \tilde{\Phi}_w \right\|_{\mathcal{H}_2} \left\| \begin{bmatrix} \Phi_A K \\ I \end{bmatrix} \right\|_{\mathcal{H}_\infty} \sigma_v.$$