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Coupling between spin and charge degrees of freedom in electrons is a source of various electronic and magnetic properties of solids. We theoretically study charge density waves induced by the spin-charge coupling in the presence of magnetic orderings in itinerant magnets. By performing a perturbative calculation in the weak-coupling limit of the Kondo lattice model, we derive a useful formula for the relationship between charge and spin density waves, which can be applied to any magnetic orderings, including noncollinear and noncoplanar ones composed of multiple spin density waves called multiple-$Q$ magnetic orderings. We demonstrate the predictive power for single-$Q$ and double-$Q$ states including skyrmion and meron-antimeron crystals on a square lattice, in comparison with the numerical calculations. Moreover, we show that the charge density waves contain richer information than the spin density waves, and are indeed useful in distinguishing the spin textures with similar spin structure factors. We discuss the relation to bond modulation in terms of the magnetic bond energy and the vector spin chirality. We also perform numerical calculations beyond the perturbative regime and find that the charge density waves can be enhanced when the electron filling is commensurate. Furthermore, we investigate the effect of the spin-orbit coupling, which can lead to additional charge density waves owing to effective anisotropic magnetic interactions in momentum space. Our result will provide a way to identify complex magnetic orderings and their origins from the charge modulations.

I. INTRODUCTION

Itinerant magnets consisting of itinerant electrons and localized spins have long been studied in condensed matter physics [1,2]. The key concept is spin-charge entanglement that arises from the exchange coupling between the itinerant electron spins and the localized spins. The interplay between the spin and charge degrees of freedom results in a variety of magnetic, transport, and optical properties. For example, it stabilizes helical magnetic orderings through an effective magnetic interaction via the kinetic motion of itinerant electrons, which is called the Ruderman-Kittel-Kasuya-Yosida interaction [3,5]. Besides, various types of noncollinear and noncoplanar magnetic orderings consisting of multiple spin density waves (SDWs) dubbed multiple-$Q$ magnetic orderings are also induced by effective multiple-spin interactions arising from the spin-charge entanglement [6,12]. Conversely, the magnetic structures of the localized spins affect the electronic properties of itinerant electrons, such as the colossal magnetoresistance [13–17], the topological Hall effect [18,21], the magnetoelectric effect [22–25], and nonreciprocal transport [26,32].

Among rich spin-charge coupled physics, we focus on the charge density wave (CDW) in itinerant magnets. The spin-charge interplay brings about the possibility of spontaneous formation of the CDW, without relying on repulsive Coulomb interactions or electron-phonon interactions [33]. Indeed, it was shown that a CDW appears in the Kondo lattice model in one [34], two [35], and infinite dimensions [36,37]. Similar instability was also discussed for the periodic Anderson model [38,39]. These CDWs are attributed to a quantum many-body effect via the Kondo singlet formation, and thus do not necessarily require magnetic orderings. Meanwhile, CDWs can occur in the presence of magnetic ordering. In this case, the internal field from the magnetic moments affects the charge degree of freedom via the spin-charge coupling. The typical examples were found in a partial magnetic disorder [40–45] and a ferrimagnetic order [46,47] on a triangular lattice, and a noncoplanar triple-$Q$ order on a cubic lattice [48,49]. Interestingly, it was recently shown that such a CDW appears in more complex spin textures, such as a skyrmion crystal (SkX) [50–55].

In the spin-charge coupled systems, the identification of the CDW provides us important information on the magnetic state and its microscopic origin. A successful example has recently been achieved in the centrosymmetric 4$f$-electron material GdRu$_2$Si$_2$ [56–58], which hosts three multiple-$Q$ magnetic states in an external magnetic field [50]. Although one of the three, the square SkX in the intermediate field region, has been identified by a magnetic probe of the Lorentz transmission microscopy [50], the magnetic structures of the other two were indirectly resolved by an electric probe of the spectroscopic-imaging scanning tunneling microscopy measurement [57]. The observed CDW modulations were well reproduced based on the Kondo lattice model, which indicates that the concomitant SDWs and CDWs in GdRu$_2$Si$_2$ are a consequence of the spin-charge coupling inherent to itinerant magnets [58].

In the present study, we investigate the CDW formation in the presence of SDWs in a broader context, in order to understand their relationship in details. On the basis of the perturbation in terms of the spin-charge coupling, we derive a compact formula for predicting the CDW modulation induced by SDW ordering, which can be applied to arbitrary complex multiple-$Q$ states on any lattices. We test the formula for several magnetic orderings including the double-$Q$ (2$Q$) SkX and the 2$Q$ meron-antimeron crystal (MAX) on a square lattice, and show that the associated CDW patterns obtained by the
numerical diagonalization are well accounted for by the formula. In particular, we find that the $2Q$ coplanar state and the MAX are clearly distinguished in terms of the CDWs, although they look similar in terms of the spin structure factor. We comment on the relationship between the CDW formation and the bond modulation by the underlying spin texture, from the results for the kinetic bond energy and the vector spin chirality. We also show that, in the strong spin-charge coupling region beyond the perturbative regime, the CDW can be enhanced and modulated when the electron filling is commensurate and the electronic band structure tends to be gapped. Moreover, we discuss the role of the spin-orbit coupling in the CDW formation, which also induces additional CDWs through effective anisotropic magnetic interactions arising from the spin-orbit coupling. Our result indicates the relevance of the CDW modulations to the identification of complex magnetic orderings and their microscopic origins.

The rest of the paper is organized as follows. After introducing the Kondo lattice model in Sec. II, we present the results obtained by the perturbative calculation and the numerical diagonalization in a complementary way in Sec. III. Section IV is devoted to the summary.

II. MODEL

We consider the Kondo lattice model, which is one of the prototypical models for itinerant magnets. The model consists of itinerant electrons and localized spins, which are coupled via the exchange coupling. The Hamiltonian is given by

$$H = - \sum_{i,j,\sigma} t_{ij} c_{i\sigma}^\dagger c_{j\sigma} + \sum_{i,\sigma,\sigma'} J_{\sigma\sigma'} c_{i\sigma}^\dagger \sigma \cdot \sigma' c_{i\sigma'} \cdot S_i,$$

where $c_{i\sigma}^\dagger$ ($c_{i\sigma}$) is a creation (annihilation) operator of an itinerant electron at site $i$ and spin $\sigma$, and $S_i$ is a localized spin at site $i$. The first term in Eq. (1) represents the kinetic energy of the itinerant electrons with the hopping parameter $t_{ij}$ between sites $i$ and $j$. The second term stands for the onsite exchange coupling between the itinerant electron spins $s_i = (1/2) \sum_{\sigma,\sigma'} c_{i\sigma}^\dagger \sigma \cdot \sigma' c_{i\sigma'}$ and $S_i$, where $\sigma = (\sigma^x, \sigma^y, \sigma^z)$ is the vector of Pauli matrices. The coupling constant is denoted as $J$. We regard $S_i$ as the classical spin with $|S_i| = 1$; the sign of $J$ is irrelevant and no Kondo screening occurs.

The Kondo lattice model in Eq. (1) is an appropriate model to examine the relation between SDW and CDW, since it exhibits a variety of multiple-$Q$ magnetic states, such as SkXs [41, 45, 59–61], chirality density waves [62–64], and vortex crystals [65] in spite of the simple two constituents in the Hamiltonian. This is attributed to effective spin interactions that arise from the spin-charge coupling combined with the kinetic motion of itinerant electrons. Indeed, it was shown that the Kondo lattice model generally includes effective multiple-spin interactions described in momentum space, e.g., $(S_{q_1} \cdot S_{q_2})(S_{q_1} \cdot S_{q_3})$, by the perturbation in terms of $J$, where $S_q$ is the Fourier transform of $S_i$ [66].

In the following, we discuss the CDW under the SDW by postulating magnetic textures for $S_i$ in the ground state. As will be discussed in Sec. III A, the charge modulation is caused by multiple spin scatterings of itinerant electrons, which are formulated by effective spin interactions in momentum space arising from the kinetic motion of itinerant electrons [see Eq. (1)]. Thereby, the following results can also be applied to other itinerant electron models, such as the Hubbard model and the periodic Anderson model in the region where the effective interactions are described by the multiple spin interactions in momentum space.

III. RESULTS

In this section, we study the CDW modulation in the presence of SDW for the Kondo lattice model in Eq. (1). First, we derive a general formula for the CDW induced by the SDW on the basis of the perturbation in terms of the spin-charge coupling in Sec. III A. Then, we test the formula for representative examples, in comparison with the numerical results by the direct exact diagonalization. Specifically, we take single-$Q$ (1Q) and 2Q magnetic orderings on a square lattice. While the formula holds for generic cases, for simplicity we take into account only the nearest-neighbor hopping, $t = 1$, in the model in Eq. (1) on the square lattice in the calculations. In Sec. III B we discuss the CDW in the 1Q sinusoidal orderings with and without a net magnetization. We further investigate the CDWs in the presence of the 2Q magnetic orderings composed of superpositions of two SDWs in Sec. III C. In Sec. III D, we shall demonstrate the relation between the CDW and the other spin and charge related quantities, the vector chirality and the kinetic bond energy. We discuss the behavior in a wider parameter region beyond the perturbative regime in Sec. III E. We also discuss the effect of the antisymmetric spin-orbit interaction on the CDW for a polar tetragonal system in Sec. III F.

A. Perturbative analysis

For the preparation of the perturbative argument, we perform the Fourier transform of the model in Eq. (1) as

$$H = \sum_{k,\sigma} \varepsilon_k c_{k\sigma}^\dagger c_{k\sigma} + \frac{J}{\sqrt{N}} \sum_{k,q,\sigma,\sigma'} c_{k\sigma}^\dagger \sigma \cdot \sigma' c_{k+q\sigma'} \cdot S_q,$$

where $\varepsilon_k$ is the energy dispersion and $N$ is the number of sites; $c_{k\sigma}^\dagger$ and $c_{k\sigma}$ are the Fourier transform of $c_{i\sigma}^\dagger$ and $c_{i\sigma}$, respectively. The second term denotes the scattering of
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In the presence of SDW, the CDW modulation of itin-
erant electrons is caused by the scattering by the lo-
calized spins \( S_q \) in the second term of Eq. (2). When
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\[
n_q = \frac{2J^2}{N^2} T \sum_{k,q_1,q_2} \sum_{\omega_n} G_k^0 G_{k+q_1}^0 G_{k+q_1+q_2}^0 \times (S_{q_1} \cdot S_{q_2}) \delta_{q_1+q_2,q+lG}.
\]

where \( G_k^0(\omega_p) = [i\omega_p - (\varepsilon_k - \mu)]^{-1} \) is noninteracting
Green’s function, \( T \) is the temperature (the Boltzmann constant is taken as unity), \( \omega_p \) is the Matsubara frequency, \( \mu \) is the chemical potential, \( \delta \) is the Kronecker delta, and \( G \) is the reciprocal lattice vector \( l \) is an integer). We drop the spin index for Green’s function because
the kinetic term in the Hamiltonian is spin independent
we will discuss a spin-dependent case in Sec. III F. We
note that the summation with respect to the Matsubara
frequency is analytically taken as

\[
T \sum_{\omega_n} G_k^0 G_{k+q_1}^0 G_{k+q_2}^0 = \int \left( \varepsilon_k - \varepsilon_{k'} \right) \left( \varepsilon_{k'} - \varepsilon_k \right) + f(\varepsilon_{k'})(\varepsilon_{k'} - \varepsilon_k) + f(\varepsilon_{k})(\varepsilon_{k} - \varepsilon_{k'}),
\]

The expression in Eq. (3) indicates that the CDW
modulation with wave vector \( q \) is predominantly induced
by the two-spin scattering in the form of \( S_{q_1} \cdot S_{q_2} \) which
satisfies the momentum conservation \( q = q_1 + q_2 \). In
other words, only the magnetic correlations with nonzero
\( S_{q_1} \cdot S_{q+q_2} \) contribute to the CDW modulation with wave
vector \( q \). In addition, the magnitude of the CDW modu-
lation is strongly affected by the band structure and the
electron filling through Green’s functions in Eq. (3).

We can also obtain higher-order contributions to \( n_q \)
by higher-order expansions in terms of \( J \). Note that no
odd-order terms in \( J \) appear in the presence of time-
reversal symmetry. As expected from Eq. (4), the 2n-
ern-order contribution is given in the form of \( (S_{q_1} \cdot S_{q_2}) \cdot (S_{q_3} \cdot S_{q_4}) \cdot \cdots (S_{q_{n-1}} \cdot S_{q_n}) \); for example, the fourth-order con-
tribution is proportional to \( (S_{q_1} \cdot S_{q_2})(S_{q_3} \cdot S_{q_4}) \) with
\( q = q_1 + q_2 + q_3 + q_4 + lG \).

B. Single-\( Q \) spin states

To test the perturbative argument in Sec. III A we first
numerically evaluate Eq. (3) for \( 1Q \) states on a square
lattice as the simplest example, and compare the results
with those by the direct diagonalization of the Kondo
lattice Hamiltonian in Eq. (1). We discuss the CDW
in the \( 1Q \) sinusoidal SDW without a net magnetization
in Sec. III B1 and that with a nonzero magnetization in
Sec. III B2.

1. Without a net magnetization

The spin texture characterized by the \( 1Q \) sinusoidal wave
is represented by

\[
S_i = N_i(0,0,\cos Q_1 \cdot r_i),
\]

where \( r_i \) is the position vector at site \( i \) and \( N_i \) repres-
ents the normalization to satisfy \( |S_i| = 1 \) at each site.
Here we take the ordering vector \( Q_1 = (\pi/3,0) \) (the lat-
tice constant is set to unity). The spin configuration is
shown in the left panel of Fig. 2(a), where the spins are
aligned in an up-up-up-down-down-down way along the \( x \)
direction, and hence, there is no net magnetization. This
spin state shows dominant Bragg peaks at \( \pm Q_1 \) in the
spin structure factor, and in addition, higher harmonics
at \( \pm 3Q_1 \), as shown in the middle left panel of Fig. 2(a).
Here, the spin structure factor for the localized spins is
calculated as

\[
S_q^f(q) = \frac{1}{N} \sum_{ij} S_i \cdot S_j e^{i \mathbf{q} \cdot (r_i - r_j)}.
\]

In this situation, we can predict the CDW modula-
tion by using Eq. (3). Specifically, by plugging \( \pm Q_1 \) and
\( \pm 3Q_1 \) into \( q_1 \) and \( q_2 \) in Eq. (3), we find that only
the \( q = \pm 2Q_1 \) components of \( n_q \) become nonzero in
the first Brillouin zone. Note that there are three combi-
nations that contribute to \( n_{2Q_1} \): \( (q_1, q_2) = (Q_1, Q_1) \),
\( (-Q_1, 3Q_1) \), and \( (3Q_1, -Q_1) \) \( \pm 3Q_1 \) are equivalent as
they are on the zone boundary). In Fig. 2(a), the solid
lines show the chemical potential \( \mu \) dependence of \( |n_{2Q_1}| \).
FIG. 2. Left: Real-space spin configurations of the 1Q sinusoidal spin state with \( \mathbf{Q}_1 = (\pi/3, 0) \), (a) without a net magnetization in Eq. \( \text{(5)} \) and (b) with a nonzero magnetization \( \tilde{M}^z = 0.7 \) in Eq. \( \text{(9)} \). The contour shows the \( z \) component of the spin moment. Note that the spin states are collinear: (a) up-up-up-down-down-down and (b) up-up-up-up-up-down. Middle left: The square root of the charge structure factor. The data for the CDW modulations are obtained by the direct diagonalization of the Hamiltonian in Eq. \( \text{(1)} \) at \( J = 0.05 \) and \( \mu = 3 \) for the system size with \( N = 96^2 \) under the periodic boundary conditions.

FIG. 2. Right: The square root of the charge structure factor. The data for the CDW modulations are obtained by the direct diagonalization of the Hamiltonian in Eq. \( \text{(1)} \) at \( J = 0.05 \) and \( \mu = 3 \) for the system size with \( N = 96^2 \) under the periodic boundary conditions.

In order to quantitatively test the perturbative argument, we compare the \( \mu \) dependences of \( |n_{2Q_1}| \) between the results by Eq. \( \text{(5)} \) and the direct diagonalization at \( J = 0.05 \) in Fig. 3(a). We find that the Bragg peaks appear only at \( \pm 2Q_1 \), as predicted by the perturbative formula in Eq. \( \text{(3)} \).

In order to quantitatively test the perturbative argument, we compare the \( \mu \) dependences of \( |n_{2Q_1}| \) between the results by Eq. \( \text{(5)} \) and the direct diagonalization at \( J = 0.05 \) in Fig. 3(a). We find that the Bragg peaks appear only at \( \pm 2Q_1 \), as predicted by the perturbative formula in Eq. \( \text{(3)} \).

Note that \( |n_{2Q_1}| = \sqrt{N^c(q)/N} \). The result is plotted in the right panel of Fig. 2(a). We find that the Bragg peaks appear only at \( \pm 2Q_1 \), as predicted by the perturbative formula in Eq. \( \text{(3)} \).

To compare the \( \mu \) dependences of \( |n_{2Q_1}| \) between the results by Eq. \( \text{(5)} \) and the direct diagonalization at \( J = 0.05 \) in Fig. 3(a). We find that the Bragg peaks appear only at \( \pm 2Q_1 \), as predicted by the perturbative formula in Eq. \( \text{(3)} \).

The \( 2Q_1 \) CDW modulation for the \( Q_1 \) sinusoidal SDW is also intuitively understood from the real-space picture. When the itinerant electrons move on the up-up-up-down-down-down spin texture, the effective hopping amplitude is modulated in a different way for neighboring parallel (up-up or down-down) spins and antiparallel...
FIG. 3. (a) $|n_{2Q_1}|$ under the 1Q sinusoidal spin ordering with $Q_1 = (\pi/3, 0)$ in Eq. (3) as a function of the chemical potential $\mu$ for $J = 0.05$ and $N = 1440^2$. The squares show the results obtained by the direct diagonalization of Eq. (1) and the solid lines show those by the perturbative formula in Eq. (3). The blue (green) shaded regions represent $n_{2Q_1} > 0$ ($n_{2Q_1} < 0$). (b) The same plot as (a) for $J = 0.1, 0.3,$ and $0.5$, where $|n_{2Q_1}|$ is renormalized by $J^2$ for comparison.

(continued)

The above analysis can be straightforwardly applied to more complex spin configurations. In this section, we demonstrate it for four types of the 2Q spin textures with the ordering vectors $Q_1 = (\pi/3, 0)$ and $Q_2 = (0, \pi/3)$: the 2Q chiral stripe state in Sec. III C 1, the 2Q coplanar state in Sec. III C 2, the 2Q MAX in Sec. III C 3 and the 2Q SkX in Sec. III C 4. We show that while all these spin states are described by the superpositions of two SDWs, the characteristic wave vectors of the CDW are different from each other, which are in good agreement with the predictions from the perturbative argument. Throughout this section, the numerical calculations by the direct diagonalization are done for $J = 0.05$ and $\mu = 3$, and the system size with $N = 96^2$.

C. Multiple-Q spin states

1. 2Q chiral stripe

We begin with a superposition of the 1Q spiral wave along the $Q_1$ direction and the 1Q sinusoidal wave along the $Q_2$ direction. This is called the 2Q chiral stripe state, whose spin configuration is given by

$$S_i = N_i \left( \begin{array}{c} b \sin Q_2 \cdot r_i \\ \sqrt{1 - b^2 \sin^2 Q_2} \cdot r_i \cos Q_1 \cdot r_i \\ \sqrt{1 - b^2 \sin^2 Q_2} \cdot r_i \sin Q_1 \cdot r_i \end{array} \right)^T,$$

where $S_Q = S_{Q_1} S_{Q_2}$. This is reasonable from the real-space picture: the effective hopping is renormalized but remains spatially uniform because of the uniform twist of spins.

2. With a net magnetization

We further perform the comparison for the 1Q sinusoidal spin configuration with a net magnetization given by

$$S_i = N_i (0, 0, \tilde{M}^z + \cos Q_1 \cdot r_i).$$

We take $\tilde{M}^z = 0.7$ so that the real-space spin configuration becomes the up-up-up-up-down spin configuration, as shown in the left panel of Fig. 2(b). Note that $\tilde{M}^z$ is not the actual value of the net magnetization. In contrast to the case without the magnetization, this spin state shows additional peaks at $q = 0$ and $\pm 2Q_1$ in the spin structure factor, as shown in the middle left panel of Fig. 2(b). Reflecting the additional Fourier components, the perturbative formula in Eq. (3) predicts additional CDW modulations at $q = \pm Q_1$ and $\pm 3Q_1$ owing to nonzero spin products of $S_i^{z Q_1} S_i^0$ and $S_i^{z Q_1} S_i^{\pm 2Q_1}$. This is indeed confirmed by the direct diagonalization, as shown in the real-space charge modulation and the charge structure factor in the middle right and right panels of Fig. 2(b), respectively.
FIG. 4. Left: Real-space spin configurations of (a) the $2Q$ chiral stripe state in Eq. (10), (b) the $2Q$ coplanar state in Eq. (11), (c) the $2Q$ MAX in Eq. (12), and (d) the $2Q$ SkX in Eq. (13). The arrows and the contour show the $xy$ and $z$ components of the localized spins, respectively. Middle left: The square root of the spin structure factor for the localized spins in the first Brillouin zone. Middle right: Real-space distributions of the local charge density measured from the average density. Right: The square root of the charge structure factor.

where $b$ is a parameter that controls the mixture of the second component with $Q_{2}$; we here take $b = 0.8$. The real-space spin configuration is shown in the left panel of Fig. 4(a), which consists of a periodic array of vortices and antivortices in the $xy$-spin components and the stripe modulation in the $z$-spin component. Owing to the noncoplanar spin texture, this state accompanies a density wave of the scalar spin chirality defined by the triple product of three neighboring spins, $S_i \cdot (S_j \times S_k)$, along the $Q_2$ direction, which is the reason why this spin state is called the $2Q$ chiral stripe. There is no net scalar chirality, and hence, no topological Hall effect occurs in this state. The spin structure factor exhibits the Bragg peaks at $\pm Q_1$ and $\pm Q_2$ with different inten-
and at the higher harmonics at $\pm Q_1 \pm 2Q_2$, as shown in the middle left panel of Fig. 4(a). The nonzero intensities at $\pm Q_1 \pm 2Q_2$ are attributed to the factor $\sqrt{1 - b^2 \sin^2 Q_2 \cdot r_i}$ in Eq. (10), which includes the contribution of $\cos 2Q_2 \cdot r_i$. This $2Q$ chiral stripe has been widely found in itinerant magnets on various lattices, e.g., the Kondo lattice model on the square [55, 64, 65], triangular [66, 68], and cubic [69] lattices, and the $d$-$p$ model on the square lattice [70].

The right two panels of Fig. 4(a) represent the real-space charge distribution and the charge structure factor in the $2Q$ chiral stripe state. The local charge density oscillates only along the $Q_2$ direction, and indeed, the charge structure factor exhibits the peaks only at $\pm Q_2$. At first glance, the result appears to contradict with the perturbative argument for the given peaks in the spin structure factor at $\pm Q_1$, $\pm Q_2$, and $\pm Q_1 \pm 2Q_2$, but it is understood as follows. Equation (10) is represented by a superposition of the circular spiral wave with $|S_{Q_1}| = |S_{Q_2}|$ along the $Q_1$ direction and the sinusoidal wave along the $Q_2$ direction. The latter gives rise to nonzero $n_2Q_2$, whereas the former does not lead to any CDW, as discussed in Sec. III B 1. Thus, the CDW with $\pm Q_2$ is compatible with the perturbative formula in Eq. (3).

2. $2Q$ coplanar

Next, we consider the $2Q$ coplanar state, which is characterized by a superposition of two sinusoidal waves. The spin configuration is given by

$$S_i = N_i \left( -\cos Q_2 \cdot r_i, \cos Q_1 \cdot r_i, 0 \right).$$ (11)

The real-space picture of the localized spins is shown in the left panel of Fig. 4(b). This state also consists of a periodic array of vortices and antivortices like the $2Q$ chiral stripe state, but all the spins are coplanar with no $z$-spin component. Owing to the normalization condition of $|S_i| = 1$, the spin structure factor shows the peaks at higher harmonics $\pm Q_{\nu} \pm 2Q_{\nu}$ and $\pm 2Q_{\nu} \pm 3Q_{\nu}$ ($\nu = 1, 2$), in addition to $\pm Q_{\nu}$ and $\pm 3Q_{\nu}$ expected for each sinusoidal wave, as shown in the middle left panel of Fig. 4(b). This state has been discussed in itinerant magnets at zero field [71] and in frustrated and itinerant magnets under an external magnetic field [58, 66, 72, 73].

In the $2Q$ coplanar state, the local charge density is modulated in both the $x$ and $y$ directions unlike the $2Q$ chiral stripe, as shown in the middle right panel of Fig. 4(b). The charge structure factor exhibits the peaks at $\pm 2Q_1 \pm 2Q_2$, in addition to $\pm 2Q_1$ and $\pm 2Q_2$ which are expected from each sinusoidal wave. This is because there are nonzero contributions from, e.g., $S_{Q_1} \cdot S_{Q_1+2Q_2}$ and $S_{Q_2} \cdot S_{Q_1-2Q_2}$, to $n_2$ with $q = 2Q_1 \mp 2Q_2$ in Eq. (3).}

3. $2Q$ MAX

The $2Q$ MAX is obtained as a modulation of the $2Q$ coplanar state by adding a nonzero $z$-spin component as

$$S_i = N_i \left( -\cos Q_2 \cdot r_i, \cos Q_1 \cdot r_i, \sin Q_1 \cdot r_i - \sin Q_2 \cdot r_i \right)^T.$$ (12)

This is regarded as a superposition of two spin helices: one is in the $y$-$z$-spin component with wave vector $Q_1$, and the other is in the $x$-$z$-spin component with $Q_2$. The real-space spin configuration is shown in the left panel of Fig. 4(c). Reflecting the modulation in the $z$-spin component, the $2Q$ MAX consists of a periodic array of meron and antimeron characterized by a half skyrmion number each with opposite sign [74, 76]. The cancellation of the skyrmion number between the merons and antimerons leads to no topological Hall effect. The peak positions of the spin structure factor are the same as those in the $2Q$ coplanar state, as shown in the middle left panel of Fig. 4(c). This state has been discussed in chiral magnets [77], frustrated magnets [73], and polar itinerant magnets [78, 79].

In spite of the same set of the Bragg peaks in the spin structure factor, the CDW modulations are qualitatively different between the $2Q$ coplanar state and the $2Q$ MAX, as shown in the right two panels of Figs. 4(b) and 4(c), respectively. The primary difference is found in the $\pm Q_1 \pm 2Q_2$ components in the charge structure factor; the $2Q$ MAX has nonzero $n_{Q_1 \pm Q_2}$, while the $2Q$ coplanar state does not. This is because the $2Q$ structure in the $z$-spin component in the $2Q$ MAX gives a contribution of $S_{\pm Q_1} \cdot S_{\pm Q_2}$ to $n_q$ with $q = \pm Q_1 \pm Q_2$ in Eq. (3). Furthermore, it is worthwhile mentioning that the $2Q$ MAX state exhibits the CDW modulations, although the constituent waves are the circular spiral waves rather than the sinusoidal waves. This appears to contradict with the observations in the $1Q$ case in Sec. III B 1, but can be understood from the different amplitudes between the $xy$- and $z$-spin components; the former has the $1Q$ component, whereas the latter has $2Q$, which effectively make the $xy$ and $z$ spins inequivalent. Thus, the multiple-$Q$ spiral states may be accompanied by different CDW modulation from the $1Q$ cases.

4. $2Q$ SkX

Lastly, we discuss the CDW in the $2Q$ SkX. The spin configuration is obtained by adding a uniform $z$-spin component to the $2Q$ MAX in Eq. (12), which is given by

$$S_i = N_i \left( -\cos Q_2 \cdot r_i, \cos Q_1 \cdot r_i, \hat{M} \sin Q_1 \cdot r_i - \sin Q_2 \cdot r_i \right)^T.$$ (13)
We here set $\hat{M}^z = 0.7$. As shown in the left panel of Fig. 4(d), the skyrmion cores defined by $S^z_i \approx -1$ form a square lattice, and hence, this state is called the square SkX. Different from the 2Q MAX, this spin configuration shows a nonzero net value of the scalar spin chirality, which results in the topological Hall effect. Owing to the nonzero magnetization, there are additional peaks in the spin structure factor at $q = 0, \pm Q_1 \pm Q_2, \pm 2Q_1, \pm 2Q_2$, and $\pm 3Q_1 \pm 2Q_2$, as shown in the middle left panel of Fig. 5(d) (we note that there are also peaks with weak intensity on the Brillouin zone boundary, e.g., at $3Q_1 + Q_2$). This state has been widely discussed in itinerant magnets [58] and in localized magnets [72, 73].

The additional $q$ components of spins induce additional charge modulations, as shown in the right two panels of Fig. 5(d). The intensities become nonzero at multiples of $Q_1$ and $Q_2$, i.e., $m_1Q_1 + m_2Q_2$ where $m_1$ and $m_2$ are integers, all of which are accounted for by the perturbative formula in Eq. (3).

We note that a similar CDW modulation is expected to appear in the collinear 2Q bubble crystal without the $xy$ spin components in Eq. (13), which might be realized in CeAuSb$_2$ [80, 82].

**D. Relation to bond modulation**

As discussed for the 1Q case in Sec. III B 1, the CDW formation in the 2Q cases can be understood from the modulation of the effective hopping amplitude on the underlying spin texture. This is demonstrated in the left panels of Fig. 4 for (a) the 2Q chiral stripe state in Eq. (10), (b) the 2Q coplanar state in Eq. (11), (c) the 2Q MAX in Eq. (12), and (d) the 2Q SkX in Eq. (13).

Here, we plot the structure factor for the kinetic bond energy defined by

$$B^c(q) = \frac{1}{N} \sum_{i,j} K_{i\delta} \cdot K_{j\delta} e^{i(q \cdot (r_i - r_j))}, \quad (14)$$

where $K_{i\delta}$ is the local kinetic energy between site $i$ and $i + \delta$ as

$$K_{i\delta} = \sum_{\sigma} \langle \hat{c}_{i\sigma}^\dagger \hat{c}_{i+\delta \sigma} + \text{H.c.} \rangle. \quad (15)$$

Here, $\delta = \hat{x}$ and $\hat{y}$ denote the shift with lattice constant along the $x$ and $y$ directions, respectively. We find that $B^c(q)$ shows the peaks at the same positions as the charge structure factor $N^c(q)$ in the right panels of Figs. 4(a)-4(d). This is because the hopping of itinerant electrons is modulated depending on the relative angle of the localized spins, as discussed in Sec. III B 1.

While the above quantity is related to the inner product of the localized spins $S_i \cdot S_j$, we find that the outer product $S_i \times S_j$, which is called the vector spin chirality, also has a correlation with the CDW. In the right panels of Fig. 5 we plot the structure factor for the vector spin chirality defined by

$$\chi_{vec}^f(q) = \frac{1}{N} \sum_{i,j} \chi_{i\delta} \cdot \chi_{j\delta} e^{i(q \cdot (r_i - r_j))}, \quad (16)$$

where $\chi_{i\delta} = S_i \times S_{i+\delta}$. The result shows that $\chi_{vec}^f(q)$ exhibits the peaks at the same positions as $N^c(q)$ as well as $B^c(q)$. The origin of the correspondence is not clear but it might be attributed to the relation between the vector spin chirality and the local electronic polarization.
as \( p_{ij} \propto \vec{r}_{ij} \times (\vec{S}_i \times \vec{S}_j) \), where \( \vec{r}_{ij} \) is the unit vector from the site \( i \) to \( j \). Although this relation holds for the insulating systems, we speculate that the CDW in our metallic system is also affected by the vector spin chirality through a similar relationship between spin and charge. We note, however, that the correspondence does not hold for the collinear magnetic orderings.

E. Parameter dependence

In the previous sections, we confirmed that the perturbative formula in Eq. (3) well explains the CDW formation in the model in Eq. (1) for weak \( J \). In this section, we examine how the CDW evolves while increasing \( J \) beyond the perturbative regime. We take the \( 2Q \) coplanar state in Eq. (11) as an example. Figure 6(a) displays the intensity of \(|n_{2Q}|\) while varying \( J \) and the electron filling \( n \). Again, the results for less than half filling are obtained by using the particle-hole symmetry. In the weak \( J \) region, \(|n_{2Q}|\) increases while increasing \( J \) owing to the factor of \( J^2 \) in Eq. (3) [see also Fig. 3(b)]. Meanwhile, the behavior of \(|n_{2Q}|\) deviates largely from Eq. (3) for \( J \geq 0.5 \) and depends on \( J \) and \( n \) in a complicated manner, as shown in Fig. 6(a). We find that the value of \(|n_{2Q}|\) tends to be enhanced around some commensurate fillings to a multiple of \( 1/9 \), e.g., \( n = 10/9, 11/9, \) and \( 17/9 \) in the large \( J \) region. This is attributed to the tendency of the gap opening in the band structure of the itinerant electrons at the commensurate fillings. We demonstrate this for \( J = 4.5 \) in Fig. 6(d), where the system opens an energy gap at \( n = 10/9 \) and \( 17/9 \), and remains gapless but semimetallic at \( n = 11/9 \). Thus, the strong spin-charge coupling provides the possibility to enhance the CDW modulation through the significant modification of the band structure.

Besides, we find that, depending on \( J \) and \( n \), the dominant CDW modulation appears in a different wave vector from the prediction by the perturbative formula in Eq. (3). This is demonstrated in Fig. 6(b) which plots \(|n_{2Q_{1+2Q_{2}}}|\). In the weak \( J \) region, \(|n_{2Q_{1+2Q_{2}}}|\) is smaller than \(|n_{2Q}|\) owing to the factor of \( \vec{S}_{Q_1} \cdot \vec{S}_{Q_2} \) in \( n_q \); the dominant contribution of \(|n_{2Q_{1+2Q_{2}}}|\) is \( \vec{S}_{Q_1} \cdot \vec{S}_{Q_2} \), which is smaller than that of \(|n_{2Q_{1}}|\). \( \vec{S}_{Q_1} \cdot \vec{S}_{Q_2} \) since \( \vec{S}_{Q_1} > \vec{S}_{Q_{1+2Q_{2}}} \) [see the middle left panel of Fig. 6(b)]. Meanwhile, there are regions for \(|n_{2Q_{1+2Q_{2}}}| > |n_{2Q_{1}}|\) beyond the perturbation regime, which is clearly shown in the plot of the difference \(|n_{2Q_{1}}| - |n_{2Q_{1+2Q_{2}}}|\) in Fig. 6(c). The results indicate that the strong spin-charge coupling leads to not only the enhancement but also the modulation of CDW.

F. Effect of spin-orbit coupling

Thus far, we have examined the CDW induced by the SDW via the isotropic interaction in spin space like \( \vec{S}_{Q_1} \cdot \vec{S}_{Q_2} \) in Eq. (3). On the other hand, an anisotropic interaction can arise from the cooperation between the spin-orbit coupling and the crystalline electric field. In
in the lowest order in terms of $J$: One is the antisymmetric interaction in the form of $S_x \times S_{-q}$ and the other is the symmetric antisymmetric interaction in the form of $S_x^z S_{-q}^z$ and $S_y^z S_{-q}^y$ \cite{78, 89, 90}. Note that the Hamiltonian $H + H^{\text{ASOC}}$ including the other type of spin-orbit coupling was shown to exhibit a variety of multiple-Q magnetic states \cite{91}.

In a similar procedure to that in Sec. \[\text{III A}\] we derive the lowest order contribution to the charge modulation in terms of $J$ for the Hamiltonian $H + H^{\text{ASOC}}$, which is given by

$$n_q = \frac{J}{4N^2} \sum_{k_1 q_1} \sum_{\sigma, \sigma'} \sum_{\alpha} \sum_{\omega_n} G_{1k_1}^0 G_{k_1 + q_1, \sigma}^0 G_{k_1 + q_1, \sigma'}^0 \times \Pi_{(k_1, q_1)(\sigma \sigma' \omega)}^A S_1^0 S_2^\omega q_1 + q_1 + \alpha G,$$  

where $\Pi_{(k_1, q_1)(\sigma \sigma' \omega)}^A$ represents the form factor, and Green’s functions depend on the spin index $\sigma$ reflecting the spin anisotropy. For example, $\Pi_{(k_1, q_1)(\uparrow\uparrow\uparrow\uparrow)}^A$ is explicitly given by

\begin{align}
\Pi_{(k_1, q_1)(\uparrow\uparrow\uparrow\uparrow)}^A &= 1 + \tilde{g}^x_{k_1} g_{k_1 + q_1} + \tilde{g}^y_{k_1} \tilde{g}^x_{k_1 + q_1} + g_{k_1 + q_1} g_{k_1 + q_1}, \\
\Pi_{(k_1, q_1)(\downarrow\uparrow\uparrow\uparrow)}^A &= 1 - \tilde{g}^x_{k_1} g_{k_1 + q_1} - \tilde{g}^y_{k_1} \tilde{g}^x_{k_1 + q_1} - g_{k_1 + q_1} g_{k_1 + q_1}, \\
\Pi_{(k_1, q_1)(\uparrow\downarrow\uparrow\uparrow)}^A &= 1 - \tilde{g}^x_{k_1} g_{k_1 + q_1} - \tilde{g}^y_{k_1} \tilde{g}^x_{k_1 + q_1} - g_{k_1 + q_1} g_{k_1 + q_1}, \\
\Pi_{(k_1, q_1)(\uparrow\uparrow\downarrow\uparrow)}^A &= \tilde{g}^x_{k_1} \tilde{g}^y_{k_1 + q_1} + \tilde{g}^y_{k_1 + q_1} g_{k_1 + q_1} + \tilde{g}^x_{k_1 + q_1} g_{k_1 + q_1}, \\
\Pi_{(k_1, q_1)(\downarrow\uparrow\downarrow\uparrow)}^A &= \tilde{g}^x_{k_1} \tilde{g}^y_{k_1 + q_1} + \tilde{g}^y_{k_1 + q_1} g_{k_1 + q_1} + \tilde{g}^x_{k_1 + q_1} g_{k_1 + q_1}, \\
\Pi_{(k_1, q_1)(\uparrow\downarrow\downarrow\uparrow)}^A &= -i(g_{k_1} - \tilde{g}^x_{k_1} + \tilde{g}^y_{k_1 + q_1} - g_{k_1 + q_1} g_{k_1 + q_1}), \\
\Pi_{(k_1, q_1)(\downarrow\uparrow\down\uparrow)}^A &= i(g_{k_1} - \tilde{g}^x_{k_1} + \tilde{g}^y_{k_1 + q_1} - g_{k_1 + q_1} g_{k_1 + q_1}), \\
\Pi_{(k_1, q_1)(\uparrow\down\uparrow\uparrow)}^A &= i(\tilde{g}^x_{k_1} - g_{k_1 + q_1} + g_{k_1 + q_1} g_{k_1 + q_1}), \\
\Pi_{(k_1, q_1)(\downarrow\up\up\uparrow)}^A &= i(\tilde{g}^y_{k_1} - g_{k_1 + q_1} + g_{k_1 + q_1} g_{k_1 + q_1}), \\
\Pi_{(k_1, q_1)(\uparrow\down\up\uparrow)}^A &= -i(\tilde{g}^y_{k_1} - \tilde{g}^x_{k_1} + \tilde{g}^y_{k_1 + q_1} + g_{k_1 + q_1} g_{k_1 + q_1}), \\
\Pi_{(k_1, q_1)(\downarrow\up\down\uparrow)}^A &= -i(\tilde{g}^x_{k_1} - \tilde{g}^x_{k_1} + \tilde{g}^y_{k_1 + q_1} + g_{k_1 + q_1} g_{k_1 + q_1}), \\
\Pi_{(k_1, q_1)(\uparrow\down\down\uparrow)}^A &= -i(\tilde{g}^x_{k_1} - \tilde{g}^x_{k_1} + \tilde{g}^y_{k_1 + q_1} + \tilde{g}^y_{k_1 + q_1} + g_{k_1 + q_1} g_{k_1 + q_1}).
\end{align}

where $\tilde{g}^x_{k_1} = g^x_{k_1}/|g_{k_1}|$ for $\alpha = x$ and $y$. The diagonal components of $\Pi_{(k_1, q_1)(\uparrow\uparrow\uparrow\uparrow)}^A$ in Eqs. (20)-(24) represent the contributions from the symmetric spin interaction including even power of the spin-orbit coupling, while the off-diagonal ones in Eqs. (25)-(28) represent the contributions from the antisymmetric spin interaction including odd power of the spin-orbit coupling. One can obtain the expression of $\Pi_{(k_1, q_1)(\sigma \sigma' \omega)}^A$ for the other spin components in a similar manner.

As exemplified below, an important observation in the presence of the antisymmetric spin-orbit coupling in Eq. (19) is that the CDW modulation depends on not only the magnetic texture but also the form of the effective spin interaction. In other words, additional CDW modulations can appear by taking into account the antisymmetric spin-orbit coupling even for the same magnetic structure. This implies that one can deduce the relevant spin-orbit coupling once the patterns of the CDW and the SDW are identified in experiments. In the following, we demonstrate additional CDW modulations for
the 2Q chiral stripe state in Sec. III F 1 and the 2Q coplanar state in Sec. III F 2.

1. 2Q chiral stripe

![2Q chiral stripe](image)

The square root of the charge structure factor. Type antisymmetric spin-orbit coupling in Eq. (17). Right: The spin-orbit coupling.

The appearance of the 2Q chiral stripe state in Sec. III F 1 and the 2Q coplanar state in Sec. III F 2.

2. 2Q coplanar

![2Q coplanar](image)

Figure 7(b) shows the CDW in real and momentum spaces in the 2Q coplanar state with the same model parameters as in Sec. III F 1. The spin configuration is given by Eq. (11). Although the local charge density in the left panel of Fig. 7(b) looks similar to that in Fig. 3(b), additional components at $q = \pm Q_1 \pm Q_2$ are found in the charge structure factor by introducing the antisymmetric spin-orbit coupling, as shown in the right panel of Fig. 7(b). This additional modulation originates from nonzero $\Pi^z_{kQ_1Q_2}(\sigma\sigma')S^y_{Q_1}S^y_{Q_2}$ [for instance, see Eq. (24)].

IV. SUMMARY

To summarize, we have investigated the CDW induced by the SDW in itinerant magnets. We analyzed the Kondo lattice model on the basis of the analytical perturbative calculations and the numerical diagonalization. Our perturbative formula provides a clear correspondence between the charge and spin degrees of freedom, which is useful in identifying the CDW modulation from the SDW modulation and vice versa. We confirmed that the perturbative formula predicts correctly not only the wave numbers but also the amplitudes of the CDW semiquantitatively in the weak spin-charge coupling regime, for various single-Q and double-Q SDWs including the SkX and MAX. Moreover, we showed that the CDW may provide richer information than the SDW by showing that it can distinguish the MAX clearly from the coplanar state although the two states have similar spin structure factors. We also established the relation between the CDW and bond modulation in terms of the kinetic bond energy and the vector chirality. In addition, we found that the CDW is sensitively modulated by the spin-charge coupling and electron filling in the region beyond the perturbative regime; in particular, the CDW is enhanced at some commensurate electron fillings due to the tendency of gap opening in the electronic band structure. Furthermore, we examined the role of the spin-orbit coupling in the CDW modulation, which brings about additional CDW modulations through the effective long-range anisotropic interactions arising from the spin-orbit coupling.

Our formula in Eq. (3) is generic to any magnetic structures on any lattice magnets. Indeed, it well explains the behavior of the CDW under the multiple-Q spin textures, such as the SkX and the 2Q coplanar state, in GdRu$_2$Si$_2$ [57]. Since the concomitant CDW and SDW implies the coupling between the spin and charge degrees of freedom, the CDW observation in the materials with showing multiple-Q SDWs will indicate the importance of itinerant electrons [12]. The candidate materials are Y$_3$Co$_8$Si$_4$ hosting the 3Q vortex crystal [92], EuPtSi [93–97] and Gd$_3$Ru$_4$Al$_{12}$ [98,100] hosting the 3Q SkX, and MnSi$_{1-x}$Ge$_x$ [69,101,105] and SrFeO$_3$ [106,109] host-
ing the 3Q and 4Q hedgehog crystals. Furthermore, our finding will provide a clue to understand complex charge and magnetic orderings recently found in materials, such as GdSb$_2$Te$_{2-x}$ [10] and EuAl$_2$ [111, 113]. Thus, the present results stimulate a further study of exotic spin-charge entanglement in itinerant magnets.

It is noteworthy to mention a possibility of controlling the SDW by the CDW through their intimate relation in the spin-charge coupled systems. In the present Kondo lattice model, the CDW is always induced by the SDW via the effective spin-channel interactions arising from the spin-charge coupling rather than the charge-channel interaction, since the itinerant electrons have no bare Coulomb interactions \([66]\). Meanwhile, the charge-channel interaction may also contribute to the magnetic orderings, since the characteristic wave vectors of the CDW can be different in the presence of charge-charge interactions. Thus, an extension of the model by taking into account, e.g., Coulomb interactions and electron-phonon couplings might result in yet another stabilization mechanism of the multiple-Q SDWs. Indeed, a periodic array of nonmagnetic impurities, which mimics a CDW, in insulating magnets gives rise to a plethora of multiple-Q SDWs including the SkX \([114]\). Such an interesting analysis is left for future study.
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