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Abstract—In recent years, Long Short-Term Memory (LSTM) has become a popular choice for speech separation and speech enhancement task. The capability of LSTM network can be enhanced by widening and adding more layers. However, this would introduce millions of parameters in the network and also increase the requirement of computational resources. These limitations hinders the efficient implementation of RNN models in low-end devices such as mobile phones and embedded systems with limited memory. To overcome these issues, we proposed to use an efficient alternative approach of reducing parameters by representing the weight matrix parameters of LSTM based on Tensor-Train (TT) format. We called this Tensor-Train factorized LSTM as TT-LSTM model. Based on this TT-LSTM units, we proposed a deep TensorNet model for single-channel speech enhancement task. Experimental results in various test conditions and in terms of standard speech quality and intelligibility metrics, demonstrated that the proposed deep TT-LSTM based speech enhancement framework can achieve competitive performances with the state-of-the-art uncompressed RNN model, even though the proposed model architecture is orders of magnitude less complex.
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I. INTRODUCTION

Supervised data-driven approaches of speech enhancement have gained a significant research attention in recent years. Unlike traditional methods based on statistical signal processing [1], these machine learning based methods could able to deal with the non-stationary noise conditions and perform comparatively well in transient noise scenarios [2]. In this work, our main focus is on the single-channel speech enhancement task, i.e., it would be assumed that the noisy speech samples captured by single-channel microphone are available at the input of system.

In the last few years, a plethora of methods with different types of machine learning architectures have been investigated towards achieving better generalization in various dimensions such as Noise-type, speaker and SNR level, mainly involving with speech enhancement task [2][3]. Long Short Term Memory (LSTM) unit [4][5] based Recurrent Neural Network (RNN) is a prominent choice in solving speech enhancement just like the other various natural language processing tasks such as speech recognition [6] and machine translation [7]. In [8], it has been reported that LSTM can able to achieve better speaker generalization than the fully connected deep neural network. The popularity of LSTM is mainly because of its ease of optimization than vanilla-RNN). LSTM uses stochastic gradient descent, but changes the hidden units in such a way that the backpropagated gradients are much better behaved [8]. The initial proposed structure of LSTM [4] replaces logistic or tanh hidden units with “memory cells” which has its own input and output gates that control when inputs are allowed to add to the stored analog value and when this value is allowed to influence the output. The subsequent introduction of forget gates in LSTM help to learn long-range dependencies in a more better way. Although this complex gated RNN architectures can be easily optimized by gradient based optimization techniques, we need many dense matrices to represent a basic LSTM unit. In fact, a LSTM layer has more than four times parameters than a vanilla-RNN layer. Moreover, stacking of several LSTM layers introduce millions of more parameters in the network and also increase the requirement of computational resources, making it infeasible to deploy such model in the low-end devices such as mobile phones and embedded systems with limited memory. To address these issues, we introduced Tensor-Train LSTM (TT-LSTM) where the weight matrices of LSTM are decomposed in Tensor-Train format (TTF). This type of TTF representation are able to provide significant compression in LSTM representation. We proposed a deep TensorNet with three hidden layers of TTF-LSTM for speech enhancement task. The proposed framework adopted a T-F masking based speech enhancement approach just as in [3][9][10]. Extensive experiments in various noise conditions have shown that TT-LSTM based deep TensorNet are able to provide competitive performances with the state-of-the-art uncompressed RNN model, even though the proposed model architecture is orders of magnitude less complex.

The remainder of the paper is organized as follows. In Section 2, we introduce Tensor-Train format representation and also derived TT-LSTM model. Section 3 presents the proposed speech enhancement framework. Experimental results are described in Section 4. Finally, Section 5 concludes the work.

II. TENSOR-TRAIN FORMAT REPRESENTATION

Tensor-train format was first introduced in [11] where the authors presented a simple non-recursive form of the tensor decomposition method with the advantage of being capable of scaling to an arbitrary number of dimensions. Recently, it has been also shown that a deep neural network can be effectively compressed by converting its dense weight matrix
of fully connected layer into a high-dimensional tensor-train format \([12]\).

In the following subsections, we first introduce the tensor-train factorization method and then show how this same method can be applied to represent the weight matrices of a gated RNN model such as LSTM.

A. Tensor-Train factorization (TTF)

Tensor-train factorization model is flexible in the sense that it can scale to an arbitrary number of dimensions. A \(d\)-dimensional tensor of the form \(A \in \mathbb{R}^{i_1 \times i_2 \cdots \times i_{d-1} \times i_d}\) can be represented in the factorized form as:

\[
A(l_1, l_2, \ldots, l_d) = \underbrace{\mathcal{F}_1(l_1)}_{TTF} \mathcal{F}_2(l_2) \cdots \mathcal{F}_d(l_d) \tag{1}
\]

where \(\mathcal{F}_k \in \mathbb{R}^{i_k \times x_{k-1} \times x_k}, \ l_k \in [1, t_k] \forall k \in [1, d]\). It implies that each entry in the tensor \(A\) is represented as a sequence of matrix multiplications. The set of tensors \(\{F_k\}_{k=1}^d\) are called core-tensors. The complexity of the TTF is determined by the number of core-tensors. The complexity of the TTF is determined by the number of cores.

If a constraint is imposed such a way that each integer \(t_k\) as in Eq. 1 can be factorized as \(t_k = q_k \forall k \in [1, d]\) and consequently each \(F_k\) is reshaped as \(F_k^* \in \mathbb{R}^{p_k \times q_k \times x_{k-1} \times x_k}\). Correspondingly, the factorization for the tensor \(A\) can be rewritten equivalently to Eq.(1) as follows:\([12]\):

\[
A(i_1, j_1), (i_2, j_2), \ldots, (i_d, j_d) = \underbrace{\mathcal{F}_1^*(i_1, j_1)}_{TTF} \mathcal{F}_2^*(i_2, j_2) \cdots \mathcal{F}_d^*(i_d, j_d) \tag{2}
\]

where the indices \(i_k = \lfloor \frac{i_k}{q_k} \rfloor, \ j_k = l_k - q_k \lfloor \frac{i_k}{q_k} \rfloor\) and \(G_k^*(i_k, j_k) \in \mathbb{R}^{x_{k-1} \times x_k}\).

B. Representation of feed-forward layer using TTF

The fully connected layers of Neural network consist of several linear transformations as:

\[
y = Wx + b \tag{3}
\]

where \(W \in \mathbb{R}^{P \times Q}, \ x \in \mathbb{R}^P\) and \(y \in \mathbb{R}^Q\). Eq.(3) can be written in scalar form as:

\[
y(j) = \sum_{i=1}^{P} W(i, j)x(i) + b(j) \ \forall j \in [1, Q] \tag{4}
\]

Let us assume that \(P\) and \(Q\) are factorized into two integer arrays of the same length such as \(P = \prod_{k=1}^d p_k\) and \(Q = \prod_{k=1}^d q_k\). Based on this assumption, one can write the mapping function of tensors \(X \in \mathbb{R}^{p_1 \times p_2 \cdots \times p_d} \Rightarrow Y \in \mathbb{R}^{q_1 \times q_2 \cdots \times q_d}\) as

\[
Y(j_1, j_2, \ldots, j_d) = \underbrace{\mathbf{W}((i_1, j_1), (i_2, j_2), \ldots, (i_d, j_d))}_{TTF} \tag{5}
\]

\[
X(i_1, i_2, \ldots, i_d) + \mathbf{B}(j_1, j_2, \ldots, j_d)
\]

The \(d\)-dimensional double-indexed tensor of weights \(\mathbf{W}\) in Eq.(5) can be replaced by its TTF representation:

\[
\mathbf{W}((i_1, j_1), (i_2, j_2), \ldots, (i_d, j_d)) = \underbrace{\mathcal{F}_1^*(i_1, j_1)}_{TTF} \mathcal{F}_2^*(i_2, j_2) \cdots \mathcal{F}_d^*(i_d, j_d) \tag{6}
\]

Now instead of explicitly storing the full tensor \(\mathbf{W}\) of size \(\prod_{k=1}^d p_k - q_k = P\), only its TT format, i.e., the set of low-rank core tensors \(\{F_k\}_{k=1}^d\) of size \(\prod_{k=1}^d p_k - q_k - 1\) can be stored. Hence, using TTF, the number of weight matrix parameters can be reduced and the compression rate can be given by:

\[
C_r = \frac{\sum_{k=1}^d p_k - q_k - 1}{P Q} \tag{7}
\]

When the weight matrix of a fully-connected layer is transformed into the tensor-train format, it produces a Tensor-Train Layer (TTL). We will use the following notation:

\[
y = TTL(W, x) + b \tag{8}
\]

The TTL is compatible with the existing training algorithms (such as stochastic gradient descent and its variant) for neural networks because all the derivatives required by the back-propagation algorithm can be computed using the properties of the TT-format \([12]\).

C. Tensor-train LSTM

We incorporated TTF representation in a LSTM unit which can able to model long-term temporal dependencies even for the high-dimensional sequential data. As shown in Fig. 1, an LSTM unit contains a memory cell and three gates. The forget gate controls how much previous information should be erased from the cell and the input gate controls how much information should be added to the cell. Using TTL as in Eq.(8), the tensor-train factorized LSTM model can be described as follows:

\[
i<\text{t}> = \sigma(TTL(W_i, [h<\text{t-1}>], x<\text{t}>)) + b_i \tag{9}
\]

\[
f<\text{t}> = \sigma(TTL(W_f, [h<\text{t-1}>], x<\text{t}>)) + b_f \tag{10}
\]

\[
o<\text{t}> = \sigma(TTL(W_o, [h<\text{t-1}>], x<\text{t}>)) + b_o \tag{11}
\]

\[
c<\text{t}> = tanh(TTL(W_c, [h<\text{t-1}>], x<\text{t}>)) + b_c \tag{12}
\]

\[
i<\text{t}> \circ c<\text{t}> + f<\text{t}> \circ c<\text{t-1}> \tag{13}
\]

\[
h<\text{t}> = o<\text{t}> \circ tanh(c<\text{t}>) \tag{14}
\]

where \(i<\text{t}>\), \(f<\text{t}>\) and \(o<\text{t}>\) denote input, forget and output gates respectively. \(W_i, W_f, W_o\) and \(W_c \in \mathbb{R}^{H \times (H + D)}\) represent the concatenated matrices which is required to compute each gate output. \(H\) and \(D\) denote the number of hidden units in LSTM block and the feature dimension of input.
Hence, each LSTM block requires 4 TTL to represent its functionality in TTF format. It is possible to concatenate all the gates as one output tensor, which in turn parallelize the computation. It helps to reduce further the number of parameters, where the concatenation is actually participating in the tensorization. The compression rate for the input-to-hidden weight matrix of LSTM now becomes

$$C'_r = \frac{\sum_{k=1}^{d} p_k q_k r_{k-1} r_k + 3 p_1 q_1 r_0 r_1}{4 \prod_{k=1}^{d} p_k q_k}$$ (15)

Bias vectors had not been converted into TTF representation because the number of bias parameters is insignificant compared to the number of parameters in matrices. In terms of performance, the element-wise sum operation for bias vector is also insignificant compared to the matrix multiplication between a weight matrix and the input layer or the previous hidden layer.

### III. SPEECH ENHANCEMENT FRAMEWORK

A time-frequency (T-F) masking based supervised speech enhancement framework is adopted in the current work. We used a deep TT-LSTM based tensor-network which is trained in the supervised fashion to estimate a ideal-ratio mask (IRM) from the T-F feature representation of noisy speech. The audio mixtures are first fed into a 64-channel gammatone filterbank, with center frequencies equally spaced in the range of 50 Hz to 8000 Hz on the equivalent rectangular bandwidth (ERB) rate scale. The output in each channel is then segmented into 20 ms frames with 50% overlapping between successive frames. This way of processing would produce a time-frequency representation of the audio mixture, termed as Cochleagram. The IRM can be defined as [13]:

$$IRM(p, k) = \left( \frac{||S(p, k)||^2}{||S(p, k)||^2 + ||W(p, k)||^2} \right)^\beta$$ (16)

where $||S(p, k)||^2$ and $||W(p, k)||^2$ denote the clean speech energy and the noise energy, respectively, contained within T-F unit $(p, k)$. $\beta$ is a tunable parameter and it has been empirically set to 0.5.

We have used Multi-Resolution Cochleagram (MRCG) [14] feature, extracted from the noisy speech, to train the model. In addition, velocity (delta feature) and acceleration (double-delta feature) coefficients are appended with the 256-D raw features, resulting in 768-D feature vector from each frame.

Our deep tensor-net model has three TT-LSTM layers with 512 hidden units in each layer and one fully-connected dense layer with 128 hidden units as shown in Fig. 3. We have used rectified linear units (ReLUs) for all intermediate hidden layers and dense layer. The output layer uses sigmoid activation since a ratio mask has the value in the range of [0,1]. The dense and output layer is also represented in TT-format. For instance, the input feature dimension at each time step is 768 which is factorized as $16 \times 16 \times 3$, the hidden layer is chosen to be $16 \times 16 \times 2 = 512$ and the Tensor-Train ranks are [1, 4, 4, 4, 1], the first TT-LSTM layer in the framework will have only 10264 parameters including bias vectors, whereas A normal LSTM layer would have required 2,623,488 parameters to learn. The number parameters in each layer for the given framework in Figure 2 is summarized for both the normal LSTM based and TT-LSTM (with TT-Rank 4). The given tensor-net consists of three TT-LSTM layer with 512 ($16 \times 16 \times 2$) hidden units and TT-Rank 4 is denoted as TT-LSTM-H512-R-4 model. We can also define TT-rank and treat them as a hyper-parameter. In general, the LSTM with a smaller TT-rank can yield a more efficient model but this would restrict the model to learn more complex representation. If we use a larger TT-rank, we get more flexibility to express our weight parameters but we sacrifice model efficiency at the same time.

### IV. EXPERIMENTAL RESULT

To evaluate the performance of the proposed TT-LSTM based speech enhancement framework, a series of experiments...
have been conducted involving multiple matched and mismatched noise types at various SNR levels.

A. Audio material: speech and noise corpus

The clean speech material are taken from the TIMIT [15] and Voice Bank corpus [16]. The clean sentences used for training and validation are taken by randomly selecting utterances of 20 speakers (10 male and 10 female) of Voice Bank database and 90 speakers (45 male and 45 female) from TIMIT corpus. The training and validation sets consist of 5250 and 2750 utterances, respectively, which is equivalent to approximately 10 hours of training data and 2.5 hours of validation data. To create noisy stimuli for training, we used eight different types of noise instances: synthetically generated noises (speech-shaped noise (SSN) and six-speaker babble noise) and six real-world recordings from the DEMAND database [17]. The noise chosen from DEMAND database are: domestic noise (inside a kitchen), an office noise (inside a meeting room), two public space noises (cafe and subway station) and two transportation noises (car and metro). All the utterances and noise samples are down-sampled to 16 kHz. Each clean sentence is embedded in the aforementioned background noises at SNRs ranging from -6 dB to +9 dB (with 3 dB step). To achieve a desired SNR, the noise signal is scaled based on the active speech level of the clean speech signal as per ITU P.56 [18].

Our test set contains 300 utterances of 12 speakers (6 male and 6 female) from Voice Bank corpus and 1120 utterances of 56 speakers (28 male and 28 female) from TIMIT database. As we have given emphasis on the speaker generalization in the evaluation process, the speakers involved in the test set are entirely different from the speakers in the train and validation (dev) set. To conduct assessment in both matched and mismatched noise scenarios, the following two separate test sets are generated:

- **Test set A**: Each sentence of test set is mixed with four types of noise (SSN, cafeteria, car, subway station) which are already seen during training time.
- **Test set B**: Each sentence of test set is mixed with two types of noise (washroom and restaurant noise) taken from DEMAND corpus and other two types of noise (pink and factory) from NOISEX-92 corpus [19]. This is a test set containing mismatched noise which are completely unseen during training time.

B. Experimental setup and model training

For evaluating the performance of the proposed speech enhancement framework using TT-LSTM based TensorNet, we have trained different models with the same architecture as shown in Figure 3, but having different configurations of TT-LSTM, particularly varying the TT-Ranks. Here, we have presented the result considering a system with TT-Rank = 4, denoted by TT-LSTM-Rank-4. We have also considered the baseline DNN and normal LSTM based speech enhancement framework with 3 layers of hidden layers and having 512 hidden units in each layer. For training, the back-propagation through time has been used. Dropout (probability = 0.5) and batch-normalization also has been employed as it is effective to achieve better generalization. We compared the performance of these systems on the two test sets. The perceptual evaluation of speech quality (PESQ) (wide-band) [20][21] is used to evaluate the proposed systems in terms of perceived speech quality improvement while the short-time objective intelligibility (STOI) [22] measure is adopted to predict the speech intelligibility. The comparative performance of different models in terms of PESQ and STOI are illustrated in Table II. It is evident from the average result on Test set-A and Test set-B, TT-LSTM based TensorNet performs almost similar even though its complexity in terms of number of parameters is orders of magnitude less. It indicates that TT-LSTM and LSTM both perform significantly better than the other DNN based speech enhancement framework. Moreover, TT-LSTM can achieve competitive performances with the state-of-the-art uncompressed RNN model, even though the proposed model architecture is orders of magnitude less complex.

V. Conclusions

In this letter, a tensor-train factorized LSTM model has been introduced in the context of supervised single-channel speech enhancement application. Tensor-Train (TT) format is an effective way of reducing parameters by representing the weight matrices of LSTM. Based on this TT-LSTM units, we proposed a T-F masking based deep TensorNet model for single-channel speech enhancement task. Experimental results in various test conditions and in terms of standard speech quality and intelligibility metrics, demonstrated that the proposed deep TT-LSTM based speech enhancement framework can achieve competitive performances with the state-of-the-art uncompressed RNN model, even though the proposed model architecture is orders of magnitude less complex.
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