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In solving simulation-based stochastic root-finding or optimization problems that involve rare events, such as in extreme quantile estimation, running crude Monte Carlo can be prohibitively inefficient. To address this issue, importance sampling can be employed to drive down the sampling error to a desirable level. However, selecting a good importance sampler requires knowledge of the solution to the problem at hand, which is the goal to begin with and thus forms a circular challenge. We investigate the use of adaptive importance sampling to untie this circularity. Our procedure sequentially updates the importance sampler to reach the optimal sampler and the optimal solution simultaneously, and can be embedded in both sample average approximation and stochastic approximation-type algorithms. Our theoretical analysis establishes strong consistency and asymptotic normality of the resulting estimators. We also demonstrate, via a minimax perspective, the key role of using adaptivity in controlling asymptotic errors. Finally, we illustrate the effectiveness of our approach via numerical experiments.
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1. Introduction

A stochastic root-finding problem refers to the search of a solution $\theta^* \in \mathbb{R}^d$ to an equation $f(\theta^*) = 0$, where the function $f(\theta)$ lacks analytical tractability and can only be accessed via noisy simulation. This problem is intimately related to stochastic optimization, where $f$ is then the gradient and we solve the first-order optimality conditions. Such problems are fundamental in many fields, including operations research and data science. Examples include quantile estimation where $f$ involves the probability distribution function (Wetherill 1963), continuous-space simulation optimization (Fu
He et al. (2015), commonly used machine learning algorithms where model parameters are trained via empirical risk minimization (Bottou et al. 2018), and other applications such as the characterizations of convex risk measures as the roots of decreasing functions (Dunkel and Weber 2010).

In this paper, we are interested in situations where the root-finding problem involves extremal or rare-event considerations. A primary example is extreme quantile estimation, in which the target probability level can be very close to 0 or 1 (e.g., \(10^{-6}\)). In this case, crude Monte Carlo can be prohibitively inefficient, as it takes roughly a sample size reciprocal to the target probability level to obtain meaningful statistical information. This phenomenon occurs generally in other examples involving rare events: As long as the solution depends crucially on samples in a region that is infrequently hit, the effectiveness of crude Monte Carlo could be substantially hampered.

To address estimation challenges related to rare events, importance sampling (IS) is commonly used (e.g., Asmussen and Glynn 2007 Chapters 5 and 6; Glasserman 2003 Chapter 4; Rubinstein and Kroese 2016 Chapter 5). IS is a variance reduction technique that draws samples using a distribution distinct from the original (the importance sampler) that hits the rare-event region more often. At the same time, the estimator maintains unbiasedness via a multiplication of the sample output with the so-called likelihood ratio. If the IS distribution is carefully chosen, so that the hitting frequency and the likelihood ratio magnitude are properly controlled, then the estimation efficiency can be significantly boosted. Choosing and analyzing good IS schemes have been a focus in many studies (see, e.g., the surveys Bucklew 2004, Juneja and Shahabuddin 2006, Blanchet and Lam 2012).

Although there exists a rich literature on IS, there are relatively few theoretical results on applying IS to resolve the efficiency issues for crude Monte Carlo in extreme quantile estimation and other root-finding or stochastic optimization problems involving rare events. Most of the literature in IS focuses on the estimation of a target probability or expectation-type risk quantities, and the question is whether the same techniques can be easily adapted for root-finding. To this end, IS is known to be sensitive to the input choice: That is, let us suppose we already have found a good parametric IS distribution class, in the sense that there is a parameter value in the class that achieves high efficiency in the resulting sampler. If this parameter is wrongly chosen, the efficiency could be bad – in some cases even worse than crude Monte Carlo. In other words, choosing good parameter values is crucial to the success of IS. On top of this, this value typically depends highly on the problem specification (e.g., Glynn and Iglehart 1989, Sadowsky 1991, L’Ecuyer et al. 2010).

To illustrate the above, suppose we want to estimate \(P(Y > \gamma)\) for some high exceedance level \(\gamma\) and model output \(Y\). Consider an IS distribution class, say \(\{Q_\alpha\}\) for \(Y\) that is parameterized over \(\alpha\). The efficiency of the resulting IS for estimating \(P(Y > \gamma)\) could be highly sensitive to the choice of \(\alpha\), which in turn depends on \(\gamma\). That is, we can think of a good or an optimal \(\alpha\) to be \(I(\gamma)\) for
a specific function \( I(\cdot) \). We argue that this can cause significant challenges in root-finding, as the dependence of parameter choice on the target probability’s specification will result in a circular choice in an inverse problem like root-finding. In this example, suppose we would like to use the IS distribution \( Q_\alpha \) to improve the efficiency in estimating the extreme quantile of \( Y \). Then in principle we would like to select \( \alpha = I(q) \), where \( q \) is the quantile. This, however, is clearly not obtainable, as it requires knowledge on the quantile \( q \), which is what we want to determine in the first place.

Our main goal in this paper is to provide a mechanism to untie the above circularity. Specifically, given an efficient IS scheme designed to estimate a target probability or expectation, we offer a mechanism to convert this IS into one that is also efficient for the inverse problem of root-finding (see Figure 1). Our conversion mechanism does not require knowledge on how the initial IS works, i.e., the initial IS algorithm can be a black box, and the only thing we know is that it works well for the initial estimation problem.

**Figure 1**  Our goal and main usage of our methodology

We propose an adaptive sampling approach that aims to iteratively reach the root and update the IS parameter simultaneously. That is, at each iterative step we use the best myopic parameter value pretending that the target estimation problem is specified by the current root estimate. Using this IS, we generate new samples and update the root, which is then used to update the IS parameter again in a continuing manner.

We support the necessity of the iterative approach above from a minimax perspective. If one does not allow iteration, then, since we do not know the root and hence the proper IS parameter,
our root-finding procedure can have a large error in the worst case, as the parameter value that is used can misalign badly with the true root. On the other hand, we demonstrate that our iterative approach may achieve a substantial reduction of estimation error, regardless of the location of the root, by attaining a lower bound on the worst-case error dictated by a weak duality of the minimax error. Put in another way, this means that our approach exhibits the same asymptotic error as if we know the root in advance, and thus is the best possible within the considered class of IS.

We discuss how to embed our adaptive IS into the two main numerical procedures for root-finding and stochastic optimization. First is sample average approximation (SAA), which replaces an unknown expectation with the empirical counterpart and applies deterministic solvers to locate the root [Shapiro 2003]. In quantile estimation, this corresponds to using the empirical quantile. The second main approach is stochastic approximation (SA), which can be viewed as a stochastic analog of the quasi-Newton method in deterministic optimization [Quarteroni et al. 2007, Kushner and Yin 2003]. SA iteratively updates the solution estimate by taking incremental steps to get closer to the true solution. In quantile estimation, this means adjusting the current quantile estimate by adding or subtracting a step depending on whether the new sample falls above or below the quantile estimate. Our adaptive IS can be embedded easily in both SAA and SA. In SAA, our adaptive approach leads to an iterative run of SAA programs, each with additional new samples. While this could be computationally intense for some problems, this approach is well suited for extreme quantile estimation, as each SAA corresponds simply to finding an empirical quantile. On the other hand, since SA is already an iterative approach, our IS can be naturally embedded at every iteration and does not cause extra computational complexity.

We investigate the consistency and central limit convergence of our adaptive IS embedded in both SAA and SA. These convergence theorems characterize the asymptotic behavior to support the superiority of our approach in performing at the same level as if we know the solution in advance, which is the best possible when using the considered IS class. Our technical developments require developing asymptotic normality results for a variant of SAA constructed from dependent data via martingale differences, and combining with functional complexity measures such as bracketing numbers, which are suitably adapted for our setting. Finally, we conduct experiments to validate our theoretical claims by comparing with other benchmarks.

The rest of this paper is as follows. Section 2 first reviews related literature. Section 3 formulates the stochastic root-finding problems and presents the challenges in applying standard IS via a worst-case analysis on the asymptotic variances. Section 4 presents the main procedures in embedding our adaptive IS in SAA and SA, and provides theoretical guarantees in single-dimensional settings. Section 5 specializes to quantile estimation. Section 6 generalizes our framework to multi-dimensional problems. Section 7 applies our approach on numerical examples, including analyses
to verify required assumptions. Section 8 concludes our paper. Proofs of all the theoretical results are provided in the Appendix.

2. Related Work

Our work is related to several others on quantile estimation that, similar to our approach, choose IS distributions adaptively in simulation rounds. Morio (2012) proposes a nonparametric approach using a Gaussian kernel density to build the IS. Egloff and Leippold (2010) updates the IS parameter using an SA procedure similar to our proposed IS embedding, leading to a consistent quantile estimator where the parameter converges to the variance minimizer, but they do not analyze asymptotic variance. Pan et al. (2020) considers adaptive IS for quantile estimation using a two-layer model where the inner layer is a black box, and are able to establish consistency and demonstrate variance reduction empirically by comparing with crude Monte Carlo.

The closest work to ours is Bardou et al. (2009), which considers estimation of Value-at-Risk (VaR) and conditional Value-at-Risk (CVaR), and also views the optimal IS parameter as a solution to a stochastic root-finding problem. An iterative (SA) algorithm is proposed, for which they establish a central limit theorem (CLT) showing that this approach will lead to the smallest asymptotic variance among the chosen IS class. Our work considers a general framework to translate efficient IS from expectation estimation to stochastic root-finding, and generalizes Bardou et al. (2009) in two main directions: (i) We can handle general parametrizations, whereas their work considers only location translations and exponential twists. (ii) We embed our adaptive IS in both SA and SAA, whereas they consider only the SA setting. In particular, our analysis of SAA is substantially more involved and requires developing new tools via empirical process theory.

We also briefly mention some variance reduction in quantile estimation using other adaptive methods. Cannamela and Iooss (2008) uses a reduced model to design the variance reduction scheme. Hu and Su (2008) studies the use of adaptive IS in bootstrap quantile estimation. Other variance reduction approaches for quantile estimation that do not use adaptive methods include classical IS (Glynn 1996, Sun and Hong 2010), control variates (Hsu and Nelson 1990, Hesterberg and Nelson 1998), Latin hypercube sampling (Jin et al. 2003, Dong and Nakayama 2017), stratified sampling (Glasserman et al. 2000, Chu and Nakayama 2012), and splitting (Guyader et al. 2011).

Work on using adaptive IS for expected value estimation is abundant, and we mention just a few here. Au and Beck (1999) uses the Metropolis algorithm combined with kernel method to get an approximation to the optimal IS distribution. Fu and Su (2002) and Egloff et al. (2005) find an optimal importance sampler using SA and then use this sampler to estimate the expectation. Ryu and Boyd (2015) updates the IS sampler simultaneously with the expectation estimation. Cornuet et al. (2012) adaptively chooses the IS density by fitting the moments and reweights all of the past
samples in each step. Kollman et al. (1999) and Ahamed et al. (2006) use adaptive IS along the time horizon to estimate the first passage of Markov chains and provide convergence guarantees. A comprehensive review of adaptive IS for expectation estimation can be found in Bugallo et al. (2017).

Since our adaptive method is built on IS samplers for expectation estimation where rare events are involved, our work naturally relates to rare event simulation. Bucklew (2004), Juneja and Shahabuddin (2006) and Blanchet and Lam (2012) provide surveys on the literature. Common approaches to design good IS for rare-event estimation utilize large deviations (Budhiraja and Dupuis 2019) by scrutinizing the exponential twist in the rate function (Nicola et al. 2001, Dupuis et al. 2012, Collamore 2002, Blanchet et al. 2019, Blanchet and Lam 2014), which also leads to the dominating point method (Sadowsky and Bucklew 1990, Dieker and Mandjes 2005, Owen et al. 2019), subsolution approaches (Dupuis et al. 2009, Blanchet et al. 2012a), and mixture-based schemes that are especially useful in heavy-tailed problems (Blanchet and Glynn 2008, Blanchet and Liu 2008, Chen et al. 2019, Blanchet et al. 2012b, Murthy et al. 2015, Hult and Svensson 2012). A more closely related approach to our study is the large body of work on the cross-entropy method (Rubinstein and Kroese 2004, 2016, de Boer et al. 2005), which originally was used to design IS for estimating rare-event probabilities and later was applied also to root-finding and optimization. This approach involves iteratively updating the IS parameters by minimizing the Kullback-Leibler divergence between the considered IS class and a zero-variance estimator. This latter step typically results in an SAA problem constructed from samples drawn from the most recent IS. While our adaptive IS and cross entropy have similar characteristics in using sequential IS updates and SAA formulations, the settings and the formulated SAA are different. The SAA in cross entropy is an empirical counterpart of the Kullback-Leibler divergence minimization. In contrast, our SAA, or SA, arises from the objective function in our target root-finding problem, and we assume a priori availability of a good IS for the corresponding expectation estimation problem. As a result, the guarantees we achieve are also different from the cross-entropy method. Finally, we mention extensions and variants to cross entropy such as model reference adaptive search (Hu et al. 2007) for the optimization setting and methods using, e.g., Markov chain Monte Carlo (Botev et al. 2013, Grace et al. 2014, Chan and Kroese 2012, Botev and L’Ecuyer 2020).

We briefly review methods for stochastic root-finding and optimization problems, where SAA and SA are commonly used. The Robbins-Monro SA (RM-SA) algorithm (Robbins and Monro 1951) is one of the most widely used stochastic root-finding and optimization methods, which can be viewed as a stochastic counterpart to the quasi-Newton iteration in solving deterministic root-finding problems. To increase robustness and alleviate the well-known sensitivity of RM-SA to its stepsize sequence, iterate averaging, first proposed by Polyak and Juditsky (1992), is often used.
Other recent variants for improving the practical performance of the SA method include robust SA (Nemirovski et al. 2009), accelerated SA (Ghadimi and Lan 2013), and the secant-tangent averaged SA (Chau et al. 2014, 2020). General finite-time bounds for SA can be found in, e.g., Broadie et al. (2011) and Srikant and Ying (2019). More details of SA can be found in Chau and Fu (2015), Kushner and Yin (2003), Borkar (2009), and the references therein.

The SAA method (Shapiro et al. 2014, Kim et al. 2015), also known as the Monte Carlo sampling method (Shapiro 2003, Shapiro and Nemirovski 2005, Homem-de-Mello and Bayraksan 2014), is another commonly used technique for stochastic root-finding and optimization. Theoretical properties like consistency and asymptotic normality of SAA can be found in Robinson (1996) and Kleywegt et al. (2002). The lines of work Mak et al. (1999), Bayraksan and Morton (2006), Bayraksan and Morton (2011), Freimer et al. (2012), Lam and Zhou (2017) and Lam and Qian (2018) study the statistical properties and estimation of optimality gaps in SAA. To improve computational efficiency, the retrospective approximation method is proposed to generate a sequence of SAA problems with progressively increasing sample size and then solve these problems with decreasing error tolerances (Pasupathy and Schmeiser 2009, Pasupathy 2010).

Recently, the probabilistic bisection algorithm (PBA), first proposed by Horstein (1963), has been applied to stochastic root-finding problems. Waerber et al. (2013) derives a PBA where the expected absolute residuals converge to zero at a geometric rate, and Frazier et al. (2019) proposes an extended PBA that has a convergence rate arbitrarily close to, but slower than, the rate of SA. Rodriguez and Ludkovski (2020) extends PBA to unknown sampling distributions and location-dependent settings. More methods for stochastic root-finding problems can be found in Pasupathy and Kim (2011), Waerber (2013), and the references therein.

3. Problem Setting and Motivation

We consider a stochastic root-finding problem in the following standard form. Let \( f(\cdot) \) be a vector-valued function \( \mathbb{R}^d \rightarrow \mathbb{R}^d \). Let \( \mathbf{F}(\mathbf{X}, \cdot) \) be an unbiased observation for \( f(\cdot) \) generated from simulation, where \( \mathbf{F}(\cdot, \cdot) : \mathbb{R}^r \times \mathbb{R}^d \rightarrow \mathbb{R}^d \) and \( \mathbf{X} = (X_1, X_2, \ldots, X_r) \in \mathbb{R}^r \) is a random vector with probability distribution \( P \). We are interested in finding the unique root \( \mathbf{\theta}^* \in \mathbb{R}^d \) to the equation

\[
f(\mathbf{\theta}) \triangleq \mathbb{E}_{\mathbf{X} \sim P} [\mathbf{F}(\mathbf{X}, \mathbf{\theta})] = \mathbf{c},
\]  

where \( \mathbb{E}_{\mathbf{X} \sim P}[\cdot] \) denotes the expectation under \( P \). Our premise is that the function \( f(\mathbf{\theta}) \) lacks analytical tractability and can only be accessed via the unbiased simulation output \( \mathbf{F}(\mathbf{X}, \mathbf{\theta}) \). Important examples that can be cast in the above general formulation include:
**Example 1 (Quantile estimation).** We are interested in finding the $p$th quantile of a random output, say $h(X)$, that can be simulated. Denote $F_h$ as the cumulative distribution function of $h(X)$. This problem is equivalent to finding the root of

$$F_h(\theta) = P(h(X) \leq \theta) = \mathbb{E}_{X \sim P} \left[ 1 \left\{ h(X) \leq \theta \right\} \right] = p,$$

which is (1) with $F(X, \theta) = 1 \{ h(X) \leq \theta \}$ and $c = p$.

**Example 2 (Stochastic optimization).** We are interested in an optimization problem

$$\min_{\theta} \mathbb{E}_{X \sim P} [H(X, \theta)],$$

where we have a stochastic gradient estimator $F(X, \theta)$ with $\mathbb{E}_{X \sim P}[F(X, \theta)] = \nabla \mathbb{E}_{X \sim P}[H(X, \theta)]$ that can be simulated. Then the first-order optimality condition becomes finding the root to

$$\nabla \mathbb{E}_{X \sim P}[H(X, \theta)] = \mathbb{E}_{X \sim P}[F(X, \theta)] = 0,$$

which is (1) with $c = 0$. Under appropriate regularity conditions, such a $F(X, \theta)$ can be found via techniques such as infinitesimal perturbation analysis (Heidelberger et al. 1988, Ho et al. 1983, Glasserman 1991, L’Ecuyer 1990), the likelihood ratio or the score function method (Glynn 1990, Rubinstein 1986, Reiman and Weiss 1989), measure-valued differentiation (Heidergott et al. 2010), or other variants (e.g., Fu and Hu 1997, Peng et al. 2018). Alternately, when a “direct” unbiased gradient estimator is unavailable, we can also approximate $\nabla \mathbb{E}_{X \sim P}[H(X, \theta)]$ via finite-difference schemes using $H(X, \cdot)$ to define $F(X, \theta)$.

To solve (1), the two main approaches in the literature are sample average approximation (SAA) and stochastic approximation (SA). They work as follows. In SAA, we first generate $n$ simulation samples $\{X_1, X_2, \ldots, X_n\}$ from $P$, and approximate (1) by replacing the expectation with its empirical counterpart, namely

$$\frac{1}{n} \sum_{i=1}^{n} F(X_i, \theta) = c.$$

Then we apply deterministic root-finding procedures, e.g., the Newton-Raphson method, to obtain the estimated root $\hat{\theta}_n$. Under regularity conditions (Shapiro et al. 2014, Shapiro and Nemirovski 2005), this estimator satisfies the asymptotic normality

$$\sqrt{n} \left( \hat{\theta}_n - \theta^* \right) \Rightarrow \mathcal{N}(0, [J(\theta^*)]^{-\top} \text{Var}_{X \sim P} (F(X, \theta^*)) [J(\theta^*)]^{-1}),$$

where “$\Rightarrow$” means convergence in distribution, $J(\theta) \triangleq Df(\theta)/D\theta$ is the Jacobian matrix of $f(\theta)$, and “$-\top$” denotes the transpose (“$-\top^{-1}$” denotes the inverse of the transpose).
In SA, the Robbins-Monro SA (RM-SA) procedure estimates the root by generating a sequence of iterates \( \{ \hat{\theta}_k \} \) via the recursion
\[
\hat{\theta}_{k+1} = \hat{\theta}_k - \gamma_k K \left( F(X_k, \hat{\theta}_k) - c \right), \quad k = 1, 2, \ldots, \tag{3}
\]
where \( \gamma_k \) is an appropriate stepsize such that
\[
\sum_{i=1}^{\infty} \gamma_k = \infty \quad \text{and} \quad \sum_{i=1}^{\infty} \gamma_k^2 < \infty,
\]
and \( K \) is an appropriate matrix. In practice, we usually set \( \gamma_k = \gamma/k \), where \( \gamma \) is a prescribed constant. With this choice of stepsize, under regularity conditions (Fabian 1968) we have asymptotic normality (which is also an implication of our Theorem 5 later) as follows. Let \( P \) be an orthogonal matrix such that
\[
\sqrt{n} \left( \hat{\theta}_n - \theta^* \right) \Rightarrow \mathcal{N} \left( 0, PMP^\top \right),
\]
is diagonal, then
\[
\sqrt{n} \left( \hat{\theta}_n - \theta^* \right) = \sum_{i=1}^{\infty} \gamma_i \left[ J(\theta^*) \right]_{ii} + \sum_{i=1}^{\infty} \gamma_i^2 \left[ J(\theta^*) \right]_{ii} \frac{1}{\lambda_i},
\]
where \( [M]_{ij} = \gamma^2 [P^\top K \Var_{X \sim P} (F(X, \theta^*))] K^\top P \right)_{ij} ([A]_{ii} + [A]_{jj} - 1)^{-1} \).

A variant of the RM-SA algorithm (3) is the Polyak-Ruppert averaging SA (PR-SA; Polyak and Juditsky 1992), motivated by the desire to reduce sensitivity to stepsize in RM-SA. This approach takes bigger steps in (3) (e.g., \( \gamma_k = \gamma/k^\alpha \) for \( 1/2 < \alpha < 1 \)) and, when the iteration stops, averages the historical iterates to obtain
\[
\bar{\theta}_n = \frac{1}{n} \sum_{k=1}^{n} \hat{\theta}_k.
\]
Under proper regularity conditions, SAA and PR-SA achieve the same asymptotic variance, which is optimal among RM-SA when the stepsize constant \( \gamma \) and \( K \) is chosen such that \( \gamma K = [J(\theta^*)]^{-1} \) (Polyak and Juditsky 1992, Asmussen and Glynn 2007). That is, we have
\[
\sqrt{n} \left( \bar{\theta}_n - \theta^* \right) \Rightarrow \mathcal{N} \left( 0, [J(\theta^*)]^{-\top} \Var_{X \sim P} (F(X, \theta^*)) [J(\theta^*)]^{-1} \right). \tag{4}
\]
The methodology that we propose in this paper applies to all three algorithms depicted above.

### 3.1. Challenges in Incorporating Importance Samplers

In this paper, we consider situations where the root-finding problem (1) involves a rare event. A prime example is extreme quantile estimation, where the root \( \theta^* \) is the quantile corresponding to a very high (or low) probability level. To facilitate presentation of our main ideas, we consider a one-dimensional output, i.e., \( F(\cdot, \cdot) \in \mathbb{R} \) (also denoted as unbold form \( F(\cdot, \cdot) \)), in this section, and use the extreme quantile (Example 1) as our running example.
In the one-dimensional case, the asymptotic normality (2) is simplified to
\[ \sqrt{n} \left( \hat{\theta}_n - \theta^* \right) \Rightarrow N \left( 0, \frac{\text{Var}_{X \sim P} (F(X, \theta^*))}{(f'(\theta^*))^2} \right). \]

In quantile estimation, this is \( \sqrt{n} (\hat{\theta}_n - \theta^*) \Rightarrow N \left( 0, p(1-p)/\phi(\theta^*)^2 \right) \), where \( \phi(\theta) \) is the density of \( h(X) \). Typically, when \( p \) is very close to 0 or 1, \( \phi(\theta) \) is correspondingly tiny and the asymptotic variance \( p(1-p)/\phi(\theta^*)^2 \) becomes very large. Note that the asymptotic normality dictates that the sample size \( n \) required to achieve a target accuracy level is proportional to the asymptotic variance, so that a large variance implies a large required sample size. In fact, in many situations where the rare-event probability is governed by a large deviations theory (Bucklew 2004), this required sample size is exponentially large in the “rarity parameter”. Such an issue motivates one to consider variance reduction, in particular IS.

The basic idea of IS is to change the probability measure from which random variables are generated, which results in more frequent hits on the important regions. To maintain unbiasedness, the outputs are weighted by the so-called likelihood ratios, which are the Radon-Nikodym derivatives between the IS and the original measures. IS achieves variance reduction by using a generating distribution that has well-controlled likelihood ratios in the target hit region. Consider the estimation of \( f(\theta) \). The crude Monte Carlo estimator for \( f(\theta) \) is given by \( \sum_{i=1}^{n} F(X_i, \theta)/n \), where \( X_1, \ldots, X_n \) are i.i.d. samples drawn from the original distribution \( P \). In contrast, IS generates samples \( X_1, \ldots, X_n \) from an IS distribution \( P_\alpha \), and estimates \( f(\theta) \) by \( \sum_{i=1}^{n} F(X_i, \theta)\ell(X, \alpha)/n \), where \( \ell(X, \alpha) \equiv \phi(X)/\phi_\alpha(X) \), with \( \phi \) and \( \phi_\alpha \) the densities of \( X \) under \( P \) and \( P_\alpha \), respectively, is the likelihood ratio. This latter estimator is unbiased as we can write \( f(\theta) = E_{X \sim P_\alpha} [F(X, \theta)\ell(X, \alpha)] \).

Here, a good choice of the IS sampler \( P_\alpha \) should exhibit a small variance of \( F(X_i, \theta)\ell(X_i, \alpha) \).

However, for root-finding problems, the design of an IS sampler is more challenging. To see this, suppose we want to use some sampler \( P_\alpha \), and we apply SAA, RM-SA and PR-SA. More specifically, with IS, SAA would generate \( X_1, \ldots, X_n \) i.i.d. from \( P_\alpha \) and estimate the objective function \( f(\theta) \) using
\[ \frac{1}{n} \sum_{i=1}^{n} F(X_i, \theta)\ell(X_i, \alpha) \]
from which we output the root, denoted \( \hat{\theta}_n \). Under regularity conditions, the behavior of this root estimation is governed by the following CLT:
\[ \sqrt{n} \left( \hat{\theta}_n - \theta^* \right) \Rightarrow N \left( 0, \frac{\text{Var}_{X \sim P_\alpha} (F(X, \theta^*)\ell(X, \alpha))}{(f'(\theta^*))^2} \right). \]

For RM-SA and PR-SA, the recursion is replaced by
\[ \hat{\theta}_{k+1} = \hat{\theta}_k - \gamma_k F(X_k, \hat{\theta}_k)\ell(X_k, \alpha), \]
where \( X_k \sim P_\alpha \) is independent of the past samples. Under regularity conditions, the errors of the root estimation using these methods are also governed by CLTs. For PR-SA, we know that

\[
\sqrt{n} (\hat{\theta}_n - \theta^*) \Rightarrow N \left( 0, \frac{\text{Var}_{X \sim P_\alpha} (F(X, \theta^*) \ell(X, \alpha))}{(f'(\theta^*))^2} \right).
\]

For RM-SA, it is known that if the stepsize is chosen as \( \gamma_k = \gamma/k \), then

\[
\sqrt{n} (\hat{\theta}_n - \theta^*) \Rightarrow N \left( 0, \frac{\gamma^2 \text{Var}_{X \sim P_\alpha} (F(X, \theta^*) \ell(X, \alpha))}{2 \gamma f'(\theta^*) - 1} \right).
\]

From the above asymptotic normalities, we observe that the asymptotic variance would depend on the choice of \( P_\alpha \) through the variance \( \text{Var}_{X \sim P_\alpha} (F(X, \theta^*) \ell(X, \alpha)) \). A good sampler \( P_\alpha \) needs to make this variance small. However, this expression for the variance involves \( \theta^* \), which is unknown a priori as it is exactly what we want to solve. This leads to a circular challenge: *On one hand we need a good sampler to efficiently estimate the root; on the other hand, we need the root to decide the efficient sampler.* This phenomenon is fundamental in the design of IS for stochastic root-finding problems.

### 3.2. A Worst-Case Perspective of Asymptotic Variances

To more concretely illustrate the challenge and what our proposed adaptive IS can achieve, we use a worst-case perspective and look at the minimax error. To set up this discussion, suppose that the candidate importance samplers form a parametric family \( \{P_\alpha, \alpha \in \Lambda\} \). Let \( \Theta \) be the family of all possible roots, and we consider the family of root-finding problems in which we find the root of \( E[F(\theta, X)] - c \) where \( c \) varies in \( \{f(\theta) : \theta \in \Theta\} \). Note that, since we do not know the true root in advance, even if we know \( c \), we cannot tell what is the \( \theta \) that makes \( f(\theta) = c \) beforehand.

Let us consider SAA and PR-SA first. If we use any fixed importance sampler \( P_\alpha \), then when \( c = f(\theta_1) \), the estimator has the following asymptotic normality (suppose that \( f'(\theta) > 0 \) for every \( \theta \in \Theta \))

\[
\sqrt{n} (\hat{\theta}_n - \theta_1) \Rightarrow N \left( 0, \frac{\text{Var}_{X \sim P_\alpha} (F(X, \theta_1) \ell(X, \alpha))}{(f'(\theta_1))^2} \right).
\]

For any fixed sampler \( P_\alpha \) determined without knowledge of \( \theta_1 \), we have that the worst-case variance when \( c \) varies in \( \{f(\theta) : \theta \in \Theta\} \) is

\[
\max_{\theta_1 \in \Theta} \text{Var}_{X \sim P_\alpha} (F(X, \theta_1) \ell(X, \alpha)) \frac{1}{(f'(\theta_1))^2}
\]

and the minimum possible worst-case asymptotic variance for any fixed IS is given by

\[
\min_{\alpha \in \Lambda} \max_{\theta_1 \in \Theta} \text{Var}_{X \sim P_\alpha} (F(X, \theta_1) \ell(X, \alpha)) \frac{1}{(f'(\theta_1))^2}.
\]
On the other hand, suppose we can make use of the root when designing the importance sampler (i.e., we can choose $\alpha$ based on $\theta_1$). Then we would choose $\alpha = \arg \min_{\alpha} \text{Var}_{X \sim P_\alpha}(F(X, \theta_1)\ell(X, \alpha))$, and be able to achieve the following worst-case asymptotic variance
\[
\max_{\theta_1 \in \Theta} \min_{\alpha \in \Lambda} \text{Var}_{X \sim P_\alpha}(F(X, \theta_1)\ell(X, \alpha)) \left( \frac{f'(|\theta_1|)^2}{\gamma f'(|\theta_1|) - 1} \right).
\]

The relation between the two asymptotic variances can be seen by a weak duality:

**Theorem 1.** Suppose that $f'(\theta) \neq 0$ for any $\theta \in \Theta$. Then
\[
\max_{\theta_1 \in \Theta} \min_{\alpha \in \Lambda} \text{Var}_{X \sim P_\alpha}(F(X, \theta_1)\ell(X, \alpha)) \leq \min_{\alpha \in \Lambda} \max_{\theta_1 \in \Theta} \text{Var}_{X \sim P_\alpha}(F(X, \theta_1)\ell(X, \alpha)) \left( \frac{f'(|\theta_1|)^2}{\gamma f'(|\theta_1|) - 1} \right).
\]

This theorem tells us that, if we use a fixed IS scheme, then we will suffer from a loss in efficiency due to a lack of a priori knowledge on the root. The gap between the two sides in Theorem 1 could be huge especially if only very limited knowledge of $\theta_1$ is available beforehand, i.e., $\Theta$ is a large set.

The key of our proposed approach is to achieve the lower end of the inequality, by using suitable adaptive schemes. In other words, we achieve an asymptotic variance as if we know the root.

We make two remarks. First, we consider the paradigm where we are already given an efficient IS for estimating the expectation (i.e., $f(\theta)$), which can be a “black-box” in which we do not need to know any algorithmic details. The expectation estimation problem has been a long-standing focus of variance reduction, and our approach builds on the availability of these good IS schemes from the large literature. Second, we point out that in most practically interesting cases, it may not be easy or worthwhile to obtain an accurate minimizer for $\text{Var}_{X \sim P_\alpha}(F(X, \theta_1)\ell(X, \alpha))$, even in expectation estimation problems when $\theta_1$ is known. This has led to different efficiency notions such as weak or logarithmic efficiency in the rare-event literature (L’Ecuyer et al. 2010). While Theorem 1 does not directly capture the comparisons using these specialized notions, our main assertion of achieving an asymptotic variance as if we know the root, which is not attainable using a fixed IS, still holds. Theorem 1 makes our main assertion clear by considering the basic setting where the minimization can be accurately solved.

We can do a similar analysis for the RM-SA algorithm, the only difference being that the asymptotic variance of the RM-SA algorithm is sensitive to the stepsize, and so we compare the behaviors of different IS schemes based on the same choice of stepsize, say $\gamma_k = \gamma/k$. For this choice, we have the following weak duality
\[
\max_{\theta_1 \in \Theta} \min_{\alpha \in \Lambda} \frac{2\gamma^2 \text{Var}_{X \sim P_\alpha}(F(X, \theta_1)\ell(X, \alpha))}{2\gamma f'(|\theta_1|) - 1} \leq \min_{\alpha \in \Lambda} \max_{\theta_1 \in \Theta} \frac{2\gamma^2 \text{Var}_{X \sim P_\alpha}(F(X, \theta_1)\ell(X, \alpha))}{2\gamma f'(|\theta_1|) - 1},
\]
where the right-hand side (RHS) is the best possible for all fixed IS schemes and the left-hand side (LHS) is the best we can do as if we know the root, which can be achieved using our adaptive IS.
4. Adaptive Importance Sampling

In this section, we first present the main procedures of our adaptive IS to embed in SAA and SA. We then present asymptotic results and connect to our minimax discussion in Section 3.2. As in Sections 3.1 and 3.2, here we focus on the single-dimensional case with $d = 1$, i.e., $\theta \in \mathbb{R}$, to highlight the main ideas of our developments. We generalize to multi-dimensional settings in Section 6 and the Appendix.

4.1. Main Procedures

We want to estimate the root of $f(\theta) = c$, where $f(\theta) = E_{X \sim P}[F(X, \theta)]$. We suppose there is an available good IS in the class $P_{\alpha}$ for estimating the expectation $f(\theta)$ for a given $\theta$, i.e., once $\theta$ is given to us, we can choose $\alpha = I(\theta)$ with a low variance $\text{Var}_{X \sim P_{\alpha}}(F(X, \theta) \ell(X, \alpha))$. Our procedures utilize this choice $I(\cdot)$.

Our procedure is adaptive and consists of iterations to update both the IS parameter and the root estimate simultaneously. More precisely, at each iteration, given the most updated root estimate, we create a new IS sampler with parameter $\alpha = I(\theta)$ that aims to estimate the expectation with $\theta$ being precisely the most updated root estimate, and use it to draw new samples. From these new samples, we update our root estimate, via either SAA or SA, and repeat the process. Algorithm 1 shows our adaptive IS embedded in SAA. At iteration $n = 1, 2, \ldots$, we are first given the most updated root estimate $\hat{\theta}_n$, and we set a new IS parameterized by $\alpha_n = I(\hat{\theta}_n)$ (with some technical adjustment that we discuss momentarily). We use this IS to generate sample $X_n$. Then, we solve a new SAA problem constructed from all the observed samples $X_1, \ldots, X_n$ with a proper importance weighting, given by (5), to obtain $\hat{\theta}_{n+1}$ and repeat the process.

For technicality reasons to ensure correct convergence, in Algorithm 1 we add a truncation to the IS parameter set so that it cannot diverge too fast. This means we construct a series of deterministic sets $A_n$ such that $A_1 \subset A_2 \subset \ldots$ and their union contains the optimal IS parameter $\alpha^* := I(\theta^*) \in \bigcup_{i=1}^{\infty} A_i$. Our implemented choice of IS would have parameter $\Pi_{\bigcup_{i=1}^{\infty} A_i}$, where $\Pi_A$ means a projection to set $A$. For the choice of the truncation sets $A_n$, if we have some prior knowledge that the optimal IS belongs to some compact set $A$, then we can simply let $A_n = A$ for each $n$. In particular, for quantile estimation problems, if we have crude knowledge on the possible deterministic range for the true quantile, then the possible value of $I(q)$ would belong to a computable compact set that implies the truncation set. If we do not have this prior knowledge, then we can let $A_i$ increase to the whole space: $\bigcup_{i=1}^{\infty} A_i = \mathbb{R}$. We also need that $A_i$ does not grow too fast (so that Assumption 1 in our sequel is satisfied).

Algorithm 2 shows our adaptive IS embedded in SA, where we replace the SAA problem in each iteration with an SA move, with the corresponding importance weight in (6). At the end of
Algorithm 1 SAA with adaptive importance sampling for stochastic root finding

Initialization: Original sampling distribution $P$; initial IS parameter $\alpha_1$; initial iteration index $n = 1$; truncation sets $A_1 \subset A_2 \subset \ldots$; black-box IS function $I$.

1: while stopping criteria not met do
2:   Generate sample $X_n \sim P_{\alpha_n}$;
3:   Update root estimate $\hat{\theta}_n$ by solving the equation

$$\frac{1}{n} \sum_{i=1}^{n} F(X_i, \theta) \ell(X_i, \alpha_i) = c; \quad (5)$$

4:   Update IS parameter $\alpha_{n+1} = \Pi_{A_{n+1}}[I(\hat{\theta}_n)]$;
5:   Set $n = n + 1$;
6: end while

Output: Root estimate $\hat{\theta}_n$.

the procedure, we either output the final root iterate $\hat{\theta}_n$ (RM-SA) or the average $\bar{\theta}_n = \sum_{i=1}^{n} \hat{\theta}_i / n$ (PR-SA). Note that in Algorithm 2 the updating step in each iteration only utilizes the current sample $X_n$, as opposed to using all past samples as in SAA.

Algorithm 2 SA with adaptive importance sampling for stochastic root finding

Initialization: Original sampling distribution $P$; initial IS parameter $\alpha_1$; initial root $\hat{\theta}_0$; stepsize constant $\gamma$; prior information set $A$; initial iteration index $n = 1$; black-box IS function $I$.

1: while stopping criteria not met do
2:   Generate sample $X_n \sim P_{\alpha_n}$, and calculate $F(X_n, \hat{\theta}_{n-1})$ and $\ell(X_n, \alpha_n)$;
3:   Set $\gamma_n = \gamma / n^\alpha$ (usually $\alpha = 1$ for RM-SA; $1/2 < \alpha < 1$ for PR-SA);
4:   Update root estimate

$$\hat{\theta}_n = \Pi_A \left[ \hat{\theta}_{n-1} - \gamma_n \left( F(X_n, \hat{\theta}_{n-1}) \ell(X_n, \alpha_n) - c \right) \right]; \quad (6)$$

5:   Update IS parameter $\alpha_{n+1} = I(\hat{\theta}_n)$;
6:   Set $n = n + 1$;
7: end while

Output: Root estimate $\hat{\theta}_n$ for RM-SA, or $\bar{\theta}_n = \sum_{i=1}^{n} \hat{\theta}_i / n$ for PR-SA.

4.2. Theoretical Results

We present our main theoretical results on the consistency and asymptotic normality of our SAA and SA with embedded adaptive IS.
4.2.1. SAA with Adaptive IS. We first consider SAA, i.e., Algorithm 1. We need several assumptions and intermediate lemmas. The first assumption is about the growth rate of the IS parameter $\alpha_n$.

**Assumption 1.** For each $\theta \in \Theta$, $E_{X \sim P_{\alpha_n}} [(F(X, \theta)\ell(X, \alpha_n))^2] = O(n^{1-\epsilon})$ holds for some $\epsilon > 0$.  

In our algorithm, this is guaranteed by introducing the truncation sets $A_n$ (see the discussion before Algorithm 1). With this assumption, we have pointwise convergence of the estimated objective function in the following lemma, the proof of which is provided in Appendix EC.2.1. Note that $X_i$ refers to a sample drawn from the adaptive algorithm, i.e., $X_i \sim P_{\alpha_i}$ and given $\alpha_i$, the distribution of $X_i$ is independent of $X_1, \ldots, X_{i-1}$.

**Lemma 1.** Under Assumption 1, for each $\theta \in \Theta$, we have
\[
\frac{\sum_{i=1}^n F(X_i, \theta)\ell(X_i, \alpha_i)}{n} \rightarrow E_{X \sim P} [F(X, \theta)] \quad \text{a.s.}
\]

Based on this pointwise convergence, we can show a uniform convergence of $\sum_{i=1}^n F(X_i, \theta)\ell(X_i, \alpha_i)/n$ over all possible values of $\theta$. Following the bracketing number approach (see Section 2.4 of van der Vaart and Wellner 1996), we make the following assumption.

**Assumption 2.** Define $F = \{f(X, \alpha) := F(X, \theta)\ell(X, \alpha), \theta \in \Theta\}$. For each $\epsilon > 0$, there exists a finite set $K_{\epsilon}$ whose elements are pairs of functions such that:

1. For each $f \in F$, there exists $(f_L, f_R) \in K_{\epsilon}$ such that $f_L \leq f \leq f_R$;
2. For each pair of $(f_L, f_R) \in K_{\epsilon}$, the limits
   \[
   \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^n f_L(X_i, \alpha_i) \quad \text{and} \quad \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^n f_R(X_i, \alpha_i)
   \]
   exist, and
   \[
   \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^n [f_R(X_i, \alpha_i) - f_L(X_i, \alpha_i)] \leq \epsilon.
   \]

To verify Assumption 2, we can also follow similar arguments to bound bracketing numbers as in, e.g., Section 2.7 of van der Vaart and Wellner (1996). We have intentionally stated our assumption in a general way without using any condition like Lipschitz continuity or smoothness of function $F$. That is because, for quantile estimation problems which we consider as an important example, $F(X, \theta) = 1\{h(X) \leq \theta\}$ is not even continuous in $\theta$. On the other hand, if we have some smoothness conditions for $F$, it could help verify this assumption. For example, if the function class is Lipschitz continuous in $\theta$, in the sense that
\[
|F(X, \theta_1) - F(X, \theta_2)| \leq d(\theta_1, \theta_2)h(X)
\]
for some metric $d$ on the index set, and $\lim_{n \to \infty} \sum_{i=1}^{n} h(X_i)\ell(X_i, \alpha_i)/n < \infty$ (which can be shown in a similar way as Lemma 1), then similar to Theorem 2.7.11 of van der Vaart and Wellner (1996), a sufficient condition for Assumption 2 is that the $\epsilon$-covering number on set $\Theta$, $N(\epsilon, \Theta, d)$, is finite. Here the covering number is the minimum number of $\epsilon$-balls under metric $d$ needed to cover $\Theta$, where an $\epsilon$-ball centered at $\theta_0$ under metric $d$ means $\{\theta \in \Theta : d(\theta, \theta_0) < \epsilon\}$. More concretely, if $d$ is the Euclidean distance, then the compactness of $\Theta$ would be sufficient for the aforementioned condition. But the compactness of $\Theta$ is not necessary because it could be the case that $d(\theta_1, \theta_2)$ shrink to 0 when $\theta_1$ and $\theta_2$ are large.

The following lemma presents the uniform convergence of the estimated objective function. Its proof uses a generalized bracketing number to handle the sum of martingale difference array and is in Appendix EC.2.2.

**Lemma 2.** Under Assumptions 1 and 2, we have that, as $n \to \infty$,

$$
\sup_{\theta \in \Theta} \left| \sum_{i=1}^{n} F(X_i, \theta)\ell(X_i, \alpha_i) - \mathbb{E}_{X \sim P} [F(X, \theta)] \right| / \sqrt{n} \to 0 \text{ a.s.}
$$

Based on the uniform convergence of the sample-averaged objective function, similar in spirit to Theorem 5.7 of van der Vaart (1998), we make the following assumption to ensure the root to $f(\theta) - c$ is well separated.

**Assumption 3.** The objective function $f(\theta)$ is differentiable at $\theta = \theta^*$ with continuously invertible derivative, and $\theta^*$ is the unique root in the sense that for any $\epsilon > 0$,

$$
\inf_{|\theta - \theta^*| \geq \epsilon} |f(\theta) - c| > 0.
$$

With this assumption, and using the uniform convergence derived in Lemma 2, we can show the strong consistency of the SAA estimator with adaptive IS. The proof is included in Appendix EC.2.3.

**Theorem 2 (Consistency of SAA with embedded adaptive IS).** Under Assumptions 1 - 3, the root estimator generated by Algorithm 4 is strongly consistent, i.e.,

$$
\hat{\theta}_n \to \theta^* \text{ a.s.}
$$

Next, we will establish a CLT for the estimator using the weak convergence of martingale processes. To develop this, we introduce additional notation and some preliminary technical tools. Let $\Theta_\delta := \{\theta : \|\theta - \theta^*\| \leq \delta\}$, $f_\theta$ be the function defined by $f_\theta(X) := F(X, \theta)$, and $F_\delta = \{f_\theta, \theta \in \Theta_\delta\}$. Furthermore, for each measurable function $g$ on the probability space $(\Omega, \mathcal{F}, P)$, let

$$
V_{n,i}(g) = \frac{g(X_i)\ell(X_i, \alpha_i) - \mathbb{E}_{X \sim P}[g(X)]}{\sqrt{n}} \quad \text{and} \quad S_n(g) = \sum_{i=1}^{n} V_{n,i}(g).
$$
Notice that when \( \theta \) varies in \( \Theta_\delta \), \( V_{n,i}(f_\theta) \) and \( S_n(f_\theta) \) could be regarded as processes indexed by \( \Theta_\delta \). We denote \( \mathcal{F}_n = \sigma(X_1, \ldots, X_n) \) as the filtration. We write \( \mathbb{E}_{i-1} \) as the conditional expectation given \( \mathcal{F}_{i-1} \), and similarly \( \text{Var}_{i-1} \) as the conditional variance given \( \mathcal{F}_{i-1} \). Notice that, for each \( \theta \in \Theta_\delta \),

\[
V_{n,i}(f_\theta) = \frac{F(X_i, \theta) \ell(X_i, \alpha_i) - \mathbb{E}_{X_{\infty}}[F(X, \theta)]}{\sqrt{n}}
\]

is a martingale difference array. For each fixed \( \theta \), the standard martingale CLT can give the asymptotic normality for \( S_n(f_\theta) \), but for the asymptotic normality of the root, we need a uniform behavior of \( S_n(f_\theta) \) for \( \theta \) in a neighborhood of \( \theta^* \). To this end, enlightened by Donsker-type theorems and the analysis of the weak convergence of function-valued martingale difference arrays in [Nishiyama (2000)], we construct the following assumption.

**Assumption 4.** There exists \( \Pi = \{\Pi(\epsilon)\}_{\epsilon \in (0, \Delta_n]} \) such that each \( \Pi(\epsilon) = \{F(\epsilon; k) : 1 \leq k \leq N_\Pi(\epsilon)\} \) is a cover of \( F_\delta \) (i.e., \( \cup_{1 \leq k \leq N_\Pi(\epsilon)} F(\epsilon; k) = F_\delta \)) and \( N_\Pi(\Delta_n) = 1 \). Here for each \( 1 \leq k \leq N_\Pi(\epsilon) \), \( F(\epsilon; k) \) is an \( \epsilon \)-ball under \( L_2 \)-distance \( \rho(g, h) := \left( \mathbb{E}_{X_{\infty}}[(g(X) - h(X))^2] \right)^{1/2} \). Moreover,

\[
\sup_{\epsilon \in (0, \Delta_n]} \max_{1 \leq k \leq N_\Pi(\epsilon)} \frac{\sqrt{\sum_{j=1}^n \mathbb{E}_{j-1}[|V_{n,j}(F(\epsilon; k))|^2]}}{\epsilon} = O_\rho(1),
\]

where for a set \( F' \), \( V_{n,j}(F') \) is defined as the smallest \( \mathcal{F}_i \)-measurable function that is greater than \( \sup_{f,g \in F'} |V_{n,j}(f) - V_{n,j}(g)| \). Furthermore,

\[
\int_0^{\Delta_n} \sqrt{\log N_\Pi(\epsilon)} \, d\epsilon < \infty.
\]

Here, the first displayed condition requires that each set in the cover \( \Pi(\epsilon) \) should be small enough and the second displayed condition requires that there cannot be too many sets in the cover. The following proposition provides a more transparent sufficient condition for Assumption 4. With slight abuse of notations, we let \( \rho(\theta_1, \theta_2) := \left( \mathbb{E}_{X_{\infty}}[(F(X, \theta_1) - F(X, \theta_2))^2] \right)^{1/2} \) be a pseudo-metric on \( \Theta_\delta \).

Notice that in Assumption 4 we also use \( \rho \) to denote the \( L_2 \)-distance between functions under \( P \), and we have that \( \rho(\theta_1, \theta_2) = \rho(f_\theta_1, f_\theta_2) \). Let the **covering number** \( N(\epsilon, \Theta_\delta, \rho) \) be the minimum number of balls \( \{\theta : \rho(\theta, \theta_1) < \epsilon\} \) of radius \( \epsilon \) needed to cover \( \Theta_\delta \).

**Proposition 1.** Suppose that we are given \( \hat{\theta}_n \to \theta^* \) and \( \alpha_n \to \alpha^* \), both a.s. Then the following condition is sufficient for Assumption 4: There exists a \( \delta > 0 \) such that

\[
(i) \quad \int_0^1 \sqrt{\log N(\epsilon, \Theta_\delta, \rho)} \, d\epsilon < \infty,
\]

and (ii) there exists constant \( \delta_1 > 0 \) and real-valued function \( L(X, \alpha) \) such that for any \( \theta_1, \theta_2 \in \Theta_\delta \),

\[
(F(X, \theta_1) - F(X, \theta_2))^2 \ell(X, \alpha) \leq L(X, \alpha)(\rho(\theta_1, \theta_2))^2 \quad \text{with} \quad \sup_{\|\alpha - \alpha^*\| \leq \delta_1} \mathbb{E}_{X_{\infty}}[L(X, \alpha)] < \infty.
\]
Here, the first part is a uniform entropy condition that is commonly assumed for Donsker-type theorems. The second can be regarded as a Lipschitz condition for function $F$ when $\theta$ is close to $\theta^*$ and $\alpha$ is close to $\alpha^*$. Similar to the conditions for the martingale CLT (see e.g. Theorem 8.2.8 of [Durrett 2019]), we introduce our last assumption.

**Assumption 5.** (Lindeberg’s condition) There exists a $\delta > 0$ such that for every $\epsilon > 0$,

$$
\sum_{i=1}^{n} E_{i-1} \left[ (V_{n,i}(E))^2 1 \{ V_{n,i}(E) > \epsilon \} \right] \xrightarrow{P} 0,
$$

where $V_{n,i}(E)$ is the adapted envelope for $V_{n,i}(f), f \in \mathcal{F}_\delta$, i.e., $V_{n,i}(E)$ is the smallest $\mathcal{F}_i$-measurable random variable such that $\sup_{f \in \mathcal{F}_\delta} |V_{n,i}(f)| \leq V_{n,i}(E)$ a.s.

To verify this assumption, we can bound $V_{n,i}(E)$ when $\alpha_i$ and $\hat{\theta}_i$ are close to $\alpha^*$ and $\theta^*$ respectively. We summarize this observation in the following proposition. The proof is in Appendix [EC.3.2].

**Proposition 2.** Suppose that we are given $\hat{\theta}_n \to \theta^*$ and $\alpha_n \to \alpha^*$, both a.s. Suppose that there exist $\delta, \delta_1 > 0$ and $V(X)$ such that $V(X) \geq (F(X, \theta))^2 \ell(X, \alpha)$ for all $\theta \in \Theta_{\delta}$, $\|\alpha - \alpha^*\| \leq \delta_1$. Also suppose $E_{X \sim P}[V(X)] < \infty$. Then Assumption 5 holds.

With these assumptions, we can first prove asymptotic equicontinuity for the sum of martingale difference arrays at $f_{\theta^*}$. That is, for any large $n$ and $\theta \in \Theta_{\delta}$, as long as $\rho(\theta, \theta^*)$ is small, $S_n(f_\theta)$ and $S_n(f_{\theta^*})$ should be close enough. Similar to Donsker-type theorems, this would guarantee a uniform behavior in the martingale CLT $S_n(f_\theta) \Rightarrow Z(\theta)$ for all $\theta \in \Theta_{\delta}$, where $Z(\theta)$ is a normal random variable with mean zero and variance determined by $\theta$. Another main ingredient of our proof is that, since $\hat{\theta}_n \to \theta^*$ a.s., we have that $\alpha_n \to \alpha$ a.s., thus the variance of $S_n(\hat{\theta}_n)$ would converge to $\text{Var}_{X \sim P_{\alpha^*}}(F(X, \theta^*)\ell(X, \alpha^*))$. This tells us the variance of $Z(\theta^*)$. Then, based on this, we derive the asymptotic normality of the SAA with adaptive IS in the following theorem. The full proof is in Appendix [EC.2.4].

**Theorem 3 (Asymptotic normality of SAA with embedded adaptive IS).** Under Assumptions [1] - [5], suppose that the function $E_{X \sim P_{\alpha}} \left[ (F(X, \theta)\ell(X, \alpha))^2 \right]$ is continuous in $\alpha$, and $\rho(\theta, \theta^*) \to 0$ as $\theta \to \theta^*$. Suppose further that the black-box function $I$ is continuous. Then we have asymptotic normality of $\hat{\theta}_n$ generated from Algorithm 1 given by

$$
\sqrt{n} \left( \hat{\theta}_n - \theta^* \right) \Rightarrow N \left( 0, \frac{\text{Var}_{X \sim P_{\alpha^*}}(F(X, \theta^*)\ell(X, \alpha^*))}{f'(\theta^*)^2} \right),
$$

where $\alpha^* = I(\theta^*)$. 
This theorem tells us that using our adaptive IS, the asymptotic variance would be the same as if we use a fixed sampler \( \alpha^* \), or in other words as if we know the root in advance. In particular, when \( I(\theta) = \arg \min_{\alpha} \text{Var}_{X \sim P_\alpha}(F(X, \theta) \ell(X, \alpha)) \), we would achieve the asymptotic normality
\[
\sqrt{n}(\hat{\theta}_n - \theta^*) \Rightarrow N\left(0, \min_{\alpha} \frac{\text{Var}_{X \sim P_\alpha}(F(X, \theta^*) \ell(X, \alpha))}{(f'(\theta^*))^2}\right).
\]
So the worst-case variance would be the LHS of the weak duality in Theorem 1.

4.2.2. SA with Adaptive IS. Now we turn to SA, i.e., Algorithm 2. For consistency, we adopt the projected ordinary differential equation (ODE) approach in Kushner and Yin (2003). Since \( \alpha_{n+1} \in F_n \), we have that
\[
E_{X_{n+1} \sim P_{\alpha_{n+1}}} [F(X_{n+1}, \hat{\theta}_n) \ell(X_{n+1}, \alpha_{n+1}) | F_n] = f(\hat{\theta}_n),
\]
so iteration (6) has a martingale difference noise. To proceed, we state some assumptions. The first is the boundedness of the conditional variance of the gradient estimator. Let \( V_n = F(X_{n+1}, \hat{\theta}_n) \ell(X_{n+1}, \alpha_{n+1}) - f(\hat{\theta}_n) \) be the error of the estimated objective function. We assume the following.

Assumption 6. There exists a constant \( C > 0 \) such that \( E_n[V_n^2] < C \).

In our adaptive method, \( \alpha_{n+1} \) can be chosen to make this conditional variance small, so that this assumption is typically readily verifiable. Our next assumption is a one-dimensional version of the constraint set condition (A4.3.2) of Kushner and Yin (2003) and the uniqueness of the root.

Assumption 7. \( A = [a, b] \) for some \( -\infty < a < b < \infty \), \( \theta^* \) belongs to the interior of \( A \), \( f(a) < c < f(b) \) and \( \theta^* \) is the unique root of \( f(\theta) = c \).

By verifying the conditions of Theorem 5.2.3 in Kushner and Yin (2003) (See Appendix EC.2.5), we have the consistency of \( \hat{\theta}_n \) and \( \bar{\theta}_n \).

Theorem 4 (Consistency of SA with embedded adaptive IS). Under Assumptions 6-7 both the RM-SA estimator \( \hat{\theta}_n \) and the PR-SA estimator \( \bar{\theta}_n \) defined in Algorithm 2 converge to \( \theta^* \) a.s.

Next we present the asymptotic normality of the root estimator, considering first the RM-SA estimator \( \hat{\theta}_n \). Following Fabian (1968), we introduce the following assumption on the uniform integrability of the squared noise.

Assumption 8.
\[
\sup_n E_{n-1}[|V_n|^2 1\{|V_n| > R\}] \xrightarrow{P} 0 \text{ as } R \to \infty.
\]
Similar to Assumption 5, we also have the following sufficient condition to verify Assumption 8. The proof is in Appendix EC.3.2.

**Proposition 3.** Suppose that we are given $\hat{\theta}_n \to \theta^*$ and $\alpha_n \to \alpha^*$, both a.s. Suppose that there exist $\delta, \delta_1 > 0$ and $V(X)$ such that $V(X) \geq (F(X, \theta)) \ell(X, \alpha)$ for all $\theta \in \Theta_\delta, \|\alpha - \alpha^*\| \leq \delta_1$. Also suppose $E_{X \sim P}[V(X)] < \infty$. Then Assumption 8 holds.

With these, we have the following CLT for the RM-SA estimator.

**Theorem 5 (Asymptotic normality of RM-SA with embedded adaptive IS).** Suppose that $f(\cdot)$ is a twice differentiable function with $f'(\theta^*) \neq 0$. Also suppose that the function $E_{X \sim P_a \left[(F(X, \theta) \ell(X, \alpha))^2 \right]}$ is continuous in $\alpha$ and the black-box function $I$ is continuous. Under Assumptions 6-8, the RM-SA estimator $\hat{\theta}_n$ in Algorithm 2 is asymptotically normal, viz.,

$$\sqrt{n} \left(\hat{\theta}_n - \theta^*\right) \Rightarrow N\left(0, \frac{\gamma^2 \text{Var}_{X \sim P_{\alpha^*}} (F(X, \theta^*) \ell(X, \alpha^*))}{2\gamma f'(\theta^*) - 1}\right),$$

where $\alpha^* = I(\theta^*)$.

The proof of Theorem 5 requires reformulating the recursion in our Algorithm 2 in an alternative form used in Fabian (1968). See Appendix EC.2.6 for the details.

Lastly, we consider the PR-SA estimator $\bar{\theta}_n$. Following Polyak and Juditsky (1992), we have the following asymptotic result, whose proof is in Appendix EC.2.7.

**Theorem 6 (Asymptotic normality of PR-SA with embedded adaptive IS).** Under the same assumptions in Theorem 5, the PR-SA estimator $\bar{\theta}_n$ in Algorithm 2 is asymptotically normal, viz.,

$$\sqrt{n} \left(\bar{\theta}_n - \theta^*\right) \Rightarrow N\left(0, \frac{\text{Var}_{X \sim P_{\alpha^*}} (F(X, \theta^*) \ell(X, \alpha^*))}{f'(\theta^*)^2}\right),$$

where $\bar{\theta}_n = \sum_{i=1}^{n} \hat{\theta}_i / n$ and $\alpha^* = I(\theta^*)$.

Similar to the argument after Theorem 3 when $I(\theta) = \arg\min_\alpha \text{Var}_{X \sim P_{\alpha}} (F(X, \theta) \ell(X, \alpha))$, the asymptotic normality (7) is equivalent to

$$\sqrt{n} \left(\bar{\theta}_n - \theta^*\right) \Rightarrow N\left(0, \min_\alpha \frac{\text{Var}_{X \sim P_{\alpha}} (F(X, \theta^*) \ell(X, \alpha^*))}{f'(\theta^*)^2}\right),$$

so the worst-case variance using PR-SA with our adaptive IS is the LHS in the weak duality result in Theorem 1.
5. Quantile Estimation with Adaptive Importance Sampling

In this section, we apply our adaptive IS to the quantile estimation problem. Let \( h : \mathbb{R}^d \to \mathbb{R} \) be a performance function of a stochastic system, and recall that \( F_h(x) = P\{h(X) \leq x\} \) is the cumulative distribution function of \( h(X) \). Then the \( p \)-quantile of \( h(X) \) is

\[
q^* = \inf\{x : P\{h(X) \leq x\} \geq p\} = \inf\{x : F_h(x) \geq p\}.
\]

Henceforth, we assume that \( h(X) \) is a continuous random variable, so the \( p \)-quantile of \( h(X) \) is the root of the equation

\[
F_h(q) = \mathbb{E}_{X \sim P}[1\{h(X) \leq q\}] = p.
\]

Note that in this section, \( q \) is used in place of \( \theta \) as the variable in the root-finding equation.

As discussed in the introduction, when \( p \) is close to 0 or 1, standard Monte Carlo could perform poorly, where the standard approach means using the empirical quantile, i.e., generating i.i.d. samples \( X_1, X_2, \ldots, X_n \sim P \), and solving the empirical root-finding problem \( (9) \) by plugging in the empirical distribution for \( F_h \). To address the extreme value estimation problem, we apply the adaptive IS approach to the quantile estimation setting, for which we also provide milder and easier-to-verify conditions for the asymptotic analysis.

5.1. Empirical Quantile

The empirical quantile depicted above is the analog of the SAA solution in quantile estimation. Similar to the previous section, the IS distribution is parameterized by \( \alpha \), on which we know a black-box function \( I(q) \) that gives a good IS parameter \( \alpha \) for estimating \( P(h(X) \leq q) \). Algorithm 3 presents our adaptive IS embedded in the empirical quantile, where the truncation set \( A_n \) is the same as in Algorithm 1 that is used to guarantee strong consistency.

Because of the special monotone structure of the objective function, the assumptions required for the quantile estimation asymptotics are considerably simpler than those used in the general case presented previously. Our first assumption is analogous to Assumption 1.

**Assumption 9.** There exist \( \delta, \epsilon > 0 \) such that \( \mathbb{E} \left[ \left( 1\{h(X_n) \leq q^* + \delta\} \ell(X_n, \alpha_n) \right)^2 \right] = O(n^{1-\epsilon}) \).

The next assumption corresponds to the condition in Proposition 2 (or 3) specialized for the quantile estimation problem. Observe that \( F(X, \theta) \) in Proposition 2 corresponds to \( 1\{h(X) \leq q\} \) in the quantile estimation case, which is monotone w.r.t. \( q \).

**Assumption 10.** There exist \( \delta_1, \delta_2 > 0 \) such that there exists \( V(X) \geq \sup_{\|\alpha - \alpha^*\| \leq \delta_2} 1\{h(X) \leq q^* + \delta_1\} \ell(X, \alpha) \) with \( \mathbb{E}_{X \sim P}[V(X)] < \infty \).
Algorithm 3 Empirical quantile with adaptive importance sampling

**Initialization:** Original sampling distribution \( P \); initial IS parameter \( \alpha_1 \); initial iteration index \( n = 1 \); truncation sets \( A_1 \subset A_2 \subset \ldots \); black-box IS function \( I \).

1: **while** stopping criteria not met **do**
2: Generate sample \( X_n \sim P_{\alpha_n} \);
3: Update quantile estimate
   \[ \hat{q}_n = \inf \left\{ \frac{1}{n} \sum_{i=1}^{n} 1 \{ h(X_i) \leq q \} \ell(X_i, \alpha_i) \geq p \right\} ; \]
4: Update IS parameter
   \[ \alpha_{n+1} = \Pi_{A_{n+1}} [ I(\hat{q}_n) ] ; \]
5: Set \( n = n + 1 \);
6: **end while**

**Output:** Quantile estimate \( \hat{q}_n \).

The next assumptions about the smoothness of the variance and objective function are Assumption 3 and the condition depicted in Theorem 3 specialized to the quantile estimation case.

**Assumption 11.** For \((q, \alpha)\) in a neighborhood of \((q^*, \alpha^*)\), the function

\[ \text{Var}_{X \sim P_{\alpha^*}} (1 \{ h(X) \leq q \} \ell(X, \alpha)) \]

is continuous in \((q, \alpha)\).

**Assumption 12.** The distribution function \( F_h(x) \) is differentiable at \( x = q^* \), and the density \( f_h(x) \) is strictly positive at \( x = q^* \).

With these, we have the consistency and asymptotic normality of the quantile estimator \( \hat{q}_n \).

**Theorem 7.** (Consistency and asymptotic normality of empirical quantile with embedded adaptive IS). Under Assumptions 9-12, suppose that the black-box function \( I \) is continuous. Then the quantile estimator \( \hat{q}_n \) obtained from Algorithm 3 is strongly consistent, i.e., \( \hat{q}_n \to q^* \) a.s., and asymptotically normal, i.e.,

\[ \sqrt{n}(\hat{q}_n - q^*) \Rightarrow N \left( 0, \frac{\text{Var}_{X \sim P_{\alpha^*}} (1 \{ h(X) \leq q^* \} \ell(X, \alpha^*))}{(f_h(q^*))^2} \right), \]

where \( \alpha^* = I(q^*) \).

In the proof of Theorem 7, we first verify the conditions for invoking Theorem 2 to show strong consistency. Regarding asymptotic normality, instead of using Theorem 3 directly, we exploit the special structure of quantile estimation, and the required condition is slightly weaker (the counterpart of Assumption 4 is not required for Theorem 7). While the idea follows generally from Serfling.
(2009) Theorem A, Section 2.3.3, one notable difference is that to show the weak convergence of the empirical estimate of \( F_h \left( q + t\sqrt{n^{-1}} \right) \), we need to use a triangular-array martingale CLT instead of the Berry-Essen bound in Serfling (2009). As a result, we also do not need to assume that the likelihood ratio has bounded third-order moment as required by Berry-Esseen.

5.2. SA with Adaptive IS for Quantile Estimation

Algorithm 4 presents our procedure to embed IS in SA for quantile estimation where, as in Section 4, we consider both the RM-SA quantile estimator \( \hat{q}_n \) and the PR-SA quantile estimator \( \bar{q}_n \).

Algorithm 4 SA with adaptive importance sampling for quantile estimation

Initialization: Original sampling distribution \( P \); initial IS parameter \( \alpha_1 \); initial quantile estimate \( \hat{q}_0 \); stepszie constant \( \gamma \); prior information set \( A \); initial iteration index \( n = 1 \); black-box IS function \( I \).

1: while stopping criteria not met do
2: Generate sample \( X_n \sim P_{\alpha_n} \), and calculate \( h(X_n) \) and \( \ell(X_n, \alpha_n) \);
3: Set \( \gamma_n = \gamma / n^\alpha \) (usually \( \alpha = 1 \) for RM-SA; \( 1/2 < \alpha < 1 \) for PR-SA);
4: Update quantile estimate
   \[
   \hat{q}_n = \Pi_A [\hat{q}_{n-1} - \gamma_n (1\{h(X_n) \leq \hat{q}_{n-1}\}) \ell(X_n, \alpha_n) - p)];
   \] (10)
5: Update IS parameter \( \alpha_{n+1} = I(\hat{q}_n) \);
6: Set \( n = n + 1 \);
7: end while

Output: Quantile estimate \( \hat{q}_n \) for RM-SA, or \( \bar{q}_n = \sum_{i=1}^n \hat{q}_i / n \) for PR-SA.

Let \( v(q) = E_{X \sim P_{I(q)}} [1\{h(X) \leq q\} \ell(X, I(q))^2] \). The following is Assumption 6 specialized to quantile estimation.

ASSUMPTION 13. There exists a constant \( C \) such that \( v(\hat{q}_n) < C \).

We get the following special case of Theorem 5.

THEOREM 8. (Consistency and asymptotic normality of RM-SA with embedded adaptive IS for quantile estimation). Under Assumptions 10, 11 and 13, suppose that \( A = [a, b] \) for \( a < q^* < b \), \( F_h \) is a differentiable function and \( f_h(q^*) > 0 \), and \( \gamma > 1/(2f(q)) \). Suppose further that the black-box function \( I \) is continuous. Then \( \hat{q}_n \to q^* \) a.s. and

\[
\sqrt{n}(\hat{q}_n - q^*) \Rightarrow \mathcal{N} \left( 0, \frac{\gamma^2}{2\gamma f_h(q^*) - 1} \text{Var}_{X \sim P^{\alpha^*}} (1\{h(X) \leq q^*\}) \ell(X, \alpha^*) \right),
\]

where \( \alpha^* = I(q^*) \).
We also have asymptotic normality of our adaptive IS embedded in PR-SA for quantile estimation.

**Theorem 9.** *(Consistency and asymptotic normality of PR-SA with embedded adaptive IS for quantile estimation).* Suppose that $I$ is continuous. Under Assumptions 10, 11 and 13, suppose that $A = [a, b]$ for $a < q^* < b$, $F_h$ is a twice differentiable function and $f_h(q^*) > 0$, then $\bar{q}_n \to q^*$ a.s. and

\[
\sqrt{n}(\bar{q}_n - q^*) \Rightarrow \mathcal{N} \left( 0, \frac{\text{Var}_{X \sim P_{\alpha}} \left( \mathbb{1} \{ h(X) \leq q^* \} \ell(X, \alpha^*) \right)}{(f_h(q^*))^2} \right),
\]

where $\bar{q}_n = \sum_{i=1}^{n} \hat{q}_i / n$ and $\alpha^* = I(q^*)$.

Finally, we note that Algorithms 3 and 4, with IS outputs of the form $\mathbb{1} \{ h(X) \leq q \} \ell(X, \alpha)$, are designed for the case when $p$ is close to 0. When $p$ is close to 1, we should use outputs of the form $\mathbb{1} \{ h(X) \geq q \} \ell(X, \alpha)$, because the area $h(X) \geq q$ becomes more important. Correspondingly, we can replace the indicator function in Algorithms 3 and 4 by $\mathbb{1} \{ h(X) \geq \hat{q}_n \}$ and $p$ by $1 - p$. All our theoretical results continue to hold, as we can view this case equivalently as simply adding a negative sign to $h(X)$.

6. Multidimensional Setting

In Sections 4 and 5, we restricted our discussion to a one-dimensional root $\theta \in \mathbb{R}$. In this section, we generalize our developments to multidimensional settings. Most of these generalizations follow naturally, but one major new issue arises in comparing (asymptotic) performance, since the scalar measure of (asymptotic) variance is now replaced by a matrix. To make this comparison well-defined, we introduce a scalar-valued performance function $g$, and we measure errors in terms of $g(\hat{\theta}_n) - g(\theta^*)$, e.g., $g$ can be an approximation of the objective function in a considered optimization problem. With this, the best IS parameter would be an optimal solution to minimize the variance of the approximated objective function.

We study the asymptotic variance using this performance function $g$. By the delta method, and recalling formulas (2) and (4), if $g$ is continuously differentiable, we have that for a fixed IS parameter $\alpha$,

\[
\sqrt{n} \left( g(\hat{\theta}_n) - g(\theta^*) \right) \Rightarrow \mathcal{N} \left( 0, \nabla g(\theta^*)^\top \text{Var}_{X \sim P_{\alpha}} \left( F(X, \theta^*) \ell(X, \alpha) \right) [J(\theta^*)]^{-1} \nabla g(\theta^*) \right),
\]

where $\nabla g(\theta)$ is the gradient of $g(\theta)$, and recall that $J(\theta) = Df(\theta) / D\theta$ is the Jacobian matrix of $f(\theta)$.

Since the variance now becomes one-dimensional, we can follow our developed one-dimensional approach and say that a good IS parameter $\alpha$ should minimize the quantity

\[
\nabla g(\theta^*)^\top [J(\theta^*)]^{-1} \text{Var}_{X \sim P_{\alpha}} \left( F(X, \theta^*) \ell(X, \alpha) \right) [J(\theta^*)]^{-1} \nabla g(\theta^*).
\]
Note that this quantity is exactly the variance when we use
\[ \nabla g(\theta^*)^\top [J(\theta^*)]^{-\top} F(X, \theta^*) \ell(X, \alpha) \]
as an IS estimator for the expectation \( E_{X \sim P} [\nabla g(\theta^*)^\top J(\theta^*)]^{-\top} F(X, \theta^*) \). Similar to the one-dimensional case, this means if given \( \theta^* \) and \( J(\theta^*) \), then what we want is simply a good sampler for this expectation estimation problem. Suppose we have already an available good IS for this problem, i.e., we know a function \( I(\theta, J) \) that parameterizes a good IS to estimate \( E_{X \sim P} [\nabla g(\theta^*)^\top J(\theta^*)]^{-\top} F(X, \theta^*) \) for given \( \theta \) and \( J \). Then in Step 4 of Algorithms 1 and 2, we plug in \( \hat{\theta}_n \) and the estimate \( \hat{J}_n = D_{D\theta} \left[ \frac{1}{n} \sum_{i=1}^{n} F(X_i, \hat{\theta}_n) \ell(X_i, \alpha_i) \right] \)
and use \( \alpha_{n+1} = I(\hat{\theta}_n, \hat{J}_n) \) to parameterize the IS in the next iteration. Algorithms A.1 and A.2 in Appendix EC.1.1 provide the respective procedures of our adaptive IS embedded in SAA and SA for this multivariate setting.

We have consistency and asymptotic normality for adaptive IS in the multivariate setting as follows.

**Theorem 10.** (Consistency and asymptotic normality of SAA with embedded adaptive IS (multivariate case)) *(Full version in Theorem A.3)* Under a multidimensional version of the assumptions in Theorem 3 for the root estimate \( \hat{\theta}_n \) generated by the SAA algorithm with embedded adaptive IS, \( \hat{\theta}_n \to \theta^* \) a.s. and
\[ \sqrt{n} \left( g(\hat{\theta}_n) - g(\theta^*) \right) \Rightarrow \mathcal{N} \left( 0, \nabla g(\theta^*)^\top V \nabla g(\theta^*) \right), \]
where \( V = (J(\theta^*))^{-\top} \Sigma (J(\theta^*))^{-1} \) and \( \Sigma = \text{Var}_{X \sim P_{\alpha^*}} (F(X, \theta^*) \ell(X, \alpha^*)) \).

**Theorem 11.** (Consistency and asymptotic normality of RM-SA with embedded adaptive IS (multivariate case)). *(Full version in Theorem A.5)* Under a multidimensional version of the assumptions in Theorem 5, let \( P \) be an orthogonal matrix such that
\[ \gamma P^\top J(\theta^*) P = \Lambda \]
is diagonal. Then for the root estimate \( \hat{\theta}_n \) generated by the RM-SA algorithm with embedded adaptive IS, \( \hat{\theta}_n \to \theta^* \) a.s. and
\[ \sqrt{n} \left( g(\hat{\theta}_n) - g(\theta^*) \right) \Rightarrow \mathcal{N} \left( 0, \nabla g(\theta^*)^\top P \Sigma P^\top \nabla g(\theta^*) \right), \]
where \( [M]_{ij} = \gamma^2[P^\top \Sigma P]_{ij} (|A|_{ii} + |A|_{jj} - 1)^{-1} \) and \( \Sigma = \text{Var}_{X \sim P_{\alpha^*}} (F(X, \theta^*) \ell(X, \alpha^*)) \).
Theorem 12. (Consistency and asymptotic normality of PR-SA with embedded adaptive IS (multivariate case)). (Full version in Theorem A.6). Under a multidimensional version of the assumptions in Theorem 6, then for the root estimate \( \bar{\theta}_n \) generated by PR-SA with embedded adaptive IS, we have \( \bar{\theta}_n \to \theta^* \) a.s. and

\[
\sqrt{n}(g(\bar{\theta}_n) - g(\theta^*)) \Rightarrow \mathcal{N}(0, \nabla g(\theta^*)^\top V \nabla g(\theta^*)) ,
\]

where \( V = (J(\theta^*))^{-\top} \Sigma (J(\theta^*))^{-1} \) and \( \Sigma = \text{Var}_{X \sim P_{\alpha^*}}(F(X, \theta^*)f(X, \alpha^*)) \).

These results are natural generalizations of those in Section 4. One new challenge in proving these results is to show the consistency of the Jacobian estimate \( \hat{J}_n \to J(\theta^*) \), and we also need an extra assumption (Assumption A.E.1). The other required assumptions can be regarded as the component-wise generalizations of the assumptions in Section 4. To avoid repetition, we defer the explicit formulations of these assumptions, theorems, and their proofs to Appendices EC.1.2 - EC.2.8.

7. Examples

In this section, we consider two sets of examples. The first set comprises toy examples on extreme quantile estimation for a standard normal distribution, an exponential distribution, and a Pareto-tailed distribution. The second set considers estimation of VaR and CVaR for a financial portfolio.

7.1. Toy Examples

We consider quantile estimation for three toy examples: \( Z \sim \mathcal{N}(0, 1) \), \( Z \sim \exp(\lambda) \), \( P\{Z > x\} = x^{-\lambda} \).

We describe theoretical analysis and numerical results for the first example here, with analogous analysis and results provided for the other two distributions in Appendix EC.4.

7.1.1. Theoretical Analysis. Suppose we want to use Monte Carlo samples of \( Z \sim \mathcal{N}(0, 1) \) to estimate its \( p \)-quantile, where \( p \) is large. We use Algorithms 3 and 4. To specify the algorithms, we first give the choice of the IS class \( P_{\alpha} \) (here we are using \( \alpha \) instead of \( \alpha \), as it will be seen that \( \alpha \) is one-dimensional for this example), the black-box IS function \( I(q) \), and the truncation scheme \( A_n \). As is well-known in the IS literature (e.g., Bucklew 2004), a natural choice of \( P_{\alpha} \) is the set of IS samplers derived from exponential shifting, where in the normal case this would be a normal distribution with mean \( \alpha \). Moreover, for a given \( q \), a good IS estimator for \( P(Z \geq q) \) is to set its mean at \( q \), i.e., we choose \( I(q) = q \). To complete the algorithm specification, we select the truncation sets \( \{A_n\} \). One simple way to do this is to estimate a lower and upper bound for \( q^* \) using some concentration inequality, and from a knowledge \( q^* \in [q_{\text{min}}, q_{\text{max}}] \) we can let \( A_n = [q_{\text{min}}, q_{\text{max}}] \). If we do not have this bound, then another way is to let \( A_n \) grow to \( \mathbb{R} \). The next proposition gives some conditions for which the required assumptions of our theoretical results would be satisfied.
Proposition 4. (i) When \( A_n = [-n^{1-\epsilon},n^{1-\epsilon}] \) or \( A_n = [q_{\min},q_{\max}] \), the assumptions for Theorem 7 hold. (ii) When \( A = [q_{\min},q_{\max}] \), the assumptions for Theorems 8 and 9 hold.

From Theorems 7, 8 and 9, both SAA and PR-SA exhibit the asymptotic variance
\[
\frac{\text{Var}_{Z \sim P_{q^*}}(\mathbf{1}\{Z \geq q^*\} \ell(Z,q^*))}{(\phi(q^*))^2},
\]
where \( q^* \) is the true quantile, \( \ell(Z,\alpha) = \exp(-Z^2/2)/\exp(-(Z - \alpha)^2/2) = \exp(-\alpha Z + \alpha^2/2) \) is the likelihood ratio, and \( \phi(x) \) is the standard normal density. RM-SA with stepsize \( \gamma_n = \gamma/n \) exhibits the asymptotic variance
\[
\frac{\gamma^2}{2\gamma \phi(q^*) - 1} \text{Var}_{Z \sim P_{q^*}}(\mathbf{1}\{Z \geq q^*\} \ell(Z,q^*)).
\]

We now analyze the variance reduction. The numerator of (11) is bounded by
\[
\mathbb{E}_{Z \sim \mathcal{N}(q^*,1)} \left[ \left( \mathbf{1}\{Z \geq q^*\} \ell(Z,q^*) \right)^2 \right] = \int_{q^*}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{(x-q^*)^2}{2}} e^{-2q^*x+q^2} dx = e^{q^2} \int_{q^*}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{(x-q^*)^2}{2}} dx.
\]
When \( q^* \geq 0 \), the RHS is bounded by \( \exp(-q^2)/2 \), using a tail bound for the standard normal distribution \( P(Z \geq t) \leq \exp(-t^2/2)/2 \) for \( t \geq 0 \). So the asymptotic variance of \( \sqrt{n}(q_n - q^*) \) is bounded by \( \exp(-q^2)/(2\phi(q^*)^2) = \pi \) in SAA.

On the other hand, if we use SAA without IS, then the variance of \( \sqrt{n}(q_n - q^*) \) is given by \( p(1-p)/\phi(q^*)^2 \). When \( p \) is close to 1, we have
\[
1 - p = \int_{q^*}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} dx,
\]
so the variance
\[
\frac{p(1-p)}{\phi(q^*)^2} \approx \int_{q^*}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} dx \geq \frac{\pi e^{-(q^*+1)^2/2}}{2e^{-q^2}} = \frac{2}{\pi} e^{q^2/2-2q^* - 1}
\]
would grow to infinity exponentially as \( q^* \) goes to infinity, where the inequality used another tail bound for the standard normal distribution \( P(Z \geq t) \geq \exp\left\{-t^2/2\right\}/2 \). Comparing variances in the above cases, we see that our adaptive IS significantly reduces the asymptotic variance when \( p \) is close to 1.

7.1.2. Numerical Experiments. We report numerical experiments to estimate the quantile of the standard normal distribution using our adaptive IS, using the following settings:

- For SAA, we set \( \alpha_n = \Pi_{A_n}[\tilde{q}_{n-1}] \), where \( A_n = [-\sqrt{\log(a n^{1-\epsilon})}, \sqrt{\log(a n^{1-\epsilon})}] \) and \( a = 5, \epsilon = 0.1 \).
- For RM-SA, we set the stepsize \( \gamma_n = \gamma/n \) with \( \gamma = 1/\phi(q^*) \) (the optimal choice of the stepsize parameter), where \( \phi(x) \) is the standard normal density and \( q^* \) is the true quantile, and the projection set \( A = [0,5] \).
For PR-SA, we set the stepsize $\gamma_n = \gamma/n^{0.9}$ with $\gamma = 1/\phi(q^*)$. We average the estimates $\hat{q}_n$ beginning from the $(N_0+1)$th iteration, i.e., for $n = 1, 2, \ldots, N_0$, we set $\bar{q}_n = \hat{q}_n$; for $n = N_0+1, N_0+2, \ldots, N$, we set $\bar{q}_n = \sum_{n=N_0+1}^{N} \hat{q}_n / (N - N_0)$. We set $N_0 = 100$ and use the projection set $A = [0, 5]$.

We also run the algorithms under the same setting but without using IS. We set $p = 0.99, 0.999, 0.9999$, and vary the total number of simulation samples from 500 to $500 \times 2^8$ to estimate the quantiles. We repeat the procedure 200 times to estimate the variance and mean squared error (MSE) of the estimated quantiles. Figures 2-3 show the results. Tables 1-3 further show their numerical details, and also the ratios of the variance of the without-IS estimator over the with-IS counterpart.

**Figure 2** Variance of SAA, RM-SA, PR-SA, with and without adaptive IS ($p = 0.99$ for the left panel; $p = 0.999$ for the middle panel; $p = 0.9999$ for the right panel)

**Figure 3** MSE of SAA, RM-SA, PR-SA, with and without adaptive IS ($p = 0.99$ for the left panel; $p = 0.999$ for the middle panel; $p = 0.9999$ for the right panel)
We observe the following: (i) All three procedures (SAA, RM-SA and PR-SA) are improved by the adaptive IS, as clearly indicated in Figures 2 and 3 by comparing the corresponding red and blue curves. Moreover, the variance reduction ratios (ratio between the variances of without-IS and with-IS estimators) increase quickly as $p$ approaches 1. For example, in Tables 1, 2, and 3 where $p$ takes 0.99, 0.999, and 0.9999, respectively, fixing the sample size as 128000, the variance reduction ratio for SAA is 34, 271, and 1913, respectively. (ii) SAA generally has the smallest variance of the three procedures, and the variance of PR-SA is generally smaller than that of RM-SA. This can be seen by comparing the red curves in Figure 2. More precisely, in Table 1 when $p = 0.99$, fixing

### Table 1
Variance of SAA, RM-SA and PR-SA with and without adaptive IS ($p = 0.99$)

| Sample Size | SAA-IS | SAA ratio | RM-SA-IS | RM-SA ratio | PR-SA-IS | PR-SA ratio |
|-------------|--------|------------|----------|-------------|----------|-------------|
| 500         | 7.80E-04 | 2.89E-02  | 2.28E-02 | 37          | 1.70E-02 | 4.34E-02    |
| 1000        | 3.49E-04 | 1.37E-02  | 1.75E-02 | 39          | 7.44E-03 | 2.70E-02    |
| 2000        | 1.86E-04 | 7.20E-03  | 1.66E-02 | 39          | 2.55E-03 | 1.27E-02    |
| 4000        | 8.19E-05 | 4.14E-03  | 5.62E-03 | 51          | 7.80E-04 | 6.20E-03    |
| 8000        | 4.76E-05 | 1.80E-03  | 2.34E-03 | 38          | 2.44E-04 | 2.70E-03    |
| 16000       | 2.52E-05 | 7.63E-03  | 8.11E-03 | 39          | 1.68E-02 | 1.50E-02    |
| 32000       | 1.17E-05 | 4.17E-04  | 7.20E-03 | 51          | 2.70E-02 | 1.08E-02    |
| 64000       | 5.37E-06 | 2.14E-04  | 1.10E-02 | 39          | 2.80E-04 | 1.10E-02    |
| 128000      | 2.47E-06 | 6.71E-04  | 1.20E-02 | 39          | 2.70E-04 | 1.26E-04    |

### Table 2
Variance of SAA, RM-SA and PR-SA with and without adaptive IS ($p = 0.999$)

| Sample Size | SAA-IS | SAA ratio | RM-SA-IS | RM-SA ratio | PR-SA-IS | PR-SA ratio |
|-------------|--------|------------|----------|-------------|----------|-------------|
| 500         | 1.62E-03 | 1.37E-01  | 9.97E-03 | 85          | 3.29E-03 | 6.10E-02    |
| 1000        | 1.17E-03 | 1.03E-01  | 6.53E-03 | 88          | 1.49E-03 | 3.12E-02    |
| 2000        | 3.99E-04 | 3.87E-02  | 3.65E-02 | 97          | 3.60E-02 | 4.10E-02    |
| 4000        | 1.18E-04 | 2.29E-02  | 1.47E-03 | 193         | 2.41E-04 | 6.81E-02    |
| 8000        | 5.37E-05 | 1.10E-02  | 5.25E-04 | 205         | 8.26E-05 | 3.02E-02    |
| 16000       | 2.33E-05 | 5.40E-03  | 1.59E-04 | 232         | 2.80E-05 | 1.31E-02    |
| 32000       | 1.12E-05 | 2.95E-03  | 5.02E-05 | 263         | 5.02E-05 | 5.50E-03    |
| 64000       | 5.24E-06 | 1.44E-03  | 1.43E-05 | 275         | 6.08E-06 | 2.28E-03    |
| 128000      | 2.47E-06 | 6.71E-04  | 4.76E-06 | 271         | 2.71E-06 | 1.02E-03    |

### Table 3
Variance of SAA, RM-SA and PR-SA with and without adaptive IS ($p = 0.9999$)

| Sample Size | SAA-IS | SAA ratio | RM-SA-IS | RM-SA ratio | PR-SA-IS | PR-SA ratio |
|-------------|--------|------------|----------|-------------|----------|-------------|
| 500         | 1.56E-03 | 1.32E-01  | 3.29E-03 | 85          | 1.48E-03 | 1.00E-01    |
| 1000        | 6.44E-04 | 1.34E-01  | 1.49E-03 | 208         | 5.97E-04 | 2.21E-01    |
| 2000        | 2.83E-04 | 1.03E-01  | 5.78E-04 | 363         | 2.35E-04 | 6.81E-02    |
| 4000        | 1.28E-04 | 8.30E-02  | 2.13E-04 | 649         | 9.86E-05 | 6.85E-03    |
| 8000        | 4.87E-05 | 7.42E-02  | 8.53E-05 | 1524        | 4.88E-05 | 1.81E-02    |
| 16000       | 2.03E-05 | 3.32E-02  | 3.18E-05 | 1635        | 2.46E-05 | 3.65E-02    |
| 32000       | 1.01E-05 | 1.66E-02  | 1.29E-05 | 1638        | 1.14E-05 | 2.90E-02    |
| 64000       | 5.71E-06 | 1.09E-02  | 6.53E-06 | 1909        | 6.22E-06 | 1.65E-02    |
| 128000      | 2.99E-06 | 5.72E-03  | 3.35E-06 | 1913        | 2.32E-06 | 8.44E-03    |
the sample size as 128000 for instance, the variance of SAA-IS is about 16% (3.28E-06/2.05E-05) of the variance of RM-SA-IS and the variance of PR-SA-IS is about 24% (5.08E-06/2.05E-05) of the variance of RM-SA-IS. When \( p = 0.999 \), the variances of the three procedures are closer. In Table 3, again fixing the sample size at 128000 for instance, the variance of SAA-IS is about 89% (2.99E-06/3.35E-06) of the variance of RM-SA-IS and the variance of PR-SA-IS is about 96% (3.23E-06/3.35E-06) of the variance of RM-SA-IS. (iii) When \( p \) is very close to 1 (e.g., \( p = 0.999 \) and \( p = 0.9999 \)), the variance reduction ratios increase with the sample size up to some point and then plateau. This observation is clearer for SAA. For example, in Tables 2 and 3 each ratio column tends to increase at first as the sample size increases. When the sample size is more than 64000, the ratios appear roughly unchanged. This could be attributed to that with a large sample size, the IS sampler stabilizes around the optimum and additional samples provide negligible variance reduction improvements.

Furthermore, we compare the adaptive IS with the fixed optimal IS where we assume \( q^* \) is known and use the IS parameter

\[
\alpha^* = \arg \min_{\alpha} \text{Var}_{Z \sim P_{\alpha}} (1\{Z > q^*\} \ell(Z, \alpha)).
\]

This optimal IS is the best we can do among the considered IS class. Using this fixed optimal IS parameter, we run SAA, RM-SA and PR-SA using the same truncation set and stepsize as described in the beginning of this subsection. Figure 4 shows that all of SAA, RM-SA and PR-SA that embed our adaptive IS (represented by the red curves) give variances and MSEs very close to the counterparts with the fixed optimal IS (represented by the light blue curves). This indicates our adaptive IS achieves almost the same variance reduction as the fixed optimal IS, which coincides with the implications of Theorems 3, 5 and 6 (see the discussions right after these theorems).

![Figure 4](image_url)  
Comparison of adaptive IS and fixed optimal IS for different approaches in Example 1 with \( p = 0.999 \) (Variance in the left panel; MSE in the right panel)
7.2. VaR and CVaR for a Financial Portfolio

In this example, we estimate the VaR and CVaR of a financial portfolio. Let \( \Phi(S(t), t) \) be the value of a portfolio at time \( t \), where \( S(t) = [S_1(t), \ldots, S_m(t)]^\top \) are \( m \) risk factors, and \( L(t) \equiv L(S(t), t) = \Phi(S(0), 0) - \Phi(S(t), t) \) be the loss of this portfolio at time \( t \). The \( p \)-VaR is the \( p \)-quantile of \( L \):

\[
v_p \equiv \text{VaR}_p(L(t)) = \inf \{ x : P\{ L(t) \leq x \} \geq p \}.
\]

The \( p \)-CVaR is the expected return on the portfolio in the worst \( p \% \) of cases, i.e.,

\[
c_p \equiv \text{CVaR}_p(L(t)) = E[L(t) | L(t) \geq \text{VaR}_p(L(t))]
= \frac{1}{1-p} \int_{\text{VaR}_p(L(t))}^{+\infty} y f_L(y) dy = \frac{1}{1-p} \int_{p}^{1} \text{VaR}_p(L(t)) d\beta.
\]

If \( L \) has a positive density in the neighborhood of \( v_p \), then \( p \)-CVaR and \( p \)-VaR are related by the following equation (Rockafellar and Uryasev 2000):

\[
c_p = v_p + \frac{1}{1-p} E \left[ (L(t) - v_p)^+ \right]. \tag{12}
\]

7.2.1. Choice of IS Sampler and Other Algorithmic Configurations. We first specify an initial IS to estimate \( P(L(t) > x) \). We use the sampler suggested by Glasserman et al. (2000).

Let \( \Delta S(t) = S(t) - S(0) \). To simplify notation, henceforth we drop the dependency on time \( t \) in \( L(t) \) and \( \Delta S(t) \). When \( t \) is small, the loss of the portfolio can be approximated by

\[
L \approx a_0 + a^\top \Delta S + A \Delta S \equiv a_0 + Q,
\]

where \( a_0 = -\Theta t \), \( a = -\delta \), and \( A = \Gamma \). Here \( \Theta \), \( \delta \) and \( \Gamma \) are the Greeks for this portfolio, i.e., \( \Theta = \partial \Phi / \partial t \) is the partial derivative of \( \Phi \) on \( t \), \( \delta = [\delta_1, \ldots, \delta_m]^\top \) is the gradient of \( \Phi \) on \( S \) with \( \delta_i = \partial \Phi / \partial S_i \), and \( \Gamma \) is the Hessian matrix of \( \Phi \) on \( S \) with the \( (i,j) \)th element \( \{\Gamma\}_{i,j} = \partial^2 \Phi / \partial S_i \partial S_j \).

Suppose that \( \Delta S \) has a multivariate normal distribution with mean \( \mathbf{0} \) and covariance matrix \( \Sigma \). Then following Glasserman et al., (2000), we can write \( Q \) in a diagonalized quadratic form:

\[
Q = a^\top \Delta S + A \Delta S \overset{d}{=} a^\top CZ + Z^\top C^\top ACZ
= b^\top Z + Z^\top AZ \equiv \sum_{i=1}^{m} \left( b_i Z_i + \lambda_i Z_i^2 \right),
\]

where \( Z \sim \mathcal{N}(\mathbf{0}, I_m) \), \( C \) is a matrix such that \( CC^\top = \Sigma \), \( C^\top AC = \Lambda \) is a diagonal matrix, \( b^\top = a^\top C \), and \( \lambda_i \) is the \( i \)th diagonal element of \( \Lambda \).

The IS sampler is obtained through exponential twisting with likelihood ratio

\[
\ell \equiv \ell(Q, \alpha) = \exp(-\alpha Q + \psi(\alpha)) = \exp\left(-\alpha \left( b^\top Z + Z^\top AZ^\top \right) + \psi(\alpha) \right),
\]

where \( \psi \) is a function that depends on the specific choice of IS. This approach allows for the efficient computation of the VaR and CVaR of the portfolio.
where $\psi(\alpha)$ is the logarithm of the moment generating function of $Q$. Note that such a change of measure is equivalent to changing the distribution of $Z$ from $\mathcal{N}(0, I_m)$ to $\mathcal{N}(\mu(\alpha), B(\alpha))$, where $B(\alpha) = (I - 2\alpha \Lambda)^{-1}$ and $\mu(\alpha) = \alpha B(\alpha) b$. The second moment of the estimator using this sampler is given by

$$m_2(x, \alpha) = E_{\alpha} [1\{L > x\} \ell^2] \leq \exp \left(2\psi(\alpha) - 2\alpha (x - a_0)\right),$$

where $E_{\alpha}$ denotes expectation under IS with twisting parameter $\alpha$.

A good choice of $\alpha$ for the estimation of $P(L > x)$ should make $m_2(x, \alpha)$ small. However, finding the value of $\alpha$ to minimize $m_2(x, \alpha)$ is computationally expensive. Instead, Glasserman et al. (2000) suggested minimizing the upper bound in (13), i.e., we choose $\alpha^* = I(x) = \arg\min_{\alpha} \exp \left(2\psi(\alpha) - 2\alpha (x - a_0)\right)$.

From the convexity of $\psi$, we know that $I(x)$ satisfies the first-order condition

$$\psi'(I(x)) = x - a_0.$$

Solving this first-order condition yields $I(x)$, which will serve as our black-box IS function.

For the truncation set needed in our algorithms, we can estimate an upper bound for $v_p$ using

$$\Pr\{L > x\} = E_{\alpha} [1\{L > x\} \ell] \leq \exp \left\{\psi(\alpha) - \alpha (x - a_0)\right\},$$

and a lower bound can be derived similarly. With these bounds that give $v_p \in [q_{\min}, q_{\max}]$, we can now use our Algorithms 3 and 4 with $A_n = A = [q_{\min}, q_{\max}]$. The following proposition verifies the conditions needed to provide the asymptotic guarantees of our algorithms.

**Proposition 5.** (i) If $A_n = [I(q_{\min}), I(q_{\max})]$, then the assumptions for Theorem 7 hold. (ii) When $A = [q_{\min}, q_{\max}]$, the assumptions for Theorems 8 and 9 hold.

Finally, from the estimator for $v_p$, we can estimate CVaR using Equation (12).

### 7.2.2. Numerical Results on a Portfolio with Ten Risk Factors.

We use the example in Glasserman et al. (2000). Suppose that there are 250 trading days in one year, and we investigate the loss of the portfolio over 10 days, i.e., the risk time period $t = 0.04$ (years). We take the risk-free interest rate as $r = 5\%$ and assume that there are ten uncorrelated underlying assets (risk factors), with all assets having the same initial value of 100 and the same volatility of 0.3. The portfolio shorts 10 at-the-money call options and 5 at-the-money put options on each asset, all options having a half-year maturity. The Greeks $\Theta$, $\delta$, and $\Gamma$ can be calculated through the Black-Scholes formula, and then the parameters $a_0$, $b$, $\Lambda$, and $\Sigma$ can be calculated accordingly.

We first estimate the $p$-VaR $v_p$. We set $p = 0.999, 0.9999$, and vary the total number of simulation samples from 500 to $500 \times 2^8$. We use the following configurations to run the algorithms:
• For SAA, we set $A_n = [-5, 5]$ for both $p = 0.999$ and $p = 0.9999$.

• For RM-SA, when $p = 0.999$, we set the stepsize $\gamma_n = \gamma/n$ with $\gamma = 30000$ and the projection set $A = [-280, -100]$. When $p = 0.9999$, we set $\gamma = 400000$ and the projection set $A = [-310, -110]$. 

• For PR-SA, we set the stepsize $\gamma_n = \gamma/n^{0.9}$, and the choices of $\gamma$ and the projection sets are the same as in RM-SA. Similar to the toy example, we average the estimates beginning from the $(N_0 + 1)$th iteration with $N_0 = 100$.

The samples of the loss of the portfolio $\{L_i = \Phi(S_i(0), 0) - \Phi(S_i(t), t)\}_{i=1}^{n}$ are calculated through the Black-Scholes formula based on the approximated $S_i(t)$, where $S_i(t)$ represents the $i$th sample path of these ten underlying assets. We repeat the procedure 200 times to estimate the variance of the estimated $p$-VaRs obtained from the three procedures. The results are shown in Figure 5 and Tables 4 and 5.

![Figure 5](image-url)

**Figure 5** Variance of SAA, RM-SA, PR-SA, with and without adaptive IS ($p = 0.999$ for the left panel; $p = 0.9999$ for the right panel)

**Table 4** Variance of SAA, RM-SA and PR-SA with and without adaptive IS ($p = 0.999$)

| Sample Size | SAA-IS | SAA | ratio | RM-SA-IS | RM-SA | ratio | PR-SA-IS | PR-SA | ratio |
|-------------|--------|-----|-------|----------|-------|-------|----------|-------|-------|
| 500         | 3.53E+00 | 2.63E+02 | 75     | 1.68E+00 | 1.13E+03 | 673   | 1.30E+00 | 1.05E+02 | 81    |
| 1000        | 1.33E+00 | 2.09E+02 | 157    | 5.98E-01 | 4.94E+02 | 826   | 5.64E-01 | 1.01E+02 | 179   |
| 2000        | 3.69E-01 | 7.89E+01 | 214    | 3.33E-01 | 2.49E+02 | 749   | 2.40E-01 | 1.16E+02 | 486   |
| 4000        | 1.52E-01 | 3.79E+01 | 250    | 1.88E-01 | 1.12E+02 | 594   | 1.29E-01 | 6.57E+01 | 508   |
| 8000        | 7.07E-02 | 2.41E+01 | 341    | 1.07E-01 | 4.30E+01 | 404   | 6.80E-02 | 2.77E+01 | 407   |
| 16000       | 3.18E-02 | 1.11E+01 | 350    | 4.55E-02 | 1.64E+01 | 360   | 3.43E-02 | 1.33E+01 | 387   |
| 32000       | 1.47E-02 | 5.92E+00 | 402    | 2.05E-02 | 8.60E+00 | 419   | 1.63E-02 | 6.60E+00 | 404   |
| 64000       | 7.49E-03 | 2.48E+00 | 331    | 1.01E-02 | 3.76E+00 | 371   | 8.35E-03 | 2.80E+00 | 336   |
| 128000      | 3.65E-03 | 1.26E+00 | 345    | 5.06E-03 | 1.81E+00 | 358   | 4.03E-03 | 1.33E+00 | 329   |
Table 5  Variance of SAA, RM-SA and PR-SA with and without adaptive IS ($p = 0.9999$)

| Sample Size | SAA-IS | SAA ratio | RM-SA-IS | RM-SA ratio | PR-SA-IS | PR-SA ratio |
|-------------|--------|-----------|----------|-------------|----------|-------------|
| 500         | 7.70E-01 | 2.57E+02 | 333      | 1.40E+00    | 3.72E+02 | 267         | 7.04E-01    | 2.58E+02    | 367         |
| 1000        | 3.27E-01 | 1.97E+02 | 603      | 6.91E-01    | 4.06E+02 | 588         | 2.91E-01    | 2.22E+02    | 764         |
| 2000        | 1.48E-01 | 1.47E+02 | 993      | 3.76E-01    | 1.43E+03 | 3807        | 1.26E-01    | 5.53E+01    | 440         |
| 4000        | 7.30E-02 | 1.19E+02 | 1633     | 1.96E-01    | 1.87E+03 | 9517        | 7.67E-02    | 1.17E+02    | 1526        |
| 8000        | 4.01E-02 | 1.18E+02 | 2940     | 9.24E-02    | 1.81E+02 | 1958        | 4.08E-02    | 3.26E+01    | 800         |
| 16000       | 2.15E-02 | 6.30E+01 | 2937     | 4.97E-02    | 1.35E+02 | 2717        | 2.21E-02    | 6.57E+01    | 2978        |
| 32000       | 1.00E-02 | 2.24E+01 | 2233     | 2.25E-02    | 7.20E+01 | 3199        | 1.07E-02    | 3.82E+01    | 3568        |
| 64000       | 4.62E-03 | 1.25E+01 | 2702     | 1.15E-02    | 3.96E+01 | 3452        | 5.32E-03    | 2.01E+01    | 3776        |
| 128000      | 2.35E-03 | 7.40E+00 | 3147     | 5.56E-03    | 1.75E+01 | 3155        | 2.48E-03    | 8.89E+00    | 3580        |

From Figure 5 and Tables 4 and 5, we reach similar conclusions as in Section 7.1.2: (i) Our adaptive IS can reduce the variance of the VaR estimator significantly for SAA, RM-SA and PR-SA. For example, from Table 5, we see that when $p = 0.9999$ and the sample size is 128000, the variance reduction ratio is more than 3000 for all of the three procedures. (ii) SAA has the smallest variance and PR-SA has smaller variance than RM-SA. For example, in Table 5, when $p = 0.9999$, the variance of SAA-IS is about 42% ($2.35E-03/5.56E-03$) of the variance of RM-SA-IS and the variance of PR-SA-IS about 45% ($2.48E-03/5.56E-03$) of the variance of RM-SA-IS. (iii) For both SAA and PR-SA, the variance reduction ratios tend to increase as sample size increases and then start to plateau when the sample size is about 32000. This can be seen from the ratio column for SAA and PR-SA in Table 4 or 5. For RM-SA, the ratio is less stable. In Table 5 when the sample size is 4000, the ratio for RM-SA is 9517, which appears to be an outlier, as it is quite large compared to the other ratios; however, when the sample size becomes larger (larger than 32000), the ratio tends to become stable.

Next, we estimate CVaRs using the estimated $v_p$. Since we do not have an analytical expression for computing $E[(L - v_p)^+]$, we use $10^7$ samples to approximate the expectation, i.e., we generate $10^7$ samples of $L$ and then plug into the estimated $v_p$ using the three different procedures (SAA, RM-SA, PR-SA) and estimate the variances. By comparing the red curves with corresponding blue curves in Figure 6, we see that our adaptive IS again substantially reduces the variances of all three procedures.
Figure 6  Variance of CVaR for SAA, RM-SA, PR-SA, with and without adaptive IS ($p = 0.999$ for the left panel; $p = 0.9999$ for the right panel)

8. Conclusion

In this paper, we propose an adaptive IS scheme to resolve the circular challenge in stochastic root-finding problems involving rare events. The circular challenge arises because, in the presence of rare events, variance reduction via IS is crucial to boost the estimation accuracy to an acceptable level, yet configuring a good IS relies on knowing the root, which is our a priori unknown target. We design an adaptive approach to simultaneously estimate the root and the IS parameters, and embed it in three commonly used root-finding procedures: SAA, RM-SA and PR-SA. We use a worst-case asymptotic variance comparison to show the benefit and necessity of adaptivity, and support our algorithms with theoretical analysis on strong consistency and asymptotic normality. We use extreme quantile estimation as a concrete example, and obtain the corresponding theoretical results under milder conditions than in the general setting. Finally, we demonstrate via numerical experiments the effectiveness of our adaptive IS.
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Appendices

EC.1. Multivariate Version of Algorithms and Theoretical Results

In this section, we provide the multidimensional versions of algorithms for SAA and SA with adaptive IS. We also extend the assumptions under the one-dimensional setting to the multidimensional setting, and present the theoretical results including consistency and asymptotic normality under the multidimensional setting.

EC.1.1. Multidimensional Version of Algorithms [1] and [2]

Recall that $F(\cdot, \cdot) : \mathbb{R}^r \times \mathbb{R}^d \to \mathbb{R}^d$, $X = (X_1, X_2, \ldots, X_r) \in \mathbb{R}^r$, $\theta \in \Theta \subseteq \mathbb{R}^d$, and $D/D\theta$ is the Jacobian operator. Then we have the multidimensional version (i.e., $d \geq 2$) of Algorithms [1] and [2] presented in Algorithms [A.1] and [A.2].

**Algorithm A.1** SAA with adaptive importance sampling for stochastic root finding

**Initialization:** Original sampling distribution $P$; initial IS parameter $\alpha_1$; initial iteration index $n = 1$; truncation sets $A_1 \subset A_2 \subset \ldots$; black-box IS function $I$.

1: while stopping criteria not met do
2:  Generate sample $X_n \sim P_{\alpha_n}$;
3:  Update root estimate $\hat{\theta}_n$ by solving the equation
4:  
5:  
6:  Update IS parameter $\alpha_{n+1} = \Pi_{A_n+1}[I(\hat{\theta}_n, \hat{J}_n)]$;
7:  Set $n = n + 1$;
8: end while

**Output:** Root estimate $\hat{\theta}_n$.

EC.1.2. Assumptions and Theoretical Results for Multidimensional Case

We first state the assumptions for the multidimensional case, and then provide the theoretical results of SAA and SA with adaptive IS. We will later provide the proofs of these theoretical results in Sections [EC.2.1]-[EC.2.7] to which the proofs under the one-dimensional setting (i.e., $\theta \in \mathbb{R}$) can be regarded as special cases. Throughout the appendix, we write $F^{(k)}$ for the $k$-th dimension of $F$.
Algorithm A.2 SA with adaptive importance sampling for stochastic root finding

**Initialization:** Original sampling distribution $P$; initial IS parameter $\alpha_1$; initial root $\hat{\theta}_0$; stepsize constant $\gamma$; prior information set $A$; initial iteration index $n = 1$; black-box IS function $I$.

1: while stopping criteria not met do
2: Generate sample $X_n \sim P_{\alpha_n}$, and calculate $F(X_n, \hat{\theta}_{n-1})$ and $\ell(X_n, \alpha_n)$;
3: Set $\gamma_n = \gamma/n^\alpha$ (usually $\alpha = 1$ for RM-SA; $1/2 < \alpha < 1$ for PR-SA);
4: Update root estimate $\hat{\theta}_n = \Pi_A [\hat{\theta}_{n-1} - \gamma_n (F(X_n, \hat{\theta}_{n-1})\ell(X_n, \alpha_n) - c)]$; (A.1)
5: Update Jacobian estimate $\hat{J}_n = \frac{D}{D\theta} \left[ \frac{1}{n} \sum_{i=1}^{n} F(X_i, \hat{\theta}_n)\ell(X_i, \alpha_i) \right]$;
6: Update IS parameter $\alpha_{n+1} = I(\hat{\theta}_n, \hat{J}_n)$;
7: Set $n = n + 1$;
8: end while

**Output:** Root estimate $\hat{\theta}_n$ for RM-SA, or $\bar{\theta}_n = \sum_{i=1}^{n} \hat{\theta}_i/n$ for PR-SA.

EC.1.2.1. SAA.

**Assumption A.1.** For each $\theta \in \Theta$ and each $k = 1, 2, \ldots, d$, $E_{X \sim P_{\alpha_n}} \left[ (F^{(k)}(X, \theta)\ell(X, \alpha_n))^2 \right] = O(n^{1-\epsilon})$ holds for some $\epsilon > 0$.

**Assumption A.2.** Define $F = \{ f(X, \alpha) := F^{(k)}(X, \theta)\ell(X, \alpha), k = 1, 2, \ldots, d, \theta \in \Theta \}$. For each $\epsilon > 0$, there exists a finite set $K_\epsilon$ whose elements are pairs of functions such that:

1) For each $f \in F$, there exists $(f_L, f_R) \in K_\epsilon$, such that $f_L \leq f \leq f_R$;

2) For each pair of $(f_L, f_R) \in K_\epsilon$, the limits

$$
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} f_L(X_i, \alpha_i) \quad \text{and} \quad \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} f_R(X_i, \alpha_i)
$$

exist, and

$$
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} [f_R(X_i, \alpha_i) - f_L(X_i, \alpha_i)] \leq \epsilon.
$$

**Assumption A.3.** The objective function $f(\theta)$ is differentiable at $\theta = \theta^*$ with continuously invertible Jacobian matrix, and $\theta^*$ is the unique root in the sense that for any $\epsilon > 0$,

$$
\inf_{||\theta - \theta^*|| \geq \epsilon} ||f(\theta) - c|| > 0.
$$

With the first three assumptions, we have strong consistency:
THEOREM A.2 (Consistency of SAA with embedded adaptive IS (multivariate case)).

Under Assumptions A.1 - A.3, the root estimator generated by Algorithm A.1 is strongly consistent, i.e.,
\[ \hat{\theta}_n \to \theta^* \text{ a.s.} \]

Next we show asymptotic normality, which requires an extra assumption that does not have its counterpart for the one-dimensional case. This assumption arises because for the multidimensional case, we need to estimate the Jacobian \( J(\theta) = Df(\theta)/D\theta \) at \( \theta = \theta^* \). Let \( \Theta_\delta = \{ \theta \in \Theta : \|\theta - \theta^*\| \leq \delta \} \), and \( [A]_{ij} \) is the \((i,j)\)th element of matrix \( A \). Then we make the following assumption.

ASSUMPTION A.E.1. Let \( F_{D,\delta} = \{ f(X, \alpha) := [DF(X, \theta)\ell(X, \alpha)/D\theta]_{ij}, \theta \in \Theta_\delta, i, j = 1, 2, \ldots, d \} \). There exists a \( \delta > 0 \) such that \( F_{D,\delta} \) satisfies the conditions in Assumptions A.2.

Let \( f_\theta^{(k)} \) be the function defined by \( f_\theta^{(k)}(X) := F^{(k)}(X, \theta) \), and \( F_\delta^{(k)} = \{ f_\theta^{(k)}, \theta \in \Theta_\delta \} \). So from the definition of \( V_{n,i}(g) \) we have that
\[
V_{n,i}(f_\theta^{(k)}) = \frac{F^{(k)}(X_i, \theta)\ell(X_i, \alpha_i) - Ex_{\sim p}[F^{(k)}(X, \theta)]}{\sqrt{n}},
\]
and recall that \( E_{i-1} \) is the conditional expectation given \( F_{i-1} \). Then we have the multidimensional version of Assumptions [4 and 5].

ASSUMPTION A.4. For each \( 1 \leq k \leq d \), the following holds: There exists \( \Pi = \{ \Pi(\epsilon) \}_{\epsilon \in (0, \Delta_0]} \) such that each \( \Pi(\epsilon) = \{ F(\epsilon; m) : 1 \leq m \leq N_\Pi(\epsilon) \} \) is a covering of \( F_\delta^{(k)} \) (i.e., \( \cup_{1 \leq m \leq N_\Pi(\epsilon)} F(\epsilon; m) = F_\delta^{(k)} \)) and \( N_\Pi(\Delta_0) = 1 \). Here for each \( 1 \leq m \leq N_\Pi(\epsilon) \), \( F(\epsilon; m) \) is an \( \epsilon \)-ball under \( L_2 \)-distance \( \rho(g, h) := \left( Ex_{\sim p}[\|g(X) - h(X)\|^2] \right)^{1/2} \). Moreover,
\[
\sup_{\epsilon \in (0, \Delta_0]} \max_{1 \leq m \leq N_\Pi(\epsilon)} \frac{\sum_{j=1}^{n} E_{j-1} \left[ |V_{n,j}(F(\epsilon; m))|^2 \right]}{\epsilon} = O_p(1),
\]
where for a set \( F' \), \( V_{n,j}(F') \) is defined as the smallest \( F \)-measurable function that is greater than \( \sup_{f,g \in F} |V_{n,j}(f) - V_{n,j}(g)| \). Furthermore,
\[
\int_0^{\Delta_0} \sqrt{\log N_\Pi(\epsilon)} d\epsilon < \infty.
\]

ASSUMPTION A.5. (Lindeberg’s condition) There exists a \( \delta > 0 \) such that for each dimension \( k \) and \( \theta \in \Theta_\delta \), for every \( \epsilon > 0 \),
\[
\sum_{i=1}^{n} E_{i-1} \left[ \left( V_{n,i}^{(k)}(E) \right)^2 1 \left\{ V_{n,i}^{(k)}(E) > \epsilon \right\} \right] \to 0,
\]
where \( V_{n,i}^{(k)}(E) \) is the adapted envelope for \( V_{n,i}(f) \), \( f \in F_\delta^{(k)} \), i.e., \( V_{n,i}^{(k)}(E) \) is the smallest \( F \)-measurable random variable such that \( \sup_{f \in F_\delta^{(k)}} |V_{n,i}(f)| \leq V_{n,i}^{(k)}(E) \) a.s.
Let \( \rho(\theta_1, \theta_2) := \left( \mathbb{E}_{X \sim p} \| F(X, \theta_1) - F(X, \theta_2) \|_2^2 \right)^{1/2} \) and recall that \( J(\theta) = Df(\theta)/D\theta \). Then we have the following theorem:

**Theorem A.3. (Asymptotic normality of SAA with embedded adaptive IS (multivariate case))** Under Assumptions A.1 - A.5 and Assumption A.6.1, suppose that the function \( E_{X \sim P} \left[ (F(X, \theta) - (X, \alpha))^2 \right] \) is continuous in \( \alpha \), and \( \rho(\theta, \theta^*) \to 0 \) as \( \theta \to \theta^* \). Suppose further that \( J(\theta) = 1/2 \) and recall that \( J(\theta) = \nabla h(\theta) \) for some function \( h \).

Then, we have the asymptotic normality of \( \hat{\theta}_n \) generated from Algorithm A.1, given by

\[
\sqrt{n} \left( \hat{\theta}_n - \theta^* \right) \Rightarrow N(0, V).
\]

where \( V = [J(\theta^*)]^{-\top} \Sigma [J(\theta^*)]^{-1} \) and \( \Sigma = \text{Var}_{X \sim \alpha^*} (F(X, \theta^*) - (X, \alpha^*)) \) with \( \alpha^* = I(\theta^*, J(\theta^*)) \).

Assume further that the scalar-valued performance function \( g \) has all continuous partial derivatives at all dimensions at \( \theta^* \) and not all are zero. Then

\[
\sqrt{n} \left( g(\hat{\theta}_n) - g(\theta^*) \right) \Rightarrow N(0, \nabla g(\theta^*)^\top \nabla g(\theta^*)).
\]

**EC.1.2.2. SA.** Let \( V_n = \mathbf{F}(X_{n+1}, \hat{\theta}_n)\ell(X_{n+1}, \alpha_{n+1}) - f(\hat{\theta}_n) \) be the noise of the estimated objective function.

**Assumption A.6.** There exists a constant \( C > 0 \) such that \( E_n \left[ \left\| \mathbf{F}(X_{n+1}, \hat{\theta}_n)\ell(X_{n+1}, \alpha_{n+1}) \right\|_2^2 \right] < C \).

Since typically \( \alpha_{n+1} = I(\hat{\theta}_n, \hat{J}_n) \) is designed to be a good sampler for the estimation of \( f(\hat{\theta}_n) \), it is natural that this assumption can hold as long as \( I \) is reasonable.

**Assumption A.7.** The objective function \( f(\theta) \) is continuous on \( \theta \), and \( f(\theta) = \nabla h(\theta) \) for some function \( h \).

Suppose that we have some prior knowledge that \( \theta \in A \subset \mathbb{R}^d \) for some set \( A \). Following the setup in Section 4.3 of Kushner and Yin (2003), we suppose that \( A \) can be defined in the following way. Let \( q_i(\cdot), i = 1, 2, \ldots, p \) be continuously differentiable real-valued functions on \( \mathbb{R}^d \) with gradients \( \nabla q_i(\theta) \). Let \( \nabla q_i(\theta) \neq 0 \) when \( q_i(\theta) = 0 \). \( A \) is defined as

\[
A := \{ \theta : q_i(\theta) \leq 0, i = 1, 2, \ldots, p \}.
\]

A typical example is \( A = [a_1, b_1] \times \cdots \times [a_d, b_d] \), where \( A \) is a rectangle. Then we introduce the following assumption regarding the shape of \( A \) and the uniqueness of the solution:
Assumption A.E.2. $A$ is defined as above and is compact. $\theta^*$ belongs to the interior of $A$ and is the only stationary point to the projected ODE:

$$\frac{d}{dt}\theta(t) = f(\theta) + z, z \in -C(\theta),$$

where $C(\theta)$ is defined as the cone of outer normals to the active constraint at $\theta$.

The above assumptions are sufficient for strong consistency.

Theorem A.4 (Consistency of SA with embedded adaptive IS (multivariate case)). Under Assumptions A.6-A.7 and A.E.2, we have that the $\hat{\theta}_n$ and $\bar{\theta}_n$ defined in Algorithm A.2 converges to $\theta^*$ a.s.

The following assumptions are needed to guarantee asymptotic normality.

Assumption A.E.3. $R(\theta)$ is second-order differentiable in a neighborhood of $\theta^*$ and $J^*$ is positive definite.

We also need a uniform integrability condition for the noise:

Assumption A.8.

$$\sup_n E_{n-1} [||V_n||^2 1\{||V_n|| > C\}] \xrightarrow{P} 0 \text{ as } C \to \infty.$$  

Then for the RM-SA algorithm, we have the following asymptotic normality.

Theorem A.5. (Asymptotic normality of RM-SA with embedded adaptive IS (multivariate case)) Under Assumptions A.6-A.8 and A.E.1-A.E.3, suppose that the function $E_{X \sim P}\left\{ (F(X, \theta) \ell(X, \alpha))^2 \right\}$ is continuous in $\alpha$ and the black-box function $I$ is continuous. Let $P$ be an orthogonal matrix such that

$$\gamma P^T J(\theta^*) P = \Lambda$$

is diagonal. Assume that the smallest eigenvalue $\min_{i \in \{1, 2, \ldots, d\}} |\Lambda|_{ii} > 1/2$. Then the RM-SA estimator $\hat{\theta}_n$ in Algorithm A.2 is asymptotically normal, viz.,

$$\sqrt{n} \left( \hat{\theta}_n - \theta^* \right) \Rightarrow N(0, PMP^T),$$

where $[M]_{ij} = \gamma^2 [P^T \Sigma P]_{ij} ([\Lambda]_{ii} + [\Lambda]_{jj} - 1)^{-1}$ and $\Sigma = \text{Var}_{X \sim P_{\alpha^*}} (F(X, \theta^*) \ell(X, \alpha^*))$ with $\alpha^* = I(\theta^*, J(\theta^*))$.

Assume further that the scalar-valued performance function $g$ has all continuous partial derivatives at all dimensions at $\theta^*$ and not all are zero. Then

$$\sqrt{n} \left( g(\hat{\theta}_n) - g(\theta^*) \right) \Rightarrow N(0, \nabla g(\theta^*)^T PMP^T \nabla g(\theta^*)).$$
And for the PR-SA, we have the following asymptotic normality.

**Theorem A.6.** (Asymptotic normality of PR-SA with embedded adaptive IS (multivariate case)) Under the same assumptions for Theorem [A.5](#), the PR-SA estimator $\bar{\theta}_n$ in Algorithm [A.2](#) is asymptotically normal, viz.,

$$\sqrt{n} (\bar{\theta}_n - \theta^*) \Rightarrow \mathcal{N}(0, V),$$

where $\bar{\theta}_n = \sum_{i=1}^{n} \frac{\hat{\theta}_i}{n}$, $V = [J(\theta^*)]^{-\top} \Sigma [J(\theta^*)]^{-1}$ and $\Sigma = \text{Var}_{X \sim \rho_{\alpha^*}} (F(X, \theta^*) \ell(X, \alpha))$ with $\alpha^* = \text{I}(\theta^*, J(\theta^*))$.

Assume further that the scalar-valued performance function $g$ has all continuous partial derivatives at all dimensions at $\theta^*$ and not all are zero. Then

$$\sqrt{n} (g(\bar{\theta}_n) - g(\theta^*)) \Rightarrow \mathcal{N}(0, \nabla g(\theta^*)^\top V \nabla g(\theta^*)).$$

**EC.2. Proofs on Theoretical Convergences**

This section provides all the proofs of the theoretical results in this paper. The proof of Theorem [A.3](#) is complicated, so we derive some intermediate results in Section EC.2.4 and provide the final proof in Section EC.2.4.4.

**EC.2.1. Proof of Multidimensional Version of Lemma 1**

Here we provide a multidimensional version of Lemma 1 and its proof.

**Lemma A.1.** Under Assumption [A.1](#) for each $\theta \in \Theta$, we have that

$$\frac{\sum_{i=1}^{n} F(X_i, \theta) \ell(X_i, \alpha_i)}{n} \to \mathbb{E}_{X \sim P} [F(X, \theta)] \text{ a.s.} \quad (A.5)$$

**Proof:** Notice that $\ell(X, \alpha)$ is a scalar, so it suffices to prove that the pointwise convergence of each component of $F(X, \theta)$. For ease of notation, we do not distinguish the components of $F(X, \theta)$, and let $F(X, \theta)$ be any component of $F(X, \theta)$. Notice that, for each dimension,

$$F(X_i, \theta) \ell(X_i, \alpha_i) - \mathbb{E}_{X \sim P} [F(X, \theta)]$$

is a martingale difference array.

Assumption [A.1](#) implies that

$$\sum_{i=1}^{\infty} \mathbb{E} \left[ \left( \frac{F(X_i, \theta) \ell(X_i, \alpha_i) - \mathbb{E}_{X \sim P}[F(X, \theta)]}{i^2} \right)^2 \right] < \infty. \quad (A.7)$$
Recall that \( f(\theta) := \mathbb{E}_{X \sim P}[F(X, \theta)] \), and from the martingale difference property, in the following computation of the second moment, the cross term will be zero, and we have

\[
\begin{align*}
    & \mathbb{E} \left[ \left( \sum_{i=1}^{n} \frac{F(X_i, \theta) \ell(X_i, \alpha_i) - f(\theta)}{i} \right)^2 \right] \\
    &= \mathbb{E} \left[ \mathbb{E} \left[ \left( \sum_{i=1}^{n} \frac{F(X_i, \theta) \ell(X_i, \alpha_i) - f(\theta)}{i} \right)^2 \right] \mid F_{n-1} \right] \\
    &= \mathbb{E} \left[ \left( \sum_{i=1}^{n-1} \frac{F(X_i, \theta) \ell(X_i, \alpha_i) - f(\theta)}{i} \right)^2 \right] \\
    &\quad + 2 \mathbb{E} \left[ \sum_{i=1}^{n-1} \left( \frac{F(X_i, \theta) \ell(X_i, \alpha_i) - f(\theta)}{i} \right) \mathbb{E} \left[ \frac{F(X_n, \theta) \ell(X_n, \alpha_n) - f(\theta)}{n} \mid F_{n-1} \right] \right] \\
    &= \ldots \\
    &= \sum_{i=1}^{n} \mathbb{E} \left[ \left( \frac{F(X_i, \theta) \ell(X_i, \alpha_i) - f(\theta)}{i} \right)^2 \right].
\end{align*}
\]

So using (A.7) we have that

\[
\sup_n \mathbb{E} \left[ \left( \sum_{i=1}^{n} \frac{F(X_i, \theta) \ell(X_i, \alpha_i) - f(\theta)}{i} \right)^2 \right] < \infty. \tag{A.8}
\]

Then for the absolute value,

\[
\sup_n \mathbb{E} \left[ \left| \sum_{i=1}^{n} \frac{F(X_i, \theta) \ell(X_i, \alpha_i) - f(\theta)}{i} \right| \right] < \infty. \tag{A.9}
\]

Then notice that \( M_n = \sum_{i=1}^{n} [ (F(X_i, \theta) \ell(X_i, \alpha_i) - \mathbb{E}_{X \sim P} F(X, \theta)) / i ] \) is a martingale. From the martingale convergence theorem (Theorem 5.2.8, Durrett 2019), we have that there exists a.s. finite \( Z \) such that

\[
\sum_{i=1}^{n} \frac{F(X_i, \theta) \ell(X_i, \alpha_i) - f(\theta)}{i} \rightarrow Z. \tag{A.10}
\]

Then by Kronecker’s lemma (Theorem 2.5.5, Durrett 2019), we have that

\[
\sum_{i=1}^{n} \frac{F(X_i, \theta) \ell(X_i, \alpha_i) - f(\theta)}{n} \rightarrow 0 \text{ a.s.} \tag{A.11}
\]

\( \square \)
EC.2.2. Proof of Multidimensional Version of Lemma [2]

The multidimensional version of Lemma 2 is stated and followed by its proof.

**Lemma A.2.** Under Assumptions [A.1] and [A.2], we have that, as \( n \to \infty \),

\[
\sup_{\theta \in \Theta} \left\| \frac{1}{n} \sum_{i=1}^{n} F(X_i, \theta) \ell(X_i, \alpha_i) - E_{X \sim P} [F(X, \theta)] \right\| \to 0 \ a.s. \quad (A.12)
\]

**Proof:** Similar to the proof of Lemma [A.1], let \( F(X, \theta) \) be any component of \( F(X, \theta) \), and it suffices to prove the one-dimensional case. According to Lemma [A.1], we have that

\[
\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \left[ f_R(X_i, \alpha_i) - F(X_i, \theta) \ell(X_i, \alpha_i) \right] 
\leq \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \left[ f_R(X_i, \alpha_i) - f_L(X_i, \alpha_i) \right] \leq \epsilon.
\]

Then for each \( \theta \), we have that

\[
\sum_{i=1}^{n} \frac{F(X_i, \theta) \ell(X_i, \alpha_i)}{n} - E_{X \sim P} [F(X, \theta)] 
\leq \frac{1}{n} \sum_{i=1}^{n} \{ f_R(X_i, \alpha_i) - E_{X \sim P} [F(X, \theta)] \}
\]

\[
= \frac{1}{n} \sum_{i=1}^{n} f_R(X_i, \alpha_i) - \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} f_R(X_i, \alpha_i) + \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} f_R(X_i, \alpha_i) - E_{X \sim P} [F(X, \theta)]
\]

\[
\leq \frac{1}{n} \sum_{i=1}^{n} f_R(X_i, \alpha_i) - \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} f_R(X_i, \alpha_i) + \epsilon.
\]

Similarly, we have the lower bound

\[
\sum_{i=1}^{n} \frac{F(X_i, \theta) \ell(X_i, \alpha_i)}{n} - E_{X \sim P} [F(X, \theta)] \geq \frac{1}{n} \sum_{i=1}^{n} f_L(X_i, \alpha_i) - \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} f_L(X_i, \alpha_i) - \epsilon.
\]

Based on these two inequalities, we have that for each \( \theta \),

\[
\left| \frac{1}{n} \sum_{i=1}^{n} F(X_i, \theta) \ell(X_i, \alpha_i) - E_{X \sim P} [F(X, \theta)] \right|
\]

\[
\leq \epsilon + \max_{f=f_L \ or \ f_R: (f_L, f_R) \in K} \left\{ \left| \frac{1}{n} \sum_{i=1}^{n} f(X_i, \alpha_i) - \lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} f(X_i, \alpha_i) \right| \right\}.
\]

Taking supremum over \( \theta \), and let \( n \to \infty \), since \( K_\epsilon \) is a finite set, we have that

\[
\limsup_{n \to \infty} \left| \frac{1}{n} \sum_{i=1}^{n} F(X_i, \theta) \ell(X_i, \alpha_i) - E_{X \sim P} [F(X, \theta)] \right| \leq \epsilon.
\]

Then since \( \epsilon \) is arbitrary, we have that

\[
\limsup_{n \to \infty} \left| \frac{1}{n} \sum_{i=1}^{n} F(X_i, \theta) \ell(X_i, \alpha_i) - E_{X \sim P} [F(X, \theta)] \right| = 0 \ a.s.
\]

\[\square\]
EC.2.3. Proof of Theorem A.2 (Multidimensional Version of Theorem 2)

Proof: Denote \( f_n(\theta) = \frac{1}{n} \sum_{i=1}^{n} F(X_i, \theta) \ell(X_i, \alpha_i) \) and \( f(\theta) = \mathbb{E}_{X \sim P}[F(X, \theta)] \). According to Lemma A.2, \( f_n(\theta) \) is uniformly convergent to \( f(\theta) \). For each \( \epsilon > 0 \), a.s., there exists \( N_1(\epsilon) \) such that when \( n \geq N_1(\epsilon) \),

\[
\sup_{\theta \in \mathbb{R}^d} \| f_n(\theta) - f(\theta) \| \leq \frac{1}{2} \inf_{\| \theta - \theta^* \| \geq \epsilon} \| f(\theta) \| .
\]

Since \( f_n(\hat{\theta}_n) \to 0 \), from the last inequality we have that there exists \( N_2(\epsilon) \) such that

\[
\| f(\hat{\theta}_n) \| \leq \frac{3}{4} \inf_{\| \theta - \theta^* \| \geq \epsilon} \| f(\theta) \| ,
\]

when \( n \geq N_2(\epsilon) \). This implies \( \| \hat{\theta}_n - \theta^* \| < \epsilon \) when \( n \geq \max\{N_1(\epsilon), N_2(\epsilon)\} \). Since \( \epsilon > 0 \) is arbitrary, we conclude that \( \hat{\theta}_n \to \theta^* \) a.s.

EC.2.4. Proof of Theorem A.3 (Multidimensional Version of Theorem 3)

To prove Theorem A.3, we need several lemmas. We first state these lemmas and their proofs (or references), and then prove the main theorem.

EC.2.4.1. Consistency of \( \alpha_i \). We begin by showing the consistency of \( \alpha_i \).

Lemma A.3. Suppose that \( I(\theta, J) \) is a continuous function and Assumptions A.1-A.3 and Assumption A.E.1 hold. Then \( \alpha_i \to \alpha^* \) a.s.

Proof of Lemma A.3: From Theorem A.2, we know that \( \hat{\theta}_n \to \theta^* \) a.s. From Assumption A.E.1 and with the same proof in EC.2.2, we have that

\[
\hat{J}_n(\theta) := \frac{1}{n} \sum_{i=1}^{n} \frac{D}{D\theta} F(X_i, \theta) \ell(X_i, \alpha_i)
\]

converges to \( J(\theta) \) uniformly for \( \theta \in \Theta_{\delta} \). Thus from the consistency of \( \hat{\theta}_n \), we have that \( \hat{J}_n(\hat{\theta}_n) \to J(\theta^*) \). So from the continuity of I, we have shown the result.

EC.2.4.2. Asymptotic Equicontinuity. We next show a lemma about asymptotic equicontinuity. To describe the result, we introduce a notion called outer probability. Let \( P^* \) denote the outer probability of a subset \( B \) of \( \Omega \), i.e.,

\[
P^*(B) = \inf\{P(A) : B \subset A, A \in \mathcal{F}\}.
\]

Notice that, when \( B \) is measurable, \( P^*(B) \) is just the probability \( P(B) \), and recall that for each measurable function \( g \)

\[
S_n(g) = \sum_{i=1}^{n} V_{n,i}(g) \quad \text{with} \quad V_{n,i}(g) = \frac{g(X_i)\ell(X_i, \alpha_i) - \mathbb{E}_{X \sim P}[g(X)]}{\sqrt{n}}.
\]

Then we can state the asymptotic equicontinuity in the following lemma.
Lemma A.4. Suppose Assumptions A.4 and A.5 hold. Then for each dimension $k$, given $\epsilon > 0$ and $\gamma > 0$, there exists $\eta > 0$ for which

$$
\limsup_{n \to \infty} P^* \left\{ \sup_{\rho(f,f^{(k)}_{\theta}) \leq \eta, f \in \mathcal{F}} \left| S_n(f) - S_n(f^{(k)}_{\theta}) \right| > \gamma \right\} \leq \epsilon.
$$

To prove this lemma, we first introduce a weak convergence result shown in Nishiyama (2000).

To this end, we introduce some notations from Definition 2.2 of Nishiyama (2000). Let $\Pi$ be any arbitrary set. $\Pi = \{\Pi(\epsilon)\}_{\epsilon \in (0, \Delta_\Pi]}$, where $\Delta_\Pi \in (0, \infty) \cap \mathbb{Q}$, is called a decreasing series of finite partitions (abb. DFP) [resp., nested series of finite partitions (abb. NFP)] of $\Pi$ if it satisfies the following (i), (ii) and (iii) [resp., (i), (ii), and (iii)]:

(i) Each $\Pi(\epsilon) = \{\Pi(\epsilon; k) : 1 \leq k \leq N_\Pi(\epsilon)\}$ is a finite partition of $\Pi$. (ii) $N_\Pi(\Delta_\Pi) = 1$ and $\lim_{\epsilon \to 0^+} N_\Pi(\epsilon) = \infty$. (iii) $N_\Pi(\epsilon) \geq N_\Pi(\epsilon')$ whenever $\epsilon \leq \epsilon'$. (iii') $\Pi(\epsilon) \supset \Pi(\epsilon')$ whenever $\epsilon \leq \epsilon'$. From Nishiyama (2000) we can conclude the following result.

Lemma A.5. (Discrete-time version of Lemma 3.3 of Nishiyama 2000) For any $\delta > 0$, if Assumption A.5 holds, and there exists a DFP $\Pi$ of $\mathcal{F}_\delta^{(k)}$ such that:

(a) $\sup_{\epsilon \in (0, \Delta_\Pi]} \max_{1 \leq m \leq N_\Pi(\epsilon)} \frac{\sqrt{\sum_{j=1}^{\epsilon} E_{j-1} |V_{n,j}(F; m)|^2}}{\epsilon} = O_p(1),$

where for a set $F'$, $V_{n,j}(F')$ is defined as the smallest $\mathcal{F}_t$-measurable function that is greater than $\sup_{f,g \in F'} |V_{n,j}(f) - V_{n,j}(g)|$, and

(b) $\int_0^{\Delta_\Pi} \sqrt{\log N_\Pi(\epsilon)} d\epsilon < \infty.$

Then, for any $\epsilon, \gamma$, there exists a finite partition $\{F_j : 1 \leq j \leq N\}$ of $\mathcal{F}_\delta^{(k)}$ such that

$$
\limsup_{n \to \infty} P^* \left( \sup_{1 \leq j \leq N, f,g \in F_j} \left| S_n(f) - S_n(g) \right| > \gamma \right) \leq \epsilon.
$$

Proof: We observe that Assumption 5 is equivalent to [L2'] in Nishiyama (2000) and the other conditions in this lemma is equivalent to [PE'] in Nishiyama (2000). In Nishiyama (2000), the discussion for the continuous-time model in Section 3 and the discussion for the discrete-time model in Section 4 are parallel. So this discrete-time version of Lemma 3.3 of Nishiyama (2000) holds. □

Proof of Lemma A.4 Now we can prove Lemma A.4 based on Lemma A.5.

Proof of Lemma A.4 For each $1 \leq k \leq d$, let $\Pi_0 = \{\Pi_0(\epsilon)\}_{\epsilon \in (0, \Delta_\Pi)}$ be the set of covers for $\mathcal{F}_\delta^{(k)}$ in Assumption A.4. And write the elements in $\Pi_0(\epsilon)$ as $\Pi_0(\epsilon) = \{F_0(\epsilon; m), 1 \leq m \leq N_\Pi(\epsilon)\}$. As we can see, the conditions required in Lemma A.5 have similar forms as Assumption A.4. Indeed, it is not hard to construct a DFP from $\Pi_0$ which satisfy the conditions in Lemma A.5. To satisfy (i) in the definition of DFP, we just need to delete the overlapping areas in some sets in $\Pi_0(\epsilon)$ to make it...
a partition. Since this operation will not make any set larger and it does not change the number of sets, the conditions required for Lemma A.5 are inherited from Assumption A.4. So with Lemma A.5, we have that there exists a finite partition \( \{ F_j^{(k)} : 1 \leq j \leq J \} \) of \( F_{k,i} \) such that

\[
\limsup_{n \to \infty} P^* \left( \sup_{1 \leq j \leq J, f, g \in F_j^{(k)}} |S_n(f) - S_n(g)| > \gamma \right) \leq \epsilon. \tag{A.13}
\]

Based on this, to derive the result of Lemma A.4 from the above inequality, it suffices to explain that one of the sets in \( F_j^{(k)} \), \( 1 \leq j \leq J \) contains \( f_{k, \theta^*} \) as an interior point under \( L_2 \)-distance \( \rho \). This claim can be seen from the proof in Nishiyama (2000). Indeed, by Assumption A.4, the sets in \( \Pi_0 \) are \( \epsilon \)-balls, which are open sets under \( L_2 \)-distance \( \rho \). In addition, from the proof of Lemma 3.3 of Nishiyama (2000), we can see that the sets \( F_j^{(k)} \) in (A.13) comes from a NFP (denote by \( \{ \Pi'(\epsilon) \} \)) which is constructed (using the procedure depicted in Lemma 2.4 of Nishiyama 2000) from the DFP \( \{ \Pi(\epsilon) \} \). And by checking the construction in the proof of Lemma 2.4 of Nishiyama (2000) we can check that, if each \( \Pi(\epsilon) \) contains a set that contains \( f_{k, \theta^*} \) as an interior point, then for each \( \epsilon \), \( \Pi'(\epsilon) \) also has a set that contains \( f_{k, \theta^*} \) as interior point. And this implies \( f_{\theta^*} \) is an interior point of one of \( F_j^{(k)} \) in (A.13). \( \square \)

**EC.2.4.3. Asymptotic Normality Result for the Sample Average Estimator.** Lemma A.4 provides the asymptotic equicontinuity for the sum of martingale difference array at \( f_{\theta^*} \). Then, given the choices of \( \alpha_i, i = 1, 2, \ldots \), we can use the result in van der Vaart and Wellner (1996), given by Lemma A.6, to obtain the asymptotic normality of \( \hat{\theta}_n \).

**Lemma A.6. (Theorem 3.3.1, van der Vaart and Wellner 1996)** Let \( \Psi_n \) and \( \Psi \) be random maps and a fixed map, respectively, from \( \Theta \) into a Banach space such that

\[
\sqrt{n} (\Psi_n - \Psi) (\theta) \rightarrow \sqrt{n} (\Psi_n - \Psi) (\theta^*) = o_P \left( 1 + \sqrt{n} \left\| \theta_n - \theta^* \right\| \right), \tag{A.14}
\]

and such that the sequence \( \sqrt{n} (\Psi_n - \Psi) (\theta^*) \) converges in distribution to a tight random element \( Z \). Let \( \theta \rightarrow \Psi(\theta) \) be Fréchet-differentiable at \( \theta^* \) with a continuously invertible derivative \( \Psi_{\theta^*} \). If \( \Psi(\theta^*) = 0 \) and \( \hat{\theta}_n \) satisfies \( \Psi_n (\hat{\theta}_n) = o_P \left( n^{-1/2} \right) \) and converges in outer probability to \( \theta^* \), then

\[
\sqrt{n} \Psi_{\theta^*} \left( \hat{\theta}_n - \theta^* \right) = -\sqrt{n} (\Psi_n - \Psi) (\theta^*) + o_P(1).
\]

Consequently, \( \sqrt{n} (\hat{\theta}_n - \theta^*) \sim - \Psi_{\theta^*}^{-1} Z \). If it is known that the sequence \( \sqrt{n} \left\| \hat{\theta}_n - \theta^* \right\| \) is asymptotically tight, then the first conclusion is valid without the assumption of continuous invertibility of \( \Psi_{\theta^*} \). If it is known that \( \sqrt{n} (\hat{\theta}_n - \theta^*) \) is asymptotically tight, then it suffices that \( \Psi \) is Hadamard-differentiable.
**EC.2.4.4. Final Proof of Theorem A.3** Finally, we will provide the proof of Theorem A.3.

**Proof of Theorem A.3.** To prove this theorem, we use Lemma A.6 and we will establish the conditions for Lemma A.6. In our case, $\Psi_n$ in Lemma A.6 is the map

$$
\Psi_n(\theta) = \sum_{i=1}^{n} \frac{F(X_i, \theta)\ell(X_i, \alpha_i)}{n} - c
$$

and $\Psi$ in Lemma A.6 is the map

$$
\Psi(\theta) = \mathbb{E}_{X \sim P}[F(X, \theta)] - c.
$$

And it can be seen that

$$
\Psi_n(\theta) - \Psi(\theta) = \sum_{i=1}^{n} \frac{F(X_i, \theta)\ell(X_i, \alpha_i) - \mathbb{E}_{X \sim P}[F(X, \theta)]}{\sqrt{n}}.
$$

Since $\Psi_n$ and $\Psi$ are functions that map from $\mathbb{R}^d$ to $\mathbb{R}^d$, we do not need to worry about the tightness issue as stated in Lemma A.6. Also, the differentiability in the functional sense reduces to the usual differentiability which is implied by our smoothness assumption on the objective (Assumption A.3).

So to establish the conditions for Lemma A.6, it suffices to verify condition (A.14) and show the convergence

$$
\sum_{i=1}^{n} \frac{F(X_i, \theta^*)\ell(X_i, \alpha_i) - \mathbb{E}_{X \sim P}[F(X, \theta^*)]}{\sqrt{n}} \Rightarrow \mathcal{N}(0, \Sigma).
$$

For condition (A.14), we will show that

$$
\sum_{i=1}^{n} \frac{F(X_i, \hat{\theta}_n)\ell(X_i, \alpha_i) - \mathbb{E}_{X \sim P}[F(X, \hat{\theta}_n)]}{\sqrt{n}} - \sum_{i=1}^{n} \frac{F(X_i, \theta^*)\ell(X_i, \alpha_i) - \mathbb{E}_{X \sim P}[F(X, \theta^*)]}{\sqrt{n}} = o_P(1).
$$

It suffices to show that, for each dimension of $F$, the above equality is correct.

Given strong consistency $\hat{\theta}_n \to \theta^*$, this could be implied by Lemma A.4. To be more precise, from our definition of $S_n$, we can check that for each dimension $k \in \{1, 2, \ldots, d\}$,

$$
\sum_{i=1}^{n} \frac{F^{(k)}(X_i, \theta)\ell(X_i, \alpha_i) - \mathbb{E}_{X \sim P}[F^{(k)}(X, \theta)]}{\sqrt{n}} - \sum_{i=1}^{n} \frac{F^{(k)}(X_i, \theta^*)\ell(X_i, \alpha_i) - \mathbb{E}_{X \sim P}[F^{(k)}(X, \theta^*)]}{\sqrt{n}} = S_n\left( f_{\hat{\theta}_n}^{(k)} \right) - S_n\left( f_{\theta^*}^{(k)} \right).
$$

For any $\epsilon > 0$ and $\gamma > 0$, from the result of Lemma A.4 we can find $\eta$ and $N_1$ such that, when $n \geq N_1$,

$$
P^* \left\{ \sup_{\|f_{\hat{\theta}}^{(k)} - f_{\theta^*}^{(k)}\| \leq \eta} \left| S_n(f_{\hat{\theta}}^{(k)}) - S_n(f_{\theta^*}^{(k)}) \right| > \gamma \right\} \leq \epsilon.
$$
Notice that
\[
\rho(\theta, \theta^*) = \left( \mathbb{E}_{X \sim P} \left[ \| F(X, \theta_1) - F(X, \theta_2) \|_2^2 \right] \right)^{1/2} \\
\geq \left( \mathbb{E}_{X \sim P} \left[ (F^{(k)}(X, \theta_1) - F^{(k)}(X, \theta_2))^2 \right] \right)^{1/2} \\
= \rho\left(f^{(k)}_\theta, f^{(k)}_{\theta^*}\right),
\]
and we conclude that when \(n \geq N_1\),
\[
P^\star \left\{ \sup_{\rho(\theta, \theta^*) \leq \eta} \left| S_n(f^{(k)}_{\theta}) - S_n(f^{(k)}_{\theta^*}) \right| > \gamma \right\} \leq \epsilon.
\]

From the strong consistency \(\hat{\theta}_n \to \theta^*\), we have that \(\rho\left(\hat{\theta}_n, \theta^*\right) \to 0\) as \(\hat{\theta}_n \to \theta^*\), so there exist constant \(N_2\) such that when \(n \geq N_2\),
\[
P \left\{ \rho\left(\hat{\theta}_n, \theta^*\right) > \eta \right\} \leq \epsilon.
\]

Combing the above two results, we have that when \(n \geq \max\{N_1, N_2\}\),
\[
P^\star \left\{ \left| S_n^{(k)}(f_{\theta_n}) - S_n^{(k)}(f_{\theta^*}) \right| > \gamma \right\} \leq 2\epsilon.
\]
Hence since \(\epsilon > 0\) and \(\gamma > 0\) is arbitrary, we have that
\[
S_n^{(k)}(f_{\theta_n}) - S_n^{(k)}(f_{\theta^*}) \xrightarrow{P} 0.
\]
This verifies the condition \([A.14]\).

Next, we show the convergence
\[
\frac{1}{n} \sum_{i=1}^{n} \frac{F(X_i, \theta^*)\ell(X_i, \alpha_i) - \mathbb{E}_{X \sim P}[F(X, \theta^*)]}{\sqrt{n}} \Rightarrow \mathcal{N}(0, \Sigma).
\]
To show this, from the Cramér-Wold device (Theorem 3.10.6, [Durrett 2019]), it suffices to show that for each vector \(v \in \mathbb{R}^d\),
\[
v^\top \frac{1}{n} \sum_{i=1}^{n} \frac{F(X_i, \theta^*)\ell(X_i, \alpha_i) - \mathbb{E}_{X \sim P}[F(X, \theta^*)]}{\sqrt{n}} \Rightarrow \mathcal{N}(0, v^\top \Sigma v).
\]
We will use the martingale central limit theorem (Theorem 8.2.8, [Durrett 2019]) to show this, and need to verify the following two conditions:

(C1) \[
\frac{1}{n} \sum_{i=1}^{n} \text{Var}_{i-1} \left( v^\top F(X_i, \theta^*)\ell(X_i, \alpha_i) \right) \xrightarrow{P} v^\top \Sigma v,
\]
(C2) \[
\frac{1}{n} \sum_{i=1}^{n} \mathbb{E}_{i-1} \left[ \left( v^\top F(X_i, \theta^*)\ell(X_i, \alpha_i) - v^\top c \right)^2 1\{ v^\top F(X_i, \theta^*)\ell(X_i, \alpha_i) - v^\top c \geq \epsilon \sqrt{n} \} \right] \xrightarrow{P} 0.
\]
According to Lemma A.3 and the assumption that \( \mathbb{E}_{X \sim P_\alpha} \left[ (F(X, \theta^*) \ell(X, \alpha_i))^2 \right] \) is continuous in \( \alpha \), we have that Var_{i-1} \left( F(X_i, \theta^*) \ell(X_i, \alpha_i) \right) \rightarrow \text{Var}_{X \sim P_{\alpha^*}} \left( F(X, \theta^*) \ell(X, \alpha^*) \right) \), so (C1) is verified and we have that \( \Sigma = \text{Var}_{X \sim P_{\alpha^*}} \left( F(X, \theta^*) \ell(X, \alpha^*) \right) \). For (C2), roughly speaking, it will follow from Assumption A.5. This is not hard to see when \( d = 1 \). But when \( d \geq 2 \), we will need some algebra. Let \( v^{(k)} \) denote the \( k \)th component of \( v \). From the definition of the envelope function, and the fact that \( \mathbb{E}_{X \sim P}[F(X, \theta^*)] = c \), we have that

\[
\left| \frac{F^{(k)}(X_i, \theta^*) \ell(X_i, \alpha_i) - c^{(k)}}{\sqrt{n}} \right| \leq V_{n,i}^{(k)}(E).
\]

Then

\[
\frac{1}{n} \sum_{i=1}^{n} E_{i-1} \left[ \left( v^T F(X_i, \theta^*) \ell(X_i, \alpha_i) - v^T c \right)^2 1 \left\{ \left| v^T F(X_i, \theta^*) \ell(X_i, \alpha_i) - v^T c \right| \geq \epsilon \sqrt{n} \right\} \right] = \sum_{i=1}^{n} E_{i-1} \left[ \left( \frac{v^T F(X_i, \theta^*) \ell(X_i, \alpha_i) - c}{\sqrt{n}} \right)^2 1 \left\{ \left| \frac{v^T F(X_i, \theta^*) \ell(X_i, \alpha_i) - c}{\sqrt{n}} \right| \geq \epsilon \right\} \right] \leq \sum_{i=1}^{n} E_{i-1} \left[ \left( \sum_{k=1}^{d} |v^{(k)}| V_{n,i}^{(k)}(E) \right)^2 1 \left\{ V_{n,i}^{(k)}(E) > \frac{\epsilon}{|v^{(k)}|} \right\} \right].
\]

(A.15)

Then, we will use Assumption A.5 to show that the RHS above goes to zero as \( n \to \infty \). From Assumption A.5 we have that for each \( k = 1, 2, \ldots, d \), and \( \forall \epsilon > 0 \),

\[
\sum_{i=1}^{n} E_{i-1} \left[ \left( \sum_{k=1}^{d} |v^{(k)}| V_{n,i}^{(k)}(E) \right)^2 1 \left\{ V_{n,i}^{(k)}(E) > \frac{\epsilon}{|v^{(k)}|} \right\} \right] \rightarrow 0.
\]

(A.16)

Based on this result, we could bound the RHS of (A.15) as follows

\[
\sum_{i=1}^{n} E_{i-1} \left[ \left( \sum_{k=1}^{d} |v^{(k)}| V_{n,i}^{(k)}(E) \right)^2 1 \left\{ V_{n,i}^{(k)}(E) > \frac{\epsilon}{|v^{(k)}|} \right\} \right] \leq \sum_{i=1}^{n} E_{i-1} \left[ \left( \sum_{k=1}^{d} |v^{(k)}| V_{n,i}^{(k)}(E) \right)^2 \left( \sum_{k=1}^{d} 1 \left\{ V_{n,i}^{(k)}(E) > \frac{\epsilon}{d} \right\} \right) \right] \leq d \sum_{i=1}^{n} E_{i-1} \left[ \left( \sum_{k=1}^{d} |v^{(k)}| V_{n,i}^{(k)}(E) \right)^2 \left( \sum_{k=1}^{d} 1 \left\{ V_{n,i}^{(k)}(E) > \frac{\epsilon}{d} \right\} \right) \right] \leq d^2 \sum_{k=1}^{d} \sum_{i=1}^{n} E_{i-1} \left[ \left( |v^{(k)}| V_{n,i}^{(k)}(E) \right)^2 1 \left\{ V_{n,i}^{(k)}(E) > \frac{\epsilon}{d} \right\} \right] \rightarrow 0 \text{ as } n \to \infty.
\]

In the last inequality, we used rearrangement inequality and it goes to zero according to (A.16). Then applying (A.15), (C2) is verified. \( \square \)
EC.2.5. Proof of Theorem A.4 (Multidimensional Version of Theorem 4)

**Proof:** We verify the conditions for Theorem 2.3 in Section 5.2 of Kushner and Yin (2003). The constraint set condition we impose in Assumption A.E.2 satisfies (A4.3.2) in Kushner and Yin (2003). Then we check (A2.1)-(A2.6) in Section 5.2 of Kushner and Yin (2003). Corresponding to our algorithm, $Y_n$ in Kushner and Yin (2003) is given by $F(X_{n+1}, \hat{\theta}_n)\ell(X_{n+1}, \alpha_{n+1}) - c$. So (A2.1) is checked by Assumption A.6. (A2.2) holds with $\beta_n = 0$. (A2.3) is checked by the continuity of $f(\theta)$. And it is also easy to check the choice of stepsize in our algorithm satisfies (A2.4). (A2.5) holds since $\beta_n = 0$. (A2.6) follows from our Assumption A.7. Now we have verified the assumptions. And our Assumption A.E.2 implies that there is only one stationary point to the projected ODE. So, by Theorem 2.3 in Section 5.2 of Kushner and Yin (2003), we have that $\hat{\theta}_n \to \theta^*$ a.s., as desired.

EC.2.6. Proof of Theorem A.5 (Multidimensional Version of Theorem 5)

Before proving Theorem A.5, we need the following lemma.

**Lemma A.7 (Theorem 2.2, Fabian 1968).** Suppose $k$ is a positive integer, $F$, a non-decreasing sequence of $\sigma$-fields, $F \subset F$; suppose $U_n, V_n, T_n \in \mathbb{R}^k, \Gamma_n, \Phi_n \in \mathbb{R}^{k \times k}, \Sigma, \Gamma, \Phi, P \in \mathbb{R}^{k \times k}$, $\Gamma$ is positive definite, $P$ is orthogonal and $P^T \Gamma P = \Lambda$ diagonal. Suppose $\Gamma_n, \Phi_n - 1, V_n - 1$ are $F_n$-measurable, $C, \alpha, \beta \in \mathbb{R}$ and

$$
\Gamma_n \to \Gamma, \quad \Phi_n \to \Phi, \quad T_n \to T \quad \text{or} \quad E[\|T_n - T\|] \to 0, \tag{A.17}
$$

$$
E_n[V_n] = 0, \quad C \geq E_n \left[ V_n V_n^T - \Sigma \right] \to 0, \tag{A.18}
$$

and, with

$$
\sigma_{j,r}^2 = E \left[ \|V_j\|^2 1 \left\{ \|V_j\|^2 \geq rj^\alpha \right\} \right], \tag{A.19}
$$

let either

$$
\lim_{j \to \infty} \sigma_{j,r}^2 = 0 \quad \text{for every } r > 0, \tag{A.20}
$$

or

$$
\alpha = 1, \quad \lim_{n \to \infty} n^{-1} \sum_{j=1}^n \sigma_{j,r}^2 = 0 \quad \text{for every } r > 0. \tag{A.21}
$$

Suppose that, with $\lambda = \min_i[\Lambda]_{ii}$, $\beta_+ = \beta$ if $\alpha = 1$, $\beta_+ = 0$ if $\alpha \neq 1$,

$$
0 < \alpha \leq 1, \quad 0 \leq \beta, \quad \beta_+ < 2\lambda \tag{A.22}
$$

and

$$
U_{n+1} = (I - n^{-\alpha} \Gamma_n)U_n + n^{-(\alpha+\beta)/2} \Phi_n V_n + n^{-\alpha-\beta/2} T_n. \tag{A.23}
$$
Then the asymptotic distribution of \( n^{\beta/2} \mathbf{U}_n \) is normal with mean \( (\Gamma - (\beta/2) I)^{-1} \mathbf{T} \) and covariance matrix \( \mathbf{PMP}^\top \), where

\[
[M]_{ij} = [\mathbf{P}^\top \mathbf{\Phi} \mathbf{\Sigma} \mathbf{\Phi}^\top \mathbf{P}]_{ij} (|A|_i + |A|_{jj} - \beta_+)^{-1}. \tag{A.24}
\]

Next, we will prove Theorem A.5.

**Proof of Theorem A.5**: From Lemma A.7, with the same argument as in the analysis of SAA (see condition (C1) in the proof of Theorem A.3), we have that \( \mathbb{E}_n [\mathbf{V}_n \mathbf{V}_n^\top] \to \Sigma \) where \( \Sigma = \text{Var}_{X \sim P_{\alpha^*}} (\mathbf{F}(X, \theta) / \ell(X, \alpha^*)) \). This implies condition (A.18) of Lemma A.7. By the mean value theorem, there exists \( \xi_n \) on the line segment between \( \hat{\theta}_n \) and \( \theta^* \) such that

\[
f(\hat{\theta}_n) = \frac{D}{D\theta} f(\xi_n)(\hat{\theta}_n - \theta^*).
\]

Then let \( Y_n = \mathbf{F}(X_{n+1}, \hat{\theta}_n) / \ell(X_{n+1}, \alpha_{n+1}) - c \), \( V_n = Y_n + c - f(\hat{\theta}_n) \), \( U_n = \hat{\theta}_n - \theta^* \), \( \alpha = 1, \beta = 1, \Gamma_n = \gamma J(\xi_n), \Phi_n = -\gamma I \). Let

\[
\mathbf{T}_n = \Pi_A \left[ \hat{\theta}_n - \gamma_n \mathbf{F}(X_n, \hat{\theta}_{n-1}) / \ell(X_n, \alpha_n) \right] - \left[ \hat{\theta}_n - \gamma_n \mathbf{F}(X_n, \hat{\theta}_{n-1}) / \ell(X_n, \alpha_n) \right]
\]

be the projection term. Then one can check that we could write our iteration (A.1) as follows:

\[
\mathbf{U}_{n+1} = (\mathbf{I} - n^{-\alpha} \Gamma_n) \mathbf{U}_n + n^{-(\alpha + \beta)/2} \Phi_n \mathbf{V}_n + n^{-\alpha - \beta/2} \mathbf{T}_n.
\]

Notice that from the fact that \( \alpha_{n+1} \in \mathcal{F}_n \), \( \mathbf{V}_n \) is a martingale difference array, i.e., \( \mathbb{E}_n [\mathbf{V}_n] = \mathbb{E}_n [\mathbf{F}(X_{n+1}, \hat{\theta}_n) / \ell(X_{n+1}, \alpha_{n+1})] - f(\hat{\theta}_n) = 0 \). From the strong consistency \( \hat{\theta}_n \to \theta^* \) a.s., and the assumption that \( \theta^* \in A^\circ \), we have that with probability one, there exists \( N \) such that \( \mathbf{T}_n = 0 \) after \( n \geq N \). Hence \( \mathbf{T}_n \to \mathbf{T} = 0 \), so the condition for \( \mathbf{T}_n \) in the theorem is satisfied with \( \mathbf{T} = 0 \). The condition \( \mathbb{E}_n [\mathbf{V}_n \mathbf{V}_n^\top] \to \Sigma \) follows from the consistency of \( \alpha \) and the continuity of the variance with respect to \( \alpha \) (the same as the proof of (C1) in EC.2.4.4). The other conditions of the theorem just follow from definition and our assumptions. And the result of the theorem tells us that

\[
\sqrt{n}(\hat{\theta}_n - \theta^*) \Rightarrow N(0, \mathbf{PMP}^\top).
\]

Then applying the Delta method, we will get the claim as in the theorem. \( \square \)

**EC.2.7. Proof of Theorem A.6 (multidimensional version of Theorem 6)**

**Proof**: Our proof is based on Theorem 2 of Polyak and Juditsky (1992). First we verify Assumptions 3.1-3.4 of Polyak and Juditsky (1992). For Assumption 3.1, we can pick \( V(\theta) = h(\theta) \) where \( h(\theta) \) is the function such that \( \nabla h = f \) in our Assumption A.E.2. Then we can verify Assumptions 3.1-3.2 of Polyak and Juditsky (1992) based on the positive definiteness of the Jacobian of \( f \) at \( \theta^* \).
and the second-order differentiability. Assumption 3.3 follows from our Assumptions A.6 and A.8. And it is easy to check our stepsize satisfies Assumption 3.4 of Polyak and Juditsky (1992). Thus we have verified the conditions for Polyak and Juditsky (1992). Applying that result we will get our claimed result.

In the above argument, we have assumed the validity of Theorem 2 of Polyak and Juditsky (1992) under projection, which is not present in their original theorem. We argue that adding a projection does not affect the asymptotic result. Actually, when projection is performed, we can use $\xi_n + z_n$ to replace $\xi_n$ in the proof of Polyak and Juditsky (1992), where $z_n$ accounts for the change induced by projection in each update of $\theta$. Since $z_n$ will become zero when $n$ is large, we find that performing this replacement will not affect the proof. So the same result holds.

\[ \square \]

EC.2.8. Proof of Theorem 7

Proof: First we check the assumptions for Theorem 2 and get the strong consistency $\hat{q}_n \to q^*$ a.s.

Assumption 1 corresponds to Assumption 9. A difference is that the result holds for $q^* + \delta$ (not all $q$). Actually, from the proof of Lemma A.1, we have that under Assumption 9,

$$ \frac{1}{n} \sum_{i=1}^{n} 1 \{ h(X_i) \leq q^* + \delta \} \ell(X_i, \alpha_i) - F_h(q^* + \delta) \to 0 $$

for $q = q^* + \delta$. Hence when $n$ is large enough,

$$ \frac{1}{n} \sum_{i=1}^{n} 1 \{ h(X_i) \leq q^* + \delta \} \ell(X_i, \alpha_i) \geq F_h(q^*) = p, $$

which implies

$$ \hat{q}_n = \inf \left\{ q : \frac{1}{n} \sum_{i=1}^{n} 1 \{ h(X_i) \geq q \} \ell(X_i, \alpha_i) \geq p \right\} \leq q^* + \delta. $$

For Assumption 2 for any $\epsilon > 0$ choose $\{p_i\}$ to be a set of $[0,1]$-valued real numbers such that $(p_i - \epsilon/2, p_i + \epsilon/2)$ forms an $\epsilon$-net of $[0,1]$. Then let $Q_\epsilon = \{ q_i : P\{ h(X) \leq q_i \} = p_i - \epsilon/2 \text{ or } P\{ h(X) \leq q_i \} = p_i + \epsilon/2 \}$. Then define

$$ K_\epsilon = \{ (f_L(X, \alpha), f_R(X, \alpha)) : (1 \{ h(X) \leq q_L \} \ell(X, \alpha), 1 \{ h(X) \leq q_R \} \ell(X, \alpha)) | q_L, q_R \in Q_\epsilon \}. $$

We only need at most $\lceil 1/\epsilon \rceil$ elements in $Q_\epsilon$ and this implies that $K_\epsilon$ is a finite set.

For Assumption 3 it follows from Assumption 12 and the monotonicity of the objective function.

Then we apply Theorem 2. One difference in the quantile estimation case is that

$$ \hat{q}_n = \inf \left\{ q : \frac{1}{n} \sum_{i=1}^{n} 1 \{ h(X_i) \leq q \} \ell(X_i, \alpha_i) \geq p \right\} $$
is not the exact solution to $\sum_{i=1}^{n} 1\{h(X_i) \leq q\} \ell(X_i, \alpha_i)/n = p$ as in Algorithm 1. But by Lemma 2 we have uniform convergence of $\sum_{i=1}^{n} 1\{h(X_i) \leq q\} \ell(X_i, \alpha_i)/n$ to $F_h(q)$, which implies that $\hat{q}_n$ is an approximate solution in the sense that

$$\frac{1}{n} \sum_{i=1}^{n} 1\{h(X_i) \leq \hat{q}_n\} \ell(X_i, \alpha_i) \to p \quad \text{as} \quad n \to \infty.$$ 

With this condition, by checking the proof of Theorem 2, we get $\hat{q}_n \to q^*$ a.s.

Next, we use a somehow different argument to show the asymptotic normality result. The proof is similar in spirit to the proof of Theorem 3, but we can exploit the special structure of quantile estimation. By doing this, the required condition would be slightly milder. More precisely, we will not need the counterpart of Assumption 4.

For any $t \in \mathbb{R}$, define the martingale difference triangular array:

$$Z_{n,i} = \frac{1\{h(X_i) \leq (q + t\sqrt{n^{-1}})\} \ell(X_i, \alpha_i) - F_h(q + t\sqrt{n^{-1}})}{\sqrt{n \text{Var}_{X \sim P_{\alpha_m}} \left( 1\left\{h(X) \leq (q + t\sqrt{n^{-1}})\right\} \ell(X, \alpha) \right)}}.$$

We will use Theorem 8.2.4 of [Durrett (2019)]. We observe that for any $u \in [0,1]$,

$$\lim_{n \to \infty} \sum_{m=1}^{[nu]} E[Z_{n,m}^2 | \mathcal{F}_{m-1}] = \lim_{n \to \infty} \frac{1}{n} \sum_{m=1}^{[nu]} \frac{\text{Var}_{X \sim P_{\alpha_m}} \left( 1\left\{h(X) \leq (q^* + t\sqrt{n^{-1}})\right\} \ell(X, \alpha_m) \right)}{\text{Var}_{X \sim P_{\alpha^*}} \left( 1\left\{h(X) \leq (q^* + t\sqrt{n^{-1}})\right\} \ell(X, \alpha^*) \right)},$$

where $[nu]$ is the greatest integer less than or equal to $nu$.

By our Assumption 11 for any $\epsilon > 0$ we can find $\delta > 0$ such that whenever $\|\alpha - \alpha^*\| \leq \delta$, $|t\sqrt{n^{-1}}| \leq \delta$, we have

$$\left| \text{Var}_{X \sim P_{\alpha}} \left( 1\left\{h(X) \leq (q + t\sqrt{n^{-1}})\right\} \ell(X, \alpha) \right) - \text{Var}_{X \sim P_{\alpha^*}} \left( 1\left\{h(X) \leq q^*\right\} \ell(X, \alpha^*) \right) \right| \leq \epsilon.$$

From the continuity of $I$ and the consistency of $\hat{q}_i$, we have that $\alpha_i \to \alpha^*$ a.s. So there must exist $N = N(\omega)$ such that

$$\left| \text{Var}_{X \sim P_{\alpha_m}} \left( 1\left\{h(X) \leq (q + t\sqrt{n^{-1}})\right\} \ell(X, \alpha_m) \right) - \text{Var}_{X \sim P_{\alpha^*}} \left( 1\left\{h(X) \leq q^*\right\} \ell(X, \alpha^*) \right) \right| \leq \epsilon$$

whenever $m > N$. Thus with probability one,

$$\lim_{n \to \infty} \sum_{m=1}^{[nu]} E[Z_{n,m}^2 | \mathcal{F}_{m-1}] = u.$$

Also notice that by Proposition 2 our Assumption 10 implies the second condition of Theorem 8.2.4 of [Durrett (2019)], so using that theorem we get

$$\sum_{i=1}^{n} Z_{n,i} \Rightarrow \mathcal{N}(0,1).$$
With this result, consider
\[ G_n(t) = P(\sqrt{n}(\hat{q}_n - q^*) \leq t), \]
which could be written as
\[
G_n(t) = P(\hat{q}_n \leq q^* + t\sqrt{n^{-1}})
= P\left( p \leq \frac{1}{n} \sum_{n=1}^{n} \left( 1 \left\{ h(X) \leq (q^* + t\sqrt{n^{-1}}) \right\} \ell(X, \alpha_m) \right) \right)
= P\left( \sum_{i=1}^{n} Z_{n,i} \geq -\sqrt{n} F_h \left( (q^* + t\sqrt{n^{-1}}) - p \right) \sqrt{\text{Var}_{X \sim P_{\alpha^*}} \left( 1 \{ h(X) \leq q^* \} \ell(X, \alpha^*) \right)} \right).
\]

From the differentiability of \( F \) we know that \( \sqrt{n} F_h \left( (q^* + t\sqrt{n^{-1}}) - p \right) \rightarrow t f_h(q^*). \) Thus by Slutsky’s theorem, the above probability converges to
\[
\Phi \left( \frac{tf_h(q^*)}{\sqrt{\text{Var}_{X \sim P_{\alpha^*}} \left( 1 \{ h(X) \leq q^* \} \ell(X, \alpha^*) \right)}} \right),
\]
which is equal to
\[
P \left( \mathcal{N} \left( 0, \frac{\text{Var}_{X \sim P_{\alpha^*}} \left( 1 \{ h(X) \leq q^* \} \ell(X, \alpha^*) \right)}{(f_h(q^*))^2} \right) \leq t \right).
\]
Thus, as claimed,
\[
\sqrt{n}(\hat{q}_n - q^*) \Rightarrow \mathcal{N} \left( 0, \frac{\text{Var}_{X \sim P_{\alpha^*}} \left( 1 \{ h(X) \leq q^* \} \ell(X, \alpha^*) \right)}{(f_h(q^*))^2} \right).
\]

**EC.3. Proofs on Assumption Verification**

This section provides proofs of Propositions 1-3 [EC.3] which verify some critical technical assumptions used in proving theoretical convergences of the algorithms. This section also provides proofs of Propositions 4 and 5 [EC.4] which verify the assumptions in the numerical examples.

**EC.3.1. Proof of Proposition 4**

\[ \text{Proof: For each } \epsilon, \text{ we let } \Pi_1(\epsilon) = \{ A_1(\epsilon), A_2(\epsilon), \ldots, A_{m(\epsilon)}(\epsilon) \} \text{ be an } \epsilon \text{-covering of } \Theta_\delta \text{ under } \rho \text{ where } m(\epsilon) = N(\epsilon, \Theta_\delta, \rho). \text{ Then } \Pi(\epsilon) = \{ \{ f_\theta : \theta \in A_1(\epsilon) \}, \ldots, \{ f_\theta : \theta \in A_{m(\epsilon)}(\epsilon) \} \} \text{ is an } \epsilon \text{-covering of } F_\delta \text{ under } \rho. \text{ We argue that this choice of } \Pi \text{ satisfies the conditions in Assumption 4. The condition in the second display of Assumption 4 is verified by condition (i) of this proposition. It remains to verify the condition in the first display of Assumption 4.} \]

Recall that \( V_{n,i}(f_\theta) = (F(X_i, \theta) \ell(X_i, \alpha_i) - f(\theta))/\sqrt{n}. \) So for any \( \theta_1, \theta_2 \in \Theta_\delta, \) we have that
\[
n(V_{n,i}(f_{\theta_1}) - V_{n,i}(f_{\theta_2}))^2 \leq 2(F(X_i, \theta_1) - F(X_i, \theta_2))^2(\ell(X_i, \alpha_i))^2 + 2(f(\theta_1) - f(\theta_2))^2 \leq 2(L(X_i, \alpha_i) \ell(X_i, \alpha_i) + 1)(\rho(\theta_1, \theta_2))^2.
\]
Here the last inequality follows from condition (ii) of this proposition. For any \( f_{\theta_1}, f_{\theta_2} \) in the same \( \epsilon \)-ball \( F(\epsilon; k) \), we have that \( \rho(\theta_1, \theta_2) \leq 2\epsilon \), so

\[
n(V_{n,i}(f_{\theta_1}) - V_{n,i}(f_{\theta_2}))^2 \leq 8(L(X_i, \alpha_i)\ell(X_i, \alpha_i) + 1)\epsilon^2.
\]

This implies \( (V_{n,j}(F(\epsilon;k)))^2 \leq 8(L(X_i, \alpha_i)\ell(X_i, \alpha_i) + 1)\epsilon^2 \), so

\[
\sqrt{\sum_{j=1}^{n} E_{j-1}[[V_{n,j}(F(\epsilon;k))]^2]} \leq \sqrt{8 + \frac{8}{n} \sum_{i=1}^{n} E_{X_i \sim P_{\alpha_i}}[L(X_i, \alpha_i)\ell(X_i, \alpha_i)]}
\]

The RHS is independent of \( k \) and \( \epsilon \). Thus taking supremum w.r.t. \( k \) and \( \epsilon \), we get that

\[
\sup_{\epsilon \in (0, \Delta_n]} \max_{1 \leq k \leq N_n(\epsilon)} \sqrt{\sum_{j=1}^{n} E_{j-1}[[V_{n,j}(F(\epsilon;k))]^2]} \leq \sqrt{8 + \frac{8}{n} \sum_{i=1}^{n} E_{X_i \sim P}[L(X, \alpha_i)]}.
\]

Since \( \alpha_i \to \alpha \) a.s., and \( \sup_{\|\alpha - \alpha^*\| \leq \delta} E[L(X, \alpha)] < \infty \) as assumed in this proposition, we have that the RHS is \( O_p(1) \). Thus we have shown the desired result.

\[\square\]

**EC.3.2. Proof of Proposition 2 and Proposition 3**

**Proof:** We know that

\[
\sum_{i=1}^{n} E_{i-1} [V_{n,i}(E)^2 1\{V_{n,i}(E) > \epsilon\}] = \frac{1}{n} \sum_{i=1}^{n} E_{i-1} [V_i(E)^2 1\{V_i(E) > \epsilon\sqrt{n}\}],
\]

where \( V_i(E) = \sqrt{n} V_{n,i}(E) \), and from the definition of \( V_{n,i}(E) \), we have that \( V_i(E) \) is envelope function for

\[
\{ |F(X, \theta)\ell(X, \alpha) - f(\theta)| : \theta \in \Theta_3 \}.
\]

Notice that for any \( R, \epsilon \sqrt{n} > R \) when \( n \) is large enough. So in order to show that (Proposition 2)

\[
\frac{1}{n} \sum_{i=1}^{n} E_{i-1} [V_i(E)^2 1\{V_i(E) > \epsilon\sqrt{n}\}] \to 0,
\]

it suffices to show that, with probability 1, there exists \( N(\omega) < \infty \) such that

\[
\lim_{R \to \infty} \sup_{n \geq N(\omega)} E_{i-1} [V_i(E)^2 1\{V_i(E) > R\}] = 0. \quad (A.25)
\]

We can see that this also implies the condition in Assumption 3. So we will show (A.25) for the rest of the proof.
Let \( C = \sup_{\theta \in \Theta} f(\theta) \). Notice that for all \( \theta \in \Theta, \| \alpha - \alpha^* \| \leq \delta_1 \), by the assumption of Proposition [2]
\[
V(X)\ell(X, \alpha) \geq |F(X, \theta)\ell(X, \alpha)|^2 \geq (|F(X, \theta)\ell(X, \alpha) - f(\theta)| - C)^2.
\]
When \( \sup_{\theta \in \Theta} |F(X, \theta)\ell(X, \alpha) - f(\theta)| \geq 2C \), taking supremum over \( \theta \) in the above inequality, we get
\[
V(X)\ell(X, \alpha) \geq \left( \sup_{\theta \in \Theta} |F(X, \theta)\ell(X, \alpha) - f(\theta)| - C \right)^2 \geq \frac{1}{4} \left( \sup_{\theta \in \Theta} |F(X, \theta)\ell(X, \alpha) - f(\theta)| \right)^2.
\]
So by arguing the case when \( \sup_{\theta \in \Theta} |F(X, \theta)\ell(X, \alpha) - f(\theta)| \geq 2C \) and the case when \( \sup_{\theta \in \Theta} |F(X, \theta)\ell(X, \alpha) - f(\theta)| \leq 2C \) separately, we always have
\[
\max\{V(X)\ell(X, \alpha), C^2\} \geq \frac{1}{4} \left( \sup_{\theta \in \Theta} |F(X, \theta)\ell(X, \alpha) - f(\theta)| \right)^2.
\]
Thus from the definition of \( V_i(E) \) we have that when \( \| \alpha_i - \alpha^* \| \leq \delta_1 \),
\[
\max\{V(X_i)\ell(X_i, \alpha_i), C^2\} \geq \frac{1}{4} (V_i(E))^2.
\]
Now we take \( R > C^2 \). The above relation tells us that when \( V_i(E) > R \), we must have
\( V(X_i)\ell(X_i, \alpha_i) \geq (V_i(E))^2/4 \). Thus
\[
V_i(E)^2 \{ V_i(E) > R \} \leq 4V(X_i)\ell(X_i, \alpha_i)1 \left\{ V(X_i)\ell(X_i, \alpha_i) \geq \frac{1}{4} R^2 \right\}.
\]
So given \( \| \alpha_i - \alpha^* \| \leq \delta_1 \), we have that
\[
E_{i-1} \left[ V_i(E)^2 \{ V_i(E) \geq R \} \right] \leq 4E_{i-1} \left[ V(X_i)\ell(X_i, \alpha_i) \{ V(X_i)\ell(X_i, \alpha_i) \geq \frac{1}{4} R^2 \} \right] = 4E_{X \sim P} \left[ V(X)1 \left\{ V(X)\ell(X, \alpha_i) \geq \frac{1}{4} R^2 \right\} \right] \leq 4E_{X \sim P} \left[ V(X)1 \left\{ \sup_{\| \alpha - \alpha^* \| \leq \delta_1} V(X)\ell(X, \alpha) \geq \frac{1}{4} R^2 \right\} \right].
\]
As \( R \to \infty \), \( P(\sup_{\| \alpha - \alpha^* \| \leq \delta_1} V(X)\ell(X, \alpha) \geq R^2/4) \to 0 \), thus given \( \| \alpha_i - \alpha^* \| \leq \delta_1 \), we have that \( \lim_{R \to \infty} E_{i-1} \left[ V_i(E)^2 \{ V_i(E) \geq R \} \right] = 0 \). From the consistency of \( \alpha_i \), there always exists \( N(\omega) \) such that \( \| \alpha_i - \alpha^* \| \leq \delta_1 \) when \( i > N(\omega) \). So (A.25) is proved. \( \square \)

**EC.3.3. Assumption Verification in Numerical Examples**

In this subsection, we verify the assumptions for algorithms introduced in Section [7]. Since most of the algorithms in Section [7] considers extreme large quantile, we verify the assumptions using the estimator of form \( 1\{Z \geq x\}\ell(Z, \alpha) \) (see the discussion at the end of Section [5]).
For these quantile estimation algorithms, we will check the assumption introduced in Section 5. The assumptions regarding the smoothness and regularity of the objective functions are all easy to check because in the examples, all of the distribution functions are smooth with positive gradients around the target quantile. Other assumptions that may require a little bit of algebra to show are Assumptions 9, 10 and 13. They are summarized as follows.

- **(SAA1)** For the SAA method, there exists a $\delta > 0$ such that
\[
E_{n-1} \left[ \left( 1 \{ Z_n \geq q^* - \delta \} \ell(Z_n, \alpha_n) \right)^2 \right] = O \left( n^{1/2 - \epsilon} \right)
\]
for some $\epsilon > 0$.

- **(SAA2)** For the SAA method, there exists $\delta, \delta_1 > 0$ and a function $V(Z) \geq \sup_{\|\alpha - \alpha^*\| \leq \delta_1} 1 \{ Z \leq q^* + \delta \} \ell(Z, \alpha)$ and $E_{Z \sim P}[V(Z)] < \infty$.

- **(SA1)** For the SA method, $\sup_m E_{m}[|V_m|^2] < C$ for some constant $C$, where $V_m = 1 \{ Z_{n+1} \geq \hat{q}_n \} \ell(Z_{n+1}, \alpha_{n+1}) - (1 - p)$ and $Z_{n+1} \sim P_{\alpha_{n+1}}$.

Essentially, all of these assumptions can be regarded as some proper boundedness of the estimator $1 \{ Z \geq q \} \ell$. Actually, if we can show that $1 \{ Z \geq q \} \ell$ has a constant upper bound, then all of the above conditions hold automatically.

**EC.3.3.1. Proof of Proposition 4.** For (SAA1), we have $\ell(x, \alpha_n) = e^{-\alpha_n x + \alpha_n^2/2}$. Then for $\bar{q} = q^* - \delta$,
\[
E_{n-1} \left[ \left( 1 \{ Z_n \geq \bar{q} \} \ell(Z_n, \alpha_n) \right)^2 \right] = \int_{\bar{q}}^{\infty} e^{-\frac{(x-\alpha_n)^2}{2}} e^{-2\alpha_n x + \alpha_n^2} dx = e^{\alpha_n^2} \int_{\bar{q}}^{\infty} e^{-\frac{(x+\alpha_n)^2}{2}} dx \leq e^{\alpha_n^2}.
\]
It is clear that our choice of $A_n$ can guarantee that $e^{\alpha_n^2} = O(n^{1-\epsilon})$, so we have
\[
E \left[ \left( 1 \{ Z_n \leq \bar{q} \} \ell(Z_n, \alpha_n) \right)^2 \right] = O(n^{1-\epsilon}).
\]

For (SAA2), for any $\alpha \in (\alpha^* - \delta_1, \alpha^* + \delta_1)$, we have that
\[
\ell(x, \alpha) = e^{-\alpha x + \alpha^2/2} \leq e^{-\alpha x + \delta_1 |x| + \alpha^2/2} \leq e^{-\alpha x + (\alpha^* + \delta_1)^2/2} (e^{\delta_1} + e^{-\delta_1}).
\]
And it is clear that when $x \sim N(0, 1)$, the RHS has finite expectation.

For (SA1), for any $q \in A \subset \mathbb{R}_+$, we know that $\ell(x, q)$ is bounded by 1 when $x \geq q$. Hence $1 \{ Z_n \geq \hat{q}_n \} \ell(Z_n, \hat{q}_n) \leq 1$ is always true for all $n$. This implies the condition.
EC.3.3.2. Proof of Proposition 5 For (SAA1), follows from equation (13) and \( \alpha \) belongs to a bounded set.

For (SAA2), we notice that \([I(q_{\min}), I(q_{\max})]\) is a compact subset of \( S := \{ \alpha : \psi(\alpha) \text{ exists and is finite} \} = \{ \alpha : 1 - 2\alpha \lambda_1 > 0, \ i = 1, 2, \ldots, m \}. \) Thus we may find \( \delta > 0 \) such that \( (\alpha^* - \delta, \alpha^* + \delta) \subset S. \) Then by convexity of \(-Q \alpha + \psi(\alpha)\) (as a function of \( \alpha \)), we have that for any \( \alpha \in (\alpha^* - \delta, \alpha^* + \delta)\),

\[
\ell(Q, \alpha) \leq \exp(\max\{ -Q(\alpha^* - \delta) + \psi(\alpha^* - \delta), -Q(\alpha^* + \delta) + \psi(\alpha^* + \delta) \})
\leq \exp(-Q(\alpha^* - \delta) + \psi(\alpha^* - \delta)) + \exp(-Q(\alpha^* + \delta) + \psi(\alpha^* + \delta)).
\]

The RHS has finite expectation since \( (\alpha^* - \delta, \alpha^* + \delta) \subset S. \)

For (SAA1), notice that the choice of \( \alpha_{n+1} \) would minimize the second order moment \( m(x, \alpha) \) in (13) when \( x = \hat{q}_n \). And when \( \alpha = 0 \), \( m(x, 0) = 1. \) Thus we always have that \( m(\hat{q}_n, \hat{\alpha}_{n+1}) \leq 1. \) So \( E_n[V_n^2] \leq 1. \)

EC.4. Additional Examples

This section provides theoretical analysis and numerical results for exponential distribution and Pareto-tailed distribution.

EC.4.1. Exponential Distribution

Suppose that the original distribution is exponential with parameter \( \lambda. \) Given \( \hat{q}_{n-1}, \) we will find a new exponential distribution with parameter \( \alpha_n = I(\hat{q}_{n-1}) \) such that the variance of \( 1 \{Z_n \geq \hat{q}_{n-1}\} \ell(Z_n, \alpha(\hat{q}_{n-1})) \) will be minimized. Since the conditional expectation of \( 1 \{Z_n \geq \hat{q}_{n-1}\} \ell(Z_n, \alpha) \) is always \( 1 - F(\hat{q}_{n-1}) \), to minimize its variance, it suffices to minimize its second moment. The second moment is given by

\[
E_{Z \sim P_n} \left[ 1 \{Z \geq \hat{q}_{n-1}\} \ell(Z, \alpha)^2 \right] = \int_{\hat{q}_{n-1}}^{\infty} \alpha e^{-\alpha x} \left( \frac{\lambda e^{-\lambda x}}{\alpha e^{-\alpha x}} \right)^2 \, dx = \lambda^2 e^{-2\lambda \hat{q}_{n-1} + \alpha \hat{q}_{n-1}} \frac{2}{\alpha(2\lambda - \alpha)}.
\]

Minimizing over \( \alpha \in (0, 2\lambda), \) we find that the optimal choice of \( \alpha \) is given by

\[
I(\hat{q}_{n-1}) = \frac{\lambda \hat{q}_{n-1} + 1 - \sqrt{1 + \lambda^2 \hat{q}_{n-1}^2}}{\hat{q}_{n-1}}.
\]  \( \text{(A.26)} \)

EC.4.1.1. Verification of Assumptions. For (SAA1), if we choose \( \alpha_n = I(\hat{q}_{n-1}) \), we have that for any \( \bar{q} \in [q - \delta, q + \delta], \)

\[
E \left[ 1 \{Z_n \geq \bar{q}\} \ell(X_n, \alpha_n) \right]^2 = \lambda^2 E \left[ \frac{e^{-2\lambda \bar{q} + \alpha_\bar{q}}}{\alpha_n(2\lambda - \alpha_n)} \right].
\]

We need this to be \( O(n^{1/2-\varepsilon}). \) Since we always have that \( I(\hat{q}_{n-1}) \in (0, 2\lambda), \) the exponential term in the numerator is always bounded in interval \([e^{-2\lambda \bar{q}}, 1], \) which will not affect the asymptotic rate.
Now we consider the denominator. From the expression of $I(q)$, we know that it is non-increasing and $I(0+) = \lambda, I(\infty) = 0$. Hence $(2\lambda - \alpha_n)$ is also bounded away from 0. To bound the reciprocal $1/\alpha_n$, we need to introduce truncation set $A_n$ which guarantees that $1/\alpha = O(n^{1-\epsilon})$ uniformly for $\alpha \in A_n$. And our final choice of $\alpha_n$ is $\Pi_A n [\tilde{q}_n-1]$

For (SAA2),
$$\ell(x, \alpha) = \frac{\lambda e^{-\lambda x}}{ae^{-ax}}.$$

The discussion for (SAA1) implies that $\alpha^* \in (0, \lambda)$. We also notice that, as long as $\lambda > \alpha > \alpha^*/2 > 0$, we have
$$\frac{\lambda e^{-\lambda x}}{ae^{-ax}} \leq \frac{2\lambda e^{-\lambda x}}{\alpha^* e^{-\lambda x}} \frac{2\lambda}{\alpha^*}.$$

The RHS is a bounded by constant so of course it has finite expectation.

For (SA1), we have that
$$E_{Z \sim P_{\alpha_n}} [1\{Z \geq \tilde{q}_n-1\}(\ell(Z, \alpha_n))^2] = \lambda^2 \tilde{q}_{n-1}^2 \frac{e^{-\lambda \tilde{q}_n-1+\sqrt{1+\lambda^2 q_{n-1}}^2}}{2(\sqrt{1+\lambda^2 q_{n-1}}^2-1)}.$$

From the minimizing property, this is always smaller than the variance with the original measure, which is $F(\tilde{q}_n-1)(1 - F(\tilde{q}_n-1)) \leq 1/4$.

**EC.4.1.2. Asymptotic Results.** For both SAA and PR-SA, we will reach an asymptotic variance of
$$\frac{E[1\{Z \geq q^*\}(\ell(Z, \alpha^*))^2] - p^2}{(f(q^*))^2},$$
which is (notice that $p = 1 - F(q^*) = e^{-\lambda q^*}$)
$$\frac{1}{\lambda^2 e^{-2\lambda q^*}} \left( \lambda^2 (q^*)^2 \frac{e^{-\lambda q^*+1-\sqrt{1+\lambda^2 q^*}^2}}{2(\sqrt{1+\lambda^2 q^*}^2-1)} - p^2 \right) = (q^*)^2 \frac{e^{\lambda q^*+1-\sqrt{1+\lambda^2 q^*}^2}}{2(\sqrt{1+\lambda^2 q^*}^2-1)} - \frac{1}{\lambda^2},$$

hence we have the CLT (for PR-SA, replace $\tilde{q}_n$ with $\hat{q}_n$ here)
$$\sqrt{n}(\hat{q}_n - q^*) \Rightarrow \mathcal{N} \left( 0, (q^*)^2 \frac{e^{\lambda q^*+1-\sqrt{1+\lambda^2 q^*}^2}}{2(\sqrt{1+\lambda^2 q^*}^2-1)} - \frac{1}{\lambda^2} \right).$$

As $q^*$ goes to infinity, the variance will still go to infinity. But the speed is much slower than $1/(1 - F(q^*)) = e^{\lambda q^*}$.

For RM-SA with stepsize $\gamma_n = \gamma/n$, the asymptotic result would be
$$\sqrt{n}(\hat{q}_n - q^*) \Rightarrow \mathcal{N} \left( 0, \frac{\gamma^2}{2\gamma - \lambda e^{-\lambda q^*}} \left( \lambda^2 (q^*)^2 \frac{e^{-\lambda q^*+1-\sqrt{1+\lambda^2 q^*}^2}}{2(\sqrt{1+\lambda^2 q^*}^2-1)} - p^2 \right) \right).$$
EC.4.1.3. Numerical Experiments. We consider estimating the quantile of an exponential distribution with parameter $\lambda = 2$. The algorithmic configurations for SAA, RM-SA and PR-SA with and without adaptive IS are the same as in the normal distribution example, and the IS parameter is given by (A.26). Similarly we set $p = 0.99, 0.999, 0.9999$, and vary the total number of simulation samples from $500$ to $500 \times 2^8$ to estimate the quantiles. We repeat the procedure $200$ times to calculate the variance and MSE of the estimated quantiles. Figures EC.1-EC.2 show the results, and Tables EC.1-EC.3 show their numerical details.

**Figure EC.1**  Variance of SAA, RM-SA, PR-SA, with and without adaptive IS for exponential distribution ($p = 0.99$ for the left panel; $p = 0.999$ for the middle panel; $p = 0.9999$ for the right panel)

**Figure EC.2**  MSE of SAA, RM-SA, PR-SA, with and without adaptive IS for exponential distribution ($p = 0.99$ for the left panel; $p = 0.999$ for the middle panel; $p = 0.9999$ for the right panel)
The variance reduction effect can be seen clearly by observing that the red curves in Figure EC.1 are significantly below the blue curves. Also, the variance reduction ratio grows quickly as $p$ goes to 1. For example, in Tables EC.1-EC.3 where $p$ takes 0.99, 0.999, and 0.9999, respectively, fixing the sample size 128000, the variance reduction ratio for SAA-IS takes 15, 101, and 706, respectively.
EC.4.2. Pareto-tailed Distribution

We consider a Pareto-tailed distribution. By using IS, we change $P(Z \geq x) = x^{-\lambda}, x \geq 1$ to $P(Z \geq x) = x^{-\alpha}, x \geq 1$. As in the previous examples, we will use the upper-side estimator (i.e., $1\{Z \geq q\}\ell(Z, \alpha)$). Suppose that the original distribution has parameter $\lambda$. Given $\hat{q}_{n-1}$, we will find a new measure $\alpha_n = I(\hat{q}_{n-1})$ such that the variance of $1\{Z \geq \hat{q}_{n-1}\}\ell(Z, \alpha)$ is minimized. As in the last subsection, it suffices to minimize the second moment. The second moment is given by

$$E_{Z \sim P_n}[1\{Z \geq \hat{q}_{n-1}\}(\ell(Z, \alpha))^2] = \int_{\hat{q}_{n-1}}^{\infty} \alpha x^{-\alpha-1} \lambda^2 x^{-2\lambda-2} dx = \frac{\lambda^2 \hat{q}_{n-1}^{2\lambda+\alpha}}{\alpha(2\lambda-\alpha)}.$$  

Then we need to find $\alpha \in (0, 2\lambda)$ to minimize $\hat{q}_{n-1}^\alpha/(\alpha(2\lambda-\alpha))$. With some computations, we can show that

$$I(\hat{q}_{n-1}) = \frac{1 + \lambda \log \hat{q}_{n-1} - \sqrt{1 + \lambda^2 \log^2 \hat{q}_{n-1}}}{\log \hat{q}_{n-1}}. \quad (A.27)$$

EC.4.2.1. Verification of Assumptions. For (SAA1), if we let $\alpha_n = I(\hat{q}_{n-1})$, we have that for any $\bar{q} \in [q-\delta, q+\delta]$,

$$E \left[ 1\{Z > \bar{q}\} (\ell(Z_n, \alpha_n))^2 \right] = E \left[ \frac{\lambda^2 \bar{q}^{-2\lambda+\alpha_n}}{\alpha_n(2\lambda-\alpha_n)} \right].$$

We need this to be $O(n^{1/2-\varepsilon})$. Since we always have that $I(\hat{q}_{n-1}) \in (0, \lambda)$, the exponential term in the numerator is always bounded in interval $[\bar{q}^{-2\lambda}, \bar{q}^{-\lambda}]$, which will not affect the asymptotic rate. Now we only need to guarantee that the denominator cannot be too close to 0.

From the expression of $I(q)$, we know that it is nonincreasing and $I(0) = \lambda, I(\infty) = 0$. Hence $(2\lambda - \alpha_n)$ is also bounded away from 0. To bound the reciprocal of $\alpha_n$, we will need that the truncation set $A_n$ satisfies $1/\alpha = O(n^{1-\varepsilon})$ uniformly for $\alpha \in A_n$.

For (SAA2),

$$\ell(x, \alpha) = \frac{\lambda x^{-\lambda-1}}{\alpha x^{-\alpha-1}}.$$  

Since $\alpha^* \in (0, \lambda)$, we have that $x^{-\lambda-1}/x^{-\alpha-1}$ is always bounded for $\alpha$ in a neighborhood of $\alpha^*$. Then following similar discussion as in the previous subsection, we can verify these assumptions.

For (SA1), as in the previous example, this follows from the minimizing property.

EC.4.2.2. Asymptotic Results. We have the second moment of the estimator

$$E_{n-1}[1\{Z_n \geq \hat{q}_{n-1}\}(\ell(Z_n, \alpha_n))^2] = \frac{\lambda^2 \hat{q}_{n-1}^{2\lambda+\alpha(\hat{q}_{n-1})}}{\alpha(\hat{q}_{n-1})(2\lambda-\alpha(\hat{q}_{n-1}))}.$$  

From this, for both SAA and PR-SA, we will reach an asymptotic variance of (similar to the computation in the previous example)

$$\frac{1}{\lambda^2 (q^*)^{-2\lambda-2}} \left( \frac{\lambda^2 (q^*)^{-2\lambda+\alpha(q^*)}}{\alpha(q^*)} - (q^*)^{-2\lambda} \right) = (q^*)^2 \left( \frac{1}{\alpha(q^*)} \frac{(q^*)^\alpha(q^*)}{2\lambda-\alpha(q^*)} - \frac{1}{\lambda^2} \right).$$
Here, $I(q) = (1 + \lambda \log q - \sqrt{1 + \lambda^2 (\log q)^2}) / \log q$. This means we have the CLT (for PR-SA, replace $\hat{q}_n$ with $\bar{q}_n$ here)

$$\sqrt{n}(\hat{q}_n - q) \Rightarrow \mathcal{N}\left(0, (q^*)^2 \left(\frac{1}{I(q^*)} - \frac{1}{\lambda^2}\right)\right).$$

As we can see, as $q^*$ goes to infinity, the variance goes to infinity. But the speed is much slower than $(q^*)^\lambda$.

For RM-SA stepsize $\gamma_n = \gamma/n$, the asymptotic result would be

$$\sqrt{n}(\hat{q}_n - q) \Rightarrow \mathcal{N}\left(0, \frac{\gamma^2}{2\gamma - \lambda (q^*)^{-\lambda-1}} \left(\frac{\lambda^2}{I(q^*)} - \frac{2\lambda + I(q^*)}{2\lambda - I(q^*)} - (q^*)^{-2\lambda}\right)\right).$$

**EC.4.2.3. Numerical Experiments.** We consider a Pareto-tailed distribution

$$\Pr\{X \geq x\} = x^{-\lambda}$$  \hspace{1cm} (A.28)

with $\lambda = 2$. We change the parameter $\lambda$ to $\alpha$ in IS. Specifically, the optimal IS parameter is given by (A.27). Similar to the previous examples, we set $p = 0.99, 0.999, 0.9999$, and vary the total number of simulation samples from 500 to $500 \times 2^6$ to estimate the quantiles. We repeat the procedure 200 times to calculate the variance and MSE of the estimated quantiles. Figures EC.3 EC.4 show the results, and Tables EC.4 EC.6 further show their numerical details.

![Figure EC.3](image1.png)  \hspace{1cm} ![Figure EC.4](image2.png)  \hspace{1cm} ![Figure EC.5](image3.png)

**Figure EC.3**  \hspace{1cm} Variance of SAA, RM-SA, PR-SA, with and without adaptive IS for Pareto-tailed distribution ($p = 0.99$ for the left panel; $p = 0.999$ for the middle panel; $p = 0.9999$ for the right panel)
Figure EC.4  MSE of SAA, RM-SA, PR-SA, with and without adaptive IS for Pareto-tailed distribution ($p = 0.99$ for the left panel; $p = 0.999$ for the middle panel; $p = 0.9999$ for the right panel)

Table EC.4  Variance of SAA, RM-SA and PR-SA with and without adaptive IS for Pareto-tailed distribution ($p = 0.99$)

| Sample Size | SAA-IS  | SAA ratio | RM-SA-IS  | RM-SA ratio | PR-SA-IS  | PR-SA ratio |
|-------------|---------|-----------|-----------|-------------|-----------|-------------|
| 500         | 3.48E-01| 8.93E+00  | 26        | 3.25E-01    | 5.92E+00  | 18          | 3.69E-01    | 6.16E+00  | 17        |
| 1000        | 1.60E-01| 2.70E+00  | 17        | 1.68E-01    | 3.19E+00  | 19          | 2.00E-01    | 3.51E+00  | 18        |
| 2000        | 8.39E-02| 1.19E+00  | 14        | 8.50E-02    | 1.56E+00  | 18          | 1.04E-01    | 1.91E+00  | 18        |
| 4000        | 4.14E-02| 6.53E-01  | 16        | 4.20E-02    | 8.57E-01  | 20          | 5.70E-02    | 1.04E+00  | 18        |
| 8000        | 1.91E-02| 3.40E-01  | 18        | 1.93E-02    | 4.06E-01  | 21          | 2.67E-02    | 4.87E-01  | 18        |
| 16000       | 8.93E-03| 1.53E-01  | 17        | 8.88E-03    | 1.68E-01  | 19          | 1.23E-02    | 2.09E-01  | 17        |
| 32000       | 4.30E-03| 6.97E-02  | 16        | 4.07E-03    | 8.25E-02  | 20          | 5.57E-03    | 9.81E-02  | 18        |
| 64000       | 2.44E-03| 3.66E-02  | 15        | 2.43E-03    | 4.13E-02  | 17          | 2.59E-03    | 4.62E-02  | 18        |
| 128000      | 1.29E-03| 1.89E-02  | 15        | 1.32E-03    | 1.92E-02  | 15          | 1.52E-03    | 2.28E-02  | 15        |

Table EC.5  Variance of SAA, RM-SA and PR-SA with and without adaptive IS for Pareto-tailed distribution ($p = 0.999$)

| Sample Size | SAA-IS  | SAA ratio | RM-SA-IS  | RM-SA ratio | PR-SA-IS  | PR-SA ratio |
|-------------|---------|-----------|-----------|-------------|-----------|-------------|
| 500         | 5.77E+00| 1.74E+03  | 301       | 4.06E+00    | 4.80E+01  | 12          | 5.20E+00    | 5.83E+00  | 1.1        |
| 1000        | 2.85E+00| 1.32E+04  | 4623      | 2.53E+00    | 5.08E+01  | 20          | 3.01E+00    | 7.69E+00  | 2.6        |
| 2000        | 1.47E+00| 3.54E+02  | 240       | 1.34E+00    | 3.37E+01  | 25          | 1.63E+00    | 6.19E+00  | 3.8        |
| 4000        | 6.89E-01| 1.09E+02  | 159       | 6.49E-01    | 2.61E+01  | 40          | 8.82E-01    | 7.83E+00  | 8.9        |
| 8000        | 3.08E-01| 4.33E+01  | 141       | 2.80E-01    | 1.64E+01  | 58          | 3.86E-01    | 6.70E+00  | 17         |
| 16000       | 1.48E-01| 1.50E+01  | 101       | 1.36E-01    | 1.15E+01  | 85          | 1.67E-01    | 5.75E+00  | 34         |
| 32000       | 6.37E-02| 7.58E+00  | 119       | 6.21E-02    | 6.92E+00  | 112         | 7.97E-02    | 5.12E+00  | 64         |
| 64000       | 3.54E-02| 3.89E+00  | 110       | 3.35E-02    | 4.01E+00  | 120         | 3.53E-02    | 3.47E+00  | 98         |
| 128000      | 1.75E-02| 2.15E+00  | 123       | 1.70E-02    | 2.21E+00  | 130         | 1.94E-02    | 2.20E+00  | 114        |
Table EC.6  Variance of SAA, RM-SA and PR-SA with and without adaptive IS for Pareto-tailed distribution

\( (p = 0.9999) \)

| Sample Size | SAA-IS | SAA       | ratio | RM-SA-IS | RM-SA       | ratio | PR-SA-IS | PR-SA       | ratio |
|-------------|--------|-----------|--------|----------|-------------|--------|----------|-------------|--------|
| 500         | 6.86E+01 | 1.16E+03 | 17     | 3.71E+01 | 4.17E+02   | 11     | 2.78E+01 | 1.52E+01   | 0.5    |
| 1000        | 3.44E+01 | 1.22E+04 | 354    | 2.26E+01 | 8.49E+02   | 38     | 1.62E+01 | 1.07E+01   | 0.7    |
| 2000        | 1.70E+01 | 1.26E+04 | 740    | 1.34E+01 | 3.79E+02   | 28     | 1.05E+01 | 3.43E+01   | 3.3    |
| 4000        | 8.57E+00 | 1.34E+04 | 1568   | 7.08E+00 | 7.52E+02   | 106    | 7.16E+00 | 3.38E+01   | 4.7    |
| 8000        | 3.81E+00 | 1.48E+04 | 3875   | 3.51E+00 | 3.36E+02   | 96     | 3.98E+00 | 2.79E+01   | 7.0    |
| 16000       | 1.92E+00 | 2.14E+03 | 1110   | 1.84E+00 | 2.70E+02   | 147    | 2.06E+00 | 2.26E+01   | 11     |
| 32000       | 9.39E-01 | 8.03E+02 | 855    | 8.86E-01 | 1.53E+02   | 172    | 1.12E+00 | 1.87E+01   | 17     |
| 64000       | 4.76E-01 | 4.40E+02 | 923    | 4.70E-01 | 1.28E+02   | 272    | 5.14E-01 | 2.59E+01   | 50     |
| 128000      | 2.75E-01 | 2.20E+02 | 800    | 2.72E-01 | 7.67E+01   | 281    | 2.92E-01 | 1.69E+01   | 58     |

As in the previous examples, the variance reduction effect is clearly seen by comparing between the red curves and blue curves in Figure EC.3, and there is more variance reduction when \( p \) is closer to 1. For example, in Tables EC.4 EC.6 where \( p \) takes 0.99, 0.999, and 0.9999, respectively, fixing the sample size as 128000, the variance reduction ratio for SAA-IS takes 15, 123, and 800, respectively.