A tunable Josephson platform to explore many-body quantum optics in circuit-QED
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The interaction between light and matter remains a central topic in modern physics despite decades of intensive research. Coupling an isolated emitter to a single mode of the electromagnetic field is now routinely achieved in the laboratory and standard quantum optics provides a complete toolbox for describing such a setup. Current efforts aim to go further and explore the coherent dynamics of systems containing an emitter coupled to several electromagnetic degrees of freedom. Recently, ultrastrong coupling to a transmission line has been achieved where the emitter resonance broadens to a significant fraction of its frequency, and hybridizes with a continuum of electromagnetic (EM) modes. In this work we gain significantly improved control over this regime. We do so by combining the simplicity and robustness of a transmon qubit and a bespoke EM environment with a high density of discrete modes, hosted inside a superconducting metamaterial. This produces a unique device in which the hybridisation between the qubit and many modes (up to ten in the current device) of its environment can be monitored directly. Moreover the frequency and broadening of the qubit resonance can be tuned independently of each other in situ. We experimentally demonstrate that our device combines this tunability with ultrastrong coupling and a qubit nonlinearity comparable to the other relevant energy scales in the system. We also develop a quantitative theoretical description that does not contain any phenomenological parameters and that accurately takes into account vacuum fluctuations of our large scale quantum circuit in the regime of ultrastrong coupling and intermediate non-linearity. The demonstration of this new platform combined with a quantitative modelling brings closer the prospect of experimentally studying many-body effects in quantum optics. A limitation of the current device is the intermediate nonlinearity of the qubit. Pushing it further will induce fully developed many-body effects, such as a giant Lamb shift, or nonclassical states of multimode optical fields. Observing such effects would establish interesting links between quantum optics and the physics of quantum impurities.

Introduction

Due to strong interactions between elementary constituents, correlated solids and trapped cold atoms host fascinating many-body phenomena. Attempts to produce similar effects in purely optical systems are hampered by the obvious fact that photons do not naturally interact with each other. If this obstacle can be overcome, there is the tantalizing prospect of probing the many-body problem using the contents of the quantum optics toolbox, such as single photon sources and detectors, high-order correlations in time-resolved measurements, entanglement measures, and phase space tomographies to name a few.

One route to building a many-body quantum optical system is to rely on arrays of strongly non-linear cavities or resonators, but minimising disorder in such architectures is a formidable challenge. Another route that circumvents these difficulties involves coupling a single well-controlled non-linear element to a disorder free harmonic environment. If the difficult experimental challenge of engineering an ultra-strong coupling can be overcome, thus exceeding the boundaries of the standard single photon regime in quantum optics, this approach could pave the way to bosonic realizations of electronic impurity systems such as the famous Kondo and Anderson models. Our goal here is to achieve a large coupling between a sufficiently non-linear qubit and a quantum coherent environment containing many harmonic degrees of freedom.

When coupling an impurity to a finite size electromagnetic environment, five important frequency scales have to be considered. The impurity is characterized by its qubit frequency $\omega_{\text{qubit}}$, i.e. the excitation frequency between its two lowest internal states. Real impurities always possess more than two levels. The anharmonicity $\alpha$, defined as the difference between $\omega_{\text{qubit}}$ and the frequency for excitation from the second to third internal impurity state, characterises the departure of an impurity from a trivial harmonic oscillator ($\alpha \to 0$) or a pure two-level system ($\alpha \to \infty$). The coupling between the impurity and environment is characterized by the spontaneous emission rate $\Gamma$ at which the impurity exchanges energy with its environment. The environment itself is characterized by its free spectral range $\delta \omega$, which measures the typical frequency spacing between environmental modes, and the spectral broadening $\kappa$ of these modes due to their coupling to uncontrolled degrees of freedom. The sought-after multi-mode regime is obtained when $\Gamma$ is larger...
than $\delta \omega$ so that the impurity is always coupled to several discrete environmental modes, producing a cluster of hybridized qubit-environment resonances. There are several requirements for reaching the many-body regime. First, $\Gamma$ must be a significant fraction of $\omega_{\text{qubit}}$ (ultrashort coupling). This is a prerequisite for multiparticle decay. If the coupling is too weak, the system becomes trivial, since only number-conserving processes are relevant (Equivalently Markov and rotating wave approximations apply.) A second requirement is $\alpha \gtrsim \Gamma$. If this condition is not met, the non-linearity of the impurity is swamped by the broadening of the impurity levels, and the same frequency will drive transitions between several impurity levels, so that the system as a whole behaves more like a set of coupled harmonic oscillators than like a two-level system coupled to an environment. Within the many-body regime, two limits can be distinguished. In the case of a finite-size environment that we address here (namely, $\delta \omega > \kappa$), each mode of the system can be addressed and controlled individually, and in the limit of a thermodynamically large environment ($\delta \omega / \kappa \to 0$) one recovers a smooth dissipation-broadened qubit resonance.

The many-body ultra-strong coupling regime (defined by the first two conditions above) is hard to reach in quantum optics experiments because the coupling to three-dimensional vacuum fluctuations arises at order $[\alpha_{\text{QED}}]^3$, with $\alpha_{\text{QED}} \approx 1/137$ the fine structure constant. However, for superconducting qubits coupled to transmission lines, the scaling is much more favorable than in a vacuum. Indeed the ratio $\Gamma / \omega_{\text{qubit}}$ can essentially be made arbitrarily large, provided the impedance of the environment matches that of the qubit (see Sec. E of the Supplementary Information). Building on this ability of superconducting circuits to reach very large couplings, several experiments demonstrated the ultra-strong coupling regime in coupled qubit/cavity systems. The rich physics associated to this coupling regime has also been evidenced using quantum simulation. The condition $\Gamma > \delta \omega$ has also been fulfilled by coupling superconducting qubits to open transmission lines or engineered resonators. However, it is only recently that the necessary conditions for the many-body regime were demonstrated concurrently. The device of Refs. 7 and 8 consists of a flux qubit coupled to the continuum provided by a superconducting transmission line, which realises the thermodynamic limit ($\delta \omega / \kappa \to 0$). Limitations of such setups include the lack of a microscopic model (since it is hard to characterize the waveguide properties of a transmission line outside the relatively narrow 4-8 GHz band where microwave transmission experiments can comfortably be performed), and importantly, that the transmission line is not an in-situ tunable environment.

**Results/Discussion**

In this work, we circumvent the above limitations, by designing circuits that provide independent tunability of both a qubit and a finite size but very large environment, while allowing high-precision spectroscopic measurements of the environment itself ($\delta \omega > \kappa$) and first principle modeling. Our device, shown in Figure 1, consists of a transmon qubit, which is relatively insensitive to both charge and flux noise, capacitively coupled to a long one-dimensional Josephson metamaterial, comprising 4700 SQUIDs. Such chains have been studied since the early 90’s in the context of the superconductor-insulator transition, or to explore dual of the Josephson effect. Our setup differs in two ways from these previous works. First, we took great care to produce a chain in the linear regime, far from the onset of non-linear effects such as quantum phase slips so that one of the basic benefits of quantum optics, i.e. the elimination of non-linearities where they are not wanted, is realized. Second, we performed AC microwave spectroscopy of our device, instead of DC transport measurements. This allows us to characterize the electromagnetic degrees of freedom, also called Mooij-Schön plasma modes, microscopically. We managed to resolve as many as 50 individual low frequency electromagnetic modes of this non-dissipative and fully tunable environment (See Figure 2). An essential property of the Josephson metamaterial is its high characteristic impedance $Z_c = \sqrt{L_J / C_g}$, which is of the same order of magnitude as the effective impedance of our transmon qubit, $Z_T = h/(2e)^2 \sqrt{2 E_{C,T} / E_{J,T}} \simeq 760 \Omega$ (here at zero flux), allow us to reach multi-mode ultrastrong coupling. The simplicity of the transmon architecture enables us to either compute from first principles or to extract all the parameters necessary to construct a microscopic model of the full system, without dropping the so-called ‘$A^2$-terms’, a routine approximation in optics, that however breaks down at ultra-strong coupling.

Our measurements are based on the frequency-resolved microwave transmission through the whole device. Figure 2 shows the amplitude of the transmitted field at a fixed value of the external magnetic field, and at low probe power. This spectrum reveals a set of resonances in our device, displaying a narrow spectral broadening $\kappa / 2 \pi = 20\text{MHz}$ (for the non hybridized modes of the chain) caused by the coupling to the 50 $\Omega$ contacts. As the external magnetic field is varied, two modulation periods are seen in the resonance spectrum (Figure 2). The short and long periods correspond respectively to a one quantum $\Phi_0 = h / 2e$ increase of the flux through the large transmon or through the small chain SQUID loops. This feature allows us to adjust independently the flux threading the transmon SQUID loop ($\Phi_T$) from the one threading the chain SQUID loops ($\Phi_c$). The former controls the qubit frequency, while the latter controls the impedance of the environment, and hence the qubit-environment coupling strength. Before studying the hybridization between the transmon and chain, we characterize the chain on its own by setting $\Phi_T = \Phi_0 / 2$, so that the qubit decouples from it (See Fig. 2 and Sec. B of the Supplementary Information). We obtain a good
fit between the dispersion relation predicted by a microscopic model and the one extracted from the measured resonances. This allows us to extract all of the parameters necessary to characterize the chain modes.

The transmon qubit becomes active when \( \Phi_T = \Phi_0/2 \), and is expected to hybridize with the chain. Figure 3a shows a low-power spectroscopy of the system as a function of \( \Phi_T \), keeping \( \Phi_C \) nearly constant. When a chain mode is not hybridized with the qubit, the corresponding spectral line runs nearly horizontally. When \( \Phi_T \) is varied, the qubit frequency sweeps across the resonances of the chain modes and creates a clear pattern of several avoided level crossings (See Figure 3a). We note that at fixed \( \Phi_T \), several chain modes in the vicinity of the transmon resonance are visibly displaced. Thus, the transmon simultaneously hybridizes with many modes. This is a signature of multi-mode ultra-strong coupling, a topic that will be further addressed below. Evidence that at fixed \( \Phi_T \), several chain modes in the vicinity of the transmon resonance are visibly displaced. Thus, the transmon simultaneously hybridizes with many modes.

To quantify the hybridization of the transmon mode with the chain modes, we compare the normal mode spectrum of the full system at \( \Phi_T = \Phi_0/2 \) to the spectrum at \( \Phi_T = \Phi_0/2 \). As mentioned above, in the latter case, the transmon decouples from the bare modes of the chain. The system with \( \Phi_T \neq \Phi_0/2 \) therefore has one extra mode in the vicinity of the transmon frequency. We define the relative frequency shift \( \delta \phi_n(\Phi_T, \Phi_C) \) as the difference in frequency between the \( n \)th mode of the coupled and uncoupled chains, normalized to the free spectral range of the chain \( \delta \omega_n(\Phi_T, \Phi_C) = \omega_n(\Phi_0/2, \Phi_C) - \omega_{n-1}(\Phi_0/2, \Phi_C) \), and including a \( \pi \) factor for later convenience, i.e.

\[
\delta \phi_n(\Phi_T, \Phi_C) = \pi \frac{\omega_n(\Phi_0/2, \Phi_C) - \omega_{n-1}(\Phi_0/2, \Phi_C)}{\delta \omega_n(\Phi_T, \Phi_C)},
\]

where \( \omega_n(\Phi_T, \Phi_C) \) is the frequency of the \( n \)th lowest non-zero mode for a given flux in the transmon and in the chain. This frequency shift is readily extracted from the
Fig. 2. Spectroscopic analysis of the full quantum circuit. a Microwave transmission measurement of the complete device (transmon and chain) shown in panel b of Fig. 1 as a function of flux. Two flux periods can be seen, the long one (resp. the short one) being related to the SQUIDs in the chain (resp. in the qubit). Two vertical cuts indicate the spectroscopic traces shown in the two bottom panels respectively. b Frequency trace of microwave transmission through the device at flux $\Phi_C = 0$ (red cut in panel a), in which case the transmon flux is also $\Phi_T = 0$. The free spectral range $\delta \omega$ is shown in grey. c Dispersion relation of the chain alone obtained from the fit of the resonances at chain flux $\Phi_C = -0.015 \Phi_0$ corresponding to $\Phi_T = -\Phi_0/2$ (green cut in panel a), so that the chain modes do not hybridize with the transmon.

Remarkably (see Sec. H of the Supplementary Information for a derivation), $\delta \phi_n(\Phi_T, \Phi_C)$ in Eq. (1) equals the phase shift experienced by mode $n$ due to the presence of the nearby transmon mode:

$$\delta \phi_n(\Phi_T, \Phi_C) = \phi_n(\Phi_T, \Phi_C) - \phi_n(\Phi_0/2, \Phi_C),$$

where $\phi_n(\Phi_T, \Phi_C)$ is the phase shift of mode $n$ of the full system at transmon flux $\Phi_T$ and chain flux $\Phi_C$. From Eq. (1) it follows that the phase shift equals 0 (resp. $\pi$) for modes far below (resp. far above) the renormalized transmon frequency. For hybridized modes in the vicinity of the transmon line, $\delta \phi_n(\Phi_T, \Phi_C)$ lies between 0 and $\pi$. This behavior is clearly observed in Fig. 1b, where the measured relative frequency shifts are reported for a chain flux $\Phi_C = 0$ and various transmon fluxes $\Phi_T$. The wide frequency dispersion of intermediate $\delta \phi_n(\Phi_T, \Phi_C)$ provides direct evidence for a hybridization with up to ten chain modes. In the thermodynamic limit of an infinite chain with perfect impedance matching to the measurement ports, the transmon-induced phase shift $\delta \phi_n(\Phi_T, \Phi_C)$ becomes a continuous function $\delta \phi(\omega, \Phi_T, \Phi_C)$ of the mode frequency $\omega$. Moreover, it can be shown that the frequency derivative of $\delta \phi(\omega, \Phi_T, \Phi_C)$ matches very precisely the theoretically expected line shape of the dissipative response of the transmon coupled to an infinite environment. (See Sec. I of the Supplementary Information.) This constitutes a central finding of our work: the renormalized transmon frequency $\omega_T$ and linewidth $\Gamma_T$ can be directly inferred from a measurement of the phase shifts of the individual modes in the finite bath. In terms of measurement protocol however, there is a sharp difference between the chain mode phase shifts and the qubit response functions. Usually, the qubit response is obtained by observing the transmon, and its environment can be viewed as a black box that combines unmonitored decoherence channels as well as the physical ports used for measurement. This procedure constitutes the usual paradigm in the study of open quantum systems. Our protocol is unusual because information about an open quantum system is obtained by monitoring the discrete modes that constitute its dominant environment.
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FIG. 3. Hybridization of qubit and chain modes. a Transmission spectrum as a function of transmon flux \( \Phi_T \), at chain flux \( \Phi_C \simeq 0 \) (representing a small portion of the full spectroscopy in Fig. 2a). The horizontal lines are the chain modes far from the qubit resonance. The flux modulation of the transmon frequency produces a bell-shaped succession of anticrossings. b Transmission spectrum as a function of applied microwave power at fixed fluxes \( \Phi_T = \Phi_C = 0 \). The white dashed lines indicate the modes of the array at \( \Phi_T = \Phi_0/2 \). With increasing power, the transmon-like mode near 4.5 GHz disappears, showing its non-linear quantum character. In addition the modes of the array shift to their bare frequencies.

We finally turn to a quantitative analysis of our data, including a comparison to the predictions of a microscopic model, in order to determine if the requirements for reaching the many-body regime has been met. By extracting the maximum renormalized transmon frequency \( \omega_{T,\text{max}} \) extracted from the phase shift data of Fig. 2a at chain flux \( \Phi_T \) an integer multiples of \( \Phi_0 \), we are able to infer the only remaining unknown system parameter, namely the maximum transmon Josephson energy \( E_{J,T,\text{max}} \). This allows us to estimate the anharmonicity of the transmon \( \alpha \), which ranges from 0.36 GHz at \( \Phi_T = 0 \) to 0.44 GHz at \( \Phi_T = 0.3\Phi_0 \). We emphasize that the condition \( \alpha \gtrsim \Gamma_T \) for anharmonic many-body behavior is thus fulfilled (see Fig. 2b for the extracted transmon linewidth \( \Gamma_T \), which lies in the range 0.2-0.4 GHz). Using the extracted parameters to calculate \( \delta\phi(\omega, \Phi_T, \Phi_C) \) according to Eq. (11) we find the predicted theoretical lines in Fig. 4a. The excellent agreement between theory and experiment seen here for all different values of \( \Phi_T \) persists for each of the hundreds of \( (\Phi_T, \Phi_C) \) combinations where we have made the comparison. (See Sec. C of the Supplementary Material for a further selection of results.) We stress that this agreement is obtained after all model parameters have been fixed, so that there is no fitted involved in comparing the predicted and measured phase shifts. The quantitative modeling of such a large quantum circuit clearly is an important landmark in the field of open quantum systems. In Fig. 4b we examine the transmon linewidth \( \Gamma_T \) that we extracted from the phase shift data, as a function of chain flux \( \Phi_C \) for fixed transmon flux \( \Phi_T = 0 \). Very good agreement (with no fitting parameters) is again obtained with the prediction of our model. These results demonstrate that we can tune the qubit-environment coupling independently from \( \omega_T \) using the flux in the chain, and that we achieved the ultra-strong coupling in our waveguide, i.e. coupling to a large number (here 10) of modes with a sizeable linewidth \( \Gamma_T/\omega_T \simeq 0.1 \). A hallmark of ultra-strong coupling is the failure of the rotating wave approximation (RWA), as previously discussed in coupled qubit and cavity systems. We have examined the consequences of the RWA on our microscopic model (see Sec. J of the Supplementary Information), and found a discrepancy of 100 MHz in the transmon frequency \( \omega_T \), showing the quantitative importance of non-RWA terms. We would like to stress that demonstrating the relevance of these terms is much more than obtaining a good data-theory agreement. With counter-rotating contributions in the few percent range, we expect a finite rate for parametric processes in which photon-number is not conserved. In future we plan to use the current platform to observe these interesting many-body effects directly.

In conclusion, this work provides the first demonstration of many-body ultra-strong coupling between a transmon qubit and a large and tunable bath. To obtain full control over the environment, a superconducting metamaterial, comprising 4700 SQUIDs, was employed. Although this quantum circuit contains a huge number of degrees of freedom, we were able to characterise all its parameters in-situ. This allows us to demonstrate unambiguously that our systems meets the three conditions required to reach the many-body regime, namely \( \Gamma \gtrsim \delta \omega, \Gamma \gtrsim 0.1\omega_{\text{qubit}} \), and \( \alpha \gtrsim \Gamma \). A novel experimental methodology was implemented to analyze the qubit properties by means of the extraction of the phase shifts of the environmental modes. Despite the large size of our quantum circuit, we succeeded in providing a fully microscopic model which accounts for the transmon response without any fitting parameters. We also found that the qubit linewidth for the long chain agreed with results in the thermodynamic limit, showing that the
finite environment has the same influence on the qubit as a truly macroscopic bath. The further possibility to tune the coupling to the environment in-situ, demonstrated by a 50% flux-modulation of the qubit linewidth, opens the way to controlled quantum optics experiments where many-body effects are fully-developed, as well as more advanced environmental engineering for superconducting qubits.

Methods
Sample fabrication and parameters

The sample was fabricated on a highly resistive silicon substrate, using a microstrip geometry. The ground is defined as the back-side of the wafer which was gold-plated, ensuring a good electrical conductivity. Interdigital capacitances were chosen to connect the transmon and the metamaterial. They do not provide the lowest surface participation factor but they allow us to maximize the coupling capacitances $C_s$ of the transmon to the chain, while minimizing the capacitors to ground $C_{g,T}$ and $C_{g,T2}$ (see panel a of Fig. 1). (For the definitions of theses capacitances.) This system is probed via two 50Ω transmission lines, one of which is capacitively coupled to the transmon, while the other is galvanically coupled to the chain. The whole device (Josephson junctions, capacitances and transmission lines) was fabricated in a single electron-beam lithography step, using a bridge-free fabrication technique. The Josephson elements of the chain are tailored to be deep in the linear regime ($E J / E C = 8400$), where $E J$ and $E C$ are respectively the Josephson energy at $\Phi C = 0$ and the charging energy of a chain element), leaving the transmon as the main source of non-linearity in the system. All parameters of the system are listed in Table I. Here, $L_{J,\text{min}}$ is the minimum inductance of a chain SQUID loop, (which occurs when $\Phi C = 0$). There is a slight asymmetry between the two Josephson junctions that constitute a single chain SQUID loop, which is quantified by the asymmetry parameter $d$. The flux-dependent inductance $L_J(\Phi C)$ of a chain SQUID loop is given by

$$L_J(\Phi C) = \frac{L_{J,\text{min}}}{\sqrt{\cos^2(\pi \Phi C/\Phi_0) + d^2 \sin^2(\pi \Phi C/\Phi_0)}}$$

and the corresponding Josephson energy by $E J(\Phi C) = \Phi_0^2 / L_J(\Phi C)$ with $\Phi_0 = \hbar / 2e$ the reduced flux quantum. The transmon Josephson junctions are symmetric, and hence the flux dependent transmon Josephson energy is given by

$$E_{J,T}(\Phi T) = E_{J,T,\text{max}} \left| \cos(\pi \Phi T/\Phi_0) \right|$$

The transmon charging energy is not an independent parameter (see Eq. 4), but is listed in the table, due to the prominent role it plays in what follows. The meanings of the remaining parameters in Table I are explained in panel a of Fig. 1. The majority of the parameter values listed are obtained either using a finite-element solver (Sonnet) or extracted from the measured dispersion relation of the chain at $\Phi C = 0$. (See Sec. B and D of the supplemental Material.) The only exceptions are $C_{g,T}$, that is obtained from knowledge of the junction areas via an empirical formula, and $E_{J,T,\text{max}}$ that we extract via a procedure described in the last subsection below, which uses the data at $\Phi T$ equal to multiples of $\Phi_0$ in panel a of Fig. 2.

| Chain parameters | Transmon qubit parameters |
|------------------|---------------------------|
| $L_{J,\text{min}}$ | $C_{g,T2}$: (33 ± 1) fF |
| ($0.33 \pm 0.02$) nH | $C_{g,T}$: (48 ± 2) fF |
| $C_g$ | $C_c$: (119 ± 2) fF |
| ($0.13 \pm 0.01$) fF | $C_{ah}$: (6.9 ± 0.1) fF |
| $C_J$ | $C_{J,T}$: ($5.2 \pm 0.3$) fF |
| ($259 \pm 14$) fF | $E_{J,T,\text{max}}/h$: (10.2 ± 0.4) GHz |
| $N$ | $E_{C,T}/h$: (2.4 ± 0.1) GHz |
| 4700 |  |
of the circuit is given by
\[
H = \frac{(2e)^2}{2} \tilde{\rho}^T \mathbf{C}^{-1} \tilde{\rho} - \frac{1}{2} \tilde{\rho}^T J \tilde{\rho} - E_{J,T}(\Phi_T) \cos(\tilde{\varphi}_R - \tilde{\varphi}_L).
\] (5)
\(\tilde{C}\) is the capacitance matrix, such that elements \([\tilde{C}]_{ij} = [\mathbf{C}]_{ij}\) equal the capacitive coupling between the charges on islands \(j\) and \(l\).

In the same way, elements \([\tilde{J}]_{ij} = [\mathbf{J}]_{ij}\) of matrix \(\tilde{J}\) contains the Josephson energy that couples the superconducting phase on island \(j\) and island \(l\). Both matrices are \((N + 2) \times (N + 2)\). Their explicit forms are given below in Eqs. (6) and (7).

The boundary conditions that determine entries \((L, L)\) and \((N, N)\) are obtained by assuming that the nodes to the left of node \(L\) and to the right of node \(N\) are grounded.

\[
\tilde{C} = \begin{pmatrix}
C_0 & -C_{sh,T} & 0 & 0 & 0 & \cdots & 0 \\
-C_{sh,T} & C_0 & C_\xi & 0 & 0 & \cdots & 0 \\
0 & -C_\xi & C_I & -C_J & 0 & \cdots & 0 \\
0 & 0 & -C_J & C_\Sigma & -C_J & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & -C_J & C_\Sigma & -C_J \\
0 & 0 & 0 & 0 & 0 & -C_J & C_\Sigma \\
\end{pmatrix}
\] (6)

The elements in the capacitance matrix are given by
\[
\begin{align*}
C_0 &= C_c + C_{sh,T} + C_{R,T} \\
C_\xi &= C_c + C_J + C_{R,T}2 \\
C_I &= 2C_J + C_\xi \\
C_{sh,T} &= C_{J,T} + C_{sh} \\
\end{align*}
\] (7)

We define the operators \(\tilde{n}_T = (\tilde{\rho}_R - \tilde{\rho}_L)/2 + \text{constant} \) and \(\tilde{\varphi}_T = (\tilde{\varphi}_R - \tilde{\varphi}_L)/2\) associated with the transmon dynamics. Introducing these operators, and noting that the total transmon charge \(\tilde{n}_R + \tilde{n}_L\) is conserved, we can rewrite the Hamiltonian as
\[
H = \frac{E_{C,T}}{2} \tilde{n}_T^2 - E_{J,T}(\Phi_T) \cos(\tilde{\varphi}_R - \tilde{\varphi}_L) + \frac{(2e)^2}{2} \sum_{j=1}^{N} \tilde{n}_j \left[ \tilde{C}^{-1} \right]_{jj} \tilde{n}_j + \\
+ \frac{\varphi_T^2}{2L_J(\Phi_T)} \sum_{j=1}^{N} (\tilde{\varphi}_j + \tilde{\varphi}_j - \tilde{\varphi}_L) \tilde{n}_j \sum_{j=1}^{N} \nu_j \tilde{n}_j
\] (8)

where we defined \(\tilde{\varphi}_{N+1} \equiv 0\). The transmon charging energy \(E_{C,T}\) is given by
\[
E_{C,T} = (2e)^2 \left( \left[ \tilde{C}^{-1} \right]_{LL} + \left[ \tilde{C}^{-1} \right]_{RR} - 2 \left[ \tilde{C}^{-1} \right]_{LR} \right).
\] (9)

The coupling of \(n_T\) to the charge on island \(j\) is given by
\[
\nu_j = (2e)^2 \left[ \left[ \tilde{C}^{-1} \right]_{Rj} - \left[ \tilde{C}^{-1} \right]_{Lj} \right].
\] (10)

Chain modes phase shift in the thermodynamic limit

In Fig. 4 we compare the measured relative frequency shift \(\delta\alpha(T, \Phi_T, \Phi_C)\) to the theoretically predicted transmon phase shift \(\delta\phi(\omega, \Phi_T, \Phi_C)\) of which it is expected to agree in the thermodynamic limit. Here we provide the analytical formula for the phase shift \(\delta\phi(\omega, \Phi_T, \Phi_C)\) of a mode with frequency \(\omega\). (See Sec. G of the Supplementary Information for the derivation.) It reads
\[
\tan \phi(\omega, \Phi_T, \Phi_C) = \frac{C_\xi - 2C_{eff}(\Phi_T, \omega)}{\sqrt{C_\xi + 4C_J}} \frac{1}{\left(\frac{\omega(\Phi_C)}{\omega}\right)^2 - 1}.
\] (11)

In this expression \(\omega_p(\Phi_C) = 1/\sqrt{L_J(\Phi_C)(C_J + C_S/4)}\) is the plasma frequency of the chain, and
\[
C_{eff}(\Phi_T, \omega) = C_1 - C_J - \frac{C_J^2}{C_{sh,T} + C_{sh,T}(C_1^2/2) - E_S(\Phi_T)}.
\] (12)

has dimensions of capacitance. Finally, \(E_S(\Phi_T)\) is an effective linear inductor energy associated with the Josephson junctions in the transmon, which nonetheless incorporates the transmon non-linearity, and is given by
\[
E_S(\Phi_T) = E_{J,T}(\Phi_T) - \sqrt{E_{J,T}(\Phi_T)E_{C,T}/4}.
\] (13)

(See Sec. F of the Supplementary Material for further detail.) The theoretical \(\delta\phi(\omega, \Phi_T, \Phi_C)\) curves plotted in panel a of Fig. 4 were obtained from \(\phi(\omega, \Phi_T, \Phi_C)\) similarly to Eq. 4 as the difference \(\delta\phi(\omega, \Phi_T, \Phi_C) = \phi(\omega, \Phi_T, \Phi_C) - \phi(\omega, \Phi_0/2, \Phi_C)\).

Analysis of the experimental data

To extract the relative frequency shift \(\delta\alpha(\Phi_T, \Phi_C)\) from the data presented in Fig. 2 of the main text, we go about as follows. At a fixed value of the magnetic field that determines \(\Phi_T\) and \(\Phi_C\), we fit each of the peaks in the transmission spectrum individually with a Lorentzian. This gives the center frequency of the peaks. From these peak positions, we obtain \(\delta\alpha(\Phi_T, \Phi_C)\) experimentally using Eq. 1 at a particular \(\Phi_T\) and \(\Phi_C\). Next we extract the transmon frequency \(\omega_T\) for the transmon coupled to the chain from the experimentally determined \(\delta\phi(\Phi_T, \Phi_C)\). The details are as follows. Empirically, we find that the experimentally determined \(\delta\phi(\Phi_T, \Phi_C)\) vs. \(\omega_n\) data-points fit an arctangent lineshape
\[
F(\omega) = (1 - A) \left( \frac{1}{\pi} \arctan \left( \frac{2(\omega - \omega_T)}{\Gamma_T} \right) + \frac{1}{2} \right) + A
\] (15)

very well, for suitable choices of the parameters \(A, \omega_T\), and \(\Gamma_T\). (In the parameter regime where our device operates, the theoretically predicted phase shift \(\delta\phi(\omega, \Phi_T, \Phi_C)\) also closely approximates this line shape.) We therefore fit the measured \(\delta\phi\) vs. \(\omega_n\) at fixed \(\Phi_T\) and \(\Phi_C\) to Eq. 15, interpreting \(\omega_T\) as the frequency and \(\Gamma_T\) as the resonance width of the transmon when it is coupled to the chain. Before we can quantitatively compare the experimental results for \(\delta\phi(\Phi_T, \Phi_C)\) to the theoretically predicted \(\delta\phi(\Phi_T, \Phi_C)\) (Eq. 11), one final model parameter, namely the maximum transmon Josephson energy \(E_{J,T,max}\) must be determined from the experimental data. The general procedure is as follows. Our theoretical model predicts that in the regime where the actual device operates, this transmon frequency is very nearly equal to the isolated \((L_J \to \infty)\) transmon frequency, i.e. the chain only slightly renormalizes the transmon frequency, and indeed, we see little \(\Phi_C\) dependence in the extracted \(\omega_T\). At \(\Phi_T = n\Phi_0, n = 0, \pm 1, \pm 2, \ldots\), where the transmon Josephson energy is maximal, we therefore use the isolated transmon result (see Sec. F of the Supplementary Information):
\[
\omega_T(\Phi_T = n\Phi_0) = \sqrt{E_{C,T}E_{J,T,max}} - E_{C,T}/8
\] (16)

Taking the average over \(n\) of the experimentally determined \(\omega_T(\Phi_T = n\Phi_0)\), and using our first principle estimate for \(E_{C,T}\) in Table 3 we obtain
\[
\omega_{T,max}/2\pi \equiv \omega_T(\Phi_T = 0)/2\pi \approx (4.64 \pm 0.01)\text{GHz},
\] (17)

\[E_{J,T,max}/h = (10.2 \pm 0.4)\text{GHz}.
\] (18)

The theoretical curves in Fig. 5 were then obtained using the system parameters in Table 3 in Eqs. (11), (12), (13), and (14). The full data set covers many transmon periods. Within a given transmon period, we generally analyze data at several values of \(\Phi_T\) in the interval from -0.3 \(\Phi_0\) to 0.3 \(\Phi_0\). Each transmon period is measured at different \(\Phi_C\). We also take into account the small variation in \(\Phi_C\) as the transmon flux sweeps through one flux quantum. The experimental points in Fig. 5 are obtained as the transmon width \(\Gamma_T\) closest to \(\Phi_T = 0\). The error bars come from the least
square fit using Eq. (15). The theoretical width is obtained from a fit of the phase shift $\phi_\delta(\omega, \Phi_T, \Phi_C)$ with the arctangent of Eq. (15).
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Acknowledgements

The authors would like to thank F. Balestro, D. Dufue, E. Eyraud, J. Jarreau, J. F. Girard, T. Meunier and W. Wernsdorfer, for early support with the experimental setup. Very fruitful discussions with C. K. Andersen, H. U. Baranger, D. Basko, S. Bera, J. J. Garcia Ripoll, S. M. Girvin, F. Hekking, K. Le Hur, C. Mueller, A. Parra and E. Solano are strongly acknowledged. The sample was fabricated in the clean rooms Nanofab and PTA (Upstream Technological Platform). This research was supported by the ANR under contracts CLOUD (project number ANR-16-CE24-0005), GEARED (project number ANR-14-CE26-0018), by the UGA AGIR program, by the National Research Foundation of South Africa (Grant No. 90657), and by the PICS contract FERMICATS. J.P.M. acknowledges support from the Laboratoire d’excellence LANEF in Grenoble (ANR-10-LABX-51-01). R.D. and S.L acknowledge support from the CfM foundation.

Competing interests

The authors declare no competing financial or non-financial interests.

Author contributions

J.P.M., S.F. and N.R designed the experiment. J.P.M. and S.L fabricated the device. J.P.M. and S.L. performed the experiment and analysed the data with help from S.F., N.R. and I.S., while S.F. and I.S. provided the theoretical support. All authors co-wrote the paper.

1 S Haroche and J-M Raimond, “Exploring the Quantum: Atoms, Cavities, and Photons”, Oxford University Press, Oxford, England (2006).
2 Neereja M Sundaresan, Yanbing Liu, Darius Sadri, Laszlo J Szocs, Devin L Underwood, Moein Malekakhlagh, Hakam E Tiireci, and Andrew A Houck, “Beyond Strong Coupling in a Multimode Cavity,” Physical Review X 5, 021035–7 (2015).
3 Chen Wang, Yvonne Y Gao, Philip Reinhold, R W Heeres, N Earnest, D C McKay, Jens Koch, and D I Schuster, “Random access quantum information processors using multimode circuit quantum electrodynamics,” Nature Communications 8, 1904 (2017).
4 Yanbing Liu and Andrew A Houck, “Quantum electrodynamics near a photonic bandgap,” Nature Physics, 1–6 (2016).
5 M. Mirhosseini, E. Kim, V. S. Ferreira, M. Kalae, A. Sipahigil, A. J. Keller, and O. Painter, “Superconducting metamaterials for waveguide quantum electrodynamics,” arXiv.org (2018), [1802.01708]
6 P Forn-Díaz, J J Garcia-Ripoll, B Peropadre, J L Orgiazzi, M A Yurtalan, R Belyansky, C M Wilson, and A Lupascu, “Ultrastrong coupling of a single artificial atom to an electromagnetic continuum in the nonperturbative regime,” Nature Physics 13, 39–43 (2017).
7 L Magazzù, P Forn-Díaz, R Belyansky, J L Orgiazzi, M A Yurtalan, M R Otto, A Lupascu, C M Wilson, and M Grifoni, “Probing the strongly driven spin-boson model in a superconducting quantum circuit,” Nature Communications 9, 1403 (2018).
8 B L T Plourde, Haozhi Wang, Francisco Rouxinol, and M D LaHaye, “Superconducting metamaterials and qubits,” in SPIE Sensing Technology + Applications, edited by Eric Donkor, Andrew R Pirich, and Michael Hayduk (SPIE, 2015) p. 95000M.
9 Gianluca Rastelli and Ioan M Pop, “Tunable ohmic environment using Josephson junction chains,” arXiv.org (2017), [1712.07605v1]
10 Philipp Jung, Alexey V Ustinov, and Steven M Anlage, “Progress in superconducting metamaterials,” Superconductor Science and Technology. 27, 073001 (2014).
11 T Niemczyk, F Deppe, H Huebl, E P Menzel, F Hocke, M J Schwarz, J J Garcia-Ripoll, D Zueco, T Hümmer, E Solano, A Marx, and R Gross, “Circuit quantum electrodynamics in the ultrastrong-coupling regime,” Nature Physics 6, 772–776 (2010).
12 Fumiki Yoshihara, Tomoko Fuse, Sahel Ashhab, Kosuke Kakuyanagi, Shiro Saito, and Kouichi Semba, “Superconducting qubit–oscillator circuit beyond the ultrastrong-coupling regime,” Nature Physics 13, 44 (2017).
13 Sal J Bosman, Mario F Gely, Vibhhor Singh, Alessandro Bruno, Daniel Bothner, and Gary A Steele, “Multi-mode ultra-strong coupling in circuit quantum electrodynamics,” npj Quantum Information 3, 1 (2017).
14 P. Forn-Díaz, L. Lamata, E. Rico, J. Kono, and E. Solano, “Ultrastrong coupling regimes of light-matter interaction,” arXiv.org (2018), [1804.09275]
15 K Le Hur, “Kondo resonance of a microwave photon,” Physical Review B 85, 140506 (2012).
16 Moshe Goldstein, Michel H Devoret, Manuel Houzet, and Leonid I Glazman, “Inelastic Microwave Photon Scattering off a Quantum Impurity in a Josephson-Junction Array,” Physical Review Letters 110, 017002 (2013).
17 B Peropadre, D Zueco, D Porras, and J Garcia-Ripoll, “Nonequilibrium and Nonperturbative Dynamics of Ultrastrong Coupling in Open Lines,” Physical Review Letters 111, 243602 (2013).
18 N Gheeraert, S Bera, and S Florens, “Spontaneous emission of Schrödinger cats in a waveguide at ultrastrong coupling,” New Journal of Physics 19, 023036 (2017).
19 N Gheeraert, X. H. H. Zhang, S. Bera, N. Koch, H. U. Baranger, and S. Florens, “Particle Production in Ultra-Strong Coupling Waveguide QED,” arXiv.org (2018), [1802.01665]
20 A C Hewson, The Kondo Problem to Heavy Fermions (Cambridge, 1993).
21 Karyn Le Hur, Loïc Henriet, Alexandru Petrescu, Kirill Plekhanov, Guillaume Roux, and Marco Schirò, “Many-body quantum electrodynamics networks: Non-equilibrium condensed matter physics with light,” Comptes Rendus
Immanuel Bloch, Jean Dalibard, and Wilhelm Zwerger, “Many-body physics with ultracold gases,” Reviews of Modern Physics 80, 885–964 (2008).

Andrew A Houck, Hakan E Türeci, and Jens Koch, “On-chip quantum simulation with superconducting circuits,” Nature Physics 8, 292–299 (2012).

Iacopo Carusotto and Cristiano Ciuti, “Quantum fluids of light,” Reviews of Modern Physics 85, 299–366 (2013).

D Meiser and P Meystre, “Superstrong coupling regime of cavity quantum electrodynamics,” Physical Review A 74, 065801–4 (2006).

T Weisßl, B Küng, E Dumur, A K Feofanov, I Matei, C Naud, O Buisson, F W J Hekking, and W Guichard, “Kerr coefficients of plasma resonances in Josephson junction chains,” Physical Review B 92, 104508–10 (2015).

M H Devoret, Steven Girvin, and Robert Schoelkopf, “Circuit-QED: How strong can the coupling between a Josephson junction atom and a transmission line resonator be?” Annalen der Physik 16, 767–779 (2007).

J Bourassa, J M Gambetta, A A Abdumalikov Jr, O Astaßiev, Y Nakamura, and A Blais, “Ultrastrong coupling regime of cavity QED with phase-biased flux qubits,” Physical Review A 80, 032109 (2009).

B Peropadre, P Forn-Díaz, E Solano, and J J Garcia-Ripoll, “Switchable Ultrastrong Coupling in Circuit QED,” Physical Review Letters 105, 023601–4 (2010).

P Forn-Díaz, J Lisenfeld, D Marcos, J J Garcia-Ripoll, E Solano, C J P M Harmans, and J E Mooij, “Observation of the Bloch-Siegert Shift in a Qubit-Oscillator System in the Ultrastrong Coupling Regime,” Physical Review Letters 105, 237001 (2010).

Jochen Braunmüller, Michael Marthaler, Andre Schneider, Alexander Stehli, Hannes Rotzinger, Martin Weides, and Alexey V Ustinov, “Analog quantum simulation of the Rabi model in the ultra-strong coupling regime,” arXiv.org (2016), 1611.08404v1.

N K Langford, R Ógastizabal, M Kounalakis, C Dinkel, A Bruno, F Luthi, D T J Thoen, A Endo, and L DiCarlo, “Experimentally simulating the dynamics of quantum light and matter at deep-strong coupling,” Nature Communications, 1–9 (2017).

O Astaßiev, A M Zagoshkin, A A Abdumalikov, Yu A Pashkin, T Yamamoto, K Inomata, Y Nakamura, and J S Tsai, “Resonance Fluorescence of a Single Artificial Atom,” Science 327, 840–843 (2010).

I C Hoi, C M Wilson, G Johansson, and T Palomaki, “Demonstration of a single-photon router in the microwave regime,” Physical review Letters 107, 073601 (2011).

Max Haebelerin, Frank Deppe, Andreas Kurcz, Jan Goetz, Alexander Baust, Peter Eder, Kirill Fedorov, Michael Fischer, Edwin P Menzel, Manuel J Schwarz, Friedrich Wulschner, Edwar Xie, Ling Zhong, Enrique Solano, Achim Marx, Juan Jose Garcia-Ripoll, and Rudolf Gross, “Spinboson model with an engineered reservoir in circuit quantum electrodynamics,” arXiv.org (2015), 1506.09114v1.

L J Geerligs, M Peters, L E M de Groot, A Verbruggen, and J E Mooij, “Charging effects and quantum coherence in regular Josephson junction arrays,” Physical Review Letters 63, 326–329 (1989).

E Chow, P Delsing, and D B Haviland, “Length-scale dependence of the superconductor-to-insulator quantum phase transition in one dimension,” Physical Review Letters 81, 204–207 (1998).

R Fazio, “Quantum phase transitions and vortex dynamics in superconducting networks,” Physics Reports 355, 235–334 (2001).

Karim Cedergren, Roger Ackroyd, Sergey Kafanov, Nicolas Vogt, Alexander Shnirman, and Timothy Duty, “Insulating Josephson Junction Chains as Pinned Luttinger Liquids,” Physical Review Letters 119, 167701–5 (2017).

S Corlevi, W Guichard, FWJ Hekking, and DB Haviland, “Phase-charge duality of a Josephson junction in a fluctuating electromagnetic environment,” Phys Rev Lett 97, 96802 (2006).

I M Pop, I Protopopov, F Lecoq, Z Peng, P Pannetier, O Buisson, and W Guichard, “Measurement of the effect of quantum phase slips in a Josephson junction chain,” Nature Physics 6, 589–592 (2010).

Adem Ergül, Jack Lidmar, Jan Johansson, Yağt Azizoglu, David Schaeffer, and David B Haviland, “Localizing quantum phase slips in one-dimensional josephson junction chains,” New Journal of Physics 15, 095014 (2013).

K K Likharev and A B Zorin, “Theory of the Bloch-wave oscillations in small Josephson junctions,” Journal of Low Temperature Physics 59, 347–382 (1985).

J E Mooij and Gerd Schön, “Propagating plasma mode in thin superconducting filaments,” Physical Review Letters 55, 114–117 (1985).

Nicholas Masluk, Ioan Pop, Archana Kamal, Zlatko Minev, and Michel Devoret, “Microwave Characterization of Josephson Junction Arrays: Implementing a Low Loss Superinductance,” Physical Review Letters 109, 137002 (2012).

M. Bell, I. Sadowsky, L. Ioffe, A. Kitaev, and M. Gershenson, “Quantum Superinductor with Tunable Nonlinearity,” Physical Review Letters 109, 137003 (2012).

Carles Altimiras, Olivier Parlavecchio, Philippe Joyez, Denis Vion, Patrice Roche, Daniel Esteve, and Fabien Portier, “Tunable microwave impedance matching to a high impedance source using a Josephson metamaterial,” Applied Physics Letters 103, 212601 (2013).

P R Muppalla, O Gargiulo, S I Mirzaei, B Prasanna Venkatesh, M L Juan, L Grünhaupt, I M Pop, and G Kirchmair, “Bistability in a mesoscopic Josephson junction array resonator,” Phys Rev B 97, 024518–11 (2018).

P Natal and C Ciuti, “No-go theorem for superradiant quantum phase transitions in cavity QED and counterexample in circuit QED,” Nature Communications 1, 72 (2010).

J J Garcia-Ripoll, B Peropadre, and S De Liberato, “Light-matter decoupling and $A^2$ term detection in superconducting circuits,” Scientific Reports 5, srep16055 (2015).

Moein Malekakhlagh and Hakan E Türeci, “Origin and implications of an $A^2$-like contribution in the quantization of circuit-QED systems,” Physical Review A 93, 012120–19 (2016).

Mario F Gely, Adrian Parra-Rodriguez, Daniel Bothner, Ya M Blanter, Sal J Bosman, Enrique Solano, and Gary A Steele, “Convergence of the multimode quantum Rabi model of circuit quantum electrodynamics,” Physical Review B 95, 245115–5 (2017).

Christian Kraglund Andersen and Alexandre Blais, “Ultrastrong coupling dynamics with a transmon qubit,” New Journal of Physics 19, 023022 (2017).
to determine the model parameters

The full measurement setup is shown in Fig. S1. The device was placed in a dilution refrigerator at a base temperature of 20 mK, and the transmission measurements were performed using a Vector Network Analyzer (VNA). An additional microwave source was used for two-tone measurements, while a global magnetic field was applied via an external superconducting coil. Both the coil and the sample were held inside a mu-metal magnetic shield which is coated on the inside with a light absorber made out of epoxy loaded with silicon and carbon powder. The output line included two isolators at 20 mK, a HEMT amplifier at 4 K and a room temperature amplifier. The input line is attenuated at various stages, including a home-made filter that prevents stray-radiations from reaching the sample. We adopted a coaxial geometry with a dissipative dielectric (reference RS-4050 from resin systems company). The bandwidth of the measurement setup goes from 2.5 GHz to 13 GHz.

B. Chain dispersion relation

In this section we explain how we experimentally obtained the dispersion relation of the chain, and how we used it to determine the model parameters \( L_{J,\text{min}} \), \( C_b \) and \( C_J \) that characterize the chain. (See Methods - Sample fabrication and parameters in the main text.) The experimental data in Fig. S2a (reproduced from Fig. 2b in main text) was obtained by first tuning the external magnetic field to a point where \( \Phi_T = \Phi_0/2 \) so that \( E_{J,T}(\Phi_T) = 0 \). (Green dashed line in the inset to Fig. S2a.) This leads to vanishingly low transmon frequency. As a result, the transmon does not contribute any degrees of freedom that can hybridize with the bare modes of the chain. In order to realize a good fit, one needs to measure the spectrum in a wide frequency band (0.1 GHz to 20 GHz). One is however limited by the bandwidth of the setup (2.5 GHz to 13 GHz). This difficulty can be overcome by performing a two-tone measurement, taking advantage of the fact that the array is not perfectly linear. As a consequence, when applying a microwave tone at a given resonance of the chain, the other resonant frequencies are shifted by the cross Kerr effect. With the Vector Network Analyzer (VNA), we proceed by measuring the transmission of the system at a fixed frequency \( \omega_{\text{VNA}} = \omega_1 \) where \( \omega_1 \) matches a given resonance frequency of the circuit. Then with a microwave source we apply a second tone at a variable frequency \( \omega_{\text{MW}} \). Whenever \( \omega_{\text{MW}} \) equals any other resonance frequency of the circuit, \( \omega_1 \) shifts to \( \tilde{\omega}_1 \) due to the cross Kerr effect, so that \( \omega_{\text{VNA}} \neq \tilde{\omega}_1 \), which leads to a dip in transmission. The value of \( \omega_{\text{MW}} \) at these dips provides all the resonances of the system. Because we measure at a constant frequency \( \omega_{\text{VNA}} \) inside the setup bandwidth, we are not limited by the frequency range of our measurement setup anymore. A typical two-tone measurement is shown in Fig. S2b, where we fit each dip separately with a Lorentzian. The center frequencies obtained from these fits are the experimental points in Fig. S2a for the eigenmodes of the chain.

In order to fit the experimental data for the chain modes, we assume that the left end of the chain is open when \( \Phi_T = 0.5 \Phi_0 \) (\( E_{J,T} = 0 \)). We also take the right end of the chain to be grounded. Given that the chain SQUIDS are designed to have a Josephson energy several thousand times their charging energy (\( E_J/E_C = 8400 \)), we can model the Josephson junctions in the chain as linear inductors with inductance \( L_J(\Phi_C) = \varphi_0^2/E_j(\Phi_C) \), with \( \varphi_0 = \hbar/2e \) the reduced flux quantum. The theoretical dispersion relation can be obtained applying Kirchhoff’s laws to one chain cell.
FIG. S1. Experimental setup.

of length a. (See the circuit diagram in Fig. 1a in the main text.) Denoting the flux at node j as $\Phi_j$, we obtain

$$\frac{1}{L_j(\Phi_C)}(\Phi_{j-1} - \Phi_j) + C_J(\Phi_{j-1} - \Phi_j) - \frac{1}{L_j(\Phi_C)}(\Phi_j - \Phi_{j+1}) - C_J(\Phi_j - \Phi_{j+1}) - C_g \ddot{\Phi}_j = 0.$$  \hfill (S1)

Now if we use as ansatz a plane waves $\Phi_j = A \exp i(\omega t - \kappa ja) + B \exp i(-\omega t + \kappa ja)$ and solve for $\omega$ we obtain the dispersion relation for a bare chain

$$\omega(\kappa) = \frac{1}{\sqrt{L_j(\Phi_C)C_J}} \sqrt{\frac{1 - \cos(\kappa a)}{1 - \cos(\kappa a) + \frac{C_g}{2C_J}}}.$$  \hfill (S2)

The boundary conditions at site 0 (vacuum) and at site N (grounded) read

$$\frac{\partial \Phi_j}{\partial (ja)} \bigg|_{j=0} = 0,$$  \hfill (S3)

$$\Phi(N) = 0,$$  \hfill (S4)

which restricts the values of $\kappa a$ to

$$\kappa a = \frac{(n - \frac{1}{2}) \pi}{N} \quad n = 1, 2, \ldots, N.$$  \hfill (S5)

Since the areas of chain SQUID loops are much smaller than that of the transmon SQUID loop, at $\Phi_T = \Phi_0/2$ we can tune the flux $\Phi_C$ through each chain SQUID to a multiple of $\Phi_0$, so that the chain SQUID inductance is minimal, i.e. $L_j(\Phi_C) = L_{j, \text{min}}$, without appreciably changing the transmon flux $\Phi_T$ from its value $\Phi_0/2$. (See Eq. (3) in the Methods section of the main text.) Using Eq. (S2) with the $\kappa$ values from Eq. (S5), we fit the experimental data in
FIG. S2. **Extraction of the individual chain modes.** a Dispersion relation of the chain, reproduced from Fig. 2b in main text. The inset shows a colourscale plot of the transmission amplitude as function of $\Phi_T$ and probe frequency, with a green line indicating the fixed flux value employed to determine the dispersion relation of the uncoupled chain. b Two tone measurement of the modes of the array. The frequency trace is along the green line in panel a. The inset shows a lorentzian fit of one of the dips. The measurement was taken with $P_{\text{VNA}} = -10$ dBm and $P_{\text{MW}} = 10$ dBm at room temperature. The frequency of the VNA was set to $\omega_{\text{VNA}} = 5.1692$ GHz.

Fig. S2a (orange curve), thus fixing the minimal Josephson inductance $L_{J,\text{min}}$ and the capacitance to ground $C_g$. We obtain the Josephson self-capacitance $C_J$ using the empirical formula,

$$C_J = 45 \text{fF}/\mu\text{m}^2 \times \text{junction area.}$$

(S6)

The error for $C_J$ is just the error we obtain for the measurement of the Josephson junction’s area using a Scanning Electron Microscope. The error for $L_{J,\text{min}}$ and $C_g$ are the values where the deviation between the experiment and the fit was below 5%.

C. **Additional phase shift data**

In this section we present a further selection of relative phase shift data $\delta \phi_n$ obtained for various $(\Phi_T, \Phi_C)$ combination. This is only a small subset of the full data set, and the agreement between theory and experiment exhibited here is representative of the full data set. Results presented here complement Fig. 4a of the main text. The parameters used to obtain the theory curves are the ones of Table S1.

D. **Transmon qubit capacitances estimation**

In order to obtain the capacitances listed in Table S1 (reproduced from the main text) we use EM simulation software (Sonnet). This software solves Maxwell’s equations in three dimensions for the specified design of our device and gives the scattering parameters of the system as a function of frequency. We simulate two parts of the design independently, the interdigital capacitors and the SQUID of the transmon qubit.

| Chain parameters | Transmon qubit parameters |
|------------------|--------------------------|
| $L_{J,\text{min}}$ | $(33 \pm 1)$ fF |
| $C_g$ | $(48 \pm 2)$ fF |
| $C_J$ | $(119 \pm 2)$ fF |
| $C_{sh}$ | $(6.9 \pm 0.1)$ fF |
| $N^* \delta$ | $(5.2 \pm 0.3)$ fF |
| $d$ (asymmetry) | $(10.2 \pm 0.4)$ GHz |
| $E_{J,\text{T,\text{max}}}/h$ | $(2.4 \pm 0.1)$ GHz |

**TABLE S1. Sample parameters.**
FIG. S3. Consistency of the theoretical model for several transmon and chain fluxes. The various panels show the relative phase shift $\delta \phi_n$ of the discrete chain modes as a function of mode frequency $\omega_n$ for different transmon fluxes $\Phi_T$ and chain fluxes $\Phi_C$. The solid lines are fits using Eq. (14) of the main text with the parameters of the circuit kept fixed.

1. Interdigital capacitors

Since we are only interested in modelling the capacitors of the transmon, we remove the chain from the simulation and replace the Josephson junction of the transmon by a linear inductor, $L_{test}$. We place two ports at both ends of the design, and set the characteristic impedance of the port on the left to $Z_{left}$ and for the port on the right to $Z_{right}$.

From the EM simulation we obtain the transmission of the system, $S_{21}$, as a function of frequency. We fit the prediction of the linear model of the qubit to this. This model consists of the capacitance network shown in Fig. S4 in red. The transmission of this system is given by Eq. (S7) where $A$, $B$, $C$, and $D$ are the ABCD matrix elements for the capacitance network plus the linear inductor.

$$S_{21} = \frac{2 \sqrt{Z_{left}Z_{right}}}{AZ_{right} + B + CZ_{left}Z_{right} + DZ_{left}}.$$  \hspace{1cm} (S7)

In theory $L_{test}$, $Z_{left}$, $Z_{right}$ do not affect the obtained capacitances and can be chosen arbitrarily. However, due to the fact that the lumped element model is an idealization, we observed a small shift of the capacitances as a function of $L_{test}$. (This shift was not observed as a function of $Z_{left}$ or $Z_{right}$). To minimize the effect of this shift, we set $L_{test} = 22$ nH which gives a resonance frequency close to $\omega_T$.

We perform two simulations. In the first one we set $Z_{left} = Z_{right} = 50\, \Omega$. Due to the low impedance of the ports, we can neglect $C_{g,T2}$ and we therefore fit only $C_c$, $C_{g,T,0}$ and $C_{sh,0}$. Then we perform a second simulation with $Z_{left} = 50\, \Omega$ and $Z_{right} = 3000\, \Omega$. Now we fit only $C_{g,T2}$ keeping the other capacitances constant. In this way
we obtain all the capacitances in Fig. S4 independently. Note that the self-capacitance of the junction \( C_{J,T} \) cannot be simulated and is therefore obtained from Eq. (S6). The errors are obtained as the maximum range where the difference between simulation and model is smaller than 10%. The two fits are shown in Fig. S5.

2. Stray capacitances from the transmon SQUID

The transmon qubit has a SQUID with a large loop (∼55 μm × 1.2 μm). Due to its large size, the capacitances associated to this SQUID are not negligible. In Fig. S6a, the SQUID design with the different capacitances is given. The lumped element model used for simulating the system is shown in Fig. S6b.

We follow the same procedure as before. Given the small number of fitting parameters (\( C_{sh,0} \) and \( C_{g,0} \)) we can perform a single fit with \( Z_{left} = 50 \) Ω and \( Z_{right} = 3000 \) Ω. The result of the fit is shown in Fig. S7 with the obtained capacitance values. The SQUID increases both the shunting capacitance and the ground capacitance of the transmon qubit.
FIG. S6. Internal capacitance model for the transmon. a Real design of the SQUID of the transmon qubit. In the inset the shunting capacitance $C_{sh,S}$ and test inductance $L_{test}$ are shown. b Lumped element model used to simulate the capacitances of the system.

FIG. S7. Extraction of the internal capacitances. SQUID capacitances estimation. Simulated transmission (blue circles) and fit from the lumped element model, orange solid line. The simulation was performed setting $Z_{left} = 50 \, \Omega$ and $Z_{right} = 3000 \, \Omega$.

**E. How does the transmon decay rate depends on the impedance of the environment?**

Before quantitatively modeling the system, in this section we try to gain a qualitative understanding of how the transmon decay rate $\Gamma_T$ depends on the characteristic impedance of the chain. Since we are only aiming for a qualitative description, we treat the transmon SQUID loop as an LC circuit, ignoring its non-linearity. We retain the capacitive couplings $C_c$, that couple the transmon to the chain and the 50 $\Omega$ transmission line. We drop the ground capacitances $C_{g,T}$ and $C_{g,T2}$ that shunt the chain at high frequencies, thus idealizing to the situation where the chain produces an optimal broadening of the transmon resonance. We consider an infinite chain. Since we are not interested here in modeling frequency dependent transport through the system, but only in the effect the chain has on the transmon, we replace the complicated frequency dependent impedance of the chain $Z_{chain}(\omega)$ with its constant characteristic impedance $R = \sqrt{L \omega / C_g}$. We replace the 50 $\Omega$ (low impedance) transmission lines by ground connections. These assumptions produce the simple linear circuit depicted in Fig. [S8].

Within this linear model, the resonance frequency $\omega_T$ and decay rate $\Gamma_T$ of the transmon are obtained as respectively the real and imaginary parts of the frequency dependent impedance between A and B in the circuit diagram. This impedance is given by

$$Z_{AB}(\omega) = \frac{iL_{J,T}\omega(2 + iC_cR\omega)}{(2 + iRC_c\omega)(1 - L_{J,T}C_{sh}\omega^2) - L_{J,T}C_c\omega^2}$$  (S8)
FIG. S8. **Toy model of the whole circuit.** Simplified lumped element model used to qualitatively understand the link between the transmon decay rate and the impedance of the environment.

We have to note here that we have oversimplified the model, which now predicts an overdamped regime at small $C_{sh}$. In the real device, overdamping is prevented by the sizable capacitances $C_{g,T}$ and $C_{g,T2}$, which we have dropped. A quick fix, is to use a value for $C_{sh}$ that is comparable to $C_{g,T}$ and $C_{g,T2}$ (several tens of fF), rather than its actual value of 4.4 fF. The behavior of the resonance frequency is easy to understand. At small $R$, one effectively has an LC circuit with capacitance $C_{sh} + C_c/2$ and resonance frequency $\omega_T = \frac{1}{\sqrt{L_{J,T}(C_{sh} + C_c/2)}}$, while at large $R$, one has an isolated SQUID loop with resonance frequency $\omega_T = \frac{1}{\sqrt{L_{J,T}C_{sh}}}$.

FIG. S9. **Bath engineered dissipation from the toy model.** Evolution of the transmon decay rate $\Gamma_T$ versus the value of the resistance $R$, as described in the simplified circuit of Fig. S8.

In Fig. S9 we present the behavior of $\Gamma_T$ vs. $R$ for $C_c = 119$ fF (its actual value) and $C_{sh} = 80$ fF, chosen to give rough quantitative agreement with the experimental results we present in the Fig. 4 of the main text, although the qualitative behavior does not change if we change $C_{sh}$ moderately. At small $R$, the behavior of the decay rate $\Gamma_T$ is

\[
\Gamma_T = \frac{C_c^2 R}{8(C_{sh} + C_c/2)^2 L_{J,T}} \quad (S9)
\]

(proportional to $R$) while at large $R$, it is given by

\[
\Gamma_T = \frac{1}{2C_{sh}R} \quad (S10)
\]

(proportional to $1/R$). A good estimate of the value $R_*$ that maximizes $\Gamma_T$ is obtained by equating the small and
large $R$ asymptotic expressions for $\Gamma_T$. This yields

$$R_* = \left(1 + \frac{2C_{\text{sh}}}{C_c}\right) Z_{T,\text{simp}}$$  \hspace{1cm} (S11)

where $Z_{T,\text{simp}} = \sqrt{L_{J,T}/C_{\text{sh}}}$ is the characteristic impedance of the transmon, in the simplified circuit of Fig. 8. Thus the largest coupling (as measured by $\Gamma_T$) is obtained when the characteristic impedances of the transmon and chain match up to factors of order one, a result that is familiar in microwave engineering. At this optimal chain impedance, the decay rate $\Gamma_T$ is proportional to $\omega_T$ with a proportionality constant that is a function of $C_c/C_{\text{sh}}$. This constant can reach values of order one, implying ultra-strong coupling is attainable. In our actual device, we find $\Gamma_T$ to be a decreasing function of $L_J$, in the $L_J$ window to which we have access, suggesting that the lowest chain impedance that we can reach, is larger than the optimal value $R_*$. When we compare the characteristic impedances $Z_T = \hbar/(2e)^2 \sqrt{2E_{C,T}/E_{J,T}} \approx 760 \Omega$ (transmon) and $Z_C = \sqrt{L_J/C_g} \approx 1590 \Omega$ (chain) of the actual device, we see that indeed $Z_C > Z_T$. Note that here we took a realistic estimate for the transmon impedance, that includes the effect of the capacitances $C_{g,T}$ and $C_{g,T2}$ which were dropped in our qualitative model. Had we naively taken $Z_T = \sqrt{L_{J,T}/C_{\text{sh}}}$ we would have obtained $Z_T = 1990 \Omega$, which though still close to the chain impedance, might have lead us to expect to observe a maximal value for $\Gamma_T$ as we sweep the $L_J$ window to which we have access.

F. Dealing with the transmon nonlinearity

The results in Fig. 3 in the main text confirm that the transmon qubit is a non-linear quantum circuit element that is strongly coupled to the chain. Here we review a standard way to deal with this anharmonicity. The method is known as the self-consistent harmonic approximation (SCHA) because the anharmonic term is replaced by a harmonic one whose magnitude is determined self-consistently, via the variational principle. We also determine the regime of validity of the approximations we introduce. Let us consider the complete Hamiltonian of the device, neglecting only the weak non-linearity in the chain elements:

$$H = \frac{E_{C,T}}{2} \hat{n}_T - E_{J,T} \cos(\hat{\varphi}_T) + \frac{(2e)^2}{2} \sum_{j=1}^{N} \hat{n}_j \left[ C^{-1}\right]_{j,j} \hat{n}_j + \frac{E_J}{2} \sum_{j=1}^{N} (\hat{\varphi}_{j+1} - \hat{\varphi}_j)^2 + \hat{n}_T \sum_{j=1}^{N} \nu_j \hat{n}_j.$$  \hspace{1cm} (S12)

Here we found it convenient to define an operator $\hat{\varphi}_{N+1} \equiv 0$ which is not an extra degree of freedom, but simply the zero operator. To shorten notation we don’t indicate the $\Phi_T$ dependence of $E_{J,T}$ or the $\Phi_C$ dependence of $E_J$ explicitly here. Were it not for the term $-E_{J,T} \cos(\hat{\varphi}_T)$, the quantum system described by the Hamiltonian in Eq. (S12) (Eq. 8 in the main text) would have been equivalent to a set of coupled harmonic oscillators, and therefore straightforward to solve. The term $-E_{J,T} \cos(\hat{\varphi}_T)$, not being quadratic in $\hat{\varphi}_T$, produces an interacting many-body problem. The strategy will be to replace the transmon terms in $H$ with more tractable, yet accurate counterparts. For this purpose our starting point is to consider the Hamiltonian $H$ in the limit where the inductions $L_J$ between chain nodes go to infinity ($E_J \rightarrow 0$), so that the charge on each chain island is conserved, and we can treat $\hat{n}_j$, $j \in \{1; \ldots; N\}$ as ordinary numbers. Since the transmon then does not couple to any dynamical degrees of freedom, we refer it as isolated. The conserved chain charges contribute to the offset charge for $\hat{n}_T$. We will abuse notation slightly and still denote the transmon’s charge degree of freedom, which now incorporates this additional offset, by $\hat{n}_T$. The isolated transmon Hamiltonian, in which reference to the conserved charges $\hat{n}_\alpha$, $\alpha \in \{1; \ldots; N\}$ has been eliminated, reads

$$H_T = \frac{E_{C,T}}{2} \hat{n}_T^2 + E_{J,T} [1 - \cos(\hat{\varphi}_T)].$$  \hspace{1cm} (S13)

Due to charge being quantized in units of $2e$, the state space of $H_T$ is restricted to states $|\psi\rangle$ for which

$$e^{i2\pi \hat{n}_T} |\psi\rangle = e^{-i2\pi n_T} |\psi\rangle,$$  \hspace{1cm} (S14)

where the offset charge $n_T$ (an ordinary number) contains contributions from the total transmon charge, the charge on each chain island, and from gate charges. We denote the eigenbasis of $\hat{n}_T$ by $|\nu\rangle$, i.e.

$$\hat{n}_T |\nu\rangle = \nu |\nu\rangle.$$  \hspace{1cm} (S15)

Owing to (S14), $\nu$ is quantized such that

$$\nu + n_T \in \mathbb{Z}.$$  \hspace{1cm} (S16)
The matrix elements of $H_T$ in the $|\nu\rangle$ basis read

$$\langle\nu| H_T |\nu'\rangle = \frac{E_{C,T} \nu^2}{2} \delta_{\nu,\nu'} + \frac{E_{J,T}}{2} (\delta_{\nu,\nu' + 1} + \delta_{\nu,\nu' - 1}).$$  \hspace{1cm} (S17)

The problem is equivalent to that of a charge $e$ particle of mass $E_{C,T}^{-1}$ confined to a ring of circumference $2\pi$ that

is threaded by a flux of energy.

$$E_{C,T} \text{position coordinate, and the particle has an electrostatic potential energy} \text{in the following way. We approximate the eigenstates of the}$$

Aharonov Bohm effect. In a real experiment, the offset charge comparable to the spacing between levels. In the equivalent picture of a particle on a ring, this is a manifestation of $n$ to go through the cosine barrier. States with energy $\approx 2E_{J,T}$, maximum potential energy.

FIG. S10. \textbf{Isolated transmon spectrum as a function on the offset charge $n_T$.} Left panel: $E_{J,T}/E_{C,T} = 1/2$. Middle panel: $E_{J,T}/E_{C,T} = 1$. Right panel: $E_{J,T}/E_{C,T} = 2$. In each case a dashed line indicates the energy $2E_{J,T}$, maximum potential energy.

As $n_T$ varies form 0 to 1/2 (half a Cooper pair), each of these energies sweep through an interval (or band) of width comparable to the spacing between levels. In the equivalent picture of a particle on a ring, this is a manifestation of the Aharonov Bohm effect. In a real experiment, the offset charge $n_T$ is subject to environmental noise. Performing spectroscopy on the levels sensitive to $n_T$ will therefore produce a noisy signal in which the extracted level energy “jumps around” inside the band through which the energy sweeps as $n_T$ is varied.

When we reduce $L_j$ from infinity to its actual value, thus coupling the transmon to dynamical degrees of freedom in the chain, a numerically exact solution is no longer possible, given the large size of the Hilbert space. An obvious approximation scheme for states with energies below $2E_{J,T}$ is the following. For these states, the phase observable $\varphi_T$ is unlikely to make excursions over the top of the cosine barrier (phase slips) at $\varphi_T = \pm \pi$. For such states it should therefore be permissible to replace the ring to which the particle is confined with the whole real line, and the cosine potential with a parabola. Note that this approximation ignores the restriction $|S|$, responsible for charge quantization. For states with energies $\ll E_{J,T}$, the phase is confined very close to the minimum at $\varphi = 0$ of the cosine potential, and the replacement $E_{J,T}(1 - \cos \varphi) \Rightarrow E_{J,T} \varphi^2 / 2$ is legitimate. This leads to a harmonic spectrum $\omega_n = \sqrt{E_{C,T} E_{J,T}(n + 1/2)}$. However, the quadratic approximation can be improved to have a larger regime of validity, in the following way. We approximate the eigenstates of the \textbf{isolated} transmon as those of the parent Hamiltonian

$$H_P = \frac{E_{C,T}}{2} \varphi^2 + \frac{E_S}{2} \varphi^2,$$  \hspace{1cm} (S18)

where the parameter $E_S$ is optimized according to some criterium in order to give the best possible agreement with the exact solution. Here we use the criterion that the energy $E_S$ should be chosen to minimize $\langle H_T \rangle$ where the
expectation value is taken with respect to the ground state of \( H_P \). For given \( E_S \), the eigenstates and energies of \( H_P \) are

\[
|n\rangle = \frac{(B^\dagger)^n}{\sqrt{n!}} |0\rangle, \quad E_n^{(0)} = \omega_T(n + 1/2), \quad n = 0, 1, 2, \ldots, \quad \omega_T = \sqrt{E_{C,T}E_S},
\]

where

\[
B |0\rangle = 0, \quad B = \lambda \hat{n}_T + i \hat{\varphi}_T / 2\lambda, \quad \lambda = \frac{1}{\sqrt{2}} \left( \frac{E_{C,T}}{E_S} \right)^{1/4}.
\]

Expressed in terms of the bosonic operators \( B \) and \( B^\dagger \), and manipulated into normal ordered form, the full transmon Hamiltonian reads

\[
H_T = \omega_T \left[ B^\dagger B + \frac{1}{2} \right] + E_J T \left\{ 1 - \frac{e^{-\lambda^2/2}}{2} \left[ e^{\lambda B^\dagger} e^{-\lambda B} + e^{-\lambda B^\dagger} e^{\lambda B} \right] \right\} + \frac{E_S}{2} \lambda^2 \left[ (B^\dagger)^2 + B^2 - 2(B^\dagger B + 1) \right].
\]

The expectation value \( \langle 0 | H_T | 0 \rangle \) evaluates to

\[
\langle 0 | H_T | 0 \rangle = \frac{\omega_T}{4} + E_J T \left( 1 - e^{-\lambda^2/2} \right) = \frac{\sqrt{E_{C,T}E_S}}{4} + E_J T \left[ 1 - e^{-\sqrt{E_{C,T}/E_S}}/\lambda^2 \right].
\]

The minimal value for \( \langle 0 | H_T | 0 \rangle \) is produced by \( E_S \) satisfying the equation

\[
E_S = E_J T e^{-\sqrt{E_{C,T}/E_S}/\lambda^2},
\]

which can also be written as an equation

\[
\omega_T = \sqrt{E_J T E_C \frac{E_T}{E_S}} - \frac{E_C T}{8\omega_T},
\]

determining the transmon frequency \( \omega_T \). We note that in principle, the approximation can be further improved by treating \( H_P \) with the optimized value \([S23]\) for \( E_S \) as the zero'th order approximation and treating \( H_T - H_P \) as a small perturbation. In general, the leading corrections in such a perturbation expansion are of first order in \( \lambda^2 \). However, for the ground and first excited states, it is one order higher, i.e. \( \lambda^4 \). Thus, the approximation \( H_T \approx H_P \) is particularly accurate for the ground and first excited states of the transmon, which given the probe power and plasma frequency of the chain, are the ones we are interested in, in the experiment. The assumed smallness of \( \lambda \) allows us to solve approximately the self-consistency equation \([S23]\) to get

\[
E_S = E_J T - \frac{1}{4} \sqrt{E_{C,T}E_J T} + O(1, E_{C,T}),
\]

which gives an excitation energy

\[
\omega_T = \sqrt{E_{C,T}E_J T} - E_{C,T}/8 + O \left( \frac{E_{C,T}^2}{E_{C,T}E_{J,T}} \right),
\]

In Figure \([S11]\) we compare the results \([S24]\) and \([S26]\) to the exact excitation energy of the isolated transmon, and find that in the regime where sensitivity to the offset charge \( n_T \) is weak, i.e. \( E_{J,T}/E_{C,T} \gtrsim 1 \), the approximation \([S26]\) is indistinguishable from the more sophisticated \([S24]\). Now we turn to the case \( E_J > 0 \) where the transmon is coupled to the dynamical degrees of freedom in the chain. We take the same approach as before. In principle, it is possible to generalize the previous calculation in the following way. When \( E_J > 0 \), we may choose \( E_S \) so that it minimizes \( \langle 0 | H | 0 \rangle \), where \( H \) is the full Hamiltonian in (Eq. 4 in the main text)

\[
H = (2e)^2 \sqrt{n} \hat{C}^{-1} \hat{C} - \frac{1}{2} \hat{\varphi}_T^2 + E_J T \cos(\hat{\varphi}_R - \hat{\varphi}_L),
\]

and \( |0\rangle \) is the ground state of the parent Hamiltonian that is obtained from \( H \) by making the replacement \( E_J T (1 - \cos \hat{\varphi}_T) \rightarrow E_S \hat{\varphi}_T^2/2 \). We have implemented this approach, but find that it yields an insignificant improvement upon the simpler approach of simply taking \( E_S = E_J T - \sqrt{E_{J,T}E_{C,T}}/4 \), at least in the one photon sector, and for the parameters of the current device.
FIG. S11. From the transmon to the Cooper pair box. Excitation energy $\omega_T$ from the ground state to the first excited state of the isolated transmon. The shaded area represents the range of values obtained for the exact result when the offset charge $n_T$ is swept through $[0, 1/2]$. The solid black line represents the fully self-consistent result (S24) while the dashed line represents the simple approximation (S26).

G. Analytical formula for the Scattering Phase Shift

In the section Methods - Analytical formula for the Scattering Phase Shift we presented a formula (Eq. 11) for the phase shift $\phi(\omega, \Phi_T, \Phi_C)$ of a mode with frequency $\omega$ of the full system at transmon flux $\Phi_T$ and chain flux $\Phi_C$:

$$\tan \phi(\omega, \Phi_T, \Phi_C) = \frac{C_g - 2C_{\text{eff}}(\Phi_T, \omega)}{\sqrt{C_g(C_g + 4C_J)}} \frac{1}{\sqrt{\left(\frac{\omega_T(\Phi_C)}{\omega}\right)^2 - 1}}. \quad (S28)$$

Here we give the derivation. We work in the thermodynamic limit where $N \to \infty$. This means that both matrices $\hat{C}$ and $\hat{J}$ (Eqs. (S32) and (S33)) become semi-infinite. Furthermore, the approximation discussed in the previous section eliminates the anharmonic term in $H$, and introduces four new non-zero matrix elements in $\hat{J}$, namely

$$\hat{J}_{L,L} = \hat{J}_{R,R} = E_S(\Phi_T),$$
$$\hat{J}_{R,L} = \hat{J}_{L,R} = -E_S(\Phi_T). \quad (S30)$$

Making the flux-dependence of $E_S$ explicit, we have from Eq. (S25)

$$E_S(\Phi_T) = E_{J,T}(\Phi_T) - \sqrt{E_{J,T}(\Phi_T) E_{C,T}/4}, \quad (S31)$$

with $E_{J,T}(\Phi_T) = E_{J,T,max} |\cos (\pi \Phi_T / \Phi_0)|$. Explicitly the matrices $\hat{C}$ and $\hat{J}$ then read (see Eqs. (6) and (7) in the main text)

$$\hat{C} = \begin{pmatrix}
C_0 & -C_{\text{sh},T} & 0 & 0 & 0 & 0 & \cdots \\
-C_{\text{sh},T} & C_0 & -C_c & 0 & 0 & 0 & \cdots \\
0 & -C_c & C_1 & -C_J & 0 & 0 & \cdots \\
0 & 0 & -C_J & C_{\Sigma} & -C_J & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \ddots & \ddots & \ddots \\
\end{pmatrix} \quad (S32)$$

$$\hat{J} = \frac{\varphi_0^2}{L_J(\Phi_C)} \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & -1 & 2 & -1 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots \\
\end{pmatrix} + E_S(\Phi_T) \begin{pmatrix}
1 & -1 & 0 & 0 & 0 & 0 & \cdots \\
-1 & 1 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & 0 & 0 & 0 & 0 & \cdots \\
0 & 0 & -1 & 2 & -1 & 0 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots \\
\end{pmatrix} \quad (S33)$$
We now have a fully linear system. The phase shifts in Eq. (S28) are obtained by solving the classical equations of motion. We start by defining a vector with the superconducting phases in each island \( \hat{\pi}^T = (\varphi_L, \varphi_R, \varphi_1, \varphi_2, \cdots, \varphi_N) \). The equations of motion for the mode at frequency \( \omega \) are given by

\[
\hat{J}(\Phi_T, \Phi_C) \hat{\pi}_\omega = \left( \frac{\hbar}{2e} \right)^2 \hat{C} \hat{\pi}_\omega.
\]  

(S34)

The solution to the part of Eq. (S34) involving degrees of freedom in the chain can be taken as

\[
\varphi_j = N(\omega) \cos \left( j \kappa(\omega, \Phi_C) a - \phi(\omega, \Phi_T, \Phi_C) \right) \quad \text{with} \quad j = 1, 2, 3, 4 \ldots
\]  

(S35)

Here \( a \) is the length of the unit cell of the array, \( N(\omega) \) a frequency dependent amplitude and \( \kappa(\omega, \Phi_C) \) is the wave number of a wave that propagates in the chain with angular frequency \( \omega \). It can be obtained from the dispersion relation in Eq. (S2),

\[
\kappa(\omega, \Phi_C) = \frac{2}{a} \arccot \left( \frac{4C_J}{C_g} + 1 \right) \left[ \left( \frac{\omega_p(\Phi_C)}{\omega} \right)^2 - 1 \right]^{1/2},
\]  

(S36)

where \( \omega_p(\Phi_C) = 1/\sqrt{L_J(\Phi_C)/(C_J + C_g/4)} \) is the plasma frequency of the chain. The phase shift \( \phi(\omega, \Phi_T, \Phi_C) \) in Eq. (S35) is determined by the components of Eq. (S34) involving the transmon islands. They read

\[
E_S(\Phi_T)(\varphi_L - \varphi_R) = \left( \frac{\hbar}{2e} \right)^2 (C_0 \varphi_L - C_{sh,T} \varphi_R),
\]  

(S37)

\[
E_S(\Phi_T)(\varphi_R - \varphi_L) = \left( \frac{\hbar}{2e} \right)^2 (-C_{sh,T} \varphi_L - C_0 \varphi_R - C_c \varphi_1),
\]  

(S38)

\[
E_S(\Phi_T)(\varphi_1 - \varphi_2) = \left( \frac{\hbar}{2e} \right)^2 (-C_{sh,T} \varphi_R - C_1 \varphi_1 - C_J \varphi_2).
\]  

(S39)

Using Eq. (S37) and Eq. (S38) we eliminate \( \varphi_L \) and solve for \( \varphi_R \) in terms of \( \varphi_1 \) to obtain

\[
\varphi_R = \frac{C_c \left[ \left( \frac{\hbar}{2e} \right)^2 C_0 - E_S(\Phi_T) \right]}{(C_0 - C_{sh,T}) \left[ (C_0 + C_{sh,T}) \left( \frac{\hbar}{2e} \right)^2 C_0 - 2E_S(\Phi_T) \right]} \varphi_1.
\]  

(S40)

Substituting this into Eq. (S39) and using Eq. (S36) for \( \kappa(\omega, \Phi_C) \) we obtain

\[
\frac{C_g}{2 \left[ 1 - \cos \kappa(\omega, \Phi_C) a \right]} (\varphi_1 - \varphi_2) = C_{\text{eff}}(\Phi_T, \omega) \varphi_1,
\]  

(S41)

with

\[
C_{\text{eff}}(\Phi_T, \omega) = C_1 - C_J - \frac{C_c^2 \left( \left( \frac{\hbar}{2e} \right)^2 C_0 - E_S(\Phi_T) \right)}{(C_0 - C_{sh,T}) \left[ (C_0 + C_{sh,T}) \left( \frac{\hbar}{2e} \right)^2 C_0 - 2E_S(\Phi_T) \right]].
\]  

(S42)

Using the mode definition in Eq. (S35) for \( \varphi_1 \) and \( \varphi_2 \) in Eq. (S41) leads to

\[
\tan \phi(\omega, \Phi_T, \Phi_C) = \left[ 1 - \frac{2C_{\text{eff}}(\Phi_T, \omega)}{C_g} \right] \frac{\kappa(\omega, \Phi_C) a}{2}.
\]  

(S43)

Finally, using again the expression in Eq. (S36) for \( \kappa(\omega, \Phi_C) \) we obtain the expression for the phase shift \( \phi \) as a function of the system parameters.

\[
\tan \phi(\omega, \Phi_T, \Phi_C) = \left[ 1 - \frac{2C_{\text{eff}}(\Phi_T, \omega)}{C_g} \right] \sqrt{\frac{C_g}{C_g + 4C_J} \frac{1}{\left( \frac{\omega_p(\Phi_C)}{\omega} \right)^2 - 1}}.
\]  

(S44)
H. Link between the scattering phase shift and the relative frequency shift

In the main text we defined the relative frequency shift $\delta \phi_n$ in terms of the discrete mode frequencies of the full system (transmon plus finite chain of $N$ nodes) at respective transmon fluxes $\Phi_T$ and $\Phi_0/2$. We repeat the definition here:

$$
\delta \phi_n(\Phi_T, \Phi_C) = \pi \frac{\omega_n(\Phi_0/2, \Phi_C) - \omega_n(\Phi_T, \Phi_C)}{\omega_n(\Phi_0/2, \Phi_C) - \omega_{n-1}(\Phi_0/2, \Phi_C)}.
$$  \hfill (S45)

Here we relate this to the relative scattering phase shift $\delta \phi(\omega, \Phi_T, \Phi_C)$ for the infinite system (see Eq. 14 in the Methods section of the main text) by showing that

$$
\delta \phi_n(\Phi_T, \Phi_C) = \delta \phi(\omega_n(\Phi_T, \Phi_C), \Phi_T, \Phi_C) + \mathcal{O}(N^{-1}).
$$  \hfill (S46)

For convenience we assume that island $N + 1$ is grounded. (The precise boundary condition becomes immaterial in the $N \to \infty$ limit.) Had the chain been open to the left of node 1, the eigenmodes would have been $\varphi_j \propto \cos (\kappa_n a j)$, $j \in 1, 2, 3, \ldots, N$ with wave numbers given by $\kappa_n = (n - 1/2) \pi / N a$ with $n \in 1, 2, 3, \ldots, N$. In the presence of the transmon to the left of chain node 1, the eigenmodes inside the chain change to $\cos (\kappa_n a j - \phi_n)$. Here $\phi_n$ is the additional phase introduced by the transmon. Now the $\kappa_n$ depend on $\phi_n$ too. Assuming the boundary conditions that the nodes to the left of transmon island $L$ and to the right of chain island $N$ are grounded, they are given by

$$
\kappa_n a = \frac{(n - 1/2) \pi}{N} + \frac{\phi_n}{N} = \kappa_n^0 a + \frac{\phi_n}{N}.
$$  \hfill (S47)

The modes of the system follow a dispersion relation $\omega_n(\Phi_T, \Phi_C) = \omega(\Phi_C, \kappa_n)$. The notation must be understood as follows: $\omega_n(x, y)$ and $\omega(x, y)$ denote distinct functions. The two arguments of the former refer to respectively the flux in a transmon and in a chain SQUID, and for given fluxes, the function assumes the value of the frequency of system mode $n$. The first argument of the latter function $\omega(x, y)$ refers to the flux in a chain SQUID, while the second argument refers to the unquantized wave number of a mode in the infinite chain. The function evaluates to the frequency corresponding to the given wave number (which does not depend on the transmon flux). For sufficiently large $N$ we can expand the dispersion relation around $\kappa_n^0 a$

$$
\omega_n(\Phi_T, \Phi_C) = \omega(\Phi_C, \kappa_n^0) + \frac{\phi_n}{N} \frac{\partial \omega(\Phi_C, \kappa)}{\partial (\kappa a)} \bigg|_{\kappa = \kappa_n^0},
$$  \hfill (S48)

with corrections of order $N^{-2}$. The dependence on the transmon and chain fluxes is included. Similarly, we can expand $\omega_{n-1}(\Phi_T, \Phi_C)$ around $\kappa_n^0 a$ to obtain

$$
\omega_{n-1}(\Phi_T, \Phi_C) = \omega_n(\Phi_T, \Phi_C) - \frac{\pi}{N} \frac{\partial \omega(\Phi_C, \kappa)}{\partial (\kappa a)} \bigg|_{\kappa = \kappa_n^0}.
$$  \hfill (S49)

Here we made use of the fact that $\phi_n - \phi_{n-1} = \mathcal{O}(N^{-1})$. Therefore we can set $\phi_{n-1} = \phi_n$ introducing an error of $\mathcal{O}(N^{-2})$ which can be ignored for large $N$. We can now obtain the terms in Eq. (S45):

$$
\omega_n(\Phi_0/2, \Phi_C) = \omega(\Phi_C, \kappa_n^0) + \frac{\phi_n}{N} \frac{\partial \omega(\Phi_C, \kappa)}{\partial (\kappa a)} \bigg|_{\kappa = \kappa_n^0},
$$  \hfill (S50)

$$
\omega_n(\Phi_T, \Phi_C) = \omega(\Phi_C, \kappa_n^0) + \frac{\phi_n}{N} \frac{\partial \omega(\Phi_C, \kappa)}{\partial (\kappa a)} \bigg|_{\kappa = \kappa_n^0},
$$  \hfill (S51)

$$
\omega_{n-1}(\Phi_0/2, \Phi_C) = \omega_n(\Phi_0/2, \Phi_C) - \frac{\pi}{N} \frac{\partial \omega(\Phi_C, \kappa)}{\partial (\kappa a)} \bigg|_{\kappa = \kappa_n^0}.
$$  \hfill (S52)

Substituting this into Eq. (S45), and noting that $\phi_n(\Phi_T, \Phi_C) = \phi(\omega_n(\Phi_T, \Phi_C), \Phi_T, \Phi_C)$, we obtain Eq. (S46).
I. Relation between the Phase Shift and the impurity response function

To elaborate the link between the local impurity response function and the phase shift induced by the transmon qubit, we define three spectral densities

\[
A_1(\omega) = \frac{2E_S(\Phi_T)}{\omega_T} \Re \int_0^\infty \frac{dt}{2\pi} e^{i\omega t} \langle [\hat{\varphi}_T(t), \hat{\varphi}_T(0)] \rangle,
\]

\[
A_2(\omega) = -\Im \int_0^\infty \frac{dt}{2\pi} e^{i\omega t} \langle [\hat{\varphi}_T(t), \hat{n}_T(0)] \rangle,
\]

\[
A_3(\omega) = \frac{2\omega_T}{E_S(\Phi_T)} \Re \int_0^\infty \frac{dt}{2\pi} e^{i\omega t} \langle [\hat{n}_T(t), \hat{n}_T(0)] \rangle,
\]

corresponding to the phase-phase, phase-charge and charge-charge response of the transmon up to constant prefactors. In order to calculate these spectral densities we turn to the quantum mechanical problem (in the previous section, we could compute the phase shift by solving the classical equations of motion). With each mode \( \omega \) we associate canonical bosonic operators \( b_\omega \) and \( b_\omega^\dagger \). These are related to the charge operator \( \hat{n}_j \) and phase operator \( \hat{\varphi}_j \) for each of the islands as

\[
\hat{\varphi}_j = -i \frac{1}{\sqrt{2}} \int_0^{\omega_p(\Phi_C)} d\omega \varphi_j(\omega) (b_\omega - b_\omega^\dagger),
\]

\[
\hat{n}_j = \frac{1}{\sqrt{2}} \int_0^{\omega_p(\Phi_C)} d\omega \sum_{l=L,R,1,2,\ldots} \tilde{J}(\Phi_T, \Phi_C)_{j,l} \varphi_l(\omega) (b_\omega + b_\omega^\dagger),
\]

where the profile \( \varphi_j(\omega) \) is normalized such that

\[
\sum_{j=L,R,1,2,\ldots} \varphi_j(\omega) \tilde{J}(\Phi_T, \Phi_C)_{j,l} \varphi_l(\omega') = \omega \delta(\omega - \omega').
\]

The normalization constant in Eq. (S55) is thus set to

\[
N_\omega = \sqrt{\frac{\hbar \omega}{\pi E_J(\Phi_C) [1 - \cos \kappa(\omega, \Phi_C)]}} \frac{\partial \kappa(\omega, \Phi_C)}{\partial \omega}.
\]

From the definition of \( \hat{n}_T \) and \( \hat{\varphi}_T \) (see the text below Eq. 7 in the Methods section of the main text) follows

\[
\hat{n}_T = (\hat{n}_R - \hat{n}_L)/2 = \frac{1}{\sqrt{2}} \int_0^{\omega_p(\Phi_C)} d\omega \frac{E_S(\Phi_C)}{\omega} [\varphi_R(\omega) - \varphi_L(\omega)] (b_\omega + b_\omega^\dagger),
\]

\[
\hat{\varphi}_T = \hat{\varphi}_R - \hat{\varphi}_L = -i \frac{1}{\sqrt{2}} \int_0^{\omega_p(\Phi_C)} d\omega [\varphi_R(\omega) - \varphi_L(\omega)] (b_\omega - b_\omega^\dagger).
\]

Explicitly, we find:

\[
\varphi_R(\omega) - \varphi_L(\omega) = N_\omega \frac{C_\omega \omega^2/(2e)^2}{(C_0 + C_{sh,T})\omega^2/(2e)^2 - 2E_S(\Phi_T)} \cos \phi(\omega, \Phi_T, \Phi_C).
\]

In the Heisenberg picture \( b_\omega(t) = e^{i\omega t} b_\omega \) and \( b_\omega^\dagger(t) = e^{-i\omega t} b_\omega^\dagger \). Using this to calculate the spectral densities \( A_j(\omega) \) for \( \omega > 0 \) we obtain

\[
A_1(\omega) = \frac{E_S(\Phi_T)}{\omega_T} [\varphi_R(\omega) - \varphi_L(\omega)]^2
\]

\[
A_2(\omega) = \frac{E_S(\Phi_T)}{\omega} [\varphi_R(\omega) - \varphi_L(\omega)]^2,
\]

\[
A_3(\omega) = \frac{E_S(\Phi_T)\omega_T}{\omega^2} [\varphi_R(\omega) - \varphi_L(\omega)]^2
\]

Now we compare the three correlation functions with the frequency derivative of \( \delta \phi(\omega, \Phi_T, \Phi_C) = \phi(\omega, \Phi_T, \Phi_C) - \phi(\omega, \Phi_0/2, \Phi_C) \) with \( \phi(\omega, \Phi_T, \Phi_C) \) given in Eq. (S25). In Fig. (S12) we plot the four curves. We see that the four curves overlap around the transmon frequency \( \omega_T \). This means that the width and the center frequency obtained from the scattering phase shift are good estimations of the real width \( \Gamma_T \) and frequency \( \omega_T \) of the transmon.
J. Breakdown of the rotating wave approximation

In this section, we investigate the applicability of the rotating wave approximation (RWA), a common technique for analysing the light-matter interaction at sufficiently weak coupling. The regime in which the light-matter coupling is so large that this approximation becomes inaccurate, is referred to as ultra-strong coupling. We will find that indeed, the RWA leads to errors of a few percent for our device.

To set up the RWA, we have to identify the harmonic oscillator basis that diagonalizes the (finite) chain part of the Hamiltonian. For this purpose, it is convenient to define matrices

\[
\hat{C}^{-1}_{\text{chain}} \quad \text{and} \quad \hat{L}^{-1}_{\text{chain}},
\]

with entries

\[
[\hat{C}^{-1}_{\text{chain}}]_{jk} = \left[\hat{C}^{-1}_{\text{chain}}\right]_{jk}, \quad \left[\hat{L}^{-1}_{\text{chain}}\right]_{jk} = \frac{\left[\hat{J}\right]_{jk}}{\varphi_0^2}, \quad j, k = 1, 2, \ldots, N,
\]

\[\text{(S66)}\]

i.e. \(\hat{C}^{-1}_{\text{chain}}\) and \(\varphi_0^2\hat{L}^{-1}_{\text{chain}}\) are the lower right \(N \times N\) blocks of respectively the inverse of the full \((N + 2) \times (N + 2)\) capacitance matrix \(\hat{C}\), and of the full \((N + 2) \times (N + 2)\) Josephson matrix \(\hat{J}\). We then define an \(N \times N\) matrix \(\hat{\Pi}_{\text{chain}}\) and a positive definite diagonal matrix \(\hat{\omega}_{\text{chain}}\) such that the columns of \(\hat{\Pi}_{\text{chain}}\) contain the eigenvectors of \(\hat{C}^{-1}_{\text{chain}}\hat{L}^{-1}_{\text{chain}}\) while the diagonal entries of \(\left(\hat{\omega}_{\text{chain}}\right)^2\) are the corresponding eigenvalues, i.e.

\[
\hat{C}^{-1}_{\text{chain}}\hat{L}^{-1}_{\text{chain}}\hat{\Pi}_{\text{chain}} = \hat{\Pi}_{\text{chain}}\left(\hat{\omega}_{\text{chain}}\right)^2.
\]

\[\text{(S67)}\]

Since the eigenvalues are real, we can and will choose the entries of \(\hat{\Pi}_{\text{chain}}\) to be real as well. This definition determines each column of \(\hat{\Pi}_{\text{chain}}\) up to a normalization constant. We fix these constants by demanding that

\[
\varphi_0^2 \sum_{jk} \left[\hat{L}^{-1}_{\text{chain}}\right]_{jk} \left[\hat{\Pi}_{\text{chain}}\right]_{jl} \left[\hat{\Pi}_{\text{chain}}\right]_{kl} = \hbar \left[\omega_{\text{chain}}\right]_l,
\]

\[\text{(S68)}\]

where \(\left[\omega_{\text{chain}}\right]_l\) is the \(l\)’th diagonal entry of \(\hat{\omega}_{\text{chain}}\). We also define a matrix

\[
\hat{\Xi}_{\text{chain}} = \varphi_0^2 \hat{L}^{-1}_{\text{chain}} \hat{\Pi}_{\text{chain}} \hat{\omega}_{\text{chain}}^{-1}/\hbar.
\]

\[\text{(S69)}\]

It is easy to verify that the row \(l\) of \(\hat{\Xi}_{\text{chain}}^T\) contains the left-eigenvector of \(\hat{C}^{-1}_{\text{chain}}\hat{L}^{-1}_{\text{chain}}\) that is associated with eigenvector \(\left(\left[\omega_{\text{chain}}\right]_l\right)^2\). As a result \(\hat{\Xi}_{\text{chain}}^T\hat{\Pi}_{\text{chain}}\) is guaranteed to be a diagonal matrix. Furthermore, due to the normalization condition \[\text{(S68)}\] we chose for \(\hat{\Pi}_{\text{chain}}\), the diagonal entries of \(\hat{\Xi}_{\text{chain}}^T\hat{\Pi}_{\text{chain}}\) are all equal to unity. Thus

\[
\hat{\Xi}_{\text{chain}}^T = \hat{\Pi}_{\text{chain}}^{-1}.
\]

\[\text{(S70)}\]
We now define \( N \) operators
\[
\hat{b}_{\text{chain},k} = \frac{1}{\sqrt{2}} \sum_{j=1}^{N} \left\{ \hat{n}_j [\hat{\Pi}_{\text{chain}}]_{jk} + i \hat{\varphi}_j [\hat{\Xi}_{\text{chain}}]_{jk} \right\}.
\]  
(S71)

Owing to (S70) and the fact that \([\hat{n}_j, \hat{\varphi}_k] = i \delta_{j,k}\), the operators \( \hat{b}_{\text{chain},k}, k = 1, 2, \ldots, N \) are bosonic annihilation operators, i.e. \([\hat{b}_{\text{chain},j}, \hat{b}_{\text{chain},k}] = 0 \) and \([\hat{b}_{\text{chain},j}, \hat{b}^\dagger_{\text{chain},k}] = \delta_{j,k}\). Furthermore, for the chain part of the Hamiltonian we obtain
\[
H_{\text{chain}} = \frac{1}{2} \sum_{j,k=1}^{N} \left\{ (2e)^2 [\hat{C}^{-1}_{\text{chain}}]_{jk} \hat{n}_j \hat{n}_k + \varphi_0^2 [\hat{\Pi}^{-1}_{\text{chain}}]_{jk} \hat{\varphi}_j \hat{\varphi}_j \right\} 
= \hbar \sum_{j=1}^{N} [\omega_{\text{chain}}]_j \left( \hat{b}_{\text{chain},j} \hat{b}_{\text{chain},j} - \frac{1}{2} \right). 
\]  
(S72)

For the term in the Hamiltonian that couples the transmon to the chain, we find
\[
H_{\text{coupling}} = \hat{n}_T \sum_{j=1}^{N} \nu_j \hat{n}_j 
= \frac{1}{\sqrt{2}} \hat{n}_T \sum_{k=1}^{N} g_k \left( \hat{b}_{\text{chain},k} + \hat{b}^\dagger_{\text{chain},k} \right) 
\]  
(S73)

where
\[
g_k = \sum_{j=1}^{N} \nu_j [\hat{\Xi}_{\text{chain}}]_{jk}. 
\]  
(S74)

A standard way to proceed from here is to truncate the full Hilbert space of the transmon to the subspace spanned by two lowest energy eigenstates \(|0_T\rangle\) and \(|1_T\rangle\) of the isolated transmon Hamiltonian (S13). This leads to a Hamiltonian of the Jaynes-Cummings type, ubiquitous in Quantum Optics. At sufficiently weak coupling, the expectation is that this should be accurate for studying the situation where a near-resonant excitation from the chain induces a transition between the ground and first excited states of the transmon. The operator \( \hat{n}_T \) is replaced by
\[
\hat{n}_T \simeq (0_T| \hat{n}_T |1_T\rangle \langle 0_T| + |1_T\rangle \langle 1_T| 0_T\rangle, 
\]  
(S75)

where we’ve chosen the overall phases of \(|0_T\rangle\) and \(|1_T\rangle\) such that \( (0_T| \hat{n}_T |1_T\rangle \langle 1_T| 0_T\rangle \) is real.

Alternatively, a more controlled way to proceed is to make the self-consistent harmonic approximation (SCHA) (see Sec. F), which we have shown to be well-justified, and to express \( \hat{n}_T \) in terms of the resulting bosonic transmon operators [see Eq. (S20)], i.e.
\[
\hat{n}_T = \frac{1}{\sqrt{2}} \left( \frac{E_{C,T}}{E_S} \right)^{1/4} (B + B^\dagger). 
\]  
(S76)

After the SCHA, the Hamiltonian becomes quadratic, and no further approximations are required. We will however still consider the effect of making the RWA on this quadratic Hamiltonian, in order to assess whether or not the assumptions underpinning the RWA are valid in our device.

The RWA approximation now involves dropping the transmon-chain coupling terms in which the transmon (in the unperturbed basis) is excited while a boson is emitted into the chain, or the transmon is de-excited while a boson is absorbed from the chain. We adopt the standard nomenclature and refer to the dropped terms as “counter-rotating” (based on their time-dependence in the Dirac picture). Depending on whether this approximation is made in conjunction with truncating the transmon Hamiltonian or with the SCHA, we either obtain an RWA Hamiltonian
\[
H_{\text{RWA,}1} = (E_{1,T} - E_{0,T}) |1_T\rangle \langle 1_T| + \sum_{n=1}^{N} \hbar [\omega_{\text{chain}}]_n \hat{b}_{\text{chain},n} \hat{b}_{\text{chain},n} 
+ \frac{1}{\sqrt{2}} (0_T| \hat{n}_T |1_T\rangle \sum_{k=1}^{N} g_k \left( |0_T\rangle \langle 1_T| \hat{b}_{\text{chain},k} + |1_T\rangle \langle 0_T| \hat{b}^\dagger_{\text{chain},k} \right), 
\]  
(S77)
or

\[ H_{\text{RWA},2} = \omega_T B \dagger B + \sum_{n=1}^{N} h[\omega_{\text{chain}}]_n \hat{b}_{\text{chain},n} \hat{b}_{\text{chain},n} + \frac{1}{2} \left( \frac{E_{C,T}}{E_S} \right)^{1/4} \sum_{k=1}^{N} g_k \left( B \dagger \hat{b}_{\text{chain},k} + \hat{b}_{\text{chain},k} B \right). \]  

(S78)

For both Hamiltonians, the ground state is trivial: the transmon is in its unperturbed ground state, and there are no bosonic excitations in the chain. We measure energy relative to this ground state. Both Hamiltonians leave invariant the subspace spanned by states in which there are no bosons in the chain, while the transmon is in its unperturbed first excited state, or there is one boson in the chain while the transmon is in its unperturbed ground state. The excited states relevant for spectroscopy at low driving power are found by diagonalizing the RWA Hamiltonians in this subspace.

![Image](image.png)

**FIG. S13. Deviations from the microscopic model under the RWA assumption.** Curves show the analytical formula for the relative frequency shift (Eq. 14 in the main text). Open circles show the corresponding result calculated using \( H_{\text{RWA},1} \) and closed circles the result calculated using \( H_{\text{RWA},2} \). In all cases the system parameters were taken as in Table 1 of the main text. The flux \( \Phi_C \) through chain SQUIDS was held fixed at zero. Results for six different fluxes \( \Phi_T \in [0, 0.3\Phi_0] \) through the transmon SQUID are shown.

In Figure S13 we compare the relative frequency shift (Eq. 1 in the main text) predicted by \( H_{\text{RWA},1} \) and \( H_{\text{RWA},2} \) to the analytical SCHA formula (Eq. 14 in the main text) derived for an infinite chain. We have also computed SCHA results for the finite chain of 4700 islands, and found that they lie on top of the infinite chain curves. We omit them from the figure to avoid clutter. We note that \( H_{\text{RWA},1} \) and \( H_{\text{RWA},2} \) give very similar results. This is consistent with our claim that at low energies, the SCHA Hamiltonian from which \( H_{\text{RWA},2} \) derives, is a good approximation to the full Hamiltonian from which \( H_{\text{RWA},1} \) is derived. We ascribe the small difference between results for \( H_{\text{RWA},1} \) and \( H_{\text{RWA},2} \) to the truncation by hand in \( H_{\text{RWA},1} \) of the transmon Hilbert space to two states. (No such by-hand truncation was required in \( H_{\text{RWA},2} \).) If we fit an arctan line shape (Eq. 18 in the main text) to the SCHA curves in the figure, we find that the transmon resonance occurs at a frequency within about 0.01 GHz from \( \hbar \) times the energy difference between the ground and first excited states of the isolated transmon. Using the same procedure on the relative frequency shift predicted by either \( H_{\text{RWA},1} \) or \( H_{\text{RWA},2} \) on the other hand, gives a resonance frequency that is \( \sim 0.1 \) GHz higher than \( \hbar \) times the ground to first excitation energy of the isolated transmon. We conclude that the RWA approximation is not quantitatively accurate, producing an error of between 2% and 5% for the transmon.
resonance frequency. This signals that our device indeed operates in the ultra-strong light-matter coupling regime.
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