The effect of boson on-site repulsion on the superfluidity in the boson-fermion-Hubbard model
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We analyze the finite temperature phase diagram of the boson-fermion-Hubbard model with Feshbach converting interaction, using the coherent state path integral method. We show, that depending on the position of bosonic band, this type of interaction, even if weak, it can drive the system into the resonant superfluid phase in the strong bosonic interaction limit. It turns out that this phase can exist for an arbitrary number of fermions (i.e. fermionic concentration between 0 and 2) but with the bosonic particle number pinned to an integer value. We point out that the standard time of flight method in optical lattice experiments can be adequate technique to confirm the existence of this resonant phase. Moreover, in the non-resonant regime, the enhancement of critical temperature of superfluid phase due to Feshbach interaction is also observed. We account this interesting phenomena for hole or particle-like pairing mechanism depending on the system density and mutual location of fermionic and bosonic bands.
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I. INTRODUCTION

The boson-fermion-Hubbard model (BFHM) with resonant pairing mechanism has a very long history in the context of high temperature superconductivity (see, e.g. [1-14] and references therein). Recently, the interest in this model has been also extended to the ultracold atomic systems because they are a versatile tool for simulating many-body physics [15-17] and BFHM can be studied by using Feshbach resonance experiments in which the BCS-BEC crossover is realized [17, 20].

The impact of strong bosonic interaction on the superfluid (SF) phase in the lattice bosons system has been widely investigated in literature in the terms of Bose-Hubbard model (BHM) (e.g. see [21] and reference therein). However, the superfluidity in the regime of strong bosonic repulsion in which Feshbach interaction is included is much less understood. So far only hard-core limit [2, 3, 22-24] and some qualitative studies have been performed [25]. Therefore in this paper, quantitative investigation of the non-zero temperature BFHM phase diagram with finite bosonic repulsion interaction is carried out, which is relevant for working out realistic experimental conditions. The effective field theory description of the BFHM is constructed by using the coherent state path integral formalism. This analytical method seems to be a good starting point for analysis of BFHM because it provides a reasonable description of the standard Fermi Hubbard model at weak inter-particle interaction (i.e. in the BCS regime) [26] and it also gives a correct description of BHM [24]. In this paper, we show that besides the standard superfluid phase which is governed by the pure bosonic correlation mechanism present in BHM, there appears also a resonant superfluid (RSF) phase due to Feshbach resonance phenomena. Moreover, we explain that the standard superfluid phase (not RSF) is enhanced by the hole or particle pairing mechanism of fermions. The results allow us to discuss experimental proposal for possible investigation of RSF phase in BFHM.

In the following sections, we first describe the model and the coherent state path integral method applied (Sec. II). Then, in Sec. III, we use this method in analysis of the finite temperature phase diagram of BFHM and its thermodynamic quantities. At the end of Sec. III we also discuss experimental setups that could be used to prove some results of our theory. Finally in Sec. IV we give a summary of our work. Moreover, Appendix A and B contains additional investigation of BFHM model within the operator approach.

II. MODEL AND METHOD

A. Model

We consider the boson-fermion Hubbard model (BFHM) with converting interaction energy \( I \) whose Hamiltonian is given by [14, 22]

\[
H = - \sum_{ij\sigma} (t_{ij} + \mu \delta_{ij}) c_{i\sigma}^\dagger c_{j\sigma} - V \sum_i c_{i\uparrow}^\dagger c_{i\downarrow}^\dagger c_{i\downarrow} c_{i\uparrow} \\
- \sum_{ij} (J_{ij} + \mu^* \delta_{ij}) b_i^\dagger b_j + U \sum_i b_i^\dagger b_i^\dagger b_i b_i \\
+ I \sum_i \left[ c_{i\uparrow}^\dagger c_{i\downarrow}^\dagger b_i + b_i^\dagger c_{i\downarrow}^\dagger c_{i\uparrow} \right],
\]

(1)

where \( \mu \) is the chemical potential, \( \mu^* = 2\mu - 2\Delta_B \) and \( \sigma \) is a spin-1/2 index (\( \sigma \in \{\uparrow, \downarrow\} \)), \( c_{i\sigma}^\dagger \) is fermionic annihilation (creation) operator at site \( i \) with spin \( \sigma \) and \( b_i^\dagger \) (\( b_i \)) is bosonic annihilation (creation) operator at site \( i \). The hopping energies for fermions and bosons are \( t_{ij} \) and \( J_{ij} \), respectively. Throughout this work we restrict hopping parameters to the nearest-neighbour sites. Moreover, \( U \) denotes the on-site interaction energy of bosons which
will be treated exactly during calculations and $V$ is the
efemonic on-site interaction strength. The bottom of 
the bosonic band is shifted by $2\Delta_B$ parameter which could be 
tuned in ultracold atoms experiments with the Fesh-
bach resonance [17, 13, 20, 23].

In the case of $U = V = 0$ the model described by the
Hamiltonian in Eq. (1) has been investigated earlier in 
the continuum and lattice systems [14, 15, 22, 24, 31]. 
Moreover, when $U \to \infty$ the hard-core bosonic limit is 
attained for which bosonic operators satisfy the Pauli
spin 1/2 commutations relations [2, 3, 9, 14, 22].

In the coherent state path integral representation, the
partition function of BFHM reads

$$Z = \int D[\bar{c}, \bar{c}, b, \bar{b}] e^{-\beta S}[\bar{c}, c, b, \bar{b}],$$

where the action is given by

$$S[\bar{c}, c, b, \bar{b}] = S^F_0 [\bar{c}, c] + S^B_0 [b, \bar{b}] + S^F_{B B}[\bar{b}, b, \bar{c}, c] + S^B_{1}[b, \bar{b}].$$

The denotation is related with perturbed and unperturbed
parts of the action which we exploit further, i.e. 
unperturbed parts are

$$S^F_0 [\bar{c}, c] = \int_0^\beta d\tau \left\{ \sum_{i} \bar{c}_{i\sigma} (\tau) \hbar \frac{\partial}{\partial \tau} c_{i\sigma} (\tau) 
+ \sum_{ij} (-t_{ij} - \mu \delta_{ij}) \bar{c}_{i\sigma}(\tau) c_{j\sigma}(\tau) 
- V \sum_i \bar{c}_i^\uparrow (\tau) \bar{c}_i^\downarrow (\tau) c_i^\downarrow (\tau) c_i^\uparrow (\tau) \right\},$$

and for which the HS measure $D[\bar{\Delta}, \Delta]$ contains 
the determinant term $V^{-1}$. Then, in the $J \ll U$ limit, we
decouple the term in the action from Eq. (7) which is 
proportional to $J$. It is performed by introducing the HS
transformation

$$\sum_{ij} \int_0^\beta d\tau J_{ij} \tilde{b}_i(\tau) b_j(\tau) \to -\sum_{ij} \int_0^\beta d\tau J_{ij}^{-1} \tilde{\psi}_i(\tau) \psi_j(\tau)$$

Going further, integrating out of bosonic fields $\tilde{b}_i(\tau), 
\tilde{b}_i(\tau)$ is desirable. Before, we do that, we have to apply 
some approximation of these fields since in the present
form, the action considered above, is non-integrable in 
$\tilde{b}_i(\tau), \tilde{b}_i(\tau)$ because of the interaction term proportional
to $U$. Therefore we rewrite the partition function from Eq. (2) to the following form

$$Z = Z_0^B \det \left[ J^{-1} \right] \int D[\bar{c}, c, \bar{\psi}, \psi, \bar{\Delta}, \Delta]$$

where $J$ is the hopping matrix $J_{ij}$ which results from the 
HS transformation in Eq. (4) and the statistical average
($\cdots)_0^B$ is defined as $(Z_0^B)^{-1} \Delta \int D[\bar{b}, b] \cdots e^{-S_0^B[\bar{b}, b]/\hbar}$

Because $\psi_i(\tau)$, $\bar{\psi}_i(\tau)$ fields have quadratic form with
linear terms we can make the shift $\bar{\psi}_i(\tau) \to \psi_i(\tau) + I c_{i\uparrow}(\tau) c_{i\downarrow}(\tau)$ and $\psi_i(\tau) \to \bar{\psi}_i(\tau) + I \bar{c}_{i\uparrow}(\tau) \bar{c}_{i\downarrow}(\tau)$ and 
obtain

$$Z = Z_0^B \det \left[ J^{-1} \right] \int D[\bar{c}, c, \bar{\psi}, \psi, \bar{\Delta}, \Delta]$$

B. Effective action

We are interested in the influence of the fermionic de-
 grees of freedom on the bosonic part in the BFHM model
within the $j \ll U$ limit.

In the first step, the term describing the interaction 
between fermionic particles is decoupled by the Hubbard-
Stratonovich (HS) transformation in the pairing channel 
[26] which introduces $\Delta_i(\tau), \bar{\Delta}_i(\tau)$ fields [26]. Then

$$S^F_0 \left[ \bar{c}, c, \bar{\Delta}, \Delta \right] = \int_0^\beta d\tau \left\{ \sum_{i} \bar{c}_{i\sigma}(\tau) \hbar \frac{\partial}{\partial \tau} c_{i\sigma}(\tau) 
- \sum_{i} \bar{c}_i^\uparrow(\tau) \bar{c}_i^\downarrow(\tau) \Delta_i(\tau) - \sum_i \tilde{\Delta}_i(\tau) \bar{c}_i^\downarrow(\tau) c_i^\uparrow(\tau) 
+ \sum_{ij} (-t_{ij} - \mu \delta_{ij}) \bar{c}_{i\sigma}(\tau) c_{j\sigma}(\tau) + \frac{1}{V} \sum_i |\Delta_i(\tau)|^2 \right\}$$

and the part of the action which we will be treated app-
proximately is

$$S^B_1 [\bar{b}, b] = -\sum_{ij} \int_0^\beta d\tau J_{ij} \tilde{b}_i(\tau) \psi_j(\tau).$$

The fields $c_{i\sigma}(\tau), \bar{c}_{i\sigma}(\tau)$ are Grassman variables and the 
$b_i(\tau), \bar{b}_i(\tau)$ are complex variables. Throughout this work
we denote the complex conjugation of arbitrary $x$ variable 
by $\bar{x}$. 

References

[1] A. P. Schnyder, S. Ryu, J. C. M. Egusquiza, and F. Segura, 
"Topological phases of quantum matter," Rev. Mod. Phys. 88, 035023 (2016).

[2] R. B. Laughlin, "The theory of the quantum Hall effect," Phys.
Rev. B 23, 5632 (1981).

[3] K. Watanabe, H. Tokunaga, and H. M. Gibbs, "Bosonization and
fermionization of the two-dimensional Hubbard model," Phys. Rev. Lett. 51, 
1958 (1983).

[4] F. D. M. Haldane, "Model for Quantum Spin Liquids in Two
Dimensions: A New Liquid State of Magnetic Matter," Phys. Rev. Lett. 52, 
1159 (1984).

[5] J. Cooper, "Exact Solution of a Model for a Quantum Spin
Liquid," Phys. Rev. Lett. 52, 1627 (1984).

[6] E. H. Lieb and D. Ruelle, "The Equation of State of a Quantum
Spin Liquid," Phys. Rev. B 30, 2891 (1984).
\[ x e^{-\frac{i}{\hbar} \sum_{ij} \int \bar{\psi}_j \left[ \psi_i, (\tau) + Ic_i(\tau) c_{ij}(\tau) \right] + \int \bar{\psi}_i \left[ \psi_i, (\tau) + Ic_{ij}(\tau) c_{ij}(\tau) \right]} \]

where we define

\[ W_1 [\bar{\psi}, \psi] = -\hbar \ln \left( e^{-\frac{i}{\hbar} \sum_{ij} \int \bar{\psi}_j \left[ \psi_i, (\tau) + Ic_i(\tau) c_{ij}(\tau) \right]} \right) \]

Within the strong-coupling approach \((J \ll U)\) it is convenient to expand \(W_1 [\bar{\psi}, \psi]\) in terms of \(\psi_i(\tau), \bar{\psi}_i(\bar{\tau})\) fields, namely

\[ W_1 [\bar{\psi}, \psi] = \sum_{p=1}^{\infty} \left( \frac{-1}{p!} \right)^p \int_0^{\hbar} d\tau_1...d\tau_p d\bar{\tau}_1...d\bar{\tau}_p \times \sum_i G_{i}^{p,c}(\tau_1^p, ..., \tau_p^p, \bar{\tau}_1, ..., \bar{\tau}_p) \times \bar{\psi}_i(\tau_1^p) \bar{\psi}_i(\bar{\tau}_1) ... \bar{\psi}_i(\bar{\tau}_p), \]

where \(G_{i}^{p,c}(\tau_1^p, ..., \tau_p^p, \bar{\tau}_1, ..., \bar{\tau}_p)\) are connected local Green functions

\[ \frac{\left( \frac{-1}{p!} \delta(2p) W_1 [\bar{\psi}, \psi] \right)}{\delta \bar{\psi}_i(\tau_1^p) ... \delta \bar{\psi}_i(\bar{\tau}_p) \delta \psi_i(\bar{\tau}_1) ... \delta \psi_i(\bar{\tau}_p)} \bigg|_{\bar{\psi} = \psi = 0}. \]

Then, truncating \(W_1 [\bar{\psi}, \psi]\) to quartic order and inserting the results to Eq. (12), one gets the following effective action

\[ S^{eff} [\bar{\psi}, \psi, \bar{\Delta}, \Delta] = S^B_0 [\bar{\psi}, \psi] + \sum_{ij} \int_0^{\hbar} d\tau \left[ \psi_j(\tau) + Ic_i(\tau) c_{ij}(\tau) \right] \times J_{ij}^{-1} \left[ \psi_j(\tau) + Ic_{ij}(\tau) c_{ij}(\tau) \right] + \mathcal{S}^F_0 [\bar{\psi}, \psi, \bar{\Delta}, \Delta] \]

\[ -\frac{1}{4} \sum_{ij} \int_0^{\hbar} d\tau d\tau' d\tau'' d\tau''' G_{i}^{2,c}(\tau, \tau', \tau'', \tau''') \times \bar{\psi}_i(\tau') \bar{\psi}_i(\tau'') \bar{\psi}_i(\tau''') \psi_i(\tau) , \]

with

\[ \mathcal{S}_0^B [\bar{\psi}, \psi] = \sum_{i} \int_0^{\hbar} d\tau d\tau' G_{i}^{1,c}(\tau, \tau') \bar{\psi}_i(\tau') \psi_i(\tau) \]

It is interesting to point out here that the pair hopping term naturally emerges in the effective action from Eq. (10), i.e. the term \(I^2 \sum_{ij} \int_0^{\hbar} d\tau J_{ij}^{-1} \bar{c}_i(\tau) c_{ij}(\tau) c_{ij}(\tau)\) and is induced by the resonant interaction \(I\).

Further, we perform the second HS transformation in terms of \(J_{ij}^{-1}\), i.e.

\[ -\sum_{ij} \int_0^{\hbar} d\tau \left[ \bar{\psi}_i(\tau) + Ic_i(\tau) c_{ij}(\tau) \right] \times J_{ij}^{-1} \left[ \psi_j(\tau) + Ic_{ij}(\tau) c_{ij}(\tau) \right] \]

\[ \rightarrow \sum_{ij} \int_0^{\hbar} d\tau J_{ij} \bar{c}_i(\tau) \psi_j(\tau) \]

\[ -\left\{ \sum_{ij} \int_0^{\hbar} d\tau \bar{\psi}_i(\tau) \left[ \bar{\psi}_i(\tau) + Ic_{ij}(\tau) c_{ij}(\tau) \right] + c.c. \right\} \]

where the new HS fields are \(\phi_i(\tau), \bar{\phi}_i(\tau)\). In the context of BHM, the second HS transformation is justified by fact that it yields properly normalized density of states in the SF phase [27]. Then corresponding effective action becomes

\[ S^{eff} [\bar{\psi}, \phi, \bar{\Delta}, \Delta] = \sum_{ij} \int_0^{\hbar} d\tau J_{ij} \bar{\phi}_i(\tau) \phi_j(\tau) \]

\[ + \left\{ \int_0^{\hbar} d\tau \bar{\phi}_i(\tau) c_{ij}(\tau) c_{ij}(\tau) + c.c. \right\} \]

\[ + \mathcal{S}_0^B [\bar{\psi}, \phi, \bar{\Delta}, \Delta] + W_2 [\bar{\phi}, \phi] , \]

with denotation

\[ W_2 [\bar{\phi}, \phi] = -\hbar \ln \left( e^{-\frac{i}{\hbar} \sum_{ij} \int \bar{\phi}_j \left[ \phi_i(\tau) c_{ij}(\tau) + c.c. \right] + \frac{i}{\hbar} \sum_{ij} \int \bar{\phi}_j \left[ \phi_i(\tau) c_{ij}(\tau) + c.c. \right] } \right) \]

and where the statistical average \(\langle ... \rangle_{0}^{B, eff}\) is defined as \(\tilde{Z}_0^B = \int D [\bar{\psi}, \psi] e^{-\mathcal{S}_0^B / \hbar} \) with \(\tilde{Z}_0^B = \int D [\bar{\psi}, \psi] e^{-\mathcal{S}_0^B / \hbar} \).

And once again truncating \(W_2 [\bar{\phi}, \phi]\) to the quartic order and retaining only the terms which are not “anomalous” [27, 32, 33], we obtained the final form of statistical sum \(\tilde{Z}^{eff}\) with effective action \(\tilde{S}^{eff}\) (in which the fermionic degrees of freedom were integrated out), i.e.

\[ \tilde{Z}^{eff} = \int D [\bar{\phi}, \phi, \bar{\Delta}, \Delta] e^{-\frac{i}{\hbar} \tilde{S}^{eff} [\bar{\phi}, \phi, \bar{\Delta}, \Delta]}, \]

\[ \tilde{S}^{eff} [\bar{\phi}, \phi, \bar{\Delta}, \Delta] = -Tr \ln (-G_{F}^{-1} (i, j, \tau)) + \frac{1}{V} \sum_i |\Delta_i(\tau)|^2 - \sum_{ij} \int_0^{\hbar} d\tau J_{ij} \bar{\phi}_i(\tau) \phi_j(\tau) \]
\[-\sum_i \int_0^{\hbar \beta} d\tau d\tau' \left [ G^{1,c}_i(\tau, \tau') \right ]^{-1} \tilde{\phi}_i(\tau') \phi_i(\tau) + \frac{1}{4} \sum_i \int_0^{\hbar \beta} d\tau d\tau' d\tau'' \Gamma^{2,c}_i(\tau, \tau', \tau'') \tilde{\phi}_i(\tau'') \phi_i(\tau') \phi_i(\tau) \]  

where we introduced the matrix fermionic Green function

\[ G_F^1(i, j, \tau) = \left [ \left( -\hbar \frac{\partial}{\partial \tau} + \mu \right) \delta_{ij} + t_{ij} \frac{\Delta_i(\tau) - I \phi_i(\tau)}{\Delta_i(\tau) - I \phi_i(\tau)} \right ] \]  

and effective interaction between bosons

\[ \Gamma^{2,c}_i(\tau, \tau', \tau'', \tau''') = \frac{\delta^{(4)} W_2[\phi, \phi]}{\delta \phi_i(\tau_1') \delta \phi_i(\tau_2')} \bigg |_{\phi_i = \phi = 0}. \]  

In the following, to analyze the phase diagrams of BFHM, we focus on the saddle point approximation for the effective action from Eq. (22). Moreover, we point out that this effective action could be also used as a starting point for more general considerations which include the fluctuations around saddle point approximation. Formally, it can be performed by expanding \( G_F^1(\tau, \tau) \) in terms of \( \Delta(\tau) - I \phi_0(\tau) \) fields.

C. Saddle point approximation of the effective action

To investigate the phase diagram which is described by the BFHM effective action from Eq. (22), we apply the mean-field type approximations.

At first, we rewrite Eq. (22) in the Matsubara frequencies and wave vector representation, which results in \( \epsilon_\nu(m) \rightarrow \epsilon_{km} \), \( \phi_0(\tau) \rightarrow \phi_{\nu m}, \Delta_0(\tau) \rightarrow \Delta_{\nu m}. \) The Matsubara frequencies are defined as \( \omega_m = (2m + 1) \pi / \beta \) and \( \nu_n = 2n\pi / \beta \) where \( m, n \in \mathbb{Z}. \)

Then, applying the Bogoliubov like substitution to the \( \phi_0 \) and \( \Delta_0 \) components, i.e. \( \phi_0 \rightarrow \sqrt{N\hbar \beta} \phi_0 \) and \( \Delta_0 \rightarrow \sqrt{N\hbar \beta} \Delta_0 \) and omitting the fluctuating bosonic parts \( \Delta_{\nu m} \) and \( \phi_{\nu m} \), the mean-field effective action is obtained, i.e.

\[ S_{MF}^{\text{eff}} = \left \{ \epsilon_0 - \hbar \left [ G^{1,c}(i\nu_m = 0) \right ]^{-1} \right \} N\hbar \beta |\phi_0|^2 \]  

\[ + \frac{g}{2} (N\hbar \beta)^2 |\phi_0|^4 + \frac{N\hbar \beta}{V} |\Delta_0|^2 \]  

\[ - \text{Tr} \ln \left ( -N\beta G_F^{-1}(i\omega_m, \mathbf{k}) \right ), \]  

where

\[ G_F^{-1}(\mathbf{k}, i\nu_m) = \left [ i\hbar \omega_m - \xi_k \frac{\Delta_0 - I \phi_0}{\Delta_0 - I \phi_0} \right ], \]  

with \( \epsilon_\nu = -2J \sum_\mu \cos q_\mu \), \( \xi_k = t_k - \mu \), \( t_k = -2t \sum_\mu \cos k_\mu \) (and with \( \mu \in \{x, y, z\} \)). The explicit form of \( G^{1,c}(i\nu_m) \) is given in Appendix IV A. Moreover, in Eq. (25) we use static approximation to the \( \Gamma^{2,c} \) function and denote this limit by \( 2g \) (here we do not use the explicit form of \( g \) but it could be found in Ref. [27]).

To describe the ordered phase in terms of \( \phi_0 \) and \( \Delta_0 \) we calculate the saddle point of the above effective action

\[ \frac{\partial}{\partial \phi_0} S_{MF}^{\text{eff}} = 0, \]  

\[ \frac{\partial}{\partial \Delta_0} S_{MF}^{\text{eff}} = 0. \]  

This results in the following coupled equations

\[ \begin{cases} \left \{ \epsilon_0 - \hbar \left [ G^{1,c}(i\nu_m = 0) \right ]^{-1} \right \} \phi_0 + gN\hbar \beta |\phi_0|^2 \phi_0 = -\frac{1}{N\hbar \beta} \sum_{mk} G^{12}_{mk}(\mathbf{k}, i\hbar \omega_m) = - \frac{I}{N} \sum_{k} \frac{(Vx_0 - I\phi_0)}{2E_k} \tanh \left ( \frac{\sqrt{2} E_k}{2} \right ), \end{cases} \]  

(29)

where \( x_0 = \Delta_0 / V \) and

\[ E_k = \sqrt{\xi_k^2 + |I\phi_0 - Vx_0|^2}. \]  

(30)

From Eqs. (29) one immediately sees that \( x_0 \) and \( \Delta_0 \) are non-linearly coupled to each other, i.e.

\[ \left \{ \epsilon_0 - \hbar \left [ G^{1,c}(i\nu_m = 0) \right ]^{-1} \right \} \phi_0 + gN\hbar \beta |\phi_0|^2 \phi_0 = -Ix_0, \]  

(31)

Moreover, it is interesting to point out here, that above equation correctly recovers the limiting cases of non-interacting (\( U = 0 \)) and hard core (\( U \rightarrow \infty \)) bosons. For \( U = 0 \) the term with \( g \) disappears and one has \( \hbar \left [ G^{1,c}(i\nu_m = 0) \right ]^{-1} = \mu^* \), therefore

\[ \phi_0 = \frac{-1}{\epsilon_0 - (2\mu - 2\Delta_B)x_0}, \]  

(32)

which corresponds to the well-known result without a lat-
tice \cite{29}. For $U \to \infty$, two Fock states are taken in Eq. (38), i.e. $n_0 = 0, 1$, which gives $\hbar G^{1, c}(i\nu_n = 0)^{-1} = \mu^* / (1 - 2n_{B, HC})$ with $n_{B, HC} = e^{2\beta n^*} / (1 + e^{2\beta n^*})$. Therefore, for the hard-core bosons case one gets

$$\phi_0 = (I x_0 + \epsilon_0\phi_0) \frac{1 - 2n_{B, 0}}{2\mu - 2\Delta_B}, \quad (33)$$

where we neglect the contribution from $g$ term by assuming a limit of small order parameter $\phi_0$. This result (Eq. (33)) recovers the previous one from Ref. \cite{2}.

We have also confirmed that Eqs. (29), in the limit of small amplitude of $\phi_0$ (in which the term proportional to $g$ could be neglected), can be recovered from the mean-field and linear response considerations, see Appendix IV B. Therefore, these both approaches lead to the same equation for critical line considered in the rest of the paper.

D. Phase diagram

In this work, we are interested in the phase diagram of strongly correlated bosonic regime ($J \ll U$) where we neglect fermionic interaction $V = 0$ (the case $V \neq 0$ is left for future investigation). Therefore, at the phase boundary where $x_0 \to 0$, $\phi_0 \to 0$ in Eqs. (29), critical line is obtained from the equation

$$\epsilon_0 - \hbar G^{1, c}(i\nu_n = 0)^{-1} - \frac{I^2}{N} \sum_k \frac{1}{2\xi_k} \tanh \left( \frac{\beta}{2} \xi_k \right) = 0. \quad (34)$$

In further discussion we set $\hbar = 1$ and $k_B = 1$ for simplicity.

E. Average particle number

During the analysis of the boson-fermion mixture phase diagram in the following sections, the additional considerations of the average particle number per site $n$ are made; $n$ is calculated within the unperturbed part of the action from Eq. (25) at the phase boundary (it is consistent with the mean-field calculation of average particle number per site at phase boundary within the operator approach method, see Appendix IV B). This means that the 0-th order partition function has the form $Z_0 = Z_B^F Z_0^B$, where $Z_0^F = \int D [\bar{c}, c] e^{-S_0^F(c, \bar{c}) / \hbar}$ and $Z_0^B$ is defined in Eq. (11). Therefore $n$ is calculated by using $n = -\partial \ln Z_0 / \partial \mu$ and we get

$$n = n_F + 2n_B, \quad (35)$$

where $n_F$ is the average particle number of fermions for both spin components

$$n_F = 2 \sum_k \frac{1}{e^{\beta(\xi_k - \mu)} + 1}, \quad (36)$$

and $n_B$ is an average particle number of bosons

$$n_B = \sum_{n_0=0}^{\infty} \frac{n_0 e^{-\beta E_{n_0}}}{\sum_{n_0=0}^{\infty} e^{-\beta E_{n_0}}} , \quad (37)$$

where on-site bosonic energy $E_{n_0}$ is defined in Eq. (24). Instead of solving Eqs. (25) directly by taking into account Gaussian fluctuations over a saddle point action $S_{MF}^{eff}$ from Eq. (25) at the phase boundary.

It is also worth adding here that improved approach which includes the effect of resonant interaction $I$, bosonic hopping $J$ and fermionic interaction $V$, in the normal phase, can be achieved by using the self-consistent T-matrix theory \cite{14, 22}.

![Figure 1](image-url)
Figure 2: (a) Finite temperature mean-field phase diagram of BFHM versus total particle number $n = 2n_B + n_F$ for zero detuning of parameter $\Delta_B$. Figures (b), (c), (d) are plots of $n_F, n_B, \mu / zt$ versus $n$, respectively (the data obtained are evaluated along the critical line from Fig. (a)). Figure (e) is an enlargement of the vicinity of zero chemical potential from plot (d). Plots are made assuming that $U / zJ = 20, I / zt = 1, J = t / 2$. For clarity, the circles are added on the numerical data points in Figs. (d) and (e).

III. RESULTS AND DISCUSSION

A. Phase diagram of the BHM

In order to clarify further discussion, we shortly review the finite temperature phase diagram of the standard BHM in terms of reduced critical temperature $T_c / zJ$ versus average concentration of bosons per site $n_B$.

Using previously defined bosonic annihilation and creation operators $b$, $b^\dagger$, BHM Hamiltonian has the form $H_{BHM} = - \sum_{i,j} (J_{ij} + \mu \delta_{ij}) b_i^\dagger b_j + U \sum_i b_i^\dagger b_i b_i^\dagger b_i$. The phase diagram comprising SF, bosonic Mott insulator (BMI) and normal (N) phases is well-known [34, 36] and in the mean-field approximation the critical line is given by $\epsilon_0 - [G^{1\nu}(\nu = 0)]^{-1} = 0$. In Fig. 1 we plot critical temperature $T_c / zJ$ dependence of the average density of bosons per site $n_B$ for the critical boundary in BHM. BMI for different integer values of $n_F$ are located only between lobes at zero temperatures which are indicated in Fig. 1 by black arrows (at finite temperatures there is no true insulating state [37]). Here and in the following subsection we choose $U / Jz = 20$ to analyze strong interaction limit of bosonic particles.

B. Density phase diagram of BFHM model

We are interested in the density phase diagram of BFHM in the limit $J \ll U$. The critical boundary line at finite temperatures is obtained from Eq. (34). In the following subsections [III C, III E, III D] the phase diagram
of BFHM is analyzed in three different regimes of parameter $\Delta_B$ which controls mutual position of fermionic and bosonic band, namely: (a) $\Delta_B/zt = 0$, (b) $\Delta_B/zt > 0$, (c) $\Delta_B/zt < 0$. In particular, the value of parameter $\Delta_B$ is directly related to the position of the bottom of bosonic band with respect to that of fermionic one. It is clear from considering BFHM Hamiltonian from Eq. (1) and from relation $J = t/2$ which corresponds to assumption that one molecule is made of two fermionic particles. The bottom of the boson band is located at the center of the fermion band at $\Delta_B/zt = 0.25$ and it starts to appear below the fermionic band for $\Delta_B/zt < -0.75$ and above for $\Delta_B/zt > 1.25$.

C. Zero detuning ($\Delta_B = 0$)

In Fig. 2 we show the finite temperature phase diagram for BFHM with zero detuning $\Delta_B/zt = 0$, finite bosonic interaction strength $U/ztJ = 20$ and converting interaction $I/zt = 1$. These results explicitly show that if $\Delta_B/zt = 0$ parameter is close to $\Delta_B/zt = 0.25$ value (i.e. bottom of bosonic band is close to the middle of fermionic one), the critical line assumes a regular lobe structure similarly like in the phase diagram of standard BHM (see Fig. 1). However, in BFHM case the lowest lobe is relatively wider than the others (i.e. $n \in (0, 4)$ instead of width 2 in $n$ units in comparison to pure BHM case, see, Fig. 1). This widening is related to the gradual filling up of the fermionic band with increasing value of total particles $n$ (see, Fig. 2b). Indeed, chemical po-
The situation is even more interesting for negative detuning for which the bottom of bosonic band is below the fermionic one for \( \Delta_B/zt < -0.75 \). Intuitively, when the number of particles \( n \) is increased, at first the bosonic band should start to fill up. This intuition fully agrees with our simulation presented in Fig. 4 for \( n_B \) and \( n_F \) versus \( n \) and is clearly observed in the regime of relatively high negative values of \( \Delta_B/zt = -2.5 \). However, in comparison to the reference case at \( \Delta_B/zt = 0 \) the situation here is more complex, the critical line at \( \Delta_B/zt = -2.5 \) for \( n \in (0, 4) \) range decays into two lobes (see, Fig. 4 a). The first lobe at \( n \in (0, 2) \) contains the SF phase with gradually increasing average number of bosonic particles \( n_B \) (Fig. 4 c) and the second lobe at \( n \in (2, 4) \) is characterized by the bosonic density \( n_B \) pinned to the integer value equal to one i.e. it has the BMI character for bosonic particles (Fig. 4 c). Moreover, the fermionic part for \( n \in (2, 4) \) gradually changes its density from \( n_F = 0 \) to \( n_F = 2 \) with increasing value of \( n \). We also clearly see, that the phase is characterized by location of chemical potential inside the fermionic band, pointing out that the system is at the Feshbach resonance (see, Fig. 4 d and e). Further, we argue that this superfluid phase with integer number of bosons arises purely from the resonant mechanism and for simplicity we denote it as resonant superfluid (RSF) phase.

To show the resonant character of RSF we check the sensitivity of this phase by tuning the amplitude of converting interaction in \( S^B_{0B} \) from Eq. (3). Namely, in Fig. 5 we plot the phase diagram for different values of \( I/zt \). This phase diagram shows that the RSF phase is highly suppressed at finite temperatures and it almost disappear for \( I/zt = 0.5 \). Therefore one can conclude that RSF phase originates from the Feshbach-like correlations.

We also checked the vicinity of the RSF region by analyzing normal phase above the critical temperature in terms of \( n_F \) and \( n_B \) densities at a constant \( n \) (see, Fig. 6). These densities correspond to the \( I/zt = 0 \) regime at this level of approximation (see Sec. III B and Eqs. 35-37). From Fig. 6 we observe that in the \( T \rightarrow 0 \) limit, \( n_B \) is pinned to the integer value equal to one while \( n_F \) gradually increases for the corresponding total particle density \( n = 2, 3, 4 \). This observation is consistent with the conclusion about RSF phase drawn in the previous paragraph.

It is also worth adding here, that the above picture of BEHM phase diagram is also consistent with the work which considered the hard-core limit of bosonic particles without bosonic hopping (\( J = 0 \)). It should not work...
be surprising because our theory properly recover this limit at the mean-field level (see, Eq. 33). However, RSF phase with the pinned integer number of bosons is a novel behavior which appears beyond the hard-core limit.

Moreover, when the system is beyond the Feshbach resonance for $\Delta_B/zt = -2.5$ (i.e. chemical potential is below or above fermionic band) there is another interesting feature observed in Fig. 5. Namely, the SF phase is favored for $n \in (0, 2)$ and $n > 4$, but it is important to point out here that the mechanism behind it is quite different. In the $n \in (0, 2)$ range SF is enhanced through paring of fermionic particles (BCS like character), but in the $n > 4$ range paring mechanism is through fermionic holes. It is indicated by the corresponding low magnitude enhancement (for $n \in (0, 2)$) or reduction (for $n > 4$) of the fermionic density part in numerical data.

At the end of this section, we would like to also add that for higher values of negative detuning $\Delta_B/zt$, the general behavior of phase boundary is similar to that discussed above. Namely, higher negative values of $\Delta_B/zt$ shift of chemical potential also to higher negative values causing that Feshbach resonance region around $\mu/zt \in (-1, 1)$ appears for higher densities. Then, depending on the $\Delta_B/zt$ value, a situation like that in the former cases appears, i.e. (1) the widening of one of the lobes like for $\Delta_B/zt = 0$ (see, Fig. 3) or (2) the emergence of RSF mixture like for $\Delta_B/zt = -2.5$ (see, Fig. 1). In particular, up to $\Delta_B/zt = -10$ with the same BFHM Hamiltonian parameters as before, we numerically check, that the first situation (1) appears for $\Delta_B/zt = -5$ and $\Delta_B/zt = -10$ and the second one (2) appears for $\Delta_B/zt = -7.5$ (here RSF phase emerge for $n \in (4, 6)$).

It would be also interesting in further investigations beyond mean-field approximation, to include the effects of pairing fluctuations into theory which should imply lowering of superfluid critical temperature. Then the temperature obtained in this work will correspond to the appearance of the pseudogap regime for fermionic particles.

| F. RSF phase in the time of flight type experiment |
|-----------------------------------------------|

Time of flight (TOF) type spectroscopy is one of the most powerful methods of measurements in the state of art of current experimental setups in ultracold atoms. Within the optical lattice systems, it has been widely used for e.g. bosons [32, 33], fermions [43, 45] or boson-fermion mixtures [46, 47]. In particular, it is relatively simple to probe coherence via momentum distribution encoded in freely expanding cloud. As an example, it has been previously used to detect SF-BMI quantum phase transition in the bosonic Rb atoms [43] or resonant superfluidity in the fermionic Li atoms [45]. In a realistic experiment, the enhancement of coherence is observed as the appearance of peaks in the time of flight pattern [32, 42, 43, 45].

We suggest that the footprint of the RSF phase can be tested by preparing ultracold fermionic gas at the Feshbach resonance with negative detuning of $\Delta_B$ parameter. The detuning should be about two and half times greater than the width of the fermionic band. Then repeating the experiment with increasing number of fermions which simulate BFHM (which is close to the ground state), one should observe a lowering of coherence at $n \in (2, 4)$ densities. It can be deduced from the phase diagram in Fig. 2 where in the range $n \in (0, 2)$ and $n > 4$, SF phase has a higher critical temperature than in the $n \in (2, 4)$ region.

For instance, let’s assume that the atomic gas is prepared at similar temperatures for different particle numbers which are represented by points A, B and C in Figs. 3 a and 5 a. Furthermore, let’s assume that in each of these phases represented by points A, B and C, TOF experiment is performed. Then, it can be concluded that for the situation with positive detuning as in Fig. II D a, the coherence of bosonic particles should be an increasing function of $n$ at corresponding points A, B and C, because of the deeper penetration of the system into SF phase for A, B and C, respectively. However, this situation should be quite different for negative detuning of $\Delta_B/zt$. As shown in Fig. 5 a, point B in comparison to point A and C is located beyond SF phase, which means that TOF pattern does not exhibit the behavior characteristic of SF phase [33]. Therefore, for negative detuning, one should observe non-monotous behavior of coherence peaks which can be read off from TOF patterns for the corresponding points A, B and C. Moreover, increasing strength of Feshbach interaction $I/zt$ should result in gradual disappearance of this non-monotous behavior at point B (see Fig. 3 a). Consequently, such coherence dependence which can be observed in experiment, could be accounted for by the appearance of RSF phase in the investigated system.

IV. SUMMARY

In this work, we investigated the limit of strongly correlated Feshbach molecules at finite temperatures in a three dimensional lattice. We show, that for negative detuning $\Delta_B/zt$ and at least for weak strength of converting interaction $I/zt$, a resonant superfluid phase (RSF) appears which is characterized by an arbitrary number of fermions per site (i.e. fermionic concentration between 0 and 2) and an integer number of bosonic atoms. This happens when fermions are in the Feshbach resonance. We show that this resonant character of RSF phase is unstable toward weakening converting interaction $I/zt$. In the situation when the fermions are beyond resonance the superfluid phase is strengthened. We explain that this enhancement is caused by hole pairing mechanism for higher densities, while for lower densities it is standard fermionic particle paring mechanism which corresponds to that known in the BCS theory.

Moreover, we have also discussed the experimental pro-
tocol in which footprint of RSF phase can appear in TOF type experiment. Namely, the footprint of the RSF phase could be simply observed as a non-monotonous behavior of coherence peaks from time of flight pattern when the number of fermions is increased.

In future investigation, it will be also interesting to study the system’s behavior from the point of view of tuning the parameter $\Delta_B$ at fixed total $n$. Especially interesting analysis would be for the total density equal to two ($n = 2$) in which two different peculiar regimes should appear depending on the $\Delta_B$ and $U$ amplitude. Namely, tuning the system from positive $\Delta_B$ to negative value $\Delta_B < 0$ should result in transition from fermionic band insulator ($n_F = 2, n_B = 0$) to SF phase and from SF to bosonic Mott insulator ($n_F = 0, n_B = 1$). We left this problem for future studies in which careful analysis of the BFHM ground state is also required.
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Appendix

A. Local Green function

On-site single particle green function, defined as $\frac{1}{\hbar}G^{1.c}(\tau - \tau') = -\langle \bar{\psi}(\tau)\psi(\tau') \rangle_0^B$ is given by

$$\frac{1}{\hbar}G^{1.c}(iv_n) = \frac{1}{Z_0} \sum_{n_0=0}^{\infty} (n_0 + 1) e^{-\beta E_{n_0} + 1} E_{n_0 + 1 - E_{n_0} - iv_n},$$

where

$$E_{n_0} = -\mu^* n_0 + Un_0(n_0 - 1)/2,$$

$$Z_0 = \sum_{n_0=0}^{\infty} e^{-\beta E_{n_0}}.$$  \hspace{1cm} (40)

B. Mean-field equations for order parameters - the operator approach

Eqs. (29) were derived by using coherent state path integral within double Hubbard-Stratonovich transformation within the bosonic part of action. Now, we show that these equations can be also recovered by using a standard operator approach, at least in the small $\phi_0$ limit. In order to get the equations for order parameters $\phi_0$ and $x_0$, we start from the mean-field approximation applied to the BFHM Hamiltonian defined in Eq. (1), i.e.

- for bosonic hopping term:

$$- \sum_{ij} J_{ij} b_i^\dagger b_j \approx NzJ|\phi_0|^2 - zJ\phi_0 \sum_i b_i^\dagger - zJ\phi_0 \sum_i (b_i^\dagger)$$

- for fermionic interaction term (BCS type approximation in the pairing channel):

$$V \sum_i c_i^\dagger c_i^\dagger c_i c_i^\dagger$$

$$\approx V \sum_{kk'} c_{k'}^\dagger c_{-k'}^\dagger c_{-k}^\dagger c_k^\dagger$$

$$\approx - \frac{N}{V} |\Delta_0|^2 + \sum_k \Delta_0 c_{-k}^\dagger c_k + \sum_{k'} c_{k'}^\dagger c_{-k'}^\dagger \Delta_0 \Delta(42)$$

- for resonant interaction term:

$$I \sum_i \left( c_i^\dagger c_i^\dagger b_i + b_i^\dagger c_i c_i^\dagger \right)$$

$$\approx I \sum_k \left( c_k^\dagger c_{-k}^\dagger \phi_0 + \bar{\phi_0} c_{-k}^\dagger c_k \right)$$

$$+ I \frac{1}{T} \sum_i \left( \Delta_0 b_i + \Delta_0 b_i^\dagger \right) - I \frac{1}{T} \sum_i \left( \Delta_0 \phi_0 + \Delta_0 \bar{\phi_0} \right).$$  \hspace{1cm} (43)

Then, the thermodynamic potential can be written in the form

$$\Omega = -\frac{1}{\beta} \ln Z,$$  \hspace{1cm} (44)

with

$$Z = \text{Tr} e^{-\beta (H_{eff}^{fer} + H_{eff}^{bos} + H_{eff}^{fer-bos})}$$

and where

$$H_{eff}^{fer} = \sum_{k\sigma} \xi_k c_{k\sigma}^\dagger c_{k\sigma} - \sum_k \left( \Delta_0 - I\phi_0 \right) c_{-k}^\dagger c_k +$$

$$- \sum_k c_{k1}^\dagger c_{-k1} \left( \Delta_0 - I\phi_0 \right) + \frac{N}{V} |\Delta_0|^2,$$  \hspace{1cm} (45)

$$H_{eff}^{bos} = NzJ|\phi_0|^2 + \left( I \frac{1}{T} \Delta_0 - zJ\phi_0 \right) \sum_i b_i +$$

$$+ \left( I \frac{1}{T} \Delta_0 - zJ\phi_0 \right) \sum_i (b_i^\dagger) - \sum_i \mu^* b_i^\dagger b_i +$$

$$+ U \sum_i b_i^\dagger b_i^\dagger b_i b_i,$$  \hspace{1cm} (46)

$$H_{eff}^{fer-bos} = - I \frac{N}{V} (\Delta_0 \phi_0 + \Delta_0 \bar{\phi_0}).$$  \hspace{1cm} (47)
Next, the $\phi_0$ and $\Delta$ amplitudes can be obtained from the conditions

$$\frac{\partial \Omega}{\partial \Delta_0} = 0, \quad \frac{\partial \Omega}{\partial \phi_0} = 0,$$

which give

$$\begin{cases} 0 = -\frac{N}{\hbar} \Delta_0 + I \frac{N}{\hbar} \phi_0 + \sum_k \left\langle c_{-k\downarrow} \phi_k \right\rangle - \frac{1}{\hbar} \sum_i \langle b_i \rangle, \\ 0 = -\frac{1}{\hbar} \sum_k \left\langle c_{-k\downarrow} \phi_k \right\rangle - N z J \phi_0 + z J \sum_i \langle b_i \rangle + i \frac{\partial}{\partial \Delta_0}. \end{cases}$$

This leads to

$$x_0 = \frac{1}{N} \sum_k \left\langle c_{-k\downarrow} \phi_k \right\rangle,$$

$$\phi_0 = \frac{1}{N} \sum_i \langle b_i \rangle,$$

where in this section statistical average is defined as $\langle \ldots \rangle = \text{Tr} \ldots e^{-\beta \left( H_{eff} + H_{bos} + H_{eff} \right)} / Z$ and we introduce $x_0 = \Delta / V$ the same as in Sec. IIIF.

Now we focus on the first equation, i.e. Eq. (50). Expectation value $\left\langle c_{-k\downarrow} \phi_k \right\rangle$ for a given wave vector $k$ can be calculated by diagonalizing $H_{eff}$ Hamiltonian using the standard Bogoliubov transformation

$$c_k \downarrow = u_k \gamma_{k\downarrow} + v_k \gamma_{-k\downarrow}^\dagger,$$

with

$$|u_k|^2 = \frac{1}{2} \left( 1 + \frac{\xi_k}{E_k} \right),$$

$$|v_k|^2 = \frac{1}{2} \left( 1 - \frac{\xi_k}{E_k} \right),$$

then we obtain

$$\left\langle c_{-k\downarrow} \phi_k \right\rangle = \frac{\langle V x_0 - I \phi_0 \rangle}{2 E_k} \tanh \left( \frac{\beta}{2} E_k \right),$$

with a quasi-particle fermionic energy $E_k$ defined as before in Eq. (50).

Next equation, i.e. Eq. (51), we calculate by using the linear response theory. Assuming that $\phi_0$ and $x_0$ amplitudes are small one can expand $\langle b_i \rangle$ in terms of these parameters which gives

$$\frac{1}{N} \sum_i \left\langle b_i \right\rangle \approx - \frac{1}{\hbar} z J \phi_0 G^{1,c} (i \nu_n = 0)$$

$$+ \frac{1}{\hbar} I x_0 G^{1,c} (i \nu_n = 0),$$

Finally, combining Eqs. (50), (51), (56), (57), one gets

$$\begin{cases} \left( \epsilon_0 - \frac{1}{N} \sum_k |V x_0 - I \phi_0| \tanh \left( \frac{\beta}{2} E_k \right) \right) \phi_0 = - \frac{1}{N} \sum_k \frac{|V x_0 - I \phi_0|}{2 E_k} \tanh \left( \frac{\beta}{2} E_k \right), \\ x_0 = \frac{1}{N} \sum_k \frac{|V x_0 - I \phi_0|}{2 E_k} \tanh \left( \frac{\beta}{2} E_k \right), \end{cases}$$

which recovers the result from coherent state path integral, i.e. Eqs. (29) in the limit of small $\phi_0$, in which the term $2 N \hbar \beta |\phi_0|^2 \phi_0$ can be neglected (i.e. on the phase boundary).

Moreover, it is also worth adding that the above derivation of equations for order parameters $x_0$ and $\phi_0$ (i.e. Eq. (58)), can be also handled by using an explicit form of thermodynamic potential

$$\Omega = \Omega_{\text{fer}} + \Omega_{\text{fer-bos}} + \Omega_{\text{bos}},$$

where

$$\Omega_{\text{fer}} / N = \frac{1}{N} \sum_k \left( \epsilon_k - E_k \right) + V |x_0|^2 - \frac{2}{\beta N} \sum_k \ln \left( 1 + e^{-\beta E_k} \right),$$

$$\Omega_{\text{fer-bos}} / N = - I \left( \bar{\phi}_0 \phi_0 + x_0 \phi_0 \right),$$

$$\Omega_{\text{bos}} / N = - \frac{1}{\beta} \ln \text{Tr} e^{-\beta (z J \phi_0^2 + (I x_0 - z J \phi_0) b_i^\dagger + (I \bar{\phi}_0 - z J \phi_0) b_i - \mu^* b_i b_i^\dagger + U b_i^\dagger b_i b_i^\dagger)},$$

Then extremizing $\Omega$ in terms of $\bar{x}_0$ and $\phi_0$ yields general mean-field equations for order parameters

$$x_0 = \frac{1}{N} \sum_k \frac{V x_0 - I \phi_0}{2 E_k} \tanh \left( \frac{\beta}{2} E_k \right).$$
\[ \phi_0 = \frac{1}{N} \sum_i \langle b_i \rangle_B \]  

(64)

where \( \langle \ldots \rangle_B = \text{Tr} \ldots e^{-\beta H_{\text{tot}}}/Z \), \( Z = \text{Tr} e^{-\beta H_{\text{tot}}} \) and should be compared to Eqs (65) or (29) which was evolved close to the phase boundary. Moreover, from Eqs. (59, 62) it is easy to notice that the thermodynamic potential \( \Omega \) consists of standard BCS-like part \( \Omega_{\text{ferm}} \), BHM-like part \( \Omega_{\text{bos}} \) and part \( \Omega_{\text{ferm-bos}} \) which is proportional to Feshbach interaction energy \( \Gamma \). Eqs. (59, 61) make also a clear framework for further analysis of thermodynamic properties of BFHM. As an example the free energy \( F \) is now simply given by \( F/N = \Omega/N + \mu n \) in which

\[ n = \frac{1}{N} \frac{\partial \Omega}{\partial \mu} = n_F + 2n_B \]  

(65)

\[ n_F = \frac{1}{N} \sum_k \left[ 1 - \frac{\xi_k}{E_k} \tanh \left( \frac{\beta E_k}{2} \right) \right] \]  

(66)

\[ n_B = \frac{1}{N} \sum_i \langle b_i^\dagger b_i \rangle_B \]  

(67)

These mean-field results should be also compared with Eqs. (55-57) in which the 0th order approximation was imposed on statistical sum. Interestingly, the form of \( \Omega_B \) and \( \phi_0 \) in Eqs. (62) and (61) can be calculated exactly for limiting cases of hard-core bosonic interaction \((U \rightarrow \infty)\) and for the case where \( U \) vanishes \((U = 0)\). For example within the hard-core limit on-site bosonic density basis is restricted to two occupation numbers (i.e. to 0 or 1 boson per site) and then one gets \( \Omega_{\text{bos}}/N = zJ |\phi_0|^2 - \mu^* - \ln (2 \cosh (\beta E_g)) / \beta \) where \( E_g = \sqrt{(\mu^*)^2 + |Ix_0 - zJ\phi_0|^2} \) and for order parameter \( \phi_0 \) one finds \( \phi_0 = -(Ix_0 - zJ\phi_0) \tanh (\beta E_g) / 2E_g \).

At the end of this section, we would like to also add that going beyond the critical line toward SF phase, it is worth mentioning that the functional integral approach presented in Sec. II and the operator approach discussed here give different descriptions. Indeed, evaluation of the expansion in Eq. (57) to the third order in the \( \phi_0 \) and \( x_0 \) amplitudes, generates coefficients with four point local bosonic correlation function denoted by \( G_i^{2,c}(\tau_1, \tau_2, \tau_1', \tau_p) \) (see Eq. (15)), while the path integral method gives \( \Gamma_i^{2,c}(\tau, \tau', \tau'', \tau'''') \) (see Eq. (24)). This higher order term in the path integral formulation is denoted by \( g \) in Eq. (29), which is proportional to \( \Gamma_1^{2,c} \) in the static limit. Therefore, on the grounds of the previous considerations within the BHM in Ref. 27 we would like to point out, that our path integral formulation, should be more relevant than the operator ones, because its gives better description of gaussian fluctuation in the BHM limit with SF phase.
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