Stability for the inverse resonance problem for the CMV operator

Roman Shterenberg, Rudi Weikard, and Maxim Zinchenko

Abstract. For the class of unitary CMV operators with super-exponentially decaying Verblunsky coefficients we give a new proof of the inverse resonance problem of reconstructing the operator from its resonances - the zeros of the Jost function. We establish a stability result for the inverse resonance problem that shows continuous dependence of the operator coefficients on the location of the resonances.

1. Introduction

In recent years there has been a substantial interest in inverse resonance problems for operators that arise in mathematical physics. An inverse resonance problems asks whether an operator is determined by its resonances. One is typically interested in reconstructing coefficients of an operator from a given set of resonances and in stability of the solution of the inverse resonance problem under small perturbation of the resonances. The case of Schrödinger and Jacobi operators have received most of the attention, see for instance \[2, 3, 5–11\] and the references therein.

The inverse resonance problem for a class of unitary operators known as CMV operators has been considered in \[14\]. These operators are represented by five-diagonal infinite unitary matrices giving rise to unitary operators on \(\ell^2(\mathbb{N}_0)\). They are closely connected with trigonometric moment problems and with orthogonal polynomials and finite measures on the unit circle. The entries in a CMV matrix are determined by the Verblunsky coefficients, a sequence of complex numbers in the unit disk. For background information on CMV matrices we refer the reader to Simon’s two-volume monograph \[12, 13\].

In this paper we continue our study of the inverse resonance problem for unitary CMV operators associated with sequences of exponentially decaying Verblunsky
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coefficients. For these operators we review the concept of a resonance and give
a simplified proof of the uniqueness result in [14] that the location of all resonances
determines the Verblunsky coefficients uniquely. The main result of the present
study is a stability result: Suppose two CMV operators in our class have resonances
$z_n$ and $\bar{z}_n$, respectively. Further suppose that these resonances are respectively
close to each other as long as they are not too large. Then the Verblunsky coefficients are
respectively close to each other, too. We will now make these statements precise.
Throughout this paper $\gamma > 1$, $\eta > 0$, and $Q > 1$ denote fixed constants. We
define the class $B_0(\gamma, \eta, Q)$ as the set of those sequences of Verblunsky coefficients $
abla : \mathbb{N} \to \mathbb{D}$ satisfying the following two conditions:

1. $|\alpha_k| \leq \eta \exp(-k\gamma)$ for all $k \in \mathbb{N}$ and
2. $\prod_{j=1}^{\infty} (1 - |\alpha_j|) \geq 1/Q$.

We note that the above two conditions are essentially independent as the first one
enforces the decay of $|\alpha_k|$ for large $k$ and the second one bounds $|\alpha_k|$ away from 1
for small $k$. Also, two sets $\{z_1, ..., z_N\}$ and $\{\bar{z}_1, ..., \bar{z}_N\}$ of complex numbers will be
called respectively $\varepsilon$-close if $|z_n - \bar{z}_n| < \varepsilon$ for all $n \in \{1, ..., N\}$.

The following technical result required for our proof of stability for the inverse
resonance problem is of independent interest. We will prove it in Secti

**Theorem 1.1.** Suppose $\alpha$ is a sequence of Verblunsky coefficients in $B_0(\gamma, \eta, Q)$
and $U$ is the associated CMV operator. Then there is a positive number $\delta$ such that
$U$ has no resonances in the disk $\{z : |z| < 1 + \delta\}$.

The main purpose of this paper is to prove the following theorem, which we
will do in Section 4.

**Theorem 1.2.** Suppose $\alpha$ and $\bar{\alpha}$ are two sequences of Verblunsky coefficients
in $B_0(\gamma, \eta, Q)$ and $U$ and $\bar{U}$ are the associated CMV operators. Let $\delta$ be the number
introduced in the previous theorem. Further suppose that, for two numbers $R > 1$
and $\varepsilon \in (0, \delta/2)$, the resonances of $U$ and $\bar{U}$ in the circle $|z| < R$, if there are any,
are respectively $\varepsilon$-close. Then there is a constant $A_0$, depending only on $\gamma$, $\eta$, and
$Q$, such that

$$|\alpha_n - \bar{\alpha}_n| \leq A_0(6Q^2)^n \left( \varepsilon + \frac{\log R}{R^{\gamma/(\gamma-1)}} \right)$$

for all $n \in \mathbb{N}$.

Theorem 1.2 extends earlier results on stability of the inverse resonance prob-
lems for Schrödinger and Jacobi operators [9–11] to the case of unitary CMV
operators. In this note we present a new approach to the stability of the inverse
resonance problems. Unlike the earlier work our approach does not rely on a heavy
machinery of the transformation operators but instead uses the Schur algorithm - a
simple recursion relation that arises naturally in the context of CMV operators. We
point out that this approach is not specific to CMV operators only. There is also
a similar simple recursive approach to the stability result of the inverse resonance
problem for Jacobi operators.

The paper is organized as follows. In Section 2 we introduce the basics of CMV
operators, define the main objects, and state some known facts that are central to
our study. In Section 3 we set the stage for the stability result and give a new proof
of the inverse resonance problem for CMV operators that first appeared in [14].
Section 4 is devoted to the stability of the inverse resonance problem and contains the proof of our main Theorem 1.2.

Notation: In the following, we denote the set of all complex-valued sequences defined on \( \mathbb{N}_0 \) by \( \mathbb{C}^{\mathbb{N}_0} \). The Hilbert space of all square summable complex-valued sequences is \( \ell^2(\mathbb{N}_0) \) and its scalar product \( \langle \cdot, \cdot \rangle \) is linear in the second argument. Recall that the vectors \( \delta_k \in \ell^2(\mathbb{N}_0), \ k \in \mathbb{N}_0 \), defined by the requirement that \( \delta_k(n) = \delta_k(n) \), form the standard basis in \( \ell^2(\mathbb{N}_0) \). The open unit disk in the complex plane is denoted by \( D \).

2. Preliminaries

2.1. The CMV equations and the CMV operator. The CMV equations are defined through a sequence of coefficients \( \alpha : \mathbb{N} \to D \); these are called Verblunsky coefficients. For \( z \in \mathbb{C} \setminus \{0\} \) the CMV equations are the recursive equations

\[
\begin{pmatrix}
u \\
v
\end{pmatrix}(z, k) = T(z, k) \begin{pmatrix}
u \\
v
\end{pmatrix}(z, k - 1), \ k \in \mathbb{N}
\]

where, using the abbreviation \( \rho_k = \sqrt{1 - |\alpha_k|^2} \),

\[
T(z, k) = \begin{cases}
\frac{1}{\rho_k} \begin{pmatrix}
\alpha_k & z \\
1/z & \bar{\alpha}_k
\end{pmatrix}, & k \text{ odd}, \\
\frac{1}{\rho_k} \begin{pmatrix}
\bar{\alpha}_k & 1 \\
1 & \alpha_k
\end{pmatrix}, & k \text{ even}.
\end{cases}
\]

It is clear that the space of solutions of these equations is 2-dimensional. A basis of solutions is given by the sequences \( \vartheta(z, \cdot) \) and \( \varphi(z, \cdot) \) defined by the initial conditions

\[
\vartheta(z, 0) = (-1, 1)^\top \text{ and } \varphi(z, 0) = (1, 1)^\top.
\]

Clearly \( \vartheta(\cdot, k) \) and \( \varphi(\cdot, k) \) are analytic in \( \mathbb{C} \setminus \{0\} \) for any \( k \in \mathbb{N}_0 \). Since

\[
\overline{T(1/\overline{z}, k)} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} T(z, k) \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}
\]

\((\overline{\varpi}, \overline{\vartheta})^\top (1/\overline{z}, \cdot)\) satisfies the CMV equations if \( (u, v)^\top(z, \cdot) \) does. This implies, taking the initial conditions into account, that

\[
\varphi(z, k) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \varphi(1/\overline{z}, k) \text{ and } \vartheta(z, k) = -\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \vartheta(1/\overline{z}, k)
\]

whenever \( z \in \mathbb{C} \setminus \{0\} \).

To define the CMV operator set first

\[
\Theta_k = \begin{pmatrix} -\alpha_k & \rho_k \\ \rho_k & \alpha_k \end{pmatrix}.
\]

These blocks are then used to define \( W = \bigoplus_{k=1}^\infty \Theta_{2k-1} \) and \( V = 1 \oplus \bigoplus_{k=1}^\infty \Theta_{2k} \) where 1 is interpreted as a \( 1 \times 1 \) block. Finally the product \( VW \) is denoted by \( U \) and is called the CMV operator. \( U, V, \) and \( W \) are defined on \( \mathbb{C}^{\mathbb{N}_0} \) (and map to that space). Their restrictions to \( \ell^2(\mathbb{N}_0) \) are unitary operators which we denote using the same letters as the precise meaning will always be clear from the context.

The following lemma was established in [4]:
Suppose $z \in \mathbb{C} \setminus \{0\}$. $(u, v)^\top(z, \cdot)$ is a solution of the CMV equations (2.1) if and only if

$$
\begin{pmatrix}
U & 0 \\
0 & V
\end{pmatrix}
\begin{pmatrix}
u \\
v
\end{pmatrix}(z, \cdot) = [u(z, \cdot) + (v(z, 0) - u(z, 0))\delta_0] \frac{z}{1}.
$$

Hence if $u(z, \cdot)$ is the first component of $\varphi(z, \cdot)$ we have $Uu = zu$.

Now suppose that $|z| \neq 1$ so that $z$ is in the resolvent set of the unitary operator $U$ and set $u(z, s) = 2z(U - z)^{-1}\delta_0$ which is in $l^2(\mathbb{N}_0)$. Define

$$m(z) = 1 + u(z, 0) = \langle \delta_0, (U + z)(U - z)^{-1}\delta_0 \rangle$$

which is analytic in $\mathbb{D}$, and, assuming also $z \neq 0$,

$$\omega(z, \cdot) = \vartheta(z, \cdot) + m(z)\varphi(z, \cdot).$$

Both components of $\omega(z, \cdot)$ are square summable (the first component is $u$ and the second is $V^{-1}(u + 2\delta_0)$). Moreover, $\omega(z, \cdot)$ and its constant multiples are the only square summable solutions of the CMV equations (2.1) since the unitary operator $U$ can not have eigenvalues away from the unit circle. Thus, employing (2.3), we find that

$$-
\begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix}
\omega(1/\bar{z}, \cdot) = \vartheta(z, \cdot) - m(1/\bar{z})\varphi(z, \cdot)
$$

is equal to $\omega(z, \cdot)$ which implies that $m(z) = -m(1/\bar{z})$.

The function $m$ is called the Weyl-Titchmarsh $m$-function while the sequence $\omega(z, \cdot)$ is called the Weyl-Titchmarsh solution of the CMV equations (2.1). We also note that, for $z = 0$ we get $u(0, \cdot) = 0$, $m(0) = 1$, and $v(0, \cdot) = 2\delta_0$ so that, for every $k \in \mathbb{N}_0$, the singularity of $\omega(\cdot, k)$ at $0$ is removable.

It follows from (2.3) via the spectral theorem that

$$m(z) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{e^{it} + z}{e^{it} - z} d\mu(t),$$

where $d\mu$ denotes the spectral measure associated with the unitary operator $U$ and the cyclic vector $\delta_0$ and $\hat{\mu}(t) = 2\pi \mu(e^{it})$ gives rise to the corresponding measure on $[-\pi, \pi]$. The case $z = 0$ shows that $d\mu$ is a probability measure. Since $(e^{it} + z)/(e^{it} - z)$ has positive real part for all $z \in \mathbb{D}$, it follows that $m$ is a Carathéodory function, that is, $m$ is analytic on $\mathbb{D}$, $m(0) = 1$, and $\text{Re} m(z) > 0$ for $|z| < 1$.

Employing the Neumann series for $(U - z)^{-1}$ in (2.4) shows

$$m(z) = 1 + 2 \sum_{n=1}^{\infty} z^n \langle \delta_0, U^{-n}\delta_0 \rangle.$$

This implies $m^{(n)}(0) = 2n! \langle \delta_0, U^{-n}\delta_0 \rangle$ so that

$$m'(0) = -2\bar{\alpha}_1 \text{ and } m''(0) = 4\bar{\alpha}_1^2 - 4\rho_1^2 \bar{\alpha}_2.$$

The function $m$ is called the Weyl-Titchmarsh $m$-function while the sequence $\omega(z, \cdot)$ is called the Weyl-Titchmarsh solution of the CMV equations (2.1). We also note that, for $z = 0$ we get $u(0, \cdot) = 0$, $m(0) = 1$, and $v(0, \cdot) = 2\delta_0$ so that, for every $k \in \mathbb{N}_0$, the singularity of $\omega(\cdot, k)$ at $0$ is removable.

It follows from (2.3) via the spectral theorem that

$$m(z) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{e^{it} + z}{e^{it} - z} d\mu(t),$$

where $d\mu$ denotes the spectral measure associated with the unitary operator $U$ and the cyclic vector $\delta_0$ and $\hat{\mu}(t) = 2\pi \mu(e^{it})$ gives rise to the corresponding measure on $[-\pi, \pi]$. The case $z = 0$ shows that $d\mu$ is a probability measure. Since $(e^{it} + z)/(e^{it} - z)$ has positive real part for all $z \in \mathbb{D}$, it follows that $m$ is a Carathéodory function, that is, $m$ is analytic on $\mathbb{D}$, $m(0) = 1$, and $\text{Re} m(z) > 0$ for $|z| < 1$.

Employing the Neumann series for $(U - z)^{-1}$ in (2.4) shows

$$m(z) = 1 + 2 \sum_{n=1}^{\infty} z^n \langle \delta_0, U^{-n}\delta_0 \rangle.$$

This implies $m^{(n)}(0) = 2n! \langle \delta_0, U^{-n}\delta_0 \rangle$ so that

$$m'(0) = -2\bar{\alpha}_1 \text{ and } m''(0) = 4\bar{\alpha}_1^2 - 4\rho_1^2 \bar{\alpha}_2.$$

2.2. Jost solutions, the Jost function, and resonances. Assuming super-exponential decay of the Verblunsky coefficients, i.e.,

$$|\alpha_k| \leq \eta \exp(-k^\gamma)$$

Jost solutions of the CMV equations were defined and investigated in [14]. We repeat here briefly the most important results.
Defining

\[ \zeta_k = \begin{cases} 
  z, & k \text{ odd} \\
  1, & k \text{ even}
\end{cases} \]

it was proved in [14] that the Volterra-type equations

\[ F(z, k) = \left( \begin{array}{c} 1 \\ 0 \end{array} \right) - \sum_{n=k+1}^{\infty} \left( z^{n-k-1} \alpha_n \zeta_{k+1} \right) \frac{\alpha_n}{\alpha_n} F(z, n), \quad k \in \mathbb{N}_0, \]  

(2.6)

have a unique solution for any complex number \( z \). Either component of \( F(\cdot, k) \) is an entire function of growth order zero and, if \( |z| \geq 1 \),

\[ \| F(z, 0) \| \leq \exp(\eta + 2K(z) \log |z|) \prod_{n=1}^{\infty} (1 + |\alpha_n|) \]  

(2.7)

where \( \| \cdot \| \) denotes the 2-norm in \( \mathbb{C}^2 \) and

\[ K(z) = [(\log 2|z|^2)^{1/\gamma}]. \]

We also recall that

\[ \| F(z, k) - \left( \begin{array}{c} 1 \\ 0 \end{array} \right) \| \leq \beta(z, k) \exp(\beta(z, k)) \]  

(2.8)

where \( \beta(z, k) = \sum_{n=k+1}^{\infty} |\alpha_n| \max\{1, |z|^{2n-1}\} \).

Setting \( C_k = \prod_{j=k+1}^{\infty} \rho_j^{-1} \), it is straightforward to show that the sequence \( \nu(z, \cdot) \) defined by

\[ \nu(z, k) = 2z^{[k/2]} C_k \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right)^{k+1} = \]  

(2.9)

satisfies the CMV equations (2.7) as does the sequence

\[ \tilde{\nu}(z, k) = \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right) \nu(1/z, k). \]

If \( |z| < 1 \) both components of \( \nu(z, \cdot) \) are in \( L^2(\mathbb{N}_0) \) so that \( \nu(z, \cdot) \) must be a multiple of the Weyl-Titchmarsh solution \( \omega(z, \cdot) \), i.e.,

\[ \nu(z, \cdot) = \psi_0(z) \omega(z, \cdot) = \psi_0(z)(\vartheta(z, \cdot) + m(z)\varphi(z, \cdot)), \quad |z| < 1 \]

for some appropriate function \( \psi_0 \). Evaluating at \( k = 0 \) using (2.2) and (2.9) yields

\[ \psi_0(z) = \frac{(-1,1)\nu(z, 0)}{2} = C_0(1,1)F(z, 0), \]  

(2.10)

\[ \psi_0(z)m(z) = \frac{(1,1)\nu(z, 0)}{2} = C_0(1,1)F(z, 0), \]  

(2.11)

hence \( \psi_0 \) and \( \psi_0m \) extend to entire functions. Consequently \( m \) extends to a meromorphic function on \( \mathbb{C} \) which we will denote by \( M \) (we emphasize that \( M(z) \neq m(z) \) for \( |z| > 1 \)). Examining also \( \tilde{\nu} \) we obtain the relationships

\[ \nu(z, \cdot) = \psi_0(z)(\vartheta(z, \cdot) + M(z)\varphi(z, \cdot)) \]

and

\[ \tilde{\nu}(z, \cdot) = \psi_0(1/z)(-\vartheta(z, \cdot) + \overline{M(1/z)}\varphi(z, \cdot)) \]

which are valid for any \( z \in \mathbb{C}\setminus\{0\} \). The solutions \( \nu(z, \cdot) \) and \( \tilde{\nu}(z, \cdot) \) are called respectively the Jost solutions of the CMV equations if \( |z| < 1 \) or \( |z| > 1 \). The
function $\psi_0$ is called the Jost function. It is an entire function of growth order zero. Its zeros are called resonances.

We end this section with the following observation. Since $\det T(z, k) = -1$ we find
\[
\det(\nu(z, k), \tilde{\nu}(z, k)) = (-1)^k \det(\nu(z, 0), \tilde{\nu}(z, 0)).
\]
The asymptotic behavior of $\nu(z, k)$ and $\tilde{\nu}(z, k)$ as $k$ tends to infinity shows that the left hand side is equal to $4(-1)^{k+1}$. If we now pick $z$ on the unit circle so that $z = 1/\tau$ we obtain from this
\[
1 = |\psi_0(z)|^2 \Re(M(z)).
\]  

2.3. The Schur algorithm. Closely related to the concept of a Carathéodory function is that of a Schur function, that is, a function defined and analytic on $\mathbb{D}$ whose modulus never exceeds one. Indeed if $f$ is a Carathéodory function then $(f - 1)/(f + 1)$ is a Schur function, while $(1 + g)/(1 - g)$ is a Carathéodory function if $g$ is a Schur function. Note also that, by Schwarz’s lemma, $z \mapsto g(z)/z$ is a Schur functions if $g$ is a Schur function and $g(z) = 0$.

For $k \in \mathbb{N}_0$ and $z \in \mathbb{D}$ we define now the functions
\[
\Phi_{2k}(z) = \frac{1}{z} \frac{(1, 0)\omega(z, 2k)}{(0, 1)\omega(z, 2k)} \quad \text{and} \quad \Phi_{2k+1}(z) = \frac{(0, 1)\omega(z, 2k+1)}{(1, 0)\omega(z, 2k+1)}
\]  

and we note that in place of $\omega$ we may as well put $\nu$ since these are multiples of each other.

The initial conditions satisfied by the Weyl-Titchmarsh solution $\omega$ show that
\[
\Phi_0(z) = \frac{1}{z} \frac{m(z) - 1}{m(z) + 1}
\]  

which is a Schur function.

Using the CMV equations (2.1) one may check that
\[
\Phi_k(z) = \frac{1}{z} S(\alpha_k, \Phi_{k-1}(z))
\]
where $S(w, \cdot)$ is the Möbius transform
\[
z \mapsto S(w, z) = \frac{z + \overline{w}}{1 + wz}
\]
which maps $\mathbb{D}$ to $\mathbb{D}$ provided $w \in \mathbb{D}$.

Next, taking (2.3) into account, one sees that $\Phi_0(0) = \frac{1}{z} m'(0) = -\overline{\alpha}_1$. This shows that $\Phi_1$ is a Schur function and we find, again by (2.5), that $\Phi_1(0) = \Phi_0'(0)/(1 - |\alpha_1|^2) = -\overline{\alpha}_2$.

Consider now the truncated sequence of Verblunsky coefficients $n \mapsto \alpha_{2N+n}$. The Jost solution for this problem is given by $k \mapsto z^{-N} \nu(z, 2N+k)$. Consequently, the function $\Phi_{2N}$ plays the same role for the truncated sequence as $\Phi_0$ plays for the full sequence. Therefore we have $\Phi_{2N}(0) = -\overline{\alpha}_{2N+1}$ and $\Phi_{2N+1}(0) = -\overline{\alpha}_{2N+2}$. Thus any of the functions $\Phi_k$ is a Schur function and
\[
\Phi_k(0) = -\overline{\alpha}_{k+1}.
\]  

The hyperbolic distance on $\mathbb{D}$, given by
\[
d[\omega_1, \omega_2] = 2 \tanh^{-1} \left| \frac{\omega_1 - \omega_2}{1 - \overline{\omega_1} \omega_2} \right| = \log \frac{1 + |\omega_1 - \omega_2|/|1 - \overline{\omega_1} \omega_2|}{1 - |\omega_1 - \omega_2|/|1 - \overline{\omega_1} \omega_2|}.
\]
is invariant under Möbius transforms which map $\mathbb{D}$ onto itself. Hence, employing the triangle inequality and the fact that, for $|z| < 1$, we have $d[z\Phi_k(z), 0] \leq d(\Phi_k(z), 0) + d[0, \tau_k]$. Inequality (2.18) combined with (2.9) and (2.13) implies that $\Phi_k(z)$ tends uniformly to zero as $k$ tends to infinity. Hence we may sum up the telescoping series resulting from the previous inequality to get

$$d[\Phi_0(z), 0] \leq \sum_{k=1}^{\infty} d[0, \tau_k] = \sum_{k=1}^{\infty} \log \frac{1 + |\alpha_k|}{1 - |\alpha_k|} \leq \log Q^2.$$  

This, in turn, gives us the estimate

$$\frac{1 + |\Phi_0(z)|}{1 - |\Phi_0(z)|} \leq \prod_{k=1}^{\infty} \frac{1 + |\alpha_k|}{1 - |\alpha_k|} \leq Q^2$$  

(2.16)

which holds for all $z \in \mathbb{D}$ and hence also in the closure of $\mathbb{D}$.

3. The inverse problem

The main purpose of [14] was to prove the following theorem.

**Theorem 3.1.** The locations (and multiplicities) of the zeros of the Jost function, that is, the resonances, associated with the CMV equations (2.1) determine uniquely the Verblunsky coefficients, provided these satisfy $|\alpha_n| \leq \eta \exp(-n^\gamma)$.

The strategy in [14] was to show that the zeros of $\psi_0$ determine the Weyl-Titchmarsh $m$-function. The $m$-function, in turn, determines the Verblunsky coefficients as was shown in [4]. In the following we prove this fact directly, because the proof of our stability result relies on the details of the relationship between the resonances and the Verblunsky coefficients.

**Proof of Theorem 3.1.** As we know from equation (2.15), the Verblunsky coefficients are determined by the Schur functions $\Phi_k$. Of these the first one is determined by $m$ while the subsequent ones are found recursively via the Möbius transform $S$.

To find $m$ we call on Schwarz’s integral formula which says that

$$m(z) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{re^{it} + z}{re^{it} - z} \text{Re}(m(re^{it}))dt$$  

(3.1)

as long as $|z| < r < 1$. According to the first inequality in (2.16) $m = (1 + z\Phi_0(z))/(1 - z\Phi_0(z))$ is uniformly bounded in $\mathbb{D}$ and hence has no poles in its closure. Therefore we may take the limit $r \to 1$ in (3.1) under the integral. This fact and equation (2.12) show that

$$d\tilde{\mu}(t) = \text{Re}(M(e^{it}))dt = \frac{dt}{|\psi_0(e^{it})|^2}$$

so that

$$m(z) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{e^{it} + z}{e^{it} - z} \frac{dt}{|\psi_0(e^{it})|^2}$$  

(3.2)

for $|z| < 1$. 

Finally we have to show that $\psi_0$ is determined from its zeros (the resonances). Since it is an entire function of growth order zero Hadamard’s factorization theorem gives $\psi_0(z) = \psi_0(0) \Pi(z)$ where

$$\Pi(z) = \prod_{n=1}^{\infty} (1 - z/z_n)$$

and where the $z_n$ are the zeros of $\psi_0$ repeated according to their multiplicities. We claim that the value $\psi_0(0)$ is also determined by the $z_n$. Indeed, evaluating (3.2) at $z = 0$, using that $m(0) = 1$, gives

$$|\psi_0(0)|^2 = \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{dt}{|\Pi(e^{it})|^2}. \quad (3.3)$$

This will prove our claim if we can show that $\psi_0(0)$ is positive. To this end we note that $F(0,k) = (1,0)^T$ is the unique solution of the Volterra-type equations (2.6) for $z = 0$. Thus

$$\psi_0(0) = C_0 = \prod_{j=1}^{\infty} \rho_j^{-1} \geq 1. \quad (3.4)$$

\[\square\]

4. Stability

In this section we prove Theorem 1.2. Throughout the section we assume that any sequence of Verblunsky coefficients is from the class $B_0(\gamma, \eta, Q)$. Subsequently we will be using repeatedly the following elementary facts:

1. If $|x| \leq 1/2$, then $|\log(1 - x)| \leq 2|x|$.
2. $|e^u - 1| \leq |u|e^{|u|}$ for all $u \in \mathbb{C}$. Moreover, if $|u| \leq 1/2$, then $|e^u - 1| \leq 2|u|$.

4.1. Upper and lower bound for $\Pi$. Upper bounds on $\Pi$ follow from (2.7) since $\Pi(z) = (1,-1)F(z,0)$ by (2.10) and (3.4). Indeed, using that $\prod_{j=1}^{\infty} (1+|\alpha_j|) \leq Q$ for $\alpha \in B_0(\gamma, \eta, Q)$, we find

$$\log|\Pi(z)| \leq \log(\sqrt{2}Q) + \eta + (\log 2|z|^2)^{\gamma/(\gamma-1)} \quad (4.1)$$

as long as $|z| \geq 1$.

We need lower bounds on $\Pi$ only on the unit circle. Recall that by (2.12) we have $\text{Re}(M(z)) = |\psi_0(z)|^{-2} = C_0^{-2}|\Pi(z)|^{-2}$ if $|z| = 1$. Note also that

$$\text{Re}(M(z)) = \frac{1 - |z\Phi_0(z)|^2}{|1 - z\Phi_0(z)|^2} \leq \frac{1 + |\Phi_0(z)|}{1 - |\Phi_0(z)|}.$$

Combining these facts with (3.4) and (2.10) gives

$$|\Pi(z)|^{-2} \leq C_0^2 \prod_{n=1}^{\infty} \frac{1 + |\alpha_n|}{1 - |\alpha_n|} = \prod_{n=1}^{\infty} \frac{1}{(1 - |\alpha_n|)^2} \leq Q^2. \quad (4.2)$$
4.2. Distribution of resonances. Now let $N(r)$ denote the number of zeros of $\Pi$ in the open disk of radius $r$ centered at zero. We know that $N(r) = 0$ for $r \leq 1$. To deal with $r \geq 1$ we use Jensen’s formula, the estimate (4.1), and the inequality $2(a + b)^p \leq (2a)^p + (2b)^p$, which holds for $a, b \geq 0$ and $p \geq 1$, to find

$$N(r) \leq \int_r^\infty \frac{N(t)}{t} \, dt \leq \int_0^\infty \frac{N(t)}{t} \, dt = \frac{1}{2\pi} \int_0^{2\pi} \log |\Pi(e^{it})| \, dt \leq A_1 + \frac{(\log r)^p}{2}$$

where $p = \gamma/(\gamma - 1)$ and $A_1$ is a suitable constant which depends only on $Q$, $\eta$, and $\gamma$. From this we obtain

$$\sum_{|z_n| \geq R} \frac{1}{|z_n|} = \int_{|z|=R} \frac{dN(t)}{t} = -\frac{N(R)}{R} + \int_R^\infty \frac{N(t)}{t^2} \, dt \leq \frac{A_1}{R} + \frac{4p}{2} \Gamma(p + 1, \log R)$$

where $\Gamma$ denotes the incomplete Gamma function [1] Sect. 6.5]. In particular, we get

$$\sum_{n=1}^{\infty} \frac{1}{|z_n|} \leq A_1 + \frac{4p}{2} \Gamma(p + 1)$$

by setting $R = 1$. The asymptotic behavior of the incomplete Gamma function [1] Eq. 6.5.32] shows now that

$$\sum_{|z_n| \geq R} \frac{1}{|z_n|} \leq A_2 \frac{(\log R)^p}{R}$$

(4.3)

if $R \geq 2$ and $A_2$ is a suitable constant (depending on $Q$, $\eta$, and $\gamma$).

Next we estimate how close resonances can be to the unit circle. From (4.1) (making use of the maximum principle) we know that there is a constant $L$ depending only on $Q$, $\eta$, and $\gamma$ such that $|\Pi(z)| \leq L$ whenever $|z| \leq e$. Cauchy’s estimate gives $|\Pi'(a)| \leq L/(e - |a|)$ for any point $a$ with $|a| < e$. Let $1 + \delta = (QL + e)/(QL + 1)$ and $z_0$ a point on the unit circle. Then

$$|\Pi(tz_0)| \geq |\Pi(z_0)| - \int_1^t |\Pi'(z_0s)| \, ds \geq \frac{1}{Q} - (t - 1) \frac{L}{e - t}.$$ 

Since this is positive as long as $1 \leq t < 1 + \delta$ we have established that there are no zeros of $\psi_0$, i.e., no resonances, in the disk $|z| < 1 + \delta$ for any operator $U$ from the class $B_0(\gamma, \eta, Q)$.

4.3. Comparing $\Pi$ and $\bar{\Pi}$. We assume now that we have two CMV operators $U$ and $\bar{U}$ with Verblunsky coefficients $\alpha_n$ and $\bar{\alpha}_n$, respectively. More generally, any quantity associated with $\bar{U}$ will have an accent to distinguish it from the corresponding quantity associated with $U$. Both $\alpha$ and $\bar{\alpha}$ are in $B_0(\gamma, \eta, Q)$.

Our goal is to show that the differences $|\alpha_n - \bar{\alpha}_n|$ are arbitrarily small provided that the resonances of the associated operators $\bar{U}$ and $\bar{U}$ in a sufficiently large disk (of radius $R$) are respectively $\varepsilon$-close for a sufficiently small $\varepsilon$, i.e., to prove Theorem [1,2].

We will henceforth always assume $R \geq 2$ and $\varepsilon \leq \delta/2$. We begin by looking at those factors in $\Pi$ and $\bar{\Pi}$ associated with resonances which are respectively close to each other, i.e., the resonances in a disk of radius $R$. Let $N$ be their number and
Thus, whenever

\[ |z_n - z| \leq \varepsilon \text{ and } |\bar{z}_n - z|, |z_n - z| \geq \delta > 0 \text{ for } 1 \leq n \leq N. \]

Since \( \varepsilon / \delta < 1 / 2 \) we have the following estimate

\[
\left| \log \left( \prod_{n=1}^{N} \frac{1 - z/\bar{z}_n}{1 - z/z_n} \right) \right| \leq \sum_{n=1}^{N} \left| \log \left( 1 - z \frac{z_n - \bar{z}_n}{z_n - z} \right) \right| \leq 2 \varepsilon \frac{1}{\delta} \sum_{n=1}^{\infty} |z_n|^{-1}. \tag{4.4}
\]

We showed above that the sum on the right is bounded by \( A_1 + \Gamma(p + 1) / 2 \).

Next we turn to the terms associated with large resonances and show that these are negligible. Indeed, we get for \( |z_n|, |\bar{z}_n| \geq R \geq 2 \) and \( |z| = 1 \)

\[
\left| \log \prod_{n=N+1}^{\infty} \frac{1 - z/\bar{z}_n}{1 - z/z_n} \right| \leq 2 \sum_{n=N+1}^{\infty} \left( \left| \frac{1}{z_n} \right| + 1 \right)
\]

so that, with the aid of (4.4), we arrive at the estimate

\[
\left| \log \prod_{n=N+1}^{\infty} \frac{1 - z/\bar{z}_n}{1 - z/z_n} \right| \leq 4 A_2 \left( \log R \right)^p \frac{1}{R}. \tag{4.5}
\]

Combining this estimate with (4.4) and denoting by \( A_3 \) a suitable constant depending only on \( Q, \eta, \text{ and } \gamma \), we obtain

\[
\left| \frac{\Pi(z)}{\bar{\Pi}(z)} - 1 \right| \leq A_3 \left( \varepsilon + \frac{(\log R)^p}{R} \right)
\]

provided that \( |z| \leq 1 \).

### 4.4. Comparing \( \psi_0 \) and \( \bar{\psi}_0 \)

Since, by (4.2) and (4.2),

\[
\left| \frac{1}{|\Pi(e^{it})|^2} \right| - \left| \frac{1}{|\bar{\Pi}(e^{it})|^2} \right| \leq 2 Q^2 A_3 \left( \varepsilon + \frac{(\log R)^p}{R} \right)
\]

and since \( C_0, \tilde{C}_0 \geq 1 \) we get from (3.3) that

\[
|C_0^2 - \tilde{C}_0^2| \leq |C_0^2 - \tilde{C}_0^2| \leq 2 Q^2 A_3 \left( \varepsilon + \frac{(\log R)^p}{R} \right).
\]

Thus, whenever \( |z| \leq 1 \),

\[
\left| \frac{1}{|\psi_0(z)|^2} \right| - \left| \frac{1}{|\bar{\psi}_0(z)|^2} \right| \leq A_4 \left( \varepsilon + \frac{(\log R)^p}{R} \right).
\tag{4.6}
\]

where \( A_4 \) depends only on \( Q, \eta, \text{ and } \gamma \).

### 4.5. Comparing Verblunsky coefficients

Suppose \( 1 - |w|, 1 - |\bar{w}| \geq 1 / Q \) and \( z, \bar{z} \) are in the closed unit disk. Then

\[
|S(w, z) - S(\bar{w}, \bar{z})| \leq Q^2 (4|w - \bar{w}| + 2|z - \bar{z}|).
\]

Since by assumption \( 1 - |\alpha_n| \geq \prod_{j=1}^{\infty} (1 - |\alpha_j|) \geq 1 / Q \), it follows that for all \( z \) on the unit circle,

\[
|\Phi_k(z) - \bar{\Phi}_k(z)| \leq Q^2 (4|\alpha_k - \bar{\alpha}_k| + 2|\Phi_{k-1}(z) - \bar{\Phi}_{k-1}(z)|).
\tag{4.7}
\]

Let \( \| \cdot \|_p \) denote the \( L^p \)-norm on the unit circle with respect to the normalized Lebesgue measure. By Gauss’s mean value theorem

\[
|\alpha_k - \bar{\alpha}_k| \leq \| \Phi_{k-1} - \bar{\Phi}_{k-1} \|_1, \quad k \in \mathbb{N},
\]
and hence (4.7) yields,

$$||\Phi_k - \tilde{\Phi}_k||_1 \leq 6Q^2||\Phi_{k-1} - \tilde{\Phi}_{k-1}||_1, \quad k \in \mathbb{N}.$$ 

Thus we have

$$|\alpha_k - \tilde{\alpha}_k| \leq (6Q^2)^{k-1}||\Phi_0 - \tilde{\Phi}_0||_1, \quad k \in \mathbb{N},$$

by induction. Since for all $z$ on the unit circle $Re M(z) = 1/|\psi_0(z)|^2$ and $Re \tilde{M}(z) = 1/|\tilde{\psi}_0(z)|^2$ are nonnegative, it follows from (2.14) that $||\Phi_0 - \tilde{\Phi}_0||_1 \leq 2||M - \tilde{M}||_1 \leq 2||M - M||_2$. The imaginary parts of $M$ and $\tilde{M}$ can be obtained from the Hilbert transform of the respective real parts. Since the Hilbert transform is unitary on the space of square integrable functions we have $||Im M - Im \tilde{M}||_2 = ||Re M - Re \tilde{M}||_2$ and hence $||M - M||_2 \leq \sqrt{2}||Re M - Re \tilde{M}||_2$. Thus, we get from (4.6)

$$|\alpha_k - \tilde{\alpha}_k| \leq 2\sqrt{2}(6Q^2)^{k-1}\left|\frac{1}{|\psi_0(z)|^2} - \frac{1}{|\tilde{\psi}_0(z)|^2}\right|_2$$

$$\leq 2\sqrt{2}(6Q^2)^{k-1}A_4\left(\varepsilon + \frac{(\log R)^p}{R}\right). \quad (4.8)$$

Setting $A_0 = 2\sqrt{2}A_4/(6Q^2)$ completes the proof of Theorem 1.2

Estimate (4.8) becomes worse with increasing $k$. Eventually, of course we will have $|\alpha_k - \tilde{\alpha}_k| \leq 2pe^{-k^2}$ just by using our hypothesis on super-exponential decay of the Verblunsky coefficients. Using the worst possible case and introducing yet another appropriate constant $A_5$ gives us the uniform estimate

$$|\alpha_k - \tilde{\alpha}_k| \leq A_5\left(\varepsilon + \frac{(\log R)^p}{R}\right)^{1/\log(6eQ^2)}, \quad k \in \mathbb{N}.$$ 
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