CURVATURE AND HIGHER ORDER BUSER INEQUALITIES FOR THE GRAPH CONNECTION LAPLACIAN

SHIPING LIU, FLORENTIN MÜNCH, AND NORBERT PFEYERIMHOFF

ABSTRACT. We study the eigenvalues of the connection Laplacian on a graph with an orthogonal group or unitary group signature. We establish higher order Buser type inequalities, i.e., we provide upper bounds for eigenvalues in terms of Cheeger constants in the case of nonnegative Ricci curvature. In this process, we discuss the concepts of Cheeger type constants and a discrete Ricci curvature for connection Laplacians and study their properties systematically. The Cheeger constants are defined as mixtures of the expansion rate of the underlying graph and the frustration index of the signature. The discrete curvature, which can be computed efficiently via solving semidefinite programming problems, has a characterization by the heat semigroup for functions combined with a heat semigroup for vector fields on the graph.
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1. Introduction

A graph structure with its Laplacian matrix provides a mathematical tool to analyze the similarities between data points: those points with large enough similarities are connected by an edge. One can also assign edge weights to quantify such similarities. In many applications, it is noticed that the representation of the data set can be vastly improved by endowing the edges of the graph additionally with linear transformations [19, 39, 6]. For example, when the graph is representing a social network, we hope to attach to each edge an element from the
one dimensional orthogonal group $O(1) = \{\pm 1\}$ to indicate two kinds of opposite relationships between members of the network (vertices). When the graph is representing higher dimensional data set, e.g., 2-dimensional photos of a 3-dimensional object from different views, one would like to assign to each edge an element of the orthogonal group $O(2)$ which optimally rotationally aligns photos when comparing their similarity (see, e.g., [39, 6]). In theoretical research, assigning linear transformations to the edges of a graph also provides mathematical structures that have been found very useful in various topics, e.g., the study of Heawood map-coloring problem [14, 18], the construction of Ramanujan graphs [10, 33], and the study of a discrete analogue of magnetic operators [40, 38]. The corresponding Laplacian of a graph with such an additional structure is called the connection Laplacian, defined by Singer and Wu [39].

In fact, the connection Laplacian of a graph yields a very elegant and general mathematical framework for the analysis of massive data sets, which includes several extensively studied graph operators as particular cases, e.g., the classical Laplacian, the signless Laplacian [14], the Laplacian for Harary’s signed graphs [33, 3], and the discrete magnetic Laplacian [40, 38, 26].

In this paper, we study the spectra of the graph connection Laplacian, which are closely related to the geometric structure of the underlying graph with those transformations attached to its edges. We describe this geometric structure by introducing two types of quantities, Cheeger type constants and a discrete Ricci curvature. Our main theorem is concerned with higher order Buser type inequalities, showing the close relations between eigenvalues of the connection Laplacian and the Cheeger constants assuming nonnegativity of the discrete Ricci curvature. We also obtain a lower bound estimate of the first nonzero eigenvalue of the connection Laplacian by the lower Ricci curvature bound, i.e. we show a Lichnerowicz type eigenvalue estimate. In this process, the properties of the Cheeger constants and discrete Ricci curvature are explored systematically. In particular, our eigenvalues estimates help us to deepen the understanding of these two geometric quantities.

### 1.1. Higher order Buser inequalities

We now aim to state our main theorem (Theorem 1.1 below) more explicitly. We first introduce relevant notation. Let $G = (V,E)$ be an undirected simple finite graph with vertex set $V$ and edge set $E$. For simplicity, we restrict ourselves to unweighted $D$-regular graphs in this Introduction. Let $H$ be a group. For each edge $\{x,y\} \in E$, we assign an element $\sigma_{xy} \in H$ to it, such that

$$\sigma_{yx} = \sigma_{xy}^{-1}. \quad (1.1)$$

Actually, we are defining a map $\sigma : E^{or} \to H$, where $E^{or} := \{(x,y),(y,x) \mid \{x,y\} \in E\}$ is the set of all oriented edges. We call $\sigma$ a signature of the graph $G$. In this paper, we restrict the group $H$ to be the $d$ dimensional orthogonal group $O(d)$ or unitary group $U(d)$.

Then the (normalized) connection Laplacian $\Delta^\sigma$, as a matrix, is given by

$$\Delta^\sigma := \frac{1}{D} A^\sigma - I_{Nd}, \quad (1.2)$$

where $D$ is the (constant) vertex degree and $I_{Nd}$ is a $(Nd) \times (Nd)$-identity matrix, $N$ the size of vertex set $V$, and $A^\sigma$ is the $(Nd) \times (Nd)$-matrix, blockwisely defined
where the minimum is taken over all nonempty, pairwise disjoint subsets as

\[ (A^\sigma)_{xy} = \begin{cases} 0, & \text{if } \{x, y\} \notin E; \\ \sigma_{xy}, & \text{if } (x, y) \in E^{or}. \end{cases} \]  

(1.3)

Due to (1.1), \( \Delta^\sigma \) is Hermitian. Hence all eigenvalues of the matrix \( \Delta^\sigma \) are real. Note that the connection Laplacian \( \Delta^\sigma \) in (1.2) is defined as a negative semidefinite matrix for our later purpose of defining the discrete curvature, due to a convention originating from Riemannian geometry. However, we still want to deal with nonnegative eigenvalues. Hence, when we speak of eigenvalues of the connection Laplacian \( \Delta^\sigma \), we mean the eigenvalue of the matrix \(-\Delta^\sigma\). They can be listed (counting multiplicity) as

\[ 0 \leq \lambda_1^\sigma \leq \lambda_2^\sigma \leq \cdots \leq \lambda_{N(d+1)}^\sigma \leq \cdots \leq \lambda_{N(N-1)d+2}^\sigma \leq \cdots \leq \lambda_{N^2}^\sigma \leq 2. \]  

(1.4)

Observe that two different signatures do not necessarily lead to different spectra. Given a function \( \tau : V \to H \) and a signature \( \sigma \), we consider the new signature \( \sigma^\tau \) defined by

\[ \sigma^\tau_{xy} := \tau(x)^{-1}\sigma_{xy}\tau(y), \forall (x, y) \in E^{or}. \]  

(1.5)

Then the corresponding connection Laplacians \( \Delta^\sigma \) and \( \Delta^\sigma^\tau \) are unitarily equivalent and hence share the same spectra. Indeed, it is easy to check that

\[ \Delta^\sigma^\tau = (M_\tau)^{-1}\Delta^\sigma M_\tau, \]  

(1.6)

where \( M_\tau \) stands for the matrix given blockwisely by \( (M_\tau)_{xx} := \tau(x) \). We call the function \( \tau \) a switching function. Two signatures \( \sigma \) and \( \sigma' \) are said to be switching equivalent, if there exists a switching function \( \tau \) such that \( \sigma' = \sigma^\tau \). It follows from (1.6), the eigenvalues of the connection Laplacian \( \Delta^\sigma \) are switching invariant.

The Cheeger type constants \( \{h^\sigma_k, k = 1, 2, \ldots, N\} \) and the discrete Ricci curvature \( K_\infty(\sigma) \) that we are going to introduce are also switching invariant. A signature \( \sigma \) is said to be balanced if it is switching equivalent to the trivial signature \( \sigma_{\text{triv}} : E^{or} \to id \in H \). In fact, the constants \( \{h^\sigma_k, k = 1, 2, \ldots, N\} \) are quantifying the connectivity of the graph and the unbalancedness of the signature \( \sigma \). The latter is described by the frustration index \( \ell^\sigma(S) \) of the signature \( \sigma \) restricted to the induced subgraph of \( S \subseteq V \), with the property that

\[ \ell^\sigma(S) = 0 \iff \sigma \text{ restricted on } S \text{ is balanced}. \]

By abuse of notation, we will also use \( S \) to denote its induced subgraph. Denote by \( |E(S, V \setminus S)| \) the number of edges connecting \( S \) and its complement \( V \setminus S \). We then define

\[ \phi^\sigma(S) := \frac{\ell^\sigma(S) + |E(S, V \setminus S)|}{D \cdot |S|}, \]  

(1.7)

where \( |S| \) is the cardinality of the set \( S \). Then the Cheeger constants \( h^\sigma_k \) is defined as

\[ h^\sigma_k := \min_{\{S_i \}_{i=1}^k} \max_{1 \leq i \leq k} \phi^\sigma(S_i), \]  

(1.8)

where the minimum is taken over all nonempty, pairwise disjoint subsets \( \{S_i \}_{i=1}^k \) of the vertex set \( V \). The above definition of Cheeger constants is a natural extension of the constants in [3] and [20], where \( H = O(1) \) and \( U(1) \), respectively, and is closely related to the \( O(d) \) frustration \( \ell^1 \) constant in [6] (see Remark 4.7 for a detailed explanation).

The nonnegativity of the discrete Ricci curvature \( K_\infty(\sigma) \), or the curvature dimension inequality with a signature, \( CD^\sigma(0, \infty) \), is an extension of the classical...
curvature dimension inequality à la Bakry and Émery [5, 4] on graphs, which has been studied extensively in recent years, see, e.g., [37, 28, 23, 12, 24, 31, 22]. For related notions of curvature dimension inequalities and their strong implications in establishing various Li-Yau inequalities for heat semigroups on graphs, we refer to [7, 21, 34, 35]. The definition of \( \text{CD}_{\sigma}(0, \infty) \) uses both the connection Laplacian \( \Delta_{\sigma} \) and the graph Laplacian \( \Delta \), capturing the structure of the graph (especially, its cycles) and the signature (especially, the signature of cycles) locally around each vertex (see Proposition 3.12). The curvature condition \( \text{CD}_{\sigma}(0, \infty) \) can be characterized by properties of the classical heat semigroup \( P_t := e^{t\Delta} \) for functions and the heat semigroup \( P_{\sigma}^t := e^{t\Delta_{\sigma}} \) for vector fields (vector valued functions) of the underlying graph (see Theorem 3.20). Another appealing feature of this curvature notion is that it can be calculated very efficiently. Indeed, calculating this curvature is equivalent to solving semidefinite programming problems.

Our main theorem is the following result.

**Theorem 1.1 (Higher order Buser inequalities).** Assume that a graph \( G \) with a signature \( \sigma \) satisfies \( \text{CD}_{\sigma}(0, \infty) \). Then for each natural number \( 1 \leq k \leq N \), we have

\[
\lambda_{kd}^\sigma \leq 16D(kd)^2 \log(2kd)(h_k^\sigma)^2.
\]  

(1.9)

Note that \( \lambda_{kd}^\sigma \) should be considered as the maximal value of the group of eigenvalues \( \{\lambda_{(k-1)d+1}^\sigma, \ldots, \lambda_{kd}^\sigma\} \). There are \( N \) different groups of eigenvalues and \( N \) Cheeger constants, correspondingly.

In 1982, Peter Buser [11] showed that the first nonzero eigenvalue of the Laplace-Beltrami operator on a closed Riemannian manifold is bounded from above by the square of the Cheeger constant, up to a constant involving Ricci curvature. The authors of [24] extend an argument of Ledoux [27] to establish analogous Buser type estimates on graphs satisfying the classical curvature dimension inequality \( \text{CD}(0, \infty) \). In fact, Theorem 1.1 reduces to their result (see (1.10) below) up to a constant, when \( k = 2, d = 1 \), and the signature \( \sigma \) is balanced.

Higher order Buser inequalities were first proved by Funano [16] on Riemannian manifolds, and later improved in [30] on manifolds, and in [31] for graph Laplacians, via showing an eigenvalue ratio estimate. However, the method in [30, 31] does not extend to the connection Laplacian for a general signature \( \sigma : E^{or} \rightarrow H = O(d) \) or \( U(d) \), except for the very special case \( O(1) \) (see Example 7.5). We discuss extensions of the methods in [30, 31] for \( H = O(1) \) signatures in Section 7. For general signatures, our proof neatly extends Ledoux’s [27] argument for Buser’s inequality and provides new ideas for establishing higher order Buser inequalities.

In the following sections, we explain the ingredients of Theorem 1.1 in more details.

1.2. **Motivation and a dual Buser inequality.** In this subsection, we briefly recall some known results about Cheeger and dual Cheeger constants of a graph \( G \) and the eigenvalues of the graph Laplacian \( \Delta \), which can be listed as below,

\[
0 = \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_N \leq 2.
\]

This will explain one motivation of Theorem 1.1 from the spectral theory of the graph Laplacian \( \Delta \). Recall that \( \Delta := \frac{1}{\gamma} A - I_N \), where \( A \) is the adjacency matrix of \( G \), i.e., \( \Delta \) can be viewed as the connection Laplacian with the trivial signature \( \sigma_{\text{triv}} : E^{or} \rightarrow 1 \in O(1) \). The above \( \lambda_i \)'s are eigenvalue of the matrix \( -\Delta \).
By the results in [3], we know that if we assign to $G$ the trivial $O(1)$ signature $\sigma_{\text{triv}} : E^\text{tr} \to 1 \in O(1)$, then the constant $h^2_{\sigma_{\text{triv}}}$ coincides with the classical Cheeger constant of $G$. If, instead, we assign to $G$ the signature $-\sigma_{\text{triv}} : E^\text{tr} \to -1 \in O(1)$, then the constant $h^-_{\sigma_{\text{triv}}}$ reduces to the bipartiteness ratio of Trevisan [41], or to one minus the dual Cheeger constant of Bauer and Jost [8]. For details, we refer to [3]. In fact, we have the following relations between eigenvalues, Cheeger constants and structural properties of the underlying graph:

$$\lambda_2 = 0 \iff h^2_{\sigma_{\text{triv}}} = 0 \iff G \text{ has at least two connected components};$$
$$2 - \lambda_N = 0 \iff h^-_{\sigma_{\text{triv}}} = 0 \iff G \text{ has a bipartite connected component}.$$ 

The Cheeger [15, 2, 1] and dual Cheeger inequalities [41, 8] asserts that

$$\frac{(h^2_{\sigma_{\text{triv}}})^2}{2} \leq \lambda_2 \leq 2h^2_{\sigma_{\text{triv}}} \quad \text{and} \quad \frac{(h^-_{\sigma_{\text{triv}}})^2}{2} \leq 2 - \lambda_N \leq 2h^-_{\sigma_{\text{triv}}}.$$ 

For many purposes, it is very useful to have further relations between $\lambda_2$ ($2 - \lambda_N$, resp.) and $h^2_{\sigma_{\text{triv}}}$ ($h^-_{\sigma_{\text{triv}}}$, resp.). The authors of [24] prove the following Buser inequality: If $G$ satisfies the curvature dimension inequality $CD(0, \infty)$, then

$$\frac{(h^2_{\sigma_{\text{triv}}})^2}{2} \leq \lambda_2 \leq 16D(h^2_{\sigma_{\text{triv}}})^2.$$ 

The inequality $CD(0, \infty)$ is defined solely by the graph Laplacian $\Delta$: For any two functions $f, g : V \to \mathbb{R}$, we define two operators $\Gamma$ and $\Gamma_2$ as follows:

$$2\Gamma(f, g) := \Delta(fg) - f\Delta g - (\Delta f)g,$$
$$2\Gamma_2(f, g) := \Delta(\Gamma(f, g)) - \Gamma(f, \Delta g) - \Gamma(\Delta f, g).$$

The graph $G$ satisfies $CD(0, \infty)$ if we have for any function $f : V \to \mathbb{R}$,

$$\Gamma_2(f, f) \geq 0.$$ 

In particular, every cycle graph $C_N$ with $N$ vertices satisfies $CD(0, \infty)$. Moreover, we have for the graph $C_N$ (see, e.g., [29] Proposition 7.4),

$$\frac{(h^2_{\sigma_{\text{triv}}})^2}{2} \leq \lambda_2(C_N) \leq 5(h^2_{\sigma_{\text{triv}}})^2,$$

which is in line with the Cheeger inequality and Buser inequality, and also

$$0.3(h^-_{\sigma_{\text{triv}}})^2 \leq 2 - \lambda_N(C_N) \leq 5(h^-_{\sigma_{\text{triv}}})^2.$$ 

A natural question then arises: Is there any similar generalization of the right hand side of (1.15)? That is, we are asking for a possible dual Buser inequality for the graph Laplacian $\Delta$.

Observe that the first eigenvalue of the connection Laplacian $\Delta^{-\sigma_{\text{triv}}}$, also known as the signless Laplacian [14], is equal to $2 - \lambda_N$. Indeed, one check that

$$-\Delta^{-\sigma_{\text{triv}}} = 2I_N - (-\Delta) = I_N + \frac{1}{D}A.$$ 

Therefore, Theorem [1.1] implies the following dual Buser inequality for $\Delta$.

**Corollary 1.2** (Dual Buser inequality). Assume that $G$ satisfies $CD^{-\sigma_{\text{triv}}}(0, \infty)$. Then we have

$$2 - \lambda_N \leq 16(\log 2)D(h^-_{\sigma_{\text{triv}}})^2.$$ 

(1.16)
This provides a "dual" version of the Buser inequality in (1.10). We like to mention that every cycle graph $C_N$ also fulfills the inequality $\text{CD}^{-\sigma_{triv}}(0, \infty)$.

One may guess that the inequality $\text{CD}^{-\sigma_{triv}}(0, \infty)$ is defined by replacing the Laplacian $\Delta$ in (1.11) and (1.12) by $\Delta^{-\sigma_{triv}}$. However, this does not work. The reason is that the corresponding heat semigroup $P_t^{-\sigma_{triv}} := e^{t\Delta^{-\sigma_{triv}}}$ does not possess a probability kernel (the operator $P_t^{-\sigma_{triv}}$ is not even nonnegative), a property which is essential for the proofs in [27, 24]. In fact, our definition of $\text{CD}^{-\sigma_{triv}}(0, \infty)$ involves both matrices $\Delta$ and $\Delta^{-\sigma_{triv}}$, which will be explained in the next section.

1.3. **Curvature dimension inequalities with signatures.** It actually looks more natural to define the curvature dimension inequality with a signature using both matrices $\Delta$ and $\Delta^\sigma$ when we come back to the general setting: For a $d$-dimensional signature $\sigma$, the connection Laplacian $\Delta^\sigma$, as an operator, acts on vector fields, i.e. functions $f : V \to \mathbb{K}^d$, where $\mathbb{K} = \mathbb{R}$ or $\mathbb{C}$.

**Definition 1.3.** For any two functions $f, g : V \to \mathbb{K}^d$, we define

$$2\Gamma^\sigma(f, g) := \Delta(f^T g) - f^T(\Delta^\sigma g) - (\Delta^\sigma f)^T g,$$  \hspace{1cm} (1.17)

and

$$2\Gamma_\Delta^2(f, g) := \Delta^2(f, g) - \Gamma^\sigma(f, \Delta^\sigma g) - \Gamma^\sigma(\Delta^\sigma f, g).$$ \hspace{1cm} (1.18)

Note that $\Gamma^\sigma(f, g)$ and $\Gamma_\Delta^2(f, g)$ are $\mathbb{K}$-valued functions on $V$. We also write $\Gamma^\sigma(f) := \Gamma^\sigma(f, f)$ and $\Gamma_\Delta^2(f) := \Gamma_\Delta^2(f, f)$, for short. In (1.17) and (1.18), we use the graph Laplacian whenever we deal with a $\mathbb{K}$-valued function, and we use the graph connection Laplacian whenever we deal with a $\mathbb{K}$-vector valued function.

**Definition 1.4 (CD$^\sigma(K, \infty)$ inequality).** Let $K \in \mathbb{R}$. We say the graph $G$ with a signature $\sigma$ satisfies the curvature dimension inequality $\text{CD}^\sigma(K, \infty)$ if we have for any vector field $f : V \to \mathbb{K}^d$ and any vertex $x \in V$,

$$\Gamma_\Delta^2(f)(x) \geq KT^\sigma(f)(x).$$ \hspace{1cm} (1.19)

The **precise** $\infty$-dimensional Ricci curvature lower bound $K_{\infty}(\sigma)$ is defined as the largest constant $K$ such that (1.19) holds.

In Section 3.6 we show that the above curvature condition $\text{CD}^\sigma(0, \infty)$ can be characterized in terms of the corresponding heat semigroups $P_t := e^{t\Delta}$ and $P_t^\sigma = e^{t\Delta^\sigma}$ as follows:

$$\text{CD}^\sigma(K, \infty) \iff \Gamma^\sigma(P_t^\sigma f) \leq e^{-2Kt}P_t(\Gamma^\sigma(f)), \forall f : V \to \mathbb{K}^d, \forall t \geq 0.$$ 

This is very useful for the proof of Theorem 1.1.

It turns out that every graph $G$ with a signature $\sigma$ satisfies $\text{CD}^\sigma(\frac{d}{2} - 1, \infty)$ (see Corollary 3.8). This is shown by considering the switching invariance of $\text{CD}^\sigma(K, \infty)$ and $\text{CD}^\sigma$ inequalities of covering graphs (see Sections 3.2 and 3.3). In particular, every (unweighted) cycle graph with a signature $\sigma : E^\sigma \to \mathcal{O}(d)$ or $U(d)$ satisfies $\text{CD}^\sigma(0, \infty)$.

Given a graph $G$ and a signature $\sigma$, the curvature $K_{\infty}(\sigma)$ can be computed very efficiently by reformulating the $\text{CD}^\sigma(K, \infty)$ inequality as linear matrix inequalities at local neighborhoods of all vertices (see Section 3.4). Computing the precise Ricci curvature lower bound $K_{\infty}(\sigma)$ is then equivalent to solving semidefinite programming problems, for which efficient solvers exist. In particular, we derive the precise formula of $K_{\infty}(\sigma)$ for a triangle (3-cycle) graph with $\sigma : E^\sigma \to U(1)$ in Section 3.6.
Moreover, the class of graphs with signatures satisfying $CD^\sigma(0,\infty)$ inequalities is rich since this curvature property is preserved by taking Cartesian products: Given two graphs $G_i = (V_i, E_i), i = 1, 2$ with signatures $\sigma_i : E_i^{\text{or}} \to H_i = O(d_i)$ or $U(d_i), i = 1, 2$. Denote their Cartesian product graph by $G_1 \times G_2 = (V_1 \times V_2, E_{12})$.

Let us assign a signature $\hat{\sigma}_{12} : E_{12}^{\text{or}} \to H_1 \otimes H_2$ to $G_1 \times G_2$ as follows:

$$\hat{\sigma}_{12}(x_1,y_1)(x_2,y_2) := \sigma_{1,x_1,x_2} \otimes I_{d_2}, \quad \text{for any} \quad (x_1, x_2) \in E_1^{\text{or}}, y \in V_2;$$

$$\hat{\sigma}_{12}(x_1,y_1)(x_2,y_2) := I_{d_1} \otimes \sigma_{2,y_1,y_2}, \quad \text{for any} \quad (y_1, y_2) \in E_2^{\text{or}}, x \in V_1.$$

Then we have the following theorem (see Theorem A.3 and Remark A.4).

**Theorem 1.5.** Let $G_i, i = 1, 2$ with signatures $\sigma_i, i = 1, 2$ satisfy $CD^\sigma_1(K_1, \infty)$ and $CD^\sigma_2(K_2, \infty)$, respectively. Then the Cartesian product graph $G_1 \times G_2$ with the signature $\hat{\sigma}_{12}$ satisfies $CD^\sigma_{12}(\frac{1}{2}\min\{K_1, K_2\}, \infty)$.

In Appendix A we discuss similar behavior of the curvature dimension inequality on the Cartesian product $G_1 \times G_2$ when we assign to it various choices of edge weights, vertex measures and signatures.

1.4. **Frustration index via spanning trees.** The frustration index $\iota^\sigma(S)$, measuring the discrepancy of the signature $\sigma$ from being balanced when restricted to $S$, is an important ingredient for the definition of Cheeger type constants (1.8). In particular, for an $U(1)$ signature $\sigma : E^{\text{or}} \to U(1)$, it is defined as

$$\iota^\sigma(S) := \min_{\tau : S \to U(1)} \sum_{\{x,y\} \in E_S} |\sigma_{xy}\tau(y) - \tau(x)|,$$

where $E_S$ stands for the edges of the induced subgraph of $S$, and the minimum is taken over all switching functions on $S$. For higher dimensional signatures, we need to choose a matrix norm to define $\iota^\sigma(S)$, see Section 4.1.

For $U(1)$ signatures, we show that there is an easier way to calculate its frustration index: We can calculate $\iota^\sigma(S)$ by taking the minimum only over a finite set of switching functions. Let the induced subgraph of $S$ be connected. Given a spanning tree $T$ of $S$, we pick a switching function $\tau_T$ that switches the signature $\sigma$, restricted to $T$, to the trivial signature. Then we have

$$\iota^\sigma(S) := \min_{T \subset_T S} \sum_{\{x,y\} \in E_S} |\sigma_{xy}\tau_T(y) - \tau_T(x)|,$$

where $T_S$ is the set of all spanning trees of $S$, which is a finite set (see Section 4.2). This provides combinatorial expressions for $\iota^\sigma(S)$ and hence the Cheeger constants.

Surprisingly, such a simplified expression (1.21) of $\iota^\sigma(S)$ becomes false for signatures with dimension $\geq 2$. We present a counterexample in Appendix B.

Frustration indices and hence Cheeger constants behave well under taking Cartesian products as in the case of curvature dimension inequalities. This is discussed in Appendix A.

1.5. **Lichnerowicz inequality and the jump of the curvature.** Let $\lambda^\sigma$ be the first nonzero eigenvalue of the connection Laplacian $\Delta^\sigma$. Suppose the graph $G$ is connected. We observed that when $\sigma$ is unbalanced, $\lambda^\sigma = \lambda_1^\sigma \neq 0$, and hence $\lambda^\sigma = \lambda_1^\sigma$. Moreover, when $\iota^\sigma(V)$ becomes very small, i.e., when $\sigma$ is very close to be balanced, $\lambda^\sigma = \lambda_1^\sigma$ becomes very close to 0. Once $\sigma$ becomes balanced, $\lambda_1^\sigma = 0$, and $\lambda^\sigma = \lambda_2^\sigma > 0$. We say that the quantity $\lambda^\sigma$ jumps when $\sigma$ becomes balanced.

We show the following Lichnerowicz type eigenvalue estimate in Section 6.
Theorem 1.6 (Lichnerowicz inequality). Assume that the graph $G$ with a signature $\sigma$ satisfies $CD^\sigma(K,\infty)$. Then the first nonzero eigenvalue $\lambda^\sigma$ satisfies

$$\lambda^\sigma \geq K. \quad (1.22)$$

For another Lichnerowicz type eigenvalue estimate for the eigenvalues $\lambda_2$ and $2 - \lambda_N$ of the graph Laplacian $\Delta$ in terms of the coarse Ricci curvature bound due to Ollivier [36], we refer to [37]. An interesting application of Theorem 1.6 is the following: The jump phenomenon of the quantity $\lambda^\sigma$ imposes a similar jump phenomenon on the curvature.

Figure 1 illustrates the jumps of the first nonzero eigenvalue $\lambda^\sigma$ and the curvature $K_\infty(\sigma)$ of the particular example of a triangle graph $C_3$ with $\sigma : E^{or} \to U(1)$, when $\sigma$ becomes balanced. In Figure 1, the complex variable $s = Sgn(C_3) \in U(1)$ is the signature of the triangle (see (2.2) for the definition). The signature $\sigma$ is balanced if and only if $\text{Re}(s) = 1$. See Section 3.5 for details.

Figure 1. Curvature and eigenvalues of a signed triangle

Moreover, Theorem 1.6 also establishes direct relations between Cheeger constants and the discrete Ricci curvature, see Section 6.

1.6. Organization of the paper. In Section 2, we set up our general setting of a graph with edge weights, a general vertex measure and a signature, and discuss the associated connection Laplacian. In Section 3, we discuss various basic properties of the curvature dimension inequalities with signatures and also their equivalent definitions. In Section 4, we introduce multi-way Cheeger constants with signatures and discuss some of the fundamental properties. Section 5 is devoted to the proof of our main result, that is, higher order Buser inequalities. In Section 6, we prove a Lichnerowicz type eigenvalue estimate and discuss its applications. The special case of graphs with $O(1)$ signatures is treated in Section 7 where an eigenvalue ratio estimate is obtained. In Appendix A, we provide a detailed discussion about the behavior on Cartesian product graphs of the two concepts, curvature dimension inequalities and Cheeger constants with signatures. Appendix B contains a counterexample showing that a combinatorial expression of the frustration index via
spanning trees, which we established in Section 4 for graphs with $U(1)$ signatures, does no longer hold for $U(d)$ signatures with $d > 1$.

2. The Connection Laplacian

In this section, we introduce the basic setting of a graph with edge weights, a vertex measure and a signature, and the corresponding connection Laplacian.

2.1. Basic setting. Throughout the paper, $G = (V, E, w)$ denotes an undirected weighted simple finite graph with vertex set $V$ and edge set $E$. If two vertices $x, y \in V$ are connected by an edge, we write $x \sim y$ and denote this edge by $\{x, y\}$. To each edge $\{x, y\} \in E$, we associate a positive symmetric weight $w_{xy} = w_{yx}$. Let

$$d_x := \sum_{y : y \sim x} w_{xy}$$

be the (weighted) vertex degree of $x \in V$.

For the vertex set $V$, we assign a finite positive measure $\mu : V \to \mathbb{R}_{>0}$. The following two quantities $D_G^{\text{non}}$ and $D_G^{\text{nor}}$ will appear naturally in our arguments:

$$D_G^{\text{non}} := \max_{x \in V} \frac{d_x}{\mu(x)}, \quad \text{and} \quad D_G^{\text{nor}} := \max_{x \in V} \max_{y \sim x} \frac{\mu(x)}{w_{xy}}. \quad (2.1)$$

Typically, one chooses $\mu(x) = 1$ for all $x \in V$ ($\mu = 1_V$ for short), or $\mu(x) = d_x$ for all $x \in V$ ($\mu = d_V$ for short). The superscripts in (2.1) are abbreviations for ”nonnormalized” and ”normalized”, respectively. Observe that, $D_G^{\text{non}} = \max_{x \in V} d_x$ for the measure $\mu = 1_V$, while $D_G^{\text{nor}} = \max_{x \in V} d_x$ for the measure $\mu = d_V$ and $w_{xy} = 1$ for all $\{x, y\} \in E$.

We write $(G, \mu, \sigma)$ to denote a graph $G = (V, E, w)$ with the vertex measure $\mu$ and the signature $\sigma : E^\text{or} \to H$ where $H$ is a group (recall (1.1)).

Recall from the Introduction that $\sigma$ is balanced if it is switching equivalent to the trivial signature $\sigma_{\text{triv}} : E^\text{or} \to \text{id} \in H$. Actually, the original definition of balancedness of a signature by Harary [19] is defined via the signature of cycles of the underlying graph. Let $C$ be a cycle of $G$, i.e., a subgraph composed of a sequence $(x_1, x_2, (x_2, x_3), \ldots, (x_{k-1}, x_k), (x_k, x_1))$ of distinct edges. Then the signature $\text{Sgn}(C)$ of $C$ is defined as the conjugacy class of the element

$$\sigma_{x_1x_2} \sigma_{x_2x_3} \cdots \sigma_{x_{k-1}x_k} \sigma_{x_kx_1} \in H. \quad (2.2)$$

Note that, the signature of any cycle is switching invariant. Harary [19] (see also [42]) defines a signature $\sigma : E^\text{or} \to H$ to be balanced if the signature of every cycle of $G$ is (the conjugacy class of the) identity element $\text{id} \in H$. In fact, the above two definitions of balancedness of a signature are equivalent, see [42 Corollary 3.3 and Section 9].

For more historical background about signatures of graphs, we refer the reader to [32 Section 3].

2.2. Connection Laplacian. Let $\mathbb{K} = \mathbb{R}$ or $\mathbb{C}$. Throughout this paper, we restrict the group $H$ to be the orthogonal group $O(d)$ or the unitary group $U(d)$, of dimension $d$, $d \in \mathbb{Z}_{>0}$, when $\mathbb{K} = \mathbb{R}$ or $\mathbb{C}$, respectively. For every edge $(x, y) \in E^\text{or}$, $\sigma_{xy}$ is a $(d \times d)$-orthogonal or unitary matrix and we have $\sigma_{yx} = \sigma_{xy}^{-1} = \sigma_{xy}^T$. 


For any vector-valued functions \( f : V \to \mathbb{K}^d \) and any vertex \( x \in V \), the graph connection Laplacian \( \Delta^\sigma \) is defined via

\[
\Delta^\sigma f(x) := \frac{1}{\mu(x)} \sum_{y : y \sim x} w_{xy}(\sigma_{xy} f(y) - f(x)) \in \mathbb{K}^d.
\]

Note that a function \( f : V \to \mathbb{K}^d \) can also be considered as an \((Nd)\)-dimensional column vector, which we denote by \( \vec{f} \in \mathbb{K}^{Nd} \). This vector is well defined once we enumerate the vertices in \( V \). The Laplacian can then be written as

\[
\Delta^\sigma = (\text{diag}_\mu)^{-1}(A^\sigma - \text{diag}_D),
\]

where \( \text{diag}_\mu \) and \( \text{diag}_D \) are \((Nd)\times(Nd)\)-diagonal matrices with the diagonal blocks \((\text{diag}_\mu)_{xx} = \mu(x)I_d\) and \((\text{diag}_D)_{xx} = d^2_{xx}\) for \( x \in V \), respectively. Here we use \( I_d \) for a \((d \times d)\)-identity matrix. The matrix \( A^\sigma \) is defined blockwise as follows. For \( x, y \in V \), the \((d \times d)\)-block of it is given by

\[
(A^\sigma)_{xy} = \begin{cases} 0, & \text{if } \{x, y\} \notin E; \\ w_{xy} \sigma_{xy}, & (x, y) \in E. \end{cases}
\]

Then we have \( \overline{\Delta^\sigma \vec{f}} = (\text{diag}_\mu)^{-1}(A^\sigma - \text{diag}_D) \vec{f} \).

If every edge has the trivial signature \( 1 \in O(1) \), \( \Delta^\sigma \) reduces to the graph Laplacian \( \Delta \). When \( H = U(1) \), \( \Delta^\sigma \) coincides with the discrete magnetic Laplacian \[10, \[33, \[29].

Given two functions \( f, g : V \to \mathbb{K}^d \), locally at a vertex \( x \) the Hermitian inner product of \( f(x) \) and \( g(x) \) is given by \( f(x)^T g(x) \). The corresponding norm of \( f(x) \) is denoted by \( |f(x)| := \sqrt{f(x)^T f(x)} \). Globally, we have the following inner product between \( f \) and \( g \):

\[
\langle f, g \rangle_\mu := \sum_{x \in V} \mu(x)f(x)^T g(x). \tag{2.5}
\]

We denote by \( \ell^2(V, \mathbb{K}^d; \mu) \) the corresponding Hilbert space of functions. The \( \ell^2 \) norm corresponding to \( (2.5) \) is denoted by \( \| \cdot \|_{2, \mu} \). Note that \( \Delta^\sigma \) is a self-adjoint operator on \( \ell^2(V, \mathbb{K}^d; \mu) \), i.e.,

\[
\langle \Delta^\sigma f, g \rangle_\mu = \langle f, \Delta^\sigma g \rangle_\mu. \tag{2.6}
\]

We call \( \lambda^\sigma \in \mathbb{R} \) an eigenvalue of \( \Delta^\sigma \) if there exists a non-zero function \( f : V \to \mathbb{K}^d \) such that \( \Delta^\sigma f = -\lambda^\sigma f \). In fact, all \( Nd \) eigenvalues of \( \Delta^\sigma \) lie in the interval \([0, 2D_{G, \text{nom}}]\).

Let \( \Sigma \) be the group generated by the elements of \( \{ \sigma_{xy} \mid (x, y) \in E^{\text{or}} \} \). We call \( \Sigma \) the signature group of the graph \((G, \sigma)\). If the action of \( \Sigma \) on \( \mathbb{K}^d \) is reducible, we have an orthogonal decomposition of \( \mathbb{K}^d \), i.e.,

\[
\mathbb{K}^d = U_1 \oplus U_2 \oplus \cdots \oplus U_r, \text{ for some } r,
\]

where the \( U_i \)'s are pairwise orthogonal w.r.t. the Hermitian inner product of \( \mathbb{K}^d \) and each \( U_i \) is an \( \Sigma \)-invariant subspace of \( \mathbb{K}^d \) of dimension \( d_i \) such that \( \sum_{i=1}^r d_i = d \). Then there exist signatures \( \sigma_i : E^{\text{or}} \to O(d_i) \) or \( U(d_i) \), \( i = 1, 2, \ldots, r \), such that we can write

\[
\Delta^\sigma = \Delta^{\sigma_1} \oplus \Delta^{\sigma_2} \oplus \cdots \oplus \Delta^{\sigma_r},
\]

by identifying each \( U_i \) with the vector space \( \mathbb{K}^{d_i} \).
3. Curvature dimension inequalities with signatures

In this section, we introduce the \( CD^\sigma(K,n) \) inequality for \( K \in \mathbb{R} \) and \( n \in \mathbb{R}_+ \) and discuss its basic properties. We will characterize the \( CD^\sigma \) inequality in terms of linear matrix inequalities, and also in terms of heat semigroups for functions and vector fields.

3.1. Definitions. We start by discussing several basic properties of the operators \( \Gamma^\sigma \) and \( \Gamma^\sigma_2 \) defined in Definition 1.3 (of course, we are using the Laplacians in our current general setting). First, observe that they have the following Hermitian properties:

\[
\Gamma^\sigma(f,g) = \overline{\Gamma^\sigma(g,f)}, \quad \Gamma^\sigma_2(f,g) = \overline{\Gamma^\sigma_2(g,f)}, \quad \forall f, g : V \to \mathbb{K}^d.
\]

(3.1)

Since the graph Laplacian \( \Delta \) satisfies

\[
\sum_{x \in V} \mu(x) \Delta(f^T g)(x) = 0,
\]

(3.2)

the definition (1.17) of \( \Gamma^\sigma \) and the self-adjointness (2.6) of \( \Delta^\sigma \) lead to the following summation by part formula,

\[
\sum_{x \in V} \mu(x) \Gamma^\sigma(f,g)(x) = -\langle \Gamma^\sigma f, g \rangle_{\mu} = -\langle \Delta^\sigma f, g \rangle_{\mu}.
\]

(3.3)

Moreover, we have the following properties.

Proposition 3.1. For any two functions \( f, g : V \to \mathbb{K}^d \) and any \( x \in V \), we have

(i) \[
\Gamma^\sigma(f,g)(x) = \frac{1}{2\mu(x)} \sum_{y, y' \sim x} w_{xy}(\sigma_{xy} f(y) - f(x))^T (\overline{\sigma_{xy} g(y) - g(x)});
\]

(ii) \[
|\Gamma^\sigma(f,g)(x)| \leq \sqrt{\Gamma^\sigma(f)(x)} \sqrt{\Gamma^\sigma(g)(x)}.
\]

Proof. The formula (i) follows from a direct calculation. (ii) is a consequence of (i) by applying the Cauchy-Schwarz inequality.

\( \square \)

Definition 3.2 (\( CD^\sigma \) inequality). Let \( K \in \mathbb{R} \) and \( n \in \mathbb{R}_+ \). We say that \( (G, \mu, \sigma) \) satisfies the \( CD^\sigma \) inequality \( CD^\sigma(K,n) \) if we have for any vector field \( f : V \to \mathbb{K}^d \) and any vertex \( x \in V \),

\[
\Gamma^\sigma_2(f)(x) \geq \frac{1}{n} |\Delta^\sigma f(x)|^2 + K \Gamma^\sigma(f)(x).
\]

(3.4)

We call \( K \) a lower curvature bound of \( (G, \mu, \sigma) \) and \( n \) a dimension parameter. We define the \( n \)-dimensional Ricci curvature \( K_n(G, \mu, \sigma; x) \) of \( (G, \mu, \sigma) \) at the vertex \( x \in V \) to be the largest \( K \) that the inequality (3.4) holds for a given dimension parameter \( n \). We further define the precise \( n \)-dimensional Ricci curvature lower bound \( K_n(G, \mu, \sigma) \) of \( (G, \mu, \sigma) \) as

\[
K_n(G, \mu, \sigma) := \min_{x \in V} K_n(G, \mu, \sigma; x).
\]

(3.5)

We also simply write \( K_n(\sigma; x) \) and \( K_n(\sigma) \) when the setting \( (G, \mu) \) is clear.
Note that for given $K \in \mathbb{R}$, and $n_1, n_2 \in \mathbb{R}_+$ with $n_1 \leq n_2$, the inequality $CD^\sigma(K, n_1)$ implies $CD^\sigma(K, n_2)$. In other words, $CD^\sigma(K, n)$ provides a lower curvature bound $K$ and an upper dimension bound $n$ of the graph.

We also remark that rescalling the measure $\mu$ by a constant $c > 0$ leads to

$$K_n(G, c\mu, \sigma; x) = \frac{1}{c}K_n(G, \mu, \sigma; x).$$  \hspace{1cm} (3.6)

We will be particularly interested in graphs satisfying $CD^\sigma(K, \infty)$ in this paper.

The classical curvature-dimension inequality $CD(K, n)$ à la Bakry and Émery on graphs is defined as follows: For any real-valued function $f : V \to \mathbb{R}$ and any vertex $x$, we have

$$\Gamma_2(f)(x) \geq \frac{1}{n} |\Delta f(x)|^2 + KT(f)(x).$$  \hspace{1cm} (3.7)

Recall the definitions of $\Gamma$ and $\Gamma_2$ from (1.11) and (1.12).

When $\sigma = \sigma_{\text{triv}} : E^{or} \to \text{id} \in U(d)$ is the trivial signature, the graph $(G, \mu, \sigma)$ satisfies the inequality $CD^\sigma(K, n)$ if and only if $(G, \mu)$ satisfies the inequality $CD(K, n)$. In fact, this follows immediately from the following general result.

**Proposition 3.3.** Assume that the action of the signature group $\Sigma$ of the graph $(G, \mu, \sigma)$ is decomposable, i.e., we have

$$\Delta^\sigma = \Delta^{\sigma_1} \oplus \Delta^{\sigma_2} \oplus \cdots \oplus \Delta^{\sigma_r},$$

where $\sigma_i : E^{or} \to U(d_i)$ or $O(d_i)$, $i = 1, 2, \ldots, r$. Then the graph $(G, \mu, \sigma)$ satisfies the inequality $CD^\sigma(K, n)$ if and only if $(G, \mu, \sigma_i)$ satisfies $CD^{\sigma_i}(K, n)$ for each $i = 1, 2, \ldots, r$.

**Proof.** By assumption, for any function $f : V \to \mathbb{R}^d$, there exist functions $f_i : V \to U_i \cong \mathbb{R}^{d_i}$, $i = 1, 2, \ldots, r$ such that

$$f^T \mathcal{T} = \sum_{i=1}^r f_i^T \mathcal{T}_i + \sum_{i=1}^r f_i^T \mathcal{T}_i,$$

and,

$$\Delta^\sigma f = \Delta^{\sigma_1} f_1 \oplus \Delta^{\sigma_2} f_2 \oplus \cdots \oplus \Delta^{\sigma_r} f_r.$$

Hence, for any $x \in V$, we obtain by Definition 1.3

$$\Gamma^\sigma(f)(x) = \sum_{i=1}^r \Gamma^{\sigma_i}(f_i)(x), \quad \text{and} \quad \Gamma_2^\sigma(f)(x) = \sum_{i=1}^r \Gamma_2^{\sigma_i}(f_i)(x).$$

We also have

$$|\Delta^\sigma f(x)|^2 = \sum_{i=1}^r |\Delta^{\sigma_i} f_i(x)|^2.$$

Therefore, the inequality

$$\Gamma_2^\sigma(f)(x) \geq \frac{1}{n} |\Delta^\sigma f(x)|^2 + KT^\sigma(f)(x), \quad \forall x \in V,$$

is equivalent to the following inequality,

$$\sum_{i=1}^r \Gamma_2^{\sigma_i}(f_i)(x) \geq \sum_{i=1}^r \left( \frac{1}{n} |\Delta^{\sigma_i} f_i(x)|^2 + \Gamma^{\sigma_i}(f_i)(x) \right),$$

and the proposition follows immediately. \hfill $\square$
Given a graph \((G, \mu, \sigma)\), where \(\sigma : E^{or} \to O(d_1)\) or \(U(d_1)\), we have a natural new signature
\[
\sigma \otimes I_{d_2} : E^{or} \to O(d_1d_2) \text{ or } U(d_1d_2),
\]
\[(x, y) \mapsto \sigma_{xy} \otimes I_{d_2},\]
where \(I_{d_2}\) stands for the identity matrix of size \(d_2 \times d_2\). The following observation will be useful in our later discussion about the \(CD^\sigma\) inequalities on Cartesian products of graphs in Appendix A.

**Corollary 3.4.** A graph \((G, \mu, \sigma)\) satisfies \(CD^\sigma(K, n)\) if and only if \((G, \mu, \sigma \otimes I_{d_2})\) satisfies \(CD^{\sigma \otimes I_{d_2}}(K, n)\).

**Proof.** We observe that the action of the signature group of \((G, \sigma \otimes I_{d_2})\) on 
\(\mathbb{K}^{d_1d_2}\) admits an orthogonal decomposition and, therefore, we have
\[
\Delta^{\sigma \otimes I_{d_2}} = \Delta^\sigma \oplus \cdots \oplus \Delta^\sigma.
\]
Corollary 3.4 is then a direct consequence of Proposition 3.3.

### 3.2. Switching invariance

The \(CD^\sigma\) inequality is switching invariant.

**Proposition 3.5.** If \((G, \mu, \sigma)\) satisfies \(CD^\sigma(K, n)\), then \((G, \mu, \sigma^T)\) satisfies \(CD^{\sigma^T}(K, n)\) for any switching function \(\tau : V \to H\).

**Proof.** Recalling (1.6), we check that we have for any \(\tau : V \to H\) and \(f, g : V \to \mathbb{K}^d\),
\[
\Gamma^\sigma(\tau f, \tau g) = \Gamma^\sigma(\tau^{-1} f, \tau^{-1} g) \quad \text{and} \quad \Gamma^{\sigma^T}(f, g) = \Gamma^{\sigma^T}(\tau^{-1} f, \tau^{-1} g),
\]
using \((\tau(x))^T = \tau^{-1}(x)\). The proposition then follows immediately from (1.6) and (3.8).

The arguments in the above proof show also that \(K_n(G, \mu, \sigma; x)\), introduced in Definition 3.2, is switching invariant for any given \(n\).

We denote by \(\text{dist}\) the canonical graph distance and define the ball of radius \(r\) centered at \(x \in V\) by
\[
B_r(x) := \{y \in V \mid \text{dist}(x, y) \leq r\}.
\]

**Proposition 3.6.** Let \((G, \mu, \sigma)\) be given. If the signature of every cycle of length 3 or 4 is equal to \(\text{the conjugate class of} \ id \in H\), then \((G, \mu, \sigma)\) satisfies \(CD^\sigma(K, n)\) if and only if \((G, \mu)\) satisfies \(CD(K, n)\).

**Proof.** Let \(x \in V\) be a vertex. Since all cycles of 3 or 4 have trivial signature, we can switch all the signatures of edges in the subgraph induced by the ball \(B_2(x)\) to be trivial. Note that the inequality (3.4) only involves the vertices in the ball \(B_2(x)\). Then the proposition follows from Propositions 3.5 and 3.3.

### 3.3. Coverings and a general lower curvature bound

Let \((\tilde{G}, \tilde{\mu}, \tilde{\sigma})\) and \((G, \mu, \sigma)\) be two graphs. Let \(\pi : (\tilde{G}, \tilde{\mu}, \tilde{\sigma}) \to (G, \mu, \sigma)\) be a graph homomorphism, namely, \(\pi : \tilde{V} \to V\) is surjective, and if \(\{\tilde{x}, \tilde{y}\} \in \tilde{E}\), then \(\{\pi(\tilde{x}), \pi(\tilde{y})\} \in E\). Moreover, we require
\[
\tilde{\sigma}_{\tilde{x}\tilde{y}} = \sigma_{\pi(\tilde{x})\pi(\tilde{y})}, \quad \tilde{w}_{\tilde{x}\tilde{y}} = w_{\pi(\tilde{x})\pi(\tilde{y})} \quad \text{and} \quad \tilde{\mu}(\tilde{x}) = \mu(\pi(x)).
\]
Such a map \(\pi\) is called a covering map if, furthermore, the subgraph of \(\tilde{G}\) induced by the ball \(B_1(\tilde{x})\) centered at each vertex \(\tilde{x} \in \tilde{V}\) is mapped bijectively to the subgraph
of \( G \) induced by the ball \( B_1(x) \). If a covering map \( \pi : (\tilde{G}, \tilde{\mu}, \tilde{\sigma}) \rightarrow (G, \mu, \sigma) \) exists, we call the graph \((\tilde{G}, \tilde{\mu}, \tilde{\sigma})\) a covering graph of \((G, \mu, \sigma)\).

**Theorem 3.7.** Let \((\tilde{G}, \tilde{\mu}, \tilde{\sigma})\) be a covering graph of \((G, \mu, \sigma)\). If \((\tilde{G}, \tilde{\mu}, \tilde{\sigma})\) satisfies \(CD^{\delta}(K,n)\), then \((G, \mu, \sigma)\) satisfies \(CD^{\sigma}(K,n)\).

**Proof.** For any function \( f : V \rightarrow \mathbb{K}^d \), we can find a corresponding function \( \tilde{f} : \tilde{V} \rightarrow \mathbb{K}^d \) such that
\[
\tilde{f}(\tilde{x}) := f(\pi(\tilde{x})) \quad \forall \tilde{x} \in \tilde{V},
\]
where \( \pi \) is the covering map from \((\tilde{G}, \tilde{\mu}, \tilde{\sigma})\) to \((G, \mu, \sigma)\).

For any \( x \in V \), and any \( \tilde{x} \in \pi^{-1}(x) \), we can check by definition of a covering map that
\[
|\Delta^{\sigma} \tilde{f}(\tilde{x})|^2 = |\Delta^{\sigma} f(x)|^2, \quad \Gamma^{\sigma}(\tilde{f})(\tilde{x}) = \Gamma^{\sigma}(f)(x), \quad \Gamma_2^{\sigma}(\tilde{f})(\tilde{x}) = \Gamma_2^{\sigma}(f)(x). \tag{3.11}
\]
Since \((\tilde{G}, \tilde{\mu}, \tilde{\sigma})\) satisfies \(CD^{\delta}(K,n)\), we obtain that for any \( f : V \rightarrow \mathbb{K}^d \), and any vertex \( x \in V \),
\[
\Gamma_2^{\sigma}(\tilde{f})(\tilde{x}) \geq \frac{1}{n^2} |\Delta^{\sigma} \tilde{f}(\tilde{x})|^2 + K \Gamma^{\sigma}(\tilde{f})(\tilde{x}). \tag{3.12}
\]
Combining this with (3.11) completes the proof. \( \square \)

**Corollary 3.8.** Any graph \((G, \mu, \sigma)\) satisfies the inequality
\[
CD^{\sigma} \left( \frac{2}{D_G^{nor}} - D_G^{non}, 2 \right).
\]
In particular, any unweighted cycle graph with constant vertex measure \( \mu \equiv \nu_0 \cdot 1_V \) and any signature \( \sigma : E^{nor} \rightarrow H \) satisfies
\[
CD^{\sigma}(0, 2).
\]

**Proof.** Let \((T_G, \tilde{\mu}, \tilde{\sigma})\) be the universal covering of \((G, \mu, \sigma)\), i.e., \(T_G\) is a tree. It is shown in [28, Theorem 1.2] (see also [23, Theorem 8]) that \((T_G, \tilde{\mu})\) satisfies the \(CD\) inequality
\[
CD \left( \frac{2}{D_{T_G}^{nor}} - D_{T_G}^{non}, 2 \right).
\]
Due to Proposition [3.6] we know that \((T_G, \tilde{\mu}, \tilde{\sigma})\) satisfies
\[
CD^{\sigma} \left( \frac{2}{D_{T_G}^{nor}} - D_{T_G}^{non}, 2 \right),
\]
since a tree has no cycles. By the definition of a covering graph, we have \(D_G^{nor} = D_{T_G}^{nor}\) and \(D_G^{non} = D_{T_G}^{non}\). Then the corollary follows directly from Theorem 3.7. \( \square \)

### 3.4. \(CD^{\sigma}\) inequality as linear matrix inequalities

In this subsection, we present an equivalent formulation of the \(CD^{\sigma}\) inequality via linear matrix inequalities. As a consequence, the problem of calculating the Ricci curvature of a graph is reduced to solving semidefinite programming problems. In this process, we explore the geometrical information captured by the \(CD^{\sigma}\) inequality of a graph.

By Definition [1.3], the operators \(\Gamma^{\sigma}\) and \(\Gamma_2^{\sigma}\) can be considered as two symmetric sesquilinear forms. Hence they can be represented by Hermitian matrices. For our purpose, we are interested in considering the two symmetric sesquilinear forms locally at every vertex \(x \in V\). There exist two \((Nd) \times (Nd)\)-Hermitian matrices \(\Gamma^{\sigma}(x)\) and \(\Gamma_2^{\sigma}(x)\) such that for any two functions \(f, g : V \rightarrow \mathbb{K}^d\),
\[
\Gamma^{\sigma}(f,g)(x) = \overline{f}^T \Gamma^{\sigma}(x) \overline{g}, \quad \text{and} \quad \Gamma_2^{\sigma}(f,g)(x) = \overline{f}^T \Gamma_2^{\sigma}(x) \overline{g}. \tag{3.13}
\]
Denote by \(|B_\sigma(x)|\) the cardinality of the set \(B_\sigma(x)\). Observe that the matrix \(\Gamma^\sigma(x)\) only has a nontrivial block of size \(|B_1(x)| \times |B_1(x)|\), while the matrix \(\Gamma^\sigma_2\) only has a nontrivial block of size \(|B_2(x)| \times |B_2(x)|\).

We denote by \(\Delta^\sigma(x)\) the \((d \times N d)\)-matrix such that \(\Delta^\sigma f(x) = \Delta^\sigma(x)\vec{f}\) for all functions \(f : V \to \mathbb{K}^d\). Given two Hermitian matrices \(M_1\) and \(M_2\), the inequality \(M_1 \geq M_2\) means that the matrix \(M_1 - M_2\) is positive semidefinite. Then we have the following equivalent definition of \(CD^\sigma\) inequality.

**Definition 3.9** \((CD^\sigma\) inequality as linear matrix inequalities). Let \(K \in \mathbb{R}\) and \(n \in \mathbb{R}_+\). A graph \((G, \mu, \sigma)\) satisfies the \(CD^\sigma\) inequality \(CD^\sigma(K, n)\) if and only if, for any vertex \(x \in V\), the following linear matrix inequality holds,

\[
\Gamma_2(x) \geq \frac{1}{n} \Delta^\sigma(x)^T \Delta^\sigma(x) + K \Gamma^\sigma(x).
\]

A direct consequence is the following proposition.

**Proposition 3.10** (Semidefinite Programming). The \(n\)-dimensional \(CD^\sigma\) curvature \(K_n(G, \mu, \sigma; x)\) of the graph \((G, \mu, \sigma)\) at the vertex \(x \in V\) is the solution of the following semidefinite programming,

\[
\text{maximize } K \\
\text{subject to } \Gamma_2^\sigma(x) - \frac{1}{n} \Delta^\sigma(x)^T \Delta^\sigma(x) \geq K \Gamma^\sigma(x).
\]

Semidefinite programming can be efficiently solved. There are several software packages available.

In the following, we describe the explicit structure of the matrices \(\Delta^\sigma(x), \Gamma^\sigma(x)\) and \(\Gamma^\sigma_2(x)\). For simplicity, we restrict to the setting

\[
\mu = 1_V, \text{ i.e., } \mu(x) = 1 \forall x \in V,
\]

and

\[
w_{xy} = 1 \forall \{x, y\} \in E.
\]

Given a vertex \(x \in V\), let us denote its neighbors by \(y_1, y_2, \ldots, y_{d_x}\). By abuse of notation, we still write \(\Delta^\sigma(x)\) and \(\Gamma^\sigma(x)\) for their nontrivial blocks corresponding to the vertices \(x, y_1, \ldots, y_{d_x}\). Then it is easy to see that

\[
\Delta^\sigma(x) = \begin{pmatrix} -d_x I_d & \sigma_{xy_1} & \cdots & \sigma_{xy_{d_x}} \end{pmatrix},
\]

and

\[
2\Gamma^\sigma(x) = \begin{pmatrix} d_x I_d & -\sigma_{xy_1}^T & \cdots & -\sigma_{xy_{d_x}}^T \\
-\sigma_{xy_1} & I_d & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-\sigma_{xy_{d_x}}^T & 0 & \cdots & I_d \end{pmatrix}.
\]

For the matrix \(\Gamma^\sigma_2(x)\), the structure of the subgraph induced by \(B_2(x)\) is of relevance. We denote the sphere of radius \(r\) centered at a vertex \(x \in V\) by

\[
S_r(x) := \{y \in V \mid \text{dist}(x, y) = r\}.
\]

Then, the ball \(B_2(x)\) has the decomposition \(B_2(x) = \{x\} \cup S_1(x) \cup S_2(x)\).

We first introduce some natural geometric quantities before we present the entries of the matrix \(\Gamma^\sigma_2(x)\). For any vertex \(y \in S_1(x)\), we have

\[
|S_1(y) \cap S_2(x)| := \sum_{z, z \sim y, z \neq x, z \neq x} 1,
\]

\[
\text{for } y \in S_1(x) \cap S_2(x).
\]

\[
|S_1(y) \cap S_2(x)| := \sum_{z, z \sim y, z \neq x, z \neq x} 1,
\]

\[
\text{for } y \in S_1(x) \cap S_2(x).
\]
and

\[ z_\Delta(x, y) := |S_1(y) \cap S_1(x)| := \sum_{z, z \sim y, z \sim x} 1. \quad (3.20) \]

Note that (3.20) is the number of triangles (i.e., 3-cycles) which contain the two neighbors \( x \) and \( y \). This justifies the notation \( z_\Delta(x, y) \).

For any vertex \( z \in S_2(x) \), we have

\[ |S_1(z) \cap S_1(x)| := \sum_{y, y \sim x, y \sim z} 1. \quad (3.21) \]

Note that (3.21) is related to the number of 4-cycles which contain the two vertices \( x \) and \( z \).

**Remark 3.11.** The above three geometric quantities are all closely related to the growth rate of the cardinality of \( B_r(x) \) (in other words, the volume of \( B_r(x) \) w.r.t. the measure \( \mu = 1_V \)) when the radius \( r \) increases.

The quantity \( z_\Delta(x, y) \) counts the number of 3-cycles regardless of their signatures. A signed version of this quantity is also important, and we define the following quantity describing the unbalancedness of the triangles containing the two neighbors \( x \) and \( y \):

\[ z_\sigma(x, y) := \sum_{z, z \sim y, z \sim x} (I_d - \sigma_{xz}\sigma_{zy}\sigma_{yx}). \quad (3.22) \]

Note that the balanced triangles containing \( x \) and \( y \) do not contribute to the expression in (3.22).

**Proposition 3.12.** Under the setting of (3.19) and (3.16), the nontrivial block of \( \Gamma_\sigma^2(x) \), which is Hermitian and of size \( |B_2(x)| \times |B_2(x)| \), is given by the following blocks:

\[
\begin{align*}
(4\Gamma_\sigma^2(x))_{xx} &= (3d_x + d_\gamma^2)I_d; \\
(4\Gamma_\sigma^2(x))_{xy} &= -(3 + d_x + |S_1(y) \cap S_1(x)| + z_\Delta(x, y))\sigma_{xy}, \\
(4\Gamma_\sigma^2(x))_{xz} &= \sum_{y, y \sim x, y \sim z} \sigma_{xy}\sigma_{yz}, \text{ for any } z \in S_2(x); \\
(4\Gamma_\sigma^2(x))_{yy} &= (5 - d_x + 3|S_1(y) \cap S_1(x)| + 3z_\Delta(x, y))I_d, \\
(4\Gamma_\sigma^2(x))_{y_1y_2} &= 2\sigma_{y_1x}\sigma_{xy_2} - 4\sigma_{y_1y_2}, \text{ for any } y_1, y_2 \in S_1(x), y_1 \neq y_2, \text{ where we use } \sigma_{y_1y_2} = 0 \text{ if } \{y_1, y_2\} \notin E; \\
(4\Gamma_\sigma^2(x))_{yz} &= -2\sigma_{yz}, \text{ for any } y \in S_1(x) \text{ and } z \in S_2(x), \text{ where we use } \sigma_{yz} = 0 \text{ if } \{y, z\} \notin E; \\
(4\Gamma_\sigma^2(x))_{zz} &= |S_1(z) \cap S_1(x)|I_d, \text{ for any } z \in S_2(x); \\
(4\Gamma_\sigma^2(x))_{z_1z_2} &= 0, \text{ for any } z_1, z_2 \in S_2(x), z_1 \neq z_2.
\end{align*}
\]

**Proof.** This follows from a direct expansion of the identity

\[ \Gamma_\sigma^2(f, g)(x) = \overline{f^T\Gamma_\sigma^2(x)g}, \text{ for any } f, g : V \to \mathbb{R}^d. \]

We omit the details here. \( \square \)
Remark 3.13. (i) The block \((4\Gamma^\sigma_2(x))_{xz}\) above is a signed version of the quantity 
\(|S_1(z) \cap S_1(x)|\) in (3.21).

(ii) When \(y_1, y_2 \in S_1(x)\) are neighbors, i.e. \(\{y_1, y_2\} \in E\), we have a triangle containing \(x, y_1\) and \(y_2\). Then the block \((4\Gamma^\sigma_2(x))_{y_1y_2}\) can be rewritten as

\[-2 \left( I_d + (I_d - \sigma_{y_1x} \sigma_{xy} \sigma_{y_2y_1}) \sigma_{y_1y_2} \right),\]

which describes the unbalancedness of this triangle.

3.5. Example of a signed triangle. We consider a particular example of a triangle graph \(C_3\), which consists of three vertices \(x, y, z\), as shown in Figure 2. We set

\[\mu(x) = \mu(y) = \mu(z) = 2, \quad w_{xy} = w_{xz} = w_{yz} = 1.\] (3.31)

Let \(\sigma : E^{\text{or}} \to U(1) := \{z \in \mathbb{C}, |z| = 1\}\) be a signature on \(C_3\). Assume that the signature of the cycle \(C_3\) is equal to (the conjugacy class of) \(s \in U(1)\). Then \(\sigma\) is switching equivalent to the signature given in Figure 2, i.e.,

\[\sigma_{xy} = \sigma_{xz} = 1 \quad \text{and} \quad \sigma_{yz} = s.\]

![Figure 2. A signed triangle](image)

Proposition 3.14. Let \((C_3, \mu, \sigma)\) be as above and \(s = Sgn(C_3)\). Then it has constant \(\infty\)-dimensional Ricci curvature at every vertex. As a function of \(s\), \(K_{\infty}(s) := K_{\infty}(C_3, \mu, \sigma)\) is given by

\[K_{\infty}(s) = \begin{cases} 
\frac{5}{4}, & \text{if } s = 1; \\
\frac{5 - \sqrt{17 + 8\text{Re}(s)}}{8}, & \text{otherwise.} 
\end{cases}\] (3.32)

Remark 3.15. The curvature (3.32) is illustrated in Figure 3 as a function of the variable \(\text{Re}(s)\). The function \(K_{\infty}(s)\) “jumps” at \(s = 1\). That is,

\[\lim_{s \to 1} K_{\infty}(s) = 0, \quad \text{but} \quad K_{\infty}(1) = \frac{5}{4} > 0.\] (3.33)

We will show that such a “jump” appears in a more general setting in Section 6.

Proof of Proposition 3.14. Since the curvature is switching invariant, we can switch the signature \(\sigma\) to be as shown in Figure 2 before calculating the curvature \(K_{\infty}(\sigma; x)\) at \(x\). In fact, one can do similar operations for calculating \(K_{\infty}(y)\) and \(K_{\infty}(z)\). So \((C_3, \mu, \sigma)\) has constant curvature and we only need to calculate the curvature at \(x\).

By the fact (3.18) and Proposition 3.12, we can obtain the corresponding matrices \(\Gamma^\sigma(x)\) and \(\Gamma^\sigma_2(x)\). Note in this example, we choose a different measure (3.31).
Figure 3. \(\infty\)-dimensional Ricci curvature of a signed triangle

from that in (3.15). Hence these matrices differ by a scaling of \(1/2\) and \(1/4\) respectively. Therefore, under the current setting (3.31), we have

\[
2\Gamma_2^\sigma(x) = \frac{1}{2} \begin{pmatrix} 2 & -1 & -1 \\ -1 & 1 & 0 \\ -1 & 0 & 1 \end{pmatrix} \quad \text{and} \quad 4\Gamma_2^\sigma(x) = \frac{1}{4} \begin{pmatrix} 10 & -6 + s & -6 + \overline{s} \\ -6 + \overline{s} & 7 & 2 - 4\overline{s} \\ -6 + s & 2 - 4s & 7 \end{pmatrix}.
\]

By Proposition 3.10, we need to solve the following semidefinite programming:

\[
\begin{align*}
\text{maximize} & \quad K \\
\text{subject to} & \quad \Gamma_2^\sigma(x) \geq K \Gamma_\sigma^\sigma(x).
\end{align*}
\] (3.34)

Inequality (3.34) is equivalent to positive semidefiniteness of the following matrix:

\[
16\Gamma_2^\sigma(x) - 16K \Gamma_\sigma^\sigma(x) = \begin{pmatrix} 10 - 8K & -6 + s + 4K & -6 + \overline{s} + 4K \\ -6 + \overline{s} + 4K & 7 - 4K & 2 - 4\overline{s} \\ -6 + s + 4K & 2 - 4s & 7 - 4K \end{pmatrix}.
\] (3.35)

By Sylvester’s criterion, this is equivalent to nonnegativity of all principle minors of the above matrix. Calculating these principle minors, we translate the semidefinite programming to the following problem,

\[
\begin{align*}
\text{maximize} & \quad K \\
\text{subject to} & \quad 10 - 8K \geq 0, \quad 7 - 4K \geq 0 \\
& \quad 16K^2 - 8(6 + \Re(s))K + (33 + 12\Re(x)) \geq 0, \\
& \quad 16K^2 - 56K + (16\Re(s) + 29) \geq 0, \\
& \quad 8(1 - \Re(s))K^2 - 10(1 - \Re(s))K + (1 - \Re(s))^2 \geq 0.
\end{align*}
\]
Rewriting the above inequalities, we obtain
maximize $K$
subject to $K \leq 5/4$, $K \leq 7/4$,

$$K \geq (5 + \sqrt{17 + 8 \text{Re}(s)})/8 \text{ or } K \leq (5 - \sqrt{17 + 8 \text{Re}(s)})/8,$$

$$K \geq (7 + 2\sqrt{5 - 4\text{Re}(s)})/4 \text{ or } K \leq (7 - 2\sqrt{5 - 4\text{Re}(s)})/4,$$

$$K \geq (6 + \text{Re}(s) + \sqrt{\text{Re}(s)^2 + 3})/4 \text{ or } K \leq (6 + \text{Re}(s) - \sqrt{\text{Re}(s)^2 + 3})/4.$$

One can check directly that \((3.32)\) is the solution of this optimization problem. \(\square\)

Similarly, one can calculate the $\infty$-dimensional Ricci curvature of longer cycles $\mathcal{C}_N$ for $N \geq 4$.

**Proposition 3.16.** Let $(\mathcal{C}_N, \mu, \sigma)$ be a cycle of length $N$ with the edge weights and measure $\mu$ given in \((3.31)\) and $s = \text{Sgn}(\mathcal{C}_N)$. Then $(\mathcal{C}_N, \mu, \sigma)$ has constant $\infty$-dimensional Ricci curvature at every vertex. Moreover, we have

$$K_\infty(\mathcal{C}_4, \mu, \sigma) = \begin{cases} 1, & \text{if } s = 1; \\ 0, & \text{otherwise}, \end{cases} \quad (3.36)$$

and, for $N \geq 5$,

$$K_\infty(\mathcal{C}_N, \mu, \sigma) = 0. \quad (3.37)$$

We remark that new examples of graphs $(G, \sigma)$ satisfying the $CD^\sigma(0, \infty)$ inequality can be constructed by taking Cartesian products of known examples for various choices of the signature, edge weights, and vertex measure on the product graph. We refer to Appendix A for full details about the behavior of $CD^\sigma$ inequalities on Cartesian product graphs.

### 3.6. Heat semigroup characterizations of $CD^\sigma$ inequalities

In this subsection, we derive characterizations of the $CD^\sigma$ inequality via the solution of the following associated continuous time heat equation,

$$\begin{aligned}
\frac{\partial u(x, t)}{\partial t} &= \Delta^\sigma u(x, t), \\
u(x, 0) &= f(x),
\end{aligned} \quad (3.38)$$

where $f : V \to \mathbb{K}^d$ is an initial function. The solution $u : V \times [0, \infty) \to \mathbb{K}^d$ is given by $P_t^\sigma f := e^{t\Delta^\sigma} f$, where $P_t^\sigma$ is a linear operator on the space $\ell^2(V, \mathbb{K}^d; \mu)$. Clearly, we have $P_0^\sigma f = f$. It is straightforward to check the following properties of $P_t^\sigma$.

**Proposition 3.17.** The operator $P_t^\sigma$, $t \geq 0$ satisfies the following properties:

(i) $P_t^\sigma$ is a self-adjoint operator on the space $\ell^2(V, \mathbb{K}^d; \mu)$;

(ii) $P_t^\sigma$ commutes with $\Delta^\sigma$, i.e. $P_t^\sigma \Delta^\sigma = \Delta^\sigma P_t^\sigma$;

(iii) $P_t^\sigma P_s^\sigma = P_{t+s}^\sigma$ for any $t, s \geq 0$.

The solution of the heat equation corresponding to the graph Laplacian $\Delta$ is simply denoted by $P_t := e^{t\Delta}$. The matrix $P_t$ has the following additional properties besides the ones listed in Proposition 3.17.

**Proposition 3.18.** (i) All matrix entries of $P_t$ are real and nonnegative;

(ii) For any constant function $c$ on $V$, we have $P_t c = c$.

In particular, the above properties imply that for a function $f : V \to \mathbb{R}$ with $0 \leq f(x) \leq c$, $\forall \ x \in V$, we have $0 \leq P_t f(x) \leq c$, $\forall \ x \in V$. 
Proof. Recall that $\Delta$ can be written as the matrix $(\text{diag}_\mu)^{-1} (A - \text{diag}_D)$, where $\text{diag}_D$ and $\text{diag}_\mu$ are the diagonal matrices with $(\text{diag}_D)_{xx} = d_x$ and $(\text{diag}_\mu)_{xx} = \mu(x)$ for all $x \in V$, and $A$ is the weighted adjacency matrix. Now we exploit the fact that

$$\text{all off-diagonal entries of } \Delta \text{ are nonnegative},$$

and, therefore, we can choose $C > 0$ such that $\Delta + C \cdot I_N$ is entry-wise nonnegative. Then $e^{\Delta + C \cdot I_N}$ is also entry-wise nonnegative, which implies that the same holds for $P_t = e^{\Delta + C \cdot I_N} \cdot e^{-C \cdot I_N}$.

For the constant function $c$, we have

$$\Delta c = 0.$$

Therefore, we have $\frac{d}{dt} P_t c = 0$, which implies $P_t c = c$. \hfill $\Box$

Remark 3.19. Note that the two facts (3.39) and (3.40) do not extend to general $P_t^\sigma$, even when $\sigma$ only takes values from $O(1) = \{\pm 1\}$. Therefore Proposition 3.18 does not hold for the more general operators $P_t^\sigma$.

If $n = \infty$, the $CD^\sigma$ inequality is equivalent to the following local functional inequalities of $P_t^\sigma f$.

**Theorem 3.20.** Let $(G, \mu, \sigma)$ be given. Then the following are equivalent:

(i) The inequality $CD^\sigma(K, \infty)$ holds, i.e., for any function $f : V \to \mathbb{K}^d$, we have

$$\Gamma_2^\sigma(f) \geq K \Gamma^\sigma(f);$$

(ii) For any function $f : V \to \mathbb{K}^d$ and $t \geq 0$, we have

$$\Gamma^\sigma(P_t^\sigma f) \leq e^{-2Kt} P_t(\Gamma^\sigma(f));$$

(iii) For any function $f : V \to \mathbb{K}^d$ and $t \geq 0$, we have

$$P_t(||f||^2) - ||P_t^\sigma f||^2 \geq \frac{1}{K}(e^{2Kt} - 1) \Gamma^\sigma(P_t^\sigma f),$$

where we replace $(e^{2Kt} - 1)/K$ by $2t$ in the case $K = 0$.

Remark 3.21. Theorem 3.20 is similar in spirit to [4 Proposition 3.3]. Note that the Proposition 3.18 [4], which is crucial for the proof of [4 Proposition 3.3], is not true for $P_t^\sigma$ in general. However, with our definitions of the operators $\Gamma^\sigma$ and $\Gamma_2^\sigma$, we avoid this difficulty.

**Proof.** [1] $\Rightarrow$ [3]: For any $0 \leq s \leq t$, we consider

$$F(s) := e^{-2Ks} P_s(\Gamma^\sigma(P_{t-s}^\sigma f)).$$

Since $F(0) = \Gamma^\sigma(P_t^\sigma f)$ and $F(t) = e^{-2Kt} P_t(\Gamma^\sigma(f))$, it is enough to prove $\frac{d}{ds} F(s) \geq 0$. We calculate

$$e^{2Ks} \frac{d}{ds} F(s) = -2K P_s(\Gamma^\sigma(P_{t-s}^\sigma f)) + \Delta P_s(\Gamma^\sigma(P_{t-s}^\sigma f)) + P_s(\frac{d}{ds} \Gamma^\sigma(P_{t-s}^\sigma f)),$$

and

$$\frac{d}{ds} \Gamma^\sigma(P_{t-s}^\sigma f) = -\Gamma^\sigma(\Delta^\sigma P_{t-s}^\sigma f, P_{t-s}^\sigma f) - \Gamma^\sigma(P_{t-s}^\sigma f, \Delta^\sigma P_{t-s}^\sigma f).$$
Therefore, $\Delta P_s = P_s \Delta$ and the inequality $CD^\sigma(K, \infty)$ imply
\[
\frac{d}{ds} F(s) = 2e^{-2Ks} P_s [\Gamma_2^\sigma(P^\sigma_{t-s}, f) - K \Gamma^\sigma(P^\sigma_{t-s}, f)] \geq 0,
\]
where we used Proposition 3.18 (i). This proves (ii).

Therefore, we obtain
\[
G(s) := P_s([P^\sigma_{t-s}, f]),
\]
which shows (i).

Noting that $G(0) = |P^\sigma f|^2$ and $G(t) = P_t(|f|^2)$. Using the estimate (ii) and Proposition 3.17, we have
\[
\frac{d}{ds} G(s) = \Delta P_s |P^\sigma_{t-s}, f|^2 + P_s [-(P^\sigma_{t-s}, f)^T (\Delta^\sigma P^\sigma_{t-s}, f) - (\Delta^\sigma P^\sigma_{t-s}, f)^T P^\sigma_{t-s}, f]
\]
\[
= 2P_s(\Gamma^\sigma(P^\sigma_{t-s}, f)) \geq 2e^{2Ks} \Gamma^\sigma(P^\sigma f).
\]

Therefore, we obtain
\[
G(t) - G(0) = \int_0^t \frac{d}{ds} G(s) ds \geq 2\Gamma^\sigma(P^\sigma f) \int_0^t e^{2Ks} ds = \frac{e^{2Kt} - 1}{K} \Gamma^\sigma(P^\sigma f).
\]

This proves (iii).

(iii) $\Rightarrow$ (i): Here, we consider the inequality (iii) at $t = 0$ and use the expansion
\[
P^\sigma_t = \text{Id} + t\Delta^\sigma + \frac{t^2}{2} (\Delta^\sigma)^2 + o(t^2).
\]

Dividing (iii) by $2t^2$ and letting $t$ tend to zero, we obtain
\[
\frac{1}{4} \Delta^2(|f|^2) - \frac{1}{4} f^T (\Delta^\sigma)^2 f - \frac{1}{4} (\Delta^\sigma)^2 f)^T f - \frac{1}{2} (\Delta^\sigma f)^T (\Delta^\sigma f)
\]
\[
\geq K \Gamma^\sigma(f) + \Gamma^\sigma(f, \Delta^\sigma f) + \Gamma^\sigma(\Delta^\sigma f, f).
\]

Using Definition 1.3, the above inequality simplifies to
\[
\Gamma_2^\sigma(f) \geq K \Gamma^\sigma(f)
\]
which shows (i). \qed

4. Multi-way Cheeger constants with signatures

In this section, we introduce multi-way Cheeger constants with signatures for graphs $(G, \mu, \sigma)$.

4.1. Cheeger constants with signatures. Following the ideas of [26], we introduce a Cheeger type constant of $(G, \mu, \sigma)$ as a mixture of a frustration index and the expansion rate. For any nonempty subset $S \subseteq V$, the frustration index $\sigma(S)$ is a measure of the unbalancedness of the signature $\sigma$ on the induced subgraph of $S$. For that purpose, we need to choose a norm on $H$, to measure the distance between different elements in $H$.

**Definition 4.1.** Given a $(d \times d)$-matrix $A = (a_{ij})$, we define the average $(2, 1)$-norm $|A|_{2,1}$ of $A$ as
\[
|A|_{2,1} := \frac{1}{d} \sum_{i=1}^d \left( \sum_{j=1}^d |a_{ij}|^2 \right)^{\frac{1}{2}}.
\]

If we denote the vector of the $i$-th column of $A$ by $A^i$, this norm can be rewritten as $|A|_{2,1} := \frac{1}{d} \sum_{i=1}^d |A^i|$. Recall that $|A^i|^2 := (A^i)^T A^i$. 


Remark 4.2. (i) The average \((2, 1)\)-norm is smaller or equal to the Frobenius norm (alternatively, called Hilbert-Schmidt norm), i.e., we have for any \((d \times d)\)-matrix \(A = (a_{ij})\),

\[
|A|_{2,1} \leq \frac{1}{\sqrt{d}} |A|_F,
\]

(4.2)

where \(|A|_F := \left( \sum_{i,j=1}^d |a_{ij}|^2 \right)^{\frac{1}{2}}\) denotes the Frobenius norm of \(A\). This is a straightforward consequence of the Cauchy-Schwarz inequality directly.

(ii) The average \((2, 1)\)-norm is not sub-multiplicative in general, i.e. \(|AB|_{2,1} \leq |A|_{2,1} |B|_{2,1}\) is not necessarily true for any \((d \times d)\)-matrices \(A\) and \(B\). However, if \(B \in O(d)\) or \(U(d)\), we have

\[
|BA|_{2,1} = |A|_{2,1}.
\]

(4.3)

Note that in this case, \(|B|_{2,1} = 1\).

Definition 4.3 (Frustration index). Let \((G, \mu, \sigma)\) be given. We define the frustration index \(\iota^\sigma(S)\) for \(\emptyset \neq S \subseteq V\) as

\[
\iota^\sigma(S) := \min_{\tau : S \to H} \sum_{\{x, y\} \in E_S} w_{xy} |\sigma_{xy} \tau(y) - \tau(x)|_{2,1}
\]

\[
= \min_{\tau : S \to H} \sum_{\{x, y\} \in E_S} w_{xy} |\sigma_{xy} - \text{id}|_{2,1}
\]

where \(E_S\) is the edge set of the induced subgraph of \(S\) in \(G\).

Remark 4.4. (i) By (4.3), the quantity

\[
|\sigma_{xy} \tau(y) - \tau(x)|_{2,1} = |\sigma_{yx} \tau(x) - \tau(y)|_{2,1}
\]

is independent of the orientation of the edge \(\{x, y\} \in E\). Hence, the summation \(\sum_{\{x, y\} \in E_S} w_{xy} |\sigma_{xy} \tau(y) - \tau(x)|_{2,1}\) is well defined.

(ii) In the definition of the frustration index, we are taking the infimum over all possible switching functions. Hence, the frustration index is a switching invariant quantity.

(iii) The average \((2, 1)\)-norm is only one possible choice which can be used in the definition of the frustration index. A more canonical norm to be used is the Frobenius norm. However, having the aim to present the strongest Buser type inequalities \((5.1)\) in Section \(5\) we choose the average \((2, 1)\)-norm here (recall (4.2)).

We denote by \(|E(S, V \setminus S)|\) the boundary measure of \(S \subseteq V\), which is given by

\[
|E(S, V \setminus S)| := \sum_{x \in S} \sum_{y \notin S} w_{xy}.
\]

In the above, we use the convention that \(w_{xy} = 0\) if \(x \not\sim y\). The \(\mu\)-volume of \(S\) is given by

\[
\mu(S) := \sum_{x \in S} \mu(x).
\]

Definition 4.5. We call \(k\) subsets \(\{S_i\}_{i=1}^k\) of \(V\) a nontrivial \(k\)-subpartition of \(V\), if all \(S_i\) are nonempty and pairwise disjoint.

Now we are prepared to define the Cheeger constant.
Definition 4.6 (Cheeger constant). Let \((G, \mu, \sigma)\) be given. The \(k\)-way Cheeger constant \(h^\sigma_k\) is defined as

\[
h^\sigma_k := \min_{\{S_i\}_{i=1}^k} \max_{1 \leq i \leq k} \phi^\sigma(S_i),
\]

where the minimum is taken over all possible nontrivial \(k\)-subpartitions \(\{S_i\}_{i=1}^k\) of \(V\) and

\[
\phi^\sigma(S) := \frac{\nu^\sigma(S) + |E(S, V \setminus S)|}{\mu(S)}.
\]

Note that the multi-way Cheeger constants defined above are switching invariant. Definition 4.6 is a natural extension of the Cheeger constants developed in [3, 26], and is related to the constants discussed in [6].

Remark 4.7 (Relations with Bandeira, Singer and Spielman’s constants). In [6], Bandeira, Singer and Spielman introduced the so-called \(O(d)\) frustration \(\ell_1\) constant \(\nu_{G,1}\), as follows,

\[
\nu_{G,1} := \min_{\tau : V \rightarrow O(d)} \frac{1}{\sqrt{d} \mu(V)} \sum_{x,y \in V} w_{xy} |\sigma_{xy} \tau(y) - \tau(x)|_F,
\]

where \(|\cdot|_F\) denotes the Frobenius norm of a matrix. Modifying \(\nu_{G,1}\) by also allowing zero matrices in the image of \(\tau\), we obtain

\[
\nu^*_{G,1} := \min_{\tau : V \rightarrow H \cup \{0\}} \frac{\sum_{x,y \in V} w_{xy} |\sigma_{xy} \tau(y) - \tau(x)|_F}{\sum_{x \in V} \mu(x) |\tau(x)|_F},
\]

where we denote the \((d \times d)\)-zero matrix by 0. Note that \(|\tau(x)|_F = \sqrt{d}\), for \(\tau(x) \in H\).

We observe that the following relation between our Cheeger constant \(h^\sigma_1\) and the constant \(\nu^*_{G,1}\):

\[
h^\sigma_1 \leq \frac{1}{2} \nu^*_{G,1},
\]

which is verified by the following calculation:

\[
h^\sigma_1 = \min_{\emptyset \neq S \subseteq V} \frac{\nu^\sigma(S) + |E(S, V \setminus S)|}{\mu(S)}
\]

\[
= \min_{\tau : V \rightarrow H \cup \{0\}} \frac{\sum_{(x,y) \in E} w_{xy} |\sigma_{xy} \tau(y) - \tau(x)|_{2,1}}{\sum_{x \in V} \mu(x) |\tau(x)|_{2,1}}
\]

\[
\leq \min_{\tau : V \rightarrow H \cup \{0\}} \frac{\sum_{(x,y) \in E} w_{xy} |\sigma_{xy} \tau(y) - \tau(x)|_F}{\sqrt{d} \sum_{x \in V} \mu(x) |\tau(x)|_{2,1}}
\]

\[
= \frac{1}{2} \nu^*_{G,1}.
\]

In the inequality above, we used (4.2).

For convenience, we call \(\{S_i\}_{i=1}^k\) a connected, nontrivial \(k\)-subpartition of \(V\), if all sets \(S_i \subseteq V\) are nonempty and pairwise disjoint, and if every subgraph induced by \(S_i\) is connected. Then the Cheeger constants introduced in Definition 4.6 do not change if we restrict our considerations to connected, nontrivial \(k\)-subpartitions:

Lemma 4.8. Let \((G, \mu, \sigma)\) be given. Then we have

\[
h^\sigma_k = \min_{\{S_i\}_{i=1}^k} \max_{1 \leq i \leq k} \phi^\sigma(S_i),
\]
where the minimum is taken over all possible connected, nontrivial $k$-subpartitions \{\(S_i\)\}_{i=1}^{k} of \(V\).

**Proof.** Let \{\(S_i\)\}_{i=1}^{k} be a possibly nonconnected, nontrivial $k$-subpartition achieving \(h^\sigma_k\). Suppose \(S_i\) has the connected components \(W_i^1, \ldots, W_i^{n(i)}\). Then,

\[
\phi^\sigma(S_i)\mu(S_i) = \sum_{j=1}^{n(i)} \phi^\sigma(W_i^j)\mu(W_i^j)
\]

and \(\mu(S_i) = \sum_{j=1}^{n} \mu(W_i^j)\). Hence, there exists \(j(i) \in \{1, 2, \ldots, n(i)\}\) such that \(\phi^\sigma(W_i^{j(i)}) \leq \phi^\sigma(S_i)\). Consequently,

\[
\max_{1 \leq i \leq k} \phi^\sigma(W_i^{j(i)}) \leq \max_{1 \leq i \leq k} \phi^\sigma(S_i) = h^\sigma_k,
\]

and thus, \(\{W_i^{j(i)}\}_{i=1}^{k}\) is a connected, nontrivial $k$-subpartition of \(V\) with

\[
h^\sigma_k = \max_{1 \leq i \leq k} \phi^\sigma(W_i^{j(i)})
\]

This implies the lemma. \(\square\)

### 4.2. Frustration index via spanning trees

This subsection is motivated by the following question: Is there an easier way to calculate the frustration index \(\iota^\sigma(S)\) of a subset \(S \subseteq V\)? We will provide an affirmative answer in the case \(H = U(1)\).

Note that the average \((2,1)\)-norm reduces to the absolute value of a complex number, and the frustration index \(\iota^\sigma(S)\) for \(S \subseteq V\) simplifies to

\[
\iota^\sigma(S) := \min_{\tau:S \rightarrow U(1)} \sum_{(x,y) \in E_S} w_{xy}|\sigma_{xy}\tau(y) - \tau(x)|,
\]

where \(E_S\) is the edge set of the induced subgraph of \(S\). Here our aim is to make it easier to calculate \(\iota^\sigma(S)\) by considering all spanning trees of the induced subgraph of \(S\) and taking the minimum over so-called constant functions on these trees with respect to the signature. This reduces the original minimization problem to a finite combinatorial problem. We will show in Appendix B via a counterexample that this reduction is no longer possible in the case of higher dimensional signature groups.

**Definition 4.9.** Let \((G, \sigma)\) be a finite, connected graph the signature \(\sigma : E^{or} \rightarrow H\). A function \(\tau : V \rightarrow H\) is constant on \(G\) with respect to \(\sigma\) if, for all \((x, y) \in E^{or}\), we have

\[
\sigma_{xy}\tau(y) = \tau(x).
\]

In other words, \(\tau\) is a switching function such that \(\sigma^\tau\) is trivial, i.e., \(\sigma^\tau_{xy} = id \in H\) for all \((x, y) \in E^{or}\).

Let \(T = (S, E_T), E_T \subseteq E_S\), be a spanning tree of the induced subgraph of \(S\). We write \(C_T(S) := \{\tau : S \rightarrow U(1) : \tau\) is constant on \(T\) with respect to \(\sigma\}\}. Moreover, we define \(T_S\) as the set of all spanning trees of the induced subgraph of \(S\).

Since \(T\) is a tree, the set \(C_T(S)\) is not empty. Since \(T\) is a spanning tree, we have \(C_T(S) = \tau U(1) := \{\tau z : S \rightarrow U(1)\mid z \in U(1)\}\) for any \(\tau \in C_T(S)\).

**Theorem 4.10.** Let \(S \subseteq V\) be a nonempty subset of \(V\) which induces a connected subgraph. Then,

\[
\iota^\sigma(S) = \min_{T \in T_S} \sum_{(x,y) \in E_S} w_{xy}|\sigma_{xy}\tau_T(y) - \tau_T(x)|, \quad (4.4)
\]
where \( \tau_T \) denotes an arbitrary representative of \( C_T(S) \).

Moreover, if a function \( \tau : S \to U(1) \) satisfies \( \sum_{(x,y) \in E_S} w_{xy} |\sigma_{xy} \tau(y) - \tau(x)| = \nu^*(S) \), then there is a spanning tree \( T = (S, E_T) \) such that \( \tau \) is constant on \( T \) with respect to \( \sigma \).

We remark that in [4,4] we are taking the minimum over a finite set. Moreover, given a spanning tree \( T \in T_S \), only terms associated to edges of \( E_S \) not belonging to the spanning tree contribute to the sum.

Theorem 4.10 can be considered an an extension of [20, Theorem 2], where Harary and Kabell derived this result on unweighted graphs for the case \( H = O(1) = \{ \pm 1 \} \). Their proof depends in an essential way on the fact that the frustration index in their setting (which they called line index of balance) only assumes integer values. Therefore, their proof cannot be extended to the current general setting.

We first prove a basic lemma.

**Lemma 4.11.** Let \( Z := \{ z_1, \ldots, z_n \} \subset U(1) \) and \( w_1, \ldots, w_n > 0 \). Then we have

\[
\min_{z \in U(1)} \sum_{k=1}^n w_k |z - z_k| = \min_{z \in Z} \sum_{k=1}^n w_k |z - z_k|.
\]

Moreover, if \( z \in U(1) \setminus Z \), then

\[
\sum_{k=1}^n w_k |z - z_k| > \min_{z \in Z} \sum_{k=1}^n w_k |z - z_k|.
\]

**Proof.** The minimum over on the left hand side of (4.5) exists, since \( U(1) \) is compact and \( \sum_{k=1}^n w_k |z - z_k| \) is continuous in \( z \). Suppose that the minimum is assumed in \( z_0 = e^{it_0} \) with \( z_0 \notin Z \). That is, the function \( \phi : \mathbb{R} \to \mathbb{R} \), \( t \mapsto \sum_{k=1}^n w_k |e^{it} - z_k| \) assumes a local minimum in \( t_0 \). Since \( z_0 \notin Z \), the second derivative \( \phi'' \) exists at \( t_0 \) and is not negative due to the minimum property. But for all \( k \in \{1, \ldots, n\} \), we can set \( z_k = e^{it_k} \) and compute

\[
\frac{d^2}{dt^2} |e^{it} - e^{it_k}|(t_0) = 2 \frac{d}{dt} \left| \sin \frac{t - t_k}{2} \right|(t_0) < 0.
\]

This is a contradiction and, hence, \( z_0 \in Z \). This finishes the proof of the lemma. \( \square \)

Now, we prove the theorem with the help of the lemma.

**Proof of Theorem 4.10** First, we notice that the expression \( w_{xy} |\sigma_{xy} \tau_T(y) - \tau_T(x)| \) does not depend on the choice of \( \tau_T \in C_T(S) \) since \( C_T(S) = \tau_T U(1) \). Hence, the restriction to the representative of \( C_T(S) \) make sense.

Let \( \tau_0 : S \to U(1) \) be a minimizer of \( \sum_{(x,y) \in E_S} w_{xy} |\sigma_{xy} \tau(y) - \tau(x)| \). Denote by

\[
E_0 := \{ (x,y) \in E_S : \sigma_{xy} \tau_0(y) = \tau_0(x) \}
\]

the set of edges where \( \tau_0 \) is constant with respect to \( \sigma \). It is sufficient to show that \( G_0 = (S, E_0) \) is connected since then there is a spanning tree \( T_0 \) of \( G_0 \) such that \( \tau_0 \) is constant on \( T_0 \) with respect to \( \sigma \).

Suppose \( G_0 \) is not connected. Then there is a connected component \( W \subseteq S \). Denote \( \partial_S W := \{ (x,y) \in E_S^G : x \in W, y \in S \setminus W \} \). We have \( \partial_S W \neq \emptyset \) since \( S \) is connected. Moreover, we have \( \sigma_{xy} \tau_0(y) \neq \tau_0(x) \) for all \( (x,y) \in \partial_S W \), since \( W \) is a connected component and, otherwise, \( y \) would also belong to \( W \), contradicting to \( (x,y) \in \partial_S W \).
The previous lemma states that
\[
\min_{\tau \in \mathcal{U}(1)} \sum_{(x,y) \in \partial S W} w_{xy} |\sigma_{xy} \tau_0(y) - z_0 \tau_0(x)| = \min_{\tau \in \mathcal{U}(1)} \sum_{(x,y) \in \partial S W} w_{xy} |\sigma_{xy} \tau_0(y) - \tau_0(x)|
\]
achieves the minimum only in elements of the set \( \{ \sigma_{xy} \tau_0(y) \tau_0(x) : (x, y) \in \partial S W \} \).
But 1 \( \notin \{ \sigma_{xy} \tau_0(y) \tau_0(x) : (x, y) \in \partial S W \} \), since \( \sigma_{xy} \tau_0(y) \neq \tau_0(x) \) for all \( (x, y) \in \partial S W \). Hence, there exists \( z_0 \in \mathcal{U}(1) \) such that
\[
\sum_{(x,y) \in \partial S W} w_{xy} |\sigma_{xy} \tau_0(y) - z_0 \tau_0(x)| < \sum_{(x,y) \in \partial S W} w_{xy} |\sigma_{xy} \tau_0(y) - \tau_0(x)|. 
\]
(4.6)
We define \( \tau_1 : S \to \mathcal{U}(1) \),
\[
\tau_1(x) := \begin{cases} 
z_0 \tau_0(x), & \text{if } x \in W; \\
\tau_0(x), & \text{if } x \in S \setminus W.
\end{cases}
\]
Consequently,
\[
\sum_{\{x,y\} \in E_S} w_{xy} |\sigma_{xy} \tau_1(y) - \tau_1(x)| \\
= \sum_{\{x,y\} \in E_W \cup E_{S \setminus W}} w_{xy} |\sigma_{xy} \tau_1(y) - \tau_1(x)| + \sum_{(x,y) \in \partial S W} w_{xy} |\sigma_{xy} \tau_1(y) - \tau_1(x)| \\
= \sum_{\{x,y\} \in E_W \cup E_{S \setminus W}} w_{xy} |\sigma_{xy} \tau_0(y) - \tau_0(x)| + \sum_{(x,y) \in \partial S W} w_{xy} |\sigma_{xy} \tau_0(y) - \tau_0(x)| \\
< \sum_{\{x,y\} \in E_W \cup E_{S \setminus W}} w_{xy} |\sigma_{xy} \tau_0(y) - \tau_0(x)| + \sum_{(x,y) \in \partial S W} w_{xy} |\sigma_{xy} \tau_0(y) - \tau_0(x)| \\
= \sum_{\{x,y\} \in E_S} w_{xy} |\sigma_{xy} \tau_0(y) - \tau_0(x)|.
\]
This is a contradiction to the fact that \( \tau_0 \) is a minimizer of \( \sum_{\{x,y\} \in E_S} w_{xy} |\sigma_{xy} \tau(y) - \tau(x)| \).
Thus, \( G_0 \) has to be connected. This finishes the proof. \( \square \)

Recall from Lemma 4.8 that the Cheeger constant \( h_k^p \) is the minimum of \( \max_{1 \leq i \leq k} \min_{\phi_i} (S_i) \) over all possible connected, nontrivial \( k \)-subpartitions \( \{ S_i \}_{i=1}^k \). Therefore, Theorem 4.10 implies that the calculation of \( h_k^p \) reduces to a finite combinatorial minimization problem if \( H = \mathcal{U}(1) \).

5. Buser inequalities

In this section, we prove our main theorem, namely, higher order Buser type inequalities for nonnegatively curved graphs (cf. Theorem 1.1 in the Introduction).

**Theorem 5.1** (Main Theorem). Let \( (G, \mu, \sigma) \) satisfy \( CD^\sigma (0, \infty) \). Then for all \( 1 \leq k \leq N \), we have
\[
\sqrt{\lambda_{kd}^\sigma} \leq 4 \sqrt{D_{\sigma}^\sigma G} \left(kd\sqrt{\log(2kd)}\right) h_k^p. 
\]
(5.1)
Before we present the proof, we first discuss the following two lemmata. We will use the following notation for the \( \ell^p(V, \mathbb{K}, \mu) \) norm of functions, \( 1 \leq p \leq \infty \),
\[
\|f\|_{p, \mu} := \left( \sum_{x \in V} \mu(x) |f(x)|^p \right)^{\frac{1}{p}}.
\]
For simplicity, we omit the subscript \( \mu \) in the following arguments.

**Lemma 5.2.** Assume that \((G, \mu, \sigma)\) satisfies \(\text{CD}^\sigma(0, \infty)\). Then for any function \(f : V \to \mathbb{K}^d\) and \(t \geq 0\), we have

\[
\|f - P_t^\sigma f\|_1 \leq \sqrt{2t} \cdot \|\sqrt{\Gamma^\sigma(f)}\|_1.
\] (5.2)

**Proof.** First, the equivalent formulation of the \(\text{CD}^\sigma(0, \infty)\) inequality in Theorem 3.20 (iii) implies that

\[
\|\sqrt{P_t(|f|^2)}\|_\infty \geq \sqrt{2t} \cdot \|\sqrt{\Gamma^\sigma(P_t^\sigma f)}\|_\infty.
\] (5.3)

The inequality (5.2) is actually a dual version of the above one. We set

\[
g(x) := \begin{cases} 
0, & \text{if } f(x) - P_t^\sigma f(x) = 0; \\
(f(x) - P_t^\sigma f(x))/|f(x) - P_t^\sigma f(x)|, & \text{otherwise},
\end{cases}
\]

and calculate

\[
\|f - P_t^\sigma f\|_1 = \langle f - P_t^\sigma f, g \rangle_\mu = -\int_0^t \frac{\partial}{\partial s} P_s^\sigma f ds, g \rangle_\mu \\
= -\int_0^t \langle \Delta^\sigma f, P_s^\sigma g \rangle_\mu ds \\
= \int_0^t \sum_{x \in V} \mu(x) \Gamma^\sigma(f, P_s^\sigma g)(x) ds,
\]

where we used the self-adjointness of \(P_s^\sigma\) and the summation by part formula (3.3). We further apply Proposition 3.1 and the estimate (5.3) to derive

\[
\|f - P_t^\sigma f\|_1 \leq \int_0^t \sum_{x \in V} \mu(x) \sqrt{\Gamma^\sigma(f)(x)} \sqrt{\Gamma^\sigma(P_s^\sigma g)(x)} ds \\
\leq \int_0^t \|\sqrt{\Gamma^\sigma(f)}\|_1 \|\sqrt{\Gamma^\sigma(P_s^\sigma g)}\|_\infty ds \\
\leq \|\sqrt{\Gamma^\sigma(f)}\|_1 \int_0^t \frac{1}{\sqrt{2s}} \|P_s(|g|^2)|_\infty ds \\
\leq \sqrt{2t} \|\sqrt{\Gamma^\sigma(f)}\|_1.
\]

In the last inequality we used the fact \(P_s(|g|^2) \leq ||g||^2_\infty = 1\), which follows from Proposition 3.18. \(\square\)

We still need the following technical lemma.

**Lemma 5.3.** For any function \(f : V \to \mathbb{K}^d\), we have

\[
\|\sqrt{\Gamma^\sigma(f)}\|_1 \leq \sqrt{2D^{\text{nor}}_G} \sum_{\{x,y\} \in E} w_{xy} |\sigma_{xy} f(y) - f(x)|
\] (5.4)
Proof. It is straightforward to calculate
\[
\| \sqrt{\Gamma^\sigma(f)} \|_1 = \sum_{x \in V} \mu(x) \sqrt{\frac{1}{2\mu(x)} \sum_{y, y \sim x} w_{xy} |\sigma_{xy} f(y) - f(x)|^2} \\
\leq \sum_{x \in V} \sqrt{\frac{\mu(x)}{2}} \sum_{y, y \sim x} \sqrt{w_{xy}} |\sigma_{xy} f(y) - f(x)| \\
\leq \sqrt{\frac{D_{nor}}{2}} \sum_{x \in V} \sum_{y, y \sim x} w_{xy} |\sigma_{xy} f(y) - f(x)|.
\]
This simplifies to (5.4), since the summands above are symmetric w.r.t. \( x \) and \( y \).

Now, we have all ingredients for the proof of the Buser type inequality (5.1).

Proof of Theorem 5.1. Let \( \{S_i\}_{i=1}^k \) be an arbitrary nontrivial \( k \)-subpartition of \( V \). For each \( S_i \), let \( \tau_i : S_i \to H \) be the function achieving the values \( \epsilon^\sigma(S_i) \) introduced in Definition 4.3. We extend each \( \tau_i \) trivially to a function on \( V \), by assigning zero matrices to the vertices in \( V \setminus S_i \). By abuse of notation, we denote this extension, again, by \( \tau_i : V \to H \). Each \( \tau_i \) gives rise to \( d \) pairwise orthogonal functions in \( \ell^2(V, \mathbb{K}^d, \mu) \):
\[
\tau^i : V \to \mathbb{K}^d, \quad x \mapsto (\tau_i(x))^l, \quad l = 1, 2, \ldots, d,
\]
where \( (\tau_i(x))^l \) denotes the \( l \)-th column vector of the matrix \( \tau_i(x) \). Note that for \( x \in S \), we have \( |\tau^i(x)| = 1 \).

For every \( 1 \leq i \leq k \), we apply Lemma 5.3 to obtain
\[
\frac{1}{d} \sum_{i=1}^d \| \sqrt{\Gamma^\sigma(\tau^i)} \|_1 \leq \frac{1}{d} \sum_{i=1}^d \sqrt{2D_{nor}} \left( \sum_{(x,y) \in E_{S_i}} w_{xy} |\sigma_{xy} \tau^i(y) - \tau^i(x)| + |E(S_i, V \setminus S_i)| \right) \\
\leq \sqrt{2D_{nor}} (\epsilon^\sigma(S_i) + |E(S_i, V \setminus S_i)|).
\]
On the other hand, we have by Lemma 5.2
\[
\sqrt{2D} \| \sqrt{\Gamma^\sigma(\tau^i)} \|_1 \geq \sum_{x \in V} \mu(x) |\tau^i(x) - P^\sigma \tau^i(x)| \\
\geq \sum_{x \in V} \mu(x) |\tau^i(x) - P^\sigma \tau^i(x)| \cdot |\tau^i(x)| \\
\geq \sum_{x \in V} \mu(x) \text{Re} \left( (\tau^i(x))^T (\tau^i(x) - P^\sigma \tau^i(x)) \right),
\]
where \( \text{Re}(\cdot) \) denotes the real part of a complex number, and we used the Cauchy-Schwarz inequality in the last inequality. By Proposition 3.17 we continue to calculate
\[
\sqrt{2D} \| \sqrt{\Gamma^\sigma(\tau^i)} \|_1 \geq \text{Re} \left( (\tau^i, \tau^i - P^\sigma \tau^i) \right) = \|\tau^i\|^2_2 - \|P^\sigma \tau^i\|^2_2.
\]
(5.7)
Let \( \{ \psi_n \}_{n=1}^{N_d} \) be an orthonormal basis of \( \ell^2(V, \mathbb{K}^d; \mu) \) consisting of the eigenfunctions corresponding to \( \{ \lambda_{n}^{1} \}_{n=1}^{N_d} \), respectively. Setting

\[
\alpha_{i,n}^l := \langle \tau_i^l, \psi_n \rangle \mu,
\]
we have

\[
\sum_{n=1}^{N_d} |\alpha_{i,n}^l|^2 = \| \tau_i^l \|_2^2 = \mu(S_i), \quad (5.8)
\]
and

\[
\| P_{t/2}^\sigma \tau_i^l \|_2^2 = \sum_{n=1}^{N_d} e^{-t\lambda_{n}^{1}} |\alpha_{i,n}^l|^2. \quad (5.9)
\]

Now (5.6), (5.7), (5.8), and (5.9) together imply, for each \( 1 \leq i \leq k \),

\[
2 \sqrt{D_{nor}^{G,t}} \phi^\sigma(S_i) \geq \max_{1 \leq i \leq k} \phi^\sigma(S_i) \geq \frac{1}{k d} - e^{-t\lambda_{kd}^{1}}. \quad (5.10)
\]

By (5.8), we know

\[
1 - \frac{1}{d} \sum_{l=1}^{d} \sum_{n=1}^{kd} |\alpha_{i,n}^l|^2 \mu(S_l) \geq 0,
\]
but our aim is to show that for some \( i_0 \in \{1, 2, \ldots, k\} \) this expression is strictly positive. We rewrite the summands as follows,

\[
|\alpha_{i,n}^l|^2 \mu(S_l) = \left| \left\langle \frac{\tau_i^l}{\sqrt{\mu(S_l)}}, \psi_n \right\rangle \right|^2. \quad (5.11)
\]

Since the functions \( \tau_i^l/\sqrt{\mu(S_l)} \), \( i = 1, 2, \ldots, k, l = 1, 2, \ldots, d \), are orthonormal in the space \( \ell^2(V, \mathbb{K}^d; \mu) \), we obtain

\[
\sum_{i=1}^{k} \sum_{l=1}^{d} \sum_{n=1}^{kd} |\alpha_{i,n}^l|^2 \mu(S_l) \leq \| \psi_n \|_2^2 = 1. \quad (5.12)
\]

Summation over \( n \) yields

\[
\sum_{i=1}^{k} \sum_{l=1}^{d} \sum_{n=1}^{kd} |\alpha_{i,n}^l|^2 \mu(S_l) \leq kd - 1. \quad (5.13)
\]

Consequently, there exists an \( i_0 \in \{1, 2, \ldots, k\} \) such that

\[
\frac{1}{d} \sum_{l=1}^{d} \sum_{n=1}^{kd} |\alpha_{i_0,n}^l|^2 \mu(S_l) \leq 1 - \frac{1}{kd}. \quad (5.14)
\]

We insert this estimate into inequality (5.10) to obtain

\[
2 \sqrt{D_{nor}^{G,t}} \max_{1 \leq i \leq k} \phi^\sigma(S_i) \geq \frac{1}{kd} - e^{-t\lambda_{kd}^{1}}. \quad (5.15)
\]
Since the $k$-subpartition was chosen arbitrarily, we have
\[ 2\sqrt{D_{G}^{nor}}t : h_{k}^{T} \geq \frac{1}{kd} - e^{-t\lambda_{kd}}. \] (5.16)
For $\lambda_{kd} \neq 0$, we choose $t = \log(2dk)/\lambda_{kd}$ to obtain
\[ 4\sqrt{D_{G}^{nor}}kd\log(2dk)h_{k}^{T} \geq \sqrt{\lambda_{kd}^{2}}. \] (5.17)
This completes the proof. \(\square\)

Recall from Corollary 3.8 that any graph $(G, \mu, \sigma)$ has a specific finite lower curvature bound. In case of a negative lower curvature bound, we have the following result. For a subset $S \subseteq V$, we define the following constant, which is no greater than $\iota^{\sigma}(S)$,
\[ \tilde{\iota}^{\sigma}(S) := \min_{f:S \to \mathbb{R}^{d}} \sum_{y \in S, (x,y) \in E_{S}} w_{xy}|\sigma_{xy}f(y) - f(x)|. \] (5.18)
Using this constant, we have the following isoperimetric type inequality.

**Theorem 5.4.** Let $(G, \mu, \sigma)$ satisfy $CD^{\sigma}(-K, \infty)$, for $K \geq 0$. Then for any subset $\emptyset \neq S \subseteq V$,
\[ \tilde{\iota}^{\sigma}(S) + |E(S, V \setminus S)| \geq \frac{1}{2\sqrt{2D_{G}^{nor}}} \min \left\{ (1 - e^{-1})\sqrt{\lambda_{1}^{2}}, \frac{\lambda_{1}^{2}}{2\sqrt{2K}} \right\} \mu(S). \] (5.19)

**Proof.** Modifying the proof of Lemma 5.2 for $K \geq 0$, we derive from the inequality $CD^{\sigma}(-K, \infty)$ that for any function $f : V \to \mathbb{R}^{d}$,
\[ \|f - P_{t}\sigma^{\sigma}f\|_{1} \leq \int_{0}^{t} \frac{K}{1 - e^{-2Ks}}ds \|\Gamma^{\sigma}(f)\|_{1}. \] (5.20)
Using $1 - e^{-u} \geq u/2$ for $0 \leq u \leq 1$, we have for $0 \leq t \leq 1/(2K)$,
\[ \|f - P_{t}\sigma^{\sigma}f\|_{1} \leq 2\sqrt{t}\|\Gamma^{\sigma}(f)\|_{1}. \] (5.21)
Let $S$ be an arbitrary nonempty subset of $V$. Let $f^{0} : S \to \mathbb{R}^{d}$ with $|f^{0}(x)| = 1$ for all $x \in S$ be the function achieving the value of $\tilde{\iota}^{\sigma}(S)$. By similar reasoning as in the proof of Theorem 5.1, we obtain for $0 \leq t \leq 1/(2K)$,
\[ 2\sqrt{2D_{G}^{nor}}t \left( \tilde{\iota}^{\sigma}(S) + |E(S, V \setminus S)| \right) \geq \mu(S)(1 - e^{-t\lambda_{1}^{2}}). \] (5.22)
If $\lambda_{1}^{2} \geq 2K$, we set $t = 1/\lambda_{1}^{2}$ and obtain
\[ 2\sqrt{2D_{G}^{nor}} \left( \tilde{\iota}^{\sigma}(S) + |E(S, V \setminus S)| \right) \geq \mu(S)(1 - e^{-1})\sqrt{\lambda_{1}^{2}}. \] (5.23)
If $\lambda_{1}^{2} < 2K$, we set $t = 1/(2K)$ and obtain
\[ 2\sqrt{D_{G}^{nor}}K \left( \tilde{\iota}^{\sigma}(S) + |E(S, V \setminus S)| \right) \geq \mu(S)(1 - e^{-\lambda_{1}^{2}/4K}) \geq \mu(S)\lambda_{1}^{2}/4K. \] (5.24)
Combining both cases completes the proof. \(\square\)

We now define the following Cheeger type constant $\tilde{h}_{1}^{\sigma}$ corresponding to $\tilde{\iota}^{\sigma}(S)$.

**Definition 5.5.** Let $(G, \mu, \sigma)$ be given. The constant $\tilde{h}_{1}^{\sigma}$ is defined as
\[ \tilde{h}_{1}^{\sigma} = \min_{\emptyset \neq S \subseteq V} \frac{\tilde{\iota}^{\sigma}(S) + |E(S, V \setminus S)|}{\mu(S)}. \]
By definition, we observe that \( \tilde{h}_1^\sigma \leq h_1^\sigma \). Theorem 5.4 implies the following estimate immediately.

**Corollary 5.6.** Let \((G, \mu, \sigma)\) satisfy \(CD'(−K, \infty), K \geq 0\). Then we have
\[
\lambda_1^\sigma \leq 8 \max\{\left(\frac{e}{e-1}\right)^2 D_{\text{nor}}^G (\tilde{h}_1^\sigma)^2, \sqrt{D_{\text{nor}}^G K \tilde{h}_1^\sigma}\}.\tag{5.25}
\]

Note that, for the constant \( \tilde{h}_1^\sigma \), the following Cheeger type inequality is proved in [6, Theorem 4.1] (see also [26, Theorem 4.6 and Remark 4.9]).

**Theorem 5.7 ([6]).** Let \((G, \mu, \sigma)\) be given. Then we have
\[
\frac{2}{5D_{\text{nor}}^G} \tilde{h}_1^\sigma \leq \lambda_1^\sigma \leq 2 \tilde{h}_1^\sigma.\tag{5.26}
\]

**Example 5.8 (Signed Triangle).** We revisit the example of a signed triangle discussed in Section 3.5 (see Figure 2). In this case we have \( H = U(1) \) and, therefore, \( h_1^\sigma = \tilde{h}_1^\sigma \). Using Theorem 4.10, we can check
\[
h_1^\sigma = \frac{|s - 1|}{6} = \sqrt{2(1 - \text{Re}(s))}.\]

The Buser type inequality Theorem 5.1 tells us
\[
\lambda_1^\sigma \leq 32 \log 2 (h_1^\sigma)^2,\tag{5.27}
\]
while the Cheeger type inequality Theorem 5.7 gives
\[
\frac{2}{5} (h_1^\sigma)^2 \leq \lambda_1^\sigma \leq 2 h_1^\sigma.\tag{5.28}
\]

The comparison of the estimates (5.27) and (5.28) is shown in Figure 4, where we treat the quantities \( \lambda_1^\sigma \) and \( h_1^\sigma \) as functions of the variable \( \text{Re}(s) \).

\[\text{Figure 4. Comparison of Cheeger and Buser estimates for a signed triangle}\]
6. Lichnerowicz estimate and applications

We have the following Lichnerowicz type eigenvalue estimate (cf. Theorem 1.6 in the Introduction).

**Theorem 6.1** (Lichnerowicz inequality). Assume that \((G, \mu, \sigma)\) satisfies \(CD^\sigma(K,n)\) for \(K \in \mathbb{R}\) and \(n \in \mathbb{R}^+\). Then we have for any non-zero eigenvalue \(\lambda^\sigma\) of \(\Delta^\sigma\),

\[
\frac{n-1}{n}\lambda^\sigma \geq K,
\]

where we use the convention \((n-1)/n = 1\) in the case \(n = \infty\).

**Proof.** Let \(\psi : V \to \mathbb{K}^d\) be the corresponding eigenfunction of \(\lambda^\sigma\) with unit \(\ell^2(V, \mathbb{K}^d; \mu)\) norm. Integrating the inequality \(CD^\sigma(K,n)\) over the measure \(\mu\), we obtain

\[
\sum_{x \in V} \mu(x)\Gamma^\sigma_1(\psi)(x) \geq \frac{1}{n} \sum_{x \in V} \mu(x)|\Delta^\sigma \psi(x)|^2 + K \sum_{x \in V} \mu(x)\Gamma^\sigma(\psi)(x).
\]

By (3.2), we have

\[
\sum_{x \in V} \mu(x)\Gamma^\sigma_1(\psi)(x) = -\sum_{x \in V} \mu(x)\text{Re}(\Gamma^\sigma(\psi, \Delta^\sigma \psi)(x)) = \lambda^\sigma \sum_{x \in V} \mu(x)\Gamma^\sigma(\psi)(x).
\]

Recalling the summation by part formula (3.3), we have

\[
\sum_{x \in V} \mu(x)\Gamma^\sigma(\psi)(x) = -\langle \psi, \Delta^\sigma \psi \rangle_{\mu} = \lambda^\sigma.
\]

Therefore, (6.2) tells us that

\[
(\lambda^\sigma)^2 \geq \frac{1}{n}(\lambda^\sigma)^2 + \lambda^\sigma K.
\]

This implies (6.1) in the case \(\lambda^\sigma \neq 0\). \(\square\)

Consequently, we have the following estimates about the lower curvature bound of a graph.

**Corollary 6.2.** Let \((G, \mu, \sigma)\) satisfy \(CD^\sigma(K,n)\), for some \(K \in \mathbb{R}\) and \(n \in \mathbb{R}^+\). Then we have the following facts:

(i) If \(n = 1\), we have

\[
K \leq 0;
\]

(ii) If \(0 < n < 1\), we have \(K < 0\). If, furthermore, \(\sigma\) is not balanced, we have

\[
K \leq -\frac{2(1-n)}{5nD^\mu_G}(\tilde{h}_1^\sigma)^2;
\]

(iii) If \(1 < n \leq \infty\) and \(\sigma\) is not balanced, we have

\[
K \leq \frac{2(n-1)}{n}\tilde{h}_1^\sigma \leq \frac{2(n-1)}{n}h_1^\sigma.
\]

**Proof.** The estimate (ii) follows directly from Theorem 6.1. Note that \(\lambda_1^\sigma\) is positive when \(\sigma\) is not balanced. Hence we can combine Theorem 6.1 and Theorem 5.7 to conclude estimates (i) and (iii). \(\square\)
If the graph has a nonnegative lower curvature bound, we can improve the estimate Corollary 6.2 (iii) by applying Corollary 5.6.

**Corollary 6.3.** Let $(G, \mu, \sigma)$ satisfy $CD^\sigma(K,n)$, for some $K \geq 0$ and $1 < n \leq \infty$. If the signature $\sigma$ is not balanced, then we have

$$K \leq \frac{n - 1}{n} \min \left\{ \frac{2\tilde{h}_1^2}{\tilde{h}_1}, \frac{8e^2}{(e - 1)^2} D_G \tilde{h}_{1}^2 \right\}.$$  \hspace{1cm} (6.4)

**Proof.** Recall that $CD^\sigma(K,n)$ implies $CD^\sigma(K,\infty)$. Hence, Corollary 5.6 is applicable here. □

**Remark 6.4** (Jump of the curvature around a balanced signature). Suppose that a graph $(G, \mu)$ with a balanced signature has positive $n$-dimensional Ricci curvature, i.e., $K_n(\sigma_{\text{triv}}) > 0$. (Recall that every balanced signature is switching equivalent to $\sigma_{\text{triv}}$. Note that by Corollary 6.2, $K_n(\sigma_{\text{triv}}) > 0$ is only possible when $1 < n \leq \infty$.) Then by Corollary 6.2 we observe that the curvature $K_n(\sigma)$ of $(G, \mu, \sigma)$, as a function of the signature $\sigma$, has the following "jump" phenomenon: For unbalanced signatures $\sigma$, when they are close to the balanced signature $\sigma_{\text{triv}}$,

$$\limsup_{\epsilon^\sigma(V) \to 0} K_n(\sigma) \leq 0, \text{ but } K_n(\sigma_{\text{triv}}) > 0.$$ \hspace{1cm} (6.5)

In the above expression, we use $\epsilon^\sigma(V)$ as a measure for the difference between $\sigma$ and $\sigma_{\text{triv}}$.

The jump of the curvature is closely related to the jump phenomenon of the first non-zero eigenvalue of $\Delta^\sigma$. When the signature $\sigma$ of a connected graph becomes balanced, the first non-zero eigenvalue jumps from $\lambda_1^\sigma$ to $\lambda_2^\sigma$.

**Example 6.5** (Signed Triangle). We consider the example of a signed triangle again. Recall that we have observed the jump phenomenon of the curvature of a signed triangle in Remark 3.15 (see Figure 3). In Figure 4 of the Introduction, the jumps of the $\infty$-dimensional Ricci curvature and the first non-zero eigenvalue of a signed triangle are illustrated in the same diagram.

We conclude this section by an interesting application of the jump phenomenon of the curvature.

**Theorem 6.6.** Suppose that a graph $G$ has at least one cycle, but no cycles of length 3 or 4. Then, for any signature $\sigma$, any edge weights and any vertex measure $\mu$, we have

$$K_n(G, \mu, \sigma) \leq 0, \text{ for any } n \in \mathbb{R}_+.$$  \hspace{1cm} (6.6)

**Proof.** Since $G$ contains at least one cycle, there exist unbalanced signatures on $G$. On the other hand, we have

$$K_n(G, \mu, \sigma) = K_n(G, \mu, \sigma_{\text{triv}})$$ \hspace{1cm} (6.6)

by Proposition 3.6, as $G$ has no cycles of length 3 or 4. Therefore, if $K_n(G, \mu, \sigma_{\text{triv}}) > 0$, the equality (6.6) leads to a contradiction to the jump of the curvature observed in Remark 6.4. Hence we must have $K_n(G, \mu, \sigma) \leq 0$. □

Note that the conditions on the graph in Theorem 6.6 are purely combinatorial, whereas the curvature estimate holds for any edge weights and vertex measures.

Combining Theorem 6.6 and Corollary 3.8, we obtain an indirect verification of (3.37). Actually, we obtain the following more general result.
Corollary 6.7. Let \( N \geq 5 \) and \((C_N, \mu, \sigma)\) be an unweighted cycle with constant vertex measure \( \mu = \nu_0 \cdot 1_V \). Then we have
\[
K_n(C_N, \mu, \sigma) = 0 \quad \text{for any} \quad n \geq 2.
\]

7. Eigenvalue ratios of graphs with \( O(1) \) signatures

In this section, we restrict our considerations to the setting of a graph \((G, \mu)\) with a signature
\[
\sigma : E^{or} \to O(1) = \{\pm1\}.
\]
We show that Theorem 5.1 can be applied to derive an upper bound for the ratio of the \( k \)-th eigenvalue \( \lambda_\sigma^k \) to the first eigenvalue \( \lambda_\sigma^1 \) when \((G, \mu, \sigma)\) satisfies \(CD_\sigma(0, \infty)\).

Note that the connection Laplacian reduces to an operator on \(\ell^2(V, \mathbb{R}; \mu)\). That is, for any real function \(f : V \to \mathbb{R}\) and any vertex \(x \in V\), we have
\[
\Delta_\sigma f(x) := \frac{1}{\mu(x)} \sum_{y, y \sim x} w_{xy} (\sigma_{xy} f(y) - f(x)) \in \mathbb{R}.
\] (7.1)

The eigenvalues of \(\Delta_\sigma\) can be listed as
\[
0 \leq \lambda_\sigma^1 \leq \cdots \leq \lambda_\sigma^k \cdots \leq \lambda_\sigma^N \leq 2D_{nor}^G.
\]

In [3, Theorem 3], Atay and Liu prove the following estimate.

Theorem 7.1 ([3]). For any graph \((G, \mu, \sigma)\) with \(\sigma : E^{or} \to O(1)\) and any natural number \(1 \leq k \leq N\), we have
\[
h_\sigma^1 \leq 16\sqrt{2D_{nor}^G} k \frac{\lambda_\sigma^k}{\sqrt{\lambda_\sigma^k}} \leq 16\sqrt{2D_{nor}^G} k \lambda_\sigma^1 \sqrt{\lambda_\sigma^k}.
\] (7.2)

This result is an extension of the so-called improved Cheeger inequality due to Kwok et al. [25] for the graph Laplacian \(\Delta\). We also mention that in the current case of \(O(1)\) signatures, the multi-way Cheeger constants, given in Definition 4.6, have more explicit combinatorial expressions. We refer to [3] for more details.

As an application of Theorem 5.1, we prove the following eigenvalue ratio estimates.

Theorem 7.2. For any graph \((G, \mu, \sigma)\) with \(\sigma : E^{or} \to O(1)\) satisfying \(CD_\sigma(0, \infty)\) and any natural number \(1 \leq k \leq N\), there exists an absolute constant \(C\) such that
\[
\lambda_\sigma^k \leq CD_{G}^{nor} D_{G}^{non} k^2 \lambda_\sigma^1.
\] (7.3)

Proof. Since the inequality \(CD_\sigma(0, \infty)\) is satisfied, we have by Theorem 5.1
\[
\sqrt{\lambda_\sigma^k} \leq 4\sqrt{(\log 2)D_{G}^{nor} h_\sigma^1}.
\]
Combining this with Theorem 7.1, we obtain
\[
\sqrt{\lambda_\sigma^k} \leq 64\sqrt{2\log 2} D_{G}^{nor} D_{G}^{non} k \frac{\lambda_\sigma^k}{\sqrt{\lambda_\sigma^k}}.
\] (7.4)
This implies (7.3) immediately. \(\square\)

A direct corollary is the following Buser type inequality.

Corollary 7.3. Let \((G, \mu, \sigma)\) with \(\sigma : E^{or} \to O(1)\) satisfy \(CD_\sigma(0, \infty)\). Then for all \(1 \leq k \leq N\), there exists an absolute constant \(C\) such that
\[
\sqrt{\lambda_\sigma^k} \leq C \sqrt{D_{G}^{nor} D_{G}^{nor} k h_\sigma^1}.
\] (7.5)
Proof. Combining (7.4) with Theorem 7.2 leads to this result immediately.

Remark 7.4. Comparing this result with Theorem 5.1, the advantage of the estimate (7.5) lies in the fact that \( h_k \leq h_k^\sigma \) and that the order of \( k \) in (7.5) is lower. However, in the estimate (7.5), the orders of the degrees \( D_G^\sigma \) and \( D_G^\sigma_k \) are higher than in Theorem 5.1.

Finally, we observe that Theorem 7.1 and hence the estimate in Corollary 7.3 cannot be true for general signatures \( \sigma : E^\sigma \to H \), even in the 1-dimensional case \( H = U(1) \). To explain the reason, let us revisit the example of a signed triangle.

Example 7.5 (Signed Triangle). The example of a signed triangle, discussed in Section 3.5, carries a \( U(1) \) signature \( \sigma \) is assigned (see Figure 2). If \( \text{Re}(s) \) tends to 1, i.e., if the signature on the triangle tends to be balanced, we observe that \( \lambda_2^\sigma \) has a positive lower bound (see Figure 1), while both \( \lambda_2^\sigma \) and \( h_2^\sigma \) tend to zero, but at a different rate (see Figure 4). In fact, by Theorem 5.1 we have

\[
\lambda_2^\sigma \leq 32 \log 2(h_1^\sigma)^2.
\]

(A.6)

Assume that Theorem 7.1 holds in this case for \( k = 2 \). Combining this with (A.6), we obtain \( 1 \leq C h_2^\sigma \) for some absolute constant \( C > 0 \). This is a contradiction. Hence, Theorem 7.1 cannot hold for more general signatures.

## Appendix A.

### Curvature and Cheeger Constants on Cartesian Products

In this section, we discuss the \( CD^\sigma \) inequality and the Cheeger constants on the Cartesian product of two graphs. For two graphs, \( G_1 = (V_1, E_1) \) and \( G_2 = (V_2, E_2) \), their Cartesian product \( G_1 \times G_2 = (V_1 \times V_2, E_{12}) \) is defined as follows. Any two vertices \( (x_1, y_1), (x_2, y_2) \in V_1 \times V_2 \) are connected by an edge in \( E_{12} \) if and only if

either \( \{x_1, x_2\} \in E_1, y_1 = y_2 \) or \( x_1 = x_2, \{y_1, y_2\} \in E_2 \).

A.1. Curvature on Cartesian Products. We first discuss the simpler case of graphs with constant vertex measures.

A.1.1. Graphs with constant vertex measures. Given two graphs \( G_1 = (V_1, E_1, v_1) \) and \( G_2 = (V_2, E_2, v_2) \), we assign the following edge weights to the Cartesian product \( G_1 \times G_2 = (V_1 \times V_2, E_{12}) \):

\[
w_{12,(x_1,y_1)(x_2,y_2)} := w_{1,(x_1,x_2)}, \quad \text{for any } \{x_1, x_2\} \in E_1, y \in V_2;
\]

\[
w_{12,(x_1,y_1)(x_2,y_2)} := w_{2,(y_1,y_2)}, \quad \text{for any } \{y_1, y_2\} \in E_2, x \in V_1.
\]

Let \( \sigma_i : E_i^\sigma \to H_i, i = 1, 2 \) be the signatures of \( G_i, i = 1, 2 \), respectively. We need to find a proper construction of the signature on the Cartesian product graph \( G_1 \times G_2 \).

We first consider the case that

\[ H_1 = H_2 := H = O(d) \text{ or } U(d), \text{ for some } d \in \mathbb{Z}_{>0}. \]

In this case, we define the signature \( \sigma_{12} : E_{12}^\sigma \to H \) as follows

\[
\sigma_{12,(x_1,y_1)(x_2,y_2)} := \sigma_1(x_1,x_2), \quad \text{for any } (x_1, x_2) \in E_1^\sigma, y \in V_2;
\]

\[
\sigma_{12,(x_1,y_1)(x_2,y_2)} := \sigma_2(y_1,y_2), \quad \text{for any } (y_1, y_2) \in E_2^\sigma, x \in V_1.
\]

(A.2)
Let $\Sigma_i$ be the signature group of the graph $G_i$ with $\sigma_i$ (recall the definition of the signature group at the end of Section 2.2). We say the two subgroups $\Sigma_1$ and $\Sigma_2$ of $H$ commute, if for any $s_1 \in \Sigma_1$, $s_2 \in \Sigma_2$, we have $s_1s_2 = s_2s_1$.

**Theorem A.1.** Let $(G_1, 1_{V_1}, \sigma_1)$ and $(G_2, 1_{V_2}, \sigma_2)$ be two graphs with $\sigma_i : E^o_i \to H$, $i = 1, 2$. Assume that they satisfy $CD^{\sigma_1}(K_1, n_1)$ and $CD^{\sigma_2}(K_2, n_2)$, respectively. If their signature groups $\Sigma_1$ and $\Sigma_2$ commute, then their Cartesian product graph $(G_1 \times G_2, 1_{V_1 \times V_2}, \sigma_{12})$, with the edge weight $w_{12}$ given in (A.1), satisfies $CD^{\sigma_{12}}(K_1 \wedge K_2, n_1 + n_2)$, where $K_1 \wedge K_2 := \min\{K_1, K_2\}$.

Note that the commutativity restriction of $\Sigma_1$ and $\Sigma_2$ is a very natural condition. The intuition behind the above result is that the "mixed structure" in the Cartesian product is "flat". To be precise, we want for two balanced signatures $\sigma_1, \sigma_2$ on $G_1, G_2$ that $\sigma_{12}$ on $G_1 \times G_2$ is also balanced. In Figure 5 we show a typical new cycle created in the process of taking the Cartesian product, where $\{x_i, x\} \in E_1$ and $\{y_k, y\} \in E_2$. Since $\Sigma_1$ and $\Sigma_2$ commute, the signature of this cycle, given by $\sigma_{1,xx}, \sigma_{2,yy}, \sigma_{1,xx}^{-1}, \sigma_{2,yy}^{-1}$, is trivial.

![Figure 5. A typical cycle in the Cartesian product graph](image)

**Proof of Theorem A.1.** Let $f : V_1 \times V_2 \to \mathbb{R}^d$ be any $\mathbb{R}^d$ valued function on the product graph. For fixed $y \in V_2$, we define $f_y(\cdot) := f(\cdot, y)$ to be a $\mathbb{R}^d$ valued function on $G_1$. Similarly, we define the function $f^y(\cdot) := f(x, \cdot) : V_2 \to \mathbb{R}^d$.

By the construction of $\sigma_{12}$, it is straightforward to check that

$$\nabla^{\sigma_{12}} f(x, y) = \nabla^{\sigma_1} f_y(x) + \nabla^{\sigma_2} f^y(y), \quad (A.3)$$

$$\Gamma^{\sigma_{12}}(f)(x, y) = \Gamma^{\sigma_1}(f_y)(x) + \Gamma^{\sigma_2}(f^y)(y). \quad (A.4)$$

For the operator $\Gamma_2^{\sigma_{12}}$, we claim that

$$\Gamma_2^{\sigma_{12}}(f)(x, y) \geq \Gamma_2^{\sigma_1}(f_y)(x) + \Gamma_2^{\sigma_2}(f^y)(y). \quad (A.5)$$
Similarly, we have

\[ \Gamma^\sigma_{\sigma^2}(f)(x, y) \]

Applying (A.4), we obtain

\[ \geq \frac{1}{n_1} |\Delta^2 f_y(x)|^2 + K_1 \Gamma^\sigma_{\sigma^1} f_y(x) + \frac{1}{n_2} |\Delta^\sigma_2 f^x(y)|^2 + K_2 \Gamma^\sigma_{\sigma^2}(f^x)(y) \]

\[ \geq \frac{1}{n_1 + n_2} (|\Delta^\sigma_1 f_y(x)| + |\Delta^\sigma_2 f^x(y)|)^2 + (K_1 \cap K_2) (\Gamma^\sigma_{\sigma^1} f_y(x) + \Gamma^\sigma_{\sigma^2}(f^x)(y)) \]

\[ \geq \frac{1}{n_1 + n_2} |\Delta^\sigma_{\sigma^2} f(x, y)|^2 + (K_1 \cap K_2) \Gamma^\sigma_{\sigma^2}(f)(x, y). \quad (A.6) \]

In the third inequality above, we used the triangle inequality and the equalities (A.3) and (A.4).

Hence, it only remains to prove the claim (A.5). Recall that

\[ 2\Gamma^\sigma_{\sigma^2}(f)(x, y) = \Delta^\sigma_{\sigma^2}(f)(x, y) - \Gamma^\sigma(f, \Delta^\sigma_{\sigma^2} f)(x, y) - \Gamma^\sigma(\Delta^\sigma_{\sigma^2} f, f)(x, y). \quad (A.7) \]

For simplicity, we denote the neighbors of \( x \) in \( V_1 \) by \( x_i \) and the neighbors of \( y \) in \( V_2 \) by \( y_k \). We will then write, for short,

\[ w_{1,i} := w_{1,i,x_k}, w_{2,k} := w_{2,y_k}, \]

and \( \sum_{x_i} (\sum_{y_k}, \text{resp.}) \) the summation over all neighbors of \( x \in V_1 \) (\( y \in V_2 \), resp.). We first calculate

\[ \Delta^\sigma_{\sigma^2}(f)(x, y) = \sum_{x_i} w_{1,i} (\Gamma^\sigma_{\sigma^2}(f)(x, y) - \Gamma^\sigma_{\sigma^2}(f)(x, y)) + \sum_{y_k} w_{2,k} (\Gamma^\sigma_{\sigma^2}(f)(x, y_k) - \Gamma^\sigma_{\sigma^2}(f)(x, y)). \]

Applying (A.4), we obtain

\[ L_1 = \sum_{x_i} w_{1,i} (\Gamma^\sigma_{\sigma^1} f_y(x_i) + \Gamma^\sigma_{\sigma^2}(f^x_i)(y) - \Gamma^\sigma_{\sigma^1} f_y(x) - \Gamma^\sigma_{\sigma^2}(f^x)(y)) \]

\[ = \Delta^\sigma_{\sigma^1} f_y(x) + \frac{1}{2} \sum_{x_i, y_k} w_{1,i} w_{2,k} (|\sigma_{2,k} f(x_i, y_k) - f(x_i, y)|^2) - (\sigma_{2,k} f(x, y_k) - f(x, y))^2. \quad (A.8) \]

Similarly, we have

\[ L_2 = \Delta^\sigma_{\sigma^2}(f^x)(y) + \frac{1}{2} \sum_{x_i, y_k} w_{1,i} w_{2,k} (|\sigma_{1,i} f(x_i, y_k) - f(x, y_k)|^2) - (\sigma_{1,i} f(x_i, y) - f(x, y))^2. \quad (A.9) \]

Now we calculate the remaining terms in (A.7).

\[ \Gamma^\sigma_{\sigma^2}(f, \Delta^\sigma_{\sigma^2} f)(x, y) \]

\[ = \frac{1}{2} \sum_{x_i} w_{1,i} (\sigma_{1,i} f(x_i, y) - f(x, y))^T (\sigma_{1,i} \Delta^\sigma_{\sigma^2} f(x_i, y) - \Delta^\sigma_{\sigma^2} f(x, y)) \]

\[ + \frac{1}{2} \sum_{y_k} w_{2,k} (\sigma_{2,k} f(x, y_k) - f(x, y))^T (\sigma_{2,k} \Delta^\sigma_{\sigma^2} f(x, y_k) - \Delta^\sigma_{\sigma^2} f(x, y)) \]

\[ =: M_1 + M_2. \quad (A.10) \]
Applying the equality \((A.3)\), we obtain
\[ M_1 = \Gamma^{\sigma_1}(f_y, \Delta^{\sigma_1} f_y)(x) + \frac{1}{2} \sum_{x_i} w_{1,i}((\sigma_{1,i} f(x_i, y) - f(x, y))^T (\sigma_{1,i} \Delta^{\sigma_2} f^x(y) - \Delta^{\sigma_2} f^x(y)). \quad (A.11) \]

Hence, we get
\[ M_1 - \Gamma^{\sigma_1}(f_y, \Delta^{\sigma_1} f_y)(x) = \frac{1}{2} \sum_{x_i, y_k} w_{1,i} w_{2,k} [(\sigma_{1,i} f(x_i, y) - f(x, y))^T (\sigma_{1,i} \sigma_{2,k} f(x_i, y_k) - \sigma_{2,k} f(x, y_k)] - |\sigma_{1,i} f(x_i, y) - f(x, y)|^2. \quad (A.12) \]

Similarly, we have
\[ M_2 - \Gamma^{\sigma_2}(f^x, \Delta^{\sigma_2} f^x)(y) = \frac{1}{2} \sum_{x_i, y_k} w_{1,i} w_{2,k} [(\sigma_{2,k} f(x_i, y) - f(x, y))^T (\sigma_{2,k} \sigma_{1,i} f(x_i, y_k) - \sigma_{1,i} f(x, y_k)] - |\sigma_{2,k} f(x_i, y) - f(x, y)|^2. \quad (A.13) \]

Combining \((A.8)\) and \((A.13)\), we arrive at
\[ \begin{align*}
(L_1 - \Delta^{\sigma_1}(f_y)(x)) - (M_2 - \Gamma^{\sigma_2}(f^x, \Delta^{\sigma_2} f^x)(y)) - (M_2 - \Gamma^{\sigma_2}(f^x, \Delta^{\sigma_2} f^x)(y)) \\
= \frac{1}{2} \sum_{x_i, y_k} w_{1,i} w_{2,k} [\sigma_{2,k} f(x_i, y) - f(x, y)]^2 + |\sigma_{2,k} f(x_i, y_k) - f(x, y)|^2 \\
+ (\sigma_{2,k} f(x, y_k) - f(x, y))^T (\sigma_{2,k} \sigma_{1,i} f(x_i, y_k) - \sigma_{1,i} f(x, y_k)] \\
+ (\sigma_{2,k} f(x, y_k) - f(x, y))^T (\sigma_{2,k} \sigma_{1,i} f(x_i, y_k) - \sigma_{1,i} f(x, y_k)]).
\end{align*} \quad (A.14) \]

Since \(\Sigma_1\) and \(\Sigma_2\) commute, we have
\[ \sigma_{2,k} \sigma_{1,i} = \sigma_{1,i} \sigma_{2,k}. \]

Therefore, we obtain
\[ (L_1 - \Delta^{\sigma_1}(f_y)(x)) - (M_2 - \Gamma^{\sigma_2}(f^x, \Delta^{\sigma_2} f^x)(y)) = \frac{1}{2} \sum_{x_i, y_k} w_{1,i} w_{2,k} [\sigma_{1,i} \sigma_{2,k} f(x_i, y_k) - \sigma_{1,i} f(x_i, y) - \sigma_{2,k} f(x, y_k) + f(x, y)]^2. \quad (A.15) \]

Similarly, by combining \((A.9)\) and \((A.12)\), we obtain
\[ \begin{align*}
(L_2 - \Delta^{\sigma_2}(f^x)(y)) - (M_1 - \Gamma^{\sigma_1}(f_y, \Delta^{\sigma_1} f_y)(x)) - (M_1 - \Gamma^{\sigma_1}(f_y, \Delta^{\sigma_1} f_y)(x)) \\
= \frac{1}{2} \sum_{x_i, y_k} w_{1,i} w_{2,k} [\sigma_{2,k} \sigma_{1,i} f(x_i, y_k) - \sigma_{2,k} f(x, y_k) - \sigma_{1,i} f(x_i, y) + f(x, y)]^2. \quad (A.16) \end{align*} \]

Adding \((A.15)\) and \((A.16)\), and using \((3.1)\), we get
\[ \begin{align*}
2 \Gamma^{\sigma_1}_2(f)(x, y) - 2 \Gamma^{\sigma_2}_2(f)(x, y) - 2 \Gamma^{\sigma_2}_2(f^x)(y) \\
= \sum_{x_i, y_k} w_{1,i} w_{2,k} [\sigma_{2,k} \sigma_{1,i} f(x_i, y_k) - \sigma_{2,k} f(x, y_k) - \sigma_{1,i} f(x_i, y) + f(x, y)]^2 \geq 0.
\end{align*} \quad (A.17) \]

This proves \((A.5)\). \(\square\)
Remark A.2 (Tightness of Theorem A.1). The estimate in Theorem A.1 is tight at least in the case of taking the Cartesian product of \((G, 1_{V}, \sigma)\) with itself, assuming that its signature group \(\Sigma\) is abelian. That is, for any given \(n \in \mathbb{R}_+\), the precise lower curvature bounds satisfy
\[ K_{n}(G \times G, 1_{V \times V}, \sigma_{12}) = K_{n}(G, 1_{V}, \sigma). \]
Note that the tightness of Theorem A.1 lies in the tightness of (A.6) and (A.17). By assumption, there exists a function \(f : V \to \mathbb{K}^d\) and a vertex \(x \in V\) such that
\[ \Gamma_2^\sigma(f)(x) = \frac{1}{n} |\Delta^\sigma f(x)|^2 + K_{1}^\sigma(f)(x) \quad \text{and} \quad \Gamma_2^\sigma(f)(x) \neq 0. \]
Then we can choose a function \(F : V \times V \to \mathbb{K}^d\) satisfying, locally, around the vertex \((x, x) \in V \times V,\)
(i) \(F(x, x) := f(x)\);
(ii) \(F(x_i, x) := f(x_i)\), for all \(x_i \sim x\);
(iii) \(F(x, x_k) := f(x_k)\), for all \(x_k \sim x\);
(iv) \(F(x_i, x_k) := \sigma_{xx_i}^{-1} f(x_i) + \sigma_{xx_k}^{-1} f(x_k)\), for all \(x_i \sim x\) and \(x_k \sim x\).
Note that (i-iii) implies \(\Delta^\sigma F_2(x) = \Delta^\sigma F_2(x)\) and, hence, (A.6) holds with equalities. Property (iv) ensures that (A.17) holds also with equality. This shows the tightness of the result.

Next, we discuss the situation when the two groups \(H_1\) and \(H_2\) are different. We assume that
\[ H_1 = O(d_1), H_2 = O(d_2), \quad \text{or} \quad H_1 = U(d_1), H_2 = U(d_2), \quad \text{for some} \ d_1, d_2 \in \mathbb{Z}_{>0}, \]
where \(d_1, d_2\) can be different integers. In such a general situation, we construct the signature \(\hat{\sigma}_{12} : E_{12}^\sigma \to H_1 \otimes H_2\) on the Cartesian product graph in the following way:
\[ \hat{\sigma}_{12}(x_1, y_1)(x_2, y_2) := \sigma_{12, x_1, y_1} \otimes I_{d_2}, \quad \text{for any} \ (x_1, x_2) \in E_{12}^\sigma, y \in V_2; \]
\[ \hat{\sigma}_{12}(x_1, y_1)(x_2, y_2) := I_{d_1} \otimes \sigma_{2, y_1, y_2}, \quad \text{for any} \ (y_1, y_2) \in E_{2}^\sigma, x \in V_1, \quad (A.18) \]
where \(I_{d_i}\) is the identity matrix of size \(d_i \times d_i\), \(i = 1, 2\).

Theorem A.3. Let \((G_1, 1_{V_1}, \sigma_1)\) and \((G_2, 1_{V_2}, \sigma_2)\) be two graphs with \(\sigma_i : E_i^\sigma \to H_i, i = 1, 2\). Assume that they satisfy
\[ CD^{\sigma_1}(K_1, n_1) \quad \text{and} \quad CD^{\sigma_2}(K_2, n_2), \]
respectively. Then their Cartesian product graph \((G_1 \times G_2, 1_{V_1 \times V_2}, \sigma_{12})\) with the edge weight \(w_{12}\) given in (A.1) satisfies
\[ CD^{\hat{\sigma}_{12}}(K_1 \wedge K_2, n_1 + n_2). \]

This is an immediate consequence of Theorem A.1 and Corollary 3.4.

Proof of Theorem A.3. By Corollary 3.4, we know that \((G_1, 1_{V_1}, \sigma_1 \otimes I_{d_2})\) and \((G_2, 1_{V_2}, I_{d_1} \otimes \sigma_2)\) satisfy \(CD^{\sigma_1 \otimes I_{d_2}}(K_1, n_1)\) and \(CD^{I_{d_1} \otimes \sigma_2}(K_2, n_2)\), respectively. Note that for any \((x, x_i) \in E_{1}^\sigma\) and \((y, y_k) \in E_{2}^\sigma\), we have
\[ (\sigma_{1, xx_i} \otimes I_{d_2})(I_{d_1} \otimes \sigma_{2, yy_k}) = (I_{d_1} \otimes \sigma_{2, yy_k})(\sigma_{1, xx_i} \otimes I_{d_2}). \quad (A.19) \]
That is, the corresponding signature groups of \((G_1, 1_{V_1}, \sigma_1 \otimes I_{d_2})\) and \((G_2, 1_{V_2}, I_{d_1} \otimes \sigma_2)\) commute. Hence, we can apply Theorem A.1 and finish the proof. \(\square\)
Remark A.4 (Vertex measure). In Theorems A.1 and A.3 we use the particular vertex measure \( \mu(x) = 1 \) for all vertices \( x \). In fact, we have more flexibility about those measures. Assume that the vertex measures of \( G_1, G_2, G_1 \times G_2 \) take constant values \( \nu_1, \nu_2, \nu_{12} \in \mathbb{R} \), respectively. Then under the assumptions of Theorem A.1 (replacing \( 1_{V_i} \) by \( \nu_i \cdot 1_{V_i} \)), we have that the graph \( (G_1 \times G_2, \nu_1 \cdot 1_{V_1} \times \nu_2 \cdot 1_{V_2}, \sigma_{12}) \) satisfies

\[
CD^{\sigma_{12}} \left( \frac{1}{\nu_{12}} (\nu_1 K_1 \wedge \nu_2 K_2), n_1 + n_2 \right).
\]

The result in Theorem A.3 can be generalized similarly.

A.1.2. Graphs with nonconstant vertex measures. For two graphs \( (G_1, \mu_1) \) and \( (G_2, \mu_2) \) whose vertex measures are not necessarily constant, we modify the definition of the edge weights of their Cartesian product. In [13], Chung and Tetali introduced the following edge weight for the Cartesian product \( G_1 \times G_2 = (V_1 \times V_2, E_{12}) \),

\[
w_{12}(x,y) := w_{1,x_1,x_2}(y), \quad \text{for any } \{x_1, x_2\} \in E_1, y \in V_2;
\]

\[
w_{12}(x,y) := w_{2,y_1,y_2}(x), \quad \text{for any } \{y_1, y_2\} \in E_2, x \in V_1.
\]

(A.20)

and the specific vertex measure

\[2\mu_1 \mu_2 : V_1 \times V_1 \ni (x, y) \mapsto 2\mu_1(x)\mu_2(y) \in \mathbb{R}.
\]

(A.21)

Observe that, in the case \( \mu_i = d_{V_i}, i = 1, 2 \), we have

\[2\mu_1(x)\mu_2(y) = \sum_{x_1} w_{12}(x_1, y) + \sum_{y_2} w_{12}(x, y_2).
\]

The definitions (A.20) and (A.21) lead to a Laplacian associated to a natural random walk on the product graph \( G_1 \times G_2 \).

Theorem A.5. Let \( (G_1, \mu_1, \sigma_1) \) and \( (G_2, \mu_2, \sigma_2) \) be two graphs with \( \sigma_i : E_{i\sigma}^{\text{ir}} \to H \), \( i = 1, 2 \). Assume that they satisfy

\[CD^{\sigma_3}(K_1, n_1) \quad \text{and} \quad CD^{\sigma_2}(K_2, n_2),
\]

respectively. If their signature groups \( \Sigma_1 \) and \( \Sigma_2 \) commute, then their Cartesian product graph \( (G_1 \times G_2, 2\mu_1 \mu_2, \sigma_{12}) \), with the edge weight \( w_{12}^{\circ} \) given in (A.20) satisfies

\[CD^{\sigma_{12}} \left( \frac{1}{2} (K_1 \wedge K_2), n_1 + n_2 \right),
\]

where \( K_1 \wedge K_2 := \min\{K_1, K_2\} \).

Proof. The proof is analogous to the proof of Theorem A.1. We only mention here that, this time, we have

\[\Delta^{\sigma_{12}} f(x, y) = \frac{1}{2} \Delta^{\sigma_1} f(x) + \frac{1}{2} \Delta^{\sigma_2} f(y),
\]

\[\Gamma^{\sigma_{12}} (f)(x, y) = \frac{1}{2} \Gamma^{\sigma_1} (f(x)) + \frac{1}{2} \Gamma^{\sigma_2} (f(x)),
\]

and

\[\Gamma^{\sigma_{12}}_2 (f)(x, y) \geq \frac{1}{4} \Gamma^{\sigma_1}_2 (f(x)) + \frac{1}{4} \Gamma^{\sigma_2}_2 (f(x)).
\]
The last inequality above is derived from
\[
2\mu(x)\mu(y) (4\Gamma^\sigma_{21}(f)(x,y) - \Gamma^\sigma_{21}(f_y)(x) - \Gamma^\sigma_{22}(f^x)(y)) = \sum_{x_i,y_k} w_{1,i}w_{2,k} |\sigma_{2,k}\sigma_{1,i}f(x_i,y_k) - \sigma_{2,k}f(x,y_k) - \sigma_{1,i}f(x_i,y) + f(x,y)|^2 \geq 0.
\]

\[\square\]

Remark A.6. Let us assign a general vertex measure \(\mu_{12}\) to the Cartesian product graph. Then, under the assumption of Theorem A.5, a proof analogous to the proof of Remark A.6. Note that this general result also includes Theorem A.1 as a particular case.

Theorem A.7. Let \((G_1,\mu_1,\sigma_1)\) and \((G_2,\mu_2,\sigma_2)\) be two graphs with \(\sigma_1 : E_1^{m_1} \to H_1, i = 1, 2\). Assume that they satisfy
\[
\text{CD}^{\sigma_1}(K_1, n_1) \quad \text{and} \quad \text{CD}^{\sigma_2}(K_2, n_2),
\]
respectively. Then their Cartesian product graph \((G_1 \times G_2, \mu_{12}, \sigma_{12})\), with the edge weight \(w_{12}^\sigma\) given in (A.20), satisfies
\[
\text{CD}^{\sigma_{12}}(\min_{(x,y) \in V_1 \times V_2} \frac{\mu_1(x)\mu_2(y)}{\mu_{12}(x,y)}(K_1 \wedge K_2), n_1 + n_2).
\]

A.2. Cheeger constants on Cartesian products. In this subsection, we discuss relations between the Cheeger constants on two graphs and on their Cartesian products.

Recall (4.3), i.e., for any \((d \times d)\)-matrix \(A\) and any \(B \in O(d)\) or \(U(d)\), their average \((2,1)\)-norm satisfies
\[
|BA|_{2,1} = |A|_{2,1}.
\]

This ensures the following relation between the Cheeger constants.

Theorem A.8. Let \((G_1,1V_1,\sigma_1)\) and \((G_2,1V_2,\sigma_2)\) be two graphs with \(\sigma_i : E_i^{m_i} \to H_i, i = 1, 2\). Assume that they satisfy
\[
\text{CD}^{\sigma_1}(K_1, n_1) \quad \text{and} \quad \text{CD}^{\sigma_2}(K_2, n_2),
\]
respectively. Suppose that \(H_1\) and \(H_2\) are embedded in a group \(H_{12}\) such that \(H_1\) and \(H_2\) commute. Define \(\sigma_{12}\) as in (A.2). Then the \(kl\)-way Cheeger constant \(h_{k l}^{\sigma_{12}}\) of their Cartesian product graph \((G_1 \times G_2, 1V_1 \times V_2, \sigma_{12})\), with the edge weight \(w_{12}^\sigma\) given in (A.1), satisfies
\[
h_{k l}^{\sigma_{12}} \leq h_k^{\sigma_1} + h_l^{\sigma_2}.
\]

We first show the following lemma.

Lemma A.9. For any subsets \(S_i \subseteq V_i, i = 1, 2\), we have
\[
i^{\sigma_{12}}(S_1 \times S_2) \leq |S_1|i^{\sigma_1}(S_2) + |S_2|i^{\sigma_2}(S_1).
\]
Proof. Let \( \tau_i : S_i \to H_i \) be the function that achieves the frustration index \( \iota^{\sigma_i}(S_i) \). Set \( \tau := \tau_{12} : S_1 \times S_2 \to H_{12} \). Then, by definition, we calculate

\[
\iota^{\sigma_{12}}(S_1 \times S_2) \leq \sum_{y \in S_2} \sum_{\{x,x'\} \in E_{S_1}} w_{1,xx'} |\sigma_{1,xx'} \tau_1(x') \tau_2(y) - \tau_1(x) \tau_2(y)|_{2,1} + \sum_{x \in S_1} \sum_{\{y,y'\} \in E_{S_2}} w_{2,yy'} |\sigma_{2,yy'} \tau_1(x) \tau_2(y') - \tau_1(x) \tau_2(y')|_{2,1} \\
= |S_2| \sum_{\{x,x'\} \in E_{S_1}} w_{1,xx'} |\sigma_{1,xx'} \tau_1(x') - \tau_1(x)|_{2,1} + |S_1| \sum_{\{y,y'\} \in E_{S_2}} w_{2,yy'} |\sigma_{2,yy'} \tau_2(y') - \tau_2(y)|_{2,1}.
\]

In the last equality, we used that \( H_1 \) and \( H_2 \) commute and \( A.22 \). This implies the lemma immediately. \( \square \)

Proof of Theorem A.8. For any two subsets \( S_i \subseteq V_i, i = 1, 2 \), it is straightforward to check that

\[
|E(S_1 \times S_2, V_1 \times V_2 \setminus S_1 \times S_2)| \leq |S_2| |E(S_1, V_1 \setminus S_1)| + |S_1| |E(S_2, V_2 \setminus S_2)|.
\]

Combining this with Lemma A.9 and using the fact \( |S_1 \times S_2| = |S_1||S_2| \), we obtain

\[
\phi^{\sigma_{12}}(S_1 \times S_2) \leq \phi^{\sigma_1}(S_1) + \phi^{\sigma_2}(S_2).
\]

Then the theorem follows immediately, by definition, since every nontrivial \( k \)-subpartition \( \{S_1^{(i)}\}_{i=1}^k \) of \( V_1 \) and every nontrivial \( l \)-subpartition \( \{S_2^{(j)}\}_{j=1}^l \) of \( V_2 \) induce a nontrivial \( kl \)-subpartition \( \{S_1^{(i)} \times S_2^{(j)}\}_{i=1,j=1}^{kl} \) of \( V_1 \times V_2 \). \( \square \)

Note that Theorem A.8 can be applied in the following particular case: Given two signatures \( \sigma_i : E_i^{or} \to H_i, i = 1, 2 \), we can embed them into \( H_1 \otimes H_2 \) by identifying \( H_1 \) with \( H_1 \otimes I_2 \) and \( H_2 \) with \( I_d \otimes H_2 \), respectively. Then the signature \( \sigma_{12} \) on \( G_1 \times G_2 \) coincides with the signature \( \hat{\sigma}_{12} \) given in \( A.18 \).

For graphs with nonconstant vertex measures, we can extend the above proof to obtain the following result.

Theorem A.10. Let \( (G_1, \mu_1, \sigma_1) \) and \( (G_2, \mu_2, \sigma_2) \) be two graphs with \( \sigma_i : E_i^{or} \to H_i, i = 1, 2 \). Then the \( kl \)-way Cheeger constant \( h_{kl}^{\sigma_{12}} \) of their Cartesian product graph \( (G_1 \times G_2, 2\mu_1\mu_2, \hat{\sigma}_{12}) \), with the edge weight \( w_{kl}^{\sigma_{12}} \) given in \( A.26 \), satisfies

\[
h_{kl}^{\hat{\sigma}_{12}} \leq \frac{1}{2}(h_{kl}^{\sigma_1} + h_{kl}^{\sigma_2}).
\]
possible switching functions \( \tau \) on \( S \). Theorem 4.10 tells that it is enough to take the minimum of
\[
\sum\limits_{\{x,y\} \in S} w_{xy} |\sigma_{xy} \tau(y) - \tau_T(x)|_{2,1}
\] (B.1)
over all spanning trees \( T \) of \( S \), where \( \tau_T \) is an arbitrary representative of the set
\[
C_T(S) = \{ \tau : S \to U(1) : \tau \text{ is constant on } T \text{ w.r.t. } \sigma \}.
\]
Recall that (B.1) is well defined because for any two \( \tau_1, \tau_2 \in C_T(S) \), there exists \( z \in U(1) \), such that \( \tau_1 = \tau_2 z \), and hence
\[
|\sigma_{xy} \tau_1(y) - \tau_1(x)|_{2,1} = |(\sigma_{xy} \tau_2(y) - \tau_2(x))z|_{2,1} = |\sigma_{xy} \tau_2(y) - \tau_2(x)|_{2,1}.
\] (B.2)
That is, the quantity \( |\sigma_{xy} \tau_T(x) - \tau_T(y)|_{2,1} \) does not depend on the choice of \( \tau_T \in C_T(S) \).

It is natural to ask whether Theorem 4.10 can be generalized to higher dimensional signatures, i.e., \( H = U(d) \), for \( d \geq 2 \). We first observe that, for the signature \( \sigma : E^w \to U(d), d \geq 2 \), the quantity (B.1) is not well defined since it depends on the representatives! Note that, for any \( (d \times d) \)-matrices \( A \) and \( B \in U(d) \), we do not always have \( |AB|_{2,1} = |A|_{2,1} \) (recall that \( |BA|_{2,1} = |A|_{2,1} \)). But this is needed in the verification of (B.2).

However, if we use the Frobenius norm \( | \cdot |_F \) instead, (B.1) is still well defined. In this section, we present a counterexample to show that Theorem 4.10 does not hold for higher dimensional signatures, even if we use the Frobenius norm in the definition of the frustration index.

Recall that Lemma 4.11, which is a statement about the metric space \( S^1 = U(1) \), plays a crucial role in the proof of Theorem 4.10. This lemma does not generalize to higher dimensional spheres. Already in \( S^2 \), we have the following counterexample: For three equidistributed points \( P_1, P_2, P_3 \) on a meridian close to the north pole \( N \), we have
\[
d(P_1, P_2) + d(P_1, P_3) > d(N, P_1) + d(N, P_2) + d(N, P_3),
\]
where \( d \) denotes the intrinsic distance in \( S^2 \). Lifting this example into \( U(2) \) by using the Hopf fibration \( S^1 \to SU(2) \cong S^3 \to S^2 \), we obtain the following matrices in \( U(2) \):
\[
A_0 = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad A_j = \begin{pmatrix} re^{i\alpha_k} & -\sqrt{1-r^2} \\ \sqrt{1-r^2} & re^{-i\alpha_k} \end{pmatrix}, \quad k = 1, 2, 3.
\] (B.3)
where \( r \in [0, 1], \alpha_k = 2(k-1)\pi/3 \). We check that
\[
|A_k - A_l|_F = \sqrt{6}r, \quad \forall \ 1 \leq k \neq l \leq 3,
\]
and
\[
|A_0 - A_k|_F = 2\sqrt{1 - \sqrt{1 - r^2}}, \quad \forall \ k = 1, 2, 3.
\]
Therefore, for small \( r \) (e.g., when \( r \leq 0.85 \)),
\[
\sum_{k=1}^{3} |A_0 - A_k|_F < \min_{A \in \{A_1, A_2, A_3\}} \sum_{k=1}^{3} |A - A_k|_F.
\] (B.4)
(B.4) implies that the generalization of Lemma 4.11 does not hold in \( U(2) \).

For later purposes, we transform one of the matrices \( \{A_1, A_2, A_3\} \) to be the identity matrix \( I_2 \). Set
\[
B_0 = A_3^{-1} A_0, B_k = A_3^{-1} A_k, \quad k = 1, 2, 3.
\]
Then we have $B_3 = I_2$. Using the definition of the Frobenius norm, we obtain

$$|B_1 - B_2|_F = |B_2 - B_3|_F = |B_3 - B_1|_F = \sqrt{6}r,$$  \hfill (B.5)

and, for small $r$,

$$\sum_{k=1}^{3} |B_0 - B_k|_F < \min_{B \in \{B_1, B_2, B_3\}} \sum_{k=1}^{3} |B - B_k|_F \leq |B_1 - I_2|_F + |B_2 - I_2|_F. \tag{B.6}$$

Let us consider the graph shown in Figure [6]. This is a graph with vertex set $V = \{x, y, z, w\}$, edge set $E = \{\{x, y\}, \{y, z\}, \{z, w\}, \{w, x\}, \{y, w\}\}$ and a signature $\sigma : E^{or} \to U(2)$ as shown in the figure.

![Figure 6. A counterexample](image)

**Proposition B.1.** For the graph as shown in Figure [6] we have

$$\iota^\sigma_{V}(V) := \min_{\tau : \sigma \to U(2)} \sum_{\{x,y\} \in E \sigma} w_{xy}|\sigma_{xy}\tau(y) - \tau(x)|_F < \min_{\tau \in T_0} \sum_{\{x,y\} \in E} |\sigma_{xy}\tau(y) - \tau_T(x)|_F,$$

where $\tau_T$ is a representative of the set

$$C_T(V) = \{\tau : V \to U(2) : \tau \text{ is constant on } T \text{ w.r.t. } \sigma\}.$$

**Proof.** Observe that $T_1 = (V, \{\{x, y\}, \{y, w\}, \{y, z\}\})$ is a spanning tree and that the function $\tau_{T_1} = I_2$ is a constant function on $T_1$ with respect to $\sigma$. We calculate

$$\sum_{\{x,y\} \in E} |\sigma_{xy}\tau_{T_1}(y) - \tau_{T_1}(x)|_F = |B_1 - I_2|_{2,1} + |B_2 - I_2|_F$$

$$\geq \sum_{k=1}^{3} |B_0 - B_k|_F = \sum_{\{x,y\} \in E} |\sigma_{xy}\tau_0(y) - \tau_0(x)|_F,$$

where the switching function $\tau_0$ is defined via $\tau_0(x) = \tau_0(y) = \tau_0(z) = B_0$, $\tau_0(w) = I_2$. Therefore, by definition, we have

$$\iota^\sigma_{V}(V) < \sum_{\{x,y\} \in E} |\sigma_{xy}\tau_{T_1}(y) - \tau_{T_1}(x)|_F. \tag{B.7}$$

The graph in Figure [6] has 8 spanning trees, which we denote by $T_i, i = 1, 2, \ldots, 8$. We claim that

$$\sum_{\{x,y\} \in E} |\sigma_{xy}\tau_{T_i}(y) - \tau_{T_i}(x)|_F = |B_1 - I_2|_F + |B_2 - I_2|_F \forall i = 1, 2, \ldots, 8. \tag{B.8}$$

The proposition then follows immediately from (B.7) and (B.8).
Claim (B.8) can be checked directly with the help of (B.5) for all choices of spanning trees. □
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