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Abstract: With the increasing population and continuation of climate change, an adequate food supply is vital to economic development and social stability. Winter crops are important crop types in China. Changes in winter crops planting areas not only have a direct impact on China’s production and economy, but also potentially affects China’s food security. Therefore, it is necessary to obtain information on the planting of winter crops. In this study, we use the time series data of individual pixels, calculate the temporal statistics of spectral bands and the vegetation indices of optical data based on the phenological characteristics of specific vegetation or crops and record them in the time series data, and apply decision trees and rule-based algorithms to generate annual maps of winter crops. First, we constructed a dataset combining all the available images from Landsat 7/8 and Sentinel-2A/B. Second, we generated an annual map of land cover types to obtain the cropland mask in 2019. Third, we generated a time series of a single cropland pixel, and calculated the phenological indicators for classification by extracting the differences in phenological characteristics of different crops: these phenological indicators include SOS (start of season), SDP (start date of peak), EOS (end of season), GUS (green-up speed) and GSL (growing-season length). Finally, we identified winter crops in 2019 based on their phenological characteristics. The main advantages of the phenology-based algorithm proposed in this study include: (1) Combining multiple sensor data to construct a high spatiotemporal resolution image collection. (2) By analyzing the whole growth season of winter crops, the planting area of winter crops can be extracted more accurately, and (3) the phenological indicators of different periods are extracted, which is conducive to monitoring winter crop planting information and seasonal dynamics. The results show that the algorithm constructed in this study can accurately extract the planting area of winter crops, with user, producer, overall accuracies and Kappa coefficients of 96.61%, 94.13%, 94.56% and 0.89, respectively, indicating that the phenology-based algorithm is reliable for large area crop classification. This research will provide a point of reference for crop area extraction and monitoring.
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1. Introduction

Winter crops (such as winter wheat, garlic, and rapeseed) are important food supplies in northern China. Planting winter crops can reduce idle land in winter and increase total grain yield. Therefore, the timely and accurate acquisition of winter crop planting areas is crucial for predicting national food production, prices and security [1–3]. Accurate regional crop planting distribution maps provide basic data for crop growth monitoring and yield
prediction, helping decision makers and producers formulate reasonable policies and risk management strategies [4,5].

Methods of crop planting area acquisition usually include agricultural surveys and remote sensing classification. The traditional agricultural survey method includes field surveys, level by level statistical reporting, questionnaire surveys, interviews, etc. [6]. This method is time-consuming and laborious, lacks accurate crop spatial distribution information, and has poor timeliness [7–10]. Remote sensing classification can accurately and rapidly classify crops, estimate crop yield and optimize crop management decisions based on remote sensing images [11]. It is a very effective vegetation monitoring method and has been widely used in regional, national or global crop mapping [2,12–18]. With the rapid increase in remote sensing data, free sharing and the development of remote sensing big data processing methods, remote sensing technology has gradually become the main method for obtaining crop planting information statistics [12].

The commonly used method for generating crop planting area maps by remote sensing is to establish the relationship between surface reflection and crop characteristics using remoted sensed data and a classification algorithm [19]. In recent decades, a variety of algorithms based on the Moderate Resolution Imaging Spectroradiometer (MODIS) have been developed to map planting areas of crops [1,20–23]. The MODIS satellite has been well applied to crop yield estimation and dynamic monitoring due to its high time resolution characteristics [24]. However, it is limited by spatial resolution: its mapping accuracy cannot meet the needs of Chinese household responsibility system cropland (small, scattered farmland) [25]. With the rapid development of medium and high spatial resolution satellites, Landsat (30 m) and Sentinel (10 m, 20 m and 60 m) images have been increasingly used more than MODIS images to monitor vegetation [26,27]. These solve the problem of the insufficient spatial resolution of MODIS images. However, due to the low temporal resolution of single satellites and the frequent clouds and cloud shadows, it is difficult to construct a complete and smooth time-series curve. In order to overcome the difficulty of the insufficient number of available images, many studies have begun to combine multiple sensors for research [8,28–31]. The integration of multiple sensor data sources can improve the temporal resolution of images and reduce the interference of other factors such as clouds.

Generally, mapping methods of winter crops based on remote sensing can be divided into the following categories. First, a classification method based on multitemporal satellite images. For example, analysis of the low value period and high value period of the time series [19], the peak period before winter [32], etc. This method can be summarized as follows: select satellite images of a specific period and construct a classification model by extracting the difference in surface reflectance. The disadvantage of this method is that it requires a high quality and quantity of images in the specific period, and has poor classification accuracy for large areas or areas with high cloud coverage. Second, extraction of the similarity of the vegetation index (VI) time curve. The time-series-curve shape is widely used in the classification of winter wheat. It describes the similarity of the crop curve by setting the similarity measurement index [33], calculating the discrete distance [34], extracting the angle parameter and the distance parameter in the standard vector [35], or the DTW algorithm [36]. This method can be summarized as follows: obtain a reference time series based on a large number of training samples, set indicators to reflect the similarity of the curve, and use the threshold method to achieve the purpose of extracting crops. The disadvantage of this method is that it is extremely dependent on the time series. The characteristics of crops with different spatial distributions are quite different, so it is difficult to extract accurate time series. In addition, too much data and indicator confusion may cause more errors in the model, reducing the accuracy of crop area statistics. Third, a phenology based algorithm. Different crops have different phenological characteristics during specific periods [31,37]; extracting phenological characteristics can be used as a method to distinguish winter crops from other crops. At present, some phenological based algorithms have been developed, such as establishing a linear regression model of the Crop
Proportion Phenology Index (CPPI) [21], calculating the growth rate and decline rate of VI values [16,38], extracting the VI time series curve slopes [39], identifying the peak growth (PG) and peak drought (PD) periods [40], a maximum curvature method which extracts phenology [41], etc. This method can be summarized as follows: according to the complete growth cycle of the crop, analyze the planting structure, phenological period, biological characteristics or the vegetation-index time-series characteristics, identify the differences with other vegetation growth rules, and establish a recognition algorithm based on the differences.

With the advent of Earth big data, how to couple multisource and multiscale remote sensing data and propose robust, efficient and accurate remote sensing data processing and comprehensive simulation algorithm has become the focus and challenge of remote sensing related application fields [42]. The Google Earth Engine (GEE) provides multiscale, multisource satellite image data, such as Tarra/Aqua, Landsat and Sentinel, which are free, preprocessed and easily obtained [43]. With powerful parallel computing capability, Google Earth Engine (GEE) can effectively solve the complex problem of remote sensing big data processing [44], which is a tool with great potential for use in the future [45].

Based on GEE, we acquired Landsat 7/8 and Sentinel-2A/B satellite images and developed a new phenology based algorithm to extract winter crops. The study area is Henan province, which is an important winter crop planting area in China. Due to the limitations of previous studies of the mapping of winter crops and the actual needs of farmers, contractors and local governments for timely and accurate phenological information, the main problems we solve in this study are as follows: (1) the combination of Landsat-7/8 and Sentinel-2A/B satellite images to construct a high spatiotemporal resolution data collection; (2) the detection of the phenological characteristics of winter crops in different phenological periods, attainment of phenological indicators for classification, and setting of thresholds to generate an annual map of winter crops in Henan Province in 2019 on a pixel scale; (3) meanwhile, the generation of phenological indicator maps, including the start of season (SOS), the start date of peak (SDP), the end of season (EOS), the green-up speed (GUS), and the growing season length (GSL) of winter crops. Timely and accurate phenological indicators maps are very important for making relevant planting plans and decisions, and helping local decision makers manage and monitor the production of winter crops. This study provides a reference for large scale, high precision crop monitoring based on remote sensing, and provides a new study idea for crop classification based on phenology algorithms.

2. Materials and Methods

The main research ideas of this study are shown in Figure 1, mainly including 5 aspects: (1) Combine Landsat 7/8 and Sentinel 2A/B surface reflectance (SR) data to construct a high spatiotemporal resolution data set. (2) Calculate the index, including the normalized vegetation difference index (NDVI), land surface water index (LSWI), modified normalized difference water index (mNDWI) and enhanced vegetation index (EVI). Time series reconstruction, including the 10 day composite, linear interpolation and Savitzky–Golay filter smoothing. (3) Generate annual map of land type in 2019. (4) Generate annual map of winter crops in 2019. (5) Accuracy assessment and comparison.

2.1. Study Area

Henan province is located in the central region of China and consists of 17 cities, covering an area of 167,000 km² (110°E–116°E, 31°N–36°N; Figure 2a). The south and west are mountains, and the rest are plains. Suitable temperatures and wide plains provide an excellent growth environment for crops (Figure 2b). Among them, arable land accounts for 68.2% of the province’s land area. The main crops are wheat, corn, garlic, rape and cotton, etc. According to the China Statistical Yearbook issued by the National Bureau of Statistics of China, Henan province has had the largest area of sown winter crops in the past five years in the country. In 2018, the planting area of winter crops in Henan province reached
57,399 km² (Figure 2a). Study of China’s largest province for growing winter crops will help to obtain better planting information and seasonal dynamics of winter crops.

Figure 1. The workflow for identifying and mapping winter crops fields by time series Landsat 7/8 and Sentinel 2A/B data.

Figure 2. (a) Location and (b) topography of Henan province, China. It is the largest winter crops production base of China that is selected as the study area.

2.2. Datasets and Preprocessing

2.2.1. Landsat and Sentinel-2 Data

Landsat 7/8 were launched in April 1999 and February 2013 respectively, carrying the Enhanced Thematic Mapper (ETM+) and Operational Land Imager (OLI), with a 30 m spatial resolution and a single satellite revisit cycle of 15 days [46]. Sentinel-2 consists of two satellites, launched in June 2015 (Sentinel-2A) and March 2017 (Sentinel-2B), carrying the Multispectral Instrument (MSI) with a spatial resolution of 10 m, 20 m and 60 m, and the revisit cycle of the two satellites is 5 days [47]. The Google Earth Engine provides free top of atmosphere (TOA) reflectance data and atmospherically corrected SR data.
Due to land surface changes, TOA data is not as sensitive as SR data [48]. We used all the available Landsat 7/8 and Sentinel-2A/B SR data for Henan Province during the research period as the initial image set. The data used is from the GEE cloud platform “Landsat/LE07/C01/T1_SR”, “Landsat/LC08/C01/T1_SR”, and “COPERNICUS/S2_SR”.

The detection of clouds and cloud shadows is essential for optical remote sensing data processing. First, we used the Fmask algorithm to detect poor quality observations in Landsat 7/8 images in GEE [49,50]. This method recognizes potential cloud pixels based on the physical properties of the cloud, detects cloud shadows through the darkening effect of the NIR band, and generates bad-quality observation masks by matching clouds and cloud shadows (Figure 3a). Second, we used the quality bands in the metadata to identify bad-quality observations in Sentinel-2A/B in GEE [8]. The metadata identifies those observations containing cirrus clouds and opaque clouds as bad-quality observations, and stores them as NODATA in the image, to generate a bad-quality observation mask (Figure 3b).

Figure 3. In the process of image preprocessing, Landsat-8 and Sentinel-2A/B were selected as examples to describe the process of high-quality observation generation. The images used are “Landsat/LC08/C01/T1_SR/LC08_124036_20180906” and “COPERNICUS/S2_SR/20181214T031129_20181214T031345_T50SKD” respectively. (a1, b1) are the original images containing cloud pixels (R/G/B); (a2, b2) are the bad-quality observation images identified by cloud removal algorithm; (a3, b3) are the final high-quality observation results obtained; (c, d) are the number of total observations and the number of high-quality observations in each pixel of the study area, respectively.

Due to the differences in the sensors in orbit, space and spectral configuration, the physical measurement value and radiation properties of the images will be affected [51], and the wavelength of each sensor can be slightly different; hence, it is necessary to normalize the remote sensing reflectance data to obtain comparable results. We used an ordinary least square regression coefficient to convert the ETM+ and MSI bands to the OLI bands standard. The five bands that needed to be processed are ρBLUE, ρGREEN, ρRED, ρNIR.
the regression coefficients of the five bands we calculated are \(0.8707, 0.8707, 0.9175, 0.9281, 0.9414\) for ETM+ and \(0.8729, 0.9621, 0.9103, 0.9701, 0.9668\) for MSI [52,53].

In this study, a complete phenological period of winter crops was taken, and the date range was from 9/1/2018 to 9/1/2019. We collected a total of 3770 images from multiple sensors in Henan province during the study period. After removing the bad-quality observations following the process above, the total image numbers and high-quality image numbers of the Landsat and Sentinel per pixel are displayed in Figure 3c,d, respectively. Due to the long growing season length for winter crops, we counted available images for the study and high-quality observations per pixel in different periods. The specific details are shown in Table 1.

### Table 1. Number of images available and the number of observations per pixel at different periods.

| Period                        | Image Number | Average Total Number of Observations Per Pixel | Average High-Quality Number of Observations Per Pixel |
|-------------------------------|--------------|-----------------------------------------------|-----------------------------------------------------|
| Before winter (September to December) | 142          | 10                                             | 7                                                   |
| Overwintering period (December to February) | 693          | 23                                             | 10                                                  |
| Greening period and harvest period (February to June) | 1675         | 47                                             | 21                                                  |
| After harvest (June to September) | 1260         | 35                                             | 21                                                  |
| Whole period (September to September) | 3770         | 115                                            | 59                                                  |

#### 2.2.2. Ground Reference Data

We obtained ground reference data as training samples and verification samples by distributing questionnaires, agrometeorological station data, Google Earth images, and field survey data. First, we sent a questionnaire to students living in rural areas of Henan University. The information collected included the sowing date, harvest date and planting area of winter crops. Secondly, we collected data on crop phenology from the Henan agrometeorological station. The agrometeorological station recorded the dates of all the phenological events of winter crops from the sowing period to the harvest period. We used these data to compare with the phenological indicators map generated in this study to check consistency. Third, a satellite image from Google Earth images (including CNES/Airbus, Maxar Technologies, etc. satellite images) with a 1 m spatial resolution clearly shows the surface characteristics of cultivated land, rivers, roads and village buildings. We visually interpreted Google images to obtain the growing information of winter crops on cropland. Fourth, we conducted three field investigations in Henan province. During the investigation, we collected georeferenced photos containing different crop types. These field photos include common crop types such as winter crops, deciduous forests, evergreen forests, rice, corn, and peanuts. We collected a total of 329 winter crops fields and 288 non-winter-crops fields (60 in evergreen forest, 48 in deciduous forest, 82 in corn, 44 in rice, 27 in peanuts, 18 in impervious surface and 9 in water), and built time series of these fields.

#### 2.2.3. Winter Crops Area from Statistical Yearbook

We collected the city-level and county-level statistical data in the Henan Provincial Statistical Yearbook in 2019 to compare with the results obtained by remote sensing methods. Although there are some problems with these data (statistical data may be overestimated due to false reports by farmers), national statistics are already the most trusted source of data on crop planting areas [30]. We selected a total of 17 prefecture-level cities, including 102 counties. The data can be obtained at https://data.cnki.net/yearbook/Single/N2020020050, 18 October 2020.
2.3. Methods

2.3.1. Index Calculation and Time-Series Processing

A normalized difference vegetation index (NDVI) time-series curve is a common and effective method to identify crops [54,55]. A land surface water index (LSWI) is used to assist identification of the start and end growth stages of winter crops [8,30]. In this study, a modified normalized difference water index (mNDWI) and enhanced vegetation index (EVI) were also calculated to extract different land cover types [56–59]. The calculation formulas are as follows:

\[
NDVI = \frac{\rho_{\text{NIR}} - \rho_{\text{RED}}}{\rho_{\text{NIR}} + \rho_{\text{RED}}} \tag{1}
\]

\[
LSWI = \frac{\rho_{\text{NIR}} - \rho_{\text{SWIR}}}{\rho_{\text{NIR}} + \rho_{\text{SWIR}}} \tag{2}
\]

\[
m\text{NDWI} = \frac{\rho_{\text{GREEN}} - \rho_{\text{SWIR}}}{\rho_{\text{GREEN}} + \rho_{\text{SWIR}}} \tag{3}
\]

\[
EVI = 2.5 \times \frac{\rho_{\text{NIR}} - \rho_{\text{RED}}}{\rho_{\text{NIR}} + 6 \times \rho_{\text{RED}} - 7.5 \times \rho_{\text{BLUE}} + 1} \tag{4}
\]

where \(\rho_{\text{NIR}}\) and \(\rho_{\text{RED}}\) represent the near infrared band reflectance values and the red band reflectance values, respectively; \(\rho_{\text{SWIR}}\) represents the shortwave infrared band reflectance values; \(\rho_{\text{GREEN}}\) represents the green band reflectance values; and \(\rho_{\text{BLUE}}\) represents the blue band reflectance values.

The temporal resolutions, land surface coverages, and overlaps of the images obtained from the different sensors are different. In order to obtain an imagery set of the time series with equal intervals, we calculated the maximum value of NDVI and the average value of LSWI obtained every 10 days to develop a 10-day composite image [29,60]. If an image was affected by clouds, snow or other factors in some areas and good-quality observations within 10 days could not be obtained [30], we filled the time-series data set through linear interpolation based on good-quality observations before and after 10 days [61,62]. Even if the above data set is strictly preprocessed, there are still noises caused by cloud residues, data transmission errors, biological directional effects, or ice/snow cover [63]. We used a Savitzky–Golay filter (S–G filter) to smooth the time-series curves, reducing noise and constructing a good-quality NDVI time-series data set [64].

2.3.2. NDVI and LSWI Time Series Construction

We selected six types of vegetation sample points from winter crops, evergreen forests, deciduous forests, rice, corn, and peanuts from the surface reference data and created NDVI and LSWI time series at these points. The time series obtained by 10-day composite, linear interpolation and S–G filter reconstruction can truly reflect the vegetation growth status (Figure 4a–f). In addition, in order to obtain a mask containing only croplands, we also selected sample points of impervious surfaces and water (Figure 4g–h). Since the growth period of most crops is greater than 90 days, we used a moving window of 9 observations and a second-order filter to smooth the NDVI time series (LSWI is sensitive to water and soil moisture, so the LSWI time series data is not smoothed) [30].
also selected sample points of impervious surfaces and water (Figure 4g–h). Since the growth period of most crops is greater than 90 days, we used a moving window of 9 observations to smooth the NDVI time series (LSWI is sensitive to LSWI time series data is not smoothed) [30].

To reduce the influence of other land cover types on our result, this study classified the land cover of the study area to obtain the cropland mask. We classified the land into four types: forest, impervious surface, water, and cropland. Samples of different land cover types were obtained from ground reference data, among which 60 were evergreen forests, 48 were deciduous forests, 18 were impervious surface, and 9 were water. Time-series curves were generated using these sample points and standard deviations were calculated (Figure 5). First, we identified the forest. In the study area, forests usually include evergreen forests and deciduous forests. A variety of forest identification methods have been developed [65–67]. As shown in Figure 5a,b, we developed a new model based on LSWI and EVI to identify forests. The number of pixel observations with LSWI > 0 and EVI > 0.2 exceeds 50% in a year were identified as forest pixels, and the forest pixels with a median NDVI (from November 1 to December 31) greater than 0.7 were identified as evergreen forest (Figure 5(a1,a2,a4)), the forest pixels with a maximum NDVI (April 10 to May 20) greater than 0.5 were identified as deciduous forest (Figure 5(b1,b2,b4)). Second, we identified impervious surfaces. The SWIR band of impervious pixels is usually larger than the NIR band, which makes LSWI a negative value [8]. We extracted impervious surfaces based on this feature, and the number of observations with a pixel’s LSWI less than 0 in a year exceeded 90% of the total number of observations in that year (Figure 5(c2)). Third, we extracted water. If there were more than 80% of observations in which mNDWI was greater than NDVI, or mNDWI was greater than EVI, and EVI was less than 0.1 (Figure 5(d1,d3,d4)), then this pixel was determined as water [68]. Finally, we used the pixels outside these three types of land as croplands pixels for the next step of analysis. The specific operations are summarized in Table 2.

Figure 4. (a–h) are the time-series curves of different land cover types. Coordinate points of eight types of land: (a) (114.1579°E, 32.8668°N); (b) (113.9885°E, 31.9674°N); (c) (113.9146°E, 31.9657°N); (d) (114.3297°E, 32.1535°N); (e) (118.2392°E, 35.6728°N); (f) (118.3029°E, 35.6442°N); (g) (113.65261°E, 34.73625°N); (h) (113.7129°E, 34.8199°N).

2.3.3. Annual Maps of Croplands and Other Land Cover Types in 2019

To reduce the influence of other land cover types on our result, this study classified the land cover of the study area to obtain the cropland mask. We classified the land into four types: forest, impervious surface, water, and cropland. Samples of different land cover types were obtained from ground reference data, among which 60 were evergreen forests, 48 were deciduous forests, 18 were impervious surface, and 9 were water. Time-series curves were generated using these sample points and standard deviations were calculated (Figure 5). First, we identified the forest. In the study area, forests usually include evergreen forests and deciduous forests. A variety of forest identification methods have been developed [65–67]. As shown in Figure 5a,b, we developed a new model based on LSWI and EVI to identify forests. The number of pixel observations with LSWI > 0 and EVI > 0.2 exceeds 50% in a year were identified as forest pixels, and the forest pixels with a median NDVI (from November 1 to December 31) greater than 0.7 were identified as evergreen forest (Figure 5(a1,a2,a4)), the forest pixels with a maximum NDVI (April 10 to May 20) greater than 0.5 were identified as deciduous forest (Figure 5(b1,b2,b4)). Second, we identified impervious surfaces. The SWIR band of impervious pixels is usually larger than the NIR band, which makes LSWI a negative value [8]. We extracted impervious surfaces based on this feature, and the number of observations with a pixel’s LSWI less than 0 in a year exceeded 90% of the total number of observations in that year (Figure 5(c2)). Third, we extracted water. If there were more than 80% of observations in which mNDWI was greater than NDVI, or mNDWI was greater than EVI, and EVI was less than 0.1 (Figure 5(d1,d3,d4)), then this pixel was determined as water [68]. Finally, we used the pixels outside these three types of land as croplands pixels for the next step of analysis. The specific operations are summarized in Table 2.
Figure 5. Average index curve and standard deviation of different land cover types in ground reference data, \(a_1-a_4\), \(b_1-b_4\), \(c_1-c_4\) and \(d_1-d_4\) represent the different index curves of evergreen forest, deciduous forest, impervious surface and water, respectively.

Table 2. Summary of the phenology based algorithms to generate the main noncropland land cover types in the study area.

| Land Cover Types | Subset         | Methods                                                                 | References |
|------------------|----------------|-------------------------------------------------------------------------|------------|
| Forest           | Evergreen      | LSWI > 0 and EVI > 0.2, Freq > 50%, and NDVI_median > 0.7(November 1 to December 31) | [65–67]    |
|                  | Deciduous      | LSWI > 0 and EVI > 0.2, Freq > 50%, and NDVI_max > 0.5(April 10 to May 20) |            |
| Impervious surface | /              | LSWI < 0, Freq > 90%                                                   | [8]        |
| Water            | /              | mNDWI > NDVI or mNDWI > EVI, and EVI < 0.1, Freq > 80%                  | [68]       |

2.3.4. Annual Map of Winter Crops in 2019

Figure 4 shows the time-series curves of NDVI after the reconstruction and the LSWI time series of the different types of vegetation in the Henan province. The figure shows a significant difference between the curve shapes of winter crops and other vegetation. Winter crops are sown in mid-to-late October. At this time, NDVI gradually increases and stops growing in winter. After returning to green from February to March, it enters a rapid greening period, and NDVI increases rapidly, reaching its peak growth period from April to May, when NDVI reaches its peak. After that, the NDVI gradually declines, as it matures and harvests from June to July. The NDVI falls to a valley again, when the growth cycle of winter crops ends. Based on the information obtained above, the phenological indicators we extracted for classification are the start of season (SOS), the start date of peak (SDP), the end of season (EOS), the green-up speed (GUS) and the growing season length (GSL) (Figure 6a). In this study, we combined the peak and valley of the NDVI time series, the local minimum of the LSWI time series and the NDVI threshold method to calculate SOS, SDP and EOS. The GUS was calculated by the ratio of the NDVI change to the date span.
between the rapid greening period and the peak period, and the difference between EOS and SOS was used to calculate GSL. The specific steps were as follows:

Step 1: Identification of the peaks and valleys in the NDVI time series. Based on the NDVI time series, the algorithm was iterated on the pixels. When the value at a certain moment in the time series was greater (less) than its previous value and the next value, it was defined as the peak (valley), and the peak and valley troughs on each pixel were stored in the form of DOY (day of year).

Step 2: Filtering all the peaks and valleys obtained. For peaks, set the threshold to 0.6 to remove extra peaks caused by weeds or incomplete harvesting [69]. For valleys, the valleys with an LSWI greater than 0 were removed [67].

Step 3: Determining the date when SOS, SDP and EOS occurred [70]. In this study, we used a method of continuously detecting the emergence and growth of crops throughout the winter crops growth cycle, and determined the SOS and EOS of winter crops by calculating the maximum rate of NDVI changes [71]. The formula is as follows:

$$NDVI_{ratio} = \frac{NDVI - NDVI_{min}}{NDVI_{max} - NDVI_{min}}$$

(5)

where the $NDVI_{max}$ and $NDVI_{min}$ represent the maximum value and minimum value of NDVI from September 1, 2018 to June 30, 2019. From the emergence of crops, $NDVI_{ratio}$ increases with the increase of the crop NDVI value. The moments when $NDVI_{ratio}$ is 0 and 1, respectively, represent the bare soil period and the SDP in the time series. In this study, SOS was defined as the DOY when $NDVI_{ratio}$ increased to 0.1 for the first time, EOS was defined as the DOY when $NDVI_{ratio}$ decreased to 0.18 for the first time [72], and SDP was defined as the DOY when the peak occurred. Through the above steps, we have obtained SOS, SDP and EOS on pixel.

Step 4: The calculation formulas of green-up speed (GUS) and growing-season length (GSL) are as follows:

$$GUS = \frac{NDVI_{peak} - NDVI_{revive}}{DOY_{peak} - DOY_{revive}}$$

(6)

Figure 6. (a) NDVI time series of winter crops from 9/1/2018 to 9/1/2019 and five phenological indicators for classification. (b–f) are the histograms of phenological information of winter crops and nonwinter crops. Green represents winter crops, red represents nonwinter crops.
\[ GSL = EOS + 365 - SOS \] (7)

where \( NDVI_{\text{peak}} \) and \( NDVI_{\text{revive}} \) represent the NDVI peak value during the whole growth cycle and the first NDVI value when the revive period began, respectively; \( DOY_{\text{peak}} \) and \( DOY_{\text{revive}} \) represent the date when these two values occurred; in this study, the revive period was defined as 3/1/2019. GUS was defined as the average daily increase speed of NDVI during the revive period. GSL was defined as the time span from SOS to EOS.

Step 5: We calculated phenological indicators at these sample points using winter crop samples and nonwinter crop samples in the ground reference data, as shown in Figure 6b–f.

Step 6: Based on the phenological information provided by these sample points, we found that SOS for winter crops usually occurs from early October to early November, SDP occurs between late March and early May, and EOS occurs between late May and early July. In the rapid greening period, the daily growth rate of NDVI exceeds 0.001, and the date span of the complete growth cycle is more than 200 days. Based on the information of these phenological indicators, we developed a decision classification approach of \( 260 < \text{SOS} < 330, \ 80 < \text{SDP} < 140, \ 130 < \text{EOS} < 190, \ \text{GUS} > 0.001, \ 200 < \text{GSL} < 250. \)

Step 7: Algorithms were performed on the scale of the pixels, and the annual map of winter crops in the Henan province in 2019 was generated.

2.3.5. Accuracy Evaluation

We used a confusion matrix for accuracy evaluation. Section 2.2.2 introduced the process of obtaining ground reference data. The spatial distribution of samples is shown in Figure 7a. We used the coordinate information and area information of these sample points to locate them in the Google Earth high-resolution image, combined with field photos and survey data to generate verification data for the calculation of the confusion matrix, and finally obtained the number of winter crop polygons used for verification as 329 (17,475 pixels), and the number of other polygons was 288 (12,739 pixels). The specific process was as follows:

Figure 7. (a) The spatial distribution and survey routes of different types of sample points; (b–e) are flow charts of verification data generation; (b) Google Earth image. Satellite: Maxar Technologies. Image date: 1/16/2019. Color composite: R/G/B (red/green/blue); (c) the result of vectorization; (d) vector polygon; (e) raster.

(1) The coordinates of the sample we collected were located in the Google Earth image. Due to the high resolution of the Google Earth image, the boundary of the field was clearly identified (Figure 7b).

(2) Vectorization. The size of each vector boundary depends on the size of the field where the sample is located. Through visual interpretation, we determined the shape of
the field, drew the vector boundary of the field (Figure 7c), and then converted the vector boundary into a vector polygon (Figure 7d).

(3) Converted the vector polygon to raster data (Figure 7e) and used bicubic resampling to resample the raster data to 30 m.

(4) Generated the confusion matrix, compared the manually, visually interpreted raster data with the classification results in this study, and calculated the user’s accuracy, producer’s accuracy, overall accuracy and Kappa coefficient.

We also used winter crop phenology observations from the 51 agrometeorological stations and the statistical data of cities and counties in the Henan Provincial Statistical Yearbook 2019 to compare with the results of this study, and calculated $R^2$ and Root Mean Square Error (RMSE) to assess its relevance.

3. Results

3.1. Annual Maps of Croplands and Other Land Cover Types in 2019

We used the algorithm introduced in Section 2.3.3 to generate a 30 m land cover types map of Henan province in 2019, including forests, impervious surfaces, water, and croplands (Figure 8). The croplands cover an area of 107,573.02 km$^2$, accounting for 64.41% of the total area. We removed the three types of pixels of forests, impervious surface and water to obtain the croplands mask. The next step of the algorithm was performed on the cropland pixels.

![Figure 8](image_url)

**Figure 8.** (a) Annual maps of croplands and other land cover types in 2019. (b–e) are the four randomly selected regions with different land cover types, including forest, water and impervious surface. (b1–e1) are the classification results in this study, (b2–e2) are Google Earth images.

3.2. Annual Map of Winter Crops in 2019

The resultant annual map of winter crops in the Henan province is shown in Figure 9a, with a total area of 44,407.4 km$^2$. The main planting areas of winter crops are the central and eastern plains of study area. The distribution of winter crops in the southwest and western mountain areas is relatively small. The blank spaces in the study area are mainly urban areas, single-season crop areas (such as Xinyang, which mostly sows single spring rice).
Figure 9. Results: (a) annual map of winter crops in 2019; and (b–f) are phenological indicators maps of winter crops.

Figure 9b–f, respectively, show the start of season, start date of the peak, end of season, green-up speed and growing-season length of winter crops in Henan province. We believe that the purpose of the phenological indicator map lies in the fact that although these phenological indicators show the spatial distribution and no significant trend of latitude or longitude, it can provide policy makers with information on winter crop cultivation to develop food production and food security policies. It can also provide winter crop phenological characteristics and seasonal dynamics to contractors, food manufacturers or farmers for better management of winter crop growth processes. In general, the phenological indicators map in this study provides reference for the phenological monitoring of the whole growing season of winter crops, and can be used to predict the planting situation of the land in the next year.

3.3. Accuracy Assessment and Comparison of the 2019 Winter Crops Map

The accuracy of the winter crops distribution map in 2019 was evaluated using the raster obtained in Section 2.3.5. Based on the raster data converted from 329 winter crop vector polygons (17,475 pixels) and 288 nonwinter crop vector polygons (12,739 pixels), the accuracy evaluation results using the confusion matrix are shown in Table 3. The user accuracy, producer accuracy and total accuracy of the model were 96.61%, 94.13% and 94.56%, respectively, showing a high classification accuracy. The Kappa coefficient was 0.89, indicating that there is a strong consistency between the ground reference data and classification results. Figure 10 is a comparison between the ground reference data after visual interpretation and the classification results. The selected area is a rectangular area containing typical ground objects. The error shows that the commission of winter crops is mainly concentrated on the cropland road network. This is because the width of rural roads is generally less than 30 m, and the 30 m spatial resolution data set constructed in this study was generally unable to identify such linear ground objects. The omission classification of
winter crops is mainly concentrated around the village buildings, and the irregularity of the village boundary makes it impossible to correctly identify the small planting areas of winter crops embedded around the buildings.

### Table 3. Accuracy assessment based on the ground reference data for winter crops and others in 2019.

This table shows the user’s (UA), producer’s (PA) and overall (OA) accuracy.

| Class       | Error Matrix (Pixel/km²) | Accuracy (%) |
|-------------|--------------------------|--------------|
|             | Winter Crops             | Others       | Total        | User’s (UA) | Producer’s (PA) | Overall (OA) |
| Winter Crops| 16,883/15.19             | 1,052/0.95   | 17,935/16.14 | 96.61        | 94.13          | 94.56        |
| Others      | 592/0.53                 | 11,687/10.52 | 12,279/11.05 | 91.74        | 95.18          | 94.56        |
| Total       | 17,475/15.72             | 12,739/11.47 | 30,214/27.19 | /            | /              | /            |

![Figure 10.](image)

Figure 10. Comparison between the ground reference data and the classification results of this study: row (a) is high-resolution Google Earth imagery; row (b) is ground reference data; row (c) is classification results of this study; row (d) is errors.

We used 51 phenology data from the Henan agrometeorological station and statistical data (17 cities and 102 counties) in Henan province in 2019 to compare with the classification results in this study. As the data provided by the agrometeorological station only includes the seedling stage (when winter crops begin to grow), heading stage (when winter crops reach the maximum growth period) and harvest stage (when winter crops are harvested after maturity), there is no GUS and GSL. We defined crop seedling as SOS, heading stage as SDP, harvest as EOS, and the GSL was defined by the time span of the seedling stage to mature stage. The data obtained are compared with the phenological indicators of this study (Figure 11a–d). R² was between 0.48–0.62, and RMSE between 3.93–9.61. Figure 11e,f show the comparison between the statistical data (17 cities and 102 counties) and the classification results in this study, respectively. The total area of winter crops fields in Henan from the classification results is 44,407.4 km², which is 8.4% less than the area estimated (48,469.8 km²) from the statistical data. From the comparison of different levels, the statistical data of 11 cities and 66 counties are overestimated. R² is 0.95 and 0.81, RMSE is 609.48 and 164.92, respectively, showing significant correlation and consistency.
4. Discussion

4.1. Potential of Multi-Sensor for Agricultural Mapping

Annual cropland mapping methods for large scale crop monitoring must meet multiple requirements, such as timeliness, accuracy and cost-effectiveness. Following China’s implementation of the household contract responsibility system, the fields in the study area are small [73] and mixed with residential areas, roads, rivers and lakes. Classification results using low spatial resolution images (such as MODIS images) can be poor. The disadvantage of using high spatial resolution images (such as Landsat images) is that the revisit period is too long, resulting in an insufficient number of images available, which has a significant impact on the extraction of images in a specific period by the multitemporal method. High spatiotemporal resolution image acquisition is the first problem to be solved by agricultural remote sensing. Currently available high spatiotemporal resolution data, such as GaoFen satellite images, are difficult to acquire and the data acquisition cost is too high.

In this study, the combination of Landsat 7/8 and Sentinel-2A/B images greatly increased the number of high-quality observations of individual pixels, and the phenological indicators of winter crops were captured well by reconstructing the time resolution of the time series [63,70,71]. Through linear interpolation and S–G filtering, on the one hand, the continuity of the time series was maintained, on the other hand, this process overcomes the difficulty of extracting the complete original NDVI time-series curve from scattered data [74]. Through the above operations, we have obtained an image set with high spatiotemporal resolution. A sufficient number of images and high-quality observations make the classification results more scientific and accurate.

This paper only takes 2019 as an example of the extraction of the planting area of winter crops in Henan Province. GEE contains Landsat satellite databases for the past few decades and Sentinel satellite databases for the past few years, and is freely available. By using past images, our algorithm can also be used to extract winter crops in the desired year or region (Figure 12), which makes it possible to analyze the temporal and spatial changes of winter crops in a long-time series. The precondition is that the region studied should have images of sufficient quality and quantity.

Figure 11. Correlation between classification result and phenology data, and statistical data. (a–d) represent different phenological indicators, respectively. (e,f) represent the city and county levels, respectively.
4.2. Algorithm Improvement

Previous studies have proved the potential of large area mapping based on phenological algorithms [8,9,20,73,74]. The phenological periods selected are different, but they are closely related to the phenological changes that occur during the growth season. Based on previous studies on the phenological algorithm of winter crops, most studies have focused on a specific phenological period, such as the pre-winter peak (PBW) [32], peak growth period (PG) and peak drought period (PD) [40], greening period and withering period [16,38], etc. In fact, due to the long growth cycle of winter crops, phenological events similar to winter crops may also occur in other vegetation in a specific phenological period. For example, sugarcane generally has a small peak around May and tea in some areas has a peak in winter, both of which are the peak periods of winter crops (Figure 13a). The phenological indicators extracted in this study cover the whole growth season. Only the pixels that follow the decision classification of the five phenological indicators will be recognized as winter crop pixels, which reduces confusion. There is a study performed using crop proportion phenology index (CPPI) models by focusing on the whole growth season of winter crops [21]. The phenological indicators included the eigenvalues of seeding date, first peak, second peak and harvest date in the time series. Although the model studies multiple periods in the whole growth season, it requires winter crops to accurately provide two peaks. In a large range, due to differences in spatial distribution and the influence of different agricultural practices, winter crops in the growth cycle may show different time series; it may not be possible to obtain all the parameters required by the model (for example, in the central part of Henan province, the NDVI of winter crops reached its peak only at the heading stage, but not before winter) (Figure 13b).

The phenology based algorithm developed in this study focuses on the whole winter crop growth season. By determining five phenological indicators (SOS, SDP, EOS, GUS and GSL) and mapping on pixels, an effective, high precision winter crops identification
and mapping algorithm was constructed. Compared with the above studies, our algorithm has the following improvements: (1) By analyzing the whole growth cycle of winter crops, the planting area of winter crops can be extracted more accurately. (2) The phenological indicators of different periods are extracted, which is conducive to monitoring the winter crops planting information and seasonal dynamics.

4.3. Uncertainty

To reduce the influence of other vegetation on the extraction of winter crops, we generated the annual land cover types map of Henan province in 2019 through the threshold method, but this may also lead to the omission of classification of winter crops. As the study area is large, there may be differences in the time-series curves of the same species with different spatial distributions, so the set threshold cannot be applied to the whole study area. For example, some winter crops have large NDVI values in winter, and the time window for extracting forests overlaps with the growth periods of winter crops. These conditions may cause cropland pixels to be classified as forest pixels, leading to the omission of winter crop planting areas. In addition, this study only classifies land into four types, and does not classify the map in detail. In the future, the accuracy can be improved by improving the threshold, comparing the size of the VI indexes with each other, or classifying the land into more types.

Due to the influence of clouds, it is difficult to guarantee that each pixel has a satellite image every 10 days. When an image is missing, the interpolation algorithm of adjacent pixels is adopted. This algorithm guarantees the time continuity of the data, but when the image is missing at the inflection point, the interpolation cannot reflect the true position of the crop growth, and there is a certain degree of uncertainty. Sentinel-1 data sets are suitable for high precision agricultural classification mapping due to its short revisit period and dual polarization channels, thus, images are not affected by weather and can be used to estimate the phenological period of crops [75,76]. In the correlation analysis in Section 3.3, we compared the phenological indicators extracted in this study with the phenological data from agrometeorological stations. \( R^2 \) is between 0.48 and 0.62. The main reason for the weak correlation is that the time interval set in this study is 10 days, and the data from the agrometeorological station is accurate to 1 day. In the future, the data set can be composited and interpolated at five days, two day or even one day time intervals to obtain a higher time resolution data set. In addition, winter crops include winter wheat, winter rapeseed and garlic. This study has not been subdivided. In the future, the optimization algorithm will be used to map several crops with the same growing season.

5. Conclusions

Based on the Google Earth Engine, all available Landsat 7/8 and Sentinel-2A/B images (3,770 scene images in total) during the study period were obtained. A simple, high-precision and low cost, phenology based algorithm was developed to generate an annual winter crop map in Henan province. The total accuracy was 94.56%, and the Kappa coefficient was 0.89. The conclusions of this study are as follows: (1) The combination of multiple sensor data to construct a high spatiotemporal resolution image collection significantly increases the number of high-quality image observations available on each pixel and better captures the phenology of winter crops. (2) The phenology based algorithm developed has been shown to have the potential to extract winter crops on a large scale. This study provides a scientific basis and reference case for crop extraction using phenological methods in other regions and types.
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