ON THE EXACTNESS OF AN ENERGY-EFFICIENT TRAIN CONTROL MODEL BASED ON CONVEX OPTIMIZATION

Abstract

In this paper, we demonstrate the exactness proof for the energy-efficient train control (EETC) model based on convex optimization. The proof of exactness shows that the convex optimization model will share the same optimization results with the initial model on which the convex relaxations are conducted. We first show how the relaxation on the initial non-convex model is conducted and provide analysis to show that the relaxations are convex constraints and the relaxed model is thus a convex model. Subsequently, we prove that the relaxed convex model will always achieve its optimal solution on the initial equality constraints and the optimal solution achieved by convex optimization will be the same as the one obtained by the initial non-convex model and the relaxations applied are exact. A numerical verification has been conducted based on a typical urban rail system with a steep gradient. The results of this paper shed lights on further applications of convex optimization on energy-efficient train control and relevant areas related to operation and control of low-carbon transportation systems.

1 Introduction

Energy-efficient train control (EETC) tries to locate the most energy-efficient train speed trajectory resulted from the optimal control strategies of the train dynamic system. The past studies in the field generally adopted two main types of methods: indirect method based on the optimal theory and direct methods based on different optimization techniques.

On the one hand, indirect method obtained its name from the way of locating the optimal solution by using the Pontryagin’s Maximum Principle (PMP). According to PMP, the optimal solution’s necessary condition can be obtained, upon which the solution can be evaluated using the necessary condition. The optimal solution can be obtained by indirectly solving the co-state variable’s differential equations with the help of the necessary conditions. On the other hand, direct methods try to set up mathematical models and apply computer algorithms to locate the optimal solution. Our proposed EETC model with its solution approach falls into the direct method and in general, we are proposing a mathematical model solved by efficient algorithms to quickly locate the optimal solutions. These solutions are generally represented by the train speed and its corresponding train control strategies, i.e. acceleration, braking and cruising etc. We refer readers to numerous influential academic papers on both indirect methods [1, 2, 3, 4, 5] and direct methods [6, 7, 8, 9, 10].

*Corresponding author, https://lushaoeng.github.io
Based on the previous research outcomes of [11], in this paper, we will present two direct EETC optimization models. The first model, referred to as “Model A”, is a non-convex model and the second mode is the relaxed “Model B”. We focus on the topic how the two optimization models can share same optimization results after the relaxation has been conducted from one to another. We first present two models, offer some analysis on the convexity of Model B in Section 2, then provide the exactness proof of relaxations in Section 3 and demonstrate a numerical verification using a typical urban rail case with a steep downhill gradient in Section 4. A conclusion is drawn in Section 5.

2 Two EETC Models

2.1 The non-convex EETC model

A similar introduction of this model can be found in [11], for the sake of coherence, we still include the key modeling details in this section. The journey is divided into $N$ segments. For the sake of simplicity, the length of each segment is equal and assumed to be $\Delta d$. The total length of journey is denoted by $D$.

$$D = \sum_{i=1}^{N} \Delta d_i \quad (1)$$

where $i$ is the index number corresponding to each candidate speed point along the journey.

The whole journey includes $N + 1$ speed variable $v_i$ corresponding to $N$ segments. $v_0$ and $v_N$ are initial and final candidate speed. Each speed $v_i$ is constrained by the speed limit $V_{i,lim}$ as presented by:

$$0 < v_i \leq V_{i,lim} \quad (2)$$

where $V_{i,lim}$ is a parameter setting the speed limit for each $v_i$. In the proof demonstrated later, we make a special case for $v_0$ and assume $v_0 = 0$ to ensure the train departs from zero speed.

The sum of elapsed time in each segment equals to the total journey time $T$ as shown in (3).

$$\sum_{i=1}^{N} \frac{\Delta d}{v_i} = T. \quad (3)$$

The drag force can be calculated by the Davis equation in (4):

$$f_{i,d} = A + Bv_i + Cv_i^2 \quad (4)$$

where the parameters $A$, $B$ and $C$ are the Davis coefficients.

The principle of energy conservation during train running can be presented by (5):

$$F_{i}\Delta d = 0.5M(v_i^2 - v_{i-1}^2) + f_{i,d}\Delta d + Mg\Delta H_i$$

$$= 0.5M(v_i^2 - v_{i-1}^2) + (A + Bv_i + Cv_i^2)\Delta d + Mg\Delta H_i \quad (5)$$

where $F_i$ represents the tractive or braking effort imposed the train based on the principle of conservation of energy, $M$ is the total mass of the train which can be varied to consider the rotary mass, and $g$ is acceleration rate due to gravity. $\Delta H_i$ is the altitude difference between the current distance $d_i$ and previous position $d_{i-1}$ and $\Delta H_i$ is positive when it is going uphill.

The inequality constraints are imposed to ensure that the train effort and power does not exceed its boundaries:

$$-F_{max} \leq F_i \leq F_{max} \quad (6)$$

$$-\frac{P_{b,max}}{v_i} \leq F_i \leq \frac{P_{t,max}}{v_i} \quad (7)$$

where $P_{b,max}$ is the maximum braking power and $P_{t,max}$ is the maximum traction power. (6) is to denote the force boundary condition and (7) is for the power boundary.

The electrical energy consumed during traction and generated during the regenerative braking can be modeled by:

$$E_i \geq F_i\Delta d/\eta_t \quad (8a)$$

$$E_i \geq F_i\Delta d/\eta_b \quad (8b)$$
where $1 \geq \eta_t > 0$ and $1 \geq \eta_b > 0$ are the motor efficiency during traction and braking respectively. When $F_i$ is positive (8b) is relaxed and otherwise (8a) is relaxed. $\eta_b$ can be set to sufficiently small number so that no regenerative braking energy will be considered.

The total net energy is defined as the total positive tractive energy plus the total negative regenerative braking energy. The non-convex EETC model can be presented by:

$$\text{minimize } f_{\text{obj}}(E) = \sum_{i=1}^{N} E_i$$

Subject to : $(1)-(8)$

Since the objective function is to minimize, $E_i$ will always approach $F_i \Delta d \eta_t$ or $F_i \Delta d \eta_b$ as shown in (8).

### 2.2 The relaxed EETC model

In the relaxed convex model, two new sets of variables are introduced: $\alpha_i$ and $\beta_i$.

We add two constraints defined in (10) and (11).

$$\alpha_i \geq 1/v_i \text{ for } i = 1, 2, \cdots, N$$

$$\beta_i \geq v_i^2 \text{ for } i = 1, 2, \cdots, N - 1$$

The constraint (3) is transformed into (12):

$$\beta_i \leq V_i^{2, \text{lim}}.$$

The constraint (3) is transformed into (13):

$$\sum_{i=1}^{N} \Delta d \alpha_i = T.$$

The constraint (4) is transformed into (14):

$$f_{i,d} = A + Bv_i + C \beta_i.$$

The constraint (5) is transformed into (15):

$$F_i \Delta d = 0.5M (\beta_i - \beta_{i-1}) + f_{i,d} \Delta d + Mg \Delta H_i$$

$$= 0.5M (\beta_i - \beta_{i-1}) + (A + Bv_i + C \beta_i) \Delta d + Mg \Delta H_i.$$

The power boundary constraint (7) is transformed into (16):

$$-P_{b,\text{max}} \alpha_i \leq F_i \leq P_{t,\text{max}} \alpha_i.$$

The relaxed EETC model can be presented by (17):

$$\text{minimize } f_{\text{obj}}(E) = \sum_{i=1}^{N} E_i$$

Subject to : $(1)-(8), (10)-(16)$.

The relaxed EETC model is built with two relaxation constraints defined in (10) and (11). In Subsection 2.3 we demonstrate that these two constraints are convex and the new EETC defined in (17) is a convex optimization model. In Section 3, we prove that the two relaxation constraints in (10) and (11) are exact. In other words, the optimal solution will always be attained on the equality of the constraints.
2.3 Analysis of convexity of two relaxed constraints

The constraint (10) can be easily transformed into a Second-order Conic Program (SOCP) given that both \( \alpha_i \geq 0 \) and \( v_i \geq 0 \).

We conduct the following transformation on (10) as presented in (18):

\[
1 \leq \alpha_i v_i \quad \text{(18a)}
\]
\[
2^2 + (\alpha_i - v_i)^2 \leq \alpha_i^2 + v_i^2 + 2\alpha_i v_i \quad \text{(18b)}
\]
\[
\sqrt{2^2 + (\alpha_i - v_i)^2} \leq \alpha_i + v_i. \quad \text{(18c)}
\]

Define new variables \( x_i, y_i \) and \( z_i \) in (19):

\[
x_i = 2 \quad \text{(19a)}
\]
\[
y_i = \alpha_i - v_i \quad \text{(19b)}
\]
\[
z_i = \alpha_i + v_i. \quad \text{(19c)}
\]

This transforms the program (18) into a standard SOCP as shown in (20):

\[
\sqrt{x_i^2 + y_i^2} \leq z_i. \quad \text{(20)}
\]

The definition in (19) represents the intersection of a second-order cone with affine sets and this does not change the convexity of the constraint in (18). It thus verifies that constraint (10) is a convex SOCP constraint given that \( v_i > 0 \) and \( \alpha_i > 0 \).

On the other hand, (11) is an inequality involving quadratic term \( v_i^2 \) and it is a convex constraint which can be verified by the first-order condition of convex function [12, Page 83]. For the sake of simplicity, we consider the following function to represent \( v_i^2 \leq \beta_i \):

\[
f(x) = x_1^2 - x_2 \quad x_1 \geq 0 \text{ and } x_2 \geq 0 \quad \text{(21)}
\]

where \( x = [x_1, x_2]^T \) is to represent the decision vector \( [v_i, \beta_i]^T \).

The first-order condition of convexity states that if function \( f \) is differentiable, then \( f \) is convex if and only if the feasible domain of \( f \) is convex and

\[
f(y) \geq f(x) + \nabla f(x)^T (y-x). \quad \text{(22)}
\]

The feasible domain of function \( f(x) \) is convex which can be proved by the convex set definition. We conduct the following deduction on (21) based on the first-order conditions for convexity:

\[
\begin{align*}
f_i(y_i) - [f_i(x_i) + \nabla f(x)^T (y_i - x_i)] \\
= y_i^2 - y_2 - [x_1^2 - x_2 + 2x_1(y_1 - x_1) - (y_2 - x_2)] \\
= y_i^2 - y_2 - (-y_2 - x_1^2 + 2x_1y_1) \\
= (y_1 - x_1)^2 \geq 0 \quad \text{(23)}
\end{align*}
\]

This shows that the constraint \( v_i^2 \leq \beta_i \) is a convex constraint. It can be seen that all constraints in Model B is either affine equality or convex inequality. The objective function (17) is also an affine function. Optimization problem based on Model B is a convex optimization problem.

3 Proof of Exactness of Relaxations

We use Model A to refer to the model defined by (9) and Model B to refer to the model defined by (17).

**Theorem 1.** The optimal solution of Model A is also the optimal solution of Model B and thus the relaxation constraints (10) and (11) in Model B are exact.

Assume the optimal solution for the model defined by Model A is \( S_1^* \) and the optimal solution for Model B is \( S_2^* \).

Since Model B is a relaxed model of Model A, \( f_{\text{obj}}(S_2^*) \leq f_{\text{obj}}(S_1^*) \). On the other hand, if the optimal solution of Model B is always a feasible solution of Model A, it can be deduced that \( f_{\text{obj}}(S_1^*) \leq f_{\text{obj}}(S_2^*) \). This assumption is
valid as long as the optimal solution can always be attained on the equality of (10) and (11). As a result, when the optimal solution is achieved on the equality of (10) and (11), we have \( f_{\text{obj}}(S^*_1) = f_{\text{obj}}(S^*_2) \).

Therefore, in order to prove Theorem 1, it suffices to show that any optimal solution of the model defined by (17) attains equality in (10) and (11).

We will prove that equality will be attained in (10) for any optimal solution in Subsection 3.1 and prove the equality is also attained in (11) for any optimal solutions in Subsection 3.2.

We make the following assumption:

**Assumption 1.** We assume that \( Mg\Delta H_1 = 0 \) and \( \beta_0 = 0 \). It derives:

\[
F_1 \Delta d = 0.5 M \beta_1 + \Delta d (A + Bv_1 + c\beta_1).
\]  

(24)

Based on Assumption 1, it is known that \( F_1 \Delta d \) is a positive number and its reduction caused by a positive value \( \beta_1 \) and \( v_1 \) will not violate the force and power boundary as defined in (6) and (16). It is known that \( v_0 = \beta_0 = 0 \) and it is also a reasonable assumption that the train will start from a zero speed.

**Assumption 2.** We assume that a strict inequality exists for \( v^2_N < \beta_N \).

Assumption 2 is used to demonstrate that the model will always find a feasible solution to keep (11) for \( i = 1, 2, \cdots, N - 1 \) exact.

**Remark 1.** If a small variation is introduced to variables \( \alpha_i \), \( v_i \), and \( \beta_i \), it cannot be guaranteed that the power and force boundaries are not violated since \( F_1 \) is varied as well. The strategy is then to introduce a series of small variations and to maintain \( F_\alpha \Delta d, \ n = 2, 3, \cdots i \) to remain constant except for \( F_1 \Delta d \). We can demonstrate that all these small variations, made possible by the strict equality of relaxation constraints (10) and (11), can eventually reduce the value of \( F_1 \Delta d \) and thus bring down the objective function without violating any constraints. Using the proof by contradiction, this will prove the assumed optimal solution on the strict inequality cannot be the optimal solution since small variations are possible to be obtained to further bring down the value of the objective function.

We make the notations as follows:

- \( \varepsilon_{i,\alpha} \) to represent a small variation for \( \alpha_i \) and \( \varepsilon_{i,\alpha} > 0 \);
- \( \varepsilon_{i,\beta} \) to represent a small variation of the original value of \( \beta_i \) and \( \varepsilon_{i,\beta} > 0 \);
- \( \varepsilon_{i,v} \) to represent a small variation of the original value of \( v_i \) and \( \varepsilon_{i,v} > 0 \).

These small variables are all positive and we aim to demonstrate that there is always a set of \( \varepsilon_{i,\alpha}, \varepsilon_{i,\beta} \) and \( \varepsilon_{i,v} \) that can bring down the objective function value as long as the solution is lying on the strict inequality of (10) and (11). We assume that all the changed variables \( (v_i, \alpha_i, \beta_i) \) for \( i = 1, 2, \cdots, N \) remain positive after the variations are applied.

### 3.1 Proof of exactness: Part 1

Assume that the optimal solution \( \alpha_i \) and \( v_i \) for \( i = 1, 2, \cdots, N \) exists with \( \alpha_i v_i > 1 \). There are small variations \( \varepsilon_{i,\alpha} \) and \( \varepsilon_{i,v} \) that make the following inequality valid.

\[
(v_i - \varepsilon_{i,v})(\alpha_i - \varepsilon_{i,\alpha}) \geq 1
\]  

(25)

**Remark 2.** In this case, \( \beta_i \) remains unchanged while \( v_i \) is reduced with \( \varepsilon_{i,v} \). This does not violate the constraints \( v^2_i \leq \beta_i \).

To make sure \( F_1 \Delta d \) remains unchanged, we reduce the value of \( \beta_{i-1} \) so that \( F_i \Delta d \) remains constant. By observing (15), to maintain the value of \( F_1 \Delta d \) unchanged, (26) should be applied:

\[
\varepsilon_{i-1,\beta} = \frac{\Delta dB}{0.5 M \varepsilon_{i,v}}
\]  

(26)

where \( \varepsilon_{i-1,\beta} \) is also a small variation related to \( \varepsilon_{i,v} \).
To ensure that (11) is valid for the \((i-1)^{th}\) segment, we introduce an equal reduction on both side of the inequality. (27) is applied:

\[
\beta_{i-1} - \varepsilon_{i-1,\beta} \geq v_{i-1}^2 - \varepsilon_{i-1,\beta} = (v_{i-1} - \varepsilon_{i-1,v})^2
\]

\[
\varepsilon_{i-1,v} = v_{i-1} - \sqrt{v_{i-1}^2 - \varepsilon_{i-1,\beta}}
\]

\[
\varepsilon_{i-1,\beta} = 2\varepsilon_{i-1,v}v_{i-1} - \varepsilon_{i-1,v}^2.
\]  \hspace{1cm} (27)

An introduction of \(\varepsilon_{i,v}\) can be used to calculate \(\varepsilon_{i-1,\beta}\) based on (26), and \(\varepsilon_{i-1,\beta}\) can then be used to calculate a small variation on \(v_{i-1}\), i.e. \(\varepsilon_{i-1,v}\), based on (27).

\(\varepsilon_{i-1,v}\) and \(\varepsilon_{i-1,\beta}\) are both small reduction introduced to \(v_{i-1}\) and \(\beta_{i-1}\) so that the model constraints are not violated. To ensure \(F_{i-1}\Delta d\) to remain constant, a small reduction on \(\beta_{i-2}\) needs to be introduced and it is thus defined as follows.

\[
0.5M\varepsilon_{i-2,\beta} = (0.5M + C\Delta d)\varepsilon_{i-1,\beta} + B\Delta d\varepsilon_{i-1,v}
\]  \hspace{1cm} (28)

This can help calculate the value of \(\varepsilon_{i-2,v}\) based on a similar calculation presented in (27) and this process can be iteratively continued via (30) and (29) until the first segment is reached.

Next we will demonstrate that the change of \(v_{n}\), \(n = i-1, i-2, \ldots, 1\) will not violate the constraint defined by the inequality \(1 \leq v_{n}\alpha_{n}\).

Remark 3. A sufficiently small \(\varepsilon_{i,v}\) leads to a set of sufficiently small \(\varepsilon_{n,v}\), \(n = i, i-1, \ldots, 1\) and \(\varepsilon_{n,\beta}\), \(n = i-1, \ldots, 1\).

Remark 4. Every decrease of \(v_{n}\), \(n = i-1, i-2, \ldots, 1\) leads an increase of \(\alpha_{n}\), \(n = i-1, i-2, \ldots, 1\) to ensure \(v_{n}\alpha_{n} \geq 1\) to remain valid. Due to the constraints defined by \(\sum_{i=1}^{N} \alpha_{i} = T/\Delta d\), we make a special case for \(v_{i}\) and \(\alpha_{i}\), so that both of them are reduced. The strict inequality \(1 < v_{i}\alpha_{i}\) makes this possible without violating the model constraints. The reduction of \(\alpha_{i}\) will then be used to offset the increase of \(\alpha_{n}\), \(n = i-1, i-2, \ldots, 1\).

To calculate \(\alpha_{n}\), \(n = i-1, i-2, \cdots, 1\), we assume the relationship applies to the initial optimal solution. This is certainly valid as the initial optimal solution should be a feasible solution for Model (17).

\[
v_{n}\alpha_{n} = D_{n} \geq 1
\]  \hspace{1cm} (31)

After the introduction of a small variation, the product remains constant defined as:

\[
(v_{n} - \varepsilon_{n,v})(\alpha_{n} + \varepsilon_{n,\alpha}) = D_{n}
\]

where, \(n = i-1, i-2, \cdots, 1\).

Thus, we can obtain the value of \(\varepsilon_{n,\alpha}\), \(n = i-1, i-2, \cdots, 1\) by

\[
\varepsilon_{n,\alpha} = \frac{\alpha_{n}\varepsilon_{n,v}}{v_{n} - \varepsilon_{n,v}}.
\]  \hspace{1cm} (32)

Remark 5. Based on Remarks 3 and 4, we can use the first derivative to evaluate the relationship between a small variable \(v_{n}\) and final total increase of \(\alpha_{n}\), \(n = 1, 2, \cdots, i-1\).

According to (27), the derivative of \(\varepsilon_{i-1,v}\) over \(\varepsilon_{i-1,\beta}\) is given as follows:

\[
\frac{d(\varepsilon_{i-1,v})}{d(\varepsilon_{i-1,\beta})} = \frac{1}{\sqrt{v_{i-1}^2 - \varepsilon_{i-1,\beta}}} > 0
\]
By observing (30), it is known that this is a strictly increasing monotonic function over either \( \varepsilon_{i-1,\beta} \) and \( \varepsilon_{i-1,\nu} \). By observing (32), we are able to obtain its first derivative of \( \varepsilon_{n,\alpha} \) over \( \varepsilon_{n,\nu} \) as follows:

\[
d(\varepsilon_{n,\alpha}) = \frac{\alpha_n}{v_n - \varepsilon_{n,\nu}} + \frac{\alpha_n \varepsilon_{n,\nu}}{(v_n - \varepsilon_{n,\nu})^2} = \frac{D_n}{(v_n - \varepsilon_{n,\nu})} > 0
\]

The reduction of \( \alpha_i \) will be equal to the sum of all \( \varepsilon_{n,\alpha} \), \( n = i - 1, i - 2, \cdots, 1 \), represented by:

\[
\varepsilon_{i,\alpha} = \sum_{n=1}^{i-1} \varepsilon_{n,\alpha}.
\]  

(33)

Given that each \( \varepsilon_{n,\alpha} \) is a strictly increasing monotonic function over \( \varepsilon_{n,\nu} \) which is also a strictly increasing monotonic function over \( \varepsilon_{i,\nu} \), by the property of monotonic functions, it can be deducted that \( \varepsilon_{n,\alpha} \) is a strictly increasing monotonic function over \( \varepsilon_{i,\nu} \).

Therefore, there exist sufficiently small numbers \( \varepsilon_{n,\nu} \) and \( \varepsilon_{n,\alpha} \) that reduce the value of the assumed optimal solution \( v_i \) and \( \alpha_i \) which are constrained by a strict inequality \( 1 < \alpha_i v_i \) to generate a new feasible solution \( \tilde{v}_n \) and \( \tilde{\alpha}_n \), defined by (34) and (35) respectively:

\[
\tilde{v}_n = v_n - \varepsilon_{n,\nu}, \ n = i, i - 2, \cdots, 1
\]  

(34)

\[
\tilde{\alpha}_n = \begin{cases} 
\alpha_n + \varepsilon_{n,\nu} & \text{if } n = i \\
\alpha_n - \varepsilon_{n,\nu} & \text{if } n = i - 1, i - 2, \cdots, 1 
\end{cases}
\]  

(35)

Figure 1: An illustrative graph for the part 1 of exactness proof: a small variation of \( v_i \) leads to a small variation of \( \alpha_i \) without violating constraints and finally reduce the objective function value. Relevant applied equation number for calculations is listed in the figure.

Fig. 1 shows an illustration for the exactness proof in part 1. On the segments other than the first one, \( F_i \Delta d \) remains constant. On the first segment, the initial value of \( \beta_1 \) and \( v_1 \) will be reduced with a small value \( \varepsilon_{1,\beta} \) and \( \varepsilon_{1,\nu} \) and this does not violate the power and force boundaries and other constraints as claimed in Assumption I.

In other words, the new set of variables is the feasible solution and attains a lower value of the objective function. This contradicts the initial assumption that \( v_i \) and \( \alpha_i \) are the optimal solution. This shows that there is no such a solution \( v_i \) and \( \alpha_i \) that is on the strict inequality \( 1 < \alpha_i v_i \) and also achieve the optimal solution for Model A. Model B will always achieve its optimal solution on equality constraint \( 1 = \alpha_i v_i \). This completes Part 1 of the proof of exactness.
3.2 Proof of exactness: Part 2

Similarly, we seek similar sets of small variations which always prevent the variables on the strict inequality from being optimal. First, assume that the optimal solution exists on the strict inequality of (11), and thus there are two small variations that make following constraint valid:

$$(v_i + \varepsilon_i,v)^2 \leq \beta_i - \varepsilon_i,\beta$$

In Fig. 2 we illustrate the part 2 of exactness proof for constraint (11)

We introduce a small variation $\varepsilon_{i-1,\beta}$ to bring down the initial optimal speed $v_{i-1}$ and it can be demonstrated that using (29) and (30), we can bring down the value of initial value of $\beta_n$ and $v_n$ where $n = i - 1, i - 2, \ldots, 1$ without violating the constraints.

In addition, by adopting (32), it is possible to calculate the increase of $\alpha_n$, $n = i - 1, i - 2, \ldots, 1$ and the value of the reduction of $\alpha_i$ can be calculated by (33). Based on (32), it is possible to calculate the small increase of $v_i$, i.e. $\varepsilon_{i,v}$. To maintain a constant value of $F_i\Delta d$, based on (15), the following two relations need to be applied:

$$\varepsilon_{i,\beta}(C\Delta d + 0.5M) = B\Delta d\varepsilon_{i,v} + 0.5M\varepsilon_{i-1,\beta} \quad (36)$$

$$\varepsilon_{N,\beta}(C\Delta d + 0.5M) = B\Delta d\varepsilon_{N,v} + 0.5M\varepsilon_{N-1,\beta} \quad (37)$$

Based on Assumption 2, there exists a small gap between $\beta_N$ and $v_N$ and a small variation can be applied to reduce the value of $\beta_N$ and $\beta_N - 1$ and increase the value of $v_N$.

According to (29) and (30), a small variation $\varepsilon_{N-1,\beta}$ on $\beta_{N-1}$ gives rise to a series of reduction on $v_n$, $n = N - 1, N - 2, \ldots, i + 1$ and based on Remark 5 it is known that $\sum_{n=i+1}^{N-1} \alpha_n$ is strictly increasing monotonic over $\varepsilon_{N-1,\beta}$. Since the speed $v_n$ is reducing, $\alpha_n$ is increasing. On the other hand, $\varepsilon_{N,\alpha}$ is a strictly increasing monotonic function of $\varepsilon_{N,v}$. Note that $v_N$ is increasing with a variation of $\varepsilon_{N,v}$.

Now define a function $f(\varepsilon_{N-1,\beta})$ as follows:

$$f(\varepsilon_{N-1,\beta}) = \sum_{n=i+1}^{N-1} \alpha_n - \varepsilon_{N,\alpha} \quad (38)$$
This function is a continuous function since no extreme value is taken and has a feasible domain of $[0, \bar{\varepsilon}_{N-1,\beta}]$ where $\bar{\varepsilon}_{N-1,\beta}$ is determined by (37) when $v_{i,N}$ takes a value of zero, as shown below:

$$\bar{\varepsilon}_{N-1,\beta} = \left(1 + \frac{\Delta d C}{0.5M}\right) \varepsilon_{N,\beta}.$$ 

On the boundary of the feasible domain, (38) takes values of $-\varepsilon_{N,\alpha} < 0$ and $\sum_{n=i+1}^{N-1} \alpha_n > 0$. Based on Intermediate Value Theorem, there exists one value of $\varepsilon_{N-1,\beta}$ that causes the function to take a value of zero. We use $\bar{\varepsilon}_{N-1,\beta}$ and $\bar{\varepsilon}_{i,\beta}$ to denote the corresponding values that leads (38) to take a value of zero. With the existence of $\bar{\varepsilon}_{N-1,\beta}$ and $\bar{\varepsilon}_{i,\beta}$, it is known that every $F_n \Delta d$ for $n = i + 1, i + 2, \cdots, N$ will be maintained constant and the constraints on $\alpha_n$ for $n = i + 1, i + 2, \cdots, N - 1$ is offset by the decrease of $\alpha_N$.

Given a sufficiently small variation of $\bar{\varepsilon}_{i,\beta}$, we are able to conduct similar analysis based on Intermediate Value Theorem and (36) to show that there exists $\bar{\varepsilon}_{i-1,\beta}$ and $\bar{\varepsilon}_{i,v}$ that makes the constraints on $\alpha_n$ for $n = 1, 2, \cdots, i - 1$. Based on Assumption 1 the existence of variations will decrease the objective function on the first segment and this proves that (11) remain exact for any index number $n = 1, 2, \cdots, N - 1$. It is worth noting that for the case of the $N$th segment, the $\beta_N$ will always keep approaching $v^2_2$ and virtually this constraint remains exact even with the assumption on its strict inequality in Assumption 2.

In a summary, we have demonstrated that all optimal solution of Model B will only be obtained on the equality of relaxation constraints defined by (10) and (11). This thus proves that Theorem 1 is true based on Assumption 1 and 2. As a matter of fact, as long as there is any $F_n \Delta d > 0$, the proof remains valid.

### 4 Numerical verification on a case with a steep gradient

In this section, we demonstrate a quick numerical verification on the model exactness using a case study with a steep gradient.

The modeling parameters are listed in Table 1.

| Parameter       | Value     |
|-----------------|-----------|
| $T$ (s)         | 260       |
| $M$ (t)         | 144       |
| $F_{t,\text{max}}$ (kN) | 230.81   |
| $F_{b,\text{max}}$ (kN) | 230.81   |
| $P_{t,\text{max}}$ (kW) | 2520     |
| $P_{b,\text{max}}$ (kW) | 2520     |
| $\eta_t$        | 0.9       |
| $\eta_b$        | 0.6       |
| $A$ (kN)        | 3.0016    |
| $B$ (kN/(km/h)) | 2.016e-2  |
| $C$ (kN/(km²/h²)) | 6.9692e-4 |

In Fig. 3 we present a typical urban rail case with an arbitrary steep downhill gradient between 3000 m and 4000 m on which the train needs to brake to maintain a constant speed. On distance 4000 m, the change of the gradient has been counteracted by the varying efforts. The results show that the model can be solved and quickly achieve an optimal solution with a steep gradient.

Fig. 4 shows a comparison of two sets of variables of interest and demonstrates that equality for (10) and (11) will be attained when the optimal solution is achieved. More numerical results and discussion can be found in our newly published preprint paper [11].
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Figure 3: Optimal speed trajectory and tractive/braking efforts for a typical urban rail case based on convex optimization. (a) It demonstrates the optimal speed trajectory with varying speed limit and steep gradient. (b) The tractive/braking effort shows that the train optimal operation consists of maximum traction/braking, partial traction/braking, and coasting.

Figure 4: Comparison of variables. (a) Comparison between the reciprocal of the candidate speed $1/v_i$ and $\alpha_i$. (b) Comparison between the square of the candidate speed $v_i^2$ and the variable $\beta_i$. Both figures show that when the optimization model achieves the optimal solution, inequality constraints (10) and (11) achieve equality.

5 Conclusions

As a continued work of [11], this paper presents the exactness proof for an EETC model based on convex optimization referred to as Model B. We applied two constraint relaxation to convert an non-convex Model, i.e. Model A, into a convex Model B. The convexity of Model B was first verified and the exactness proof of Model B was then conducted. With its convexity and relaxation exactness, the proposed model with mature solution approaches such as interior-point barrier methods boast a very high computational efficiency and global optimality compared to its counterpart such as MILP, Pseudospectral Method and other non-linear programming methods. Its high flexibility could enhance the model’s adaptivity for other types of transportation modes to further reduce the energy consumption.

References

[1] E. Khmelnitsky. On an optimal control problem of train operation. *IEEE Transactions on Automatic Control*, 45:1257–1266, 7 2000.

[2] P Howlett. The optimal control of a train. *Annals of Operations Research*, 98:65–87, 2000.

[3] Rongfang Liu and Iakov M Golovitcher. Energy-efficient operation of rail vehicles. *Transportation Research Part A: Policy and Practice*, 37(10):917–932, 2003.
[4] Amie Albrecht, Phil Howlett, Peter Pudney, Xuan Vu, and Peng Zhou. The key principles of optimal train control—part 1: Formulation of the model, strategies of optimal type, evolutionary lines, location of optimal switching points. *Transportation Research Part B: Methodological*, 94:482–508, 2016.

[5] Amie Albrecht, Phil Howlett, Peter Pudney, Xuan Vu, and Peng Zhou. The key principles of optimal train control—Part 2: Existence of an optimal strategy, the local energy minimization principle, uniqueness, computational techniques. *Transportation Research Part B: Methodological*, 94:509–538, 2016.

[6] Rob M.P. Goverde, Gerben M Scheepmaker, and Pengling Wang. Pseudospectral optimal train control. *European Journal of Operational Research*, 292:353–375, 2021.

[7] Yihui Wang, Bart De Schutter, Ton J.J. van den Boom, and Bin Ning. Optimal trajectory planning for trains - a pseudospectral method and a mixed integer linear programming approach. *Transportation Research Part C: Emerging Technologies*, 29:97–114, 2013.

[8] Pengling Wang and Rob M P Goverde. Multiple-phase train trajectory optimization with signalling and operational constraints. *Transportation Research Part C: Emerging Technologies*, 69(Supplement C):255–275, 2016.

[9] Hongbo Ye and Ronghui Liu. Nonlinear programming methods based on closed-form expressions for optimal train control. *Transportation Research Part C: Emerging Technologies*, 82:102–123, 2017.

[10] Chaoxian Wu, Wenrui Zhang, Shaofeng Lu, Zhaoxiang Tan, Fei Xue, and Jie Yang. Train Speed Trajectory Optimization With On-Board Energy Storage Device. *IEEE Transactions on Intelligent Transportation Systems*, 20(11):4092–4102, nov 2019.

[11] Minling Feng, Kunpeng Wu, and Shaofeng Lu. A fast-solved model for energy-efficient train control based on convex optimization, 2022.

[12] Stephen P. Boyd and Lieven. Vandenberghe. *Convex optimization*. Cambridge University Press, 2004.