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Abstract—In the recent decade, high-throughput plant phenotyping techniques, which combine non-invasive image analysis and machine learning, have been successfully applied to identify and quantify plant health and diseases. However, these techniques usually do not consider the progressive nature of plant stress and often require images showing severe signs of stress to ensure high confidence detection, thereby reducing the feasibility for early detection and recovery of plants under stress. To overcome the problem mentioned above, we propose a deep learning pipeline for the temporal analysis of the visual changes induced in the plant due to stress and apply it to the specific water stress identification case in Chickpea plant shoot images. For this, we have considered an image dataset of two chickpea varieties JG-62 and Pusa-372, under three water stress conditions: control, young seedling, and before flowering, captured over five months. We have employed a variant of Convolutional Neural Network - Long Short Term Memory (CNN-LSTM) network to learn spatio-temporal patterns from the chickpea plant dataset and use them for water stress classification. Our model has achieved ceiling level classification performance of 98.52% on JG-62 and 97.78% on Pusa-372 chickpea plant data and has outperformed the best reported time-invariant technique by at least 14% for both JG-62 and Pusa-372 species, to the best of our knowledge. Furthermore, our CNN-LSTM model has demonstrated robustness to noisy input, with a less than 2.5% dip in average model accuracy and a small standard deviation about the mean for both species. Lastly, we have performed an ablation study to analyze the performance of the CNN-LSTM model by decreasing the number of temporal session data used for training.
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I. INTRODUCTION

It has been estimated that agricultural production should be doubled by 2050 in order to meet the demands of a growing world population. Achieving this goal poses a serious challenge to farming as the current agricultural production growth rate of 1.3% per annum is below the population growth rate. To achieve the required agricultural growth rate, we require modern agricultural practices that focus more on precision, and automated farming [1]. In turn, this will employ a wide array of Internet of Things (IoT) sensors that measure soil conditions and imaging devices that keep track of specific traits such as color, size, and shape of the crops. Furthermore, we need to take a multidisciplinary approach that merges plant science, robotics, computer vision, and environmental sciences. Plant phenotyping is one such method that deals with the measurement of observable traits of a plant in reaction to genetic and environmental changes and has a large number of applications in plant science including plant breeding, quality assessments, and stress identification. Computer vision-based plant phenomics has a significant role in precision farming as it provides easy, fast, and highly automated methods for plant health and growth monitoring [2]. Additionally, it has been used for other tasks such as determining whether a plant is a crop or a weed and the soil’s chemical content using near-infrared and hyperspectral imaging.

Most manual plant phenotyping approaches are costly, time-consuming, destructive, and cumbersome, thereby necessitating the development and use of high-throughput, non-invasive, and image-based plant phenotyping techniques to identify the stress levels in plants. These methods are fast, highly automated, and more accurate. Further, image-based plant phenotyping can be conducted inside a laboratory, inside a controlled chamber room, or on the field [3]. These phenotyping techniques include two fundamental steps: the data acquisition step and the data analysis-inference step. With the recent developments in visible light, infrared and computational photography, capturing high-resolution images in both the visible and the hyperspectral has become straightforward and expedient. However, reliable and efficient data acquisition and processing methods often require expertise in biology, mathematics, and computer vision.

Moreover, phenotyping applications usually involve the processing and analysis of a huge amount of data. Machine Learning (ML) methods have been proven to be quite efficient in the analysis of big data in research areas such as health and economics [4]. However, the traditional ML techniques suffer from the limitation imposed by hand-crafted features. These hand-crafted features often lack generality and are unable to model complex features. This inherent limitation of the classical ML techniques has shifted the focus on Deep Learning (DL) based approaches to ML [5].

One such DL architecture commonly used in various computer vision tasks is the Convolutional Neural Network (CNN) [6]. CNN’s possess convolutional layers for detecting visual features from images [7]. Further, it has been applied in several computer vision applications such as life sciences, medicine, and farming [8]. It has been widely employed for classifying plants and leaves in farming [9]. It has also been used in related applications like counting the number of seeds per pod for soybeans [10], the number of wheat ears under.
Ensuring food security in developing countries like India, it is imperative to develop image-based analysis methods for easy and early detection of water-related stress.

With this objective in mind, we make the following contributions in this paper:

- As there are no publicly available plant shoot image datasets of pulses that can be used to detect and classify moisture-related stress conditions, we have created a dataset of Chickpea plant shoot images for the experiments proposed in this article. The dataset comprises two varieties of chickpea plant species - JG-62 and Pusa-372.
- We have proposed an end-to-end deep learning pipeline for identifying water stress in Chickpea plants. This pipeline employs a variant of Convolutional Neural Network - Long Short Term Memory (CNN-LSTM) to learn spatio-temporal patterns from the chickpea plant dataset and use them for water stress classification. The CNN-LSTM has achieved ceiling level classification performance of 98.52% on JG-62 and 97.78% on Pusa-372 and the chickpea plant data.
- We have conducted a comparative analysis of the proposed temporal technique with CNN techniques to classify water stress in Chickpea plants. Our proposed technique outperforms the best reported CNN technique by at least 14% for both JG-62 and Pusa-372 species.
- We tested the robustness of our CNN-LSTM model to noisy input. Across both species, the average model accuracy dipped by less than 2.5%, with a small standard deviation. This ensures high and consistent classification capabilities even in noisy conditions.
- We have performed an ablation study on the CNN-LSTM model by decreasing the number of temporal session data used for training.

The rest of this article is structured as follows. The dataset and DL techniques are presented in section 2. The results are presented in section 3. Discussion on the results and application scope is provided in section 4. Finally, conclusions are provided in section 5.

II. MATERIALS AND METHODS

In this section, we describe the dataset and methodology that we use for water stress identification in chickpea plants. First, we explain our chickpea plant shoot dataset, and then we discuss the DL techniques used in this paper. Our deep

![Fig. 1: Visualization of replicates in stress-tolerant Pusa-372 (left) and stress-sensitive JG-62 (right) varieties from our dataset.](image-url)
learning water stress classification pipeline consists of four main stages: input, data augmentation, CNN-LSTM network, and classification output, as shown in Fig. 2. These four stages are described in detail in the following subsections.

A. Dataset

Most publicly available datasets for plant health analysis only contain images on plant leaves, which is significantly less informative than the entire plant shoot image. These datasets usually show plants under biotic stress, with very few covering plants under abiotic stress. Phenotyping using complete plant shoot images offers certain advantages. Firstly, plant shoot contains more information than individual plant organs, like leaves, branches, flowers, and provide a holistic view of the plant. Secondly, capturing shoot images of a plant is faster, more robust, and provides equal or more visual features than capturing images of individual plant organs of the same plant. Thirdly, temporal analysis of shoot images over time will require low complexity models compared to the integrated temporal analysis of various plant organs, making the former more viable for real-time use. Lastly, this technique is non-destructive and non-evasive, enabling us to make observations while the plant is growing. Thus, using complete shoot images for phenotyping applications is desirable. Furthermore, to the best of our knowledge, there are no publicly available plant shoot image datasets of pulses, especially chickpea, to detect and classify moisture-related abiotic stress conditions. To this end, we created a new dataset of chickpea plant shoot images in the visible spectrum of light.

Two varieties of chickpea strains, namely - stress-tolerant Pusa-372 and stress-sensitive JG-62 - were grown in individual plant pots in the control chamber room and observed over a period of five months for this experiment. From now on, we will refer to JG-62 as JG and Pusa-372 as Pusa. The experiment was conducted in collaboration with plant scientists at the National Institute of Plant Genome Research (NIPGR). For both the varieties, plants were subjected to three different watering conditions based on the water stress applied to them. The three watering conditions are Young Seedling (YS), in which a plant was not watered for 1 week after it was 5 weeks old; Before Flowering (BF), in which a plant was not watered for 1 week after it was 5 weeks old; Control (C), in which a plant was watered throughout. Water stress changes the physical structure of plants, such as shape and color. It also reduces plant height, plant biomass, and the number of branches, leaves, and fruits in chickpea plants. We had 15 pots per species and 5 per water stress category for our experiment. The experiment was conducted in collaboration with plant scientists at the National Institute of Plant Genome Research (NIPGR). For both the varieties, plants were subjected to three different watering conditions based on the water stress applied to them. The three watering conditions are Young Seedling (YS), in which a plant was not watered for 1 week after it was 5 weeks old; Before Flowering (BF), in which a plant was not watered for 1 week after it was 5 weeks old; Control (C), in which a plant was watered throughout. Water stress changes the physical structure of plants, such as shape and color. It also reduces plant height, plant biomass, and the number of branches, leaves, and fruits in chickpea plants. We had 15 pots per species and 5 per water stress category for our experiment. The plant shoot images were captured in regular sessions at a particular time once every three days. For each pot, we have 32 sessions of data. During each image capturing session, images were taken from eight different angles, at every 45°. Further, the lighting condition, the camera distance, and other dataset parameters shown in the Table I below were kept the same for all plant pots (with acceptable and negligible margin of human error). Thus, in every session, we have captured 240 images across all the pots of both varieties. Overall, this dataset has a total of 7680 images. The black pot and the white background were seen in the image. Segmentation can be applied to extract the plant shoot portion from the image but at an additional computational cost in terms of time and resources. As DL techniques are able to avoid such invariant features existing in the context, we do not apply plant shoot segmentation in our paper favoring real-time deployment over high classification accuracies. Fig. 1 shows two sample images from our dataset.

B. Deep Learning Approach

Over the years, DL techniques like CNNs have become state of the art for image classification. In our paper [24], we employed a 23-layered custom CNN, and ResNet-18 [23] model for water stress classification from chickpea plant shoot images. The ResNet-18 classifier was able to achieve 84% and 86% accuracy on Pusa and JG, respectively. However, this approach enforced a simplifying assumption on the dataset by treating all images belonging to one class equivalent even if they were taken at different times. Furthermore, water stress is introduced after 2 weeks, due to which the images up to that point across all the three conditions are similar to one another, thereby adding noise to the dataset. Despite this noise, the CNN classifier is robust enough to analyze water-stressed plants’ patterns accurately. However, we hypothesize that time-series analysis of the plant shoots’ visual features will remove this noise and produce better results.

Recurrent Neural Network (RNN) has been employed for sequential learning tasks. Long Short Term Memory (LSTM) network is an improvement over the RNN architecture [26]. Unlike RNN, LSTM can learn long-term dependencies and preserve useful temporal information for an extended period. They have become a state-of-the-art technique for sequence learning problems like time series analysis [27]. Moreover, LSTM and CNN combined have also been successfully used in tasks requiring sequence learning of visual features [28], like video classification and activity recognition in videos [29], [30]. Our task shares similarities with activity classification in videos that predicts which activity is being performed by analyzing visual changes over time. Similarly, we need to ascertain temporal patterns resulting from visual changes induced in the chickpea plant’s shoot due to water stress. CNN-LSTM architecture combines LSTM and CNN for spatio-temporal learning. Thus, we introduce a variant of the CNN-LSTM to predict water stress in chickpea plants. In this architecture, CNN pre-trained on ImageNet data extracts visual features from the chickpea plant shoot images. Then, the LSTM analyses these features over time to predict the plant’s water stress condition. We also compare our previous time-invariant approach for water stress classification in chickpea plants [24] with our proposed temporal approach. Several CNN architectures have been developed over time. In this paper, we have used VGG16 [31] and Inception-V3 [32] architectures. Firstly, we fine-tune models of these architectures pre-trained on the ImageNet dataset [33] and use them for time-invariant classification of chickpea plants under water stress conditions. Secondly, we use these models as feature extractors for the CNN-LSTM models.

VGG16: VGG16 architecture has achieved state-of-art accuracy for image classification on the ImageNet dataset in
TABLE I: Parameters of Chickpea plant shoot images dataset.

| Chickpea Variety | Light used       | Distance of camera | Camera         | Image Type          | Image size in pixels | Total Images | Condition   | Image labelling | No of images |
|------------------|------------------|--------------------|----------------|--------------------|----------------------|--------------|-------------|----------------|--------------|
| Pusa − 372       | Fluorescent Tubes| 1.5 meter          | Canon EOS 60D  | RGB (JPEG)         | 5184*3456            | 3840         | Before Flowering | BF            | 1280         |
|                  |                  |                    |                |                    |                      |              | Young Seedling    | YS            | 1280         |
|                  |                  |                    |                |                    |                      |              | Control          | C             | 1280         |
| JG − 62          | Fluorescent Tubes| 1.5 meter          | Canon EOS 60D  | RGB (JPEG)         | 5184*3456            | 3840         | Before Flowering | BF            | 1280         |
|                  |                  |                    |                |                    |                      |              | Young Seedling    | YS            | 1280         |
|                  |                  |                    |                |                    |                      |              | Control          | C             | 1280         |

Fig. 2: The Four Stages of our Deep Learning Water Stress Classification Pipeline for Chickpea plant shoot images. Here, JG-62 plant images have been used to demonstrate the pipeline; noise augmentation has been shown as an example of data augmentation used.

the past. This architecture introduces the concept of stacking smaller convolutional kernels to produce an effective receptive field. This technique also decreased the total number of parameters to achieve the same receptive field and increased non-linearity due to activation across multiple stacked layers. This model was deeper and less wide than GoogLeNet (Inception-V1) [34] proposed around the same time. Although VGG16 performs better than GoogLeNet on the ImageNet dataset, it is more computationally complex and has a more significant computation, memory, and storage requirement.

Inception-V3: Inception-V3 architecture proposed as an improvement over its predecessors (Inception-V1 and Inception-V2) has achieved state-of-the-art accuracy for image classification on ImageNet dataset in the past. Some of the essential features of this model are: it is deeper, avoids representational bottlenecks, especially early in the network, maintains higher dimensional representation, spatial aggregation on the lower dimension, balance width, and depth of the network. In addition, it further reduces the computational complexity, both in terms of the number of parameters and cost of resources (memory and storage) compared to Inception-V1 and Inception-V2 architectures, and increases classification accuracy. As a result, Inception-V3 performs better than VGG16 on the ImageNet dataset.

We describe the architectures, input processing, and neural network training in the subsequent sections.

1) CNN Architecture: This network performs a time-invariant classification analysis to identify water stress in chickpea plant shoot images. For this purpose, we use the convolutional base of the VGG16 and Inception-V3 network and remove the corresponding dense layers. Then, we perform Global Average Pooling [35] after the last Max Pooling layer. Global Average Pooling is preferred over fully connected layers for flattening the feature maps to a linear vector because it is more native to the convolution structure and enforces correspondences between feature maps and categories. Further, this layer has no parameters to optimize, which reduces the chances of over-fitting and is also more robust to the input’s spatial translation. Finally, we add two dense layers after global average pooling, the first one has 512 dimensions, and the following is the output layer with three dimensions, equal to the number of classes, as shown in Fig. 3. We initialize each dense layer using the Glorot uniform initializer [36] and use Softmax activation in the final output Dense layer (Equation 9).

2) CNN-LSTM Architecture: Our CNN-LSTM architecture consists of two main parts: CNN image feature extractor and
LSTM to predict water stress category from the extracted features. The architecture is shown in Fig. 4.

**CNN feature extractor:** We use VGG16 and Inception-V3 models pre-trained on the ImageNet dataset to extract visual features from chickpea plant images. We employ two different feature pre-trained extractors to determine if our approach is CNN architecture-dependent. In both the models, we remove the dense layers and apply Global Average Pooling after the final Max-Pooling layer to obtain 1D vectors of size 512 and 2048 for VGG16 and Inception-V3, respectively. We use the CNN network in time distributed form, that is, the same network is shared across all time steps of subsequent LSTM network. The unrolled version is shown in Fig. 4.

**LSTM predictor:** In our LSTM network, the number of sequentially connected cells is equal to the number of session data used for prediction, as shown in Fig. 4. This variable length of the LSTM network helps us analyze the effect of the number of data sessions on the prediction performance metrics - Accuracy, Macro Sensitivity, Macro Specificity, and Macro Precision. An ablation study on the same is reported in section III-D. The LSTM network output is fed into a Dense Layer of size 512 dimension, which is connected to the Dense output layer of size 3, equal to the number of water stress categories. We initialize each dense layer using the Glorot uniform initializer and use Softmax activation in the final output Dense layer (Equation 2).

Let us mathematically trace how our proposed network processes an input image sequence of plant shoot images. An image of an input sequence can be written as $i_t$ defined as an image at timestep $t$, $i_t \in R^{m \times m}$, where the image is of dimension $m \times m$, $m = 224$. We define one entire image input sequence as

$I = \{i_t\} \text{ Image at timestep } t, \ t \in \mathbb{N}, 1 \leq t \leq 32, i_t \in R^{m \times m}$

where $I \in R^{T \times m \times m}$, $T$ is the number of time steps. Then, we chose either VGG16 or Inception-V3 CNN to extract features from images. We apply the chosen CNN feature extractor to each image of a sequence in a time-distributed manner, such that its weights $W_c$ remain the same for all LSTM timesteps and obtain corresponding features. One feature of the output feature sequence can be written as $x_t$ feature at timestep $t$, $x_t \in R^d$, where $d$ is the size of the feature vector. We define one entire feature output sequence as

$X = \{x_t\} \text{ Feature at timestep } t, \ t \in \mathbb{N}, 1 \leq t \leq 32, x_t \in R^d$.

Then, we feed the feature sequence to a sequence of LSTM units. An LSTM unit comprises a cell, an input gate, an output gate, and a forget gate, as shown in Fig. 5. The cell remembers values over arbitrary time intervals, and the three gates regulate the flow of information into and out of the cell. The equations for an LSTM are defined as:

$$f_t = \sigma_g(W_f x_t + U_f h_{t-1} + b_f)$$

$$i_t = \sigma_g(W_i x_t + U_i h_{t-1} + b_i)$$

$$o_t = \sigma_g(W_o x_t + U_o h_{t-1} + b_o)$$

$$c_t = \sigma_c(W_c x_t + U_c h_{t-1} + b_c)$$

$$h_t = o_t \odot \sigma_h(c_t)$$

Here, $d$ and $h$ denote input feature and hidden state dimensions, respectively. In addition, $\odot$ denotes element-wise multiplication. Weight and bias matrices are learned during training.

Then, we take the hidden vector, also known as output vector $h_t$ of the final LSTM unit $h_{t=T}$ and feed it as input to the classification block consisting of two dense layers. For the classification block, the Input is $H = h_{t=T}$, and output is $P \in R^C$, where $C$ is
Fig. 4: CNN-LSTM architecture used for predicting water stress classification (BF, YS, C) in Chickpea plants. Number of LSTM cells equals the number of session data used. In this diagram, the images of a JG-62 plant sample over 32 sessions are used.

Fig. 5: A Long Short-Term Memory (LSTM) cell.

the number of classes, here $C = 3$, \textit{Classes} = \{\textit{Before Flowering, Control, Young Seedling}\}. Then, the dense layer simulates a function

\[ j : H \rightarrow P \]

\[ (p_1, p_2, p_3) = j(h_{t\gamma}) \]  \hspace{1cm} (8)

The proposed network’s output is equal to the classification block’s output, that is, $P$. As it is a case of multi-class classification, softmax activation is applied to the output of the final fully connected layer, also called the classification layer. It helps convert the output score corresponding to each class into a probability value between 0 and 1.

\[
\text{Softmax} (p_i) = \frac{\exp(p_i)}{\sum_{j=1}^{C} \exp(p_j)}.
\]  \hspace{1cm} (9)

where $p_i$ is the predicted probability of a class represented as an element of the 3 dimensional output vector $P$.

3) \textit{Input Processing: CNN-LSTM Network:} This section describes input dataset preparation for the CNN-LSTM Network. Each input data sequence consists of 32 images of a plant pot, one from every photo session. To ensure the robustness of classification, we consider photographs at all angles, such that all images of one data sequence have been taken from the same angle. Thus, for both JG and Pusa, we have 120 data samples each, in which there are 40 samples for each water stress category. We use RGB input images of size (224,224,3) and perform CNN network-specific image preprocessing on them before feeding them to our CNN-LSTM. While training the models, we perform data augmentation like horizontal flipping, rotation, shear, and translation to increase the training data’s size on the fly. We ensure that a linear transformation is performed equivalently for each image in the image sequence. Besides linear transformations, we randomly introduce Gaussian noise perturbations to a few training samples. A typical image noise model is Gaussian, additive, independent at each pixel, and independent of the signal intensity. Further, Gaussian noise in digital images, usually a consequence of sensor noise, arises during acquisition. As data acquisition in real-world
settings will often be accompanied by noise, we perform noise data augmentation to train a robust model. We perform this augmentation by sampling noise intensities from a Gaussian noise $N$ distribution, which has a mean $\mu = 0$ and a standard deviation $\sigma = 15\%$ of maximum pixel intensity of any image in our dataset.

$$N \sim N(0, \sigma^2)$$

The value of $\sigma$ has been empirically chosen to provide the best robustness capability for noisy shoot images without making noise, a relevant feature for the model to learn. JG and Pusa noisy input samples are shown in Fig. 6 and 7.

**CNN Network:** This section describes input data preparation for fine-tuning pre-trained VGG16 and Inception-V3 CNNs. In this case, we equivalently treat all images of a given plant taken at different points in time. Thus, we have 1280 images per category and 3840 in total for each species. We use RGB input images of size $(224,224,3)$ and perform network-specific image preprocessing before feeding them to the corresponding CNN for fine-tuning. Similar to the CNN-LSTM, we perform data augmentation like horizontal flipping, rotation, shear, and translation to increase the training data’s size.

4) **Training:** We optimize the CNN-LSTM network (temporal analysis) and CNN networks (time-invariant analysis) by minimizing the categorical cross-entropy loss for water stress classification.

$$\text{Categorical Cross Entropy} = - \sum_{i=1}^{C} y_i \log(\hat{y}_i)$$  \hspace{1cm} (10)

Where $C$ is the number of classes, $\text{Classes} = \{\text{Before Flowering, Control, Young Seedling}\}$, $y_i$ is the true class, and $\hat{y}_i$ is predicted class, which is obtained after softmax activation, refer to Equation (9).

For our CNN-LSTM, we freeze the weights of the CNN and train the LSTM and the dense layer. To train this network, we backpropagate the loss and update the weights of the network using the Backpropagation Through Time [37] algorithm. The LSTM is trained on 32 sessions data and has about 2.4M and 35M trainable parameters with VGG16 and Inception-V3 feature extractors, respectively. On the other hand, to simulate time-invariant classification, we fine-tune the pre-trained VGG16 and Inception-V3 networks on our dataset using the Backpropagation technique [38].

The training is performed using a mini-batch size of 32 images and neural network weights are optimized using Adam optimizer [39] with learning rate $\alpha = 0.0001$ and the other optimizer parameters being $\{\beta_1 = 0.9, \beta_2 = 0.999, \epsilon = 10^{-7}\}$. Further, we train each model for 200 epochs and use them for metric evaluation.

**Training Environment** We use Tensorflow and Keras DL framework to train our models and train them on a single Nvidia Tesla K80 GPU.

5) **Evaluation Protocol:** In this paper, we perform 5-fold stratified cross-validation for each model type (plant-variety and CNN pair). In other words, we divide the entire dataset into 5 equivalent subsets and train a model on 4 out of 5 of them. Then, we test on the remaining subset such that each subset acts as a test set once. Finally, we report the average scores across all 5 models for each performance metric - Accuracy, Macro-Sensitivity, Macro-Specificity, and Macro-Precision. We also repeat the cross-validation process 10 times to ensure robustness of the reported scores.

C. Performance Evaluation Metrics

The performance of the proposed model is evaluated using the performance metrics of Average Accuracy(Acc), Macro Sensitivity(Se), Macro Specificity(Sp) and Macro Precision(Pre). In Macro method, the average of the accuracy, sensitivity specificity and precision of the system on different subsets are taken, where each subset consists of all images of a specific class. Mathematically they are defined as:

$$\text{Average Accuracy} = \frac{\sum_{i}^{C} Tp_i + Tn_i}{\sum_{j}^{C} 1}$$  \hspace{1cm} (11)

$$\text{Macro – Sensitivity} = \frac{\sum_{i}^{C} Tp_i}{\sum_{j}^{C} 1}$$  \hspace{1cm} (12)

$$\text{Macro – Specificity} = \frac{\sum_{i}^{C} Tn_i}{\sum_{j}^{C} 1}$$  \hspace{1cm} (13)

$$\text{Macro – Precision} = \frac{\sum_{i}^{C} Tp_i}{\sum_{j}^{C} 1}$$  \hspace{1cm} (14)

Here, $Tp_i$ represents the true positives; $Tn_i$ represents the true negatives; $Fp_i$ represents the false positives; $Fn_i$ represents the false negatives with respect to the actual and predicted water stress class; such that $i,j \in \text{Classes}$ and $\text{Classes} = \{\text{Before Flowering, Control, Young Seedling}\}$, and $C$ is the number of classes.
TABLE II: Performance metrics for time-invariant water stress classification using CNN models on JG and Pusa varieties of chickpea plants (Acc: Accuracy (in %), Se: Sensitivity, Sp: Specificity, Pre: Precision).

| Chickpea Species | CNN Model | Acc   | Se    | Sp    | Pre   |
|------------------|-----------|-------|-------|-------|-------|
| JG – 62          | VGG16     | 72.14 | 0.7214| 0.8734| 0.7690|
|                  | Inception-V3 | 80.99 | 0.8099| 0.9135| 0.8111|
|                  | CNN [24]  | 78.00 | 0.7800| 0.8900| 0.7700|
|                  | ResNet-18 [24] | 86.00 | 0.8600| 0.9500| 0.8600|
| Pusa – 372       | VGG16     | 70.96 | 0.7096| 0.8737| 0.7059|
|                  | Inception-V3 | 75.00 | 0.7500| 0.8750| 0.7950|
|                  | CNN [24]  | 76.00 | 0.7600| 0.8800| 0.7500|
|                  | ResNet-18 [24] | 84.00 | 0.8400| 0.9200| 0.8400|

TABLE III: Performance Metrics for temporal water stress classification using CNN-LSTM models on JG and Pusa varieties of chickpea plants using VGG16 and Inception-V3, CNN feature extractor (Acc: Accuracy (in %), Se: Sensitivity, Sp: Specificity, Pre: Precision).

| Chickpea Species | CNN-LSTM Model | Acc   | Se    | Sp    | Pre   |
|------------------|----------------|-------|-------|-------|-------|
| JG – 62          | VGG16          | 98.32 | 0.9833| 0.9916| 0.9852|
|                  | Inception-V3   | 98.32 | 0.9833| 0.9916| 0.9852|
| Pusa – 372       | VGG16          | 97.50 | 0.9749| 0.9874| 0.9778|
|                  | Inception-V3   | 97.50 | 0.9749| 0.9874| 0.9778|

III. EXPERIMENTAL RESULTS

In this section, we describe the four experiments performed on the dataset. Firstly, we examine the water stress classification ability of fine-tuned VGG16 and Inception-V3 by performing time-invariant training and compare it with our previously used technique [24]. This experiment also acts as a baseline for temporal analysis, as we use the same CNNs in our CNN-LSTM models. Secondly, we train and evaluate CNN-LSTM models to investigate the effectiveness of temporal analysis of the visual features extracted from plant shoot images. Thirdly, we test the robustness of our model by evaluating it on perturbed sequences of shoot images, such that a certain percentage of images of a sequence undergo Gaussian Noise perturbations. Lastly, we perform an ablation study on the CNN-LSTM model’s effectiveness by uniformly decreasing the amount of session data used for training the models.

A. Time-Invariant Analysis

In the time-invariant analysis, we train and evaluate four CNN model types, which represent all possible combinations of the plant variety and CNN feature extractor used in this paper, and report the metric scores in Table II. VGG16 and Inception-V3 fine-tuned networks obtain classification accuracies of 72.14% and 80.99% for JG and 70.96% and 75.00% for Pusa variety, respectively, as shown in Table II.

B. Temporal Analysis

In the temporal analysis, we train and evaluate four CNN-LSTM model types, which represent all possible combinations of the plant variety and CNN feature extractor used in this paper, and report the metric scores in Table III. We observe that the classification accuracy of VGG16 and Inception-V3 are 98.32% for JG and 97.5% for Pusa variety. The confusion matrices for each model are shown in Fig. 8, where each cell’s value represents the average probability across all the folds.

C. Robustness Analysis

In this experiment, we add Gaussian noise perturbations to the test sequences of each cross-validation fold. We start by selecting a certain percentage of images from each test sequence in random order and perturb them with noise. We often come across a range of image perturbation percentages...
TABLE V: Ablation Study: Performance metrics for CNN-LSTM model on JG-62 and Pusa-372 varieties using VGG16 and Inception-V3 image feature extractor (Acc: Accuracy (in %), Se: Macro-Sensitivity, Sp: Macro-Specificity, Pre: Macro-Precision) on Sn session data where n represent images of dataset up to the nth session.

| Chickpea Species | Feature Extractor | Metric | S4 | S8 | S12 | S16 | S20 | S24 | S28 | S32 |
|------------------|-------------------|--------|----|----|-----|-----|-----|-----|-----|-----|
| **JG – 62**      | VGG16             | Acc    | 87.5 | 91.67 | 93.33 | 93.33 | 95.83 | 97.5 | 97.5 | 98.32 |
|                  |                   | Se     | 0.875 | 0.9167 | 0.9333 | 0.9333 | 0.9583 | 0.9749 | 0.9749 | 0.9833 |
|                  |                   | Sp     | 0.9375 | 0.9583 | 0.9662 | 0.9662 | 0.9791 | 0.9874 | 0.9874 | 0.9916 |
|                  |                   | Pre    | 0.8857 | 0.9267 | 0.9412 | 0.9557 | 0.963 | 0.9704 | 0.9778 | 0.9852 |
|                  | Inception-V3      | Acc    | 87.5 | 91.67 | 93.33 | 93.33 | 95.83 | 97.5 | 97.5 | 98.32 |
|                  |                   | Se     | 0.875 | 0.9167 | 0.9333 | 0.9333 | 0.9583 | 0.9749 | 0.9749 | 0.9833 |
|                  |                   | Sp     | 0.9375 | 0.9583 | 0.9662 | 0.9662 | 0.9791 | 0.9874 | 0.9874 | 0.9916 |
|                  |                   | Pre    | 0.8857 | 0.9267 | 0.9412 | 0.9557 | 0.963 | 0.9704 | 0.9778 | 0.9852 |
| **Pusa – 372**   | VGG16             | Acc    | 83.33 | 87.5 | 91.67 | 93.33 | 95.83 | 96.66 | 96.66 | 97.5 |
|                  |                   | Se     | 0.8333 | 0.875 | 0.9167 | 0.9333 | 0.9583 | 0.9666 | 0.9666 | 0.9749 |
|                  |                   | Sp     | 0.9167 | 0.9583 | 0.9583 | 0.9666 | 0.9791 | 0.9833 | 0.9833 | 0.9874 |
|                  |                   | Pre    | 0.8426 | 0.933 | 0.933 | 0.945 | 0.963 | 0.9704 | 0.9778 |
|                  | Inception-V3      | Acc    | 87.5 | 93.33 | 94.99 | 95.83 | 96.66 | 96.66 | 97.5 | 97.5 |
|                  |                   | Se     | 0.8751 | 0.9083 | 0.9249 | 0.9583 | 0.9666 | 0.9666 | 0.9749 | 0.9749 |
|                  |                   | Sp     | 0.9375 | 0.9666 | 0.9707 | 0.9791 | 0.9833 | 0.9833 | 0.9874 | 0.9874 |
|                  |                   | Pre    | 0.8857 | 0.945 | 0.951 | 0.963 | 0.9704 | 0.9778 |

Fig. 9: Visualizing the accuracy, macro-sensitivity, macro-specificity, and macro-precision of models trained on different chickpea plant species - feature vector combination over the number of sessions data for training. Here (a), (b), (c), and (d) represent accuracy, macro-sensitivity, macro-specificity, and macro-precision, respectively.
rather than a fixed value in real-life scenarios. The minimum percentage is nearly 3% or 1 out of 32 images in a sequence. The maximum perturbation percentage is set to nearly one-third of images of an entire test sequence, approximately equal to 10 out of 32 images. For perturbations greater than one-third of the images in a test sequence, applying a noise removal preprocessing step before training the CNN-LSTM model will be computationally more efficient than training a larger and more complex neural model, which is inherently unaffected by noise. After selecting the images, we apply noise to them. The noise intensities are sampled from the distribution described in section [I-B3]. Then, we perform ten model evaluation cycles by increasing the number of perturbed images in a test sequence from 1 to 10, with an increment of one image per cycle. Finally, we report the mean accuracy and standard deviation across all cycles as shown in Table IV.

D. Ablation Study

We perform an ablation study to determine the CNN-LSTM model’s performance on decreasing the session data used for training. In this study, we evaluate CNN-LSTM models corresponding to each chickpea plant species JG, Pusa, and CNN feature extractor VGG16, Inception – V3 pair. We train 8 models for each pair, such that each model differs in the number of session data used. Starting from the 32nd session down to the 4th session, we reduce the number of sessions data by 4. A gap of 4 sessions was chosen as it provided the best solution for the trade-off between the available computational resources and time for training models vs. the change in the performance metrics’ value between two consecutive models. We report the results obtained in Table [V] and visualize the value of each performance metric vs. the number of session data in the graphs shown in Fig. 9.

E. Computational Complexity

In this section, we report the time and space complexity of inference. To report the worst-case complexities, we utilize the models trained on 32 sessions of data, as these models have the maximum number of parameters. The inference time does not include the time to load the 32 session images, pre-process the image, and load the model. In other words, we measure the time taken for the feedforward propagation of the model. We calculate the inference time on the Nvidia Tesla K80 GPU and Intel(R) Xeon(R) CPU. Our CNN-LSTM models with VGG16 feature extractor and Inception-V3 feature extractors have nearly 17M and 56M parameters, respectively. Further, the model with the VGG16 feature extractor takes 29ms and 70ms to predict the plant’s water stress condition on the GPU and CPU, respectively. Whereas the model with the Inception-V3 feature extractor, which has more parameters, takes 59ms and 98ms to predict the plant’s water stress condition on the GPU and CPU, respectively.

IV. DISCUSSION

This section presents the discussion on the experimental results, application scope of this research, and its limitations.

A. Experimental Inference

This subsection provides a discussion on the results of the four experiments presented in this paper.

1) Time Invariant Analysis: Firstly, we observe that VGG16 and Inception-V3 models’ performance is similar to the performance of our previous techniques, that is, a custom-CNN architecture and ResNet-18 architecture (as shown in Table [I]). ResNet-18, with fewer parameters than Inception-V3 and VGG16 models, has better water stress classification performance due to a higher degree of overfitting in the latter two larger models. Secondly, we infer that VGG16 and Inception-V3 models’ performance on JG images is better than Pusa images, which is consistent with our previous results, as shown in Table [I] This can be attributed to the water-resistant nature of Pusa species and the water-sensitive nature of JG species. In other words, the visual changes introduced due to water stress are more prominent in JG than Pusa, thus making it easier to classify JG images into the three water stress categories. Lastly, we observe that Inception-V3 models produced better results than VGG16 models across both chickpea species. This can be explained by relating these results with both these architectures’ classification results on the ImageNet dataset. Inception-V3 outperforms VGG16 in both the top 1 and top 5 error rates (%) because it can extract better visual features [11], [12]. This suggests that image-based classification by transfer learning from Inception-V3 should be better than VGG16, consistent with the results shown in Table [I]. Therefore, time-invariant water-stress classification is network-dependent.

2) Temporal Analysis: On comparing the results of temporal analysis of visual changes induced in the chickpea plant shoots due to water stress (shown in Table [I]) with the time-invariant analysis (shown in Table [I]), we observe that temporal analysis outperforms the best reported time-invariant scores by at least 14% for both chickpea varieties. Additionally, each chickpea variety’s results are consistent for both feature extractors, showing that the proposed CNN-LSTM technique is independent of the feature extractor network. We also observe that the CNN-LSTM performs better on JG than Pusa. This observation corresponds to the inherent water stress sensitivity characteristics of these two chickpea varieties. JG is water stress-sensitive, thus producing more noticeable visual changes over time than Pusa, which is water stress-tolerant. This can also be seen from the time-invariant analysis results in this paper, as shown in Table [I].

3) Feasability analysis of CNN feature extractor using Grad-CAM: This section examines the feasibility of the CNN feature extractor considered in this paper. We employ Gradient-weighted Class Activation Mapping (Grad-CAM) [40]. Grad-CAM uses the gradient information flowing into the last convolutional layer of CNN to understand each neuron for a class label of interest. As we use the same CNN feature extractors for time-invariant and our proposed temporal analysis, Grad-CAM visualization of the CNN network used for time-invariant analysis can be used to approximately extrapolate the behavior of these extractors in the temporal context. Further, we use the CNN network with Inception-V3 feature extractor, the best-reported network by this work.
While applying Grad-CAM, we obtain the class discriminative localization map of width $u$ and height $v$ for a water stress class $c$ by first computing the gradient of the score for that class, that is, $y^c$ (before the softmax), for feature maps $\alpha_k$ of a convolutional layer. These gradients flowing back are global average-pooled over the width and height dimensions (indexed by $i$ and $j$ respectively) to obtain the neuron importance weights $\alpha^c_k$.

$$\alpha^c_k = \frac{1}{Z} \sum_i \sum_j \frac{\partial y^c}{\partial A^c_{ij}}$$

(15)

After calculating $\alpha^c_k$, we perform a weighted combination of the activation maps and follow it by a ReLU. Without it, the class activation map highlights more than required and achieves low localization performance.

$$L^c_{\text{Grad-CAM}} = \text{ReLU} \left( \sum_k \alpha^c_k A^k \right)$$

(16)

Subsequently, we superimpose the activation map (heatmap) with the original image to coarsely visualize which region it focuses on to classify water stress. In the images shown in Fig. 10 and 11, the intensity of yellow is directly proportional to the intensity of neural activation with respect to the predicted class. In other words, CNN focuses on the yellow highlighted regions in the image to make its prediction. From the figures, we observe that the CNN focuses on the shoot of the chickpea plant to predict water stress for both varieties. Further, this area of focus varies with the size and shape of the shoot. These visualizations explain and validate the use of chickpea plant shoot images to detect water stress.

5) Robustness Analysis: On comparing the results in Table III and Table IV, we observe that the mean accuracy of our model on noisy test data is less than the accuracy on noise-free test data, by almost 2.5%. This decrease is consistent for JG and Pusa varieties and VGG16 and Inception-V3 feature extractors. Even in the presence of noise, each chickpea variety’s results are consistent for both the feature extractors, thereby highlighting that the temporal technique is independent of the feature extractor. The model accuracy on the JG variety is greater than that of Pusa, which further validates the water-sensitive nature of JG over the Pusa variety.

An interesting observation is the small standard deviation from the mean accuracy for all the CNN-LSTM models. A small standard deviation demonstrates that the model will not be adversely affected by noise, and its accuracy will remain reasonably consistent. Thus, the small decrease in classification accuracy and a fairly consistent average accuracy in noisy conditions makes this technique suitable for real-time deployment.

5) Ablation Study: We draw the following inferences from the result. Firstly, the graphs in Fig. 9 and Table V demonstrate that by decreasing the number of session data for training the model, we decrease its ability to discern water stress conditions. This observation is reasonable because a longer image sequence will learn better differentiating features, especially since water stress on the shoot is prominent in the later stages of growth. Secondly, the performance metric curves (as shown in Fig. 9) for a given plant species are similar for both the feature extractors. This emphasizes that temporal analysis using CNN-LSTM models has negligible dependence on the CNN feature extractor used. On the contrary, the time-invariant classification of water stress depends on the CNN architectures employed, as shown in Table II. This observation further reinforces the merit of temporal analysis. Lastly, we also observe that these curves and final scores are similar across both species, thereby demonstrating that temporal analysis performs well across different chickpea plant species. Species invariance is another beneficial characteristic for the real-time deployment of this technique.

B. Application

The image and deep learning-based water stress classification methods can detect the lack of water in plants and its excess. This can help farmers optimize irrigation, which will, in turn, prevent unnecessary expenditure and promote optimum productivity by ensuring good soil health. Our deep learning pipeline focuses on solving water stress due to water deficiency crops may face during the growth period. In our dataset, we use a single chickpea plant per image and fluorescent lighting to simulate daylight conditions. Then, we train an CNN-LSTM model to learn spatial-temporal features that help classify water stress. To use our approach in real-time, we will require images of an individual crop from a field, taken over time. This will act as real-time test data. We can repeat this process for multiple crops in the field to get a general idea about the water stress situation.
C. Limitations

Our proposed deep learning pipeline has shown merits in the form of high water stress identification performance, robustness to noisy conditions, and independence from the type of visual feature extractor used. However, it does have a couple of limitations. Firstly, we train the CNN-LSTM model on our dataset that simulates daylight conditions during photo capturing sessions. Thus, the model may show a slight variation in performance when actually used in daylight. Secondly, our approach requires that one plant per frame for accurate analysis because it has been trained on a dataset with one plant per image. For real-time deployment, plant instance detection from an image followed by its extraction may be required, which can increase processing overheads.

V. CONCLUSION

In this paper, a novel deep learning-based pipeline for plant water stress (water deficiency) phenotyping has been proposed and validated via a detailed study on water stress identification from Chickpea plant shoot images. The pipeline consists of four main stages - image sequence input, data augmentation (and input processing), Convolutional Neural Network - Long Short Term Memory (CNN-LSTM) network, and water stress prediction. There are no publicly available datasets of pulses plant shoot images, specifically Chickpea plant, so a new dataset of two varieties of chickpea shoot images under different water stress conditions has been considered. The authors ensured high-quality training data by taking adequate measures during data acquisition and applying data augmentation techniques like Gaussian noise augmentation before neural processing. The proposed pipeline employs a CNN-LSTM to learn visual spatio-temporal patterns and use them to classify water stress. This work demonstrates that temporal analysis of chickpea plant shoot images outperforms the best time-invariant (or only spatial) analysis by nearly 14% for both chickpea varieties. Further, the experimental results show that the temporal approach is independent of the underlying CNN feature extractor. This study also illustrates the robustness of our proposed CNN-LSTM model to noise. Across both species, the average model accuracy dipped by less than 2.5%, with a small standard deviation, thereby ensuring high and consistent classification capabilities even in noisy conditions. Moreover, the Grad-CAM visualizations explain and validate the use of chickpea plant shoot images to detect water stress. The ablation study further reveals that the proposed CNN-LSTM model, consequently the proposed deep learning pipeline, performs equivalently on both water stress-sensitive species JG-62 and stress-resistant Pusa-372. Finally, the results of all four experiments in this paper validate the stress-sensitive nature of JG-62 and the stress-tolerant nature of Pusa-372. The findings in this paper demonstrate the potential of the proposed technique for real-time applications like plant stress monitoring and intelligent irrigation. However, this technique is not without its caveats. The proposed method has been validated on a controlled dataset while ensuring a high degree of resemblance to real-world conditions and data. Techniques like noise removal and plant shoot segmentation may be required while dealing with real-world data, which may, in turn, increase computational overheads. Nevertheless, we believe that the proposed deep learning pipeline will form the basis for future work in this domain. We encourage researchers to validate our work on their datasets and build upon this pipeline. Our future works will also be focused on proposing new components for our deep learning pipeline that will make it more robust and take it closer to real-world deployment. We are also experimenting with lightweight models that will be less-compute intensive.
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