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Abstract

Investigations are made on the saddle point calculations (SPC) under the auxiliary field method in path integrations. Two different ways of SPC are considered, Method(I) and Method(II), to be checked in an integral representation of the Gamma function, $\Gamma(N)$, as a bosonic example and in a four-fermi type of Grassmann integral where one “fermion mass” $\omega_0$ differs from the other $N$-degenerate species. The recipe of Method(I) seems rather complicated than that of (II) superficially, but the case turns out to be opposite in the actual situation. A general formalism allows us to calculate for $\Gamma(N)$ up to $O(1/N^{14})$. It is found that both happen to coincide in the bosonic case but in the fermionic case Method(II) shows a huge deviation in the weak coupling region where $\omega_0 \ll 1$.
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1 Introduction

The auxiliary field method (AFM) is one of the most powerful approximation scheme in path integrations. The recipe for AFM is given as follows: suppose a partition function,

$$Z = \int d^N \sigma d^N \sigma^* \exp \left[ -\omega (\sigma^* \cdot \sigma) - \frac{\lambda^2}{2N} (\sigma^* \cdot \sigma)^2 \right] ; \quad (\sigma^* \cdot \sigma) \equiv \sum_{a=1}^{N} \sigma^*_a \sigma_a ,$$  \hspace{1cm} (1)

where \( \sigma_a \)'s, \((a = 1, \ldots, N)\), are fermionic or bosonic degrees. \( \omega \) (called a mass) and \( \lambda^2 \) (a coupling constant) are parameters.

(i) Introduce the auxiliary fields, \( y \), (or Hubbard-Stratonovich Field in the solid state physics) by inserting the identity in terms of the Gaussian integral,

$$Z = \int \frac{dy}{\sqrt{2\pi}} \exp \left[ -\frac{1}{2} \left\{ y + i \frac{\lambda}{\sqrt{N}} (\sigma^* \cdot \sigma) \right\}^2 \right] ,$$  \hspace{1cm} (2)

in order to remove the four-body interaction, to obtain

$$Z = \int \frac{dy}{\sqrt{2\pi}} e^{-y^2/2} \int d^N \sigma d^N \sigma^* \exp \left[ -\left( \omega + i \frac{\lambda}{\sqrt{N}} y \right) (\sigma^* \cdot \sigma) \right] .$$  \hspace{1cm} (3)

(ii) Put \( y \mapsto \sqrt{N} y \) and perform the “Gaussian” type integration of \( \sigma_a \) to write

$$E(y) \equiv \int d\sigma_a d\sigma_a^* \exp \left[ - (\omega + i\lambda y) \sigma_a^* \sigma_a \right] ; \quad \text{for } \forall a .$$  \hspace{1cm} (4)

Thus \( Z \propto E^N \), yielding

$$Z = \sqrt{\frac{N}{2\pi}} \int_{-\infty}^{\infty} dy \exp \left[ -N \left( \frac{y^2}{2} - \ln E(y) \right) \right] .$$  \hspace{1cm} (5)

(iii) Write

$$f(y) \equiv \frac{y^2}{2} - \ln E(y) ,$$  \hspace{1cm} (6)

and assume \( N \mapsto \infty \) to perform a saddle point calculation (SPC): find saddle point(s) \( y_0 \), satisfying the stability condition,

$$f'(y) \bigg|_{y_0} = 0 , \quad f^{(2)}(y_0) > 0 ; \quad \text{(stability condition)} ,$$  \hspace{1cm} (7)

and expand \( f(y) \) around \( y_0 \), which gives us a power series of \( 1/N \), called the loop expansion. This is not a convergent but an asymptotic series, of course.

The prescription is simple and straightforward compared to other nonperturbative methods such as the variational and the optimized perturbation. Moreover, the studies in 1-dimensional (= a quantum mechanical) as well as 0-dimensional (= an integration) bosonic and fermionic models tell us that we can obtain a fairly accurate result, even when \( N = 1 \) or small, from the weak to the strong coupling \( \lambda \), by taking higher loops into consideration properly.
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Now consider a slightly generalized model;

\[ Z^\omega = \int d^{N+1}\sigma d^{N+1}\sigma^* \exp \left[ - (\sigma^* \cdot \omega \cdot \sigma) - \frac{\lambda^2}{2N} (\sigma^* \cdot \sigma)^2 \right], \]  

(8)

where \((N+1) \times (N+1)\) matrix \(\omega\) is given

\[ \omega = \begin{pmatrix} \omega_0 & 0^T \\ 0 & \omega I_N \end{pmatrix}, \]  

(9)

with \(I_N\) and \(0\) being the \(N \times N\) unit matrix and the \(N\) dimensional zero vector. This corresponds to a field theoretical model of interacting \(\sigma_0\) and \(\sigma_a\) \((a = 1, 2, \ldots N)\) bosons or fermions with the "mass" \(\omega_0\) and \(\omega\) respectively. Introduce an auxiliary field, \(y\), as the above, to find

\[ Z^\omega = \sqrt{\frac{N}{2\pi}} \int_{-\infty}^{\infty} dy g(y) \exp \left[ -N f(y) \right], \]  

(10)

where

\[ g(y) \equiv \int d\sigma_0 d\sigma_0^* \exp \left[ - (\omega_0 + i\lambda y) \sigma_0^* \sigma_0 \right], \]  

(11)

and \(f(y)\) has been given by (6), with

\[ E(y) \equiv \int d\sigma_a d\sigma_a^* \exp \left[ - (\omega + i\lambda y) \sigma_a^* \sigma_a \right]; \] for \(\forall a\).  

(12)

In view of (10) an issue comes up: there are two ways of performing SPC.

- **Method(I):** in \(I_N\)

\[ I_N \equiv \int dt g(t) e^{-Nf(t)}, \]  

(13)

find the saddle point \(t_0\) of \(f(t)\), \(f'(t_0) = 0\), then expand \(f(t)\) as well as \(g(t)\) around \(t_0\). Here and hereafter we adopt \(t\) instead of \(y\) as the integration variable.

- **Method(II):** rewrite (13) as

\[ I_N \equiv \int dt e^{-N\tilde{f}(t)}, \quad \tilde{f}(t) \equiv f(t) - \frac{1}{N} \ln g(t), \]  

(14)

then find the saddle \(t_c\) of \(\tilde{f}(t)\), \(\tilde{f}'(t_c) = 0\), and expand \(\tilde{f}(t)\) around \(t_c\). Finally put \(t_c\), given in terms of \(1/N\) series, into the expression.

If \(N\) becomes large both results would match but, as mentioned above, our interest is to study the validity of AFM when \(N\) is small. In this paper, therefore, we study the difference between two methods by considering bosonic and fermionic integrations (0-dimensional field theoretical models). In Sec.2 we develop a general formalism of SPC and calculate the asymptotic expansion of the Gamma function as a bosonic model in Sec.3. In Sec.4 we examine a four-fermi type Grassmann integral and the final Sec.5 is devoted to a discussion.

---

1 The integration range of \(t\), in (13) and (14), need not be specified. Those are given from \(-\infty\) to \(\infty\) in the final expression under the saddle point method. (See (15) to (18).)
2 Saddle Points and the Asymptotic Expansion

In this section, we develop a general formalism of SPC.

- Method(I): start with the expression (13) and expand all the integrands around the saddle point, \( t_0 \), to find

\[
I_N = e^{-Nf_0} \int dt \left( \sum_{m=0}^{\infty} \frac{g_0^{(m)}}{m!} (t - t_0)^m \right) \exp \left[ -N \frac{f_0^{(2)}}{2} (t - t_0)^2 - R_N \right], \quad (15)
\]

where

\[
R_N \equiv N \sum_{n=3}^{\infty} \frac{f_0^{(n)}}{n!} (t - t_0)^n, \quad (16)
\]

with

\[
f_0^{(n)} \equiv f^{(n)}(t_0) , \quad g_0^{(n)} \equiv g^{(n)}(t_0) . \quad (17)
\]

After checking the stability condition (7), \( f_0^{(2)} > 0 \), put \( t - t_0 = x/\sqrt{Nf_0^{(2)}} \), while assuming \( N \) large in (15), to find

\[
I_N \cong e^{-Nf_0} \frac{1}{\sqrt{Nf_0^{(2)}}} \sum_{k,m=0}^{\infty} \frac{(-)^k g_0^{(m)}}{m!k!} \left( N f_0^{(2)} \right)^{m/2} \int_{-\infty}^{\infty} dx x^m \left( R_N(x) \right)^k e^{-x^2/2}, \quad (18)
\]

where (from (16))

\[
R_N(x) \equiv \frac{1}{\sqrt{N}} \sum_{n=0}^{\infty} \frac{F_{n+3}}{(n+3)!} \frac{x^{n+3}}{N^{n/2}} ; \quad F_n \equiv \frac{f_0^{(n)}}{\left( f_0^{(2)} \right)^{n/2}}. \quad (19)
\]

(The integration range of \( x \) now stretches from \(-\infty \) to \( \infty \).) Therefore,

\[
I_N \cong e^{-Nf_0} \frac{1}{\sqrt{Nf_0^{(2)}}} \sum_{k,m=0}^{\infty} \frac{(-)^k g_0^{(m)}}{m!k!} \left( N f_0^{(2)} \right)^{m/2} \sum_{n_1,n_2,\ldots,n_k=0}^{\infty} \left( \frac{1}{N} \right)^{(m+k+\sum_{j=1}^{k} n_j)/2}
\]

\[
\times \frac{F_{n_1+3}}{(n_1+3)!} \frac{F_{n_2+3}}{(n_2+3)!} \cdots \frac{F_{n_k+3}}{(n_k+3)!} \int_{-\infty}^{\infty} dx x^{m+3k+\sum_{j=1}^{k} n_j} e^{-x^2/2}. \quad (20)
\]

Now put

\[
L \equiv \frac{m + k + \sum_{j=1}^{k} n_j}{2}, \quad (21)
\]

which must be integers, \( L \in \mathbb{Z} \), not half-integers, \( L \in \mathbb{Z} + 1/2 \); since the power of \( x \) in (20) reads

\[
m + 3k + \sum_{j=1}^{k} n_j = 2(L + k) , \quad (22)
\]
so that the integral vanishes unless \( L + k \in \mathbb{Z} \), leaving us
\[
\int_{-\infty}^{\infty} dx \, x^{2(L+k)} e^{-x^2/2} = \sqrt{2\pi} \left( 2(L + k) - 1 \right)!! .
\] (23)

The expression (20) then turns out to be
\[
I_N \approx \sqrt{\frac{2\pi}{Nf(2)}} e^{-Nf_0} \sum_{L=0}^{\infty} \frac{1}{N^L} \sum_{k=0}^{2L} \frac{(-)^k}{k!} (2(L + k) - 1)!! \sum_{j=1}^{k} n_j \leq 2L-k
\times \sum_{\text{all possible } \{n_j\}} F(n_1, n_2, \ldots, n_k) ,
\] (24)

where
\[
F(n_1, n_2, \ldots, n_k) = \frac{1}{(2L-k - \sum_{j=1}^{k} n_j)!} \frac{(2L-k-\sum_{j=1}^{k} n_j)!!}{(f(2))^{(2L-k-\sum_{j=1}^{k} n_j)/2}} \prod_{j=1}^{k} F_{n_j+3} \bigg( (n_j + 3)! \bigg) ,
\] (25)

is a symmetric function of \( n_j \)'s. In (24) the sum should be taken under the condition,
\[
\sum_{j=1}^{k} n_j \leq 2L - k ;
\] (26)

since \( m \geq 0 \) in (22). Note if \( k = 0 \), then \( \sum_{j=1}^{0} n_j \equiv 0 \) and \( \prod_{j=1}^{0} G(n_j) \equiv 1 \), so that
\[
F(n_1, \ldots, n_k) \bigg|_{k=0} = \frac{1}{(2L)!} \frac{g^{(2L)}_0}{(f(2))^{L}} .
\] (27)

The conditional sum of \( n_j \)'s, (26), can be expressed as an alternative form: suppose \( Q_\alpha \) of \( n_j \)'s are alike of \( A_\alpha \), \( n_1 = n_2 = \cdots = n_{Q_\alpha} = A_\alpha \), to write
\[
F\left( \begin{array}{c} Q_1 \\ A_1, \cdots, A_1, \\ Q_2 \\ A_2, \cdots, A_2, \\ \vdots \\ Q_P \\ A_P, \cdots, A_P \end{array} \right) \equiv F\left( \left\{ A_1^{Q_1} \right\}, \left\{ A_2^{Q_2} \right\}, \cdots, \left\{ A_P^{Q_P} \right\} \right) .
\] (28)

It is clear that the condition (26) reads as
\[
P \leq k ; \quad \sum_{\alpha=1}^{P} Q_\alpha = k , \quad \sum_{\alpha=1}^{P} Q_\alpha A_\alpha = \sum_{j=1}^{k} n_j \leq 2L - k .
\] (29)

The multiplicity reads
\[
\binom{k}{Q_1} \binom{k-Q_1}{Q_2} \cdots \binom{k-\sum_{\alpha=1}^{P-1} Q_\alpha}{Q_P} = \frac{k!}{Q_1! \cdots Q_P!} .
\] (30)
then (24) becomes
\[ I_N \cong \sqrt{\frac{2\pi}{N f_0^{(2)} e^{-Nf_0}}} \sum_{L=0}^{\infty} \frac{1}{N^L} \sum_{k=0}^{2L} (-)^k (2(L + k) - 1)!! \times \sum_{\sum_{\alpha=1}^P Q_\alpha A_\alpha \leq 2L - k} \frac{1}{Q_1! \cdots Q_P!} F\left(\left\{A_1^{Q_1}\right\}, \left\{A_2^{Q_2}\right\}, \ldots, \left\{A_P^{Q_P}\right\}\right), \tag{31} \]
where we have assumed that \( A_1 < A_2 < \cdots < A_P \). This is the main formula of the Method(I). Let us classify \( I_N \), according to the WKB-approximation \( \text{[4]} \) under which \( 1/h \) appears instead of \( N \);

1. Tree:
\[ (I_N)_{\text{tree}} = e^{-Nf_0} g_0. \tag{32} \]

2. \( l \)-loop: terms up to \( l \geq 1 \) in (24):
\[ (I_N)_{l\text{-loop}} = e^{-Nf_0} \sqrt{\frac{2\pi}{N f_0^{(2)} g_0}} \left( 1 + \cdots + O\left(\frac{1}{N^{l-1}}\right) \right). \tag{33} \]

• Method(II): by putting \( f(t) \mapsto \tilde{f}(t) \); \( g(t) \mapsto 1 \) and \( t_0 \mapsto t_c \), all expressions in Method(I) can be read as those of Method(II). Write
\[ \tilde{f}^{(n)}(t) = \tilde{f}^{(n)}(t_c), \tag{34} \]
then (24) is changed to
\[ I_N \cong \sqrt{\frac{2\pi}{N f_c^{(2)} e^{-Nf_c}}} \sum_{L=0}^{\infty} \frac{1}{N^L} \times \sum_{\sum_{j=1}^k n_j = 2L - k} (-)^k (2(L + k) - 1)!! \sum_{\text{all possible } (n_j)} \tilde{F}(n_1, n_2, \ldots, n_k), \tag{35} \]
\[ \tilde{F}(n_1, n_2, \ldots, n_k) = \prod_{j=1}^k \frac{\tilde{f}_{n_j+3}}{(n_j + 3)!}; \quad \tilde{F}_n = \frac{\tilde{f}^{(n)}_{t_c}}{(\tilde{f}^{(2)}_{t_c})^{n/2}}. \tag{36} \]

It should be noted that without \( g(t) \) the conditional sum is given by the equality, \( \sum_{j=1}^k n_j = 2L - k, \text{ not by the inequality } \) (24). Also (31) is changed to
\[ I_N \cong \sqrt{\frac{2\pi}{N f_c^{(2)} e^{-Nf_c}}} \sum_{L=0}^{\infty} \frac{1}{N^L} \sum_{k=0}^{2L} (-)^k (2(L + k) - 1)!! \times \sum_{\sum_{\alpha=1}^P Q_\alpha A_\alpha = 2L - k} \frac{1}{Q_1! \cdots Q_P!} \tilde{F}\left(\left\{A_1^{Q_1}\right\}, \left\{A_2^{Q_2}\right\}, \ldots, \left\{A_P^{Q_P}\right\}\right), \tag{37} \]
where \( \tilde{F}\left(\left\{A_1^{Q_1}\right\}, \left\{A_2^{Q_2}\right\}, \ldots, \left\{A_P^{Q_P}\right\}\right) \) is defined by the expression, (28), with the tildes. Here again the conditional sum (24) becomes simpler, \( \sum_{\alpha=1}^P Q_\alpha A_\alpha = 2L - k \). Classification in this case is again
1. Tree:

\[(I_N)_{\text{tree}} \equiv e^{-N\tilde{f}_c^{(0)}} , \tag{38}\]

2. l-loop: terms up to \(l (\geq 1)\) in \(20\) or \(24\):

\[(I_N)_{l\text{-loop}} \equiv e^{-N\tilde{f}_c^{(0)}} \sqrt{\frac{2\pi}{Nf_c^{(2)}}} \left( 1 + \cdots + O \left( \frac{1}{N^{l-1}} \right) \right) . \tag{39}\]

Note that there are additional powers of \(1/N\) hidden in \(t_c\). The final task is then to expand all functions of \(t_c\) up to \((1/N)^{l-1}\), which however depends on individual models so is relegated to the following sections.

3 A Bosonic Case: the Gamma Function

As a simple bosonic example, in this section we consider the Gamma function,

\[\Gamma(N) = \int_0^\infty dt t^{N-1} e^{-t} = N^N I_N , \quad I_N \equiv \int_0^\infty dt \left( \frac{1}{t} \right) e^{-N(t - \ln t)} , \tag{40}\]

where we have put \(t \mapsto Nt\) in the final expression. Then

Method(I) : \(f(t) \equiv t - \ln t ; \quad g(t) \equiv \frac{1}{t} . \tag{41}\)

Method(II) : \(\tilde{f}(t) \equiv t - \left( 1 - \frac{1}{N} \right) \ln t . \tag{42}\)

• Method(I): the saddle point, \(t_0\) is given by

\[f'(t_0) = 1 - \frac{1}{t_0} = 0 \implies t_0 = 1 , \tag{43}\]

so that

\[f_0 = 1 = g_0 , \quad f_0^{(n+1)} = -g_0^{(n)} = (-)^n n! ; \quad (n \geq 1) , \tag{44}\]

which ensures the stability condition, \(f_0^{(2)} = 1 > 0\), and

\[F(n_1, n_2, \ldots, n_k) = \prod_{j=1}^k \frac{1}{(n_j + 3)} , \tag{45}\]

from \(25\). Therefore from \(24\) and \(31\),

\[I_N \approx \sqrt{\frac{2\pi}{N}} e^{-N} \sum_{L=0}^\infty \frac{1}{NL} \sum_{k=0}^{2L} T(L, k| \leq 2L - k) , \tag{46}\]
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where

\[ T(L, k \mid \leq 2L - k) \equiv \frac{(-)^k}{k!} (2(L + k) - 1)!! \sum_{j=1}^{k} \frac{1}{(n_j + 3)} \prod_{j=1}^{k} \left( \sum_{n_j \leq 2L-k} \right) \] (47)

\[ = (-)^k (2(L + k) - 1)!! \sum_{\text{all possible } \{A_{\alpha}\}} \frac{1}{Q_1! \cdots Q_P!} \] (48)

Here we concentrate on the latter expression (48) and realize that most of the terms in the conditional sum, \( \sum_{\alpha=1}^{P} Q_{\alpha} A_{\alpha} \leq 2L - k \), are canceled, leaving only the terms satisfying the equality \( \sum_{\alpha=1}^{P} Q_{\alpha} A_{\alpha} = 2L - k \), that is

\[ \sum_{k=0}^{2L} T(L, k \mid \leq 2L - k) = \sum_{k=0}^{2L} T(L, k \mid 2L - k) \] (49)

to give

\[ I_N \cong \sqrt{\frac{2\pi}{N}} e^{-\frac{N^2}{2}} \sum_{L=0}^{\infty} \frac{1}{N^L} \sum_{k=0}^{2L} T(L, k \mid 2L - k) \] (50)

where

\[ T(L, k \mid 2L - k) \equiv \frac{(-)^k}{k!} (2(L + k) - 1)!! \sum_{j=1}^{k} \frac{1}{(n_j + 3)} \prod_{j=1}^{k} \left( \sum_{n_j \leq 2L-k} \right) \] (51)

\[ = (-)^k (2(L + k) - 1)!! \sum_{\text{all possible } \{A_{\alpha}\}} \frac{1}{Q_1! \cdots Q_P!} \] (52)

with the definition when \( k = 0 \), (implying \( P = 0 \)), and \( L \neq 0 \)

\[ T(L, 0 \mid 2L) = 0 \] (53)

since otherwise there is inconsistency in the conditional sum \( \sum_{\alpha=1}^{P} Q_{\alpha} A_{\alpha} = 0 \) and \( 2L \neq 0 \). The numerical values of \( T(L, k \mid 2L - k) \) (apart from the factor \( (2(L + k) - 1)!! \)) are listed in the appendix A. The proof of (49) is rather lengthy then relegated to the appendix B.

In view of (24) and (25), the above fact implies that there is no contribution from \( g_0^{(m)} (m \geq 1) \), that is, the equality holds

\[ \int_0^\infty dt \left( \frac{1}{t} \right) e^{-N(t - \ln t)} \frac{1}{N} \int_0^\infty dte^{-N(t - \ln t)} \] (54)
under the $1/N$ expansion (Actually it does hold without $1/N$ in this case: see the expression \(167\). A detailed discussion is relegated to the appendix \(14\)).

In view of (32) as well as (10),

$$
(\Gamma(N))_{\text{tree}} = N^N e^{-N}.
$$

(55)

And the result of 15-loop is from \(133\),

$$
(\Gamma(N))_{15\text{-loop}} = \left( \sqrt{\frac{2\pi}{N}} N^N e^{-N} \right) \left\{ 1 + \frac{1}{12 N} + \frac{1}{288 N^2} - \frac{139}{51840 N^3} - \frac{571}{2488320 N^4} + \frac{163879}{209018880 N^5} + \frac{5246819}{75246796800 N^6} - \frac{534703531}{902961561600 N^7} - \frac{86684309913600 N^8}{4483131259} + \frac{1}{\frac{1}{432261921612371} + \frac{514904800886784000 N^9}{6232523202521089}} - \frac{1}{\frac{1}{12634669958625021089} - \frac{54940462502164083507200 N^{10}}{1349462502164083507200 N^{11}}} + \frac{1}{\frac{1}{157902913854919086429} - \frac{1349462502164083507200 N^{10}}{746590869962651602203151 N^{11}}} + \frac{1}{\frac{1}{9716130015581401251840000 N^{12}} - \frac{9716130015581401251840000 N^{12}}{1165935601869761502208000 N^{13}}} + \frac{1}{\frac{1}{1511513601028097903631961} + \frac{1511513601028097903631961}{279824544487443560529920000 N^{14}}} + O(N^{-15}) \right\}.
$$

(56)

This coincides the results in references\(^2\) up to $1/N^4 [10]$, $1/N^7 [11]$ and $1/N^9 [12]$.

---

\(^2\)We have no information how those results are obtained, but the derivations would be from another prescription such as the Watson’s Lemma\(^13\).

---

Figure 1: The ratio of Approximation to Exact in Method(I): the horizontal axis designates $L$, $0 \leq L \leq 14$, omitting the tree part. The solid line with the circle, the dotted with the triangle, the dashed with the cross, and the dash-dotted with the square designate $N = 1, 2, 5$ and 10 respectively. The tail end of the $N = 1$ line deviates from the unity, implying the asymptotic character of the $1/N$ expansion.

In the table\(^1\) we list $N = 1, 2, 5$, and 10 results up to 15-loop including the tree ones, where the optimized values are shaded. Also we plot the ratio of approximate to exact values for $0 \leq L \leq 14$ (omitting the tree part) in the figure\(^4\). From these we convince the validity of the loop expansion in this case; since even in the smallest $N = 1$ case, the 2- or 3-loop approximation gives $\sim 0.1$ or $\sim 0.2\%$ error. It also should be noted that the characteristic feature of the asymptotic expansion can be read from deviation after passing through the optimized values, which is most clearly seen in the figure\(^4\) at the tail end of the $N = 1$ line.
Table 1: Results of Method(I) in $N = 1, 2, 5$ and 10 up to $L = 14$. Even in $N = 1, 2$ loop ($L = 1$) approximation is sufficiently close to the exact value, however, deviation becomes gradually eminent in the loops larger than 7. The optimized values are shaded in each $N$, whose position shows that the $1/N$ expansion is indeed an asymptotic one.

-Method(II): from (12), the saddle point is

$$\tilde{f}'(t) = 1 - \left(1 - \frac{1}{N}\right) \frac{1}{t} = 0 \implies t_c = t_0 + \frac{t_1}{N} ; \quad t_0 \equiv 1, \ t_1 \equiv -1,$$

and satisfies the stability condition,

$$\tilde{f}_c^{(2)} = \frac{1}{t_c} = \frac{N}{N-1} > 0.$$  \hfill (58)

Note that

$$\tilde{f}_c = t_c (1 - \ln t_c) , \quad \tilde{f}_c^{(n)}(t_c) = (-)^n(n-1)! \frac{1}{(t_c)^{n-1}} ; \quad (n \geq 2) ,$$

so that

$$\tilde{F}_n = \frac{(-)^n(n-1)!}{t_c^{n/2-1}}$$

and

$$\tilde{F}(n_1, n_2, \ldots, n_k) = (-)^{3k+\sum_j n_j} \frac{1}{t_c^{(\sum_j n_j+k)/2}} \prod_{j=1}^k \frac{1}{(n_j+3)} = \frac{1}{t_c^L} \prod_{j=1}^k \frac{1}{(n_j+3)},$$

with $\sum_{j=1}^k n_j + k = 2L$, from (56). Therefore with the aid of (55)

$$I_N \approx e^{-Nt_c(1-\ln t_c)} \sqrt{\frac{2\pi t_c}{N}} \sum_{L=0}^{\infty} \frac{1}{N^L} (t_c)^{-L} \sum_{k=0}^{2L} T(L, k|2L-k).$$  \hfill (61)
The tree and the 1-loop part are given
\[(I_N)_{\text{tree}} = e^{-N t_c (1 - \ln t_c)} \bigg|_{t_1=0} = e^{-N}, \quad (62)\]
\[(I_N)_{1\text{-loop}} = e^{-N t_c (1 - \ln t_c)} \sqrt{\frac{2 \pi t_c}{N}} \bigg|_{t_1=0} = e^{-N} \sqrt{\frac{2 \pi}{N}}. \quad (63)\]

From the 2-loop approximation, \(t_1\) should be included to \(t_c\), and all functions of \(t_c\) must be expanded up to \(O(1/N^L)\):
\[L = 1, 2, \ldots \text{ in (61)}, \text{ introduce the prefactor } \mathcal{P}, \]
\[\mathcal{P} \equiv e^{-N t_c (1 - \ln t_c)} \sqrt{\frac{2 \pi t_c}{N}} = e^{-N} \left[1 - \frac{1}{12} N^{-2} - \frac{1}{12} N^{-3} - \frac{103}{1440} N^{-4} + O\left(\frac{1}{N^5}\right)\right], \quad (64)\]
and the loop factor \(\mathcal{L}\)
\[\mathcal{L} \equiv \sum_{L=0}^{\infty} \frac{1}{N^L} (t_c)^{-L} \sum_{k=0}^{2L} T(L, k|2L - k) = 1 + \frac{n(1)}{N} + \frac{n(1) + n(2)}{N^2} + \frac{n(1) + 2n(2) + n(3)}{N^3} + \frac{n(1) + 3n(2) + 3n(3) + n(4)}{N^4} + O\left(\frac{1}{N^5}\right), \quad (65)\]
where
\[n(L) \equiv \sum_{k=0}^{2L} T(L, k|2L - k) ; \quad (66)\]
\[n(1) = \frac{1}{12}, \quad n(2) = \frac{1}{288}, \quad n(3) = -\frac{139}{51840}, \quad n(4) = -\frac{571}{2488320}, \quad (67)\]
from the table 5 in the appendix A. \(\mathcal{P} \times \mathcal{L}\) gives the 5-loop approximation of \(I_N\)
\[(I_N)_{5\text{-loop}} = e^{-N} \sqrt{\frac{2 \pi}{N}} \left[1 + \sum_{L=1}^{4} \frac{n(L)}{N^L}\right], \quad (68)\]
which is exactly the same to the one \((L \mapsto 4 \text{ in (53)})\) in Method(I). Many terms in the numerator, \(n(1), \ldots, n(L - 1)\) are canceled, leaving us only \(n(L)\). These miracle cancellations occur for all orders of \(1/N\), yielding the result that \textbf{there is no difference between Method(I) and (II)} in this case.

The reason is rather easily figured out: because of the formula (167) in the appendix B, we can put \(g(t) \equiv 1/t\) in the integral \(I_N\) to the unity, \(g(t) \mapsto 1\). In other words, \textbf{Method(I) is equivalent to Method(II)} in the Gamma function case.

### 4 A Fermionic Case

Our target is a fermionic version of (8);
\[Z \equiv \int d^{N+1} \hat{\xi} d^{N+1} \hat{\xi}^* \exp \left[-\hat{\xi}^* \cdot \omega \cdot \hat{\xi} + \frac{\lambda^2}{2N} \left(\hat{\xi}^* \cdot \hat{\xi}\right)^2\right], \quad (69)\]
where \(\hat{\xi}, \hat{\xi}^*(\xi, \xi^*)\) are \(N + 1(N)\)-dimensional Grassmann variables,
\[\hat{\xi} \equiv (\xi_0, \xi), \quad \hat{\xi}^* \equiv (\xi_0^*, \xi^*); \quad \xi \equiv (\xi_1, \cdots, \xi_N), \quad \xi^* \equiv (\xi_1^*, \cdots, \xi_N^*), \quad (70)\]
with
\[ d^{N+1} \xi \equiv d^N \xi d\xi_0 \equiv d\xi_N d\xi_{N-1} \cdots d\xi_0 , \quad d^{N+1} \xi^* \equiv d\xi_0^* d^N \xi^* \equiv d\xi_1^* \cdots d\xi_N^* , \] (71)
and \((N + 1) \times (N + 1)\) matrix, \(\omega\), has been given in \([9]\). \(Z\) is calculable by means of a standard Grassmann integration;
\[ \int d^m \xi d^m \xi^* (\xi^* \cdot \xi)^m = (-)^n n! \delta_{mn} , \] (72)
to obtain
\[ Z = \sum_{r=0}^{[N]} \frac{N!}{r!(N-2r)!} \left( \omega_0 \omega + \frac{\lambda^2}{N} (N-2r) \right) \left( \omega \right)^{N-2r-1} \left( \frac{\lambda^2}{2N} \right)^r . \] (73)
In this analysis, we assume that all parameters in this model are real and positive\(^3\)
\(\omega > 0, \omega_0 > 0, \lambda > 0,\) and take \(N = 2\) with
\[ 0 \leq \lambda \leq 10 ; \quad \omega_0 = 10^2 \omega , \quad \omega = 10^{-2} \omega . \] (74)
(The case, \(\omega_0 = 10^2 \omega\) is a toy model of u-, d-, and s-quarks.)
Introducing an auxiliary field, in terms of
\[ 1 = \int_{-\infty}^{\infty} dy \frac{dy}{\sqrt{2\pi}} \exp \left[ -\frac{1}{2} \left( y + \frac{\lambda}{\sqrt{N}} (\xi^* \cdot \xi) \right)^2 \right] , \] (75)
into the target \([69]\), we obtain
\[ Z = \sqrt{\frac{N}{2\pi}} \int_{-\infty}^{\infty} dy (\omega_0 + \lambda y) \exp \left[ -N \left( \frac{y^2}{2} - \ln (\omega + \lambda y) \right) \right] , \] (76)
where we have performed the Grassmann Gaussian integration,
\[ \int d\xi d\xi^* e^{-\omega \xi^* \xi} = \omega , \] (77)
and \(y\) has been scaled, \(y \mapsto \sqrt{N} y\), as before. Now write
\[ Z = \sqrt{\frac{N}{2\pi}} I_N ; \quad I_N \equiv \int dt \ g(t) \ e^{-N f(t)} , \] (78)
\[ g(t) \equiv \omega_0 + \lambda t ; \quad f(t) \equiv \frac{t^2}{2} - \ln (\omega + \lambda t) , \] (79)
for Method(I) and
\[ I_N = \int dt \ e^{-N \tilde{f}(t)} , \]
\[ \tilde{f}(t) \equiv f(t) - \frac{1}{N} \ln g(t) = \frac{t^2}{2} - \ln (\omega + \lambda t) - \frac{1}{N} \ln (\omega_0 + \lambda t) , \] (80)
for Method(II). (Here \(y\) has been switched to \(t\).)
\(^3\)Although we can see an interesting phenomenon when \(\lambda^2 < 0\): the caustics emerge\([9]\).
Method(I): the saddle points are determined by

\[ f^{(1)}(t) \big|_{t=t_0} = t_0 - \frac{\lambda}{\omega + \lambda t_0} = 0 \]  \hspace{1cm} (81)

Here and hereafter the equation is called as the gap equation [14]. If we introduce

\[ \Omega_0 \equiv \omega + \lambda t_0 \],

(82) becomes

\[ (\Omega_0)^2 - \omega \Omega_0 - \lambda^2 = 0 \],

yielding to two saddle points

\[ \Omega_0^{(\pm)} = \frac{\omega \pm \sqrt{\omega^2 + 4\lambda^2}}{2} \].

(84)

The stability condition (7) in this case reads

\[ f^{(2)}_0 = 1 + \left( \frac{\lambda}{\Omega_0} \right)^2 = \frac{(\Omega_0)^2 + \lambda^2}{(\Omega_0)^2} > 0 \];

(85)

which is positive for both \( \Omega_0^{(\pm)} \). The value of \( f(t), g(t) \) and derivatives at the saddle points are given by

\[ f_0 = \frac{(\Omega_0 - \omega)^2}{2\lambda^2} - \ln \Omega_0 \]  \hspace{1cm} (86)
\[ f_0^{(m)} = (m - 1)! \left( -\frac{\lambda}{\Omega_0} \right)^m \]  \hspace{1cm} (m \geq 3),

\[ g_0 = \Omega_0 + \delta \omega \]  \hspace{1cm} \( (87) \)
\[ g_0^{(1)} = \lambda \]  \hspace{1cm} \( (m \geq 2) \),

where

\[ \delta \omega \equiv \omega_0 - \omega \].

(88)

Then from (19)

\[ \frac{F_{n_j+3}}{(n_j + 3)!} = \frac{1}{(n_j + 3)!} \left( f_0^{(2)} \right)^{-\frac{(n_j+3)/2}{2}} \frac{1}{f_0^{(n_j+3)}} = \frac{1}{n_j + 3} \left( -\frac{\epsilon(\Omega_0)}{\sqrt{(\Omega_0)^2 + \lambda^2}} \right)^{n_j+3} \],

(89)

where

\[ \epsilon(\Omega_0) = \begin{cases} 1 : & \Omega_0 > 0 \\
-1 : & \Omega_0 < 0 \end{cases} \],

(90)

is the sign function. Accordingly, in view of (24) with (25), we find

\[ \frac{(-)^k}{k!} (2(L + k) - 1)!! \sum_{\sum_{j=1}^{k} n_j \leq 2L-k} \sum_{\text{all possible } \{n_j\}} F(n_1, n_2, \ldots, n_k) \]

\[ = \left( \frac{\lambda}{\sqrt{(\Omega_0)^2 + \lambda^2}} \right)^{2(L+k)} \left[ (\Omega_0 + \delta \omega) T(L, k|2L - k) - \Omega_0 T(L, k|2L - k - 1) \right] \],

(91)
where use has been made of the notation (51): $T(L, k|2L - k - 1)$ is defined by replacing the sum $\sum_{j=1}^{k} n_j = 2L - k$ to $\sum_{j=1}^{k} n_j = 2L - k - 1$ in (51). Therefore from (25)

$$I_{N} \approx \sqrt{\frac{2\pi}{N}} \epsilon(\Omega_{0}) \frac{\Omega_{0}^{N+1}}{\sqrt{(\Omega_{0})^2 + \lambda^2}} \exp \left[-N\frac{(\Omega_{0} - \omega)^2}{2\lambda^2}\right] \sum_{L=0}^{\infty} \frac{1}{N^L} \sum_{k=0}^{2L} \left( \frac{\lambda}{\sqrt{(\Omega_{0})^2 + \lambda^2}} \right)^{2(L+k)} \times [(\Omega_{0} + \delta\omega) T(L, k|2L - k) - \Omega_{0} T(L, k|2L - k - 1)] ,$$

so that

$$Z \approx \epsilon(\Omega_{0}) \frac{\Omega_{0}^{N+1}}{\sqrt{(\Omega_{0})^2 + \lambda^2}} \exp \left[-N\frac{(\Omega_{0} - \omega)^2}{2\lambda^2}\right] \sum_{L=0}^{\infty} \frac{1}{N^L} \sum_{k=0}^{2L} \left( \frac{\lambda}{\sqrt{(\Omega_{0})^2 + \lambda^2}} \right)^{2(L+k)} \times [(\Omega_{0} + \delta\omega) T(L, k|2L - k) - \Omega_{0} T(L, k|2L - k - 1)] .$$

According to classification in sec. 2 (32) and (33), the tree and the l-loop approximation read

$$Z_{\text{tree}} \equiv e^{-Nf_{0}g_{0}} = \exp \left[-N\frac{(\Omega_{0} - \omega)^2}{2\lambda^2}\right] \Omega_{0}^{N} (\Omega_{0} + \delta\omega) ,$$

$$Z_{l\text{-loop}} \equiv \epsilon(\Omega_{0}) \frac{\Omega_{0}^{N+1}}{\sqrt{(\Omega_{0})^2 + \lambda^2}} \exp \left[-N\frac{(\Omega_{0} - \omega)^2}{2\lambda^2}\right] \sum_{L=0}^{\infty} \frac{1}{N^L} \sum_{k=0}^{2L} \left( \frac{\lambda}{\sqrt{(\Omega_{0})^2 + \lambda^2}} \right)^{2(L+k)} \times [(\Omega_{0} + \delta\omega) T(L, k|2L - k) - \Omega_{0} T(L, k|2L - k - 1)] .$$

Up to 3-loop ($L \leq 2$), by noting the table 5 in the appendix A and $T(1, 1|0) = -1, T(2, 1|2) = -3, T(2, 2|1) = 35/4, T(2, 3|1) = -35/6$ for $T(L, k|2L - k - 1)$, we find

$$Z_{1\text{-loop}} = \epsilon(\Omega_{0}) \exp \left[-N\frac{(\Omega_{0} - \omega)^2}{2\lambda^2}\right] \frac{(\Omega_{0})^{N+1}}{\sqrt{(\Omega_{0})^2 + \lambda^2}} (\Omega_{0} + \delta\omega) ,$$

$$Z_{2\text{-loop}} = Z_{1\text{-loop}} + \epsilon(\Omega_{0}) \exp \left[-N\frac{(\Omega_{0} - \omega)^2}{2\lambda^2}\right] \frac{(\Omega_{0})^{N+1}}{\sqrt{(\Omega_{0})^2 + \lambda^2}} \times \frac{1}{N} \left[ \frac{\lambda^4 (\Omega_{0} - 3\delta\omega)}{4 \left( (\Omega_{0})^2 + \lambda^2 \right)^2} + \frac{5\lambda^6 (\Omega_{0} + \delta\omega)}{6 \left( (\Omega_{0})^2 + \lambda^2 \right)^2} \right] ,$$

and

$$Z_{3\text{-loop}} = Z_{2\text{-loop}} + \epsilon(\Omega_{0}) \exp \left[-N\frac{(\Omega_{0} - \omega)^2}{2\lambda^2}\right] \frac{(\Omega_{0})^{N+1}}{\sqrt{(\Omega_{0})^2 + \lambda^2}} \frac{1}{N^2} \left[ \frac{\lambda^6 (\Omega_{0} - 5\delta\omega)}{2 \left( (\Omega_{0})^2 + \lambda^2 \right)^3} + \frac{7\lambda^8 (7\Omega_{0} + 47\delta\omega)}{32 \left( (\Omega_{0})^2 + \lambda^2 \right)^4} - \frac{35\lambda^{10} (5\Omega_{0} + 9\delta\omega)}{24 \left( (\Omega_{0})^2 + \lambda^2 \right)^5} + \frac{385\lambda^{12} (\Omega_{0} + \delta\omega)}{72 \left( (\Omega_{0})^2 + \lambda^2 \right)^6} \right] .$$
Since there are two saddle points $\Omega_0^{\pm}$ [83], the total $Z$ is given by

$$Z_{\text{Total}}^{l\text{-loop}} = Z_{l\text{-loop}}^{(+) + \pm} + Z_{l\text{-loop}}^{(-)} ,$$

where $Z_{l\text{-loop}}^{(\pm)}$ has been obtained by putting $\Omega_0 \rightarrow \Omega_0^{(\pm)}$ in [95].

In the table 2 we list the result of $\omega_0 = 10^2 \omega, \omega, 10^{-2} \omega$ for $10^{-3} \leq \lambda \leq 10$ in $N = 2$. We put $\omega \rightarrow 1$ and write the data of the ratio of $Z_{\text{tree}}$ and $Z_{l\text{-loop}}^{l\text{-loop}} (l = 1, 2, 3)$ to the exact value. From this, in the weak coupling region, $\lambda < 1$, the 1-loop approximation almost yields the exact value; even in the worst case, $\omega_0 = 10^{-2}$, only 0.3% error crops up. For a whole coupling region including $\lambda \geq 1$, the error is within 1.1% under 2-loop and becomes venial, < 0.3%, under the 3-loop approximation.

| $\omega_0 = 10^2$ | $\lambda$ | Exact tree (tree)/Exact | 1-loop (1-loop)/Exact | 2-loop (2-loop)/Exact | 3-loop (3-loop)/Exact |
|-------------------|----------|------------------------|----------------------|----------------------|----------------------|
| 10$^{-3}$         | 1.0000  | 1.0000                 | 1.0000               | 1.0000               |
| 10$^{-2}$         | 1.0001  | 1.0000                 | 1.0000               | 1.0000               |
| 10$^{-1}$         | 1.0051  | 1.0510                 | 1.0510               | 1.0510               |
| 1                | 1.5100  | 1.5385                 | 1.5385               | 1.5385               |
| 10               | 5.2000  | 5.3961                 | 5.1861               | 5.1906               |

| $\omega_0 = \omega$ | $\lambda$ | Exact tree (tree)/Exact | 1-loop (1-loop)/Exact | 2-loop (2-loop)/Exact | 3-loop (3-loop)/Exact |
|---------------------|----------|------------------------|----------------------|----------------------|----------------------|
| 10$^{-3}$           | 1.0000  | 1.0000                 | 1.0000               | 1.0000               |
| 10$^{-2}$           | 1.0002  | 1.0001                 | 1.0001               | 1.0001               |
| 10$^{-1}$           | 1.0150  | 1.0150                 | 1.0500               | 1.0150               |
| 1                  | 2.5000  | 2.4934                 | 2.4934               | 2.4998               |
| 10                 | 1.5100  | 1.5030                 | 1.5030               | 1.5030               |

| $\omega_0 = 10^{-2}$ | $\lambda$ | Exact tree (tree)/Exact | 1-loop (1-loop)/Exact | 2-loop (2-loop)/Exact | 3-loop (3-loop)/Exact |
|----------------------|----------|------------------------|----------------------|----------------------|----------------------|
| 10$^{-3}$            | 1.0001  | 1.0001                 | 1.0001               | 1.0001               |
| 10$^{-2}$            | 1.0101  | 1.0101                 | 1.0100               | 1.0100               |
| 10$^{-1}$            | 2.0050  | 2.0049                 | 2.0049               | 2.0050               |
| 1                   | 1.0150  | 1.0151                 | 1.0151               | 1.0152               |
| 10                  | 1.0051  | 1.0108                 | 1.0108               | 1.0108               |

Table 2: Result of Method(I): $N = 2$, $\omega = 1$ and $\omega_0 = 10^2, 10^{-2}$ for $10^{-3} \leq \lambda \leq 10$. The error is within 1.1(0.3)% under the 2(3)-loop approximation for a whole coupling region.

- Method(II): in [83], the saddle points are given by the gap equation,

$$f^{(1)}(t)|_{t_c} = t_c - \frac{\lambda}{\omega + \lambda t_c} - \frac{\lambda}{N \omega_0 + \lambda t_c} = 0 ,$$

yielding to

$$\Omega_c - \omega - \frac{\lambda^2}{N \Omega_c} - \frac{\lambda^2}{N \Omega_c + \delta \omega} = 0 , \quad \Omega_c \equiv \omega + \lambda t_c ,$$

with $\delta \omega$ being given by [83]. This is a cubic equation of $\Omega_c$,

$$(\Omega_c + \delta \omega) \left( (\Omega_c)^2 - \omega \Omega_c - \lambda^2 \right) = \frac{\lambda^2}{N \Omega_c} ,$$

(102)
contrary to Method(I), where it was quadratic, \((\text{83})\). We write
\[ \tilde{f}^{(n)}(t_c) \equiv \tilde{f}^{(n)}_c. \] (103)

The stability condition is fulfilled,
\[ \tilde{f}^{(2)}_c = 1 + \frac{\lambda^2}{(\Omega_c)^2} + \frac{1}{N} \frac{\lambda^2}{(\Omega_c + \delta \omega)^2} > 0, \] (104)
for any (three) saddle points \(\Omega_c\). The values of \(\tilde{f}(t)\) and derivatives at \(\Omega_c\) are given
\[ \tilde{f}_c = \frac{1}{2\lambda^2} (\Omega_c - \omega)^2 - \ln \Omega_c - \frac{1}{N} \ln(\Omega_c + \delta \omega), \] (105)
\[ \tilde{f}^{(n)}_c = (-)^n(n-1)! \left[ \left( \frac{\lambda}{\Omega_c} \right)^n + \frac{1}{N} \left( \frac{\lambda}{\Omega_c + \delta \omega} \right)^n \right]; \quad n \geq 3. \] (106)

Then from \((\text{85})\)
\[ \frac{\tilde{F}_{n_j+3}}{(n_j + 3)!} = \frac{(-\lambda \epsilon(\Omega_c) \epsilon(\Omega_c + \delta \omega))^{n_j+3}}{n_j + 3} \left[ \left( \frac{(\Omega_c)^2 + \lambda^2}{(\Omega_c)^2 + \lambda^2} \right)^{(n_j+3)/2} \right], \] (107)
to give, with using the condition \(\sum_{j=1}^{k} n_j = 2L - k\),
\[ I_N \approx \sqrt{\frac{2\pi}{N}} \exp \left[ -\frac{N (\Omega_c - \omega)^2}{2\lambda^2} \right] \left( \frac{(\Omega_c)^N (\Omega_c + \delta \omega)}{1 + (\lambda/(\Omega_c))^2 + \frac{1}{N} (\lambda/(\Omega_c + \delta \omega))^2} \right)^{2L-1} \frac{\lambda^{2(L+k)}}{\left( \frac{(\Omega_c)^2 + \lambda^2}{(\Omega_c)^2 + \lambda^2} \right)^{L+k}} \]
\[ \times \sum_{L=0}^{\infty} \frac{1}{N L} \sum_{k=0}^{2L} \frac{(-)^k}{k!} \frac{1}{(2(L + k) - 1)!!} \left( \frac{(\Omega_c + \delta \omega)^{n_j+3}}{n_j + 3} + \frac{1}{N} (\Omega_c)^{n_j+3} \right). \] (108)

\(Z, \text{\textit{(78)}}\), is expressed, therefore, by a product of a prefactor \(\mathcal{P}\) and a loop factor \(\mathcal{L}\),
\[ Z \equiv \mathcal{P} \times \mathcal{L}, \] (109)
with
\[ \mathcal{P} \equiv \exp \left[ -\frac{N (\Omega_c - \omega)^2}{2\lambda^2} \right] \left( \frac{(\Omega_c)^N (\Omega_c + \delta \omega)}{1 + (\lambda/(\Omega_c))^2 + \frac{1}{N} (\lambda/(\Omega_c + \delta \omega))^2} \right); \] (110)
\[ \mathcal{L} \equiv \sum_{L=0}^{\infty} \frac{1}{N L} \sum_{k=0}^{2L} \frac{(-)^k}{k!} \frac{1}{(2(L + k) - 1)!!} \left( \frac{\lambda^{2(L+k)}}{\left( \frac{(\Omega_c)^2 + \lambda^2}{(\Omega_c)^2 + \lambda^2} \right)^{L+k}} \right) \]
\[ \times \sum_{\text{all possible } \{n_j\}_{j=1}^{k}} \prod_{j=1}^{k} \frac{1}{n_j + 3} \left[ (\Omega_c + \delta \omega)^{n_j+3} + \frac{1}{N} (\Omega_c)^{n_j+3} \right]. \] (111)
Now solve the gap equation to find that there are three kinds of $1/N$ series,

$$\Omega_c^{(i)} = \Omega_0^{(i)} + \sum_{j=1}^{N} \frac{\Omega_j^{(i)}}{N^j} \quad (i = 1, 2, 3) \quad (112)$$

where

$$\Omega_0^{(i)} = \begin{cases} \Omega_0^{(\pm)} & i = 1, 2 \\ -\delta \omega & i = 3 \end{cases} \quad (113)$$

with $\Omega_0^{(\pm)}$ being given by (84), then up to $O(1/N^2)$,

$$\Omega_1^{(i)} = \frac{\lambda^2 \Omega_0^{(i)}}{B_i} \quad ; \quad \Omega_2^{(i)} = \frac{\lambda^2 \Omega_1^{(i)} - (\Omega_1^{(i)})^2 A_i}{B_i} \quad (114)$$

$$A_i \equiv 3\Omega_0^{(i)} - \omega + \delta \omega \quad ; \quad B_i \equiv 3 \left( \Omega_0^{(i)} \right)^2 - 2(\omega - \delta \omega)\Omega_0^{(i)} - \omega \delta \omega - \lambda^2 \quad (115)$$

These are sufficient under the 3-loop approximation ($O(1/N^2)$). Accordingly write $Z$ as $Z^{(i)}$ in (109) such that

$$Z^{(i)} = \mathcal{P}^{(i)} \times \mathcal{L}^{(i)} \quad ; \quad (i = 1, 2, 3) \quad (116)$$

with the prefactor,

$$\mathcal{P}^{(i)} \equiv F^{(i)}(1)F^{(i)}(2)F^{(i)}(3) \left( \Omega_c^{(i)} + \delta \omega \right) \quad (117)$$

where

$$F^{(i)}(1) \equiv \exp \left[ -N \frac{\left( \frac{1}{\Omega_c^{(i)}} - \omega \right)}{2\lambda^2} \right] \quad ; \quad F^{(i)}(2) \equiv \left( \frac{\lambda}{\Omega_c^{(i)}} \right)^N \quad (118)$$

$$F^{(i)}(3) \equiv \left[ 1 + \left( \frac{\lambda}{\Omega_c^{(i)}} \right)^2 + \frac{1}{N} \left( \frac{\lambda}{\Omega_c^{(i)}} \right) \right]^{-1/2} \quad (119)$$

and the loop factor, $\mathcal{L}^{(i)}$, up to $O(1/N^2)$,

$$\mathcal{L}^{(i)} \equiv \sum_{L=0}^{\infty} \frac{1}{N^L} \sum_{k=0}^{2L} \frac{(-1)^k}{k!} (2(L + k) - 1)! \left( \frac{\lambda^2}{F^{(i)}(4)} \right)^{L+k} \sum_{j=1}^{N} \frac{F^{(n_j + 3;3)}(5)}{n_j + 3} \quad (120)$$
where

\[ F^{(i)}(4) \equiv \left( \Omega^{(i)}_c \right)^2 + \lambda^2 \left( \Omega^{(i)}_c + \delta \omega \right)^2 + \frac{\lambda^2}{N} \left( \Omega^{(i)}_c \right)^2 \; ; \]  

(121)

\[ F^{(M,i)}(5) \equiv \left( \Omega^{(i)}_c + \delta \omega \right)^M + \frac{1}{N} \left( \Omega^{(i)}_c \right)^M \; ; \ M = 3, 4, \ldots , 6 . \]  

(122)

Note that

\[ \Omega^{(i)}_c + \delta \omega = \begin{cases} 
\left( \Omega^{(i)}_0 + \delta \omega \right) \left[ 1 + \frac{1}{N} \Omega^{(i)}_1 + \delta \omega + \frac{1}{N^2} \Omega^{(i)}_2 + \delta \omega \right] ; \ i = 1, 2 \\
\frac{\Omega^{(3)}_1}{N} \left[ 1 + \frac{1}{N} \Omega^{(3)}_2 \right] ; \ i = 3 
\end{cases}, \]  

(123)

so that the contribution of the third saddle, \( i = 3 \), starts from \( O(1/N) \), that is, 2-loop. Therefore we write

\[ \mathcal{P}^{(i)} = \begin{cases} 
\mathcal{P}^{(i)}_0 \left[ 1 + \frac{\mathcal{P}^{(i)}_1}{N} + \frac{\mathcal{P}^{(i)}_2}{N^2} \right] ; \ i = 1, 2 \\
\frac{\mathcal{P}^{(3)}_1}{N} \left[ 1 + \frac{\mathcal{P}^{(3)}_2}{N} \right] ; \ i = 3 
\end{cases} ; \]  

(124)

and

\[ \mathcal{L}^{(i)} = \begin{cases} 
\mathcal{L}^{(i)}_0 + \frac{\mathcal{L}^{(i)}_1}{N} + \frac{\mathcal{L}^{(i)}_2}{N^2} ; \ i = 1, 2 \\
\mathcal{L}^{(3)}_0 + \frac{\mathcal{L}^{(3)}_1}{N} ; \ i = 3 
\end{cases} . \]  

(125)

Explicit forms of those functions, \( \mathcal{P}^{(i)}_0 \sim \mathcal{P}^{(i)}_1 \sim \mathcal{L}^{(i)}_0 \sim \mathcal{L}^{(i)}_1 \), are (after lengthy calculation) given in the appendix C.

The tree part is, from (169) and (172),

\[ Z^{(i)}_{\text{tree}} = F^{(i)}_0(1) F^{(i)}_0(2) \left( \Omega^{(i)}_0 + \delta \omega \right) \bigg|_{\Omega^{(i)}_0 \rightarrow 0} \]

(126)

\[ = \exp \left[ -\frac{N}{2 \lambda^2} \left( \Omega^{(i)}_0 - \omega \right)^2 \right] \left( \Omega^{(i)}_0 \right)^N \left( \Omega^{(i)}_0 + \delta \omega \right) . \]

Since \( Z^{(3)}_{\text{tree}} = 0 \), this is equivalent to the one, (171), in Method(I). The 1-loop part reads

\[ Z^{(i)}_{1\text{-loop}} = \mathcal{P}^{(i)}_0 \mathcal{L}^{(i)}_0 \bigg|_{\Omega^{(i)}_0 \rightarrow 0} = \epsilon \left( \Omega^{(i)}_0 \right) \exp \left[ -\frac{N \left( \Omega^{(i)}_0 - \omega \right)^2}{2 \lambda^2} \right] \frac{\left( \Omega^{(i)}_0 \right)^N + 1}{\sqrt{\left( \Omega^{(i)}_0 \right)^2 + \lambda^2}} . \]  

(127)

and \( Z^{(3)}_{1\text{-loop}} = 0 \) with the aid of (188) and (198), which again matches with (96). Next

\[ Z^{(i)}_{2\text{-loop}} = \mathcal{P}^{(i)}_0 \left[ 1 + \frac{\mathcal{P}^{(i)}_1}{N} \right] \bigg|_{\Omega^{(i)}_2 \rightarrow 0} = Z^{(i)}_{1\text{-loop}} \left[ 1 + \frac{\mathcal{P}^{(i)}_1 + \mathcal{L}^{(i)}_1}{N} \right] \bigg|_{\Omega^{(i)}_2 \rightarrow 0} . \]  

(128)
where

\[
\left( p_1^{(i)} + L_1^{(i)} \right) \bigg|_{\alpha_2^{(i)} \rightarrow 0} = \left( \sum_{r=1}^{3} F_1^{(i)}(r) + \frac{\Omega_1^{(i)}}{\Omega_0^{(i)} + \delta \omega} + \mathcal{L}_1^{(i)} \right) \bigg|_{\alpha_2^{(i)} \rightarrow 0}
\]

\[
= -\frac{\left( \Omega_1^{(i)} \right)^2}{2\lambda^2} - \frac{1}{2} \frac{\left( \Omega_1^{(i)} \right)^2}{\left( \Omega_0^{(i)} \right)^2 + \lambda^2} - \lambda^2 \left[ \frac{\Omega_1^{(i)}}{\Omega_0^{(i)} + \delta \omega} - \frac{1}{2} \left( \frac{\Omega_0^{(i)}}{\Omega_0^{(i)} + \delta \omega} \right)^2 \right]
\]

\[
+ \frac{\Omega_1^{(i)}}{\Omega_0^{(i)} + \delta \omega} \left[ \frac{3\lambda^4}{4 \left( \Omega_0^{(i)} \right)^2 + \lambda^2} + \frac{5\lambda^6}{6 \left( \Omega_0^{(i)} \right)^2 + \lambda^2} \right],
\]

(129)

from (170), (172), (176) and (199). For \( i = 3 \) we obtain

\[
Z_{2\text{-loop}}^{(3)} = p_1^{(3)} L_0^{(3)} \bigg|_{2\text{-loop}}
\]

\[
= \epsilon \left( \Omega_1^{(3)} \right) \exp \left[ -\frac{N \left( \Omega_0^{(3)} - \omega \right)}{2\lambda^2} \right] \left( \frac{\Omega_0^{(3)}}{\sqrt{N\lambda}} \right)^N \frac{7}{13} \frac{17}{N 12},
\]

(130)

in view of (189) and (201).

Finally \( Z \) under 3-loop for \( i = 1, 2 \) is

\[
Z_{3\text{-loop}}^{(i)} = p_0^{(i)} \left[ 1 + \frac{p_1^{(i)} + L_1^{(i)}}{N} + \frac{p_2^{(i)} + L_2^{(i)} + p_1^{(i)} L_1^{(i)}}{N^2} \right]
\]

\[
= Z_{1\text{-loop}}^{(i)} \left[ 1 + \frac{p_1^{(i)} + L_1^{(i)}}{N} + \frac{p_2^{(i)} + L_2^{(i)} + p_1^{(i)} L_1^{(i)}}{N^2} \right],
\]

(131)

whose functions \( p_{1,2}^{(i)}, L_{1,2}^{(i)} \) are given in the appendix C (191), (193), (195), and (200).

Meanwhile \( i = 3 \) is

\[
Z_{3\text{-loop}}^{(3)} = \frac{p_1^{(3)}}{N} \left( 1 + \frac{p_2^{(3)}}{N} \right) \left( \frac{L_0^{(3)}}{N} + \frac{L_1^{(3)}}{N} \right) \bigg|_{3\text{-loop}} = \frac{p_1^{(3)}}{N} \left[ \frac{L_0^{(3)} + L_1^{(3)}}{N} \right] \bigg|_{3\text{-loop}}
\]

\[
= \epsilon \left( \Omega_1^{(3)} \right) \exp \left[ -\frac{N \left( \Omega_0^{(3)} - \omega \right)}{2\lambda^2} \right] \left( \frac{\Omega_0^{(3)}}{\sqrt{N\lambda}} \right)^N \frac{13}{12} \frac{13 12\left( \Omega_1^{(3)} \right)^2 + \left( \Omega_1^{(3)} \right)^2}{\lambda^2} + \frac{313}{288} p_2^{(3)} \right],
\]

(132)

where \( p_2^{(3)} \) is given in (192) and use has been made of (203) and (204). For \( Z_{\text{tree}} \) and \( Z_{1\text{-loop}} \), there is no difference from Method (1). However, in 2- and 3-loop, the third saddle starts contributing to give

\[
Z_{l\text{-loop}}^{(3)} = Z_{l\text{-loop}}^{(1)} + Z_{l\text{-loop}}^{(2)} + Z_{l\text{-loop}}^{(3)} ; \quad (l = 2, 3),
\]

(133)
whose numerical results, when \( N = 2 \) and \( \omega = 1 \) with \( \omega_0 = 10^{-2} \) and 1, are equivalent to those of Method(I) for \( 10^{-3} \leq \lambda \leq 10 \), which is in the table 2. In the table 3 we list the result of \( \omega_0 = 10^{-2} \), in which we see disparities at 2- and 3-loop in the weak coupling region \( 10^{-2} \leq \lambda \leq 1 \). Discrepancies are notable, reaching to \( \sim 600 \) times to the exact value at \( \lambda = 10^{-1} \) in 3-loop.

| \( \omega_0 = 10^{-2} \) | \( \lambda \) | Exact | tree (tree)/Exact | 1-loop (1-loop)/Exact | 2-loop (2-loop)/Exact | 3-loop (3-loop)/Exact |
|-----------------|----------|-------|-------------------|-------------------|-------------------|-------------------|
| \( 10^{-3} \)   | 1.0001 × 10^{-2} | 1.0000 × 10^{-2} | 1.0000 × 10^{-2} | 1.0000 × 10^{-2} | 1.0000 × 10^{-2} |
| \( 10^{-2} \)   | 1.0101 × 10^{-2} | 1.0100 × 10^{-2} | 1.0100 × 10^{-2} | 9.6026 × 10^{-3} | 1.0335 × 10^{-2} |
| \( 10^{-1} \)   | 2.0050 × 10^{-2} | 2.0000 × 10^{-2} | 2.0000 × 10^{-2} | 3.1814 × 10^{-1} | 1.2309 × 10^{-1} |
| 1               | 1.0150     | 1.0125   | 0.9976            | 0.8719            | 1.2693            |
| 10              | 1.0051 × 10^{-2} | 1.1150 × 10^{-2} | 9.1575 × 10^{-3} | 9.9941 × 10^{-3} | 1.0845 × 10^{-2} |

Table 3: Result of Method(II): \( N = 2 \), \( \omega = 1 \) and \( \omega_0 = 10^{-2} \) for \( 10^{-3} \leq \lambda \leq 10 \). Discrepancies to Method(I), in the table 2 are acknowledged in 2, 3-loop for \( 10^{-2} \leq \lambda \leq 10 \).

The reason can be seen from \( Z_{3-\text{loop}}^{(3)} \) by putting \( \omega_0 \ll 1 \);

\[
Z_{3-\text{loop}}^{(3)} \sim \exp \left[ -N \frac{\omega_0^2}{2 \lambda^2} \right] \frac{1}{\lambda};
\]  

(134)

which has some peak around \( \lambda \sim \omega_0 \). The graph is shown in the figure 2, implying a large deviation at the value \( \omega_0 = 0.01 \). Although the case would not be included in the real physical situation, u- and d-quarks are lighter than s-quark, Method(II) is worse than (I) in the above situation. Therefore, a recipe for an approximation Method(I) is better than (II) and moreover simpler for actual calculations.

Figure 2: The graph of \( Z_{3-\text{loop}}^{(3)} \) is shown with \( N = 2, \omega = 1 \) for \( 0 \leq \lambda \leq 1 \). The vertical line is the value of \( Z_{3-\text{loop}}^{(3)} \) itself. The solid, dotted, and dashed line designate \( \omega_0 = 0.01, 0.05, 0.1 \). The deviation from the exact value (which is almost zero) is seen around \( \lambda \sim 1.5 \) when \( \omega_0 = 0.01 \).
5 Discussion

Under Method(II), we encounter the same situation in the bosonic four-body model under the weak coupling region when the "mass", $\omega_0$, is tiny: consider $\sigma$ in the introduction as bosonic variables, to have

$$Z^\omega \sim \int \frac{dy}{\omega_0 + i\lambda y} \exp \left[ -N f(y) \right], \quad (135)$$

where in view of (4) and (6),

$$f(y) = \frac{y^2}{2} + \ln (\omega + i\lambda y) . \quad (136)$$

(We have omitted irrelevant factors, $2\pi, N$.) Therefore

$$Z^\omega \sim \int dt \exp \left[ -N \tilde{f}(t) \right], \quad (137)$$

$$\tilde{f}(t) \equiv f(t) + \frac{1}{N} \ln g(t) ; \quad g(t) \equiv \omega_0 + i\lambda t . \quad (138)$$

(Again we have switched, $y \mapsto t$.)

Take, for the time being, $\tilde{f}(t), f(t), g(t)$ as generic, in other words, start from (14) to make a general discussion: there emerge additional saddle points, $t_A^0$, in the gap equation when $N \to \infty$,

$$0 = f'(t) + \frac{1}{N} g'(t) \quad \overset{N \to \infty}{\Rightarrow} \quad g(t)f'(t) = 0 ; \quad (139)$$

other than $f'(t_0) = 0$ such that

$$g(t_0^A) = 0 . \quad (140)$$

Therefore the additional saddle point(s) is expanded as

$$t_c = t_0^A + \frac{t_0^A}{N} + O\left(\frac{1}{N^2}\right) , \quad (141)$$

around which

$$g_c \equiv g(t_c) = \frac{t_0^A}{N} g_A^{(1)} + O\left(\frac{1}{N^2}\right) ; \quad g_A^{(1)} \equiv g_A^{(1)}(t_0^A) . \quad (142)$$

Now recall that one of the 2-loop terms is given as (35) with (36)

$$Z_{2\text{-loop}}^\omega \sim \frac{1}{\sqrt{N f_c^{(2)}}} \tilde{f}_c^{(4)} \frac{f_c^{(4)}}{g_c} \left[ \frac{f_c^{(4)}}{N f_c^{(2)}} \right]^{3/2} \exp \left[ -N f_c \right] . \quad (143)$$

By noting

$$\tilde{f}_c^{(n)} = f_c^{(n)} + \frac{1}{N} \left[ (-)^{n-1} n! \left( \frac{g_c^{(1)}}{g_c} \right)^n + O\left(\frac{1}{(g_c)^{n-1}}\right) \right] , \quad (144)$$
we find
\[
Z_{2\text{-loop}}^\omega \sim \frac{\tilde{f}_c^{(4)}}{g_c (N f_c^{(2)})^{3/2}} \exp [-N f_c] \sim \frac{g_c^{(1)}}{(g_c)^2} \exp [-N f_c] , \tag{145}
\]
around the additional saddle point, which reads in the bosonic case
\[
Z_{2\text{-loop}}^\omega \sim \frac{g_c^{(1)}}{(g_c)^2} \exp [-N f_c] \omega_0 \sim \frac{1}{\lambda} , \tag{146}
\]
since \(g_c \sim g_c^{(1)} \sim \lambda\), again implying a large deviation.

In summary, Method(II) was superficially simpler than (I) but needs a rather cumbersome procedure in the actual calculation and moreover always seems to suffer from a large deviation when in a weak coupling region when the one "mass" \(\omega_0\) is tiny.

As the final comment, we check the validity of Method(I) in an alternative way: the case of \(\omega_0 = \omega\) corresponds to the \(N = 3\) version of the model[8],
\[
Z_{KS} \equiv \int d^N \xi d^N \xi^* \exp \left[ -\xi^* \cdot \omega \cdot \xi + \frac{(\lambda_{KS})^2}{2N} (\xi^* \cdot \xi)^2 \right]. \tag{147}
\]
So if we put
\[
(\lambda_{KS})^2 = \frac{3}{2} \lambda^2 , \tag{148}
\]
this should agree with our model\((N = 2)\). Applying a usual AFM (that is, from the expression \((1)\) to \((7)\)), we have results up to 3-loop, which is listed in the table 4. By comparing this with the table 2 (of \(\omega_0 = \omega\)), there is no big difference: almost all data show that the standard treatment of the table 4 yields a slightly better value except the tree approximation in \(10^{-1} \leq \lambda \leq 10\) where our model under Method(I) results better.

| \(\lambda\) | Exact | tree (tree)/Exact | 1-loop (1-loop)/Exact | 2-loop (2-loop)/Exact | 3-loop (3-loop)/Exact |
|---|---|---|---|---|---|
| \(\sqrt{3} \times 10^{-3}\) | 1.0000 | 1.0000 | 1.0000 | 1.0000 | 1.0000 |
| \(\sqrt{3} \times 10^{-2}\) | 1.0002 | 1.0002 | 1.0002 | 1.0002 | 1.0002 |
| \(\sqrt{3} \times 10^{-1}\) | 1.0150 | 1.0224 | 1.0151 | 1.0150 | 1.0150 |
| \(\sqrt{3}\) | 2.5000 | 1.2230 | 1.0173 | 1.0013 | 0.9998 |
| \(\sqrt{3} \times 10\) | 1.5100 \times 10^2 | 2.0188 \times 10^2 | 1.5484 \times 10^2 | 1.5106 \times 10^2 | 1.5089 \times 10^2 |

Table 4: Results of the model \((147)\) at \(N = 3\), \(\omega = 1\), and \(\lambda_{KS} = \sqrt{\frac{3}{2} \lambda}\).

Acknowledgements

The authors are grateful to H. So for discussions, especially for guiding them to the second proof of [54].
A  

The table of \( T(L, k|2L - k) \) and \( T(L, k|2L - k - 1) \) defined by eq. (52)

In this appendix, we list the table of \( T(L, k|2L - k) / (2(L + k) - 1)!! \) instead of \( T(L, k|2L - k) \) itself; since otherwise the values become very large. The range up to \( L = 14 \) is needed for the calculation of the Gamma function in Sec 3 and to \( L = 4 \) in Sec 4.

| A | B | C | D | E | F | G | H | I | J | K | L | M |
|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 1 | 1/4 | -1/6 | -1/8 | -1/10 | -1/12 | -1/14 | -1/16 | -1/18 | -1/20 | -1/22 | -1/24 | -1/26 |
| 2 | 1/18 | 1/14 | 1/10 | 9/78 | 22/117 | 5/9 | 13/66 | 37/168 | 1/4 | 1/5 | 1/6 | 1/7 |
| 3 | 1/17 | 4/51 | 4/17 | 20/33 | 20/33 | 4/17 | 4/51 | 1/17 | 1/17 | 1/17 | 1/17 | 1/17 |
| 4 | 1/19 | 77/2592 | 190261 | 29033000 | 1722811 | 17639600 | 46957900 | 2794176000 | 668430857 | 3632428800 |
| 5 | -1/7776 | -503/333120 | -14392/116121600 | -4030000/36212384000 | -19260666460/1270804382000 |
| 6 | 1/1248000 | 107/6665600 | 44001/72254724000 | 174863301/7623293842000 | 4480161601/1207084032000 |
| 7 | -1/20995520 | -1699/503884000 | -21679/18811699200 | -193160275/40165321200 |
| 8 | 1/1264539520 | 137/1763960000 | 282131/6584094722000 | 1421681839/1051831576600 |
| 9 | -1/105815890 | -463/64384844800 | -1143257/23702899200 |
| 10 | 1/214277011200 | 167/114281624000 | 361657/319876039200 |
| 11 | -1/857108948400 | -29/1645647446016 |
| 12 | 1/25561089305000 | 107/115132861913600 |
| 13 | -1/101824457222400 |
| 14 | 1/41609716042527822400 |

Table 5: The values of \( T(L, k|2L - k) / (2(L + k) - 1)!! \) for \( L = 0 \sim 10 \) in Sec 3 as well as sec 4

B  

The proof of the relation (49) and of (54)

In this appendix, we first prove (49):

\[
\sum_{k=0}^{2L} T(L, k \mid 2L - k) = 2L \sum_{k=0}^{2L} T(L, k \mid 2L - k),
\]  

(149)

where

\[
T(L, k \mid 2L - k) = (-)^k (2L + k - 1)!!
\]

\[
\sum_{k=0}^{\min(L, k)} A_k \sum_{n=1}^{P} \frac{1}{Q_n!!} \prod_{i=1}^{P} \left( \frac{1}{A_i + 1} \right)^{Q_i} = \frac{1}{(A_1 + 1)^{Q_1} (A_2 + 1)^{Q_2} \cdots (A_P + 1)^{Q_P}}.
\]  

(150)
Table 6: The values of \(T(L, k|2L-k)/(2L+k-1)\)!! for \(L = 11 \sim 14\) in sec\(B\) as well as sec\(D\) and \(T(L, k|2L-k)\) in RHS is given in terms of the conditional sum \(\sum_{\alpha=1}^{P} Q_{\alpha}A_{\alpha} = 2L-k\) instead of \(\sum_{\alpha=1}^{P} Q_{\alpha}A_{\alpha} \leq 2k\). When \(L = 0\) (which also means \(k = 0\)) the relation [149] holds

\[
T(0, 0 | 0 \leq 0) = T(0, 0 | 0)
\]

since \(\sum_{\alpha=1}^{P} Q_{\alpha}A_{\alpha} \leq 0\) is nothing but \(\sum_{\alpha=1}^{P} Q_{\alpha}A_{\alpha} = 0\) for any positive \(Q_{\alpha}, A_{\alpha}\). Therefore we can set \(L \neq 0\) in the following. Likewise when \(k = 2L\)

\[
T(L, 2L | 0 \leq 0) = T(L, 2L | 0)
\]

Therefore the target relation [149] turns out to be

\[
\sum_{k=0}^{2L-1} T(L, k | 2L-k) = 0, \quad L \neq 0
\]

(153)
with \( T(L, k \mid < 2L - k) \) being given by the conditional sum \( \sum_{\alpha=1}^{P} Q_{\alpha} A_{\alpha} < 2L - k \) in (150), which is further rewritten as

\[
\text{LHS of (153)} = T(L, 0 \mid < 2L) + T(L, 1 \mid 2L - 2) + \sum_{k=1}^{2L-2} \left\{ T(L, k \mid \leq 2L - k - 2) + T(L, k + 1 \mid 2L - k - 2) \right\}, \tag{154}
\]

since with the aid of (an obvious relation)

\[
T(L, k \mid < 2L - k) = T(L, k \mid 2L - k - 1) + T(L, k \mid \leq 2L - k - 2), \tag{155}
\]

LHS reads

\[
\text{LHS of (153)} = T(L, 0 \mid < 2L) + \sum_{k=1}^{2L-1} \{ T(L, k \mid 2L - k - 1) + T(L, k \mid \leq 2L - k - 2) \}
= T(L, 0 \mid < 2L) + T(L, 1 \mid 2L - 2) + \sum_{k=2}^{2L-1} T(L, k \mid 2L - k - 1) + \sum_{k=1}^{2L-1} T(L, k \mid \leq 2L - k - 2), \tag{156}
\]

whose last term becomes \( \sum_{k=2}^{2L-1} T(L, k \mid \leq 2L - k - 2) \), because \( T(L, 2L - 1 \mid \leq -1) = 0 \), giving the third term of (154). Meanwhile the third term in (156) gives the last term of (154) by shifting \( k \mapsto k + 1 \).

The first term cancels the second in RHS of (154); since from (150)

\[
T(L, 0 \mid < 2L) = (2L - 1)!!, \tag{157}
\]

and

\[
T(L, 1 \mid 2L - 2) = -(2L + 1)!! \frac{1}{(2L - 2) + 3} = -(2L - 1)!!, \tag{158}
\]

from (150) (with changing the conditional sum to \( Q_{1} A_{1} = 2L - 2 \) and \( Q_{1} = 1 \) ( obtaining from \( \sum_{\alpha=1}^{P} Q_{\alpha} = 1 ; P \leq 1 \)). Therefore if we show

\[
T(L, K + 1 \mid 2L - K - 2) = -T(L, K \mid \leq 2L - K - 2); \quad 1 \leq K \leq 2L - 2. \tag{159}
\]

we find that RHS of (154) vanishes, accomplishing the proof of (149).

Now prove (159): LHS reads

\[
T(L, K + 1 \mid 2L - K - 2) = (-)^{K+1} (2L + K + 1)!! \times \sum_{\alpha=1}^{P} Q_{\alpha} A_{\alpha} = 2L - K - 2
\]

\[
\sum_{\alpha=1}^{P} \sum_{\text{all possible } \{A_{\alpha}\}} \frac{1}{Q_{1}! \cdots Q_{P}!} \frac{1}{(A_{1} + 3)^{Q_{1}} \cdots (A_{P} + 3)^{Q_{P}}}. \tag{160}
\]

In view of (150), the conditional sum of RHS, \( \sum_{\alpha=1}^{P} Q_{\alpha} A_{\alpha} \leq 2L - K - 2 \), is fulfilled by putting some \( Q_{\beta} ; (\beta \in \alpha) \) to \( Q_{\beta} = 1 \), which brings the sum \( \sum_{\alpha=1}^{P} Q_{\alpha} = K \) to
\[ \sum_{\alpha=1}^{P} Q_{\alpha} - 1 = K, \text{ while keeping } \sum_{\alpha=1}^{P} Q_{\alpha} A_{\alpha} = 2L - K - 2, \text{ to give} \]

\[ T(L, K | \leq 2L - K - 2) = (-)^K (2(L + K) - 1)!! \sum_{\beta=1}^{P} Q_{\beta} (A_{\beta} + 3) \frac{1}{Q_1! \cdots Q_{P}! (A_1 + 3)^{Q_1} \cdots (A_P + 3)^{Q_P}}. \tag{161} \]

RHS of (161) is further rewritten as

\[ \text{RHS of (161)} = (-)^K (2(L + K) - 1)!! \sum_{\beta=1}^{P} Q_{\beta} (A_{\beta} + 3) \frac{1}{Q_1! \cdots Q_{P}! (A_1 + 3)^{Q_1} \cdots (A_P + 3)^{Q_P}} \]

\[ \times \frac{1}{\sum_{\alpha=1}^{P} Q_{\alpha} A_{\alpha} = 2L - K - 2} \sum_{\alpha=1}^{P} Q_{\alpha} A_{\alpha} = 2L - K - 2 \]

\[ \times \frac{1}{\sum_{\alpha=1}^{P} Q_{\alpha} = K + 1; (P \leq K + 1)} \frac{1}{\sum_{\alpha=1}^{P} Q_{\alpha} = K + 1; (P \leq K + 1)} \]

where use has been made of

\[ \sum_{\beta=1}^{P} Q_{\beta} (A_{\beta} + 3) = 2(L + K) + 1, \tag{163} \]

obtained from \( \sum_{\beta=1}^{P} Q_{\beta} A_{\beta} = 2L - K - 2 \) and \( \sum_{\alpha=1}^{P} Q_{\alpha} = K + 1 \). The relation (159) has been proved. \( \square \)

Next we show the relation (154) directly: to this end, prove a general formula

\[ \int_{B}^{A} dtg(t)e^{-Nf(t)} \equiv \int_{B}^{A} dt e^{-Nf(t)} \cdot g(t) = -f'(t) + 1, \tag{164} \]

(In our case, \( f(t) \equiv t - \ln t, g(t) \equiv 1/t : B \equiv 0, A \equiv \infty \). LHS of (164) becomes

\[ \text{LHS of (164)} = \int_{B}^{A} dt e^{-Nf(t)} - \int_{B}^{A} dt f'(t)e^{-Nf(t)} , \tag{165} \]

whose second term is integrable to yield

\[ \int_{B}^{A} dt f'(t)e^{-Nf(t)} = \int_{f(B)}^{f(A)} df e^{-Nf} = -\frac{1}{N} \left[ e^{-Nf(A)} - e^{-Nf(B)} \right] , \tag{166} \]

implying no \( 1/N \) terms for any value of \( Nf(A), Nf(B) \). We have proven (164). \( \square \)

In our case, from \( A = \infty, B = 0 \), that is, from \( f(\infty) = f(0) = \infty, \)

\[ \int_{0}^{\infty} dt e^{-N(t-\ln t)} = \int_{0}^{\infty} dt \frac{1}{t} e^{-N(t-\ln t)} , \tag{167} \]

which designates \( \Gamma(N + 1) = N \Gamma(N) \) by multiplying both sides by \( N^N \).
C Calculation of $\mathcal{P}_0^{(i)} \sim \mathcal{P}_1^{(3)}$ and $\mathcal{L}_0^{(i)} \sim \mathcal{L}_1^{(3)}$ in (124) and (125)

First expand $F^{(i)}(r); (r = 1, 2, 3)$, so that

$$F^{(i)}(1) \equiv \exp \left[ -\frac{N \left( \Omega^{(i)}_c - \omega \right)^2}{2\lambda^2} \right] = F^{(i)}_0(1) \left[ 1 + \frac{F^{(i)}_1(1)}{N} + \frac{F^{(i)}_2(1)}{N^2} \right],$$

with

$$F^{(i)}_0(1) \equiv \exp \left[ -\frac{N \left( \Omega^{(i)}_0 - \omega \right)^2}{2\lambda^2} - \frac{\left( \Omega^{(i)}_0 - \omega \right) \Omega^{(i)}_1}{\lambda^2} \right],$$

$$F^{(i)}_1(1) \equiv -\frac{\left( \Omega^{(i)}_1 \right)^2 + 2 \left( \Omega^{(i)}_0 - \omega \right) \Omega^{(i)}_2}{2\lambda^2}, F^{(i)}_2(1) \equiv \frac{\left( F^{(i)}_1(1) \right)^2}{2} - \frac{\Omega^{(i)}_1 \Omega^{(i)}_2}{\lambda^2}.\quad (170)$$

$$F^{(i)}(2) \equiv \left( \Omega^{(i)}_c \right)^N = F^{(i)}_0(2) \left[ 1 + \frac{F^{(i)}_1(2)}{N} + \frac{F^{(i)}_2(2)}{N^2} \right],$$

with

$$F^{(i)}_0(2) \equiv \left( \Omega^{(i)}_0 \right)^N \exp \left[ \frac{\Omega^{(i)}_1}{\Omega^{(i)}_0} \right], F^{(i)}_1(2) \equiv \frac{\Omega^{(i)}_2}{\Omega^{(i)}_0} - \frac{1}{2} \left( \frac{\Omega^{(i)}_1}{\Omega^{(i)}_0} \right)^2, \quad (172)$$

$$F^{(i)}_2(2) \equiv \frac{\left( F^{(i)}_1(2) \right)^2}{2} - \frac{\Omega^{(i)}_1 \Omega^{(i)}_2}{\left( \Omega^{(i)}_0 \right)^2} + \frac{1}{3} \left( \frac{\Omega^{(i)}_1}{\Omega^{(i)}_0} \right)^3.\quad (173)$$

(Note that there is no need for $F^{(3)}_2(r); (r = 1, 2).$)

$$F^{(i)}(3) \equiv \left[ 1 + \left( \frac{\lambda}{\Omega^{(i)}_c} \right)^2 + \frac{1}{N} \left( \frac{\lambda}{\Omega^{(i)}_c + \delta \omega} \right)^2 \right]^{-1/2} = F^{(i)}_0(3) \left[ 1 + \frac{F^{(i)}_1(3)}{N} + \frac{F^{(i)}_2(3)}{N^2} \right],$$

with

$$F^{(i)}_0(3) \equiv \begin{cases} \frac{\epsilon \left( \Omega^{(i)}_0 \right) \Omega^{(i)}_0}{\sqrt{\Omega^{(i)}_0^2 + \lambda^2}}, \\ \frac{\epsilon \left( \Omega^{(i)}_1 \right) \Omega^{(i)}_1}{\sqrt{N \lambda}} \end{cases},$$

$$F^{(i)}_1(3) \equiv \begin{cases} \frac{\lambda^2}{\left( \Omega^{(i)}_0 \right)^2 + \lambda^2} \left[ \frac{\Omega^{(i)}_1}{\Omega^{(i)}_0} - \frac{1}{2} \left( \frac{\Omega^{(i)}_1}{\Omega^{(i)}_0 + \delta \omega} \right)^2 \right], \\ \frac{\Omega^{(i)}_1}{\Omega^{(i)}_0} - \frac{\left( \Omega^{(i)}_1 \right)^2}{2\lambda^2} - \frac{1}{2} \left( \frac{\Omega^{(i)}_1}{\Omega^{(i)}_0} \right)^2 \end{cases}.\quad (176)$$
\[ F_2^{(3)}(3) = \frac{3}{2} \left( F_1^{(3)}(3) \right)^2 + \frac{\lambda^2}{(\Omega_0^{(3)})^2 + \lambda^2} \left[ \frac{\Omega_2^{(3)}}{\Omega_0^{(3)}} + \frac{\left( \frac{\Omega_1^{(3)}}{\Omega_0^{(3)}} \right)^2}{\left( \frac{\Omega_1^{(3)}}{\Omega_0^{(3)}} + \delta \omega \right)^2} - \frac{3}{2} \left( \frac{\Omega_1^{(3)}}{\Omega_0^{(3)}} \right)^2 \right]. \quad (177) \]

(Again no need for \( F_2^{(3)}(3) \).) Further \( F^{(i)}(4) \), for \( i = 1, 2 \) reads

\[
F^{(i)}(4) = F_0^{(i)}(4) \left[ 1 + \frac{F_1^{(i)}(4)}{N} \right], \quad (178)
\]

with

\[
F_0^{(i)}(4) \equiv \left( \Omega_0^{(i)} + \delta \omega \right)^2 \left( \frac{\Omega_1^{(i)}}{\Omega_0^{(i)}} \right)^2 + \lambda^2 ; \quad (179)
\]
\[
F_1^{(i)}(4) \equiv \frac{2\Omega_1^{(i)}}{\Omega_0^{(i)} + \delta \omega} + \frac{2\Omega_0^{(i)}\Omega_1^{(i)}}{(\Omega_0^{(i)})^2 + \lambda^2} + \frac{\lambda^2 (\Omega_0^{(i)})^2}{(\Omega_0^{(i)} + \delta \omega)^2 \left[ (\Omega_0^{(i)})^2 + \lambda^2 \right]} . \quad (180)
\]

Meanwhile for \( i = 3 \)

\[
NF^{(3)}(4) = F_0^{(3)}(4) \left[ 1 + \frac{F_1^{(3)}(4)}{N} \right], \quad (181)
\]

with

\[
F_0^{(3)}(4) \equiv \lambda^2 \left( \Omega_0^{(3)} \right)^2 , \quad (182)
\]
\[
F_1^{(3)}(4) \equiv 2 \frac{\Omega_1^{(3)}}{\Omega_0^{(3)}} + \left( \frac{\Omega_1^{(3)}}{\Omega_0^{(3)}} \right)^2 + \frac{\left( \Omega_1^{(3)} \right)^2}{\lambda^2} . \quad (183)
\]

\[ F^{(M;\bar{i})}(5); (M = 3, \ldots, 6), \] for \( i = 1, 2 \) reads

\[
F^{(M;\bar{i})}(5) = F_0^{(M;\bar{i})}(5) \left[ 1 + \frac{F_1^{(M;\bar{i})}(5)}{N} \right], \quad (184)
\]

with

\[
F_0^{(M;\bar{i})}(5) \equiv \left( \Omega_{0;\bar{i}}^{(M)} + \delta \omega \right)^M , \quad F_1^{(M;\bar{i})}(5) \equiv \left( \frac{\Omega_{1;\bar{i}}^{(M)}}{\Omega_{0;\bar{i}}^{(M)}} \right)^M + \frac{M\Omega_{1;\bar{i}}^{(M)}}{\Omega_{0;\bar{i}}^{(M)} + \delta \omega} . \quad (185)
\]

Then for \( i = 3 \)

\[
NF^{(M;3)}(5) = F_0^{(M;3)}(5) \left[ 1 + \frac{F_1^{(M;3)}(5)}{N} \right] , \quad M = 3, \ldots, 6 , \quad (186)
\]

with

\[
F_0^{(M;3)}(5) \equiv \left( \Omega_0^{(3)} \right)^M ; \quad F_1^{(M;3)}(5) \equiv M \frac{\Omega_1^{(3)}}{\Omega_0^{(3)}} . \quad (187)
\]
Therefore the prefactor reads

\[
\mathcal{P}_0^{(i)} = F_0^{(i)}(1)F_0^{(i)}(2)F_0^{(i)}(3) \left( \Omega_0^{(i)} + \delta \omega \right)
\]

\[
= \exp \left[ - \frac{N \left( \Omega_0^{(i)} - \omega \right)^2}{2\lambda^2} \right] \left( \Omega_0^{(i)} \right)^{N+1} \sqrt{\frac{\epsilon(\Omega_0^{(i)})}{\left( \Omega_0^{(i)} \right)^2 + \lambda^2}} \left( \Omega_0^{(i)} + \delta \omega \right),
\]

(188)

for \( i = 1, 2 \) and the leading term of \( i = 3 \) is

\[
\mathcal{P}_1^{(3)} = \exp \left[ - \frac{N \left( \Omega_0^{(3)} - \omega \right)^2}{2\lambda^2} \right] \left( \Omega_0^{(3)} \right)^{N} \frac{\epsilon(\Omega_0^{(3)})}{\sqrt{\lambda^2}} \left( \Omega_0^{(3)} + \delta \omega \right),
\]

(189)

where use has been made of the relation

\[
- \frac{\left( \Omega_0^{(i)} - \omega \right)}{\lambda^2} \frac{\Omega_1^{(i)}}{\Omega_0^{(i)}} + \frac{\Omega_2^{(i)}}{\Omega_0^{(i)}} = \begin{cases} 
0 & \text{if } i = 1, 2 \\
-1 & \text{if } i = 3 
\end{cases},
\]

(190)

in view of (113) and the gap equation (83) for \( i = 1, 2 \) or (114) with (115) for \( i = 3 \). Then

\[
\mathcal{P}_1^{(i)} = \sum_{r=1}^{3} F_1^{(i)}(r) + \frac{\Omega_1^{(i)}}{\Omega_0^{(i)} + \delta \omega},
\]

(191)

\[
\mathcal{P}_2^{(3)} = \sum_{r=1}^{3} F_1^{(3)}(r) + \frac{\Omega_2^{(3)}}{\Omega_1^{(3)}},
\]

(192)

and

\[
\mathcal{P}_2^{(i)} = \sum_{r=1}^{3} F_2^{(i)}(r) + \frac{\Omega_2^{(i)}}{\Omega_0^{(i)} + \delta \omega} + \sum_{r'=r+1}^{3} F_1^{(i)}(r')F_1^{(i)}(r) + \frac{\Omega_1^{(i)}}{\Omega_0^{(i)} + \delta \omega} \sum_{r=1}^{3} F_1^{(i)}(r).\]

(193)

Now calculate terms in the loop factor (120) up to the 3-loop approximation:

\[
\mathcal{L}^{(i)} = 1 + \frac{\lambda^2}{NF^{(i)}(4)} \left[ - \frac{3\lambda^2}{4} R^{(4;i)} + \frac{5\lambda^4}{6} \left( R^{(3;i)} \right)^2 \right]
\]

\[
+ \frac{\lambda^4}{\left( NF^{(i)}(4) \right)^2} \left[ - \frac{5\lambda^2}{2} R^{(6;i)} + 7\lambda^4 R^{(3;i)} R^{(5;i)} + \frac{105\lambda^4}{32} \left( R^{(4;i)} \right)^2 \right]
\]

\[
- \frac{105\lambda^6}{8} \left( R^{(3;i)} \right)^2 R^{(4;i)} + \frac{385\lambda^8}{72} \left( R^{(3;i)} \right)^4 \right],
\]

(194)

where we have introduced

\[
R^{(M;i)} = \frac{F^{(M;i)}(5)}{F^{(i)}(4)} = R_0^{(M;i)} \left[ 1 + \frac{R_1^{(M;i)}}{N} \right] + O \left( \frac{1}{N^2} \right),
\]

(195)

whose expansion coefficients are

\[
R_0^{(M;i)} = \frac{F_0^{(M;i)}(5)}{F_0^{(i)}(4)} = \begin{cases} 
\frac{\left( \Omega_0^{(i)} + \delta \omega \right)^{M-2}}{\left( \Omega_0^{(i)} \right)^2 + \lambda^2} & \left( \Omega_0^{(3)} \right)^{M-2} \\
\frac{\left( \Omega_0^{(i)} \right)^2 + \lambda^2}{\left( \Omega_0^{(3)} \right)^{M-2}} \lambda^2
\end{cases}.
\]

(196)
With the aid of these, \( i = 1, 2 \) part is given by

\[
\mathcal{L}_{0}^{(i)} = 1;
\]

\[
\mathcal{L}_{1}^{(i)} = \lambda^2 \left( \Omega_0^{(i)} + \delta \omega \right)^2 \left( \Omega_0^{(i)} + \lambda \right)^2 \left[ \frac{-3\lambda^2}{4} R_0^{(4;4)} + \frac{5\lambda^4}{6} \left( R_0^{(3;4)} \right)^2 \right] \]

\[
= -\frac{3\lambda^4}{4} \left( \Omega_0^{(i)} + \lambda \right)^2 + \frac{5\lambda^6}{6} \left( \Omega_0^{(i)} + \lambda \right)^2,
\]

\[
\mathcal{L}_{2}^{(i)} = \frac{\lambda^4}{\left( \Omega_0^{(i)} + \delta \omega \right)^4 \left( \Omega_0^{(i)} + \lambda \right)^2} \left[ -\frac{5\lambda^2}{2} R_0^{(6;4)} + 7\lambda^4 R_0^{(3;4)} R_0^{(5;4)} + \frac{105\lambda^4}{32} \left( R_0^{(4;4)} \right)^2 \right]
\]

\[
= -\frac{5\lambda^6}{2} \left( \Omega_0^{(i)} + \lambda \right)^3 + \frac{329\lambda^8}{32} \left( \Omega_0^{(i)} + \lambda \right)^4 - \frac{105\lambda^{10}}{8} \left( \Omega_0^{(i)} + \lambda \right)^5
\]

\[
+ \frac{385\lambda^{12}}{72} \left( \Omega_0^{(i)} + \lambda \right)^6 - \mathcal{L}_{1}^{(i)} F_1^{(4)} - \frac{3\lambda^4}{4} R_0^{(4;4)} R_1^{(4;4)} + \frac{5\lambda^6}{3} \left( R_0^{(3;4)} \right)^2 R_1^{(3;4)}
\]

\[
= -\frac{13}{12}.
\]
with the use of \[182\] and \[196\], and for \(O(1/N)\) terms we obtain

\[
\mathcal{L}_1^{(3)} \bigg|_{2\text{-loop}} = \frac{\lambda^2}{F_0^{(3)}(4)} \left[ \left\{ -\frac{3\lambda^2}{4} R_0^{(4;3)} + \frac{5\lambda^4}{6} R_0^{(3;3)} \right\} \left( -F_1^{(3)}(4) \right) + \left\{ -\frac{3\lambda^2}{4} R_0^{(4;3)} R_1^{(4;3)} + \frac{5\lambda^4}{3} R_0^{(3;3)} R_1^{(3;3)} \right\} \right] = -\frac{1}{12} F_1^{(3)}(4) - \frac{3}{4} R_1^{(4;3)} + \frac{5}{3} R_1^{(3;3)}
\]

where use has been made of \[182\], \[183\], \[196\], and \[197\].

In a similar manner, we obtain the \(O(1)\) term in 3-loop, such that

\[
\mathcal{L}_0^{(3)} \bigg|_{3\text{-loop}} = \mathcal{L}_0^{(3)} \bigg|_{2\text{-loop}} \left( F_0^{(3)}(4) \right)^2 \left[ -\frac{5\lambda^2}{2} R_0^{(6;3)} + 7\lambda^4 R_0^{(3;3)} R_0^{(5;3)} + \frac{105\lambda^4}{32} R_0^{(4;3)} \right]
- \frac{105\lambda^6}{8} R_0^{(3;3)} R_0^{(4;3)} + \frac{385\lambda^8}{72} R_0^{(3;3)} \right] = \frac{313}{288},
\]

and for \(O(1/N)\) terms

\[
\mathcal{L}_1^{(3)} \bigg|_{3\text{-loop}} = \mathcal{L}_1^{(3)} \bigg|_{2\text{-loop}} \left( F_0^{(3)}(4) \right)^2 \left[ \left\{ -\frac{3\lambda^2}{4} R_0^{(4;3)} + \frac{5\lambda^4}{6} R_0^{(3;3)} \right\} \left( -2F_1^{(3)}(4) \right) + \left\{ -\frac{5\lambda^2}{2} R_0^{(6;3)} R_1^{(6;3)} + 7\lambda^4 R_0^{(3;3)} R_0^{(5;3)} R_1^{(3;3)} + \frac{105\lambda^4}{16} R_1^{(4;3)} \right] + \left\{ -\frac{105\lambda^6}{8} R_0^{(3;3)} R_0^{(4;3)} \right\} \left( 2R_1^{(3;3)} + R_1^{(4;3)} \right) + \frac{385\lambda^8}{18} R_0^{(3;3)} R_1^{(3;3)} \right] \right]
- \frac{13}{144} F_1^{(3)}(4) + \frac{137}{36} R_1^{(3;3)} - \frac{117}{16} R_1^{(4;3)} + \frac{385\lambda^8}{18} R_0^{(3;3)} R_1^{(3;3)}
- \frac{13}{12} \left[ \left( \frac{\Omega_1^{(3)}}{\Omega_0^{(3)}} \right)^2 + \left( \frac{\Omega_1^{(3)}}{\lambda^2} \right)^2 \right].
\]
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