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Abstract. We present a novel theoretical result that generalises the Discriminative Restricted Boltzmann Machine (DRBM). While originally the DRBM was defined assuming the \( \{0,1\} \)-Bernoulli distribution in each of its hidden units, this result makes it possible to derive cost functions for variants of the DRBM that utilise other distributions, including some that are often encountered in the literature. This is illustrated with the Binomial and \( \{-1,+1\}\)-Bernoulli distributions here. We evaluate these two DRBM variants and compare them with the original one on three benchmark datasets, namely the MNIST and USPS digit classification datasets, and the 20 Newsgroups document classification dataset. Results show that each of the three compared models outperforms the remaining two in one of the three datasets, thus indicating that the proposed theoretical generalisation of the DRBM may be valuable in practice.
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1 Introduction

The Restricted Boltzmann Machine (RBM) is a generative latent-variable model which models the joint distribution of a set of input variables. It has gained popularity over the past decade in many applications, including feature learning [12], collaborative filtering [15], high-dimensional sequence modelling [17], and pretraining deep neural network classifiers [13]. One of its applications is as a standalone classifier, referred to as the Discriminative Restricted Boltzmann Machine (DRBM). As the name might suggest, the DRBM is a classifier obtained by carrying out discriminative learning in the RBM and it directly models the conditional distribution one is interested in for prediction. This bypasses one of the key problems faced in learning the parameters of the RBM generatively, which is the computation of the intractable partition function (discussed in Section 3). In the DRBM this partition function is cancelled out in the expression for the conditional distribution thus simplifying the learning process.
In the original work that introduced the DRBM its cost function was derived under the assumption that each of its hidden units models the \( \{0, 1\}\)-Bernoulli distribution. We observe that while effort has gone into enhancing the performance of a few other connectionist models by changing the nature of their hidden units, this has not been attempted with the DRBM. So in this paper, we first describe a novel theoretical result that makes it possible to generalise the model’s cost function. The result is then used to derive two new cost functions corresponding to DRBMs containing hidden units with the Binomial and \( \{-1, +1\}\)-Bernoulli distributions respectively. These two variants are evaluated and compared with the original DRBM on the benchmark MNIST and USPS digit classification datasets, and the 20 Newsgroups document classification dataset. We find that each of the three compared models outperforms the remaining two in one of the three datasets, thus indicating that the proposed theoretical generalisation of the DRBM may be valuable in practice.

The next section describes the motivation for this paper and covers the related work that led to the ideas presented here. This is followed by an introduction to the Restricted Boltzmann Machine (RBM) in Section 3 and its discriminative counterpart, the Discriminative RBM (DRBM) in Section 4. The latter of these is the focus of this paper. Section 5 first presents the novel theoretical result that generalises this model, and then its two aforementioned variants that follow as a consequence. These are evaluated on three benchmark datasets, and the results discussed in Section 6. Section 7 presents a summary, together with potential extensions of this work.

2 Related Work

The subject of activation functions in has received attention from time to time in the literature. Previous work, in general, has either introduced a new type of activation function [18][20][6][14], carried out a comparative evaluation [4][7], or re-evaluated the significance of an existing activation function in a new context [2][8]. In the case of feedforward neural networks, while [4] concluded in favour of the Logistic Sigmoid activation function, recent work in [2] found a drawback in its use with deep feedforward networks and suggested the Hyperbolic Tangent function as a more suitable alternative to it. Even more recently, [8] highlighted the biological plausibility of the Rectified Linear activation function and its potential to outperform both the aforementioned activations without even the need to carry out unsupervised pre-training.

The RBM was originally defined as a model for binary-valued variables whose values are governed by the \( \{0, 1\}\)-Bernoulli distribution. An early variant of this model [1] known as the Influence Combination Machine, while still modelling binary data, employed units of values \( \{-1, +1\}\). In [20], an extension of the standard RBM to model real-valued variables in its visible layers was proposed with the aid of the Gaussian activation function. With the same goal of modelling non-binary variables, the rate-coded RBM [18] was introduced in which both the visible and hidden layers could model integer-values by grouping the activations...
of sets of binary units all of which share the same values of weights. This idea
was extended in [14] which introduced Rectified Linear activations for the hidden
layer of the RBM. In the context of topic modelling, the replicated softmax RBM
[6] was introduced which models the categorical distribution in its visible layer.
All these variants of the RBM have been shown to be better suited for certain
specific learning tasks.

It is often the case that a new type of activation function results in an im-
provement in the performance of an existing model or in a new insight into the
behaviour of the model itself. In the least, it offers researchers with the choice
of a new modelling alternative. This is the motivation for the present work. As
outlined above, effort has gone into enhancing the performance of a few mod-
els in this way. We observe that it has not, however, been attempted with the
DRBM. So here we address this by first introducing two new variants of the
DRBM based on a novel theoretical result, and then comparing the performance
of these and the original \{0,1\}-Bernoulli DRBM on benchmark datasets.

3 Restricted Boltzmann Machine

The Restricted Boltzmann Machine (RBM) [16] is an undirected bipartite graph-
ical model. It contains a set of visible units \(v \in \mathbb{R}^{n_v}\) and a set of hidden units
\(h \in \mathbb{R}^{n_h}\) which make up its visible and hidden layers respectively. The two layers
are fully inter-connected but there exist no connections between any two hidden
units, or any two visible units. Additionally, the units of each layer are connected
to a bias unit whose value is always 1. The edge between the \(i^{th}\) visible unit and
the \(j^{th}\) hidden unit is associated with a weight \(w_{ij}\). All these weights are to-
tgether represented as a weight matrix \(W \in \mathbb{R}^{n_v \times n_h}\). The weights of connections
between visible units and the bias unit are contained in a visible bias vector
\(b \in \mathbb{R}^{n_v}\). Likewise, for the hidden units there is a hidden bias vector \(c \in \mathbb{R}^{n_h}\).
The RBM is fully characterized by the parameters \(W, b\) and \(c\). Its bipartite
structure is illustrated in Figure 1.

![Fig. 1: The architecture of an RBM (left) which models the joint distribution
\(p(v)\), and a DRBM (right) which models the conditional distribution \(p(y|x)\).]
The RBM is a special case of the Boltzmann Machine — an energy-based model \[11\] — which gives the joint probability of every possible pair of visible and hidden vectors via an energy function \(E\), according to the equation

\[
P(v, h) = \frac{1}{Z} e^{-E(v, h)}
\]

where the “partition function”, \(Z\), is given by summing over all possible pairs of visible and hidden vectors

\[
Z = \sum_{v, h} e^{-E(v, h)}.
\]

and ensures that \(P(v, h)\) is a probability. The joint probability assigned by the model to the elements of a visible vector \(v\), is given by summing (marginalising) over all possible hidden vectors:

\[
P(v) = \frac{1}{Z} \sum_h e^{-E(v, h)}
\]

In the case of the RBM, the energy function \(E\) is given by

\[
E(v, h) = -b^\top v - c^\top h - v^\top W h.
\]

In its original form, the RBM models the Bernoulli distribution in its visible and hidden layers. The activation probabilities of the units in the hidden layer given the visible layer (and vice versa) are \(P(h = 1|v) = \sigma(c + W^\top v)\) and \(P(v = 1|h) = \sigma(b + W h)\) respectively, where \(\sigma(x)\) is the logistic sigmoid function \(\sigma(x) = (1 + e^{-x})^{-1}\) applied element-wise to the vector \(x\).

Learning in energy-based models can be carried \textit{generatively}, by determining the weights and biases that minimize the overall energy of the system with respect to the training data. This amounts to maximizing the log-likelihood function \(\mathcal{L}\) over the training data \(\mathcal{V}\) (containing \(N\) examples), which is given by

\[
\mathcal{L} = \frac{1}{N} \sum_{n=1}^{N} \log P(v_n)
\]

where \(P(v)\) is the joint probability distribution given by

\[
P(v) = \frac{e^{-E_{\text{free}}(v)}}{Z},
\]

with \(Z = \sum_v e^{-E_{\text{free}}(v)}\), and

\[
E_{\text{free}}(v) = -\log \sum_h e^{-E(v, h)}.
\]

The probability that the RBM assigns to a vector \(v_n\) belonging to the training data can be raised by adjusting the weights and biases to lower the energy associated with that vector and to raise the energy associated with others not in
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the training data. Learning can be carried out using gradient-based optimisation, for which the gradient of the log-likelihood function with respect to the RBM’s parameters \( \theta \) needs to be calculated first. This is given by

\[
\frac{\partial L}{\partial \theta} = -\left\langle \frac{\partial E_{\text{free}}}{\partial \theta} \right\rangle_0 + \left\langle \frac{\partial E_{\text{free}}}{\partial \theta} \right\rangle_\infty
\]  

(8)

where \( \left\langle \cdot \right\rangle_0 \) denotes the average with respect to the data distribution, and \( \left\langle \cdot \right\rangle_\infty \) that with respect to the model distribution. The former is readily computed using the training data \( \mathcal{V} \), but the latter involves the normalisation constant \( Z \), which very often cannot be computed efficiently as it involves a sum over an exponential number of terms. To avoid the difficulty in computing the above gradient, an efficiently computable and widely adopted approximation of the gradient was proposed in the Contrastive Divergence method [19].

4 The Discriminative Restricted Boltzmann Machine

The generative RBM described above models the joint probability \( P(\mathbf{v}) \) of the set of binary variables \( \mathbf{v} \). For prediction, one is interested in a conditional distribution of the form \( P(y|x) \). It has been demonstrated in [9] how discriminative learning can be carried out in the RBM, thus making it feasible to use it as a standalone classifier. This is done by assuming one subset of its visible units to be inputs \( \mathbf{x} \), and the remaining a set of categorical units \( \mathbf{y} \) representing the class-conditional probabilities \( P(y|x) \). This is illustrated in Figure 1. The weight matrix \( W \) can be interpreted as two matrices \( R \in \mathbb{R}^{n_i \times n_h} \) and \( U \in \mathbb{R}^{n_c \times n_h} \), where \( n_i \) is the input dimensionality and \( n_c \) is the number of classes and \( n_v = n_i + n_c \).

Likewise, the visible bias vector \( \mathbf{b} \in \mathbb{R}^{n_v} \) is also split into a set of two bias vectors — a vector \( \mathbf{a} \in \mathbb{R}^{n_i} \) and a second vector \( \mathbf{d} \in \mathbb{R}^{n_c} \), as shown in Figure 1.

The posterior probability in this Discriminative RBM can be inferred as

\[
P(y|x) = \frac{\exp\left(-E_{\text{free}}(\mathbf{x}, \mathbf{y})\right)}{\sum_{\mathbf{y}^*} \exp\left(-E_{\text{free}}(\mathbf{x}, \mathbf{y}^*)\right)}
\]  

(9)

where \( \mathbf{x} \) is the input vector, and \( \mathbf{y} \) is the one-hot encoding of the class-label. The denominator sums over all class-labels \( \mathbf{y}^* \) to make \( P(y|x) \) a probability distribution. In the original RBM, \( \mathbf{x} \) and \( \mathbf{y} \) together make up the visible layer \( \mathbf{v} \).

The model is learned discriminatively by maximizing the log-likelihood function based on the following expression of the conditional distribution:

\[
P(y|x) = \frac{\exp(d_y) \prod_j (1 + \exp(r_j^T \mathbf{x} + u_{yj} + c_j))}{\sum_{\mathbf{y}^*} \exp(d_{y^*}) \prod_j (1 + \exp(r_j^T \mathbf{x} + u_{y^*j} + c_j))}.
\]  

(10)
The gradient of this function, for a single input-label pair \((x_i, y_i)\) with respect to its parameters \(\theta\) can be computed analytically. It is given by

\[
\frac{\partial \log P(y_i|x_i)}{\partial \theta} = \sum_j \sigma(o_{yj}(x_i)) \frac{\partial o_{yj}(x_i)}{\partial \theta} - \sum_{j,y^*} \sigma(o_{y^*j}(x_i)) p(y^*|x_i) \frac{\partial o_{y^*j}(x_i)}{\partial \theta}
\]  

(11)

where \(o_{yj}(x) = c_j + r_j^T x + u_{yj}\). Note that in order to compute the conditional distribution in (10) the model does not have to be learned discriminatively, and one can also use the above generatively learned RBM as it learns the joint distribution \(p(y,x)\) from which \(p(y|x)\) can be inferred.

5 Generalising the DRBM

This section describes a novel generalisation of the cost function of the DRBM [9]. This facilitates the formulation of similar cost functions for variants of the model with other distributions in their hidden units that are commonly encountered in the literature. This is illustrated here first with the \([-1, +1]-\text{Bernoulli}\) distribution and then the Binomial distribution.

5.1 Generalising the Conditional Probability

We begin with the expression for the conditional distribution \(P(y|x)\), as derived in [9]. This is given by

\[
P(y|x) = \frac{\sum_h P(x, y, h)}{\sum_{y^*} \sum_h P(x, y^*, h)}
\]

(12)

where \(y\) is the one-hot encoding of a class label \(y\), and \(-\log \sum_h \exp(-E(x, y, h))\) is the Free Energy \(E_{\text{free}}\) of the RBM. We consider the term containing the summation over \(h\) in (12):

\[
\exp(E_{\text{free}}(x, y)) = -\sum_h \exp(-E(x, y, h))
\]

\[
= -\sum_h \exp \left( \sum_{i,j} x_i w_{ij} y_j + \sum_j u_{yj} h_j + \sum_i a_i x_i + b_y + \sum_j c_j h_j \right)
\]

\[
= -\exp \left( \sum_i a_i x_i + b_y \right) \sum_h \exp \left( \sum_j h_j \sum_i x_i w_{ij} + u_{yj} + c_j \right)
\]  

(13)
Now consider only the second term of the product in (13). We simplify it by re-writing \( \sum_i x_i w_{ij} + u_{yj} + c_j \) as \( \alpha_j \). Thus, we have

\[
\sum_h \exp \left( \sum_j h_j \sum_i x_i w_{ij} + u_{yj} + c_j \right) = \sum_h \exp \left( \sum_j h_j \alpha_j \right) = \sum_h \prod_j \exp (h_j \alpha_j) = \prod_j \sum_k \exp (s_k \alpha_j)
\]

where \( s_k \) is each of the \( k \) states that can be assumed by each hidden unit \( j \) of the model. The last step of (14) results from re-arranging the terms after expanding the summation and product over \( h \) and \( j \) in the previous step respectively. The summation \( \sum_h \) over all the possible hidden layer vectors \( h \) can be replaced by the summation \( \sum_h \) over the states of the units in the layer. The number and values of these states depend on the nature of the distribution in question (for instance \{0, 1\} in the original DRBM). The result in (14) can be applied to (13) and, in turn, to (12) to get the following general expression of the conditional probability \( P(y|x) \):

\[
P(y|x) = \frac{\exp(b_y) \prod_j \sum_k \exp (s_k \alpha_j)}{\sum_{y^*} \exp(b_{y^*}) \prod_j \sum_k \exp (s_k \alpha_{j}^{y^*})}
\]

The result in (15) generalises the conditional probability of the DRBM first introduced in [9]. The term inside the summation over \( k \) can be viewed as a product between \( \alpha_j \) corresponding to each hidden unit \( j \) and each possible state \( s_k \) of this hidden unit. Knowing this makes it possible to extend the original DRBM to be governed by other types of distributions in the hidden layer.

### 5.2 Extensions to other Hidden Layer Distributions

We first use the result in (15) to derive the expression for the conditional probability \( P(y|x) \) in the original DRBM [9]. This will be followed by its extension, first to the \{-1, +1\}-Bernoulli distribution (referred to here as the Bipolar DRBM) and then the Binomial distribution (the Binomial DRBM). Section 6 presents a comparison between the performance of the DRBM with these different activations.

**DRBM:** The \{0, 1\}-Bernoulli DRBM corresponds to the model originally introduced in [9]. In this case, each hidden unit \( h_j \) can either be a 0 or a 1, i.e.
$s_k = \{0, 1\}$. This reduces $P(y|x)$ in (15) to
\[
P_{\text{ber}}(y|x) = \frac{\exp (b_y) \prod_j \sum_{s_k \in \{0,1\}} \exp (s_k \alpha_j)}{\sum_{y^*} \exp (b_{y^*}) \prod_j \sum_{s_k \in \{0,1\}} \exp (s_k \alpha^*_j)}
\]
i.e.
\[
P_{\text{ber}}(y|x) = \frac{\exp (b_y) \prod_j (1 + \exp (\alpha_j))}{\sum_{y^*} \exp (b_{y^*}) \prod_j (1 + \exp (\alpha^*_j))}
\]
which is identical to the result obtained in [9].

**Bipolar DRBM:** A straightforward adaptation to the DRBM involves replacing its hidden layer states by $\{-1, +1\}$ as previously done in [1] in the case of the RBM. This is straightforward because in both cases the hidden states of the models are governed by the Bernoulli distribution, however, in the latter case each hidden unit $h_j$ can either be a $-1$ or a $+1$, i.e. $s_k = \{-1, +1\}$. Applying this property to (15) results in the following expression for $P(y|x)$:
\[
P_{\text{bip}}(y|x) = \frac{\exp (b_y) \prod_j \sum_{s_k \in \{-1,+1\}} \exp (s_k \alpha_j)}{\sum_{y^*} \exp (b_{y^*}) \prod_j \sum_{s_k \in \{-1,+1\}} \exp (s_k \alpha^*_j)}
\]
i.e.
\[
P_{\text{bip}}(y|x) = \frac{\exp (b_y) \prod_j (1 + \exp (\alpha_j))}{\sum_{y^*} \exp (b_{y^*}) \prod_j (1 + \exp (\alpha^*_j))}
\]
(17)

**Binomial DRBM:** It was demonstrated in [18] how groups of $N$ (where $N$ is a positive integer greater than 1) stochastic units of the standard RBM can be combined in order to approximate discrete-valued functions in its visible layer and hidden layers to increase its representational power. This is done by replicating each unit of one layer $N$ times and keeping the weights of all connections to each of these units from a given unit in the other layer identical. The key advantage for adopting this approach was that the learning algorithm remained unchanged. The number of these “replicas” of the same unit whose values are simultaneously 1 determines the effective integer value (in the range $[0, N]$) of the composite unit, thus allowing it to assume multiple values. The resulting model was referred to there as the Rate-Coded RBM (RBMrate).

The intuition behind this idea can be extended to the DRBM by allowing the states $s_k$ of each hidden unit to assume integer values in the range $[0, N]$. The summation in (15) would then be $S_N = \sum_{s_k=0}^{N} \exp (s_k \alpha_j)$, which simplifies as below
\[
S_N = \sum_{s_k=0}^{N} \exp (s_k \alpha_j)
= 1 + \exp (\alpha_j) \sum_{s_k=0}^{(N-1)} \exp (s_k \alpha_j)
= 1 - \exp ((N + 1) \alpha_j)
\]
(18)

\[
\frac{1 - \exp (\alpha_j)}{1 - \exp (\alpha_j)}
\]
in (15) to give

\[
P_{\text{bin}}(y|x) = \frac{\exp(b_y) \prod_j \sum_{s_k=0}^{N} \exp(s_k \alpha_j)}{\sum_{y'} \exp(b_{y'}) \prod_j \sum_{s_k=0}^{N} \exp(s_k \alpha_j^*)}\]

\[
= \frac{\exp(b_y) \prod_j \frac{1 - \exp((N+1)\alpha_j)}{1 - \exp(\alpha_j^*)}}{\sum_{y'} \exp(b_{y'}) \prod_j \frac{1 - \exp((N+1)\alpha_j^*)}{1 - \exp(\alpha_j^*)}}.
\]

6 Experiments

We evaluated the Bipolar and the Binomial DRBMs on three benchmark machine learning datasets. These are two handwritten digit recognition datasets — USPS [5] and MNIST [10], and one document classification dataset — 20 Newsgroups [8]. Before going over the results of experiments carried out on each of these, we describe the evaluation methodology employed which was common to all three and the evaluation metric.

Methodology A grid search was performed to determine the best set of model hyperparameters. The procedure involved first evaluating each of the trained models on a validation set and then selecting the best of these to be evaluated on the test set. When a dataset did not contain a pre-defined validation set, it was created using a subset of the training set. The initial learning rate $\eta_{\text{init}}$ for stochastic gradient descent was varied as $\{0.0001, 0.001, 0.01\}$. Early-stopping was used for regularisation. For this, the classification average loss of the model on the validation set was determined after every epoch. If the loss happened to be higher than the previous best one for ten consecutive epochs, the parameters were reverted back to their values in the previous best model, and training was resumed with a reduced learning rate. And if this happened five times, training was terminated. The learning rate reduction was according to a schedule where it is progressively scaled by the factors $\frac{1}{2}$, $\frac{1}{3}$, $\frac{1}{4}$, and so on at each reduction step. The number of hidden units $n_{\text{hid}}$ was varied as $\{50, 100, 500, 1000\}$. The maximum number of training epochs was set to 2000, but it was found that training always ended well before this limit. The negative log-likelihood error criterion was used to optimise the model parameters. The DRBM generated a probability distribution over the different classes. The class-label corresponding to the greatest probability value was chosen as the predicted class. As all three datasets contain only a single data split, i.e. only one set of training, validation and test sets, the results reported here are each an average over those obtained with 10 model parameter initialisations using different randomisation seeds.

An additional hyperparameter to be examined in the case of the Binomial DRBM is the number of bins $n_{\text{bins}}$. It corresponds to the number of states that can be assumed by each hidden unit of the model. The value of $n_{\text{bins}}$ was varied as $\{2, 4, 8\}$ in our experiments.
**Evaluation Measure** In all of the prediction tasks, each model is expected to predict the one correct label corresponding to the image of a digit, or the category of a document. All the models in this task are evaluated using the average loss \( E(y, y^*) \), given by:

\[
E(y, y^*) = \frac{1}{N} \sum_{i=1}^{N} I(y_i \neq y_i^*)
\]  

(20)

where \( y \) and \( y^* \) are the predicted and the true labels respectively, \( N \) is the total number of test examples, and \( I \) is the \( 0-1 \) loss function.

### 6.1 MNIST Handwritten Digit Recognition

The MNIST dataset \cite{10} consists of optical characters of handwritten digits. Each digit is a \( 28 \times 28 \) pixel gray-scale image (or a vector \( x \in [0, 1]^{784} \)). Each pixel of the image corresponds to a floating-point value lying in the range \([0, 1]\) after normalisation from an integer value in the range \([0, 255]\). The dataset is divided into a single split of pre-determined training, validation and test folds containing 50,000 images, 10,000 images and 10,000 images respectively.

Table 1 lists the classification performance on this dataset of the three DRBM variants derived above using the result in \cite{15}. The first row of the table corresponds to the DRBM introduced in \cite{9}. We did not perform a grid search in the case of this one model and only used the reported hyperparameter setting in that paper to reproduce their result\(^1\). It was stated there that a difference of 0.2% in the average loss is considered statistically significant on this dataset. Going by this threshold of difference, it can be said that the performance of all three models is equivalent on this dataset although the average accuracy of the DRBM is the highest, followed by that of the Bipolar and the Binomial DRBMs. All three variants perform best with 500 hidden units. It was observed that the number of bins \( n_{\text{bins}} \) didn’t play as significant a role as first expected. There seemed to be a slight deterioration in accuracy with an increase in the number of bins, but the difference cannot be considered significant given the threshold for this dataset. These results are listed in Table 2.

\begin{table}
\begin{tabular}{|l|l|}
\hline
Model & Average Loss(\%) \\
\hline
DRBM (\( n_{\text{hid}} = 500, \eta_{\text{init}} = 0.05 \)) & 1.78(\( \pm 0.0012 \)) \\
Bipolar DRBM (\( n_{\text{hid}} = 500, \eta_{\text{init}} = 0.01 \)) & 1.84(\( \pm 0.0007 \)) \\
Binomial DRBM (\( n_{\text{hid}} = 500, \eta_{\text{init}} = 0.01 \)) & 1.86(\( \pm 0.0016 \)) \\
\hline
\end{tabular}
\end{table}

Table 1: A comparison between the three different variants of the DRBM on the USPS dataset. The Binomial DRBM in this table is the one with \( n_{\text{bins}} = 2 \).

\(^1\) We obtained a marginally lower average loss of 1.78\% in our evaluation of this model than the 1.81\% reported in \cite{9}.
Table 2: Classification performance of the Binomial DRBM with different values of \( n_{\text{bins}} \) on the MNIST dataset. While the performance does show a tendency to worsen with the number of bins, the difference was found to be within the margin of significance for this dataset.

| \( n_{\text{bins}} \) | \( n_{\text{hid}} \) | \( \eta_{\text{init}} \) | Average Loss (%) |
|-----------------|----------------|----------------|-----------------|
| 2               | 500            | 0.01           | 1.86            |
| 4               | 500            | 0.01           | 1.88            |
| 8               | 500            | 0.001          | 1.90            |

6.2 USPS Handwritten Digit Recognition

The USPS dataset [5] contains optical characters of handwritten digits. Each digit is a 16 × 16 pixel gray-scale image (or a vector \( x \in [0, 1]^{256} \)). Each pixel of the image corresponds to a floating-point value lying in the range [0, 1] after normalisation from an integer value in the range [0, 255]. The dataset is divided into a single split of pre-determined training, validation and test folds containing 7,291 images, 1,458 images and 2,007 images respectively.

Table 3 lists the classification performance on this dataset of the three DRBM variants derived above using the result in [15]. Here the Binomial DRBM (of \( n_{\text{bins}} = 8 \)) was found to have the best classification accuracy, followed by the Bipolar DRBM and then the DRBM. The number of hidden units used by each of these models varies inversely with respect to their average loss.

Table 3: A comparison between the three different variants of the DRBM on the USPS dataset. The Binomial DRBM in this table is the one with \( n_{\text{bins}} = 8 \).

| Model                        | Average Loss (%) |
|------------------------------|------------------|
| DRBM (\( n = 50 \), \( \eta_{\text{init}} = 0.01 \)) | 6.90(±0.0047) |
| Bipolar DRBM (\( n = 500 \), \( \eta_{\text{init}} = 0.01 \)) | 6.49(±0.0026) |
| Binomial DRBM (8) (\( n = 1000 \), \( \eta_{\text{init}} = 0.01 \)) | **6.09**(±0.0014) |

Table 4 shows the change in classification accuracy with a change in the number of bins. In contrast to the observation in the case of MNIST, here an increase in \( n_{\text{bins}} \) is accompanied by an improvement in accuracy.

6.3 20 Newsgroups Document Classification

The 20 Newsgroups dataset [8] is a collection of approximately 20,000 newsgroup documents, partitioned evenly across 20 different categories. A version of the dataset where the training and the test sets contain documents collected at different times is used here. The aim is to predict the correct category of a document published after a certain date given a model trained on those published
before the date. We used the 5,000 most frequent words for the binary input features to the models. This preprocessing follows the example of [9], as it was the second data used to evaluate the DRBM there. We made an effort to adhere as closely as possible to the evaluation methodology there to obtain results comparable to theirs despite the unavailability of the exact validation set. Hence a validation set of the same number of samples was created.

Table 5 lists the classification performance on this dataset of the three DRBM variants derived above using the result in (15). Here the Bipolar DRBM outperformed the remaining two variants, followed by the Binomial DRBM and the DRBM.

Table 5: A comparison between the three different variants of the DRBM on the 20 Newsgroups dataset. The Binomial DRBM in this table is the one with \( n_{\text{bins}} = 2 \).

\[
\begin{array}{ccc}
\text{Model} & \text{Average Loss (\%)} \\
\text{DRBM (}n = 50, \eta_{\text{init}} = 0.01\text{)} & 28.52(\pm 0.0049) \\
\text{Bipolar DRBM (}n = 50, \eta_{\text{init}} = 0.001\text{)} & 27.75(\pm 0.0019) \\
\text{Binomial DRBM (}n = 100, \eta_{\text{init}} = 0.001\text{)} & 28.17(\pm 0.0028) \\
\end{array}
\]

Table 6 shows the change in classification accuracy with a change in the number of bins.

Table 6: Classification performance of the Binomial DRBM with different values of \( n_{\text{bins}} \).

\[
\begin{array}{ccc}
\text{\( n_{\text{bins}} \) \( \eta_{\text{init}} \) \( n_{\text{hidden}} \) \text{Average Loss (\%)}} \\
2 & 0.001 & 100 & 28.17(\pm 0.0028) \\
4 & 0.001 & 50 & 28.24(\pm 0.0032) \\
8 & 0.0001 & 50 & 28.76(\pm 0.0040) \\
\end{array}
\]

\(^2\) Our evaluation resulted in a model with a classification accuracy of 28.52% in comparison with the 27.6% reported in [9].
7 Conclusions and Future Work

This paper introduced a novel theoretical result that makes it possible to generalise the hidden layer activations of the Discriminative RBM (DRBM). This result was first used to reproduce the derivation of the cost function of the DRBM, and additionally to also derive those of two new variants of it, namely the Bipolar DRBM and the Binomial DRBM. The three models thus derived were evaluated on three benchmark machine learning datasets — MNIST, USPS and 20 Newsgroups. It was found that each of the three variants of the DRBM outperformed the rest on one of the three datasets, thus confirming that generalisations of the DRBM may be useful in practice.

It was found in the experiments in Section 6, that the DRBM achieved the best classification accuracy on the MNIST dataset, the Bipolar DRBM on the 20 Newsgroups dataset and the Binomial DRBM on the USPS dataset. While this does indicate the practical utility of the two new variants of the DRBM introduced here, the question of whether each of these is better suited for any particular types of dataset than the rest is to be investigated further.

Given the application of the result in (15) to obtain the Binomial DRBM, it is straightforward to extend it to what we refer to here as the Rectified Linear DRBM. This idea is inspired by [14], where the Rate-coded RBM [18] (analogous to the Binomial DRBM here) is extended to derive an RBM with Rectified Linear units by increasing the number of replicas of a single binary unit to infinity. Adopting the same intuition here in the case of the DRBM, this would mean that we allow the states $s_k$ to assume integer values in the range $[0, \infty)$ and thus extend the summation $S_N$ in the case of the Binomial DRBM to an infinite sum $S_\infty$ resulting in the following derivation:

$$S_\infty = \sum_{s_k=0}^{\infty} \exp(s_k \alpha_j)$$

$$= 1 + \exp(\alpha_j) \sum_{s_k=0}^{\infty} \exp(s_k \alpha_j)$$

$$= \frac{1}{1 - \exp(\alpha_j)} \quad (21)$$

with the equation for the Rectified Linear DRBM posterior probability in (15) becoming

$$P_{\text{relu}}(y|x) = \frac{\exp(b_y) \prod_j \sum_{s_k=0}^{\infty} \exp(s_k \alpha_j)}{\sum_{y^*} \exp(b_{y^*}) \prod_j \sum_{s_k=0}^{\infty} \exp(s_k \alpha_j^*)}$$

$$= \frac{\exp(b_y) \prod_j \frac{1}{1 - \exp(\alpha_j)}}{\sum_{y^*} \exp(b_{y^*}) \prod_j \frac{1}{1 - \exp(\alpha_j^*)}} \quad (22)$$

Experiments with this variant of the DRBM are due, and will be carried out in the future.
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