TREES IN RANDOM SPARSE GRAPHS WITH A GIVEN DEGREE SEQUENCE
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Abstract. Let $G^D$ be the set of graphs $G(V, E)$ with $|V| = n$, and the degree sequence equal to $D = (d_1, d_2, \ldots, d_n)$. In addition, for $\frac{1}{2} < a < 1$, we define the set of graphs with an almost given degree sequence $D$ as follows,

$$G^D_a := \cup G^\tilde{D},$$

where the union is over all degree sequences $\tilde{D}$ such that, for $1 \leq i \leq n$, we have $|d_i - \tilde{d}_i| < d_i^a$.

Now, if we chose random graphs $G^g(D)$ and $G^a(D)$ uniformly out of the sets $G^D$ and $G^D_a$, respectively, what do they look like? This has been studied when $G^g(D)$ is a dense graph, i.e. $|E| = \Theta(n^2)$, in the sense of graphons, or when $G^g(D)$ is very sparse, i.e. $d^{2}_{n} = o(|E|)$. In the case of sparse graphs with an almost given degree sequence, we investigate this question, and give the finite tree subgraph structure of $G^a(D)$ under some mild conditions. For the random graph $G^g(D)$ with a given degree sequence, we re-derive the finite tree structure in dense and very sparse cases to give a continuous picture.

Moreover, for a pair of vectors $(D_1, D_2) \in \mathbb{Z}^{n_1} \times \mathbb{Z}^{n_2}$, we let $G^b(D_1, D_2)$ be the random bipartite graph that is chosen uniformly out of the set $G^{D_1, D_2}$, where $G^{D_1, D_2}$ is the set of all bipartite graphs with the degree sequence $(D_1, D_2)$. We are able to show the result for $G^b(D_1, D_2)$ without any further conditions.
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1. Introduction

1.1. Graphs with a given degree sequence. Let \( D = (d_1, d_2, \ldots, d_n) \) be a finite sequence of positive integers, such that \( 1 \leq d_1 \leq \cdots \leq d_n \) and \( M := \sum_{i=1}^{n} d_i \) is even. In addition, let \( G_n \) be the set of all simple graphs (undirected, with no loops or multiple edges) with \( n \) vertices. For \( G \in G_n \), \( V(G) \) will be the set of its vertices indexed by \( \{v_1, v_2, \ldots, v_n\} \) and \( E(G) \) is its set of edges \( e := \langle v_i, v_j \rangle \). We say that \( G \) is a graph with the given degree sequence \( D \), if the degree of a vertex \( v_i \) is \( d_i \). It is evident that the total number of edges \( |E(G)| = \frac{1}{2} M \). We denote the set of all such simple graphs by \( G^D \subset G_n \).

A random graph \( G \_g(D) \) with the given degree sequence \( D \) is the one that is uniformly chosen from \( G^D \). Now, what does the random graph \( G \_g(D) \) look like? Researchers have studied this problem extensively, along with other properties of graphs with a given degree sequence. Before we list a couple of them here, we state some notations.

In this paper and for two real functions \( f(n) \) and \( g(n) \), the notations \( g = \Theta(f) \), \( g = O(f) \) and \( g = o(f) \), as \( n \) goes to infinity, mean that there exists a real number \( C \) such that \( \lim \sup_{n \to \infty} \frac{|f|}{|g|} + \frac{|g|}{|f|} \leq C \), \( \lim \sup_{n \to \infty} \frac{|f|}{|g|} \leq C \) and \( \lim_{n \to \infty} \frac{|f|}{|g|} = 0 \), respectively.

1.2. Dense graphs: Dense graphs are those graphs \( G \in G_n \) that \( |E(G)| = \Theta(n^2) \). In [1], Barvinok and Hartigan studied the structure of dense graphs with a given degree sequence. They showed the relation between the maximum entropy function and the number of such graphs. Under mild conditions (\( \delta \)-tameness), they found the asymptotic behavior of the number of graphs with a given degree sequence \( D \).

Although Barvinok and Hartigan provide an exact formula, it is difficult to touch it. There are also other approaches to the counting problem which only work in certain regimes. In [10], Mckay and Wormald considered the case of graphs with nearly constant degree \( d \), \( |d_i - d| = O(n^{1/2}) \), using a multidimensional saddle-point method. The enumeration of graphs with a given degree sequence may lead to finding the probabilities of subgraphs of random graph \( G \_g(D) \). Greenhill and Mckay studied that in [29] for various regimes. Also, see McKay [28] for a detailed survey of that subject.

Another approach toward graphs with a given degree sequence is through graph limits. Recently Lovász and Szegedy introduced, in [23], a notion of graph limits called graphons. This has been developed further by Borgs et al [8, 10, 9]. In regard to graphs with a given degree sequence, Chatterjee et al [6] showed that sequences of such graphs have graph limits, in the sense of graphons, if their degree sequences
converge to a degree function which satisfies the Erdős-Gallai condition for graph limits.

1.3. Very sparse graphs: Different regimes of very sparse graphs, $d_{\max}^2 = d_n^2 = o(M)$, were studied a long time ago by Mckay, [27] and [26]. The condition allows us to compute the number of graphs via inclusion-exclusion and switching method. Mckay and Wormald came back to this problem in [30] with a less restrictive condition. Recently Gao et al [18] investigated the probability of subgraphs of a random graph with a given degree sequence in this regime. Look at [17] for more information about subgraphs of random graphs.

1.4. Bipartite graphs: A bipartite graph is a graph with two sets of vertices, where there are no edges with both ends in the same set. The adjacency matrix for a simple bipartite graph with a given degree sequence is a matrix with 0-1 entries with given row and column sums. Barvinok, in [2, 1], studied these matrices in the dense case. Barvinok and Hartigan generalized this in [4, 5] for matrices with non-negative integer entries. Like the case of usual graphs, they showed the relation of the number of bipartite graphs to entropy function. Look at [3] for a survey on the subject.

Canfield et al [11] derived a practical formula for matrices with 0-1 entries and nearly constant row and column sums. Canfield and Mckay, in [12], took a look at matrices with positive integer entries as well. Also, see [20] for similar results in sparse bipartite graphs.

1.5. A little bit of motivation: Following the work of Lovász and Szegedy, many tried to extend the notion of graphons to the sparse graphs. Look at [7] for a survey of attempts to define a notion of limit in the sparse case. Here, we take another look at the subgraph counting metric. Let us recall the homomorphism density from page 2 of Lovász and Szegedy [23], which is

$$t(F,G) := \frac{\text{hom}(F,G)}{|V(G)|^{|V(F)|}}.$$ 

In addition, graphs $G_n$ are said to be Cauchy in subgraph-counting metric if the sequence of numbers $t(F,G_n)$ are Cauchy for every finite graph $F$. So, we use a uniform normalization, i.e. $|V(G)|^{|V(F)|}$, for all embeddings of $F$ into $G$. However, we believe that the normalization should be local and depend on the embedding. We try to justify that throughout this paper.

Although we will not provide a metric for sparse graphs, we make a few observations in sparse random graphs with a given degree sequence. We adopt the method in [8] that compares the random graph $G_n(D)$ with a random graph $\tilde{G}(D)$, with independent Bernoulli random edges. By extending that work to sparse graphs, we obtain the correct normalization for counting the subgraph $F$, where $F$ is a tree. We leave the case the counting of subgraphs with loops open, since this problem has not been completely understood even in the case of random models with independent edges like Erdős–Renyi graph. For more discussion, look at [22], [21], and [14]).

In this paper, we first introduce a modified version of graphs with the given degree sequence $D$, which we call graphs with an almost given degree sequence $\tilde{D}$. Then, under some mild conditions, we find the distribution of finite trees in this model. Second, we go back to our original problem and deal with random graph
In addition, we apply our method to dense, bipartite and very sparse, i.e. $d^2_n = o(|E(G)|)$, random graphs. Although we need some mild conditions in most of our theorems, we show that our results holds in full generality for bipartite random graphs. So we believe that the same is true for general non-bipartite graphs with a given degree sequence $D$. In the end, to the best of our knowledge, the method developed here is new and works for a wider range of graphs, from very sparse to dense graphs.

We begin the next section with some notation that is needed for the rest of the paper.

2. Main Results.

Let us start this section by stating a few notations. Throughout this section $c_k > 0$ plays the role of a general constant that only depends on $k$. Now we provide the definitions of our independent model and ordered subgraphs.

2.1. Maximum entropy and the independent ensemble. We let $P^D$ be the set of all positive $x_{ij}$ satisfying

$$\sum_{j : j \neq i}^n x_{ij} = d_i.$$ 

Therefore, $P^D$ is a polytope in $\mathbb{R}^N$, where $N$ is $\left(\frac{n}{2}\right)$. Now, define the entropy function as follows,

$$(2.1) \quad H_1(x) := \sum_{i<j} H(x_{ij}), \text{ where } H(x) = -x \ln(x) - (1-x) \ln(1-x),$$

for $x = (x_{ij}) \in \mathbb{R}^N$. We state a proposition that describes the necessary and sufficient condition for $P^D$ to have a non-empty interior.

**Proposition 2.1.** The polytope $P^D$ has a non-empty interior if, and only if, the degree sequence satisfies the strict Erdős-Gallai conditions,

$$\sum_{i=n-k+1}^n d_i < k(k-1) + \sum_{i=1}^{n-k} \min\{k, d_i\}, \text{ for } 1 \leq k \leq n.$$ (2.2)

**Remark 2.2.** If we turn the strict inequalities in (2.2) into “less than or equal to”, then we obtain the well-known Erdős-Gallai criterion Erdős and Gallai [16]. (See Mahadev and Peled [24] for extensive discussions.)

Now, if $P^D$ has a non-empty interior, then the function $H_1(x)$ attains its maximum at a unique point, since it is strictly concave. Denote that maximum by $\bar{p} = (\bar{p}_{ij}) \in \mathbb{R}^N$, and define $\bar{G}(D)$ as a random graph with independent Bernoulli random edges with parameters $\bar{p}_{ij}$. From the definition of the $\bar{p}$ and for each $i \in [n] := \{1, \cdots, n\}$, we see that the average degree of vertex $i$ in $\bar{G}(D)$ is $d_i$. In other words,

$$\sum_{j : j \neq i}^n E\left[\mathbf{1}_{\{i,j\}}\left(\bar{G}(D)\right)\right] = \sum_{j : j \neq i}^n \bar{p}_{ij} = d_i,$$ (2.3)
The left graph is a labeled tree $T \in \mathbb{T}^3$ with 2 edges. The green graph on the right is the image of $T$ under a map $s$ that takes 1, 3 and 2 to 8, 7 and 5 respectively. Hence, the green graph is an ordered tree $(s,T)$ that sits inside a graph with degree sequence $D = (3, 1, 2, 1, 3, 4, 3)$. The corresponding $B$-function for $(s,T)$ is $d_0^8 \cdot d_2^7 \cdot d_0^5 = 4^2$.

where the indicator function $1_{[i,j]}(\tilde{G}(D))$ is 1 if $(i, j) \in \tilde{G}(D)$ and 0 otherwise.

We also use “∼” for parameters of $\tilde{G}(D)$, wherever possible.

**Definition 2.3.** A vector of positive integers $D$ is a strict graphic sequence if the vector $D$ satisfies the strict Erdös- Gallai conditions (2.2).

**Remark 2.4.** Definition 2.3 means that $\mathbb{P}^D$ has a non-empty interior, which in turn implies that the maximum entropy $\tilde{p} = (\tilde{p}_{ij})$ exists.

**2.2. Ordered trees and their $B$-function.** Let $\mathbb{T}^k$ be the set of all trees with a finite number $k$ of vertices. The famous Cayley’s Theorem states that there are $k^{k-2}$ of such trees, and for a proof of it, check [31]. For a tree $T \in \mathbb{T}^k$, we look at maps $s : \mathcal{V}(T) \to \mathcal{V}(G)$, which map the vertices of $T$ into distinct vertices of $\mathcal{G}_n$. There are $n(n-1) \cdots (n-k+1)$ of them, and let us call the set of all such maps $S^k_n$, i.e.

$$S^k_n = \{s : [k] \to [n] | s \text{ is 1-1}\}.$$ 

In addition, an ordered tree is a pair $(s,T) \in S^k_n \times \mathbb{T}^k$. For instance, if $k = 2$, $S^2_n \times \mathbb{T}^2$ is the set of directed edges on vertices of $[n] = \{1, \cdots, n\}$. (We drop the $n$ in the index of $S^k_n$, whenever the dependency on $n$ is understood.)

**Definition 2.5.** We let $(s,T) \in S^k_n \times \mathbb{T}^k$ be an ordered tree. For each vertex $u \in \mathcal{V}(T)$, its degree in the tree $T$ is denoted by $b_u$. The $B$-function is defined as

$$\psi(s,T,D) = \prod_{u \in \mathcal{V}(T)} d_{s(u)}^{b_u-1}.$$ 

In addition, we denote $\psi(s,T,D(G))$ by $\psi(s,T,G)$, where $D(G)$ is the degree sequence of $G$.

**Remark 2.6.** Let us consider a permutation $\pi$ on numbers 1 through $k$. We observe that

$$\psi(s,T,D) = \psi(s \circ \pi^{-1} \circ \pi, T,D).$$

Hence, we get $k!$ distinct ordered trees with the same $B$-function.
2.3. Graphs with an almost given degree sequence: We recall from the beginning of this paper that $D = (d_1, \ldots, d_n)$, and $d_1 \leq \cdots \leq d_n$, and $M = \sum_{i=1}^{n} d_i$. We let $S_k$ be the sum of biggest $d_k$ elements of $D$, or $S_k := \sum d_i$, where the sum is over the set $\{n - d_k, \ldots, n\}$. In addition, we define $\ell(D)$ as the maximum positive integer that $S_\ell \leq \frac{M}{2}$, i.e.

$$\ell(D) := \max \left\{ k \in [n] \mid S_k \leq \frac{M}{2} \right\}. \tag{2.5}$$

Assumption 2.7. Let us assume that, for some numbers $\varepsilon > 0$ and $\nu > 0$,

1. the vector $D$ satisfies the strict Erdős- Gallai conditions (2.2).
2. the number $M = \sum_{i=1}^{n} d_i$ is even and $n^{1+\varepsilon} \leq M$.
3. and, for the function $\ell(D)$ as in (2.5),

$$\sqrt{\frac{n}{M}} (d_n - \ell(D)) < n^{-\nu}. \tag{2.6}$$

Definition 2.8. In particular, we say that a vector $D$ is a strict graphic sequence of type $(\varepsilon, \nu)$, if it satisfies all of the above conditions, and is a strict graphic sequence of type $\varepsilon$, if $D$ only satisfies the first two conditions.

Remark 2.9. Let us see a couple of examples to understand the term $d_n - \ell(D)$ and the above conditions. Suppose that $d^*_n < \frac{M}{2}$ (particularly, this is particularly the case when $d^2_n = o(M)$). Since $d_n$ is the maximum element of $D$, $S_n = \sum_{i=1}^{d_n} d_{n+1-i}$ is less than $d^*_n$, which means $\ell(D)$ is $n$. Hence, $d_n - \ell(D) = 0$.

In another example, let $D$ be a sequence such that $2n^{\alpha} < d_i < n^{\beta}$, for $1 \leq i \leq n$, and $\beta < \frac{\log n}{\log 2}$. Again, $S_n$ is less than $d^2_n$, so $S_n < n^{2\beta} < n^{1+\varepsilon} < M/2$. In both examples, we get an upper bound of $\sqrt{\frac{n}{M}}$ for Eq. (2.6). In particular, our sequence is of type $(\varepsilon, \nu)$ for any $\nu$ smaller than $\varepsilon/2$.

Let us pick a positive number $a$ such that $\frac{1}{2} < a < 1$. Then, we define the set of graphs with an almost given degree sequence $D$ as follows,

$$\mathcal{G}^D_n := \cup \mathcal{G}^{\tilde{D}},$$

where the union is over all degree sequences $\tilde{D}$ such that, for $1 \leq i \leq n$, we have $|d_i - \tilde{d}_i| < d^a_i$. Let a random graph with an almost given degree sequence $D$, $\mathcal{G}_n(a, D)$, be a random graph that is uniformly chosen from the set $\mathcal{G}^D_n$.

Definition 2.10. We define probabilities $p_n(s, T)$ and $\tilde{p}(s, T)$ as

$$E[1_s(T, \mathcal{G}_n(a, D))] \text{ and } E\left[1_s(T, \tilde{\mathcal{G}}(D))\right],$$

respectively, where

$$1_s(T, G) = \prod_{\{u_1, u_2\} \in \mathcal{E}(T)} 1_{\{s(u_1), s(u_2)\} \in \mathcal{E}(G)}(G),$$

$\mathcal{G}_n(a, D)$ is as above, and $\tilde{\mathcal{G}}(D)$ is defined in Section 2.1. We dropped the dependency of $p_n(s, T)$ on $D$ and $a$, as well as the dependency of $\tilde{p}(s, T)$ on $D$ and $\tilde{p}$, the maximum entropy, for the simplicity of our notations.
Theorem 2.11. Suppose that the vector $D$ is a strict graphic sequence of type $(\varepsilon, \nu)$ as in Definition 2.3. We define,

$$ L_n(a, k, D) := \frac{1}{M} \sum_{(s, T) \in S^k \times T^k} \frac{1}{\psi(s, T; D)} |p_n(s, T) - \tilde{p}(s, T)|, $$

where $T^k$, $S^k_n$ and $\psi(s, T, D)$ are defined in Section 2.2, and $p_n(s, T)$ and $\tilde{p}(s, T)$ are the same as in Definition 2.10. If $\frac{1}{2} < a < \frac{1}{2}$, then

$$ L_n(a, k, D) \leq c_k \cdot n^{a - \frac{\nu + 1}{2}} = o(1). $$

Remark 2.12. Recall from Remark 2.6 that $\psi(s, T, D)$ is invariant under the action of a permutation on the labels of an ordered tree $(s, T)$. In addition, the space $S^k \times T^k$ is a multi covering of

$$ T(k, n) := \cup_{T \in T^k} \text{hom}(T, A_n) $$

with $k!$ layers, where $A_n$ is the complete graph with $n$ vertices. Hence, if we take the sum over $T(k, n)$ instead of $S^k \times T^k$, we get $L_n(a, k, D)$, which is still $o(1)$. Although the set $S^k \times T^k$ requires us to over-count objects, it also brings us symmetry and that makes it easier to deal with.

Remark 2.13. For the examples in Remark 2.9, $n^{-\nu}$ is $\sqrt{\frac{1}{M}}$ and the bound in Eq. (2.8) becomes $O\left(\left(\frac{n}{M}\right)^{1/4} n^{a - \frac{1}{4}}\right)$. We believe that this is the correct bound on $L_n(a, k, D)$, and also, we believe the last condition in Definition 2.3 is not necessary. We come back to this matter later in the proof section (Conjecture 3.13 and Remark 3.14).

Remark 2.14. The previous theorem is only stated for connected trees, however, the same result with the same proof is true for forests. The B-function, in that case, is the product of B-functions for each connected component. For example, for $k = 2$ and forests with two connected components, Theorem 2.11 gives the joint probability distribution for two edges. Recall that $S^2 \times T^2$ can be interpreted as the set of directed edges, and note that the B-function of each edge is $M$. Then, the corresponding result says

$$ \frac{1}{M^2} \sum_{(i, j) \in E} |p_n((i, j)(kl)) - \tilde{p}_{ij}\tilde{p}_{kl}| = o(1), $$

where the sum is over all disjoint pairs of directed edges, $(i, j)$ and $(k, l)$, and

$$ p_n((i, j)(kl)) := E \left(1_{(i, j)\in\mathcal{E}(G_n)} (G_n) \mathbf{1}_{(k, l)\in\mathcal{E}(G_n)} (G_n)\right), $$

for $G_n = G_n(a, D)$.

Remark 2.15. Let us explore the weights now. Suppose that all $p_{ij} \simeq p$ are of the same order. Then it is not hard to see that $M \cdot \psi(s, T, D)$ is of order $(n^2 \cdot p) \cdot (n \cdot p)^{k-2} \simeq n^k \tilde{p}(s, T)$, where $(s, T) \in S^k \times T^k$. Thus, $L_n$ becomes

$$ L_n(a, k, D) \simeq \frac{1}{n^k} \sum_{(s, T) \in S^k \times T^k} \left|p_n(s, T) \tilde{p}(s, T) - 1\right|. $$
In particular, if all degrees are $d (d_i = d$, for every $i \in [n]$ and $1 \leq d \leq n - 1$), then symmetry implies that $p = \frac{d}{n-1}$, and that the independent model $\tilde{G}(D)$ is Erdős–Rényi random graph $G(n, \frac{d}{n-1})$. The main point here is that the B- function gives the correct normalization.

Let us explore the statement of Theorem 2.11 for some small values of $k$. For $k = 2$,

$$L_n (a, 2, D) = \frac{1}{M} \sum_{1 \leq i < j \leq n} |p_{a, (ij)} - \tilde{p}_{ij}| \leq c_k \cdot n^{\frac{k}{2} + a} = o(1),$$

where $p_{a, (ij)} := E (1_{(i,j)} \in E(G_n) (G_a))$, and $G_a = G_a (a, D)$. Thus, the maximum entropy gives the edge probabilities in the random graph $G_a$, i.e. $p_{a, (ij)} \sim \tilde{p}_{ij}$.

For $k = 3$, an ordered tree $(s, T)$ in $S^3 \times T^3$ is a path of two edges, and its B-function is $d_j$, where $j$ is the middle vertex of the tree $s (T)$. Then, by Remark 2.12

$$L_n (a, 3, n) = \frac{1}{3!} \sum_{j \in [n]} \sum_{\{i,k\} \subset [n]} \frac{1}{M d_j} |p_{a, (ij)(kl)} - \tilde{p}_{ij} \tilde{p}_{jk}| = o(1),$$

where $p_{a, (ij)(kl)}$ is defined in Eq. (2.9). Next, we make an observation about Eq. (2.11).

**Theorem 2.16.** Suppose that $D$ is a strict graphic sequence of type $\varepsilon$ as in Definition 2.3. Then the sum of variables in Theorem 2.11 is nearly constant:

1. $\frac{1}{M} \sum_{(s, T) \in S^k \times T^k} \frac{1}{\psi (s, T, D)} p_a (s, T) = k^{k-2} + O \left( \left( \frac{n}{M} \right)^{1-a} \right),$
2. and $\frac{1}{M} \sum_{(s, T) \in S^k \times T^k} \frac{1}{\psi (s, T, D)} \tilde{p} (s, T) = k^{k-2} + O \left( \left( \frac{M}{n} \right)^{-\frac{1}{2}} \right),$ 
3. moreover,$$
\frac{1}{M} \sum_{(s, T) \in S^k \times T^k} \frac{1}{\psi (s, T, D)} (p_a (s, T) - \tilde{p} (s, T)) = O \left( \left( \frac{n}{M} \right)^{1-a} \right).$$

**Remark 2.17.** The first part of Theorem 2.16 justifies the summation in the statement of Theorem 2.11 and shows that the weights do not overkill the summation. Moreover, Eq. (2.12) is Eq. (2.11) in Theorem 2.11 without the absolute sign. We will see later that the proof of the former equation is easier than the latter.

### 2.4. Graphs with a given degree sequence.
Recall that $G^D$ is the set of all graphs with the degree sequence $D$. Let $G_a (D)$ be a random graph that is chosen uniformly out of the set $G^D$. The random graph $G_a (D)$ is finer than the random graph $G_a (a, D)$ in the previous section. Because of a technical problem, we cannot provide the same result as in Theorem 2.11 in full generality. Therefore, we start with two conjectures. Then we continue with showing that the conjecture holds in...
various regimes, such as very sparse graphs, dense graphs, and bipartite graphs. In addition, we see the relevance of the existing results in the literature, in each case.

**Conjecture 2.18.** Suppose that the vector \( D \) is a strict graphic sequence of type \( \varepsilon \) (2.3), and that the entropy function \( H_1(x) \) takes its maximum at \( \tilde{p} \), where \( H_1(x) \) is defined in Eq. (2.1). Then, there exists a number \( \eta > 0 \) independent of \( n \) such that,

\[
e^{-\eta n \log(n)} \cdot e^{H_1(\tilde{p})} \leq |G^D| \leq e^{H_1(\tilde{p})},
\]

We will see later that \( P(\tilde{G}(D) \in G^D) = |G^D| e^{H_1(\tilde{p})}. \) So, Eq. (2.13) reads

\[
e^{-\eta n \log(n)} \leq P(\tilde{G}(D) \in G^D) = |G^D| e^{H_1(\tilde{p})} < 1.
\]

This proves the upper bound that is the easy part of the Conjecture 2.18. However, the lower bound that is crucial for our next Conjecture is open.

**Conjecture 2.19.** Suppose that the vector \( D \) is a strict graphic sequence of type \( \varepsilon \). Let

\[
P_g(s, T) = E[1_s (T, G_g(D))],
\]

where \( 1_s (T, G) \) is defined in Eq. 2.10. Define,

\[
L_g(k, D) := \frac{1}{M} \sum_{(s, T) \in S_n^k \times T^k} \frac{1}{\psi(s, T, D)} |P_g(s, T) - \tilde{p}(s, T)|,
\]

where \( T^k, S_n^k \) and \( \psi(s, T, D) \) are defined in Section 2.2 and \( \tilde{p}(s, T) \) is as in Definition 2.10. Then we have,

\[
L_g(k, D) \leq c_k \cdot \sqrt{\frac{n \log(n)}{M}}.
\]

**Remark 2.20.** Conjecture 2.18 implies Conjecture 2.19 i.e.

\[
e^{-\eta n \log(n)} \leq P(\tilde{G}(D) \in G^D).
\]

Thus, we have,

\[
L_g(k, D) \leq c_k \cdot \sqrt{\frac{n \log(n)}{M}}.
\]

We will prove this in the Section 3.3.

2.5. **Dense graphs with a given degree sequence:** In this section, we present why Theorem 2.11 and Conjecture 2.19 are true for dense graphs.

**Definition 2.21.** For a positive number \( c_3 \) and numbers \( c_1, c_2 \in (0, 1) \), we say that a graph with degree sequence \( D \) satisfies the dense Erdős - Gallai conditions of type \( (c_1, c_2, c_3) \), if

1. for every \( i \)

\[
c_2(n - 1) \leq d_i \leq c_1(n - 1),
\]
(2) and
\[
\frac{1}{n^2} \inf_{B \subseteq \{1, \ldots, n\}, |B| \geq c_2 n} \left\{ \sum_{j \notin B} \min \{d_j, |B|\} + |B| (|B| - 1) - \sum_{i \in B} d_i \right\} \geq c_3.
\]

Remark 2.22. This definition implies that the vector \( D \) is \( \delta - t a m e \) in the sense that it was defined in [1], which means \( \delta \leq \tilde{p}_{ij} \leq 1 - \delta \) for \( \delta(c_1, c_2, c_3) \), where \( \tilde{p} = (\tilde{p}_{ij})_{i,j} \) is the maximum entropy.

The next theorem is equivalent to the computations that appear in the last lines of the proof on page 34 of Theorem 1.1 in [6].

Theorem 2.23. If the degree sequence \( D \) satisfies the dense Erdős-Rényi condition (the preceding definition), then the Conjectures 2.18 and 2.19 hold. Therefore,

\[
L_k (k, D) \leq c_k \cdot (n \log(n))^{-\frac{1}{a}},
\]

where \( L_k (k, D) \) is defined in Eq. (2.15). Moreover, for \( \frac{1}{2} < a < \frac{1}{2} + \frac{1}{12} \), the Theorem 2.11 also holds, i.e.

\[
L_a (a, k, D) \leq c_k \cdot n^{-\frac{1}{a} + a},
\]

where \( L_a (a, k, D) \) is defined in Eq. (2.7).

2.6. Very sparse graphs with a given degree sequence: Let us start this section with the very-sparseness definition.

Definition 2.24. A graph with a degree sequence \( D \) is called very sparse if \( d_2^2 = d_{\text{max}}^2 = o(M) \).

Now, we see the corresponding results to Theorem 2.11 and Conjecture 2.19 for very sparse random graphs. In addition, we see how our method is related to McKay’s result.

Let us introduce new variables,
\[
q_{ij} := \frac{d_i d_j}{M + d_i d_j}, \quad \text{where } 1 \leq i, j \leq n \text{ and } i \neq j.
\]

Define \( \mathcal{G}_q (D) \) as a random graph with independent Bernoulli random edges with parameters \( q_{ij} \). Let
\[
\mathbf{p}_q (s, T) = E \left[ \mathbf{1}_s (T, \mathcal{G}_q (D)) \right],
\]

where \( \mathbf{1}_s (T, G) \) is defined in Eq. (2.10). This random graph is an alternative to the random graph \( \mathcal{G} (D) \), which was constructed according to maximum entropy \( \tilde{p} = (\tilde{p}_{ij})_{i,j} \). The goal is to show that \( \mathbf{p}_q (s, T) \simeq \mathbf{p} (s, T) \), and in particular, \( \tilde{p}_{ij} \simeq q_{ij} \).

Theorem 2.25. Suppose that \( d_2^2 = o(M) \), and that the vector \( D \) is a strict graphic sequence of type \( \varepsilon \). Let \( L_a (a, k, D) \) and \( L_k (k, D) \) be as in Eq. (2.7) and (2.15), and also define
\[
L_q (k, D) := \frac{1}{M} \sum_{(s, T) \in \mathbb{B}^k} \frac{1}{\psi (s, T, D)} |\mathbf{p}_q (s, T) - \mathbf{p} (s, T)|,
\]
where we used the notations in Theorem 2.11 and $p_q(s, T)$ is defined in Eq. (2.18).

Then,

1. for random graph $G_a$, we have
   \[ L_a(a, k, D) \leq c_k \left( \left( \frac{n}{M} \right)^{1/4} n^{a_1} \right), \]
   where $a_1 := a - \frac{1}{2}$ is such that $\left( \frac{n}{M} \right)^{1/2} n^{-3a_1} \ll 1$.

2. for random graph $G_g(D)$,
   \[ L_g(k, D) \leq c_k \left( \left( \frac{n}{M} \right)^{1/4} n^{a_1} + \frac{d^2}{M} \right). \]

3. moreover,
   \[ L_q(k, D) \leq c_k \left( \left( \frac{n}{M} \right)^{1/4} n^{a_1} + \frac{d^2}{M} \right). \]

Remark. The enumeration method used in Gao et al. [18] compares the random graphs $G_g(D)$ and $G_q$. Whereas, throughout this paper, we place the random graph $G_g(D)$ in comparison with the random graph $\tilde{G}(D)$, which comes from the maximum entropy. The previous theorem shows the relevance of the combinatorial method with respect to the general form by showing that $\tilde{p}_{ij} \simeq q_{ij}$ (that is when $k = 2$).

Remark. Note that $\sum_{j=1}^n q_{ij} \neq d_i$, so the point $q = (q_{ij})$ is not on the polytope $P^D$. However, the condition $d^2 = o(M)$ demonstrates that this point is close to this polytope. In addition, the proof of the theorem depends on the combinatorial result of [27], so the condition $d^2 = o(M)$ is necessary.

2.7. Bipartite graphs with an exact degree sequence: In this section, we deal with bipartite graphs with a given degree sequence. Bipartite means that our graph has two vertex sets, namely set 1 and 2, and that there are no edges in between any two vertices of the same set. The advantage of the bipartite graphs is that Conjecture 2.18 holds, which is the subject of a paper of Barvinok [1].

They studied the number of 0-1 matrices with given row and column sums that are related to the problem of asymptotic enumeration for bipartite graphs, and the correspondence is given by the adjacency matrix of the graphs. This provides a way to state our results with no extra assumptions.

Let us start with a convention. We denote the parameters corresponding to each set of vertices by a number, either 1 or 2, in the subindex. Now, consider two integer vectors of $D_1 = (d_{i,1}, \ldots, d_{i,n_i})$, for $i = 1, 2$, and $d_{i,1} \leq \cdots \leq d_{i,n_i}$. We say a bipartite graph has degree sequence $(D_1, D_2)$, if the degree sequence of the first vertex set is $D_1$ and the degree sequence of the second set is $D_2$. Let $n := n_1 + n_2$ be the total number of vertices, and denote the set of all bipartite graphs with a given degree sequence $(D_1, D_2)$ by $\mathcal{G}^{D_1, D_2}$. The condition $\sum_i d_{1,i} = \sum_j d_{2,j}$ is enough to assure that $\mathcal{G}^{D_1, D_2}$ is non-empty.

Since the nature of a bipartite graph does not allow it to have some of the edges or some of the trees as its subgraph, we should change our entropy function slightly and restrict our set of connected trees. Therefore, while the setup for bipartite graphs is a little bit different from previous cases, the ideas are the same. We state some definitions.
Definition 2.26. Let us denote by $\mathcal{T}_b(k,n)$ the ordered trees $(s,T)$ in $S^k_n \times T^k$ such that $s(T)$ does not have any edges with both ends in either set 1 or set 2.

Definition 2.27. We let $\mathcal{G}_b(D_1,D_2)$ be the random bipartite graph with a given degree sequence $(D_1,D_2)$ that is uniformly chosen from the set $\mathcal{G}^{D_1,D_2}$. Also, for $(s,T) \in \mathcal{T}_b(k)$, let

$$p_b(s,T) = E \left[ 1_s(T,\mathcal{G}_b(D_1,D_2)) \right],$$

where $1_s(T,G)$ is defined in (2.20). We do not show the dependency of $p_b$ on $D_1$ and $D_2$ since it is understood.

For the maximum entropy we have the following new definition.

Definition 2.28. Let us consider the polytope $\mathbb{P}^{D_1,D_2}$ of matrices $X = (x_{ij})$ such that $\sum_{j=1}^{n_1} x_{ij} = d_{i,1}$ for $1 \leq i \leq n_1$, and $\sum_{i=1}^{n_2} x_{ij} = d_{2,j}$ for $1 \leq j \leq n_2$, and $0 \leq x_{ij} \leq 1$ for all $i,j$. Also, define the entropy function for matrix $X = (x_{ij})$ as

$$H_2(x) = \sum_{i,j} H(x_{ij}) \text{ where } H(x) = -x \ln(x) - (1-x) \ln(1-x).$$

The entropy function $H_2(x)$ is strictly convex, hence, if the polytope $\mathbb{P}^{D_1,D_2}$ has a non-empty interior, then the function $H_2(x)$ takes its maximum at some point $\bar{p} \in \mathbb{P}^{D_1,D_2}$.

Definition 2.29. Consider the maximum entropy $\bar{p} = (\bar{p}_{ij})_{i,j}$, where $1 \leq i \leq n_1$, and $1 \leq j \leq n_2$. This time, we define the random graph $\tilde{G}(D_1,D_2)$ as a random graph that has independent Bernoulli random edges with probability $\bar{p}_{ij}$s, and let

$$\bar{p}(s,T) = E \left[ 1_s(T,\tilde{G}(D_1,D_2)) \right].$$

Note that for the random graph $\tilde{G}(D_1,D_2)$, there are no edges between the two vertices of set 1 or two vertices of set 2.

Theorem 2.30. Suppose that the polytope $\mathbb{P}^{D_1,D_2}$ has a non-empty interior, and define

$$L_b(k,D_1,D_2) := \frac{1}{M} \sum_{(s,T) \in \mathcal{T}_b(k,n)} \frac{1}{\psi(s,T,D)} |p_b(s,T) - \bar{p}(s,T)|,$$

where we used the notations in Theorem 2.11 and $p_b(s,T)$ is defined in Eq. (2.20), and $D = (D_1,D_2)$. Then, we obtain

$$L_b(k,D_1,D_2) \leq c_b \left( \frac{n \log(n)}{M} \right)^\frac{1}{2}.$$

Remark 2.31. Note that we are able to prove the above result in almost the full generality, whereas in Conjecture 2.19, we needed an extra lower bound, which is discussed in Remark 2.20. Moreover, it is also possible to formulate the counter part of Theorem 2.11 for bipartite graphs and prove it without any extra condition. However, that is a repetition of the previous work and so we skip it.
Remark 2.32. We observe that strict Erdős-Gallai conditions reduce to a much simpler equations in the case of bipartite graphs. However, dealing with that technicality is out of the scope of this paper, and we simply assume that \( \mathbb{P}^{D_1, D_2} \) has a non-empty interior.

2.8. Open questions. Here we list a couple of questions.

**Question 1.:** Can we prove our results under fewer assumptions? In particular, is it possible to drop the last two parts of Definition 2.3 and only use the Erdős-Gallai conditions for our theorems? (see Conjecture 3.13)

**Question 2.:** What can be said about triangle-counting in the sparse random graph \( G \) with a given degree sequence \( D \)? How about other subgraphs?

**Question 3.:** What is the correct way of counting the subgraphs? In the sense that, can we define a metric or a topology for the space of sparse graphs using the weighted subgraph counts?

**Question 4.:** If the answer to the previous question is yes, are there any limiting objects under that metric?

**Question 5.:** Is there any way to define a limiting object for graphs with a given degree sequence using the maximum entropy?

3. Proofs

The rest of the paper is organized as follows. In Section 3.1, we prove Theorems 2.16 and Theorem 2.11. For that, we use Theorem A.1 that is presented at the appendix with its proof. In Section 3.3, we see the proof of Remark 2.20. Then we prove Theorems 2.23, 2.25, and 2.30 in Sections 3.4, 3.5, and 3.6 respectively. We also use the notations in Sections 2.1 and 2.2 frequently.

3.1. Graph with an almost given degree sequence. The aim of this section is to present the proof of Theorem 2.11, which will be completed in Subsection 3.1.2. Theorem 2.16 is required for this goal, so we start with a proof of that.

3.1.1. Proof of Theorem 2.16: We see a few lemmas, and then the proof of Theorem 2.16

**Lemma 3.1. (Upper bound).** Let \( T \in T^k \) and \( G \in G^D \). If

\[
F(T, G) = \sum_s \frac{1}{\psi(s, T, G)} \prod_{e = (u_1, u_2) \in E(T)} 1_{(s(u_1), s(u_2)) \in E(G)}(G),
\]

then \( F(T, G) \leq M \).

**Proof.** We prove it by induction on the size \( k \) of the tree. We show that for any tree \( T \) with \( k \) vertices there is a tree \( T' \) with one vertex less such that

\[
F(T, G) \leq F(T', G),
\]

for all \( G \). Take any leaf \( u_1 \) of the tree, and suppose that \( u_1 \) is linked to \( u_2 \) by an edge. Note that \( b_{u_1} = 1 \). Let \( T_{k-1} \) be the tree obtained by deleting \( u_1 \) and the linking edge. If we have already chosen \( s(u) \) for \( u \in T_{k-1} \), then we can first do the summation

\[
\sum_x 1_{(s(u_2), x) \in E(G)}(G) \leq d_{s(u_2)}.
\]
The degrees for the vertices in the new tree \( T' \) are all the same as in \( T \) except for \( u_2 \), and \( b_{u_2} \) is reduced by 1. Therefore
\[
F(T_k, G) \leq F(T_{k-1}, G),
\]
and \( F(T_2, G) = M \). \( \square \)

**Lemma 3.2. (Lower bound).** For \( F, T \) and \( G \), as in the previous lemma,
\[
F(T, G) \geq M - \frac{nk(k-1)}{2}.
\]

*Proof.* Let \( v \) be any leaf of \( T \), and let \( u \) be such that \( \langle u, v \rangle \) is the only edge of \( v \). Since at most \( k-1 \) possible edges from \( s(u) \) could lead to vertices of \( \mathcal{V}(s(T)) \backslash \{s(v)\} \), we write the inequality
\[
\sum_{\{x: x \neq s(v'), \forall v' \in \mathcal{V}(T), v' \neq v\}} 1_{\{s(u), x\} \in \mathcal{E}(G)}(G) \geq d_{s(u)} - (k-1).
\]
This provides a recurrence relation
\[
F(T_{k-1}, G) - F(T_k, G) \\
\leq (k-1) \left[ \sum_s \frac{1}{d_{s(u)}} \sum_{s(T_{k-1}, G)} \frac{1}{e=(u_1, u_2) \in E(T_{k-1})} 1_{\{s(u_1), s(u_2)\} \in \mathcal{E}(G)} \right],
\]
where \( T_{k-1} = T_k \) when we remove \( v \) and the edge attached to it from \( T_k \). Let us denote by \( H(T_{k-1}, G) \) the right hand side of the above formula. Now, we can bound \( H(T_{k-1}, G) \), as in the previous lemma, So, there is a tree \( T_k \) such that
\[
H(T_{k-2}, G) \leq H(T_{k-1}, G).
\]
Continuing with that procedure, we can also assume without loss of generality that \( u \) is the last vertex to be removed, i.e. \( T_1 = \{u\} \) in the sequence. Now the upper bound can be estimated and the last step is \( \sum_i 1 = n \), rather than \( \sum_i d_i = M \), because of the extra term \( \frac{d_{s(u)}}{d_{s(u)}} \) in \( H \). Providing us with the estimate
\[
F(T_{k-1}, G) - F(T_k, G) \leq (k-1)n,
\]
Which yields
\[
F(T, G) = F(T_k, G) \geq M - \frac{nk(k-1)}{2}.
\] \( \square \)

If we use the degree sequence \( \{d_i\} \) in the definition of the B-function while the actual degrees are some what different \( \{\tilde{d}_i\} \) that satisfies
\[
|d_i - \tilde{d}_i| \leq cd_i^2,
\]
i.e. \( G \in G^D_n \) then we need an error bound on the difference
\begin{equation}
Z_k = \sum_s \prod_{u \in \mathcal{V}(T)} \left[ \frac{1}{d_{s(u)}} \right]^{b_u-1} - \prod_{u \in \mathcal{V}(T)} \left[ \frac{1}{\tilde{d}_{s(u)}} \right]^{b_u-1} \prod_{\langle u_1, u_2 \rangle \in \mathcal{E}(T)} 1_{\{s(u_1), s(u_2)\} \in \mathcal{E}(G)}(G),
\end{equation}
where
\[
1_s(T, G) = \prod_{\langle u_1, u_2 \rangle \in \mathcal{E}(T)} 1_{\{s(u_1), s(u_2)\} \in \mathcal{E}(G)}(G).
\]
Lemma 3.3. For $Z_k$ as in Eq. (3.1), we have
$$Z_k \leq c k M^a n^{1-a}.$$  
Proof. Summing over choices of $s(u_1)$ where $u_1$ is a leaf connected through the vertex $u_2$,
$$Z_k \leq \sum_s \left| \prod_{u \in V(T_k)} \frac{1}{[d_s(u)]^{b_u-1}} - \prod_{u \in V(T_k)} \frac{1}{[\tilde{d}_s(u)]^{b_u-1}} \right| 1_s(T_k, G)$$
$$\leq \sum_s \frac{\tilde{d}_s(u_2)}{d_s(u_2)} \prod_{u \in V(T_k)} \frac{1}{[d_s(u)]^{b_u-1}} - \prod_{u \in V(T_k)} \frac{1}{[\tilde{d}_s(u)]^{b_u-1}} \right| 1_s(T_k-1, G)$$
$$\leq Z_{k-1} + \sum_s 1_s(T_{k-1}, G).$$
Let us concentrate on the second term. We can assume with out loss of generality that $\tilde{d}_v \leq c d_v$ for all $v \in G$. Then, since $b(u) \geq 1$,
$$Z_k \leq Z_{k-1} + c \sum_{u \in V(T_k)} \frac{\tilde{d}_s(u_2)}{[\tilde{d}_s(u)]^{b_u-1}} 1_s(T_k-1, G).$$
Successive summation ends up with $T_1 = \{ u_2 \}$. That leaves us with
$$Z_k \leq Z_{k-1} + c \sum_u \tilde{d}_u,$$
and
$$\sum_u \tilde{d}_u \leq c \sum_u d_u \leq c M^a n^{1-a}.$$ Summing up, we get
$$Z_k \leq c k M^a n^{1-a}.$$

Proof of Theorem 2.10. Using the previous three lemmas, and for the random graph $G_a$ with an almost given degree sequence $D$ that is uniform over all graphs in $G_a^D$, we write
$$F(T) := \frac{1}{M} \cdot E \left[ \sum_s \prod_{u \in V(T)} \frac{1}{[d_s(u)]^{b_u-1}} 1_s(T, G_a) \right]$$
$$= \frac{1}{M} \cdot E_a \left[ \sum_s \prod_{u \in V(T)} \frac{1}{[d_s(u)]^{b_u-1}} 1_s(T, G_a) \right]$$
$$= 1 + O \left( \frac{n}{M} \right) + O \left( \left( \frac{n}{M} \right)^{1-a} \right),$$
where the constant in the $O$ notation depends on $k$ as $n$ goes to infinity. Recall from Cayley’s theorem that $\Pi^k$ has $k^{(k-2)}$ elements. Thus,

$$\frac{1}{M} \sum_{(s,T) \in \mathcal{S} \times \Pi^k} \frac{1}{\psi(s,T,D)} p_a(s,T) = k^{(k-2)} + O\left(\frac{n^a}{M}\right) + O\left(\left(\frac{n}{M}\right)^{1-a}\right).$$

We notice that $k$ is constant as $n$ goes to infinity, and that $\frac{1}{2} \leq a < 1$.

For the second part and for the random graph $\tilde{G}(D)$ with independent Bernoulli edges and parameters $\tilde{p}_{ij}$, we observe that

$$E\left[\mathbf{1}_s(T,\tilde{G}(D))\right] = \prod_{(u_1,u_2) \in \mathcal{E}(T)} E\left[\mathbf{1}_{s(u_1),s(u_2)} \in \mathcal{E}(\tilde{G}(D))\right] \tilde{p}_{s(u_1),s(u_2)} = \prod_{(u_1,u_2) \in \mathcal{E}(T)} \tilde{p}_{s(u_1),s(u_2)}.$$

In addition, $d_i = \sum_{j \in [n]\{i\}} \tilde{p}_{i,j}$. Incorporating these two estimates in the proof from previous part we get the second part, and third part of the theorem is the combination of the first two parts and $a > \frac{1}{2}$. □

Now, we are ready to prove the only remaining result of Section 2.3.

3.1.2. Proof of Theorem 2.11. First, we prove Proposition 2.1 and a series of Lemmas that are all required for the proof of Theorem 2.11. Lemma 3.8 is important because it is related to the technical condition given in the theorem. In addition, we prove Theorem 2.11 under weaker assumptions that are conjectured to hold. Furthermore, here and in the pages that follow, $c$ plays the role of a general constant, and $c_k$ is a constant that depends on $k$.

**Proof of Proposition 2.1.** Suppose that the vector $D$ satisfies the strict Erdős-Gallai condition, then lemma (12.2) in [1] implies that the polytope $\mathcal{P}^D$ has a non-empty interior. The reverse direction has two steps, and we assume that $\mathcal{P}^D$ has a non-empty interior. First, an argument of Lagrange multipliers shows a relation between parameters $\tilde{p}_{ij}$s (for details look at the beginning of the proof of Theorem 2.1, [1]). It is easy to see that the entropy function $H_1(x)$ is strictly concave. The polytope $\mathcal{P}^D$ is compact and $H_1$ attains its unique maximum $\tilde{p} = (\tilde{p}_{ij})$. Moreover, $\tilde{p}$ is in the interior of $\mathcal{P}^D$, $0 < \tilde{p}_{ij} < 1$. Therefore, the gradient of $H_1$ should be perpendicular to $\mathcal{P}^D$, so there is a vector $\tilde{x} \in \mathbb{R}^n$ such that,

$$\partial_{ij} H_1 = \log \left(\frac{1-x_{ij}}{x_{ij}}\right) = \lambda_i + \lambda_j.$$

If we let

$$r_i = e^{-\lambda_i},$$

and rewrite (3.2) in terms of $r_i$s, then we get for every $i$ and $j$,

$$\tilde{p}_{ij} = \frac{r_i r_j}{1 + r_i r_j}.$$

The point $\tilde{p}$ is a point in $\mathcal{P}^D$, so for every $i \in [n]$,

$$d_i = \sum_{k \neq i} \frac{r_i r_k}{1 + r_i r_k}.$$
Second, we use the above relation to get (2.2). We expand the left hand side of (2.2) in terms of $\tilde{p}_{ij}$ and get

$$
\sum_{i=n-k+1}^{n} d_i = \sum_{i=n-k+1}^{n} \sum_{\substack{l > n-k \setminus \{i\}}} \frac{r_l r_i}{1 + r_l r_i}
$$

$$
= \left( \sum_{i=n-k+1}^{n} \sum_{l > n-k} + \sum_{i=n-k+1}^{n} \sum_{l \leq n-k} \right) \frac{r_i r_l}{1 + r_i r_l}.
$$

Now, the first sum has at most $k(k-1)$ terms and each term is strictly less than one. Again for any $l$ in the second term, we have $\sum_{i=n-k+1}^{n} \frac{r_i r_l}{1 + r_i r_l} < k$, and $\sum_{i=n-k+1}^{n} \frac{r_i r_l}{1 + r_i r_l} \leq \sum_{i \neq l} \frac{r_i r_l}{1 + r_i r_l} = d_l$. Therefore, the sum is less than or equal to $\min \{k, d_l\}$, and

$$
\sum_{i=n-k+1}^{n} d_i < k(k-1) + \sum_{l=1}^{n-k} \min \{k, d_l\}.
$$

$\square$

Recall from Section 2.1 that the random graph $\tilde{G}(D)$ is a collection of independent Bernoulli random edges with parameter $\tilde{p}_{ij}$, and we just showed that $
\tilde{p}_{ij} = \frac{r_i r_j}{1 + r_i r_j}$, where $r_i$s are the same as in the past proof. Moreover, we remember that $G_a(a, D)$ is drawn uniformly out of $\mathcal{G}_a$. The following lemma and propositions deal with changing the underlying measure of $G_a(a, D)$ to that of $\tilde{G}(D)$.

**Proposition 3.4.** Let us suppose that $\tilde{p}_{ij}$s satisfy $\delta \leq \tilde{p}_{ij} \leq 1 - \delta$, for $i, j \in [n]$, and some $\delta > 0$. Then, for large values of $n$, we have

$$
P\left( \tilde{G}(D) \in \mathcal{G}_a \right) > e^{-10C_1(D)},
$$

where,

$$(3.5)$$

$$C_1(D) := |\log(\delta)| \cdot n \cdot \log \frac{\bar{a}}{a_1} (n),$$

and $a_1 := a - \frac{1}{2}$.

**Proof.** The proof is long, and we leave it for the next section. $\square$

**Lemma 3.5.** For a graph $G$ with the degree sequence $D(G) = (d_1(G), \cdots, d_n(G))$, we have

$$
P\left( \tilde{G}(D) = G \right) = \frac{\prod_{i=1}^{n} r_i^{d_i(G)}}{\prod_{i<j} (1 + r_i r_j)}.
$$

**Proof.** Let $V$ and $E$ be the vertex and edge sets of $G$, then

$$(3.6)$$

$$P\left( \tilde{G}(D) = G \right) = \prod_{(i,j) \in E} \tilde{p}_{ij} \prod_{(i,j) \notin E} (1 - \tilde{p}_{ij})
$$

$$
= \prod_{(i,j) \in E} \frac{r_j r_i}{1 + r_j r_i} \prod_{(i,j) \notin E} \frac{1}{1 + r_j r_i}
$$

$$
= \frac{\prod_{(i,j) \in E} r_j r_i}{\prod_{i<j} (1 + r_i r_j)}.
$$
Proposition 3.6. For any subset $A$ of $\mathbb{G}_a^D$, we have,

$$P\left(\mathcal{G}_a(a, D) \in A\right) \leq e^{2C_2(D)} \frac{P\left(\tilde{\mathcal{G}}(D) \in A\right)}{P\left(\tilde{\mathcal{G}}(D) \in \mathbb{G}_a^D\right)},$$

where

$$C_2(D) := \sum_{i=1}^{n} d_i^a |\log(r_i)|. \tag{3.7}$$

Proof. Define $\bar{P}_{\min} := \min_{G \in \mathbb{G}_a^D} P\left(\tilde{G} = G\right)$ and $\bar{P}_{\max} := \max_{G \in \mathbb{G}_a^D} P\left(\tilde{G} = G\right)$, and let $\bar{P}_{\min}$ and $\bar{P}_{\max}$ be achieved for graphs $G_1$ and $G_2$ with degree sequences $D(G_1)$ and $D(G_2)$. In addition, because $D(G_1)$ and $D(G_2)$ are in $\mathbb{G}_a^D$,

$$|d_i(G_1) - d_i(G_2)| \leq |d_i(G_1) - d_i| + |d_i - d_i(G_2)| \leq 2d_i^a,$$

and based on the previous lemma,

$$\left|\log\left(\frac{\bar{P}_{\max}}{\bar{P}_{\min}}\right)\right| = \sum_{i=1}^{n} \left|\left(d_i(G_1) - d_i(G_2)\right) \log(r_i)\right|$$

$$\leq 2 \sum_{i=1}^{n} d_i^a |\log(r_i)| = 2C_2(D). \tag{3.8}$$

Now, for any graph $G \in A$, we have

$$P\left(\mathcal{G}_a(a, D) = G\right) = \frac{1}{|\mathbb{G}_a^D|} \leq \frac{1}{\bar{P}_{\min}} \frac{P\left(\tilde{\mathcal{G}}(D) = G\right)}{|\mathbb{G}_a^D|}.$$

Furthermore, $P\left(\tilde{\mathcal{G}}(D) \in \mathbb{G}_a^D\right) \leq \bar{P}_{\max} \cdot |\mathbb{G}_a^D|$, so

$$P\left(\mathcal{G}_a(a, D) \in A\right) \leq \frac{\bar{P}_{\max}}{\bar{P}_{\min}} \frac{1}{P\left(\tilde{\mathcal{G}} \in \mathbb{G}_a^D\right)} P(\tilde{\mathcal{G}} \in A) \leq \frac{e^{2C_2(D)}}{P\left(\tilde{\mathcal{G}} \in \mathbb{G}_a^D\right)} P\left(\tilde{\mathcal{G}} \in A\right),$$

where $\tilde{\mathcal{G}} = \tilde{\mathcal{G}}(D).$ \hfill $\square$

We continue with a lemma that investigates some properties of $r$-tuples that are required frequently throughout this section.

Lemma 3.7. We suppose that $d_1 \leq \cdots \leq d_n$, then,

a) $r_1 \leq \cdots \leq r_n$,

b) and $r_1 r_n > \frac{1}{n}$.

c) If $r_k \geq 1$, for some $1 \leq k \leq n$, then $r_k+1/r_k < n^4$.

d) If $r_k > n^2$, for some $1 \leq k \leq n$, then $\sum d_i \leq \frac{1}{2} M$, where the sum is over $1 \leq i \leq n - d_k - 1$.

Proof. We leave the proof for Appendix B. \hfill $\square$
Lemma 3.8. Suppose that the vector $D$ is a strict graphic sequence of type $(\varepsilon, \nu)$ as in Definition 2.7. Then,

$$\max \{ C_1(D), C_2(D) \} \leq 8 \cdot n^{\varepsilon - \nu - \frac{1}{2}} \cdot M \cdot \log(n),$$

where $C_1(D)$ and $C_2(D)$ are defined in Eq. (2.5) and (3.7), respectively, and $\frac{1}{2} < a < \frac{1}{4} + \frac{1}{2}$.

Proof. Let $A_k := \{ n - d_k, \ldots, n \}$, and recall that

$$\ell(D) := \max \left\{ k \in [n] \mid \sum_{i \in A_k} d_i \leq \frac{M}{2} \right\},$$

as in Eq. (2.5). Correspondingly, if we denote $\ell(D)$ by $\ell$, then we have $\sum_{i \in A_k} d_i \leq \frac{M}{n}$, and $\sum_{i \in A_{k+1}} d_i \geq \frac{M}{n}$. Now, part d of Lemma 3.7 implies that $r_1 \leq n^2$. By part a of the same lemma, we get $d_i = d_{i+1}$, whenever $r_i = r_{i+1}$. Therefore, the set $I := \{ r_i \mid i \geq \ell \}$ of distinct values among $r_1, \ldots, r_n$ can be at most the distinct values among $d_1, \ldots, d_n$ and has at most $d_n - d_\ell + 1$ elements. Again, by part c of that lemma, each $r_i$ is either less than or can exceed the previous one by at most $n^4$, hence

$$\log(r_n) \leq \log(n) \cdot (2 + 4(d_n - d_\ell)).$$

Finally, part b of that lemma gives a lower bound for $r_1$ that is

$$-\log(r_1) \leq \log(n) \cdot (3 + 4(d_n - d_\ell)).$$

Combining the previous equations and part a of Lemma 3.7, we have

$$\log(r_1) < 4 \cdot \log(n) \cdot (d_n - d_\ell + 1).$$

We note that $\tilde{p}_{ij} = \frac{r_ir_j}{1 + r_ir_j}$, for $1 \leq i < j \leq n$, and we write

$$\delta_{ij} := \min \left\{ \frac{r_ir_j}{1 + r_ir_j}, \frac{1}{1 + r_ir_j} \right\}.$$ 

Then, $|\log(\delta_{ij})| \leq \log(2) + |\log(r_i)| + |\log(r_j)|$. Since $r_i,r_s$ are increasing (Lemma 3.7), and by Eq. (3.10) and (3.11), we have $|\log(\delta_{ij})| \leq 8 \log(n) \cdot (d_n - d_\ell + 1)$.

According to Assumption 2.7, $(d_n - d_\ell)$ is bounded by $\sqrt{\frac{M}{n}} n^{-\nu}$, and $M \geq n^{1+\varepsilon}$. Hence, for $\delta = \min_{i,j} \delta_{ij}$,

$$C_1(D) = |\log(\delta)| \cdot n \cdot \log^{\frac{1}{n}}(n) \leq 8 \sqrt{\frac{M}{n}} n^{-\varepsilon} \cdot n \cdot \log^{\frac{1}{n}+1}(n) \leq 8M \cdot n^{-\varepsilon} \log^{\frac{1}{n}+1}(n).$$

Therefore, for large enough $n$, $C_1(D)$ is less than $8 \cdot M \cdot n^{-\nu}$.

Next, we apply Eq. (3.12) for $C_2(D)$ to get

$$C_2(D) = \sum_{i=1}^{n} d_i^2 |\log(r_i)| < 4 \cdot \log(n) \cdot (d_n - d_\ell + 1) \sum_{i=1}^{n} d_i^2.$$
An application of Holder inequality gives the bound $n \cdot \left(\frac{M}{n}\right)^a$ for the term $\sum_{i=1}^{n} d_i^a$ in the above equation. Thus,

$$C_2(D) < 4 \cdot \log(n) \cdot (d_n - d_\ell + 1) \cdot n \cdot \left(\frac{M}{n}\right)^a$$

(3.13)

$$\leq 4 \cdot \log(n) \cdot n^{-\nu} \cdot \sqrt{\frac{M \cdot n}{n}} \cdot \left(\frac{M}{n}\right)^a$$

$$= 4 \cdot \log(n) \cdot n^{-\nu} \cdot M \cdot \left(\frac{M}{n}\right)^{a-\frac{1}{2}}$$

Since $M \leq n^2$, we get $C_2(D) = 4 \cdot n^{a-\nu - \frac{1}{2}} \cdot M \cdot \log(n)$. □

**Proposition 3.9.** Suppose that $A$ is a subset of $\mathbb{S}_n^k \times \mathbb{T}^k$, then

$$P \left( \left| \sum_{(s,T) \in A} \frac{1}{\psi(s,T,D)} \left(1_s(T,\tilde{G}(D)) - \tilde{p}_s(T,\tilde{G}(D)) \right) \right| > \mu \epsilon \right) \leq e^{-(\alpha M)\epsilon^2}$$

where

$$\mu := \frac{1}{M} \sum_{(s,T) \in A} \frac{1}{\psi(s,T,D)} \tilde{p}(s,T),$$

and again,

$$\tilde{p}(s,T) := E \left[ 1_s(T,\tilde{G}(D)) \right],$$

and $M = \sum_{i=1}^{n} d_i$.

We borrow an idea from Janson’s paper [21] to build a concentration result for the proof of the above lemma. However, the proof of our concentration inequality is rather long and is left for Appendix A. Next, we state some notations and the proof of Lemma 3.9.

Remember form the beginning of Section 3.1 that an ordered tree is a combination of an injective function and a tree, i.e. $(s,T) \in T^k \times \mathbb{S}^k$, and the tree is understood as the image of $T$ under $s$. We wish to define the union of such ordered trees.

**Definition 3.10.** We consider two ordered trees $(s_1, T_1)$ and $(s_2, T_2)$ of size $k_1$ and $k_2$, respectively, whose edge sets intersect i.e. $\mathcal{E}(s(T_1)) \cap \mathcal{E}(s(T_2)) \neq \emptyset$. We define their wedge sum as follows: we let $H$ be the union of edges of the graphs $s_1(T_1)$ and $s_2(T_2)$, with vertex set

$$V := V(s_1(T_1)) \cup V(s_2(T_2)) = \{w_1, \cdots, w_{k_3}\} \subseteq \{1, \cdots, n\},$$

for some integer $k_3$, and we ordered $w_i$s according to their order in $\{1, \cdots, n\}$. Then, we fix a common edge $e$ of $s_1(T_1)$ and $s_2(T_2)$, i.e. an edge $e \in \mathcal{E}(s_1(T_1)) \cap \mathcal{E}(s_2(T_2))$. For any vertex $v \in V(s_1(T_1)) \cap V(s_2(T_2))$ that is not the end point of any edges of $\mathcal{E}(s_1(T_1)) \cap \mathcal{E}(s_2(T_2))$, there is a path $P_v$ that attaches $v$ to the edge $e$ with edges in the tree $s_2(T_2)$. We let $v, v_1$ be the first edge in that path, and we erase it. Since $v \in V(s_1(T_1))$, $v$ is still connected to $e$ through the edges of $s_1(T_1)$, and also, the vertex $v_1$ is connected to the edge $e$ via the rest of the path $P_v$. Therefore, our resulting graph is connected.

For any remaining loop, we delete an edge of it that lays in $\mathcal{E}(s_2(T_2)) \setminus \mathcal{E}(s_1(T_1))$, and we continue this process until all loops are exhausted. This does not make our
graph disconnected, since we only erase one edge from a loop. Let $H'$ be the reduced version of $H$.

Next, we define $s_3 : [k_3] \to [n]$ as $s(i) = w_i$, for $1 \leq i \leq k_3$, and we let $T_3$ be a connected tree with $k_3$ vertices such that $s_3(T_3)$ is $H'$. Then, $(s_3, T_3)$ is the wedge sum of $(s_1, T_1)$ and $(s_2, T_2)$, and we use the notation

$$(s_3, T_3) := (s_1, T_1) \lor (s_2, T_2).$$

**Remark 3.11.** Note that the wedge sum is not an injective function. Suppose we are given the wedge sum $(s_3, T_3)$, and we would like to retrieve the two ordered trees $(s_1, T_1)$ and $(s_2, T_2)$. A simple but crude bound on the number of such pairs of ordered trees is $2^{k_3 \cdot (k_3 - 1)} \cdot (k_3!)^2$. But we erased an edge from any of these vertices, due to our construction. That completes the proof.

**Lemma 3.12.** For any $G \in \mathbb{G}_n,$

$$(3.14) \quad \psi(s_3, T_3, G) \leq \psi(s_1, T_1, G) \psi(s_2, T_2, G),$$

where $(s_3, T_3) = (s_1, T_1) \lor (s_2, T_2).$

**Proof.** Recall that the $B$-function is

$$\psi(s, T, G) = \prod_{u \in V(T)} d_{s(u)}^{-1},$$

where $D = (d_i)_{i \in [n]}$ is the degree sequence of $G$, and $b_u$ is the degree of a vertex $u$ in the graph $T$. In addition, for $w \in V := V(s_3(T_3))$ and $i \in \{1, 2, 3\}$, we let $c_i(w)$ be the degree of $s_{i-1}^{-1}(w)$ in $T_i$ if that exists, and 1 otherwise, i.e. $c_i(w) = \max \{b_{s_{i-1}^{-1}(w)} - 1, 1\}$. Therefore, we can rewrite the $B$-function as

$$\psi(s_i, T_i, G) = \prod_{w \in V} d_{c_i(w)}^{-1}.$$

Now, we only need to show that $c_3(w) + 1 \leq c_1(w) + c_2(w)$. We observe that $s(T_3)$ is the subset of the union of edges of $s(T_1)$ and $s(T_2).$ So, the problem may only arise at a vertex $w$ in $V(s_3(T_1)) \cap V(s_2(T_2))$ that is not the end point of any edges of $E(s_1(T_1)) \cap E(s_2(T_2)).$ But we erased an edge from any of these vertices, due to our construction. That completes the proof.

**Proof of Preposition 3.3.** We are using Theorem A.1 with parameters $\{J_{ij}\} = \{1_{(i,j)}\}, Q = S^k \times T^k$, $\alpha = (s, T) \in A$, and $\omega(s, T) = M \cdot \psi(s, T, D)$. In addition,

$$p_\alpha = E[1_\alpha] = E \left[ 1_{s(T, \overline{G}(D))} \right] = \overline{p}(s, T),$$

and for $S = \sum_{\alpha \in A} \frac{1}{\omega_\alpha} 1_\alpha$,

$$(3.15) \quad \lambda = E[S] = \sum_\alpha \frac{1}{\omega_\alpha} p_\alpha = \frac{1}{M} \sum_{(s, T) \in A} \overline{p}(s, T) = \mu.$$
All we need is to show that $\delta_1$ and $\delta_2$ in the statement of Theorem 3.1 are bounded by $M$, where $c$ is a constant depending on $k$. For $\delta_1$ we have,

\begin{align}
(3.16) \quad \delta_1 &= \frac{1}{\lambda} \sum_{\alpha} \frac{p_{\alpha}}{\omega_{\alpha}^2} \\
&= \frac{1}{\mu} \sum_{(s,T) \in A} \frac{1}{M^2 \psi(s,T,D)} \bar{p}(s,T) \\
&\leq \frac{1}{M^2} \frac{1}{\mu} \sum_{(s,T) \in A} \frac{1}{\psi(s,T,D)} \bar{p}(s,T) \\
&\leq \frac{1}{M}.
\end{align}

For the last step, we used an argument similar to Lemma 3.1 to get

\begin{align}
(3.17) \quad \frac{1}{\mu} \sum_{(s,T) \in A} \frac{1}{\psi(s,T,D)} \bar{p}(s,T) \leq M.
\end{align}

Computing $\delta_2$ needs more work. Two ordered trees are dependent, $s_1(T_1) \sim s_2(T_2)$ ($\alpha \sim \beta$), if they share at least one edge, or $E(s_1(T_1)) \cap E(s_2(T_2)) \neq \emptyset$. We let $\tilde{G} = \tilde{G}(D)$, and $N(s_1,T_1) := \{(s_2,T_2) \mid s_1(T_1) \sim s_2(T_2)\}$. It follows by Lemma 3.12 that

\begin{align}
(3.18) \quad \delta_2 &= \frac{1}{\lambda} \sum_{\alpha} \sum_{\beta \sim \alpha} \frac{1}{\omega_{\alpha} \omega_{\beta}} EI_{\alpha} I_{\beta} \\
&= \frac{1}{\mu M^2} \sum_{(s_1,T_1) \in A} \sum_{(s_2,T_2) \in N(s_1,T_1)} \frac{1}{\psi(s_1,T_1,D) \psi(s_2,T_2,D)} E \left[ I_{s_1(T_1,\tilde{G})} I_{s_2(T_2,\tilde{G})} \right] \\
&\leq \frac{1}{\mu M^2} \sum_{(s_1,T_1) \in A} \sum_{(s_2,T_2) \in N(s_1,T_1)} \frac{1}{\psi(s_3,T_3,D)} E \left[ I_{s_3(T_3,\tilde{G})} \right],
\end{align}

where $(s_3,T_3) = (s_1,T_1) \vee (s_2,T_2)$ in the last sum, and we denote the set of all such ordered trees $(s_3,T_3)$ by $U(s_1,T_1)$. Moreover, for $(s,T) \in \mathbb{S}^j \times \mathbb{T}^j$ and $j > k$, we let $T^{(k)}$ be the restriction of $T$ to its first $k$ vertices and we define

\[ U(s_1,T_1,j) := \left\{ (s,T) \in \mathbb{S}^j \times \mathbb{T}^j \mid s \left(T^{(k)}\right) = s_1(T_1) \right\}. \]

In other words, $U(s_1,T_1,j)$ is the set of ordered trees of size $j$ that are extensions of $(s_1,T_1)$.

Now, the wedge sum tree $(s_1,T_1) \vee (s_2,T_2)$ is in $U(s_1,T_1,j)$, for some $k \leq j \leq 2(k - 1)$. Alternatively, for each element $(s_3,T_3)$ of $U(s_1,T_1,j)$ and by Remark 3.1 the number of pairs $(s_1,T_1)$ and $(s_2,T_2)$ such that $(s_3,T_3) = (s_1,T_1) \vee (s_2,T_2)$ is bounded by $2^{j-(j-1)}(j!)^2$ and, hence, by $2^{2(k-1) - (2k-3)}((2k-2))^2$. Thus, Eq (3.18) goes as
In addition, the second term in eq. (3.20) is bounded by $c_k$, where we put

$$\delta (3.19)$$

of this proposition. Therefore, it follows by Eq. (3.17) that

$$\delta (3.20) = \frac{c_k}{\mu} M^2 2^{(k-1)} \sum_{j=k} \sum_{(s, T) \in A} E \left[ \frac{1}{\psi(s, T, D)} \mathbf{1}_{s_3(T, \tilde{G})} \right],$$

where $c_k$ is a general constant. Let us utilize the same argument as in Lemma 3.3 to see that,

$$\delta (3.20) \leq \frac{c_k}{\mu} M^2 2^{(k-1)} \sum_{j=k} \sum_{(s, T) \in A} E \left[ \frac{1}{\psi(s, T, D)} \mathbf{1}_{s_3(T, \tilde{G})} \right] + c_k M^a n^{1-a}.$$  

For the first term in the above equation, we use an idea similar to Lemma 3.1. So we obtain the following uniform bound for $k \leq j \leq 2(k-1)$,

$$F(s_1, T_1, G) := \sum_{(s_3, T_3) \in U(s_1, T_1, j)} E \left[ \frac{1}{\psi(s_3, T_3, G)} \mathbf{1}_{s_3(T_3, G)} \right] \leq \frac{1}{\psi(s_1, T_1, G)} \mathbf{1}_{s_1(T_1, G)}.$$  

In addition, the second term in eq. (3.20) is bounded by $\frac{c_k}{\mu} M^2$, because $n < M$ and $a < 1$. Therefore,

$$\delta (3.20) \leq \frac{c_k}{\mu} M^2 2^{(k-1)} \sum_{j=k} \sum_{(s, T) \in A} E \left[ \frac{1}{\psi(s_1, T_1, G)} \mathbf{1}_{s_1(T_1, \tilde{G})} \right]$$

$$\leq \frac{c_k}{\mu} M^2 \sum_{(s, T) \in A} E \left[ \frac{1}{\psi(s_1, T_1, G)} \mathbf{1}_{s_1(T_1, \tilde{G})} \right],$$

where we put $2(k-1) - k = k - 2$ into the general constant. Again, we change $\psi(s_1, T_1, \tilde{G})$ back to $\psi(s_1, T_1, D)$, where by Lemma 3.3, it costs us another $c_k M^a n^{1-a} \leq c_k M$. Thus, it follows by Eq. (3.17) that

$$\delta (3.20) \leq \frac{c_k}{\mu} M^2 \sum_{(s, T) \in A} E \left[ \frac{1}{\psi(s_1, T_1, D)} \mathbf{1}_{s_1(T_1, \tilde{G})} \right] + M$$

$$\leq \frac{c_k}{M}.$$

This upper bound and Eq. (3.16), along with Theorem A.1, complete the proof of the proposition.

Now, we can prove Theorem 2.11.

**Proof of Theorem 2.11.** The first step is to split the trees into two sets, $A^+$ and $A^-$, and show that it suffices to prove the statement for one of the sets like $A^-$. We let

$$A^+ := \{(s, T) \in \mathcal{S}^k \times \mathcal{T}_k | \alpha_s(s, T) - \bar{p}(s, T) \geq 0\},$$

and

$$\mu^+ := \sum_{(s, T) \in A^+} E \left[ \frac{1}{\psi(s, T, D)} \bar{p}(s, T) \right] = \sum_{(s, T) \in A^+} E \left[ \frac{1}{\psi(s, T, D)} \mathbf{1}_{s_1(s, T)} \right],$$

and
and

\[ A^{-} := \left\{ (s, T) \in S^{k} \times T^{k} \big| \mathbb{P}_{a} (s, T) - \mathbb{P} (s, T) < 0 \right\}, \]

and we define \( \mu^{-} \) similarly. Theorem 2.16 states that

\[ \mu^{+} + \mu^{-} = \sum_{(s, T) \in S^{k} \times T^{k}} \frac{1}{\psi(s, T, D)} \mathbb{P} (s, T) = C^{k-2} + O \left( \left( \frac{M}{n} \right)^{1-a} \right). \]

We let

\[ I^{+} := \sum_{(s, T) \in A^{+}} \frac{1}{\psi(s, T, D)} (\mathbb{P}_{a} (s, T) - \mathbb{P} (s, T)) , \]

and \( I^{-} \) correspondingly. Combining part 3 of Theorem 2.16 with the above equation, we get

\[ I^{+} = I^{-} + O \left( \left( \frac{M}{n} \right)^{1-a} \right). \]

Thus,

\[ L_{a} (a, k, D) := \sum_{(s, T) \in S^{k} \times T^{k}} \frac{1}{\psi(s, T, D)} |\mathbb{P}_{a} (s, T) - \mathbb{P} (s, T)| \]

\[ = 2I^{-} + O \left( \left( \frac{M}{n} \right)^{1-a} \right). \]

(3.21)

We let \( a_{1} := a - \frac{1}{2} \) and, by the hypothesis of the theorem, we get \( 0 < a_{1} < \frac{\nu}{4} \). We also recall form Assumption 2.7 that \( \left( \frac{M}{n} \right)^{1-a} < n^{-\nu} \). Taking into account that \( M < n^{2} \), it follows that \( \left( \frac{M}{n} \right)^{1-a} \leq n^{-\nu+3a_{1}} \). Now, we may assume that \( \mu^{-} \geq n^{-\nu+3a_{1}} \), otherwise

\[ I^{-} \leq \sum_{(s, T) \in A^{-}} \frac{1}{\psi(s, T, D)} \mathbb{P} (s, T) = \mu^{-} < n^{-\nu+3a_{1}} = O \left( n^{a_{1}-\frac{\nu}{2}} \right), \]

and nothing remains to be proven. All of the above considerations are meant to result in a bound on \( \epsilon \), which is defined as

\[ \epsilon^{2} := \frac{n^{-\nu+3a_{1}}}{\mu^{-}} \leq n^{-a_{1}} < 1. \]

Next, we change the underlying measure of \( G_{a} (a, D) \) to \( \tilde{G} (D) \) with the use of Propositions 3.6 and 3.4. Then, we apply Proposition 3.9. Hence, for \( 0 < \epsilon \ll 1 \),

\[ L^{-} \]

\[ := P \left( |I^{-}| > \mu^{-} \epsilon \right) \]

\[ = P \left( \left| \sum_{(s, T) \in A^{+}} \frac{1}{\psi(s, T, D)} (\mathbb{P} (s, T) - 1_{s} (T, G_{a} (a, D))) \right| > \mu^{-} \epsilon \right) \]

\[ \leq 2e^{10C_{1} (D)+2C_{2} (D)} P \left( \left| \sum_{(s, T) \in A^{+}} \frac{1}{\psi(s, T, D)} (\mathbb{P} (s, T) - 1_{s} (T, \tilde{G} (D))) \right| > \mu^{-} \epsilon \right) \]

\[ \leq 2 \exp \left( 10C_{1} (D)+2C_{2} (D) - (c\mu^{-} M) \epsilon^{2} \right). \]
The $\epsilon$ in (3.22) minimizes the right hand side of the above equation. So, \( \epsilon^2 = \frac{n^{-\nu+2a_1}}{\mu^-} \), and we bound $C_1(D)$ and $C_2(D)$ according to Lemma 3.8. Thus,

\[
L^- \leq \exp \left( -c \cdot n^{2a_1-\nu} \cdot M \right)
\]

that goes to zero faster than any polynomial in $n$, since $a_1$ is positive. So there exists an $N$ such that, for all $n > N$, we get $L^- \mu^-(1 - \epsilon) \leq L^- n^2 < 1$.

If we define

\[
F := \left\{ G \in \mathcal{G}_a^D : \sum_{(s,T) \in A} \frac{1}{\psi(s,T,D)} \mathbf{1}_a(T,G) < \sum_{(s,T) \in A} \frac{1}{\psi(s,T,D)} \tilde{p}(s,T) (1 - \epsilon) \right\}
\]

then,

\[
\sum_{(s,T) \in A} \frac{1}{\psi(s,T,D)} p_a(s,T)
\]

\[
= E \left[ \sum_{(s,T) \in A} \frac{1}{\psi(s,T,D)} \mathbf{1}_a(T,\mathcal{G}_a) \right]
\]

\[
\geq 0 \cdot P(F) + \left( \sum_{(s,T) \in A} \frac{1}{\psi(s,T,D)} \tilde{p}(s,T) (1 - \epsilon) \right) \cdot P_a(F^c)
\]

\[
\geq 0 + (1 - L^-) \mu^-(1 - \epsilon)
\]

\[
= \mu^- - \mu^- \epsilon - L^- \mu^-(1 - \epsilon).
\]

It follows from part 3 of Theorem 2.16 that $\mu^- \leq k^{b-2} + 1 \leq c_k$ for large $n$. Therefore, using (3.22) we obtain

\[
\sum_{(s,T) \in A} \frac{1}{\psi(s,T,D)} (\tilde{p}(s,T) - p_a(s,T)) = \mu^- - \sum_{(s,T) \in A} \frac{1}{\psi(s,T,D)} p_a(s,T)
\]

\[
\leq \mu^- \epsilon - 1
\]

\[
< (\mu^- \cdot n^{-\nu+2a_1})^{\frac{1}{2}}
\]

\[
\leq c_k \cdot n^{-\frac{\nu+a_1}{2}},
\]

and

\[
I_a(a,k,D) = I^- + I^- \leq c_k \cdot (n^{-\frac{\nu+a_1}{2}} + n^{-\nu+a_1}) \leq c_k \cdot n^{-\frac{\nu+a_1}{2}}.
\]

That does it. \( \square \)

We assumed that the vector $D$ is a strict graphic sequence of type $(\epsilon, \nu)$ (Definition 2.8) and, as we saw, that provides some bounds on numbers $r_i$s. Although, those bounds were crucial for our main proof, we believe that they hold in wider generality.
Conjecture 3.13. Suppose that $D$ is a strict graphic sequence as in Definition 2.3. Also, for $1 \leq i \leq n$, let the variables $r_i$s be defined as in Eq. (3.3), then

$$|\log(r_i)| < c \cdot \log(n),$$

where $c > 0$.

Remark 3.14. Lemma 3.8 gives the rough bound of $O \left( n^{a - \frac{1}{2} - \nu} \cdot M \cdot \log(n) \right)$ on $C_2(D)$ for a strict graphic sequence $D$ of type $(\varepsilon, \nu)$. However, if we believe that $r_i$s have polynomial bounds in $n$, as in Conjecture 3.13, then we get a better bound. Indeed, we obtain

$$C_2(D) = \sum_{i=1}^{n} d_i^n |\log(r_i)|$$

(3.24)

$$= O \left( \log(n) \left( \sum_{i=1}^{n} d_i^n \right) \right)$$

$$= O \left( \log(n) \cdot n^{a - \frac{1}{2}} \cdot M \cdot \left( \frac{n}{M} \right)^{1/2} \right),$$

where we bound $d_i$ by $n$, for $i \in [n]$ and use Cauchy-Schwarz for $\sum_{i=1}^{n} d_i^n$. Note that $\left( \frac{n}{M} \right)^{1/2}$ can be much smaller than $n^{\nu}$, which can lead to a better bound in Theorem 2.11. Actually, a careful investigation of our previous proof shows that if we pick $a$ such that $n^{a - \frac{1}{2}} \ll \left( \frac{n}{M} \right)^{1/2}$, and if Conjecture 3.13 holds, then

$$L_a(a, k, D) \leq c_k \left( \frac{n}{M} \right)^{\frac{1}{2} (a - \frac{1}{2})} n^{(a - \frac{1}{2})} = c_k \left( \frac{n}{M} \right)^{\frac{1}{2} (a - \frac{1}{2})} n^{(a - \frac{1}{2})}.$$

Remark 3.15. Conjecture 3.13 holds if $d_n^2 < \frac{1}{2} M$. Indeed, let us write

$$\sum_{i=1}^{n-d_n} d_i = M - \sum_{n-d_n}^{n} d_i \geq M - d_n^2 > \frac{1}{2} M.$$

Using part 5 of previous lemma, we have $r_n \leq n^2$. Also, from part 1 of that lemma, $r_1 \geq n^{-3}$. Therefore, $|\log(r_i)| \leq 3 \log(n)$.

3.2. A lower bound. Our goal is to prove Proposition 3.14 that is

$$P \left( \tilde{G} (D) \in G^n_n \right) > \exp \left( -10 \cdot C_1 (D) \right),$$

where

$$C_1 (D) := |\log(\delta)| \cdot n \cdot \log \left( \frac{d_n}{n} \right) (n),$$

and $\delta$ is such that $\delta \leq \tilde{p}_{ij} \leq 1 - \delta$, and $a_1 := a - \frac{1}{2}$.

Throughout this section, we use the following notations frequently.

Definition 3.16. For the sets $A, B \subseteq [n]$, we define $Ed(A, B)$ as the set of all edges with one end in $A$ and the other end in $B$, or

$$Ed(A, B) := \{(i, j) \mid i \in A, j \in B\}.$$

In addition, we use the short version $Ed(A)$ for $Ed(A, A)$.

Correspondingly, $Ed([n])$ is the set of all possible edges on $[n]$. 


**Definition 3.17.** Let $E \subseteq Ed([n])$ be a collection of edges. We define $\tilde{G}(E, D)$ as the restriction of $\tilde{G}(D)$ to the edge set $E$, i.e., $\tilde{G}(E, D)$ is a random graph with independent Bernoulli edges with probability $\tilde{p}_{ij}$, where $\langle i, j \rangle \in E$. We also show random graphs $\tilde{G}(Ed(A, D), \tilde{G}(Ed(A, B), D)$, and $\tilde{G}(Ed(B, D))$, with $\tilde{G}_A$, $\tilde{G}_{A,B}$, and $\tilde{G}_B$, respectively.

It is easy to check that the following theorem implies Proposition 3.4, and we spend the rest of this section proving that.

**Theorem 3.18.** We use the notation in Def. (3.16) and (3.17), and $0 < a < 1$, and $a_1 = a - \frac{1}{2}$ are constants independent of $n$. In addition, we assume that the $\tilde{p}_{ij}$s in (3.17), for $i, j \in [n]$, satisfy $\delta \leq \tilde{p}_{ij} \leq 1 - \delta$. Then, there is a partition of $[n]$ into two sets $A$ and $B$, and there exists a deterministic tree $T$ with edges in $Ed(A, B)$ such that, for all large enough $n$,

\begin{align*}
  a) & \quad P(\tilde{G}_A = \emptyset_A) \geq e^{-4 \cdot |\log(\delta)| \cdot n \cdot \log \left( \frac{10}{a_1} \right)}(n), \\
  b) & \quad \text{and} \quad P(\tilde{G}_{A,B} = T) \geq e^{-5 \cdot |\log(\delta)| \cdot n \cdot \log \left( \frac{10}{a_1} \right)}(n), \\
  c) & \quad \text{and} \quad P(\emptyset_A \cup T \cup \tilde{G}_B \in G^D_a) \geq \frac{1}{2}.
\end{align*}

Here $G_1 \cup G_2$ is the union of edges of the two graphs $G_1$ and $G_2$, and the graph $\emptyset_A$ is a graph on vertices of $A$ with no edges.

We actually prove the above theorem for $A = I_{\alpha}A$ and $B = [n]\setminus I_{\alpha}A$, where $I_{\alpha}$, for any $\alpha > 0$, is defined as

\begin{equation}
  I_{\alpha} := \{i|d_i \leq \log^\alpha(n)\}.
\end{equation}

Our proof has two steps. First, we build the deterministic graph $T$, and then we show that it can be extended to a graph with an almost given degree sequence with high probability.

**Lemma 3.19.** Let us define

$$D(i, A) := \sum_{j \in A \setminus \{i\}} \tilde{p}_{ij},$$

where $i \in [n]$ and $A$ is a subset of $[n] = \{1, \cdots, n\}$. Then, for every $A \subseteq [n]$, there is a bipartite graph $T$ with vertex sets $A$ and $B = [n]\setminus A$, and edges inside $Ed(A, B)$ such that

\begin{align*}
  a) & \quad b_i \in \{\lfloor D(i, B) \rfloor, \lfloor D(i, B) \rfloor + 1\}, \text{ where } i \in A, \\
  b) & \quad \text{and}, \quad b_i \in \{\lfloor D(i, B) \rfloor, \lfloor D(i, B) \rfloor + 1\}, \text{ where } i \in B,
\end{align*}

where $b_i$ is the degree of vertex $i$ in the graph $T$ and $\lfloor x \rfloor$ is the biggest integer less than $x$, for $x \in \mathbb{R}$.
Figure 3.1. The process of changing a weighted bipartite graph to a bipartite graph with weights in \{0, 1\}.

The figure on the upper left hand side shows the live edges of a bipartite graph on 7 vertices. We pick a loop that is shown in green, and change the weights on it. We add 0.2 to the weights of edges \(\langle 1, 5 \rangle\) and \(\langle 3, 6 \rangle\), and subtract 0.2 from \(w(\langle 5, 3 \rangle)\) and \(w(\langle 6, 1 \rangle)\). Now, the edge \(\langle 1, 6 \rangle\) dies and we get the figure on the upper right hand side. Since we have no other loops, we choose the biggest path that is shown in green. If we add and subtract 0.1 to and from the weights of edges of this path alternatively, we get the third graph, where the edge \(\langle 3, 7 \rangle\) becomes dead.

Proof. We already have a weighted bipartite graph \(T\) with edge weights \(0 \leq \tilde{p}_{ij} \leq 1\) that almost satisfies the conditions (3.26) and (3.27). Our goal is to change the weights continuously to get weights of size 0 or 1 without changing the degrees of our graph as much as possible. Let us denote the weight of an edge \(e\) by \(w(e)\). In addition, we say an edge \(e\) is dead if \(w(e) \in \{0, 1\}\), and is live if \(0 < w(e) < 1\).

Let us start a two stage process, where an example of that is shown at Fig. 3.1. We pick a closed loop of live edges, namely \(e_1, \cdots, e_k\). Note that such a loop has an even number of edges since the graph \(T\) is bipartite. Now, we add and subtract a constant number \(c\) alternatively to the weights of \(e_i\), for \(1 \leq i \leq k\), to get new weights \(w(e_1) + c, w(e_2) - c, \cdots, w(e_k) + (-1)^{k-1}c\). Let \(c\) grow gradually from 0 until the first edge dies. Since the loop has an even length, the degrees of the graph have not changed. We keep on doing this until all loops disappear.

Next, we pick a path from the longest live paths in \(T\). Suppose that the path runs through vertices \(v_1, \cdots, v_k\). We observe that if \(v_1\) is attached to two live edges, we can either make our path longer or get a loop amongst vertices \(v_i\). Since none of them are possible, \(v_1\) is only attached to one live edge, and the same is true for \(v_k\), the last vertex of the path. Again, we change the weights alternatively by \(+c\) and \(-c\), to get the new weights as \(w(\langle v_1, v_2 \rangle) + c, w(\langle v_2, v_3 \rangle) - c, \cdots, w(\langle v_{k-1}, v_k \rangle) + (-1)^{k-1}c\). Then, we let \(c\) grow gradually until an edge dies. We repeat this process until no live edges are left.

Since the dead edges have a weight of 0 or 1, we have reached a bipartite graph. It remains to be shown that our new graph satisfies conditions (3.26) and (3.27). As we saw before, the degrees of vertices of \(T\) do not change during the first stage.
of the process. Similarly, the degrees do not change in the second part, except for the end vertices of the paths. In addition, as we discussed earlier, if a vertex \( v \) becomes an end point for a path in our procedure, that vertex is only attached to one live edge. Therefore, its degree \( d(v) \) has changed by at most the amount of changes on the weight of that edge. Hence, \( d(v) \) has became \( |d(v)| \) or \( |d(v)| + 1 \), which completes the proof.

Lemma 3.20. If \( \delta \leq \bar{p}_{ij} \leq 1 - \delta \), for some \( \delta > 0 \), and \( 1 \leq i, j, \leq n \), then,

\[
P(\tilde{G}_A = \emptyset_A) \geq e^{-5|\log(\delta)|}n \log^\alpha(n),
\]

where \( A = I_\alpha \) and \( B = |n| \setminus I_\alpha \), for some positive \( \alpha \) (in particular \( \alpha = \frac{10}{e} \)), and \( I_\alpha \) is as in Eq. (3.25). In addition, for the bipartite graph \( T \subseteq Ed(A, B) \) in the previous lemma,

\[
P(\tilde{G}_{A,B} = T) \geq e^{-5|\log(\delta)|}n \log^\alpha(n).
\]

Proof. We have \( d_i \leq \log^\alpha(n) \), for \( i \in A \), and \( |A| \leq n \). Therefore,

\[
S_1 := \sum_{i \in A} D(i, A) = \sum_{i \in A} \sum_{j \in A, j \neq i} \tilde{p}_{ij} \leq \sum_{i \in A} d_i \leq n \log^\alpha(n).
\]

Let \( F_1 \) be the set of edges \(<i, j>\) in \( Ed(A) \) such that \( \tilde{p}_{ij} > \frac{1}{2} \). We see that \( |F_1| \leq 2n \log^\alpha(n) \), otherwise, \( S_1 \) would exceed the right hand side of Eq. (3.28). Hence,

\[
P(\tilde{G}_A = \emptyset_A) = \prod_{<i,j> \in Ed(A)} (1 - \tilde{p}_{ij}),
\]

\[
= \prod_{<i,j> \in F_1} (1 - \tilde{p}_{ij}) \cdot \prod_{<i,j> \in Ed(A) \setminus F_1} (1 - \tilde{p}_{ij})
\]

\[
\geq \delta^{|F_1|} \prod_{<i,j> \in Ed(A) \setminus F_1} e^{-2\tilde{p}_{ij}}
\]

\[
\geq \delta^{|F_1|} e^{-2S_1}
\]

\[
\geq e^{-2(\log(\delta)| + 2)n \log^\alpha(n)},
\]

where we have used the inequality \( 1 - x \geq e^{-2x} \), for \( x \leq \frac{1}{2} \), and Eq. (3.28). This concludes the first part, since \( \delta \leq \frac{1}{2} \) and \( 3 \log(2) \geq 3 \log(\delta) > 2 \).

For the second part, we define \( F_2 \subseteq Ed(A, B) \) similar to the set \( F_1 \), and

\[
S_2 := \sum_{i \in A} D(i, B) = \sum_{i \in A} \sum_{j \in B} \tilde{p}_{ij} \leq \sum_{i \in A} d_i \leq n \log^\alpha(n).
\]

Let \( E \) be the set of edges of the graph \( T \). Then,

\[
P(\tilde{G}_{A,B} = T) = \prod_{<i,j> \in E} \tilde{p}_{ij} \cdot \prod_{<i,j> \in Ed(A, B) \setminus E} (1 - \tilde{p}_{ij}),
\]

\[
\geq \delta^{|E|} \cdot \prod_{<i,j> \in Ed(A, B) \setminus (E \cup F_2)} (1 - \tilde{p}_{ij})
\]

\[
\geq \delta^{|E| + |F_2|} \cdot \prod_{<i,j> \in Ed(A, B) \setminus F_2} e^{-\tilde{p}_{ij}}
\]

\[
\geq \delta^{|E| + |F_2|} e^{-2S_2}.
\]
Let us observe from the previous lemma that $|E|$, the number of edges of $T$, is less than or equal to $\frac{1}{2}S_2 + n$. Using a bound on $F_2$ similar to that of $F_1$, and by (3.29) we get our result. □

In order to get the third part of Theorem (3.18), we use the union bound on the random graph $\tilde{G}_B$, where $B = [n]\setminus I_{\frac{M}{n}}$. Hence, the following proposition is handy.

**Proposition 3.21.** For every $\alpha, \beta \in \mathbb{R}^+$, and large enough $n$ (depending on $\alpha$ and $\beta$), we have,

$$D(j, I_\alpha) < \frac{1}{4},$$

where $j \in I_\beta$, and $I_\alpha$ is as in Eq. (3.25).

**Proof.** We prove this through a series of lemmas. Let us recall from the proof of Proposition 2.1 that, for the degree sequence $d_1 \leq d_2 \leq \cdots \leq d_n$, there exist positive real numbers $0 < r_1 \leq \cdots \leq r_n$ such that

$$\tilde{p}_{ij} = \frac{r_ir_j}{1+r_ir_j},$$

and,

$$d_i = \sum_{j \in [n]\setminus\{i\}} \tilde{p}_{ij},$$

where $[n] = \{1, \cdots, n\}$. Also recall that $M = \sum_{i \leq n} d_i > n^{1+\epsilon}$, for large enough $n$. Moreover, let us assume that $I_\alpha = \{1, \cdots, k(\alpha)\}$, where $k(\alpha)$ is the number of elements of $I_\alpha$, and

(3.30) \[ L_\alpha := \{i : i \leq \ell(\alpha)\} \quad \text{with} \quad \ell(\alpha) = n - 2d_{k(\alpha)}. \]

We note that $k(\alpha) \in I_\alpha$, and hence, $d_{k(\alpha)} \leq \log^\alpha(n)$. In addition, for large enough $n$,

$$\sum_{i=1}^{k(\alpha)} d_i + \sum_{i=\ell}^{n} d_i \leq k(\alpha) \cdot d_{k(\alpha)} + (2d_{k(\alpha)} + 1) \cdot n$$

$$\leq n \cdot \log^\alpha(n) + (2\log^\alpha(n) + 1) \cdot n$$

$$\leq n^{1+\epsilon} < M.$$ 

Therefore, $k(\alpha) < \ell(\alpha)$.

Now that the dependency of $I_\alpha, L_\alpha, k(\alpha)$, and $\ell(\alpha)$ on $\alpha$ is understood, we drop the $\alpha$ for the convenience of our notation, and use $I, L, k$ and $\ell$ throughout the rest of our proof.

**Lemma 3.22.** For $j \in I$,

$$D(j, I) \leq 2d_j \sum_{i \in L} \frac{r_i}{r_i},$$

**Proof.** We see that $\tilde{p}_{ij} = \frac{r_ir_j}{1+r_ir_j}$ is increasing both in $i$ and $j$ since $r_i$s are increasing in $i$, for $1 \leq i, j \leq n$. Thus, it follows by Eq. (3.30) that

$$d_k \geq \sum_{j \geq \ell+1} \tilde{p}_{kj} \geq 2d_k \tilde{p}_{kl}.$$
This implies $\tilde{p}_{kl} \leq \frac{1}{2}$ and therefore, for $i \leq k$ and $j \leq \ell$, we get $\tilde{p}_{ij} \leq \frac{1}{2}$ and $r_ir_j \leq 1$. We can now estimate for $j \leq \ell$,

$$D(j, I) = \sum_{i \leq k} \tilde{p}_{ij} = \sum_{i \leq k} \frac{r_ir_j}{1 + r_ir_j} \leq r_j \sum_{i \leq k} r_i.$$  

Furthermore,

$$r_j = \frac{d_j r_j}{d_j} = \frac{d_j r_j}{\sum_{i \leq n} \frac{r_ir_j}{1 + r_ir_j}} \leq \frac{d_j r_j}{\sum_{i \leq \ell} \frac{1}{1 + r_ir_j}} \leq \frac{2d_j r_j}{\sum_{i \leq \ell} r_ir_j} \leq \frac{2d_j}{\sum_{i \leq \ell} r_i}.$$  

That does it. \hfill \Box

**Lemma 3.23.** We have,

$$\sum_{i \leq k} r_i \leq \sqrt{(4n + 2)d_k}.$$

**Proof.** Note that as in the previous lemma $r_i r_j \leq 1$, for $i \leq k$ and $j \leq \ell$. Then, we observe that $k < \ell$, and

$$\left[ \sum_{i \leq k} r_i \right]^2 = 2 \sum_{i < j \leq k} r_i r_j + \sum_{i \leq k} r_i^2 \leq 4 \sum_{i < j \leq k} \frac{r_i r_j}{1 + r_i r_j} + \sum_{i \leq k} r_i r_k$$

$$\leq 4 \sum_{i < j \leq k} \frac{r_i r_j}{1 + r_i r_j} + 2 \sum_{i \leq k} \frac{r_i r_k}{1 + r_i r_k} \leq 4 \sum_{i \leq k} d_i + 2d_k \leq (4n + 2)d_k.$$

\hfill \Box

**Lemma 3.24.** For large enough $n$, we get

$$\sum_{i \leq \ell} r_i \geq \sqrt{\frac{M}{2}}.$$

**Proof.** The proof goes through the following lines

$$\left[ \sum_{i \leq \ell} r_i \right]^2 \geq \sum_{1 \leq i, j \leq \ell} \frac{r_i r_j}{1 + r_i r_j} \geq \sum_{1 \leq i, j \leq \ell} \tilde{p}_{ij} \geq M - 2 \sum_{i > \ell} d_i \geq M - 4nd_k.$$  

Since $d_k \leq \log^\alpha(n)$, and $M > n^{1+\epsilon}$, we get our result for large enough $n$. \hfill \Box

Let us go back to the proof of our proposition. Since $k \in I_a$ and $j \in I_\beta$, we have $d_j \leq \log^\beta(n)$ and $d_k \leq \log^\alpha(n)$. In addition, $M > n^{1+\epsilon}$, for large values of $n$. Combining the above three lemmas, we obtain

$$D(j, I) \leq 2d_j \sqrt{\frac{2(4n + 2)d_k}{M}} \leq \frac{8}{n^2} \frac{\log^\beta n}{n^2} (n) \frac{1}{4},$$  

for large enough $n$. \hfill \Box
We continue with the last part of Theorem 3.18. Recall that $\tilde{G}_B$ is the random graph with Bernoulli random edges with parameter $\tilde{p}_{ij}$, for $< i, j > \in \text{Ed}(B)$, where $B = [n] \setminus I_{\frac{d}{4}}$ and $0 < a_1 = a - \frac{1}{2} < \frac{1}{2}$.

Lemma 3.25. Let $1_{(i,j) \in \mathcal{E}(G)}(G)$, for $i,j \in B$, be the indicator of the edge $(i,j)$ in graph $G$. Then, we define the events,

\begin{equation}
E_j := \left\{ G \text{ such that } \left| \sum_{i \in B} 1_{(i,j) \in \mathcal{E}(G)}(G) - D(j, B) \right| \leq D(j, B)^a \right\},
\end{equation}

and

\begin{equation}
F_j := \left\{ G \text{ such that } \sum_{i \in B} 1_{(i,j) \in \mathcal{E}(G)}(G) \leq \left( 2 \log^2(n) + 1 \right) D(j, B) \right\},
\end{equation}

for $j \in B$. In addition, for $0 < a_1 = a - \frac{1}{2} < \frac{1}{2}$, we define

\begin{equation}
J := \left\{ j \in [n] \mid D(j, B) \geq \log^{a_1} n \right\}.
\end{equation}

Then, for large enough $n$,

\[ P \left( \tilde{G}_B \in \bigcap_{j \in J} E_j \cap \bigcap_{j \notin J} F_j \right) \geq 1 - \frac{1}{n} > \frac{1}{2}. \]

Proof. Let $X_1, \cdots X_n$ be a vector of independent Bernoulli random variables with total mean $\mu := \sum_{i \leq n} E[X_i]$. The Chernoff’s bound [15] states that, for $\delta > 0$,

\[ P \left( \sum_{1 \leq i \leq n} X_i \geq (1 + \delta) \mu \right) \leq \exp \left( -\frac{\mu \cdot \delta^2}{2 + \delta} \right), \]

and

\[ P \left( \sum_{1 \leq i \leq n} X_i \leq (1 - \delta) \mu \right) \leq \exp \left( -\frac{\mu \cdot \delta^2}{2 + \delta} \right). \]

We apply Chernoff’s bound with parameters

\[ \mu_j := \sum_{i \in B \setminus \{j\}} E[X_{(i,j)}] = \sum_{i \in B \setminus \{j\}} \tilde{p}_{ij} = D(j, B), \]

and $\delta = D(j, B)^{-\frac{1}{2} + a_1} \leq 1$, where $1 \leq j \leq n$. Hence,

\begin{equation}
P \left( E_j^c \right) \leq 2 \exp \left( -\frac{1}{3} D(j, B)^2 a_1 \right). \tag{3.34}
\end{equation}

Now, for those $j$ in $J$ and by (3.33), we observe that Eq. (3.34) turns into

\begin{equation}
P \left( E_j^c \right) \leq 2 e^{-\frac{1}{3} \log^2(n)}. \tag{3.35}
\end{equation}

Similarly, for $1 \leq j \leq n$,

\begin{equation}
P \left( F_j^c \right) \leq \exp \left( -\log^2(n) D(j, B) \right), \tag{3.36}
\end{equation}

where $\delta = 2 \log^2(n) D(j, B)$. In order to complete the bound in Eq (3.36), we show $D(j, B) \geq \frac{1}{4}$, for $j \in B$. If $A = I_{\frac{d}{4}} = [n] \setminus B$ is empty then $D(j, B) = d_j \geq 1$. 
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Otherwise, if \( A \neq \emptyset \), then \( 1 \in A \). We observe that \( \frac{r_ir_j}{1 + r_ir_j} \) is increasing both in \( i \) and \( j \), so

\[
D(j, B) = \sum_{i \in B \backslash \{j\}} \tilde{p}_{ij} = \sum_{i \in B \backslash \{j\}} \frac{r_ir_j}{1 + r_ir_j} \\
\geq \sum_{i \in B} \left( \frac{r_ir_1}{1 + r_ir_1} \right) - \frac{r_1r_j}{1 + r_1r_j} \\
= D(1, B) - \tilde{p}_{1j} \\
= d_1 - D(1, A) - \tilde{p}_{1j},
\]

In addition, we know that \( d_1 \geq 1 \), and by Proposition 3.21, we get \( D(1, A) \leq \frac{1}{4} \), for large enough \( n \). Thus, if \( \tilde{p}_{1j} \) is smaller than \( \frac{1}{4} \), then Eq. (3.37) gives \( D(j, B) \geq \frac{1}{2} \).

On the other hand, we get \( \frac{1}{4} \leq \tilde{p}_{1j} \leq D(j, B) \).

Therefore,

\[
P(F_c^j) \leq e^{-\frac{1}{4} \log^2(n)}.
\]

Combining the previous inequality with Eq. (3.35), we have

\[
P \left( \tilde{G}_B \in \cap_{j \in J} E_j \cap_{j \notin J} F_j \right) \geq 1 - \sum_{i \in J} e^{-\frac{1}{4} \log^2(n)} - \sum_{i \notin J} e^{-\frac{1}{4} \log^2(n)} \geq 1 - \frac{1}{n},
\]

for large enough \( n \). That concludes the proof.

\[\square\]

**Lemma 3.26.** Let \( E_j, F_j \), and \( J \) be as they are in Lemma 3.25. In addition, \( T \) is the resulting bipartite graph in Lemma 3.19. Then, for every graph \( G \in \cap_{j \in J} E_j \cap_{j \notin J} F_j \), we have

\[
\emptyset \cup T \cup G \in \mathbb{G}_n^D,
\]

where \( A = I_{10} \), and the graph \( \emptyset \) is a graph on vertices of \( A \) with no edges.

**Proof.** Let us denote \( d_i(G) \) by the degree of the \( i \)th vertex of the graph \( G \). As usual, \( B = [n] \setminus A \). We need to show that

\[
s_i := |d_i - (d_i(\emptyset) + d_i(T) + d_i(G))| \leq 2d_i^n,
\]

for every \( i \in [n] \). For \( i \in A \), it follows by Lemma 3.19 and Proposition 3.21 that, for large enough \( n \),

\[
s_i = |d_i - d_i(T)| \leq 1 + |d_i - D(i, B)| = D(i, A) + 1 < 2.
\]

Again, we let \( J \) be the same as in (3.33). In addition, for \( i \in J \cap B \), we use the definition of \( E_j \) (Eq. (3.31)), to get

\[
s_i = |d_i - d_i(T) - d_i(G)| \\
\leq 1 + |d_i - D(i, A) - d_i(G)| \\
= 1 + |D(i, B) - d_i(G)| \\
\leq 1 + D(i, B)^a \\
\leq 2d_i^a.
\]
Last, for \(i \in B \setminus J\), and using the property of the set \(F_i\) (Eq. (3.32)), we obtain,
\[
s_i = |d_i - d_i(T) - d_i(G)| \\
\leq 1 + |D(i, B) - d_i(G)| \\
\leq 1 + D(i, B) + (2 \log^2(n) + 1) D(i, B) \\
\leq 1 + 2 \left( \log^2(n) + 1 \right) D(i, B).
\]

Note that \(i \notin J\), so \(D(i, B) \leq \log \frac{1}{a_1(n)}\), where \(a_1 = a - \frac{1}{2}\). In addition, \(i \in B = [n] \setminus I_{\frac{n}{a_1}}\), where \(I_{\frac{n}{a_1}}\) is defined by Eq. (3.25). Therefore, \(d_i \geq \log \frac{1}{a_1(n)}\), and
\[
s_i \leq 8 \log^2 \left( \frac{n}{a_1} \right) \leq 2 d_i^n,
\]
where we used \(a < 1\). This completes the proof. \(\square\)

**Proof of Theorem 3.18.** As we saw before, the partition is \(A = I_{\frac{n}{a_1}}\), and \(B = [n] \setminus A\), and \(I_{\frac{n}{a_1}}\) is as in Eq. (3.25). Lemma 3.19 shows us that there exists a bipartite tree with edges in \(E(A, B)\). From Lemma 3.20, we get parts \(a\) and \(b\) of the theorem.

Finally, putting Lemmas 3.25 and 3.26 together, we get the required lower bound for part \(c\) of the theorem. \(\square\)

3.3. Graphs with a given degree sequence. Throughout this section, we let \(C\) be a general constant. In addition, most of the proofs are analogous to the proof of Theorem 2.11 with some changes. So we provide an outline for each solution as well as the essential steps.

Recall that
\[
P_g(s, T) = E[1_s(T, G_g)],
\]
where \(G_g\) is the random graph chosen uniformly in \(G^D\).

**Corollary 3.27.** If we use the notation in Conjecture 2.19, then
\[
\frac{1}{M} \sum_{(s, T) \in S^k \times \mathbb{R}^k} \frac{1}{\psi(s, T, D)} P_g(s, T) = k^{k-2} + O \left( \sqrt{\frac{n}{M}} \right).
\]

**Proof.** This is Theorem 2.16 when \(a = 0\). \(\square\)

**Proof of Remark 2.20.** Again, Lemma 3.7 implies that for a graph \(G\) in \(G^D\),
\[
P \left( \tilde{G}(D) = G \right) = \frac{\prod_{i=1}^{n} i^{d_i}}{\prod_{i, j} (1 + r_i r_j)} = e^{-H_i(\tilde{p})}
\]
that is independent of the choice of the graph \(G\). Therefore, conditioning on the event \(\{ \tilde{G}(D) \in G^D \}\), the random graph \(\tilde{G}(D)\) is exactly the random graph \(G_g(D)\).

In addition, suppose that Conjecture 2.18 holds that \(e^{-\eta n \log(n)} \leq P \left( \tilde{G}(D) \in G^D \right)\), for some \(\eta > 0\). Therefore,
\[
P \left( G_g(D) \in A \right) = P \left( A | \tilde{G}(D) \in G^D \right) \leq e^{\eta n \log(n)} P \left( \tilde{G}(D) \in A \right),
\]
where \(A\) is a subset of \(G^D\). The rest of the proof is almost identical to that of Theorem 2.11.
Lastly, the factor $O(n \log(n))$ in the above equation ultimately provides us with a better bound, whereas in the proof of Theorem 2.11 we had $C(D)$, which was of order $O(n^{a-\nu-\frac{1}{2}} \cdot M \cdot \log(n))$.

3.4. Dense graphs (Definition 2.21).

Proof of theorem 2.23. Suppose that the sequence $D$ satisfies the dense Erdős-Rényi condition for some positive numbers $c_1$, $c_2$ and $c_3$. Let $r_i$ be the variables defined in Eq. (3.3). Then, Lemma 4.1 in [6] implies
\[
\log(|r_i|) < c_4,
\]
for $1 \leq i \leq n$, and $c_4$ is a number that depends on $c_1$, $c_2$ and $c_3$.

Therefore, for $C_2(D)$ as in Eq. (3.7),
\[
C(D) = \sum_{i=1}^{n} d_i^a |\log(r_i)| < c_4 \sum_{i=1}^{n} d_i^a.
\]

Using Cauchy-Schwarz, and that $d_i < n$, for $1 \leq i \leq n$, we get $C_2(D) < C \sqrt{\frac{n}{a}} n^{\frac{a}{2}} < C n^{-\frac{1}{2} + a}$. Similarly, we get a better bound for $C_1(D)$ (3.5). From here, the solution is as follows in Remark 3.14 and, hence,
\[
\sum_{(s,T) \in S_k \times T_k} \frac{1}{\psi(s,T,D)} |p_{s,T} - \tilde{p}(s,T)| \leq C_k \cdot n^{-1 + \left(a - \frac{1}{2}\right)},
\]
where $C_k > 0$ is a constant depending on $k$. That completes the second part of the theorem.

As for the first part of the theorem, we can either use lemma 6.2 in [6] or an exact bound from Theorem 1.4 in [1] to show that Conjecture 2.18 holds. We consider the latter here. Again, for $1 \leq i,j \leq n$, the numbers $r_i$s are bounded, and so are the numbers $\tilde{p}_{ij} = \frac{r_i r_j}{1 + r_i r_j}$, the entries of the maximum entropy. In addition, for some $\delta(c_4)$ and as it was discussed in Remark 2.22 we have $\delta \leq \tilde{p}_{ij} \leq 1 - \delta$, which means that the maximum entropy vector $\tilde{p}$ is $\delta - tame$. Now, Theorem 1.4 in [1] states,
\[
P(\tilde{G} \in G_D) = e^{-H_1(\tilde{p})} |G_D| \approx \frac{2}{(2\pi)^{n/2}} \sqrt{Q} e^{-\frac{\mu}{2} + \nu} \geq C e^{-\gamma n \log(n)}.
\]

Look at [1] for a precise definition of the variables. But let us just note that $\mu$ and $\nu$ are constants depending on $D$, and bounded by $\delta$. Also, the variable $Q$ is the determinant of a $n \times n$ matrix with entries bounded from below and above by constants depending on $\delta$. Using Hadamard’s inequality [25] to bound the determinant, we get the lower bound that we needed, which is
\[
C e^{-\gamma n \log(n)} \leq P(\tilde{G} \in G_D),
\]
for some constants $C$ and $\eta > 0$. The rest is similar to the proof of Remark 2.20 and 2.11.
3.5. Very Sparse graphs (Definition 2.24). Effectively, the proof of Theorem 2.25 is a repetition of the arguments in the proof of Theorem 2.11, although with slight changes. We start by giving the counterparts of Lemma 3.7 and Proposition 3.6. The idea is to use \( \frac{d_i}{\sqrt{M}} \) as \( r_i \), for \( 1 \leq i \leq n \), so \( \tilde{p}_{ij} = \frac{r_i r_j}{1 + r_i r_j} \) becomes \( q_{ij} = \frac{d_i d_j}{M + d_i d_j} \).

Recall that \( G_q \) is a random graph with independent Bernoulli random edges with parameters \( q_{ij} \), and

\[
\mathbb{P}_q(s, T) = E[\mathbf{1}_s(T, G_q(D))].
\]

We state some lemmas.

**Lemma 3.28.** With the same notation as above,

1. let \( d_q(i) := \sum_{j=1, j \neq i}^n q_{ij} \), then \( d_i - d_q(i) = d_i \left( 1 - O\left( \frac{d_i^2}{M} \right) \right) \), or more precisely,

\[
d_i \left( 1 - \frac{2d_i^2}{M} \right) \leq d_i \left( 1 - \frac{2d_i d_n}{M} \right) \leq d_q(i) \leq d_i.
\]

2. For a given graph \( G \) with the degree sequence \( D(G) := \{ d_1(G), \ldots, d_n(G) \} \) that may differ from \( D = \{ d_1, \ldots, d_n \} \), we get

\[
\mathbb{P}(G_q(D) = G) = \frac{\prod_{i=1}^n \left( \frac{d_i}{\sqrt{M}} \right)^{d_i(G)}}{\Pi_{1 \leq i < j \leq n} \left( 1 + \frac{d_i d_j}{M} \right)}.
\]

3. Define

\[
P_{q,\min} = \min_{G \in \mathcal{G}_n^D} \mathbb{P}(G_q(D) = G) \text{ and } P_{q,\max} = \max_{G \in \mathcal{G}_n^D} \mathbb{P}(G_q(D) = G),
\]

then,

\[
\left| \log\left( \frac{P_{q,\max}}{P_{q,\min}} \right) \right| \leq 2 \log(n) \sum_{i=1}^n (d_{i,q})^a.
\]

Moreover, \( \sum_{i=1}^n d_i^a \leq \left( \frac{M}{n} \right)^{\frac{a}{2}} n^{(a-\frac{1}{2})} \).

**Proof.**

1. First, consider the following expression for \( d_i - d_q(i) \),

\[
d_i - \sum_{j \neq i, j \in [n]} q_{ij} = d_i \sum_{j=1}^n d_j - \sum_{j=1, j \neq i}^n \frac{d_i d_j}{M + d_i d_j}
\]

\[
= \frac{d_i^2}{M} + \sum_{j=1, j \neq i}^n \frac{d_i d_j^2}{M (M + d_i d_j)}
\]

\[
< \frac{d_i^2}{M} \left( 1 + \sum_{j \neq i}^n \frac{d_j}{M} \right)
\]

\[
< d_i \frac{2d_n}{M} < d_i \frac{2d_n}{\sqrt{M}}.
\]

Second, note that the difference is positive as it is shown in the second step of the above equation.

2. This is part 2 of Lemma 3.7 when \( r_i \)'s are replaced by \( \frac{d_i}{\sqrt{M}} \).
(3) The proof follows from the second part of this lemma, Eq. (3.8) and (3.7), and the fact that \( \log \left( \frac{d_i}{\sqrt{M}} \right) \) is bounded by \( \log(n) \).

\[ \square \]

**Lemma 3.29.** There exists \( \eta > 0 \) such that, for large enough \( n \),

\[ -\eta \left( n \log(n) + \frac{d_n^4}{M} \right) \leq \log \left( P \left( G^q(D) \in \mathbb{G}^D \right) \right) \leq \log \left( P \left( G^q(D) \in \mathbb{G}_a^D \right) \right). \]

**Proof.** It follows from the part two of the previous lemma that,

\[ P \left( G^q(D) \in \mathbb{G}^D \right) = |\mathbb{G}^D| \cdot e^L, \]

where

\[ L = \sum_{i=1}^{n} d_i \left( \ln(d_i) - \frac{1}{2} \ln(M) \right) - \sum_{1 \leq i < j \leq n} \ln \left( 1 + \frac{d_id_j}{M} \right), \]

and also, \( L = P \left( G^q(D) = G \right) \) for any graph \( G \in \mathbb{G}^D \).

Next, we use Theorem 4.6 in [26], which gives the number of graphs with a given degree sequence \( D \). Hence,

\[ P \left( G^q(D) \in \mathbb{G}^D \right) = \frac{M! \exp \left( -\lambda - \lambda^2 + O \left( \frac{d^2}{M} \right) \right)}{\left( \frac{M}{2} \right)! \left( \frac{1}{2} \right)! \prod_{i=1}^{n} d_i!} \cdot e^L, \]

where \( \lambda = \frac{1}{M} \sum_{i=1}^{n} \left( \frac{d_i}{2} \right) \). We put Eqs. (3.38) and (3.39) together, and use the stirling estimate that is

\[ \log(n!) - n \log(n) + n - \frac{1}{2} \log(2\pi n) \leq c \frac{n}{n}, \]

where \( c > 0 \).

Thus, for \( M = \sum_{i=1}^{n} d_i \) and \( d_i \geq 1 \),

\[ \log \left( P \left( G^q(D) \in \mathbb{G}^D \right) \right) \geq L - \lambda - \lambda^2 + O \left( \frac{d^2}{M} \right) + M \log(M) - M + \frac{1}{2} \log(2\pi M) \]

\[ - \left( M \log \left( \frac{M}{2} \right) - \frac{M}{2} + \frac{1}{2} \log \left( 2\pi \frac{M}{2} \right) + c \frac{M}{M} \right) - \frac{M}{2} \log(2) \]

\[ - \sum_{i=1}^{n} \left( d_i \log(d_i) - d_i + \frac{1}{2} \log(2\pi d_i) + c \frac{d_i}{d_i} \right) \]

\[ \geq - \sum_{1 \leq i < j \leq n} \ln \left( 1 + \frac{d_id_j}{M} \right) - \lambda - \lambda^2 + O \left( \frac{d^2}{M} \right) + M \frac{2}{2} + \frac{1}{2} \log(2) \]

\[ - \frac{n}{2} \log(2\pi) - \frac{1}{2} \sum_{i=1}^{n} \log(d_i) - c (n + 1). \]
It is time for the Taylor series for $\log(1 + \frac{d_i d_j}{M})$, which is possible because $\frac{d_i d_j}{M} < \frac{d_i^2}{M} < 1$. So, for $\lambda = \frac{1}{2M} \sum_{i=1}^{n} (d_i^2 - d_i) = \frac{1}{2M} \sum_{i=1}^{n} d_i^2 - \frac{1}{2}$,

$$I := \sum_{1 \leq i < j \leq n} \ln \left(1 + \frac{d_i d_j}{M}\right) + \lambda + \lambda^2$$

$$\leq \sum_{1 \leq i < j \leq n} \left(\frac{d_i d_j}{M} - \frac{1}{2} \left(\frac{d_i d_j}{M}\right)^2 + \frac{1}{3} \left(\frac{d_i d_j}{M}\right)^3\right) + \frac{1}{2M} \sum_{i=1}^{n} d_i^2 - \frac{1}{2}$$

$$+ \left(\frac{1}{2M} \sum_{i=1}^{n} d_i^2 - \frac{1}{2}\right)^2$$

$$= \frac{1}{2M} \left(\sum_{i=1}^{n} d_i\right)^2 - \frac{1}{2} + \sum_{1 \leq i < j \leq n} \left(-\frac{1}{2M^2} d_i^2 d_j^2 + \frac{1}{3M^3} d_i^3 d_j^3\right)$$

$$+ \frac{1}{4M^2} \sum_{i=1}^{n} d_i^4 + \frac{1}{2M^2} \sum_{1 \leq i < j \leq n} d_i^2 d_j^2 - \frac{1}{2M} \sum_{i=1}^{n} d_i^2 + \frac{1}{4}$$

$$= \frac{M}{2} - \frac{1}{4} + \frac{1}{3M^3} \sum_{1 \leq i < j \leq n} d_i^3 d_j + \frac{1}{4M^2} \sum_{i=1}^{n} d_i^4 - \frac{1}{2M} \sum_{i=1}^{n} d_i^2$$

$$\leq \frac{M}{2} + \frac{d_n^4}{3M^3} \sum_{1 \leq i < j \leq n} d_i d_j + \frac{d_n^3}{4M^2} \sum_{i=1}^{n} d_i$$

$$\leq \frac{M}{2} + \frac{d_n^4}{M}.$$ 

Combining (3.40) and (3.41), we get

$$\log \left(P \left(\mathcal{G}_n(D) \in \mathbb{G}^D\right) \right) \geq -\frac{d_n^4}{M} - \frac{n}{2} \log (2\pi) - \frac{1}{2} n \log (n) - c(n + 1),$$

where we used $d_i < n$. That concludes the lemma. \qed

Next, we see the sparse version of Theorem 2.16, which follows from the proof of Theorem 2.25.

**Lemma 3.30.** The sum of variables in Theorem 2.25 is nearly constant, i.e.

$$\frac{1}{M} \cdot \sum_{(s, T) \in \mathbb{G}^k \times \mathbb{T}^k} \frac{1}{\psi(s, T; D)} \mathbf{p}_q(s, T) = k^{k-2} + O \left(\sqrt{\frac{n}{M}}\right) + O \left(\frac{d_n^2}{M}\right),$$

where the constant in the $O$ notation may depend on $k$.

**Proof.** Let $D_q$ be the vector $(d_q(i))$, where $1 \leq i \leq n$, and $M_q := \sum_{i=1}^{n} d_q(i)$. Replacing $\mathbf{p}_ij$ with $q_{ij}$ in Theorem 3.27 we get

$$\frac{1}{M_q} \cdot \sum_{(s, T) \in \mathbb{G}^k \times \mathbb{T}^k} \frac{1}{\psi(s, T; D_q)} \mathbf{p}_q(s, T) = k^{k-2} + O \left(\sqrt{\frac{n}{M_q}}\right).$$

Recall that

$$\psi(s, T, D) = \prod_{u \in V(T)} d_{s(u)}^{1},$$
where $\mathcal{V}(T)$ is the vertex set of $T \in \mathbb{T}^k$, and $b_u$ is the degree of a vertex $u$ in $\mathcal{V}(T)$. Thus, the first part of Lemma 3.28 demonstrates that

$$1 \leq \frac{\psi(s, T, D)}{\psi(s, T, D_q)} \leq \left(1 - \frac{2d_n^2}{M}\right)^{-k} \leq 1 + 2k \cdot \frac{d_n^2}{M},$$

and that $\left(1 - \frac{2d_n^2}{M}\right) \leq \frac{M}{2} \leq 1$. The combination of the above equations concludes this lemma. □

Lemma 3.31. We let $A$ be any subset of $S_n^k \times \mathbb{T}^k$. Then, for $\epsilon << 1$,

$$P\left(\left|\frac{1}{M} \sum_{(s, T) \in A} \frac{1}{\psi(s, T, D)} (p_q(s, T) - 1_s(T, g_q(D))) \right| \geq \mu \epsilon \right) \leq e^{-(c\mu M)\epsilon^2},$$

where

$$\mu := \frac{1}{M} \sum_{(s, T) \in A} \frac{1}{\psi(s, T, D)} p_q(s, T).$$

Proof. We use the the estimate $d_q(i) = \Theta(1 - \frac{2d_n^2}{M})$ from part 1 of Lemma 3.28 to interchange between $d_i$ and $d_q(i)$. Other than that the proof is a repetition of Lemma 3.3 which we skip. □

Proof of Theorem 2.25. We know that $d_n^2 = o(M)$, hence $d_n^2 < \frac{1}{2} M$ eventually. The first part follows from Remark 2.13 and 2.11.

Next, we show that

$$(3.42) \quad I := \sum_{(s, T) \in \mathbb{T}^k \times S_n^k} \frac{1}{\psi(s, T, D)} |p_q(s, T) - p_a(s, T)|$$

$$\leq C_k \cdot \left(\left(\frac{n}{M}\right)^{1/4} n^{a_1} + \frac{d_n^2}{M}\right),$$

where $a_1 := (a - \frac{1}{2})$ and $C_k > 0$ are constants. We combine Lemma 3.30 and Theorem 2.10 as usual. We get an equation related to Eq. (3.21) that is

$$I = 2 \left[\sum_{(s, T) \in A^-} \frac{1}{\psi(s, T, D)} (p_q(s, T) - p_a(s, T)) \right] + O\left(\left(\frac{n}{M}\right)^{1/2} n^{a_1} + \frac{d_n^2}{M}\right),$$

where

$$A^- = \{(s, T) \in \mathbb{T}^k \times S_n^k | p_q(s, T) - p_a(s, T) > 0\}.$$

Now, we follow the streamline in the proof of Theorem 2.11. Much like (3.22) and without a loss of generality, we assume that the variable

$$\mu^- := \sum_{(s, T) \in A^-} \frac{1}{\psi(s, T, D)} p_q(s, T)$$

is greater or equal to $\left(\frac{n}{M}\right)^{1/2} n^{3a_1}$. In addition, we let $\epsilon$ satisfy

$$\epsilon^2 = \frac{1}{\mu^-} \left(\frac{n}{M}\right)^{1/2} n^{2a_1},$$
which resembles Eq. 3.22 with \( n^{-\nu} = \sqrt{\frac{2}{M}} \).

We continue and combine part 3 and 4 of Lemma 3.28 and Lemma 3.31 to get,

\[
L^- := P \left( \left| \sum_{(s,T) \in A^-} \frac{1}{\psi(s,T,D)} (p_q(s,T) - 1_s(T,G_a(a,D))) \right| > \mu^{-\epsilon} \right)
\]

\[
\leq \exp \left( O \left( \frac{M}{n} \right)^{\frac{1}{2}} n^{a_1} \right) \exp \left( -\epsilon \left( \frac{M}{n} \right)^{\frac{1}{2}} n^{a_1} \right)
\]

\[
\leq \exp \left( -\epsilon \left( \frac{M}{n} \right)^{\frac{1}{2}} n^{a_1} \right) + O \left( n \log(n) \right),
\]

where \( G_q = G_q(D). \) The rest is the same process as in the proof of Theorem 2.11, and we end up with the bound in Eq. 3.42, i.e.

\[
I \leq C_k \cdot \left( \frac{n}{M} \right)^{1/4} n^{a_1} + \frac{d_n^2}{M}.
\]

For the last parts of our theorem, we use part 1 of Lemma 3.28. Therefore,

\[
P(G_q(D) \in A) = P \left( G_q(D) \in A \left| G_q(D) \in G^D \right. \right)
\]

\[
\leq P(G_q(D) \in G^D) P(G_q(D) \in A),
\]

where \( A \) is a subset of \( G^D \), and again, \( G_g \) is the random graph chosen uniformly from \( G^D \). Using Eq. 3.43 the last part of Lemma 3.28 and an argument identical to the proof of Remark 2.20, we obtain

\[
\sum_{(s,T) \in G_g \times \mathbb{P}} \frac{1}{\psi(s,T,D)} |p_q(s,T) - p_g(s,T)| \leq C_k \cdot \left( \frac{n \log(n)}{M} \right)^{1/2} + \frac{d_n^2}{M},
\]

where

\[
p_g(s,T) = E[1_s(T,G_g)].
\]

Finally, parts 2 and 3 of the theorem follow from the first part of the theorem, Eq. 3.42 and 3.43, and the triangle inequality. \( \square \)

Remark 3.32. Although the bound for the differences \(|p_g(s,T) - \tilde{p}(s,T)|\) in the second part of the theorem is \( o(1) \), compared to Conjecture 2.19 it is not optimal. The reason is that we do not get the lower bound in Conjecture 2.18. Instead, we use parameters \( p_q(s,T) \) and \( p_a(s,T) \) as a middle step to achieve our bound.

3.6. Bipartite graphs (proof of Theorem 2.30). Although the setup is a little bit different here, the proof operates along similar lines as the proof of Remark 2.20. The main difference is that everything splits into two sets of variables. For example, there is a related version of Eq. 3.4 for the maximum entropy \( \tilde{p} \in \mathbb{P}^{D_1,D_2} \). We write, for \( 1 \leq i \leq n_1 \) and \( 1 \leq j \leq n_2 \),

\[
\tilde{p}_{ij} = \frac{r_{i1}r_{2j}}{1 + r_{i1}r_{2j}},
\]
where \( x^* = (r_{1,1}, \ldots, r_{1,n_1}) \) and \( y^* = (r_{2,1}, \ldots, r_{2,n_2}) \) are two positive vectors.

In regard to the ordered trees, we restrict our sums to the trees \((s, T) \in S^n \times T^k \) that \( s(T) \) does not have any edge with both ends in vertices of either part 1 or part 2. We let \( T^k_b \) be the set of such trees. We check that

\[
\left( \frac{1}{M} \sum_{(s, T) \in T^k_b} \frac{1}{\psi(s, T, D)} \right) P_b (s, T) = k^{k-2} + O \left( \sqrt{\frac{n}{M}} \right)
\]

is still valid. Although it sounds contradictory to Theorem 3.27 since \( T^k_b \) is a subset of \( S^n \times T^k \), we note that the definitions of \( d_{1,i} \) and \( d_{2,i} \) are different from \( d_i \) in Theorem 3.27. Here,

\[
d_{1,i} := \sum_{j=1}^{n_1} \tilde{p}_{ij}, \quad \text{and} \quad d_{2,i} := \sum_{i=1}^{n_2} \tilde{p}_{ij},
\]

as opposed to

\[
d_i := \sum_{i=1}^{n} \tilde{p}_{ij},
\]

where \( n = n_1 + n_2 \).

Next, Theorem 1-1 of [1] gives the following bounds

\[
(n_1 n_2)^{-\eta(n_1+n_2)} \leq P \left( G_b (D_1, D_2) \in \mathbb{G}^{D_1, D_2} \right) = e^{-H_2(\bar{p}) \left| \mathbb{G}^{D_1, D_2} \right|},
\]

for some positive \( \eta \) independent of \( n \). The above term \( (n_1 n_2)^{-\eta(n_1+n_2)} \) is bounded by \( e^{-\eta n \log(n^2)} \). Equations (3.45) and (3.46) are enough to produce a proof using the same method in the proof of Remark 2.20 and we skip the details.

**Remark 3.33.** The Theorem 1-1 of [1] only requires that the polytope \( \mathbb{P}^{D_1, D_2} \) has a non-empty interior. That gives a proof of Theorem 2.30 without any extra conditions on the degree sequence like part 2 and 3 of Assumption 2.7. We also believe that one can prove all the previous results without any extra condition on the degree sequence.
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**Appendix A. A concentration inequality.**

We also need the following concentration theorem for the proof of Theorem 2.11 that is inspired by a paper by Janson [21]. This is the generalized version of Theorem 1 from Janson’s paper, and we modified the proof for our purpose. Therefore, we begin this part with some notations and a theorem.

Consider a set \( \{ J_i \}_{i \in Q} \) of independent random indicator variables and a family \( \{ Q(\alpha) \}_{\alpha \in A} \) of subsets of the index set \( Q \), and define \( 1_\alpha = \prod_{i \in Q(\alpha)} J_i \) and \( S = \sum_{\alpha \in A} \omega_\alpha 1_\alpha \), where \( \omega_\alpha \) are positive numbers. [In other words, \( S \) counts the weighted number of the given sets \( Q(\alpha) \) that are contained in the random set \( \{ i \in Q : J_i = 1 \} \), with independently appearing elements.] We assume, for the sake...
of simplicity, that the index set $A$ is finite, but it is easy to see that the results extend to infinite sums, provided $E[S] < \infty$.

Write $\alpha \sim \beta$ if $Q(\alpha) \cap Q(\beta) \neq \emptyset$ but $\alpha \neq \beta$, and define

$$p_\alpha = E[1_\alpha],$$

$$\lambda = E[S] = \sum \frac{1}{\omega_\alpha} p_\alpha,$$

$$\delta_1 = \frac{1}{\lambda} \sum_\alpha \frac{p_\alpha}{\omega_\alpha^2},$$

$$\delta_2 = \frac{1}{\lambda} \sum_\alpha \sum_{\beta \sim \alpha} \frac{1}{\omega_\alpha \omega_\beta} E[1_\alpha 1_\beta].$$

**Theorem A.1.** With notation above and $0 \leq \epsilon \leq 1$ then

$$P(S \leq (1 - \epsilon)\lambda) \leq \exp\left[-\frac{\lambda}{\delta_1 + \delta_2} (\epsilon + (1 - \epsilon) \log(1 - \epsilon))\right].$$

We want to use the Chernoff bound, but first we need an upper bound for the moment-generating function. So the proof of Theorem A.1 follows our next lemma.

**Lemma A.2.** Using the preceding notations in Theorem A.1 and for $t \geq 0$, we have

$$E\left[e^{-tS}\right] \leq \exp\left[-\frac{\lambda}{\delta_1 + \delta_2} (1 - e^{-(\delta_1 + \delta_2)t})\right].$$

**Proof.** Let $\psi(t) = E\left[e^{-tS}\right]$, for $t \geq 0$. Then

$$-\frac{d\psi(t)}{dt} = E\left[Se^{-tS}\right] = \sum_\alpha E\left[\frac{1}{\omega_\alpha} 1_\alpha e^{-tS}\right].$$

We split $S$ into two parts; the part that is dependent on $1_\alpha$: $S'_\alpha = \frac{1}{\omega_\alpha} 1_\alpha + \sum_{\alpha \sim \beta} \frac{1}{\omega_\beta} 1_\beta$, and $S''_\alpha = S - S'_\alpha$, which is independent of $1_\alpha$. Thus,

$$E\left[1_\alpha e^{-tS}\right] = p_\alpha E\left[e^{-tS''_\alpha} | 1_\alpha = 1\right].$$

The event $1_\alpha = 1$ fixes $J_i : i \in Q(\alpha)$. Since $e^{-tS'_\alpha}$ and $e^{-tS''_\alpha}$ are decreasing functions of the remaining $J_i : i \in Q$, using the FKG inequality we get

$$E\left[1_\alpha e^{-tS}\right] \geq p_\alpha E\left[e^{-tS'_\alpha} | 1_\alpha = 1\right] E\left[e^{-tS''_\alpha} | 1_\alpha = 1\right] = p_\alpha E\left[e^{-tS'_\alpha} | 1_\alpha = 1\right] E\left[e^{-tS''_\alpha}\right] \geq p_\alpha E\left[e^{-tS''_\alpha} | 1_\alpha = 1\right] \psi(t).$$

Now summing over $\alpha$ and using Jensen’s inequality twice we have
\[
- \frac{d \log(\psi(t))}{dt} = \frac{1}{\psi(t)} \sum_{\alpha} \frac{1}{\omega_{\alpha}} E[1_{\alpha} e^{-tS}] \geq \sum_{\alpha} \frac{p_{\alpha}}{\omega_{\alpha}} E[e^{-tS_{\alpha}} 1_{\alpha} = 1] \\
\geq \sum_{\alpha} \frac{p_{\alpha}}{\omega_{\alpha}} \exp\left[-tE[S_{\alpha}^r 1_{\alpha} = 1]\right] \\
= \lambda \sum_{\alpha} \frac{1}{\omega_{\alpha}} \exp\left[-tE[S_{\alpha}^r 1_{\alpha} = 1]\right] \\
\geq \lambda \exp\left[-t \left( \sum_{\alpha} \frac{1}{\omega_{\alpha}} E[S_{\alpha}^r 1_{\alpha} = 1] \right)\right] \\
= \lambda \exp\left[-\frac{t}{\lambda} \left( \sum_{\alpha} \frac{1}{\omega_{\alpha}} E[S_{\alpha}^r 1_{\alpha} = 1] \right)\right] \\
= \lambda \exp\left[-\frac{t}{\lambda} \left( \sum_{\alpha} \frac{1}{\omega_{\alpha}} E[1_{\alpha}^2] + \sum_{\alpha \sim \beta} \frac{1}{\omega_{\alpha} \omega_{\beta}} E[1_{\alpha} 1_{\beta}] \right)\right] \\
(A.2) \\
= \lambda \exp \left[-\frac{t}{\lambda} (\delta_1 + \delta_2)\right].
\]

Therefore, \((\psi(0) = 1)\\n- \log(\psi(t)) \geq \int_0^t \lambda e^{-t(\delta_1 + \delta_2)} = \frac{\lambda}{\delta_1 + \delta_2} (1 - e^{-(\delta_1 + \delta_2)t}).
\]

\[\square\]

**Proof of Theorem A.1.** Now we are ready to use Chernoff’s bound,

\[
P(S \leq (1 - \epsilon)\lambda) \leq e^{t(1 - \epsilon)\lambda} E[e^{-tS}] \leq \exp\left[\frac{t(1 - \epsilon)\lambda - \frac{\lambda}{\delta_1 + \delta_2} (1 - e^{-(\delta_1 + \delta_2)t})}{\lambda}\right].
\]

Optimizing over \(t\), we get \(t = -(\delta_1 + \delta_2)^{-1} \log(1 - \epsilon)\). Thus,

\[
P(S \leq (1 - \epsilon)\lambda) \leq \exp\left[\frac{-(1 - \epsilon) \log(1 - \epsilon) \lambda}{\delta_1 + \delta_2} - \frac{\lambda}{\delta_1 + \delta_2} \epsilon\right] \\
= \exp\left[\frac{\lambda}{\delta_1 + \delta_2} [\epsilon + (1 - \epsilon) \log(1 - \epsilon)]\right].
\]

This completes the proof. \(\square\)

**Appendix B. Regularity of \(r_i\)s.**

Recall that the vector \((\tilde{p}_{ij})_{1 \leq i \neq j \leq n} \in \mathbb{R}^D\) is the minimizer of

\[
H_1(x) = \sum_{i \neq j} H(x_{ij}), \text{ where } H(x) = -x \ln(x) - (1 - x) \ln(1 - x).
\]

In addition, we have

\[d_i = \sum_{j \in [n] \setminus \{i\}} \tilde{p}_{ij}, \quad (B.1)\]

and as in Eq. 2.1, \(\tilde{p}_{ij} = \frac{r_i r_j}{1 + r_i r_j}\) that \(r_i\)s are positive numbers, and \(1 \leq i \leq n\).
Lemma B.1. Suppose that $d_1 \leq \cdots \leq d_n$, then,

a) $r_1 \leq \cdots \leq r_n$,

b) and $r_1 r_n > \frac{1}{n}$.

c) If $r_k \geq 1$, for some $1 \leq k \leq n$, then $r_{k+1}/r_k < n^4$.

d) If $r_k > n^2$, for some $1 \leq k \leq n$, then $\sum d_i \leq \frac{1}{2} M$, where the sum is over $1 \leq i \leq n - d_k - 1$.

Proof. a) We observe that

$$d_j - d_i = \sum_{k \neq i, j} \frac{r_j r_k}{1 + r_j r_k} - \frac{r_i r_k}{1 + r_i r_k} \geq (r_j - r_i) \sum_{k \neq i, j} \frac{r_k}{(1 + r_i r_k)(1 + r_j r_k)}.$$ 

The $r_i$s are positive, as well as the last sum in the above equation. Hence, the terms $d_j - d_i$ and $r_j - r_i$ have the same sign, and this finishes part a.

b) Let us see that $\mu_j = \frac{x_j}{1 + x_j}$ are increasing both in $i$ and $j$, because $r_i$ are positive and are increasing by part a, and also $f(x) = \frac{x}{1 + x}$ is increasing in $x$, for $x \geq 0$. Therefore, (11.1) implies

$$1 \leq d_1 = \sum_{j=2}^{n} \frac{r_1 r_j}{1 + r_1 r_j} \leq (n - 1) \frac{r_1 r_n}{1 + r_1 r_n} \leq n \frac{r_1 r_n}{1 + r_1 r_n}.$$ 

That is what we want.

c) We prove the problem using contradiction. So, suppose $r_k \geq 1$ and $r_{k+1}/r_k \geq n^4$. We define $I = \{i| r_{k+1} \leq r_i\}$ and $J = \{j| r_j \leq \frac{n^2}{r_{k+1}}\}$. Therefore,

$$0 \leq \frac{r_j r_l}{1 + r_j r_l} \leq \frac{\frac{n^2}{r_{k+1}} r_k}{1 + \frac{n^2}{r_{k+1}} r_k} < \frac{1}{n^2},$$

for $j \in J$ and $l \in [n] \setminus I$. In addition,

$$1 > \frac{r_i r_l}{1 + r_i r_l} > \frac{r_{k+1} r_{k+1}}{1 + r_{k+1} r_{k+1}} > 1 - \frac{1}{n^2},$$

for $i \in I$ and $l \in [n] \setminus J$. We observe that, for the number $U := \sum_{i \in I} d_i - \sum_{j \in J} d_j$,

$$U = \sum_{i \in I} \sum_{l \in [n] \setminus \{i\}} \frac{r_i r_l}{1 + r_i r_l} - \sum_{j \in J} \sum_{l \in [n] \setminus \{j\}} \frac{r_j r_l}{1 + r_j r_l} + \sum_{i \in I} \sum_{l \in [n] \setminus I \cup \{i\}} \frac{r_i r_l}{1 + r_i r_l} - \sum_{j \in J} \sum_{l \in [n] \setminus J \cup \{j\}} \frac{r_j r_l}{1 + r_j r_l} \geq |I| \cdot (n - |J| - 1) \left(1 - \frac{1}{n^2}\right) > |I| \cdot (n - |J| - 1) - 1.$$ 

Moreover,

$$|I| \cdot (n - |J| - 1) - 1 < U \leq \sum_{i \in I} \sum_{l \in [n] \setminus I \cup \{i\}} \frac{r_i r_l}{1 + r_i r_l} < |I| \cdot (n - |J| - 1),$$

where the last inequality follows from the condition $r_i \leq n^2$. This implies that $|I| \cdot (n - |J| - 1) - 1 < U < |I| \cdot (n - |J| - 1)$, contradicting the fact that $U$ is an integer.
which is impossible since $U$ is an integer.

d) By part a, $r_i$'s are increasing in $i$. Let $I = \{ i | r_i < n^{-1} \}$, then

$$d_k = \sum_{i \in [n] \setminus \{k\}} \frac{r_i r_k}{1 + r_i r_k} \geq \sum_{i \in I \cup \{k\}} \frac{r_i r_k}{1 + r_i r_k}$$

$$\geq (n - |I| - 1) \frac{n}{1 + n}$$

$$> n - |I| - 2,$$

since $r_k \geq n^2$. We note that $d_k$ is an integer, so $d_k \geq n - |I| - 1$. Now, there are at most $n^2$ pairs of $i$ and $j$ in $I$, and $\frac{r_i r_j}{1 + r_i r_j} \leq \frac{1}{n^2 + 1}$. That implies

$$\sum_{i \in I} d_i = \sum_{i \in I} \left( \sum_{j \in I, j \neq i} + \sum_{j \not\in I} \right) \frac{r_i r_j}{1 + r_i r_j}$$

$$< \frac{n^2}{n^2 + 1} + \sum_{i \in I} \sum_{j \not\in I} \frac{r_i r_j}{1 + r_i r_j}$$

$$\leq \frac{n^2}{n^2 + 1} + \sum_{j \not\in I} d_i$$

$$< 1 + M - \sum_{i \in I} d_i.$$

In addition, $\sum_{i \in I} d_i$ is an integer, so $\sum_{i \in I} d_i \leq \frac{M}{2}$. Ultimately, we close this lemma by $\sum_{i=1}^{n-d_k-1} d_i \leq \sum_{i=1}^{|I|} d_i \leq \frac{M}{2}$.

Recall that $G(D)$ is a random graph with independent Bernoulli random edges with parameters $\tilde{p}_{ij}$.

**Lemma B.2.** The following variational problems are equivalent,

$$\inf_{\vec{x} \in \mathbb{R}^n} F(\vec{x}) = \inf_{\vec{x} \in (\mathbb{R}^+)^n} G(\vec{x}) = \sup_{p \in \mathbb{P}^D} H_1(p),$$

where

$$F(\vec{x}) = -\sum_{i=1}^{n} d_i x_i + \sum_{i < j} \log(1 + e^{x_i + x_j}),$$

and

$$G(\vec{x}) = -\sum_{i=1}^{n} d_i \log(x_i) + \sum_{i < j} \log(1 + x_i x_j).$$

In addition, the supremum of $H_1$ is equal to $-\log \left( P \left( \tilde{G} = G \right) \right)$ for any graph $G$ with a degree sequence that is equal to $D$.

**Proof.** In the proof of Proposition 2.1, we saw that $H_1(\vec{x})$ takes its maximum $(\tilde{p}_{ij})_{1 \leq i \neq j \leq n}$ in the interior of $\mathbb{P}^D$. In regard to the function $F(\vec{x})$, it is strictly convex and, hence, has at most one minimum. Actually, the minimum is $\vec{\lambda} := (\log(r_1), \ldots, \log(r_n))$, since the gradient of $F(\vec{x})$ at $\vec{\lambda}$ is

$$\partial_i F(\vec{\lambda}) = -d_i + \sum_{j \neq i} \frac{e^{\lambda_i + \lambda_j}}{1 + e^{\lambda_i + \lambda_j}} = -d_i + \sum_{j \neq i} \frac{r_i r_j}{1 + r_i r_j} = 0.$$
Thus, $\tilde{\lambda}$ is a critical point and the unique minimum of $F(\tilde{\lambda})$. In addition, by a change of variable we get $G(\tilde{\lambda})$ from $F(\tilde{\lambda})$. So, $\tilde{r} = (r_1, \ldots, r_n)$ solves the infimum problem for function $G(\tilde{x})$, or $\inf_{\tilde{x} \in (\mathbb{R}^{>0})^n} G(\tilde{x}) = G(\tilde{r})$.

Next, we rewrite $F(\tilde{\lambda}) = G(\tilde{r})$ in terms of $\tilde{p}_{ij}$,

$$G(\tilde{r}) = -\sum_{i=1}^{n} d_i \log(r_i) + \sum_{i<j} \log(1 + r_i r_j)$$

$$= -\sum_{i=1}^{n} \sum_{j \neq i} \frac{r_i r_j}{1 + r_i r_j} \log(r_i) + \sum_{i<j} \log(1 + r_i r_j)$$

$$= -\sum_{i<j} \frac{r_i r_j}{1 + r_i r_j} [\log(r_i) + \log(r_j) - \log(1 + r_i r_j)]$$

$$+ \frac{1}{1 + r_i r_j} \log(1 + r_i r_j)$$

$$= -\sum_{i<j} \tilde{p}_{ij} \log(\tilde{p}_{ij}) - (1 - \tilde{p}_{ij}) \log(1 - \tilde{p}_{ij})$$

$$= H_1(\tilde{p}).$$

This completes the first part of the lemma.

On account of the vector $D$ satisfying the strict Erdős- Gallai conditions (2.2), there exists a graph $G$ with the degree sequence $D(G)$ that is equal to $D$. Let us use Lemma 3.5 with the graph $G$, and the above equation to reach

$$-\log \left( P \left( \tilde{G}(D) = G \right) \right) = -\log \left( \frac{\prod_{i=1}^{n} r_i^{d_i}}{\prod_{i,j} (1 + r_i r_j)} \right)$$

$$= -\sum_{i=1}^{n} d_i \log(r_i) + \sum_{i<j} \log(1 + r_i r_j)$$

$$= G(\tilde{r}).$$

Lemma B.3. If $M = \sum_{i=1}^{n} d_i \leq \left( \begin{array}{c} n \\ 2 \end{array} \right)$, then for $G \in G^D$,

$$M \cdot \log \left( \frac{M}{n(n-1)} \right) \leq \log \left( P \left( \tilde{G}(D) = G \right) \right).$$

Proof. First, the previous lemma provides that $-\log \left( P \left( \tilde{G}(D) = G \right) \right) = H_1(\tilde{p})$, and moreover,

$$\sum_{1 \leq i \neq j \leq n} \tilde{p}_{ij} = \frac{1}{2} \sum_{1 \leq i < j \leq n} \tilde{p}_{ij} = \frac{M}{2}.$$
Second, the function $H(x) = -x \log(x) - (1 - x) \log(1 - x)$ is a concave function. So,

$$
\frac{2}{n(n-1)} H_1(\tilde{p}) = \frac{2}{n(n-1)} \sum_{i<j} -\tilde{p}_{ij} \log(\tilde{p}_{ij}) - (1 - \tilde{p}_{ij}) \log(1 - \tilde{p}_{ij})
\leq -\frac{M}{n(n-1)} \log \left( \frac{M}{n(n-1)} \right) - \left( 1 - \frac{M}{n(n-1)} \right) \log \left( 1 - \frac{M}{n(n-1)} \right)
\leq -\frac{2M}{n(n-1)} \log \left( \frac{M}{n(n-1)} \right),
$$

and we used the inequality $x \log(x) \leq (1 - x) \log(1 - x)$ for $x \leq \frac{1}{2}$.
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