Rabi oscillations and Ramsey-type pulses in ultracold bosons: Role of interactions
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Double-well systems loaded with one, two, or many quantum particles give rise to intriguing dynamics, ranging from Josephson oscillation to self-trapping. This work presents theoretical and experimental results for two distinct double-well systems, both created using dilute rubidium Bose-Einstein condensates with particular emphasis placed on the role of interaction in the systems. The first is realized by creating an effective two-level system through Raman coupling of hyperfine states. The second is an effective two-level system in momentum space generated through the coupling by an optical lattice. Though the non-interacting systems can, for a wide parameter range, be described by the same model Hamiltonian, the dynamics for these two realizations differ in the presence of interactions. The difference is attributed to scattering diagrams that contribute in the lattice coupled system but vanish in the Raman coupled system. The internal dynamics of the Bose-Einstein condensates for both coupling scenarios is probed through a Ramsey-type interference pulse sequence, which constitutes a key building block of atom interferometers. These results have important implications in a variety of contexts including lattice calibration experiments and momentum space lattices used for quantum analog simulations.

PACS numbers:

I. INTRODUCTION

We consider the famous model in which two isolated states are resonantly coupled by a monochromatic field, e.g., two energetically separated atomic states that are coupled by an oscillating electric field. Starting with all particles populating one of the states, the population oscillates periodically between the two states under the influence of the external field. In the presence of a positive or negative detuning \( \delta \), the population still oscillates back and forth; however, the oscillation period and the maximum transfer probability (amplitude) of these Rabi oscillations are modified. This coupled two-level system, which finds applications in many areas of physics, is discussed in nearly every quantum text book \[1-3\]. For an interacting ensemble of particles, the Rabi oscillations are, in general, further modified. In particular, the population oscillations may not be fully periodic and the amplitude of the oscillations may decrease or drift (dephase) due to many-body effects \[4-6\].

This work considers Rabi oscillations in the context of ultracold atoms, specifically a degenerate \(^{87}\)Rb Bose-Einstein condensate (BEC). The two-level system is realized in two different ways. In scenario 1, one-dimensional Raman coupling along the \( z \)-direction, realized using two Raman lasers, generates an effective pseudo-spin-1/2 system of two coupled internal hyperfine states \[7-9\]. In scenario 2, a one-dimensional moving optical lattice along the \( z \)-direction couples momentum states with momenta of \( 2n\hbar k_L \), where \( n \) is an integer and \( k_L \) the lattice wave vector \[10-12\]. Considering only the \( n = 0 \) and \( n = 1 \) states, the lattice Rabi coupling case can, in the absence of interactions, be mapped to the same two-state description as the Raman coupling case considered in scenario 1, with the velocity of the moving lattice determining the effective detuning.

In the presence of atom-atom interactions, the Rabi oscillations for scenarios 1 and 2 are found to differ. The reason for this is traced back to how the two-level systems are realized. In second quantization, the interaction potential takes the form

\[
\hat{v} = \int \hat{\Psi}^{\dagger}(\mathbf{r}_1)\hat{\Psi}^{\dagger}(\mathbf{r}_2)V(\mathbf{r}_1, \mathbf{r}_2)\hat{\Psi}(\mathbf{r}_1)\hat{\Psi}(\mathbf{r}_2)d\mathbf{r}_1d\mathbf{r}_2, \tag{1}
\]

where \( \hat{\Psi}^{\dagger}(\mathbf{r}) \) creates a particle at position \( \mathbf{r} \). Parametrizing \( V(\mathbf{r}_1, \mathbf{r}_2) \) in terms of a contact interaction of strength \( g \), \( V(\mathbf{r}_1, \mathbf{r}_2) = g\delta(\mathbf{r}_1 - \mathbf{r}_2) \), and assuming that the field operator \( \hat{\Psi}^{\dagger}(\mathbf{r}) \) can be expressed in terms of two states,

\[
\hat{\Psi}^{\dagger}(\mathbf{r}) = \hat{c}_a^{\dagger}\Psi_a^{\ast}(\mathbf{r}) + \hat{c}_b^{\dagger}\Psi_b^{\ast}(\mathbf{r}) \tag{2}
\]

(\( \hat{c}_a^{\dagger} \) and \( \hat{c}_b^{\dagger} \) create a particle in states \( \Psi_a \) and \( \Psi_b \), respectively), it can be seen that \( \hat{v} \) contains 16 terms. Some of these vanish in the Raman coupling case but contribute appreciably in the lattice coupling case.

We write \( \Psi_a(\mathbf{r}) = \psi_a(\mathbf{r})|\uparrow\rangle \) and \( \Psi_b(\mathbf{r}) = \psi_b(\mathbf{r})|\downarrow\rangle \). In the Raman coupling case, \(|\uparrow\rangle\) and \(|\downarrow\rangle\) represent two different hyperfine states and \( \psi_a(\mathbf{r}) \) and \( \psi_b(\mathbf{r}) \) correspond to states with momentum 0 and \( 2\hbar k_L \) (\( \hbar k_L \) is the Raman momentum). The resulting non-vanishing interaction terms or scattering diagrams are shown in the first row of Fig. 1. The first scattering diagram is proportional to \( \hat{c}_a^{\dagger}\hat{c}_b\hat{c}_a\hat{c}_b \), the second scattering diagram is proportional to \( \hat{c}_b^{\dagger}\hat{c}_b\hat{c}_a\hat{c}_a \), and the third and fourth scattering
A theoretical framework is developed that explains the experimentally observed interference fringes. \( \pi/2 \)-pulses play an important role in momentum space engineering [17,18]. For example, the splitting of an initial wave packet as well as the preparation of a variety of target states can be accomplished by \( \pi/2 \) pulses. Perfect splitting may, however, be hampered by interactions and wave packet broadening. Intriguingly, combining Raman and lattice coupling schemes, which are considered separately in this paper, one might be able to realize loop-like plaquette systems. Specifically, the work presented in this paper provides a stepping stone for realizing a plaquette system, in which two momentum space lattices, occupied by two different hyperfine states, are coupled by Raman lasers.

The remainder of this article is organized as follows. Section II discusses the experimental setup for the Raman and lattice coupling schemes. Section III presents theory background and numerical results for the Raman coupling case. It also develops a fully analytical framework for the Ramsey-type pulse sequence. The agreement between the theoretical and experimental data for the Rabi oscillations is excellent. Section IV discusses the lattice coupling case; particular emphasis is placed on contrasting the dynamics for the lattice coupling scenario with that for the Raman coupling scenario. Experimental results are found to agree with the theoretical predictions quantitatively for the Rabi oscillation data and qualitatively for the Ramsey-type pulse-sequence data. Finally, Sec. V summarizes our key findings and presents an outlook.

II. EXPERIMENTAL SETUP

The experiments are performed with a \(^{87}\)Rb BEC consisting of approximately \( N = 10^5 \) atoms. Nearly pure BECs are confined in an elongated harmonic trap with trap frequencies of approximately \( \{ \omega_x, \omega_y, \omega_z \} = 2\pi\{140, 160, 25 \} \) Hz. The spin-independent trapping potential is produced by two crossed, optical dipole beams with a wavelength of 1064 nm. Anharmonic corrections for this trapping configuration are estimated to be negligible for the purpose of this work. After preparation of the initial state, we remove the trapping potential at time \( t = 0 \). For all practical purposes, the turning off of the external confinement is done instantaneously,

\[
V_{\text{trap}}(r, t) = \begin{cases} 
\frac{m}{2} \left( \omega_x^2 x^2 + \omega_y^2 y^2 + \omega_z^2 z^2 \right) & \text{for } t < 0 \\
& \text{for } t \geq 0 
\end{cases},
\]

where \( m \) denotes the atom mass. The trap frequencies and atom number are calibrated daily by fitting dipole oscillation data and cloud widths during expansion, respectively. The relevant values are reported in the figure captions.

Scenario 1 is realized by applying two 789.1 nm Raman lasers with effective coupling strength \( \Omega_R \) and Raman detuning \( \delta_R \) to couple the \( |F, m_F| = |1, -1| = |\uparrow\rangle \) and \( |F, m_F| = |1, 0| = |\downarrow\rangle \) hyperfine states of \(^{87}\)Rb under...
an external magnetic field of approximately 10 G. Here, $F$ denotes the total angular momentum of the $^{87}$Rb atom and $m_F$ the corresponding projection quantum number. The two-photon Raman coupling scheme follows the procedure described in Ref. [19]. In momentum space, the two hyperfine states are separated by $2\hbar k_R$, where $k_R$ is determined by the wave number and orientation of the Raman lasers. Specifically, the two Raman lasers with wave vectors $k_1$ and $k_2$ cross at an angle of $\theta_R$. Defining $2k_R = |k_1 - k_2|$ and using $|k_1| = |k_2|$, we have $k_R = |k_1|\sin(\theta_R/2)$; in our set-up, $\theta_R \approx \pi/2$ or $k_R \approx |k_1|/\sqrt{2}$. The difference between the angular frequencies $\omega_1$ and $\omega_2$ of the two lasers allows one to set the Raman detuning $\delta_R, \delta_R = 4E_R - \hbar \omega_R + E_{\text{Zeeman}}$, where $\omega_R = \omega_1 - \omega_2$ and
\begin{equation}
E_R = \frac{\hbar^2 k^2_R}{2m}.
\end{equation}

Here, $E_{\text{Zeeman}}$ is the Zeeman splitting between the two coupled hyperfine states. The hyperfine state $|1,1\rangle$, which is off-resonant due to the quadratic Zeeman shift, is not included in our theoretical description. We have checked that inclusion of this state does not notably change the dynamics in the parameter regime of interest.

Scenario 2 is realized by preparing all atoms in the $|F, m_F\rangle = |1, -1\rangle = |\uparrow\rangle$ state and loading the BEC into a moving optical lattice [20]. Spin changing collisions play a negligible role in the magnetic fields used in this work. The lattice is created by crossing two 1064 nm lasers at an angle of $\theta_L$ ($\theta_L \approx \pi/2$), with polarization perpendicular to the trapping beams, wave vectors $k_1$ and $k_2$ ($|k_1| = |k_2|$), and angular frequencies $\omega_1$ and $\omega_2$. The resulting lattice is characterized by the effective coupling strength $\Omega_L$, the wave vector $k_L$, and the detuning $\delta_L = 4E_L - \hbar \omega_L$, where $\omega_L = \omega_1 - \omega_2$. Energies and lengths are measured in units of $E_L$ [Eq. (1)] with the subscript “R” replaced by “L” and $1/k_L$, respectively. Specific values are given in the context of the experiments described below. In all cases, the external harmonic confinement is turned off after the Raman interaction.

In the remainder of this paper, we denote the coupling strength by $\Omega(t)$ when the discussion is independent of the specific scheme, i.e., when the discussion applies to both the Raman and lattice coupling cases. When the discussion is specific to one of the scenarios, we use, respectively, $\Omega_R(t)$ and $\Omega_L(t)$ for the Raman and lattice coupling cases [correspondingly, $\Omega_0$ in Eqs. (5) and (6) below are replaced by $\Omega_0,R$ and $\Omega_0,L$, respectively]. The coupling, which is assumed to be real, is turned on at time $t_{\text{start}}$, where $t = 0$ is the time at which the trapping potential is removed. For $t_{\text{start}} > 0$, the initial BEC expands in the absence of the Raman or lattice drive, thereby reducing the interaction strength during the subsequent pulse sequence. For the Rabi oscillation measurements, we keep $\Omega(t)$ on for a time interval $t_{\text{end}} = t_{\text{seq}} - t_{\text{start}}$.

In the experiment, the turning on of the coupling strength is not quite instantaneous but instead occurs over about 75 $\mu$s. To facilitate the comparison between theory and experiment, we choose $t_{\text{start}}$ to be the time at which $\Omega(t)$ has reached half of its maximum. In many applications that involve momentum transfer, a $\pi/2$-wait-$\pi$-wait-$\pi/2$ pulse sequence is used instead of the shorter $\pi/2$-wait-$\pi/2$ pulse sequence. The reason we decided to apply the simpler pulse sequence is that the “$\pi$ reversal pulse” does not, as in other scenarios, remove the linear phase in our systems due to the presence of interactions.

The imaging is done at time $t_{\text{end}} + t_{\text{ToF}}$, i.e., after an additional expansion time of $t_{\text{ToF}}$. In the absence of the trapping potential, the momentum components separate naturally due to the fact that the states $\Psi_a$ and $\Psi_b$ have different velocities. For the lattice case, e.g., an expansion time of $t_{\text{ToF}} \approx 10$ ms corresponds to a separation of the cloud centers by about 85 $\mu$m along the $z$-direction. This distance is larger than the size of the clouds after the expansion. For an initial cloud with Thomas-Fermi radius 22 $\mu$m, e.g., the size of the cloud at time $t_{\text{seq}} + t_{\text{ToF}}$ is about 43 $\mu$m.

Depending on the observable, the time-of-flight expansion plays no role, a negligible role, or an essential role when comparing experimental and theoretical data. For the Raman coupling case, the populations of the states $\Psi_a$ and $\Psi_b$ do not change during the time-of-flight expansion. This implies that theoretical results for the populations, calculated by neglecting the time-of-flight expansion, can be compared directly with experimentally measured populations. Correspondingly, we do not simulate the time-of-flight sequence when we compare Rabi oscillation data. Experiment-theory comparisons of the Ramsey-type pulse sequence, in contrast, require that the time-of-flight expansion be simulated to explain the observed fringe structures.

For the lattice case, the situation is slightly different. The populations of the states $\Psi_a$ and $\Psi_b$, which are distinguished only by their momentum, can change during the time-of-flight expansion due to atom-atom collisions that involve states with momenta $\approx n\hbar k_L$, where $n = -2, \pm 4, \pm 6, \ldots$. However, such population transfer is typically small; note that this is the reason why the two-state model introduced in Sec. [IV.A] provides a
reliable description for a fairly large parameter window. The small population transfer implies that the dynamics during the time-of-flight expansion can, in a first approximation, be neglected when analyzing populations. Understanding the internal dynamics such as the formation of density patterns, in contrast, requires that the time-of-flight sequence be modeled explicitly.

III. RAMAN COUPLING CASE

A. General framework

Our theoretical analysis of the Raman-coupled system is based on the standard mean-field formulation [9],

\[
\hat{H} = \left( \frac{\hat{p}^2}{2m} + V_{\text{trap}}(\mathbf{r}, t) \right) \otimes I_2 + \left( \begin{array}{cc}
g_{aa}|\psi_a(\mathbf{r}, t)|^2 + g_{ab}|\psi_b(\mathbf{r}, t)|^2 & 0 \\
0 & g_{ba}|\psi_a(\mathbf{r}, t)|^2 + g_{bb}|\psi_b(\mathbf{r}, t)|^2 \\
\end{array} \right) + \\
\left( \begin{array}{c}
\frac{\Omega_{a}(t)}{2}\exp(2ik_Rz + \omega_Rt) \\
E_{\text{Zeeman}} \\
\end{array} \right),
\]

where \( I_2 \) is the 2 \( \times \) 2 identity matrix and the normalization, expressed in terms of the fractional populations \( N_a \) and \( N_b \), is

\[ N_a + N_b = 1 \quad (8) \]

with (\( j = a \) or \( b \))

\[ N_j = \int \psi_j^*(\mathbf{r}, t)\psi_j(\mathbf{r}, t) \, d\mathbf{r}. \quad (9) \]

The interaction strengths \( g_{ij} \) between atoms in hyperfine states \( i \) and \( j \) are given by

\[ g_{ij} = \frac{4\pi \hbar^2 (N - 1) a_{ij}}{m}. \quad (10) \]

For \(^{87}\text{Rb} \), we have \( a_{aa} = 100.4 \) \( a_B \), \( a_{ab} = a_{ba} = 100.4 \) \( a_B \), and \( a_{bb} = 100.9 \) \( a_B \) [21], where \( a_B \) denotes the Bohr radius. In the arguments presented in Sec. II, the four \( g_{ij} \) were assumed to be the same; this simplifying assumption which writes the mean-field spinor in terms of the components \( \psi_a(\mathbf{r}, t) \) and \( \psi_b(\mathbf{r}, t) \). Here and in what follows, \( \psi_a \) and \( \psi_b \) are time-dependent; note that the discussion in Sec. II adopted a stationary framework for simplicity. The unrotated \( 2 \times 2 \) mean-field Hamiltonian \( \hat{H} \) reads

is again made in Sec. III E. The time dynamics of the system is governed by

\[ i\hbar \frac{\partial}{\partial t} \begin{pmatrix} \psi_a(\mathbf{r}, t) \\ \psi_b(\mathbf{r}, t) \end{pmatrix} = \hat{H} \begin{pmatrix} \psi_a(\mathbf{r}, t) \\ \psi_b(\mathbf{r}, t) \end{pmatrix}. \quad (11) \]

Defining the rotated states \( \tilde{\psi}_a(\mathbf{r}, t) \) and \( \tilde{\psi}_b(\mathbf{r}, t) \),

\[ \begin{pmatrix} \tilde{\psi}_a(\mathbf{r}, t) \\ \tilde{\psi}_b(\mathbf{r}, t) \end{pmatrix} = \hat{U}(z, t) \begin{pmatrix} \psi_a(\mathbf{r}, t) \\ \psi_b(\mathbf{r}, t) \end{pmatrix}, \quad (12) \]

in terms of the rotation operator \( \hat{U}(z, t) \),

\[ \hat{U}(z, t) = \begin{pmatrix} 1 & 0 \\ 0 & \exp(-2ik_Rz + \omega_Rt) \end{pmatrix}, \quad (13) \]

we obtain Eq. (11) with \( \psi_a(\mathbf{r}, t) \), \( \psi_b(\mathbf{r}, t) \), and \( \hat{H} \) replaced by \( \tilde{\psi}_a(\mathbf{r}, t) \), \( \tilde{\psi}_b(\mathbf{r}, t) \), and \( \tilde{\hat{H}} \), respectively, where the rotated Hamiltonian \( \tilde{\hat{H}} \) is given by

\[
\tilde{\hat{H}} = \left( \frac{\hat{p}^2}{2m} + V_{\text{trap}}(\mathbf{r}, t) \right) \otimes I_2 + \left( \begin{array}{cc}
g_{aa}|\tilde{\psi}_a(\mathbf{r}, t)|^2 + g_{ab}|\tilde{\psi}_b(\mathbf{r}, t)|^2 & 0 \\
0 & g_{ba}|\tilde{\psi}_a(\mathbf{r}, t)|^2 + g_{bb}|\tilde{\psi}_b(\mathbf{r}, t)|^2 \\
\end{array} \right) + \\
\left( \begin{array}{c}
\frac{\Omega_{a}(t)}{2}\exp(2ik_Rz - \omega_Rt) \\
E_{\text{Zeeman}} \\
\end{array} \right).
\]

To obtain Eq. (14), we used the relation \( |\tilde{\psi}_j(\mathbf{r}, t)|^2 = |\psi_j(\mathbf{r}, t)|^2 \), where \( j = a \) or \( b \). Importantly, the position-
and time-dependent phase \( \hat{\gamma}_b(r, t) \) of the rotated component \( \hat{\psi}_b(r, t) \) differs from the phase \( \gamma_b(r, t) \) of the unrotated component \( \psi_b(r, t) \). Since the change of the phases of the unrotated spinor components is dominated by the laser coupling term, thereby masking the change due to the internal dynamics, it is more convenient to analyze the phases of the spinor-components in the rotated basis, whose phase dynamics is governed by “internal effects” as opposed to the laser coupling.

For the Rabi oscillation measurements and the Ramsey-type pulse sequence, the BEC is initially (i.e., at \( t = 0 \)) prepared in the state \( \psi_b(r, t) |\uparrow\rangle = \hat{\psi}_a(r, t) |\uparrow\rangle \), which is characterized by a vanishing average mechanical momentum along the \( z \)-direction, i.e., \( \langle \hat{p}_z \rangle_{\text{initial}} = 0 \). Our calculations assume an axially symmetric harmonic trap with \( \omega_x = \omega_y = \omega_R \). The trapping potential defines the harmonic oscillator lengths \( a_{ho,z} \) and \( a_{ho,\rho} \),

\[
a_{ho,z/\rho} = \sqrt{\frac{\hbar}{m \omega_{z/\rho}}}.
\]  
(15)

The coupled mean-field equations are solved using standard techniques. The initial state is obtained by imaginary time propagation. The real time dynamics is implemented by expanding the time evolution operator in binary time propagation. The real time dynamics is im-


dard techniques. The initial state is obtained by imag-


ering at first sight, it can be explained as follows: The

center of mass of the component \( \psi_b(r, t) \) moves relative
to the center of mass of the component \( \hat{\psi}_a(r, t) \) during the Rabi oscillations. Thus, the two components are not perfectly overlapping spatially. As a consequence, the relative phase of the spinor components at fixed \( r \) is changing slightly due to the relative motion of the two components with respect to each other. This phase difference is responsible for the non-perfect population transfer (“damping”). An alternative but equivalent picture is that the finite momentum width of the initial state corresponds to a small effective momentum-dependent detuning. This effective detuning decreases with increasing mean-field interactions due to the decrease of the width of the initial state in momentum space.

When mean-field interactions are present [the red dashed and blue dotted lines in Fig. 2(a)] for \( N = 3 \times 10^5 \) and \( N = 10^6 \), respectively, the amplitude of the Rabi oscillation data changes somewhat while the oscil-


FIG. 2: Rabi oscillations for Raman coupling case (numerical results). The lines show the difference \( N_a - N_b \) between the fractional populations as a function of the dimensionless time \( t_{seq} \Omega_{0,R}/\hbar \) for \( t_{start} = 0 \), \( E_R/\hbar = 1960 \text{ Hz} \), \( \delta_R = 0 \), and \( \omega_R = 2\pi \times 200 \text{ Hz} \). (a) Changing the particle number \( N \). The black solid, red dashed, and blue dotted lines are for \( N = 1 \), \( N = 3 \times 10^5 \), and \( N = 10^6 \), respectively. The weak trapping frequency is \( \omega_z = 2\pi \times 40 \text{ Hz} \) and the coupling strength is \( \Omega_{0,R} = E_R \). (b) Changing the angular trapping frequency \( \omega_z \). The black solid, red dashed, and blue dotted lines are for \( \omega_z = 2\pi \times 10 \text{ Hz} \), \( \omega_z = 2\pi \times 20 \text{ Hz} \), and \( \omega_z = 2\pi \times 60 \text{ Hz} \), respectively. The coupling strength is \( \Omega_{0,R} = E_R \) and the number of particles is \( N = 3 \times 10^5 \). (c) Changing the coupling strength \( \Omega_{0,R} \). The black solid, red dashed, and blue dotted lines are for \( \Omega_{0,R} = E_R/2 \), \( \Omega_{0,R} = 3E_R/2 \), and \( \Omega_{0,R} = 5E_R/2 \), respectively. The number of particles is \( N = 3 \times 10^5 \) and the weak trapping frequency is \( \omega_z = 2\pi \times 40 \text{ Hz} \).
cation period is essentially unaffected by the interactions. For these two $N$-values, the chemical potential (in units of \( \hbar \)) of the initial state is \( \approx 3303 \) Hz and \( 5347 \) Hz (corresponding to \( 1.685E_R \) and \( 2.728E_R \)), i.e., the chemical potential at \( t = 0 \) is larger than \( \Omega_{0,R} \).

To highlight the effect of the interactions, Fig. 2(b) shows the Raman-induced Rabi oscillations for \( N = 3 \times 10^5 \) [same atom number as used for the red dashed line in Fig. 2(a)] for weaker and stronger confinement along the \( z \)-direction than used in Fig. 2(a). Stronger confinement leads to higher density and thus to enhanced interaction effects. For the largest \( \omega_z \) considered [blue dotted line in Fig. 2(b)], the fractional population difference \( N_a - N_b \) deviates appreciably from a simple sinusoidal curve after a few oscillations. This indicates that care needs to be taken when calibrating the effective Raman coupling strength \( \Omega_{0,R} \); in particular, a fit to a simple sinusoidal function, applicable to the ideal two-level model, might not yield the correct effective coupling strength.

The results presented in Figs. 2(a), 2(b) are for \( \Omega_{0,R} = E_R \). Figure 2(c) shows the dynamics for smaller and larger coupling strengths, namely \( \Omega_{0,R} = E_R/2 \), \( \Omega_{0,R} = 3E_R/2 \), \( \Omega_{0,R} = 5E_R/2 \), and the same trap confinement as in Fig. 2(a). Even though the particle number is quite moderate (namely, \( N = 3 \times 10^5 \)), the oscillation amplitude and period for \( \Omega_{0,R} = E_R/2 \) [solid line in Fig. 2(c)] deviate strongly from perfect sinusoidal behavior due to the enhanced effects of the mean-field energy with decreasing \( \Omega_{0,R} \). This implies that care needs to be exercised if the calibration of the effective Raman coupling strength is done for low coupling strengths. In this regime, one has to make sure that the particle number is sufficiently low or that one allows for sufficient time-of-flight expansion prior to turning on the Raman Rabi coupling (Fig. 2 is for \( t_{\text{start}} = 0 \)). If this is not done, the value of the effective Rabi coupling strength, which enters into the underlying system Hamiltonian, may be impacted by interaction effects, potentially leading to errors in experiments that require reliable precision, such as quantum analog simulations and many-body studies. Alternatively, explicit comparisons with Gross-Pitaevskii equation results, as done in this work, would be very useful when interactions are present. Last, one may consider performing the calibration in the “large power” regime and extrapolating the resulting calibration curve instead of performing the calibration in the “low power” regime.

### C. Rabi oscillations: Theory-experiment comparison

Figure 3 shows a comparison between theory and experiment for the Raman-induced Rabi oscillations for an initial state with chemical potential \( \mu = 0.8436 \ E_R \). This chemical potential corresponds to a mean-field energy per particle at \( t = 0 \) of \( 0.5206 \ E_R \). To reduce the mean-field energy in the system, a 0.5 ms free expansion step was inserted after turning off the trap and prior to turning on the Raman coupling lasers. At the end of the free expansion, the mean-field energy per particle is about 20 % smaller than at \( t = 0 \). The resulting Rabi oscillations are slightly damped. Although the experimental data (red dots) are obtained for a small negative detuning \( \delta_R \), the detuning is not the only cause for the damping. Extrapolating the mean-field Gross-Pitaevskii results for finite detuning to zero detuning, we conclude that even the zero detuning case displays damping [explicit calculations for \( \delta_R = 0 \) (not shown) confirm this]. Combining the good agreement between the experimental data and theoretical curves with the discussion of the previous section, we conclude that the damping can be partially attributed to the mean-field interactions. Indeed, if we let the BEC expand longer prior to turning on the Raman coupling, the damping or dephasing, for the same detuning \( \delta_R \), is reduced.

Interestingly, fitting of the mean-field Gross-Pitaevskii results for \( \delta_R/h = -200 \) Hz (this detuning gives the best agreement with the experimental data) to a damped periodic function of the form

\[
N_a - N_b = \cos(2\pi ft) \exp(-t/\tau)
\]

yields a frequency \( f \) of 2578 Hz. This “fitted Rabi coupling strength” is about 1.2 % larger than the Rabi coupling strength \( \Omega_{0,R} \) used in the simulations. This indicates that the interactions impact, for the parameter combinations considered, the oscillation frequency much less than the amplitude. More specifically, for the parameter combination considered in Fig. 3, the effect of the interactions on the Rabi oscillations can be described, to a good approximation, phenomenologically by the time constant \( \tau \).

### D. Ramsey-type pulse sequence: Theory overview

Throughout this section, the initial BEC (\( N = 3 \times 10^5 \)) is prepared for a confinement with \( \omega_x = 2\pi \times 200 \) Hz and \( \omega_z = 2\pi \times 40 \) Hz. The dynamics are analyzed for the Ramsey-type pulse sequence with Raman coupling strength \( \Omega_{0,R} = E_R \), detuning \( \delta_R = 0 \), and—as in Sec. III.B—\( E_R/h = 1960 \) Hz for \( t_{\text{start}} = 0 \). The main emphasis lies on developing, motivated by numerical simulations of the time-dependent mean-field equation for the Hamiltonian given in Eq. (14), a benchmark and physical picture that provides the motivation for the analytical treatment presented in Sec. III.E.

When the Raman coupling is turned on, population is transferred from the component \( \psi_a(r,t) \) to the component \( \psi_b(r,t) \). As discussed in the previous sections, the interactions can notably impact the Rabi oscillations, in particular for longer times. Despite of this, we measure the lengths of our pulses in terms of the characteristic time scale of the non-interacting system, i.e., we refer to a \( \pi/2 \)-pulse as a pulse that transfers, in the absence of interactions and assuming an infinitely narrow momentum space wave packet, half of the atoms from
as a function of time. The experimental parameters are \( \omega_x = 2\pi \times 155 \text{ Hz}, \omega_y = 2\pi \times 179 \text{ Hz}, \omega_z = 2\pi \times 24.8 \text{ Hz}, N = 1.5 \times 10^5, E_R/h = 1960 \text{ Hz}, \Omega_0 R/h = 2548 \text{ Hz}, \) and \( t_{\text{start}} = 0.5 \text{ ms}. \) The experiments were performed for a small negative detuning \( \delta \) that is estimated to be between \(-200 \text{ Hz}\) and \(-600 \text{ Hz}\), where the uncertainty is due to fluctuations in the external magnetic field responsible for the Zeeman splitting. The solutions to the mean-field Gross–Pitaevskii equation (lines) are obtained for an axially symmetric trap characterized by the experimentally measured \( \omega_x \) and \( \omega_y = 2\pi \times 167.0 \text{ Hz} \) (\( \omega_y \) is taken to be the mean of the experimental \( \omega_x \) and \( \omega_y \)). The black dotted, green solid, and blue dashed lines show results for \( \delta R/h = -200 \text{ Hz}, -400 \text{ Hz}, \) and \(-600 \text{ Hz}\), respectively; the other parameters are taken from experiment. The results for \( \delta R/h = -200 \text{ Hz} \) describe the experimental data the best. The chemical potential \( \mu \) prior to turning off the trap is \( 0.8346 E_R \). The mean-field energy per particle prior to turning off the trap and after the \( 0.5 \text{ ms} \) expansion is \( 0.5206 E_R \) and \( 0.4076 E_R \), respectively.

the state \( \tilde{\psi}_a(r, t) \) to the state \( \tilde{\psi}_b(r, t) \). For the parameters employed in Fig. 4, a \( \pi/2 \)-pulse corresponds to \( \pi h/(2\Omega_0 R) \approx 0.1276 \text{ ms}. \) Figure 4(aii) shows that the population of state \( \tilde{\psi}_b(r, t) \) after the first \( \pi/2 \)-pulse is close to 50 \% (it is 49.95 \%). In addition, it can be seen that the population in the component \( \tilde{\psi}_b(r, t) \) moves a tiny bit relative to the population in the component \( \tilde{\psi}_a(r, t) \) during the first \( \pi/2 \)-pulse. The reason is that the population in state \( \tilde{\psi}_a(r, t) \) has an average mechanical momentum of about \( 2\hbar k_R \) along the \( z \)-direction while the population in state \( \tilde{\psi}_b(r, t) \) has an average mechanical momentum very close to zero along the \( z \)-direction.

During the variable hold time, no population transfer occurs since the Raman coupling lasers are turned off. The two key characteristics during the hold time are: First, the population in state \( \tilde{\psi}_b(r, t) \) continues to move relative to that in component \( \tilde{\psi}_a(r, t) \). Second, the interacting BEC expands a tiny bit. Figures 4(aii) and 4(aiii) show \( \rho = 0 \) cuts and are for \( t_{\text{hold}} = 1 \text{ ms} \) and \( t_{\text{hold}} = 2 \text{ ms} \), respectively.

To “reunite” the populations of the states \( \tilde{\psi}_a(r, t) \) and \( \tilde{\psi}_b(r, t) \), a second \( \pi/2 \)-pulse is applied. For the example shown in Fig. 4, the population of state \( \tilde{\psi}_a(r, t) \) after the second \( \pi/2 \)-pulse is 51.74 \% for \( t_{\text{hold}} = 1 \text{ ms} \) and 50.15 \% for \( t_{\text{hold}} = 2 \text{ ms} \). After the second \( \pi/2 \)-pulse, the density profiles [see Figs. 4(ai) and 4(avi) for \( \rho = 0 \) cuts] show interference fringes in the “central” or “overlap” region, i.e., in the spatial region where the two clouds overlapped prior to the application of the second \( \pi/2 \)-pulse. The interference fringes establish themselves through out-of-phase oscillations of \( |\tilde{\psi}_a(z, 0)|^2 \) and \( |\tilde{\psi}_b(z, 0)|^2 \). We observe analogous fringes for other \( \rho \) values. The total density of the two components (not shown), in contrast, exhibits oscillations with comparatively small amplitude in the outer region and no oscillations in the central region.

Quite generally, the appearance of fringes such as those displayed in Figs. 4(ai) and 4(avi) suggests the existence of two interfering pathways, i.e., the existence of a spatially dependent phase difference. In the following, we introduce a theoretical framework that highlights how the fringe pattern develops for the Ramsey-type pulse sequence with Raman coupling. To this end, it is instructive to visualize the time-evolving rotated spinor on the Bloch sphere. Since the two components \( \tilde{\psi}_a(r, t) \) and \( \tilde{\psi}_b(r, t) \) can each be written in terms of one complex number for each \( z, \rho \), and \( t \) (the axial symmetry suggests the use of cylindrical coordinates), we define

\[
\begin{align*}
\begin{pmatrix}
\tilde{\psi}_a(z, \rho, t) \\
\tilde{\psi}_b(z, \rho, t)
\end{pmatrix} &= R(z, \rho, t) \exp\left[ i\tilde{\gamma}_a(z, \rho, t) \right] \cos\left( \frac{\theta(z, \rho, t)}{2} \frac{\pi}{2} \right) \\
\exp\left[ i\phi(z, \rho, t) \sin\left( \frac{\theta(z, \rho, t)}{2} \frac{\pi}{2} \right) \right],
\end{align*}
\]

where

\[
R(z, \rho, t) = \sqrt{\tilde{\psi}_a(z, \rho, t)^2 + |\tilde{\psi}_b(z, \rho, t)|^2},
\]

\[
\theta(z, \rho, t) = 2 \arctan\left( \frac{\tilde{\psi}_b(z, \rho, t)}{\tilde{\psi}_a(z, \rho, t)} \right),
\]

and

\[
\phi(z, \rho, t) = \tilde{\gamma}_b(z, \rho, t) - \tilde{\gamma}_a(z, \rho, t).
\]

Here, \( \tilde{\gamma}_a(z, \rho, t) \) can be interpreted as an overall spatially dependent phase of the spinor wave function. This phase has no effect on the physical observables considered in this work. The quantity \( R(z, \rho, t) \) corresponds to a “weight” at each spatial point. The spinor dynamics for a given \( z \) and \( \rho \) is thus conveniently visualized by a vector of length \( R(z, \rho, t) \) on the Bloch sphere. The direction of the vector is given by \( \theta(z, \rho, t) \) and the relative phase \( \phi(z, \rho, t) \) between the components \( \tilde{\psi}_b(z, \rho, t) \) and \( \tilde{\psi}_a(z, \rho, t) \).

To visualize the motion of the spinor on the Bloch sphere, we define the local spin expectation values \( \sigma_j(z, \rho, t) \), where \( j = x, y, \) or \( z \), through

\[
\begin{align*}
\sigma_j(z, \rho, t) &= \begin{pmatrix}
\tilde{\psi}_a(z, \rho, t) \\
\tilde{\psi}_b(z, \rho, t)
\end{pmatrix}^T \sigma_j \begin{pmatrix}
\tilde{\psi}_a(z, \rho, t) \\
\tilde{\psi}_b(z, \rho, t)
\end{pmatrix},
\end{align*}
\]
where $\sigma_x$, $\sigma_y$, and $\sigma_z$ denote the “usual” Pauli matrices. Note that we use the term “spin expectation value” for convenience throughout this paper even though our definition in Eq. (21) excludes the conventional $\hbar/2$ factor. Physically, $\sigma_x(z, \rho, t)$ corresponds to the local $(z, \rho)$-specific population difference at time $t$. Mathematically, one finds

$$\sigma_x(z, \rho, t) = |R(z, \rho, t)|^2 \cos(\phi(z, \rho, t)) \sin(\theta(z, \rho, t)), \quad (22)$$

$$\sigma_y(z, \rho, t) = |R(z, \rho, t)|^2 \sin(\phi(z, \rho, t)) \sin(\theta(z, \rho, t)). \quad (23)$$

and

$$\sigma_z(z, \rho, t) = |R(z, \rho, t)|^2 \cos(\theta(z, \rho, t)). \quad (24)$$

The initial state at $t = 0$ corresponds to a vector pointing to the north pole on the Bloch sphere. From the Hamiltonian $\tilde{H}$ [Eq. (14)], it can be seen that the non-vanishing Raman coupling term introduces a torque along the positive $x$-axis. Thus, neglecting interactions, the first $\pi/2$-pulse rotates the spinor wave function by $-\pi/2$ about the $x$-axis on the Bloch sphere. As a re-
Correspondingly, \( \sigma_z(z, 0, t) \) is approximately zero and \( \sigma_y(z, 0, t) \) has—except for a minus sign—the same \( z \)-dependence as the density [red dashed and black solid lines Fig. 4(ivii)]. We conclude that mean-field effects can, in a first-order approximation, be neglected during the first \( \pi/2 \)-pulse.

During the hold time, two effects need to be accounted for: First, as already pointed out earlier, the population in state \( \psi_b(r, t) \) moves relative to that in state \( \tilde{\psi}_a(r, t) \). Second, the phases of the spinor components \( \psi_a(z, \rho, t) \) and \( \psi_b(z, \rho, t) \) evolve independently. For each \( (z, \rho) \), the combination of these two effects leads to a rotation of the two-component spinor on the Bloch sphere. As an example, Figs. 4(ivii)-4(iviii) show \( \sigma_z(z, 0, t) \) and \( \sigma_y(z, 0, t) \) for two different hold times. For both hold times, \( \sigma_z(z, 0, t) \) changes approximately linearly with \( z \) in the region where the two components overlap. This follows immediately from the approximately parabolic shapes of the two density components, which are offset from each other: the difference leads to a term that is, to leading order, linear in \( z \). The local spin expectation value \( \sigma_y(z, 0, t) \) develops “wiggles” during the hold time in the region where the two components overlap. The number of wiggles increases with increasing hold time. The wiggles arise from the relative phase dynamics and indicate interference; importantly, the densities do not show any indication of interference prior to the application of the second \( \pi/2 \)-pulse.

The second \( \pi/2 \)-pulse “rotates” \( \sigma_y(z, \rho, t) \) to \( \sigma_z(z, \rho, t) \). This can be seen clearly by comparing Fig. 4(ivix) with Fig. 4(ivii) (both these figures are for a hold time of 1 ms) and by comparing Fig. 4(ivix) with Fig. 4(ivii) (both these figures are for a hold time of 2 ms). Since the relative phase information has been “moved” from \( \sigma_y(z, \rho, t) \) to \( \sigma_z(z, \rho, t) \) and since \( \sigma_z(z, \rho, t) \) is equal to \( |\psi_a(z, \rho, t)|^2 - |\psi_b(z, \rho, t)|^2 \), the interference is—after the second \( \pi/2 \)-pulse visible in the densities of the components [Figs. 4(ivii) and 4(iviii)].

### E. Ramsey-type pulse sequence: Analytical treatment

The numerical results presented in the previous section are obtained using the scattering lengths \( a_{ij} \) for \(^{87}\text{Rb} \). Repeating the numerical calculations for equal scattering lengths \( a_{ij} \) reveals that the effects due to the difference in the scattering lengths are quite small for the time scales considered in this paper. Motivated by this observation, the analytical treatment presented in this section makes the simplifying assumption that the scattering lengths are all equal \( (a_{aa} = a_{ab} = a_{ba} = a_{bb}) \). Moreover, the treatment assumes that \( \delta_\theta \) and \( t_{\text{start}} \) are equal to zero.

Our analytical model is motivated by Refs. \cite{11,15}; however, the application to the Ramsey-type pulse sequence discussed here has, to the best of our knowledge, not been discussed previously.

We assume that the initial state \( \psi_a(r, t = 0) \) is described well within the Thomas-Fermi approximation. We additionally assume that the population transfer process commutes with the relative moving and expansion processes during the first \( \pi/2 \)-pulse. Specifically, our analytical model treats the population transfer associated with the first \( \pi/2 \)-pulse as occurring instantaneously and then subsequently treats the relative moving and expansion of the two components for the duration \( \tau_1 \) of the actual \( \pi/2 \)-pulse. For the second \( \pi/2 \)-pulse, we reverse the order of the operations, i.e., we first treat the relative moving and expansion of the two components for the duration \( \tau_2 \) and then treat the population transfer associated with the second \( \pi/2 \)-pulse as occurring instantaneously. In the following, we provide an analytical framework that yields approximate expressions for \( \tilde{\psi}_a(z, \rho, t) \) and \( \tilde{\psi}_b(z, \rho, t) \) right after the first instantaneous \( \pi/2 \)-pulse \( (t = 0^+) \), during the time \( 0^+ < t < \tau_1 + t_{\text{hold}} + \tau_2 \), and right after the second instantaneous \( \pi/2 \)-pulse \( (t = t_{\text{end}}) \).

Motivated by the discussion in Sec. 3B we make the ansatz that \( |\tilde{\psi}_a(r, t)|^2 \) has an inverted parabola-like form during the “effective” hold time, i.e., for \( 0^+ < t < t_{\text{end}} \),

\[
|\tilde{\psi}_a(r, t)|^2 = \frac{1}{\lambda_z(t)\lambda_\rho(t)} \left[ -\alpha_z \left( \frac{z}{\lambda_z(t)} \right)^2 - \alpha_\rho \left( \frac{\rho}{\lambda_\rho(t)} \right)^2 + \frac{\mu}{2g} \right],
\]

where \( \mu \) denotes the chemical potential of the initial state, i.e., of the system prior to the application of the first \( \pi/2 \)-pulse \cite{24}.

\[
\mu = \frac{1}{2} \left[ \omega_\rho^4 \omega_z^2 m^3 \left( \frac{15g}{4\pi} \right)^2 \right]^{1/5},
\]

and

\[
\alpha_z/\rho = \frac{m\omega_z^2 z/\rho}{4g}.
\]

Compared to the “standard case” \cite{11}, \( \alpha_\rho \) and \( \alpha_z \) are smaller by a factor of 2 since the population for \( t = 0^+ \) is assumed to be equally distributed between the two components, i.e., \( |\tilde{\psi}_b(r, 0^+)| = |\tilde{\psi}_a(r, 0^+)| \). In Eq. \( \langle 25 \rangle \), it is understood that \( |\tilde{\psi}_b(r, t)| \) is zero when the right hand side of the equation takes negative values. The dimensionless scaling parameters \( \lambda_z(t) \) and \( \lambda_\rho(t) \) obey the initial conditions \( \lambda_z(0^+) = \lambda_\rho(0^+) = 1 \). The differential equations that govern the time evolution of \( \lambda_z(t) \) and \( \lambda_\rho(t) \) are discussed below. We set \( \tilde{\gamma}_a(r, 0^+) = 0 \) and assume that the first \( \pi/2 \)-pulse introduces a \( -\pi/2 \) phase shift onto the second component, i.e., \( \tilde{\gamma}_b(r, 0^+) = -\pi/2 \).
For $0^+ < t < t_{\text{end}}$, $\tilde{\psi}_b(r, t)$ moves with approximately constant velocity $v_z$,
\begin{equation}
  v_z = \frac{2\hbar k_R}{m},
\end{equation}
along the $z$-direction while the center-of-mass of $|\tilde{\psi}_b(r, t)|^2$ remains essentially unchanged. Due to the symmetry of the system, we enforce
\begin{equation}
  \tilde{\psi}_b(r, t) = \tilde{\psi}_a(v_z t, z - r, t) \exp\left(-\frac{i\pi}{2}\right).
\end{equation}
Thus, once we have expressions for $|\tilde{\psi}_a(v_z t, z - r, t)|$ and $\dot{\tilde{\psi}}_a(v_z t, z - r, t)$, $\tilde{\psi}_b(r, t)$ is determined through Eq. (29).

To eliminate $\dot{\psi}_b(r, t)$, we insert Eq. (29) into the coupled set of time-dependent mean-field equations. This yields
\begin{equation}
  \frac{i\hbar}{\partial t} \tilde{\psi}_a(r, t) = \hat{H}_{\text{hold}} \tilde{\psi}_a(r, t),
\end{equation}
where
\begin{equation}
  \hat{H}_{\text{hold}} = \frac{\hat{p}^2}{2m} + g|\tilde{\psi}_a(r, t)|^2 + g|\tilde{\psi}_a(v_z t, z - r, t)|^2.
\end{equation}
From Eq. (25), we find
\begin{equation}
  |\tilde{\psi}_a(v_z t, z - r, t)|^2 = |\tilde{\psi}_a(r, t)|^2 + \frac{2}{\lambda_x(t) \lambda_x^2(t)} - \frac{\alpha_x v_z^2 t^2}{\lambda_x^2(t) \lambda_x^2(t)}.
\end{equation}
Plugging Eq. (32) into Eq. (31), we obtain
\begin{equation}
  \hat{H}_{\text{hold}} = \frac{\hat{p}^2}{2m} + 2g|\tilde{\psi}_a(r, t)|^2 - F_z(t) z + C(t).
\end{equation}
Equation (33) implies that $C(t)$, which is independent of $r$, contributes an overall phase to $\tilde{\psi}_a(r, t)$ at each time $t$. The effective time-dependent force $F_z(t)$ along the negative $z$-direction,
\begin{equation}
  F_z(t) = -\frac{2g\alpha_x v_z t}{\lambda_x^2(t) \lambda_x^2(t)}.
\end{equation}
is due to the relative motion of the two components with respect to each other and the mean-field interactions.

We now make the assumption that the effective force term in Eq. (33) does not notably affect the time evolution of the density $|\tilde{\psi}_a(r, t)|^2$. Under this assumption, the time evolution of the scaling factors $\lambda_x(t)$ and $\lambda_y(t)$ is governed by the differential equations derived by Castin and Dum from the scaling ansatz for a single-component BEC [14]:
\begin{equation}
  \frac{d^2 \lambda_x(t)}{dt^2} = \frac{\omega_x^2}{\lambda_x^2(t) \lambda_x^2(t)},
\end{equation}
and
\begin{equation}
  \frac{d^2 \lambda_y(t)}{dt^2} = \frac{\omega_y^2}{\lambda_y^3(t) \lambda_y(t)}.
\end{equation}

The black solid lines in Fig. 5(a) show $\lambda_x(t)$ and $\lambda_y(t)$, obtained by solving Eqs. (35)-(36) numerically for the same parameters as those employed in Fig. 4. Using these solutions, the solid line in Fig. 5(b) shows the effective force $F_z(t)$ as a function of the dimensionless time $t E_R / \hbar$. The magnitude of the effective force first increases and then decreases with increasing time. As shown below, the turn-around time is, to leading order, given by the inverse of the transverse trapping frequency $\omega_y$.

While we assumed that the time dynamics of $|\tilde{\psi}_a(r, t)|$ is largely independent of the effective force $F_z(t)$, we deduce from Sec. III D that the time evolution of the phase $\gamma_a(r, t)$ is non-negligibly impacted by $F_z(t)$. According to the momentum-impulse relationship, the impulse $I_z(t)$ imparted by the effective force on the system at time $t$ reads
\begin{equation}
  I_z(t) = \int_0^t F_z(\tau) d\tau.
\end{equation}
The black solid line in Fig. 5(c) shows that the magnitude of $I_z(t)$ increases monotonically with increasing effective hold time. Using that the change of the momentum during the hold time is equal to $I_z(t)$, we estimate that the effective force $F_z(t)$ changes the phase $\dot{\gamma}_a(r, t)$ by $\phi_{\text{lin}}(z, t)$,
\begin{equation}
  \phi_{\text{lin}}(z, t) = \frac{I_z(t)}{\hbar} z,
\end{equation}
where $0^+ < t < t_{\text{end}}$. We refer to this phase as "linear phase" since it depends linearly on $z$. It vanishes in the limit that the population of state $\tilde{\psi}_b(r, t)$ does not move relative to that in state $\tilde{\psi}_a(r, t)$.

The expansion of the two components for $0^+ < t < t_{\text{end}}$ introduces an additional contribution to the phase $\gamma_a(r, t)$, which we refer to as quadratic phase $\phi_{\text{quad}}(z, \rho, t)$ due to its quadratic dependence on $z^2$ and $\rho^2$. The quadratic phase is independent of $v_z$ and analogous to the phase that develops during the expansion of a single-component BEC [14].
\begin{equation}
  \phi_{\text{quad}}(z, \rho, t) = \frac{m z^2}{2\hbar \lambda_x(t)} \frac{d\lambda_x(t)}{dt} + \frac{m \rho^2}{2\hbar \lambda_y(t)} \frac{d\lambda_y(t)}{dt}.
\end{equation}
Combining the linear and quadratic phases, the expression for $\dot{\gamma}_a(r, t)$ reads
\begin{equation}
  \dot{\gamma}_a(r, t) = \phi_{\text{lin}}(z, t) + \phi_{\text{quad}}(z, \rho, t).
\end{equation}
The second $\pi/2$-pulse, applied at $t = t_{\text{end}}$, rotates the spinor at each $r$ by $-\pi/2$ about the $x$-axis on the Bloch sphere.

The division of the phase $\dot{\gamma}_a(r, t)$ into a linear and a quadratic contribution was, to the best of our knowledge, first discussed in Ref. 25. For later work see Refs. 16, 26. Reference 25 measured, employing a theory framework motivated by Ref. 14, the linear and quadratic phases of a $^{23}$Na BEC using matter-wave Bragg interferometry (see Ref. 27) for a related measurement of.
the linear phase). Even though the π/2 Bragg pulses are notably shorter than our π/2-pulses, the scenario considered in Secs, [IVD] and [IVF], namely, the Ramsey-type pulse sequence for the lattice coupling case, is closely related to Ref. [25].

To push the analytical treatment even further, we approximate \( \lambda_z(t) \) and \( \lambda_p(t) \) by [14]

\[
\lambda_p(t) \approx \sqrt{1 + \omega_p^2 t^2} \tag{41}
\]

and

\[
\lambda_z(t) \approx 1 + \left( \frac{\omega_z}{\omega_p} \right)^2 \left[ \omega_p t \arctan(\omega_p t) - \ln \sqrt{1 + \omega_p^2 t^2} \right]. \tag{42}
\]

The red dashed and blue dash-dotted lines in Fig. 5(a) show \( \lambda_z(t) \) and \( \lambda_p(t) \) obtained using these analytical expressions. The agreement with the numerical solutions to Eqs. [35]-[36] [see the solid lines in Fig. 5(a)] is excellent. As a consequence, the effective force \( F_z(t) \) and impulse \( I_z(t) \), calculated using the approximate results for the scaling parameters, nearly coincide with the results that are obtained using the numerically determined scaling factors [compare the red dashed and black solid lines in Figs. 5(b) and 5(c)]. While Fig. 5 focuses on one specific parameter combination, similarly convincing agreement is found for other parameter combinations.

To understand the non-monotonic behavior of the effective force displayed in Fig. 5(b), we plug Eqs. (41) and (42) into Eq. (34). Taylor-expanding around small \( \omega_z/\omega_p \) and neglecting terms of order \( (\omega_z/\omega_p)^2 \) and higher, we obtain

\[
F_z(t) \approx \frac{2g\alpha_z v_z}{\omega_p} \left( \frac{1}{\omega_p t} + \omega_p t \right)^{-1}. \tag{43}
\]

Thus, for \( \omega_p t \ll 1 \) and \( \omega_p t \gg 1 \), \( F_z(t) \) is proportional to \( -\omega_p t \) and \( -(\omega_p t)^{-1} \), respectively. Within the approximations made, \( F_z(t) \) takes on a global minimum for \( \omega_p t = 1 \). For comparison, the minimum in Fig. 5(b) occurs at \( t E_R/\hbar = 1.5 \), which corresponds to \( \omega_p t \approx 0.96 \).

Equipped with fully analytical expressions for \( \psi_a(r, t) \) and \( \psi_b(r, t) \), we are ready to compare the spin dynamics obtained within this Thomas-Fermi approximation-like framework to the spin dynamics obtained by solving the Gross-Pitaevskii equation numerically. To this end, the third and fourth columns of Fig. 4 show the same observables as the first and second columns. While the first and second columns are obtained—as discussed in detail in Sec. [IIIIB]—by analyzing the solutions to the full Gross-Pitaevskii equation, the third and fourth columns are obtained using our fully analytical solutions derived above. A quick comparison indicates that the overall agreement is strikingly good. This \textit{a posteriori} justifies the assumptions made in developing the analytical framework presented in this section. Most importantly, the good agreement allows us to unambiguously state that both the linear phase and the quadratic phase need to be accounted for to obtain a faithful description of the interference fringes.

Section [IVD] returns to the theoretical framework developed in this section. The analytical framework for the Raman-Ramsey-type sequence, which relies heavily on the assumption that all four coupling strengths \( g_{ij} \) are (approximately) equal to each other, cannot be applied directly to the lattice Ramsey-type sequence since the corresponding two-state model is described by coupling strengths \( g_{aa} = g_{bb} = g_{ab}/2 = g_{ba}/2 \). Despite of this, it is argued in Sec. [IVD] that the model developed here provides important insights for the lattice coupling case as well.
IV. LATTICE COUPLING CASE

A. Two-state model

For the lattice case, all atoms occupy the same hyperfine state; our calculations reported below are for $^{87}$Rb atoms in the $|F,m_F⟩ = |1,−1⟩$ state. Assuming a single mean-field wave function $Φ(r,t)$, the Hamiltonian $\hat{H}$ to be used in the time-dependent Gross-Pitaevskii equation reads

$$\hat{H} = \frac{\hat{p}^2}{2m} + V_{\text{trap}}(r,t) + V_{\text{lat}}(r,t) + g_{\text{aa}} |Φ(r,t)|^2,$$

where the one-dimensional moving lattice potential $V_{\text{lat}}(r,t)$ is given by

$$V_{\text{lat}}(r,t) = 2Ω_L(t) \cos^2 \left( k_L z - \frac{ω_L t}{2} \right),$$

and $Φ(r,t)$ is normalized according to $\int |Φ(r,t)|^2 dr = 1$. Figure 6(a) shows the density $|Φ(r,t)|^2$, obtained by solving the time-dependent mean-field equation for the Hamiltonian given in Eq. (44) for typical experimental parameters, as a function of $z$ for $ρ = 0$ and a time corresponding to a $π/2$-pulse, i.e., for $t = πh / (2Ω_0 L)$. In this example, the BEC is prepared in the ground state of the harmonic trap. At time $t = 0$, the trapping potential is turned off and the lattice with $V_{\text{lat}}$ is flashed on for $0 \leq t \leq 0.1276$ ms. Here, the coupling strength $Ω_0 L$ is chosen to be comparable to the chemical potential $μ$ of the BEC at $t = 0$ ($Ω_0 L ≈ 0.59 δ_L$). The size of the BEC does not change notably during the duration of the lattice pulse: it extends over approximately 80 lattice sites. Figure 6(a) shows that the lattice pulse “imprints” fine oscillations along the $z$-direction onto the mean-field density.

To facilitate the analysis, it is desirable to bring out the intrinsic dynamics by rotating the lattice induced oscillations away. As we discuss in the next paragraphs, this can be accomplished within the framework of an approximate two-state model, which assumes that the BEC only occupies momenta along the $z$-direction near $hk_z = 0$ and $hk_z = 2hk_L$ and near $n h k_L$ with $n = -2, ±4, ±6, \cdots$. This assumption is well justified for the example shown in Fig. 6(a). The density cut in momentum space [Fig. 6(b)] shows peaks centered near $hk_z = 0$ and $hk_z = 2hk_L$: the populations of these peaks are $65.46 \%$ and $33.79 \%$, respectively. Since the peaks centered near $hk_z = -2hk_L$ and $hk_z = 4hk_L$ have tiny populations ($0.665 \%$ and $0.084 \%$, respectively), the two-state model developed below is expected to capture the dynamics of this system semi-quantitatively. More generally, the applicability of the two-state model requires that the lattice pulse or pulses are sufficiently short and sufficiently weak. The two-state model introduced below can be improved systematically by accounting for successively more “momentum components”, i.e., by increasing the number of $n$ values included in Eq. (46). In the limit of an infinite state model that accounts for all $n (n = 0, ±2, \cdots)$ the description is equivalent to that captured by the original mean-field Hamiltonian [Eq. (44) with $V_{\text{lat}}(r,t)$ given by Eq. (45)].

To derive the two-state model, we make the ansatz

$$Φ(r,t) = \tilde{ψ}_a(r,t) + \tilde{ψ}_b(r,t) \exp(2i k_L z),$$

where $\tilde{ψ}_a(r,t)$ and $\tilde{ψ}_b(r,t)$ are assumed to be localized in the vicinity of the momenta $hk_z = 0$ and $hk_z = 2hk_L$, respectively. The functions $\tilde{ψ}_a(r,t)$ and $\tilde{ψ}_b(r,t)$ are normalized according to Eq. (48) and Eq. (49) with $ψ_j(r,t)$ replaced by $\tilde{ψ}_j(r,t)$. Since the widths of the momentum distributions associated with the states $\tilde{ψ}_a(r,t)$ and $\tilde{ψ}_b(r,t)$ are assumed to be narrow compared to $2hk_L$ [this is, indeed, the case for the example shown in Fig. 6(b)], we demand that the “separation condition”

$$\int \exp(2i k_L z) \tilde{ψ}_a(r,t) \tilde{ψ}_b(r,t)^* \, dr = 0$$

FIG. 6: $^{87}$Rb BEC density after the application of a $π/2$ lattice pulse (numerical results). The solid lines in (a) and (b) show density cuts as a function of $zk_L$ (real space) and $k_z / k_L$ (momentum space), respectively, for $t_{\text{start}} = 0$, $N = 3 \times 10^5$, $E_L / h = 1960$ Hz, $ω_L = 4E_L / h$ and $Ω_0 L = E_L$ is flashed on for 0.1276 ms. Here, the coupling strength $Ω_0 L$ is chosen to be comparable to the chemical potential $μ$ of the BEC at $t = 0$ ($Ω_0 L ≈ 0.59 δ_L$). The size of the BEC does not change notably during the duration of the lattice pulse: it extends over approximately 80 lattice sites. Figure 6(a) shows that the lattice pulse “imprints” fine oscillations along the $z$-direction onto the mean-field density.

To facilitate the analysis, it is desirable to bring out the intrinsic dynamics by rotating the lattice induced oscillations away. As we discuss in the next paragraphs, this can be accomplished within the framework of an approximate two-state model, which assumes that the BEC only occupies momenta along the $z$-direction near $hk_z = 0$ and $hk_z = 2hk_L$ and near $n h k_L$ with $n = -2, ±4, ±6, \cdots$. This assumption is well justified for the example shown in Fig. 6(a). The density cut in momentum space [Fig. 6(b)] shows peaks centered near $hk_z = 0$ and $hk_z = 2hk_L$: the populations of these peaks are $65.46 \%$ and $33.79 \%$, respectively. Since the peaks centered near $hk_z = -2hk_L$ and $hk_z = 4hk_L$ have tiny populations ($0.665 \%$ and $0.084 \%$, respectively), the two-state model developed below is expected to capture the dynamics of this system semi-quantitatively. More generally, the applicability of the two-state model requires that the lattice pulse or pulses are sufficiently short and sufficiently weak. The two-state model introduced below can be improved systematically by accounting for successively more “momentum components”, i.e., by increasing the number of $n$ values included in Eq. (46). In the limit of an infinite state model that accounts for all $n (n = 0, ±2, \cdots)$ the description is equivalent to that captured by the original mean-field Hamiltonian [Eq. (44) with $V_{\text{lat}}(r,t)$ given by Eq. (45)].

To derive the two-state model, we make the ansatz

$$Φ(r,t) = \tilde{ψ}_a(r,t) + \tilde{ψ}_b(r,t) \exp(2i k_L z),$$

where $\tilde{ψ}_a(r,t)$ and $\tilde{ψ}_b(r,t)$ are assumed to be localized in the vicinity of the momenta $hk_z = 0$ and $hk_z = 2hk_L$, respectively. The functions $\tilde{ψ}_a(r,t)$ and $\tilde{ψ}_b(r,t)$ are normalized according to Eq. (48) and Eq. (49) with $ψ_j(r,t)$ replaced by $\tilde{ψ}_j(r,t)$. Since the widths of the momentum distributions associated with the states $\tilde{ψ}_a(r,t)$ and $\tilde{ψ}_b(r,t)$ are assumed to be narrow compared to $2hk_L$ [this is, indeed, the case for the example shown in Fig. 6(b)], we demand that the “separation condition”

$$\int \exp(2i k_L z) \tilde{ψ}_a(r,t) \tilde{ψ}_b(r,t)^* \, dr = 0$$
Following the standard mean-field approach, we write the $N$-body wave function as a product over single-particle orbitals, namely as $\Phi(r_1, t)\Phi(r_2, t)\cdots\Phi(r_N, t)$. Variation of the energy functional with respect to

$$
H_{2-st} = \left( \frac{\hat{p}_z^2}{2m} + V_{\text{trap}}(r, t) \right) \otimes I_2 + \left( \begin{array}{cc}
go|\tilde{\psi}_a(r, t)|^2 + 2g|\tilde{\psi}_b(r, t)|^2 & 0 \\
0 & 2g|\tilde{\psi}_a(r, t)|^2 + g|\tilde{\psi}_b(r, t)|^2 \end{array} \right).
$$

In deriving Eq. (48), we assumed that integrals such as

$$
\int |\psi_j(r, t)|^2 \exp(\pm mk_L z) dr
$$

($n = 2, 4, \cdots$), which have rapidly oscillating integrands, vanish. This means that portions of the kinetic energy, lattice potential, trap potential, and mean-field energy contributions are neglected in Eq. (48).

Comparison of the approximate two-state lattice Hamiltonian [Eq. (45)] and the rotated Raman Hamiltonian [Eq. (14)] shows that the two Hamiltonians agree if we enforce that $E_R$, $\Omega_R(t)$, and $\delta g$ are equal to $E_L$, $\Omega_L(t)$, and $\delta L$, respectively and if additionally the following holds: $g_{aa} = g_{bb} = g$ and $g_{ab} = 2g$. For the $F = 1$ hyperfine manifold of $^{87}$Rb, the mean-field interactions of the two Hamiltonians do not agree since we have $g_{aa} \approx g_{bb} \approx g_{ab}$. Consequently, the dynamics for the Raman coupled and lattice coupled systems are expected to differ even if the single-particle coupling mechanisms are characterized by matching parameters. In what follows, we will focus on the interaction-induced differences.

Since the population in state $\tilde{\psi}_a(r, t)$ [$\tilde{\psi}_b(r, t)$] experiences a mean-field interaction due to the population in state $\tilde{\psi}_b(r, t)$ [$\tilde{\psi}_a(r, t)$] that is about two times larger for the lattice coupled Hamiltonian than for the Raman coupled Hamiltonian, the lattice coupled system has a stronger tendency to phase separate than the Raman coupled system (this argument uses the fact that $g$ is positive for the $F = 1$ hyperfine manifold of $^{87}$Rb). Phase separation has been discussed in the literature in the context of multi-component BECs [29]. The framework developed here may also provide an intuitive understanding of the formation of the ferromagnetic domains observed in Ref. [30].

The difference between the Raman and lattice coupling cases can also be interpreted from an alternative viewpoint. To this end, we rewrite the mean-field terms from Eq. (48) as

$$
g|\tilde{\psi}_a(r, t)|^2 + 2g|\tilde{\psi}_b(r, t)|^2 = g_{\text{eff}}(|\tilde{\psi}_a(r, t)|^2 + |\tilde{\psi}_b(r, t)|^2) - g|\tilde{\psi}_a(r, t)|^2
$$

and

$$
g|\tilde{\psi}_b(r, t)|^2 + 2g|\tilde{\psi}_a(r, t)|^2 = g_{\text{eff}}(|\tilde{\psi}_a(r, t)|^2 + |\tilde{\psi}_b(r, t)|^2) - g|\tilde{\psi}_b(r, t)|^2,
$$

where $g_{\text{eff}}$ is defined to be equal to $2g$. The right-hand sides of Eqs. (50) and (51) suggest that the difference between the lattice and Raman coupling cases is due to two things: First, $g_{aa}$, $g_{bb}$, and $g_{ab}$ can be identified to be equal to $g_{\text{eff}}$, suggesting that the lattice coupled system is characterized by a two times stronger repulsion than the Raman coupled system. Second, there exists an effective on-site attraction in the two-state model of the lattice coupled system of strength $-g$ [31] that has no analog in the Raman coupled system.

We emphasize that the two interpretations introduced above are consistent with the scattering diagram arguments outlined in Sec. Il. The “factor of 2” in the second $2 \times 2$ matrix on the right-hand side of Eq. (45) is due to non-vanishing scattering matrix elements; the analogous scattering matrix elements vanish in the Raman coupled case due to the orthogonality of the two different hyperfine states.

**B. Rabi oscillations: Theory overview**

This section discusses lattice coupling induced Rabi oscillations. Figure 7 compares the mean-field results for the full lattice Hamiltonian [Eqs. (44) and (45); solid black lines] with those obtained using the approximate two- and four-state Hamiltonians (red dashed and blue dotted lines, respectively). For all 9 parameter combinations considered in Fig. 7, the four-state model reproduces the dynamics obtained for the full mean-field lattice Hamiltonian extremely well. While the two-state model results deviate somewhat from the results for the full lattice Hamiltonian, the two-state model captures the main features of the Rabi oscillations such as the change of the damping of the Rabi oscillations with increasing number of particles [Figs. 7(ai)-(a(iii))] and with increas-
The coupling strength is $\Omega_{0,L}$. \[ \Omega_{0,L} = E_L/2 \] (cii) $\Omega_{0,L} = 3E_L/2$ (ciii) $\Omega_{0,L} = 5E_L/2$

Since the approximate two-state model provides a qualitatively correct description of the dynamics, it is instructive to compare the Rabi oscillations for the lattice and Raman coupled systems. If the two-state lattice model is exact, the difference between the Rabi oscillations for the lattice and Raman coupled systems is that the most prominent effect of the factor of 2 is to significantly enhance the damping or dephasing of the Rabi oscillations.

In what follows we attempt to pinpoint why the factor of 2 (lattice coupling case) enhances the damping compared to the case where this factor is equal to 1 (Raman coupling case). To start this discussion, we remind the reader that the analytical treatment in Sec. III E, which assumes vanishing detuning, relies heavily on the
assumption that there exists a symmetry between the components $\hat{\psi}_a(r, t)$ and $\hat{\psi}_b(r, t)$ [see Eq. (29)]. In fact, one can show that this symmetry is—within the Thomas-Fermi approximation—an exact symmetry provided $g_{aa} = g_{bb} = g_{ab}$. Intuitively, this symmetry can be understood by realizing that the strength of the scattering between two atoms in the same hyperfine state is identical to that of the scattering between two atoms in different hyperfine states. This implies that neither the two-body interactions nor the Raman coupling (recall, we are considering the zero detuning scenario) bias populations to one hyperfine state over another. In the lattice coupling case with $\delta_L = 0$, the factor of 2 breaks the symmetry. The effective attractive on-site interactions [see the discussion in the context of Eqs. (50) and (51)], which can alternatively be interpreted as effective repulsive off-site interactions, favor configurations that reduce the overlap between the densities $|\hat{\psi}_a(r, t)|^2$ and $|\hat{\psi}_b(r, t)|^2$. Since the effective repulsive off-site interactions depend on the density, they vary spatially. This spatial dependence can result in a shape of the density $|\hat{\psi}_a(r, t)|^2$ that is different from that of the density $|\hat{\psi}_b(r, t)|^2$. If this occurs, the fractional population difference varies locally, leading to a spatially dependent population transfer and, correspondingly, a damping or dephasing of the Rabi oscillations. In a complementary picture, the effective repulsive off-site interactions can be thought of as an effective spatially and temporally varying coupling term. In this picture, the damping of the Rabi oscillations emerges naturally. Section [17] makes this discussion concrete for a $\pi/2$ pulse (first step of the Ramsey-type sequence).

C. Rabi oscillations: Theory-experiment comparison

The symbols in Figs. 8(a) and 8(b) show experimental data for Rabi oscillations induced by a moving optical lattice with weak and strong coupling, respectively. The excellent agreement between the solutions to the Gross-Pitaevskii equations for the full lattice Hamiltonian (solid lines) and the experimental data indicates that the experiments operate in the mean-field regime, i.e., the Gross-Pitaevskii framework captures the population transfer between the two momentum components quantitatively. The approximate two-state model (dotted lines) provides, as already discussed in the previous section, a semi-quantitative description of the lattice-induced Rabi oscillations in the weak coupling regime [Fig. 8(b)]; as such, it provides a meaningful conceptual framework for interpreting the results and contrasting the lattice- and Raman-induced Rabi oscillations.

A fit of the Rabi oscillation data obtained by solving the Gross-Pitaevskii equation for the full lattice Hamiltonian to Eq. (16) yields coupling strengths that are, respectively, 5 % and 6 % lower than those used in the simulations. This shows that the interactions do impact the Rabi oscillations and that calibration of the experimental lattice strength needs to proceed with care. We note that the fit to the data in Fig. 8(a) has a significantly lower $\chi^2$ than the fit to the data in Fig. 8(b). For the experimental data shown in Fig. 8, the coupling strength is calibrated by inducing Rabi oscillations of a very dilute $^{87}$Rb BEC for a relatively large lattice coupling strength; in this case, the Rabi oscillation data display essentially no damping. This calibration run yields a power-to-coupling-strength conversion. Assuming that the coupling strength scales

---

FIG. 8: Theory-experiment comparison for lattice Rabi oscillations with “strong” and “weak” coupling strengths for a $^{87}$Rb BEC. The symbols show experimental data and the black solid lines show results from the Gross-Pitaevskii simulations for the full lattice Hamiltonian. For comparison, the blue dotted lines show results obtained for the approximate two-state model. The experimental parameters common to both panels are $E_L/h = 1080$ Hz and $t_{\text{start}} = 0.5$ ms. (a) “Strong coupling” ($\Omega_{a,L}/h = 2646$ Hz): The experimentally measured parameters are $\omega_{x} = 2\pi \times 172$ Hz, $\omega_{y} = 2\pi \times 139$ Hz, $\omega_z = 2\pi \times 33.6$ Hz, $\delta_L/h = -264$ Hz, and $N = 1.1 \times 10^5$. The calculations set $\omega_{x}$ and $\omega_{y}$ equal to the mean of $\omega_{x}$ and $\omega_{y}$; all other parameters are taken from the experiment. The chemical potential $\mu$ prior to turning off the trap is 1.439 $E_L$. The mean-field energy per particle prior to turning off the trap and after the 0.5 ms expansion is 0.8881 $E_L$ and 0.7149 $E_L$, respectively. The red circles show the result from one experimental run. (b) “Weak coupling” ($\Omega_{a,L}/h = 980$ Hz): The experimentally measured parameters are $\omega_{x} = 2\pi \times 146$ Hz, $\omega_{y} = 2\pi \times 28$ Hz, $\omega_z = 2\pi \times 139$ Hz, $\delta_L/h = -264$ Hz, and $N = 1.1 \times 10^5$. The calculations determined by performing measurements along one axis. The transverse trap frequency is determined by performing measurements along one axis. The calculations use the parameters from the experiment. The chemical potential $\mu$ prior to turning off the trap is 1.83 $E_L$. The mean-field energy per particle prior to turning off the trap and after the 0.5 ms expansion is 1.129 $E_L$ and 0.9297 $E_L$, respectively. The red circles and green squares show the results from two separate experimental runs.
as the square root of the power, the calibration curve can be used in subsequent science runs that operate at other powers. The outlined approach assumes that the power fluctuations are negligible over the course of several hours; we have checked that this is the case in our setup.

D. Ramsey-type pulse sequence: Numerical results

This section discusses numerical results for the Ramsey-type pulse sequence with lattice coupling (vanishing detuning, i.e., $\delta_L = 0$). Figure 9 shows lattice coupling results for the same parameters as used in Fig. 4 (recall, Fig. 4 shows results for the Ramsey-type sequence with Raman coupling). The first and second columns in Fig. 9 are obtained by solving the time-dependent mean-field equation for the full lattice Hamiltonian while the third and fourth columns are obtained by solving the time-dependent mean-field equation for the approximate two-state lattice model. It can be seen that the results for the approximate two-state lattice Hamiltonian agree with those for the full lattice Hamiltonian rather well. Since the approximate two-state lattice model describes the dynamics faithfully, we use it below to gain insights into the results after the first $\pi/2$-pulse [Figs. 9(bi) and 9(bv)], after the hold time [Figs. 9(bii), 9(bvii), 9(biii), and 9(bvi)], and after the second $\pi/2$-pulse [Figs. 9(bv), 9(bix), 9(bv), and 9(bx)].

After the first $\pi/2$-pulse [Figs. 9(ai) and 9(avi)], the population is distributed unequally among the two components, i.e., component $\psi_a(r, t)$ has a larger population than component $\psi_b(r, t)$; a 50/50 mixture is realized for a pulse of length 0.2958 ms, i.e., for a pulse that is 2.3 times longer than the $\pi/2$-pulse employed in Fig. 4. Near the edge of the cloud, the density cuts $|\tilde{\psi}_a(z, 0, \tau_1)|^2$ and $|\tilde{\psi}_b(z, 0, \tau_1)|^2$ coincide to a good approximation. In the central region, in contrast, they differ. While the first component profile, $|\tilde{\psi}_a(z, 0, \tau_1)|^2$, approximately follows a Thomas-Fermi profile, the second component profile, $|\tilde{\psi}_b(z, 0, \tau_1)|^2$, is flatter than a Thomas-Fermi profile. Correspondingly, the local spin expectation value $\sigma_z(z, 0, \tau_1)$ has a roughly Gaussian shape as opposed to following a linear curve as in the Raman coupled case. This indicates, in agreement with the more general discussion at the end of Sec. IV B, that population from the center of the cloud is pushed toward the edge of the cloud due to the larger local effective repulsive off-site interaction at the center of the cloud compared to the edge. Using the Bloch-sphere picture, the spatially and temporally dependent effective repulsive off-site interaction or coupling leads to a spatially and temporally dependent torque along the $x$-direction during the first $\pi/2$-pulse. This is confirmed by the local spin expectation value $\sigma_y(z, 0, \tau_1)$, whose spatial dependence differs from that of the densities of the components.

Altogether, the discussion shows that the interactions can, for the relatively weak lattice coupling strength of $\Omega_{0,L} = E_L$ considered in Fig. 9, not be neglected during the first $\pi/2$-pulse, i.e., the lattice coupling is not sufficiently strong to prevent the system from rearranging structurally. As a consequence, the Rabi oscillations are damped or dephase. For the parameters chosen in Fig. 9, the factor of 2 leads to a notable cloud deformation during the first $\pi/2$ pulse. For other parameter combinations, the densities of the components may deform more slowly, thereby leading to a slower damping or dephasing of the Rabi oscillations.

During the hold time, the amplitude and phase evolution is, as in the Raman coupled case, governed by the interplay between the interactions and the expansion. Because of the deviation of the component densities from the Thomas-Fermi profile and the “absence of symmetry” (see the discussion above), we were not able to develop an analytical framework that describes the dynamics during the hold time. However, comparing the second and third rows of Fig. 9 with the second and third rows of Fig. 4, rough similarities between the time dynamics during the hold time for the two distinct coupling mechanisms can be recognized. Thus, while we do not have an analytical description, the formulation developed in the context of the Raman coupling case can serve as a crude zeroth-order guide.

In what follows, we point out three aspects that are distinct for the lattice coupling case: (i) The local spin expectation value $\sigma_y(z, 0, \tau_1)$ is not symmetric with respect to $z = 0$; this asymmetry persists during the hold time. (ii) During the hold time, the shapes of the densities $|\tilde{\psi}_a(z, 0, t)|^2$ and $|\tilde{\psi}_b(z, 0, t)|^2$ continue to change appreciably. (iii) The densities of the components and the local spin expectation value $\sigma_y(z, 0, t)$ develop spatial modulations during the hold time in the region where the two components are not spatially overlapping. These spatial modulations are more pronounced than in the Raman coupling case.

The second $\pi/2$-pulse “transfers” the information encoded in $\sigma_y(r, t)$ to the population difference $\sigma_z(r, t)$. Since the cloud expands a fair bit during the hold time, the interactions can, to a good approximation, be neglected during the second $\pi/2$-pulse. Consequently, the resulting densities of the components display a fringe or interference pattern. However, unlike in the Raman coupled case, the densities in the lattice coupled case are highly non-symmetric. As argued above, this asymmetry can be interpreted as a fingerprint of the fact that one of the terms on the diagonals in the second $2 \times 2$ matrix on the right hand side of Eq. (48) is multiplied by
a factor of 2.

E. Ramsey-type pulse sequence: Theory-experiment comparison

Figures 10(a) and 10(b) compare experimentally determined integrated densities (red circles) and theoretical results (black solid lines) for the Ramsey-type pulse sequence with lattice coupling for hold times of 0.5 ms and 1 ms, respectively. The black solid lines are obtained by solving the Gross-Pitaevskii equation for the full lattice Hamiltonian and explicitly simulating the 12 ms of time-of-flight expansion after the Ramsey-type pulse sequence. For comparison, the blue dotted and green dashed lines show the results from the two-state model; the agreement with the full Gross-Pitaevskii equation results is quite good. For these experimental runs, the length of the first pulse was adjusted such that half the population was in the state with zero momentum and half in the state with finite momentum. We emphasize that the resulting pulse
length of 0.207 ms does not correspond to a 50 % population transfer in the absence of interactions and vanishing momentum spread along the $z$-direction of the initial state. The second pulse was taken to be 0.200 ms. To calibrate the coupling strength, we performed calculations for different $\Omega_{0,L}$ and picked the value that yields, using a 0.207 ms pulse, a 50/50 population distribution after the first pulse.

While the agreement between the symbols and solid lines in Fig. 10 is not perfect, the theoretical and experimental data share several key characteristics: (i) The number of fringes increases with increasing hold time. (ii) The density pattern is not characterized by a single fringe spacing; rather, the fringe spacings seem to vary across the expanded cloud. (iii) The density displays a small amplitude for $z$-values around $-75 \mu m$ and $150 \mu m$: these peaks correspond to momentum space components centered around $-2\hbar k_L$ and $4\hbar k_L$, respectively. (iv) The density distributions centered around $z \approx 0$ (corresponding to the component with momentum along the $z$-direction of $\approx 0$) and centered around $z \approx 75 \mu m$ (corresponding to the component with momentum of $\approx 2\hbar k_L$) have fairly distinct shapes, i.e., they are not mirror images of each other. All these observations are consistent with the discussion presented in the previous section. If the interaction effects played less of a role, the interference pattern would be “cleaner”, i.e., more regular.

As already alluded to earlier, Ref. [25] measured the linear and quadratic phases using a Ramsey-type Bragg pulse sequence. Their analysis assumed equally spaced fringes. While the fringe pattern in Fig. 2 of Ref. [24] is more “regular” than the fringe pattern displayed in Fig. 10, the density peaks in Fig. 2(f) of Ref. [25] are, just as in our case, not fully symmetric with respect to the midpoint. We speculate that this might be due to the structural dynamics that is driven by mean-field effects (“factor of 2”) discussed in our work for the lattice coupling case.

While the overall agreement between the experimental and theoretical data in Fig. 10 is satisfactory, the experimental data hint at the presence of beyond mean-field physics. In particular, we consistently observe a significant fraction of atoms “between” the two clouds, i.e., with a momentum of around $\hbar k_L$. It is presently unclear if this is due to quantum correlations that are not captured by the mean-field Gross-Pitaevskii equation or if, possibly, the thermal cloud plays a non-negligible role. A detailed investigation of these questions is beyond the scope of this work.

V. SUMMARY AND OUTLOOK

This paper investigated two realizations of a two-state model; in both realizations, the two states are represented by a spatially- and time-dependent mean-field wave function or orbital. The description goes beyond a class of simpler mean-field models, where the dynamics of each mode is described by one complex number that encodes the population and phase of the mode, thereby assuming that the spatial dynamics of the modes play a negligible role [32][34]. Our work demonstrates that time-dependent deformations of the spatial profile of the mean-field wave functions play an important role when the two-state model is realized by loading a single-component $^{87}$Rb BEC into a moving one-dimensional optical lattice that introduces a coupling between two distinct momentum states of the atom. When the two-state model is, instead, realized by coupling two different hyperfine states of $^{87}$Rb BEC atoms through a two-photon Raman process, time-dependent deformations of the spatial profile of the mean-field wave functions are notably less pronounced.

The difference in the dynamics for the two physical realizations (lattice and Raman coupling, respectively) of
the two-mode model was traced back to the contribution of different scattering diagrams; in particular, there exist two scattering diagrams (these are depicted in the second row in Fig. [1] that contribute in the lattice coupling case but not in the Raman coupling case (due to the “factor of 2”). Said differently, the mean-field interactions for the lattice and Raman coupling cases differ: The effective two-state model for the lattice coupling case contains two repulsive “off-site” interaction terms that are absent in the Raman coupling case. As a consequence, the lattice coupled system is characterized by an enhanced tendency for phase separation, which “competes” with the lattice coupling term that has a tendency to keep the components together. This competition gives rise to the internal mean-field dynamics in the lattice coupled system that is different from the mean-field dynamics displayed by the two-state Hamiltonian for the Raman coupling case.

While the discussion throughout this paper focused on $^{87}$Rb BECs, the lattice coupling results, which rely on the occupation of a single hyperfine state, apply to any BEC with positive two-body $s$-wave scattering length. The Raman coupling results were obtained assuming that the four coupling strengths $g_{aa}$, $g_{bb}$, $g_{ab}$, and $g_{ba}$ are approximately equal or equal to each other; this assumption holds for the $F = 1$ states of $^{87}$Rb but not necessarily for other elements.

The present work has a number of practical and conceptual implications:

- The Rabi oscillation data (see Figs. 2, 3, 7, and 8) show, especially for weak coupling strengths, pronounced non-sinusoidal behavior. This indicates that the analysis of experimental Rabi oscillation data, taken to calibrate the coupling strength, has to proceed with care. A simple fit to a sinusoidal function (or damped sinusoidal function) may yield an imprecise coupling strength due to interaction effects. Such data can be used for calibration purposes if compared with mean-field simulations that account for the interaction effects. Alternatively, experiments can operate in the dilute regime where interaction effects are negligible. Related discussions of lattice potential calibrations can be found in Refs. 28, 35, 47.

- In the “weak” lattice coupling case—this is the regime where, as discussed in Sec. IV, the effective two-state model Hamiltonian provides a reliable description of the system dynamics—the internal dynamics leads to a deformation of the density profiles of the components. We argued that these density deformations can be interpreted as corresponding to an effective position-dependent detuning. For example, starting with all population in one of the two states, a $\pi/2$-pulse (defined for a single atom in free space), realized using a comparatively weak coupling strength, yields a state with a population distribution that differs from a 50/50 mixture. This fact, together with the build-up of spatial deformations during the hold time, has implications for momentum space engineering protocols, which aim to implement beam-splitters and other operations that are commonly realized in quantum optics [17, 26].

- Integrating out the spatial degrees of freedom, the dynamics of the two-state Hamiltonian considered in this work reduces to coupled mean-field equations that are characterized by two complex numbers, representing the populations and phases of the two modes [32, 34, 38]. In the lattice case, this reduced dimensionality model has been shown to support intriguing swallow-tail lattice structures [32, 39, 42], which support, e.g., mean-field induced non-exponential tunneling [32, 41]. The internal spatial dynamics highlighted in the present work suggests that the validity regime of these reduced dimensionality models needs to be assessed carefully.
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