Visual tracking using multi-layer appearance approach
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Abstract. This paper investigated single target tracking of arbitrary objects. Tracking is a difficult problem due to a variety of challenges such as scale variation, motion, background clutter, illumination etc. To achieve better tracking performance under these severe conditions, this paper proposed covariance descriptor based on multi-layer instance search region. Our results show that the proposed approach significantly improves the performance in term of centre location error (in pixels) compared to covariance descriptor with using a fixed bounding box. From this work, it is believed that we have constructed a great solution in choosing best layer for this descriptor. This will be addressed in the next future work such as consider target motion during tracking.

1. Introduction

Visual tracking has been one of the most important components in computer vision with many applications such as surveillance, robotics, interactive visual media editing, intelligent monitoring, human–computer interaction, augmented reality, autonomous and so on. Scale variation is a one of challenging problem in visual tracking. Recently, covariance descriptor, that has been widely used in recognition [1] and detection [2], had fascinated boundless devotion in object tracking thanks to their promising precision and high speed capability. However, these methods still suffer from problem of scale variation due to moving object are not same in size in every frame [3-7]. It is difficult to adjust to the changeable object scale by using a fixed bounding box during tracking. Figure 1 shows a new approach to overcome this problem. For appearance representation, we propose an improved covariance descriptor explained in next section.

2. MISOL Tracker

The object scale is estimated by using multi-layer approach which is similar to these methods [8-10] introduced. The object is modelled as multi-layer (e.g., four different size layers) [11]. For region appearance representation, propose an improved Cov tracker, called Multi-layer Instance Search region for Online Localization (MISOL) approach. The overview of our proposed flowchart is illustrated in Figure 1.
There are four (4) layers used in the proposed model. It means that the size of the bounding box is increase 10 pixels on each layer upwards. Table 1 shows parameter values used in multi-layer representations. The target is modelled hierarchically at a multi-layer instance (e.g., take 4 layers for example). This model presents the bottom layer model, and the initial features are selected from this layer. Then, it presents the bottom layer which is continued by the next top layer. Each layer comes with a minimum distance, \( \rho_{\text{min}} \) as the matching region, respectively. After that, a comparison is drawn between two \( \rho_{\text{mins}} \) (e.g., layer 1 and layer 2) to find the best matched distance (minimum distance).

**Table 1. Parameter values used in multi-layer representations**

| Layer | Scaling Factor | Pixels |
|-------|----------------|--------|
| 1     | 0.9            | -10    |
| 2     | 1.0            | 0      |
| 3     | 1.1            | 10     |
| 4     | 1.2            | 20     |

![Flow chart of MISOL](image-url)

**Figure 1.** Flow chart of MISOL
3. Subjects and Method

3.1. Proposed method
The proposed model (e.g., take 4 layers) is tested with covariance tracker (Cov) without the scale and MISOL on challenging video sequences from [12]. Given one ground truth object annotation in the first frame, the develop algorithms to track the target object in the remaining frames. As there is no prior knowledge of the target object except for the first frame annotation. Then run Cov and the proposed tracker [12]. Figure 2 shows the overview of the proposed block diagram tracking method.

![Block diagram of proposed method](image)

**Figure 2.** Block diagram of proposed method

3.2. Testing video sequences
There are four (4) challenging video sequences are used in this experiment to evaluate the tracking performance. All these datasets are explained in Table 2.

| Video sequences | No. of frames | Challenging factors |
|-----------------|--------------|---------------------|
| Bolt            | 350          | In-plane rotation, deformation, occlusion, out of plane rotation |
| Walking2        | 500          | Occlusion, scale variation, low resolution |
| Crossing        | 120          | Background clutters, scale variation, fast motion etc |
| Liquor          | 1741         | Out-of-view, fast motion, occlusion, motion blur background clutters, scale variation |

3.3. Experiments setting
The inclusive framework of the proposed tracker is: (a) Object initialization; (b) Appearance (MISOL) model; (c) Motion estimation model; (d) Object localization. Firstly, use experiment setting. The parameters of the proposed model are set as: search window, \( e = 5 \) and search region, \( d = 20 \). Hence, the significant of the proposed tracker to use layer value of 3 with the scaling factor, \( sf = 0.9 \). Selected feature vector \( F(i) = [ R \ G \ B \ V \ H \ E ] \). \( R, G \) and \( B \) are red, green, and blue values of the
pixel. \( V \) and \( H \) are image intensity first derivative in vertical and horizontal. \( E \) is absolute value vertical and horizontal. All parameters involved in the proposed model are chosen empirically [11].

4. Results and Analysis

This section, we test the performance of Cov tracker on sequences from CVPR2013 tracking benchmark datasets [12]. These datasets are currently used as the state-of-the-art benchmarks in the 2D visual object tracking community. Moreover, Figure 4 shows the centre location error (in pixels) [13] versus the number of frames for each sequence. It is as a displacement of target centre from ground truth for four (4) video sequences (Bolt, Walking2, Crossing, Liquor) for Cov tracker and our methods (e.g., Layer 1, 2, 3 and Layer 4). In the four (4) video sequences, our methods (tracker) can achieve more better and stable results than the Cov tracker. Table 3 shows the mean centre location error (in pixels) for four (4) video sequences by Cov tracker and our methods. Based on the result of the average, it shows that the method has successfully reduce centre location error to 24.43% (Layer 1), 24.50% (Layer 2), 24.60% (Layer 3) and 24.40% (Layer 4). The main reason is caused by multi-layer (scale) compares to the single scale.

In Bolt sequence, the Cov tracker almost loses the target during tracking. However, our proposed methods have better tracking performance with lower centre location error values. In Walking2 sequence, the Cov tracker gradually generates larger centre location error. Our methods have better tracking performance with lower centre location error values except for Layer 1 where it loses the target for several frames during tracking. In Crossing sequence, the Cov and Layer 1, 2, 3 and Layer 4 have better tracking performance with lower centre location error values. In Liquor sequence, long term tracking capability is needed. Hence, in this sequence, Cov tracker gradually generates larger centre location error, but our trackers show better tracking results. However, our method (Layer 4) almost loses the target in several frames during tracking.
Table 3. Centre location error (in pixels) for four (4) video sequences for Cov tracker and proposed method

| Video Sequences | Cov tracker | MISOL tracker |
|-----------------|-------------|---------------|
|                 | Layer 1     | Layer 2       | Layer 3       | Layer 4       |
| Bolt            | 20.75       | 18.94         | 19.49         | 20.75         |
| Walking2        | 82.01       | 34.17         | 31.96         | 31.38         |
| Crossing        | 17.65       | 12.71         | 12.55         | 12.65         |
| Liquor          | 82.73       | 39.35         | 40.77         | 40.77         |
| Average         | 50.79       | 26.29         | 26.19         | 26.39         |

Figure 4. Centre location error plot for Cov and MISOL tracker

5. Discussion
The MISOL tracker has achieved more better and stable results in all four (4) video sequences compared to Cov tracker. In all four (4) video sequences, the proposed tracker uses multi-layer instance search region approach to tackle problem of moving object are not identical in size in every frame. The comparison of pixels values of the mean centre location error for the video sequences is shown in Table 3. In the last row, which is the Average, our method (Layer 3) obtains the lowest average centre location error among the other trackers. In general, our method (Layer 3) obtains more stable and better results in the four (4) challenging sequences. Based on the average, the result shows that it has successfully reduce center location error compared with Cov tracker. This is caused by introducing MISOL component. In general, MISOL model has overcome scale issue.
6. Conclusions
The proposed MISOL method succeeded in improving tracking performance as compared to the Cov tracker. MISOL tracker performs better than Cov tracker. Although the qualitative evaluation shows a noteworthy improvement of the proposed model, a few limitations that have been identified from the experiment results especially in the issue of dynamic scale variation. In the next work, a new improvement will be proposed to make the proposed tracker can improve scale variation due to motion during tracking.
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