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ABSTRACT

Two-dimensional (2D) ferromagnetic materials are receiving great attention in recent years. However, owing to strong direct magnetic coupling between different layers, they usually prefer antiferromagnetic coupling between different layers once stacked together. It would be of great interest if one can tune such antiferromagnetism to ferromagnetism, which is preferable for further magnetic information storage, and large magnetic moments can be achieved (proportional to thin-film thickness). In the current work, we theoretically and computationally suggest an effective method to tune the interlayer magnetic coupling between two magnetic materials (V\(_X\)\(_2\), \(X = S\), and Se). We show that intercalating a layer of alkali metals could enhance indirect magnetic exchange, and ferromagnetic interlayer coupling between different V\(_X\)\(_2\) layers can be achieved. Our work provides a new and effective route to control and modulate the magnetic exchange between 2D magnetic materials.

INTRODUCTION

van der Waals stacked two-dimensional (2D) materials, owing to their rich and promising physical properties and potential applications, have been attracting great attention over the past few decades.\(^{1}\) For example, when two layers of graphene sheets are stacked together, they could possess many different promising electronic behaviors, which can be further tuned by applying an external electric field,\(^{2}\) stacking order,\(^{3}\) and atomic intercalation.\(^{4}\) Owing to the experimental advances of fabricating ultrathin 2D ferromagnetic (FM) monolayers, such as CrI\(_3\),\(^{5,6}\) Cr\(_2\)Ge\(_2\)Te\(_6\),\(^{7}\) and VSe\(_2\),\(^{8,9}\) these van der Waals stacked magnetic materials also promise to serve as potential magnetic memory and magnetic storage materials for magnetic random access memory (MRAM) devices in the near future. Unfortunately, even though a CrI\(_3\) monolayer is ferromagnetic\(^{1}\) (with its Curie temperature of 45 K), when two layers of CrI\(_3\) are stacked together, they prefer antiferromagnetic (AFM) coupling at its ground state. Similar magnetic extinction also occurs in other systems. In order to tune their interlayer coupling into ferromagnetic, one could apply mechanical shear stress\(^{10}\) or electrical gate voltage.\(^{11}\)

Another interesting ferromagnetic (FM) material that has been recently discovered is group-V transition metal dichalcogenide (TMD) monolayer (for example VSe\(_2\)) with a high Curie temperature.\(^{10}\) Compared with group-VI TMD monolayers (such as MoS\(_2\) and its analogous structures), which are nonmagnetic,\(^{14}\) the transition metals in group-V TMD are in their nd\(_1\)\(^{(n = 3 \text{ or } 4)}\) electronic character. This unpaired electron makes the VSe\(_2\) monolayer become spin-polarized, and the coupling between different V atoms prefers to be FM. Previous studies on these group-V TMD monolayers have suggested several interesting properties.\(^{14–22}\) In 2012, Ma et al. performed density functional theory (DFT) calculations and predicted a strong ferromagnetic order of VS\(_2\) monolayer,\(^{23}\) which can be effectively tuned by a biaxial tensile strain. Owing to the breaking of time-reversal symmetry, Tong et al. predicted that the valley splitting of VSe\(_2\) is not degenerate, which is coined as a novel concept, ferro-valley effect.\(^{24}\) Larger valley degeneracy splitting with a time-reversal symmetry broken\(^{25,26}\) is also predicted in heavier elements with strong valley polarized plasmonic behavior.\(^{27}\)

With these promising properties of ferromagnetic group-V TMD monolayers,\(^{14–16,20,27,28}\) when two layers are stacked...
together, unfortunately, the interlayer magnetic exchange shows antiferromagnetic (AFM) coupling with zero net magnetic moments. Even though antiferromagnetic spintronics have been proven to be useful in recent years, manipulating their interlayer coupling between FM and AFM is still desired for the sake of easy read/write in spintronics.

Here, we perform first-principles density functional theory (DFT) calculations and propose an effective way to transit interlayer AFM AM-VX₂ (X = S and Se) bilayer to FM interlayer coupling. By calculating different magnetic coupling orders, we show that the VX₂ bilayer would prefer ferromagnetic coupling once intercalated by large sized alkali metals (AMs) with a high concentration. Note that metal intercalation into different 2D material layers has brought multiple fascinating features both experimentally and theoretically. For example, when a layer of Li/Na/K/Ca is intercalated into graphene layers (graphite), it serves as a good electrode material and a superconductor as well. When 4d/5d transition metals intercalate into the graphite bilayer (or B-doped graphene bilayer), the system could possess an interesting topological crystalline insulating feature. The intercalation of AMs into MoS₂ can trigger its phase transformation from the semiconducting 2H phase to the topological insulating 1T phase. Similarly, Brauer et al. have successfully intercalated some AMs in bulk VSe₂, where they find that alkali metals are not simply donating electrons since the rigid band model is inadequate to match their experiments and self-consistent linear augmented plane-wave calculations. Later, Reshak and Auluck performed linear augmented plane-wave calculations on AMs intercalating layered VSe₂ and observed hybridization between AM-s and V-d orbitals, consistent with the previous argument. Unfortunately, in these studies, they performed spin-unpolarized calculations on bulk materials.

Based on these results, intercalation of AMs into the 2D VX₂ bilayer is realistic experimentally. We find that large AM intercalation could enhance the hybridization between the AM-s and V-d orbitals, which boosts super-exchange interactions between the AM and VX₂. Then, the AM layer could become spin polarized due to magnetic proximity effects. The AM-s orbital serves as a “ligand” to bridge the VX₂ layers, and the system favors FM interlayer coupling. The magnetic exchange energy can be as large as ~100 meV per unit cell, which is observable experimentally.

**THEORETICAL METHODOLOGY**

We use spin-polarized DFT with projector augmented wave (PAW) scheme pseudopotential in the form of Perdew–Burke–Ernzerhof (PBE) type generalized gradient approximation (GGA), as implemented in the Quantum–Espresso (QE) code. The plane-wave basis set is used to expand the valence electrons with a cutoff energy of 80 Ry. In order to eliminate the imaging layer interactions under the three-dimensional periodic boundary condition, a vacuum space of 15 Å is added in the z-direction. The electronic and magnetic properties of two VX₂ (X = S, Se) layers with and without AM (AM = Li, Na, K, and Rb) intercalation are calculated. To incorporate the strong correlation of V-d orbitals, GGA + U is applied with the U value taken to be 3 eV. We have also tested different U values, and qualitatively consistent results can be obtained, confirming the reliability of our selection. The reciprocal space is represented by a (12 × 12 × 1) Monkhorst-Pack k-grid mesh. The energy and force convergences are set to be 1 × 10⁻⁵ eV and 0.02 eV/Å, respectively. The long-range van der Waals corrections with Grimme’s DFT-D2 method is also applied. Various stacking configurations and intercalation sites have been calculated, to guarantee the energetically lowest ground state.

**RESULTS AND DISCUSSION**

We focus our calculations on the 2H phase of VS₂ and VSe₂, which are experimentally fabricated and proved to be ferromagnetic in their monolayer form. Note that even though Nb and Ta based dichalcogenide monolayers usually show fruitful and promising charge density wave configurations, previous studies have suggested that 2H-VS₂ and 2H-VSe₂ monolayers are both dynamically stable since the spin density wave effect is accounted. This phase is also widely adopted in theoretical calculations. For the VSe₂ monolayer, the 2H phase is not experimentally seen yet, so we also briefly discuss its 1T phase to verify our scheme.

We find that when two layers of VX₂ (space group P-3m1) are stacked together (Fig. 1), they leave a van der Waals gap of ~3.7 Å (measured to be the nearest vertical distance between S–S and Se–Se in different layers). Our calculations show that the intralayer magnetic coupling of spin-polarized V atoms is FM, while the interlayer coupling prefers AFM (which is energetically lower than the FM coupling by 2 meV and 5 meV per supercell, corresponding to 0.2 μJ/cm² and 0.4 μJ/cm² for VS₂ and VSe₂ bilayers, respectively). Note that the stacking pattern strongly affects the interlayer magnetic coupling in the famous 2D CrI₃ bilayer. However, in the current case, we find that the interlayer AFM coupling is robust against different stacking patterns. Therefore, it is intriguing to investigate and explore an effective strategy to manipulate interlayer magnetic coupling, from AFM to FM, for further magnetic storage usage. To achieve this, motivated by the experimental advancements in intercalating metal atoms in van der Waals multilayers, we propose a full AM intercalation scheme. Different intercalation geometries are investigated, and the optimal geometric structure of VX₂–AM–VX₂ (X = S, Se and AM = Li, Na, K, Rb) is shown in Fig. 1(b). We find that the AMs like to reside at the hollow site of the X-triangles and form a vertical V–AM–V line along the z-direction. Optimized geometric parameters are summarized in Table I. Upon intercalation, the VX₂ bilayer lattice expands from ~4% to 7% (compared to the non-intercalation systems) and the layer distance is also slightly increased (except for Li intercalation which reduces the interlayer distance between VX₂ due to strong attraction between Li and VX₂).

To evaluate the thermodynamic stability of such intercalation, we calculate the formation energy according to

\[ E_f = E_{VX_2 - AM - VX_2} - E_{VX_2} - E_{AM}, \]

where \( E_{VX_2 - AM - VX_2} \) and \( E_{VX_2} \) are the cohesive energies of VX₂–AM–VX₂ and VX₂–VX₂ bilayers, respectively. Chemical potential \( E_{AM} \) is taken from the cohesive energy of the bulk AM crystals. The results are listed in Table I. Note that the negative values of the formation energy suggest that such intercalation processes are
all exothermic, which guarantees the thermodynamic stability of the systems.

Our calculations confirm that the intralayer magnetic coupling under AM intercalation remains strong and robust and FM. We then calculate the interlayer magnetic exchange energy $E_{\text{ex}} = E_{\text{AFM}} - E_{\text{FM}}$ ($E_{\text{FM}}$ and $E_{\text{AFM}}$ are total energies of FM and AFM interlayer couplings, respectively), with its positive (negative) value representing the FM (AFM) ground state. The results are shown in Fig. 2(a). One observes a strong size effect on the exchange energy. In the case of the VS$_2$ bilayer, under Li intercalation, the $E_{\text{ex}}$ remains to be $-2$ meV (per supercell). However, when one introduces larger AMs, they serve as a magnetic “bridge” and the two VS$_2$ layers prefer FM coupling, with the largest $E_{\text{ex}}$ of 15 meV (Rb intercalation).

Such a size effect becomes stronger in the VSe$_2$ bilayer system. We find that $E_{\text{ex}}$ is $-62.17$ meV and $-33.81$ meV for VSe$_2$–Li–VSe$_2$ and VSe$_2$–Na–VSe$_2$, respectively, while it drastically increases to positive values of 7 meV and 97 meV in VSe$_2$–K–VSe$_2$ and VSe$_2$–Rb–VSe$_2$ respectively.

We also performed similar calculations on the 1T-VSe$_2$ system, as stated previously. We find that without AM intercalation, the interlayer magnetic exchange energy is $-2$ meV. After intercalating a K layer and a Rb layer, it drastically increases its value to 406 meV and 424 meV, respectively (other AM intercalation does not flip the AFM feature to FM coupling).

The magnetic exchange variation under AM intercalation can be understood as a result of two competing magnetic coupling mechanisms [Fig. 2(b)]. Each V atom is in its +4 oxidation state, leaving only one $d$ orbital unpaired, which occupies a single degenerated $d_{z^2}$ orbital. This is consistent with our calculations that each VX$_2$ unit contributes $\sim 1 \mu_B$ magnetic moment. Therefore, the direct exchange between the two layers results in AFM coupling. This magnetic coupling is schematically plotted in the left panel of Fig. 2(b). Once a layer of AM is introduced, owing to magnetic proximity effects, the

---

**TABLE I.** The optimized lattice constant, distance between V and AM, formation energy, and the absolute value of magnetic moments (local magnetic moments on the V and X atoms, integrated within their own Wigner–Seitz radii) of VX$_2$ without and with AM intercalation. In each layer, the magnetic moments of V and X are in opposite spin channels.

| Lattice constant (Å) | V–AM (Å) | $E_f$ (eV/f.u.) | $|m_V|$ | $|m_X|$ |
|----------------------|----------|-----------------|---------|---------|
| VS$_2$–VS$_2$        | 3.20     | ...             | 1.50    | 0.26    |
| VS$_2$–Li–VS$_2$     | 3.33     | 3.27            | -2.30   | 2.07    | 0.29    |
| VS$_2$–Na–VS$_2$     | 3.37     | 3.56            | -2.10   | 2.08    | 0.30    |
| VS$_2$–K–VS$_2$      | 3.40     | 3.88            | -1.86   | 2.10    | 0.32    |
| VS$_2$–Rb–VS$_2$     | 3.42     | 4.02            | -1.77   | 2.12    | 0.33    |
| VSe$_2$–VSe$_2$      | 3.36     | ...             | 1.75    | 0.38    |
| VSe$_2$–Li–VSe$_2$   | 3.49     | 3.45            | -2.24   | 2.32    | 0.41    |
| VSe$_2$–Na–VSe$_2$   | 3.53     | 3.75            | -2.13   | 2.33    | 0.42    |
| VSe$_2$–K–VSe$_2$    | 3.58     | 4.08            | -1.92   | 2.34    | 0.42    |
| VSe$_2$–Rb–VSe$_2$   | 3.58     | 4.21            | -2.01   | 2.38    | 0.50    |
AM can be slightly magnetized, even though they are s-orbital based elements and the orbitals are itinerant. Hence, the magnetic coupling between the V-$d_z^2$ and the itinerant s-orbital emerges [Ruderman-Kittel-Kasuya-Yosida (RKKY) picture]. Therefore, another competing magnetic exchange mechanism is an indirect super exchange between the two VX$_2$ layers. No matter parallel or antiparallel coupling is favored between d and s orbitals, the two VX$_2$ layers always prefer FM coupling. This is shown in the right panel of Fig. 2(b). When the large size AM is used, the indirect coupling dominates, and FM coupling becomes more stable than the AFM coupling. This is consistent with the carrier modulating magnetic exchange in organo-metallic frameworks.\textsuperscript{52} Our calculations reveal that the local magnetic moment on each AM is in the range of 0.001–0.01 $\mu_B$.

We examine their electronic properties by calculating band dispersions and projected density of states (PDOS) (Fig. 3). Since the results of AFM VX$_2$–AM–VX$_2$ are similar, and those of FM systems are similar, we only take one example of each case to illustrate these results. Without any intercalations [Fig. 3(a)], the AFM VX$_2$ bilayer shows a semiconducting feature (bandgaps of VS$_2$ and VSe$_2$ bilayer are 0.72 eV and 0.75 eV, respectively). Both valence band maximum (VBM) and conduction band minimum (CBM) lie at the K-point (1/3, 1/3, 0). This is consistent with the honeycomb lattice with a staggered on-site potential energy on V and the X$_2$ moiety (sublattice-A and B). This suggests that the bilayer VX$_2$ can serve as potential valleytronic devices for future information storage, similar to 2H-MoS$_2$, once the multiplication of inversion (P) and time-reversal (T) symmetry are broken\textsuperscript{53,54} (such as by applying a gate voltage). When a small sized AM layer is introduced, it mainly serves as highly n-type dopant to the system. We perform Bader’s charge analysis method\textsuperscript{55,56} to analyze the charge transfer after AM intercalation. Bader’s charge analysis scheme is based on the total electron density distribution in the real space, which avoids the artificial atomic orbital assignment as in the Mulliken or Hirshfeld schemes (which is also not a straightforward approach for the planewave basis set). It divides the electrons onto different nuclei according to the zero flux surfaces surrounding them, which is defined as the electron density minimum distribution perpendicular to the surface. The Bader’s charge analysis scheme is widely used to analyze electron redistributions from periodic crystals to zero-dimensional molecules.\textsuperscript{57–59} For example, we show that about 0.6 (or 0.8) electrons are transferred from a Li atom to the VSe$_2$ (or VS$_2$) bilayer.\textsuperscript{60} As shown in Fig. 3(b), the conduction band is moved down below the Fermi level. The bandgap between the VBM and CBM is also slightly reduced. For example, in VS$_2$–Li–VS$_2$, the VBM and CBM locate at −1.733 and −1.124 eV (relative to Fermi), respectively, leaving a small bandgap of 0.05 eV. In addition, the AM layer is not magnetized (local magnetic moment of 0 $\mu_B$). From the PDOS results, we see that a small overlap (about
FIG. 3. Calculated band structure, PDOS, and spin density (isosurface value of 0.25 electrons/Å$^3$) of (a) AFM VS$_2$–VS$_2$, (b) AFM VS$_2$–Li–VS$_2$, and (c) FM VS$_2$–Rb–VS$_2$. Solid (red) and dashed (blue) lines correspond to the majority and minority spin channels, respectively.

2 eV below the Fermi level) occurs between the Li-\(s\) and S-\(p_z\) orbitals. It slightly enlarges the energy dispersion of honeycomb VX$_2$ lattice band dispersion. We assign that this is the reason for narrowing down of the bandgap. Hence, two interaction mechanisms occur after Li intercalation. One is the Li electron transfer, forming a Li$^+$ and \(n\)-doped VX$_2$. The other is weak hybridization between the Li-\(s\) and X-\(p\) orbitals, which slightly modifies the band dispersion. We note that the PDOS and band dispersion results suggest that the
The former ionic feature dominates the binding interaction, while the latter covalent feature interaction is much weaker (as it is deeply below the Fermi level), consistent with reversible intercalations observed in electrochemical experiments.\(^1^\) As the size of the AM layer becomes larger (e.g., VS\(_2\)–Rb–VS\(_2\)), the AM is magnetized (0.001 \(\mu_B\) per Rb) owing to proximity effects. The indirect exchange makes the whole system prefer FM coupling, so that the spin-up and spin-down channel splits energetically [Fig. 3(c)]. The weak Rb- and S-\(p_z\) orbital hybridization still exists. We can see that the spin-up channel is highly conductive, while the spin-down channel opens a wide bandgap of 2.59 eV around the Fermi level, showing a semiconducting character. Thus, this FM sandwich structure is a good half-metal, showing a 100% spin filtering effect. In this regard, we suggest that AM intercalation can effectively modulate the V\(_3\)S\(_2\) bilayer from AFM semiconducting to AFM metallic and then to FM half-metallic behavior.

CONCLUSION

In conclusion, we have performed first-principles spin-polarized DFT calculations and predict an effective strategy to trigger a magnetic exchange coupling transition from AFM to FM between the two V\(_3\)S\(_2\) layers. We show that once intercalating a layer of alkali metals, the competing direct and indirect exchange mechanisms can tune the total magnetic exchange energy, depending on the size of alkali metals. With K and Rb intercalation, the V\(_3\)S\(_2\) bilayer prefers an FM coupling (owing to indirect RKKY mechanism), with its exchange energy observable under low temperature. The system exhibits a widely tunable electronic property, from AFM semiconducting to AFM metallic and then to FM half-metallic conductivity. Such itinerant indirect exchange mechanism can be applied to other AFM systems to effectively tune their magnetic coupling properties. Due to the experimental advances to intercalate and extract Li (and other alkali metals) in between van der Waals layer compounds (such as in Li-ion batteries), one can use this electrochemical technology to control magnetic moments and other properties (such as magneto-optic responses) via external electrochemical approaches.
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