Multiscale modeling of molecular structure and optical properties of complex supramolecular aggregates†
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Supramolecular aggregates of synthetic dye molecules offer great perspectives to prepare biomimetic functional materials for light-harvesting and energy transport. The design is complicated by the fact that structure–property relationships are hard to establish, because the molecular packing results from a delicate balance of interactions and the excitonic properties that dictate the optics and excited state dynamics, in turn sensitively depend on this packing. Here we show how an iterative multiscale approach combining molecular dynamics and quantum mechanical exciton modeling can be used to obtain accurate insight into the packing of thousands of cyanine dye molecules in a complex double-walled tubular aggregate in close interaction with its solvent environment. Our approach allows us to answer open questions not only on the structure of these prototypical aggregates, but also about their molecular-scale structural and energetic heterogeneity, as well as on the microscopic origin of their photophysical properties. This opens the route to accurate predictions of energy transport and other functional properties.

Supramolecular structures may self-assemble from a variety of building blocks, resulting in a wide range of advanced materials with attractive biomimetic, sensing, catalytic, optoelectronic and photonic functionalities.1−10 The close-packed nanoscale organization of the individual molecules within a supramolecular system, held together via noncovalent interactions, gives rise to the aggregate’s (collective) properties. Assemblies consisting of dye molecules often exhibit unique collective optical properties and are of interest for optoelectronic applications as well as artificial light-harvesting complexes that mimic natural antenna systems of photosynthetic bacteria and plants.11−13 For example, chlorosomal antenna complexes of photosynthetic green sulfur bacteria are self-assembled into multilayer tubular structures having bacteriochlorophyll pigments as building blocks.14−16 The structure of these antenna complexes and the underlying molecular arrangement ensures that the process of light-harvesting and excitation energy transport is very efficient, even under extremely low light conditions.17,18 The quest to recreate such efficiency under laboratory conditions has sparked numerous studies of synthetic self-assembled systems mimicking natural chlorosomes, e.g. using porphyrins,19 zinc chlorin,20 and cyanine dyes.21 Of particular interest are the tubular aggregates of 3,3′-bis(2-sulfopropyl)-5,5′,6,6′-tetra-chloro-1,1′-dioctylbenzimidacarbocyanine (CBSA).22−25 Cryo-TEM reveals a hierarchy of supramolecular architectures, including double-walled nanotubes; under certain conditions, bundles of nanotubes arise.26 Thus, this system allows for the occurrence of electronic excitation energy transport at various levels: within one wall, between walls of one tube, and between different tubes, similar to the situation in natural systems.27,28

To understand how such supramolecular systems work, as well as propose design rules for new materials, it is essential to determine the relationship between molecular structure and optical properties. Current experimental techniques, however, are unable to resolve the structure at the molecular level. This, in combination with the sensitivity of spectral properties to the details of the molecular packing, leads to a crucial role for theoretical modeling.29 For example, molecular dynamics (MD) simulations have been used to predict the molecular packing within a variety of supramolecular assemblies.30−34 However, synthetic amphiphiles with aromatic groups, such as cyanine dyes—often used to prepare aggregates with optical functionality—tend to fall into kinetic traps during spontaneous self-assembly simulations and the packing of the aromatic chromophores remains highly disordered on the accessible time scale, leading to predicted (optical) spectra that are not...
consistent with experimental data. This problem can be overcome by building assemblies based upon proposed architectures and assessing their stability in relatively short MD simulations.

The drawback of this approach is the requirement of a thorough understanding of what to use as a starting point and how to validate the structure. In any case, proper validation requires the modeling of the optical spectra of the obtained structure, and finally, comparing it to the experiment. The demanding character of such methods explains why an important role is played by phenomenological modeling, in which a molecular packing is guessed and the optics is obtained from parametrizing an exciton model that describes the collective excited states of the assembly with interactions dictated by the guessed packing. By comparing the calculated spectra to experimental ones, the structure and exciton model may be fine-tuned. While this method has been successful in describing spectra, it is limited in its predictive power and also lacks access to essential microscopic parameters, such as tuning of the optical excitation energies imposed by the environment, disorder in these energies and structural heterogeneity.

In this work, we use an advanced multiscale approach to determine structure–property relationships for the C8S3 double-walled nanotubes, guided by comparison to experiments. The optical spectrum of these aggregates, in which multiple exciton peaks may be discerned, suggests a rather complex underlying molecular packing. This fact, combined with their sheer size going up to many thousands of molecules, makes these systems exceptionally challenging to resolve and leaves important questions concerning structure–function relationships unanswered or under debate, for instance the origin of the splitting between the two lowest-energy spectral bands.

Here, we answer these questions by iteratively combining MD simulations to capture the details of molecular packing and structural disorder, an exciton Hamiltonian approach to calculate optical signatures, and explicit microelectrostatic calculations to estimate energetic disorder and solvent shifts. Previous attempts to reveal the structure of cyanine-based nanotubes were limited to small-scale system sizes, modeling optical features phenomenologically rather than using atomistic information or featuring simpler, single-walled systems. In addition to answering important questions for the C8S3 double-walled nanotubes, our study opens the way to explain and predict at an unprecedented level of detail the functional properties of other highly complex molecular materials.

Results and discussions

Conceptual workflow

As stressed in the introduction, the type of aggregates of interest are too complex to allow for a direct (ab initio) modeling of their structure. Scheme 1 illustrates the overall multiscale approach that we follow to reveal the molecular packing of such complex supramolecular aggregates. In step 1, we construct perfectly ordered starting structures exploring the structural parameters within the available experimental constraints. In step 2, we pre-assess the optical properties (in this study, the absorption spectra) of such perfectly ordered structures by computing these properties based on the assumed molecular packing. This allows us to discard structures which lead to evidently off-target optical properties. In step 3, we perform MD simulations on the remaining structures to assess their stability. At this stage, putting in the atomistic detail of the chromophore packing may lead to tubes which readily distort or disintegrate during the MD simulation. At the same time, the MD sampling leads to structural disorder (i.e. deviations from perfectly ordered packing) for the tubes that are stable. The structural disorder translates into disorder in the intermolecular resonance interactions (off-diagonal disorder). In step 4, for stable aggregates, we perform microelectrostatic calculations, including the effect of electronic polarizability, to obtain the influence of the local environment on the molecular excitation energies. This allows us to quantify the energetic, or diagonal, disorder. The diagonal and off-diagonal disorder obtained in steps 3 and 4 are used in step 5, where we calculate the absorption spectrum based on the obtained MD structure, including both types of disorder. This leads to broadening and shifts of absorption peaks compared to the spectrum obtained in step 2. If the resulting spectrum does not agree with the experimental reference spectrum, we use the collected insights as feedback for a new step 1 iteration. If the resulting spectrum agrees well with the experimental one, the validated molecular model is obtained.

Combinations of MD simulations and quantum chemical approaches have been used before to study molecular aggregates. This is true in particular for photosynthetic light-harvesting systems, such as the FMO complex and LH2. Importantly, for these rather small systems, X-ray structures have been determined with atomic-scale resolution, which removes the necessity to find the structure computationally, the challenge we are faced with. MD simulations are then solely used to acquire information about structural fluctuations. For the much bigger chlorosomes of green sulfur bacteria, detailed structural information from direct imaging is lacking, similar to the large synthetic aggregates we are interested in. Very recently, a computational study was reported on chlorosomes using an approach resembling ours. Complicating factors for the type of aggregates we consider, are that our amphiphilic dye molecules are considerably more challenging from an MD point of view than chlorophyll molecules; the situation is further complicated by the presence of solvated counterions in our systems.

Description of experimental data on which we rely

The experimental absorption spectrum for C8S3 double-walled aggregates serves as our reference for judging the validity of the structure. This complicated spectrum shows two sharp low-energy J-bands and several broader higher-energy bands for which the following has been established experimentally: (i) the two sharp peaks, separated by 300 cm⁻¹, can be associated with the two separate walls of the aggregate, with the lowest-energy peak deriving from the inner wall (IW) and the upper one from the outer wall (OW). The two walls are coupled
structurally, but do not share collective electronic states responsible for the optical response.\textsuperscript{23,46} (ii) The ratio of the oscillator strengths of both sharp peaks is known from experiment.\textsuperscript{23} (iii) The two sharp low-energy absorption bands are polarized parallel to the tube’s axis, while the higher-energy bands also show regions of perpendicular polarization.\textsuperscript{23} (iv) Besides requiring reproduction of these spectral features, we base our modeling on the available experimental structural data. In particular, these are the IW and OW radii, which are $3.2 \pm 0.5$ nm and $6.5 \pm 0.5$ nm, respectively, as defined by the positions of the sulfonate groups of the IW and OW obtained from cryo-TEM imaging.\textsuperscript{23} These radii allow for a wall-to-wall distance of $3.3 \pm 1.0$ nm.

We note that the same (or similar) spectral and structural data have been used as reference points for the phenomenological modeling, performed in ref. 23. The big step forward in the current multiscale approach is that we obtain a true atomistic structure and validate the stability of this structure (and indeed find a packing that is different from the one found phenomenologically). Moreover, using this approach we get microscopic information about structural and energetic disorder.

### Detailed description of the multiscale approach to probe molecular packing

Starting from the unit cell of a similar molecule\textsuperscript{37} with herringbone formation, we construct a two-dimensional lattice with two C8S3 molecules per unit cell which we then roll onto a cylindrical surface to obtain a tubular structure. In this way, we construct an initial set of ideal—perfectly ordered—single-walled tubes with varying structural parameters: unit cell parameters, density of molecules in the lattice, radius (within the experimental margins), and rolling angle (step 1 of Scheme 1 and Fig. 1a–c).

Next, we select candidates for the IW and the OW based on the comparison of the calculated absorption spectra for this set of ideal single-walled tubes to the experimental spectrum, and preassemble them into double-walled aggregates (up to 100 nm long, ~7000 C8S3 molecules) (step 2 of Scheme 1). We note that while the cryo-TEM data allow for a wall-to-wall distance of $3.3 \pm 1.0$ nm, we found that a distance of $2.3–2.7$ nm leads to stable structures. Moreover, based on the absorption spectra, we found the rolling angle around 30° to be optimal. The sensitivity to this rolling angle will be discussed further below.

The preassembled double-walled aggregates are used as starting point for MD simulations in an explicit solvent environment, consisting of water and dissolved Na\textsuperscript{+} counter ions (step 3 of Scheme 1). During the MD simulations of 20–100 ns, the modeled systems “acquire” realistic structural disorder, i.e. disorder in molecular packing due to the interaction with the solvent and within the aggregate itself (Fig. 1d), and potentially “disintegrate” if the structure turns out to be not stable. Stability is assessed, inter alia, by monitoring mass density profiles (see ESI, Section 2.2\textsuperscript{†}).

From the obtained MD snapshots, we estimate how the environment of each chromophore changes the gas-phase monomer excitation energy via atomistic microelectrostatic calculations, resulting in a distribution for these solvent shifts, whose standard deviation characterizes the so-called energetic (diagonal) disorder (step 4 of Scheme 1). Note that before doing the expensive calculations in step 4, we do a check by comparing the calculated absorption spectrum in the absence of energetic disorder to the experimental spectrum (we consider peak energies, oscillator strengths, and polarization properties).
Finally, we model the absorption spectrum of the obtained aggregate to validate its structure (step 5 of Scheme 1). For each snapshot, taken every 100 ps along the MD trajectory, we translate the structural information into a Frenkel exciton Hamiltonian that describes the assembly’s collective excited states responsible for the optical response; this Hamiltonian accounts for interaction (off-diagonal) disorder arising from orientational and positional disorder. For calculating the intermolecular excitonic couplings, we use the extended dipole model,\textsuperscript{47,48} where the transition dipole is mapped on the poly-methine bridge of each C8S3 molecule (Fig. 1a). Furthermore, for each snapshot a random energy shift taken from a Gaussian distribution with mean and width obtained from the above microelectrostatic calculations is added to the gas phase monomer excitation energy for each molecule. By averaging the absorption spectra calculated for each snapshot, we obtain the final spectrum. By comparing this spectrum to the experimental one, structural parameters for the double-walled tube are adjusted and tested by repeating one or more of the above steps, until agreement is good and we conclude that we have found the actual (validated) structure.

Validated model

Fig. 1e and f gives the calculated spectrum for the “optimal” structure whose spectrum best compares to the experimental one taken from ref. 39. The agreement is very good, not only in the overall spectral shape, but also in essential details: (i) the contributions from the inner and outer walls are correctly assigned, \textit{i.e.} the lowest-energy peak from the inner wall is lower in energy than the one from the outer wall, correctly reproducing the assignment found experimentally.\textsuperscript{23} (ii) The relative oscillator strength of these two peaks is reproduced correctly, as are the polarization directions of the optical transitions: the two lowest-energy absorption bands are polarized parallel to the tube’s axis, while higher bands also show regions of perpendicular polarization.\textsuperscript{23,49} (iii) The modeled spectrum reproduces well the experimental linewidths and accounts for structural and energetic disorder. Homogeneous broadening is accounted for phenomenologically following the procedure of previous modeling,\textsuperscript{23} in accordance with expected lifetimes based on experimental observations.\textsuperscript{26,50} In principle, studying the time correlation functions of the various disorder contributions which may be obtained from MD trajectories, allows for a microscopic prediction of the homogeneous linewidths. However, this requires an extensive study that goes beyond the scope of the current paper and will be the topic of a forthcoming publication. The spectrum’s absolute position was fixed by using the gas-phase excitation energy of a single C8S3 molecule to be 19 498 cm\textsuperscript{-1}; this quantity is unknown experimentally,
while quantum theoretical calculations on its absolute value have large error bars.

With the above “optimal” model, for the first time, we are in the position of having a C8S3 aggregate model which not only reproduces the experimental spectrum but also contains atomistic information on the packing of thousands of cyanine dye molecules. This is important, because it allows us to answer open questions concerning the structure and the origin of the aggregate’s photophysical properties on a microscopic ground, which hitherto was impossible. In the following sections, we unravel: (1) the magnitude and sources of the energetic and structural disorders; (2) insights into collective properties reflected in the absorption spectrum on the one hand, and the subtle interplay between the density of the molecular packing on the other hand, which leads to: (3) the origin of the splitting of the IW and OW low-energy peaks.

Probing the effect of molecular disorder

Organic materials generally endure the presence of significant disorder in intermolecular excitonic couplings (structural disorder) and disorder in excitation energies (energetic disorder), which can be detrimental or essential to their functional properties. Disorder affects the delocalized nature of the collective excitations of the molecular aggregate and, consequently, its optical and transport properties. In order to study how disorder impacts the (opto-)electronic properties, it is important to be able to estimate the amount of disorder. Previous models of C8S3 (ref. 23 and 39) do not allow for a first-principles estimate of the amount of structural and energetic disorder due to lack of information on the details and fluctuations in the packing of the aggregated and solvent molecules relative to each other. Our multiscale approach gives direct access to such information.

We start by analyzing the structural disorder due to physical irregularities of the molecular aggregate affecting positions and orientations of the molecules and, therefore, resulting in inhomogeneities in intermolecular interactions. First, we discuss a qualitative picture of the structural disorder, which emerges by plotting the angle between pairs of chromophore transition dipole moments as a function of the distance between them. The obtained maps show how well-defined angle/distance distributions in the ideal (starting) structures (Fig. 2a and b) are smeared out in the disordered structures upon MD simulation, while the overall peak structure is preserved (Fig. 2c and d). The preservation of overall peak structure and limited smearing out of the peaks demonstrates the stability of the obtained structures and implies that the ideal system is still a useful reference, around which the structure fluctuates. Next, the quantitative impact of the structural disorder in the system on the absorption spectrum is obtained from the distribution of the sum of the intermolecular excitonic interactions per molecule, \( \sum_{ij} J_{ij} \), responsible for the collective excited states of the system (ESI eqn (S5)†). In Fig. 2e and f, we show this distribution averaged over the snapshots of the MD trajectory in comparison to the distribution obtained from the ideal structure. For the ideal structure, this distribution is very narrow with mean values of \(-3589 \text{ cm}^{-1}\) and \(-3348 \text{ cm}^{-1}\) for the IW and OW, respectively. These values are indicative of the red-shifts of the low-energy (parallel) absorption bands of both walls relative to the monomer excitation energies (J-aggregate). For the IW, this shift is larger than for the OW, as a result of the small difference in packing density (see below). The structural disorder acquired in the MD simulation, gives rise to broadening of the distribution and leads to a decrease of the mean value; in the
spectra, this leads to broadening and blue-shifts of the spectral peaks relative to the spectra of the starting structures. The width of the distribution and the decrease of the mean value is slightly larger for the IW than for the OW. This effect was seen for all the tubes and can be explained by the fact that the anionic sulfonate groups inside the IW are packed more closely than those outside the OW; the interactions between these groups in the IW thus lead to a larger stress, in turn leading to more structural disorder.

We now turn to the disorder in molecular excitation energies imposed by the environment. To probe possible differences between molecular excitation energies in both walls as well as disorder in these energies, resulting from the local electrostatic environments around molecules in the IW and OW, we evaluate electrostatic and polarization (or induction) interaction energies between single molecules and their surroundings (Fig. 3a and b) via microelectrostatic calculations. Molecules are treated classically and described by atomic point charges (that differ for the molecular ground and excited states) and atomic polarizabilities. The shift in the excitation energy induced by the molecular surroundings is calculated as the difference $\Delta_E = E_e - E_g$ between the interaction energies $E_e$ and $E_g$ of the charges and polarizabilities characterizing the molecular excited and ground states, respectively, with the charges and polarizabilities characterizing the surrounding molecules.

Fig. 3c shows the distribution of the computed energy shifts for all the molecules of a 10 nm thick fragment taken from the middle of the aggregate, containing approximately 330 and 450 IW and OW molecules, respectively. As can be seen, molecules in both walls experience very similar electrostatic environments, reflected by the fact that the shift distributions for both walls are practically identical, with mean values around 350 cm$^{-1}$. The standard deviations of the Gaussian functions fitted to these distributions are found to be 213 and 231 cm$^{-1}$ for the IW and OW, respectively, and is a measure of the energetic disorder. This disorder was used when calculating the spectrum in Fig. 1 by adding in the Frenkel exciton Hamiltonian for each C8S3 molecule a random shift relative to the gas-phase excitation energy taken from the corresponding (IW or OW) Gaussian distribution.

Understanding the energy splitting between the two lowest-energy peaks

Assuming that the underlying lattice is the same for the IW and OW, it is not possible to explain the energy splitting between the lowest-energy optical bands of both walls, polarized parallel to the tube’s axis. This is because the energy position of the parallel component of the spectrum of a cylindrical aggregate is essentially independent of both the rolling vector and the tube’s radius. Moreover, the above calculations show that systematic differences in solvent shifts do not occur and also shifts induced by structural disorder can not explain the energy splitting.

Thus, we are left with the explanation that the energy splitting arises from a slightly different packing density in both walls. A higher density in the IW, as compared to the OW, would ensure stronger excitonic couplings $J_\theta$ and therefore a larger red-shift of the lowest-energy absorption peak for the IW. To test this hypothesis, we construct starting aggregate structures assuming different densities of molecules in the two walls. It turns out that enlarging the in-plane unit cell lattice constants for the OW by 2.4% compared to the IW (see ESI, Table S1†) is enough to match the energy splitting in the experimental spectrum. Our MD simulations performed on multiple preassembled structures confirmed that such structures are stable and do not disintegrate. Only because in the above we ruled out relative shifts between both walls induced by surroundings and structural disorder, are we able to conclude on this small difference in density. We believe that this conclusion is solid, because possible errors in the exciton energies that might result from the way we treat solvent effects and intermolecular exciton transfer interactions, are expected to be very similar for the IW and the OW.

![Fig. 3](image-url) Energetic disorder and energy shifts computed using microelectrostatic calculations. Based on the MD trajectory, microelectrostatic calculations have been performed on clusters of molecules positioned around a central dye molecule residing either in the outer (a), cyan or inner (b), blue walls. The solvent (water in red and white, and Na$^+$ in blue) is treated explicitly. The central molecule’s ground and excited state charge distributions interact differently with the environment. The difference between the ground and excited state electrostatic and polarization interaction energies, i.e. the solvent shift $\Delta E_s$, is plotted in (c) for molecules residing in the outer (cyan) and inner (blue) walls. Notably, discarding electrostatic interactions with the solvent, a different $\Delta E_s$ in the two walls is induced by a different electrostatic interaction with the polar heads of the dye molecules as a result of the curvature (dashed lines). This effect cancels out, however, when also accounting for the interactions with the solvent (solid lines).
Solvent vs. intra-aggregate sources of disorder

Our microelectrostatic calculations exclude the hypothesis of the energy splitting being due to different excitation energies in the IW and OW as a result of different electrostatic environments, used in the phenomenological modeling of ref. 38. It is instructive, however, to disentangle the different contributions to the distributions of Fig. 3c. In particular, removing the solvent (water and counterions) from the microelectrostatic calculations results in a shift of both distributions toward more stabilizing energies as compared to the full calculation (Fig. 3c, dashed lines). A relative shift between the IW and OW then also appears, with the OW \( \Delta \varepsilon \) less stabilizing than the IW. Further investigations show that this shift between the two walls is induced by a different electrostatic interaction with the polar heads of the surrounding dye molecules in the aggregate (see ESI Fig. S4b†). This is likely related to the inward vs. outward orientation of the polar groups. Interestingly, this relative shift between both walls caused by intra-aggregate interactions, in the end is compensated entirely by an opposite relative shift caused by the interactions of the dye molecules with the solvent. Further investigation shows that the effect of the water is the same for IW and OW molecules, implying that the compensation of the shift between the walls observed without solvent comes from the Na\(^+\) counterions (ESI Fig. S4a†).

Sensitivity to the rolling angle

Finally, we underline the importance of taking into account both molecular dynamics (to assess stability) and exciton modeling (to assess excitonic properties such as the spectrum) to fully be able to determine structural parameters of the model. We do so by looking at the rolling angle, \( \theta \), of the lattice (Fig. 1b), which strongly influences the optical spectra. It was previously shown that the energy position of the optical band polarized parallel to the axis of tubular assemblies is not sensitive to variations in the rolling angle \( \theta \).\(^{47} \) By contrast, the energy of the optical band polarized perpendicular to the tube’s axis strongly depends on \( \theta \). Moreover, \( \theta \) influences the relative oscillator strength of the parallel and perpendicular polarized bands. We performed a systematic study of structure and absorption properties in order to determine the rolling angle. We found that a rolling angle around 30° ensures a good separation between parallel and perpendicular transitions and gives rise to relative oscillator strengths in agreement with those found in the experiment (Fig. 1e and f). By contrast, Fig. 4 shows examples of calculated spectra of proposed structures that were discarded as candidates. Structures with a rolling angle of 55° (Fig. 4a) result in spectra that lack oscillator strength in the high-energy region (550–570 nm), where the experimental spectrum has considerable intensity.\(^{51} \) A rolling angle of 23° (Fig. 4b) results in too small an oscillator strength of the parallel

---

**Fig. 4** Effect of rolling angle on absorption spectra. The left panels display the total absorption spectra calculated based on an MD trajectory of 20 ns. The right panels show the contributions from both walls. (a) A rolling angle of 55° results in a total lack of oscillator strength in the high-energy region and too much oscillator strength in the two low-energy peaks polarized parallel to the tube’s axis. (b) A rolling angle of 23° gives rise to too small an oscillator strength in the parallel polarized bands compared to the perpendicular (higher-energy) bands. In the spectra displayed here, the spectral broadening due to energetic disorder and lifetime were not taken into account.
polarized bands compared to the perpendicular ones. Importantly, however, we found that the rolling angle does not influence the stability of the molecular aggregates and order in the molecular packing in the MD simulations (see also ESI Fig. S2 and S3†).

Finding the optimal structure from MD alone, would require a free energy calculation for different rolling angles and radii. However, assessing the free energy differences given by the force field between tubes of different rolling angle and IW and OW dimensions is a major challenge for these types of aggregates, because different arrangements are deep local minima, which is visible in attempted spontaneous self-assembly simulations. Although the packing of the chromophores is tight, the system as a whole is not a solid. Therefore, we judge that neither thermodynamic integration along one or more smooth coupling parameters (rolling angle, IW and OW dimensions) nor paths using an Einstein solid as a reference is feasible (in the latter case a non-interacting system in which all atoms are restrained to their positions is used as common reference, which has been used to calculate the free energy difference of different polymorphs, see e.g. ref. 54). Consequently, the rolling angle can not be determined from the MD simulations alone, highlighting the importance of combining several theoretical methods into the multiscale approach used here.

**Conclusions**

We have applied a multiscale approach to reveal molecular structure–optical property relationships of a complex self-assembled structure of thousands of molecules, namely the double-walled tubular aggregates of C8S3 dye molecules. By combining (i) molecular dynamics simulations on preassembled structures to test the stability of the nanotubes and to retrieve realistic structural and corresponding interaction disorder, (ii) microelectrostatic calculations to probe different electrostatic environments experienced by the molecules of the system and to retrieve solvent shifts and energetic disorder, (iii) translating aggregate structures obtained from the molecular dynamics simulation into a Frenkel exciton Hamiltonian to model optical signatures, and (iv) using the comparison with experiment to guide modeling and validate the obtained structures, we found optimal structural parameters for the complex molecular packing of these systems. We believe that the obtained structure is the unique solution for the wide family of lattices with herringbone packing considered by us that obeys all experimental (optical and structural) constraints. The absorption spectrum of the proposed optimal molecular structure correctly predicts the optical features of the nanotube: namely the order of the optical bands, their relative oscillator strengths and polarization properties, and the optical bandwidths. We explained the origin of the energy splitting between the inner and outer walls as originating from a slightly different molecular packing in both walls.

The proposed multiscale approach is a powerful tool to obtain understanding of the structural and optical relationships that can be used to reveal design rules for creating new materials. The obtained models with realistic structural parameters and disorder can be further used for detailed studies of the exciton dynamics in these chlorosome mimicking systems. The demonstrated methodology will prove useful for studying the structure and structure–property relationships for other complex supramolecular systems.

**Methods**

**Molecular dynamics simulation of preassembled double-walled tubes**

A set of preassembled double-walled structures was constructed by independently rolling a two-dimensional lattice, based on the adapted unit cell of a similar molecule, onto two cylindrical surfaces as described in Section 1 of the ESI.† MD simulations of preselected preassembled double-walled nanotubes were conducted using the Gromacs 5.1.4 simulation package with the GAFF force field. The relevant force fields were determined in a separate study. Preassembled systems were solvated in orthogonal boxes of dimensions of approximately 20 × 20 × 130 nm³ with periodic boundary conditions using the TIP3P water model. Moreover, to neutralize the excess negative charge of C8S3 molecules, Na⁺ ions were added. This leads to a system with a total of approximately 4.2 million atoms. Initially, each system was minimized and equilibrated in NVT and NPT conditions followed by the production phase. The production phase was conducted in the NPT ensemble and lasted at least 20 ns or longer. It was found that it is important to initially place the Na⁺ ions in a ratio close to 1/1 near the negatively charged C8S3 molecules, i.e. the number of Na⁺ ions near each wall must be close to the number of C8S3 molecules in that wall. Additional information for the MD parameters and the system preparation details are provided in Section 2 of the ESI.

**Microelectrostatic calculations**

The energetic disorder and the relative energy shifts for the IW and OW were computed by means of a microelectrostatic scheme (see ref. 60 and 61 for a recent review). The classical energy expression of the Direct Reaction Field (DRF) approach was used, as implemented in the DRF90 software. In such a polarizable classical description, molecules are described by atomic point charges and atom-centered isotropic polarizabilities. The system can be thought of as being composed of two subsystems: a central molecule and its surroundings. The energy shift of a single C8S3 molecule was obtained by performing two calculations: one in which the C8S3 molecule is described by the charge distribution of its ground state, and one in which it is described by the charge distribution of its brightest excited state (charge distributions can be downloaded from Figshare†). In both calculations, the C8S3 molecules were surrounded by a polarizable surroundings comprising all the C8S3 and solvent (water, Na⁺) molecules within a radius of 3.0 nm from the center of geometry of the C8S3 molecule (see...
Fig. 3a and b). The surrounding molecules were described by their ground state charge distributions. From these two calculations, interaction energies between the central molecule represented by its ground state \( E_g \) or excited state \( E_e \) charge distribution and its surroundings are obtained. The energy shift, \( \Delta \varepsilon \), was then obtained as the difference \( E_e - E_g \). We refer to ESI Section 3† for further details on the atomic charges, polarizabilities, radius of the surroundings, and contributions to \( \Delta \varepsilon \).

**Optical modeling**

Electronic excited states of the system are described by a Frenkel exciton Hamiltonian that takes into account dipole–dipole intermolecular excitation transfer (resonance) interactions. The expression for the Hamiltonian is given in eqn (S4) of the ESI.† Vibronic coupling is ignored, because in J-aggregates with strong excitonic coupling (where the exciton band width \( W \) exceeds the product of the Huang–Rhys factor \( \lambda^2 \) and the vibrational frequency \( \omega_{\text{vib}} \)) and strong exciton delocalization, vibronic side-bands in the absorption spectrum are strongly suppressed. This situation applies here: \( W \approx 6000 \text{ cm}^{-1} \), as obtained from our study, while \( \lambda^2 \approx 0.7 \) (ref. 38) and \( \omega_{\text{vib}} \approx 1000 \text{ cm}^{-1} \). The exciton delocalization size in these tubular aggregates generally is known to be very large; the disorder distributions found in our study lead to delocalization over 450 molecules.

Exciton states are obtained by numerical diagonalization of the Hamiltonian. Homogeneous spectra are obtained from the ideal—cylindrically symmetric—structures assuming the same excitation energies for all molecules. Spectra of the disordered structures are obtained by averaging over the snapshots along the MD trajectory, from which the structural parameters are directly translated into couplings in the Hamiltonian, and energetic disorder is included by adding Gaussian random numbers to the gas-phase molecular excitation energies. The mean value and the width of the Gaussian distribution were estimated by microelectrostatic calculations as described above. For the final spectra, homogeneous broadening was added phenomenologically according to the procedure described in ref. 23. Further details are given in Section 4 of the ESI.†

**Acknowledgements**

We gratefully acknowledge discussions with M. S. Pshenichnikov and B. Kriete on the interpretation of cryo-TEM images of C8S3 aggregates. The MD simulations were carried out on the Dutch national e-infrastructure with the support of SURF Cooperative.

**References**

1 S. Ogi, K. Sugiyasu, S. Manna, S. Samitsu and M. Takeuchi, Living Supramolecular Polymerization Realized Through a Biomimetic Approach, *Nat. Chem.*, 2014, 6, 188–195.
2 J. Meeuwissen and J. N. H. Reek, Supramolecular Catalysis Beyond Enzyme Mimics, *Nat. Chem.*, 2010, 2, 615–621.
3 A. S. Tayi, A. Kaeser, M. Matsumoto, T. Aida and S. I. Stupp, Supramolecular Ferroelectrics, *Nat. Chem.*, 2015, 7, 281–294.
4 T. Aida, E. W. Meijer and S. I. Stupp, Functional Supramolecular Polymers, *Science*, 2012, 335, 813–817.
5 G. Vantomme and E. Meijer, The Construction of Supramolecular Systems, *Science*, 2019, 363, 1396–1397.
6 A. T. Haedler, K. Kreger, A. Issac, B. Wittmann, M. Kivala, N. Hammer, J. Köhler, H.-W. Schmidt and R. Hildner, Long-Range Energy Transport in Single Supramolecular Nanofibres at Room Temperature, *Nature*, 2015, 523, 196–199.
7 O. J. G. M. Goor, S. I. S. Hendrikse, P. Y. W. Dankers and E. W. Meijer, From Supramolecular Polymers to Multi-Component Biomaterials, *Chem. Soc. Rev.*, 2017, 46, 6621–6637.
8 S. Herbst, B. Soberats, P. Leowanawat, M. Stolte, M. Lehmann and F. Würthner, Self-Assembly of Multi-Stranded Perylene Dye J-Aggregates in Columnar Liquid-Crystalline Phases, *Nat. Commun.*, 2018, 9, 2646.
9 H.-J. Son, S. Jin, S. Patwardhan, S. J. Wezenberg, N. C. Jeong, M. So, C. E. Wilmer, A. A. Sarjeant, G. C. Schatz, R. Q. Snurr, O. K. Farha, G. P. Wiederrecht and J. T. Hupp, Light-Harvesting and Ultrafast Energy Migration in Porphyrin-Based Metal–Organic Frameworks, *J. Am. Chem. Soc.*, 2013, 135, 862–869.
10 K. Cai, J. Xie, D. Zhang, W. Shi, Q. Yan and D. Zhao, Concurrent Cooperative J-aggregates and Anticooperative H-Aggregates, *J. Am. Chem. Soc.*, 2018, 140, 5764–5773.
11 Y. Wan, A. Stradomska, J. Knoester and L. Huang, Direct Imaging of Exciton Transport in Tubular Porphyrin Aggregates by Ultrafast Microscopy, *J. Am. Chem. Soc.*, 2017, 139, 7287–7293.
12 M. Schulze, V. Kunz, P. D. Frischmann and F. Würthner, A Supramolecular Ruthenium Macrocycle With High Catalytic Activity For Water Oxidation That Mechanistically Mimics Photosystem II, *Nat. Chem.*, 2016, 8, 576–583.
13 S. J. Jang and B. Mennucci, Delocalized Excitons in Natural Light-Harvesting Complexes, *Rev. Mod. Phys.*, 2018, 90, 035003.
14 L. A. Staehelin, J. R. Golecki, R. C. Fuller and G. Drews, Visualization of the Supramolecular Architecture of Chlorosomes (Chlorobium Type Vesicles) in Freeze-
Fractured Cells of *Chlorella aurantiacus*, *Arch. Microbiol.*, 1978, **119**, 269–277.

15 S. Ganapathy, G. T. Oostergetel, P. K. Wawrzyniak, M. Reus, A. G. M. Chew, F. Buda, E. J. Boekema, D. A. Bryant, A. R. Holzwarth and H. J. M. de Groot, Alternating *Syn-anti* Bacteriochlorophylls Form Concentric Helical Nanotubes in Chlorosomes, *Proc. Natl. Acad. Sci. U. S. A.*, 2009, **106**, 8525–8530.

16 R. G. Saer and R. E. Blankenship, Light Harvesting in Phototrophic Bacteria: Structure and Function, *Biochem. J.*, 2017, **474**, 2101–2131.

17 J. T. Beatty, J. Overmann, M. T. Lince, A. K. Manske, A. S. Lang, R. E. Blankenship, C. L. Van Dover, T. A. Martinson and F. G. Plumley, An Obligately Photosynthetic Bacterial Anaerobe From a Deep-Sea Hydrothermal Vent, *Proc. Natl. Acad. Sci. U. S. A.*, 2005, **102**, 9306–9310.

18 J. Dostál, T. Mančal, R. Augulis, F. Vácha, J. Pšenčík and D. Zigmantas, Two-Dimensional Electronic Spectroscopy Reveals Ultrafast Energy Diffusion in Chlorosomes, *J. Am. Chem. Soc.*, 2012, **134**, 11611–11617.

19 S. Mathew, A. Yella, P. Gao, R. Humphry-Baker, B. F. Curchod, N. Ashari-Astani, I. Tavernelli, U. Rothlisberger, M. K. Nazeeruddin and M. Grätzel, Dyce-Sensitized Solar Cells With 13% Efficiency Achieved Through the Molecular Engineering of Porphyrin Sensitizers, *Nat. Chem.*, 2014, **6**, 242–247.

20 S. Sengupta, D. Ebeling, S. Patwardhan, X. Zhang, H. von Berlepsch, C. Böttcher, V. Stepanenko, S. Uemura, F. Haverkort, A. Stradomska, A. H. de Vries and J. Knoester, Walled Tubular J-Aggregates, *J. Am. Chem. Soc.*, 2017, **139**, 11467–11471.

21 S. Kirstein and S. Daehne, J-Agregates of Amphiphilic Cyanine Dyes: Self-Organization of Artificial Light Harvesting Complexes, *Int. J. Photoenergy*, 2006, **2006**, 1–21.

22 U. De Rossi, J. Moll, M. Spiegels, G. Bach, S. Dähne, J. Kriwanek and M. Lisk, Control of the J-Aggregation Phenomenon by Variation of the N-Alkyl-Substituents, *J. Prakt. Chem.*, 1995, **337**, 203–208.

23 D. M. Eisele, C. W. Cone, E. A. Bloemsmma, S. M. Vlaming, C. G. F. van der Kwaak, R. J. Silbey, M. G. Bawendi, J. Knoester, J. P. Rabe and D. A. Vanden Bout, Utilizing Redox-Chemistry to Elucidate the Nature of Exciton Transitions in Supramolecular Dye Nanotubes, *Nat. Chem.*, 2012, **4**, 655–662.

24 K. A. Clark, E. L. Krueger and D. A. Vanden Bout, Direct Measurement of Energy Migration in Supramolecular Carboxycyanine Dye Nanotubes, *J. Phys. Chem. Lett.*, 2014, **5**, 2274–2282.

25 S. Doria, T. S. Sinclair, N. D. Klein, D. I. G. Bennett, C. Chuang, F. S. Freyria, C. P. Steiner, P. Foggi, K. A. Nelson, J. Cao, A. Aspuru-Guzik, S. Lloyd, J. R. Caram and M. G. Bawendi, Photochemical Control of Exciton Superradiance in Light-Harvesting Nanotubes, *ACS Nano*, 2018, **12**, 4556–4564.

26 D. M. Eisele, D. H. Arias, X. Fu, E. A. Bloemsmma, C. P. Steiner, R. A. Jensen, P. Rebentrost, H. Eisele, A. Tokmakoff, S. Lloyd, K. A. Nelson, D. Nicastro, J. Knoester and M. G. Bawendi, Robust Excitons Inhabit Soft Supramolecular Nanotubes, *Proc. Natl. Acad. Sci. U. S. A.*, 2014, **111**, E3367–E3375.

27 G. D. Scholes, G. R. Fleming, A. Olaya-Castro and R. van Grondelle, Lessons From Nature About Solar Light Harvesting, *Nat. Chem.*, 2011, **3**, 763–774.

28 G. S. Orf and R. E. Blankenship, Chlorosome Antenna Complexes From Green Photosynthetic Bacteria, *Photosynth. Res.*, 2013, **116**, 315–331.

29 B. Mennucci and S. Corni, Multiscale Modelling of Photoinduced Processes in Composite Systems, *Nat. Rev. Chem.*, 2019, **3**, 315–330.

30 P. W. J. M. Frederix, I. Patmanidis and S. J. Marrink, Molecular Simulations of Self-Assembling Bio-Inspired Supramolecular Systems and Their Connection to Experiments, *Chem. Soc. Rev.*, 2018, **47**, 3470–3489.

31 S. H. Jung, D. Bochicchio, G. M. Pavan, M. Takeuchi and K. Sugiyasu, A Block Supramolecular Polymer and Its Kinetically Enhanced Stability, *J. Am. Chem. Soc.*, 2018, **140**, 10570–10577.

32 A. Iscen and G. C. Schatz, Peptide Amphiphile Self-Assembly, *EPL*, 2017, **119**, 38002.

33 P. W. J. M. Frederix, G. G. Scott, Y. M. Abul-Hajia, D. Kalafatovic, C. G. Pappas, N. Javid, N. T. Hunt, R. V. Ulijn and T. Tuttle, Exploring the Sequence Space for (Tri-) Peptide Self-Assembly to Design and Discover New Hydrgels, *Nat. Chem.*, 2015, **7**, 30–37.

34 R. Alessandri, J. J. Uusitalo, A. H. de Vries, R. W. Havenith and S. J. Marrink, Bulk Heterojunction Morphologies with Atomic Resolution from Coarse-Grain Solvent Evaporation Simulations, *J. Am. Chem. Soc.*, 2017, **139**, 3697–3705.

35 F. Haverkort, A. Stradomska, A. H. de Vries and J. Knoester, Investigating the Structure of Aggregates of an Amphiphilic Cyanine Dye with Molecular Dynamics Simulations, *J. Phys. Chem. B*, 2013, **117**, 5857–5867.

36 X. Li, F. Buda, H. J. de Groot and G. A. Sevink, Contrasting Modes of Self-Assembly and Hydrogen-Bonding Heterogeneity in Chlorosomes of *Chlorobaculum tepidum*, *J. Phys. Chem. C*, 2018, **122**, 14877–14888.

37 C. Friedl, T. Renger, H. v. Berlepsch, K. Ludwig, M. Schmidt am Busch and J. Megow, Structure Prediction of Self-Assembled Dye Aggregates from Cryogenic Transmission Electron Microscopy, Molecular Mechanics, and Theory of Optical Spectra, *J. Phys. Chem. C*, 2016, **120**, 19416–19433.

38 J. Megow, M. I. S. Röhr, M. S. am Busch, T. Renger, R. Mitrić, S. Kirstein, J. P. Rabe and V. May, Site-Dependence of van der Waals Interaction Explains Exciton Spectra of Double-Walled Tubular J-Agregates, *Phys. Chem. Chem. Phys.*, 2015, **17**, 6741–6747.

39 B. Kriete, A. S. Bondarenko, V. R. Jumde, L. E. Franken, A. J. Minnaard, T. L. C. Jansen, J. Knoester and M. S. Pshenichnikov, Steering Self-Assembly of Amphiphilic Molecular Nanostructures via Halogen Exchange, *J. Phys. Chem. Lett.*, 2017, **8**, 2895–2901.
40 C. Olbrich, T. L. C. Jansen, J. Liebers, M. Aghtari, J. Strümpfer, K. Schulten, J. Knoester and U. Kleinekathöfer, From Atomic Modeling to Excitation Transfer and Two-Dimensional Spectra of the FMO Light-Harvesting Complex, _J. Phys. Chem. B_, 2011, **115**, 8609–8621.

41 O. Rancova, J. Sulskus and D. Abramavicius, Insight into the structure of photosynthetic LH2 aggregate from spectroscopy simulations, _J. Phys. Chem. B_, 2012, **116**, 7803–7814.

42 C. König and J. Neugebauer, Protein effects on the optical spectrum of the Fenna–Matthews–Olson complex from fully quantum chemical calculations, _J. Chem. Theory Comput._, 2013, **9**, 1808–1820.

43 L. Cupellini, S. Jurinovich, M. Campetella, S. Caprasecca, C. A. Guido, S. M. Kelly, A. T. Gardiner, R.Cogdell and B. Mennucci, An ab initio description of the excitonic properties of LH2 and their temperature dependence, _J. Phys. Chem. B_, 2016, **120**, 11348–11359.

44 V. Sláma, L. Cupellini and B. Mennucci, Exciton properties and optical spectra of light harvesting complex II from a fully atomistic description, _Phys. Chem. Chem. Phys._, 2020, **22**, 16783–16795.

45 X. Li, F. Buda, H. J. de Groot and G. A. Sevink, Dynamic Disorder Drives Exciton Transfer in Tubular Chromosomial Assemblies, _J. Phys. Chem. B_, 2020, **124**, 4026–4035.

46 R. Augulis, A. Puzyls and P. Van Loosdrecht, Exciton dynamics in molecular aggregates, _Phys. Status Solidi C_, 2006, **3**, 3400–3403.

47 C. Didraga, A. Puzyls, P. R. Hania, H. von Berlepsch, K. Duppen and J. Knoester, Structure, Spectroscopy, and Microscopic Model of Tubular Carbocyanine Dye Aggregates, _J. Phys. Chem. B_, 2004, **108**, 14976–14985.

48 V. Czikkely, H. D. Försterling and H. Kuhn, Light Absorption and Structure of Aggregates of Dye Molecules, _Chem. Phys. Lett._, 1970, **6**, 11–14.

49 K. A. Clark, C. W. Cone and D. A. Vanden Bout, Quantifying the Polarization of Exciton Transitions in Double-Walled Nanotubular J-Aggregates, _J. Phys. Chem. C_, 2013, **117**, 26473–26481.

50 A. Puzyls, R. Augulis, P. H. M. van Loosdrecht, C. Didraga, V. A. Malyshev and J. Knoester, Temperature-Dependent Relaxation of Excitons in Tubular Molecular Aggregates: Fluorescence Decay and Stokes Shift, _J. Phys. Chem. B_, 2006, **110**, 20268–20276.

51 This finding differs from the value of 50° as best fit obtained for the phenomenological herringbone model in ref. 23; this apparent contradiction results from the fact that the orientations of the molecules within the unit cell of the optimal structure found here, differ from those in the phenomenological model (see Section 1 of ESIF).

52 E. Darve, _Free energy calculations_, Springer, 2007, pp. 119–170.

53 D. Frenkel and A. J. C. Ladd, New Monte Carlo method to compute the free energy of arbitrary solids. Application to the fcc and hcp phases of hard spheres, _J. Chem. Phys._, 1984, **81**, 3188–3193.

54 J. L. Aragones, E. G. Noya, C. Valeriani and C. Vega, Free energy calculations for molecular solids using GROMACS, _J. Chem. Phys._, 2013, **139**, 034104.

55 H. J. C. Berendsen, D. van der Spoel and R. van Drunen, GROMACS: A Message-Passing Parallel Molecular Dynamics Implementation, _Comput. Phys. Commun._, 1995, **91**, 43–56.

56 M. J. Abraham, T. Murtola, R. Schulz, S. Páll, J. C. Smith, B. Hess and E. Lindahl, GROMACS: High Performance Molecular Simulations Through Multi-Level Parallelism From Laptops to Supercomputers, _SoftwareX_, 2015, **1–2**, 19–25.

57 J. Wang, R. M. Wolf, J. W. Caldwell, P. A. Kollman and D. A. Case, Development and Testing of a General Amber Force Field, _J. Comput. Chem._, 2004, **25**, 1157–1174.

58 I. Patmanidis, A. H. de Vries, T. A. Wassenaar, W. Wang, G. Portale and S.-J. Marrink, Structural Characterization of Supramolecular Hollow Nanotubes with Atomic Simulations and SASX, _Phys. Chem. Chem. Phys._, 2020, **22**, 21083–21093.

59 W. L. Jorgensen, J. Chandrasekhar, J. D. Madura, R. W. Impey and M. L. Klein, Comparison of Simple Potential Functions for Simulating Liquid Water, _J. Chem. Phys._, 1983, **79**, 926–935.

60 G. D’Avino, L. Muccioli, C. Zannoni, D. Beljonne and Z. G. Soos, Electronic Polarization in Organic Crystals: a Comparative Study of Induced Dipoles and Intramolecular Charge Redistribution Schemes, _J. Chem. Theory Comput._, 2014, **10**, 4959–4971.

61 G. D’Avino, L. Muccioli, F. Castet, C. Poelking, D. Andrei, Z. G. Soos, J. Cornil and D. Beljonne, Electrostatic Phenomena in Organic Semiconductors: Fundamentals and Implications for Photovoltaics, _J. Phys.: Condens. Matter_, 2016, **28**, 433002.

62 M. Swart and P. T. van Duijnen, DRF90: a Polarizable Force Field, _Mol. Simul._, 2006, **32**, 471–484.

63 A. S. Bondarenko, I. Patmanidis, R. Alessandri, P. C. T. Souza, A. H. de Vries, S. J. Marrink, T. L. C. Jansen and J. Knoester, C8S3 molecular geometry and charge distributions, 2020, DOI: 10.6084/m9.igshare.12369335.v1.

64 A. Davydov, _Theory of Molecular Excitons_, Springer, USA, 1971.

65 F. C. Spano, The Spectral Signatures of Frenkel Polarons in H- and J-aggregates, _Acc. Chem. Res._, 2010, **43**, 429–439.

66 E. A. Bloemsa, S. M. Vlaming, V. A. Malyshev and J. Knoester, Signature of Anomalous Exciton Localization in the Optical Response of Self-Assembled Organic Nanotubes, _Phys. Rev. Lett._, 2015, **114**, 156804.

67 B. Kriete, A. S. Bondarenko, R. Alessandri, I. Patmanidis, V. V. Krasnikov, T. L. C. Jansen, S. J. Marrink, J. Knoester and M. S. Pshenichnikov, Molecular versus excitonic disorder in individual artificial light-harvesting systems, _J. Am. Chem. Soc._, 2020, DOI: 10.1021/jacs.0c07392.