ON GLOBALLY SOLVING NONCONVEX TRUST REGION SUBPROBLEM VIA PROJECTED GRADIENT METHOD∗
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Abstract. The trust region subproblem (TRS) is to minimize a possibly nonconvex quadratic function over a Euclidean ball. There are typically two cases for (TRS), the so-called “easy case” and “hard case”. Even in the “easy case”, the sequence generated by the classical projected gradient method (PG) may converge to a saddle point at a sublinear local rate, when the initial point is arbitrarily selected from a nonzero measure feasible set. To our surprise, when applying (PG) to solve a cheap and possibly nonconvex reformulation of (TRS), the generated sequence initialized with any feasible point almost always converges to its global minimizer. The local convergence rate is at least linear for the “easy case”, without assuming that we have possessed the information that the “easy case” holds. We also consider how to use (PG) to globally solve equality-constrained (TRS).
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1. Introduction. The trust region subproblem (TRS) plays a great role in the trust region method for solving nonlinear programming problems, see [10, 33]. Typically, we can write it as the following (possibly nonconvex) quadratic optimization over the unit Euclidean ball:

\[
\text{(TRS)} \quad \min \left\{ q(x) = \frac{1}{2} x^T H x + c^T x : x \in B_n = \{ x \in \mathbb{R}^n : x^T x \leq 1 \} \right\},
\]

where \( H = H^T \in \mathbb{R}^{n \times n} \) and \( c \in \mathbb{R}^n \). When \( H \) is not positive semidefinite, (TRS) could have a (unique) local non-global minimizer, see [23, 32] for full characterizations. However, nonconvex (TRS) could be efficiently and globally solved based on the necessary and sufficient global optimality condition [14, 24, 27] or the hidden convexity property, see [34] and references therein. In the literature, there are numerous algorithms for globally solving (TRS), including the approaches based on finding the zero point of the secular function in terms of the dual variable by Newton’s method [24], by bisection method [17] or by a hybrid algorithm combining the former two methods [35], the Lanczos methods [9, 15, 36], the sequential subspace method [16], the eigenvector based methods [2, 28], and so on. A notable simple first-order method is first computing the minimum eigenvalue of \( H \), denoted by \( \lambda_1 \) throughout this paper, and then employing Nesterov’s accelerated gradient algorithm to solve the convex programming reformulation of (TRS):

\[
\text{(C)} \quad \min \left\{ q(x) + \min \{ \frac{\lambda_1}{2}, 0 \}(1 - x^T x) : x \in B_n \right\}.
\]

This two-stage approach is independently proposed in [18, 31], while the convex reformulation (C) dates back to [12, 35].

The classical projected gradient algorithm (PG) is an efficient first-order method
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to solve convex (TRS). It reads as

$$(PG) \quad x^{k+1} = P_{B_n}(x^k - \eta \nabla q(x^k)) = \begin{cases} x^k - \eta \nabla q(x^k), & \text{if } \|x^k - \eta \nabla q(x^k)\| \leq 1 \\ x^k - \eta \nabla q(x^k) \|x^k - \eta \nabla q(x^k)\|, & \text{otherwise} \end{cases}$$

for $k = 0, 1, 2, \cdots$, where $x^0 \in B_n$ is the initial point, $\eta \in (0, 2/L)$ is the step size, $L = \|H\|_2$ (the spectral norm of $H$) is the Lipschitz constant so that the gradient $\nabla q(x)$ is Lipschitz continuous with the constant $L$, and $P_Q(\cdot)$ is the operator of metric projection onto the compact set $Q$ with respect to the Euclidean norm $\| \cdot \|$, i.e., for $y \in \mathbb{R}^n$,

$$P_Q(y) := \{ x \in Q : \|x - y\| = \min_{z \in Q} \|z - y\| \}.$$  

In our case, the feasible set $B_n$ is convex so that $P_{B_n}(y)$ is a single-point set and has a closed-form expression for all $y \in \mathbb{R}^n$. The efficiency can be observed from the fact that the computation in (PG) only relies on matrix-vector products.

One attempt of extending (PG) to solve nonconvex (TRS) is the D.C. (difference-of-convex) scheme proposed in [29]. However, there is no guarantee that the returned solution is a global minimizer. Recently, Beck and Vaisbourd [6] studied a class of first-order methods, including (PG) as an important case, for globally solving (TRS). They proved that in the “easy case”, the sequence $\{x^k\}_{k=0}^\infty$ generated by (PG) with $x^0 = 0$ converges to the globally optimal solution, and in the “hard case”, the sequence $\{x^k\}_{k=0}^\infty$ generated by (PG) converges to the globally minimizer with probability one when $x^0$ is uniformly and randomly selected from $B_n$. Based on these observations, Beck and Vaisbourd [6] proposed double-start (PG) for globally solving (TRS). More precisely, although it is unknown which case (“easy case” or “hard case”) holds, it is sufficient to employ (PG) twice, each with a different initialization, and then return the better of the two obtained points. Compared with the two-stage approach based on (C), double-start (PG) has the benefit of running in parallel.

At the beginning of this study, we show by examples that two disadvantages exist for double-start (PG). Firstly, the worst convergence rate of double-start (PG) even for the “easy case” is only sublinear. It is known that in the “easy case”, the local convergence rate of $\{x^k\}_{k=0}^\infty$ generated by (PG) with $x^0 = 0$ is linear [20] as the sequence converges to the global minimizer. However, we can use an example in the “easy case” to show that in the second run of double-start (PG) with $x^0$ being uniformly and randomly selected from $B_n$, $\{x^k\}_{k=0}^\infty$ could converge locally sublinearly to a saddle point with a probability greater than zero. Secondly, the final two objective function values returned by double-start (PG) require a high degree of accuracy for correctly comparing. Otherwise, one may mistake a saddle point or a local non-global minimizer for the global minimizer. We have an example to show that the gap between local non-global minimum and global minimum can be arbitrarily small.

The main contribution of this research is to present a one-stage and single-start (PG). We first present a cheap but novel reformulation of (TRS), which is a $(2n)$-dimensional (TRS). Though it is possibly nonconvex, the new reformulation has the nice property that any second-order stationary point (including local minimizer) is globally optimal. We prove that the sequence obtained by applying (PG) to solve the new reformulation almost always converges to its global minimizer for both “easy case” and “hard case”. If the “easy case” holds (though we do not possess this information), the local convergence rate is at least linear. Finally, the global minimizer of original (TRS) is easily recovered by a closed-form expression.
As an extension, we consider globally solving the equality-constrained (TRS):

$$\text{(TRS) } \min \left\{ q(x) = \frac{1}{2} x^T H x + c^T x : x \in \partial B_n = \{ x \in \mathbb{R}^n : x^T x = 1 \} \right\},$$

which itself has fruitful applications [25]. Different from (TRS), the feasible region of (TRSe) is nonconvex. Generalized projected gradient method (GPG) has been presented for solving the optimization problems over the nonconvex set, see [3, 19]. For solving (TRSe), the iterative scheme of (GPG) is given by

$$\text{(PGe) } x^{k+1} = P_{\partial B_n} (x^k - \eta_c \nabla q(x^k)) = \frac{x^k - \eta_c \nabla q(x^k)}{\| x^k - \eta_c \nabla q(x^k) \|},$$

where $\eta_c \in (0, 1/\lambda]$ is the step size. If it holds that $x^k - \eta_c \nabla q(x^k) = 0$, then the iteration stops as $x^k$ is already a stationary point. With additional assumptions made in [3, Theorems 1 and 2], (GPG) is guaranteed to find the global minimizer. It is observed that the additional assumptions required in [3, Theorems 1 and 2] are too restrictive for (PGe). Jain and Kar claimed in [19, Theorem 3.3] that the sequence generated by (GPG) converges to the global minimizer under their assumptions. It is, however, not correct as illustrated by an example of (TRSe). On the other hand, (TRSe) is an optimization problem on the manifold $\partial B_n$ and can be solved by Riemannian gradient method (RG), see [1]. Lee et al. [21] proved that (RG) almost always avoids strict saddle points, where the step size has been corrected in [37]. However, (TRSe) could have a non-strict saddle point or even a local non-global minimizer which can not be avoided, see examples in [32]. So (RG) may fail to find the global minimizer. In the second part of this research, we first show that (TRSe) can be globally solved by employing (PGe) to solve a reformulation similar to that of (TRS). Finally, to our surprise, we can build a cheap (TRS)-reformulation of (TRSe) so that it can be globally solved with a step size larger than that of (PGe).

In the following, we list the contributions of this study.

- Two disadvantages of double-start (PG) are illustrated by examples.
- We cheaply lift (TRS) to an equivalent (possibly nonconvex) (TRS) in $\mathbb{R}^{2n}$ so that any second-order stationary point (including local minimizer) is globally optimal. The global minimizer of the original (TRS) can be recovered from that of the new reformulation through a closed-form expression.
- When solving the new reformulation of (TRS) by (PG) with an initial point uniformly and randomly selected from $B_{2n}$, we prove that the generated sequence converges to the global minimizer with probability one.
- In the “easy case”, the local convergence rate of our approach is linear, while it could be sublinear for the second run of double-start (PG).
- We generalize (PG) to globally solve the new similar reformulation of (TRSe).
- As a new approach for solving (TRSe), we apply (PG) to globally solve a novel cheap (TRS)-reformulation of (TRSe), with a step size larger than that of the generalized (PG).

The remainder of this paper is organized as follows. Section 2 first presents classical optimality conditions for (TRS), and then gives two examples to illustrate two disadvantages of double-start (PG). Section 3 establishes an equivalent reformulation of (TRS) with a nice property and then proves that the iterative sequence generated by (PG) for solving this new reformulation almost always converges to its global minimizer. Section 4 considers globally solving (TRSe). We conclude the paper in Section 5.
**Notation.** Denote by \( v(\cdot) \) the optimal value of the problem \((\cdot)\). Let \( I \) be the identity matrix of proper dimension. For a square matrix \( B, B \succeq 0 \) means that \( B \) is positive semidefinite, \( B^\dagger \) stands for the Moore-Penrose pseudoinverse of \( B \), \( \text{tr}(B) \) gives the trace of \( B \), \( \lambda_{\min}(B) \) denotes the minimum eigenvalue \( B \), and \( \text{Range}(B) \) returns the range (or column) space of \( B \). For a vector \( x \), \( \|x\| \) denotes the Euclidean norm of \( x \). For two scalars \( a < b \), \( (a, b) := \{ x \in \mathbb{R} : a < x < b \} \) and \( (a, b) := \{ x \in \mathbb{R} : a < x \leq b \} \).

2. Preliminaries.

2.1. Known results of (TRS). Note that the linear independence constraint qualification (LICQ) always holds at any feasible point of (TRS). For \( x^* \in \mathbb{R}^n \), if there exists \( \lambda^* \) such that KKT condition

\[
\begin{align*}
(2.1) & \quad \lambda^* \geq 0, \ (H + \lambda^* I)x^* + c = 0, \\
(2.2) & \quad \lambda^*(x^*^T x^* - 1) = 0, \ x^*^T x^* - 1 \leq 0
\end{align*}
\]

hold, then \( x^* \) is called a stationary point, the pair \((x^*, \lambda^*/2)\) is called a KKT point, and the nonnegative number \( \lambda^*/2 \) is called a KKT multiplier corresponding to \( x^* \).

According to the classical optimization theory, any local minimizer of (TRS) must be a stationary point. A stationary point is called a saddle point if it is not locally optimal. In 1980s, (TRS) is proved to enjoy the following necessary and sufficient condition at its global minimizer.

**Lemma 2.1** ([14, 24, 27]). \( x^* \) is a global minimizer of (TRS) if and only if there exists a unique \( \lambda^* \) such that \((x^*, \lambda^*/2)\) is a KKT point and \( \lambda^* \geq -\lambda_1 \), where \( \lambda_1 \) is the minimum eigenvalue of \( H \).

In the literature, if \( c \notin \text{Range}(H - \lambda_1 I) \), it is called that “easy case” holds for (TRS), and “hard case” otherwise. Let \( x^* \) be a global minimizer of (TRS), and \( \lambda^*/2 \) be the corresponding KKT multiplier. If the “easy case” occurs, by Lemma 2.1 and \( c \notin \text{Range}(H - \lambda_1 I) \), it must hold that \( \lambda^* > -\lambda_1 \). The “hard case” can be further split into three subcases, see details in Table 1, where only the third case is called “ill case”. Correspondingly, “easy case” and the first two subcases of “hard case” are collectively referred to as “well case”.

**Table 1:** Three subcases of “hard case” for (TRS).

| hard case \((c \in \text{Range}(H - \lambda_1 I))\) | hard case (ii) | hard case (iii) (ill case) |
|-----------------------------------------------|-----------------|----------------------------|
| \( \lambda^* > -\lambda_1 \)                | \( \lambda^* = -\lambda_1, \ \|(H - \lambda_1 I)c\| < 1 \) | \( \lambda^* = -\lambda_1, \ \|(H - \lambda_1 I)c\| = 1 \) |

If the iterative sequence generated by (PG) converges to a global minimizer of (TRS) \( x^* \), Jiang and Li [20] proved that the local convergence rate is at least linear and sublinear for “well case” and “ill case”, respectively.

**Lemma 2.2.** ([20, Theorem 5.1]) Let \( \{x^k\}_{k=0}^{\infty} \) be the sequence generated by (PG) with the constant step size \( \eta \in (0, 2/L) \) and assume that \( \{x^k\}_{k=0}^{\infty} \) converges to \( x^* \). Then for any given \( \epsilon > 0 \), there exists a sufficiently large positive integer \( K \) such that \( \{x^k\}_{k \geq K} \subset B(x^*, \epsilon) = \{ x : \ |x - x^*| \leq \epsilon \} \), and in the “ill case”, it holds that

\[
f(x^k) - f^* \leq \frac{1}{\left( \frac{k-K}{2M^2+\frac{\epsilon}{\sqrt{f(x^k)-f^*}}} + \frac{1}{\sqrt{f(x^k)-f^*}} \right)^2}, \ \forall k \geq K.
\]
Otherwise, we have
\[ f(x^k) - f^* \leq \left( \frac{M^2}{M^2 + 1} \right)^k (f(x^K) - f^*), \forall k \geq K, \]
where \( M \) is a constant related to the input data in (TRS) and the step size \( \eta \).

2.2. Disadvantages of double-start (PG). Double-start (PG) \cite{6} employs (PG) twice with \( x^0 \) being \( 0 \) and uniformly distributed over \( B_n \). The two independently generated iterative sequences converge to two stationary points, denoted by \( x^*_0 \) and \( x^*_B \), respectively. It is proved in \cite{6} that \( x^*_0 \) is globally optimal in the “easy case”, and \( x^*_B \) is globally optimal with probability one in the “hard case”. Though it is unknown which case holds, one can output the smaller one of \( q(x^*_0) \) and \( q(x^*_B) \) as the global minimum, as done in double-start (PG).

According to Lemma 2.2, the local convergence rate of the sequence converging to \( x^*_0 \) in the “easy case” is linear. However, the local convergence rate of the sequence converging to \( x^*_B \) remains unknown in the “easy case”, in case that \( x^*_B \) is not a global minimizer.

Based on an example motivated by \cite{30}, we have the following observation on the convergence and local convergence rate of double-start (PG).

Observation 2.1. In the “easy case” of (TRS), the iterative sequence generated by (PG) with \( x^0 \) being uniformly and randomly selected from \( B_n \) could converge to a saddle point with a probability larger than zero. Moreover, the local convergence rate could be sublinear.

Example 2.3. Consider the instance of (TRS) with \( n = 2 \) and
\[
q(x) = \frac{13}{2} x_1^2 + \frac{13}{2} x_2^2 - \frac{250}{169} x_1 + \frac{3456}{169} x_2.
\]

We can verify that the “easy case” holds. With Lemma 2.1, it can be proved that \( x^*_0 = (0.687, -0.726) \) is a global minimizer and \( x^*_B = (-5/13, -12/13) \) is a saddle point.

We employ (PG) with the step size \( \eta = 1/13 \) to solve Example 2.3. As illustrated in Figure 1, initialized with 200 points uniformly and randomly selected from \( B_2 \), all the independently generated sequences converge to either the global minimizer \( x^*_0 \) or the saddle point \( x^*_B \). It is clearly observed that the initial points for returning \( x^*_B \) build a nonzero measure set in \( B_2 \). We plot in Figures 2a and 2b the convergence rates. One can observe that the rates of convergence to the global minimizer \( x^*_0 \) and the saddle point \( x^*_B \) are linear and sublinear, respectively.

The second disadvantage of double-start (PG) is that approximating \( q(x^*_0) \) and \( q(x^*_B) \) requires high enough precision so that one can correctly compare both values. Otherwise, double-start (PG) could mistake saddle point/local non-global minimizer for the global minimizer. The following example implies that the gap between the global minimum and the local non-global minimum could be arbitrarily small. We remark that the local non-global minimizer of (TRS) has the second smallest objective function value among all KKT points \cite{30}.

Example 2.4. Consider the parameterized instance of (TRS) \( \tau \) with \( n = 2 \) and the objective function
\[
q_\tau(x) = \frac{13}{2} x_1^2 - \frac{13}{2} x_2^2 + 4 x_1 + \tau \left( x_2 - \frac{\sqrt{165}}{13} \right)^2.
\]
Fig. 1: Distribution of 200 initial points starting from which the iterative sequences generated by (PG) converge to either the global minimizer $x_0^*$ or the saddle point $x_B^*$. 

Fig. 2: The rates of convergence to the global minimizer $x_0^*$ and the saddle point $x_B^*$ initialized with different feasible points.

where $\tau \geq 0$ is a parameter. When $\tau = 0$, there are two global minimizers of $(\text{TRS})_0$, $\bar{x} = (-2/13, \sqrt{165}/13)$ and $\bar{x} = (-2/13, -\sqrt{165}/13)$. For any sufficiently small $\tau > 0$, it holds that 

$$q_\tau(x) \geq q_0(x) \geq q_0(\bar{x}) = q_\tau(\bar{x}), \quad \text{for all } x \in B_2,$$

and hence $\bar{x}$ remains globally optimal for $(\text{TRS})_\tau$. For such sufficiently small $\tau > 0$, we can verify that $(\text{TRS})_\tau$ has a local non-global minimizer, denoted by $\tilde{x}(\tau)$, satisfying 

$$\lim_{\tau \to 0^+} \tilde{x}(\tau) = \bar{x}.$$

Then we have 

$$\lim_{\tau \to 0^+} q_\tau(\tilde{x}(\tau)) - q_0(\bar{x}) = \lim_{\tau \to 0^+} q_\tau(\tilde{x}(\tau)) - q_0(\tilde{x}) = 0.$$

The computational inaccuracy could make double-start (PG) for solving $(\text{TRS})_\tau$ output $\tilde{x}(\tau)$ as the global minimizer. Note that $\tilde{x}(\tau)$ is far from the true global minimizer $\bar{x}$. 
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3. Globally solving (TRS) via (PG). We employ (PG) to solve a novel reformulation of (TRS). The iterative sequence almost always converges to its global minimizer. The local convergence rate is linear for the “easy case” without assuming that we have the information that “easy case” holds. The global minimizer of (TRS) can be quickly recovered from that of the reformulation.

3.1. A novel reformulation of (TRS). The two-stage algorithm proposed in [18, 31] is based on the equivalent convex reformulation (C) of (TRS), which requires calculating the minimum eigenvalue $\lambda_1$ in advance. For details, we have the following lemma.

**Lemma 3.1.** [12, Theorem 1] (TRS) is equivalent to the convex programming relaxation (C) in the sense that $v(\text{TRS}) = v(C)$. Moreover, suppose $\lambda_1 < 0$ and let $v_1$ be the corresponding eigenvector. Then for any optimal solution of (C), say $\tilde{x}$, we can explicitly recover the global minimizer of (TRS) $x^*$ as follows

$$x^* = \tilde{x} + \sqrt{(\tilde{x}^Tv_1)^2 - v_1^Tv_1(\tilde{x}^T\tilde{x} - 1)} - \tilde{x}^Tv_1 \frac{v_1}{v_1^Tv_1}.$$

Note that the cost of building (C) is almost as high as solving (TRS) itself, since computing $\min\{\lambda_1/2, 0\}$ is equivalent to solving the following homogeneous (TRS):

$$\min\{\tilde{x}, 0\} = \min_{y \in \mathbb{R}^n}\{\frac{1}{2}y^THy : y^T\leq 1\}.$$

Accordingly, for any given $x \in B_n$, the additional term in the objective function of (C) can be rewritten as a homogeneous (TRS):

$$\min\{\frac{1}{2}x^THx + \frac{1}{2}y^THy + c^Tx : (x, y) \in B_{2n}\},$$

which remains a (possibly nonconvex) (TRS) in $\mathbb{R}^{2n}$. Though at the cost of double variables, building (D) no longer depends on computing $\lambda_1$ when compared with (C).

**Theorem 3.2.** (TRS) is equivalent to (D) in the sense that $v(\text{TRS}) = v(D)$. Let $(\tilde{x}, \tilde{y})$ be an global minimizer of (D). Then, we can explicitly recover the global minimizer of (TRS) $x^*$ as follows:

(i) if $\tilde{y} = 0$, then $x^* = \tilde{x}$,

(ii) if $\tilde{y} \neq 0$, then the “hard case (ii)” holds for (TRS) and

$$x^* = \tilde{x} + \sqrt{(\tilde{x}^T\tilde{y})^2 + \frac{1}{y^T\tilde{y}}(1 - \tilde{x}^T\tilde{x}) - \tilde{x}^T\tilde{y}} \frac{\tilde{y}}{y^T\tilde{y}}.$$
Proof. According to the above derivation of (D), it is sufficient to prove the second part on recovering the optimal solution of (TRS). According to Lemma 2.1, \( x^* \) is a global minimizer of (TRS) if and only if there exists \( \lambda^* \geq -\lambda_1 \) such that (2.1)-(2.2) holds. Since (D) is a (TRS) in \( \mathbb{R}^{2n} \), for a global minimizer of (D), denoted by \((\hat{x}, \hat{y})\), there exists \( \lambda \geq \max\{ -\lambda_1, 0 \} \) such that

\[
\begin{align*}
(H + \hat{\lambda}I)\hat{x} + c &= 0, \\
(H + \hat{\lambda}I)\hat{y} &= 0,
\end{align*}
\]

(3.4)

\[
\hat{\lambda}(\hat{x}^T \hat{x} + \hat{y}^T \hat{y} - 1) = 0, \quad \hat{x}^T \hat{x} + \hat{y}^T \hat{y} - 1 \leq 0.
\]

(3.5)

If \( \hat{y} = 0 \), set \( x^* = \hat{x} \) and \( \lambda^* = \hat{\lambda} \), then (3.4)-(3.5) reduce to (2.1)-(2.2) with \( \lambda^* \geq \max\{ -\lambda_1, 0 \} \). Hence \( \hat{x} \) is a global minimizer of (TRS).

If \( \hat{y} \neq 0 \), by (3.4), we have \( \lambda = -\lambda_1 \) and then \((H - \lambda_1 I)\hat{x} + c = 0\). It follows that

\[
\|(H - \lambda_1 I)^T c\|^2 \leq \hat{x}^T \hat{x} < 1,
\]

where the last inequality holds since \((\hat{x}, \hat{y}) \in B_{2n}\) and \( \hat{y} \neq 0 \). Therefore, “hard case (ii)” defined in Table 1 holds. With \( x^* \) defined in (3.3) and \( \lambda^* = \hat{\lambda} \), (2.1) holds by (3.3)-(3.4). We can also verify that \( \|x^*\| = 1 \) so that (2.2) holds. Therefore, according to Lemma 2.1, \( x^* \) defined in (3.3) globally solves (TRS).

Remark 3.1. The following standard semidefinite programming (SDP) relaxation for (TRS),

\[
\begin{align*}
\min & \quad \frac{1}{2} \text{tr}(HX) + c^T x \\
\text{s.t.} & \quad \text{tr}(X) \leq 1, \\
& \quad X - xx^T \succeq 0,
\end{align*}
\]

is tight, see [26, 34] and references therein. It follows that the above SDP relaxation always has a rank-one solution, that is, \( X = xx^T \) holds at an optimal solution. So we can add the redundant rank constraint

\[
\text{rank}(X - xx^T) \leq 1 \iff X = xx^T + yy^T \quad (\text{as } X - xx^T \succeq 0)
\]

to the above SDP relaxation and then rebuild our new reformulation (D).

Remark 3.2. As a direct corollary of the main result in [5], (TRS) is equivalent to its complex relaxation:

\[
\begin{align*}
\min \left\{ \frac{1}{2} z^H H z + \mathcal{R}(e^H z) : z^H z \leq 1, \ z \in \mathbb{C}^n \right\},
\end{align*}
\]

where \( \mathbb{C}^n \) is the \( n \)-dimensional complex vector space, \( \mathcal{R}(\cdot) \) (resp., \( \mathcal{I}(\cdot) \)) denotes the real (resp., image) part of \( \cdot \). By introducing \( x = \mathcal{R}(z) \) and \( y = \mathcal{I}(z) \), we recover the new reformulation (D) from (3.6).

Though (D) remains nonconvex if (TRS) is, it enjoys a nice property that (TRS) does not have. We call \((x^*, y^*)\) a second-order stationary point of (D) if the standard second-order necessary optimality condition [11, 22] holds at the stationary point \((x^*, y^*)\).

Proposition 3.3. Any second-order stationary point of (D) is globally optimal. It follows that (D) has no local non-global minimizer.

Proof. Let \((x^*, y^*)\) be a second-order stationary point of (D) associated with the KKT multiplier \( \lambda^*/2 \). If \( x^T x^* + y^T y^* \leq 1 \), then by (2.2) we have \( \lambda^* = 0 \), and the second-order necessary optimality condition reduces to \( H \succeq 0 \). According to Lemma 2.1, \((x^*, y^*)\) is a global minimizer of (D). Now we consider the case \( x^T x^* + y^T y^* = 1 \). According to the standard second-order necessary optimality condition, we have

\[
\begin{align*}
u^T (H + \lambda^* I) u + v^T (H + \lambda^* I) v \geq 0, \quad \forall (u, v) \neq (0, 0) : u^T x^* + v^T y^* = 0.
\end{align*}
\]


We claim that \( H + \lambda^* I \succeq 0 \). Suppose, on the contrary, \( H + \lambda^* I \) has a negative eigenvalue associated with the eigenvector \( w \neq 0 \). If \( w^T x^* = w^T y^* = 0 \) (resp. \( (w^T x^*)^2 + (w^T y^*)^2 \neq 0 \)), setting \( u = v = w \) (resp. \( u = -(w^T y^*)w \) and \( v = (w^T x^*)w \)) in (3.7) yields a contradiction. ⌣

3.2. Projected gradient method for globally solving (D). Let

\[
A = \begin{bmatrix} H & 0 \\ 0 & H \end{bmatrix}, \quad a = \begin{bmatrix} c \\ 0 \end{bmatrix} \in \mathbb{R}^{2n}.
\]

We can rewrite (D) as the following (TRS) in \( \mathbb{R}^{2n} \):

\[
(D') \quad \min \{ f(z) = \frac{1}{2} z^T A z + a^T z : z \in B_{2n} \}.
\]

Employing (PG) to solve (D') gives the following iterative formula:

\[
(PG2) \quad z^{k+1} = P_{B_{2n}}(z^k - \eta \nabla f(z^k)) = \begin{cases} z^k - \eta \nabla f(z^k), & \text{if } \|z^k - \eta \nabla f(z^k)\| \leq 1 \\ \frac{z^k - \eta \nabla f(z^k)}{\|z^k - \eta \nabla f(z^k)\|}, & \text{otherwise}, \end{cases}
\]

where \( \eta \in (0, 2/L) \) is the constant step size, \( L = \|A\|_2 = \|H\|_2 \) is the same constant as that in (PG). The following convergence result on (PG2) has been established in the literature.

**Lemma 3.4.** ([4, Theorem 10.15], [6, Theorem 4.5]) Let \( \{z^k\}_{k=0}^{\infty} \) be a sequence generated by (PG2) with \( \eta \in (0, 2/L) \). Then \( \{z^k\}_{k=0}^{\infty} \) converges to a stationary point of (D').

Surprisingly, we can further prove that the sequence generated by (PG2) almost always converges to a global minimizer of (D').

**Theorem 3.5.** For any \( \eta \in (0, 2/L) \), let \( \{z^k\}_{k=0}^{\infty} \) be a sequence generated by (PG2) with \( z^0 \) being uniformly and randomly selected from \( B_{2n} \). Then \( \{z^k\}_{k=0}^{\infty} \) converges to a global minimizer of (D') with probability one.

**Proof.** According to Lemma 3.4, for any initial point \( z^0 \in B_n \), \( \{z^k\}_{k=0}^{\infty} \) generated by (PG2) converges to a stationary point of (D'). When \( \lambda_1 \geq 0 \), (D') is a convex optimization problem, any stationary point is a global minimizer. We assume \( \lambda_1 < 0 \).

The following proof consists of two parts. First, we prove that \( \{z^k\}_{k=0}^{\infty} \) converges to a non-globally-minimal stationary point \( \bar{z} \) only if the initial point \( z^0 \) is included in a zero measure set related to \( \bar{\lambda} \), where \( \bar{\lambda}/2 \) is the KKT multiplier associated with \( \bar{z} \). Second, we prove that (D') has only a finite number of KKT multipliers, which will complete the proof since the measure of the union of a finite number of zero measure sets remains zero.

**Proof of the first part.** Since \( (\bar{z}, \bar{\lambda}/2) \) is a KKT point of (D'), and \( \bar{z} \in B_{2n} \) is not a global minimizer, according to Lemma 2.1, it holds that

\[
\begin{align*}
\lambda_1 & \geq 0, \\
(A + \bar{\lambda} I) \bar{z} + a & = 0, \\
A + \bar{\lambda} I & \not\succeq 0, \\
\bar{\lambda}(\bar{z}^T \bar{z} - 1) & = 0.
\end{align*}
\]

The minimum eigenvalue of \( A + \bar{\lambda} I \) reads as \( \bar{\lambda}_1 = \lambda_1 + \bar{\lambda} \). It follows from (3.11) that

\[
\bar{\lambda}_1 < 0.
\]
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Define two subspaces

\begin{align}
V_1 &= \{ v \in \mathbb{R}^{2n} : (A + \bar{\lambda} I)v = \tilde{\lambda}_1 v \}, \\
V_2 &= \{ v \in \mathbb{R}^{2n} : v^T (A + \bar{\lambda} I)^\dagger a = 0 \},
\end{align}

where \( V_1 \) is the eigenspace of \( A + \bar{\lambda} I \) associated with the minimum eigenvalue \( \tilde{\lambda}_1 \), and \( V_2 \) is a hyperplane if \( (A + \bar{\lambda} I)^\dagger a \neq 0 \) and the whole space otherwise. Clearly, the dimension of \( V_2 \) is at least \( 2n - 1 \). By the definition of \( A \) (3.8), the dimension of \( V_1 \) is at least two. Since \( (2n - 1) + 2 > 2n \), the intersection of \( V_1 \) and \( V_2 \) is a nontrivial subspace, and hence there exists a nonzero vector \( v_{\bar{\lambda}} \) such that \( v_{\bar{\lambda}} \in V_1 \cap V_2 \). Note that given the data in (TRS), \( v_{\bar{\lambda}} \) depends only on \( \bar{\lambda} \). We can further verify that

\[
v_{\bar{\lambda}}^T \bar{z} = v_{\bar{\lambda}}^T [\bar{z} + (A + \bar{\lambda} I)^\dagger a] \quad (\text{as } v_{\bar{\lambda}} \in V_2)
\]

\[
= [(A + \bar{\lambda} I)v_{\bar{\lambda}}]^T \bar{z} + (A + \bar{\lambda} I)^\dagger a/\tilde{\lambda}_1 \quad (\text{as } v_{\bar{\lambda}} \in V_1 \text{ and } \tilde{\lambda}_1 \neq 0 \text{ (3.13)})
\]

\[
v_{\bar{\lambda}}^T [(A + \bar{\lambda} I)\bar{z} + a]/\lambda_1 \quad (\text{as } a \in \text{Range}(A + \bar{\lambda} I) \text{ by (3.10)})
\]

\[
= 0. \quad (\text{by (3.10)}
\]

In sum, we obtain

\[
v_{\bar{\lambda}} \neq 0, \ (A + \bar{\lambda} I)v_{\bar{\lambda}} = \tilde{\lambda}_1 v_{\bar{\lambda}}, \ v_{\bar{\lambda}}^T \bar{z} = 0.
\]

We claim that the sequence \( \{ z^k \}_{k=0}^\infty \) generated by (PG2) converges to \( \bar{z} \) only if the initial point \( z^0 \) satisfies \( v_{\bar{\lambda}}^T z^0 = 0 \). Suppose on the contrary that

\[
v_{\bar{\lambda}}^T z^0 \neq 0.
\]

We first rewrite the iteration formulation as

\[
z^{k+1} = z^k - \frac{\eta (Az^k + a)}{r^k}, \quad k = 0, 1, 2, \ldots,
\]

where \( r^k := \max\{\|z^k - \eta (Az^k + a)\|, 1\} \). According to (3.16), we have

\[
v_{\bar{\lambda}}^T a = \tilde{\lambda}_1 v_{\bar{\lambda}}^T \bar{z} + v_{\bar{\lambda}}^T [(A + \bar{\lambda} I)\bar{z} + a] = 0,
\]

where the last equality holds due to (3.10). Multiplying both sides of (3.18) with \( v_{\bar{\lambda}}^T \) from left yields that

\[
v_{\bar{\lambda}}^T z^{k+1} = \frac{v_{\bar{\lambda}}^T z^k - \eta (v_{\bar{\lambda}}^T Az^k + v_{\bar{\lambda}}^T a)}{r^k}
\]

\[
= \frac{v_{\bar{\lambda}}^T z^k - \eta [(A + \bar{\lambda} I)z^k - \tilde{\lambda}_1 v_{\bar{\lambda}}^T z^k]}{r^k}
\]

\[
= \frac{v_{\bar{\lambda}}^T z^k - \eta [(\tilde{\lambda}_1 v_{\bar{\lambda}}^T z^k - \tilde{\lambda}_1 v_{\bar{\lambda}}^T z^k)]}{r^k}
\]

\[
= \frac{(1 - \eta \tilde{\lambda}_1 + \eta \tilde{\lambda}) v_{\bar{\lambda}}^T z^k}{r^k},
\]

where (3.20) follows from (3.19). We also have

\[
\lim_{k \to \infty} r^k = \lim_{k \to \infty} \max\{\|z^k - \eta (Az^k + a)\|, 1\}
\]

\[
= \max\{\|\bar{z} - \eta (A\bar{z} + a)\|, 1\}
\]

\[
= \max\{(1 + \eta \tilde{\lambda})\|\bar{z}\|, 1\},
\]
where (3.22) is due to (3.10). By (3.9), (3.13) and \( \eta > 0 \), we have \( 1 - \eta \lambda_1 + \eta \tilde{\lambda} > 1 \). According to (3.21), the sign of \( v_A^T z_k \) remains unchanged for all \( k \). It follows from (3.17) that \( v_A^T z_k \neq 0 \) for \( k = 0, 1, 2, \cdots \). By bringing (3.22) into (3.21), we have

\[
\lim_{k \to \infty} \frac{v_A^T z_k + 1}{v_A^T z_k} = \frac{(1 - \eta \lambda_1 + \eta \tilde{\lambda})}{\max\{1 + \eta \lambda \| z \|, 1\}} > 1,
\]

where the inequality follows from \( \eta > 0 \), (3.9), (3.13) and \( \tilde{\lambda} \in B_{2n} \). Therefore, under the assumption (3.17), it holds that \( \lim_{k \to \infty} v_A^T z_k \neq 0 \), which contradicts the last equality in (3.16). We conclude that \( \{ z^k \}_{k=0}^\infty \) converges to \( \tilde{\lambda} \) only if \( v_A^T z_0 = 0 \).

**Proof of the second part.** We show that \( (D') \) has only a finite number of KKT multipliers. Let \( A = U \Lambda U^T \) be an eigenvalue decomposition of \( A \), where \( \Lambda = \text{diag}(\lambda_1, \lambda_1, \lambda_2, \lambda_2, \cdots, \lambda_n, \lambda_n) \) with \( \lambda_1 \leq \cdots \leq \lambda_n \) and \( U = [u_1, \cdots, u_{2n}] \in \mathbb{R}^{(2n) \times (2n)} \) is orthonormal. Suppose that \( (\tilde{\lambda}, \tilde{\lambda}/2) \) is a KKT point of \( (D') \) and \( \tilde{\lambda} \) is not a global minimizer of \( (D') \). Then we have (3.9)-(3.12). According to Lemma 2.1, there are three possible cases for \( \tilde{\lambda} \):

(a) \( \tilde{\lambda} = 0 \);
(b) \( \tilde{\lambda} = -\lambda_i \) for some \( i \in \{2, \cdots, n\} \);
(c) \( \tilde{\lambda} \neq -\lambda_i \) for all \( i \in \{1, \cdots, n\} \), and

\[
(3.24) \quad \| (A + \Lambda I)^{-1} a \|^2 = 1.
\]

Equivalently, \( \tilde{\lambda} \) is a zero point of

\[
\phi(\lambda) = \sum_{i=1}^{n} \frac{(u_{2i-1}^T a)^2 + (u_{2i}^T a)^2}{(\lambda_i + \lambda)^2} - 1.
\]

It is proved in [23] that \( \phi(\lambda) \) defined in (3.25) is strictly convex in \((-\lambda_{i+1}, -\lambda_i)\) for \( i = 1, \cdots, n-1 \), and is monotone in \((-\lambda_1, +\infty)\) and \((-\infty, -\lambda_n)\), respectively. Thus, there are at most \( n-1 \) and \( 2n-1 \) KKT multipliers smaller than \(-\lambda_1\) for cases (b) and (c), respectively. In sum, \( (D') \) has at most \( 3n-1 \) KKT multipliers corresponding to non-globally-minimal stationary points. Denote by \( M \) the set of all these KKT multipliers. Let

\[
(3.26) \quad Z = \bigcup_{\tilde{\lambda}/2 \in M} \{ z \in \mathbb{R}^{2n} : z^T v_{\tilde{\lambda}} = 0 \},
\]

where \( v_{\tilde{\lambda}} \) is a nonzero point in \( V_1 \cap V_2 \) defined in (3.14)-(3.15). According to the proof of the first part, as long as \( z^0 \notin Z \), \( \{ z^k \}_{k=0}^\infty \) generated by (PG2) does not converge to \( \tilde{\lambda} \) associated with any KKT multiplier \( \lambda/2 \in M \). That is, the convergence point must be a global minimizer. We complete the proof by noting that the measure of the set \( Z \) (3.26) is zero.

**3.3. Detailed algorithm and local convergence rate.** To globally solve (TRS), we first employ (PG2) to solve \( (D') \), and then recover the global minimizer of (TRS) according to Theorem 3.2. For completeness, we summarize the new one-stage single-start algorithm in Algorithm 3.1.

**Remark 3.3.** Initialized with \( y^0 = 0 \), Algorithm 3.1 reduces to (PG).

**Remark 3.4.** Comparing with the two-stage algorithm [18, 31] based on the equivalent convex reformulation (C), Algorithm 3.1 can be regarded as a hybrid of power.
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Algorithm 3.1 Framework of globally solving (TRS).

Require: The input data of (TRS): $n, H, c$; the step size: $\eta \in (0, 2/\|H\|_2)$.
Ensure: Approximation of the global minimizer of (TRS): $x^*$.
1: Initialize $(x^0, y^0) \in B_{2n}$ and the iteration number $k = 0$.
2: while not converged do
3: $\bar{x}^k = x^k - \eta(Hx^k + c)$, $\bar{y}^k = y^k - \eta(Hy^k)$, $d^k = \sqrt{(\bar{x}^k)^T \bar{x}^k + (\bar{y}^k)^T \bar{y}^k}$;
4: if $d^k > 1$ then
5: $x^{k+1} = \bar{x}^k$, $y^{k+1} = \bar{y}^k$;
6: else
7: $x^{k+1} = \bar{x}^k$, $y^{k+1} = \bar{y}^k$;
8: end if
9: $k = k + 1$;
10: end while
11: Denote by $(\tilde{x}, \tilde{y})$ the convergence point of $\{(x^k, y^k)\}_k^\infty$.
12: if $\tilde{y} = 0$ then
13: Output $x^* = \tilde{x}$.
14: else
15: Compute $\theta = \sqrt{((\tilde{x}^T \tilde{x})^T - \tilde{y}^T \tilde{y}) / \tilde{y}^T \tilde{y}}$, and output $x^* = \tilde{x} + \theta \tilde{y}$.
16: end if

method and (PG). The iteration on the artificial variable $y^k$ (after normalizing) corresponds to that of the power method for finding the largest dominant eigenvalue of $I - \eta H$. In fact, when $\lambda_1 \leq 0$, the largest dominant eigenvalue of $I - \eta H$ is $1 - \eta \lambda_1$, since for any eigenvalue of $H$, $\lambda_i$, it holds that $\lambda_1 \leq \lambda_i \leq L$ and hence

$$-1 \leq 1 - \eta \lambda_1 \leq 1 - \eta \lambda_1 \text{ and } 1 - \eta \lambda_1 \geq 1$$

for $\eta \in (0, 2/L]$. Therefore, in case of $\lambda_1 \leq 0$, the sequence $\{y^k / \|y^k\|\}_k^\infty$ converges to $\nu_1$, the unit-eigenvector of $H$ corresponding to $\lambda_1$.

With Lemma 2.2, we can establish the local convergence rate of (PG2) for solving (D'). To this end, we need the following result.

LEMMA 3.6. If the “ill case” of (TRS) holds, so does (D') and vice versa.

Proof. According to Table 1, the “ill case” of (TRS) holds if and only if

$$\lambda_1 \leq 0, \ c \in \text{Range}(H - \lambda_1 I) \text{ and } \|H - \lambda_1 I\|^1 c = 1. \ (3.27)$$

Note that $\lambda_1 = \lambda_{\min}(H)$. By the definition of $A$ and $a$ (3.8), we have $\lambda_{\min}(A) = \lambda_1$, and then $a \in \text{Range}(A - \lambda_1 I)$ if and only if $c \in \text{Range}(H - \lambda_1 I)$. Moreover, we have

$$(A - \lambda_1 I)^1 a = \begin{bmatrix} (H - \lambda_1 I)^1 c \ 0 \end{bmatrix},$$

and hence $\|(A - \lambda_1 I)^1 a\| = \|(H - \lambda_1 I)^1 c\|$. In sum, we obtain

$$\lambda_1 \leq 0, \ a \in \text{Range}(A - \lambda_{\min}(A) I), \text{ and } \|(A - \lambda_{\min}(A) I)^1 a\| = 1. \ (3.28)$$

Then the “ill case” of (D’) holds. The reverse part is similarly proved.

By Theorem 3.5, Lemmas 2.2 and 3.6, we have the following result.

COROLLARY 3.7. Initialized with a point uniformly and randomly selected from $B_{2n}$, the sequence generated by Algorithm 3.1 converges to a correct point (from which one can construct the global minimizer of (TRS)) with probability one. The local convergence rate is linear for the “well case” and sublinear for the “ill case”.
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Remark 3.5. In comparison with Corollary 3.7, the local convergence rate of the second run of double-start (PG) presented in [6] could be sublinear even in the “easy case”, see Example 2.3.

Remark 3.6. Suppose $H$ has $p$ nonzero entries. The worst-case computational costs of (PG) and our Algorithm 3.1 in each iteration are $2p + 5n$ and $4p + 9n$, respectively. Therefore, compared with double-start (PG), Algorithm 3.1 still has a slight benefit in view of complexity per iteration as $4p + 9n < 2 \times (2p + 5n)$. The reason is that the objective function in (D') has no linear term with respect to the artificial variable $y$.

4. Globally solving (TRSe). In this section, we first present the generalized projected gradient method for globally solving (TRSe) and then suggest a potentially more efficient approach by reformulating (TRSe) as (TRS).

4.1. Generalized projected gradient. We begin with a general nonconvex optimization problem with a single constraint:

\[
\min \{ h(x) : x \in Q = \{ x \in \mathbb{R}^n : g(x) = 0 \}\},
\]

where $h, g : \mathbb{R}^n \to \mathbb{R}$ are continuously differentiable, $\nabla h$ is Lipschitz continuous on $Q$ with Lipschitz constant $L$. Assume that $Q$ is compact and $Q \cap \{ x : \nabla g(x) = 0 \} = \emptyset$ so that LICQ holds for (4.1).

The generalized projected gradient reads as

\[
\text{(GPG)} \quad x^{k+1} \in \text{argmin}\{ \| x - x^k \|^2 : x \in \mathcal{P}_Q(x^k - \eta_e \nabla h(x^k)) \},
\]

where $\eta_e$ is the step size.

Proposition 4.1. Let $\{ x^k \}_{k=0}^{\infty}$ be the sequence generated by (GPG) with $x^0 \in Q$ and constant step size $\eta_e \in (0, 1/L]$. Then we have the following results.

(i) For all $k$, it holds that

\[
\| h(x^{k+1}) - h(x^k) \| \leq \frac{1}{\eta_e} \left( \| x^{k+1} - s^k \|^2 - \| x^k - s^k \|^2 \right) \leq 0,
\]

where $s^k = x^k - \eta_e \nabla h(x^k)$.

(ii) Any accumulation point of $\{ x^k \}_{k=0}^{\infty}$ is a stationary point of (4.1).

Proof. (i) Since $\nabla h$ is $L$-Lipschitz continuous and $\eta_e \in (0, 1/L]$, we have

\[
h(x^{k+1}) - h(x^k) \leq (\nabla h(x^k))^T (x^{k+1} - x^k) + \frac{L}{2} \| x^{k+1} - x^k \|^2
\]

\[
\leq \frac{1}{\eta_e} (x^k - s^k)^T (x^{k+1} - x^k) + \frac{1}{2\eta_e} \| x^{k+1} - x^k \|^2
\]

\[
= \frac{1}{2\eta_e} \left( \| x^{k+1} - s^k \|^2 - \| x^k - s^k \|^2 \right) \leq 0,
\]

where the last inequality follows from the selection of $x^{k+1}$ in (GPG).

(ii) Since $Q$ is compact, $\{ x^k \}_{k=0}^{\infty} \subseteq Q$ has an accumulation point. Suppose that the subsequence $\{ x^{m_k} \}$ converges to $\bar{x}$. Then $\{ s^{m_k} \}$ converges to $\bar{s} := \bar{x} - \eta_e \nabla h(\bar{x})$ and $h(x^{m_k+1}) - h(x^{m_k}) \to 0$. By (i), $h(x^k)$ is non-increasing with $k$. Thus, $h(x^{k+1}) - h(x^k) \to 0$ as $k \to \infty$. Then it follows from (i) that

\[
\| x^{k+1} - s^k \|^2 - \| x^k - s^k \|^2 \to 0, \text{ as } k \to \infty.
\]
Since $Q$ is compact, it holds that

$$
\|x^{k+1} - s^k\|^2 = \|P_Q(s^k) - s^k\|^2 \to \|P_Q(\bar{s}) - \bar{s}\|^2, \text{ as } k \to \infty.
$$

According to $\lim_{k \to +\infty} x^{m_k} = \bar{x}$, $\lim_{k \to +\infty} s^{m_k} = \bar{s}$ and (4.2)-(4.3), we have

$$
\|\bar{x} - \bar{s}\|^2 = \|P_Q(\bar{s}) - \bar{s}\|^2,
$$

and then it holds that $\bar{x} \in P_Q(\bar{s}) = P_Q(\bar{x} - \eta_0 \nabla h(\bar{x}))$. That is,

$$
\bar{x} \in \arg\min \{\|x - (\bar{x} - \eta_0 \nabla h(\bar{x}))\|^2 : g(x) = 0\}.
$$

By the KKT condition of (4.4), there exists $\lambda \in \mathbb{R}$ such that $\nabla h(\bar{x}) + \lambda/\eta_0 \nabla g(\bar{x}) = 0$. Consequently, $\bar{x}$ is a stationary point of (4.1). \hfill \Box

### 4.2. Solving (TRSe) by (GPG)

Before solving (TRSe), we first present the following lifted reformulation of (TRSe) similar to (TRSe):

$$
\text{(De)} \quad \min \{f(z) = \frac{1}{2} z^T A z + a^T z : z \in \partial B_{2n}\},
$$

where $A$ and $a$ are defined in (3.8). Similar to Proposition 3.3, (De) has the nice property that any second-order stationary point is a global minimizer.

**Remark 4.1.** Our reformulation (De) is new. Recently, Boumal et al. [7] proposed the following rank-two SDP reformulation for (TRSe) based on Burur-Monteiro decomposition [8]:

$$
(4.5) \quad \min_{Y_1 \in \mathbb{R}^{n \times 2}, Y_2 \in \mathbb{R}^{2}} \{\text{tr}(C Y Y^T) : \text{tr}(Y_1 Y_1^T) = 1, \|y_2\|^2 = 1, Y^T = [Y_1^T, y_2]\}.
$$

It can be regarded as a heavy homogenized version of our reformulation (De) with more variables and constraints.

Motivated by (PG2), we employ (PGe) to solve (TRSe) and obtain the iterative formula

$$
z^{k+1} = \frac{z^k - \eta_0 \nabla f(z^k)}{\|z^k - \eta_0 \nabla f(z^k)\|}.
$$

Note that (PGe2) is well-defined, if it holds that $z^k - \eta_0 \nabla f(z^k) \neq 0$ for all $k$. Suppose that there is a positive integer $K$ such that $z^K - \eta_0 \nabla f(z^K) = 0$, we can stop the iteration as $(z^K, -1/(2\eta_0))$ is already a KKT point of (De). As an extension of Lemma 3.4, we can establish the convergence result.

**Lemma 4.2.** Let the sequence $\{z^k\}_{k \geq 0}$ be generated by (PGe2) for solving (De) with $z^0 \in B_{2n}$ and constant step size $\eta_0 \in (0, 1/L]$. Then either there is a positive integer $K$ such that $z^K$ is a stationary point or $\{z^k\}_{k=0}^{\infty}$ converges to a stationary point of (De).

**Proof.** Define $s^k = z^k - \eta_0 \nabla f(z^k)$ for $k = 0, \ldots, +\infty$. As shown above, if there is a positive integer $K$ such that $s^K = 0$, then $z^K$ is already a stationary point of (De). Now we assume $s^K \neq 0$ for all $k \geq 0$.

Suppose that $\{z^k\}_{k=0}^{\infty}$ has two different accumulation points, say $\bar{z}$ and $\tilde{z}$. By Proposition 4.1 (ii), both $\bar{z}$ and $\tilde{z}$ are stationary points. Let $\bar{\mu}/2$ and $\tilde{\mu}/2$ be the KKT multipliers corresponding to $\bar{z}$ and $\tilde{z}$, respectively. According to Proposition 4.1 (i), $\{f(z^k)\}_{k=0}^{\infty}$ is non-increasing. Then it holds that $f(\bar{z}) = f(\tilde{z})$. As $\bar{z} \neq \tilde{z}$, according
to [13, Theorem 1] or [30, Remark 3.1], we have $\bar{\mu} = \hat{\mu}$. For simplicity, we use $\mu$ to represent $\bar{\mu}$ and $\hat{\mu}$. We first write down the KKT condition:

\[(A + \mu I)\bar{z} + a = (A + \mu I)\hat{z} + a = 0, \quad \bar{z}^T \bar{z} = \hat{z}^T \hat{z} = 1.\]

Denote $\bar{z} = (\bar{x}, \bar{y})$ and $\hat{z} = (\hat{x}, \hat{y})$. Based on the eigenvalue decomposition $A = \Lambda U^T$, (4.6) is equivalent to

\[(\Lambda + \mu I)U^T \bar{z} + U^T a = (\Lambda + \mu I)U^T \hat{z} + U^T a = 0.\]

Let $I_0 = \{i : \Lambda_{ii} + \mu = 0\}$. By (4.7), it holds that

\[(U^T \bar{z})_i = (U^T \hat{z})_i = -(U^T a)_i/\Lambda_{ii} + \mu)\) for all $i \notin I_0$.

We obtain that $\bar{z} = \hat{z}$ if $I_0 = \emptyset$. Below we consider $I_0 \neq \emptyset$. It follows from (4.7) that

\[(U^T a)_i = 0\) for all $i \in I_0$.

Then the iterative scheme of $z^k$ reduces to

\[(U^T z^{k+1})_i = \frac{(U^T z^k)_i - \eta \Lambda_{ii}(U^T z^k)_i}{\|s^k\|} = \frac{(1 + \eta \mu)(U^T z^k)_i}{\|s^k\|}\)

for all $i \in I_0$,

which implies that

\[(U^T z^k)_i = \frac{(1 + \eta \mu)^k}{\prod \|s^j\|}(U^T z^0)_i\) for all $i \in I_0$ and $k = 0, \cdots, +\infty$.

Since $\Lambda_{ii} + \mu = 0, \mu \geq -L$ holds. Then, for any $\eta \in (0, 1/L]$, we have

\[1 + \eta \mu \geq 0.\]

Therefore, there are two scalars $\alpha, \beta \geq 0$ such that

\[(U^T \bar{z})_i = \alpha(U^T z^0)_i, \quad (U^T \hat{z})_i = \beta(U^T z^0)_i\) for all $i \in I_0$.

It follows from the facts $\|U^T \bar{z}\| = \|\bar{z}\| = 1 = \|\hat{z}\| = \|U^T \hat{z}\|$ and (4.8) that

\[\sum_{i \in I_0} (U^T \bar{z})_i^2 = \sum_{i \in I_0} (U^T \hat{z})_i^2.\]

Substituting (4.10) into (4.11) yields that either $\sum_{i \in I_0} (U^T z^0)_i^2 = 0$ or $\alpha^2 = \beta^2$ holds. In the former case, $(U^T z^0)_i = 0$ and hence $(U^T \bar{z})_i = (U^T \hat{z})_i = 0$ holds for all $i \in I_0$ by (4.9). In the latter case, we have $\alpha = \beta$ since both are nonnegative. In sum, we always have

\[(U^T \bar{z})_i = (U^T \hat{z})_i\) for all $i \in I_0$.

Combining (4.8) with (4.12) yields the contradiction $\bar{z} = \hat{z}$.

Similar to Theorem 3.5, we establish the following result.

**Theorem 4.3.** Initialized with a point uniformly and randomly generated from $\partial B_{2n}$, the sequence generated by (PGC2) with step size $\eta \in (0, 1/L]$ converges to the global minimizer of (Dc) with probability one.
Proof. If $\eta_c = 1/L$ and $A = L \cdot I$, then by (PGe2),

$$z^1 = \frac{z^0 - \frac{1}{L}(Lz^0 + a)}{\|z^0 - \frac{1}{L}(Lz^0 + a)\|} = -\frac{a}{\|a\|}.$$ 

By Cauchy-Schwartz inequality, we have

$$v(\text{TRSe}) = \min \left\{ \frac{L}{2} + a^T x : x \in \partial B_n \right\} = \frac{L}{2} - \|a\|_2 = f(z^1).$$ (4.13)

That is, the global minimizer is obtained after one step. In the following, it is sufficient to consider the case that either $\eta_c < 1/L$ or $A \neq L \cdot I$.

Setting the same $v_\lambda$ as that in the proof of Theorem 3.5, we obtain a relation similar to (3.21) with $\eta$ being replaced by $\eta_c$. Moreover, we have

$$1 - \eta_c \bar{\lambda}_1 + \eta_c \bar{\lambda} = 1 - \eta_c \lambda_1 \geq 1 - \eta_c L \geq 0.$$ (4.14)

In case of $A \neq L \cdot I$, it holds that $\lambda_1 < L$. So we have either $\lambda_1 < L$ or $\eta_c < 1/L$. It implies that at least one of the two inequalities in (4.14) holds strictly. Therefore, according to (3.21), $v_\lambda^T z^k \neq 0$ and the sign of $v_\lambda^T z^k$ remains unchanged for all $k > 0$. Moreover, (3.23) holds true if $\eta$ is replaced by $\eta_c$. The remaining part of the proof is the same as that of Theorem 3.5.

Remark 4.2. None of the proofs of Proposition 4.1, Lemma 4.2 and Theorem 4.3 holds true if we set $\eta_c > 1/L$.

Remark 4.3. In [3, Example 1, Theorem 2], (PGe) is proposed for solving unit-sphere constrained optimization problem, where the Leżanski-Polyak-Łojasiewicz condition on the sphere is assumed to guarantee the convergence to the global minimizer. However, this assumption is too restrictive for (TRSe).

Remark 4.4. Jain and Kar claimed in [19, Theorem 3.3] that the sequence generated by (GPG) converges to the global minimizer, under the conditions of $\alpha$-restricted strong smoothness and $\beta$-restricted strong convexity

$$\frac{\alpha}{2} \|x - y\|^2 \leq q(x) - q(y) - \langle \nabla q(y), x - y \rangle \leq \frac{\beta}{2} \|x - y\|^2$$

with $\beta/\alpha < 2$ for the objective function $q(\cdot)$ with the constant step size $\eta_c = 1/\beta$. We point out that this claim is incorrect, as the convergence point may be a local non-global minimizer. The following is a counterexample.

Example 4.4. Consider the instance of (TRSe) in $\mathbb{R}^2$:

$$\min \left\{ \frac{27}{2} x_1^2 + \frac{53}{2} x_2^2 - 4x_1 + 9x_2 : x \in \partial B_2 \right\}. $$ (4.15)

One can verify that the $\alpha$-restricted strong smoothness and $\beta$-restricted strong convexity with $\beta/\alpha < 2$ holds with $\alpha = 27$ and $\beta = 53$. According to Example 1.1 of [32], Problem (4.15) has both global and local non-global minimizers. Either could be a convergence point of (GPG).

Remark 4.5. Lee et al. [21] proved that (RG) almost always avoid strict saddle point of (TRSe) by regarding it as an optimization problem on the manifold. The related step size is corrected in [37]. Since (TRSe) could have a local non-global minimizer (see Example 4.4), (RG) cannot solve (TRSe) globally with probability 1.
4.3. (TRS)-reformulation of (TRSe). According to (4.13), (TRSe) is trivial to solve if $H$ is a scalar matrix. Throughout this subsection, we only consider nontrivial (TRSe) where $H$ is not a scalar matrix. We start with a technical lemma.

**Lemma 4.5.** Let $\tau = \text{tr}(H)/n$. If $H$ is not a scalar matrix, then $H - \tau I \not\succeq 0$ and

$$
\|H - \tau I\|_2 < 2\|H\|_2.
$$

**Proof.** Let $\lambda_1 \leq \cdots \leq \lambda_n$ be eigenvalues of $H$. As $H$ is not a scalar matrix, it holds that $\lambda_1 < \lambda_n$. Then, we have

$$
\tau = \frac{1}{n} \text{tr}(H) = \frac{1}{n} \sum_{i=1}^{n} \lambda_i > \lambda_1.
$$

It follows that $H - \tau I \not\succeq 0$. Moreover, one can verify that

$$
\|H - \tau I\|_2 \leq \|H\|_2 + \tau = \|H\|_2 + \frac{1}{n} \sum_{i=1}^{n} \lambda_i < \|H\|_2 + \lambda_n \leq 2\|H\|_2.
$$

**Theorem 4.6.** (TRSe) has the same global minimizer as the following (TRS):

$$
\min \left\{ \frac{1}{2} x^T (H - \tau I) x + e^T x : x \in B_n \right\},
$$

where $\tau = \text{tr}(H)/n$.

**Proof.** According to Lemma 4.5, $H - \tau I \not\succeq 0$. Then any local minimizer of (4.17), denoted by $x^*$, cannot be an interior point of $B_n$, i.e., $(x^*)^T x^* = 1$ must hold. It completes the proof of the equivalence.

Based on Theorem 4.6, (TRSe) can be solved by directly employing Algorithm 3.1 to (4.17). Note that the supremum of the step size is $\hat{\eta} = 2/\hat{L}$, where $\hat{L} = \|H - \tau I\|_2$. According to Lemma 4.5, we have

$$
\eta_e \leq \frac{1}{\|H\|_2} < \frac{2}{\hat{L}} = \hat{\eta}.
$$

Thus, the benefit of this (TRS)-reformulation approach is that the step size could be larger than that of (PGe). In particular, when $H$ is positive semidefinite (for example, the least square problem over a sphere [13]), we have

$$
\eta_e \leq \frac{1}{\|H\|_2} < \frac{1}{\hat{L}} = \frac{\hat{\eta}}{2},
$$

that is, the step size of Algorithm 3.1 could be twice that of (PGe).

5. **Conclusion.** We show that the sequence generated by the classical projected gradient method for solving a cheap but novel reformulation of the trust region subproblem (TRS) almost always converges to its global minimizer. The local convergence rate is at least linear for the “easy case”. As an extension, we establish and analyze the generalized projected gradient method for globally solving the similarly lifted equality-constrained (TRS), denoted by (TRSe). However, an alternative approach by globally solving a new nonconvex (TRS)-reformulation of (TRSe) via projected gradient method seems to be better in the sense that it allows a larger step size. Some problems remain open, including the local convergence rate of the generalized projected gradient method and the acceleration version of the projected gradient algorithm for solving our new reformulations of (TRS) and (TRSe).
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