Zigzag Phase Transition in Quantum Wires
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We study the quantum phase transition of interacting electrons in quantum wires from a one-dimensional (1D) linear configuration to a quasi-1D zigzag arrangement using quantum Monte Carlo methods. As the density increases from its lowest values, first, the electrons form a linear Wigner crystal; then, the symmetry about the axis of the wire is broken as the electrons order in a quasi-1D zigzag phase; and, finally, the electrons form a disordered liquid-like phase. We show that the linear to zigzag phase transition is not destroyed by the strong quantum fluctuations present in narrow wires; it has characteristics which are qualitatively different from the classical transition.

Interacting one-dimensional (1D) systems have been a fruitful field of study in both condensed matter and atomic physics [1, 2]. Experiments on semiconductor quantum wires and carbon nanotubes, for instance, have yielded a rich set of data on the 1D electron gas over the past two decades [3]. Linear ion traps, on the other hand, provide new systems for studying fundamental 1D physics [4] as well as potential platforms for quantum computing [5] and quantum simulation [6]. These experimental systems are not truly 1D, of course, and the transition from 1D to higher-dimensional behavior is of both practical and theoretical interest. Here we study the first stage in such a transition: the change from a 1D linear arrangement of particles to a quasi-1D zigzag configuration, and then to a liquid state at higher densities.

At low densities, electrons confined to 1D by a transverse harmonic potential form a linear Wigner crystal [1, 7–9], as illustrated in Fig. 1(a). As the electron density is increased (or the harmonic confinement relaxed), the Coulomb repulsion between particles becomes comparable to the confining potential. The linear crystal buckles at a critical value of the electron density [10, 11], breaking the symmetry about the longitudinal axis and forming a zigzag structure, as depicted in Fig. 1(b). This system has been studied theoretically in both the weakly and strongly interacting limits [9, 12–14]: the zigzag transition is predicted to be an Ising-type quantum phase transition in the strongly interacting limit [12], whereas at weak coupling, the critical exponents are non-universal [12, 14]. Furthermore, the linear and zigzag phases are expected to have only one gapless excitation mode, which corresponds to longitudinal sliding of the crystal. At higher densities, the integrity of the zigzag structure is destroyed, and a second mode becomes gapless. Quasi-1D lattice structures were noted in numerical calculations on wires with weak confinement [15]. Experimentally, evidence for a coupled two-row structure has been observed in the conductance of quantum wires fabricated in GaAs/AlGaAs heterostructures [16, 17].

Atomic systems provide an alternative to electrons for studying zigzag physics. Ions in linear traps, for instance, have been observed to undergo a zigzag transition [18, 19]. Though these experiments are understood purely classically [11], recent theoretical work suggests that the quantum zigzag transition may be experimentally accessible in ion trap systems [20, 21]. Delicate dipolar gases also underwent a related transition, studied in recent theoretical and numerical work [22, 23].

To connect to experiments in electronic systems, the behavior at intermediate interaction strength is key. We observe the zigzag transition at intermediate interaction strength, characterizing it through both the pair density and a correlation function of the zigzag order. By studying the long-range zigzag correlations, we demonstrate that the quantum phase transition occurs at parameters relevant to quantum wire experiments and is qualitatively different from the classical transition.

The quantum wire consists of $N$ spinless electrons with Coulomb interactions confined to the circumference of a ring of radius $R$ by a harmonic potential with frequency $\omega$, as described by the two-dimensional Hamiltonian

$$H = -\frac{1}{2} \sum_{i=1}^{N} \nabla_i^2 + \frac{1}{2} \sum_{i=1}^{N} \omega^2(r_i - R)^2 + \sum_{i<j\leq N} \frac{1}{|r_i - r_j|}. \quad (1)$$

We use effective atomic units: the effective mass $m^*$, the electric charge $e$, the dielectric constant $\epsilon$, and $\hbar$ are all set to 1. In GaAs, the effective Bohr radius $a_0^* = \hbar^2/\epsilon m^* e^2 = 9.8$ nm, and the energy scale—the effective Hartree $H^* = e^2/\epsilon a_0^*$—is 11.9 meV. Using a ring is a convenient way to impose periodic boundary conditions.
Two length scales in our system are of particular interest: the Wigner-Seitz radius \( r_s = 1/2n_{1D} \) (where \( n_{1D} \) is the linear density), and the length scale \( r_0 \) at which the Coulomb interaction between neighboring electrons becomes comparable to the harmonic confinement,

\[
r_0 \equiv \sqrt{\frac{2e^2}{cm^2\omega^2}}.
\] (2)

The zigzag transition occurs when the length scales \( r_s \) and \( r_0 \) become comparable \([9]\). The classical transition has been studied for electrons in liquid helium \([10]\) and ion trap systems \([11]\). For our system, calculation of the classical critical point is straightforward, and the width between rows scales as \( \sqrt{n-n_{\text{critical}}} \). The classical description is valid when the effective Bohr radius is much smaller than the interparticle separation at the zigzag transition: i.e., when \( r_0 \gg 1 \). Note that for large \( r_0 \) (small \( \omega \), thus wider wires) the electrons are effectively more strongly interacting. For smaller values of \( r_0 \) (narrower wires), quantum fluctuations play an important role. We focus on two values of the confinement, \( \omega = 0.1 \) and 0.6, which correspond to \( r_0 = 5.9 \) and 1.8, respectively, because they correspond to experimentally measured parameters in GaAs/AlGaAs quantum wires \([25]\). At \( \omega = 0.6 \) in particular, quantum effects play an important role in the transition since \( r_0 \) is close to 1.

We calculate the ground state properties of our system using Quantum Monte Carlo (QMC) techniques \([26,27]\). In the first step of our QMC calculation, Variational Monte Carlo (VMC), we minimize the variational energy of a Slater-Jastrow type trial wave function \( \Psi_T(R) = J(R)D(R) \) \([28]\), using methods described in \([29]\) and \([30]\). We consider three qualitatively different types of single-particle orbitals to build the Slater determinant \( D(R) \)—localized floating gaussians \([31]\), plane waves, and orbitals from density functional calculations—and use the type yielding the lowest variational energy at a given density. After optimizing the variational parameters, we use Diffusion Monte Carlo (DMC) to project the trial wavefunction onto the fixed-node approximation of the ground state \([26,27]\). The fixed-node DMC wavefunction is the lowest-energy state with the nodes of the trial wavefunction \( \Psi_T \), and its energy is an upper bound on the true ground state energy. We use an extrapolated estimator \( \langle O \rangle_{\text{QMC}} = 2\langle O \rangle_{\text{DMC}} - \langle O \rangle_{\text{VMC}} \) to calculate observables \( O \) that do not commute with the Hamiltonian \([20]\).

The pair density, defined as \( \langle \hat{\rho}(r,\theta)\hat{\rho}(r_*,\theta) \rangle/\langle \hat{\rho}(r_*,\theta) \rangle \) where \( \hat{\rho}(r,\theta) \) is the local density operator and \( (r_*,\theta) \) is the location of a fixed electron, is a key microscopic quantity that allows direct visualization of the system’s quasi-1D nature. Fig. 2 shows the pair densities in different phases of a quantum wire with \( \omega = 0.1 \). At \( r_s = 4.0 \)—the “linear phase”—modulations in the pair density indicate that the electrons are quasi-localized in a linear arrangement, as observed in previous QMC calculations \([8,22]\).

**FIG. 2.** Pair density, \( \langle \hat{\rho}(r,\theta)\hat{\rho}(r_*,\theta) \rangle/\langle \hat{\rho}(r_*,\theta) \rangle \), for electrons at progressively higher densities in a wire with \( \omega = 0.1 \). The red stars mark \( r_\sigma \). (a) is plotted relative to \( \bar{r} \) in units of the effective Bohr radius \( a_0^* \), and \( \theta \) is plotted in units of the interparticle spacing \( 2\pi/N \). (a) \( r_s = 4.0, N = 30 \). At low densities, the electrons form a linear Wigner crystal. (b) \( r_s = 3.6, N = 30 \). As the density increases, a zigzag structure forms. (c) \( r_s = 3.0, N = 30 \). The amplitude of the zigzag increases. (d) \( r_s = 2.0, N = 60 \). At higher densities, the zigzag structure is destroyed. The color scale shows the pair density relative to the maximum value for each plot. Only a portion of the full periodic system is shown.

Fig. 2(a) shows that this linear ordering persists even when \( r_s \) deviates significantly from the center of the wire: there is, of course, some short-range zigzag correlation in response to the off-axis electron, but at larger distances the arrangement is linear. We observe this linear phase until the density increases past \( r_s = 3.79 \), where the zigzag transition occurs; this value is close to that for the classical transition, \( r_s^{\text{class}} = 3.75 \) for \( \omega = 0.1 \). Fig. 2(b) shows the system in the “zigzag phase” at \( r_s = 3.6 \): the electrons are arranged in a long-range zigzag pattern. Beyond the transition, the amplitude of the zigzag structure continues to increase, reaching a maximum value near \( r_s = 3.0 \), shown in Fig. 2(c).

We now turn to the case with stronger quantum fluctuations, \( \omega = 0.6 \), where \( r_0 \) is on the same scale as the effective Bohr radius \( (r_0 = 1.8) \). At \( r_s = 1.5 \), Fig. 2(a) shows the system in the linear phase, but modulations in
the pair density are much smaller than at \( \omega = 0.1 \). The zigzag transition occurs between \( r_s = 1.4 \) and \( r_s = 1.45 \); this deviates significantly from the classical transition point, \( r_s^{\text{class}} = 1.19 \) for \( \omega = 0.6 \). Fig. 3(b) shows the system in the zigzag phase at \( r_s = 1.3 \); quantum fluctuations smear out correlations in the pair density. We shall now show, however, that there are strong zigzag correlations present despite the rather weak features in the pair density.

To characterize the long-range zigzag order more quantitatively, we first number the electrons along the wire axis (i.e., by increasing \( \theta \)). We can then define a zigzag correlation function

\[
C_{zz}(|i-j|) \equiv \langle (-1)^i y_i (-1)^j y_j \rangle ,
\]

where \( y \equiv r-\bar{r} \) denotes the transverse coordinate (for our ring geometry, the radial position \( r \) relative to the mean \( \bar{r} \)). This correlation function corresponds to the field \( (-1)^i y_i \) that orders in the zigzag state [12]; \( C_{zz}(|i-j|) \) indicates how strongly the \( i^{\text{th}} \) and \( j^{\text{th}} \) electrons are locked in a zigzag pattern as a function of the number of inter-vining electrons. Note that \( C_{zz} \) is similar to a staggered spin correlation function for an antiferromagnetic system.

Fig. 4 shows the zigzag correlation function, normalized by the mean squared wire width \( \langle y^2 \rangle \), plotted at several values of \( r_s \) for \( \omega = 0.1 \) [Fig. 4(a)] and \( \omega = 0.6 \) [Fig. 4(b)]. In the linear phase (\( r_s = 3.8, 4.0 \) for \( \omega = 0.1 \); \( r_s = 1.3, 2.0 \) for \( \omega = 0.6 \)), there is no long-range zigzag order, and \( C_{zz} \) decays to 0 within a few inter-particle spacings. In the zigzag phase (\( r_s = 3.0, \ldots, 3.7 \) for \( \omega = 0.1 \) and \( r_s = 1.1, \ldots, 1.4 \) for \( \omega = 0.6 \)), \( C_{zz} \) saturates to a finite value. At \( \omega = 0.6 \), long-range zigzag order is present even in the absence of strong long-range positional order along the axis of the wire. This is possible because the zigzag order is not local (tied to the coordinate along the wire axis), but rather depends non-locally on the numbering of the electrons along the wire. This demonstrates

---

**FIG. 3.** Pair densities for electrons in a wire with \( \omega = 0.6 \). The red stars mark \( r_s \). \( (r \) is plotted relative to \( \bar{r} \), and \( \theta \) is plotted in units of the interparticle spacing \( 2\pi/N \).) (a) \( r_s = 1.5, N = 30 \). At low densities, electrons in a quantum wire form a linear Wigner crystal. (b) \( r_s = 1.3, N = 30 \). As the density increases, a zigzag structure forms, though quantum fluctuations smear our correlations in the pair density. (c) \( r_s = 0.5, N = 60 \). At higher densities, the zigzag structure vanishes. The color scale shows the pair density relative to the maximum value for each plot. Only a portion of the full periodic system is shown.

**FIG. 4.** The zigzag correlation function, normalized by the average wire width: \( C_{zz}(|i-j|)/\langle y^2 \rangle = \langle (-1)^i y_i (-1)^j y_j \rangle /\langle y^2 \rangle \), plotted for various values of \( r_s \) at (a) \( \omega = 0.1 \) and (b) \( \omega = 0.6 \) for \( N = 30 \) electrons. (\( y \equiv r - \bar{r} \) is measured in units of the effective Bohr radius \( a_B^* \).) In the linear phase (dashed lines), \( C_{zz} \) decays to 0; in the zigzag phase (solid lines), \( C_{zz} \) saturates to a finite value, indicating long-range zigzag order. In the liquid phase (dotted lines) \( C_{zz} \) again decays. [Note that since our system is periodic, \( C_{zz}(k) = C_{zz}(N-k) \), thus \( C_{zz}(k) \) must be flat at \( k = N/2 \).]
that the zigzag transition occurs in the quantum regime. When we increase the density further, the zigzag correlation function again decays, indicating that the zigzag structure disappears. This is visible in Fig. 4 at higher densities \((r_s = 1.0, 2.0)\) for \(\omega = 0.1\), \(r_s = 0.5, 0.8\) for \(\omega = 0.6\). At these higher densities, the pair density plots show little structure, indicating that the positional order has been lost, as seen in Fig. 2(d) at \(\omega = 0.1\), \(r_s = 2.0\), and in Fig. 3(c) at \(\omega = 0.6\), \(r_s = 0.5\). (We plot results from a larger system size, \(N = 60\), in these cases to lessen the effects of our ring geometry.) Two rows are visible in the pair density, but there are no strong zigzag correlations. We identify this liquid-like phase with the two-gapless-mode phase described in [12].

There are a number of unusual features in \(C_{zz}\). First, for values of \(r_s\) close to the zigzag transition (e.g., \(r_s = 3.7\) at \(\omega = 0.1\), and \(r_s = 1.4\) at \(\omega = 0.6\)), \(C_{zz}\) decreases sharply before saturating, while the decay is more gradual for smaller \(r_s\). We also see oscillations in \(C_{zz}\) in the phase where the zigzag structure is destroyed \((r_s = 1.0, 2.0)\) at \(\omega = 0.1\), and \(r_s = 0.5, 0.8\) at \(\omega = 0.6\); these oscillations appear to be caused by finite-size effects since we observe longer wavelengths at larger \(N\). Finally, at the highest densities, \(C_{zz}\) shows anti-zigzag ordering \([33]\) at \(|i−j| = 2\).

The long-range value of the zigzag correlation yields the order parameter of the phase transition, \(M_{zz}\). We estimate \(M_{zz}^2\) by averaging over the long-range part of the correlation,

\[
M_{zz}^2 \approx \langle C_{zz}(|i−j|)|i−j|>N/4.
\]

\(M_{zz}\) is related to the amplitude of the zigzag structure—it is half the width between the two zigzag rows. Fig. 5 shows the order parameter at \(\omega = 0.1\) and 0.6 as a function of \(r_s\) (scaled in units of \(r_0\)). \(M_{zz}\) increases sharply at the transition from the linear phase to the zigzag phase. As with the pair densities and correlation functions, \(M_{zz}\) shows the same generic behavior at \(\omega = 0.6\) as at 0.1—behavior consistent with that of a continuous phase transition. The transition occurs at a scaled density close to the classical value for \(\omega = 0.1\) but at a considerably lower scaled density for \(\omega = 0.6\). In both cases, the behavior near the transition differs qualitatively from the classical case [9], highlighting its quantum nature. As the system evolves at higher density from the zigzag to the liquid-like phase, \(M_{zz}\) decreases gradually.

In conclusion, we have demonstrated that the linear to zigzag transition occurs at parameters relevant to experiments in quantum wires. A transition to a phase with long-range zigzag correlations occurs even in narrow wires where large quantum fluctuations smear out density correlations; the quantum phase transition in these wires differs substantively from the classical case. Future work will examine other signatures of this transition; in addition, the role of spin and finite temperature at intermediate interaction strength remains unexplored.

We thank J. Anders, A. D. Güçlü, K. A. Matveev, J. Shumway, and M. Pepper for helpful discussions, and H. Jiang for providing the density functional code. This work was supported in part by the U.S. DOE, Materials Sciences and Engineering, DE-SC0005237 (A.C.M. and H.U.B), the U.S. NSF, DMR-0908653 (C.J.U.), and EU FP7 Marie Curie IRG (J.S.M.). A.C.M. was partially supported by an E. Bayard Halsted Fellowship from Duke University. A portion of the calculations were done on the Open Science Grid, which is supported by the NSF and DOE Office of Science. J.S.M. and H.U.B thank the Fondation Nanosciences de Grenoble for facilitating the exchange between Grenoble and Duke.

\[\text{References:}\]

[1] T. Giamarchi, Quantum Physics in One Dimension (Clarendon Press, 2003).
[2] A. Imambekov, T. L. Schmidt, and L. I. Glazman, Rev. Mod. Phys., 84, 1253 (2012).
[3] V. V. Deshpande, M. Bockrath, L. I. Glazman, and A. Yacoby, Nature, 464, 209 (2010).
[4] I. Bloch, Nature Physics, 1, 23 (2005).
[5] J. P. Home, D. Hanneke, J. D. Jost, J. M. Amini, D. Leibfried, and D. J. Wineland, Science, 325, 1227 (2009).
[6] R. Blatt and C. F. Roos, Nature Physics, 8, 277 (2012).
[7] H. J. Schulz, Phys. Rev. Lett., 71, 1864 (1993).
[8] L. Shulenburger, M. Casula, G. Senatore, and R. M. Martin, Phys. Rev. B, 78, 165303 (2008).
[9] For a review, see J. S. Meyer and K. A. Matveev, J. Phys.: Condens. Matter, 21, 023203 (2009).
[10] A. K. Chaplik, Pis'ma Zh. Eksp. Teor. Fiz., 31, 275 (1980) [JETP Lett. 31, 252 (1980)].
[11] J. P. Schiffer, Phys. Rev. Lett., 70, 818 (1993).
[12] J. S. Meyer, K. A. Matveev, and A. I. Larkin, Phys. Rev. Lett., 98, 126404 (2007).
[13] M. Sitte, A. Rosch, J. S. Meyer, K. A. Matveev, and M. Garst, Phys. Rev. Lett., 102, 176404 (2009).
[14] T. Meng, M. Dixit, M. Garst, and J. S. Meyer, Phys. Rev. B, 83, 125323 (2011).
[15] E. Welander, I. I. Yakimenko, and K.-F. Berggren, Phys. Rev. B, 82, 073307 (2010).
[16] W. K. Hew, K. J. Thomas, M. Pepper, I. Farrer, D. Anderson, G. A. C. Jones, and D. A. Ritchie, Phys. Rev. Lett., 102, 056804 (2009).
[17] L. W. Smith, W. K. Hew, K. J. Thomas, M. Pepper, I. Farrer, D. Anderson, G. A. C. Jones, and D. A. Ritchie, Phys. Rev. B, 80, 041306 (2009).
[18] G. Birkl, S. Kassner, and H. Walther, Nature, 357, 310 (1992).
[19] D. G. Enzer, M. M. Schauer, J. J. Gomez, M. S. Gulley, M. H. Holzscheiter, P. G. Kwiat, S. K. Lamereaux, C. G. Peterson, V. D. Sandberg, D. Tupa, A. G. White, R. J. Hughes, and D. F. V. James, Phys. Rev. Lett., 85, 2466 (2000).
[20] E. Shimshoni, G. Morigi, and S. Fishman, Phys. Rev. Lett., 106, 010401 (2011).
[21] Z.-X. Gong, G.-D. Lin, and L.-M. Duan, Phys. Rev. Lett., 105, 265703 (2010).
[22] A. del Campo, G. De Chiara, G. Morigi, M. B. Plenio, and A. Retzker, Phys. Rev. Lett., 105, 075701 (2010).
[23] G. E. Astrakharchik, G. Morigi, G. De Chiara, and J. Boronat, Phys. Rev. A, 78, 063622 (2008).
[24] J. Ruhman, E. G. Dalla Torre, S. D. Huber, and E. Altman, Phys. Rev. B, 85, 125121 (2012).