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Abstract Necessary and sufficient conditions are given for the asymptotic stability and instability of a two-dimensional incommensurate order autonomous linear system, which consists of a differential equation with a Caputo-type fractional order derivative and a classical first order differential equation. These conditions are expressed in terms of the elements of the system’s matrix, as well as of the fractional order of the Caputo derivative. In this setting, we obtain a generalization of the well known Routh-Hurwitz conditions. These theoretical results are then applied to the analysis of a two-dimensional fractional-order Morris-Lecar neuronal model, focusing on stability and instability properties. This fractional order model is built up taking into account the dimensional consistency of the resulting system of differential equations. The occurrence of Hopf bifurcations is also discussed. Numerical simulations exemplify the theoretical results, revealing rich spiking behavior. The obtained results are also compared to similar ones obtained for the classical integer-order Morris-Lecar neuronal model.
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1 Introduction

In many real world applications, generalizations of dynamical systems using fractional-order differential equations instead of classical integer-order differential equations have proven to be more accurate, as fractional-order derivatives provide a good tool for the description of memory and hereditary properties. Phenomenological description of colored noise [5], electromagnetic waves [12], diffusion and wave propagation [15][31], viscoelastic liquids [16], fractional kinetics [29] and hereditary effects in nonlinear acoustic waves [40] are just a few areas where fractional-order derivatives have been successfully applied.

In addition to straightforward similarities that can be drawn between fractional- and integer-order derivatives and corresponding dynamical systems, it is important to realize that qualitative differences may also arise. For instance, the fractional-order derivative of a non-constant periodic function cannot be a periodic function of the same period [20], which is in contrast with the integer-order case. As a consequence, periodic solutions do not exist in a wide class of fractional-order systems. Due to these qualitative differences, which cannot be addressed by simple generalizations of the properties that are available in the integer-order case, the theory of fractional-order systems is a very promising field of research.

With a multitude of practical applications, stability analysis is one of the most important research topics of the qualitative theory of fractional-order systems. Comprehensive surveys of stability properties of fractional differential equations and fractional-order systems have been recently pub-
lished in [25, 37]. When it comes to the stability of linear autonomous commensurate fractional order systems, the most important starting point is Matignon’s theorem [30], which has been recently generalized in [35, 36, 46]. Incommensurate order systems have not received as much attention as their commensurate order counterparts. Some stability results for linear incommensurate fractional order systems with rational orders have been obtained in [6, 34]. Oscillations in two-dimensional incommensurate fractional order systems with irrational orders have been investigated in [37]. Linearization theorems (or analogues of the classical Hartman-Grobman theorem) for fractional-order systems have been proved in [24, 25, 27, 29, 31, 35] for an introduction to fractional calculus and the qualitative analysis of fractional-order dynamical systems.

In the first of this paper, our aim is to explore necessary and sufficient conditions for the asymptotic stability and instability of a two-dimensional linear incommensurate fractional order system, which consists of a differential equation with a Caputo-type fractional order derivative and a classical first order differential equation.

In the second part of this paper, we propose and analyze a two-dimensional fractional-order Morris-Lecar neuronal model, by replacing the integer-order derivative from the equation describing the dynamics of the membrane potential by a Caputo fractional-order derivative, with careful treatment of the dimensional consistency problem of the resulting system. This fractional-order formulation is justified by experimental results concerning biological neurons [1]. In [27], it has been underlined that "fractional differentiation provides neurons with a fundamental and general computation ability that can contribute to efficient information processing, stimulus anticipation and frequency-independent phase shifts of oscillatory neuronal firing", emphasizing the importance of developing and analyzing fractional-order models of neuronal activity.

**2 Preliminaries**

**2.1 Fractional-order derivatives**

The Grünwald-Letnikov derivative, the Riemann-Liouville derivative and the Caputo derivative are the most widely used types of fractional derivatives, which are generally not equivalent. In this paper, we restrict our attention to the Caputo derivative, as it is more applicable to real world problems, given that it only requires initial conditions expressed in terms of integer-order derivatives, which represent well-understood features of physical situations. We refer to [8, 21, 23, 35] for an introduction to fractional calculus and the qualitative analysis of fractional-order dynamical systems.

**Definition 1** The Caputo fractional-order derivative of an absolutely continuous function $f$ on a real interval $[a, b]$ is

$$^cD^q f(x) = \frac{1}{\Gamma(1-q)} \int_0^x (x-t)^{-q} f'(t) dt,$$

where the gamma function is defined, as usual, as:

$$\Gamma(z) = \int_0^\infty e^{-t} t^{z-1} dt.$$

**Remark 1** The Caputo derivative of a function $f$ can be expressed as

$$^cD^q f(x) = (k * f') (x),$$

where $k(x) = \frac{x^{-q}}{\Gamma(1-q)}$ and * denotes the convolution operation. The Laplace transform of the function $k(x)$ is

$$\mathcal{L}(k)(s) = s^{q-1},$$

where, according to [10] (example 8 on page 8), the principal value (first branch) of the complex power function has to be taken into account. Therefore, the Laplace transform of the Caputo derivative is deduced in the following way:

$$\mathcal{L}(^cD^q f)(s) = \mathcal{L}((k * f'))(s) = \mathcal{L}(k)(s) \cdot \mathcal{L}(f')(s) = s^{q-1} (s \mathcal{L}(f)(s) - f(0)) = s^q \mathcal{L}(f)(s) - s^{q-1} f(0).$$

In the following, we give an elementary result that will be useful in the theoretical analysis of the Morris-Lecar neuronal model. For completeness, the proof is included in Appendix A.

**Proposition 1** Let $f$ and $g$ be two functions such that $g(x) = f(ax)$, with $a \neq 0$. Then

$$^cD^q g(x) = a^q \cdot ^cD^q f(ax)$$

**2.2 Stability of fractional-order systems**

Let us consider the $n$-dimensional fractional-order system

$$^cD^q x(t) = f(t, x)$$ (1)

where $q = (q_1, q_2, ..., q_n) \in (0, 1)^n$ and $f : [0, \infty) \times \mathbb{R}^n \rightarrow \mathbb{R}^n$ is continuous on the whole domain of definition and Lipschitz-continuous with respect to the second variable, such that

$$f(t, 0) = 0 \quad \text{for any } t \geq 0.$$ 

Let $\varphi(t, x_0)$ denote the unique solution of (1) which satisfies the initial condition $x(0) = x_0$ (it is important to note that the conditions on the function $f$ given above guarantee the existence and uniqueness of such a solution [8]).

It is well-known that in general, the asymptotic stability of the trivial solution of system (1) is not of exponential type [3,14], because of the presence of the memory effect. Due
to this observation, a special type of non-exponential asymptotic stability concept has been defined for fractional-order differential equations [26], called Mittag-Leffler stability. In this paper, we are concerned with $\mathcal{O}(t^{-\alpha})$-asymptotical stability, which reflects the algebraic decay of the solutions.

**Definition 2** The trivial solution of (1) is called stable if for any $\varepsilon > 0$ there exists $\delta = \delta(\varepsilon) > 0$ such that for every $x_0 \in \mathbb{R}^n$ satisfying $\|x_0\| < \delta$ we have $\|\phi(t,x_0)\| \leq \varepsilon$ for any $t \geq 0$.

The trivial solution of (1) is called asymptotically stable if it is stable and there exists $\rho > 0$ such that for any $\|x_0\| < \rho$ one has:

$$\|\phi(t,x_0)\| = \mathcal{O}(t^{-\alpha}) \quad \text{as} \quad t \to \infty.$$  

It is important to remark that $\mathcal{O}(t^{-\alpha})$-asymptotical stability, as defined above, clearly implies asymptotic stability.

### 3 Stability results for a linear system involving one Caputo derivative

We will first investigate the stability properties of the following linear system:

$$
\begin{bmatrix}
D^q x(t) \\
\dot{y}(t)
\end{bmatrix} = A \cdot \begin{bmatrix}
x(t) \\
y(t)
\end{bmatrix}
\tag{2}
$$

where $A = (a_{ij})$ is a real 2-dimensional matrix and $q \in (0, 1)$.

**Remark 2** We may assume $a_{12} \neq 0$. Otherwise, the first equation of system (2) would be decoupled from the second equation.

Applying the Laplace transform to system (2), we obtain:

$$
\begin{bmatrix}
s^q X(s) - s^{q-1} x(0) \\
sY(s) - y(0)
\end{bmatrix} = A \cdot \begin{bmatrix}
X(s) \\
Y(s)
\end{bmatrix},
$$

where $X(s) = \mathcal{L}(x)(s)$ and $Y(s) = \mathcal{L}(y)(s)$ denote the Laplace transforms of the functions $x$ and $y$ respectively, and $s^q$ represents the principal value (first branch) of the complex power function $\mathcal{L}(s)$. Therefore:

$$
\text{diag}(s^q, s) - A \cdot \begin{bmatrix}
X(s) \\
Y(s)
\end{bmatrix} = \begin{bmatrix}
s^{q-1}x(0) \\
y(0)
\end{bmatrix}
$$

In the following, we will denote:

$$
\Delta_A(s) = \det(\text{diag}(s^q, s) - A) = s^{q+1} - a_{11} s^{q} - a_{22} s^q + \det(A).
$$

We can easily express

$$
X(s) = \frac{x(0)s^q(s - a_{22}) + a_{12} y(0)s}{s\Delta_A(s)}
\quad \text{and} \quad
Y(s) = \frac{a_{21}x(0)s^q + y(0)s^{q-1} - a_{11}}{s\Delta_A(s)}
\tag{3}
$$

With the aim of proving sufficient conditions for the stability of linear systems of fractional differential equations, several authors have exploited the Final Value Theorem of the Laplace Transform [7,33]. For the sake of completeness, we state the following result:

**Theorem 1** 1. System (2) is $\mathcal{O}(t^{-q})$-globally asymptotically stable if and only if all the roots of $\Delta_A(s)$ are in the open left half-plane ($\Re(s) < 0$).

2. If $\det(A) \neq 0$ and $\Delta_A(s)$ has at least one root in the open right half-plane ($\Re(s) > 0$), then system (2) is unstable.

**Proof** Part I - Necessity. Assume that system (2) is $\mathcal{O}(t^{-q})$-globally asymptotically stable and let $(x(t), y(t))$ denote the solution of system (2) which satisfies the initial condition $(x(0), y(0)) = (x_0, y_0) \in \mathbb{R}^2$. We may choose $x_0, y_0 \neq 0$. It follows that there exist $M > 0$ and $T > 0$ such that

$$
|x(t)| \leq \|(x(t), y(t))\| \leq Mt^{-q} \quad \text{for any} \quad t \geq T.
$$

We obtain that the Laplace transform $X(s)$ is absolutely continuous and holomorphic in the open right half-plane ($\Re(s) > 0$) [10]. Therefore, $X(s)$ does not have any poles in the open right half-plane. From (3), we remark that

$$
X(s) = \frac{x_0 s^q(s - a_{22}) + a_{12} y_0 s}{s\Delta_A(s)}
$$

and the function from the numerator is holomorphic on $\mathbb{C} \setminus \mathbb{R}_-$. So far, we have obtained:

$$
\Delta_A(s) \neq 0 \quad \text{for any} \quad s \in \mathbb{C}, \quad \Re(s) > 0.
$$

We now argue that $\Delta_A(0) \neq 0$. Indeed, assuming that $\Delta_A(0) = 0$, it follows that $\det(A) = 0$ and

$$
\Delta_A(s) = s^{q+1} - a_{11} s^{q} - a_{22} s^q.
$$

Therefore:

$$
\lim_{s \to 0} sX(s) = \lim_{s \to 0} \frac{x_0 s^q(s - a_{22}) + a_{12} y_0 s}{\Delta_A(s)}
\quad =
\quad \lim_{s \to 0} \frac{x_0(s - a_{22}) + a_{12} y_0 s^{1-q}}{s - a_{11} s^{1-q} - a_{22}}
\quad =
\quad \left\{
\begin{array}{ll}
0, & \text{if} \quad a_{22} \neq 0, \\
\frac{a_{12}}{a_{11}}, & \text{if} \quad a_{22} = 0.
\end{array}
\right.
$$

which contradicts the Final Value Theorem for the Laplace transform $X(s)$ (since $x(t) \to 0$ as $t \to \infty$). Hence, $\Delta_A(0) \neq 0$.

Now and consider the solution $(x(t), y(t))$ of system (2) which satisfies the initial condition $(x(0), y(0)) = (0, \frac{1}{a_{11}})$. 
For \( x(t) \) we obtain the Laplace transform \( X(s) = \Delta_A(s)^{-1} \). Assuming that \( \Delta_A(s) \) has a root on the imaginary axis (but not at the origin), it follows that \( X(s) \) has a pole on the imaginary axis, which implies that \( x(t) \) has persistent oscillations, contradicting the convergence of \( x(t) \) to the limit 0, as \( t \to \infty \).

Therefore, we obtain \( \Delta_A(s) \neq 0 \), for any \( s \in \mathbb{C}, \Re(s) \geq 0 \).

**Part 1 - Sufficiency.** Let \( (x(t), y(t)) \) denote the solution of system (2) which satisfies the initial condition \( (x(0), y(0)) = (x_0, y_0) \in \mathbb{R}^2 \). Assuming that all the roots of \( \Delta_A(s) \) are in the open left half-plane, it follows that all the poles of the Laplace transforms \( X(s) \) and \( Y(s) \) given by (3) are either in the open left half-plane or at the origin, and \( X(s) \) and \( Y(s) \) have at most a single pole at the origin (in fact, only \( X(s) \) has a simple pole at the origin). A simple application of the Final Value Theorem of the Laplace transform [4] yields

\[
\lim_{s \to 0} sX(s) = \lim_{s \to 0} x(s) = \lim_{s \to 0} \frac{x_0 s^2 (s - a_{22}) + a_{12} y_0 s}{\Delta_A(s)} = 0;
\]

\[
\lim_{s \to 0} sY(s) = \lim_{s \to 0} y(s) = \lim_{s \to 0} \frac{a_{21} x_0 s^2 + y_0 s (s^2 - a_{11})}{\Delta_A(s)} = 0.
\]

Moreover, the Laplace transform \( X(s) \) is holomorphic in the left half-plane, except at the origin and has the asymptotic expansion

\[
X(s) \sim \sum_{n=0}^{\infty} c_n s^{\lambda_n}, \quad \text{as } s \to 0,
\]

where \( \lambda_0 = q - 1 < \lambda_1 < \ldots < \lambda_n < \ldots \). Using Theorem 37.1 from [10], the following asymptotic expansion is obtained:

\[
x(t) \sim \sum_{n=0}^{\infty} \frac{c_n}{\Gamma(-\lambda_n)} t^{-\lambda_n+1}, \quad \text{as } t \to \infty,
\]

where \( \Gamma \) represents the Gamma function with the understanding that

\[
\frac{1}{\Gamma(-\lambda_n)} = 0 \quad \text{if } \lambda_n \in \mathbb{Z}_+.
\]

As \( \lambda_0 + 1 = q \), it follows that \( x(t) \) converges to 0 as \( t^{-q} \).

On the other hand, the Laplace transform \( Y(s) \) is holomorphic in the whole left half-plane and has a similar asymptotic expansion as \( X(s) \). As above, it follows that \( y(t) \) converges to 0 as \( t^{-q} \).

Combining the convergence results for the two components \( x(t) \) and \( y(t) \), it follows, based on Definition 2 that system (2) is \( O(t^{-q}) \)-globally asymptotically stable.

**Part 2.** Assume that \( \det(A) \neq 0 \), which is equivalent to \( \Delta_A(0) \neq 0 \). Consider the solution of \( (x(t), y(t)) \) of system (2) which satisfies the initial condition \( (x(0), y(0)) = (0,0) \), with an arbitrary \( y_0 \in \mathbb{R}^* \). This solution has the Laplace transform \( X(s) = a_{12} y_0 \Delta_A(s)^{-1} \). Based on Proposition 3.1 from [2], it follows that \( \Delta_A(s) \) has a finite number of roots in \( \mathbb{C} \setminus \mathbb{R}_- \), and in particular, in the open right half-plane. Obviously, the Laplace transform \( X(s) \) is analytic in \( \mathbb{C} \setminus \mathbb{R}_- \), except at the poles given by the roots of \( \Delta_A(s) \).

If \( \Delta_A(s) \) has at least one root in the open right half-plane, let us denote by \( \rho > 0 \) the real part of a dominant pole of \( X(s) \), i.e. \( \rho = \max(\Re(s) : \Delta_A(s) = 0) \), and by \( \nu \geq 1 \) the largest order of a dominant pole. Following Theorem 35.1 from [10], we obtain that \( |x(t)| \) is asymptotically equal to \( k t^{\nu-1} e^{\rho t} \) (with \( k > 0 \)) as \( t \to \infty \). Hence, \( x(t) \) is unbounded and therefore, system (2) is unstable. \( \square \)

Taking into account the special form of the characteristic function \( \Delta_A(s) \) given above, we prove the following result:

**Proposition 2** Consider the complex-valued function

\[
\Delta(s) = s^q + a + by^q + c,
\]

where \( q \in (0, 1), \ a, b, c \in \mathbb{R}, \ b > 0 \), and \( s^q \) represents the principal value (first branch) of the complex power function.

1. If \( c < 0 \), then \( \Delta(s) \) has at least one positive real root.
2. \( \Delta(0) = 0 \) if and only if \( c = 0 \).
3. Assume \( c > 0 \).
   (a) If \( a \geq 0 \) then all roots of \( \Delta(s) \) satisfy \( \Re(s) < 0 \).
   (b) The function \( \Delta(s) \) has a pair of pure imaginary roots if and only if
      \[
a = a^*(b, c, q) =
      \]
      \[
      = -b^q |h_q^{-1}(c/bq+1)|^{-q} h_q^{-1}(c/bq+1) \cos \frac{q\pi}{2} + \sin \frac{q\pi}{2}
      \]
      where \( h_q : (\cot \frac{q\pi}{2}, \infty) \to (0, \infty) \) is the function defined by
      \[
h_q(\omega) = \omega^q \left( \omega \sin \frac{q\pi}{2} - \cos \frac{q\pi}{2} \right)
      \]
      (c) If \( s(a, b, c, q) \) is a root of \( \Delta(s) \) such that
         \[
         \Re(s(a^*, b, c, q)) = 0,
         \]
      where \( a^* = a^*(b, c, q) \), the following transversality condition holds:
      \[
      \frac{\partial \Re(s)}{\partial a} \bigg|_{a=a^*} < 0.
      \]
   (d) All roots of \( \Delta(s) \) are in the left half-plane if and only if \( a > a^*(b, c, q) \).
   (e) \( \Delta(s) \) has a pair of roots in the right half-plane if and only if \( a < a^*(b, c, q) \).
   (f) For any \( q \in (0, 1) \), the following inequalities hold:
      \[
a^*(b, c, q) \leq -b^q \leq -\min\{b, 1\}
      \]

Proof

1. We have \( \Delta(0) = c < 0 \) and \( \Delta(\infty) = \infty \), and therefore, due to the continuity of the function \( \Delta(s) \) on \( (0, \infty) \), it follows that it has at least one positive real root.
2. The proof is trivial as $\Delta(0) = c$.

3.(a) Let $a \geq 0$ and $c > 0$. Assuming, by contradiction, that $\Delta(s)$ has a root $s$ with $\Re(s) \geq 0$, it follows that

$$|\arg(s)| \leq \frac{\pi}{2} \Rightarrow |\arg(s^q)| = q \cdot |\arg(s)| \leq \frac{q\pi}{2} < \frac{\pi}{2}$$

Therefore, $\Re(s^q) > 0$. On the other hand, we have:

$$s^{q+1} + as + bs^q + c = 0 \iff s^q = \frac{-as - c}{s + b}$$

and hence

$$\Re(s^q) = \Re\left(\frac{-as - c}{s + b}\right) = \Re\left[\frac{(-as - c)(s + b)}{|s + b|^2}\right]$$

$$= \Re\left(\frac{-as - c}{s + b}\right) \Re(s) - \Im(\Re(s) + b) = \Re(\Re(s) + b) + a \Im(s) = \Re(s) - bc,$$

As $a \geq 0$, $b > 0$, $c \geq 0$, then $-a|s|^2 - (ab + c)\Re(s) - bc \leq 0$ and so $\Re(s^q) \leq 0$, which contradicts $\Re(s^q) > 0$. We conclude that the equation $\Delta(s) = 0$ does not have any roots with $\Re(s) \geq 0$.

3.(b) Let $a < 0$ and $c > 0$. Assuming that $\Delta(s)$ has a pair of pure imaginary roots, there exists $\omega > 0$ such that $s = ib\omega$ is a root of $\Delta(s)$. From $\Delta(ib\omega) = 0$ we have:

$$b^{q+1} \omega^{q+1} \left( -\sin \frac{q\pi}{2} + i \cos \frac{q\pi}{2} \right) + iab\omega +$$

$$b^{q+1} \left( \cos \frac{q\pi}{2} + i \sin \frac{q\pi}{2} \right) \omega^q + c = 0$$

Taking the real and the imaginary parts in this equation, we obtain:

$$-b^{q+1} \omega^{q+1} \sin \frac{q\pi}{2} + b^{q+1} \omega^q \cos \frac{q\pi}{2} + c = 0$$

$$b^{q+1} \omega^{q+1} \cos \frac{q\pi}{2} + ab\omega + b^{q+1} \omega^q \sin \frac{q\pi}{2} = 0$$

which is equivalent to

$$\begin{cases} a = -b^{q+1} \omega^{q+1} \left( \cos \frac{q\pi}{2} + \sin \frac{q\pi}{2} \right) \\ c = b^{q+1} \omega^q \left( \sin \frac{q\pi}{2} - \cos \frac{q\pi}{2} \right) \end{cases}$$

As $c > 0$, it results that $\omega \sin \frac{q\pi}{2} > \cos \frac{q\pi}{2}$, which leads to $\omega > \cot \frac{q\pi}{2}$. Since

$$\frac{c}{b^{q+1}} = \omega^q \left( \omega \sin \frac{q\pi}{2} - \cos \frac{q\pi}{2} \right),$$

we consider the function $h_\omega : \left( \cot \frac{q\pi}{2}, \infty \right) \to (0, \infty)$ defined by

$$h_\omega(\omega) = \omega^q \left( \omega \sin \frac{q\pi}{2} - \cos \frac{q\pi}{2} \right).$$

It is easy to see that for any $\omega > \cot \frac{q\pi}{2}$, we have:

$$h_\omega'(\omega) = q\omega^{q-1} \left( \omega \sin \frac{q\pi}{2} - \cos \frac{q\pi}{2} \right) + \omega^q \sin \frac{q\pi}{2} > 0.$$

Hence, $h_\omega$ is an increasing function on the interval $\left( \cot \frac{q\pi}{2}, \infty \right)$ and therefore $h_\omega$ is invertible, with the inverse denoted by $h_\omega^{-1} : (0, \infty) \to \left( \cot \frac{q\pi}{2}, \infty \right)$. Hence, from (6) we obtain:

$$\omega = h_\omega^{-1} \left( \frac{c}{b^{q+1}} \right).$$

From the first equation of (5), we conclude that $a = a^*(b, c, q)$.

3.(c) Let $s(a, b, c, q)$ denote the root of $\Delta(s)$ with the property

$$s(a^*, b, c, q) = ib\omega,$$

as in 3.(b), where $a^* = a(b, c, q)$. Differentiating with respect to $a$ in the equation:

$$s^{q+1} + as + bs^q + c = 0$$

we obtain:

$$(q + 1)s^q \cdot \frac{\partial s}{\partial a} + s + a \cdot \frac{\partial s}{\partial a} + b \cdot q \cdot s^{-1} \cdot \frac{\partial s}{\partial a} = 0,$$

and hence:

$$\frac{\partial s}{\partial a} = \frac{-s}{(q + 1)s^q + qbs^q - 1 + a}.$$

Taking the real part of this equation, we obtain:

$$\frac{\partial \Re(s)}{\partial a} = \Re\left( \frac{\partial s}{\partial a} \right) = \Re\left( \frac{-s}{(q + 1)s^q + qbs^q - 1 + a} \right).$$

Therefore:

$$\frac{\partial \Re(s)}{\partial a} \bigg|_{a = a^*} = \Re\left( \frac{-ib\omega}{(q + 1)(ib\omega)^q + q(bib\omega)^q - 1 + a^*} \right).$$

Denoting $P(\omega) = (q + 1)(ib\omega)^q + q(bib\omega)^q - 1 + a^*$, we obtain:

$$\frac{\partial \Re(s)}{\partial a} \bigg|_{a = a^*} = \frac{ib\omega}{P(\omega)^2} \cdot \Re\left( \frac{-iP(\omega)}{|P(\omega)|^2} \right)$$

$$= \frac{b\omega}{|P(\omega)|^2} \cdot \Re\left( -\Im(P(\omega)) \right)$$

As

$$P(\omega) = (q + 1)b^q \omega^q \left( \cos \frac{q\pi}{2} + i \sin \frac{q\pi}{2} \right) +$$

$$+ qbs^q - 1(-i) \left( \cos \frac{q\pi}{2} + i \sin \frac{q\pi}{2} \right) + a^*,$$
we have:
\[ \Im(P(\omega)) = (q + 1)b^q \omega^q \sin \frac{q \pi}{2} - qb^q \omega^{q-1} \cos \frac{q \pi}{2}. \]
As \( \omega > \cot \left( \frac{\pi}{2} \right) \), it results that
\[ \frac{\partial \Re(s)}{\partial a} \Big|_{a=a^*} = \frac{b^{q+1} \omega^q}{|P(\omega)|^2} \left( q \cos \frac{q \pi}{2} - (q + 1) \omega \sin \frac{q \pi}{2} \right) < 0. \]

3.(d,e) The transversality condition obtained above shows that \( \Re(s) \) is decreasing in a neighborhood of \( a^* \), and therefore, when \( a \) decreases below the critical value \( a^* = a^*(b, c, q) \), the pair of complex conjugated roots \( (s, \bar{s}) \) cross the imaginary axis from the left half-plane into the right half-plane. Combined with 3.(a), we obtain the desired conclusions.

3.(f) We will first prove that for any \( q \in (0, 1) \) and any \( \omega > 0 \), the following inequality holds:
\[ \omega \cos \frac{q \pi}{2} + \sin \frac{q \pi}{2} \geq \omega^{1-q}. \]
Indeed, let us denote \( \theta = \arctan \omega \in (0, \frac{\pi}{2}) \). Inequality (7) is equivalent to
\[ \tan \theta \cos \frac{q \pi}{2} + \sin \frac{q \pi}{2} \geq (\tan \theta)^{1-q} \]
which can be rewritten as
\[ \sin \left( \theta + \frac{q \pi}{2} \right) \geq (\sin \theta)^{1-q} (\cos \theta)^q. \]
As the natural logarithm is an increasing function and \( \cos(\theta) = \sin \left( \theta + \frac{\pi}{2} \right) \), this inequality is further equivalent to:
\[ \ln \left( \sin \left( \theta + \frac{q \pi}{2} \right) \right) \geq (1-q) \ln(\sin \theta) + q \ln \left( \sin \left( \theta + \frac{\pi}{2} \right) \right). \]
This last inequality easily follows from the fact that the function \( f(x) = \ln(\sin(x)) \), defined on the interval \((0, \pi)\), is a concave function (Jensen’s inequality).

Therefore, inequality (7) holds and based on the definition of \( a^*(b, c, q) \), it leads to \( a^*(b, c, q) \leq -b^q \), for any \( b > 0 \), \( c > 0 \) and \( q \in (0, 1) \).

The second inequality easily follows from the properties of the function \( b^q \), where \( b > 0 \) and \( x \in [0, 1] \). If \( b \in (0, 1) \) then \( b^q \) is decreasing on \([0, 1]\) and therefore, for any \( q \in [0, 1] \), we have \( b^q \geq b^1 = b = \min\{b, 1\} \). On the other hand, if \( b \geq 1 \), then \( b^q \) is increasing on \([0, 1]\) and hence, for any \( q \in [0, 1] \), we obtain \( b^q \geq b^0 = 1 = \min\{b, 1\} \). We conclude that \( b^q \geq \min\{b, 1\} \), for any \( b > 0 \) and \( q \in [0, 1] \).

With the aim of deducing sufficient stability conditions which do not depend on the fractional order \( q \), we state the following:

**Proposition 3** Let \( b > 0 \), \( c > 0 \), and consider the complex-valued function \( \Delta(s) \) defined as in Proposition (2).

1. If \( a > -\min\{b, 1\} \) then all roots of \( \Delta(s) \) are in the open left-half plane, regardless of \( q \).
2. Let \( a \leq -\min\{b, 1\} \). If either of the following conditions hold
   (a) \( a + b + c + 1 \leq 0 \);
   (b) \( 0 < a + b + c + 1 < (\sqrt{c} - 1)^2 \) and \( c > 1 \);
then \( \Delta(s) \) has at least one positive real root, regardless of \( q \).

**Proof.** 1. Let us consider an arbitrary \( q \in (0, 1) \) and \( a > -\min\{b, 1\} \). From Proposition (2) we have
\[ a > -\min\{b, 1\} \geq -b^q \geq a^*(b, c, q). \]
Hence, based on Proposition (2) it follows that all the roots of \( \Delta(s) \) are in the open left half-plane.
2. We have:
\[ \Delta(s) \leq \left\{ \begin{array}{ll}
1 + (a)s + b + c, & \text{if } s \in (0, 1), \\
 s^2 + (a + b)s + c, & \text{if } s \geq 1,
\end{array} \right. \]
and we denote \((1 + a)s + b + c = p_1(s) \) and \( s^2 + (a + b)s + c = p_2(s) \). It is easy to see that if either \( p_1 \) or \( p_2 \) have positive real roots, so does \( \Delta(s) \).
(a) If \( a + b + c + 1 \leq 0 \) then \( \Delta(1) = 1 + a + b + c \leq 0 \) and \( \Delta(\infty) = \infty \). So \( \Delta(s) \) has at least one real root belonging to the interval \([1, \infty)\).
(b) If \( a + b + c + 1 > 0 \) then \( p_1(s) > 0 \) for every \( s \in (0, 1) \).
Since \( c > 0 \), elementary calculus shows that necessary and sufficient conditions for \( p_2(s) \) to take negative values in a subinterval of \([1, \infty)\) are: discriminant \( \delta = (a + b)^2 - 4c \geq 0 \) and \(-\frac{a+b}{2} > 1\) (i.e. the minimum point of \( p_2 \) is larger than 1). In turn, these are equivalent to \( c > 1 \) and \(-c + 1 < a + b < -2\sqrt{c} \), which lead to the desired conclusion.

Based on Theorem 1 and Propositions 2 and 3, we obtain the following conditions for the stability of system (2), with respect to its coefficients and the fractional order \( q \):

**Corollary 1** Consider the linear system (2) with the fractional order \( q \in (0, 1) \). Denoting \( a = -a_{11}, b = -a_{22}, c = \det(A) \) and assuming \( b > 0 \), it follows that:
1. If \( c < 0 \), system (2) is unstable, regardless of the fractional order \( q \).
2. Assume that \( c > 0 \).
   (a) System (2) is \( \Theta(t^{-q}) \)-asymptotically stable if and only if \( a > a^*(b, c, q) \), where \( a^*(b, c, q) \) is defined by (4).
   (b) If \( a > -\min\{b, 1\} \), system (2) is asymptotically stable, regardless of the fractional order \( q \).
   (c) System (2) is unstable if \( a < a^*(b, c, q) \), where \( a^*(b, c, q) \) is defined by (4).
   (d) If \( a \leq -\min\{b, 1\} \) and either of the following conditions hold
   \[ -a + b + c + 1 \leq 0; \]
   \[ -a + b + c + 1 < (\sqrt{c} - 1)^2 \] and \( c > 1 \);
then system (2) is unstable, regardless of the fractional order $q$.

Remark 3 Condition 2.(a) from Corollary 1 is a generalization of the well known Routh-Hurwitz conditions for two dimensional systems of first order differential equations. Indeed, if $A$ is the system’s matrix, the Routh-Hurwitz conditions provide that the (first-order) system is asymptotically (exponentially) stable if and only if trace$(A) < 0$ and det$(A) > 0$. In our setting, it can easily be seen that for $q = 1$, equation (4) gives $a^2(b, c, 1) = -b$. Hence, with the notations $a = -a_{11}$, $b = -a_{22}$ and $c = \text{det}(A)$, condition 2.(a) for the particular case $q = 1$ is equivalent to the Routh-Hurwitz conditions.

Remark 4 Throughout this section, we have considered the assumption $b = -a_{22} > 0$. A similar lengthy reasoning can also be applied in the case $b \leq 0$, to deduce necessary and sufficient conditions for the asymptotic stability or instability of system (2). However, as we will see in the following section, in the stability analysis of the equilibrium states of a fractional-order Morris-Lecar neuronal model we have a positive coefficient $b$, which explains the restriction of our analysis to the case $b > 0$.

4 The fractional-order Morris-Lecar neuronal model

4.1 Construction of the fractional-order model

Neuronal activity of biological neurons has been typically modeled using the classical Hodgkin-Huxley mathematical model [18], dating back to 1952, including four nonlinear differential equations for the membrane potential and gating variables of ionic currents. Several lower dimensional simplified versions of the Hodgkin-Huxley model have been introduced in 1962 by Fitzhugh and Nagumo [13], in 1981 by Morris and Lecar [32] and in 1982 by Hindmarsh and Rose [17]. These simplified models have an important advantage: while still being relatively simple, they allow for a good qualitative description of many different patterns of the membrane potential observed in experiments.

The classical Morris-Lecar neuronal model [32] describes the oscillatory voltage patterns of Barnacle muscle fibers. Mathematically, the Morris-Lecar model is described by the following system of differential equations:

$$\begin{align*}
C_m \frac{dV}{dt} &= g_{Ca} M_a(V)(V_{Ca} - V) + g_K N(V_K - V) + g_L (V_L - V) + I \\
\frac{dQ}{dt} &= \frac{1}{\lambda_N} \cdot \lambda(V) (N_{m}(V) - N)
\end{align*}$$

(8)

where $V$ is the membrane potential, $N$ is the gating variable for $K^+$, $C_m$ is the membrane capacitance, $I$ represents the externally applied current, $V_{Ca}$, $V_K$ and $V_L$ denote the equilibrium potentials for $Ca^{2+}$, $K^+$ the leak current and $g_{Ca}$, $g_K$ and $g_L$ are positive constants representing the maximum conductances of the corresponding ionic currents, and $\lambda_N$ is the maximum rate constant for the $K^+$ channel opening.

The following assumptions are usually taken into consideration:

- $M_a$ and $N_m$ are increasing functions of class $C^1$ defined on $\mathbb{R}$ with values in $(0, 1)$;
- $\lambda$ is a positive function of class $C^1$ on $\mathbb{R}$;
- $V_K < V_L < 0 < V_{Ca}$.

The conductances of both $Ca^{2+}$ and $K^+$ are sigmoid functions with respect to the membrane voltage $V$. Particular functions considered previously in the literature, which satisfy the above assumptions, are:

$$\begin{align*}
M_a(V) &= \frac{1}{2} \left( 1 + \tanh \left( \frac{V - V_i}{V_2} \right) \right) \\
N_m(V) &= \frac{1}{2} \left( 1 + \tanh \left( \frac{V - V_3}{V_4} \right) \right) \\
\lambda(V) &= \cosh \left( \frac{V - V_3}{V_4} \right)
\end{align*}$$

where $V_i$ are positive constants, $i \in \{1, 2, 3, 4\}$.

In electrophysiological experiments, the neuronal membrane is considered to be equivalent to a resistor-capacitor circuit. In this context, based on experimental observations concerning biological neurons [127], the fractional-order capacitor proposed by Westerlund and Ekstam [48] has an utmost importance. They showed that Jacques Curie’s empirical law for the current through capacitors and dielectrics leads to the following capacitive current-voltage relationship for a non-ideal capacitor:

$$I_c^\alpha = C_{m}^\alpha \frac{d^\alpha V_c}{dt^\alpha}$$

where $0 < \alpha < 1$, the fractional-order capacitance with units (amp/volt)sec$^\alpha$ is denoted by $C_{m}^\alpha$, and $\frac{d^\alpha}{dt^\alpha}$ represents a fractional-order differential operator [47].

Several types of fractional-order neuronal models have been investigated in the recent years: fractional leaky integrate-and-fire model [41], fractional-order Hindmarsh-Rose model [19], three-dimensional slow-fast fractional-order Morris-Lecar models [39, 45] and fractional-order Hodgkin-Huxley models [42, 47].

Starting from system (8), we first consider the following general fractional-order Morris-Lecar neuronal model with two fractional orders $p, q \in (0, 1)$:

$$\begin{align*}
C_m(q) \cdot \frac{d^p V(t)}{dt^p} &= g_{Ca} M_a(V)(V_{Ca} - V) + g_K N(V_K - V) + g_L (V_L - V) + I \\
\frac{d^p N(t)}{dt^p} &= \frac{1}{\lambda_N^\alpha} \cdot \lambda(V) (N_{m}(V) - N)
\end{align*}$$

(9)
where \( C_m(q) = \frac{2}{\ell} \) is the membrane capacitance \( [47] \), \( R_m \) is the membrane resistance, \( \tau \) is the time constant. It is important to note that for \( q = 1 \) we obtain the classical formula for the classical integer-order capacitance. We emphasize that the inclusion of the fractional-order capacitance to the left hand-side of the first equation is a straightforward answer to the dimensional consistency problem (units of measurement consistency) of system (9). For the same reason, in right side of the second equation we introduce the term \( \gamma \) (see for example [9] for a similar approach), and in this way, the dimensions of both sides coincide, and are \( (\text{seconds})^{-1} \).

For the theoretical investigation of the fractional order Morris-Lecar neuronal model, we nondimensionalize the system (9) as in Appendix B, with the substitutions:

\[
v(t) = \frac{V(t)}{V_{Ca}}, \quad n(t) = N(t).
\]

Considering the following dimensionless constants:

\[
\nu_K = \frac{V_K}{V_{Ca}}, \quad \nu_L = \frac{V_L}{V_{Ca}}, \quad \nu_i = \frac{V_i}{V_{Ca}}, \quad i \in \{1, 2, 3, 4\}
\]

\[
\gamma = R_{m} \cdot g_{v}, \quad x \in \{C_a, K, L\}, \quad I = R_{m} \cdot \frac{I}{V_{Ca}},
\]

and the functions

\[
m_n(v) = M_n(V_{Ca} v) = \frac{1}{2} \left( 1 + \tanh \left( \frac{v - v_1}{v_2} \right) \right),
\]

\[
n_n(v) = N_n(V_{Ca} v) = \frac{1}{2} \left( 1 + \tanh \left( \frac{v - v_3}{v_4} \right) \right),
\]

\[
\ell(v) = \lambda(V_{Ca} v) = \cosh \left( \frac{v - v_3}{2v_4} \right),
\]

we obtain the following nondimensional fractional-order system

\[
\begin{align*}
\mathcal{D}^p v(t) &= \gamma_K m_n(v)(1 - v) + \gamma_K n(v_K - v) + \\
&\quad + \gamma_L (v_L - v) + I \\
\mathcal{D}^p n(t) &= (\tau \lambda N)^p \cdot \ell(v)(n_m(v) - n)
\end{align*}
\]

It is important to note that, based on this procedure, the nondimensional system also involves the term \( (\tau \lambda N)^p \) in the right hand side of the second equation. Therefore, the correct version of the fractional-order variant of the Morris-Lecar neuronal model is quite different from the nondimensional version considered in [39], where the fractional-order capacitance \( C_m(q) \) appearing in the dimensional system has not been taken into account (nor the dimensional consistency problem) and equal fractional orders have been considered for both equations (i.e. \( p = q \)). In fact, it appears that the nondimensionalization process which had to be carried out to obtain the nondimensional system in [39] did not take into account the simple property presented in Proposition 1.

In fact, we have to remark that there is no known biological reason to consider a fractional order derivative for the gating variable, and therefore, in what follows, we consider \( p = 1 \) as in [47], obtaining the following nondimensional system:

\[
\begin{align*}
\mathcal{D} v(t) &= \gamma_K m_n(v)(1 - v) + \gamma_K n(v_K - v) + \\
&\quad + \gamma_L (v_L - v) + I \\
\dot{n}(t) &= \phi \ell(v)(n_m(v) - n)
\end{align*}
\]

where \( \phi = \tau \lambda N \).

4.2 Existence of equilibrium states

System (11) is a particular case of the following generic two-dimensional fractional-order conductance-based neuronal model:

\[
\begin{align*}
\mathcal{D}^p v(t) &= I - I(v, n) \\
\dot{n}(t) &= \phi \ell(v)(n_m(v) - n)
\end{align*}
\]

where \( v \) and \( n \) represent the membrane potential and the gating variable of the neuron, \( I \) is an externally applied current, \( I(v, n) \) represents the ionic current, \( \ell(v) \) and \( n_m(v) \) are the rate constant for opening ionic channels and the fraction of open ionic channels at steady state, respectively.

In particular, for the Morris-Lecar fractional neuronal model (11), we have:

\[
I(v, n) = \gamma_n v m_n(v)(v - 1) + \gamma_K n(v - v_K) + \gamma_L (v - v_L).
\]

The equilibrium states of system (12) are the solutions of the following algebraic system:

\[
\begin{align*}
I &= I(v, n) \\
n &= n_m(v)
\end{align*}
\]

which is equivalent to

\[
\begin{align*}
I &= I(v, n_m(v)) := I_m(v) \\
n &= n_m(v)
\end{align*}
\]

In the following, we assume that the function \( I_m(v) \) satisfies the following properties:

(A1) \( I_m \in C^1(\mathbb{R}) \);

(A2) \( \lim_{v \to -\infty} I_m(v) = -\infty \) and \( \lim_{v \to \infty} I_m(v) = \infty \);

(A3) \( I_m \) has exactly two real roots \( v_\alpha < v_\beta \).

It is important to underline that these properties are satisfied in the particular case of the Morris-Lecar neuronal model with the function \( I(v, n) \) given by (13).

We denote \( I_{\max} = I_m(v_\alpha) \), \( I_{\min} = I_m(v_\beta) \). Then \( I_m \) is increasing on the intervals \(( -\infty, v_\alpha ] \) and \([ v_\beta, \infty ) \) and decreasing on the interval \(( v_\alpha, v_\beta ) \).

As \( I_m : ( -\infty, v_\alpha ] \to ( -\infty, I_{\max} ] \) is increasing and continuous, it follows that it is bijective. We denote \( I_1 = I_m |_{( -\infty, v_\alpha ]} \) the restriction of \( I_m \) to the interval \(( -\infty, v_\alpha ] \) and consider its inverse:

\[
v_1 : ( -\infty, I_{\max} ] \to ( -\infty, v_\alpha ], \quad v_1(I) = I_1^{-1}(I).
\]
Therefore, \((v_1(I), n_{∞}(v_1(I)))\), with \(I < I_{max}\), represents the first branch of equilibrium states of system (12).

We obtain the other two branches of equilibrium states in a similar way:

\[
I_2 = I_{min}(I_{min}, I_{max}), \quad v_2 : (I_{min}, I_{max}) \rightarrow (v_{α}, v_{β}), \quad v_2(I) = I_2^{-1}(I)
\]

\[
I_3 = I_{min}(v_{β}, \infty), \quad v_3 : [I_{min}, \infty) \rightarrow [v_{β}, \infty), \quad v_3(I) = I_3^{-1}(I).
\]

**Remark 5** We have the following situations:

- If \(I < I_{min}\) or if \(I > I_{max}\), then system (12) has an unique equilibrium state.
- If \(I = I_{min}\) or if \(I = I_{max}\), then system (12) has two equilibrium states.
- If \(I \in (I_{min}, I_{max})\), then system (12) has three equilibrium states.

### 4.3 Stability of equilibrium states

The Jacobian matrix associated to the system (12) at an equilibrium state \((v^*, n^*) = (v_{∞}(v^*), n_{∞}(v^*))\) is:

\[
J = \begin{bmatrix}
-I_v(v^*, n^*) & -I_n(v^*, n^*) \\
\phi'(v^*)n_{∞}(v^*) - n^* + \phi(v^*)n'_{∞}(v^*) - \phi(v^*)
\end{bmatrix}
\]

Since \(n_{∞}(v^*) = n^*\), we have:

\[
J = \begin{bmatrix}
-I_v(v^*, n_{∞}(v^*)) & -I_n(v^*, n_{∞}(v^*)) \\
\phi'(v^*)n'_{∞}(v^*) - \phi(v^*)
\end{bmatrix}
\]

Based on the considerations from section 3, the characteristic equation at the equilibrium state \((v^*, n^*)\) is

\[
s^{s+1} + a(v^*)s + b(v^*)s^2 + c(v^*) = 0 \tag{14}
\]

where

\[
a(v^*) = I_v(v^*, n_{∞}(v^*)),
\]

\[
b(v^*) = \phi'(v^*) > 0,
\]

\[
c(v^*) = \det(J) = \phi'(v^*)[I_v(v^*, n_{∞}(v^*)) + n'_{∞}(v^*) - I_n(v^*, n_{∞}(v^*))]
\]

The equilibrium point \((v^*, n^*) = (v^*, n_{∞}(v^*))\) is asymptotically stable if and only if all the roots of the characteristic equation (14) are in the left half-plane (i.e. \(\text{Re}(s) < 0\)). In what follows, we will show how the theoretical results presented in section 3 can be applied to analyze the stability of the steady states of systems (11) and (12).

**Proposition 4** The second branch of equilibrium points \((v_2(I), n_{∞}(v_2(I)))\) (with \(I \in (I_{min}, I_{max})\)) of system (12) is unstable, regardless of the fractional order \(q\).

**Proof** Let \(I \in (I_{min}, I_{max})\) and \(v^* \equiv v_2(I) \in (v_{α}, v_{β})\). It follows that \(I'_v(v^*) < 0\) and hence \(c(v^*) < 0\). Based on Proposition 2, it follows that the characteristic equation (14) has at least one positive real root. Hence, the equilibrium point \((v^*, n^*) = (v_2(I), n_{∞}(v_2(I)))\) is unstable, regardless of the fractional order \(q\). □

**Proposition 5** If \((v^*, n^*) = (v^*, n_{∞}(v^*))\) is an equilibrium point belonging to either the first or the third branch, such that \(v^* \notin \{v_{α}, v_{β}\}\) and

\[
a(v^*) > -\min\{b(v^*), 1\},
\]

then \((v^*, n^*)\) is asymptotically stable, regardless of the fractional order \(q\).

**Proof** If \((v^*, n^*)\) belongs to the first or third branch and \(v^* \notin \{v_{α}, v_{β}\}\), we have \(I'_v(v^*) > 0\) which is equivalent to \(c(v^*) > 0\). Point 2.(b) of Corollary 1 implies that \((v^*, n^*)\) is asymptotically stable, regardless of the fractional order \(q\). □

**Remark 6** We note that saddle-node bifurcations may take place in the generic system (12) if and only if \(s = 0\) is a root of the characteristic equation (14), which is equivalent to \(c(v^*) = 0\), which in turn, means that \(v^* \notin \{v_{α}, v_{β}\}\). This obviously corresponds to the collision of two branches of equilibrium states (first two branches at \(v_{α}\) and last two branches at \(v_{β}\), respectively).

It is important to emphasize that Propositions 4 and 5 have been obtained for the whole class of generic fractional-order conductance-based neuronal models (12). In what follows, we restrict ourselves to the Morris-Lecar model (11). Additional information on the three branches of equilibrium states is given in Fig. 1.

**Corollary 2** For the particular case of the Morris-Lecar model (17), with the function \(I(v, n)\) given by (13), assuming that:

\[
v_K < v_α < v_β < 1,
\]

we have:

1. Any equilibrium state \((v^*, n^*)\) of system (17) belonging to the first branch, with \(v^* \leq v_K\), is asymptotically stable, regardless of the fractional order \(q\).

2. Any equilibrium state \((v^*, n^*)\) of system (17) belonging to the third branch, with \(v^* \geq 1\), is asymptotically stable, regardless of the fractional order \(q\).

3. Any equilibrium state \((v^*, n^*)\) of system (17) belonging to the second branch is unstable, regardless of the fractional order \(q\).

**Proof** Let \((v^*, n^*) = (v^*, n_{∞}(v^*))\) be an equilibrium state of system (11) belonging to the third branch, with \(v^* \geq 1\). As \(I(v, n)\) is given by (13), we have:

\[
I_v(v, n) = g_{Ca}[m'_{∞}(v)(v - 1) + m_{∞}(v)] + g_{K}n + g_{L}
\]
and hence, we obtain:

\[ a(v^*) = I_e(v^*, n^*) = g_{Ca} m_\infty'(v^*) + n_\infty(v^*) + g_k \cdot n_\infty(v^*) + g_L \geq 0. \]

Based on Proposition 5, it follows that \((v^*, n^*)\) is asymptotically stable.

On the other hand, if \((v^*, n^*) = (v^*, n_\infty(v^*))\) is an equilibrium state of system \((\text{II})\) belonging to the first branch, with \(v^* \leq v_{K}\), we first compute:

\[ L_n(v) = \frac{d}{dv} I(v, n_\infty(v)) = I_e(v, n_\infty(v)) + n_\infty'(v) \cdot L_n(v), \]

and therefore:

\[ a(v^*) = I_e(v^*, n_\infty(v^*)) = n_\infty'(v^*) \cdot g_k \cdot (v_{K} - v^*) + L_n'(v^*) \geq 0, \]

due to the fact that \(n_\infty\) is increasing on the whole real line and \(I_e\) is increasing on \((-\infty, v_{a})\). Hence, based on Proposition 5, it follows that \((v^*, n^*)\) is asymptotically stable.

The last part of the Proposition follows directly from Proposition 4.

\[ \square \]

Remark 7 In the following, we will discuss the stability of equilibrium states \((v^*, n^*)\) belonging to the first or third branch, with \(v^* \in (v_{K}, v_{a})\) or \(v^* \in (v_{b}, 1)\), respectively.

Assume that \(\phi\) is small (i.e. \(\phi \ll 1\)) and that \(\ell(v) \approx \phi^{-1}\), for any \(v \in (v_{K}, v_{a}) \cup (v_{b}, 1)\) (these are true in the case of numerical values considered in the literature). In this case, we have \(a(v) = \phi \ell(v) \approx 1\), for any \(v \in (v_{K}, v_{a}) \cup (v_{b}, 1)\). Moreover, from the last part of the proof of Corollary 2, we have

\[ a(v) = n_\infty'(v) \cdot g_k \cdot (v_{K} - v) + L_n'(v) \]

and hence, we can easily see that \(a(v_{a}) < 0\) and \(a(v_{b}) < 0\) (as \(v_{a}\) and \(v_{b}\) are the roots of \(L_n'(v)\)). On the other hand, from the proof of Corollary 2, we know that \(a(v_{K}) > 0\) and \(a(1) > 0\), and therefore, the function \(a(v)\) changes its sign on the intervals \((v_{K}, v_{a})\) and \((v_{b}, 1)\), respectively. According to our assumption that \(\phi\) is small, it follows that the function \(a(v) + b(v)\) also changes its sign on each of the intervals \((v_{K}, v_{a})\) and \((v_{b}, 1)\). Therefore, there exist two roots \(v' \in (v_{K}, v_{a})\) and \(v'' \in (v_{b}, 1)\) of the function \(a(v) + b(v)\). We will further assume that these roots are unique, which is in accordance with the numerical data. Based on Proposition 5, we deduce that an equilibrium state \((v^*, n^*)\) belonging to the first or third branch with \(v^* < v'\) or \(v^* > v''\), respectively, is asymptotically stable, regardless of the fractional order \(q\) (see Fig. 1).

The stability of an equilibrium state \((v^*, n^*)\) belonging to the first branch with \(v^* \in [v', v_{a})\) depends on the fractional order \(q\). Indeed, according to \(\| (v^*, n^*)\) is \(O(t^{-q})\)-asymptotically stable if and only if

\[ a(v^*) > a^*(b(v^*), c(v^*), q^*), \]

where the function \(a^*\) is defined by (4) (see Fig 2).

At the critical value \(q^*\) defined implicitly by the equality

\[ a(v^*) = a^*(b(v^*), c(v^*), q^*), \]

a Hopf bifurcation is expected to occur, as it can be deduced from Proposition 2 points 3.(b,c). We emphasize that even though bifurcation theory in integer-order dynamical systems has been widely and rigorously studied (see for example (22)), at this time, in the case of fractional-order systems, very few theoretical results are known regarding bifurcation phenomena. In (21) some conditions for the occurrence of Hopf bifurcations have been formulated, based on observations arising from numerical simulations. Moreover, a center manifold theorem has been recently obtained in (23). However, the complete theoretical characterization of the Hopf bifurcation in fractional-order systems is still open questions. This is the reason why we rely on numerical simulations to assess the qualitative behavior of fractional order systems near a Hopf bifurcation point, as well as the stability of the resulting limit cycle. Bifurcations in the classical integer-order Morris-Lecar neuronal model are well-understood and have been thoroughly investigated in (44).

On the third branch, when analyzing the stability of an equilibrium state \((v^*, n^*)\) with \(v^* \in (v_{b}, v'')\), according to the numerical data, two situations may occur. Let us denote by \(v'' \in (v_{b}, v'')\) the root of the equation

\[ a(v) + b(v) + c(v) + 1 = 0. \]

If \(v^* \in (v_{b}, v'')\) we have \(a(v^*) + b(v^*) < 0\) and \(a(v^*) + b(v^*) + c(v^*) + 1 \leq 0\), and therefore, from Corollary 1 point 2.(d), we obtain that \((v^*, n^*)\) is unstable, regardless of the fractional order \(q\).

If \(v^* \in (v'', v'')\), the equilibrium state \((v^*, n^*)\) is \(O(t^{-q})\)-asymptotically stable if and only if

\[ a(v^*) > a^*(b(v^*), c(v^*), q), \]

where the function \(a^*\) is defined by (4) (see Fig 3). As in the case of the first branch, at the critical value defined \(q^*\) defined implicitly by the equality

\[ a(v^*) = a^*(b(v^*), c(v^*), q^*), \]

a Hopf bifurcation is expected to occur.

4.4 Further numerical simulations

In the numerical simulations, we use the numerical values given in Table 1 for the parameters of system (9), corresponding to a type-I neuron (32,44).

Interesting spiking behavior can be observed by numerical simulations for the externally applied current of \(I =

Stability of a two-dimensional system with one Caputo derivative and applications to a fractional-order Morris-Lecar neuronal model

Fig. 1 Branches of equilibrium states for the Morris-Lecar model (9), with the parameter values given by Table I. Here, \( V' = -31.403, V_a = -29.568, V_b = -3.5774, V'' = 5.28457 \) and \( V''' = 9.82288 \). The three branches coexist if and only if \( I \in (-14.4204, 39.6935) \).

Table I Numerical values and significance of the parameters used in the simulations.

| Parameter | Value | Unit | Significance |
|-----------|-------|------|--------------|
| \( g_L \) | 2 | mmho/cm² | maximum or instantaneous values for leak pathways |
| \( g_{Ca} \) | 4 | mmho/cm² | maximum or instantaneous values for \( Ca^{2+} \) pathways |
| \( g_K \) | 8 | mmho/cm² | maximum or instantaneous values for \( K^+ \) pathways |
| \( V_K \) | -80 | mV | equilibrium potential corresponding to \( K^+ \) conductances |
| \( V_L \) | -60 | mV | equilibrium potential corresponding to leak conductances |
| \( V_{Ca} \) | 120 | mV | equilibrium potential corresponding to \( Ca^{2+} \) conductances |
| \( V_I \) | -1.2 | mV | potential at which \( M_a = 0.5 \) |
| \( V_2 \) | 18 | mV | reciprocal of slope of voltage dependence of \( M_a \) |
| \( V_3 \) | 12 | mV | potential at which \( N_a = 0.5 \) |
| \( V_4 \) | 17.4 | mV | reciprocal of slope of voltage dependence of \( N_a \) |
| \( R_m \) | 250 | \( \Omega \cdot \text{cm}^2 \) | membrane resistance |
| \( \tau \) | 5 | ms | time constant |
| \( \lambda' \) | 1/15 | s⁻¹ | maximum rate constant for the \( K^+ \) channel opening |

Fig. 2 Stability of equilibrium states \((V^*, N^*)\) from branch B1 of the Morris-Lecar model (9) (with \( p = 1 \)) with \( V^* \in [V', V_a] = [-31.403, -29.568] \) depends on the fractional order \( q \). The blue curve represents the critical values of \( q \) for which Hopf bifurcations may occur in a neighborhood of the corresponding equilibrium state \((V^*, N^*)\). The asymptotic stability region is the shaded area below the curve.

Fig. 3 Stability of equilibrium states \((V^*, N^*)\) from branch B3 of the Morris-Lecar model (9) (with \( p = 1 \)) with \( V^* \in (V''', V''') = (5.28457, 9.82288) \) depends on the fractional order \( q \). The blue curve represents the critical values of \( q \) for which Hopf bifurcations may occur in a neighborhood of the corresponding equilibrium state \((V^*, N^*)\). The asymptotic stability region is the shaded area below the curve.

40 (\( \mu A \)) and different values of the fractional order \( q \) (see Figs. 4 and 5). At \( I = I_{\text{max}} = 39.6935 \), the first two branches of equilibrium states collide, at the saddle-node bifurcation point with abscissa \( V_a = -29.568 \), and disappear for \( I > I_{\text{max}} \). When \( I \) crosses the value \( I_{\text{max}} \), the corresponding equilibrium states of branch B3 (with the abscissa slightly larger than \( V''' \)) are unstable for most values of the fractional order \( q \) and asymptotically stable only for very small values of \( q \) (which may be unrealistic from biologic point of view), as shown in Fig. 5. However, for \( q \) large enough, a stable limit cycle exists in a neighborhood of each equilibrium state of branch B3 corresponding to \( I \) slightly larger than \( I_{\text{max}} \) (see...
green part of B3 in Fig. 1. Fig. 5 shows that for the same value of the externally applied current $I = 40$ (µA), as the fractional order $q$ of the system decreases, the number of spikes over the same time interval increases, which may correspond to a better reflection of the biological properties by the fractional order model.

Fig. 4 Limit cycles for the fractional-order Morris-Lecar model (9) with various values of the fractional order $q$, when $I = 40$.

Fig. 5 Evolution of $V$ with respect to time for the fractional-order Morris-Lecar model (9) with various values of the fractional order $q$, when $I = 40$. The considered initial condition is the resting state.

5 Conclusions

In this paper, we have obtained necessary and sufficient conditions for the asymptotic stability of a two-dimensional incommensurate order linear autonomous system with one fractional-order derivative and one first-order derivative. These theoretical results have been successfully applied to the investigation of the equilibrium states of a fractional-order Morris-Lecar neuronal model.

The extension of the methods presented in the first part of the paper to more complicated (higher dimensional) incommensurate order linear fractional order systems represents a direction for future research, possibly leading to more extensive generalizations of the classical Routh-Hurwitz stability conditions. A potential application of such results concerns the analysis of neuronal networks composed of several neurons of Morris-Lecar type.

A Proof of Proposition 1

We compute:

\[ ^\alpha D^q g(x) = \frac{1}{Γ(-q)} \int_0^\alpha (x-t)^{-q-1} [g(t) - g(0)] dt \]

\[ = \frac{1}{Γ(-q)} \int_0^\alpha (x-t)^{-q-1} [f(\alpha t) - f(0)] dt \]

\[ = \frac{1}{aF(-q)} \int_0^{\alpha x} (x-s)^{-q-1} [f(s) - f(0)] dt \]

\[ = \frac{1}{a^{-q} F(-q)} \int_0^{a\alpha x} (ax-s)^{-q-1} [f(s) - f(0)] dt \]

\[ = a^q (^\alpha D^q f)(ax) \]

It follows that:

\[ ^\alpha D^q g(x) = a^q (^\alpha D^q f(ax)), \quad \text{for any } a \neq 0, \]

which completes the proof.

B Deduction of the nondimensional system

Starting from system (9), we consider the substitutions

\[ v(t) = kV(\alpha t), \quad n(t) = N(\alpha t), \]

where $\alpha$ and $k$ will be deduced in the following.
Applying Proposition[2] we have:

\[ \mathcal{D}^\alpha V(t) = k \mathcal{D}^\alpha [V(\alpha t)] \]
\[ = k \alpha \int_0^1 \frac{1}{C_m(q)} [g_{C_m}(V(\alpha t))(V_{C_m} - V(\alpha t)) +
+ g_K n(\alpha t)(V_K - V(\alpha t)) + g_L (V_L - V(\alpha t)) + I] \]
\[ = k \alpha \int_0^1 \frac{1}{C_m(q)} [g_{C_m}(V(\alpha t))(V_{C_m} - V(\alpha t)) +
+ g_K n(\alpha t)(V_K - V(\alpha t)) + g_L (V_L - V(\alpha t)) + I] \]
\[ = \frac{\alpha}{C_m(q)} [g_{C_m}(v)(V_{C_m} - V) +
+ g_K n(V_K - v) + g_L (V_L - v) + \bar{I}] \]

and therefore, it makes sense to choose \( k = \frac{1}{\alpha} \).

Furthermore, with the notations from section 3, we obtain:

\[ \mathcal{D}^\alpha V(t) = R_m \alpha \int_0^1 [g_{C_m}(v)(1 - v) + g_K n(v_K - v) +
+ g_L (v_L - v) + \bar{I}] \]

At this step, it is easy to see that it makes sense to consider \( \alpha = \tau \), which leads to:

\[ \mathcal{D}^\alpha V(t) = R_m \alpha \int_0^1 [g_{C_m}(v)(1 - v) + g_K n(v_K - v) + g_L (v_L - v) + \frac{I}{V_{C_m}}] \]
\[ = \frac{\alpha}{C_m(q)} [g_{C_m}(v)(1 - v) + g_K n(v_K - v) + g_L (v_L - v) + \bar{I}] \]

As for the second equation, applying Proposition[2] and taking into account that \( \alpha = \tau \), we obtain:

\[ \mathcal{D}^\alpha n(t) = \alpha \mathcal{D}^\alpha [n(\alpha t)] \]
\[ = (\alpha \tau \alpha) \int_0^1 \left( \frac{v(t)}{k} \right) \left( N - n \right) \]
\[ = (\alpha \tau \alpha) \int_0^1 \left( \frac{v(t)}{k} \right) \left( N - n \right) \]
\[ = (\alpha \tau \alpha) \int_0^1 \left( \frac{v(t)}{k} \right) \left( N - n \right) \]

Therefore, the nondimensional system is found.
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