High-speed calibration and characterization of superconducting quantum processors without qubit reset
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To Characterize and calibrate quantum processing devices a large amount of measurement data has to be collected. Active qubit reset increases the speed at which data can be gathered but requires additional hardware and/or calibration. The experimental apparatus can, however, be operated at elevated repetition rates without reset. In this case, the outcome of a first measurement serves as the initial state for the next experiment. Rol.

et al. used this restless operation mode to accelerate the calibration of a single-qubit gate by measuring fixed-length sequences of Clifford gates which compose to X gates [Phys. Rev. Appl. 7, 041001 (2017)]. However, we find that, when measuring pulse sequences which compose to arbitrary operations, a distortion appears in the measured data. Here, we extend the restless methodology by showing how to efficiently analyze restless measurements and correct distortions to achieve an identical outcome and accuracy as compared to measurements in which the superconducting qubits are reset. This allows us to rapidly characterize and calibrate qubits. We illustrate our data collection and analysis method by measuring a Rabi oscillation at a 250 kHz repetition rate without any reset, for a qubit with a decay rate of 1/2πT1 = 3 kHz. We also show that we can measure a single- and a two-qubit average gate fidelity with Randomized Benchmarking 20 and 8 times faster, respectively, than measurements that reset the qubits through T1-decay.

I. INTRODUCTION

Characterizing quantum information processing devices [1] and calibrating the unitary gates is a measurement intensive task [2]. Quantum gates can be calibrated using error amplifying gate sequences [3] and black-box optimization algorithms inspired from optimal control [4–6] which are particularly measurement intensive. Noisy quantum processors that implement Richardson error mitigation are strongly affected by the time required to calibrate and characterize the quantum gates [7, 8] as multiple copies of each gate, implemented with pulses of varying length, are needed. When calibrating qubit gates, for instance with error amplifying sequences [3], the most measurement intensive task is often determining the resulting gate fidelity which is typically done with Randomized Benchmarking (RB) [9–11].

To guarantee a known and well defined initial state the qubits are reset to the ground state in between two consecutive measurements [12]. The easiest way to reset a qubit is by waiting several times the decay time (T1) so that the energy stored in the qubit relaxes to the environment. As T1 times increase beyond 100 µs [13], this qubit reset mechanism becomes inefficient and lengthens the time needed to acquire data. Qubit reset schemes, both conditional [14, 15] and unconditional [16–18] on the qubit state, have therefore been developed. However, such reset mechanisms require additional hardware and/or calibration.

Qubit reset is not required to calibrate single-qubit gates since the outcome of a projective measurement [19, 20] can be used as the initial state of the next operation [21]. In this operation mode, named restless tune-up, data is gathered at elevated trigger rates without any qubit reset. This allows data to be collected at a rate of the order of 100 kHz, limited by the pulse lengths, when characterizing a quantum processor or calibrating the unitary gates and is essential for data intensive optimal control schemes [6].

Restless measurements have been used to successfully tune-up superconducting qubit gates with sequences of Clifford gates which ideally always compose to a state flip of the qubit [21]. However, we find that, when measuring pulse sequences which compose to arbitrary operations, a distortion appears in the measured data. Since in restless measurements the initial state is not always the qubit ground state, the conventional data processing method that averages the measurement response does not apply [22, 23]. Single-shot data can be used to resolve this issue. However, this requires high signal to noise ratios and the method becomes computationally expensive. For instance, a singular-value decomposition scales quadratically with the number of IQ-points measured.

In this paper we show the processing steps required to efficiently analyze restless single-shot data and how to overcome the distortions in the measurements. We present our setup in Sec. II. In Sec. III we use sequences of Id and X gates to show the conceptual differences between restless measurements and standard measurements. We show, in Sec. III B, how to efficiently reconstruct a restless signal and, in Sec. III C, how to process the data to avoid distortions caused by the different ini-
Figure 1. Illustration of the order in which measurements are done. We measure the effect of $K$ different quantum operations $G_k$ where $k = 1, ..., K$ with a projective measurement $M_k$ done immediately after each $G_k$. All $K$ quantum operations are measured consecutively, and the experiment is repeated $N_s$ times. When the qubit is reset in between measurements, all $N_s$ single-shot measurements related to $G_k$ can be averaged to create the average IQ-point $\langle m \rangle_k$.

tial states; we therefore extend the usability of restless measurements to conventional tune-up and characterization. In Sec. IV A we use these methods to measure a Rabi oscillation. Finally, in Sec. IV B, we show that restless measurements speed-up RB. We discuss our results and conclude in Sec. V.

II. EXPERIMENTAL SETUP

The system consists of two transmon-type fixed-frequency superconducting qubits [24] coupled by a flux tunable coupler [25, 26]. Experiments are carried out on one of the qubits with a transition frequency of $\omega_0/2\pi = 5117.22$ MHz, an anharmonicity $\Delta/2\pi = -315.28$ MHz and coherence times of 50 $\mu$s and 39 $\mu$s for $T_1$ and $T_2$, respectively.

In our setup we measure the effect of pulse sequences $k = 1, ..., K$, each viewed as an operation $G_k$, with a projective measurement $M_k$ of the qubit. This measurement is implemented by probing a dispersively coupled readout resonator with a square pulse modulated at its resonance frequency of 6.841 GHz [19]. The reflected signal goes through a travelling wave parametric amplifier [27, 28] which allows us to perform the readout with a 2.5 $\mu$s long pulse. After further amplification the signal is down-converted to $\omega_B/2\pi = 10$ MHz and digitized by an ADC resulting in the signal $s(t) = \text{Re}[Sc^{\theta x} e^{i\omega_B t}]$, where $S$ and $\theta$ depend on the qubit state [23, 29]. We represent $S$ and $\theta$ in the IQ-plane as an IQ-point $m = (I, Q)$ given by $I + iQ = Sc^{\theta x}$.

We first measure $G_1$ to $G_K$ and repeat the measurement $N_s$ times to gather $N_s$ single-shots for each $G_k$ [30]. To keep track of time ordering we assign an index $j$ to each measurement $M_j$ and its outcome $m_j$. For example, the $i$-th measurement of operation $G_k$ corresponds to measurement $M_{k+iK}$, see Fig. 1.

When the qubit is initially in the ground state $|0\rangle$, $G_k$ creates a state $|\Psi_k\rangle = c_{0,k}|0\rangle + c_{1,k}|1\rangle$ with $|c_{0,k}|^2 + |c_{1,k}|^2 = 1$. The measurement projects $|\Psi_k\rangle$ onto the ground state or the excited state $|1\rangle$ of the qubit with probabilities $|c_{0,k}|^2$ and $|c_{1,k}|^2$, respectively [19]. Therefore, single-shot measurements form two clusters of points in the IQ-plane corresponding to $|0\rangle$ and $|1\rangle$. By averaging the $N_s$ single-shot measurements of $|\Psi_k\rangle$ we obtain an IQ-point

$$\langle m \rangle_k = \langle m \rangle_{\Psi_k} = \langle m \rangle_{|0\rangle} + |c_{1,k}|^2 \left( \langle m \rangle_{|1\rangle} - \langle m \rangle_{|0\rangle} \right),$$

where $\langle m \rangle_{|i\rangle}$ is the average IQ-point of state $|i\rangle$. $\langle m \rangle_k$ is therefore located on the signal axis between the two IQ-points $\langle m \rangle_{|0\rangle}$ and $\langle m \rangle_{|1\rangle}$. The orientation of this axis is defined by an angle $\theta_m$ to the in-phase axis $I$, see Fig. 2. The distance on this axis between $\langle m \rangle_{|0\rangle}$ and $\langle m \rangle_k$ forms the signal of $G_k$ interpreted as the probability that the qubit is in state $|1\rangle$ after $G_k$ is applied. The signal axis is typically found by a singular value decomposition (SVD) applied to the average IQ-points $\langle m \rangle_k$.

III. RESTLESS MEASUREMENTS

We now illustrate the difference between restless measurements and standard measurements using a pulse sequence made of $2N$ gates $G_k$ each followed by a measurement $M$. The first $N$ gates are identity gates ($G_k = Id$) while the next $N$ gates are $\pi$-rotations about the $x$-axis of the qubit Bloch sphere ($G_k = X$). These $2N$ measurements are repeated $N_s$ times, see Fig. 3(a). The pulses implementing the readout and control operation $M_j \circ G_k$ are applied immediately after each trigger pulse. In the standard operation mode the trigger rate is $R = 1$ kHz to reset the qubit to the ground state by $T_1$-decay. Due to this initialization, the pulse sequences $G_k = Id$ and $G_k = X$ prepare the ground and excited state of the
Measurements with qubit reset to $|0\rangle$

Restless measurements without qubit reset to $|0\rangle$

A. Restless signals

As the single-shot restless measurements of $G_k$ are randomized between the ground and excited states, see Fig. 3(d), their average outcome $\langle m\rangle_k$ converges to the origin of the IQ-plane, see Fig. 4(a-c). Therefore, restless $\langle m\rangle_k$ do not measure the probability that $G_k$ excites the qubit and thus cannot be used as a signal as in Eq. (1) and Fig. 2. Instead, the state of each time ordered single-shot measurement $m_j$ must be compared to the previous single-shot $m_{j-1}$. We therefore assign a label $y_j \in \{A, B\}$ to each single-shot $m_j$ with a discriminator to distinguish between ground and excited state. We can analyze restless data without knowing whether $A$ or $B$ corresponds to the qubit ground state. The restless signal is then defined as the average of an indicator function, i.e.

$$s_k = N_s^{-1} \sum_{i=0}^{N_s-1} 1_{k+iK},$$

where $1_j = 1$ if $y_j \neq y_{j-1}$ and $1_j = 0$ otherwise [21]. Therefore, $s_k$ is a measurement of the probability $p_k$ that $G_k$ changes the qubit state.

To assign the labels $A$ and $B$ we need a discriminator. To avoid the computational cost of training a clustering algorithm on the two-dimensional single-shot restless IQ-points $m_j$, see Appendix A, we build a discriminator by projecting each $m_j$ on the signal axis (shown in Fig. 2) which creates a one-dimensional bi-modal distribution. The discriminating line is obtained as the average of the 1% and 99% quantiles, see Fig. 5(a).

To build our discriminator we require the signal axis in the IQ-plane which maximizes the separation of the two states. Since the averages $\langle m\rangle_k$ converge to the origin of the IQ-plane they cannot reliably be used as input to a SVD as done in the conventional, non-restless case, see Sec. II. Indeed, estimating the angle of a signal axis going through noisy points becomes less reliable the closer the points are to each other.

B. Efficient reconstruction of restless signals

We now show how to efficiently recover the signal axis from the single-shot restless data which we illustrate with the same pulse sequences as described in Sec. III with $N = 10$. First, we subtract from each measured IQ-point $m_j$ the point $m_{j-1}$ obtained in the previous measurement. The resulting difference points $d_j = m_j - m_{j-1}$ form three clusters in the IQ-plane see Fig. 4(d). The cluster centered around $(0,0)$ corresponds to all the measured outcomes for which $M_j \circ G_k$ did not change the qubit state, i.e. $y_j = y_{j-1}$. The two clusters that are not centered around $(0,0)$ are measured outcomes for which $M_j \circ G_k$ changed the qubit state, i.e. $y_j \neq y_{j-1}$, see Fig. 4(e) and (f). Next, we compute the IQ-points $d'_j = |\text{Re}(d_j)| + i|\text{Im}(d_j)|$ to project the data into the first quadrant of the IQ-plane, therefore combining all
M_j \circ G_k that changed the qubit state into a single cluster. Since the \( d'_j \) measure a state change of the qubit (instead of the state as measured by \( m_j \)), the average

\[
\langle d'_j \rangle_k = N^{-1}_s \sum_{i=0}^{N_s-1} d'_{k+i} \tag{3}
\]

does not converge to the origin of the IQ-plane as does \( \langle m_j \rangle_k \). We may apply a SVD to the averaged points \( \langle d'_j \rangle_k \) to recover an axis with an angle \( \theta_d \) in the IQ-plane which yields the highest signal to noise ratio (SNR). The signal axis needed for the discriminator processing the single-shots \( m_j \) has an angle \( \theta_m \), as in Fig. 2, given by either \( \theta_d \) or \( \pi - \theta_d \) due to the folding \( d_j \rightarrow d'_j \) into the first quadrant. In our analysis we try both angles and use the one with the highest SNR to build the discriminator which allows us to reconstruct the restless signal \( s_k \).

We observe that \( \langle d'_j \rangle_k \) is an affine transformation of \( s_k \) since

\[
\langle d'_j \rangle_k = \langle d'_i \rangle Id + p_k (\langle d'_i \rangle X - \langle d'_i \rangle Id). \tag{4}
\]

Therefore, \( \langle d'_j \rangle_k \) is a measurement of the state change probability \( p_k \) and is an alternative to the restless signal \( s_k \). The end points of this axis \( \langle d'_i \rangle Id \) and \( \langle d'_i \rangle X \) correspond to the Id and X operators. They can be measured with calibration sequences to obtain a restless signal normalized to the interval \([0,1]\) as in Eq. (2), see Fig. 4(j).

### C. Correcting distortions

We compare the restless signal to a conventional measurement of the same pulse sequences, i.e. done at a 1 kHz repetition rate to initialize the qubit to \( |0 \rangle \), see Fig. 4(j). The restless signal shows a distortion in which identical pulse sequences produce different results. The first ten measurements, for which \( G_k = Id \), exhibit an exponential decay and the last ten measurements for which \( G_k = X \) have a zigzag pattern.

At the \( R = 100 \) kHz repetition rate the idle time between the end of the measurement pulse and the next pulse sequence is \( \sim 7.5 \mu s \). Measurements \( m_j \) that yield the excited state will experience \( T_1 \)-decay during this \( 7.5 \mu s \) and will thus result in a higher probability of a SPAM error in the subsequent outcome \( m_{j+1} \). Therefore, to remove this distortion we analyze the restless data using a discriminator, as discussed in Sec. III B, and post-select each single-shot according to the previous single-shot to create two sets \( \mathcal{M}_A = \{ m_j | y_{j-1} = A \} \)
and \( M_B = \{ m_j \mid y_{j-1} = B \} \). Here, \( M_A \) and \( M_B \) collect the IQ-points where the previous outcome gave \( A \) or \( B \), respectively, see Fig. 5(b). Since we use pulse sequences with \( I_d \) and \( X \) operations we know if \( m_j \) was obtained with \( G_k = I_d \) or \( G_k = X \). This allows us to calculate the readout fidelities \[ F_A = 1 - \frac{1}{2} |P_A(B|I_d) + P_A(A|X)| = 96.5 \pm 0.1\% \] (5)

and

\[ F_B = 1 - \frac{1}{2} |P_B(A|I_d) + P_B(B|X)| = 82.9 \pm 0.3\% \] (6)

for \( M_A \) and \( M_B \), respectively, see Appendix B. The confidence intervals are obtained using Jeffreys interval at a 95% confidence level \[ 32\]. Here, \( P_x(y|G) \) is the probability to measure \( y \) given the operation \( G \) and initial state \( x \) and measures the SPAM error for the choices of \( x, y, \) and \( G \) in Eqs. (5) and (6).

The different readout fidelities \( F_A \) and \( F_B \) together with the relative number of measurements in \( M_A \) and \( M_B \) create the observed distortions in the restless signal. Due to the randomization discussed in Sec. III and the \( T_1 \)-decay the probability that the single-shot measurements associated to \( G_k \) belong on average to \( M_A \), labeled by \( p_{k,A} \), is a function of all previous operations \( G_k \), see Fig. 6(a) and the model in Appendix C. The restless signal \( s_k \) is thus a weighted average of the signals \( s_{k,A} \) and \( s_{k,B} \), shown in Fig. 5(b), obtained from Eq. (2) by restricting the calculation to the IQ-points in \( M_A \) and \( M_B \), respectively, i.e.

\[ s_k = \frac{|M_A|_k}{N_s|M_A|_k} \sum_{m_k+iK \in M_A} 1_{k+iK} + \frac{|M_B|_k}{N_s|M_B|_k} \sum_{m_k+iK \in M_B} 1_{k+iK} \]

\[ = p_{k,A} s_{k,A} + (1 - p_{k,A}) s_{k,B} \quad \text{with} \quad p_{k,A} = \frac{|M_A|_k}{N_s}. \]

Here, \( |M_{A,B}|_k \) indicates the number of measurements belonging to \( G_k \) which are in \( M_{A,B} \). This weighted average is confirmed in Fig. 6(b) which shows how the restless signal varies between \( s_{k,A} \) and \( s_{k,B} \) with a pattern that matches the weights \( p_{k,A} \) in Fig. 6(a). We attribute the lower signal range of \( s_{k,B} \) compared to \( s_{k,A} \), i.e [13%, 83%] and [2%, 95%], respectively, to SPAM errors, see Appendix B. More concretely, from the readout fidelities in Eq. (5) and Eq. (6) we can now identify \( B \) as the excited state as \( s_{k,B} \) has higher SPAM errors mainly due to \( T_1 \)-decay. Both signals \( s_{k,A} \) and \( s_{k,B} \) can be analyzed either individually or calibrated to remove SPAM errors \[ 33\] and combined into a single data set. Alternatively, retaining only the data set with the highest SNR reduces the number of single-shots analyzed but can benefit some measurements such as RB, see Sec. IVB.

**Figure 6.** (a) Probability that \( m_j \in M_A \), estimated by \( |M_A|_k/N_s \), as a function of the measurement index. The first and last ten pulse sequences correspond to \( G_k = I_d \) and \( G_k = X \), respectively. The dashed line is a fit to the model discussed in Appendix C. (b) Restless signals \( s_{k,A} \) and \( s_{k,B} \) built from \( m_j \in M_A \) and \( m_j \in M_B \), respectively. The dashed lines correspond to the measured SPAM errors shown in Fig. 12.

### IV. RESTLESS CALIBRATION AND CHARACTERIZATION

Characterizing quantum chips and gates requires a broad variety of measurements in which the measured behavior is fit to a function describing the expected outcome. We anticipate that restless data acquisition can speed-up experiments such as spectroscopy, Ramsey and error amplifying gate sequences \[ 3 \] for both single- and two-qubit gates. This frees up the hardware to run more quantum circuits. The signal of these experiments is often calibrated using the pulses sequences discussed in the previous sections. To illustrate calibration and characterization we measure a Rabi oscillation and perform RB of a single- and a two-qubit gate using restless measurements.

#### A. Rabi measurements

To measure a Rabi oscillation between the qubit states we apply a resonant Gaussian pulse with an amplitude \( \alpha \) and subsequently measure the qubit. This pulse sequence is repeated for \( K = 128 \) different, linearly-spaced, values \( \alpha_k \) starting at \(-90\%\) and ending at \( 90\% \) of the maximum arbitrary waveform generator output voltage of 0.8 V. Adding three \( M \circ I_d \) and three \( M \circ X \) sequences allows us to mitigate readout errors by normalizing the measured signals to \([0,1]\).

We measure a Rabi oscillation by gathering data at a 1 kHz repetition rate, averaging the IQ-points \( m_j \) over the \( N_s = 1000 \) single-shots, and applying a SVD to find...
The average IQ-points \( \langle m \rangle_k \) produce the expected Rabi oscillation for standard measurements (which we fit to a cosine), see (b), but unsurprisingly fail to reproduce the Rabi oscillation when measured at 250 kHz, see (d).

\[ s_k = (|M_A|k_{s_k,A} + |M_B|k_{s_k,B})/N_c \]  

(8)

which also shows the Rabi oscillation. We recover the amplitude response of the Rabi oscillation with a fit to a cosine function of the standard measurement, \( s_{k,A} \), \( s_{k,B} \), and \( s_k \), yielding 0.5858(10), 0.5854(9), 0.5845(16), and 0.5853(9) rad/V, respectively. All restless measurements reproduce the result of the standard measurement with \( s_{k,B} \) slightly outside the one standard deviation interval. The confidence intervals reflect the standard error in the data sets shown in Fig. 8(c) and shows that restless measurements have the same precision and accuracy as standard measurements. We anticipate that the methodology used here may be applied to other experiments such as Ramsey and gate error amplifying sequences used for calibration [3].

B. Randomized Benchmarking

Randomized Benchmarking requires a substantial amount of measurements [34]. Restless measurements increase the rate at which RB data is gathered. We characterize the single-qubit gates with 200 random sequences of \( N_c \) Clifford gates, built from \( X_{1.5\pi} \) and \( Y_{1.5\pi} \) rotations, for 17 different values of \( N_c \), ranging from 5 to 500. For each Clifford sequence we measure \( N_g = 2000 \) single-shots at a 1 kHz and at a 50 kHz repetition rate. Since each single-qubit pulse lasts 4.16 ns with a 4.16 ns buffer in between pulses we limit the repetition rate of restless...
measurements to 50 kHz to ensure that sequences with 500 Clifford gates do not overlap with the next measurement. Since the trigger rate is fixed, short Clifford sequences leave a long idle time before the start of the next sequence. $T_1$-induced errors of shorter Clifford sequences are thus magnified when the previous measurement produced a $|1\rangle$ state. To overcome this effect we post-select our data and use only the sequences initialized in $|0\rangle$. We therefore discard 60% of the data and the effective restless rate is 20 kHz. To measure the EPC we randomly select 100 of the 200 Clifford sequences and fit their mean as shown in Fig. 9(a). This procedure is repeated 1000 times to create a distribution of the measured EPC, see Fig. 9(b). We measure an EPC of $0.36 \pm 0.03\%$ and $0.37 \pm 0.03\%$ for standard and restless measurements, respectively, where the error is the standard deviation of the distribution in Fig. 9(b). From a $z$-test with $z = (0.36 - 0.37)\sqrt{0.03^2 + 0.03^2} = -0.25$ we conclude that both methods yield an identical EPC with an 80% confidence even after discarding 60% of the restless data.

Gathering 6.8 million single-shots takes 113.3 minutes and 2.3 minutes at 1 kHz and 50 kHz, respectively, which emphasizes the gain of high repetition rates. These figures do not include the constant 3 minutes needed to prepare the gate sequences, initialize the hardware, and transfer the pulse data to the arbitrary waveform generators.

In addition to single-qubit RB we measure the EPC of a roughly calibrated two-qubit CZ gate, calibrated on a different chip with an identical architecture. The CZ gate is implemented by modulating the tunable coupler with an oscillating magnetic flux with a frequency $\omega_0 = \omega_{10} = \omega_{20}$ which drives the transition between the $|20\rangle$ and $|11\rangle$ states [34–36]. We characterize the CZ gate by measuring 90 random sequences of Clifford gates with up to 30 Clifford gates. Since each CZ gate lasts 333 ns we limit the repetition rate of restless measurements to 20 kHz to ensure that sequences with 30 Clifford gates do not overlap with the next measurement. As before, we post-select the restless data keeping only measurements initialized in $|00\rangle$ to mitigate $T_1$-induced errors. We therefore discard 60% of the data and the effective restless rate is 8 kHz. As before, we bootstrap the measurement by determining the EPC 1000 times where we randomly select 50 of the 90 sequences. At 1 kHz and 20 kHz we measure an EPC of $6.20 \pm 0.35\%$ and $5.99 \pm 0.39\%$, respectively, see Fig. 10. From a $z$-test with $z = (6.20 - 5.99)/\sqrt{0.35^2 + 0.39^2} = 0.40$ we conclude that both methods yield an identical EPC with an 69% confidence.

V. DISCUSSION AND CONCLUSION

We have demonstrated how to analyze single-shot data gathered at elevated repetition rates without qubit reset. We show how to efficiently build a state discriminator and use it to correct distortions in the restless signal. Our work extends the method of Rol et al. [21] to common qubit calibration and characterization experiments. Our approach post-selects the single-shots according to their initial state. The signals of each data set can be recombined once measurement biases that depend on the initial state are corrected. We argued that the initial state of the data set with the lowest variance is $|0\rangle$. In our experience retaining only this data set produces the highest SNR despite not using all the data. We illustrate our method by showing that a restless-measured Rabi oscillation – as an exemplary measurement for calibration – and a RB measurement reliably reproduce the results obtained at low trigger rates.

Restless measurements can be applied without any additional requirements such as real-time analysis or extra hardware as required for active qubit reset. To achieve the highest restless repetition rate and SNR any given pulse sequence should begin immediately after the previous readout pulse. This should also reduce biases in the restless signal as the effect of $T_1$-decay will be minimized. In particular, RB measurements would not require post-selection and the effective repetition rate will be set by the gate fidelity as higher fidelity gates require longer Clifford sequences. The repetition rate is then limited by the duration of the pulse sequences, including the readout pulse, which can be shortened with optimal control [6, 37–39] and may require reset after each measurement [38, 40]. Future work would involve analyzing the effect of the higher excited transmon states [41] and demonstrating other forms of RB [42, 43].

The higher repetition rates of restless measurements enable more frequent and significantly faster calibration and characterization. This would result in both extended up-times and/or more accurately calibrated systems. Furthermore, this may allow cloud-based quantum
backends to deal with the calibration and characterization overhead required to implement Richardson Error mitigation [7, 8].
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Appendix A: Clustering single-shot data

Here, we compare the run time of SVD, $k$-means clustering [44], and the restless analysis in Sec. III B with a simplistic example. We numerically generate $N_s$ two-dimensional IQ-points forming two clusters centered around $(-0.5, -0.5)$ and $(0.5, 0.5)$ by sampling from a Gaussian distribution with a 0.2 standard deviation, see Fig. 11(b). To ensure that the example includes the number of single-shots that we analyze in a typical experiment we vary $N_s$ from $10^3$ to $10^7$. The SVD (from numpy version 1.18.1) allows us to construct a signal axis, see Fig. 2, while the $k$-means classifier (from sklearn version 0.21.3) with $k = 2$ and the restless analysis allow us to build a state discriminator, see Fig. 11(c). The quadratic run time of SVD, see Fig. 11(a), makes it a poor choice when processing single-shot data. In our example, the $k$-means algorithm, based on Elkan’s algorithm [45], has an almost linear run time with the number of single-shots. Of the three methods the restless analysis performs best for $N_s > 10^4$, see green triangles in Fig. 11(a). We expect a linear scaling $O(N_s)$ as the number of samples increases. This simple example highlights that single-shots should not be analyzed with SVD when they cannot be averaged and that the restless analysis method is fast.

Appendix B: SPAM Errors

The measurements described in section III C allow us to quantify the SPAM errors for $\mathcal{M}_A$ and $\mathcal{M}_B$ by separating both data sets according to whether $G_k = Id$ or $G_k = X$, see Fig. 12(a) and (b), respectively. The single-shots $m_j$, projected onto the measurement axis form a one-dimensional distribution, see shaded curves in Fig. 12. From their cumulative distribution functions $F_{Id}$ and $F_X$, shown as solid lines in Fig. 12, we calculate an optimal threshold value for state discrimination given by the point where $F_{Id}$ and $F_X$ are maximally separated

$$x_T = \arg \max_x |F_X(x) - F_{Id}(x)|, \quad (B1)$$

shown as a black dashed line in Fig. 12. We use $x_T$ to discriminate the qubit states and extract the specific SPAM error $P_x(y|G)$ for $G \in \{Id, X\}$ and $x, y \in \{A, B\}$, see the SPAM plots in Fig. 12.

Figure 11. (a) Run time of SVD, $k$-means, and the restless analysis in Sec. III B as a function of the number of single-shots processed. The dashed lines show $\ln y = a \ln N_s + b$ fits used to obtain the scaling $a$ of the run-time. (b) The simulated IQ-data used, color-coded according to the $k$-means classifier. (c) The simulated IQ-data discriminated using the restless analysis.

Figure 12. Histogram of restless measured IQ-points for $\mathcal{M}_A$ (a) and $\mathcal{M}_B$ (b) split into Id (blue) and X (red) operations. The blue and red solid lines show the cumulative distribution functions (scaled by a factor 10 for plotting) from which the discrimination threshold $x_T$, shown as a dashed black line, is obtained. The bar charts on the right show the SPAM errors $P_A(B|Id) = 2\%$ and $P_A(A|X) = 5\%$ in (a) and $P_B(A|Id) = 17\%$ and $P_B(B|X) = 17\%$ in (b).
Appendix C: simulation of restless measurements

Here we build a model of restless measurements to fit the fraction of points in $M_A$ for the data shown in Fig. 6. We model the probability $p_{[1],j}$ that measurement $j$ projects the qubit into the excited state, which depends on the previous measurements and operations, as

$$p_{[1],j} = a [p_{[1],j-1} + \eta_k (1-p_{[1],j-1}) - \eta_k p_{[1],j-1}] e^{-1/(RT)} + b$$  \hspace{1cm} (C1)

Here, $\eta_k$ is the probability that $G_k$ flips the qubit state and $\exp(-1/RT)$ is the probability to decay due to $T_1$-relaxation in a time $1/R$. $a$ and $b$ are parameters to account for SPAM errors. The probability that the qubit was projected in the excited state during the previous measurement is $p_{[1],j-1}$. The state transfer probabilities to and out of the excited state are $\eta_k (1-p_{[1],j-1})$ and $\eta_k p_{[1],j-1}$, respectively.

We use the model in Eq. (C1) to fit $p_{k,A}$, experimentally estimated by $|M_A|/N_s$, to

$$1 - \frac{1}{N_s} \sum_{i=0}^{N_s-1} p_{[1],k+iK}$$  \hspace{1cm} (C2)

which assumes $A = |0\rangle$, see Fig. 6(a). We set $\eta_k = 0$ and $\eta_k = 99\%$ for $G_k = Id$ and $G_k = X$, respectively, and treat $T_1$, $a$, and $b$ as fit parameters. Since the qubit is in its ground state before the restless measurements begin $p_{[1],0} = 0$ which allows us to compute the sum in Eq. (C2). This model accurately reproduces the data with fitted values $T_1 = 50.0(3.2) \mu s$ $a = 0.983(26)$, and $b = 0.084(12)$, see Fig. 6(a).
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