Quantum vacuum energies and Casimir forces between partially transparent $\delta$-function plates
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In this paper the quantum vacuum energies induced by massive fluctuations of one real scalar field on a configuration of two partially transparent plates are analysed. The physical properties of the infinitely thin plates are characterized by two Dirac-$\delta$ potentials. We find that an attractive/repulsive Casimir force arises between the plates when the weights of the $\delta$’s have equal/different sign. If some of the plates absorbs fluctuations below some threshold of energy (the corresponding weight is negative) there is the need to set a minimum mass to the scalar field fluctuations to preserve unitarity in the corresponding quantum field theory. Two repulsive $\delta$-interactions are compatible with massless fluctuations. The effect of Dirichlet boundary conditions at the endpoints of the interval $(-a,a)$ on a massless scalar quantum field theory defined on this interval is tantamount letting the weights of the repulsive $\delta$-interactions to $+\infty$.
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I. INTRODUCTION

The spectacular success of quantum field theory accurately describing scattering processes between leptons and photons in QED brought with it a striking paradox. The theoretical framework required that particles lived in open spaces of infinite volume and hence boundary conditions played no role at all [1]. This fact was in sharp contrast with what happened in classical field theory where boundary conditions at the boundaries of closed (finite volume) manifolds were a central part of the theory. The situation started to change in the nineteen seventies when infrared phenomena, e.g., the quark confinement mystery, entered into the scene of quantum field theory (QFT). It was recognised very quickly, see reference [2], that boundary conditions are implemented in QFT by surface interactions. More precisely, assuming that the quantum fields live on a 3 dimensional manifold with a surface boundary, the surface interactions are determined by adding a term proportional to a Dirac $\delta$ function to the Lagrangian on the surface times functions of the fields and their derivatives [2].

A profound phenomenon fitting within this theoretical framework is the Casimir effect [3]. In reference [4] Bordag et al described analytically the two parallel plates of the ideal Casimir set-up by means of two Dirac $\delta$ potentials concentrated on a point at the centre of the plates. The Casimir energy, due to massive and massless spinor and scalar fields, was subsequently calculated setting two $\delta$-functions on the plate surfaces as electrostatic potential. These ideas were subsequently applied in the analysis of a similar effect due to field fluctuations in the presence of a penetrable spherical shell, see [5]. The ultraviolet divergences appear as infinite factors multiplying the first heat trace coefficients coming from the heat kernel expansion of the free Laplacian plus a delta function potential concentrated on an infinitely thin closed surface.

More recently Fosco et al [6] derived the Casimir energy induced by the scalar field fluctuations between two finite-width mirrors by using a field derivative local expansion. The effective field theory replaces the mirrors by Dirac $\delta$ potentials, a set up that the authors reinterpret as imposing imperfect Dirichlet conditions. In reference [7] Milton and collaborators extend this idea to a fully electromagnetic context describing the electric permittivity and magnetic permeability in terms of $\delta$-functions with appropriate coefficients related to the plasma frequency in Barton’s model for the Casimir effect on spherical shells (see ref. [8]). The authors showed that the Casimir energies derived in Barton’s plasma model are in perfect agreement with the results that they found in [7]. Moreover, in reference [7], it was pointed out that the thin and thick boundary conditions considered by Bordag in references [9] and [10] respectively lead to the same Casimir-Polder forces. In summary, it is suggested that the $\delta$-function interactions, admittedly an idealisation, capture the essential features of the quantum vacuum energy Casimir phenomenon. This statement is also confirmed by Fosco et al in reference [11] where the authors extend the procedures proposed in reference [6] to analyse the vacuum fluctuations of the electromagnetic field disturbed by the presence of two Dirac $\delta$-plates. The boundary conditions chosen in Fosco et al work respond to a modelization of the plate in the context of relativistic macroscopic electrodynamics. In this sense they differ from those used by Milton et al in [7, 12] where the boundary conditions are adapted to non-relativistic magneto-electric $\delta$-plates.

The aim of this work is to delve into the deepest analytic aspects arising from this approach to the Casimir effect by focusing our investigation on the simplest phys-
tical context. We shall thus study the quantum vacuum energy induced by the fluctuations over the real line of one real scalar massive field under the influence of two Dirac $\delta$-potentials located at two different points. Following section 2.1 of reference [18] we treat the quantum mechanical spectral problem posed by a double delta potential from a $(1 + 1)$-dimensional field theoretical perspective. Papers [14] and [15] by Jaffe and collaborators provide good evidence of interest in this task.

Specifically, we compute the Casimir energy induced by the quantum fluctuations of one massive real scalar field between two partially transparent plates using three different methods.

• 1. We first analyse this problem by computing the “reduced” Green function and, subsequently, the $00$-component of the energy-momentum tensor. Casimir energies and forces then follow through spatial integration and “sum” over the frequencies. The method is identical to the procedure used in refs. [4] and [13] and our results agree with the outcomes of these two papers. Nevertheless, we tackle a slightly more general situation. As in reference [13] we allow different couplings for the two Dirac $\delta$-potentials, but we also consider the possibility of having negative couplings. In this case, the $\delta$-potentials (wells) are attractive having bound states that can trap the quantum field fluctuations, i.e., we also envisage partially absorbing plates. To avoid the problems of a lack of unitarity of the quantum field theory arising in this situation we balance the mass of the fluctuations with the bound state eigenvalues in order to make fluctuation absorption impossible.

• 2. We apply, in a second development, the $TGTG$ prescription to calculate the Casimir energy between two compact objects from the knowledge of the “transfer” $T$-matrix of a single object defined by the Lipmann-Schwinger equation (see refs. [16, 17]). The simplest system of two disjoint objects merely includes two points, so it is suitable to use the $TGTG$ formalism in this case to find a clarification of the structure of the Casimir energies and forces in this way. In particular, the Casimir energy of fluctuations around one single $\delta$-plate is ultraviolet divergent even after the subtraction of the contribution of quantum fluctuations around a constant background. Suitable regularisation of one-$\delta$ Casimir energy allows to show that the results obtained from the stress tensor and the $TG$-formula only differ in a finite constant. The double-$\delta$ Casimir energy, however, is finite after the subtraction of the two single-$\delta$ and empty space vacuum energies. A partial integration shows that the stress tensor result and the $TGTG$-formula provide identical results for the quantum vacuum interaction between two $\delta$-plates.

The $TGTG$ formalism offers a very good understanding of the double-$\delta$ Casimir energy as a function from the $(\alpha, \beta)$-plane of couplings (weights) into the complex plane. The real part of the Casimir energy is negative, thus producing attractive Casimir force, when both couplings have equal sign. Positive Casimir energies, hence repulsive Casimir forces, occur when the signs of the $\delta$-couplings are different. If one or both of the $\delta$-potentials, mimicking the plates, are attractive, unitarity of the quantum field theory sets a lower bound on the mass of the quantum fluctuations such that the total energy of the lowest energy state is zero. In the computation of the double-$\delta$ Casimir energy one must subtract the individual single-$\delta$’s vacuum energies. If they are attractive, the individual $\delta$-plates can absorb fluctuations of mass below the modulus of the bound state energy for a single $\delta$-potential. Therefore, allowing these light fluctuations the subtraction process renders the $TGTG$ Casimir energy of the double-$\delta$ system complex. A lower bound, equal to the sum of the two individual bound state energies on the mass of the fluctuations for the double delta system, is necessary to avoid the appearance of an imaginary part in the double-$\delta$ Casimir energy coming from the subtraction of single-$\delta$’s vacuum energies. This lower bound, however, is generically insufficient to ensure the unitarity of the quantum field theory. When both $\delta$-couplings are negative there is a small region in the plane of couplings where the lowest energy level of the double-$\delta$ system is lower than the mass lower bound. In this region the theory becomes non-unitary and a higher lower bound on the mass must be imposed to ensure the unitarity of the quantum field theory.

If the two $\delta$-interactions are repulsive there are no bound states and even the massless fluctuations give rise to a real Casimir energy and a unitary quantum field theory. In the infinitely repulsive limit of the two $\delta$-potential plates the Casimir energy induced by massless fluctuations is exactly the Casimir energy produced by two perfectly conducting plates (Dirichlet boundary conditions on the quantum fields over the plates), see references [18–20]. Thus we interpret the double-$\delta$ Casimir energy as the Casimir energy due to a family of generalised Dirichlet boundary conditions set on the quantum fluctuations of one scalar field produced by semi-transparent plates, rather than impenetrable.

• 3. Our third way to deal with $\delta$-potential Casimir energies is inspired by the calculation of one-loop kink mass shift (see refs. [21, 22]). In the kink “string” limit of the sine-Gordon model, see ref. [23], the one-loop fluctuations of the scalar field in the kink background are governed by the one-$\delta$ well Hamiltonian with the threshold of the continuous spectrum displaced in such a way that the energy of the bound state is zero. Thus the Casimir energy of an attractive $\delta$-plate can be understood as the sine-Gordon kink Casimir energy in the “string” limit excluding the contribution of the mass renormalisation counterterm. The Casimir energy is accordingly expressed as a sum over the discrete spectrum of the square root of the eigenvalues plus the integration over the continuous spectrum of the square root of the eigenvalues weighted with the spectral density. Because the phase shifts are analytically known the calculation is completely feasible and offers a more disclosed physical information to that encoded in either the energy-momentum tensor
or the TG calculation. Knowledge of the spectral data of the double δ-Hamiltonian is also completely accessible allowing to explicitly write the DHN formula (see ref. [21]) for the two-δ Casimir energy. Bearing in mind that the double δ-wells arise in the string limit of two sine-Gordon kinks it is interesting to compare this result with the quantum vacuum interaction between two sine-Gordon kinks computed by Bordag and Muñoz-Castañeda in reference [24].

II. QUANTUM FLUCTUATIONS OF 1 + 1 DIMENSIONAL SCALAR FIELDS

A. The field equation and the Green function

The fluctuations of 1D scalar fields on static classical backgrounds modelled by the function $U(x)$ are governed by the action:

$$S[\Phi] = \int d^2x \left[ \frac{1}{2} \partial_\mu \Phi \partial^\mu \Phi - \frac{1}{2} U(x) \Phi^2(x,t) \right]$$  \hspace{1cm} (1)

In order to have a well defined scattering problem we must impose the finite area condition over the $U(x)$ classical background [25]:

$$\lim_{x \to \infty} U(x) = m^2, \quad \int_{-\infty}^{\infty} dx (U(x) - m^2) < +\infty.$$  \hspace{1cm} (2)

The classical field equation and the Green’s function equation arising from (1) are:

$$\left( \partial_t^2 - \partial_x^2 + U(x) \right) \Phi(x,t) = 0$$  \hspace{1cm} (3)

$$\left( \partial_t^2 - \partial_x^2 + U(x) \right) G(x,t;x',t') = \delta(x-x')\delta(t-t').$$

Performing a Fourier decomposition in the time coordinate of the fluctuating field

$$\Phi(t,x) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} e^{i\omega t} \phi_\omega(x),$$ \hspace{1cm} (4)

and using the field equation we obtain the static fluctuating Schrödinger operator:

$$-\phi''_\omega(x) + U(x)\phi_\omega(x) = \omega^2 \phi_\omega(x).$$ \hspace{1cm} (5)

The same Fourier decomposition leads to the reduced Green’s function $G_\omega(x,x')$ and its corresponding differential equation:

$$G(x,t;x',t') = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} e^{i\omega(t'-t)} G_\omega(x,x')$$ \hspace{1cm} (6)

$$(-\omega^2 - \partial_x^2 + U(x)) G_\omega(x,x') = \delta(x-x').$$ \hspace{1cm} (7)

The reduced Green function plays a central role in the paper. We use the reduced Green function in the calculation of the Casimir energy using the TGTG formalism developed in references [13] [16] [17] [24].

B. The stress tensor and Casimir energies

The energy-momentum tensor arising from the action functional [1] is given by

$$T_{\mu\nu} = \partial_\mu \Phi \partial^\nu \Phi - g_{\mu\nu} \mathcal{L}$$ \hspace{1cm} (8)

$$\mathcal{L} = \left[ \frac{1}{2} \partial_\mu \Phi \partial^\mu \Phi - \frac{1}{2} U(x) \Phi^2(x,t) \right]$$

The $(0,0)$ component of the energy momentum tensor gives the energy density for any field configuration

$$T_{00}(x,t) = \frac{1}{2} \left( \left( \frac{\partial \Phi}{\partial t} \right)^2 + \left( \frac{\partial \Phi}{\partial x} \right)^2 + U(x) \Phi^2(x,t) \right).$$ \hspace{1cm} (9)

For those field configurations that are solutions of the equations of motion arising from (1) the partial integration shown in (9) tells us that the energy density is given by

$$T_{00}(x,t) = \left( \frac{\partial \Phi}{\partial t} \right)^2.$$ \hspace{1cm} (10)

The Green function is also the vacuum expectation value of a time ordered product of quantum fields

$$G(x,t;x',t') = i \langle 0 | T(\hat{\Phi}(t,x) \hat{\Phi}(x',t')) | 0 \rangle.$$ \hspace{1cm} (11)

Therefore the vacuum expectation value of the energy density is given in terms of the Green function as [17]

$$\langle 0 | T_{00}(x) | 0 \rangle = \frac{1}{i} \partial_t \partial_t G(x,t;x',t') |_{x=x',t=t'}.$$ \hspace{1cm} (12)

This is the basic formula relating the Green function to the $(0,0)$ component energy-momentum tensor. The vacuum energy is given as the integral of $\langle 0 | T_{00}(x) | 0 \rangle$ over the real line.

C. The TGTG method for $(1+1)$-dimensional theories

Following references [13] [16] [17] [24] we summarise the main formulas and results that lead to the TGTG formula for the Casimir energy and the quantum vacuum interaction between two compact/topological disjoint objects in $(1+1)$-dimensional scalar quantum field theories. The Lipmann-Schwinger equation arising in quantum mechanical scattering theory defines the transfer matrix [26] (see references [25] [27]) as

$$G = G^{(0)} - \frac{G^{(0)} \cdot U \cdot G^{(0)}}{I + U \cdot G^{(0)}} \equiv G^{(0)} \cdot (I - T \cdot G^{(0)}).$$ \hspace{1cm} (13)

where $G^{(0)}$ is the Green’s function for the free particle operator

$$K^0 = -\frac{d^2}{dx^2} + m^2.$$ \hspace{1cm} (14)
The last equality in equation (13) is written in terms of the corresponding integral kernels as
\[ G_\omega^{(U)}(x, y) = G_\omega^{(0)}(x, y) - \int dz_1 dz_2 G_\omega^{(0)}(x, z_1)T_\omega^{(U)}(z_1, z_2)G_\omega^{(0)}(z_2, y). \]

The general expression for the kernel of the \( T \) operator can then be obtained (see reference [24] for a detailed demonstration):
\[ T_\omega(x, y) = U(x)\delta(x - y) + U(x)G_\omega^{(0)}(x, y)U(y). \]  

Compact disjoint objects in one dimension are modelled by potentials of the form
\[ U(x) = U_1(x) + U_2(x), \]
where the smooth functions \( U_i(x), i = 1, 2, \) have disjoint supports on the real line. Under this assumption the TGTG formula for the vacuum interaction energy is
\[ E_0^{\text{int}} = -\frac{i}{2} \int_0^{\infty} \frac{d\omega}{\pi} \Im_{L^2} \ln (1 - M_\omega) \]  

where the operator \( M_\omega \) and its kernel are defined as
\[ M_\omega = G_\omega^{(0)}T_\omega^{(1)}G_\omega^{(0)}T_\omega^{(2)} \]
\[ M_\omega(x, y) = \int dz_1 dz_2 dz_3 \left[ G_\omega^{(0)}(x, z_1)T_\omega^{(1)}(z_1, z_2) \times \times G_\omega^{(0)}(z_2, z_3)T_\omega^{(2)}(z_3, y) \right] \]

In these last expressions \( T_\omega^{(i)}, i = 1, 2, \) is the \( T \) operator associated to the object represented by \( U_i(x), i = 1, 2, \). The potentials \( U_i(x), i = 1, 2, \) representing the two objects define separately two Schrödinger problems given by the operators
\[ K_\omega^{(i)} = -\frac{d^2}{dx^2} + U_i(x), \quad i = 1, 2. \]

In general the operators \( K_\omega^{(i)}, i = 1, 2, \) are defined over a Hilbert space that is not isomorphic to the Hilbert space of the free particle quantum theory. Therefore the formula (16) is not valid. To avoid this problem we must perform a Wick rotation \( \omega \rightarrow i\xi \): in the corresponding Euclidean rotated quantum theories all the operators act over the same Hilbert space. When performing this transformation the TGTG formula reads
\[ E_0^{\text{int}} = \frac{1}{2} \int_0^{\infty} \frac{d\xi}{\pi} \Im_{L^2} \ln (1 - M_{i\xi}). \]

Now all the operators appearing in the TGTG formula are the Euclidean rotated versions of the original definition. Hence all the operators appearing act over the same Hilbert space (for more details see refs. [17, 24]).

Formula (16) does not account explicitly for dissipative effects. However there are some dissipative phenomena that are implicit in formula (16). Whenever the \( L^2 \) norm of the operator \( M_\omega \) becomes greater than one (\( \| M_\omega \|_{L^2} > 1 \)) we have that
\[ \Im_{L^2} \ln (1 - M_\omega) \in \mathbb{C}. \]  

Therefore the vacuum Casimir interaction acquires an imaginary part. Such kind of dissipative phenomena arise, for instance, when negative energy bound states appear in the one-particle states on which the quantum field theory is built. As long as unitarity is preserved all the conservation laws that are consequence of the quantum version of the Noether theorem remain valid.

D. Casimir energy from the spectral heat trace and zeta function

The one-particle states of the quantum field theory are given by the eigenfunctions of the Schrödinger operator
\[ K = K^0 + U(x), \quad \ldots \]

In general this operator has both continuous and discrete spectrum
\[ K\psi_j(x) = \omega_j^2 \psi_j(x), \quad j = 1, 2, \ldots, l, \quad l \in \mathbb{N} \]
\[ K\psi_k(x) = \omega(k)^2 \psi_k(x; k), \quad \omega(k)^2 = k^2 + m^2, \quad k \in \mathbb{R} \]

For each \( k \in \mathbb{R} \) the differential equation (24) has two linear independent solutions: the left-to-right incoming waves \( (\psi_k^{(R)}(x)) \) and right-to-left incoming waves \( (\psi_k^{(L)}(x)) \). The asymptotic behaviour of these solutions is determined by the scattering amplitudes (see references [25, 27]):
\[ \psi_k^{(R)}(x) \simeq \begin{cases} e^{ikx} + r_k(k)e^{-ikx}, & x \rightarrow -\infty \\ t(k)e^{ikx}, & x \rightarrow \infty \end{cases} \]
\[ \psi_k^{(L)}(x) \simeq \begin{cases} t(k)e^{-ikx}, & x \rightarrow -\infty \\ e^{-ikx} + r_L(k)e^{ikx}, & x \rightarrow \infty \end{cases} \]

The Wronskian of the two independent scattering solutions is given in terms of the transmission amplitude \( t(k) \)
\[ W[\psi_k^{(R)}(x), \psi_k^{(L)}(x)] = -2ik t(k) \equiv W_{RL}(k). \]

The reduced Green function defined above in (46) can be obtained from the two independent scattering solutions using the following expression (see [17]):
\[ G_\omega(x, x') = \frac{1}{W_{RL}(k)} \left( \theta(x - x')\psi_k^{(R)}(x)\psi_k^{(L)}(x') + \theta(x' - x)\psi_k^{(R)}(x')\psi_k^{(L)}(x) \right), \]

where \( \theta(x) \) is the Heaviside step function.

Confining the whole system in a very long interval of length \( L \) and imposing periodic boundary conditions over
the eigenfunctions of the operator $\mathbf{K}$, the spectral density of the continuous spectrum is defined as

$$\varrho(k) = \frac{L}{2\pi} + \frac{d\delta(k)}{dk}, \quad (29)$$

where $\delta(k) = \delta_+(k) + \delta_-(k)$ is the total phase shift; the sum of the arguments of the eigenvalues of the unitary scattering matrix $[27]:$

$$e^{2i\delta_{\pm}(k)} = t(k) \pm \sqrt{r_p(k)r_s(k)}. \quad (30)$$

The discrete spectrum of the operator $\mathbf{K}$ arises at the poles in the complex $k$-plane of the transmission amplitude $t(k)$ located in the positive imaginary momentum line $k_j = ik_j$ ($k_j > 0$):

$$\psi_j(x) \simeq \begin{cases} e^{\kappa_j x} & , \ x \to -\infty \\ \frac{t(ik_j)}{r_p(ik_j)}e^{-\kappa_j x} & , \ x \to \infty . \end{cases} \quad (31)$$

The eigenvalues for the discrete spectrum are given by $\omega_j = -\kappa_j^2 + m^2$. Note that at $k_j = ik_j$ the Wronskian has poles and the doubly degeneracy of the scattering eigenfunctions disappears.

The heat trace and the spectral zeta function collect this spectral information through the definitions:

$$h_{\mathbf{K}}(\tau) = \sum_{\alpha=1}^l e^{-\tau\omega_j^2} + \int_{-\infty}^{\infty} \frac{dk}{2\pi} \left( L + \frac{d\delta}{dk}(k) \right) e^{-\tau\omega^2(k)}$$

$$\zeta_{\mathbf{K}}(s) = \sum_{\alpha=1}^l \omega_j^{-2s} + \int_{-\infty}^{\infty} \frac{dk}{2\pi} \left( L + \frac{d\delta}{dk}(k) \right) \omega^{-2s}(k),$$

where $\tau \in \mathbb{R}^+$ and $s \in \mathbb{C}$ are respectively a positive real parameter and a complex one $[29]$. These two spectral functions are related by means of the Mellin transform:

$$\zeta_{\mathbf{K}}(s) = \frac{1}{\Gamma(s)} \int_0^{\infty} d\tau \tau^{s-1} h_{\mathbf{K}}(\tau). \quad (32)$$

Accordingly the energy induced by the quantum fluctuations around the object described by the $U(x)$ potentials measured with respect to the vacuum fluctuation energy is:

$$E_C = \frac{1}{2} \left( \zeta_{\mathbf{K}}(-\frac{1}{2}) - \zeta_{\mathbf{K}^0}(-\frac{1}{2}) \right)$$

$$= \frac{1}{2} \sum_{j=1}^l \omega_j - \frac{m}{4} + \frac{1}{2} \int_{-\infty}^{\infty} \frac{dk}{2\pi} \frac{d\delta}{dk}(k) \omega(k). \quad (33)$$

A subtle point is the existence of a half-bound state of eigenvalue $\omega_{1/2} = m$ in the spectrum of $\mathbf{K}^0$, the constant function. According to the 1D Levinson theorem it must be accounted for with a weight of one-half; see $[30]$: this is the reason for subtracting the factor $m/4$ in formula $[33]$. Another even more subtle point is the regularisation implicitly used in deriving formula $[33]$. A cutoff in the energy allows us to manage a finite integration domain. $\int_{-\Lambda}^{\Lambda} dk$, at intermediate stages. It is known from the soliton quantisation framework that the correct regularisation, when the operator $\mathbf{K}$ has a finite number of bound states, is to set a cutoff in the number of fluctuation modes of both $\mathbf{K}$ and $\mathbf{K}^0$. In the limit of infinite length $L$ this prescription requires an integration by parts in the integral over the momenta, from which is obtained the quantum energy of the extended object in the form of DHN, $[21]:$

$$E_C^{\text{DHN}} = \frac{1}{2} \sum_{j=1}^l \omega_j - m - \frac{1}{2} \int_{-\infty}^{\infty} \frac{dk}{2\pi} \frac{d\omega}{dk}(k) \delta(k). \quad (34)$$

For a detailed demonstration and discussion about this formula see also reference $[31]$.

### III.DIRAC DELTA BACKGROUNDS. CASIMIR ENERGY FROM THE ENERGY-MOMENTUM TENSOR.

The Dirac delta potentials have been thoroughly studied in standard textbooks on Quantum Mechanics (see for example $[25]$). In this section we introduce the results and establish the notation for the single delta and the double delta potential.

#### A. One Dirac delta configuration background

The potential governing massive fluctuations in the delta background is:

$$U^{(\delta)}(x) = m^2 + \alpha \delta(x), \quad m^2 = \mu^2 + \frac{\alpha^2}{4}. \quad (35)$$

The term $\alpha^2/4$ in the choice of the fluctuation mass is added to guarantee that even the possible bound state has non-negative energy. Even if we choose $\mu = 0$ the vacuum energy will always be real and the corresponding quantum field theory is unitary. The one-particle states of the quantum field theory are the eigenfunctions of the Schrödinger operator

$$\mathbf{K}^{\delta} = \mathbf{K}^0 + \alpha \delta(x), \quad \mathbf{K}^0 = -\frac{d^2}{dx^2} + m^2. \quad (36)$$

The self-adjoint extension of the operator $\mathbf{K}^{\delta}$ is defined by the Dirac delta matching conditions:

$$\psi(0^-) = \psi(0^+), \quad \psi'(0^+) - \psi'(0^-) = \alpha \psi(0). \quad (37)$$

The continuity/discontinuity conditions $[37]$ determine subsequently the eigenstates in both the continuous and the discrete spectrum:

- The scattering states (continuous spectrum) for the single delta Schrödinger problem

$$\mathbf{K}^{\delta}\psi_k(x) = (k^2 + m^2)\psi_k(x), \quad k \in \mathbb{R}. \quad (38)$$
are of the general form \[\text{[25, 26]}\] but this generic asymptotic behaviour extends to the whole real line except at the origin \[\text{[25]}\]:

\[
\psi^{(R)}_k(x) = \begin{cases} 
  e^{ikx} + r(k)e^{-ikx} & x < 0 \\
  t(k)e^{ikx} & x > 0
\end{cases}
\]

\[
\psi^{(L)}_k(x) = \begin{cases} 
  t(k)e^{-ikx} & x < 0 \\
  e^{-ikx} + r(k)e^{ikx} & x > 0
\end{cases}
\]

Moreover, since the Dirac delta is symmetric under parity \((\delta(-x) = \delta(x))\) the reflection amplitudes for the \(R\) and \(L\) states are equal: \(r_n(k) = r_L(k) \equiv r(k)\). Hence for a fixed \(k \in \mathbb{R}\) the wave functions \(\psi^{(R)}_k(x)\) and \(\psi^{(L)}_k(x)\) are fully characterised by the transmission \(t(k)\) and the reflection \(r(k)\) amplitudes. Solving the linear system of equations required by the Dirac delta matching conditions \[\text{[37]}\] on the unknowns \(t\) and \(r\) one finds:

\[
t(k) = \frac{2ik}{2ik - \alpha}, \quad r(k) = \frac{\alpha}{2ik - \alpha}.
\] (39)

- When the coupling is negative \(\alpha < 0\) and the \(\delta\)-potential is attractive, the scattering amplitude \(t(k)\) has a pole in the positive imaginary axis. In this case the single delta well has a bound state:

\[
k_b = -ik_b = -\frac{i\alpha}{2}; \quad \omega^2_b = -\kappa_b^2 + m^2 = \mu^2
\]

\[
\psi_b(x) = \sqrt{-\frac{\alpha}{2}} \exp\left[\frac{\alpha}{2}|x|\right].
\]

Using formula \[\text{[25]}\] the reduced Green function for the single delta potential is written as

\[
G^{(1\delta)}_{\omega}(x, x') = \begin{cases} 
  G^{(0)}_\omega - \frac{\alpha}{2ik - \alpha} e^{ik|x-x'|} & \text{sgn}(x') = +1 \\
  -\frac{\alpha}{2ik - \alpha} e^{ik|x-x'|} & \text{sgn}(x') = -1
\end{cases},
\]

whereas

\[
G^{(0)}_\omega(x, x') = -\frac{e^{ik|x-x'|}}{2ik}
\]

is the reduced Green function for the operator \(K^0\).

B. Two Dirac deltas configuration background

The potential governing massive fluctuations in two-delta configuration backgrounds is:

\[
U^{(2\delta)}(x) = m^2 + \alpha \delta(x - a) + \beta \delta(x + a),
\]

\[
a > 0, \quad m^2 = \mu^2 + \frac{\alpha^2}{4} + \frac{\beta^2}{4}.
\]

We choose the mass of the fluctuations in such a way that the subtraction of the energy of the individual \(\delta\)'s will not induce spurious imaginary contributions to the vacuum energy. By doing this, even the possible bound state energies of the isolated \(\delta\)-wells will always be positive. This selection of the mass ensures that the corresponding quantum field theory is unitary and therefore the vacuum energy is real, except in the case that the ground state energy of the two-\(\delta\) configuration is lower than the addition of the bound state energies of each \(\delta\)-well separated infinitely apart. The analytical problem posed by the potential \[\text{[40]}\] is suitable for the physical description of two parallel infinitely thin partially transparent plates. In this physical picture the parameters \(\alpha\) and \(\beta\) play the role of the plasma model frequencies mimicking the plates (see refs. [7, 13, 32]).

The one-particle states of the quantum field theory are the eigenfunctions of the Schrödinger operator

\[
K^{2\delta} = K^0 + \alpha \delta(x - a) + \beta \delta(x + a).
\]

The self-adjoint extension of the operator \(K^{2\delta}\) to the points \(x = \pm a\) is fixed by the following Dirac delta matching conditions at these points:

\[
\psi(\pm a^-) = \psi(\pm a^+),
\]

\[
\psi'(-a^+) - \psi'(-a^-) = \alpha \psi(-a),
\]

\[
\psi'(a^-) - \psi'(a^+) = \beta \psi(a).
\]

This operator has a continuous spectrum and for certain values of the parameters \(\alpha\) and \(\beta\) also exhibits discrete spectrum. Both continuous and discrete spectrum eigenstates are determined from the Dirac delta matching conditions along similar lines to those described for the single delta potential:

- The double delta potential \[\text{[40]}\] divides the real line into three different zones: \(x < -a, -a < x < a\) and \(x > a\). Therefore, the asymptotic behaviour of the \(R\) and \(L\) scattering states only extends to the \(x < -a\) and \(x > a\) zones:

\[
\psi^{(R)}_k(x) = \begin{cases} 
  e^{ikx} + r_R(k)e^{-ikx} & x < -a \\
  A_R(k)e^{ikx} + B_R(k)e^{-ikx} & -a < x < a \\
  t(k)e^{ikx} & a < x
\end{cases}
\]

\[
\psi^{(L)}_k(x) = \begin{cases} 
  t(k)e^{-ikx} & x < -a \\
  A_L(k)e^{ikx} + B_L(k)e^{-ikx} & -a < x < a \\
  e^{-ikx} + r_L(k)e^{ikx} & a < x
\end{cases}
\]

Note that in the intermediate zone the solutions are merely superposition of plane waves with opposite wave vector. The Dirac delta matching conditions on these scattering waves give rise to a linear system of four algebraic equations in the four unknowns \(t, r, A,\) and \(B\). The solution is easily obtained through Cramer’s rule implemented in
Mathematica:

\[
\begin{align*}
  r_n(k) &= -i \frac{\alpha (2k + i\beta)e^{-2iak} + \beta (2k - i\alpha)e^{2iak}}{\Delta(k)} \\
  A_n(k) &= \frac{2k(2k + i\beta)}{\Delta(k)}, \quad B_n(k) = -\frac{2k\beta e^{2iak}}{\Delta(k)} \\
  r_L(k) &= -i \frac{\alpha (2k - i\beta)e^{2iak} + \beta (2k + i\alpha)e^{-2iak}}{\Delta(k)} \\
  B_L(k) &= \frac{2k(2k + i\alpha)}{\Delta(k)}, \quad A_L(k) = -\frac{2k\alpha e^{2iak}}{\Delta(k)} \\
  t(k) &= \frac{4k^2}{\Delta(k)} \\
\end{align*}
\]

The common denominator \(\Delta(k)\) for all the amplitudes is

\[
\Delta(k) = 4k^2 + 2ik(\alpha + \beta) + (e^{4iak} - 1)\alpha\beta. \tag{51}
\]

- The existence of bound states in this system is determined by the poles of \(t(k)\) over the positive imaginary axis in the complex \(k\)-plane. Note that the poles of \(t(k)\) are the zeroes of the denominator \(\Delta(k)\). Thus, \(k = -in\) with \(\kappa > 0\), and these zeroes are the positive solutions of the transcendental equation

\[
e^{-4ak} = (1 + \frac{2}{\alpha}k)((1 + \frac{2}{\beta}k). \tag{52}
\]

The solutions are the intersections of the quadric \(f(\kappa) = \frac{4}{a^2}k^2 + \frac{2(\alpha + \beta)}{a^2} - k + 1\) and the exponential \(g(\kappa) = \exp[-4ak]\). There are always two intersections for positive \(\kappa\) if \(|g'(0)| > |f'(0)|\) and only one if this inequality is not satisfied. There are two bound states if the separation between the wells \((\alpha, \beta < 0)\) is such that \(a > -\frac{\sqrt{a}}{\alpha} - \frac{\sqrt{a}}{\beta} = a_0\) but only one if it is shorter than this characteristic length \(a_0\) of the system. The energy of the bound states becomes more and more negative with longer \(a\). Figure 1 shows the distribution of the number of bound states in the \(\alpha\)-\(\beta\) plane of couplings (see reference 33 for more details about the double delta system). If \(\kappa_j\) is a positive solution of (52), the form of the bound state wave function is

\[
\psi_j(x) = \begin{cases} 
  A(\kappa_j) e^{\kappa_j x} & x < -a \\
  B(\kappa_j) e^{-\kappa_j x} + C(\kappa_j) e^{\kappa_j x} & -a < x < a \\
  D(\kappa_j) e^{-\kappa_j x} & a < x
\end{cases}. \tag{53}
\]

The two-delta reduced Green function in the zones where the two points may coincide has the structure

\[
G^{(2\delta)}(x, x', x'' = x) = G^{(0)}(x - x') + \frac{\delta G^{(2\delta)}_{\omega, 1}(x, x', x'')}{\Delta(\kappa)} \quad \text{for} \quad x < -a
\]

\[
+ \frac{\delta G^{(2\delta)}_{\omega, 2}(x, x')}{\Delta(\kappa)} \quad \text{for} \quad -a < x < a
\]

\[
+ \frac{\delta G^{(2\delta)}_{\omega, 3}(x, x', x'')}{\Delta(\kappa)} \quad \text{for} \quad a < x
\]

The different components \(\delta G^{(2\delta)}_{\omega, j}(x, x')\) are computed using formula (28):

\[
\begin{align*}
  \delta G^{(2\delta)}_{\omega, 2}(x, x') &= \frac{e^{-ik(x + x')}}{2k\Delta(\kappa)} \left[ \alpha(2k + i\beta)e^{-2iak} + \beta(2k - i\alpha)e^{2iak} \right] \\
  \delta G^{(2\delta)}_{\omega, 1}(x, x') &= \frac{e^{2iak}}{2k\Delta(\kappa)} \left[ \alpha(2k + i\beta)e^{ik(x + x')} + \beta(2k + i\alpha)e^{-ik(x + x')} \right] \\
  \delta G^{(2\delta)}_{\omega, 3}(x, x') &= \frac{e^{ik(x + x')}}{2k\Delta(\kappa)} \left[ \alpha(2k - i\beta)e^{2iak} + \beta(2k + i\alpha)e^{-2iak} \right].
\end{align*}
\]

C. One-delta stress tensor and Casimir energy

Proper zero point renormalization of the vacuum expectation value of the energy momentum tensor requires the subtraction of the vacuum expectation value of the energy momentum tensor of the free theory. Therefore the vacuum energy density for the scalar quantum fluctuations around a classical single delta background normalized with respect to the vacuum energy density of free field fluctuations is

\[
\frac{\alpha}{i} \int_{-\infty}^{\infty} d\omega \left\langle \frac{\omega^2 e^{2i\sqrt{\omega^2 - m^2} |x|}}{2\pi} \right\rangle = \frac{\alpha}{i} \int_{-\infty}^{\infty} d\omega \left\langle \frac{\omega^2 e^{2i\sqrt{\omega^2 - m^2} |x|}}{2\pi} \right\rangle.
\]
To ensure that all operator products are well-defined and therefore all integrals are well-defined it is necessary to perform an euclidean rotation $\omega = i \xi$ (see references [17] and [21])

$$
\left\{ \hat{T}^{\delta\beta}_{\alpha\beta} (x) - \hat{T}^{\delta\beta}_{\alpha\beta} (0) \right\} | 0 \rangle = \frac{-\alpha}{2} \int_{-\infty}^{\infty} \frac{d\xi}{2\pi} \frac{\xi^2 e^{-2\sqrt{\xi^2 + m^2} |x|}}{\sqrt{\xi^2 + m^2} (2\sqrt{\xi^2 + m^2} + \alpha)}. \quad (58)
$$

Using the euclidean rotated energy density the single delta Casimir energy is

$$
E_C^{\delta\beta}(\alpha) = \int_{-\infty}^{\infty} dx \left\{ \hat{T}^{\delta\beta}_{\alpha\beta} (x) - \hat{T}^{\delta\beta}_{\alpha\beta} (0) \right\} | 0 \rangle = \frac{-\alpha}{2} \int_{-\infty}^{\infty} \frac{d\xi}{2\pi} \frac{\xi^2}{(\xi^2 + m^2) (2\sqrt{\xi^2 + m^2} + \alpha)}. \quad (59)
$$

Performing the change of variables to $\xi^2 = z^2 - m^2$ as done in reference [24] we obtain the stress tensor Casimir energy ($E_C^{\delta\beta} |_{ST}(\alpha)$)

$$
E_C^{\delta\beta} |_{ST}(\alpha) = \frac{-\alpha}{2\pi} \int_{m}^{\infty} dz \frac{\sqrt{z^2 - m^2}}{z (2z + \alpha)}. \quad (60)
$$

This result was also obtained in references [4] [13] by following the same stress tensor procedure. Later on in this paper we will compare the Casimir energy achieved in this calculation with the outcomes for the same magnitude obtained through the use of the $T$ operator and the heat trace methods.

The integration in (60) is ultraviolet divergent, thus we choose to regularize $E_C^{\delta\beta} |_{ST}$ by using an ultraviolet cutoff $\Lambda = \frac{1}{\varepsilon}$.

$$
E_C^{\delta\beta}(\alpha, \mu, \varepsilon) |_{ST} = \frac{-i}{4\pi} \sqrt{4m^2 - \alpha^2} \times \log \left( \frac{-\alpha + i \sqrt{(4m^2 - \alpha^2)(3m^2 - 2m^2 \varepsilon)}}{m(\alpha + 2)} \right) + \frac{1}{4} \left( m + \sqrt{4m^2 - \alpha^2} \right) - \frac{\alpha}{4\pi} \log \left( \frac{1}{m^2 \varepsilon - 1} + 1 + \frac{1}{m\varepsilon} \right) - \frac{m}{2\pi} \arctan \left( \frac{1}{m^2 \varepsilon - 1} \right)^{1/2}. \quad (61)
$$

To set the scale in the regulator we select the infinite mass renormalization criterion: the finite part of the regularized Casimir energy must be zero because when $m \to \infty$ there are no massive quantum fluctuations at all! To comply with this freezing condition of very heavy quantum fluctuations it is necessary to re-scale the regulator to be (see [31]):

$$
\varepsilon = \frac{2m}{me} \cdot \varepsilon. \quad (62)
$$

such that $E_C^{\delta\beta}(m \to \infty) |_{ST, \text{fin}} = 0$. The divergence of $E_C^{\delta\beta}(\alpha, \mu, \varepsilon) |_{ST}$ is thus regularized: $E_C^{\delta\beta}(\alpha, \mu, \varepsilon) |_{ST, \text{div}} = \alpha \log(\varepsilon)/4\pi$.

D. Two-delta stress tensor and Casimir energy

The calculation of the quantum vacuum interaction energy between two delta plates requires to subtract not only the vacuum energy of the constant background but the vacuum energies of each single delta plate as well. Accordingly the renormalised two-delta Green’s function that we must use to compute the quantum vacuum interaction energy is:

$$
\hat{G}_{\omega}^{(2\delta)}(x, x'; \alpha, \beta, a) = G_{\omega}^{(2\delta)}(x, x'; \alpha, \beta, a) - G_{\omega}^{(0)}(x - x') - G_{\omega}^{(1\delta)}(x - a, x' - a; \beta).
$$

The vacuum expectation value of the renormalised two-delta stress tensor $\hat{T}_{\omega}^{2\delta R}(x) = \hat{T}_{\omega}^{2\delta}(x) - \hat{T}_{\omega}^{1\delta}(x) - \hat{T}_{\omega}^{00}(x) - \hat{T}_{\omega}^{00\text{ac}}(x)$ is given in terms of the renormalised reduced Green function written above as

$$
\langle 0 | \hat{T}_{\omega}^{2\delta R}(x) | 0 \rangle = \int_{-\infty}^{\infty} \frac{dw}{2\pi i} \omega^2 \hat{G}_{\omega}^{(2\delta)}(x, x; \alpha, \beta, a). \quad (63)
$$

Note that the integrand in this last expression for the quantum vacuum interaction energy must coincide with the spectral density:

$$
\frac{1}{i} \int_{-\infty}^{\infty} dx \hat{G}_{\omega}^{(2\delta)}(x, x; \alpha, \beta, a) = \frac{\theta^{(2\delta)}(k, \alpha, \beta, a)}{k}, \quad (64)
$$

where $k = \sqrt{\omega^2 - m^2}$. To pass from vacuum energy densities to Casimir energies we need the following integrations of the $x$-dependent functions over the three scattering zones in equation (63):

$$
\int_{-\infty}^{-a} dx e^{-2ikx} = -\frac{e^{2ikx}}{2ik} = \int_{-a}^{\infty} dx e^{2ikx}, \quad \int_{-a}^{a} dx e^{2ikx} = \sin 2ak = \int_{-a}^{a} dx e^{-2ikx}, \quad 2 \int_{-a}^{a} dx = 4a.
$$

The integral in the third row arises from the cosine term in the Green function where both arguments lie in zone 1. $x'$ tends to $x$ either from the left or from the right. Therefore in the modulus of the argument of the cosine both possibilities must be accounted for separately, hence the factor 2 must be included.

Using the equations [54]-[60] we obtain the contribu-
to the spectral density from each zone:

\[ \frac{1}{k} \rho_1^{(25)}(k) = \frac{i}{k^2} \left[ \frac{\alpha(2k+i\beta)}{\Delta(k)} - \frac{\alpha}{2k+i\alpha} + \frac{\beta(2k+i\alpha)}{\Delta(k)} \right] - \frac{\beta}{2k+i\beta} - \frac{4iak\beta}{k\Delta(k)} e^{4iak} \]

\[ \frac{1}{k} \rho_2^{(25)}(k) = \frac{i}{k^2} \left[ \frac{\alpha(2k+i\beta)}{\Delta(k)} - \frac{\alpha}{2k+i\alpha} + \left( \frac{\beta(2k-i\alpha)}{\Delta(k)} \right) \right] e^{4iak} \]

\[ \frac{1}{k} \rho_3^{(25)}(k) = \frac{i}{k^2} \left[ \frac{\alpha(2k-i\beta)}{\Delta(k)} - \frac{\alpha}{2k+i\alpha} + \frac{\beta(2k+\alpha)}{\Delta(k)} \right] e^{4iak} \]

The total spectral density per wave number, provided by the fluctuations in the three zones, is the sum of the quantities above, and is equal to:

\[ \frac{1}{k} \rho^{(25)}(k) = \frac{1}{k} \rho_1^{(25)}(k) + \frac{1}{k} \rho_2^{(25)}(k) + \frac{1}{k} \rho_3^{(25)}(k) \]

\[ = - \frac{2\alpha\beta[1 + 2a(\alpha - 2i\beta)]}{k(2k+i\alpha)[2k+i\alpha](2k+i\beta)e^{-4iak} + \alpha}\beta} \right] \]

The Casimir energy is the integral of \( \rho^{(25)}(k)/k \) weighted with \( \omega^2 \) over all the range of frequencies:

\[ E_C^{(25)}(\alpha, \beta, a) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi \sqrt{\omega^2 - m^2}} \omega^2 \rho^{(25)}(\sqrt{\omega^2 - m^2}) \]

The integral over frequencies has convergence problems due to oscillatory functions in the integrand and unitarity problems posed by bound states in Minkowski space. To avoid these problems we perform the Euclidean rotation \( \omega = i\xi \) and change the variable to the imaginary momentum \( \kappa = -ik = \sqrt{\xi^2 + m^2} \) (see references [17][24]). The Casimir energy is finally written as the integral:

\[ E_C^{(25)}(\alpha, \beta, a)|_{ST} = -\frac{1}{\pi} \int_{m}^{\infty} dk \frac{\alpha\beta[1 + 2a(\alpha + 2\kappa)]\sqrt{\kappa^2 - m^2}}{(2\kappa + \alpha)[(2\kappa + \alpha)(2\kappa + \beta)e^{4\kappa\beta} - \alpha\beta]} \]

In the case of the double delta the integral obtained is not ultraviolet divergent because all the divergences have been subtracted by taking into account the renormalised reduced Green function \( G^{(23)}_\omega(x,x';\alpha,\beta,a) \). The vacuum interaction energy between both deltas is the part of the total energy that depends on the distance between them (see [1][16][24][33][35]).

**IV. CASIMIR ENERGIES FROM THE TRANSFER MATRIX**

In this section we will use the \( T \) operator to compute the vacuum energy for a single semitransparent delta plate and the quantum vacuum interaction energy between two semitransparent delta plates. We start by providing the general formula for the \( T \) operator generated by a potential concentrated in one point.

**A. The transfer matrix for potentials concentrated on points.**

The general form of the scattering states for a potential concentrated at \( x = 0 \) is given by:

\[ \psi^{(R)}_k(x) = \begin{cases} e^{i\kappa x} + r_k(k)e^{-i\kappa x}, & x < 0 \\ t_k(k)e^{i\kappa x}, & x > 0 \end{cases} \]

\[ \psi^{(L)}_k(x) = \begin{cases} t_k(k)e^{-i\kappa x}, & x < 0 \\ e^{-i\kappa x} + r_k(k)e^{i\kappa x}, & x > 0 \end{cases} \]

where again \( k = \sqrt{\omega^2 - m^2} \).

Notice that from general scattering theory we can be sure that \( t_k(k) = t_L(k) = t(k) \) \([23][27]\). By using formula \([28]\) the general form of the Green function for a point potential is:

\[ G_\omega(x,x') = \begin{cases} G_\omega^{(0)}(x,x') - \frac{r_k(k)e^{-i\kappa(x+x')}}{2ik}, & x,x' < 0 \\ G_\omega^{(0)}(x,x') - \frac{r_k(k)e^{i\kappa(x+x')}}{2ik}, & x,x' > 0 \end{cases} \]

From the definition of the transfer matrix

\[ G_\omega(x,y) = G_\omega^{(0)}(x,y) - \int dz \int dz' G_\xi^{(0)}(x,z)T_\omega(z,z')G_\xi^{(0)}(z',y) \]

and using the free Green function differential equation

\[ \left(-\omega^2 + \frac{d^2}{dx^2}\right) G_\omega^{(0)}(x,y) = \delta(x-y) \]

we get an alternative general formula for the transfer matrix:

\[ T_\omega(x,y) = -\left(-\omega^2 + \frac{d^2}{dy^2}\right) \left(\omega^2 + \frac{d^2}{dx^2}\right) \delta G_\omega(x,y), \]

where we defined

\[ \delta G_\omega(x,y) = \left(G_\omega(x,y) - G_\omega^{(0)}(x,y)\right) \]

Acting with \( (\omega^2 + d^2/dx^2) \) (equivalently for \( (\omega^2 + d^2/dy^2) \) over \( \delta G_\omega(x,y) \) we always get 0 when \( \text{sgn}(x) = \text{sgn}(y) \) because in these zones the exponentials do not contain absolute values. Hence the only non trivial contribution to the transfer matrix comes when we act with \( (\omega^2 + d^2/dx^2) \) and \( (\omega^2 + d^2/dy^2) \) over \( \delta G_\omega \) in the case where \( \text{sgn}(x) \neq \text{sgn}(y) \). The derivatives of functions that depend on absolute values are

\[ \frac{d}{dx} |f(x)| = f'(x)|x|\text{sgn}(x) \]
\[ \frac{d^2}{dx^2} f(|x|) = 2f'(|x|)\delta(x) + f''(|x|). \] (71)

Taking into account that
\[ e^{ik|x-y|} = \begin{cases} e^{ik(|x|+y)}, & x < 0, y > 0 \\ e^{ik(x+y)}, & x > 0, y < 0 \end{cases} \]
immediately we obtain for \( \text{sgn}(x) \neq \text{sgn}(y) \)
\[ \left( \omega^2 + \frac{d^2}{dy^2} \right) \left( \omega^2 + \frac{d^2}{dx^2} \right) e^{ik|x-y|} = -4k^2\delta(x)\delta(y). \]

With this result the expression of the transfer matrix for arbitrary point-like potentials is given by
\[ T_\omega(x, y) = 2ik(t(k) - 1)\delta(x)\delta(y). \] (72)
Note that when the potential is concentrated in another point other than zero this result is valid by simply transforming \( x \mapsto x - x_0, \ y \mapsto y - x_0. \)

B. One-delta transfer matrix and Casimir energy

Using the general formulas (72) and (79) the euclidean rotated \( T \) operator for the delta potential is
\[ T_{\xi}^{(1\delta)}(x, x') = \frac{2\kappa\alpha}{2\kappa + \alpha} \delta(x)\delta(x'), \] (73)
where \( \kappa = \sqrt{\xi^2 + m^2}. \)

The \( T \) formula for the Casimir energy of the 1\( \delta \) configuration reads (see refs. [16] [17] [24])
\[ E_{C}^{(1\delta)}(\alpha, \mu, \epsilon) = -\frac{1}{2} \int_0^\infty \frac{d\xi}{\pi} \text{Tr} L^2 \ln \frac{G_{\xi}^{(0)} \left( 1 - T_{\xi}^{(1\delta)} \right) \cdot G_{\xi}^{(0)}}{G_{\xi}^{(0)}}, \]
\[ = \frac{1}{2\pi} \int_0^\infty \frac{d\xi}{\sqrt{\kappa^2 - m^2}} \ln \left( 1 - \frac{\alpha}{2\kappa + \alpha} \right). \] (74)
In the last part of this section we compare this result with the vacuum energy obtained from the energy momentum tensor.

C. One-delta \( TG \) Casimir energy ultraviolet regularization

We regularize the vacuum energy of massive fluctuations in one-delta configuration backgrounds by cutting the \( TG \) formula at a finite ultraviolet momentum \( \kappa_{\text{uv}} = \frac{1}{\epsilon} \):
\[ E_{C}^{(1\delta)}(\alpha, \mu, \epsilon) = -\frac{1}{2\pi} \int_{m}^{1/\epsilon} \frac{\kappa d\kappa}{\sqrt{\kappa^2 - m^2}} \ln \left( 1 - \frac{\alpha}{\alpha + 2\kappa} \right). \] (75)

The analytic integration of (75) gives, up to the leading log approximation, the following result:
\[ E_{C}^{(1\delta)}(\alpha, \mu, \epsilon) = -\frac{1}{8\pi} \left( \frac{\alpha}{\mu} \left( \ln \frac{m^2}{\epsilon} - 2 \right) + 2\pi m \right) \]
\[ -\frac{i\mu}{4\pi} \left( \ln \left( \frac{-2\mu + i\alpha}{4m^2} \right) - i\pi \right) + O(\epsilon) \]

Because \( \log(x + iy) = \log(x^2 + y^2)/2 + i\arctan(y/x) \), we check that the regularized vacuum energy is indeed real:
\[ E_{C}^{(1\delta)}(\alpha, \mu, \epsilon) = -\frac{1}{8\pi} \left( \alpha \ln \frac{m^2}{\epsilon} - 2 \right) + 2\pi m \]
\[ -\frac{\mu}{4\pi} \left( 2\arctan \left( \frac{\alpha}{2\mu} \right) + \pi \right) + O(\epsilon). \] (76)

In the physical limit \( \epsilon \to 0 \) \( E_{C}^{(1\delta)}(\alpha, \mu, \epsilon) \) is logarithmic divergent. To set the scale in the regulator we select the infinite mass renormalization criterion. The \( \mu \to \infty \) limit of (76) is
\[ E_{C}^{(1\delta)}(\alpha, \mu, \epsilon) = \frac{1}{4} \left( \frac{\alpha}{\mu} \ln \frac{2}{\mu} - 2\mu \right) + O(\frac{1}{\mu}). \] (77)

We thus re-scale the regulator in the form
\[ \epsilon = \frac{2e^{-\frac{2\pi}{\mu}}}{\mu} \] (78)
in order to fit in the infinite mass renormalization criterion:
\[ E_{C}^{(1\delta)}(\alpha, \mu, \epsilon) = -\frac{\alpha}{8\pi} \left( \ln \frac{m^2}{\epsilon} - \frac{4\pi\mu}{\alpha} + \ln(\epsilon^2) - 2 \right) \]
\[ -\frac{1}{8\pi} \left( 2\pi m + 2\mu \left( 2\arctan \left( \frac{\alpha}{2\mu} \right) + \pi \right) \right) + O(\epsilon). \] (79)

Neglecting the logarithmic divergence, we obtain the universal finite part
\[ E_{C}^{(1\delta)}_{\text{FP}}(\alpha, \mu) = -\frac{\alpha}{8\pi} \left( \ln \frac{m^2}{\epsilon} - \frac{4\pi\mu}{\alpha} - 2 \right) \]
\[ -\frac{1}{8\pi} \left( 2\pi m + 2\mu \left( 2\arctan \left( \frac{\alpha}{2\mu} \right) + \pi \right) \right) \] (80)
that goes to zero in the \( \mu \to \infty \) limit. Thus, a fine tuning of the finite renormalizations is necessary to take into account the fact that the massive quantum fluctuations are frozen in the infinite mass limit.

Note that with this re-scaling of the regulator, different from the re-scaling used in the stress tensor version of the Casimir energy by the factor \( e^{1 - \frac{2\pi}{\mu}} \), the logarithmic divergences of the \( TG \) and \( ST \) one-delta Casimir energies are the same.

D. Two-delta transfer matrix and Casimir energy

The T-matrices for the displaced delta’s are immediately obtained from the \( T \) operator for a single delta
placed at the origin given in formula (73):

\[ T^{(\alpha)}(x_1, x_2) = \delta(x_1 + a)\delta(x_2 + a) \cdot \frac{2\kappa \alpha}{2\kappa + \alpha} \]  
\[ T^{(\beta)}(x_1, x_2) = \delta(x_1 - a)\delta(x_2 - a) \cdot \frac{2\kappa \beta}{2\kappa + \beta} \]  
(81)

where

\[ \kappa = \sqrt{\xi^2 + m^2}. \]

The general expression (18) and the explicit expression for the kernels of the \( T \) operator for each delta allow us to estimate the kernel of the operator \( M_\xi \) for the double-delta system:

\[ M_\xi^{2\delta}(x, x') = \frac{\alpha \beta e^{-2a\kappa}}{(2\kappa + \alpha)(2\kappa + \beta)} e^{-\kappa |x + a|} \delta(x' - a). \]  
(83)

From the kernel \( M_\xi^{2\delta}(x, x') \) we obtain after the corresponding integration over the whole real line the trace of the \( M \)-matrix in terms of \( \kappa = \sqrt{\xi^2 + m^2} \):

\[ \text{Tr}_{L^2} M_\xi^{2\delta} = \int_{-\infty}^{\infty} M_\xi^{2\delta}(x, x) = \frac{\alpha \beta e^{-4a\kappa}}{(2\kappa + \alpha)(2\kappa + \beta)}. \]  
(84)

The formal series expansion of \( \log(1 - x) \) shows that

\[ \text{Tr}_{L^2} \ln(1 - M_\xi^{2\delta}) = \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n} \left[ \text{Tr}_{L^2} M_\xi^{2\delta} \right]^n = \ln(1 - \text{Tr}_{L^2} M_\xi^{2\delta}). \]

Applying these results in the integrand of the \( TGTG \) formula

\[ E_{C}^{2\delta}(\alpha, \beta, a) = \frac{1}{2} \int_{0}^{\infty} \frac{d\xi}{2\pi} \text{Tr}_{L^2} \ln(1 - M_\xi^{2\delta}) \]  
(85)

we obtain in the case of the two-\( \delta \) potential the following

FIG. 2. Level curves of the real part of the non dimensional Casimir energy \( 2\pi a E_c^{2\delta} \) as a function of the \( \alpha a \) and \( \beta a \) non dimensional parameters.
Casimir quantum vacuum energy:

$$E_{\delta \delta}^2(\alpha, \beta, a) = \int_{0}^{\infty} \frac{d\xi}{4\pi} \ln \left( 1 - \frac{\alpha \beta e^{-4a\xi}}{(2\kappa + \alpha)(2\kappa + \beta)} \right),$$

or, more explicitly:

$$E_{\delta \delta}^2(\alpha, \beta, a) = \int_{0}^{\infty} \frac{d\xi}{2\pi} \ln \left( 1 - \frac{\alpha \beta e^{-4a\sqrt{\kappa^2 + m^2}}}{(2\sqrt{\kappa^2 + m^2} + \alpha)(2\sqrt{\kappa^2 + m^2} + \beta)} \right) = \frac{1}{2\pi} \int_{m}^{\infty} \frac{\kappa d\kappa}{\sqrt{\kappa^2 - m^2}} \ln \left( 1 - \frac{\alpha \beta e^{-4\kappa a}}{(2\kappa + \alpha)(2\kappa + \beta)} \right), \quad (86)$$

where a change of integration variable from the Euclidean energy to the Euclidean momentum has been performed in the last step. These integrals can not be carried out analytically in general. Alternatively Figure 2 shows Mathematica plots of these integrals numerically estimated as functions of $\alpha$ and $\beta$.

The results are assembled in the Figure 2 showing selected graphs of level curves of the real part of the Casimir energy over the $\alpha \beta$ plane. We observe that the Casimir energy is negative when the two $\delta$-potential plates have the same sign, they are either repulsive or attractive. If the signs are different, in the second and four quadrants, the Casimir energy, however, is positive.

Therefore, the Casimir force

$$F_{\delta \delta}^2(\alpha, \beta, a) = -\frac{1}{2} \frac{dE_{\delta \delta}^2(\alpha, \beta, a)}{da} = -\frac{2\alpha \beta}{\pi} \int_{m}^{\infty} \frac{\kappa^2 d\kappa}{\sqrt{\kappa^2 - m^2} e^{4a\kappa}(2\kappa + \alpha)(2\kappa + \beta) - \alpha \beta}$$

may be attractive or repulsive. Generically, we find attraction if the signs of the two $\delta$-potential plates are equal and repulsion when $\text{sgn} \alpha \neq \text{sgn} \beta$. Null Casimir energies and forces are found when one moves throughout the $\alpha : \beta$-plane of couplings. Identical qualitative behavior has been found in the Casimir interaction between two magneto-electric $\delta$-plates with dual electro-magnetic properties, see reference [12]. Relative minus signs in the reflection coefficients of both transverse electric and magnetic modes coming respectively from the electric permittivity and the magnetic permeability of the $\delta$-plate produce this interesting situation. Our scalar model will give rise to repulsive Casimir force when one of the two couplings of the $\delta$-potentials is negative. As a consequence, an imaginary part in the Casimir energy arises, unless a mass on the scalar fluctuations is introduced to avoid this dissipative phenomenon. In the case of electromagnetic fluctuations such as those considered in [12] no such cutoff is needed because there are no poles in the reflection coefficients coming from bound states.

The choice $\mu = 0$ in the definition of $m^2$ leaves room for a small imaginary part of the Casimir energy over a little region of the $\alpha : \beta$-plane shown in Figure 3. This happens because for these very weak negative values of $\alpha \alpha$ and $\beta \beta$ the eigenvalue of the unique bound state of the double $\delta$-well is more negative than the sum of the eigenvalues of the two individuals $\delta$-wells: $-\alpha/2 - \beta/2$.

Thus, the $m^2 = \frac{\alpha^2}{4} + \frac{\beta^2}{4}$ massive fluctuations do not push up enough the negative eigenvalue to reverse its sign and
the quantum field theory is non-unitary \[36\]. When the quantum field theory is non-unitary the norm of the operator \( M_\text{F} \) is lower than one. Hence the Taylor series expansion of the logarithm that appears in the integrand of the \( T \) form makes sense. Nevertheless when de Schrödinger problem that gives the one particle states has negative energy states the norm of \( M_\text{F} \) becomes bigger than one and the vacuum interaction energy has a complex value. The physical meaning of a complex vacuum energy is the surge of particle creation and annihilation in the vacuum. This effect is a bosonic cousin of the Schwinger effect where electron/positron pairs are created from the vacuum in the background of strong electric fields (see refs. \[37–39\]). Here, absorption and/or emission of the scalar field fluctuations by the plates is the physical phenomenon responsible of the imaginary part of the energy.

*The massless Dirichlet limit: perfectly conducting plates.*

When we impose \( \mu = i \sqrt{\alpha^2 + \beta^2}/4 \) the quantum fluctuations become massless, i.e. \( m = 0 \). Hence from formula (86) we obtain the quantum vacuum interaction energy for massless quantum fluctuations

\[
E_{\text{C}}^{2\delta}(\alpha, \beta, a)|_{m=0} = \int_0^\infty \frac{dk}{2\pi} \ln \left( 1 - \frac{\alpha \beta e^{-4ka}}{(2\kappa + \alpha)(2\kappa + \beta)} \right) .
\]

Integrating by parts in this last expression we obtain an alternative formula for \( E_{\text{C}}^{2\delta}(\alpha, \beta, a)|_{m=0} \):

\[
E_{\text{C}}^{2\delta}(\alpha, \beta, a)|_{m=0} = - \int_0^\infty \frac{kdk}{2\pi} \ln \left( 1 - \frac{\alpha \beta e^{-4ka}}{(2\kappa + \alpha)(2\kappa + \beta)} \right)
\]

that can be directly related to the trace of operator \( \langle \mathbf{K}^{2\delta} \rangle_{m=0}^{1/2} \) by using the Cauchy’s residue theorem to compute the sum over zeroes of a holomorphic function \( f(z) \):

\[
\sum_{k_n \in \text{zeros}(f)} k_n^p = \int_C \frac{z^p dz}{2\pi i} \frac{d}{dz} \ln(f(z)) , \quad (87)
\]

where \( C \) is a contour in the complex \( z \) plane that encloses all the zeroes of \( f(z) \). We stress that \( E_{\text{C}}^{2\delta}(\alpha, \beta, a)|_{m=0} \) is only well-defined for \( \alpha, \beta > 0 \) because the single delta vacuum energy subtraction induces an imaginary contribution when any of the delta couplings is negative. For any \( \alpha, \beta > 0 \) the vacuum energy \( E_{\text{C}}^{2\delta}(\alpha, \beta, a)|_{m=0} \) must be computed numerically. The level curves of \( E_{\text{C}}^{2\delta}(\alpha, \beta, a)|_{m=0} \) as a function of \( \alpha \alpha \), and \( \beta \alpha \) can be seen in Figure 4. When \( \alpha, \beta \to \infty \) the integral arising in \( E_{\text{C}}^{2\delta}(\alpha, \beta, a)|_{m=0} \) can be carried out exactly, giving rise to the very well known result of the quantum vacuum interaction energy between two perfectly conducting plates

\[
\lim_{\alpha, \beta \to \infty} E_{\text{C}}^{2\delta}(\alpha, \beta, a)|_{m=0} = - \frac{\pi}{24 \cdot (2a)} . \quad (88)
\]

This is the scalar one-dimensional version of the original result obtained by H. B. G. Casimir for the electromagnetic field in the three-dimensional case in reference \[3\].

**E. Comparison between the \( T \) and stress-tensor Casimir energies**

It is worthwhile to compare the results achieved within the \( T \) formalism with the answer obtained from the stress tensor calculation. In the case of one single \( \delta \) a simple partial integration makes the link between these two alternative methods:

\[
E_{\text{C}}^{\delta} \mid_{\text{SG}} (\alpha) = \frac{1}{2\pi} \int_m^\infty \frac{dz}{\sqrt{z^2 - m^2}} \log \left( 1 - \frac{\alpha}{2z + \alpha} \right) =
\]

\[
\left[ \frac{1}{2\pi} \sqrt{z^2 - m^2} \log \left( 1 - \frac{\alpha}{2z + \alpha} \right) \right]_{m}^{\infty} - \frac{\alpha}{2\pi} \int_m^\infty \frac{dz}{z(2z + \alpha)} - E_{\text{C}}^{\delta} \mid_{\text{SG}} (\alpha) = - \frac{\alpha}{4\pi} + E_{\text{C}}^{\delta} \mid_{\text{SG}} (\alpha) . \quad (89)
\]

We see that the Casimir energies computed by these two different methods differ in a finite constant term that is precisely equal to minus \( \frac{1}{2\pi} \) times the bound/anti-bound state energy.

One can also compare the Casimir energies of two \( \delta \)-function plates calculated within these two different pro-
cure through partial integration in (86):
\[
E_{\mathcal{C}}^{\delta}(\alpha, \beta, \alpha) =
\frac{1}{2\pi} \sqrt{\kappa^2 - m^2} \ln \left(1 - \frac{\alpha \beta e^{-4\alpha \kappa}}{(2\kappa + \alpha)(2\kappa + \beta)}\right)_{\alpha \rightarrow \infty} - \frac{\alpha \beta}{\pi} \int_{m}^{\infty} dk \frac{\sqrt{\kappa^2 - m^2}(1 + 2\alpha(2\kappa + \beta)e^{4\alpha \kappa} - \alpha \beta)}{(2\kappa + \alpha)(2\kappa + \beta)(2\kappa + \beta)e^{4\alpha \kappa} - \alpha \beta}. 
\]
In contrast to what happens with a single \(\delta\) the two methods lead to exactly the same result for the double delta system because the boundary term is zero:
\[
E_{\mathcal{C}}^{\delta}(\alpha, \beta, \alpha) \mid_{\text{TGTG}} = E_{\mathcal{C}}^{\delta}(\alpha, \beta, \alpha) \mid_{\text{ST}}. 
\]

V. CASIMIR ENERGIES FROM SPECTRAL FUNCTIONS

The (1 + 1)-dimensional sine-Gordon model of one scalar field is characterised by the action functional:
\[
S[\phi] = \int d^2 x \left\{ \frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi - m^4 \phi \left(1 - \cos \frac{\sqrt{\lambda}}{m} \phi \right) \right\}. 
\]
The first-order or BPS equations in this system
\[
\frac{d\phi}{dx} = \mp 2 \frac{m^2}{\sqrt{\lambda}} \sin \frac{\sqrt{\lambda}}{2m} \phi 
\]
are solved by the kinks or solitary waves:
\[
\phi_{K}(x) = \frac{m}{\sqrt{\lambda}} \left( (-1)^{n-a} \arctan \left( e^{\pm m(x-b)} \right) + 2\pi n \right), 
\]
where \(a = 0, 1, b \in \mathbb{R}, \) and \(n \in \mathbb{Z}.\) Small deformations of these non-linear waves that are also solutions of the BPS equations \(\text{[22]}\) belong to the kernel of the first-order differential operator \(\partial = \frac{d}{dx} + m \tan \theta(mx)\) (we have chosen \(a = b = n = 0)\). The second-order sine-Gordon kink fluctuations are governed by the Schrödinger operator:
\[
K^{\delta\phi} = \partial^2 \partial - \frac{d^2}{dx^2} + m^2 - \frac{2m^2}{\cos^2(mx)}. 
\]
The spectrum of this operator is thus the basic information needed to calculate the quantum energy induced by one-loop fluctuations in the kink background. In the regime of strongly coupled and infinitely thin kink (kink string limit), \(m, \lambda \rightarrow +\infty\) such that \(m^2/\sqrt{\lambda} = \text{const.} \equiv \alpha/2 < \infty,\) we have the approximation \(m^2 \tan \theta(mx)/\sqrt{\lambda} \approx \frac{\alpha}{\sqrt{2}} \text{sgn}(x).\) In this limit the second-order operator \(\text{[21]}\) becomes
\[
K^{\delta\phi} = \frac{d^2}{dx^2} + \frac{\alpha^2}{4} - \alpha \delta(x), \quad \alpha > 0, 
\]
i.e., the Hamiltonian of the one-\(\delta\)-well shifted in such a way that the bound state energy is precisely zero. This is required by soliton physics and the reason for introducing the one-half factor in the kink string limit. Our goal in this last section is to attack the calculation of Casimir energies in \(\delta\) backgrounds using the theoretical machinery developed in the study of one-loop kink fluctuations.

A. The one-\(\delta\) Dashen-Hasslacher-Neveu formula

We apply the Dashen-Hasslacher-Neveu formula to calculate in a third approach the Casimir energy of a \(\delta\)-function plate. The ingredients are spectral data of the operators
\[
K^{1\delta} = - \frac{d^2}{dx^2} + m^2 + \alpha \delta(x), \quad K^{0} = - \frac{d^2}{dx^2} + m^2, 
\]
considered in preceding sections (as before, we denote \(m^2 = \mu^2 + \frac{\alpha^2}{4}\)). The necessary data entering in the DHN formula are collected from the discrete and continuous spectra of \(K^{1\delta}\) and \(K^{0}\):

1. Discrete spectrum.
   - There exists a (singlet) half-bound state of \(K^{0}\), the constant function. Half-bound states are characterised by energies that lie in the threshold of the continuous spectrum. Thus, the \(K^{0}\) half-bound state eigenvalue is precisely: \(\omega_m^2 = m^2 = \mu^2 + \frac{\alpha^2}{4}\).
   - There is a bound state in the spectrum of \(K^{1\delta}\) if and only if \(\alpha < 0\). The corresponding eigenvalue is known to be: \(\omega_m^2 = m^2 - \frac{\alpha^2}{4} = \mu^2\).

2. Continuous spectrum.
   The information needed from the continuous spectrum is the spectral density. Choosing a very long normalisation interval of length \(L\) we impose periodic boundary conditions on both the eigenfunctions of \(K^{0}\) and \(K^{1\delta}\):
\[
e^{-i\delta_{L}} = e^{i(kL + e^{i\delta}(k))} = 1
\]
\[
\Rightarrow qL = kL + e^{i\delta}(k) = 2\pi n, \quad n \in \mathbb{Z}. 
\]
Here \(q = \frac{2\pi}{\sqrt{2}}\) denotes the plane wave momenta of the \(K^{0}\) eigenfunctions compatible with the periodic boundary conditions. \(k,\) in turn, are the momenta of the scattering eigen-waves of \(K^{1\delta}\) determined from the equations on the right in \(\text{[96]}\) in terms of the total phase shifts induced by the one-\(\delta\) potential. For very large \(L\) one defines the spectral densities characterising the continuous spectra to be:
\[
\rho^0 = \frac{dn}{dq} = \frac{L}{2\pi}, \quad \rho^1 = \frac{dn}{dk} = \frac{L}{2\pi} + \frac{d\delta^L}{dk}(k). 
\]
The eigenvalues in the continuous spectrum of $K^0$ are thus $\omega^2(k) = k^2 + m^2$ whereas the spectral density is constant: $\delta_0 = \frac{k}{2\pi}$.

From the phase shifts in the even and odd channels

\[ e^{2i\delta^1(k)} = \frac{2ik \pm \alpha}{2k - i\alpha} \equiv \left\{ \begin{array}{ll} \delta_+^1(k) = -\arctan \frac{\alpha}{2k} & \\
\delta_-^1(k) = 0 & \end{array} \right. \]

we identify the total phase shift: $\delta^1(k) = -\arctan \frac{\alpha}{2k}$. The eigenvalues in the continuous spectrum of $K^{1\delta}$ are identical to those of $K^0$: $\omega^2(k) = k^2 + m^2$. The spectral densities, however, differ:

\[ \delta^1(k) = \frac{1}{2\pi} (L + \frac{d\delta^1}{dk}) = \frac{1}{2\pi} \left( L + \frac{2\alpha}{4k^2 + \alpha^2} \right) \cdot \]

The Casimir energy of the $\delta$-function is now provided by “almost” the DHN formula:

\[ E_{C_1}^{1\delta} = \theta(-\alpha) \frac{\mu}{4} + \frac{m}{4} + \int_{-\infty}^{\infty} \frac{dk}{2} (\theta^{1\delta} - \theta^0) \cdot \sqrt{k^2 + m^2} \]

\[ = \theta(-\alpha) \frac{\mu}{4} - \frac{m}{4} + \frac{\mu^2}{2\pi} \arctan \left[ \frac{\alpha}{\sqrt{m^2\varepsilon^2 + 1}} \right] + \frac{\alpha}{8\pi} \log \left[ \left( 1 + \frac{1 + m^2\varepsilon^2}{m^2\varepsilon^2 + 1} \right)^{2/\alpha} \right] \]

(97)

The “true” DHN formula, unveiled in quantum theory of solitons, requires a subtraction mode-by-mode to perform the vacuum zero point renormalisation because the solitonic backgrounds, in contrast to constant backgrounds, have bound states. In practical terms this procedure requires a partial integration in the contribution to the Casimir energy of the continuous part of the spectrum:

\[ \frac{1}{2\pi} \int_{0}^{\infty} \frac{dk}{2\pi} \frac{k\delta(k)}{\sqrt{k^2 + m^2}} = \frac{1}{2\pi} \int_{0}^{\infty} \frac{dk}{\sqrt{k^2 + m^2}} - \frac{1}{2\pi} \cdot \delta(k) \frac{\sqrt{k^2 + m^2}}{0} \]

(98)

such that the integral on the left-hand member of this equation (99) must be used in the Casimir energy formula. Thus, the difference between taking into account all the modes up to a given energy, not equal in number in solitonic as in constant backgrounds, is determined from the phase shift at infinity and at the origin. Applied to the one-$\delta$ background the equation (99) leads to the precise DHN formula for the Casimir energy:

\[ E_{C_1}^{1\delta} \bar{\text{DHN}} = \theta(-\alpha) \frac{\mu}{2} + \frac{\alpha}{4\pi} + \frac{\alpha}{\pi} \int_{0}^{\infty} \frac{dk}{\sqrt{k^2 + m^2}} \]

(100)

i.e., only finite terms modify the result previously shown in (97) and there is no need to repeat the regularization already achieved in (98).

We mention, however, that in (30) a $\phi^4$ self-interaction term has been added to the Lagrangian giving rise to a fourth-order vertex that induces a mass renormalization counter-term. Taking into account the contribution of this term to the Casimir energy the author shows that the ultraviolet divergence disappears, just like in soliton physics.

B. One-delta heat trace and spectral zeta function

We now implement the spectral zeta function regularisation method to control the ultraviolet divergences in the one-$\delta$ Casimir energy. We need an intermediate tool: the associated heat trace.

1. The $K^{1\delta}$-heat trace

The one-$\delta$ heat trace is defined from the spectrum of $K^{1\delta}$ in the form:

\[ h_{K^{1\delta}}[\tau] = \text{Tr}_{L^2} e^{-\tau K^{1\delta}} \]

(101)

\[ = \theta(-\alpha) e^{-\tau^2} + \frac{1}{2\pi} \int_{0}^{\infty} \frac{dk}{\sqrt{4\pi^2 k^2 + \alpha^2}} e^{-\tau(k^2 + m^2)} \]

\[ = L e^{-\tau m^2} \left[ \frac{1}{\sqrt{4\pi^2}} + \frac{e^{-\tau m^2}}{2} - \text{erf}[\frac{\alpha}{2\sqrt{\tau}}] \right] . \]

From the power series representation of the complementary error function

\[ \text{erf}[z] = 1 - \text{erf}(z) = 1 - \frac{e^{-z^2}}{\sqrt{\pi}} \sum_{n=1}^{\infty} \frac{2^n}{(2n-1)!} \varepsilon^{2n-1} \]

we infer the $K^{1\delta}$-heat trace high-temperature expansion

\[ h_{K^{1\delta}}[\tau] = \frac{L}{\sqrt{4\pi^2}} e^{-\tau m^2} - \frac{e^{-\tau m^2}}{2} - \sum_{n=1}^{\infty} \frac{2^n}{(2n-1)!} \text{erf}[\frac{\alpha}{2\sqrt{\tau}}]^{2n-1} , \]

(102)

In this case the series (102) is truly convergent rather than asymptotic series because the integrability of the one-$\delta$ spectral problem. Previous calculations of the heat kernels coefficients for non smooth backgrounds has been performed in reference [31]. From the least equality of
equation [101] and taking into account the series expansion for the error function and the exponential function the heat kernel coefficients for the delta function potential can be easily computed:

\[ a_{-1/2}^{(14)} = \frac{L}{\sqrt{4\pi}}, \quad (103) \]

\[ a_r^{(14)} = \frac{(-1)^r \mu^{2r}}{2 \cdot r!}, \quad (104) \]

\[ a_{r+1/2}^{(16)} = \frac{(-1)^{r+1}}{\sqrt{4\pi}} \left[ \frac{L m^{2(r+1)}}{(r+1)!} \right] + \frac{\mu^{2r} \alpha}{\sqrt{4\pi}} \sum_{j=0}^{r} \frac{(\alpha/2\mu)^{2j}}{j!(r-j)! \cdot (2j+1)}, \quad (105) \]

where \( r = 0, 1, 2, \ldots \) is a natural number. The heat trace for the single delta system is written in terms of the heat kernel coefficients as the series:

\[ h_{K^{1\delta}}[\tau] = \sum_{r=0}^{\infty} (a_{r}^{(14)} + a_{r-1/2}^{(16)}) \tau^{-r/2} \quad (106) \]

2. The spectral \( K^{1\delta} \)-zeta function

The one-\( \delta \) spectral zeta function \( \zeta_{K^{1\delta}}[s] \) is the Mellin’s transform of the heat trace. Therefore, we obtain:

\[ \zeta_{K^{1\delta}}[s] = \frac{1}{\Gamma(s)} \int_{0}^{\infty} d\tau \tau^{-s-1} h_{K^{1\delta}}[\tau] \quad (107) \]

\[ = \frac{1}{2} \frac{1}{\mu^{2s}} + \frac{L}{\sqrt{4\pi}} \frac{1}{m^{2s-1}} \frac{\Gamma(s - \frac{1}{2})}{\Gamma(s)} - \frac{\alpha}{\sqrt{4\pi}} \frac{1}{m^{2s+1}} \frac{\Gamma(s + \frac{1}{2})}{\Gamma(s)} 2F_1 \left[ \frac{1}{2}, \frac{1}{2}; s; \frac{3\alpha}{4\mu^2} \right] \]

with the spectral information encoded in the Gauss hypergeometric function \( 2F_1[a, b; c; z] \).

The meromorphic structure of the spectral zeta function is deciphered from the Mellin’s transform of the heat trace expansion:

\[ \zeta_{K^{1\delta}}[s] = \frac{1}{\Gamma(s)} \int_{0}^{\infty} d\tau \tau^{-s-1} \left( \frac{e^{-\tau m^2 L}}{\sqrt{4\pi \tau}} + \frac{1}{\tau} \right) \]

\[ - \frac{1}{\Gamma(s)} \int_{0}^{\infty} d\tau \tau^{-s-1} \frac{e^{-\tau m^2}}{\sqrt{4\pi \tau}} \sum_{n=1}^{\infty} (2n-1)!! \frac{(\alpha/2 \sqrt{\tau})^{2n-1}}{2^{2n}} \]

\[ = \frac{L}{\sqrt{4\pi}} \frac{1}{m^{2s-1}} \frac{\Gamma(s - \frac{1}{2})}{\Gamma(s)} + \frac{1}{2} \frac{1}{\mu^{2s}} - \frac{\alpha}{\sqrt{4\pi}} \sum_{n=1}^{\infty} \frac{\alpha^{2n}}{2^{2n}(2n-1)!!} \frac{\Gamma(s + n - \frac{1}{2})}{m^{2s+2n-1} \Gamma(s)} \quad (108) \]

and we check that the poles of \( \zeta_{K^{1\delta}}[s] \) arise at the points: \( s + n - \frac{1}{2} = 0, -1, -2, \ldots \), or, equivalently, \( s = \frac{1}{2}, -\frac{3}{2}, -\frac{5}{2}, \ldots \).

3. One-delta Casimir energy from the spectral zeta function

The standard zeta function regularisation procedure prescribes a finite value for the divergent one-\( \delta \) Casimir energy by assigning the result obtained from the spectral zeta function at a regular point \( s \in \mathbb{C} \):

\[ E^1_{C}(s, \mu, \alpha, M) = \frac{1}{2} M^{2s+1} \left( \zeta_{K^{1\delta}}[s] - \zeta_{K^0}[s] \right) \quad (109) \]

\[ \zeta_{K^0}[s] = 2 \frac{1}{m^{2s}} + \frac{mL}{\sqrt{4\pi}} \frac{\Gamma(s - \frac{1}{2})}{\Gamma(s)} \]

Here \( M \) is a parameter of dimensions of inverse length introduced to keep the dimensions of energy \( L^{-1} \) at every point \( s \in \mathbb{C} \). Note that we subtracted the vacuum zero point energy also regularised by means of the corresponding spectral zeta function.

The limit \( s \to -\frac{1}{2} \) where the physical Casimir energy arise, \( E^1_{C}(\alpha, \mu) = \lim_{s \to -\frac{1}{2}} E^1_{C}(s, \mu, \alpha, M) \), is very delicate because it is a pole of the one-\( \delta \) spectral zeta function. Nevertheless, analysis of the Casimir energy near the pole allows us to isolate the divergent part:

\[ E^1_{C}(\alpha, \mu) = \lim_{\epsilon \to 0} E^1_{C}(\frac{1}{2} + \epsilon, \mu, \alpha, M) = \]

\[ = \frac{1}{4}(\mu - m) - \frac{\alpha}{8\pi} \frac{1}{\epsilon \to 0} \cdot 2F_1 \left[ \frac{1}{2}, \frac{1}{2}; 3; \frac{3\alpha^2 - \alpha^2}{4\mu^2} \right] \]

\[ + \frac{\alpha^2 \sqrt{\pi}}{8\mu} \cdot 2F_1 \left[ \frac{1}{2}, 0; 3; \frac{3\alpha^2}{4\mu^2} \right], \]

the singularity arising at the pole of the \( \Gamma \)-function at the origin. To derive this formula we used:

\[ \Gamma(\epsilon) = \frac{1}{\epsilon} \Gamma(1 + \epsilon), \quad 2F_1 \left[ \frac{1}{2}, \frac{1}{2}; 3; \frac{3\alpha^2 - \alpha^2}{4\mu^2} \right] = \]

\[ = 2F_1 \left[ \frac{1}{2}, 0; 3; \frac{3\alpha^2}{4\mu^2} \right] + \epsilon \cdot 2F_1 \left[ \frac{1}{2}, 0; 3; \frac{3\alpha^2}{4\mu^2} \right] \]

and the prime means derivative of the hypergeometric function with respect to the second argument.

The one-\( \delta \) Casimir energy calculated from the heat kernel expansion

\[ E^1_{C}(\alpha, \mu) = \frac{1}{4}(\mu - m) - \]

\[ \left( \frac{1}{\sqrt{4\pi}} \right) \lim_{\epsilon \to 0} \sum_{n=1}^{\infty} \frac{\alpha^{2n}}{2^{2n}(2n-1)!!} \frac{\Gamma(-1 + \epsilon + n)}{\Gamma(-\frac{1}{2})} \]

shows that the singularity only arises in the \( n = 1 \) term.

C. Two-delta Casimir energy from the spectral heat and zeta functions

In order to compute the two-\( \delta \) Casimir energies from the spectral functions we rewrite the phase shifts of the Schrödinger operator \( K^{2\delta} \) for two delta’s of the same
strength in the form:

\[ e^{2i\delta \pm (k)} = t(k) \pm r(k), \quad \delta^{2\delta}(k) = \delta_+(k) + \delta_-(k) \]

\[ e^{2i\delta \pm (k)} = \frac{2ik + \alpha(1 \pm e^{-2iak})}{2ik - \alpha(1 \pm e^{2iak})} \]

The choice of \( \delta \)'s of identical weights is aimed to simplify the formulas. The spectral density on an interval of very large length, \( L \to \infty \), reads:

\[ \varrho^{2\delta}(k) = \frac{L}{2\pi} + \frac{d}{4\pi i} \int dk \int_{-\infty}^{\infty} \ln \left[ \frac{\alpha^2 e^{-4iak} - (2ik + \alpha)^2}{\alpha^2 e^{4iak} - (2ik - \alpha)^2} \right] \]

1. The \( K^{2\delta} \)-spectral heat trace and zeta function

The knowledge of the scattering data of the \( K^{2\delta} \) Schrödinger operator allows us to write the spectral heat trace and zeta function. The heat trace is

\[ h_{K^{2\delta}}(\tau) = \theta(-\alpha) e^{-\tau \omega_1^2} + \theta(-\alpha - \frac{1}{a}) e^{-\tau \omega_2^2} + \int_{-\infty}^{\infty} dk \varrho^{2\delta}(k) e^{-\tau(k^2 + m^2)} \]

formula that encodes the contribution of the (conditional) bound states (first row) and the scattering states (second row). After a partial integration we obtain:

\[ h_{K^{2\delta}}(\tau) = \theta(-\alpha) e^{-\tau \omega_1^2} + \theta(-\alpha - \frac{1}{a}) e^{-\tau \omega_2^2} + \frac{L}{\sqrt{4\pi \tau}} e^{-\tau m^2} + \int_{-\infty}^{\infty} dk \int_{-\infty}^{\infty} \ln \left[ \frac{\alpha^2 e^{-4iak} - (2ik + \alpha)^2}{\alpha^2 e^{4iak} - (2ik - \alpha)^2} \right] e^{-\tau(k^2 + m^2)} \]

The Mellin transform of these expressions leads respectively to the two-\( \delta \) spectral zeta function

\[ \zeta_{K^{2\delta}}(s) = \frac{1}{\Gamma(s)} \int d\tau \tau^{s-1} h_{K^{2\delta}}(\tau) = \frac{L}{\sqrt{4\pi}} \frac{\Gamma(s - \frac{1}{2})}{\Gamma(s)} \frac{1}{m^{2s-1}} + \frac{1}{\omega_1^2} \theta(-\alpha) + \frac{1}{\omega_2^2} \theta(-\alpha - \frac{1}{a}) + \int_{-\infty}^{\infty} \frac{kd k}{2\pi i(k^2 + m^2)} \cdot \ln \left[ \frac{\alpha^2 e^{-4iak} - (2ik + \alpha)^2}{\alpha^2 e^{4iak} - (2ik - \alpha)^2} \right] \]

2. The two body DHN formula

Strict translation of the DHN formula would give the two-\( \delta \) vacuum energy in the \( s = -\frac{1}{2} \) value of the spectral zeta function as:

\[ E_C^{2\delta}\big|_{DHN} = \frac{1}{2} \lim_{s \to -\frac{1}{2}} (\zeta_{K^{2\delta}}(s) - \zeta_{K^{0}}(s)) \]

By doing this we fail to subtract the contributions of the self-energies of the individual \( \delta \)'s. In fact the original DHN formula applies to single-body objects. To generalize this expression to two-body structures our criterion is to reproduce the rigorous result obtained from the TGTG formula. Thus we must work with a renormalized spectral density

\[ \varrho^{2\delta}(k) = \varrho^{2\delta}(k) - \varrho^{2\delta}(k, a) - \varrho^{2\delta}(k, -a) - \varrho^{2\delta}(k, 0) = \]

\[ = \frac{1}{4\pi^2} \cdot \frac{d}{dk} \left\{ \ln \left[ \frac{\alpha^2 e^{-4iak} - (2ik + \alpha)^2}{\alpha^2 e^{4iak} - (2ik - \alpha)^2} \right] - \ln \left[ \frac{(2ik + \alpha)^2 - \alpha^2 e^{-4iak}}{(2ik - \alpha)^2 - \alpha^2 e^{4iak}} \cdot \left( 1 - \frac{\alpha^2 e^{4iak}}{(2ik - \alpha)^2} \right)^{-1} \right] \right\} \]

\[ = \frac{1}{4\pi^2} \cdot \frac{d}{dk} \left\{ \ln \left[ 1 - \frac{\alpha^2 e^{4iak}}{(2ik - \alpha)^2} \right] \right\} \]

where the subtraction of the individual \( \delta \)'s displaced with respect to each other in 2\( a \) exactly gives the TGTG density. From the renormalized spectral density we write the renormalized DHN two-\( \delta \) Casimir energy by means of the two body DHN formula:

\[ E_C^{2\delta}\big|_{DHN}(\alpha, \alpha) = \frac{\omega_1^2}{2} \theta(-\alpha) + \frac{\omega_2^2}{2} \theta(-\alpha - \frac{1}{a}) - \frac{m}{4} - \mu \theta(-\alpha) - \frac{1}{4\pi^2} \int_{0}^{\infty} \frac{kd k}{\sqrt{k^2 + a^2}} \ln \left[ 1 - \frac{\alpha^2 e^{4iak}}{(2ik - \alpha)^2} \right] \]

Note that we have subtracted also the square roots of the half-state energy of the free Hamiltonian and the two bound state eigenvalues of the individual \( \delta \)'s.

VI. PROSPECTS AND FURTHER COMMENTS

A. Vacuum energy of many \( \delta \)-interactions

The concepts explored and the techniques developed in the core of this paper can be extended to analyse an array of 2\( N \) + 1 Dirac \( \delta \)-potentials. Here \( N \in \mathbb{N}^* \) or \( N \in \mathbb{N}^*_2 \), i.e., \( N \) is a positive integer or half-integer in such a way that 2\( N + 1 \) is either an odd or even integer. If \( n = -N, -N + 1, \ldots, N - 1, N \) span the integers or half-integers between \( -N \) and \( N \) we consider the background

\[ U(x) = \sum_{n=-N}^{N} \alpha_n \delta(x - 2na) \]

e.g., for \( N = 0 \) it gives the one-\( \delta \)-potential, the \( N = \frac{1}{2} \) case corresponds to two-\( \delta \)'s, \( N = 1 \) to three \( \delta \)'s, etc. The quantum vacuum energy induced by the fluctuations of an scalar field on this background \[ [114] \] is computable by plugging the kernel of the \( M \)-operator

\[ M_{\omega}^{(\alpha_{-N} \alpha_{-N+1} \cdots \alpha_{N-1} \alpha_N)}(x_1, x_2) \]

\[ = \int d z_1 d z_2 \cdots d z_{2N + 1} \left[ G_{\omega}^{(0)}(x_1, z_1) T_{\omega}^{(\alpha_{-N})(z_1, z_2)} \right] \]

\[ \cdots G_{\omega}^{(0)}(z_2, z_3) T_{\omega}^{(\alpha_{N-1})(z_3, z_4)} \]

\[ \cdots G_{\omega}^{(0)}(z_{4N + 1}, z_{4N + 2}) T_{\omega}^{(\alpha_N)(z_{4N + 1}, x_2)} \]
in formula \([16]\). Recall that in the Euclidean version we have
\[
G_{ik}^{(0)}(x_1, x_2) = \frac{1}{2\kappa} e^{-\kappa|x_1-x_2|}
\]
\[
T_{ik}^{(\alpha n)}(x_1, x_2) = \delta(x_1 - 2na)\delta(x_2 - 2na) \cdot \frac{2\kappa\alpha_n}{2\kappa + \alpha_n}
\]
formulas from which we derive
\[
M_{ik}^{(\alpha - N, \cdots, \alpha N)}(x_1, x_2) = e^{-\kappa|x_1+2Na|}\delta(x_2 - 2Na) \cdot \prod_{n=-N}^{N} \frac{\alpha_n}{2\kappa + \alpha_n} \cdot e^{-2|n|\kappa a}
\]
and
\[
\text{Tr}_{L_2} M_{ik}^{(\alpha - N, \cdots, \alpha N)}(x, x) = e^{-4N\kappa a} \cdot \prod_{n=-N}^{N} \frac{\alpha_n}{2\kappa + \alpha_n} \cdot e^{-2|n|\kappa a}.
\]
(115)
The Lipmann-Schwinger equation determining the transfer matrix provides us with a result for the vacuum energy of an array of \(2N + 1\) delta's where the vacuum energies of any array with a lower number of delta's (including the constant background) are subtracted. Thus, the TG procedure applied to \(2N+1\) delta's not only subtracts the divergent vacuum zero point energy and the \(2N+1\) Casimir “self-energies” of the individual delta's but also the finite two-body, three-body, \cdots, \(2N\)-body Casimir energies. In the recent reference \([12]\), however, the interactions between a lower number of delta's than \(N\) have been also considered.

**B. Supersymmetric delta-interactions**

The fluctuations of two real scalar fields on two possibly different static backgrounds are governed by the action:
\[
S[\Phi_+, \Phi_-] = \frac{1}{2} \int d^2x \left\{ \partial_\mu \Phi_+ \partial^\mu \Phi_+ + (m_+^2 + U_+(x))\Phi_+^2(t, x) + \partial_\mu \Phi_- \partial^\mu \Phi_- + (m_-^2 + U_-(x))\Phi_-^2(t, x) \right\}.
\]
(116)
The one-particle states of the quantum field theories are obtained through a Fourier transform from time to frequency of the eigenfunctions of the Schrödinger operators:
\[
\mathbf{K}_\pm = -\frac{d^2}{dx^2} + U_\pm(x).
\]
Generically, this system is no more than the system considered in the main core of this paper counted twice. There is, however, an interesting situation: if \(m_+^2 = m_-^2 = m^2\) it may be possible that \(K_+\) and \(K_-\) are supersymmetric partners and their spectra have the symmetry properties arising in supersymmetric quantum mechanics. Briefly, the structure is the following:

1. One starts from the “supercharges”
\[
\mathbf{Q} = \begin{pmatrix} 0 & \frac{d}{dx} + W(x) \\ 0 & 0 \end{pmatrix}, \quad \mathbf{Q}^\dagger = \begin{pmatrix} 0 & -\frac{d}{dx} + W(x) \\ 0 & 0 \end{pmatrix}
\]

where \(W(x)\) is a real function called the superpotential.

2. The supersymmetric Hamiltonian is:
\[
\mathbf{K} = \frac{1}{2} \left( \mathbf{Q} \mathbf{Q}^\dagger + \mathbf{Q}^\dagger \mathbf{Q} \right) = \frac{1}{2} \begin{pmatrix} -\frac{d^2}{dx^2} + \frac{dW}{dx} \frac{dW}{dx} & \frac{d^2W}{dx^2} \\ \frac{dW}{dx} & 0 \end{pmatrix}
\]

3. The supersymmetry algebra
\[
\{ \mathbf{Q}, \mathbf{Q}^\dagger \} = 2\mathbf{H}, \quad [\mathbf{H}, \mathbf{Q}] = [\mathbf{H}, \mathbf{Q}^\dagger] = 0
\]
shows that the the supercharges are “super ”symmetry operators.

The two kinds of scalar fluctuations give rise to a supersymmetric quantum mechanical problem if and only if:
\[
U_\pm(x) = \frac{dW}{dx} \frac{dW}{dx} \pm \frac{d^2W}{dx^2}.
\]

In the case of two delta-function plates supporting the fluctuations of two scalar fields one spectral problem in supersymmetric quantum mechanics arises if the backgrounds are of the form:
\[
U_\pm(x) = \pm \alpha \delta(x+a) \pm \beta \delta(x-a) + \alpha^2 \theta(-x-a) + \beta^2 \theta(x-a).
\]
The hidden reason for supersymmetry is the existence of a superpotential
\[
W(x) = \frac{\alpha}{2} \cdot |x + a| + \frac{\beta}{2} \cdot |x - a| + \frac{\beta - \alpha}{2} \cdot x
\]
that defines the supercharges of this problem. Standard lore in supersymmetric quantum mechanics, see e.g. \([13]\) and references quoted therein, classifies the characteristics of the spectrum of a supersymmetric Hamiltonian as follows:

- The ground state of \(\mathbf{K}\) may be unique or doubly degenerate. If it is unique the ground state belongs to the spectrum of either \(\mathbf{K}_+\) or \(\mathbf{K}_-\). In this case there exists spectral asymmetry, and supersymmetry is unbroken. Degenerate ground states form a doublet: one member belongs to the spectrum of \(\mathbf{K}_+\) and the other is an eigenstate of \(\mathbf{K}_-\), and supersymmetry is spontaneously broken. The two delta supersymmetric Hamiltonian exhibits a unique ground state and supersymmetry is unbroken.
- Higher excited levels in the discrete spectrum of \(\mathbf{K}\) come in degenerate pairs living respectively in the spectrum of \(\mathbf{K}_+\) and \(\mathbf{K}_-\). Their positive eigenvalues are identical. Hence, operators \(\mathbf{K}_+\) and \(\mathbf{K}_-\) are almost isospectral.
The continuous spectrum eigenvalues of $K_+$ and $K_-$ are also positive and identical. The spectral densities of the SUSY pair of operators, however, are different but are related by the supercharges.

In summary, once we know the Casimir energy due to one kind of fluctuations the contribution of the other kind follows from supersymmetry. A warning: in order to apply the TGTG formula in this supersymmetric context we must rely on the Green’s function and the $T$-matrix in one step/delta background, e.g., located at the origin:

$$U_{sd}(x; \alpha, s) = \alpha \delta(x) + s^2(1 - \theta(x)).$$  

(117)

In this situation (no time reversal invariance) the transmission amplitudes are also different:

$$t_R(\omega) = \frac{2q}{\Delta_{\alpha\delta}}, \quad t_L(\omega) = \frac{2k}{\Delta_{\alpha\delta}};$$  

(118)

$$r_R(\omega) = \frac{q - k - i\alpha}{\Delta_{\alpha\delta}}, \quad r_L(\omega) = \frac{k - q - i\alpha}{\Delta_{\alpha\delta}}$$  

(119)

$$\Delta_{\alpha\delta}(\omega, \alpha) = k + q + i\alpha, \quad \omega^2 = k^2 + s^2,$$  

(120)

$$W(\psi(\omega)_R, \psi(\omega)_L) = \frac{4ikq}{\Delta_{\alpha\delta}}$$  

(121)

where $k$ and $q$ are the momenta of the plane waves on the $x > 0$ and $x < 0$ half-lines respectively. From the Wronskian and the scattering waves incoming from the left or the right we obtain the reduced Green’s function and the kernel of the $T$-operator in four pieces:

$$G^{(0)}(\omega)(x, y) = \begin{cases} -\frac{1}{2ik} \left( e^{ik|x-y|} - \left(\frac{2k}{\Delta_{\alpha\delta}} - 1\right)e^{ik(x+y)} \right), & x > 0, y > 0 \\ \frac{1}{\Delta_{\alpha\delta}} e^{i(kx-ky)}, & x > 0, y < 0 \\ \frac{1}{\Delta_{\alpha\delta}} e^{i(ky-kx)}, & x < 0, y > 0 \\ -\frac{1}{2iq} \left( e^{iq|x-y|} - \left(\frac{2q}{\Delta_{\alpha\delta}} - 1\right)e^{iq(x+y)} \right), & x < 0, y < 0 \end{cases}.$$  

(122)

$$T^{(\alpha, \delta)}(\omega)(x, y) = \begin{cases} \left( \alpha + \frac{i\alpha^2}{\Delta_{\alpha\delta}} \right) \delta(x)\delta(y), & x > 0, y > 0 \\ \frac{i\alpha^2}{\Delta_{\alpha\delta}} \delta(x)\delta(y) + \frac{i\alpha^2}{\Delta_{\alpha\delta}} e^{-iqy}\delta(x), & x > 0, y < 0 \\ \frac{i\alpha^2}{\Delta_{\alpha\delta}} \delta(x)\delta(y) + \frac{i\alpha^2}{\Delta_{\alpha\delta}} e^{-iqx}\delta(y), & x < 0, y > 0 \\ \left( \alpha + \frac{i\alpha^2}{\Delta_{\alpha\delta}} \right) \delta(x)\delta(y) + \frac{i\alpha^2}{\Delta_{\alpha\delta}} \left( e^{-iqy}\delta(x) + e^{-iqx}\delta(y) \right), & x < 0, y < 0 \end{cases}.$$  

(123)

From these formulas for the Green’s function and the kernel of the $T$-matrix one derives the kernel of the two step/δ’s $M$-matrix by shifting the origin to the $x = \pm\alpha$ points and bearing in mind that at $x = \alpha$ one must exchange $k$ and $p$ in the solutions at the left and the right of the $s - \delta$-potential.

C. Miscellanea: some exotic backgrounds

Other more exotic backgrounds include two linear combinations of $\delta$ and $\delta'$ interactions concentrated at the points $x = \pm\alpha$:

$$U(x) = \alpha_1 \delta(x + a) + \lambda_1 \delta'(x + a) + \alpha_2 \delta(x - a) + \lambda_2 \delta'(x - a).$$  

(124)

We understand the $\delta'$ interaction in (124) as the self-adjoint extension of the free particle Hamiltonian proposed in reference [11]. Because this potential responds to interactions concentrated in isolated points the general expression (72) provides us with the kernel of the $T$-matrix for a $\delta/\delta'$ interaction at the origin:

$$T^{(\alpha, \lambda)}(\omega)(x_1, x_2) = \frac{2\kappa(\alpha + \lambda^2)}{2\kappa(1 + \lambda^2)} \delta(x_1)\delta(x_2).$$
The reduced Green’s function is, of course, the free particle Green’s function and simply application of the TGTG formula, after the appropriate shiftings to \(x = \pm a\) and use of these ingredients, leads to the Casimir energy. We skip writing the quantum vacuum energy of the double \(\delta/\delta’\) system but we mention that re-interpretation of these point interactions as boundary conditions encompass for some special values of the parameters not only Dirichlet but also Neumann and even Robin boundary conditions.

A promising avenue is the study of scalar field fluctuations on solitonic or curved back grounds. For instance, the background

\[
U(x) = \alpha \delta(x + a) + \beta \delta(x - a) + m^2 \left(1 - \theta(a - x)\theta(a + x) \cdot \frac{2}{\cosh^2 mx}\right),
\]

see [45], can be interpreted in comparison with the Hamiltonian \(K^{GG}\) [44] as a sine-Gordon kink background constrained to the finite interval \((-a, a)\) with two \(\delta\)-function interactions at the endpoints. In this paper the Green’s function and the energy-momentum tensor of the double delta/Pösch-Teller configuration were computed paving the way to the calculation of the quantum vacuum energy. In reference [33] two of us analysed the scattering amplitudes, as well as the bound state structure, were fully unveiled. The limit of Dirichlet boundary conditions revealed many subtleties, particularly relevant to the ground state (a zero mode) of the system. By switching on the \(\delta’\)-interactions on the endpoints more general boundary conditions can be achieved. Nevertheless, the full analysis of the quantum vacuum energy remains to be performed. More interestingly, replacing \(G^{(0)}\) by \(G^{(PT)}\), the particle Green’s function in the Pösch-Teller background, we should be able to generalise the TG procedure in this situation.

The last background that we consider is formed by two \(\delta\)-interactions placed on antipodal points on a circle around the origin in the \(\mathbb{R}^2\)-plane. If \(\vec{e}_a, a = 1, 2, \vec{e}_a \cdot \vec{e}_b = \delta_{ab}\), is an orthonormal basis in this plane, \(\vec{x} = x_1 \vec{e}_1 + x_2 \vec{e}_2\) denotes the particle position and \(\vec{a} = a_1 \vec{e}_1 + a_2 \vec{e}_2\) is a fixed vector, we write the background and the 2D Schrödinger operator that governs the fluctuations of the scalar field in two spatial dimensions in the form:

\[
U(\vec{x}) = \alpha_- \delta^{(2)}(\vec{x} + \vec{a}) + \alpha_+ \delta^{(2)}(\vec{x} - \vec{a})
\]

\[
K^{2\delta} = -\nabla^2 + m^2 + U(\vec{x}) = -\frac{\partial^2}{\partial x_1^2} - \frac{\partial^2}{\partial x_2^2} + m^2 + U(\vec{x}),
\]

where \(\delta^{(2)}(\vec{x}) = \delta(v_1)\delta(v_2)\).

Fourier analysis unveils the scattering wave solutions of the spectral problem \(K^{2\delta} \psi_\omega(\vec{x}) = \omega^2 \psi_\omega(\vec{x})\):

\[
\psi_\omega(\vec{x}) = e^{i\vec{k} \cdot \vec{x}} - \int \frac{d^2 p}{(2\pi)^2} \frac{e^{-i\vec{p} \cdot \vec{x}}}{|\vec{p}|^2 - |\vec{k}|^2 - i\varepsilon} \times \left\{ \alpha_- e^{-i\vec{p} \cdot \vec{a}} \psi_\omega(-\vec{a}) + \alpha_+ e^{i\vec{p} \cdot \vec{a}} \psi_\omega(\vec{a}) \right\},
\]

where \(|\vec{k}|^2 = \omega^2 - m^2\) and the scattering amplitudes are:

\[
\psi_\omega(\pm \vec{a}) = \frac{1 + \alpha_\pm}{\Delta(\vec{k}, |\vec{a}|, \alpha_\pm)} \left( I_1(|\vec{k}|) - I_2(|\vec{k}|, |\vec{a}|) \right)
\]

\[
I_1(|\vec{k}|) = \int \frac{d^2 p}{(2\pi)^2} \frac{1}{|\vec{p}|^2 - |\vec{k}|^2 - i\varepsilon}
\]

\[
I_2(|\vec{k}|, |\vec{a}|) = \int \frac{d^2 p}{(2\pi)^2} \frac{e^{\pm 2i\vec{p} \cdot \vec{a}}}{|\vec{p}|^2 - |\vec{k}|^2 - i\varepsilon} \Delta(|\vec{k}|, |\vec{a}|, \alpha_\pm) = \left( 1 + \alpha_+ I_1(|\vec{k}|) \right) \left( 1 + \alpha_- I_1(|\vec{k}|) \right) - \alpha_+ \alpha_- I_2^2(|\vec{k}|, |\vec{a}|).
\]

The integrals \(I_1\) and \(I_2\) are ultraviolet divergent but can be regularised by using, e.g., a cutoff in the momentum. The identification of the scattering data from these solutions is extremely delicate from an analytical point of view because the lack of rotational invariance of the potential.

Fortunately, the TG formalism only requires addressing the problem of one centre (and the knowledge of the free particle Green’s function), an issue solved by Jackiw in [46] where he found two striking results: (1) the scale invariance of the Green’s function; an issue solved by Jackiw in [46] where he found two striking results: (1) the scale invariance of the Green’s function, (2) the scattering waves only emerge in s-waves, the only non null phase shifts corresponding to zero angular momentum. To work Jackiw formulæ in a point away from the origin is the remaining task to perform in order to compute the two \(\delta^2\)-lines Casimir energy from the TGTG formula. Physically this mathematical structure arises as quantized vortex lines in superfluid Helium 4 or other Bose condensates. If the phase of the order parameter (the complex scalar field) is of the form \(\chi_v(\vec{x}, t) = \frac{1}{\pi} \arctan \frac{x}{x_1} \in \mathbb{Z}\), the gradient of the fluid velocity \(\vec{v} = \vec{v}_1 + \frac{x_1}{x_2} \vec{v}_2\) is precisely:

\[
\nabla^2 \chi_v(\vec{x}, t) = \frac{1}{\pi} \delta^{(2)}(\vec{x}).
\]

Therefore, the TGTG formalism allows the calculation of the quantum vacuum energies between two vortex lines in superfluid liquids (see ref. [47]).
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