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Abstract. We study the total $\alpha$-powered length of the rooted edges in a random minimal directed spanning tree - first introduced in [BR04] - on a Poisson process with intensity $s \geq 1$ on the unit cube $[0,1]^d$ for $d \geq 3$. While a Dickman limit was proved in [PW04] in the case of $d = 2$, in dimensions three and higher, [BLP06] showed a Gaussian central limit theorem when $\alpha = 1$, with a rate of convergence of the order $(\log s)^{-\frac{d-2}{2}}(\log \log s)^{\frac{d+1}{2}}$. In this paper, we extend these results and prove a central limit theorem in any dimension $d \geq 3$ for any $\alpha > 0$. Moreover, making use of recent results in Stein’s method for region-stabilizing functionals, we provide presumably optimal non-asymptotic bounds of the order $(\log s)^{-\frac{d-2}{2}}$ on the Wasserstein and the Kolmogorov distances between the distribution of the total $\alpha$-powered length of rooted edges, suitably normalized, and that of a standard Gaussian random variable.

1. Introduction and main results

The notion of a random minimal directed spanning tree was first introduced by Bhatt and Roy in [BR04] to model certain transmission or drainage networks [RIR01] where, unlike the model considered in [Gil61], the signals/waves can travel only in certain specific directions. A typical motivating example in two dimensions, as considered in [BR04], is when a source radio transmitter placed at the origin emits a signal which can be received only by receivers which are positioned north-easterly with respect to the origin, i.e., in the first quadrant. Each of the transmitters at the frontier in turn amplifies the signal and transmits it to the receivers that are placed in the first quadrant with respect to its position. The resulting network, when $n$ such receivers/transmitters are placed randomly in the first quadrant, has a tree structure which is directed north-easterly with its root at the origin. Such a graph is called a random minimal directed spanning tree (MDST).

The added feature of directionality gives rise to many interesting properties in an MDST. As for minimal spanning trees, one of the main objects of interest is the total $\alpha$-powered length, which is the Euclidean length raised to the power $\alpha > 0$, of all the edges. Distributional approximation results for the sum of $\alpha$-powered length of all the edges in an MDST with a different partial ordering on the points than the one considered here was proved in [PW10], where it was shown that for $d \geq 2$, with vertices taken to be a Poisson process on $[0,1]^d$ with intensity $s \geq 1$, one obtains a Gaussian limit for small $\alpha$ while for large $\alpha$, one has an additional independent and possibly non-Gaussian part in the limit as $s \to \infty$; see also [PW06].

In this paper, we consider a related statistic, the total $\alpha$-powered length of all the rooted edges, i.e., all the edges with one end at the origin. This was first studied in [BR04] in two dimensions,
where existence of a distributional limit was proved. Soon after, Penrose and Wade [PW04] identified the limiting distribution and showed a Dickman convergence as $s \to \infty$ for the total length of edges emanating from the origin in an MDST on a Poisson (or a Binomial) process on $[0,1]^2$ with intensity $s \geq 1$ (respectively, with $s$ points). The question in dimensions three and higher was partially addressed in [BLP06] where, unlike in two dimensions, a Gaussian central limit theorem was shown when $\alpha = 1$. The case for a general $\alpha > 0$ in higher dimensions remained elusive.

In this paper, our aim is to fill this gap. In Theorem 1.2, we show that the total $\alpha$-powered length of the rooted edges, suitably normalized, has a Gaussian limit for any $\alpha > 0$. To prove our results, we use a completely different approach based in stabilization theory and Stein’s method. Indeed, we prove a stronger result. We prove a quantitative central limit theorem providing presumably optimal rates of convergence, where, by analogy with the usual Berry-Esseen type results, we say a rate of Gaussian convergence is presumably optimal when it is of the order of inverse of the standard deviation of the statistic.

1.1. Notation. We write $\mathbb{R}_+ := [0, \infty)$. For $x \in \mathbb{R}$ we write $x^+ := \max\{d, 0\}$. For an integer $n \in \mathbb{N}$, we denote by $[n] := \{1, \ldots, n\}$. For real numbers $x, y$, we write $x \land y$ and $x \lor y$ to denote the minimum and maximum, respectively, of $x$ and $y$. Throughout, $\|x\|$ stands for the usual $L^2$-norm of a point $x \in \mathbb{R}^d$. For $x = (x_1, \ldots, x_d) \in \mathbb{X} := [0,1]^d$, let $[0,x] := [0,x_1] \times \cdots \times [0,x_d]$, and denote the volume of $[0,x]$ by $|x| := \prod_{i=1}^d x_i$. For $I \subseteq [d]$, we write $x^{(I)}$ for the subvector $(x_i)_{i \in I}$ of $x$.

Finally, for $k \in [d-1]$, we denote $I_k = [k]$ and $J_k = [d] \setminus I_k$.

For two functions $f, g : \mathbb{R}_+ \to \mathbb{R}_+$, we write $f(s) = O(g(s))$ to mean that the limit $\lim_{s \to \infty} f(s)/g(s)$ is bounded, while $f(s) \asymp g(s)$ means that $f(s) - g(s) = O(\log^{d-3} s)$.

1.2. Model and main results. We now explicitly describe our model. Let $\mathbb{X} := [0,1]^d$ be the $d$-dimensional unit cube for some integer $d \geq 2$. Let $0$ stand for the origin. We say a point $x \in \mathbb{R}^d$ dominates a point $y \in \mathbb{R}_+^d$ if $x - y \in \mathbb{R}_+^d \setminus \{0\}$, and write $x \succ y$, or equivalently, $y \prec x$. For $n \in \mathbb{N}$ and a collection of $n+1$ distinct vertices $\mathbb{V} = \{0, x^{(1)}, \ldots, x^{(n)}\}$ in $\mathbb{X}$, define the admissible edge set $E$ of directed edges as

$$E := \{(x,y) : x, y \in \mathbb{V}, x \neq y, x \succ y\}.$$ 

Consider the collection $\mathcal{G}$ of graphs $G$ with vertex set $\mathbb{V}$ and edge set $E_G \subseteq E$ with the property that for any $i \in [n]$, the vertex $x^{(i)}$ is connected to the origin by a path constructed from edges in $E_G$, i.e., either $(0, x^{(i)}) \in E_G$, or there exists distinct $i_1, \ldots, i_m \in [n]$ with $m \in \mathbb{N}$ such that $(0, x^{(i_1)}) \in E_G$, $(x^{(i_m)}, x^{(i)}) \in E_G$ and $(x^{(i)}, x^{(i+1)}) \in E_G$ for all $1 \leq l \leq m-1$, where, by convention, the final containment is trivial when $m = 1$.

A minimal directed spanning tree with vertex set $\mathbb{V}$ is a graph $T \in \mathcal{G}$ that minimizes $\sum_{e \in E_G} l(e)$ over all $G \in \mathcal{G}$, where $l(e)$ denotes the usual Euclidean length of an edge $e$, i.e.,

$$\sum_{e \in E_T} l(e) = \min_{G \in \mathcal{G}} \sum_{e \in E_G} l(e).$$

It is straightforward to see that any such $T$ is necessarily a tree (see Figure 1).

Let $\mu$ be a locally finite simple point configuration (we will interchangeably interpret $\mu$ as a point process or a point set) in $\mathbb{X} \setminus \{0\}$ such that the MDST with vertex set $\{0\} \cup \mu$ is unique. Let $\mu^{\text{min}} \subseteq \mu$ be the subset of vertices that are connected to the origin by an edge in the MDST, we call these points the minimal points in the MDST on $\mu$. It is not hard to see that these are exactly the points in $\mu$ that do not dominate any other point in $\mu$, i.e., the minimal points are exactly the Pareto optimal points in $\mu$; for more details, see [Bar00, BDHT05, FN20].
Let $\mathcal{Q}$ be the Lebesgue measure on $\mathbb{X}$ and for $s \geq 1$, let $\mathcal{P}_s$ be a Poisson process with intensity measure $s\mathcal{Q}$. An MDST on the vertex set $\{0\} \cup \mathcal{P}_s$ is almost surely unique. In the rest of the paper, we consider this random MDST. For $\alpha > 0$, let

$$\mathcal{L}_0^\alpha \equiv \mathcal{L}_0^\alpha(\mathcal{P}_s) := \sum_{x \in \mathcal{P}_{s}^{\text{min}}} \|x\|^{\alpha}$$

denote the sum of the $\alpha$-powered lengths of the rooted edges (see Figure 1), where $\mathcal{P}_{s}^{\text{min}}$ stands for the set of minimal points in the MDST on $\mathcal{P}_s$. In this paper, we concern ourselves with the distributional limit and a quantitative CLT for $\mathcal{L}_0^\alpha$. Our first result establishes the asymptotic behaviour of the mean and the variance of $\mathcal{L}_0^\alpha$.

**Theorem 1.1.** For $d \geq 2$, $s \geq 1$ and $\alpha > 0$,

(a) \[ E\mathcal{L}_0^\alpha = \frac{d}{\alpha(d-2)!} \log^{d-2} s + O(\log^{d-3} s), \]

(b) \[ \text{Var} \mathcal{L}_0^\alpha = \frac{1}{2\alpha(d-2)!} w(d, \alpha) \log^{d-2} s + O(\log^{d-3} s), \]

where

$$w(d, \alpha) := d - 2d \int_{\mathbb{X}} \frac{b^{\alpha}}{(1 + |b|)^2} \, db$$

$$+ 2 \sum_{k=1}^{d-1} \binom{d}{k} \int_{\mathbb{X}} b^{\alpha} \left( \frac{1}{\left( |b(I_k)| + |b(J_k)| \right)^2} - \frac{1}{\left( |b(I_k)| + |b(J_k)| \right)^2} \right) \, db$$

satisfies $0 < \inf_{\alpha > 0} w(d, \alpha) \leq \sup_{\alpha > 0} w(d, \alpha) < \infty$.

**Remark:** We note here that the assertions in Theorem 1.1 were proved in the case of $\alpha = 1$ in [BLP06]. In accordance with Theorem 2 therein, following computation similar to those in Section 3.
in [BLP06] to further simplify the integrals in (1.2), we can restate our variance estimate as follows: For $d \geq 3$, $s \geq 1$ and $\alpha > 0$, 
\[
\text{Var} \mathcal{L}_0^\alpha = \frac{d}{2\alpha(d-2)!} - \gamma_d^{(\alpha)} + 2 \sum_{k=1}^{d-1} k \left(\frac{d}{k}\right) h_k^{(\alpha)} \log^{d-2} s + O(\log^{d-3} s),
\]
where 
\[
\gamma_d^{(\alpha)} = \frac{d}{\alpha(d-2)!} \int_0^1 v_1^\alpha \, dv_1 \int_0^1 (1 + v_1 v_2)^{-2} \left( -\log v_2 \right)^{d-2} \frac{1}{(d-2)!} \, dv_2,
\]
and 
\[
h_1^{(\alpha)} = \frac{1}{2\alpha(d-2)!} \int_0^1 w_1^\alpha \, dw_1 \int_0^1 \left( (w_1 + w_2 - w_1 w_2)^{-2} - (w_1 + w_2)^{-2} \right) \left( -\log w_2 \right)^{d-2} \frac{1}{(d-2)!} \, dw_2
\]
while for $2 \leq k \leq d - 1$, 
\[
h_k^{(\alpha)} = \frac{1}{2\alpha(d-2)!} \int_0^1 u_1^{\alpha-1} \, du_1 \int_0^1 \left( (w_1 + w_2 - w_1 w_2)^{-2} - (w_1 + w_2)^{-2} \right) \left( -\log w_1 + \log u_1 \right)^{k-2} \left( -\log w_2 \right)^{d-k-1} \frac{1}{(k-2)!} \frac{1}{(d-k-1)!} \, dw_2.
\]
Taking $\alpha = 1$ reproduces the bound in [BLP06, Theorem 2].

To state our second main result, we need to introduce two metrics on the space of probability distributions. The Wasserstein distance between the distributions of two real-valued random variables $X$ and $Y$ is given by 
\[
d_W(X,Y) := \sup_{h \in \text{Lip}_1} |\mathbb{E} h(X) - \mathbb{E} h(Y)|,
\]
where Lip$_1$ denotes the class of all Lipschitz functions $h : \mathbb{R} \to \mathbb{R}$ with Lipschitz constant at most one. The Kolmogorov distance between distributions of $X$ and $Y$ is given by 
\[
d_K(X,Y) := \sup_{t \in \mathbb{R}} |\mathbb{P} \{X \leq t\} - \mathbb{P} \{Y \leq t\}|.
\]

In the following result, we derive non-asymptotic bounds on the Wasserstein and Kolmogorov distances between suitably normalized $\mathcal{L}_0^\alpha$ and a standard Gaussian random variable, denoted by $N$ throughout the sequel.

**Theorem 1.2.** For $d \geq 3$ and $s \geq 1$, let $\mathcal{P}_s$ be a Poisson process on $[0,1]^d$ with intensity measure $s \mathcal{Q}$, where $\mathcal{Q}$ is the Lebesgue measure, and for $\alpha > 0$, let $\mathcal{L}_0^\alpha$ be as in (1.1). Then there exists a constant $C > 0$ depending only on $\alpha$ and $d$ such that for all $s \geq 1$, 
\[
\max \left\{ d_W \left( \frac{\mathcal{L}_0^\alpha - \mathbb{E} \mathcal{L}_0^\alpha}{\sqrt{\text{Var} \mathcal{L}_0^\alpha}}, N \right), d_K \left( \frac{\mathcal{L}_0^\alpha - \mathbb{E} \mathcal{L}_0^\alpha}{\sqrt{\text{Var} \mathcal{L}_0^\alpha}}, N \right) \right\} \leq \frac{C}{\log^{(d-2)/2} s}.
\]

**Remarks:**

(a) We note here that in the setting of Theorem 1.2, a weaker rate of convergence or the order $(\log s)^{-(d-2)/4} (\log \log s)^{(d+1)/2}$ in the Kolmogorov metric was shown in [BLP06] for $\alpha = 1$.

(b) Theorem 1.2 proves a Gaussian convergence as $s \to \infty$ in dimensions $d \geq 3$ for $\mathcal{L}_0^\alpha$. In contrast, in two dimensions, $\mathcal{L}_0^\alpha$ converges to a Dickman distribution. This points out a change in the distributional behaviour of the minimal points as one goes from dimension two to three and above. The idea behind obtaining a Dickman limit in two dimensions is that most of the
minimal points lie close to the axes and one can look only at the length of their projections on the two axes rather than the length of the edges themselves. When considering only the projections on the $x$-axis, say $X_1 \geq X_2 \geq \cdots$, one obtains that $X_{i+1}/X_i \sim \mathbb{U}[0,1]$ for all $i \geq 1$, where $\mathbb{U}[0,1]$ denotes a uniform random variable on the interval $[0,1]$, and they are independent. This gives rise to the Dickman limit, since a standard Dickman random variable $D$ has the representation

$$D = d \sum_{i=1}^{\infty} \prod_{j=1}^{i} U_j,$$

where $U_j \sim \mathbb{U}[0,1]$, $j \in \mathbb{N}$ are independent and $=d$ denotes equality in distribution. Such a property does not seem to hold in dimensions three and higher.

(c) In Theorem 1.1(b), we show that the variance of the statistic $\mathcal{L}_0^\alpha$ is exactly of the order $\log^{d-2}s$ for any $d \geq 3$. Hence, the upper bound in Theorem 1.2 is presumably of optimal order. It is interesting that one obtains a relatively slow logarithmic rate of convergence in higher dimensions.

(d) Finally, we note that our results can potentially be extended to the setup of Binomial processes by proving a version of Theorem 2.1 below for such a process.

Notice by Theorem 1.1(a) that for $d = 3$ and $\mathcal{L}_0^\alpha$ as in Theorem 1.2,

$$\frac{|\mathcal{L}_0^\alpha - \mathbb{E}\mathcal{L}_0^\alpha|}{\sqrt{\text{Var} \mathcal{L}_0^\alpha}} \leq \frac{C}{\sqrt{\log s}},$$

for some constant $C$ depending only on $\alpha > 0$. Since for two real-valued random variables $X$ and $Y$ with $X = Y + a$ for some $a > 0$, one has $d_W(X, Y) \leq a$ (this is not generally true for the Kolmogorov metric), we have the following corollary to Theorem 1.2.

**Corollary 1.3.** For $d = 3$ and $\mathcal{L}_0^\alpha$ as in Theorem 1.2, there exists a constant $C > 0$ depending on $\alpha$ such that for all $s \geq 1$,

$$d_W \left( \frac{\mathcal{L}_0^\alpha - (3/\alpha) \log s}{\sqrt{\text{Var} \mathcal{L}_0^\alpha}}, N \right) \leq \frac{C}{\sqrt{\log s}}.$$

We now briefly discuss some of the important ingredients that the proofs of Theorems 1.1 and 1.2 rely on. To prove Theorem 1.1(a), we first provide an estimate of the mean of the sum over the minimal points in $P_s$ of certain weight functions, where the weights are functions of a few coordinates. When the weights are all identically equal to one, it is well-known (see e.g. [BDHT05]) that for $d \geq 2$,

$$\mathbb{E} |P_{s \text{min}}^\alpha| = \mathcal{O}(\log^{d-1}s).$$

If instead one takes the weights to be the norms of the minimal point as is the case in $\mathcal{L}_0^\alpha$, the problem boils down to estimating $\mathbb{E} \sum_{x \in P_{s \text{min}}} x_1^\alpha$ and $\mathbb{E} \sum_{x \in P_{s \text{min}}} (x_1x_2)^{(1/\alpha)/2}$ (by an application of Lemma 3.3 below), where $x_i$ is the $i$-th coordinate of $x$ for $i \in [d]$. It turns out that by considering weights that are powers of one of the coordinates, the order of the expectation goes down by one logarithmic factor compared to the case when the weights are identically equal to one (see Theorem 1.4). Generally, consider for any $k \in [d-1]$, weight functions of minimal points of the form $\prod_{i=1}^{k} x_i^{\alpha_i}$, for some $\alpha_1, \ldots, \alpha_k > 0$. In this case, the expectation of the sum of the weights over the minimal points is of the order $\log^{d-k-1}s$. We prove this fact in the following result.
Theorem 1.4 (Short version of Theorem 3.1). For $d \geq 2$, $k \in [d-1]$, and $\alpha_1, \ldots, \alpha_k > 0$, 

$$s \int_{\mathbb{X}} \left( \prod_{i=1}^{k} x_i^{\alpha_i} \right) e^{-s|x|} \, dx = \mathcal{O}(\log^{d-k-1}s).$$

In Theorem 1.1(b), we estimate the variance of $\mathcal{L}_0^{\alpha}$ with an exact leading order term. This is arguably the most crucial part of the paper and involves some delicate estimates.

Finally, to prove the quantitative bounds in Theorem 1.2, we make use of some recent results in [BM21] which provides non-asymptotic bounds on the Wasserstein and Kolmogorov metrics for Gaussian approximation of stabilizing functionals.

The rest of the paper is organized as follows. In Section 2 we present the tools from Stein’s method and stabilization functionals in the form of Theorem 2.1 from [BM21] that we utilize to provide our bounds. We obtain precise estimates of the mean and variance of $\mathcal{L}_0^{\alpha}$ in Section 3, proving Theorem 1.1. Finally, in Section 4, we prove Theorem 1.2.

2. Bounds for sums of region-stabilizing functionals

The random variable $\mathcal{L}_0^{\alpha}$ can be thought of as a sum of certain functionals, whose value at a particular point $x \in \mathbb{X}$ depend only on the point configuration $\mathcal{P}_s$ in some small neighbourhood of $x$. Such functionals are known as stabilizing functionals. They were utilized in the context of Gaussian approximation starting with the works [PY01, PY03] and were further advanced in [BX06, PY05, Yuk15]. In the relevant literature, one usually considers such functionals on semi-metric spaces where the ‘stabilization region’ is taken to be a ball. But, in our example, this turns out to be vastly suboptimal. In [BM21], this problem was addressed by introducing a new and more general notion of region-stabilizing functionals building upon the work [LRSY19]. In this section, we recall a bound from therein which we will use to prove Theorem 1.2.

For $(\mathbb{X}, \mathcal{F})$ a Borel space, $\mathbb{Q}$ a $\sigma$-finite measure on $(\mathbb{X}, \mathcal{F})$ and $s \geq 1$, let $\mathcal{P}_s$ be a Poisson process with intensity measure $s\mathbb{Q}$. Let $\mathbb{N}$ stand for the family of $\sigma$-finite counting measures $\mu$ on $\mathbb{X}$ equipped with the smallest $\sigma$-algebra $\mathcal{N}$ that makes the maps $\mu \mapsto \mu(A)$ measurable for all $A \in \mathcal{F}$. For $\mu \in \mathbb{N}$, let $\mu_A$ denote the restriction of $\mu$ onto a set $A \in \mathcal{F}$, i.e., $\mu_A(B) := \int_B 1_{A \cap B} \mu(dx)$ for all $B \in \mathcal{F}$. We write $\mu_1 \leq \mu_2$ for $\mu_1, \mu_2 \in \mathbb{N}$, if $\mu_2 - \mu_1$ is non-negative. Let $(\xi_s)_{s \geq 1}$ be a collection of score functions which are Bore measurable functions mapping each pair $(x, \mu) \in \mathbb{X} \times \mathbb{N}$ to a real number. Consider the random variable

$$H_s \equiv H_s(\mathcal{P}_s) := \sum_{x \in \mathcal{P}_s} \xi_s(x, \mathcal{P}_s), \quad s \geq 1. \tag{2.1}$$

Below, we list the assumptions required for a Gaussian approximation result for $H_s$. We denote by 0 the zero counting measure.

(A0) Monotonicity: For $s \geq 1$, if $\xi_s(x, \mu_1) = \xi_s(x, \mu_2)$ for some $\mu_1, \mu_2 \in \mathbb{N}$ with $0 \neq \mu_1 \leq \mu_2$, then 

$$\xi_s(x, \mu_1) = \xi_s(x, \mu_2) \quad \text{for all } \mu \in \mathbb{N} \text{ with } \mu_1 \leq \mu \leq \mu_2.$$

Let $\delta_x$ stand for the Dirac measure at $x \in \mathbb{X}$. Recall, $\mu_A$ denotes the restriction of $\mu \in \mathbb{N}$ onto $A \in \mathcal{F}$. In the rest of the paper, we interpret elements in $\mathbb{N}$ as measures and for $\mu_1, \mu_2 \in \mathbb{N}$, we write $\mu_1 + \mu_2$ for the sum of the two measures.

(A1) Stabilization region: For all $s \geq 1$, there exists a map $R_s : \mathbb{X} \times \mathbb{N} \to \mathcal{F}$ such that (1) 

$$\{\mu \in \mathbb{N} : y \in R_s(x, \mu + \delta_x)\} \in \mathcal{N} \quad \text{for all } x, y \in \mathbb{X}.$$
and,

$$P \{ y \in R_s(x, \mathcal{P}_s + \delta_x) \} \quad \text{and} \quad P \{ \{ y_1, y_2 \} \subseteq R_s(x, \mathcal{P}_s + \delta_x) \}$$

are measurable functions of \((x, y) \in \mathbb{X}^2 \) and \((x, y_1, y_2) \in \mathbb{X}^3 \) respectively,

(2) the map \( R_s \) is monotonically decreasing in the second argument, i.e.

$$R_s(x, \mu_1) \supseteq R_s(x, \mu_2), \quad \mu_1 \leq \mu_2, \ x \in \mu_1,$$

(3) for all \( \mu \in \mathbb{N} \) and \( x \in \mu \), if \( \mu R_s(x, \mu) \neq 0 \), then \((\mu + \gamma)R_s(x, \mu + \delta_y) \neq 0 \) for all \( y \notin R_s(x, \mu) \),

(4) for all \( \mu \in \mathbb{N} \) and \( x \in \mu \),

$$\xi_s(x, \mu) = \xi_s(x, \mu R_s(x, \mu)).$$

\((A2)\) \( L^{4+p}\)-norm: There exists a \( p \in (0, 1) \) such that, for all \( \mu \in \mathbb{N} \) with \( \mu(X) \leq 7 \),

$$\left\| \xi_s(x, \mathcal{P}_s + \delta_x + \mu) \right\|_{4+p} \leq M_{s,p}(x), \quad s \geq 1, \ x \in \mathbb{X},$$

where \( M_{s,p} : \mathbb{X} \to \mathbb{R} \), \( s \geq 1 \), are measurable functions and \( \| \cdot \|_{4+p} \) denotes the \( L^{4+p} \)-norm.

Let \( r_s : \mathbb{X} \times \mathbb{X} \to [0, \infty) \) be a non-zero measurable function such that

$$P \{ y \in R_s(x, \mathcal{P}_s + \delta_x) \} \leq e^{-r_s(x,y)}, \quad x, y \in \mathbb{X}. \quad (2.2)$$

For \( p \) as in \((A2)\) and \( \lambda := p/(40 + 10p) \), define the functions

$$g_s(y) := s \int_{\mathbb{X}} e^{-\lambda s(x,y)} Q(dx), \quad (2.3)$$

$$G_s(y) := M_{s,p}(y)(1 + g_s(y)^5), \quad y \in \mathbb{X}, \quad (2.4)$$

where \( M_{s,p}(y) := \max\{M_{s,p}(y)^2, M_{s,p}(y)^4\}, \ y \in \mathbb{X} \). Next, letting

$$q_s(x, y) := s \int_{\mathbb{X}} P \{ \{ x, y \} \subseteq R_s(z, \mathcal{P}_s + \delta_z) \} Q(dz), \quad x, y \in \mathbb{X}, \quad (2.5)$$

for \( \gamma > 0 \), define

$$f_\gamma(y) := f_\gamma^{(1)}(y) + f_\gamma^{(2)}(y) + f_\gamma^{(3)}(y), \quad y \in \mathbb{X}, \quad (2.6)$$

where for \( y \in \mathbb{X} \),

$$f_\gamma^{(1)}(y) := s \int_{\mathbb{X}} G_s(x)e^{-\gamma s(x,y)} Q(dx),$$

$$f_\gamma^{(2)}(y) := s \int_{\mathbb{X}} G_s(x)e^{-\lambda s(x,y)} Q(dx),$$

$$f_\gamma^{(3)}(y) := s \int_{\mathbb{X}} G_s(x)q_s(x, y)^\gamma Q(dx). \quad (2.7)$$

Finally, let

$$\kappa_s(x) := P \{ \xi_s(x, \mathcal{P}_s + \delta_x) \neq 0 \}, \quad x \in \mathbb{X}. \quad (2.8)$$

Below, we write \( Qf := \int_{\mathbb{X}} f(x)Q(dx) \) for an integrable function \( f : \mathbb{X} \to \mathbb{R} \).

**Theorem 2.1** (Theorem 2.1, [BM21]). Assume that \((\xi_s)_{s \geq 1}\) satisfy conditions \((A0)-(A2)\) and let \( H_s \) be as in \((2.1)\). Then, for \( p \) as in \((A2)\) and \( \theta := p/(32 + 4p) \),

$$d_W \left( \frac{H_s - E H_s}{\sqrt{\Var H_s}}, N \right) \leq C \left[ \sqrt{\frac{sQf_\theta^2}{\Var H_s}} + \frac{sQ((\kappa_s + g_s)^{2\theta} G_s)}{(\Var H_s)^{3/2}} \right],$$

and
In Lemma 3.1, by the Mecke formula, for all $s \geq 1$, where $C$ is a positive constant depending only on $p$.

### 3. Estimating the Mean and Variance

In this section, we estimate the mean and variance of the random variable $\mathcal{L}_0^\alpha$. For results when $\alpha$ is zero so that $\mathcal{L}_0^\alpha = |P_{s}^{\text{min}}|$ counts the number of minimal points in $P_s$, see [BDHT05] and references therein. When $\alpha > 0$, the problem of estimating the moments becomes much more involved. The case when $\alpha = 1$ was considered in [BLP06]. The goal of this section is to achieve good estimates for any $\alpha > 0$. Throughout, $C$ stands for a generic finite positive constant whose value might change from one line to the next. Since $Q$ is fixed to be the Lebesgue measure, for economy of notation, we omit $Q$ in integrals and write $dx$ instead of $Q(dx)$.

#### 3.1. Mean.

By the Poisson empty space formula,

$$P\{x \in (P_s + \delta_x)^{\text{min}}\} = P\{P_s([0,x]) = 0\} = e^{-s|x|}, \quad x \in \mathbb{X}.$$ 

Hence, by the Mecke formula,

$$E\mathcal{L}_0^\alpha = s \int_{\mathbb{R}} ||x||^\alpha e^{-s|x|} \, dx.$$ 

In Lemma 3.3, for $x \in \mathbb{X}$ and $\alpha > 0$ we will show that $||x||^\alpha - \sum_{i=1}^d x_i^\alpha \leq C \sum_{i \neq j \in [d]} (x_i x_j)^{(1+\alpha)/2}$ for some constant $C$. In the following result we demonstrate that $E\sum_{x \in P_s^{\text{min}}} x_1^\alpha$ is of the order $\log^{d-3}s$ for $d \geq 2$, while $E\sum_{x \in P_s^{\text{min}}} (x_1 x_2)^{\alpha}$ has order $\log^{d-2}s$ for $d \geq 3$. Combining this with Lemma 3.3 will then yield Theorem 1.1(a).

We will often use the following estimates: for any $\alpha > 0$, $s > 1$ and $\delta \geq 1$, \begin{equation} \int_0^s \log w^\delta w^{\alpha-1} dw = \alpha^{-1}s^\alpha \log^\delta s + O(s^\alpha \log^{\delta-1}s). \tag{3.1} \end{equation}

Also notice that for $\delta \geq 0$, $\alpha > -1$ and $\beta > 0$,

$$\int_0^\infty w^\alpha \log w^\delta e^{-\beta w} \, dw \leq \int_0^1 \log w^\delta \, dw + \int_1^\infty w^{\delta+\alpha} e^{-\beta w} \, dw \leq \int_0^1 \log w^\delta \, dw + \frac{\Gamma(\delta + \alpha + 1)}{\beta^{\delta+\alpha+1}},$$

where $\Gamma$ is the Gamma function. Since any non-negative power of logarithm is integrable on $(0,1]$, for all $\delta \geq 0$, $\alpha > -1$ and $\beta > 0$,

$$\int_0^\infty w^\alpha \log w^\delta e^{-\beta w} \, dw < \infty. \tag{3.2}$$

**Theorem 3.1.** For $d \geq 2$, $k \in [d-1]$, and $\alpha_1, \ldots, \alpha_k, \beta, \nu > 0$, $\delta \geq 0$ and $\tau > -1$,

$$s \int_{\mathbb{X}} \left( \prod_{i=1}^k x_i^{\alpha_i} \right) |s|x|^\tau \log(\nu s|x|)^\delta e^{-\beta s|x|} \, dx = O(\log^{d-k-1}s).$$

Moreover, for $d \in \mathbb{N}$ and $k = d$ with $\alpha = \min_{i \in [d]} \alpha_i$,

$$s \int_{\mathbb{X}} \left( \prod_{i=1}^d x_i^{\alpha_i} \right) |s|x|^\tau \log(\nu s|x|)^\delta e^{-\beta s|x|} \, dx = O(s^{-\alpha} \log^{d-1}s).$$
Hence, integrating with respect to $v$ for $3 \leq d \leq 2$ and $k \in [d - 1]$. The derivation here loosely follows those used to calculate the mean of the number of minimal points in [BDHT05, Sec. 2]. Changing variables $u = s^{1/d}x$ in the first equality, and letting $z_i = -\log u_i$ for $i \in [d]$ in the second, we obtain

$$
\begin{align*}
&\int_{X} |x(I_k)|^\alpha (s|x|)^\tau \log(s|x|)^\delta e^{-\beta s|x|} \, dx \\
&= s^{-\alpha /d} \int_{\mathbb{R}^d} |u(I_k)|^\alpha |u|^\tau \log |u|^\delta e^{-\beta |u|} \, du \\
&= s^{-\alpha /d} \int_{[0, s^{-1/d}]^d} \prod_{j=1}^d |z_j|^{\delta} \exp \left\{- \beta e^{-\sum_{j=1}^d z_j} - (1 + \tau) \sum_{j=1}^d z_j - \alpha \sum_{i=1}^k z_i \right\} \, dz.
\end{align*}
$$

Next, change variables by letting $v = (v_1, \ldots, v_d)$ where $v_i := z_i + \cdots + z_d$, $i \neq 2, \cdots, k + 1$ and $v_2 = z_1, \ldots, v_{k+1} = z_k$. Note that the integrand is only a function of $v(I_{k+1}) = (v_1, \ldots, v_{k+1})$ and the Jacobian for the transformation is one. Taking into account the integration bounds on each $z_i$, for each admissible $v(I_{k+1})$, when $d \geq k + 2$ we have

$$
- \frac{d - k - 1}{d} \log s \leq v_{k+2} \leq v_1 - \sum_{j=2}^{k+1} v_j + \frac{\log s}{d},
$$

and when $d \geq k + 3$,

$$
- \frac{d - i + 1}{d} \log s \leq v_i \leq v_{i-1} + \frac{\log s}{d}, \quad k + 3 \leq i \leq d.
$$

Hence, integrating with respect to $v_{k+2}, \ldots, v_d$, we obtain

$$
\begin{align*}
&\int_{X} |x(I_k)|^\alpha (s|x|)^\tau \log(s|x|)^\delta e^{-\beta s|x|} \, dx \\
&= \frac{s^{-\alpha /d}}{(d - k - 1)!} \int_{-\log s}^{\infty} \cdots \int_{-\log s}^{\infty} |v_1|^{\delta} \exp \left\{- \beta e^{-v_1} - (1 + \tau) v_1 - \alpha \sum_{j=2}^{k+1} v_j \right\} dv_{k+1} \cdots dv_2 dv_1.
\end{align*}
$$

Now, substituting $w_i = e^{-v_i}$, $i \in [k + 1]$ for the first equality and $\tilde{w}_2 = s^{(d-1)/d}w_2, \tilde{w}_j = s^{-1/d}w_j$ for $3 \leq j \leq k + 1$ in the second yield

$$
\begin{align*}
&\int_{X} |x(I_k)|^\alpha (s|x|)^\tau \log(s|x|)^\delta e^{-\beta s|x|} \, dx \\
&= \frac{s^{-\alpha /d}}{(d - k - 1)!} \int_{0}^{s} \cdots \int_{0}^{s} w_1^{\delta} e^{-\beta w_1} \cdots \int_{s^{\delta -1/d}w_2}^{s} \cdots \int_{s^{\delta -1/d}w_k}^{s} w_1^{\tau} \log w_1^{\delta} e^{-\beta w_1} \\
&\quad \times \left( \log(s^{(d-1)/d}w_2) + \sum_{j=3}^{k+1} \log(s^{-1/d}w_j) - \log w_1 \right) \prod_{j=2}^{k+1} w_j^{(1-\alpha-1) w_j} \, dw_{k+1} \cdots dw_2 dw_1 \\
&= \frac{s^{-\alpha}}{(d - k - 1)!} \int_{0}^{s} \cdots \int_{0}^{s} w_1^{\delta} \log w_1^{\delta} e^{-\beta w_1}
\end{align*}
$$

Proof. Without loss of generality, assume $\nu = 1$ and $\alpha_i = \alpha > 0$ for all $i \in [d]$, where $\alpha = \min_{i \in [d]} \alpha_i$. First, fix $d \geq 2$ and $k \in [d - 1]$. The derivation here loosely follows those used to calculate the mean of the number of minimal points in [BDHT05, Sec. 2]. Changing variables $u = s^{1/d}x$ in the first equality, and letting $z_i = -\log u_i$ for $i \in [d]$ in the second, we obtain
\[ \times \left( \sum_{j=2}^{k+1} \log \bar{w}_j - \log w_1 \right)^{d-k-1} \left( \prod_{j=2}^{k+1} \bar{w}_j \right)^{\alpha-1} d\bar{w}_{k+1} \cdots d\bar{w}_2 dw_1 \]

\[
= \frac{s^{-\alpha}}{(d-k-1)!} \sum_{i=0}^{d-k-1} \binom{d-k-1}{i} \int_0^s \int_0^s \cdots \int_0^s \left( \prod_{j=2}^{k+1} \bar{w}_j \right)^{\alpha-1} d\bar{w}_{k+1} \cdots d\bar{w}_2 dw_1.
\]

Fix \( i \in \{0, 1, \ldots, d - k - 1\} \). Since non-negative powers of logarithm are integrable on \((0, 1]\), we have that

\[
\int_{[0,1]^{k-1}} \left( \sum_{j=3}^{k+1} \log \bar{w}_j \right)^{i} \left( \prod_{j=3}^{k+1} \bar{w}_j \right)^{\alpha-1} d(\bar{w}_3, \ldots, \bar{w}_{k+1}) < \infty.
\]

On the other hand,

\[
\int_0^s \int_0^s \cdots \int_0^s \left( \prod_{j=2}^{k+1} \bar{w}_j \right)^{\alpha-1} d\bar{w}_2 dw_1 \]

\[
= \sum_{j=0}^{d-k-1-i} \binom{d-k-1}{j} (-1)^j \int_0^s \int_0^s \cdots \int_0^s \left( \prod_{j=2}^{k+1} \bar{w}_j \right)^{\alpha-1} d\bar{w}_2 dw_1 \]

\[
\leq C \sum_{j=0}^{d-k-1-i} \binom{d-k-1}{j} (-1)^j \int_0^s \left( \prod_{j=2}^{k+1} \bar{w}_j \right)^{d-k-1-i-j} \bar{w}_2^{\alpha-1} d\bar{w}_2 = O(s^\alpha (\log s)^{d-k-i-1}),
\]

where in the penultimate step we have used that since \( \tau > -1 \), by (3.2) there exists a constant \( C < \infty \) such that

\[
\int_0^\infty \bar{w}^\alpha \left( \log \bar{w}_1 \right)^{\tau} \bar{w}^{-\alpha} e^{-\beta \bar{w}_1} \leq C
\]

for all \( 0 \leq j \leq d - k - 1 - i \), and the final step is due to (3.1). Combining the above two estimates, summing over \( i \) and applying (3.3) yields the result when \( d \geq 2 \) and \( k \in [d-1] \).

Finally, for \( d \in \mathbb{N} \) and \( k = d \), arguing exactly as above, one obtains

\[
\int_{X} |x|^{\alpha}(s|x|)^{\tau} \log(s|x|)^{\delta} e^{-\beta s|x|} \, dx
\]

\[
\leq s^{-\alpha} \int_{-\log s}^\infty (v_1 + \log s)^{d-1} v_1^{\delta} \exp \left\{ -\beta e^{-v_1} - (1 + \tau + \alpha)v_1 \right\} \, dv_1.
\]

The second assertion now follows upon substituting \( w_1 = e^{-v_1} \) and applying Jensen’s inequality followed by (3.2).

For \( \alpha > 0 \), by equivalence of \( L^2 \) and \( L^\alpha \)-norms, the assertion in Theorem 3.1 with \( k = 1 \) implies that for \( d \geq 2 \) and \( \alpha, \beta, \nu > 0, \delta \geq 0 \) and \( \tau > -1 \),

\[
s \int_{X} \|x\|^{\alpha}(s|x|)^{\tau} \log(\nu s|x|)^{\delta} e^{-\beta s|x|} \, dx = O(\log^{d-2} s).
\]

In particular for \( \alpha > 0 \),

\[
\mathbb{E}\mathcal{L}_0^\alpha = s \int_{X} \|x\|^{\alpha} e^{-s|x|} \, dx \leq d^{\alpha/2} \sum_{i=1}^{d} s \int_{X} x_i^{\alpha} e^{-s|x|} \, dx = O(\log^{d-2} s).
\]

But to obtain a good estimate for the variance, we need the exact leading order term of the mean. With a more careful computation in Theorem 3.1, one obtains the following result.
Lemma 3.2. For $d \geq 2$, $\alpha > 0$, $\beta > 0$ and $\tau > -1$,

$$s \int_X x_1^\alpha |s| \tau e^{-\beta |s|} \, dx = \frac{\Gamma(1 + \tau)}{\alpha \beta^{\alpha+1} (d-2)!} \log^{d-2} s + O(\log^{d-3} s).$$

Proof. Arguing exactly as in Theorem 3.1 with $\delta = 0$, one obtains

$$s \int_X x_1^\alpha |s| \tau e^{-\beta |s|} \, dx \simeq \frac{s^{-\alpha}}{(d-2)!} \int_0^s \int_0^{\tilde{w}_2} w_1^\tau e^{-\beta w_1} (\log \tilde{w}_2)^{d-2} \tilde{w}_2^{\alpha-1} \, dw_1 \, dw_2. \quad (3.5)$$

For $C = \int_0^{\sqrt{s}} w_1^\tau e^{-\beta w_1} \, dw_1$, notice using (3.1) that

$$\int_0^{\sqrt{s}} \int_0^{\tilde{w}_2} w_1^\tau e^{-\beta w_1} (\log \tilde{w}_2)^{d-2} \tilde{w}_2^{\alpha-1} \, dw_1 \, dw_2 \leq C \int_0^{\sqrt{s}} (\log \tilde{w}_2)^{d-2} \tilde{w}_2^{\alpha-1} \, dw_2 = O(s^{\alpha/2} \log^{d-2} s). \quad (3.6)$$

Also for $w_1 \geq 0$, we have $w_1^\tau e^{-\beta w_1/2} \leq C$ for some constant $C$. Thus, for $\tilde{w}_2 \geq \sqrt{s}$,

$$\int_0^{\sqrt{s}} w_1^\tau e^{-\beta w_1} \, dw_1 = \frac{\Gamma(1 + \tau)}{\beta^{\alpha+1}} + \frac{e^{-\beta \sqrt{s}/2}}{\beta^{\alpha+1}} \int_{\sqrt{s}}^{\infty} w_1^\tau e^{-w_1 + \beta \sqrt{s}/2} \, dw = \frac{\Gamma(1 + \tau)}{\beta^{\alpha+1}} + O(e^{-\beta \sqrt{s}/2}).$$

Using this and (3.1), we obtain

$$\int_0^{\sqrt{s}} \int_0^{\tilde{w}_2} w_1^\tau e^{-\beta w_1} (\log \tilde{w}_2)^{d-2} \tilde{w}_2^{\alpha-1} \, dw_1 \, dw_2 \simeq \frac{s^{-\alpha} \Gamma(1 + \tau)}{\beta^{\alpha+1} (d-2)!} \int_0^{\sqrt{s}} (\log \tilde{w}_2)^{d-2} \tilde{w}_2^{\alpha-1} \, dw_2 \simeq \frac{\Gamma(1 + \tau)}{\alpha \beta^{\alpha+1} (d-2)!} \log^{d-2} s.$$

Combining this with (3.6) yields the result by (3.5). \qed

Lemma 3.3. For $\alpha > 0$ and $x \in X$, there exists a finite constant $C > 0$ depending only on $\alpha$ and $d$ such that

$$\|x\|^{\alpha} - \sum_{i=1}^d x_i^\alpha \leq C \sum_{i \neq j} (x_i x_j)^{(1/\alpha)/2}.$$

Proof. We first note that

$$\|x\| - \sum_{i=1}^d x_i \leq \frac{(\sum_{i=1}^d x_i)^2 - \sum_{i=1}^d x_i^2}{\sum_{i=1}^d x_i + \|x\|} \leq \sum_{i \neq j} x_i x_j \leq \frac{1}{2} \sum_{i \neq j} \sqrt{x_i x_j}.$$

Now applying the mean value theorem along with the fact that $\sum_{i=1}^d x_i \geq \|x\|$, for $\alpha > 1$ we obtain

$$\|x\|^{\alpha} - \left(\sum_{i=1}^d x_i\right)^\alpha \leq \frac{\alpha}{2} \left(\sum_{i=1}^d x_i\right)^{\alpha-1} \sum_{i \neq j} \sqrt{x_i x_j} \leq \frac{\alpha^{\alpha-1}}{2} \sum_{i \neq j} \sqrt{x_i x_j}. \quad (3.7)$$

Similarly, when $\alpha \in (0, 1]$,

$$\|x\|^{\alpha} - \left(\sum_{i=1}^d x_i\right)^\alpha \leq \frac{\alpha}{2} \sum_{i \neq j} \sqrt{x_i x_j} \|x\|^{1-\alpha} \leq \frac{\alpha}{2} \sum_{i \neq j} \sqrt{x_i x_j} \left(x_i^2 + x_j^2\right)^{(1-\alpha)/2} \leq \frac{\alpha}{2} \sum_{i \neq j} (x_i x_j)^{\alpha/2}. \quad (3.8)$$

When $\alpha > 1$, noting that $\left(\sum_{i=1}^d x_i\right)^\alpha \geq \sum_{i=1}^d x_i^\alpha$, we have for some constants $C_1, C_2 > 0$ that

$$\left|\sum_{i=1}^d x_i\right|^\alpha - \sum_{i=1}^d x_i^\alpha \leq \frac{\left(\sum_{i=1}^d x_i\right)^\alpha - \sum_{i=1}^d x_i^\alpha}{\left(\sum_{i=1}^d x_i\right)^{\alpha-1}}.$$
We have

\[ \sum_{i,j \in [d]} \frac{\sqrt{x_i x_j}}{|x_i x_j|^{(\alpha-1)/2}} \leq C_2 \sum_{i \neq j \in [d]} \sqrt{x_i x_j}. \]

Putting this together with (3.7) yields the claim for \( \alpha > 1 \). Finally, for \( \alpha \in (0,1] \), let \( k \in \mathbb{N} \) be such that \( 2^{k-1} \alpha \leq 1 < 2^k \alpha \). We will use induction on \( k \) to show that there exists some constant \( C'_\alpha > 0 \) such that

\[ \left| \left( \sum_{i=1}^{d} x_i \right)^{\alpha} - \sum_{i=1}^{d} x_i^\alpha \right| \leq C'_\alpha \sum_{i \neq j \in [d]} (x_i x_j)^{\alpha/2}. \] (3.9)

When \( k = 1 \), using that \( (\sum_{i=1}^{d} x_i)^{2\alpha} \geq \sum_{i=1}^{d} x_i^{2\alpha} \), we have

\[ \left| \left( \sum_{i=1}^{d} x_i \right)^{\alpha} - \sum_{i=1}^{d} x_i^\alpha \right| \leq \frac{2 \sum_{i \neq j \in [d]} (x_i x_j)^{\alpha} + \sum_{i=1}^{d} x_i^{2\alpha} - \left( \sum_{i=1}^{d} x_i \right)^{2\alpha}}{\left( \sum_{i=1}^{d} x_i \right)^{\alpha} + \sum_{i=1}^{d} x_i^\alpha} \leq \sum_{i \neq j \in [d]} (x_i x_j)^{\alpha/2}. \]

Assume that (3.9) holds for \( k = l \in \mathbb{N} \). Then when \( k = l + 1 \), by the induction hypothesis, arguing as above we have

\[ \left| \left( \sum_{i=1}^{d} x_i \right)^{\alpha} - \sum_{i=1}^{d} x_i^{\alpha} \right| \leq \frac{(2 + C'_2 \sum_{i \neq j \in [d]} (x_i x_j)^{\alpha})}{\left( \sum_{i=1}^{d} x_i \right)^{\alpha} + \sum_{i=1}^{d} x_i^{\alpha}} \leq (1 + C'_2/2) \sum_{i \neq j \in [d]} (x_i x_j)^{\alpha/2}. \]

This proves (3.9), which upon combining with (3.8) yields the assertion for \( \alpha \in (0,1] \). \( \square \)

Putting together the assertion of Theorem 3.1 with \( k = 2 \), Lemma 3.2 and Lemma 3.3, we obtain the following corollary.

**Corollary 3.4.** For any \( d \geq 2 \), \( \alpha, \beta > 0 \) and \( \tau > -1 \),

\[ s \int_{\mathbb{X}} \lambda^{\alpha} e^{-\beta s|\lambda|} d\lambda = \frac{d \Gamma(1+\tau)}{\alpha\beta^{\tau+1}(d-2)!} \log^{d-2} s + \mathcal{O}(\log^{d-3} s). \]

In particular, taking \( \beta = 1 \) and \( \tau = 0 \), this implies Theorem 1.1(a), i.e., that for \( d \geq 2 \) and \( \alpha > 0 \),

\[ \mathbb{E} \mathcal{Z}_0^\alpha = s \int_{\mathbb{X}} \lambda^{\alpha} e^{-s|\lambda|} d\lambda = \frac{d}{\alpha(d-2)!} \log^{d-2} s + \mathcal{O}(\log^{d-3} s). \]

### 3.2. Variance

This section is devoted to the proof of Theorem 1.1(b) estimating the variance of \( \mathcal{Z}_0^\alpha \). A precise estimate for the leading order term of the variance was obtained in [BLP06] when \( \alpha = 1 \). In Theorem 1.1(b), we obtain such an estimate for any \( \alpha > 0 \).

For \( \beta > 0 \), \( s > 0 \), and \( d \in \mathbb{N} \), define the function \( c_{\beta,s} : \mathbb{X} \rightarrow \mathbb{R}_+ \) as

\[ c_{\beta,s}(y) := s \int_{\mathbb{X}} 1_{x > y} e^{-\beta s|x|} d\lambda. \] (3.10)

We recall the following result from [BM21].

**Lemma 3.5** (Lemma 3.1, [BM21]). For \( s > 0 \), there exists a constant \( C > 0 \) only depending on \( d \in \mathbb{N} \) such that

\[ c_{\beta,s}(y) \leq \frac{C}{\beta} e^{-\beta s|y|/2} \left[ 1 + \log(\beta s|y|) \right]^{d-1}, \quad y \in \mathbb{X}. \]
The function \(c_{\beta,s}(x) = \beta^{-1}c_{1,\beta,s}(x), \quad \beta > 0, \ s > 0\).

This enables us to take \(\beta = 1\) without loss of generality. In this article, we will consider a slightly generalized version of \(c_{\beta,s}\). For \(s > 0, \delta \geq 0\) and \(d \in \mathbb{N}\), define the function \(\tilde{c}_{\delta,s} : \mathbb{X} \to \mathbb{R}_+\) as

\[
\tilde{c}_{\delta,s}(y) := s \int_{\mathbb{X}} \mathbf{1}_{x > y} e^{-s|x|} \log(s|x|)^{\delta} \ dx,
\]

while, for \(\alpha > 0\) and \(k \in [d]\), define the function \(\tilde{c}_{\alpha,\delta,s}^{(k)} : \mathbb{X} \to \mathbb{R}_+\) as

\[
\tilde{c}_{\alpha,\delta,s}^{(k)}(y) := s \int_{\mathbb{X}} \mathbf{1}_{x > y} |x|^{\alpha} e^{-s|x|} \log(s|x|)^{\delta} \ dx.
\]

The following lemma demonstrates the asymptotic behaviour of \(\tilde{c}_{\delta,s}\) and \(\tilde{c}_{\alpha,\delta,s}^{(k)}\) for large \(s\).

**Lemma 3.6.** For \(d \in \mathbb{N}\), \(\delta \geq 0\) and \(s > 0\), there exists a constant \(C > 0\) only depending on \(d\) and \(\delta\) such that

\[
\tilde{c}_{\delta,s}(y) \leq Ce^{-s|y|/2} \left[1 + |\log(s|y|)|^{(d-1)}\right], \quad y \in \mathbb{X}.
\]

Further, for any \(\alpha > 0\) and \(k \in [d]\),

\[
\tilde{c}_{\alpha,\delta,s}^{(k)}(y) \leq C' \left[\frac{|y|^{(1)}|\alpha'|}{|y|^{k\alpha'}} e^{-s|y|/2} \left[1 + |\log(s|y|)|^{(d-k-1)^{+}+(d-1)\mathbf{1}_{k=d}}\right]\right], \quad y \in \mathbb{X}
\]

for any \(\alpha' \in (0, \alpha]\) for a constant \(C'\) that depends on \(\delta, \alpha, \alpha'\) and \(d\).

**Proof.** The first assertion is a slight modification of [BM21, Lemma 3.1], with an additional logarithmic factor in the integrand. This, however, doesn’t change the proof, we demonstrate this in the proof of the second assertion, and refer to [BM21, Lemma 3.1] for a proof of the first one.

The derivation here is again motivated by those in [BDHT05, Sec. 2]. For \(d \geq 2\), fix \(k \in [d-1]\). Since \(|x^{(1)}| \leq 1\),

\[
\tilde{c}_{\alpha,\delta,s}^{(k)}(y) \leq s \int_{\mathbb{X}} \mathbf{1}_{x > y} |x^{(1)}|^{\alpha'} e^{-s|x|} \log(s|x|)^{\delta} \ dx = c_{\alpha',\delta,s}^{(k)}(y).
\]

Changing variables \(u = s^{1/d}x\) in the definition of \(c_{\alpha',\delta,s}^{(k)}\) to obtain the first equality, and letting \(z_i = -\log u_i, \ i \in [d]\), in the second, for \(y \in \mathbb{X}\) we obtain

\[
s^{\alpha'/d}c_{\alpha',\delta,s}^{(k)}(y) = \int_{X_{i=1}^d [s^{1/d}y_i, s^{1/d}]} |u^{(1)}|^{\alpha'} e^{-|u|} \log(|u|)^{\delta} \ du
\]

\[
= \int_{X_{i=1}^d [-d^{-1} \log s, -d^{-1} \log s - \log y]} \exp \left\{ -e^{-\sum_{j=1}^d z_j} - \sum_{j=1}^d z_j - \alpha' \sum_{j=1}^k z_j \right\} \left|\sum_{j=1}^d z_j\right|^{\delta} \ dz. \quad (3.13)
\]

As in Theorem 3.1, we let \(v = (v_1, \ldots, v_d)\) with \(v_i := z_i + \cdots + z_d, \ i \neq 2, \cdots, k + 1\) and \(v_2 = z_1, \ldots, v_{k+1} = z_k\). Taking into account the integration bounds on \(z_i\), when \(d \geq k + 2\), we have

\[
v_1 - \sum_{j=2}^{k+1} v_j - \left( -\frac{k - 1}{d} \log s - \sum_{j=k+1}^{i-1} \log y_j\right) \leq v_i \leq -\frac{d - i + 1}{d} \log s - \sum_{j=i}^{d} \log y_i, \quad k + 2 \leq i \leq d.
\]
Thus, for each \( k + 2 \leq i \leq d \), the integration variable \( v_i \) belongs to an interval of length at most 
\((-\log(s|y|) + \log(s^{k/d} y(I_k)) - v_1 + \sum_{j=2}^{k+1} v_j)\). On the other hand, given \( v_1 \in [-\log s, -\log(s|y|)] \), 
we note that for \( 2 \leq j \leq k + 1 \),
\[
-\log(s^{1/d} y_{j-1}) \geq v_j = v_1 - \sum_{i \neq j-1} z_i \geq v_1 + \log(s|y|) - \log(s^{1/d} y_{j-1}).
\]
In particular, \( 0 \leq -\log(s|y|) + \log(s^{k/d} y(I_k)) - v_1 + \sum_{j=2}^{k+1} v_j \leq -\log(s|y|) - v_1 \). Hence, changing variables and bounding the integrals w.r.t. \( v_{k+2}, \ldots, v_d \) in the first step and substituting \( w = e^{-v_1} \) in the last one, for \( d \geq 2 \) we have from (3.13) that
\[
s^{k\alpha'/d} c_{\alpha',\delta,s}^{(k)}(y) \leq \int_{-\log s}^{-\log(s|y|)} \cdots \int_{-\log(s|y|)}^{-\log(s^{1/d} y_k)} \exp \left\{ - e^{-v_1} - v_1 - \alpha' \left( \sum_{j=2}^{k+1} v_j \right) \right\} |v_1|^\delta 
\times \left( -\log(s|y|) + \log(s^{k/d} y(I_k)) - v_1 + \sum_{j=2}^{k+1} v_j \right)^{d-k-1} dv_{k+1} \cdots dv_2 dv_1
\]
\[
\leq \int_{-\log s}^{-\log(s|y|)} \cdots \int_{-\log(s|y|)}^{-\log(s^{1/d} y_{j-1})} \exp \left\{ - e^{-v_1} - v_1 \right\} 
\times \prod_{j=2}^{k+1} \left[ \int_{-\log(s|y|)}^{-\log(s^{1/d} y_{j-1})} e^{-\alpha' v_j} dv_j \right] dv_1
\]
\[
\leq \frac{s^{k\alpha'/d} (y(I_k))^{\alpha'}}{\alpha'(s|y|)^{\alpha'}} \int_{-\log s}^{-\log(s|y|)} \cdots \int_{-\log(s|y|)}^{-\log(s^{1/d} y_{j-1})} \exp \left\{ - e^{-v_1} - v_1 \right\} dv_1
\]
\[
= \frac{s^{k\alpha'/d} (y(I_k))^{\alpha'}}{\alpha'(s|y|)^{\alpha'}} \int_{|y|}^{s} \left( \log w - \log(s|y|) \right)^{d-k-1} |\log w|^\delta w^{\alpha'} e^{-w} dw.
\]
Applying Jensen’s inequality, we obtain
\[
c_{\alpha',\delta,s}^{(k)}(y) \leq 2^{(d-k-2)} \frac{(y(I_k))^{\alpha'}}{\alpha'(s|y|)^{\alpha'}} e^{-s|y|/2} \left[ \log(s|y|)^{d-k-1} \int_{|y|}^{s} |\log w|^\delta w^{\alpha'} e^{-w/2} dw 
+ \int_{|y|}^{s} |\log w|^{d-k-1+\delta} w^{\alpha'} e^{-w/2} dw \right].
\]
The result for \( k \in [d-1] \) with \( d \geq 2 \) now follows by (3.2). Finally, when \( k = d \in \mathbb{N} \), we can follow the same line of argument. In particular, after (3.13) (with \( k = d \)), we let \( v_1 = \sum_{i=1}^{d} z_i \) and \( v_j = z_{j-1} \) for \( 2 \leq j \leq d \). Then arguing similarly as above, one arrives at
\[
s^{\alpha'} c_{\alpha',\delta,s}^{(d)}(y) \leq \int_{-\log s}^{-\log(s|y|)} \cdots \int_{-\log(s|y|)}^{-\log(s^{1/d} y_{j-1})} \exp \left\{ - e^{-v_1} - (1 + \alpha') v_1 \right\} dv_1
\]
\[
\leq \frac{(s|y|)^{\alpha'} e^{-s|y|/2}}{(s|y|)^{\alpha'}} \int_{|y|}^{s} \left( \log w - \log(s|y|) \right)^{d-1} |\log w|^\delta w^{\alpha'} e^{-w/2} dw.
\]
An application of Jensen’s inequality and (3.2) now imply that there exists a constant \( C \) such that
\[
c_{\alpha',\delta,s}^{(d)}(y) \leq C \frac{(|y|)^{\alpha'} e^{-s|y|/2} \left[ 1 + |\log(s|y|)|^{d-1} \right]}{(s|y|)^{\alpha'}}
\]
yielding the result. □

Corollary 3.7. For $\alpha, s > 0$ and $d \in \mathbb{N}$ and $\delta \geq 0$, the function

$$c_{\alpha, \delta, s}(y) := s \int_X 1_{x > y} \| x \|^{\alpha} e^{-s|x|} \log(s|x|) \delta \, dx$$

satisfies

$$c_{\alpha, \delta, s}(y) \leq C \frac{\| y \|^{\alpha}}{(s|y|)^{\alpha}} e^{-s|y|/2} \left[ 1 + \left| \log(s|y|) \right|^{(d-2)^+ + 1_{d=1}} \right], \quad y \in X$$

for any $\alpha' \in (0, \alpha]$ for a constant $C$ that depends on $\delta, \alpha, \alpha'$ and $d$.

Proof. As $\| x \| \leq \sqrt{d}$, there exists a constant $C_1 > 0$ depending only on $\alpha, \alpha'$ and $d$ such that

$$c_{\alpha, \delta, s}(y) \leq C_1 s \int_X 1_{x > y} \| x \|^{\alpha'} e^{-s|x|} \log(s|x|) \delta \, dx = C_1 \bar{c}_{\alpha', \delta, s}(y).$$

By equivalence of $L^2$ and $L^{\alpha'}$-norms, there exists a constant $C_2 > 0$ depending on $\alpha'$ and $d$ such that

$$C_2^{-1} \sum_{t=1}^d u_t^{\alpha'} \leq \| u \|^{\alpha} \leq C_2 \sum_{t=1}^d u_t^{\alpha'}$$

for $u \in \mathbb{R}^d$. Hence, using the second assertion in Lemma 3.6 with $k = 1$ in the second step, there exists $C' > 0$ such that

$$\bar{c}_{\alpha', \delta, s}(y) \leq C_2 \sum_{t=1}^d s \int_X 1_{x > y} \| x \|^{\alpha'} e^{-s|x|} \log(s|x|) \delta \, dx$$

$$\leq C_2 C' \sum_{t=1}^d \frac{y_t^{\alpha'}}{(s|y|)^{\alpha}} e^{-s|y|/2} \left[ 1 + \left| \log(s|y|) \right|^{(d-2)^+ + 1_{d=1}} \right]$$

$$\leq C_2 C' \frac{\| y \|^{\alpha'}}{(s|y|)^{\alpha}} e^{-s|y|/2} \left[ 1 + \left| \log(s|y|) \right|^{(d-2)^+ + 1_{d=1}} \right],$$

proving the result. □

Now we are ready to estimate $\text{Var} \mathcal{L}_0^\alpha$ and prove Theorem 1.1. In the following, for two points $x, y \in X$, we denote $x \wedge y := (x_1 \wedge y_1, \ldots, x_d \wedge y_d)$. First notice, letting $D$ denote the set of $(x, y) \in X^2$ such that $x$ and $y$ are incomparable, i.e., $x \not\prec y$ and $y \not\prec x$, an application of the multivariate Mecke formula yields

$$\text{Var} \mathcal{L}_0^\alpha = \mathbb{E} \sum_{x \in P_{x, \min}^\alpha} \| x \|^{2\alpha} - (\mathbb{E} \mathcal{L}_0^\alpha)^2$$

$$+ s^2 \int_D \| x \|^{\alpha} \| y \|^{\alpha} P \{ \{ x, y \} \subseteq (P_x + \delta_x + \delta_y)^{\min} \} \, dx \, dy$$

$$= s \int_X \| x \|^{2\alpha} e^{-s|x|} \, dx - I_{s0} + \sum_{k=1}^{d-1} \binom{d}{k} I_{sk},$$

(3.14)

where

$$I_{s0} = 2s^2 \int_{X^2} 1_{y < x} \| x \|^{\alpha} \| y \|^{\alpha} e^{-s(|x| + |y|)} \, dx \, dy$$

and

$$I_{sk} = s^2 \int_{X^2} 1_{x(k) \wedge y(k), x(j_k) \wedge y(j_k)} \| x \|^{\alpha} \| y \|^{\alpha} e^{-s(|x| + |y|)} (e^{s|x\wedge y|} - 1) \, dx \, dy,$$
where we recall that for \(1 \leq k \leq d - 1\), \(I_k = [k]\) and \(J_k = [d] \setminus I_k\) and \(x \wedge y = (y^{(I_k)}, x^{(J_k)})\). By Corollary 3.4, for \(d \geq 2\) we have

\[
 s \int_X \|x\|^{2\alpha} e^{-s|x|} \simeq \frac{d}{2\alpha(d - 2)!} \log^{d-2} s. \tag{3.15}
\]

In the following two lemmas, we estimate \(I_{s0}\) and \(I_{sk}\) for \(k \in [d - 1]\) with \(d \geq 2\). We will use the fact that by Lemma 3.3, there exists \(C > 0\) such that

\[
\|x\|^\alpha \|y\|^\alpha - \sum_{i=1}^d (x_i y_i)^\alpha = \left( \|x\|^\alpha - \sum_{i=1}^d x_i^\alpha \right) \|y\|^\alpha + \left( \|y\|^\alpha - \sum_{i=1}^d y_i^\alpha \right) \sum_{i=1}^d x_i^\alpha + \left( \sum_{i=1}^d x_i^\alpha \right) \left( \sum_{i=1}^d y_i^\alpha \right) - \sum_{i=1}^d \sum_{i=1}^d (x_i y_i)^\alpha \leq C \left[ \sum_{i \neq j \in [d]} (x_i x_j)^{(1+\alpha)/2} + \sum_{i \neq j \in [d]} (y_i y_j)^{(1+\alpha)/2} + \sum_{i \neq j \in [d]} (x_i y_i)^\alpha \right]. \tag{3.16}
\]

**Lemma 3.8.** For \(d \geq 2\) and \(\alpha, s > 0\),

\[
 I_{s0} \simeq \left[ \frac{d}{\alpha(d - 2)!} \int_X \frac{b_i^\alpha}{(1 + |b|)^2} \, db \right] \log^{d-2} s.
\]

**Proof.** Using (3.16) in the first step and that \(s|x|e^{-s|x|/2} \leq 1\), we have that there exists a constant \(C > 0\) such that

\[
 I_{s0} - 2ds^2 \int_{X^2} 1_{y \prec x} (x_1 y_1)^\alpha e^{-s(|x|+|y|)} \, dx \, dy \\
 \leq Cs^2 \int_{X^2} 1_{y \prec x} \left[ (x_1 x_2)^{(1+\alpha)/2} + (y_1 y_2)^{(1+\alpha)/2} + (x_1 y_2)^\alpha \right] e^{-s(|x|+|y|)} \, dx \, dy \\
 \leq 3Cs^2 \int_{X^2} 1_{y \prec x} (x_1 x_2)^{(1+\alpha)/2} e^{-s(|x|+|y|)} \, dx \, dy \\
 \leq 3Cs \int_{X^2} (x_1 x_2)^{(1+\alpha)/2} e^{-s|x|/2} (s|x|e^{-s|x|/2}) \, dx = O(\log^{d-3} s),
\]

where the last step is due to Theorem 3.1. Using this in the first step, letting \(b_i = y_i/x_i, i \in [d]\) in the second, substituting \(s^{1/d} x = u\) in the third, and then following the same series of substitutions as in Theorem 3.1, we obtain

\[
 I_{s0} \simeq 2ds^2 \int_X x_1^\alpha e^{-s|x|} \int_X 1_{y \prec x} y_1^\alpha e^{-s|y|} \, dy \, dx \\
 = 2ds \int_X b_1^\alpha \int_X s|x|^2 e^{-(1+|b|)|s|x|} \, dx \, db \\
 = 2ds^{2-\alpha/d} \int_X b_1^\alpha \int_{[0,s^{1/d}]^d} u_1^2 |u|e^{-(1+|b|)|u|} \, du \, db \\
 = \frac{2ds^{2-\alpha}}{(d-2)!} \int_X b_1^\alpha \int_0^s \int_{w_1} \left( \log w_2 - \log w_1 \right)^{d-2} w_1 e^{-(1+|b|)w_1} w_2^{2\alpha-1} \, dw_2 \, dw_1 \, db \\
 = \frac{2ds^{2-\alpha}}{(d-2)!} \int_X b_1^\alpha \sum_{i=0}^{d-2} \binom{d-2}{i} (-1)^i \int_0^s \int_0^w \left( \log w_1 \right)^i w_1 e^{-(1+|b|)w_1} (\log w_2)^{d-2-i} w_2^{2\alpha-1} \, dw_2 \, dw_1 \, db
\]
where in the final step, we used the fact that by (3.1) and (3.2), there exists \( C > 0 \) such that

\[
\int_0^{\sqrt{s}} \int_0^{\bar{w}_2} w_1 e^{-(1+|b|)w_1}(\log \bar{w}_2)^{d-2} \bar{w}_2^{2\alpha-1} \, dw_1 \, d\bar{w}_2 \, db \leq C \int_0^{\sqrt{s}} (\log \bar{w}_2)^{d-2} \bar{w}_2^{2\alpha-1} \, d\bar{w}_2 = \mathcal{O}(s^\alpha \log^{d-2} s).
\]

Finally, as \( \int_0^{\bar{w}_2} w_1 e^{-(1+|b|)w_1} \, dw_1 = (1 + |b|)^{-2} + \mathcal{O}(e^{-\sqrt{s}/2}) \) for \( \bar{w}_2 \geq \sqrt{s} \), we have from (3.17),

\[
I_{s0} \simeq \frac{2ds^{-2\alpha}}{(d-2)!} \int_\mathbb{X} \int_0^b w_2 \left( \frac{1}{(1 + |b|)^2} \right)^2 \left( \frac{1}{(|b(I_k)| + |b(J_k)|)^2} - \frac{1}{(|b(I_k)| + |b(J_k)|)^2} \right) \, ds \, d\bar{w}_2 \, db \log^{d-2} s,
\]

where the final step is due to (3.1).

\[\square\]

**Lemma 3.9.** For \( s, \alpha > 0, d \geq 2 \) and \( k \in [d-1] \),

\[
I_{sk} \simeq \left[ \frac{1}{2\alpha(d-2)!} \int_\mathbb{X} \left( kb_1^2 + (d-k)b_2^2 \right) \left( \frac{1}{(|b(I_k)| + |b(J_k)|)^2} - \frac{1}{(|b(I_k)| + |b(J_k)|)^2} \right) \, ds \, d\bar{w}_2 \, db \right] \log^{d-2} s.
\]

**Proof.** Fix \( k \in [d-1] \) and denote \( r := (y(I_k), x(J_k)) \) and \( R := (x(I_k), y(J_k)) \). Fix \( t > 0 \) and \( i \neq j \in [d] \). When \( \{i, j\} \subseteq I_k \) (which also implies \( d \geq 3 \)), using the inequality \( e^x - 1 \leq xe^x \) for \( x \geq 0 \) in the first step and the fact that \( |x| + |y| - |r| \geq (|x| + |y|)/2 \) in the second, there exists some constant \( C \) such that

\[
s^2 \int_{\mathbb{X}^2} \mathbbm{1}_{r < R}(R_iR_j)^d e^{-s(|x|+|y|)}(e^{s|r|} - 1) \, ds \, dR \leq s^2 \int_{\mathbb{X}^2} \mathbbm{1}_{r < R}(R_iR_j)^d e^{-s(|x|+|y|)}|s|e^{s|r|} \, ds \, dR
\]

\[
\leq s \int_{\mathbb{X}} \left( s|I_k| \right) \int_{[0,1]^k} \mathbbm{1}_{R(I_k) > r(J_k)}(R_iR_j)^d e^{-s|R(I_k)|/2} \, dR(I_k)
\times \left( s|J_k| \right) \int_{[0,1]^{d-k}} \mathbbm{1}_{R(J_k) > r(J_k)}e^{-s|R(J_k)|/2} \, dR(J_k)
\leq Cs \int_{\mathbb{X}} \left[ \frac{(r|R_j|)^d}{s|s|} \right] e^{-s|r|/2} \left[ 1 + \log(s|s|/2)^{(k-3)+1} \right] \left[ 1 + \log(s|s|/2)^{(d-k-1)} \right] \, ds \, dR
\]

for some \( t' \in [0, t] \) with \( 2t' < 1 \), where we have used the second assertion in Lemma 3.6 for the last step. Hence, by Theorem 3.1, we obtain

\[
s^2 \int_{\mathbb{X}^2} \mathbbm{1}_{r < R}(R_iR_j)^d e^{-s(|x|+|y|)}(e^{s|r|} - 1) \, ds \, dR \leq \mathcal{O}(\log^{d-3} s).
\]

By symmetry, this also holds when \( \{i, j\} \subseteq J_k \). Finally, when \( i \in I_k \) and \( j \in J_k \) (and symmetrically, when \( i \in J_k \) and \( j \in I_k \)), arguing similarly, by Lemma 3.6 and Theorem 3.1, we have that there exists \( C \) and \( t' \in [0, t] \) with \( 2t' < 1 \) such that

\[
s^2 \int_{\mathbb{X}^2} \mathbbm{1}_{r < R}(R_iR_j)^d e^{-s(|x|+|y|)}(e^{s|r|} - 1) \, ds \, dR
\leq s \int_{\mathbb{X}} \left( s|J_k| \right) \int_{[0,1]^k} \mathbbm{1}_{R(J_k) > r(I_k)}R_i^d e^{-s|R(J_k)|/2} \, dR(J_k)
\times \left( s|I_k| \right) \int_{[0,1]^{d-k}} \mathbbm{1}_{R(I_k) > r(I_k)}R_j^d e^{-s|R(I_k)|/2} \, dR(I_k)
\]
\[ I_{sk} \simeq \sum_{j=1}^{d} s^2 \int_{\mathbb{R}^2} |r_j|^{2\alpha} e^{-s|r|/2} \rho_{0, s^{1/d}}(x) e^{-s(x^2+y^2)|s|} \rho_{0, s^{1/d}}(x) \rho_{0, s^{1/d}}(y) \, dr \, dR. \]

Writing \( b_j = r_j/R_j \) for \( j \in [d] \) in the first step and letting \( s^{1/d} R = u \) in the second, arguing as in in case of \( I_{s0} \) in Lemma 3.8, we obtain,

\[ I_{sk} \simeq \sum_{j=1}^{d} s^2 \int_{\mathbb{R}^2} |R_j|^{2\alpha} e^{-s(|x|+|y|)|s|R_j} \rho_{0, s^{1/d}}(x) \rho_{0, s^{1/d}}(y) \, dr \, dR. \]

Let \( j \in [d] \) and \( i \in [d-2] \). Using (3.1) in the first step and the inequality \( e^{-x} - e^{-y} \leq (y-x)e^{-x} \) for \( y \geq x \geq 0 \) in the second, we have

\[ \int_{\mathbb{R}^2} b_j^\alpha \left( \int_{0}^{s} \int_{0}^{w_2} |\log w_1|^{w_1} e^{-((|b|+|b|)|s|)w_1 - e^{-((|b|+|b|)|s|)w_1}} (\log w_2)^{d-2-i} w_2^{2\alpha-1} \, dw_1 \, dw_2 \right) \]

for some constant \( C > 0 \). Let \( C(i) \) be such that \( (\log w)^i \leq C(i)w^{1/4} \) for \( w \geq 1 \). Using (3.2) in the second step and that \( (|b|+|b|)^2 \geq |b| \) in the third, we have

\[ \int_{\mathbb{R}^2} b_j^\alpha \left( \int_{0}^{s} \int_{0}^{w_2} |\log w_1|^{w_1} e^{-((|b|+|b|)|s|)w_1 - e^{-((|b|+|b|)|s|)w_1}} (\log w_2)^{d-2-i} w_2^{2\alpha-1} \, dw_1 \, dw_2 \right) \]

where the final step follows upon noticing \( (|b|+|b|)^2 \geq 2 \sqrt{|b|} \geq |b| \) so that

\[ \int_{\mathbb{R}^2} b_j^\alpha \left( \int_{0}^{s} \int_{0}^{w_2} |\log w_1|^{w_1} e^{-((|b|+|b|)|s|)w_1 - e^{-((|b|+|b|)|s|)w_1}} (\log w_2)^{d-2-i} w_2^{2\alpha-1} \, dw_1 \, dw_2 \right) \]
Also by (3.1),
\[\int X \int_0^{s^{\alpha/(2\alpha+2)}} \int_0^{\bar{w}_2} w_1 \left[ e^{-(|b(I_k)| + |b(J_k)| - |b|)w_1} - e^{-(|b(I_k)| + |b(J_k)|)w_1} \right] (\log \bar{w}_2)^{d-2} \bar{w}_2^{2\alpha-1} \, dw_1 \, d\bar{w}_2 \, db \leq \int_0^{s^{\alpha/(2\alpha+2)}} (\log \bar{w}_2)^{d-2} \bar{w}_2^{2\alpha+1} \, d\bar{w}_2 = O(s^\alpha \log^{d-2} s).\]

Combining the above two estimates with (3.20) and (3.21) yields
\[I_{sk} \simeq \frac{s^{-2\alpha}}{(d-2)!} \int X \sum_{j=1}^d b_j^\alpha \int_0^s \int_0^{\bar{w}_2} w_1 \left[ e^{-(|b(I_k)| + |b(J_k)| - |b|)w_1} - e^{-(|b(I_k)| + |b(J_k)|)w_1} \right] (\log \bar{w}_2)^{d-2} \bar{w}_2^{2\alpha-1} \, dw_1 \, d\bar{w}_2 \, db. \tag{3.23}\]

Since \(\int_0^\infty xe^{-\beta x} \, dx = \beta^{-2}\) for \(\beta > 0\), for \(\bar{w}_2 \geq s^{\alpha/(2\alpha+2)}\),
\[\left| \int_0^{\bar{w}_2} w_1 \left[ e^{-(|b(I_k)| + |b(J_k)| - |b|)w_1} - e^{-(|b(I_k)| + |b(J_k)|)w_1} \right] \right| \leq \int_0^\infty w_1 \left[ e^{-(|b(I_k)| + |b(J_k)| - |b|)w_1} - e^{-(|b(I_k)| + |b(J_k)|)w_1} \right] \, dw_1 \leq s^{-\pi\alpha/(\alpha+1)} |b| \int_0^\infty \frac{w_1^{9/4}}{w_1} e^{-(|b(I_k)| + |b(J_k)| - |b|)w_1} \, dw_1.\]

So by (3.23),
\[|I_{sk} - \frac{s^{-2\alpha}}{(d-2)!} \int X \sum_{j=1}^d b_j^\alpha \int_0^s \int_0^{s^{\alpha/(2\alpha+2)}} w_1 \left[ e^{-(|b(I_k)| + |b(J_k)| - |b|)w_1} - e^{-(|b(I_k)| + |b(J_k)|)w_1} \right] (\log \bar{w}_2)^{d-2} \bar{w}_2^{2\alpha-1} \, dw_1 \, d\bar{w}_2 \, db| \leq \frac{s^{-2d}}{(d-2)!} \int |b| \int_0^s \int_0^\infty \frac{w_1^{9/4}}{w_1} e^{-(|b(I_k)| + |b(J_k)| - |b|)w_1} \, dw_1 \, dw_2 \, db = O(s^{-\pi\alpha/(\alpha+1)} \log^{d-2} s),\]

where the final step is argued as in (3.22). Hence,
\[I_{sk} \simeq \frac{s^{-2\alpha}}{(d-2)!} \int X \sum_{j=1}^d b_j^\alpha \left( \frac{1}{|b(I_k)| + |b(J_k)| - |b|^2} - \frac{1}{|b(I_k)| + |b(J_k)|} \right) \int_{s^{\alpha/(2\alpha+2)}} (\log \bar{w}_2)^{d-2} \bar{w}_2^{2\alpha-1} \, d\bar{w}_2 \leq \frac{1}{2\alpha(d-2)!} \int X \sum_{j=1}^d b_j^\alpha \left( \frac{1}{|b(I_k)| + |b(J_k)| - |b|^2} - \frac{1}{|b(I_k)| + |b(J_k)|} \right) \log^{d-2} s,\]

where the final step is due to (3.1). The desired conclusion follows by symmetry. \(\Box\)
Collecting the estimates from the above two lemmas and combining with (3.15) and (3.14), we obtain

\[ \text{Var } \mathcal{L}_0^\alpha \simeq \frac{1}{2\alpha(d-2)^2} w(d, \alpha) \log^{d-2} s, \]  

(3.24)

where \( w(d, \alpha) \) is defined at (1.2). As the last ingredient in the proof of Theorem 1.1, we now show that \( w(d, \alpha) \) is finite and positive.

**Lemma 3.10.** For \( d \geq 2 \), the function \( w \) given by (1.2) satisfies

\[ 0 < \inf_{\alpha>0} w(d, \alpha) \leq \sup_{\alpha>0} w(d, \alpha) < \infty. \]

**Proof.** First, using mean value theorem and arguing as in (3.22), for any \( \alpha > 0 \) we have

\[
\int_X b_1^\alpha \left( \frac{1}{(|b(I_k)| + |b(J_k)| - |b|)^2} - \frac{1}{(|b(I_k)| + |b(J_k)| - |b|)^2} \right) \, db \leq 2 \int_X \frac{|b|}{(|b(I_k)| + |b(J_k)| - |b|)^3} \, db < \infty,
\]

implying \( \sup_{\alpha>0} w(d, \alpha) < \infty. \)

Next, notice that for all \( b \in X \) and \( k \in [d-1] \), we have \( |b(I_k)| + |b(J_k)| - |b| \leq 1 \). Hence,

\[
2 \sum_{k=1}^{d-1} k \int_X b_1^\alpha \left( \frac{1}{(|b(I_k)| + |b(J_k)| - |b|)^2} - \frac{1}{(|b(I_k)| + |b(J_k)|)^2} \right) \, db \geq (2^d - 2) d \int_X b_1^\alpha \left( 1 - \frac{1}{(1 + |b|)^2} \right) \, db.
\]

By substituting \( b'_1 = b_1^{\alpha+1} \), notice

\[
\int_X \frac{b_1^\alpha}{(1 + |b|)^2} \, db \leq \frac{1}{\alpha + 1} \int_X \frac{1}{1 + b'_1 b_2 \cdots b_d} \, db(b'_1, b_2, \ldots, b_d) = \frac{1}{\alpha + 1} \int_X \frac{1}{(1 + |b|)^2} \, db.
\]

Hence, for any \( \alpha > 0 \) we obtain,

\[
d^{-1} w(d, \alpha) \geq \left( 1 + \frac{2^d - 2}{\alpha + 1} \right) - \frac{2^d}{\alpha + 1} \int_X \frac{1}{(1 + |b|)^2} \, db
\]

\[
= \frac{2^d}{\alpha + 1} \left[ \frac{\alpha + 1 + 2^d - 2}{2^d} - \int_X \frac{1}{(1 + |b|)^2} \, db \right] \geq \frac{2^d}{\alpha + 1} \left[ \frac{2^d - 1}{2^d} - \int_X \frac{1}{(1 + |b|)^2} \, db \right].
\]

(3.25)

Next, we claim that

\[
\int_{[0,1]^d} \frac{1}{(1 + |b|)^2} \, db = \begin{cases} \frac{1}{2} \log 2 & d = 1 \\ \frac{2^d - 2}{2^d - 2} \zeta(d - 1) & d \geq 3, \end{cases}
\]

(3.26)

where \( \zeta \) is the Riemann zeta function. Indeed, the statement is trivial for \( d = 1 \). For \( b = (b_1, \ldots, b_d) \in X \), recall that \( b(I_{d-1}) := (b_1, \ldots, b_{d-1}) \). For \( d \geq 2 \), notice that

\[
\int_{[0,1]^d} \frac{1}{(1 + |b|)^2} \, db = \int_{[0,1]^{d-1}} \frac{1}{|b(I_{d-1})|} \int_0^{|b(I_{d-1})|} \frac{1}{(1 + t)^2} \, dt \, db(I_{d-1}) = \int_{[0,1]^{d-1}} \frac{1}{1 + |b(I_{d-1})|} \, db(I_{d-1}).
\]

(3.27)

Thus, we have \( \int_{[0,1]^2} \frac{1}{(1 + |b|)^2} \, db = \log 2 \). On the other hand, for \( d \geq 3 \), substituting \( b_i^2 = c_i \) for \( i \in [d-1] \) in the final step, we obtain

\[
\int_{[0,1]^{d-1}} \left[ \frac{1}{1 - |b(I_{d-1})|} - \frac{1}{1 + |b(I_{d-1})|} \right] \, db(I_{d-1})
\]
Thus, by (3.27),
\[
\int_{[0,1]^d} \frac{1}{(1 + |b|)^2} \, db = \frac{2^d - 1}{2^d - 2} \int_{[0,1]^d} \frac{1}{1 - |c|} \, dc = \frac{2^d - 1}{2^d - 2} \zeta(d - 1),
\]
where the final step is obtained by writing \(1/(1 - |c|)\) as a geometric series. This proves (3.26).

Finally, by using the approximation that for any \(i \geq 2\),
\[
\zeta(i) \leq \sum_{j=1}^{3} \frac{1}{j^i} + \int_{3}^{\infty} \frac{1}{s^i} \, ds = \sum_{j=1}^{3} \frac{1}{j^i} + \frac{1}{(i - 1)3^{i-1}},
\]
it is not hard to show that for \(d \geq 4\),
\[
\frac{2^d - 1}{2^d - 2} \zeta(d - 1) < \frac{2^d - 1}{2^d}.
\]
Plugging (3.26) in (3.25), using the above inequality for \(d \geq 4\) and checking the case for \(d = 2, 3\) by hand yields the desired lower bound. \(\square\)

**Proof of Theorem 1.1.** As mentioned after Corollary 3.4, assertion (a) follows from the corollary upon taking \(\beta = 1\) and \(\tau = 0\). Assertion (b) in Theorem 1.1 follows directly from (3.24) and Lemma 3.10. \(\square\)

4. PROOF OF THEOREM 1.2

Recall, \(Q\) is the Lebesgue measure on \(X := [0,1]^d\) with \(d \geq 3\), and \(\mathcal{P}_s\) is a Poisson process on \(X\) with intensity measure \(sQ\) for \(s \geq 1\). Notice that the functional \(\mathcal{L}_0\) from (1.1) is expressible as in (2.1) with
\[
\xi_s(x, \mu) := \|x\|^a \mathbb{1}_{x \in \mu_{\text{min}}}, \quad x \in \mu, \ \mu \in \mathbb{N},
\]
That \((\xi_s)_{s \geq 1}\) satisfies condition (A0) is straightforward to see. Indeed, notice that for \(\mu_1, \mu_2 \in \mathbb{N}\) with \(\mu_1 \leq \mu_2\) and \(x \in \mu_1\), the equality \(\xi_s(x, \mu_1) = \xi_s(x, \mu_2)\) implies that \(x\) is either minimal in both \(\mu_1\) and \(\mu_2\) or it is not minimal in both. In either case, for \(\mu \in \mathbb{N}\) with \(\mu_1 \leq \mu \leq \mu_2\), it is easy to check that \(\mathbb{1}_{x \in \mu_{\text{min}}} = \mathbb{1}_{x \in \mu_1_{\text{min}}} = \mathbb{1}_{x \in \mu_2_{\text{min}}}\), which readily implies (A0). In the following, we show that conditions (A1), (A2) also hold true, so that we can apply Theorem 2.1 to prove Theorem 1.2.

Given a counting measure \(\mu \in \mathbb{N}\) with \(x \in \mu\), let the stabilization region be
\[
R_s(x, \mu) := \begin{cases} [0, x] & \text{if } \mu([0, x] \setminus \{x\}) = 0, \\ \emptyset & \text{otherwise.} \end{cases}
\]
It is easy to see (see also [BM21, Section 3]) that (A1) is satisfied with \(\xi_s\) defined at (4.1). Letting \(M_{s,p}(x) = \|x\|^a\), we have that (A2) holds trivially for all \(p \in (0, 1]\) and \(s \geq 1\). For definiteness, we take \(p = 1\). Thus, \(\widetilde{M}_{s,p}(x) = \max\{\|x\|^{2a}, \|x\|^{4a}\}\).

Inequality (2.2) is satisfied by \(\xi_s\) with \(r_s(x, y) := s|x|\) if \(y \prec x\) and \(r_s(x, y) := \infty\) if \(y \not\prec x\).

Recall the function \(c_{\beta,s}\) from (3.10) and note that \(g_s(y)\) from (2.3) is equal to \(c_{\lambda,s}(y)\) with \(\lambda = p/(40 + 10p)\). In the rest of the section, \(x^{(1)} \vee \cdots \vee x^{(n)}\) stands for the coordinatewise maximum of \(x^{(1)}, \ldots, x^{(n)} \in X\), while \(x^{(1)} \wedge \cdots \wedge x^{(n)}\) denotes the coordinatewise minimum. For \(x, y \in X\),
notice that \( \{x, y\} \subseteq R_s(z, \mathcal{P}_s + \delta_z) \) if and only if \( z \succ (x \vee y) \) and \( [0, z] \setminus \{z\} \) has no points of \( \mathcal{P}_s \). Thus, the function \( q_s \) from (2.5) is given by

\[
q_s(x, y) := s \int_X \mathbb{P} \{ \{x, y\} \subseteq R_s(z, \mathcal{P}_s + \delta_z) \} \, dz = s \int_X \mathbf{1}_{z \succ (x \vee y)} e^{-s|z|} \, dz = c_{1,s}(x \vee y).
\]

Before proceeding to estimate the bound in Theorem 2.1, we need to prove a few lemmas. Recall the functions \( \bar{c}_{\delta,s} \) and \( \bar{c}_{\alpha,\delta,s} \) defined at (3.11) and (3.12) respectively. The following lemma is a slight modification of [BM21, Lemma 3.2], and follows from Lemma 3.6 above.

**Lemma 4.1** (Lemma 3.2, [BM21]). For all \( d, i \in \mathbb{N} \) and \( \delta \geq 0 \),

\[
s \int_X \bar{c}_{\delta,s}(y)^i \, dy = O(d^{-1} s).
\]

We prove a version of the above result for \( \bar{c}_{\alpha,\delta,s} \). The crucial difference here is that the addition of a norm in the integrand decreases the order of the integral by a logarithmic factor.

**Lemma 4.2.** Let \( d \geq 2 \). For all \( i \in \mathbb{N} \) and \( \alpha > 0, \delta \geq 0 \),

\[
s \int_X \bar{c}_{\alpha,\delta,s}(y)^i \, dy = O(d^{-2} s).
\]

**Proof.** As the result is an asymptotic one, without loss of generality let \( s \geq 1 \). For \( d \geq 2 \) and \( i \in \mathbb{N} \), taking \( \alpha' \in (0, \alpha) \) such that \( i \alpha' < 1 \), by Corollary 3.7 and Jensen’s inequality, we have

\[
s \int_X \bar{c}_{\alpha,\delta,s}(y)^i \, dy \leq 2^{-i} C^i \left[ s \int_X \|y\|^{i \alpha'} e^{-s|y|/2} \, dy + s \int_X \|s|y|\|^{i \alpha'} e^{-s|y|/2} \left| \log(s|y|) \right|^{i(d-2)} \, dy \right],
\]

with \( C' \) as in Corollary 3.7. An application of (3.4) yields the result. \( \square \)

Next we provide a key technical lemma needed to prove Theorem 1.2. Before stating it, we note the following inequality. For any \( s > 0 \) and \( \delta \geq 0 \), following the computation for mean in Theorem 3.1 by writing \( s' = s|y| \) and substituting \( w_i = x_i/y_i \) for the first step, then \( u_i = s'^{1/d} w_i \) followed by \( z_i = -\log u_i, i \in [d] \) and finally \( y = e^{-\sum_{i=1}^d z_i} \) to obtain the second equality, we have

\[
s \int_X \mathbf{1}_{x \prec y} \left| \log(s|x|) \right|^\delta \, dx \leq s' \int_X \left| \log(s'|w|) \right|^\delta \, dw = \frac{1}{(d-1)!} \int_0^{s'} (\log s' - \log y)^{d-1} \log y^\delta \, dy \leq C s |y| \left( 1 + \left| \log(s|y|) \right|^{d-1+\delta} \right)
\]

(4.2)

for some constant \( C \) depending on \( d \) and \( \delta \), where in the last step we have used Jensen’s inequality and an elementary inequality, saying that, for \( l > 0 \) and \( a > 0 \), there exists a constant \( b_l > 0 \) depending only on \( l \) such that

\[
\int_0^a \left| \log w \right|^l \, dw \leq b_l a \left[ 1 + \sum_{i=1}^l \left| \log a \right|^i \right].
\]

**Lemma 4.3.** For \( d \geq 2, i \in \mathbb{N}, \alpha > 0 \) and \( \delta, \delta' \geq 0 \),

\[
s \int_X \left( s \int_X \|x \vee y\|^\alpha \left| \log(s|x \vee y|) \right|^\delta \left| \log(s|x|) \right|^\delta' e^{-s|x \vee y|} \, dx \right)^i \, dy = O(d^{-2} s),
\]

(4.3)

\[
s \int_X \left( s \int_X \|x\|^\alpha \bar{c}_{\delta,s}(x \vee y) \, dx \right)^i \, dy = O(d^{-2} s).
\]

(4.4)
Similarly, when \( I \) is empty, then Lemma 4.2 yields

\[
s \int_{\mathbb{X}} \left( s \int_{\mathbb{X}} 1_{x \cap y} \cdot ||x||^{\alpha} \cdot \log(s||x||) \cdot \delta \cdot \log(s||x||) \cdot \delta' \cdot e^{-s||x||y||} \, dx \right)^i \, dy \leq C s \int_{\mathbb{X}} ||y||^{\alpha} \cdot (s||y||)^{i} \cdot e^{-is||y||} \cdot \left( \log(s||y||) \cdot \delta + \log(s||y||) \cdot \delta + \delta' + d - 1 \right)^i \, dy = O(\log^{d-2}s).
\]

Next, assume that \( I \) is nonempty and of cardinality \( \ell \), with \( 1 \leq \ell \leq d - 1 \). Using that \( ||x \vee y||^{\alpha} \leq 2^{\alpha}(||x||^{\alpha} + ||y||^{\alpha}) \) along with Jensen’s inequality,

\[
s \int_{\mathbb{X}} \left( s \int_{\mathbb{X}} 1_{x \cap y} \cdot ||x \vee y||^{\alpha} \cdot \log(s||x||) \cdot \delta \cdot \log(s||x||) \cdot \delta' \cdot e^{-s||x||y||} \, dx \right)^i \, dy \leq 2^{\alpha+i-1} \left[ s \int_{\mathbb{X}} \left( s \int_{\mathbb{X}} 1_{x \cap y} \cdot ||x||^{\alpha} \cdot \log(s||x||) \cdot \delta \cdot \log(s||x||) \cdot \delta' \cdot e^{-s||x||y||} \, dx \right)^i \, dy \right. + \left. s \int_{\mathbb{X}} \left( s \int_{\mathbb{X}} 1_{x \cap y} \cdot ||y||^{\alpha} \cdot \log(s||x||) \cdot \delta \cdot \log(s||x||) \cdot \delta' \cdot e^{-s||x||y||} \, dx \right)^i \, dy \right].
\]

Using (4.2) for the \( d - \ell \) dimensional unit cube for the inequality, we have for some \( C, C' > 0 \) that

\[
s \int_{\mathbb{X}} 1_{x \cap y} \cdot ||x||^{\alpha} \cdot \log(s||x||) \cdot \delta \cdot \log(s||x||) \cdot \delta' \cdot e^{-s||x||y||} \, dx \\
= \int_{[0,1]^\ell} 1_{x \cap y} \cdot ||x||^{\alpha} \cdot \log(s||x||) \cdot \delta \cdot \log(s||x||) \cdot \delta' \cdot e^{-s||x||y||} \\
\times \left( s \int_{[0,1]^{d-\ell}} 1_{x \cap y} \cdot \log(s||x||) \cdot ||x||^{\alpha} \cdot \delta' \cdot e^{-s||x||y||} \, dx \right) \, dx^{(L)} \\
\leq \int_{[0,1]^\ell} 1_{x \cap y} \cdot ||x||^{\alpha} \cdot \log(s||x||) \cdot \delta \cdot \log(s||x||) \cdot \delta' \cdot e^{-s||x||y||} \\
\times \left( C s ||y||^{\alpha} \left[ 1 + \log s ||x|| ||y||^{\alpha} \right]^{d-\ell-1+\delta'} \right) \, dx^{(L)}
\]
\[
\begin{align*}
&= C_s |y^{(J)}(t)| \int_{[0, t]} \mathbf{1}_{x(t) \geq y(t)} \|x(t)\|^\alpha e^{-s|x(t)|}|y^{(J)}| \\
&\quad \times \left[ \log(s|x(t)|)|y^{(J)}| \right]^\delta + \left| \log s|x(t)| |y^{(J)}|^{d-\ell+\delta|\theta_{r,s}|} \right| \, dx(t) \\
&\leq C_s \left[ \log(s|y|)|y^{(J)}| \right]^\delta e^{-s|y|/2} \left[ 1 + \left| \log(s|y|) \right|^{(\ell-2)+\delta|\theta_{r,s}|} \right],
\end{align*}
\]

for some \( \alpha' \in (0, \alpha] \) such that \( i\alpha' < 1 \), where the last step is due to Corollary 3.7. Hence, plugging this bound in, followed by Jensen’s inequality for the first step, we have that for some \( C'' > 0 \),

\[
\begin{align*}
&\quad s \int_X \left( s \int_X \mathbf{1}_{x(t) \geq y(t)} \|x(t)\|^\alpha |y^{(J)}(t)| \log(s|x(t)|)|y^{(J)}| \log(s|x|) |y^{(J)}| \delta |e^{-s|x(t)|}| \, dx \right)^i \, dy \\
&\quad \leq C'' s \int_X \left[ \log(s|y|)|y^{(J)}| \right]^\delta e^{-s|y|/2} \left[ 1 + \left| \log(s|y|) \right|^{i((\ell-2)+\delta|\theta_{r,s}|)} \right] \, dy = \mathcal{O} \left( \log^{d-\delta} s \right),
\end{align*}
\]

where we have used the trivial bound \( |y^{(J)}| \leq |y| \) and (3.4) for the final step. A similar argument for the second summand on the right-hand side of (4.6) using Lemma 3.6 and (3.4) gives

\[
\begin{align*}
&\quad s \int_X \left( s \int_X \mathbf{1}_{x(t) \geq y(t)} \|y^{(J)}(t)\| \log(s|x(t)|)|y^{(J)}| \log(s|x|) |y^{(J)}| \delta |e^{-s|x(t)|}| \, dx \right)^i \, dy \\
&\quad \leq Cs \int_X \left[ \log(s|y|)|y^{(J)}| \right]^\delta e^{-s|y|/2} \left[ 1 + \left| \log(s|y|) \right|^{i((\ell-2)-1)} \right] \, dy = \mathcal{O} \left( \log^{d-\delta} s \right).
\end{align*}
\]

The bound in (4.3) now follows from (4.5). Finally, (4.4) follows from (4.3) with \( \delta' = 0 \) upon using Lemma 3.6 and Jensen’s inequality. \qed

Now we are ready to derive the bound in Theorem 2.1 for \( H_s = \mathcal{L}_0^\alpha(P_s) \). Recall the constants \( \theta = p/(32 + 4p) \) and \( \lambda = p/(40 + 10p) \). For our example, it suffices to let \( p = 1 \). Nonetheless, the bounds in the following three lemmas are derived for any positive \( \theta \) and \( \lambda \).

\[
\text{Lemma 4.4.} \quad \text{For} \quad d \geq 2, \quad \theta > 0, \quad \lambda > 0 \quad \text{and} \quad f_{2g} \quad \text{defined as in (2.6),}
\]

\[
s \int_X f_{2g}(x) \, dx = \mathcal{O} \left( \log^{d-2} s \right).
\]

\textbf{Proof.} We first bound the integral of \( f_{2g}^{(1)} \) defined at (2.7). Recall, \( \widetilde{M}_{s,p}(x) = \max\{\|x\|^{2\alpha}, \|x\|^{4\alpha}\} \).

In the proof, we consider a general exponent \( t > 0 \) which can be either \( 2\alpha \) or \( 4\alpha \) for the norm. By Lemma 4.2, we obtain

\[
s \int_X s \int_X \|y\|^t e^{-2\theta s|y|} \, dy \, dx = s \int_X s \int_X \mathbf{1}_{y \geq -x} \|y\|^t e^{-2\theta s|y|} \, dy \, dx = \mathcal{O} \left( \log^{d-2} s \right).
\]

Recall \( g_s(y) = c_{x,s}(y) \). Since \( 2\theta s|y|e^{-2\theta s|y|} \leq 1 \), using Lemma 3.5 and Jensen’s inequality for the third step, and (3.4) for the final, there exists a constant \( C \) such that

\[
\begin{align*}
&\quad s \int_X s \int_X \|y\|^t g_s(y)^5 e^{-2\theta s|y|} \, dy \, dx = s \int_X \|y\|^t s \int_X \mathbf{1}_{y \geq -x} \|y\|^t c_{x,s}(y)^5 e^{-2\theta s|y|} \, dy \\
&\quad \leq \frac{s}{2\theta} \int_X \|y\|^t c_{x,s}(y)^5 \, dy \leq \frac{Cs}{\theta} \int_X \|y\|^t e^{-\lambda s|y|/2} \left[ 1 + \left| \log(\lambda s|y|) \right|^{5(d-1)} \right] \, dy = \mathcal{O} \left( \log^{d-2} s \right).
\end{align*}
\]

Combining (4.7) and (4.8), we obtain

\[
s \int_X f_{2g}^{(1)}(x) \, dx = \mathcal{O} \left( \log^{d-2} s \right).
\]
We move on to \( f_{2\theta}^{(2)} \). Using again that \( xe^{-x} \leq 1 \) for \( x \geq 0 \) and (3.4), we have
\[
s \int_X s \int_X \|y\|^t e^{-2\theta s(x,y)} \, dy \, dx \leq s^2 \int_X \|x\|^t \int_X 1_{y<x} e^{-2\theta s|y|} \, dy \, dx \\
= s \int_X s|x||x|^t e^{-\theta s|x|} \, dx \leq s \theta^{-1} \int_X \|x\|^t e^{-\theta s|x|} \, dx = O(\log^{d-2} s).
\]

Also, letting \( \lambda' = \min\{\lambda, 2\theta\} \),
\[
s \int_X s \int_X \|y\|^t g_s(y)^5 e^{-2\theta s(x,y)} \, dy \, dx \\
= s \int_X \|y\|^t c_{\lambda',s}(y)^5 \left( s \int_X 1_{x>y} e^{-2\theta s|y|} \, dx \right) \, dy \leq s \int_X \|y\|^t c_{\lambda',s}(y)^6 \, dy = O(\log^{d-2} s),
\]
where the last step follows similarly as in (4.8). Thus,
\[
s \int_X f_{2\theta}^{(2)}(x) \, dx = O(\log^{d-2} s).
\]

It remains to bound the integral of \( f_{2\theta}^{(3)} \). Using Lemma 3.5, the inequality \( (a+b)^\theta \leq 2^\theta (a^\theta + b^\theta) \) for \( a, b, \theta \geq 0 \) and Lemma 4.3,
\[
s \int_X s \int_X \|y\|^t q_s(x,y)^{2\theta} \, dy \, dx = s \int_X \|y\|^t c_{1,s}(x \vee y)^{2\theta} \, dy \, dx \\
\leq Cs^2 \int_{\mathbb{R}^d} \|y\|^t e^{-\theta s|x|} \left( 1 + |\log(s|x|)\right)^{2(\theta-1)} \, d(x,y) = O(\log^{d-2} s).
\]

Finally, again using Lemma 3.5 for the inequality, a similar argument as above using Lemma 4.3 for the final step yields
\[
s \int_X s \int_X \|y\|^t g_s(y)^5 q_s(x,y)^{2\theta} \, dy \, dx \\
= s \int_X s \int_X \|y\|^t c_{\lambda,s}(y)^5 c_{1,s}(x \vee y)^{2\theta} \, dy \, dx \\
\leq Cs \int_X \|y\|^t \left( 1 + |\log(\lambda s|y|)\right)^{d-1} \, d(x,y) = O(\log^{d-2} s).
\]

Combining the above two bounds, we obtain
\[
s \int_X f_{2\theta}^{(3)}(x) \, dx = O(\log^{d-2} s).
\]

Putting together the bounds for the integrals of \( f_{2\theta}^{(i)} \) for \( i = 1, 2, 3 \) concludes the proof. \( \square \)

**Lemma 4.5.** For \( d \geq 2, \theta > 0, \lambda > 0 \) and \( f_\theta \) defined as in (2.6),
\[
s \int_X f_\theta(x)^2 \, dx = O(\log^{d-2} s).
\]

**Proof.** As in Lemma 4.4, we consider integrals of squares of \( f_\theta^{(i)} \) for \( i = 1, 2, 3 \) separately. Again, we take a general exponent \( t \) which can be either \( 2\alpha \) or \( 4\alpha \) for the norm. By Lemma 4.2, for any \( t > 0 \),
\[
s \int_X \left( s \int_X \|y\|^t e^{-\theta s(x,y)} \, dy \right)^2 \, dx = O(\log^{d-2} s).
\]
Using Lemma 3.5, Jensen’s inequality followed by Lemma 4.2, we have for any \( t > 0 \) there exists \( C \) such that
\[
\int_X \left( \int_X \|y\|^t g_s(y)^5 e^{-\theta r_s(y,x)} \, dy \right)^2 \, dx \\
= \int_X \left( \int_X \|y\|^t c_{\lambda,s}(y)^5 e^{-\theta s|y|} \, dy \right)^2 \, dx \\
\leq C \int_X \left( \int_X \|y\|^t e^{-5\lambda_s|y|/2} \left( 1 + |\log(\lambda_s|y|)|^{d-1} \right)^5 e^{-\theta s|y|} \, dy \right)^2 \, dx = O(\log^{d-2} s).
\]
Combining using Jensen’s inequality, we obtain
\[
\int_X f_\theta^{(1)}(x)^2 \, dx = O(\log^{d-2} s).
\]
Next, we integrate the square of \( f_\theta^{(3)} \). Using Lemmas 3.5 and 4.3, there exists a constant \( C \) such that
\[
\int_X \left( \int_X \|y\|^t q_s(x,y)^\theta \, dy \right)^2 \, dx = \int_X \left( \int_X \|y\|^t c_{1,s}(x \lor y)^\theta \, dy \right)^2 \, dx \\
\leq C \int_X \left( \int_X \|y\|^t e^{-\theta s|x\lor y|/2} \, dy \right)^2 \, dx + C \int_X \left( \int_X \|y\|^t e^{-\theta^2 s|x\lor y|/2} \left( \log(s|x\lor y|) \right)^{\theta(d-1)} \, dy \right)^2 \, dx \\
= O(\log^{d-2} s).
\]
Arguing as for (4.9), bounding \( c_{\lambda,s}(y) \) and \( c_{1,s}(x \lor y) \) using Lemma 3.5, the inequality \( (a+b)^\theta \leq 2^{\theta}(a^\theta + b^\theta) \) for \( a, b, \theta \geq 0 \), Lemma 4.3 along with Jensen’s inequality yields
\[
\int_X \left( \int_X \|y\|^t g_s(y)^5 q_s(x,y)^\theta \, dy \right)^2 \, dx = \int_X \left( \int_X \|y\|^t c_{\lambda,s}(y)^5 c_{1,s}(x \lor y)^\theta \, dy \right)^2 \, dx = O(\log^{d-2} s).
\]
This implies
\[
\int_X f_\theta^{(3)}(x)^2 \, dx = O(\log^{d-2} s).
\]
Finally, for the integral of \( (f_\theta^{(2)})^2 \), using that \( a^2 e^{-a} \leq 2 \) for \( a \geq 0 \) and Corollary 3.4, we have
\[
\int_X \left( \int_X \|y\|^t e^{-\theta r_s(x,y)} \, dy \right)^2 \, dx = \int_X \left( \int_X \|y\|^t e^{-\theta s|x|} \, dy \right)^2 \, dx \\
\leq s/\theta^2 \int_X ||x||^{2t(\theta s|x|)} e^{-2\theta s|x|} \, dx \leq 2s/\theta^2 \int_X ||x||^{2t} e^{-\theta s|x|} \, dx = O(\log^{d-2} s).
\]
Using the Cauchy–Schwarz inequality, Lemma 4.1 yields that for \( t > 0 \),
\[
\int_X \left( \int_X \|y\|^t g_s(y)^5 e^{-\theta r_s(x,y)} \, dy \right)^2 \, dx = \int_X \left( \int_X \|y\|^t c_{\lambda,s}(y)^5 e^{-\theta s|x|} \, dy \right)^2 \, dx \\
= s^2 \int_X \|y^{(1)}|^t \|y^{(2)}|^t c_{\lambda,s}(y^{(1)})^5 c_{\lambda,s}(y^{(2)})^5 c_{2\theta,s}(y^{(1)} \lor y^{(2)}) \, dy^{(1)} \, dy^{(2)} \\
\leq \left( \int_X \|y^{(1)}|^{2t} c_{\lambda,s}(y^{(1)})^{10} \, dy^{(1)} \right)^{1/2} \left( \int_X \left( \int_X \|y^{(2)}|^t c_{\lambda,s}(y^{(2)})^5 c_{2\theta,s}(y^{(1)} \lor y^{(2)}) \, dy^{(2)} \right)^2 \, dy^{(1)} \right)^{1/2}
\]
\[ s \int_X f_\theta^{(2)}(x)^2 \, dx = O(\log^{d-2} s), \]

where for the final step, the first factor is bounded similarly as in (4.8) while for second, we argue as in (4.10). Thus,

\[ s \int_X f_\theta^{(i)}(x)^2 \, dx = O(\log^{d-2} s). \]

Combining the bounds on the integrals of \( f_\theta^{(i)}(x)^2 \) for \( i = 1, 2, 3 \) using Jensen’s inequality, we obtain the desired result.

**Lemma 4.6.** For \( d \geq 2, \theta > 0 \) and \( \lambda > 0 \), let \( G_s \) and \( \kappa_s \) be as in (2.4) and (2.8) respectively. Then

\[ s \int_X G_s(x)(\kappa_s(x) + g_s(x))^{2\theta} \, dx = O(\log^{d-2} s). \]

**Proof.** First note that

\[ \kappa_s(x) = P \{ \xi_s(x, \mathcal{P}_x + \delta_x) \neq 0 \} = e^{-s|x|}, \quad x \in X. \]

Using the Cauchy–Schwarz inequality for the second summand, Corollary 3.4 and an argument as in (4.8) yield that for any \( t > 0 \),

\[ s \int_X \|x\|^t(1 + c_{\lambda,s}(x)^5)e^{-2\theta s|x|} \, dx \leq s \int_X \|x\|^t e^{-2\theta s|x|} \, dx + \left( s \int_X \|x\|^t c_{\lambda,s}(x)^{10} \, dx \right)^{1/2} \left( s \int_X \|x\|^t e^{-4\theta s|x|} \, dx \right)^{1/2} = O(\log^{d-2} s), \]

which proves \( s \int_X G_s(x)\kappa_s(x)^{2\theta} \, dx = O(\log^{d-2} s) \). Repeating a similar argument, one obtains

\[ s \int_X \|x\|^t \left( 1 + c_{\lambda,s}(x)^5 \right) c_{\lambda,s}(x)^{2\theta} \, dx \leq s \int_X \|x\|^t c_{\theta \lambda,s}(x)^{2\theta} \, dx + s \int_X \|x\|^t c_{\lambda,s}(x)^{5+2\theta} \, dx = O(\log^{d-2} s), \]

proving \( s \int_X G_s(x)g_s(x)^{2\theta} \, dx = O(\log^{d-2} s) \). By an application of Jensen’s inequality, we obtain the desired conclusion.

**Proof of Theorem 1.2:** By Theorem 1.1(b), there exists \( C_1 > 0 \) such that \( \text{Var}(\mathcal{L}_0^{\alpha}) \geq C_1 \log^{d-2} s \) for all \( s \geq 1 \). An application of Theorem 2.1 for \( H_s(\mathcal{P}_s) = \mathcal{L}_0^{\alpha}(\mathcal{P}_s) \) with Lemmas 4.4, 4.5 and 4.6 now yields the result.
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