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Abstract

We consider a network of bank holdings, where every holding has two subsidiaries of different types. A subsidiary can trade with another holding’s subsidiary of the same type. Holdings support their subsidiaries up to a certain level when they would otherwise fail to honor their financial obligations. We investigate the spread of contagion in this banking network when the number of bank holdings is large, and find the final number of defaulted subsidiaries under different rules for the holding support. We also consider resilience of this multilayered network to small shocks. Our work sheds light onto the role that holding structures can play in the amplification of financial stress. We find that depending on the capitalization of the network, a holding structure can be beneficial as compared to smaller separated entities. In other instances, it can be harmful and actually increase contagion. We illustrate our results in a numerical case study and also determine the optimal level of holding support from a regulator perspective.
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1 Introduction

Financial risk management used to be focused on an individual firm, and on a bilateral basis. However, after the financial crisis of 2007-2009, we have gained the understanding that this risk can spread akin to a virus through the entire banking system. And similar to a virus, the risk increases the more nodes succumb to the shock. This phenomenon is known as systemic risk – the risk that a (small) shock that hits the system spreads throughout the system to a degree that it endangers the entire system. This spread is also referred to as financial contagion. There are two distinct ways for this risk to spread – through local connections (for example when one bank cannot honor its obligations to another), and through global connection (for example when asset prices are impacted, as a result of liquidations). This paper will focus on the contagion spread through local connections.

One of the first papers on the spread of contagion through local connections is [Eisenberg and Noe (2001)]. In this paper the authors show existence of a clearing equilibrium payment vector in a network of banks connected by liabilities. Numerous generalizations and follow up studies include e.g., [Anand et al. (2015); Halaj and Kok (2015); Boss et al. (2004); Elsinger et al.]
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Generalizations such as fire sales and bankruptcy costs have been considered in Elsinger (2009); Rogers and Veraart (2013); Elliott et al. (2014); Glasserman and Young (2015); Weber and Weske (2017); Capponi et al. (2016); Elsinger (2009); Elliott et al. (2014); Weber and Weske (2017); Gourieroux et al. (2012); Cifuentes et al. (2005); Nier et al. (2007); Arinaminpathy et al. (2012); Amini et al. (2013); Chen et al. (2016); Weber and Weske (2017); Amini et al. (2016b); Bichuch and Feinstein (2019, 2022); Bichuch and Chen (2020). We also refer to, e.g., Weber and Weske (2017); Staum (2013); H¨usser (2015) for additional reviews of this literature.

Another stream of literature considers contagion effects in random networks (Gai and Kapadia (2010); Amini et al. (2016a); Detering et al. (2019, 2020), and Detering et al. (2021) for an extension incorporating fire sales). In these papers, asymptotic methods (as the number of banks increases to infinity) are facilitated to determine the final damage to the system after some initial shock hits some banks. From the perspective of random graph theory, the results on contagion in random networks are linked to a process called bootstrap percolation. This is a process which models the spread of some activity or infection within a graph via its edges. It has been analysed for Erdos-Rényi random graphs Janson et al. (2012) and random regular graphs Balogh and Pittel (2007), and these results have later been extended to inhomogeneous graph in Amini and Fountoulakis (2014); Amini et al. (2014); Detering et al. (2019), and to clustered graphs in Detering and Lin (2022).

Notably, in all these models the banks in the network have always been thought of as an indivisible atom. In other words, the entire bank must be in one state only (e.g. solvent or insolvent). We are not aware of any results where the banks are divisible and one subsidiary of a bank can be in a different solvency state than another subsidiary. In reality this is not the case. First, big international banks are usually big holding companies, with dozens if not hundreds of subsidiaries, that are divided by business lines and locations (e.g. JPMorgan Chase and AIG).

For corporations, becoming a holding with subsidiaries has several advantages: It allows them to defer taxable business income and use earnings for other business opportunities or, by channeling income to low tax countries, reduce taxes altogether. In other instances, it allows them to limit the spillover risk if one business line is in trouble. In this case, the holding acts as a pure shareholder and enjoys limited liability. Often bank holdings naturally divide into subsidiaries based on location (i.e. Europe, US) and/or business lines (i.e. broker-dealers, commercial bank, insurance, asset management). The precise judicial setup differs across different countries but two main types of subsidiaries are prevalent:

- **Type A**: The holding acts as an asset holder with full liability for the business activity of its subsidiary. This setup is usually accompanied by a profit transfer agreement ensuring fiscal unity. It is common in Europe; and is becoming more common in the US. For the holding, this structure has the advantage that profits from the subsidiary are often collected on a pretax basis and can be netted with losses from other subsidiaries or the holding. For creditors of the subsidiary, an obvious advantage is that holdings support
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their subsidiaries, and cover some of their losses.

- **Type B:** The holding acts as a shareholder of its subsidiaries without explicit liability guarantee. This is the standard holding structure in the US. From a risk perspective this holding structure is beneficial for the holdings, as the insolvency of a subsidiary does not directly impact other business lines of the same holding. It might promote greater risk taking, because losses not covered by equity are immediately borne by other market participants, and not by the holding first.

While for the corporations themselves, the advantages are imminent, whether holdings are beneficial from a society perspective is less clear. In particular it is not well understood how shocks propagate in a network of bank holdings, and what influence the holding structure has on the contagion process. In this paper we address this important research question and try to understand the influence of the holding structures on the propagation of shocks through the financial system. We are particularly interested in the effect that support of the holding for its distressed subsidiary has on contagion. Holdings might support their subsidiaries beyond their financial liability for several reasons. For example they might fear the reputation cost of an insolvent subsidiary, or the threat of a possible change in credit rating if a subsidiary defaults. In other cases, the holding might support its subsidiary because it still believes in its business model, and considers the solvency problems to be of temporary nature.

We consider two holding types which mimic the situation $A$ and $B$ described above. Depending on the holding type $A$ or $B$, the possible financial support of the holding for one subsidiary has different implications for the holding’s other subsidiary. For type $A$ it weakens the other subsidiary, while for type $B$ it does not. We then consider a contagion process that is triggered by a financial shock and propagates throughout the network according to rules determined by the holding type.

We investigate this contagion mechanism in a banking network where the number of banks is large. Under both holding types $A$ and $B$, we find the final number of defaulted subsidiaries at the end of the cascade. We further investigate resilience of this multilayered network to small shocks. We find that for well capitalized systems the holding structure can be beneficial as compared to smaller separated entities. This is because the holding is able to support a distressed subsidiary with capital from a subsidiary that is better off, therefore reducing the probability of default of the distressed subsidiary. However, if this support goes too far, it can actually amplify the spread of contagion, because healthy parts of the network get weakened and trigger new rounds of feedback effects. In a numerical case study we determine the optimal support level from a regulator perspective. We do not consider additional avenues through which the systemic risk can be mitigated in a financial network, such as intervention by a central bank, raising capital on the market or a takeover by another bank. Instead, we leave that for future research.

We pursue our analysis in a random network setup that raises also some interesting new theoretical challenges. From a technical perspective our model setup provides a first instance of a multilayered random network in which contagion spreads through different channels and where interactions between layers is through the nodes. This complicates the analysis compared to a one layer network, because the state of each node now depends on its local connectivity in each layer.

Our analysis includes a multi-layer analog to the classical bootstrap percolation process mentioned above.

\[\text{https://www.wsj.com/articles/paul-kupiec-and-peter-wallison-the-fdics-bank-holding-company-heist-1419292997}\]
The paper is structured as follows: In Section 2 we state our model and our main result regarding the final number of defaulted subsidiaries of different types. In Section 3 we derive results that allow us to classify networks according to their resilience to small shocks. We give an example of a system in which the default of one subsidiary immediately triggers the default of the holding’s other subsidiary. Still this system is more resilient than its fully separated counterpart due to the fact that the default of both subsidiaries can be slightly deferred with some holding support. Section 4 contains our numerical case study in which we also determine the optimal holding support. We summarize our results in Section 5. All proofs are in Section 6.

2 Model and main result

We consider a network of \( n \) banks and label each bank by an index \( i \in [n] := \{1, \ldots, n\} \). Each bank is structured as a holding with two subsidiaries of different types 1 and 2. We denote the type 1 subsidiary of bank \( i \) by \( i_1 \) and the type 2 subsidiary of bank \( i \) by \( i_2 \). We denote the set of type 1 subsidiaries by \([n_1] := \{1_1, \ldots, n_1\}\) and the set of type 2 subsidiaries by \([n_2] := \{1_2, \ldots, n_2\}\). We assume that subsidiaries only trade with subsidiaries of the same type, i.e. subsidiary of type 1 of bank \( i \) might trade with subsidiary of type 1 of another bank \( j \) but not with its subsidiary of type 2. For simplicity, in what follows we will refer to subsidiary of type \( l \), as simply subsidiary \( l \). The assumption then implies that there is no cross trading between subsidiaries of different types, and linkage is only through the holdings. We consider a network that describes these trading activities. In this toy model we assume that every loan is of equal unit size 1. For this let \( e_{l,j}^i \in \{0, 1\}, i, j \in [n], i \neq j, l \in \{1, 2\} \) denote the exposure of subsidiary \( l \) of bank \( i \) towards subsidiary \( l \) of bank \( j \). We then build a network by drawing a directed link from subsidiary \( l \) of bank \( i \) to subsidiary \( l \) of bank \( j \) if \( e_{l,j}^i = 1 \). We do not allow for self loops and multiple edges. For simplicity, we assume that the recovery rate is zero, so that if \( e_{l,j}^i = 1 \) and subsidiary \( l \) of bank \( j \) defaults, then subsidiary \( l \) of bank \( i \) will incur a loss of 1 on its loan. Therefore, we are looking at short- and medium-term effects of defaults resulting in illiquidity driven defaults. Ultimately, the loan holder might recover some money from the loan, but that is likely to take some time.

We denote by \( c_{i,1} \in \mathbb{Z} \) and \( c_{i,2} \in \mathbb{Z} \) the capital of subsidiary 1 and 2 of bank \( i \). The total capital of the bank is then equal to \( c_i := c_{i,1} + c_{i,2} \). This is the initial capital structure of each bank holding. As mentioned in the introduction already, in this paper we consider two types of holding structure. Type A that mimics the situation where the holding acts as an asset holder of the assets of its subsidiaries, and type B where the holding acts as a shareholder of its subsidiaries. We assume in the following that all holdings are of the same type, either all of type \( A \) or all of type \( B \). Our results could however easily be extended to networks that consist of type \( A \) and type \( B \) holdings. In what follows, several quantities that are introduced depend on \( J \in \{A, B\} \), but in order to lighten the notation we make this dependency only specific when necessary.

We assume that some subsidiaries are in default, i.e. the set \( D_0 = S_1 \cup S_2 \) is not empty, where

\[ S_l = \{i_l \in [n]: i_l \text{ is in default}\}, \quad l = 1, 2. \]

The initial defaults in \( D_0 \) now trigger a cascade that then evolves in generations or rounds. We denote by \( c_{i,1}^{(k)} \) and \( c_{i,2}^{(k)} \) the capital of subsidiary 1 and 2 of bank \( i \) in round \( k \geq 0 \), and set \((c_{i,1}^{(0)}, c_{i,2}^{(0)}) := (c_{i,1}, c_{i,2})\). In round \( k \), the total capital of the bank is then equal to \( c_{i,1}^{(k)} + c_{i,2}^{(k)} \).

Let \( x \in \{0, -1, -2, \ldots\} \cup \{-\infty\} \) be a global support level. We assume that all holdings will support their subsidiaries up to the same fixed level \( x \), when possible. For type \( A \) holdings, the support for a subsidiary in distress has to come directly from the other subsidiary of the same
holding. It can be thought of the holding reallocating capital (by moving some assets) from the healthy subsidiary to the other distressed subsidiary. For holding structures of type B, the support for a troubled subsidiary does not reduce the capital of the other subsidiary. Instead, this support can be thought of as coming from a borrowing transaction of the holding against the capital of the healthy subsidiary. In any case, the holding supports its subsidiaries up to the level \( x \) if possible and gives up on them when faced with substantial losses larger than \( x \). For holdings of type A, limiting the loss from a distressed subsidiary at \( x > -\infty \) is only possible by either selling this subsidiary or by offloading the assets of this subsidiary into a bad bank construction.

Mathematically, this means that for holding \( i \), its subsidiary \( i_l \), \( l \in \{1, 2\} \) is in default in round \( k \) if one of the following conditions hold:

- The capital of subsidiary \( i_l \) is below the support level \( x \): \( c_{i,l}^{(k)} \leq x \).
- For a holding structure of type A: \( c_{i,1}^{(k)} + c_{i,2}^{(k)} \leq 0 \) and \( c_{i,l}^{(k)} \leq -x \). In other words, if the capital of subsidiary \( i_l \) is at most \(-x\), and the entire holding is in default, then the holding is not able to support the distressed subsidiary. Furthermore, the default of the distressed subsidiary weakens the other subsidiary which causes it to default as well, as effectively its entire capital was used to support the distressed subsidiary, which has now defaulted. This results in the default of both subsidiaries.

For a holding structure of type B: \( c_{i,1}^{(k)} + c_{i,2}^{(k)} \leq 0 \) and \( c_{i,l}^{(k)} \leq 0 \). In other words, if the capital of subsidiary \( i_l \) is non-positive, and the entire holding is in default, so the holding again is not able to support the distressed subsidiary. Since each subsidiary acts as a share holder, this results in default of the distressed subsidiary, but the stronger subsidiary may still survive.

In each round the contagion expands, because a defaulted subsidiary causes a loss of 1 to every subsidiary it traded with and therefore reduces their capital by 1. If subsidiary \( i_l \) of bank \( i \) defaults in round \( k \), then \( c_{j,l}^{(k+1)} = c_{j,l}^{(k)} - 1 \) for all \( j \in [n] : (i,j) \neq 0 \) unless subsidiary \( j_l \) had already defaulted. Updating the capitals of all subsidiaries ends the round and the next round then starts. Note that if round \( k \) leads to holding defaults, which can happen if \( c_{i,1}^{(k)} + c_{i,2}^{(k)} \leq 0 \) for some \( i \), then the capital of the subsidiary that has already defaulted is not changed, and so is the capital of the other subsidiary that might default even with positive capital.

In round \( k \), the set of banks with defaulted type \( l \) subsidiary is denoted by

\[
S_{l,k} = \{i_l \in [n_l] : \text{subsidiary } i_l \text{ is in default in round } k\},
\]

and \( D_k = S_{1,k} \cup S_{2,k} \) denotes the set of all defaulted subsidiaries at step \( k \). This then leads to the two cascades

\[
S_{l,0} \subset S_{l,1} \subset \ldots, \ l = 1, 2,
\]

where both cascade processes are strongly coupled through the holdings. The cascade of all subsidiaries is given by

\[
D_0 \subset D_1 \subset \ldots.
\]

This cascade stops after at most \( 2n \) iterations and we denote by \( S_{l,2n-1} \) the final sets of defaulted subsidiaries for \( l \in \{1, 2\} \). Such a process is exemplified for a small network with \( n = 3 \) and support level \( x = -1 \) in Figures 1 and 2 for holdings of types A and B respectively.

In the following we want to determine \( n^{-1} |S_{l,2n-1}| \) in a random network setting. For this let us first stress that when a holding supports a subsidiary that has a non-positive capital, we formalize this support not by actually increasing the capital of the supported subsidiary in order...
to lift it above 0, but by reducing the capital threshold at which it defaults by 1. Similarly in case of the holding type $A$, the support for one subsidiary does not reduce the other subsidiary’s capital but instead increases the capital level at which the other subsidiary would default by 1. While both descriptions are equivalent and lead to the same defaulted subsidiaries, actually changing the capital to formalize the holding support is less convenient for the mathematical analysis. In fact, our approach of changing the default level has the advantage that in order to determine whether a subsidiary of a holding with capital structure $(c_{i,1}^{(k)}, c_{i,2}^{(k)})$ has defaulted, one simply needs to check whether $(c_{i,1}^{(k)}, c_{i,2}^{(k)})$ is in some subset of $\mathbb{Z} \times \mathbb{Z}$. This subset is the default region and it differs for types $A$ and $B$. We shall specify the default regions now.

For simplicity we assume that all capitals are bounded by $R \in \mathbb{N}$, and because a subsidiary defaults always when the capital is less or equal than $x$, we do not need to consider any capitals strictly less than $x$. We therefore define $D := (\mathbb{Z} \cap [x, R]) \times (\mathbb{Z} \cap [x, R])$ as the domain for the holding capital. Above consideration then leads to the default regions $D_{A,1}, D_{A,2} \subset D$ ($D_{B,1}, D_{B,2} \subset D$ respectively) for subsidiary 1 and subsidiary 2 and for holding of type $A$, respectively $B$. They are explicitly given by

$$D_{A,1} = \{(j, k) \in D | j \leq x \text{ or } j + k \leq 0, j \leq -x\}, \quad (2)$$
$$D_{A,2} = \{(j, k) \in D | k \leq x \text{ or } j + k \leq 0, k \leq -x\}, \quad (3)$$
$$D_{B,1} = \{(j, k) \in D | j \leq x \text{ or } j + k \leq 0, j \leq 0\}, \quad (4)$$
$$D_{B,2} = \{(j, k) \in D | k \leq x \text{ or } j + k \leq 0, k \leq 0\}. \quad (5)$$

With the help of these regions we may then rewrite

$$S_{l,k} = \{i_l \in [n_1] : (c_{i,1}^{(k)}, c_{i,2}^{(k)}) \in D_{l,l}\},$$

for $J \in \{A, B\}$. Recall that, to simplify the notation, the dependency of $S_{l,k}$ on $J$ is implicit. In Figure 3 we display the default regions for both holding structures of type $A$ and $B$. By the definition of the contagion process for type $B$ it follows trivially that smaller $x$ leads to less infections. However, we will see in the following that the situation for type $A$ is more complicated and interesting phenomena arise.

In order to determine $n^{-1} |S_{l,2n-1}|$ we need to specify our random network setting. We fix $p_1 \in \mathbb{R}_+$ and $p_2 \in \mathbb{R}_+$ and assume that $c_{i,j}$ is present with probability $p_l/n$ for $l \in \{1, 2\}$ and that all edges are mutually independent. Instead of a fixed network we analyse a sequence of networks of increasing size. For $n \in \mathbb{N}$, let as before $c_{i,1} = c_{i,1}(n)$ and $c_{i,2} = c_{i,2}(n)$ be the initial capital of subsidiary 1 and 2 of bank $i$. Let then $c_1(n) = (c_{1,1}(n), \ldots, c_{n,1}(n))$ and $c_2(n) = (c_{1,2}(n), \ldots, c_{n,2}(n))$ be the capitals of the subsidiaries for a network of size $n$. We will often drop the dependency on $n$ in the notation when it does not lead to confusion. Let $X_{i,j}^l$ be the indicator that a directed edge from subsidiary $l$ of bank $i$ to subsidiary $l$ of bank $j$ is present. Let $D_{i}^- := \sum_{j \in [n] \setminus \{i\}} X_{j,i}^l$ and $D_{i}^+ := \sum_{j \in [n] \setminus \{i\}} X_{i,j}^l$ be the in-, respectively out-degree, of subsidiary $l$ of bank $i$. Clearly then $\mathbb{E}[D_{i}^-] = p_l + o(1)$ and $D_{i}^\pm \overset{p}{\rightarrow} \text{Poi}(p_l)$ as $n \to \infty$, where $\overset{p}{\rightarrow}$ denotes convergence in probability.

In order to ensure that our asymptotic statements are relevant also for networks of finite size we shall need some regularity. In particular we require that the proportion of banks with a certain capital structure stabilizes as the network size increases. This is ensured by the following standing assumption for the rest of this paper:

**Assumption 2.1.** For each $n \in \mathbb{N}$, denote the joint empirical distribution function of $c_{1}(n)$
Under Assumption 2.1, this will be the case for \( n \) contagion process only starts if there exists at least one bank for all \( (D_{i,n} \cup D_{j,n}) \). We assume that there exists a distribution \( c \) and \( r \) of subsidiary 2 of bank 2 does not lead to any further defaults (the capital of subsidiary 2 of bank 2 looses one unit of capital, and its terminal capital is \( S_{2,1} \)). The result of round 2, which is pictured in the lower right graph, is that subsidiary 2 of bank 2 does not lead to any further defaults \( (S_{1,2} = \{1, 3\}) \) and \( S_{2,2} = \{3\} \).

and \( c_2(n) \) by

\[
F_n(x, y) = n^{-1} \sum_{i \in [n]} 1_{\{c_{i,1}(n) \leq x, c_{i,2}(n) \leq y\}}, \quad (x, y) \in D.
\]

We assume that there exists a distribution \( F \) on \( D \) such that it holds \( \lim_{n \to \infty} F_n(x, y) = F(x, y) \) for all \((x, y) \in D\). Denote by \( (C_1, C_2) \) a random vector distributed according to \( F \).

Considering a network of holding types \( J \in \{A, B\} \), we note that for fixed \( n \in \mathbb{N} \) the contagion process only starts if there exists at least one bank \( i \) such that \( (c_{i,1}, c_{i,2}) \in D_{i,1} \cup D_{i,2} \). Under Assumption 2.1 this will be the case for \( n \) large if \( P((C_1, C_2) \in D_{i,1} \cup D_{i,2}) > 0 \).

Denote with superscript \( c \) the complement of the domain with respect to \( D \), e.g., \( D_{c,A,1} = D \setminus D_{A,1} \). We then further define boundaries of the default regions by:

\[
\partial D_{A,1} = \{(j, k) \in D_{c,A,1} | j = x + 1 \text{ or } j + k = 1, x \leq -x \text{ or } j = -x + 1, k \leq x\}, \quad (6)
\]

\[
\partial D_{A,2} = \{(j, k) \in D_{c,A,2} | x = x + 1 \text{ or } j + k = 1, x \leq -x \text{ or } k = -x + 1, j \leq x\}, \quad (7)
\]

\[
\partial D_{B,1} = \{(j, k) \in D_{c,B,1} | j = x + 1 \text{ or } j + k = 1, j \leq 0 \text{ or } j = 1, k \leq 0\}, \quad (8)
\]

\[
\partial D_{B,2} = \{(j, k) \in D_{c,B,2} | x = x + 1 \text{ or } j + k = 1, k \leq 0 \text{ or } k = 1, j \leq 0\}. \quad (9)
\]

For example for a holding to be in \( \partial D_{A,1} \) means that its subsidiary 1 is at risk of default. This
Our first result, Theorem 2.3, describes the size of the final fraction of defaulted type 1 and type 2 subsidiaries. Its proof is based on a sequential reformulation of the process. This formulation leads to the same final outcome, but instead of exploring the effect of all defaulted vulnerable subsidiaries and if there are too many of such holdings, the contagion process can quickly regain momentum even after it had slowed down.

Moreover, we define the following subsets $\partial D_{jlm}$ to be the set of capital structures such that a link to subsidiary $m$ results in a default of subsidiary $l$, for $J \in \{A, B\}, l, m \in \{1, 2\}$. These sets are given by

$$\partial D_{A11} = \{ (j, k) \in D_{A1} | j = x + 1 \text{ or } j + k = 1, x < j \leq -x \text{ or } j = -x + 1, k \leq x \},$$

$$\partial D_{A21} = \{ (j, k) \in D_{A2} | j + k = 1, k \leq -x \},$$

$$\partial D_{B11} = \{ (j, k) \in D_{B1} | j = x + 1 \text{ or } j = 1, k \leq 0 \text{ or } j + k = 1, j \leq 0 \},$$

$$\partial D_{B21} = \{ (j, k) \in D_{B2} | j + k = 1, k \leq 0 \},$$

and

$$\partial D_{A12} = \{ (j, k) \in D_{A1} | j + k = 1, j \leq -x \},$$

$$\partial D_{A22} = \{ (j, k) \in D_{A2} | k = x + 1, x < k \leq -x \text{ or } j + k = 1 \text{ or } k = -x + 1, j \leq x \},$$

$$\partial D_{B12} = \{ (j, k) \in D_{B1} | j + k = 1, j \leq 0 \},$$

$$\partial D_{B22} = \{ (j, k) \in D_{B2} | k = x + 1 \text{ or } k = 1, j \leq 0 \text{ or } j + k = 1, k \leq 0 \}.$$

It clearly holds that $\partial D_{A1} = \partial D_{A11} \cup \partial D_{A12}$ and $\partial D_{B1,l} = \partial D_{B11} \cup \partial D_{B12}$ for $l \in \{1, 2\}$. These boundary regions turn out to be important as they allow us to derive criteria for the contagion process to stop. Heuristically, bank holdings with capital on the boundary have very vulnerable subsidiaries and if there are too many of such holdings, the contagion process can quickly regain momentum even after it had slowed down.

Our first result, Theorem 2.3, describes the size of the final fraction of defaulted type 1 and type 2 subsidiaries. Its proof is based on a sequential reformulation of the process. This formulation leads to the same final outcome, but instead of exploring the effect of all defaulted...
subsidiaries at once, in each step only the effect of one defaulted subsidiary is considered. It turns out that in this reformulated process, the entire state of the system can be described in the limit \( n \to \infty \) by a system of continuous functions. In the following we introduce these functions and provide some heuristic explanation for the results whose rigorous proof is given in Section 6.

Let \( \psi_i(\lambda) := e^{-\lambda \lambda^i} \) for \( \lambda \geq 0 \) be the probability that a Poisson distributed random variable with parameter \( \lambda \) takes value \( i \). Let further \( \Psi_k(\lambda) = \sum_{j=k}^{\infty} e^{-\lambda \lambda^j} \) for \( \lambda \geq 0 \) be the probability that a Poisson distributed random variable with parameter \( \lambda \) is greater or equal than \( k \). We further define \( \Psi_k(\lambda) = 1 \) for \( k < 0 \). We also define \( \psi_{i,j}(\lambda_1, \lambda_2) := e^{-\lambda_1 \lambda_1^i} e^{-\lambda_2 \lambda_2^j} \) for \( \lambda_1, \lambda_2 \geq 0 \) to be the probability that two independent Poisson distributed random variables \( X \) and \( Y \) with parameter \( \lambda_1 \) and \( \lambda_2 \) respectively, take the values \( i \) and \( j \), i.e. \( P(X = i, Y = j) = \psi_{i,j}(\lambda_1, \lambda_2) \).

Now define the functions \( a_{j,k}(z_1, z_2) \) for \( (j, k) \in D \) by
\[
a_{j,k}(z_1, z_2) = \mathbb{E}[1_{(C_1, C_2) \geq (j, k)}] \psi_{C_1-j, C_2-k}(p_1 z_1, p_2 z_2)],
\]
where the inequality \( (C_1, C_2) \geq (j, k) \) is meant component-wise. In the continuous approximation mentioned above, the two arguments \( z_1 \) and \( z_2 \) describe the current number of defaulted type 1 respectively type 2 subsidiaries whose effect on the system has already been taken into account, divided by \( n \). These get updated in subsequent rounds. For a holding with original subsidiary capitals \( (C_1, C_2) \geq (j, k) \), the probability that due to links from these defaulted institutions, the capital has been reduced from \( (C_1, C_2) \) by \( (C_1-j, C_2-k) \) to \( (j, k) \), is approximately given by \( \psi_{C_1-j, C_2-k}(p_1 z_1, p_2 z_2) \), and thus heuristically \( a_{j,k}(z_1, z_2) \) describes the fraction of holdings that have the capital \( (j, k) \), after a fraction \( z_1 \) (respectively \( z_2 \)) of type 1 (respectively type 2) subsidiaries have defaulted.

With the functions \( \{a_{j,k}\}_{(j,k) \in D} \) defined, we may sum over all those \( (j, k) \) that are in the

---

Figure 3: (a) Illustration for type A holding. (b) illustration for type B holding. Blue filled area is the default region of subsidiary 1, red filled area is the default region of subsidiary 2. The blue and red dotted lines correspond to the boundaries \( \partial D_{A,1} \) and \( \partial D_{A,2} \) for type A (respectively \( \partial D_{B,1} \) and \( \partial D_{B,2} \) for type B.)
default region of subsidiary \( l \) in order to obtain the total fraction of defaulted type \( l \) subsidiaries \( \sum_{(j,k) \in D_{J,l}} a_{j,k}(z_1, z_2) \). The effect of the fraction \( z_1 \) of them on the system has already been considered, and it remains to explore the impact of the rest (if positive), which is given by

\[
f_l(z_1, z_2) := \sum_{(j,k) \in D_{J,l}} a_{j,k}(z_1, z_2) - z_l,
\]

for \( J \in \{ A, B \}, l \in \{ 1, 2 \} \). Recall that to simplify the notation, the dependency on \( J \) of \( f_l(z_1, z_2) \) is implicit.

A calculation based on Figure 3 concludes that

\[
f_A^1(z_1, z_2) = -z_1 + \mathbb{P}((C_1, C_2) \in D_{A,1}) + \mathbb{E}[\mathbf{1} \{ (C_1, C_2) \in D_{A,1} \} \Psi C_1 - x(p_1 z_1)]
\]

\[
+ \mathbb{E} \left[ \sum_{j=(x+1)} \mathbf{1} \{ (C_1, C_2) \in D_{A,1} \} \psi C_1 - j(p_1 z_1) \Psi C_2 + j(p_2 z_2) \right],
\]

and

\[
f_B^1(z_1, z_2) = -z_1 + \mathbb{P}((C_1, C_2) \in D_{B,1}) + \mathbb{E}[\mathbf{1} \{ (C_1, C_2) \in D_{B,1} \} \Psi C_2 - x(p_2 z_2)]
\]

\[
+ \mathbb{E} \left[ \sum_{j=x+1} \mathbf{1} \{ (C_1, C_2) \in D_{A,1} \} \psi C_1 - j(p_1 z_1) \Psi C_2 + j(p_2 z_2) \right].
\]

The corresponding expressions \( f_A^2 \) and \( f_B^2 \) for subsidiary 2 can be derived similarly.

It will turn out that the first joint zero of the functions \( f_1 \) and \( f_2 \) allows us to determine the final number of defaulted type 1 and type 2 subsidiaries. Note that for \( x = 0 \) we get that

\[
f_A^1(z_1, z_2) = f_B^1(z_1, z_2) = \mathbb{P}((C_1, C_2) \in D_1) - z_1 + \mathbb{E}[\mathbf{1} \{ (C_1, C_2) \in D_1 \} \Psi C_1(p_1 z_1)]
\]

is constant in \( z_2 \) and \( f_A^2(z_1, z_2) = f_B^2(z_1, z_2) \) is constant in \( z_1 \) and thus the systems decouple. In this case the functions \( f_1 \) and \( f_2 \) describe contagion processes in two completely separated networks.

Let us also calculate the partial derivatives of \( f_l \) as they appear in the statement of the following theorem. With \( z = (z_1, z_2) \), for \( J \in \{ A, B \}, l, m \in \{ 1, 2 \} \) one obtains that

\[
\frac{\partial f_l}{\partial z_m}(z) = -\delta_{l,m} + p_m \sum_{(j,k) \in \partial D_{J,m}} a_{j,k}(z),
\]

where \( \delta_{i,j} = \mathbf{1}_{\{i=j\}} \). For a vector \( v = (v_1, v_2) \in \mathbb{R}^2 \) we obtain the directional derivatives

\[
D_v f_l(z) = -v_1 p_1 \sum_{(j,k) \in \partial D_{J,1}} a_{j,k}(z) + v_2 p_2 \sum_{(j,k) \in \partial D_{J,2}} a_{j,k}(z).
\]

In the following proposition we collect some more properties of the function \( f_l \) that will be important for the statement and proof of our first main Theorem 2.3.

**Proposition 2.2.** Let \( J \in \{ A, B \} \). The functions \( f_l, l \in \{ 1, 2 \} \) are continuous and:

1. \( f_l(0,0) = \mathbb{P}((C_1, C_2) \in D_{J,l}) \) and thus \((0,0)\) is a joint zero of the functions \( f_1, f_2 \) if and only if \( \mathbb{P}((C_1, C_2) \in D_{J,1} \cup D_{J,2}) = 0 \).

2. \( f_1 \) is increasing in its second argument and \( f_2 \) is increasing in its first argument.

We are now ready to state the first result that allows us to determine the final number
Theorem 2.3. Let \( J \in \{A, B\} \). Consider a sequence of financial systems satisfying Assumption 2.1 and let \( P((C_1, C_2) \in D_{J,1} \cup D_{J,2}) > 0 \). Then there exists a unique smallest (component-wise) positive joint root \( \hat{z} = (\hat{z}_1, \hat{z}_2) \) of the functions \( f_i(z_1, z_2), i \in \{1, 2\} \). Moreover, the following holds for \( i \in \{1, 2\} \):

1. For all \( \epsilon > 0 \), with high probability \( n^{-1} S_{i,2n-1} \geq \hat{z}_i - \epsilon \).
2. If in addition there exists a vector \( v \in \mathbb{R}_+^2 \) such that \( D_v f_1(\hat{z}), D_v f_2(\hat{z}) < 0 \), then
   \[
   n^{-1} S_{i,2n-1} \xrightarrow{P} \hat{z}_i, \quad \text{as } n \to \infty.
   \]

Here \( \xrightarrow{P} \) denotes convergence in probability.

These results are also intuitive. According to (19), the functions \( f_1(z_1, z_2) \) and \( f_2(z_1, z_2) \) quantify in a sequential exploration the fraction of defaulted subsidiaries of types 1 and 2 respectively, that still need to be explored. Therefore, for any \( (z_1, z_2) < (\hat{z}_1, \hat{z}_2) \), there exist defaulted subsidiaries whose effect on the system has not been explored yet, and the first joint zero \( (\hat{z}_1, \hat{z}_2) \) serves as a lower bound on the number of defaulted subsidiaries of type 1 and 2.

The derivative condition 2. in the last theorem is a stability condition on the root. In a 1-dimensional setting it would simply correspond to the derivative not being equal to zero in the root and would ensure that the root is not a saddle point. If this condition does not hold, then a minor modifications of the system (in terms of the specification of \( (C_1, C_2) \)) could change the outcome of the contagion process significantly. In particular the outcome might be influenced by a sub-linear proportion of the holdings/vertices. Knowing the limit \( \lim_{n \to \infty} F_n(x, y) \) (see Assumption 2.1) is then not sufficient to determine the actual outcome of the process.

In this work we do not aim for the greatest possible generality but for a flexible framework that allows to analyze the effect of subsidiaries and holdings in mitigating and propagating contagion effects. The model can be extended in several directions:

- One can consider a model in which the support level \( x \) depends on the holding \( i \). Under a convergence assumption similar to Assumption 2.1 but incorporating the individual support levels \( x_i \), the system can then be described by a random vector \( (C_1, C_2, X) \). The only change would be that in the specification of \( f \) the \( x \) is replaced by the random variable \( X \). In fact we will consider such an example in Section 4.
- We could consider a model in which the holding itself has capital. The support level \( x \) could then depend on this capital. This leads to a more complicated function \( f \) and a more involved exploration process but one still obtains a 2-dimensional fixed-point equation that allows one to determine the final number of defaults.
- One could also consider more subsidiaries. Considering \( M \in \mathbb{N} \) instead of only 2 subsidiaries would lead to an \( M \) dimensional fixed-point equation. We would like to remark however that in some situations a setup with two subsidiaries might work well even for an empirical analysis. Say a bank has \( M > 2 \) subsidiaries but the distress starts only in one subsidiary. As a first approximation, one could then consider the remaining \( M - 1 \) subsidiaries as one entity which supports the distressed subsidiary up to a capital of \( x \).
- More general default regions can be considered, allowing for different ways the distress spreads through the holding. This is possible as long as the default region has certain
natural properties. For example the default of one subsidiary needs to be more likely with the capital of the other subsidiaries decreasing. Shocks to a subsidiary can not improve the situation of the other subsidiary of the same holding.

- The multi-layer random network that we consider is very homogeneous in terms of the degrees of the subsidiaries. In fact, as $n \to \infty$, the degree $D_i^{\pm} \overset{\mathcal{L}}{\to} \text{Poi}(p_i)$. Since the Poisson distribution has very light tails, large degrees are very rare. More heterogeneity in terms of the connection probabilities can lead to larger degree heterogeneity. In order to archive this, one could for example assign four weights $w_{i,1}, w_{i,1}^+, w_{i,2}, w_{i,2}^+$ to each holding $i$, and assume that the probability that subsidiary $l$ of holding $i$ has exposure to subsidiary $l$ of holding $j$ is given by $(w_{i,l}^+ w_{j,l}^+)/n$. Subsidiaries with large weights will then have a larger tendency to have exposures.

- Trading between subsidiaries of different types. While we wanted to focus here sorely on the impact of the coupling through the holding, one could also allow for direct trading between subsidiaries of different types.

3 Resilience

In this section we consider how small infections can propagate through a financial network and amplify to lead to significant damage. For this we start with an a-priory uninfected network, parameterized by $(C_1, C_2)$ with $\mathbb{P}((C_1, C_2) \in D_{(1,1)} \cup D_{(1,2)}) = 0$ and then apply ex-post infections. The ex-post infections will lead to $(\tilde{C}_1, \tilde{C}_2)$, a network with lower capitalized banks, and we determine the spread of contagion in this new network based on the characteristics of $(C_1, C_2)$. This provides a measure of resilience of the system $(C_1, C_2)$ to shocks.

Since our results hold for both, type $A$ and type $B$ holdings, and the proofs are generic, we drop the holding type $J \in \{A, B\}$ in the notation, and since we will work with different financial systems we now include the random variable $(C_1, C_2)$ in the notation of the functions $f_l$ defined in (19) and write $f_l(C_1, C_2; z_1, z_2)$, $l \in \{1, 2\}$. Before we move on, we collect some additional properties of these functions which we need in the following.

**Proposition 3.1.** Let $(C_1, C_2)$ be a configuration for the financial system and let $f_l(C_1, C_2; \cdot)$, $l \in \{1, 2\}$ be its functional. Let further $\Lambda_{n,h}^l(z_1p_1, z_2p_2) := \mathbb{P}((n, h) - (X_1(p_1z_1), X_2(p_2z_2)) \in D_{l,l})$ with $X_1$ and $X_2$ mutually independent Poisson distributed random variables with parameter $p_1z_1$ and $p_2z_2$ respectively. Then,

$$f_l(C_1, C_2; z_1, z_2) = \mathbb{E}[\Lambda_{C_1,C_2}^l(z_1p_1, z_2p_2)] - z_l. \tag{22}$$

Moreover, by the law of total probability

$$f_l(C_1, C_2; z_1, z_2) = \mathbb{P}((C_1, C_2) - (X_1(p_1z_1), X_2(p_2z_2)) \in D_{l,l}) - z_l, \tag{23}$$

with $X_1(p_1z_1)$ and $X_2(p_2z_2)$ mutually independent and independent of $(C_1, C_2)$ Poisson distributed random variables with parameter $p_1z_1$ and $p_2z_2$.

With the help of the previous proposition it becomes clear from the representation of $f_1$, $f_2$ that a larger default region leads to a larger number of defaulted subsidiaries. In particular in the case of type $B$ holdings, a decrease of $x$ leads to fewer infections. Of course this observation can also be made directly from the specification of the process in Section 2, but in order to derive our results in this section the representations provided in Proposition 3.1 will turn out useful.

As a direct consequence of the last proposition we obtain the following two corollaries:
Corollary 3.2. Let \( \{(C^n_1, C^n_2)\}_{n=1}^{\infty} \) be a sequence of random variables on \( D \) that converges weakly to \((C_1, C_2)\). Then \( f(\{C^n_1, C^n_2\}; \cdot) \) and \( D_v f_1(C^n_1, C^n_2; z) \) converge to \( f(C_1, C_2; \cdot) \) and \( D_v f_1(C_1, C_2; z) \), \( l \in \{1, 2\} \) for all \( v \in \mathbb{R}^2 \), uniformly on compacts.

Corollary 3.3. Let \((C_1, C_2)\) and \((\tilde{C}_1, \tilde{C}_2)\) be configurations for the financial system and let \( f_l(C_1, C_2; \cdot) \) respectively \( f_l(\tilde{C}_1, \tilde{C}_2; z_1, z_2) \), \( l \in \{1, 2\} \) be their functional. Then:

1. If \( \mathbb{P}((\tilde{C}_1, \tilde{C}_2) \leq (j, k)) \geq \mathbb{P}((C_1, C_2) \leq (j, k)) \) for all \((j, k) \in D\), that is \((C_1, C_2)\) stochastically dominates \((\tilde{C}_1, \tilde{C}_2)\), then

   \[ f_l(C_1, C_2; z_1, z_2) \leq f_l(\tilde{C}_1, \tilde{C}_2; z_1, z_2) \]

   for all \( z_1, z_2 \geq 0 \).

2. Moreover, denote by \( B_{1,2} \) the set of entrance points to the default region \( D_{1,2} \), that is

   \[
   
   B_{A,1} = \{(j, k) \in D_A | j = x, k \geq -x or j + k = 0, x \leq k \leq -x or j = -x, k \leq x\}, \quad (24)
   
   B_{A,2} = \{(j, k) \in D_A | j = x, j \geq -x or j + k = 0, x \leq j \leq -x or j = -x, j \leq x\}, \quad (25)
   
   B_{B,1} = \{(j, k) \in D_B | j = x, k \geq -x or j + k = 0, 0 \leq k \leq -x or j = 0, 0 \leq k \leq 0\}, \quad (26)
   
   B_{B,2} = \{(j, k) \in D_B | k = x, k \geq -x or j + k = 0, 0 \leq j \leq -x or j = 0, 0 \leq j \leq 0\}. \quad (27)
   
   If in addition there exists \((j, k) \in D_{1,2} \cup B_{1,2} \) such that \( \mathbb{P}((\tilde{C}_1, \tilde{C}_2) \leq (j, k)) > \mathbb{P}((C_1, C_2) \leq (j, k)) \), then

   \[ f_l(C_1, C_2; z_1, z_2) < f_l(\tilde{C}_1, \tilde{C}_2; z_1, z_2) \]

   for all \( z_1, z_2 \geq 0 \).

We now move on to the statement of our main result in this section Theorem 3.4 and first specify what is exactly meant by a shock to the system.

**Specification of financial shock:** Following previous literature on contagion in financial networks [Amini et al. (2016a), Detering et al. (2019, 2021, 2022)] we now consider a network that has a-priori no defaults, meaning \( \mathbb{P}((C_1, C_2) \in D_{1,2} \cup D_{1,2}) = 0 \). We then apply a small shock of size \( \varepsilon \) to the system where \( \varepsilon \) denotes the fraction of holdings affected by the shock. This shock has the effect that the capital of some subsidiaries is changed (i.e. \( \mathbb{P}((\tilde{C}_1, \tilde{C}_2) \neq (C_1, C_2)) = \varepsilon > 0 \)), and we assume that:

1. \( \mathbb{P}((\tilde{C}_1, \tilde{C}_2) \leq (C_1, C_2)) = 1 \) (no one is better off after the shock),

2. \( \mathbb{P}(\tilde{C}_1, \tilde{C}_2) \in D_{1,2} \cup D_{1,2}) > 0 \) (some defaults occur due to the shock).

We call \((\tilde{C}_1, \tilde{C}_2)\) with the above properties the shocked system \((\tilde{C}_1, \tilde{C}_2)\) of \((C_1, C_2)\).

Resilience: We now call a financial system described by \((C_1, C_2)\) resilient if for every given \( \tilde{\varepsilon} > 0 \), there exists \( \varepsilon \) such that for all shocked systems \((\tilde{C}_1, \tilde{C}_2)\) of \((C_1, C_2)\) with \( \mathbb{P}((\tilde{C}_1, \tilde{C}_2) \neq (C_1, C_2)) \leq \varepsilon \), the number of defaulted subsidiaries \( n^{-1}(S_{1,2n-1} + S_{2,2n-1}) \) at the end of the default processes is less than \( \tilde{\varepsilon} \) w.h.p..

If on the contrary, there exists a lower bound \( \Delta \), such that for every shocked system \((\tilde{C}_1, \tilde{C}_2)\) of \((C_1, C_2)\), it holds that \( n^{-1}(S_{1,2n-1} + S_{2,2n-1}) \geq \Delta \) w.h.p., then we call the system non-resilient.

The following theorem gives criteria for resilience and non-resilience based on the derivative at \( 0 \) of the functional of the uninfected network, parametrized by \((C_1, C_2)\).

**Theorem 3.4.** We have the following statement regarding resilience:

1. If there exists a vector \( v \in \mathbb{R}^2_+ \) such that \( D_v f_1(C_1, C_2; 0), D_v f_2(C_1, C_2; 0) < 0 \), then the network is resilient.
2. If there exists a vector $\mathbf{v} \in \mathbb{R}^2_+$ such that $D_v f_1(C_1, C_2; 0), D_v f_2(C_1, C_2; 0) > 0$, then the network is non-resilient.

In particular the conditions 1. and 2. are mutually exclusive.

Let us provide some rough sketch of the proof of Theorem 3.4 which is fully worked out in the Appendix: We know by Proposition 2.2 that for the network without defaults it holds that $f_1(C_1, C_2; 0) = f_2(C_1, C_2; 0) = 0$. If condition 1. holds and there exists a vector $\mathbf{v}$ such that the directional derivative of both functions $f_1(C_1, C_2; \cdot)$ and $f_2(C_1, C_2; \cdot)$ is negative, then this implies that in the direction $\mathbf{v}$ both functions become negative. As long as the shock is small, i.e. $\mathbb{P}((\tilde{C}_1, \tilde{C}_2) \neq (C_1, C_2)) = \varepsilon$ small, we obtain by Corollary 3.2 that $f_1(C_1, C_2; z_1, z_2)$ is close to $f_1(\tilde{C}_1, \tilde{C}_2; z_1, z_2)$ and $D_v f_1(C_1, C_2; z_1, z_2)$ is close to $D_v f_1(\tilde{C}_1, \tilde{C}_2; z_1, z_2)$ for $l \in \{1, 2\}$ and $(z_1, z_2)$ in some compact set. Despite max{$f_1(\tilde{C}_1, \tilde{C}_2; 0), f_2(\tilde{C}_1, \tilde{C}_2; 0)$} > 0 this will imply that for small $\varepsilon$ there exists a small $t_0$ such that $f_l(C_1, C_2; t_0 \mathbf{v}) \leq 0$ for $l \in \{1, 2\}$. The following Lemma 3.5 then shows that $t_0 \mathbf{v}$ serves as an upper bound for the first joint zero of $f_1(\tilde{C}_1, \tilde{C}_2; \cdot)$ and $f_2(\tilde{C}_1, \tilde{C}_2; \cdot)$ which then leads to the conclusion of resilience.

Lemma 3.5. Let $\tilde{z} = (\tilde{z}_1, \tilde{z}_2)$ be such that $(f_1(\tilde{z}), f_2(\tilde{z})) \leq 0$, then it holds that $\tilde{z} \leq \tilde{z}$.

In order to show non-resilience we first observe that condition 2. implies that in the direction $\mathbf{v}$ the functions $f_1(C_1, C_2; \cdot)$ and $f_2(C_1, C_2; \cdot)$ are both becoming positive. By continuity of the derivative this in particular implies that $\min\{f_1(C_1, C_2; t \mathbf{v}), f_2(C_1, C_2; t \mathbf{v})\} > 0$ for all $t \in (0, t_0]$ for some $t_0 > 0$. We can then use Corollary 3.3 to show that also $\min\{f_1(\tilde{C}_1, \tilde{C}_2; t \mathbf{v}), f_2(\tilde{C}_1, \tilde{C}_2; t \mathbf{v})\} > 0$ for all $t \in (0, t_0]$. Then one can use the properties of $f$ derived in Proposition 2.2 to conclude that the smallest fixed-point of $f_1(\tilde{C}_1, \tilde{C}_2; \cdot)$ and $f_2(\tilde{C}_1, \tilde{C}_2; \cdot)$ is bounded by $t_0 \mathbf{v}$. Because the choice of $t_0$ only depends on the specification of $(C_1, C_2)$ and not on the precise specification of $(\tilde{C}_1, \tilde{C}_2)$, this allows us to conclude non-resilience.

In the following we provide some examples that demonstrate the effect that the holding support can have on the resilience/non-resilience of the network.

Example 3.6. Consider a financial network with $\mathbb{P}((C_1, C_2) = (1, 1)) = 1$ and $p_i > 1$ for $i \in \{1, 2\}$. This represents a financial system with low overall capitalization. We assume that the holdings are of type A. We first consider the decoupled system $x = 0$. For this we obtain

\[
D_v f_1(z) = -v_1 + v_1 p_1 \sum_{k \leq 1} a_{1,k}(z) = -v_1 + v_1 p_1 \sum_{k \geq 0} \psi_{0,k}(p_1 z_1, p_2 z_2) = -v_1 + v_1 p_1 e^{-z_1 p_1}
\]
\[
D_v f_2(z) = -v_2 + v_2 p_2 \sum_{k \leq 1} a_{2,k}(z) = -v_2 + v_2 p_2 \sum_{k \geq 0} \psi_{0,k}(p_1 z_1, p_2 z_2) = -v_2 + v_2 p_2 e^{-z_2 p_2}
\]

and therefore $D_v f_l(0) = -v_1 + v_1 p_1$ for $l \in \{1, 2\}$, which is positive for any $(v_1, v_2) > 0$ and the system is therefore non-resilient. This is as expected, because the systems are decoupled ($x = 0$) and the propagation of distress in one system is not influenced by the other system. It is well known (see for example [Hofstad, 2010]) that each system $l \in \{1, 2\}$ separately forms a giant component for $p_l > 1$. The capital of each subsidiary equals 1 ($C_l = 1$) and the subsidiary defaults as soon as one of their debtors default. This implies that the default of one subsidiary in the giant component triggers the default of all subsidiaries in the giant component.

We now look at the coupled case $x \leq -1$ and note that because of the capital structure of the uninformed network, the area of the default region that can actually be reached does not depend on $x$ for $x \leq -1$. It is therefore sufficient to consider $x = -1$. We observe that

\[
D_v f_1(z) = -v_1 + v_1 p_1 (a_{0,1}(z) + a_{1,0}(z)) + v_2 p_2 (a_{0,1}(z) + a_{1,0}(z))
\]
Example 3.7. We consider now a network with $\mathbb{P}((C_1, C_2) = (1, 0)) = 1$, which means that for all banks their subsidiary 1 would be in default if it was not supported by the holding through the other subsidiary. We assume that the holdings are of type $A$. This means that the financial network is clearly more prone to contagion than the one considered in Example 3.6. Again, we only need to consider the case $x = -1$. Then

$$D_{v}f_1(z) = -v_1 + v_1 p_1 a_{0,1}(z) + v_2 p_2 a_{0,1}(z)$$

with

$$a_{0,1}(z_1, z_2) = \psi_{0,0}(p_1 z_1, p_2 z_2) = e^{-p_1 z_1} e^{-p_2 z_2}.$$

Then, we obtain that

$$D_{(1/2,1/2)}f_1(0) = 1/2(p_1 - 1) + 1/2p_2$$

which is ($>0$) for $p_1 + p_2 > 1$ and ($<0$) for $p_1 + p_2 < 1$. It follows that the system is resilient for $p_1 + p_2 < 1$ and non-resilient for $p_1 + p_2 > 1$. Note that in this example it is clear from the discussion about the giant component that for $p_1, p_2 > 1$ the system must be non-resilient because one link from a defaulted subsidiary leads automatically to the default of both subsidiaries of the same holding. Because for $p_1, p_2 > 1$ each subsidiary network has its own giant component, it is clear that this network is more prone to large cascades than two separated networks with the same connection probability. For $2 > p_1 + p_2 > 1$ and $p_1 < 1$ the coupling has than actually a negative effect for the type 1 subsidiaries network. The effect of connecting to the under-capitalized type 2 subsidiaries network is the same as adding additional second edges (loans) between the type 1 subsidiaries with probability $p_2$. Subsidiary 1 inherits the exposures of subsidiary 2. Due to these additional edges, the network becomes non-resilient. It is not surprising that the additional edges have the same effect as increasing the connection probability, because for two nodes $i$ and $j$, the probability of having neither an edge between the type 1 subsidiaries nor between the type 2 subsidiaries is given by $1 - (p_1 + p_2)/n + (p_1 p_2)/n^2$ where the term $(p_1 p_2)/n^2$ becomes negligible for large $n$. 

\begin{align*}
    a_{0,1}(z_1, z_2) &= \psi_{0,0}(p_1 z_1, p_2 z_2) = e^{-p_1 z_1} e^{-p_2 z_2}, \\
    a_{1,0}(z_1, z_2) &= \psi_{0,0}(p_1 z_1, p_2 z_2) = e^{-p_1 z_1} e^{-p_2 z_2}.
\end{align*}

and thus $a_{0,1}(0) = a_{1,0}(0) = 0$. It follows that $D_{v}f_1(0) < (0, 0)$ for any $v = (v_1, v_2) > (0, 0)$. The system is therefore resilient. The fact that the system is resilient for $x = -1$ might be surprising at first for the following reason. If a subsidiary defaults, then the default of the holding’s other subsidiary is triggered immediately as well. This is because when the default happens the holdings capital is 0. From this perspective the coupling can lead to many additional defaults as a result of a defaulted subsidiary. On the other hand however, it allows to contain second order effects as healthy holdings with both subsidiaries having capital equal to 1 require a total of 2 links to defaulted subsidiaries in order to trigger the default of one and then automatically both subsidiaries. This example shows that it can be beneficial from a regulator perspective if entities form support groups. Although the distress of one member of the group can then pull down all the others in that group, the formation of support groups leads to a more resilient system if the shock is small.
4 Case Study

We now study the contagion process for a number of different system configurations and illustrate a few intuitive findings. This complements the examples given in the previous section which could be studied fully analytically. For different system configurations we determine the optimal support level. We wish to highlight that the optimal support level is viewed from the point of a (benevolent) regulator, who wishes to stabilize the financial system (by some measure), by imposing rules on the financial entities to support their own subsidiaries. These support actions may not be optimal from the point of view of an individual agent, and may not be a Nash equilibrium.

We assume that all subsidiaries of type 1 have capital $r_1$ except for an $\varepsilon_1$ share which has capital $x$ and thus defaults. Similarly, all type 2 subsidiaries have capital equal to $r_2$ except for an $\varepsilon_2$ share that has capital $x$ and thus defaults. Assuming that the defaulted subsidiaries of type 1 are chosen independently of those of type 2, this of course implies that $(C_1, C_2)$ is such that $\mathbb{P}(C_1 = x) = \varepsilon_1 = 1 - \mathbb{P}(C_2 = r_1)$ for $l \in \{1, 2\}$ and $C_1$ and $C_2$ independent. Then we obtain that

$$f_A^1(z_1, z_2) = \varepsilon_1 - z_1 + (1 - \varepsilon_1)\Psi_{r_1-x}(p_1 z_1)$$

$$+ (1 - \varepsilon_1) \left( (1 - \varepsilon_2) \sum_{j=x+1}^{x-1} \psi_{r_1+j}(p_1 z_1) \Psi_{\max\{r_2-j,0\}}(p_2 z_2) \right)$$

$$+ \varepsilon_2 \sum_{j=x}^{x-1} \psi_{r_1+j}(p_1 z_1) ,$$

and

$$f_B^1(z_1, z_2) = \varepsilon_1 - z_1 + (1 - \varepsilon_1)\Psi_{r_1-x}(p_1 z_1)$$

$$+ (1 - \varepsilon_1) \left( (1 - \varepsilon_2) \sum_{j=1}^{x-1} \psi_{r_1+j}(p_1 z_1) \Psi_{\max\{r_2-j,0\}}(p_2 z_2) \right)$$

$$+ \varepsilon_2 \sum_{j=0}^{x-1} \psi_{r_1+j}(p_1 z_1) .$$

The functions $f_A^2$ and $f_B^2$ are simply derived by exchanging the role of $p_1, z_1, r_1$ and $p_2, z_2, r_2$. Observe that for holdings of type $A$ and for $-x \geq r_1$ respectively $-x \geq r_2$ our specification implies that the default of one subsidiary triggers immediately the default of the other subsidiary of the same holding.

In our first example we choose the parameters $r_1 = 5$ and $r_2 = 9$ and $p_1 = p_2 = 14$, so that both layers in the networks are equally connected. We assume that in both subnetworks 15% of the subsidiaries are defaulted, i.e. $\varepsilon_1 = \varepsilon_2 = 0.15$. We consider a holding type $A$. The only difference between the networks of subsidiaries of types 1 and 2 is the capitalization. The network of subsidiaries of type 2 is better capitalized. Also note that for $x \leq -5$, each default of subsidiary 2 immediately triggers the default of subsidiary 1 of the same holding, which implies that in this case the actual fraction of initially defaulted type 1 subsidiaries is equal to $0.15 + 0.85 \cdot 0.15 = 0.2775$. The same holds for the type 2 subsidiaries if $-x \leq 9$. For $-x$ ranging from 0 to 9 we determine the first joint zero $(\hat{z}_1, \hat{z}_2)$ of the functions $f_A^1$ and $f_A^2$ which gives us the final number of defaulted type 1 and type 2 subsidiaries according to Theorem 2.3.
Figure 4: Graph with defaults of: subsidiaries of type 1 (orange squares), subsidiaries of type 2 (green rhombuses), total defaults (blue circles), as a function of support level $x$. The network parameters are: Holding of type A, $r_1 = 5$, $r_2 = 9$, $p_1 = 14$, $p_2 = 14$, $\epsilon_1 = \epsilon_2 = 15\%$.

The results are displayed in Figure 4. This is a typical example where the number of defaults in both subsidiaries first decreases, reaches a minimum and then increases as $(-x)$ increases. While at first, this may seem counter intuitive, as more support, should mean less defaults, recall that if a holding supports its distressed subsidiary (in case of type A), then the holdings of the other subsidiary takes a hit of up to $-x$. With this in mind it is not surprising that large $-x$ may cause more type 2 subsidiaries to default.

For $x = 0$ the systems are decoupled. We observe that in this case, as a result of strong contagion, almost all type 1 subsidiaries default. This is due to the relatively low capital in the network and the relatively strong connectivity. The contagion is very much driven by higher order effects. This can be seen by calculating the probability that a subsidiary that has not initially defaulted, defaults as a result of edges to initially defaulted subsidiaries. This probability is equal to the probability that a Poisson distributed random variable with parameter $14 \cdot 0.15$ is at least 5, and calculates as $\approx 6.21\%$ which thus accounts only for a very low share of the final defaults. Subsidiary network 2 is different. Due to the larger capital $r_2 = 9$ almost no contagion takes place. This is not surprising because the probability that a subsidiary, which has not defaulted initially, defaults as the result of edges from initially defaulted subsidiaries, is very low. It is equal to the probability that a Poisson distributed random variable with parameter $14 \cdot 0.15$ is larger than 9. This probability is less than 0.04%.

With support level $x < 0$, the contagion in the network of subsidiaries of type 1 can be significantly contained. In fact, we see that with a support level of $x = -3$, the fraction of defaulted type 1 subsidiaries is reduced to $\approx 33.5\%$ without significantly increasing the number of defaulted type 2 subsidiaries. As a result also the total number of defaulted subsidiaries (type 1 together with type 2) is reduced. The lowest fraction of all the defaults is obtained for $x = -5$.

With greater support, however, the subsidiaries of the type 2 get weakened substantially up to the point where more of them default. These defaults then channel back into the network of subsidiaries of type 1 and so forth. For $x = -8$ this leads to almost all subsidiaries defaulting.

In comparison we now consider a network in which we change the connection probability $p_2$ to 4 while keeping all other parameters unchanged. The results are shown in Figure 5. Due to the lower overall connectivity in the network of subsidiaries of type 2, the weakening of the type 2 subsidiaries, as a result of their support for the type 1 counterparts, has much less effect, because defaults do not amplify. In particular we do not see the feedback effects in between the two layers that we saw in the previous example. While for strong support ($x = -8$ and...
$x = -9$), the fraction of defaulted type 2 subsidiaries has increased from 0.150 to 0.209 and 0.278, this increase does not trigger new default rounds in the network of subsidiaries of type 1. Observe that for both examples for $x = -9$, the number of defaulted type 1 and type 2 subsidiaries equal. In fact, because a subsidiary supports the holdings other subsidiary up to the point where it defaults itself, for $x = -9$, the subsidiaries always default together.

![Graph with defaults of subsidiaries of type 1 (orange squares), subsidiaries of type 2 (green rhombuses), total defaults (blue circles), as a function of support level $x$. The network parameters are: Holding of type A, $r_1 = 5$, $r_2 = 9$, $p_1 = 14$, $p_2 = 4$, $\epsilon_1 = \epsilon_2 = 15\%$.](image1)

Figure 5: Graph with defaults of: subsidiaries of type 1 (orange squares), subsidiaries of type 2 (green rhombuses), total defaults (blue circles), as a function of support level $x$. The network parameters are: Holding of type A, $r_1 = 5$, $r_2 = 9$, $p_1 = 14$, $p_2 = 4$, $\epsilon_1 = \epsilon_2 = 15\%$.

Clearly a decrease in the initial shock $\epsilon_1$ decreases the number of subsidiaries that default (Figure 6). It also should be noted that at a low level of support, and with a low degree of connectivity there is very little influence on the defaults in the more capitalized subnetwork as the holding support increases.

![Graph with defaults of subsidiaries of type 1 (orange squares), subsidiaries of type 2 (green rhombuses), total defaults (blue circles), as a function of support level $x$. The network parameters are: Holding of type A, $r_1 = 5$, $r_2 = 9$, $p_1 = 14$, $p_2 = 14$, $\epsilon_1 = 10\%$, $\epsilon_2 = 15\%$.](image2)

Figure 6: Graph with defaults of: subsidiaries of type 1 (orange squares), subsidiaries of type 2 (green rhombuses), total defaults (blue circles), as a function of support level $x$. The network parameters are: Holding of type A, $r_1 = 5$, $r_2 = 9$, $p_1 = 14$, $p_2 = 14$, $\epsilon_1 = 10\%$, $\epsilon_2 = 15\%$.

We also illustrate that this holding structure can be a stabilizing force which ensures resilience in the sense of Section 3. We consider the case from Example 3.7, with a holding with two (identical) subsidiaries $r_1 = 1 = r_2$, $p_1 = 1.5 = p_2$, and with a small initial shock: $\epsilon_1 = 1\% = \epsilon_2$. Without the holding with the two networks of subsidiaries separated, there is a cluster of defaults (approximately 0.5936), as a result of the propagation of the initial (small)
shock. Whereas, once the holding is added, and the support is non-zero \((x = -1)\), the defaults decrease to 0.01051.

We also investigate the optimal distribution of wealth between the two subsidiaries assuming the wealth of the holding is fixed. Using the same parameters as before, namely \(p_1 = 14\), \(p_2 = 4\), and \(\varepsilon_1 = \varepsilon_2 = 0.15\). Assume also that the wealth of each holding is 14. The results are illustrated in Figure 7. Not surprisingly, we see that the minimum of total defaults is achieved when the distribution of wealth is close to equal, specifically, \(r_1 = 8\), \(r_2 = 6\). Intuitively, the reason for this inequality is that subsidiaries of type 1 are more connected, so should be capitalized a little more than subsidiaries of type 2 so as to minimize the number of defaults in both networks of subsidiaries.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure7.png}
\caption{Graph with defaults of: subsidiaries of type 1 (orange squares), subsidiaries of type 2 (green rhombuses), total defaults (blue circles) as a function of the capital \(r_1\) of the subsidiaries of type 1. The network parameters are: Holding of type \(A\), \(r_2 = 14 - r_1\), \(x = -3\), \(p_1 = 14\), \(p_2 = 4\), \(\varepsilon_1 = \varepsilon_2 = 15\%\).}
\end{figure}

As mentioned above, our setting is very homogeneous. It turns out that (at least in some cases), if banks deviate from the homogeneous support level \(x\), this makes the system worse for everybody. Consider the case when \(C_1 = 5\), \(C_2 = 9\), \(\varepsilon_1 = 10\%\), \(\varepsilon_2 = 15\%\), \(p_1 = p_2 = 14\). The results are shown in Figure 8. In this case, the optimal support level is \(x = -1\), as it minimizes the number of defaulted subsidiaries of both types (11.61\% of subsidiaries of type 1 and 15.02\% of type 2), and therefore the total number of defaulted subsidiaries. However, even when only a small percentage of holdings deviates from this convention, this results in a very different outcome. We assume that 1\% of the holdings chose to not support their subsidiaries at all, i.e. they set their support level to zero. The remaining 99\% of the holdings cooperate, and support their subsidiaries up to a level of \(x\). Figure 9 illustrates the results. Not surprisingly for \(x = -1\), the number of defaults increases compared to the situation where all holdings support up to \(x = -1\). The optimal level of support for the 99\% of holdings increases now to \(x = -2\). However, even at that level, 15.59\% subsidiaries of type 1 and 15.06\% subsidiaries of type 2 still default. This is a strictly worse outcome, when comparing to the original case when all the holdings support their subsidiaries to the level of \(x = -1\).

As a last example we consider again our original setting with \(r_1 = 5\), \(r_2 = 9\), \(p_1 = p_2 = 14\) and \(\varepsilon_1 = \varepsilon_2 = 15\%\), but now with a holding structure \(B\). For this holding structure the support for one subsidiary has no negative effect on the other subsidiary of the same holding. As we mentioned previously, the support can be thought of as a loan that is taken against the positive capital of the holdings solvent subsidiary. The external lender is thus faced with the risk of both subsidiaries defaulting at the end. This external lender is not part of the network. As expected, we therefore see a significant reduction of the number of defaulted subsidiaries with
Figure 8: Graph with defaults of: subsidiaries of type 1 (orange squares), subsidiaries of type 2 (green rhombuses), total defaults (blue circles), as a function of support level $x$. The network parameters are: Holding of type A, $r_1 = 5$, $r_2 = 9$, $p_1 = 14$, $p_2 = 14$, $\epsilon_1 = 10\%$, $\epsilon_2 = 15\%$, and all holdings support their subsidiaries at the same level of support $x$.

Figure 9: Graph with defaults of: subsidiaries of type 1 (orange squares), subsidiaries of type 2 (green rhombuses), total defaults (blue circles), as a function of support level $x$. The network parameters are: Holding of type A, $r_1 = 5$, $r_2 = 9$, $p_1 = 14$, $p_2 = 14$, $\epsilon_1 = 10\%$, $\epsilon_2 = 15\%$, and 99\% of holdings support their subsidiaries at the same level of support $x$, whereas the other 1\% of holdings offer no support at all.
stronger holding support and the maximal holding support \( x = -9 \) leads to the fewest defaults. This is illustrated in Figure 10.

![Figure 10: Graph with defaults of: subsidiaries of type 1 (orange squares), subsidiaries of type 2 (green rhombuses), total defaults (blue circles), as a function of support level \( x \). The network parameters are: Holding of type B, \( r_1 = 5 \), \( r_2 = 9 \), \( p_1 = 14 \), \( p_2 = 14 \), \( \epsilon_1 = \epsilon_2 = 15\% \).](image)

5 Conclusion

We proposed a simple model for a financial network of bank holdings with subsidiaries. This model allows us to study the role that the holding structure and the holding’s support for troubled subsidiaries has on the propagation of contagion in a financial system. We observe that when (financial) firms are grouped into holdings this can have both, positive and negative effects. The support of a holding for a subsidiary in distress can mitigate or defer defaults and thus increase financial stability. However, in low capitalized systems, it can also amplify contagion as distress can reach previously healthy parts of the system. We show this phenomena in two ways: with a numerical case study that uses our theoretical results about the final default fraction, and analytically, based on a notion of resilience which allows us to investigate the spread of small initial shocks. We also determine the optimal support level from a regulator perspective. We stress that this is a simple model, which allows for many interesting generalizations as discussed at the end of Section 2, including more subsidiaries, more heterogeneous degrees, or holdings that have additional capital.

6 Proofs

All the proofs in this section are generic for \( J \in \{A, B\} \) therefore we continue to omit \( J \) from the notation.

**Proof of Proposition 2.2.** Continuity follows by continuity of the functions \( \psi_k(\lambda) \) and \( \Psi_k(\lambda) \) and dominated convergence.

For part 1. recall that \( f_l(0, 0) = \sum_{(j,k) \in D_{J,l}} a_{j,k}(0, 0) \) with \( a_{j,k}(0, 0) \geq 0 \). Since \( \psi_{i,j}(0, 0) = 0 \) if \( i \) or \( j \) is larger than 0, it follows that \( a_{j,k}(0, 0) = \mathbb{E}[\mathbb{1}_{(C_1, C_2) = (j,k)}] = \mathbb{P}((C_1, C_2) = (j,k)) \) and thus \( f_l(0, 0) = \sum_{(j,k) \in D_{J,l}} \mathbb{P}((C_1, C_2) = (j,k)) = \mathbb{P}((C_1, C_2) \in D_{J,l}) \).

Part 2. follows from (20), and the fact that \( a_{j,k} \geq 0 \).
Proof of Theorem 2.3. First observe that by Proposition 2.2 the function \( f_1 \) is increasing in its second argument while \( f_2 \) is increasing in its first argument. Moreover, \( f_1(z_1, z_2) \leq 0 \) for \( z_1 \geq 1 \) and \( f_2(z_1, z_2) \leq 0 \) for \( z_2 \geq 1 \), since \( \sum_{(j,k) \in \mathcal{D}_J} a_{j,k}(z_1, z_2) \leq 1 \). These properties allow to apply the proof of Lemma 3.2. in Detering et al. (2020) without any changes and we can conclude that a component-wise smallest joint root \( \hat{z} = (\hat{z}_1, \hat{z}_2) \) exists.

As mentioned above, instead of directly considering the contagion process based on rounds as described in (1), we explore the set \( S_{1,2n-1} \) by sequentially quantifying the effect of a defaulted subsidiary on the rest of the system. So, in each step \( t \in \mathbb{N} \) we only expose the effect of one (yet unexposed) defaulted subsidiary. Such a sequential reformulation is standard in the literature and was first used for exploration of the giant component (see Hofstad (2016) for instance) and later used for bootstrap percolation and financial contagion (see Janson et al. (2012); Amini et al. (2016a); Detering et al. (2019)). The situation here, however, is conceptually more complicated because of the complexity of the contagion process and we therefore describe it in some detail. First note that whenever a subsidiary reaches the capital \( x \) we know for sure that it has defaulted, independent of the second subsidiary’s financial situation. Therefore, there is no need to reduce the capital of such a subsidiary further in case it receives additional links from defaulted subsidiaries. This implies that each holding only takes on a finite number of relevant states.

During the exploration process we keep track of several quantities:

- The sets \( \tilde{C}_{j,k}(t) \) for \( (j,k) \in \mathcal{D} \) consisting of those holdings \( i \in [n] \) with capital \( c_{i,1} \) of subsidiary 1 being equal to \( j \) and capital \( c_{i,2} \) of subsidiary 2 being equal to \( k \) at step \( t \in \mathbb{N} \).
  At the beginning of the process \( (t = 0) \) we set \( \tilde{C}_{j,k}(0) := \{i \in [n] | (c_{i,1}, c_{i,2}) = (j,k) \} \) for all \( j,k \in \mathcal{D} \).
- The sets \( U_l(t), l \in \{1,2\} \) of unexplored, defaulted type \( l \) subsidiaries. At the beginning of the process we have \( U_l(0) \subset [n_l] \) defined by: \( i_l \in U_l(0) \) if and only if \( (c_{i,1}, c_{i,2}) \in \mathcal{D}_{J,l} \). So, \( U_l(0) \) contains those subsidiaries of type \( l \in \{1,2\} \) which are in default at the beginning of the process.
- The number \( n_1(t) \) and \( n_2(t) \) of already explored type 1 and type 2 subsidiaries. We set \( n_1(0) = n_2(0) = 0 \).

We now describe one step \( t \in \mathbb{N} \) of this exploration process: At the very beginning of the step we choose uniformly a defaulted subsidiary from \( U_1(t) \cup U_2(t) \). We denote this subsidiary by \( S \). We then draw the links from \( S \) to all the holdings in the sets \( \tilde{C}_{j,k}(t) \). We then update these sets as follows. If in step \( t \) we selected subsidiary \( l \in \{1,2\} \) of holding \( i \in \tilde{C}_{j,k}(t) \) and it receives a link from \( S \), then \( i \) will be moved into \( \tilde{C}_{j-1,k}(t+1) \) unless \( j = x \) in which case it will just remain in its current set \( (i \in \tilde{C}_{j,k}(t+1)) \). During this exploration, some subsidiaries might move into their default region. If this happens and subsidiary 1 or 2 defaults, we generate a copy of it and place it into the set \( U_1(t) \), respectively \( U_2(t) \). At the end of the step, if the selected subsidiary was in \( U_1(t) \) we set \( n_1(t) = n_1(t-1) + 1 \) and \( n_2(t) = n_2(t-1) \), and we remove the subsidiary from the set of defaulted unexplored subsidiaries (i.e. we set \( U_1(t+1) = U_1(t) \setminus \{S\} \)). If the selected subsidiary was from \( U_2(t) \), then we set \( n_2(t) = n_2(t-1) + 1 \) and \( n_1(t) = n_1(t-1) \) and remove the subsidiary \( (U_2(t+1) = U_2(t) \setminus \{S\}) \). Note that elements in \( U_1(t) \) and \( U_2(t) \) are distinguishable. The process ends at \( \hat{t} = \min \{t \in \mathbb{N} | U_1(t) \cup U_2(t) = \emptyset \} \) and \( \hat{t} \) corresponds to the total number of defaulted subsidiaries. Moreover, \( \hat{t} = n_1(\hat{t}) + n_2(\hat{t}) \), because in each step we have exactly explored one subsidiary. Note that the procedure is such that the capital of some subsidiaries is still being updated although they have already defaulted (and possibly have been explored) but this updating has no effect. This happens if a subsidiary defaults with more capital than \( x \).
We start with proving the first statement of the theorem, the lower bound for $n^{-1}S_{1,2n-1}$ based on this sequential exploration. Let $u_1(t) = |U_1(t)|$ and $u_2(t) = |U_2(t)|$ and $\tilde{c}_{j,k}(t) = |C_{j,k}(t)|$ and let $h(t)$ describe the entire system, i.e. 

$$h(t) = (u_1(t), u_2(t), n_1(t), n_2(t), \tilde{c}_{j,k}(t)_{(j,k) \in D}).$$

We would like to stress that the the vector $h(t) = (u_1(t), u_2(t), n_1(t), n_2(t), \tilde{c}_{j,k}(t)_{(j,k) \in D'})$ is a random vector and that we have chosen the lower case letters in order to distinguish from the random sets $U_1(t), U_2(t)$, and the $C_{j,k}(t)$ for $(j,k) \in D$.

With probability $u_1(t)/(u_1(t) + u_2(t))$ in step $t$ subsidiary 1 is selected that leads to a reduction of the number of vertices in $U_1(t)$ by 1. On the other hand, each subsidiary in $D_{j,1}$ receives an edge from the selected subsidiary with probability $p_1/n$ and thus defaults and is added to $U_1(t+1)$. Similar, if subsidiary 2 is selected, which happens with probability $u_2(t)/(u_1(t) + u_2(t))$, then each subsidiary in $D_{j,2}$ receives an edge from this subsidiary with probability $p_2/n$, defaults and is added to $U_1(t+1)$. These considerations lead to

$$\mathbb{E}[u_1(t+1) - u_1(t)|h(t)]$$

$$= \frac{u_1(t)}{u_1(t) + u_2(t)} \left( -1 + \sum_{(j,k) \in D_{j,1}} \frac{p_1}{n} \tilde{c}_{j,k}(t) \right) + \frac{u_2(t)}{u_1(t) + u_2(t)} \left( \sum_{(j,k) \in D_{j,2}} \frac{p_2}{n} \tilde{c}_{j,k}(t) \right)$$

for $t \leq \hat{t}$ with

$$g_1(\nu_1, \nu_2, \{\gamma_{l,m}\}_{m,n}) := \frac{\nu_1}{\nu_1 + \nu_2} \left( -1 + \sum_{(j,k) \in D_{j,1}} p_1 \gamma_{j,k} \right) + \frac{\nu_2}{\nu_1 + \nu_2} \left( \sum_{(j,k) \in D_{j,2}} p_2 \gamma_{j,k} \right)$$

and similarly for $u_2(t)$. Moreover, a similar combinatorial argument yields that

$$\mathbb{E}[\tilde{c}_{k,j}(t+1) - \tilde{c}_{k,j}(t)|h(t)]$$

$$= \frac{u_1(t)}{u_1(t) + u_2(t)} \left( \frac{p_1}{n} (\tilde{c}_{k+1,j}(t)_{1 \{k+1 \leq R\}} - \tilde{c}_{k,j}(t)_{1 \{k \leq x\}}) \right) + \frac{u_2(t)}{u_1(t) + u_2(t)} \left( \frac{p_2}{n} (\tilde{c}_{k,j+1}(t)_{1 \{j+1 \leq R\}} - \tilde{c}_{k,j}(t)_{1 \{j \leq x\}}) \right)$$

$$= \frac{u_1(t) / n}{u_1(t) / n + u_2(t) / n} p_1 \left( (\tilde{c}_{k+1,j}(t) / n)_{1 \{k+1 \leq R\}} - (\tilde{c}_{k,j}(t) / n)_{1 \{k \leq x\}} \right) + \frac{u_2(t) / n}{u_1(t) / n + u_2(t) / n} p_2 \left( (\tilde{c}_{k,j+1}(t) / n)_{1 \{j+1 \leq R\}} - (\tilde{c}_{k,j}(t) / n)_{1 \{j \leq x\}} \right)$$

$$= g_{k,j}(u_1(t)/n, u_2(t)/n, \{\tilde{c}_{l,m}(t)/n\}_{m,n})$$

with

$$g_{k,j}(\nu_1, \nu_2, \{\gamma_{l,m}\}_{m,n}) := \frac{\nu_1}{\nu_1 + \nu_2} p_1 \left( \gamma_{k+1,j} 1_{\{k+1 \leq R\}} - \gamma_{k,j} 1_{\{k \leq x\}} \right)$$

$$+ \frac{\nu_2}{\nu_1 + \nu_2} p_2 \left( \gamma_{k,j+1} 1_{\{j+1 \leq R\}} - \gamma_{k,j} 1_{\{j \leq x\}} \right)$$
for \((j,k) \in D\). And finally
\[
\mathbb{E}[n_l(t + 1) - n_l(t)|h(t)] = \frac{u_l(t)}{u_1(t) + u_2(t)} = q_l(u_1(t)/n, u_2(t)/n)
\] (35)
with \(q_l(\nu_1, \nu_2) = \frac{\nu_l}{\nu_1 + \nu_2}\) for \(l \in \{1, 2\} \).

While the above calculated differences are random and very much depend on the degree of the chosen subsidiary in each step, it turns out that the sum of a few successive steps becomes concentrated at the mean and can be described by a vector valued continuous function. For this consider therefore the vector valued function \((\nu_1, \nu_2; \{\gamma_{j,k}\}_{(j,k) \in D}, \beta_1, \beta_2)\) defined by the system of differential equations:
\[
\frac{d\nu_l(\tau)}{d\tau} = g_l(\nu_1(\tau), \nu_2(\tau), \{\gamma_{j,k}(\tau)\}_{(j,k) \in D}), \quad \nu_l(0) = \mathbb{P}((C_1, C_2) \in D_{j,l}), \quad l \in \{1, 2\},
\] (36)
\[
\frac{d\gamma_{j,k}(\tau)}{d\tau} = g_{j,k}(\nu_1(\tau), \nu_2(\tau), \{\gamma_{j,k}(\tau)\}_{(j,k) \in D}), \quad \gamma_{j,k}(0) = \mathbb{P}(C_1 = k, C_2 = j), \quad (k,j) \in D,
\] (37)
\[
\frac{d\beta_l(\tau)}{d\tau} = q_l(\nu_1(\tau), \nu_2(\tau)), \quad \beta_l(0) = 0, l \in \{1, 2\}.
\] (38)

Now note that the functions \(g_1, g_2; \{g_{j,k}\}_{(j,k) \in D^*}, q_1, q_2\) fulfill a Lipchitz condition on the domain
\[
D_{\delta_0, \delta_1} = \{(\tau, \nu_1, \nu_2, \{\gamma_{j,k}\}_{(j,k) \in D}) \in \mathbb{R}^{5+|D|} \mid -\delta_0 < \tau < 2,
\]
\[
-\delta_0 < \gamma_{j,k} < 2,
\]
\[
-\delta_0 < \nu_1, \nu_2 < 2,
\]
\[
\delta_1 < \nu_1 + \nu_2\},
\] (39)
for any \(\delta_0, \delta_1 > 0\) as can easily be seen by calculating the partial derivatives and observing that they are bounded. This implies existence of a solution to the system (36) and (37). Since the solution exists on \(D_{\delta_0, \delta_1}\) for any positive \(\delta_1\), we can of course extend the solution to \(D_{\delta_0, 0}\).

The next step of the proof is to solve the system described by (36) and (37). In order to do so, define the following implicitly given functions
\[
h_1(\tau) = \frac{\nu_1(\tau)}{\nu_1(\tau) + \nu_2(\tau)}, \quad h_2(\tau) = \frac{\nu_2(\tau)}{\nu_1(\tau) + \nu_2(\tau)}
\] (40)
\[
\beta_1(\tau) = \int_0^\tau h_1(s)ds, \quad \beta_2(\tau) = \int_0^\tau h_2(s)ds,
\] (41)
defined on \(D_{\delta_0, 0}\). Note that \(h_1(\tau) + h_2(\tau) = 1\) and thus \(\beta_1(\tau) + \beta_2(\tau) = \tau\). The equation for \(\gamma_{R,R}(\tau)\) is a simple linear equation solved by
\[
\gamma_{R,R}(\tau) = \gamma_{R,R}(0)e^{-p_1H_1(\tau)}e^{-p_2H_2(\tau)} = \gamma_{R,R}(0)\psi_0(p_1H_1(\tau))\psi_0(p_2H_2(\tau)).
\] (42)

Note that \(\gamma_{R,R}(\tau)\) is a constant term multiplied by the probability that two independent Poisson distributed random variables with parameters \(p_1H_1(\tau)\) and \(p_2H_2(\tau)\) are zero. This allows to
guess that for \((j, k) \in D\),
\[
\gamma_{j,k}(\tau) = \sum_{j \leq l_1 \leq R \atop k \leq l_2 \leq R} \gamma_{l_1,l_2}(0) \left( \psi_{l_1-j}(p_1 H_1(\tau)) \mathbf{1}_{\{j \geq 1\}} + \Psi_{l_1-j}(p_1 H_1(\tau)) \mathbf{1}_{\{j = 1\}} \right) \cdot \left( \psi_{l_2-k}(p_2 H_2(\tau)) \mathbf{1}_{\{k \geq 1\}} + \Psi_{l_2-k}(p_2 H_2(\tau)) \mathbf{1}_{\{k = 1\}} \right).
\]
(43)

To see that above expression does in fact satisfy (37), first note that
\[
\frac{\partial}{\partial \lambda} \psi_k(\lambda) = -e^{-\lambda} \frac{\lambda^k}{k!} + e^{-\lambda} \frac{\lambda^{k-1}}{(k-1)!} \mathbf{1}_{\{k \geq 1\}} = \psi_{k-1}(\lambda) \mathbf{1}_{\{k \geq 1\}} - \psi_k(\lambda)
\]
and
\[
\frac{\partial}{\partial \lambda} \Psi_k(\lambda) = e^{-\lambda} \frac{\lambda^{k-1}}{k-1!} = \psi_{k-1}(\lambda) \mathbf{1}_{\{k \geq 1\}}.
\]

Then for \(j, k \notin \{x, R\}\) we get from (43) that
\[
\frac{\partial}{\partial \tau} \gamma_{j,k}(\tau)
\]
\[
= \sum_{j \leq l_1 \leq R \atop k \leq l_2 \leq R} \gamma_{l_1,l_2}(0) p_1 h_1(\tau) \left( \psi_{l_1-j-1}(p_1 H_1(\tau)) \mathbf{1}_{\{l_1-j \geq 1\}} - \psi_{l_1-j}(p_1 H_1(\tau)) \right) \psi_{l_2-k}(p_2 H_2(\tau))
\]
\[
+ \sum_{j \leq l_1 \leq R \atop k \leq l_2 \leq R} \gamma_{l_1,l_2}(0) p_2 h_2(\tau) \left( \psi_{l_2-k-1}(p_2 H_2(\tau)) \mathbf{1}_{\{l_2-k \geq 1\}} - \psi_{l_2-k}(p_2 H_2(\tau)) \right) \psi_{l_1-j}(p_1 H_1(\tau))
\]
\[
= p_1 h_1(\tau) \sum_{j+1 \leq l_1 \leq R \atop k \leq l_2 \leq R} \gamma_{l_1,l_2}(0) \left( \psi_{l_1-j+1}(p_1 H_1(\tau)) \psi_{l_2-k}(p_2 H_2(\tau)) \right)
\]
\[
- p_1 h_1(\tau) \sum_{j \leq l_1 \leq R \atop k \leq l_2 \leq R} \gamma_{l_1,l_2}(0) \left( \psi_{l_1-j}(p_1 H_1(\tau)) \psi_{l_2-k}(p_2 H_2(\tau)) \right)
\]
\[
+ p_2 h_2(\tau) \sum_{j \leq l_1 \leq R \atop k+1 \leq l_2 \leq R} \gamma_{l_1,l_2}(0) \left( \psi_{l_1-j}(p_1 H_1(\tau)) \psi_{l_2-(k+1)}(p_2 H_2(\tau)) \right)
\]
\[
- p_2 h_2(\tau) \sum_{j \leq l_1 \leq R \atop k \leq l_2 \leq R} \gamma_{l_1,l_2}(0) \left( \psi_{l_1-j}(p_1 H_1(\tau)) \psi_{l_2-k}(p_2 H_2(\tau)) \right)
\]
\[
= p_1 h_1(\tau) \gamma_{j+1,k}(\tau) - p_1 h_1(\tau) \gamma_{j,k}(\tau) + p_2 h_2(\tau) \gamma_{j,k+1}(\tau) - p_2 h_2(\tau) \gamma_{j,k}(\tau),
\]
(45)

which verifies (37). The case where \(j\) or \(k\) is in \(\{x, R\}\) can be verified similarly and is left to the reader.

In order to derive \(\nu_1(\tau)\) and \(\nu_2(\tau)\), recall that
\[
\nu_l(0) = \mathbb{P}(\mathbf{C}_1, \mathbf{C}_2 \in D_{l,l}) = \sum_{(r_1, r_2) \in D_{l,l}} \gamma_{r_1,r_2}(0), \ l \in \{1, 2\}.
\]

We then make the following Ansatz for the solution:
\[
\nu_l(\tau) = \sum_{(j,k) \in D_{l,l}} \gamma_{j,k}(\tau) - H_1(\tau).
\]
(46)
Note that the $\nu_l$ are well defined on $D_{\delta_0,0}$ as the sum is only over finitely many terms. A tedious, but straightforward calculation of taking derivatives of (46), verifies that $\nu_l'$ satisfies (36) as most of the terms in the sum cancel out and only the terms on the boundaries $\partial D_{j,m}, l, m \in \{1, 2\}$ remain.

For $(k, j) \in D$ we now want to approximate the quantities $\tilde{c}_{j,k}(t)$ with $\gamma_{j,k}(t/n)$, and for $i \in \{1, 2\}$ the quantities $u_i(t)$ with $\nu_i(t/n)$ respectively. We use [Wormald 1995] [Theorem 2] to show that in fact

\[
\begin{align*}
  u_i(t) &= \nu_l(t/n) + o(n), l \in \{1, 2\}, \\
  \tilde{c}_{j,k}(t) &= \gamma_{j,k}(t/n) + o(n), (k, j) \in D, \\
  n_i(t) &= \beta_i(t/n) + o(n), l \in \{1, 2\},
\end{align*}
\]

with high probability. By above considerations, assumptions (ii) and (iii) of [Wormald 1995] [Theorem 2] are satisfied. To see that also assumption (i) is satisfied, note that in each step of the exploration, the number of vertices receiving an edge from the currently explored default subsidiary is bounded by the degree of this subsidiary. Let $D^+$ be the largest out-degree in the graph. A simple probabilistic bound for $D^+$ is given by

\[
\mathbb{P}(D^+ \geq \log(n)) \leq n\left(\frac{n-1}{\log(n)}\right)^{\log(n)} \leq n(\max\{p_1, p_2\}\log(n)/\log(n))!
\]

By Stirling’s formula, it follows that $\log(n)! \geq n^m(\max\{p_1, p_2\})^{\log(n)}$ for any $m$ and thus

\[
\mathbb{P}(D^+ \geq \log(n)) \leq n^{-(m-1)}.
\]

We may choose $\lambda(n) = n^{1/10}$ and $\omega(n) = n^{5/10}$ for condition (i) in Wormald’s Theorem. This implies that the approximation (47)-(49) holds uniformly for

\[
(t/n, \nu_1(t/n), \nu_2(t/n), \{\gamma_{j,k}(t/n)\}_{(j,k) \in D}, \{\beta_i(t/n)\}, \{\beta_i(t/n)\}) \in D_{\delta_0, \delta_1}
\]

with high probability.

Let now $\tau_{\delta_1} := \sup\{\tau \in \mathbb{R}_+ : (\tau, \nu_1, \nu_2, \{\gamma_{j,k}\}_{(j,k) \in D}) \in D_{\delta_0, \delta_1}\}$. By the definition of the system $(u_1(t), u_2(t), \{\tilde{c}_{j,k}(t)\}_{(j,k) \in D})$ it is clear that all quantities are in between 0 and 2n and thus by (47)-(49) and the definition of $D_{\delta_0, \delta_1}$ it follows that $\nu_1(\tau_{\delta_1}) + \nu_2(\tau_{\delta_1}) = \delta_1$.

Let us now set $\tilde{\tau} := \lim_{\delta_1 \to 0} \tau_{\delta_1}$, where the limit clearly exists as $\tau_{\delta_1}$ is increasing in $\delta_1$ and bounded by 2. Moreover, $\lim_{\delta_1 \to 0} \nu_1(\tau_{\delta_1}) = \lim_{\delta_1 \to 0} \nu_2(\tau_{\delta_1}) = 0$ and we shall thus define $\nu_1(\tilde{\tau}) = \nu_2(\tilde{\tau}) = 0$.

Note that $f_l(\beta_1(\tau), \beta_2(\tau)) = \nu_l(\tau)$ for $\tau \leq \tilde{\tau}$. Moreover, since $(z_1, z_2)$ is the smallest (component-wise) joint zero of $f_1$ and $f_2$, and due to the monotonicity and continuity of $\beta_1$ and $\beta_2$, and of $f_l$ as derived in Proposition 2.2, it follows that $(\beta_1(\tilde{\tau}), \beta_2(\tilde{\tau})) = (z_1, z_2)$.

Let $\hat{t} := \min\{t : u_1(t) + u_2(t) = 0\}$. By the previous considerations it follows that $\hat{t}/n \geq \delta_1$, w.h.p. for every $\delta_1$ and thus by (47) \(n^{-1} \mathbb{S}_{1, 2n-1} \geq \beta_1(\tau_{\delta_1}) - \varepsilon\) w.h.p. for any $\varepsilon > 0$ and by $\lim_{\delta_1 \to 0} \beta_1(\tau_{\delta_1}) = \hat{z}_1$ it follows that \(n^{-1} \mathbb{S}_{1, 2n-1} \geq \hat{z}_1 - \varepsilon\) with high probability. This proves the first part of the theorem.

Now we will show that under the additional assumption that there exists $v = (v_1, v_2) \in \mathbb{R}_+^2$
such that $D_{\psi}f_1(\hat{z}), D_{\psi}f_2(\hat{z}) < 0$, it holds in fact that

$$n^{-1}S_{l,2n-1} \stackrel{p}{\to} \hat{z}_i, \quad \text{as } n \to \infty.$$  

We know that $D_{\psi}f_1(\hat{z}) = D_{\psi}f_1(\beta_1(\hat{\tau}), \beta_2(\hat{\tau})), D_{\psi}f_2(\hat{z}) = D_{\psi}f_2(\beta_1(\hat{\tau}), \beta_2(\hat{\tau})) < 0$ and by continuity of the derivative and because of

$$\lim_{\tau \to \hat{\tau}} (\beta_1(\tau), \beta_2(\tau)) = (\beta_1(\hat{\tau}), \beta_2(\hat{\tau})) = (\hat{z}_1, \hat{z}_2)$$

it follows that also $D_{\psi}f_1(\beta_1(\tau_{\delta_1}), \beta_2(\tau_{\delta_1})), D_{\psi}f_2(\beta_1(\tau_{\delta_1}), \beta_2(\tau_{\delta_1})) < 0$ for $\delta_1$ small enough. Since $a_{j,k}(\beta_1(\tau), \beta_2(\tau)) = \gamma_{j,k}(\tau)$ it follows by (20) that

$$v_1p_1 \sum_{(j,k)\in \partial D_{j,11}} \gamma_{j,k}(\tau_{\delta_1}) + v_2p_2 \sum_{(j,k)\in \partial D_{j,12}} \gamma_{j,k}(\tau_{\delta_1}) < c_1v_1 \quad (50)$$

$$v_1p_1 \sum_{(j,k)\in \partial D_{j,21}} \gamma_{j,k}(\tau_{\delta_1}) + v_2p_2 \sum_{(j,k)\in \partial D_{j,22}} \gamma_{j,k}(\tau_{\delta_1}) < c_2v_2 \quad (51)$$

for some $c_1, c_2 < 1$ sufficiently close to 1. We shall track the process until the step $[\tau_{\delta_1}, n]$ by making use of (47) - (49), and then we explore the remaining subsidiaries in the sets $U_1([\tau_{\delta_1}, n]) \cup U_2([\tau_{\delta_1}, n])$ in rounds. We place the holdings with capital $(j, k) \in D$ in four sets which we define now and where a holding might be placed in more than one set. For this, let us call a subsidiary **weak** if it can default by either receiving one edge from a defaulted subsidiary itself or because the other subsidiary of the same holding receives a link from a defaulted subsidiary. We call a subsidiary **strong** if it can only default if this subsidiary and the other subsidiary of the same holding, receive in total at least two links from defaulted subsidiaries. For each $l \in \{1, 2\}$ let $W_l$ be the set that includes those holdings with weak type $l$ subsidiaries and $S_l$ those with strong type $l$ subsidiaries. Note that $W_l \cap S_l = \emptyset$ for $l \in \{1, 2\}$ but the other four possible intersections of these sets are not necessary empty. Further for each $l \in \{1, 2\}$ we define the subsets $W_l^i$ of holdings whose weak type $l$ subsidiaries default in round $i$ of the exploration process and the subsets $S_l^i$ of holdings whose strong type $l$ subsidiaries default in round $i$ of the exploration process.

Note that from (50) and (51) we get together with the approximation (48) that for $n$ large enough

$$v_1p_1 \sum_{(j,k)\in \partial D_{j,11}} \tilde{\gamma}_{j,k}(\tau_{\delta_1}, n) + v_2p_2 \sum_{(j,k)\in \partial D_{j,12}} \tilde{\gamma}_{j,k}(\tau_{\delta_1}, n) < c_1v_1 \quad (52)$$

$$v_1p_1 \sum_{(j,k)\in \partial D_{j,21}} \tilde{\gamma}_{j,k}(\tau_{\delta_1}, n) + v_2p_2 \sum_{(j,k)\in \partial D_{j,22}} \tilde{\gamma}_{j,k}(\tau_{\delta_1}, n) < c_2v_2 \quad (53)$$

w.h.p.. This allows us now to bound the expected number of weak subsidiaries of type $l \in \{1, 2\}$ that default in the first round through a combinatorial counting argument by

$$n^{-1}E \left[ |W_l| \bigg| h([\tau_{\delta_1}, n]) \right]$$

$$\leq \left( \frac{u_1([\tau_{\delta_1}, n])}{n} p_1 \sum_{(j,k)\in \partial D_{j,11}} \tilde{\gamma}_{k,j}(\tau_{\delta_1}, n) + \frac{u_2([\tau_{\delta_1}, n])}{n} p_2 \sum_{(j,k)\in \partial D_{j,12}} \tilde{\gamma}_{k,j}(\tau_{\delta_1}, n) \right)$$

$$< c_1v_{\delta_1}$$
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and in particular
\[
    n^{-1} \sum_{l \in \{1, 2\}} \mathbb{E} \left[ |W_l^n| \left| h(|\tau_1 n|) \right| \right] < \sum_{l \in \{1, 2\}} c_l v_l \varepsilon
\]  
(54)

for any \( \varepsilon \) provided that \( \frac{u_1(|\tau_1 n|)}{n} < v_1 \varepsilon \) and \( \frac{u_2(|\tau_2 n|)}{n} < v_2 \varepsilon \), which we can ensure by possibly decreasing \( \delta_1 \) further. We further choose \( c \in (\max\{c_1, c_2\}, 1) \) and obtain that
\[
    \sum_{l \in \{1, 2\}} c_l v_l \varepsilon < c \varepsilon (v_1 + v_2).
\]

Similarly we find for \( l \in \{1, 2\} \) the very rough bound
\[
    n^{-1} \mathbb{E} \left[ |S_l^1| \left| h(|\tau_1 n|) \right| \right] = \left( \frac{u_1(|\tau_1 n|) + u_2(|\tau_1 n|)}{n} \right)^2 \max\{p_1, p_2\} \sum_{(j,k) \in D_{\tilde{l}, l}} \tilde{c}_{k,j}(|\tau_1 n|) \frac{1}{n} \]
\[
< \left( (v_1 + v_2) \varepsilon \right)^2 \max\{p_1, p_2\} < (c'/4) \varepsilon v_l
\]
with \( c' > 0 \) such that \( 2c' < 1 - c \), provided that \( \varepsilon \) is chosen small enough. In particular it then follows that
\[
    n^{-1} \sum_{l \in \{1, 2\}} \mathbb{E} \left[ |W_l^n| + |S_l^1| \right] < (c + c'/2) \varepsilon (v_1 + v_2).
\]  
(56)

Our plan is now to show that for \( l \in \{1, 2\} \) it holds for every \( m > 0 \) that
\[
    \mathbb{E} \left[ n^{-1} W_l^m \right] < (c_l + c'/4)(c + c'(m^{-1}) \varepsilon v_l
\]  
(57)
\[
    \mathbb{E} \left[ n^{-1} S_l^m \right] < (c'/4)(c + c'(m^{-1}) \varepsilon v_l.
\]  
(58)

This implies
\[
    n^{-1} \sum_{l \in \{1, 2\}} \mathbb{E} \left[ W_l^m + S_l^m \right] < (c + c')^m \varepsilon (v_1 + v_2),
\]  
(59)

and from this it follows that
\[
    n^{-1} \sum_{m=1}^{2n} \sum_{l \in \{1, 2\}} \mathbb{E} [W_l^m + S_l^m] < \frac{1}{1 - (c + c')} \varepsilon (v_1 + v_2).
\]  
(60)

and therefore
\[
\mathbb{P} \left( n^{-1} \sum_{m=1}^{2n} \sum_{l \in \{1, 2\}} (W_l^m + S_l^m) \geq \sqrt{\frac{1}{1 - (c + c')} \varepsilon (v_1 + v_2)} \right) \leq \sqrt{\frac{1}{1 - (c + c')} \varepsilon (v_1 + v_2)}.
\]  
(61)

The quantity on the right hand side of (61) can be made arbitrarily small by decreasing \( \varepsilon \). So in order to conclude, it remains to show (57) and (58).

For \( m = 1 \) this is done above. Suppose that (57) and (58) holds for \( m > 0 \). Then it follows for \( l \in \{1, 2\} \) by (52) and (53) that
\[ n^{-1} \mathbb{E} \left[ \mathbb{W}_1^{m+1} \left| h \left( |\tau_{\delta_1} n| \right) \right. \right] \leq \sum_{x \in \mathbb{W}_1 \cup \mathbb{S}_1} \mathbb{P}(x \in \mathbb{W}_1 \cup \mathbb{S}_1) \mathbb{E}[x \in \mathbb{W}_2 \cup \mathbb{S}_2] \frac{c_{k,j}(\tau_{\delta_1} n)}{n} \]

\[ + \sum_{x \in \mathbb{W}_2 \cup \mathbb{S}_2} \mathbb{P}(x \in \mathbb{W}_2 \cup \mathbb{S}_2) \frac{c_{k,j}(\tau_{\delta_1} n)}{n} \]

\[ \leq (E[n^{-1} \mathbb{W}_1^m] + E[n^{-1} \mathbb{S}_1^m]) \frac{c_{k,j}(\tau_{\delta_1} n)}{n} \]

\[ + (E[n^{-1} \mathbb{W}_2^m] + E[n^{-1} \mathbb{S}_2^m]) \frac{c_{k,j}(\tau_{\delta_1} n)}{n} \]

\[ < (m_c + m_c'/2)(c + m_c \varepsilon (v_1 + v_2)) \]

and in particular

\[ n^{-1} \mathbb{E} \left[ \sum_{i \in \{1,2\}} |\mathbb{W}_1^{m+1} \left| h \left( |\tau_{\delta_1} n| \right) \right. \right] < (c + m_c'/2)(c + m_c \varepsilon (v_1 + v_2)) \]

For a subsidiary to be in \( S_{l}^{m+1} \) it must receive a link from the set \( \mathbb{W}_l^m \cup \mathbb{S}_l^m \) and one from \( \bigcup_{k=1}^{m} \mathbb{W}_k^m \cup \mathbb{S}_k^m \). It follows from a very rough bound that

\[ n^{-1} \mathbb{E}[|S_{l}^{m+1} \left| h \left( |\tau_{\delta_1} n| \right) \right. \]}

\[ \leq \sum_{x \in \mathbb{W}_1 \cup \mathbb{S}_1 \cup \mathbb{W}_2 \cup \mathbb{S}_2} \mathbb{P}(x \in \mathbb{W}_1 \cup \mathbb{S}_1 \cup \mathbb{W}_2 \cup \mathbb{S}_2) \max \{p_1, p_2\} \cdot \]

\[ \times \sum_{x \in \mathbb{W}_1 \cup \mathbb{S}_1 \cup \mathbb{W}_2 \cup \mathbb{S}_2} \mathbb{P}(x \in \bigcup_{k=1}^{m} \mathbb{W}_k \cup \mathbb{S}_k) \max \{p_1, p_2\} \]

\[ < (c + m_c'/2)^2(c + m_c \varepsilon (v_1 + v_2)^2) \]

\[ < c'/4(c + m_c \varepsilon (v_1 + v_2)) \]

for \( \varepsilon \) sufficiently small. This finishes the proof. \( \square \)

**Proof of Proposition 3.7** First note that the graph that describes the bound of the default region for subsidiary 1 is a non-decreasing function of the capital of subsidiary 2. Similarly the graph that describes the bound of the default region of subsidiary 2 is a non-decreasing function of the capital of subsidiary 1 (see Figure 3). We rewrite (19):

\[ f_l(C_1, C_2; z_1, z_2) = \sum_{(j,k) \in \mathcal{D}_{l,t}} a_{j,k}(z_1, z_2) - z_l \]

\[ = \sum_{(j,k) \in \mathcal{D}_{l,t}} \mathbb{E}[\mathbf{1}_{\{(C_1, C_2) \geq (j,k)\}} \psi_{C_1-j, C_2-k}(p_1 z_1, p_2 z_2)] - z_l \]

\[ = \sum_{(j,k) \in \mathcal{D}_{l,t}} \sum_{(n,h) \geq (j,k)} \mathbb{E}[\mathbf{1}_{\{(C_1, C_2) = (n,h)\}} \psi_{n-j, h-k}(p_1 z_1, p_2 z_2)] - z_l \]

\[ = \sum_{(n,h) \in \mathcal{D}_{l,t}} \sum_{(j,k) \leq (n,h)} \mathbb{E}[\mathbf{1}_{\{(C_1, C_2) = (n,h)\}} \psi_{n-j, h-k}(p_1 z_1, p_2 z_2)] - z_l. \]

\[ (67) \]
For fixed \((n, h)\) because of \(\sum_{k,l\geq 0}\psi_{k,l}(p_1 z_1, p_2 z_2) = 1\), it follows that

\[
\sum_{(j,k)\leq (n,h)} \mathbb{E}[1_{\{((C_1, C_2) = (n,h))\}} \psi_{n-j,h-k}(p_1 z_1, p_2 z_2)] = \mathbb{P}((C_1, C_2) = (n,h)).
\]

The shape of the default region is such that if \((n, h) \in D_{j,l}\) and \((j, k) \leq (n, h)\), then also \((j, k) \in D_{j,l}\). This implies that in the inner sum in (67), for \((n, h) \in D_{j,l}\) we can actually drop the condition \((j, k) \in D_{j,l}\). Thus we can rewrite the double sum in (67) as

\[
\mathbb{P}((C_1, C_2) \in D_{j,l}) + \sum_{(n,h)\in D_{j,l}} \sum_{(j,k)\leq (n,h)} \mathbb{E}[1_{\{((C_1, C_2) = (n,h))\}} \psi_{n-j,h-k}(p_1 z_1, p_2 z_2)].
\]

Now observe that \(\mathbb{E}[1_{\{((C_1, C_2) = (n,h))\}} \psi_{n-j,h-k}(p_1 z_1, p_2 z_2)]/\mathbb{P}((C_1, C_2) = (n,h))\) is the conditional expectation of the random variable \(\psi_{C_1-j,C_2-k}(p_1 z_1, p_2 z_2)\), given that \((C_1, C_2) = (n,h)\) and

\[
(1/\mathbb{P}((C_1, C_2) = (n,h))) \cdot \sum_{(j,k)\in D_{j,l}} \mathbb{E}[1_{\{((C_1, C_2) = (n,h))\}} \psi_{n-j,h-k}(p_1 z_1, p_2 z_2)],
\]

the conditional expectation of the random variable

\[
\Lambda_{C_1,C_2}^{(i)}(p_1 z_1, p_2 z_2) = \sum_{(j,k)\in D_{j,l}} \psi_{C_1-j,C_2-k}(p_1 z_1, p_2 z_2),
\]

given that \((C_1, C_2) = (n,h)\). By the definition of \(\psi\), this is just the probability that \((n,h) + (X_1(p_1 z_1), X_2(p_2 z_2))\) is in the default region where \(X_1\) and \(X_2\) being independent Poisson distributed random variables with parameter \(p_1 z_1\) and \(p_2 z_2\) respectively. Summing over \((n,h)\), as we do in (68), now gives us by the law of total expectation the unconditional probability of \(\Lambda_{C_1,C_2}(p_1 z_1, p_2 z_2)\) which shows (22). By the law of total probability it follows that

\[
f_l(C_1, C_2; z_1, z_2) = \mathbb{P}((C_1, C_2) + (X_1(p_1 z_1), X_2(p_2 z_2)) \in D_{j,l}),
\]

with \(X_1(p_1 z_1)\) and \(X_2(p_2 z_2)\) being mutually independent Poisson distributed random variables with parameter \(p_1 z_1\) and \(p_2 z_2\) independent of \((C_1, C_2)\). \(\square\)

**Proof of Corollary 3.2.** We prove the result for \(f_l\), the proof for \(D_k f_l\) is very similar. For fixed \((z_1, z_2)\in \mathbb{R}_+ \times \mathbb{R}_+\), point-wise convergence follows directly from Proposition 3.1 since for every \((z_1, z_2)\), the integrand \(\Lambda_{C_1,C_2}(z_1 p_1, z_2 p_2)\) in (22) is bounded by 1. By weak convergence of \((C_1^n, C_2^n)\) it then follows that \(f_l(C_1^n, C_2^n; z_1, z_2)\) converges to \(f_l(C_1, C_2; z_1, z_2)\). Let now \(A \subset \mathbb{R}_+ \times \mathbb{R}_+\) compact. For simplicity we assume that \(A\) is an interval of the form \(A = [a, b]\) with \(a, b \in \mathbb{R}_+ \times \mathbb{R}_+\) but the proof for general compact sets does not pose any further complications. For a given \(\delta\), choose now \(K \in \mathbb{N}\) and points \(x^1 = (x_1^1, x_2^1), \ldots, x^K = (x_1^K, x_2^K) \in A\) such that for every \(x = (x_1, x_2) \in A\) there exists \(0 \leq k \leq K\) such that \(|x - x_k| \leq \delta/2\). Now choose \(n\) large enough such that \(|f_l(C_1^n, C_2^n; x_1^n, x_2^n) - f_l(C_1, C_2; x_1^1, x_2^1)| \leq \delta/2(1 + \max\{p_1, p_2\})\) for all \(0 \leq k \leq K\). By (20), the partial derivatives of \(f_l\) are bounded by \(1 + \max\{p_1, p_2\}\). Therefore,
for arbitrary $x$, choose $x_k$ such that $|x - x_k| \leq \delta/2$. By the triangular inequality
\[
|f_i(C^n_1, C^n_2; x_1, x_2) - f_i(C_1, C_2; x_1, x_2)| = |f_i(C^n_1, C^n_2; x_1, x_2) - f_i(C^n_1, C^n_2; x_1, x_2^k) + f_i(C^n_1, C^n_2; x_1, x_2^k) - f_i(C_1, C_2; x_1, x_2)| \\
\leq |f_i(C^n_1, C^n_2; x_1, x_2) - f_i(C^n_1, C^n_2; x_1, x_2^k)| + |f_i(C^n_1, C^n_2; x_1, x_2^k) - f_i(C_1, C_2; x_1, x_2)| \\
\leq \delta,
\]
which shows uniform convergence. \(\square\)

**Proof of Corollary 3.3.** The first statement follows directly from the representation (23) since by the shape of the default region for $(j, k) < (n, h)$, it holds that
\[
\Lambda^l_{j,k}(p_1 z_1, p_2 z_2) \geq \Lambda^l_{n,h}(p_1 z_1, p_2 z_2).
\]
To prove 2. observe that for $(j, k) < (n, h)$, it actually holds that
\[
\Lambda^l_{j,k}(p_1 z_1, p_2 z_2) > \Lambda^l_{n,h}(p_1 z_1, p_2 z_2)
\]
for $(z_1, z_2) \neq (0, 0)$ unless $(j, k), (n, h) \in D_{j,l}$. The condition $P((C_1, C_2) \leq (j, k)) < P((C_1, C_2) \leq (j, k))$ for some $(j, k) \in D_{j,l} \cup B_{j,l}$ ensures then exactly that $P((\Lambda_{C_1, C_1}(p_1 z_1, p_2 z_2) \leq (j, k)) < P(\Lambda_{C_1, C_1}(p_1 z_1, p_2 z_2) \leq (j, k))$ and by (23) the claim follows. \(\square\)

**Proof Theorem 3.4.** We start with the proof for 1. Let $\varepsilon > 0$ be given. We know by Corollary 3.2 that if $(\hat{C}_1, \hat{C}_2)$ and $(C_1, C_2)$ are close (in distribution), then the functionals and their derivatives are close. Now, if there exists a direction $v \in \mathbb{R}_+^2$ such that $D_v f_i(C_1, C_2; 0) < 0$, then for $\varepsilon$ small enough, we know that also $D_v f_i(\hat{C}_1, 0) < 0$ for $\varepsilon \leq \varepsilon < 0$ for $(\hat{C}_1, \hat{C}_2) \neq (C_1, C_2)$. In fact, it follows by continuity that $D_v f_i(\hat{C}_1, 0) < \varepsilon/2$ for $z$ in some neighborhood $B_2(0)$ of 0. By possibly decreasing $\varepsilon$ even further to the point that $f_i(\hat{C}_1, 0) < \varepsilon/2$, we get that $f_i(\hat{C}_1, 0) < \varepsilon/2 v < 0$ for $l \in \{1, 2\}$. By Lemma 3.5, below, it follows that the first joint zero $\hat{z}$ of $f_1(\hat{C}_1, \hat{C}_2; \cdot)$ and $f_2(\hat{C}_1, \hat{C}_2; \cdot)$ is bounded by $(\varepsilon/2)v$. By (21) we may assume that $v$ is such that $v_1 + v_2 = 1$ where $v = (v_1, v_2)$; it then follows by Theorem 2.3 that $n^{-1} S_{1,2n-1} + S_{2,2n-1} \leq \varepsilon$.

To show part 2. about non-resilience: Again we start with an uninfected network $(C_1, C_2)$, which implies that $f_1(C_1, C_2; 0) = f_2(C_1, C_2; 0) = 0$. By assumption,
\[
\min\{D_v f_1(C_1, C_2, 0), D_v f_2(C_1, C_2, 0)\} =: \kappa > 0,
\]
and by continuity on the directional derivative in the direction $v$, there exists some neighborhood $B_\delta(0)$ of 0 such that
\[
\min\{D_v f_1(C_1, C_2, z), D_v f_2(C_1, C_2, z)\} =: \kappa/2 > 0,
\]
for $z \in B_\delta(0)$. This implies that $f_1(C_1, C_2; tv), f_2(C_1, C_2; tv) > 0$ for $t \leq \delta$.

We show that this in fact implies that $\max\{f_1(C_1, C_2; z), f_2(C_1, C_2; z)\} > 0$ for any $z \in (0, \delta v]$. Let now $\tilde{z} \in (0, \delta v]$ and assume without loss of generality that $\tilde{z}$ is to the right of the line $\delta v$ in $\mathbb{R}^2$. Let $t_{\varepsilon} v$ be the unique point on the line with the same first coordinate as the point $\tilde{z}$, i.e. $t_{\varepsilon} v_1 = z_1$ where $v = (v_1, v_2)$. We then know that $f_1(C_1, C_2; t_{\varepsilon} v), f_2(C_1, C_2; t_{\varepsilon} v) > 0$. However, by monotonicity of $f_2(C_1, C_2; z)$ with respect to $z_1$, it follows that $f_2(C_1, C_2; \tilde{z}) \geq f_2(C_1, C_2; t_{\varepsilon} v) > 0$. If instead $\tilde{z}$ was on the left of the line $\delta v$ the same argument applied to the
second coordinate and the function $f_1$ would show that $f_1(C_1, C_2; \tilde{z}) > 0$. Because $\tilde{z} \in (0, \delta v]$ was chosen arbitrary, we conclude that $\max\{f_1(C_1, C_2; z), f_2(C_1, C_2; z)\} > 0$ for any $z \in (0, \delta v]$.

Now consider the infected network parameterized by $(C_1, C_2)$ with $\mathbb{P}(\tilde{(C_1, C_2)} \leq (C_1, C_2)) = 1$ and $\mathbb{P}(C_1, C_2) \in D_{f,1} \cup D_{f,2} > 0$. It follows by Corollary 3.3 item 2. that

$$f_1(C_1, C_2; z_1, z_2) < f_1(\tilde{C}_1, \tilde{C}_2; z_1, z_2)$$

for all $z_1, z_2 \geq 0$ and $l \in \{1, 2\}$. By above consideration we know that no point $z \in (0, \delta v]$ exists such that both $f_1(C_1, C_2; z)$ and $f_2(C_1, C_2; z)$ are $\leq 0$. This implies that there exists also no point $z \in (0, \delta v]$ such that both $f_1(\tilde{C}_1, \tilde{C}_2; z)$ and $f_2(\tilde{C}_1, \tilde{C}_2; z)$ are $\leq 0$. In particular because of $\max\{f_1(\tilde{C}_1, \tilde{C}_2; 0), f_2(\tilde{C}_1, \tilde{C}_2; 0)\} > 0$, there can not be any joint zero of $f_1(\tilde{C}_1, \tilde{C}_2; z)$ and $f_2(\tilde{C}_1, \tilde{C}_2; \cdot)$ in $[0, \delta v]$. Again, by Theorem 2.3 part 1. it follows that $n^{-1}(S_{1,2n-1} + S_{2,2n-1}) \geq \delta v_1 + \delta v_2$, independent of the specification of $(\tilde{C}_1, \tilde{C}_2)$.

**Proof Lemma 3.5.** First note that $f_1(0, z_2) \geq 0$ for any $z_2 \geq 0$ and $f_2(0, z_2) \geq 0$ for any $z_1 \geq 0$. We now construct a decreasing sequence of points $\{z_n = (z_{1,n}, z_{2,n})\}_{n \in \mathbb{N}}$ with $z_0 = \tilde{z}$ and such that $\lim_{n \to \infty} z_n$ exists and is a joint zero of $f_1$ and $f_2$.

For this, set $z_0 = \tilde{z}$, and then for every $n > 0$ odd we define $z_n = (z_{1,n}, z_{2,n})$ by $z_{2,n} = z_{2,n-1}$ and

$$z_{1,n} = \sup \{t \leq z_{n-1,n-1} | f_1(t, z_{n-1,n}) = 0 \}$$

(70)

and for even $n$ we define $z_n = (z_{1,n}, z_{2,n})$ by $z_{1,n} = z_{1,n-1}$ and

$$z_{2,n} = \sup \{t \leq z_{n-1,n-1} | f_2(z_{1,n-1}, t) = 0 \}.$$  

(71)

We first need to show that the above sets are not empty and that $(z_{1,n}, z_{2,n})$ is actually a well defined point in $[0, \infty) \times [0, \infty)$ for every $n$. By assumption, we have that $f_1(\tilde{z}), f_2(\tilde{z}) \leq 0$. For the set defined in (70) as long as $f_1(z_{n-1,n}) \leq 0$, it follows by continuity of $f_1$ and by $f_1(0, z_2) \geq 0$ that the set is not empty and $z_{1,n} \in [0, \infty)$. Moreover, by definition of $z_{1,n}$, it holds that $f_1(\tilde{z}_{n}) = 0$ and by monotonicity of $f_2$ in its first argument it holds that $f_2(\tilde{z}_{n}) \leq 0$ as long as $f_2(\tilde{z}_{n-1,n}) \leq 0$. The same argument applies to (71).

Clearly, the sequence $z_n$ is decreasing and bounded from below by $0$. This implies that the sequence converges to some point $\bar{z} \leq \tilde{z}$. Moreover, because $f_1(z_n) = 0$ whenever $n$ is odd and $f_2(z_n) = 0$ whenever $n$ is even, it follows by continuity of $f$ that $f_1(\bar{z}) = f_2(\bar{z}) = 0$ and thus $\bar{z}$ is a joint zero. Note that the sequence $\tilde{z}_n$ is defined to approximate the joint zero $\bar{z}$ from a region where both function values are $\leq 0$.
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