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ABSTRACT. In this paper we generalize several results on separated nets in Euclidean space to separated nets in connected simply connected nilpotent Lie groups. We show that every such group G contains separated nets that are not biLipschitz equivalent. We define a class of separated nets in these groups arising from a generalization of the cut-and-project quasi-crystal construction and show that generically any such separated net is bounded displacement equivalent to a separated net of constant covolume. In addition, we use a generalization of the Laczkovich criterion to provide ‘exotic’ perturbations of such separated nets.

1. Introduction

A subset Y of a metric space (X,d) is a separated net (or Delone set) if for some 0 < c < C, any two c-balls centered at distinct elements of Y are disjoint (i.e. Y is uniformly discrete), and the C-neighborhood of Y is all of X (i.e. Y is coarsely dense). Separated nets are important in coarse geometry [12], dynamical systems [21], and mathematical physics [1]. In particular, in coarse geometry two spaces are considered equivalent (quasi-isometric) if they contain separated nets that are biLipschitz equivalent.

Definition 1.1 (BL equivalence). A function f : (X_1, d_{X_1}) \to (X_2, d_{X_2}) is L-biLipschitz if

L^{-1}d_{X_1}(x, x') \leq d_{X_2}(f(x), f(x')) \leq Ld_{X_1}(x, x') \quad \forall x, x' \in X_1.

The metric spaces X_1, X_2 are BL equivalent if there exists a BL bijection between them.

A fundamental question of Gromov [12] asks whether the choice of separated net matters: are any two separated nets Y_1, Y_2 in a metric space BL equivalent?

A positive answer is known in some spaces: in \( \mathbb{R} \), it is easy to find a BL map from any separated net to the integer lattice, and by Whyte’s work in [23] any two separated nets in a non-amenable metric space with bounded geometry (see §3.1 for definitions), are in fact BD equivalent:

Definition 1.2 (BD equivalence). For two subsets Y_1, Y_2 \subset (X, d) of a metric space, a function f : Y_1 \to Y_2 is L-bounded-displacement for \( C \geq 0 \) if

\[ d(f(x), x) \leq C \quad \forall x \in Y_1. \]

The subsets Y_1, Y_2 are BD equivalent if there exists a BD bijection between them.

For separated nets, BD equivalence implies BL equivalence but the converse is not necessarily true. Even in \( \mathbb{R}^n \), it is hard to see that the separated nets \( \mathbb{Z}^n \) and \( 2\mathbb{Z}^n \) are not BD equivalent. More surprisingly, for \( n \geq 2 \), not all separated nets in \( \mathbb{R}^n \) are BL equivalent to \( \mathbb{Z}^n \) [4, 20]. On the other hand, certain naturally-arising separated nets in \( \mathbb{R}^n \), such as quasi-crystals arising from cut-and-project constructions in dynamics, generically do not exhibit this behavior [5, 13].

In this paper, we generalize these results to separated nets in nilpotent Lie groups (assumed connected, simply connected, and equipped with a left-invariant Riemannian metric and Haar
measure). Namely, for each such Lie group $G$ we provide a natural class of separated nets ($\Lambda$-nets) and show that a generic cut-and-project quasi-crystal in $G$ is BD equivalent to such a net. On the other hand, we generalize the results of Burago-Kleiner and McMullen to exhibit nets that are not BL equivalent to a $\Lambda$-net. Along the way we prove some auxiliary results that can be used to further our understanding of separated nets in $G$.

1.1. Summary of Results. Let $G$ be a nilpotent Lie group (always assumed to be connected and simply connected). In this setting, the exponential map from the Lie algebra $\mathfrak{g}$ to $G$ is a bijection, and so we can identify $G$ with $\mathbb{R}^n \cong \mathfrak{g}$ with a group law of the form

$$(a_1, \ldots, a_n) \ast (a'_1, \ldots, a'_n) = (a_1 + a'_1 + p_1, \ldots, a_n + a'_n + p_n)$$

where $p_i$ are polynomials in lower-indexed variables. These are known as exponential coordinates on $G$.

Definition 1.3. Let $\Lambda = (\lambda_1, \ldots, \lambda_n)$ have positive entries, and let $G$ be a nilpotent Lie group with exponential coordinates. By a $\Lambda$-net, we mean the set $G(\Lambda)$ of points $(a_1, \ldots, a_n) \in G$ such that $a_i \in \lambda_i \mathbb{Z}$ for each $i$. If each $\lambda_i = 1$ we write $G(\mathbb{Z})$. By $\Lambda$-box we mean $[\lambda_1/2, \lambda_1/2) \times \ldots \times [-\lambda_n/2, \lambda_n/2)$. We denote the volume of the $\Lambda$-box by $|\Lambda|$, and following the terminology for lattices, refer to it as the covolume of $G(\Lambda)$ in $G$.

In general $G(\Lambda)$ (and even $G(\mathbb{Z})$) are not subgroups of $G$ (see [19] or §2 for more details) but they are always separated nets. The benefit of the $\Lambda$-net construction is that it gives us separated nets of all covolumes in any nilpotent Lie group. In contrast, many nilpotent Lie groups do not have lattices and only some contain lattices of all covolumes [15]. We call those that do contain lattices rational nilpotent Lie groups.

Theorem 1.4. Every $\Lambda$-net is a net and has an associated tiling by translates of the $\Lambda$-box. The nets $G(\Lambda_1)$ and $G(\Lambda_2)$ are BD equivalent if and only if $|\Lambda_1| = |\Lambda_2|$. Every lattice $\Gamma \subset G$ is BD to any $G(\Lambda)$ for which $|\Lambda|$ is equal to the lattice covolume of $\Gamma$.

This theorem follows from Lemma 2.3 and an elementary argument (see [13, Proposition 2.1]).

BL-equivalence. In [4] we prove the following theorem:

Theorem 1.5. Let $G \neq \mathbb{R}$ be a connected simply connected nilpotent Lie group and $Y_1 \subset G$ a $\Lambda$-net. Then there exists a separated net $Y_2 \subset G$ that is not BL equivalent to $Y_1$.

The general outline of the proof of Theorem 1.5 follows [4] but there are some key difficulties that need to be addressed (see the introduction of [4] for specifics). The main ingredient in the proof is producing a map that cannot be the Jacobian of a biLipschitz map from the asymptotic cone of $G$ to itself.

Remark 1.6. Theorem 1.5 is also true for $Y_1$ an arbitrary separated net. On the other hand one could show that there are uncountably many biLipschitz equivalence classes of nets in $G$ (see [18] for the case of $G = \mathbb{R}^n$). Additionally, in this more general setting, $G$ may be taken to be any Lie group with polynomial growth (or even any locally compact groups of polynomial growth equipped with a left invariant path metric) since [13] shows that these groups have the same asymptotic cones as nilpotent Lie groups. Recent work [10] proves results similar to Theorem 1.5 for separated nets in certain solvable Lie groups of exponential growth such as the three dimensional Lie group SOL.

Question 1.7. [5, Question 2] Are all lattices in a given nilpotent Lie group biLipschitz equivalent? Are all $\Lambda$-nets biLipschitz equivalent?

BD-equivalence. To analyze BD equivalence between arbitrary separated nets in a nilpotent Lie group $G$, in [3] we generalize a theorem of Laczkovich by using a criterion of Whyte:
**Theorem 1.8** (Laczkovich-Whyte Criterion). Two nets $Y_1, Y_2 \subset G$ are BD iff there exists $C > 0$ such that for any bounded measurable set $A \subset G$,

$$\#Y_1 \cap A - \#Y_2 \cap A \leq Cp(A)$$

where the coarse perimeter $p(A)$ is defined as the volume $|N_1(A)|$ of the 1-neighborhood of the topological boundary of $A$.

Next we focus on a class of naturally occurring separated nets, namely quasi-crystals arising from the cut-and-project construction (cf. [2]). In $\mathbb{R}^n$ these include well-studied nets such as lattices and the Penrose tiling, and are of substantial interest in solid state physics and crystallography [1, 7, 9, 8]. We now extend the definition to the nilpotent setting:

**Definition 1.9** (Nilpotent cut-and-project quasi-crystals.). Let $\phi : G \hookrightarrow G \times \mathbb{R}^m$ be a Lie group embedding giving an action of $G$ on $G \times \mathbb{R}^m$ defined by $g \cdot (g', x) = \phi(g) \ast (g', x)$. Fix a parallelootope $S_0 \subset \mathbb{R}^m$ and set $S = \text{id}_G \times S_0$. Then the projection of the integer points in $G \cdot S$ to $G$,

$$Y = Y(G, m, \phi, S_0) := \{ g \in G : g \cdot S \cap G(\mathbb{Z}) \times \mathbb{Z}^m \neq \emptyset \}$$

is called a cut and project quasi-crystal.

**Remark 1.10.** If $G(\mathbb{Z})$ is a lattice, then $\phi$ induces an action of $G$ on the nilmanifold $N = (G \times \mathbb{R}^m) / (G(\mathbb{Z}) \times \mathbb{Z}^m)$. One then has that the projection of $S$ to $N$ is a section for this action, and $Y$ is the set of return times to $S$. This interpretation is not available in the general case.

The following result is a generalization of the main result of [13] and says that most, but not all, quasi-crystals are BD equivalent to $\Lambda$-nets.

**Theorem 1.11.** If $S_0$ is a box with sides parallel to the axes of $\mathbb{R}^m$ and $n \geq 2$, then for almost every embedding $\phi$, the set $Y(G, m, \phi, S_0)$ is a separated net BD to a $\Lambda$-net. On the other hand, for almost every parallelootope $S_0$, every $m > 0$, there is a residual set of embeddings $\phi$ such that $Y(G, m, \phi, g_0, S_0)$ is a separated net not BD to a $\Lambda$-net.

**Remark 1.12.** We are not able to prove the corresponding result for BL equivalence since we are unable to prove a BL version of Lemma 3.13 from [3]. Such a result would immediately yield a generalization of the above theorem for the BL equivalence relation, as well as the BL equivalence of any two lattices in a given nilpotent Lie group thus answering Question 1.7.

The proof of Theorem 1.11 relies on the corresponding result of Haynes-Kelly-Weiss in the Euclidean setting, which in turn appeals to a stronger form of the Laczkovich-Whyte criterion in $\mathbb{R}^n$. Defining dyadic tiles (see [2.5]) on a nilpotent Lie group and extending an efficient-counting result of Laczkovich (Theorem 2.12), we prove the corresponding criterion in $G$:

**Theorem 1.13.** Let $Y_1, Y_2$ be nets in a rational nilpotent Lie group $G$ of topological dimension $n$. Suppose that for every nilpotent dyadic tile $T$ of level $k$, there exists $\epsilon > 0$ and $C > 0$ such that

$$|\#T \cap Y_1 - \#T \cap Y_2| \leq C2^{k(n-1-\epsilon)}.$$

Then there exists a BD bijection $f : Y_1 \to Y_2$.

**Remark 1.14.** While Theorem 1.13 is stronger in the sense that it allows one to count integer points only on dyadic tiles rather than arbitrary bounded measurable subsets of $G$. On the other hand, it is only a sufficient condition, not a characterization of BD equivalence.

**Remark 1.15.** When $G$ is a rational Carnot group (see [4] for the definition) a corresponding theorem holds for Carnot dyadic tiles (see Remark 2.13) with $(n-1)$ replaced by the homogeneous dimension of $G$ minus the length of its lower central series (i.e. step).
We finish by considering the convenient fact that every Λ-net is a separated net both with respect to the left-invariant Riemannian metric $d_G$ on $G$ and with respect to the Euclidean metric $d_E$ induced by exponential coordinates.

**Definition 1.16.** Let $d_1$ and $d_2$ be two metrics on a space $X$. We say that a set $Y \subset X$ is a $(d_1, d_2)$-exotic net if $Y$ is a separated net with respect to $d_1$ but is neither coarsely dense nor uniformly discrete with respect to $d_2$. When $X = \mathbb{R}^n$, $d_1 = d_G$ and $d_2 = d_E$, we say that $Y$ is an exotic net.

By reducing to the case of step-2 groups with one-dimensional center (i.e. Heisenberg groups, see Remark 3.15) and counting certain integer points in dyadic tiles, we prove:

**Theorem 1.17.** Let $G$ be a non-abelian nilpotent Lie group identified with $\mathbb{R}^n$ via exponential coordinates. Then every Λ-net $G(\Lambda)$ is BD equivalent to an exotic net.

**Question 1.18.** Suppose $\mathbb{R}^n$ has two metrics $d_1$ and $d_2$ arising from two nilpotent Lie groups $G_1$ and $G_2$. Does there exist a $(d_1, d_2)$-exotic net in $\mathbb{R}^n$? Interesting cases include $G_1$ being isomorphic to $G_2$, or having the same asymptotic cone as $G_2$.

### 2. Nilpotent Lie groups

We start by discussing the structure of nilpotent Lie groups, including some constructions that we believe to be new. See e.g. [19, 11, 3] for more information.

2.1. **Exponential coordinates.** An $n$-dimensional Lie group $G$ with Lie algebra $g$ is called nilpotent of step $s$ if it has a finite lower central series

$$G = G_1 \supset G_2 \supset \ldots \supset G_s = 1$$

where $G_i = [G, G_{i-1}]$ for $i > 1$. From the corresponding nilpotency condition on $g$, it is easy to construct a Malcev basis $\xi_1, \ldots, \xi_n$ for $G$, satisfying the condition that the linear span of $\xi_1, \ldots, \xi_n$ is an ideal in $g$. The constants $s_{ijk}$ satisfying $[\xi_i, \xi_j] = \sum_k s_{ijk} \xi_k$ are known as the structural constants of $g$.

As long as $G$ is connected and simply connected (which we always assume), the exponential map $\exp : g \to G$ is a diffeomorphism, and one can represent a point $g \in G$ in two types of exponential coordinates:

$$g = \exp(a_1 \xi_1 + \ldots + a_n \xi_n) = \exp(b_1 \xi_1) \ast \ldots \ast \exp(b_n \xi_n)$$

The coordinates $(a_1, \ldots, a_n)$ of $g$ are exponential coordinates of the first kind, while the coordinates $(b_1, \ldots, b_n)$ are exponential coordinates of the second kind.

Using the Baker-Campbell-Hausdorff formula for $\exp$, one shows that the group law on $G$ in exponential coordinates is of the form

$$(a_1, \ldots, a_n) \ast (a'_1, \ldots, a'_n) = (a_1 + a'_1 + p_1, \ldots, a_n + a'_n + p_n)$$

$$(b_1, \ldots, b_n) \ast (b'_1, \ldots, b'_n) = (b_1 + b'_1 + q_1, \ldots, b_n + b'_n + q_n)$$

where each $p_i$ is a polynomial in $(a_1, \ldots, a_{i-1}; a'_1, \ldots, a'_{i-1})$ with real coefficients, and each $q_i$ is a polynomial in $(b_1, \ldots, b_{i-1}; b'_1, \ldots, b'_{i-1})$ with real coefficients.

Recall that a lattice in a Lie group is a discrete subgroup with finite covolume. Malcev famously established in [19] the connection between $G$ admitting a lattice and the coefficient types of the above polynomials.

**Theorem 2.1 (Malcev).** The following are equivalent for a nilpotent Lie group $G$:

1. $G$ admits a (uniform) lattice,
2. $g$ admits a Malcev basis with rational structural constants,
3. $g$ admits a Malcev basis such that the polynomials $p_i$ have rational coefficients,
(4) \( g \) admits a Malcev basis such that the polynomials \( q_i \) have integer coefficients.

For a nilpotent Lie group satisfying the conditions of Theorem 2.1 (called rational), by integral exponential coordinates we will mean exponential coordinates of the second kind such that the polynomials \( q_i \) have integer coefficients.

2.2. Projection systems. Consider a nilpotent Lie group \( G \) with (integral if appropriate) exponential coordinates \( (x_1, \ldots, x_n) \) and group law

\[
(x_1, \ldots, x_n) * (x'_1, \ldots, x'_n) = (x_1 + x'_1 + p_1, \ldots, x_n + x'_n + p_n).
\]

Define a group \( G' \) as the space \( \mathbb{R}^{n-1} \) with coordinates \( (x_1, \ldots, x_{n-1}) \) and group law

\[
(x_1, \ldots, x_{n-1}) * (x'_1, \ldots, x'_{n-1}) = (x_1 + x'_1 + p_1, \ldots, x_{n-1} + x'_{n-1} + p_{n-1}).
\]

Clearly, \( G' \) is a nilpotent Lie group, the coordinates \( (x_1, \ldots, x_{n-1}) \) are (integral) exponential coordinates, and the projection \( \pi : G \to G' \) given by \( (x_1, \ldots, x_n) \mapsto (x_1, \ldots, x_{n-1}) \) is a Lie group homomorphism, whose kernel \( X_n \) lies in the center of \( G \). Furthermore, the projection \( \pi : G \to G' \) is a 1-Lipschitz map with respect to the induced Riemannian metric on \( G' \).

Repeating the projection yields a chain of nilpotent Lie groups of decreasing dimension and step, which we refer to as a projection system. For any choice of \( G \) of nilpotent step at least 2 we can ensure that the projection system eventually reaches a step-2 group, a step-2 group with one-dimensional center (if the exponential coordinates are ordered appropriately), and then \( \mathbb{R}^m \) for some \( m \) which need not be the dimension of the abelianization of \( G \).

2.3. \( \Lambda \)-nets. A nilpotent Lie group need not have a lattice [19], and may only have lattices of large co-volume [15]. We introduce \( \Lambda \)-nets as a natural alternative.

**Definition 2.2.** Let \( \Lambda = (\lambda_1, \ldots, \lambda_n) \) have positive entries, and let \( G \) be a nilpotent Lie group with exponential coordinates (not necessarily integral). By a \( \Lambda \)-net, we mean the set \( G(\Lambda) \) of points \( (a_1, \ldots, a_n) \subset G \) such that \( a_i \in \lambda_i \mathbb{Z} \) for each \( i \). We write \( |\Lambda| := \lambda_1 \cdots \lambda_n \).

Generically, \( G(\Lambda) \) is not a lattice. There are three important exceptions:

1. If \( G \) is a abelian, then \( G(\Lambda) \) always a lattice.
2. If \( G \) is non-abelian but rational and in integral exponential coordinates, and \( \Lambda = (\lambda, \ldots, \lambda) \),
   then \( G(\lambda \mathbb{Z}) := G(\Lambda) \) is a lattice if and only if \( \lambda \in \mathbb{N} \).
3. If \( G \) is a rational Carnot group in integral exponential coordinates with dilation map \( \delta_\lambda \) (see [4] for definitions) then \( G(\delta_\lambda(1, \ldots, 1)) = \delta_\lambda G(\mathbb{Z}) \) is a lattice for any \( \lambda > 0 \).

**Lemma 2.3.** Every \( \Lambda \)-net is a separated net with an associated tiling by left-translates of a \( \Lambda \)-box \( I_\Lambda = [\lambda_1/2, \lambda_1/2] \times \cdots \times [-\lambda_n/2, \lambda_n/2] \) of volume \( |\Lambda| \).

**Proof.** If \( G \) is abelian, the lemma is obvious.

If \( G \) is non-abelian, we prove the lemma by induction on the dimension of \( G \) using a projection system. Let \( G' = G/X_n \) be the next group in the projection system, set \( \Lambda' = (\lambda_1, \ldots, \lambda_{n-1}) \) and assume by way of induction that the lemma is true for \( G'(\Lambda') \).

Consider now the collection of left translates \( G(\Lambda) * I_\Lambda \) of \( I_\Lambda \) by elements of \( G(\Lambda) \). Setting \( X_n(\Lambda) = X_n \cap G(\Lambda) \), we have that the \( X_n(\Lambda) \)-translates of \( I_\Lambda \) form a column of boxes with disjoint interiors, and that this column projects to \( I_{\Lambda'} \). More generally, the tiling \( G(\Lambda) * I_\Lambda \) separates under the \( X_n(\Lambda) \) action into a collection of columns, each of which projects to a tile in \( G' \).

Since the interiors of the projected tiles are disjoint in \( G' \), the interiors of the columns are disjoint, and thus all the tiles \( G(\Lambda) * I_\Lambda \) are disjoint. It is likewise clear that the tiles fill all of \( G \), as desired.

Let \( 0 < a < b < \infty \) be the minimal and maximal distance from 0 to points of \( \partial I_\Lambda \). We then have that \( G(\Lambda) \) is an \((a, b)\)-separated net.

**Theorem 1.4** follows from Lemma 2.3 by a standard argument (see [13, Proposition 2.1]).
2.4. **Coarse Perimeter.** The *coarse perimeter* $p(A)$ of a bounded measurable set $A \subset G$ can be defined in two ways, depending on a choice of $r > 0$:

1. The volume $|N_r(\partial A)|$ of the $r$-neighborhood of the topological boundary of $A$,
2. The number of points $#Y$ in a maximal $r$-separated net $Y \subset \partial A$.

We say that two notions $p_1$ and $p_2$ of perimeter are *equivalent* if for some $C > 0$ one has $p_1(A) \leq Cp_2(A)$ and $p_1(A) \leq C p_2(A)$ for all bounded measurable sets $A$. It follows easily from the homogeneity of $G$ that that the two definitions of coarse perimeter above are equivalent and that their equivalence classes do not depend on the choice of parameter $r$ or maximal net $Y$. For example, fix a bounded measurable set $A \subset G$, a maximal 1-separated net $Y_1 \subset \partial A$ and a maximal $r$-separated net $Y_r \subset \partial A$ for $r > 1$. Let $C$ be largest number of 1-separated points that fit inside a ball of radius $r$. Then $#Y_1 \leq C #Y_r$. The remaining inequalities follow analogously.

**Remark 2.4.** Note that coarse perimeter does not agree with surface area for smoothly bounded sets $A$. In the next section we also define a notion, related to coarse perimeter, of a metric boundary of a discrete set.

In rational nilpotent Lie groups, we will be interested in the perimeter of the unit cube $I_G = [-1/2, 1/2]^n$ and the perimeter of finite unions of its translates by the group $G(\mathbb{Z})$. For such sets, we work with a combinatorial notion of perimeter that allows for inductive arguments on dimension (cf. Figure 1).

**Definition 2.5.** A *face* of $I_G$ is a maximal non-trivial intersection $\partial I_G \cap g\partial I_G$ for some $0 \neq g \in G(\mathbb{Z})$. A choice of positive weights on the faces of $I_G$ induces a *weighted perimeter measure* on the boundary of any union of tiles. If $A$ is a finite union of unit tiles, then we refer to the weighted perimeter measure as its *combinatorial perimeter*.

As in the Euclidean case, the boundary of the cube $I_G$ decomposes into horizontal and vertical faces:

**Lemma 2.6.** The boundary of $I_G$ decomposes into finitely many faces of two types: horizontal (with constant $x_n$ coordinate) faces and vertical (non-constant $x_n$ coordinate). The projection of a horizontal face is all of $I_{G'}$ while the projection of a vertical face is a face of $I_{G'}$. Additionally the inverse image of such a face is a union of vertical faces.

**Proof.** Finiteness follows from the compactness of $\partial I_G$ and the fact that $G(\mathbb{Z})$ acts properly on $G$.

Every element $g \in G(\mathbb{Z})$ has the form $g' * t$ for $g' \in G'$ and $t \in X_n$. Taking $g' = 0$ gives the horizontal faces (top and bottom). If a face is horizontal, then it is of the form $\partial I_G \cap g' * t \ast \partial I_G$ with $g' \neq 0$. The columns $X_n \ast I_G$ and $g' \ast X_n \ast I_G$ intersect along the boundary, giving a non-trivial intersection between $\partial I_{G'}$ and $g' \ast \partial I_{G'}$. Thus, each vertical face lives in the preimage of a face of $I_{G'}$. \hfill $\Box$

**Lemma 2.7.** Fix a weighted perimeter measure on $I_G$ and let $A$ be a finite union of unit tiles. Then the coarse perimeter of $A$ is equivalent to the weighted perimeter measure of $\partial A$.

**Proof.** Since the choice of weighted perimeter measure does not affect its equivalence class, we may simply count faces. Let $F$ be the number of faces of $A$.

Fix $r > 0$. Let $0 < c_1 < C_1$ be constants such that the $r$-neighborhood of any face of $I_G$ (viewed independently) has volume between $c_1$ and $C_1$. Let $C_2$ be the maximum number of faces intersecting any ball of radius $r$. Then the perimeter of $A$, computed as the volume of the $r$-neighborhood of $\partial A$, is bounded above by $C_1 F$ and below by $(c_1/C_2) F$. \hfill $\Box$

**Definition 2.8** *(Perimeter measure consistent with projections)*. We will mostly work with combinatorial measures that are *consistent with projections*. That is, for each projection in the projection
system, we assume that each horizontal face has weight 1, and that the weight of a face of \( I_G \) agrees with the total measure of its preimage in \( I_G \).

**Example 2.9.** Consider (see Figure 1) the projection \( \pi : \text{Heis}^1 \to \mathbb{R}^2 \) of the three dimensional Heisenberg group to \( \mathbb{R}^2 \). In this case, \( I_{\text{Heis}}^1 \) is the unit cube, projecting to the unit square \( I_{\mathbb{R}^2} \) in \( \mathbb{R}^2 \). Each side of the square lifts to become three vertical faces of \( I_{\text{Heis}} \) (we should distribute a total weight 1 among these), and two more horizontal faces are added as usual (these each get weight 1).

2.5. **Nilpotent dyadic tiles and efficient counting.** Let \( G \) be a rational nilpotent Lie group, viewed in integral exponential coordinates and \( I_G \) the unit cube centered at the origin. By a **tile** we will mean a translate of the unit cube \( I_G \) by some element of \( G(\mathbb{Z}) \). In addition, we define **nilpotent dyadic tiles** on \( G \) as follows:

**Definition 2.10** (Nilpotent dyadic groups and tiles). Consider first the family of subgroups \( \{ G(2^i \mathbb{Z}) : i \in \mathbb{N} \} \). For \( i \geq 1 \), \( G(2^i \mathbb{Z}) \) has index \( 2^n \) in \( G(2^{i-1} \mathbb{Z}) \). Set

\[
A_i := \{0, 2^{i-1}\}^n,
\]

so that \( G(2^i \mathbb{Z}) \ast A_i = G(2^{i-1} \mathbb{Z}) \) and \( G(2^i \mathbb{Z}) \ast A_i \ast A_{i-1} \ast \ldots \ast A_1 = G(\mathbb{Z}) \).

A **discrete nilpotent dyadic tile of level** \( \ell \) is a subset \( G(\mathbb{Z}) \) of the form

\[
g \ast A_\ell \ast A_{\ell-1} \ast \ldots \ast A_1
\]

for \( g \in G(2^i \mathbb{Z}) \). A **continuous nilpotent dyadic tile of level** \( \ell \) at \( g \in G(2^i \mathbb{Z}) \) is the set

\[
g \ast A_\ell \ast A_{\ell-1} \ast \ldots \ast A_1 \ast I_G.
\]

**Figure 1.** Nilpotent dyadic tiles of level 0, 1, 2 in the Heisenberg group (with polynomial \( p_3 = -0.5(xy' - yx') \) in the group law), rescaled using Euclidean dilation.

**Definition 2.11.** A finite union of tiles \( A \subset G \) is **describable** by a collection \( \mathcal{T} \) of dyadic cubes if one can write \( A \) using disjoint unions and proper differences involving elements of \( \mathcal{T} \), with the restriction that each element of \( \mathcal{T} \) should be used only once.

It is clear that every finite union of tiles is describable using the unit tiles it contains, but a more efficient description is available if it has small perimeter. Consider, for example, the description “the \( 1024 \times 1024 \) square in \( \mathbb{R}^2 \) based at the origin with the top-right \( 1 \times 1 \) square removed.”

Laczkovich provides in \([16]\) an algorithm for efficiently describing unions of tiles using dyadic tiles. While his proof is stated for \( \mathbb{R}^n \), reading it with our definitions in mind provides:

**Theorem 2.12** (Efficient Counting). Let \( G \) be a rational nilpotent Lie group of topological dimension \( n \), viewed in integral exponential coordinates. Then there exists \( C > 0 \) such that any finite union \( A \) of tiles is describable by a collection of nilpotent dyadic tiles \( \{ T_i \} \) such that the number of tiles of each level satisfies

\[
\# \{ T_i : \ell(T_i) = k \} \leq C \frac{p(A)}{2^{k(n-1)}},
\]
Remark 2.13. If $G$ is a Carnot group (see §4), one can define a different notion of dyadic tile based on the family of subgroups $\delta_nG(\mathbb{Z})$. The $\delta$-rescaled dyadic tiles then limit to a tile defined by Strichartz in [22]. For such dyadic tiles, Theorem 2.12 is valid with $(n-1)$ replaced by $(Q-s)$ where $Q$ is the homogeneous dimension of $G$ and $s$ is its step. Surprisingly, the larger height of these Carnot dyadic tiles makes them unsuitable for our applications below.

3. Bounded Distance Perturbations

In [16] Laczkovich gives several criteria for when two separated nets in $\mathbb{R}^n$ are bounded distance from each other. The first criterion involves comparing the discrepancy between the separated nets on all bounded measurable sets relative to the size of their coarse perimeters. The second criterion involves the same estimate but now for sets that are disjoint unions of unit cubes. In this section we generalize both of Laczkovich’s criteria where now unit cubes are replaced by the tiles $G(\mathbb{Z})*I_G$.

3.1. Whyte’s Theorem. We start with Whyte’s work [23] on bijective quasi-isometries between uniformly discrete bounded geometry spaces (UDBG for short). Recall that a uniformly discrete space has bounded geometry if there is a function $\alpha : \mathbb{R}_+ \to \mathbb{R}_+$ such that the cardinality of all balls of radius $t$ is bounded by $\alpha(t)$. All separated nets in Lie groups are UDBG spaces but in this paper we focus only on nilpotent Lie groups.

Whyte’s original work uses the language of uniformly finite homology but for our applications we can restate his theorem in the following way:

**Theorem 3.1** (Whyte). Suppose $Y_1, Y_2 \subset G$ are two separated nets in a nilpotent Lie group. Then $Y_1$ is bounded distance from $Y_2$ if and only if for all $r \gg 0$ there exists a $C \geq 0$ such that for all finite $A \subset Y := Y_1 \cup Y_2$ we have

$$|\#(Y_1 \cap A) - \#(Y_2 \cap A)| \leq C\#(\partial_r A). \tag{1}$$

Here $\partial_r A$ denotes the metric $r$-boundary of $A$ in $Y$. That is, $\partial_r A$ is one of the following sets (whose size is equivalent for sufficiently large $r$):

1. The outer boundary $N_r(A) \setminus A$,
2. The inner boundary $N_r(Y \setminus A) \cap A$,
3. The collar boundary $[N_r(Y) \setminus A] \cup [N_r(Y \setminus A) \cap A]$.

**Remark 3.2.** Note that $Y$ is not necessarily uniformly discrete and hence not a UDBG space but we can make it one by a bounded perturbation of $Y_1$ that identifies a point of $Y_1$ with a point of $Y_2$ if they are less than $\epsilon$ apart where $\epsilon$ is chosen to be much less than the uniform discreteness constants of both $Y_i$. This perturbation can only change the cardinality of the boundary of any set by a factor of 2 and so does not affect the statement of the above theorem.

3.2. Measurable Laczkovich-Whyte Criterion. The goal of this subsection is to prove a version of Theorem 3.1 with $A$ replaced by an arbitrary bounded measurable set and boundary replaced by coarse perimeter $p(\cdot)$ (see §2.4 for the definition).

**Theorem 3.3** (Measurable Laczkovich-Whyte Criterion). Let $Y_1, Y_2$ be two separated nets in a nilpotent Lie group $G$. Then there exists a bijection $f : Y_1 \to Y_2$ satisfying the following: there exists $C_f \geq 0$ such that $d(y, f(y)) < C_f$ for all $y \in Y_1$ if and only if there exists $C > 0$ such that for all bounded measurable sets $A \subset G$,

$$|\#(Y_1 \cap A) - \#(Y_2 \cap A)| \leq Cp(A). \tag{2}$$

Furthermore, $C$ depends only on $G$ and the uniform discreteness constants of $Y_1$ and $Y_2$.

**Proof.** The proof follows from Theorem 3.1 and the following two claims.
**Claim 3.4** (Density is preserved). Let $Y_1, Y_2$ be two separated nets in a nilpotent Lie group $G$, and $f : Y_1 \to Y_2$ a bijection satisfying for all $y \in Y_1$ $d(y, f(y)) < C_f$ for some $C_f \geq 0$. Then there exists $C > 0$ such that for all measurable sets $A \subset G$,

$$|\#(Y_1 \cap A) - \#(Y_2 \cap A)| \leq Cp(A).$$

Furthermore, $C$ depends only on $G$ and the uniform discreteness constants of $Y_1$ and $Y_2$.

**Proof.** For each $i = 0, 1$, let $c_i$ be the uniform discreteness constant of $Y_i$. Let $C_i$ be the volume of a ball of radius $c_i$ in $G$, and $C = \max(C_1, C_2)$.

Since points in $A$ must stay near $A$ under $f$, we have

$$\#(Y_1 \cap A) \leq \#(Y_2 \cap N_{C_f}(A)) \leq \#(Y_2 \cap A) + \#(Y_2 \cap (N_{C_f}(A) \setminus A))$$

$$\leq \#(Y_2 \cap A) + \#(Y_2 \cap (N_{C_f}(\partial A))) \leq \#(Y_2 \cap A) + C|N_{C_f}(\partial A)|,$$

which is sufficient by symmetry and equivalence of perimeters. \qed

We next show that if Equation 2 holds for all measurable sets in $G$ then Equation 1 holds for all finite sets in $Y := Y_1 \cup Y_2$.

**Claim 3.5** (Measurable implies discrete). Let $G$ be a nilpotent Lie group, and let $Y_1, Y_2 \subset G$ be separated nets. Suppose that for all $r > 0$ there exists $C_r > 0$ such that for all bounded measurable sets $A \subset G$ one has

$$|\#(Y_1 \cap A) - \#(Y_2 \cap A)| \leq C_r |N_1(\partial A)|.$$

Then for all $r' > 0$ large enough there exists $C_{r'} > 0$ such that for all finite sets $A \subset Y := Y_1 \cup Y_2$

$$|\#(Y_1 \cap A) - \#(Y_2 \cap A)| \leq C_{r'} |\partial r' A|.$$

**Proof.** Let $R$ be the coarse density constant of $Y$ (i.e. the $R$ neighborhood of $Y$ is $G$). Suppose $F \subset Y$ is finite. Then let $A = \bigcup_{y \in F} B_R(y)$ and note that $A \cap Y = F \cup \partial R F$. Also note that

$$N_r(\partial A) \subset \bigcup_{y \in N_r(\partial A) \cap Y} B_q(y)$$

for $r, q$ large enough ($q > r > 2R$). Then

$$|\#(A \cap Y_1) - \#(A \cap Y_2)| \leq C_r |N_r(\partial A)| \leq C_r |B_q(y)| #(\partial r + R F)$$

but

$$|\#(F \cap Y_1) - \#(F \cap Y_2)| - |\#(\partial R F \cap Y_1) - \#(\partial R F \cap Y_2)| \leq |\#(A \cap Y_1) - \#(A \cap Y_2)|$$

so

$$|\#(F \cap Y_1) - \#(F \cap Y_2)| \leq |\#(\partial R F)| + C_r |B_q(y)| #(\partial r + R F) \leq K #(\partial r + R F)$$

where $K = 1 + C_r |B_q|$. \qed

This concludes the proof of Theorem 3.3. \qed

### 3.3. Laczkovich-Whyte Criterion with tiles

Next we show that it suffices to check the Laczkovich-Whyte on tiles of bounded perimeter. Note that we continue to use the coarse perimeter $p(\cdot)$.

**Definition 3.6** (Bounded-geometry Tilings). Let $G$ be a nilpotent Lie group and $\mathcal{T}$ a collection of pairwise disjoint measurable subsets (tiles) of $G$ such that $\sqcup \mathcal{T} = G$. We say that $\mathcal{T}$ is a **bounded-geometry tiling of $G$** if the diameter of the tiles $T \in \mathcal{T}$ is uniformly bounded above and the volume of the tiles is uniformly bounded below.
Lemma 3.7 (Tile density implies measurable density). Let $\mathcal{T}$ be a bounded-geometry tiling of a nilpotent Lie group $G$. Let $Y_1, Y_2$ be separated nets and suppose that for any finite union of tiles $A'$, there exists $C_1 > 0$ such that

$$|\#(Y_1 \cap A') - \#(Y_2 \cap A')| \leq C_1 p(A').$$

Then, in fact for any bounded measurable set $A \subset X$ there exists $C_2 > 0$ such that

$$|\#(Y_1 \cap A) - \#(Y_2 \cap A)| \leq C_2 p(A).$$

Proof. Let $A$ be a bounded measurable set in $G$, $A^+$ the finite union of tiles that intersect $A$ non-trivially, and $A^-$ the finite union of tiles that are contained in $A$. By containment, we have

$$\#(Y_1 \cap A) \leq \#(Y_1 \cap A^+) \leq \#(Y_2 \cap A^+) + C_1 p(A^+)$$

$$= \#(Y_2 \cap A) + \#(Y_2 \cap (A^+ \setminus A)) + C_1 p(A^+)$$

$$\leq \#(Y_2 \cap A) + \#(Y_2 \cap (A^+ \setminus A^-)) + C_1 p(A^+)$$

It thus suffices to bound both $\#(Y_2 \cap (A^+ \setminus A^-))$ and $p(A^+)$ by multiples of $p(A)$.

Let $K$ be the upper bound on the diameter of tiles in $\mathcal{T}$. Then $\partial A^+$ is contained in the $K$-neighborhood of $\partial A$, so $p(A^+)$ is bounded by a multiple of $p(A)$. Likewise, $Y_2 \cap (A^+ \setminus A^-)$ is contained in $N_K(\partial A)$, with each tile (and therefore each point) contributing a definite amount to the $|N_K(\partial A)|$. We thus have that $\#Y_2 \cap (A^+ \setminus A^-)$ is bounded above by a multiple of $p(A)$, as desired. The opposite inequality follows by symmetry. \qed

Definition 3.8. A separated net $Y$ is uniformly spread with density $v$ (has density $v$) if there exists $C > 0$ such that for any bounded measurable set $A \subset G$, one has

$$|\#(Y \cap A) - v^{-1} |A|| < Cp(A).$$

By Lemma 3.7 it suffices to check this condition on unions of tiles in a bounded-geometry tiling.

Definition 3.9. A separated separated net $Y$ is of constant covolume $v$ if there exists a bounded-geometry tiling $\mathcal{T}$ and a bijection $\phi : Y \to \mathcal{T}$ such that $y \in \phi(y)$ for each $y \in Y$, and furthermore each tile $T \in \mathcal{T}$ has volume $v$.

Lemma 3.10 (Density for constant covolume separated nets). Every separated net $Y$ of constant covolume $v$ has density $v$. In particular, every $\Lambda$-net has density $|\Lambda|$.

Proof. Let $A^+$ and $A^-$ be as in Lemma 3.7. Then

$$\#(Y \cap A) \leq \#(Y \cap A^+) = v^{-1} v^{-1} |A^+| \leq v^{-1} v^{-1} |A^-| + v^{-1} v^{-1} |A^+ \setminus A^-|$$

As before, $v^{-1} v^{-1} |A^+ \setminus A^-|$ is bounded by a multiple of $p(A)$, providing one direction of the inequality. The other direction follows analogously. The claim about $\Lambda$-nets follows directly from Lemma 2.3. \qed

Combining the above results, we can now tell when a separated net is BD equivalent to a $\Lambda$-net.

Theorem 3.11 (Laczkovich-Whyte Criterion for $\Lambda$-net equivalence). Let $G$ be a nilpotent Lie group, and $Y$ a separated net. Then $Y_1$ is BD equivalent to a $\Lambda$-net $Y_2$ if and only if $Y$ is uniformly spread with density $|\Lambda|$.

Proof. Lemma 3.10 gives that $Y_2$ has covolume $|\Lambda|$, so the theorem follows form the Laczkovich-Whyte Criterion by the triangle inequality. \qed

In certain cases, a nilpotent Lie group has lattices of every covolume, which allows us to make a stronger statement. In the case of rational Carnot groups (see §4), we obtain:
Corollary 3.12. Suppose $G$ is a rational Carnot group. If a separated net $Y$ has density $v$, then it is BD to the lattice $\delta_{v/q} G(\mathbb{Z})$, where $Q$ is the homogeneous dimension of $G$ and $\delta$ the homogeneous dilation on $G$.

We can now prove Theorem 3.11 which allows us to test for BD equivalence on only dyadic tiles. Note that unlike Theorem 3.11, it is not a characterization of BD equivalence.

Proof of Theorem 3.11. In order to apply Theorem 3.11 let $A$ be an arbitrary union of unit tiles. Theorem 2.12 describes $A$ using dyadic tiles $\mathcal{D}$ and the operations of disjoint union and set complement. The total discrepancy on $A$ is then bounded by the sum of the estimates on the tiles:

$$\left| \# Y_1 \cap A - \# Y_2 \cap A \right| \leq \sum_{D \in \mathcal{D}} 2^{\ell(D)(n-1)} \leq \sum_{k=1}^{\infty} \# \{ D \in \mathcal{D} : \ell(D) = k \} \cdot 2^{k(n-1)}$$

$$\leq Cp(A) \sum_{k=1}^{\infty} 2^{-k(n-1)} 2^{k(n-1)} \leq Cp(A) \sum_{k=1}^{\infty} 2^{-k} \leq Cp(A),$$

where $C$ may change between occurrences but does not depend on $A$. Theorem 3.11 completes the proof.

3.4. Product nets. A product net is a separated net of the form $Y' \times \lambda \mathbb{Z}$, where $Y' \subset G'$ is a separated net and $\lambda > 0$. Such separated nets arise naturally in our induction arguments and dynamical constructions below.

Lemma 3.13. Consider a nilpotent Lie group $G$ with a projection system (see 2.2). Let $\pi : G \to G'$ be given by $\pi(x_1, \ldots, x_n) = (x_1, \ldots, x_{n-1})$, let $\lambda > 0$ and $Y'_1, Y'_2 \subset G'$ be two separated nets. Set $Y_1 = Y'_1 \times \lambda \mathbb{Z}$ and $Y_2 = Y'_2 \times \lambda \mathbb{Z}$. Then $Y_1, Y_2$ are separated nets, and there exists a BD bijection $f : Y_1 \to Y_2$ if and only if there exists a BD bijection $f' : Y'_1 \to Y'_2$.

Proof. For each $y' \in Y'_1$, one has a column of points $(y', t)$ with $t \in \lambda \mathbb{Z}$, with columns related by left multiplication by an element of $G$. Each column is uniformly discrete since it admits a transitive $\lambda \mathbb{Z}$ action by isometries, and the columns are uniformly discrete and coarsely dense since the same holds for $Y'_1 \subset G'$. The same argument works for $Y'_2$.

Suppose first that there exists a bijection $f' : Y'_1 \to Y'_2$ and that $\| y'^{-1} * f'(y) \| < C$ for some $C$. Set $f(y) = y * (y'^{-1} * f'(y), 0)$, which takes columns of integer points to columns of integer points and is therefore a bijection. We then have

$$d(f(y), y) = d(y * (y'^{-1} * f'(y), 0), y) = \| (y'^{-1} * f'(y), 0) \| < C,$$

so that $f$ is a BD bijection.

Conversely, suppose there exists a BD bijection $f : Y_1 \to Y_2$. In order to apply Theorem 3.3 let $A' \subset G'$ be a bounded measurable set. Note first that the set $A_{\infty} := A' \times \mathbb{R}$ has infinite perimeter $|N_1(\partial(A' \times \mathbb{R}))|$, but that $\lambda \mathbb{Z}$ acts by isometries on $N_1(\partial(A' \times \mathbb{R}))$, and the quotient has some finite volume $v(A)$. For the finite subset $A_i := A' \times [-i\lambda, i\lambda]$, we then have the estimate $p(A_i) = 2iv(A) + C_i$ with some eventually-constant $C_i$ that can be interpreted as the perimeter of the top and bottom caps of $A_i$.

Now, using the fact that $Y_1$ and $Y_2$ are product nets and Theorem 3.3 we obtain

$$|\# A' \cap Y'_1 - \# A' \cap Y'_2| = i^{-1} |\# A_i \cap Y_1 - \# A \cap Y_2| \leq Ci^{-1}p(A_i) \leq Ci^{-1}(2iv(A) + C_i),$$

where, $C > 0$ may change between occurrences and does not depend on $i$ or $A$.

To complete the proof, it suffices to show that $v(A)$ is bounded by a multiple of $p(A)$. Because we are working with Lebesgue measure, we have that $v(A) = \lambda |\pi N_1(\partial A' \times \mathbb{R})|_{G'}$. It thus suffices
to show $\pi(N_1(\partial A' \times \mathbb{R})) \subset N_r(\partial A')$ for some $r$ depending only on $G$, but this follows from the fact that $\pi$ is Lipschitz.

3.5. Application: exotic nets. We now prove Theorem 1.17 which is a direct corollary of:

**Theorem 3.14.** Let $G$ be a non-abelian nilpotent Lie group identified with $\mathbb{R}^n$ via exponential coordinates. Then $G$ contains an exotic net that is BD equivalent to $G(\mathbb{Z})$.

We start by proving the theorem for step 2 groups with one dimensional center.

**Remark 3.15.** In this case, the group law of $G$ has the form

$$(x_1, \ldots, x_n) \ast (x'_1, \ldots, x'_n) = \left( x_1 + x'_1, \ldots, x_{n-1} + x'_{n-1}, x_n + x'_n + \sum_{1 \leq i, j < n} a_{ij} x_i x'_j \right),$$

with coefficients $a_{ij}$ satisfying $a_{ij} = -a_{ji}$. In particular, the sum $\sum_{1 \leq i, j < n} a_{ij} x_i x'_j$ is a non-degenerate skew-symmetric bilinear form, and there exists a linear change of the first $(n-1)$ coordinates so that the only non-zero coefficients are $a_{2i-1, 2i} = 1$ and $a_{2i, 2i-1} = -1$ for $i = 1, \ldots, (n-1)/2$. That is, $G$ is necessarily a Heisenberg group of topological dimension $n$. In particular, it follows from the above normalization that $G$ is rational, and from the existence of dilations

$$\delta_r(x_1, \ldots, x_n) \mapsto (rx_1, \ldots, rx_{n-1}, r^2 x_n)$$

that $G$ has a lattice of every co-volume.

Our construction hinges on the following technical lemma.

**Lemma 3.16.** Let $G$ be a nilpotent Lie group of step 2 with one-dimensional center in rational exponential coordinates. Let $\theta \in [0, 1]$ be irrational and fix a positive function $f$. There exists a function $x_0(\ell, i)$, increasing in each $\ell$ and $i$, such that a nilpotent dyadic tile $D = D(g, \ell)$ has at most $2^{\ell(d-2)}$ integer points in the interval $[-i, i]$ along the $X_n$-axis, provided that $g = (x_1, \ldots, x_n)$ satisfies $x_1 > x_0(\ell, i)$ and $|(x_1, \ldots, x_{n-1}) - (x_1, \theta x_1, 0, \ldots, 0)| < f(i)$ (note that the last coordinate is not compared).

**Proof.** Permuting coordinates if necessary, we may assume that the coefficient $a_{12}$ in (3.15) is non-zero, and that all $a_{ij}$ are integral.

Consider first the effect of left multiplication by $g_0 = (x, \theta x, 0, \ldots, 0)$. For an arbitrary $(x'_1, \ldots, x'_n)$ we then have

$$(x, \theta x, \ldots, 0) \ast (x'_1, \ldots, x'_n) = \left( x + x'_1, \theta x + x'_2, x_3, \ldots, x'_{n-1}, x'_n + \sum_{1 \leq j < n} (a_{1j} x'_j + a_{2j} \theta x x'_j) \right).$$

That is, the product is a composition of Euclidean translation by $(x, \theta x, 0, \ldots, 0)$ and a shear in the plane $P$ spanned by the $x_n$ direction and the non-zero vector

$$(a_{11} + \theta a_{21}, a_{12} + \theta a_{22}, \ldots, a_{1,n-1} + \theta a_{2,n-1}, 0),$$

with the extent of the shear proportional to $x$.

Now, consider what left multiplication by $g$ does to the $2^n \ell$ integer points of the dyadic tile $D_0 = \bigsqcup A_\ell \ast \cdots \ast A_1 \ast I_G$. The inner product

$$(x_1, \ldots, x_{n-1}) \cdot (a_{11} + \theta a_{21}, a_{12} + \theta a_{22}, \ldots, a_{1,n-1} + \theta a_{2,n-1})$$

(3)

takes finitely many values on the integer points of $D_0$, partitioning the integer points into slabs of points for which (3) gives the same value. Because $\theta$ is irrational, the number of points in each slab is bounded above by $2^{\ell(n-2)}$ (note that projection onto the first two coordinates yields a $2^\ell \times 2^\ell$
square of integer points, each of which has preimage of size $2^{\ell(n-2)}$, and along $(\theta a_{21}, a_{12})$ can see only one of these points).

Under left multiplication by $g_0$, the slabs slide along each other, and if we have $x$ sufficiently large (larger than some $x_\theta(\ell, i)$), any interval of size $2i$ along the $X_n$ axis intersects at most one slab, giving us at most $2^{2^{(n-2)}}$ integer points.

Since the shear caused by left multiplication by $g = (x_1, \ldots, x_n)$ varies linearly with the first $n - 1$ coordinates and is not influenced by the last coordinate, the perturbation from $g_0$ to $g$ does not substantially alter the height of the slabs, so that if $g$ is close to $g_0$ in the first $n - 1$ coordinates, it still has at most $2^{2^{(n-2)}}$ integer points in any interval of size $2i$ along the $X_n$ axis.

Lastly, a minimal choice of $x_\theta$ is naturally increasing in $i$ and we may furthermore choose it so that it is increasing in $\ell$. □

Lemma 3.17. Let $G$ be a nilpotent Lie group of step 2 with one-dimensional center in rational exponential coordinates. Then $G$ contains an exotic net that is BD to $G(\mathbb{Z})$.

Proof. Since $G$ is rational and has step 2, fix $\theta \in [0, 1]$ irrational and let $x_\theta(\ell, i)$ be the function provided by Lemma 3.16 with $f(i) = i + 2^i$. Let $x_E(i) = x_\theta(i, i) + 2^i$.

For each $i$, let $E_i$ be a Euclidean ball of radius $i$ centered at $(x_E(i), \theta x_E(i), 0, \ldots, 0)$. We take $E' = \sqcup E_i$ and $Y = G(\mathbb{Z}) \setminus E$.

It is clear that $Y$ is not a separated net in the Euclidean metric. We now claim it is BD equivalent to $G(\mathbb{Z})$ in the $d_G$ metric. To this end, let $D$ be a nilpotent dyadic tile of level $\ell$ (note that we are in rational coordinates so that we may use dyadic tiles), i.e.

$$D = g * \bigg|_{A_\ell * \cdots * A_1 * I_G}$$

for some $g = (x_1, \ldots, x_n) \in G(2^\ell \mathbb{Z})$. We set $x_D = x_1$.

By the Strong BD Criterion, Theorem 1.13 it suffices to bound the discrepancy

$$|\#D \cap G(\mathbb{Z}) - \#D \cap Y| = \#D \cap E \cap G(\mathbb{Z})$$

by a multiple of $2^{2^{(n-2)}}$.

Suppose $E_i$ is a Euclidean ball that intersects $D$. We consider two cases: either $D$ is large compared to $E_i$, or it is small.

Suppose first that $\ell < i$. Projecting onto the first coordinate, $D$ becomes the interval $[x_D, x_D + 2^\ell]$ and $E_i$ the interval $[x_E(i) - i, x_E(i) + i]$, so that $D$ cannot intersect any other $E_j$ because of the growth rate of $x_E(i)$. Thus it suffices to count the integer points of $D \cap E_i$, or just the integer points of $D$ in the interval $[-i, i]$ along the $X_n$ coordinate. Now, projecting onto each of the first $(n - 1)$ coordinates, one sees that we must also have $|(x_1, \ldots, x_{n-1}) - (x_E(i), \theta x_E(i), 0, \ldots, 0)| < i + 2^\ell = i + 2^i$. Thus, by the choice of $x_\theta$ we have that $D$ contains at most $2^{2^{(n-2)}}$ points in the interval $[-i, i]$ along $X_n$, as desired.

Suppose now $\ell > i$. Then, by the discussion of the previous case, any $E_j$ intersecting $D$ also satisfies $\ell > j$. Each $E_j$ contains roughly $j^n$ integer points, and we bound $\#D \cap E$ by

$$\sum_{j < \ell} \#E_j \cap D \cap G(\mathbb{Z}) \leq \sum_{j < \ell} \#E_j \cap G(\mathbb{Z}) \sum_{j < \ell} j^n \leq \ell^{n+1} \leq C2^{2^{(n-2)}},$$

for some $C > 0$ as desired.

We thus have that $Y$ is a separated net BD to $G(\mathbb{Z})$ and not coarsely dense with respect to $d_G$. We now modify it so that it is also not uniformly discrete with respect to $d_G$.
Permuting coordinates if necessary, we may assume that in the group law (3.15) we have \(a_{12} \neq 0\). Note that \(Y\) contains all but finitely many integer points along the \(x_1\)-axis, and set
\[
Y' = Y \cup \{(i, 0, 0, \ldots, 0) * (0, -0.5/(a_{12}i), 0, \ldots, 0, -0.5)\}_{2 \leq i \in \mathbb{N}}
\]
\[
= Y \cup \{(i, 1/i, 0, \ldots, 0)\}_{2 \leq i \in \mathbb{N}}
\]
The first line makes it clear that \(Y'\) is \(d_G\)-discrete and therefore a \(d_G\)-net, while the second that it is not \(d_E\)-discrete. Furthermore, \(Y'\) is BD to
\[
Y \cup \{(i, 0, \ldots, 0) * (0, 0, \ldots, -0.5)\}_{2 \leq i \in \mathbb{N}},
\]
which in turn is clearly BD to \(Y\). Thus, \(Y'\) is the desired exotic net. \(\Box\)

We now remove the restriction that \(G\) should have rational exponential coordinates. Note that when working with arbitrary exponential coordinates we are not able to use dyadic tiles and the strong Laczkovich-Whyte criterion.

**Lemma 3.18.** Let \(G\) be a nilpotent Lie group of step 2 with one-dimensional center in exponential coordinates. Then \(G\) contains an exotic net that is BD to \(G(\mathbb{Z})\).

**Proof.** By Remark 3.15 \(G\) has a lattice \(\Gamma\) of the same co-volume as \(G(\mathbb{Z})\), and \(\Gamma\) is BD to \(G(\mathbb{Z})\) by Theorem 1.4. By Lemma 3.17, \(G\) has an exotic net that is BD to \(\Gamma\), as desired. \(\Box\)

Theorem 3.14 now follows by using projection systems and product nets:

**Proof of Theorem 3.14.** If \(G\) satisfies Lemma 3.18 then we are done. Otherwise, we may project away a one-dimensional subgroup of the center to reduce its dimension, and repeat the process to arrive at a rational nilpotent Lie group \(G'\) of step 2 with one-dimensional center (this may require a mild reordering of the coordinates). Composing the projections, we get a map \(\pi : G \to G'\), which forgets some coordinates of \(G\).

Let \(Y' \subset G'\) be the exotic net provided by 3.18 and set \(Y = \pi^{-1}(Y') \cap G(\mathbb{Z})\). It is clear that \(Y\) is neither coarsely dense nor uniformly discrete in the Euclidean metric. On the other hand, applying Lemma 3.13 inductively, we have that \(Y\) is BD equivalent to \(G(\mathbb{Z})\) with respect to \(d_G\), as desired. \(\Box\)

### 3.6. Application: quasi-crystals.

**Proof of Theorem 3.14.** We reduce the problem to studying quasi-crystals in Euclidean space.

Let \(G'\) be the abelianization of \(G\), with projection \(\pi : G \to G'\). The embedding \(\phi : G \hookrightarrow G \times \mathbb{R}^m\) then induces an embedding \(\phi' : G' \hookrightarrow G' \times \mathbb{R}^m\), and we can define \(S' = \text{id}_{G'} \times S_0 \subset G' \times \mathbb{R}^m\). Likewise, a choice of \(g_0 \in G \times \mathbb{R}^m\) gives a \(g_0' \in G' \times \mathbb{R}^m\) and an associated quasi-crystal \(Y' \subset G'\).

Since \(G'\) is isomorphic to \(\mathbb{R}^d\) for some \(d \geq 2\), Theorem 1.2 of [13] then provides the desired statements for the set \(Y'\). We now analyze the separated net \(Y\).

The embedding \(\phi : G \to G \times \mathbb{R}^k\) induces, via projection onto the two factors, Lie group homomorphisms \(\alpha : G \to G\) and \(L : G \to \mathbb{R}^k\). Because \(\mathbb{R}^k\) is abelian, \(L\) factors through \(G'\), so that \(L(g)\) is of the form \(L'(g')\) where \(g' = \pi(g)\).

Expanding out the definition of \(Y\), we have
\[
Y = \{g \in G : \phi(g) * S \cap (G(\mathbb{Z}) \times \mathbb{Z}^m) \neq \emptyset\}
\]
\[
= \{g \in G : (\alpha(g), L(g)) * (\text{id}_G \times S_0) \cap (G(\mathbb{Z}) \times \mathbb{Z}^m) \neq \emptyset\}
\]
\[
= \{g \in G : \alpha(g) \in G(\mathbb{Z}) \text{ and } (L(g) + S_0) \cap \mathbb{Z}^m \neq \emptyset\}
\]
\[
= \{g \in G : \alpha(g) \in G(\mathbb{Z}) \text{ and } g' \in Y'\}.
\]
We now restrict to the generic case of $\alpha$ being an invertible map and inducing an invertible map $\alpha' : G' \to G'$. We may then write

$$Y = \{ g \in G(\mathbb{Z}) : g' \in \alpha'^{-1}(Y') \}.$$ 

Since $\alpha'$ is an invertible linear map, it is furthermore biLipschitz, and $\alpha'^{-1}(Y')$ is BD to a lattice if and only if $Y'$ is BD to a lattice. Theorem 1.2 of [13] then states whether or not $Y'$ is BD to a lattice, and the product net Lemma 3.13 upgrades this to stating whether or not $Y$ is BD to a $\Lambda$-net. □

Remark 3.19. For nilpotent Lie groups admitting lattices of every covolume (e.g. rational Carnot groups, see §4), one may replace $\Lambda$-nets with lattices in Theorem 1.11.

Remark 3.20. In contrast to the general theory of separated nets in nilpotent Lie groups (see §3.5), we have that a quasi-crystal $Y \subset G$ is BD to a lattice in $G$ if and only if in exponential coordinates it is BD to a Euclidean lattice.

4. BiLipschitz Perturbations

In this section, we prove Theorem 1.5. The proof will follow the strategy of [4]. We first construct a measurable function $\zeta$ taking value in $\{1, 1 + c\}$ that cannot be the Jacobian of a bi-Lipschitz map. We then construct an explicit net using this Jacobian and take an asymptotic limit of the supposed bi-Lipschitz homeomorphism. The limiting map will be shown to have the Jacobian $\zeta$, contradicting the fact that $\zeta$ cannot be a Jacobian. As asymptotic cones of simply connected nilpotent Lie groups are Carnot groups, we will construct this non-Jacobian for Carnot groups.

Definition 4.1 (Carnot group). A Carnot group is a simply connected nilpotent Lie group $G$ with Lie algebra $g = \bigoplus_{j=1}^{r} V_j$ where $[V_1, V_j] \subset V_{i+j}$.

Here $V_1$ is called the horizontal layer. The horizontal elements of $G$ are those group elements of the form $e^{\lambda v}$ where $v \in V_1$. A horizontal line is given by $t \mapsto ge^{tv}$ for all $t \in \mathbb{R}$ and for some fixed $g \in G$. We say that this horizontal line (or any subsegment thereof) is going in the direction of $\pm v$.

We can define a projection onto the horizontal layer

$$\pi : G \to V_1$$

$$\exp(v_1 + v_2 + \cdots + v_r) \mapsto \exp(\lambda v_1 + \lambda^2 v_2 + \cdots + \lambda^r v_r)$$

when $v_i \in V_i$.

We define a projection onto the horizontal layer

$$\pi : G \to V_1$$

$$\exp(v_1 + \ldots + v_r) \mapsto v_1$$

where $v_i \in V_i$. Assuming we have a metric on $G$, we can then measure how non-horizontal a group element $g$ is via the function $\text{NH}(g) = d(\exp(\pi(g)), g)$. Note that $\text{NH}(a^{-1}b) = 0$ if and only if $a$ and $b$ lie on a horizontal line. If $\text{NH}(a^{-1}b) = 0$, we can define the horizontal interpolant

$$ab := \{ a\delta_t(a^{-1}b) : t \in [0, 1] \}.$$

We will use the following special semi-metric from [17].
Proposition 4.2 (Proposition 7.2 of [17]). There exists a continuous homogeneous norm \( \| \cdot \| : G \to [0, \infty) \) and \( p, C \geq 1 \) so that if we define the semi-metric \( d(g, h) = \|g^{-1}h\| \), then the following properties hold:

(i) for all \( u, v, w \in G \) we have
\[
d(u, v)^p + d(v, w)^p \geq \left( \frac{d(u, w)}{2} \right)^p + C \text{NH}(u^{-1}w)^p,
\]

(ii) \( \pi : (G, d) \to (V_1, |\cdot|) \) is 1-Lipschitz.
(iii) \( \|g\| = |\pi(g)| \) if and only if \( g = \exp(v) \) for some \( v \in V_1 \),

The semi-metric \( d \), which we now fix, is only guaranteed to satisfy a quasi-triangle inequality. That is, there exist \( C_0 \geq 1 \) so that
\[
d(x, z) \leq C_0 (d(x, y) + d(y, z)), \quad \forall x, y, z \in G.
\]

However, we have the following estimate, which follows immediately from the continuity of the norm.

Lemma 4.3. There exists a continuous increasing function \( \zeta : [0, 1/2) \to \mathbb{R} \) with \( \zeta(0) = 0 \), so that if \( g \in G \) and \( d(g, h) < \epsilon d(0, g) \), then
\[
d(0, h) \leq (1 + \zeta(\epsilon))d(0, g).
\]

Recall from [17] Lemma 3.7 we have the following

Lemma 4.4. There exists a constant \( C_1 > 0 \) that depends only on \( G \) such that for \( \eta \in (0, 1) \) if \( g, h \in G \) with \( d(g, h) \leq \eta \) and \( u \in V_1 \) with \( |u| \leq 1 \) then for \( t \in [0, 1] \)
\[
d(ge^{tu}, he^{tu}) \leq C_1 \eta^{1/r}
\]
where \( r \) is the step of \( G \).

This holds for any (semi-)metric induced by a homogeneous norm. The next theorem gives a quantitative bound for how non-horizontal a unit element of \( G \) can be given how large its horizontal component is.

Lemma 4.5. For all \( \epsilon > 0 \), there exists \( \delta(\epsilon) > 0 \) so that for all \( g \in G \),
\[
\frac{\text{NH}(g)}{\|g\|} < \delta \implies \frac{|\pi(g)|}{\|g\|} > 1 - \epsilon,
\]
\[
\frac{|\pi(g)|}{\|g\|} > 1 - \delta \implies \frac{\text{NH}(g)}{\|g\|} < \epsilon.
\]

Proof. Let us first prove (6). Suppose the statement is not true. Then there exists \( \epsilon > 0 \) and \( g_n \in G \) so that \( \|g_n\| = 1 \), \( \text{NH}(g_n) \to 0 \), and \( |\pi(g_n)| \leq 1 - \epsilon \). As the unit sphere is compact, we may pass to a converging subsequence \( g_n \to g \). As \( \text{NH} \) and \( \pi \) are continuous, we get that \( \|g\| = 1 \), \( \text{NH}(g) = 0 \), and \( |\pi(g)| \leq 1 - \epsilon \). However, \( \text{NH}(g) = 0 \) implies that \( g \) is horizontal in which case we have by construction of \( \|\cdot\| \) that \( \|g\| = |\pi(g)| \), a contradiction.

The proof of (7) follows by a similar limiting argument. \( \square \)

Lemma 4.6. The restriction of \( \exp : (V, |\cdot|) \to G \) on any compact set is a uniform homeomorphism. The modulus of uniform continuity can depend on on the compact set.

Proof. We have that \( \exp \) is a homeomorphism. Thus, restricting to compact sets, we get uniform continuity in both directions. \( \square \)
As we have identified $G$ with $\mathbb{R}^n$ via exponential coordinates, we can talk about the Lebesgue measure $\mathcal{L}^n$ on $G$. It is not hard to see (by looking at the Jacobians of left translation and dilation) that $\mathcal{L}^n$ is Haar and $\mathcal{L}^n(\delta\lambda(E)) = \lambda^d \mathcal{L}^n(E)$ for $E \subseteq G$ measurable where $Q = \sum_{i=1}^n i \cdot \dim (V_i)$. From now on, we use $|\cdot|$ to also denote the usual Lebesgue measure. While, this does conflict with $|\cdot|$ as the Euclidean norm on $V$, it should be clear from context which one we are using. We will use $\mathcal{L}^n$ if we want to be careful.

Given a vector $v \in V_1$, we let $\pi_v : G \to \mathbb{R}$ denote the composition of $\pi$ with the projection onto the line spanned by $v$ and $G_v^\perp$ denote the exponential image of the subspace of $g$ orthogonal to $v$. We will sometimes use an ordering on $\mathbb{R}v \subseteq V$ as induced by its identification with $\mathbb{R}$ (choosing one of the two orderings arbitrarily). Note that any horizontal line $g \exp(\mathbb{R}v)$ intersects $G_v^\perp$ in one unique point. Thus, we can then define the following “backwards projection” function

$$
\nu_v : G \to G_v^\perp \\
g \mapsto g \exp(\mathbb{R}v) \cap G_v^\perp.
$$

**Lemma 4.7.** For any $v \in V_1$ and $A \subseteq G$, we have

$$
\mathcal{L}^{n-1}(\nu_v(gA)) = \mathcal{L}^{n-1}(\nu_v(A)), \quad \forall g \in G.
$$

In particular, there exists a constant $c_1 > 0$ depending only on $v$, $G$, and its metric so that

$$
\mathcal{L}^{n-1}(\nu(B(g,r))) = c_1 r^{Q-1}, \quad \forall g \in G, r > 0.
$$

**Proof.** We have

$$
\mathcal{L}^{n-1}(\nu_v(gA)) = \mathcal{L}^{n-1}\left(\{z \in G_v^\perp : z \cdot \exp(\mathbb{R}v) \cap gA \neq \emptyset\}\right)
$$

$$
= \mathcal{L}^{n-1}\left(\{z \in G_v^\perp : g^{-1}z \cdot \exp(\mathbb{R}x) \cap A \neq \emptyset\}\right)
$$

$$
= \mathcal{L}^{n-1}(g\{y \in G_v^\perp : y \cdot \exp(\mathbb{R}x) \cap A \neq \emptyset\} \exp(-\pi_v(g)v)) = (*).
$$

It follows easily from looking at the Jacobian of the Baker-Campbell-Hausdorff formula that both left and right multiplications ($G_v^\perp, \mathcal{L}^{n-1} \to (gG_v^\perp, \mathcal{L}^{n-1})$ and $(G_v^\perp, \mathcal{L}^{n-1}) \to (G_v^\perp g, \mathcal{L}^{n-1})$ are measure preserving on the orthogonal subspaces. Thus,

$$
(*) = \mathcal{L}^{n-1}\left(\{y \in G_v^\perp : y \cdot \exp(\mathbb{R}x) \cap A \neq \emptyset\}\right)
$$

$$
= \mathcal{L}^{n-1}(\nu_v(A)).
$$

We then have that $\mathcal{L}^{n-1}(\nu_v(B(g,r))) = \mathcal{L}^{n-1}(\nu_v(B(0,r)))$ and the second statement follows easily from a homogeneity argument with respect to dilation. \hfill \Box

4.1. **Constructing a non-Jacobian.** We now construct a measurable function taking value in $\{1,1+c\}$ that is not the Jacobian of any bi-Lipschitz function $G \to G$. The proof will now resemble the proof in [4] where we construct a highly oscillatory function on a “horizontal tube” ($R_\lambda$ below), find line segments that must be quantitatively stretched, and nest the functions to compound the stretching.

There will be two twists in the Carnot setting. The first is that the method of [4] only works if the endpoints of the tube are close to lying on a horizontal line segment. This is because we compare how the function behaves on horizontal line segments lying in the horizontal tube $R_\lambda$ and we need the function to behave very horizontally to make the triangle inequality arguments work. See case 1 below. It turns out, however, that if the endpoints of the tube are very non-horizontal, then the needed quantitative stretching will follow easily from the properties of the metric in Proposition 4.2. See case 2 below.

The second twist is that parallel horizontal line segments can drift apart in nonabelian Carnot groups (see Lemma 4.4). This will be particularly relevant when we have to compare volumes of neighboring regular balls. To combat this, we will have to take much thinner slices of the tube (compared to the radius) and compare balls in neighboring slices. As these balls are much smaller
than the radius, we have to look at a much denser set of horizontal lines going through the tube. By using the fact that the behavior of Lipschitz functions propagate locally (by uniformly continuity) we can actually look at *every* horizontal line going through \( R_{\lambda} \). This allows us to replace the pigeonhole principle used in [4] with an averaging method.

We now begin the construction. We will assume \( G \neq \mathbb{R} \). Without loss of generality, we equip the \( G \) in the target with the semi-metric from Proposition 4.2 (remember only the quasi-triangle inequality holds). This is possible as the statement we are trying to prove is invariant under bi-Lipschitz remetrization, and the metric of Proposition 4.2 is bi-Lipschitz to the subRiemannian metric. For the domain \( G \), we equip that with any left-invariant homogeneous true metric (for example, the subRiemannian metric).

Fix an orthonormal basis of \( g \) and pick \( x \in V_1 \) in this basis. We call \( e^{tx} \) the \( x \)-axis and write \( G^\perp = G_x^\perp \) and \( \nu = \nu_x \). Note that \( \pi_x(G^\perp) = 0 \). We also set \( d_{\pi_x}(g, h) = |\pi_x(h^{-1}g)| \).

For any \( \lambda > 0 \), we define \( \bar{B}_\lambda := G^\perp \cap B(0, \lambda) \). We can also define the tube
\[
R_{\lambda} = \{ b e^{tx} \mid b \in \bar{B}_\lambda, t \in [0, 1] \}
\]
and break \( R_{\lambda} \) into \( N \) equal ‘slices’
\[
R_i = \{ b e^{tx} \mid b \in \bar{B}_\lambda, t \in [(i-1)/N, i/N) \}
\]
for \( i = 1, \ldots, N \). We can add the face \( \bar{B}_\lambda e^x \) to \( R_{\lambda}^N \). A simple homogeneity argument gives that \( \mathcal{L}^{-1}(\bar{B}_\lambda) = c_0 \lambda^Q-1 \). By Fubini, we also have \( \nu(R_{\lambda}) = c_0 \lambda^Q-1 \).

By construction, the backwards projection of \( R_{\lambda} \) is \( \bar{B}_\lambda \). We first claim that the backwards projection of a sufficiently small neighborhood of \( R_{\lambda/4C_0} \) lies in \( \bar{B}_{\lambda/2} \).

**Lemma 4.8.** There exists \( K_0 > 0 \) so that if \( N > K_0 \lambda^{-r} \), then
\[
\nu(B(R_{\lambda/4C_0}, 1/100N)) \subseteq \bar{B}_{\lambda/2}.
\]

**Proof.** Let \( z \in R_{\lambda/4C_0}, y \in B(z, 1/100N) \), and \( \eta \in [-1/100N, 1/100N] \) be so that if \( z' = z e^{\eta x} \), then \( y^{-1}z' \in G^\perp \). Then by the quasi-triangle inequality, we have that
\[
d(z', y) \leq C_0 d(z', z) + d(z, y) \leq c_0 N^{-1}.
\]

Multiplying \( z' \) and \( y \) by some \( e^{-\xi x} \) so that \( \xi \in (0, 2) \) and \( z' e^{-\xi x}, y e^{-\xi x} \in G^\perp \), we get from Lemma 4.4 and the fact that \( N > K_0 \lambda^{-r} \) that
\[
d(y e^{-\xi x}, 0) \leq C_0 d(y e^{-\xi x}, z' e^{-\xi x}) + d(z'e^{-\xi x}, 0) \leq C_0(C(c_0 N^{-1})^{1/r} + \lambda/4C_0)
\]
\[
\leq C_0(c_0 K_0^{-1/r} \lambda + \lambda/4C_0).
\]

Thus, by taking \( K_0 \) sufficiently large, we get (8). \( \Box \)

**Definition 4.9.** We say that a pair of points \( g_1, g_2 \in G \) is \( A \)-stretched by a map \( f : G \to G \) if
\[
d(f(g_1), f(g_2)) \geq Ad(g_1, g_2).
\]

For any \( \lambda, N > 0 \), we can define an alternating function
\[
\rho_{\lambda,N} : R_{\lambda} \to \{ 1, 1 + c \}
\]
\[
z \mapsto \begin{cases} 
1, & z \in R_{\lambda}, i \text{ is odd}, \\
1 + c, & \text{otherwise}.
\end{cases}
\]

We now show that a bi-Lipschitz function whose Jacobian oscillates no less than \( \rho_{\lambda,N} \) on \( R_{\lambda} \) must quantitatively stretch some horizontal pair of points more than how the endpoints of the tube are stretched. See Lemma 3.2 of [4] for the analogous statement.
Lemma 4.10. Let $L \geq 1$ and $c > 0$. There exist $k > 0, \lambda_0 > 0, \mu > 0,$ and $K > K_0$ such that if 
$\lambda \in (0, \lambda_0), N > K\lambda^{-r}$ and $f : R_\lambda \to G$ is a $L$-bi-Lipschitz map whose Jacobian $\rho$ satisfies 
\[|\rho_{\lambda,N}^{-1}(1)\rho^{-1}([0,1])| < \mu N^{-Q},\]
\[|\rho_{\lambda,N}^{-1}(1+c)\rho^{-1}([c,\infty])| < \mu N^{-Q},\]
then the following property holds: if $0, e^x \in G$ are $A$-stretched by $f$, then there exists some $\eta > 1/2$ 
and $g, ge^{\eta x} / N$ both in $R_{\lambda/2}$ that are $(1 + k)A$-stretched.

Proof. Let $\rho$ be the Jacobian of the bi-Lipschitz map $f : R_\lambda \to G$. Suppose no such pairs of points 
in $R_{\lambda/2}$ are $(1 + k)A$-stretched for some $k > 0$ to be determined. Without loss of generality we can 
assume that $f(0) = 0$. Let $y = \pi(f(e^x))$.

We say a point $g \in R_\lambda$ is $(\ell, A)$-regular if 
\[\pi_y(f(ge^{\frac{1}{N}x})) - \pi_y(f(g)) > (1 - \ell)\frac{A}{N},\]
We say that a ball is irregular if some point inside that ball is not regular.

Let $R'$ consists of the points in $R_{\lambda/4C_0}$ that lie near the center of each slice $R_{\lambda}^i$:
\[R' = \bigcup_{i=0}^{N-2} \left\{ g \in R_{\lambda/4C_0}^i : |\pi_x(g)| \in \left(\frac{4i+1}{4N}, \frac{4i+3}{4N}\right) \right\} .\]

Let $N$ be a $1/10N$-net of $R'$.

The proof will now follow from a series of claims inspired by Burago-Kleiner.

Claim 4.11. There exists $\tau_1 = \tau_1(\ell, L), k_1 = k_1(\ell, L),$ and $\lambda_1 = \lambda_1(\ell, L)$ such that if $\lambda < \lambda_1,$ 
k < k_1, N > K_0, and
\[\frac{NH(f(e^x))}{\|f(e^x)\|} < \tau,\]
then there exists a $1/100N$-ball centered at a point of $N$ that is regular.

Proof. Assume all $1/100N$-balls around points of $N$ are irregular, so that there is some point 
(choosing one arbitrarily for each point of $N$) inside the ball that is not $(\ell, A)$-regular. For $s = (\ell/100C_1L^2)^r$, consider an $s/N$-ball $B^i$ around each one of these chosen irregular points and call 
this a bad ball. Note from the triangle inequality that bad balls are all pairwise disjoint.

Let $I$ denote the index set of all bad balls $B^i = B(z, s/N)$. As each ball of $I$ is uniquely 
associated to a point of a $1/10N$-net of $R'$, which has volume $|R'| \geq c_0\lambda^{-Q-1}$, we get that 
$\#I = \#N \geq c_0N^{Q}\lambda^{Q-1}$.

Define a function $\phi : \bar{B}_{\lambda/2} \to \mathbb{R}$
\[\phi(g) = \sum_{i \in I} \chi_{\nu(B^i)}(g)\]
By Lemma 4.8 we have that each $\chi_{\nu(B^i)}$ is indeed supported in $\bar{B}_{\lambda/2}$. Then since $\#I \geq c_0N^{Q}\lambda^{Q-1}$, 
$L^{n-1}(\nu(B^i)) = c_1(s/N)^{Q-1}$ and $L^{n-1}(\bar{B}_{\lambda/2}) \leq c_0\lambda^{Q-1}$ we must have for some $g_0 \in \bar{B}_{\lambda/2}$ that
\[\phi(g_0) \geq \int_{\bar{B}_{\lambda}} \phi(g) \, dg \geq c_0s^{Q-1}N.\]

Let $\gamma = g_0 \exp([0,1]x)$ be the horizontal line segment.

We see that there must be at least $c_0s^{Q-1}N$ cells $Q_i = R_{\lambda}^i \cap R'$ so that some point of $Q_i \cap \gamma$ is 
contained in a bad ball. In particular, we may suppose there are more than $c_2N$ of these cells $Q_i$ with (say) $i$ even where $c_2$ depends on $\ell$ and $L$. 
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Next we split segment $\gamma$ into subsegments given by the points 
\[ g_0, g_0e^{t_0x}, g_0e^{t_1x}, \ldots, g_0e^{t_{N-1}x}, g_0e^x \]
where
\[ (i) \; t_i \in \left( \frac{4i+1}{4N}, \frac{4i+3}{4N} \right), \]
\[ (ii) \; \text{if possible choose } t_{2i} \text{ so that } g_0e^{t_{2i}} \text{ is in a bad ball, in which case } t_{2i+1} = t_{2i} + \frac{1}{N}. \]
By the discussion above, (ii) happens at least $c_2N$ times.

Suppose $g_0e^{t_{2i}x}$ is in a bad ball. Then it is within distance $s/N$ of an irregular point. Let $g_1 = g_0e^{t_{2i}x}$ and $g_1'$ be the irregular point at distance $s/N$ away and let $g_2, g_2'$ be their right translates by $e^{\frac{1}{N}x}$. Lemma 4.4 implies that since $d(\delta_N(g_1), \delta_N(g_1')) \leq s$ then
\[ d(\delta_N(g_1)e^x, \delta_N(g_1')e^x) \leq s^{1/r} \]
which implies that
\[ d(g_1e^{\frac{1}{N}x}, g_1'e^{\frac{1}{N}x}) = d(g_2, g_2') \leq C_1 \frac{s^{1/r}}{N}. \]

Remembering $s = (\ell/100C_1L^2)^r$, we get
\[ d_{\pi_y}(f(g_1), f(g_2)) \leq d_{\pi_y}(f(g_1), f(g_1')) + d_{\pi_y}(f(g_1'), f(g_2')) + d_{\pi_y}(f(g_2), f(g_2')) \leq \frac{Ls}{N} + (1 - \ell) \frac{A}{N} + C_1 \frac{s^{1/r}}{N} \leq \left( 1 - \frac{\ell}{2} \right) \frac{A}{N}. \quad (9) \]
In the last inequality, we used the fact that $L^{-1} \leq A$.

By (i), one has that $|t_{i+1} - t_i| > \frac{1}{2N}$ for all $i$ and so we have by initial assumption of the lemma that
\[ d(f(g_0e^{t_i}x), f(g_0e^{t_{i+1}}x)) \leq (1 + k)A(t_{i+1} - t_i), \quad \forall i. \quad (10) \]

Finally, we have
\[ \max\{d(f(g_0), f(g_0e^{t_1})), d(f(g_0e^{t_N}x), f(g_0e^x)) \} \leq \frac{L}{N} \leq L\lambda, \quad (11) \]
where we used the fact that $N > K\lambda^{-r} > \lambda^{-1}$ (for sufficiently small $\lambda$).

We now use another series of segments defined by the points
\[ 0, g_0, g_0e^{t_1x}, \ldots, g_0e^{t_N}x, g_0e^x, e^x \]
to estimate the distance between the projections of $f(0) = 0$ and $f(e^x)$. Again by Lemma 4.4 we have that since $d(0, g_0) \leq \lambda$ then $d(e^x, g_0e^x) \leq C_1 \lambda^{1/r}$, and so
\[ \max\{d(f(0), f(g_0)), d(f(e^x), f(g_0e^x)) \} \leq C_1 \lambda^{1/r}. \quad (12) \]

Remembering that there are at least $c_2N$ even indices $i$ so that $g_0e^{t_i}x$ is in a bad ball, we get the following upper bound:
\[ |\pi_y(f(e^x))| \leq c_2N \left( 1 - \frac{\ell}{2} \right) \frac{A}{N} + (1 - c_2) (1 + \ell)A + 4C_1L\lambda^{1/r}. \]
Note that we do not suffer a quasi-triangle inequality loss as $(g, h) \mapsto |\pi_y(g) - \pi_y(h)|$ satisfies the triangle inequality.

By taking $k$ and $\lambda$ sufficiently small depending on $\ell$ and $L$ (remember $c_2$ depends also on $\ell, L$), we get
\[ |\pi_y(f(e^x))| \leq \left( 1 - \frac{\ell}{4} \right) A. \]
On the other hand, by choosing $\tau$ in the hypothesis small enough depending on $\ell$, we can get from (6) that

$$|\pi_y(f(e^x))| > \left(1 - \frac{\ell}{4}\right)\|f(e^x)\| \geq \left(1 - \frac{\ell}{4}\right)A,$$

a contradiction. \hfill \square

Let $W = \exp(\pi(f(e^x))/N)$. For any point $g$ let $W_g := f(g)^{-1}f(ge^{\frac{1}{N}x})$.

**Claim 4.12.** Given any $m > 0$ there is an $\ell_2 = \ell_2(m) > 0$ such that if $\ell \leq \ell_2$ and $k < \ell$ then for every $(\ell, A)$-regular point $g \in R_{\lambda/2}$ so that $ge^{x/N} \in R_{\lambda}$ we have $d(W, W_g) < \frac{m}{N}$.

**Proof.** Remember $y = \pi(f(e^x))$. We have that

$$|\pi(W_g)| \geq |\pi_y(W_g)| > \frac{(1 - \ell)A}{N},$$

$$\|W_g\| \leq \frac{(1 + k)A}{N} \leq \frac{(1 + \ell)A}{N}.$$

The second inequality comes from the assumption that $g, ge^{x/N} \in R_{\lambda/2}$ are not $(1 + k)A$-stretched. Thus, by (7), if we take $\ell$ small enough, we get

$$NH(W_g) < \frac{m}{2C_0L(1 + \ell)}\|W_g\| \leq \frac{m}{2C_0N}.$$

Note that $W = \exp(\pi(W))$. As $N\pi(W)$ and $N\pi(W_g)$ both lie in a ball of radius $L$, we have by Lemma 4.6 that

$$Nd(W, \exp(\pi(W_g))) = d(\exp(N\pi(W)), \exp(N\pi(W_g))) < \frac{m}{2C_0}$$

if

$$|\pi(W) - \pi(W_g)| < \frac{m'}{N}$$

for some sufficiently small $m'$ depending only on $m$. As $W_g$ is $\ell$-regular, we get that the projection of $\pi(W_g)$ onto $\pi(W) = y/N$ is at least $\frac{(1 - \ell)A}{N}$. On the other hand,

$$|\pi(W_g)| \leq \|W_g\| \leq \frac{(1 + k)A}{N}.$$

Thus, we get from Claim 2 of [4] that (13) is possible if we take $\ell$ sufficiently small depending on $m'$.

We then have that by quasi-triangle inequality that

$$d(W, W_g) \leq C_0(d(W, \exp(\pi(W_g))) + NH(W_g)) < C_0\left(\frac{m}{2C_0N} + \frac{m}{2C_0N}\right) = \frac{m}{N}.$$

\square

**Claim 4.13.** There exist $m_3 = m_3(c, L) > 0$ such that if $m < m_3$ and $S$ is a $1/100N$-ball so that $d(W, W_g) < \frac{m}{N}$ for every point $g \in S$, then for $S' := S \cdot e^{x/N}$ we have

$$||f(S)| - |f(S')|| < \frac{c}{2}|S|.$$

**Proof.** Let $S = B(z, 1/100N)$, $Q = f(S)$, $R = f(S')$, and $\tilde{R} = Q \cdot W$. By translation invariance of the measure, we have that $|\tilde{R}| = |Q|$.  21
Let \( g \in \partial S \). Then by hypothesis, we have that \( d(f(g) \cdot W, f(g e^{x/N})) < m/N \) and \( g \cdot e^{x/N} \in \partial S' \). We thus have a bound on the Hausdorff distance
\[
\text{d}_{\text{Haus}}(\partial \tilde{R}, \partial R) \leq m/N.
\]
Thus, it suffices to calculate the volume \( |B(\partial R, m/N)| \).

Consider a \( m/LN \)-net \( M \) of \( A = (B(z, 1/100N) \setminus B(z, 1/100N - m/LN)) e^{x/N} \). This is a thickened interior edge of \( S' \). As \( |B(x, r)| = c_0 r^Q \), we have that \( |A| \leq c_0 \frac{m}{T} N^{-Q} \), and so \( \#M \leq c_0 (m/L)^{1-Q} \). As \( f \) is \( L \)-bi-Lipschitz,
\[
f(\partial S') \subseteq B(f(M), m/N).
\]
By the quasi-triangle inequality, we get
\[
B(\partial R, m/N) = B(f(\partial S'), m/N) \subseteq B(f(M), 2C_0 m/N),
\]
and so
\[
|B(\partial R, m/N)| \leq \#M \cdot c_0 \left( \frac{2C_0 m}{N} \right)^Q \leq c_0 \frac{m L^{Q-1}}{N Q}.
\]
Thus, by taking \( m \) small enough depending on \( c \) and \( L \) we get that
\[
||f(S')| - |f(S)|| = |R| - |\tilde{R}| < \frac{c}{2} |S|.
\]
Here, we used the fact that \( |S| \) is comparable to \( N^{-Q} \). \( \square \)

Given \( c, L > 0 \), we use Claim 4.13 to get \( m_3 > 0 \). We then use Claim 4.12 to get \( \ell_2 \) from \( m_3 \) and finally Claim 4.11 to get \( \tau, \lambda_1, \) and \( k_1 \) from \( \ell_2 \). Now choose any \( \lambda < \lambda_1 \) and \( N > K \lambda^{-\tau} \) to construct \( \rho_{\lambda,N} \). We may choose \( \tau \) sufficiently small (depending only on \( p \)) so that
\[
(1 + 2^p C_p \tau^p)^{1/p} \geq 1 + 2^{p-1} C_p^{-1} \tau^p,
\]
where \( C \) is the constant from Proposition 4.2. We now fix \( k = \min(2^{p-1} C_p^{-1} \tau^p, k_1) \).

**Case 1:** Suppose \( \text{NH}(f(e^x))/\|f(e^x)\| < \tau \).

By Claim 4.11 there is a \( 1/100N \)-ball \( B \) around a point of \( \mathcal{N} \) that is regular. By definition of \( R' \), there is some \( i \in \{0, ..., N-1\} \) so that \( B \subset R'_\lambda \), which means \( Be^{x/N} \subset R'_{\lambda+1} \). Thus, \( \rho_{\lambda,L} \) take different valued constants on \( B \) and \( Be^{x/N} \) (we may suppose without loss of generality that \( \rho_{\lambda,N} = 1 \) on \( B \)). Then as \( \rho^{-1}([0,1]) \) differs from \( \rho_{\lambda,N}^{-1}(1) \) on a set of measure no more than \( \mu N^{-Q} \), we get that
\[
|f(B)| \leq |B| - \mu N^{-Q} + L^Q \mu N^{-Q}.
\]
Similarly, we have that
\[
|f(Be^{x/N})| \geq (1 + c)(|B| - \mu N^{-Q}).
\]
As \( |B| \) is comparable to \( N^{-Q} \), we get from choosing \( \mu \) to be sufficiently small that
\[
|f(Be^{x/N})| - |f(B)| \geq c |B| - (c + L^Q) \mu N^{-Q} \geq \frac{c}{2} |B|.
\]
On the other hand, by Lemma 4.8 \( B \) (and so also \( Be^{x/N} \)) is contained in \( R_{\lambda/2} \). Then a combination of Claim 4.12 and Claim 4.13 gives us that
\[
|f(B)| - |f(Be^{x/N})| < \frac{c}{2} |B|,
\]
a contradiction.

**Case 2:** Suppose \( \text{NH}(f(e^x))/\|f(e^x)\| \geq \tau \).
Consider the points \( f(0), f(e^{x/2}), f(e^x) \in G \). By the hypothesis of the current case, we have that
\[
\frac{d(f(0), f(e^{x/2}))^p + d(f(e^{x/2}), f(e^x))^p}{2} - \left( \frac{d(f(0), f(e^x))}{2} \right)^p \geq C_\tau^p d(f(0), f(e^x))^p.
\]

Multiplying by \( 2^p \) on both sides, we get
\[
\frac{(2d(f(0), f(e^{x/2})))^p + (2d(f(e^{x/2}), f(e^x)))^p}{2} \geq d(f(0), f(e^x))^p + 2^p C_\tau^p d(f(0), f(e^x))^p \geq (1 + 2^p C_\tau^p) A^p.
\]

In the second inequality, we used that \( d(f(0), f(e^x)) \geq Ad(0, e^x) = A \). In particular, one of the two terms in the numerator is larger than the right hand side. Without loss of generality, suppose it is the first term. Then we get
\[
d(f(0), f(e^{x/2})) \geq (1 + 2^p C_\tau^p) A^p d(f(0), f(e^x))^{1/p} \geq (1 + 2^p C_\tau^p) A^p d(0, e^x/2)^{1/p} = (1 + k) A d(0, e^x/2).
\]

Here, we used the fact that \( d(0, e^x/2) = 1/2 \). This contradicts the initial assumption of the lemma.

The following lemma is obvious.

**Lemma 4.14.** For any \( \lambda > 0, \eta > 0, \) and \( \delta > 0, \) there exists a finite collection of disjoint horizontal line segments \( \overline{l_j r_j} \subset R_\lambda \) in the direction of \( x \) so that for any \( g, ge^{ix} \subset R_\lambda \) where \( s > \eta, \) there exists a horizontal segment \( \overline{l_j r_j} \) so that \( d(l_j, g) < \delta \) and \( d(r_j, ge^{ix}) < \delta. \)

**Lemma 4.15.** There exist \( k' > 0 \) such that, for any horizontal line segment \( \overline{ab} \subset U \), there is a measurable function \( \eta : U \to \{ 1, 1 + c \}, \epsilon > 0 \) and a finite collection of non-intersecting horizontal segments \( \overline{l_j r_j} \subset U \) in the direction of \( x \) with the following property: if \( a, b \) are \( A \)-stretched by some \( L \)-bi-Lipschitz map \( f : U \to G \) whose Jacobian \( \rho \) satisfies
\[
|\zeta^{-1}(1)\rho^{-1}([0, 1])| < \epsilon, \\
|\zeta^{-1}(1 + c)\rho^{-1}([1, c, \infty)])| < \epsilon,
\]
then for some \( j \) the pair \( l_j, r_j \) is \((1 + k')A\)-stretched by \( f \).

**Proof.** We are allowed to translate and scale, and so we may assume \( a = 0 \) and \( b = e^x. \) Let \( \lambda \in (0, \lambda_0) \) so that \( R_\lambda \subset U \). Now choose \( N > K \lambda^{-c} \) and set \( \epsilon = \mu N^{-Q} \). Choose a finite collection of disjoint horizontal segments in \( R_\lambda \) using Lemma 4.14 with \( \eta' = 1/2N \) and \( \delta = \gamma/4L^2N \) for some \( \gamma > 0 \) to be determined. We then define
\[
\zeta(p) = \begin{cases} 
\rho_{\lambda, N}(p), & p \in R_\lambda, \\
1, & p \in U \setminus R_\lambda.
\end{cases}
\]

Defining \( \epsilon = \mu N^{-Q} \) where \( \mu > 0 \) is from Lemma 4.10 we get that there exist \( \eta > 1/2N \) so that \( g, ge^{ix} \subset R_\lambda \) are \((1 + k)A\)-stretched. There then exist \( \overline{l_j r_j} \) so that \( d(l_j, g) < \gamma/4L^2N \) and \( d(r_j, ge^{ix}) < \gamma/4L^2N \). We get that
\[
d(l_j, r_j) = |\pi_x(l_j) - \pi_x(r_j)| \leq |\pi_x(g) - \pi_x(ge^{ix})| + 2\delta = d(g, ge^{ix}) + \frac{\gamma}{2L^2N}.
\]

On the other hand, two applications of Lemma 4.3 gives
\[
d(f(l_j), f(r_j)) \geq \frac{1}{(1 + \zeta(\gamma))^2} d(f(g), f(ge^{ix})) \geq \frac{(1 + k)A}{(1 + \zeta(\gamma))^2} d(g, ge^{ix}).
\]
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As \(d(g, ge^{\eta z}) = \eta \geq \frac{1}{2N}\) and \(\zeta(\gamma) \to 0\) as \(\gamma \to 0\), we get by taking \(\gamma\) sufficiently small relative to \(N\) that

\[
\frac{d(f(l_j), f(r_j))}{d(l_j, r_j)} \geq \frac{(1 + k) \text{Ad}(g, ge^{\eta z})}{(1 + \zeta(\gamma))^2(d(g, ge^{\eta z}) + \gamma/2L^2N)} \geq \left(1 + \frac{k}{2}\right) A.
\]

Thus, we finish the lemma by setting \(k' = k/2\). \(\square\)

We can now nest these Jacobians together to get the following lemma. The proof is a straightforward modification Lemma 3.7 of [4], being sure to use Lemma 4.15.

**Lemma 4.16.** Let \(\overline{ab}\) be a horizontal line segment in the \(x\) direction and \(U \supset \overline{ab}\) be an open neighborhood. For each \(i \geq 1\) there is a measurable function \(\zeta_i : U \to \{1, 1 + c\}\), a finite collection \(S_i\) of non-intersection horizontal segments \(\overline{l_j r_j} \subset U\) in the direction of \(x\) and \(\epsilon_i > 0\) with the following property: For every \(L\)-bi-Lipschitz map \(f : U \to G\) whose Jacobian \(\rho\) satisfies

\[
|\zeta_i^{-1}(1) \setminus \rho^{-1}([0, 1])| < \epsilon_i,
\]

\[
|\zeta_i^{-1}(1 + c) \setminus \rho^{-1}([1 + c, \infty])| < \epsilon_i,
\]

at least one segment from \(S_i\) will have endpoints \(\frac{(1+k)t}{L}\)-stretched by \(f\).

The following theorem now easily follows:

**Theorem 4.17.** Let \(G\) be a Carnot group that is not \(\mathbb{R}\). For any \(c > 0\), there exists a function \(\zeta : B(0, 1) \to \{1, 1 + c\}\) such that there is no bi-Lipschitz map \(f : B(0, 1) \to G\) with Jacobian \(\rho\) so that there is some \(\lambda > 0\) for which

\[
|\zeta^{-1}(1) \setminus \rho^{-1}([0, \lambda])| = 0,
\]

\[
|\zeta^{-1}(1 + c) \setminus \rho^{-1}(([1 + c]1, \infty))| = 0.
\]

4.2. **Constructing a net.** We now prove the following theorem from which Theorem 1.5 will easily follow.

**Theorem 4.18.** Let \(H\) be a locally compact group of polynomial growth endowed with a left-invariant path metric and \(Y \subset H\) be a separated net. If the asymptotic cone of \(H\) is not \(\mathbb{R}\), then there exists another separated net \(X\) of \(H\) that is not bi-Lipschitz equivalent to \(Y\).

We can now construct the net to prove Theorem 4.18. Following [4], the construction will be based on discretizing the Jacobian constructed in Theorem 4.17. However, we need to be a little careful as \(Y\) is not necessarily a lattice and so asymptotically may not resemble the Lebesgue measure but just \(\mu\) so that \(\frac{1}{2} \mathcal{L}^n \leq \mu \leq C \mathcal{L}^n\). This is why we needed to prove Theorem 4.17 with \(\zeta\) as a threshold. The fact that the non-Jacobian is for the asymptotic cone as opposed to the base space also introduces some complexity.

To construct \(X\), we will need the following theorem of Christ that says for any doubling metric measure space that there exists a sequence of nested partitions that behaves much like dyadic cubes.

**Theorem 4.19.** (Theorem 11 of [6].) Let \((X, d, \mu)\) be a doubling metric measure space. There exists a collection of open subsets \(\Delta := \{Q_k^\alpha \subset G : k \in \mathbb{Z}, \alpha \in I_k\}\) and constants \(\eta > 0, \tau > 1, C_1 > 0\) such that

(a) \(\mu(X \setminus \bigcup_{k} Q_k^\alpha) = 0\), \(\forall k \in \mathbb{Z}\).

(b) If \(k \geq j\) then either \(Q_k^\alpha \cap Q_j^k = \emptyset\) or \(Q_k^\alpha \subset Q_j^k\).

(c) For each \((j, \alpha)\) and each \(k > j\) there exists a unique \(\omega\) so that \(Q_k^\alpha \subset Q_\omega^k\).

(d) For each \(Q_k^\alpha\) there exists some \(z_{Q_k^\alpha}\) such that

\[
B(z_{Q_k^\alpha}, \tau^k) \subseteq Q_k^\alpha \subseteq B(z_{Q_k^\alpha}, \tau^{k+2}).
\]
Proof. Suppose 

\( n \) as underlying manifold (which is homeomorphic to some \( \varphi \) be the identity map of the underlying manifold between the two metrics and let measure on \( G \) violates (17) with 

\( \text{Claim 4.21.} \) Call this new Lie group \( G \) a Carnot group with left invariant (with respect to the new Lie structure) subFinsler metric \( \delta_Y, C \) under the (1

Indeed, take any separated net of \( Y \) to \( H \). Indeed, take any separated net of \( H \) to \( Y \), then proving Theorem 4.18 with \( Y \) replaced by the new net also proves it for \( Y \). If the new net is not bi-Lipschitz homeomorphic to \( Y \), then we are done.

Because of (16), we easily see that \( Y \) is then bi-Lipschitz homeomorphic to its image \( Y' \) in \( S \) under the (1, \( C \))-quasi-isometry, and so it suffices to find another separated net of \( S \) that is not bi-Lipschitz homeomorphic to \( Y' \) that also satisfies (16). Thus, we now replace \( H \) by \( S \) and \( Y \) by \( Y' \), which has separation at least 98 \( C \) ≥ 1.

By Theorem 1.4 of [3], we know that there is another Lie group structure which makes \( H \) into a Carnot group with left invariant (with respect to the new Lie structure) subFinsler metric \( d_\infty \). Call this new Lie group \( G \). Moreover the two metrics satisfy the following asymptotic convergence (see the claim in the proof of Corollary 1.9 of [3])

\[
\frac{1}{n} d(x, y) - d_\infty(\delta_{1/n}(x), \delta_{1/n}(y)) \to 0
\]  

as \( n \to \infty \) for \( x, y \in B_H(0, n) \) where \( B_H(0, n) \) is the \( n \)-ball in the original Lie structure.

Claim 4.21. For every \( \epsilon > 0 \), there exists \( r > 0 \) so that \( B_G(0, (1 - \epsilon)r) \subseteq B_H(0, r) \subseteq B_G(0, (1 + \epsilon)r) \).

Proof. Suppose \( B_G(0, (1 - \epsilon)r) \nsubseteq B_H(0, r) \) for a sequence \( r_n \to \infty \). Then there exist \( x_n \in B_G(0, (1 - \epsilon)r_n) \) so that \( x_n \notin B_H(0, r_n) \). This means \( d_H(0, x_n) > r_n \) but \( d_G(0, x_n) < (1 - \epsilon)r_n \). This clearly violates (17) with \( x = x_n \) and \( y = 0 \). The \( B_H(0, r) \subseteq B_G(0, (1 + \epsilon)r) \) follows similarly.

From now on, we let \( (H, d) \) and \( (G, d_\infty) \) denote the two metrized Lie groups that share the same underlying manifold (which is homeomorphic to some \( \mathbb{R}^n \)). We then let \( \mathcal{L} \) denote the Lebesgue measure on \( G \) that is Haar for both \( G \) and \( H \). Let \( V_H(r) = |B_H(0, r)| \) and \( V_G(r) = |B_G(0, r)| \). We have that

\[
\lim_{r \to \infty} \frac{V_H(r)}{V_G(r)} = 1.
\]  

For any separated net \( X \subset H \), we let \( \mu_X \) denote the counting measure of \( X \) on \( H \). Let \( id : H \to G \) be the identity map of the underlying manifold between the two metrics and let \( \phi_n = \delta_{1/n} \circ id : (H, n^{-1}d) \to (G, d_\infty) \)
Claim 4.22. For any $a \geq 1$, there exist $\beta > \alpha > 0$ so that if $X$ is a $(s,as)$-separated net of $H$ for $s \geq 1$ and $x_n \in H$, then there exists a subsequence of the measures

$$\mu_n := n^{-Q}((\phi_n)_n\mu_{x,x})|_{B_G(0,1)}$$

that weakly converges. In addition, any such weak limit is of the form $g\mathcal{L}$ where $g$ is a measurable function that satisfies

$$s^{-Q}\alpha \leq g \leq s^{-Q}\beta,$$  \hspace{1cm} (19)

and may depend on the subsequence.

Proof. By (18), there exists some $C \geq 1$ depending only on $G$ and $H$ so that

$$\frac{1}{C}s^QV_G(\lambda) \leq V_H(\lambda s) \leq Cs^QV_G(\lambda), \hspace{1cm} \forall \lambda \geq 1. \hspace{1cm} (20)$$

A simple packing argument shows that for any $x,y \in H$ and $r$ sufficiently large (say $\geq 10s$), we have

$$\frac{V_H(r)}{V_H(\lambda s)} = \frac{|B_H(x,r)|}{|B_H(0,\lambda s)|} \leq \#(yX \cap B_H(x,r)) \leq \frac{|B_H(x,2r)|}{|B_H(0,s)|} = \frac{V_H(2r)}{V_H(s)}. \hspace{1cm} (21)$$

Let $B_G(x,r) \subseteq B_G(0,1)$ and $f : G \to [0,1]$ be a continuous function so that

$$\chi_{B_G(x,r)} \leq f \leq \chi_{B_G(x,2r)}. \hspace{1cm} (22)$$

It follows from (17) that for sufficiently large $n$ that

$$B_G(x,2r) \subseteq \phi_n(B_H(\phi_n^{-1}(x),3rn)) \hspace{1cm} (23)$$

and so for all $n$ sufficiently large we have

$$\int f \, d\mu_n \overset{(22)\wedge(23)}{\leq} n^{-Q}\#(x_nX \cap B_H(\phi_n^{-1}(x),3rn)) \overset{(21)}{\leq} n^{-Q}\frac{V_H(6rn)}{V_H(s)} \overset{(18)}{\leq} n^{-Q}\frac{2V_G(6rn)}{V_H(s)} \overset{(20)}{\leq} s^{-Q}\frac{C6^{Q+1}}{V_G(1)}V_G(r).$$

In particular, we have for every ball $B_G(x,r) \subseteq B_G(0,1)$ that $\mu_n(B_G(x,r)) \leq \int f \, d\mu_n$ is uniformly bounded for sufficiently large $n$ and so convergent subsequences of $\mu_n$ exist by, say, Banach-Steinhaus and Riesz representation theorem (see Theorem 11.4.7 of [14] for a similar proof). This establishes existence of a converging subsequence.

For any weak limit $\mu$ of a subsequence of the $\mu_n$, we also have for all $B_G(x,r) \subseteq B_G(0,1)$ that

$$\mu(B_G(x,r)) \leq \int f \, d\mu \leq s^{-Q}\frac{C6^{Q+1}}{V_G(1)}|B_G(x,r)|.$$

Using a similar argument, one gets for all $B_G(x,r) \subseteq B_G(0,1)$ that

$$\mu(B_G(x,r)) \geq s^{-Q}\frac{1}{C6^{Q+1}V_G(a)}|B_G(x,r)|.$$

Thus, we get (19) for $\alpha = \frac{1}{C6^{Q+1}V_G(a)}$ and $\beta = \frac{C6^{Q+1}}{V_G(1)}$. \hspace{3cm} \Box

Using Theorem 4.19 we construct the dyadic cubes $\Delta^G$ and $\Delta^H$ for $G$ and $H$. Note by (15) that $X_j := \{z_Q : Q \in \Delta^H_j\}$ are $(\tau^j,\tau^{j+2})$-nets. We can then apply Claim 4.22 with $a = \tau^2$ to get $\beta_0 > \alpha_0 > 0$ so that any weak limit satisfies

$$\alpha_0\tau^{-jQ}\mathcal{L} \leq \lim_n n^{-Q}((\phi_n)_n\mu_{x,x})|_{B_G(0,1)} \leq \beta_0\tau^{-jQ}\mathcal{L} \hspace{1cm} (24)$$
for \( j \geq 0 \). We can also apply Claim \([4.22]\) to \( Y \) to get that any weak limit satisfies
\[
\alpha_1 \mathcal{L} \leq \lim_n n^{-Q}((\phi_n)_\ast \mu_{x_n^j})|_{B_G(0,1)} \leq \beta_1 \mathcal{L}.
\] (25)

For simplicity, let us assume \( \alpha_0 = \alpha_1 = 1 \). We can apply Theorem \([4.17]\) with \( c = \beta_0 - 1 \) to get a function \( \zeta : B_G(0,1) \to \{1, \beta_0\} \) that serves as a threshold for Jacobians of bi-Lipschitz maps.

For each \( k > 0 \), let
\[
T_k := \{ Q \in \Delta_{G,k} : Q \subset B_G(0,1) \}.
\]
We also define \( T'_k = \{ Q \in T_k : f_Q \zeta < \frac{1+\beta_0}{2} \} \) and \( R_k = \bigcup_{Q \in T_k} Q \).

**Claim 4.23.** For \( A_k \subset B_G(0,1) \) so that \( R_k \subset A_k \subset B_G(R_k, k^{-1}\tau^{-k}) \), we have that \( A_k \) converges in measure to \( \zeta^{-1}(1) \).

This is an easy measure theoretic argument, and we will prove the claim at the end of this subsection. For now, let us assume the claim and construct the net \( X \).

Now let \( B_{j,k} := B_H(x_{j,k}, r_k) \) be a collection of disjoint balls in \( H \) where \( r_k \to \infty \). For each \( j \), we have that \( B_{j,k} \) is isometric to \( B_H(0, r_k) \) via the left translations by \( x_{j,k}^{-1} \).

We now construct \( X \). Fix a \( j_0 \in \mathbb{N} \) so that
\[
\tau^{-j_0} \leq \frac{1}{\beta_0^2 \beta_1}
\] (26)
and a \( j_1 \in \mathbb{N} \) so that \( \tau^{j_1} \geq 100C \). For each \( R \in \Delta_{H,j_0+j_1} \), if there exists \( j, k \) so that \( R \subset B_{j,k} \) and \( d_\infty(\phi_{r_k}(x_{j,k}^{-1}R), R_j) < j^{-1}\tau^{-j} \), add the point \( z_R \) to \( X \). Otherwise, add the the points \( \{ z_Q : Q \in \Delta_{H,j_0+j_1} \} \). Altogether, we get a 100C-separated net \( X \subset H \).

Now suppose there is a \( L \)-bi-Lipschitz homeomorphism \( f : X \to Y \). Let \( X_{j,k} := X \cap B_{j,k} \), \( z_{j,k} \) be some arbitrary basepoint in \( f(X_{j,k}) \) and \( Y_{j,k} := z_{j,k}^{-1}Y \cap B_H(0, 2Lk) \). We can define then the functions
\[
f_{j,k} : X_{j,k} \to Y_{j,k}
\]
\[
x \mapsto z_{j,k}^{-1} f(x).
\]

We now establish some convergences along subsequences. By the construction of \( X \), (24), the assumption \( \alpha_0 = 1 \), the choice of \( j_0 \), and (26), for every \( j \), we get the following convergence in \( k \) along a subsequence (which we have reindexed along)
\[
(r_k)^{-Q}((\phi_{j,k})_\ast \mu_{x_{j,k}^{-1}X})|_{B_G(0,1)} \to \frac{1}{h_j} \mathcal{L}.
\]
Here, for each \( j \) there is a measurable set \( A_j \) so that \( R_j \subset A_j \subset B_G(R_j, j^{-1}\tau^j) \) and \( h_j \) is a measurable function satisfying
\[
|A_j \setminus h_j^{-1}([0, 1])| = 0,
\]
\[
|(B_G(0,1) \setminus A_j) \setminus h_j^{-1}([\beta_0 \beta_1, \infty])| = 0.
\]

Taking Claim \([4.23]\) into account, we can get by a diagonalization argument that there is the following convergence along a subsequence of \( j \)
\[
\mu_j := \tau^{-Q}_{k_j}((\psi_{j,k_j})_\ast \mu_{x_{j,k_j}^{-1}X})|_{B_G(0,1)} \to \frac{1}{h} \mathcal{L}
\] (27)
where \( h \) is a measurable function satisfying
\[
|\zeta^{-1}(1) \setminus h^{-1}([0, 1])| = 0,
\]
\[
|\zeta^{-1}(\beta_0 \beta_1) \setminus h^{-1}([\beta_0 \beta_1, \infty])| = 0.
\] (28)
Let \( \Phi_j : B_G(0,1) \to (X_{j,k}, r_{j,k}^{-1}d) \) be the composition of the inverse of \( id \), the left translation by \( x_{j,k} \), and the nearest point mapping to \( X_{j,k} \). Also let \( \Psi_j : (Y_{j,k}, r_{j,k}^{-1}d) \to B_G(0,2L) \) be the composition of left translation by \( z_{j,k} \) with \( \phi_{r_{j,k}} \). Note that \( \Phi_j \) and \( \Psi_j \) are \( \epsilon_j \)-isometries where \( \epsilon_j \to 0 \) where \( \epsilon_j \) depends on the rate of convergence of \([17]\). By construction, we have that 

\[
(\Phi_j)_{*}\mu_j = r_{j,k}^{-1}\mu_{X_{j,k}}.
\]

As all the \( f_{j,k} \) are \( L \)-bi-Lipschitz, the function \( F_j = \Psi_{j,k} \circ f_{j,k} \circ \Phi_{j,k} : B_G(0,1) \to G \) satisfies the quasi-isometry conditions

\[
\frac{1}{L}d(x,y) - (L+1)\epsilon_j \leq d(F_j(x),F_j(y)) \leq Ld(x,y) + (L+1)\epsilon_j.
\]

As \( \epsilon_j \to 0 \) and \( F_j(B_G(0,1)) \subseteq B_G(0,2L) \), we can use an Arzela-Ascoli argument to get a subsequence that “uniformly converges” to a \( L \)-bi-Lipschitz map \( f : B_G(0,1) \to G \).

We also have by construction that

\[
(F_j)_{*}\mu_j = r_{j,k}^{-Q}(\phi_{r_{j,k}})_{*}\mu_{X_{j,k}}^{-1}f_{j,k}(X_{j,k}).
\]

By \([25]\), we have that \( (F_j)_{*}\mu_j \) converges weakly to \( gL|f(B_G(0,1)) \) where (remembering we’ve assumed \( \alpha_1 = 1 \))

\[
1 \leq g \leq \beta_1.
\]

This together with \([27]\) gives that \( f_* \left( \frac{1}{h}L \right) = gL|f(B_G(0,1)) \) and so \( f \) has Jacobian \( \rho = h/g \). As \( g \in [1,\beta_1] \), we get

\[
|\zeta^{-1}(1)\rho^{-1}([0,1])| \begin{equation} \tag{28} \end{equation} 0,
\]

\[
|\zeta^{-1}(\beta_0)\rho^{-1}([\beta_0,\infty))| \begin{equation} \tag{29} \end{equation} 0,
\]

a contradiction of the defining properties of \( \zeta \).

Let us now prove Claim \([4,23]\).

**Proof of Claim \([4,23]\).** Let \( A = \zeta^{-1}(1) \subseteq B_G(0,1) \), a measurable set that we may suppose without loss of generality has positive measure. By the small boundary properties of the cubes, it suffices to show that \( R_k \) converges to \( A \) in measure. Let \( \epsilon > 0 \). We will drop the \( G \) subscript because we will never use \( H \) in this proof.

Fix some \( \epsilon > 0 \). By the Lebesgue density theorem, there exists \( R > 0 \) and \( A' \subseteq A \) so that \( |A'| > (1-\epsilon)|A| \) and

\[
|B(x,r) \cap A| \geq (1-\epsilon)|B(x,r)|, \quad \forall x \in A', r \in (0,R].
\]

Let \( N \) be so that \( \tau^{-k-N} < R \) for all \( k \geq N \). An easy density argument using \([15]\) and the definition of \( A' \) then gives that for all \( k \geq N \) and \( Q \in \Delta_{-k} \) so that \( A' \cap Q \neq \emptyset \), we have

\[
|Q| \leq \frac{|Q \cap A|}{1-c(\epsilon)} \tag{30}
\]

for some \( c(\epsilon) \) depending only on \( G \) and \( \epsilon \) so that \( \lim_{\epsilon \to 0} c(\epsilon) = 0 \).

We will show

\[
|A \triangle R_k| \leq 2(\epsilon + c(\epsilon))|A|, \quad \forall k \geq N. \tag{31}
\]

This would prove the claim. Thus, fix any \( k \geq N \).

The inequality \([30]\) gives that there is some \( \epsilon_0 > 0 \) so that if \( \epsilon < \epsilon_0 \) and \( Q \in \Delta_{-k} \) is so that \( Q \cap A' \neq \emptyset \), then \( Q \in T_{\epsilon}^\epsilon \). Thus, we get that \( R_k \supseteq A' \) and so \([31]\) follows if we can show \( |R_k| < (1+2\epsilon+2c(\epsilon))|A| \). We can assume also that \( \epsilon < \epsilon_0 \).
Define

\[ T_1 := \{ Q \in \Delta_k : A' \cap Q \neq \emptyset \} \quad \text{and} \quad T_2 := \mathcal{T}_k \setminus T_1. \]

Note that \( A \setminus \bigcup_{Q \in T_1} Q \supseteq A' \) and so \( |A \setminus \bigcup_{Q \in T_2} Q| < \epsilon |A| \). However, by definition of \( \mathcal{T}_k \), we get that

\[
\sum_{Q \in T_2} |Q| \leq 2 \sum_{Q \in T_2} |A \cap Q| \leq 2 \epsilon |A|. \quad (32)
\]

Now we have

\[
|R_k| = \sum_{Q \in T_1} |Q| + \sum_{Q \in T_2} |Q| \overset{\text{(30)}}{\leq} \frac{|A|}{1-c(\epsilon)} + 2 \epsilon |A| \leq (1 + 2c(\epsilon) + 2\epsilon) |A|.
\]

This verifies (31) and finishes the proof of the claim. \( \square \)
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