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Abstract—In this paper, we consider a distributed multiple-input multiple-output (MIMO) radar which radiates waveforms with non-ideal cross- and auto-correlation functions and derive a novel subspace-based procedure to detect and localize multiple prospective targets. The proposed solution solves a sequence of composite binary hypothesis testing problems by resorting to the generalized information criterion (GIC); in particular, at each step, it aims to detect and localize one additional target, upon removing the interference caused by the previously-detected targets. An illustrative example is provided.

Index Terms—Detection and localization, distributed MIMO radar, generalized information criterion, non-ideal correlation.

I. INTRODUCTION

Distributed multiple-input multiple-output (MIMO) radars are equipped with widely-spaced transmitters and receivers that usually see different angles of a prospective target [1]–[4]. There are two main methodologies to perform detection and localization in these radar architectures. On the one hand, each receiver first elaborates its own data to identify candidate detections, while a fusion center makes a final decision on the target presence and performs its localization via triangulation [5]–[7]. On the other hand, the raw signals of all receivers are jointly elaborated to accomplish the desired task [8]–[11]: this latter strategy will be considered next.

The works in [8]–[10] have discussed localization algorithms which rely upon the maximum likelihood estimation of the unknown parameters; however, these solutions do not consider the detection task and cannot handle an unknown target number. Joint detection and localization (JDL) is instead considered in [11]; however, this study assumes that the radiated waveforms have an all-zero cross-correlation and a thumb-tack auto-correlation function, so that a matched filter (MF) based receiver can be employed. However, such ideal correlation properties cannot be obtained in practice, and the resulting sidelobes can significantly degrade the performance [12]–[17], if not properly accounted for in the design.

In this study, we consider the JDL of multiple targets in a distributed MIMO radar with an imperfect waveform separation. Interestingly, a somehow similar problem has been recently considered in the context of mmWave dual-function radar-communication systems [18]–[21] and of passive radars [22], [23]. Inspired by these related studies, we make the following contributions. We show that the superposition of the echoes produced by each target in response to waveforms emitted by the radar transmitters can be regarded as a subspace signal, whose structure is specified by the target location. Following the design methodology in [21], we derive a novel iterative subspace-based detector that extracts one target at the time from the data and is robust to the sidelobe masking caused by the stronger targets on weaker ones. The proposed procedure generalizes the one discussed in [21] to the case where multiple widely-spaced transmitters/receivers are present and the targets belong to linear subspaces which may be not independent. Finally, we assess the performance of the proposed detector, also in comparison with the solution in [11] and the single-target benchmark.

The remainder of this work is organized as follows. Sec. II contains the signal model. Sec. III presents the proposed algorithm. Sec. IV provides the numerical analysis. Finally, the conclusions are given in Sec. V.

II. SIGNAL MODEL

Consider a distributed MIMO radar with $N$ transmitters located at $\{x_{tx,n}\}_{n=1}^{N}$ and $P$ receivers located at $\{x_{rx,p}\}_{p=1}^{P}$, with $x_{tx,n}, x_{rx,p} \in \mathbb{R}^2$; the $n$-th transmitter emits the signal $s_n(t)$ which has a two-sided bandwidth $W$ and supports in $[0,T]$, with $WT \gg N$. Let $f_{\text{max}} \geq 0$ be the maximum magnitude of the Doppler shift in any target echo, we assume $f_{\text{max}}T \ll 1$, so that such Doppler shift can be neglected. If $K \in \{0,1,\ldots,K_{\text{max}}\}$ point-like targets are present, the baseband signal observed by the $p$-th receiver is

$$\tilde{r}_p(t) = \sum_{k=1}^{K} \sum_{n=1}^{N} a_{p,n,k} s_n(t - \tau_{p,n}(x_k)) + \tilde{w}_p(t)$$

(1)

for $p=1,\ldots,P$. Here, $\tilde{w}_p(t)$ is the additive noise, modeled as a complex circularly-symmetric Gaussian process independent across the receivers. Also, the first term on the right hand side is present only if $K \geq 1$; in this case, $x_k \in \mathbb{R}^2$ is the location of the $k$-th target, while $a_{p,n,k} \in \mathbb{C}$ and $\tau_{p,n}(x_k) = \|x_{tx,n} - x_k\|^2/c + \|x_{rx,p} - x_k\|^2/c$ are the amplitude and the delay.
of its echo with respect to the receiver/transmitter pair \((p, n)\), respectively, and \(c\) is the speed of light. The number of targets and their amplitudes and locations are unknown.

To remove the out-of-bandwidth noise, \(\tilde{r}_p(t)\) is sent to a low-pass filter, whose impulse response \(\phi(t)\) has support in \([0, T_o]\). Upon defining \(r_p(t) = \tilde{r}_p(t) \ast \phi(t)\), \(s_n(t) = \tilde{s}_n(t) \ast \phi(t)\), and \(w_p(t) = \tilde{w}_p(t) \ast \phi(t)\), we have

\[
r_p(t) = \sum_{k=1}^{N} \sum_{n=1}^{K} a_{p,n,k} s_n(t - \tau_{p,n}(x_k)) + w_p(t). \tag{2}
\]

We make here the standard assumption that two copies of \(s_n(t)\) with delay \(\delta_1\) and \(\delta_2\) are resolvable if \(|\delta_1 - \delta_2| > 1/W\), and, following [11], we say that \(K \geq 2\) targets located at \(x_k \in \{x_1, x_2, \ldots, x_K\}\) are separable if, for any target pair \((k, q)\), with \(k \neq q\), there exists at least one receiver/transmitter pair \((p, n)\) such that \(s_n(t - \tau_{p,n}(x_k))\) and \(s_n(t - \tau_{p,n}(x_q))\) are resolvable.

Finally, \(r_p(t)\) is sampled at rate \(1/T_s\) in the interval \(I = [\tau_{\min}, T_\phi + \tau_{\max}]\), where \(\tau_{\min}\) and \(\tau_{\max}\) are the minimum and maximum delays of a prospective echo, respectively; the \(M = [T_\phi + \tau_{\max} - \tau_{\min}/T_s]\) data samples are organized into the following \(M\)-dimensional vector

\[
r_p = \sum_{k=1}^{K} S_p(x_k) a_{p,k} + w_p \tag{3}
\]

where \(S_p(x_k) = \{s_{p,1}(x_k), \ldots, s_{p,N}(x_k)\} \in \mathbb{C}^{M \times N}\), \(s_{p,n}(x_k)\) contains the samples \(s_n(t - (m - 1)T_s + \tau_{\min} - \tau_{p,n}(x_k))\) for \(m = 1, \ldots, M\), and \(w_p \in \mathbb{C}^M\) is a complex circularly-symmetric Gaussian vector with full-rank covariance matrix \(C_p\).

### III. Proposed Subspace-Based Detector

We aim to jointly detect and localize multiple targets, given only the location of the transmitters and receivers, the emitted waveforms, and the measurement vectors \(r_1, \ldots, r_p\).

To proceed, notice that \(r_p\) is the noisy superposition of an unknown number of subspace signals originated from as many targets; the \(k\)-th subspace signal belongs to the column span of the mode matrix \(S_p(x_k)\), which only depends upon the target location \(x_k\). Leveraging the design methodology in [21], we propose to solve a sequence of composite binary hypothesis testing problems: in each problem, we aim to detect a subspace signal generated by a prospective target with an unknown number of subspace signals \(k\) targets; the \(k\)-th iteration, while

\[
\min_{i \in \{1, \ldots, k-1\}} \max_{p \in \{1, \ldots, P\}} \left| \tau_{p,n}(g) - \tau_{p,n}(\tilde{x}^{(i)}) \right| \geq \frac{1}{W} \tag{4}
\]

for \(k \geq 2\). Then, the \(k\)-th testing problem to be solved is

\[
\begin{align*}
\mathcal{H}_0^{(k)} : \quad & r_p = \sum_{i=1}^{k-1} S_p(\tilde{x}^{(i)}) a_p^{(i)} + w_p, \quad \forall \ p \\
\mathcal{H}_1^{(k)} : \quad & r_p = S_p(x_k) a_p^{(k)} + w_p, \quad \forall \ p \\
& + \sum_{i=1}^{k-1} S_p(\tilde{x}^{(i)}) a_p^{(i)} + w_p, \quad \forall \ p
\end{align*}
\]

for \(k = 1, 2, \ldots, K_{\text{max}}\). At the \(p\)-th receiver, \(S_p(x_k) \in \mathbb{C}^{M \times N}\) is the mode matrix of a prospective target located in \(x_k \in G^{(k)}\), while \(a_p^{(k)} = \text{cat}\{a_{p,1}^{(k)}, \ldots, a_{p,N}^{(k)}\} \in \mathbb{C}^N\) is the corresponding unknown gain vector; also, for \(k \geq 2\),

\[
S_p^{(i)}(x_k) \in \mathbb{C}^{M \times N}\] is the mode matrix of the interference caused by the target detected in the \(i\)-th iteration, while \(a_p^{(i)} \in \mathbb{C}^N\) is the corresponding unknown gain vector, for \(i = 1, \ldots, k - 1\). The negative log-likelihood functions under \(\mathcal{H}_0^{(k)}\) and \(\mathcal{H}_1^{(k)}\) at the \(p\)-th receiver are

\[
-\ln f_p^{(k)}(r_p; a_p^{(k)}) = \ln \left( \pi^M \det C_p \right) + \left\| C_p^{-1/2} \left( r_p - \Sigma_p^{(k)}(x_k) a_p^{(k)} \right) \right\|^2 \tag{6}
\]

and

\[
-\ln f_p^{(1)}(r_p; a_p^{(k)}) = \ln \left( \pi^M \det C_p \right) + \left( C_p^{-1/2} \left( r_p - \Sigma_p^{(k)}(x_k) a_p^{(k)} \right) \right) \tag{7}
\]

respectively, where

\[
\Sigma_p^{(k)} = \{ S_p(\tilde{x}^{(1)}), \ldots, S_p(\tilde{x}^{(k-1)}) \} \in \mathbb{C}^{M \times (k-1)N} \tag{8a}
\]

\[
\alpha_p^{(k)} = \text{cat}\{a_p^{(1)}, \ldots, a_p^{(k-1)}\} \in \mathbb{C}^{(k-1)N} \tag{8b}
\]

are the augmented mode matrix and gain vector of the interference under \(\mathcal{H}_0^{(k)}\), while

\[
\Sigma_p^{(1)} = \{ S_p^{(1)}, \ldots, S_p^{(k)}(x_k) \} \in \mathbb{C}^{M \times kN} \tag{9a}
\]

\[
\alpha_p^{(1)} = \text{cat}\{a_p^{(1)}, \ldots, a_p^{(k-1)}\} \in \mathbb{C}^{kN} \tag{9b}
\]

are the augmented mode matrix and gain vector accounting for the target and the interference under \(\mathcal{H}_1^{(k)}\). Accordingly, it can be verified that the decision rule based upon the generalized information criterion (GIC) is

\[
\max_{g^{(k)} \in G^{(k)}} \mathcal{J}^{(k)}(x_k)^{\mathcal{H}_0^{(k)}}_{\mathcal{H}_1^{(k)}} \geq 0 \tag{10}
\]

where

\[
\mathcal{J}^{(k)}(x_k) = \sum_{p=1}^{P} \left( \left\| \Pi_p^{(k)}(x_k) C_p^{-1/2} r_p \right\| \right)^2 - \eta \text{ rank}\left\{ \Pi_p^{(k)}(x_k) \right\} \tag{11}
\]

The reader may refer to [24], [25] for details on the GIC rule.
The following remarks are now in order. The matrix $\Xi_p^{(k)}$ is the orthogonal projector on the interference subspace spanned by the columns of $C_p^{-1/2}\Sigma_p$, with the understanding that $\Xi_p^{(k)}$ is the all-zero $M \times M$ matrix for $k = 1$. The matrix $\Pi_p^{(k)}(x^{(k)})$ is the orthogonal projector on the part of the column space of $C_p^{-1/2}S_p(x^{(k)})$ not contained in the interference subspace. In (11), $\|\Pi_p^{(k)}(x^{(k)})C_p^{-1/2}r_p\|^2$ is the energy of the whitened measurement $C_p^{-1/2}r_p$ contained in the subspace spanned by the column of $\Pi_p^{(k)}(x^{(k)})$, while rank $\{\Pi_p^{(k)}(x^{(k)})\}$ is the model order under $H_{0}^{(k)}$ and $\eta$ is a penalty factor. Finally, the decision rule in (10) compares the maximum value of the scoring metric in (11) over all points in $G^{(k)}$ with a threshold. When $H_{0}^{(k)}$ is accepted, then the estimated location $\hat{x}^{(k)}$ of the $k$-th detected target is the argument of the maximum.

The proposed decision logic sequentially solves the testing problems in (10) until no additional target is found or $G^{(k+1)} = \emptyset$ or $k = K_{\text{max}}$. If the procedure terminates at iteration $K$, the number of detected targets is $K - 1$ if the detection threshold has not been crossed in the last test and $K$ otherwise. We choose the penalty factor $\eta$ to obtain a desired probability of false alarm, namely, $P_{\text{fa}} = \Pr\{\max_{\hat{x}^{(1)} \in G^{(1)}} J^{(1)}(\hat{x}^{(1)}) > 0 | H_{0}^{(1)}\}$.

The overall procedure is referred to as the matched subspace detector with iterative estimation of the interference subspace (MSD-IS).

### A. Mitigation of Small-Scale Localization Errors

Small-scale localization errors due to the off-grid target placement may be detrimental in the implementation of the MSD-IS, as the estimated interference subspace at iteration $k \geq 2$ may not fully contain the echoes of the $k-1$ previously-detected targets. We describe next a practical fix.

Let $\tilde{G} \supset G$ be a finer grid of points uniformly-spaced in the inspected region, with inter-element spacing $\Delta_{G} \ll \Delta_{y}$, and let $B^{(i)} = \{g \in \tilde{G} : \|g - \hat{x}^{(i)}\| \leq c/W\}$ be the set containing the points in $\tilde{G}$ close to $\hat{x}^{(i)}$; finally, let $G^{(i)} = \{g \in B^{(i)}\}$ be the $M \times |B^{(i)}|$ matrix whose columns are the signatures $\{s_{p,n}(g)\}_{g \in B^{(i)}}$. After interference rejection, at the $p$-th receiver, we assume that the $n$-th echo of the target detected in the $i$-th iteration belongs to the augmented subspace spanned by the columns of $\{I_M - \Xi_p^{(k)}\}C_p^{-1/2}E_{p,n}^{(i)}$. Since this matrix contains signatures corresponding to non-resolvable delays, it may be ill-conditioned and some care is required to avoid an unnecessary subspace enlargement. Let $\lambda_{p,n,1}, \ldots, \lambda_{p,n,B^{(i)}}$ be its squared singular values of arranged in a decreasing ordering and let $U_{p,n,1}, \ldots, U_{p,n,B^{(i)}}$ be the corresponding left singular vectors; then, we only retain the left singular vectors corresponding to the $U_{p,n,1}$ largest singular values, where $U_{p,n,1} \geq 1$ is the smaller index such that

$$\sum_{m=U_{p,n,1}+1}^{B^{(i)}} \lambda_{p,n,m}^2 < \epsilon \quad (13)$$

and $\epsilon$ is a parameter ruling the significance of the singular values with respect to the noise floor. At this point, the matrix $\Xi_p^{(k)}$ used in (12) is replaced by the orthogonal projector on the augmented interference subspace spanned by

$$\{u_{p,n,1}, \ldots, u_{p,n,B^{(i)}}\}_{n=1}^{N} \}^{k-1} \quad (14)$$

### IV. Numerical Results

In the following example, we consider the $2 \times 2$ MIMO radar in Fig. 1 with two targets (namely, $Q_1$ and $Q_2$) located at $x_1 = (4000, 3650)$ m and $x_2 = (4000, 3850)$ m. The signal-to-noise ratio (SNR) of the $k$-th target is defined as

$$\text{SNR}_k = \frac{1}{NP} \sum_{n=1}^{N} \sum_{p=1}^{P} |a_{p,n,k}|^2 \|C_w^{-1/2}S_{p,n}(x_k)\|^2. \quad (15)$$

where $\psi(t)$ is a rectangular pulse with support in $[0, T/64]$ and $b_{n,1}, \ldots, b_{n,64}$ is a random four-phase code sequences. Finally, $K_{\text{max}} = 5$, $W = 10$ MHz, $\phi(t) = \sqrt{64/T}\psi(t)$, $T = 6.4$ s, $T_{\Delta} = 0.05$ s, $P_{\text{fa}} = 10^{-3}$, $\Delta_{y} = 10$ m, $\Delta_{G} = 0.05$ m, and $\text{SNR}_3/\text{SNR}_4 = 4$. We assume that target $Q_1$ is the one of interest, and the system performance is assessed in terms of its probability of detection ($P_d$) and the root mean square error (RMSE) in the estimation of its position. For comparison, we also include the performance obtained with the JDL algorithm with successive interference cancellation presented in (11) (shortly, JDL-SIC) and with the generalized likelihood ratio test with cleaned data (GLRT-CD), i.e., the GLRT-based detector ideally operating on a set of data where the echoes produced by the target $Q_2$ are not present, which represents the single-target benchmark.

We first compare the evolution of the MSD-IS and JDL-SIC solutions in a single snapshot. Fig. 2 reports the output data planes (i.e., the value of the scoring metric in the inspected region) over three iterations. It is verified that the MSD-IS is able to correctly detect and localize one target at the time during the first two iterations and that no additional target is found in the third one; in particular, the output data plane is progressively
cleaned by the mitigation of the interference caused by the previously-detected (stronger) targets. In contrast, the JDL-SIC only performs well in the first iteration (wherein the strongest target is found), but fails in the subsequent ones. Finally, Fig. 3 reports \( P_d \) and RMSE in the position estimate of target \( Q_1 \) versus SNR\(_1\). It is seen that the MSD-IS performs close to the single-target benchmark, thus confirming its capability of detecting and localizing multiple targets even in the presence of a strong power imbalance among them. On the other hand, the performance of the JDL-SIC is not satisfactory, since this receiver is not able to properly handle the residual cross- and auto-terms in the MF output. Similar results have been obtained by including in the scene a larger number of targets, but the results have been omitted for brevity.

V. CONCLUSIONS

This paper addresses the JDL of multiple targets in a distributed MIMO radar when the adopted waveforms present non-ideal cross- and auto-correlation properties. After modeling the data collected by each receiver as the noisy superposition of an unknown number of subspace signals, we have proposed to iteratively extract one target at the time by considering a sequence of composite binary hypothesis testing problems. Each testing problem has been solved via a generalized information criterion, thus resulting into a subspace-based detector which mitigates the cross- and auto-terms of the previously-detected targets via a zero-forcing transformation.
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