Abstract

Data acquisition processes for machine learning are often costly. To construct a high-performance prediction model with fewer data, a degree of difficulty in prediction is often deployed as the acquisition function in adding a new data point. The degree of difficulty is referred to as uncertainty in prediction models. We propose an uncertainty estimation method named a Distance-weighted Class Impurity without explicit use of prediction models. We estimated uncertainty using distances and class impurities around the location, and compared it with several methods based on prediction models for uncertainty estimation by active learning tasks. We verified that the Distance-weighted Class Impurity works effectively regardless of prediction models.

1 Introduction

Machine learning requires sufficient amount and quality of data. However, processes of data acquisition like labelling, measurements or simulations are often costly and time-consuming, and possibly involve destructive inspection. To reduce the cost of data acquisition, active learning that constructs prediction models with a small-sized initial data then selects data points with high uncertainty to be added into the learning data can be implemented. Uncertainty, here, is evaluated based on the initial prediction models. (Cohn et al., 1996, McCallum and Nigam, 1998)

Uncertainty is estimated based on the results of prediction models after learning models such as Support Vector Machine (Platt, 1999; Niaf et al., 2011; Patra and Bruzzone, 2012) and Convolutional Neural Network (CNN) (Gal et al., 2017; Wang et al., 2017; Shen et al., 2018). Because this estimated uncertainty is the result of prediction models, prediction model selection and training must take place prior to data acquisition processes. The model for predicting good results depends on the state of data, and the method of estimating uncertainty varies depending on the model. Thus, Uncertainty is uncertain in situations where prediction models are changed or train data are insufficient.
In this work, we propose a method for estimating uncertainty called a Distance-weighted Class Impurity in classification tasks of data without using prediction models. The proposed method measures distances from labelled data in the neighborhood, obtains the impurity of the class weighted in distance, and estimates the uncertainty by dividing the weighted impurity by the density of surrounding data. The Distance-weighted Class Impurity represents the probability that a decision boundary of real data exists at that location, and allows us to find the area that needs to be explored to pinpoint the decision boundary.

We tested the performance of the Distance-weighted Class Impurity with active learning on classification and regression tasks. We compared prediction accuracies of data collected through uncertainty based sampling using prediction models and Distance-weighted Class Impurity based sampling without using prediction models.

We summarize our contributions as follows.

- We propose an estimating method of uncertainty, which does not require a machine learning model.
- We present an efficient data sampling method without specifying prediction models and checking the prediction accuracy.

## 2 DISTANCE-WEIGHTED CLASS IMPURITY

In this section we define the Distance-weighted Class Impurity, which represents uncertainty of classes. We define where there are higher uncertainties in Section 2.1, propose a new metric of uncertainty named the Distance-weighted Class Impurity in Section 2.2 and visualize it in Section 2.3.

### 2.1 Uncertainty of classes

Data among the same classes in the input space, denoted as the blue triangle in Figure 1 (a), tends to be easier to predict than data between different classes, corresponding to the red triangle in Figure 1 (a). The more diverse data in the neighborhood, the higher the uncertainty. Considering the distances from labelled data, the location close to a particular class, as shown in Figure 1 (b), has a low uncertainty. In sum, uncertainty should be estimated as the diversity of surrounding classes based on distance weights. Also, the further away from existing data ranges, the higher the uncertainty has to be, as shown in Figure 1 (c). The newly proposed metric for uncertainty in this paper captures the three characteristics of uncertainty depicted in Figure 1.

### 2.2 Distance-weighted class impurity (DCI)

In this section we present the Distance-weighted Class Impurity, which represents the data uncertainty described in Section 2.1. We quantify the uncertainty of new data using not only class impurity, but also distances to labelled data.
Figure 1: Uncertainty by location of data (Triangles with pointed top and bottom) with classes (Star/diamond-shaped shapes). (a) High uncertainty among different classes (A red triangle), (b) The closer data (Blue triangles) is to a particular class, the lower the uncertainty, (c) High uncertainty in data far away from existing data ranges (A red Triangle).

The $K$ nearest labelled data points are selected by sorting the distances between labelled data and the new instance $x_i$ on the canonically normalized feature space. Let $d_{ik}$ be the distance from $x_i$ to the $k$-th nearest labelled data where the index $k$ can run from 1 to $K$ (Gou et al., 2012). We define $d_{ik,\alpha}$ by exponentiating $d_{ik}$ by $\alpha$, then adding a small value $\epsilon$, as given in Equation 1. The parameter $\alpha$ controls the contribution of distances to uncertainty where the larger $\alpha$ corresponds to more enhanced differences between distances. The small value $\epsilon$ allows it to be used as a denominator.

$$d_{ik,\alpha} = d_{ik}^\alpha + \epsilon$$  

Let $y_{ik}$ be the label of the $k$-th nearest labelled data from $x_i$. We define Distance-weighted Class Impurity (DCI) for $x_i$ with three parameters, namely $\alpha$, $\beta$ and $K$, as shown in Equation 2 where $\alpha, \beta$ are positive real numbers close to 1.

$$DCI_i = \min_j \frac{\sum_{y_{ik} \notin \text{Class}_j, k \leq K} \frac{1}{d_{ik,\alpha}}}{\sum_{k=1}^{K} \frac{1}{d_{ik,\alpha}}}$$  

For $K$ labelled data nearest to $x_i$, the impurity of a particular class $j$ is calculated by weighting the reciprocal of $d_{ik,\alpha}$, and divide it by the sum of the reciprocals of $d_{ik,\alpha}$ with $\beta$. The DCI is defined as the minimum value of the impurity over all possible classes $j$. For $\beta$, values greater than 1 are recommended to make DCI increase as the distance from the data points increases. Let us consider a case that the $K$ nearest points are equally distributed from $x_i$, i.e., $d_{i,k} = d$. The DCI in the case is $\min_j \frac{K}{n_j} d^{\alpha(\beta-1)}$ where $n_j$ is the number of data points in the $j$-th class. DCI becomes independent on distance $d$ when
2.3 Examples of 2-dimensional data

In this section, we devised randomly distributed data of three classes on a two-dimensional feature space and demonstrated DCIs. Figure 2 shows an example of a distribution of DCIs on the two-dimensional space. One can note that DCIs are low between the same classes and high between different classes.

Fig 3 and Fig 4 represents different distributions of DCI depending on parameters $\alpha$ and $\beta$. The variation in parameter $\alpha$ results in different values of DCIs between distinct classes. Figure 3 shows that boundaries between classes become clearer as $\alpha$ increases. The variation in parameter $\beta$ makes the DCI distribution different when the distance away from data. Figure 4 shows that as $\beta$ increases, DCIs grow in areas where data do not exist.
3 EXPERIMENTS

We tested the performance of DCIs with active learning tasks on three datasets, including UCI’s Adult, Wine quality (Dua and Graff, 2017) and MNIST dataset (LeCun and Cortes, 2010), XGBoost (Chen and Guestrin, 2016), Random forest (Breiman, 2001), and CNN are implemented as the prediction models.

Active learning experiments are conducted in the following order. Firstly, we trained the initial prediction models with a small number of randomly selected train data. And then, we estimated uncertainties for another five randomly selected unseen data, and added one datum with the highest uncertainty to the train set. After repeating processes of adding data several times, prediction models were updated. Each time the model was updated, prediction models were evaluated and compared.

3.1 Adult dataset

We utilized Adult dataset (Dua and Graff, 2017) which is aimed to predict whether income is high or not. We removed the missing data, normalized integer, and continuous data as standard normal distributions, and encoded categorical data into one-hot vectors. The number of training and testing data is 30560, 15060, respectively.

3.1.1 Prediction model

We used the XGBoost ensemble model for binary classification. We used 5-fold cross validation twice with different random seeds. We evaluated on the test set in terms of the area under the receiver operating characteristic curve (AUROC) using average values of 10 XGBoost models. We estimated uncertainty using the results of each XGBoost model in probability form. As shown in Equation 3, we averaged a difference of 0.5 from each probability and multiplied by -1. When all probabilities are 0.5, the metric has the maximum value of 0 as it should be.
Figure 5: Active learning result on Adult dataset. (AUROCs) (a) Averages of 20 experiments, (b) Interquartile ranges and median values of 20 experiments.

\[ Uncertainty_{XGB} = -\frac{1}{10} \sum_{i=1}^{10} |0.5 - f_i(x)| \]  

(3)

3.1.2 Results

The initial XGBoost model was trained with 1,162 data. Data were added in four ways: random selection, DCI (High value) selection \((K=20, \alpha=1.5, \beta=1.2)\), high XGBoost uncertainty selection (in Section 3.1.1), and counter DCI (Low value) selection. The random selection method randomly selects data points to be added without the uncertainty evaluation. The high XGBoost uncertainty selection method evaluates XGBoost uncertainties for 5 random data points then selects the data point with the highest uncertainty. The DCI selection method evaluates DCIs for 5 random data points then selects the data point with the highest DCI. The counter DCI method is opposite to the DCI method selecting the data point with the lowest DCI instead of the highest DCI. After adding 200 data in each method, the process of updating the model was repeated 29 times.

Figure 5 illustrates the results of the average AUROC by repeating the experiment 20 times. We found that the results of active learning through DCIs showed equal or slightly better performance to those using the uncertainty of XGBoost.

3.1.3 Uncertainties vs. prediction accuracies

In this section, we compared uncertainties and prediction accuracies for adult dataset. XGBoost models were trained with 10, 15, 20, and 50 data. The uncertainty was calculated in two ways: the XGBoost uncertainty (in Section 3.1.1) and the DCI. DCIs were calculated for test data with various \(\alpha\)s and \(\beta\)s. After calculating uncertainties, we sorted test data by each uncertainty and evaluated accuracies of XGBoost models every 10 percentile.
Figure 6: Uncertainties vs. prediction accuracies. (Averages of 20 experiments)
Each graph represents accuracies of XGBoost models every 10 percentile. The upper graphs contain the results for DCIs with various $\alpha$s and the lower graphs contain the results for DCIs with various $\beta$s. From the left, each graph shows prediction accuracies of XGBoost models trained with 10, 15, 20, and 50 data.

Figure 6 illustrates the results of prediction accuracies with uncertainty levels. Accuracies are averaged over 20 random training splits. Parameter $\alpha$ and $\beta$ have no noticeable effect on the accuracy. When data are collected at a certain level or more, the change in accuracy is similar regardless of the type of uncertainty, as shown in right side of Figure 6. But when data are not collected at a certain level, accuracy differences occur only depending on the DCI level, as shown in the left side of Figure 6.

3.2 Wine quality dataset
We utilized Wine quality dataset (Dua and Graff, 2017) to predict wine quality by regression. It consisted of 1,599 red wine data and 4,898 white wine data. The response variable is ordinal, however we regarded it as regression, known as ordinal regression. Experiments were done on white and red wines, separately. As test sets, 599 red wines, and 1,398 white wines were used. All features were canonically normalized. The response variable, wine quality, was treated as categorical data to evaluate DCIs.

3.2.1 Prediction model
We employed the random forest model consisted of 100 decision trees for regression. The uncertainty based on random forest models were estimated by the standard deviation of each decision tree’s prediction (Ließ et al., 2012). Random forest models were evaluated on the test set in terms of the root mean square error (RMSE).
3.2.2 Results

The initial random forest models were learned with 200 data for red wine and 500 data for white wine. Data were added in four ways: random selection, DCI (High Value) selection ($K = 20$, $\alpha = 1.5$, $\beta = 1.2$), high random forest uncertainty selection (in Section 3.2.1), and counter DCI (Low value) selection. After adding 10 (resp. 25) for red (resp. white) wine data in each method, the process of updating the model was repeated 18 (resp. 24) times for red (resp. white) wines.

Figure 7 presents the number of train data versus average RMSEs where the RMSE is averaged over 30 random training and test splits. (a) is the result of red wine data, and (b) is the result of white wine data. We found that the DCI selection method outperformed in active learning tasks to other methods including uncertainty of random forest.

3.3 MNIST dataset

We used MNIST of which goal is to classify 10 digits. DCIs were calculated in two different feature space. The first method used Euclidean distance between 784($28 \times 28$) of original features, and the second method used principal component analysis (PCA). Classification tasks were conducted via CNNs using $28 \times 28$ pixel grayscale images.

3.3.1 Prediction model

We used a simple CNN and a Bayesian CNN [Gal and Ghahramani 2016] for uncertainty estimations, as shown in Figure 8. For the Bayesian CNN, uncertainty can be estimated by mean standard deviation [Kampffmeyer et al. 2016; Shim et al. 2020], where the mean denotes average over all possible classes. The standard deviations of the probabilities for each class were averaged for 10 of CNN results. For simple CNNs, uncertainty was estimated as $1 - (\text{probability of predicted digit})$ [Settles and Craven 2008].
Figure 8: CNN architectures on classifying MNIST tasks. (a) Simple, (b) Bayesian.

Figure 9: Active learning result on MNIST dataset using simple CNNs. (a) Averages of 30 experiments, (b) Interquartile ranges and median values of 30 experiments.

3.3.2 Results of simple CNNs

The initial CNN models were trained with 10 of data. Data were added in six ways: random selection, DCI(High Value) selection($K = 10, \alpha = 1.5, \beta = 1.2$), counter DCI(Low Value) selection, high simple CNN uncertainty selection(in Section 3.3.1), high DCI for 10 principal components (PCs) selection, and counter DCI for 10 PCs. Each PC was multiplied by its explained variance ratio and then used. As for the other datasets, the selection methods based on highest (resp. lowest) DCI measure DCIs of 5 randomly chosen data points then select the data point with the highest (resp. lowest) DCI to be added into the training set. After adding 5 data in each method, the process of updating the model was repeated 18 times.

Figure 9 shows the results of the average accuracy over 30 random training and test splits. The DCI showed equal or slightly lower performance as using CNN uncertainty.
3.3.3 Results of Bayesian CNNs

Initial CNN models were trained on the original features and on the PCA reduced features, respectively, 500 data. Data were added in four ways: random selection, DCI (High Value) selection \((K = 20, \alpha = 1.5, \beta = 1.2)\), high Bayesian CNN Uncertainty selection (in Section 3.3.1), and DCI for 20 PCs (High value) selection. Each PC was multiplied by its explained variance ratio and then used. After adding 200 data in each method, the process of updating the model including PCAs was repeated 10 times.

Figure 10 shows the results of the average accuracy over 20 random training and test splits. DCIs with PCA features showed similar performance to those using uncertainty of Bayesian CNNs. We here would like to re-emphasize that DCI does not require building and updating classification models, thus more time-efficient than CNN uncertainty.

3.4 Discussion

We verified the performance of the DCI on various datasets and machine learning algorithms. In Section 3.2, DCIs effectively sampled on not only the classification task but also the ordinal regression task. DCI was also applicable even when discrete features were included, as one-hot encoding, as shown in Section 3.1. Moreover, DCIs worked effectively in the early stages of data acquisition, as shown in Section 3.1.3. We observed that there were performance differences depending on the feature space for high-dimensional data such as images, as shown in Section 3.3.

4 CONCLUSION

Effective sampling is critical in the process of data acquisition for machine learning. In this study, we proposed a quantitative metric for uncertainty called the
Distance-weighted Class Impurity without specifying machine learning models. We verified the performance of the DCI on various active learning tasks. The DCI enables collecting data to be effective regardless of machine learning model. It significantly reduced the time for building and updating machine learning models. We believe that even those who lack understanding of machine learning can achieve effective data acquisition by deploying the DCI.
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