Investigating the Impact of E-Mobility on the Electrical Power Grid Using a Simplified Grid Modelling Approach

Julia Vopava 1,*, Christian Koczwara 2, Anna Traupmann 1 and Thomas Kienberger 1

1 Chair of Energy Network Technology, Montanuniversitaet Leoben, Franz-Josef Straβe 18, A-8700 Leoben, Austria; anna.traupmann@unileoben.ac.at (A.T.); thomas.kienberger@unileoben.ac.at (T.K.)
2 Institute of Physics, Montanuniversitaet Leoben, Franz-Josef Straβe 18, A-8700 Leoben, Austria; C.Koczvara@outlook.com
* Correspondence: Julia.Vopava@unileoben.ac.at

Received: 25 November 2019; Accepted: 18 December 2019; Published: 19 December 2019

Abstract: To achieve climate goals, it is necessary to decarbonise the transport sector, which requires an immediate changeover to alternative power sources (e.g., battery powered vehicles). This change will lead to an increase in the demand for electrical energy, which will cause additional stress on power grids. It is therefore necessary to evaluate energy and power requirements of a future society using e-mobility. Therefore, we present a new approach to investigate the influence of increasing e-mobility on a distribution grid level. This includes the development of a power grid model based on a cellular approach, reducing computation efforts, and allowing time and spatially resolved grid stress analysis based on different load and renewable energy source scenarios. The results show that by using the simplified grid model at least seven times, more scenarios can be calculated in the same time. In addition, we demonstrate the capability of this novel approach by analysing the influence of different penetrations of e-mobility on the grid load using a case study, which is calculated using synthetic charging load profiles based on a real-life mobility data. The results from this case study show an increase on line utilisations with increasing e-mobility and the influence of producers at the same connection point as e-mobility.
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1. Introduction

In order to reduce the impact of climate change, it is necessary to drastically reduce the emission of greenhouse gases. Recent studies have shown that to keep the chance of global warming exceeding a 2 °C threshold below 25%, the cumulative globally emitted CO₂ equivalent has to stay below 1000 gigatons (from 2000 to 2050) [1,2]. To achieve this goal, it is essential to decarbonise various aspects of daily life. The transportation sector for example is responsible for a large share of the total energy consumption. In Austria, for instance, its share is as high as 25% of the gross inland consumption (~400 TWh per year) [3]. The decarbonisation of the transport sector, which requires an immediate changeover to alternative power sources (e.g., battery or hydrogen powered vehicles) is a necessary step in the right direction. Although, the traffic related new registrations of private vehicles show an increasing share of alternative drive systems, around 90% are still using technology based on fossil fuels [4]. The change to alternative drive systems will be accompanied by an increasing demand of electrical energy, which must be satisfied by renewable sources in order to achieve the decarbonisation targets. The additional energy demand of electric vehicles (EVs) in combination with
the decentralised energy production from renewable energy source (RES) can have challenging effects on the power grid (e.g., a reduction of grid stability and reduced security of supply) [5–8]. The analysis of the impact of a large amount of EVs as well as effects caused by an increasing amount of (decentralised) RES on the power grid is necessary in order to optimise grid expansion projects and to avoid grid instability.

To estimate future charging demands, a variety of different modelling approaches have been published [9–11]. Most of these established approaches depend on representative data or an accurate model describing the behaviour of EV drivers. The available models are mainly based on two different data sets: data measured directly at available charging stations (energy demand per charging process, power measurements at charging station level, etc. [12, 13]) or statistical data representing today’s driving behaviour. Gnann et al. [14], for example, used real driving data from fast charging stations from Norway and Sweden to analyse the variation of charging behaviour throughout the day of different EV users. While Fischer et al. [9] and Godde et al. [15] used statistical data based on the German study “Mobilität in Deutschland 2008” [16]. Another common data set [17–20] is the National Household Travel Survey (NHTS) [21]. While charging stations are usually not available nationwide, and thus determine the charging behaviour of EV drivers selectively, the statistical mobility pattern includes a large number of drivers with combustion engines. Both data sets have obvious drawbacks, which should be kept in mind when interpreting the modelled charge load profiles and their further use. Because of the unevenly distributed charging stations (accumulation in metropolitan areas or along main traffic routes) the data measured there might not be representative for an increased share of EVs [22, 23]. The statistical data on the other hand mostly refers to today’s driving behaviour and thus also includes mostly vehicles with combustion engines. This implicitly means that those modules consider the e-mobility driver behaviour [16, 24] equal to the behaviour of internal combustion engine (ICE) driver. [4] To analyse the impact of an increasing share of EVs on the power grid, modelling the driver behaviour alone is not sufficient. Only by taking into account the user behaviour as well as the charging process, a detailed forecast of the grid load is possible [25]. A common method is the use of trip chains to model the charging profiles based on statistical data [17, 18, 26].

Modelling the charging process itself is a complicated task and is influenced by different variables such as battery type, charging power, single- or multi-phase charging, and user behaviour. A variety of different stochastic approaches and techniques have been published: probabilistic approaches [27–30], Monte-Carlo [11, 31, 32], and Markov Chain [11, 33, 34].

By estimating the future charging demand for a defined area, the influence of EVs and decentralized energy production on the guarantee of security of supply can be examined, based on load flow calculations for a given power grid. Load flow calculations are based on an iterative solution procedure and scale with the size and complexity of the investigated power grid. As a result, the time resolved analysis (e.g., 15-min values) of a representative grid for a long simulation period is time-consuming. Therefore, usually only two specific weeks (summer and winter)—each with minimum and maximum load—are used in order to be able to make statements about possible grid constrains [35]. In previous studies, representative weeks or months are considered in order to keep the required simulation effort as manageable as possible [5, 36, 37]. In addition, Ul-Haq et al. [31], for example, observe the seasonal effects for three different months respectively for weekdays and weekends. In contrast, Luo et al. [25] observed the seasonal effects by simulation and analysis of eight typical days representing the planning year. For a more precise analysis of seasonal effects, longer observation periods—ideally one year—are necessary. In order to investigate the guarantee of security of supply, the charging processes and their accumulation at grid connection points must be analysed regarding the temporal and local occurrence of charging peaks, followed by the determination of grid loads caused by this. This information is used for the investigation subsequent implementation scenarios.

In this paper, we present a new approach for an efficient and rapid development of a simplified power grid model, based on a cellular approach. The cellular approach described in this manuscript is based on a method for load flow calculations (gas, heat, electricity) of a multi-energy system.
published in Vopava et al. [35] and Böckl et al. [38]. In this cellular approach, the grid infrastructure is structured in cells to simplify the complex grid structure and to reduce the calculation time. In the work by Vopava et al. [35], an existing cell classification was assumed for the development of a grid model. This cell classification focused mainly on the geographic topology of the area to be investigated. The methodology for the development of a grid model presented in this paper focuses on a cell division that considers the grid topology in order to increase accuracy. In a case study, we also show the use of such a model for a simple spatial and temporal power grid analysis. For demonstration purposes, a distribution grid based on a medium-sized city in Austria is used, consisting of an inner-city area with meshed and ring topology as well as a rural area with stubs. The reduced simulation times by using this model allows load flow calculations with annual load profiles and thus easily identify and analyze seasonal effects. Due to the integration of complex consumers (e.g., e-mobility) and producers (RES), advanced stress analysis is necessary. Calculation of annual load profiles will therefore become more and more important, since the analysis of specific weeks or worst-case scenarios will no longer be sufficient. The approach presented in this paper is one example for the implementation of annual load profiles by a combination of an improved cellular approach and state of the art load flow calculations. In addition, due to the reduced simulation times, a large number of different scenarios (different penetration of e-mobility, variation of charging power or charging strategy, etc.) can be rapidly analyzed and compared. To illustrate the impact of an increasing grid load of future e-mobility, this paper also includes, among others, the modeling of charging curves in combination with the cellular approach under consideration of the user behavior of EV-drivers. Finally, the results of the reduction of the calculation time that can be achieved by using the simplified grid model and the results of the load flow calculations of the case study are presented.

2. Methods

The focus of this paper is the development and evaluation of simplified distribution grid models based on a cellular approach. Therefore, this section presents the necessary methodology and discusses the accuracy of the model. Furthermore, the determination of load and production profiles and the determination of synthetic charging load profiles required in the case study are explained.

2.1. Development of Simplified Distribution Grid Models Based on a Cellular Approach

The applied cellular approach described in this manuscript is based on a method designed for multi energy system load flow calculation (gas, heat, electricity) [35,38]. A major advantage of the method shown here is the possibility of grid simplifications, decreasing the computation time and therefore allowing an increased time resolution and/or simulation time frames for load flow calculations. Nevertheless, it has to be mentioned, that simplifications always represent a compromise between accuracy and calculation time [38–40].

The development of simplified distribution grid models with the cellular approach consists of five steps. Figure 1 schematically shows this development using one voltage level, which can be easily expanded to multiple voltage levels by repeating steps 2 to 4 separately for each voltage level.
In step 1, the cell classification is done according to the grid topology and the topography of the investigated area. This will be explained in more detail using an artificial sample area (Figure 2a) with Figure 2b showing the original distribution grid (in the following called reference grid). The cell classification is done by using a geographic information system (GIS) software, QGIS [41], with focus on the grid topology of the reference grid. In addition to the grid topology, topographic conditions are used to draw the cell boundaries: a river separating an area into different parts is just one example
for such “natural” cell boundaries. Concerning the accuracy of the simplified grid model, the grid topology has a way bigger influence than the geographic topology related cell size. Therefore, the size of the cells or the aggregated amounts of energy per cell is not taken into account during this classification step. In order to achieve the highest possible accuracy of the model, the following guidelines have been proven advantageous:

- Consideration of grid topology before geographic topology.
- Resulting grid model should correspond to a radial grid.
- Prevention of closed ring structure (use of lines with normally open points to connect two cells with each other).
- Existing rings in the reference grid should be combined in one cell.

The resulting cell classification of the artificial sample area is shown in Figure 2c.

**Figure 2.** Schematic representation of the cell classification (Step 1). (a) Topography of the artificial sample area; (b) location and topology of the distribution grid; (c) and cell classification.

In step 2, the cell allocation is done for each cell and voltage level in the power grid. This means that the electrical equipment (transformers, lines, grid nodes, busbars etc.) is allocated to the cells, based on cell classification performed in step 1. In addition, the amount of energy, available measurement (e.g., the load profiles of the individual consumers), and producers or storage units are identified and assigned to the cells.

In step 3, the assigned consumer, producers, and storage units within a cell are separately aggregated into an energy node (Figure 3). This means, for example, that the amounts of energy of the consumers within a cell are added up to a total energy amount. Available measurement data (e.g., load profile for a hydropower plant), which have already been measured in advance or are provided by energy suppliers, companies etc., or time resolved load profiles are also aggregated into these energy nodes. The energy nodes are located in the geographical cell centre and correspond to virtual busbars for the grid model.
In step 4, the cell-based power grid model is designed using the commercially available software NEPLAN 5.5.6 [42]. The software NEPLAN is a high end-power system analysis tool for electricity, gas, water, and district heating networks. It is used in transmission, distribution, generation, industry, renewable energy systems and smart grid applications. If this grid model contains more than one voltage level, the following sub-steps must be repeated for each voltage level. First, for each energy node a busbar is inserted into the grid model. Second, the electrical equipment (transformers, consumers, generators, storage units, etc.) and their corresponding time-resolved profile of each cell is integrated into the grid model and connected to the associated busbars. Third, the busbars are connected according to the grid topology of the reference grid. As a result, the cells are connected with each other, allowing power export or import across their cell boundaries. Such corresponding lines are called “interconnectors”. Lines within a cell in the reference grid structure are not part of the simplified grid model and are therefore not inserted in the model as lines. These elements are called “missing elements”. “Interconnectors” and “missing elements” of a schematic distribution grid are shown in Figure 4a. Figure 4b illustrates the energy nodes of the geographically located power grid model and their connection according to the reference grid.
As a result of the procedure of the interconnector implementation, connections may occur in the simplified grid model that are not existent in the reference grid (see Figure 5). The development of the simplified grid model based on the cell division of the reference grid of Figure 5a shows that lines L1 and L2 are connected in the grid model by the energy node (see Figure 5b). Since these are not interconnected in the reference grid, load flow shifts would occur between the reference grid and the grid model, resulting in inaccuracies. To counteract these inaccuracies, Figure 5c suggests choosing a new cell boundary to prevent these connections from developing. As shown in Figure 5d, the new cell boundary divides the original cell into two cells and the lines L1 and L2 are no longer connected.

Figure 5. Choice of cell boundaries with a negative influence on the cell-based grid model accuracy (a) reference grid and (b) developed grid model based on (a), leading to a load flow shift. Optimised (c) reference grid and (d) developed grid model based on (c).

Figure 6 shows the reference grid used as a basis for demonstrating the capability of this approach to investigate the influence of increasing e-mobility on a simplified cell-based grid model. This grid is based on an actual 5 kV power grid of a medium sized Austrian city. The 148 nodes of the reference grid are aggregated into nine energy nodes following the previously described procedure. The resulting simplified grid model is shown in Figure 7. Due to the reduced number of nodes in the model, the duration of the load flow calculations can be reduced by at least a factor seven compared to the reference grid.
In addition to the best possible choice of cell division (Figure 5), the effects of the “missing elements” must also be discussed. Neglecting the “missing elements” can lead to high deviations...
between the load flows of the reference grid and those of the simplified grid model. These deviations are mainly caused by losses in “missing elements”. The active power to be transmitted in the line leads to ohmic losses due to the line resistance. These ohmic losses account for less than 1% of the active power to be transmitted. As a result, the active power losses of the “missing elements” have a very small influence on the accuracy of the load flows in the “interconnectors”. Therefore, the accuracy of the active power flows can be regarded as sufficiently accurate, even without consideration of the ohmic losses in the “missing elements”. The reactive power losses caused by the line inductance and capacitance usually correspond to the reactive power to be transmitted in the line. Therefore, neglecting the reactive power losses of the “missing elements” leads to significant errors in the load flows of the “interconnectors”. To reduce these errors, the capacitive and inductive losses generated in the “missing elements” have to be considered in the model.

The losses occurring in a line are defined by the line parameters (active and reactive resistances) and depend on the power (voltage and current) to be transmitted. Therefore, for the consideration of the reactive power losses of the “missing elements”, it is necessary to use elements that are also load dependent. In addition, it must be an element that can be attached to the respective energy node of the cell, since the compensation of load flows can only be affected via parameters of the nodes. This is based on the fact that the abort criterion of a load flow calculation according to the Newton-Raphson method represents the drop below an error limit for the deviations between the previously known node powers and the node powers calculated in the iteration. This means that by adding additional loads in the energy nodes, the reactive power losses of the “missing elements” can be combined independent of their topology and considered for further load flow calculations in a substitution element. For these reasons, E-RLC modules were implemented in the grid model.

To determine the parameters of the E-RLC module, the reactive power losses of the “missing elements” are determined by a load flow calculation of the reference grid and aggregated at cell level:

\[ Q_{\text{cell}} = \sum_{i=1}^{n} Q_{\text{losses},i} \]  

(1)

The aggregated reactive power losses of the “missing elements” \( Q_{\text{cell}} \) is used to determine the capacitive or inductive reactance \( (X) \) by:

\[ Q_{\text{cell}} = \frac{U^2}{X} \]  

(2)

\[ Q_{\text{cell, cap}} = \frac{U^2}{X_{\text{cap}}} \]  

(3)

\[ Q_{\text{cell, ind}} = \frac{U^2}{X_{\text{ind}}} \]  

(4)

where \( U \) is the nominal voltage of the busbar. The capacitance \( (C_{\text{comp}}) \) or inductivity \( (L_{\text{comp}}) \) of each cell is calculated by:

\[ C_{\text{comp}} = \frac{Q_{\text{cell, cap}}}{j \omega \cdot U^2}, \]  

(5)

and

\[ L_{\text{comp}} = \frac{U^2}{j \omega \cdot Q_{\text{cell, ind}}} \]  

(6)

Then, E-RLC modules for each cell are inserted into the grid model and connected to the corresponding busbar. Each module consists of a resistance \( (R) \), an inductivity \( (L_{\text{comp}}) \), and a capacitance \( (C_{\text{comp}}) \) against ground \( (E) \) in series (Figure 8), with \( C_{\text{comp}} \) and \( L_{\text{comp}} \) being the determined capacitance and inductivity of the corresponding cell, respectively. Since the active power losses of the missing elements are not taken into account, the resistance values in the E-RLC module are set to 0.
Although the inductance of the E-RLC module is integrated into the grid model as a parallel parameter instead of a series parameter (substitute circuit: line), the increase in the accuracy of the model can be explained by the lower influence of the inductance on the line losses compared to the capacitance. This lower influence can be explained by the relationship between reactive power and inductance or capacitance. As can be seen from Equations (5) and (6), the inductance is directly proportional to the voltage, while the capacitance is indirectly proportional to the voltage.

By considering the capacitive or inductive losses of the “missing elements” within the cells, the accuracy of the reactive power in the “interconnectors” as well as the accuracy of the utilisation on these lines is increased. The accuracy improvement of the reactive power flows for selected “interconnectors” shown in Figure 9 was achieved by integrating the E-RLC modules. These results are based on load flow calculations for maximum load.

Comparing the deviation of the reactive power load flow for different lines with and without consideration of the reactive power losses of the “missing elements” (Table 1) shows that the implementation of E-RLC modules significantly reduces most deviations (Figure 9 and Table 1).
Although all errors can be reduced, this model is not suitable for analyses of voltage drops at the grid nodes due to the remaining deviations of the reactive power load flows in some lines, and based on the fact that the reactive power has influence on the node voltage. Furthermore, the energy node is an aggregated grid node that contains the sum of all consumers and producers within a cell and has nothing in common with a real node from the reference grid. It has to be mentioned that the amount of “faulty lines” scales with the complexity and size of the power grid.

Table 1. Comparison of the deviations with and without consideration of the reactive power losses of the “missing elements” for four selected lines.

|       | L31_1 | L35_1 | L37_1 | L63_1 |
|-------|-------|-------|-------|-------|
| Orig. | Comp. | Orig. | Comp. | Orig. | Comp. | Orig. | Comp. |
| $Q_{flow}$ (kvar) Reference grid | -7 | -7 | 0 | 0 | 14 | 14 | -3 | -3 |
| $Q_{flow}$ Grid model | 0 | -7 | 24 | 0 | 5 | 14 | -26 | -8 |
| Absolute deviation (kvar) | -7 | 0 | -24 | 0 | -36 | 0 | 23 | 5 |
| Relative deviation (%) | 100 | 0 | - | 0 | -257 | 0 | -767 | -167 |

$^a$ Original (Orig.): without E-RLC module; $^b$ Compensated (Comp.): with E-RLC module.

In step 5, the accuracy of the simplified model is analysed in two sub-steps. At first, the software NEPLAN is used to perform load flow calculations using the Newton-Raphson method for the highest possible load in the reference grid as well as for the cell-based grid model. In this first sub-step, the accuracy of the overall system is checked by comparing the slack bus of the grid model with the reference grid. Table 2 shows this comparison for the imported active power and reactive power as well as the active power and reactive power generated in the grid for the slack bus, based on data for the operating point of the maximum load. It can be seen that the relative deviations for imported and generated power is less than 2%. The deviations of the imported active and reactive power is mainly attributed to the deviations of the load flows in the lines. In total, these deviations influence the imported active and reactive power and lead to relative deviations of 0.89% and 1.60%.

Table 2. Comparison for the imported/generated active and reactive power for the slack bus.

|       | $P_{imp}$ | $Q_{imp}$ | $P_{gen}$ | $Q_{gen}$ |
|-------|-----------|-----------|-----------|-----------|
| (MW)  | (Mvar)    | (MW)      | (Mvar)    |
| Reference grid | 12.215 | 1.683 | 27.851 | 1.553 |
| Grid model | 12.106 | 1.656 | 27.737 | 1.526 |
| Absolute deviation | 0.109 | 0.027 | 0.114 | 0.027 |
| Relative deviation | 0.89% | 1.60% | 0.41% $^{(a)}$ | 1.74% $^{(a)}$ |

$^{(a)}$ The relative deviation of 0.41% of the active power generated in the grid can be traced back to rounding errors that already occur when the loads are aggregated into energy nodes.

In the second sub-step, the active and reactive power flow deviations between the grid model and the reference grid for the “interconnectors” and the transformers are compared. As already mentioned, the E-RCL modules can be used to reduce the deviations of the reactive power flows between the grid model and the reference grid, but these are still very high in individual cases (relative deviations of up to 200%). Figure 10 shows the absolute and relative deviations of the active power flows between grid model and reference grid. It can be seen that two lines have relative deviations of >50%, while the remaining lines have relative deviations of <15%. The four lines with the highest absolute deviations are L35_1, L37_1, L62_1, and L63_1.
To analyse the high deviations seen in lines L62_1 and L63_1, their position in the grid model and the reference grid must first be localised. As shown in Figure 7, the affected lines form a closed ring with the L23_1 line. This is the only closed ring in the grid model. While the active power load flow of line L62_1 in the grid model is smaller to the corresponding line in the reference grid, the active power load flow in line L63_1 is larger. Therefore, a load shift occurs due to the ring topology in the grid model. Although, the relative deviation is high in lines L62_1 and L63_1, absolute errors are in the same order of magnitude as other lines (see Table 3). While the active power flows for lines L35_1 and L37_1 are between 750 and 1500 kW, those of lines L62_1 and L63_1 are below 100 kW. This difference in the active power flow results in high relative deviations of 56% and 54% for the lines L62_1 and L63_1, respectively. For the lines, L35_1 and L37_1 the relative deviations are only 2% and 3%, respectively. For this reason, care should be taken during cell division to avoid ring structures in the grid model. The highest accuracy of the load flows in the grid model is achieved if the topology corresponds to a radial grid.

The deviation in lines L62_1 and L63_1 should be kept in mind when using the model to determine the increasing grid load with the integration of future e-mobility. As the simplified model always represents a compromise between accuracy and calculation time, no clear limits can be set to the accuracy of the model. Therefore, the accuracy of the model depends strongly on the desired application. If the defined accuracy of the model cannot be achieved, a detailed check is carried out and possible reasons for the deviations are investigated. The optimisation potential is examined with regard to changes in cell boundaries. However, this accuracy check is repeated until the desired accuracy is achieved.

Following steps 1 to 5 results in a simplified cell-based grid model representing the actual power grid and allows for time-resolved load flow calculations with annual load profiles in a short time. Once the model has been developed, it is possible to integrate electrical production potentials, charging stations for e-mobility and other elements that allow flexible use (heat pumps, power to heat systems, etc.). In addition to energy analysis (e.g., self-coverage), this approach also allows the determination of cells that are susceptible for grid instabilities. These cells can be analysed for the grid-related impact of a specific technology.
2.2. Determination of Load and Production Profiles

The load and production profiles used in this paper are either based on measured data or on the application of standard load profiles from the “Federal Association of the German Energy and Water Industries” (BDEW) [43] and synthetic load profiles from the Austrian regulation agency (e-control) [44].

Both types of profiles apply to consumers/producers with an annual consumption/production <100,000 kWh or an installed load <50 kW. These profiles are normalised to an annual consumption/production of 1000 kWh and are given as 15 min average power values over a day. The standard load profiles from the BDEW classify household, commercial and agricultural loads, with further subcategories being introduced for commercial and agricultural applications. All standard load profiles from the BDEW differ between nine characteristic days (three seasons and three days of the week). It has to be mentioned that these standard load profiles are only valid for a minimum number of households, because they do not take additional factors (job, people living in each household, etc.) into account, which can strongly influence the load profile of an individual household [45]. In case of a limited number of households (down to a single one), the “LoadProfileGenerator” according to Pflughardt [46,47] can be used to overcome this issue.

The synthetic load profiles provided by e-control can be used to model load profiles for intermittent power supplies (e.g., hot water storage and night storage heating systems) or public lighting, as well as production profiles for small producers (e.g., hydropower plant within the energy and power constraints mentioned above). It has to be mentioned that depending on the type of consumer and producer, the load profile shows different behaviour depending on the day and season. Figure 11 shows two synthetic load profiles provided by e-control, one for a hot water tank (ULA) and one for a night heat storage tank (ULC), both without day recharging. The ULA is only defined by one characteristic day. As a result, no distinction is made between season and day of the week. The ULC is defined by three characteristic days, which differ between seasons.

![Figure 11. Synthetic load profiles provided by e-control for ULA (hot water tank) and ULC (night heat storage tank), both without day recharging.](image)

As previously mentioned, all consumers and producers are classified into cells and aggregated into energy nodes. The aggregation of the annual energy consumption and the annual energy production is carried out separately for the respective categories of the standard load profiles provided by BDEW [43] and the synthetic load profiles provided by e-control [44]. Based on the aggregated annual energy consumption/production, load and production profiles are determined for a selected simulation period. This simulation period can be selected individually and is used for all further modelling, calculations, and analyses. Following the modelling of the load and production profiles for the individual categories, all profiles of a cell are aggregated to form a sum load profile. This sum load profile is then implemented into the model via the energy nodes.
2.3. Determination of Synthetic Charging Load Profiles of Electric Vehicles

To analyse the impact of a large amount of EVs, the development of synthetic charging load profiles is necessary. The presented methodology for the development of this charging load profiles essentially consists of four steps Figure 12: (1) data preparation, (2) determination of cell and user group specific charging steps, (3) modelling of the charging curve, and (4) aggregation of the load profile.

![Flowchart for the determination of synthetic charging load profiles.](image)

In step 1, the database for the determination of synthetic load profiles is created based on registration statistics, traffic analysis and mobility patterns. From electric vehicle types registered in Germany [48], a distribution function of the EV type is derived. Each EV type is allocated by a battery capacity and an average EV energy consumption (kWh/100 km) depending on the season. The required definition of the seasons corresponds to that of the standard load profiles provided by BDEW [43].
The statistical data from traffic analysis being used to calculate load profiles in the presented approach contain a wide range of different parameters (average duration of stay, distance travelled, number of trips, etc.), which depend on the topography of the investigated area (suburbs, city centre). Additionally, each trip can be associated with one of seven pre-defined trip purposes, referred to as user groups. A distinction is made between a trip home, a trip to work with private or official car, a trip for shopping, trip for execution (e.g., doctor’s visit), trip to leisure activities, and a trip to education. For further use, a distribution function over the distance travelled and the number of trips per weekday is determined for each cell and user group.

The mobility pattern contains empirical factors that are used based on the number of trips per weekday to determine the number of trips for Saturday and Sunday for each cell and user group. The number of trips per day corresponds to today’s mobility behaviour, meaning that in a scenario with an EV penetration of 100%, each distance travelled represents a trip with an electric vehicle without taking into account any change in mobility behaviour. Furthermore, the mobility pattern includes original destination matrices according to Bosserhoff [48]. These matrices are based on the statistical evaluation of traffic behaviour and are available as daily distributions for 15 various trip purposes. These distributions describe the relative share of arriving and departing vehicles in the total vehicle volume of a day per day hour. While for the purpose “trip home”, a daily distribution for arrival and departure exists and can be assigned directly to the user group “trip home” from the traffic analyses, which is not possible for the user group “trip to work”, for example. The user group “trip to work”, regardless of whether it is a private car or an official car, is strongly dependent on the workplaces available in the cell, more precisely on the start and end of the respective work. This means that a “new” daily distribution is aggregated for this user group on the basis of different Bosserhoff daily distributions and using a distribution of existing workplaces within the respective cell. As a result, an individual daily distribution of arriving and departing vehicles will be obtained for each cell for the user group “trip to work”. For these daily distributions and those Bosserhoff daily distributions that can be directly assigned to a user group, cumulative distribution functions of arriving and departing vehicles are finally generated for each cell. This cumulative distribution functions are used in the probabilistic approach in step 2. Figure 13 shows two examples of original destination matrices according to Bosserhoff for the purpose “trip home” and “trip to work-shift operation” as well as the cumulative distributions determined.

![Cumulative distribution functions of arriving and departing vehicles](image-url)
Following the preparation of the traffic analysis and the mobility behaviour, the EV penetration and the simulation period is determined in step 2. Furthermore, the arrival and departure time, the distance travelled, the EV type, and the charging strategy are determined for each charging process within a cell and user group. Due to the stochastic nature of the mobility behaviour, the determination of the distance travelled, arrival time (= start charging process), departure time, and EV type is performed via a probabilistic approach using a random number generator, similar to references [31,50,51]. Another important parameter is the charging strategy. To study the impact of different charging strategies, we define three different options, which can be selected separately for each user group.

- In charging strategy 1, the charging power is selected separately for each user group. All charging processes within a user group thus charge with the same charging power. For example, as is quite common with today’s charging stations, charging powers can vary between 3.7 and 50 kW.
- For charging strategy 2, the charging power is determined for each charging process based on a probability distribution function. This distribution function can, for example, be determined from the data of charging stations and therefore describes how many users have charged with which charging power.
- Charging strategy 3 simulates the possibility of reduced charging power under consideration of the available charging time, corresponding to the duration of stay. The determination of the reduced charging power takes place in step 3. Since each loading process is simulated independently of the previous or subsequent one, it is not possible at this point to shift the charging process within the duration of stay as part of this strategy. The influence on the time shift would have to be taken into account when preparing the distributions for arrival and departure times.

After the parameters have been determined, they are written to a log file, which is used in step 3. This process is repeated for each day in the selected simulation period based on the number of trips per day and the selected EV penetration within a cell and user group. After the last repetition, this log is saved for each cell and user group.

In step 3, the charging curve is modelled for each charging process of each cell and user. For this, the duration of stay is calculated using the arrival and departure time, to establish whether the battery can be fully charged. Additionally, the necessary charging energy is determined based on the distance travelled and the average EV consumption (kWh/100 km). The battery capacity and the necessary energy to charge the battery are used to determine the state of charge at the end of the trip, i.e., at the beginning of the charging process. Next, the duration of the charging process can be determined according to the charging strategy and the respective charging power. In case of charging strategy 3, the corresponding charging process is first defined by a constant charging power. Based on this charging power, the duration of the charging process is determined. Afterwards, a comparison is
made between the duration of stay and the duration of the corresponding charging process, see Figure 14. If the duration of the stay is shorter than the duration of the charging process, the charging curve is calculated by using the constant charging power. If the duration of the stay is longer than the duration of the charging process, the charging power is adjusted to the lowest possible value at which the consumed energy of the last trip can be recharged for the corresponding duration of stay.

![Diagram of charging power determination](image)

**Figure 14.** Flowchart of the determination of the charging power for the charging strategy 3.

The state of charge at the end of the trip and the charging power are the basis for modelling the charging curve. As described in references [52,53], constant current (CC)—constant voltage (CV) charging is applied. This means the battery is first charged with a constant current (i.e., constant power \( P_{\text{const}} \)). At the changeover point \( (s = 80\% \text{ SOC}) \) constant voltage charging follows. In this charging phase, the charging current decreases automatically. The charging power as a function of the state of charge (SOC) is therefore calculated by Equation (7): [52]

\[
P = \begin{cases} 
P_{\text{const}}, & \text{for } \text{SOC} \leq 80 \% \\
P_{\text{const}} \cdot e^{-\frac{80-\text{SOC}}{k_i}}, & \text{for } \text{SOC} > 80 \% 
\end{cases}
\]  

(7)

where, \( k_i \) is the correction factor, which considers the nominal battery capacity and the switch off of the charging power. It has to be mentioned that Equation (7) is only valid for lithium-ion batteries, which are widely used in EVs.

In step 4, all charging curves within a cell and user group are aggregated to one synthetic load profile for the respective cell. In a first sub-step, all charging processes within a user group are added up to a sum load profile resulting in charging curves for each user group and cell. Figure 15b shows an aggregated charging curve for one user group, which are illustrated in Figure 15a (for illustration purposes, only 10 charging processes are shown). In a second sub-step, the aggregation of all charging curves at user group level within a cell are aggregated to a synthetic load profile. In Figure 16c, the aggregated charging curves of all charging processes within a cell for each user group from sub-step 1 are used for a selected cell to represent sub-step 2. Depending on the user group, these aggregated charging curves contain between 100 and 500 charging processes per day, and therefore the characteristic from Figure 16b is no longer recognisable. Figure 15d shows the example of the aggregation of all charging curves at user group level from Figure 15c.
In this chapter we first discuss the reduction of the calculation time for the load flow calculations by using the simplified grid model. This is followed by a detailed discussion on the results of the case study described in chapter 1.

3.1. Calculation Times

In the case study shown here, a total of 752 consumers and eight producers are connected to the 148 nodes of the reference grid. As described in Chapter 2.1, the reference grid is divided into nine cells, which means that the 148 nodes are aggregated into nine energy nodes. The cell-based power grid model has a total of 126 consumers (without EV) and five producers, see Table 4. As shown in Figure 6, only one consumer per node is illustrated in the reference grid of the NEPLAN model. This symbolic consumer represents all existing standard and individual load profiles of the respective node. This symbolic consumer is divided into two consumers in the grid model, see Figure 7. Those consumers with the name Load (represent all standard load profiles) and those with the name LPZ (represent individual load profiles). The existing load profiles per node are added up to a sum load profile. Therefore, for example, the simplified grid model contains only 24 consumers instead of 126 (without EV). As can be seen in Table 4, the advantage of reducing the calculation time by developing a grid model can already be demonstrated by modelling the annual load profiles for consumers and producers. Instead of the 752 consumers and eight producers of the reference grid, the calculation time for modelling the annual load profiles can be reduced from almost 17 to 3 h by aggregating the grid model to 126 consumers and five producers.
Table 4. Comparison of the reference grid and the simplified grid model.

|                                | Reference Grid | Grid Model |
|--------------------------------|----------------|------------|
| Number of nodes                | 148            | 9          |
| Number of consumer/producer    | 752/8          | 126/5      |
| Number of sum load profiles (a)| 274            | 24         |
| Modelling duration of annual sum load profiles (b) | 16 h 53 min | 2 h 54 min |

(a) Sum load profiles of consumers and producers; (b) all calculations were performed with the same PC using the same software version (MATLAB R2017a).

Following the determination of the annual load profiles, load flow calculations for different simulation periods are performed (see Figure 16). Figure 16a shows, that the calculation time for the load flow calculations can be reduced approximately by a factor of seven. Therefore, more scenarios (e.g., different penetration of e-mobility or different charging powers) or longer simulation periods can be calculated, analysed, and finally compared—with the same expenditure of time. Figure 16b illustrates a linearized increase in the calculation time per day with an increase in the number of days to be simulated.

![Figure 16](image_url)

**Figure 16.** Comparison duration of the load flow (a) calculation time and (b) calculation time per day of the reference grid with the grid model for different simulation periods—all calculations were performed with the same PC using the same software version (NEPLAN 5.5.6).

3.2. Case Study: Impact of E-Mobility Integration

Based on the simplified power grid model and the annual load profiles, load flow calculations for five different scenarios are performed: (i) the status quo, (ii) 25%, (iii) 50%, (iv) 75%, and (v) 100% penetration of e-mobility. A penetration of 100% corresponds to a scenario where every private vehicle is an EV. Based on the stochastic methodology described in Chapter 2.2, synthetic charging load profiles of electric vehicles are modelled for the different penetrations of e-mobility for a simulation duration of one year. For demonstration purposes, the charging strategy 1 with a charging power of 3.7 kW is selected for the determination of the synthetic charging profiles. Based on the
results from the load flow calculations with annual load profiles for different penetrations of e-mobility, the load flows and the utilisation of the electrical equipment is analysed with regards to grid bottlenecks. As the main focus of this paper is on line utilisation, the maximum utilisation of each line during the simulation period of one year is determined. The maximum utilisations of 10 from 18 lines in the model (shown in Figure 17) usually do not occur at the same time (see Figure 18).

While, as expected, the maximum utilisation of the lines (e.g., L31_1, L34_1) rise with an increasing penetration of e-mobility, the maximum line utilisation is reduced in some cases (e.g., L37_1, L68_2). This decrease in line utilisation is a result of existing producers in at least one of the cells connected by the affected line. From a penetration of 75% e-mobility, on the maximum line utilisation in all lines increases in relation to the scenario without e-mobility and leads to overloads (maximum utilisation >100%) in one line (L68_2). A penetration of 100% e-mobility leads to overloads in four lines.

Figure 17: Maximum line utilisation during the simulation period of one year for selected lines.

As expected, the maximum utilisation rises with an increasing penetration of e-mobility in some lines (L31_1, L34_1, L43_1). Those lines have in common that the cells connected by them have no producers. The lines with a reduction of the maximum utilisation by an increasing penetration of e-mobility connect cells where at least one cell has a producer. Table 5 shows the decrease in utilisation on line L37_1 from the scenario status quo to a penetration of 50% e-mobility as well as its increase for the penetrations of 75% and 100% e-mobility and its time of occurrence as illustrated in Figure 17. While the line L37_1 connects cells 3 and 7, cell 7 is also connected to cells 5 and 6 (L75_1/L76_1) via normally open points, see Figure 7. This means that depending on the production and consumption of cell 7, an import or export is only possible in cell 3. Therefore, Table 5 also shows the load, production and their difference from cell 7 at the times when the maximum line utilisation occurs. In the scenario associated with the status quo, the maximum line utilisation is caused by the production peak. Due to an increasing e-mobility, the load of the cell increases with constant production. As a result, the difference between load and producer is reduced. This reduction leads to the fact that the maximum line utilisation can take place at a different time. At penetrations of 75% e-mobility and above, the producer peak is reduced to such an extent by the e-mobility load that the maximum line utilisation is caused by a load peak.

Table 5. Maximum utilisation and their occurrence of the line L37_1 as well as the load, producer and the difference of load and producer of cell 7. All calculations are based on Data of the year 2014.

| EV Penetration (%) | 0 | 25 | 50 | 75 | 100 |
|--------------------|---|----|----|----|----|
| Date               | 31 March 08:00 | 3 April 08:00 | 31 March 21:30 | 23 August 18:00 | 23 August 18:00 |
| Utilisation of L37_1 (%) | 83.733 | 68.957 | 57.456 | 93.468 | 134.860 |
| Load of cell 7 (MW) | 1.029 | 1.374 | 0.930 | 3.380 | 4.324 |
| Producer of cell 7 (MW) | 3.007 | 2.998 | 2.282 | 1.188 | 1.188 |
| Load—Producer of cell 7 (MW) | -1.978 | -1.624 | -1.352 | 2.192 | 3.136 |
Figure 18 shows that more than half of the maximum line utilisation occur in January and November, meaning that the grid is more stressed in winter than in summer. Furthermore, three of the five maximum utilisations reaching over 100% occur in November.

Since the duration of the occurring overloads is important in addition to the relative load, simulation periods of one year are advantageous. Table 6 shows the duration of the utilisations over 80% and 100% for the four overloaded lines during the simulation period of one year. At a penetration of 100% e-mobility, the most stressed line L68_2 is overloaded for 216.5 h per year (8760 h), and at a penetration of 75% the duration decreases to 16.75 h per year (see Figure 19). Due to the short overload duration of line L68_2, recommended or controlled charging should first be considered in order to avoid these overloads. Furthermore, Figure 19 shows that a penetration of 25% e-mobility leads to a reduction of the utilisation of line L68_2 for the simulation year compared to the status quo scenario.

Table 6. Duration of the utilisations over 80% and 100% for the four overloaded lines during the simulation period of one year.

| EV Penetration (%) | Duration of the Utilisation |
|--------------------|-----------------------------|
|                    | L23_1 | L31_1 | L37_1 | L68_2 |
| 0                  | >80%  | >100% | >80%  | >100% |
| 25                 | 0.00  | 0.00  | 0.00  | 0.00  |
| 50                 | 0.00  | 0.00  | 0.00  | 0.00  |
| 75                 | 0.00  | 4.00  | 0.00  | 4.00  |
| 100                | 163.00| 14.00 | 92.00 | 5.75  |

Figure 19. Duration curve of the utilisation of the line L68_2 for the period 0 to 1200 h.
4. Conclusions

In this paper we introduce a fast way to study the impact of an increasing grid load of future e-mobility on distribution grids. The presented approach is based on the development of a cell-based grid model and the determination of synthetic charging load profiles of electric vehicles. In addition to the analysis of the impact of increasing e-mobility on the power grid presented in this paper, this approach can also be used to analyse the integration of RES, heat pumps, storage systems, power to gas units, etc., or with a combination of these technologies.

It could be shown that using the cell-based grid model drastically reduced the calculation time needed to perform load flow calculations. As a result, using the cell-based grid model in comparison to the reference grid, at least seven times as many scenarios can be calculated at the same time expenditure. For each scenario, load flow calculations with annual load profiles were performed, allowing us to investigate seasonal effects. It is therefore not necessary to perform and compare load flow calculations for specific weeks (summer vs. winter) to identify possible line overloads. Instead, the maximum utilisation of the lines and their temporal occurrence can be determined. Based on the time of occurrence (date and time), it can be deduced whether higher grid loads are to be expected for the defined scenario, for example in winter or summer.

In addition to the development of the cell-based distribution grid model and the determination of annual load profiles for consumer, producers and synthetic charging load profiles of electric vehicles load flow calculations for five different scenarios were performed: (i) the status quo, (ii) 25%, (iii) 50%, (iv) 75%, and (v) 100% penetration of e-mobility. The comparison of the results from the load flow calculations show an increase on the utilisation of the lines with increasing e-mobility and the influence of producers at the same connection point as e-mobility.
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