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Abstract
Background: Positron emission tomography (PET) images are typically noisy especially in dynamic imaging where the PET data are divided into a number of short temporal frames often with a low number of counts. As a result, image features such as contrast and time–activity curves are highly variable. Noise reduction in PET is thus essential. Typical noise reduction methods tend to not preserve image features/patterns (e.g. contrast and size dependent) accurately. In this work, we report the first application of our HYPR4D kernel method on time-of-flight (TOF) PET data (i.e. PSF-HYPR4D-K-TOFOSEM). The proposed HYPR4D kernel method makes use of the mean 4D high frequency features and inconsistent noise patterns over OSEM subsets as well as the low noise property of the early reconstruction updates to achieve prior-free de-noising. The method was implemented and tested on the GE SIGNA PET/MR and was compared to the TOF reconstructions with PSF resolution modeling available on the system, namely PSF-TOFOSEM with and without standard post filter and PSF-TOFB-SREM (TOF Q.Clear) with various beta values (regularization strengths).

Results: Results from experimental contrast phantom and human subject data with various PET tracers showed that the proposed method provides more robust and accurate image features compared to other regularization methods. The preservation of contrast for the PSF-HYPR4D-K-TOFOSEM was observed to be better and less dependent on the contrast and size of the target structures as compared to TOF Q.Clear and PSF-TOFOSEM with filter. At the same contrast level, PSF-HYPR4D-K-TOFOSEM achieved better 4D noise suppression than other methods (e.g. >2 times lower noise than TOF Q.Clear at the highest contrast). We also present a novel voxel search method to obtain an image-derived input function (IDIF) and demonstrate that the obtained IDIF is the most quantitative w.r.t. the measured blood samples when the acquired data are reconstructed with PSF-HYPR4D-K-TOFOSEM.

Conclusions: The overall results support superior performance of the PSF-HYPR4D-K-TOFOSEM for TOF PET data and demonstrate that the proposed method is likely suitable for all imaging tasks including the generation of IDIF without requiring any prior information as well as further improving the effective sensitivity of the imaging system.
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Introduction

Positron emission tomography (PET) images are typically noisy especially in dynamic imaging where the PET data are divided into a number of short temporal frames often with a low number of counts. As a result, image features such as contrast and time–activity curves (TACs) are highly variable. Therefore, noise reduction in PET is essential. Typical noise reduction methods reduce noise at the cost of reduced contrast or accuracy; i.e. they tend not to preserve image features/patterns accurately (e.g. accuracy is contrast and size dependent). In dynamic PET, target structures of interest have various sizes with different contrasts which vary over time at different rates. Consequently, a noise reduction method that can preserve image features independently of the contrast and size of the structure is highly desirable.

Inspired by kernel methods in machine learning, kernelized reconstruction has shown promising results in PET de-noising while preserving contrast [1, 2]. Kernelized reconstruction methods typically reparametrize the image estimate (\( \lambda \)) into a kernel matrix (K), which contains an alternative set of basis functions with feature vectors extracted from guiding image(s), and a vector of kernel coefficients (\( \alpha \)) which can be viewed as a latent representation of the image estimate. Consequently, each image voxel intensity is modeled as a function of a set of (desirable) features obtained from the guiding image(s). Most kernelized reconstructions utilize the Non-Local Mean (NLM) [3] kernel by looking at the similarity between voxels or patches of voxels in the guiding image(s); the more recent kernel method based on HighlY constrained backPRojection (HYPR) [4], which makes use of the high frequency features in the guiding image(s), has been reported to outperform the NLM kernel in terms of implementation simplicity and noise reduction performance [5].

In conventional kernel methods, high signal-to-noise ratio guiding image(s), from which spatial intensity based feature vectors are extracted, are typically pre-defined using either anatomical MRI or the temporal sum of PET data. As a result, the kernel matrix contains very little or no temporal information on PET tracers’ distribution and is thus unable to provide sufficient temporal noise reduction nor properly ‘track’ and preserve the temporal pattern of PET tracers. Moreover, the pre-defined guiding image(s) can introduce bias into PET images whenever there are mismatches in features between guiding image(s) and target PET images [2].

Recently, a spatiotemporal kernel method has been proposed to achieve high temporal resolution (HTR) by incorporating a single temporal kernel extracted from PET sinogram data [6]. More recently, we have proposed an intrinsic data-driven/prior-free 4D kernel method based on 4D modified HYPR (i.e. HYPR4D). It utilizes a truly 4D feature vector which applies voxel-specific temporal kernels generated directly within the reconstruction. It has been demonstrated to have better preservation of spatiotemporal patterns while achieving 4D noise reduction as compared to the HTR kernel method and other standard noise reduction methods on conventional non-Time Of Flight (TOF) PET data [7].

In this work, we implemented our HYPR4D kernel method to reconstruct TOF PET data (i.e. PSF-HYPR4D-K-TOFOSEM) acquired on the GE SIGNA PET/MR system which has a TOF resolution of ~400ps [8]. We compared its performance in terms of contrast recovery and noise suppression as well as quality of time–activity curves from
relatively small structures to the performance achieved with all the available TOF reconstructions with point-spread-function (PSF) resolution modeling on the system, namely PSF-TOFSEM with and without standard (3.5mm FWHM transaxial and 1-4-1 axial) post filter and PSF-TOFBREM (i.e. TOF Q.Clear which is the newly introduced state-of-the-art clinical reconstruction method) [9, 10] with various beta values (regularization strengths) using data acquired from contrast phantom and human subjects. In addition, the impact of the reconstruction method on the derivation of an image-derived input function (IDIF) obtained from a novel voxel search technique was investigated. For a more extensive comparison of the HYPR4D kernel method with other image reconstruction methods without resolution modeling for non-TOF data, readers are referred to [7].

Materials and methods
PSF-HYPR4D-K-TOFOSEM

The HYPR4D kernel matrix consists of basis functions using spatiotemporally variant convolution (constructed based on the guiding image). The guiding image is computed as the sum of de-noised subset estimates from the previous iteration which can be generated directly within the reconstruction at every time point. As a result, a truly 4D and purely data-driven (high spatiotemporal frequency) feature vector can be obtained. The proposed PSF-HYPR4D-K-TOFOSEM is given by:

\[
d_{4D}^{m,s} = \frac{\alpha_{4D}^{m,s-1}}{(K_{H4D}^m)^T P_{x,l,t}^T} \left( (K_{H4D}^m)^T P_{x,l,t}^T \frac{y_{4D}^{s,l,t}}{P_{x,l,t}^T K_{H4D}^m \alpha_{4D}^{m,s-1} + b_{4D}^{s,l,t}} \right)
\]

(1)

\[
y_{4D}^{m,s} = K_{H4D}^m \alpha_{4D}^{m,s}
\]

(2)

\[
K_{H4D}^m = \text{diag}[h^m] F_{4D}, \quad \text{where } h^m = \frac{C_{4D}^m}{F_{4D} * C_{4D}^m}
\]

(3)

\[
C_{4D}^m = \sum_{s} K_{H4D}^{m-1,s} \alpha_{4D}^{m-1,s}
\]

(4)

where \( \alpha_{4D}^{m,s} \) is the 4D kernel coefficient at \( s \)th subset of \( m \)th iteration, \( K_{H4D}^m \) is the HYPR4D kernel matrix which is decomposed into the self-normalized spatiotemporal weights extracted from the 4D guiding image \( (C_{4D}^m) \) for the preservation of 4D high frequency features \( (h^m) \) and the spatiotemporally invariant 4D Gaussian convolution \( (F_{4D}) \). The sparsity of the kernel matrix only depends on the width of the 4D Gaussian since the matrix which contains \( h^m \) is diagonal. \( P_{x,t} \) is the system matrix for the \( t \)th TOF bin along the \( l \)th line-of-response (LOR) within the \( s \)th subset; the sinogram/projection-based resolution modeling with spatially variant PSF and time spread function used for TOF reconstruction are embedded here along with normalization and attenuation corrections. \( y_{4D}^{s,l,t} \) is the measured dynamic 4D TOF sinogram data, \( b_{4D}^{s,l,t} \) is the estimate of background contamination such as randoms and scattered coincidences at \( t \)th TOF bin along the \( l \)th LOR within the \( s \)th subset, and \( \lambda_{4D}^{m,s} \) is the 4D (de-noised) PET image estimate at \( s \)th subset of \( m \)th iteration. For the GE SIGNA PET/MR implementation
presented in this work, \( s = 1, \ldots, 28, \ l = 1, \ldots, 5657736 \) (i.e. \( 357^*224^*1981/28 \)), and \( t = 1, \ldots, 27 \). Note that in TOF reconstructions, data events/counts are assigned to each TOF bin, and the forward- and back-projections are performed within each TOF bin instead of the whole LOR.

One iteration of PSF-TOFOSEM was used to initialize the 4D guiding image (i.e. sum of subset updates within the first iteration of PSF-TOFOSEM) in the kernel matrix. The one PSF-TOFOSEM iteration images are also used as the input initial 4D estimate for Eq. (1). After the 1st HYPR4D iteration, the guiding image is updated using the denoised subset estimates from the previous iteration as shown in Eq. (4) and thus provides a highly constrained noise increment per update and allows the 4D high frequency features to be updated in a cleaner data-driven fashion as compared to conventional methods.

Note that in the sinogram/projection-based reconstruction, different OSEM subset data correspond to different realizations of the same tracer distribution observed from different angular views; they do not necessarily agree with one another especially at low count situations. As a result, limit cycle behavior or oscillation in values of image features, such as contrast recovery, over image estimates derived from different subsets is typically observed. Additionally, the standard OSEM-based final image estimate is biased toward the data from the last OSEM subset as the latter is used in the final update. On the other hand, the OSEM subset data and corresponding image estimates also do not share the same noise pattern. Consequently, by summing the images obtained from each subset, the true signals exhibit mostly constructive interference unlike noise. Therefore, the high frequency features extracted from the guiding image/sum over the OSEM subset estimates (i.e. the mean high frequency features) contain more information about structure boundaries and less so about noise than those obtained from each individual subset estimate. They are thus used to discourage the inconsistent image features over the OSEM subset estimates in the proposed method.

In short, the proposed method makes use of (i) inconsistent noise patterns over the OSEM subsets to minimize noise, (ii) the mean high frequency features over the subset data/extracted from the guiding image to regulate the subset features, and (iii) the low noise property of early updates of the reconstruction to achieve prior-free noise constraint/reduction. The progressive update of the 4D guiding image ensures the extracted 4D high frequency features are adaptive to the measured PET data. As a result, better preservation of spatiotemporal patterns can be attained by the proposed method as compared to other methods while achieving 4D noise reduction. Additional benefits of the proposed method include reduction of (i) zero trapping (see the reduction of ‘holes’ when comparing the PSF-HYPR4D-K-TOFOSEM image to the PSF-TOFOSEM image in Fig. 4 top for an example), (ii) negative voxel contrast recovery coefficient as will be reported in the results, and (iii) limit cycle behaviour and bias towards the last OSEM subset data typically observed from OSEM reconstructions [7].

**Extracting image-derived input function (IDIF)**

Image-derived input function may provide a very useful alternative to plasma input/blood sampling methods for quantification of selected tracer data. Several approaches have been proposed [11], but most still require an explicit partial volume correction due
to the relatively small size of the carotid artery. In this work, we propose a voxel search method with a SpatioTemporal Constraint (STC) to find voxels within the image of carotids that are least affected by the partial volume effect (PVE), minimally impacted by Gibb’s artifacts [12] (see Fig. 1), and are best representative of the blood input function.

The proposed voxel search method for extracting PVE-minimized IDIF builds on the de-noising and preservation of spatiotemporal features of the proposed HYPR4D kernel method which enables the use of a very limited number of voxels to obtain the IDIF. As a result, strict voxel selection criteria can be applied. These criteria include: (i) minimizing the number of voxels with underestimated activity concentration within the carotids by correcting or rejecting them through the use of spatially variant PSF resolution modeling, Maximum Intensity Projection (MIP), and a spatial mask/constraint, (ii) applying a temporal constraint to reduce the contribution from surrounding tissues and noise to the IDIF peak timing, and (iii) rejecting voxels with overestimated activity concentration due to overshooting/Gibb’s artifacts as well as contamination from surrounding tissues (which can produce both overestimated and underestimated voxels) using three venous blood samples collected during the later half of the scan. [18F]FDG images were selected

![Fig. 1 Illustration of Gibb’s artifact](image)
for implementation and testing of the method due to the practical relevance of an IDIF for this tracer.

Although the PSF resolution modeling applied within the reconstruction improves image voxel quantification within target structures, it does not completely correct for the PVE; e.g. activity concentration in voxels near structure boundaries tends to still be underestimated when the structure contains higher concentration than the surrounding tissues as depicted by the red arrows in Fig. 1b. To further reduce PVE, we propose a MIP-based voxel search. In this work, we are focusing on the carotid artery; i.e. a high-intensity small/narrow structure surrounded by low-intensity voxels during the early part of the scan. The fraction of voxels affected by PVE and the severity of PVE within the small structure depend on the effective resolution of the PET scanner (a combination of detector crystal size, positron range, reconstruction, filtering, etc.). When the size of the structure is close to the effective resolution of the scanner, nearly all voxels within the structure are affected by PVE, and the edge voxels are the most affected. The inclusion of an accurate PSF resolution model within the reconstruction introduces both overestimation and underestimation of voxel values within the small structure. As illustrated in Fig. 1, the underestimation near the edge of the relatively small (10mm) structure is worse than the overestimation near the center. The MIP voxels generally contain those central voxels within the high-intensity small structures after intensity thresholding. This approach defines our spatial constraint without the need of an accurate structural segmentation (as long as there is no other structure with higher intensity voxels along the projection axis). Our voxel search method then uses the measured blood samples to reject the voxels with overly overestimated/underestimated activity concentration.

By examining the radioactivity spatial distribution in images obtained from several tracers (e.g. \([^{11}C]\)RAC, \([^{11}C]\)DTBZ, and \([^{18}F]\)FDG) acquired within the first minute, it was found that the sagittal MIP contains lower occurrences of overlapping signals between the carotid arteries and veins/sinuses along the projection axis compared to transverse and coronal MIPs. Therefore, the sagittal MIP was used for the proposed voxel search method. Reconstructed dynamic images were split into the left and the right sides, and the sagittal MIP from each side was generated so that the MIP voxels from each side of the carotids could be extracted separately. As opposed to generating the sagittal MIP using the whole image, this approach increases the number of applicable voxels and allows to check the consistency of the IDIF peak timing between the two sides as a quality control measure. Voxels that best represent the input function within the carotids and are least contaminated from surrounding tissues are identified by performing a search for voxels with values and temporal patterns that best agree with the three arterialized venous blood samples collected during the last 30 min of the scan. This search also rejects overestimated voxels due to Gibb’s overshooting artifacts (see Fig. 1b). The proposed voxel search is defined below as the minimization of the Residual Sum of Squares w.r.t. Venous samples (VRSS) with a STC:

\[
\arg\min_{j \in \text{STC}_j = 1} \text{VRSS}_j, \quad \text{where} \quad \text{VRSS}_j = \sum_{t=30 \text{ min}}^{t=60 \text{ min}} (\hat{x}_{j,t} - V_t)^2
\]
\[ \text{STC}_j = S_j \cdot T_j, S_j = \begin{cases} 1, & \lambda_j \text{ is 1st min} > \text{threshold} \\ 0, & \text{otherwise} \end{cases} \]

\[ T_j = \begin{cases} 1, & \text{voxel } j \text{ with } t_p \in \text{PTW} \\ 0, & \text{otherwise} \end{cases} \]

where \( \lambda_j \) is the sagittal MIP voxel \( j \) at time \( t \). \( V_j \) is the Venous sample collected at time \( t \). \( \text{STC}_j \) is the SpatioTemporal Constraint mask defined by the spatial mask \( S_j \) in the sagittal MIP and the temporal mask \( T_j \). The voxel intensity threshold for \( S_j \) is defined such that the width of the carotid spatial mask is 2–3 voxels (i.e. 50–60% of the physical diameter of the carotid artery) to exclude voxels near edges which are highly affected by PVE. A seed was placed at the location of the carotids in the spatial mask after the intensity thresholding in the sagittal MIP space to avoid the inclusion of structures outside the carotids with similar MIP intensity (e.g. sigmoid sinus). \( t_p \) is the time corresponding to the temporal signal peak. \( \text{PTW} \) is the Peak Timing Window defined by: (i) comparing \( t_p \) from the hottest cluster of voxels (>5 voxels) within \( S_j \) between the two sides’ sagittal MIPs, (ii) increasing the number of voxels within cluster until \( t_p \) from each side of carotids agrees with one another; if \( t_p \) from each side of the carotids does not agree after including all voxels within \( S_j \), the average \( t_p \) between the two sides is used as the resultant \( t_p \), and finally (iii) \( PTW \) is defined as the resultant \( t_p \) frame \( \pm 1 \) frame (a frame duration of 5 s was used in this work around the IDIF peak in order to obtain accurate and reliable activity concentration at low counts as will be described later). The \( \text{PTW} \) was used to reject contaminated voxels with incorrect peak timing such as voxels with (delayed) peak timing from venous blood.

Ideally, a single quantitative voxel within the carotid artery would be sufficient to generate an accurate and reliable IDIF if data were noise-free. However, in practice more than one voxel is needed since the de-noising is not perfect. Therefore, once the voxel that minimizes the VRSS is found, the voxel search is repeated with the previously found voxel(s) excluded from the search until the resultant IDIF obtained using all of the previously found voxels contains a stable shape and peak magnitude within \( \text{STC} \) (i.e. mean absolute % difference across TAC within the 1st minute changes by less than 1% after the inclusion of an additional voxel). A blood sample free approach was also investigated by using all voxels within \( \text{STC} \) after a simple exclusion to extract the IDIF. In short, the simple exclusion rejects (i) the hottest cluster (top 10%) in \( S_j \) and (ii) MIP voxels in \( S_j \) that do not correspond to signals from carotids at the end of the scan as hot voxels from outside the carotids can get projected within \( S_j \) due to changes in the tracer distribution/increase in brain uptake (see overlapping hot voxels in Fig. 6c). Note that these voxels would be automatically rejected by the VRSS score.

**Experimental setups and reconstructions**

A 16-cm-diameter cylindrical contrast phantom with a 10-mm-diameter sphere was filled with a 4:1 sphere-to-background ratio and injected with a total activity of 1.5 mCi of \(^{18}\text{F}\)FDG. The phantom was scanned on the GE SIGNA PET/MR inside the Head Neck Unit (HNU) coil for 15 min. The list-mode data were unlisted/framed into dynamic 4D TOF sinograms according to the temporal count distribution (ranging from 4 million
to 140 million counts) formed by the dynamic framing protocol for $^{11}$C human subject scans used in our institution (i.e. $60\times 4$, $120\times 3$, $300\times 8$, $600\times 1$; shorter temporal frames are used to capture the fast changing initial tracer kinetics while longer frames are used once the tracer distribution becomes more stable).

The dynamic 4D TOF sinogram data were reconstructed using PSF-TOFOSEM with and without the standard 3.5 mm FWHM transaxial and 1-4-1 axial filter, PSF-TOFBSREM with 8 different beta values ranging from 50 to 400 with an increment of 50, and PSF-HYPR4D-K-TOFOSEM with a 4D kernel size of $13\times 13\times 7\times 13$ doxels (i.e. dynamic voxels or voxels with a 4th dimension in time) which corresponds to 5.6 mm FWHM in the spatial domain and 4 frames FWHM in the temporal domain. The 4D kernel size used in PSF-HYPR4D-K-TOFOSEM was selected to achieve sufficient 4D noise reduction without making the kernel matrix excessively non-sparse; i.e. the computation speed for the 4D kernel operations with this kernel size is 4 times faster than that of TOF projection operations and is thus making the HYPR4D kernel method practical in realistic scanning situations.

All reconstruction methods were run up to 10 iterations with 28 subsets except PSF-TOFBSREM which uses a GE pre-defined reconstruction protocol. For each beta value used in PSF-TOFBSREM, 2 iterations of PSF-OSEM, 3 iterations of PSF-BSREM, and 8 iterations of PSF-TOFBSREM were used sequentially according to the GE protocol for PSF-TOFBSREM. All corrections such as normalization, scatter, randoms, and CT-based attenuation correction of the phantom were applied for all reconstruction methods. The reconstructed image matrix size is $256\times 256\times 89$ with voxel size of $1.39\times 1.39\times 2.78$ mm$^3$ for all methods. For each reconstruction method, the average Contrast Recovery Coefficient (CRC) $\pm$ STD (error bar) over all dynamic frames for the 10 mm sphere was computed and plotted as a function of average % voxel noise (voxel STD/mean*100) within the uniform background regions with the same size as the hot sphere as described in the NEMA protocol [13]. 3D volumes-of-interest (VOIs) were used instead of 2D regions-of-interest (ROIs) to improve the robustness of the CRC estimates.

Human $^{[11]}$C Raclopride (RAC), $^{[11]}$C Dihydrotetrabenazine (DTBZ), and $^{[18]}$F Fluorodeoxyglucose (FDG) scans (healthy controls), with 10 mCi bolus injection for $^{11}$C tracers and 5 mCi bolus injection for the $^{18}$F tracer (all with an injection pump), were acquired for 60 min on the GE SIGNA PET/MR. The data for the tracers used in this work were collected within the scope described in [14]. List-mode data were framed according to our standard dynamic framing protocol: $60\times 4$, $120\times 3$, $300\times 8$, $600\times 1$. The dynamic 4D TOF sinogram data were reconstructed using 4 iterations of PSF-TOFOSEM with and without the standard 3.5 mm FWHM transaxial and 1-4-1 axial post filter, PSF-TOFBSREM with various beta values, and 10 iterations of PSF-HYPR4D-K-TOFOSEM with the same 4D kernel size as mentioned above. The number of iterations selected for each method was based on the CRC versus noise trade-off (see Fig. 2) except for PSF-TOFBSREM which was run according to the GE protocol.

All corrections were applied, and Zero-echo Time (ZTE)-based MRAC was used for the attenuation correction of human subjects. TACs, image profile, and visual image quality comparisons were performed for the human scans. In addition, the IDIF based on the proposed voxel search method was extracted from the human $^{[18]}$F FDG images
and compared across all aforementioned reconstruction methods. For the IDIF extraction, the temporal framing within the first minute of the list-mode data (with the rest of the frame durations to be the same as above) was defined as $20 \, s \times 1$ and $5 \, s \times 8$ so that each temporal frame contained more than 0.8 million non-randoms counts. This limit was dictated by the observation that an underestimation error in the scatter correction was consistently present (data not shown) as was the error observed in estimated CRC presented in Table 1 at very low counts.

Serial arterialized venous blood sampling was performed manually during the entire 60 min of $[^{18}F]$FDG acquisition. The three samples collected during the last 30 min of the scan were linearly interpolated into 5 time points corresponding to the mid-points of the last 5 dynamic frames, which were then used to compute VRSS for the proposed voxel search method. The rest of the samples were used to validate the extracted IDIFs from all methods. Only samples taken after 10 min were included in the validation since only after that time the venous samples are considered equivalent to the arterial samples for $[^{18}F]$FDG [11, 15]. Although arterial samples would provide a more stringent validation of the IDIF method as early peak values could be used as reference, our clinical protocol did not allow for collection of such samples.

To evaluate the accuracy of the proposed voxel search with a known activity concentration across different count levels, the proposed voxel search for the IDIF extraction was adapted for the contrast phantom study. The average number of counts in TOF

![Fig. 2](image_url)  
Contrast recovery coefficient versus voxel noise for the 10 mm sphere obtained from various reconstruction methods. Each point represents an OSEM iteration except for PSF-TOFBREM where each point represents a beta value ranging from 50 to 400. The beta value increases from right to left with an increment of 50 (see labels for guidance) while the number of OSEM iteration increases from left to right.

**Table 1** Average voxel %CRC $\pm$ STD over 20 voxels within the 10 mm sphere across various count levels using the proposed voxel search for different reconstructions

| Recon method | Avg. counts in TOF | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|--------------|-------------------|---|---|---|---|---|---|---|
| PSF-TOFOSEM  |                   | 41±77| 111±27| 97±30| 98±33| 113±42| 98±28| 98±22 |
| Filtered PSF-TOFOSEM |               | 47±31| 90±15| 78±10| 75±11| 93±17| 80±11| 77±10 |
| PSF-TOFBREM beta150 |           | 58±66| 112±22| 97±19| 93±14| 109±23| 97±16| 93±13 |
| PSF-TOFBREM beta350 |           | 52±29| 89±15| 77±11| 75±9 | 89±15| 80±10| 75±9  |
| PSF-HYPR4D-K-TOFOSEM |          | 72±35| 105±16| 98±16| 100±16| 103±18| 100±18| 98±17 |

The bold values show the best performance across count levels.
sinogram bin within the high contrast target structure was estimated by first identifying the max counts along the radial TOF bins for each angular view, and the average number of (max) counts over all 224 angular views was computed as a measure of count level. As will be seen in the results, at least 20 voxels are needed to achieve a stable IDIF shape and peak for the proposed method. Instead of searching for voxels that best represent the measured blood samples, we searched for 20 voxels (out of a total of 87 within the 3D volume of the sphere; MIP was not applied since there would be <10 voxels left after MIP) that best represent the correct activity concentration within the 10 mm sphere (i.e. CRC = 100%). The well-defined 3D volume of the sphere was used instead of the proposed spatiotemporal constraint for the phantom study. The last 5 frames of the dynamic phantom images were used to compute the RSS score in CRC analogous to the VRSS in concentration for the human case, and 20 voxels with the lowest RSS score were searched for all reconstruction methods. The average voxel CRC ± STD over 20 voxels within the 10 mm sphere was tabulated for frames with different count levels. The reconstruction settings for all methods were the same as those used for the human studies.

Repeatability/intra-subject and inter-subject variability studies were conducted for the proposed reconstruction + IDIF method. One subject was scanned twice (8 months apart), and 10 different subjects were scanned with [18F]FDG on the GE SIGNA PET/MR using the same imaging protocol described above. For multiple scan comparisons, the activity concentration was converted to the Standard Uptake Value (SUV) to account for the injected dose and subject weight. The average IDIF as well as the measured venous samples (±STD) were computed over 10 subjects; both IDIF and venous blood measurements were resampled to 1 s time grid for all subjects before computing the average and STD. Time zero for all scans was defined by the specified count rate trigger; i.e. all scans started when the measured count rate within the field of view of the scanner exceeded 150,000 cps (>100 times higher than the background count rate).

Results
Regional CRC versus noise comparison
The CRC versus voxel noise comparison for the 10-mm-diameter sphere is shown in Fig. 2. PSF-TOFOSEM exhibited the highest noise increment per iteration compared to all other methods while the filtered PSF-TOFOSEM achieved noise reduction at the cost of lower CRC as expected. PSF-TOFBSREM achieved better CRC versus noise trajectory than PSF-TOFOSEM with and without filter. PSF-HYPR4D-K-TOFOSEM had the lowest noise increment per iteration and achieved even better CRC versus noise trade-off than PSF-TOFBSREM.

It can be observed that PSF-TOFBSREM with different beta values introduced different level of PVE as demonstrated by different CRC values. PSF-TOFBSREM with a high beta value (e.g. beta = 400) was observed to have similar contrast versus noise trade-off but with higher variation in CRC (i.e. bigger error bar) as compared to the early iteration estimate of PSF-HYPR4D-K-TOFOSEM. Additionally, 10 iterations of PSF-HYPR4D-K-TOFOSEM had similar noise level as compared to 1 iteration of PSF-TOFOSEM (which was used as the input image estimate for PSF-HYPR4D-K-TOFOSEM) but with CRC
similar to that of the later iterations of PSF-TOFOSEM which exhibited a much higher noise level.

**Voxel CRC analysis within 10 mm sphere**

The average voxel CRC±STD over 20 voxels within the 10 mm sphere across various count levels using the proposed voxel search is tabulated in Table 1 for each reconstruction method. One can observe that much more accurate CRC can be obtained for all methods using the proposed voxel search as compared to using the VOI with the physical dimension of the sphere (as shown in Fig. 2) except at very low count level (e.g. count level 2 or 2 counts in TOF bin). This was likely due to the rejection of suboptimal voxels within the sphere when the reference activity concentration was known. At a relatively high count level (e.g. count level 8), the CRC estimate from the proposed PSF-HYPR4D-K-TOFOSEM was in agreement with the one obtained from PSF-TOFOSEM. For methods that do not preserve contrast well (e.g. filtered PSF-TOFOSEM and PSF-TOFB-BSREM with high beta values), the CRC using the voxel search was substantially lower than those that preserve contrast well as all voxel concentrations were underestimated within the sphere.

The proposed PSF-HYPR4D-K-TOFOSEM also showed the most accurate and consistent CRC estimates across all count levels compared to other methods. Interestingly, the STD from the proposed method was consistent across count levels as well (except at very low counts). This indicated that the voxel variation was not noise-induced and suggested that the proposed reconstruction method was able to make Gibb’s artifacts more predictable than other methods. Although filtered PSF-TOFOSEM and PSF-TOFB-BSREM showed lower STD than the proposed method, it was likely due to oversmoothing.

Another interesting observation was that at very low count level (e.g. level 2), the number of voxels with underestimated activity concentration outweighed that of overestimated concentration within the sphere for all methods. Consequently, an underestimation bias was observed for all methods with the proposed reconstruction method being the least biased. In addition, voxels with negative CRC were observed from PSF-TOFOSEM and PSF-TOFB-BSREM with low beta values within the sphere at very low count level (a noise induced behavior that is physically impossible as no voxel within the sphere should contain concentration lower than that of background outside the sphere). Although the use of MIP would reduce the underestimation, it is recommended to frame the data so that there are enough counts to obtain a reliable activity concentration estimate. Note that the frames near the IDIF peak used in this work had a count level of 3.

**TAC comparison**

The TAC comparison for a relatively small region (247 mm³) placed in the caudate and for a single voxel within that region obtained from the human [¹¹C]RAC scan is depicted in Fig. 3. At both regional and voxel levels, PSF-HYPR4D-K-TOFOSEM showed the lowest temporal noise as compared to other methods; e.g. the residual sum of squares from the model fitting (SRTM2 [16]) was ~3500 for the proposed PSF-HYPR4D-K-TOFOSEM, ~10,000 for filtered PSF-TOFOSEM, ~12,000 for PSF-BSREM with beta = 150, and ~56,000 for PSF-TOFOSEM in the caudate at voxel level. A fairly consistent difference in regional activity concentration over time (i.e.
temporal pattern) between PSF-TOFOSEM and filtered PSF-TOFOSEM can be observed in Fig. 3a. This difference is likely due to the consistent PVE introduced by the post filter since the contrast in this region remains fairly constant over time for this tracer during the scan.

However, this difference was not consistently observed at the voxel level as shown in Fig. 3b likely due to the relatively high voxel noise in the PSF-TOFOSEM images. Both regional and voxel TACs obtained from PSF-HYPR4D-K-TOFOSEM showed similar overall difference in magnitude when compared to those obtained from filtered PSF-TOFOSEM. TACs obtained from PSF-TOFBSREM with beta = 150 were observed to have a slightly higher magnitude than those from filtered PSF-TOFOSEM but with similar noise-induced temporal patterns. Higher beta values resulted in lower magnitudes in TACs as expected (not shown).

**Image quality comparison**

We selected two relevant and challenging image quality test situations: a low count frame which contains very high contrast signal in the carotid arteries (5–7 mm in diameter) from a human [11C]DTBZ scan and a high count frame which contains moderate contrast in the colliculi (~4 mm in diameter) from a human [18F]FDG scan as shown in Figs. 4 and 5, respectively. As expected, post filter drastically reduced the contrast in the small structures especially when the structures had a very high contrast with respect to the surrounding tissues as shown in the line profile comparison in Fig. 4 (bottom); i.e. surrounding voxels contain much lower activity concentration values. The location of the line profile can be seen from the PSF-TOFOSEM panel in Fig. 4 (top). The additional
PVE introduced by the post filter became stronger with increasing contrast and/or decreasing size of the target structures; the contrast was altered by the post filter more when the contrast was higher in general.
Interestingly, the reverse trend was observed for PSF-TOBSREM; the contrast was altered less when the contrast was higher. For a given beta value (see beta = 150 for example) PSF-TOBSREM was observed to preserve the contrast in small structure with very high contrast substantially better than PSF-TOFOSEM with post filter as shown in Fig. 4 (bottom) though the noise reduction was not sufficient for low count data with beta = 150. However, for moderate contrast levels such as what was observed in the colliculi (Fig. 5), the preservation of contrast for PSF-TOBSREM with beta = 150 became similar to that of PSF-TOFOSEM with post filter as depicted by the similar magnitudes along TACs in Fig. 3 and similar contrast in small structures in Fig. 5 between them.

On the other hand, the preservation of contrast for PSF-HYPR4D-K-TOFOSEM showed less dependency on the contrast level and size of the target structures as compared to other regularization/noise reduction methods (i.e. more robust) as shown by the consistent performance observed when imaging the carotids with DTBZ or the colliculi with FDG (Figs. 4 and 5). Additionally, an asymmetric signal pattern (i.e. one peak was >200% higher with respect to the other peak) was observed between the two sides of carotids in PSF-TOFOSEM and PSF-TOBSREM with low beta values (e.g. beta = 150) images, whereas all other methods showed a more symmetric pattern as depicted in Fig. 4 (bottom). The asymmetric pattern was considered to be likely noise-induced as a symmetric pattern would be expected for a healthy control.

**IDIF comparison**

Using the MIP voxels/ROIs defined in Fig. 6, the extracted TACs/IDIFs are depicted in Fig. 7. In this case, 100 voxels were found within the STC mask after the simple exclusion of voxels; i.e. excluding the overlapping hot voxels between the first and last frame.
as well as the hottest cluster of voxels as shown in Fig. 6c. It was observed that at least 20 MIP voxels were needed to obtain a stable shape and peak for the STC+VRSS based methods. Consequently, 50 and 25 voxels that best represent the three blood samples measured during the last 30 min of the scan were searched (i.e. VRSS50 and VRSS25, respectively) to investigate the effect of including more voxels on the VRSS score. As depicted in Fig. 7a, all of the STC based methods produced very similar shape and peak magnitude when more than 20 voxels were used to extract the IDIF. However, as the number of voxels increases the VRSS becomes worse (Fig. 7b).

The hottest cluster produced the highest peak magnitude, which was most likely over-estimated as it was outside the typically observed range [17], while those from the other voxel search methods were within range. Moreover, the hottest cluster within the carotids does not produce an IDIF that matches well with blood samples likely due to the fact that the hottest cluster consists of mostly Gibb's/overshoot artifact (overestimated) voxels from the PSF based reconstruction. As expected, STC+VRSS25 produced the best agreement with the blood samples during the last 30 min as shown in Fig. 7b. The reduction in VRSS from the last 5 frames achieved by VRSS25 (VRSS = 0.3 × 10^6) is 97% compared to using the hottest cluster (VRSS = 12 × 10^6), and 80% compared to the blood sample free method (i.e. STC + simple exclusion; VRSS = 1.4 × 10^6). In addition, a 5 s temporal resolution was found to be able to resolve the difference in peak timing between carotid artery and sigmoid sinus; the peak from the manual venous sampling was completely missed in this case likely due to manual sampling error (Fig. 7a).

When comparing the input function extracted using STC+VRSS25 between different reconstructions as shown in Fig. 7c and d, the highest peak magnitude was obtained from the PSF-TOFOSEM due to the fact that the images were filled with
noise-induced hot voxels and noise-induced high concentration values within carotids (e.g. see Fig. 4 top-left panel and bottom line profile). Similarly, the later part of IDIF obtained from PSF-TOFOSEM was overestimated compared to the measured...
blood samples as well likely due to the noise-induced magnitude and noise-amplified Gibb’s overshooting artifacts. As a result, the worst VRSS score was obtained from PSF-TOFOSEM compared to all other methods. On the other hand, the IDIF peak magnitude from filtered PSF-TOFOSEM was most likely underestimated due to the additional PVE introduced by the post filter for such a small structure with high contrast as was observed previously in Fig. 4 with a different tracer. Interestingly, filtered PSF-TOFOSEM performed very well near the end of scan when the contrast vanished within the carotids; however, during earlier time points the activity concentrations were underestimated compared to blood samples likely due to the additional PVE from the post filter in the presence of contrast.

Similar to what was observed in Figs. 4 and 5, PSF-TOFBSREM/Q.Clear with \( \beta = 150 \) showed a substantially higher IDIF peak magnitude than that from filtered PSF-TOFOSEM (i.e. when contrast was high), whereas they became very similar during the later part of IDIF as the contrast in activity concentration between the carotids and surrounding tissues decreased. Furthermore, it was observed that PSF-TOFBSREM with \( \beta = 550 \) produced nearly identical IDIF peak magnitude and shape for the early part of IDIF as that from filtered PSF-TOFOSEM (see Fig. 7c); however, the activity concentration/preservation of contrast with \( \beta = 550 \) became lower/worse than that from filtered PSF-TOFOSEM or blood samples during the later part of IDIF as shown in Fig. 7d. In general, PSF-TOFBSREM does not preserve the temporal pattern well when the contrast within the structure varies drastically over time.

The input function obtained from PSF-HYPR4D-K-TOFOSEM was observed to match with the blood sampling better than those obtained from other regularization methods thus demonstrating better preservation of contrast with less dependency on the contrast and size of the structure while achieving 4D noise reduction. PVE was effectively minimized by the proposed voxel search with spatiotemporal constraint and resolution modeling while rejecting Gibb’s overshoot voxels.

**Repeatability/intra-subject and inter-subject variability**

The IDIFs extracted from two scans of the same subject using the proposed method and the corresponding venous blood samples are depicted in Fig. 8a and b, respectively. One can observe that the IDIFs were similar in shape as well as in peak timing and magnitude. This demonstrated the effectiveness of the proposed STC. On the other hand, our measured venous blood samples showed much worse reproducibility during the initial 300 s than our IDIF estimates likely due to the inconsistent arterialization of the venous samples. The average IDIF \( \pm \text{STD} \) obtained from the proposed method and the average venous samples \( \pm \text{STD} \) over 10 subjects are shown in Fig. 9. It can be observed that the difference in peak timing between the average IDIF (peaked at \(~35\) s) and the average venous blood samples (peaked at \(~74\) s) was substantially greater than the width of our PTW. This indicated that the temporal constraint used in our voxel search was sufficient to reduce the contamination from voxels with peak timing of the venous blood. The average IDIF peak magnitude was \(~20\pm5\) SUV while the average peak magnitude from the venous sampling was \(~7.5\pm2.5\) SUV (delayed and dispersed w.r.t. IDIF, as expected).
Discussion

This work presents the first application of HYPR4D kernel method on TOF PET data and demonstrates improvements in CRC versus noise trajectory, TACs, general image quality, and IDIF as compared to other TOF reconstructions/regularization methods that include PSF resolution modeling. The improvements are particularly relevant when imaging small structures. Due to the intrinsic data driven nature of the proposed method, spatiotemporal image features such as CRC and TAC can be preserved better than other methods while achieving effective 4D noise reduction (using CRC at high counts and TAC with sufficient number of voxels from PSF-TOFOSEM as the reference).

The proposed voxel search method for extracting an IDIF minimally impacted by PVE was built upon the excellent de-noising and preservation of spatiotemporal

---

**Fig. 8** a) IDIFs extracted from two scans of the same subject and b) measured venous blood samples for the corresponding scans. Both plots include the whole curve as well as a zoomed-in focusing on the initial 300 s

**Fig. 9** The average IDIF ± STD obtained from the proposed method and the average venous samples ± STD over 10 subjects
features provided by the proposed HYPR4D kernel method. The proposed method enables the use of a very limited number of voxels to obtain IDIF; as a result, strict voxel selection criteria can be applied. For instance, the use of PSF resolution modeling, MIP, and spatial mask/constraint corrects and minimizes the voxels with underestimated activity concentration within carotids while the VRSS score rejects the voxels with overestimated activity concentration due to overshooting/Gibb's artifacts as well as contamination from surrounding tissues. In addition, the temporal constraint on the IDIF peak timing further reduces the contribution from surrounding tissues and noise. Consequently, the need of an explicit partial volume correction to obtain a quantitative IDIF is minimized as quantitatively accurate voxels already exist within the target structure in the image reconstructed with PSF resolution modeling.

As can be observed in Fig. 7c, there exists a beta value between 150 and 350 for PSF-TOFBSREM that would produce similar IDIF peak magnitude as PSF-HYPR4D-K-TOFOSEM. However, the later part of the IDIF with that beta value would not match well with the blood sample values. This can be inferred in Fig. 7d since the preservation of contrast worsens for PSF-TOFBSREM as the contrast between the target structure and surrounding tissues decreases. Similar behavior was observed using data from other tracers examined in this work. In addition, the differences in magnitude between peaks obtained from different reconstructions were observed to be higher in the human study than those in the phantom study (see count level 3 in Table 1) likely due to that (i) the underestimation in activity concentration was worse in the carotids than in the 10 mm sphere for methods that do not preserve contrast well (e.g. filtered PSF-TOFOSEM and PSF-TOFBSREM with high beta values) as the diameter of the carotids is approximately half the size of the sphere diameter; i.e. preservation of contrast gets worse for smaller structures, and (ii) the overestimation was worse/higher for methods with insufficient noise reduction (e.g. PSF-TOFOSEM and PSF-TOFBSREM with low beta values) since MIP is sensitive to high voxel variance/noise induced hot voxels.

A significant limitation in the validation of the IDIF extraction method was the lack of arterial samples. While the samples at later times are very similar, it is well known that the venous samples do not agree with the arterial samples initially; e.g. the peak signal from venous sampling is delayed and dispersed compared to arterial sampling [18]. Therefore, the peak magnitude of the IDIFs can only be compared to the literature values. Except for the methods that suffered strongly from noise-induced bias and/or Gibb's artifacts, most methods produced peak magnitudes within the typically observed range. As a result, further validation is needed using a better gold standard (e.g. arterial samples or IDIF from the aorta [17]). Nevertheless, the trends/differences observed between reconstruction methods are consistent across all phantom and human studies. It is important to note that the proposed IDIF extraction method still requires metabolite correction in tracers where radiometabolites are present.

There is an additional advantage of using PSF-HYPR4-K-TOFOSEM. Recently, a hybrid-space PSF resolution modeling has been proposed to mitigate the striping/streaking artifacts introduced by the projection-based PSF model when reconstructing image with voxel size smaller than the width of projection lines of response [19]. Due to the convolutional nature of the proposed kernel matrix and that the high frequency features are updated in a cleaner fashion, the proposed PSF-HYPR4D-K-TOFOSEM
intrinsically remedies the streaking artifacts in the image as shown in Fig. 10. Moreover, since the kernel matrix is de-coupled from the PSF model of the system, unlike in the hybrid-space PSF method our de-noising kernel size is not limited/restricted by the total PSF kernel of the system. As a result, better noise reduction performance can be achieved by the proposed method in 4D while mitigating streaking artifacts.

Conclusion

The preservation of contrast for the proposed PSF-HYPR4D-K-TOFOSEM was observed to be better and less dependent on the contrast and size of the target structure as compared to other regularization methods such as PSF-TOFBSREM and PSF-TOFOSEM with filter. At the same contrast level, PSF-HYPR4D-K-TOFOSEM also achieved better 4D noise suppression than other methods. These promising results on TOF PET data demonstrated that the proposed HYPR4D kernel method is likely suitable for all imaging tasks without requiring any prior information and can further improve the effective sensitivity of the imaging system. In addition, the proposed reconstruction method enabled a new approach to define an image-derived input function that appears to minimally suffer from noise and PVE thus minimizing the need for an explicit partial volume correction.

Abbreviations

BSREM  Block sequential regularized expectation maximization  
cps  Counts per second  
CRC  Contrast recovery coefficient  
DTBZ  Dihydrotetrabenazine  
FDG  Fluorodeoxyglucose  
FWHM  Full width at half maximum  
GE  General electronics  
HNU  Head neck unit  
HYPR  HIGHLY constrained backPROjection  
HYPR4D  4D modified HYPR  
IDIF  Image-derived input function  
LOR  Line of response  
MIP  Maximum intensity projection  
MR or MRI  Magnetic resonance imaging  
MRAC  MR-based attenuation correction  
NLM  Non-local mean  
OSEM  Ordered subset expectation maximization  
PET  Positron emission tomography  
PSF  Point spread function  
PTW  Peak timing window
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