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Abstract

We study asymptotically flat space-times in 3 dimensions for Einstein gravity near future null infinity and show that the boundary is described by Carrollian geometry. This is used to add sources to the BMS gauge corresponding to a non-trivial boundary metric in the sense of Carrollian geometry. We then solve the Einstein equations in a derivative expansion and derive a general set of equations that take the form of Ward identities. Next, it is shown that there is a well-posed variational problem at future null infinity without the need to add any boundary term. By varying the on-shell action with respect to the metric data of the boundary Carrollian geometry we are able to define a boundary energy-momentum tensor at future null infinity. We show that its diffeomorphism Ward identity is compatible with Einstein’s equations. There is another Ward identity that states that the energy flux vanishes. It is this fact that is responsible for the enhancement of global symmetries to the full BMS$_3$ algebra when we are dealing with constant boundary sources. Using a notion of generalized conformal boundary Killing vector we can construct all conserved BMS$_3$ currents from the boundary energy-momentum tensor.
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1 Introduction

Over the last few years quite some progress has been made in developing holographic tools for the study of various non-AdS holographic dualities. For example interesting progress has been made in the holographic description of Lifshitz, Schrödinger, warped AdS\(_3\) and 3-dimensional flat space-times. Among these the approach to Lifshitz holography is the one that will be inspirational to the methods developed here for asymptotically flat space-times.

It was shown in \([1, 2, 3, 4, 5]\) that by employing boundary conditions in vielbein formalism for asymptotically Lifshitz space-times one can obtain a general covariant understanding of the boundary geometry which turned out to be torsional Newton–Cartan geometry (TNC) the details of which were worked out in the work on Lifshitz holography and independently in the context of field theory \([6, 7, 8, 9, 5, 10]\) and geometry \([11, 4, 12]\) including Hořava–Lifshitz gravity \([13]\) and Newton–Cartan supergravity \([14, 15, 16]\). Carrollian geometry is a close cousin of TNC geometry that will play a very prominent role in this work. In fact there is a duality between these two concepts \([17, 18, 19]\) that in 1+1 dimensions becomes an equivalence (see section A.2 as well as \([20]\)). The observation that the boundary of an asymptotically Lifshitz space-time is described by torsional Newton–Cartan geometry allows one to define a boundary energy-momentum tensor and classify using geometrical tools the class of dual field theories that we are dealing with. The purpose of this paper is to show that the main ideas of \([1, 2, 3, 4, 5]\) can also be applied to an entirely different class of space-times, namely 3D asymptotically flat space-times.

A lot of progress has been made on flat space holography by viewing flat space-time as the large radius limit of AdS space-time \([21, 22, 23, 24, 25]\). However this approach only works in 3 bulk dimensions whereas the really interesting case is in 4 bulk dimensions especially in regards to black hole space-times. Further it is esthetically not so attractive to have to resort to AdS computations to understand flat space. The large radius limit works for pure AdS giving rise to Minkowski space-time. Furthermore in 3 bulk dimensions all solutions are orbifolds of Minkowski/AdS. Hence the limit maps both the equations of motion as well as the entire solution space, but this does not happen in higher dimensions. For example the large radius limit of the AdS\(_4\) asymptotic symmetry algebra does not give rise to the Bondi–Metzner–Sachs BMS\(_4\) algebra (see \([26, 27, 28, 29]\) for the BMS algebra in 4 space-time dimensions where it was found for the first time). Hence we need another approach. This is the goal of this work. We would like to understand things directly from a flat space holographic point of view so as to have an intrinsic description of 3-dimensional flat space holography that furthermore sets the stage for 4 bulk dimensions. Nevertheless we have learned a great deal of interesting physics from the flat limit program \([21, 22, 23, 24, 25]\) and it allows one to compare and test results obtained using different methods.

We start our discussion of flat space holography in section 2 with a covariant de-
scription of the boundary at future null infinity $I^+$. Similar statements apply at past null infinity, but we will here only consider $I^+$. By employing a vielbein formalism we are able to show that the vielbein sources (the leading terms in their near boundary expansion) describe Carrollian geometry as described in [19]. Next we solve the bulk equations of motion, $R_{MN} = 0$, near $I^+$ for general sources in section 3. This allows us to study variations in the sense of a Schwinger functional in the form of the on-shell action with respect to the Carrollian metric-like quantities. This leads to the flat space analogue of the AdS$_3$ Brown–York boundary stress tensor that we will simply refer to as the boundary energy-momentum tensor which will be the subject of section 4 where it is also shown that we have a well-posed variational problem at $I^+$ without adding a Gibbons–Hawking boundary term. Finally in the last section 5 we study what happens for constant sources at $I^+$. We derive the asymptotic symmetry group by looking at the Ward identities for the boundary energy-momentum tensor and its associated conserved currents. This leads to a notion of a (generalized) conformal Killing vector for Carrollian geometry.

One of the challenges to perform holographic calculations is that in BMS gauge, which will be assumed throughout this work, the normal to $I^+$ is not manifest. This is in strong contrast with the Fefferman–Graham coordinates for asymptotically AdS space-times where the normal to boundary is parameterized by the holographic radial coordinate. Despite this drawback, BMS gauge is a very useful coordinate system for flat space holography and we will develop a general strategy to deal with the fact that the normal is not manifest and to uncover what the normal vector is. This will be discussed in sections 2 and 5.

There are two types of Ward identities for the boundary energy-momentum tensor: one for boundary diffeomorphism invariance and one due to an additional local bulk diffeomorphism that acts on the Carrollian sources by a local shift. The associated Ward identity for the latter local symmetry states that the energy flux of the boundary theory must vanish and it will be shown that it is this feature which is responsible for the symmetry enhancement to the full BMS$_3$ algebra [30]. We also comment that there is no Ward identity for local Weyl rescalings because as we will see the boundary theory only has a one-dimensional Weyl symmetry and not a full 1+1 dimensional one. A similar restricted Weyl symmetry was observed in the context of Schrödinger holography in [31]. We expect that a covariant description of the boundary geometry and properties of the boundary energy-momentum tensor will greatly aid in uncovering the properties of theories with BMS$_3$ symmetries [32, 33, 22, 34, 35].

## 2 Sources and Carrollian geometry

We will see in the coming two subsections that the geometry at (future) null infinity is described by what is called Carrollian geometry [17, 36, 18, 19]. The idea will be to
work in BMS gauge and add boundary sources to it. These will be the objects that describe a general 1+1 dimensional Carrollian geometry to which the boundary field theory is coupled. In appendix A it will be shown that in 1+1 dimensions this geometry is in general flat (vanishing Riemann tensor) but that it has torsion. In section 4 we will use variations of the on-shell action with respect to the Carrollian geometric objects to define a boundary energy-momentum tensor. One of the main challenges in realizing these goals is the fact that in BMS gauge the normal to the boundary at future null infinity is not manifest. We will see that this is closely related to the way in which local dilatations are realized in BMS gauge. The normal vector will be discussed in section 2.3. In the last subsection 2.4 we discuss the BMS gauge preserving diffeomorphisms.

2.1 Adding sources to BMS gauge

In the notation of [30, 37] the BMS gauge reads:

\begin{align}
  g_{rr} &= r^{-2} h_{rr} + \mathcal{O}(r^{-3}), \\
  g_{ru} &= -1 + r^{-1} h_{ru} + \mathcal{O}(r^{-2}), \\
  g_{r\varphi} &= h_{1}(\varphi) + r^{-1} h_{r\varphi} + \mathcal{O}(r^{-2}), \\
  g_{uu} &= h_{uu} + \mathcal{O}(r^{-1}), \\
  g_{u\varphi} &= h_{u\varphi} + \mathcal{O}(r^{-1}), \\
  g_{\varphi\varphi} &= r^2 + rh_{\varphi\varphi} + \mathcal{O}(1),
\end{align}

where near boundary means large $r$. The boundary coordinates are $u$ (retarded time) and $\varphi$ (a circle coordinate with period $2\pi$). In [30] the condition $\partial_u h_{\varphi\varphi} = 0$ and in [37] the condition $\partial_u^2 h_{\varphi\varphi} = 0$ is imposed. Here we will not impose these conditions. The inverse metric can be expanded as

\begin{align}
  g^{rr} &= -h_{uu} + \mathcal{O}(r^{-1}), \\
  g^{ru} &= -1 - r^{-1} h_{ru} + \mathcal{O}(r^{-2}), \\
  g^{r\varphi} &= r^{-2} (h_{uu} + h_{1} h_{uu}) + \mathcal{O}(r^{-3}), \\
  g^{uu} &= r^{-2} (h_{1}^2 - h_{rr}) + \mathcal{O}(r^{-3}), \\
  g^{u\varphi} &= r^{-2} h_{1} + \mathcal{O}(r^{-3}), \\
  g^{\varphi\varphi} &= r^{-2} - r^{-3} h_{\varphi\varphi} + \mathcal{O}(r^{-4}).
\end{align}

The functions $h_{rr}$, $h_{ru}$, $h_{r\varphi}$, $h_{uu}$, $h_{u\varphi}$ and $h_{\varphi\varphi}$ depend on both $u$ and $\varphi$ and are subject to differential equations that follow from solving the bulk equations of motion and that read (see section 3 for more details)

\begin{align}
  0 &= h_{ru} + \frac{1}{2} \partial_u h_{rr}, \\
  0 &= \partial_u (h_{uu} + \partial_u h_{\varphi\varphi}), \\
  0 &= \partial_{\varphi} h_{uu} + \partial_u \partial_{\varphi} h_{ru} - \partial_u^2 h_{r\varphi} + h_{1} \partial_u^2 h_{\varphi\varphi} - 2 \partial_u h_{u\varphi}.
\end{align}
The first equation follows from solving $R_{rr} = 0$ at order $r^{-3}$ while the latter two are obtained by solving $R_{uu} = 0$, $R_{u\varphi} = 0$, respectively, at order $r^{-1}$.

In [37] the choice $h_{\varphi\varphi} = h_2(\varphi) + uh_3(\varphi)$ was made implying that $h_{uu} = h_{uu}(\varphi)$. One can always achieve this by gauge fixing as we will see later. The significance of this choice in relation to the properties of the boundary at future null infinity will be discussed later in section 5.2.

From now on we change notation for the coefficients indicating the order by a subscript $(n)$. We generalize the above expansions by allowing arbitrary boundary sources as follows

\begin{align}
\label{2.16}
g_{rr} &= 2\Phi r^{-2} + \mathcal{O}(r^{-3}) , \\
\label{2.17} g_{r\mu} &= -\hat{\tau}_\mu + r^{-1} h_{(1)} r_\mu + \mathcal{O}(r^{-2}) , \\
\label{2.18} g_{\mu\nu} &= r^2 h_{\mu\nu} + r h_{(1)\mu\nu} + \mathcal{O}(1) .
\end{align}

We will view $\hat{\tau}_\mu$ and $h_{\mu\nu}$ as the sources for the energy-momentum tensor and as describing the boundary geometry. The function $\Phi$ will turn out to be a pure gauge object in that we can always fix some of the bulk diffeomorphisms to set it to zero. We keep it here because it forms a natural part of the Carrollian boundary geometry\(^1\). The inverse metric is expanded as

\begin{align}
\label{2.19} g^{rr} &= r H_{(1)}^{rr} + \mathcal{O}(1) , \\
\label{2.20} g^{r\mu} &= v^\mu + r^{-1} H_{(1)}^{r\mu} + \mathcal{O}(r^{-2}) , \\
\label{2.21} g^{\mu\nu} &= r^{-2} \bar{h}^{\mu\nu} + r^{-3} H_{(1)}^{\mu\nu} + \mathcal{O}(r^{-4}) ,
\end{align}

where we have

\begin{equation}
\hat{\tau}_\mu \bar{h}^{\mu\nu} = 2\Phi v^\nu , \quad \hat{\tau}_\mu v^\mu = -1 , \quad v^\mu h_{\mu\nu} = 0 , \quad \bar{h}^{\mu\rho} h_{\rho\nu} = \delta^\mu_\nu + \hat{\tau}_\nu v^\mu . \tag{2.22}
\end{equation}

Note that for general boundary sources $g^{rr}$ starts at order $r$ and not at order 1 as in (2.7).

The fall-off conditions in (2.16)–(2.18) have been determined such that the source $\hat{\tau}_\mu$ can be matched onto the coefficients $\hat{\tau}_u = -1$ and $\hat{\tau}_\varphi = h_1(\varphi)$ in (2.2) and (2.3), respectively and, likewise, such that the source $h_{\mu\nu}$ can reproduce the expansion of equations (2.4)–(2.6). Comparing equation (2.18) with equations (2.4)–(2.6) we see that $h_{\varphi\varphi} = 1$ while $h_{u\varphi} = h_{uu} = 0$. Further $2\Phi$ in (2.16) corresponds to $h_{rr}$ (2.1). The crucial difference between (2.1)–(2.6) and (2.16)–(2.18) is that in the latter case all the sources are arbitrary functions of the boundary coordinates $u$ and $\varphi$. We note that since the sources are more general in (2.16)–(2.18) terms that will be subleading

\(^1\)The reason it is pure gauge here, which is generally not what happens in Carrollian geometry, is due to the fact that we have an additional local symmetry whose parameter is $\chi^\mu_{(1)}$ (see appendix C.4) that is not present in generic Carrollian geometries. This symmetry is discussed in section 2.4. We are thus dealing with a special version of Carrollian geometry and not the most generic one.
in (2.16)–(2.18) can become leading for special values of the sources like in (2.1)–(2.6). If we look at the expansion of the inverse metric we likewise see that for special values of the sources $v^\mu$ and $\tilde{h}^{\mu\nu}$ we reproduce (2.8)–(2.12). The difference being again that the sources $v^\mu$ and $\tilde{h}^{\mu\nu}$ are now allowed to be arbitrary functions of the boundary coordinates. This has a consequence for the expansion of the inverse metric component $g^{rr}$ which now starts at order $r$ (something that follows from the equations of motion at leading order in $r$). The coefficient is denoted by $H^{(1)}_{rr}$ where the subscript (1) indicates that it is first order in boundary derivatives.

2.2 From bulk to boundary vielbeins: Carrollian geometry

In order to understand what kind of geometry the sources $\hat{\tau}_\mu$, $h_{\mu\nu}$ and $\hat{\Phi}$ describe we need to understand their properties. To this end it will prove very convenient to write the metric in BMS gauge in vielbein formalism. This allows us to work out the tangent space properties of the boundary geometry. With that information at hand we can then determine the boundary geometry from a procedure known as gauging space-time symmetries like it was done for the case of Lifshitz space-times in [1, 2, 3, 4, 5]. We will first derive the tangent space transformations of the boundary vielbeins. After this the reader is referred to appendix A for the details of the gauging procedure.

We will employ a null-bein basis of two null vectors $U$ and $V$ that are normalized such that $g^{MN}U_M V_N = -1$, where one of them, $U_M$, is taken to be the normal vector to the boundary at future null infinity\footnote{Bulk space-time coordinates are indicated by $x^M$ and boundary space-time coordinates at $\mathcal{I}^+$ by $x^\mu$.} $\mathcal{I}^+$. The third remaining vielbein $E$ is a unit spacelike vector that is orthogonal to $U$ and $V$. We thus decompose the metric as

$$ds^2 = -2UV + EE.$$  (2.23)

At this stage we do not know the explicit form of the normal vector to $\mathcal{I}^+$ so we will assume it is an arbitrary hypersurface orthogonal (HSO) null vector. Further below we will confirm that one can make this assumption without loss of generality (WLOG). This is important because this guarantees that among the vielbein decompositions of the bulk metric we will find the one relevant for the vielbein description of the geometry close to $\mathcal{I}^+$. It is then a matter of extracting that information. This will be done in section 4 by demanding that there is a well-posed variational problem.

The decomposition (2.23) has a local $SO(1,2)$ symmetry acting on $U$, $V$ and $E$. One of these is the boost transformation

$$U' = \bar{\Lambda} U ,$$  (2.24)

$$V' = \bar{\Lambda}^{-1} V .$$  (2.25)

Since $U_M$ is a HSO null vector we can rescale it with any function and it will still be a HSO null vector. That is to say that we can use the $\bar{\Lambda}$ freedom to fix one of the...
components of $U_M$. We will assume that $U_r \neq 0$ so we can always set $U_r = 1$. Rather than doing that to all orders, we just impose this condition at leading order. Later we will set $U_r = 1$ to all orders, but it allows us to see certain properties related to transformations under bulk diffeomorphisms more clearly (see the last paragraph of section C.4).

We are now in a position to work out the vielbein expansion for large $r$ which is given by

\begin{align}
U_r &= 1 + \mathcal{O}(r^{-1}), \\
U_\mu &= r U_{(1)\mu} + \mathcal{O}(1), \\
V_r &= r^{-2} \tau_\mu M^\mu + \mathcal{O}(r^{-3}), \\
V_\mu &= \tau_\mu + \mathcal{O}(r^{-1}), \\
E_r &= r^{-1} e_\mu + \mathcal{O}(r^{-2}), \\
E_\mu &= r e_\mu + \mathcal{O}(1),
\end{align}

where $U_{(1)\mu}, \tau_\mu, M^\mu$ and $e_\mu$ are independent of the coordinate $r$. The inverse vielbeins are expanded as

\begin{align}
U^r &= \mathcal{O}(r), \\
U^\mu &= v^\mu + \mathcal{O}(r^{-1}), \\
V^r &= -1 + \mathcal{O}(r^{-1}), \\
V^\mu &= r^{-2} M^\mu + \mathcal{O}(r^{-3}), \\
E^r &= \mathcal{O}(1), \\
E^\mu &= r^{-1} e_\mu + \mathcal{O}(r^{-2}),
\end{align}

where we have

\[ v^\mu \tau_\mu = -1, \quad v^\mu e_\mu = 0, \quad e^\mu \tau_\mu = 0, \quad e^\mu e_\mu = 1. \]

We now work out under which local transformations the boundary vielbeins $\tau_\mu$ and $e_\mu$ as well as the vector $M^\mu$, that are defined via the above fall-off conditions, transform. Since $U_M$ is the normal vector to the boundary the bulk local Lorentz transformations that keep $U_M$ fixed are going to give rise to the local tangent transformations of the boundary vielbeins. The idea here is entirely analogous to the way torsional Newton–Cartan geometry was shown to be the geometric description of the boundary of asymptotically locally Lifshitz space-times in $[1, 2, 3, 4, 5]$. For this purpose it is convenient to temporarily label $U$, $V$ and $E$ as

\[ E^+ = U, \quad E^- = V, \quad E^2 = E, \]

so that we have

\[ ds^2 = \eta_{AB} E^A E^B = -2 E^+ E^- + E^2 E^2. \]
Consider the local Lorentz transformation $E'{}^A = \Lambda^A{}_B E^B$ where $\eta_{AB} = \Lambda^C{}_A \Lambda^D{}_B \eta_{CD}$.

Imposing that $U' = E'{}^+ = E^+ = U$ we find $\Lambda^+{}_+ = 1$, $\Lambda^+{}_- = 0$, $\Lambda^2{}_+ = 0$. The invariance condition $\eta_{AB} = \Lambda^C{}_A \Lambda^D{}_B \eta_{CD}$ then tells us that $\Lambda^2{}_2 = 1$, $\Lambda^2{}_- = 0$, $\Lambda^-{}_- = 1$ and $\Lambda^-{}_2 = \Lambda^2{}_+$. Hence there is one free function $\Lambda^2{}_+ \equiv \Lambda$ corresponding to the transformation (null rotation)

$$U' = U, \quad V' = V + \Lambda E + \frac{1}{2} \Lambda^2 U, \quad E' = E + \Lambda U.$$  \hspace{1cm} (2.41)-(2.43)

We note that using the fact that we can set $U_r = 1$, it is always possible to set $E_r = 0$ by fixing null rotations.

In order to respect the fall-off conditions for the vielbeins (2.26)–(2.31) after acting with the local Lorentz transformation that keeps $U_M$ fixed, i.e. the transformed vielbeins should have the same near boundary expansion as the untransformed ones except that the boundary vielbeins $\tau_\mu$, $e_\mu$ as well as $M^\mu$ may have transformed, we need that the parameter $\Lambda$ falls off like

$$\Lambda = r^{-1} \lambda + O(r^{-2}).$$  \hspace{1cm} (2.44)

In other words we require that

$$E'_\mu = r e'_\mu + \ldots = E_\mu + \Lambda U_\mu, \quad \text{where } E \text{ and } U \text{ are expanded as in (2.26)–(2.31)}.$$  \hspace{1cm} (2.45)

where $E$ and $U$ are expanded as in (2.26)–(2.31) and likewise for the other vielbeins. The null rotation (2.41)–(2.43) acts on the sources as

$$e'_\mu = e_\mu, \quad \tau'_\mu = \tau_\mu + \lambda e_\mu, \quad e'_\mu M'^\mu = e_\mu M^\mu + \lambda, \quad \tau'_\mu M'^\mu = \tau_\mu M^\mu + \lambda e_\mu M^\mu + \frac{1}{2} \lambda^2,$$  \hspace{1cm} (2.46)-(2.49)

from which we conclude that

$$M'^\mu = M^\mu + \lambda e^\mu + \frac{1}{2} \lambda^2 v^\mu, \quad v'^\mu = v^\mu, \quad e'^\mu = e^\mu + \lambda v^\mu.$$  \hspace{1cm} (2.50)-(2.52)

We thus see that $\tau_\mu$, $e_\mu$ and $M^\mu$ transform like in Carrollian geometry as reviewed in appendix A. In section 2.4 we will see that $\tau_\mu$, $e_\mu$ and $M^\mu$ also transform under boundary diffeomorphisms as well as under two additional local transformations: local dilatations with parameter $\Lambda_D$ and local shift transformations with parameter $\chi^{(1)}_\mu$. The local dilatations can be incorporated by looking at the Lifshitz–Carroll algebra [38, 39]. It
would be interesting to find out which group containing Lifshitz–Carroll as a subgroup is responsible for these extra local shift transformations.

Using the transformations given above for the vielbeins and their inverses we can use $M^\mu$ to build the following set of Carroll boost invariant objects

\[
\hat{\tau}_\mu = \tau_\mu - h_{\mu\nu}M^\nu, \quad (2.53)
\]

\[
\bar{h}^{\mu\nu} = h^{\mu\nu} - v^\mu M^\nu - v^\nu M^\mu, \quad (2.54)
\]

\[
\bar{\Phi} = -\tau_\mu M^\mu + \frac{1}{2} h_{\mu\nu} M^\nu M^\mu, \quad (2.55)
\]

\[
\hat{e}^\mu = e^\mu - v^\mu e_\nu M^\nu, \quad (2.56)
\]

\[
\bar{h}^{\mu\nu} = \hat{e}^\mu \hat{e}^\nu = \bar{h}^{\mu\nu} + 2\bar{\Phi} v^\mu v^\nu, \quad (2.57)
\]

where we defined

\[
h_{\mu\nu} = e_\mu e_\nu, \quad \bar{h}^{\mu\nu} = e^\mu e^\nu. \quad (2.58)
\]

Comparing equations (2.16)–(2.18) with the BMS gauge of the previous subsection, eqs. (2.1)–(2.6), we conclude that the latter can now be understood as corresponding to the following choice of boundary Carollian sources

\[
\hat{\tau}_\mu = \delta^\mu_\mu - h_1 \delta^\phi_\phi, \quad (2.59)
\]

\[
e_\mu = \delta^\phi_\phi, \quad (2.60)
\]

\[
\hat{e}_\mu = h_1 \delta^\mu_\mu + \delta^\phi_\phi, \quad (2.61)
\]

\[
v^\mu = -\delta^\mu_\mu, \quad (2.62)
\]

\[
\bar{\Phi} = \frac{1}{2} h_{rr}, \quad (2.63)
\]

\[
\bar{h}^{uu} = h_1^2 - h_{rr}, \quad \bar{h}^{u\phi} = h_1, \quad \bar{h}^{\phi\phi} = 1. \quad (2.64)
\]

### 2.3 Boundary normal vector

In BMS gauge the location of the boundary at future null infinity is not manifest, so it is not straightforward to write down the normal vector $U_M$. Such a situation does not arise in AdS holography in Fefferman–Graham gauge. The way we will deal with this is that we impose on $U_M$ the properties that it is a null hypersurface orthogonal vector which it must be in any case. The 1-form $U_M$ is then normal to a very general class of hypersurfaces that must contain future null infinity but that will also contain other hypersurfaces. One of the challenges will be to derive a set of conditions that identifies which vector $U_M$ we should take. Later we will derive a set of equations called the matching equations that will determine $U_M$ from given functions in the BMS gauge.

The large $r$ expansion of $U_M$ is given by

\[
U_r = 1 + r^{-1} U_{(1)r} + \mathcal{O}(r^{-2}), \quad (2.65)
\]

\[
U_\mu = r U_{(1)\mu} + U_{(2)\mu} + \mathcal{O}(r^{-1}). \quad (2.66)
\]
This follows from the results of appendix C.3. Since $U_M$ is HSO it satisfies the Frobenius integrability condition

$$U_M (\partial_N U_P - \partial_P U_N) + U_P (\partial_M U_N - \partial_N U_M) + U_N (\partial_P U_M - \partial_M U_P) = 0,$$

which using (2.65) and (2.66) becomes asymptotically

$$0 = \partial_M U_1(1) + \partial_N U_1(2),$$

$$0 = \partial_M U_2(1) + \partial_N U_2(2).$$

These can be solved in terms of two new scalar functions $U_1$ and $U_2$ such that

$$U_1(1) = \partial_M U_1(1),$$

$$U_2(2) = -\partial_M U_1(2) + e^{-U_1(1)} \partial_M U_2(2).$$

From the vielbein expansions of section C.3 we learn that the normal $U_M$ must obey the following conditions (due to it being a null vector)

$$v^\mu U_1(1) = -K,$$

$$v^\mu U_2(2) + K U_1(1) + \frac{1}{2} \left( \delta^\mu U_1(1) - \delta^\mu \mathcal{L}_v \hat{\tau}_\mu \right)^2 = \frac{1}{2} v^\mu v^\nu h(2)_{\mu\nu} - \Phi K^2 - K v^\mu \partial_\mu \Phi,$$

where $K$ is the trace of the boundary extrinsic curvature, i.e. $K = h^{\mu\nu} K_{\mu\nu}$ with $K_{\mu\nu} = -\frac{1}{2} \mathcal{L}_v h_{\mu\nu}$ in which $\mathcal{L}_v$ denotes the Lie derivative along $v^\mu$. We can always find $U_1$ and $U_2$ such that these equations are solved. We thus conclude that we can always take $U_M$ to be null and HSO.

Given that in the vielbein decomposition we can WLOG take $U_M$ to be HSO it becomes relevant to ask to which hypersurfaces $U_M$ is the normal vector. Solving the Frobenius integrability condition we can always write $U_M = N \partial_M F$. The asymptotic expansions of $N$ and $F$ are given by

$$N = e^{-U_1(1)} \left( 1 + r^{-1} U_1(1) + \mathcal{O}(r^{-2}) \right),$$

$$F = r e^{U_1(1)} + U_2(2) - e^{U_1(1)} U_1(1) + \mathcal{O}(r^{-1}).$$

The hypersurface to which $U_M$ is normal is therefore given by

$$F = r e^{U_1(1)} + U_2(2) - e^{U_1(1)} U_1(1) + \mathcal{O}(r^{-1}) = \text{cst}.$$

The sources $\hat{\tau}_\mu$, $e_\mu$ and $\bar{\Phi}$ are defined on the null hypersurface $F = \text{cst}$ at large $r$.

2.4 Diffeomorphism redundancies of BMS gauge

For large $r$ (near boundary) the metric and normal vector are expanded as in (2.16)–(2.18) and (2.65), (2.66), respectively. There is a very large amount of gauge redundancy in these expansions which we will now show. This allows us to identify useful
gauge choices as well as additional local transformations of our sources (already alluded to above). Finally for later purposes it will also allow us to understand the expansion of subleading components of the metric that are related to the boundary energy-momentum tensor, but this will not be discussed in this subsection.

In appendix C.4 we work out the general BMS gauge preserving diffeomorphisms in the presence of sources. Here we highlight some of the most important results. The sources transform under bulk diffeomorphisms generated by

\[
\xi^r = r\Lambda_D + r^{-1}\xi^r_\varepsilon + O(r^{-2}) ,
\]

\[
\xi^\mu = \chi^\mu + r^{-1}\chi^\mu_\varepsilon + r^{-2}\chi^\mu_\varepsilon + O(r^{-3}) ,
\]

as

\[
\delta \hat{e}^\mu = -\Lambda_D \hat{e}^\mu + \mathcal{L}_X \hat{e}^\mu + h_\mu \chi^\mu_\varepsilon ,
\]

\[
\delta \hat{M}^\mu = -\Lambda_D \hat{M}^\mu + \mathcal{L}_X \hat{M}^\mu - \chi^\mu_\varepsilon ,
\]

We see that the local dilatations have a dynamical exponent \( z = 1 \). This is the reason why the near boundary Taylor expansion in \( r \) is also a derivative expansion. Every order in \( r \) further down the expansion means adding one derivative. We will later in section 4 see that the role of local dilatations is very different from the AdS case where they give rise to local Weyl invariance of the boundary theory (up to an anomaly). Later we will find that there is no analogue of Weyl invariance of the boundary theory at \( I^+ \). The \( \chi^\mu_\varepsilon \) transformations play an important role in the realization of the BMS symmetries as those BMS gauge preserving diffeomorphisms that leave the Carrollian sources invariant (see section 5.3). The \( \chi^\mu_\varepsilon \) transformations allow us to remove \( M^\mu \) entirely by gauge fixing. The freedom to set \( M^\mu = 0 \) is the geometric counterpart of Carrollian boost invariance of some action defined on a Carrollian geometry. Here one can think of the analogy with Lorentzian geometry where the freedom to perform local Lorentz transformations on the vielbeins is the geometric counterpart of Lorentz invariance of some field theory defined on a Lorentzian background.

Of the subleading terms at first order we give here only the transformations of \( \hat{e}^\mu h_{\varepsilon(1)\mu} \) and \( \hat{h}^{\mu\nu} h_{\varepsilon(1)\mu\nu} \) because as we will see in section 3.1 the remaining components of \( h_{\varepsilon(1)\mu} \) and \( h_{\varepsilon(1)\mu\nu} \) are fixed by solving the bulk equations of motion in terms of derivatives of the sources. The transformations of \( \hat{e}^\mu h_{\varepsilon(1)\mu} \) and \( \hat{h}^{\mu\nu} h_{\varepsilon(1)\mu\nu} \) given by

\[
\delta \left( \hat{e}^\mu h_{\varepsilon(1)\mu} \right) = -\Lambda_D \hat{e}^\mu h_{\varepsilon(1)\mu} + \mathcal{L}_X \left( \hat{e}^\mu h_{\varepsilon(1)\mu} \right) + 2\Phi \hat{e}^\mu \partial_\mu \Lambda_D - \hat{e}^\mu \mathcal{L}_X \hat{\tau}_\mu
\]

\[
-\hat{e}^\mu h_{\varepsilon(1)\mu} \chi^\nu_\varepsilon + 2\hat{e}^\mu e_\mu h_{\varepsilon(1)\mu} - 2e_\mu \chi^\mu_\varepsilon ,
\]

\[
\delta \left( \hat{h}^{\mu\nu} h_{\varepsilon(1)\mu\nu} \right) = -\Lambda_D \hat{h}^{\mu\nu} h_{\varepsilon(1)\mu\nu} + \mathcal{L}_X \left( \hat{h}^{\mu\nu} h_{\varepsilon(1)\mu\nu} \right) + \hat{h}^{\mu\nu} \mathcal{L}_X h_{\varepsilon(1)\mu\nu}
\]

\[
+ 2\hat{e}^\mu \hat{e}^\nu h_{\varepsilon(1)\mu\nu} e_\rho X^\rho_\varepsilon + 2\xi^r_\varepsilon .
\]
In order to obtain the transformation of the normal vector we use (2.70) and (2.71) as well as (C.79)–(C.81) leading to

\[
\delta U^{(1)}_r = -\Lambda_D U^{(1)}_r + \mathcal{L}_\chi U^{(1)}_r - U^{(1)}_{(1)\mu} \chi^{(1)}_{(1)} + \alpha^{(1)}, \\
\delta U^{(1)} = \Lambda_D + \mathcal{L}_\chi U^{(1)}, \\
\delta U^{(2)} = \mathcal{L}_\xi U^{(2)} + \epsilon^{(1)} \left( \xi^{(1)} + \alpha^{(1)} \right).
\]

The parameter \(\alpha^{(1)}\) is included due to the fact that we perform a local Lorentz boost on \(U^M\) together with a diffeomorphism, as explained in appendix C.4 in equation (C.76). We can fix \(U^{(1)}_r = 0\) by setting \(\alpha^{(1)} = U^{(1)}_{(1)\mu} \chi^{(1)}_{(1)}\).

We can gauge fix \(M^\mu\) to be zero up to local Carroll boosts. In particular we can set \(\bar{\Phi} = 0\) (see (C.66)). This fixes \(\hat{\tau}^\mu \chi^{(1)}_{(1)}\). We can also set \(\hat{\epsilon}^\mu h^{(1)\mu} = 0\) and \(h^{(1)rr} = 0\), which appears subleading to \(\bar{\Phi}\) in the expansion of \(g_{rr}\) at order \(r^{-3}\) and whose transformation is given in (C.71), by fixing \(\chi^{(2)}_\mu\). We could in principle also gauge fix \(\hat{h}^{\mu\nu} h^{(1)\mu\nu} = 0\) by using the \(\xi^{(1)}_r\) transformation. However the \(\xi^{(1)}_r\) transformation also acts on the normal vector and so we will not fix it before we understand the implications it has for the normal vector. We also note that the local dilatations can be used to fix \(U^{(1)}\) to be a constant leaving us with just global scale transformations, i.e. constant \(\Lambda_D\). Again we will not do this because we would like to keep the freedom to perform local rescalings as free as possible since this might tell us something useful about the dual field theory, but it is interesting to observe that we have enough diffeomorphism freedom to set both \(U^{(1)}\) and \(U^{(2)}\) equal to constants by fixing both \(\Lambda_D\) and \(\xi^{(1)}_r\) transformations. In this gauge the vector \(\partial^M r\) is asymptotically null because in this gauge \(g^{rr}\) goes to zero as \(r \to \infty\). This follows from (C.4), (C.7), (2.70), (C.11) and (2.71).

## 3 On-shell expansions near null infinity

In this section we will solve the equations of motion \(R_{MN} = 0\) order by order for large \(r\). We will do this in two steps. First we will determine the solution at next-to-leading order (NLO) and subsequently up to \(N^3\)LO where we will find the on-shell differential equations involving \(h^{(2)\mu\nu}\) that we will relate to Ward identities for the on-shell action at \(I^+\). We use the definition that \(N^k\)LO means solving \(R_{MN} = 0\) at the following orders

\[
R_{rr} = o(r^{-2-k}), \\
R_{r\mu} = o(r^{-k}), \\
R_{\mu\nu} = o(r^{2-k}).
\]

The fact that we have a covariant description of the boundary allows us to test the assumption that the large \(r\) expansion is a Taylor series because if at some subleading order we find that the Taylor expansion ansatz leads to a restriction on the sources we should look for a more general expansion (containing possibly log \(r\) terms) in order to
keep the sources unconstrained. We will see that no log terms are necessary and that a Taylor series expansion is adequate\(^3\).

### 3.1 Solving the equations of motion at LO and NLO

Using the results of appendix B we find that demanding that \(R_{rr}\) vanishes at order \(r^{-3}\) tells us that

\[
v^{\mu}h_{(1)\mu} = -v^{\mu}\partial_{\mu}\bar{\Phi} + 2\bar{\Phi}K + 2\bar{\Phi}v^{\mu}v^{\nu}h_{(1)\mu\nu}.
\]  

(3.4)

Demanding that \(R_{r\mu}\) vanishes at order \(r^{-1}\) gives

\[
v^{\mu}h_{(1)\mu\nu} = -2\hat{\tau}_{\nu}K - 2\hat{\tau}_{\nu}v^{\rho}v^{\sigma}h_{(1)\rho\sigma} + \mathcal{L}_v\hat{\tau}_{\nu}.
\]  

(3.5)

Contracting this equation with \(v^{\nu}\) we obtain

\[
v^{\mu}v^{\nu}h_{(1)\mu\nu} = -K,
\]  

(3.6)

so that \(v^{\mu}h_{(1)\mu\nu}\) and \(v^{\mu}h_{(1)\mu\nu}\) simplify to

\[
v^{\mu}h_{(1)r\mu} = -v^{\mu}\partial_{\mu}\bar{\Phi} - 2\bar{\Phi}K,
\]  

(3.7)

\[
v^{\mu}h_{(1)\mu\nu} = 2\hat{\tau}_{\nu}K + \mathcal{L}_v\hat{\tau}_{\nu}.
\]  

(3.8)

From now on we will always assume that equations (3.7) and (3.8) are obeyed. The \(R_{\mu\nu}\) equation at order \(r\) is satisfied automatically\(^4\).

### 3.2 Solving the equations of motion at \(N^2\)LO and \(N^3\)LO

At \(N^2\)LO we are demanding that \(R_{rr}\) vanishes at order \(r^{-4}\). With the metric expansion as given in section C.1 we are not able to compute\(^5\) \(R_{rr}\) at order \(r^{-4}\) so we will continue with demanding that \(R_{r\mu}\) vanishes at order \(r^{-2}\) and that \(R_{r\mu}\) vanishes at order \(r^0\) which we can compute with the orders given in section C.1. It turns out that, using the results of section C.2, the equations of motion for \(R_{r\mu}\) and \(R_{r\mu}\) at \(N^2\)LO are satisfied automatically.

The interesting equations appear at \(N^3\)LO where we will find two differential equations for subleading coefficients. The expansions given in appendix C are designed such that we can compute \(v^{\mu}v^{\nu}R_{\mu\nu}\) and \(v^{\mu}\hat{e}^{\nu}R_{\mu\nu}\) at order \(r^{-1}\), but not \(\hat{e}^{\mu}\hat{e}^{\nu}R_{\mu\nu}\) or \(R_{r\mu}\). The reason for this is that the equations for \(\hat{e}^{\mu}\hat{e}^{\nu}R_{\mu\nu}\) or \(R_{r\mu}\) at \(N^3\)LO just fix subleading coefficients and do not lead to any differential equations that take the form of Ward identities that must be obeyed.

\(^3\)This is not true in higher dimensions where the Taylor expansion leads to constraints on the boundary sources.

\(^4\)This is not true in higher dimensions if we assume a Taylor expansion.

\(^5\)If we were to expand the metric to sufficiently high orders so that we can compute \(R_{rr}\) at order \(r^{-4}\) we would find that it determines a certain combination of subleading coefficients.
Setting \( v^\mu v^\nu R_{\mu\nu} \) to zero at order \( r^{-1} \) leads to

\[
0 = \left( v^\rho \partial_\rho - 2K \right) \left( \frac{1}{2} v^\mu v^\nu h_{(2)\mu\nu} - K^2 \bar{\Phi} - K v^\mu \partial_\mu \bar{\Phi} - \frac{1}{2} v^\mu \partial_\mu \left( \hat{h}^{\lambda\kappa} h_{(1)\lambda\kappa} \right) \right)
+ \frac{1}{2} K \hat{h}^{\mu\nu} h_{(1)\mu\nu} + \hat{\epsilon}^\mu \partial_\mu \left( \hat{\epsilon}^\nu \mathcal{L}_v \tilde{\tau}_\nu \right) + \frac{1}{2} \left( \hat{\epsilon}^\mu \mathcal{L}_v \tilde{\tau}_\mu \right)^2
+ e^{-1} \partial_\mu \left[ \hat{e}^{\mu\nu} \left( K \mathcal{L}_v \tilde{\tau}_\nu + \partial_\nu K \right) \right].
\] (3.9)

Setting \( v^\mu \hat{e}^\nu R_{\mu\nu} \) to zero at order \( r^{-1} \) leads to

\[
0 = \left( \hat{e}^\rho \partial_\rho + 2 \hat{e}^\mu \mathcal{L}_v \tilde{\tau}_\rho \right) \left( - \frac{1}{2} v^\mu v^\nu h_{(2)\mu\nu} + K^2 \bar{\Phi} + K v^\mu \partial_\mu \bar{\Phi} + \frac{1}{2} v^\mu \partial_\mu \left( \hat{h}^{\lambda\kappa} h_{(1)\lambda\kappa} \right) \right)
- \frac{1}{2} K \hat{h}^{\lambda\kappa} h_{(1)\lambda\kappa} + \left( v^\rho \partial_\rho - 2K \right) \left( \frac{1}{2} \hat{e}^\mu \partial_\mu \left( v^\nu \partial_\nu \bar{\Phi} \right) + \frac{1}{2} \left( \hat{\epsilon}^\mu \mathcal{L}_v \tilde{\tau}_\mu \right) v^\nu \partial_\nu \bar{\Phi} \right)
+ \bar{\Phi} \hat{e}^\mu \partial_\mu K + \bar{\Phi} K \hat{e}^\mu \mathcal{L}_v \tilde{\tau}_\mu + \frac{1}{2} v^\mu \partial_\mu \left( \hat{\epsilon}^\nu h_{(1)\nu\rho} \right) + \frac{1}{2} K \hat{e}^\mu h_{(1)\nu\mu}
- \frac{1}{2} \hat{e}^\mu \partial_\mu \left( \hat{h}^{\lambda\kappa} h_{(1)\lambda\kappa} \right) - \frac{1}{2} \left( \hat{e}^\mu \mathcal{L}_v \tilde{\tau}_\mu \right) \hat{h}^{\lambda\kappa} h_{(1)\lambda\kappa} + \hat{e}^{\mu\nu} h_{(2)\mu\nu} \right). \] (3.10)

We thus find two equations that cannot be written as an expression for a certain coefficient and that we would like to interpret as Ward identities for some local symmetry of the on-shell action. This will be the subject of the next section.

We remind the reader that a similar situation occurs when solving the bulk equations of motion for an action with a negative cosmological constant, i.e. for asymptotically AdS\(_3\) solutions. If we choose Fefferman–Graham gauge the boundary energy-momentum tensor appears at NLO. This quantity is not fully determined by the equations of motion but instead has to satisfy certain Ward identities (see e.g. [40, 41]). Here we will likewise interpret (3.9) and (3.10) as the Ward identities for a boundary energy-momentum tensor.

## 4 Well-posed variational principle

The goal of this section is to set up a well-posed variational problem for variations that vanish at \( I^+ \). A similar problem was studied using spatial slices in [42] where they work in a radial gauge with a unit spacelike normal vector (and Wick rotated geometries). We will find that the variational problem at \( I^+ \) does not require any boundary terms\(^6\). The next step is to define a boundary energy-momentum tensor and to derive its Ward identities. We start by defining a boundary integration measure at \( I^+ \).

\(^6\)This is different in [42] where the use of spatial cut-off hypersurfaces requires the use of a Gibbons–Hawking boundary term.
4.1 Boundary integration measure

Consider the 3D bulk Levi–Civita tensor written in terms of the bulk vielbeins as

\[ \epsilon_{MNP} = (V_M E_N - V_N E_M) U_P + (E_M U_N - E_N U_M) V_P + (U_M V_N - U_N V_M) E_P. \] (4.1)

The boundary integration measure is given by

\[ \frac{1}{2} \epsilon_{MNP} d^3x^M \wedge d^3x^N |_{\partial M}, \] (4.2)

where \( \partial M \) indicates the hypersurface \( F = \text{cst} \) to which \( U_M \) is orthogonal, equation (2.76). This is invariant under the null rotations (2.41)–(2.43) using that \( U_M d^3x^M \) vanishes on the boundary. Expanding \( \frac{1}{2} \epsilon_{MNP} V^P d^3x^M \wedge d^3x^N \) for large \( r \) we find

\[ \frac{1}{2} \epsilon_{MNP} V^P d^3x^M \wedge d^3x^N = \frac{1}{2} \epsilon_{\mu\nu} d^3x^\mu \wedge d^3x^\nu \left( r + \frac{1}{2} \hat{h}^{\rho\sigma} h_{(1)\rho\sigma} - v^\rho \partial_\rho \bar{\Phi} - U_{(1)r} \right) + \epsilon_{\mu\nu} M^\nu d^3x^\mu \wedge \left( \frac{dr}{r} + U_{(1)r} \right) + O(r^{-1}) d^3x^\mu \wedge d^3x^\nu + O(r^{-2}) d^3x^\mu \wedge dr. \] (4.3)

When evaluating this on the surface \( F = \text{cst} \) the second line vanishes up to the order that we are expanding. Hence we have

\[ \frac{1}{2} \epsilon_{MNP} V^P d^3x^M \wedge d^3x^N |_{\partial M} = \frac{1}{2} \epsilon_{\mu\nu} d^3x^\mu \wedge d^3x^\nu \left( r + \frac{1}{2} \hat{h}^{\rho\sigma} h_{(1)\rho\sigma} - v^\rho \partial_\rho \bar{\Phi} - U_{(1)r} + O(r^{-1}) \right). \] (4.4)

This result will be important further below.

4.2 Dirichlet conditions without Gibbons–Hawking boundary term

The bulk action is

\[ S = \int d^3x \sqrt{-g} R. \] (4.5)

Its variation is given by

\[ \delta S = \int d^3x \sqrt{-g} G_{MN} \delta g^{MN} + \int d^3x \partial_M \left( \sqrt{-g} J^M \right), \] (4.6)

where the current \( J^M \) is given by

\[ J^M = g^{NP} \delta \Gamma^M_{NP} - g^{MP} \delta \Gamma^N_{PN}. \] (4.7)

Ignoring the first term containing the bulk equation of motion we can write

\[ \delta S = \int_{\partial M} \frac{1}{2} \epsilon_{MNP} d^3x^M \wedge d^3x^N J^P = -\frac{1}{2} \int_{\partial M} \epsilon_{MNP} d^3x^M \wedge d^3x^N V^P U_Q J^Q, \] (4.8)
where we used the fact that only the component of \( J^P \) along \( V^P \) contributes since all the others vanish when evaluated on the boundary using \( U_M dx^M |_{\partial M} = 0 \). Note that the right hand side of (4.8) is invariant under the local Lorentz boost (2.24) and (2.25) that rescales the normal vector.

We have a well-posed Dirichlet variational problem if \( \delta S \) vanishes on-shell for variations of the sources that vanish on the boundary \( \partial M \). Here of course we are interested in the part of the boundary that corresponds to \( \mathcal{I}^+ \). Before getting into that let us consider what the GH boundary term looks like regardless the question of whether we actually need one or not.

It would have to be of the following form

\[
S_{\text{GH}} = \alpha \int_{\partial M} \frac{1}{2} \epsilon_{MNP} dx^M \wedge dx^N V^P K_{\text{GH}},
\]

where \( \alpha \) is a constant and where \( K_{\text{GH}} \) is a scalar quantity involving the covariant derivative of the normal vector such that \( S_{\text{GH}} \) is invariant under the local Lorentz boost (2.24) and (2.25) and the null rotation (2.41)–(2.43). The only term that obeys these requirements is

\[
K_{\text{GH}} = E^M E^N \nabla_M U_N.
\]

In order to prove the invariance we need to use that \( U_M \) is null and HSO. It can be shown that on-shell\(^7\) \( S_{\text{GH}} \) is order \( O(1) \). It can also be checked that if we first vary the GH boundary term and then go on-shell we find terms that are of order \( r^0 \), i.e. \( \delta S_{\text{GH}} = O(1) \) on-shell.

Let us compute \( U_Q J^Q \) at leading order. Using the results of appendix C we find

\[
U_Q J^Q = r \left( e^{-1} \partial_\mu (e \delta v^\mu) - 2 \delta K - 3 U_{(1)\mu} \delta v^\mu \right) + O(1),
\]

where

\[
\delta K = e^{-1} \partial_\mu \left[ e \left( -\delta v^\mu - v^\mu e^{-1} \delta e \right) \right] - Ke^{-1} \delta e.
\]

Using that \( K = -v^\mu U_{(1)\mu} \) and that \( U_{(1)\mu} = \partial_\mu U_{(1)} \) this can also be written as

\[
U_Q J^Q = r \left( e^{-1} \partial_\mu \left[ e \delta v^\mu \left( 3 \delta U_{(1)} - e^{-1} \delta e \right) \right] + K \left( 3 \delta U_{(1)} - e^{-1} \delta e \right) \right) + O(1),
\]

\(^7\)On-shell we have

\[
K_{\text{GH}} = r^{-1} Z_{(2)} + O(r^{-2}),
\]

where

\[
Z_{(2)} = (\tilde{e}^\mu U_{(1)\mu})^2 - 2 \tilde{e}^\mu U_{(1)\mu} \tilde{e}^\nu \mathcal{L}_\nu \tilde{\tau} + v^\mu U_{(2)\mu} + K U_{(1)r},
\]

so that

\[
S_{\text{GH}} = \alpha \int_{\partial M} \frac{1}{2} \epsilon_{\mu \nu} dx^\mu \wedge dx^\nu = d^2 x e,
\]

where we wrote

\[
\frac{1}{2} \epsilon_{\mu \nu} dx^\mu \wedge dx^\nu = d^2 x e,
\]

and where we used that \( v^\mu U_{(2)\mu} + K U_{(1)r} \) is a total derivative as follows from (2.70), (2.71), (2.72) and (A.44).
\[ = r v^\mu \partial_\mu \left( 3 \delta U_1 - e^{-1} \delta e \right) + O(1). \quad (4.17) \]

Since the variation of the GH boundary term is \( O(1) \) there is no way of canceling the variation with respect to \( U_1 \). It has to come from a boundary term involving the normal vector and the only candidate is the GH boundary term. We thus conclude that we must take\(^8\)

\[ K = 0, \quad (4.18) \]

in order that \( \delta S \) is of \( O(1) \) on-shell up to total derivative terms.

We continue by computing \( U_Q J^Q \) up to \( O(1) \) for \( K = 0 \). Let us write

\[ U_Q J^Q = r X_1 + X_2 + O(r^{-1}) ; \quad (4.19) \]

where

\[ X_1 = -e^{-1} \partial_\mu \left( e v^\mu e^{-1} \delta e \right). \quad (4.20) \]

The object of interest is the integrand of \( (4.8) \),

\[ -\frac{1}{2} \epsilon_{MN P} dx^M \wedge dx^N \dot{V} U_Q J^Q |_{\partial M} = -e d^2 x \left( Y_2 + O(r^{-1}) \right) \], \quad (4.21) \]

where \( Y_2 \) is given by

\[ Y_2 = X_2 + v^\mu \partial_\mu \left[ \frac{1}{2} \dot{h}^{\rho \sigma} h_{(1) \rho \sigma} - v^\rho \partial_\rho \bar{\Phi} - U_1 \right] e^{-1} \delta e, \quad (4.22) \]

where we ignored total derivative terms, used \( (4.4) \) as well as \( \frac{1}{2} \epsilon_{\mu \nu} dx^\mu \wedge dx^\nu = e d^2 x. \)

The task is to compute \( X_2 \) and subsequently \( Y_2 \). A lengthy calculation gives

\[ Y_2 = T_\mu \delta v^\mu - \frac{1}{2} T_{\mu \nu} \delta \dot{h}^{\mu \nu}, \quad (4.23) \]

where

\[
T_\mu = -e_\mu (\ddot{v}^\nu \mathcal{L}_v \dot{v}_\nu) \dot{h}^{\rho \sigma} h_{(1) \rho \sigma} + e_\mu (\ddot{v}^\nu \mathcal{L}_v \dot{v}_\nu) v^\rho \partial_\rho \bar{\Phi} + e_\mu \dot{v}^\nu \partial_\nu (\ddot{v}^\rho \mathcal{L}_v \dot{v}_\rho)
\]

\[
+ e_\mu v^\nu \partial_\nu (\ddot{v}^\rho h_{(1) \rho}) + 2 e_\mu \dot{v}^\nu \dot{v}^\rho U_{(2) \nu} - \frac{1}{2} \partial_\mu \left( \dot{h}^{\rho \sigma} h_{(1) \rho \sigma} \right) - 2 \dot{\tau}_\mu (\ddot{v}^\nu \mathcal{L}_v \dot{v}_\nu)^2
\]

\[
-2 \dot{\tau}_\mu \ddot{v}^\nu \partial_\nu (\ddot{v}^\rho \mathcal{L}_v \dot{v}_\rho) + \frac{1}{2} \dot{\tau}_\mu v^\nu \partial_\nu \left( \dot{h}^{\rho \sigma} h_{(1) \rho \sigma} \right) - 3 U_{(2) \mu} - 3 U_{(1) \mu} v^\nu \partial_\nu \bar{\Phi}
\]

\[
+ \frac{3}{2} U_{(1) \mu} \dot{h}^{\rho \sigma} h_{(1) \rho \sigma} - 2 \ddot{\tau}_\mu v^\nu U_{(2) \nu}, \quad (4.24)
\]

\[ T_{\mu \nu} = \left( -\frac{1}{2} v^\kappa \partial_\kappa \left( \dot{h}^{\rho \sigma} h_{(1) \rho \sigma} \right) - 2 \dot{\tau}_\mu v^\nu U_{(2) \nu} \right) h_{\mu \nu}. \quad (4.25) \]

For on-shell variations that respect \( K = 0 \) we thus have that the variation of the bulk action without GH boundary term leads to

\[ \delta S|_{\text{os}} = \int_{\partial M} d^2 x e \left( -T_\mu \delta v^\mu + \frac{1}{2} T_{\mu \nu} \delta \dot{h}^{\mu \nu} \right). \quad (4.26) \]

Hence setting the variations \( \delta v^\mu \) and \( \delta \dot{h}^{\mu \nu} \) to zero at \( \partial M = \mathcal{I}^+ \) we obtain a well-posed variational problem.

\(^8\)We could also take \( U_1 = \frac{1}{3} \log e + g \) where \( g \) is some function such that \( v^\mu \partial_\mu \delta g = 0 \), but we will not consider this case further.
4.3 Ward identities

In the variation \((4.26)\) we need to ensure that we respect the condition \(K = 0\). From equation \((A.44)\) we learn that this is equivalent to

\[
\partial_\mu e_\nu - \partial_\nu e_\mu = 0 , \tag{4.27}
\]

so that \(e_\mu = \partial_\mu f\) for some scalar function \(f\). Using that

\[
\delta v_\mu = v_\mu \hat{\tau}_\rho - \hat{v}_\mu \hat{\tau}_\rho , \tag{4.28}
\]

\[
\delta \hat{h}^{\mu\nu} = (v_\mu \hat{\tau}_\nu + v_\nu \hat{\tau}_\mu) \hat{\tau}_\rho - \hat{h}^{\mu\rho} \hat{\tau}_\nu , \tag{4.29}
\]

we can write upon partial integration

\[
\delta S\big|_{\text{os}} = \int_{\partial M} d^2 x e \left[ (v_\mu T^{\rho}_\mu - v_\mu \hat{\tau}_\nu T^{\rho}_{\mu\nu}) \hat{\tau}_\rho - e^{-1} \partial_\rho \left( e \left( \hat{h}^{\rho\sigma} T_{\mu\nu} \hat{\tau}_\sigma - \hat{h}^{\rho\sigma} \hat{\tau}_\mu T_{\nu\sigma} \right) \delta f \right) \right] . \tag{4.30}
\]

Demanding invariance of the on-shell action under the local transformations \((2.79)\) and \((2.80)\) acting on the sources we obtain the following Ward identity due to the local transformation with parameter \(e_\mu \chi_\mu^{(1)}\),

\[
v_\mu \hat{\tau}_\nu T_{\mu\nu} = 0 . \tag{4.31}
\]

We note that due to the fact that \(\hat{h}^{\mu\nu}\) has one zero eigenvalue with eigenvector \(\hat{\tau}_\mu\) the quantity \(v_\mu v_\nu T_{\mu\nu}\) is not determined by \((4.26)\). In \((4.25)\) we chose \(v_\mu v_\nu T_{\mu\nu} = 0\) by hand. This is harmless as this quantity does not appear in any of the Ward identities. Next demanding that the on-shell action is invariant under the boundary diffeomorphisms \(\delta \hat{\tau}_\rho = \mathcal{L}_\xi \hat{\tau}_\rho\) and \(\delta f = \mathcal{L}_\xi f\) we obtain the diffeomorphism Ward identities

\[
0 = \mathcal{L}_v (v_\mu T^{\rho}_\mu) , \tag{4.32}
\]

\[
0 = \hat{\tau}_\rho \partial_\rho \left( \hat{h}^{\mu\nu} T_{\mu\nu} \right) + \hat{\tau}_\rho \mathcal{L}_v \hat{\tau}_\rho \left( \hat{h}^{\mu\nu} T_{\mu\nu} + v_\mu T^{\rho}_\mu \right) - \mathcal{L}_v (v_\mu T^{\rho}_\mu) . \tag{4.33}
\]

Equations \((4.32)\) and \((4.33)\) can also be written covariantly as

\[
\nabla_\mu \mathcal{T}^{\mu}_\nu - 2 \Gamma^{\mu}_{[\nu\rho]} \mathcal{T}^{\rho}_\nu + 2 \Gamma^{\rho}_{[\mu\nu]} \mathcal{T}^{\mu}_\rho = 0 , \tag{4.34}
\]

where we defined

\[
\mathcal{T}^{\mu}_\nu = \hat{h}^{\mu\rho} T_{\sigma\nu} - v_\mu T^{\rho}_\nu , \tag{4.35}
\]

and where we used the results of appendix \(A\).

Finally, the local transformations of the sources \((2.79)\) and \((2.80)\) also involve local dilations with parameter \(\Lambda_D\). However the condition \(K = 0\) forces the local dilations to be such that \(v_\mu \partial_\mu \Lambda_D = 0\) in order that \(\delta_\rho K = 0\). A similar condition on Weyl transformations was observed in the context of asymptotically \(z = 2\) Schr"odinger space-times that follow from an asymptotically AdS space-time by a TsT transformation \([31]\). The invariance of the on-shell action under these restricted Weyl transformations only
tells us that $-T_\mu v^\mu + T_{\mu\nu} \hat{h}^{\mu\nu} = v^\mu \partial_\mu G$ where $G$ is any function. This is compatible with the fact that solving the bulk equations of motion in section 3.2 did not give rise to a Ward identity for local Weyl invariance.

We will now match these equations with (3.9) and (3.10). As we will see this requires us to choose an appropriate normal vector $U_M$. Equation (4.32) is already of the form (3.9). In order to write (4.33) in the form (3.10) we use the following identity

$$\hat{e}^\mu \partial_\mu \left(v^\nu \partial_\nu \left(\hat{h}^{\rho\sigma} h_{(1)\rho\sigma}\right)\right) + \hat{e}^\mu \mathcal{L}_v \hat{e}_\mu v^\nu \partial_\nu \left(\hat{h}^{\rho\sigma} h_{(1)\rho\sigma}\right) = \mathcal{L}_v \left(\hat{e}^\mu \partial_\mu \left(\hat{h}^{\rho\sigma} h_{(1)\rho\sigma}\right)\right) = 0. \tag{4.36}$$

Multiplying (4.33) by $-1/2$ and adding $1/4$ times (4.36) we find using (4.24) and (4.25)

$$0 = \hat{e}^\rho \partial_\rho \left(-\frac{1}{2} (\hat{e}^\mu \mathcal{L}_v \hat{e}_\mu)^2 + \frac{1}{2} v^\mu \partial_\mu \left(\hat{h}^{\lambda\kappa} h_{(1)\lambda\kappa}\right) + v^\mu U_{(2)\mu}\right) + 2 \hat{e}^\rho \mathcal{L}_v \hat{e}_\rho \left(-\frac{1}{2} (\hat{e}^\mu \mathcal{L}_v \hat{e}_\mu)^2 + \frac{1}{2} v^\mu \partial_\mu \left(\hat{h}^{\lambda\kappa} h_{(1)\lambda\kappa}\right) + \frac{3}{4} v^\mu U_{(2)\mu}\right)
+ \mathcal{L}_v \left(\frac{1}{2} \hat{e}^\mu T_\mu - \frac{1}{4} \hat{e}^\mu \partial_\mu \left(\hat{h}^{\rho\sigma} h_{(1)\rho\sigma}\right)\right). \tag{4.37}$$

Equation (2.73) tells us that for $K = 0$,

$$\frac{1}{2} v^\mu v^\nu h_{(2)\mu\nu} = v^\mu U_{(2)\mu} + \frac{1}{2} (\hat{e}^\mu U_{(1)\mu} - \hat{e}^\mu \mathcal{L}_v \hat{e}_\mu)^2. \tag{4.38}$$

We thus see that the diffeomorphism Ward identities (4.32) and (4.33) match (3.9) and (3.10) if and only if we have

$$0 = \mathcal{L}_v \left(\frac{3}{2} v^\mu U_{(2)\mu} + \frac{1}{2} \left(\hat{e}^\mu U_{(1)\mu} - \hat{e}^\mu \mathcal{L}_v \hat{e}_\mu\right)^2 - \frac{1}{2} (\hat{e}^\mu \mathcal{L}_v \hat{e}_\mu)^2\right), \tag{4.39}$$

$$0 = (\hat{e}^\rho \partial_\rho + 2 \hat{e}^\rho \mathcal{L}_v \hat{e}_\rho) \left(v^\mu U_{(2)\mu} + \frac{1}{2} \left(\hat{e}^\mu U_{(1)\mu} - \hat{e}^\mu \mathcal{L}_v \hat{e}_\mu\right)^2 - \frac{1}{2} (\hat{e}^\mu \mathcal{L}_v \hat{e}_\mu)^2\right)
- \frac{3}{2} \hat{e}^\rho U_{(1)\rho} \mathcal{L}_v \left(v^\mu \partial_\mu \hat{\Phi} - \frac{1}{2} \hat{h}^{\mu\nu} h_{(1)\mu\nu} + U_{(1)\nu}\right)
- \frac{3}{2} \hat{e}^\rho U_{(1)\rho} v^\nu U_{(2)\nu}
- \frac{1}{2} \hat{e}^\mu \partial_\mu \left(v^\nu U_{(2)\nu}\right). \tag{4.40}$$

Using the integrability condition for $U_{(1)\mu}$, equation (2.68), i.e. $\mathcal{L}_v \left(\hat{e}^\mu U_{(1)\mu}\right) = 0$ we can write (4.39) as

$$\frac{3}{2} \mathcal{L}_v \left(v^\mu U_{(2)\mu}\right) - \hat{e}^\mu U_{(1)\mu} \mathcal{L}_v \left(\hat{e}^\nu \mathcal{L}_v \hat{e}_\nu\right) = 0. \tag{4.41}$$

The equations (4.40) and (4.41) tell us what the right choice of $U_M$ is. We will refer to these equations as the matching equations as they match the Ward identities (4.32) and (4.33) with the on-shell relations (3.9) and (3.10). We will comment on their significance in the next section where we study the most general solution dual to a torsion free boundary geometry.\footnote{We recall that all 1+1 dimensional boundary geometries are flat Carrollian space-times with torsion, so a special circumstance is to be torsion free.}
We started our analysis with a completely general hypersurface orthogonal null vector $U_M$ and now we see that in order for holography to work we need certain conditions on $U_M$ to be obeyed. This simply means that the family of hypersurfaces $F$ in (2.76) contains more than just $I^+$ for large $r$ and we need extra conditions to single out the right normal vector $U_M$. In AdS we would never have such a scenario because there we know that the Fefferman–Graham holographic coordinate $r$ not only makes local Weyl transformations manifest it also describes the direction normal to the boundary. In asymptotically flat space-times in BMS gauge the holographic coordinate $r$ makes the $z = 1$ local dilatations manifest but not the boundary.

5 Torsion free boundaries and BMS symmetries

In this section we take a closer look at the boundary geometries for which the sources are $\Phi = 0$, $\tau_\mu = \delta^u_\mu$ and $h_{\mu\nu} = \delta^\varphi_\mu \delta^\varphi_\nu$. These are torsion free Carrollian geometries and we will see that the diffeomorphism Ward identity gives rise BMS symmetries and associated conserved currents. Further we will study the matching equations for this class of boundary geometries and show that one of them agrees with the condition $\partial^2 h_{(1)\varphi\varphi} = 0$ imposed in [37]. The other matching equation merely restricts the form of the normal vector $U_M$.

5.1 Most general solution

We can always gauge fix bulk diffeomorphisms such that

$$\Phi = 0, \quad \tau_\mu = \delta^u_\mu, \quad h_{\mu\nu} = \delta^\varphi_\mu \delta^\varphi_\nu.$$ (5.1)

Demanding that

$$\delta \Phi = 0, \quad \delta \tau_\mu = 0, \quad \delta h_{\mu\nu} = 0,$$ (5.2)

we find the following coordinate transformations that leave the sources invariant,

$$\chi^u = uf'(\varphi) + g(\varphi),$$ (5.3)

$$\chi^\varphi = f(\varphi),$$ (5.4)

$$\chi^{u(1)} = 0,$$ (5.5)

$$\chi^{\varphi(1)} = -uf''(\varphi) - g'(\varphi),$$ (5.6)

$$\Lambda_D = -f'(\varphi),$$ (5.7)

where $f$ and $g$ are arbitrary functions of $\varphi$. Considering subleading orders we can use $\chi^{u(2)}$ to set $h_{(1)rr} = h_{(1)r\varphi} = 0$. We can continue this way and show that we can set $g_{rr} = 0$ and $g_{r\mu} = -\delta^u_\mu$ exactly to all orders while having a flat boundary. The $r$ expansion then terminates and we find the following exact solution

$$ds^2 = -2dudr + h_{(2)uu}du^2 + 2h_{(2)u\varphi}dud\varphi + \left(r + \frac{1}{2}h_{(1)\varphi\varphi}\right)^2d\varphi^2,$$ (5.8)
where
\begin{align}
\partial_\mu \left( h_{(2)\mu} + \partial_\mu h_{(1)\varphi\varphi} \right) &= 0, \quad (5.9) \\
\partial_\varphi h_{(2)\mu} - 2\partial_\mu h_{(2)\varphi} &= 0. \quad (5.10)
\end{align}

Any other solution is related to this one by a coordinate transformation.

It can be shown that under the residual coordinate transformations
\begin{align}
\delta h_{(1)\varphi\varphi} &= \chi^\rho \partial_\rho h_{(1)\varphi\varphi} + f' h_{(1)\varphi\varphi} - 2\partial_\varphi \chi^\mu + 2 \xi_{(1)}^r, \quad (5.11) \\
\delta h_{(2)\mu} &= \chi^\rho \partial_\rho h_{(2)\mu} + 2 f' h_{(2)\mu} - 2\partial_\mu \xi_{(1)}^r, \quad (5.12) \\
\delta h_{(2)\varphi\varphi} &= \chi^\rho \partial_\rho h_{(2)\varphi\varphi} + 2 f' h_{(2)\varphi\varphi} + \partial_\varphi \chi^\mu h_{(2)\mu} - \frac{1}{2} f'' h_{(1)\varphi\varphi} \\
&\quad + \frac{1}{2} \partial_\varphi \chi^\mu \partial_\mu h_{(1)\varphi\varphi} - \partial_\varphi \xi_{(1)}^r, \quad (5.13)
\end{align}

with \( \delta r = -\xi^r \) and \( \delta x^\mu = -\xi^\mu \) with \( \xi^r \) and \( \xi^\mu \) given by (C.61) and (C.62) the metric (5.8), (5.9) and (5.10) remains form invariant. We can use the coordinate transformation whose parameter is \( \xi_{(1)}^r \) to set \( h_{(1)\varphi\varphi} = 0 \) as in [23, 43], but we will not do so. Note that we still have a fully unconstrained parameter \( \xi_{(1)}^r \) at our disposal. It can be checked that (5.11)–(5.13) leave the equations (5.9) and (5.10) invariant.

### 5.2 Matching equations and determining the normal vector

What can we say about the normal vector at \( I^+ \) for a metric in the gauge (5.8)? Using that \( U_M \) is null we know via equations (2.72) and (2.73) that
\begin{align}
U_{(1)\mu} &= 0, \quad (5.14) \\
-U_{(2)\mu} + \frac{1}{2} \left( U_{(1)\varphi} \right)^2 &= \frac{1}{2} h_{(2)\mu
u}, \quad (5.15)
\end{align}

where we used (5.1). Further since \( U_M \) is hypersurface orthogonal we have through equations (2.68) and (2.69)
\begin{align}
\partial_\mu U_{(1)\varphi} &= 0, \quad (5.16) \\
\partial_\mu U_{(2)\varphi} &= \partial_\varphi U_{(2)\mu} + U_{(2)\mu} U_{(1)\varphi}. \quad (5.17)
\end{align}

It is clear that these conditions alone do not fix what \( U_M \) should be.

Next turning to the matching equations (4.41) and (4.40) we find
\begin{align}
0 &= \partial_\mu U_{(2)\mu}, \quad (5.18) \\
0 &= \partial_\varphi U_{(2)\mu} - 2 U_{(1)\varphi} \left( \partial_\varphi U_{(1)\varphi} - \frac{3}{4} \partial_\mu h_{(1)\varphi\varphi} + \frac{3}{2} U_{(2)\mu} \right). \quad (5.19)
\end{align}

It follows from (5.15), (5.16) and (5.18) that \( \partial_\mu h_{(2)\mu\nu} = 0 \). Hence the Ward identity (5.9) becomes
\begin{align}
\partial^2_\mu h_{(1)\varphi\varphi} &= 0 = \partial_\mu h_{(2)\mu\nu}, \quad (5.20)
\end{align}
which is the condition imposed in [37]. The Ward identities obtained from demanding
diffeomorphism invariance of the on-shell action at future null infinity are stronger
than those written in (5.9) and (5.10). For example we can obtain the more general
version (5.9) by starting with (5.20) and demanding invariance under arbitrary $\xi^{r}_{(1)}$
transformations. It would be interesting to understand this and the role of the $\xi^{r}_{(1)}$
transformation better.

The necessary conditions $U_{M}$ has to obey are given in equations (5.14)–(5.19). We
can remove $U_{(2)u}$ from these equations by using (5.15) to express it in terms of $h_{(2)uu}$
and $U_{(1)\varphi}$. The second equation (5.19) then becomes a first order ordinary nonlinear
differential equation for $U_{(1)\varphi}$ that reads

$$2U_{(1)\varphi}U'_{(1)\varphi} - 3U_{(1)\varphi}\partial_{u}h_{(1)\varphi\varphi} + 3U_{(1)\varphi} \left(-h_{(2)uu} + U_{(1)\varphi}^{2}\right) + \partial_{\varphi}h_{(2)uu} = 0,$$

where a prime denotes differentiation with respect to $\varphi$. Given a solution for $U_{(1)\varphi}$
equation (5.15) then tells us what $U_{(2)u}$ is. The component $U_{(2)\varphi}$ will not be fully
determined except its $u$ derivative via equation (5.17). The $u$-independent part can be
removed by using the freedom to perform $\xi^{r}_{(1)}$ coordinate transformations.

We thus see that given the metric (5.8) the normal is almost fully determined. The
only indeterminacy lies in the number of solutions to (5.21). This is due to the fact
that our methodology leading up to the matching equations only provides necessary
conditions. To illustrate this note that for a constant $U_{(2)u}$, equation (5.19) leads to
two possibilities, namely $U_{(1)\varphi} = 0$ or $\partial_{\varphi}U_{(1)\varphi} - \frac{3}{4}\partial_{u}h_{(1)\varphi\varphi} + \frac{3}{2}U_{(2)u} = 0$. It would be
interesting to have an a priori understanding of which $U_{(1)\varphi}$ solution to (5.21) one should
take.

Consider the following simple example

$$ds^{2} = Cdu^{2} - 2dudr + r^{2}d\varphi^{2},$$

where $h_{(2)uu} = C$ is a constant. For $C < 0$ the metric describes a cone which for
$C = -1$ is just Minkowski space-time. For $C > 0$ we are dealing with compactified
Milne space-time while for $C = 0$ we have a null cone. Equations (5.14)–(5.17) apply
and the matching equation (5.19) becomes

$$0 = U_{(1)\varphi} \left[\partial_{\varphi}U_{(1)\varphi} + \frac{3}{2} \left(U_{(1)\varphi}^{2}\right) - \frac{3}{2}C\right].$$

(5.23)

We will take the solution $U_{(1)\varphi} = 0$. It then follows that $U_{(2)u} = -C/2$ where we used
(5.15). The component $U_{(2)\varphi}$ is then a function of $\varphi$ that can be set equal to zero by
using the $\xi^{r}_{(1)}$ transformation. We thus find the following hypersurface $F = r - C/2u$
as future null infinity.

Using (C.80) and (C.81) we see that under the residual coordinate transformations
(5.3)–(5.7) the normal vector transforms as

$$\delta U_{(1)\varphi} = f\partial_{\varphi}U_{(1)\varphi} + f'U_{(1)\varphi} - f'' ,$$

(5.24)
\[ \delta U(2)_u = f \partial_\varphi U(2)_u + 2 f' U(2)_u - f'' U(1)_{\varphi} + \partial_u \xi^r_{(1)}, \]  
\[ \delta U(2)_\varphi = \chi^\mu \partial_\varphi U(2)_\varphi + 2 f' U(2)_\varphi + \partial_\varphi \chi^u U(2)_u + (\xi^r_{(1)} + \alpha(1)) U(1)_{\varphi} - \partial_\varphi \chi^u U(1)_{\varphi} - \partial_\varphi \xi^r_{(1)}, \]  
(5.25)

where \( \chi^\mu \) is given by (5.3) and (5.4). The metric (5.8) is form invariant under (5.11)–(5.13) and the corresponding transformation of the coordinates. This is of course also true for the relations (5.9) and (5.10). Further the conditions (5.14)–(5.17) are form invariant as well, but the matching equations are in general not unless we impose the following conditions on \( \xi^r_{(1)} \)

\[ \partial^2 \xi^r_{(1)} = 0, \]  
(5.27)

\[ \partial_u \partial_\varphi \xi^r_{(1)} = 2 U(1)_\varphi f'' - f'' \left( \partial_\varphi U(1)_\varphi - \frac{3}{2} \partial_u h(1)_{\varphi \varphi} + 5 U(2)_u + U^2(1)_\varphi \right), \]  
(5.28)

where we used \( U(1)_r = 0 \) and \( \alpha(1) = -U(1)_\varphi \partial_\varphi \chi^u \) so that \( \delta U(1)_r = 0 \). The parameter \( \xi^r_{(1)} \) is thus determined up to an arbitrary function of \( \varphi \). The restrictions we find on \( \xi^r_{(1)} \) are related to the comments made in the last two paragraphs of the previous subsection where we showed that the Ward identities obtained from the diffeomorphism invariance of the on-shell action are not invariant under generic \( \xi^r_{(1)} \) transformations.

### 5.3 BMS symmetries

If we contract (4.34) with a vector \( K^\mu \) we can write the result as

\[ e^{-1} \partial_\rho \left[ e K^\mu \left( \hat{h}^{\rho \nu} T_{\mu \nu} - v^\rho T_{\mu} \right) \right] - T_{\mu} \mathcal{L}_K v^\mu + \frac{1}{2} T_{\mu \nu} \mathcal{L}_K \hat{h}^{\mu \nu} = 0. \]  
(5.29)

Hence for any solution to the Killing equations

\[ \mathcal{L}_K v^\mu = 0, \quad \mathcal{L}_K \hat{h}^{\mu \nu} = 0. \]  
(5.30)

we have a conserved current. More is true, since we have

\[ v^\mu T_{\mu} = e^{-1} \partial_\rho \left( -ev^\rho \hat{h}^{\rho \nu} h(1)_{\mu \nu} + 2 e \hat{e}^\rho \hat{e}^\mu \mathcal{L}_{\nu} \hat{\tau}_{\mu} \right) - v^\mu U(2)_\mu, \]  
(5.31)

\[ \hat{h}^{\mu \nu} T_{\mu \nu} = -\frac{1}{2} e^{-1} \partial_\rho \left( e v^\rho \hat{h}^{\rho \nu} h(1)_{\mu \nu} \right) - 2 v^\mu U(2)_\mu, \]  
(5.32)

it follows that for any solution to

\[ \mathcal{L}_K v^\mu = \Omega v^\mu, \quad \mathcal{L}_K \hat{h}^{\mu \nu} = 2 \Omega \hat{h}^{\mu \nu} - \zeta^\mu v^\nu - \zeta^\nu v^\mu, \]  
(5.33)

where \( \Omega \) is constant we have the conservation equation

\[ \partial_\rho (e \mathcal{J}^\rho) = 0, \]  
(5.34)

where the current \( \mathcal{J}^\rho \) is given by

\[ \mathcal{J}^\rho = K^\mu \mathcal{J}^\rho_{\mu} - 2 \hat{e}^\rho \hat{e}^\mu \mathcal{L}_{\nu} \hat{\tau}_{\mu} + \Omega v^\rho \left( U_{(1)r} - e^{-U(1)} U_{(2)} + \frac{1}{2} \hat{h}^{\mu \nu} h(1)_{\mu \nu} \right). \]  
(5.35)
We used that $v^\mu T_{\mu\nu} = 0$ so that the $\zeta^\mu$ drops out. The form of the right hand side of (5.33) is such that the vector $K^\mu$ corresponds to a boundary diffeomorphism that is generated from a bulk diffeomorphism leaving invariant the sources, i.e. setting to zero the variations in (C.69) and (C.70). When $\hat{e}^\mu \nabla_\nu \hat{\tau}_\mu = 0$ there is no torsion as then (A.51) vanishes (using that $K = 0$). In this case we can have a non-constant $\Omega$ if it obeys $v^\mu \partial_\mu \Omega = 0$. We call vectors $K^\mu$ obeying (5.33) generalized conformal Killing vectors, where generalized refers to the presence of the $\zeta^\mu$ vector.

Let us consider the torsion free boundary of (5.1), so that $v^\mu \partial_\mu \Omega = 0$. The most general solution to (5.33) is given by the Killing vectors

\begin{align*}
K^\varphi &= f(\varphi), \\
K^u &= f'(\varphi) u + g(\varphi), \\
\Omega &= -f'(\varphi), \\
\zeta^u &= 0, \\
\zeta^\varphi &= -f''(\varphi) u - g'(\varphi),
\end{align*}

which are of course of the same form as the residual coordinate transformations (5.3)–(5.7).

For the existence of this infinite dimensional symmetry algebra it is crucial that $\zeta^\mu$ is nonzero. The fact that $\zeta^\varphi$ is nonzero is related to the $e_\mu \chi^\mu_{(1)}$ diffeomorphisms and the corresponding Ward identity (4.31) which can be written as $e_\mu v^\nu T^\mu_\nu = 0$. For (5.1) this becomes $T^\varphi_u = 0$. Since the sources are constant the affine connection (A.33) vanishes so that the diffeomorphism Ward identity (4.34) becomes

\begin{align*}
\partial_u T^u_u + \partial_\varphi T^\varphi_u &= 0, \\
\partial_u T^u_\varphi + \partial_\varphi T^\varphi_\varphi &= 0.
\end{align*}

Hence $T^\varphi_u$ is like an energy flux which in a BMS$_3$ invariant theory must vanish. Further we have for the other components

\begin{align*}
T^u_u &= -\partial_u h_{(1)\varphi\varphi} - U_{(2)u}, \\
T^u_\varphi &= -2h_{(2)u\varphi} - \frac{1}{2} \partial_\varphi h_{(1)\varphi\varphi} - 3U_{(2)\varphi} + \frac{3}{2} U_{(1)\varphi} h_{(1)\varphi\varphi}, \\
T^\varphi_\varphi &= \frac{1}{2} \partial_u h_{(1)\varphi\varphi} + 2U_{(2)u}. \tag{5.45}
\end{align*}

\footnote{Similar expressions have been found by contraction of the AdS$_3$ boundary energy-momentum tensor in [44].}

\footnote{If we interchange space and time, i.e. replace $e_\mu$ by the Newton–Cartan clock 1-form $\tau^\mu_{NC}$ and $\tau_\mu$ by the Newton–Cartan spatial vielbein $e^{\mu}_{NC}$ we would be dealing with a geometry that can be thought of as arising from gauging the massless Galilean algebra (that is without the Bargmann extension). The corresponding Ward identity would tell us that the momentum current vanishes which makes perfect sense since the Galilean boost Ward identity [7, 8] relates that current to the mass current which is zero since we are dealing with massless Galilean theories.}
The coordinate \( \varphi \) is periodic with period \( 2\pi \). Let us write instead of the most general Killing vector \( K \) the Killing vectors \( L \) and \( M \) defined as
\[
L = f(\varphi) \partial_\varphi + f' u \partial_u ,
\]
\[
M = g(\varphi) \partial_u ,
\]
so that \( K = L + M \). We Fourier decompose \( f \) and \( g \) as
\[
f(\varphi) = \sum_{n=-\infty}^{\infty} a_n e^{in\varphi} ,\tag{5.48}
\]
\[
g(\varphi) = \sum_{n=-\infty}^{\infty} b_n e^{in\varphi} ,\tag{5.49}
\]
where \( a^*_n = a_{-n} \) and \( b^*_n = b_{-n} \) for reality and we define the complex coordinate \( z \) as \( z = e^{i\varphi} \). We then have \( \partial_\varphi = i z \partial_z \). Defining \( L_n \) and \( M_n \) via
\[
L = -i \sum_{n=-\infty}^{\infty} a_n L_n ,\tag{5.50}
\]
\[
M = \sum_{n=-\infty}^{\infty} b_n M_n ,\tag{5.51}
\]
we obtain\(^{12}\)
\[
L_n = -z^{n+1} \partial_z - nz^n u \partial_u ,\tag{5.52}
\]
\[
M_n = z^n \partial_u .\tag{5.53}
\]
The generators \( L_n \) and \( M_n \) span the BMS\(_3\) algebra
\[
[L_m, L_n] = (m - n) L_{m+n} , \tag{5.54}
\]
\[
[M_m, M_n] = 0 , \tag{5.55}
\]
\[
[L_m, M_n] = (m - n) M_{m+n} . \tag{5.56}
\]
The BMS\(_3\) currents (5.35) for the solution (5.8) are given by
\[
\mathcal{J}^u = (f'u + g) T^u,u + f T^u,\varphi + f' \left( -e^{-U(1)} U(2) + \frac{1}{2} h(1)\varphi\varphi \right) , \tag{5.57}
\]
\[
\mathcal{J}^\varphi = f T^\varphi,\varphi , \tag{5.58}
\]
where the components of the energy-momentum tensor are given by (5.43)–(5.45). The conservation equation is just
\[
\partial_u \mathcal{J}^u + \partial_\varphi \mathcal{J}^\varphi = 0 . \tag{5.59}
\]
\(^{12}\)To write the generators in a manner that is compatible with say [21] one can make the following redefinitions \( L_{n+1} = z L_n \) and \( M_{n+1} = M_n \). The tilded generators are then given by \( \tilde{L}_n = -z^{n+1} \partial_z - (n + 1) z^n u \partial_u \) and \( \tilde{M}_n = z^{n+1} \partial_u \) that satisfy the same algebra (5.54)–(5.56).
It can be checked that the terms containing the normal vector drop out of the divergence by using (5.14)–(5.19), i.e.

$$\partial_u \mathcal{J}^u + \partial_\varphi \mathcal{J}^\varphi = f \left( \partial_\varphi h_{(2)u} - 2 \partial_u h_{(2)\varphi} \right) - g \partial_u^2 h_{(1)\varphi},$$

(5.60)

which vanishes on account of (5.10) and (5.20). We are setting $U_{(1)r} = 0$. The $U_M$ dependent terms can be written in terms of a current that is conserved merely on the basis of the properties of the normal vector. More precisely if we define the current $\mathcal{I}^\mu$ as

$$\mathcal{I}^u = -(f'u + g) \left( 3U_{(2)u} - U_{(1)u}^2 \right) - 3fU_{(2)\varphi} + \frac{3}{2} fU_{(1)\varphi}h_{(1)\varphi} - f'e^{-U_{(1)}} U_{(2)},$$

(5.61)

and

$$\mathcal{I}^\varphi = 2fU_{(2)u},$$

(5.62)

then we have

$$\partial_u \mathcal{I}^u + \partial_\varphi \mathcal{I}^\varphi = 0,$$

(5.63)

as a consequence of (5.14)–(5.19). We can thus define a new conserved current $\tilde{\mathcal{J}}^\mu = \mathcal{J}^\mu - \mathcal{I}^\mu$ whose components read

$$\tilde{\mathcal{J}}^u = -(f'u + g) \left( \partial_u h_{(1)\varphi} + h_{(2)uu} \right) - 2fh_{(2)u\varphi} + f'h_{(1)\varphi} - \frac{1}{2} \partial_\varphi \left( fh_{(1)\varphi} \right),$$

(5.64)

and

$$\tilde{\mathcal{J}}^\varphi = \frac{1}{2} \partial_u \left( fh_{(1)\varphi} \right).$$

(5.65)

The last terms in $\tilde{\mathcal{J}}^u$ together with the only term in $\tilde{\mathcal{J}}^\varphi$ form an identically conserved current. If we remove these pieces the $u$-component of $\tilde{\mathcal{J}}^\mu$ agrees with the integrands for the charges of the BMS$_3$ algebra as given in for example [37] where in order to compare we need to expand $f$ and $g$ into its Fourier modes and take the parameter $\mu$ in [37] to infinity in order to have the same bulk action. As shown in [30] the charge algebra gives rise to a central element in the $[L_m, M_n]$ commutator.

The solutions (5.8) contain interesting space-times such as conical defects [45] and cosmological solutions (orbifolds of flat space-time) [46]. The charges of these solutions can be computed using the expressions given in [37].

6 Discussion

We have shown that the boundary geometry at $\mathcal{I}^+$ is described by the Carrollian geometry of [19]. A covariant description of the boundary geometry allows for a definition of the boundary energy-momentum tensor $\mathcal{T}^\mu_\nu$ which satisfies two Ward identities: a diffeomorphism Ward identity and another one related to a shift invariance acting on the boundary source $\hat{\tau}_\mu$ which states that the energy flux $v^\nu e_\mu \mathcal{T}^\mu_\nu$ vanishes. It is this extra Ward identity that is responsible for the appearance of the infinite dimensional BMS$_3$ symmetry algebra. We showed that there is a well-posed variational problem at $\mathcal{I}^+$ without the need of adding a Gibbons–Hawking boundary term. The diffeomorphism Ward identity deriving from the diffeomorphism invariance of the on-shell action
is compatible with the Ward identity-type equations obtained by solving Einstein’s equations in the bulk.

This work can be extended in a number of ways. First of all it would be interesting to study the theory close to spatial infinity by working out the boundary geometry and using this to define a boundary energy-momentum tensor. Further, it would be interesting to compare the present techniques with the approach in [47] where a Chern–Simons formulation is used to compute correlation functions of stress tensor correlators.

The real interesting challenge though is to extend these methods to 4 space-time dimensions to make contact with black holes physics and S-matrix results [48, 49]. One of the motivations for this work is to find an approach that does not use specific 3D techniques such as Chern–Simons theories or large radius AdS$_3$ limits in order to be able to study flat space holography in 4 dimensions. Of course there are many new features, notably the presence of gravitons, when going up in dimensions, but it would be interesting to see how far one can get by following similar reasoning.

It is clearly important that we understand field theories (especially in 2 and 3 space-time dimensions) with BMS symmetries. Since we do not have a specific proposal for a duality between some quantum gravity theory on flat space-time and a theory on its boundary we need to resort to general characteristic features. A covariant description of the boundary geometry will help in this endeavor. In this work for example it allowed us to define a boundary energy-momentum tensor $T^{\mu \nu}$, and we showed that the energy flux $v^\nu e_\mu T^{\mu \nu}$ has to vanish in order to obtain all the BMS$_3$ currents.

Finally, since any null hypersurface is a Carrollian geometry understanding field theory on Carrollian geometry in general might also be insightful for black hole physics in relation to the physics of black hole horizons. For example in relation to recent ideas concerning BMS supertranslations on black hole horizons [50].
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A  Carrollian Geometry

In this appendix we review Carrollian geometry as defined in [19] (see also [17, 36, 18] for related work). In [19] it is shown that one can gauge the Carroll algebra, deform it so as to replace local time and space translations by diffeomorphisms (in the same manner
as was done for the gauging of the Poincaré and Galilei algebras in \cite{13}). This leads to a rather large set of independent fields, namely $\tau_\mu, e_\mu^a$ and two connections $\Omega_\mu^a$ and $\Omega_\mu^{ab}$ for local Carroll boosts and local spatial rotations respectively. One can then show that the algebra of diffeomorphisms and local tangent space transformations consisting of local Carroll boosts and local spatial rotations can also be realized on a smaller set of fields, i.e. $\tau_\mu, e_\mu^a$ and a contravariant vector $M^\mu$. It is in terms of these variables that null hypersurfaces are described by Carrollian geometry \cite{17, 36, 18, 19}. This also applies to the boundary at future null infinity (as shown in section 2.2). The fields $\tau_\mu, e_\mu^a$ and $M^\mu$ allow us to write down an expression for a (torsionful) affine connection $\Gamma^\rho_\mu\nu$ that is invariant under the tangent space transformations and that is metric compatible in the sense of $\nabla_\mu v^\nu = 0$ and $\nabla_\mu h_{\nu\rho} = 0$. This expression will be given further below.

## A.1 Arbitrary dimensions

The Carroll algebra is given by

\[
\begin{align*}
[J_{ab}, P_c] &= \delta_{ac} P_b - \delta_{bc} P_a , \\
[J_{ab}, C_c] &= \delta_{ac} C_b - \delta_{bc} C_a , \\
[J_{ab}, J_{cd}] &= \delta_{ac} J_{bd} - \delta_{ad} J_{bc} - \delta_{bc} J_{ad} + \delta_{bd} J_{ac} , \\
[P_a, C_b] &= \delta_{ab} H ,
\end{align*}
\]

where $a = 1, \ldots, d$ with $H$ denoting the Hamiltonian, $P_a$ spatial momenta, $J_{ab}$ spatial rotations and $C_a$ Carrollian boosts. We introduce a Lie algebra valued connection $A_\mu$ via

\[
A_\mu = H \tau_\mu + P_a e_\mu^a + C_a \Omega_\mu^a + \frac{1}{2} J_{ab} \Omega_\mu^{ab} ,
\]

(A.1)

where $\mu$ takes $d+1$ values, so that we work with a $(d+1)$-dimensional space-time. This connection transforms in the adjoint so that we have

\[
\delta A_\mu = \partial_\mu \Lambda + [A_\mu, \Lambda] .
\]

(A.2)

One can always write $\Lambda$ as

\[
\Lambda = \xi^\mu A_\mu + \Sigma ,
\]

(A.3)

where $\Sigma$ is given by

\[
\Sigma = C_a \lambda^a + \frac{1}{2} J_{ab} \lambda^{ab} .
\]

(A.4)

The idea will be to think of $\xi^\mu$ as the generator of diffeomorphisms and $\Sigma$ as the tangent space transformations. To realize this idea we need to introduce a new local transformation denoted by $\bar{\delta}$ that is defined as

\[
\bar{\delta} A_\mu = \delta A_\mu - \xi^\nu F_{\mu\nu} = L_\xi A_\mu + \partial_\mu \Sigma + [A_\mu, \Sigma] ,
\]

(A.5)

where $F_{\mu\nu}$ is the Yang–Mills field strength

\[
F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu + [A_\mu, A_\nu] .
\]
\[ H R_{\mu \nu} (H) + P_{\alpha} R_{\mu \nu}^{\alpha} (P) + C_{\alpha} R_{\mu \nu}^{\alpha} (C) + \frac{1}{2} J_{ab} R_{\mu \nu}^{ab} (J) . \] (A.6)

From now on we will always work with the \( \bar{\delta} \) transformations and drop the bar on \( \delta \).

In components the transformations act as

\[
\delta \tau_{\mu} = L_{\xi} \tau_{\mu} + e_{\mu}^{a} \lambda_{a},
\]
(A.7)

\[
\delta e_{\mu}^{a} = L_{\xi} e_{\mu}^{a} + \lambda^{a}_{b} e_{\mu}^{b},
\]
(A.8)

\[
\delta \Omega_{\mu}^{a} = L_{\xi} \Omega_{\mu}^{a} + \partial_{\mu} \lambda^{a} - \lambda^{a}_{b} \Omega_{\mu}^{b},
\]
(A.9)

\[
\delta \Omega_{\mu}^{ab} = L_{\xi} \Omega_{\mu}^{ab} + \partial_{\mu} \lambda^{ab} + \lambda^{a}_{c} \Omega_{\mu}^{cb} - \lambda^{b}_{c} \Omega_{\mu}^{ca}.
\]
(A.10)

The Lie derivatives along \( \xi^{\mu} \) correspond to diffeomorphisms whereas the local transformations with parameters \( \lambda^{a} \) and \( \lambda^{ab} = -\lambda^{ba} \) correspond to local tangent space transformations. The Carroll algebra can be obtained as the \( c \to 0 \) contraction of the Poincaré algebra. Hence the light cones have collapsed to a line. This shows up in the fact that there are no boost transformations acting on the spacelike vielbeins \( e_{\mu}^{a} \). It also features dynamically in that a free Carroll particle does not move [51]. The component expressions for the field strengths are given by

\[
R_{\mu \nu} (H) = \partial_{\mu} \tau_{\nu} - \partial_{\nu} \tau_{\mu} + e_{\mu}^{a} \Omega_{\nu a} - e_{\nu}^{a} \Omega_{\mu a},
\]
(A.11)

\[
R_{\mu \nu}^{a} (P) = \partial_{\mu} e_{\nu}^{a} - \partial_{\nu} e_{\mu}^{a} - \Omega_{\mu}^{ab} e_{\nu b} + \Omega_{\nu}^{ab} e_{\mu b},
\]
(A.12)

\[
R_{\mu \nu}^{a} (C) = \partial_{\mu} \Omega_{\nu}^{a} - \partial_{\nu} \Omega_{\mu}^{a} - \Omega_{\mu}^{ab} \Omega_{\nu b} + \Omega_{\nu}^{ab} \Omega_{\mu b},
\]
(A.13)

\[
R_{\mu \nu}^{ab} (J) = \partial_{\mu} \Omega_{\nu}^{ab} - \partial_{\nu} \Omega_{\mu}^{ab} - \Omega_{\mu}^{ca} \Omega_{\nu}^{b c} + \Omega_{\nu}^{ca} \Omega_{\mu}^{b c}.
\]
(A.14)

We next introduce vielbein postulates so that we can describe the properties of the curvatures in \( F_{\mu \nu} \) in terms of the Riemann curvature and torsion of an affine connection \( \Gamma_{\mu \nu}^{\rho} \). The affine connection is invariant under the tangent space \( \Sigma \) transformations. We denote by \( D_{\mu} \) the covariant derivative that transforms covariantly under the \( \delta \) transformations. It is given by

\[
D_{\mu} \tau_{\nu} = \partial_{\mu} \tau_{\nu} - \Gamma_{\mu \nu}^{\rho} \tau_{\rho} - \Omega_{\mu a} e_{\nu}^{a},
\]
(A.15)

\[
D_{\mu} e_{\nu}^{a} = \partial_{\mu} e_{\nu}^{a} - \Gamma_{\mu \nu}^{\rho} e_{\rho}^{a} - \Omega_{\mu}^{ab} e_{\nu}^{b}.
\]
(A.16)

We can now write the vielbein postulates simply as

\[
D_{\mu} \tau_{\nu} = 0,
\]
(A.17)

\[
D_{\mu} e_{\nu}^{a} = 0.
\]
(A.18)

These equations can be solved for \( \Omega_{\mu a} \) and \( \Omega_{\mu}^{ab} \) in terms of \( \Gamma_{\mu \nu}^{\rho} \) by contracting the vielbein postulates with the inverse vielbeins \( v^{\mu} \) and \( e_{\mu}^{a} \). The inverse are defined through

\[
v^{\mu} \tau_{\mu} = -1, \quad v^{\mu} e_{\mu}^{a} = 0, \quad e_{a}^{\mu} \tau_{\mu} = 0, \quad e_{a}^{\mu} e_{\mu}^{b} = \delta_{a}^{b},
\]
(A.19)
and they transform under the $\delta$ transformation as

$$\delta v^\mu = \mathcal{L}_\xi v^\mu,$$

$$\delta e_a^\mu = \mathcal{L}_\xi e_a^\mu + v^\mu \lambda_a + \lambda_a^b e_b^\mu.$$  \hspace{1cm} (A.20)

The inverse vielbein postulates read

$$\mathcal{D}_\mu v^\nu = \partial_\mu v^\nu + \Gamma_\mu^\nu_{\rho v} v^\rho = 0,$$

$$\mathcal{D}_\mu e_a^\nu = \partial_\mu e_a^\nu + \Gamma_\mu^\nu_{\rho e} e_\rho^a - v^\nu \Omega_{\mu a} - \Omega_{\mu ab}^b e_b^\nu = 0.$$  \hspace{1cm} (A.22)

The vielbein postulates ensure metric compatibility in the sense that $c\nabla_\mu v^\nu = 0$ and $c\nabla_\mu h_{\nu\rho} = 0$ where $v^\mu$ and $h_{\mu\nu} = \delta_{ab} e_\mu^a e_\nu^b$ are the Carrollian metric-like quantities (i.e. invariant under the tangent space transformations). Here $c\nabla_\mu$ denotes the covariant derivative containing $\Gamma_\mu^\nu_{\rho v}$. We put a superscript $c$ to indicate that these are covariant in the sense of Carrollian geometry and to distinguish them from the bulk covariant derivative and Levi–Civita connection.

By isolating the affine connection and taking the antisymmetric part of (A.15)–(A.18) we see that the torsion $\Gamma_\mu^\nu_{[\mu\nu]}$ can be related to the curvatures $R_{\mu\nu}(H)$ and $R_{\mu\nu}^a(P)$ via

$$2\Gamma_\mu^\nu_{[\mu\nu]} = -v^\rho R_{\mu\nu}(H) + e_\rho^a R_{\mu\nu}^a(P).$$  \hspace{1cm} (A.24)

The Riemann curvature tensor is defined as

$$\left[ c\nabla_\mu, c\nabla_\nu \right] X_\sigma = c\hat{R}_{\mu\nu\sigma}^\rho X_\rho - 2\Gamma_\mu^\rho_{[\mu\nu]} \nabla_\rho X_\sigma.$$  \hspace{1cm} (A.25)

This means that $c\hat{R}_{\mu\nu\sigma}^\rho$ is given by

$$c\hat{R}_{\mu\nu\sigma}^\rho = -\partial_\mu c\hat{R}^\rho_{\nu\sigma} + \partial_\nu c\hat{R}^\rho_{\mu\sigma} - c\hat{R}^\rho_{\mu\lambda} \nabla_\nu X_\lambda + \nabla_\nu X_\rho.$$  \hspace{1cm} (A.26)

By employing the vielbein postulates it can be shown that

$$c\hat{R}_{\mu\nu\sigma}^\rho = -v^\rho e_{\sigma a} R_{\mu\nu}^{a}(C) - e_{\sigma a} e_\rho^b R_{\mu\nu}^{ab}(J).$$  \hspace{1cm} (A.27)

We will now introduce a contravariant vector $M^\mu$ so as to realize the algebra of $\delta$ transformations (A.7)–(A.10) in terms of transformations of the smaller number of fields $\tau_\mu, e_a^\mu$ and $M^\mu$ (smaller as compared to the adjoint representation used earlier with the connections $\Omega_{\mu a}^a$ and $\Omega_{\mu ab}^b$). This can be achieved by taking $M^\mu$ to transform as

$$\delta M^\mu = \mathcal{L}_\xi M^\mu + \lambda^a e_a^\mu,$$  \hspace{1cm} (A.28)

and to find an expression for the affine connection in terms of $\tau_\mu, e_a^\mu$ and $M^\mu$ that is invariant under the local tangent space transformations. The vielbein postulates then make the connections $\Omega_{\mu a}^a$ and $\Omega_{\mu ab}^b$ fully expressable in terms of $\tau_\mu, e_a^\mu$ and $M^\mu$.  
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Using the field $M^\mu$ we can construct the following tangent space invariant objects

$$\hat{\tau}_\mu = \tau_\mu - h_{\mu\nu}M^\nu, \quad (A.29)$$

$$\hat{h}^{\mu\nu} = h^{\mu\nu} - M^\mu v^\nu - M^\nu v^\mu, \quad (A.30)$$

$$\bar{\Phi} = -\tau_\mu M^\mu + \frac{1}{2} h_{\mu\nu} M^\mu M^\nu, \quad (A.31)$$

where $h^{\mu\nu} = \delta^{ab} e^a_\mu e^b_\nu$. There also exists a set of Carroll boost invariant vielbeins denoted by $\hat{\tau}_\mu$, $e^a_\mu$ whose inverses are $v^\mu$ and $\hat{e}^a_\mu$ where

$$\hat{e}^a_\mu = e^a_\mu - M^\nu e^a_{\nu a} v^\mu. \quad (A.32)$$

We define $\hat{h}^{\mu\nu} = \delta^{ab} \hat{e}^a_\mu \hat{e}^b_\nu$.

In terms of these invariants the affine connection can be taken to be

$$\hat{\Gamma}^\lambda_{\mu\rho} = -v^\lambda \partial_\mu \hat{\tau}_\rho + \frac{1}{2} \hat{h}^{\nu\lambda} (\partial_\mu h_{\nu\rho} + \partial_\rho h_{\mu\nu} - \partial_\nu h_{\mu\rho}) - \hat{h}^{\nu\lambda} \hat{\tau}_\rho K_{\mu\nu}, \quad (A.33)$$

where $K_{\mu\nu}$ is the extrinsic curvature defined as

$$K_{\mu\nu} = -\frac{1}{2} \mathcal{L}_v h_{\mu\nu}. \quad (A.34)$$

The torsion tensor is therefore

$$2\hat{\Gamma}^\lambda_{[\mu\rho]} = -2v^\lambda \partial_{[\mu} \hat{\tau}_{\rho]} - 2\hat{h}^{\nu\lambda} \hat{\tau}_{[\rho} K_{\mu]\nu]. \quad (A.35)$$

The affine connection $\hat{\Gamma}^\lambda_{\mu\rho}$ has the properties that

$$\nabla_\mu \hat{\tau}_\nu = \nabla_\mu h_{\nu\rho} = \nabla_\mu v^\nu = \nabla_\mu \hat{h}^{\nu\rho} = 0. \quad (A.36)$$

Just like in the case of the gauging of the Galilei algebra the metric compatible and tangent space invariant affine connection is not unique [12, 5, 13]. This is not a problem one just needs to specify which connection is being used. In this paper we will always work with the connection (A.33). The traces of (A.33) are given by

$$\Gamma^\rho_{\mu\nu} = -\mathcal{L}_v \hat{\tau}_\nu + e^{-1} \partial_\nu e - \hat{\tau}_\nu K, \quad (A.37)$$

and

$$\Gamma^\rho_{\nu\rho} = e^{-1} \partial_\nu e, \quad (A.38)$$

where

$$e = \det (\tau_\mu, e_\mu), \quad (A.39)$$

so that

$$2\hat{\Gamma}^\rho_{[\mu\nu]} = -\mathcal{L}_v \hat{\tau}_{\nu} - \hat{\tau}_\nu K. \quad (A.40)$$
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A.2 Two-dimensions

In two or rather 1+1 dimensions the spatial rotations are no longer part of the Carroll algebra. Further, the Carroll algebra is now isomorphic to the 2-dimensional Galilei algebra (without the central extension giving rise to the Bargmann algebra). To see the isomorphism one just needs to interchange the roles of $H$ and $P$. That means that in 1+1 dimensions we are dealing with torsional Newton–Cartan geometry. However we keep writing things in a Carrollian manner as that is the more natural geometry and because that is the geometry one finds on the boundary at future null infinity in higher dimensions which eases comparison.

In this subsection we collect a few special relations that are useful when dealing with 2-dimensional Carrollian geometries. First of all in 1+1 dimensions the epsilon tensor is

$$\epsilon_{\mu\nu} = \hat{\tau}_\mu e_\nu - \hat{\tau}_\nu e_\mu, \quad (A.41)$$

$$\epsilon^{\mu\nu} = v^\mu \hat{\tau}^\nu - v^\nu \hat{\tau}^\mu. \quad (A.42)$$

This can be used to compute the inverse vielbeins.

The extrinsic curvature tensor is pure trace

$$K_{\mu\nu} = Kh_{\mu\nu}, \quad (A.43)$$

where

$$K = -v^\mu \hat{\tau}^\nu (\partial_\mu e_\nu - \partial_\nu e_\mu) = -e^{-1} \partial_\mu (ev^\mu). \quad (A.44)$$

Similarly using the epsilon tensor one can show that

$$\hat{\epsilon}^\mu \mathcal{L}_v \hat{\tau}_\mu = e^{-1} \partial_\mu (e\hat{\epsilon}^\mu). \quad (A.45)$$

Using the vielbein postulate (A.17) we find

$$\partial_\mu \tau_\nu - \Gamma^\rho_{\mu\nu}\tau_\rho = \Omega_\mu e_\nu = \hat{c} \nabla_\mu \tau_\nu = h_{\nu\rho} \hat{c} \nabla_\mu M^\rho = e_\nu e_\rho \hat{c} \nabla_\mu M^\sigma \quad (A.46)$$

so that

$$\Omega_\mu = \partial_\mu (e_\rho M^\rho), \quad (A.47)$$

and thus the curvature associated with local Carroll boosts (A.13) is zero because

$$R_{\mu\nu}(C) = \partial_\mu \Omega_\nu - \partial_\nu \Omega_\mu = 0. \quad (A.48)$$

This means that since we have (A.27) which in 1+1 dimensions reads

$$\hat{R}^\sigma_{\mu\nu\rho} = -v^\sigma e_\mu R_{\rho\nu}(C) \quad (A.49)$$

the geometry is flat, i.e.

$$\hat{R}^\sigma_{\mu\nu\rho} = 0. \quad (A.50)$$

The torsion however is given by

$$2\hat{\epsilon}^\mu v^\nu \Gamma^\rho_{[\mu\nu]} = v^\rho \hat{\epsilon}^\mu \mathcal{L}_v \hat{\tau}_\mu + \hat{\epsilon}^\rho K, \quad (A.51)$$

and so in 1+1 dimensions Carrollian geometry is flat but it has torsion.
B Expansions up to NLO

In section 3.1 we first solve the bulk equations of motion at leading and NLO order. To this end we collect here some useful results regarding the expansion of the metric and Christoffel connection needed to solve the Einstein equations at LO and NLO. The main purpose of section 3.1 is to establish equations (3.7) and (3.8).

The expansion of the metric is given by

\[ g_{rr} = 2\Phi r^{-2} + \mathcal{O}(r^{-3}), \quad (B.1) \]
\[ g_{r\mu} = -\hat{\tau}_\mu + r^{-1}h_{(1)r\mu} + \mathcal{O}(r^{-2}), \quad (B.2) \]
\[ g_{\mu\nu} = r^2h_{\mu\nu} + rh_{(1)\mu\nu} + \mathcal{O}(1), \quad (B.3) \]

while the expansion of the inverse metric reads

\[ g^{rr} = rH_{(1)}^{rr} + \mathcal{O}(1), \quad (B.4) \]
\[ g^{r\mu} = v^\mu + r^{-1}H_{(1)}^{r\mu} + \mathcal{O}(r^{-2}), \quad (B.5) \]
\[ g^{\mu\nu} = r^{-2}\tilde{h}^{\mu\nu} + r^{-3}H_{(1)}^{\mu\nu} + \mathcal{O}(r^{-4}), \quad (B.6) \]

where

\[ H_{(1)}^{rr} = -v^\nu v^\nu h_{(1)\mu\nu}, \quad (B.7) \]
\[ H_{(1)}^{r\mu} = -v^\nu v^\nu h_{(1)\mu\nu} - \hat{h}^{\mu\nu} v^\rho h_{(1)\mu\nu} + 2\bar{\Phi} v^\mu v^\nu v^\rho h_{(1)\mu\nu}, \quad (B.8) \]
\[ h_{\mu\nu} H_{(1)}^{\mu\nu} = -\hat{h}^{\mu\nu} h_{(1)\mu\nu}. \quad (B.9) \]

Other components of \( H_{(1)}^{\mu\nu} \) are not needed.

Using these results we can compute the following expansions of the Christoffel connections

\[ \Gamma^r_{rr} = r^{-2} \left( 2\bar{\Phi} v^\nu v^\rho h_{(1)\mu\nu} - v^\mu h_{(1)\nu\mu} - v^\mu \partial_\nu \bar{\Phi} \right) + \mathcal{O}(r^{-3}), \quad (B.10) \]
\[ \Gamma^r_{r\mu} = \frac{1}{2} v^\nu h_{(1)\mu\nu} + \frac{1}{2} \mathcal{L}_v \tau_\mu - h_{\mu\nu} \hat{h}^{\nu\rho} v^\sigma h_{(1)\rho\sigma} + \mathcal{O}(r^{-1}), \quad (B.11) \]
\[ \Gamma^r_{\mu\nu} = r^2 \left( K h_{\mu\nu} + h_{\mu\nu} v^\rho v^\sigma h_{(1)\rho\sigma} \right) + \mathcal{O}(r), \quad (B.12) \]
\[ \Gamma^\alpha_{rr} = -2r^{-3}\bar{\Phi} v^\mu + \mathcal{O}(r^{-4}), \quad (B.13) \]
\[ \Gamma^\alpha_{r\nu} = r^{-1} h_{\nu\rho} \hat{h}_{\rho\mu} + r^{-2} \Gamma^\alpha_{(1)r\nu} + \mathcal{O}(r^{-3}), \quad (B.14) \]
\[ \Gamma^\rho_{\mu\nu} = -rv^\rho h_{\mu\nu} + \Gamma^\rho_{(1)\mu\nu} + \mathcal{O}(r^{-1}), \quad (B.15) \]

where

\[ \Gamma^\rho_{(1)r\nu} = v^\mu \partial_\rho \bar{\Phi} - v^\mu e_\nu \hat{\tau}_\rho \hat{e}^\sigma \Gamma^\rho_{(1)r\sigma} + \bar{\Phi} v^\mu \hat{\tau}_\nu v^\rho v^\sigma h_{(1)\rho\sigma} \]
\[ -\frac{1}{2} \hat{e}^\mu \hat{\tau}_\nu \hat{e}^\rho v^\sigma h_{(1)\rho\sigma} \]
\[ + \frac{1}{2} \hat{e}^\mu \hat{\tau}_\nu \hat{e}^\rho \mathcal{L}_v \hat{\tau}_\rho - \frac{1}{2} \hat{e}^\mu \partial_\nu \hat{h}_{\rho\sigma} h_{(1)\rho\sigma}, \quad (B.16) \]
\[ \Gamma^\rho_{(1)\mu\nu} = \frac{1}{2} \hat{e}_{(\mu\nu)} - \frac{1}{2} v^\rho h_{(1)\mu\nu} + \frac{1}{2} \hat{h}_{\rho\sigma} h_{\mu\sigma} \hat{\tau}_\nu K + \frac{1}{2} \hat{h}_{\rho\sigma} h_{\nu\sigma} \hat{\tau}_\mu K - 2\bar{\Phi} v^\rho h_{\mu\nu} K \]
\[ + h_{\mu\nu} \left( v^\rho v^\sigma h_{(1)\rho\sigma} + \hat{h}_{\rho\sigma} v^\lambda h_{(1)\sigma\lambda} - 2\bar{\Phi} v^\rho v^\sigma v^\lambda h_{(1)\sigma\lambda} \right). \quad (B.17) \]

The term \( \hat{\tau}_\rho \hat{e}^\sigma \Gamma^\rho_{(1)r\sigma} \) is not needed.
C  Asymptotic Expansions

In this last appendix we collect a large set of near boundary expansions of the metric, Christoffel connections and all the vielbeins. Further we write down the asymptotic expansions of the diffeomorphisms that leave invariant the BMS gauge with sources. Throughout this appendix we use equations (3.7) and (3.8) for $v^\mu h_{(1)r\mu}$ and $v^\mu h_{(1)\mu\nu}$.

C.1 Metric

For our purposes of solving the Einstein equations up to the order that provides us with the Ward identities and for computing the variation of the on-shell action it will prove sufficient to expand the metric up to the following orders

$$g_{rr} = 2\bar{\Phi}r^{-2} + \mathcal{O}(r^{-3})$$  \hspace{1cm} (C.1)
$$g_{r\mu} = -\hat{\tau}_\mu + r^{-1}h_{(1)r\mu} + \mathcal{O}(r^{-2})$$  \hspace{1cm} (C.2)
$$g_{\mu\nu} = r^2h_{\mu\nu} + rh_{(1)\mu\nu} + h_{(2)\mu\nu} + \mathcal{O}(r^{-1})$$  \hspace{1cm} (C.3)

The expansion of the inverse metric is given by

$$g^{rr} = rH^{rr}_{(1)} + H^{rr}_{(2)} + \mathcal{O}(r^{-1})$$  \hspace{1cm} (C.4)
$$g^{r\mu} = v^\mu + r^{-1}H^{r\mu}_{(1)} + r^{-2}H^{r\mu}_{(2)} + \mathcal{O}(r^{-3})$$  \hspace{1cm} (C.5)
$$g^{\mu\nu} = -\hat{h}^{\mu\nu} + r^{-3}H^{\mu\nu}_{(1)} + r^{-4}H^{\mu\nu}_{(2)} + \mathcal{O}(r^{-5})$$  \hspace{1cm} (C.6)

where

$$H^{rr}_{(1)} = 2K$$  \hspace{1cm} (C.7)
$$H^{r\mu}_{(1)} = -2\bar{\Phi}Kv^\mu - \hat{h}^{\mu\nu}\mathcal{L}_v\hat{\tau}_\nu + v^\mu v^\nu\partial_\nu\bar{\Phi}$$  \hspace{1cm} (C.8)
$$e_\mu\hat{\tau}_\nu H^{\mu\nu}_{(1)} = -2\bar{\Phi}\hat{\epsilon}_\mu\mathcal{L}_v\hat{\tau}_\mu + \hat{\epsilon}_\mu h_{(1)r\mu}$$  \hspace{1cm} (C.9)
$$e_\mu e_\nu H^{\mu\nu}_{(1)} = -\hat{h}^{\mu\nu}h_{(1)\mu\nu}$$  \hspace{1cm} (C.10)

we will not need $\hat{\tau}_\mu H^{\mu\nu}_{(1)}$, and where

$$H^{rr}_{(2)} = -v^\mu v^\nu h_{(2)\mu\nu} + 4Kv^\mu\partial_\mu\bar{\Phi} + (\hat{\epsilon}_\mu\mathcal{L}_v\hat{\tau}_\mu)^2$$  \hspace{1cm} (C.11)
$$e_\mu H^{rr}_{(2)} = -2K\hat{\epsilon}_\mu h_{(1)r\mu} + (\hat{\epsilon}_\mu\mathcal{L}_v\hat{\tau}_\mu)\hat{\epsilon}_\rho \partial_\rho\bar{\Phi} - (\hat{\epsilon}_\mu\mathcal{L}_v\hat{\tau}_\mu)\hat{\epsilon}_\rho\partial_\nu\bar{\Phi} + 2\bar{\Phi}K\hat{\epsilon}_\mu\mathcal{L}_v\hat{\tau}_\mu - \hat{\epsilon}_\rho v^\rho h_{(2)\mu\nu}$$  \hspace{1cm} (C.12)

The components $\hat{\tau}_\mu H^{r\mu}_{(1)}$ and $H^{\mu\nu}_{(2)}$ will also not be needed.

C.2 Connection

We expand the connections up to the following orders

$$\Gamma^r_{rr} = -2r^{-2}\bar{\Phi}K + \mathcal{O}(r^{-3})$$  \hspace{1cm} (C.13)
\[ \Gamma_{r\mu}^\nu = \hat{\tau}_\mu K + r^{-1}\Gamma_{(2)r\mu} + \mathcal{O}(r^{-2}), \quad (C.14) \]
\[ \Gamma_{\mu\nu}^r = -r^{2}K\h_{\mu\nu} + r\Gamma_{(2)\mu\nu} + \Gamma_{(3)\mu\nu} + \mathcal{O}(r^{-1}), \quad (C.15) \]
\[ \Gamma_{rr}^\mu = -2r^{-3}\Phi v^\mu + r^{-1}\Gamma_{(1)rr}^\mu + \mathcal{O}(r^{-5}), \quad (C.16) \]
\[ \Gamma_{r\nu}^\mu = r^{-1}h_{\mu\nu}\hat{\tau}^\nu + r^{-2}\Gamma_{(1)r\nu}^\mu + r^{-3}\Gamma_{(2)r\nu}^\mu + \mathcal{O}(r^{-4}), \quad (C.17) \]
\[ \Gamma_{\mu\nu}^\rho = -rv^\rho h_{\mu\nu} + \Gamma_{(1)\mu\nu}^\rho + r^{-1}\Gamma_{(2)\mu\nu}^\rho + r^{-2}\Gamma_{(3)\mu\nu}^\rho + \mathcal{O}(r^{-3}), \quad (C.18) \]

where the first order coefficients are given by
\[ e_\mu \Gamma_{(1)rr}^\mu = -\hat{e}_\mu \h_{(1)rr} - \hat{e}_\mu \partial_\mu \bar{\Phi} + 2\Phi \hat{e}_\mu \mathcal{L}_\nu \hat{\tau}_\mu, \quad (C.19) \]
\[ \Gamma_{(1)\nu\rho}^\mu = v^\mu \partial_\nu \bar{\Phi} - v^\mu e_\nu \hat{e}_\h_{(1)\rho\nu} - \frac{1}{2} \hat{h}_{\rho\nu} \h_{\mu\nu} \hat{\lambda}_\kappa \h_{(1)\lambda\kappa} - 2\Phi \hat{\tau}_\nu v^\mu K, \quad (C.20) \]
\[ \Gamma_{(1)\mu\nu}^\rho = \hat{\Gamma}_{(\rho\nu)}^\mu - v^\rho h_{\mu\nu} v^\nu \partial_\rho \bar{\Phi} + h_{\mu\nu\rho} \hat{h}_{\sigma\tau} L_\nu \hat{\tau}_\sigma + 2v^\rho \hat{\tau}_\mu \hat{\tau}_\nu K - \frac{1}{2} v^\rho h_{\mu\nu} \hat{h}_{\lambda\kappa} h_{(1)\lambda\kappa} + \frac{1}{2} (\delta_\rho^\nu \bar{\tau}_\nu + \delta_\mu^\nu \bar{\tau}_\nu) K \quad (C.21) \]

We will not be needing the component \( \hat{\tau}_\mu \Gamma_{(1)rr}^\mu \). At second order in derivatives we have
\[ v^\mu \Gamma_{(2)\mu\nu}^\nu = K v^\mu \partial_\nu \bar{\Phi} + 2\Phi K^2, \quad (C.22) \]
\[ e_\mu \Gamma_{(2)\nu\rho}^\mu = -\hat{e}_\mu \h_{(2)\nu\rho} - \frac{1}{2} \hat{e}_\mu \partial_\mu \left( v^\nu \partial_\nu \bar{\Phi} \right) - \frac{1}{2} v^\mu \partial_\mu \left( \hat{e}_\nu \h_{(1)\nu\rho} \right) + \left( \hat{e}_\mu \partial_\mu \bar{\Phi} \right) K \]
\[ -\Phi \hat{e}_\mu \partial_\mu \bar{\Phi} - \Phi K \hat{e}_\mu \mathcal{L}_\nu \hat{\tau}_\mu - \frac{1}{2} (\hat{e}_\mu \mathcal{L}_\nu \hat{\tau}_\mu) v^\nu \partial_\nu \bar{\Phi} + \frac{1}{2} (\hat{e}_\mu \mathcal{L}_\nu \hat{\tau}_\mu) \hat{\lambda}_\kappa h_{(1)\lambda\kappa} - \frac{3}{2} \hat{e}_\nu h_{(1)\nu\rho} K, \quad (C.23) \]
\[ v^\mu v^\nu \Gamma_{(2)\mu\nu} = -v^\mu \partial_\mu K + 2K^2, \quad (C.24) \]
\[ e_\mu e_\nu \Gamma_{(2)\mu\nu} = -\hat{e}_\mu \partial_\mu K + K \hat{e}_\mu \mathcal{L}_\nu \hat{\tau}_\mu, \quad (C.25) \]
\[ \hat{e}_\mu \hat{e}_\nu \Gamma_{(2)\mu\nu} = \hat{e}_\mu \partial_\mu \left( \hat{e}_\nu \mathcal{L}_\nu \hat{\tau}_\nu \right) - \frac{1}{2} v^\mu \partial_\mu \left( \hat{h}_{\lambda\kappa} h_{(1)\lambda\kappa} \right) + \left( \hat{e}_\mu \mathcal{L}_\nu \hat{\tau}_\nu \right) \hat{\lambda}_\kappa h_{(1)\lambda\kappa}, \quad (C.26) \]

Regarding \( \Gamma_{(2)\nu\rho}^\mu \) and \( \Gamma_{(2)\mu\nu}^\rho \) we will only need the following tangent space components
\[ e_\mu v^\mu \Gamma_{(2)\nu\rho}^\mu = -\frac{1}{2} (\hat{e}_\mu \mathcal{L}_\nu \hat{\tau}_\mu) v^\mu \partial_\nu \bar{\Phi} + \frac{1}{2} \hat{e}_\mu \partial_\mu \left( v^\nu \partial_\nu \bar{\Phi} \right) + K \hat{e}_\mu \partial_\mu \bar{\Phi} + \Phi \hat{e}_\mu \partial_\mu K \]
\[ + \frac{1}{2} v^\mu \partial_\mu \left( \hat{e}_\nu \h_{(1)\nu\rho} \right) - \Phi K \hat{e}_\mu \mathcal{L}_\nu \hat{\tau}_\mu + \frac{1}{2} \hat{e}_\nu h_{(1)\nu\rho} K, \quad (C.27) \]
\[ e_\rho v^\mu v^\nu \Gamma_{(2)\mu\nu}^\rho = \hat{e}_\mu \partial_\mu K + v^\mu \partial_\mu \left( \hat{e}_\nu \mathcal{L}_\nu \hat{\tau}_\nu \right), \quad (C.28) \]
\[ e_\rho v^\mu \hat{e}_\nu \Gamma_{(2)\mu\nu}^\rho = \frac{1}{2} v^\mu \partial_\mu \left( \hat{h}_{\sigma\rho} h_{(1)\rho\sigma} \right), \quad (C.29) \]
\[ e_\rho \hat{e}_\mu \hat{e}_\nu \Gamma_{(2)\mu\nu} = -\frac{1}{2} (\hat{e}_\mu \mathcal{L}_\nu \hat{\tau}_\mu) \hat{h}_{\sigma\rho} h_{(1)\rho\sigma} + \frac{1}{2} \hat{e}_\mu \partial_\mu \left( \hat{h}_{\sigma\rho} h_{(1)\rho\sigma} \right) + K \hat{e}_\mu h_{(1)\nu} \]
\[ + \left( \hat{e}_\mu \mathcal{L}_\nu \hat{\tau}_\mu \right) v^\nu \partial_\nu \bar{\Phi} + \hat{e}_\mu v^\nu h_{(2)\mu\nu}, \quad (C.30) \]
\[ \hat{\tau}_\rho v^\mu v^\nu \Gamma_{(2)\mu\nu}^\rho = 2\Phi K^2 + K v^\mu \partial_\nu \bar{\Phi} + v^\mu \partial_\mu \left( v^\nu \partial_\nu \bar{\Phi} \right), \quad (C.31) \]
\[ \hat{\tau}_\rho \hat{e}_\nu v^\nu \Gamma_{(2)\nu\rho}^\rho = -\Phi K \hat{e}_\mu \mathcal{L}_\nu \hat{\tau}_\nu - \frac{1}{2} \hat{e}_\nu h_{(1)\nu\rho} K - \Phi \hat{e}_\mu \partial_\mu K + K \hat{e}_\mu \partial_\mu \bar{\Phi} \]
The components $\hat{\tau}_\rho \hat{e}^\nu \Gamma^\rho_{(2)\mu\nu}$ and $\Gamma^r_{(2)r\mu}$ will not be needed. At third order in derivatives we only need the following two expressions

$$v^\mu v^\nu \Gamma^r_{(3)\mu\nu} = -2K v^\mu \partial_\mu \left( v^\nu \partial_\nu \tilde{\Phi} \right) - K v^\mu v^\nu h_{(2)\mu\nu} + \frac{1}{2} \partial^\rho v^\nu \left( v^\mu \partial_\rho \left( v^\nu h_{(2)\mu\nu} \right) \right) - 2\tilde{\Phi} K v^\mu \partial_\mu K - \left( v^\nu \partial_\rho \tilde{\Phi} \right) v^\mu \partial_\rho K - \left( \hat{\epsilon}^\mu L_v \hat{\tau}_\mu \right) v^\nu \partial_\rho \left( \hat{\epsilon}^\nu L_v \hat{\tau}_\nu \right) - \left( \hat{\epsilon}^\mu L_v \hat{\tau}_\mu \right) \tilde{\Phi} v^\nu \partial_\nu K,$$

$$v^\mu v^\nu e^\rho_\mu \Gamma^\rho_{(3)\mu\nu} = \left( \hat{\epsilon}^\mu L_v \hat{\tau}_\mu \right) e^\rho_\mu + 2\hat{\Phi} K \hat{\epsilon}^\rho L_v \hat{\tau}_\mu - 2K \hat{\epsilon}^\rho \partial_\rho \left( v^\nu h_{(2)\mu\nu} \right) - 2K \hat{\epsilon}^\rho \partial_\rho \left( v^\nu v^\mu h_{(2)\mu\nu} \right) + \hat{\epsilon}^\rho \partial_\rho \left( \hat{\epsilon}^\nu v^\mu h_{(2)\mu\nu} \right) + \hat{\epsilon}^\rho \partial_\rho \left( \hat{\epsilon}^\nu h_{(1)\nu\mu} v^\mu \right) - \hat{\epsilon}^\rho \partial_\rho \left( \hat{\epsilon}^\nu h_{(1)\nu\mu} v^\mu \right) - \hat{\epsilon}^\rho \partial_\rho \left( \hat{\epsilon}^\nu h_{(1)\nu\mu} v^\mu \right) - \hat{\epsilon}^\rho \partial_\rho \left( \hat{\epsilon}^\nu h_{(1)\nu\mu} v^\mu \right) - \hat{\epsilon}^\rho \partial_\rho \left( \hat{\epsilon}^\nu h_{(1)\nu\mu} v^\mu \right).$$

Useful expressions for the expansion of the trace, $\Gamma^\rho_{\rho\mu}$, i.e. the derivative of $\log \sqrt{-g}$ are

$$\Gamma^\rho_{(1)\rho\mu} + \Gamma^r_{(1)r\mu} = e^{-1} \partial_\mu e,$$

$$\Gamma^\rho_{(2)\rho\mu} + \Gamma^r_{(2)r\mu} = \partial_\mu \left( -v^\rho \partial_\rho \tilde{\Phi} + \frac{1}{2} \tilde{h}^{\rho\sigma} h_{(1)\rho\sigma} \right).$$

### C.3 Vielbeins

For various calculations, notably those of sections 2.3, 4.1 and 4.2, it is necessary to know the near boundary expansion of the bulk vielbeins $U$, $V$, $E$ that are such that the bulk metric can be written as

$$ds^2 = -2UV + EE, \quad \text{(C.37)}$$

where $U$ and $V$ are null vectors normalized such that $g^{MN}U_M V_N = -1$ and where $E$ is a unit spacelike vector orthogonal to $U$ and $V$.

The bulk vielbeins can be Taylor expanded as follows

$$U_r = 1 + r^{-1} U_{(1)r} + O(r^{-2}), \quad \text{(C.38)}$$

$$U_\mu = rU_{(1)\mu} + U_{(2)\mu} + O(r^{-1}), \quad \text{(C.39)}$$

$$V_r = r^{-2} \tau_\mu M^\mu + O(r^{-3}), \quad \text{(C.40)}$$

$$V_\mu = \tau_\mu + r^{-1} V_{(1)\mu} + O(r^{-2}), \quad \text{(C.41)}$$

$$E_r = r^{-1} e_\nu M^\nu + r^{-2} E_{(1)r} + O(r^{-3}), \quad \text{(C.42)}$$

$$E_\mu = r e_\mu + e_{(1)\mu} + r^{-1} e_{(2)\mu} + O(r^{-2}). \quad \text{(C.43)}$$

The Taylor expansion of the vielbeins is chosen such that we reproduce the near boundary Taylor expansion of the metric using $ds^2 = -2UV + EE$. Comparing with the metric expansion we find

$$v^\mu e_{(1)\mu} = \hat{\epsilon}^\mu L_v \hat{\tau}_\mu - K e_\mu M^\mu - \hat{\epsilon}^\mu U_{(1)\mu}. \quad \text{(C.44)}$$
where we write down the most general solution with a torsion free boundary, or it is important to have the

The inverse vielbeins are expanded as follows

The fact that \( U_M \) must be null at first and second order leads to the conditions

The inverse vielbeins are expanded as follows

The inverse vielbeins are expanded as follows

The inverse vielbeins are expanded as follows

The inverse vielbeins are expanded as follows

The inverse vielbeins are expanded as follows

C.4 Asymptotic diffeomorphisms

For many purposes such as finding appropriate metric parameterizations such as in section 5.1 where we write down the most general solution with a torsion free boundary, or for the computation of BMS symmetries which are all diffeomorphisms leaving invariant the boundary sources for a torsion free boundary 5.3, or concerning questions about the properties of the normal vector as in sections 2.4 and 4.2 it is important to have the bulk diffeomorphisms available that leave the BMS gauge with sources, (C.1)–(C.3), form invariant.
We expand the bulk generator of diffeomorphisms $\xi^M$ as follows

\[
\begin{align*}
\xi^r &= r\Lambda_D + \xi^r_{(1)} + r^{-1}\xi^r_{(2)} + \mathcal{O}(r^{-2}) , \\
\xi^\mu &= \chi^\mu + r^{-1}\chi^\mu_{(1)} + r^{-2}\chi^\mu_{(2)} + \mathcal{O}(r^{-3}) .
\end{align*}
\]

By acting on the metric with such a diffeomorphism,

\[
\begin{align*}
\mathcal{L}_\xi g_{rr} &= 2r^{-2}\delta\bar{\Phi} + \mathcal{O}(r^{-3}) , \\
\mathcal{L}_\xi g_{r\mu} &= -\delta\hat{\tau}_\mu + r^{-1}\delta h_{(1)r\mu} + \mathcal{O}(r^{-2}) , \\
\mathcal{L}_\xi g_{\mu\nu} &= r^2\delta h_{\mu\nu} + r\delta h_{(1)\mu\nu} + \delta h_{(2)\mu\nu} + \mathcal{O}(r^{-1}) ,
\end{align*}
\]

we can read off the transformation of the sources

\[
\begin{align*}
\delta\bar{\Phi} &= \mathcal{L}_\chi \bar{\Phi} + \tilde{\tau}_\mu \chi^\mu_{(1)} , \\
\delta\hat{\tau}_\mu &= \lambda_D \hat{\tau}_\mu + \mathcal{L}_\chi \hat{\tau}_\mu + h_{\mu\nu} \chi^\nu_{(1)} , \\
\delta e_\mu &= \lambda_D e_\mu + \mathcal{L}_\chi e_\mu .
\end{align*}
\]

The inverse vielbeins transform as

\[
\begin{align*}
\delta v^\mu &= -\lambda_D v^\mu + \mathcal{L}_\chi v^\mu , \\
\delta\hat{e}^\mu &= -\lambda_D \hat{e}^\mu + \mathcal{L}_\chi \hat{e}^\mu + v^\mu e_\nu \chi^\nu_{(1)} .
\end{align*}
\]

Next we take a look at the subleading components in the metric expansion. They transform as

\[
\begin{align*}
\delta h_{(1)rr} &= -\lambda_D h_{(1)rr} - 4\bar{\Phi}\xi^r_{(1)} + \mathcal{L}_\chi h_{(1)rr} + 2\mathcal{L}_\chi \bar{\Phi} - 2h_{(1)r\mu} \chi^\mu_{(1)} + 4\hat{\tau}_\mu \chi^\mu_{(2)} , \\
\delta h_{(1)r\mu} &= \mathcal{L}_\chi h_{(1)r\mu} - \mathcal{L}_\chi \hat{\tau}_\mu + 2\bar{\Phi}\partial_\mu \Lambda_D - h_{(1)\mu\nu} \chi^\nu_{(1)} - 2h_{\mu\nu} \chi^\nu_{(2)} , \\
\delta h_{(1)\mu\nu} &= \lambda_D h_{(1)\mu\nu} + 2\xi^r_{(1)} h_{\mu\nu} + \mathcal{L}_\chi h_{(1)\mu\nu} + \mathcal{L}_\chi \bar{\Phi} - \hat{\tau}_\mu \partial_\nu \Lambda_D - \hat{\tau}_\nu \partial_\mu \Lambda_D , \\
\delta h_{(2)\mu\nu} &= \xi^r_{(2)} h_{(1)\mu\nu} + 2\xi^r_{(2)} h_{\mu\nu} + \mathcal{L}_\chi h_{(2)\mu\nu} + \mathcal{L}_\chi h_{(1)\mu\nu} + \mathcal{L}_\chi h_{(2)\mu\nu} + \mathcal{L}_\chi h_{(2)\mu\nu} \\
&\quad - \hat{\tau}_\mu \partial_\nu \xi^r_{(1)} - \hat{\tau}_\nu \partial_\mu \xi^r_{(1)} + h_{(1)r\mu} \partial_\nu \Lambda_D + h_{(1)r\nu} \partial_\mu \Lambda_D .
\end{align*}
\]

We included the transformation of $h_{(1)rr} = 0$, which appears subleading to $\bar{\Phi}$ in the expansion of $g_{rr}$ at order $r^{-3}$, i.e.

\[
g_{rr} = 2\bar{\Phi}r^{-2} + r^{-3}h_{(1)rr} + \mathcal{O}(r^{-4}) .
\]

Regarding the transformation of $U_M$ we consider both bulk diffeomorphisms and local Lorentz boosts that rescale $U_M$ by a local function. The reason for this is that we used the latter to fix $U_r$ to be equal to one at leading order so when performing local dilatations induced by a bulk diffeomorphism we need to perform a compensating local Lorentz boost to keep $U_r$ equal to unity at leading order. Hence we consider

\[
\delta U_M = \mathcal{L}_\xi U_M + \bar{\lambda} U_M ,
\]
where

\[ \bar{\lambda} = \alpha + r^{-1} \alpha_{(1)} + \mathcal{O}(r^{-2}). \tag{C.77} \]

If we take the \( r \) component and demand that the right hand side of (C.76) is order \( r^{-1} \), we need that

\[ \alpha = -\Lambda_D. \tag{C.78} \]

Using this we find the following transformations of the normal vector

\[ \delta U_{(1)r} = -\Lambda_D U_{(1)r} + \mathcal{L}_\chi U_{(1)r} - U_{(1)\mu} \chi^{\mu}_{(1)} + \alpha_{(1)}, \tag{C.79} \]
\[ \delta U_{(1)\mu} = \partial_\mu \Lambda_D + \mathcal{L}_\chi U_{(1)\mu}, \tag{C.80} \]
\[ \delta U_{(2)\mu} = -\Lambda_D U_{(2)\mu} + \mathcal{L}_\chi U_{(2)\mu} + \left( \xi_{r(1)}^{\mu} + \alpha_{(1)} \right) U_{(1)\mu} + \mathcal{L}_\chi U_{(1)\mu} \]
\[ + U_{(1)r} \partial_\mu \Lambda_D + \partial_\mu \xi_{(1 r)}^{\mu}. \tag{C.81} \]
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