Device-independent randomness expansion against quantum side information
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The ability to produce random numbers that are unknown to any outside party is crucial for many applications. Device-independent randomness generation does not require trusted devices and therefore provides strong guarantees of the security of the output, but it comes at the price of requiring the violation of a Bell inequality for implementation. A further challenge is to make the bounds in the security proofs tight enough to allow randomness expansion with contemporary technology. Although randomness has been generated in recent experiments, the amount of randomness consumed in doing so has been too high to certify expansion based on existing theory. Here we present an experiment that demonstrates device-independent randomness expansion. By developing a Bell test setup with a single-photon detection efficiency of around 84% and by using a spot-checking protocol, we achieve a net gain of $2.57 \times 10^9$ certified bits with a soundness error of $3.09 \times 10^{-12}$. The experiment ran for 19.2 h, which corresponds to an average rate of randomness generation of 13,527 bits per second. By developing the entropy accumulation theorem, we establish security against quantum adversaries. We anticipate that this work will lead to further improvements that push device-independence towards commercial viability.

According to quantum theory, measurement outcomes are in general unpredictable, even to observers who possess quantum devices. Quantum processes have therefore been studied extensively as a source of randomness. In a typical quantum random number generator, the user relies on the device working in a particular way, for instance, by detecting single photons after they pass through a 50:50 beam splitter. Deviations in the device behaviour affect the randomness of the outputs and are difficult to detect. Furthermore, any real device will be too complicated to model in its entirety, which leaves open the possibility that an adversary can exploit a feature of the device outside the model, as has been seen in quantum key distribution. To circumvent this, device-independent protocols have been introduced, which are proven to be secure without any assumptions about the devices used. This leads to a substantially higher level of security because any problems caused by unmodelled features are removed.

Experimental device-independent randomness generation (DIRNG) has been improving at a rapid pace. Some previous studies required additional assumptions, and even the most advanced to date consumed more randomness than they generated. Therefore, randomness expansion, which is a quantum feature without classical counterpart, remained elusive and technically challenging. For example, with our previous experimental setup, almost 118,000 experimental hours (at a repetition rate of 200 kHz) would be required to achieve randomness expansion with the protocol presented below, putting it out of reach in practice.

In this Letter, we report the experimental realization of device-independent randomness expansion (DIRNE) with high statistical confidence, the success of which is based on substantial improvements on both the theoretical and the experimental sides. We derive a tighter bound on entropy accumulation in the randomness generation process and construct a photonic entanglement platform to violate the Clauser–Horne–Shimony–Holt (CHSH) inequality as much as possible. The significance of this work is twofold in that it advances both our understanding of randomness and our experimental quantum optical capabilities. Such improvements bring us closer to being able to realize a number of other critical quantum information tasks such as device-independent quantum key distribution.

The entropy accumulation theorem (EAT) provides relatively tight bounds on the amount of randomness that can be extracted against an adversary that is limited only by quantum theory. Roughly speaking, the EAT shows that in an $n$-round protocol that achieves a CHSH game score of $\alpha$, the amount of output randomness is lower-bounded by

$$\text{rand}_{\text{out}} \geq n h(\alpha) - \sqrt{n} v,$$

where $h(\alpha)$ is the worst-case von Neumann entropy of an individual round of the protocol with expected score $\alpha$, and $v$ is a correction factor accounting for the finite statistics. The score on round $i$ is $\frac{1}{2} (1 + (-1)^{A_i B_i} E(X_i, Y_i))$, where $A_i$ and $B_i$ are measurement outcomes and $X_i$ and $Y_i$ are measurement setting choices at the two sites, with $A_i, B_i, X_i, Y_i \in \{0, 1\}$ (Fig. 1). By using ideas from the improved EAT, we derive a tighter lower bound on the accumulated entropy (Methods). This allows us to use a spot-checking protocol to experimentally realize randomness expansion with a state-of-art experimental quantum optical technique.

We provide a conceptual drawing of our spot-checking device-independent protocol (Fig. 1) in which the assumptions are...
Fig. 1 | Conceptual sketch of the DIRNE protocol setup. The protocol (Box 1) takes place in a secure lab, which is shielded from direct communication to the outside. The lab contains two black-box devices that accept inputs and yield outputs from the binary alphabet (0, 1), and these can be shielded from communicating at will. In particular, we assume that the user can completely control the flow of classical communication in and out of these regions (indicated by the dashed lines). In our experiment, the secure lab contains two sites, Alice and Bob. They share a pair of entangled particles that may be distributed from a central station. (If we had good enough quantum storage, then all entanglement could be pre-shared.) Alice’s and Bob’s respective inputs are $X_i$ and $Y_i$, and their outputs are $A_i$ and $B_i$. The user also possesses a trusted classical computer (with which to process the classical data) and sources of initial randomness. In our experiment the initial randomness is shared using an extractor seed $R$ and three random number generators (RNGs) that determine the inputs to the devices. These RNGs output either 0 or 1, where the number in the box ($\gamma$ or 1/2) denotes the probability of 1. The central RNG determines the type of round ($T_i=1$ meaning test and $T_i=0$ meaning generate) and the peripheral RNGs determine the inputs if a test round is chosen. The final randomness output is denoted by $Z$.

The underlying idea is to check whether devices situated in a secure lab violate a Bell inequality; it is therefore important to ensure that the devices at both sites (labelled Alice and Bob) cannot signal to one another or to the outside of the lab. If a Bell inequality is violated while satisfying our assumptions, then the devices must be generating randomness, even relative to an adversary who may share entanglement with the devices. The generated randomness can be extracted by appropriate post-processing. In this protocol (Box 1), the initial randomness is required to decide whether a round is a test round, $T_i=1$ (with probability $\gamma$), or a generation round, $T_i=0$ (with probability $1-\gamma$). $T_i$ is then communicated to two separate sites (but not to the measurement devices). In a test round, an independent uniform random number generator at each site generates the input to each device to perform the CHSH game. A test round consumes 2 bits of randomness. In a generation round, the devices at the two sites are given the input ‘0’. Crucially, each measurement device learns only its own input and not whether a round was a test round or generation round.

We implement the protocol on a quantum optical platform (Fig. 2). Pairs of polarization-entangled photons with a wavelength of 1,560 nm are generated via spontaneous parametric down-conversion and are delivered through spatial optical paths to two sites where polarization-dependent measurements are conducted. Previously, and with space-like separation between Alice and Bob, this platform proved to be robust enough to realize loophole-free violation of a Bell inequality and DIRNG, in which the CHSH game scores $\omega$ violated the classical bound $\omega_{\text{class}}=3/4$ by 0.00027 (ref. 8). Under these conditions and with the same error parameters as elsewhere in this paper, it would take about $8.52 \times 10^{14}$ rounds of the experiment to witness randomness expansion according to our revised EAT theory (Extended Data Fig. 1a, open square). To go beyond this, in the present work we reduced the distance between Alice and Bob by replacing the fibre links with spatial optical paths to achieve single-photon detection efficiencies of $83.40\pm0.31\%$ for Alice and $84.80\pm0.31\%$ for Bob, which enables the detection loophole to be closed in the CHSH game. Following the spot-checking protocol, a biased quantum random number generator (QRNG) is used to decide whether to test or not. Its output $T_i$ is transmitted to Alice and Bob to determine whether to use the local unbiased QRNGs in each round. When $T_i=1$, the setting choices $A_i$ and $B_i$ are determined randomly, whereas when $T_i=0$, the local unbiased QRNGs are turned off and fixed measurements are made.

Before the start of the main experiment, a systematic experimental calibration is implemented and some calculations are performed to predetermine several parameters that are mentioned in the protocol. The calibration yielded a CHSH game score of 0.752487, and we compute that for $\gamma_{\exp}=3.393 \times 10^{-4}$, which corresponds to an average input entropy rate of $0.0049 \text{ bits per round}$, randomness expansion with a soundness error (Methods) of $3.09 \times 10^{-12}$ can be witnessed after at least $8.951 \times 10^{10}$ rounds (Extended Data Fig. 1a, cross), that is, the randomness produced in the experiment surpasses the consumed entropy after this number of rounds (Supplementary Section III.A).

In the main experiment, we set $\omega_{\exp}=0.752487$, $\delta=3.52 \times 10^{-4}$ and $\gamma=3.264 \times 10^{-4}$, and conservatively set the number of rounds to $n=1.3824 \times 10^{11}$, which is slightly larger than the $8.951 \times 10^{10}$ rounds required (see Supplementary Section III.A for computation of the latter). We complete all the rounds of the experiment in 19.2 h at a repetition rate of 2 MHz, which is much shorter than 118,000 h (which would have been required by the previous experiment). The resulting CHSH game score is $\omega_{\text{CHSH}}=0.752484$, which is consistent with the value we expect (and the protocol did not abort).

### Box 1 | CHSH-based DIRNE protocol

**Arguments.**
- $n \in \mathbb{N}$—number of rounds
- $\gamma \in (0,1)$—test probability
- $\omega_{\exp}$—expected CHSH score given a test round
- $\delta > 0$—width of the statistical confidence interval for the CHSH score
- $R$—random seed for the extractor

**Protocol.**
1. For every round $i \in \{1, \ldots, n\}$, do steps 2–4.
2. Set $U_i=\perp$. Choose $T_i \in \{0,1\}$ such that $\text{Pr}(T_i=1)=\gamma$.
3. If $T_i=0$, use the devices with inputs $(X_i,Y_i)=(0,0)$, record $A_i$ and $B_i$, and if $U_i=\perp$, repeat the test.
4. If $T_i=1$, choose the inputs $X_i$ and $Y_i$ uniformly at random from $\{0,1\}$, record $A_i$ and $B_i$, and set $U_i=\frac{1}{2}(1-(-1)^{A_i\oplus B_i \oplus X_i \oplus Y_i})$.
5. If $|\{U_i : U_i=0\}| > n\gamma(1-(\omega_{\exp}-\delta))$, then abort the protocol.
6. Apply a strong quantum-proof randomness extractor to get output randomness $M=\text{Ext}(AB,R)$. (Because we use a strong extractor, $M$ can be concatenated with $R$ to give $Z=(M,R)$.)
Overall, we achieve DIRNE, gaining 2.57 because of the possibility of some subtle attacks (see section 4.2 of the test rounds and the inputs on the test rounds) to be reusable the other randomness required in the protocol (that is, for choosing above (Supplementary Section I.C)). Note that we do not consider a net rate of 1.86 quantum-certified bits of randomness, which exceeds the amount 450 multiplication (0.935 Gb and Supplementary Section III.A). We use a personal computer to perform a Toeplitz matrix (0.935 Gb × 0.138 Tb) multiplication to extract the quantum-certified random bits from the raw output. The soundness error of the final output is 3.09 × 10−12.

Because a quantum-proof strong extractor is applied, the seed required for the extraction remains random after its use and is therefore not consumed11. (Technically, the seed degrades by a very small amount, which is accounted for in the soundness error given above (Supplementary Section I.C).) Note that we do not consider the other randomness required in the protocol (that is, for choosing the test rounds and the inputs on the test rounds) to be reusable because of the possibility of some subtle attacks (see section 4.2 of ref. 3). Overall, we achieve DIRNE, gaining 2.57 × 109 net bits with a net rate of 1.86 × 10−12 bits per round against an eavesdropper that is limited by quantum theory (Extended Data Fig. 1b, red cross).

When playing the CHSH game, we close the detection loophole. Given the assumption that the devices are well shielded, it is not necessary to close the locality loophole (Supplementary Section I.B). Considering the demanding experimental requirements to close both loopholes24–28, the use of shielding assumptions instead of space-like separation improves efficiency and brings DIRNE closer to commercialization. We also remark that the randomness we generate is secure according to a composable security definition (Methods) and therefore can be used in any application that requires random numbers. Strictly, because of an issue with the composability of device-independent protocols29, without further assumption, ongoing security of the output randomness relies on the devices not being reused.

We also upgraded our previous platform1 where we closed the locality loophole to use higher-efficiency detectors, resulting in overall efficiencies of 80.41 ± 0.34% for Alice and 82.24 ± 0.32% for Bob (slightly lower than those of the main experiment). As a comparison, we analyse the performance of that setup by using the EAT framework with the same error parameters as our main experiment (Table 1). Because of the need for additional rounds, we increased the repetition rate to 4 MHz for this experiment. A comparison of the results (Table 1) shows that overall, we obtained 6.496 × 109 random bits within 3.168 × 1012 experimental rounds, exceeding the amount of entropy (6.233 × 109 bits) consumed during the protocol (Methods and Supplementary Section III.A) and gaining 2.63 × 109 net bits with a net rate of 8.32 × 10−5 bits per round against an eavesdropper that is limited by quantum theory (Extended Data Fig. 1b, blue open circle). The outputs of both experiments are available online (https://tinyurl.com/qssxxaq).

Beyond the work here, we would like protocols to have an improved rate. Robust protocols that achieve up to 2 bits of randomness per entangled qubit pair are known11. However, using such protocols to gain an experimental advantage requires improvement in the detection efficiency, which is challenging with a photonic setup. On the theory side, better rates could be achieved by developing improved protocols to gain an experimental advantage requires improvement in the detection efficiency, which is challenging with a photonic setup.
Table 1 | Comparison between the two experiments

|                               | Main experiment | Space-like experiment |
|-------------------------------|----------------|----------------------|
| Expected CHSH score ($\chi_{\text{exp}}$) | 0.752487       | 0.750809             |
| $\chi_{\text{exp}}$           | 3.393 $\times$ 10^{-4} | 9.851 $\times$ 10^{-3} |
| $n_{\text{min}}$             | 8.951 $\times$ 10^{12} | 2.888 $\times$ 10^{12} |
| Repetition rate               | 2 MHz           | 4 MHz                |
| Time taken                    | 19.2 h          | 220 h               |
| Observed CHSH score ($\chi_{\text{obs}}$) | 0.752848       | 0.750805             |
| Test probability ($\gamma$)   | 3.264 $\times$ 10^{-4} | 1.194 $\times$ 10^{-3} |
| Number of rounds ($n$)       | 1.3824 $\times$ 10^{11} | 3.168 $\times$ 10^{10} |
| Confidence width ($\delta$)  | 3.52 $\times$ 10^{-4} | 1.22 $\times$ 10^{-4} |
| Soundness error ($\epsilon_\delta$) | 3.09 $\times$ 10^{-12} | 3.09 $\times$ 10^{-12} |
| Completeness error ($\epsilon_C$) | 10^{-6}       | 10^{-6}             |
| Entropy in output            | 9.350 $\times$ 10^{8} bits | 6.496 $\times$ 10^{7} bits |
| Randomness generation rate   | 13,527 bits s^{-1} | 8,202 bits s^{-1} |
| Entropy in input             | 6,778 $\times$ 10^{6} bits | 6,233 $\times$ 10^{6} bits |
| Net gain                     | 2.57 $\times$ 10^{7} bits | 2.63 $\times$ 10^{7} bits |

Here, $\gamma$ is the optimal test probability to witness expansion in the minimum number of rounds $n_{\text{min}}$ with the error parameters chosen.
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Methods

Security definition. In this work, we use a composable security definition\(^{1-13}\).

Definition 1. (Security) A protocol with an output \(Z\) is called \((\varepsilon, \epsilon)\)-secure if it satisfies the following:

(1) (Soundness) For an implementation of the protocol that produces \(m\) bits of output, we have

\[
\frac{1}{2} \max_{\rho_0} \mathbb{P}[Z|\hat{E} = 0] - \varepsilon_m \leq \epsilon_S;
\]

where \(\varepsilon_m\) represents a completely mixed state on \(m\) qubits, \(E\) represents all systems that could be held by an adversary (Eve), and \(\epsilon_S\) is the event that the protocol does not abort, and \(\rho_0\) is the probability of this occurrence. If \(\epsilon_S\), it is the trace norm.

(2) (Completeness) There exists an honest implementation such that \(\rho_0 \geq 1 - \epsilon_c\).

The soundness error bounds the distance between the output of the protocol and that of an idealized protocol in which Eve's marginal is the same as in the real protocol but the output is perfectly uniform and independent of Eve.

In general, the raw output of a protocol can have a lot of randomness while being easily distinguished from uniform. However, with the application of an appropriate randomness extractor, which is a classical function that takes a random seed and the raw output, an almost uniform output can be recovered. The length of this output can be taken to be roughly equal to the smooth min-entropy of the raw string that is conditioned on the side information held by Eve\(^{14,15}\).

Definition 2. (Smooth min-entropy) For any classical–quantum density matrix \(\rho_{\mathcal{AE}} = \sum_{a|\mathcal{E}} \hat{p}(a)\rho_{a|\mathcal{E}} \otimes \hat{p}_E\) acting on the joint Hilbert space \(\mathcal{H}_{\mathcal{AE}}\), the smooth min-entropy is defined by

\[
H_{\text{min}}^{\epsilon}(A|E)_{\rho_{\mathcal{AE}}} = \max_{\rho_{\mathcal{A}}} \left( -\log \max_{\{i\}} \sum_{a|\mathcal{E}} \hat{p}(a) \text{Tr}(\rho_{a|\mathcal{E}}^{i}\hat{p}_E) \right),
\]

where the outer maximization is over the set \(\mathcal{E}^n(\rho_{\mathcal{AE}})\) of all sub-normalized states \(\rho_{\mathcal{AE}} = \sum_{a|\mathcal{E}} \hat{p}(a)\rho_{a|\mathcal{E}} \otimes \hat{p}_E\) within puriﬁed distance\(^\epsilon\) of \(\rho_{\mathcal{AE}}\). Note that \(\max_{\{i\}} \sum_{a|\mathcal{E}} \hat{p}(a) \text{Tr}(\rho_{a|\mathcal{E}}^{i}\hat{p}_E)\) can be interpreted as the maximum probability of guessing \(A\) given access to the system \(E\).

The interpretation in terms of guessing probability makes clear that this quantity is a measure of unpredictability. Bounding the smooth min-entropy for a device-independent protocol is challenging. We do this by means of the entropy accumulation theorem and state an informal version that is applicable to the CHSH game below.

Theoretical details about the protocol. In the protocol, the user has two devices that are prevented from communicating with one another and with which the CHSH game can be played. To do so, each device is supplied with a uniformly chosen input denoted by \(X, Y \in \{0, 1\}\), and each produces an output, denoted by \(A, B \in \{0, 1\}\), respectively. The CHSH game is scored according to the function \(\frac{1}{2}(1 + (-1)^{X \cdot Y}AB)\). In other words, the game is won (with a score of 1) if \(AB = X \cdot Y\) and is lost (with a score of 0) otherwise.

At the end of the protocol, the number of rounds in which the CHSH game was lost is counted and compared to \(\pi\sigma(1 - (\alpha_{}\text{opt} - \delta))\). The challenge in a randomness expansion protocol is to go from this to the amount of extractable randomness. For that we use the EAT, which we state informally here (note that the version we use is (0, 1) and (0, 1)) (see Supplementary Information for a detailed discussion of the extraction).

\[
H_{\text{min}}^{\epsilon}(A|E)_{\rho_{\mathcal{AE}}} = \max_{\rho_{\mathcal{A}}} \left( -\log \max_{\{i\}} \sum_{a|\mathcal{E}} \hat{p}(a) \text{Tr}(\rho_{a|\mathcal{E}}^{i}\hat{p}_E) \right),
\]

Excluding the recollected seed will be roughly \(H_{\text{min}}(A|E)\) to be greater than the randomness consumed.

Remark 1. (Input randomness) The expected input randomness, \(\text{rand}_i\) of the protocol in Box 1 is

\[
\text{rand}_i = n(H_{\text{min}}(\gamma) + 2\gamma) + 2\delta,
\]

where \(H_{\text{min}}\) denotes the binary Shannon entropy. The contribution \(\text{rand}_i\) comes from the selection of the test rounds and \(\gamma\) from the selection of the input bits for the CHSH game. The interval algorithm\(^1\) can be used to turn uniform random bits to biased ones at the claimed rate.

We do not include the randomness that is necessary for seeding the extractor in the above because it is not consumed, although it is needed to run the protocol.

Suppose that a protocol has some fixed expected score \(\text{expected}\). To demonstrate randomness expansion, that is, \(\text{rand}_i - \text{rand}_o > 0\), at this performance we have to choose the parameters \(\alpha\) and \(\delta\) appropriately. Increasing \(\alpha\) leads to an improvement in the rate, but takes longer and increases the experimental difficulty. The trade-off with \(\delta\) appears in the \(\text{rand}_i\) and \(\text{rand}_o\) terms. The input randomness evidently decreases as \(\gamma\) shrinks, which is favourable because the input randomness is substituted to calculate the randomness gained. However, the min-entropy also decreases because the error term scales roughly as \(\delta\) (ref. \(\delta\)). Moreover, the statistical confidence decreases with less frequent testing, and as such the threshold score for successful parameter estimation must be lowered (that is, \(\delta\) increased) to obtain a small completeness error (see Supplementary Information for how to calculate this error). This also has a negative impact on the randomness produced.
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Extended Data Fig. 1 | Rounds needed and expansion rate for the main and space-like experiments. a, We estimate the minimum number of experimental runs with our revised EAT theory to witness randomness expansion as a function of CHSH violation (smooth curve) with a soundness error $3.09 \times 10^{-12}$. The red square, yellow circle and green cross indicate the previous, space-like and main experimental conditions, respectively. b, We estimate the randomness expansion rate based on our revised EAT theory as a function of number of rounds (smooth line) and the asymptotic rate (dashed line) with a soundness error $3.09 \times 10^{-12}$. The cross and circle indicate the experimental parameters used, red indicates the main experiment and blue indicates the space-like experiment.