Novel polyp detection technology for colonoscopy: 3D optical scanner

ABSTRACT

Background and study aims Fifty-eight percent of American adults aged 50 to 75 undergo colonoscopies. Multiple factors result in missed lesions, at a rate of approximately 20%, potentially subjecting patients to colorectal cancer. We report on use of a miniaturized optical scanner and accompanying processing software capable of detecting, measuring, and locating polyps with sub-millimeter accuracy, all in real time.

Materials and methods A prototype 3D optical scanner was developed that fits within the dimensions of a standard endoscope. After calibration, the system was evaluated in an ex-vivo porcine colon model, using silicon-made polyps.

Results The average distance between two adjacent points in the 3D point cloud was 94µm. The results demonstrate high-accuracy measurements and 3D models while operating at short distances. The scanner detected 6 mm × 3 mm polyps in every trial and identified polyp location with 95-µm accuracy. Registration errors were less than 0.8% between point clouds based on physical features.

Conclusion We demonstrated that a novel 3D optical scanning system improves the performance of colonoscopy procedures by using a combination of 3D and 2D optical scanning and fast, accurate software for extracting data and generating models. Further studies of the system are warranted.

Introduction

Existing colonoscopy systems use technology developed over 10 years ago that limits operator effectiveness in detecting abnormal tissue. Standard endoscopes use a visible light source and camera to view the colon. Ideally, current colonoscopy can find precancerous polyps and adenomas, facilitate removal or treatment, and facilitate early detection of colorectal cancer (CRC). The Centers for Disease Control and Prevention (CDC) estimates that colonoscopies prevented 66,000 colorectal cancers between 2003 and 2007 alone [1]. Despite the endoscope’s capabilities and operator training, operators still miss polyps and adenomas that can lead to interval cancers. Missed polyps and adenomas occur for several reasons. Polyps and adenomas, particularly ones <6 mm, can grow in folds in the colon wall that block the operator’s view. Abnormal tissue can have coloring similar to that of surrounding tissue, causing abnormal tissue to blend into the background. The miss rate increases as the number and density of polyps increases. A shortage of endoscopists and an ever-increasing over-50 population compound the problem. In 2010, gastroenterologists performed approximately 50% of colonoscopies [2], and studies clearly show that inexperienced practitioners miss 11% more polyps and adenomas than experienced practitioners [3]. A safe, accurate, efficient, and augmented tool readily installed on the endoscopic instrument and easily employed by both specialists and non-specialists could significantly improve accuracy and success rates of colonoscopy, increase efficiency to reduce procedure times, and improve patient access to screenings, leading to earlier detection and more effective treatment.
of CRC. We aimed to present an endoscopic innovation and its potential to improve the detection of lesions during colonoscopy.

Material and Methods

We have taken an alternate approach to commercially available colonoscopy solutions and optical scanning systems by complementing the accuracy and model-building capabilities of three-dimensional (3D) optical scanners with two-dimensional (2D) imaging methods and novel polyp detection software, with hardware miniaturized to fit within an endoscope’s dimensions. We combined miniature laser arrays, pattern, and solid illumination generation, near-infrared (NIR) cameras, and advanced processing algorithms to meet size, speed, and accuracy needs of colonoscopy procedures. Our optical scanning system, schematically depicted in ▶ Fig. 1a, employs two Omnivision CMOS 1080p NIR cameras (circles) and two NIR vertical cavity surface-emitting laser (VCSEL) sources (squares), containing II-VI multimode 0.9W arrays operating at 940nm, integrated with the endoscope. Each camera has a 2.73 × 1.55 mm image area, 1.4 µm pixels, and 70° horizontal and 42° vertical field of view (FOV). Employing NIR sources and cameras takes advantage of high NIR tissue reflectivity to produce high-resolution recordings without interfering with the endoscope’s existing visual systems.

The short 1- to 5-cm working distance in the colon, combined with the small component size and our software’s capabilities, allows the scanner to operate on a 5.5-mm baseline and still achieve sub-millimeter measurement accuracy in depth. The optical sources produce both patterned light (intensity variations over space) and solid illumination (no intensity variation over space) on alternate intervals. Patterned light illumination of the colon wall (▶ Fig. 1b), combined with the stereoscopic vision provided by using two cameras, produces data [4] that allow the software to accurately locate each part of the colon in 3D space, producing a 3D point cloud, which consists of all the 3D points identified from the camera imaging data. The imaging and processing software uses triangulation algorithms and proprietary pattern matching algorithms to construct 3D point clouds of each colon section with sub-millimeter accuracy. Software algorithms employ novel feature extraction algorithms on the 3D point clouds that use geometrical analysis to detect polyps of sizes < 1 mm, even when polyp/adenoma coloring closely matches the coloring of the colon wall. The solid illumination NIR source accentuates the contrast between blood vessels and the wall tissue [5], providing a unique 2D topography (▶ Fig. 1c). This allows the software to perform pattern matching between images to extract registration information (tilt and shift between successive images) critically important for extracting features from the otherwise feature-less colon wall and combining 3D point clouds into a single, integrated 3D model of the entire colon. Combining 3D and 2D imaging capabilities allows the software to accurately locate polyps within the colon and creates a record for tracking a patient’s colon health. Using both 2D visual imagery data and 3D scanning data as inputs to artificial intelligence (AI) and deep learning algorithms properly trained on 2D visual images and 3D scans would significantly reduce or eliminate false positive concerns, thus making such algorithms a valuable addition to colonoscopy analysis.

We constructed the miniaturized 3D scanning and mapping system and evaluated system performance using a porcine distal colon from a 2-year-old pig. ▶ Fig. 2 shows the construction and operation of the system’s optical scanning components. The hardware consists of the optical scanning head, wiring for powering and controlling two NIR sources, and camera drivers for controlling and recovering images from the cameras. The camera drivers connect to a laptop computer via USB 3.0 cables. The optical scanning head has a 12.8-mm diameter, closely matching that of current endoscopes. Two high-definition NIR cameras and two VCSEL-based NIR sources (VCSEL array, integrated diffractive elements and projection sources) are placed within a 3D printed housing we designed using SolidWorks. The cameras and sources were secured within the housing with ultraviolet (UV) curable glue. One source projects patterned NIR illumination using a diffractive optical element and projection optics integrated with the VCSEL array, and one pro-
jects a solid illumination consisting of a uniform, flat-top illumination with 75°×55° field of illumination. The system has a 5.5-mm baseline distance between the cameras, giving a theoretical accuracy of 55 µm at a 25-mm operating distance. A 1.75 V, 20 mA, switchable source powered the NIR sources. The software algorithms were implemented in C++.

The scanner system was calibrated using a customized black and white checkerboard target with each square having dimensions of less than 500 µm. After calibration, the system produced an output image that matched the original target object.

For testing, we inserted the optical scanning head into the porcine colon as shown in Fig. 3. An air compressor was used to inflate the colon. The scanning head was placed inside the colon and a rubber band secured the near and far ends of the colon to the air compressor tube and stick to help maintain inflation. To evaluate the system’s ability to detect polyps within the test colon, we inserted a polyp made of silicone into the colon. The polyp dimensions were 6 mm × 3 mm.

Results

The first experiments evaluated the accuracy attainable with the system. Fig. 4a shows the image from one NIR camera and Fig. 4b shows the corresponding 3D point cloud. Fig. 4c provides a zoomed-in view of the point cloud with a calculation of distances between distinct points. The average distance between two adjacent points in the 3D point cloud, taken as an average of 100 sets of 100-point pairs, was 94 µm, just under twice the theoretical target of 55 µm. The results verify that the triangulation algorithm and processing software can produce highly accurate 3D scans and modeling of the 3D space.
at short operating distances in the colon with the current miniaturized scanning hardware.

We proceeded to evaluate the system’s ability to detect polyps within the test colon. We inserted polyps made of silicone and different dimensions into the colon, as the test colon did not contain naturally occurring polyps. All of the simulated polyps were either ISP or IS in morphology [6]. The results presented here are for a 6 mm × 3 mm polyp placed 20 cm from the colon entrance in the lower right quarter of the colon wall. The evaluation focused on the system’s ability to correctly detect and locate the polyp. Fig. 5 illustrates the process performed by the software algorithms to detect a polyp. A geometrical analysis algorithm identifies areas where the surface of the 3D point cloud differs from the background surface of the colon wall, indicating a possible polyp. Through a series of processing steps to eliminate false positives, the software generates a binary distance map, with likely polyps indicated by bright areas and other areas indicated as dark. The software overlays the binary distance map onto the 3D point cloud to mark the boundary of the likely polyp, calculate the polyp’s perimeter, and determine the nominal height/size of the likely polyp. Over repeated attempts, the software correctly identified the existence of the polyp every time and placed the overlay onto the polyp with an average error of 95 μm. Once the system detects and locates the polyp, the software can interface with imagery provided by the endoscope’s existing visible-light imaging system to provide indicators and data useful to the operator. As an example, Fig. 5 shows the perimeter of the bright area from the distance map overlaid on the image to highlight the position of the polyp and shows how the system can present measurement data to the operator directly on the image produced by the endoscope’s visible-light imaging systems.

We also performed an initial performance evaluation of the registration algorithms required to stitch together the individual 3D point clouds into a single, cohesive 3D model of the patient’s colon. We evaluated and verified the registration algorithms using physical features of the porcine colon, as the colon did not retain original blood vessels. The software collected images from both cameras before and after the scanner moved within the colon, as shown in Fig. 6. The algorithm first extracted points of interest (points near edges or identifiable details) from the left camera image in frame one and matched these points with corresponding points in the right camera image of frame one, as shown in Fig. 6c. This step provided accurate 3D coordinates for each point of interest. The algorithm used the points of interest as input to the next step, in which the algorithm identified and matched the most robust points of interest (called rigid points) between the left camera image of frame one and the left camera image of frame two (Fig. 6d). Finally, the algorithm matched rigid points between the left and right camera images of frame two and used this result to match rigid points between the left image of frame one with the right image of frame two (Fig. 6e). Using 3D locations for each point from the 3D point cloud, the algorithm derives a transformation matrix containing roll, pitch, yaw, and translation between images, which allows the software to reconcile and combine the images into a single 3D model. The 3D transformation matrix has the following form:

\[
T_2 = \begin{bmatrix}
 r_{11} & r_{12} & r_{13} & t_x \\
 r_{21} & r_{22} & r_{23} & t_y \\
 r_{31} & r_{32} & r_{33} & t_z \\
 0 & 0 & 0 & 1
\end{bmatrix}
\]

For the images in Fig. 6, the transformation matrix was computed as:

\[
T_2 = \begin{bmatrix}
 0.886026 & -0.106284 & -0.451289 & 0.0586129 \\
 0.214201 & 0.9571 & 0.195138 & -0.0216522 \\
 0.411188 & -0.269564 & 0.870781 & 0.0395457 \\
 0 & 0 & 0 & 1
\end{bmatrix}
\]

The transformation matrix data produces an initial estimation of roll = 17.20°, pitch = −24.28°, yaw of 13.59°, lateral shift in x = 0.0586 mm, y = −0.0217 mm, and z = 0.0395 mm. Combining multiple successive frames eventually closes a loop – scanning an area both forward and backward – allowing for further refinement of calculations. The corrected transformation calculates the actual movements as 0.0590 mm, −0.02161 mm, and 0.0392 mm respectively. The resultant error between initial estimated values and the actual values ranged from −0.8% to 0.8%, verifying that the software, combined with the 2D camera images and the 3D point clouds, can accurately compute translation and rotation between images, meeting a key requirement for stitching together frames recorded by the scanner into a single, cohesive colon model.

**Discussion**

Optical scanning systems offer a candidate technology for producing high-accuracy 3D imagery and modeling of the colon. Current commercially available 3D optical scanners utilize a combination of technologies, including NIR and visible light, digital light projection (DLP) sources and VCSEL projectors, and high-resolution cameras, to produce 3D scans of an object. However, all currently available scanners use a large (≥8 cm) baseline (distance between centers of the optical source and/
or recording cameras), and large (up to 1 cm) components to achieve large FOV and high-resolution depth measurements [7–9]. In the colon, however, the operating distance varies from 1 cm to 5 cm, depending on the individual patient, position within the colon, and positioning of the endoscope with respect to the colon wall, which precludes the use of long base-
lines and large components. Systems with larger dimensions and components would integrate poorly with the endoscope, most likely resulting in protrusions or separate systems that would hinder the procedure in much the same manner as mechanical solutions.

We demonstrated a novel 3D optical scanning system for improving the performance of colonoscopy procedures using a combination of 3D and 2D optical scanning and fast, accurate software for extracting data and generating models. The system accomplishes this using miniaturized sources and sensors located on a short 5.5-mm baseline, ideal for sub-millimeter measurement accuracy at up to 5-cm working distances, and software that extracts features from 3D and 2D images to detect polyps/adenomas and construct 3D colon models. The system’s ability to accurately locate and measure polyps has the potential to reduce miss rates and improve decisions and procedures for polyp removal. The ability to accurately measure polyp size proves critical to determining patient monitoring and treatment, as patients with polyps > 10 mm must undergo shorter surveillance intervals. The system size and utility do not increase the risk of injury to the patient, do not require additional training to use, and can enhance the performance of less experienced operators, enabling wider availability of safe and effective treatment.

Based on the results presented here, the system offers several potential advantages compared to other proposed and commercially available solutions, including higher accuracy (sub-millimeter vs. centimeter), lower miss rates, real-time procedure imagery and data, and rendering of 3D colon models for establishing digital records of the patient’s colon health. In the next stage of development, the system can employ AI and deep learning algorithms to further improve polyp detection. The availability of both 3D and 2D data as inputs to the AI, as opposed to only the traditional 2D image data used in previously studied systems [10, 11], is expected to eliminate problems associated with the lack of strong features common in colonoscopy images, and thus improve the accuracy of operation. A recent study [12] found that AI methods working with 2D colonoscopy images produced a high rate of false positives and produced miss rates comparable to experienced practitioners. The existence of false positives was also noted in [11] as an issue encountered with the AI method studied.

There are several implications for this technology. Management of polyps found during colonoscopy depends on patient characteristics as well as polyp size, morphology, and histology. For example, while adenomas <2 mm may be removed using forceps, larger adenomas may require other methods of removal such as snare resection or a variety of advanced endoscopic resection methods. In terms of morphology, flat lesions are not only harder to detect visually as compared to other polypoid lesions but are also found to be more advanced histologically for their size [13]. Sessile polyps also carry a higher risk of malignancy and are associated with higher rates of incomplete resection, especially with larger polyp sizes [14], which ultimately leads to higher rates of interval cancers. Moreover, patients with more adenomas detected at baseline are at a significantly higher risk of advanced adenoma and CRC within 3 to 5 years [15]. Accurate detection and measurement of polyp size, morphology, invasion, and margins are essential in determining the appropriate management as well as surveillance. While the surveillance colonoscopy interval is 10 years for patients with no adenomas detected, patients with three to four small adenomas detected should undergo surveillance colonoscopy within 3 to 5 years. Improving the detection and characterization of these lesions may have crucial downstream benefits for these patients.

We can identify a few limitations of our study. This device has only been tested on an ex-vivo porcine model with silicone polyps. These polyps are uniform in shape and the study focused on a single size to demonstrate the concept behind the optical scanner. Further studies involving in-vivo models, with varying polyp shapes and sizes, are needed to support the real-life applicability of this device as well as provide quantitative measures of accuracy. The optics of the pattern generator used in conjunction with the optical source introduced variations in the smoothness of the reconstruction, which limits the accuracy obtained with the current version of the system. When scanning a flat surface, the reconstruction can vary by ±25 µm from the actual surface as a result. Additional errors occurred due to the use of software-based synchronization of image capture between the two cameras. Hardware-based execution of the synchronization is needed to further improve system accuracy toward the theoretical limit. The software execution has not undergone optimization, limiting the current system to a speed of one frame per second. Operation above 10 frames per second is needed to fully support real-time functionality.

Conclusion
We implemented and demonstrated a novel 3D optical scanning system for improving and extending colonoscopy procedures. A combination of 3D scanning for providing depth information, 2D scanning for performing registration of 3D images, and feature extraction algorithms allowed the system to detect and accurately measure simulated polyps in an ex-vivo porcine colon model. The system demonstrated sub-millimeter accuracy, providing the potential to resolve small (<2 mm) polyps/adenomas, and construction of 3D models with < 1% error, providing the potential to create models of a patient’s colon that would assist patient diagnosis and monitoring. Both capabilities present significant improvement over the functionality and capabilities of current colonoscopy systems. The successful demonstration of the system, despite some experimental limitations, provides a strong impetus for further study and development.
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