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Abstract

Laplace’s method is used to approximate intractable integrals in statistical problems. The relative error rate of the approximation is not worse than $O_p(n^{-1})$. We provide the first statistical lower bounds showing that the $n^{-1}$ rate is tight.

1 Introduction

1.1 Laplace Approximation in Statistical Problems

Intractable integrals occur routinely in statistical modelling. Laplace’s method (e.g., Davison, 2008, Section 11.3.1) is a classical approach to approximating integrals. Two common statistical applications are approximating (a) the marginal likelihood in generalized mixed effects models (Breslow and Clayton, 1993) and generalized additive models (Wood, 2011), and (b) the normalizing constant required to compute posterior distributions (Tierney and Kadane, 1986).

It is known that the relative error in the Laplace approximation is no worse than $O_p(n^{-1})$ (where $O_p$ denotes stochastic boundedness) under standard regularity conditions (Kass et al., 1990; Bilodeau et al., 2022). It is not known whether this $O_p(n^{-1})$ rate can be improved in general. The contribution of this paper is to prove that the known $O_p(n^{-1})$ upper bound on the error is tight: to obtain a faster rate would require assumptions strong enough to rule out the most basic statistical models.

1.2 Laplace’s Method for Deterministic Integrals

Given a fixed dimension $k \in \mathbb{N}$, domain $D \subseteq \mathbb{R}^k$, and function $h : D \to \mathbb{R}$, consider a sequence of (intractable) integrals $(I_n)_{n \in \mathbb{N}}$ defined by

$$I_n = \int_D e^{-nh(x)} dx.$$

Laplace’s method is to approximate $I_n$ by

$$\tilde{I}_n = (2\pi)^{k/2} \sqrt{\mathcal{H}}^{-1/2} \exp \{-nh(\hat{u})\},$$

where $\hat{u} = \arg\min_{u \in D} h(u)$, and $\mathcal{H} = \partial^2 nh(\hat{u})$. Laplace first proposed the method in Laplace (1774). Olver (1968) first showed that the relative error $E_{\text{rel}} = |I_n/\tilde{I}_n - 1|$ satisfies $E_{\text{rel}} \in O(n^{-1})$. McClure and Wong (1983) refined this analysis and extended it to two dimensions, while Inglot and Majerski (2014) provided tighter constants and the first lower bound showing $E_{\text{rel}} \in \Omega(n^{-1})$.

When Laplace’s approximation is used in statistical problems, $n$ is taken to be a sample size, and $h$ depends on the negative log-likelihood function. The relative error $E_{\text{rel}}$ is then a random variable, and hence existing results for deterministic integrands do not apply in statistical problems.

Obtaining bounds on the relative error which hold uniformly over the randomness in the data is understood to be difficult. It is thus often preferred to seek stochastic convergence bounds which hold with high probability over the data. For $k = 1$, Kass et al. (1990) show that under various regularity conditions on the model the relative error is $O_p(n^{-1})$, where the stochasticity is with respect to the (unknown, potentially misspecified) data-generating measure. A rigorous proof for $k \geq 1$ can be found in Bilodeau et al. (2022).
1.3 Contribution: Lower Bound in Statistical Problems

To the best of our knowledge, no lower bounds on the stochastic relative error for the Laplace approximation are available. A lower bound for all models is impossible: \( \mathcal{E}_{rel} = 0 \) almost surely for Gaussian models under any data-generating distribution as the Laplace approximation employs a quadratic approximation to the log-likelihood (Davison, 2008, Section 11.3.1). However, it remains to understand whether the \( O_p(n^{-1}) \) rate can be improved for any interesting class of models. The contribution of this paper is to answer this question in the negative: any set of assumptions under which a faster rate of convergence can be derived must be strong enough to rule out the most basic statistical models.

For deterministic integrals of the form discussed in Subsection 1.2, Inglot and Majerski (2014) show that under mild assumptions on \( h \), there exists real constants \( K_2, K_4, K_\iota, K_u \) and \( \eta > 0 \) such that

\[
\mathcal{E}_{rel} = |I_n/\hat{I}_n - 1| \geq \min \left\{|K_2/n + K_\iota/n^{1+\eta/2}|, |K_2/n + K_4/n^2 + K_u/n^{1+\eta/2}|\right\},
\]

(taking \( \lambda = n \) and \( \alpha = 2 \) in their notation). These constants depend on the integrand through \( h \). However, the existence of a lower bound on the relative error—depending on unknown, function-dependent constants—does not imply that the rate is tight in practice. There may be an interesting class of functions for which constants on lower-order terms in the expansion are zero, and hence a faster rate is attained. Further, this lower bound applies only to deterministic integrands, and not to statistical applications of Laplace’s method.

In this paper, we take an alternative approach to proving that the \( O_p(n^{-1}) \) rate for the Laplace approximation is tight in statistical problems. Rather than proving a lower bound under assumptions that may be difficult to verify—leaving open the possibility of a faster rate being obtained in practice—we instead give three simple examples of models in which the \( O_p(n^{-1}) \) rate is attained, including one in which the lower bound holds for any fixed parameter dimension \( k \geq 1 \). We conclude that any set of assumptions under which a faster rate is obtained must exclude these models. We intentionally choose the simplest possible example models, to illustrate the strength of the assumptions that would be required in order to obtain a faster rate.

2 Existing Result: Stochastic Upper Bound

2.1 Laplace Approximation in Bayesian Inference

Consider data \( Y^{(n)} = (Y_1, \ldots, Y_n) \subseteq \mathbb{R}^d \) generated from some unknown joint probability measure \( \mathbb{P}_n^* \). A parametric Bayesian model for \( Y^{(n)} \) fixes a parameter space \( \Theta \subseteq \mathbb{R}^k \), a response density (likelihood) \( \pi(\cdot \mid \theta) \) indexed by \( \theta \in \Theta \), and a prior density \( \pi(\cdot) \) on \( \Theta \). Bayesian inferences are based on the posterior density, which itself depends on the normalizing constant

\[
\pi(Y^{(n)}) = \int_{\Theta} \pi(\theta, Y^{(n)})d\theta,
\]

(2.1)

where \( \pi(\theta, Y^{(n)}) = \pi(Y^{(n)} \mid \theta)\pi(\theta) \). The integral defining Eq. (2.1) is intractable in general. In this paper, we focus on the use of the Laplace approximation to approximate Eq. (2.1). Similarly to Subsection 1.2, define \( H_n(\theta) = -\partial^2_\theta \log \pi(\theta, Y^{(n)}) \), \( \hat{\theta}_n = \arg \max \pi(\theta, Y^{(n)}) \), and \( \hat{H}_n = H_n(\hat{\theta}_n) \). The Laplace approximation to Eq. (2.1) is

\[
\hat{\pi}_\text{LA}(Y^{(n)}) = (2\pi)^{k/2} |\hat{H}_n|^{-1/2} \pi(\hat{\theta}_n, Y^{(n)}).
\]

(2.2)

A stochastic convergence rate for \( k = 1 \) was derived by Kass et al. (1990). The \( k \geq 1 \) case recently appeared as a corollary of Bilodeau et al. (2022, Theorem 1), which we restate here:

**Theorem 2.1** (Bilodeau et al. 2022). Suppose \( Y^{(n)} \sim \mathbb{P}_n^* \) and that \( \log \pi(\theta, Y^{(n)}) \) is a \( m \geq 4 \)-times differentiable function of \( \theta \), \( \mathbb{P}_n^* \)–a.s. Under Assumptions 1 to 5 (Appendix A), there exists \( C > 0 \) with

\[
\lim_{n \to \infty} \mathbb{P}_n^* \left( \left| \frac{\pi(Y^{(n)})}{\hat{\pi}_\text{LA}(Y^{(n)})} - 1 \right| \leq C n^{-1} \right) = 1.
\]
Theorem 2.1 provides a stochastic upper bound on the relative error in using \( \tilde{\pi}_{\text{LA}}(Y^{(n)}) \) to approximate \( \pi(Y^{(n)}) \): as long as the process \( P_{\ast}^{n} \) and model \( \pi(\theta, Y^{(n)}) \) together satisfy the regularity conditions outlined in Appendix A (which require neither a well-specified model nor i.i.d. observations), the relative error is \( O_p(n^{-1}) \).

## 2.2 Laplace Approximation in Marginal Likelihood Models

Intractable integrals also appear regularly in marginal likelihood models. Once again, consider data \( Y^{(n)} = (Y_1,\ldots,Y_n) \subseteq \mathbb{R}^d \) generated from some unknown joint probability measure \( P_{\ast}^{n} \). A marginal likelihood model for \( Y^{(n)} \) fixes a parameter space \( \Theta \subseteq \mathbb{R}^s \) and a latent space \( U \subseteq \mathbb{R}^k \), a conditional response density \( \pi(\cdot | U; \theta) \) for a given \( \theta \in \Theta \) and \( U \in \mathcal{U} \), and a latent generating density \( \pi(\cdot) \) on \( U \). Inferences are based on the marginal likelihood

\[
\pi(Y^{(n)}; \theta) = \int_{\mathcal{U}} \pi(Y^{(n)} | U; \theta) \pi(U) dU.
\]

For any fixed \( \theta \in \Theta \), this model is identical to the Bayesian model described in Subsection 2.1 by taking \( \mathcal{U} \) as the “parameter space” to be integrated over and the latent-generating density as the “prior”. Under this relabelling, we can define the Laplace approximation exactly as in Eq. (2.2), and obtain the following.

**Corollary 2.2.** Fix \( \theta \in \Theta \). Suppose \( Y^{(n)} \sim P_{\ast}^{n} \) and that \( \log \pi(Y^{(n)}, U; \theta) \) is a \( m \geq 4 \)-times differentiable function of \( U \), \( P_{\ast}^{n} \) - a.s. Under Assumptions 1 to 5 (Appendix A), there exists \( C > 0 \) with

\[
\lim_{n \to \infty} P_{\ast}^{n} \left( \left| \frac{\pi(Y^{(n)}; \theta)}{\tilde{\pi}_{\text{LA}}(Y^{(n)}; \theta)} - 1 \right| \leq C n^{-1} \right) = 1.
\]

## 3 Stochastic Lower Bounds

### 3.1 Bayesian Inference: Coin Flips with Uniform Prior

To establish the tightness of Theorem 2.1, we will prove a lower bound of \( \Omega(n^{-1}) \) almost surely for the following simple model:

\[
Y_1,\ldots,Y_n \mid \theta \overset{iid}{\sim} \text{Ber}(\theta), \quad \theta \sim \text{Unif}(0,1).
\]

That is, \( \pi(Y^{(n)} | \theta) = \theta^n (1-\theta)^{n(1-\theta)} \) where \( Y_n = (1/n) \sum_{i=1}^{n} Y_i \), and \( \pi(\theta) = I(0 \leq \theta \leq 1) \). We first verify the conditions of Theorem 2.1 (Assumptions 1 to 5 in Appendix A) hold when this model is well-specified (which only requires that the data are i.i.d., since binary data must have a Bernoulli distribution).

**Proposition 3.1.** For every \( \theta^{\ast} \in (0,1) \), Eq. (3.1) satisfies Assumptions 1 to 5 for \( P_{\ast}^{n} = \text{Ber}(\theta^{\ast})^{\otimes n} \).

The proof of Proposition 3.1 is given in Appendix B. Having established that this simple model satisfies the assumptions under which Theorem 2.1 holds, proving that it has a matching lower bound will establish the tightness of Theorem 2.1.

**Theorem 3.2.** Let \( \theta^{\ast} \in (0.25,0.75) \) and \( P_{\ast}^{n} = \text{Ber}(\theta^{\ast})^{\otimes n} \). For large enough \( n \), Eq. (3.1) satisfies

\[
\left| \frac{\pi(Y^{(n)})}{\tilde{\pi}_{\text{LA}}(Y^{(n)})} - 1 \right| \geq \frac{1}{20n} \quad P_{\ast}^{n} - \text{a.s.}
\]

Theorem 3.2 establishes that the \( O_p(n^{-1}) \) rate for the Laplace approximation is achieved by the simple Bernoulli model with Uniform prior. Proposition 3.1 states that this model satisfies Assumptions 1 to 5. Thus, any set of conditions assumed on \( P_{\ast}^{n} \) and \( \pi(\theta, Y^{(n)}) \) must be strong enough to exclude the model of Eq. (3.1) if a faster rate is to be obtained by the Laplace approximation.
3.2 Bayesian Inference: Multinomial with Dirichlet Prior

We demonstrate that the $n^{-1}$ rate is tight in a model with arbitrary fixed parameter dimension. Consider the following standard multinomial model with uniform prior. Fix $k \in \mathbb{N}$, let $\mathcal{S} = \{ \psi \in [0,1]^k : \sum_{j=1}^k \psi_j = 1 \}$, and define

$$Y_1, \ldots, Y_n \mid \psi \sim \text{MultiNom}(\psi), \quad \psi \sim \text{Unif}([0,1]^k).$$

(3.2)

**Proposition 3.3.** For every $k \in \mathbb{N}$, the model given by Eq. (3.2) reparameterized with $\theta_j = \log \psi_j/\psi_k$ for $j \in [k-1]$ satisfies Assumptions 1 to 5.

**Theorem 3.4.** For every $k \in \mathbb{N}$ and $\psi \in \mathcal{S}$, if $\mathbb{P}_n^* = \text{MultiNom}(\psi)^{\otimes n}$, then for large enough $n$, the model given by Eq. (3.2) reparameterized with $\theta_j = \log \psi_j/\psi_k$ for $j \in [k-1]$ satisfies

$$\left| \frac{\pi(Y^{(n)})}{\tilde{\pi}_{LA}(Y^{(n)})} - 1 \right| \geq \frac{1}{\beta n} \quad \mathbb{P}_n^* - \text{a.s.}$$

**Remark 3.5.** While the Laplace approximation is not invariant to reparameterization, the upper bound from Theorem 2.1 holds for any parameterization for which the regularity conditions are satisfied. Theorem 3.4 with $k = 2$ shows that the lower bound holds for an alternative parameterization of the Bernoulli model, and hence implies that this result is not an artifact of the particular parameterization chosen.

3.3 Marginal Likelihood: Poisson with Gamma Random Effects

We consider one of the simplest hierarchical models,

$$Y_1, \ldots, Y_n \mid \omega \sim \text{Pois}(\omega \theta), \quad \omega \sim \text{Gamma}(1,1); \quad \theta > 0.$$

(3.3)

The model of Eq. (3.3) prescribes a joint likelihood $\pi(Y^{(n)}, \omega; \theta)$, and hence a marginal likelihood $\pi(Y^{(n)}; \theta) = \int \pi(Y^{(n)}, \omega; \theta) d\omega$. A Laplace approximate marginal likelihood $\tilde{\pi}_{LA}(Y^{(n)}; \theta)$ is obtained by applying Eq. (2.2) to $\pi(Y^{(n)}; \theta)$ for every $\theta > 0$. Proposition 3.6 states that Theorem 2.1 applies to $\tilde{\pi}_{LA}(Y^{(n)}; \theta)$, pointwise in $\theta$.

**Proposition 3.6.** For every $\theta > 0$ and $\lambda^* > 0$, Eq. (3.3) satisfies Assumptions 1 to 5 for $\mathbb{P}_n^* = \text{Pois}(\lambda^*)^{\otimes n}$.

Theorem 3.7 now establishes that the rate is tight for $\tilde{\pi}_{LA}(Y^{(n)}; \theta)$ in the simple model of Eq. (3.3), with conclusions similar to those of Theorem 3.2.

**Theorem 3.7.** For all $\lambda^* > 0$ and large enough $n$, if $\mathbb{P}_n^* = \text{Pois}(\lambda^*)^{\otimes n}$ then Eq. (3.3) satisfies

$$\inf_{\theta > 0} \left| \frac{\pi(Y^{(n)}; \theta)}{\tilde{\pi}_{LA}(Y^{(n)}; \theta)} - 1 \right| \geq \frac{1}{26n\lambda^*} \quad \mathbb{P}_n^* - \text{a.s.}$$
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A Regularity Conditions

We inherit the standard notation of Bilodeau et al. (2022). Let \( \ell_n(\theta) = \log \pi(Y(n) \mid \theta) \) and \( \ell_n^*(\theta) = \ell_n(\theta) + \log \pi(\theta) \). For any \( f : \mathbb{R}^k \to \mathbb{R} \) and \( \alpha \in \mathbb{N}^k \), let
\[
\frac{\partial^{|\alpha|} f(\theta)}{\partial \theta^{{\alpha}}�} = \frac{\partial^{|\alpha|} f(\theta)}{\partial \theta_1^{{\alpha_1}}\ldots\partial \theta_k^{{\alpha_k}}} f(\theta).
\]

For \( k \in \mathbb{N} \), \( x \in \mathbb{R}^k \), and \( \delta > 0 \), let \( B^k(\delta) = \{ x' : \| x - x' \|_2 \leq \delta \} \) and \( [B^k(\delta)]^c = \mathbb{R}^k \setminus B^k(\delta) \). Finally, the Eigenvalues of a \( k \)-dimensional square matrix \( H \) are ordered \( \lambda_k(H) \leq \cdots \leq \lambda_1(H) \).

For a given data-generating distribution \( \mathbb{P}^*_n \), we say the following assumptions hold if there exists \( \delta > 0 \) and \( \theta^* \in \Theta \) such that:

**Assumption 1.** There exists \( m \geq 4, M > 0 \) such that for all \( \alpha \in \mathbb{N}^k \) with \( 0 \leq |\alpha| \leq m \),
\[
\lim_{n \to \infty} \mathbb{P}^*_n \left[ \sup_{\theta \in B^k_n(\delta)} \left| \frac{\partial^{|\alpha|} \ell_n^*(\theta)}{\partial \theta^{{\alpha}}} \right| < nM \right] = 1.
\]

**Assumption 2.** There exist \( 0 < \eta \leq \eta' < \infty \) such that
\[
\lim_{n \to \infty} \mathbb{P}^*_n \left[ \eta n \leq \inf_{\theta \in B^k_n(\delta)} \lambda_k(H_n(\theta)) \leq \sup_{\theta \in B^k_n(\delta)} \lambda_1(H_n(\theta)) \leq n\eta' \right] = 1.
\]

**Assumption 3.** There exists \( b > 0 \) such that
\[
\lim_{n \to \infty} \mathbb{P}^*_n \left[ \sup_{\theta \in [B^k_n(\delta)]^c} \ell_n(\theta) - \ell_n(\theta^*) \leq -nb \right] = 1.
\]

**Assumption 4.** For any \( \beta > 0 \) and function \( G(n) \) such that \( \lim_{n \to \infty} G(n) = \infty \),
\[
\lim_{n \to \infty} \mathbb{P}^*_n \left[ \frac{\sqrt{n}}{G(n)} \| \hat{\theta}_n - \theta^* \|_2 > \beta \right] = 0.
\]

**Assumption 5.** There exist \( 0 < c_1 < c_2 < \infty \) such that
\[
c_1 \leq \inf_{\theta \in B^k_n(\delta)} \pi(\theta) \leq \sup_{\theta \in B^k_n(\delta)} \pi(\theta) \leq c_2.
\]
B Proofs for the Coin Flips with Uniform Prior Example (Bayesian Inference)

To ease notation, let $\overline{Y}_n = 1 - \overline{Z}_n$. We also rely on the following classical lemma.

**Lemma B.1** (Eqs. (1) and (2), Robbins (1955)). For every $q \in \mathbb{N}$,

$$(2\pi q)^{1/2} \left( \frac{q}{e} \right)^q \exp \left( \frac{1}{12q + 1} \right) < \Gamma(q + 1) < (2\pi q)^{1/2} \left( \frac{q}{e} \right)^q \exp \left( \frac{1}{12q} \right).$$

We now prove the main results from Subsection 3.1.

**B.1 Proof of Proposition 3.1**

For all $\theta \in (0, 1)$,

$$\ell_n^*(\theta) = n\overline{Y}_n \log \theta + n\overline{Z}_n \log (1 - \theta),$$

and for all $\alpha \in \mathbb{N}$

$$\partial^\alpha \ell_n^*(\theta) = (-1)^{\alpha + 1} n\overline{Y}_n \theta^\alpha - \frac{n\overline{Z}_n}{(1 - \theta)^\alpha}.$$

Thus, for any $\theta^* \in (0, 1)$, taking $\delta = \min\{\theta^*, 1 - \theta^*\}/2$ implies that if $\alpha \leq m$,

$$\sup_{\theta \in B_{\theta^*}(\delta)} |\partial^\alpha \ell_n^*(\theta)| \leq 2n \left( \frac{2}{\min\{\theta^*, 1 - \theta^*\}} \right)^m,$$

by noting that $|\overline{Y}_n| \leq 1$ and $|\overline{Z}_n| \leq 1$. That is, Assumption 1 holds by taking $m = 4$.

Substituting in $\alpha = 2$,

$$H_n(\theta) = \frac{n\overline{Y}_n}{\theta^2} + \frac{n\overline{Z}_n}{(1 - \theta)^2}.$$

By the strong law of large numbers, $\overline{Y}_n \to \theta^*$ and $\overline{Z}_n \to 1 - \theta^*$ almost surely, so for all $\varepsilon > 0$ the following both hold almost surely for sufficiently large $n$ and for all $\theta \in B_{\theta^*}(\delta)$ (with $\delta = \min\{\theta^*, 1 - \theta^*\}/2$):

$$\widehat{H}_n(\theta) \leq n \left\{ 4 \left( \frac{\theta^* + \varepsilon}{(\theta^*)^2} \right)^2 + 4 \left( \frac{1 - \theta^* + \varepsilon}{(1 - \theta^*)^2} \right)^2 \right\},$$

and

$$\widehat{H}_n(\theta) \geq n \left\{ \frac{(\theta^* - \varepsilon)}{4(\theta^*)^2} + \frac{(1 - \theta^* - \varepsilon)}{4(1 - \theta^*)^2} \right\}.$$

Since $\theta^* \in (0, 1)$, Assumption 2 is satisfied for $\eta$ and $\gamma$ depending on $1/\theta^*$ and $1/(1 - \theta^*)$ appropriately.

Next, for all $\theta \in (0, 1)$,

$$\ell_n(\theta) - \ell_n(\theta^*) = n\overline{Y}_n \log(\theta/\theta^*) + n\overline{Z}_n((1 - \theta)/(1 - \theta^*)).$$

Again by the strong law of large numbers, this implies that

$$\frac{\ell_n(\theta) - \ell_n(\theta^*)}{n} \to -\text{KL}(\text{Ber}(\theta^*) \parallel \text{Ber}(\theta)) \quad \text{a.s.}$$

By Pinsker’s inequality (e.g., Lemma 15.2 of Wainwright (2019)),

$$\sup_{\theta \in [B_{\theta^*}(\delta/2)]^C} -\text{KL}(\text{Ber}(\theta^*) \parallel \text{Ber}(\theta)) \leq \sup_{\theta \in [B_{\theta^*}(\delta/2)]^C} -\frac{\theta - \theta^*}{2}^2 \leq -\delta^2/8,$$

so Assumption 3 holds.

Since the posterior is maximized at $\overline{Y}_n$, Assumption 4 follows from the central limit theorem.

Finally, Assumption 5 holds trivially.
The exact normalizing constant is
\[ \pi(Y^{(n)}) = \left( \frac{2\pi}{n} \right)^{1/2} \left( \sum_{i} \right)^{n+1/2} \left( \sum_{i} \right)^{n+1/2}. \]

The exact normalizing constant is
\[ \pi(Y^{(n)}) = \int_{0}^{1} \pi(Y^{(n)} | \theta) \pi(\theta) d\theta = \int_{0}^{1} \theta^{Y^{(n)}} (1-\theta)^{n-Z_n} d\theta = \frac{\Gamma(nY_n + 1)\Gamma(nZ_n + 1)}{\Gamma(n+2)}. \]

Since \( nY_n \) and \( nZ_n \) are both elements of \( \mathbb{N} \), by Lemma B.1
\[ \frac{\Gamma(nY_n + 1)\Gamma(nZ_n + 1)}{\Gamma(n+2)} \leq (2\pi)^{1/2} \frac{n^{n+1}}{(n+1)^{n+3/2}} \exp \left( \frac{1}{12nY_n Z_n} - \frac{1}{12n + 13} + 1 \right) \Gamma(nY_n + 1)\Gamma(nZ_n + 1), \]
and hence
\[ \frac{\pi(Y^{(n)})}{\pi_{LA}(Y^{(n)})} < \left( \frac{n}{n+1} \right)^{n+3/2} \exp \left( \frac{1}{12nY_n Z_n} - \frac{1}{12n + 13} + 1 \right) = \exp(1) \left( 1 + \frac{1}{n} \right)^{-n-3/2} \exp \left( \frac{1}{12nY_n Z_n} - \frac{1}{12n + 13} \right). \]

Next, for all \( n \in \mathbb{N} \) it holds that \( 1/(n+1) \leq \log(1+1/n) \), so rearranging implies that
\[ \frac{\pi(Y^{(n)})}{\pi_{LA}(Y^{(n)})} \leq \exp \left( 1 - \frac{n}{n+1} - \frac{3}{2(n+1)} - \frac{1}{12n + 13} + \frac{1}{12nY_n Z_n} \right) = \exp \left( \frac{1}{12nY_n Z_n} - \frac{14n + 15}{(12n + 13)(2n + 2)} \right). \]

Finally, if \( Y_n \in (0.25, 0.75) \) and \( n > 8 \), then
\[ Y_n Z_n \geq 0.1875 > \frac{2n + 2}{12n}, \]
and hence if \( n > 13 \),
\[ \frac{1}{12nY_n Z_n} - \frac{14n + 15}{(12n + 13)(2n + 2)} \leq \frac{1}{2n + 2} - \frac{14n + 15}{(12n + 13)(2n + 2)} = \frac{1}{12n + 13} \leq \frac{1}{13n} \leq \frac{-1}{26n}. \]

Using that \( \frac{x}{1+x} \leq \log(1+x) \) for all \( x > -1 \), this implies that for sufficiently large \( n \), if \( Y_n \in (0.25, 0.75) \) then
\[ \frac{\pi(Y^{(n)})}{\pi_{LA}(Y^{(n)})} \leq 1 - \frac{1}{26n}. \]

Now, for the first time in the proof, we use the properties of the data-generating mechanism. In particular, by the strong law of large numbers it holds that for all \( \varepsilon > 0 \), \( \mathbb{P}^* [ \lim_{n \to \infty} Y_n \in (\theta^* - \varepsilon, \theta^* + \varepsilon) ] = 1 \), and thus since \( \theta^* \in (0.25, 0.75) \),
\[ \mathbb{P}^* \left[ \exists N_0 \forall n > N_0 \frac{\pi(Y^{(n)})}{\pi_{LA}(Y^{(n)})} \leq 1 - \frac{1}{26n} \right] = 1. \]
C Proofs for the Multinomial with Dirichlet Prior Example (Bayesian Inference)

C.1 Reparameterized Model

We begin with calculations for the Laplace approximation of the reparameterized model. The normalizing constant is

$$\pi(Y^{(n)}) = \int_{\psi \in S} \pi(Y^{(n)}, \psi) d\psi,$$

$$= \Gamma(k) \prod_{j=1}^{k} \psi_j^{N_j} d\psi$$

$$= \Gamma(k) \prod_{j=1}^{k} \Gamma(N_j + 1) \Gamma(n + k).$$

Using the standard log-odds reparametrization \((\theta_j = \log \psi_j/\psi_k \text{ for } j = 1, \ldots, k - 1)\), we obtain \(\psi_j = \psi_k e^{\theta_j}\) and \(\psi_k = 1/(1 + \sum_{j=1}^{k-1} e^{\theta_j})\). Note that the parameter space for \(\theta\) is \(\mathbb{R}^{k-1}\). The log-likelihood is thus

$$\pi(Y^{(n)} | \theta) = \exp \left\{ \sum_{j=1}^{k-1} N_j \theta_j - n \log \left( 1 + \sum_{j=1}^{k-1} e^{\theta_j} \right) \right\}. $$

Next, if \(\psi \sim \text{Dir}(1, \ldots, 1)\) then \(\psi \overset{d}{=} (X_1/X_k, \ldots, X_k/X_k)\) where \(X_1, \ldots, X_k \overset{iid}{\sim} \text{Exp}(1)\) and \(X = \sum_{j=1}^{k} X_j\). We therefore have

\((e^{\theta_1}, \ldots, e^{\theta_{k-1}}) \overset{d}{=} \left( \frac{X_1}{X_k}, \ldots, \frac{X_{k-1}}{X_k} \right)\),

and hence for every \(\alpha \in \mathbb{R}^{k-1}\)

$$F_\theta(\alpha_1, \ldots, \alpha_{k-1}) = P(\theta_1 \leq \alpha_1, \ldots, \theta_{k-1} \leq \alpha_{k-1})$$

$$= P\left( \frac{X_1}{X_k} \leq e^{\alpha_1}, \ldots, \frac{X_{k-1}}{X_k} \leq e^{\alpha_{k-1}} \right)$$

$$= \mathbb{E}_{X_k} P(X_1 \leq X_k e^{\alpha_1}, \ldots, X_{k-1} \leq X_k e^{\alpha_{k-1}} | X_k)$$

$$= \mathbb{E}_{X_k} \prod_{j=1}^{k-1} \exp (-X_k e^{\alpha_j})$$

$$= \mathbb{E}_{X_k} \exp \left\{ -X_k \sum_{j=1}^{k-1} \exp (\alpha_j) \right\}$$

$$= \frac{1}{1 + \sum_{j=1}^{k-1} \exp (\alpha_j)}. $$

The prior density is then

$$\pi_\theta(\alpha) = \frac{\partial^{k-1}}{\partial \alpha_1 \cdots \partial \alpha_{k-1}} F_\theta(\alpha_1, \ldots, \alpha_{k-1})$$

$$= \Gamma(k) \exp \left( \sum_{j=1}^{k-1} \alpha_j \right) \left( 1 + \sum_{j=1}^{k-1} e^{\alpha_j} \right)^k.$$
Rewriting the notation,

\[ \pi(\theta) = \frac{\Gamma(k) \exp \left( \sum_{j=1}^{k-1} \theta_j \right)}{\left( 1 + \sum_{j=1}^{k-1} e^{\theta_j} \right)^k}. \]

The log joint posterior is thus

\[ \ell_n^\pi(\theta, Y^{(n)}) = \log \pi(\theta, Y^{(n)}) = \log \Gamma(k) + \sum_{j=1}^{k-1} (N_j + 1) \theta_j - (n + k) \log \left( 1 + \sum_{j=1}^{k-1} e^{\theta_j} \right). \]

The first partial derivatives are

\[ \frac{\partial \ell_n^\pi(\theta)}{\partial \theta_j} = N_j + 1 - (n + k) \frac{e^{\theta_j}}{1 + \sum_{l=1}^{k-1} e^{\theta_l}}, \]

the posterior mode is

\[ \hat{\theta}_j = \log \frac{N_j + 1}{N_k + 1}, \]

and the second order mixed partials are

\[ \frac{\partial^2 \ell_n^\pi(\theta)}{\partial \theta_i \partial \theta_j} = \begin{cases} -(n + k) \frac{e^{\theta_j}}{1 + \sum_{l=1}^{k-1} e^{\theta_l}} \left( 1 - \frac{e^{\theta_j}}{1 + \sum_{l=1}^{k-1} e^{\theta_l}} \right) & i = j \\ (n + k) \frac{e^{\theta_j}}{1 + \sum_{l=1}^{k-1} e^{\theta_l}} & i \neq j. \end{cases} \]

For notational convenience, let \( \tau \in [0, 1]^{k-1} \) be defined by

\[ \tau_j = \frac{e^{\theta_j}}{1 + \sum_{l=1}^{k-1} e^{\theta_l}}. \]

Then,

\[ H_n(\theta) = -\partial^2 \ell_n^\pi(\theta) = (n + k) \{ \text{diag} (\tau) - \tau \tau^T \}, \]

with determinant

\[ |H_n(\theta)| = (n + k)^{k-1} \text{diag} (\tau) \left( 1 - \tau^T \tau^{-1} \right) \]

\[ = (n + k)^{k-1} \left( \prod_{j=1}^{k-1} \tau_j \right) \left( 1 - \sum_{j=1}^{k-1} \tau_j \left( \text{diag} (\tau) \right)_{jj}^{-1} \right) \]

\[ = (n + k)^{k-1} \left( \prod_{j=1}^{k-1} \tau_j \right) \left( 1 - \sum_{j=1}^{k-1} \tau_j \right) \]

\[ = (n + k)^{k-1} \left( \prod_{j=1}^{k-1} \tau_j \right) \left( \frac{1}{1 + \sum_{l=1}^{k-1} e^{\theta_l}} \right). \]

### C.2 Proof of Proposition 3.3

We first verify Assumption 1. Consider the rescaled log-likelihood combined with the log-prior

\[ \frac{\ell_n^\pi(\theta)}{n} = \frac{\log \Gamma(k) + \sum_{j=1}^{k-1} (N_j + 1) \theta_j - (n + k) \log \left( 1 + \sum_{j=1}^{k-1} e^{\theta_j} \right)}{n}. \]

First consider the derivatives of:

\[ \frac{(n + k)}{n} \log \left( 1 + \sum_{j=1}^{k-1} e^{\theta_j} \right). \]
Both \( \log(1 + x) \) and \( \sum_{i=1}^{k-1} \exp(x_i) \) are real analytic functions, thus their composition must also be real analytic and therefore infinitely differentiable and have a convergent power series representation. In this case the power series converges for all values of \( \theta \in \mathbb{R}^{k-1} \), so for any compact set \( A \) centered around \( \theta^* \), derivatives of total order 1, 2, 3 and 4 can be uniformly bounded by a constant \( M_{\theta^*}(A) \). As for the other terms in Eq. (C.1), the constant term does not appear in any derivatives, while the linear term satisfies

\[
\frac{\partial}{\partial \theta_i} \frac{\sum_{j=1}^{k-1} (N_j + 1) \theta_j}{n} = \frac{N_i + 1}{n} \leq 2,
\]

and is 0 for any higher order derivatives. Thus:

\[
\sup_{\theta \in A} \left| \frac{\partial^s \ell_n^{\pi}(\theta)}{n} \right| \leq 2M_{\theta^*}(A) + 2,
\]

for \( n > k \) as then \( (n+k)/(n) \leq 2 \), for \( |\alpha| \leq 4 \). Taking \( A \) to be the closure of the ball in Assumption 1 then implies Assumption 1 is satisfied.

As shown in Appendix C.1, \( H_n(\theta) = (n+k) \{ \text{diag} (\tau) - \tau \tau^T \} \), so for any \( j \)

\[
\frac{1}{n} \lambda_j(H_n(\theta)) = \frac{n+k}{n} \lambda_j(\text{diag} (\tau) - \tau \tau^T).
\]

Further,

\[
|\text{diag} (\tau) - \tau \tau^T| = \left( \prod_{j=1}^{k-1} \tau_j \right) \frac{1}{1 + \sum_{j=1}^{k-1} e^{\theta_j}}.
\]

This determinant is strictly non-zero and is bounded for all possible values of \( \theta \in \mathbb{R}^{k-1} \), so the eigenvalues are upper and lower bounded in any open ball, and thus Assumption 2 is satisfied.

Next, note that

\[
\frac{\ell_n(\theta) - \ell_n(\theta^*)}{n} \overset{a.s.}{\to} \sum_{j=1}^{k-1} \exp(\theta_j^*)(\theta_j - \theta_j^*) \left[ \frac{1}{1 + \sum_{j=1}^{k-1} e^{\theta_j}} \right] - \log \left( 1 + \sum_{j=1}^{k-1} e^{\theta_j} \right) + \log \left( 1 + \sum_{j=1}^{k-1} e^{\theta_j^*} \right).
\]

After some algebra it can be seen that the strictly convex function

\[
F(x) = \log \left( 1 + \sum_{j=1}^{k-1} e^{\theta_j} \right)
\]

satisfies

\[
\frac{\ell_n(\theta) - \ell_n(\theta^*)}{n} \overset{a.s.}{\to} -F(\theta) + F(\theta^*) + \nabla F(\theta^*)^T(\theta - \theta^*) = -D_F(\theta, \theta^*),
\]

where \( D_F \) denotes the Bregman divergence. Since Bregman divergence is strictly positive and convex in the first argument, this function is strictly negative for any value outside of a ball of radius \( \delta \), and thus Assumption 3 holds.

Next, using the original parameterization,

\[
\tilde{\theta}_j - \theta_j^* = \log \frac{N_j + 1}{N_k + 1} - \log \frac{\psi_j^*}{\psi_k^*} = \left( \log \frac{N_j + 1}{n} - \log(\psi_j^*) \right) - \left( \log \frac{N_k + 1}{n} - \log(\psi_k^*) \right).
\]

By the multivariate CLT, the delta method (applied to \( \log x \)), and Slutsky’s lemma we have that the joint vector converges to

\[
\begin{bmatrix}
  n^{1/2} \left( \log \frac{N_j + 1}{n} - \log(\psi_j^*) \right)
  \\
  n^{1/2} \left( \log \frac{N_k + 1}{n} - \log(\psi_k^*) \right)
\end{bmatrix} \overset{D}{\to} \mathcal{N}\left( \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \begin{bmatrix} 1 - \frac{1}{\psi_j^*} & \frac{1}{\psi_k^*} \\ \frac{1}{\psi_j^*} & 1 \end{bmatrix} \right).
\]
Using Wald’s device (i.e., for all vectors \( a \) of compatible dimension, \( a^\top X_n \xrightarrow{\mathcal{D}} a^\top X \) if \( X_n \xrightarrow{\mathcal{D}} X \)) with \( a = (1, -1)^\top \) gives
\[
n^{1/2}(\hat{\theta}_j - \theta_j^*) \xrightarrow{\mathcal{D}} \mathcal{N} \left( 0, \frac{1 - \psi_j}{\psi_j} + \frac{1 - \psi_k}{\psi_k} \right).
\]

Since the rate of consistency is \( n^{-1/2} \), this implies Assumption 4.

Finally, we note that the prior
\[
\pi(\theta) = \frac{\Gamma(k) \exp \left( \sum_{j=1}^{k-1} \theta_j \right)}{\left( 1 + \sum_{j=1}^{k-1} e^{\theta_j} \right)^k},
\]
is strictly positive and upper/lower bounded in any open ball that is a subset of \( \mathbb{R}^{k-1} \), as the function is continuous and never takes on the value 0 for any \( \theta \in \mathbb{R}^{k-1} \). That is, Assumption 5 is trivially satisfied.

### C.3 Proof of Theorem 3.4

Substituting \( \hat{\theta} \) into the definition of \( \tau \), it follows that
\[
\hat{\tau}_j = \frac{N_j + 1}{n + k},
\]
and thus the determinant at the mode is
\[
|\hat{H}_n| = (n + k)^{k-1} \prod_{j=1}^k \frac{N_j + 1}{n + k} = \frac{1}{(n + k)^k} \prod_{j=1}^k (N_j + 1).
\]

The Laplace approximation is thus
\[
\tilde{\pi}_{LA}(Y^{(n)}) = (2\pi)^{(k-1)/2} |\hat{H}_n|^{-1/2} \pi(\hat{\theta}, Y^{(n)})
\]
\[
= (2\pi)^{(k-1)/2} (n + k)^{1/2} \frac{\Gamma(k)}{\prod_{j=1}^k (N_j + 1)^{-1/2}} \times \exp \left\{ \sum_{j=1}^{k-1} (N_j + 1) \log \left( \frac{N_j + 1}{N_k + 1} \right) - (n + k) \log \left( \frac{n + k}{N_k + 1} \right) \right\}
\]
\[
= (2\pi)^{(k-1)/2} (n + k)^{1/2} \frac{\Gamma(k)}{\prod_{j=1}^k (N_j + 1)^{-1/2}} \times \exp \left\{ \sum_{j=1}^k (N_j + 1) \log (N_j + 1) - (n + k) \log (n + k) \right\}.
\]

Substituting this gives
\[
\frac{\pi(Y^{(n)})}{\tilde{\pi}_{LA}(Y^{(n)})} = (2\pi)^{(1-k)/2} \frac{\Gamma(n + k)(n + k)^{1/2}}{\prod_{j=1}^k (N_j + 1)^{1/2} \Gamma(N_j + 1)} \times \exp \left\{ - \sum_{j=1}^k (N_j + 1) \log (N_j + 1) + (n + k) \log (n + k) \right\}.
\]
Again by Lemma B.1,
\[
\prod_{j=1}^{k} \left[ (N_j + 1)^{1/2} \Gamma(N_j + 1) \right]
\geq \prod_{j=1}^{k} \left\{ (2\pi)^{1/2} \left( \frac{N_j}{N_j + 1} \right)^{N_j + 1/2} (N_j + 1)^{N_j + 1} e^{-N_j} \exp \left( \frac{1}{12N_j + 1} \right) \right\}
\geq (2\pi)^{k/2} \prod_{j=1}^{k} \left[ (1 + \frac{1}{N_j})^{-(1/2+N_j)} \exp \left( -N_j + (N_j + 1) \log(N_j + 1) + \frac{1}{12N_j + 1} \right) \right]
\geq (2\pi)^{k/2} e^{-n} \prod_{j=1}^{k} \left( 1 + \frac{1}{N_j} \right)^{-(1/2+N_j)} \exp \left( \sum_{j=1}^{k} (N_j + 1) \log(N_j + 1) + \sum_{j=1}^{k} \frac{1}{12N_j + 1} \right).
\]

Similarly,
\[
\frac{1}{(n + k)^{1/2} \Gamma(n + k)}
\geq (2\pi)^{-1/2} (n + k)^{-(n+k)} \left( 1 - \frac{1}{n + k} \right)^{1/2-(n+k)} e^{n+k-1} \exp \left( -\frac{1}{12(n + k - 1)} \right).
\]

Combining these bounds gives
\[
\frac{\pi(Y(n))}{\pi_{LA}(Y(n))} \geq \left( 1 - \frac{1}{n + k} \right)^{1/2-(n+k)} \prod_{j=1}^{k} \left( 1 + \frac{1}{N_j} \right)^{-(1/2+N_j)} \exp \left( k - 1 + \sum_{j=1}^{k} \frac{1}{12N_j + 1} - \frac{1}{12(n + k - 1)} \right).
\]

We now use that \( \log(1 - 1/x) \leq -1/x \) and \( \log(1 + 1/x) \leq 1/x \) to obtain
\[
\frac{\pi(Y(n))}{\pi_{LA}(Y(n))} \geq \exp \left( \frac{n + k - 1/2}{n + k} \right) \times \prod_{j=1}^{k} \exp \left( -\frac{1/2 + N_j}{1 + N_j} \right) \exp \left( k - 1 + \sum_{j=1}^{k} \frac{1}{12N_j + 1} - \frac{1}{12(n + k - 1)} \right)
\geq \exp \left( \frac{1}{2(n + k)} + \sum_{j=1}^{k} \frac{1}{2(1 + M)} + \sum_{j=1}^{k} \frac{1}{12N_j + 1} - \frac{1}{12(n + k - 1)} \right).
\]

where \( M = \min_{j \in [k]} N_j \). Note that
\[
\frac{1}{2(n + k)} - \frac{1}{12(n + k - 1)} \geq \frac{3(n + k - 1)}{4(n + k - 1)} - \frac{1}{12(n + k - 1)} = \frac{1}{4(n + k - 1)}
\]
since \( (n + k - 1)/(n + k) \geq 2/3 \) for \( k \geq 2 \) and \( n \geq 1 \). Combining this with the fact that the other terms involved in the exponent are positive,
\[
\frac{\pi(Y(n))}{\pi_{LA}(Y(n))} \geq \exp \left( \frac{1}{4(n + k - 1)} \right) \geq 1 + \frac{1}{4(n + k - 1)},
\]


as \( \exp(x) \geq 1 + x \) for \( x \geq 0 \). Thus, for \( n > 4(k - 1) \), we obtain

\[
\frac{\pi(Y^{(n)})}{\pi_{L_\lambda}(Y^{(n)})} \geq 1 + \frac{1}{5n}.
\]

\[\square\]

## D Proofs for the Poisson with Gamma Random Effects Example (Marginal Likelihood)

### D.1 Random Effects Model

The joint likelihood is

\[
\pi(Y^{(n)}; \omega; \theta) = (\omega \theta)^n \exp \{-\omega (n \theta + 1)\} \prod_{i=1}^n \Gamma(Y_i + 1).
\]

Thus, it is possible to compute the exact marginal likelihood

\[
\pi(Y^{(n)}; \theta) = \int \pi(Y^{(n)}; \omega; \theta) d\omega = \frac{\Gamma(n Y_n + 1)}{\prod_{i=1}^n \Gamma(Y_i + 1)} \frac{\theta^n Y_n}{(n \theta + 1)^n Y_n + 1}.
\]

For each \( \theta > 0 \), let \( \ell_n^\theta(\omega) = \log \pi(Y^{(n)}; \omega; \theta) \), so that

\[
\ell_n^\theta(\omega) = n Y_n \log(\omega \theta) - \omega (n \theta + 1) - \sum_{i=1}^n \log(Y_i!),
\]

\[
\frac{d}{d\omega} \ell_n^\theta(\omega) = \frac{n Y_n}{\omega} - (n \theta + 1),
\]

\[
\frac{d^2}{d^2 \omega} \ell_n^\theta(\omega) = -\frac{n Y_n}{\omega^2}.
\]

Thus, \( \hat{\omega}_n = n Y_n / (n \theta + 1) \), and so

\[
|H_n^\theta(\hat{\omega}_n)|^{-1/2} = \frac{\sqrt{n Y_n}}{n \theta + 1}
\]

### D.2 Proof of Proposition 3.6

Fix a value of \( \theta > 0 \). In Assumptions 1 to 5 replace \( \theta^* \) with \( \omega_\theta^* = \lambda^*/\theta \), \( \delta \) with \( \delta_\theta = \lambda^*/(2 \theta) \) and \( \hat{\theta}_n \) with \( \hat{\omega}_n \).

Using the expressions from Eq. (D.1), for \( \omega \in (\omega_\theta^* - \delta_\theta, \omega_\theta^* + \delta_\theta) \) and \( k > 1 \), the strong law of large numbers implies

\[
\frac{1}{n} \left| \frac{d}{d\omega} \ell_n^\theta(\omega) \right| = \left| \frac{Y_n}{\omega} - (\theta + 1/n) \right| \xrightarrow{a.s.} \left| \frac{\lambda^*}{\omega} - \theta \right| \leq \theta,
\]

\[
\frac{1}{n} \left| \frac{d^2}{d^2 \omega} \ell_n^\theta(\omega) \right| = \left| \frac{(j - 1) Y_n}{\omega^j} \right| \xrightarrow{a.s.} \left| \frac{(j - 1) \lambda^*}{\omega^j} \right| \leq \frac{(j - 1)(2 \theta)^j}{(\lambda^*)^{j-1}}.
\]

Thus, Assumption 1 holds for a constant appropriately depending on \( \theta \) and \( \lambda^* \). Similarly, for \( \omega \in (\omega_\theta^* - \delta_\theta, \omega + \delta_\theta) \)

\[
-\frac{1}{n} \frac{d^2}{d^2 \omega} \ell_n^\theta(\omega) = \frac{Y_n}{\omega^2} \frac{\lambda^*}{\omega^2} \xrightarrow{a.s.} \frac{1}{\lambda^*} \left( (4/9) \theta^2, 4 \theta^2 \right)
\]

so Assumption 2 is satisfied.
For Assumption 3, again by the strong law of large numbers,
\[
\frac{\ell_n^\theta(\omega) - \log \pi(\omega) - \ell_n^\theta(\omega^*_\theta) + \log \pi(\omega^*_\theta)}{n} \xrightarrow{a.s.} \log \left( \frac{\omega}{\omega^*_\theta} \right) + \frac{(\omega^*_\theta - \omega)}{\omega^*_\theta} = -D_F(\omega; \omega^*_\theta),
\]
where \(D_F(\omega, \omega^*_\theta)\) is the Bregman divergence induced by the function \(F(x) = -\log(x)\) on the convex set \((0, \infty)\). Assumption 3 then follows from the non-negativity of the Bregman divergence and its strict convexity in the first argument.

Solving the score equation to compute the maxima gives
\[
\sqrt{n}\left(\hat{\omega}_\theta - \omega^*_\theta\right) = \sqrt{n}\left(\frac{Y_n}{\theta + 1/n} - \frac{\lambda^*}{\theta}\right) = \sqrt{n}\left(\frac{Y_n}{\theta + 1/n} - \frac{\lambda^*}{\theta}\right) \sim \text{Gaussian}(0, \theta^{-2}),
\]
where the last step follows by the central limit theorem. Thus, Assumption 4 holds, and finally Assumption 5 is satisfied by the strict positivity of the gamma density on any compact subset of \((0, \infty)\).

**D.3 Proof of Theorem 3.7**

This implies that the Laplace approximate marginal likelihood is
\[
\tilde{\pi}_{LA}(Y^{(n)}; \theta) = (2\pi)^{1/2} \cdot |H_n^\theta(\hat{\omega}^\theta_n)|^{-1/2} \cdot \pi(Y^{(n)}, \omega; \theta),
\]
\[
= \frac{(2\pi)^{1/2}}{\prod_{i=1}^n \Gamma(Y_i + 1)} \left(\frac{nY_n}{\theta + 1/n}\right)^{-\theta nY_n - 1/2} \cdot \exp\left(-\frac{\theta nY_n}{n\theta + 1}\right),
\]
so for each \(\theta > 0\),
\[
\frac{\pi(Y^{(n)}; \theta)}{\tilde{\pi}_{LA}(Y^{(n)}; \theta)} = \frac{\Gamma(nY_n + 1)}{(2\pi)^{1/2} \left(\frac{nY_n}{\theta + 1/n}\right)^{-\theta nY_n - 1/2} \cdot \exp\left(-\frac{nY_n}{n\theta + 1}\right)}.
\]

Note that this ratio does not depend on \(\theta\), yielding the uniform statement in the theorem. Again applying Lemma B.1, we have
\[
\frac{\pi(Y^{(n)}; \theta)}{\tilde{\pi}_{LA}(Y^{(n)}; \theta)} \geq \frac{(2\pi)^{1/2} \left(\frac{nY_n}{\theta + 1/n}\right)^{-\theta nY_n - 1/2} \cdot \exp\left(-\frac{nY_n}{n\theta + 1}\right)}{(2\pi)^{1/2} \left(\frac{nY_n}{\theta + 1/n}\right)^{-\theta nY_n - 1/2} \cdot \exp\left(-\frac{nY_n}{n\theta + 1}\right)},
\]
\[
= \exp\left(\frac{1}{12nY_n + 1}\right)
\]
\[
\geq 1 + \frac{1}{12nY_n + 1},
\]
where the last step uses that \(e^x \geq 1 + x\) for all \(x\).

As in the proof of Theorem 3.2, we now use a property of \(\mathbb{P}^* = \text{Pois}(\lambda^*)\). In particular, if \(nY_n > 1\) and \(Y_n \leq 2\lambda^*\), then
\[
\frac{1}{12nY_n + 1} \geq \frac{1}{13nY_n} \geq \frac{1}{26n\lambda^*}.
\]

By the strong law of large numbers, \(\bar{Y}_n \to \lambda^*\) almost surely (and hence \(n\bar{Y}_n \to \infty\) almost surely), which completes the proof.