TRAVELING WAVE SOLUTIONS OF COMPETITIVE MODELS WITH FREE BOUNDARIES†

JIAN YANG‡ AND BENDONG LOU‡

Abstract. We study two systems of reaction diffusion equations with monostable or bistable type of nonlinearity and with free boundaries. These systems are used as multi-species competitive model. For two-species models, we prove the existence of a traveling wave solution which consists of two semi-waves intersecting at the free boundary. For three-species models, we also prove the existence of a traveling wave solution which, however, consists of two semi-waves and one compactly supported wave in between, each intersecting with its neighbor at the free boundary.

1. Introduction

In this paper, we study the following two systems:

\[
\begin{aligned}
\phi'' + c\phi' + f(\phi) &= 0, \quad x \in (-\infty, 0], \\
\psi'' + c\psi' + g(\psi) &= 0, \quad x \in [0, \infty), \\
\phi(0) &= \psi(0) = 0, \\
\phi(-\infty) &= \psi(\infty) = 1, \\
c &= -\alpha \phi'(0) - \beta \psi'(0),
\end{aligned}
\]

(1.1)

and

\[
\begin{aligned}
\phi_1'' + c\phi_1' + f_1(\phi_1) &= 0, \quad x \in (-\infty, 0], \\
\phi_2'' + c\phi_2' + f_2(\phi_2) &= 0, \quad x \in [0, h], \\
\phi_3'' + c\phi_3' + f_3(\phi_3) &= 0, \quad x \in [h, \infty), \\
\phi_1(0) &= \phi_2(0) = \phi_2(h) = \phi_3(0) = 0, \\
\phi_1(-\infty) &= \phi_3(\infty) = 1, \\
c &= -\alpha \phi_1'(0) - \beta_1 \phi_2'(0), \\
c &= -\beta_2 \phi_2'(h) - \gamma \phi_3'(0),
\end{aligned}
\]

(1.2)

where $\alpha, \beta, \beta_1, \beta_2, \gamma$ are positive constants, $f, g, f_1, f_2$ and $f_3$ are monostable or bistable types of nonlinearities and $c$ is a constant to be determined together with the unknowns $\phi, \psi, \phi_1$, etc.. In what follows, we say that $f$ is a monostable type of nonlinearity ($f$ is of $(f_M)$ type, for short), if $f \in C^1([0, \infty))$ and

\[
f(0) = 0 < f'(0), \quad f(1) = 0 > f'(1), \quad (1 - s)f(s) > 0 \text{ for } s > 0, s \neq 1;
\]
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we say that $f$ is a bistable type of nonlinearity (i.e., $f$ is of $(f_B)$ type, for short), if
\[ f \in C^1([0, \infty)), \quad f(0) = 0 > f'(0), \quad f(1) = 0 > f'(1), \quad \int_0^1 f(s)ds > 0, \]
\[ f(\cdot) < 0 \text{ in } (0, \theta) \cup (1, \infty), \quad f(\cdot) > 0 \text{ in } (\theta, 1) \text{ for some } \theta \in (0, 1). \]

A typical monostable $f$ is $f(u) = u(1 - u)$, and a typical bistable $f$ is $f(u) = u(u - \theta)(1 - u)$ with $\theta \in (0, \frac{1}{2})$. It is known that the equation (1.1) has monotonically decreasing traveling front on $\mathbb{R}$ when $c = c^*_f$, where $c^*_f > 0$ is the minimal traveling speed when $f$ is of $(f_M)$ type, or the unique traveling speed when $f$ is of $(f_B)$ type (c.f. section 2). Similarly, the equation (1.2) has monotonically increasing traveling front when $c = c^*_g$, where $c^*_g < 0$ is the maximal speed when $g$ is of $(f_M)$ type, or the unique speed when $g$ is of $(f_B)$ type (c.f. section 2).

On the problem (1.1) we have the following main result.

**Theorem 1.1.** Assume that $f$ is of $(f_M)$ or $(f_B)$ type, $g$ is of $(f_M)$ or $(f_B)$ type.

(i) Let $\alpha > 0$ be a given constant. Then for any $c \in (c^*_g, c^*_f)$, where $c^*_f > 0$ depends only on $\alpha$ and $f$, there exists a unique $\beta(c) > 0$ such that (1.1) has a unique solution $(\phi, \psi, c)$. Moreover, $\beta(c)$ is continuous and strictly decreasing in $c \in (c^*_g, c^*_f)$ and
\[ c \rightarrow \tilde{c}_f \iff \beta \rightarrow 0, \quad c \rightarrow \tilde{c}_g \iff \beta \rightarrow \infty, \quad c > 0 \iff \beta < \tilde{\beta}, \]
where $\tilde{\beta} := \alpha(\int_0^1 f(s)ds / \int_0^{s_c} g(s)ds)^{1/2}$.

(ii) Let $\beta > 0$ be a given constant. Then for any $c \in (\tilde{c}_g, c^*_f)$, where $\tilde{c}_g < 0$ depends only on $\beta$ and $g$, there exists a unique $\alpha(c) > 0$ such that (1.1) has a unique solution $(\phi, \psi, c)$. Moreover, $\alpha(c)$ is continuous and strictly increasing in $c \in (\tilde{c}_g, c^*_f)$ and
\[ c \rightarrow \tilde{c}_g \iff \alpha \rightarrow 0, \quad c \rightarrow \tilde{c}_f \iff \alpha \rightarrow \infty, \quad c > 0 \iff \alpha > \tilde{\alpha}, \]
where $\tilde{\alpha} := \beta(\int_0^1 g(s)ds / \int_0^{s_c} f(s)ds)^{1/2}$.

This theorem indeed implies that, for any $\alpha, \beta > 0$ problem (1.1) has a unique solution $(\phi(\alpha, \beta), \psi(\alpha, \beta), c(\alpha, \beta))$, and (1.3) holds when $\alpha$ is fixed, (1.4) holds when $\beta$ is fixed. This conclusion is an analogue of [3, Theorem 1.1].

On the problem (1.2) we have the following result.

**Theorem 1.2.** Assume that $f_1, f_2, f_3$ are of $(f_M)$ or $(f_B)$ type. Let $\alpha, \gamma > 0$ be constants, $\sigma \in (0, 1)$ (in case $f_2$ is of $(f_M)$ type), or $\sigma \in (0, 1)$ (in case $f_2$ is of $(f_B)$ type) be a given constant. Then there exist $c_\pm < 0 < c_\sigma$ depending only on $f_1, f_2, f_3, \alpha, \gamma$ and $\sigma$ such that for any $c \in (c_-, c_\sigma)$, there exists a unique pair $(\beta_1(c), \beta_2(c))$, $\beta_1(c)$ (resp. $\beta_2(c)$) is continuous and strictly decreasing (resp. increasing) in $c$, such that problem (1.2) has solution $(\phi_1, \phi_2, \phi_3, c)$ with $\|\phi_2\|_{L^\infty} = \sigma$ when $\beta_1 = \beta_1(c)$ and $\beta_2 = \beta_2(c)$.

Moreover, $c > 0$ iff $\beta_1(c) < \tilde{\beta}_1$, or iff $\beta_2(c) > \tilde{\beta}_2$, where
\[ \tilde{\beta}_1 := \alpha\sqrt{\int_0^1 f_1(s)ds}, \quad \tilde{\beta}_2 := \gamma\sqrt{\int_0^\sigma f_2(s)ds}, \]
\[ \tilde{\beta}_3 := \gamma\sqrt{\int_0^{s_c} f_3(s)ds}. \]

Problem (1.1) arises in the study of traveling wave solutions of the following system of reaction diffusion equations:
\[ \begin{align*}
&u_t = u_{xx} + f(u), \quad x < s(t), \quad t > 0, \\
&v_t = v_{xx} + g(v), \quad x > s(t), \quad t > 0, \\
&u(x, t) = v(x, t) = 0, \quad x = s(t), \quad t > 0, \\
&s(t) = -\alpha u_2(x, t) - \beta v_2(x, t), \quad x = s(t), \quad t > 0, \\
&s(0) = 0, \quad u(x, 0) = u_0(x)(x < 0), \quad v(x, 0) = v_0(x)(x > 0),
\end{align*} \]

(1.6)
where \( x = s(t) \) is the free boundary to be determined together with \( u \) and \( v \), \( f, g \in C^1 \) satisfying \( f(0) = g(0) = 0 \). In population ecology, the appearance of regional partition of multi-species through strong competition is one interesting phenomena. In [9, 10, 11], Mimura, Yamada and Yotsutani used problem (1.6) to describe regional partition of two species, which are struggling on a boundary to obtain their own habitats. Among others, they obtained the global existence, uniqueness, regularity and asymptotic behavior of solutions for the problem. Later [4, 5, 8, 12] studied similar strong competitive models. Recently Du and Lin [6] and Du and Lou [7] studied a free boundary problem, which is essentially the problem (1.6) in case \( \nu \equiv 0 \). They constructed some semi-waves to characterize the spreading of \( u \) which represents the density of a new species. Motivated by these works, Chang and Chen [3] recently study the traveling wave solution of (1.6) (i.e. problem (1.1)) with logistic type of nonlinearities:

\[
f(u) = u(1 - u), \quad g(v) = v(1 - v).
\]

They obtain the existence and uniqueness of traveling wave solution, similar as our Theorem 1.1 but for logistic type of \( f \) and \( g \). One of our purpose in this paper is to study problem (1.6) for general monostable or bistable type of nonlinearity. In what follows, when \( f \) and \( g \) are of \((f_M)\) type and \((f_B)\) type, respectively, we call the solution of (1.1) a MB-type traveling wave solution for convenience. MM-type, BM-type and BB-type of traveling wave solutions are defined similarly (see Figure 1). Thus [3] presented a special MM-type traveling wave solution, while our Theorem 1.1 gives all these four types of traveling wave solutions.

When three (or more) species are involved in contesting the habitats, one should consider the following competitive model:

\[
\begin{align*}
    u_{1t} &= u_{1xx} + f_1(u_1), & x < s_l(t), \ t > 0, \\
    u_{2t} &= u_{2xx} + f_2(u_2), & s_l(t) < x < s_r(t), \ t > 0, \\
    u_{3t} &= u_{3xx} + f_3(u_3), & x > s_r(t), \ t > 0, \\
    \phi_1(x, t) &= u_2(x, t) = u_3(\bar{x}, t) = u_3(t) = 0, & x = s_l(t), \ \bar{x} = s_r(t), \ t > 0, \\
    \phi_1(t) &= -\alpha u_1(x, t) - \beta_1 u_2(x, t), & x = s_l(t), \ t > 0, \\
    \phi_r(t) &= -\beta_2 u_2(x, t) - \gamma u_3(x, t), & x = s_r(t), \ t > 0, \\
    u_2(x, 0) &= u_2(0)(0 < x < h), & s_l(0) = 0, \ s_r(0) = h(0 < h < \infty), \\
    u_3(x, 0) &= u_3(0)(x < h), & u_3(x, 0) = u_3(0)(x > h).
\end{align*}
\]

Our problem (1.2) is nothing but the problem for the traveling wave solutions of (1.7):

\[
\begin{align*}
    u_1(x, t) &= \phi_1(x - ct) \ (x \leq ct), & u_2(x, t) &= \phi_2(x - ct) \ (ct \leq x \leq ct + h), \\
    u_3(x, t) &= \phi_3(x - ct - h) \ (x \geq ct + h), & s_l(t) &= ct, \ s_r(t) &= ct + h.
\end{align*}
\]

As above, if \( f_1, f_2 \) and \( f_3 \) are of \((f_B), \ (f_M)\) and \((f_B)\) types of nonlinearities, respectively, we call the solution of (1.2) a MBM-type traveling wave solution for convenience. Similarly, one can define MMM-type, MBM-type and other types of traveling wave solutions (see Figure 1).

Our Theorem 1.2 indeed includes all of these types. We point out that similar conclusions as in Theorems 1.1 and 1.2 remain true for the models including four or more species. In other words, for such a model, one can construct a traveling wave which consists of two semi-waves and several compactly supported waves in between, each intersecting with its neighbor at the free boundary.

In section 2, we give some basic phase plane analysis and prove Theorem 1.1. In section 3 we prove Theorem 1.2.

2. The Proof of Theorem 1.1

In this section we prove Theorem 1.1 for BB-type traveling wave solutions, that is, for the case where both \( f \) and \( g \) are of \((f_B)\) type. Other types can be proved similarly.
2.1. Semi-waves and Phase Plane Analysis. As in [7], we call \( \phi(z) \) a semi-wave with speed \( c \) if \((c, \phi(z))\) satisfies
\[
\begin{align*}
\phi'' + c\phi' + f(\phi) &= 0 \quad \text{for } z \in (-\infty, 0], \\
\phi(0) &= 0, \quad \phi(-\infty) = 1, \quad \phi(z) > 0 \quad \text{for } z \in (-\infty, 0).
\end{align*}
\]

The equation in (2.1) can be written in the equivalent form
\[
\phi' =: \Phi, \quad \Phi' = -c\Phi - f(\phi).
\]
As long as \( \Phi < 0 \), \( \Phi \) can be regarded as a function of \( \phi \) which satisfies
\[
\frac{d\Phi(\phi)}{d\phi} = -c - \frac{f(\phi)}{\Phi}.
\]
For any \( \omega < 0 \), one can consider this equation with initial data \( \Phi(\phi) |_{\phi=0} = \omega \). By a phase plane analysis (c.f. [1, 2, 7]), we see that for each \( \omega < 0 \), there exists exactly one \( c = c(\omega) \) such that the solution of (2.3) satisfies \( \Phi(\phi) \to 0 \) as \( \phi \to 1^- \). This solution corresponds to a trajectory of (2.2) through \((0, \omega)\) and \((1, 0)\) in the semistrip
\[
S_\omega = \{(\phi, \Phi) : 0 < \phi < 1, \Phi < 0\}
\]
in \( \phi\Phi\)-phase plane. This trajectory gives a unique solution \((c(\omega), \phi(z; c(\omega)))\) for the problem (2.1) with \( \phi'(0; c(\omega)) = \omega \). Moreover, as in [1, 2, 7], \( c(\omega) \) is continuous and increasing in \( \omega \in (-\infty, 0) \) and
\[
c(\omega) \to c^*_f \quad \text{as } \omega \to 0, \quad c(\omega) \to -\infty \quad \text{as } \omega \to -\infty,
\]
where \( c^*_f > 0 \) is the unique traveling speed of the following problem
\[
\begin{align*}
\phi'' + c\phi' + f(\phi) &= 0 \quad \text{for } z \in \mathbb{R}, \\
\phi(-\infty) &= 1, \quad \phi(\infty) = 0, \quad \phi'(z) < 0 \quad \text{for } z \in \mathbb{R}.
\end{align*}
\]

In summary we have the following result.

**Lemma 2.1.** For any \( c \in (-\infty, c^*_f) \), problem (2.1) has a unique solution \((c, \phi(z; c))\). Moreover, \( \phi'(0; c) = \omega \) is continuous and increasing in \( c \in (-\infty, c^*_f) \).

We also need to consider a similar semi-wave \( \psi \) with increasing profile:
\[
\begin{align*}
\psi'' + c\psi' + g(\psi) &= 0, \quad z \in [0, \infty), \\
\psi(0) &= 0, \quad \psi(\infty) = 1, \quad \psi(z) > 0 \quad \text{for } z \in (0, \infty).
\end{align*}
\]
Denote \( c^*_g \) the unique traveling speed of the following problem
\[
\begin{align*}
\psi'' + c\psi' + g(\psi) &= 0 \quad \text{for } z \in \mathbb{R}, \\
\psi(-\infty) &= 0, \quad \psi(\infty) = 1, \quad \psi'(z) > 0 \quad \text{for } z \in \mathbb{R}.
\end{align*}
\]
Then \( c^*_g < 0 \) and in a similar way as above one can obtain the following result.

**Lemma 2.2.** For any \( c \in (c^*_g, \infty) \), problem (2.6) has a unique solution \((c, \psi(z; c))\). Moreover, \( \psi'(0; c) \) is continuous and increasing in \( c \in (c^*_g, \infty) \).
2.2. Proof of Theorem 1.1  We only prove (i). The proof of (ii) is similar.

Now $\alpha > 0$ is given. Since $(\alpha \phi'(0; c) + c)|_{c=0} < 0$ and $(\alpha \phi'(0; c) + c)|_{c=c^*_f} > 0$, we know by Lemma 2.1 that there exists a unique $\hat{c} \in (0, c^*_f)$ such that

$$\alpha \phi'(0; \hat{c}) + \hat{c} = 0 \quad \text{and} \quad \alpha \phi'(0; c) + c < 0 \text{ for all } c \in (c^*_g, \hat{c}).$$

For any $\beta \geq 0$, we consider the function

$$D(c; \beta) := \alpha \phi'(0; c) + \beta \phi'(0; c) + c, \quad c \in (c^*_g, c^*_f).$$

By Lemmas 2.1 and 2.2, $D(c; \beta)$ is continuous and strictly increasing in $c$. For any $c \in (c^*_g, \hat{c})$, $D(c; 0) < 0$ by (2.8) and $D(c; \infty) = \infty$. Hence there exists a unique $\beta(c) > 0$ such that $D(c; \beta(c)) = 0$, that is,

$$\alpha \phi'(0; c) + \beta(c) \phi'(0; c) + c \equiv 0, \quad \forall c \in (c^*_g, \hat{c}).$$

By Lemmas 2.1 and 2.2 again, we have $\beta(c)$ is continuous and strictly decreasing in $c \in (c^*_g, \hat{c})$. Moreover, as $c \to \hat{c}$ we have $\beta(c) \to 0$ by (2.5). As $c \to c^*_g$ we have $\alpha \phi'(0; c) + c = \alpha \phi'(0; c^*_g) + c^*_g < 0$ and $\phi'(0; c) \to 0$, and so $\beta(c) \to \infty$.

When $c = 0$, by integration we have

$$D(0; \bar{\beta}) = -\alpha \sqrt{\int_0^1 f(s) ds} + \bar{\beta} \sqrt{\int_0^1 g(s) ds} = 0,$$

that is, $\beta(0) = \bar{\beta}$. Therefore, $c > 0$ if and only if $\beta < \bar{\beta}$. This completes the proof of Theorem 1.1.

3. The Proof of Theorem 1.2

In this section we prove Theorem 1.2 only for BMB-type traveling wave solution. MMM-type, MBM-type and other types of traveling wave solutions are proved similarly. So in this section, we assume $f_1, f_2, f_3$ are of $(f_B), (f_M)$ and $(f_B)$ types, respectively.

3.1. Compactly Supported Traveling Wave. For any given $\sigma \in (0, 1)$ (when $f_2$ is of $(f_B)$ type, we choose $\sigma \in (0, 1)$), we call $\phi_2(z)$ a compactly supported traveling wave with speed $c$ and with height $\sigma$ if, for some $h > 0$, the pair $(c, \phi_2(z))$ solves

$$\begin{cases}
\phi_2''(z) + c \phi_2'(z) + f_2(\phi_2(z)) = 0 \quad \text{for } z \in (0, h), \\
\phi_2(0) = \phi_2(h) = 0, \quad \phi_2'(0) > 0, \phi_2'(h) < 0, \\
\phi_2(z) > 0 \quad (z \in (0, h)) \text{ and } \|\phi_2\|_{C([0, h])} = \sigma.
\end{cases}$$

For such a solution, we will see below, there exists a unique $z_0 \in (0, h)$ such that $\phi_2$ is strictly increasing in $(0, z_0)$ and strictly decreasing in $(z_0, h)$, and $\phi_2(z_0) = \sigma$.

To study the existence of solutions of (3.1), we use a phase plane analysis as above. The equation of $\phi_2$ is equivalent to

$$\phi_2'' =: \Phi_2, \quad \Phi_2' = -c \Phi_2 - f_2(\phi_2).$$

This system has many trajectories, depending on $c$, passing through $(\sigma, 0)$ on the $\phi_2\Phi_2$-phase plane. More precisely, for any $\omega_1 > 0$, there exists a unique $c_1(\omega_1)$ such that the trajectory $T_{\Phi_2 ; \omega_1} ; \sigma$ of (3.2) with $c = c_1(\omega_1)$ lies in $\{(\phi_2, \Phi_2) : 0 < \phi_2 < \sigma, \Phi_2 > 0\}$ and passes through $(0, \omega_1)$ and $(\sigma, 0)$. As in the previous section, $c_1(\omega_1)$ is strictly increasing in $\omega_1 \in (0, \infty)$, and $c_1(\omega_1) \to c^*_1$ as $\omega_1 \to 0$, $c_1(\omega_1) \to \infty$ as $\omega_1 \to \infty$.
where $c_1^*$ is a constant depending only on $\sigma$ and $f_2$ such that the trajectory $T_1^*(\sigma)$ of (3.2) with $c = c_1^*$ passes through $(0, 0)$ and $(\sigma, 0)$.

To study the sign of $c_1^*$, we consider another trajectory $T_l(\omega_l; 1)$ besides $T_l(\omega_l; \sigma)$. Here $T_l(\omega_l; 1)$ is a trajectory lying above the $\phi_2$-axis and passing through $(0, \omega_l)$ and $(1, 0)$. Such a trajectory clearly exists for some $c = c_l(\omega_l; 1) < c_l(\omega_l)$, and so $T_l(\omega_l; 1)$ is above $T_l(\omega_l; \sigma)$. Taking limit as $\omega_l \to 0$ we have

$$T_l(\omega_l; \sigma) \to T_l^*(\sigma), \quad T_l(\omega_l; 1) \to T_l^*(1), \quad T_l^*(1) \text{ is above } T_l^*(\sigma)$$

where $T_l^*(1)$ is the trajectory corresponding to the traveling wave (the solution of (2.7) with $g$ replaced by $f_2$) with maximal speed $c_l^*(1) < 0$ (c.f. [2, 3]). Trajectory $T_l^*(\sigma)$ gives a function $\Phi_2(\phi; \sigma)$ satisfying

$$\frac{d\Phi_2}{d\phi} = -c_l^* - \frac{f_2(\phi)}{\Phi_2}, \quad \Phi_2(0) = \Phi_2(\sigma) = 0.$$

Integrating over $[0, \sigma]$ we have

$$-c_l^* \int_0^\sigma \Phi_2(s; \sigma) ds = \int_0^\sigma f_2(s) ds.$$

Similarly the function $\Phi_2(\phi; 1)$ given by $T_l^*(1)$ satisfies

$$-c_l^*(1) \int_0^1 \Phi_2(s; 1) ds = \int_0^1 f_2(s) ds.$$

Since $T_l^*(1)$ lies above $T_l^*(\sigma)$, we have $\int_0^\sigma \Phi_2(s; \sigma) ds < \int_0^1 \Phi_2(s; 1) ds$ and so

$$c_l^* = -\frac{\int_0^\sigma f_2(s) ds}{\int_0^\sigma \Phi_2(s; \sigma) ds} < -\frac{\int_0^\sigma f_2(s) ds}{\int_0^1 \Phi_2(s; 1) ds} = L_\sigma := c_l^*(1) \frac{\int_0^\sigma f_2(s) ds}{\int_0^1 f_2(s) ds} < 0.$$

Similarly, for any $\omega_r < 0$, there exists a unique $c_r(\omega_r)$ such that the trajectory $T_r(\omega_r; \sigma)$ of (3.2) with $c = c_r(\omega_r)$ lies in $\{(\phi_2, \Phi_2) : 0 < \phi_2 < \sigma, \Phi_2 < 0\}$ and passes through $(0, \omega_r)$ and $(\sigma, 0)$. The function $c = c_r(\omega_r)$ is strictly increasing, its range is $(-\infty, c_r^*)$, where $c_r^*$ is a constant such that the trajectory of (3.2) with $c = c_r^*$ passes through $(0, 0)$ and $(\sigma, 0)$ in $\{(\phi_2, \Phi_2) : 0 < \phi_2 < \sigma, \Phi_2 < 0\}$, and

$$c_r^* > R_\sigma := -c_l^*(1) \frac{\int_0^\sigma f_2(s) ds}{\int_0^1 f_2(s) ds} > 0.$$

In summary we have the following result.

**Lemma 3.1.** For any $c \in \mathbb{C} := (c_1^*, c_r^*)$, problem (3.1) has a unique solution $\phi_2(z; c)$ on $[0, h_c]$ for some $h_c > 0$. Moreover, $\phi_2^2(0; c)$ and $\phi_2'(h_c; c)$ is strictly increasing in $c \in \mathbb{C}$.

### 3.2. The Proof of Theorem 2.2

For the functions $\phi_1$ and $\phi_3$ in problem (1.2), as in Lemmas 2.1 and 2.2 we have the following result.

**Lemma 3.2.** For any $c \in (-\infty, c_1^*)$ with $c_1^* := c_1^* > 0$, problem (2.1) with $f = f_1$ has a unique solution $(c, \phi_1(z; c))$, and $\phi_1'(0; c)$ is continuous and strictly increasing in $c$; For any $c \in (c_3^*, \infty)$ with $c_3^* := c_3^* > 0$, problem (2.6) with $g = f_3$ has a unique solution $(c, \phi_3(z; c))$, and $\phi_3'(0; c)$ is continuous and increasing in $c \in (c_3^*, \infty)$. 
Now we study the free boundary conditions in (1.2) (c.f. Figures 2 and 3). For any $\sigma \in (0, 1)$, define

$$D_l(c; \beta_l) := \alpha \phi'_l(0; c) + \beta_l \phi'_l(0; c) + \lambda.$$

Now we consider the domain of the variable $c$. Denote $\hat{c}_1$ the unique root of

$$D_l(c; 0) = \alpha \phi'_l(0; c) + \lambda = 0,$$

then $0 < \hat{c}_1 < c^*_1$. We have two cases:

**Case 1:** $0 < \hat{c}_1 \leq c^*_1$;  
**Case 2:** $0 < c^*_1 < \hat{c}_1$.

The domain of $c$ in (3.5) is $(c^*_1, c^*_1) \cap (c^*_1, c^*_1)$ in **Case 1**, and it is $(c^*_1, c^*_1)$ in **Case 2**.

In **Case 1** (see Figure 2), for any $\beta_l \geq 0$, since $D_l(\hat{c}_1; \beta_l) \geq 0$ and $D_l(c^*_1; \beta_l) < 0$, $D_l(c; \beta_l) = 0$ has a unique root $c = C_l(\beta_l) \in (c^*_1, \hat{c}_1)$. Moreover, $C_l(\beta_l)$ is strictly decreasing in $\beta_l$, $C_l(\beta_l) \rightarrow \hat{c}_1 > 0$ as $\beta_l \rightarrow 0$ and $C_l(\beta_l) \rightarrow c^*_1 < 0$ as $\beta_l \rightarrow \infty$.

In **Case 2**, $D_l(c^*_1; 0) < 0$ and $D_l(c^*_1; \beta_l) > 0$ for large $\beta_l > 0$. Hence there exists a unique $\beta_l^0 > 0$ such that

$$D_l(c^*_1; \beta_l^0) = \alpha \phi'_l(0; c^*_1) + \beta_l^0 \phi'_l(0; c^*_1) + c^*_1 = 0.$$

It is easily seen that $D_l(c; \beta_l) = 0$ has a root $c = C_l(\beta_l)$ if and only if $\beta_l \geq \beta_l^0$.

In summary we have

$$\frac{\partial C_l(\beta_l)}{\partial \beta_l} < 0, \text{ and } \left\{ \begin{array}{l l}
C_l(0) = \hat{c}_1 > 0, & C_l(\infty) \rightarrow c^*_1 < 0 \text{ in Case 1}, \\
C_l(\beta_l^0) = c^*_1 > 0, & C_l(\infty) \rightarrow c^*_1 < 0 \text{ in Case 2}.
\end{array} \right.$$

This gives the zeros of $D_l(c; \beta_l)$ in (3.5).

Similarly, define

$$D_r(c; \beta_r) := \beta_r \phi'_r(h_c; c) + \gamma \phi'_3(0; c) + \lambda,$$

Denote $\hat{c}_3$ the unique root of

$$D_r(c; 0) = \gamma \phi'_3(0; c) + \lambda = 0,$$

then $c^*_3 < \hat{c}_3 < 0$. On their relations with $c^*_1$ we have two cases:

**Case I:** $c^*_3 \leq \hat{c}_3 < 0$;  
**Case II:** $\hat{c}_3 < c^*_3 < 0$.

So the domain of $c$ in (3.7) is $(c^*_3, c^*_3) \cap (c^*_1, c^*_1)$ in **Case I**, and it is $(c^*_1, c^*_1)$ in **Case II** (see Figure 2). In a similar way as above we see that the unique root $c = C_r(\beta_r)$ of $D_r(c; \beta_r) = 0$ satisfies

$$\frac{\partial C_r(\beta_r)}{\partial \beta_r} > 0, \text{ and } \left\{ \begin{array}{l l}
C_r(0) = \hat{c}_3 < 0, & C_r(\infty) \rightarrow c^*_1 < 0 \text{ in Case I}, \\
C_r(\beta_r^0) = c^*_1 > 0, & C_r(\infty) \rightarrow c^*_1 < 0 \text{ in Case II},
\end{array} \right.$$

where $\beta_r^0 > 0$ is the unique root of

$$D_r(c; \beta_r) := \beta_r \phi'_r(h_c; c^*_1) + \gamma \phi'_3(0; c^*_1) + c^*_1 = 0.$$

This gives the zeros of $D_r(c; \beta_r)$ in (3.7).

Now we try to find some $c$ such that both $D_l(c; \beta_l) = 0$ and $D_r(c; \beta_r) = 0$ hold at the same time for suitably chosen pair: $(\beta_l, \beta_r)$. This will give a solution of (1.2).

First we consider **Case 1** and **Case II** (see Figure 3). In this case the range of $C_l(\beta_l)$ is $(c^*_1, \hat{c}_1)$, and the range of $C_r(\beta_r)$ is $(c^*_1, c^*_1)$. Therefore, for any $c \in (c^*_1, \hat{c}_1)$, there exist a unique $\beta_l = \beta_l(c)$ and a unique $\beta_r = \beta_r(c)$ such that

$$D_l(c; \beta_l(c)) = D_r(c; \beta_r(c)) = 0 \text{ and so } C_l(\beta_l(c)) = c = C_r(\beta_r(c)).$$

Moreover, by the definition of $D_l(c; \beta_l)$ (resp. $D_r(c; \beta_r)$) we see that $\beta_l(c)$ (resp. $\beta_r(c)$) is strictly decreasing (resp. increasing) function of $c$. Other cases can be studied similarly. In summary we have the following result.
Theorem 3.3. In Case I and Case II (resp. in Case I and Case II, Case II and Case I, Case II and Case II), for any \( c \in (c_3, \hat{c}_1) \) (resp. \( c \in (c_1, \hat{c}_1), c \in (\hat{c}_3, c_2^*), c \in (c_1^*, c_2^*) \)), there exists a unique positive pair \((\hat{\beta}_l(c), \hat{\beta}_r(c))\) such that (1.2) has a solution.

Finally we study the sign of \( c \). Again we only consider Case I and Case II, since other cases are treated similarly. For \( \hat{\beta}_l \) and \( \hat{\beta}_r \) defined in (1.5), since

\[
D_l(0; \hat{\beta}_l) = \alpha \phi'_1(0;0) + \hat{\beta}_l \phi'_2(0;0) = -\alpha \sqrt{2} \int_0^1 f_1(s) ds + \hat{\beta}_l \sqrt{2} \int_0^\sigma f_2(s) ds = 0,
\]

we have \( \beta_l(0) = \hat{\beta}_l \). Similarly, \( \beta_r(0) = \hat{\beta}_r \). Observing Figure 3 one can find that

\[
c > 0 \iff 0 < \beta_l < \hat{\beta}_l \iff \beta_r > \hat{\beta}_r.
\]

This completes the proof of Theorem 1.2. \( \square \)
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