Abstract

Simulating the time evolution of Partial Differential Equations (PDEs) of large-scale systems is crucial in many scientific and engineering domains such as fluid dynamics, weather forecasting and their inverse optimization problems. However, both classical solvers and recent deep learning-based surrogate models are typically extremely computationally intensive, because of their local evolution: they need to update the state of each discretized cell at each time step during inference. Here we develop Latent Evolution of PDEs (LE-PDE), a simple, fast and scalable method to accelerate the simulation and inverse optimization of PDEs. LE-PDE learns a compact, global representation of the system and efficiently evolves it fully in the latent space with learned evolution models. LE-PDE achieves speed-up by having a much smaller latent dimension to update during long rollout as compared to updating in the input space. We introduce new learning objectives to effectively learn such latent dynamics to ensure long-term stability. We further introduce techniques for speeding up inverse optimization of boundary conditions for PDEs via backpropagation through time in latent space, and an annealing technique to address the non-differentiability and sparse interaction of boundary conditions. We test our method in a 1D benchmark of nonlinear PDEs, 2D Navier-Stokes flows into turbulent phase and an inverse optimization of boundary conditions in 2D Navier-Stokes flow. Compared to other strong baselines, we demonstrate up to $128 \times$ reduction in the dimensions to update, and up to $15 \times$ improvement in speed, while achieving competitive accuracy.

1 Introduction

Many problems across science and engineering are described by Partial Differential Equations (PDEs). Among them, temporal PDEs are of huge importance. They describe how the state of a (complex) system evolves with time, and numerically evolving such equations are used for forward prediction and inverse optimization across many disciplines. Example application includes weather forecasting 1, jet engine design 2, nuclear fusion 3, laser-plasma interaction 4, astronomical simulation 5, and molecular modeling 6.

To numerically evolve such PDEs, decades of works have yielded (classical) PDE solvers that are tailored to each specific problem domain 7. Albeit principled and accurate, classical PDE solvers
Figure 1: LE-PDE schematic. In forward mode (green), LE-PDE evolves the dynamics in a global latent space. In inverse optimization mode (red), it optimizes parameter $p$ (e.g. boundary) through latent unrolling. The compressed latent vector and dynamics can significantly speed up both modes.

...
surrogate models and other strong baselines, we show up to 128× reduction in the dimensions to update and up to 15× speed-up compared to modeling in input space, and competitive accuracy.

2 Problem Setting and Related Work

We consider temporal Partial Differential Equations (PDEs) w.r.t. time \(F(x, a, u, \partial_x u, \partial_{xx} u, \ldots)\), (t, x) \([0, T] \times \mathbb{X}\), proceed to evolve such temporal PDEs by solving the local evolution and can directly evolve the system dynamics via a global latent vectors discretization invariant, given a specific discretization, Neural Operators still needs to update the state between infinite-dimensional functions. Although having the advantage that the learned mapping is essentially a local equation that stipulates how the solution function \(u\) includes CNN-based models [18], [29] involve local computation, where the value \(u_{i}^{k+1}\) at cell \(i\) at time \(t_{k+1}\) depend on its neighbors \(\{u_{j}^{k}\}_{j \in N(i)}\) at time \(t_{k}\), where \(N(i)\) is the set of neighbors up to certain hops. Such formulation includes CNN-based models [26], GNN-based models [7, 27, 28] and their hierarchical counterparts [18, 29]. The surrogate modeling with local dynamics makes sense, since the underlying PDE is essentially a local equation that stipulates how the solution function \(u\)’s value at location \(x\) depends on the values at its infinitesimal neighborhood. The second class of method is Neural Operators [14, 10, 31, 32, 33, 34, 35, 36], which learns a neural network (NN) that approximates a mapping between infinite-dimensional functions. Although having the advantage that the learned mapping is discretization invariant, given a specific discretization, Neural Operators still needs to update the state at each cell based on neighboring cells (and potentially cells far away), which is still inefficient at inference time, especially dealing with larger-scale problems. In contrast to the above classes of deep learning-based approaches that both requires local evolution at inference time, our LE-PDE method focuses on improving efficiency. Using a learned global latent space, LE-PDE removes the need for local evolution and can directly evolve the system dynamics via a global latent vectors \(z^* \in \mathbb{R}^{d_{z}}\) for time \(t_{k}\). This offers great potential for speed-up due to the significant reduction in representation.
3 Our approach LE-PDE

In this section, we detail our Latent Evolution of Partial Differential Equations (LE-PDE) method. We first introduce the model architecture (Sec. 3.1) and then we introduce learning objective to optimize in latent space endowed by our method.

3.1 Model architecture

The model architecture of LE-PDE consists of four components: (1) a dynamic encoder \( q : \mathbb{U} \rightarrow \mathbb{R}^{d_z} \) that maps the input state \( U^k = \{u^k_i\}_{i=1}^N \in \mathbb{U} \) to a latent vector \( z^k \in \mathbb{R}^{d_z} \); (2) an (optional) static encoder \( r : \mathbb{P} \rightarrow \mathbb{R}^{d_{zp}} \) that maps the (optional) system parameter \( p \in \mathbb{P} \) to a static latent embedding \( z^k_p \); (3) a decoder \( h : \mathbb{R}^{d_z} \rightarrow \mathbb{U} \) that maps the latent vector \( z^k \in \mathbb{R}^{d_z} \) back to the input state \( U^k \); (4) a latent evolution model \( q : \mathbb{R}^{d_z} \times \mathbb{R}^{d_{zp}} \rightarrow \mathbb{R}^{d_z} \) that maps \( z^k \in \mathbb{R}^{d_z} \) at time \( t_k \) and static latent embedding \( z^k_p \in \mathbb{R}^{d_{zp}} \) to \( z^{k+1} \in \mathbb{R}^{d_z} \) at time \( t_{k+1} \). We employ the temporal bundling trick \([37]\) where each input state \( U^k \) can include states over a fixed length \( S \) of consecutive time steps, in which case each latent vector \( z^k \) will encode such bundle of states, and each latent evolution will predict the latent vector for the next bundle of \( S \) steps. \( S \) is a hyperparameter and may be chosen depending on the problem, and \( S = 1 \) reduces to no bundling. A schematic of the model architecture and its inference is illustrated in Fig. 1. Importantly, we require that for the dynamic encoder \( q \), it needs to have a flatten operation and MultiLayer Perception (MLP) head that maps the feature map into a single fixed-length vector \( z \in \mathbb{R}^{d_z} \). In this way, the dimension of the latent space does not scale linearly with the dimension of the input, which has the potential to significantly compress the input, and can make the long-term prediction much more efficient. At inference time, LE-PDE performs autoregressive rollout in latent space \( \mathbb{R}^{d_z} \):

\[
\hat{U}^{k+m} = h \circ g (\cdot, r(p))^{(m)} \circ q(U^k) \equiv h \left( \underbrace{g(\cdot, r(p)) \circ \ldots \circ g(\cdot, r(p))}_{\text{composing } m \text{ times}} \left( q(U^k) \right) \right).
\]

Compared to autoregressive rollout in input space (Eq. 3), LE-PDE can significantly improve efficiency with a much smaller dimension of \( z^k \in \mathbb{R}^{d_z} \) compared to \( U^k \in \mathbb{U} \). Here we do not limit the architecture for encoder, decoder and latent evolution models. Depending on the input \( U^k \), the encoder \( q \) and decoder \( h \) can be a CNN or GNN with a (required) MLP head. In this work, we focus on input that is discretized as grid, so the encoder and decoder are both CNN+MLP, and leave other architecture (e.g. GNN+MLP) for future work. For static encoder \( r \), it can be a simple MLP if the system parameter \( p \) is a vector (e.g. equation parameters) or CNN+MLP if \( p \) is a 2D or 3D tensor (e.g. boundary mask, spatially varying diffusion coefficient). We model the latent evolution model \( q \).
as an MLP with residual connection from input to output. The architectures used in our experiments, are detailed in Appendix C, together with discussion of its current limitations.

3.2 Learning objective

Learning surrogate models that can faithfully roll out long-term is an important challenge. Given discretized inputs \( \{U^k\}, k = 1, \ldots, K + M \), we introduce the following objective to address it:

\[
L = \frac{1}{K} \sum_{k=1}^{K} (L_{\text{multi-step}}^k + L_{\text{recons}}^k + L_{\text{consistency}}^k).
\]

where

\[
\begin{align*}
L_{\text{multi-step}}^k &= \sum_{m=1}^{M} \alpha_m \ell(\hat{U}^{k+m}, U^{k+m}), \\
L_{\text{recons}}^k &= \ell(h(q(U^k)), U^k) \\
L_{\text{consistency}}^k &= \sum_{m=1}^{M} \left[ \frac{|q(\cdot, r(p))^{(m)} - q(U^k)|^2}{|q(U^{k+m})|^2} \right]
\end{align*}
\]

Here \( \ell \) is the loss function for individual predictions, which can typically be MSE or L2 loss. \( \hat{U}^{k+m} \) is given in Eq. (4). \( L_{\text{recons}}^k \) aims to reduce reconstruction loss. \( L_{\text{multi-step}}^k \) performs latent multi-step evolution given in Eq. (4) and compare with the target \( U^{k+m} \) in input space, up to time horizon \( M \). \( \alpha_m \) are weights for each time step, which we find that \( (\alpha_1, \alpha_2, \ldots, \alpha_M) = (1, 0.1, 0.1, \ldots, 0.1) \) works well. Besides encouraging better prediction in input space via \( L_{\text{multi-step}}^k \) we also want a stable long-term rollout in latent space. This is because in inference time, we want to mainly perform autoregressive rollout in latent space, and decode to input space only when needed. Thus, we introduce a novel latent consistency loss \( L_{\text{consistency}}^k \), which compares the \( m \)-step latent rollout \( g(\cdot, r(p))^{(m)} \circ q(U^k) \) with the latent target \( q(U^{k+m}) \) in latent space. The denominator \( |q(U^{k+m})|^2 \) serves as normalization to prevent the trivial solution that the latent space collapses to a single point. Taken together, the three terms encourage a more accurate and consistent long-term evolution both in latent and input space. In Sec. 4.4 we will investigate the influence of \( L_{\text{consistency}}^k \) and \( L_{\text{multi-step}}^k \).

3.3 Accelerating inverse optimization

In addition to improved efficiency for forward simulation, LE-PDE also allows more efficient inverse optimization, via backpropagation through time (BPTT) in latent space. Given a specified objective \( L_d[p] = \sum_{k=k_s}^{k_e} \ell(U^k) \) which is a discretized version of \( L_d[\alpha, \partial X] \) in Sec. 2, we define the objective:

\[
L_d[p] = \sum_{m=k_s}^{k_e} \ell_d(\hat{U}^m(p))
\]

where \( \hat{U}^m = \hat{U}^m(p) \) is given by Eq. (4) setting \( k = 0 \) using our learned LE-PDE, which starts at initial state of \( U^0 \), encode it and \( p \) into latent space, evolves the dynamics in latent space and decode to \( \hat{U}^m \) as needed. The static latent embedding \( \mathcal{Z}_p = r(p) \) influences the latent evolution at each time step via \( g(\cdot, r(p)) \). An approximately optimal parameter \( p \) can then be found by computing gradients \( \frac{\partial L_d[p]}{\partial p} \), using optimizers such as Adam [61] (The gradient flow is visualized as the red arrows in Fig. 1). When \( p \) is a boundary parameter, e.g. location of the boundary segments or obstacles, there is a challenge. Specifically, for CNN encoder \( q \), the boundary information is typically provided as a binary mask indicating which cells are outside the simulation domain \( \Omega \). The discontinuity of the mask prevents the backpropagation of the model. Moreover, the boundary cells may interact sparsely with the bulk, which can lead to vanishing gradient during inverse optimization. To address this, we introduce a function that maps \( p \) to a soft boundary mask with temperature, and during inverse optimization, anneal the temperature from high to low. This allows the gradient to pass through mask to \( p \), and stronger gradient signal. For more information, see Appendix B.

4 Experiments

In the experiments, we aim to answer the following questions: (1) Does LE-PDE able to learn accurately the long-term evolution of challenging systems, and compare competitively with state-of-the-art methods? (2) How much can LE-PDE reduce representation dimension and improving speed, especially with larger systems? (3) Can LE-PDE improve and speed up inverse optimization? For the first and second question, since in general there is a fundamental tradeoff between compression
With different parameters in a given family. We use the 1D benchmark in [7], whose PDEs are (reduction of dimensions to represent a state) and accuracy [62][63]. i.e. the larger the compression to improve speed, the more lossy the representation is, we will need to sacrifice certain amount of accuracy. Therefore, the goal of LE-PDE is to maintain a reasonable or competitive accuracy (maybe slightly underperform state-of-the-art), while achieving significant compression and speed up. Thus, to answer these two questions, we test LE-PDE in standard benchmarks of a 1D family of nonlinear PDEs to test its generalization to new system parameters (Sec. 4.1), and a 2D Navier-Stokes flow up to turbulent phase (Sec. 4.2). The PDEs in the above scenarios have wide and important application in science and engineering. In each domain, we compare LE-PDE’s long-term evolution performance, speed and representation dimension with state-of-the-art deep learning-based surrogate models in the domain. Then we answer question (3) in Section 4.3. Finally, in Section 4.4 we investigate the impact of different components of LE-PDE and important hyperparameters.

4.1 1D family of nonlinear PDEs

Data and Experiments. In this section, we test LE-PDE’s ability to generalize to unseen equations with different parameters in a given family. We use the 1D benchmark in [7], whose PDEs are

$$\partial_t u + \partial_x \alpha u^2 - \beta \partial_x u + \gamma \partial_{xx} u \mid (t, x) = \delta(t, x)$$

(8)

$$u(0, x) = \delta(0, x), \quad \delta(t, x) = \sum_{j=1} J A_j \sin(\omega_j t + 2\pi \ell_j x / L + \phi_j)$$

(9)

Here the parameter \( p = (\alpha, \beta, \gamma) \). The term \( \delta \) is a forcing term [62] with \( J = 5, L = 16 \) and coefficients \( A_j \) and \( \omega_j \) sampled uniformly from \( A_j \sim U[-0.5, 0.5], \omega_j \sim U[-0.4, 0.4], \ell_j \in \{1, 2, 3\}, \phi_j \sim U[0, 2\pi] \). Space is uniformly discretized to \( n_x = 200 \) in \([0, 16]\) and time is uniformly discretized to \( n_t = 250 \) points in \([0, 4]\). Space and time are further downsampled to resolutions of \( (n_x, n_t) \in \{(250, 100), (250, 50), (250, 40)\} \). The \( \partial_x (\alpha u^2) \) advection term makes the PDE nonlinear.

There are 3 scenarios with increasing difficulty: E1: Burgers’ equation without diffusion \( p = (1, 0, 0) \); E2: Burgers’ equation with variable diffusion \( p = (1, \eta, 0) \) where \( \eta \in [0, 0.2] \); E3: mixed scenario with \( p = (\alpha, \beta, \gamma) \) where \( \alpha \in [0, 3], \beta \in [0, 0.4] \) and \( \gamma \in [0, 1] \). E1 tests the model’s ability to generalize to new conditions with same equation. E2 and E3 test the model’s ability to generalize to novel parameters of PDE with the same family. We compare LE-PDE with state-of-the-art deep learning-based surrogate models for this dataset, specifically MP-PDE [7] (a GNN-based model) and Fourier Neural Operators (FNO) [14]. For FNO, we compare with two versions: FNO-RNN is the autoregressive version in Section 5.3 of their paper, trained with autoregressive rollout; FNO-PF is FNO improved with the temporal bundling and push-forward trick as implemented in [7]. To ensure a fair comparison, our LE-PDE use temporal bundling of \( S = 25 \) time steps as in MP-PDE and FNO-PF. We perform hyperparameter search over latent dimension of \([64, 128]\) and use the model with best validation performance. In addition, we compare with downsampled ground-truth (WENO5), which uses a classical 5th-order WENO scheme [65] and explicit Runge-Kutta 4 solver [66][67] to generate the ground-truth data and downsampled to the specified resolution. For all models, we autoregressively roll out to predict the states starting at step 50 until step 250, and record the accumulated MSE, runtime and representation dimension (the dimension of state to update at each time step). Details of the experiments are given in Appendix D.

Results. The result is shown in Table 1. We see that since LE-PDE uses 7.8 to 39-fold smaller representation dimension, it achieves significant smaller runtime compared to the MP-PDE model.
Figure 2: Visualization of rollout for 2D Navier-Stokes PDE ($Re = 10^4$), for ground-truth (upper) and LE-PDE (lower, trained with $\nu = 10^{-4}$, $N = 10^4$). LE-PDE captures detailed dynamics faithfully.

(which is much faster than the classical WENO5 scheme). Here we record the latent evolution time (LE-PDE evo) which is the total time for 200-step latent evolution, and the full time (LE-PDE full), which also includes decoding to the input space at each time step. The time for “LE-PDE evo” is relevant when the downstream application is only concerned with state at long-term future (e.g. $[4]$); the time for “LE-PDE full” is relevant when every intermediate prediction is also important. LE-PDE achieves up to $15 \times$ speed-up with “LE-PDE evo” and $4 \times$ speed-up with “LE-PDE full”.

With above $7.8 \times$ compression and above $4 \times$ speed-up, LE-PDE still achieves competitive accuracy. For E1 scenario, it significantly outperforms both original versions of FNO-RNN and MP-PDE, and only worse than the improved version of FNO-PF. For E3, LE-PDE outperforms both versions of FNO-RNN and FNO-PF, and the performance is on par with MP-PDE and sometimes better. For E2, LE-PDE outperforms all state-of-the-art models by a large margin. Fig. 4 in Appendix D shows our model’s representative rollout compared to ground-truth. We see that during long-rollout, our model captures the shock formation faithfully. This 1D benchmark shows that LE-PDE is able to achieve significant speed-up, generalize to novel PDE parameters and achieve competitive long-term rollout.

4.2 2D Navier-Stokes flow

Data and Experiments. We test LE-PDE in a 2D benchmark [14] of Navier-Stokes equation. Navier-Stokes equation has wide application science and engineering, including weather forecasting, jet engine design, etc. It becomes more challenging to simulate when entering the turbulent phase, which shows multiscale dynamics and chaotic behavior. Specifically, we test our model in a viscous, incompressible fluid in vorticity form in a unit torus:

$$\partial_t w(t, x) + u(t, x) \cdot \nabla w(t, x) = \nu \Delta w(t, x) + f(x), \quad x \in (0, 1)^2, t \in (0, T]$$
$$\nabla \cdot u(t, x) = 0, \quad x \in (0, 1)^2, t \in [0, T]$$
$$w(0, x) = w_0(x), \quad x \in (0, 1)^2$$

Here $w(t, x) = \nabla \times u(t, x)$ is the vorticity, $\nu \in \mathbb{R}_+$ is the viscosity coefficient. The domain is discretized into $64 \times 64$ grid. We test with viscosities of $\nu = 10^{-3}, 10^{-4}, 10^{-5}$. The fluid is turbulent for $\nu = 10^{-4}, 10^{-5}$ ($Re \geq 10^4$). We compare state-of-the-art learning-based model Fourier Neural Operator (FNO) [14] for this problem, and strong baselines of TF-Net [26], U-Net [68] and ResNet [69]. For FNO, the FNO-2D performs autoregressive rollout, and FNO-3D directly maps the past 10 steps into all future steps. To ensure a fair comparison, here our LE-PDE uses past 10 steps to predict

| Method   | Representation dimensions | Runtime full [ms] | Runtime evo [ms] |
|----------|--------------------------|-------------------|------------------|
| FNO-3D [14] | 4096 | 24 | 24 | 0.9886 | 0.1918 | 0.0820 | 0.1893 |
| FNO-2D [14] | 4096 | 240 | 240 | 0.0128 | 0.1559 | 0.1084 | 0.1556 |
| U-Net [68] | 4096 | 813 | 813 | 0.0245 | 0.2051 | 0.1190 | 0.1982 |
| TF-Net [26] | 4096 | 428 | 428 | 0.0225 | 0.2253 | 0.1168 | 0.2268 |
| ResNet [69] | 4096 | 317 | 317 | 0.0701 | 0.2871 | 0.2311 | 0.2753 |
| LE-PDE (ours) | 256 | 48 | 15 | 0.0146 | 0.1936 | 0.1115 | 0.1862 |
Figure 3: Numerical results associated with inverse optimization of boundary (inlet and outlet designing) in Sec. 4.3. (a) shows a trajectory generated by ground-truth (GT) solver with an initial randomly generated boundary parameters (y-position of inlet and two outlets), with lower outlet passing 55.18% of smoke; (b) with optimized boundary parameters, with lower outlet passing 31.79% of smoke, very near the objective percentage of 30%. (c) Runtime and (d) learning curve (Eq. 7) for inverse optimization at different iteration steps; (e) For LE-PDE, fraction of smoke passing through the lower outlet computed by GT solver (green) and estimated by LE-PDE (orange). Error bar denotes 95% confidence interval over 50 runs with random initial conditions.

Results. The results are shown in Table 2. Similar to 1D case, LE-PDE is able to compress the representation dimension by 16-fold. Hence, compared with FNO-2D which is also autoregressive, LE-PDE achieves 9.3-fold speed-up with latent evolution and 2.9-fold speed-up with full decoding. For rollout L2 loss, LE-PDE significantly outperforms strong baselines of ResNet and U-Net, and TF-Net which is designed to model turbulent flow. Its performance is on par with FNO-3D with \( \nu = 10^{-4}, N = 1000 \) and the most difficult \( \nu = 10^{-5}, N = 1000 \) and slightly underperforms FNO-2D in other scenarios. Fig. 2 shows the visualization of LE-PDE comparing with ground-truth, under the turbulent \( \nu = 10^{-4}, N = 10000 \) scenario. We see that LE-PDE captures the detailed dynamics accurately. For more details, see Appendix E. To explore how LE-PDE can model and accelerate the simulation of systems with a larger scale, in Appendix F we explore modeling a 3D Navier-Stokes flow with millions of cells per time step, and show more significant speed-up.

4.3 Accelerating inverse optimization of boundary conditions

Data and Experiments. In this subsection, we set out to answer question (3), i.e., Can LE-PDE improve and speed up inverse optimization? We are interested in long time frame scenarios where the pre-defined objective \( L_d \) in Eq. 7 depends on the prediction after long-term rollout. Such problems are challenging and have implications in engineering, e.g., fluid control \[70, 71\], laser design for laser-plasma interaction \[4\] and nuclear fusion \[72\]. To evaluate, we build a 2D Navier-Stokes flow in a family of boundary conditions using PhiFlow \[73\] as our ground-truth solver, shown in Fig. 5a and 5b. Specifically, we create a cubical boundary with one inlet and two outlets on a grid space of size \( 128^2 \). We initialize the velocity and smoke on this domain and advect the dynamics by performing rollout. The objective
of the inverse design here is to optimize the boundary parameter \( p \), i.e. the \( y \)-locations of the inlet and outlets, so that the amount of smoke passing through the two outlets coincides with pre-specified proportions 0.3 and 0.7. This setting is challenging since a slight change in boundary (up to a few cells) can have large influence in long-term rollout and the predefined objective.

As baseline methods, we use our LE-PDE’s ablated version without latent evolution (essentially a CNN, which we call LE-PDE-laten\( \ddot{\text{t}} \)) and the FNO-2D \cite{li2021fourier}, both of which update the states in input space, while LE-PDE evolves in a 128-dimensional latent space (\( 128 \times \) compression). To ensure a fair comparison, all models predict the next step using 1 past step without temporal bundling, and trained with 4-step rollout. We train all models with 400 generated trajectories of length 100 and test with 40 trajectories. After training, we perform inverse optimization w.r.t. the boundary parameter \( p \) with the trained models using Eq. 7, starting with 50 initial configurations each with random initial location of smoke and random initial configuration of \( p \). For LE-PDE-latent and FNO-2D, they need to backpropagate through 80 steps of rollout in input space as in \cite{li2021fourier,fei2022learning}, while LE-PDE backpropagates through 80 steps of latent rollout. Then the optimized boundary parameter is fed to the ground-truth solver for rollout and evaluate. For the optimized parameter, we measure the total amount of smoke simulated by the solver passing through two respective outlets and take their ratio. The evaluation metric is the average ratio across all 50 configurations: see also Appendix G.

**Results.** We observe that LE-PDE improves the overall speed by 73\% compared with LE-PDE-latent and by 123\% compared with FNO-2D (Fig. 3c, Table 3). The result indicates a corollary of the use of low dimensional representation because Jacobian matrix of evolution operator is reduced to be of smaller size and suppresses the complexity associated with the chain rule to compute gradients of the objective function. While achieving the significant speed-up, the capability of the LE-PDE to design the boundary is also reasonable. Fig. 3d shows the loss of the objective function achieved the lowest value while the others are comparatively large. The estimated proportion of smoke hit the target fraction 0.3 at an early stage of design iterations and coincide with the fraction simulated by the ground-truth solver in the end (Fig. 3e). As Table 1 shows, FNO-2D achieves the lowest score in model estimated error from the target fraction 0.3 while its ground-truth solver (GT-solver) error is 30\times larger. This shows “overfitting” of the boundary parameter by FNO-2D, i.e. the optimized parameter is not sufficiently generalized to work for a ground-truth solver. In this sense, LE-PDE achieved to design the most generalized boundary parameter: the difference between the two errors is the smallest among the others.

### 4.4 Ablation study

In this section, we investigate how each component of our LE-PDE influences the performance. Importantly, we are interested in how each of the three components: multi-step loss \( L_{\text{multi-step}} \), latent consistency loss \( L_{\text{consistency}} \) and reconstruction loss \( L_{\text{recons}} \) contribute to the performance, and how the time horizon \( M \) and the latent dimension \( d_z \) influence the result. For dataset, we focus on representative scenarios in 1D (Sec. 4.1) and 2D (Sec. 4.2), specifically the E2 scenario with \((n_x, n_y) = (250, 50)\) for 1D, and \((\nu = 10^{-5}, T = 20, N = 1000)\) scenario for 2D, which lies at mid- to difficult spectrum of each dataset. We have observed similar trends in other scenarios. From Table 3, we see that all three components \( L_{\text{multi-step}}, L_{\text{consistency}} \) and \( L_{\text{recons}} \) are necessary and pivotal in ensuring a good performance. The time horizon \( M \) in the loss is also important. If too short (e.g. \( M = 1 \)), it does not encourage accurate long-term rollout. Increasing \( M \) helps reducing error, but will be countered by less number of examples (since having to leave room for more steps in the future). We find the sweet spot is at \( M = 4 \), which achieves a good tradeoff. In Fig. 4 in Appendix H, we show how the error and evolution runtime change with varying size of latent dimension \( d_z \). We observe that reduction of runtime with decreasing latent dimension \( d_z \), and that the error is lowest at \( d_z = 64 \) for 1D and \( d_z = 256 \) for 2D, suggesting the intrinsic dimension of each problem.

|  | 1D | 2D |
|---|---|---|
| LE-PDE (ours) | 1.127 | 0.1861 |
| no \( L_{\text{multi-step}} \) | 3.337 | 0.2156 |
| no \( L_{\text{consistency}} \) | 6.386 | 0.2316 |
| no \( L_{\text{recons}} \) | 1.506 | 0.2025 |
| Time horizon \( M = 1 \) | 5.710 | 0.2860 |
| Time horizon \( M = 3 \) | 1.234 | 0.2010 |
| Time horizon \( M = 4 \) | 1.127 | 0.1861 |
| Time horizon \( M = 6 \) | 1.924 | 0.1923 |

Table 4: Error for ablated versions of LE-PDE in 1D and 2D.
5 Discussion and Conclusion

In this work, we have introduced LE-PDE, a simple, fast and scalable method for accelerating simulation and inverse optimization of PDEs, including its simple architecture, objective and inverse optimization techniques. Compared with state-of-the-art deep learning-based surrogate models, we demonstrate that it achieves up to $128 \times$ reduction in the dimensions to update and up to $15\times$ improvement in speed, while achieving competitive accuracy. Ablation study shows both multi-step objective and latent-consistency objectives are pivotal in ensuring accurate long-term rollout. We hope our method will make a useful step in accelerating simulation and inverse optimization of PDEs, pivotal in science and engineering.
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