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Abstract: In today’s world where there is a plethora of movies to choose from in any medium, recommendation systems play a crucial role in reducing the search time for the movie watchers by recommending them the most relevant movies that they would most probably like. There are a wide range of approaches and techniques which are used for recommending movies. While some techniques reflect the current trend and popularity of movies, others are able to capture and analyze the past behavior of the viewer and make recommendations accordingly. Recommendation systems are an integral part of companies such as Netflix, Amazon Prime, Hulu and various others to ensure that their customers have a pleasant experience which in turn would boost the company’s profits. This study discusses and analyses the various approaches and techniques used for the recommendation of movies.
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I. INTRODUCTION

Recommendation systems help the user or customer to narrow down the items such as movies, books etc. to a few items from a very large item database which are well suited to the preferences of the user. These systems have become exceedingly crucial to companies as their main focus is to draw as many customers as possible and make them consume their content. In this context, recommendation systems are able to improve the experience of customers by matching them with the content they are most likely to prefer and enjoy to watch. Recommendation systems use prediction algorithms and techniques to suggest the best items suitable to the user. Machine Learning techniques and Artificial Intelligence methods such as neural nets are being used in systems to increase the efficiency and accuracy of the recommendations produced. The dynamic nature of the database and the ever increasing number of users do pose a challenge to the recommender systems in all fields. New approaches and research are needed to cope with the increasing size of the database and effectively provide with high quality and accurate recommendations. Many statistical, mathematical and artificial intelligence based techniques are being developed and employed in many fields such as e-commerce, media and various others.

Commonly used techniques include content filtering, collaborative filtering and popularity based filtering. Algorithms such as matrix factorization are being used by companies like Netflix to make appropriate recommendations to its users or customers.

II. RELATED WORK

In the study written by BasiliyosTilahunBetru [1], recommendation system techniques like content based, collaborative filtering, hybrid based methods and deep learning approaches for recommendations are discussed. Memory and model based Collaborative filtering is explained and the various algorithms that can be used for each type are discussed. Some works related to using deep learning such as Restricted Bottzmann Machines, Collaborative deep learning systems and deep content based music recommendation system are analysed and summarized. It presents the idea that deep learning will enable a model to learn different features of users which would lead to an improvement of accuracy.

DaniarAsanov [2] discusses traditional approaches like content based, collaborative (user based and item based) and hybrid based approaches. It explains about new modern approaches like context aware approach, semantic based approach, Cross domain based approach. It also discusses and explains the challenges such as cold start problem, sparsity problem, trust, scalability, privacy problems faced during the development of recommendation systems.

In this study by Gediminas Adomavicius1 and Alexander Tuzhilin [3] describes about the current generation of recommender systems techniques. This study discusses various recommendation approaches and describes about various limitations and extensions possible to the recommendation systems. It discusses about New User Problem in which the system must provide correct recommendation by using previous ratings, clicks, likes, dislikes and feedback to the customer who is new to online marketing database.

In the study by J. Ben Schafer [4], Collaborative filtering based algorithms which produces explainable and relevant results in various domains are discussed. Data Mining techniques are implemented in the hybrid systems with which the accuracy and relevancy of the recommenders are improved according to the user’s needs. The study mostly focuses on the impact of data mining techniques on recommenders and their use in improving the marketing strategy.
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In the study presented by Greg Linden [5], in which they present an algorithm that produces recommendations in real-time, scales to massive data sets, and generates high quality recommendations. They discuss approaches such as traditional collaborative filtering, cluster models and search based models. The implementation of these algorithms can be used for amazon.com is briefly explained. It has been said that item-to-item collaborative filtering is able to react to the changes in user’s data and make compelling recommendations to all users. They also discuss how these various models fare with respect to scalability.

III. VARIOUS APPROACHES USED FOR RECOMMENDATIONS

A. Popularity Based Approach
This approach works by analyzing and recommending the movies based upon certain metrics that relate to the popularity of a movie. Metrics or features such as the number of views and positive ratings, likes, Box Office collections, number of positive social media mentions etc. can be used to determine the popularity of a movie. This approach can be easily implemented and is based on the assumption that the most viewed or most popular movies are usually liked by everyone. Popularity based recommenders are a good first step towards recommendation of movies.

As the recommendations are dependent on the popular opinion, this approach does have a few disadvantages. One such disadvantage is the non-personalization of the recommendations. The same set of movies are recommended to everyone irrespective of their likes and dislikes. Due to the generalization of the recommendations, this approach will not cater specifically to individual preferences.

B. Memory Based Content Filtering
The essence of Content based approach is recommending the movies that are similar to the ones the user has liked previously. The similarity between two movies can be measured by various factors such as the genre, star cast, director, production house etc. There can be various ways in which the similarity of two movies can be measured such as cosine similarity, pearson correlation. Cosine similarity finds how two vectors are related to each other using measuring cosine angle between these vectors.

C. Memory Based Collaborative Filtering
In this approach we find similar users based upon similarity measures such as cosine similarity, Pearson correlation and take weighted average of the ratings. The advantage of this approach is the easy creation and explanation of results. The drawback of this approach is that the performance reduces when data is sparse that is It becomes non-scalable.

D. Model Based Collaborative Filtering
In this approach we use machine learning techniques to find user ratings of unrated items. Such techniques include PCA, SVD, Neural Nets, Matrix Factorization and others. The advantage of this approach is that dimensionality reduction deals with the missing/sparse data. The drawback of this approach is that the inference is intractable because of the hidden/latent factors.

E. Hybrid Filtering Approach
This approach combines the results of other approaches and gives recommendations respectively. One of the way is to compute the average of the similarity scores computed using collaborative filtering and content based filtering and recommend accordingly.
Figure 2: Design of the recommendation system

IV. SYSTEM DESIGN

The design of the system involves four modules as shown in Figure 4:

i) Memory based Content Filtering
ii) Memory based Collaborative filtering
iii) Hybrid Filtering
iv) Model based Collaborative filtering

For memory based content and collaborative filtering, a matrix will be computed whose values can be used to form recommendations. The hybrid approach uses the average of content based and collaborative based filtering for recommendations. Each of these modules will output a list of recommendations based on the internal logic used by each of the module.

V. IMPLEMENTATION

The dataset used for this purpose is the MovieLens 20M Dataset created by the GroupLens Research Group. This dataset contains 20000263 ratings and 465564 tag applications across 27278 movies. The data is contained in six files - genome-scores.csv, genome-tags.csv, links.csv, movies.csv, ratings.csv and tags.csv.

For item content filtering, the data sets used are movies.csv and tags.csv. Using these two sets, we compile all the tags given to movies by various users, genres, descriptions into a column called metadata. We then apply Tf-idf (term frequency-inverse document frequency) transformer on this column to obtain a vector of features. To reduce the size of the feature vectors, truncated singular value decomposition is applied such that 50% of the variance is retained. Then cosine similarity measure is used to compute the similarity scores.

For memory based collaborative filtering, the dataset ratings.csv is used to form items as vectors of input rates. The same measures as stated above are used to reduce the dimensionality of the matrix.

For hybrid filtering, the average of the content based filtering and collaborative filtering is used to make the recommendations.

In Figure 3, we are able to get the recommendations based according to memory based collaborative filtering, content based filtering and hybrid filtering for the input movie ‘Strada, La (1954)’.

For model based collaborative filtering, we implement the Singular Value Decomposition algorithm that is present in Surprise library in python. We then calculate the RMSE (Root mean square error) to find out the accuracy.

VI. RESULTS

Figure 3: Code Snippet and results for input ‘Strada, La (1954)’

```python
from sklearn.metrics.pairwise import cosine_similarity

# take the latent vectors for a selected movie from both content
# and collaborative matrices
a_1 = np.array(latent_matrix_1_df.loc[['Strada, La (1954)']].reshape(-1,))
a_2 = np.array(latent_matrix_2_df.loc[['Strada, La (1954)']].reshape(-1,))

# calculate the similarity of this movie with the others in the list
score_1 = cosine_similarity(latent_matrix_1_df, a_1.reshape(-1))
score_2 = cosine_similarity(latent_matrix_2_df, a_2.reshape(-1))

# an average score of both content and collaborative
hybrid = (score_1 + score_2) / 2

# form a data frame of similar movies
distc = {'content': score_1, 'collaborative': score_2, 'hybrid': hybrid}
similar = pd.DataFrame(distc, index = latent_matrix_1_df.index)

# sort on the basis of either content, collaborative or hybrid,
# here : content
similar['rank'] = (similar['content'], ascending=False, inplace=True)
similar[1:10][1]
```
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Figure 4: Results for movie ‘Inception (2010)’
In the above Figure 4, we obtain the recommendations for the input movie ‘Inception (2010)’ according to the decreasing order of score obtained from the hybrid filtering approach.

In [18]:
Out[18]:

Figure 5: Code snippet for Model-Collaborative Filtering

```python
from surprise import Dataset, Reader, SVD, accuracy
from surprise.model_selection import train_test_split

# instantiate a reader and read in our rating data
reader = Reader(rating_scale=(1, 5))
data = Dataset.load_from_df(ratings_df[['userId', 'movieId', 'rating']], reader)

# train SVD on 75% of known rates
trainset, testset = train_test_split(data, test_size=0.25)
algorithm = SVD()
algorithm.fit(trainset)
predictions = algorithm.test(testset)

# check the accuracy using Root Mean Square Error
accuracy.rmse(predictions)
RMSE: 0.772

# check the preferences of a particular user
user_id = 7020
predicted_ratings = pred_user_rating(user_id)
pdf = pd.DataFrame(predicted_ratings, columns = ['movies', 'ratings'])
pdf.sort_values(['ratings', ascending=False, inplace=True])
pdf.set_index('movies', inplace=True)
pdf.head(18)
```

Figure 6: Results for Model Based Collaborative Filtering
In the above Figure 6, we have obtained the results for model based collaborative filtering for the user id= 7020

```
# check the accuracy using Root Mean Square Error
accuracy.rmse(predictions)
RMSE: 0.7728
```

Figure 7: Results for calculating the RMSE value
In Figure 7, we have achieved a RMSE value= 0.7724 for model based collaborative filtering technique using SVD which is better compared to the memory based approaches.

VII. CONCLUSION
We have seen that there are various approaches by which we can recommend movies to users. We are able to recommend the movies based on content similarity by utilizing the metadata of the movies and also recommend based upon similarity between the users. Hybrid approaches can also be employed to predict results and help in overcoming the challenges of individual approaches. In future works, new approaches and techniques can be used to increase the accuracy and scalability of recommendations.

VIII. FUTURE SCOPE
In recommendation systems, incomplete data pose a major challenge in making the recommendations. Further research can be carried out to manage the problem of sparsity of data and increase the accuracy of the recommendations. In future works, new approaches and techniques can be used to increase the efficiency and scalability of recommendations and handle the dynamic nature of movie database.
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