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Abstract—For humans, understanding the relationships between objects using visual signals is intuitive. For artificial intelligence, however, this task remains challenging. Researchers have made significant progress studying semantic relationship detection, such as human-object interaction detection and visual relationship detection. We take the study of visual relationships a step further from semantic to geometric. In specific, we predict relative occlusion and relative distance relationships. However, detecting these relationships from a single image is challenging. Enforcing focused attention to task-specific regions plays a critical role in successfully detecting these relationships. In this work, (1) we propose a novel three-decoder architecture as the infrastructure for focused attention; 2) we use the generalized intersection box prediction task to effectively guide our model to focus on occlusion-specific regions; 3) our model achieves a new state-of-the-art performance on distance-aware relationship detection. Specifically, our model increases the distance F1-score from 33.8% to 38.6% and boosts the occlusion F1-score from 34.4% to 41.2%. Our code is publicly available.

Index Terms—Focused attention, object pair detection, relative distance detection, relative occlusion detection, transformer model, visualizations of attention weights.

I. INTRODUCTION

VISUAL object detection has shown exciting progress [1], [2] in the last two decades thanks to the representation learning power of tailored deep neural network architectures in 2D [3], [4] and 3D [5], [6] settings. The community is now actively exploring the detection of higher-order semantic entities like human-object interactions (HOI) [7], [8].

In this paper, we go one step further from semantic to geometric. Specifically, we study two ubiquitous and essential relationships: relative distance and relative occlusion from the viewpoint.

Detecting these relationships from a 2D image is important because it will benefit other computer vision tasks, such as human-object interaction detection and visual relationship detection. Specifically, we predict relative distance and relative occlusion from the viewpoint.

Many other computer vision tasks, including embodied reference understanding [9] and scene de-occlusion [10], will also benefit from detecting relative distance and occlusion relationships. For example, in embodied reference understanding [9], if a person is referring to an object by its relative position to another object (e.g., behind and in front of), being able to detect relative distance from the viewpoint can help the model understand which object that person is referring to. In scene de-occlusion, determining the relative occlusion relationship is the foundation of ordering recovery and subsequent de-occlusion of the scene [10].

Determining relative distance relationships requires understanding the scene geometrically and deciding whether one object is closer or both are at the same distance.

Relative occlusion is more complicated. Its most straightforward form is object A occludes object B when object B does not occlude object A. For example, in Fig. 2 (a), the woman’s hair, hip, and right leg occlude the man, but the man does not occlude the woman. Another form of relative occlusion is no occlusion. It can happen even when the bounding boxes of two objects overlap. In Fig. 2 (b), for example, a closer look like HOI detection—the task of detecting human-object pairs and the relationships within each pair of them. Specifically, in HOI detection, models that explicitly possess the ability to understand relative occlusion and relative depth may more easily rule out some unreasonable predictions. For example, in Fig. 1 (a), knowing that a woman’s hand is not occluding the umbrella at all may help rule out “a woman is holding an umbrella.” Additionally, in Fig. 1 (b), knowing that the skateboard in the orange box is much further than the man in the red box could help suppress “a man in the red box is riding a skateboard in the orange box.”
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Fig. 1. Understanding relative occlusion and relative distance may help HOI models rule out some unreasonable predictions such as (a) “a woman is holding an umbrella” when her hand is not occluding the handle of the umbrella at all, and (b) “a man (in the red box) is riding a skateboard (in the orange box)” that is much further to the viewpoint than the man.
Therefore, to design a model that performs well in detecting both relative occlusion and relative distance relationships, we carefully consider the importance of focused attention. Given that detecting relative occlusion and relative distance requires attention to different regions (mainly object parts vs. objects and backgrounds), we use two separate decoders for occlusion and distance, respectively, to allow each decoder to focus on features relevant to its task without being distracted by features solely relevant to the other task. Additionally, to protect our relationship decoders from distractions from object pair detection, we use an extra decoder to propose object pairs before detecting relative relationships.

The above considerations motivated our three-decoder model architecture in Fig. 3. It prevents distractions between different tasks and functions as the infrastructure for focused attention. However, the architecture alone is not sufficient for accomplishing focused attention.

To achieve focused attention in our occlusion decoder, we use an extra task: predicting the bounding box for the region shared by (mostly when occlusions exist) or between two objects (mostly when no occlusion exists). We call this task the generalized intersection box prediction (GIT) (Fig. 4).

Our GIT, a novel way to guide the model to focus on task-relevant regions, results in a more interpretable and robust system. Our experiments and attention weight visualizations demonstrate our model’s ability to focus on task-specific regions when detecting relative occlusion relationships (Fig. 9) and the concomitant improvements in correctness (Fig. 10 and Table VII).

To recapitulate, 1) we propose to use the multi-decoder architecture as the infrastructure for focused attention; 2) our novel GIT effectively guides our model to focus on occlusion-specific regions; 3) our model achieves a new state-of-the-art performance.

II. PROBLEM FORMULATION

We study the detection of relative distance and relative occlusion relationships from the viewpoint. The input is an RGB image $I$. The required outputs are the bounding box of object A ($b_A$), the bounding box of object B ($b_B$), the relative distance relationship ($d$), and the relative occlusion relationship ($o$) between A and B.

A. Relative Distance

Relative distance is from the viewpoint and is object-centric [12]. “From the viewpoint” means the distance of an object is the length of the 3D line segment from the optical center of the input image to the object. At the same time, “object-centric” means each object is assigned with only one distance, which is different from the “pixel-wise depth” in monocular depth estimation where each pixel has a distance [12].

There are four types of relative distance relationships: A is closer than B, B is closer than A, same distance, and not sure. The first two are straightforward: when the majority of human annotators in [12] believe one object is closer than the other,
the relative distance is either A is closer than B or B is closer than A. For “same distance”, there is not a hard threshold. When the majority of human annotators in [12] perceive that a pair of objects are at the same distance, the relative distance relationship is “same distance”. Similarly, when the majority of the annotators are not sure about the relative distance relationship for a pair of objects, the relationship is “not sure.”

B. Relative Occlusion

The relative occlusion relationship is also from the viewpoint. Occlusion “from the viewpoint” means looking from the same direction as the camera. There are four types of relative occlusion relationships: A occludes B, B occludes A, no occlusion, and mutual occlusion. The last one, mutual occlusion, means some parts of A occlude B while some parts of B also occlude A.

III. RELATED WORK

A. Models for Relative Occlusion and Distance Detection

To the best of our knowledge, no deep learning model was designed specifically to explicitly detect relative occlusion and relative distance relationships at the same time, except multi-layer perceptrons (MLPs) in [12].

Models that detect relative occlusion relationships do exist [10], [13]. For example, in [10], the model can determine relative occlusion relationships and build an occlusion graph, but it does not support mutual occlusion.

Models that detect relationships between objects (visual relationship detection, or VRD) also exist [7], [14], [15], [16]. Unlike relative distance and relative occlusion relationship, Su et al. [12] maintain that nearly all relationships are 2D in current VRD datasets and do not address relative occlusion and relative distance relationships using the viewpoint as reference.

To predict relative occlusion and distance relationships, Su et al. [12] designed several MLP models and modified the state-of-the-art VRD models to perform relative occlusion and relative distance detection. In [12], models designed for VRD did not achieve significantly better performance than the best MLP model when detecting relative occlusion and relative distance relationships.

In another very similar task—HOI detection—transformer models have been modified and applied by many works. Focused attention in transformer models for HOI detection has also been studied extensively in recent years.

B. Transformers for HOI Detection

HOI detection resembles relative occlusion and relative distance detection, except that relationships in HOI detection are mostly semantic. In specific, while require outputs for relative distance and occlusion relationship are \((b_h, b_o, d, o)\) (as in Section II), those for HOI detection are \((b_h, b_o, r, o)\). Here, \(b_h, b_o, r,\) and \(o\) represents the bounding box of human, the bounding box of an object, the relationship between the human and the object, and the category of the object, respectively.

Both tasks require the detection of objects and relationships. In specific, HOI detection requires the prediction of the human, the object, and the interactions between the human-object pair. Relative occlusion and distance relationship detection requires the prediction of object A, object B, and relationships between the object pair.

The major difference lies in the relationships. In HOI, the relationships between humans and objects are mostly semantic (e.g., eat, cut, and hold). In relative occlusion and relative distance detection, however, the relationships are geometric (e.g., occludes and being closer). Additionally, semantic relationships in HOI detection are highly diverse and usually involve dozens or hundreds of relationship categories.

Recently, many one-stage transformer-based methods have been proposed to perform HOI detection [17], [18], [19], [20]. These architectures first use a backbone to extract image features. The backbone is usually a convolutional neural network (CNN). Then these architectures use transformer encoders to extract global features from input images. After that, these architectures utilize transformer decoders and MLPs to produce the final predictions of bounding boxes, object classes, and relationship classes.

C. Focused Attention in Transformers

Sometimes, transformer models can naturally exhibit intense attention to task-relevant information. In object detection, decoders in DETR [21] can exhibit focused attention to the extremities of objects. In HOI detection, decoders in HOITR [17] can have focused attention on “the discriminative part” of object pairs.

More often, however, transformer models attend heavily to a huge amount of irrelevant information. As illustrated in Fig. 9, transformers decoder allocate a significant amount of attention to many regions that are irrelevant to relative occlusion even when the only task that decoder was asked to do was detecting relative occlusion relationship.

To let transformer models have more focused attention, many attempts have been made. Correia, Niculae, and Martins [22] let information with nearly zero weight have exactly zero weight. Zhao et al. [23] modified the self-attention module to explicitly select the elements that receive the highest attention scores and explicitly let their transformer model focus on these elements. Zhu et al. [24] designed their “deformable attention module,” allowing their transformer model to have focused attention on a small number of pixels near a reference point.

It can be insufficient, however, to just focus on elements with the highest attention scores. In some complex tasks composed of multiple sub-tasks, relevant information to one sub-task can be distracting to another sub-task. Task-specific attention, in this case, is difficult to achieve due to the distinctions between different sub-tasks [18]. For example, in HOI detection, many locations within or near a human-object pair can be highly relevant for detecting the human and the object, but regions relevant to interaction detection can vary a lot based on the category of a specific interaction [17]. In other words, some information that is relevant to human-object pair...
et al. to the other. Additionally, Zhang introduced an attention module between each layer of the two separate transformer decoders for two sub-tasks, and Chen used separate decoders for different sub-tasks and connect them in parallel [20] or serial [18] manners. In specific, Chen et al. [20] proposed to use a parallel connection of two separate transformer decoders for two sub-tasks, and introduced an attention module between each layer of the two separate decoders to aggregate relevant information from one to the other. Additionally, Zhang et al. [25] proposed to use a series connection of separate transformer decoders for different sub-tasks, allowing each decoder to focus on only one task and attending to information that is relevant to that one task.

In the following section, we will introduce our method for achieving focused attention in the occlusion decoder. Specifically, we use a combination of series and parallel connections of transformer decoders to avoid distractions from different sub-tasks and use a generalized intersection box prediction task to further guide our occlusion decoders to attend to task-relevant regions.

IV. Method

In this section, we describe the model architecture, matching strategy, and loss computation. Our model architecture has four components: feature extractor, object pair decoder, relationship decoders, MLP heads for classification and regression.

A. Overview

Our feature extractor utilizes a CNN backbone and a transformer encoder to extract context-aware visual features from input RGB images. Extracted features are fed into our object pair decoder as queries, our occlusion and distance transformer decoders predict relative occlusion and relative distance relationships, respectively. Our occlusion decoder also predicts generalized intersection boxes. An illustration of our proposed model architecture is in Fig. 3.

We use transformer because it models long-range dependencies, which is critical for our task. Specifically, the transformer has a global receptive field, which helps detect the relative distance and occlusion relationships when two objects are very far away from each other. Additionally, when two objects are not very far from each other, the transformer’s global receptive field will also help detect relative distance relationships because it allows a more comprehensive consideration of the spatial configurations of the scenes. CNNs, in contrast, according to Luo et al. [26], have a relatively small effective receptive field in which an input pixel can have a “non-negligible impact” on the output. Therefore, we choose the transformer model instead of CNNs for its greater capacity to capture information from a larger area.

B. Feature Extractor

Our visual feature extractor consists of a CNN backbone and a transformer encoder. It models long-range dependencies and extracts context-aware visual features for downstream tasks.

1) CNN Backbone: Given an RGB image \( I \) of shape \((3, H, W)\), a CNN backbone (e.g., ResNet-101 [27]) produces a feature map \( F_0 \) of shape \((C, h, w)\), where \( C \) is the number of output channels of CNN backbone, \( h = \lceil \frac{H}{s_3} \rceil \), and \( w = \lceil \frac{W}{s_3} \rceil \), where \( [\cdot] \) is the ceiling function. We reduce the dimension of the feature map from \( C \) to \( d \) using a \( 1 \times 1 \) convolutional layer with stride 1, producing reduced feature of shape \((d, h, w)\). We then flatten the reduced feature and generate flattened feature \( F \) of shape \((hw; d)\).

2) Transformer Encoder: Our transformer encoder takes the flattened feature \( F \) as input. It is composed of \( N_t \) transformer encoder blocks. Each block is composed of a multi-head self-attention layer and a feed-forward layer. Inside each self-attention layer, there are \( N_h \) heads. The output \( A \) of each
self-attention layer is formed by the concatenation of outputs \( A_i \)'s from all \( N_i \) heads.

Before feeding the flattened feature \( F \) into our transformer encoder, however, we generate position encoding \([28], [29]\) \( \text{PE} \) to facilitate the use of relative position information in downstream modules. The shape of \( \text{PE} \) is \((hw, d)\), where \( d \) is the hidden dimension of our transformer encoder.

After obtaining \( \text{PE} \) is \((hw, d)\), we feed \( F \) and \( \text{PE} \) into the first transformer encoder block.

In each block, we denote the input feature as \( F_{in} \). The query \( Q \), key \( K \), and value \( V \) of each transformer encoder block are

\[
(Q, K, V) = (F_{in}, \text{PE}, F_{in} + \text{PE}, F_{in})
\]

(1)

For each head \( i = 1, 2, \ldots, N_h \) inside a self-attention layer, the attention weights \( W_i^Q, W_i^K \) and \( W_i^V \) all have shape \((d, \frac{d}{n})\). For each head, the query \( Q_i \), key \( K_i \), and value \( V_i \) are

\[
(Q_i, K_i, V_i) = (QW_i^Q, KW_i^K, VW_i^V)
\]

(2)

Each head produces an output \( A_i \)

\[
A_i = \text{Softmax}(\frac{Q_iK_i^T}{\sqrt{d}})V_i
\]

(3)

The outputs of all heads in a self-attention layer are concatenated to form \( A \)

\[
A = \text{Concat}(A_1, A_2, \ldots, A_{N_h})
\]

(4)

After obtaining the concatenated \( A \), the final output \( F_{attn} \) of a self-attention layer is generated using a linear layer with dropout and a residual connection with input feature \( F_{in} \)

\[
F_{attn} = \text{Linear}((\text{Dropout}(A) + F_{in})) \in \mathbb{R}^{hw \times d}
\]

(5)

After obtaining \( F_{attn} \) from the self-attention layer inside each transformer encoder block, \( F_{attn} \) is fed into the feed-forward layer (FFN), which is composed of two fully-connected linear layers with dropout and ReLU activation. FFN is applied to each feature vector in \( hw \) positions identically and individually and outputs a total feature \( F_{out} \) of the same shape \((hw, d)\), which will serve as input to the self-attention layer in the next block.

Finally, the output \( F_{out} \) of the last transformer encoder block is denoted as global memory \( M \) of shape \((hw, d)\).

C. Object Pair Decoder

Our object pair decoder detects object pairs. It takes \( M \), \( \text{PE} \), and object pair queries \( \text{QE} \) as inputs. It is composed of \( N_{pair} \) transformer decoder blocks. Each transformer decoder block is composed of a multi-head self-attention module and a multi-head cross-attention module followed by a feed-forward network. The attention mechanism is the same as that in encoder layers, so we only specify our choice of \( Q, K \) and \( V \) in the self-attention and cross-attention layers.

To enable proposing a fixed number of object pairs, we choose a hyper-parameter \( N_q \) as the number of object pairs queries to be outputted by the decoder, and we generate parameterized queries with \( N_q \) learnable embeddings.

1) Self-Attention Module: For \( k = 1, 2, \ldots, N_{pair} \), we denote the input of the \( k \)-th self-attention module as \( F_{in}^k \) and the output of the \( k \)-th FFN as \( F_{out}^k \). Both of them have shape \((N_q, d)\).

\[
F_{in}^k = F_{out}^{k-1} + \text{QE}
\]

(6)

where \( \text{QE} \) is a set of learnable parameters of shape \((N_{pair}, d)\). We set \( F_{out}^0 = 0 \) for consistency of notation below. In the \( k \)-th self-attention module \((k = 1, \ldots, N_{pair})\), the query \( Q \), key \( K \), and value \( V \) are

\[
(Q, K, V) = (F_{in}^k, F_{in}^k, F_{out}^{k-1})
\]

(7)

2) Cross-Attention Module: The \( k \)-th self-attention module outputs a feature \( F_{attn}^k \) with shape \((N_q, d)\) to be fed into the \( k \)-th cross-attention module. Together with the global memory \( M \) from the transformer encoder and the fixed positional encoding \( \text{PE} \), we let

\[
(Q, K, V) = (F_{attn}^k, M + \text{PE}, M)
\]

(8)

On top of the cross-attention layer, the FFN layer is the same as that in the encoder architecture. The \( k \)-th FNN layer outputs \( F_{out}^k \), which is also the overall output embedding of the \( k \)-th decoder block. Finally, we stack \( F_{out}^k \) to obtain object pair output embeddings \( F_{op} \) of shape \((N_{pair}, N_q, d)\)

\[
F_{op} = \text{Stack}(F_{out}^k, k = 1, \ldots, N_{pair})
\]

(9)

D. Relationship Decoders

The relationship decoders include the relative occlusion decoder and relative distance decoder. Both decoders share the same structure with the object pair decoder. That is, each decoder block contains self-attention, cross-attention, and feed-forward modules. For the self-attention module and the cross-attention module, as downstream decoders, they use \( F_{op} \), the output of the last object pair decoder layer as queries. In particular, we choose

\[
(Q, K, V) = (F_{op}, M + \text{PE}, M)
\]

(10)

The outputs of the relationship decoders are distance output embeddings \( F_d \) and occlusion output embeddings \( F_o \). Both of them have shape \((N_q, d)\).

E. MLP Heads

The output embeddings \( F_{op}, F_d \), and \( F_o \) are fed into separate classification MLP heads and box regression MLP heads to produce the final predictions of instances in the input image. All MLP heads have the same structure except the number of nodes in the last layer, where each classification MLP head produces a probability vector via softmax over each class, while each regression MLP head produces a four-vector \((c_x, c_y, w, h) \in [0, 1]^4\) via sigmoid function. Here \((c_x, c_y)\) is the relative coordinate of the center of box and \((w, h)\) denotes its width and height (see Table I).

Our model treats different types of relative distance relationships as different classes so there is not an explicit threshold between “same distance” and one object being closer than the other. In other words, our model predicts two objects are at the “same distance” when the logit for the “same distance” class is the greatest among those for all four.

TABLE I
PREDICTION MLP HEADS: NOTATIONS (NOT) AND SHAPES

| MLP #     | Prediction | NOT | Shape |
|-----------|------------|-----|-------|
| Object Pair MLP-1 | Object A Class | \(p_A\) | \((N_{pair}, N_1)\) |
| Object Pair MLP-2 | Object B Class | \(p_B\) | \((N_{pair}, N_2)\) |
| Object Pair MLP-3 | Object A Box | \(p_{rA}\) | \((N_{pair}, 4)\) |
| Object pair MLP-4 | Object B Box | \(p_{rB}\) | \((N_{pair}, 4)\) |
| Distance MLP | Dist. Predicates | \(p_d\) | \((N_{pair}, N_2)\) |
| Occlusion MLP-1 | Occl. Predicates | \(p_o\) | \((N_{pair}, N_3)\) |
| Occlusion MLP-2 | Intersection Box | \(p_{int}\) | \((N_{pair}, 4)\) |

![Fig. 4. Generalized Intersection Box (shown in red). (a) When two bounding boxes partially intersect, the generalized intersection box is the same as the intersection box. (b) When a smaller bounding box is completely inside a larger bounding box, the generalized intersection box is the same as the smaller bounding box. (c) and (d) When two bounding boxes do not intersect, the generalized intersection box is formed using the second and third smallest \(x\) and \(y\) coordinates of the two bounding boxes.](image)

F. Generalized Intersection Box Prediction Task

With GIT, our occlusion decoder produces an additional generalized intersection box for each pair of objects. First we denote the bounding box of objects A and B as

\[
b_A = [x_A, X_A] \times [y_A, Y_A]
\]

\[
b_B = [x_B, X_B] \times [y_B, Y_B]
\]

where \(\times\) denotes the Cartesian product, \((x_i, y_i)\) is the coordinates of bottom left corner of \(b_i\), and \((X_i, Y_i)\) is the top right corner of \(b_i\), for \(i \in \{A, B\}\). Then the generalized intersection box \(b_G\) for a pair of objects A and B is defined as

\[
b_G = [x_G, X_G] \times [y_G, Y_G]
\]

where \(x_G\) and \(X_G\) are the second and third smallest elements in \([x_A, X_A, x_B, X_B]\) and \(y_G\) and \(Y_G\) are the second and third smallest elements in \([y_A, Y_A, y_B, Y_B]\).

As shown in Fig. 4 (a), the generalized intersection box is the overlapping region of the bounding boxes of two apes, and in (b), the bounding box of the tea table is contained in the bounding box of the sofa, so the overlapping region is the bounding box of the tea table itself. In (c) and (d), there is no intersection between object bounding boxes: the red car at the upper left corner and the wheel of the blue car at the lower right corner in (c), and two toys on the grassland in (d). In these cases, we take the middle box that shares sides (or extended sides) with the bounding boxes of A and B. From a general perspective, the generalized intersection box is an important link between A and B. Regardless of whether the bounding boxes of A and B actually intersect.

G. Matching Strategy

Since each image contains different numbers of ground truth instances, which is usually smaller than the number of predictions generated by the model \(N_g\) (equals 100 in our implementation), we need to find a strategy to assign each ground truth to a prediction. Since each of the training images contains only labels for one pair of objects, whereas many other instances exist but are unlabelled, most of the predictions concerning the unlabelled instances should not be trained. Hence it is important that we only match the best prediction with the ground truth labels while viewing other predictions as background. We adapted the matching strategy in [17] as follows. For each training image, we assign the ground-truth targets, denoted as \(\{g^1, g^2, \ldots, g^{N_g}\}\), where \(N_i\) is the number of targets, to predictions \(\{p^1, p^2, \ldots, p^{N_g}\}\) using bipartite matching. That is, we seek for a one-to-one function \(\sigma : \{1, 2, \ldots, N_i\} \rightarrow \{1, 2, \ldots, N_g\}\), so that \(g^i\) is matched to \(p^{\sigma(i)}\). Then we will minimize the cost among all possible matching functions \(\sigma \in S\)

\[
\sigma_0 = \arg \min_{\sigma \in S} \sum_{i=1}^{N_i} C(g^i, p^{\sigma(i)})
\]

In order to get the most efficient training, we assign targets in the way that minimizes the matching cost \(C\) using the Hungarian algorithm [30]. The computation of the matching cost \(C(g, p)\) for a certain matched pair of target \(g\) and prediction \(p\) is as follows. \(C(g, p)\) is a weighted sum of classification cost \(C^c(g_t, p_c)\) and regression cost \(C^r(g_r, p_r)\):

\[
C(g, p) = \beta_c C^c(g, p) + \beta_r C^r(g, p)
\]

Since the classification outputs are the confidence of each potential class (of objects and relationship predicates), \(C^c\) measures the closedness of the model’s confidence prediction of the ground-truth class to 1, that is:

\[
C^c(g_t, p_t) = 1 - p_t[k]
\]

where \(k\) is the ground-truth class.

Using hyper-parameters \(\alpha_A, \alpha_B, \alpha_d, \alpha_o\), where \(d\) and \(o\) refer to distance and occlusion classes respectively. We compute the total classification cost as a normalized weighted sum of \(C^c(g_t, p_t)\) for \(i \in \{A, B, d, o\}\):

\[
C^c(g, p) = \left[ \sum_i \alpha_i C^c(p_i, g_i) \right] / \left[ \sum_i \alpha_i \right]
\]

The regression cost of each predicted box is a weighted sum of \(l_1\) cost and generalized IoU (GIoU) cost. For each \(j \in \{b_A, b_B, int\}\), where \(int\) is the generalized intersection box, we let

\[
C^r(g_j, p_j) = \alpha_i \cdot \|g_j - p_j\| + \alpha_{iou} \cdot \text{GIoU}(g_j, p_j)
\]

and if model predicts generalized intersection box, let

\[
C^r(g, p) = \frac{1}{3} \sum_j C^r(g_j, p_j), \quad j \in \{b_A, b_B, int\}
\]

or if the generalized intersection box is not predicted, let

\[
C^r(g, p) = \frac{1}{2} \sum_j C^r(g_j, p_j), \quad j \in \{b_A, b_B\}
\]

The generalized intersection box is always predicted when using GIT and always not predicted when not using GIT.
One exception is the ablation study in Section V-E3, in which our model only predicts the generalized intersection box when two bounding boxes intersect with each other.

H. Loss Computation

The training loss is based on the result of matching, and its computation is slightly different from the cost function between matched ground truth-prediction pairs. Apart from the given classes of foreground objects in an image, we consider all objects not in the ground truth targets as a single class $O_{bg}$ called background object. The background object is encoded as a one-hot vector $e_{N_c+1}$ without a bounding box, where $N_c$ is the number of instance classes.

1) Classification Loss: The classification loss for objects and relationships are Negative Log Likelihood (NLL) loss. For $i \in \{A, B, d, o\}$ and matched pairs $(g, p)$, we use weight parameters $\alpha_i$ to control the background loss

$$L^c(g_i, p_i) = -\alpha_i \cdot \log(p_i[k])$$

where $k$ is the ground truth class. For $i \in \{A, B\}$ and unmatched prediction $p$, we use a small weight parameter $\alpha_{eos}$ to control the background loss

$$L^c(O_{bg}, p_i) = -\alpha_{eos} \cdot \log(p_i[N_c + 1])$$

2) Regression Loss: The regression loss are only applied to matched pairs $(g, p)$, because background object does not have a bounding box to be compared with. For $j \in \{A, B, int\}$, we use the same formula as Eq. (17):

$$L^r(g_j, p_j) = \alpha_{giou} \cdot \text{GIOU}(g_j, p_j) + \alpha_{g_i} \cdot ||g_j - p_j||_1$$

3) Total Loss: Finally, the total loss is again weighted by $\beta_c$ and $\beta_r$:

$$L_{total} = \beta_c \left[ \sum_{(g, p)} L^c(g, p) + \sum_{p} L^c(O_{bg}, p) \right] + \beta_r \sum_{(g, p)} L^r(g, p)$$

I. Inference

To make a final inference of instances based on the model output, we first perform the non-maximum suppression (NMS) to filter out duplicate predictions. In particular, we first sort the list of pairs in decreasing order in overall confidence measured by the product of classification confidence of distance and occlusion:

$$\text{Conf}(p) = \|p_d\|_{\infty} \cdot \|p_o\|_{\infty}$$

For two predictions $p^1$ and $p^2$, we regard them as duplicate predictions if they satisfy the following similarity criterion:

$$\text{IoU}(p^1_{bx}, p^2_{bx}) > 0.7 \text{ and } \text{IoU}(p^1_{by}, p^2_{by}) > 0.7$$

This duplication removal strategy does not consider two predictions, “A is closer than B” and “B is further than A,” as duplications because their relationships are different (closer v.s. further). Additionally, unless the bounding boxes of both objects significantly overlap, object A in the former prediction will not have greater than 0.7 IoU with object A in the latter one, not meeting the IoU threshed for being considered as a pair of duplications. Furthermore, unless both objects have the same predicted category, they will not meet the object category requirement for being duplications. Therefore, most of the time, our duplication removal strategy will not consider predictions such as “A is closer than B” and “B is further than A” for the same pair of objects as duplications. Our model is required to predict both of them because our ground truth contains both.

After filtering out duplicate predictions, we get a list of predictions as our result of inference: $\{p^1, p^2, \ldots, p^N\}$.

V. Experiments

We conduct experiments to evaluate the performance of our model in detecting relative occlusion and relative distance relationships. We report F1-score (F1), precision (p), and recall (r); and discuss model performance boost by referring to F1-scores. To demonstrate the performance of our method, we also provide extensive qualitative results on images from the 2.5VRD validation and test set and video frames from in-the-wild videos. We also study the effects of GIT on occlusion decoder attentions through ablation experiments and provide qualitative comparisons. Additionally, we investigate the benefits of predicting the generalized intersection when no intersection exists and using separate decoders for different sub-tasks.

A. Dataset

The 2.5VRD dataset [12] contains annotated images for the within-image relative occlusion and relative distance detection task and image pairs for the across-image relative distance detection task. We conduct experiments using the within-image portion of the dataset. It contains 105660, 1196, and 3987 images in the training, validation, and test set, respectively. Annotations for the training set are very sparse. Only one pair of objects is annotated for each training image. Annotations for the validation and test sets, in contrast, are exhaustive.

B. Evaluation Metric

During the evaluation, we leak the number of annotated objects to our model and require our model to accurately detect object pairs and correctly predict corresponding relationships.

1) Leaking the Number of Objects: Using the same evaluation metric used in [12], we leak $n$, the number of annotated objects in an image, to our model. Knowing how many objects are in the annotations, our model then outputs at most $n(n-1)$ predictions for evaluation. However, the maximum number of predictions our model can produce is limited by $N_q$, and duplicated predictions are filtered out using non-maximum suppression. As a result, knowing the number of objects in
annotations and limited by the number of predictions it can produce, our model would finally produce \( \min(n(n - 1), N) \) predictions for evaluation, where \( N \) is the number of remaining predicted pairs after non-maximum suppression.

2) Correct Detection: As in [12], a prediction \( p \) is considered as a correct detection if both bounding boxes \( p_b_A, p_b_B \) have greater than 0.5 IoU with respect to ground truth bounding boxes.

3) Correct Prediction: A correct detection, if its predicates \( p_d, p_o \) for both relative distance and occlusion are correct, it is considered a correct prediction. Note that, as in [12], we do not take predicted object categories into consideration. To discourage duplicate detection, when counting true positive (TP) predictions, if a ground-truth instance is matched to multiple predictions, then all these predictions except the first one being matched are considered false positives (FP). Hence a prediction is considered as TP for a ground truth if and only if it is a correct prediction and it is the first one being matched with the corresponding ground truth.

C. Implementation Details

We apply data augmentation to images. For images in the training set, we apply random horizontal flip, random resize, and random adjustments of brightness and contrast. After applying data augmentation, we normalize all images.

We use the Res101 backbone in [17] pre-trained on a 2.5VRD. The number of transformer encoder layers is 6. The number of queries in the object pair decoder is 100. We set the learning rate to 1e-4 and drop it once to 1e-5 at the 30th epoch. We use the Adam optimizer and train all models for 40 epochs. The dropout rate is 0.1. The weight for losses of background pairs is 0.02.

In Eq. (14), classification cost weight \( \beta_c \) and regression cost \( \beta_r \) is 1.2 and 1.0, respectively. In Eq. (16) class cost weight for object A (\( \alpha_A \)), object B (\( \alpha_B \)), distance (\( \alpha_d \)), and occlusion (\( \alpha_o \)) is 1, 1, 2, and 2, respectively. In Eq. (17), the regression cost weight for \( l_1 \) cost (\( \alpha_{l_1} \)) and GIoU cost is (\( \alpha_{giou} \)) is 5 and 2, respectively.

During training, we sort predictions by the product of relationship confidences. When generating attention weight visualizations (Fig. 9 and Fig. 10), however, we sort predictions by the product of relationship confidences and object class confidences.

Photos and visualizations used in this paper may contain object pairs that are predicted by our models but are not in the ground truth annotations. Nonetheless, the occlusion relationships between these object pairs that are not in the ground truth are nonambiguous.

D. Comparisons With State-of-the-Art Methods

We compare the performance of our model with state-of-the-art VRD models [7], [14], [15], [16] evaluated by [12]. On the 2.5VRD dataset, our model achieves 38.6% and 41.2% F1-score on relative distance and relative occlusion, respectively (Table II). Our model outperforms the previously best model--DRNet--14% and 20% on relative distance and relative occlusion, respectively.

| N Pair | Dist F1 | Ocel F1 | Dist p / τ | Ocel p / τ |
|-------|--------|--------|------------|------------|
| 3     | 31.3  | 33.9  | 33.7 / 33.9 | 33.4 / 33.5 |
| 6     | 38.6  | 41.2  | 38.9 / 38.2 | 41.6 / 40.9 |
| 9     | 26.7  | 28.9  | 27.0 / 26.5 | 29.1 / 28.6 |

| N d | Dist F1 | Ocel F1 | Dist p / τ | Ocel p / τ |
|-----|--------|--------|------------|------------|
| 1   | 35.2  | 37.7  | 35.6 / 34.9 | 38.2 / 37.3 |
| 3   | 38.6  | 41.2  | 38.9 / 38.2 | 41.6 / 40.9 |
| 6   | 37.3  | 40.0  | 37.6 / 36.9 | 40.4 / 39.6 |

E. Ablation Studies

We conduct ablation studies to investigate the effects of decoder layer numbers, the generalized intersection box prediction task, predicting the generalized intersection box when no intersection exists, and using separate decoders for different sub-tasks on model performance.

1) Number of Decoder Layers: We study the effects of varying the number of transformer decoder layers in our object pair decoder, distance decoder, and occlusion decoder. Unless otherwise specified, we use 6, 3, and 3 decoder layers for object pair, distance, and occlusion, respectively.

We observe significant decreases in model performance when varying the number of object pair decoder layers (Table III). Specifically, decreasing the number of layers from 6 to 3 results in a 19% drop in distance F1-score and an 18% drop in occlusion F1-score. Increasing the number of layers from 6 to 9 leads to a 31% drop in distance F1-score and a 30% drop in occlusion F1-score. Using the object pair decoder, we aim to extract object pair features that serve as queries for downstream tasks. The significant performance decrease verifies the importance of these queries and indicates that the object pair decoder may also involve feature extractions for depth and occlusion. These results show that a 3-layer decoder cannot provide sufficient feature extraction for downstream tasks, and a 9-layer decoder may lead to an overfitting result.

In the distance decoder and occlusion decoder, varying the number of transformer layers results in minor drops in model performance (Table IV and Table V). Specifically, decreasing the number of distance layers from 3 to 1 results in a 9% drop
in distance F1-score and an 8% drop in occlusion F1-score. Increasing the number of distance layers from 3 to 6 results in a 3% drop in distance F1-score and a 3% drop in occlusion F1-score. Similarly, decreasing the number of occlusion layers from 3 to 1 causes a 5% drop in distance F1-score and a 6% drop in occlusion F1-score. Increasing the number of occlusion layers to 6 causes a 2% drop in distance F1-score and a 2% drop in occlusion F1-score. Likewise, simultaneously varying the number of distance decoder layers $N_d$ and occlusion decoder layers $N_o$ (Table VI) results in minor drops in model performance. These results show a 3-layer decoder can provide sufficiently fine features for classification and regression, and performance drops, we fix the number of object pair decoder layers to 6 and vary the number of decoder layers in distance and occlusion decoders to form three different settings. Under all these three settings, our proposed GIT leads to performance boosts on both distance and occlusion F1-scores.

2) Generalized Intersection Box Prediction Task: We study the effects of the generalized intersection box prediction task on model performance (Table VII). Since changing the number of object pair decoder layers would result in significant performance drops, we fix the number of object pair decoder layers to 6 and vary the number of decoder layers in distance and occlusion decoders to form three different settings. Under all these three settings, our proposed GIT leads to performance boosts on both distance and occlusion F1-scores.

3) Predict the Generalized Intersection Box When No Intersection Exists: We investigate the function of predicting GIT when no intersection exists for a pair of objects (Table VIII). For models trained with GIT, we use the best setting found in previous experiments: 6, 3, and 3 decoder layers in object pair decoder, distances decoder, and occlusion decoder, respectively. Additionally, since generalized intersection boxes are not always predicted, the matcher does not consider the costs of generalized intersection boxes.

When trained to predict the intersection region if and only if an intersection exists, we observe a 2% and a 2% relative F1-score drop on distance and occlusion, respectively. Additionally, we observe no performance boost compared to the model trained without GIT if the model does not predict the generalized intersection boxes when no intersection exists. Additionally, for the “no occlusion” class, we observe a 3% relative F1-score drop if the model does not predict the intersection box when no intersection exists.

Predicting the generalized intersection box even when no intersection exists is critical for our model’s learning of relative occlusion relationship detection. It guides our model to identify the region where intersections may or may not happen. Specifically, when no intersection exists, it still guides our model to identify a region, which can be used to conclude no occlusion exists. In other words, to conclude “no occlusion” our proposed GIT consistently helps the model to identify the region that is most critical for the conclusion of the relative occlusion relationships no matter intersection exists or not.

4) Separate Decoders: By performing experiments without a dedicated object pair decoder, we study how using separate decoders benefits the learning of relationships. Specifically, we use only one decoder with six layers to detect object pairs, relative distances, and relative occlusions. We observe a 4% and a 3% relative performance drop in relative distance and relative occlusion detection, respectively (Table IX).

### Table V
| $N_o$ | Dist F1 | Ocl F1 | Dist p / τ | Ocl p / τ |
|------|---------|--------|------------|------------|
| 1    | 36.6 (5%) | 38.6 (6%) | 37.0 / 36.2 | 39.0 / 38.2 |
| 3    | 38.6 | 41.2 | 38.9 / 38.2 | 41.6 / 40.9 |
| 6    | 37.7 (2%) | 40.4 (2%) | 38.0 / 37.4 | 40.7 / 40.0 |

### Table VI
| $N_d$ | $N_o$ | Dist F1 | Ocl F1 | Dist p / τ | Ocl p / τ |
|-------|-------|---------|--------|------------|------------|
| 1     | 1     | 36.5 (5%) | 39.0 (5%) | 36.9 / 36.1 | 39.4 / 38.6 |
| 3     | 3     | 38.6 | 41.2 | 38.9 / 38.2 | 41.6 / 40.9 |
| 6     | 6     | 38.1 (1%) | 40.8 (1%) | 38.4 / 37.8 | 41.2 / 40.5 |

### Table VII
| $N_d$ | $N_o$ | Int | Dist F1 | Ocl F1 | Dist p / τ | Ocl p / τ |
|-------|-------|-----|---------|--------|------------|------------|
| 1     | 1     | F   | 36.3 | 38.3 | 36.6 / 36.0 | 38.6 / 38.0 |
|       | 1     | T   | 36.5 | 39.0 | 36.9 / 36.1 | 39.4 / 38.6 |
| 3     | 3     | F   | 38.1 | 40.5 | 38.5 / 37.7 | 41.0 / 40.1 |
|       | 3     | T   | 38.6 | 41.2 | 38.9 / 38.2 | 41.6 / 40.9 |
| 6     | 6     | F   | 38.0 | 40.3 | 38.5 / 37.6 | 40.8 / 39.9 |
|       | 6     | T   | 38.1 | 40.8 | 38.4 / 37.8 | 41.2 / 40.5 |

### Table VIII
| Inter | PINI | Dist F1 | Ocl F1 | Dist p / τ | Ocl p / τ |
|------|------|---------|--------|------------|------------|
| F    | -    | 38.1 | 40.5 | 41.6 | 38.5 / 37.7 | 41.0 / 40.1 |
| T    | F    | 37.9 (2%) | 40.5 (2%) | 41.3 (3%) | 38.3 / 37.5 | 41.0 / 40.0 |
| T    | T    | 38.6 | 41.2 | 42.4 | 38.9 / 38.2 | 41.6 / 40.9 |

### Table IX
| DOPD | Dist F1 | Ocl F1 | Dist p / τ | Ocl p / τ |
|------|---------|--------|------------|------------|
| F    | 37.1 (4%) | 40.0 (3%) | 37.4 / 36.8 | 40.3 / 39.6 |
| T    | 38.6 | 41.2 | 38.9 / 38.2 | 41.6 / 40.9 |
The drops in performance indicate that using separate decoders is conducive to the learning of relative distance and relative occlusion relationships. Specifically, using a dedicated object pair decoder frees the two relationship decoders from detecting objects, allowing them to focus on task-specific regions. At the same time, using two relationship decoders for two different types of relationships helps each decoder to focus on its own task-specific without distracting each other.

We provide attention weight visualizations and analysis to demonstrate the benefits of using separate decoders in Section V-G3 and Section VI-A2, respectively.

**F. Qualitative Results**

On the 2.5VRD dataset, qualitative results of our model are given in Fig. 5 (correct predictions), Fig. 6 (incorrect occlusion), and Fig. 7 (incorrect distance). Qualitative results on these images demonstrate that our model correctly predicts relative distance and occlusion relationships in diverse scenarios but fails under some situations. We hope these failure cases can inspire readers to further improve model performance on this fundamental task.

We also run our model (trained on the 2.5VRD dataset without any extra data) on videos that contain moving objects with changing relationships. These videos are provided by authors and are not from the 2.5VRD dataset. Links to the videos are given in the footnotes on the first page.

At the upper left corner of each figure, texts are printed in three different colors (black, white, and yellow). Except for the color, they are the same.

**G. Attention Weight Visualizations**

We provide visualizations of attention weights of our decoders. We compare and contrast the attention weights of occlusion decoders trained with and without GIT. The occlusion decoder trained with GIT demonstrates much more focused attention (Fig. 9). In some images, the occlusion decoder trained with GIT exhibits improved prediction correctness (Fig. 10). Additionally, we compare visualizations of all three decoders in multi-decoder architecture with those of the decoder in the single-decoder architecture. We observe that using separate decoders for different sub-tasks allows each decoder to focus on the most relevant information.

1) GIT: More Focused Attention: With GIT, our occlusion decoder shows more focused attention to areas around occlusion sites (mostly when occlusions exist) or object extreme points close to another object (mostly when no occlusion exists) and focus much less on irrelevant areas such as regions outside the union of the object pair (Fig. 9).
For example, in Fig. 9 (b) left where no occlusion exists, our occlusion decoder trained with GIT pays heavy and focused attention to the bottom of the upper flower, which is the extreme point of the upper flower that is the closest to the lower flower. In contrast, in Fig. 9 (b) right, the one trained without GIT pays heavy attention to the upper left portion of the upper flower, which is very far away from the lower flower and is very unlikely to be a site of occlusion.

When occlusion does exist (Fig. 9 (c)), the occlusion decoder trained with GIT attends heavily only to regions between the pair of flowers but the occlusion decoder trained without GIT attends heavily to multiple locations outside the pair of flowers. Similarly, in Fig. 9 (l), the occlusion decoder trained with GIT pays focused attention to the region between the car and the tree. In contrast, the occlusion decoder trained without GIT attends heavily to the rooftop and fence on both sides of the photo (Fig. 9 (l)). In the rest of the figures in Fig. 9, similar patterns can also be observed.

2) GIT: Improvements in Correctness: In Fig. 10 (a), the occlusion decoder trained with GIT focuses much more on the areas that are mutually occluded and attends much less to areas that are outside the union of the object pair. In specific, in the upper two images of Fig. 10 (a), the occlusion decoder trained with GIT focuses much more on the white cat’s front paw (which occludes the black cat) and hind paw (which is occluded by the black cat). In the lower two images of Fig. 10 (a), the occlusion decoder trained with GIT focuses much more on areas near the man’s leg (which occludes the vehicle) and feet (which is partially occluded by the vehicle).

In addition to having more focused attention, model trained with GIT exhibits improved prediction correctness. Specifically, in Fig. 10 (a), the model trained with GIT correctly predicts that mutual occlusions exist between each of the two predicted pairs of objects. In contrast, the model trained without GIT only predicts that one object occludes the other object.

Similarly, in Fig. 10 (b), the occlusion decoder trained with GIT pays more focused attention to the front left leg of the dog on the left (in the upper image) and the bottom portion of the upper flower (in the lower image) and effectively suppresses attention to the tree (in the upper image) and the surrounding leaves (in the lower image). In these two pairs of images, the model trained with GIT successfully detects occlusion while the model trained without GIT incorrectly predicts that no occlusion exists. Furthermore, in Fig. 10 (d), the occlusion decoder trained with GIT attends heavily to the areas between the objects which are very close to each other and successfully predicts that no occlusion exists. The occlusion decoder trained without GIT, in contrast, fails to conclude no occlusion exists between the two pairs of objects in Fig. 10 (d).
are occlusions. For example, in Fig. 8 (a), the train gradually moves to the right and occludes the building. Starting from the third frame in Fig. 8 (a), the train occludes the building, and the intersection happens inside the intersection of the red and blue bounding boxes. Since occlusions usually happen inside the intersection box, asking the occlusion decoder to predict intersection boxes effectively guides the occlusion decoder to attend to areas near occlusions.

Guiding the occlusion decoder’s attention to the intersection box helps the decoder to focus on actual occlusions and protects the occlusion decoder from distractions. In Fig. 10 (a), the occlusion decoder trained with GIT demonstrated much more focused attention to the paws of the white cat (in the upper image) and the areas between the man’s leg and the vehicle (in the lower image). At the same time, occlusion’s attention to irrelevant regions was greatly reduced. In specific, the upper two images of Fig. 10 (a), the occlusion decoder trained with GIT effectively suppressed its attention to the legs and belly of the black cat and the back of the white cat; in the lower two images of Fig. 10 (a), the occlusion decoder trained with GIT effectively ignored the tree far away from the object pair and focused on areas near the man’s feet instead of the anterior and lateral parts of the vehicle.

Paying increased attention to regions near actual occlusion sites helped the decode to detect more occlusion sites inside the intersection box. At the same time, ignoring distractions from irrelevant regions helped the occlusion decoder to make decisions using information relevant to occlusion relationships. Much more focused attention to relevant regions and significantly decreased attention to distracting regions might contribute to the improvements in relative occlusion relationship predictions in these images.

When no occlusion exits, predicting the generalized intersection box is still very beneficial because attending to object parts near the intersection box is important for concluding that no occlusion exists, especially when two objects are very close to each other. For example, in Fig. 10 (d), the car is very close to the human and the two dears are very close to each other. To determine whether relative occlusions exist or not, paying close attention to regions near the tiny space between the car and the human and between two dears is required. Specifically, at first glance, the only potential occlusion site of the two dears in Fig. 10 (d) is the region between the front left leg of the left dear and the hind right leg of the right dear. Paying closer attention to this potential occlusion site would lead to the conclusion that two dears do not occlude each other.

Paying focused attention to potential occlusion sites was exactly what the occlusion decoder did when determining the relative occlusion relationships between the two dears. Specifically, in Fig. 10 (d), the occlusion decoder trained with GIT allocated heavy and focused attention to the regions near the front left leg of the left dear and correctly concluded no occlusion exists between two dears. The occlusion decoder trained without GIT, in contrast, paid much less attention to this potential occlusion site. Instead, it allocated heavy attention to the head of the left dear and the rocks above dears. Failing to pay focused attention to the potential occlusion site and being distracted by irrelevant information help to

### VI. ANALYSES

In this section, we provide analyses for the observed more focused attention and improvements in prediction correctness in the model trained with the generalized intersection box prediction task (GIT). We also analyze the differences between decoder attention visualizations for the multi-decoder model and the single-decoder model. Additionally, we analyze the effects of object size and location. We also study the source of errors. Finally, we compare state-of-the-art VRD methods with our proposed method.

#### A. Attention Weight Analysis

1) **GIT:** Visualizations of attention weights in the experiment section demonstrate that GIT can lead to more focused attention and improvements in prediction correctness. We provide analyses for these observed results in this subsection.

GIT effectively guides attentions to locations near occlusions because the generalized intersection box proposed in Fig. 4 usually encloses the actual occlusion sites when there are occlusions. For example, in Fig. 8 (a), the train gradually moves to the right and occludes the building. Starting from the

![Attention weights in each decoder when using separate decoders (left) or in the only decoder when not using separate decoders (right). Using separate decoders allows the model to focus on most-relevant information when addressing each sub-task.](image-url)
explain why the occlusion decoder trained without GIT failed to conclude that no occlusion exists between the two dears.

2) Separate Decoders:

a) The most relevant information: Using separate decoders for occlusion, distance, and the object pair allows each decoder to focus on the most relevant information.

For example, in Fig. 11 (a), the occlusion decoder attends heavily to the white cat’s front paw (which occludes the black cat) and hind paw (which is occluded by the black cat). Attending to these paws is very helpful for concluding mutual relationships. The distance decoder mainly attends to the ground, wall, and the cats’ contours. Attending to these regions helps the model to understand the spatial configurations. The object pair decoder attends heavily to the black cat’s head, chest, back, and tail. Identifying these representative parts helps the object pair decoder recognize the cat.

b) Omission of important details: In contrast, when using a single decoder for all three sub-tasks, the decoder has to attend to much more information. The requirement to attend to too much information makes focusing on the most-relevant part more challenging. This increased difficulty can lead to the omission of some important details, making it more difficult to correctly detect occlusion relationships.

For instance, in the rightmost column of Fig. 11 (a), the single decoder attends extensively to the cats’ bodies, with a greater emphasis near the black cat’s ear, white cat’s wrist, and white cat’s chest. The decoder’s attention to the white cat’s chest and wrist could only indicate that the white cat is occluding the black cat. This single decoder, unfortunately, paid only a small amount of attention to the white cat’s front and hind paws. Failing to pay enough attention to the white cat’s hind paw makes it much harder to identify that the white cat is occluded by the black cat. This omission of this critical detail partly explains why the single decoder fails to detect mutual occlusion. Similarly, in Fig. 11 (b) the single decoder fails to pay sufficient attention to the left front paw of the dog on the left side (in the red box). This paw is the only occlusion site between these two dogs. Failing to attend to this paw makes it unlikely to detect the occlusion relationship between these two dogs. The omission of the occlusion of the paw helps to explain why the single decoder fails to detect occlusion between the two dogs.

c) Distracting information: At the same time, using a single decoder could introduce distracting information for relationship detection.

For instance, in Fig. 11 (a), the single decoder’s intense attention on the black cat’s ear introduce information that is irrelevant to the detection of mutual occlusion. In specific, the black cat’s ear (upper left corner of the black cat’s head) does not occlude the white cat. This information could only help the detection of “no occlusion.” Detecting that the black cat’s ear does not occlude the white cat obviously does not contribute to the detection of mutual occlusion relationship. Therefore, this information (the black cat’s ear) acts as distractions for relative occlusion relationship detection. Similarly, in Fig. 11 (c), the only occlusion is located at the intersection of the car and the tree. Information from the back of the car is distracting and does not help the occlusion relationship detection.

d) Reduce distractions: Using a separate object pair decoder helps to partially eliminate these distracting information when detecting relative occlusion relationships.

For instance, the specialized occlusion decoder does not attend to the black cat’s ear in Fig. 11 (a), the back of the car in Fig. 11 (c), the edge of the saucer in Fig. 11 (d), and the lower half of the toilet in Fig. 11 (f). Instead, the specialized occlusion decoder achieves highly focused attention to the regions where occlusions take place in these images.

B. Object Size and Location Analysis

We study the effects of object sizes, vertical positions, and horizontal positions to explore how our model predicts the relative relationships leveraging these priors. F1-score distribution maps are shown in Fig. 12.

An object looks larger in the photo as it gets closer to the viewpoint. Leveraging this prior distribution in natural images, the model can learn larger objects are more likely to be closer to the viewpoint while smaller objects are more likely to be further. As a result, correctly concluding that object A is closer to the viewpoint when object A is very small or object B is very large can be more challenging for the model. For the relationship “A is closer than B”, F1-scores are low when object A size is small and when object B size is large (Fig. 12 (a) upper). For the same reason, F1-scores are relatively high when two objects are of similar sizes when determining “same distance” (Fig. 12 (b) upper figure).

Another prior in natural images is that, for objects on the ground, those whose base is further to the horizon are closer than those whose base is closer to the horizon. In other words, objects on the ground are more likely to be further away if their vertical location is high. Consequently, it is rare for object A to be closer than object B when the vertical position of object A in the image is very high while that of object B is very low. In Fig. 12 (a) second row, the lower F1 score part shows that it is more difficult for our model to predict the “A is closer than B” results correctly when A is very high or B is very low. And F1-score in the first column gets lower from left to right as the location of object B gets lower. This indicates that our model does consider the vertical location of objects when deciding the relative distance relationships.

For relationships in which A and B are interchangeable (e.g., ‘A and B have same distance’ is equal to ‘B and A have same distance’), there is no particular preference for either the...
size or position of A or B. Therefore, the size and position distributions of A and B are similar, which is reflected in Fig. 12 (b) (d) (e), that the F1-score distribution maps are relatively symmetric about their principal diagonals.

C. Error Source Analysis

As an end-to-end model of relationship detection, the overall performance of our model is determined by two major factors: object pair proposal and relationship classification. To study the performance of our relationship classifier, we attempt to bypass the effects of detection error. Since it is virtually impossible to obtain a perfect object detection (predicted bounding boxes are identical to ground truth), we need to use the notion of “good detection” to filter our predictions. An IoU threshold of 0.6 is used to select predictions and we computed the precision of occlusion/distance classification within this group, see Table X. From the table, we can see that the model with GIT outperforms the model without GIT when an occlusion exists (“A occludes B”, “B occludes A”, or “mutual occlusion”). In general, for both models, the relationship detection precision for “good predictions” is much higher than their overall F1-scores. This result shows that the main bottleneck is to devise a better object detection model so that most of the object pairs can be proposed.

D. Compare With VRD Methods

We compare VRD methods, DRNet [16], ViP-CNN [7], VTransE [15], and PPR-FCN [14], with ours (Fig. 13).

a) DRNet: DRNet [16], as shown in the third row of Fig. 13, exploits statistical relation between objects and relations and enclosing boxes (a box that contains both object A and object B “with a small margin”). Specifically, DRNet models and refines the estimated probability between objects and relationships. For example, it aims to assign a higher probability to reasonable “(cat, eat, fish)” than impossible “(fish, eat, cat)” [16]. Additionally, it extracts features for the enclosing boxes to obtain contextual information that helps decide the relationships between a pair of objects [16].

While the above two types of information are useful for more general and high-level relationship detection tasks such as VRD and HOI detection, they are much less helpful when detecting relative occlusion and relative distance relationships. Take the cat-eat-fish example given by [16] as an example, cat is closer than fish and fish is closer than cat are both reasonable predictions. Similarly, a cat can occlude fish and a fish can occlude fish. In other words, when detecting relative distance and relative occlusion relationships, the statistical relationships between objects and relationships are less strong and less useful for relative distance and occlusion relationship detection.

Additionally, to detect the relative occlusion relationships, the model only needs to attend to the generalized intersection box instead of the larger enclosing box. Compared to our proposed generalized intersection box, the larger enclosing box used by DRNet contains too much information that is not germane to relative occlusion relationship detection. The information that is most relevant to relative occlusion relationship detection is located in the region where two bounding boxes intersect because occlusion cannot happen outside of this region. Thus, features extracted by DRNet for the enclosing box are too redundant. In contrast, our proposed GIT helps our model learn to focus on the potential occlusion sites (regions where two bounding boxes intersect) when detecting relative occlusion relationships. In contrast, our proposed generalized intersection box provides more relevant information for relative occlusion relationship detection.

b) ViP-CNN: ViP-CNN [7], which predicts an enclosing box that “tightly covers both” objects similar to the one in DRNet (the first row of Fig. 13), similarly suffers from the redundancy problem as DRNet.

c) VTransE: VTransE considers relationship detection “as a vector translation” such that, for the features in a low-dimensional space, object A + relation ≈ object B [15]. By learning the vector translation (the second row of Fig. 13), VTransE aims to make the learning of the triplet (object A, relation, B) less challenging “by avoiding learning the diverse appearances” of the triplet “with large variance” [15]. While its
strategy makes easier the learning of more general relationships in which the detailed appearances of objects contribute less to the relationship, this strategy makes the learning of relative occlusion relationships very challenging because learning the relative occlusion requires learning the subtle details of object appearances, such as which parts are occluded. Therefore, VTransE’s strategy to avoid learning diverse appearances partly contributes to its sub-optimal performance when detecting relative occlusion relationships.

d) PPR-FCN: PPR-FCN [14] is designed for weakly supervised VRD (thus not included in the comparisons of Fig. 13), where the ground truth is image level, i.e. no exact location of objects in the image is provided. In general, PPR-FCN aims to calculate a score for each specific predicate associated with a pair of subject-object. PPR-FCN consists of two modules: WSOD (weakly supervised object detection) and WSPP (weakly supervised predicate prediction). Since no bounding box of objects is given, the model does not learn to find objects and their locations in the image but makes a prediction based on the class of objects and their relative spatial relation. This strategy works well with semantic relationships but not occlusion/distance relationships because the occlusion relationship can be flipped even when two objects do not change their positions. Thus, compared to PPR-FCN, our model focuses on the position of objects and tries to attend to relevant areas only, which is a more local approach.

VII. CONCLUSION

We propose a novel three-decoder architecture as infrastructure and use GIT to enforce focused attention. Visualizations of attention weights in our occlusion decoder confirm the effectiveness of GIT in creating focused attention. Our proposed occlusion decoder that exhibits focused attention to task-relevant regions is more interpretable than decoders that attend to a large portion of the image. Like humans, our proposed occlusion decoder pays intense attention to relevant information and suppresses distracting information. Moreover, visualizations of attention weights and error analyses indicate that our proposed occlusion decoder is more robust, especially when dealing with mutual occlusions and objects very close to each other, further highlighting the importance of focused attention.
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