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Abstract

The multiple scattering theory (MST) is one of the most widely used methods in electronic structure calculations. It features a perfect separation between the atomic configurations and site potentials, and hence provides an efficient way to simulate defected and disordered systems. This work studies the MST methods from a numerical point of view and shows the convergence with respect to the truncation of the angular momentum summations, which is a fundamental approximation parameter for all MST methods. We provide both rigorous analysis and numerical experiments to illustrate the efficiency of the MST methods within the angular momentum representations.

1 Introduction

Multiple scattering theory (MST) was initiated to study the propagation of heat and electricity through inhomogeneous media [25]. It allows a unified treatment of many partial differential equations of modern physics and engineering, and has been applied to both classical and quantum physics, in particular, the electronic structure calculations of solid states. Along with the framework of density functional theory (DFT) [14, 16], MST has been successfully used to simulate the electronic structure of many systems, including bulk materials [1], surfaces [9], impurities [24] and alloys [22].

The idea of the MST methods is to divide the system into non-overlapping subregions, solve each of the smaller parts separately by quantum scattering theory, and then assembles the partial solutions of the pieces into an overall solution. A key feature of the MST method is that it affords a complete separation of the potential aspects from the structure aspects. Therefore, this approach is extremely potential to develop parallel algorithms for large and complex systems with substitutional defects, for example, the alloys [11, 29]. Another feature of the MST method is that it is a Green’s function method. Instead of solving the eigenvalue problems in standard electronic structure calculations, it can calculate the single-particle Green’s function directly. In the disordered systems, the statistical average of the Green’s function is the right average.
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object used to calculate the averaged physical properties, whereas the average of the wave function is not well-defined and cannot be directly related to the physical observables [8, 27].

The idea of MST to calculate the electronic structures was first known as the KKR method [15, 17], formulated by the so-called KKR secular equation, which can determine the eigenvalues and eigenstates of a many-particle system (see Section 2). Due to the huge computational cost, solving the original KKR equation is not widely used in practice nowadays. Nevertheless, it still founds the framework of the modern MST methods, by giving the so-called scattering path matrix, which is a key quantity to construct the Green’s function in almost all MST methods. We will only focus on the KKR method in this paper, but our theory (the error estimate of the angular-momentum truncations) is valid for all other practical MST methods.

The MST methods are always formulated and implemented within the angular-momentum representations. Therefore the accuracy of the MST solutions depends on the truncation of the angular-momentum summations. The convergence and error analysis of the solutions with respect to this truncation are thus crucial, which determine the reliability and efficiency of the MST simulation results. To our best knowledge, there is no existing work on rigorous mathematical analysis for the MST methods. We refer to [2, Section 5.10] for a non-rigorous discussion. The difficulties of analysis for the MST methods lie in two aspects. First, unlike the traditional discretization methods for electronic structure calculations (such as plane waves [3], finite elements [4], atomic orbitals [5, 13] and augmented plane waves [6, 28]), the MST methods are more of a perturbation method rather than a variational method, for which most of the standard approaches in numerical analysis fail. Second, the basic KKR secular equation is a highly nonlinear problem, where the coefficients in the equation have very complex dependence on the energy to be solved.

The purpose of this paper is to derive an a priori error estimate of the MST solutions (i.e. the solutions of KKR secular equation) with respect to the angular-momentum truncations. We only consider linear Schrödinger-type eigenvalue problems in this paper, whereas the nonlinear problems deserve to be investigated in a separate work. The main result is the following superalgebraic convergence rate of the eigenpairs under certain assumptions (see Section 3 for details)

\[ |E_L - E| + \|u_L - u\| \leq C_s L^{1-s} \quad \forall s > 1 \]  

where \( E \) and \( u \) are the energies (eigenvalues) and wave functions (eigenfunctions), \( L \) is the angular-momentum cut-off, and the constant \( C_s \) only depends on the system and \( s \). The convergence result also works for other MST formulations (that are equivalent to the secular equation in math, but different in practice [11]).

Outline. The remainder of this paper is organized as follows. In Section 2 we give a brief overview of the multiple scattering theory. In particular, we consider the muffin-tin potentials and derive the KKR secular equation for linear Schrödinger-type eigenvalue problems within the angular-momentum representations. In Section 3 we provide a convergence analysis and an a priori error estimate of MST approximations (the solutions of the secular equations) with respect to the angular-momentum truncations. In Section 4 we present some numerical experiments to support the theory. In Section 5 we give some concluding remarks and future perspectives. For the sake of clarity of the presentations, the proofs and some supplementary details are put in the appendices.

Notations. Throughout the paper, we use the symbol \( C \) to denote a generic positive constant that may change from one line to the next. In the error estimates, \( C \) will always remain
independent on the discretization parameters or the choice of test functions. The dependence of $C$ on model parameters will normally be clear from the context or stated explicitly.

Our analysis requires a number of notations for domain decompositions and special functions, and we list them in the following table with brief summaries. We also list the symbols that are frequently used in the paper.

### General notations

- $r, r, \hat{r}$: $r \in \mathbb{R}^3$ is the spatial coordinate, $r = |r|$ and $\hat{r} = r/r$
- $r_n$: $r_n = r - R_n$ with $R_n$ the position of the $n$-th atom
- $\ell, m$: angular-momenta and magnetic quantum numbers
- $L$: angular-momentum truncation
- $z, \sqrt{z}$: $z$ is an energy parameter, $\sqrt{z} := i\sqrt{|z|}$ if $z < 0$
- $E, u(r)$: bound state energy and wave function
- $E_L, u_L(r)$: approximated bound state energy and wave function
- $\sum_{\ell m}, \sum_{\ell \leq L}$: \[\sum_{\ell m} := \sum_{\ell=0}^{\infty} \sum_{m=-\ell}^{\ell}, \quad \sum_{\ell \leq L} := \sum_{\ell=0}^{L} \sum_{m=-\ell}^{\ell}\]

### Domain-related

- $\Omega^I$: interstitial region
- $R_n$: position of the $n$-th nucleus
- $\Omega_n, R_n, \Gamma_n$: atomic sphere centered at $R_n$, its radius, and its surface
- $\Omega_n$: a neighbouring region around $\Omega_n$ (see (2.13))
- $B_n, r^b_n$: a ring surrounding $\Omega_n$ and its width (see page 12)

### Function-related

- $Y_{\ell m}(\hat{r})$: spherical harmonic functions
- $j_\ell(r), n_\ell(r), h_\ell(r)$: spherical Bessel, Neumann, and Hankel functions
- $J_{\ell m}(r; z), N_{\ell m}(r; z), H_{\ell m}(r; z)$: $j_\ell(\sqrt{z}r), n_\ell(\sqrt{z}r), h_\ell(\sqrt{z}r)$ times $Y_{\ell m}(\hat{r})$ (see (2.10))
- $\chi_\ell(r; z)$: solution of the radial Schrödinger equation (see (2.5))
- $\zeta_{\ell m}^n(r_n; z)$: wave function in $\Omega_n$ with energy parameter $z$ (see (2.20))
- $V_0(r)$: potential of the system
- $V(r)$: a spherically symmetric potential centred at origin

### MST-related

- $t_\ell(z)$: $t$-matrix (see (2.6))
- $g_{\ell m, \ell' m'}(z)$: structure constants (see (2.15))
- $U_L(z), \mathcal{V}_L(z)$: functional spaces (see (3.6), (3.8))
- $\phi_{\ell m, \ell'}(r; z), \varphi_{\ell m, \ell'}(r; z)$: basis functions of $U_L(z)$ and $\mathcal{V}_L(z)$ (see (3.7), (3.9))
- $\mathcal{M}$: a map from $U_L(z)$ to $\mathcal{V}_L(z)$ (see (3.11))
- $\eta_n(r)$: a cut-off function on $B_n$ (see (3.10))
In this section, we will apply multiple scattering theory to a Schrödinger-type equation and derive the KKR secular equation. Consider the following linear eigenvalue problem

\[
\left( -\Delta + V(r) \right) u(r) = E u(r) \quad r \in \mathbb{R}^3,
\]

where \( V \) is the potential of the system, \( u \) is subject to the boundary condition \( |u(r)| \to 0 \) as \( |r| \to \infty \) (such that it is a bound state), and \( E \) is the corresponding energy. In the following, we will focus on the case when \( V \) is the so-called muffin-tin potentials, which are confined in non-overlapping spheres \( \Omega_n (n = 1, \cdots, N) \) centered at atomic sites \( R_n \) with radius \( R_n \). More precisely, the potential takes the form

\[
V(r) = \sum_{n=1}^{N} v_n(|r - R_n|) \quad r \in \mathbb{R}^3,
\]

with \( v_n(r) \in C^\infty(0, \infty) \) and \( v_n(r) = 0 \) when \( r > R_n \). Here the potential has been assumed to be spherically symmetric within each atomic sphere only for simplicity of presentations. The analysis in this paper can be easily extended to general potentials that are non-spherically symmetric in the atomic spheres (see Appendix C).

The confinement that the potential is supported in atomic spheres is necessary for our analysis, which greatly simplifies the expressions of free electron propagator in the angular-momentum expansions. From a practical point of view, the MST algorithms can be generalized to arbitrary potentials by replacing the atomic spheres \( \Omega_n \) with the so-called space-filling cells (e.g. the Voronoi cell decompositions) \[^1\] \[^2\], for which the mathematical formulations and numerical analysis are far more complicated. We will study the general cases (without interstitial region) in a separate work. We remark that the muffin-tin potential approximations not only allow dramatic simplifications for theoretical analysis and numerical algorithms, but...
also make very successful applications to many physical systems like metals and alloys \[20, 23\] where the use of the theory has continued until the present.

In our analysis, we will need to assume some regularity of the potential: \( V \in L^2(\mathbb{R}^3) \) and \( V|_{\Omega_n} \in C^\infty((0, R_n) \times S^2) \). This is a mild assumption that can be satisfied in most of the physical problems of practical interests. For example, if the muffin-tin potential has singular Coulomb potential around the atomic sites, say \( v_n(r) \approx Cr^{-1} \) near the origin, then the total potential \( V \) satisfies this condition. It then follows from [26, p.119] that \(-\Delta + V\) has continuous spectrum on \([0, +\infty)\) and discrete spectrum below zero. We emphasize that we only consider the discrete spectrum \( E < 0 \) in this paper, which corresponds to the bound states of the system (2.1).

The approach of multiple scattering for solving (2.1) is usually formulated by two steps: (i) determining the relationship between the free electron gas and the system perturbed by a single atomic potential, and (ii) deriving a secular equation that connects the amplitudes of incoming and outgoing waves at multiple atomic sites.

### 2.1 Single-site scattering

Consider the following single-site scattering problem with a fixed energy parameter \( z < 0 \)

\[
\left( -\Delta + V_0(r) - z \right) \psi(r) = 0 \quad r \in \mathbb{R}^3,
\]

where the potential is spherically symmetric and can be written by a radial function \( V_0 \) satisfying \( V_0(r) = 0 \) for \( r \geq R_0 \). Note that no (far-field) boundary condition is imposed on this equation, since we only concern the relationship between the incoming and outgoing waves by viewing the equation as a single potential scattering procedure. The solution \( \psi \) depends on parameter \( z \), but we suppress this dependency throughout this paper for simplicity of presentations.

The solution \( \psi \) can be written in the angular-momentum representation

\[
\psi(r) = \sum_{\ell m} c_{\ell m} \chi_\ell(r; z) Y_{\ell m}(\hat{r}),
\]

where \( Y_{\ell m} \) is the spherical harmonic functions [12] and the radial part \( \chi_\ell \) satisfies the following radial Schrödinger equation at energy parameter \( z \)

\[
\begin{cases}
\left( \frac{\partial^2}{\partial r^2} + \frac{2}{r} \frac{\partial}{\partial r} - \frac{\ell(\ell + 1)}{r^2} - V_0(r) + z \right) \chi_\ell(r; z) = 0 & 0 < r < R_0, \\
\left( \frac{\partial^2}{\partial r^2} + \frac{2}{r} \frac{\partial}{\partial r} - \frac{\ell(\ell + 1)}{r^2} + z \right) \chi_\ell(r; z) = 0 & r > R_0.
\end{cases}
\]

We first study (2.5b) outside the atomic sphere with vanishing potential, which is the well-known spherical Bessel differential equation [10]. For given \( \ell \in \mathbb{N} \) and \( z < 0 \), the solutions could be the spherical Bessel functions \( j_\ell(\sqrt{z}r) \), the spherical Newmann functions \( n_\ell(\sqrt{z}r) \), or the spherical Hankel functions \( h_\ell(\sqrt{z}r) = j_\ell(\sqrt{z}r) + in_\ell(\sqrt{z}r) \). The differences between these three special functions lie in their asymptotic behavior at the origin and infinity. For \( z < 0 \), the spherical Bessel functions \( j_\ell(\sqrt{z}r) \) are regular at the origin while the other two diverge, and the spherical Hankel functions \( h_\ell(\sqrt{z}r) \) are bounded at infinity while the other two are not (see, e.g. [10, 11]). Since any two of the above functions can make a complete basis set...
for the solutions of (2.5), the radial solutions outside the atomic sphere can be represented by a linear combination of the spherical Bessel and Hankel functions

\[ \chi_\ell(r; z) = a_\ell(z) j_\ell(\sqrt{z}r) + b_\ell(z) h_\ell(\sqrt{z}r) \quad r \geq R_0. \]

From a physical point of view, \( \chi_\ell \) can be viewed as a superposition of an incoming wave and a scattering wave, which correspond to the two parts with Bessel and Hankel functions, respectively.

The goal of single-site scattering is to determine the relationship between these two parts, more precisely, the ratio between the coefficients \( b_\ell \) and \( a_\ell \)

\[ t_\ell(z) := \frac{b_\ell(z)}{a_\ell(z)} \quad \text{for } \ell \in \mathbb{N}. \tag{2.6} \]

This gives the so-called \( t \)-matrix (it is called a “matrix” since it is indexed by the angular momentum \( \ell \) for a given atomic site, and there are off-diagonal terms for non-spherical potentials, see Appendix C) in MST method and is used as a fundamental building block of the whole theory.

From the numerical intuition, the \( t \)-matrix can be determined by matching the values and derivatives of the radial solution \( \chi_\ell \) at \( r = R_0 \). Since multiplying \( \chi_\ell \) by an arbitrary constant does not change the solution of (2.5), it is only required to match the “logarithm derivatives” \( (\log(\chi_\ell))' \) at \( r = R_0 \):

\[ \left. \frac{\chi_\ell(r; z)}{\chi_\ell'(r; z)} \right|_{r=R_0} = \frac{a_\ell(z) j_\ell(\sqrt{z}r) + b_\ell(z) h_\ell(\sqrt{z}r)}{\sqrt{z}a_\ell(z) j_\ell'(\sqrt{z}r) + \sqrt{z}b_\ell(z) h_\ell'(\sqrt{z}r)} \bigg|_{r=R_0}. \tag{2.7} \]

Then a direct calculation with the definition (2.6) leads to

\[ t_\ell(z) = \frac{\sqrt{z}\chi_\ell(R_0; z) j_\ell(\sqrt{z}R_0) - \chi_\ell'(R_0; z) j_\ell(\sqrt{z}R_0)}{\chi_\ell'(R_0; z) h_\ell(\sqrt{z}R_0) - \sqrt{z}\chi_\ell(R_0; z) h_\ell'(\sqrt{z}R_0)} \tag{2.8} \]

where we have denoted by \( \chi_\ell'(R_0; z) := \frac{2}{R_0} \chi_\ell(R; z) \big|_{r=R_0} \) the left-hand derivative of \( \chi_\ell \) at \( r = R_0 \). Note that the undetermined multiplicative constant involved in \( \chi_\ell \) can be canceled in (2.8), which leads to a unique \( t_\ell(z) \).

In the above matching procedure, a so-called “asymptotic problem” (see e.g. [6,28]) with \( \chi_\ell(R_0; z) = 0 \) must be avoided such that the conditions (2.7) and (2.8) can make sense. We will specify an explicit assumption to avoid this “asymptotic problem” later in Section 2.3.

An alternative way to derive the \( t \)-matrix is to use the so-called Lippmann-Schwinger equation [11,19,20], which is the most widely-used approach in the quantum scattering theory. The Lippmann-Schwinger equation gives the relationship between incoming and outgoing waves via the free electron Green’s function, and writes the \( t \)-matrix as

\[ t_\ell(z) = -i\sqrt{z} \int_0^{R_0} j_\ell(\sqrt{z}r)V_0(r)\chi_\ell(r; z)r^2 dr, \tag{2.9} \]

where \( \chi_\ell \) is the solution of (2.5) with some normalization condition. For the sake of completeness, we give a detailed explanation of (2.9) in Appendix B and provide a rigorous analysis to show that the two expressions (2.8) and (2.9) for \( t \)-matrix are equivalent. The integration form (2.9) from the Lippmann-Schwinger equation can be more easily generalized to non-spherical potentials (see Appendix C) and even arbitrary space-filling potentials (see [11]), which is therefore more widely used in practice. However, our analysis relies on the understanding of the matching condition (2.8).
2.2 Multiple-site scattering

The MST methods consider the eigenfunctions of (2.1) in the interstitial region as a wave scattered by the muffin-tin potential. For each atomic site, the incoming wave is expressed as the scattering waves from all other sites, while the resulting outgoing wave satisfies the single-site scattering relationship in the previous section. We will then briefly review how to derive the basic secular equation within this MST framework.

We first denote by

\[ H_{\ell m}(r; z) = h_\ell(\sqrt{zr})Y_{\ell m}(\hat{r}) \quad \text{and} \quad J_{\ell m}(r; z) = j_\ell(\sqrt{zr})Y_{\ell m}(\hat{r}) \tag{2.10} \]

for \( \ell \in \mathbb{N} \) and \(|m| \leq \ell\). These functions give a complete basis set for the free-electron system with energy parameter \( z \). Then the eigenfunction \( u(\mathbf{r}) \) of (2.1) (with corresponding eigenvalue \( E \)) in the interstitial region can be written as a sum of scattering waves from all scattering center \( \mathbf{R}_n \),

\[ u(\mathbf{r}) = \sum_{n=1}^{N} \sum_{\ell m} b_{\ell m}^n H_{\ell m}(\mathbf{r}_n; E) \quad \mathbf{r} \in \Omega^I \tag{2.11} \]

with the coefficients \( b_{\ell m}^n \) and local coordinates \( \mathbf{r}_n := \mathbf{r} - \mathbf{R}_n \). We only use the Hankel functions for the expansion (2.11) since \( h_\ell(\sqrt{Er}) \) is bounded at infinity for \( E < 0 \) while \( j_\ell(\sqrt{Er}) \) is not, so that the far-field boundary condition of (2.1) can be satisfied.

Alternatively, we can represent the eigenfunction as a superposition of incoming and outgoing waves around a specific atomic sphere. More precisely, for a given site \( \mathbf{R}_n \), we write

\[ u(\mathbf{r}) = \sum_{\ell m} \left( a_{\ell m}^n J_{\ell m}(\mathbf{r}_n; E) + b_{\ell m}^n H_{\ell m}(\mathbf{r}_n; E) \right) \quad \mathbf{r} \in \Omega^N_n \tag{2.12} \]

with \( \Omega^N_n \subset \Omega^I \) the around \( n \)-th atomic sphere (see Figure 1.1)

\[ \Omega^N_n = \left\{ \mathbf{r} \in \Omega^I \mid R_n < |\mathbf{r}_n| < \min\{|\mathbf{R}_n - \mathbf{R}_{n'}|\} \right\}. \tag{2.13} \]

We then have a so-called “expansion theorem” that can bridge the two expressions (2.11) and (2.12) for the eigenfunction \( u(\mathbf{r}) \) in the interstitial region. For \( n' \neq n \), the Hankel functions centered at atomic site \( \mathbf{R}_n \) can be expanded by the Bessel functions centered at \( \mathbf{R}_{n'} \)

\[ H_{\ell m}(\mathbf{r}_n; E) = \sum_{\ell' m'} g_{\ell m, \ell' m'}^{n n'}(E) J_{\ell' m'}(\mathbf{r}_{n'}; E) \quad \mathbf{r} \in \Omega^N_{n'}, \tag{2.14} \]

where the coefficients \( g_{\ell m, \ell' m'}^{n n'} \) are the “structure constants” depending only on the energy parameter \( E \) and the displacement between two atomic sites \( \mathbf{R}_{n'} - \mathbf{R}_n \)

\[ g_{\ell m, \ell' m'}^{n n'}(E) = 4\pi \sum_{\ell'' m''} \delta^{\ell - \ell''} \delta^{m - m''} C_{\ell_m, \ell_m', \ell_m''} H_{\ell m''}(\mathbf{R}_{n'} - \mathbf{R}_n; E) \quad n \neq n' \tag{2.15} \]

with \( C_{\ell_m, \ell_m', \ell_m''} = \int_{S^2} Y_{\ell_m}(\hat{\mathbf{r}}) Y_{\ell_m'}(\hat{\mathbf{r}}) Y_{\ell_m''}(\hat{\mathbf{r}}) d\hat{\mathbf{r}} \) being the Gaunt coefficients [21]. By convention, the structure constant is set to be 0 for \( n = n' \). Note that the expansion (2.14) holds only in the region \( \Omega^N_{n'} \), which is the reason we introduce this “neighbouring domain”. We refer to [11] Appendix D for detailed discussions of the expansion (2.14).
Combining (2.11), (2.12), (2.14) and the symmetry of \( g'_{nm, \ell m}(E) \) (i.e. \( g'_{nn', \ell m}(E) = g'_{nm, \ell m}(E) \)), we have that for any atomic site \( R_n \),

\[
a^n_{\ell m} = \sum_{n' \neq n} \sum_{\ell' m'} g'_{nm, \ell m}(E) b^n_{\ell' m'}.
\]

Moreover, for each atomic site \( R_n \), the ratio between the coefficients \( a^n_{\ell m} \) and \( b^n_{\ell m} \) has been given by the \( t \)-matrix (2.6) of single-site scattering in the previous section

\[
b^n_{\ell m} = t^n_{\ell m}(E) a^n_{\ell m}.
\]

Taking into accounts (2.16) and (2.17), we have the following equations

\[
\sum_{n'=1}^{N} \sum_{\ell' m'} \left( \delta_{\ell \ell'} \delta_{m m'} \delta_{n n'} - t^n_{\ell'} (E) g'_{nm, \ell m}(E) \right) a^n_{\ell' m'} = 0
\]

for \( n = 1, \ldots, N, \ell = 0, 1, \ldots, \) and \(-\ell \leq m \leq \ell\).

In order to have non-trivial solutions of the system (2.18), we require \( E \) to take the values such that the determinant of the coefficient matrix vanishes. This gives us the eigenvalues \( E \) of the problem (2.1). Note that although (2.18) is derived for spherically symmetric potentials in this section, it can be easily generalized to non-spherical potentials within the muffin-tin form (see Appendix C).

### 2.3 The angular-momentum cut-off

Since (2.18) is in principle an infinite dimensional problem, one needs to truncate \( \ell \) to obtain a finite dimensional approximation in practical calculations. If the angular quantum number \( \ell \) is truncated by some cut-off \( L \), i.e. \( \ell \leq L \), then the solutions of (2.18) is approximated by \( E_L \) satisfying

\[
\text{Det} \left( S(E_L) \right) = 0,
\]

where the matrix \( S(E_L) \in \mathbb{C}^{(N(L+1)^2) \times (N(L+1)^2)} \) is “truncated” from (2.18) with matrix elements

\[
S_{\ell m, \ell' m'}(E_L) = \delta_{\ell \ell'} \delta_{m m'} \delta_{n n'} - t^n_{\ell'} (E_L) g'_{nm, \ell m}(E_L).
\]

This is the so-called KKR secular equation that lays the foundation of MST methods. It is similar to an eigenvalue problem, in the sense that the “approximate eigenvalue” \( E_L \) yields a singular matrix \( S(E_L) \). However, (2.19) is very difficult to solve since the dependence of the matrix on \( E_L \) is highly nonlinear. One might resort to some “root-trace” algorithm (which is used in our numerical experiments, see Section 4 for details) to find the solution.

With the approximate solution \( E_L \), the corresponding wave function inside each atomic sphere \( \Omega_n \) is given by

\[
\zeta^n_{\ell m}(r_n; E_L) = \chi^n_{\ell}(r_n; E_L) Y_{\ell m}(\hat{r}_n) \quad |r_n| < R_n,
\]

where \( \chi^n_{\ell} \) is the solution of (2.5a) satisfying the boundary condition

\[
\chi^n_{\ell}(R_n; E_L) = j_{\ell}(\sqrt{E_L} R_n) + t^n_{\ell}(E_L) h_{\ell}(\sqrt{E_L} R_n).
\]
We then write the wave function as

\[
  u_L(r; E_L) = \begin{cases}
    \sum_{\ell \leq L} a_{\ell m}^n(E_L) \zeta_{\ell m}^n(r_n; E_L) & r \in \Omega_n \ (n = 1, \ldots, N), \\
    \sum_{n=1}^{N} \sum_{\ell \leq L} b_{\ell m}^n(E_L) H_{\ell m}(r_n; E_L) & r \in \Omega^1,
  \end{cases}
\]  

(2.21)

where the coefficients \( a := \{a_{\ell m}^n(E_L)\} \) satisfies the equations

\[
  S(E_L) a = 0 \tag{2.22}
\]

with some normalization condition (for example, we can simply take \( \|a\|_2 = 1 \)), and \( b_{\ell m}^n(E_L) = t_{\ell m}^n(E_L) a_{\ell m}^n(E_L) \).

Throughout our analysis, we will make the following assumption

\[
  \text{Det}(P(E_L)) \neq 0, \tag{2.23}
\]

where the matrix \( P(E_L) \in \mathbb{C}^{(N(L+1)^2)\times(N(L+1)^2)} \) has elements

\[
  P_{nm, n'm'}(E_L) = \delta_{nm} \delta_{\ell \ell'} \delta_{m m'} + \frac{j_{\nu}(\sqrt{E_L R_n'})}{\sqrt{E_L R_n'}} g_{\ell m, \ell' m'}(E_L). \tag{2.24}
\]

This condition can make sure that the “asymptotic problem” \( \chi_{\ell}^n(R_n; z) = 0 \ (n = 1, \ldots, N, \ell \leq L, \text{see page 11) does not happen at energy parameter } z = E_L \). Note that if \( \chi_{\ell}^n(R_n; E_L) = 0 \), then (2.23) implies \( t_{\ell m}^n(E_L) = -j_{\ell}(\sqrt{E_L R_n})/h_{\ell}(\sqrt{E_L R_n}) \), which makes \( S(E_L) = P(E_L) \) and leads to a contradiction between the KKR secular equation (2.19) and the assumption (2.23).

The angular-momentum truncation \( L \) is the only numerical discretization parameter we have introduced so far, which is also the fundamental parameter for almost all MST methods. The goal of this work is to estimate the error from the truncation of angular-momentum sums. It has been observed in practical simulations that the truncation at relatively small number, say \( L = 2 \), \( L = 3 \), or \( L = 4 \), can already give satisfactory results in many cases of physical interest, such as that of metallic systems on close-packed lattices [11]. The fast convergence with respect to \( L \) derived in the following section can provide a theoretical justification for this phenomenon.

### 3 Numerical analysis of the MST approximations

In this section, we will present an error estimate for the solutions of (2.19) with respect to the angular-momentum cut-off \( L \). The analysis consists of three steps. First, we characterize the (approximate) solution space of the KKR secular equation, in particular, we give the weak continuity condition of (2.21) through atomic spherical surfaces. Then we convert the KKR secular equation into an equivalent variational form, whose solutions are exactly the same as those of KKR secular equation. Finally we provide a convergence analysis for the equivalent variational form and obtain a spectral convergence rate.

We consider the following weak form of eigenvalue problem (2.1): Find \( E \in \mathbb{R} \) and \( u \in H^1(\mathbb{R}^3) \) such that \( \|u\|_{L^2(\mathbb{R}^3)} = 1 \) and

\[
  a(u, v) = E(u, v) \quad \forall \ v \in H^1(\mathbb{R}^3), \tag{3.1}
\]
where the bilinear form \( a(\cdot, \cdot) : H^1(\mathbb{R}^3) \times H^1(\mathbb{R}^3) \to \mathbb{C} \) is defined by

\[
a(u, v) := \int_{\mathbb{R}^3} \nabla u \cdot \nabla v^* + V uv^*
\]

with asterisk denoting the conjugate. This bilinear form is coercive on \( H^1(\mathbb{R}^3) \), i.e., there exist positive constants \( \alpha \) and \( \beta \) such that

\[
a(v, v) \geq \alpha \|v\|_{H^1(\mathbb{R}^3)}^2 - \beta \|v\|_{L^2(\mathbb{R}^3)}^2 \quad \forall \ v \in H^1(\mathbb{R}^3).
\]  

(3.2)

For simplicity, we will assume \( \beta = 0 \) afterwards since a shifted bilinear form \( a^\beta(u, v) := a(u, v) + \beta(u, v) \) makes no essential change to the eigenvalue problem.

3.1 Approximate wave function space

We define the following space related to the muffin-tin decomposition

\[
H^\delta(\mathbb{R}^3) = \left\{ v \in L^2(\mathbb{R}^3) \mid v|_{\Omega^I} \in H^1(\Omega^I), \ v|_{\Omega_n} \in H^1(\Omega_n) \ \forall \ 1 \leq n \leq N \right\},
\]

with a broken Sobolev norm \( \|v\|_\delta = \|v\|_{H^1(\Omega^I)} + \sum_{n=1}^N \|v\|_{H^1(\Omega_n)} \). We further define a bilinear form \( a_\delta(\cdot, \cdot) : H^\delta(\mathbb{R}^3) \times H^\delta(\mathbb{R}^3) \to \mathbb{C} \) by

\[
a_\delta(u, v) := \int_{\Omega^I} \nabla u \cdot \nabla v^* + \sum_{n=1}^N \int_{\Omega_n} \nabla u \cdot \nabla v^* + \int_{\mathbb{R}^3} V uv^*.
\]

Inherited from the coercivity of \( a(\cdot, \cdot) \) in (3.2), we have that there exist \( \alpha_\delta > 0 \) such that

\[
a_\delta(v, v) \geq \alpha_\delta \|v\|_\delta^2 \quad \forall \ v \in H^\delta(\mathbb{R}^3).
\]

We introduce the notion of “weak continuity” for the functions in \( H^\delta(\mathbb{R}^3) \) that are continuous through the atomic spherical surfaces \( \Gamma_n \ (n = 1, \cdots, N) \) for low angular-momentum components. For \( v \in H^\delta(\mathbb{R}^3) \), we denote by \( [v]|_{\Gamma_n} := v^+|_{\Gamma_n} - v^-|_{\Gamma_n} \) the jump through surface \( \Gamma_n \), where \( v^\pm|_{\Gamma_n} \) denote the traces of \( v \) taken from inside and outside the sphere \( \Omega_n \), respectively. For a given \( L \geq 0 \), we say that \( v \) is weakly continuous through \( \Gamma_n \) if

\[
\int_{\Gamma_n} [v]|_{\Gamma_n} Y_{\ell m}(\hat{r}) \, d\hat{r} = 0 \quad \forall \ 0 \leq \ell \leq L, \ |m| \leq \ell.
\]  

(3.3)

We then consider the following finite dimensional space with given angular-momentum truncation \( L \) and energy parameter \( z \)

\[
\mathcal{W}_L(z) = \left\{ \psi \in H^\delta(\mathbb{R}^3) \mid \psi|_{\Omega^I} = \sum_{n=1}^N \sum_{\ell \leq L} \bar{c}_{n\ell m} H_{\ell m}(r_n; z), \ \psi|_{\Omega_n} = \sum_{n=1}^N \sum_{\ell \leq L} \bar{c}_{n\ell m} \zeta_n^m(r_n; z), \ \psi \text{ and } \frac{\partial \psi}{\partial r_n} \text{ satisfy (3.3) for } n = 1, \cdots, N \right\},
\]  

(3.4)

where \( \bar{c}_{n\ell m} \) and \( \tilde{c}_{n\ell m} \) are coefficients, \( \zeta_n^m \) is given by [220], and \( \partial/\partial r_n \) denotes the derivative along the radial direction with respect to the \( n \)-th atomic site \( \mathbf{R}_n \). It is obvious that the
functions in $\mathcal{W}_L(z)$ satisfy the following strong form in the interstitial region and atomic spheres, respectively

$$(-\Delta + V(r) - z)u_L(r; z) = 0 \quad r \in \mathbb{R}^3 \setminus \bigcup_{n=1}^N \Gamma_n.$$  \hfill (3.5)

The solutions $u_L$ inside and outside the spheres are then patched together through $\Gamma_n$ by the weak continuity conditions (3.3).

Note that the space $\mathcal{W}_L(z)$ is trivial (only contains zero function) for most of the energy parameter $z$, and non-trivial only for the solution $z = E_L$ of the KKR secular equation (2.19). This is justified in the following lemma, whose proof is given in Appendix A.1.

**Lemma 3.1.** $E_L$ solves (2.19) if and only if $\mathcal{W}_L(E_L) \setminus \{0\} \neq \emptyset$. Moreover, if $E_L$ solves (2.19), then $\mathcal{W}_L(E_L) = \{u \in H^3(\mathbb{R}^3) \mid u \text{ can be written as } (2.21)\}$.

### 3.2 Equivalent variational form

In this subsection, we will construct an eigenvalue problem in a variational form, whose eigenvalues can be shown to be the same as the solutions of the KKR secular equation (2.19).

For a given energy parameter $z$, we define the trial function space

$$\mathcal{U}_L(z) = \left\{ u \in H^3(\mathbb{R}^3) \mid u = \sum_{n=1}^N \sum_{\ell \leq L} c_{n\ell m} \phi_{\ell m, L}^n(r; z) \right\},$$

where the basis function $\phi_{\ell m, L}^n$ is given by

$$\phi_{\ell m, L}^n(r; z) = \begin{cases} H_{\ell m}(r_n; z) & \text{in } \Omega^I, \\ h_\ell(\sqrt{z}R_n)\zeta_{\ell m}(r_n; z) & \text{in } \Omega_n, \\ \sum_{\ell' \leq L} \left( g_{\ell m, \ell' n'}^n(z) J_{\ell'}(\sqrt{z}R_n') \right) \zeta_{\ell' m'}^{n'}(r_{n'}; z) & \text{in } \Omega_{n'} \quad \forall \ n' \neq n. \end{cases} \hfill (3.7)$$

The basis function $\phi_{\ell m, L}^n$ is constructed as (3.7) such that it (a) is the solution of radial Schrödinger equation at energy $z$ times spherical harmonic function $Y_{\ell m}$ in the $n$-th atomic sphere, (b) extends to the interstitial region continuously by Hankel functions $H_{\ell m}$ as the scattered wave, (c) and flows into other atomic spheres in a weakly continuous way while satisfying the Schrödinger equation with energy $z$ at the same time. Therefore, $\mathcal{W}_L(z)$ is a subset of $\mathcal{U}_L(z)$. Conversely, $\mathcal{U}_L(z)$ contains more functions than $\mathcal{W}_L(z)$, say $\mathcal{W}_L(z) \subseteq \mathcal{U}_L(z)$, since the slope of $\phi_{\ell m, L}^n$ may not be weakly continuous through the atomic spherical surfaces.

We also need the following test function space

$$\mathcal{V}_L(z) = \left\{ u \in H^3(\mathbb{R}^3) \mid u = \sum_{n=1}^N \sum_{\ell \leq L} c_{n\ell m} \varphi_{\ell m, L}^n(r; z) \right\},$$

where the basis function $\varphi_{\ell m, L}^n$ is defined by

$$\varphi_{\ell m, L}^n(r; z) = \begin{cases} \phi_{\ell m, L}^n(r; z) - \eta_{n'}(r_{n'}) \sum_{\ell' \geq L} g_{\ell m, \ell' n'}^n(z) J_{\ell'}(r_{n'}; z) & \text{in } B_{n'} \ (n' \neq n), \\ \phi_{\ell m, L}^n(r; z) & \text{otherwise}. \end{cases} \hfill (3.9)$$
with \( B_n = \{ r \mid R_n < |r_n| < R_n + r_n^b \} \) being a ring (of width \( r_n^b \)) around the \( n \)-th atomic sphere (see Figure 1.1), and \( \eta_n \) being a cut-off functions satisfying \( \eta_n \in C^\infty[0, +\infty), 0 \leq \eta_n \leq 1 \) and

\[
\eta_n(r) = \begin{cases} 
1 & r \leq R_n \\
0 & r \geq R_n + r_n^b \end{cases} \quad \text{for } n = 1, \cdots, N. \tag{3.10}
\]

The widths \( r_n^b \) should be small enough such that the regions \( B_n (n = 1, \cdots, N) \) do not overlap. The basis function \( \varphi^m_{\ell m, L} \) can be viewed as a slight mollification of \( \phi^m_{\ell m, L} \) (only on the regions \( B_n \) with \( n' \neq n \)) by the cut-off functions, such that it is continuous (not just weakly continuous) through the atomic spherical surfaces \( \Gamma_n \). Note that \( \varphi^m_{\ell m, L} \) does not satisfy the Schrödinger equation in \( B_n \) any more.

We then define a map \( \mathcal{M} : \mathcal{U}_L(z) \to \mathcal{V}_L(z) \) such that

\[
\mathcal{M}\varphi^m_{\ell m, L}(r; z) = \varphi^m_{\ell m, L}(r; z) \quad \forall \ 1 \leq n \leq N, \ 0 \leq \ell \leq L, \ |m| \leq \ell. \tag{3.11}
\]

It can be seen from the definition that the role of \( \mathcal{M} \) is to mollify the functions in \( \mathcal{U}_L(z) \) from weakly continuous to continuous through the atomic spherical surfaces. Note that the mapping \( \mathcal{M} \) actually depends on the energy parameter \( z \) and the angular-momentum truncation \( L \). For simplicity of presentations, we will suppress this dependence whenever it is clear from the context.

We then construct the following variational form of an eigenvalue problem: Find \( E \in \mathbb{R} \) and \( u \in \mathcal{U}_L(E) \) such that \( (u, M u) = 1 \) and

\[
a_L(u, v) = E_L(u, v) \quad \forall \ v \in \mathcal{U}_L(E), \tag{3.12}
\]

where the bilinear form \( a_L(\cdot, \cdot) : \mathcal{U}_L(z) \times \mathcal{U}_L(z) \to \mathbb{C} \) is defined by

\[
a_L(u, v) := a_\delta(u, M v).
\]

We mention that (3.12) can also be viewed as a Petrov-Galerkin scheme [7]: Find \( E \in \mathbb{R} \) and \( u \in \mathcal{U}_L(E) \) such that \( (u, M u) = 1 \) and

\[
a_\delta(u, v) = E_L(u, v) \quad \forall \ v \in \mathcal{V}_L(E),
\]

where the trial function space \( \mathcal{U}_L(z) \) and the test function space \( \mathcal{V}_L(z) \) are (slightly) different.

Note that (3.12) is a nonlinear eigenvalue problem since both the bilinear form \( a_L(\cdot, \cdot) \) and the trial function space \( \mathcal{U}_L(E) \) depend on the eigenvalue \( E \) under consideration. Therefore the solution may be very difficult to find from a practical point of view. However, we clarify that (3.12) is introduced only for theoretical analysis rather than practical calculations.

We will now show some basic properties of the bilinear form \( a_L(\cdot, \cdot) \) in the following lemma, which implies that \( a_\delta \) gives an inner product on \( \mathcal{U}_L(z) \), and is coercive and continuous with respect to the broken Sobolev norm \( \| \cdot \|_\delta \). The proof is given in Appendix A.2

**Lemma 3.2.** (a) \( a_L(\cdot, \cdot) \) is symmetric, i.e.,

\[
a_L(u, v) = a_L(v, u)^* \quad \forall \ u, v \in \mathcal{U}_L(z). \tag{3.13}
\]

(b) If \( L \) is sufficiently large, then there exist positive constants \( C_1, C_2, C_3 \) and \( C_4 \) that do not depend on \( L \), such that for any \( u \in \mathcal{U}_L(z) \),

\[
\begin{align*}
(b1) \quad & C_1 \| u \|_\delta^2 \leq a_L(u, u) \leq C_2 \| u \|_\delta^2, \\
(b2) \quad & \| M u \|_{L^2(\mathbb{R}^3)} \leq C_3 \| u \|_{L^2(\mathbb{R}^3)} \quad \text{and} \quad \| M u \|_\delta \leq C_4 \| u \|_\delta. \tag{3.14}
\end{align*}
\]
Then we can derive the following theorem, which shows that the solutions of the KKR secular equation are equivalent to those of the variational form \((3.12)\). The proof is given in Appendix A.3.

**Theorem 3.1.** If the asymptotic assumption \((2.23)\) is satisfied, then the following two statements are equivalent: (a) \((E_L, u_L)\) is an eigenpair of \((3.12)\); (b) \(E_L\) is a solution of \((2.19)\) and \(u_L\) is given by \((2.21)\).

With this key observation, the error estimates for the KKR equation can now be obtained from the analysis of the variational problem. From this theorem, we see that although the choice of cutoff \(\eta_n\) affects the construction of the test function space \(V_L(z)\) as well as the operator \(M\), but the solutions of \((3.12)\) do not depend on \(\eta_n\).

### 3.3 Convergence and a prior error estimates

Let \((E_L, u_L)\) solves \((3.12)\) with the angular-momentum truncation \(L \in \mathbb{N}\). We will provide an error estimate for the approximate error with respect to \(L\).

Due to the coercivity of \(a_L(\cdot, \cdot)\) stated in Lemma 3.2, the approximate eigenvalues \(E_L\) have a lower bound. Note that we search the eigenvalue approximations in a finite energy window that contains the eigenvalues to be calculated, we will have limiting points in this region. We will show that any limiting point is an eigenvalue of the original problem \((3.1)\) and possesses some spectral convergence rate.

Let \(E_\infty \in \mathbb{R}\) be any accumulation point, that is, there exists a subsequence \(\{E_{L_j}\}_{j \in \mathbb{Z}^+}\) converging to \(E_\infty\)

\[
\lim_{j \to \infty} |E_{L_j} - E_\infty| = 0. \tag{3.16}
\]

Then it follows from the coercivity in Lemma 3.2 that

\[
E_{L_j} = a_{L_j}(u_{L_j}, u_{L_j}) \geq C \|u_{L_j}\|_\delta^2, \tag{3.17}
\]

which indicates that \(u_{L_j}\) is bounded in \(H^\delta(\mathbb{R}^3)\). Consequently, there exists a weakly convergent subsequence \(\{u_{L_{jk}}\}_{k \in \mathbb{Z}^+}\) such that

\[
u_{L_{jk}} \rightharpoonup u_\infty \text{ in } H^\delta(\mathbb{R}^3) \text{ as } k \to \infty. \tag{3.18}
\]

For simplicity of the presentation, we will still denote the weakly converged subsequence \(u_{L_{jk}}\) by \(u_L\) in the following.

The next theorem is the main result of this paper, which shows that the limiting pair \((E_\infty, u_\infty)\) is an eigenpair of the eigenvalue problem \((3.1)\), and the KKR approximations (i.e., the solutions of \((3.12)\) or \((2.19)\)) converge to the eigenpair super-algebraically fast as \(L\) increases.

The proof of this theorem is given in Appendix A.4.

**Theorem 3.2.** Any limiting pair \((E_\infty, u_\infty)\) is an eigenpair of \((3.1)\), that is

\[
a(u_\infty, v) = E_\infty(u_\infty, v) \quad \forall v \in H^1(\mathbb{R}^3). \tag{3.19}
\]

Moreover, if the asymptotic assumption \((2.23)\) is satisfied and \(L\) is sufficiently large, then there exists a positive constant \(C_s\) depending only on \(u_\infty\) and \(s\) such that

\[
|E_L - E_\infty| + \|u_L - u_\infty\|_\delta \leq C_s L^{1-s} \quad \forall s > 1. \tag{3.20}
\]

**Remark 3.1.** Note that the estimate is not restricted to the case of single eigenvalue, but for general multiple eigenvalues. Moreover, the result can also be generalized to problems with non-spherical potentials, as the spherically symmetric condition is not essential in the proof.
4 Numerical experiments

In this section, we will present some numerical results to support our theory. All the experiments are performed on a PC via Matlab codes. To test the convergence with respect to the angular-momentum truncation $L$, the result obtained by using a sufficiently large $L$ is taken to be the reference (exact solution).

**Example 1** (spherical potentials). Consider a system with four atoms located at $R_1 = (0.6, 0.6, 1)$, $R_2 = (0.6, 1.2, 1)$, $R_3 = (1.2, 0.6, 1)$ and $R_4 = (1.2, 1.2, 1)$, respectively. The potential takes the form of (2.2) with the same radial components

$$v_1(r) = v_2(r) = v_3(r) = v_4(r) = \begin{cases} 
-\frac{10}{r} + \frac{10}{R} & |r| \leq R \\
0 & \text{otherwise}
\end{cases}$$

with $R = 0.2$. We refer to Figure 4.2a for a schematic plot of the atomic configuration (four atomic spheres centred at $R_n$ ($n = 1, \cdots, 4$) and the interstitial region $\Omega_I$).

We solve the KKR equation by the “root-tracing” methods. More precisely, we scan some energy window to find the root of the determinant $S(E_L)$ with some given $L$. We show in Figure 4.2b the determinant as a function of energy parameter $z$ in the region of interest, with $L = 3$. We then present the decay of errors with respect to the angular-momentum truncation $L$ for the first eigenvalue in Figure 4.2c. We observe that the error decays exponentially fast as $L$ increases, which is consistent with our theoretical result.

![Figure 4.2](image1.png)

Figure 4.2: Example 1. (a): Domain decomposition. (b): Solving the KKR equation by “root-tracing”. (c): Decay of the numerical errors with respect to angular-momentum truncation.

**Example 2** (non-spherical potentials). Consider a system with two atoms located at $R_1 = (0.5, 1, 1)$ and $R_2 = (1.5, 1, 1)$. The radii for the atomic spheres are $R_1 = 0.35$ and $R_2 = 0.3$, respectively (see Figure 4.3a). We put non-spherical potentials in both atomic spheres, which has non-vanishing angular components for $\ell = 1$. In particular, the potential is given by

$$V(r) = \begin{cases} 
v_0^1(r_1)Y_{00} + \sum_{m=-1}^{1} v^1_{1m}(r_1)Y_{1,m}(\hat{r}_1) & r \in \Omega_1, \\
v_0^2(r_2)Y_{00} + \sum_{m=-1}^{1} v^2_{1m}(r_2)Y_{1,m}(\hat{r}_2) & r \in \Omega_2, \\
0 & r \in \Omega_I,
\end{cases}$$

(4.1)
with the Gaussian-type radial parts

\[ v_{n\ell m}^n(r) = c_{n\ell m}^n r^\ell \left( e^{-(r/\sigma_{n\ell m})^2} - e^{-(R_n/\sigma_{n\ell m})^2} \right) \quad \text{for } n = 1, 2, \ell = 0, 1, |m| \leq \ell, \quad (4.2) \]

where the coefficients are given in Table 2.

We use the “root-tracing” method to solve the KKR equation, and show the behavior of determinant (for \( L = 3 \)) in Figure 4.3b. The decay of numerical errors with respect to the angular-momentum truncation \( L \) for the first eigenvalue is presented in Figure 4.3c, from which we observe a spectral convergence rate.

### Table 2: The coefficients for the potential in (4.1) and (4.2).

| \((n, \ell, m)\) | \((1, 0, 0)\) | \((1, 1, -1)\) | \((1, 1, 0)\) | \((1, 1, 1)\) | \((2, 0, 0)\) | \((2, 1, -1)\) | \((2, 1, 0)\) | \((2, 1, 1)\) |
|-----------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| \(c_{n\ell m}^n\) | \(-700\) | \(-30\) | \(-20\) | \(-15\) | \(-720\) | \(-70\) | \(-30\) | \(-20\) |
| \(\sigma_{n\ell m}^n\) | \(0.1\) | \(0.05\) | \(0.04\) | \(0.045\) | \(0.1\) | \(0.04\) | \(0.03\) | \(0.04\) |

Figure 4.3: Example 2. (a): Domain decomposition. (b): Solving the KKR equation by “root-tracing”. (c): Decay of the numerical errors with respect to angular-momentum truncation.

### 5 Concluding remarks

In this paper, we investigate the KKR secular equations and justify the spectral convergence rate with respect to the truncation of the angular-momentum sums. Our theory works for almost all MST methods (not only the KKR equation but also other forms) due to their mathematical equivalence in the angular-momentum representations. We further point out that since the MST methods are essentially Green’s function methods, the angular-momentum truncation on the wave function expansion can also be viewed as a truncation of the free electron Green’s function expansion. In particular, it approximates (3.3) by

\[ G_0(r, r'; z) \approx \sum_{\ell \leq L} Y_{\ell m}(\hat{r}) g_\ell(r, r'; z) Y_{\ell m}(\hat{r'}). \]

We will present an analysis based on the approximation of Green’s function in our future work.

The formalism and theory in this paper are made within the muffin-tin approximation of the potentials, which confine the potentials in non-overlapping atomic spheres (scattering...
cells). Although the muffin-tin approximation has been appreciated in electronic structure calculations of metals and many of their alloys, it is necessary to generalize the theory to non-muffin-tin cases (space-filling potential cells) for systems with low rotational symmetry, for example, covalently bonded materials, surfaces, various kinds of impurities, and so on [11]. The extension of our numerical analysis to MST methods with general space-filling potential cells is highly non-trivial, which will be studied in another work.

Appendix A Proofs

Appendix A.1 Proof of Lemma 3.1

Proof. Let \( E_L \) be the solution of the KKR secular equation (2.19), and \( u_L \) be given by (2.21) with the coefficients \( a^n_{\ell m} \) and \( b^n_{\ell m} \) satisfying (2.22) and (2.17). To show that \( u_L \in \mathcal{W}_L(E_L) \), it is sufficient to demonstrate that \( u_L \) and its first derivative are weakly continuous through \( \Gamma_n \).

We first evaluate the jump of \( u_L \) on \( \Gamma_n \) by using (2.14) and (2.10)

\[
[u_L]_{\Gamma_n} = u^+_L|_{\Gamma_n} - u^-_L|_{\Gamma_n} \\
= \sum_{\ell \leq L} a^n_{\ell m} j_\ell(\sqrt{E_L R_n}) Y_{\ell m}(\hat{r}_n) - \sum_{n' \neq n} \sum_{\ell \leq L} b^n_{\ell m}' H_{\ell m'}(\hat{r}_{n'}; E_L)|_{\Gamma_n} \\
= \sum_{\ell \leq L} a^n_{\ell m} j_\ell(\sqrt{E_L R_n}) Y_{\ell m}(\hat{r}_n) - \sum_{\ell \leq L} \left( \sum_{n' \neq n} \sum_{\ell \leq L} g^n_{\ell m,\ell m'}(E_L) b^n_{\ell m'} \right) j_\ell(\sqrt{E_L R_n}) Y_{\ell m}(\hat{r}_n) \\
= -\sum_{\ell > L} a^n_{\ell m} j_\ell(\sqrt{E_L R_n}) Y_{\ell m}(\hat{r}_n).
\]

We then immediately obtain \( \int_{\Gamma_n} [u_L]_{\Gamma_n} Y_{\ell m} = 0 \) (\( \forall \ell \leq L \)) by the orthogonality of the spherical harmonic functions. Similarly, we have that for the first derivative, \( \int_{\Gamma_n} \frac{\partial u_L}{\partial r_n}|_{\Gamma_n} Y_{\ell m} = 0 \) (\( \forall \ell \leq L \)). Therefore, \( u_L \in \mathcal{W}_L(E_L) \).

Next, we will show that if \( \mathcal{W}_L(E_L) \setminus \{0\} \neq \emptyset \), then \( E_L \) solves (2.19) and any \( 0 \neq u_L \in \mathcal{W}_L(E_L) \) can be written as (2.21). Since \( u_L \in \mathcal{W}_L(E_L) \), we can write it as

\[
u_L(r) = \begin{cases} 
\sum_{\ell \leq L} A^n_{\ell m} \zeta^n_{\ell m}(r_n; E_L) & \text{in } \Omega_n \ (n = 1, \ldots, N), \\
\sum_{n'=1}^N \sum_{\ell \leq L} B^n_{\ell m} H_{\ell m}(r_{n'}; E_L) & \text{in } \Omega^1,
\end{cases}
\]

with \( A^n_{\ell m} \) and \( B^n_{\ell m} \) the coefficients and \( \zeta^n_{\ell m} \) given by (2.20). We then have

\[
[u_L]_{\Gamma_n} = \sum_{\ell \leq L} A^n_{\ell m} \zeta^n_{\ell m}(r_n; E_L)|_{\Gamma_n} - \sum_{n'=1}^N \sum_{\ell \leq L} B^n_{\ell m} H_{\ell m}(r_{n'}; E_L)|_{\Gamma_n} \\
= \sum_{\ell \leq L} A^n_{\ell m} \left( j_\ell(\sqrt{E_L R_n}) + t^n_{\ell}(E_L) h_\ell(\sqrt{E_L R_n}) \right) Y_{\ell m}(\hat{r}_n) - \sum_{\ell \leq L} B^n_{\ell m} h_\ell(\sqrt{E_L R_n}) Y_{\ell m}(\hat{r}_n) \\
- \sum_{\ell \leq L} \left( \sum_{n' \neq n} \sum_{\ell \leq L} g^n_{\ell m,\ell m'}(E_L) b^n_{\ell m'} \right) j_\ell(\sqrt{E_L R_n}) Y_{\ell m}(\hat{r}_n),
\]
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which together with the weak continuity of \( u_L \) (since \( u_L \in \mathcal{W}_L(E_L) \)) implies

\[
\left( A_{\ell m}^n - \sum_{n' \neq n} \sum_{\ell' \leq L} g_{\ell_m,\ell'm'}^{n'n'}(E_L)B_{\ell'm'}^{n'} \right) j_\ell(\sqrt{E_L}R_n) + \left( t^p_\ell(E_L)A_{\ell m}^n - B_{\ell m}^n \right) h_\ell'(\sqrt{E_L}R_n) = 0,
\]

\[
1 \leq n \leq N, \ 0 \leq \ell \leq L, \ |m| \leq \ell.
\]  

(A.1.1)

Using a similar calculation and the weak continuity of \( \partial u_L/\partial r_n \), we have

\[
\left( A_{\ell m}^n - \sum_{n' \neq n} \sum_{\ell' \leq L} g_{\ell_m,\ell'm'}^{n'n'}(E_L)B_{\ell'm'}^{n'} \right) j'_\ell(\sqrt{E_L}R_n) + \left( t^p_\ell(E_L)A_{\ell m}^n - B_{\ell m}^n \right) h'_\ell(\sqrt{E_L}R_n) = 0,
\]

\[
1 \leq n \leq N, \ 0 \leq \ell \leq L, \ |m| \leq \ell.
\]  

(A.1.2)

Combining (A.1.1), (A.1.2), and the following Wronskian relation

\[
\begin{vmatrix}
  j_\ell(x) & h_\ell(x) \\
  j'_\ell(x) & h'_\ell(x)
\end{vmatrix} = \frac{i}{x^2} \neq 0,
\]

we have

\[
\begin{cases}
  A_{\ell m}^n = \sum_{n' \neq n} \sum_{\ell' \leq L} g_{\ell_m,\ell'm'}^{n'n'}(E_L)B_{\ell'm'}^{n'} \\
  B_{\ell m}^n = t^p_\ell(E_L)A_{\ell m}^n
\end{cases}
\]

\[
1 \leq n \leq N, \ 0 \leq \ell \leq L, \ |m| \leq \ell.
\]  

(A.1.3)

Note that (A.1.3) and \( u_L \neq 0 \) indicate that \( \{ A_{\ell m}^n \} \) is a non-trivial solution of (2.22) and hence \( E_L \) solves the KKR secular equation (2.19). This completes the proof. \( \square \)

**Appendix A.2  Proof of Lemma 3.2**

**Proof of Lemma 3.2 (a).** In order to show the symmetry of \( a_L(\cdot, \cdot) \), it is only necessary to show that the following equality holds for any basis function \( \phi_{\ell m,L}^n \) (defined in (3.7))

\[
a_L(\phi_{\ell_1 m_1,L}^{n_1}, \phi_{\ell_2 m_2,L}^{n_2}) = a_L(\phi_{\ell_1 m_1,L}^{n_2}, \phi_{\ell_2 m_2,L}^{n_1})^* \quad \forall \ 1 \leq n_1, n_2 \leq N, \ 0 \leq \ell_1, \ell_2 \leq L, \ |m_1| \leq \ell_1, \ |m_2| \leq \ell_2.
\]  

(A.2.1)

According to the definition of \( a_L(\cdot, \cdot) \), (A.2.1) can be written in terms of \( \varphi_{\ell m,L}^n \) (defined in (3.9)) as

\[
a_\delta(\phi_{\ell_1 m_1,L}^{n_1}, \varphi_{\ell_2 m_2,L}^{n_2}) = a_\delta(\phi_{\ell_1 m_1,L}^{n_2}, \varphi_{\ell_2 m_2,L}^{n_1})^*.
\]  

(A.2.2)

Furthermore, since \( a_\delta(\cdot, \cdot) \) is symmetric and the basis functions \( \phi_{\ell m}^n \) and \( \varphi_{\ell m}^n \) only differ in the regions \( B_{n'} \) \( (n' \neq n) \), it is only necessary for us to consider the above integrals (in A.2.2) in \( B_n \) for \( 1 \leq n \leq N \). In particular, we need to show that for any \( 1 \leq n \leq N \),

\[
\int_{B_n} \phi_{\ell_1 m_1,L}^{n_1} \varphi_{\ell_2 m_2,L}^{n_2*} = \int_{B_n} \varphi_{\ell_1 m_1,L}^{n_1} \phi_{\ell_2 m_2,L}^{n_2*} \quad \text{and} \quad (A.2.3a)
\]

\[
\int_{B_n} \nabla \phi_{\ell_1 m_1,L}^{n_1} \cdot \nabla \varphi_{\ell_2 m_2,L}^{n_2*} = \int_{B_n} \nabla \varphi_{\ell_1 m_1,L}^{n_1} \cdot \nabla \phi_{\ell_2 m_2,L}^{n_2*} \quad (A.2.3b)
\]
We will consider (A.2.3a) and (A.2.3b) for three cases separately in the following: (i) \( n = n_1 = n_2 \), (ii) \( n \neq n_1 \) and \( n \neq n_2 \), and (iii) \( n = n_1 \neq n_2 \) (the same for \( n = n_2 \neq n_1 \)).

The first case with \( n = n_1 = n_2 \) is clear due to the fact that \( \varphi_{\ell m, L}^n = \phi_{\ell m, L}^n \) in \( B_n \).

For the second case with \( n \neq n_1 \) and \( n \neq n_2 \), (A.2.3a) can be easily verified by the definitions (3.7), (3.9) and a direct calculation. Then by using the definition of the cutoff function \( \eta \) and the fact that \( \phi_{\ell m, L}^n \) satisfies (3.3) on \( B_n' (\forall n') \), we have

\[
\int_{B_n} (\nabla \phi_{\ell m, 1, L}^n \cdot \nabla \varphi_{\ell m, 2, L}^n - \nabla \phi_{\ell m, 2, L}^n \cdot \nabla \varphi_{\ell m, 1, L}^n)
\]

\[
= \int_{B_n} (-\Delta \phi_{\ell m, 1, L}^n \varphi_{\ell m, 2, L}^n + \varphi_{\ell m, 1, L}^n \Delta \phi_{\ell m, 2, L}^n) + \int_{\partial B_n} \left( \frac{\partial \phi_{\ell m, 1, L}^n \varphi_{\ell m, 2, L}^n}{\partial r_n} - \frac{\partial \phi_{\ell m, 2, L}^n \varphi_{\ell m, 1, L}^n}{\partial r_n} \right)
\]

\[
= z \int_{B_n} (\varphi_{\ell m, 1, L}^n \Delta \phi_{\ell m, 2, L}^n - \phi_{\ell m, 1, L}^n \Delta \phi_{\ell m, 2, L}^n) + \int_{r_n = R_n + r_n^b} \left( \frac{\partial \phi_{\ell m, 1, L}^n \varphi_{\ell m, 2, L}^n}{\partial r_n} - \frac{\partial \phi_{\ell m, 2, L}^n \varphi_{\ell m, 1, L}^n}{\partial r_n} \right)
\]

Note that a simple calculation can indicate that each of the three terms in (A.2.4) vanishes. Therefore, (A.2.3b) is also true for the second case.

For the last case with \( n = n_1 \neq n_2 \), we can use similar arguments and the fact that \( \phi_{\ell m, L}^n = H_{\ell m} \) in \( B_n \) to show (A.2.3a) and (A.2.3b).

**Proof of Lemma 3.2 (b).** It is only necessary to show that there exists a constant \( 0 < \gamma < 1 \), independent of \( L \), such that

\[
|a_\delta(u, Mu - u)| \leq \gamma a_\delta(u, u) \quad \forall u \in U_L(z).
\]  

(A.2.5)

We will consider the right-hand side and left-hand side of (A.2.5) respectively in the following.

Since \( a_\delta(\cdot, \cdot) \) is coercive in any region, the right-hand side of (A.2.5) can be estimated by

\[
a_\delta(u, u) \geq \int_{\Omega} |\nabla u|^2 \geq \sum_{n=1}^N \int_{\tilde{B}_n} |\nabla u|^2,
\]  

(A.2.6)

where \( \tilde{B}_n = \{ r \in \Omega \mid R_n < |r_n| < R_n + 2r_n^b \} \). In each \( \tilde{B}_n \), \( u \in U_L(z) \) can be represented in the spherical coordinates with respect to \( R_n \) as

\[
u(r) = \sum_{\ell m} a_{\ell m}^n J_{\ell m}(r_n; z) + \sum_{\ell \leq L} b_{\ell m}^n H_{\ell m}(r_n; z).
\]  

(A.2.7)

Using (A.2.7) and \( \Delta = \frac{1}{r^2} \frac{\partial}{\partial r} (r^2 \frac{\partial}{\partial r}) + \frac{1}{r^2} \Delta_{S^2} \) with \( \Delta_{S^2} \) the Laplace-Beltrami operator on the unit sphere \( S^2 \), we have

\[
\int_{\tilde{B}_n} |\nabla u|^2 = \int_{R_n + 2r_n^b} \int_{S^2} \left| \frac{\partial u}{\partial r} \right|^2 - \int_{R_n + 2r_n^b} \int_{S^2} u^2 \Delta_{S^2} u
\]

\[
\geq \sum_{\ell > L} |a_{\ell m}^n|^2 \int_{R_n + 2r_n^b} \left( r^2 |z| |j_{\ell}(\sqrt{z}r)|^2 + \ell (\ell + 1) |j_{\ell}(\sqrt{z}r)|^2 \right),
\]  

(A.2.8)
where all the \( \ell \leq L \) components are positive and dropped for the last inequality.

For the left-hand side of (A.2.5), we have from the definition of \( \mathcal{M} \) that

\[
a_\delta(u, \mathcal{M}u - u) = \sum_{n=1}^{N} \int_{B_n} \nabla u \cdot \nabla (\mathcal{M}u - u)^*. \tag{A.2.9}
\]

By writing \( \mathcal{M}u \) as

\[
(\mathcal{M}u)(r) = \sum_{\ell \leq L} \left( a_{\ell m}^n J_{\ell m}(r_n; z) + b_{\ell m}^n H_{\ell m}(r_n; z) \right) + \left( 1 - \eta_n(|r_n|) \right) \sum_{\ell > L} a_{\ell m}^n J_{\ell m}(r_n; z),
\]

we have that for each \( B_n \),

\[
\int_{B_n} \nabla u \cdot \nabla (\mathcal{M}u - u)^* = \int_{R_n}^{R_n + r_n^b} r^2 \int_{S^2} \frac{\partial (\mathcal{M}u - u)^*}{\partial r} \frac{\partial u}{\partial r} - \int_{R_n}^{R_n + r_n^b} \int_{S^2} (\mathcal{M}u - u)^* \Delta_{S^2} u
\]

\[
= \sum_{\ell > L} |a_{\ell m}^n|^2 \int_{R_n}^{R_n + r_n^b} \left( - |z| \eta_n(r) r^2 |j_\ell'(\sqrt{z}r)|^2 - |\sqrt{z}j_\ell(r) r^2 j_\ell'(\sqrt{z}r) j_\ell^*(\sqrt{z}r) \right)
\]

\[
- \ell (\ell + 1) \int_{R_n}^{R_n + r_n^b} \eta_n(r) |j_\ell(\sqrt{z}r)|^2. \tag{A.2.10}
\]

Then we have from (A.2.10) and the Cauchy-Schwartz inequality that for any \( \epsilon > 0 \)

\[
\left| \int_{B_n} \nabla u \cdot \nabla (\mathcal{M}u - u)^* \right|
\leq \sum_{\ell > L} |a_{\ell m}^n|^2 \int_{R_n}^{R_n + r_n^b} \left( (1 + \epsilon) r^2 |z| |j_\ell'(\sqrt{z}r)|^2 + \left( \ell (\ell + 1) + \frac{1}{\epsilon} \right) |j_\ell(\sqrt{z}r)|^2 \right). \tag{A.2.11}
\]

Note that for \( z < 0 \), \( j_\ell(\sqrt{z}r) \) can be written by

\[
j_\ell(\sqrt{z}r) = i^\ell \frac{\sqrt{\pi}}{2^{\ell+1}} (kr)^\ell \sum_{m=0}^{\infty} \frac{k^{2m}}{m! \Gamma(m + \ell + 3/2)} \left( \frac{r}{2} \right)^{2m}, \tag{A.2.12}
\]

with \( k = \sqrt{|z|} \) and \( \Gamma \) denoting the Gamma function. We can see that \( |j_\ell(\sqrt{z}r)| \) and \( |j_\ell'(\sqrt{z}r)| \) are increasing functions with respect to \( r \) for any \( \ell \in \mathbb{N} \). By taking into accounts this property and (A.2.6), (A.2.8), (A.2.9) and (A.2.11), we can obtain (A.2.5) by appropriately choosing some \( 0 < \epsilon < 1 \). This completes the proof of Lemma 3.2 (b1).

Lemma 3.2 (b2) can be proved by almost the same arguments, and we skip the details for simplicity of the presentation.

**Appendix A.3 Proof of Theorem 3.1**

**Proof.** Let \( E_L \) be the solution of (2.19) and \( u_L \) be given by (2.21). We have from Lemma 3.1 that \( u_L \in W_L(E_L) \), and hence both \( u_L \) and its first derivative are weakly continuous. Then by using the expression (2.21) and the weak continuity, we can see by a direct calculation that \( (E_L, u_L) \) satisfies the equation (3.12).
Conversely, let \((E_L, u_L) \in \mathbb{R} \times \mathcal{U}_L(E_L)\) be an eigenpair of (3.12). According to Lemma 3.1, it is only necessary for us to show that \(u_L \in \mathcal{W}_L(E_L)\). By comparing the definitions of \(\mathcal{U}_L(E_L)\) and \(\mathcal{W}_L(E_L)\), we only need to prove that \(\partial u_L / \partial r_n\) is weakly continuous through \(\Gamma_n\) for \(1 \leq n \leq N\). First, integrating the left-hand side of (3.12) by parts gives

\[
\sum_{n=1}^{N} \int_{\Gamma_n} v \left[ \frac{\partial u_L}{\partial r_n} \right] d\Gamma_n = 0 \quad \forall \ v \in \mathcal{V}_L(E_L).
\]  

Then we note that the basis functions \(\varphi_n^{\ell_m,L}\) of \(\mathcal{V}_L(E_L)\) on the spherical surface \(\Gamma_n'\) \((n' \neq n)\) can be written by

\[
\varphi_{\ell_m,L}^{n}(r; E_L)_{|\Gamma_n'} = \sum_{\ell \leq L} h_{\ell'}(\sqrt{E_L} R_{n'}) \left( \delta_{\ell n'} \delta_{\ell m'} + \frac{j_{\ell'}(\sqrt{E_L} R_{n'})}{h_{\ell'}(\sqrt{E_L} R_{n'})} g_{\ell_m',\ell_m'}^{n}(E_L) \right) Y_{\ell m'}(\hat{r}_{n'})
\]

\[
= \sum_{\ell \leq L} h_{\ell'}(\sqrt{E_L} R_{n'}) P_{n \ell m, n' \ell m'}(E_L) Y_{\ell m'}(\hat{r}_{n'})
\]  

(A.3.2)

with \(P_{n \ell m, n' \ell m'}\) given by (2.24). By substituting (A.3.2) into (A.3.1) with \(v(r) = \varphi_{\ell_m,L}^{n}(r; E_L)\), we can derive from the assumption (2.23) (for asymptotic problem) that

\[
\int_{\Gamma_n} \left[ \frac{\partial u_L}{\partial r_n} \right] Y_{\ell m}(\hat{r}_n) d\Gamma_n = 0 \quad \forall \ 1 \leq n \leq N, \ 0 \leq \ell \leq L, \ |m| \leq \ell.
\]  

(A.3.3)

This indicates the weak continuity of \(\partial u_L / \partial r_n\) and completes the proof.

\[\square\]

Appendix A.4 Proof of Theorem 3.2

The proof of Theorem 3.2 will be divided into two parts. First, we will show in Appendix A.4.1 that (3.19) holds, that is, the limiting pair \((E_\infty, u_\infty)\) solves the original problem (3.1). Then, we will justify the convergence rate (3.20) in Appendix A.4.2. Some auxiliary lemmas will be used, and we put their proofs in Appendix A.4.3.

Appendix A.4.1 Proof of (3.19)

Proof. To show that \((E_\infty, u_\infty)\) satisfies (3.1), we consider that for any \(v \in H^1(\mathbb{R}^3)\),

\[
|a(u_\infty, v) - E_\infty(u_\infty, v)| = |a_\delta(u_\infty, v) - E_\infty(u_\infty, v)|
\]

\[
\leq |a_\delta(u_\infty - u_L, v)| + |a_\delta(u_L, v) - E_L(u_L, v)| + |(E_\infty - E_L)(u_L, v)| + |E_\infty(u_L - u_\infty, v)|
\]

\[
\leq C \left( \int_{\Omega} |\nabla(u_\infty - u_L)| \cdot |\nabla v| + \sum_{n=1}^{N} \int_{\Gamma_n} |\nabla(u_\infty - u_L)| \cdot |\nabla v| + \int_{\mathbb{R}^3} |V(u_\infty - u_L)v| + |a_\delta(u_L, v) - E_L(u_L, v)| + |E_\infty - E_L| + \|u_L - u_\infty\|_{L^2(\mathbb{R}^3)} \right).
\]  

(A.4.1)
Since (3.18) and the compact embedding \( \text{imply that } u_L \text{ converges to } u_\infty \text{ in } L^3(\mathbb{R}^3), \) we can derive by using the Hölder inequality that for any \( v \in H^1(\mathbb{R}^3), \)

\[
\lim_{L \to \infty} \int_{\mathbb{R}^3} |V(u_\infty - u_L)v| \leq \lim_{L \to \infty} \|V\|_{L^2(\mathbb{R}^3)}\|u_L - u_\infty\|_{L^3(\mathbb{R}^3)}\|v\|_{L^6(\mathbb{R}^3)} = 0.
\]  

(A.4.2)

Note that \( u_L \in \mathcal{U}_L(E_L) \) satisfies (3.15) with the energy parameter \( z = E_L \) and \( \mathcal{V}_L(E_L) \subset H^1(\mathbb{R}^3), \) we have that for any \( v \in C_c^\infty(\mathbb{R}^3) \) and \( v_L \in \mathcal{V}_L(E_L), \)

\[ a_\delta(u_L, v) - E_L(u_L, v) = a_\delta(u_L, v - v_L) - E_L(u_L, v - v_L) + a_\delta(u_L, v_L) - E_L(u_L, v_L) \]

\[ = \sum_{n=1}^N \left[ \frac{\partial u_L}{\partial r_n} \right] (v - v_L)^* \leq C \sum_{n=1}^N \|v - v_L\|_{H^\frac{1}{2}(\Gamma_n)}\|u_L\|_{\delta}, \]  

(A.4.3)

where the Cauchy-Schwartz inequality and trace theorem are used for the last inequality. Using similar arguments as that in (A.3.1)-(A.3.3), we see that for any \( v \in C_c^\infty(\mathbb{R}^3) \), there exists a \( v_L \in \mathcal{U}_L(E_L) \) such that \( \int_{\Gamma_n} (v - v_L)\gamma_m(\bar{r}_n) = 0 \) for \( n = 1, \ldots, N, \) \( 0 \leq \ell \leq L, \) \( |m| \leq \ell, \) and hence \( \sum_{n=1}^N \|v - v_L\|_{H^\frac{1}{2}(\Gamma_n)} \to 0 \) as \( L \to \infty. \) We then obtain from (3.17) and (A.4.3) that

\[
\lim_{L \to \infty} a_\delta(u_L, v) - E_L(u_L, v) = 0 \quad \forall \ v \in C_c^\infty(\mathbb{R}^3).
\]  

(A.4.4)

Since \( C_c^\infty(\mathbb{R}^3) \) is dense in \( H^1(\mathbb{R}^3), \) (A.4.4) also holds for any \( v \in H^1(\mathbb{R}^3). \)

By taking into accounts (A.4.1), (3.16), (3.18), (A.4.2) and (A.4.4), we obtain (3.19). \( \Box \)

Appendix A.4.2 Proof of (3.20)

We will first introduce some operators and notations, then give some lemmas that are key to the proof, and finally provide the proof of (3.20) by using these lemmas. For simplicity of the notations, we will use \((E, u)\) to denote \((E_\infty, u_\infty)\) hereafter.

Define the solution operator \( T : L^2(\mathbb{R}^3) \to H^1(\mathbb{R}^3) \) such that for \( f \in L^2(\mathbb{R}^3) \)

\[ a(Tf, v) = (f, v) \quad \forall \ v \in H^1(\mathbb{R}^3). \]

For given \( L \in \mathbb{N} \) and \( z \in \mathbb{R}, \) define the approximate solution operator \( \mathcal{T}_L^z : L^2(\mathbb{R}^3) \to \mathcal{U}_L(z) \) such that for \( f \in L^2(\mathbb{R}^3) \)

\[ a_L(T_L^zf, v) = (f, \mathcal{M}v) \quad \forall \ v \in \mathcal{U}_L(z). \]

Then the eigenvalue problems (3.1) and (3.12) are equivalent to \( ETu = u \) and \( E_LT_L^{E_L}u_L = u_L, \) respectively. For simplicity, we will use \( T_L \) to denote \( T_L^{E_L} \) in the following.

Let \( \sigma(T) \) be the spectrum of the solution operator \( T \) and \( \rho(T) \) be its resolvent set. We have that \( E^{-1} \in \sigma(T). \) Let \( \gamma \) be a circle in the complex plane that is centered at \( E^{-1} \) and does not enclose any other point of \( \sigma(T). \) Define the following two operators by contour integrals

\[
\mathcal{E} = \frac{1}{2\pi i} \int_\gamma (z - T)^{-1}dz \quad \text{and} \quad \mathcal{E}_L = \frac{1}{2\pi i} \int_\gamma (z - T_L)^{-1}dz.
\]

\footnote{It has been shown in [18] Lemma I.1] that the possible loss of the compactness in the unbounded domain occurs from the vanishing of the functions, or the splitting of the functions into at least two parts which are going infinitely away from each other. In our case, we consider functions in spaces \( \mathcal{U}_L(z) \) with \( L \in \mathbb{N}, \) and the “mass” of the functions therein concentrates around the atomic sites. Then it is not difficult to see that the above two possibilities of loss of the compactness can be ruled out.}
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Note that $\mathcal{E}$ can be viewed as the spectral projections of $T$ related to the eigenvalue $E^{-1}$. In fact, if $L$ is sufficiently large, then the convergence $E_L \to E$ implies that $(z - T_L)^{-1}$ is well-defined and bounded on $\gamma$, and $\mathcal{E}_L$ is the spectral projections of $T_L$ related to $E_L^{-1}$. We can then observe from the relationship $(z - T)^{-1} - (z - T_L)^{-1} = (z - T)^{-1}(T - T_L)(z - T_L)^{-1}$ that

$$
\|\mathcal{E} - \mathcal{E}_L\|_{L^2(H^1(\mathbb{R}^3), \mathcal{R}(\mathcal{E}))} \leq C\|T - T_L\|_{L^2(\mathcal{R}(\mathcal{E}), H^1(\mathbb{R}^3))} \tag{A.4.5}
$$

with $\mathcal{R}(\mathcal{E})$ denoting the range of $\mathcal{E}$.

We finally need to introduce an “interpolation” operator from $\mathcal{R}(\mathcal{E})$ to $U_L(z)$. For any $u \in \mathcal{R}(\mathcal{E})$, we can immediately complete the proof of Theorem 3.2.

The following three lemmas are the three key ingredients of the proof. Lemma A.1 gives the error bound for the approximate solution operator $I_{L,z}$ depending only on $s$ and $u$ such that $$(u - I_{L,E}u)_{H^s(\Omega^1)} \leq C_s u \quad \forall \ s > r \geq 1. \tag{A.4.8}$$

Lemma A.2. If $u \in \mathcal{R}(\mathcal{E})$ and the asymptotic assumption (2.23) is satisfied, then there exists a constant $C_s > 0$ depending only on $s$ and $u$ such that $$(T u - T_L u)_\delta \leq C_s (|E - E_L| + L^{1-s}). \tag{A.4.9}$$

Lemma A.3. Let $(E_L, u_L)$ be an eigenpair of (3.12). Then there exists a constant $C_s > 0$ depending only on $s$ and $u$ such that $$(E - E_L) \leq C_s (L^{1-s} + \|u - u_L\|_3^3). \quad \forall \ s > 1. \tag{A.4.10}$$

By using these lemmas, we can immediately complete the proof of Theorem 3.2.

Proof of (3.20). Combining (A.4.5), (A.4.9) and (A.4.10), we can obtain that

$$
\|u - u_L\|_\delta \leq C_s (\|u - u_L\|_3^3 + L^{1-s}) \leq C_s L^{1-s},
$$

which completes the proof.

22
Appendix A.4.3  Proofs of the lemmas

Proof of Lemma A.1. The proof will be divided into two parts. First, we will show the error on a ring by transferring the Sobolev norms into equivalent forms in the spherical coordinates. Then we will extract the interpolation error in the interstitial region.

Part I. Let \( z < 0, k = \sqrt{|z|} \), and \( \Omega = [d, d] \times S^2 \) with \( d > 0 \). If \( v \) satisfies the equation \(-\Delta v = zv \) on \( \tilde{\Omega} \), then \( v \) can be written in the following form

\[
v(r; z) = \sum_{\ell m} c_{\ell m} v_\ell(ikr) Y_{\ell m}(\hat{r}) \quad \text{with} \quad v_\ell(r) = a_\ell j_\ell(r) + b_\ell h_\ell(r),
\]

where the coefficients \( a_\ell \) and \( b_\ell \) are real numbers. For a given \( L \in \mathbb{N} \), let \( v_L \) be the truncation of \( v \) given by

\[
v_L(r; z) = \sum_{\ell \leq L} c_{\ell m} v_\ell(ikr) Y_{\ell m}(\hat{r}).
\]

We will show in this first part that there exists a constant \( C \) independent of \( L \), such that

\[
\|v - v_L\|_{H^s(\tilde{\Omega})} \leq C L^{r-s} \|v\|_{H^s(\tilde{\Omega})} \quad \forall \ r < s. \tag{A.4.11}
\]

By using the fact that \( \Delta = \frac{1}{r} \frac{\partial}{\partial r} (r^2 \frac{\partial}{\partial r}) + \frac{1}{r^2} \Delta_{S^2} \), we can transfer the Sobolev norm into the spherical coordinates as follows

\[
\|v\|^2_{H^s(\tilde{\Omega})} = \|v\|^2_{L^2(\tilde{\Omega})} + \int_{\partial \Omega} v (-\Delta v) + \int_{\Omega} v \frac{\partial v}{\partial n}
\]

\[
\quad = \sum_{\ell m} |c_{\ell m}|^2 \int_{d} r^2 (|v_\ell|^2 + |zv_\ell'|^2) \, dr + \sum_{\ell m} \ell (\ell + 1) |c_{\ell m}|^2 \int_{d} |v_\ell|^2 \, dr
\]

\[
\quad \sim \sum_{\ell m} (\ell^2 + 1) |c_{\ell m}|^2 \|v_\ell(ik\cdot)\|^2_{L^2([d, d])} + \sum_{\ell m} |c_{\ell m}|^2 \|v_\ell'(ik\cdot)\|^2_{L^2([d, d])}, \tag{A.4.12}
\]

where the notation \( A \sim B \) means that there exist two positive constants \( C_1 \) and \( C_2 \) independent on \( v \) such that \( C_1 B \leq A \leq C_2 B \). We then claim that in (A.4.12), the second term can be controlled by the first term, more precisely, there exists \( C > 0 \) independent of \( \ell \) such that

\[
\|v_\ell'(ik\cdot)\|^2_{L^2([d, d])} \leq C (\ell^2 + 1) \|v_\ell(ik\cdot)\|^2_{L^2([d, d])} \quad \forall \ \ell > 0. \tag{A.4.13}
\]

To see (A.4.13), we first have the following recursive formula from the properties of the functions \( j_\ell \) and \( h_\ell \),

\[
v_\ell' = \frac{1}{2\ell + 1} (\ell v_{\ell-1} - (\ell + 1) v_{\ell+1}). \tag{A.4.14}
\]

Then we can discuss three cases respectively: (1) \( v_\ell = h_\ell \); (2) \( v_\ell = j_\ell \); and (3) \( v_\ell = a_\ell j_\ell + b_\ell h_\ell \).

For the first case \( v_\ell = h_\ell \), we have from the analytical expression of the spherical Hankel function

\[
h_\ell(ikr) = (-i)^{\ell+2} \frac{1}{kr} e^{ikr} \sum_{n=0}^{\ell} \frac{1}{n!(2kr)^n} (\ell + n)! (\ell - n)!, \tag{A.4.15}
\]
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that \( \text{Re}\{h_\ell(ikr)\} \cdot \text{Im}\{h_\ell(ikr)\} = 0 \) for any \( \ell \). This implies

\[
\text{Re}\{h_{\ell+1}(ikr)h_{\ell-1}(ikr)\} = \text{Re}\{h_{\ell+1}(ikr)h^*_\ell(ikr)\} = 0,
\]

and hence

\[
|h'_\ell(ikr)|^2 = \frac{\ell^2}{(2\ell + 1)^2} |h_{\ell-1}(ikr)|^2 + \frac{(\ell + 1)^2}{(2\ell + 1)^2} |h_{\ell+1}(ikr)|^2. \tag{A.4.16}
\]

We can derive by a direct calculation that there exist two positive constants \( C_1 \) and \( C_2 \) independent of \( \ell \) such that

\[
C_1 |h_\ell(ikr)| \leq |h_{\ell+1}(ikr)| \leq C_2 \ell |h_\ell(ikr)| \quad \forall \ell > 0, \quad d < r < \overline{d}. \tag{A.4.17}
\]

Combining (A.4.14), (A.4.16) and (A.4.17), we obtain (A.4.13).

For the second case \( \nu = j_\ell \), we can show by similar arguments and the analytical expression of the spherical Bessel function (A.2.12) that

\[
C_1 |j_{\ell+1}(ikr)| \leq |j_\ell(ikr)| \leq C_2 \ell |j_{\ell+1}(ikr)| \quad \forall \ell > 0, \quad d < r < \overline{d}. \tag{A.4.18}
\]

By using (A.4.14) and (A.4.18), we see that (A.4.13) also holds for the second case.

For the last case \( \nu = a_\ell j_\ell + b_\ell h_\ell \), we note that for any \( \ell \), \( j_\ell(ikr) \) and \( h_\ell(ikr) \) are both real numbers or purely imaginary numbers at the same time. This indicates

\[
|\nu(ikr)|^2 = |a_\ell|^2 |j_\ell(ikr)|^2 + |b_\ell|^2 |h_\ell(ikr)|^2,
\]

and

\[
|\nu'_\ell(ikr)|^2 = |a_\ell|^2 \left( \frac{\ell^2}{(2\ell + 1)^2} |j_{\ell-1}(ikr)|^2 + \frac{(\ell + 1)^2}{(2\ell + 1)^2} |j_{\ell+1}(ikr)|^2 \right)
\]
\[+ |b_\ell|^2 \left( \frac{\ell^2}{(2\ell + 1)^2} |h_{\ell-1}(ikr)|^2 + \frac{(\ell + 1)^2}{(2\ell + 1)^2} |h_{\ell+1}(ikr)|^2 \right).
\]

We can then immediately obtain (A.4.13) by combining the first two cases.

By taking into account (A.4.12) and (A.4.13), we have

\[
\|\nu\|^2_{H^1(\Omega)} \sim \sum_{\ell m}(\ell^2 + 1)|c_{\ell m}|^2 \left( \|a_\ell j_\ell(ik\cdot)\|^2_{L^2(\overline{\Omega})} + \|b_\ell h_\ell(ik\cdot)\|^2_{L^2(\overline{\Omega})} \right),
\]

which gives rise to the estimate (A.4.11) with \( r = 1 \). We can obtain by similar arguments that

\[
\|\nu\|^2_{H^1(\Omega)} \sim \sum_{\ell m}(\ell^2 + 1)^s|c_{\ell m}|^2 \left( \|a_\ell j_\ell(ik\cdot)\|^2_{L^2(\overline{\Omega})} + \|b_\ell h_\ell(ik\cdot)\|^2_{L^2(\overline{\Omega})} \right), \tag{A.4.19}
\]

and the estimate (A.4.11) for general \( r < s \) cases.

Part II. In this second part, we will prove the estimate (A.4.8) in the interstitial region. For any \( u \in R(\mathcal{E}) \), it takes the form (A.4.6) in the interstitial region \( \Omega^1 \). Using the truncation error (A.4.11), we have that for any \( s > r \),

\[
\|u - I_{L,E}u\|_{H^s(\Omega^3)} \leq \sum_{n=1}^N \|u^{(n)} - I_{L,E}u^{(n)}\|_{H^s(\mathbb{R}^3/\Omega_n)} \leq CL^{1-s} \sum_{n=1}^N \|u^{(n)}\|_{H^s(\mathbb{R}^3/\Omega_n)}, \tag{A.4.20}
\]
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where \( u^{(n)} \) and \( I_{L,E} \) were defined in (A.4.6) and (A.4.7).

Note that \( u \) can also be written as (see Section 2)

\[
u(r) = \sum_{\ell m} c_{\ell m} (h_{\ell}(ikr) + j_{\ell}(ikr)/t_{\ell}^n(E)) Y_{\ell m}(\hat{r}_n) \quad r \in B_n \tag{A.4.21}\]

with the \( t \)-matrix \( t_{\ell}^n \) given by (2.8) or (2.9). Note that (A.2.12) and (A.4.15) imply that \( j_{\ell}(ikr), h_{\ell}(ikr), \sqrt{z} j_{\ell}'(ikr) \) and \( \sqrt{z} h_{\ell}'(ikr) \) are all real numbers or purely imaginary numbers at the same time for any \( \ell \). Therefore, we can see from the definition (2.8) that \( t_{\ell}^n(E) \) is real for any \( \ell \geq 0 \).

Using (A.4.21) and the exponential decay of the spherical Hankel function, which can be seen from the analytical form (A.4.15), we have

\[
\| u^{(n)} \|_{H^s(\mathbb{R}^3/\Omega_n)}^2 = \sum_{\ell m} (1 + \ell^2)^s |c_{\ell m}|^2 \| h_{\ell}(ik\cdot) \|_{L^2([R_n, +\infty))}^2 \leq C \sum_{\ell m} (1 + \ell^2)^s |c_{\ell m}|^2 \| h_{\ell}(ik\cdot) \|_{L^2([R_n, R_n + r_n^3])}^2 \leq C \sum_{\ell m} (1 + \ell^2)^s |c_{\ell m}|^2 \left( \| h_{\ell}(ik\cdot) \|_{L^2([R_n, R_n + r_n^3])}^2 + \| j_{\ell}(ik\cdot)/t_{\ell}^n(E) \|_{L^2([R_n, R_n + r_n^3])}^2 \right) = C \| u \|_{H^s(\mathbb{R}^3)}^2 \tag{A.4.22}\]

where the relation (A.4.19) is used for the last equality. Combining (A.4.20), (A.4.22) and the regularity of \( R(\mathcal{D}) \), we obtain (A.4.8), which completes the proof.

**Proof of Lemma A.2.** Let \( u \in R(\mathcal{D}), w = Tu \) and \( w_L = T_L u \). Then the goal is to estimate \( \| w - w_L \|_\delta \). Using Lemma 3.2 and the fact that \( \mathcal{V}_L(E_L) \subset H^1(\mathbb{R}^3) \), we have

\[
\| w_L - v_L \|_\delta^2 \leq C \alpha_L (w_L - v_L, w_L - v_L) = C \alpha_L (w - v_L, w_L - v_L) \leq C \| w - v_L \|_\delta \| M(w_L - v_L) \|_\delta \leq C \| w - v_L \|_\delta \| w_L - v_L \|_\delta \quad \forall v_L \in \mathcal{U}_L(E_L),
\]

which leads to

\[
\| w_L - v_L \|_\delta \leq C \| w - v_L \|_\delta \quad \forall v_L \in \mathcal{U}_L(E_L). \tag{A.4.23}\]

Using (A.4.23) and the triangle inequality \( \| w - w_L \|_\delta \leq \| w - v_L \|_\delta + \| w_L - v_L \|_\delta \), we have

\[
\| w - w_L \|_\delta \leq C \inf_{v_L \in \mathcal{U}_L(E_L)} \| w - v_L \|_\delta \leq C \| w - E^{-1} I_{L,E,L} u \|_\delta \leq C \| u - I_{L,E,L} u \|_\delta. \tag{A.4.24}\]

Then we can write the right-hand side of (A.4.24) as

\[
\| u - I_{L,E,L} u \|_\delta = \| u - I_{L,E,L} u \|_{H^1(\Omega^2)} + \sum_{n=1}^N \| u - I_{L,E,E} u \|_{H^1(\Omega_n)} + \sum_{n=1}^N \| I_{L,E,E} u - I_{L,E,L} u \|_{H^1(\Omega_n)} =: P_1 + P_2 + P_3, \tag{A.4.25}\]

and estimate the three terms respectively in the following.
For $P_1$, we have from (A.4.14), (A.4.17) and the decay property of spherical Hankel function that
\[
\| I_{L,E} u - I_{L,E} u \|_{H^1(\Omega^t)} \leq C |E - E_L| \sum_{n=1}^N \left| \sum_{\ell \leq L} \epsilon_{\ell m}^n |r_n h'_\ell (\sqrt{E} |r_n|) Y_{\ell m}(\hat{r}_n) \right|_{H^1(\Omega^t)}
\]
\[
\leq C |E - E_L| \sum_{n=1}^N (1 + \ell^2) |\epsilon_{\ell m}^n| \| r h'_\ell (ikr) \|_{L^2([R_n, +\infty))}^2
\]
\[
\leq C |E - E_L| \sum_{n=1}^N (1 + \ell^2) |\epsilon_{\ell m}^n| \| h'_\ell (ikr) \|_{L^2([R_n, +\infty))}^2
\]
\[
\leq C |E - E_L| \sum_{n=1}^N \| I_{L,E} u^{(n)} \|_{H^2(\Omega^t)},
\]  \hfill (A.4.26)

where $u^{(n)}$ is given in (A.4.6) and the high-order terms have been omitted. Combining the above estimate with (A.4.8), (A.4.11), (A.4.22) and the regularity of $R(\mathcal{E})$, we have
\[
P_1 \leq \| I_{L,E} u - I_{L,E} u \|_{H^1(\Omega^t)} + \| u - I_{L,E} u \|_{H^1(\Omega^t)}
\]
\[
\leq C |E - E_L| \sum_{n=1}^N \| I_{L,E} u^{(n)} \|_{H^2(\Omega^t)} + \| u - I_{L,E} u \|_{H^1(\Omega^t)}
\]
\[
\leq C |E - E_L| \sum_{n=1}^N \left( \| u^{(n)} - I_{L,E} u^{(n)} \|_{H^2(\Omega^t)} + \| u^{(n)} \|_{H^2(\Omega^t)} \right) + \| u - I_{L,E} u \|_{H^1(\Omega^t)}
\]
\[
\leq C |E - E_L| + C s L^{1-s} \quad \forall \ s > 1.
\]  \hfill (A.4.27)

We then estimate $P_2$ for each atomic site $1 \leq n \leq N$. Note that the assumption on the asymptotic problem (2.23) implies that $E$ is not an eigenvalue of the problem
\[
\begin{cases}
(\Delta + V) u = E u & \text{in } \Omega_n, \\
u = 0 & \text{on } \Gamma_n,
\end{cases}
\]
which together with the fact $(-\Delta + V - E)(u - I_{L,E} u) = 0$ in $\Omega_n$ implies
\[
\| u - I_{L,E} u \|_{H^1(\Omega_n)} \leq C \| u - I_{L,E} u \|_{H^2(\Gamma_n)}.  \]  \hfill (A.4.28)

Then by using (A.4.8) and (A.4.28), we have
\[
\| u - I_{L,E} u \|_{H^1(\Omega_n)} \leq C \left( \left\| I_{L,E} u \right\|_{H^2(\Gamma_n)} + \| u - (I_{L,E} u)^- \|_{H^2(\Gamma_n)} \right)
\]
\[
\leq C \left( L^{1-s} \left\| I_{L,E} u \right\|_{H^s(\Omega^t)} + \| u - I_{L,E} u \|_{H^1(\Omega^t)} \right)
\]
\[
\leq CL^{1-s} \left( \sum_{n=1}^N \left\| I_{L,E} u^{(n)} \right\|_{H^s(\Omega^t)} + \| u \|_{H^s(\Omega^t)} \right).
\]  \hfill (A.4.29)
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Therefore, it follows from (A.4.22) and the regularity of $R(\mathcal{E})$ that there exists a $C_s > 0$ depending only on $u$ and $s$ such that
\[ P_2 \leq C_s L^{1-s} \quad \forall \ s > 1. \tag{A.4.30} \]

To estimate the last term $P_3$, we have that in each atomic sphere $\Omega_n$,
\[ (-\Delta + V - E_L)(I_{L,E}u - I_{L,E_L}u) = (E - E_L)I_{L,E}u, \]
which together with (A.4.26), (A.4.29) and the weak continuity of $I_{L,E}u$ (through $\Gamma_n$) implies that
\[
\| I_{L,E}u - I_{L,E_L}u \|_{H^1(\Omega_n)} \leq C \left( |E - E_L| \| I_{L,E}u \|_{L^2(\Omega_n)} + \| (I_{L,E}u)^+ - (I_{L,E_L}u)^+ \|_{H^{\frac{1}{2}}(\Gamma_n)} \right) \\
\leq C \left( |E - E_L| \| I_{L,E}u \|_{L^2(\Omega_n)} + \| (I_{L,E}u)^- - (I_{L,E_L}u)^- \|_{H^{\frac{1}{2}}(\Gamma_n)} \right) \\
\leq C|E - E_L| \left( \| u \|_{L^2(\Omega_n)} + \| u - I_{L,E}u \|_{L^2(\Omega_n)} \right) + C \| I_{L,E}u - I_{L,E_L}u \|_{H^1(\Omega^*)} \\
\leq C|E - E_L| \left( \| u \|_{L^2(\Omega_n)} + \| [I_{L,E}u]_{\Gamma_n} \|_{H^{\frac{1}{2}}(\Gamma_n)} + \| u - I_{L,E}u \|_{H^1(\Omega^*)} + \sum_{n=1}^N \| I_{L,E}u^{(n)} \|_{H^2(\Omega^*)} \right). 
\]
It follows from (A.4.8), (A.4.22) and the regularity of $R(\mathcal{E})$ that there exists $C_s > 0$ depending only on $u$ and $s$ such that
\[ P_3 \leq C_s |E - E_L|. \tag{A.4.31} \]

Taking into accounts (A.4.24), (A.4.25), (A.4.27), (A.4.30) and (A.4.31), we complete the proof of (A.4.9). \(\Box\)

**Proof of Lemma A.5.** Let $\bar{u}_L = u_L/\|u_L\|_{L^2(\mathbb{R}^3)}$. Since $(E, u)$ and $(E_L, u_L)$ satisfy (3.1) and (3.12), respectively, we have
\[
E - E_L = a_\delta(u, u) - a_\delta(u_L, \mathcal{M}u_L) \\
= (a_\delta(u, u) - a_\delta(\bar{u}_L, \bar{u}_L)) + (a_\delta(\bar{u}_L, \bar{u}_L) - a_\delta(u_L, u_L)) + (a_\delta(u_L, u_L) - a_\delta(u_L, \mathcal{M}u_L)) \\
=: Q_1 + Q_2 + Q_3. \tag{A.4.32} 
\]

For the first term $Q_1$, we have from (3.1) and (3.12) that
\[
Q_1 = a_\delta(u, u) - a_\delta(\bar{u}_L, \bar{u}_L) = -a_\delta(u - \bar{u}_L, u - \bar{u}_L) + 2a_\delta(u, u - \bar{u}_L) \\
= -a_\delta(u - \bar{u}_L, u - \bar{u}_L) + 2E(u, u - \bar{u}_L) + 2D_\delta \\
= -a_\delta(u - \bar{u}_L, u - \bar{u}_L) + E(u - \bar{u}_L, u - \bar{u}_L) + 2D_\delta, \tag{A.4.33} 
\]
where $D_\delta$ is the consistency error, and can be estimated by Lemma 3.2 (b2) and the weak continuity of $u_L$ as
\[
D_\delta = a_\delta(u, u - \bar{u}_L) - E(u, u - \bar{u}_L) = -a_\delta(u, \bar{u}_L) + E(u, \bar{u}_L) \\
\leq C \| u \|_{H^1(\mathbb{R}^3)} \sum_{n=1}^N \| [u_L]_{\Gamma_n} \|_{H^{\frac{1}{2}}(\Gamma_n)} \leq CL^{1-s} \| u \|_{H^s(\mathbb{R}^3)} \sum_{n=1}^N \| u_L \|_{H^s(\Omega_n)}. \tag{A.4.34} 
\]
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Note that \( u_L \) solves the strong form of the eigenvalue problem in the interstitial region, we can deduce that \( \sum_{n=1}^{N} \|u_L\|_{H^r(B_n)} \) is uniformly bounded for any \( L \). Then by using (3.17), (A.4.11), \((u_L, Mu_L) = 1\) and the fact that \( M \) only mollifies the high-frequency components (i.e., \( \ell > L \)) of the function in \( B_n \) \((n = 1, \ldots, N)\), we have

\[
\|u_L - \bar{u}_L\|_\delta = \left| \frac{1}{\|u_L\|_{L^2(\mathbb{R}^3)}} - 1 \right| \|u_L\|_\delta = \frac{\left| (u_L, u_L^{1/2} - (u_L, Mu_L)^{1/2} \right| \|u_L\|_\delta}{\|u_L\|_{L^2(\mathbb{R}^3)}} \\
= \frac{\left| (u_L, u_L - Mu_L) \right|}{\|u_L\|_{L^2(\mathbb{R}^3)}(\|u_L\|_{L^2(\mathbb{R}^3)} + 1)} \|u_L\|_\delta \leq C \|u_L - Mu_L\|_{L^2(\mathbb{R}^3)} \leq C s L^{-s} \quad \forall \ s > 1. \tag{A.4.35}
\]

By combining (A.4.33), (A.4.34) and (A.4.35), we obtain

\[
Q_1 \leq C_s L^{-s} + C \|u - \bar{u}_L\|_\delta^2 \leq C s L^{-s} + C \|u - u_L\|_\delta^2 \quad \forall \ s > 1. \tag{A.4.36}
\]

For \( Q_2 \), by using the same technique in (A.4.35), we have that

\[
Q_2 \leq C_s L^{-s} \quad \forall \ s > 1. \tag{A.4.37}
\]

For the final term \( Q_3 \), we can estimate by similar arguments that

\[
Q_3 \leq C \|u_L\|_\delta \|u_L - Mu_L\|_\delta \leq C \|u_L - Mu_L\|_\delta \leq C s L^{1-s} \quad \forall \ s > 1. \tag{A.4.38}
\]

By taking into accounts the estimates (A.4.28), (A.4.36), (A.4.37) and (A.4.38), we complete the proof of (A.4.10). \( \square \)

**Appendix B  Lippmann-Schwinger equation**

In this appendix, we will revisit the Lippmann-Schwinger equation \[11\] and show an alternative (physical) definition of the \( t \)-matrix.

Let \( G_0 \) be the Green’s function of the free-electron system with energy \( z \), which is given by the solution of the following problem

\[
\begin{cases}
(z + \Delta)G_0(r, r'; z) = \delta(r - r') & r, r' \in \mathbb{R}^3, \\
G_0(r, r'; z) \to 0 & |r - r'| \to \infty.
\end{cases}
\tag{B.1}
\]

Then one observes that the solution \( \psi \) of (2.3) can be written as

\[
\psi(r) = \psi_0(r) + \int_{\mathbb{R}^3} G_0(r, r'; z) V_0(r') \psi(r') dr' \quad r \in \mathbb{R}^3, \tag{B.2}
\]

where \( \psi_0 \) satisfies \(-\Delta \psi_0 = z \psi_0\). This is the well-known Lippmann-Schwinger equation in the quantum scattering theory.

To decompose (B.2) into each angular-momentum component, we will first need an angular-momentum representation of the free electron Green’s function

\[
G_0(r, r'; z) = \sum_{\ell m} Y_{\ell m}(\hat{r}) g_\ell(r, r'; z) Y_{\ell m}(\hat{r}'), \tag{B.3}
\]

where \( g_\ell \) is given by

\[
g_\ell(r, r'; z) = -i \sqrt{z} j_\ell(\sqrt{z} r_<) h_\ell(\sqrt{z} r_>) \tag{B.4}
\]
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with \( r_> = \max(r, r') \) and \( r_< = \min(r, r') \). Although the expression (B.3) has been well known and widely used in physics, we do not find an appropriate literature for a complete proof. Therefore, we will provide a proof of (B.3) in the following. By using the angular momentum representation of \( \psi \) in (B.1), the symmetry of \( V \), and (B.3), we can rewrite (B.2) by

\[
\chi_{\ell}(r; z) = j_{\ell}(\sqrt{z} r) + \int_0^{R_0} g_{\ell}(r, r'; z) V_0(r') \chi_{\ell}(r'; z) r'^2 dr' \quad \forall \, \ell \in \mathbb{N}. \tag{B.5}
\]

Combining (B.1) and (B.5) can lead to

\[
\chi_{\ell}(r; z) = j_{\ell}(\sqrt{z} r) + t_\ell(z) h_{\ell}(\sqrt{z} r) \quad r \geq R_0.
\tag{B.6}
\]

with \( t_\ell \) given by (2.9). Note that (2.6) and (B.6) only differ by a normalization constant.

**Proof of (B.3).** Using (B.1), the identity

\[
\delta(r - r') = \frac{1}{r} \delta(r - r') \delta(\hat{r} - \hat{r'}) = \frac{2}{\pi} \sum_{\ell m} Y_{\ell m}(\hat{r}) Y_{\ell m}(\hat{r'}) \int_0^{+\infty} \lambda^2 j_{\ell}(\lambda r) j_{\ell}(\lambda r') d\lambda,
\]

and the fact that the spherical Bessel functions \( j_{\ell} \) solve

\[
(\Delta + z) j_{\ell}(\lambda r) Y_{\ell m}(\hat{r}) = (z - \lambda^2) j_{\ell}(\lambda r) Y_{\ell m}(\hat{r}) \quad \text{for } z \in \mathbb{C}, \ z \notin \{0\} \cup \mathbb{R}^+, \tag{B.7}
\]

we have

\[
G_0(r, r'; z) = \frac{2}{\pi} \sum_{\ell m} Y_{\ell m}(\hat{r}) Y_{\ell m}(\hat{r'}) \int_0^{+\infty} \frac{\lambda^2}{z - \lambda^2} j_{\ell}(\lambda r) j_{\ell}(\lambda r') d\lambda. \tag{B.8}
\]

From the odevity of spherical Bessel and Newmann functions, i.e., \( j_{\ell}(-x) = (-1)^\ell j_{\ell}(x) \) and \( n_{\ell}(-x) = (-1)^{\ell+1} n_{\ell}(x) \), we have

\[
\frac{2}{\pi} \int_0^{+\infty} \frac{\lambda^2}{z - \lambda^2} j_{\ell}(\lambda r) j_{\ell}(\lambda r') d\lambda = -\frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{\lambda^2}{(\lambda - \sqrt{z})(\lambda + \sqrt{z})} j_{\ell}(\lambda r) j_{\ell}(\lambda r') d\lambda
\]

\[
= -\frac{1}{\pi} \int_{-\infty}^{+\infty} \frac{\lambda^2}{(\lambda - \sqrt{z})(\lambda + \sqrt{z})} j_{\ell}(\lambda r_<) h_{\ell}(\lambda r_> ) d\lambda =: \int_{-\infty}^{+\infty} f(\lambda) d\lambda. \tag{B.9}
\]

In order to evaluate (B.9), we extend the integrand \( f(\lambda) \) to the complex plane, and introduce an infinite semicircle \( S_\infty \) in the upper plane, with \( S_\infty := \lim_{|\lambda| \to +\infty} S_{|\lambda|} \) and \( S_{|\lambda|} = \{\lambda = |x| e^{i\theta}, \ 0 \leq \theta \leq \pi\} \), such that the real axis and \( S_\infty \) form a closed contour. Since \( f(\lambda) \) has only one singular point \( \lambda = \sqrt{z} \) inside the contour, the residual theorem yields

\[
\int_{-\infty}^{+\infty} f(\lambda) d\lambda = 2\pi i \text{Res} f(\sqrt{z}) = 2\pi i \sqrt{z} j_{\ell}(\sqrt{z} r_<) h_{\ell}(\sqrt{z} r_>) = \int_{S_\infty} f(\lambda) d\lambda. \tag{B.10}
\]

From the asymptotic behaviors of the spherical Bessel and Hankel functions as \( |x| \to +\infty \)

\[
h_{\ell}(r) \to (-i)^{\ell+1} \frac{e^{ir}}{x} \quad \text{and} \quad j_{\ell}(r) \to i^\ell \frac{\sin x}{x},
\]

we have \( \lim_{|x| \to +\infty} \int_{S_{|x|}} f(\lambda) d\lambda = 0 \). This together with (B.8), (B.9) and (B.10) completes the proof of (B.3). \( \square \)
At the end of this appendix, we provide a proof to show that the two definitions of the \( t \)-matrix (2.8) and (2.9) are equivalent.

**Proof of the equivalence of (2.8) and (2.9).** First let \( t_\ell \) be given by (2.9), we have from (B.5) and (B.4) that

\[
\chi_\ell(r; z) = \begin{cases} 
  j_\ell(\sqrt{z}r) + t_\ell(z)h_\ell(\sqrt{z}r) & \text{if } r > R_0, \\
  j_\ell(\sqrt{z}r) - i\sqrt{z}h_\ell(\sqrt{z}r) \int_0^r j_\ell(\sqrt{z}r')V_0(r')\chi_\ell(r'; z) r'^2 \, dr' & \text{if } 0 < r \leq R_0.
\end{cases}
\]  

(B.11)

We observe from (B.11) that

\[
\chi_\ell(R_0; z) := \lim_{r \to R_0^-} \chi_\ell(r; z) = j_\ell(\sqrt{z}R_0) + t_\ell(z)h_\ell(\sqrt{z}R_0) = \lim_{r \to R_0^+} \chi_\ell(r; z)
\]

and

\[
\chi_\ell'(R_0; z) := \lim_{r \to R_0^-} \chi_\ell'(r; z) = \sqrt{z}j_\ell'(\sqrt{z}R_0) + \sqrt{z}t_\ell(z)h_\ell'(\sqrt{z}R_0) = \lim_{r \to R_0^+} \chi_\ell'(r; z).
\]

The above two equations lead to

\[
\sqrt{z}\chi_\ell(R_0; z) \left( j_\ell'(\sqrt{z}R_0) + t_\ell(z)h_\ell'(\sqrt{z}R_0) \right) = \chi_\ell'(R_0; z) \left( j_\ell(\sqrt{z}R_0) + t_\ell(z)h_\ell(\sqrt{z}R_0) \right),
\]

which together with a direct calculation implies that \( t_\ell \) equals (2.8).

Conversely, if \( t_\ell \) be given by (2.9), One can derive that \( t_\ell \) equals (2.9) by using (B.5) and similar arguments. □

**Appendix C  Formalism for non-spherical potentials**

In this appendix, we will generalize the formalism to problems with non-spherically symmetric potentials. We will still require the potentials to be supported by non-overlapping atomic spheres. Let us consider the single-site problem with \( V_0 \) in (2.9) given by

\[
V_0(r) = \sum_{\ell m} V_{\ell m}(r)Y_{\ell m}(\hat{r}),
\]

with \( V_{\ell m}(r) = 0, \forall \, r > R_0 \) and \( \ell \in \mathbb{N}, \, |m| \leq \ell \). Compared to the problem with spherically symmetric potentials, the major difference is that an incoming wave cannot preserve its angular momentum after being scattered by the non-spherical potential \( V_0 \). More precisely, if we consider the Lippmann-Schwinger equation (B.2) with an incoming wave \( \psi_0(r) = J_{\ell m}(r; z) \) for some \( \ell \in \mathbb{N} \) and \( |m| \leq \ell \), then the corresponding outgoing wave can be written as

\[
\zeta_{\ell m}(r; z) = J_{\ell m}(r; z) + \int_{\mathbb{R}^3} G_0(r, r'; z)V_0(r')\zeta_{\ell m}(r'; z) \, dr' \quad r \in \mathbb{R}^3.
\]  

(C.1)

It is important to note that \( \zeta_{\ell m} \) contains more angular momentum than \( Y_{\ell m} \) since \( V_0 \) is not spherically symmetric, and the subscript of \( \zeta_{\ell m} \) only indicates the angular momentum of its incoming wave.
Note that $\zeta_{\ell m}$ satisfies the Schrödinger equation (2.1) for any $\ell \in \mathbb{N}$ and $|m| \leq \ell$. We can write $\zeta_{\ell m}$ in the angular momentum representation as

$$\zeta_{\ell m}(r; z) = \sum_{\ell' m'} \chi_{\ell' m'}(r; z) Y_{\ell' m'}(\hat{r}),$$

where $\chi_{\ell' m'}$ satisfies a system of coupled equations in the atomic sphere ($r < R_0$) for any fixed $\ell \in \mathbb{N}$ and $|m| \leq \ell$

$$\sum_{\ell' m'} \left[ \left( -\frac{1}{r} \frac{\partial}{\partial r} r^2 + \ell'(\ell' + 1) - z \right) \delta_{\ell' \ell} \delta_{m' m} + \nabla_{\ell' m'} \ell m' \right] \chi_{\ell' m'}(r; z) = 0 \quad (C.2)$$

with the potential $\nabla_{\ell' m'} \ell m' (r) = \sum_{\ell' m' m} C_{\ell' m' \ell m} \ell \ell m' \ell m' (r)$.

Then we can rewrite (C.1) in the interstitial region by

$$\zeta_{\ell m}(r; z) = J_{\ell m}(r; z) + \sum_{\ell' m'} t_{\ell m', \ell m}(z) H_{\ell m'}(r; z) \quad \text{for } r \in \Omega^1,$$

where $t_{\ell m', \ell m}(z)$ are matrix elements of the $t$-matrix (an $(L+1)^2 \times (L+1)^2$ matrix)

$$t_{\ell m', \ell m}(z) = -i \sqrt{z} \int_{\mathbb{R}^3} J_{\ell m'}(r'; z) V_0(r') \zeta_{\ell m}(r'; z) \, dr'$$

$$= -i \sqrt{z} \int_0^{R_0} j(r \sqrt{z}) \sum_{\ell' m'} \nabla_{\ell' m', \ell m} (r') \chi_{\ell' m'}(r'; z) r^2 \, dr'.$$

Compared to (2.9), we see that the $t$-matrix for a non-spherical potential is no longer diagonal.

Let $a_{\ell m}^n$ and $b_{\ell m}^n$ be the coefficients as those in (2.12), then we have the following relationship which is similar to (2.17)

$$b_{\ell m}^n = \sum_{\ell' m'} t_{\ell m', \ell m}(z) a_{\ell m'}^n. \quad (C.3)$$

Combining (2.16) and (C.3) can give the equation for systems with non-spherical potentials

$$\sum_{n=1}^N \sum_{\ell m} \left( \delta_{nn'} \delta_{\ell \ell'} \delta_{mm'} - \sum_{\ell' m'} t_{\ell m', \ell m}(E) b_{\ell m'}^n(E) \right) a_{\ell m}^n = 0$$

$$\text{for } n' = 1, \ldots, N, \ell' = 0, 1, \ldots, \text{ and } |m'| \leq \ell'. \quad (C.4)$$

Then, for a given angular momentum cut-off $L$, we have the KKR secular equation $\text{Det}(S(E_L)) = 0$, where the matrix elements of $S(E_L) \in \mathbb{C}^{(N(L+1)^2) \times (N(L+1)^2)}$ are given by the coefficients of the system (C.4).

Once the approximate solution $E_L$ is obtained, the corresponding wave function can be given by

$$u_L(r; E_L) = \begin{cases} \sum_{\ell \leq L} a_{\ell m}^n(E_L) \zeta_{\ell m}(r_n; E_L) & r \in \Omega_n \quad (n = 1, \ldots, N), \\ \sum_{n' = 1}^N \sum_{\ell \leq L} b_{\ell m}^{n'}(E_L) H_{\ell m}(r_{n'}; E_L) & r \in \Omega^1, \end{cases} \quad (C.5)$$
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where the coefficients $\mathbf{a} := \{a^a_{\ell m}(E_L)\}$ satisfy $S(E_L)\mathbf{a} = 0$ and $\zeta^n_{\ell m}$ in each atomic sphere $\Omega_n$ is

$$\zeta^n_{\ell m}(r_n; E_L) = \sum_{\ell' \leq L} \chi_n^{a_{\ell' \ell m}}(r_n; E_L)Y_{\ell' m'}(\hat{r}_n) \quad |r_n| < R_n,$$

with $\chi_{\ell' m', \ell m}^a$ the solution of (C.2) satisfying the boundary condition

$$\chi_{\ell' m', \ell m}^a(R_n; E_L) = j_{\ell}(\sqrt{E_L}\xi_n)\delta_{\ell \ell'}\delta_{mm'} + t_{\ell' m'}(E_L)h_{\ell'}(\sqrt{E_L}\xi_n).$$

A key observation is that the wave function $u_L$ given in (C.5) is weakly continuous through the atomic spherical surfaces $\Gamma_n$ ($n = 1, \ldots, N$), as well as its first derivative. Then with the above formalism, all our analysis for problems with spherical potentials can be generalized directly to non-spherical problems.
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