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Abstract

Intelligent reflecting surface (IRS) has recently been identified as a prominent technology with the ability of enhancing wireless communication by dynamically manipulating the propagation environment. This paper investigates a multiple-input single-output (MISO) system deploying distributed IRSs. For practical considerations, we propose an efficient design of passive reflecting beamforming for the IRSs to exploit statistical channel state information (CSI) and analyze the achievable rate of the network taking into account the impact of CSI estimation error. The ergodic achievable rate is derived in a closed form, which provides insightful system design guidelines. Numerical results confirm the accuracy of the derived results and unveil the performance superiority of the proposed distributed IRS deployment over the conventional centralized deployment.
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I. INTRODUCTION

As a key technology of the fifth-generation (5G) wireless networks, the merits of massive MIMO are reaped at the cost of increased power consumption and hardware cost [1]. To circumvent these challenges, intelligent reflecting surface (IRS), which is enabled by recent developments in the metamaterial technology, has become a promising alternative to enhance the performance of wireless communication systems by exploiting a passive antenna array [2].

IRS is a reprogrammable metasurface comprising of a large number of cost-effective passive reflecting elements that can dynamically manipulate impinging electromagnetic waves, thereby constructing
favorable wireless channels. The IRS can be easily attached to or removed from existing objects in the environment (e.g., walls and ceilings) to serve distant groups of users. As a result, recent studies have focused on the fundamental challenges in applying IRSs in practice, e.g., channel estimation, passive beamforming design, and performance evaluation. For instance, in [3], the authors established a “signal hotspot” as well as an “interference-free zone” by jointly optimizing the reflecting beamformers and the deployment of multiple IRSs. Also, in [4], it was proved that the introduction of an IRS can considerably enhance the spectral efficiency of a large-scale antenna system even with a coarsely discretized reflecting beamformer equipped at the IRS. To fully unlock the potential of IRS, the design of pragmatic channel estimation methods were also investigated for IRS systems [5] [6]. In [7] [8], the ergodic achievable rate was characterized averaged over both channel fading and random IRS/UE locations to investigate the system level performance aided by distributed IRSs. However, most of these studies focused on a centralized deployment of a single IRS, while practical limitations, such as CSI imperfection, have rarely been considered for the design of distributed IRS beamforming. More importantly, a thorough study on the performance of distributed IRS systems has not been reported in the literature yet.

In this paper, we consider a multiple-input single-output (MISO) system assisted by multiple distributed IRSs which exploit statistical CSI, i.e., the statistical mean and correlation of the channel matrices, for the design of passive beamforming and the corresponding performance at the receiver is analyzed. In particular, we first propose a low-complexity passive beamforming design for the IRSs which exploit only statistical correlation information of the channels. Then, we analyze the ergodic rate of the network with the considerations of CSI estimation error at the receiver. An exact closed-form expression is obtained for characterizing the ergodic rate. Furthermore, we find that the ergodic rate is significantly improved with the increasing number of line-of-sight (LoS) paths between base station (BS)-to-IRS and IRS-to-user links. The superiority of the distributed IRSs over a centralized IRS is verified since the former increases the possibility of the presence of LoS channels.

Notations: $\mathbb{E}\{\cdot\}$ is the statistical expectation operation. $[\mathbf{H}]_{i,j}$ is the $(i,j)$th-element of matrix $\mathbf{H}$. Operators $\text{tr}(\cdot)$, $\text{diag}\{\cdot\}$, $\text{blkdiag}\{\cdot\}$, and $\angle$ represent the trace, diagonalization, the block diagonalization of an input matrix, and angle respectively. Operator $\|\cdot\|$ is the Euclidean norm of an input vector. Operator $\otimes$ is the Kronecker product.
II. SYSTEM MODEL

We focus on the case where a typical UE at any arbitrary location in the cell is served by multiple distributed IRSs on the user, compared with a larger-sized centralized IRS with the same total number of antennas on IRSs. We consider a single-user MISO downlink system which consists of one BS and $N$ IRSs in a single cell. The BS is equipped with $M$ antennas and each IRS has $L$ passive reflectors. Assume that the channel between the BS and IRS $n$, $\forall n \in \{1, ..., N\}$, follows a correlated Rician distribution, given as

$$H_n = \sqrt{\frac{\beta_n K_{1,n}}{K_{1,n} + 1}} \bar{H}_n + \sqrt{\frac{\beta_n}{K_{1,n} + 1}} \tilde{H}_n,$$  \hspace{1cm}(1)$$
where $\beta_n$ is the large-scale path-loss, $\bar{H}_n \in \mathbb{C}^{L \times M}$ is the LoS component, $\tilde{H}_n \sim \mathcal{CN}(0, R_n \otimes I_M)$ denotes the non-LoS (NLoS) component with spatial correlation, $R_n \succeq 0$, and $K_{1,n}$ is the Rician $K$-factor. The entry $[\bar{H}_n]_{i,j} = e^{-j2\pi \frac{d_{n,ij}}{\lambda}}$, where $\lambda$ is the wave length and $d_{n,ij}$ is the distance between reflecting element $i$ of IRS $n$ and antenna $j$ of the BS. Similarly, we denote the channel between IRS $n$ and the user by

$$g_n = \sqrt{\frac{\alpha_n K_{2,n}}{K_{2,n} + 1}} \bar{g}_n + \sqrt{\frac{\alpha_n}{K_{2,n} + 1}} \tilde{g}_n,$$  \hspace{1cm}(2)$$
where $\alpha_n$, $K_{2,n}$, $\bar{g}_n \in \mathbb{C}^{L \times 1}$, and $\tilde{g}_n \sim \mathcal{CN}(0, I_L)$ are similarly defined as in (1).

The direct link between the BS and the user, denoted by $h_d \in \mathbb{C}^{M \times 1}$, is assumed Rayleigh distributed with zero mean and unit variance. For the case where a direct link between the BS and the user is available, the user may better communicate directly with the BS. Then, the received signal at the user is given by

$$y = \sqrt{P} \left( h_d^H + \sum_{n=1}^{N} g_n^H \Phi_n H_n \right) f + w,$$ \hspace{1cm}(3)$$
where $\Phi_n = \text{diag}\{e^{j\phi_{n,1}}, ..., e^{j\phi_{n,L}}\}$, $\phi_{n,l} \in [0, 2\pi)$, $\forall l \in \{1, ..., L\}$, is the $l$th phase shift introduced by the reflecting beamforms of IRS $n$, $P$ is the transmit power of the BS, $w$ denotes the additive white Gaussian noise (AWGN) with zero mean and variance $\sigma_w^2$, $f \in \mathbb{C}^{M \times 1}$ is the beamforming vector adopted at the BS, and $s \in \mathbb{C}$ is the source symbol satisfying $\mathbb{E}\{|s|^2\} = 1$. For notational simplicity, we define the stacked channel matrices as $H = [H_1^H, ..., H_N^H]^H \triangleq \bar{H} + K_1 \tilde{H}$, where $\bar{H} = \left[ \sqrt{\frac{\beta_1 K_{1,1}}{K_{1,1} + 1}} H_1^H, ..., \sqrt{\frac{\beta_N K_{1,N}}{K_{1,N} + 1}} H_N^H \right]^H$ and $\tilde{H} = [\tilde{H}_1^H, ..., \tilde{H}_N^H]^H$. It is readily known that $\tilde{H} \sim \mathcal{CN}(0, R \otimes I_M)$ with $R = \text{blkdiag}\{R_1, ..., R_N\}$ and $K_1 = \text{blkdiag}\left\{ \sqrt{\frac{\beta_1}{K_{1,1} + 1}} I_{L}, ..., \sqrt{\frac{\beta_N}{K_{1,N} + 1}} I_{L} \right\}$. We also define $G \triangleq \bar{G} + \tilde{G}$.

$^1$We assume that the signals experienced more than one reflections are ignored as they are severely attenuated compared with the directly reflected one [7].
$K_2 \tilde{G}$, where $K_2 = \text{blkdiag} \left\{ \sqrt{\alpha_1 K_{2,1+1}} I_L, ..., \sqrt{\alpha_N K_{2,N+1}} I_L \right\}$, $\mathcal{G} = \text{blkdiag} \left\{ \sqrt{\alpha_1 K_{2,1+1}} g_1^H, ..., \sqrt{\alpha_N K_{2,N+1}} g_N^H \right\}$, and $\tilde{\mathcal{G}} = \text{blkdiag} \{ \tilde{g}_1^H, ..., \tilde{g}_N^H \}$.

Then, let $v_n \triangleq [e^{j\phi_n}, ..., e^{j\phi_{NL}}]^H, \forall n \in \{1, ..., N\}$, and $\mathcal{G} \triangleq \text{blkdiag} \{ g_1^H, ..., g_N^H \}$. The received signal at the user in (3) can be equivalently rewritten as

$$y = \sqrt{P} \left( h_d^H + v^H Z \right) f_s + w,$$

(4)

where $v^H = [v_1^H, ..., v_N^H]$ and $Z \triangleq \mathcal{G} \mathcal{H}$.

Now, we are ready to present the design of the reflecting beamformer, $v$, and characterize its ergodic achievable rate.

### III. Distributed IRSs with Statistical CSI

#### A. Distributed Reflection Design with Statistical CSI

To facilitate the control of the distributed IRSs in practice, we consider that only statistical CSI is available for the design of the reflecting beamformers, $v$, of the IRSs [10] for maximizing the ergodic achievable rate of the network. From (4), the equivalent SNR of the received signal depends on the availability of CSI, which makes the problem challenging. In general, with limited system resources, the transmitter can acquire only imperfect CSI through a dedicated channel estimation. Consider the application of a typical linear minimum mean-squared error (LMMSE) channel estimate. It follows from the property of MMSE estimation, e.g., [9] [10], that the CSI estimates of the channels, $Z$ and $h_d$, can be written as $Z = \hat{Z} + E_Z$ and $h_d = \hat{h}_d + e_d$, respectively, where $E_Z \sim \mathcal{CN}(0, \xi I_{NL} \otimes I_M)$ and $e_d \sim \mathcal{CN}(0, \xi I_M)$ are, respectively, the corresponding estimation errors. Letting $T$ be the length of training sequences and $\rho$ as the signal-to-noise ratio (SNR) of the training sequence, we have $\xi = \frac{1}{1 + T \rho}$ [11]. By exploiting the typical beamforming technique of maximum ratio transmission (MRT) at the BS due to its optimality maximizing the receive SNR in a single-user system, i.e., $f = \frac{(h_d^H + v^H Z) \hat{h}_d}{\|h_d^H + v^H Z\|^2}$, the received signal in (4) becomes

$$y = \left( \|\hat{h}_d^H + v^H \hat{Z}\| + \frac{(e_d^H + v^H E_Z)(\hat{h}_d + \hat{Z}^H v)}{\|h_d^H + v^H Z\|^2} \right) \sqrt{P} s + w.$$

(5)

Then, the system ergodic achievable rate can be expressed as

$$C = \mathbb{E} \left\{ \log_2 \left( 1 + \frac{\|\hat{h}_d^H + v^H \hat{Z}\|^2}{\sigma_w^2 + \frac{|(e_d^H + v^H E_Z)(\hat{h}_d + Z^H v)|^2}{\|h_d^H + v^H Z\|^2}} \right) \right\}.$$

(6)
The ergodic rate in (6) contains nested integrals over both the channel fading and the CSI estimation errors, which is mathematically intractable. To proceed, we resort to first presenting a tight approximation of (6).

**Theorem 1:** Given an arbitrary reflecting beamforming design $v$, the ergodic achievable rate of the network is tightly approximated as

$$
\bar{C} = \log_2 \left( 1 + P \frac{|v^H J v|^2}{v^H Q v} \right),
$$

(7)

where $J \triangleq \frac{\gamma_1}{NL} + \xi MNL + C$, $Q \triangleq \frac{\sigma_w^2 \gamma_1 + \gamma_2}{NL} + (\sigma_w^2 M + \gamma_3) NL \xi + (\sigma_w^2 + \gamma_4) C$, $C$ is a constant matrix given in (22) with respect to the channel statistical and the LoS components, and $\gamma_1 \triangleq (1 + \xi) M$, $\gamma_2 \triangleq \xi M + \xi^2 M(M + 1)$, $\gamma_3 \triangleq \gamma_1 + \xi M + \xi(M + 1) MNL$, and $\gamma_4 \triangleq \xi(1 + NL)$ are constant system parameters.

**Proof:** See Appendix A. □

For the distributed IRSs and considering limited bandwidth of controlling signals for the IRSs, we design the reflecting beamformers by utilizing statistical CSI. By applying Theorem 1 and temporarily ignoring the constant-magnitude constraints of $v$, the problem of optimizing $v$ can be formulated as:

$$
\max_v \frac{|v^H J v|^2}{v^H Q v}.
$$

(8)

**Lemma 1:** The optimal solution of problem (8) is given by solving the equality $(I - Q^{-1} J)v = 0$.

**Proof:** According to the positive definiteness of $Q$, let $w = Q^{1/2} v$ and $B = Q^{-1/2} J Q^{-1/2}$. Then the objective of (8) becomes $(w^H B w)^2 / w^H w$. Observing that for the scalar $w^H B w \in \mathbb{C}$, we have $(B w w^H B) B w = (w^H B w B) B w$, which implies that $B w$ is an eigenvector of the matrix $B w w^H B$. Since the matrix $B w w^H B$ is of rank one, it is obvious that $(w^H B w)^2 / w^H w = \frac{w^H (B w w^H B) w}{w^H w} \leq \lambda_{\max}(B w w^H B)$, where $\lambda_{\max}$ is the maximum eigenvalue and the equality holds when $w = B w$, i.e., $(I - Q^{-1} J) v = 0$. The proof is complete. □

Once we obtain an optimal solution of (8), say $v'$, from Lemma 1, the desired design of $v$ with unit-magnitude elements for the IRSs can be subsequently achieved by using similar vector projection techniques as in [3]-[5]. As an alternative, we can directly extract the phase of $v'$ to obtain $v^* = \angle v'$, which is computationally efficient and also gives close-to-optimal performance in most cases [5].
B. Ergodic Rate Analysis

Given the derived results in Theorem 1, we show that an insightful closed-form solution can be obtained for the special case with perfect CSI under uncorrelated Rician channels, which is summarized in the following Lemma.

Lemma 2: For an uncorrelated channel with $M = 1$ and perfect CSI at the transmitter, the ergodic achievable rate in (7) with the proposed statistical reflection design is given by

$$\bar{C} = \log_2 \left( 1 + \frac{P}{\sigma_w^2} (1 + \Upsilon_1) \right) \triangleq C_1,$$  \hspace{1cm} (9)

when $\Upsilon_1 = L^2 \left( \sum_{n=1}^{N} \sqrt{\frac{\alpha_n \beta_n K_{1,n} K_{2,n}}{(K_{1,n}+1)(K_{2,n}+1)}} \right)^2 + L \sum_{n=1}^{N} \frac{\alpha_n \beta_n (K_{2,n}+K_{1,n}+1)}{(K_{1,n}+1)(K_{2,n}+1)}$.

Proof: See Appendix B.

Remark 1: The result in (9) implies that the rate in (9) is solely determined by the large-scale fading coefficients and Rician factors. If the distances between the user and IRSs and between the BS and IRSs increase, equivalently with decreasing $\beta_n, \alpha_n, K_{1,n}$, and $K_{2,n}$, the performance deteriorates. To shed light on the design of the distributed IRS system, we further consider the system performance under some special cases as follows.

Case 1 (Pure LoS Propagations): If both channels of BS-to-IRSs and IRSs-to-user are pure LoSs, i.e., $K_{1,n} = \infty$ and $K_{2,n} = \infty, \forall n = 1, ..., N$, the ergodic achievable rate in (9) reduces to

$$C_{1}^{\text{LoS}} = \log_2 \left( 1 + \frac{P}{\sigma_w^2} (1 + L^2 \left( \sum_{n=1}^{N} \sqrt{\alpha_n \beta_n} \right)^2 + L \sum_{n=1}^{N} \alpha_n \beta_n \right), \hspace{1cm} (10)$$

The rate in (10) is proportional to $L^2$ as expected, but also depends on the large-scale fadings. When we set the normalized $\beta_n = \alpha_n = 1$, it gives $C_{1}^{\text{LoS}} = \log_2 \left( 1 + \frac{P}{\sigma_w^2} (1 + L^2 N^2 + LN) \right)$.

Case 2 (Pure Rayleigh Channels): If both channels of BS-to-IRSs and IRSs-to-user are Rayleigh distributed, i.e., $K_{1,n} = 0$ and $K_{2,n} = 0, \forall n = 1, ..., N$, in a rich-scattering scenario, the ergodic achievable rate reduces to

$$C_1^{R} = \log_2 \left( 1 + \frac{P}{\sigma_w^2} \left( 1 + L \sum_{n=1}^{N} \alpha_n \beta_n \right) \right) \leq \log_2 \left( 1 + \frac{P}{\sigma_w^2} \left( 1 + LN \right) \right), \hspace{1cm} (11)$$

where the inequality in (11) holds when we normalized $\alpha_n = \beta_n = 1$. 
Remark 2: Comparing the above two cases, we observe that the achievable rate becomes proportional to $L$ and $N$ when both $H$ and $g$ are Rayleigh fading. When the LoS paths exist as in Case 1, the deployment of multiple IRSs improves the achievable rate significantly. Compared to a centralized deployment, distributed IRSs obviously increase the possibility of the presence of LoS channels.

Case 3 (Hybrid Propagation): For a general case, we define that the pure-LoS set $\mathcal{R}$. If $i \in \mathcal{R}$, we have BS-to-IRS $j$ path and IRS $j$-to-user path are both LoS ($K_{1,j} = \infty$ and $K_{2,j} = \infty$, $j \in \mathcal{R}$), while the IRS in $\mathcal{R} = \{1, \ldots, N\} \setminus \mathcal{R}$ only has one or zero LoS path ($K_{1,j} = \infty$ and $K_{2,j} = 0$ or $K_{1,j} = 0$ and $K_{2,j} = \infty$). Then, the ergodic achievable rate in (9) can be rewritten as

$$C_{\text{Hybrid}} = \log_2 \left( 1 + \frac{P}{\sigma_w^2} \left( 1 + L^2 \left( \sum_{j \in \mathcal{M}} \sqrt{\alpha_j \beta_j} \right)^2 + L \sum_{n=1}^{N} \alpha_n \beta_n \right) \right) \leq \log_2 \left( 1 + \frac{P}{\sigma_w^2} (1 + L^2 m^2 + LN) \right),$$

(12)

where $m = |\mathcal{R}|$ is the cardinality of $\mathcal{R}$.

Remark 3: The result in (12) implies that the performance benefits brought by the distributed IRSs, rely on the presence of LoS paths. In practice, if only a subset of IRSs can be selected to serve a user, the IRSs that have clear LoS paths in the vicinity of the user should be selected to ensure better performance.

IV. Simulation Results

In this section, we provide numerical results to validate the theoretical derivations. We set $T = 10$, $\rho = 20$ dB, $\sigma_w^2 = 1$, $P = 20$ dB, $\beta_n = C_0 \left( \frac{d_{1,n}}{D_0} \right)^{-\alpha}$, and $\alpha_n = C_0 \left( \frac{d_{2,n}}{D_0} \right)^{-\alpha}$, where $C_0 = 10^{-3}$ is the path loss at the reference distance $D_0 = 1$ (m), $\alpha = 2.5$ is the pathloss exponent, $d_{1,n} \leq 10$ m and $d_{2,n} \leq 20$ m.
are, respectively, the distance between the BS and IRS \( n \), and the distance between the user and IRS \( n \). The statistical correlation matrix is defined as in [1]. The Rician coefficients are set as \( K_{1,n} = 10^{1.3-0.003d_{1,n}} \) and \( K_{2,n} = 10^{1.3-0.003d_{2,n}} \) [9]. The IRSs are uniformly distributed in the cell coverage and simulation results are averaged with 1000 fading channel realizations to ensure fairness.

Fig. 1a cshows the ergodic achievable rate versus the total number of reflecting elements with perfect CSI. Solid lines correspond to analytical results under Rician fading channels while dotted markers correspond to Case 1 and Case 2. The system with 4 distributed IRSs, \( N = 4 \), outperforms the system with a centralized-IRS, i.e., \( N = 1 \), with the same total number of reflecting elements \( NL \). As \( NL \) increases, the performance gap between the results in solid line and these in Case 1 diminishes, which agrees with the results in [4], where the gap is caused by the coefficients \( \frac{K_{1,n}K_{2,n}}{(K_{1,n}+1)(K_{2,n}+1)} < 1 \) and \( \frac{K_{1,n}+K_{2,n}+1}{(K_{1,n}+1)(K_{2,n}+1)} < 1 \) in (9) become less dominated. Besides, the gap between Case 1 and Case 2 enlarges since the SNR loss \( N^2L^2\frac{P_w}{\sigma_w^2} \) in Case 2 is proportional to \( L^2 \), as predicted in Remark 2 and Remark 3.

Fig. 1b shows the ergodic achievable rate versus the total number of reflecting elements. The analytical result in (7) tightly matches with the numerical results via Monte Carlo simulation. Besides, the considered distributed IRSs outperform the centralized-IRS. Compared with random reflection \( \Phi_n \), the results of our proposed reflection design are considerably higher due to the optimized phase shifts at IRSs. The approximation in our analysis is tight mainly because the dimensions of the matrices and vectors, i.e., \( N \times L \), are very large, which satisfies the assumption of large antenna array for using the mathematical approximation.

For fair comparison, we compare the performance gains between instantaneous CSI and statistical CSI under the assumption of no channel estimation error for fairness. With perfect instantaneous CSI, we exploit the solution in [12] to design the reflection vector in a SISO system. As shown in this new figure results, i.e., Fig. 1c, we can find that the performance loss between the reflection design with instantaneous CSI and that with perfect statistical CSI are marginal.

V. CONCLUSION

We proposed a low-complexity reflection design for IRSs with statistical CSI. The derived ergodic achievable rate can accurately characterize the system performance of the distributed IRSs system, which outperforms the one with a centralized IRS with the same number of IRS elements.
APPENDIX A

PROOF OF THEOREM 1

In order to facilitate the analysis, we apply the result in [9, Lemma 1] which proves that the approximation of \( \log_2(1 + \frac{X}{Y}) \approx \log_2 \left( 1 + \frac{\mathbb{E}\{X\}}{\mathbb{E}\{Y\}} \right) \) is accurate enough for massive MIMO, e.g., with a large number of antennas \( NL \) and \( M \). Hence, we can approximate the rate in (6) as

\[
\bar{C} \approx \log_2 \left( 1 + P \frac{\mathbb{E}\{||\hat{h}_d^H + v^H\hat{Z}||^2\}}{\sigma_w^2 + \frac{\mathbb{E}\{(e_d^H + v^H Z)(\hat{h}_d + Z^H v)^2\}}{\mathbb{E}\{||h_d^H + v^H Z||^2\}} \right).
\]  

(13)

To proceed, we first derive the numerator in (13) as

\[
\mathbb{E}\{||\hat{h}_d^H + v^H\hat{Z}||^2\} \\
\overset{(a)}{=} \mathbb{E}\{\hat{h}_d^H \hat{h}_d\} + \mathbb{E}\{v^H \hat{Z} \hat{Z}^H v\} \\
= \mathbb{E}\{h_d^H h_d\} + \mathbb{E}\{e_d^H e_d\} + v^H \mathbb{E}\{E_Z E_Z^H\} v + v^H \mathbb{E}\{Z Z^H\} v \\
\overset{(b)}{=} M + M \xi + MNL \xi + v^H \mathbb{E}\{Z Z^H\} v,
\]

(14)

where \((a)\) exploits the independence between \( \hat{h}_d \) and \( \hat{Z} \) since \( Z, E_Z, h_d, \) and \( e_d \) are independent, while \((b)\) is due to \( h_d \sim \mathcal{CN}(0, I_M), e_d \sim \mathcal{CN}(0, \xi I_M), \) and \( E_Z \sim \mathcal{CN}(0, \xi I_{NL} \otimes I_M) \) for large \( M, NL \). Then, we evaluate \( v^H \mathbb{E}\{Z Z^H\} v \) in (14) as follows

\[
v^H \mathbb{E}\{Z Z^H\} v \\
\overset{(a)}{=} v^H (\tilde{G} \tilde{H} \tilde{H}^H \tilde{G}^H + \tilde{G} K_1 \mathbb{E}\{\tilde{H} \tilde{H}^H\} K_1 \tilde{G}^H) \\
+ K_2 \mathbb{E}\{\tilde{G} \tilde{H} \tilde{H}^H \tilde{G}^H\} K_2 + K_2 \mathbb{E}\{\tilde{G} K_1 \tilde{H} \tilde{H}^H K_1 \tilde{G}^H\} K_2 v \\
\overset{(b)}{=} v^H (\tilde{G} \tilde{H} \tilde{H}^H \tilde{G}^H + M \tilde{G} K_1 R K_1 \tilde{G}^H) v \\
+ \text{tr}\{K_2 \tilde{H} \tilde{H}^H K_2\} + M \text{tr}\{K_2 K_1 R K_1 K_2\},
\]

(15)

where \((a)\) exploits the independence between \( \tilde{G} \) and \( \tilde{H} \) and the fact that \( \tilde{G} \) and \( \tilde{H} \) are constants, and \((b)\) follows by \( \tilde{H} \sim \mathcal{CN}(0, R \otimes I_M) \) and the diagonality of \( \tilde{G} \) whose entries are independent and identically distributed (i.i.d.) Gaussian distributed with zero mean and unit variance.
Substituting (15) into equation (14) yields

\[ \mathbb{E}\{\|\hat{h}_d^H + \mathbf{v}^H \hat{Z}\|^2\} \]

\[ = (1 + \xi)M + MNL\xi + \mathbf{v}^H (MK_2tr\{K_1\mathbf{R}K_1\})\mathbf{K}_2 + M\tilde{G}\mathbf{K}_1\mathbf{G}^H + \mathbf{K}_2tr(\tilde{\mathbf{H}}\tilde{\mathbf{H}}^H)\mathbf{K}_2 + \mathbf{G}\tilde{\mathbf{H}}\tilde{\mathbf{H}}^H\mathbf{G}^H\mathbf{v}. \]

For the denominator in (13), we have

\[ \mathbb{E}\{\|\mathbf{e}_d^H + \mathbf{v}^H \mathbf{E}_Z(\hat{\mathbf{h}}_d + \hat{Z}^H\mathbf{v})\|^2\} \]

\[ = \mathbb{E}\{\mathbf{e}_d^H \hat{\mathbf{h}}_d \mathbf{h}_d^H \mathbf{e}_d\} + \mathbb{E}\{\mathbf{v}^H \mathbf{E}_Z \hat{\mathbf{h}}_d \mathbf{h}_d^H \mathbf{E}_Z \mathbf{v}\} \]

\[ + \mathbb{E}\{\mathbf{e}_d^H \hat{Z}^H \mathbf{v} \mathbf{v}^H \hat{Z} \mathbf{e}_d\} + \mathbb{E}\{\mathbf{v}^H \mathbf{E}_Z \hat{Z}^H \mathbf{v} \mathbf{v}^H \hat{Z} \mathbf{E}_Z \mathbf{v}\}. \]

The four expectation terms in (17) can be, respectively, calculated as

\[ \mathbb{E}\{\mathbf{e}_d^H \hat{Z}^H \mathbf{v} \mathbf{v}^H \hat{Z} \mathbf{e}_d\} = \mathbf{v}^H \mathbb{E}\{\hat{Z} \mathbf{e}_d \mathbf{e}_d^H \hat{Z}\} \]

\[ = \xi \mathbf{v}^H \mathbb{E}\{\hat{Z} \mathbf{Z}\} \mathbf{v}, \]

\[ = \xi \mathbf{v}^H \mathbb{E}\{\hat{Z} \mathbf{Z}\} \mathbf{v}, \]

\[ = \xi M + \xi^2 M(M + 1), \]

and

\[ \mathbb{E}\{\mathbf{e}_d^H \hat{\mathbf{h}}_d \mathbf{h}_d^H \mathbf{e}_d\} = \mathbb{E}\{\mathbf{e}_d^H \hat{\mathbf{h}}_d \mathbf{h}_d^H \mathbf{e}_d\} + \mathbb{E}\{\mathbf{e}_d^H \mathbf{e}_d \mathbf{e}_d^H \mathbf{e}_d\} \]

\[ = \xi M + \xi^2 M(M + 1), \]

\[ \mathbb{E}\{\mathbf{e}_d^H \hat{z}_d \hat{z}_d^H \mathbf{e}_d\} = \mathbb{E}\{\mathbf{e}_d^H \mathbf{h}_d \mathbf{h}_d^H \mathbf{e}_d\} + \mathbb{E}\{\mathbf{e}_d^H \mathbf{e}_d \mathbf{e}_d^H \mathbf{e}_d\} \]

\[ = \xi M + \xi^2 M(M + 1), \]

\[ \mathbb{E}\{\mathbf{e}_d^H \hat{Z}^H \mathbf{v} \mathbf{v}^H \hat{Z} \mathbf{e}_d\} = \mathbb{E}\{\mathbf{e}_d^H \hat{Z}^H \mathbf{v} \mathbf{v}^H \hat{Z} \mathbf{e}_d\} + \mathbb{E}\{\mathbf{v}^H \mathbf{E}_Z \hat{Z}^H \mathbf{v} \mathbf{v}^H \hat{Z} \mathbf{E}_Z \mathbf{v}\}. \]

where the last equality in (19) holds because \( \mathbf{v}^H \mathbf{Z} \sim \mathcal{CN}(0, \xi \mathbf{N} \mathbf{L} \mathbf{I}_M) \) and we obtain \( \mathbb{E}\{w(\xi NL)^{-1}w\} = M(M + 1)NL\xi \), i.e., \( \mathbb{E}\{\|\mathbf{v}^H \mathbf{E}_Z \mathbf{E}_Z^H \mathbf{v}\|^2\} = \xi^2 M(M + 1)N^2L^2 \) as \( w \triangleq \mathbf{v}^H \mathbf{E}_Z \mathbf{E}_Z^H \mathbf{v} \) is an uncorrelated central Wishart random variable, commonly denoted as \( w \sim \mathcal{CW}_1(M, NL\xi) \) [13].
Substituting (20) and (19) into (15) and using (14), we have

\[
\mathbb{E}\{|(e_d^H + v^H E_Z)(h_d + \hat{Z}^H v)|^2\} = \xi M + \xi^2 M(M + 1) + (1 + \xi)MN L \xi + \xi^2 MN L
\]

\[
+ (\xi + NL \xi) v^H C v + M(M + 1)N^2 L^2 \xi^2,
\]

(22)

where \( C = \bar{G} \bar{H}^H \bar{G}^H + M \bar{G} K_1 R K_1 \bar{G}^H + \frac{1}{NL} \text{tr}\{K_2 \bar{H} \bar{H}^H K_2\} + \frac{M}{NL} \text{tr}\{K_2 K_1 K_1 K_2\}. \) Now by substituting (16) and (22) into (13), we complete the proof.

**APPENDIX B**

**PROOF OF LEMMA 2**

The ergodic rate in (7) with perfect CSI for beamforming design, i.e., \( \xi = 0 \), can be rewritten as

\[
\tilde{C} = \log_2 \left( 1 + \frac{P}{\sigma_w^2} (M + v^H C v) \right).
\]

Considering the term \( s \triangleq v^H C v \), we have

\[
s = \|v^H G H\|^2 + \text{tr}\{G K_1 K_1 G^H\}
\]

\[
+ \text{tr}\{\bar{H} \bar{H}^H K_2 K_2\} + \text{tr}\{K_2 K_1 K_1 K_2\}
\]

\[
= \left( \sum_{n=1}^{N} \left( \sqrt{\frac{\alpha_n \beta_n K_{1,n} K_{2,n}}{(K_{1,n} + 1)(K_{2,n} + 1)} \sum_{i=1}^{L} e^{j\phi_{n,i} + j\theta_{g,n,i}^g + j\theta_{H,n,i}^H}} \right) \right)^2
\]

\[
+ \sum_{n=1}^{N} \left( \frac{L \alpha_n \beta_n K_{2,n}}{(K_{1,n} + 1)(K_{2,n} + 1)} + \frac{L \alpha_n \beta_n K_{1,n}}{(K_{1,n} + 1)(K_{2,n} + 1)} \right)
\]

\[
+ \sum_{n=1}^{N} \left( \frac{L \alpha_n \beta_n}{(K_{1,n} + 1)(K_{2,n} + 1)} \right)
\]

\[
\leq L^2 \left( \sum_{n=1}^{N} \sqrt{\frac{\alpha_n \beta_n K_{1,n} K_{2,n}}{(K_{1,n} + 1)(K_{2,n} + 1)}} \right)^2
\]

\[
+ L \sum_{n=1}^{N} \frac{\alpha_n \beta_n (K_{1,n} + K_{2,n} + 1)}{(K_{1,n} + 1)(K_{2,n} + 1)},
\]

(23)

where \( \theta_{H,n_i}^H = \angle H_{n_i} \) and \( \theta_{g,n_i}^g = \angle g_{n_i} \) are the angles of the small-scale fading coefficients of \( \bar{H} \) and \( \bar{g} \), respectively. The inequality in (23) holds with equality if and only if \( v \) is designed by: \( \phi_{n_i} = -(\theta_{g,n_i}^g + \theta_{H,n_i}^H) \), \( n = \{1, ..., N\} \), and \( i = \{1, ..., L\} \). This completes the proof.
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