Genetic Algorithm for Scheduling Optimization Considering Heterogeneous Containers: A Real-World Case Study
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Abstract: In this paper, we develop and apply a genetic algorithm to solve surgery scheduling cases in a Mexican Public Hospital. Here, one of the most challenging issues is to process containers with heterogeneous capacity. Many scheduling problems do not share this restriction; because of this reason, we developed and implemented a strategy for the processing of heterogeneous containers in the genetic algorithm. The final product was named “genetic algorithm for scheduling optimization” (GAfSO). The results of GAfSO were tested with real data of a local hospital. Said hospital assigns different operational time to the operating rooms throughout the week. Also, the computational complexity of GAfSO is analyzed. Results show that GAfSO can assign the corresponding capacity to the operating rooms while optimizing their use.
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1. Introduction

Genetic algorithms (GA) are an optimization strategy inspired by evolution. They were first introduced by Holland in 1970 [1]. GAs work by simulating the evolutionary process on a population of solutions. A typical GA generates an initial population by randomly assigning values to the decision variables of the problem. Thus, each individual of the population represents a possible solution to the optimization problem. The initial population will be submitted to a series of evolutionary operations.

The first step of the genetic process consists of determining the fitness level of every individual. Then, the best individuals are selected to go through a crossover process. The crossover consists of combining two individuals to obtain a new individual. The two chosen individuals are called “parents” and the new individual “offspring.” This method hopes to create offspring with higher fitness than that of the parents. If so, offspring replaces the parents. Worse individuals are selected to undergo a mutation process. The mutation operator consists of altering the genetic information of a member of the population. If the resulted individual has better fitness, it replaces the old individual. In this kind of algorithms, iterations are called “generations,” which are processed until (1) a stop condition is meet or (2) the program reaches a predefined limit of generations.

The proposals based on GAs are popular within the scientific literature (e.g., [2–4]) since GAs offer a favorable compromise between the quality of the solution and the run time spent finding it. Also, GAs have been implemented to solve real world problems [5–8].
Based on this analysis, we took the idea of the GA developed by Quiroz et al. [9], which is one of the more effective algorithms to solve bin packing problems and has also been applied to solve surgery scheduling problems [10]. The approach proposed by [9], and implemented in [10], is only capable of processing containers with homogeneous capacity. This feature often does not occur in hospitals and other organizations. Therefore, a wider range of real-world cases could be faced if the GA could process containers with heterogeneous capacities. For this reason, we developed and implemented a strategy for the use of heterogeneous containers within the GA [10]. The resulted product was named “genetic algorithm for scheduling optimization” (GAfSO). GAfSO was tested using data on surgeries performed in a local hospital. According to experimental results, the proposed algorithm obtained up to 96% of the operating-room capacity for use, which represents a 45% decrease in terms of idle time compared with the organizational procedure for scheduling; as a consequence, time was reduced up to two weeks for inpatient surgery waiting lists.

**Problem Definition**

A scheduling problem is defined as follows: given

- a set of $n$ activities with their durations $D = (d_1, d_2, d_3, \ldots, d_n)$, and
- a set of infinite containers with their capacities $C = (c_1, c_2, c_3, \ldots)$,

we search for a schedule with all $n$ activities programmed to be performed in a container such that

- the capacity of the containers is not exceeded, and
- idle time is minimized.

Because the number of possible schedules grows exponentially, the difficulty in solving these problems is due to the number of combinations a large set of activities generates. This fact often causes delays during the scheduling process, because the ease in which an efficient schedule is found decreases. The scientific literature additionally suggests scheduling problems belong to the NP-hard class. The use of an inefficient schedule may lead to high economic losses due to the waste of often-scarce resources and poor quality of health service. Examples of scheduling problems are scheduling courses in teaching institutions, appointments in a medical consulting room, project tasks, among others.

An important application of this problem is surgery scheduling. Population growth has incremented the number of surgeries performed in public hospitals. This fact often causes delays due to the difficulties that public budgets must attend to all of the demands of the population. Then, a key is that health agencies must find an effective schedule for performing surgeries; however, the complex nature of this problem makes it difficult to find optimal solutions [5,11,12].

Several studies related to hospital environments agree with the following terms:

- Inpatient: patients that have to stay overnight in the hospital [13].
- Outpatient: patients that do not stay overnight in the hospital [14].
- Emergency patients: patients that arrive due to emergencies [15].
- Online scheduling: patients without appointment are considered [16].
- Offline scheduling: only patients with appointment are considered [17].

Following the classification of [18], the case study described in this paper is a surgery schedule problem with offline patients with the objective function of maximize the use of operating rooms (ORs).

The rest of the document is divided as follows. In Section 2, a brief literature review is provided. Section 3 describes the components of GAfSO and the case study. In Section 4, we present the results from computational experiments. Finally, Section 5 discusses some conclusions and directions for future research.
2. A Brief Review of the Specialized Literature

Scheduling problem has been widely addressed in the literature, and there is a high number of approaches that use GAs to optimize these problems.

Budylskiy and Kvyatkovskaya considered in 2014 a multi-criteria optimization to schedule projects under constraints of cost and length. The GA they develop uses co-evolution and Pareto principles to obtain a satisfactory solution [19].

Marques et al. used in 2014 a GA for elective surgery schedule in a Portuguese hospital. Elective surgeries can be inpatient or outpatient, and no emergency patients are considered. This is the case for the hospital since it does not have emergency service. The GA is based on the biased random-key genetic algorithms (BRKGA), the main advantages of this approach are high locality and heritability. BRKGA use a coding system to represent the solutions. The encoding scheme stores information on a matrix of days by rooms [11]. Experiments were conducted using the data of the hospital. The results of the BRKGA were compared to those of an integer linear programming approach. Results showed that the BRKGA can obtain high-quality results with a gap no more than 10%. Next year, they modified the GA to add surgery priority [6].

Azadeh et al. developed in 2015 a GA to schedule patients in emergency departments. The objective of the GA is to minimize the waiting time of the patients while scheduling according to priority treatments. The first step of the experimentation consisted of comparing the results of the GA with those of a branch and bound algorithm. Results demonstrated the capacity of the GA to obtain near-optimal solutions in a reasonable amount of time. Then, real data of an emergency department was used to test the algorithm further. A paired t-test demonstrated the statistical superiority of the proposed approach with respect to the system used by the emergency department [15].

Ortiz et al. in 2015, implemented several optimization techniques to solve a scheduling problem. They aimed to schedule courses at a university. The methods were compared with each other. Those techniques are genetic, memetic, and immune system algorithms. After comparing all the algorithms, the authors concluded that the GA offers several advantages [20].

Xiang et al. used, in 2015, ant colony optimization (ACO) to solve a surgery scheduling problem. Using a two-level model, the algorithm is capable of obtaining a satisfactory solution within a reasonable amount of time. It should be noted that the ACO considers the specialty of the surgeon and multiple phases associated with surgical procedures [21].

Figuera and Cavalcanti chose in 2016 to use a direct representation of chromosomes in their GA. This feature means that the position of the gen in the chromosome indicate on which day of the week the surgery is scheduled [22].

Li and Gao proposed in 2016 a hybrid approach between a GA and a tabu search, named HA, for the flexible job scheduling problem (FJSP). The classical JSP consists of scheduling a set of n jobs in a set of m machines, each job consists of op operations. Each machine can process one operation of a job at the same time. Each job must be processed by a specific route of machines. However, it is assumed that there is not flexibility of resources (machines and tools), and modern manufacturing enterprises have flexible systems. The FJSP was introduced to match these situations, allowing to assign jobs to any machine. The results of the algorithm were compared with six important benchmark instances, which includes 201 open problems. The HA achieves a high level of performance, obtaining new best solutions for several benchmark problems [23].

Latorre-Nuñes et al. developed in 2016 several tools for surgery scheduling. These tools optimize the matching between surgeries and surgical equipment, and the assignation of beds at the same time. Reducing the bottleneck present in sequential optimization. Thus, obtaining a “truly” optimal solution [24].

Rivera et al. developed in 2017 a GA to schedule surgeries in operating rooms. This paper arises from the necessity of a local hospital, given the growth of demand in surgery procedures. The demand surpassed 385 surgeries by month, exceeding the capacity of the hospital to respond to all patients
efficiently. A genetic algorithm was developed and reached an increase of 45% with respect to the previous scheduling process [1].

Cheng-Yang et al. constructed in 2018 two algorithms to solve the flow shop with proportional permutations (PF) problem. The algorithm schedule activities with variable maintenance (VMA). Said algorithms obtained optimal solutions for the PPF problem [25].

Rahmani et al. developed in 2019 a genetic algorithm to solve the open-shop scheduling problem (OSSP). In the OSSP, n jobs are processed by m machines in a not deterministic way. Each job has n operations that must be processed in a deterministic time interval by a machine. Each machine can process one operation of a job. The goal is to find an optimal schedule for the completion of the n jobs. The performance of the GA was compared against an ACO approach and an imperialist competitive algorithm (ICA). The algorithms were tested using small, medium, and large-sized benchmark instances. Results showed the GA was able to find better solutions in shorter computational time [26].

Guo et al. proposed in 2019 a GA based on column generation to solve an electric bus scheduling problem. As stated by Guo et al., bus companies are incrementing the use of electric vehicles because of their low transportation cost and low noise. The multi-depot electric bus vehicle scheduling problem (EVSP) is considered. Column generation (CG) is used to create initial solutions for the GA to optimize. The GA-CG approach was compared against the branch-and-price (BP) algorithm using sixteen instances based on real data. Results showed that the GA-CG obtained quality solutions in a short amount of time [27].

Mahdi et al. proposed in 2019 a BRKGA for the integrated scheduling of manufacturing, transport, and storage/retrieval operations in flexible manufacturing systems (FMSs). In an FMS environment, a set of machines, automated vehicles and automated storage/retrieval systems cooperate to perform jobs (in this context, a job consists of a set of manufacturing operations). To the authors' knowledge, the FMS had not been addressed in an integrated way with heuristic approaches. Here, the chromosome has two parts: the operations sequence and the vehicle assignment. The results of the BRKGA were compared to the optimal solution obtained by a MILP model. The proposed approach reached several exact solutions and maintained the gap between the MILP model under 2% [28].

Although many studies employ GAs to solve scheduling problems, there are approaches in similar optimization problems that have shown good results. This is the case for the bin packing problem (BPP). In the BPP a set of objects is to be pack in containers with limited capacity. The GA developed in [10] promotes the transmission of the best genes while avoiding local optimum. However, this approach is not able to process containers with heterogeneous capacities, narrowing the scope of the GA. In this paper, we developed and implemented a strategy for the use of heterogeneous containers within the GA, the final algorithm was named genetic algorithm for scheduling optimization (GAFSO). A comparison was made with one of the best algorithms to the moment, results showed promising results.

3. Development

In this section, we describe the GA, the developed strategy, and its application in the case study.

3.1. Genetic Algorithm

In this section, we describe the components of the genetic algorithm developed.

3.1.1. Genetic Encoding

We utilize a representation based on groups to model a schedule. Gens are used to model time-spaces in which activities can be scheduled. Each gen has a length that cannot be exceeded. A chromosome contains a group of gens. In other words, each chromosome represents a possible schedule of the activities. In this representation, the chromosomes may differ in size depending on the number of ORs they use in the solution. Figure 1 exemplifies this encoding scheme.
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3.1.2. Fitness Function

The objective of GAfSO is to find a schedule that uses the minimum number of operating rooms as possible. Considering the similarities between the scheduling problem and the BPP, we chose a fitness function used on BPP. The fitness function is used to maximize the usage of ORs; therefore, it also minimizes the number of ORs used [29]. The function is expressed by Equation (1):

\[
F = \frac{\sum_{i=1}^{N} (\frac{F_i}{C_i})^k}{N}
\]

where \( N \) is the number of used ORs in the solution, \( F_i \) is the sum of all the surgeries to be performed in bin \( i \), \( C_i \) is the capacity of the \( i \)th-OR, and \( k \) is a constant \((k > 1)\).

3.1.3. Initial Population

To generate the initial population, we applied a two-phase process in order to schedule a set of \( n \) surgeries. During the first phase, those surgeries that are greater than 50% of the capacity of the ORs are selected to be scheduled. Because none of these \( \hat{n} \) selected surgeries can share the same OR, an OR is created to schedule each single surgery. During this phase, a set \( \hat{n} \) of selected surgeries is scheduled in independent ORs. This methodology is called First-Fit with \( \hat{n} \) preassigned objects (FF-\( \hat{n} \)). The rest of the \( n-\hat{n} \) activities are scheduled during phase two using a First-Fit (FF) methodology. The remaining \( n-\hat{n} \) surgeries are selected at random to schedule. FF goes throughout all the ORs until the surgery can be scheduled. If none of the ORs have enough space to perform the surgery, then a new OR will be created, and the surgery will be assigned to it. Figure 2 shows an example of this process.

In Figure 2, a set of seven surgeries is going to be scheduled. The duration of the surgeries is given by the number of minutes it takes to perform them. In this example, the surgeries are to be assigned to ORs with a maximum capacity of 510 min. In Figure 2a, surgeries are ordered by their duration time before applying FF-\( \hat{n} \). FF-\( \hat{n} \) schedules Surgery 1 in an OR, in this case, only this surgery has a duration longer than 255 min (50% of the OR capacity). In Figure 2b, the rest of the surgeries are merged at random and scheduled using the FF methodology. In this case, since OR 1 does not have enough capacity to schedule Surgery 2, a second OR was added to schedule Surgery 2. Then, surgeries 3 and 4 were added to the OR 2 because OR1 did not have enough capacity for either. Next, because neither of the ORs had enough capacity to schedule Surgery 5, a new OR was added to schedule the activity. Surgery 6 was added to OR1, reaching its fullness. Finally, Surgery 7 was scheduled in OR3. The result is a schedule conform by three ORs.

| Activity | Length |
|----------|--------|
| 1        | 100    |
| 2        | 40     |
| 3        | 100    |
| 4        | 90     |

Figure 1. Genetic coding.
Parents for crossover are chosen from two groups. One is the elite group, and the other has some non-elite individuals to promote diversity. The elite group contains those individuals that have the highest fitness. The non-elite group contains individuals selected at random. It may be possible that some individuals are selected for both groups; however, it is not allowed to perform the crossover if the same individual is chosen from both groups as parent. In Figure 3, an example of the two groups is given.

Figure 2. Construction of a solution, (a) FF-ñ applied to a set of surgeries; (b) FF applied to the rest of the surgeries.

3.1.4. Selection

Parents for crossover are chosen from two groups. One is the elite group, and the other has some non-elite individuals to promote diversity. The elite group contains those individuals that have the highest fitness. The non-elite group contains individuals selected at random. It may be possible that some individuals are selected for both groups; however, it is not allowed to perform the crossover if the same individual is chosen from both groups as parent. In Figure 3, an example of the two groups is given.

Figure 3. Selection for crossover.
In Figure 3, group G represents the elite group, and the group R represents the non-elite group. In this example, group G was first created with solutions one, two, three, five, seven, and nine. After the creation of group G took place, group R was created by selecting solutions at random. As we can see, solutions two and three are also present in group R. If one of these solutions is chosen from group G to participate in the crossover, then the algorithm does not select the same solution from group R.

Selection for mutation is done in two phases: (1) Calculate the number of individuals that will be mutated, and (2) select the calculated number of individuals from the population. Phase 1 uses some equations to calculate how many individuals are going to be mutated. These equations are given in Section 3.1.6. Phase 2 is also divided into two phases: (2.1) First, those individuals that reach a limit of generations are selected, (2.2) then, the worst individuals of the population are then selected to reach the number of individuals calculated in Phase 1.

3.1.5. Crossover

A process of crossover selects two solutions, referred to as parent solutions, and combines them in order to create two new solutions, referred to as offspring solutions. It is expected that an optimal solution to the scheduling problem has most of the ORs at almost fully used. Therefore, the chromosomes of the parents with ORs at full contribute to reproduce offspring with a high fitness. For this reason, we choose to utilize a crossover method that allows for the combination of the parents to a gen level. This gives more probability for the preservation of the better gens [9].

Crossover compares the ORs of the parent in parallel, after ordering them in descending order. This increases the probability that the offspring inherits the best ORs. For each pair of ORs, the best is inherited to the new solution, followed by the other OR. Then, ORs with duplicated surgeries are erased, and their surgeries released. While this is happening, the released surgeries are stored in a temporary list. When this process finishes, the surgeries that are already in the solution are removed from the list. Finally, the remaining surgeries are reschedule using First-Fit Decreasing methodology, which will be described next.

First-Fit Decreasing (FFD)

This methodology sorts a list of surgeries descending according to the duration of them. Then, each surgery is scheduled in the first OR that has enough space to store it. If there is no such case, the surgery is scheduled in a new OR that is added to the solution.

Numerical Example

We will view the application of the crossover operator with an example of a scheduling problem with a set of nine surgeries with the next durations (200, 160, 200, 490, 200, 20, 300, 140, 300), and ORs with a capacity of 510 min. Figure 4 shows the two chromosomes that we will be using for the example.

| Parent 1 | Parent 2 |
|----------|----------|
| 510      | 500      |
| 500      | 500      |
| 300      | 490      |
| 200      | 360      |
|          | 160      |
|          | 0, 8     |
|          | 4, 6     |
|          | 3        |
|          | 1, 2     |
|          | 7, 5     |
| C_1: 3, 5 | C_6: 500 |
| C_2: 8, 2 | C_7: 500 |
| C_3: 0, 6 | C_8: 490 |
| C_4: 1, 7 | C_9: 360 |
| C_5: 4   | C_10: 160|

Figure 4. Parent for crossover.

The first step is to combine the gens of the parents. Two offspring solutions will be created, one combining Parent 1 with Parent 2, and the other combining Parent 2 with Parent 1. Figure 5 shows both offspring solutions.
In Figure 5, we can see how some surgeries are repeated in the solutions. For example, in offspring solution 1, surgery 8 is scheduled in OR 6 and 2. The next step in the crossover methodology is to erase all of the ORs with repeated activities. In this example, ORs 2, 7, 8, 9, and 10 are eliminated. After removing those ORs, activity 2 was also erased from the solution. In Figure 6, we can see the resultant individual.

![Offspring solutions.](image)

In order to complete the solution, FFD is used in order to reschedule the activities that were eliminated from the solution. In this example, Activity 2 was assigned to OR 5. Figure 7 shows the final solution.

![Elimination of repeated activities.](image)

3.1.6. Mutation

The ORs from a solution are ordered according to their usage, descending. The less filled ORs are eliminated, and their activities are rescheduled using FF. Given a solution with \( m \) ORs, of which \( t \) are unfilled, the number of ORs \( n_b \) to be eliminated is given by Equation (2). The elimination ratio \( \epsilon \) is defined by Equation (3), \( p_e \) is the elimination probability defined by Equation (4), and \( k \) is a parameter that defines the rate of change of \( \epsilon \) and \( p_e \) with respect to \( t \).

\[
\begin{align*}
  n_b &= (t)(\epsilon)(p_e) \\
  \epsilon &= 2 - \frac{t}{m} \\
  p_e &= 1 - U\left(0, \frac{1}{t^{1/k}}\right)
\end{align*}
\]
Numerical Example

Given a set of ten activities with durations (300, 250, 300, 490, 210, 20, 180, 260, 200) scheduled in ORs with a capacity of 510 min, Figure 8 illustrates a solution to mutate.

| Fullness | 510 | 510 | 500 | 480 | 330 | 210 |
|----------|-----|-----|-----|-----|-----|-----|
| Activities | 3, 5 | 1, 7 | 8, 2 | 0, 6 | 9 | 4 |

![Figure 8. Solution to mutate.](image)

In this example, the number of ORs is \( m = 6 \), the number of unfilled ORs is \( t = 4 \), the change rate \( k \) = 2 and a random number \( U(0, 0.62) = 0.5 \). The elimination proportion is \( U = 0.839 \), the probability proportion \( p_c = 0.5 \), and the number of ORs to eliminate \( n_p = 2 \). The mutation operator will sort the ORs in descending order of their fullness. So, ORs 5 and 6 are eliminated, and their activities (9 and 4) are left unassigned. Figure 9 shows this phase.

![Figure 9. Elimination of ORs.](image)

To finalize the process, a rearrangement methodology, based on the dominance criterion, is used to reschedule the unassigned activities. This allows for the exchange between unscheduled and scheduled activities. In this example, Activity 6 from OR 4 is exchanged with Activity 4 because this arrangement achieves the full use of the OR. Then, a new OR is created, and activities 6 and 9 are scheduled together. In Figure 10, the final solution is presented.

| Fullness | 510 | 510 | 500 | 480 | 510 | 510 |
|----------|-----|-----|-----|-----|-----|-----|
| Activities | 3, 5 | 1, 7 | 8, 2 | 0, 4 | 6, 9 |

![Figure 10. Final mutated solution.](image)

3.1.7. Stop Condition

Within GAlSO, the end of the evolution process happens when one of the following conditions are met:

- The algorithm generates a solution with the same or a smaller number of ORs previously calculated, named theoretical optimum.
- The evolution process reaches the maximum number of allowed generations.
- The theoretical optimum determines which would be the minimal quantity of ORs needed to schedule a set of activities. This value is determined by Equation (5)

\[
x(t, i) = \begin{cases} 
1 + x(t - c_i, i + 1) & \text{if } t = 0, \\
0 & \text{otherwise}, 
\end{cases}
\]

where:

- \( t \) is the summation of the duration of all activities to schedule.
- \( i \) is a control parameter, and
3.2. Strategy for the Use of Heterogeneous ORs

Based on the study of Figuera and Cavalcanti [22], we choose a direct representation of the chromosomes. This model determines the capacity of each OR based on the position within the array of ORs. The model was selected due to its advantages for implementation in the algorithm and its flexibility for different conditions of variable capacity.

GAfSO was modified to assign the capacity of the ORs before their processing. Given an \(n\) number of activities to schedule, each new solution will be created with \(n\) ORs. This is done because, clearly, there cannot be more ORs than surgeries. The capacity of each OR will be assigned based on its position. Then the surgeries will be scheduled maximizing the usage of OR using \(n\) as the upper bound and the theoretical optimum as the lower bound. This strategy allows for the modeling of several constrains regarding heterogeneous capacity. Thus, allowing GAfSO to work in a wider range of case studies. Next, the usage of the strategy is exemplified using a real case study.

Case Study

We followed the same case study presented in [10]. This case study was constructed upon data provided by a local hospital. The hospital has four ORs with the same usage time. The usage time of the OR is 510 min, except the Fridays where it changes to 450 min. This situation is modeled by Equation (6), where \(i\) is the identifier of the OR.

\[
c_i = \begin{cases} 
510 & \text{if } (i - 1) \mod 20 < 16, \\
450 & \text{otherwise.}
\end{cases}
\]

(6)

ORs are used from 8:30 am. to 4:50 pm. on Fridays, and from 8:30 am. to 5:00 pm. the rest of the week. Equation (6) monitors the day of the week by counting the ORs. Since the hospital has four ORs, each group of four ORs represents a day. Using this information GAfSO is able to identify those ORs that conform each Friday and correctly assign their capacity.

3.3. Computational Complexity

In this section we analyze the computational complexity of each operator of GAfSO analyzing the worst-case scenario if applicable. For the sake of efficiency, insertion sort was used to get sorted short sets, i.e., all sets related to the population size (whose worst case is in \(O(n^2)\)), whilst merge sort was applied to large sets, i.e., all related sets to the input data, chiefly the number of surgeries (whose worst case is in \(O(n \log_2 n)\)).

**Lemma 1.** Calculation of fitness has a complexity of \(|S| + 2\).

**Proof.** Fitness is obtained by the summation of all surgery durations for a given solution (\(|S|\)). Then, the summation is elevated to a constant \(k\) and the result divided by the number of OR of the given solution. Each operation is performed once for the fitness calculation of a solution. □

**Lemma 2.** Creation of the initial population has a complexity of \(p((n - \bar{n}) \log_2 (n - \bar{n}) + ((n - \bar{n}) \cdot f(\text{OR} + 1)) + (n \log_2 n + 2\bar{n}))\).

**Proof.** The first step in the creation of the initial population is FF-\(\bar{n}\). In this methodology, surgeries are sorted in descending order of their durations (\(n \log_2 n\)). Then, an OR is created to schedule each \(\bar{n}\) surgery (2\(\bar{n}\)). This gives us a complexity of \(n \log_2 n + 2\bar{n}\) for FF-\(\bar{n}\). The second step is to apply FF to the rest of the surgeries, here the worst-case scenario would be that none of the OR has enough capacity to hold the activities because of a heterogeneous capacity constraint. First, the
rest of the surgeries are sorted at random \((n - \bar{n}) \log_2 (n - \bar{n})\). Then, each surgery is scheduled in a new OR after going throughout all the ORs \((n - \bar{n}) \cdot f(OR + 1)\). Therefore, FF has a complexity of \((n - \bar{n}) \log_2 (n - \bar{n}) + ((n - \bar{n}) \cdot f(OR + 1))\). Finally, this process is repeated to create each individual for a population size of \(p\). \(\square\)

**Lemma 3.** Selection for crossover has a computational complexity of \(2(p^2 + (n \cdot pc))\cdot(n \cdot pc)\).

**Proof.** Two groups of solutions are created for crossover. Each group has \(n \cdot pc\) individuals, where \(pc\) is the probability for crossover \((0 < pc < 1)\). The first one is an elite group that is comprised of the best solutions of the population. To create this group the population is sorted in descending order of the fitness \((p^2)\). Then, the first \(n \cdot pc\) individuals are selected \((n \cdot pc)\). The second group is comprised of random individuals. For this, the population is sorted at random and then the \(n \cdot pc\) individuals are selected \((n \cdot pc)\). This process is repeated \(n \cdot pc\) times. \(\square\)

**Lemma 4.** Crossover has a computational complexity of \((n \cdot pc) \cdot (|S_i| + |SR|^2 + (|SE_i| + |SR|)^2 + |SE|^2 + |SR|^2 + |SH| + (n - \bar{n}) \log_2 (n - \bar{n}) + ((n - \bar{n}) \cdot f(OR + 1)))\).

**Proof.** The first step of the crossover is to sort the individuals from the random group in descending order of their fitness \(|SR|^2\). The next step is to create the new individual using the ORs of both solutions. This step takes \(|SE|\) or \(|SR|\) depending on which solution has more ORs. During the next step, ORs with repeated surgeries are eliminated \(|SH|\) and their surgeries are rescheduled using FF \((n - \bar{n})^2 + ((n - \bar{n}) \cdot f(OR + 1))\). Finally, the fitness for the new individual is calculated. \(\square\)

**Lemma 5.** Selection for mutation has a computational complexity of \(n \log_2 n + (n - \text{lim}) \log_2 (n - \text{lim}) + ((n - pm) \cdot \text{lim})\).

**Proof.** In the selection for mutation, a number of \(n \cdot pm\) individuals are selected. \(pm\) is the probability for mutation \((0 < pm < 1)\). First, the population is sorted by descending order of their age (number of generations) — \(n \log_2 n\). Those individuals that reach a limit of age are selected for mutation \((\text{lim})\). The worst-case scenario would be that the selected individuals do not reach \(n \cdot pm\). So, the next step is to sort the rest of the population by ascending order of their fitness \((n - \text{lim}) \log_2 (n - \text{lim})\). Finally, individuals are selected until \(n \cdot pm\) is reached \((n \cdot pm - \text{lim})\). \(\square\)

**Lemma 6.** Mutation has a computational complexity of \((n \cdot pm) \cdot (|SM|^2 + c + ((n - \bar{n}) \log_2 (n - \bar{n}) + ((n - \bar{n}) \cdot f(OR + 1)))\).

**Proof.** First, ORs of a solution are sorted by ascending order of their fullness \(|SM|^2\). Then, a number of \(c\) ORs are eliminated and their activities are rescheduled using FF, whose complexity is \((n - \bar{n}) \log_2 (n - \bar{n}) + ((n - \bar{n}) \cdot f(OR + 1))\). This process is done for each selected solution \((n \cdot pm)\). \(\square\)

**Lemma 7.** GAfSO has a computational complexity of \(O(n^2 \log_2 n)\), where \(n\) is the number of activities to be scheduled.

**Proof.** Initial population and theoretical optimum are performed one time, while the rest of the processes are done iteratively. The worst-case scenario would be \(n = 0\) and \(pm = 1\), then the complexity of GAfSO would be in \(O(n^2 \log_2 n)\)—see Lemma 6. \(\square\)

4. Results

In this section we describe the test instances used, the experimental conditions and the results obtained by GAfSO.
4.1. Test Instances

We used the instances presented in [1]. These are four instances proportionated by a local hospital. Each instance corresponds to the surgery schedule of a month. The four instances are described in Table 1.

| Instance | Number of Surgeries | Average Length of Surgery | Longest Surgery | Shortest Surgery |
|----------|---------------------|---------------------------|-----------------|-----------------|
| 1        | 238                 | 103 min                   | 420 min         | 45 min          |
| 2        | 210                 | 125 min                   | 395 min         | 40 min          |
| 3        | 192                 | 122 min                   | 380 min         | 40 min          |
| 4        | 221                 | 124 min                   | 510 min         | 40 min          |

The hospital has four ORs. A group of four ORs represents a scheduled day. The ORs have a capacity of 510 min except for Fridays when their capacity is 450 min. Our goal is to schedule all surgeries using ORs with variable capacity while maintaining the solution quality by GAfSO.

4.2. Experimental Conditions

We implemented GAfSO under the next conditions.

Software: GAfSO was coded using the programming language C# and compiled in Visual Studio 2017 under Windows 10 of 64 bits. The following Table 2 lists the parameter values used in GAfSO.

| Parameter                        | Value |
|----------------------------------|-------|
| Population size                  | 100   |
| Elite population size            | 10    |
| Maximum number of generations    | 500   |
| Solution lifespan                | 10    |
| Individuals for selection        | 80    |
| Individuals for mutation         | 17    |

Hardware: All the experimentation was done using a computer with Windows 10 of 64 bits, Intel Core i7 3.4 GHz and 8GB RAM.

4.3. Results

GAfSO was able to find a solution in every instance while assigning the corresponding capacity to each operating room. In order to measure GAfSO solution quality, we run the algorithm thirty times. Figure 11 shows the usage percentage of the ORs.

In this experiment, the algorithm obtained an average of 95.33% in OR usage and a variance of 1.13. Besides measuring the quality of solutions, we also measure the execution time of the program through the runs. Figure 12 shows this information. In most of the cases, the solution was founded in the first generations.
In this experiment, the algorithm obtained an average of 95.33% in OR usage and a variance of 1.13. Besides measuring the quality of solutions, we also measure the execution time of the program through the runs. Figure 12 shows this information. In most of the cases, the solution was founded in the first generations.

In this experiment, GAfSO reach an average of 0.117 s. With a variance of 0.013.

### 4.4. Results Comparison

As stated earlier, the GA developed in [1] was not capable of processing ORs with heterogeneous capacities. Because of this reason, to schedule the surgeries of the hospital, the method showed in Figure 13 was used.
We will describe how to use the methodology of Figure 13 with the case study. Here, the values for the capacities will be \( p = 510 \), and \( S = 450 \). In the first step, \( C \) will be initialized with \( p \). Then, the GA solves the instance. After that, the part of the schedule that corresponds to Monday to Thursday will be stored and then eliminated from the instance. If there are surgeries left in the instance, \( C \) changes to the other capacity, in this case \( S \). Then, the process is repeated, except that \( S \) is considered, and only ORs corresponding to Friday are stored and then removed from the instance.

Table 3 shows a comparison between the results obtained by the GA developed in [1] and GAfSO. Both programs solve all instances thirty times; in the case of the GA, five executions were needed to solve the instance.

Table 3. Results comparison

| Instance   | GA [1] | GAfSO | GA | GAfSO | GA | GAfSO | GA | GAfSO | GA | GAfSO | Average |
|------------|--------|-------|----|-------|----|-------|----|-------|----|-------|---------|
| Fitness    | 96.33  | 95.54 | 95.2| 94.4  | 96.1| 95.5  | 94.26| 96.04 | 94.81| 95.3  |         |
| Number of ORs used in the solution | 50 | 50 | 54 | 54 | 48 | 48 | 56 | 56 | 52 | 52 |         |
| Number of days used in the solution | 12.5 | 12.5 | 13.5 | 13.5 | 12 | 12 | 14 | 14 | 13 | 13 |         |
| Number of executions | 5 | 1 | 5 | 1 | 4 | 1 | 5 | 1 | 4.75 | 1 |         |
| Average computational time (s) | 0.03 | 0.1 | 0.012 | 0.08 | 0.035 | 0.107 | 0.043 | 0.169 | 0.02 | 0.11 |         |

5. Conclusions

In [10], a genetic algorithm for BPP was developed. Because of its performance, this genetic algorithm was implemented in a scheduling problem [1]. However, the GA is only capable of processing containers with homogeneous capacity, narrowing the scope of possible applications for it. We developed and implemented a strategy for the usage of heterogeneous containers within the genetic algorithm. The resulting algorithm was named “genetic algorithm for scheduling optimization”
(GAfSO). The flexibility of the strategy enables the usage of GAfSO in other scheduling problems with varying conditions for heterogeneous capacity. The computational complexity of GAfSO is analyzed.

Experiments were conducted using four instances provided by a local hospital. Each instance corresponds to the surgery schedule of one month. The hospital uses two capacities for the operating rooms throughout the week. The first experiment consisted of the schedule of the surgeries performed in each instance. Results show that GAfSO is capable of reaching up to a 96% usage of ORs. Besides, GAfSO obtained the schedule in one execution, instead of the multiple executions the GA previously needed to reach the solution. This characteristic of GAfSO simplifies in great measure the process of scheduling a set of activities and reduces the run time. Future research will consist of comparing GAfSO with other proposals from the literature, and performance analysis using benchmark instances.
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