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Abstract—A two-way time-of-arrival (TOA) system is composed of anchor nodes (ANs) and user devices (UDs). Two-way TOA measurements between AN-UD pairs are obtained via round-trip communications to achieve localization and synchronization (LAS) for a UD. Existing LAS method for a moving UD with clock drift adopts an iterative algorithm, which requires accurate initialization and has high computational complexity. In this letter, we propose a new closed-form two-way TOA LAS approach, namely CFTWLAS, which does not require initialization, has low complexity and empirically achieves optimal LAS accuracy. We first linearize the LAS problem by squaring and differencing the two-way TOA equations. We employ two auxiliary variables to simplify the problem to finding the analytical solution of quadratic equations. Due to the measurement noise, we can only obtain a raw LAS estimation from the auxiliary variables. Then, a weighted least squares step is applied to further refine the raw estimation. We analyze the theoretical error of the new CFTWLAS and show that it empirically reaches the Cramér-Rao lower bound (CRLB). We conduct numerical simulations in a 2D scene. Results verify the theoretical analysis of LAS accuracy. The performance of CFTWLAS is close to the CRLB in the presented experiments when the number of ANs is large, the geometry is appropriate, and the noise is small. Unlike the iterative method whose complexity increases with the iteration count, the new CFTWLAS has constant low complexity.

Index Terms—Two-way time-of-arrival (TOA), closed-form, localization and synchronization (LAS), motion, clock drift.

I. INTRODUCTION

LOCALIZATION and synchronization (LAS) techniques provide position and timing information, which is significant to a variety of real-world applications such as Internet of Vehicles, Internet of Things (IoT), emergency rescue and surveillance reconnaissance [1], [2]. Among the measurements such as time-of-arrival (TOA), angle-of-arrival (AOA) and received signal strength (RSS) [3]–[8], TOAs between the anchor nodes (ANs) and a user device (UD) are widely adopted in LAS and different types of methods have been developed to solve the LAS problem [9]–[18]. A typical example of such a scheme is the widely used Global Positioning System (GPS) [19]–[21].

Two TOA measurements or two-way TOA can be obtained if there is round-trip communication between a pair of AN and UD. Two-way TOA based LAS techniques have been studied and implemented extensively [22]–[30]. However, these studies assume that there is no UD clock drift and/or the UD is stationary. Ignoring the UD clock drift will result in large LAS error in applications using low cost clock sources. And the assumption of a stationary UD limits the applications of the two-way TOA LAS techniques in moving cases such as personnel/asset tracking, autonomous vehicle navigation and wearable IoT device localization.

Recent research work, taking both the UD velocity and clock drift into account, formulates the LAS problem as a maximum likelihood (ML) estimator and develops a Gauss-Newton iterative method to solve it [28]. However, the iterative method strongly depends on a good initial guess to achieve the optimal estimation, and has high computational complexity due to iterations. Another work relaxes the ML estimator to a semidefinite programming problem [31]. However, its solution is suboptimal and it also suffers from high complexity.

In this letter, to solve the LAS problem in a two-way TOA scenario with UD motion and clock drift, we propose a new closed-form LAS method utilizing two-way TOA measurements, namely CFTWLAS. Inspired by the idea of converting the localization problem in the sequential broadcast one-way TOA case to solving a quadratic equation set in [32], we devise two auxiliary variables to simplify the LAS problem in this two-way TOA scenario into finding the solution of a quadratic equation set. We first square the two-way TOA measurement equations to obtain linear relations. Then we construct two transformation matrices to connect the linear relations with the two auxiliary variables and form two quadratic equations. After obtaining the roots of the quadratic equations analytically, we obtain the raw estimate of the LAS parameters. We further apply a refinement step based on weighted least squares (WLS) to obtain the optimized LAS result. We show that under small noise and far field conditions, the estimation error empirically reaches Cramér-Rao lower bound (CRLB). We conduct numerical simulation in a 2D scene. Results verify the theoretical analysis
that with sufficient ANs, the CFTWLAS is empirically optimal under small noise and far field conditions in the presented experiments. Compared with the conventional iterative method, the new CFTWLAS does not require initialization to ensure a correct solution. In addition, the CFTWLAS has fixed low complexity, in contrast to the increasing complexity of the iterative method when the number of iteration grows.

II. PROBLEM FORMULATION

There are $M$ anchor nodes (ANs) with known $N$-dimensional ($N=2$ or $3$) coordinate is denoted by $q_i$, $i=1,\ldots,M$. All the ANs’ clocks are synchronized using methods such as multiple timestamp exchanges between ANs [14].

There can be multiple user devices (UDs) in this two-way TOA system. Without loss of generality, we take one UD as an example. We denote its unknown parameters including position, velocity, clock offset and clock drift at the time instant $t_0$. The UD first transmits the request signal, and the $M$ ANs receive this signal. Then, ANs transmit the request signal sequentially, which are received by the UD at $t_1,\ldots,t_M$, respectively. During this short period of communication, the UD’s velocity and clock drift are considered constant.

When AN #i ($i=1,\ldots,M$) receives the request signal from the UD, the request-TOA measurement, denoted by $\hat{\tau}_i$, is modelled as

$$\hat{\tau}_i = \tau_i + \epsilon_i = ||q_i - p|| - b + \epsilon_i, i=1,\ldots,M,$$

where all the time-related terms are multiplied by the signal propagation speed and have the unit of meter, $\tau_i$ is the noise free version of the request-TOA, $\epsilon_i$ is the measurement noise for AN #i, following independent zero mean Gaussian distribution with a variance of $\sigma^2$, i.e., $\epsilon_i \sim \mathcal{N}(0,\sigma^2)$.

The response-TOA measurement, denoted by $\hat{\tau}_i$, is obtained when the UD receives the response signal from AN #i. It is determined by the true distance between the UD and AN #i and the clock offset at the instant of reception plus measurement noise. We write $\tau_i$ as

$$\tau_i = \tau_i + \eta_i = ||q_i - p - v\Delta t_i|| + b + \omega\Delta t_i + \eta_i,$$

where $\tau_i$ is the noise free version of the response-TOA, $\Delta t_i$ is the interval between the transmission of the request signal and the reception of the response signal from AN #i, i.e., $\Delta t_i = t_i - t_0$, $\eta_i$ is the measurement noise for the UD, following a zero-mean Gaussian distribution with a variance of $\sigma^2$, i.e., $\eta_i \sim \mathcal{N}(0,\sigma^2)$, and $i=1,\ldots,M$.

The LAS problem for a moving UD with clock drift is to estimate the coordinate $p$ and clock offset $b$ at the instant $t_0$, given the two-way TOA measurements in (1) and (2). We will develop a new closed-form LAS method for this problem, namely CFTWLAS, in the next section.

III. CLOSED-FORM TWO-WAY TOA LOCALIZATION AND SYNCHRONIZATION METHOD (CFTWLAS)

A. Step 1: Linearization

The relation between the TOA measurements and the UD parameters including position, velocity, clock offset and drift given by (1) and (2) is nonlinear. We first consider the noise free version of $\rho_i$ and $\tau_i$. To obtain a linear relation, we re-organize and take a square and have

$$\rho_i^2 + 2\rho_i b + ((b^2 - ||p||^2)) + 2q_i^T p = ||q_i||^2,$$

After re-organizing, they become

$$2q_i^T p + 2\Delta t_i q_i^T v - 2\tau_i - 2\Delta t_i \tau_i b + (b^2 - ||p||^2)$$

$$= ||q_i||^2 - \tau_i^2 - \Delta t_i^2 (\omega^2 - ||v||^2) - 2\Delta t_i (b\omega - p^Tv),$$

To remove the term $b^2 - ||p||^2$, without loss of generality, we substitute $i=1$ into (4), then subtract it from (4) that has other values of $i$, and obtain

$$(\rho_i - \rho_1)b + (q_i^T - q_1^T)p$$

$$= \frac{1}{2}||q_i||^2 - \frac{1}{2}||q_1||^2 - \frac{1}{2}(\rho_i^2 - \rho_1^2),$$

$$(q_i^T - q_1^T) + (\Delta t_i q_i^T - \Delta t_1 q_1^T) v + (\tau_i - \tau_1) b$$

$$+ (\Delta t_i \tau_i - \Delta t_1 \tau_1) \omega$$

$$= \frac{1}{2}||q_i||^2 - \frac{1}{2}||q_1||^2 - \frac{1}{2}(\tau_i^2 - \tau_1^2)$$

$$+ (\Delta t_1 - \Delta t_i) (b\omega - p^Tv), i=2,\ldots,M.$$
B. Step 2: Raw Estimation

We obtain \( \theta \) with respect to \( \lambda = [\lambda_1, \lambda_2]^T \) by applying a least squares (LS) method to (7), as given by

\[
\theta = (A^T A)^{-1} A^T (y + G \lambda) = g + U \lambda, \tag{8}
\]

where \( g = (A^T A)^{-1} A^T y, U = (A^T A)^{-1} A^T G \).

Note that although (8) has the same form, the variables \( A, y, G, g \) and \( U \) are different from those in [32] due to the two-way TOA scenario, which brings doubled number of measurements and leads to more complex processing of the measurements.

To obtain the solution of (8), \( A \) must be full column rank for inverse operation of \( A^T A \). Thus, we need at least \( N + 2 \) available ANs and a proper AN geometry to ensure its full rank. An extreme case is when the UD is at the center of a 2D square area with 4 ANs placed at the 4 corners. Such cases will cause rank deficiency in \( A \) and must be avoided.

To find the solution of the auxiliary variables \( \lambda_1 \) and \( \lambda_2 \), we first construct the following two matrices as

\[
H_1 = \text{diag} \left( \begin{bmatrix} 0_{N \times N} & -I_N & O_{N \times 2} \\ -I_N & O_{N \times N} & O_{N \times 2} \\ O_{2N \times N} & 0 & 1 \end{bmatrix} \right), \tag{9}
\]

\[
H_2 = \begin{bmatrix}
O_{N \times N} & -I_N & O_{N \times 2} \\
-I_N & O_{N \times N} & O_{N \times 2} \\
O_{2N \times N} & 0 & 1 \end{bmatrix}, \tag{10}
\]

where \( \text{diag}(\cdot) \) is diagonal matrix with the elements of the vector inside as the diagonal entries, \( O_N \times 1 \) is vectors with all zeros and ones, respectively, \( O_{N \times N} \) is \( N \times N \) zero matrix, and \( I_N \) is \( N \times N \) identity matrix.

Based on (8), (9) and (10) we have

\[
(g + U \lambda)^T H_1 (g + U \lambda) = \omega^2 - \|v\|^2 = \lambda_1, \tag{11}
\]

\[
(g + U \lambda)^T H_2 (g + U \lambda) = 2 \left( b_\omega - P^T v \right) = 2\lambda_2. \tag{12}
\]

After re-organizing (11) and (12), we obtain two quadratic equations with respect to \( \lambda_1 \) and \( \lambda_2 \) as

\[
a_1\lambda_1^2 + b_1\lambda_1 + c_1 = 0, \tag{13a}
\]

\[
a_2\lambda_2^2 + b_2\lambda_2 + c_2 = 0, \tag{13b}
\]

where the coefficients in (13a) and (13b) are

\[
a_1 = \begin{bmatrix} U_1^T, H_1, [1, \cdots, 1], b_1 = 2[U_1^T, H_1, [1, \cdots, 1]], c_1 = [U_1^T, H_1, [1, \cdots, 1]], d_1 = 2[U_1^T, H_1, [1, \cdots, 1]], e_1 = 2[U_1^T, H_1, [1, \cdots, 1]], f_1 = 1, \end{bmatrix},
\]

\[
a_2 = \begin{bmatrix} U_2^T, H_2, [1, \cdots, 1], b_2 = 2[U_2^T, H_2, [1, \cdots, 1]], c_2 = [U_2^T, H_2, [1, \cdots, 1]], d_2 = 2[U_2^T, H_2, [1, \cdots, 1]], e_2 = 2[U_2^T, H_2, [1, \cdots, 1]], f_2 = 2, \end{bmatrix},
\]

by the noisy TOA measurements \( \tilde{\rho}_i \) and \( \tilde{\tau}_i \). As a result, the parameter obtained from (8) is a raw estimate, denoted by \( \theta = [\tilde{p}^T, \tilde{w}, \tilde{\omega}]^T \).

There may be multiple roots of \( \lambda_1 \) and \( \lambda_2 \) from the equation set (13) and thus there may be more than one estimates of \( \theta \). We select the one that satisfies \( \min \|r_{\rho}^T r_{\rho}^T W [r_{\rho}^T, r_{\tau}^T]^T \), where \( W = \text{diag}(\{1/\sigma^2_1, \ldots, 1/\sigma^2_M, 1/\sigma^2_M, 1/\sigma^2_M\}) \), and \( [r_{\rho}] = \tilde{p}_i - \|q_i - \tilde{p}\| + b, [r_{\tau}] = \tilde{\tau}_i - \|q_i - \tilde{p} - \tilde{\omega} \Delta t_i\| - \tilde{b} - \tilde{\omega} \Delta \).

C. Step 3: WLS Refinement

The raw estimate \( \tilde{\theta} \) is not optimal when there are measurement noises. When the raw estimation \( \tilde{\theta} \) is not far from the true parameter \( \theta \) under the small noise and far field conditions, we can use the first order term of the Taylor series to express the collective form of TOA measurements \( \gamma \) as

\[
\gamma = h(\tilde{\theta}) + \left( \frac{\partial h(\theta)}{\partial \theta} \right) \left( \theta - \tilde{\theta} \right) + \left( 2^T, \eta^T \right), \tag{14}
\]

where \( \gamma = [\tilde{\rho}_1, \ldots, \tilde{\rho}_M, \tilde{\tau}_1, \ldots, \tilde{\tau}_M]^T, h(\theta) = [h_1(\theta), h_2(\theta)]^T \) of a function \( \theta, h_i(\theta) = \|q_i - p\| - b, [h_i(\theta)] = [q_i - p - \omega \Delta t_i + b + \omega \Delta t_i + \varepsilon, \varepsilon \) and \( \eta \) are the collective form of \( \varepsilon_i, \eta_i \).

We denote \( J = \frac{\partial h(\theta)}{\partial \theta} \) as \( J = [J_\rho^T, J_\tau^T]^T \), where \( J_\rho[i, :] = [ \frac{\partial h_i(\theta)}{\partial \rho} |_{\theta = \tilde{\theta}} ] \), \( J_\tau[i, :] = [ \frac{\partial h_i(\theta)}{\partial \tau} |_{\theta = \tilde{\theta}} ] \), \( J_i = [-I, \tilde{\tau}_i, \tilde{\Delta} t_i, 1, \tilde{\Delta} t_i, 1, \tilde{\Omega}_i = \frac{\partial h_i(\theta)}{\partial \omega} |_{\theta = \tilde{\theta}} ] \), \( J_i = [-I_1, \tilde{\tau}_i, \tilde{\Delta} t_i, 1, \tilde{\Delta} t_i, 1, \tilde{\omega} \).

Note that the parameter error \( \theta - \tilde{\theta} \) in (14) can be estimated in a WLS sense. Then we can refine \( \theta \) by a WLS step and have the final estimate \( \hat{\theta}_{\text{est}} \) as

\[
\hat{\theta}_{\text{est}} = \tilde{\theta} + (J^T W J)^{-1} J^T W \left( \gamma - h(\tilde{\theta}) \right). \tag{15}
\]

IV. ERROR ANALYSIS

We first look into the estimation error of the raw estimation step (Step 2). We treat the measurement noise as perturbation on (7) and have \( (A + \Delta A) \Delta \theta = \Delta y + G [\Delta \lambda_1, \Delta \lambda_2]^T - \Delta A \theta \). When the variables with “\( \Delta \)” are the error terms of the original variables caused by measurement noise. Based on (11) and (12), we have \( \Delta \lambda_1 = 2 \theta^T H_1 \Delta \theta + \theta^T \Delta \theta H_2 \Delta \theta \) and \( \Delta \lambda_2 = \theta^T H_2 \Delta \theta + \frac{1}{2} \theta^T H_2 \Delta \theta H_2 \Delta \theta. \) Based on the above equations and (7), we come to

\[
(A + \Delta A - G [2H_1 \theta, H_2 \theta]^T) \Delta \theta = G [\theta^T H_1 \Delta \theta, \theta^T H_2 \Delta \theta/2]^T + \Delta y - \Delta A \theta. \tag{16}
\]

We can observe that the estimation error \( \Delta \theta \) is affected by the measurement noise contained in \( \Delta y \) and \( \Delta A \), and the true parameter \( \theta \). It is difficult to determine \( \Delta \theta \) analytically. However, through numerical simulations in the next section, we find that when the number of ANs is larger than the minimum, \( \Delta \theta \) is always small enough to ensure the optimal result in Step 3 of the CFTWLAS.

We derive the CRLB and then compare the estimation error of the refinement step of CFTWLAS against it. The CRLB is written as

\[
\text{CRLB} = \left( \left( \frac{\partial h(\theta)}{\partial \theta} \right)^T W h(\theta) \right)^{-1} = J^T W J, \tag{17}
\]
where \( J = [J^T, J^T]^T, [J^T]_{i,:} = [-e_i^T, 0^T_N, -1, 0], [J^T]_{i,:} = [-I^T_i, -I^T_i \Delta t_i, 1, \Delta t_i], e_i = \frac{q_i-p}{|q_i-p|}, l_i = \frac{q_i-p-v \Delta t_i}{|q_i-p-v \Delta t_i|} \).

We replace \( \gamma - h_i(\theta) \) by (14) into (15), and have

\[
\tilde{\theta}_{est} = \theta + \left(I^T W J \right)^{-1} J^T W \left( J (\theta - \hat{\theta}) + [e^T, \eta^T]^T \right)
\]

in which, the raw estimate \( \hat{\theta} \) is eliminated.

Therefore, the covariance of the estimation error is given by

\[
\mathbb{E}((\tilde{\theta}_{est} - \theta)(\tilde{\theta}_{est} - \theta)^T) = \left(I^T W J \right)^{-1}
\]

When the number of ANs is sufficient, the geometry is appropriate, and the noise is small, \( J \) empirically approaches the true \( J \). As a result, this error covariance equals the CRLB in (17).

V. NUMERICAL SIMULATION

We first evaluate the LAS performance of the new CFTWLAS method in a 2D scene. Eight ANs are placed at the corners and the midpoints on the sides of a square area with 800 m side length. The moving UD is randomly placed inside a 500 m side-length square, which resides within and shares the same center as the AN-formed square area.

We set a varying signal-to-noise ratio (SNR), denoted by \( SNR = 10 \log_{10}(d^2/\sigma^2) \), where \( d \) is the true distance between the UD and the AN, and the unit is dB. At each SNR step, we run 10,000 Monte-Carlo simulations. During each single simulation run, the UD first transmits the request signal and then receives the response signal from AN \#i after 10i ms. The initial UD clock offset and drift are uniformly distributed as \( b \sim U(0, 20) \) μs and \( \omega \sim U(-10, 10) \) parts per million (ppm), respectively. The UD velocity has a random norm drawn from \( U(0, 50) \) m/s, and a heading angle drawn from \( U(0, 2\pi) \).

The localization errors from the CFTWLAS and the iterative method [28] are shown in Fig. 2. We can see that with a good initialization (50 m STD), the iterative method has optimal estimation performance. However with poorer initial position knowledge (200 m STD), which is a common case in practice, the LAS error becomes very large. For the new CFTWLAS, the results show that the position errors reach the CRLB. When the SNR falls down to about 22 dB, the errors start to deviate from the CRLB. We can change the sequential order for ANs to transmit the response signal and we have verified that the results are similar. The estimation errors for the clock offset, velocity and clock drift, which are not shown to save space, also reach CRLB.

We then investigate the performance of the new CFTWLAS with different numbers of ANs. We fix SNR=30 dB and simulate two cases - i) minimal number of 4 ANs at the square’s corners, and ii) 5 ANs among which four are at the corners and one is at the middle of one side, in addition of the above 8-AN case. We compare the final localization result against the ground truth and use \( 3\sqrt{CRLB} \) as the threshold to identify large positioning errors. We can see from Table I that large raw estimation errors from Step 2 will result in large errors in the final solution, especially in the case with a minimal number of ANs. However, with more ANs, large errors are less likely to appear, and the position results are reaching CRLB.

We count the flops of the major operations [32], [33], and estimate that the computation complexity is about \( 32 N^3 + 32 N^2 M + 104 N^2 + 124NM + 148N + 130M + 697 \) flops for the CFTWLAS, and about \( 16N^3 + 16N^2M + 56N^2 + 44NM + 64N + 32M + 24 \) flops for one iteration of the iterative method. With the dimension \( N = 2 \) and the number of ANs \( M = 8 \), the CFTWLAS costs about 5,713 flops and one iteration of the iterative method takes about 1,976 flops. It shows that if the iteration count exceeds 3, the CFTWLAS has lower complexity than the iterative method. For 10,000 simulations on PC, the actual total running time of the CFTWLAS is stable at 2.30 s. The iterative method costs 2.73 s for 3 iterations, and 4.26 s for 5 iterations. This result demonstrates that compared with the iterative method, which has increasing complexity with more iteration counts, the new CFTWLAS method has constant low complexity, and is suitable for power-constrained systems such as IoT devices.

VI. CONCLUSION

We propose a new closed-form two-way TOA LAS method for a moving UD with clock drift, namely CFTWLAS. To linearize the problem, we conduct squaring and differencing on the TOA measurement equations. We then reduce the parameter estimation to finding the solution of two auxiliary variables analytically. We further refine the estimation with a WLS step. We show that for a moving UD with clock drift, namely CFTWLAS. To linearize the problem, we conduct squaring and differencing on the TOA measurement equations. We then reduce the parameter estimation to finding the solution of two auxiliary variables analytically. We further refine the estimation with a WLS step.

We then investigate the performance of the new CFTWLAS with different numbers of ANs. We fix SNR=30 dB and simulate two cases - i) minimal number of 4 ANs at the square’s corners, and ii) 5 ANs among which four are at the corners and one is at the middle of one side, in addition of the above 8-AN case. We compare the final localization result against the ground truth and use \( 3\sqrt{CRLB} \) as the threshold to identify large positioning errors. We can see from Table I that large raw estimation errors from Step 2 will result in large errors in the final solution, especially in the case with a minimal number of ANs. However, with more ANs, large errors are less likely to appear, and the position results are reaching CRLB.

We then investigate the performance of the new CFTWLAS with different numbers of ANs. We fix SNR=30 dB and simulate two cases - i) minimal number of 4 ANs at the square’s corners, and ii) 5 ANs among which four are at the corners and one is at the middle of one side, in addition of the above 8-AN case. We compare the final localization result against the ground truth and use \( 3\sqrt{CRLB} \) as the threshold to identify large positioning errors. We can see from Table I that large raw estimation errors from Step 2 will result in large errors in the final solution, especially in the case with a minimal number of ANs. However, with more ANs, large errors are less likely to appear, and the position results are reaching CRLB.
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