A Quantum Optomechanical Heat Engine
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We investigate theoretically a quantum optomechanical realization of a heat engine. In a generic optomechanical arrangement the optomechanical coupling between the cavity field and the oscillating end-mirror results in polariton normal mode excitations whose character depends on the pump detuning and the coupling strength. By varying that detuning it is possible to transform their character from phonon-like to photon-like, so that they are predominantly coupled to the thermal reservoir of phonons or photons, respectively. We exploit the fact that the effective temperatures of these two reservoirs are different to produce a Otto cycle along one of the polariton branches. We discuss the basic properties of the system in two different regimes: in the optical domain it is possible to extract work from the thermal energy of a mechanical resonator at finite temperature, while in the microwave range one can in principle exploit the cycle to extract work from the blackbody radiation background coupled to an ultra-cold atomic ensemble.

PACS numbers: 05.70.-a, 42.50.Wk, 07.10.Cm, 42.50.Lc

Heat engines operating in the quantum regime have attracted much recent attention due to their potential to investigate the quantum limit of classical thermodynamical concepts such as the Carnot efficiency limit – and perhaps overcome that limit, to better understand thermalization in the deep quantum regime, and, on a more applied side, in the quest for the realization of nano-engines of increasingly small size [1–4]. Microscopic scale heat engines have been realized in micro electro-mechanical systems (MEMS) [5, 6] but reaching the quantum regime remains a challenge due to thermal noise in the mechanical elements. Theoretical proposals for quantum heat engines have been advanced involving single ions [7], ultracold bosonic atoms [8], and quantum dots [9], but so far their experimental realization has remained elusive.

This Letter proposes and analyzes theoretically a quantum heat engine based on a cavity optomechanical setup. This system presents several attractive features: first, it is a truly mechanical system; second, it has the potential to operate deep in the quantum regime using existing, state-of-the-art equipment; third, it is conceptually extremely simple; and fourth, it offers, in principle at least, the potential to extract work from the 2.7K blackbody radiation background. Finally, when combined with progress in quantum optics toward the realization of squeezed reservoirs [10], it may provide a route to testing the Carnot efficiency limit in the quantum regime.

The key element of a heat engine is a medium that may be used to extract work and that exchanges heat with thermal reservoirs at two different temperatures. Optomechanics provides a conceptually simple way to realize that goal: The radiation pressure force permits the exchange of energy between cavity photons and mechanical phonons, and crucially the cavity and mechanical damping couple the system to both a cold and a hot reservoir. Cavity optomechanics has witnessed spectacular developments in the last decade, see e.g. Refs [11–13] for recent reviews. Importantly for our purpose, optomechanical systems can now operate deep in the quantum regime. For example, conventional cryogenic cooling for mechanical oscillators of relatively high frequencies in the GHz range or higher [14], or alternatively sideband cooling at lower mechanical frequencies [15, 16] have succeeded in bringing mechanical oscillators close to their quantum mechanical ground state. Also, quantum entanglement and squeezed states of photons and phonons have been demonstrated in these systems [17, 18].

We consider a standard optomechanical setup with a cavity mode at frequency ωc coupled to a mechanical resonator at frequency ωm, for example the harmonically bound end-mirror of a Fabry-Pérot resonator, with single-photon coupling strength g. The resonator is driven by an optical pump field with strength ξ and frequency ωp. In addition, the intracavity field and mechanical oscillator suffer damping of rates κ and γ. We assume that the intracavity field is strong enough that it can be described as the sum of a large mean field a and small quantum fluctuations.

We assume that the intracavity field is strong enough that it can be described as the sum of a large mean field a and small quantum fluctuations. In a frame rotating at ωp the Hamiltonian of the entire system can then be linearized as

\[ H = -\hbar \Delta \hat{a}^\dagger \hat{a} + \hbar \omega_m \hat{b}^\dagger \hat{b} + \hbar G(\hat{b} + \hat{b}^\dagger)(\hat{a} + \hat{a}^\dagger), \]  

(1)

where the bosonic annihilation operators \( \hat{a} \) and \( \hat{b} \) account for the fluctuations of the photon and phonon mode annihilation operators around their mean amplitudes \( \alpha \) and \( \beta \), \( G = \alpha g \) and the detuning \( \Delta = \omega_p - \omega_c - 2\beta g \) accounts for the mean radiation pressure induced change in resonator length. In steady state \( \alpha = \xi/\Delta \) and \( \beta = -g\alpha^2/\omega_m \) for small damping [19]. (We take \( \alpha \) and \( \beta \) to be real without loss of generality in the following.) The quadratic...
Hamiltonian $H$ describes two linearly coupled harmonic oscillators. In the red detuned regime $\Delta < 0$, it leads in general to stable dynamics that can result in sideband cooling \cite{20, 21}.

To discuss the energy conversion between photons and phonons it is convenient to introduce a normal mode representation of the system. After removing a constant term, we can express $H$ in the diagonal form \cite{22}

$$H = \hbar \omega_A \hat{A}^\dagger \hat{A} + \hbar \omega_B \hat{B}^\dagger \hat{B},$$

where the new operators $\hat{A}$ and $\hat{B}$ are the boson annihilation operators for the normal-mode excitations of the system (polaritons), with frequencies

$$\omega_{A,B} = \sqrt{\Delta^2 + \omega_m^2 \pm \sqrt{(\Delta^2 - \omega_m^2)^2 - 16G^2\Delta \omega_m}}.$$ \tag{3}

In general, these excitations are superpositions of the cavity field and the mechanics. As shown in Fig. 1 for the sideband resonant case $\Delta = -\omega_m$, the degeneracy in the uncoupled energy spectrum is lifted by the optomechanical interaction and normal mode splitting occurs with a separation of the order of $2G$, as been experimentally observed in Ref. \cite{23}.

On the far-off resonant side $\Delta \ll -\omega_m$, the low-energy polariton branch, characterized by the bosonic annihilation operator $\hat{B}$ and the frequency $\omega_B(\Delta)$, describes phonon-like excitations, with $\omega_B$ approaching $\omega_m$. In contrast, on the other side of the avoided crossing, $-\omega_m \ll \Delta < 0$, and in the weak coupling regime $G/\omega_m \ll 1$, the operator $\hat{B}$ annihilates photon-like excitations of frequency $\omega_B \sim -\Delta$. The opposite holds for the polariton branch of frequency $\omega_A(\Delta)$, which is photon-like for frequencies far red-detuned from $\Delta = -\omega_m$ and phonon-like on the other side.

In addition to the coherent dynamics, these excitations also undergo damping and decoherence, resulting in the thermalization of the system. The polariton decay rates $\Gamma_A$ and $\Gamma_B$ are combinations of the cavity decay rate $\kappa$ and mechanical damping rate $\gamma$ \cite{22}, the temperatures of the associated thermal reservoirs $T_A$ and $T_B$ depending therefore on the original bath temperatures, $T_a$ for the photons and $T_b$ for the phonons. At optical frequencies it is an excellent approximation under normal laboratory conditions to take $T_a \approx 0K$ – but as we discuss later on, this is not the case in the microwave regime. We then have $T_a \ll T_b$. Both the properties of the normal-mode excitations, and thus their photon-like or phonon-like nature, and their reservoir temperatures are controlled by the detuning $\Delta$. The proposed heat engine relies on this simple observation: it operates by varying $\Delta$ to cycle the nature of the polariton between photon-like and phonon-like and exploits the difference in the associated effective reservoir temperatures to extract work from the system.

We proceed by first considering a quantum heat engine that operates along a single polariton branch. We focus specifically on the lower energy normal-mode $B$ and consider an Otto cycle \cite{24} consisting of four consecutive steps:

1. **Isentropic expansion**: this step is achieved by varying the detuning from its initial value $\Delta_i \ll -\omega_m$, where the polariton is to an excellent approximation phonon-like, to the final value $-\omega_m \ll \Delta_f < 0$ over a time interval $\tau_1$. In this step $\omega_B$ changes from the high value $\omega_i = \omega_B(\Delta_i)$ to a lower frequency $\omega_f = \omega_B(\Delta_f)$. The change in $\Delta$ should occur in such a way that the mean intracavity optical field amplitude $\alpha$ remains constant. In addition the speed of the process must be such that two potentially conflicting requirements are simultaneously satisfied. First, it must be fast enough to be very nearly isentropic: such transformations are carried out by thermally insulating the system from its reservoirs, so that the thermal mean particle number $\bar{N} = \langle \hat{B}^\dagger \hat{B} \rangle_{\omega_i, T_i}$ at the initial temperature $T_i$ and frequency $\omega_i$ remains unchanged. Since the coupling to the thermal reservoirs can not be switched off in our optomechanical system, we must therefore have that $\tau_1$ is short compared to the phonon thermalization time and the cavity decay time. This can however conflict with a second requirement that the transformation be slow enough to be adiabatic \cite{22}, in the sense that the system does not undergo transitions between the two polariton branches. This requires that $1/\tau_1$ be much smaller than the smallest frequency separation between the excitation bands $A$ and $B$, which occurs at $\Delta = -\omega_m$ and is of order $2G$.

2. **Cold isochoric-like transition**: At this point the photon-like polariton $B$ is predominantly coupled to the photon reservoir at temperature $T_f \approx 0K$, and is allowed to thermalize over a time $\tau_2$, the detuning remaining fixed at the value $\Delta_f$, respectively. During that step, whose
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\caption{(Color online). Eigenfrequencies of the normal modes $A$ and $B$, in units of $\omega_m$, as functions of the normalized cavity detuning $\Delta/\omega_m$ for the dimensionless optomechanical coupling strength $G/\omega_m = 0.1$. Dashed lines: non-interacting energies of the phonon and photon modes. $\Delta_i$ and $\Delta_f$ are the initial and final detunings for a generic Otto cycle.}
\end{figure}
that is essentially at the temperature of the mechanics, are transformed into photon-like excitations. This occurs at a rate characterized by the coupling strength \( G \). In this step the vibration amplitude of the mechanical resonator decreases. The excess energy is infused into the intracavity field, and as a result the resonator length increases by a small amount due to the increased radiation pressure. It is at this point that the mechanical work on the oscillator is produced by the optomechanical heat engine. During the thermalization step of stroke (2) the population of the photon-like excitations decays to zero at rate \( \kappa \) (for a photon reservoir at zero-temperature). If the resonator length were to instantly return to its initial position following this decay, the total mechanical work would then be zero. But if \( \kappa \gg \gamma \), as is often the case in cavity optomechanics, then changes in cavity length as well as the population of the photon-like excitations can be neglected during the time \( \tau_2 \). In stroke (3) the remaining polariton excitations (if any) are turned back into photon-like quanta by adjusting \( \Delta \). The phonon branch is finally repopulated via thermal contact with the hot mechanical reservoir in stroke (4) and the cavity length also returns to its initial value.

We now analyze the performance of this heat engine, following the approach of Ref. [7] to determine the total work and thermal efficiency of the Otto cycle. The average values of the energy of the system at the four stages of the cycle are given by \( E_1 = \hbar \omega_i \tilde{N}_i \), \( E_2 = \hbar \omega_f \tilde{N}_f \), \( E_3 = \hbar \omega_f \tilde{N}_f \), and \( E_4 = \hbar \omega_i \tilde{N}_f \), and the total work per cycle is \( W = E_1 - E_2 + E_3 - E_4 \). The thermal efficiency is \( \eta = W/Q \), defined as the ratio of the total work per cycle and the heat received from the hot reservoir, \( Q = E_1 - E_4 \) which corresponds to stroke (4). The total work and heat received per cycle are

\[
W = \hbar (\omega_i - \omega_f) (\tilde{N}_i - \tilde{N}_f),
\]

\[
Q = \hbar \omega_i (\tilde{N}_i - \tilde{N}_f),
\]

where the conditions \( \omega_i > \omega_f \) and \( \tilde{N}_i > \tilde{N}_f \) ensure that \( W \) and \( Q \) are positive, and the thermal efficiency is

\[
\eta = 1 - \frac{\omega_f}{\omega_i}.
\]

The total work depends on the mean polariton numbers \( \tilde{N}_i \) and \( \tilde{N}_f \), which are combinations of the thermal phonon number \( \bar{n}_a \) and the thermal photon number \( \bar{n}_\alpha \). The coefficients of these combinations are given by the Bogoliubov diagonalization. Their analytical expressions are cumbersome and not very transparent, and we proceed instead with a numerical study of the main feature of the engine cycle. We choose the initial detuning \( \Delta_i = -3\omega_m \), so that the polariton population is predominantly on the lower polariton branch \( B \), and evaluate numerically \( \eta \) and \( W \) as a function of the normalized coupling strength \( G/\omega_m \) and final detuning \( \Delta_f/\omega_m \).

The results are summarized in Fig. [3] which illustrates the trade-off between maximum work and

---

Figure 2: (Color online). Intuitive physical picture of the Otto cycle for the optomechanical heat engine. Initially (upper left figure) the mechanics suffers relatively large thermal fluctuations due to its coupling to a hot thermal reservoir. After the adiabatic step (1) the polariton becomes photon-like, with its still unchanged mean occupation likewise converted to photon-like, resulting in added radiation pressure force on the mechanics. Thermalization at the low radiation field temperature then significantly reduces the polariton occupation number (2), and the equilibrium position of the mirror begins a slow return to its initial position at rate \( \gamma \). Finally, after the adiabatic step (3) the polariton has regained its phononic nature and is in contact to the hot thermal bath (4), regaining a large thermal occupation number with associated thermal fluctuations of the mechanics.

duration must be \( 1/\tau_2 < \kappa \) to ensure full thermalization, the thermal occupation adjusts to a lower thermal mean particle number, \( \tilde{N}_i \to \tilde{N}_f \).

(3) Isentropic compression: the detuning \( \Delta \) is then returned to its initial value, during which step the polariton frequency returns to the phonon-like higher value \( \omega_i \) with \( \tilde{N}_f \) remaining constant provided that \( \tau_3 \) satisfies the same conditions as \( \tau_1 \).

(4) Hot isochoric-like transition: The polariton, its frequency now fixed at \( \omega_i \), remains in contact with the phonon reservoir for a time \( 1/\tau_4 < \gamma \), and its thermal population returns to the initial value \( \tilde{N}_i \).

One can gain a simple physical understanding of the engine cycle by considering the effects of varying the detuning \( \Delta \), see Fig. 2. In practice, this can be achieved by changing the frequency of the driving field, but importantly, we emphasize that all detuning changes must be performed while simultaneously changing the pumping rate \( \xi \) so that the mean intracavity amplitude \( \alpha \) remains constant.

During stroke (1) \( \Delta \) is varied, so that \( \omega_p \) becomes closer to resonance with the cavity mode frequency \( \omega_c \). As this happens the phonon-like thermal excitations, which are initially large due to the contact with a thermal bath
maximum efficiency, as already discussed in previous works [26]. The maximum efficiency is reached for 
\( G/\omega_m = \sqrt{-\Delta f/\omega_m}/2 \), which follows from the condition \( \omega_f = 0 \) – note that this is also the stability threshold for the linearized form of optomechanical coupling that we consider – and the maximum amount of work is extracted for small values of \( G/\omega_m \) and \(-\Delta f/\omega_m\). (For large values of \( G/\omega_m \) and \(-\Delta f/\omega_m\), the polariton branch \( B \) is no longer strongly photon-like. In this case we find that while the efficiency may still be high, the output work \( W \) is reduced. Note however that here the simple heuristic argument that we invoked to separate the effects of the two reservoirs ceases to be appropriate. Future work will consider numerically the full dynamics of the system, subject to both coherent dynamics and dissipation at all times, to quantify the limitations of the heat engine in that regime.)

For \( (G/\omega_m, -\Delta f/\omega_m) < 1 \) we can derive perturbative analytical forms for \( W \) and \( \eta \). In that limit the upper and lower frequencies of the cycle are \( \omega_0 = \omega_m \) and \( \omega_f = -\Delta f - 2G^2/\omega_m \), and the thermal mean polariton numbers are \( \bar{N}_0 = \bar{n}_b \) and \( \bar{N}_f = (1 - 2g^2)\bar{n}_a + 2g^2\bar{n}_b \), with \( \bar{n}_a = 0 \) in the case of optical frequencies and \( \bar{n}_b = 1/(e^{\omega_B/k_B} - 1) \), where \( k_B \) is the Boltzmann constant. The total work is then

\[
W = \frac{\Delta f}{\omega_m} + \frac{2G^2}{\omega_m^2} + 1 \left[ \left( 1 - \frac{2G^2}{\omega_m^2} \right) \bar{n}_b - \frac{G^2}{\omega_m^2} \right].
\]

(7)

In the high temperature limit of the phonon bath, \( \hbar\omega_m/(k_BT_b) \ll 1 \), \( W \) is maximum for \( G^2/\omega_m^2 = -\Delta_f/(4\omega_m) - \bar{n}_m/[8k_BT_b] \). If we substitute this into Eq. (6), we obtain the efficiency at maximum work

\[
\eta_W = 1 - \left( \frac{-\Delta_f}{\omega_m} + \frac{\hbar\omega_m}{4k_BT_b} \right).
\]

(8)

Remembering that \( \Delta_f \leq 0 \), this shows that the efficiency is limited by

\[
\eta_W < 1 - \sqrt{\frac{-f\Delta_f}{2k_BT_b}},
\]

(9)

which corresponds to the quantum extension of the Curzon-Ahlborn efficiency [7, 27] where the lower classical thermal energy \( k_BT_b \) has been replaced by the ground state energy of a quantum oscillator of frequency \( -\Delta_f \).

As discussed in the analysis of other proposed quantum heat engines [4, 22] this limit, as well as the Carnot limit which in our case is \( [1 + \hbar\Delta_f/(2k_BT)] \), may be surpassed by using a squeezed phonon reservoir or entangled photon and phonon reservoirs.

So far we have considered a quantum heat engine operating on the lower polaritonic branch of the system, and showed that it converts a fraction of the heat extracted from the phonon-like reservoir into work on the mirror. The situation is different if we consider the upper polaritonic branch instead: in that case the total work of the optomechanical heat engine is negative, a consequence of the fact that \( \bar{N}_0 < \bar{N}_f \). It follows that if both branches are significantly populated, the effect of the two different cycles counter-balance each other and the total work is reduced. In order to avoid this situation, we had to choose an initial condition that suppresses the thermal population on branch \( A \). This was implicitly achieved by starting from a detuning \( \Delta_f \) for which the lower polariton branch is strongly phonon-like – and hence the upper branch is strongly photon-like – and an initial thermal equilibrium state where the phonon bath is much warmer than the photon bath. At the start the state of the engine is therefore very asymmetrical between photons and phonons, with \( \langle B^\dagger B \rangle \gg \langle A^\dagger A \rangle \). However, at stage (2) the situation is reversed and complete thermalization of the system would lead to \( \langle A^\dagger A \rangle \approx \langle B^\dagger B \rangle \). Preventing this exchange of populations requires \( \gamma < 1/t_2 < \kappa \), so that the system thermalizes with the cavity reservoir but that process is too fast to have a significant effect on the thermal phonon population. Combined with our previous considerations, the hierarchy of time scales required for the operation of the proposed heat engine is

\[
1/t_4 < \gamma < 1/t_2 < \kappa < 1/t_1, \bar{\omega} \ll G \ll \omega_m.
\]

(10)

This hierarchy of timescales implies in particular that we operate in the so-called resolved sideband regime of cavity optomechanics that involves both a high-Q optical cavity and a high-Q mechanical resonator. As an example, a mechanical resonator of frequency \( \omega_m = 2 \times 10^8 \text{Hz} \) and quality factor \( Q = 10^5 \), coupled to a optical cavity of linewidth \( \kappa = 10^6 \text{Hz} \) and a steady-state occupation of \( |\alpha|^2 = 10^{10} \) via a optomechanical coupling \( g = 10^3 \text{Hz} \) would fulfill the conditions (10) necessary to realize the proposed Otto cycle [29].

To conclude, we return to the assumption that the temperature of the optical bath is essentially \( T = 0 \), so that the phonon bath is by default the “hot” reservoir. This is an excellent approximation in the optical regime, but needs not be so in general. Specifically, in the microwave regime it is certainly not correct to assume that the electromagnetic reservoir is at zero temperature. The 2.7K blackbody background results in significant photon occupation numbers around \( 10^3 \) GHz frequencies. By the same token, it is also possible to realize quantum mechanical oscillators that operate essentially at \( T = 0 \), for instance in ultracold atomic gases [13, 30]. This suggests that it should be possible to exchange the roles of photons and phonons in our optomechanical heat engine, provided that the mechanical oscillator is cold enough. A key condition in that case is that the temperature of the atomic system must be low enough that thermal motion does not wash out the coherent momentum recoil \( 2\hbar k \) of the atoms due to their interaction with photons of wave vector \( k \).

As an example, for a condensate of Lithium atoms this condition results in a temperature of the atomic sample not to exceed a pK for \( 2\pi \times 300 \text{ GHz} \) microwave photons.
While challenging, this does not seem to be completely impossible. If realized, a quantum heat engine operating on the upper polariton branch of Fig. 1 would therefore be able to extract the heat energy from the cosmic microwave background.

In summary, we have proposed and analyzed the operation of a cavity optomechanical system as quantum heat engine. An Otto cycle can be realized by appropriately adjusting the cavity-pump detuning, so that the character of normal mode excitations of the system oscillates between phonon-like and photon-like, and alternatively coupled to a finite temperature phonon reservoir and a zero-temperature photon reservoir. The output work is performed on the equilibrium position of the cavity mirror. We have evaluated numerically the efficiency and the total work of the engine and derived an analytical expression for its efficiency at maximum work. We also speculate that in the microwave regime where the electromagnetic reservoir is at $T \neq 0$, the heat engine can operate in a reversed way and extract energy from the cosmic background radiation. Future work will carry out detailed dynamical calculations to evaluate the role of imperfections due to the coupling to the thermal reservoirs during all steps of the cycle, the importance of nonadiabatic transitions between the polariton branches, as well as the use of engineered reservoirs to improve the performance of this engine.
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Figure 3: (Color online). Thermal efficiency and total work of the Otto cycle, in units of $\hbar \omega_m$, for $T_b = 0$ and $T_b = 0.1 K$, corresponding to $\bar{n}_a = 0$ and $\bar{n}_b = 10$, and $\omega_m = 200$ MHz. In the white region the linearized system is unstable.
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