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Abstract

In this paper we make a comparison between certain probabilistic and deterministic point sets and show that some deterministic constructions (spherical t-designs) are better or as good as probabilistic ones.

We find asymptotic equalities for the discrete Riesz s-energy of sequences of well separated t-designs on the unit sphere $S^d \subset \mathbb{R}^{d+1}$, $d \geq 2$. The case $d = 2$ was studied in [9, 10]. In [1] it was established, that for $d \geq 2$, there exists a constant $c_d$, such that for every $N > c_d t^d$ there exists a well-separated spherical t-design on $S^d$ with $N$ points. For this reason, in our paper we assume, that the sequence of well separated spherical t-designs is such that $t$ and $N$ are related by $N \approx t^d$.
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1. Introduction

Let $S^d = \{ x \in \mathbb{R}^{d+1} : \| x \| = 1 \}$, where $d \geq 2$, be the unit sphere in the Euclidean space $\mathbb{R}^{d+1}$, equipped with the Lebesgue measure $\sigma_d$ normalized by $\sigma_d(S^d) = 1$.
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Let \( K_d \) be the positive definite function (see [17])
\[
K_d(t) := \sum_{n=0}^{\infty} a_n P_n^{(d)}(t), \quad a_n \geq 0,
\]
where \( P_n^{(d)} \) is the \( n \)-th generalized Legendre polynomial, normalized by \( P_n^{(d)}(1) = 1 \) and orthogonal on the interval \([-1,1]\) with respect to the weight function \((1-t^2)^{d/2-1}\). In this paper we investigate energy integrals with respect to a probabilistic model ("jittered sampling") of the form
\[
\frac{1}{N^2} \int_{A_1} \ldots \int_{A_N} \sum_{i,j=1}^{N} K_d(\langle x_i, x_j \rangle) d\sigma^*_1(x_1) \ldots d\sigma^*_N(x_N), \quad K_d \in \mathbb{C}_{[-1,1]} \tag{2}
\]
and
\[
\frac{1}{N^2} \int_{A_1} \ldots \int_{A_N} \sum_{i,j=1, i \neq j}^{N} K_d(\langle x_i, x_j \rangle) d\sigma^*_1(x_1) \ldots d\sigma^*_N(x_N), \quad K_d \in \mathbb{C}_{[-1,1]} \tag{3}
\]
Here \( \{A_i\}_{i=1}^{N} \) is an area regular partition of the sphere (see, e.g., [16]), i.e.: \( S^d = \bigcup_{i=1}^{N} A_i \), \( A_i \cap A_j = \emptyset, \ i \neq j \), \( \sigma(A_i) = \frac{1}{N} \) and the point \( x_i \) is chosen uniformly randomly in \( A_i \) for \( i = 1, \ldots, N \).
We denote
\[
E(K_d, X_N) := \frac{1}{N^2} \sum_{i,j=1}^{N} K_d(\langle x_i, x_j \rangle). \tag{4}
\]

**Definition 1.** A spherical \( t \)-design is a finite subset \( X_N \subset S^d \) with a characterizing property that an equal weight integration rule with nodes from \( X_N \) integrates all spherical polynomials \( p \) of total degree at most \( t \) exactly; that is,
\[
\frac{1}{N} \sum_{x \in X_N} p(x) = \int_{S^d} p(x) d\sigma_d(x), \quad \deg(p) \leq t.
\]
Here \( N \) is the cardinality of \( X_N \) or the number of points of spherical design.
Definition 2. A sequence of $N$-point sets $(X_N)_N$, $X_N = \{x_1, \ldots, x_N\}$, is called well-separated if there exists a positive constant $c_1$ such that
\[
\min_{i \neq j} |x_i - x_j| > \frac{c_1}{N^{\frac{d}{2}}}. \tag{5}
\]

The concept of spherical $t$-design was introduced by Delsarte, Goethals and Seidel in the groundbreaking paper [7], where they also proved the lower bound $N \geq C_d t^d$. The relation between $N$ and $t$ in spherical designs plays important role. Korevaar and Meyers [11] conjectured that there always exist spherical $t$-design with $N \asymp t^d$ points.

We write $a_n \asymp b_n$ to mean that there exist positive constants $C_1$ and $C_2$ independent of $n$ such that $C_1 a_n \leq b_n \leq C_2 a_n$ for all $n$.

Also many authors have predicted the existence of well-separated spherical $t$-designs in $S^d$ of asymptotically minimal cardinality $O(t^d)$ as $t \to \infty$ (see, e.g., [6], [10]).

In 2013 Bondarenko, Radchenko and Viazovska [1] proved, that indeed for $d \geq 2$, there exists a constant $c_d$, which depends only of $d$, such that for every $N \geq c_d t^d$ there exists a spherical $t$-design on $S^d$ with $N$ points. Two years later in [2] they showed, that for each $d \geq 2$, $t \in \mathbb{N}$, $N > c_d t^d$, there exist positive constants $c_d$ and $\lambda_d$, depending only on $d$, such that for every $N \geq c_d t^d$, there exists a spherical $t$-design on $S^d$, consisting of $N$ points $\{x_i\}_{i=1}^N$ with $|x_i - x_j| \geq \lambda_d N^{-\frac{1}{2}}$ for $i \neq j$, where $c_d$ and $\lambda_d$ are positive constants, depending only on $d$.

Taking this into account we always assume that
\[
N = N(t) \asymp t^d. \tag{6}
\]

For given $s > 0$ the discrete Riesz $s$-energy of a set of $N$ points $X_N$ on $S^d$ is defined as
\[
E_d^{(s)}(X_N) := \frac{1}{2} \sum_{\substack{i,j=1, \\ i \neq j}}^N |x_i - x_j|^{-s}, \tag{7}
\]
where $|x|$ denotes the Euclidian norm in $\mathbb{R}^{d+1}$ of the vector $x$. In the case $s = d - 1$ the energy (7) is called as Coulomb energy.

In this paper we investigate and compare the asymptotic behaviour of the $s$-energy, for $0 < s < d$ for sequences of well-separated $t$-designs and also for jittered sampling.
Hesse and Leopardi showed, that if spherical \( t \)-designs with \( N = \mathcal{O}(t^2) \) exist, then they have asymptotically minimal Coulomb energy \( E_2(X_N) \). Namely, it was proved, that the Coulomb energy of each \( N \)-point spherical \( t \)-design \( X_N \) with the following properties: there exist positive constants \( \mu \) and separation constant \( \lambda \), such that \( N \leq \mu(t + 1)^2 \), and the minimum spherical distance between point of \( X_N \) is bounded from below by \( \frac{1}{\sqrt{N}} \), is bounded from above by

\[
E_2^{(1)}(X_N) \leq \frac{1}{2} N^2 + C_{\lambda, \mu} N^{\frac{3}{2}}. \tag{8}
\]

Here and further by \( C_a \) (\( C_{a,b} \)) we will denote constants, which may depend only on \( a \) (\( a \) and \( b \)), but not on \( N \).

In [9] the result (8) was extended for all \( 0 < s < 2 \). In particular, under the assumption that \( N \leq \kappa t^2 \), it was shown that for \( 0 < s < 2 \), there exists a positive constant \( c_s \) such that for every well separated sequence \( N \)-point spherical \( t \)-designs the following estimate holds

\[
E_2^{(s)}(X_N) \leq \frac{2^{-s}}{2-s} N^2 + C_{s, \kappa} N^{1+\frac{s}{2}}. \tag{9}
\]

Also it should be noticed, that in [3] some general upper and lower bounds for the energy of spherical designs were found.

The separation constraint was important for the results (8) and (9). Since the \( s \)-energy is unbounded as two points approach each other, and since spherical designs can have points arbitrarily close together, the separation constraint is needed to guarantee any asymptotic bounds on the energy.

Denote by \( \mathcal{E}_d^{(s)}(N) \) the minimal discrete \( s \)-energy for \( N \)-points on the sphere

\[
\mathcal{E}_d^{(s)}(N) := \inf_{X_N} E_d^{(s)}(X_N), \tag{10}
\]

where the infimum is taken over all \( N \)-points subsets of \( \mathbb{S}^d \).

Kuijlaars and Saff proved that for \( d \geq 2 \) and \( 0 < s < d \), there exists a constant \( C_{d,s} > 0 \), such that

\[
\mathcal{E}_d^{(s)}(N) \leq \frac{1}{2} V_d(s) N^2 - C_{d,s} N^{1+\frac{s}{2}}, \tag{11}
\]

where \( V_d(s) \) is the energy integral

\[
V_d(s) := \int_{\mathbb{S}^d} \int_{\mathbb{S}^d} \frac{1}{|x - y|^s} d\sigma_d(x) d\sigma_d(y) = \frac{\Gamma(\frac{d+1}{2}) \Gamma(d - s)}{\Gamma(d - s + 1) \Gamma(d - \frac{s}{2})} \tag{12}
\]
Earlier, Wagner [19] had obtained the lower bounds
\[ E_d(s)(N) \geq \frac{1}{2} V_d(s)N^2 - C_{d,s}N^{1+\frac{s}{d-1}}, \quad d - 2 < s < d, \] (13)
\[ E_d(s)(N) \geq \frac{1}{2} V_d(s)N^2 - C_{d,s}N^{1+\frac{s}{d-1}}, \quad d \geq 3, \quad 0 < s \leq d - 2. \] (14)

The combination of (11) and (13) leads to the correct order of \( E_d(s)(N) - \frac{1}{2} V_d(s)N^2 \) for \( d - 2 < s < d \).

We show that for every well-separated sequence of \( N \)-point spherical \( t \)-designs on \( S^d \), \( d \geq 2 \), with \( N \asymp t^d \) the following asymptotic equality holds
\[ E_d(s)(X_N) = \frac{1}{2} \Gamma\left(\frac{d+1}{2}\right) \Gamma\left(d - s\right) N^{2} + O\left(N^{1+\frac{s}{d}}\right). \]

The structure of the paper is as follows.

Section 2 contains the statements of all theorems. Here we analyze energy integrals (2) and (3) with regard to area-regular partitions of the sphere. In particular the cases, when \( K_d \) is the reproducing kernel of a reproducing kernel Hilbert space of continuous functions on the sphere or the Riesz \( s \)-energy, are considered. Then we make a comparison with the estimates of respective discrete energy sums for spherical \( t \)-designs and minimizing point sets for \( s \)-energy.

In Section 3 we summarize necessary background information for orthogonal polynomials.

In Section 4 we give the proofs of the theorems from the Section 2.

Section 5 contains the proofs of some technical lemmas, which are needed to proof Theorem 1.

2. Formulation of main results

2.1. The \( s \)-energy of spherical designs on \( S^d \)

By a spherical cap \( S(x; \varphi) \) of centre \( x \) and angular radius \( \varphi \) we mean
\[ S(x; \varphi) := \{ y \in S^d | \langle x, y \rangle \geq \cos \varphi \}. \]

The normalized surface area of a spherical cap is given by
\[ |S(x; \varphi)| = \frac{\Gamma((d+1)/2)}{\sqrt{\pi\Gamma(d/2)}} \int_{\cos \varphi}^{1} (1 - t^2)^{\frac{d}{2} - 1} dt \asymp (1 - \cos \varphi)^{\frac{d}{2}} \quad \text{as} \ \varphi \rightarrow 0. \] (15)
If condition (5) holds for a sequence \((X_N)_N\), then any spherical cap \(S(x; \alpha_N)\), \(x \in S^d\), where
\[
\alpha_N := \arccos \left(1 - \frac{c_1^2}{8N^2}\right),
\] contains at most one point of the set \((X_N)_N\).

From the elementary estimates
\[
sin \theta \leq \theta \leq \frac{\pi}{2} \sin \theta, \quad 0 \leq \theta \leq \frac{\pi}{2},
\] we obtain
\[
\left(1 - \frac{c_1^2}{16N^2}\right)^{\frac{1}{2}} \frac{c_1}{2N^{\frac{d}{2}}} \leq \alpha_N \leq \frac{\pi}{4} \left(1 - \frac{c_1^2}{16N^2}\right)^{\frac{1}{2}} \frac{c_1}{N^{\frac{d}{2}}}.
\] (18)

**Theorem 1.** Let \(d \geq 2\) be fixed, and \((X_{N(t)})_t\) be a sequence of well-separated spherical \(t\)-designs on \(S^d\), \(t\) and \(N(t)\) satisfying relation (6). Then for the \(s\)-energy \(E_d^{(s)}(X_N)\) the following asymptotic equality holds
\[
E_d^{(s)}(X_N) = \frac{1}{2} \Gamma\left(d + \frac{1}{2}\right) \Gamma\left(d - s\right) N^2 + \mathcal{O}\left(N^{1+\frac{s}{2}}\right).
\] (19)

2.2. Estimates for energy integrals in the nonsingular case

We consider area-regular partitions for which all regions \(A_i\) have small diameters: \(\text{diam}(A_i) \leq CN^{-\frac{d}{2}}\) for \(i = 1, ..., N\). Here \(C\) is a constant that does not depend on \(N\) (see, e.g., [8]).

Let \(\sigma_j^*\) be the restriction of the measure \(N\sigma\) to \(A_i\): \(\sigma_j^*(\cdot) = \sigma(A_i \cap \cdot)N\). Then each \(\sigma_j^*\) is a probability measure.

**Theorem 2.** Let \(K_d\) be a continuous function on \([-1, 1]\), which is given by (1). Then there exists a positive constant \(C_d\), such that, for the energy \(E(K_d, X_N)\) of the form (4) the following estimate holds
\[
\int_{A_1} \ldots \int_{A_N} E(K_d, X_N) d\sigma_1^*(x_1) \ldots d\sigma_N^*(x_N) - a_0
\]
\[
\leq \frac{C_d}{N} \left(N^{-\frac{d}{2}} \sum_{n=1}^{\lfloor N^{\frac{1}{2}} \rfloor} a_n n^2 + \sum_{n=\lfloor N^{\frac{1}{2}} \rfloor + 1}^{\infty} a_n \right).
\] (20)
Let us apply the estimate (20) for the reproducing kernels of Hilbert spaces and compare it with known estimates of worst-case error in these spaces. Before that, we need some additional background.

We denote by \( \{ Y_{\ell,k}^{(d)} : k = 1, \ldots, Z(d, \ell) \} \) a collection of \( L_{2}(\sigma_{d}) \)-orthonormal real spherical harmonics (homogeneous harmonic polynomials in \( d + 1 \) variables restricted to \( S^{d} \)) of degree \( \ell \) (see, e.g., [14]), where

\[
Z(d, 0) = 1, \quad Z(d, \ell) = (2\ell + d - 1) \frac{\Gamma(\ell + d - 1)}{\Gamma(d) \Gamma(\ell + 1)} \sim \frac{2}{\Gamma(d)^{\ell - \frac{d}{2}}}, \quad \ell \to \infty.
\]

(21)

Each spherical harmonic \( Y_{\ell,k}^{(d)} \) of exact degree \( \ell \) is an eigenfunction of the negative Laplace-Beltrami operator \( -\Delta_{d}^{*} \) with eigenvalue \( \lambda_{\ell} := \ell(\ell + d - 1) \).

The spherical harmonics of degree \( \ell \) satisfy the addition theorem:

\[
\sum_{k=1}^{Z(d,\ell)} Y_{\ell,k}^{(d)}(x) Y_{\ell,k}^{(d)}(y) = Z(d, \ell) P_{\ell}^{(d)}(\langle x, y \rangle).
\]

(22)

The Sobolev space \( H^{s}(S^{d}) \) for \( s \geq 0 \) consists of all functions \( f \in L_{2}(S^{d}) \) with finite norm

\[
\| f \|_{H^{s}} = \left( \sum_{\ell=0}^{\infty} \sum_{k=1}^{Z(d,\ell)} (1 + \lambda_{\ell})^{s} |\hat{f}_{\ell,k}|^{2} \right)^{\frac{1}{2}},
\]

(23)

where the Laplace-Fourier coefficients are given by the formula

\[
\hat{f}_{\ell,k} := \langle f, Y_{\ell,k}^{(d)} \rangle_{S^{d}} = \int_{S^{d}} f(x) Y_{\ell,k}^{(d)}(x) d\sigma_{d}(x).
\]

The worst-case (cubature) error of the equal weight numerical integration rule \( Q[X_{N}] \) in a Banach space \( B \) of continuous functions on \( S^{d} \) with norm \( \| \cdot \|_{B} \) is defined by

\[
\text{wce}(Q[X_{N}]; B) := \sup_{f \in B, \| f \|_{B} \leq 1} \left| \frac{1}{N} \sum_{i=1}^{N} f(x_{i}) - \int_{S^{d}} f(x) d\sigma_{d}(x) \right|.
\]

(24)

The worst-case error for the Sobolev space \( H^{s}(S^{d}) \) can be expressed as (see, e.g., [3])

\[
\text{wce}(Q[X_{N}]; H^{s}(S^{d}))^{2} = \frac{1}{N^{2}} \sum_{i,j=1}^{N} \tilde{K}_{d}^{(s)}(\langle x_{i}, x_{j} \rangle),
\]

(25)
where $\tilde{K}_d^{(s)}$ denotes the reproducing kernel Hilbert space $H^s(S^d)$, $s > \frac{d}{2}$, with the constant term removed

$$
\tilde{K}_d^{(s)}(x, y) = \sum_{\ell=1}^{\infty} (1 + \lambda_{\ell})^{-s} Z(d, \ell) P_{\ell}^{(d)}(\langle x, y \rangle).
$$

(26)

If $\tilde{K}_d^{(s)}(x, y)$ is given by (26), then

$$
\frac{1}{N^2} \int_{A_1} \ldots \int_{A_N} \sum_{i,j=1}^{N} \tilde{K}_d^{(s)}(\langle x_i, x_j \rangle) d\sigma_1^*(x_1) \ldots d\sigma_N^*(x_N)
\leq \begin{cases}
N^{-\frac{d}{2}}, & \text{if } \frac{d}{2} < s < 1 + \frac{d}{2}, \\
N^{-1-\frac{d}{2}} \ln N, & \text{if } s = 1 + \frac{d}{2}, \\
N^{-1-\frac{d}{2}}, & \text{if } s > 1 + \frac{d}{2}.
\end{cases}
$$

(27)

Here and further we use the Vinogradov notation $a_n \ll b_n$ to mean that there exists positive constant $C$ independent of $n$ such that $a_n \leq Cb_n$ for all $n$.

In [4] it was proved that there exists $C_{d,s} > 0$, such that for every $N$-point spherical $t$-design $X_N$ on $S^d$ with $N \gg t^d$

$$
\text{wce}(Q[X_N]; H^s(S^d))^2 \leq \frac{C_{s,d}}{N^2}.
$$

(28)

Let the space $H^{(\frac{d}{2}, \gamma)}(S^d)$, $\gamma > \frac{1}{2}$, (see [15]) be the set of all functions $f \in L_2(S^d)$ with finite norm

$$
\|f\|_{H^{(\frac{d}{2}, \gamma)}}^2 := \sum_{\ell=0}^{\infty} (1 + \lambda_{\ell})^{\frac{d}{2}} (\ln (3 + \lambda_{\ell}))^{2\gamma} \sum_{k=1}^{Z(d,\ell)} |\hat{f}_{\ell,k}|^2 < \infty.
$$

The worst-case error for the space $H^{(\frac{d}{2}, \gamma)}(S^d)$, $\gamma > \frac{1}{2}$, can be computed by the formula

$$
\text{wce}(Q[X_N]; H^{(\frac{d}{2}, \gamma)}(S^d))^2 = \frac{1}{N^2} \sum_{i,j=1}^{N} \tilde{K}^{(\frac{d}{2}, \gamma)}(x_i, x_j),
$$
where \( \tilde{K}^{(d, \gamma)} \) denotes the reproducing kernel of the Hilbert space \( \mathbb{H}^{(d, \gamma)}(S^d) \), \( \gamma > \frac{1}{2} \), with the constant term removed

\[
\tilde{K}^{(d, \gamma)}(x, y) = \sum_{\ell=1}^{\infty} (1 + \lambda_\ell)^{-\frac{d}{2}} (\ln (2 + \lambda_\ell))^{-2\gamma} Z(d, \ell) P^{(d)}(\langle x, y \rangle) .
\] (29)

From (20) we have that for \( \tilde{K}^{(d, \gamma)} \), defined by formula (29), the following estimate is true

\[
\frac{1}{N^2} \int_{A_1} \ldots \int_{A_N} \sum_{i,j=1, i \neq j}^{N} \tilde{K}^{(d, \gamma)}(\langle x_i, x_j \rangle) d\sigma^*_1(x_1) \ldots d\sigma^*_N(x_N) \ll N^{-1} (\ln N)^{-2\gamma+1} .
\] (30)

In [15] it was proved that there exist constants \( C_{d, \gamma}^{(1)} \) and \( C_{d, \gamma}^{(2)} \), such that for every \( N \)-point well separated spherical \( t \)-design \( X_N \) on \( S^d \)

\[
C_{d, \gamma}^{(1)} N^{-1} (\ln N)^{-2\gamma+1} \leq \text{wce}(Q[X_N]; \mathbb{H}^{(d, \gamma)}(S^d))^2 \leq C_{d, \gamma}^{(2)} N^{-1} (\ln N)^{-2\gamma+1} .
\] (31)

2.3. Estimates for energy integrals in the singular case

In this subsection we consider the case of singular kernel, when in the energy (4) the diagonal terms are omitted. We denote it by

\[
\tilde{E}(K_d, X_N) := \frac{1}{N^2} \sum_{i,j=1, i \neq j}^{N} K_d(\langle x_i, x_j \rangle) .
\] (32)

**Theorem 3.** Let \( K_d \) is a continuous function on \([-1, 1] \), \( \lim_{x \to 1^-} K_d(x) = \infty \),

\[
\int_{S^d} K_d(\langle x, y \rangle) d\sigma(x) d\sigma(y) < \infty \text{ and there exist } c_2 > 0 \text{ and } y_i \in A_i, \text{ such that }
\]

each region \( A_i \) of an area regular partition \( \{A_i\}_{i=1}^{N} \) contains a spherical cap \( S(y_i; c_2 N^{-\frac{1}{d}}) \) in its interior.

Then

\[
\int_{A_1} \ldots \int_{A_N} \tilde{E}(K_d, X_N) d\sigma^*_1(x_1) \ldots d\sigma^*_N(x_N)
\]

\[
= a_0 + \frac{1}{N} \mathcal{O} \left( \int_{\cos(c_2 N^{-\frac{1}{d}})}^{1} K_d(t) (1-x^2)^{\frac{d}{2}-1} dx + \max_{-1 \leq x \leq 1-\frac{2c_2}{\pi}} K_d(x) \right) .
\] (33)
The existence of an area regular partition \( \{ A_i \}_{i=1}^N \), such that each region \( A_i \) contains the spherical cap \( S(y_i; c_2 N^{-\frac{1}{s}}) \) in its interior was shown by Gigante and Leopardi in [8].

Let \( K_{s,d} \) be the Riesz kernel: \( K_{s,d}(x) = \frac{1}{2^{s}} (1 - x)^{-\frac{s}{2}}, \ 0 < s < d \), then

\[
\frac{1}{N} \int_{1-cN^{-\frac{1}{s}}}^{1} K_{s,d}(t)(1 - t^2)^{\frac{s}{2}-1}dt \ll \frac{1}{N} \int_{\cos(c_2N^{-\frac{1}{s}})}^{1} (1 - x)^{\frac{s}{2}-\frac{d}{2}-1}dx \ll \frac{1}{N}(N^{-\frac{d}{2}})^{\frac{s}{2}} = N^{-2+\frac{s}{2}} \quad (34)
\]

and

\[
\frac{1}{N} \max_{-1 \leq x \leq 1 - c_2 N^{-\frac{1}{s}}} K_{s,d}(x) \ll N^{-1+\frac{s}{2}}. \quad (35)
\]

Thus, we have that for the Riesz kernel \( K_{s,d} \) the following estimate holds

\[
\int_{A_1} \ldots \int_{A_N} \sum_{i,j=1, i \neq j}^N K(\langle x_i, x_j \rangle) d\sigma_1^*(x_1) \ldots d\sigma_N^*(x_N) = a_0 N^2 + O(N^{1+\frac{s}{2}}) = \frac{\Gamma(\frac{d+1}{2}) \Gamma(d - s)}{\Gamma(d - s + 1) \Gamma(d - \frac{s}{2})} N^2 + O(N^{1+\frac{s}{2}}). \quad (36)
\]

2.4. Comparison of the estimates for some probabilistic and deterministic point sets

Probabilistic models are often used to show existence of good point sets. But the comparison shows that in many cases \( t \)-designs give better bounds for the quality measure under consideration.

Indeed, on the basis of (27) and (28) we can summarize, that in the case \( \frac{d}{2} < s < 1 + \frac{d}{2} \) spherical \( t \)-designs are as good as probabilistic point sets, and in case \( s \geq \frac{d}{2} + 1 \), spherical \( t \)-designs give better bounds for \( \text{wce}(Q[X_N]; \mathbb{H}^*(\mathbb{S}^d)) \).

From (30) and (31) it follows, that for the worst-case error \( \text{wce}(Q[X_N]; \mathbb{H}^*(\mathbb{S}^d)) \), spherical \( t \)-designs are as good as probabilistic point sets.

Comparing formula (19) with (36), we have that for the Riesz \( s \)-energy, \( 0 < s < d \), well-separated \( t \)-designs are as good as probabilistic point sets.
Also according to relations (11) and (13), with respect to the order of the error term, well-separated $t$-designs and probabilistic point sets are as good as point sets which minimize the Riesz $s$ energy (in the case $d - 2 < s < d$).

3. Preliminaries

In this paper we use the Pochhammer symbol $(a)_n$, where $n \in \mathbb{N}_0$ and $a \in \mathbb{R}$, defined by

$$(a)_0 := 1, \quad (a)_n := a(a+1) \ldots (a+n-1) \quad \text{for} \quad n \in \mathbb{N},$$

which can be written in the terms of the gamma function $\Gamma(z)$ by means of

$$(a)_\ell = \frac{\Gamma(\ell + a)}{\Gamma(a)}.$$ (37)

For fixed $a, b$ the following asymptotic equality is true

$$\frac{\Gamma(n + a)}{\Gamma(n + b)} = n^{a-b} \left(1 + \mathcal{O}\left(\frac{1}{n}\right)\right) \text{ as } n \to \infty.$$ (38)

For any integrable function $f : [-1, 1] \to \mathbb{R}$ (see, e.g., [14]) we have

$$\int_{S^d} f(\langle x, y \rangle) d\sigma_d(x) = \frac{\Gamma\left(\frac{d+1}{2}\right)}{\sqrt{\pi} \Gamma\left(\frac{d}{2}\right)} \int_{-1}^{1} f(t)(1-t^2)^{\frac{d}{2}-1} dt \quad \forall y \in S^d.$$ (39)

The Jacobi polynomials $P^{(\alpha, \beta)}(\ell)(x)$ are the polynomials orthogonal over the interval $[-1, 1]$ with the weight function $w_{\alpha, \beta}(x) = (1-x)^{\alpha}(1+x)^{\beta}$ and normalized by the relation

$$P^{(\alpha, \beta)}(\ell)(1) = \left(\frac{\ell + \alpha}{\ell}\right) = \left(\frac{1 + \alpha}{\ell}\right) \sim \frac{1}{\Gamma(1+\alpha)} \ell^\alpha, \quad \alpha, \beta > -1.$$ (40)

(see, e.g., [13, (5.2.1)])

Notice that

$$p^{(d)}(x) = \frac{n!}{(d/2)_n} P^{(\frac{d}{2}-1, \frac{d}{2}-1)}(x).$$ (41)
For fixed $\alpha, \beta > -1$ and $0 < \theta < \pi$, the following relation gives an asymptotic approximation for $\ell \to \infty$ (see, e.g., [18, Theorem 8.21.13])

$$
P^{(\alpha,\beta)}_\ell(\cos \theta) = \frac{1}{\sqrt{\pi}} \ell^{-1/2} \left( \sin \frac{\theta}{2} \right)^{-\alpha - 1/2} \left( \cos \frac{\theta}{2} \right)^{-\beta - 1/2} \times \left\{ \cos \left( \ell + \frac{\alpha + \beta + 1}{2} \right) \theta - \frac{2\alpha + 1}{4} \pi \right\} + O(\ell \sin \theta)^{-1}.
$$

Thus, for $c_{\alpha,\beta} \ell^{-1} \leq \theta \leq \pi - c_{\alpha,\beta} \ell^{-1}$ the last asymptotic equality yields

$$
|P^{(\alpha,\beta)}_\ell(\cos \theta)| \leq \tilde{c}_{\alpha,\beta} \ell^{-1/2} (\sin \theta)^{-\alpha - 1/2} + \tilde{c}_{\alpha,\beta} \ell^{-3/2} (\sin \theta)^{-\alpha - 3/2}, \quad \alpha \geq \beta.
$$

(42)

The following differentiation formula holds

$$
\frac{d}{dx} P^{(\alpha,\beta)}_n(x) = \frac{\alpha + \beta + n + 1}{2} P^{(\alpha+1,\beta+1)}_{n-1}(x).
$$

(43)

If $\lambda > d - 1$, $0 < s < d$, (using formula [13, (5.3.4)]) and expressing the Gegenbauer polynomials via Jacobi polynomials (see, e.g., [13, (5.3.1)])), we have that for $-1 < x < 1$ the following expansion holds

$$
(1 - x)^{-s} = 2^{2\lambda - s} \pi^{-\frac{s}{2}} \Gamma(\lambda) \Gamma\left( \lambda - \frac{s}{2} + 1 \right) \times \sum_{n=0}^{\infty} \frac{(n + \lambda) \left( \frac{s}{2} \right)^n}{\Gamma(n + 2\lambda - \frac{s}{2} + 1) \Gamma(\lambda + 1)} \mathcal{P}^{(\lambda - \frac{s}{2},\lambda - 1)}_n(x).
$$

(44)

4. Proof of Theorems 1-3

Proof of Theorem 1. For each $i \in \{1, \ldots, N\}$ we divide the sphere $S^d$ into an upper hemisphere $H^+_i$ with 'north pole' $x_i$ and a lower hemisphere $H^-_i$:

$$
H^+_i := \left\{ x \in S^d \mid \langle x_i, x \rangle \geq 0 \right\},
$$

$$
H^-_i := S^d \setminus H^+_i.
$$

We split the $s$-energy into two parts

$$
E^{(s)}_d(X_N) = \frac{1}{2} \sum_{j=1}^{N} \sum_{i=1}^{N} |x_i - x_j|^{-s} + \frac{1}{2} \sum_{j=1}^{N} \sum_{i=1}^{N} |x_i - x_j|^{-s}.
$$

(45)
From (5) and the fact the spherical cap $S(-x_j; \alpha N)$ contains at most one point of $X_N$, the second term in (45), where the scalar product is close to $-1$, can be bounded from above by

$$\frac{1}{2} \sum_{j=1}^{N} \sum_{i=1, x_i \in S(-x_j; \alpha N)} |x_i - x_j|^{-s} < \frac{1}{2} N \left(4 - \frac{c_1^2}{4N^2}\right)^{-\frac{s}{2}} < \frac{1}{2} N.$$  

(46)

Noting that

$$|x_i - x_j|^{-1} = \frac{1}{\sqrt{2}} (1 - \langle x_i, x_j \rangle)^{-\frac{1}{2}},$$

(47)

taking into account that the Jacobi series (44) converges uniformly in $\left[-1 + \frac{c_1^2}{8N^2}, 1 - \frac{c_1^2}{8N^2}\right]$, and substituting $\lambda = \frac{d}{2} + K + \frac{1}{2}$, $K > \frac{d}{2} + 1$ in the expansion (44), we get that

$$\frac{1}{2} \sum_{j=1}^{N} \sum_{i=1, x_i \in H_{+i} \setminus S(\pm x_j; \alpha N)} |x_i - x_j|^{-s} = \frac{1}{2^{1+s}} \sum_{j=1}^{N} \sum_{i=1, x_i \in H_{+i} \setminus S(\pm x_j; \alpha N)} \left(1 - \langle x_i, x_j \rangle\right)^{-\frac{s}{2}}$$

$$= \frac{1}{2} E_{h_t}(X) + \frac{1}{2} E_{r_t}(X),$$

(48)

where

$$h_t(x) = h_t(s, d, K, t, x) := 2^{d+2K-s+1} \pi^{-\frac{s}{2}} \Gamma\left(\frac{d}{2} + K + \frac{1}{2}\right) \Gamma\left(\frac{d}{2} + K - \frac{s}{2} + 1\right)$$

$$\times \sum_{n=0}^{t} \frac{(n + \frac{d}{2} + K + \frac{1}{2}) (\frac{s}{2})_n}{\Gamma(n + d + 2K - \frac{s}{2} + 2)} \frac{\varphi(\frac{d}{2} + K + \frac{1}{2})}{\varphi(\frac{d}{2} + K + \frac{1}{2})}\left(\frac{d}{2} + K + \frac{1}{2}\right)_{n} P_{n}^{(\frac{s}{2}, K + \frac{1}{2})}(x),$$

(49)

$$r_t(x) = r_t(s, d, K, t, x) := 2^{d+2K-s+1} \pi^{-\frac{s}{2}} \Gamma\left(\frac{d}{2} + K + \frac{1}{2}\right) \Gamma\left(\frac{d}{2} + K - \frac{s}{2} + 1\right)$$

$$\times \sum_{n=t+1}^{\infty} \frac{(n + \frac{d}{2} + K + \frac{1}{2}) (\frac{s}{2})_n}{\Gamma(n + d + 2K - \frac{s}{2} + 2)} \frac{\varphi(\frac{d}{2} + K + \frac{1}{2})}{\varphi(\frac{d}{2} + K + \frac{1}{2})}\left(\frac{d}{2} + K + \frac{1}{2}\right)_{n} P_{n}^{(\frac{s}{2}, K + \frac{1}{2})}(x),$$

(50)

and

$$E_{U}(X) := \sum_{j=1}^{N} \sum_{i=1, x_i \in H_{+i} \setminus S(\pm x_j; \alpha N)} U(\langle x_i, x_j \rangle).$$

(51)
To finish the proof we will need following two lemmas. We postpone the proof of lemmas to the next section.

**Lemma 1.** Let \(d \geq 2\) be fixed and \(N \asymp t^d\). Then for any \(K > \frac{d}{2} \), \(K \in \mathbb{N}\), and \(0 < s < d\) there exists positive constant \(C_{d,s}\), such that

\[
E_{r_t}(X) \leq C_{d,s}N^{1+\frac{s}{d}}.
\] (52)

**Lemma 2.** Let \(d \geq 2\) be fixed, let \((X_{N(t)})_t\) be a sequence of well-separated \(t\)-designs and \(N \asymp t^d\). Then for any \(0 < s < d\) and \(K > \frac{d}{2} \), \(K \in \mathbb{N}\), the following asymptotic equality holds

\[
E_{h_t}(X) = \frac{\Gamma\left(\frac{d+1}{2}\right)\Gamma(d-s)}{\Gamma(d-s+1)\Gamma(d-\frac{s}{2})}N^2 + \mathcal{O}(Nt^s).
\] (53)

Formulas (45)-(48), (52) and (53) yield (19). Theorem 1 is proved.

**Proof of Theorem 2.** Integrating \(K_d\) with respect to the probability measure \(d\sigma_1^*(x_1)...d\sigma_N^*(x_N)\), we obtain

\[
\frac{1}{N^2} \int_{A_1} ... \int_{A_N} \sum_{i,j=1}^N K_d(\langle x_i, x_j \rangle) d\sigma_1^*(x_1)...d\sigma_N^*(x_N)
\]

\[
= \frac{1}{N} K_d(1) + \frac{1}{N^2} \sum_{i,j=1}^N \int_{A_i} \int_{A_j} K_d(\langle x, y \rangle) d\sigma_i^*(x) d\sigma_j^*(y)
\]

\[
= \frac{1}{N} K_d(1) + \int_{S^d} \int_{S^d} K_d(\langle x, y \rangle) d\sigma(x) d\sigma(y) - \frac{1}{N^2} \sum_{i=1}^N \int_{A_i} \int_{A_i} K_d(\langle x, y \rangle) d\sigma_i^*(x) d\sigma_i^*(y)
\]

\[
= \frac{1}{N} K_d(1) + a_0 - \frac{1}{N^2} \sum_{i=1}^N \int_{A_i} \int_{A_i} K_d(\langle x, y \rangle) d\sigma_i^*(x) d\sigma_i^*(y).
\] (54)

\[
\]
Substituting (1), we have

\[
\frac{1}{N} K_d(1) - \frac{1}{N^2} \sum_{i=1}^{N} \int_{A_i} \int_{A_i} K_d(\langle x, y \rangle) d\sigma_1^*(x) d\sigma_1^*(y) 
= \frac{1}{N^2} \sum_{i=1}^{N} \left( \sum_{n=0}^{\infty} a_n P_n^{(d)}(1) - \sum_{n=0}^{\infty} a_n P_n^{(d)}(\cos \theta_i) \right) 
= \frac{1}{N^2} \sum_{i=1}^{N} \sum_{n=0}^{[N^{\frac{d}{2}}]} a_n \left( P_n^{(d)}(1) - P_n^{(d)}(\cos \theta_i) \right) + \frac{1}{N^2} \sum_{i=1}^{N} \sum_{n=[N^{\frac{d}{2}}]+1}^{\infty} a_n \left( P_n^{(d)}(1) - P_n^{(d)}(\cos \theta_i) \right),
\]

(55)

where \( \cos \theta_i \in M_i, \ M_i := \left\{ \langle x, y \rangle \mid x, y \in A_i \right\} \).

The second term in right-hand side of (55) can be bounded above by

\[
\frac{1}{N^2} \sum_{i=1}^{N} \sum_{n=[N^{\frac{d}{2}}]+1}^{\infty} a_n \left( P_n^{(d)}(1) - P_n^{(d)}(\cos \theta_i) \right) \leq \frac{2}{N} \sum_{n=[N^{\frac{d}{2}}]+1}^{\infty} a_n.
\]

(56)

If \( \text{diam}(A_i) \leq CN^{-\frac{1}{d}} \), then

\[
|\mathbf{x} - \mathbf{y}| \leq CN^{-\frac{1}{d}} \ \forall \mathbf{x}, \mathbf{y} \in A_i,
\]

and

\[
\cos \theta_i \geq 1 - \frac{C^2}{2} N^{-\frac{2}{d}}.
\]

(57)

Using the mean value theorem and relations (41), (43), and (40), we
obtain that

$$\frac{1}{N^2} \sum_{i=1}^{N} \sum_{n=0}^{[N^{1/2}]} a_n \left( P_n^{(d)}(1) - P_n^{(d)}(\cos \theta_i) \right)$$

$$= \frac{1}{N^2} \sum_{i=1}^{N} \sum_{n=0}^{[N^{1/2}]} a_n \frac{n!}{(d/2)_n} \left( P_n^{(d-1/2, d-1/2)}(1) - P_n^{(d-1/2, d-1/2)}(\cos \theta_i) \right)$$

$$= \frac{1}{N^2} \sum_{i=1}^{N} \sum_{n=0}^{[N^{1/2}]} a_n \frac{n!}{(d/2)_n} \left( 1 - \cos \theta_i \right) \frac{d}{dx} P_n^{(d-1, d-1)}(\xi_i)$$

$$\leq \frac{1}{N} \sum_{n=1}^{[N^{1/2}]} a_n \frac{n!}{(d/2)_n} \frac{d + n - 1}{2} \left( 1 - \cos \theta_i \right) P_n^{(d-1/2, d-1)}(1) \ll \frac{1}{N^{1+\frac{d}{2}}} \sum_{n=1}^{[N^{1/2}]} a_n n^2, \quad (58)$$

where $\xi_i \in [\cos \theta_i, 1]$.

Then Theorem 2 is proved.

Proof of Theorem 3. Integrating $\tilde{E}(K_d, X_N)$ with respect to the probability measure $d\sigma_1^*(x_1)...d\sigma_N^*(x_N)$, we obtain

$$\frac{1}{N^2} \int_{A_1} ... \int_{A_N} \int_{i \neq j} K_d((x_i, x_j))d\sigma_1^*(x_1)...d\sigma_N^*(x_N)$$

$$= \frac{1}{N^2} \sum_{i \neq j}^{N} \int_{A_i} \int_{A_j} K_d((x, y))d\sigma_i^*(x)d\sigma_j^*(y)$$

$$= \int_{S^d} \int_{S^d} K_d((x, y))d\sigma(x)d\sigma(y) - \frac{1}{N^2} \sum_{i=1}^{N} \int_{A_i} \int_{A_i} K_d((x, y))d\sigma_i^*(x)d\sigma_i^*(y)$$

$$= a_0 - \frac{1}{N^2} \sum_{i=1}^{N} \int_{A_i} \int_{A_i} K_d((x, y))d\sigma_i^*(x)d\sigma_i^*(y). \quad (59)$$

Taking into account, that each $A_i$ contains the spherical cap $S(y_i; c_2 N^{-\frac{1}{2}})$
in its interior, we obtain

\[
\frac{1}{N^2} \sum_{i=1}^{N} \int_{A_i} \int_{A_i} K_d(\langle x, y \rangle) d\sigma_i^*(x) d\sigma_i^*(y) \nleq 1
\]

\[
= \frac{1}{N^2} \sum_{i=1}^{N} \int_{A_i} \int_{A_i} K_d(\langle x, y \rangle) d\sigma_i^*(x) d\sigma_i^*(y) + \frac{1}{N} O \left( \max_{-1 \leq x \leq 1 - \frac{2c^2}{\pi^2}} K_d(x) \right).
\]

Using formula (39), we have that

\[
\frac{1}{N^2} \sum_{i=1}^{N} \int_{A_i} \int_{S(y_i; c^2 N^{-\frac{1}{2}})} K_d(\langle x, y \rangle) d\sigma_i^*(x) d\sigma_i^*(y) \nleq 1
\]

\[
= \frac{1}{N^2} \sum_{i=1}^{N} \int_{A_i} \int_{S(y_i; c^2 N^{-\frac{1}{2}})} K_d(\langle x, y \rangle) d\sigma_i^*(x) d\sigma_i^*(y) + \frac{1}{N} O \left( \max_{-1 \leq x \leq 1 - \frac{2c^2}{\pi^2}} K_d(x) \right).
\]

\[
= \frac{1}{N} \Gamma \left( \frac{d+1}{2} \right) \sqrt{\pi} \Gamma \left( \frac{d}{2} \right) \int_{\cos \left( c^2 N^{-\frac{1}{2}} \right)}^{1} K_d(x) (1 - x^2)^{\frac{d}{2} - 1} dx.
\]

Formulas (59)-(61) imply (33). Theorem 3 is proved. □

5. Proof of Lemmas 1-2

Proof of Lemma 1. Applying relations (50), (37), (38) and (42), we find that for \( 0 < \theta < \pi \),

\[
|r_i(\cos \theta)| \ll \sum_{n=t+1}^{\infty} \frac{(n+\frac{d}{2}+K+\frac{1}{2})(\frac{d}{2})_n}{\Gamma(n+d+2K - \frac{d}{2} + 2)(\frac{d}{2}+K+1)_n} \left| P_{n+K}^{\frac{d}{2}+K} \right| (\cos \theta)
\]

\[
\ll \sum_{n=t+1}^{\infty} n^{-\frac{d}{2}-K+s-1} \left| P_{n}^{\frac{d}{2}+K} \right| (\cos \theta)
\]

\[
\ll \sum_{n=t+1}^{\infty} n^{-\frac{d}{2}-K+s-1} \left( n^{-\frac{d}{2}} (\sin \theta)^{-\frac{d}{2}-K-\frac{1}{2}} + n^{-\frac{d}{2}} (\sin \theta)^{-\frac{d}{2}-K-\frac{3}{2}} \right)
\]

\[
\ll t^{-\frac{d}{2}-K+s-\frac{3}{2}} (\sin \theta)^{-\frac{d}{2}-K-\frac{1}{2}} + t^{-\frac{d}{2}-K+s-\frac{3}{2}} (\sin \theta)^{-\frac{d}{2}-K-\frac{3}{2}}.
\]

(62)

We define \( \theta_{ij}^\pm \in [0, \pi] \) by \( \cos \theta_{ij}^\pm := \langle x_i, \pm x_j \rangle \). Then \( \sin \theta_{ij}^+ = \sin \theta_{ij}^- \).
This and formula (62) imply

\[ E_{rt}(X) \ll t^{-\frac{d}{2}-K+\frac{s}{2}} \sum_{j=1}^{N} \sum_{i=1, x_i \in H_t^\pm \setminus S(\pm x_j; e_N)} (\sin \theta_{ij}^\pm)^{-\frac{d}{2}-K-rac{s}{2}} \]

\[ + t^{-\frac{d}{2}-K+s-\frac{3}{2}} \sum_{j=1}^{N} \sum_{i=1, x_i \in H_t^\pm \setminus S(\pm x_j; e_N)} (\sin \theta_{ij}^\pm)^{-\frac{d}{2}-K-\frac{3}{2}}. \quad (63) \]

From [4, (3.30) and (3.33)], it follows that

\[ \frac{1}{N^2} \sum_{j=1}^{N} \sum_{i=1, x_i \in H_t^\pm \setminus S(\pm x_j; e_N)} (\sin \theta_{ij}^\pm)^{-\frac{d}{2}+\frac{1}{2}-k-L} \]

\[ \ll 1 + nL+k-(d+1)/2, \quad k = 0, 1, \ldots \quad \text{for} \quad L > \frac{d+1}{2}. \quad (64) \]

Choosing \( K > \frac{d+1}{2} \) and applying estimates (6), (18) and (64) to each term from the right part of (63), we have that

\[ E_{rt}(X) \ll t^{-\frac{d}{2}-K+\frac{s}{2}} N^2 (N^\frac{1}{2} K - \frac{d}{2} + \frac{1}{2}) \quad + t^{-\frac{d}{2}-K+s-\frac{3}{2}} N^2 (N^\frac{1}{2} K - \frac{d}{2} + \frac{3}{2}) \]

\[ \ll N^{1+\frac{1}{2}}. \quad (65) \]

From (65) we get (52). This completes the proof. \qed

**Proof of Lemma 2**. The polynomial \( h_t \) is a spherical polynomial of degree \( t \) and \( X_N \) is a spherical \( t \)-design. Thus, \( h_t \) is integrating exactly by an equal weight integration rule with nodes from \( X_N \), and

\[ E_{h_t}(X) = \sum_{j=1}^{N} \sum_{i=1, x_i \in H_t^\pm \setminus S(\pm x_j; e_N)} h_t(\langle x_i, x_j \rangle) \]

\[ = \sum_{i,j=1}^{N} h_t(\langle x_i, x_j \rangle) - \sum_{j=1}^{N} \sum_{i=1, x_i \in S(-x_j; e_N)} h_t(\langle x_i, x_j \rangle) - Nh_t(1) \]

\[ = N^2 \int_{\mathbb{S}^d} h_t(\langle x, x \rangle) d\sigma_d(x) - \sum_{j=1}^{N} \sum_{i=1, x_i \in S(-x_j; e_N)} h_t(\langle x_i, x_j \rangle) - Nh_t(1). \quad (66) \]
We observe, that
\[
\left| \sum_{j=1}^{N} \sum_{x_i \in S(-\varepsilon_j, \alpha_N)} h_t((x_i, x_j)) \right| \leq N h_t(1). \tag{67}
\]

From relations (37), (38), (40) and (49)
\[
h_t(1) = 2^{d+2K-s+1} \Gamma\left(\frac{d}{2} + K + 1\right) \Gamma\left(\frac{d}{2} + K - \frac{s}{2} + 1\right) \\
\times \sum_{n=0}^{t} \frac{(n + \frac{d}{2} + K + 1)\left(\frac{s}{2}\right)_n}{\Gamma(n + d + 2K - \frac{s}{2} + 2)} \frac{(d + 2K + 1)_n}{\Gamma\left(\frac{d}{2} + K + 1\right)} P_n^{(\frac{s}{2} + K, \frac{d}{2} + K)}(1) \\
= 2^{d+2K-s+1} \Gamma\left(\frac{d}{2} + K + 1\right) \Gamma\left(\frac{d}{2} + K - \frac{s}{2} + 1\right) \\
\times \sum_{n=0}^{t} \frac{(n + \frac{d}{2} + K + 1)\left(\frac{s}{2}\right)_n}{\Gamma(n + d + 2K - \frac{s}{2} + 2)} \frac{(d + 2K + 1)_n}{\Gamma\left(\frac{d}{2} + K + 1\right)} \Gamma(n + 1) \ll t^s. \tag{68}
\]

Thus, relations (66)-68) yield
\[
E_{h_t}(X) = N^2 \int_{\mathbb{S}^d} h_t((x, y)) d\sigma_d(x) + O(N t^s), \quad y \in \mathbb{S}^d. \tag{69}
\]

The expansion (44) holds only inside the interval \((-1, 1)\). Thus, we write the integral from (69) in the following way
\[
N^2 \int_{\mathbb{S}^d} h_t((x, y)) d\sigma_d(x) \\
= N^2 \int_{\mathbb{S}^d \setminus S(\pm y; \alpha_N)} h_t((x, y)) d\sigma_d(x) + N^2 \int_{S(\pm y; \alpha_N)} h_t((x, y)) d\sigma_d(x) \\
= N^2 \int_{\mathbb{S}^d \setminus S(\pm y; \alpha_N)} \left(1 - \langle x, y \rangle \right)^{-\frac{s}{2}} \sigma_d(x) + W_t(X_N), \quad y \in \mathbb{S}^d. \tag{70}
\]
where we have used the fact, that the series $r_t((x, y))$ converges uniformly for all $x \in S^d \setminus S(\pm y; \alpha_N)$, and

$$W_t(X_N) = W_t(d, s, X_N) := -N^2 \int_{S(\pm y; \alpha_N)} (1 - \langle x, y \rangle)^{-\frac{d}{2}} d\sigma_d(x)$$

$$- N^2 \int_{S^d \setminus S(\pm y; \alpha_N)} r_t((x, y)) d\sigma_d(x) + N^2 \int_{S(\pm y; \alpha_N)} h_t((x, y)) d\sigma_d(x). \quad (71)$$

Now let us show that

$$|W_t(X_N)| \ll N^{1+\frac{s}{d}}. \quad (72)$$

For the third term in (71) the following estimate holds

$$\left| N^2 \int_{S(\pm y; \alpha_N)} h_t((x, y)) d\sigma_d(x) \right| \leq N^2 h_t(1)|S(y; \alpha_N)| \ll N^2 t^s|S(y; \alpha_N)|$$

$$\approx N^2 t^s(1 - \cos \alpha_N)^{\frac{d}{2}} \approx N^2 t^s(N^{-\frac{2}{d}})^{\frac{d}{2}} = N t^s, \quad (73)$$

where we have used the formula for the normalized surface area of spherical cap (15) and the estimates (68) and (18).

Now we show, that

$$\left| N^2 \int_{S(\pm y; \alpha_N)} (1 - \langle x, y \rangle)^{-\frac{d}{2}} d\sigma_d(x) \right| \ll N^{1+\frac{s}{d}}. \quad (74)$$

Clearly,

$$\left| N^2 \int_{S(-y; \alpha_N)} (1 - \langle x, y \rangle)^{-\frac{d}{2}} d\sigma_d(x) \right| \ll N^2 |S(x; \alpha_N)| \ll N. \quad (75)$$

From (39) we have

$$\left| N^2 \int_{S(y; \alpha_N)} (1 - \langle x, y \rangle)^{-\frac{d}{2}} d\sigma_d(x) \right|$$

$$= N^2 \frac{\Gamma(d+1)}{\sqrt{\pi}\Gamma(d)} \int_{1 - \frac{c^2}{8N \pi}}^1 (1 - x)^{-\frac{d}{2}}(1 - x^2)^{\frac{d}{2}-1} dx \ll N^{1+\frac{s}{d}}. \quad (76)$$
Combining (74) and (76), we obtain (74).

It remains to examine the second term in (71). Relation (39) and the estimate (62) allow us to write

\[
\left| N^2 \int_{S^d \setminus S(x,y;\alpha_N)} r_t(\langle x, y \rangle) d\sigma_d(x) \right| \ll N^2 \int_{-1 + \frac{c^2}{sN^2}}^{1 - \frac{c^2}{sN^2}} |r_t(x)| (1 - x^2)^{\frac{d}{2} - 1} dx
\]

\[
\ll N^2 \int_{-1 + \frac{c^2}{sN^2}}^{1 - \frac{c^2}{sN^2}} t^{-\frac{d}{2} - K + s - \frac{1}{2}} (\sqrt{1 - x^2})^{-\frac{d}{2} - K - \frac{1}{2}} (1 - x^2)^{\frac{d}{2} - 1} dx
\]

\[
\ll N^2 \int_{-1 + \frac{c^2}{sN^2}}^{1 - \frac{c^2}{sN^2}} t^{-\frac{d}{2} - K + s - \frac{3}{2}} (\sqrt{1 - x^2})^{-\frac{d}{2} - K - \frac{3}{2}} (1 - x^2)^{\frac{d}{2} - 1} dx.
\]

(77)

For the first term in right-hand side of (77) we obtain

\[
\int_{-1 + \frac{c^2}{sN^2}}^{1 - \frac{c^2}{sN^2}} (\sqrt{1 - x^2})^{-\frac{d}{2} - K - \frac{1}{2}} (1 - x^2)^{\frac{d}{2} - 1} dx = 2 \int_{\alpha_N}^{\frac{\pi}{2}} (\sin y)^{\frac{d}{2} - K - \frac{3}{2}} dy
\]

\[
\ll \int_{\alpha_N}^{\frac{\pi}{2}} y^{\frac{d}{2} - K - \frac{3}{2}} dy \ll (\alpha_N)^{\frac{d}{2} - K - \frac{1}{2}} \ll (N^{-\frac{1}{2}})^{\frac{d}{2} - K - \frac{1}{2}} \ll t^{-\frac{d}{2} + K + \frac{1}{2}},
\]

(78)

where we have used relations (17) and (6) and fact that \( K > \frac{d}{2} + 1 \).

In the same way

\[
\int_{-1 + \frac{c^2}{sN^2}}^{1 - \frac{c^2}{sN^2}} (\sqrt{1 - x^2})^{-\frac{d}{2} - K - \frac{1}{2}} (1 - x^2)^{\frac{d}{2} - 1} dx \ll t^{-\frac{d}{2} + K + \frac{1}{2}}.
\]

(79)
Thus, relations (77)-(79) yield
\[
\left| N^2 \int_{S^d \setminus S(\pm y, \alpha_N)} r_t(\langle x, y \rangle) d\sigma_d(x) \right| \ll N^{1+\frac{s}{2t}}.
\] (80)

Combining (71), (73), (74) and (80) we obtain desired estimate (72).
Formulas (12), (69), (70) and (72) imply (53). Lemma 2 is proved.
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