Classical density-functional theory applied to the solid state
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The standard model of classical density-functional theory (cDFT) for pair potentials consists of a hard-sphere functional plus a mean-field term accounting for long ranged attraction. However, most implementations using sophisticated fundamental measure hard-sphere functionals suffer from potential numerical instabilities either due to possible instabilities in the functionals themselves or due to implementations that mix real- and Fourier-space components inconsistently. Here we present a new implementation based on a demonstrably stable hard-sphere functional that is implemented in a completely consistent manner. The present work does not depend on approximate spherical integration schemes and so is much more robust than previous algorithms. The methods are illustrated by calculating phase diagrams for the solid state using the standard Lennard-Jones potential as well as a new class of potentials recently proposed by Wang et al. [Phys. Chem. Chem. Phys. 22, 10624 (2020)]. The latter span the range from potentials for small molecules to those appropriate to colloidal systems simply by varying a parameter. We verify that cDFT is able to semiquantitatively reproduce the phase diagram in all cases. We also show that for these problems computationally cheap Gaussian approximations are nearly as good as full minimization based on finite differences.
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I. INTRODUCTION

Classical density-functional theory (cDFT) is an exact theory that has become a versatile tool for the studying the properties of inhomogeneous systems such as fluid interfaces and solids at length scales going down to the molecular level [1,2]. Conceptually, cDFT calculations involve the minimization of a functional of the local density resulting in both the equilibrium density distribution and the free energy of the system. Notable recent applications include the description of wetting phenomena [3], the calculation of hydration free energies and microscopic structure of molecular solutes [4], and the description of crystallization pathways [5]. An important part of this utility lies in the highly developed description of correlations due to excluded-volume effects that are arise whenever molecules interact via potentials having divergent short-ranged repulsion as is the case, e.g., in simple fluids and is captured in such commonly used models as the Lennard-Jones, Stillinger-Weber, and hard-core Yukawa potentials. This capability is most highly developed in models based on fundamental measure theory which was first introduced by Rosenfeld [6] and inspired by exact results due to Percus [7–9] and that has been steadily developed since the late 1980s (see, e.g., Ref. [10]).

Despite this progress, several issues have slowed the application of cDFT to the most challenging of inhomogeneous systems, namely the solid phase where the local density varies by many orders of magnitude over distances of the molecular diameter. Indeed, the application to solids is sufficiently challenging that until recently such applications were based on simplifications such as the modeling of the local density as a sum of Gaussian profiles. The application of the full machinery of cDFT to the solid phase only began with the work of Oettel and coworkers in 2010 [11] and there remain relatively few applications. Perhaps the main reason for this is that these early calculations seemed to be very delicate and plagued by numerical instabilities. This has led, e.g., to calculations only being possible at fixed particle number rather than at fixed chemical potential as is more natural in cDFT (see, e.g., Ref. [12]). Recently, it has been proposed that these difficulties are traceable to instabilities inherent in some of the most popular models (based on the so-called White Bear FMT functionals) as well as to certain inconsistencies in the implementation of the calculations (as explained in more detail below) [13,14]. The solution to the first problem is the careful selection of models that are provably stable which, while more heuristic than the most advanced models, are sufficiently accurate for many purposes. One of the main purposes of the present work is to present a solution to the second problem: namely, a robust implementation that is free of instabilities.

The second goal of this work is to examine the transferability of the cDFT model, i.e., its robustness when applied to different interaction potentials. The recent work on solids has mostly focused on the Lennard-Jones potential and it relatively good results have been reported, compared to simulation. Here we also examine a new class of potentials introduced by Wang et al. [15], who thoroughly characterized their vapor-liquid-solid phase diagrams and so provide an excellent test case. We focus on the two examples studied in detail in that work: namely an analog of the Lennard-Jones potential and a second that models colloids. Colloids and simple fluids have qualitatively different phase diagrams and
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it is therefore of interest to verify to what extent cDFT is able to describe such variations.

In the following, we first review the basic elements of the standard cDFT model consisting of the sum of an ideal gas contribution, an FMT hard-sphere contribution, and a mean-field term that captures the details of the potential. We also present our numerical implementation of this model. In the next section, we present our results first for the the Lennard-Jones and WHDF potential parameterized as described above for both simple fluids and colloids. We have calculated the vapor-liquid-solid phase diagrams, the liquid-vapor surface tensions and we also present some details of the solid phase such as the asymmetry of the density distributions, the vacancy concentration and the difference between the HCP and FCC phases. We end with some conclusions.

II. THEORY

A. The standard cDFT model

The fundamental quantity in cDFT is the local density \( \rho(\mathbf{r}) \). It is important to emphasize that for an equilibrium system this is identical to the as the one-body probability distribution and as such is a microscopic quantity that involves no coarse-graining or other approximations and, as such, it gives a description of the equilibrium density distribution valid down to the smallest length scales. In cDFT, the local density of an equilibrium system is determined by minimizing a functional denoted here as \( \Lambda[\rho] \). The formal theory underlying cDFT assures us that such a functional exists, that it is unique, and that when evaluated at the equilibrium density, it is equal to the grand-canonical free energy of the system, \( \Omega \). The “standard” cDFT model is written as

\[
\Lambda[\rho] = F^{(\text{id})}[\rho] + F^{(\text{HS})}[\rho] \\
+ \frac{1}{2} \int \rho(\mathbf{r}_1)\rho(\mathbf{r}_2)w_{\text{int}}(\mathbf{r}_1, \mathbf{r}_2)\,d\mathbf{r}_1\,d\mathbf{r}_2 \\
+ \int \rho(\mathbf{r})[\phi(\mathbf{r}) - \bar{\mu}]\,d\mathbf{r},
\]

(1)

where the terms are, in sequence, the ideal gas contribution, the hard-sphere contribution, the mean-field contribution and the external field contribution. The ideal-gas part is

\[
F^{(\text{id})}[\rho] = k_B T \int [\rho(\mathbf{r}) \ln \rho(\mathbf{r}) - \rho(\mathbf{r})] \,d\mathbf{r},
\]

(2)

where \( k_B \) is Boltzmann’s constant, \( T \) is the temperature, and \( l \) is any convenient length scale. The next two terms depend on the intermolecular potential which we take to be a pair potential \( v(\mathbf{r}) \). This is separated into a repulsive part, \( v_0(\mathbf{r}) \), and an attractive part \( w_{\text{int}}(\mathbf{r}) = v(\mathbf{r}) - v_0(\mathbf{r}) \). We use the WCA prescription whereby \( v_0(\mathbf{r}) = v(\mathbf{r}) - v_0(r_0) \) for \( r < r_0 \) and zero for \( r \geq r_0 \) which is the minimum of the potential. Then, an effective hard-sphere diameter \( d \) is constructed using any convenient prescription: Here we use the Barker-Henderson recipe

\[
d = \int_0^{r_0} [1 - e^{-\beta v_0(\mathbf{r})}]\,d\mathbf{r},
\]

(3)

where \( \beta = 1/k_B T \). For the hard-sphere contribution, we use the FMT ansatz

\[
F^{(\text{HS})}[\rho] = k_B T \int \Phi(\eta(\mathbf{r}), s(\mathbf{r}), v(\mathbf{r}))\,d\mathbf{r},
\]

(4)

where the fundamental measures \( \eta(\mathbf{r}), s(\mathbf{r}), v(\mathbf{r}) \) are defined by the generic formula

\[
n^{(w)}(\mathbf{r}) = \int w^{(w)}(\mathbf{r} - \mathbf{r}^{'})\rho(\mathbf{r}^{'})\,d\mathbf{r}^{'},
\]

(5)

with the hard-sphere radius \( R = d/2 \) and the weights \( w^{(w)}(\mathbf{r}) = \Theta(R - r) \), \( w^{(w)}(\mathbf{r}) = \delta(R - r) \) and \( w^{(w)}(\mathbf{r}) = \frac{r^2}{3}\delta(R - r) \). \( \Theta(x) \) is the step function equal to 1 if \( x > 0 \) and zero otherwise. Different FMT models are distinguished by the form of the function \( \Phi(\eta, s, v) \) and here we use the modified RSLT function

\[
\Phi(\eta, s, v) = -\frac{1}{\pi \sigma^2} s \ln(1 - \eta) + \frac{1}{2\pi \sigma^2} \frac{s^2 - v^2}{1 - \eta} \\
+ \frac{1}{24\pi} \frac{s^3[1 - (s^2/v^2)^3]}{(1 - \eta)^2} \phi_2(\eta),
\]

(6)

with

\[
\phi_2(\eta) = 1 - \frac{-2\eta + 3\eta^2 - 2(1-\eta)^2 \ln(1 - \eta)}{3\eta^2},
\]

(7)

which is easily shown to be free of instabilities [13]. The mean-field term is already given explicitly and we just note that \( w_{\text{int}}(\mathbf{r}_1, \mathbf{r}_2) = w_{\text{int}}(\mathbf{r}_1 - \mathbf{r}_2) \), the attractive part of the potential. Finally, \( \phi(\mathbf{r}) \) represents any external one-body field (this plays no role in the present work) and \( \bar{\mu} = \mu - k_B T \ln \left( \frac{\bar{\rho}}{\bar{s}} \right) \), where \( \bar{\rho} \) is the chemical potential and \( \lambda \) is the thermal wavelength. The model functional has been presented for a single-component system but generalization to multiple components is straightforward.

B. Implementation

We discretize the density on a cubic lattice of \( N_x \times N_y \times N_z \) points with spacing \( \Delta \) and our key approximation is that the density field is approximated by trilinear interpolation of the values of the density at the lattice positions. So, working in units of \( \Delta = 1 \), and defining \( \rho_0 = \rho(S_x \hat{X} + S_y \hat{Y} + S_z \hat{Z}) \), where \( S_x, S_y, S_z \) are integers with \( 1 \leq S_x \leq N_x \), etc., we write

\[
\rho(\mathbf{r}) = \sum_{I=0}^{\bar{\rho}} A_I [S(\mathbf{r}) - S(\mathbf{r}) + 1],
\]

(8)

where \( S(\mathbf{r}) \) is the lattice point nearest the origin which is a corner of the computational cell containing the point \( \mathbf{r} \), i.e., that for which \( |S_x| \leq |r_x| < |S_x| + 1 \), etc., and \( \sum_{I=0}^{\bar{\rho}} \) is shorthand for \( \sum_{I=0}^{N_x} \sum_{I=0}^{N_y} \sum_{I=0}^{N_z} \). The coefficients are

\[
A_I(\mathbf{r}) = [\delta_{I,0}(1 - 2x) + x][\delta_{I,0}(1 - 2y) + y][\delta_{I,0}(1 - 2z) + z],
\]

(9)

which just means that we interpolate the density linearly between the lattice positions forming the cell containing the point \( \mathbf{r} \).
1. Evaluation of the ideal part of the free energy

In principle, one would like to write the exact expression for the ideal gas contribution as

$$F^{(id)}[\rho] = \sum \int_{{C(S)}} \left[ \rho(r) \ln \rho(r) - \rho(r) \right] dr,$$

where $C(S)$ is the cell for which the corner at lattice site $S$ is the closest to the origin. One could then, in each of the integrals, insert the trilinear interpolation and perform the integral. However, given the nonlinearity of the expression, we have found this prohibitively difficult to do analytically, although it seems in principle possible. We have therefore used the simpler approximation whereby the density is treated as being constant in each cell giving the straightforward discretization,

$$F^{(id)}[\rho] \simeq k_B T \Delta^3 \sum S (\rho_S \ln \rho - \rho_S).$$

(11)

Our benchmarking suggests that this remains surprisingly accurate even for relatively highly localized density distributions (see Supplemental Material [16]). Note that the trilinear interpolation, in any case, gives the exact result for the average number of particles,

$$\langle N \rangle = \int \rho(r) dr = \sum S \int_{{C(S)}} \rho(r) dr = \Delta^3 \sum S \rho_S.$$

(12)

2. Evaluation of hard-sphere contribution

The FMT contribution to the free energy is discretized in the simplest way as

$$F^{(HS)}[\rho] \simeq k_B T \Delta^3 \sum S \Phi(\eta_S, S_S, v_S).$$

(13)

In principle, one could use a more accurate scheme but since the fundamental measures are more slowly varying than the density itself, this seems sufficiently accurate on a computational lattice that is fine enough to resolve the density. The main effort is therefore the evaluation of the fundamental measures at the lattice points.

The standard method of computing the fundamental measures is to note that they are convolutions so that they can be efficiently evaluated by transforming the weights and density to Fourier space, multiplying, and then performing and inverse Fourier transform. The obvious strategy is to Fourier transform the weights analytically since they are simple to do while the density requires a discrete Fourier transform. This in principle leads to an inconsistency where it is impossible to prove that the resulting approximation preserves the stability of the free-energy functional. We therefore follow the example of Ref. [13] and do everything consistently on the lattice. This leads to the practical problem that the FMT weights are not well adapted to evaluation on a lattice: The step function can be handled in obvious ways but the $\delta$ functions are less obvious. In Ref. [13] this was addressed by using precompiled integration points on a sphere but this is a less than optimal solution as it leads to small-scale variations due to the pseudorandom nature of the points. Here we present a straightforward alternative that avoids these issues by performing the necessary integrals analytically giving a fast and easily coded implementation.

The fundamental measures evaluated at the lattice sites are

$$n^{(\alpha)}(S) = \int w^{(\alpha)}(S - r) \rho(r) dr$$

so that substituting the trilinear interpolation for the density and making a few simple transformations leads to

$$n^{(\alpha)}(S) = \sum S \tilde{w}^{(\alpha)}(S - S') \rho(S')$$

(15)

with

$$\tilde{w}^{(\alpha)}(S) = \sum K_{0,0,0} \int_{{C(0)}} w^{(\alpha)}(S + K - r) \eta_K(r) dr.$$
where the Van der Waals constant is
\[ a_{vdw} = 4\pi \int_0^\infty r^2 w(r) dr \rightarrow A^3 \sum_S \tilde{w}_S. \]  
(20)
The equilibrium state must minimize this so that the equilibrium density \( \bar{\rho} \) satisfies
\[ \ln \bar{\rho}^3 + \frac{\eta (3\eta^2 - 9\eta + 8)}{(1 - \eta)^3} + \beta a_{vdw} \bar{\rho} = \bar{\mu} \]  
(21)
and the grand-canonical free energy is
\[ \frac{1}{V} \beta \Omega = \frac{1}{V} \beta \Lambda(\bar{\rho}) \]
\[ = -\bar{\rho} \left( 1 + \frac{\eta}{(1 - \eta)^3} \right) - \frac{1}{2} \beta a_{vdw} \bar{\rho}^2 = -\beta p. \]  
(22)
where the last equality reminds us that this is just the negative of the pressure. This can be written as a virial expansion,
\[ \frac{\beta p}{\rho} = 1 + \left( \frac{2\pi d^3}{3} + \frac{1}{2} \beta a_{vdw} \right) \rho \]
\[ + 10 \left( \frac{\pi d^3}{6} \right)^2 \rho^2 + 18 \left( \frac{\pi d^3}{6} \right)^3 \rho^3 + \ldots, \]  
(23)
so that in particular, the second virial coefficient is \( B = \frac{2\pi d^3}{3} + \frac{1}{2} \beta a_{vdw}. \)

Two phase coexistence is possible when there are two solutions, \( \bar{\rho}_1 \) and \( \bar{\rho}_2 \), which are both global minima of the free-energy function and so give equal free energies,
\[ \ln \bar{\rho}_1^3 + \frac{\eta_1 (3\eta_1^2 - 9\eta_1 + 8)}{(1 - \eta_1)^3} + \beta a_{vdw} \bar{\rho}_1 = 0, \]
\[ \ln \bar{\rho}_2^3 + \frac{\eta_2 (3\eta_2^2 - 9\eta_2 + 8)}{(1 - \eta_2)^3} + \beta a_{vdw} \bar{\rho}_2 = 0, \]  
(24)
The spinodals are the densities at which the derivative of the pressure vanishes,
\[ \frac{d\beta p}{d\rho} \bigg|_c = 1 + 4\eta_c + 4\eta^2_c - 4\eta^3_c + \eta^4_c + \beta_c a_{vdw} \bar{\rho} = 0, \]  
(25)
determined by the system
\[ \frac{d\beta p}{d\rho} \bigg|_c = 1 + 4\eta_c + 4\eta^2_c - 4\eta^3_c + \eta^4_c + \beta_c a_{vdw} \bar{\rho} = 0 \]  
(26)
\[ d^2 \beta p \bigg|_c = \frac{\pi d^3}{6} \frac{4(2 + 5\eta - \eta^2)}{(1 - \eta)^3} + \beta_c a_{vdw} = 0. \]

III. CALCULATIONAL PROCEDURES

A. Gaussian profiles

We have calculated results both by minimizing the discretized density field, which we refer to as “full” minimization. We have also, for comparison, performed calculations by modeling the solid as a sum of Gaussians at the lattice sites. For the latter, the density field is
\[ \rho(r) = (1 - c) \left( \frac{a}{\pi} \right)^{3/2} \sum_i \exp[-\alpha (r - R_i)^2]. \]  
(28)
where the sum is over the four positions of the molecules in the unit cell \([(0,0,0), (a/2, 0, 2/a), (0, a/2, a/2), (a/2, 0, a/2)]\), where \( a \) is the lattice constant. The parameter \( \alpha \) controls the width and \( c \) is the vacancy concentration (number of vacancies per lattice site). Although this model can be implemented more efficiently, we have simply used it to determine the discretized density from which the density functional is evaluated as in the case of full minimization. The constrained, or Gaussian, minimization thus consists of minimizing with respect to the two parameters \( c \) and \( \alpha \). We carry out this minimization using the Nelder-Mead algorithm [17] as provided in the GSL library [18]. Note that in any minimization of the FMT functional, it is possible that density fields are generated which cause the local packing fraction, \( \eta(r) \), to exceed 1, which is outside the domain of the function. This simply indicates that the minimization routine has made too large of an adjustment to the density and in this case we return a large value for the free energy thus pushing the search back into the physical region.

B. Full minimization

For full minimization of the discretized density field we start with an initial guess (based, e.g., on minimized Gaussian
profiles or the density field minimized at some other thermodynamic parameters) and use the fast inertial relaxation engine algorithm [19]. This is a type of gradient descent with inertia and we find it reliably converges in typically a few thousand iterations for the case of the solid (and an order of magnitude faster for the fluid). Details concerning the parameters used are given in the Supplemental Material [16] and here we only note that as in the case of the Gaussian profiles, care must be taken to backtrack if an attempted adjustment of the density takes it outside the physical domain.

C. Determining properties of the homogeneous solid phase

A difficulty of the solid phase is that one must take explicit account of the periodicity of the lattice, even when working directly with the density field. This is because a homogeneous system is necessarily modeled using a finite computational cell with periodic boundaries so that its size must be commensurate with the lattice. An FCC solid can be described using a nonprimitive cubic simulation cell with lattice sites at each of the eight corners as well as on the centers of each face. If the computational lattice spacing is \( \Delta \) and if the length of the cell is \( N \) computational nodes, then its physical length is \( a = N \Delta \) which will then be the lattice spacing of the solid phase. Our procedure is to fix these quantities and then minimize the density profile at constant chemical potentials \( \mu \) as explained in the previous subsection. The result is the free-energy functional evaluated at these parameters, \( \Omega(N, \mu_0; T, \Delta) \) and the corresponding density field. We then change the chemical potential to \( \mu_0 + \Delta \mu \) and use the previously determined density field as the initial guess for full minimization at this chemical potential. This is repeated over a range of chemical potentials so that what we end up with is \( \Omega(N, \mu_0 + m \Delta \mu; T, \Delta) \) for different values of \( N \) and \( m \). Then, for each value of \( m \), i.e., for each chemical potential in the grid, we locate the three values of \( N \) which contain a minimum of the free energy and finally, estimate the optimal (noninteger) value of \( N \) by quadratic interpolation on these three values. This results in a list of free energies, \( \Omega(\mu_0 + m \Delta \mu; T, \Delta) \), and these are used to find coexistence with the vapor and/or liquid phases (i.e., the values of chemical potentials where the two phases have equal free energies). This is again refined using quadratic interpolation. All quantities are then determined by the same quadratic interpolation except the vacancy concentration which is sometimes determined via linear interpolation (because the quadratic interpolation fails for this quantity in some cases).

We note that an alternative would be to hold \( N \) fixed and to vary the lattice spacing \( \Delta \). We choose not to to do this for several reasons. First, the value of the VdW parameter, \( a v_{\text{DW}} \), that determines the bulk thermodynamics of the liquid phase changes as we change \( \Delta \) but not when we change \( N \) so that this introduces some unphysical variation into the model. Furthermore, in this case, there are two ways to lower the density of the homogeneous phase: By keeping the local density fixed and changing \( \Delta \) or by holding the spacing fixed and varying the local density. This makes the limit of the homogeneous liquid ambiguous.

One might also wonder about the relevance of reporting a minimum in the lattice spacing of fractional values of \( N \) determined by interpolation. In fact, the limitation to the discrete values of lattice parameter is an artifact of trying to limit the cost of the calculations by using a minimal cubic cell. If, e.g., the computational cell were two lattice spacings in length, so that \( 2a = N \Delta \), then one could place one FCC lattice position at the origin, \((0,0,0)\), one at \((N/2 \Delta, 0, 0)\) and one at \((N \Delta, 0, 0)\) so that the FCC lattice spacing would be \((N/2) \Delta \) allowing for half-integer lattice constants. So, in principle, any rational lattice spacing is possible, provided we use larger cells.

D. Procedure to compute solid properties with the HCP lattice

In addition to the solid phase computations using the FCC lattice, we performed calculations for the HCP (hexagonal close-packed) lattice, using the Gaussian profiles. The geometry of the HCP structure makes it more difficult to study than the FCC one. This is because our implementation of classical DFT computations uses rectangular cells with the same grid spacing \( \Delta \) in all directions. It is possible to use a rectangular cell to construct the HCP lattice that is compatible with periodic boundary conditions (see Fig. 1) but the ratio between the side’s lengths are irrational numbers. That means we cannot construct the HCP lattice directly as our implementation requires all rectangular side’s length to be multiples of the same grid spacing \( \Delta \). Therefore, instead of directly constructing the HCP lattice, we compute the solid properties for regular hexagonal lattices near close-packing and interpolate the results for the ideal close-packing (HCP) proportions. More precisely, we first compute the rectangle side’s lengths that are multiples of the grid spacing \( \Delta \) and that are the closest to the ideal close-packing proportions. They define our reference cell. Then, we generate other rectangular cells by adding \(-1, 0, 1\) times the grid spacing to the side length of the reference cell for two of the three axes \( x, y, z \). We perform computations for all of these cells and then interpolate the results successively along each of the two selected axis, using quadratic interpolations.

IV. RESULTS

We have performed calculations for three potentials: the Lennard-Jones potential and two potentials recently proposed.
by Wang et al. The Lennard-Jones potential is

\[ v_{\text{LJ}}(r) = 4\epsilon \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} \]. \quad (29) \]

which is then cutoff at a distance \( R_c \) and shifted to give

\[ v_{\text{LJ}}(r; R_c) = [v_{\text{LJ}}(r) - v_{\text{LJ}}(R_c)]\Theta(R_c - r). \quad (30) \]

The LJ potential is widely used to model simple (e.g., atomic or small-molecule) fluids and metals. The Wang-Ramirez-Hinestrosa, Dobnikar and Frenkel (WHDF) potentials

\[ v_{\text{WHDF}}(r) = \alpha(R_c) \epsilon \left( \left( \frac{\sigma}{r} \right)^2 - 1 \right) \left( \left( \frac{R_c}{r} \right)^2 - 1 \right)^2 \Theta(R_c - r), \]

where

\[ \alpha(R_c) = 2 \left( \frac{R_c}{\sigma} \right)^2 \left( \frac{3}{2!} \left( \frac{R_c}{\sigma} \right)^2 - 1 \right)^3. \quad (32) \]

This potential was introduced as a simplification relative to the LJ potential which is designed to go smoothly to zero at its cutoff and to be deformable between a LJ-like potential (when the cutoff is large, e.g., \( R_c = 2\sigma \)) and a colloidalike potential when the cutoff is small (e.g., \( R_c = 1.2\sigma \)). The difference in the two cases is attributable to the difference in the width of the attractive well compared to the repulsive part of the potential and results in qualitatively different phase diagrams as illustrated below.

### A. Surface tension

We have calculated the liquid-vapor surface tension for our model systems using a cell consisting of a lattice of \( 1 \times 1 \times N \) points with \( N = 20,000 \) and a spacing of \( \Delta = 0.010 \). For a given temperature, we first determine the coexisting densities, \( \rho_{\text{vap}} \) and \( \rho_{\text{liq}} \), from the equation of state and the corresponding chemical potential. We then create an initial density in which the two phases each occupy half the computational cell with a sharp boundary between them. We minimize to get the equilibrium density distribution \( \rho^*(\mathbf{r}) \) and compute the surface tension as the excess surface free energy \( \gamma = \Omega[\rho^*] - \Omega[\rho_{\text{vap}}]/(2\Delta^2) \). The results are shown in Fig. 2 along with simulation results for the LJ system with the same cutoff [20] and the results of Wang et al. [15]. The DFT model, which has no adjustable parameters, compares reasonably well with simulation, particularly for intermediate temperatures. Being a mean-field model, it is not expected to capture the behavior near the critical point while the fact that the mean-field contribution is motivated by the high-temperature limit in liquid state theory [21] may account for the systematic deviation at lower temperatures.

### B. Phase diagrams

The vapor-liquid phase diagrams for our systems were already calculated in the course of evaluating the surface tension. We have also calculated the FCC-solid phase diagrams using a cubic cell with a fixed lattice spacing, \( \Delta \). The cell represents a nonprimitive unit cell of the solid so that its length is the lattice spacing of the FCC solid and in a perfect solid, the total number of molecules in such a cell would be

![FIG. 2. Surface tension for the Lennard-Jones potential with cutoff \( R_c = 3\sigma \) and \( 4\sigma \) and the WHDF potential for a simple fluid, cutoff of \( R_c = 2\sigma \), and for a colloidal system, \( R_c = 1.2\sigma \). The calculations (lines) were performed using the DFT model with no adjustable parameters. Simulation results (dots) for the LJ system [20] and the WHDF systems [15] are also shown with error bars of one standard error.](image1)

4. However, when minimizing the free-energy functional, the total number of molecules varies and in general is less than this in the equilibrium state: The difference is a measure of the equilibrium vacancy concentration in the solid phase which we calculate as \( c = 4N[\rho_{\text{vap}}]/\Delta^3 \), where \( N[\rho] = \int \rho(\mathbf{r}) d\mathbf{r} \) is the total number of molecules in the cell \( C \).

The resulting phase diagram for a Lennard-Jones potential is shown in Fig. 3. The mean-field model reproduces the correct qualitative behavior with vapor, liquid, and solid binodals and a liquid-vapor spinodal. The Gaussian and full minimizations are in close agreement thus showing the close correspondence of the two. As seen in the figure, the

![FIG. 3. Vapor-liquid-FCC phase diagram for the LJ potential for cutoffs of \( 3\sigma \) and \( 4\sigma \) as obtained by full minimization of the DFT functional. The lines with small diamonds show the vapor-liquid coexistence (plain) and spinodals (broken). The results obtained using Gaussian profiles are also shown and are very close to the full minimization. The coexistence curves based on the data of Purohit et al. [22] are shown as shaded regions. The curves from simulation have been computed using a variable cutoff but as we see from the DFT, the fluid-solid coexistence curve does not depend strongly on the cutoff value.](image2)
vapor-liquid critical point becomes lower as the cutoff of the potential is reduced but the qualitative behavior does not change. In contrast, the liquid-solid binodals show little sensitivity to the cutoff.

Figure 4 shows the computed phase diagram for the WHDF potential with a cutoff of $2\sigma$ which is quite similar to the Lennard-Jones phase diagram. Comparison to the simulation data of Wang et al. [15] shows that, while qualitatively quite realistic, the mean-field model does not agree quantitatively with simulation. In particular, the fluid-solid binodals are displaced toward lower densities and higher temperatures than in the simulations. This is to be expected since no attempt is made in the mean-field model to reproduce even the fluid-phase thermodynamics quantitatively.

The results for the WHDF potential with a smaller cutoff, producing a colloidal phase diagram, are shown in Fig. 5 where the typical suppression of the liquid-vapor transition into the metastable region of the fluid-solid transition is evident. The cDFT again faithfully reproduces this qualitative behavior and, indeed, is in reasonable quantitative agreement with the simulations. In summary, while the cDFT is not reliably quantitatively accurate, it does a good job of tracking the qualitative behavior resulting from variations in the interaction potential.

C. Vacancies

The vacancy concentration determined by the DFT calculations is shown as a function of temperature in Fig. 6 for full minimization and in Fig. 7 in the Gaussian approximation. The results are qualitatively the same in the two cases and the numerical differences, while real, are modest overall. In Fig. 8 we compare both calculations to some simulation data for the LJ potential, but results are only available for higher temperatures. For the LJ system, the vacancy concentration is relatively insensitive to the cutoff and is nearly constant for liquid-solid coexistence, at least in the range of temperatures reported here. This is qualitatively consistent with the simulation results and is much better than older calculations that used more primitive models of the hard-sphere free energy functional [23,24]. At lower temperatures, on the solid-vapor coexistence curve, it drops sharply with temperature as one would expect. The WHDF potential for simple fluids gives similar results near the triple point but drops as the temperature increases and actually becomes negative (indicating interstitials rather than vacancies). This may well be an unphysical artifact of the cDFT calculations—or due to inaccuracies in the interpolations—but there are no simulation results to compare to. We note that the Gaussian minimizations do not show this behavior. Finally, the results

![FIG. 4. Vapor-liquid-FCC phase diagram for the WHDF potential with range $R_c = 2\sigma$ which behaves like the Lennard-Jones potential as computed via full minimization of the DFT functional and using Gaussian profiles. The black lines indicate the vapor-liquid coexistence (plain) and spinodal (broken). The coexistence curves based on the data of Wang et al. [15] are shown as shaded regions.](image)

![FIG. 5. Vapor-liquid-FCC phase diagram for the WHDF potential with range $R_c = 1.2\sigma$ which models a colloidal phase diagram as computed via full minimization of the DFT functional and using Gaussian profiles. The black lines indicate the metastable vapor-liquid coexistence (plain) and spinodal (broken). The coexistence curves based on the data of Wang et al. [15] are shown as shaded regions.](image)

![FIG. 6. The vacancy concentration for the colloidal potential WHDF with cutoff $1.2\sigma$ on the solid-fluid coexistence curves and the simple fluid potentials (LJ, WHDF with cutoff $2\sigma$) on the liquid-solid (higher temperature branch) and vapor-solid (lower temperature branch) coexistence curves, obtained with the full minimization. In the case of the WHDF potential with cutoff $2\sigma$, the open symbols are values for which $c$ is negative and so the absolute value is shown on the logarithmic scale used here. The simulation data comes from the work of Purohit and coworkers. [22].](image)
FIG. 7. The same as Fig. 6 but showing the results in the Gaussian approximation.

for the WHDF colloidal potential seem reasonable but there are again no independent results for comparison.

D. Density profiles

It has been seen that the use of Gaussian profiles produces results which are quantitatively very similar to the results of unconstrained minimization of the cDFT functional. Nevertheless, differences are expected due to the fact that the neighborhood of a lattice position in the solid is not spherically symmetric so that the Gaussian profiles, which force spherical symmetry of the contribution of each lattice site, can only be an approximation. In Fig. 9 we show the density profile for a LJ solid near the triple point \( \frac{k_B T}{\epsilon} = 0.8, a = 66 \times 0.025\sigma = 1.65\sigma \). The central region of the profile is well fit by a Gaussian but away from the center, the distribution is much broader than a Gaussian. The difference is not due to contributions from the neighbors: The nearest-neighbor distance is \( a/\sqrt{2} \) and the best-fit Gaussian is \( 145 e^{-95r^2} \) and a best fit normalized Gaussian has \( \alpha = 86 \). Even taking the slightly broader latter function, the contribution at the half the nearest-neighbor distance is \( (\frac{86}{5})^{1.5} e^{-86(0.5 \times a/\sqrt{2})^2} \approx 3 \times 10^{-11} \) which is much smaller than the excess in the tail of the density. Figure 10 shows the difference in density along lines running from a lattice position in the direction (110) and (111) relative to that along the (100) direction and one sees that at intermediate distances, there is some asymmetry. This may be attributable to the fact that moving along the (110) direction means toward a nearest neighbor and at this density, the nearest-neighbor distance, 1.167\( \sigma \), is slightly more than the position of the minimum of the potential well, 1.12\( \sigma \), giving a small preference for adding density in that direction at the expense of the others.

FIG. 9. Density distribution near a lattice site for a LJ solid with cutoff 3\( \sigma, k_B T/\epsilon = 0.8, N = 66 \) lattice points in each direction and \( \beta\mu = -3 \), which is near the triple point. Also shown are a best fit to a Gaussian (broken line) and to a normalized Gaussian (dash-dot line). The widths for the latter two fits are \( \alpha \approx 95 \) and 86, respectively. Significant variation from the Gaussians in the tail region cannot be accounted for by nearest-neighbor contributions.

FIG. 10. Illustration of asymmetries in the density distribution. The plot shows the difference in density near a lattice site moving along the (110) (black, full line and squares) and (111) (red, broken line and circles) directions compared to that along the (100) direction. The conditions are the same as for Fig. 7, which correspond to a LJ solid with cutoff 3\( \sigma \), near the triple point \( (k_B T/\epsilon = 0.8, N = 66 \) lattice points in each direction and \( \beta\mu = -3 \).
FIG. 11. Free-energy difference per unit volume, $\beta \Delta \omega = \beta \omega_{\text{HCP}} - \beta \omega_{\text{FCC}}$, as a function of temperature computed using Gaussian profiles and the WHDF potential. For each temperature, the computations of both FCC and HCP phases were performed at the same chemical potential, close to the corresponding fluid-solid coexistence. We estimate that the numerical errors in the differences are on the order of $1 \times 10^{-3}$ for the larger cutoff and $1 \times 10^{-2}$ for the smaller one.

E. Relative stability of FCC and HCP configurations

The free-energy difference between the FCC and HCP configurations is reported on Fig. 11 as a function of the temperature. These DFT computations use the Gaussian profiles to parameterize the density field and have been performed for the WHDF potential with $R_c = 1.2 \sigma$ (colloidlike) and $R_c = 2.0 \sigma$ (simple fluid). For both potentials we get very similar free energies for the two configurations, about the order of magnitude of the expected interpolation error which is estimated to be $\beta \Delta \omega \sim 10^{-3}$ for the larger cutoff and an order of magnitude larger for the smaller cutoff. Such small differences are expected because these two structures only differ at the second neighbor. Wang et al. also state that simulations for the WHDF potential lead to very similar free energies for the FCC and HCP structures [15]. Our results indicate that the presented DFT model correctly reproduce this behavior and that using the FCC lattice gives a reasonable description of the solid free energies whether or not it is the most stable configuration.

V. CONCLUSIONS

We have presented a fully robust finite-elements implementation of the standard cDFT model. The novel elements of our implementation are (a) it is entirely formulated in real-space and only uses discrete FFT’s to evaluate discrete convolutions efficiently rather than mixing discrete real-space quantities and analytically Fourier-transformed continuous quantities in an uncontrolled manner and (b) the real-space weights needed in FMT are evaluated analytically thus avoiding the need for using tables of precompiled spherical integration points as were previously used [13]. The latter fact significantly reduces numerical noise in the calculations and, together with the intrinsic stability of the methods, we routinely do minimizations of the solid phase at constant chemical potential which, as noted in the Introduction, has previously proven infeasible.

We have used this algorithm to first reproduce standard results for the Lennard-Jones potential and then to test the robustness of cDFT in describing more general phase diagrams as result from the WHDF potentials. We confirm that the model performs well across all tests. We believe that this implementation is well suited for more challenging applications such as dynamic DFT and studies of nucleation. Finally, we have verified the accuracy of the computationally cheap Gaussian approximation which opens the possibility to the use of pseudospectal methods with radial basis functions that could provide a more efficient alternative to the finite-difference algorithms commonly used.
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APPENDIX: THE FMT WEIGHTS

In this Appendix, we give a somewhat simplified form for the analytic determination of the discrete FMT weights which is discussed in detail in the supplementary material [16]. For the local packing fraction, one needs to evaluate

$$w^{(\sigma)}(S) = \sum_{I=0,1} \int \Theta(R - |S + I|) A_I(\mathbf{r}) d\mathbf{r}.$$  \hspace{1cm} (A1)

Before tackling this, we note that the other fundamental measures follow directly from this one via

$$w^{(x)}(S) = -\frac{\partial}{\partial \mathbf{r}} w^{(\sigma)}(S),$$  \hspace{1cm} (A2)

$$w^{(y)}(S) = -\frac{\partial}{\partial S} w^{(\sigma)}(S),$$

so we need only concentrate on determining the first one. The details are given in the Supplemental Material [16] and here we just report the result which has been somewhat simplified. In general, for all of the weights one finds that

$$\tilde{w}^{(\sigma)}(S) = \sum_{I \in \{-1,1\}} \sum_{K=0,1} \Theta(R^2 - (S_x + K_x)^2 - (S_y + K_y)^2$$

$$\times G^{(a)}(S + I, S + K).$$  \hspace{1cm} (A3)

For the local packing fraction, and for the positive octant $S_j \geq 0$, the required function is

$$G^{(a)}(T, V) = -\frac{1}{48} (R^2 - V^2)^3 - \frac{1}{8} (R^2 - V^2)^2 (T \cdot V)$$

$$- T_x T_y T_V V_x V_y + \frac{\pi}{6} T_x T_y T_z^3 + \mathcal{P}_{xyz}(T, V)$$  \hspace{1cm} (A4)
with

\[
J(T, V) = -\frac{1}{6} T_x T_y T_z R^3 \arcsin \left( \frac{V_x V_y}{\sqrt{(R^2 - V_x^2)(R^2 - V_y^2)} \right)
\]

\[
+ \frac{1}{24} T_x T_y \left[ 3(R^2 - V_x^2) + 4 T_z V_x (3R^2 - V_x^2) \right] \left( \arcsin \frac{V_x}{\sqrt{R^2 - V_x^2}} - \frac{\pi}{4} \right)
\]

\[
+ \frac{1}{120} T_x T_y \left[ 4(R^2 - V_x^2 - V_y^2)^2 + 5 T_z V_x (5R^2 - 2V_x^2 - 5V_y^2) \right] + 20 T_x T_y V_x V_y \sqrt{R^2 - V_x^2 - V_y^2}
\]

\[
- \frac{1}{12} (T_z V_x^3 + 3T_x T_y V_z) (R^2 - V_z^2) - \frac{1}{30} T_x V_y^3 - \frac{1}{3} T_y V_x V_y V_z,
\]

where \(P_{xyz}\) is an operator indicating a sum over all six permutations of the \(x, y, \) and \(z\) components of the vectors [performed simultaneously; that is, one element of the sum is \(J(T_x, T_y, T_z, V_x, V_y, V_z)\), another is \(J(T_x, T_z, T_y, V_x, V_z, V_y)\), etc.]. For the packing fraction, the spherical symmetry implies that the weights for other octants (e.g., with \(S = 0\)) are the same as for \(|S|\). The weights for the other fundamental measures follow from this result via differentiation (they are given explicitly in the Supplemental Material [16]). Note that it is easy to see that \(J(T, V) = 0\) if \(V = R\) so terms involving a derivative of the step function give no contribution.

These results have been checked by (a) independently deriving the result for \(w^{(s)}\) and verifying that it agrees with that derived by differentiation, (b) by evaluating the three-dimensional integrals numerically and comparing to the analytic result given here, and (c) by comparing the resulting free energies to those calculated using other implementations. All tests confirm the validity of the present results.
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