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Abstract
We address the problem of safely solving complex bimanual robot manipulation tasks with sparse rewards. Such challenging tasks can be decomposed into sub-tasks that are accomplishable by different robots concurrently or sequentially for better efficiency. While previous reinforcement learning approaches primarily focus on modeling the compositionality of sub-tasks, two fundamental issues are largely ignored particularly when learning cooperative strategies for two robots: (i) domination, i.e., one robot may try to solve a task by itself and leaves the other idle; (ii) conflict, i.e., one robot can interrupt another’s workspace when executing different sub-tasks simultaneously, which leads to unsafe collisions. To tackle these two issues, we propose a novel technique called disentangled attention, which provides an intrinsic regularization for two robots to focus on separate sub-tasks and objects. We evaluate our method on five bimanual manipulation tasks. Experimental results show that our proposed intrinsic regularization successfully avoids domination and reduces conflicts for the policies, which leads to significantly more efficient and safer cooperative strategies than all the baselines. Our project page with videos is at https://mehooz.github.io/bimanual-attention/.

1 Introduction
Consider the bimanual robot manipulation tasks such as rearranging multiple objects to their target locations in Figure 1 (a). This complex and compositional task is very challenging as the agents will first need to reduce it to several sub-tasks (pushing or grasping each object), and then the two agents will need to figure out how to allocate each sub-task to each other (which object each robot should operate on) for better collaboration. Importantly, two robots should avoid collision in a narrow space for safety concerns. While training a single RL agent that can solve such compositional tasks has caught research attention recently (Chang et al., 2019; Peng et al., 2019; Devin et al., 2019; Jiang et al., 2019; Li et al., 2020), there are still two main challenges that are barely touched when it comes to tackle bimanual manipulation: (i) domination, i.e., one robot may tend to solve all the sub-tasks while the other robot remains idle, which hurts the task solving efficiency; (ii) conflict, i.e., two robots may try to solve the same sub-task simultaneously, which result in unsafe conflicts and interruptions on shared workspace.

One possible solution is to design a task-allocation reward function to encourage better coordination. However, it is particularly non-trivial and often sub-optimal to manually design such a reward function for complex problems that contain a large continuous sub-task space, such as the rearrangement task in Figure 1 (a). Moreover, even with the reward function described above in hand, it remains unclear how to reduce collisions, particularly for the tasks that require two robots to act simultaneously and safely. For example, in the task shown in Figure 1 (d), one robot needs to push the green door to make space for the other robot to move the blue box to the goal position. However, these two robots can easily interrupt and collide with each other when they perform these coordination actions.

We consider an alternative setting using sparse rewards without explicitly assigning sub-tasks to the robots. However, this leads to another challenge: How to encourage the robots to explore collaborative and safe behaviors with limited positive feedbacks? For bimanual manipulation, an

\begin{itemize}
  \item \textsuperscript{1}Equal contribution.
\end{itemize}
intrinsic motivation is introduced by Chitnis et al. (2020b), leveraging the difference between the actual effect of an action (taken by two robots) and the composition of individual predicted effect from each agent using a forward model. While this intrinsic reward encourages the two robots to collaborate for tasks that are hard to achieve by a single robot, it does not address the domination and conflict problems for efficient and safe manipulation.

In this paper, we present DAIR: Disentangled Attention Intrinsic Regularization which encourages the two robots to safely and efficiently collaborate on different sub-tasks during bimanual manipulation. Instead of designing a new intrinsic reward function, we introduce a simple regularization term for representation learning, which encourages the robots to attend to different interaction regions. Specifically, we adopt the attention mechanism (Vaswani et al., 2017) in both our policy and value networks, where we compute the dot-product between each robot representation and the object interaction region representations to obtain a probability distribution. Each robot has its own probability distribution to represent which interaction region it is focusing on. We define our intrinsic regularization as minimizing the dot product between the two probability distributions between two robots (i.e., to be orthogonal) in each time step. By adding this loss function, different robots will be regularized to attend to different interaction points within their policy representation. This forces the policies to tackle sub-tasks over disjoint working space without interfering with each other. We remark that disentangled attention can be generalized to environments with multiple agents.

In our experiments, we focus on five diverse manipulation tasks in simulation environments with two Fetch robots as shown in Figure 1. These tasks not only require the robots to manipulate multiple objects (more than two, up to eight) with each object offering one interaction region, but also a single heavy object with multiple interaction regions (Figure 1 (e)). In our experiments, we show that our approach not only improves performance and sample efficiency in learning, but also helps avoiding the domination problem and largely reducing the conflicts for safe coordination between two robots. Moreover, the learned policies can also solve the task in fewer steps, which is the significance of bimanual cooperation compared to single-arm manipulation. We highlight our main contributions as:

• Observation for two important problems (domination and conflict) in training RL agents for safe bimanual manipulation, and a new robotics task set with one to eight objects.

• We propose DAIR, a novel and general intrinsic regularization. It not only improves the success rate in bimanual manipulation, solves the tasks more efficiently, but also reduces the conflicts between robots. This allows the robots to collaborate and coordinate more safely.

2 RELATED WORK

Intrinsic motivation in reinforcement learning. To train RL agents with sparse rewards, Schmidhuber (1991) first proposed to motivate the agent to reach state space giving a large model prediction error, which indicates the state is currently unexplored and unseen by the model. Such a mechanism is also called intrinsic motivation, which provides a reward for agents to explore what makes it curious (Oudeyer et al., 2007; Barto, 2013; Bellemare et al., 2016; Ostrovski et al., 2017; Huang et al., 2019). Recently, it has also been shown that the agents can explore with such an intrinsic motivation without extrinsic rewards (Pathak et al., 2017; Burda et al., 2018; 2019). Besides using prediction error, diverse skills can also be discovered by maximizing the mutual information between skills and states as the intrinsic motivation (Eysenbach et al., 2019; Sharma et al., 2020). While these approaches have achieved encouraging results in single agent cases, they are not directly applicable.
to environments with multiple agents. In our paper, we propose a novel intrinsic regularization for helping two robots work actively on different sub-tasks.

**Multi-agent collaboration.** Cooperative multi-agent reinforcement learning has exhibited progress over the recent years (Foerster et al., 2016; He et al., 2016; Peng et al., 2017; Lowe et al., 2017; Foerster et al., 2018; Sunehag et al., 2018; Rashid et al., 2018; Son et al., 2019; Wang et al., 2020a). For example, Lowe et al. (2017) proposed to extend the DDPG (Lillicrap et al., 2016) algorithm to the multi-agent setting with decentralized policies and centralized Q functions, which implicitly encourages the agents to cooperate. However, the problem of exploration still remains as a bottleneck, and in fact even more severe in multi-agent RL. Motivated by the previous success on a single agent, intrinsic motivation is also introduced to help multiple agents explore and collaborate (Foerster et al., 2016; Strouse et al., 2018; Hughes et al., 2018; Iqbal & Sha, 2019b; Jaques et al., 2019; Wang et al., 2020b). For example, Jaques et al. (2019) proposed to use social motivation to provide intrinsic rewards which model the influence of one agent on another agent’s decision making. The work that is most related to ours is by Chitnis et al. (2020b) on the intrinsic motivation for synergistic behaviors, which encourages the robots to collaborate for a task that is hard to solve by a single robot. As this paper has not focused on the domination and conflict problems, our work on disentangled attention is a complementary technique to the previous work.

**Bimanual manipulation.** The field of bimanual manipulation has been long studied as a problem involving both hardware design and control (Raibert & Craig, 1981; Hsu, 1993; Xi et al., 1996; Smith et al., 2012). In recent years, researchers applied learning based approach to bimanual manipulation using imitation learning from demonstrations (Zollner et al.; Gribovskaya & Billard, 2008; Tung et al., 2020; Xie et al., 2020) and reinforcement learning (Kroemer et al., 2015; Amadio et al., 2019; Chitnis et al., 2020a;b; Ha et al., 2020). For example, Amadio et al. (2019) proposed to leverage probabilistic movement primitives from human demonstrations. Chitnis et al. (2020a) further introduced a high-level planning policy to combine a set of parameterized primitives to solve complex manipulation tasks. In contrast to these works, our approach does not assume access to pre-defined primitives. Both robots will learn how to perform each sub-task and how to collaborate without conflicts in an end-to-end manner, which makes the approach more general.

**Attention mechanism.** Our intrinsic motivation is built upon the attention mechanism which has been widely applied in natural language processing (Vaswani et al., 2017) and computer vision (Wang et al., 2018; Dosovitskiy et al., 2021). Recently, the attention mechanism is also utilized in multi-agent RL to model the communication and collaboration between agents (Zambaldi et al., 2018; Jiang & Lu, 2018; Malysheva et al., 2018; Iqbal & Sha, 2019a; Long et al., 2020). For example, Long et al. (2020) proposed to utilize attention to flexibly increase the number of agents and perform curriculum learning for large-scale multi-agent interactions. Li et al. (2020) adopt the attention mechanism to generalize multi-object stacking with a single arm. In our paper, instead of simply using attention for interaction among hand and a variable number of objects, we propose DAIR to encourage the agents helping two robots work actively on different sub-tasks for better collaboration.

### 3 PRELIMINARIES

We consider a multi-agent Markov decision process (MDP) Littman (1994) with $N$ agents, which can be represented by $(S, A, P, R, H, \gamma)$. The state $s \in S$ and the action $a_i \in A$ for agent $i$ are continuous. $P(s^{t+1}|s_t, a_1^{t}, \ldots, a_N^{t})$ represents the stochastic transition dynamics. $R_i(s^t, a_i^t)$ represents the reward function for agent $i$. $H$ is the horizon and $\gamma$ is the discount factor. The policy $\pi_{\theta_i}(a_i^t|s^t)$ for agent $i$ is parameterized by $\theta_i$. The goal is to learn multi-agent policies maximizing the return. In this paper, we tackle a two-agent collaboration problem ($N = 2$), but our method can generalize to more agents.

#### 3.1 REINFORCEMENT LEARNING WITH SOFT ACTOR-CRITIC

We adopt the Soft Actor-Critic (SAC) Haarnoja et al. (2018) for reinforcement learning (RL) training in this paper. It is an off-policy RL method using the actor-critic framework. The soft Q-function for agent $i$ is $Q_{\theta_i}(s_i^t, a_i^t)$ parameterized by $\theta_i$. For agent $i$, there are three types of parameters to learn in SAC: (i) the policy parameters $\phi_i$; (ii) a temperature $\tau_i$; (iii) the soft Q-function parameters $\theta_i$. We can represent the policy optimization objective for agent $i$ as,

$$J_\pi(\phi_i) = \mathbb{E}_{s_t \sim D} \left[ \mathbb{E}_{a_t^1 \sim \pi_{\phi_i}} [\tau_i \log \pi_{\phi_i}(a_t^1|s_t) - Q_{\theta_i}(s_t, a_t^1)] \right], \quad (1)$$
where $\tau_i$ is a learnable temperature coefficient for agent $i$, and $D$ is the replay buffer. It can be learned to maintain the entropy level of the policy:
\[
J(\tau_i) = \mathbb{E}_{a_{i,0} \sim \pi_{\theta_i}} \left[ -\tau_i \log \pi_{\theta_i}(a_i^t|s^t) - \tau_i \bar{H} \right],
\]  
where $\bar{H}$ is a desired minimum expected entropy. The soft Q-function parameters $\theta_i$ for agent $i$ can be trained by minimizing the soft Bellman residual as,
\[
J_Q(\theta_i) = \mathbb{E}_{(s^t, a_i^t) \sim D} \left[ \frac{1}{2} (Q_{\theta_i}(s^t, a_i^t) - \hat{Q}(s^t, a_i^t))^2 \right],
\]  
\[
\hat{Q}(s^t, a_i^t) = R_i(s^t, a_i^t) + \gamma \mathbb{E}_{a_{i,1}^t \sim \pi_{\theta_i}} \left[ \max_{a_{i,1}^t, \ldots, a_{i,M}^t} Q_{\theta_i}(s^t+1, a_{i,1}^t+1) \right].
\]

Since we focus on collaborative robotics manipulation tasks, the reward is always shared and synchronized among the agents. That is, if one agent is able to finish a goal and obtain a reward, the other agents will receive the same reward.

3.2 Criteria for Measuring Efficiency and Safety

Our core contribution is to ensure the manipulating efficiency and safety by reducing the problems of domination and conflict in the process of manipulation, which also improves the speed of finishing the task. We define three criteria which are all lower the better, and evaluate our approach using them in our experiments: (i) **Domination Rate**: We count how many steps an arm is interacting with an object in one episode as the manipulating steps. We compute the ratio of an agent’s manipulating steps over the two agents’ total manipulating steps. We select the maximum ratio as the Domination Rate. Ideally, we hope the Domination Rate to be close to 50% which indicates both robots are actively interacting with the objects. (ii) **Conflict Rate**: It counts the percentage of the “conflict step” over all steps. We consider it a conflict step when the distance between two grippers is smaller than a small threshold. This means two robots are interrupting each other’s action. (iii) **Finish Steps**: How many steps do two agents take to finish the task successfully. The maximum episode length in both environments is 100. Note that it’s reasonable only when we consider all the metrics together, since robots can use trivial solution to reduce one of them, for example, only complete the task with one robot (extreme domination behavior) to avoid conflicts.

4 Method

Our goal is to design a model and introduce a novel intrinsic regularization to better train the policies for bimanual manipulation tasks. We hope the agents can learn to allocate the workload efficiently and safely. In this section, we will first introduce our base network architecture with the attention mechanism motivated by (Vaswani et al., 2017). Based on this architecture, we will then introduce DAIR and how to perform reinforcement learning with it.

4.1 Network Architecture

Policy and Q-function networks share the same architecture as follow. For simplicity, we omit superscript time $t$ when there is no ambiguity. We can then represent the state as $s = [s_1, \ldots, s_N, s_{N+1}, \ldots, s_{N+M}]$ where the first $N$ entities represent the state of the robot arms, the next $M$ entities represent the states of the interaction regions. Here we define an interaction region as a space on object that robot can manipulate on (grasp or push, etc) to handle the task. In Figure 1, for the first four tasks with smaller objects such as cubes, door, and cover, we define one interaction region located around each object. For the last task of adjusting a large heavy bar, we define it with a space on object that robot can manipulate on (grasp or push, etc) to handle the task. In Figure 1, we count how many steps an arm is interacting with an object in one episode as the manipulating steps. We compute the ratio of an agent’s manipulating steps over the two agents’ total manipulating steps. We select the maximum ratio as the Domination Rate.

For agent $i$, we have a set of state encoder functions $\{f_{i,1}(\cdot), \ldots, f_{i,N}(\cdot), f_{i,N+1}(\cdot), \ldots, f_{i,N+M}(\cdot)\}$ corresponding to the input states, as shown in Figure 2. Each state encoder function $f_{i,j}(\cdot)$ takes the state $s_j$ as the input and outputs a representation (512-D) for the state in our policy network. We use a 2-layer multilayer perceptron (MLP) to model $f_{i,j}(\cdot)$. While there are $N+M$ state encoder functions, there are only three sets of parameters (visualized by three different colors in Figure 2): (i) the parameters of the state encoder for agent $i$ itself $f_{i,i}(\cdot)$; (ii) the parameters of the
other agents $f_{i,j}(\cdot)$, $(1 \leq j \leq N, i \neq j)$ (shared); (iii) the parameters of all the interaction regions $f_{i,j}(\cdot)$, $(N + 1 \leq j \leq N + M)$ (shared). In this way, our model can be extended to environments with different number of interaction regions and agents. We represent the policy for agent $i$ as,

$$
\pi_{\phi_i}(a_i|s) = h_i(f_{i,i}(s_i) + \text{LayerNorm}(g_i(v_i)));
$$

where $g_i(\cdot)$ is one fully connected layer to further process the attention embedding $v_i$, which encodes the relationship between agent $i$ and all the state entities (including all agents and interaction regions). Adding attention embedding to $f_{i,i}(s_i)$ with a LayerNorm operator serves as a residual module to retain agent $i$’s own state information. The combined features are fed to a 2-layer MLP $h_i(\cdot)$. The output of $h_i(\cdot)$ is the action distribution. Note that the parameters of $h_i(\cdot)$, $g_i(\cdot)$ are not shared across the agents.

Motivated by Vaswani et al. (2017), we further define the attention embedding $v_i$ for agent $i$ as,

$$
v_i = \sum_{j=1}^{N+M} \alpha_{i,j} f_{i,j}(s_j), \quad \alpha_{i,j} = \frac{\exp(\beta_{i,j})}{\sum \exp(\beta_{i,j})}, \quad \beta_{i,j} = \frac{f_{i,j}^T(s_i)W_q^TW_kf_{i,j}(s_j)}{\sqrt{d_q}},
$$

where $W_q$ represents one fully connected layer to encode the query representation $f_{i,i}(s_i)$ and $W_q$ represents another fully connected layer to encode the key representation $f_{i,j}(s_j)$. $d_q$ is the dimension of the query representation. $\beta_{i,j}$ represents the correlation between agent $i$ and all the other entities.

It is then normalized by a softmax function to $\alpha_{i,j}$ as the probability value, which indicates where agent $i$ is “attending” or focusing on in the current time step and $\alpha_j \in \mathbb{R}^{N+M}$. $v_i$ is computed via a weighted sum over all the state encoder representations. For Q-function, there are two modifications: (i) The state encoder $f_{i,i}^Q(s_i, a_i)$ for the agent $i$ also takes in the action as inputs; (ii) The final layer of the Q-function network outputs a scalar value instead of an action distribution as $Q(s^t, a_i^t)$, which is used in Eq. 1 and Eq. 3.

### 4.2 Disentangled Attention as Intrinsic Regularization

We propose disentangled attention as intrinsic regularization (DAIR) to improve the state encoder representations for solving the problem of domination of a single agent and the conflict between the agents. Each manipulation task can be decomposed to multiple sub-tasks, each with a different interaction regions. Our key insight is to encourage different robots to attend or focus on different interaction regions, and consequently to work on different sub-tasks.

Specifically, we look into the softmax probability $\alpha_{i,j} \in [0, 1]$ from the attention mechanism in Eq. 6. This variable represents how much attention agent $i$ is putting on interaction region/agent $j$. To encourage the agents to focus on different entities, we propose the following loss function for agent $i$ as,

$$
L_{\text{attn}}(\phi_i) = \sum_{j=1, j \neq i}^N \alpha_i <\alpha_i, \alpha_j>^2,
$$

where $<\cdot, \cdot>$ denotes dot product of two vectors. This loss forces the dot product between two attention probability vector to be small, which encourages different agents to attend on different entities (including agents and interaction regions). We call this particular attention maps regulated by the orthogonal constraint as disentangled attention.

![Figure 2: Our model framework. We use attention mechanism to combine all embedded representations from agents and interaction regions. The output of attention module, together with another embedded vector from $s_i$ are summed together with $\bigoplus$. The combined feature is fed into a 2-layer MLP $h_i$ to output $a_i$. The intrinsic loss is computed from the attention probability $\alpha_i$ and encourages the agents to attend to different sub-tasks.](image-url)
Recall that $\alpha_i$ is predicted via the state encoder functions, parameterized by a part of $\phi_i$. Instead of proposing a new reward function, our disentangled attention regularization is directly applied on learning the state encoder representation itself. The training objective for the policy network and Q-function can be represented as,

$$\min_{\phi_i} J_\pi(\phi_i) + \lambda L_{\text{attn}}(\phi_i), \min_{\theta_i} J_Q(\theta_i) + \lambda L_{\text{attn}}(\theta_i).$$

(8)

where $\lambda = 0.05$ is a constant to balance the reinforcement learning objective and our regularization.

**Implementation Details.** The robot state $s_i (1 \leq i \leq N)$ contains the joint positions and velocities and the end-effector positions. Thus each robot can reason about the other robot’s joint state and avoid conflicts. Each interaction region $s_i (N + 1 \leq i \leq N + M)$ contains the target interacting position, velocity, pose and its goal position, which are all in $(x, y, z)$-coordinates. The action representation contains the positional control and the gripper motion information.

5 **EXPERIMENTS**

**Environment and setting.** We perform our experiments on complex bimanual manipulation tasks ($N = 2$) in the MuJoCo simulator (Todorov et al., 2012). By further leveraging curriculum learning, we successfully complete the scenarios with up to eight objects with sparse rewards. We evaluate the sample efficiency of training, conflict rate, domination rate, and completion steps across approaches to demonstrate that DAIR can (i) help discover efficient collaboration strategies; (ii) improve efficiency and safety by avoiding domination and conflict; (iii) bring adaptation capability with learned task decomposition knowledge; (iv) retain learning capability of synergistic skills.

**Baselines.** We compare our approach with three baselines: (i) The same architecture as our model with the attention mechanism, but without the intrinsic regularization (Attention); (ii) SAC with Multi-layer Perceptron (MLP) neural network; (iii) Multi-Agent Deep Deterministic Policy Gradient (Lowe et al., 2017) with MLP (MADDPG + MLP). We also tried replacing DDPG with SAC in MADDPG but observed minor differences. Thus we only report results with MADDPG + MLP for simplicity.

**Training details.** All networks and learnable parameters are trained with Adam optimizer (Kingma & Ba, 2015) with learning rate $0.0001, \beta_1 = 0.9, \beta_2 = 0.999$. We set the discount factor as $\gamma = 0.98$, buffer size as 1M, and batch size as 512 for all tasks. We follow the replay $k$ setting in HER (Andrychowicz et al., 2017), and set $k = 4$ with the future-replace strategy. We update the network parameters after every two episodes. The episode length equals 50 times the object number for each environment. We train all the methods with 3 seeds and report both the mean and standard derivation for the success rate. More details are in Appendix B.

5.1 **Sub-Task Allocation for Collaboration**

We first perform our experiments on two tasks that require alternately operating different parts in a certain order to show DAIR balancedly and safely allocates the sub-tasks for solving one task. The first task is *Open Box and Place* (Figure 1 (c)): The robots need to put the blue block object inside the box with a sliding cover, which requires one robot arm to open the sliding cover for the other robot arm to put the object inside. The second task is *Push with Door* (Figure 1 (d)): The robots need to push the blue object to the goal on the other side of a sliding green door that requires one robot arm to open it and clear the way for the pushing arm (with the grasping function disabled). In both cases, we also apply a force on the sliding cover/door for it to bounce back to its original position if there is no outside forces. The following results show that DAIR not only helps achieve better sample efficiency and performance, but more importantly, addresses the problems of domination and conflict, thus further reduces the steps to finish the task at the same time.

**Reward setting.** We consider two different reward settings: (i) a sparse reward setting where the agents only obtain a reward 1.0 when the block is on the target position; (ii) a informative reward setting which gives a reward 1.0 when the box/door is open and another reward 1.0 when the block reaches to the goal. If the block reaches its goal in a trial, we count it as a successful trial.

**Comparison on success rate.** We plot the success rate of all the methods over the environment steps in Figure 3. We can observe that DAIR achieves better sample efficiency and better success rate than the baselines in most cases. We also observe that in both environments, DAIR and Attention achieve better success rate in the sparse reward setting than using informative reward. The reason is that
We show the visualization on attention probability \( \alpha \). We visualize the two tasks in Figure 5. In each task, we visualize the attention \( \alpha_1 \) and \( \alpha_2 \) for each robot in two rows. Each attention vector \( \alpha_i \) contains four items that correspond to left arm (1st column), right arm (2nd column), and the two task-specific sparse reward offers more flexibility for the agents to collaborate under the guidance with intrinsic disentangled attention, while the explicit informative reward can lead to local minimum more easily.

**Ablation on \( \lambda \).** We set the hyperparameter \( \lambda = 0.05 \) (defined in Equation 8 for balancing the regularization) in all our experiments. To study the stability of DAIR, we perform ablation on different values of \( \lambda \) in Figure 4. We observe that our method is robust to the change of \( \lambda \) from 0.02 to 0.2.

**Comparison on the three criteria.** Table 1 shows the comparison on the three criteria defined in Section 3.2. We observe significant improvements over all the settings using intrinsic regularization, which proves that using disentangled attention can lead to better collaboration. For example, in the task of Open Box and Place with informative reward, our approach achieves almost half less conflict rate, 24\% fewer domination rate, and 12 fewer steps comparing to the Attention baseline without the intrinsic regularization. For Push with Door using sparse reward, we reduce more than half the conflict rate.

We perform ablation by introducing an extra collision penalty during training: Two robots will receive −1.0 reward if their grippers collide to each other. Note that such a reward is *not realistic* in practice since we do not hope the robots to collide to get the reward. We show the Conflict rate for both Attention baseline and our approach training with this collision penalty in Table 2. DAIR shows consistent improvements and remains to be an effective way to reduce conflicts even with the collision penalty.

**Table 1:** Conflict rate (\%), domination rate (\%) and average finishing steps of our method and the baseline with pure attention on different tasks. Lower value is better. Box: Open Box and Place. Door: Push with Door.

|                 | Attention | DAIR          |
|-----------------|-----------|---------------|
| Box (Informative) | 77.2\pm2.9 | 53.4\pm0.5    |
| Box (Sparse)     | 74.5\pm2.8 | 62.6\pm6.4    |
| Door (Informative) | 83.7\pm1.8 | 76.5\pm5.5    |
| Door (Sparse)    | 68.8\pm3.7 | 66.9\pm7.0    |

**Table 2:** Conflict rate (\%) of our method and the attention baseline on different tasks with Collision Penalty. Lower value is better. Box: Open Box and Place. Door: Push with Door.

|                 | Attention | DAIR          |
|-----------------|-----------|---------------|
| Box (Informative) | 33.6\pm5.5 | 21.3\pm3.2    |
| Box (Sparse)     | 39.2\pm9.8 | 40.0\pm11.4    |
| Door (Informative) | 23.0\pm4.4 | 22.8\pm5.7    |
| Door (Sparse)    | 30.3\pm8.0 | 23.3\pm6.6    |
We evaluate our approach on two aspects: (i) How does DAIR train it to rearrange 3 objects (last column in Table 4), while Attention fails to generalize to 2 towers even becomes larger as the number of objects increases. (1st row and 3rd column); the right arm is interacting with the door, it also has a high value in the corresponding probability. The two interaction regions here are the block object (3rd column) and the box cover (4th column).

Table 4: Success rate (%) on Stack Tower of different methods for each curriculum learning and adaptation stage. $a \to b$ means adapting the policy trained on $a$ objects to $b$ objects. 2 towers means the agents need to stack two separate towers.

| #object | 1     | 2     | 3     | 2→3   | 3→4   | 2→4 (2 towers) |
|---------|-------|-------|-------|-------|-------|-----------------|
| DAIR    | 100±0.0 | 98.9±0.8 | 68.3±8.5 | 53.3±12.5 | 23.3±4.7 | 17.5±4.3       |
| Attention | 98.7±0.9 | 96.3±0.5 | 42.0±8.3 | 41.3±9.8 | 3.3±4.7 | 0.0±0.0        |

Table 4: Success rate (%) on Rearrange of different methods for each curriculum learning and adaptation stage. $a \to b$ means adapting the policy trained on $a$ objects to $b$ objects.

| #object | 1     | 2     | 3     | 2→3   | 3→4   | 2→4     |
|---------|-------|-------|-------|-------|-------|---------|
| DAIR    | 96.7±3.4 | 98.9±0.8 | 89.0±1.4 | 74.3±5.8 | 64.3±4.2 | 53.0±9.4 |
| Attention | 91.0±6.2 | 90.7±0.5 | 66.7±3.3 | 46.5±3.5 | 3.3±4.7 | 3.3±4.7 |

interaction regions (last 2 columns). Figure 5 (a) shows the Push with Door task: The left arm is interacting with the object block, so it has a high value in the corresponding probability $\alpha_{1,3}$ (1st row and 3rd column); the right arm is interacting with the door, it also has a high value in the corresponding probability $\alpha_{2,4}$ (2nd row and 4th column). Similarly in Figure 5 (b) for the Open Box and Place task, a high probability with $\alpha_{i,j}$ indicates the $i$th arm is interacting with object $j$. The two interaction regions here are the block object (3rd column) and the box cover (4th column).

5.2 Generalizing to More Objects with Curriculum Learning

We increase the number of objects and train with curriculum to show that the regularized representation gains better learning capacity when task gradually becomes harder. We test on Stack Tower (Figure 1 (b)), where the robots need to stack objects as a tower with indicated goal positions; and Rearrange (Figure 1 (a)), where the robots need to rearrange the objects to their own goal locations on the table. When manipulating one object in these environments, it is easy for the arm to perturb other objects without intention. We train RL agents for both tasks in the informative reward setting: the agents will receive a reward 1.0 when each object reaches its goal. We leverage curriculum learning to start training the agents to manipulate one object and then gradually increase the objects to three to the end.

We evaluate our approach on two aspects: (i) How does the approach perform in each curriculum stage; (ii) How does the approach generalize to object numbers that exceed its training number (up to eight objects in the Rearrange task). DAIR achieves better results in both aspects, especially in generalization to multiple objects.

Results on each curriculum stage. We first compare DAIR to Attention on 3-block Rearrange and Stack Tower tasks. Note that both MLP and MADDPG+MLP baselines cannot handle a flexible number of objects due to fixed dimensions of inputs. Thus it is not applicable in these two tasks with curriculum learning, and directly training both of them with 3 objects leads to zero success rate. This also suggests that DAIR and Attention have the flexibility to handle a variant number of input objects. DAIR gains significant improvements over Attention in all different training stages. Our gain over Attention even becomes larger as the number of objects increases.

Results on generalization. We conduct generalization experiments on both tasks where we test the policies trained with $i$ objects on the same environment with $i + k$ objects. We show the results of generalization success rate in Table 3 and 4 with the columns labeled by $i \to i+k$. For Stack Tower, DAIR trained with 2-block stacking generalizes to stacking 2 towers each with 2 blocks (last column in Table 3), while Attention completely fails. For Rearrange, DAIR can rearrange 8 objects even we only train it to rearrange 3 objects (last column in Table 4), while Attention fails to generalize to

![Figure 5: Visualization of attention $\alpha_{i,j}$](image-url)
even 4 objects. We conjecture that the reason for improvement is similar to conclusions in continual learning area (Delange et al., 2021): regularizing parameters with simple $L_2$ loss avoids overfit to specific stage of task and gains better generalization ability in continually shifted tasks.

**Visualization on stacking and rearrangement.** We visualize the three demonstrations for our approach in Figure 6: (a) stacking 3 blocks; (b) stacking 2 towers each with 2 blocks using the policy trained with 2 block-stacking; (c) rearranging 8 blocks to their target positions using the rearrangement policy trained with 3 blocks. For stacking tasks, both robots are able to pick up different objects without interrupting the other robot and the stacked tower. For the rearrangement task, the policy is transferred to rearrange 8 objects, far beyond the training object number 3. The two robots are still able to collaborate without conflicts to solve the tasks. Please refer to our project page for more policy visualization in videos.

### 5.3 Synergistic Behaviors Discovery

Besides manipulation tasks with multiple objects, DAIR retains the ability to help two robots collaboratively manipulate one object with multiple interaction regions. To analyze the ability on such synergistic skills learning, we conduct experiment on the *Adjust Bar* task, as visualized in Figure 1 (e). This task requires the two robots to lift and rotate a heavy bar to target height and orientation. We lock the gripper to the closed state and set the bar’s mass and size large so the two robots have to collaborate to finish the task. The interaction region state inputs are represented by the 3D position of two sides of the bar. The goal is defined by the target positions of the two sides of the bar. The reward is sparse that only an accurate adjustment gives 1.0 to two robots. DAIR maintains advantage on performance over the Attention baseline as shown in Table 5 and Figure 7. Two robots can successfully clamp up the bar with the opposite forces with very consistent movements. Such results suggest that DAIR is not harmful for learning synergistic skills when it encourages the robots to look at different interaction regions. DAIR also serves as a mechanism to avoid overfitting to domination and help robots to finish the task efficiently with smaller finish steps.

### 6 Conclusion

While previous works consider how to learn collaborative skills like synergistic behavior, we notice two main limitations in complex bimanual manipulation tasks: domination and conflict, corresponding to the efficiency and safety of control. We propose a simple and effective DAIR to solve these problems. We validate our approach on challenging bimanual manipulation tasks with multiple objects (up to 8 objects) or one objects with multiple interaction regions. We demonstrate that DAIR
not only reduces the domination and conflict problems but also improves the generalization ability of the policies to manipulate much more objects than in the training environments. We hope our work contributes as a step towards safe robotics.

7 Reproducibility Statement

To ensure the reproducibility of our work, we provide the following illustrations in our paper and appendix:

- **Environment**: We provide the detailed description of the environment in Appendix A.
- **Evaluation Criteria**: We provide the detailed evaluation criteria for domination, conflict and finish steps in Section 3.2.
- **Implementation Details**: We provide all implementation details and related hyperparameters in the end of Section 4.2, the beginning of 5 and Appendix B.

We are committed to releasing the code for our approach, the baselines, and the simulation environment. We believe the open source of our code, the task sets, and evaluation code will be an important contribution to the robotics community. We have released our videos in project page: [https://mehooz.github.io/bimanual-attention/](https://mehooz.github.io/bimanual-attention/), and we will release the code and environment on the same website upon publication.

REFERENCES

Fabio Amadio, Adrià Colomé, and Carme Torras. Exploiting symmetries in reinforcement learning of bimanual robotic tasks. *IEEE Robotics and Automation Letters*, 4(2):1838–1845, 2019.

Marcin Andrychowicz, Dwight Crow, Alex Ray, Jonas Schneider, Rachel Fong, Peter Welinder, Bob McGrew, Josh Tobin, Pieter Abbeel, and Wojciech Zaremba. Hindsight experience replay. In Isabelle Guyon, Ulrike von Luxburg, Samy Bengio, Hanna M. Wallach, Rob Fergus, S. V. N. Vishwanathan, and Roman Garnett (eds.), *Advances in Neural Information Processing Systems 30: Annual Conference on Neural Information Processing Systems 2017, December 4-9, 2017, Long Beach, CA, USA*, pp. 5048–5058, 2017. URL [http://papers.nips.cc/paper/7090-hindsight-experience-replay](http://papers.nips.cc/paper/7090-hindsight-experience-replay).

Andrew G Barto. Intrinsic motivation and reinforcement learning. In *Intrinsically motivated learning in natural and artificial systems*, pp. 17–47. Springer, 2013.

Marc G Bellemare, Sriram Srinivasan, Georg Ostrovski, Tom Schaul, David Saxton, and Remi Munos. Unifying count-based exploration and intrinsic motivation. *arXiv preprint arXiv:1606.01868*, 2016.

Yuri Burda, Harrison Edwards, Amos Storkey, and Oleg Klimov. Exploration by random network distillation. *arXiv preprint arXiv:1810.12894*, 2018.

Yuri Burda, Harrison Edwards, Deepak Pathak, Amos J. Storkey, Trevor Darrell, and Alexei A. Efros. Large-scale study of curiosity-driven learning. In *7th International Conference on Learning Representations, ICLR 2019, New Orleans, LA, USA, May 6-9, 2019*. OpenReview.net, 2019. URL [https://openreview.net/forum?id=rJNWdJaqYX](https://openreview.net/forum?id=rJNWdJaqYX).

Michael Chang, Abhishek Gupta, Sergey Levine, and Thomas L. Griffiths. Automatically composing representation transformations as a means for generalization. In *7th International Conference on Learning Representations, ICLR 2019, New Orleans, LA, USA, May 6-9, 2019*. OpenReview.net, 2019. URL [https://openreview.net/forum?id=BlffQnRcKX](https://openreview.net/forum?id=BlffQnRcKX).

Rohan Chitnis, Shubham Tulsiani, Saurabh Gupta, and Abhinav Gupta. Efficient bimanual manipulation using learned task schemas. In *2020 IEEE International Conference on Robotics and Automation (ICRA)*, pp. 1149–1155. IEEE, 2020a.
Rohan Chitnis, Shubham Tulsiani, Saurabh Gupta, and Abhinav Gupta. Intrinsic motivation for encouraging synergistic behavior. In 8th International Conference on Learning Representations, ICLR 2020, Addis Ababa, Ethiopia, April 26-30, 2020. OpenReview.net, 2020b. URL https://openreview.net/forum?id=SJleNCNtDH. 2, 3

M. Delange, R. Aljundi, M. Masana, S. Parisot, X. Jia, A. Leonardis, G. Slabaugh, and T. Tuytelaars. A continual learning survey: Defying forgetting in classification tasks. *IEEE Transactions on Pattern Analysis and Machine Intelligence*, pp. 1–1, 2021. doi: 10.1109/TPAMI.2021.3057446. 9

Coline Devin, Daniel Geng, Pieter Abbeel, Trevor Darrell, and Sergey Levine. Compositional plan vectors. In Hanna M. Wallach, Hugo Larochelle, Alina Beygelzimer, Florence d’Alché-Buc, Emily B. Fox, and Roman Garnett (eds.), *Advances in Neural Information Processing Systems 32: Annual Conference on Neural Information Processing Systems 2019, NeurIPS 2019, December 8-14, 2019, Vancouver, BC, Canada*, pp. 14963–14974, 2019. URL https://proceedings.neurips.cc/paper/2019/hash/00989c20ff1386dc386d8124ebcb1a5-Abstract.html. 1

Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov, Dirk Weissenborn, Xiaohua Zhai, Thomas Unterthiner, Mostafa Dehghani, Matthias Minderer, Georg Heigold, Sylvain Gelly, Jakob Uszkoreit, and Neil Houlsby. An image is worth 16x16 words: Transformers for image recognition at scale. In *International Conference on Learning Representations*, 2021. URL https://openreview.net/forum?id=YichFdNTTy. 3

Benjamin Eysenbach, Abhishek Gupta, Julian Ibarz, and Sergey Levine. Diversity is all you need: Learning skills without a reward function. In *7th International Conference on Learning Representations, ICLR 2019, New Orleans, LA, USA, May 6-9, 2019*. OpenReview.net, 2019. URL https://openreview.net/forum?id=SJx63jRqFm. 2

Jakob Foerster, Ioannis Alexandros Assael, Nando de Freitas, and Shimon Whiteson. Learning to communicate with deep multi-agent reinforcement learning. In *NIPS*, pp. 2137–2145, 2016. 3

Jakob N. Foerster, Gregory Farquhar, Triantafyllos Afouras, Nantas Nardelli, and Shimon Whiteson. Counterfactual multi-agent policy gradients. In Sheila A. McIlraith and Kilian Q. Weinberger (eds.), *Proceedings of the Thirty-Second AAAI Conference on Artificial Intelligence, (AAAI-18), the 30th innovative Applications of Artificial Intelligence (IAAI-18), and the 8th AAAI Symposium on Educational Advances in Artificial Intelligence (EAAI-18), New Orleans, Louisiana, USA, February 2-7, 2018*, pp. 2974–2982. AAAI Press, 2018. URL https://www.aaai.org/ocs/index.php/AAAI/AAAI18/paper/view/17193. 3

Elena Gribovskaya and Aude Billard. Combining dynamical systems control and programming by demonstration for teaching discrete bimanual coordination tasks to a humanoid robot. In *2008 3rd ACM/IEEE International Conference on Human-Robot Interaction (HRI)*, pp. 33–40. IEEE, 2008. 3

Huy Ha, Jingxi Xu, and Shuran Song. Learning a decentralized multi-arm motion planner. *arXiv preprint arXiv:2011.02608*, 2020. 3

Tuomas Haarnoja, Aurick Zhou, Pieter Abbeel, and Sergey Levine. Soft actor-critic: Off-policy maximum entropy deep reinforcement learning with a stochastic actor. In Jennifer G. Dy and Andreas Krause (eds.), *Proceedings of the 35th International Conference on Machine Learning, ICML 2018, Stockholmsmässan, Stockholm, Sweden, July 10-15, 2018*, volume 80 of *Proceedings of Machine Learning Research*, pp. 1856–1865. PMLR, 2018. URL http://proceedings.mlr.press/v80/haarnoja18b.html. 3

He He, Jordan Boyd-Graber, Kevin Kwok, and Hal Daumé III. Opponent modeling in deep reinforcement learning. In *International Conference on Machine Learning*, pp. 1804–1813, 2016. 3

Ping Hsu. Coordinated control of multiple manipulator systems. *IEEE Transactions on Robotics and Automation*, 9(4):400–410, 1993. 3
Sandy H Huang, Martina Zambelli, Jackie Kay, Murilo F Martins, Yuval Tassa, Patrick M Pilarski, and Raia Hadsell. Learning gentle object manipulation with curiosity-driven deep reinforcement learning. *arXiv preprint arXiv:1903.08542*, 2019. 2

Edward Hughes, Joel Z Leibo, Matthew G Phillips, Karl Tuyls, Edgar A Duéñez-Guzmán, Antonio García Castañeda, Iain Dunning, Tina Zhu, Kevin R McKee, Raphael Koster, et al. Inequity aversion improves cooperation in intertemporal social dilemmas. *arXiv preprint arXiv:1803.08884*, 2018. 3

Shariq Iqbal and Fei Sha. Actor-attention-critic for multi-agent reinforcement learning. In *ICML*, pp. 2961–2970, 2019a. 3

Shariq Iqbal and Fei Sha. Coordinated exploration via intrinsic rewards for multi-agent reinforcement learning. *arXiv preprint arXiv:1905.12127*, 2019b. 3

Natasha Jaques, Angeliki Lazaridou, Edward Hughes, Caglar Gulcehre, Pedro Ortega, DJ Strouse, Joel Z Leibo, and Nando De Freitas. Social influence as intrinsic motivation for multi-agent deep reinforcement learning. In *International Conference on Machine Learning*, pp. 3040–3049. PMLR, 2019. 3

Jiechuan Jiang and Zongqing Lu. Learning attentional communication for multi-agent cooperation. In *NeurIPS*, 2018. 3

Yiding Jiang, Shixiang Gu, Kevin Murphy, and Chelsea Finn. Language as an abstraction for hierarchical deep reinforcement learning. In Hanna M. Wallach, Hugo Larochelle, Alina Beygelzimer, Florence d’Alché-Buc, Emily B. Fox, and Roman Garnett (eds.), *Advances in Neural Information Processing Systems 32: Annual Conference on Neural Information Processing Systems 2019, NeurIPS 2019, December 8-14, 2019, Vancouver, BC, Canada*, pp. 9414–9426, 2019. URL https://proceedings.neurips.cc/paper/2019/hash/0af787945872196b42c9f73ead2565c8-Abstract.html. 1

Diederik P. Kingma and Jimmy Ba. Adam: A method for stochastic optimization. In Yoshua Bengio and Yann LeCun (eds.), *3rd International Conference on Learning Representations, ICLR 2015, San Diego, CA, USA, May 7-9, 2015, Conference Track Proceedings*, 2015. URL http://arxiv.org/abs/1412.6980. 6

Oliver Kroemer, Christian Daniel, Gerhard Neumann, Herke Van Hoof, and Jan Peters. Towards learning hierarchical skills for multi-phase manipulation tasks. In *2015 IEEE International Conference on Robotics and Automation (ICRA)*, pp. 1503–1510. IEEE, 2015. 3

Richard Li, Allan Jabri, Trevor Darrell, and Pulkit Agrawal. Towards practical multi-object manipulation using relational reinforcement learning. In *2020 IEEE International Conference on Robotics and Automation, ICRA 2020, Paris, France, May 31 - August 31, 2020*, pp. 4051–4058. IEEE, 2020. doi: 10.1109/ICRA40945.2020.9197468. URL https://doi.org/10.1109/ICRA40945.2020.9197468. 1, 3

Yunfei Li, Huazhe Xu, Yilin Wu, Xiaolong Wang, and Yi Wu. Solving compositional reinforcement learning problems via task reduction. In *International Conference on Learning Representations, 2021*. URL https://openreview.net/forum?id=9SS69KwomAM. 1

Timothy P. Lillicrap, Jonathan J. Hunt, Alexander Pritzel, Nicolas Heess, Tom Erez, Yuval Tassa, David Silver, and Daan Wierstra. Continuous control with deep reinforcement learning. In Yoshua Bengio and Yann LeCun (eds.), *4th International Conference on Learning Representations, ICLR 2016, San Juan, Puerto Rico, May 2-4, 2016, Conference Track Proceedings*, 2016. URL http://arxiv.org/abs/1509.02971. 3

Michael L Littman. Markov games as a framework for multi-agent reinforcement learning. In *ICML*, volume 157, pp. 157–163, 1994. 3

Qian Long, Zihan Zhou, Abhinav Gupta, Fei Fang, Yi Wu, and Xiaolong Wang. Evolutionary population curriculum for scaling multi-agent reinforcement learning. In *8th International Conference on Learning Representations, ICLR 2020, Addis Ababa, Ethiopia, April 26-30, 2020*. OpenReview.net, 2020. URL https://openreview.net/forum?id=5JxHkrKDH. 3
Ryan Lowe, YI WU, Aviv Tamar, Jean Harb, OpenAI Pieter Abbeel, and Igor Mordatch. Multi-agent actor-critic for mixed cooperative-competitive environments. In I. Guyon, U. V. Luxburg, S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, and R. Garnett (eds.), Advances in Neural Information Processing Systems, volume 30, pp. 6379–6390. Curran Associates, Inc., 2017. URL https://proceedings.neurips.cc/paper/2017/file/68a9750337a418a86fe06c1991a1d64c-Paper.pdf.

Aleksandra Malysheva, Tegg Taekyong Sung, Chae-Bong Sohn, Daniel Kudenko, and Aleksei Shpilman. Deep multi-agent reinforcement learning with relevance graphs. arXiv preprint arXiv:1811.12557, 2018.

Georg Ostrovski, Marc G Bellemare, Aarón Oord, and Rémi Munos. Count-based exploration with neural density models. In International conference on machine learning, pp. 2721–2730. PMLR, 2017.

Pierre-Yves Oudeyer, Frédric Kaplan, and Verena V Hafner. Intrinsic motivation systems for autonomous mental development. IEEE transactions on evolutionary computation, 11(2):265–286, 2007.

Deepak Pathak, Pulkit Agrawal, Alexei A. Efros, and Trevor Darrell. Curiosity-driven exploration by self-supervised prediction. In Doina Precup and Yee Whye Teh (eds.), Proceedings of the 34th International Conference on Machine Learning, ICML 2017, Sydney, NSW, Australia, 6-11 August 2017, volume 70 of Proceedings of Machine Learning Research, pp. 2778–2787. PMLR, 2017. URL http://proceedings.mlr.press/v70/pathak17a.html.

Peng Peng, Quan Yuan, Ying Wen, Yaodong Yang, Zhenkun Tang, Haitao Long, and Jun Wang. Multiagent bidirectionally-coordinated nets for learning to play starcraft combat games. arXiv preprint arXiv:1703.10069, 2017.

Xue Bin Peng, Michael Chang, Grace Zhang, Pieter Abbeel, and Sergey Levine. MCP: learning compositional hierarchical control with multiplicative compositional policies. In Hanna M. Wallach, Hugo Larochelle, Alina Beygelzimer, Florence d’Alché-Buc, Emily B. Fox, and Roman Garnett (eds.), Advances in Neural Information Processing Systems 32: Annual Conference on Neural Information Processing Systems 2019, NeurIPS 2019, December 8-14, 2019, Vancouver, BC, Canada, pp. 3681–3692, 2019. URL https://proceedings.neurips.cc/paper/2019/hash/95192c98732387165bf8e396c0f2dad2-Abstract.html.

Marc H Raibert and John J Craig. Hybrid position/force control of manipulators. 1981.

Tabish Rashid, Mikayel Samvelyan, Christian Schröder de Witt, Gregory Farquhar, Jakob N. Foerster, and Shimon Whiteson. QMIX: monotonic value function factorisation for deep multi-agent reinforcement learning. In Jennifer G. Dy and Andreas Krause (eds.), Proceedings of the 35th International Conference on Machine Learning, ICML 2018, Stockholmsmässan, Stockholm, Sweden, July 10-15, 2018, volume 80 of Proceedings of Machine Learning Research, pp. 4292–4301. PMLR, 2018. URL http://proceedings.mlr.press/v80/rashid18a.html.

Jürgen Schmidhuber. A possibility for implementing curiosity and boredom in model-building neural controllers. In Proc. of the international conference on simulation of adaptive behavior: From animals to animats, pp. 222–227, 1991.

Archit Sharma, Shixiang Gu, Sergey Levine, Vikash Kumar, and Karol Hausman. Dynamics-aware unsupervised discovery of skills. In 8th International Conference on Learning Representations, ICLR 2020, Addis Ababa, Ethiopia, April 26-30, 2020. OpenReview.net. 2020. URL https://openreview.net/forum?id=HJgLZR4Kvh.

Christian Smith, Yiannis Karayiannidis, Lazaros Nalpantidis, Xavi Gratal, Peng Qi, Dimos V Dimarogonas, and Danica Kragic. Dual arm manipulation—a survey. Robotics and Autonomous systems, 60(10):1340–1353, 2012.

Kyunghwan Son, Daewoo Kim, Wan Ju Kang, David Hostallero, and Yung Yi. QTRAN: learning to factorize with transformation for cooperative multi-agent reinforcement learning. In Kamalika
Chaudhuri and Ruslan Salakhutdinov (eds.), *Proceedings of the 36th International Conference on Machine Learning, ICML 2019*, 9-15 June 2019, Long Beach, California, USA, volume 97 of *Proceedings of Machine Learning Research*, pp. 5887–5896. PMLR, 2019. URL http://proceedings.mlr.press/v97/son19a.html.

DJ Strouse, Max Kleiman-Weiner, Josh Tenenbaum, Matt Botvinick, and David J Schwab. Learning to share and hide intentions using information regularization. In S. Bengio, H. Wallach, H. Larochelle, K. Grauman, N. Cesa-Bianchi, and R. Garnett (eds.), *Advances in Neural Information Processing Systems*, volume 31. Curran Associates, Inc., 2018. URL https://proceedings.neurips.cc/paper/2018/file/1ef03ed0cd5863c550128836b28ec3e9-Paper.pdf.

Peter Sunehag, Guy Lever, Audrunas Gruslys, Wojciech Marian Czarnecki, Vinicius Flores Zambaldi, Max Jaderberg, Marc Lanctot, Nicolas Sonnerat, Joel Z. Leibo, Karl Tuyls, and Thore Graepel. Value-decomposition networks for cooperative multi-agent learning based on team reward. In Elisabeth André, Sven Koenig, Mehdi Dastani, and Gita Sukthankar (eds.), *Proceedings of the 17th International Conference on Autonomous Agents and MultiAgent Systems, AAMAS 2018*, Stockholm, Sweden, July 10-15, 2018, pp. 2085–2087. International Foundation for Autonomous Agents and Multiagent Systems Richland, SC, USA / ACM, 2018. URL http://dl.acm.org/citation.cfm?id=3238080.

Emanuel Todorov, Tom Erez, and Yuval Tassa. Mujoco: A physics engine for model-based control. In *2012 IEEE/RSJ International Conference on Intelligent Robots and Systems*, pp. 5026–5033. IEEE, 2012.

Albert Tung, Josiah Wong, Ajay Mandlekar, Roberto Martín-Martín, Yuke Zhu, Li Fei-Fei, and Silvio Savarese. Learning multi-arm manipulation through collaborative teleoperation. arXiv preprint arXiv:2012.06738, 2020.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and Illia Polosukhin. Attention is all you need. In Isabelle Guyon, Ulrike von Luxburg, Samy Bengio, Hanna M. Wallach, Rob Fergus, S. V. N. Vishwanathan, and Roman Garnett (eds.), *Advances in Neural Information Processing Systems 30: Annual Conference on Neural Information Processing Systems 2017*, December 4-9, 2017, Long Beach, CA, USA, pp. 5998–6008, 2017. URL http://papers.nips.cc/paper/7181-attention-is-all-you-need.

Tonghan Wang, Heng Dong, Victor R. Lesser, and Chongjie Zhang. ROMA: multi-agent reinforcement learning with emergent roles. In *Proceedings of the 37th International Conference on Machine Learning, ICML 2020*, 13-18 July 2020, Virtual Event, volume 119 of *Proceedings of Machine Learning Research*, pp. 9876–9886. PMLR, 2020a. URL http://proceedings.mlr.press/v119/wang20f.html.

Tonghan Wang, Jianhao Wang, Yi Wu, and Chongjie Zhang. Influence-based multi-agent exploration. In *8th International Conference on Learning Representations, ICLR 2020*, Addis Ababa, Ethiopia, April 26-30, 2020. OpenReview.net, 2020b. URL https://openreview.net/forum?id=BJgy96EYvr.

Xiaolong Wang, Ross Girshick, Abhinav Gupta, and Kaiming He. Non-local neural networks. In *Proceedings of the IEEE conference on computer vision and pattern recognition*, pp. 7794–7803, 2018.

Ning Xi, Tzyh-Jong Tarn, and Antal K Bejczy. Intelligent planning and control for multirobot coordination: An event-based approach. *IEEE transactions on robotics and automation*, 12(3):439–452, 1996.

Fan Xie, Alexander Chowdhury, M Kaluza, Linfeng Zhao, Lawson LS Wong, and Rose Yu. Deep imitation learning for bimanual robotic manipulation. arXiv preprint arXiv:2010.05134, 2020.

Vinicius Zambaldi, David Raposo, Adam Santoro, Victor Bapst, Yujia Li, Igor Babuschkin, Karl Tuyls, David Reichert, Timothy Lillicrap, Edward Lockhart, et al. Relational deep reinforcement learning. arXiv preprint arXiv:1806.01830, 2018.
R Zollner, Tamim Asfour, and Rüdiger Dillmann. Programming by demonstration: Dual-arm manipulation tasks for humanoid robots. In 2004 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS) (IEEE Cat. No. 04CH37566), volume 1, pp. 479–484. IEEE.
A TASK DESCRIPTIONS AND DETAILS

Figure 8: The environments used in our experiments

A.1 ENVIRONMENT DESCRIPTIONS

Push with Door, Figure 8(a). The two robots are placed on both sides of a 100cm × 70cm table, opposite each other (all robot manipulation environments are same for this setting). The goal is to push a block through a sliding door and make it reach the target position on the other side of the door. We put a spring on the sliding door, such that it will close automatically in the absence of external force. The initial positions of the projections of the two grippers onto the table plane are sampled in a 40cm × 40cm square on the table (all robot manipulation environments are same for this setting). The initial position of block and the goal position are sampled from a circle with radius 20cm around the table center. We fix the initial height of the two grippers (all robot manipulation environments are same for this setting), and set the initial position of door at the center of the table.

Open box and Place, Figure 8(b). The task is to pick up the block on the table and place it into the box in table center. We put a spring on the sliding lid of the box, so it will close automatically in the absence of external force. The initial positions of the block and goal are sampled from a circle with radius 20cm at the center of the table, outside the box.

Stack Tower, Figure 8(c). The task is to stack several blocks into a tower. All blocks are randomly sampled from a circle with radius 20cm around the center of the table. We perform curriculum learning in this environment, with one more block sampled in each stage. In the first stage in the curriculum, we have one block, we sample the corresponding goal with the height randomly from 0cm to 30cm. In each following stage, we sample one more object block and goal. After the first stage, the goals will form into a tower.

Rearrangement, Figure 8(d). The task is to push multiple blocks to their corresponding target positions on the table. We perform curriculum learning in this environment, with one more block sampled in each stage. All blocks and goals are randomly sampled from a circle with radius 20cm around the table center. We train our method up to 3 blocks (3 curriculum stages) and generalize the approach to up to 8 blocks.

Adjust Bar, Figure 8(e). The task is to adjust a heavy bar to the state that the two sides of it match with the two blue goal positions. That requires the height and the orientation are matched. We randomly sample the two goal positions but make sure the distance between them equals to the length of bar. We fix the gripper to force two robots synergistically use the force in opposite direction to pinch up the bar.

A.2 OBSERVATION SPACE

The observation vector consists of object states, robot states, and the goals for the objects. Specifically, the object states consist of the position and velocity of all the objects. The robot stages consist of the position and velocity of the gripper and the robot joints. The goal vector consists of the target position coordinates.
A.3 ACTION SPACE

For robot tasks, the action is a 8-dimensional vector, which is the concatenation of two 4-dimensional action vectors for each robot. For each robot, the first 3 elements indicates the desired position shift of the end-effector and the last element controls the gripper fingers (locked in push with door scenario). For mass point tasks, the action is a 4-dimensional vector, similarly combined with two 2-dimensional vectors for each mass point. The 2-dimensional action vector only controls the the desired position shift of the end-effector in a plane.

B TRAINING SAMPLE NUMBER

For Push with Door and Open Box and Place, we use 10M samples to train; For Tower Stack and Rearrangement, we leverage curriculum learning and increase the number of blocks by one in each stage. Specifically, we list the number of samples for each stage of training in Table 6.

Table 6: Training samples for curriculum learning in each stage

| Num of Block | 1       | 2       | 3       |
|--------------|---------|---------|---------|
| Tower Stack  | $2 \times 10^6$ | $6 \times 10^6$ | $9 \times 10^6$ |
| Rearrangement| $1 \times 10^6$ | $3 \times 10^6$ | $5 \times 10^6$ |

Computing. In our experiments, we use a single GPU and 8 CPU cores for all the method on each task.

C VIDEO RESULTS

Please refer to our project page: [https://mehooz.github.io/bimanual-attention/](https://mehooz.github.io/bimanual-attention/).