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Abstract

Heavy-tailed random samples, as well as their sum or average, are encountered in a number of signal processing applications in radar, communications, finance, and natural sciences. Modeling such data through the Pareto distribution is particularly attractive due to its simple analytical form, but may lead to infinite variance and/or mean, which is not physically plausible: in fact, samples are always bounded in practice, namely because of clipping during the signal acquisition or deliberate censoring or trimming (truncation) at the processing stage. Based on this motivation, the paper derives and analyzes the distribution of the sum of right-censored Pareto Type-II variables, which generalizes the conventional Pareto (Type-I) and Lomax distributions. The distribution of the sum of truncated Pareto is also obtained, and an analytical connection is drawn with the unbounded case. A numerical analysis illustrates the findings, providing insights on several aspects including the intimate mixture structure of the obtained expressions.
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1. Introduction

In the signal processing field, heavy-tailed distributions are important for modeling data found in engineering, finance, natural sciences, and many other fields [1]. In radar signal processing, popular models such as log-normal, Weibull, and compound-Gaussian are adopted to describe the amplitude of non-Gaussian sea clutter returns, especially at low grazing angle and high resolution [2]. In communications, long tails arise at the network layer e.g. in the modeling of Internet traffic, which does not obey the conventional Poisson assumption [3,4,5], as well as at the physical-layer where impulse noise is found [6]. In natural sciences, heavy tails are found in different contexts such as hydrology and geology [7].

In general, heavy tails arise due to the presence, in the observed distribution of the data, of a small fraction of values more “extreme” than the majority of the cases. Such a behavior can be captured through a power-law relationship, i.e. a function \( f(x) \propto x^{-\alpha} \) that (after normalization) leads to the well-known probability density function (pdf) named after Vilfredo Pareto, who introduced it in 1897 to study the distribution of income [8]. This model applies to many types of data and in fact, among the available heavy-tailed pdfs, it remains particularly attractive for signal processing, data analysis, and inference, thanks to its simple analytical form.

The standard (Type I) Pareto distribution is defined for \( x \geq \mu \), with \( \mu \) a location parameter, and has unbounded upper support. Its behavior is controlled by a shape parameter \( \alpha \), which measures the heaviness of the tail: specifically, \( \alpha < 2 \) yields heavy-tailed variables with infinite second-order moment (variance), while \( \alpha < 1 \) corresponds to even heavier tails for which also the first-order moment (mean) is infinite. In practice, however, some threshold value can be identified that truncates the tail, in particular when it is known that the variable being modeled is upper bounded due to physical limitations (e.g., saturation in the dynamic range of the signal acquisition circuit [9]), deliberate replacement of extreme values by a certain fixed value to increase the robustness to outliers (e.g., winsorizing [10]), or their filtering (e.g., trimming [11]). In this respect, the truncated Pareto distribution [12,13] can be regarded as a more plausible model, since the heavy-tailed behavior is still captured but finite mean and variance are provided. Similarly, the right-censored Pareto distribution is more adequate to represent observations that can incur in saturation or clipping effects, hence accumulate at the upper edge of the data range. Such more physically-plausible Pareto distributions with bounded support have indeed attracted interest in recent years, as numerous evidence shows their suitability to model the statistical behaviour of phenomena arising in radar detection [14,15], modelling of communication network [16], survival analysis [17], hydrology and atmospheric science [18,19], and
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1 Given the underlying power-law functional dependency, the Pareto cumulative distribution function (CDF) decays as a straight line with slope \(-\alpha\) in a doubly-logarithmic plot, see e.g. the dashed line in the inset of Fig. [2].
natural systems at large \[20\].

In such contexts, the sum of Pareto variables also naturally arises. For instance, in the radar field, where the Pareto distribution has been recently proposed as a more tractable model for the signal (after square-law detection) in presence of non-Gaussian clutter \[21\], the sum of Pareto variables is involved in the estimation of the noise power level through cell-averaging CFAR techniques \[22, 23\]. In communications, the sum of Pareto variables describes the aggregated user requests of network resources (such as connections, calls, data packets) in key performance indicators for mobile cellular systems \[24\], and plays a more general role in the estimation of global parameters in heterogeneous opportunistic wireless sensor networks \[25\].

In seismology, the Pareto distribution can be used to describe the seismic energy released in earthquakes and, consequently, the total seismic energy released by multiple earthquakes as sum of Pareto variables \[26\]. In finance, the sum of Pareto random variables has been adopted to describe portfolio’s aggregate losses or total catastrophe risk bonds \[27, 28\]. However, while the distribution of the sum of Pareto variables has been investigated in its exact and approximated form \[20, 26, 29, 30\], the sum of Pareto variables with bounded support has received much less attention.

In this work we derive a convenient expression for the distribution of the sum of right-censored Pareto Type-II variables, which generalizes the conventional Pareto (Type-I) as well as the Lomax distributions (including as special cases the provided results). An analytical connection is also drawn with the Laplace-transform based derivation of the unbounded Lomax case in \[30\]. Furthermore, the distribution of the sum of truncated Pareto variables is obtained. A numerical analysis illustrates the findings for different parameters, providing insights on several aspects including the intimate mixture structure of the obtained pdfs.

The rest of the paper is organized as follows. In Section 2 we recall the concepts of truncated and right-censored distributions, and provide the general expression for the pdf of Pareto Type-II variables with bounded support (either truncated or right-censored). In Section 3 we derive the analytical results, while Section 4 is devoted to the analysis and numerical results. The paper concludes in Section 5.

2. General Expressions for the Truncated and Right-Censored Pareto Distributions

Let us consider a set of \(n\) i.i.d. random variables \(X_i\) with Pareto Type-II distribution having common pdf defined as

\[
f_X(x; \mu, \beta, \alpha) = \frac{\alpha \beta^\alpha}{(\beta + x - \mu)^{\alpha + 1}} \mathbb{1}_{x \geq \mu}
\]

with scale \(\beta > 0\), shape \(\alpha > 0\), and location \(\mu \in \mathbb{R}\), i.e. \(X_i \sim P_{\text{Type-II}}(\mu, \beta, \alpha)\). The indicator function \(\mathbb{1}_{x \in \mathcal{A}}\) is 1 when \(x \in \mathcal{A}\), and 0 otherwise. We denote the sum by \(S_n = X_1 + X_2 + \cdots + X_n\) and its pdf by \(f_{S_n}\). As mentioned before, the unboundedness of the Pareto distribution might be not plausible in practice. Thus, in the following we consider the right-censored random variables \(Y_i = \min(X_i, \tau)\), where \(\tau > \mu\), and \(S_n^\tau\) their sum, i.e. \(S_n^\tau = Y_1 + Y_2 + \cdots + Y_n\), and study the distribution of \(S_n^\tau\).

We observe that \(Y_i\) is a mixed random variable and the common pdf of the \(Y_i\)'s can be written as

\[
f_Y(y) = (1 - p) \delta(y - \tau) + \frac{\alpha \beta^\alpha}{(\beta + y - \mu)^{\alpha + 1}} \mathbb{1}_{(\mu \leq y < \tau)}
\]

where \(p = F_X(\tau) = 1 - (\frac{\beta}{\beta + \mu + \tau})^\alpha\) is the value of the CDF of \(X\) in \(\tau\). The pdf of \(S_n^\tau\) can be obtained by means of the law of total probability as\[3\]

\[
f_{S_n^\tau}(t) = (1 - p)^n \delta(t - \tau n) + \sum_{k=1}^{n} \binom{n}{k} p^k (1 - p)^{n-k} f_{T_k^\tau}(t - (n - k) \tau)
\]

where \(f_{T_k^\tau}\) is the pdf of the sum of \(k\) random variables \(X_i\) distributed as \(X_1\), but conditioned on \(X_1 < \tau\), i.e. the sum of \(k\) truncated Pareto random variables with pdf

\[
f_{\tilde{X}}(\tilde{x}) = \frac{1}{p} \frac{\alpha \beta^\alpha}{(\beta + \tilde{x} - \mu)^{\alpha + 1}} \mathbb{1}_{(\mu \leq \tilde{x} < \tau)}
\]

where \(p\) (defined as above) acts as normalization factor.

The equations above illustrate the direct relationship between the sum of right-censored variables and the sum of (right-)truncated variables, and how the pdf of the latter leads to the former. Moreover, it discloses a mixture structure in the continuous part of pdf, composed by shifted versions of \(f_{T_k^\tau}\).

3. Sum of Truncated Pareto Random Variables

3.1. Derivation via characteristic function

To compute \(f_{T_k^\tau}\) we recall that the pdf of the sum of i.i.d. random variables can be obtained as product of their characteristic functions. Moreover, the characteristic function is proportional to the inverse Fourier transform of the pdf (whenever the latter exists). Leveraging these two well-known facts allows us to compute the pdf of \(T_k^\tau\) as

\[
f_{T_k^\tau}(t) = \frac{1}{2\pi} \int_{-\infty}^{+\infty} e^{-it\xi} \varphi(\xi)^k \, d\xi
\]
where the characteristic function \( \varphi(\xi) \) of the right-truncated Pareto Type-II distribution can be computed as

\[
\varphi(\xi) \equiv \varphi_{\text{Type-II}}(\xi) = E[e^{i\xi X}] = \frac{1}{p} \int_0^{\tau} e^{i\xi x} \frac{\alpha \beta^\alpha}{(\beta + x - \mu)^{\alpha+1}} \, dx = \frac{\alpha}{p} e^{-i(\beta - \mu)\xi} \left( i\beta \xi + \Gamma(-\alpha, -i(\beta + \tau - \mu)\xi) \right)
\]

(6)

and \( \Gamma(\cdot, \cdot) \) is the upper incomplete Gamma function. \( \varphi(\xi) \) can be particularized for the two cases of truncated Pareto Type-I and Lomax distributions for \( \mu = \beta \) and \( \mu = 0 \), respectively:

\[
\varphi_{\text{Type-I}}(\xi) = \frac{\alpha}{p} (-i\beta \xi)^\alpha \left( \Gamma(-\alpha, -i\beta \xi) - \Gamma(-\alpha, -i\tau) \right)
\]

(7)

\[
\varphi_{\text{Lomax}}(\xi) = \frac{\alpha}{p} e^{-i\beta \xi} (-i\beta \xi)^\alpha \left( \Gamma(-\alpha, -i\beta \xi) - \Gamma(-\alpha, -i(\beta + \tau)\xi) \right).
\]

Clearly, for \( k = 1 \) the inverse transform \( \tilde{X} \) returns the pdf of \( X \). For \( k > 1 \), due to the oscillatory nature of the integrand function, the integral is difficult to evaluate numerically. This issue can be partially alleviated by observing that, being \( \varphi(\xi) \) an Hermitian function, the integral over the entire real axis is equal to twice the one over the positive real line, i.e.

\[
f_{T_k}(t) = \frac{1}{2\pi} \left( \int_0^\infty e^{-it\xi} \varphi(\xi)^k \, d\xi + \int_{-\infty}^0 e^{-it\xi} \varphi(\xi)^k \, d\xi \right) = \frac{1}{2\pi} \int_0^\infty e^{-it\xi} \varphi(\xi)^k \, d\xi + e^{it\xi} \varphi(-\xi)^k \, d\xi = \frac{1}{\pi} \int_0^\infty \text{Re}[e^{-it\xi} \varphi(\xi)^k] \, d\xi \quad k \mu \leq t \leq k\tau.
\]

(8)

Equation (8), which essentially remains a Fourier transform, is more convenient since the oscillation towards the negative part of the real axis is avoided. We further manipulate it as follows

\[
f_{T_k}(t) = \frac{1}{\pi} \text{Re} \left[ \int_0^\infty e^{-it\xi} \varphi(\xi)^k \, d\xi \right] = \frac{1}{\pi} \text{Re} \left[ \int_0^\infty e^{-i(t-k(\beta-\mu))\xi} \left( \frac{\alpha}{p} (\beta \xi)^\alpha \left( \Gamma(-\alpha, -i\beta \xi) - \Gamma(-\alpha, -i(\beta + \tau - \mu)\xi) \right) \right)^k \, d\xi \right]
\]

(9)

where we explicitly collected the oscillatory components of \( \varphi(\xi) \) in the Fourier complex exponential kernel. In doing so, the integral can be efficiently computed by leveraging numerical integration methods for functions expressed as product between an oscillatory part and decaying part \[34][35][36][39].

The expression for the CDF follows naturally by applying the Gil-Pelaez inversion integral \[34], giving

\[
F_{T_k}(t) = \frac{1}{\pi} \text{Im} \left[ \int_0^\infty e^{-it\xi} \varphi(\xi)^k \, d\xi \right]
\]

(10)

where the same manipulation as in \[9\] is possible to leverage numerical integration scheme for oscillatory functions.

3.2. Comparison with sum of unbounded Lomax variables

The result obtained in the previous section makes use of the characteristic function to write the pdf of \( S_n' \). Ramsey \[39\] shows an alternative approach for the sum of Lomax variables, which leverages the fact that the pdf of the sum of i.i.d. random variables is the convolution of their pdfs, and, using the convolution theorem, writes the \( k \)-th convolutions of the pdfs as their Laplace transform raised to the \( k \)-th power. Hereby, we will show that such an approach, in case of truncated Pareto variables, leads to the same result we obtained in \[8\].

Let us start considering the following identity

\[
f_{T_k}(t) = L^{-1} \left\{ \mathcal{L} \{ f_X \} (s) \right\} (t)
\]

(11)

where \( \mathcal{L} \{ f \} (s) \) is the Laplace transform of \( f \) of complex variable \( s = \sigma + i\omega \) and \( L^{-1} \) is its inverse. The Laplace transform of \( f_X \) can be computed as

\[
f^*(z) = \frac{1}{p} \int_\mu^{\tau} e^{-sx} \frac{\alpha \beta^\alpha}{(\beta + x - \mu)^{\alpha+1}} \, dx = \frac{\alpha}{p} e^{(\beta - \mu)s} (\beta s)^\alpha (\Gamma(-\alpha, \beta s) - \Gamma(-\alpha, (\beta + \tau - \mu)s))
\]

(12)

which is formally identical to the characteristic function \[7\] but extended to the entire complex plane. Letting \( c \) and \( T \) be positive constants, the inverse Laplace transform is given by the Bromwich integral:

\[
f_{T_k}(t) = \frac{1}{2\pi i} \lim_{T \to \infty} \int_{c-iT}^{c+iT} e^{zs} f^*(s) \, ds
\]

(13)
which can be solved by contour integration and by means of the residue theorem. When the variables in the sum are not truncated, a valid contour of integration Ω′ (adopted in [30]) is the one illustrated in dashed line in Fig. 1. In our case instead, the contour has to be modified to exclude the half-plane containing the negative real axis, where \( f^* \) does not converge. The integral is then computed along the contour Ω (Fig. 1, solid line) as

\[
\int_{\Omega} = \int_{1R} + \int_{c+iT} + \int_{C} + \int_{C'} + \int_{c-iT} = 0 \quad (14)
\]

where the last equality holds since \( f^* \) has no poles inside the contour of integration. For \( \varepsilon \to 0, R \to \infty \), and \( T \to \infty \) it is simple to notice that the integrals over the arcs \( C \) and \( C' \) go to zero. Hence

\[
\int_{c-i\infty}^{c+i\infty} e^{ts} f^*(s)^k ds = \int_{0}^{i\infty} e^{ts} f^*(s)^k ds - \int_{0}^{-i\infty} e^{ts} f^*(s)^k ds = 2\pi i \int_{0}^{\infty} e^{t\omega} f^*(i\omega)^k + e^{-t\omega} f^*(-i\omega)^k d\omega
\]

where we replaced \( s = \omega \) and \( s = -i\omega \) in the first and second integral, respectively. Substituting in (13) we obtain

\[
f_{T_k}(t) = \frac{1}{2\pi} \int_{0}^{\infty} [e^{it\omega} f^*(i\omega)^k + e^{-it\omega} f^*(-i\omega)^k] d\omega
\]

\[
= \frac{1}{\pi} \int_{0}^{\infty} \text{Re}[e^{it\omega} f^*(i\omega)^k] d\omega \quad k\mu \leq t \leq k\tau. \quad (15)
\]

where we noticed that the two terms in the first equation are complex conjugate. It is immediately evident that (8) and (15) are formally equivalent.

4. Analysis and Numerical Results

In the following, without loss of generality, we will assume the scale parameter to be \( \beta = 1 \). Moreover, when dealing with right-censored random variables, we will only discuss the continuous part of the distribution, since the

Figure 2: Pdf and CCDF of \( S_n \) and \( S_n^c \) for \( n = 10, \tau = 10 \), and \( X_i \sim \text{Lomax}(1, 0.9) \). Normalized histogram of \( S_n^c \) is obtained for the same parameters via Monte Carlo simulations.

Figure 3: Pdf of \( S_n^c \) for \( n = 5, \tau = 10 \), and \( X_i \sim \text{Lomax}(1, 0.9) \), \( X_i \sim \text{PType-I}(1, 0.9) \), and \( X_i \sim \text{PType-II}(5, 1, 0.9) \). Corresponding histograms of \( S_n^c \) for the same parameters are obtained via Monte Carlo simulations.

Figure 4: Continuous part of the pdf of \( S_n^c \) (black line) and pdfs of the sum of truncated Pareto \( T_k^c \) for \( k = 1, \ldots, 10 \) with correspondent weights.

Figure 5: Pdf and CCDF of \( S_n^c \) for \( n = 5 \) and different values of \( \alpha \) and \( \tau \).
discrete part, besides being negligible in many common cases, is always a discrete Dirac delta function localized at the right extreme of the pdf support hence is not worth further investigation.

We start by comparing the obtained distribution with the one characterizing the sum of unbounded Lomax random variables described in [33]. Fig. 3 shows the pdfs of the sum of $n$ right-censored Lomax (solid) and the sum of $n$ unbounded Lomax random variables (dashed), with $n = 10$, $\alpha = 0.9$, and censoring threshold $\tau = 10$. We can observe the effects of the censoring on the support of the distribution of $S^{\mu}_{n}$, which is limited in the range $[0, n\tau]$, whereas the distribution $f_{S^{\mu}_{n}}$ exhibits a much heavier tail (and unbounded support). The behaviour of the tails of these distributions is much more clear when looking at the Complementary CDF (CCDF) in the log-log axis, shown as inset in the same figure. This reveals the typical linear negative slope for $S_{n}$, while $S^{\mu}_{n}$ density decays with a double exponential rate when approaching the upper limit of its support. The histogram obtained via Monte Carlo simulation of $S^{\mu}_{n}$ with same parameters is also reported in the figure for comparison, showing an excellent match between the theoretical expression and the numerical experiments.

After investigating the effect of the truncation on the distribution support and tail behaviour, we illustrate how the shape of $f_{S^{\mu}_{n}}$ changes for different values of Pareto distributions. In particular, we consider the behaviour of the distribution for $n = 5$, $\tau = 10$, $\alpha = 0.9$ and for different values of the location parameter $\mu$. Fig. 5 shows the theoretical distribution for $\mu = 0$ (Lomax), $\mu = \beta = 1$ (Pareto Type-I), and $\mu = 5$ (Pareto Type-II) together with the corresponding histograms obtained via Monte Carlo simulations. We observe that all the resulting densities exhibit multimodal profiles, supporting the interpretation of the pdf as a mixture of different components. As expected, changing the location parameter $\mu$ makes the lower limit of the distribution support equal to $n\mu$. More interestingly, we notice that, since the upper limit is fixed at $n\tau$, changing $\mu$ deforms the distribution profile in a non-trivial way, modifying size and height of the modes.

Fig. 6 discloses the mixture structure of the continuous part of $f_{S^{\mu}_{n}}$ for $n = 10$ and $\tau = 10$. In particular, each colored line in the figure represents the pdf of the sum of $k$ truncated Pareto Type-I, with $\alpha = 0.9$ and $\beta = \mu = 1$. Although in principle the support of each pdf $f_{T^{\mu}_{k\alpha\beta\tau}}$ is $[k\mu, k\tau]$, we observe that they are also shifted by $(n-k)\tau$, in agreement with [33]. Additionally, the contribution of each component to the mixture is weighted by the corresponding value $\binom{n}{k}k!\beta^k(1-p)^{n-k}$ reported on top of each line, and the resulting weighted sum is shown as solid black line in the same figure. Comparing this pdf and the weights, one can clearly realize that only the last three components ($k \geq 8$) contribute significantly to the pdf.

Finally, we explore the role played by the different parameters in shaping the distribution of $S^{\mu}_{n}$. Fig. 5 shows the pdf and the CCDF of the sum of $n = 5$ Pareto Type-I random variables for different combinations of the parameters $\tau$ and $\alpha$. First, we can notice that for $\alpha = 2.5$ the value of $\tau$ does not impact significantly onto the shape of the pdf. This is expected, since the pdfs constituting the mixture decay so rapidly that the truncation effect is substantially negligible. On the other hand, for $\alpha = 0.9$, the value of $\tau$ makes a profound impact, changing the shape of the pdf from a multimodal profile with peaks of different sizes and heights for $\tau = 10$, to one with a single dominant mode and very low peaks in the higher part of the support for $\tau = 100$. These secondary modes can be explained by noticing that the $k$-th components of the mixture for small $k$ have associated weights which are not negligible when $\tau$ and $\alpha$ are respectively large and small enough. Hence, in general, different combinations of the parameters $\alpha$ and $\tau$ may change dramatically the distribution, from a mild single mode to a more wild multimodal density. The CCDF in the inset of same figure illustrates how the tail of the distribution behaves for the same set of parameters. Here it is even more clear that, for $\alpha = 2.5$, the effect of the truncation is hidden by the rapid decay of the power law. In this case and for $\tau = 10$, the CCDF for $\tau = 10$ reaches values below $10^{-6}$ much earlier than the corresponding curve obtained for $\alpha = 0.9$, which instead reaches around $10^{-4}$ only at the end of its support.

5. Conclusion

We have derived and studied a convenient expression for the distribution of the sum of right-censored Pareto Type-II samples, which includes the conventional Pareto (Type-I) as well as the Lomax cases. The distribution of the sum of truncated Pareto variables has been also obtained, and an analytical connection has been drawn with the Laplace-transform based derivation of the unbounded Lomax. A numerical analysis has highlighted relevant behaviors and provided insights on several aspects, including the intimate mixture structure of the obtained pdfs and the consequent possible multi-modality.
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