HOMOGENEOUS SPACES, CURVATURE AND COHOMOLOGY

MARTIN HERRMANN

Abstract. We give new counterexamples to a question of Karsten Grove, whether there are only finitely many rational homotopy types among simply connected manifolds satisfying the assumptions of Gromov’s Betti number theorem. Our counterexamples are homogeneous Riemannian manifolds, in contrast to previous ones. They consist of two families in dimensions 13 and 22. Both families are nonnegatively curved with an additional upper curvature bound and differ already by the ring structure of their cohomology rings with complex coefficients. The 22-dimensional examples also admit almost nonnegative curvature operator with respect to homogeneous metrics.

1. Introduction

In this paper we give new counterexamples to a question raised by Grove in [5] whether there are only finitely many rational homotopy types of closed simply connected manifolds with a given lower bound for the sectional curvature and a given upper bound on the diameter. Counterexamples have been given by Fang and Rong in [4] and Totaro in [11]. All the examples actually already differ by the ring structure of the rational cohomology ring and (except for Totaro’s six dimensional family) share a common upper bound on the sectional curvature. Totaro’s examples in dimension 6 and 9 have the merit of being nonnegatively curved, while the examples of Fang and Rong differ by their cohomology rings with complex coefficients.

We show that there are counterexamples to Grove’s question with an additional upper curvature bound among homogeneous spaces in dimensions 13 and ≥ 15, which differ by their complex cohomology rings. We also show that in dimensions 22 and ≥ 24 there are examples which in addition have almost nonnegative curvature operator with respect to homogeneous metrics.

Note that of Totaro’s examples only finitely many can be homogeneous, as one can see from the classification of compact simply connected homogeneous spaces up to dimension 9 carried out by Klaus in his diploma thesis [9]. To see this in the nine-dimensional case, from the classification one sees, that they would have to be principal circle bundles over the product (S^2)^4 = S^2 × S^2 × S^2 × S^2, which fall into only finitely many rational homotopy types.
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Theorem 1. For \( n = 13 \) and \( n \geq 15 \) there exist \( C, D > 0 \) and an infinite family of closed, simply connected, homogeneous \( n \)-manifolds \( M_n \) with normal homogeneous metrics, such that their cohomology rings \( H^\bullet(M_n; \mathbb{C}) \) with complex coefficients are pairwise non-isomorphic, their sectional curvature satisfies \( 0 \leq \sec M_n \leq C \) and their diameter \( \text{diam}(M_n) \leq D \).

Recall that a closed manifold \( M \) has almost nonnegative curvature operator if for every \( \varepsilon > 0 \) there is a Riemannian metric \( g_\varepsilon \) on \( M \) whose curvature operator \( \hat{R}_{g_\varepsilon} \) satisfies

\[
\hat{R}_{g_\varepsilon}(\text{diam}(M, g_\varepsilon))^2 > -\varepsilon.
\]

We say that for a family \((g_t)_{t \in (0,1]} \) on \( M \) the family \((M, g_t)\) has almost nonnegative curvature operator as \( t \to 0 \), if \( \lim_{t \to 0} \hat{R}_{g_t}(\text{diam}(M, g_t))^2 = 0 \).

By looking at principal torus bundles over \((\mathbb{C}P^2)^5\) and their products with spheres we prove the following theorem.

Theorem 2. For \( n = 22 \) and \( n \geq 24 \) there exist \( C, D > 0 \) and infinitely many homogeneous closed simply connected \( n \)-manifolds \( E_\alpha \) with pairwise non-isomorphic complex cohomology rings, such that on every \( E_\alpha \) there exists a family \( g_t, t \in (0,1] \), of homogeneous Riemannian metrics with

- \( 0 \leq \sec g_t \leq C, \text{Ric}_{g_t} > 0 \) and \( \text{diam}_{g_t} \leq D \);
- \( 0 \leq \sec g_t, \text{Ric}_{g_t} > 0 \) and \( \text{diam}_{g_t} \leq D \) for every \( t \in (0,1] \) and \((E_\alpha, g_t)\) has almost nonnegative curvature operator as \( t \to 0 \).

The metric \( g_1 \) is in fact normal homogeneous with respect to the transitive \( \text{SU}(3)^5 \times \text{T}^2 \) action on the \( E_\alpha \). This family gives to our knowledge the first examples of closed, simply connected manifolds in a fixed dimension with almost nonnegative curvature operator and infinitely many different rational homotopy types.

Note that in both theorems, the higher dimensional families are obtained from the families in dimensions 13 and 22 by taking products with spheres. By taking products with a circle, one can also obtain families in dimensions 14 and 23, respectively, that share the same properties, except for being simply connected.

This paper is organized as follows. In Section 2 we will give the definition of the 22-dimensional examples and compute their cohomology rings. In Section 3 we define the family of homogeneous metrics on the examples and estimate their curvature. In Section 5 we give the proof of Theorem 2. In Section 6 we prove Theorem 1. Section 7 contains some further remarks and questions.

Theorem 2 was part of the author’s dissertation [7] at the Karlsruhe Institute of Technology. The author wishes to thank his advisor Wilderich Tuschmann for his constant help and advice.
2. COHOMOLOGY RINGS OF THE 22-DIMENSIONAL EXAMPLES

In this section let $K \in \{\mathbb{Q}, \mathbb{R}, \mathbb{C}\}$.

For $\alpha \in \mathbb{N}$ let $E_\alpha$ denote the principal $T^2$-bundle obtained by first taking the principal $S^1$-bundle $\tilde{E}$ over $(\mathbb{CP}^2)^5$ with first Chern class $z_1 + z_2 + z_3 + z_4$ where $z_i$ is a generator of the cohomology of the $i$-th $\mathbb{CP}^2$ factor, and then the principal $S^1$-bundle over $E$ with first Chern class $[z_1] + \alpha[z_3] + [z_3]$. Here $[z_i]$ denotes the equivalence class of $z_i$ in $H^2(E; \mathbb{Z}) = H^2((\mathbb{CP}^2)^5; \mathbb{Z})/(z_1 + z_2 + z_3 + z_4)$.

Note that $E_\alpha$ is simply connected, since the Chern classes aren’t multiples in $H^2((\mathbb{CP}^2)^5; \mathbb{Z})$ and $H^2(E; \mathbb{Z})$, respectively.

Let $x_i$ be the equivalence class of $z_i$ in $H^2(E_\alpha; \mathbb{Z})$.

**Lemma 3.** The $K$-cohomology ring $H^{\leq 6}(E_\alpha; K)$ of $E_\alpha$ in degrees $\leq 6$ is generated by $x_1$, $x_2$ and $x_3$ with relations

\[
x_1^3, \ x_2^3, \ x_3^3,
\]

\[
x_1^2 x_2 + x_1^2 x_3 + x_1 x_2^2 + 2x_1 x_2 x_3 + x_1 x_3^2 + x_2 x_3^2,
\]

and

\[
x_1^2 x_3 + \alpha \ x_1 x_2^2.
\]

**Proof.** Let $\mu^k_{c_1(E)} : H^k((\mathbb{CP}^2)^5; K) \to H^{k+2}((\mathbb{CP}^2)^5; K)$ denote multiplication by $c_1(E) = x_1 + x_2 + x_3 + x_4$.

Look at the Serre spectral sequence of $E$. Since $H^{\text{odd}}((\mathbb{CP}^2)^5; K) = 0$, the only nontrivial differentials are

\[d_2 : H^{2k}((\mathbb{CP}^2)^5; K) \otimes H^1(S^1; K) \to H^{2k+2}((\mathbb{CP}^2)^5; K) \otimes H^0(S^1; K).\]

There is a generator $a \in H^1(S^1; K)$ such that $d_2(a) = c_1(E)$. Therefore

\[H^{2k}(\tilde{E}; K) = H^{2k}((\mathbb{CP}^2)^5; K) / \text{Im}(\mu^{2k-2}_{c_1(E)}) \otimes H^0(S^1; K)\]

and

\[H^{2k+1}(\tilde{E}; K) = \ker(\mu^{2k}_{c_1(E)}) \otimes H^1(S^1; K).\]

The multiplicative structure is the one induced from $H^*((\mathbb{CP}^2)^5; K) \otimes H^*(S^1; K)$.

A short computation shows that $\mu^0_{c_1(E)}$, $\mu^2_{c_1(E)}$, $\mu^4_{c_1(E)}$ and $\mu^6_{c_1(E)}$ are injective. Furthermore, $\text{Im}(\mu^0_{c_1(E)})$, $\text{Im}(\mu^2_{c_1(E)})$, $\text{Im}(\mu^4_{c_1(E)})$ and $\text{Im}(\mu^6_{c_1(E)})$ identify products that contain $z_4$ with linear combinations of products that do not contain it. These identifications form a basis of $\text{Im}(\mu^0_{c_1(E)})$ and $\text{Im}(\mu^2_{c_1(E)})$. Since $z_4^3 = 0$, in $\text{Im}(\mu^4_{c_1(E)})$ we get an additional relation $r$, namely

\[r = c_1(E) \cdot \frac{1}{3}(z_1 z_2 + 2z_1 z_2 + 2z_1 z_3 - z_1 z_4 + z_2^2 + 2z_2 z_3 - z_2 z_4 + z_3^2 - z_3 z_4 + z_4^2)
\]

\[= z_1^2 z_2 + z_1^2 z_3 + z_1 z_2^2 + 2z_1 z_2 z_3 + z_1 z_3^2 + z_2 z_3^2 + z_2 z_4^2.\]
A basis for \( \text{Im}(\mu^4_{c_1(E)}) \) is given by the elements identifying non-vanishing products that contain \( z_3 \) with linear combinations of products that do not contain it, and the additional elements \( r(z_1 + z_2 - z_3), r(z_1 - z_2 + z_3) \) and \( r(-z_1 + z_2 + z_3) \).

As the odd cohomology of \( \tilde{E} \) vanishes in small degrees, the same works in degrees \( \leq 6 \) for \( E_\alpha \) viewed as a principal \( S^1 \)-bundle over \( \tilde{E} \). If \( y_i \) denotes the equivalence class of \( z_i \) in \( H^2(\tilde{E}; \mathbb{K}) \), then as above we get that the equivalence classes of \( y_1, y_2 \) and \( y_3 \) generate \( H^2(E_\alpha; \mathbb{K}) \) and the additional relation is obtained as

\[
c_1(E_\alpha) \cdot \left( \frac{y_1^2}{\alpha} + 2y_1y_3 - \frac{y_4y_5}{\alpha} + \alpha y_5^2 - y_3y_5 + \frac{y_2^2}{\alpha} \right) = 3(y_1^2y_3 + \alpha y_1y_3^2). \quad \square
\]

**Lemma 4.** For \( \alpha, \tilde{\alpha} \in \mathbb{N} \) we have that \( H^*(E_\alpha; \mathbb{K}) \) and \( H^*(E_{\tilde{\alpha}}; \mathbb{K}) \) are isomorphic if and only if \( \alpha = \tilde{\alpha} \).

**Proof.** Let \( \varphi : H^*(E_\alpha; \mathbb{K}) \rightarrow H^*(E_{\tilde{\alpha}}; \mathbb{K}) \) be an isomorphism of graded rings. Let \( \varphi(x_i) = a_i x_1 + b_i x_2 + c_i x_3 \). Then

\[
0 = \frac{1}{3} \varphi(x_1)^3 = (a_1^2b_1 - b_1c_1^2)x_1x_2 + (a_1b_1^2 - b_1c_1^2)x_1x_3 + 2(a_1b_1c_1 - b_1c_1^2)x_1x_2x_3
\]

\[+ (a_1c_1^2 - b_1c_1^2) x_1x_2x_3 + (b_1^2c_1 - b_1c_1^2)x_2x_3.
\]

As \( x_1^2x_2, x_1x_2x_3, x_1x_3^2 \) and \( x_2^2x_3 \) form a basis of \( H^6(\tilde{E}_\alpha; \mathbb{K}) \), the coefficients must vanish. Therefore

\[
\varphi(x_1) = a_1 x_1, \quad \varphi(x_i) = b_i x_2, \quad \varphi(x_i) = c_i x_3, \quad \varphi(x_i) = b_i(x_1 + x_2 + x_3)
\]

or

\[
\varphi(x_i) = a_i x_1 + \tilde{\alpha} a_i x_3.
\]

Furthermore

\[
0 = \varphi(x_1^2x_3 + \tilde{\alpha} x_1x_3^2) = \varphi(x_1)^2\varphi(x_3) + \alpha \varphi(x_1)\varphi(x_3)^2.
\]

Using this it is easy to see that \( \varphi(x_1) = a_1 x_1, \varphi(x_1) = c_1 x_3 \) or \( \varphi(x_1) = a_1 x_1 + \tilde{\alpha} a_1 x_3 \) and \( \varphi(x_3) = a_3 x_1, \varphi(x_3) = c_3 x_3 \) or \( \varphi(x_3) = a_3 x_1 + \tilde{\alpha} a_3 x_3 \).

Then the transformation matrix of \( \varphi|_{H^2(E_\alpha; \mathbb{K})} : H^2(E_\alpha; \mathbb{K}) \rightarrow H^2(E_{\tilde{\alpha}}; \mathbb{K}) \) takes one of the following forms:

\[
\begin{align*}
(A) & : \begin{pmatrix} a_1 & 0 \\ 0 & 0 \\ c_3 & 0 \end{pmatrix}, \\
(B) & : \begin{pmatrix} a_1 & a_3 \\ 0 & 0 \\ 0 & \tilde{\alpha}a_3 \end{pmatrix}, \\
(C) & : \begin{pmatrix} 0 & a_3 \\ 0 & 0 \\ c_1 & 0 \end{pmatrix}, \\
(D) & : \begin{pmatrix} 0 & a_3 \\ a_3 & 0 \\ c_1 & \tilde{\alpha}a_3 \end{pmatrix}, \\
(E) & : \begin{pmatrix} 0 & 0 \\ 0 & 0 \\ \tilde{\alpha}a_1 & 0 \end{pmatrix}, \\
(F) & : \begin{pmatrix} a_1 & 0 \\ 0 & 0 \\ \tilde{\alpha}a_1 & c_3 \end{pmatrix}.
\end{align*}
\]

Using (2.1) in these cases we get that

\[
\begin{align*}
(A) & : c_3 = \frac{\tilde{\alpha}}{\alpha} a_1, \quad (B) : a_1 = -\alpha a_3, \quad (C) : c_1 = \alpha \tilde{\alpha} a_3, \\
(D) : c_1 = -\alpha \tilde{\alpha} a_3, \quad (E) : a_1 = -\alpha a_3, \quad (F) : a_1 = -\frac{\alpha}{\tilde{\alpha}} c_3.
\end{align*}
\]

As \( \varphi \) is an isomorphism, in each of these cases \( \varphi(x_2) = b_2 x_2 \) or \( \varphi(x_2) = b_2(x_1 + x_2 + x_3) \). This gives us cases (A1), (A2), (B1), \ldots, (F2).
Then use
\begin{equation}
0 = \varphi(x_1^2x_2 + x_1^2x_3 + x_1x_2^2 + 2x_1x_2x_3 + x_1x_3^2 + x_2x_3^2)
= \varphi(x_1)^2\varphi(x_2) + \varphi(x_1)^2\varphi(x_3) + \varphi(x_1)\varphi(x_2)^2 + 2\varphi(x_1)\varphi(x_2)\varphi(x_3)
+ \varphi(x_1)\varphi(x_3)^2 + \varphi(x_2)^2\varphi(x_3) + \varphi(x_2)\varphi(x_3)^2
\end{equation}
to get a contradiction in each of the cases (A1), . . . , (F2) if \( \alpha \neq \tilde{\alpha} \). This is an elementary, but due to the number of cases rather lengthy, computation. \( \square \)

3. Homogeneous metrics on the 22-dimensional examples

Since \( \tilde{G} = (SU(3))^5 \) is semisimple, the usual action of \( \tilde{G} \) on \( (CP^2)^5 \) lifts to an action on \( E_\alpha \) that commutes with the \( T^2 \) action (see [10]). As \( \tilde{G} \) and \( T^2 \) act transitively on base and fibre, respectively, \( E_\alpha \) is a homogenous space of \( G = (SU(3))^5 \times T^2 \).

A short computation shows that the stabilizer \( G_x \) at \( x \in E_\alpha \) is of the form \( \{(x, \rho(x)) \mid x \in \tilde{G}_\pi(x)\} \), where \( \pi : E_\alpha \to (CP^2)^5 \) is the projection and \( \rho : \tilde{G}_\pi(x) \to T^2 \) is a Lie group homomorphism. In particular, if we put \( H = S(U(1) \times U(2)) \) and \( H_\rho = \{(x, \rho(x)) \mid x \in H\} \) for a homomorphism \( \rho : H \to T^2 \), then \( E_\alpha = G/H_\rho \) for some \( \rho \). Furthermore, let \( K = (S(U(1) \times U(2)))^5 \times T^2 < G \).

Let \( \langle ., . \rangle = \langle ., . \rangle_{\tilde{G}} \times \langle ., . \rangle_{T^2} \) be the biinvariant product metric on \( G \), where \( \langle ., . \rangle_{\tilde{G}} \) and \( \langle ., . \rangle_{T^2} \) are biinvariant metrics on \( \tilde{G} \) and \( T^2 \). We denote the lie algebras of \( G \), \( K \) and \( H_\rho \) with \( \mathfrak{g}, \mathfrak{k} \) and \( \mathfrak{h}_\rho \), respectively. Let \( m_1 \) be an orthogonal complement of \( \mathfrak{k} \) in \( \mathfrak{g} \) and \( m_{2, \rho} \) an orthogonal complement of \( \mathfrak{h}_\rho \) in \( \mathfrak{k} \). Then define a left invariant metric, which is invariant under the adjoint actions of \( H_\rho \) and \( K \) on \( \mathfrak{g} \), by
\[
\langle X, Y \rangle_{\mathfrak{g}} = \langle X_{m_1}, Y_{m_1} \rangle + t^2 \langle X_{m_{2, \rho}}, Y_{m_{2, \rho}} \rangle + t^2 \langle X_{\mathfrak{h}_\rho}, Y_{\mathfrak{h}_\rho} \rangle,
\]
where \( X, Y \in \mathfrak{g} \) and the subscripts denote orthogonal projection on the respective subspaces. The left invariant metric \( \langle ., . \rangle_{\mathfrak{g}} \) induces a homogeneous metric \( g_t \) on \( E_\alpha \).

The following lemma will allow us to use the main result of [8] to conclude that \( (M, g_t) \) has almost nonnegative curvature operator as \( t \to 0 \).

Lemma 5. The homogenous metrics \( g_t \) are connection metrics on \( E_\alpha \) with respect to some connection form \( \gamma \) and some biinvariant metric \( b \) on \( T^2 \).

Proof. Let \( \iota_g = (p \circ l_g)_* : m_1 \oplus m_{2, \rho} \to T_{gH_\rho}E_\alpha \), where \( p : G \to G/H_\rho = E_\alpha \) is the canonical projection and \( l_g \) is left multiplication by \( g \). Then \( \iota_g \) is an isomorphism.

Note that the vertical subspaces at \( gH_\rho \in E_\alpha \) is given by \( \iota_g(m_{2, \rho}) \). Define horizontal subspaces \( \mathcal{H}_{gH_\rho} = \iota_g(m_1) \). Then \( R_t \mathcal{H}_{gH_\rho} = \mathcal{H}_{R_t(gH_\rho)} \) for \( t \in T^2 \) and the right action \( R \) of \( T^2 \) on \( E_\alpha \), so \( \mathcal{H} \) defines a connection form \( \gamma \) on \( E_\alpha \). Let \( \rho^* \) be the adjoint of \( \rho : \mathfrak{g}(U(1) \times U(2)) \to \mathfrak{t}^2 \) with respect to the restriction of \( \langle ., . \rangle_{\tilde{G}} \) to \( S(U(1) \times U(2)) \) and \( \langle ., . \rangle_{T^2} \). Then
\[
m_{2, \rho} = \{(-\rho^* v, v) \mid v \in \mathfrak{t}^2\}
\]
and
\[
\iota_g(-\rho^* v, v) = \frac{d}{dt}|_{t=0}(gH_\rho \exp(t(v + \rho^* v))).
\]
Therefore \( \gamma = \tilde{\gamma} \circ \iota^{-1} \) with

\[
\tilde{\gamma} : m_1 \oplus m_{2,\rho} \rightarrow t^2, \quad X + (-\rho_s v, v) \mapsto v + \rho_s \rho_s^* v.
\]

Define a biinvariant metric on \( t^2 \) by \( b = (\tilde{\gamma}|_{m_{2,\rho}})^* \langle ., . \rangle \). Then \( g_t \) is the connection metric induced by \( \gamma \), \( t^2b \) and the normal homogeneous metric on \( G/K = (\mathbb{C}P^2)^5 \) coming from \( \langle ., . \rangle \).

4. Curvature of the metrics

Let \( X^t = X_1 + \frac{1}{4} X_2, Y^t = Y_1 + \frac{1}{4} Y_2 \in m_1 \oplus m_{2,\rho} \) be orthonormal with respect to \( \langle ., . \rangle_t \). Then the sectional curvature with respect to the homogeneous metric \( g_t \) is given by (see e.g. \[3\] formula (3.32))

\[
\sec_{g_t}(\rho_* X^t, \rho_* Y^t) = \left\| \text{ad}_{X^t}^* Y^t + \text{ad}_{Y^t}^* X^t \right\|_t^2 - \left\langle \text{ad}_{X^t}^* X^t, \text{ad}_{Y^t}^* Y^t \right\rangle_t - \frac{3}{4} \left\| [X^t, Y^t]|_m \oplus m_{2,\rho} \right\|_t^2 - \frac{1}{2} \left( \left\langle [X^t, Y^t], Y^t \right\rangle_t + \left\langle [Y^t, X^t], Y^t \right\rangle_t \right).
\]

Here \( \text{ad}_{X^t}^* \) denotes the adjoint of \( \text{ad}_X : g \rightarrow g, Y \rightarrow [X, Y] \) with respect to \( \langle ., . \rangle_t \).

If, for \( r > 0 \), we let \( f_r : g \rightarrow g, X_{m_1} + X_{m_{2,\rho}} + X_{\beta_r} \mapsto X_{m_2} + r(X_{m_{2,\rho}} + X_{\beta_r}) \), then \( \text{ad}_{X^t}^* = f_{r,t} \circ \text{ad}_X^* \circ f_{r,t} \) and \( \text{ad}_{X^t}^* = -\text{ad}_X^* \). For the Lie brackets we have the following:

\[ [m_1, m_{2,\rho}] \subseteq [m_1, \mathfrak{t}] \subseteq m_1, [\mathfrak{t}, \mathfrak{t}] \subseteq \mathfrak{t}, [m_{2,\rho}, m_{2,\rho}] = \{0\} \text{ and } [m_1, m_1] \subseteq \mathfrak{t}. \]

Using this, we compute the terms appearing in the formula for the sectional curvature of the plane spanned by \( X^t \) and \( Y^t \).

**Lemma 6.** With \( X^t \) and \( Y^t \) as above:

(a) \[ \left\| \text{ad}_{X^t}^* Y^t + \text{ad}_{Y^t}^* X^t \right\|_t^2 = (t - \frac{1}{4})^2 \left( \left\| [X_1, Y_2] \right\|^2 + \left\| [X_2, Y_1] \right\|^2 - 2 \left\langle [X_1, Y_2], [X_2, Y_1] \right\rangle \right) \]

(b) \[ \left\langle \text{ad}_{X^t}^* X^t, \text{ad}_{Y^t}^* Y^t \right\rangle_t = -(t - \frac{1}{4})^2 \left\langle [X_1, Y_2], [X_2, Y_1] \right\rangle \]

(c) \[ \left\| [X^t, Y^t]|_m \oplus m_{2,\rho} \right\|_t^2 = t^2 \left\| [X_1, Y_1]|_{m_{2,\rho}} \right\|^2 + \frac{1}{t^2} \left( \left\| [X_1, Y_2] \right\|^2 + \left\| [X_2, Y_1] \right\|^2 + 2 \left\langle [X_1, Y_2], [X_2, Y_1] \right\rangle \right) \]

(d) \[ -\frac{1}{2} \left( \left\langle [X^t, Y^t], Y^t \right\rangle_t + \left\langle [Y^t, X^t], Y^t \right\rangle_t \right) = \left\| [X_1, Y_1] \right\|^2 + \frac{1}{t^2} \left( \left\| [X_1, Y_2] \right\|^2 + \left\| [X_2, Y_1] \right\|^2 + 2 \left\langle [X_1, Y_2], [X_2, Y_1] \right\rangle \right) \]
Proposition 7. \((E_\alpha, g_1)\) has nonnegative sectional and positive Ricci curvature for all \(t \in (0, 1]\).

Proof. Using Lemma 6 one computes

\[
\sec_{g_t}(p_*X^t, p_*Y^t) = \|[X_1, Y_1]\|^2 - \frac{3}{4} t^2 \|[X_1, Y_1]_{m_1,\rho}\|^2 \\
+ (t^2 + \frac{3}{4t^2} - \frac{3}{2}) \|[X_1, Y_2] - [X_2, Y_1]\|^2 \\
+ t^2 \langle [X_1, Y_2], [X_2, Y_1] \rangle.
\]

For \(t = 1\) this expression is nonnegative, since \(g_1\) is normal homogenous. We get

\[
\langle [X_1, Y_2], [X_2, Y_1] \rangle \geq - \|[X_1, Y_1]\|^2 + \frac{4}{3} \|[X_1, Y_1]_{m_1,\rho}\|^2 - \frac{1}{3} \|[X_1, Y_2] - [X_2, Y_1]\|^2
\]

and therefore

\[
\sec_{g_t}(p_*X^t, p_*Y^t) \geq (1 - t^2) \|[X_1, Y_1]\|^2 + \left(\frac{4}{3} t^2 + \frac{1}{3} - \frac{3}{2}\right) \|[X_1, Y_2] - [X_2, Y_1]\|^2 \\
\geq 0.
\]

To see that \((E_\alpha, g_1)\) has positive Ricci curvature, use that the normal homogeneous metric \(g_1\) has positive Ricci curvature by Berestovskij [1] and apply the same trick as above.

\[
\square
\]

5. Proof of Theorem 2

To get the conclusion about the metrics \(g_t\) in dimension 22 just combine Lemma 4 and Proposition 7 and use the main result in [5] (which we can use due to Lemma 5) to get almost nonnegative curvature operator. For the diameter we have \(\text{diam}(E_\alpha, g_t) \leq \text{diam}(G, (\ldots, 1)\).

To get the additional upper bound for the sectional curvature if \(t = 1\), note that

\[
\sec_{(M, g_1)}(p_*X, p_*Y) = \frac{1}{4} \|[X, Y]_{m_1,\rho}\|^2 + \|[X, Y]_{h_\rho}\|^2,
\]

so that

\[
\sec_{(M, g_1)} \leq \max_{X, Y \text{ orthonormal}} \|[X, Y]\|^2.
\]

If \(n \geq 3\), the same proof as above shows, that \(H^\ast(S^n \times S^n; \mathbb{K})\) and \(H^\ast(E_{\tilde{\alpha}} \times S^n; \mathbb{K})\) are isomorphic if and only if \(\alpha = \tilde{\alpha}\). For \(n = 2\) use that an isomorphism \(\varphi : H^\ast(E_{\tilde{\alpha}} \times S^2; \mathbb{K}) \to H^\ast(E_{\tilde{\alpha}} \times \mathbb{S}^2; \mathbb{K})\) maps the generator of \(z \in H^\ast(E_{\tilde{\alpha}} \times S^2; \mathbb{K})\) corresponding to \(S^2\) to a multiple of \(z \in H^\ast(E_{\tilde{\alpha}} \times \mathbb{S}^2; \mathbb{K})\), since this are the only elements whose squares vanish. For the other generators \(x_i\) we have that \(\varphi(x_i)\) is a linear combination of the \(x_i\), since \(\varphi(x_i)^3 = 0\) and \(\varphi(x_i) \notin \mathbb{K} \cdot z\).
6. The 13-dimensional family

As in the proof of Theorem 2, the case \( n \geq 15 \) in Theorem 1 follows by considering products of the 13-dimensional family with spheres of appropriate dimension. The proof for the 13-dimensional family is similar, but easier than the one for the 22-dimensional family, since we do not have to deal with a family of metrics. The examples we consider are the following:

Let \( B = (SU(3)/T^2) \times (SU(3)/T^2) \). Then by Borel

\[
H^*(B; \mathbb{Z}) = \mathbb{Z}[x_1, y_1, x_2, y_2]/I,
\]

where \( I \) is the Ideal generated by \( x_1^2 + x_1y_1 + y_1^2, x_2^2y_1 + x_2y_2 + y_2^2 \) and \( x_1^2y_2 + x_2y_1^2 \). For \( a \in \mathbb{Z} \) let \( M_a \) be the principal \( S^1 \)-bundle over \( B \) with first Chern class \( c_1(M_a) = x_1 + ay_1 - y_2 \). Again by [10], \( M_a \) is a homogeneous space of \( SU(3) \times SU(3) \times S^1 \).

Fix a biinvariant metric on \( SU(3) \times SU(3) \times S^1 \). If we equip all \( M_a \) with the induced metric, we get as in the proof of Theorem 2 in Section 5, that \( 0 \leq \sec M_a \leq C \) for some constant independent of \( a \) and \( \text{diam} M_a \leq \text{diam}(SU(3) \times SU(3) \times S^1) \).

Therefore, for the proof of Theorem 1 we are left with showing that the complex cohomology rings of the \( M_a, a \in \mathbb{Z} \), are pairwise non-isomorphic.

**Lemma 8.** The cohomology ring \( H^{\leq 6}(M_a; \mathbb{C}) \) in degrees \( \leq 6 \) is generated by \( x_1, y_1 \) and \( y_2 \) with only one additional relation, namely \( r_a = (a^2 - 1)x_1^2 + (2a - 1)x_1y_1 + x_2^2 + ax_1x_2 + y_1x_2 \).

The proof of Lemma 8 is similar to that of Lemma 3 and we omit it here. Note that the cohomology ring \( H^*(M_a; \mathbb{C}) \) is via Poincaré duality determined by the ring structure of \( H^{\leq 6}(M_a; \mathbb{C}) \).

**Lemma 9.** Let \( \omega \in H^2(M_a; \mathbb{C}) \). Then \( \omega^3 = 0 \), if and only if

- in the case \( a \neq 0, 1 \), we have that for some \( \lambda \in \mathbb{C} \): \( \omega = \lambda x_1, \omega = \lambda y_1 \), \( \omega = \lambda x_2 \) or \( \omega = \lambda(x_1 + y_1) \)
- in the case \( a = 0 \), we have that for some \( \lambda \in \mathbb{C} \): \( \omega = \lambda x_1, \omega = \lambda y_1 \), \( \omega = \lambda x_2 \) or \( \omega = \lambda(y_1 + x_2) \);
- in the case \( a = 1 \), we have that for some \( \lambda \in \mathbb{C} \): \( \omega = \lambda x_1, \omega = \lambda y_1 \), \( \omega = \lambda x_2 \) or \( \omega = \lambda(x_1 + y_1 + x_2) \).

**Proof.** Let \( \omega = \alpha x_1 + \beta y_1 + \gamma x_2 \). The coefficients of \( \omega^3 \) in the basis \( x_1y_1, x_1^2x_2, x_1y_1x_2 \) of \( H^6(M_a; \mathbb{C}) \) then give

\[
\begin{align*}
(6.1) & \quad 0 = \alpha^2 \beta - \alpha \beta^2 + \alpha \gamma^2 - 2a\alpha\gamma^2 - \beta \gamma^2 + 2a\beta \gamma^2 - a^2 \beta \gamma^2 \\
(6.2) & \quad 0 = \gamma(\alpha^2 - \beta^2 - a\alpha \gamma + \beta \gamma) \\
(6.3) & \quad 0 = \gamma(2a\beta - \beta^2 - a\gamma + \beta \gamma - a\beta \gamma).
\end{align*}
\]

If \( \gamma = 0 \), then Equation (6.1) becomes \( \alpha^2 \beta = \alpha \beta^2 \), so \( \alpha = 0 \), \( \beta = 0 \) or \( \alpha = \beta \).
If $\gamma \neq 0$, we can assume $\gamma = 1$ since $\gamma^{-1}\omega$ also cubes to zero. Then Equation 6.3 gives $\alpha = \beta^{2-1+a}$. Note that because of 0.3 and $a, b \in \mathbb{Z}$, we get $2\beta - 1 \neq 0$. Substituting this for $\alpha$ in 6.2 gives

$$0 = -\beta(\beta - 1)(3\beta^2 - 3\beta + a^2 - a + 1).$$

If $\beta = 0$, then also $\alpha = 0$. If $\beta = 1$, then $\alpha = a$ and 6.1 gives $a = 0$ or $a = 1$. These are exactly the possibilities for $\omega$ in the lemma.

The last case is, that $0 = 3\beta^2 - 3\beta + a^2 - a + 1$. In this case 6.1 gives equations for $a$, that do not have roots in the integers. \qed

The last lemma gives strong restriction on the form of a possible isomorphism and allows us to prove the following proposition.

**Proposition 10.** Let $a, b \in \mathbb{Z}$, $a, b \geq 2$. Suppose that $\varphi : H^*(M_b; \mathbb{C}) \to H^*(M_a; \mathbb{C})$ is an isomorphism. Then $a = b$.

**Proof.** Since $\varphi$ is a ring isomorphism, it satisfies $\omega^3 = 0$ if and only if $\varphi(\omega)^3 = 0$. Therefore, the generators $x_1, y_1, x_2 \in H^2(M_b; \mathbb{C})$ are mapped to multiples of $x_1, y_1, x_2$ or $x_1 + y_1 \in H^2(M_a; \mathbb{C})$. Since $(\varphi(x_1) + \varphi(y_1))^3 = 0$, we know that $\varphi(x_1), \varphi(y_1) \in \mathbb{C}x_1 \oplus \mathbb{C}y_1 \subset H^2(M_a; \mathbb{C})$. Therefore, $\varphi(x_2) = \mu x_2$ for some $\mu \in \mathbb{C} \setminus \{0\}$. There are six possibilities for the images of $x_1$ and $y_1$. The matrix representing $\varphi|_{H^2(M_b; \mathbb{C})}$ in the basis $x_1, y_1, x_2$ is given by

$$\begin{pmatrix} \lambda & \lambda & \lambda \\ \lambda & \mu & \mu \\ -\lambda & \lambda & \mu \end{pmatrix},$$

for some $\lambda \in \mathbb{C} \setminus \{0\}$. Furthermore, $\varphi$ has to satisfy

$$0 = \varphi(r_a) = \varphi((a^2 - 1)x_1^2 + (2a - 1)x_1y_1 + x_2^2 + ax_1x_2 + y_1x_2).$$

Using the coefficients of $\varphi(r_a)$ in the basis $x_1^2, x_1y_1, x_1x_2, y_1x_2$ of $H^4(M_b; \mathbb{C})$, in each of the above cases one sees that either $a = b$ or there is no isomorphism of this form with $a, b \geq 2$. \qed

Together with the discussion of the curvature of $M_a$ Proposition 10 concludes the proof of Theorem 4.

**7. Further remarks and questions**

Totaro’s six and seven-dimensional examples are optimal in terms of the dimension. One might ask what is the optimal dimension if one restricts to homogeneous spaces.

**Question 11.** What is lowest dimension in which homogeneous counterexamples to Grove’s question (with an upper curvature bound) exist?
As mentioned in the introduction, Stephan Klaus has classified all closed simply connected homogeneous spaces in dimensions $\leq 9$. In dimensions $\leq 6$ and in dimension 8 there are only finitely many diffeomorphism types of homogeneous spaces. Using other results from [7] written up in [6] one sees that in the missing dimensions 7 and 9 there are only finitely many rational homotopy types of closed simply connected homogeneous spaces. Therefore the optimal dimension $n$ satisfies $10 \leq n \leq 13$.

Relaxing the symmetry assumption one might also ask the same question for cohomogeneity one manifolds. Recently, Anand Dessai has found an infinite sequence of eight-dimensional cohomogeneity one manifolds of nonnegative curvature with pairwise non-isomorphic complex cohomology rings. This is the minimal dimension in which such cohomogeneity one examples can exist.

**Question 12.** What is the lowest possible dimension in which nonnegatively curved, cohomogeneity one counterexamples to Grove’s question with an additional uniform upper curvature bound exist?

Here the optimal dimension $n$ satisfies $8 \leq n \leq 13$.

Dropping all symmetry assumptions one might still ask about the minimal dimension in which an infinite family of nonnegatively curved counterexamples with a uniform upper curvature and diameter bounds exist. By the examples of Tottaro the minimal dimension is at most 9 and by a result of Tuschmann (see [12]) greater or equal 7. Note however, that due to the classification of closed, simply connected, rationally elliptic manifolds in dimension 7 (see [6]), closed, simply connected, nonnegatively curved 7-manifolds can only have finitely many different complex homotopy types, if the Bott conjecture holds.
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