Generating Flood Hazard Maps Based on an Innovative Spatial Interpolation Methodology for Precipitation
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Abstract: In this study, a new approach for rainfall spatial interpolation in the Luxembourgian case study is introduced. The method used here is based on a Fuzzy C-Means (FCM) clustering method. In a typical FCM procedure, there are a lot of available data and each data point belongs to a cluster, with a membership degree $[0 \ 1]$. On the other hand, in our methodology, the center of clusters is determined first and then random data are generated around cluster centers. Therefore, this approach is called inverse FCM (i-FCM). In order to calibrate and validate the new spatial interpolation method, seven rain gauges in Luxembourg, Germany and France (three for calibration and four for validation) with more than 10 years of measured data were used and consequently, the rainfall for ungauged locations was estimated. The results show that the i-FCM method can be applied with acceptable accuracy in validation rain gauges with values for $R^2$ and $RMSE$ of (0.94–0.98) and (9–14 mm), respectively, on a monthly time scale and (0.86–0.89) and (1.67–2 mm) on a daily time scale. In the following, the maximum daily rainfall return periods (10, 25, 50 and 100 years) were calculated using a two-parameter Weibull distribution. Finally, the LISFLOOD FP flood model was used to generate flood hazard maps in Dudelange, Luxembourg with the aim to demonstrate a practical application of the estimated local rainfall return periods in an urban area.
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1. Introduction

Changing hydrological conditions, as well as the increasing impervious areas due to increasing urban development, have caused fundamental changes in the surface water regimes (e.g., flood events in recent years) [1]. The magnitude of floods can be estimated by a variety of methods depending on the availability of hydrometric data, more importantly, precipitation data [2,3]. Since it is impossible to install and maintain a rain gauge at every point where data are needed, finding a method to estimate local rainfall is crucial. In recent years, with the development of improved statistical approaches, earth observation technologies and machine learning methods, the accuracy as well as the number of spatial interpolation methods have greatly increased [4,5]. However, in the authors’ opinion, not enough attention has been given to clustering methods and fuzzy logic for spatial interpolation of precipitation; this becomes even more important when thinking meticulously about the process of estimating rainfall data in certain point locations based on measured data around that location. It is clear that in most approaches the process follows the fuzzy concept, i.e., the estimated value of the ungauged point id derived by measured data at other locations, using different weights [6,7]. Spatial interpolation is the process of organizing observed data into groups that are relatively similar, in order to fill the gaps between groups. This type of grouping shows the importance of similarity in interpolation...
which draws parallels with the concept of clustering and classification. Thus, developing a method that considers fuzziness and clustering approaches at the same time can be an interesting challenge. In this regard, this research introduces an innovative inverse Fuzzy C-Means clustering (i-FCM) method, which has been developed and applied as a spatial interpolation methodology to estimate rainfall data at locations with no measured rainfall, using measured data from nearby locations. Consequently, the widely and successfully applied LISFLOOD-FP flood model will be used to simulate flood events with different daily rainfall return periods (10, 25, 50 and 100) in Dudelange, southern Luxembourg (ungauged location).

2. Materials and Methods

2.1. Study Area and Data

In order to simulate floods as well as develop the i-FCM methodology for rainfall data, the city of Dudelange, located in southern Luxembourg, was selected as a case study, due to a lack of local rainfall observations albeit its risk exposure to localized urban flashfloods. In this regard, seven rain gauge locations in Luxembourg (Mersch, Livange, Koerich, Potaschberg and Walferdange), Germany (Perl-Nening) and France (Villers-la-Chèvre) were chosen, as shown in Figure 1.

As shown in Figure 1, 3 locations were chosen for calibration stations, whereas 4 stations were considered as validation stations for the estimation of rainfall. The raw data are hourly rainfall data for a period of more than 11 years (January 2010–July 2021). Dudelange on the contrary the inverse Fuzzy C-Means (i-FCM) methodology will be applied for different time scales (daily and monthly). The annual precipitation in all observed stations is shown in Figure 2.

Figure 1. This is a figure. Schemes follow the same formatting.
Dudelange on the contrary the inverse Fuzzy C-Means (i-FCM) methodology will be applied for different time scales (daily and monthly). The annual precipitation in all observed stations is shown in Figure 2.

Figure 2. Annual rainfall of calibration and validation stations.

In order to simulate flood using LISFLOOD-FP, the digital elevation model (DEM) is needed. In this regard, a LiDAR-based Digital Elevation Model (DEM) of Dudelange with a spatial resolution of $50 \times 50$ cm and vertical accuracy of better than 20 cm, provided by Luxembourg Land Registry and Topography (ACT) was resampled to $3 \times 3$ m resolution in order to reduce computation time and consequently introduced to the flood model as an input (see Figure 3). To have a better understanding of the urbanization of the study area, the spatial distribution of buildings in the city is shown in Figure 3, as well.

Figure 3. Digital elevation model (DEM) and built-up areas of Dudelange, southern Luxembourg.

As the above figure shows, the urban expansion occurred in the lower part of DEM. In other words, the city is located in a flood-prone area.

2.2. Estimation of Rainfall Data Using the i-FCM Clustering Method

Data clustering consists in categorizing the data set into specific groups, such that data sets with the same characteristics are incorporated into the same clusters and non-similar data sets belong to different clusters. Defining representative behavior of a multi-dimensional nonlinear system of large time-series data sets is the main objective of data clustering algorithms [8].

The FCM approach is known as an improvement and modification of the well-known K-means clustering [9,10]. In this approach, each data point belongs partly to all clusters, however, with different membership degrees that can vary between 0 and 1. The objective
function in the FCM is minimizing the total intra-cluster variance, i.e., the summed square error function

$$J_m(U, V) = \sum_{i=1}^{c} \sum_{j=1}^{n} u_{ij}^m d^2(x_j, v_i)$$

(1)

within clusters (\(J_m\)) [11,12], where \(U = [u_{ij}]_{c \times n}\) is the fuzzy partition matrix of \(c\) clusters and \(n\) data, \(V = (v_1, v_2, \ldots , v_c)\) are the centers of the clusters, \(u_{ij}\) is the partial membership degree of data \(x_j\) in cluster \(i\) (\(0 \leq u_{ij} \leq 1\) & \(\sum_{i=1}^{c} u_{ij} = 1, j = 1,2,\ldots,n\)), \(m\) is the weighting exponent on each fuzzy membership. Regarding [13] suggestion, the best choice (within clusters) is \((m) = 2\) which is equal to 2 in this study, \(x_j = (x_1, x_2, \ldots , x_n)\) is the dataset, \(v_i\) is the initial value for a cluster center and \(d(x_j, v_i)\) is the Euclidean distance between the \(x_j\) data and the cluster center of the \(i\)-th cluster \(v_i\), i.e., \(\|x_j - v_i\|\).

Equation (1) describes a non-linear optimization problem which can be solved by iterative minimization. The center of each cluster is calculated using the partial derivative of Equation (1) with respect to \(V\), then the partial membership degree of the data will be updated in each iteration by differentiation of the above equation with respect to \(U\):

$$u_{ij} = \left( \sum_{k=1}^{c} \frac{d(x_j, v_i)}{d(x_j, v_k)} \right)^{-\frac{1}{m-1}}, i = 1,2,\ldots, c; j = 1,2,\ldots, c$$

(2)

The iteration process is stopped if the variance of intra-cluster in 5 iterations does not change more than the determined minimum improvement (in this study \(10^{-8}\)), i.e., a minimum improvement in the FCM objective function (convergence) does not occur in 5 iterations and/or the maximum number of iterations (1000 iterations in the present study) is exceeded.

As indicated above, in the normal FCM procedure clusters’ centers are determined in an iterative parameter estimation and consequently the degree of data membership \([0, 1]\) of each data point will be calculated. Differently, in the present study, with i-FCM the center of each cluster is calculated using the partial derivative of Equation (1) with respect to \(V\), then the partial membership degree of the data will be updated in each iteration by differentiation of the above equation with respect to \(U\):

$$u_{ij} = \left( \sum_{k=1}^{c} \frac{d(x_j, v_i)}{d(x_j, v_k)} \right)^{-\frac{1}{m-1}}, i = 1,2,\ldots, c; j = 1,2,\ldots, c$$

(2)

where \(\mu\) is center of the cluster (weather stations) with \(X, Y\) coordinates; \(\sigma_{XY}\) is the covariance matrix \((= [1\ 1] \times 2.5 \times 10^{-5})\), \(n\) is number of data points around each cluster center, which is set equal to 50,000 points (see Figure 4).

Therefore, the whole FCM process was inverted. In FCM, the clustering is performed on data based on a predefined number of clusters for which the centers of the clusters need to be calculated. On the contrary, in this study, the centers of the clusters were determined first as the locations of the weather stations and the data will be generated based on these cluster centers: this is the reason to name this method the inverse FCM (i-FCM).

### 2.3. Return Period (Tr) Estimation for Maximum Daily Rainfall

Flooding happens after extreme rainfall events. The frequency analysis used to calculate maximum daily rainfall with different return periods of 10, 25, 50 and 100 years, can be used as input to the LISFLOOD-FP flood model. There have been a lot of discussions for quite some time in the hydrologological literature on the appropriateness of the Weibull for calculating return periods [14–17]. For this reason, a two-parameter Weibull distribution [18] with the following probability density function (pdf) was used in the present study:

$$f(x|\alpha, \beta) = \frac{\beta}{\alpha} \left( \frac{x}{\alpha} \right)^{\beta-1} e^{-(x/\alpha)^\beta}$$

(4)
where \( f(x) \) is pdf; \( \alpha \) and \( \beta \) are shape and scale parameters, respectively, was fitted to the i-FCM estimated maximum daily rainfall of each year in Dudelange during the time period of January 2010 to July 2021, using nonlinear maximum likelihood estimation (MLE). The cumulative distribution function (\( F(x) \)) is

\[
F(x) = P(X \leq x_i) = \int_0^x f(t)dt
\]

(5)

The magnitude of \( T_r \) is the given value for the inverse of the probability of occurrence \( P(X \geq x_{T_r}) \) which is equal to \( 1 - F(x_{T_r}), \) i.e., \( T_r = [1 - P(X \leq x_{T_r})]^{-1} \).

![Figure 4. Generating random data using a multivariate normal distribution (red, blue and green points are random data around cluster centers/calibration stations).](image)

2.4. Flood Hazard Maps Using LISFLOOD FP Model

The flood hazard maps based on rainfall events with 10, 25, 50 and 100 years were generated by widely and successfully applied LISFLOOD-FP flood model. This model is developed by the University of Bristol [19,20] which allows computation of water depth flows and 2-D water flow velocity in each cell of the raster grid across floodplains. It is based on a modified version of the momentum and continuity equations of full shallow water, neglecting only the convection force term, which can be assumed negligible [21]. In order to calculate a flood hazard value in each cell of the raster map, the LISFLOOD FP model requires spatial and temporal data as inputs. The spatial data are land elevation of each cell (extracted from the DEM), north–south and east–west boundary conditions of the study area and Manning’s roughness coefficient \( n = 0.065 \). The temporal data are rainfall data for specific return periods in \( \text{mm.hr}^{-1} \). Once the inputs are introduced to the model, the water depth and flow velocity in each cell was computed and consequently, the flood hazard value will be calculated based on these two factors (Equations (6) and (7)) [22]

\[
V_{c_{i,j}} = \sqrt{\left[ \max(V_{i-0.5,j} + V_{i+0.5,j}) \right]^2 + \left[ \max(V_{i,j-0.5} + V_{i,j+0.5}) \right]^2}
\]

(6)

\[
H_{z_{i,j}} = D_{i,j} \times (V_{c_{i,j}} + 1.5)
\]

(7)

where \( V_{c_{i,j}}, D_{i,j} \) and \( H_{z_{i,j}} \) are water velocity, water depth and flood hazard data in cell \((i,j)\), respectively. The hazard rating classes shown in Table 1 is used to define a degree of hazard for people in flood events [21,22]
Table 1. Flood hazard classes [22].

| Flood Hazard Rating | Degree of Flood Hazard | Description          |
|---------------------|------------------------|----------------------|
| 0                   | No hazard              | -                    |
| <0.75               | Low                    | Caution; Very low danger |
| 0.75–1.25           | Moderate               | Danger for some       |
| 1.25–2.5            | Significant            | Danger for most       |
| >2.5                | Extreme                | Danger for all        |

3. Results and Discussion
3.1. i-FCM Spatial Interpolation for Precipitation

In this study, the newly introduced i-FCM method was used as a spatial interpolation methodology to estimate rainfall data for an ungauged location (Figure 5). After calculating the membership degrees of all random data \( n = 1.5 \times 10^4 \) around three rain gauge locations, these 3 degrees for each point were applied to estimate rainfall data in four validation rain gauges. For the statistical analysis of the results of the i-FCM method, \( R^2 \) parameters were computed for estimated and measured daily and monthly rainfall (Figure 6). As Figures 7 and 8 show, there is a good agreement between the i-FCM-simulated and measured data at the validation point location, with a high \( R^2 \) (=0.94 to 0.98, 0.86 to 0.89) and a low \( RMSE \) (=9 to 14, 1.67 to 2 mm) for both monthly and daily time scales. Although the statistical parameters \( (R^2 \) and \( RMSE \) show that there is not a significant difference in the accuracy of the i-FCM method between the validation stations, the results in Potaschberg are slightly better which could be related to its greater spatial distance from the calibration station in France (Villers-la-Chèvre). There the annual rainfall shows that it is the most humid area among all calibration stations (See Figure 2). In other words, the distance from the latter calibration station has an inverse relationship with accuracy. All data-driven estimation methods are based on the idea that the random errors are drawn from a normal distribution [23] and the i-FCM model is no exception. Figure 9 illustrates that the posteriori computed errors of the rainfall estimation with this model follow indeed such a normal distribution.

Figure 5. Fuzzy C-means (FCM) clustering on generated data (i-FCM method).
Figure 6. Regression plot of i-FCM model, estimated over observed P(mm); (Left) panel: monthly and (Right) panel: daily rainfall data.

Figure 7. Measured and estimated daily rainfall data in validation stations.

Figure 8. Measured and estimated monthly rainfall data in validation stations.
The above results figures show that the i-FCM model can be applied as a spatial interpolation method to estimate rainfall in an ungauged location, such as Dudelange, as in the case presented here and using relevant membership degrees. The results for this ungauged location are shown in Figure 10 below.

The results reported here clearly indicate that the i-FCM methodology delivers very good and reliable estimated rainfall data for a local case study. The reason is due to the fact that this spatial interpolation method uses the advantages of fuzzy logic and clustering simultaneously. We believe that the method introduced here could be added to current interpolation methods, as summarized for example in [5].
The above results figures show that the i-FCM model can be applied as a spatial interpolation method to estimate rainfall in an ungauged location, such as Dudelange, as in the case presented here and using relevant membership degrees. The results for this ungauged location are shown in Figure 10 below.

![Figure 10. Estimated rainfall for Dudelange (ungauged). (Left) panel: daily, (Right) panel: monthly rainfall data.](image)

The results reported here clearly indicate that the i-FCM methodology delivers very good and reliable estimated rainfall data for a local case study. The reason is due to the fact that this spatial interpolation method uses the advantages of fuzzy logic and clustering simultaneously. We believe that the method introduced here could be added to current interpolation methods, as summarized for example in [5].

### 3.2. Estimation of Maximum Daily Rainfall Return Periods Using Two-Parameter Weibull Distribution

The return periods of the Dudelange maximum daily rainfall are calculated by the two-parameter Weibull distribution over the observation time interval (January 2010 to July 2021). Maximum daily rainfall events in a year for different probabilities $p$ are computed in this method from the corresponding quantiles of the fitted Weibull distribution. The results are shown by the smooth lines in Figure 11. The parameters of the Weibull distribution were estimated within the 95% confidence interval, i.e., $\alpha$ and $\beta$ are equal to 43.81 and 2.33 within the 95% confidence interval of (33.83, 56.72) and (1.56, 3.47), respectively.

![Figure 11. Two-parameter Weibull distribution (red line) for maximum daily rainfall.](image)
Figure 12 shows the corresponding rainfall values for return periods of 10, 25, 50 and 100 years obtained with frequency analysis method using 2-parameter ($\alpha$ and $\beta$) Weibull distribution.

3.3. Generating Flood Hazards Maps Using LISFLOOD FP Model

In order to illustrate the value of the proposed interpolation method for ungauged locations in relation to a downstream application, the interoperated rainfall for different return periods was introduced to a 2-D flood model as one of the inputs, with the assumption of antecedent rainfall of 0.04 mm/hr (equal to 1 mm/day) on the area for 6 h to eliminate the effects initial losses in rainfall-runoff process. Therefore, the whole estimated rainfall for a specific return period will be considered as excessive precipitation by LISFLOOD FP model. By adding other inputs and parameters, namely, the digital elevation model (DEM) and Manning’s roughness coefficient ($n$) of 0.065 the model was run and flood hazards maps were generated (Figure 13). In order to see the effects of rainfall intensity on flood hazards, the involved area (ha) to moderate, significant and extreme hazards are listed in Table 2. As can be seen, the hazardous flooded area with the 100-years return period rainfall event is 33% more than 10-years ones, this value is 12% and 5% larger in comparison to the 25 and 50-years return periods, respectively. In addition, the urban part of the city where buildings are located is the most vulnerable area for flood events which shows that integrated flood management is needed in view of better flood protection measures.

In this study, an inverse FCM (i-FCM) method was introduced for spatial interpolation of rainfall data at an ungauged location—in our case the city of Dudelange, Luxembourg. The reason to name this method the inverse FCM is that the centers of the clusters are a priori set to be the locations of the weather stations and the data are then generated based on these cluster centers.
In the case presented here, the daily and monthly rainfall-data series were measured at seven rain gauge locations. Three of the measured time series were used directly as inputs to the i-FCM model to calculate membership degrees for the generated data and then the data of the four remaining rain gauges were considered for validation. The results of the proposed i-FCM model illustrate that the combination of fuzzy logic and clustering appears to be a reliable tool for spatial interpolation at different time scales. Such interpolated rainfall data can now be generated for any location using i-FCM, which could hold promise for local impact studies of evapotranspiration, droughts and floods, as well as for a variety of water management planning projects. This interpolation can be added as a methodology of spatial interpolation of hydrological data which is indicated in the introduction part such as [5,6]. The main goal of present study is coupling a hydraulics flood model with statistical (calculating return period) and data driven machine learning (spatial interpolation with i-FCM) method to generate flood hazard maps in ungauged station. The combination of these models and algorithms has led to even an increased accuracy in the modeling of floods and will thus help water authorities to better plan for flood management policies.
4. Conclusions

This application of flood models for determining the flood hazard is one of the major titles in water resources planning and management. Obviously, in the process of studying extreme hydrological events like flooding in an urban area, the accurate estimation of rainfall data in any ungauged location is very important. A machine learning (ML) clustering method as an efficient, fast, accurate yet simple tool was introduced in this study, named i-FCM spatial interpolation. A two-dimensional numerical model is a very useful tool to show the flood hazard maps after an intensive rainfall event. The combination of the proposed ML method and a hydrodynamic model is a practical scientific-based approach to increase the accuracy in the modeling of flood events. In this study, a LISFLOOD FP flood model was applied for generating hazard maps in an urban floodplain, Dudelange, southern Luxembourg. More specifically, the rainfall data were estimated by i-FCM method for ungauged location firstly. The statistical analysis of the validation stations shows that the i-FCM spatial interpolation method works appropriately. In the next step, a frequency analysis statistical method was applied to calculate the probability of occurrence (or different return periods) of maximum daily rainfall events using the two-parameter Weibull distribution. Finally, interpolated rainfall data and digital elevation model (DEM) are used as input to the flood model to get corresponding flood hazard spatial distribution.

In conclusion, the innovative i-FCM method coupled with a statistical method and a flood model proposed here reveals itself to be a helpful tool for developing efficient flood hazard estimation at the very local scale, in particular, where there is a lack of data (ungauged location) with the aim to help provide better flood mitigation.
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