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Abstract A system composed of two-level systems interacting with a single excitation of a one-dimensional boson field with continuous spectrum, described by a Friedrichs (or Friedrichs–Lee) model, can exhibit bound states and resonances; the latter can be characterized by computing the so-called self-energy of the model. We evaluate an analytic expression, valid for a large class of dispersion relations and coupling functions, for the self-energy of such models. Afterwards, we focus on the case of identical two-level systems, and we refine our analysis by distinguishing between dominant and suppressed contributions to the associated self-energy; we finally examine the phenomenology of bound states in the presence of a single dominant contribution.

1 Introduction

The study of the interaction between a structured boson field and a family of two-level systems, or atoms, is an ubiquitous topic in both mathematical and theoretical physics \cite{5,20,24}; the dependence of the spectral properties of the system and, in particular, the insurgence of bound states and resonances and their dependence on the structure of the coupling, may be of primary relevance.

A simplified, yet largely useful, description of this scenario is given by the Lee model \cite{17,18,23}, which was originally introduced as an example of a renormalizable solvable quantum-field model; in the Lee model, the interaction between the atoms and the boson is constructed in such a way that the global excitation number is conserved, i.e., physically, a boson is created in the field if and only if one of the atoms switches from its excited state to the ground one, and vice versa. When the quantum field is assumed to be monochromatic, the Lee model reduces to the well-known Jaynes–Cummings model \cite{30}, which is of paramount importance in quantum optics and in the description of trapped ions.

More generally, in quantum electrodynamics, a Lee structure emerges when performing a "rotating-wave approximation": terms that do not conserve the excitation number are neglected. \cite{7} The model has been successfully been applied in waveguide quantum electrodynamics to study bound and scattering states that emerge when quantum emitters are coupled with a photon field confined in a quasi-1d waveguide. \cite{6,11,12,26}

Finally, the presence of a conserved excitation number implies that the Fock space of the theory is naturally decomposed into excitation sectors which evolve independently, and the restriction of the Lee Hamiltonian on each sector is a well-defined self-adjoint operator whose spectral properties can be investigated; when restricting the Lee model to the single-excitation sector, we obtain an operator denoted as a Friedrichs, Lee–Friedrichs, or Friedrichs–Lee model \cite{13,19}. At the mathematical level, such a model can be loosely described as an operator $H = H_0 + V$, in which $H_0$ is a free Hamiltonian and $V$ is a perturbation which couples two different parts of its spectrum, typically a discrete and a continuous one; at the level of dynamics, this coupling brings about instability of originally stable states, which can even decay into a common final state, thus yielding mixing between the original ones.

The model has found applications in different frameworks, such as quantum field theory \cite{1}, non-relativistic quantum electrodynamics \cite{2}, quantum optics \cite{15}, quantum probability \cite{31}, and hadron resonance phenomenology \cite{25,32}, to name a few, and has proven to be an useful testbed for fundamental phenomena like the Zeno and anti-Zeno effects \cite{21,22}. An extended description of the spectral properties of the single-atom Friedrichs–Lee model was provided in \cite{10,27}.

As it turns out, the spectral properties of Friedrichs–Lee models (and, in particular, their bound states and resonances) with $n$ atoms are entirely determined by an $n \times n$ matrix-valued function, which will be referred to as the self-energy matrix, strictly dependent on the choice of the coupling between the atoms and the field as well as the structure of the field. When describing the system in the momentum representation, the self-energy is expressed as an integral over the momentum space. In principle, if the self-energy is explicitly known, all bound states and resonances can be evaluated at least numerically.

This article aims at addressing the general problem of evaluating the self-energy of Friedrichs–Lee models under some regularity assumptions on the structure of the field and the coupling. Namely, we will restrict our attention to the case in which the boson field
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is one-dimensional, has a continuous spectrum, and its momentum space coincides with the full real line, the concrete example of such a situation being a photon field confined in an infinite linear waveguide.

We stress that, in our calculations, no specific expression for neither the dispersion relation nor the coupling functions modeling the atom–field interaction shall be assumed, modulo some technical requirements; an effort in this direction is justified, aside from the theoretical interest per se of the model, by the enormous developments of quantum technologies in recent years, which pave the way toward engineering quantum systems characterized by diverse values of both parameters.

This article is organized as follows:

• In Sect. 2, we describe the structure of an $n$-atom Friedrichs–Lee model: we set up the Schrödinger equation for the model, introduce the self-energy, and briefly discuss the emergence of bound states and resonances;
• In Sect. 3, we evaluate an explicit expression for the self-energy (Proposition 3.3) under some assumptions on the parameters of the model, thoroughly discussed in the section;
• In Sect. 4, we particularize our discussion to a class of coupling functions which can be physically associated to identical atoms in an one-dimensional infinite geometry; the bound states emerging in a subclass of such models are described.

2 Friedrichs–Lee models and their properties

We will start our analysis by recalling the definition of Friedrichs–Lee models, and by discussing their spectral properties; we will show that the latter depend crucially on a matrix-valued function, the self-energy, whose calculation will be the core of the following sections.

2.1 Preliminaries

Let $\omega : \mathbb{R} \to \mathbb{R}$ a continuous real-valued function bounded from below, i.e., $\min_{k \in \mathbb{R}} \omega(k) > -\infty$; without loss of generality, we will assume $\omega(k) \geq 0$. We shall consider a free Hamiltonian whose spectrum has a simple, purely continuous component, coinciding with the range of $\omega$, plus $n$ eigenvalues $\varepsilon_1, \ldots, \varepsilon_n$, to be counted with their multiplicity; formally, we can write such an operator via the following expression:

$$H_0 = \sum_{\ell=1}^{n} \varepsilon_\ell |\ell \rangle \langle \ell | + \int_{\mathbb{R}} \omega(k) |k \rangle \langle k | \, dk,$$

with the following constraints holding for all $j, \ell = 1, \ldots, n$ and $k, k' \in \mathbb{R}$:

$$\langle j | \ell \rangle = \delta_{j\ell}, \quad \langle k | k' \rangle = \delta(k - k'), \quad \langle j | k \rangle = 0. \tag{2}$$

A rigorous implementation of the formal equations above can be obtained by means of rigged Hilbert spaces $[3,4,8,9]$; see [14] for a review of the mathematical foundations of this notation, which also includes alternative approaches. Physically, as discussed more extensively in the introduction, here $\varepsilon_1, \ldots, \varepsilon_n$ represent the excitation energies of the atoms, and $\omega(k)$ the dispersion relation of the boson field.

An interaction between the two parts of the spectrum of $H_0$ (physically, between the atoms and the field) will be implemented via the following operator:

$$V = \sum_{\ell=1}^{n} \int_{\mathbb{R}} \left( F_\ell(k) |k \rangle \langle \ell | + F_\ell(k) |\ell \rangle \langle k | \right) \, dk,$$

with $\{F_\ell\}_{\ell=1,\ldots,n}$ being a set of continuous functions which modulate the coupling between the $\ell$th eigenvalue (physically, the $\ell$th atom) and the boson field. We will call them the form factors of the model. For future purposes, we will require the following constraint to hold:

$$\int_{\mathbb{R}} \frac{|F_j(k)|^2}{\omega(k) + 1} \, dk < \infty, \quad j = 1, \ldots, n. \tag{4}$$

Since the integrand has no singularities for finite $k$ (due to the request $\omega(k) \geq 0$), Eq. (4) means that $|F_j(k)|^2$ cannot “grow too fast” with respect to the dispersion relation as $|k| \to \infty$.

1 Note that, here and in the following, $\bar{z}$ is the complex conjugate of the complex number $z$. 
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2.2 Schrödinger equation for Friedrichs–Lee models

By Eq. (2), the most generic state $|\Psi\rangle$ of the model can be expanded as follows:

$$|\Psi\rangle = \sum_{\ell=1}^{n} a_{\ell} |\ell\rangle + \int_{\mathbb{R}} \xi(k) |k\rangle \, dk,$$

(5)

with $a_{1}, \ldots, a_{n} \in \mathbb{C}$, and $\xi(k)$ being a square-integrable function,

$$\int_{\mathbb{R}} |\xi(k)|^2 \, dk < \infty,$$

(6)

with the normalization constraint

$$\sum_{\ell=1}^{n} |a_{\ell}|^2 + \int_{\mathbb{R}} |\xi(k)|^2 \, dk = 1.$$

(7)

The Schrödinger equation for a state as in Eq. (5), namely

$$i \frac{d}{dt} |\Psi(t)\rangle = H |\Psi(t)\rangle,$$

(8)

is therefore equivalent to the coupled differential system

$$\begin{cases}
i \dot{a}_{j}(t) = \xi_{j} a_{j}(t) + \int_{\mathbb{R}} \xi(k,t) F_{j}(k) \, dk; \\i \dot{\xi}(k,t) = \omega(k) \xi(k,t) + \sum_{\ell=1}^{n} F_{\ell}(k) a_{\ell}(t),
\end{cases}$$

(9)

the first equation holding for all $j = 1, \ldots, n$. It will be convenient to rewrite the system above as follows:\footnote{Hereafter, the adjoint of a column vector $a$, i.e., the row vector whose entries are the complex conjugates of those of $a$, will be written as $a^\dagger$; for two $n$-component column vectors $a, b$, the scalar $a^\dagger b$ and the $n \times n$ matrix $ab^\dagger$ are, respectively, their inner and outer product.}

$$\begin{cases}i \dot{a}(t) = \mathcal{E} a(t) + \int_{\mathbb{R}} \xi(k,t) F(k) \, dk; \\i \dot{\xi}(k,t) = \omega(k) \xi(k,t) + F(k)^\dagger a(t),
\end{cases}$$

(10)

where we are introducing the $n \times n$ diagonal matrix $\mathcal{E} = \text{diag} (\varepsilon_{1}, \ldots, \varepsilon_{n})$ and the column vectors

$$a(t) = \begin{pmatrix} a_{1}(t) \\ a_{2}(t) \\ \vdots \\ a_{n}(t) \end{pmatrix}, \quad F(k) = \begin{pmatrix} F_{1}(k) \\ F_{2}(k) \\ \vdots \\ F_{n}(k) \end{pmatrix}.$$

(11)

This system can be conveniently solved in the complex energy domain, that is, by taking the Fourier–Laplace transform of both equations with respect to $t$:

$$\hat{a}(z) = i \int_{0}^{\infty} a(t) e^{zt} \, dt,$$

(12)

$$\hat{\xi}(k,z) = i \int_{0}^{\infty} \xi(k,t) e^{zt} \, dt,$$

(13)

with $z$ being a complex variable, $\text{Im} \, z \geq 0$, that can be interpreted as a complex energy. The Fourier–Laplace transformed system reads

$$\begin{cases}z \hat{a}(z) + a_{0} = \mathcal{E} \hat{a}(z) + \int_{\mathbb{R}} \xi(k,z) F(k) \, dk; \\
 z \hat{\xi}(k,z) + \xi_{0}(k) = \omega(k) \hat{\xi}(k,z) + F(k)^{\dagger} \hat{a}(z),
\end{cases}$$

(14)

where we have set $a(0) \equiv a_{0}, \xi(k,0) \equiv \xi_{0}(k)$. The second equation yields

$$\hat{\xi}(k,z) = \frac{\xi_{0}(k)}{\omega(k) - z} - \frac{F(k)^{\dagger} \hat{a}(z)}{\omega(k) - z};$$

(15)

by substituting in the first one, we get

$$(\mathcal{E} - z \mathbb{I} - \Sigma(z)) \hat{a}(z) = a_{0} - \int_{\mathbb{R}} \frac{\xi_{0}(k)}{\omega(k) - z} F(k) \, dk,$$

(16)
where $\text{Id}$ is the $n$-dimensional identity matrix, and we define the self-energy matrix via
\begin{equation}
\Sigma(z) = \int_{\mathbb{R}} \frac{F(k)F(k)\dagger}{\omega(k) - z} \d k,
\end{equation}
that is, $[\Sigma(z)]_{j\ell} = \Sigma_{j\ell}(z)$, with
\begin{equation}
\Sigma_{j\ell}(z) = \int_{\mathbb{R}} \frac{F_j(k)F_{\ell}(k)}{\omega(k) - z} \d k,
\end{equation}
this matrix being well defined, as it may be readily shown, if the constraint in Eq. (4) holds.

A simple calculation shows that, whenever $\Im z > 0$, the anti-Hermitian part $\Im \Sigma(z)$ of the self-energy is a positive semidefinite matrix, i.e., it is a matrix-valued Nevanlinna–Herglotz function (see, e.g., [16] for a survey of the properties of such objects); consequently, the anti-Hermitian part of the matrix $-\mathcal{E} + z\text{Id} + \Sigma(z)$ is positive definite, and thus, has a strictly nonzero determinant. Since a matrix with positive definite (anti--)Hermitian part is nonsingular [29], Eq. (16) admits a unique solution given by
\begin{equation}
\hat{a}(z) = \left[\mathcal{E} - z\text{Id} - \Sigma(z)\right]^{-1} \left[a_0 - \int_{\mathbb{R}} \frac{\xi_0(k)}{\omega(k) - z} F(k) \d k\right].
\end{equation}
Substituting Eq. (19) in (15) finally yields $\hat{\xi}(k, z)$ and thus the full solution of the Schrödinger equation in the complex energy domain. The solution in the time domain can be finally reconstructed by reversing Eqs. (12)–(13), that is,
\begin{align}
a(t) &= \frac{1}{2\pi i} \int_{\gamma_{\delta}^{-\infty}}^{i\delta + \infty} \hat{a}(z) e^{-izt} \d z; \\
\xi(k, t) &= \frac{1}{2\pi i} \int_{\gamma_{\delta}^{-\infty}}^{i\delta + \infty} \hat{\xi}(k, z) e^{-izt} \d z,
\end{align}
with $\delta > 0$ being arbitrary. Many quantities of physical interest can be computed from these expressions: In particular, the survival amplitude of any initial state characterized by $\xi_0(k) \equiv 0$ (i.e., a state in which the excitation is entirely shared by the atoms), corresponding to $A(t) = a_0\dagger a(t)$, reads
\begin{equation}
A(t) = \frac{1}{2\pi i} \int_{\gamma_{\delta}^{-\infty}}^{i\delta + \infty} a_0\dagger \left[\mathcal{E} - z\text{Id} - \Sigma(z)\right]^{-1} a_0 e^{-izt} \d z.
\end{equation}
This discussion shows the primary role of the self-energy matrix in determining the properties of a Friedrichs–Lee model: In principle, by evaluating $\Sigma(z)$, we can reconstruct the evolution of an arbitrary state of the model.

2.3 Bound states and resonances

Let us have a closer look at Eq. (20): It consists of the integral of a function in the upper complex half-plane $\mathbb{C}^+$, given by
\begin{equation}
z \in \mathbb{C}^+ \mapsto a_0\dagger \left[\mathcal{E} - z\text{Id} - \Sigma(z)\right]^{-1} a_0 e^{-izt} \in \mathbb{C},
\end{equation}
on a straight path above the real line. The latter function, for every choice of the initial atom configuration $a_0$, is analytic since $z \mapsto \Sigma(z)$ is itself (entrywise) analytic and, as discussed above, the matrix $-\mathcal{E} + z\text{Id} + \Sigma(z)$ is nonsingular. We may be tempted to evaluate the integral in Eq. (20) by closing the integration contour on a semicircle in $\mathbb{C}^+$, but the presence of the term $e^{-izt}$, whose modulus grows exponentially as $|z| \to \infty$, prohibits such an approach.

However, let us suppose that the self-energy admits a meromorphic continuation $\Sigma^{(II)}(z)$ from $\mathbb{C}^+$ to a subset $S \subset \mathbb{C}^-$ of the lower half-plane $\mathbb{C}^-$ connected with the upper one. In this case, the function
\begin{equation}
z \in \mathbb{C}^+ \cup S \mapsto a_0\dagger \left[\mathcal{E} - z\text{Id} - \Sigma^{(II)}(z)\right]^{-1} a_0 e^{-izt} \in \mathbb{C}
\end{equation}
is itself a meromorphic continuation of the function above and, in particular, may have poles in $S$, given by the solutions of the equation
\begin{equation}
\det \left(\mathcal{E} - z\text{Id} - \Sigma^{(II)}(z)\right) = 0.
\end{equation}
If Eq. (25) admits a family of solutions $\hat{\xi}_1, \ldots, \hat{\xi}_r$ in $S$, then, via the residue theorem, the function $A(t)$ can be decomposed as such:
\begin{equation}
A(t) = \sum_{s=1}^{r} W_s e^{-i\hat{\xi}_s t} + A_{\text{contour}}(t)
\end{equation}
for some $W_1, \ldots, W_r \in \mathbb{C}$, with $A_{\text{contour}}(t)$ being a contour contribution. Clearly, each pole $\hat{\xi}_s$ is associated with an exponential contribution to $A(t)$ whose half-life coincides with $\Im \hat{\xi}_s$, corresponding to a resonance of the model.
In particular, real-valued resonances yield oscillatory contributions to $A(t)$, and thus correspond to bound states. They are characterized by
\[
\det \left( \varepsilon - E \mathbf{I} \mathbf{d} - \Sigma(E + i0) \right) = 0,
\]
with $\Sigma(E + i0) = \lim_{\delta \to 0} \Sigma(E + i\delta)$; the latter equation may be equivalently found, in a more direct way, by solving the eigenvalue equation for the Friedrichs–Lee model,
\[
H |\Psi\rangle = E |\Psi\rangle, \quad E \in \mathbb{R},
\]
with a similar strategy as the one applied in the previous paragraph for the Schrödinger equation. In particular, when expanding $|\Psi\rangle$ as in Eq. (5), the column vector $\mathbf{a}$ corresponding to a bound state of the model with energy $E$ (physically, the excitation profile of the atoms) must satisfy
\[
(\varepsilon - E \mathbf{I} \mathbf{d} - \Sigma(E + i0)) \mathbf{a} = \mathbf{0},
\]
the latter equation admitting nonzero solutions because of Eq. (27).

The resulting picture can be summarized as follows. In the absence of coupling, the model admits $n$ eigenvalues $\varepsilon_1, \ldots, \varepsilon_n$ (to be counted with their multiplicity), each of them corresponding to a bound state. When switching on the coupling, those eigenvalues will generally convert into complex resonances (pictorially, they will “sink into the complex plane”), corresponding to unstable states of the system: these are the solutions of Eq. (25). Still, it may happen that, for specific values of the parameters of the model, some of these resonances are real (they “emerge”), thus corresponding again to genuinely bound states; precisely, bound states in the continuum (BIC). This happens at the solutions of Eq. (27), which is thus a particular case of Eq. (25): The latter yields all the possible resonances of the system, while the former only yields real-valued resonances, if any.

It is therefore clear that evaluating the self-energy $\Sigma(z)$ is crucial to determine whether the system admits bound states and resonances, what is their energy, and what are their features. The following section will be devoted to this goal.

3 An explicit expression for the self-energy

We shall now evaluate an expression for the self-energy $\Sigma(z)$ of a Friedrichs–Lee model, and in particular its boundary values $\Sigma(E + i0)$, under some minimal technical assumptions; we will be able to decompose $\Sigma(z)$ as the sum of pole and contour terms. This analysis will be refined in Sect. 4, where we will specialize ourselves to a particular class of Friedrichs–Lee models describing identical atoms coupled with a boson field.

3.1 Well-definiteness and symmetry hypotheses

Let us first recall the basic assumptions on $\omega(k)$ and $F(k)$ from which we started.

**Hypothesis 1** $\omega(k)$ is a continuous real-valued function, with $\min_{k \in \mathbb{R}} \omega(k) \geq 0$, and Eq. 4 holds.

Notice that, while we are merely requiring continuity at this stage, we will ultimately tighten our regularity assumptions on it. Secondly, we will make some assumptions about the symmetry properties of the parameters.

**Hypothesis 2**
\[
\omega(-k) = \omega(k) \quad \text{and} \quad F_j(-k) = \overline{F_j(k)}, \quad j = 1, \ldots, n.
\]

Physically, Eq. (30) encodes the invariance of the model under reflections of the momentum. While not strictly required for our approach to be applicable, this assumption will greatly simplify our exposition; besides, they are indeed satisfied by the class of models that we will analyze in Sect. 4, as shown in the example below.

**Example 3.1** Let $x_1, x_2, \ldots, x_n \in \mathbb{R}$, and consider a family of form factors defined as such:
\[
F_j : \mathbb{R} \mapsto \mathbb{C}, \quad F_j(k) = F(k) e^{ikx_j},
\]
with $F(k)$ being some function such that $F(-k) = \overline{F(k)}$; as we will see in Sect. 4, this choice corresponds to the case in which the atoms are identical. Clearly, $F_j(-k) = \overline{F_j(k)}$.

From now on, it will be useful to rewrite the self-energy as
\[
\Sigma(z) = \int_{-\infty}^{\infty} \frac{G(k)}{\omega(k) - z} \, dk,
\]
where $G(k)$ is the (complex) form factor of the model.

\[\textcircled{S} \text{ Springer} \]
where we have introduced the matrix-valued function defined by
\[ G(k) = F(k)F(k)^\dagger, \quad G_{ji}(k) = F_j(k)F_i(k), \] (33)
which, by definition, satisfies the following properties:
\[ G(k)^\dagger = G(k), \quad G(-k) = G(k)^\top, \] (34)
with \( G(k)^\top \) being its transpose: The first property holds as an immediate consequence of its definition (Eq. 33), while the second one follows from Hypothesis 2.

Under Hypotheses 1–2, the self-energy matrix (32) satisfies the following properties:
\[ \Sigma(z)^\dagger = \Sigma(\overline{z}) \] (35)
and
\[ \Sigma(z)^\top = \Sigma(z). \] (36)
Equation (35) is an immediate consequence of \( \overline{\omega(k)} = \omega(k) \) and the first property in Eq. (34):
\[ \Sigma(z)^\dagger = \int_{-\infty}^{\infty} \frac{G(k)^\dagger}{\omega(k) - z} \, dk = \int_{-\infty}^{\infty} \frac{G(z)}{\omega(k) - z} \, dk = \Sigma(\overline{z}), \] (37)
while Eq. (36) follows from \( \omega(-k) = \omega(k) \) and the second property in Eq. (34):
\[ \Sigma(z)^\top = \int_{-\infty}^{\infty} \frac{G(k)^\top}{\omega(k) - z} \, dk = \int_{-\infty}^{\infty} \frac{G(-k)}{\omega(k) - z} \, dk = \int_{-\infty}^{\infty} \frac{G(k)}{\omega(k) - z} \, dk = \Sigma(z). \]
In particular, as a consequence of Eq. (36), we only need to compute \( \Sigma_{ji}(z) \) with (for example) \( j \geq \ell \).

3.2 Analytic continuation of the parameters

Our approach to compute the self-energy will crucially involve the transformation of integrals over the real variable \( k \) into contour integrals for functions of a complex variable \( \kappa \). For this reason, we will now require the parameters to admit analytic extensions in a subset of the complex plane:

**Hypothesis 3** There exists an open connected subset \( \mathcal{K} \subset \mathbb{C} \) of the complex plane, with \( \mathbb{R} \subset \mathcal{K} \) and having smooth boundary \( \Gamma = \delta \mathcal{K} \), and two extensions in \( \overline{\mathcal{K}} \) of the functions \( \omega(k) \) and \( G(k) \):
\[ \kappa \in \overline{\mathcal{K}} \mapsto \omega(\kappa) \in \mathbb{C}, \quad \kappa \in \mathcal{K} \mapsto G(\kappa) \in \mathcal{M}_n(\mathbb{C}), \] (38)
which are analytic in \( \mathcal{K} \) and continuous on \( \overline{\mathcal{K}} \).⁴

These are quite natural requests. Any polynomial function is naturally extended to an entire function and thus satisfies this assumption with \( \mathcal{K} = \mathbb{C} \). More generally, an algebraic function (e.g., a rational function or a fractional power of a polynomial) can be extended to a complex function which may have either isolated singularities in the complex plane and/or discontinuities in correspondence to curves in the complex plane that connect its branch points, i.e., branch cuts. In this case, \( \mathcal{K} \) will be taken as the complex plane minus a neighborhood of both the isolated singularities and the branch cuts. A concrete case will be discussed in Sect. 4.3.

As a first consequence, both functions \( k \in \mathbb{R} \mapsto \omega(k) \in \mathbb{R} \) and \( k \in \mathbb{R} \mapsto G(k) \in \mathcal{M}_n(\mathbb{C}) \) admit derivatives of all orders, each satisfying
\[ \omega^{(v)}(-k) = (-1)^v \omega^{(v)}(k), \quad G^{(v)}(-k) = (-1)^v G(k)^\top \] (39)
for all \( k \in \mathbb{R} \) and \( v \in \mathbb{N} \); therefore, by Hypothesis 3,

(i) for all \( \kappa, \kappa', \kappa = \kappa' \in \mathcal{K} \), the functions \( \omega(\kappa) \) and \( G(\kappa) \) satisfy
\[ \frac{\omega(k)}{\omega(\kappa)} = \omega(\kappa), \quad G(\kappa)^\dagger = G(\overline{\kappa}) \] (40)
and
\[ \omega(-k) = \omega(k), \quad G(-k) = G(k)^\top. \] (41)

³ \( A^\top \) and \( A^\dagger \) are the adjoint and the transpose of the \( n \times n \) matrix \( A \).
⁴ Here \( \overline{\mathcal{K}} \) is the closure of the set \( \mathcal{K} \); the reader should not confuse this symbol with the one for complex conjugation. No ambiguities will arise from this choice. Finally, \( \mathcal{M}_n(\mathbb{C}) \) is the space of \( n \times n \) matrices with complex entries.
(ii) $\mathcal{K}$ can be always extended as a symmetric region with respect to both axes, in which (40) and (41) hold for all $\kappa$.

Indeed, given $\kappa = k + i\eta \in \mathcal{K}$, via a series expansion and by applying (39) we obtain

$$G(-k-i\eta) = \sum_{v \in \mathbb{N}} \frac{1}{v!} G^{(v)}(-k)(-i\eta)^v = \sum_{v \in \mathbb{N}} \frac{1}{v!} G^{(v)}(k)(i\eta)^v = G(k+i\eta)^{\dagger};$$

$$G(k+i\eta)^{\dagger} = \sum_{v \in \mathbb{N}} \frac{1}{v!} G^{(v)}(k)^{\dagger}(-i\eta)^v = \sum_{v \in \mathbb{N}} \frac{1}{v!} G^{(v)}(k)(-i\eta)^v = G(k-i\eta),$$

the argument for $\omega$ being analogous. $(ii)$ is an immediate consequence of $(i)$.

As we will see, the behavior of the solutions of the equation $\omega(k) = z$ will crucially affect the properties of the self-energy. By the implicit function theorem, we know that, given any $k_0 \in \mathcal{K}$ such that $\omega(k_0) \neq 0$, $\omega(k)$ is locally invertible near $\omega(k_0)$, i.e., there is a neighborhood $S$ of $\omega(k_0)$ and a function $k_0 : S \mapsto \mathbb{C}$ such that

$$\omega(k_0(z)) = z \quad \forall z \in S.$$  

Points with zero derivative and their corresponding values of $\omega(k)$ are referred to as critical points and critical values, since $\omega(k)$ is not locally invertible near them.

We will finally state here some simple properties of the solutions. The solutions $\kappa_0$ of the equation $\omega(k) = z$ satisfy the following properties for all $z$:

- $\omega(\kappa_0) = z$ iff $\omega(-\kappa_0) = z$;
- $\omega(\kappa_0) = z$ iff $\omega(\kappa_0) = \overline{z}$;
- in particular, for all $E \in \mathbb{R}$,

$$\omega(\kappa_0) = E \text{ if } \omega(-\kappa_0) = E \text{ if } \omega(\kappa_0) = E \quad \text{iff} \quad \omega(-\kappa_0) = E.$$  

Some other generic considerations about this topic can be found in Appendix A.

3.3 Behavior of the parameters at the boundary

Finally, we will need a technical assumption about the behavior of $G(k)$ for large $|k|$ and at the boundary $\Gamma$ of $\mathcal{K}$. Loosely speaking, we will require the matrix elements of $G(k)$ with $j \geq \ell$ not to grow “too quickly” neither for large values of $|k|$ nor at the boundary of the region $\mathcal{K}$.

Here and in the following, we will use the following notation: for any subset $S$ of the complex plane, we will write

$$S^\pm = S \cap \mathbb{C}^\pm,$$

where $\mathbb{C}^\pm = \{z \in \mathbb{C} : \pm \text{Im } z > 0\}$.

**Hypothesis 4** For every $j \geq \ell$, there is $z_0 \in \mathbb{C}$ such that the following conditions hold:

$$\lim_{R \to \infty} \max_{k \in \mathcal{K}^+, |k| = R} R \frac{|G_{j\ell}(k)|}{|\omega(k) - z_0|} = 0,$$

$$\left| \int_{\Gamma^+} \frac{G_{j\ell}(k)}{\omega(k) - z_0} dk \right| < \infty.\quad (48)$$

**Example 3.2** Let us again consider the case $F_j(k) = F(k) e^{ikx_j}$ for some $x_1, \ldots, x_n \in \mathbb{R}$, and thus

$$G_{j\ell}(k) = G(k) e^{ik|x_j-x_\ell|}, \quad G(k) = |F(k)|^2.\quad (49)$$

Without loss of generality, let us fix $x_1 \leq x_2 \leq \cdots \leq x_n$ and let us only consider terms with $j \geq \ell$, so that we can equivalently write $G_{j\ell}(k) = G(k) e^{i|x_j-x_\ell|}$. Suppose that the function $k \in \mathbb{R} \mapsto G(k) \in \mathbb{R}$ admits an analytic extension in some open connected $\mathcal{K} \subset \mathbb{C}$, satisfying

$$\lim_{R \to \infty} \max_{k \in \mathcal{K}^+, |k| = R} R \frac{|G(k)|}{|\omega(k) - z_0|} = 0, \quad \int_{\Gamma^+} \frac{|G(k)|}{|\omega(k) - z_0|} dk < \infty;$$

then the function

$$k \in \mathcal{K} \mapsto G(k) \in \mathbb{M}_n(\mathbb{C}), \quad G_{\ell\ell}(k) = G(k) e^{ik|x_j-x_\ell|}\quad (51)$$

is an analytic extension of $k \in \mathbb{R} \mapsto G(k) \in \mathbb{M}_n(\mathbb{C})$. Besides, for every $k \in \mathcal{K}$,

$$|G_{j\ell}(k)| = |G(k)| e^{-|x_j-x_\ell| |\text{Im } k|};$$

since $x_j \geq x_\ell$ for every $j \geq \ell$, we have $|G_{j\ell}(k)| \leq |G(k)|$ and hence $G(k)$ satisfies the required hypotheses. We refer again to Sect. 4.3 for a concrete case in which such assumptions are fulfilled.
3.4 Decomposition of the self-energy

We can now find an expression for the self-energy matrix.

**Proposition 3.3** Consider a Friedrichs–Lee model such that Hypotheses 1–4 are satisfied, and let \( \mathcal{A} \subset \mathbb{C} \) be an open connected subset of \( \mathbb{C} \) with \( \mathcal{A} \cap \omega(\Gamma) = \emptyset \) and such that, for all \( z \in \mathcal{A} \), the equation

\[
\omega(\kappa) = z
\]

admits 2r continuous solutions \( \pm \hat{\kappa}_1(z), \ldots, \pm \hat{\kappa}_r(z) \in \mathcal{K} \), labeled in such a way that \( \hat{\kappa}_s(z) \in \mathcal{K}^+ \) for \( z \in \mathcal{A}^+ \). Then,

(i) for all \( z \in \mathcal{A}^+ \setminus \omega(\mathcal{C}) \), where \( \mathcal{C} = \{ \kappa \in \mathcal{K} : \omega'(\kappa) = 0 \} \), the self-energy matrix \( \Sigma(z) \) can be written as such:

\[
\Sigma(z) = b(z) + 2\pi i \sum_{s=1}^{r} Z(\hat{\kappa}_s(z)), \quad \Sigma(\bar{z}) = \Sigma(z)\dagger,
\]

where, for every \( j \geq \ell \),

\[
b_{j\ell}(z) = \int_{\Gamma^+} \frac{G_{j\ell}(\kappa)}{\omega(\kappa) - z} \, \mathrm{d}x, \quad Z_{j\ell}(\kappa) = \frac{G_{j\ell}(\kappa)}{\omega'(\kappa)},
\]

and \( b_{j\ell}(z) = b_{j\ell}(z), Z_{j\ell}(\kappa) = Z_{j\ell}(\kappa) \).

(ii) Let \( \mathcal{A} \cap \mathbb{R} \neq \emptyset \) and take \( E \in \mathcal{A} \cap \mathbb{R} \). Defining

\[
I^+(E) = \left\{ s = 1, \ldots, r : \text{Im} \hat{\kappa}_s(E) > 0 \right\}, \quad I^0(E) = \left\{ s = 1, \ldots, r : \text{Im} \hat{\kappa}_s(E) = 0 \right\},
\]

then the Hermitian and anti-Hermitian components of \( \Sigma(E \pm i0) \) are

\[
\text{Re} \Sigma(E \pm i0) = b(E) + 2\pi i \left( \sum_{s \in I^+(E)} Z(\hat{\kappa}_s(E)) + \sum_{s \in I^0(E)} \text{Re} Z(\hat{\kappa}_s(E)) \right),
\]

\[
\text{Im} \Sigma(E \pm i0) = \pm 2\pi i \sum_{s \in I^0(E)} \text{Im} Z(\hat{\kappa}_s(E));
\]

and the discontinuity of the self-energy at the real axis reads

\[
\Sigma(E + i0) - \Sigma(E - i0) = 2\pi i \sum_{s \in I^0(E)} \left( Z(\hat{\kappa}_s(E)) - Z(\hat{\kappa}_s(E))\dagger \right).
\]

(iii) The self-energy can be analytically continued from \( \mathcal{A}^+ \) to \( \mathcal{A}^- \), and its analytical continuation reads, for all \( z \in \mathcal{A}^- \setminus \omega(\mathcal{C}) \),

\[
\Sigma^{(\Pi)}(z) = b(z) + 2\pi i \sum_{s=1}^{r} Z(\hat{\kappa}_s(z)).
\]

This statement follows from a long, straightforward calculation, reported in Appendix B, which makes use of our technical assumptions and some techniques of elementary complex analysis. Here, we will discuss about the statement. The self-energy \( \Sigma(z) \) is decomposed into the sum of two terms:

- a contour contribution;
- residue contributions corresponding to the solutions of the equation \( \omega(\kappa) = z \);

in particular, when analyzing the boundary values \( \Sigma(E + i0) \) of the self-energy on the real line, we can distinguish between real and nonreal solutions of the equation \( \omega(\kappa) = E \). This distinction will turn largely useful when analyzing, in Sect. 4, the case of a family of identical atoms; in such a case, the contribution of real solutions will be dominant, with nonreal poles and the contour contribution only providing “small” corrections.

Notice that we can write such an expression for the self-energy in the region \( \mathcal{A} \) of the complex plane, excluding countably many values of \( z \); since the self-energy is necessarily analytic away from the real line, the singularities in \( \omega(\mathcal{C}) \) are removable and its extension to the full region \( \mathcal{A} \) is trivial. If we can find finitely many subsets \( \mathcal{A}_1, \ldots, \mathcal{A}_N \subset \mathbb{C} \) that cover the full complex plane up to sets of zero measure, the self-energy is completely determined.

Finally, we remark that, for \( z \in \mathcal{A}^- \), the self-energy \( \Sigma(z) \) and its analytic continuation \( \Sigma^{(\Pi)}(z) \) from \( \mathcal{A}^+ \) differ by all and only the contributions of all those poles \( \hat{\kappa}_s(z) \) that cross the real line when \( z \) does. If all poles are nonreal for \( z = E \in \mathbb{R} \), the two quantities coincide and the self-energy is continuous on it.
4 Identical atoms in the infinite line

In this section, we will apply the analysis of Sect. 3 to a particular class of cases of remarkable physical importance. Following the discussion in Examples 3.1–3.2, consider a family of real numbers \(x_1, x_2, \ldots, x_n \in \mathbb{R}\), fixing \(x_1 \leq x_2 \leq \cdots \leq x_n\), and take

\[
F_j(k) = F(k) e^{i k x_j},
\]

for some function \(F(k)\) satisfying \(F(-k) = F(k)\), and therefore

\[
G_{j \ell}(k) = G(k) e^{i k (x_j - x_\ell)},
\]

with \(G(k) = |F(k)|^2\) (therefore \(G(-k) = G(k)\)) admitting an analytic extension to the complex region \(K\) satisfying Eq. (50). Notice that, while the coupling functions \(F_j(k)\) depend on the particular choice of coordinate system, the matrix \(G(k)\), and thus the self-energy (as well as all physical properties of the model) only depend on the mutual distance between the atoms.

It is easy to show that this choice corresponds, physically, to the case of identical atoms. Indeed, consider a family of \(n\) identical atoms in a one-dimensional space whose centers are placed at the positions \(x_1, x_2, \ldots, x_n\), and let \(\hat{F}_j(x)\) be the coupling between the \(j\)th atom and the field in the position space. Since the atoms are identical, only differing each other by their position \(x_j\), there must be \(\hat{F}(x)\) such that

\[
\hat{F}_j(x) = \hat{F}(x - x_j).
\]

By performing a Fourier transform, we have

\[
F_j(k) = F(k) e^{i k x_j},
\]

with \(F_j\) and \(F\) being the Fourier transforms of \(\hat{F}_j\) and \(\hat{F}\). Therefore,

\[
G_{j \ell}(k) = |F(k)|^2 e^{i k (x_j - x_\ell)} \equiv G(k) e^{i k (x_j - x_\ell)}.
\]

Finally, since \(\hat{F}(x)\) is real-valued, \(F(-k) = F(k)\) and hence \(G(-k) = G(k)\).

We shall hereafter focus on this particular case; accordingly, we shall also assume the excitation energies of all atoms to be equal, namely, \(\varepsilon_1 = \cdots = \varepsilon_n \equiv \varepsilon\).

4.1 Dominant and suppressed terms in the self-energy

Let us point out some properties of this system which follow easily from Proposition 3.3:

(i) the self-energy of this system can be written as such for all \(z \in \mathcal{A}^\pm\):

\[
\Sigma(z) = b(z) + 2\pi i \sum_{s=1}^r Z(\hat{\kappa}_s(z)) \Phi_n(\hat{\kappa}_s(z)), \quad \Sigma(\bar{z}) = \Sigma(z)^\dagger,
\]

where we define the matrices \(\Phi_n(\kappa), b(z)\) and the scalar quantity \(Z(\kappa)\) via

\[
[\Phi_n(\kappa)]_{j \ell} = e^{i |x_j - x_\ell|}, \quad b_{j \ell}(z) = \int_{\Gamma^+} \frac{G(k)}{\omega(k) - z} e^{i k |x_j - x_\ell|} \, dk, \quad Z(\kappa) = \frac{G(k)}{\omega(k)}.
\]

In particular,

\[
\Sigma(E + i0) = b(E) + 2\pi i \left( \sum_{s \in I^+(E)} Z(\hat{\kappa}_s(E)) \Phi_n(\hat{\kappa}_s(E)) + \sum_{s \in I^-(E)} Z(\hat{\kappa}_s(E)) \Phi_n(\hat{\kappa}_s(E))^\dagger \right),
\]

\[
\Sigma(E - i0) = b(E) + 2\pi i \left( \sum_{s \in I^+(E)} Z(\hat{\kappa}_s(E)) \Phi_n(\hat{\kappa}_s(E)) + \sum_{s \in I^-(E)} Z(\hat{\kappa}_s(E)) \Phi_n(\hat{\kappa}_s(E))^\dagger \right).
\]

The same expression holds for the analytic continuation of the self-energy from \(\mathcal{A}^+\) to \(\mathcal{A}^-\):

\[
\Sigma^{(\Pi)}(z) = b(z) + 2\pi i \sum_{s=1}^r Z(\hat{\kappa}_s(z)) \Phi_n(\hat{\kappa}_s(z)), \quad \Sigma(\bar{z}) = \Sigma(z)^\dagger.
\]

(ii) For every \(j, \ell = 1, \ldots, n\) and every \(s \in I^+(E)\),

\[
|b_{j \ell}(E)| \leq |b(E)| e^{-m |x_j - x_\ell|}, \quad \left| \Phi_n(\hat{\kappa}_s(E)) \right|_{j \ell} \leq e^{-\Im \hat{\kappa}_s(E) |x_j - x_\ell|},
\]

\(\odot\) Springer
where
\begin{equation}
    m = \min_{\kappa \in \Gamma^+} \text{Im} \, \kappa, \quad b(E) = \int_{\Gamma^+} \frac{G(k)}{\omega(k) - E} \, dk.
\end{equation}

Indeed, (i) is an immediate consequence of Proposition 3.3, while (ii) (which will be crucial in the following) holds because of our choice of $G(k)$. We will refer to $\Phi_n(\kappa)$ as the phase matrix.

Now, recall that the stable states of Friedrichs–Lee models are characterized by an energy value $E \in \mathbb{R}$ and an $a \in \mathbb{C}^n$ satisfying
\begin{equation}
    \det(E - E \, \text{Id} - \Sigma(E + i0)) = 0, \quad (E - E \, \text{Id} - \Sigma(E + i0)) \, a = 0.
\end{equation}

Assuming their excitation energies to be equal, i.e., $\varepsilon_1 = \ldots = \varepsilon_n \equiv \varepsilon$ for some $\varepsilon \in \mathbb{R}$, the conditions in Eq. (74) yield an $E$-dependent eigenproblem for the matrix $\Sigma(E + i0)$:
\begin{equation}
    \det((\varepsilon - E) \, \text{Id} - \Sigma(E + i0)) = 0, \quad ((\varepsilon - E) \, \text{Id} - \Sigma(E + i0)) \, a = 0.
\end{equation}

We must therefore search for eigenvalues of the self-energy and their corresponding eigenvectors. In this picture, the assertion (ii) in the previous proposition will be of fundamental importance in the following: indeed, because of it, the off-diagonal terms of all the contribution of the self-energy coming from following quantities:
- the matrix $b(E)$, and
- the residua of the poles $\hat{k}_s(E)$ for $s \in I^+(E)$,

are exponentially suppressed, in the following sense: if $m$ and, for all $s \in I^+(E)$, $\text{Im} \, \hat{k}_s(E)$ are “sufficiently large”, we may treat their off-diagonal components as a “small” correction to the self-energy; their non-negligible diagonal terms will provide a shift in the value of $\varepsilon - E$.

Let us sum up these considerations and express the self-energy by stressing the distinction between suppressed terms and dominant ones. Let $[E_1, E_2] \subset \mathbb{R}$ such that the quantity
\begin{equation}
    m' = \min_{E \in [E_1, E_2], s \in I^+(E)} \text{Im} \, \kappa_s(E)
\end{equation}
is strictly positive, and $M = \min \{m, m'\}$; also define
\begin{equation}
    \alpha = \max_{E \in [E_1, E_2], s \in I^+(E)} \{b(E), b(\hat{k}_s(E))\}.
\end{equation}

Then, defining
\begin{equation}
    Z_{\text{tot}}(E) = \sum_{s \in \Gamma^0(E)} Z(\hat{k}_s(E)), \quad z_s(E) = \frac{Z_s(\hat{k}_s(E))}{Z_{\text{tot}}(E)}
\end{equation}
and\(^5\)
\begin{equation}
    \Delta(E) = b(E) + \text{i} \sum_{s \in I^+(E)} Z(\hat{k}_s(E)),
\end{equation}
the eigenvalue equation in Eq. (75) can be written as such:
\begin{equation}
    \det \left( \left( \sum_{s \in \Gamma^0(E)} z_s(\hat{k}_s(E)) \Phi_n(\hat{k}_s(E)) + \mathcal{B}(E) \right) - \text{i} \Lambda(E) \, \text{Id} \right) = 0,
\end{equation}
where
\begin{equation}
    \Lambda(E) = \frac{1}{Z_{\text{tot}}(E)} (E - \varepsilon + \Delta(E))
\end{equation}
and $\mathcal{B}(E)$ is a matrix with zero diagonal elements and whose off-diagonal elements satisfy
\begin{equation}
    |B_{jl}(E)| \leq \alpha \, e^{-M|x_j - x_l|}.
\end{equation}

This expression follows by substituting the expression (69) for the self-energy in Eq. (75), dividing by $Z_{\text{tot}}(E)$, and applying the definitions of the quantities in the statement. As anticipated in Sect. 3, there is thus an explicit distinction between two types of quantities:

- “dominant” terms, associated with poles in $I^0(E)$ and the diagonal part of the integration on the contour $\Gamma^+$ and of the residua of poles in $I^+(E)$;

\(^5\) Notice that, while not apparent from here, this quantity is real because of the symmetry properties of $Z(k)$.
• “suppressed” terms, associated with the off-diagonal part of the integration on the contour \( \Gamma^+ \) and of the residua of poles in \( I^+(E) \),

all latter terms being grouped in the matrix \( \mathcal{B}(E) \). We remark that the distinction between the “dominant” and “suppressed” terms ceases to hold when, in our desired energy range, there is some pole which becomes close to the real axis; this may happen whenever the interval \([E_1, E_2]\) is close to some critical value of \( \omega \); when “crossing” a critical value, the system may undergo a “transition” and a pole becomes dominant or ceases to be dominant.

4.2 Identical atoms with single dominant pole

As a particular case, let us consider a Friedrichs–Lee model for identical atoms with the following property: There is an interval \([E_0, E_1] \subset \mathbb{R}\) on which \( \omega(k) = E \) admits a single real solution, and thus the integrand in the definition of the self-energy admits one real pole, yielding a contribution to the self-energy which is dominant in the sense discussed above. This happens, for instance, whenever the dispersion relation \( k \in \mathbb{R} \mapsto \omega(k) \in \mathbb{R} \) is monotone in \( \mathbb{R}^+ \), this is the case for every \( E \) in the range of \( \omega \), i.e., for all \( E > \omega(0) \).

In this case, Eq. (80) reads

\[
\det \left( \Phi_n(\kappa(E)) + \mathcal{B}(E) - i \Lambda(E) \text{Id} \right) = 0. \tag{83}
\]

As we will see, the spectral properties of the matrix \( \Phi_n(\kappa) \) can be studied explicitly: a recurrence relation for its characteristic polynomial, as well as an explicit expression for its determinant, will be evaluated in the next paragraph, in which we will also obtain exact results for the particular, yet instructive, case in which there are no suppressed terms in the self-energy. In the second and last paragraph, we will provide a brief discussion about the general case. Finally, a particular Friedrichs–Lee model belonging to the class of models examined here, for which explicit expressions for all quantities can be obtained, will be briefly examined in Sect. 4.3.

**Simplest case: entire parameters, single couple of poles** Let us start by examining the case in which the following conditions hold:

- \( \mathcal{b}(E) = 0 \), i.e., there is no contour contribution. This is the case whenever the functions \( \omega(k) \) and \( G(k) \) admit analytic continuations in the whole complex plane, i.e., \( \omega(k) \) and \( G(k) \) are entire complex functions (e.g., they are polynomials);
- the equation \( \omega(k) = \varepsilon \) admits a single couple of solutions \( \kappa(\varepsilon) \) in the whole complex plane, and hence, for all \( E > \omega(0) \), Eq. (83) holds with \( \mathcal{B}(E) = 0 \) and \( \Delta(E) = 0 \) (see Eqs. 81 and 79), i.e.,

\[
\det (\Phi_n(\kappa(E)) - i(E - \varepsilon) \text{Id}) = 0, \tag{84}
\]

thus

\[
E_j = \varepsilon - i Z(\kappa(E_j)) \lambda_j(\kappa(E_j)), \tag{85}
\]

with \( \lambda_j(\kappa) \) being the \( j \)th eigenvalue of the phase matrix. As a result, the qualitative properties of the eigenvalues and resonances of the system will crucially depend on those of the phase matrix \( \Phi_n(\kappa) \). While Eq. (85) is implicit, if we suppose that the atom-boson coupling is weak, heuristically we expect \( Z(\kappa(E_j)) \) to be a “small” quantity, so that, via a series expansion and an iteration of Eq. (85), we can take

\[
E_j \sim \varepsilon - i Z(\kappa(\varepsilon)) \lambda_j(\kappa(\varepsilon)). \tag{86}
\]

It is therefore worth to take a closer look at the spectral properties of this matrix. Recall that

\[
[\Phi_n(\kappa)]_{j\ell} = e^{ik|x_j-x_\ell|}, \quad j \geq \ell; \quad e^{ik|x_j-x_\ell|}, \quad \ell \geq j, \tag{87}
\]

This is an Euclidean one-dimensional matrix, i.e., is a function of the distances between the set of points \( \{x_j\}_{j=1,...,n} \) on the real line; besides, all the elements of its principal diagonal are +1, and hence its trace satisfies \( \text{tr} \Phi_n(k, \eta) = n \).

Writing \( \kappa = k + i\eta \), with \( k \in \mathbb{R} \) and \( \eta \geq 0 \), and \( \Phi_n(k + i\eta) \equiv \Phi_n(k, \eta) \), the matrix can also decomposed in its Hermitian and anti-Hermitian components \( \Phi_n(k, \eta) = C_n(k, \eta) + iS_n(k, \eta) \), where

\[
[C_n(k, \eta)]_{j\ell} = e^{-\eta|x_j-x_\ell|} \cos k|x_j-x_\ell|, \quad [S_n(k, \eta)]_{j\ell} = e^{-\eta|x_j-x_\ell|} \sin k|x_j-x_\ell|, \tag{88}
\]

both matrices being real and Hermitian; their diagonal elements are, respectively, all +1 and all 0, hence \( \text{tr} C_n(k, \eta) = n \) and \( \text{tr} S_n(k, \eta) = 0 \). We will refer to them as the cosine and sine matrix. It is easy to show that the cosine matrix \( C_n(k, \eta) \) is nonnegative

---

6 This heuristic reasoning can be made more precise by rescaling the function \( G(k) \), and thus \( Z(k) \) as well, via a coupling constant \( \beta > 0 \), and performing a series expansion in \( \beta \); Eq. (86) then holds modulo \( O(\beta^2) \) corrections.
for \( \eta = 0 \) and positive for \( \eta > 0 \), thus all eigenvalues of \( \Phi_n(\kappa) \) are characterized by
\[
\text{Re} \lambda_j(\kappa) \geq 0, \quad j = 1, \ldots, n,
\]
and hence the corresponding resonances of the atom-field system will satisfy, in the weak coupling regime (see Eq. 86 and the related discussion),
\[
\text{Im} E_j \sim -Z_{\text{tot}}(\varepsilon) \text{Re} \lambda_j(\kappa(\varepsilon)) \leq 0,
\]
compatibly with the general fact that resonances always lie in the lower half-plane.

A quantitative study of the spectral properties of the system requires the evaluation of the eigenvalues \( \lambda_j(\kappa) \); in fact, a recurrence formula for the characteristic polynomial \( p_n(\lambda; k, \eta) \) of \( \Phi_n(k, \eta) \) can be found, whence its eigenvalues can be conveniently computed.

**Proposition 4.1** The characteristic polynomial of \( \Phi_n(\kappa) \) satisfies the recurrence system
\[
\begin{align*}
\lambda(\lambda; \kappa) &= 1 - \lambda; \\
\lambda(\lambda; \kappa) &= (1 - \lambda)^2 - \xi 2i\kappa (x_2 - x_1); \\
\lambda(n; \kappa) &= \left[(1 - \lambda) - (1 + \lambda)e^{2i\kappa (x_n - x_{n-1})}\right] p_{n-1}(\lambda; \kappa) - \lambda^2 e^{2i\kappa (x_n - x_{n-1})} p_{n-2}(\lambda; \kappa),
\end{align*}
\]
and
\[
\det \Phi_n(\kappa) = p_n(0, \kappa) = \prod_{j=1}^{n-1} \left[1 - e^{2i\kappa (x_j+1 - x_j)}\right].
\]

The proof of this statement is reported in Appendix C. Notice that, for real \( k \), we may also write
\[
\det \Phi_n(k, 0) = (-2i)^{n-1} e^{i\kappa (x_n - x_{n-1})} \prod_{j=1}^{n-1} \sin k(x_{j+1} - x_j).
\]

Varying \( \kappa \), we can thus study the spectrum of \( \Phi_n(\kappa) \), and hence the eigenvalues and resonances of the system, for every value of the parameters \( x_1, \ldots, x_n \); see Figs. 1, 2 and 3, where we plot the eigenvalues of \( -i\Phi_n(k, \eta) \) for fixed chosen values of \( \eta \) and \( x_1, \ldots, x_n \):

1. for any fixed value of \( \eta \geq 0 \) and \( x_1, \ldots, x_n \), varying \( k \in \mathbb{R} \) the eigenvalues describe trajectories in the lower complex half-plane that are closed if and only if all the ratios between the distances \( x_2 - x_1, x_3 - x_2, \ldots, x_n - x_{n-1} \) are in \( \mathbb{Z} \); if the ratio between some couple of distances is irrational, the trajectories will fill a dense region of the lower half-plane.
2. for \( \eta = 0 \), the eigenvalues of \( -i\Phi_n(k, 0) \) are contained inside a region of the complex plane with \( 0 \leq \text{Re} \lambda \leq \eta \) which is tangent to the imaginary axis at the origin \( \lambda = 0 \), and outside the unit circle centered in \( \lambda = 1 \). In particular, \( \lambda = 0 \) is the only eigenvalue with \( \text{Re} \lambda = 0 \).
3. for \( \eta > 0 \), the region in which the eigenvalues are contained is progressively “shrunk” and asymptotically collapses, as \( \eta \to \infty \), in the point \( \lambda = 1 \).

Before giving a brief explanation of these properties, as well as their relation to the bound states and resonances of the related Friedrichs–Lee model, let us introduce the following nomenclature. We will say that \( k_0 \in \mathbb{R} \) resonates with the \( j \)th and the \( \ell \)th atom \( (j > \ell) \) if there is \( v \in \mathbb{N} \) such that
\[
k_0 = \frac{v\pi}{x_j - x_\ell}, \quad v \in \mathbb{N};
\]
if \( k_0 \) satisfies Eq. (94), then \( [\Phi_n(k_0, 0)]_{\ell} = (-1)^{v+1} \). Clearly, if \( k_0 \) is resonating for the couple \( (j, \ell) \), then for all \( v' \in \mathbb{N} \) the value \( v'k_0 \) is also resonating for the same couple. Besides, \( k_0 \) can resonate with two couples of atoms (say, the couple \( (j, \ell) \) and the couple \( (j', \ell') \)) if and only if the ratio between \( x_j - x_\ell \) and \( x_{j'} - x_{\ell'} \) is a rational number, i.e., there are \( p, q \in \mathbb{N} \) such that
\[
\frac{x_j - x_\ell}{x_{j'} - x_{\ell'}} = \frac{p}{q};
\]
the same property holds for three of more couples of atoms.

Now, property (i) simply follows from the fact that, for every \( n \in \mathbb{N} \), the characteristic polynomial \( p_n(\lambda, \kappa) \) is composed of finitely many terms \( e^{2i\kappa (x_{j+1} - x_j)}, \ldots, e^{2i\kappa (x_n - x_{n-1})} \); in this case, given the equations
\[
k(x_{j+1} - x_j) = 2v_j\pi, \quad v_j \in \mathbb{N}, \quad j = 1, \ldots, n - 1,
\]
then, if all the distances between atoms are commensurable, there is some \( k_0 \in \mathbb{R} \) such that \( k = v'k_0 \) solves Eq. (96) for all \( v' \in \mathbb{N} \); in other words, starting from \( k = 0 \), the curve closes in itself at every \( k = v'k_0 \). If some of the ratios are not commensurable, the equation above will only be satisfied for \( k = 0 \) and the curves never close.
Fig. 1  Eigenvalues of the matrix $-i \Phi_3(k, 0)$ in the complex plane for various values of the ratio $x = \frac{x_2 - x_1}{x_3 - x_2}$ and $k$ ranging in $[0, 200]$; the different colors of the points correspond to distinct determinations of the roots of the polynomial $p_3(\lambda, k)$.
Fig. 2  Eigenvalues of the matrix $-i\Phi_3(k, \eta)$ in the complex plane with $x = 0.1$, $k$ ranging in [0, 200], and various values of $\eta$; the different colors of the points correspond to distinct determinations of the roots of the polynomial $p_3(\lambda, k + i\eta)$.
(a) $x = 1/3$, $x' = 1/3$;  
(b) $x = 1/4$, $x' = 3/4$;  
(c) $x = 0.1$, $x' = 0.4$;  
(d) $x = 0.1$, $x' = 0.5$;  
(e) $x = 0.2$, $x' = 1/\sqrt{7}$;  
(f) $x = 1/\sqrt{5}$, $x' = 1/\sqrt{7}$.

Fig. 3 Eigenvalues of the matrix $-i\Phi_4(k, 0)$ in the complex plane for various values of the ratios $x = \frac{x_2 - x_1}{x_4 - x_1}$ and $x' = \frac{x_3 - x_2}{x_4 - x_1}$, and $k$ ranging in [0, 200]; the different colors of the points correspond to distinct determinations of the roots of the polynomial $p_4(x, k)$.
As for (ii) and (iii), notice that the quadratic forms associated to the matrices $C_n(k, \eta)$ and $S_n(k, \eta)$ read, for all $u \in \mathbb{C}^n$,

$$u^T C_n(k, \eta) u = \sum_{j=1}^n |u_j|^2 + \sum_{j=1}^n \sum_{j \neq \ell=1}^n e^{-\eta|x_j-x_\ell|} \cos k(x_j - x_\ell) \text{Re} \, \overline{u_\ell} u_\ell;$$

$$u^T S_n(k, \eta) u = \sum_{j=1}^n \sum_{j \neq \ell=1}^n e^{-\eta|x_j-x_\ell|} \sin k(x_j - x_\ell) \text{Re} \, \overline{u_\ell} u_\ell. \quad (97)$$

Clearly, for a fixed vector $u$, the maximum possible value for the quadratic form of $C_n(k, \eta)$ is obtained when all the terms $\cos k(x_j - x_{\ell})$ equal one; therefore, the inequality is saturated for $k$ satisfying Eq. (96), which always happens if $k = 0$ and, as discussed above, also for countably many other values of $k$ in the case of rational distances between all couples of atoms. This implies

$$C_n(k, \eta) \leq C_n(0, \eta), \quad (99)$$

where the inequality is understood in the matrix sense, and hence the imaginary part of all the eigenvalues of $-i\Phi_n(k, \eta)$ is bounded from below by the largest eigenvalue of $-iC_n(0, \eta)$, whose absolute value, as $\eta$ grows from 0 to $\infty$, decreases monotonically from $n$ to 1. Bounds for the real part of the eigenvalues may be found similarly. Besides, the fact that the spectrum “collapses” at the point $-i \eta \to \infty$ simply follows from the fact that, in that limit, all off-diagonal-terms of the self-energy vanish exponentially.

These abstract properties are crucial, for our purposes, by virtue of Eq. (86), which yields (in the small-coupling regime) a direct relation between the resonances of the model and the eigenvalues of the phase matrix at $k = \hat{k}(\epsilon)$. Because of that, the curves in Figs. 1 and 3 represent, for fixed values of the parameters $x_1, \ldots, x_n$ and up to a multiplicative coupling-dependent constant, all admissible values for the distances between the resonances and $\epsilon$. By changing $\epsilon$, one changes $k = \hat{k}(\epsilon)$ and thus “moves along the curves”. In particular, the analysis above shows that the absolute value of the imaginary part of said resonances cannot be arbitrarily large, and can at most reach a value which increases with the number $n$ of atoms.

Finally, let us focus on the case in which the eigenvalues are real, which, again by Eq. (86), corresponds to our model to the emergence of a real-valued resonance, and thus of a bound state in the continuum. The only possible real eigenvalue of $-i\Phi_n(k, \eta)$, which is thus linked to a real energy of the system and hence to a proper bound state of the system, is obtained for $\eta = 0$ and corresponds to $\lambda = 0$. This happens if and only if there is $j = 1, \ldots, n$ and $\nu \in \mathbb{Z}$ such that

$$k = \frac{\nu \pi}{x_{j+1} - x_j}. \quad (100)$$

The degeneracy of the zero eigenvalue corresponds to the number of values of $j$ for which Eq. (100) is satisfied, i.e., to the number of couples of atoms which the value of $k$ “resonates” with; the corresponding eigenspace is spanned by all the vectors $e^{(j)} \in \mathbb{C}^n$ defined as such:

$$e^{(j)}_\ell = \delta_{j,\ell} + (-1)^{\nu+1} \delta_{j+1,\ell}. \quad (101)$$

Physically, a stable configuration for the system is obtained whenever at least one couple of consecutive atoms resonates with $k$. Two particular cases are the following:

- only one couple of atoms resonates with $k$; to fix ideas, let the resonating atoms be the first and second ones, with positions $x_1$ and $x_2$, and hence

$$k = \frac{\nu \pi}{x_2 - x_1} \quad (102)$$

for some $\nu \in \mathbb{N}$, while, for all other couples of consecutive atoms, the equality above does not hold for any $\nu' \in \mathbb{N}$. This happens if the distances between consecutive couples of atoms are all mutually irrational. In that case, the atom configuration associated to the corresponding eigenvalue will be, up to a global normalization constant,

$$a = (1, (-1)^{\nu+1}, 0, 0, \ldots, 0). \quad (103)$$

Therefore, all other atoms have zero survival amplitude: this is a two-atom state.

- all couples of atoms resonate with $k$, i.e., Eq. (96) is satisfied. As discussed above, this can only happen if the distances between consecutive couples of atoms are all mutually rational, for example, if the atoms are placed on a regular one-dimensional lattice, i.e., $x_j = (j-1)d$ for some $d > 0$.

*General case and degeneracy lifting* In general, the matrix $B(E)$ and the correction $\Delta(E)$ in the definition (81) of $\Lambda(E)$ cannot be assumed to be zero: in general, there are suppressed poles, or $K \neq C$ (and hence the contribution of the contour integral on $\partial K^+$ is nontrivial), or both. If so, Eq. (83) can no longer be exactly interpreted as an $E$-dependent eigenvalue equation for the phase matrix $\Phi_n(k)$. However, since all terms in the matrix $B(E)$ are exponentially small by Eq. (82), heuristically we may expect the results of the previous paragraph to be still a good approximation of the actual ones.
We want to remark, however, that in some cases the role of the additional matrix $\mathcal{B}(E)$ may be of fundamental importance. In the previous paragraph, we have shown that, if there is are two or more couples of consecutive atoms whose distances are commensurable, there will be some value $k_0$ of $k$ which resonates with all couples and, as a result, $\Phi_{\nu}(k_0, 0)$ will admits 0 as a degenerate eigenvalue. Consequently, if $k(\varepsilon) = k_0$, the field-atom system will admit a degenerate space of bound states in the continuum with energy $E = \varepsilon$. However, in the presence of a nonzero matrix $\mathcal{B}(E)$, this degeneracy is generally going to be “lifted”.

Here we will not attempt to study this phenomenon in full generality; instead, we will provide a remarkable example which was studied in greater detail in [12,28], where we refer for details. Consider a family of equally spaced atoms, i.e., take

$$x_j = (j - 1)d, \quad j = 1, \ldots, n,$$

(104)

for some $d > 0$. In this case, the phase matrix $\Phi_{\nu}(k, 0)$ admits 0 as an $(n - 1)$-times degenerate eigenvalue if and only if

$$k = \frac{v\pi}{d}, \quad v \in \mathbb{N};$$

(105)

for those values of momentum, all couples of atom resonate. By our previous discussion one readily shows that, in the absence of corrections (i.e., if Eq. 84), the field-atom system admits an $(n - 1)$-dimensional eigenspace of stable states, with energy $E = \varepsilon$, corresponding to the only constraint

$$\sum_{j=1}^{n} (-1)^{j}a_j = 0 \text{ if } v \text{ is odd}$$

(106)

or

$$\sum_{j=1}^{n} a_j = 0 \text{ if } v \text{ is even}.$$  

(107)

In the general case, Eq. (83) holds. If one simply discarded the contribution of the matrix $\mathcal{B}(E)$ in Eq. (83), thus only keeping diagonal corrections, one would only gain a $v$-dependent shift of the value of $\varepsilon$ corresponding to the resonant values (105) of the momentum, but the degeneracy subspaces defined by either Eq. (106) or (107) would be unchanged; however, if the matrix $\mathcal{B}(E)$ is taken into account, the degeneracy will be broken, as it is explicitly shown in [12] for the cases $n = 3, 4$. A more complete study of this phenomenon for a regular array of a generic number $n$ of quantum atoms is presented in [28], where the symmetry properties of the actual stable states are discussed in greater detail and the physical meaning of this phenomenon is addressed.

4.3 An example from waveguide QED

We will conclude this section by briefly revising, at the light of the discussion in previous sections and the formalism developed, a concrete instance of Friedrichs–Lee model describing a family of two-level emitters interacting with an electromagnetic field in a one-dimensional geometry, e.g., a photonic waveguide; this case was extensively studied in Refs. [11,12,28]. We will show that the general formalism developed here does indeed apply to this case.

From first principles, such a physical scenario can be effectively described, under some approximations (see [11, Appendix A]), by a Friedrichs–Lee model with

$$\omega(k) = \sqrt{k^2 + m^2}$$

(108)

and $F_j(k) = F(k)e^{ikx_j}$, with

$$F(k) = \frac{1}{\sqrt{2\pi} \sqrt{k^2 + m^2}},$$

(109)

where $m > 0$ plays the role of an effective mass, and $\gamma > 0$ is a coupling constant.

It is easy to verify that all assumptions of this work hold in this case. Both functions are even, and a direct check shows that

$$\int_{-\infty}^{\infty} \frac{|F(k)|^2}{\omega(k)} dk = \frac{\gamma}{2\pi} \int_{-\infty}^{\infty} \frac{1}{k^2 + m^2} dk = \frac{\gamma}{2m} < \infty,$$

(110)

which is equivalent to Eq. (4) being verified; consequently, Hypotheses 1–2 hold.

Let us discuss the analyticity properties of the functions. The function $\omega(k)$ does indeed admit an analytic continuation to the complex plane:

$$\kappa \in \mathbb{C} \setminus (-i\infty, -im] \cup [im, i\infty) \mapsto \omega(\kappa) = \sqrt{\kappa^2 + m^2} \in \mathbb{C},$$

(111)

where, above and hereafter, $\sqrt{\kappa}$ is to be interpreted as the principal determination of the square root, that is, $\sqrt{\kappa} = \sqrt{\kappa}e^{i\arg \kappa /2}$; an analytic continuation of $|F(k)|^2$ is obtained analogously. The two points $\kappa = \pm im$ are branch points for the function above, the
The equality above holds for all \( \epsilon \) between the integrals, on the upper branch cut, while, in the second case, the corresponding eigenvectors having the same qualitative structure extensively discussed in the first paragraph of Sect. 4.2. Taking \( \omega(\kappa) = z \). Taking \( A = \{ z \in \mathbb{C} : \Re z > 0 \} \), the equation admits a single couple of solutions \( \pm \hat{k}(z) \), where

\[
\hat{k}(z) = \sqrt{z^2 - m^2},
\]

so that, for all \( z \in A^+ \), Proposition 3.3(i) implies

\[
\Sigma_{j\ell}(z) = i\gamma \frac{e^{i|x_j - x_\ell|\sqrt{z^2 - m^2}}}{\sqrt{z^2 - m^2}} + b_{j\ell}(z),
\]

with the contour term being

\[
b_{j\ell}(z) = \frac{\gamma}{2\pi} \int_{\Gamma^+} \frac{e^{i|x_j - x_\ell|}}{\sqrt{k^2 + m^2} \left( \sqrt{k^2 + m^2} - z \right)} \, dk.
\]

The equality above holds for all \( \epsilon > 0 \); we are thus free to take the limit \( \epsilon \to 0 \), in which the integral over \( \Gamma^+ \) becomes the difference between the integrals, on the upper branch cut \( [im, i\infty) \), of the left and right limits of the integrand in Eq. (115); that is,

\[
b_{j\ell}(z) = -\frac{\gamma}{\pi} \int_{m}^{\infty} z e^{-|x_j - x_\ell|} \frac{e^{-\eta|x_j - x_\ell|}}{\frac{\eta^2}{m^2} - \frac{z^2}{m^2} - \frac{\eta^2}{m^2}} \, d\eta.
\]

Finally, near the real axis, the self-energy is continuous for \( 0 < E < m \) and discontinuous for \( E > m \). In the first case, we have

\[
\Sigma_{j\ell}(E) = \gamma \frac{e^{-|x_j - x_\ell|\sqrt{m^2 - E^2}}}{\sqrt{m^2 - E^2}} + b_{j\ell}(E), \quad (0 < E < m),
\]

while, in the second case,

\[
\Sigma_{j\ell}(E) = i\gamma \frac{e^{i|x_j - x_\ell|\sqrt{E^2 - m^2}}}{\sqrt{E^2 - m^2}} + b_{j\ell}(E), \quad (m < E < \infty).
\]

In the second case (and assuming \( \epsilon_1 = \cdots = \epsilon_n \)), we are precisely in the case sketched in Sect. 4.2: The dominant contribution to the self-energy is the one corresponding to the solution \( \hat{k}(E) = \sqrt{E^2 - m^2} \) to the equation \( \omega(k) = E \). By neglecting the contour contribution, all real eigenvalues (thus corresponding to bound states in the continuum) would be found at energies satisfying the resonance condition (94) for some \( j \) (i.e., two nearby atoms resonant), which, in terms of energies, translates into

\[
E = E_v, \quad E_v = \frac{v^2 \pi^2}{(x_{j+1} - x_j)^2} + m^2 \quad (v \in \mathbb{N}),
\]

the corresponding eigenvectors having the same qualitative structure extensively discussed in the first paragraph of Sect. 4.2. Taking into account the additional contour contributions, richer (and more complicated) phenomena, like the degeneracy lifting briefly discussed at the end of the previous subsection, enter the game, as already stated in the general case.

5 Concluding remarks

In this article, an explicit expression for the self-energy of Friedrichs–Lee models was evaluated under precise assumptions on the dispersion relation \( \omega(k) \) of the boson field and the form factors \( F_{ij}(k) \) modeling the atom–field interaction; the self-energy can be decomposed as the sum of finitely many residue pole terms (poles), each being linked to a (possibly complex) solution of the equation \( \omega(k) = E \), plus a contour contribution. No specific choice of either \( \omega(k) \) or \( F_{ij}(k) \) is used in our calculations: The result is valid for a large class of choices of the aforementioned parameters, and is thus suitable to diverse physical scenarios.

We have also provided a detailed analysis of a subclass of such models which describe identical atoms in an infinite line; in this framework, the contribution of real poles will be dominant, with nonreal poles and the contour contribution only providing exponentially suppressed corrections. In particular, the case in which there is a single real pole can be analyzed thoroughly: when
the problem will be enriched by the possibility of selecting different boundary conditions that may alter significantly the spectral properties of the system, and thus its dynamics. This will be examined in future works.
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A Behavior of the poles

We will provide here additional details about the dependence of the solutions \( \pm \hat{\kappa}(z) \) on \( z \), i.e., heuristically, how they “move” in \( \mathcal{K} \) when varying \( z \) in some properly chosen subset \( \mathcal{A} \) of the complex plane.

We will address the problem in the following way. An analytic function \( \kappa \in \mathcal{K} \mapsto \omega(\kappa) \in \mathbb{C} \) is uniquely associated to a couple of real-valued, real-differentiable functions\(^7\)

\[
(k, \eta) \in \mathcal{K} \mapsto u(k, \eta) \in \mathbb{R}, \quad (k, \eta) \in \mathcal{K} \mapsto v(k, \eta) \in \mathbb{R}
\]

such that the Cauchy–Riemann equations are satisfied for all \( (k, \eta) \in \mathcal{K} \):

\[
\begin{align*}
\partial_k u(k, \eta) &= \partial_\eta v(k, \eta); \\
\partial_K u(k, \eta) &= -\partial_\eta v(k, \eta),
\end{align*}
\]

the correspondence being given by \( \omega(k + i\eta) = u(k, \eta) + iv(k, \eta) \). By differentiating the previous system and introducing the notation \( \nabla = \partial_i + i\partial_j \) and \( \Delta = \nabla \cdot \nabla \), one obtains

\[
\Delta u(k, \eta) = \Delta v(k, \eta) = 0, \quad \nabla u(k, \eta) \cdot \nabla v(k, \eta) = 0,
\]

i.e., \( u(k, \eta) \) and \( v(k, \eta) \) are two harmonic scalar fields in \( \mathcal{K} \subset \mathbb{R}^2 \) whose gradients, which are well-defined in the whole region, are constrained to be orthogonal whenever nonzero. Besides, by definition, the complex derivative of \( \omega(k) \) in some \( \kappa_0 = k_0 + i\eta_0 \) will be given by

\[
\omega'(k_0 + i\eta_0) = (\nabla u(k_0, \eta_0) + i\nabla v(k_0, \eta_0)) \cdot \mathbf{h}
\]

for any unit vector \( \mathbf{h} \in \mathbb{R}^2 \); the Cauchy–Riemann equations ensure the independence of this quantity of the direction \( \mathbf{h} \). In particular, \( \kappa_0 \) is critical (i.e., \( \omega'(k_0) = 0 \)) if and only if \( \nabla u(k_0, \eta_0) = \nabla v(k_0, \eta_0) = 0 \), and, as an immediate consequence of the Cauchy–Riemann equations, \( \nabla u(k_0, \eta_0) = \mathbf{0} \) if and only if \( \nabla v(k_0, \eta_0) = \mathbf{0} \).

The behavior of the two fields can be conveniently represented through their equipotential lines, i.e., the curves implicitly defined by the equations \( u(k, \eta) = u_0 \) and \( v(k, \eta) = v_0 \) for some \( u_0, v_0 \in \mathbb{R} \). Each noncritical point \( \kappa_0 = (k_0, \eta_0) \) is crossed by one equipotential line for \( u(k, \eta) \), namely \( u(k, \eta) = u(k_0, \eta_0) \), and one critical line for \( v(k, \eta) \), namely \( v(k, \eta) = v(k_0, \eta_0) \); by construction the two equipotential lines are, respectively, orthogonal to \( \nabla u(k_0, \eta_0) \) and \( \nabla v(k_0, \eta_0) \) and hence have the same direction as, respectively, \( \nabla v(k_0, \eta_0) \) and \( \nabla u(k_0, \eta_0) \). This also implies that the two sets of equipotential lines are orthogonal in every noncritical point.

The situation is different if we consider a critical point, since both gradients vanish in it. It is easy to show that \( \kappa_0 \) is a critical point of order \( m \), i.e., with \( \omega^{(s)}(k_0) = 0 \) for all \( s = 1, 2, \ldots, m - 1 \) and \( \omega^{(m)}(k_0) \neq 0 \) if and only if \( m \) equipotential lines for both

\(^7\) Here and in the following, with an abuse of notation, we will identify the complex number \( \kappa = k + i\eta \in \mathbb{C} \) with the real couple \( (k, \eta) \in \mathbb{R}^2 \), and hence \( \mathbb{C} \) with \( \mathbb{R}^2 \).
Proposition A.2
Let $m$ critical point of order contain values with real part equal to $\omega(\kappa)$. A solution

$$
\omega(\kappa) \sim \omega(\kappa_0) + \frac{1}{m!} \omega^{(m)}(\kappa_0)(\kappa - \kappa_0)^m,
$$

whose equipotential lines near the critical point $\kappa_0$ behave exactly as described.

Interestingly, the behavior of the solutions of the equation $\omega(\kappa) = \zeta$ can be conveniently described through equipotential lines. This is proven straightforwardly:

**Proposition A.1** Let $A$ an open connected subset of the complex plane and let $z \in A \mapsto \tilde{\kappa}_0(z) \in K$ a solution of the equation $\omega(\kappa) = \zeta$, i.e., $\omega(\tilde{\kappa}_0(z)) = \zeta$ for all $z \in A$. Then,

- fixing $E_0 \in \mathbb{R}$ and given $I_{E_0} = \{\delta \in \mathbb{R} : E_0 + i\delta \in A\}$, the function $\delta \in I_{E_0} \mapsto \tilde{\kappa}_0(E_0 + i\delta)$ has values in an equipotential line $u(k, \eta) = E_0$;
- fixing $\delta_0 \in \mathbb{R}$ and given $J_{\delta_0} = \{E \in \mathbb{R} : E + i\delta_0 \in A\}$, the function $E \in J_{\delta_0} \mapsto \tilde{\kappa}_0(E + i\delta_0)$ has values in an equipotential line $v(k, \eta) = \delta$.

**Proof** (i) By definition we have $\omega(\tilde{\kappa}_0(E_0 + i\delta)) = E_0 + i\delta$ and hence $\text{Re} \omega(\tilde{\kappa}_0(E_0 + i\delta)) = E_0$ for all $\delta$, i.e., $\tilde{\kappa}_0(E_0 + i\delta)$ belongs to an equipotential line $u(k, \eta) = E_0$. (ii) is proven identically. \qed

In words, starting from some $z_0 = E_0 + i\delta_0$ and varying either the imaginary or real part of $z$, the solutions of the equation will move along the equipotential lines. Besides, by our previous discussion, when $z$ approaches a critical value corresponding to a critical point of order $m$ (either by varying $E$ or $\delta$, or also following any other trajectory in the $z$ plane), $m$ simple solutions of the equation “collide” in the critical point.

The proposition above has a simple consequence which we will use in the proof of the main theorem:

**Proposition A.2** Let $A$ a subset of the complex plane and $\tilde{\kappa}_0(z)$ a solution which is continuous in $A$. If $\text{Im} \tilde{\kappa}_0(z_0) > 0$ for some $z_0 \in A^+$, then $\text{Im} \tilde{\kappa}_0(z) > 0$ for all $z \in A^+$.

**Proof** A solution $\tilde{\kappa}_0(z)$ cannot cross an equipotential line $u(k, \eta) = u_0$ (resp. $v(k, \eta) = v_0$) if $z$ ranges in a region with does not contain values with real part equal to $u_0$ (resp. imaginary part equal to $v_0$). In particular, since $A^+$ has no intersection with the real line, then $\tilde{\kappa}_0(z)$ will never cross the real line, since $\mathbb{R}$ is an equipotential line with $u(k, \eta) = 0$. This means that if $\text{Im} \tilde{\kappa}_0(z_0) > 0$ for some $z_0 \in A$, then $\text{Im} \tilde{\kappa}_0(z) > 0$ for all $z \in A$. \qed

**B Proof of Prop. 3.3**

Before proving the result, a preliminary lemma gathering two immediate consequences of Hypothesis 4, will be useful.

**Lemma B.1** (i) Let $z \in \mathbb{C}$ and $M$, $\epsilon > 0$ such that $|\omega(\kappa) - \zeta| > \epsilon$ for all $\kappa \in K$ with $|\kappa| > M$. Then,

$$
\lim_{R \to \infty} \max_{\kappa \in K^+, |\kappa| = R} \frac{|G_j(\kappa)|}{|\omega(\kappa) - \zeta|} = 0.
$$

(ii) Let $z \in \mathbb{C}$ and $\epsilon > 0$ such that $|\omega(\kappa) - \zeta| > \epsilon$ for all $\kappa \in \Gamma^+$. Then, for all $j \geq \ell$, the quantity

$$b_{j\ell}(z) = \int_{\Gamma^+} \frac{G_j(\kappa)}{\omega(\kappa) - \zeta} \, d\kappa
$$

is well defined and satisfies $b_{j\ell}(\zeta) = b_{j\ell}(z)$; if $z \in \mathbb{R}$, $b_{j\ell}(E) \in \mathbb{R}$.

**Proof** Indeed, we have

$$
\frac{1}{\omega(\kappa) - \zeta} = \left(1 + \frac{z - z_0}{\omega(\kappa) - z_0}\right) \frac{1}{\omega(\kappa) - z_0}
$$

and thus, if $|\omega(\kappa) - \zeta| > \epsilon$,

$$
\left|\frac{1}{\omega(\kappa) - \zeta}\right| < \left(1 + \frac{|z - z_0|}{|\omega(\kappa) - \zeta|}\right) \frac{1}{|\omega(\kappa) - z_0|} \leq \left(1 + \frac{|z - z_0|}{\epsilon}\right) \frac{1}{|\omega(\kappa) - z_0|}.
$$

By this inequality, the first property follows immediately and the second one follows by dominated convergence. \qed

Let us finally prove Proposition 3.3.
Proof of Prop. 3.3 Since $\Sigma(z) = \Sigma(z)^\dagger$ and $\Sigma(z)^T = \Sigma(z)$, we only need to compute $\Sigma_{j\ell}(z)$ for $j \geq \ell$ and $z \in A^+$. 

(i) First of all, since $A$ does not intersect $\omega(\Gamma)$, then for all $z \in A \setminus b(z)$ is well defined by Lemma B.1 with $\epsilon = \inf_{x \in \Gamma^+} |\omega(k) - z| > 0$; besides, the functions $z \in A \mapsto \hat{\kappa}_a(z) \in \mathcal{K}$ are continuous in $A$ and, moreover, analytic away from the set $\mathcal{C}$ of zeros of $\omega'(k)$ (see the discussion in Appendix A).

Now fix $z \in A \setminus \omega(C)$. Since the self-energy is well defined because of Hypothesis 1, we can compute it as

$$
\Sigma(z) = \lim_{R \to \infty} \int_{-R}^R \frac{G(k)}{\omega(k) - z} \, dk.
$$

By Hypothesis 3, the integrand has a meromorphic continuation in the open connected subset $\mathcal{K}$ of the complex plane, its singularities being the solutions of the equation $\omega(k) = z$; since there are finitely many singularities, for sufficiently large $R$ they all lie inside the circle $C_R = \{ \kappa \in \mathbb{C} : |\kappa| < R \}$. For such values of $R$, define

$$
\mathcal{K}^+ = \mathcal{K}^+ \cap C_R^+,
$$

its boundary $\partial \mathcal{K}^+_R$ being a piecewise smooth curve which can be decomposed as:

$$
\partial \mathcal{K}^+_R = \Gamma^+_R \cup \delta C^+_R,
$$

where $\Gamma^+_R = \{ \zeta \in \mathcal{K}^+ : |\zeta| < R \}$ and $\delta C^+_R$ is the union of a number of circular arcs with radius $R$; see Fig. 4. For each couple of solutions $\pm \hat{\kappa}_a(z)$, either they are both real or they belong to distinct half-planes; in particular (see Proposition A.2), each solution belongs either to the positive or negative half-plane for all $z \in \mathcal{A}^+$. 

By the residue theorem, the integral on the contour of the region $\mathcal{K}^+_R$ is obtained via the residua of the function $\omega(k)$ in all solutions of the equation $\omega(k) = z$ included in it, i.e., $\pm \hat{\kappa}_1(z), \ldots, \pm \hat{\kappa}_r(z)$. Since $\omega'(\hat{\kappa}_a(z)) \neq 0$, each singularity $\pm \hat{\kappa}_a(z)$ is simple and the corresponding residue can be computed as such:

$$
\lim_{k \to \pm \hat{\kappa}_a(z)} \frac{(k \mp \hat{\kappa}_a(z)) \frac{G(k)}{\omega(k) - z}}{(k - \pm \hat{\kappa}_a(z))}
$$

and

$$
\omega(k) - z \sim \omega'(\pm \hat{\kappa}_a(z))(k \mp \hat{\kappa}_a(z)) \quad (k \to \pm \hat{\kappa}_a(z)),
$$

thus

$$
\lim_{k \to \pm \hat{\kappa}_a(z)} \frac{(k \mp \hat{\kappa}_a(z)) \frac{G(k)}{\omega(k) - z}}{\omega'(\pm \hat{\kappa}_a(z))} = \frac{G(\pm \hat{\kappa}_a(z))}{\omega'(\pm \hat{\kappa}_a(z))} \equiv Z(\pm \hat{\kappa}_a(z)),
$$

where $Z(\pm \hat{\kappa}_a(z))$ is the self-energy of the corresponding resonance at $\pm \hat{\kappa}_a(z)$. 

![Integration contour for a finite value of R (top) and in the limit R → ∞ (bottom): the integrals on the blue and the red contours coincide. The yellow area is the region K⁺ of the complex plane.](image)
Fig. 5 An example: solutions ±\(\hat{\kappa}_s(E_0 + i\delta), s = 1, 2, 3\), of the equation \(\omega(\kappa) = E_0 + i\delta\) with \\
\(\omega(\kappa) = \frac{1}{\kappa^2 + 1}\), with \(E_0 = 0.02\) and \(\delta \in [-1.4, 1.4]\); the arrows point in the direction of decreasing \(\delta\). The dotted gray lines corresponds to the set of points satisfying \(\text{Im} \omega(\kappa) = 0\); each solution intersects one of those curves at \(\delta = 0\). The poles \(\pm \hat{\kappa}_1(E_0 + i\delta), \pm \hat{\kappa}_2(E_0 + i\delta)\) always belong to \(\mathbb{C}^+\), whereas \(\pm \hat{\kappa}_3(E_0 + i\delta)\) is in \(\mathbb{C}^\pm\) for \(\delta > 0\) and in \(\mathbb{C}^+\) for \(\delta < 0\); consequently, \(I^+(E_0) = [1, 2]\) and \(I^0(E_0) = [3]\).

where, because of the symmetry properties of \(\omega(\kappa)\) and \(G(\kappa)\), 
\[
Z(-\overline{\kappa}) = -Z(\kappa)\dagger, \quad Z(\overline{\kappa}) = Z(\kappa)\dagger.
\]

Applying the residue theorem, we finally obtain 
\[
\int_{-R}^R \frac{G(\kappa)}{\omega(\kappa) - z} \, dk = \int_{\delta C_R^+} \frac{G(\kappa)}{\omega(\kappa) - z} \, dk + \int_{\delta C_R^-} \frac{G(\kappa)}{\omega(\kappa) - z} \, dk + 2\pi i \sum_{s=1}^r Z(\hat{\kappa}_s(z)), \tag{136}
\]

and, taking the limit \(R \to \infty\) in (136), the left-hand term converges to \(\Sigma(z)\) and the two \(R\)-dependent components in the right-hand term converge respectively to the null matrix and to \(b(z)\) because of our hypotheses. The desired result in (54) is obtained by using \(\Sigma(\xi) = \Sigma(z)\dagger\).

\((ii)\) For \(s = 1, \ldots, r\), either \(\text{Im} \hat{\kappa}_s(E) > 0\) (hence \(s \in I^+(E)\)) or \(\text{Im} \hat{\kappa}_s(E) = 0\) (hence \(s \in I^0(E)\)). Now, the two sets of poles behave differently when we move continuously from \(A^+\) to \(A^-\) (see Fig. 5):

- the poles \(\pm \hat{\kappa}_s(E + i\delta)\) with \(s \in I^+(E)\) do not cross the real line when \(\delta\) becomes negative, and hence they are still included in the contour, yielding a contribution to the self-energy which is continuous from \(A^+\) to \(A^-\);
- the poles \(\pm \hat{\kappa}_s(E + i\delta)\) with \(s \in I^0(E)\) do cross the real line when \(\delta\) becomes negative, and hence they are not included in the contour; the poles \(\mp \hat{\kappa}_s(E + i\delta)\) take their place, yielding a contribution to the self-energy which is discontinuous from \(A^+\) to \(A^-\).

Recalling that \(b(\overline{z}) = b(z)\dagger\) and \(Z(-\kappa) = Z(\kappa)\dagger\), we can hence write 
\[
\Sigma(E + i\delta) = b(E + i\delta) + 2\pi i \left( \sum_{s \in I^+(E)} Z(\hat{\kappa}_s(E + i\delta)) + \sum_{s \in I^0(E)} Z(\hat{\kappa}_s(E + i\delta)) \right) \tag{137};
\]
\[
\Sigma(E - i\delta) = b(E - i\delta) + 2\pi i \left( \sum_{s \in I^+(E)} Z(\hat{\kappa}_s(E - i\delta)) + \sum_{s \in I^0(E)} Z(\hat{\kappa}_s(E - i\delta)) \right) \dagger, \tag{138}
\]

and, taking the limit \(\delta \downarrow 0\),
\[
\Sigma(E + i0) = b(E) + 2\pi i \left( \sum_{s \in I^+(E)} Z(\hat{\kappa}_s(E)) + \sum_{s \in I^0(E)} Z(\hat{\kappa}_s(E)) \right) \tag{139};
\]
\[
\Sigma(E - i0) = b(E) + 2\pi i \left( \sum_{s \in I^+(E)} Z(\hat{\kappa}_s(E)) + \sum_{s \in I^0(E)} Z(\hat{\kappa}_s(E)) \right) \dagger. \tag{140}
\]
the discontinuity being thus entirely due to the poles which cross the real line:

\[
\Sigma(E + i0) - \Sigma(E - i0) = i \sum_{s \in \mathbb{P}(E)} (Z(\hat{\kappa}_s(E)) - Z(\hat{\kappa}_s(E))^\dagger), \tag{141}
\]

Besides, by Eq. (45), for every \( s \in I^+(E) \), there is \( s' \in I^+(E) \) such that

\[
\hat{\kappa}_{s'}(E) = -\overline{\hat{\kappa}_s(E)} \implies Z(\hat{\kappa}_{s'}(E)) = Z(-\overline{\hat{\kappa}_s(E)}) = -Z(\hat{\kappa}_s(E))^\dagger, \tag{142}
\]

hence, because of the presence of the imaginary factor \( 2\pi i \), the contribution of the poles \( \hat{\kappa}_s(E) \) for \( s \in I^+(E) \) is purely Hermitian. The same argument cannot be applied to the poles with index \( s \in I^0(E) \), whose contribution will therefore have both a Hermitian and anti-Hermitian part.

We finally get

\[
\begin{align*}
\text{Re} \Sigma(E \pm i0) &= b(E) + i \left( \sum_{s \in I^+(E)} Z(\hat{\kappa}_s(E)) + \sum_{s \in I^0(E)} \text{Re} Z(\hat{\kappa}_s(E)) \right); \\
\text{Im} \Sigma(E \pm i0) &= \pm i \sum_{s \in I^0(E)} \text{Im} Z(\hat{\kappa}_s(E)).
\end{align*} \tag{143, 144}
\]

(iii) is an immediate consequence of the continuity of \( z \in \mathcal{A} \mapsto \hat{\kappa}_s(z) \in \mathcal{K} \)

\( \square \)

C Proof of Prop. 4.1

First of all, let us introduce the auxiliary matrix \( \Lambda_n(\phi_1, \phi_2, \ldots, \phi_{n-1}) \), with \( \phi_1, \ldots, \phi_{n-1} \in \mathbb{C} \), defined as:

\[
[\Lambda_n(\phi_1, \ldots, \phi_{n-1})]_{j\ell} = \begin{cases} 
1, & j = \ell; \\
\prod_{k=\ell}^{j-1} \phi_k, & j > \ell
\end{cases} \tag{145}
\]

and \([\Lambda_n(\phi_1, \ldots, \phi_{n-1})]_{ij} = [\Lambda_n(\phi_1, \ldots, \phi_{n-1})]_{j\ell}, \) i.e., explicitly,

\[
\Lambda_n(\phi_1, \ldots) = \begin{pmatrix}
1 & \phi_1 & \phi_1\phi_2 & \phi_1\phi_2\phi_3 & \ldots & \prod_{j=1}^{n-2} \phi_j & \prod_{j=1}^{n-1} \phi_j \\
\phi_1 & 1 & \phi_2 & \phi_2\phi_3 & \ldots & \prod_{j=2}^{n-2} \phi_j & \prod_{j=2}^{n-1} \phi_j \\
\phi_1\phi_2 & \phi_2 & 1 & \phi_3 & \ldots & \prod_{j=3}^{n-2} \phi_j & \prod_{j=3}^{n-1} \phi_j \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\prod_{j=1}^{n-2} \phi_j & \prod_{j=2}^{n-2} \phi_j & \prod_{j=3}^{n-2} \phi_j & \ldots & 1 & \phi_{n-1} \\
\prod_{j=1}^{n-1} \phi_j & \prod_{j=2}^{n-1} \phi_j & \prod_{j=3}^{n-1} \phi_j & \ldots & 1 & \phi_{n-1}
\end{pmatrix} \tag{146}
\]

We have

\[
\Phi_n(\kappa) = \Lambda_n \left( e^{i\kappa(x_2-x_1)}, \ldots, e^{i\kappa(x_n-x_{n-1})} \right), \tag{147}
\]

i.e., the matrix \( \Phi_n(\kappa) \) (as well as its characteristic polynomial) is simply obtained by setting \( \phi_j = e^{i\kappa|x_j+1-x_j|} \) in the expression of the matrix \( \Lambda_n(\phi_1, \ldots, \phi_{n-1}) \).

We can now proceed with the proof.
Proof of Prop. 4.1 By Eq. (146), the last and penultimate rows of \( \Lambda_n(\phi_1, \ldots, \phi_{n-1}) \), as well as its last and penultimate column, are proportional through the factor \( \phi_{n-1} \), except the term with \( j = \ell = n \). Applying elementary properties of the determinant, we have

\[
\begin{vmatrix}
1 - \lambda & \phi_1 & \phi_1 \phi_2 & \phi_1 \phi_2 \phi_3 & \cdots & \prod_{j=1}^{n-2} \phi_j & \prod_{j=1}^{n-1} \phi_j \\
\phi_1 & 1 - \lambda & \phi_2 & \phi_2 \phi_3 & \cdots & \prod_{j=2}^{n-2} \phi_j & \prod_{j=1}^{n-1} \phi_j \\
\phi_1 \phi_2 & \phi_2 & 1 - \lambda & \phi_3 & \cdots & \prod_{j=3}^{n-2} \phi_j & \prod_{j=1}^{n-1} \phi_j \\
\phi_1 \phi_2 \phi_3 & \phi_2 \phi_3 & \phi_3 & 1 - \lambda & \cdots & \prod_{j=4}^{n-2} \phi_j & \prod_{j=1}^{n-1} \phi_j \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\prod_{j=1}^{n-2} \phi_j & \prod_{j=2}^{n-2} \phi_j & \prod_{j=3}^{n-2} \phi_j & \prod_{j=4}^{n-2} \phi_j & \cdots & 1 - \lambda & \phi_{n-1} \\
\end{vmatrix} = \phi_{n-1}^{n-1} - 1 \frac{\phi_{n-1}}{1 - \lambda}
\]

where we have divided the last row and column by \( \phi_{n-1} \), subtracted the penultimate column from the last column, and finally subtracted the penultimate row from the last row.

By expanding the determinant along the last row (or column), we will get a term proportional to the determinant of \( \Lambda_{n-1}(\phi_1, \ldots, \phi_{n-2}) \), plus another term proportional to the determinant of a matrix obtained from \( \Lambda_{n-2}(\phi_1, \ldots, \phi_{n-2}) \) by replacing the last column (or row) with a column in which the only nonzero term is the one with \( j = \ell = n - 1 \); a further expansion of the determinant yields a term proportional to the determinant of \( \Lambda_{n-2}(\phi_1, \ldots, \phi_{n-3}) \) and, substituting \( \phi_n = e^{i\kappa(x_n-x_{n-1})} \), the recurrence formula (91).

In particular, taking \( \lambda = 0 \), Eq. (91) simplifies as follows:

\[
p_n(0, \kappa) = [1 - e^{2i\kappa(x_n-x_{n-1})}]p_{n-1}(0, \kappa),
\]

(149)
which is a recurrence equation of the first order with constant coefficients, whose solution can be thus obtained:

\[
p_n(0, \kappa) = \prod_{j=1}^{n-1} [1 - e^{2i\lambda}(x_{j+1} - x_j)] p_1(0, \kappa) = \prod_{j=1}^{n-1} [1 - e^{2i\lambda}(x_{j+1} - x_j)].
\]  

(150)
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