Channel discrimination power of bipartite quantum states
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We quantify the usefulness of a bipartite quantum state in the ancilla-assisted channel discrimination of arbitrary quantum channels, formally defining a worst-case-scenario channel discrimination power for bipartite quantum states. We show that such a quantifier is deeply connected with the operator Schmidt decomposition of the state. We compute the channel discrimination power exactly for pure states, and provide upper and lower bounds for general mixed states. We show that highly entangled states can outperform any state that passes the realignment criterion for separability. Furthermore, while also unentangled states can be used in ancilla-assisted channel discrimination, we show that the channel discrimination power of a state is bounded by its quantum discord.

PACS numbers:

A quantum channel is the most general linear transformation a quantum system can undergo, capturing mathematically the notion of physical process and playing the role of basic block in quantum information processing [1]. A fundamental task that falls under the umbrella of quantum metrology [2, 3] is channel discrimination [4]. Channel discrimination is the task of telling apart two or more known channels which are each applied with some random a priori distribution to an input of our choice; think of the situation where we want to probe the presence or absence of a known magnetic field. In the prototypical and simplest case, two channels are applied just once with equal a priori probability distribution, and we perform a measurement on the output probe trying to infer the which-channel information. The goal is that of identifying the channel applied, with the highest possible probability of success. Channel discrimination is typically performed by tailoring the state of the input probe to the channels to be discriminated. In general, the wrong choice of input might not only make the probability of correct identification less than optimal, but it might make it altogether impossible, in the sense that, for some choice of input state, the output state could be the same for both channels, even when the latter differ.

There can be advantages in channel discrimination by making use of correlations between the probe and a reference ancilla. One possible advantage is that correlations may lead to a probability of success in the discrimination that is higher than what possible without the use of an ancillary system [2, 4, 10]. In general, achieving such a higher probability of success requires (i) to tailor the probe-ancilla input state to the specific channels to be discriminated and (ii) input entanglement between probe and ancilla. Another advantage provided by probe-ancilla correlations, on which we focus in this Letter, is that they may allow to discriminate between an arbitrary pair of known channels, without the need to tailor the input probe-ancilla state to avoid ‘being blind’ to the difference between the channels. This fact is at the basis of the celebrated Choi-Jamiolkowski isomorphism [17, 18] between linear maps and linear operators, and allows to perform channel tomography – that is, to identify an unknown channel with many uses of the unknown channel – with a fixed input probe-ancilla state [19]. Such a feat can be achieved even in the absence of entanglement, and Ref. [19] already identified the Operator Schmidt Rank (OSR; to be defined later) of the probe-ancilla input state as the key property determining whether such state makes ancilla-assisted tomography possible. Nonetheless, the study of the usefulness of correlations in fixed-input ancilla-assisted channel discrimination and channel tomography has been limited [20]. In this Letter, we shed light on ancilla-assisted channel discrimination, providing an analysis of how the Operator Schmidt Decomposition (OSD; to be defined later) of the probe-ancilla input state affects the quality of the discrimination. In particular, we introduce a worst-case quantifier for the performance of a probe-ancilla state in channel discrimination, the Channel Discrimination Power (CDP), and we provide general upper and lower bounds to it in terms of the OSD of the state. We compute the exact CDP of pure states. Remarkably, we show that, while correlated but unentangled states can have non-zero CDP, and allow the discrimination of any pair of channels as long as they have maximal OSR, they cannot have maximal CDP. More in general, we provide a non-trivial bound on the channel discrimination power of any state – entangled or unentangled – that passes the so-called realignment (or computable cross-norm) criterion for separability [21, 22]. Furthermore, we prove that the general quantumness of correlations known as quantum discord [23] provides a bound for the channel discrimination power of a bipartite state.

Notation and preliminaries. We will limit ourselves to finite-dimensional systems. Hence, each Hilbert space $\mathcal{H}$ will be equivalent to $\mathbb{C}^d$ for some integer dimension $d$. The space of linear operators $L$ (equivalent to matrices) on $\mathcal{H}$ will be indicated by $\mathcal{L}(\mathcal{H})$. We will be interested in the $p$-norms $\|L\|_p := \left( \text{Tr} \left( (L^\dagger L)^{\frac{p}{2}} \right) \right)^{\frac{1}{p}}$, for the values $p = 1, 2, \infty$ [24]. We indicate by $d_X$ the dimension of a system $X$ with...
Hilbert space $\mathcal{H}_X$. We will focus on bipartite systems $AB$, and, unless stated otherwise, we will define $d_{\min} = \min\{|d_A|, d_B\}$. A quantum state on $\mathcal{H}$ corresponds to a density operator $\rho$ belonging to convex subset $\mathcal{D}(\mathcal{H}) \subset \mathcal{L}(\mathcal{L})$ of operators that have unit trace and are positive semidefinite. We indicate by $\text{Tr}$ the trace operation, by $\text{Tr}_X$ the partial trace on system $X$. We denote by $\rho_X$ the (reduced) state of system $X$. The space $\mathcal{L}(\mathcal{H})$ can be made into a Hilbert space itself by considering the Hilbert-Schmidt inner product $\langle \langle C|D \rangle \rangle := \text{Tr}(CD)$ between two operators $C, D \in L(\mathcal{H})$, which induces the 2-norm via $\|C\|_2 = \sqrt{\langle \langle C|C \rangle \rangle}$.

The trace distance between two density matrices $\rho$ and $\sigma$ is defined as $D(\rho, \sigma) := \frac{1}{2}\|\rho - \sigma\|_1$. Its operational meaning is that of bias in the optimal discrimination of the two states. More specifically, the probability of correctly identifying the state of a system that is a priori in the state $\rho$ or $\sigma$ each with 50% chance, in the single-shot scenario when one is given only one copy of the state to measure, is $(1 + D(\rho, \sigma))/2$. The trace distance $D(\rho, \sigma)$ varies between 0 (for identical states) to 1 (for perfectly distinguishable states, which are mathematically orthogonal, $\langle \rho|\sigma \rangle = 0$). A bipartite state $\rho_{AB}$ is unentangled (or separable) if it is the convex combination of product (or uncorrelated) states $\{\rho_{\text{unc}}\}$, with $\{p_i\}$ a probability distribution. That is, a state is unentangled if all the correlations that the systems $AB$ exhibit have an explanation in terms of shared classical randomness. A state is entangled if it is not separable.

To decide whether a given state is separable or not (that is, whether it admits a decomposition like (1) or not) is a hard problem in general, but numerous criteria have been devised to tackle it $\{23\}$. The physical evolution of a quantum system is formally described in terms of quantum channels $\{1\}$. In general, one considers evolutions from an input system $X$ to an output system $Y$, representing evolution in time or general transfer of information — either in space or in time — from one system to another. Formally, a quantum channel from $X$ to $Y$ is a completely-positive trace-preserving linear map $\Lambda$ from $\mathcal{L}(\mathcal{H}_X)$ to $\mathcal{L}(\mathcal{H}_Y)$.

**Operator Schmidt Decomposition.** Any vector state $|\psi\rangle_{AB} \in \mathcal{H}_A \otimes \mathcal{H}_B$ admits a Schmidt decomposition $\{1\}$

$$|\psi\rangle_{AB} = \sum_{i=1}^{\text{SR}(\psi)} \sqrt{p_i} |a_i\rangle_A \otimes |b_i\rangle_B ,$$

with $\{\sqrt{p_i}\}$ positive numbers that satisfy $\sum_{i=1}^{\text{SR}(\psi)} (\sqrt{p_i})^2 = \sum_{i=1}^{\text{SR}(\psi)} p_i = \langle \langle \psi|\psi \rangle \rangle$. Since $\langle \langle \psi|\psi \rangle \rangle = 1$, we can think of $\{p_i\}$ as of a probability distribution, whose elements we can imagine ordered, $p_1 \geq p_2 \geq \ldots$, without loss of generality. Furthermore $\{|a_i\rangle\}$ and $\{|b_i\rangle\}$ are some special and $|\psi\rangle$-dependent orthonormal bases for $\mathcal{H}_A$ and $\mathcal{H}_B$, respectively. Here $\text{SR}(\psi)$ denotes the Schmidt rank of $|\psi\rangle_{AB}$, which is the number of non-zero $p_i$’s, and satisfies $\text{SR}(\psi) \leq d_{\min}$. Let $\rho_{AB}$ be a density matrix for the bipartite system $AB$. We can consider it as a vector in $\mathcal{L}(\mathcal{H}_A \otimes \mathcal{H}_B)$, and hence derive the Operator Schmidt Decomposition (see $\{24, 27\}$ and references therein)

$$\rho_{AB} = \sum_{i=1}^{\text{OSR}(\rho)} r_i A_i \otimes B_i,$$  \hspace{1cm} (3)

Here $\text{OSR}(\rho)$ is the number of non-zero Operator Schmidt Coefficients (OSCs) $r_i$, and $\{A_i\}_{i=1}^{d_A}$ and $\{B_i\}_{i=1}^{d_B}$ are some ($\rho$-dependent) orthonormal bases for the spaces $\mathcal{L}(\mathcal{H}_A)$ and $\mathcal{L}(\mathcal{H}_B)$, respectively. The OSC is the minimum number of product terms that need to enter in any decomposition of $\rho_{AB}$. Since $\rho_{AB}$ is Hermitian, one can argue that the two orthonormal operator bases in (3) can be (but need not be) taken to be composed of Hermitian operators. The OSCs are the singular values of the correlation matrix $C_{ij}(\rho_{AB})$, with $C_{ij}(\rho_{AB}) := \langle \langle F_i \otimes G_j |\rho_{AB} \rangle \rangle$, where $\{F_i\}$ and $\{G_j\}$ are arbitrary local orthonormal bases for operators. We will take the OSC to be ordered as $r_1 \geq r_2 \geq \ldots$; they satisfy $\sum_{i=1}^{\text{OSR}(\rho)} r_i^2 = \langle \langle \rho|\rho \rangle \rangle = \text{Tr}(\rho^2)$. Notice that $\text{OSR}(\rho_{AB}) \leq d_{\min}^2$, as the vector space $L(\mathcal{H}_X)$ has dimension $d_A^2$ (similarly for $L(\mathcal{H}_Y)$).

It is immediate to realize that the SD of a pure state $|\psi\rangle_{AB}$ and the OSD of the corresponding density matrix $|\psi\rangle_{AB}$ are related: indeed, for a pure state, $r_i = \sqrt{p_i} \sqrt{q_i}$, $A_i = |a_i\rangle\langle a_i|$, and $B_i = |b_i\rangle\langle b_i|$, for $i = (k, l)$ a multi-index.

A powerful criterion of separability is the computable cross-norm (or realignment) criterion $\{21, 22\}$, which states that, if $\rho_{AB}$ is unentangled, then its OSCs satisfy $\sum_{i} r_i \leq 1$. Thus, if one finds $\sum_{i} r_i > 1$, one can conclude that $\rho_{AB}$ is entangled.

**Channel discrimination and channel tomography.** Channel discrimination is a generalization of state discrimination, where the objects to tell apart are now channels. One can define a physically meaningful notion of distance between two channels $\Lambda_0$ and $\Lambda_1$ via $\{15\}$

$$D(\Lambda_0, \Lambda_1) := \max_{\rho \in \mathcal{D}(\mathcal{H}_S)} D(\Lambda_0[\rho], \Lambda_1[\rho]),$$

that is by considering the trace distance of the output states of a probe upon acting on the same input state of the probe. One fundamental—and relevant for applications—way in which quantum physics differs from classical physics, is that the distinguishability of two channels, as captured by $D(\Lambda_0, \Lambda_1)$, can be enhanced by the use of entanglement between the input probe and an ancilla $\{2, 4–16\}$. One can prove that the best ancilla system can be chosen to be a copy $S'$ of the input probe system $S$, so that we can define the so-called diamond
The infimum is taken over all pairs $\Lambda_0, \Lambda_1$ of quantum channels with input in $\mathcal{L}(\mathcal{H}_x, \mathcal{H}_y)$ by means of their action on an input state $\rho \in \mathcal{D}(\mathcal{H}_x)$ of the probe alone that is independent of the channels considered, as there are always two different channels that have the same effect on a given input state $\rho$. Nonetheless, it is always possible to tell two arbitrary channels in $\mathcal{L}(\mathcal{H}_x, \mathcal{H}_y)$ apart by ‘feeding’ them with many different input states $\rho_k$. Indeed, as long as $\{|\rho_k\rangle\}$ constitutes a basis for $\mathcal{L}(\mathcal{H}_x)$, and as long an arbitrary number of uses of the channel are allowed, one can perform a tomographic reconstruction of a channel $\Lambda$ [1], even in the case where there is no prior information at disposal about the channel (see also Figure 1(a)).

Remarkably, it is possible to perform tomography of the channel, or the non-trivial discrimination of an arbitrary number of channels, even with just a fixed input state, as long as one uses an ancilla: this constitutes the framework of ancilla-assisted channel discrimination and channel tomography (see Figure 1(b)). Ref. [11] proves both theoretically and experimentally that channel tomography is possible also when the state $\rho_{AB}$ of probe $A$ and ancilla $B$ is separable. The key condition that permits channel tomography on $A$ with $\rho_{AB}$ is that $\text{OSR}(\rho_{AB}) = d_A^2$. Indeed, one has

$$\Lambda_A[\rho_{AB}] = \sum_{i=1}^{d_A^2} r_i \Lambda[A_i] \otimes B_i,$$

and, as long as the state has $\text{OSR}(\rho) = d_A^2$, one can reconstruct the action of the map $\Lambda$ on an arbitrary state $\sigma \in \mathcal{D}(\mathcal{H}_A)$ as follows:

$$\Lambda[\sigma] = \sum_{i=1}^{d_A^2} \frac{1}{r_i} (\langle A_i|\sigma\rangle) \text{Tr}_B(\mathbb{I}_A \otimes B_i^\dagger B_i \Lambda[\rho_{AB}]).$$

We improve on this basic observation, by introducing and studying a simple and meaningful measure of merit for the usefulness of a fixed probe-ancilla state in channel discrimination.

**Channel discrimination power.** For any quantum state $\rho_{AB} \in \mathcal{D}(\mathcal{H}_A \otimes \mathcal{H}_B)$, we define the channel discrimination power (CDP) of $\rho_{AB}$ on $A$ as

$$\text{CDP}_A(\rho_{AB}) := \inf_{\Lambda_0, \Lambda_1} \frac{D(\Lambda_0 A[\rho_{AB}], \Lambda_1 A[\rho_{AB}])}{D_0(\Lambda_0, \Lambda_1)}.$$  

The infimum is taken over all pairs $\Lambda_0, \Lambda_1$ of quantum channels with input in $\mathcal{L}(\mathcal{H}_A)$, and we have used the short-hand notation $\Lambda_{0,A} := \Lambda_{0} \otimes \text{id}_B$. We similarly define $\text{CDP}_B(\rho_{AB})$. The parameter $\text{CDP}_A(\rho_{AB})$ captures how suitable $\rho_{AB}$ is for ancilla-assisted channel discrimination, comparing how well $\rho_{AB}$ allows us to discriminate two channels acting on $A$ with respect to the optimal distinguishability of those two channels, in a worst-case scenario approach. Notice that we must necessarily take into account the actual distinguishability of the two channels $\Lambda_0$ and $\Lambda_1$: a minimization of the numerator alone in Eq. (6) would trivially vanish. In principle one could consider another measure of distinguishability of the two channels to be used as denominator, like $D(\Lambda_0, \Lambda_1)$, but the diamond distance is a choice that is mathematically convenient and conceptually meaningful, as it regards the usefulness of an ancilla in the discrimination. We do not know whether the infimum in Eq. (6) can be replaced by a minimum, more specifically, whether the infimum can be achieved with some bounded output dimension for the channels $\Lambda_0, \Lambda_1$. In the following we report a number of results about the channel discrimination power [28].

**Basic properties.** One can easily prove that $\text{CDP}_A(\rho_{AB})$ is continuous in its argument:

$$|\text{CDP}_A(\rho_{AB}) - \text{CDP}(\sigma_{AB})| \leq 2D(\rho_{AB}, \sigma_{AB}).$$

Furthermore, it is monotonically non-increasing under local operations on the ancilla, that is, $\text{CDP}_A(\rho_{AB}) \geq \text{CDP}_A(\Gamma_B[\rho_{AB}])$, for all channels $\Gamma$ on $B$. Notice that this immediately implies that, for fixed dimension of $A$, the CDP assumes maximal value for pure states, as any bipartite state $\rho_{AB}$ can be seen as the reduced state of a pure state $\psi_{ABB'}$, with $B'$ a purifying system, and $BB'$ considered together as one ancilla. Furthermore, $\text{CDP}_A(\rho_{AB})$ is invariant under local unitaries on $A$, that is $\text{CDP}_A(\rho_{AB}) = \text{CDP}_A(U_{A} \rho_{AB} U_{A}^\dagger)$. Together with monotonicity under operations on $B$, this implies that the CDP of a pure state only depends on its Schmidt coefficients. We find:

**Theorem 1.** Let $|\psi_{AB}\rangle$ be a pure state with Schmidt decomposition as in [2]. Then, if $d_{\text{min}} = d_A = d_B$, $\text{CDP}_A(\psi_{AB}) = \text{CDP}_B(\psi_{AB}) = p_{d_{\text{min}}}$. While, if $d_{\text{min}} = d_A < d_B$, $\text{CDP}_A(\psi_{AB}) = p_{d_{\text{min}}}$ and $\text{CDP}_B(\psi_{AB}) = 0$.

Notice that it might be that $p_{d_{\text{min}}} = 0$, in which case both $\text{CDP}_A(\psi_{AB})$ and $\text{CDP}_B(\psi_{AB})$ vanish. We remark that $p_{d_{\text{min}}}$ is a quantifier of the entanglement of $|\psi_{AB}\rangle$. Having already established that CDP is maximal for pure states, we find that it achieves its maximum, $1/d_A$, for maximally entangled states, e.g., for $|\psi^+\rangle_{AB} = \frac{1}{\sqrt{d_A}} \sum_{i=1}^{d_A} |i\rangle_A |i\rangle_B$.

We remark that it should not be surprising that the maximum of the channel discrimination power, being defined as in Eq. (6), decreases with $d_A$, since the number of parameters describing an arbitrary channel with input in $A$ increases with the size of $A$.

**General bounds for mixed states.** We now present general bounds for the CDP.
Theorem 2. Let $\rho_{AB}$ have an OSD as in Eq. (3), with $\{A_i\}, \{B_i\}$ Hermitian orthonormal bases for $L(H_A)$ and $L(H_B)$, respectively. Then

$$r d^2 \frac{d^2 - 1}{d^2} \leq \text{CDP}_A(\rho_{AB}) \leq \min_i \left\{ r_i \frac{\|B_i\|_1}{\|A_i\|_\infty} \right\} \leq r d^2 \sqrt{d^2 d B}.$$  

(8)

The last inequality comes from standard dimension-dependent relations between $p$-norms [24]. These bounds are not tight in general, as proven by the results about pure states. Nonetheless, they capture quantitatively, rather than purely qualitatively, the fact that the necessary and sufficient condition for $\rho_{AB}$ to always enable ancilla-assisted discrimination and tomography of an arbitrary channel with input in $L(H_A)$ is that OSR($\rho$) = $d^2$.

Bound for separable states. We recall that mixed unentangled states may have maximal OSR, that is OSR($\rho_{AB}$) = $d^2$, so that, according to Eq. (8), they have non-zero CDP. This is the case, for example, of isotropic states, considered more in detail below.

We now focus on the case $d_A = d_B = d$. As we have seen, CDP can be as high as $1/d$. We prove that such a value cannot be achieved by states passing the realignment criterion for separability, i.e., such that its OSCs satisfy $\sum_i r_i \leq 1$. The proof makes use of the following bound, which characterizes the total correlations present in a state, and may be of independent interest.

Lemma 1. For any $\rho_{AB}$ and any product state $\sigma_A \otimes \sigma_B$, one has $\sum_{i \geq 2} r_i^2(\rho_{AB}) = \text{Tr}(\rho^2) - 1 \leq \|\rho_{AB} - \sigma_A \otimes \sigma_B\|^2$.

Such lemma allows us to prove the following.

Theorem 3. If the OSCs of $\rho_{AB}$ satisfy $\sum_i r_i \leq 1$, then $r d \leq r_{\text{CN}}$ with

$$r_{\text{CN}} = \frac{d(d^2 - 1) - \sqrt{d^2 - 1}}{d(d^2 - 1)^2 + d^3} < \frac{1}{d^2}.$$  

By combining this with Theorem 2 we prove that, if the OSCs of $\rho_{AB}$ satisfy $\sum_i r_i \leq 1$, then CDP($\rho_{AB}$) $\leq r_{\text{CN}} d < 1/d$. We remark that the realignment criterion for separability is satisfied by all separable states, and by many (weakly) entangled states [21 22 25].

Relation with discord. As we have just seen, entanglement is needed to achieve the maximal possible CDP. Nonetheless, separable states can have non-vanishing CDP, when they have maximal OSR. As pointed out in Ref. [29], this is not possible for states that do not exhibit quantum discord. A bipartite state is classical on $A$ if it can be expressed as $\rho_{AB} = \sum_i p_i |a_i\rangle\langle a_i| \otimes \rho^B_i$, for some orthonormal basis $\{|a_i\rangle\}$, and manifestly has OSR $\leq d_A$.

States that are not classical on $A$ are said to possess quantum discord [23 30 31] and may be detected as discordant by looking at their OSR [29 32]. All entangled states necessarily possess discord, but also unentangled states can. Discord plays a basic role in quantum information processing, being linked to the impossibility of local broadcasting of correlations and information [33], to quantum data hiding [34], to quantum data locking [35], to entanglement distribution [36 37], to quantum metrology [38], to quantum cryptography [39]. Here we shed light on the role of discord in the latter. By using the continuity (7), we find that

$$\text{CDP}_A(\rho_{AB}) \leq \min_{\text{OSR}(\rho_{AB}) < d^2_A} 2D(\rho_{AB}, \Lambda A |\rho_{AB}|) \leq \min_{\Pi A} \text{OSR}(\rho_{AB}) \leq d^2_A.$$  

The first minimization is over channels that reduce the OSR of $\rho_{AB}$ to less than maximal. The second minimization is over projective measurements $\Pi L = \sum_i |a_i\rangle\langle a_i| L |a_i\rangle\langle a_i|$, for a choice of basis $\{|a_i\rangle\}$ to be optimized over. The quantity on the second line is a known geometric discord quantifier [40]. Hence, we have found that the bipartite state $\rho_{AB}$ must contain a large amount of discord in order for $\rho_{AB}$ to be useful in one-shot, worst-case ancilla-assisted channel discrimination.

Example. As an example that goes beyond pure states, we consider the class of isotropic states, i.e., states of the form [41]

$$\rho_{\text{iso}}(p) = (1 - p) \frac{\rho_{AB}}{d^2} + p |\psi^+\rangle\langle \psi^+|_{AB}.$$  

(9)

This is a paradigmatic class of noisy states that interpolates between an uncorrelated state (for $p = 0$) and a maximally entangled state (for $p = 1$). It is known that isotropic states are separable for $0 \leq p \leq \frac{1}{d^2 + 1}$ and entangled for $\frac{1}{d^2 + 1} < p \leq 1$. This is also the class of states used
in Ref. [19] in the context of ancilla-assisted channel tomography, where it was already observed that this class of states enables channel tomography as soon as $p > 0$. Indeed, one checks easily that isotropic states have the OSD
\[ \rho_{\text{iso}}(p) = \frac{1}{d} \frac{1}{\sqrt{d}} \otimes \frac{1}{\sqrt{d}} + \frac{p}{d} \sum_{k=2}^{d} A_k \otimes A_k^*, \] (10)
where $\{A_k\}$ is any collection of $d^2 - 1$ traceless orthonormal operators, and complex conjugation is taken.

Thus, the OSCs of $\rho_{\text{iso}}(p)$ are evidently\( (1/d, p/d, \ldots, p/d). \) Notice that $r_{d^2} = p/d$, so that the general bounds (8) become $\frac{p}{d + 1 - p} \leq \text{CDP}(\rho_{\text{iso}}(p)) \leq p$; we are able to prove the bounds
\[ \frac{p}{d + 1 - p} \leq \text{CDP}(\rho_{\text{iso}}(p)) \leq \min \left\{ \frac{2p}{d^2}, \frac{1}{d^2} \right\}, \] (11)
which reproduce the correct value for CDP in the limit $p \to 1$ in which the isotropic states become maximally entangled.

**Conclusions.** Quantum correlations [23, 25] play an important role in several areas of physics, going from quantum foundations, to quantum condensed-matter physics, to quantum information processing and quantum technologies. In particular, quantum correlations can be exploited in quantum metrology [2, 3]. In this Letter we have focused on the usefulness of quantum correlations for ancilla-assisted channel discrimination with fixed input, introducing a quantifier of such usefulness: the channel discrimination power (CDP) of the state. We have argued that the key relevant parameter that dictates the CDP of a state is its smallest operator Schmidt coefficient. We have proven that the CDP is maximal for maximally entangled states. This can considered an argument to consider the Choi-Jamiołkowski isomorphism [17, 18] as the best possible one-to-one mapping between states and maps. The general bounds for the CDP that we derived allowed us to prove that, while also unentangled states permit ancilla-assisted fixed-input channel discrimination and channel tomography, highly entangled states outperform—in the sense of having a larger CDP—all states that pass the so-called realignment criterion of separability [21, 22]. We also add to the list of quantum information processing tasks for which the quantum discord provides a bound on the performance: we proved that a disturbance-based discord quantifier bounds the CDP. Several questions remain open, specifically whether the CDP is actually equal to the lowest operator-Schmidt-coefficient of the state, and which channels are the hardest to discriminate for a state that has a non-zero CDP. Finally, while our work is strictly related to tomography, the CDP is defined in terms of worst-case channel discrimination. It would be interesting to consider more in general how a probe-ancilla state induces a mapping between a metric on the space of channels and a metric in the space of output probe-ancilla states.
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**Appendix**

In this appendix we provide the proofs of the claims made in the main text. It will be convenient to work directly with norms, e.g. $\|X\|_1$, rather than with derived distances, e.g., rather than in terms of the trace distance between two states $\rho$ and $\sigma$ defined as

$$D(\rho, \sigma) := \frac{1}{2} \|\rho - \sigma\|_1.$$  

It is useful to recall that, for a Hermitian operators $X = X^\dagger$, one has

$$\|X\|_1 = \max_{-1 \leq M \leq 1} |\text{Tr}(MX)|.$$  

We define the (Hermitian) super-operator 1-norm of an Hermiticity preserving map $\Gamma$ as $\|\Gamma\|_1$

$$\|\Gamma\|_1 = \sup_{X = X^\dagger, \|X\|_1 = 1} \|\Gamma[X]\|_1.$$  

Notice that this is equivalent to

$$\|\Gamma\|_1 = \sup_{X = X^\dagger \neq 0} \frac{\|\Gamma[X]\|_1}{\|X\|_1}.$$  

It is immediate to argue by convexity that the best input $X$ can always be taken to be a pure normalized state $|\psi\rangle \langle \psi|$.

We define the diamond norm of an Hermiticity preserving map $\Gamma$ as

$$\|\Gamma\|_\diamond := \max_{n} \|\Gamma \otimes \text{id}_{\mathbb{C}^n}\|_1,$$  

where the supremum is over the dimension of the ancillary space $\mathbb{C}^n$. It is easily argued that one can choose $n$ to be equal to the input dimension of the map $\Gamma$.

Notice that by definition we have the following.

**Proposition 1.** Let $\Gamma$ be any Hermiticity preserving map, and $X_{AB}$ Hermitian. Then

$$\|\Gamma[\rho]_{AB}\|_1 \leq \|\Gamma\|_\diamond \|X_{AB}\|_1.$$  

As notation goes, we will indicate the difference of two channels $\Lambda_0$ and $\Lambda_1$ as $\Delta = \Lambda_0 - \Lambda_1$. The channel discrimination power can then be expressed as

$$\text{CDP}_A(\rho_{AB}) = \inf_{\Delta} \frac{\|\Delta \otimes \text{id}_D[\rho_{AB}]\|_1}{\|\Delta\|_\diamond}.$$  

**Continuity of the channel discrimination power**

**Proposition 2.** $\text{CDP}_A(\rho)$ is continuous:

$$\|\text{CDP}_A(\rho_{AB}) - \text{CDP}_A(\sigma_{AB})\|_1 \leq \|\rho_{AB} - \sigma_{AB}\|_1,$$

for any two states $\rho_{AB}$ and $\sigma_{AB}$.

**Proof.** Because of the triangle inequality and Proposition 1 one has

$$\|\Delta \otimes \text{id}[\rho_{AB}]\|_1 = \|\Delta \otimes \text{id}[\sigma_{AB}] + \Delta \otimes \text{id}[\rho_{AB} - \sigma_{AB}]\|_1 \leq \|\Delta \otimes \text{id}[\sigma_{AB}]\|_1 + \|\Delta\|_\diamond \|\rho_{AB} - \sigma_{AB}\|_1,$$

that is

$$\|\Delta \otimes \text{id}[\rho_{AB}]\|_1 - \|\Delta \otimes \text{id}[\sigma_{AB}]\|_1 \leq \|\rho_{AB} - \sigma_{AB}\|_1,$$

and the thesis follows.

$\square$
Monotonicity of the channel discrimination power

**Proposition 3.** CDP\(_A(\rho)\) is monotone under local channels on \(B\):

\[
\text{CDP}_A(\text{id}_A \otimes \Lambda_B[\rho_{AB}]) \leq \text{CDP}_A(\rho_{AB}).
\]

**(12)**

**Proof.** This comes directly from the monotonicity of the trace norm of Hermitian operators under channels, i.e. from \(\|\Lambda[X]\|_1 \leq \|X\|_1\). One has

\[
\|\Delta \otimes \text{id}_B[\text{id}_A \otimes \Lambda_B[\rho_{AB}]]\|_1 = \|\text{id}_A \otimes \Lambda_B[\Delta \otimes \text{id}_B[\rho_{AB}]]\|_1 \leq \|\Delta \otimes \text{id}_B[\rho_{AB}]\|_1,
\]

for any \(\Delta = A_0 - A_1\), and the thesis follows. \(\square\)

**Proposition 4.** The channel discrimination power \(\text{CDP}_A\) is invariant under local unitaries on \(A\).

**Proof.** For any map \(\Lambda\) on \(A\) and any unitary \(U\) on \(A\) we can consider the map \(\Lambda'[] = \Lambda[U \dagger \cdot U]\) such that \((\Lambda \otimes \text{id}_B)[\rho_{AB}] = (\Lambda' \otimes \text{id}_B)[U\rho_{AB}U_{A}^{\dagger}]\). Given the freedom in the minimization through which \(\text{CDP}_A\) is defined, the claim follows immediately. \(\square\)

Channel discrimination power of pure states

For pure states the CDP can be computed exactly. We will need the following lemma, which is a slight generalization of observations in, e.g., Ref. [12].

**Lemma 2.** Let \(|\psi\rangle_{AA'} = \sum_{a=1}^{d} \sqrt{p_a} |a_{A}\rangle \otimes |b_{A'}\rangle\) be a pure state with \(d = d_A = d_{A'}\), and the Schmidt coefficients ordered as \(p_1 \geq p_2 \geq \ldots \geq p_d\). Then \(p_d \|\Delta\|_\diamond \leq \|\Delta \otimes \text{id}[|\psi\rangle\langle\psi|]\|_1\).

**Proof.** We use the fact that any pure state \(|\psi\rangle_{AA'}\) can be expressed as

\[
|\psi\rangle_{AA'} = (\mathbb{1} \otimes C)|\tilde{\psi}^+\rangle_{AA'},
\]

with \(|\tilde{\psi}^+\rangle_{AA'} = \sum_{k=1}^{d} |k\rangle_A \otimes |k\rangle_{A'}\), and \(C = \sum_{i=1}^{d} \sqrt{p_i} |a_i^*\rangle\langle a_i|\), where \(|a_i^*\rangle\langle a_i|\) is the basis state whose coefficients in the basis \(|k\rangle\) are the complex conjugates of those of \(|a_i\rangle\). Notice that the singular values of \(C\) coincide with the Schmidt coefficients of \(|\psi\rangle\), and the fact that \(|\psi\rangle\) is normalized implies \(\|C\|_2 = 1\), hence \(\|C\|_\infty \leq 1\).

The claim is trivial if \(p_d = 0\). If \(p_d > 0\), then \(C\) is invertible, and we can express any other state \(|\phi\rangle_{AA'} = (\mathbb{1} \otimes D)|\tilde{\phi}^+\rangle_{AA'}\) as

\[
|\phi\rangle_{AA'} = (\mathbb{1} \otimes DC^{-1})|\psi\rangle_{AA'}
\]

Let \(|\phi\rangle_{AA'}\) be the state that achieves the diamond norm \(\|\Delta\|_\diamond\), that is \(\|\Delta\|_\diamond = \|\Delta \otimes \text{id}_A[|\phi\rangle\langle\phi|_{AA'}]\|_1\). Then

\[
\|\Delta\|_\diamond = \|\Delta \otimes \text{id}_A[|\phi\rangle\langle\phi|_{AA'}]\|_1 = \|[\mathbb{1} \otimes DC^{-1}](\Delta \otimes \text{id}_A[|\psi\rangle\langle\psi|_{AA'}])(\mathbb{1} \otimes DC^{-1})]\|_1 \leq \|\mathbb{1} \otimes DC^{-1}\|_\infty^2 \|\Delta \otimes \text{id}_A[|\psi\rangle\langle\psi|_{AA'}]\|_1 \leq \|D\|_\infty^2 \|\Delta \otimes \text{id}_A[|\psi\rangle\langle\psi|_{AA'}]\|_1 = p_d^{-1}\|\Delta \otimes \text{id}_A[|\psi\rangle\langle\psi|_{AA'}]\|_1
\]

where in the first inequality we have used the Hölder’s inequality, \(|\text{Tr}(XY)| \leq \|X\|_\infty \|Y\|_1\), twice. For the last line, just observe that the largest singular value of \(C^{-1}\) is the reciprocal of the smallest singular value of \(C\). \(\square\)

**Theorem 4.** Let \(|\psi\rangle = \sum_{k} \sqrt{p_k} |a_k\rangle \otimes |b_k\rangle\) be a bipartite state vector in its Schmidt decomposition. Then

\[
\text{CDP}_A(|\psi\rangle\langle\psi|) = p_d A.
\]

**Proof.** Lemma 2 implies immediately \(\text{CDP}_A(|\psi\rangle\langle\psi|) \geq p_d A\). We will prove the inequality in the other direction, that is, \(\text{CDP}_A(|\psi\rangle\langle\psi|) \leq p_d A\), by constructing a pair of perfectly distinguishable channels that are hard to distinguish by means of \(|\psi\rangle\). We observe that, because in the case of pure states \(\text{CDP}_A\) only depends on the Schmidt coefficients, we can assume \(|a_k\rangle = |b_k\rangle = |k\rangle\), without loss of generality. Let us introduce the channels

\[
A_0[X] = \text{Tr}[PX|0\rangle\langle0|]\text{Tr}[(1-P)X|1\rangle\langle1|],
A_1[X] = \text{Tr}[PX|2\rangle\langle2|]\text{Tr}[(1-P)X|1\rangle\langle1|],
\]

with \(P = \sum_{i=1}^{d_A-1} |i\rangle\langle i|\) and \(1 - P = |d_A\rangle\langle d_A|\). Then, \(\Delta[X] = |d_A\rangle\langle d_A|X|d_A\rangle\langle d_A| - |1\rangle\langle1|X|1\rangle\langle1|\). It is clear by their definition that the two channels are perfectly distinguishable, even without the use of an ancilla, since

\[
\|\Delta_0|d_A\rangle\langle d_A|\|_1 = 0\], \quad \|\Delta_1|d_A\rangle\langle d_A|\|_1 = 1\],
\]

so that \(\|\Delta_0 - \Delta_1\|_1 = \|\Delta_0 - \Delta_1\|_1 = 2\). On the other hand,

\[
\|\Delta_0 - \Delta_1\|_1 = \|\Delta_0 - \Delta_1\|_1 = 2p_d A.
\]

Thus, we have proven that it must be \(\text{CDP}_A(|\psi\rangle\langle\psi|) \leq p_d A\). \(\square\)

The channel discrimination power is maximal for maximally entangled states

It is known that every extension \(\rho_{AB}\) of \(\rho_A\) is obtained by a channel acting on a purification of \(\rho_A\). We provide a proof for completeness.
Proposition 5. The following are equivalent:

(i) There is a channel \( \Lambda_{A' \rightarrow B} \) such that \( \rho_{AB} = (\text{id}_A \otimes \Lambda_{A' \rightarrow B})[\Psi_{AA'}] \), for \( \Psi_{AA'} \) a purification of \( \rho_A \);

(ii) \( \rho_A = \text{Tr}_B(\rho_{AB}) \).

Proof. That (i) implies (ii) is immediate, because \( \Lambda_{A' \rightarrow B} \) is trace preserving.

For the reverse implication, consider a purification \( \Phi_{ABC} \) of \( \rho_{AB} \). It is clear that \( \Phi_{ABC} \) is also a purification of \( \rho_A \). We know from Uhlmann’s theorem [43] that different purifications of the same state are connected by a unitary transformation (technically speaking, unless the two spaces considered have the same dimensions, an isometry); hence we can write

\[
\rho_{AB} = \Phi_{ABC} = \text{Tr}_C(\sigma_{ABC}) = \text{Tr}_C((\mathbb{1} \otimes U_{A' \rightarrow BC})\Psi_{AA'}((\mathbb{1} \otimes U_{A' \rightarrow BC}))^\dagger)
\]

with \( \Lambda_{A' \rightarrow B}[] := \text{Tr}_C[U_{A' \rightarrow BC} \cdot U_{A' \rightarrow BC}] \).

Theorem 5. The channel discrimination power \( \text{CDP}_A \) is maximal for maximally entangled states, for which it is equal to \( 1/d_A \).

Proof. Given Propositions 3 and 5 it is clear that the maximum of the channel discrimination power is achieved by pure states. On the other hand, Theorem 3 tells us that the CDP of a pure state is equivalent to the (square) of the last Schmidt coefficient. The latter cannot be bigger than \( 1/d_A \), which is achieved for a maximally entangled state.

Bounds for the channel discrimination power of mixed states

Theorem 6. Let \( \rho_{AB} = \sum_i r_i A_i \otimes B_i \) be the OSD of \( \rho_{AB} \), with \( \{ A_i \} \) and \( \{ B_i \} \) Hermitian orthonormal bases for \( \mathcal{L}(\mathcal{H}_A) \) and \( \mathcal{L}(\mathcal{H}_B) \), respectively. Then

\[
\frac{r_d^{5/2}}{d_A^{5/2}} \leq \text{CDP}_A(\rho_{AB}) \leq \min_i \left\{ r_i \frac{\| B_i \|_1}{\| A_i \|_\infty} \right\} \leq \frac{r_d}{d_A^{5/2}} \sqrt{d_{AB}}.
\]

Proof. We first prove \( r_d^{5/2}/d_A^{5/2} \leq \text{CDP}_A(\rho_{AB}) \).

We start by finding a lower bound for the numerator in the definition of \( \text{CDP}_A(\rho_{AB}) \). First, observe that

\[
\| \Delta \otimes \text{id}[\rho_{AB}] \|_1
\]

\[
= \left\| \sum_i r_i \Delta(A_i) \otimes B_i \right\|_1
\]

\[
= \max_{-1 \leq M_{AB} \leq 1} \left| \text{Tr} \left( M_{AB} \sum_i r_i \Delta(A_i) \otimes B_i \right) \right|
\]

\[
\geq \max_{-1 \leq M_{AB} \leq 1} \left( \frac{r_i}{\| B_i \|_\infty} \right) \| \Delta[A_i] \|_1
\]

The first inequality is due to restricting the class of operators \( M_{AB} \) to be product. The second inequality is due to further choosing \( M_A \) such that \( \| \Delta[A_k] \|_1 = \| \text{Tr}(M_A \Delta[A_k]) \| \) and \( M_B = B_k/\| B_k \|_\infty \), with \( k \) the index such that the maximum over \( i \) in the last line is achieved. Notice that, because of the orthonormality of the \( B_i \)’s, this choice for \( M_B \) selects only one term in the sum. The last inequality is due to the fact that \( \| B_i \|_\infty \leq \| B_i \|_2 = 1 \), and that \( r_i \geq r_{d_A}^5 \) by assumption.

The maximally entangled state can be expressed as \( |\psi^\dagger\rangle = \frac{1}{d_A^2} \sum_{i=1}^{d_A^2} C_i \otimes C_i^\dagger \) for any orthonormal operator basis \( \{ C_k \} \subset \mathcal{L}(\mathcal{H}_A) \), in particular for the one appearing in the OSD of \( \rho_{AB} \). Thus, using Lemma 3

\[
\| \Delta \|_1 \leq d_A \| \Delta \otimes \text{id}[|\psi^\dagger\rangle\langle\psi^\dagger|] \|_1
\]

\[
= d_A \left\| \frac{1}{d_A} \sum_i \Delta[A_i] \otimes A_i^\dagger \right\|_1
\]

\[
\leq \sum_i \| \Delta[A_i] \|_1 \| A_i^\dagger \|_1
\]

\[
\leq d_A^{5/2} \max_i \| \Delta[A_i] \|_1,
\]

having used the triangle inequality, the fact that there are \( d_A^2 \) terms in the sum, and that \( \| A_i^\dagger \|_1 \leq \sqrt{d_A} \| A_i \|_2 = \sqrt{d_A} \). Thus, combining the above,

\[
\text{CDP}_A(\rho_{AB}) = \inf_{\Delta} \frac{\| \Delta \otimes \text{id}[\rho_{AB}] \|_1}{\| \Delta \|_\infty} \geq \frac{r_d}{d_A^{5/2}} \cdot \frac{1}{\sqrt{d_A}}.
\]

which completes the first part of the theorem.

We now show how to upper bound the CDP. To do that, let us consider the following channels:

\[
\Lambda_i[X] = \text{Tr}(X) \frac{1}{d_A} + \epsilon \text{Tr}(A_iX) Y_i,
\]

for \( i = 0, 1 \), with traceless Hermitian operators \( Y_0 \) and \( Y_1 \), and \( A_i \) is the local basis operator of the OSD of \( \rho_{AB} \) corresponding to the \( i \)th OSC \( r_i \). Such
maps are trace-preserving by construction, and completely positive for \( \epsilon \) small enough, e.g. for \( \epsilon \leq 1/(d_A||A_i||_\infty) \) \[ \max\{||Y_0||_\infty,||Y_1||_\infty\} \]. Then,
\[
\Delta[X] = \epsilon \text{Tr}(A_iX)(Y_0 - Y_1),
\]
and
\[
||\Delta \otimes \text{id}[\rho_{AB}]||_1 = \epsilon \left( \sum_i r_i(Y_0 - Y_1) \text{Tr}(A_iA_i) \otimes B_i \right)_1 \\
= \epsilon \parallel r_1(Y_0 - Y_1) \otimes B_i \parallel_1 \\
= r_1 \epsilon \parallel Y_0 - Y_1 \parallel_1 \parallel B_i \parallel_1. \tag{18}
\]
On the other hand, we claim that
\[
||\Delta||_o = \epsilon \parallel Y_0 - Y_1 \parallel_1 \parallel A_i \parallel_\infty. \tag{19}
\]
Before proving such claim, let us notice that Eqs. (18) and (19) complete the proof of the theorem. Indeed, by recalling the definition of the CDP and using Eqs. (18) and (19), one gets
\[
\text{CDP}_A(\rho_{AB}) \leq r_l \frac{\parallel B_i \parallel_1}{\parallel A_i \parallel_\infty},
\]
for any \( l \), that is
\[
\text{CDP}_A(\rho_{AB}) \leq \min_i \left\{ r_i \frac{\parallel B_i \parallel_1}{\parallel A_i \parallel_\infty} \right\}.
\]
We observe that the right-hand side can be itself upper bounded:
\[
\min_i \left\{ r_i \frac{\parallel B_i \parallel_1}{\parallel A_i \parallel_\infty} \right\} \leq r_d^2 \frac{\parallel B_d \parallel_1}{\parallel A_d \parallel_\infty} \\
\leq r_d^2 \frac{d_B^{1/2} \parallel B_d \parallel_2}{d_A^{1/2} \parallel A_d \parallel_2} \\
= r_d^2 (d_{AB}^{1/2}),
\]
where we have used properties of the \( p \)-norms in the second inequality. We now prove Eq. (19). To do so, let us consider an arbitrary
\[
|\psi\rangle = \sum_i \sqrt{\rho_i} |a_i\rangle |b_i\rangle \\
= (1 \otimes C) |\tilde{\psi}^+\rangle
\]
where \( ||C||_2 = 1 \) for \( |\psi\rangle \) to be normalized (see the proof of Lemma 2). Notice that
\[
||\Delta \otimes \text{id}[|\psi\rangle\langle\psi|]||_1 = ||(1 \otimes C)(\Delta \otimes \text{id}[\tilde{\psi}^+ \langle \tilde{\psi}^+ |)(1 \otimes C)^\dagger||_1 \\
= ||\epsilon(Y_0 - Y_1) \otimes CA^T_C||_1 \\
= \epsilon \parallel Y_0 - Y_1 \parallel_1 \parallel CA^T_C \parallel_1.
\]
Thus, it is sufficient to prove that, for a given \( X = X^\dagger \),
\[
\max_{||C||_2 = 1} \parallel CXC^\dagger \parallel_1 = \parallel X \parallel_\infty.
\]
Notice that \( \parallel X \parallel_\infty = \parallel X^T \parallel_\infty \).
Let \( |x\rangle \) be the eigenvector of \( X \) corresponding to the largest eigenvalue (in modulus) \( ||X||_\infty \). Choosing \( C = |x\rangle \langle x| \) we have \( \parallel CXC^\dagger \parallel_1 = \parallel |x\rangle \langle x| X |x\rangle \langle x| \parallel_1 = \parallel X \parallel_\infty \), thus \( \max_{||C||_2 = 1} \parallel CXC^\dagger \parallel_1 \geq \parallel X \parallel_\infty \).
To prove the other direction, it is useful to recall the polar decomposition \( C = U \sqrt{\rho} \), for \( \rho \) a normalized state and \( U \) a unitary, and the unitary invariance of the \( p \)-norms, so that what we aim to prove can be cast as
\[
\max_{||C||_2 = 1} \parallel CXC^\dagger \parallel_1 = \max_{\rho \geq 0, \text{Tr}(\rho) = 1} \parallel \sqrt{\rho} X \sqrt{\rho} \parallel_1 \\
\leq \parallel X \parallel_\infty.
\]
Let us also recall that a Hermitian matrix can be expressed as the difference of two positive semidefinite matrices with orthogonal support:
\[
X = X^+ - X^-,
\]
with \( X^\pm \geq 0 \), \( X^+X^- = X^-X^+ = 0 \). Then,
\[
\parallel \sqrt{\rho} X \sqrt{\rho} \parallel_1 = \parallel \sqrt{\rho} (X^+ - X^-) \sqrt{\rho} \parallel_1 \\
= \parallel \sqrt{\rho} X^+ \sqrt{\rho} - \sqrt{\rho} X^- \sqrt{\rho} \parallel_1 \\
\leq \parallel \sqrt{\rho} X^+ \parallel_1 + \parallel \sqrt{\rho} X^- \parallel_1 \\
= \text{Tr}(\rho X^+) + \text{Tr}(\rho X^-) \\
= \text{Tr}(\rho (X^+ + X^-)) \\
\leq \parallel X \parallel_\infty \text{Tr}(\rho) \\
= \parallel X \parallel_\infty.
\]
In the second to last line we have used \( 0 \leq X^+ + X^- \leq ||X||_\infty \cdot I \). We have proved the claim in Eq. (19), hence the theorem.

\[ \square \]

Bound on the channel discrimination power based on disturbance by operations that reduce the operator Schmidt rank

Here we want to study the behaviour of the CDP under the action of maps that reduce the ORS.

**Theorem 7.** We have
\[
\text{CDP}_A(\rho_{AB}) \leq \min_{\Lambda \text{ s.t. } \text{OSR}(\Lambda \otimes \text{id}[\rho_{AB}]) < d_A^2} \parallel \rho_{AB} - \Lambda \otimes \text{id}[\rho_{AB}] \parallel_1
\]
where the minimization is over all channels that acting on \( A \) reduce the ORS of \( \rho_{AB} \) to less maximal.

**Proof.** It holds
\[
||\Delta \otimes \text{id}[\rho_{AB}]||_1 \leq ||\Delta \otimes \text{id}[\rho_{AB} - \Lambda \otimes \text{id}[\rho_{AB}]||_1 \\
+ ||(\Delta \otimes \Lambda) \otimes \text{id}[\rho_{AB}]||_1 \\
\leq ||\Delta||_o ||\rho_{AB} - \Lambda \otimes \text{id}[\rho_{AB}]||_1 \\
+ ||\Delta \otimes \text{id}[\Lambda \otimes \text{id}[\rho_{AB}]||_1.,
\]
having used Proposition 1. Then,
\[
\inf_{\Delta} |\Delta \otimes \text{id}[\rho_{AB}]|_1 \leq |\rho_{AB} - \Lambda \otimes \text{id}[\rho_{AB}]|_1
\]
+ \inf_{\Delta} |\Delta \otimes \text{id}[\Lambda \otimes \text{id}[\rho_{AB}]]|_1
\]
= |\rho_{AB} - \Lambda \otimes \text{id}[\rho_{AB}]|_1 ,
\]
where we have used that the CDP of $\Lambda \otimes \text{id}[\rho_{AB}]$ (the second term on the right-hand side of the inequality) vanishes under the assumption $\text{OSR}(\Lambda \otimes \text{id}[\rho_{AB}]) < d_A^2$. It finally follows
\[
\text{CDP}_A(\rho_{AB}) \leq \min_{\Lambda \otimes \text{id}[\rho_{AB}]} |\rho_{AB} - \Lambda \otimes \text{id}[\rho_{AB}]|_1 .
\]

As a particular example involving the last theorem, let $\Pi[X] = \sum_{i=1}^{d} |i\rangle\langle i| X |i\rangle\langle i|$ be the channel which dephases in an arbitrary basis. Then
\[
\text{CDP}_A(\rho_{AB}) \leq \min_{\Pi_A \otimes \text{id}_B} |\rho_{AB} - \Pi_A \otimes \text{id}_B[\rho_{AB}]|_1 .
\]

**CDP bounds for isotropic states**

We are considering isotropic states, i.e. states of the form
\[
\rho_{\text{iso}}(p) = \frac{1-p}{d^2} \mathbf{1} + p |\psi^+\rangle\langle \psi^+| ,
\]
where $0 \leq p \leq 1$ and $|\psi^+\rangle$ is the standard maximally entangled state. It is known and immediate to check that
\[
|\psi^+\rangle\langle \psi^+| = \frac{1}{d} \sum_{k=1}^{d^2} A_k \otimes A_k^*
\]
for any orthonormal operator basis $\{A_k\}$, with complex conjugation taken in the local Schmidt basis of the maximally entangled state. We can choose $A_1 = \frac{\mathbf{1}}{d}$ and find immediately
\[
\rho_{\text{iso}}(p) = \frac{1}{d} \mathbf{1} \otimes \mathbf{1} + \frac{p}{d} \sum_{k=2}^{d^2} A_k \otimes A_k^* ,
\]
where $\{A_k\}$ is any collection of $d^2 - 1$ traceless orthonormal operators. Thus, the OSCs of $\rho_{\text{iso}}(p)$ are evidently $(1/d, p/d, \ldots, p/d)$.

**Theorem 8.** For the isotropic state it holds
\[
\frac{p}{d+1-p} \leq \text{CDP}_A(\rho_{\text{iso}}(p)) \leq \min \left\{ \frac{2p}{d}, \frac{1}{d} \right\} .
\]

**Proof.** We start by proving the upper bound. That CDP$_A(\rho_{\text{iso}}(p)) \leq 1/d$ can be straightforwardly be verified by using the same two maps as before that were used to prove the upper bound for pure states. In order to prove CDP$_A(\rho_{\text{iso}}(p)) \leq 2p/d$, we will use the bound CDP$_A(\rho_{AB}) \leq \min_i \{ \frac{1}{2} |\rho_i|_1 \}$ from Theorem 6, exploiting the freedom in choosing the decomposition (22). E.g., we can choose $A_2 = (|1\rangle\langle 2| + |2\rangle\langle 1|)/\sqrt{2}$, with $B_2 = A_2^* = A_2$, so that $\|A_2\|_\infty = 1/\sqrt{2}$ and $\|B_2\|_1 = \sqrt{2}$. Thus,
\[
\text{CDP}_A(\rho_{\text{iso}}(p)) \leq \frac{p}{d} \|A_2\|_1 = \frac{p}{d} \|A_2\|_1 = \frac{p}{d} .
\]

For the lower bound, we generalize the approach of Lemma 2.

Given two arbitrary channels, let $|\psi\rangle\langle \psi|$ be optimal for the diamond norm of their difference, i.e.
\[
|\Delta|_\diamond = \sup_{\rho} |\Delta \otimes \text{id}[\rho]|_1 = |\Delta \otimes \text{id}[|\psi\rangle\langle \psi|]|_1
\]
and let us consider $C$ such that
\[
|\psi\rangle_{AA'} = (\mathbf{1} \otimes C)|\psi^+\rangle_{AA'}
\]
Notice that Tr$_A(|\psi\rangle\langle \psi|) = CC^\dagger$, with $CC^\dagger \geq 0$ a normalized state.

Let us define the state
\[
\sigma(p) := (1-p)\frac{1}{d} \otimes CC^\dagger + p|\psi\rangle\langle \psi|
\]
\[
= d(\mathbf{1} \otimes C) \left[ (1-p)\frac{1}{d} \otimes \frac{1}{d} + p|\psi^+\rangle\langle \psi^+| \right] (\mathbf{1} \otimes C^\dagger)
\]
\[
= d(\mathbf{1} \otimes C) \rho_{\text{iso}}(p) (\mathbf{1} \otimes C^\dagger).
\]

Then,
\[
|\psi\rangle\langle \psi| = \frac{1}{p} \left[ \sigma(p) - (1-p)\frac{1}{d} \otimes CC^\dagger \right],
\]
and
\[
|\Delta|_\diamond = |\Delta \otimes \text{id}[|\psi\rangle\langle \psi|]|_1
\]
\[
= \frac{1}{p} \left[ |\Delta \otimes \text{id}[\sigma(p)]|_1 - (1-p)\Delta \left| \frac{1}{d} \otimes CC^\dagger \right|_1 \right]
\]
\[
\leq \frac{1}{p} |\Delta \otimes \text{id}[\sigma(p)]|_1 + \frac{1-p}{p} \left| \Delta \left| \frac{1}{d} \right|_1 \right|
\]
\[
= \frac{d}{p} |\text{Tr}(\mathbf{1} \otimes C) \Delta \otimes \text{id}[\rho_{\text{iso}}(p)] (\mathbf{1} \otimes C^\dagger)|_1
\]
\[
+ \frac{1-p}{p} \left| \Delta \left| \frac{1}{d} \right|_1 \right|
\]
\[
\leq \frac{d}{p} |C|_\infty^2 |\Delta \otimes \text{id}[\rho_{\text{iso}}(p)]|_1 + \frac{1-p}{p} \left| \Delta \left| \frac{1}{d} \right|_1 \right|
\]
\[
\leq \frac{d}{p} |\Delta \otimes \text{id}[\rho_{\text{iso}}(p)]|_1 + \frac{1-p}{p} \left| \Delta \left| \frac{1}{d} \right|_1 \right|.\]
Finally, since $\frac{1}{d} = \text{Tr}_B(\rho_{iso}(p))$ and the partial trace is a channel, the monotonicity of the trace distance implies

$$\|\Delta \left[ \frac{1}{d} \right] \|_1 = \|\Delta_A \left[ \text{Tr}_B(\rho_{iso}(p)) \right] \|_1$$

$$= \|\text{Tr}_B (\Delta_A \rho_{iso}(p)) \|_1$$

$$\leq \|\Delta \otimes \text{id} |\rho_{iso}(p)\rangle\|_1,$$

Thus,

$$\|\Delta\|_2 \leq \left( \frac{d + 1 - p}{p} \right) \|\Delta \otimes \text{id} |\rho_{iso}(p)\rangle\|_1,$$

from which we obtain

$$\text{CDP}_A(\rho_{iso}(p)) \geq \frac{p}{d + 1 - p}.$$

Bound on the channel discrimination power for states that satisfy the realignment criterion of separability

In this section we provide the tools to prove the bound on the channel discrimination power of states that respect the realignment criterion of separability. These include, obviously, all separable states, but also “weakly” entangled states that are not detected by the realignment criterion.

**Lemma 3.** Let $r_i(\rho_{AB})$ be the ordered operator Schmidt coefficients of $\rho$. Then

$$\sum_{i \geq 2} r_i^2(\rho_{AB}) = \text{Tr}(\rho^2) - r_1^2 \leq \|\rho_{AB} - \sigma_A \otimes \sigma_B\|_2^2,$$

for any product state $\sigma_A \otimes \sigma_B$.

**Proof.** We recall that the OSCs $r_i(\rho_{AB})$ are the singular values of the correlation matrix $[C_{ij}(\rho_{AB})]_{ij}$, with

$$C_{ij}(\rho_{AB}) := \langle (F_i \otimes G_j) | \rho_{AB} \rangle,$$

where $\{F_i\}$ and $\{G_j\}$ are arbitrary local orthonormal bases for operators. We will use that, for any two matrices $M$ and $N$, with ordered singular values $\sigma_i(M)$ and $\sigma_i(N)$, respectively, it holds (see Corollary 7.3.5 in [24]),

$$\sum_i (\sigma_i(M) - \sigma_i(N))^2 \leq \|M - N\|_2^2.$$

Notice that $r_i(\sigma_A \otimes \sigma_B) = 0$, for $i \geq 2$. Thus,

$$\sum_{i \geq 2} r_i^2(\rho_{AB}) = \sum_{i \geq 2} (r_i(\rho_{AB}) - r_i(\sigma_A \otimes \sigma_B))^2$$

$$\leq \sum_i (r_i(\rho_{AB}) - r_i(\sigma_A \otimes \sigma_B))^2$$

$$\leq \|C(\rho_{AB}) - C(\sigma_A \otimes \sigma_B)\|_2^2$$

$$= \|C(\rho_{AB} - \sigma_A \otimes \sigma_B)\|_2^2$$

$$= \|\rho_{AB} - \sigma_A \otimes \sigma_B\|_2^2,$$

having used that $\|C(X)\|_2 = \|X\|_2$ for any $X$. □

**Proposition 6.** For any state $\rho_{AB}$ on $\mathbb{C}^d \otimes \mathbb{C}^d$, the lowest operator Schmidt coefficient obeys

$$r_{d^2} \leq \sqrt{\text{Tr}(\rho^2) - \frac{1}{d^2}}.$$

**Proof.** Immediate, by using Lemma 3 in the case $\sigma_A \otimes \sigma_B = \frac{1}{d} \otimes \frac{1}{d}$, and the fact that

$$\|\rho_{AB} - \frac{1}{d} \otimes \frac{1}{d}\|_2^2 = \text{Tr} \left( \left( \rho_{AB} - \frac{1}{d} \otimes \frac{1}{d} \right)^2 \right)$$

$$= \text{Tr}(\rho^2) - \frac{1}{d^2}.$$

□

**Theorem 9.** If the OSCs of $\rho_{AB}$ satisfy $\sum_i r_i \leq 1$, then $r_{d^2} \leq r_{\text{CN}}$ with

$$r_{\text{CN}} = \frac{d(d^2 - 1) - \sqrt{d^2 - 1}}{d(d^2 - 1)^2 + d^3} < \frac{1}{d^2}.$$

**Proof.** We want to find the maximal value $r_{d^2}$ can assume under the condition

$$\sum_i r_i \leq 1. \quad (24)$$

We notice that Proposition 6 implies that the OSCs of every state respect

$$r_{d^2}^2 \leq \sum_i r_i^2 - \frac{1}{d^2} \quad (25)$$

(recall that $\text{Tr}(\rho^2) = \sum_i r_i^2$). Thus, we want to find the maximum of $r_{d^2}$ under conditions (24) and (25). Notice that, by definition, $r_i \geq 0$, and $r_1 \geq r_2 \geq \ldots \geq r_d$. It is clear that the maximum $r_{d^2}$ will be found for the condition (24) being satisfied with equality, since, if the left-hand side of (24) was smaller than 1, then we could increase all the OSCs, including $r_{d^2}$, to make it equal to 1. Moreover, for fixed $r_{d^2}$, the largest value of $\sum_i r_i^2$ is achieved for $r_2 = r_3 = \ldots = r_{d^2} = r$ and $r_1 = 1 - r$. This is due to the fact that $\sum_i r_i^2$ is Schur convex. Thus, we can find the maximal $r_{d^2}$ compatible with the constraints, by finding the largest $r$ such that

$$r^2 \leq (d^2 - 1)r^2 + (1 - (d^2 - 1)r^2 - \frac{1}{d^2}.$$

One finds that such a value is given by

$$r_{\text{CN}} = \frac{d(d^2 - 1) - \sqrt{d^2 - 1}}{d(d^2 - 1)^2 + d^3} < \frac{1}{d^2}.$$