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Abstract: The detection of individual trees in a larch plantation could improve the management efficiency and production prediction. This study introduced a two-stage individual tree crown (ITC) segmentation method for airborne light detection and ranging (LiDAR) point clouds, focusing on larch plantation forests with different stem densities. The two-stage segmentation method consists of the region growing and morphology segmentation, which combines advantages of the region growing characteristics and the detailed morphology structures of tree crowns. The framework comprises five steps: (1) determination of the initial dominant segments using a region growing algorithm, (2) identification of segments to be redefined based on the 2D hull convex area of each segment, (3) establishment and selection of profiles based on the tree structures, (4) determination of the number of trees using the correlation coefficient of residuals between Gaussian fitting and the tree canopy shape described in each profile, and (5) k-means segmentation to obtain the point cloud of a single tree. The accuracy was evaluated in terms of correct matching, recall, precision, and F-score in eight plots with different stem densities. Results showed that the proposed method significantly increased ITC detections compared with that of using only the region growing algorithm, where the correct matching rate increased from 73.5% to 86.1%, and the recall value increased from 0.78 to 0.89.
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1. Introduction

Natural forests and plantations are significant ecosystems because they strongly modulate stores and fluxes of water and carbon near the Earth’s surface. Plantations are an essential renewable resource for the timber and paper industries [1]. The station density is one of the most important factors controlling the productivity of managed larch forests [2]. Accurate individual tree detection could improve the management efficiency and forestry production.
Light detection and ranging (LiDAR) has shown high potential in characterizing and monitoring forest structures and functions \[3,4\], and for supporting forest sustainability and conservation \[5\]. The algorithms of three-dimensional (3D) individual tree crown (ITC) extraction using airborne laser scanning (ALS) data have been commonly exploited to minimize the traditional time-consuming and manpower-demanding forest inventory practices \[6,7\]. Once a single tree is accurately segmented, tree structural attributes, such as height \[8\], species \[9\], crown size \[8,10\], stem density \[11\], wood volume \[12\], and biomass \[13,14\], can be derived.

Traditional methods for ITC detection were developed from image processing techniques, including brightness variations exploited from optical data \[15\], and height variation in LiDAR production (e.g., canopy height models (CHMs)) \[16\], with local filtering and variable window size \[17\], or using a watershed algorithm with a local minima \[18\]. A CHM can depict the forest in a two-dimensional (2D) mathematical morphology of structural components of the canopy surface. Various methods attempt to optimize the identification of treetops, including image filtering with fixed or variable window sizes, multi-scale analysis \[19\], template matching \[20,21\], and stochastic geometry based on marked point processes \[22\]. Crown segments were estimated using the region growing algorithm \[12,23,24\], watershed analysis, template matching \[21,25\], fitting functions \[26\], wavelet analysis \[27\], or a combination of several methods \[28\]. Moreover, the level of smoothing used in interpolation methods to build crown segments has a direct impact on the quality of the segmentation \[19,24\].

The drawbacks of using the CHM are the inherent errors of interpolation production and possible limitations of the understory \[29\]. Especially in high-density forests, spatial error from overlapping canopies is caused during the interpolation process in generating the digital terrain model (DTM) from the point cloud. This error can reduce the accuracy of ITC segmentation and relevant measurements. Thus, methods to accurately detect individual trees directly from LiDAR point clouds need to be developed and enhanced. For example, Morsdorf \[30\] carried out a voxel-based algorithm based on k-means clustering to detect a single tree. Gupta \[31\] compared the iterative partitioning and hierarchical clustering methods using full-waveform ALS data. Ferraz \[32\] implemented a mean-shift clustering method on pre-defined vegetation layers, which required only one parameter of an adaptive kernel bandwidth that had to be optimized per vegetation layer. The method obtained promising results in well-stratified vegetation layers, but more sophisticated algorithms are still required for more complex forest structures. Wang \[33\] exploited the voxel structure and a hierarchical morphological algorithm to describe canopy regions at different height intervals. Their algorithm identified both canopy and over-topped trees but was sensitive to both the voxel scale and the size of the morphological elements. Using hypotheses regarding the relative spacing between trees, Li \[34\] proposed a distance-based method for individual tree segmentation, which exploited the appropriate spacing between the canopies to identify and group points into single trees based on simple rules of proximity and plausible tree shapes. However, this method has not been evaluated in dense and multi-layered forests. The normalized cut method has also been applied to ALS data with full-waveform attributions to derive forest parameters and to detect single trees. Nevertheless, the algorithm was focused on the point or voxel adjacent relationship instead of the crown shapes \[35,36\]. So far, the efficiency and effectiveness have been the main drawbacks of those methods working directly with 3D points clouds, as they require more computation power compared to image-processing-based methods. Furthermore, the canopy vertical morphology has been extended to separate single trees. Hu \[37\] developed a two-step segmentation method to combine the CHM watershed segmentation method and prior knowledge of tree crown shape. However, the watershed hardly depicted the actual canopy edge. The vertical morphology formed by points in sequential profiles established in four directions showed a weak descriptions representativeness in a high-density forest. This is because the simple plots have a relatively homogeneous architecture in terms of tree sizes and spatial arrangement, while the point distribution in complex plots are more heterogeneous \[38\]. In addition, it is challenging to extract useful point features from the heterogeneous point cloud generated using a high-density forest.
To combine the advantage of the original point-cloud positional relationship and crown morphology, we present a two-stage approach that extracts ITC using ALS data over plantation forests with different stem densities. In the first step, we extracted a recognizable potential segment using the region growing method [34] to derive potential tree positions. In the second step, the rotary profiles were established to depict the canopy vertical morphology and the tree structure, and Gaussian fitting was applied to the produced profiles to accurately detect the canopy in the potential segments. The following sections provide detailed descriptions of the algorithm in Section 3, performance evaluation in Section 4, and a discussion of the implications of the method in Section 5.

2. Study Site and Datasets

2.1. Study Area

The study area was located at the Mengjiagang Forest Farm (130°32′–130°52′E, 46°20′–46°30′N) in Heilongjiang Province, China (Figure 1). The research area was a 200–300 m above sea level with a 10°–30° slope. The dominant tree species were *Larix olgensis*, *Pinus sylvestris*, *Pinus koraiensis*, and *Picea asperata*. The dominant tree species were four kinds of coniferous trees with relatively cone crowns. Thus, shape-based segmentation performed well in ITC detection.

![Figure 1. The location of field plots, and airborne laser scanning (ALS) flight lines in the Mengjiagang Forest Farm, Heilongjiang Province.](image)

2.2. ALS Data

In this study, ALS data were obtained from May 31 to June 15 in 2016 using a Yun-5 airplane at altitudes of approximately 900 m and 1200 m. The full-waveform ALS data were acquired using the Riegl’s LMS-Q6800 (RIEGL Laser Measurement Systems, Horn, Austria) sensor installed at the CAF-LiCHy Airborne Observation System (LiCHy) platform [39]. The scanning parameters were 300 kHz and MTA Zone 2 with a 60%–70% side overlap. The raw waveform data were decomposed into discrete returns according to Gaussian decomposition models [40] and georeferenced with position and orientation data. The registration errors in multiple stripes’ data were minimized using an iterative closest point (ICP) algorithm [41,42]. After eight ICP iterations, the mean registration error was reduced to 2.5 cm with a standard deviation of 0.32 m. The derived point clouds of discrete returns had a maximum and minimum average point density of 50 pts/m² and 30 pts/m², respectively. The ground...
and non-ground points were separated based on a progressive TIN densification algorithm using TerraScan software [43]. The DTM and digital surface model (DSM) were generated based on filtered ground points and all points, respectively. Then, the normalized height (height above ground) of each point was calculated by subtracting the DTM from the original coordinate Z-value. Figure 2 shows examples of derived point clouds of a complex and a simple plot.

![Examples of ALS point clouds for plots with different structural complexities. (a) A complex plot A1 that was 30 × 20 m² in size. (b) A simple plot B4 that was 30 × 30 m² in size.](image)

**Figure 2.** Examples of ALS point clouds for plots with different structural complexities. (a) A complex plot A1 that was 30 × 20 m² in size. (b) A simple plot B4 that was 30 × 30 m² in size.

### 2.3. Ground Survey Data

Along with the ALS campaign, a ground survey was simultaneously conducted by the Chinese Academy of Forestry and the Northeast Forestry University in June 2017. Four 20 m × 30 m rectangular plots (A1–A4) and four 30 m × 30 m square larch plantation plots (B1–B4) were measured. Each tree with a diameter at breast height (DBH) of ≥ 2 cm was measured, of which height, breast diameter, crown width, and geographical location were recorded. A total of 842 single trees were measured in eight plots. Dead and fallen woods due to natural death and selective cutting were removed from the measurement. Finally, the number of single trees for verification was 770. According to the survey measurement, the variance of tree height in the same plot was relative small. Other measured parameters are shown in Table 1.

| Plot ID | Mean DBH (cm) | Mean Height (m) | Min Height (m) | Max Height (m) | Crown Width East–West (m) | Crown Width North–South (m) | Stem Density (stems/ha) |
|---------|---------------|-----------------|----------------|----------------|-------------------------|---------------------------|------------------------|
| A1      | 25.76         | 24.23           | 14.8           | 28.8           | 5.26                    | 4.86                      | 1216                   |
| A2      | 31.48         | 28.93           | 23.1           | 33.1           | 5.01                    | 5.00                      | 1050                   |
| A3      | 23.85         | 22.82           | 19.3           | 28.1           | 4.89                    | 5.02                      | 1367                   |
| A4      | 21.67         | 22.19           | 17.3           | 26.2           | 4.21                    | 3.36                      | 1850                   |
| B1      | 19.48         | 21.11           | 14.8           | 25.9           | 2.98                    | 3.06                      | 1617                   |
| B2      | 17.65         | 20.58           | 15.1           | 26.4           | 2.65                    | 2.78                      | 1783                   |
| B3      | 16.69         | 19.66           | 14.1           | 24.3           | 2.88                    | 3.03                      | 1817                   |
| B4      | 15.56         | 19.92           | 13.1           | 27.2           | 2.77                    | 2.80                      | 2117                   |

### 3. Methods

This study proposed an algorithm that combined the region growing method with canopy morphology features. The workflow is shown in Figure 3. The purpose of the region growing...
algorithm is to generate the segments used to determine possible single-tree positions and point clusters, which represent the coarse ITC structures with branches around the boundary. Then, the multi-angle vertical profile is established in each selected segment and the points within the profile are horizontally projected onto the profile. The best three profiles are selected based on the canopy point characteristics depicted by the tree canopy. The Gaussian fitting is performed for the 2D point cloud in the selected profile and the autocorrelation coefficient of the fitting residual is used to determine the number of single trees in each segment. Finally, the point clusters of the ITC tree separation are obtained using k-means clustering.

3.1. Region Growing

Region growing is the process of aggregating groups of elements into larger regions. Starting from the search for seed points, adjacent elements with similar properties to each seed point are merged [26,44]. We used the region growing algorithm [34] as the first segmentation step to detect the rough ITC positions and corresponding pre-defined segments. This method uses a top-to-bottom region growing approach on normalized height point cloud to sequentially segment trees from the highest to the lowest points. Specifically, there is a horizontal spacing between the canopies, and the spacing between the tops of canopies is greater than that of the bottoms. Points with a spacing larger than a specified threshold, T-spacing, are excluded from the target tree; points with a spacing smaller than the threshold are classified into one tree based on a minimum spacing rule. Referring to the algorithm’s principle, the T-spacing should be approximately equal to the crown radius. If the threshold is set too small, trees with elongated branches can be over-segmented; if the threshold is set too large, nearby trees can be missed. Additionally, the point distribution rules of the tree shape are also appended to improve the accuracy of the segmentation, which can reduce the over-segmentation. In a high-density plantation, the empirical threshold resulted in the under-segmentation of segments containing one tree or multiple trees. The exact number of trees in segments is then determined based on the shape morphology, as described in Section 3.3.

3.2. Segments Filter

Some larch plantation canopies were tightly intersected, and the overlap of the crown edge was not obvious enough for individual tree detection using the previous region growing method only. In this regard, the crown shapes used for the secondary morphology segmentation could determine the number of single trees in each segment. However, the secondary morphology segmentation was not applied because based on the crown width,
the number of trees in each segment. However, the secondary morphology segmentation was not applied to those segments with a 2D area smaller than the threshold of $4\pi$ because based on the crown width, the areas smaller than this threshold had a low possibility of containing multiple trees. The 2D area was calculated using convex hull outlines of points, which were vertically projected onto the X-Y plane in each segment. The left segments were further processed with the secondary morphology segmentation to identify the exact number of trees.

3.3. Tree Number Definition Using the Profile Morphology

3.3.1. Profile Establishment

The vertical profiles were established in each segment selected in the previous step. Every profile was a vertical cuboid with a 1 m thickness that went through the highest point in the segment, as the green profile shows in Figure 4a,b. The 16 profiles were generated based on the rotation axis with a 11.25° interval angle from 0 to $\pi$ in the X-Y plane. The 3D points with the original z-value contained in each profile were projected vertically onto the X-Y plane, which reflected the shape of the true canopy without the influence of height normalization. Figure 5 shows three examples of the generated 2D profiles. If a segment contained more than one tree, there should be one or more profiles separating the canopies because the rotary profiles could describe the multifaceted structure. Additionally, the canopy structures and point numbers in adjacent profiles were similar, thus optimal profile selection was necessary to improve the ITC detection accuracy and efficiency.

![Figure 4](image-url)

**Figure 4.** The diagram of three established profiles in a region growing segmentation segment. (a) 3D view of the segment, where the vertical profile with a 1 m width was established based on the rotation axis that went through the max height point. (b) Top view of the segmentation segment, where the green profile represented the three profiles selected based on the aforesaid rules.
3.3.3. Tree Number Definition in Each Segment

Figure 5. Blue asterisk represents the upper canopy point cloud of the profile selected using 0.2 m width uniformly-spaced lags. The lags are shown as the green rectangle to obtain the 3 m upper canopy points in each profile. (a), (b), and (c) represent the first, second, and third selected profiles, respectively, using the point number rules.

3.3.2. Profile Selection

First, we deleted the profile with a horizontal distance shorter than 2.5 m, since it was implausible that these profiles contained multiple canopies within such a particularly short horizontal distance (the
magenta line in Figure 4b). Second, based on the characteristics of region growing and the observations of numerous profiles, the following assumption was made: there were more points near the center of a tree crown than around its edges [37] owing to the laser beam multiple reflections caused by the complex canopy structure in the canopy center area. Sub-arboreal vegetation was eliminated by establishing an appropriate height threshold of 4 m above the ground. The points under 4 m had a slight impact on the crown shape because of scrub-cleaning and pruning activities in the plantation. We assumed that the more points contained in the profile, the more likely for it to contain multiple canopies. Therefore, profiles were selected according to the decreasing order of points number in each profile. Finally, the number of points of adjacent profiles were generally similar, and they often demonstrated a similar canopy structure. Thus, we set the rules to eliminate similar adjacent profiles according to the following condition: all profiles were initially sorted in a descending order by the number of points in them. When the first profile with the most points was selected, the next profile was not selected if it was located in the area bounded by a 22.5° angle on both sides of the first profile (the grey area in Figure 4). According to this rule, the third profile was selected if it was outside the area bounded by previously selected profiles. This procedure was repeated until three profiles were selected. In practice, three profiles can effectively represent the canopy structure in this segment.

3.3.3. Tree Number Definition in Each Segment

The canopy uppermost points represent the canopy structure, while the canopy inner points influence the Gaussian fitting of canopy shape; thus, the points in the canopy’s uppermost 3 m were filtered according to a 0.2 m width that was uniformly spaced to divide the X-axis (Figure 5). Next, to estimate the exact number of trees in each profile, we used the Gaussian model (Equation (1)) from MATLAB to fit the filtered uppermost canopy points:

\[ f(x) = \sum_{i=1}^{n} a_i e^{-\frac{(x-\mu_i)^2}{\sigma_i^2}} \]  

where \( n \) represents the number of Gaussian functions. \( a_i, \mu_i, \) and \( \sigma_i \) represent the magnitude, central position, and standard deviation of the \( i \)th Gaussian function, respectively. The fitting process was applied sequentially from one to three Gaussian functions (Figure 6), with an increment of one function each time. As the number of functions increased, the Gaussian curve fitting improved with gradually decreased fitting residuals showed in Figure 7. We limited the maximum number of Gaussian functions to three, as the fitting effect was rarely improved after that. The appropriate number of Gaussian functions used to fit a given profile was considered as an estimation of the number of trees. To do so, we used residual correlation coefficients to determine the appropriate number of functions (Table 2). The residuals were calculated using the points within the 99% confidence interval of the fitting with three Gaussian functions. The correlation coefficient threshold was empirically set to 0.9. For instance, if the residual correlation coefficients of the first function and the second function was less than 0.9, this implied that the second function fitting improved significantly compared with the first function fitting. Thus, the appropriate tree number in this profile was two.
The canopy uppermost points represent the canopy structure, while the canopy inner points influence the Gaussian fitting of canopy shape; thus, the points in the canopy’s uppermost 3 m were filtered according to a 0.2 m width that was uniformly spaced to divide the X-axis (Figure 5). Next, to estimate the exact number of trees in each profile, we use the Gaussian model (Equation (1)) from MATLAB to fit the filtered uppermost canopy points:

$$f(x) = \sum a_i e^{-\left(\frac{x-\mu_i}{\sigma_i}\right)^2} \quad n_i = 1$$

where $n$ represents the number of Gaussian functions. $a_i$, $\mu_i$, and $\sigma_i$ represent the magnitude, central position, and standard deviation of the $i$th Gaussian function, respectively. The fitting process was applied sequentially from one to three Gaussian functions (Figure 6), with an increment of one function each time. As the number of functions increased, the Gaussian curve fitting improved with gradually decreased fitting residuals shown in Figure 7. We limited the maximum number of Gaussian functions to three, as the fitting effect was rarely improved after that. The appropriate number of Gaussian functions used to fit a given profile was considered as an estimation of the number of trees. To do so, we used residual correlation coefficients to determine the appropriate number of functions (Table 2). The residuals were calculated using the points within the 99% confidence interval of the fitting with three Gaussian functions. The correlation coefficient threshold was empirically set to 0.9. For instance, if the residual correlation coefficients of the first function and the second function was less than 0.9, this implied that the second function fitting improved significantly compared with the first function fitting. Thus, the appropriate tree number in this profile was two.

(a) The result of Gaussian function fitting in the first profile

(b) The result of Gaussian function fitting in the second profile

(c) The result of Gaussian function fitting in the third profile

**Figure 6.** Gaussian fitting of three selected profiles, with the number of functions increasing from one to three. The figures show the upper canopy points as a blue asterisk, the combined model as a red line, and the model components using the single function as green imaginary lines. The magenta imaginary lines are the 99% confidence interval of the Gaussian fitting model.
As the number of functions increased, the residual declined as the number of trees in each segment was increased. The squared error function minimized. The squared error function is defined as the sum of absolute differences in Euclidean distance between each point and its closest center.

The residual of one to three Gaussian fitting functions using 0.2 m width lags. The bar chart shows the difference between the Z-value of points in the 99% confidence interval of three Gaussian fitting functions and the fitting model.

**Figure 7.** The residual of one to three Gaussian fitting functions using 0.2 m width lags. The bar chart shows the difference between the Z-value of points in the 99% confidence interval of three Gaussian fitting functions and the fitting model.

**Table 2.** The correlation coefficient of the residual.

| Autocorrelation Coefficient | Profile 1 | Profile 2 | Profile 3 |
|-----------------------------|-----------|-----------|-----------|
| Gaussian function 1–2       | 0.6433    | 0.9396    | 0.9687    |
| Gaussian function 2–3       | 0.9986    | 0.9505    | 0.9362    |
The process is further explained in Figure 6, which depicts the three profiles selected from the 16 profiles in a segment according to the method described in 3.3.2. The fitting result of the Gaussian functions is shown in Figure 6. It was concluded that as the number of functions increased, the Gaussian curve gradually approached the actual profile shape. When there was only one canopy shape in the profile, one Gaussian function was enough to resemble the canopy curve. If there were two canopies in the profile, such as in Figure 6a, the fitting accuracy improved significantly with two Gaussian functions compared with one function (the residual declined in Figure 7). When the number of Gaussian functions increased from 2 to 3, the residual slightly declined. The correlation coefficient between the residual of one function and that of two functions was 0.6433 < 0.9. The correlation coefficient between the residual of two functions and that of three functions was 0.9986 > 0.9. Therefore, we concluded that there were two trees in this profile. All three profiles were processed using the same rule, and the number of trees in each segment was finally determined.

### 3.4. k-Means Segmentation

Based on the determination of tree numbers in Section 3.3.3, we then applied k-means clustering to group points of individual trees. The default random seeds were chosen. In the k-means algorithm, the sum of absolute differences in Euclidian distance between each point and its closest center is minimized. The squared error function ($S_e$) was calculated using Equation (2). Additionally, the z-coordinates of the ALS points were scaled down by a factor of six before the initialization of the k-means process [31] (Figure 8). Scaling the height value of the points helped in minimizing the vertical-cluster variance, or the squared error function (Se), which is the ultimate objective of the k-means method.

\[
S_e = \sum_{i=1}^{k} \sum_{n=1}^{m} |x_{ij} - c_i|^2
\]

where $|x_{ij} - c_i|^2$ represents a selected distance measure between a data point $x_{ij}$ and the mean vector or cluster center $c_i$. The value of $S_e$ depended on how the samples were grouped into clusters and the number of defined k clusters. At different iterations, new cluster memberships and its center were computed. For the optimal partitioning, $S_e$ was minimized. The number of trees obtained in Section 3.3.3 had a direct relationship with the k-means clusters to be generated.

![Figure 8](image)

**Figure 8.** The result of the k-means clustering based on the tree number defined in Section 3.3.3. The asterisks represent the original tree points belonging to the segment; the different colored asterisks represent the k-means segmentation results. The circles represent the scaled-down canopy points colored using the k-means segmentation result.
3.5. Accuracy Evaluation

The segmented results were evaluated against field reference data. Four situations of the segmentation results were placed into the following three categories. If a tree was correctly segmented, it was called true positive (TP); if a tree is not segmented but assigned to a nearby tree, it was called false negative (FN) or an omission error; if a tree did not exist but was segmented from the point cloud, it was called false positive (FP) or a commission error. TP, FN, and FP indicate perfect segmentation, under-segmentation, and over-segmentation, respectively. To evaluate the accuracy, we calculated the correct matching (c), recall (r), precision (p), and F-score using the following equations [45,46]:

\[
c = \frac{TP}{\text{Num}_{\text{measured}}},
\]

\[
r = \frac{TP}{TP + FN},
\]

\[
p = \frac{TP}{TP + FP},
\]

\[
F = 2 \times \frac{r \times p}{r + p}.
\]

The matching value represents the rate of the correct segmentation of trees. The recall value indicates the tree detection rate. The precision value represents the correctness of the method regarding tree detection. The F-score value is the overall accuracy considering both the commission and omission errors. The values of c, r, p, and F vary from 0 to 1.

4. Results and Discussion

4.1. Accuracy of the ITC Segmentation

Table 3 shows the detection accuracy of the region growing algorithm and our morphology method in eight plots with varied stem densities. The ITC convex edge and reference tree position of the low-density A1 and high-density B8 are shown in Figure 9a,b. Figure 9c,d shows the segmented point clouds for plots A1 and B4. It is visually apparent that most of the trees were correctly segmented. The tree segmentation results in other areas in our study were similar and hence are not shown here.
Table 3. The accuracy of individual tree segmentation.

| Plot ID | Measured Tree | Density (num/ha) | Segment Trees | TP | FN | FP | c    | r    | p    | F   | Segment trees | TP | FN | FP | c    | r    | p    | F   |
|---------|---------------|------------------|---------------|----|----|----|------|------|------|-----|---------------|----|----|----|------|------|------|-----|
| A1      | 63            | 1216             | 53            | 52 | 10 | 1  | 82.54% | 0.84 | 0.98 | 0.90 | 60 | 58  | 3  | 2   | 92.06% | 0.95 | 0.97 | 0.96 |
| A2      | 73            | 1050             | 68            | 67 | 5  | 1  | 91.78% | 0.93 | 0.99 | 0.96 | 72 | 70  | 3  | 2   | 95.89% | 0.96 | 0.97 | 0.97 |
| A3      | 82            | 1367             | 67            | 66 | 13 | 1  | 80.49% | 0.84 | 0.99 | 0.90 | 79 | 74  | 7  | 4   | 90.24% | 0.91 | 0.95 | 0.93 |
| A4      | 111           | 1850             | 78            | 75 | 30 | 2  | 67.57% | 0.71 | 0.97 | 0.82 | 97 | 93  | 8  | 4   | 83.78% | 0.92 | 0.96 | 0.94 |
| B1      | 97            | 1617             | 77            | 74 | 20 | 2  | 76.29% | 0.79 | 0.97 | 0.87 | 92 | 82  | 13 | 8   | 84.54% | 0.86 | 0.91 | 0.89 |
| B2      | 107           | 1783             | 86            | 79 | 22 | 3  | 73.83% | 0.78 | 0.96 | 0.86 | 96 | 89  | 12 | 6   | 83.18% | 0.88 | 0.94 | 0.91 |
| B3      | 109           | 1817             | 82            | 73 | 28 | 3  | 65.14% | 0.72 | 0.96 | 0.82 | 98 | 91  | 13 | 4   | 83.49% | 0.88 | 0.96 | 0.91 |
| B4      | 128           | 2117             | 82            | 80 | 32 | 1  | 62.50% | 0.71 | 0.99 | 0.83 | 114| 106 | 19 | 6   | 82.81% | 0.85 | 0.95 | 0.89 |
| Total   | 770           | 580              | 566           | 160| 8  | 1  | 73.50% | 0.78 | 0.99 | 0.87 | 707| 663 | 78 | 36  | 86.10% | 0.89 | 0.95 | 0.92 |
According to the accuracy of our morphology segmentation, the overall correct matching rate was 86.1%, with the lowest accuracy of 82.81% and the highest accuracy of 95.89%. The recall in the eight plots varied from 0.85 to 0.96; the precision varied from 0.91 to 0.97. Among the simple plots A1–A3, the mean values of the correct matching with and without morphology segmentation were 84.94% and 92.73%, respectively. Furthermore, for the complex plots A4 and B1–B4, the accuracy using the morphology segmentation was significantly increased compared with that using the region growing algorithm only. The total recall of morphology segmentation was increased from 0.78 to 0.89, and the F-score was increased from 0.87 to 0.92. In these dense plots, trees were under-segmented using the region growing method, and the recall was relatively larger than that of the low-density plot. However, the precision slightly decreased from 0.98 to 0.95 using morphology segmentation, indicating that some trees were over-segmented. For instance, in the dense plots B1 and B4, the precision declined by 0.06 and 0.04, respectively. In general, the number of trees was under-estimated with our method. A
total of 663 out of 770 trees were successfully segmented in our test plots. Our algorithm missed 78 trees and over-segmented 56 trees.

4.2. Discussion

In this paper, we proposed a morphology segmentation approach for 3D ITC segmentation in plantation forests with different densities. The results were significantly improved for the plots dominated by high-density larch plantations. The results demonstrated that morphology segmentation performed better in a higher-density forest, which was difficult to segment using the region growing algorithm alone. However, the shortcoming of this algorithm was that it could not solve the over-segmentation in first segmentation, which was slightly increased in second segmentation caused by definition of tree number in multiple profiles, especially in high-density plots. In conclusion, the region growing method could under-segment the high-density plantation, but the proposed combination of region growing and morphology segmentation algorithms in our study improved the accuracy of ITC detection in different density plots, even though it caused a slight over-segmentation. The algorithm took advantage of prior knowledge of the plantation canopy shape and region growing characteristics. The morphology segmentation based on the original point cloud increased the accuracy and clarity of individual tree structure, as it was not affected by the interpolation and the elevation normalization. Additionally, it was common that threshold T-spacing in region growing segmentation was difficult to set appropriately in a high-density plantation plot. The morphology segmentation algorithm solved the under-segmentation caused by an inappropriate threshold in the region growing method. The segments including multiple crowns were clearly separated with Gaussian functions on the 2D profile. The designed framework was efficient since a detailed examination of 3D ALS points was not needed for all segments, but only for filtered ones based on prior knowledge of segment area. Moreover, the 3D structure in the segments was further described and simplified using 2D Gaussian curves.

4.2.1. Region Growing Segments

Figure 10 shows three typical segments that resulted from the region growing algorithm. Case I represents a perfect segmentation. The segment contained a single canopy that was described in different profiles. Case II represents under-segmentation, which contained two complete canopies. According to the principle of the region growing algorithm, the under-segmentation was generally divided into two types: (1) II-a, where the crown height difference of two consecutive canopies was relatively large and the relative lower canopy could not be separated because the distance between the lower treetop and its highest point nearby was smaller than the spacing threshold in the region growing segmentation. (2) II-b, which was similar to under-segmentation, but the height difference of consecutive canopies was small. Finally, case III represents the over-segmentation segment. The canopy points on edges caused over-segmentation in its adjacent segments. The segments III-a included a dominated canopy and a disconnected adjacent canopy, which resulted in an over-segmentation of the adjacent canopy III-b. The region growing algorithm produced a fusion at the edges of some canopies, causing the segment to contain the point clouds of another over-segmented canopy. We discuss the morphology segmentation performance for different segments.
the lower treetop and its highest point nearby was smaller than the spacing threshold in the region growing segmentation. (2) II-b, which was similar to under-segmentation, but the height difference of consecutive canopies was small. Finally, case III represents the over-segmentation segment. The canopy points on edges caused over-segmentation in its adjacent segments. The segments III-a included a dominated canopy and a disconnected adjacent canopy, which resulted in an over-segmentation of the adjacent canopy III-b. The region growing algorithm produced a fusion at the edges of some canopies, causing the segment to contain the point clouds of another over-segmented canopy. We discuss the morphology segmentation performance for different segments.

4.2.2. Morphology Segments

For case I, morphology segmentation determined that there was only one tree according to the residual correlation coefficient of Gaussian fitting. For case II, there was a possibility that the two trees could be identified using the residual correlation coefficient of two Gaussian functions as long as the two canopies could be fully described in the selected profiles, as shown in Figure 11a,b. If the crowns were severely overlapped, the morphology segmentation was difficult because the residual was slightly influenced by the adjacent canopies. In particular, the residual correlation coefficient was set to 0.9 to guarantee the detection in a high-density forest area since the distance between the two trees was relatively close and the intersection was not clearly separated. In comparison with II-a, the profile of adjacent canopies in II-a formed the Gaussian functions with a proximate proportionate width such that the structural morphology of the two trees could be better described. In addition, in both II-a and II-b, several points were mixed indiscriminately at the edge of the canopy. For case III, the possibility to detect two trees depended on the proportion of the over-segmentation canopy to the whole segments. For example, the over-segmentation canopies could be separated in Figure 11c. However, if the over-segmentation part only occupied a very small part of the segments (Figure 11d), these canopy edges only had a minor impact on the fitting process of the dominated crown. In this case, the point cloud at both the beginning and end of the profile slightly influenced the residual of the crown edge at the Gaussian fitting edge.
Figure 11. Examples of refinement results using morphology segmentation: (a) the segment contained two canopies with a large tree height difference, (b) the segment contained two canopies with relatively equal heights, (c) the refinement segment contained one over-segmentation crown and one complete crown, and (d) the unchanged segment contained one over-segmentation crown and one complete crown.

Furthermore, having three crowns fall within one segment was a rare occasion (Figure 12a). This was difficult to segment using Gaussian fitting because the clumped canopies formed a smoothly curved surface that resembled a single tree. The overlap ratio of the canopies was too high, meaning that the crowns were unable to be segmented.
Figure 12. A tree segment with more than three crowns contained a multiple-tree centralized distribution. (a) Points in the segment. (b–d) Gaussian fitting of the profile selected from the segment that contained three canopies, where the number of functions increased from one to three. Blue points represent the upper canopy points, with the combined model represented with a red line. The magenta lines are the 99% confidence interval of three Gaussian function fitting models.

5. Conclusions

In conclusion, we developed a new algorithm to segment individual trees from point clouds. Our two-step method used canopy morphological clues to improve the under-segmentation that occurs using the region growing algorithm. First, initial segments containing several trees were retrieved using region growing segmentation in a 3D spatial domain. Then, rotating profiles were established to delineate the canopy morphology in different directions, with the inclusion of multi-angle profile analysis and the 2D canopy structure. The number of trees in each initial segment was determined using Gaussian fitting. Finally, k-means segmentation was used to obtain the point cloud of a single tree. The algorithm was tested in larch plantation plots with different stem densities. The results showed that the proposed method significantly increased ITC detections compared with that of using only the region growing algorithm, especially for the clumped trees whose canopies were hard to segment relying only on region growing features, where the correct matching rate increased from 73.5% to 86.1%, and the recall value increased from 0.78 to 0.89.

Although the refinement could not recover every missed tree due to under-segmentation, it solved the problem that was difficult for dense forests and mitigated the omission errors to some extent. The new algorithm improved single tree detection in a larch plantation and allows for the processes of forest stands that have different stem densities. The accuracies, in terms of recall, precision, and F-score, were improved compared with results from using only the region growing algorithm, indicating that the new algorithm had a good potential for dense forests with cone crown shapes. The method could detect 86.1% of trees over a range of forest stem densities. This method could efficiently improve the under-segmentation caused by the region growing algorithm. However, the over-segmentation needed a rough region growing threshold to be reduced, which should be developed through a combination of the point distance relationship and canopy morphology to minimize over-segmentation detections.
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