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Abstract—We will address the problem of determining existence and asymptotic stability of a non-trivial periodic orbit in dynamical systems described by polynomial vector fields. To this end, we will lean upon the celebrated results of Borg [1], Olech and and Hartman [2] and newer results of Giesl [3], who all employ the concept of contraction for this purpose. Importantly, we formulate a numerically tractable algebraic test. The developed algorithm is illustrated in a numerical example.

I. INTRODUCTION

In this paper, we develop efficient methods for determining existence and stability of critical behaviours in dynamical systems described by polynomial vector fields. In particular, we are interested in developing algorithms for evaluating these properties for systems exhibiting non-trivial periodic orbits.

We strive to find sufficient and if possible also necessary conditions for asymptotic and exponential stability of periodic orbits. An indispensable property of the criterion in sight is its ability to be numerically verifiable. Obviously, the sufficiency of a criterion imposes conservativeness of the method, but also the implemented algorithm may considerably contribute to conservatism. To illustrate a well known situation, the Lyapunov theory provides sufficient conditions for stability of an equilibrium. Specifically, to determine asymptotic stability, one certifies whether a certain function $V : \mathbb{R}^n \rightarrow \mathbb{R}$ and its negative orbital derivative are both positive semi-definite. A case in point is that a sufficient condition for $V > 0$ is that $V$ is a sum of squares of polynomials (or colloquially sum of squares or even SOS). In other words, checking for $V$ being an SOS is conservative as positiveness is not equivalent to being an SOS for multivariable polynomials of more than 3 indeterminates and with degree greater than 2. Nonetheless, if the domain of attraction of the equilibrium is a compact semialgebraic set $\{x \in \mathbb{R}^n \mid g(x) \geq 0\}$ then $V$ is a polynomial and according to the Putinar Stellensatz [4], the condition $V > 0$ is equivalent to the existence of a real $\epsilon > 0$ and SOSs $s_0$ and $s_1$ such that $V = \epsilon + s_0 + s_1 g$. We consider this problem numerically tractable since for a fixed degree of $V$, checking if a polynomial is SOS boils down to solving a semidefinite optimisation problem [5].

The criteria which we are interested in are ones that can be evaluated locally in the state-space by determining certain properties of the Jacobian matrix $\frac{\partial f}{\partial x}$ of the vector field $f$. Again, to illustrate, the Markus-Yamabe Conjecture (only true for dynamical systems of dimension $n \leq 2$) is that if $\frac{\partial f}{\partial x}(x)$ is Hurwitz for any $x \in \mathbb{R}^n$ then the equilibrium solution to the system (if it exists) is globally asymptotically stable (GAS). We strive to modify this criterion and extend it to study limit cycles. In general, we shall see that one needs a combination of two conditions fulfilled to draw conclusions about the existence and stability of non-trivial periodic orbits: (i) existence of an invariant set $K \subset \mathbb{R}^n$ and (ii) some contraction property of the Jacobian matrix fulfilled on $K$. In this work, we will focus on verification of the property (ii), leaving the verification of property (i) to existing numerical methods, such as those recalled in [6] and references therein. As such, this work is related to algorithms determining contraction properties in nonlinear dynamical systems [6], [7].

Specifically, we will establish an algorithm for constructing a polynomial Riemannian metric for verifying Borgs criterion ([1] and [8]) on existence and stability of periodic orbits in nonlinear dynamical systems. This is similar to [3], who states that a $C^1$-smooth dynamical system $\dot{x} = f(x)$ has an exponentially stable periodic orbit if and only if there is a Riemannian metric tensor $G$ such that

$$\max \left\{ w^T \left( G(x) \frac{\partial}{\partial x} f(x) + \frac{1}{2} \dot{G}(x) \right) w \right\} < 0 \quad (1)$$

with $\dot{G}$ denoting the orbital derivative of $G$, on the semialgebraic set $S$ defined by

$$S \equiv \{(x,w) \in K \times \mathbb{R}^n \mid w^T G(x) w = 1, \ w^T G(x) f(x) = 0\},$$

where $K$ is a compact, connected, positively invariant (semialgebraic) set $K$ which contains no equilibrium. Nonetheless, the criterion (1) is not numerically tractable as the semialgebraic set $S$ is defined in terms of the unknown Riemannian metric $G$. Therefore, the condition (1) in this work will be reformulated to an equivalent criterion that there exists a Riemannian metric tensor $G$ such that

$$\max \left\{ w^T \left( \frac{\partial}{\partial x} f(x) G(x) - \frac{1}{2} \dot{G}(x) \right) w \right\} < 0 \quad (2)$$
on $S' \equiv \{(x,w) \in K \times \mathbb{R}^n \mid w^T w = 1, \ w^T f(x) = 0\}.$

Notice that the definition of $S'$ does not involve the unknown metric tensor $G$. It will be shown that for $K = \{x \in \mathbb{R}^n \mid q_i(x) > 0, \ i = 1,...,m\}$, the criterion (2) is equivalent to existence of a polynomials $p_1, p_2,$ and SOSs $s_1,\ldots,s_m$ such that

$$-w^T \left( \frac{\partial f}{\partial x} G - \frac{1}{2} \dot{G} \right) w + p_1(w^T w - 1) + p_2 w^T f - \sum_{i=1}^m s_i q_i \quad (3)$$
is an SOS; in [3], we have suppressed the arguments of the functions which will be done throughout the paper whenever convenient. The criterion [3] can be solved by means of semidefinite optimization whose stopping criterion is the degree of the involved polynomials. In [7], the construction of polynomial metrics is likewise addressed using SOS for determining contraction properties in nonlinear dynamical systems described by polynomial vector fields. This is very similar to the work addressed here. However, [7] do not take periodic orbits into account.

The layout of the paper is as follows. First, we recall the formulation of the so-called virtual dynamics (first variation) of the nonlinear system as typically encountered in contraction theory in which the Jacobian matrix of the vector field enters linearly. Subsequently, we recall a number of classical results that give conditions on the Jacobian matrix, which are sufficient for existence and asymptotic stability of non-trivial periodic orbits in the original nonlinear system. This gives foundation for the main result of this paper - if the system is asymptotically contractible on an positive invariant set with no equilibrium, then the system has an asymptotically stable periodic orbit. Following the account of the necessary and sufficient conditions for establishing existence and exponential stability of a limit cycle, we construct an SOS program which can verify this condition numerically. Lastly, we give a numerical example and the results of a test of the developed algorithm on this example.

II. PRELIMINARIES

We consider a nonlinear dynamical system described by the following deterministic and time invariant ODE

\[ \dot{x} = f(x), \]

where \( x \in U \) with \( U \) an open subset of the Euclidean space \( \mathbb{R}^n \). However, the arguments in this exposition could be extended to a Riemannian manifold following the arguments of [2] or [9]. The vector field \( f(\cdot) \) is assumed \( C^1 \); hence in particular, for every initial condition \( x_0 \), the solution to (4) exists and is unique.

In contraction theory [9], the time evolution of virtual displacements \( \delta x \in T_x U \) (\( T_x U = \mathbb{R}^n \)) is the tangent space of \( U \) at \( x \) of the state \( x \) at fixed time instants is examined to draw conclusions about the temporal evolution of the system [4]. The dynamics of the virtual displacements \( \delta x \) are described by the following

\[ \dot{\delta x} = \frac{\partial}{\partial x} f(x) \delta x. \]

We see that the Jacobian matrix \( J(x) \equiv \frac{\partial}{\partial x} f(x) \) of the vector field enters linearly in the expression of the evolution of the virtual displacements. So the properties of the Jacobian must be important for the temporal evolution of the virtual displacements. In fact, the conditions that we will investigate in this work includes properties of the Jacobian matrix.

To illustrate, we will here recall Lewis’ fundamental results [10] on contraction. To this end, we will first define two concepts: (i) a Finsler metric and (ii) a variation.

(i) A function \( \psi : U \times \mathbb{R}^n \rightarrow \mathbb{R} \) smooth on \( U \times \mathbb{R}^n \setminus \{0\} \) is a Finsler metric if

- it is positively homogeneous of degree 1 in the second variable \( \psi(x, \lambda v) = \lambda \psi(x, v) \) for \( \lambda > 0 \),
- \( \psi(x, w) > 0 \) for all \( x \in U \) and \( w \in \mathbb{R}^n \setminus \{0\} \),
- the Hessian \( [H(x,v)]_{ij} = \left[ \frac{\partial^2 \psi(x,v)}{\partial x_i \partial x_j} \right] \) of \( \psi \) is positive definite.

Equipped with the Finsler metric, the length \( L(\gamma) \) of a sufficiently regular curve \( \gamma \) is

\[ L(\gamma) = \int_0^1 \psi(\gamma(t), \dot{\gamma}(t)) dt. \]

In the following, we may think of \( \psi(x,v) = \sqrt{g(x)(v,v)} \) for a Riemannian metric \( g \) on \( U \).

(ii) For a curve \( \gamma : [0,1] \rightarrow U \), we define a variation \( \Gamma(t,s) \equiv \Gamma_\gamma(t,s) \) of (4) such that \( \Gamma(0,s) = \gamma(s) \). Furthermore, for any \( s \in [0,1] \), \( \Gamma(t,s) \) is the solution of (4) for the initial value at \( \gamma(s) \). We are ready to recall and interpret Theorem 2 in [10].

**Theorem 1** [10, Thm 2] Let \( \Gamma(t,s) \) be a variation of (4) and \( \psi \) be a Finsler metric. Suppose that on \( U \) the following contraction condition holds

\[ a \leq \frac{\partial \psi(x,w)}{\partial x} f(x) + \frac{\partial \psi(x,w)}{\partial w} J(x)w \leq A \]

for every \( x \) in the image of \( \Gamma \) and \( w \in T_x U \) such that \( \psi(x,w) = 1 \), and some \( a < A \). Then

\[ L(\Gamma(0,\cdot))e^{at} \leq L(\Gamma(t,\cdot)) \leq L(\Gamma(0,\cdot))e^{At}. \]

In short, Theorem 1 states that if the contraction condition is satisfied, the distance between trajectories of the dynamic system remains bounded for finite \( t \). If \( a, A < 0 \) then trajectories (exponentially) converge to each other. In fact, Theorem 1 explains why we use the name “contraction”, i.e., the trajectories (exponentially) contract to each other.

The next question is then; what is the expected behavior in the limit of a system satisfying the contraction?

For planar systems \((n = 2)\), the investigation of critical behaviours of (4) becomes particularly simple, so we will discuss these first.

III. PLANE SYSTEMS

As a first step, consider the naïve interpretation of the linearised dynamics in (4) as an actual linear system and that as long as the Jacobian matrix is Hurwitz for every \( x \in \mathbb{R}^n \), then the equilibrium solution (if it exists) of the original nonlinear dynamical system (4) is globally asymptotically stable (GAS). A GAS equilibrium solution to (4) will of course rule out the existence of non-trivial periodic orbits.

This naïve interpretation was formulated for nonlinear time invariant systems in the so-called Markus-Yamabe Conjecture (MYC) in [11] which we will recall here. Suppose (possibly after an affine change of coordinates) that the non-linear time invariant dynamical system (4) fulfils

\[ f(0) = 0 \text{ and } x \neq 0 \iff f(x) \neq 0. \]
Then we have the following conjecture in [11]

**Conjecture 1** Given the system (4), assume (1) holds and $J(x)$ is Hurwitz for every $x \in \mathbb{R}^n$, then the equilibrium point $x = 0$ is GAS.

Conjecture 1 was in Markus and Yamabe’s paper [11] attributed to Aizerman [12]. However, in later works on the subject, the conjecture is called the Markus-Yamabe Conjecture or the Jacobian Conjecture on asymptotic stability. Conjecture 1 is trivially true when $n = 1$ and was proven in [11] for the special case in which the system is triangular.

In the mid-nineties, it was proven that in the special case of $n = 2$, MYC is true and at least four different proofs of MYC for $n = 2$ exist [13], [14], [15], [16]. Around the same time, the conjecture was ultimately proven false for systems of dimension three and above ($n \geq 3$) where counterexamples have been found. An excellent account of the process involved in finding these counterexamples is provided in [17]. This process involved finding closed-form solutions to dynamical systems described by vector fields with Hurwitz Jacobian. A number of these counterexamples are found in [18]. Consequently, if $n \leq 2$, the equilibrium solution exists and it can be shown that the Jacobian of $f(\cdot)$ is Hurwitz for every $x \in \mathbb{R}^n$ then one can rule out the existence of non-trivial periodic solutions to (4). However, if $n \geq 3$ this is no longer sufficient.

To infer existence of non-trivial critical behaviours in a planar system one can turn ones attention to invariant sets in which no equilibrium solution is found. This is described in the well known Poincaré-Bendixson Theorem (see e.g. [19]). The theorem states that the compact limit sets of planar systems either consist of equilibria or of closed orbits. The following corollary of the Poincaré-Bendixson Theorem is particularly useful when determining the existence of limit cycles in planar systems.

**Corollary 1** A compact set $K$ that is positively or negatively invariant contains either a limit cycle or an equilibrium point.

As we can see from the corollary above, a compact invariant set $K$ of the system which does not contain an equilibrium point will contain a limit cycle. Furthermore, solutions of the system starting in $K$ will approach this limit cycle. Lastly, the following corollary states that with the existence of a closed orbit in a planar system also follows the existence of an equilibrium point.

**Corollary 2** Let $\gamma$ be a closed orbit that form the boundary of an open set $U$. Then $U$ contains an equilibrium point.

The above corollary has the consequence that in $\mathbb{R}^2$ only invariant sets $K$ which are not simply connected can be without equilibria. So to infer existence of non-trivial periodic orbits one has to investigate invariant sets which are not simply connected. The last corollary also implies that any planar system in which the Jacobian matrix $J(x)$ is Hurwitz for every point $x$ cannot have a periodic solution.

The reasoning is as follows. Suppose the planar system has a periodic solution, then by Corollary 2 it also has an equilibrium solution. However, if the Jacobian is Hurwitz for every point $x$, then this equilibrium is GAS, which rules out the existence of a periodic solution. Thus we have a contradiction.

As we have seen in this section, existence of non-trivial periodic orbits in planar systems ($n = 2$) can be ruled out if the Jacobian matrix is Hurwitz for every point $x \in \mathbb{R}^2$. Furthermore, existence of non-trivial periodic orbits in planar systems is characterised by non-simply connected invariant sets which does not contain equilibria.

For the general case when $n > 2$ these results are no longer valid. Instead, one can use a combination of invariant sets and conditions on the Jacobian matrix of the vector field similar to that in the MYC to infer existence (and stability) of closed orbits. This is described in Borg’s Theorem.

**IV. FROM PLANAR SYSTEMS TO $\mathbb{R}^n$**

In his paper [1], Borg gives sufficient conditions for the existence and stability of closed orbits for a dynamical system in $n$-dimensional Euclidean space. Among the conditions given in his theorem, we find the existence of a bounded set $U$ in which the symmetric part of the Jacobian of the system is stable in all directions orthogonal to the vector field. Additional conditions are boundedness of the norm of the Jacobian and the vector field itself and non-existence of equilibria. We recall Borg’s Theorem here.

**Theorem 2** [1] Let $U \subset \mathbb{R}^n$ be connected, bounded and open and $\delta, \delta_1, k > 0$ be scalar constants. Assume that

$$0 < \delta \leq ||f(x)|| \leq k \quad (8)$$

$$||J(x)|| \leq k \quad (9)$$

$$\langle w, J(x)w \rangle \leq -\delta_1 ||w||^2$$

for all $x \in U$ and $w \in \mathbb{R}^n$ such that

$$\langle f(x), w \rangle = 0 \quad (10)$$

Furthermore, assume that there exists a solution $\phi(t)$ of (4) such that $\phi(t) \in U$ for every $t \in [0, \infty)$.

Then the system (4) has a unique orbitally stable periodic solution contained in $U$. This solution is the limit cycle of $\phi(t)$.

Furthermore, Borg sharpens the theorem for the particular case where the set $U$ is invariant, as expressed in the following theorem.

**Theorem 3** Let $U$ be a region where the conditions (8), (9) and (10) holds and any solution $\phi(t)$ of (4) with $\phi(t_0)$ belonging to the boundary $\partial U$ for some $t_0$ satisfies: $\phi(t_0)$ has a positive projection on the inner normal (supposed existing) of $\partial U$ at the point $\phi(t_0)$.

1 see e.g. [20] Definition 8.1 for a definition of orbital stability.
Then $U$ contains precisely one periodic orbit which is also the limit cycle of all solutions in $U$ (for $t \to \infty$).

That is, when $U$ is positively invariant for the vector field $f$, and the conditions \((3) - (10)\) are fulfilled then there is a non-trivial periodic orbit in $U$ and all solutions in $U$ converges to this orbit.

Note that the condition \((10)\) is a contraction condition on the Jacobian matrix; for $\psi(x, w) = \|w\|$ the contraction \((6)\) implies the condition \((10)\). Condition \((10)\) require the eigenvalues of the symmetric part $H(x) = \frac{1}{2}(J(x) + J^T(x))$ of the Jacobian to be negative in every direction orthogonal to the vector field at every point $x$ in the set $U$.

In a nutshell, Borg’s Theorem states that if a dynamic system has no equilibrium point (Condition \((8)\)), satisfies Conditions \((2, \text{Thm 5.3})\) and suppose that Conditions \((12)\) can be interpreted as: the time average of $\lambda(\cdot)$ along the solution $\phi$ shall be bounded from above, i.e., the $\lambda(\cdot)$ might be positive on a bounded time interval, but most of the time it is negative. As a concluding remark on Theorems \((2)\) and \((4)\) the scalar product $\langle \cdot, \cdot \rangle$ is the matter of choice. In particular, this makes Condition \((12)\) numerically intractable.

In \([2]\), we also find the following extension of the conditions in the MYC which holds for $n \geq 2$ and as a consequence rules out the existence of closed orbits.

**Theorem 5** \([2, \text{Thm 2.1}]\) Consider the dynamical system \((4)\) with a $C^1$ vector field $f$. Suppose that the equilibrium point 0 is locally asymptotically stable (e.g. if $J(0)$ is Hurwitz) and that \((7)\) holds. The point 0 is also GAS if

$$\lambda(x) \leq 0 \quad \forall x \in \mathbb{R}^n,$$

where $\lambda$ is defined in \((11)\). At this point, we wish to attach a comment to the Markus-Yamabe conjecture. As seen above, it is generally not enough to determine if the Jacobian $J(x)$ is Hurwitz. Instead, we must study the eigenvalues of its symmetric part $H(x)$ as in \((11)\). Parallel to the case of planar systems, we see that we more or less need to rule out the existence of an equilibrium point whenever the Jacobian condition (here $\lambda(x) \leq 0$ and for planar systems it was the condition that $J(x)$ is Hurwitz) is fulfilled. Otherwise, we can rule out the existence of a closed orbit. We observe that Theorem \(5\) is a slight generalisation of Krasovskii’s Theorem \([21, \text{Thm 21.1}]\) or \([22, \text{Sec.30}]\).

Further generalization can be established by substituting a scalar product $\langle \cdot, \cdot \rangle$ by a Riemannian metric $g$. To this end, we represent $g$ on $U$ in the form $w^T G(x) w$, where $w \in T_x U \approx \mathbb{R}^n$ and $G(x)$ is positive definite on $U$. Consequently, the contraction condition becomes \([2]\)

$$\lambda_G(x) \equiv \max_{w^T G w = 1, w^T G f(x) = 0} \left\{ - \frac{1}{2} \hat{G}(x) + G(x) J(x) \right\} w,$$

with $G = [g_{kl}]$ and $\hat{G} = [f^i \partial_j g_{kl}]$, where we have used Einstein notation, i.e., the same index in the superscript and the subscript implies a summation over this index. In the sequel, we identify the Riemannian metric $g$ with the metric tensor $G$ and even call $G$ a Riemannian metric.

As an observant reader might have noticed most of the literature on contraction used so far stems from fifties and sixties. However, more recently Giesel \([3]\) formulated necessary and sufficient conditions for existence of an exponentially stable periodic orbit.

**Theorem 6** \([3, \text{Thm 26}]\) The following conditions are equivalent

1. The system \((4)\) has an exponentially stable periodic orbit, and the real parts of all Floquet exponents (except the trivial ones) are less than $-c < 0$.
2. There is a Riemannian metric $G$ and a nonempty compact, connected subset $K$ of $\mathbb{R}^n$ that is an invariant set of the dynamical system \((4)\) containing no equilibrium such that $\max_{x \in K} \lambda_G(x) < -c < 0$. 
We return to the main objective of this paper - to the formulation of an algebraic criterion of existence of exponentially stable periodic orbits. As seen in Theorem 6, such a criterion comprises the contraction and the invariance conditions. Our focus in the sequel is on the contraction condition. Nonetheless, our task is not yet reached as the Riemannian metric $G$ is not known, and the usage of SOS program together with positivestellensatzé does not allow for an unknown in the equations of constraints - inhere $w^T G f = 0$. To circumvent this problem, we formulate the following proposition.

**Proposition 1** Let $K$ be a compact subset of an open subset $U \subseteq \mathbb{R}^n$. Then the following three conditions are equivalent

1) There are $c > 0$ and a Riemannian metric $G$ on $U$ such that $\lambda_G(x) \leq -c$ for all $x \in K$, where $\lambda_G$ is defined in (13).

2) There are $c > 0$ and a Riemannian metric $G$ on $U$ such that $\lambda'_G(x) \leq -c$ for all $x \in K$, where $\lambda'_G$ is defined by

\[
\lambda'_G(x) \equiv \max_{w^T w = 1, v^T f(x) = 0} w^T \left( J(x) G(x) - \frac{1}{2} \dot{G}(x) \right) w,
\]

3) There are $c' > 0$ and a Riemannian metric $G$ with polynomial entries on $U$ such that $\lambda'_G(x) \leq -c$ for all $x \in K$.

**Proof:** The equivalence between 2) and 3) follows from Weierstrass Approximation Theorem.

We show equivalence between 1) and 2). It will be instrumental to use the notation $G = [g_{kl}]$ and $G^{-1} = [g^{ij}]$.

Let $\phi_z(t)$ be the flow line of $\dot{x} = f(x)$ with $\phi_z(0) = z$. Let $H = G^{-1}$ then specifically

\[
0 = \frac{d}{dt} \bigg|_{t=0} \left[ H(\phi_z(t)) G(\phi_z(t)) \right].
\]

Hence

\[
H(\phi_z(0)) \frac{d}{dt} \bigg|_{t=0} \left[ G(\phi_z(t)) \right] = - \frac{d}{dt} \bigg|_{t=0} \left[ H(\phi_z(t)) G(\phi_z(0)) \right]
\]

It follows that

\[
H(z) [\partial_{g_{kl}} g_{ij}(z) f^i(z)] H(z) = - \partial_k g^{ij}(z) f^i(z),
\]

or in other words,

\[
H(z) \dot{G}(z) H(z) = - \dot{H}(z).
\]

Let $v \equiv G(x) w$ then

\[
w^T \left( GJ + \frac{1}{2} \dot{G} \right) w = v^T \left( JH + \frac{1}{2} \dot{H} G H \right) v
\]

and hence

\[
\lambda'_G(x) \equiv \max_{w^T w = 1, v^T f(x) = 0} v^T \left( J(x) H(x) - \frac{1}{2} \dot{H}(x) \right) v \leq c.
\]

Since $H$ is a Riemannian metric, $K$ is compact, and $\lambda'_G(x) \leq c$, $x \in K$, there is $c' > 0$ such that $\lambda'_G(x) \leq -c'$ on $K$.

Hence, the conclusion of the proposition follows.

Combining Theorem 6 with Proposition 1 results in the following theorem.

**Theorem 7** Let $G$ be a Riemannian metric on an open subset $U$ of $\mathbb{R}^n$. Let $K \subseteq U$ be a non-empty, compact, connected and positively invariant set of the dynamical system (3), which contains no equilibrium. Suppose that $\lambda'_G(x) < -c'$ for some $c' > 0$ for all $x \in K$, where $\lambda'_G(x)$ is given by

\[
\lambda'_G(x) \equiv \max_{w^T w = 1, v^T f(x) = 0} w^T \left( J(x) G(x) - \frac{1}{2} \dot{G}(x) \right) w,
\]

Then there is a unique periodic orbit. This periodic orbit is exponentially stable.

Notice that the contraction criterion (14) does not involve Riemannian metric $G$ in the equations of constraints. In the next section, we will reformulate (14) in terms of SOSs.

**V. Algebraic Conditions**

In this section, we will evaluate the contraction criterion (14) discussed in the previous section for formulating a numerically tractable algorithm.

The contraction criterion $\lambda'_G(x)$ in (14) can be computed by means of certificates of positivity provided $f$ is a polynomial vector field as seen in the next proposition. The following notation will be instrumental $\mathbb{R}[Z] \equiv \mathbb{R}[Z_1, \ldots, Z_n]$ is the ring of polynomials with real coefficients with $n$ indeterminates, $\Sigma^2[Z] \subset \mathbb{R}[Z]$ is the set of sums of squares of polynomials. The compact set $K$ brought up in Theorem 7 will here be a semialgebraic set of the form $K = \{ x \in \mathbb{R}^n | q_i(x) \geq 0, i = 1, \ldots, l \}$ for some $q_i \in \mathbb{R}[X]$, $i = 1, \ldots, l$. We define a quadratic module $Q(q_1, \ldots, q_l)$ generated by $q_1, \ldots, q_l$ as

\[
Q(q_1, \ldots, q_l) \equiv \{ s_0 + \sum_{i=1}^l s_i q_i | s_j \in \Sigma^2[X], j = 0, \ldots, l \}.
\]

In the next proposition, we will show that the contraction condition $\lambda'_G(x) < 0, x \in K$ in Theorem 7 can be reformulated as an algebraic condition, which can be verified by an SOS program.

**Proposition 2** Let $G = [g_{kl}]$ be a Riemannian metric with $g_{kl} \in \mathbb{R}[X]$, and $f = (f_1, \ldots, f_n)$ be a vector field with $f_i \in \mathbb{R}[X]$. For $q_i \in \mathbb{R}[X]$, $i = 1, \ldots, l$, let $K = \{ x \in \mathbb{R}^n | q_i(x) \geq 0, i = 1, \ldots, l \}$. Suppose that there is $q \in Q(q_1, \ldots, q_l)$ such that $\{ x \in \mathbb{R}^n | q(x) \geq 0 \}$ is compact. Then the following two conditions are equivalent

1) $\lambda'_G(x) < 0$ for all $x \in K$ with $\lambda_G$ defined in (14).

2) There are an $\epsilon > 0$, polynomials $p_1, p_2 \in \mathbb{R}[X, W]$ and $s_i \in \Sigma^2[X, W]$, $i = 1, \ldots, l$ such that

\[
-\epsilon - W^T \left( J(X) G(X) - \frac{1}{2} \dot{G}(X) \right) W - \sum_{i=1}^l s_i(X, W) q_i(X) + p_1(X, W)(|W|^2 - 1) + p_2(X, W) W^T f(X) \in \Sigma^2[X, W].
\]

(15)
Specifically, the existence of \( q \in Q(q_1, \ldots, q_m) \) in Proposition 2 is assured if there is \( i \in \{1, \ldots, l\} \) such that \( \{ x \in \mathbb{R}^n | q_i(x) \geq 0 \} \) is compact. Since \( K \) is compact, we can add to the family of constraints an extra constraint \( q_{l+1} \geq 0 \), \( q_{l+1} \in \mathbb{R}[X] \), such that \( C \equiv \{ x \in \mathbb{R}^n | q_{l+1}(x) \geq 0 \} \) is compact and \( K \subseteq C \).

Notice also that the Riemannian metric \( G \) enters the algebraic criterion (13) affinely; hence, \( G \) for which \( \lambda'_G \) is negative on \( K \) can be computed by semidefinite programming (that maximizes \( \epsilon \)).

Proof: If (13) is satisfied then \( \lambda'_G(x) \leq -\epsilon < 0 \) for all \( x \in K \). To prove the converse, notice that any polynomial \( p \) can be written in the form

\[
p = s_1 - s_2
\]

for \( s_1 \) and \( s_2 \) sum of squares, since \( p = (p + 1)^2 - (p^2 + 1) \). We observe that for any \( q \in Q(q_1, \ldots, q_l) \), we have \( q(1-W^TW) \in Q(q_1, \ldots, q_l, W^TW - 1, 1 - W^TW, W^Tf, -W^Tf) \). Furthermore, by the hypothesis, \( q(1-W^TW) \) is compact. Therefore by Putinar’s Positivstellensatz [4], we conclude that

\[
\lambda'_G(x) \leq -\epsilon \leq -W^T \left( JG - \frac{1}{2}G \right) W
\]

\[
= s_0 + \sum_{i=1}^l s_i q_i + (1 - |W|^2)(s_{l+1} - s_{l+2})
\]

\[
+ W^T f(x)(s_{l+3} - s_{l+4}).
\]

for some \( s_0, \ldots, s_{l+4} \in \Sigma^2[X,W] \). Hence,

\[
\lambda'_G(x) \leq -W^T \left( JG - \frac{1}{2}G \right) W - \sum_{i=1}^l s_i q_i + p_1(|W|^2 - 1)
\]

\[
+ p_2(W, f) \in \Sigma^2[X,W]
\]

for some \( s_0, \ldots, s_l \in \Sigma^2[X,W] \), and \( p_1, p_2 \in \mathbb{R}[X,W] \).

Let \( V(q_i) \equiv \{ x \in \mathbb{R}^n | q_i(x) = 0 \} \). If \( 0 \) is a regular value of \( q_i \), i.e., \( Dq_i(x) = \frac{\partial q_i}{\partial x}(x) \) is a surjection for all \( x \in V(q_i) \), then \( V(q_i) \) is a smooth manifold. Consequently, by Nagumo Theorem [23, Thm 1.2.1], we have the following result.

\section*{Lemma 1} Let \( K = \{ x \in \mathbb{R}^n | q_i(x) \geq 0, \ i = 1, \ldots, l \} \) and \( f \) is a vector field on \( \mathbb{R}^n \). Suppose that for each \( i \in \{1, \ldots, l\} \), \( 0 \) is a regular value of \( q_i \), and \( Dq_i[f](x) \leq 0 \) for all \( x \in K \cap V(q_i) \) (\( Dq_i[f] \) means the differential \( Dq_i \) acts as a linear map on the vector field \( f \)). Then \( K \) is a positive invariant set of \( f \).

Combining Proposition 1, Theorem 2, Proposition 2 and Lemma 1 gives the following corollary.

\section*{Corollary 3} For \( q_i \in \mathbb{R}[X], \ i = 1, \ldots, l \), let \( K = \{ x \in \mathbb{R}^n | q_i(x) \geq 0, \ i = 1, \ldots, l \} \). Suppose that there is \( q \in Q(q_1, \ldots, q_l) \) such that \( \{ x \in \mathbb{R}^n | q(x) \geq 0 \} \) is compact. Let \( 0 \) be a regular value for \( q_i, \ i = 1, \ldots, l \) and \( Dq_i[f](x) \leq 0 \) for all \( x \in K \cap V(q_i) \). Suppose that (15) is satisfied for an \( \epsilon > 0 \), polynomials \( p_1, p_2 \in \mathbb{R}[X,W] \), and \( s_i \in \Sigma^2[X,W], \ i = 1, \ldots, l \). Then there is a unique periodic orbit. This periodic orbit is exponentially stable.

Notwithstanding Corollary 3 does not provide information about Floquet exponents, one can still conclude from Proposition 1 that there is \( c > 0 \) such that \( \lambda_{G^{-1}}(x) < -c \) on \( K \). Hence, all Floquet exponents except the trivial ones are less than or equal to \( -c \). Importantly, for fixed \( G \), the value of \( c \) can be computed by means of the SOS programming.

Nonetheless, our focus in this paper is on the contraction criterion, the Corollary 3 provides the algebraic conditions for both the contraction and the invariance condition formulated in terms of certificates of positivity of polynomials, which can be verified by an SOS program.

\section{VI. Numerical Example}

As an illustrative example of a system with an asymptotically stable non-trivial periodic orbit, we consider the three a dimensional dynamical system given by

\[
\begin{align*}
\dot{x} &= x(1 - x^2 - y^2)(x + 0.5) - y, \\
\dot{y} &= y(1 - x^2 - y^2)(x + 0.5) + x, \\
\dot{z} &= -z.
\end{align*}
\]

We have implemented the problem of maximizing an \( \epsilon \in \mathbb{R} \) subject to the contraction condition (13) as given in Proposition 2 in YALMIP with MOSEK solver. The set \( K \) is given by \( K = \{ x \in \mathbb{R}^n | 0.7 \leq |x| \leq 1.5 \} \). We have searched for a Riemannian metric with polynomial entries of degree 6. The problem was solved successfully and to illustrate, the computed \((1,1)\) entry of the Riemannian metric \( G \) is

\[
g_{11}(x_1, x_2, x_3) = 12 - 3x_1 + 7x_2 + 14x_2^2 - 26x_1x_2 - 40x_2^2 + x_3^2 + 8x_2^3 + 14x_2^2x_3 + 14x_1x_3^2 - 42x_3^3 + \\
+ 23x_1^4x_2^4 - 4x_2^3x_3^2 - 2x_4^4x_3^2 + 2x_3^2x_2x_3 + x_4^2x_2x_3^2,
\]

where we have left out several terms for conciseness.

To underline the importance of checking the condition of invariance of the set \( K \) (which we have not done here), two different trajectories of the system (16) have been simulated. The trajectories are illustrated in Fig. 1. As evident from Fig. 1, the two trajectories exhibit very different behaviour even though their initial conditions are very close (and contained in \( K \)). The solution marked with the dashed line escapes towards infinity while the trajectory marked with the solid line spirals towards the periodic orbit which is given by the unit circle in the \( x,y \)-plane. It is also worth noticing that the convergent trajectory leaves the set \( K \) for a portion of time, which indicates that the basin of attraction of the periodic orbit is not fully contained in \( K \).

To illustrate that the metric tensor \( G \) has the desired properties, we have made two figures. In Fig. 2, the minimum eigen value of \( G \) along the convergent trajectory in Fig. 1 is given. As it can be seen from the figure, \( G \) is positive definite along this particular trajectory. In Fig. 3, the maximal eigen value of \( JG - \frac{1}{2}G \) orthogonal to the vector field along the convergent trajectory in Fig. 1 is given. As it can be seen,
We saw that in general one needs to verify two conditions: (i) invariance of some set $W$ and (ii) the existence of periodic orbits of nonlinear and polynomial dynamical systems. The conditions for the existence and asymptotic stability of periodic trajectory.

The contraction condition is fulfilled along this particular trajectory.

VII. CONCLUSION

The purpose of this exposition was to find sufficient conditions for the existence and asymptotic stability of periodic orbits of nonlinear and polynomial dynamical systems. The conditions we were interested in should be numerically tractable, such that they could be checked algorithmically. We saw that in general one needs to verify two conditions: (i) invariance of some set $K \subset \mathbb{R}^n$ and (ii) the existence of some metric tensor $G$ such that the dynamical system fulfills a certain contraction property on the set $K$. Here, we focused on numerical methods for the construction of the metric tensor $G$, leaving the check of the condition (i) to existing numerical methods. We showed how the problem of constructing the metric tensor could be rewritten to a Sum-of-Squares (SOS) problem and used existing SOS software to solve the problem. The developed software tool was successfully tested on a numerical example of a system exhibiting an asymptotically stable periodic orbit. We also used the numerical example to illustrate the importance of checking both conditions (i) and (ii).
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