Nonadiabatic geometric quantum computation with shortened path on superconducting circuits
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Recently, nonadiabatic geometric quantum computation has been received much attention, due to its fast manipulation and intrinsic error-resilience characteristics. However, to obtain universal geometric quantum control, only limited and special evolution paths have been proposed, which usually requires longer gate-time and more operational steps, and thus leads to lower quality of the implemented quantum gates. Here, we present an effective scheme to find the shortest geometric path under the conventional conditions of geometric quantum computation, where high-fidelity and robust geometric gates can be realized by only single-loop evolution, and the gate performances are better than the corresponding dynamical ones. Furthermore, we can optimize the pulse shapes in our scheme to further shorten the gate-time, determined by how fast the path is travelled. In addition, we also present its physical implementation on superconducting circuits, consisting of capacitively coupled transmon qubits, where the fidelities of geometric single- and two-qubit gates can be higher than 99.95% and 99.80% within the current state-of-the-art experimental technologies, respectively. These results indicate that our scheme is promising for large-scale fault-tolerant quantum computation.

Different from classical computation, based on the nature of quantum coherence and entanglement, quantum computation can effectively solve several hard problems [11], that cannot be solved by the classical one. To realize a quantum computer, a set of universal quantum logic gates is the elementary building block [12]. However, the decoherence and noise effects will inevitably decrease the fidelity of the implemented quantum gates, which makes the computing invalid. Therefore, it’s of central importance to explore computing strategies that are intrinsically robust against decoherence, noise and local operational errors.

It is well-known that quantum gates constructed by geometric phases, e.g., the adiabatic Berry phase [13], have strong robustness against certain local errors, as geometric phases only depend on the global nature of evolution paths instead of the evolution details. This makes the strategy of constructing quantum gates using geometric phases very promising and it is termed as holonomic or geometric quantum computing [14] and has been experimentally demonstrated [15,16,17]. However, due to the limitation of the adiabatic process, the constructed geometric gates from Berry phase will suffer severely from the decoherence effect, resulting in unacceptably high infidelity for typical solid-state systems. Besides, the adiabatic geometric phase has been generalized to the nonadiabatic case [18], which is more suitable in the application for constructing quantum gates. Therefore, GQC using the nonadiabatic geometric phase has been received extensive theoretical explorations [19,20] and experimental demonstrations [21,22].

To realize nonadiabatic GQC, the key step is to construct pure geometric gates, which means that accompanied dynamical phase during evolution process needs to be eliminated. The usual way before is to make the evolution follow some special paths on which the dynamical phase never exists [23,24], especially for orange-slice-shaped loops [25]. However, these schemes still have a considerable longer gate-time compared with corresponding dynamical gates, where decoherence will cause more gate infidelities. Moreover, to realize universal geometric gates, the trajectory there needs to mutate in the South Pole of the Bloch sphere, which complicates the operation process and causes more infidelities. Therefore, recent works aim to pursue shortening the needed time for geometric gates. For the non-cyclic geometric phase case [26,27], using the time-optimal technique, the gate robustness of which is weaker than the cyclic one, this goal is achieved. But, for the cyclic case [28], the shortened path still has mutation and/or the gate robustness is weak or untested. Besides, there are other methods for non-adiabatic GQC with optimal control [29], dynamical decoupling [30], shortcuts to adiabiaticity [31], and path optimization [32] to improve gate-robustness, but they need either longer gate-time and/or sudden mutative pulse control. In addition, there is no comprehensive study of the shortest allowed path under certain conventional conditions. Here, we propose a scheme for nonadiabatic GQC based on smooth circle paths, which are the shortest ones under the set conditions, and thus high-fidelity and robust geometric gates can be realized. Furthermore, pulse-optimization technique is also applied to speedup the gate, as the gate-time is determined by how fast the path is travelled. Finally, we present the physical implementation of our protocol with superconducting qubits and numerically shown the distinct gate performance. There-
fore, these merits show that our scheme is a promising strategy in realizing large-scale fault-tolerant quantum computation.

We now proceed to induce a pure geometric phase $\gamma_g$ by inverse design of a system Hamiltonian $\mathcal{H}(t)$ that satisfies the conditions of cyclic evolution and parallel transport. This phase is only related to polar angle $\alpha(t)$ and azimuth angle $\beta(t)$ of evolution states in the Bloch sphere, and thus to be geometric. Considering a set of auxiliary states as follows,

$$
|\phi_+(t)\rangle = \cos(\alpha(t)/2)|0\rangle + \sin(\alpha(t)/2)e^{-i\beta(t)}|1\rangle,
$$
$$
|\phi_-(t)\rangle = \sin(\alpha(t)/2)e^{-i\beta(t)}|0\rangle - \cos(\alpha(t)/2)|1\rangle,
$$

where we require the evolution states $|\psi_{\pm}(t)\rangle = \exp[i\gamma_{\pm}(t)]|\phi_{\pm}(t)\rangle$ to satisfy the conditions of cyclic evolution $|\psi_{\pm}(\tau)\rangle = \exp[i\gamma_{\pm}(\tau)]|\psi_{\pm}(0)\rangle$ and parallel transport $\langle\psi_{\pm}(t)|\mathcal{H}(t)|\psi_{\pm}(t)\rangle = 0$, with $\gamma_{\pm}(\tau)$ being the accumulated total phases after an evolution time $\tau$. Then, the needed two-level Hamiltonian $\mathcal{H}(t)$ is calculated to be

$$
\mathcal{H}(t) = i \sum_{m,n=\pm,0} \langle \phi_m(t)|\dot{\phi}_n(t)\rangle |\phi_m(t)\rangle \langle \phi_n(t)|
= \frac{\Delta(t)}{2}(|1\rangle\langle 1| - |0\rangle\langle 0|) + \left[ \frac{\Omega(t)}{2} |1\rangle\langle 0| + \text{H.c.} \right],
$$

where $\Delta(t)$ and $\Omega(t)$ can describe the detuning and Rabi frequency of driving microwave field, respectively, as

$$
\Delta(t) = -\dot{\beta}(t)\sin^2 \alpha(t),
$$
$$
\Omega(t) = e^{-i\beta(t)}[i\dot{\alpha}(t) - \dot{\beta}(t)\sin(\alpha(t))\cos(\alpha(t))].
$$

The initial states $|\psi_{\pm}(0)\rangle = |\phi_{\pm}(0)\rangle$, after a period of cyclic evolution $\tau$, driven by the Hamiltonian $\mathcal{H}(t)$, evolve to the corresponding final states of $e^{-i\gamma_{\pm}(\tau)}|\psi_{\pm}(0)\rangle$. Accordingly, the evolution operator is

$$
U(\tau) = e^{-i\gamma_{\pm}(\tau)}|\psi_{\pm}(0)\rangle\langle \psi_{\pm}(0)| + e^{i\gamma_{\pm}(\tau)}|\psi_{\pm}(0)\rangle\langle \psi_{\pm}(0)|
= e^{-i\gamma_{\pm}(\tau)}n_{\sigma},
$$

where $n = (\sin\alpha_0 \cos \beta_0, \sin\alpha_0 \sin \beta_0, \cos\alpha_0)$ is the unit direction vector with $\alpha_0 = \alpha(0), \beta_0 = \beta(0), \sigma = (\sigma_x, \sigma_y, \sigma_z)$ is the Pauli vector, and geometric phase $\gamma_{\pm}(\tau) = \frac{1}{2} \int_0^\tau [1 - \cos(\alpha(t))\dot{\beta}(t)]dt$. $U(\tau)$ represents a quantum rotation operator with the rotation axis being $n$ by an angle of $2\gamma_{\pm}(\tau)$. As $n$ and $\gamma_{\pm}(\tau)$ can be arbitrary, universal single-qubit geometric gates can be obtained.

Next, we explore the equations of the shortest path for a set of general geometric gates. As shown above, for a given geometric phase $\gamma_g$ and starting point $(\alpha_0, \beta_0)$, different parameters $\{\alpha(t), \beta(t)\}$ can be chosen, which corresponds to different evolution trajectories. In particular, a closed circle formed along a smooth trajectory is the shortest path among all the above trajectories, which generally represents a shortest gate-time for a given pulse shape. Specifically, according to Eq. [3], geometric Phase, $\pi/8$ and Hadamard gates can be respectively constructed by setting following parameters,

$$
\gamma_g = \frac{\pi}{4}, \alpha_0 = 0, \beta_0 = \frac{\pi}{2},
$$
$$
\gamma_g = \frac{\pi}{8}, \alpha_0 = 0, \beta_0 = \frac{\pi}{2},
$$
$$
\gamma_g = \frac{\pi}{2}, \alpha_0 = \frac{\pi}{4}, \beta_0 = 0.
$$

Note that the evolution of Phase and $\pi/8$ gates starts from the North Pole $O$. Besides, for a circle path, the following two conditions should be met: (i) the maximum value of polar angle $\alpha_m$ is unique and satisfies $\cos(\alpha_m/2) = 1 - \gamma_g/\pi$ for a given geometric phase and (ii) the change amount of azimuth angle $\beta(t)$ is $\pi$. Thus, in the case, a general parametric equation of the shortest path can be calculated as

$$
\tan \left( \frac{\alpha(t)}{2} \right) = C \sin \left[ \beta(t) - \frac{\pi}{2} \right],
$$

where $C = \sqrt{2\gamma_g - \gamma_g^2/(\pi - \gamma_g)}$ is a constant. Meanwhile, the azimuth angle $\beta(t)$ can be set to take the form

$$
\beta(t) = \frac{\pi}{2} + \pi \sin^2 \left( \frac{\pi t}{2\tau} \right),
$$

for $t \in [0, \tau]$ with $\tau$ being the gate duration. Since the starting point of the Hadamard gate is the point $O'(\pi/4, 0)$, the above result can not be applied. But, we can still obtain an evolution equation that passes point $O'$ and the change of azimuth angle $\beta(t)$ is gradually increased from $0$ to $2\pi$. Then parameters’ constrain will be

$$
2 \sin \left( \frac{\pi}{12} \right) \sin \alpha(t) \cos \beta(t) = -2 \cos \left( \frac{\pi}{12} \right) \cos \alpha(t) + 1 = 0,
$$
$$
\beta(t) = 2\pi \sin^2 \left( \frac{\pi t}{2\tau} \right).
$$

The evolutionary trajectories for the geometric gates, on the Bloch sphere, are plotted in Fig. 1. Then, according to Eq. [3], the Rabi frequency can be further calculated as

$$
\Omega(t) = -\sqrt{\dot{\alpha}(t)^2 + (\dot{\beta}(t) \sin \alpha(t) \cos \alpha(t))^2}
\times e^{i(\beta(t) - \zeta(t))},
$$

with the pulse shape and time-dependent phase being

$$
\Omega(t) = \sqrt{\dot{\alpha}(t)^2 + (\dot{\beta}(t) \sin \alpha(t) \cos \alpha(t))^2},
$$
$$
\zeta(t) = \arctan \left[ \frac{\dot{\alpha}(t)}{\dot{\beta}(t) \sin \alpha(t) \cos \alpha(t)} \right].
$$
TABLE I. Optimized values $a_k$ for geometric $\pi/8$ (GT) and Hadamard (GH) gates.

| Optimized values | GT | GH |
|------------------|----|----|
| $a_0$            | 0.007 | 0.095 |
| $a_1$            | 0.033 | 0.022 |
| $a_2$            | -0.024 | -0.046 |

In addition, the simple forms of $\beta(t)$ in the Eqs. (7) and (9) can also be in general forms as

$$
\beta(t) = \frac{\pi}{2} + \pi \sin^2 \left( \frac{\pi t}{2\tau} \right) + \sum_{k=1}^{n} \frac{2k\pi t}{\tau} a_k \sin \left( \frac{2k\pi t}{\tau} \right),
$$

$$
\beta(t) = 2\pi \sin^2 \left( \frac{\pi t}{2\tau} \right) + \sum_{k=1}^{n} \frac{2k\pi t}{\tau} a_k \sin \left( \frac{2k\pi t}{\tau} \right),
$$

where $a_k$ and $n$ (integral number) are free variables to modify the original shapes in order to further shorten the needed gate durations. Here, $n = 3$ is considered due to the technical limitation of actual pulse generator. Since we only optimize the pulse with three additional term in Eq. (12), other optimization methods with deliberate design may be used to further shorten the gate-time. In Fig. 2, we draw the unoptimized and optimized pulse shapes for geometric $\pi/8$ and Hadamard gates (Phase gate is similar to $\pi/8$ gate and is not shown hereafter). Meanwhile, the maximum pulse amplitudes are all set to be $\Omega_0^* = 2\pi \times 30 \text{ MHz}$, and the optimal values of $a_k$ are listed in Table I. As shown in Fig. 2, the gate durations for geometric $\pi/8$ and Hadamard gates can be shortened from 19.66 ns and 23.49 ns to 16.71 ns and 19.57 ns, respectively.

We now turn to consider the gate robustness of our scheme under decoherence. Here, we mainly evaluate the robustness of geometric $\pi/8$ and Hadamard gates of our scheme against Rabi frequency and frequency detuning errors, i.e., $\sigma_x$ and $\sigma_z$ errors, and compare it with the corresponding dynamical gates. The dynamics of an open quantum system can be numerically simulated by using the Lindblad quantum master equation of

$$
\dot{\rho} = -i [\mathcal{H}(t), \rho] + \frac{\Gamma}{2} \mathcal{L}(\sigma_-) + \frac{\kappa}{2} \mathcal{L}(\sigma_z),
$$

where $\rho$ denotes density operator of the total quantum system, $\mathcal{H}(t) = \mathcal{H}_0(t) + \frac{\pi}{2} \cdot \Omega(t) \sigma_x + \frac{\pi}{2} \cdot \Omega_0^* \sigma_z$ with $\epsilon, \delta \in [-0.1, 0.1]$ being the error fractions of the Rabi frequency and detuning, respectively, $\mathcal{L}(\sigma) = 2\sigma\rho_\sigma - \sigma\rho\sigma$ is the Lindblad operator for operator $\sigma$, $\sigma_x = |0\rangle\langle 0|$, $\sigma_z = |1\rangle\langle 1| - |0\rangle\langle 0|$, and $\Gamma, \kappa$ being decay and dephasing rates, respectively. To test the robustness of the constructed geometric $\pi/8$ and Hadamard gates, we use a general initial state of $|\nu_1^0\rangle = \cos \vartheta |0\rangle + \sin \vartheta |1\rangle$, after these gate operations, the ideal final states $|\nu_1^0\rangle$ will be $\cos \vartheta |0\rangle + \exp(i\pi/4) \sin \vartheta |1\rangle$ and $[(\cos \vartheta + \sin \vartheta)|0\rangle + (\cos \vartheta - \sin \vartheta)|1\rangle]/\sqrt{2}$, respectively. We define the gate fidelity $F_{\nu_1^0}^{\mathcal{H}_{i\text{st}}}$ as

$$
F_{\nu_1^0}^{\mathcal{H}_{i\text{st}}} = \frac{1}{2} \sum_{i=0}^{1} \sum_{j=0}^{1} \langle \nu_1^i | \mathcal{H}_{i\text{st}} | \nu_1^j \rangle^2,
$$

and the integration numerically performed for 1001 initial states with $\vartheta$ being uniformly distributed over $[0, 2\pi]$. Assuming the decoherence rates to be $\Gamma = \kappa = 2\pi \times 3 \text{ kHz}$, the gate robustness is shown in Fig. 3, which clearly indicates the performance improvement of our scheme comparing with the corresponding dynamical gates.

Finally, we propose the physical implementation of our scheme on superconducting quantum circuits consisted of capacitively coupled transmon qubits. Considering that a transmon qubit is driven by an external microwave field, the system Hamiltonian can be written as

$$
\mathcal{H}_1(t) = \frac{1}{2} \sum_{k=0}^{N} \{ [(2k - 1) \omega_0 - k(k - 1)\alpha] |k\rangle\langle k| + \Omega^* \omega |k\rangle\langle k| |\phi(t)\rangle + \text{H.c.} \},
$$

where $\omega_0$, $\alpha$ are the frequency and anharmonicity of the transmon qubit, $\Omega^* \omega$ is the driving strength, phase and frequency of the microwave field, respectively. To analyze the Hamiltonian more clearly, we transfer it to the rotating framework with respect to frequency $\omega(t)$. It can be found that the obtained Hamiltonian is in the exact same form as Eq.
with \( \omega_0 - \omega(t) = \Delta(t) \) and \( \phi(t) = \beta(t) - \zeta(t) + \pi \), in the qubit-subspace of \{ 0, 1 \}.

Note that, owing to the weak anharmonicity of transmon qubit, the driving field will induce not only energy transitions in the qubit subspace, but also cascade transitions to the non-computational subspace in a dispersive way, resulting in the information leaked out of the computational subspace. This leakage can be corrected by the “derivative removal via adiabatic gate” technique\(^{[2]}\), such that a corrected pulse strength is \( \Omega_c(t) = \Omega(t) - \{ i\Omega(t) + [\beta(t) - \zeta(t) + \Delta(t)]\Omega(t) \}/(2\alpha) \). Here, we consider \( \Delta = 0, 1, 2 \), that is, energy level \( |0\rangle \) is regarded as the main leakage source, and use the master equation\(^{[13]}\) to evaluate the gate performance in practical superconducting system, with an available qubit anharmonicity\(^{[27]}\) of \( \alpha = 2\pi \times 220 \text{ MHz} \). For geometric \( \pi/8 \) and Hadamard gates, setting the parameters as in the general scheme case, the corrected gate fidelities can reach 99.968\% and 99.97\% respectively, as shown in Fig. 4. At the same time, we set the initial states as \((|0\rangle + |1\rangle)/\sqrt{2} \) and \(|0\rangle \) to see the change of its population over gate duration for the geometric \( \pi/8 \) and Hadamard gates, which is also shown in the Fig. 4. Besides, the used pulse shape \( \Omega_c\) here is the one before optimization, as the optimized pulse shape is closer to the square wave, which fails the leakage elimination technique. For quantum system with weak leakage, the optimized pulse will be more preferable.

Remarkably, the implementation of nontrivial two-qubit geometric gates of our scheme can be achieved on superconducting quantum circuits consisted of two capacitively coupled transmon qubits, labeled by \( Q_a \) and \( Q_b \), respectively. Once their respective transition frequencies are set, their coupling strength \( g \) is generally fixed. To achieve controllable coupling\(^{[42, 43]}\), we add an ac driving on transmon qubit \( Q_b \) to adjust its qubit frequency \( \omega_b \), so that \( \omega_b(t) = \omega_b + f'(t) \) with \( f(t) = \eta(t) \sin \int_0^t \nu(t') dt' + \varphi(t) \). Then, the interaction Hamiltonian of the two coupled transmon qubits can be calculated as

\[
\mathcal{H}_{12}(t) = g \left\{ [10]_{ab} \langle 01 | e^{i\Delta t} + \sqrt{2} |11\rangle_{ab} \langle 02 | e^{i(\Delta + \alpha_b)t} + \sqrt{2} |20\rangle_{ab} \langle 01 | e^{i(\Delta - \alpha_b)t} \sin \int_0^t \nu(t') dt' + \varphi(t)] + \text{H.c.} \right\},
\]

(15)

where \( \alpha_a \) (\( \alpha_b \)) is the intrinsic anharmonicity of transmon qubit \( Q_a \) (\( Q_b \)), and \( \Delta = \omega_a - \omega_b \). Using the Jacobi-Anger identity \( e^{i\beta \cos \alpha} = \sum_{n=0}^{+\infty} e^{i\beta} J_n(\beta) e^{i\alpha} \) and making a representation transformation with unitary operator \( U(t) = \exp \left\{ -i \int_0^t \Delta(t') dt' \{ |11\rangle_{ab} \langle 11| - |02\rangle_{ab} \langle 02| \}/2 \right\} \) on Eq. (15), the transformed Hamiltonian will be

\[
\mathcal{H}'_{12}(t) = -\frac{\Delta'(t)}{2} |11\rangle_{ab} \langle 11| + \frac{\Delta'(t)}{2} |02\rangle_{ab} \langle 02| + g \sum_{n=-\infty}^{+\infty} i^n J_n(\eta(t)) e^{i\int_0^t \nu(t') dt' + \varphi(t) + \frac{\pi}{4}} \times \left\{ [10]_{ab} \langle 01 | e^{i\Delta t} + \sqrt{2} |20\rangle_{ab} \langle 11 | e^{i(\Delta - \alpha_b)t} + \sqrt{2} |11\rangle_{ab} \langle 02 | e^{i\int_0^t [\Delta + \alpha_b + \Delta'(t')] dt'} + \text{H.c.} \right\},
\]

(16)

When meeting the condition of \( \nu(t) = \Delta'(t) + \alpha_b + \Delta \) and neglecting high-frequency oscillation terms, the above Hamiltonian reduces to

\[
\mathcal{H}'_{eff}(t) = \frac{1}{2} \left\{ -\frac{\Delta'(t)}{2} g' \langle t' \rangle e^{-i\Delta(t') \langle t' \rangle} - \frac{\Delta'(t)}{2} g' \langle t' \rangle e^{-i\Delta(t') \langle t' \rangle} \right\},
\]

(17)

to a two-qubit subspace \{ |11\rangle_{ab}, |02\rangle_{ab} \}, with time-dependent \( g'(t) = 2\sqrt{2gJ_1|\eta(t)|} \). It is obvious that Eq. (17) has the same form as that of Eq. (3). Hence, state |11\rangle_{ab} can be accumulated a pure geometric phase similarly to the single-qubit case, i.e., \(|11\rangle_{ab} \rightarrow e^{-i\gamma_g} |11\rangle_{ab}\) in the final time \( \tau' \). Therefore, in the whole two-qubit subspace \{ |00\rangle_{ab}, |01\rangle_{ab}, |10\rangle_{ab}, |11\rangle_{ab} \}, we can obtain a two-qubit geometric control-phase gate from the Hamiltonian in Eq. (15), and the evolution operator is

\[
U_2(\tau') = \text{diag} \left( 1, 1, 1, e^{-i\gamma_g} \right).
\]

(18)

Then, we test the performance of the two-qubit geometric gate by setting \( \gamma_g = \pi/4 \) as a typical example. For a coupling strength of \( g = 2\pi \times 10 \text{ MHz} \), the optimized gate duration is \( \tau' \approx 43.50 \text{ ns} \) corresponding to the maximal effective coupling strength \( g_{\text{max}} = 2\pi \times 15 \text{ MHz} \), and \( \eta(t) = J_1^{-1} |g'(t)|/(2\sqrt{2g}) \) can be solved numerically. Other parameters of the transmon qubits are set within the current reachable range\(^{[42]}\), i.e., \( \Delta = 2\pi \times 500 \text{ MHz} \), \( \omega_a = 2\pi \times 220 \text{ MHz} \), \( \alpha_a = 2\pi \times 200 \text{ MHz} \) and \( \Gamma = \kappa = 2\pi \times 3 \text{ kHz} \). By these settings, the geometric control-phase gate fidelity can be numerically obtained to be 99.81\%.

In summary, we have proposed a shortest-path-based scheme for universal nonadiabatic geometric quantum gates with higher fidelity and stronger robustness. Moreover, to pursue shorter evolution time, the pulse-optimization technique can also be applied to the constructed geometric gates, especially for the nontrivial two-qubit geometric gates. Finally, fidelities for geometric single-and two-qubit gates can exceed 99.95\% and 99.80\% for the implementation on superconducting quantum circuits. Therefore, our scheme provides a promising way to achieve high-fidelity and robust GQC.
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