Classical and Bayesian Estimation of Two-Parameter Power Function Distribution
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Abstract: The power function distribution is a flexible waiting time model that may provide better fit for some failure data. This paper presents the comparison of the maximum likelihood estimates and the Bayes estimates of two-parameter power function distribution. The Bayes estimates are obtained, using conjugate priors, under five loss functions consist of square error, precautionary, weighted, LINEX and DeGroot loss function. The Gibbs sampling algorithm is proposed to generate samples from posterior distributions and in result the Bayes estimates are computed. The comparison of the maximum likelihood estimates and the Bayes estimates are done through the root mean squared errors. One real-life data set is analyzed to illustrate the evaluation of proposed methods of estimation. Finally, results from the simulation are discussed to assess the performance behavior of the maximum likelihood estimates and the Bayes estimates.
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1. Introduction

The power function distribution is widely used for semiconductor devices and electrical component reliability. Meniconi and Barry [1] verified that the power function distribution is the best model to test the reliability of an electrical component over exponential, lognormal and Weibull distribution. Zarrin et al. [2] used the power function distribution to estimate the component failure of a semiconductor device. The power function distribution is studied by many authors. For example, Kleiber and Kotz [3] showed that the power function distribution is a particular case of Pareto distribution, Bhatt [4] discussed the characterization of the power function distribution through expectation, Chang [5] considered the power function distribution and discussed its characterizations with the use of independence of record values, Lutful and Ahsanullah [6] used the linear function of the order statistics for estimation of the power function distribution, Malik [7] calculated expressions for the exact moments of order statistics for the power function distribution, Saran and Pandey [8] estimated the power function distribution and its characterizations by kth record value, Saleem et al. [9] derived Bayesian estimators for the finite mixture model of power function distribution with censored sample, Shahzad et al. [10] compared the L-moments method and Trim L-moments methods for the power function distribution and Shakeel et al. [11] used the probability weighted moments method and the generalized probability weighted method to estimate the power function distribution.

This paper presents the comparison of maximum likelihood estimation and Bayesian estimation using a complete sample from the power function distribution. The maximum likelihood and the Bayes estimates for unknown parameters $\theta$ and $\alpha$ are derived and then compared through the root mean squared error. Finally, numeric illustration and comparisons are presented. In the Bayesian estimation problems, it is essential to specify a loss function. In this regard, five loss functions are selected, which consist of squared error loss function (SELF), precautionary loss function (PLF), weighted loss function (WLF), DeGroot loss function (DLF) and LINEX loss function (LLF). The SELF loss function is introduced by Legendre and Gauss in developing the least square theory. This loss function is symmetric and it assign equal weights to positive and negative errors. The PLF is proposed by Norstrom [12]. This loss function is asymmetric loss function and very useful when lower failure rate is under study. The DLF is proposed by DeGroot [13]. This loss function is asymmetric loss function. The LLF is proposed by Varian [14]. This loss function is also asymmetric loss function and preferred to use when there is under estimation is expected. If $\psi$ be the parameter of interest then a list of above-mentioned loss functions with their respective Bayes estimates are given in Table 1.
Table 1: Bayes estimates under various loss functions.

| Loss Function | Bayes estimate |
|---------------|----------------|
| SELF = \( (\psi - \hat{\psi})^2 \) | \( \hat{\psi}_{\text{SELF}} = E(\psi|x) \) |
| PLF = \( (\psi - \hat{\psi})^2 \hat{\psi} \) | \( \hat{\psi}_{\text{PLF}} = (E(\psi^2|x))^{\frac{1}{2}} \) |
| WLF = \( (\psi - \hat{\psi})^2 \psi \) | \( \hat{\psi}_{\text{WLF}} = (E(\psi^{-1}|x))^{-1} \) |
| DLF = \( (\psi - \hat{\psi})^2 \) | \( \hat{\psi}_{\text{DLF}} = \frac{E(\psi^2|x)}{E(\psi|x)} \) |
| LLF = \( e^{k(\hat{\psi} - \psi)} - k(\hat{\psi} - \psi) - 1, \ k \neq 0 \) | \( \hat{\psi}_{\text{LLF}} = -\frac{1}{k} \ln(E(e^{-k\psi|x})) \) |

The rest of the paper is outlined as: Section 2 provides the introduction of the power function distribution. Section 3 consists of maximum likelihood estimation for the power function distribution. Section 5 describes the Bayesian estimation. Section 5 presents the Markov chain Monte Carlo (MCMC) technique. Simulation study for the maximum likelihood estimates and the Bayes estimates is conducted in Section 6. A real-life data analysis is performed in Section 7 for illustrative purposes, while a conclusion is given in Section 8.

2. Power Function Distribution

The two-parameter power function distribution is defined density function

\[
g(x; \theta, \alpha) = \frac{\theta x^{\alpha-1}}{\alpha^\theta}, \quad 0 < x < \alpha, \ \theta, \alpha > 0 \quad (1)
\]

where, \( \theta \) is a shape parameter, \( \alpha \) is a scale parameter. The two-parameter power function distribution is denoted by the notation \( PF(\theta, \alpha) \).

The distribution function of the \( PF(\theta, \alpha) \) is given

\[
G(x; \theta, \alpha) = \left( \frac{x}{\alpha} \right)^\theta, \quad 0 < x < \alpha, \ \theta, \alpha > 0 \quad (2)
\]

The survival function of the \( PF(\theta, \alpha) \) is

\[
S(x; \theta, \alpha) = 1 - \left( \frac{x}{\alpha} \right)^\theta, \quad 0 < x < \alpha, \ \theta, \alpha > 0 \quad (3)
\]

Similarly, the hazard function of the \( PF(\theta, \alpha) \) is given by

\[
H(x; \theta, \alpha) = \frac{\theta x^{\theta-1}}{\alpha^\theta - x^\theta}, \quad 0 < x < \alpha, \ \theta, \alpha > 0 \quad (4)
\]
Figure 1. Pdf of power function distribution for different value of $\theta$ at $\alpha = 5$

The Figure 1 provides the graphical presentation of the $PF(\theta, \alpha)$ for different values of $\theta$ at $\alpha = 5$, which shows that the $PF(\theta, \alpha)$ is positively skewed and heavy-tailed distribution for $\theta < 1$, uniform for $\theta = 1$, right triangular for $\theta = 2$ and negatively skewed for $\theta > 2$.

3. Maximum Likelihood Estimation

This section presents maximum likelihood estimates (MLEs) of the $PF(\theta, \alpha)$. Here $\theta$ and $\alpha$ are both assumed unknown. Suppose a random sample of size $n$ is $x = (x_1, \ldots, x_n)'$ taken from the PDF in (1) then likelihood function based on $x$ is given by

$$L(\theta, \alpha|x) = \theta^n \alpha^{-n\theta} \prod_{i=1}^{n} x_i^{\theta-1}$$  \hspace{1cm} (5)

The log-likelihood function is given by

$$\ell(\theta, \alpha|x) = \log L(\theta, \alpha|x) = n\ln(\theta) - n\theta \ln(\alpha) + (\theta - 1) \sum_{i=1}^{n} \ln(x_i)$$  \hspace{1cm} (6)

The normal equations are

$$\frac{\partial \ell(\theta, \alpha|x)}{\partial \theta} = \frac{n}{\theta} - n\ln(\alpha) + \sum_{i=1}^{n} \ln(x_i) = 0$$  \hspace{1cm} (7)

$$\frac{\partial \ell(\theta, \alpha|x)}{\partial \alpha} = - \frac{n\theta}{\alpha} = 0$$  \hspace{1cm} (8)

The MLE of $\alpha$ is $\hat{\alpha}_{MLE}$ cannot obtained from the equation (8), However the value that maximizes the log-likelihood function for $\alpha$ is the MLE of $\alpha$, given by

$$\hat{\alpha}_{MLE} = X_{(n)}$$  \hspace{1cm} (9)
where $X_{(n)}$ is the largest order statistic.

The MLE of $\theta$ is $\hat{\theta}_{\text{MLE}}$ obtained by solving the equation (5) and (7), given by

$$
\hat{\theta}_{\text{MLE}} = \frac{n}{\sum_{i=1}^{n} \left( \ln(x_{(n)}) - \ln(i) \right)}
$$

(10)

4. Bayesian Estimation

This section introduces the Bayesian analysis of the $PF(\theta, \alpha)$. The Bayesian analysis incorporates the prior knowledge of the parameters through the informative prior densities. If the prior knowledge is not available, non-informative priors are used. Here, the Bayes estimates for unknown parameters $\theta$ and $\alpha$ are derived under their respective independent conjugate priors. The conjugate prior for the unknown parameter $\theta$ is gamma prior, given by

$$
g(\theta) = \frac{b^a}{\Gamma(a)} \theta^{a-1} e^{-b} , \quad 0 < \theta < \infty,
$$

(11)

Similarly, the conjugate prior for unknown parameter $\alpha$ is Pareto prior, given by

$$
g(\alpha) = \frac{cd^c}{\alpha^{c+1}}, \quad d < \alpha < \infty.
$$

(12)

Here $a, b, c, d$ assumed known and non-negative constants, called hyperparameters. The joint prior for $\theta$ and $\alpha$, given by

$$
g(\theta, \alpha) \propto \theta^{a-1} \alpha^{(c+1)} e^{-b} , \quad 0 < \theta < \infty, d < \alpha < \infty
$$

(13)

In Bayesian inference, the information about the model parameters is extracted through posterior distribution. According to the Bayes theorem the joint posterior density function of $\theta, \alpha$ given $x$ defined by

$$
g(\theta, \alpha|x) = \frac{L(\theta, \alpha|x)g(\theta, \alpha)}{\int_{0}^{\infty} \int_{T}^{\infty} L(\theta, \alpha|x)g(\theta, \alpha)d\alpha d\theta}
$$

(14)

The joint posteriors of $\theta$ and $\alpha$ is obtained as follows,

$$
g(\theta, \alpha|x) \propto \theta^{n+a-1} \alpha^{-(n\theta+c+1)} e^{-\left(b+\sum_{i=1}^{n} \ln(x_i)\right)} \theta, \quad 0 < \theta < \infty, T < \alpha < \infty,
$$

(15)

where $T = \text{maximum}(b, x_{(n)})$.

Once the posterior distribution is constructed, the next step is to compute the Bayes estimates for any function of $\theta$ and $\alpha$, say $\psi(\theta, \alpha)$ under various loss functions. The Bayes estimate of $\varphi$ under SELF given by

$$
\hat{\varphi}_{\text{SELF}} = \frac{\int_{0}^{\infty} \int_{T}^{\infty} \varphi \theta^{n+a-1} \alpha^{-(n\theta+c+1)} e^{-\left(b+\sum_{i=1}^{n} \ln(x_i)\right)} \theta d\alpha d\theta}{\int_{0}^{\infty} \int_{T}^{\infty} \theta^{n+a-1} \alpha^{-(n\theta+c+1)} e^{-\left(b+\sum_{i=1}^{n} \ln(x_i)\right)} \theta d\alpha d\theta}
$$

(16)

The Bayes estimate of $\varphi$ under PLF is given by
Gibbs algorithm consists of the following steps which is a density of Pareto distribution with parameters
Similarly, the conditional density of which is a density of gamma distribution with parameters
The conditional density of from (14). The conditional density of the Gibbs algorithm, the full conditional distributions of the parameters about Gibbs sampler see the Gupta and Singh [15], Papanikolaou et al. [16], Amin [17], Zhang et al. [18], Luengo et al. [19], Adams et al. [20], Gearhart [21] and the references therein. To apply the Gibbs algorithm, the full conditional distributions of the parameters and are constructed from (14). The conditional density of given and defined by
which is a density of gamma distribution with parameters and . Similarly, the conditional density of given and defined by
which is a density of Pareto distribution with parameters and . The Gibbs algorithm consists of the following steps

- Step 1: Setting some initial values for and , say and , respectively.
- Step 2: Suppose and take the values and at the step , then generating and from and , respectively.
- Step 3: Repeating Step times.
- Step 4: Calculating Bayes estimate of by
\[
\frac{1}{N - M} \sum_{j=M+1}^{N} \hat{\phi}_j
\]

and calculating, root mean squared error (RMSE) by

\[
\sqrt{\frac{1}{N - M} \sum_{j=M+1}^{N} (\hat{\phi}_j - \phi)^2},
\]

where \( M \) is the burn-in period.

6. Simulation Study

This section presents a simulation study that is executed to compare the performance behavior of the MLE and the Bayes estimates. The simulation study is carried out for different sample sizes and with different hyperparameter values. In particular, sample of sizes \( n = 15, 25, 50 \) and 75 are generated by the inverse transformation method from \( PF(\theta, \alpha) \). The conjugate priors are used for the estimation of \( PF(\theta, \alpha) \). Two types of Bayes estimates, say Bayes-I estimates and Bayes-II estimates, are computed. The Bayes-I estimates are computed by taking the hyperparameter values \( a = 0.2, b = 1, c = 8, d = 1 \), while the Bayes-II estimates are computed at the hyperparameter values \( a = b = c = d = 0 \), respectively. The set of parametric values that are used for data generation are \( (\theta, \alpha) \in \{(0.25,1), (0.5,1.5), (1,2), (1.5,3), (2,5)\} \). The Bayes estimates are computed under SELF, PLF, WLF, DLF, and LLF. The performances of the estimates are compared based on the RMSE. The average estimates along with their RMSE are computed by different methods, given in Table 2 to 5. The RMSE are given in the parentheses below the estimates. All the results in Table 2 to 5 are based on 100000 replications.

| \((\theta, \alpha)\) | (0.25,1) | (0.5,1.5) | (1,2) | (1.5,3) | (2,5) |
|-------------------|--------|--------|------|--------|------|
| **Estimate**      | \(\hat{\theta}\) | \(\hat{\alpha}\) | \(\hat{\theta}\) | \(\hat{\alpha}\) | \(\hat{\theta}\) | \(\hat{\alpha}\) | \(\hat{\theta}\) | \(\hat{\alpha}\) | \(\hat{\theta}\) | \(\hat{\alpha}\) |
| **Classical MLE** | 0.2882 | 0.7893 | 0.5764 | 1.3234 | 1.1528 | 1.8749 | 1.7292 | 2.8722 | 2.3055 | 4.8386 |
|                  | (0.0832) | (0.1698) | (0.1664) | (0.1566) | (0.3328) | (0.1172) | (0.4992) | (0.1221) | (0.6656) | (0.1599) |
| **Bayes-I**       | 0.2973 | 0.4354 | 0.6862 | 0.7634 | 1.2980 | 1.4407 | 1.8547 | 2.4202 | 2.3648 | 4.2657 |
|                  | (0.0606) | (0.274) | (0.1407) | (0.0328) | (0.2678) | (0.0416) | (0.3839) | (0.0540) | (0.4906) | (0.0787) |
| **Bayes-II**      | 0.3070 | 0.4372 | 0.7088 | 0.7648 | 1.3411 | 1.4419 | 1.9168 | 2.4214 | 2.4443 | 4.2672 |
|                  | (0.0617) | (0.0279) | (0.1434) | (0.0333) | (0.2729) | (0.0420) | (0.3914) | (0.0543) | (0.5001) | (0.0791) |
| **Bayes-II**      | 0.2777 | 0.4325 | 0.6405 | 0.7609 | 1.2104 | 1.4385 | 1.7288 | 2.4180 | 2.2035 | 4.2630 |
|                  | (0.0613) | (0.0266) | (0.1423) | (0.0321) | (0.2708) | (0.0410) | (0.3883) | (0.0533) | (0.4961) | (0.0779) |
| **Bayes-II**      | 0.3169 | 0.4389 | 0.7320 | 0.7662 | 1.3857 | 1.4431 | 1.9810 | 2.4226 | 2.5264 | 4.2686 |
|                  | (0.0639) | (0.0285) | (0.1484) | (0.0337) | (0.2827) | (0.0424) | (0.4055) | (0.0547) | (0.5182) | (0.0795) |
| **Bayes-II**      | 0.2944 | 0.4347 | 0.6710 | 0.7623 | 1.2442 | 1.4390 | 1.7468 | 2.4175 | 2.1923 | 4.2601 |
|                  | (0.0604) | (0.0271) | (0.1402) | (0.0325) | (0.2674) | (0.0412) | (0.3860) | (0.0532) | (0.4978) | (0.0772) |
| Estimate | (0.25,1) | (0.5,1.5) | (1,2) | (1.5,3) | (2,5) |
|----------|----------|----------|--------|---------|-------|
| SELF     | 0.3441   | 0.2935   | 0.6881 | 0.8055  | 1.3762 |
|          | (0.0728) | (0.0543) | (0.1455)| (0.0688)| (0.2910)|
|          |          |          |        |         | (0.0603)|
|          |          |          |        |         | 2.0644 | 2.4346|
|          |          |          |        |         | (0.4366)| (0.0662)|
|          |          |          |        |         | 2.7525 | 4.2745|
|          |          |          |        |         | (0.5821)| (0.0867)|
| PLF      | 0.3561   | 0.3101   | 0.7121 | 0.8126  | 1.4243 |
|          | (0.0742) | (0.0619) | (0.1485)| (0.0714)| (0.2969)|
|          |          |          |        |         | (0.0612)|
|          |          |          |        |         | 2.1364 | 2.4365|
|          |          |          |        |         | (0.4454)| (0.0668)|
|          |          |          |        |         | 2.8486 | 4.2763|
|          |          |          |        |         | (0.5938)| (0.0872)|
| WLF      | 0.3196   | 0.2784   | 0.6393 | 0.7953  | 1.2786 |
|          | (0.0736) | (0.0496) | (0.1473)| (0.0658)| (0.2945)|
|          |          |          |        |         | (0.0590)|
|          |          |          |        |         | 1.9179 | 2.4312|
|          |          |          |        |         | (0.4418)| (0.0652)|
|          |          |          |        |         | 2.5571 | 4.2712|
|          |          |          |        |         | (0.5890)| (0.0857)|
| DLF      | 0.3685   | 0.3276   | 0.7370 | 0.8197  | 1.4740 |
|          | (0.0770) | (0.0721) | (0.1540)| (0.0743)| (0.3080)|
|          |          |          |        |         | (0.0621)|
|          |          |          |        |         | 2.2110 | 2.4384|
|          |          |          |        |         | (0.4620)| (0.0674)|
|          |          |          |        |         | 2.9480 | 4.2782|
|          |          |          |        |         | (0.6160)| (0.0878)|
| LLF      | 0.3399   | 0.2895   | 0.6718 | 0.8005  | 1.3131 |
|          | (0.0725) | (0.0528) | (0.1449)| (0.0673)| (0.2909)|
|          |          |          |        |         | (0.0593)|
|          |          |          |        |         | 1.9264 | 2.4304|
|          |          |          |        |         | (0.4406)| (0.0650)|
|          |          |          |        |         | 2.5142 | 4.2676|
|          |          |          |        |         | (0.5963)| (0.0847)|

Table 3: Average estimates and their RMSE (in parentheses) of the $PF(\theta, \alpha)$ for $n = 25$
Table 4: Average estimates and their RMSE (in parentheses) of the \( P_F(\theta, \alpha) \) for \( n = 50 \)

| Estimate | \( \hat{\theta} \) | \( \hat{\alpha} \) | \( \hat{\theta} \) | \( \hat{\alpha} \) | \( \hat{\theta} \) | \( \hat{\alpha} \) | \( \hat{\theta} \) | \( \hat{\alpha} \) | \( \hat{\theta} \) | \( \hat{\alpha} \) |
|----------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Classical | MLE | 0.2604 (0.0379) | 0.9260 (0.0688) | 0.5208 (0.0758) | 1.4424 (0.0556) | 1.0416 (0.1516) | 1.9608 (0.0385) | 1.5623 (0.2274) | 2.9606 (0.0390) | 2.0831 (0.3032) |
| Bayes-I | SELF | 0.2428 (0.0274) | 0.8744 (0.0333) | 0.4819 (0.0544) | 1.4116 (0.0336) | 0.9524 (0.1077) | 1.9449 (0.0267) | 1.4137 (0.1599) | 2.9468 (0.0285) | 1.8662 (0.2112) |
| | WLF | 0.2453 (0.0275) | 0.8757 (0.0337) | 0.4867 (0.0547) | 1.4124 (0.0338) | 0.9619 (0.1083) | 1.9452 (0.0268) | 1.4279 (0.1069) | 2.9470 (0.0286) | 1.8849 (0.2124) |
| | DLF | 0.2380 (0.0274) | 0.8722 (0.0327) | 0.4722 (0.0546) | 1.4102 (0.0332) | 0.9332 (0.1080) | 1.9442 (0.0265) | 1.3852 (0.1605) | 2.9462 (0.0284) | 1.8286 (0.2119) |
| | LLF | 0.2477 (0.0278) | 0.8769 (0.0341) | 0.4915 (0.0553) | 1.4132 (0.0341) | 0.9715 (0.1094) | 1.9456 (0.0269) | 1.4422 (0.1626) | 2.9473 (0.0287) | 1.9038 (0.2147) |
| Bayes-II | SELF | 0.2411 (0.0274) | 0.9077 (0.0601) | 0.4822 (0.0548) | 1.4276 (0.0461) | 0.9643 (0.1095) | 1.9507 (0.0312) | 1.4465 (0.1643) | 2.9503 (0.0313) | 1.9286 (0.2191) |
| | PLF | 0.2435 (0.0275) | 0.9119 (0.0614) | 0.4870 (0.0551) | 1.4291 (0.0466) | 0.9741 (0.1102) | 1.9512 (0.0313) | 1.4611 (0.1653) | 2.9506 (0.0314) | 1.9481 (0.2203) |
| | WLF | 0.2366 (0.0275) | 0.9009 (0.0582) | 0.4724 (0.0549) | 1.4250 (0.0454) | 0.9447 (0.1099) | 1.9498 (0.0309) | 1.4171 (0.1648) | 2.9497 (0.0311) | 1.8895 (0.2198) |
| | DLF | 0.2460 (0.0278) | 0.9161 (0.0629) | 0.4919 (0.0557) | 1.4306 (0.0470) | 0.9839 (0.1114) | 1.9516 (0.0314) | 1.4758 (0.1670) | 2.9510 (0.0315) | 1.9678 (0.2227) |
| | LLF | 0.2405 (0.0274) | 0.9042 (0.0590) | 0.4798 (0.0547) | 1.4257 (0.0456) | 0.9550 (0.1094) | 1.9498 (0.0309) | 1.4256 (0.1643) | 2.9494 (0.0310) | 1.8918 (0.2196) |

Table 5: Average estimates and their RMSE (in parentheses) of the \( P_F(\theta, \alpha) \) for \( n = 75 \)

| Estimate | \( \hat{\theta} \) | \( \hat{\alpha} \) | \( \hat{\theta} \) | \( \hat{\alpha} \) | \( \hat{\theta} \) | \( \hat{\alpha} \) | \( \hat{\theta} \) | \( \hat{\alpha} \) | \( \hat{\theta} \) | \( \hat{\alpha} \) |
|----------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Classical | MLE | 0.2568 (0.0302) | 0.9496 (0.0480) | 0.5136 (0.0604) | 1.4612 (0.0378) | 1.0273 (0.1208) | 1.9738 (0.0259) | 1.5409 (0.1813) | 2.9737 (0.0261) | 2.0546 (0.2417) |
| Bayes-I | SELF | 0.2355 (0.0217) | 0.8646 (0.0256) | 0.4686 (0.0432) | 1.3998 (0.0246) | 0.9303 (0.0858) | 1.9345 (0.0188) | 1.3862 (0.1279) | 2.9352 (0.0198) | 1.8365 (0.1695) |
| | PLF | 0.2370 (0.0218) | 0.8653 (0.0259) | 0.4717 (0.0434) | 1.4003 (0.0247) | 0.9366 (0.0862) | 1.9347 (0.0188) | 1.3955 (0.1284) | 2.9353 (0.0198) | 1.8487 (0.1702) |
| | WLF | 0.2323 (0.0217) | 0.8632 (0.0253) | 0.4624 (0.0433) | 1.3991 (0.0244) | 0.9179 (0.0860) | 1.9342 (0.0187) | 1.3677 (0.1282) | 2.9349 (0.0197) | 1.8119 (0.1699) |
| | DLF | 0.2386 (0.0219) | 0.8660 (0.0261) | 0.4749 (0.0437) | 1.4007 (0.0248) | 0.9428 (0.0868) | 1.9348 (0.0189) | 1.4048 (0.1294) | 2.9354 (0.0199) | 1.8611 (0.1714) |
The performance of the different estimators can be described as

- All the estimates hold the consistency property, i.e., as the sample size increases, the RMSE decreases.
- The Bayes estimates are more efficient than MLE as their RMSE is smaller than the RMSE of MLE.
- The Bayes-I estimates are superior from Bayes-II estimates as the RMSE for Bayes-I is smaller than the RMSE of Bayes-II.
- The Bayes estimates of $\theta$ under LLF are better to those obtained under other loss functions. Similarly, the Bayes estimates of $\alpha$ under weighed loss function are superior to those obtained under other loss functions.

### 7. Real Life Data Analysis

This section provides a real-life data analysis to see how the $PF(\theta, \alpha)$ works in practice. The data set is considered here, used by Ghitany et al. [22], related to a clinical trial performed to study the effectiveness of an antibiotic ointment in relieving pain. This data set represents the 20 failure times (time for a patient to get relief from pain), as follows

0.529, 0.554, 0.566, 0.653, 0.665, 0.683, 0.698, 0.786, 0.788, 0.828, 0.829, 0.866, 0.879, 0.881, 0.899, 0.917, 1.037, 1.050, 1.110, 1.138.

Before using this data set for the estimation, one natural question arises whether this data set fits the $PF(\theta, \alpha)$ or not. The Kolmogorov-Smirnov (K-S) test is performed for the goodness of fit of the $PF(\theta, \alpha)$. Here, the K-S distance $D_n(F)$ is found 0.19912 with a corresponding $p$-value 0.3579 at $\theta = 2.02$ and $\alpha = 1.18$. As the $p$-value is quite high, which suggests that the $PF(\theta, \alpha)$ provides good fit for the given failure times data. Thus, there are enough evidence to use this data set for the estimation of $PF(\theta, \alpha)$. The data set is used to compute the MLEs and the Bayes estimates for the $PF(\theta, \alpha)$.

The MLEs of $\theta$ and $\alpha$ are given as, $\hat{\theta}_{MLE} = 2.8224$ and $\hat{\alpha}_{MLE} = 1.1380$, respectively. Similarly, the Bayes estimates of $\theta$ and $\alpha$ are computed under the conjugate priors, where the
hyperparameters are chosen as $a = 0.2, \ b = 1, \ c = 8 \ and \ d = 1$. The Bayes estimates of $\theta$ and $\alpha$ under different loss functions are given as $(\hat{\theta}_{SELF} = 2.3928, \hat{\alpha}_{SELF} = 1.1596), \ (\hat{\theta}_{PLF} = 2.4531, \hat{\alpha}_{PLF} = 1.1598), \ (\hat{\theta}_{WLF} = 2.2708, \hat{\alpha}_{WLF} = 1.1592), \ (\hat{\theta}_{DLF} = 2.5149, \hat{\alpha}_{DLF} = 1.1601)$ and $(\hat{\theta}_{LLF} = 2.2577, \hat{\alpha}_{LLF} = 1.1594)$, respectively. Following the idea of Pradhan and Kundu [23], the comparison among the MLEs, and the Bayes estimates are performed on the basis of the K-S test. The K-S test is performed and the K-S distance along with their $p$-value for various estimates are given in Table 6.

Table 6: Kolmogorov-Smirnov distances with their respective $p$-values between the empirical distribution function and the fitted distribution functions

| Estimate | K-S Distance | $p$-Value |
|----------|--------------|-----------|
| MLE      | 0.2563       | 0.1203    |
| SELF     | 0.2298       | 0.2070    |
| PLF      | 0.2380       | 0.1759    |
| WLF      | 0.2129       | 0.2838    |
| DLF      | 0.2464       | 0.1483    |
| LLF      | 0.2111       | 0.2919    |

Therefore, the comparison of the K-S distances showed that the Bayes estimates better fit the $PF(\theta, \alpha)$ as compared to the MLE and among the Bayes estimates under different loss functions, the Bayes estimate under LLF better fit the $PF(\theta, \alpha)$.

Here, the above real-life data is used to construct the graph of the marginal posterior densities for $\theta$ and $\alpha$.

### (a) Posterior distribution of $\theta$

![Posterior distribution of $\theta$](image)

### (b) Posterior distribution of $\alpha$

![Posterior distribution of $\alpha$](image)
Figure 2. Marginal posterior distributions for $\theta$ and $\alpha$

The Figure 2. represents the graph of the marginal posterior densities for $\theta$ and $\alpha$ at two sets of hyperparameter values $a = 0.2$, $b = 1$, $c = 8$, $d = 1$ and $a = b = c = d = 0$, respectively. The figure shows that the shapes for marginal posterior densities of $\theta$ are symmetrical, while the shapes for marginal posterior densities for $\alpha$ is heavy-tailed and highly skewed. The figure also shows that the respective marginal posterior distributions for $\theta$ and $\alpha$ under informative and non-informative priors are similar type but fairly sensitive against the hyperparameter values.

8. Summary and Conclusions

This paper presents the comparison of maximum likelihood and Bayesian estimation for the unknown parameters of the two-parameter power function distribution. The Bayes estimates are obtained by the Gibbs sampling algorithm, that generate the samples from the posterior distribution of the parameters. The posterior distributions are constructed, using conjugates priors for both parameters $\theta$ and $\alpha$. The conjugate prior for $\theta$ is assumed as gamma prior, and the conjugate prior for $\alpha$ is assumed as Pareto prior. The Bayes estimates are computed under loss functions, consisting of, squared error loss function, precautionary loss function, weighted loss function, DeGroot loss function, and LINEX loss function. The simulation results suggested that the Bayes estimates performed better as compared to maximum likelihood estimate. The simulation results also suggested in the Bayesian estimation, the Bayes estimates under LINEX loss function as compared to the Bayes estimates under other loss functions. The real-life data analysis is suggested the same performance behavior of the estimates as shown by the simulation study.
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