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ABSTRACT
On finite metric graphs the set of all realizations of the Laplace operator in the edgewise defined $L^2$-spaces are studied. These are defined by coupling boundary conditions at the vertices most of which define non-self-adjoint operators. In [Hussein, Krejčiřík, Siegl, Trans. Amer. Math. Soc., 367(4):2921–2957, 2015] a notion of regularity of boundary conditions by means of the Cayley transform of the parametrizing matrices has been proposed. The main point presented here is that not only the existence of this Cayley transform is essential for basic spectral properties, but also its poles and its asymptotic behavior. It is shown that these poles and asymptotics can be characterized using the quasi-Weierstrass normal form which exposes some “hidden” symmetries of the system. Thereby, one can analyze not only the spectral theory of these mostly non-self-adjoint Laplacians, but also the well-posedness of the time-dependent heat-, wave- and Schrödinger equations on finite metric graphs as initial-boundary value problems. In particular, the generators of $C_0$- and analytic semigroups and $C_0$-cosine operator functions can be characterized. On star-shaped graphs a characterization of generators of bounded $C_0$-groups and thus of operators similar to self-adjoint ones is obtained.

1. Introduction

Laplace operators on finite metric graphs are realization of minus the second derivative operator on each edge with coupling boundary conditions on the vertices. The boundary conditions encode the geometry of the graph and model the transmission of information between the edges, and while the edgewise defined Laplacian is a quite elementary operator, the boundary conditions can contribute at times rather involved features. Such graph or quasi-one-dimensional models are used for instance in quantum mechanics, where they are called quantum graphs, see, e.g. [1] and references therein, and also in the modeling of a variety of wave and diffusion dynamics, compare, e.g. [2–4] just to mention a few.

In the context of quantum mechanics self-adjoint Laplacians are admissible Hamiltonians defining a unitary time evolution. In contrast, when studying the wave- or heat equation certain non-self-adjoint Laplacians are admissible as well. Even for the Schrödinger equation quasi-self-adjointness of the Hamiltonian, that is, its similarity to a
self-adjoint operator instead of self-adjointness, might be sufficient, and this possibility has been explored theoretically by some physicists and mathematicians starting with the work [5], see also [6] for recent developments and further references. The aim here is now to analyze the set of all possible boundary conditions, and to study how these general boundary conditions on the vertices influence spectral properties of the mostly non-self-adjoint Laplacians on finite metric graphs in particular with regard to the well-posedness of the time-dependent linear heat-, wave-, and Schrödinger equations on finite metric graphs. The main result is a characterization of the generators of $C_0$-semigroups, analytic semigroups and $C_0$-cos-families on general finite metric graphs by means of the coupling boundary conditions. For the case of star graphs, such a characterization of generators of $C_0$-groups is also obtained, but this does not carry over to general finite metric graphs.

1.1. The theory of self-adjoint boundary conditions

In order to develop a systematic theory for non-self-adjoint boundary conditions, the self-adjoint case is a natural starting point. The case of Laplace operators on finite metric graphs with self-adjoint boundary conditions is well-studied, and the set of self-adjoint boundary conditions can be characterized by classical extension theory, and also using quadratic forms.

Considering for instance a star-shaped graph consisting of $d$ copies of $[0, \infty)$ glued together at the origins as sketched in Figure 1a, then linear boundary conditions of the form

$$A\psi(0) + B\psi'(0) = 0$$

for matrices $A, B \in \mathbb{C}^{d \times d}$ define a self-adjoint Laplacian $-\Delta(A, B)$ in the edgewise defined $L^2$-space $L^2(G) = \bigoplus_{i=1}^d L^2([0, \infty); \mathbb{C})$ over the graph, i.e., a realization of minus the second derivative operator on each edge with the boundary condition (1.1), if and only if

$$AB^* = BA^* \quad \text{and} \quad \text{Rank}(A \ B) = d,$$

cf. [7, 8]. Here $d$ is also equal to the deficiency indices for the minimal Laplacian defined on $\bigoplus_{i=1}^d C_0^\infty((0, \infty); \mathbb{C})$, and by $\text{Ker} \ (A \ B)$ these boundary conditions are related to maximal isotropic subspaces of $\mathbb{C}^{2d}$.

Figure 1. Finite metric graphs.
The link to the classical extension theory where self-adjoint extensions are parameterized by unitary maps is given by the local scattering matrix

$$\Xi(k, A, B) = -(A + ikB)^{-1}(A - ikB), \quad k > 0.$$  

This is unitary and boundary conditions can equivalently be described by

$$A_\Xi := -\frac{1}{2} (\Xi(k, A, B) - 1) \quad \text{and} \quad B_\Xi := \frac{1}{2ik} (\Xi(k, A, B) + 1) \quad \text{for some} \quad k > 0,$$

and the other way round this defines self-adjoint boundary conditions replacing $\Xi(k, A, B)$ by any unitary matrix $U$.

Looking at the associated quadratic form, it is convenient to consider a parameterization using the orthogonal projector $P$ onto $\ker B$, and equivalent boundary conditions defined by

$$A' = P + L \quad \text{and} \quad B' = P^\perp \quad \text{with} \quad L = (B|_{(\ker B)^\perp})^{-1}A.$$ 

Then $L = P^\perp LD^\perp$ and the boundary conditions (1.1) decompose into

$$L\psi(0) + P^\perp \psi'(0) = 0 \quad \text{and} \quad P\psi(0) = 0,$$

that is into a Robin/Neumann part and a Dirichlet part, and the associated quadratic form can be determined to be given by

$$\int_G |\psi|^2 - \langle LP^\perp \psi, P^\perp \psi \rangle_K \quad \text{for} \quad \psi \in \{\varphi \in H^1(G, a)|P\varphi = 0\}.$$ 

For the case of self-adjoint boundary conditions, these three parametrizations—by maximal isotropic subspaces, unitary matrices, and quadratic forms—are equivalent, compare [1, Theorem 1.4.4]. However, for non-self-adjoint boundary conditions each of the three viewpoints presented above leads to a different subclass of non-self-adjoint operators.

### 1.2. Some features of non-self-adjointness

To illustrate the difficulties with general non-self-adjoint boundary conditions, consider the Laplacians $-\Delta(A_\tau, B_\tau)$ defined on two copies of $[0, \infty)$ by boundary conditions of the form (1.1) with

$$A_\tau = \begin{bmatrix} 1 & -e^{i\tau} \\ 0 & 0 \end{bmatrix} \quad \text{and} \quad B_\tau = \begin{bmatrix} 0 & 0 \\ 1 & e^{-i\tau} \end{bmatrix} \quad \text{for} \quad \tau \in [0, \pi/2]. \quad (1.3)$$

Identifying the two copies of $[0, \infty)$ with the real line, this translates to

$$\psi(0+) = e^{i\tau}\psi(0-) \quad \text{and} \quad \psi'(0+) = e^{-i\tau}\psi'(0-) \quad \text{for} \quad \tau \in [0, \pi/2],$$

where $0^+$ and $0^-$ denote the limits from the right and the left hand side, respectively. This is an example for so-called $\mathcal{PT}$-symmetric point interactions, and it has been studied, e.g., in [9–11], and it has been the model case for the analysis in [12].

So, for $\tau = 0$, $-\Delta(A_0, B_0)$ corresponds to the Laplacian on $\mathbb{R}$, while for $\tau \in (0, \pi/2]$ the form
is not symmetric, and, therefore, $-\Delta(A_\tau, B_\tau)$ cannot be self-adjoint for $\tau \in (0, \pi/2]$. Moreover, due to the trace term $\psi'(0+)\psi(0+)$, which cannot be balanced by lower order terms, one can show that this form is not even closable, and, therefore, the approach by quadratic forms in the usual $L^2(\mathbb{R})$-space fails for this operator. Nevertheless, one can show that the operators $-\Delta(A_\tau, B_\tau)$ for $\tau \in (0, \pi/2)$ are similar to the self-adjoint Laplacian $-\Delta(A_0, B_0)$, while for $\tau = \pi/2$, the spectrum of $-\Delta(A_{\pi/2}, B_{\pi/2})$ is the entire complex plain, see, e.g. [12, Subsection 6.4].

For self-adjoint $-\Delta(A, B)$ the heat-, wave, and Schrödinger equations are well-posed which in terms of operator theory means that $\Delta(A, B)$ generates a $C_0$-semigroup and a $C_0$-cos-family, and that $i\Delta(A, B)$ generates a $C_0$-group, respectively. However, apart from these self-adjoint Laplacians there are also many non-self-adjoint Laplacians for which these equations are well-posed. In the abstract situation, these generation properties can be characterized in terms of resolvent estimates as sketched roughly in Figure 2. To study generation properties—instead of verifying resolvent estimates of the type sketched in Figure 2 directly—one relies often on convenient criteria using forms and the numerical range of an operator. Taking the operator $-\Delta(A_\tau, B_\tau)$ discussed above as a guiding example, one sees that the form approach is not directly applicable here, but nevertheless—since it is similar to the Laplacian on the real line—each of the heat-, wave-, and Schrödinger equation for $-\Delta(A_\tau, B_\tau)$ is well-posed for $\tau \in (0, \pi/2)$. This illustrates the well-known fact that the numerical range is only stable under unitary similarity transforms but not under general similarity transforms while resolvent estimates and spectra—and, therefore, generation properties—are stable under general similarity transforms. In particular, in order to classify all generators of $C_0$-semigroups, $C_0$-cos-families, and $C_0$-groups the direct application of form methods disregarding similarity relations is in general not sufficient, and cases just as the operators $-\Delta(A_\tau, B_\tau)$ for $\tau \in (0, \pi/2)$ might be overlooked at first sight.

### 1.3. A classification of non-self-adjoint boundary conditions

After the direct application of the form approach has been ruled out, another possible starting point to study general boundary conditions including all non-self-adjoint ones,
could be to attempt a generalization of the Kostrykin-Schrader parametrization (1.2). Then one first observes that the condition \( \text{Rank}(AB) = d \), i.e., that one has \( d \) linearly independent boundary conditions, is necessary for basic spectral properties such as a non-empty resolvent set. However, this is not sufficient, as for the example discussed above \( \text{Rank}(A_{\pi/2} B_{\pi/2}) = 2 \), while the resolvent set is empty, and one can construct further examples where even the spectrum is empty, see, e.g., Example 4.13 below. To exclude such cases, in addition some kind of regularity assumption is needed.

For self-adjoint boundary conditions of the form (1.1) defined by matrices \( A, B \) satisfying (1.2), the local scattering matrix is given by minus the Cayley transform of these matrices

\[
\mathcal{E}(k, A, B) = -(A + ikB)^{-1}(A - ikB), \quad k > 0,
\]

and this object appears in many instances such as in the Green’s function or in the eigenvalue equation for the corresponding Laplacian, cf., e.g. [8, 13]. This motivated the notion of regularity of boundary conditions proposed in [12] by Krejčířík, Siegl, and the author, where boundary conditions defined by matrices \( A, B \) are regular if their Cayley transform exists for some \( k \in \mathbb{C} \). This regularity assumption implies many basic spectral properties while the example \( -\Delta(A_{\pi/2}, B_{\pi/2}) \) mentioned above is defined by irregular boundary conditions. More specifically, here it is shown that irregular boundary conditions are exactly those which define operator with exponentially growing resolvent norm, i.e.,

\[
\mathcal{O}(e^{\sqrt{\lambda}k}) \lesssim \|(-\Delta(A, B) - \lambda)^{-1}\| \quad \text{as} \quad \lambda \to -\infty,
\]

and in particular these cannot be generators of \( C_0 \)-semigroups, \( C_0 \)-cos -families, and \( C_0 \)-groups.

1.4. Regularity assumptions and hidden structures

Turning now to regular boundary conditions, the key observation communicated here is that the quasi-Weierstrass normal form reveals some additional structure or “hidden” symmetry of the operator, and thereby it allows for a systematic analysis of Laplacians defined by regular boundary conditions. The quasi-Weierstrass normal form has been introduced in the context of algebraic differential equations by Berger, Ilchmann, and Trenn, see [14], and for regular boundary conditions it implies that there are equivalent boundary conditions defined by

\[
A = G^{-1} \begin{bmatrix} L & 0 \\ 0 & \mathbb{I}_{d-m} \end{bmatrix} G \quad \text{and} \quad B = G^{-1} \begin{bmatrix} \mathbb{I}_m & 0 \\ 0 & N_B \end{bmatrix} G, \quad (1.4)
\]

for a similarity transform \( G \), a block decomposition \( \mathbb{C}^d = \mathbb{C}^{d-m} \times \mathbb{C}^m \) with \( 0 \leq m \leq d \), a nilpotent matrix \( N_B \in \mathbb{C}^{(d-m) \times (d-m)} \), and a matrix \( L \in \mathbb{C}^{m \times m} \). Therefrom one can deduce that the Cayley transform is uniformly bounded outside its poles if and only if \( N_B \equiv 0 \), and the order of the poles of \( \mathcal{E} (\lambda, A, B) \) is related to \( N_B \) and the Jordan normal form of \( L \), see Subsection 3.2. Taking then advantage of this structure one can characterize the generators of \( C_0 \)-semigroups in \( L^2 \)-spaces. These are defined exactly by those regular boundary conditions with \( N_B \equiv 0 \), see Theorem 4.1 below which is one of the
major findings of this article. Moreover, these $C_0$-semigroups extend to analytic semigroups, and its generators also generate $C_0$-cosine operator function. Thus the question of the well-posedness of the heat and wave equation is completely answered in terms of boundary conditions. A heuristic explanation for the effect of $N_B \neq 0$ is discussed in Subsection 4.1. In particular, if $N_B \neq 0$, then the Cayley transform is not uniformly bounded as $|k| \to \infty$, and as a result the resolvent does not exhibit the decay sketched in Figure 2.

There has been a number of results on some classes of boundary conditions defining generators of analytic semigroups where in forms of the type

$$
\langle -\psi'', \psi \rangle = \int |\psi'|^2 + \langle \psi'(0), \psi(0) \rangle_{C^d}
$$

the trace of the derivative $\psi'(0)$ can be balanced by terms involving only the trace $\psi(0)$. More concretely, if the boundary condition (1.1) can be represented equivalently by

$$
A = L + P \quad \text{and} \quad B = P^\perp
$$

for an orthogonal projector $P$ and an operator $L$ acting in the range of $P^\perp = 1 - P$, then (1.1) becomes $P^\perp \psi'(0) + L\psi(0) = 0$ and $P\psi(0) = 0$, see [4, 15, 16]. However, as it turns out, not all generators of $C_0$-semigroups fall under this category, e.g., the boundary conditions defined by (1.3) above. It seems that these cases have not been addressed in the literature so far, and the characterization presented here closes this gap.

### 1.5. A generalized reflection principle

The methods to prove the generation properties for general regular boundary conditions with $N_B = 0$ is to alter the scalar product such that the operators $-\Delta(A, B)$ can still be associated with closed sectorial forms of Lions type which implies the generation of analytic semigroups and $C_0$-cosine operator functions. This is elaborated in Subsection 4.2. One key observation in [12] has been that on star graphs with $d$ edges, matrices $G \in \mathbb{C}^{d \times d}$ induce maps in function spaces by

$$
L^2(\mathcal{G}) \to L^2(\mathcal{G}), \quad \psi \mapsto G\psi, \quad \psi = \begin{bmatrix} \psi_1 \\ \vdots \\ \psi_d \end{bmatrix} \in L^2(\mathcal{G}) = \bigoplus_{i=1}^d L^2((0, \infty); \mathbb{C}),
$$

and, therefore, relations of the type (1.4) induces a similarity relation for the corresponding operators on star graphs. In the simplest case of the Laplacian on the real line, one example for such a similarity relation are the even and odd reflections, and, therefore, this way to construct similarity transforms is referred to here as generalized reflection principle. In general this generalized reflection principle, however, cannot be translated to graphs with internal edges, because then the number of the edges and of their endpoints do not coincide any more. However, using a cutoff and extension procedure, this can be localized in a sense to construct an equivalent scalar product. Note that in contrast to regular boundary conditions, for irregular boundary conditions the resolvent has even an exponential growth and for boundary conditions with $N_B \neq 0$, the resolvent does not decay fast enough or even grows polynomially as $\lambda \to -\infty$, see Subsections 4.4 and 4.5.
1.6. **Quasi-Hermitian operators on star graphs**

It should be highlighted that the characterization of generators of $C_0$-semigroups involves—just as for self-adjointness—only the boundary conditions and not any other geometric feature. In contrast, for the question if a Laplacian is the generator of a bounded $C_0$-group, i.e., if it is similar to a self-adjoint operator, the geometry matters. Here, it is shown, that for the relatively simple geometry of a star graph, where each edge is identified with $[0, \infty)$, similarity to a self-adjoint operator can be characterized in terms of the poles of the Cayley transform, see Theorem 5.1 below. The proof of this theorem relies on the generalized reflection principle on star graphs, and for other geometries the characterization is in general no longer true, that is, using the same boundary conditions in a different geometric setting can destroy the similarity relation, see Subsection 5.1. The characterization obtained here can be seen as a generalization to finite star graphs of theorems on particular point interactions on the real line by Mostafazadeh, see [17], and Grod and Kuzhel [18]. The study of operators similar to self-adjoint ones is relevant in the so-called non-Hermitian quantum mechanics, see, e.g. [5, 19, 20] and the references therein. Some $\mathcal{P}\mathcal{T}$-symmetric operator fall also in this class, see, e.g. [9, 10, 21, 22] and the many references given therein. A generalization of $\mathcal{P}\mathcal{T}$-symmetry to star graphs is proposed and analyzed in [23]. The general situation of non-self-adjoint extensions of symmetric operators with only absolutely continuous spectrum have been studied in [24–26], see also the references therein.

1.7. **Structure and outline**

In the subsequent Section 2 basic concepts and definitions are recapitulated. The notion of regularity of boundary conditions and properties of Cayley transforms are elaborated in Section 3, and some differences to the classical Birkhoff-Tamarkin theory and its notion of regularity are exemplified in Subsection 3.4. The characterization of semigroup generators is discussed in Section 4. There also the completeness of the root vectors for compact graphs is addressed. Section 5 deals with the similarity to self-adjoint operators on star graphs.

2. **Laplacians on finite metric graphs**

2.1. **Finite metric graphs**

A graph is a 4-tuple

$$\mathcal{G} = (\mathcal{V}, \mathcal{I}, \mathcal{E}, \partial)$$

with the set of vertices $\mathcal{V}$, the set of internal edges $\mathcal{I}$, and the set of external edges $\mathcal{E}$, and summing up $\mathcal{E} \cup \mathcal{I}$ is the set of edges. The boundary map $\partial$ assigns to each internal edge $i \in \mathcal{I}$ an ordered pair of vertices $\partial(i) = (\partial_-(i), \partial_+(i)) \in \mathcal{V} \times \mathcal{V}$, where $\partial_-(i)$ is called its initial vertex and $\partial_+(i)$ its terminal vertex. Each external edge $e \in \mathcal{E}$ is mapped by $\partial$ onto a single, its initial vertex. A graph is called finite if $|\mathcal{V}| + |\mathcal{I}| + |\mathcal{E}| < \infty$. Instead of using a boundary map, the structure of the graph can also be encoded by the adjacency matrix, cf., e.g. [1, Subsection 1.1].
A graph $G$ can be endowed with the following metric structure. Each internal edge $i \in I$ is identified with an interval $[0, a_i]$, with $a_i > 0$, such that its initial vertex corresponds to 0 and its terminal vertex to $a_i$. Each external edge $e \in E$ is identified with the half line $[0, \infty)$ such that $\partial(e)$ corresponds to 0. The numbers $a_i$ are called lengths of the internal edges $i \in I$, and they are summed up into the vector $a = \{a_i\}_{i \in I} \in (0, \infty)^{|I|}$.

The 2-tuple consisting of a finite graph endowed with a metric structure is called a metric graph $(G, a)$. The metric on $(G, a)$ is defined via minimal path lengths, and $(G, a)$ is compact if $E = \emptyset$. The notations used here largely parallel those in the works of Kostrykin and Schrader, see, e.g. [13]. The construction of a metric graph as quotient space is discussed by Mugnolo in [27], where a metric graph consists of intervals glued together at their end points according to the structure of a given graph. For further details see, e.g. [1, Subsection 1.3].

2.2. Function spaces on finite metric graphs

A function $\psi : (G, a) \to \mathbb{C}$ can be written as

$$\psi(x) = \psi_j(x), \quad \text{where } \psi_j : I_j \to \mathbb{C} \quad \text{with} \quad I_j = \begin{cases} [0, a_j], & \text{if } j \in I, \\ [0, \infty), & \text{if } j \in E, \end{cases}$$

where with a slight abuse of notation ambiguities on the vertices are admitted. Occasionally, also $\psi_j(x) = \psi_j(x_j)$ is written where $x = x_j \in I_j$. Equipping each edge of the finite metric graph with the one-dimensional Lebesgue measure one obtains a measure space, and then one defines

$$\int_G \psi := \sum_{i \in I} \int_0^{a_i} \psi(x_i) \, dx_i + \sum_{e \in E} \int_0^\infty \psi(x_e) \, dx_e,$$

where $dx_i$ and $dx_e$ refers to integration with respect to the Lebesgue measure on the intervals $[0, a_i]$ and $[0, \infty)$, respectively. Given a finite metric graph $(G, a)$, one then considers the Hilbert space

$$L^2(G, a) = \bigoplus_{I \cup E} L^2(I_j; \mathbb{C}) \quad \text{with} \quad \langle \psi, \varphi \rangle = \int_G \psi \varphi \bar{\psi}.$$ 

Using the Sobolev spaces $H^1(I_j; \mathbb{C})$ and $H^2(I_j; \mathbb{C})$ on each edge, one defines

$$H^1(G, a) = \bigoplus_{I \cup E} H^1(I_j; \mathbb{C}) \quad \text{with} \quad \langle \psi, \varphi \rangle_{H^1} = \langle \psi, \varphi \rangle + \langle \psi', \varphi' \rangle,$$

$$H^2(G, a) = \bigoplus_{I \cup E} H^2(I_j; \mathbb{C}) \quad \text{with} \quad \langle \psi, \varphi \rangle_{H^2} = \langle \psi, \varphi \rangle_{H^1} + \langle \psi'', \varphi'' \rangle,$$

$$H^2_0(G, a) = \bigoplus_{I \cup E} H^2_0(I_j; \mathbb{C}),$$

where $\psi'$ and $\psi''$ denote the edgewise defined first and second distributional derivatives,
\[
(\psi')_j(x) = \frac{d}{dx}\psi_j(x) \quad \text{and} \quad (\psi'')_j(x) = \frac{d^2}{dx^2}\psi_j(x) \quad \text{for} \quad j \in \mathcal{E} \cup \mathcal{I}, \quad x \in I_j,
\]

and \(H_0^2(I_j; \mathbb{C})\) with \(j \in \mathcal{E} \cup \mathcal{I}\) denotes the set of all \(\psi_j \in H^2(I_j; \mathbb{C})\) with

\[
\psi_j(0) = 0, \quad \psi'_j(0) = 0, \quad \text{for} \quad j \in \mathcal{E}, \quad \psi_j(0) = 0, \quad \psi'_j(0) = 0, \quad \psi_j(a_j) = 0, \quad \psi'_j(a_j) = 0, \quad \text{for} \quad j \in \mathcal{I}.
\]

The notations are sometimes shortened to \(L^2(\mathcal{G}), H^1(\mathcal{G}), H^2(\mathcal{G}), \) and \(H^2_0(\mathcal{G})\). These edgewise defined Sobolev spaces are suitable for the study of general coupling boundary conditions on finite metric graphs, see Subsection 2.3 below. However, in the literature Sobolev spaces are often defined more naturally with respect to the underlying metric structure of \((\mathcal{G}, a)\). For instance the Sobolev space of order one is defined as the space of functions \(w \in H^1(\mathcal{G})\) such that \(w\) is continuous on the metric space \((\mathcal{G}, a)\), compare, e.g. [1, Definition 1.3.6] and [27, Section 3].

2.3. Laplacians and boundary conditions

One defines maximal and minimal Laplace operators in \(L^2(\mathcal{G}, a)\) by

\[
\Delta_{\text{max}} \psi = \psi'' \quad \text{with} \quad \text{Dom} (\Delta_{\text{max}}) = H^2(\mathcal{G}, a) \quad \text{and} \quad \Delta_{\text{min}} \psi = \psi'' \quad \text{with} \quad \text{Dom} (\Delta_{\text{min}}) = H^2_0(\mathcal{G}, a).
\]

It is known that the operator \(\Delta_{\text{min}}\) is a closed symmetric operator with deficiency indices \((d, d)\), where one sets

\[
d = |\mathcal{E}| + 2|\mathcal{I}|, \quad \text{(2.1)}
\]

and its Hilbert space adjoint is \((\Delta_{\text{min}})^* = \Delta_{\text{max}}\), see, e.g. [28, Subsection 4.8]. The scope here are general realizations \(\Delta'\) of the Laplacian on metric graphs with

\[
\Delta_{\text{min}} \subset \Delta' \subset \Delta_{\text{max}}. \quad \text{(2.2)}
\]

These realizations \(\Delta'\) can be discussed in terms of boundary or matching conditions imposed at the endpoints of the edges. To this end, one defines the trace vectors

\[
\tilde{\psi} = \begin{bmatrix} \{\psi_e(0)\}_{e \in \mathcal{E}} \\ \{\psi_i(0)\}_{i \in \mathcal{I}} \\ \{\psi_i(a_i)\}_{i \in \mathcal{I}} \end{bmatrix}, \quad \tilde{\psi}' = \begin{bmatrix} \{\psi'_e(0)\}_{e \in \mathcal{E}} \\ \{\psi'_i(0)\}_{i \in \mathcal{I}} \\ \{-\psi'_i(a_i)\}_{i \in \mathcal{I}} \end{bmatrix}, \quad \text{and} \quad [\tilde{\psi}] = \begin{bmatrix} \psi' \psi \end{bmatrix} \quad \text{for} \quad \psi \in H^2(\mathcal{G}, a),
\]

and one introduces the auxiliary Hilbert space

\[
\mathcal{K} \equiv \mathcal{K}(\mathcal{E} \cup \mathcal{I}) = \mathcal{K}_\mathcal{E} \bigoplus \mathcal{K}_\mathcal{I} \bigoplus \mathcal{K}_\mathcal{I}^-
\]

with \(\mathcal{K}_\mathcal{E} = \mathbb{C}^{\vert\mathcal{E}\vert}\) and \(\mathcal{K}_\mathcal{I}^+ = \mathbb{C}^{\vert\mathcal{I}\vert}\). Then for \(\psi \in H^2(\mathcal{G}, a)\) one has \(\tilde{\psi}, \tilde{\psi}' \in \mathcal{K}_e\), and \([\tilde{\psi}] \in \mathcal{K}^2\). Since the quotient space \(\text{Dom} (\Delta_{\text{max}})/\text{Dom} (\Delta_{\text{min}}) \cong \mathcal{K}^2\), any realization \(\Delta'\) satisfying (2.2) is associated with a subspace \(\mathcal{M} \subset \mathcal{K}^2\) of the space of boundary values such that \(\Delta' = \Delta(\mathcal{M})\), where \(\Delta(\mathcal{M}) \psi = \psi''\) and \(\text{Dom} (\Delta(\mathcal{M})) = \{\psi \in H^2(\mathcal{G}, a) : [\tilde{\psi}] \in \mathcal{M}\}\).
3. Boundary conditions and Cayley transforms

3.1. Parametrization of boundary conditions

Recall that there are various ways to parametrize the subspaces $\mathcal{M} \subset \mathcal{K}^2$, and for the self-adjoint case some have been summarized in [12, Section 3], see also [1, Theorem 1.4.4]. The number of linearly independent boundary conditions imposed is equal to $\dim \mathcal{M}$.

In particular if $\dim \mathcal{M} \geq d$, for the deficiency index $d$ given by (2.1), then there exist $A, B \in \text{Hom}(\mathcal{K})$ such that

$$\mathcal{M} = \mathcal{M}(A, B) = \text{Ker} \begin{pmatrix} A & B \end{pmatrix} \quad \text{and} \quad \Delta(A, B) = \Delta(\mathcal{M}(A, B)),$$

where $(A, B) : \mathcal{K}^2 \to \mathcal{K}, (A, B)(\chi_1, \chi_2)^T = A\chi_1 + B\chi_2$ for $\chi_1, \chi_2 \in \mathcal{K}$.

An equivalent description of $\Delta(A, B)$ given by the linear boundary conditions defined by $A, B \in \text{Hom}(\mathcal{K})$ is then

$$\Delta(A, B)\psi = \psi'' \quad \text{and} \quad \text{Dom}(\Delta(A, B)) = \{ \psi \in H^2(\mathcal{G}, \mathbb{A}) : A\psi + B\psi' = 0 \}. \quad (3.1)$$

Note that the parametrization by the matrices $A$ and $B$ is not unique. Indeed, operators $\Delta(A, B)$ and $\Delta(A', B')$ agree if and only if the corresponding spaces $\mathcal{M}(A, B)$ and $\mathcal{M}(A', B')$ agree. Boundary conditions defined by $A, B \in \text{Hom}(\mathcal{K})$ and $A', B' \in \text{Hom}(\mathcal{K})$ are called equivalent if

$$\mathcal{M}(A, B) = \mathcal{M}(A', B'),$$

compare [29, Definition 2.2] where in addition a rank condition is assumed. Notice that the boundary conditions are equivalent if there exists an invertible operator $C \in \text{GL}(\mathcal{K})$ such that simultaneously

$$A' = CA \quad \text{and} \quad B' = CB.$$

3.2. Regular boundary conditions and the quasi-Weierstrass normal form

Operator pencils $A - \lambda B$ with $\lambda \in \mathbb{C}$ appear in many contexts such as generalized eigenvalue problems or differential algebraic equations, see, e.g. [14, 30] and the references therein. A basic regularity assumption is the following, cf. [14].

**Definition 3.1** (Regularity of operator pencils). For $d \in \mathbb{N}$ let $A, B \in \mathbb{C}^{d \times d}$. Then the operator pencil $A - \lambda B, \lambda \in \mathbb{C}$, is called regular if $\det(A + \lambda B) \neq 0$ for some $\lambda \in \mathbb{C}$ and irregular otherwise.

For matrices $A, B$ defining a regular operator pencil, one can define the Cayley transform

$$\Xi(k, A, B) := -(A + ikB)^{-1}(A - ikB)$$

for all $k \in \mathbb{C}$ except an at most finite set, because $\det(A - ikB)$ is a non-vanishing polynomial of degree at most $d$. In fact the Cayley transform has been the starting point for the introduction of a notion of regular boundary conditions in [12, Definition 3.2]
not knowing that the analogous notion of regular operator pencils already had existed in a different context.

The Cayley transform is an object which appears in many instances of the analysis of Laplacians on graphs. For example for self-adjoint Laplacians on star graphs with \( I = \emptyset, \mathcal{Z}(k, A, B) \) for \( k > 0 \) has the interpretation of a scattering matrix, and for general finite metric graphs it is referred to as local scattering matrix, see, e.g. [8], and it also appears naturally in the analysis of non-self-adjoint Laplacians when one formulates the eigenvalue equation or the Green’s function, see [29].

**Definition 3.2** (Regularity of boundary condition, cf. Definition 3.2 in [12]). Let \( A, B \in \text{Hom}(\mathcal{K}) \) with \( \text{Rank}(A, B) = d \). Then the boundary conditions defined by \( A, B \) are called regular if \( A - \lambda B \) is regular, and irregular otherwise.

Note that equivalent regular boundary conditions have the same Cayley transform, and in turn the boundary conditions can be recovered via

\[
A \mathcal{Z} := -\frac{1}{2}(\mathcal{Z}(k, A, B) - 1) \quad \text{and} \quad B \mathcal{Z} := \frac{1}{2ik}(\mathcal{Z}(k, A, B) + 1),
\]

Compare, e.g. [1, Theorem 1.4.4] for the self-adjoint case and [12, Proposition 3.7.] for the more general case.

**Remark 3.3** (The rank condition in the two notions of regularity). Regularity of the operator pencil \( A - \lambda B \) already implies that \( \text{Rank}(A, B) = d \), cf. [12, Proposition 4.2] for the case \( I = \emptyset \). The notion of regularity of boundary conditions deals with a subclass of the boundary conditions which are composed of \( d \) linearly independent boundary conditions, i.e., \( \text{Rank}(A, B) = \dim \mathcal{M}(A, B) = d \). This slight redundancy in Definition 3.2 seems to be justified by the fact that \( \dim \mathcal{M} < d \) leads to an under-determined while \( \dim \mathcal{M} > d \) leads to an over-determined system. This is reflected by the spectrum since \( \sigma(\Delta(\mathcal{M})) = \mathbb{C} \) if \( \dim \mathcal{M} \neq d \), see [12, Proposition 4.2]. The implication of the rank condition becomes more apparent in the irregular cases. Definition 3.2 requires \( \dim \mathcal{M} = d \) for irregular boundary conditions, while the cases with \( \dim \mathcal{M} \neq d \) are out of scope here. However, having \( d \) linearly independent boundary conditions, i.e., \( \dim \mathcal{M} = d \), is not sufficient for many spectral properties since irregular boundary conditions can lead to wild spectral features with empty spectrum, empty resolvent set or cases in between, see [12, Subsection 3.4] where some examples are discussed. In contrast, irregular operator pencils are all pencils with \( \det(A + \lambda B) = 0 \) for all \( \lambda \in \mathbb{C} \) irrespective of the rank of \( \text{Rank}(A, B) \).

The quasi-Weierstrass normal form for regular operator pencils \( A - \lambda B \) has been introduced in [14] in the context of differential algebraic equations. Its proof is based on Wong sequences of subspaces. It is the key ingredient to the analysis presented here, and it reveals many properties of the Cayley transform such as its poles and its asymptotic behavior.

**Proposition 3.4** (Quasi-Weierstrass normal form, cf. Theorem 2.6 in [14]). Let \( A, B \in \mathbb{C}^{d \times d} \) and let the operator pencil \( A - \lambda B, \lambda \in \mathbb{C} \), be regular. Then there exists \( 0 \leq m \leq d \) and invertible matrices \( F, G \) such that

\[
A = F \begin{bmatrix} L & 0 \\ 0 & 1 \end{bmatrix} G \quad \text{and} \quad B = F \begin{bmatrix} 1_{\mathbb{C}^{d-m}} & 0 \\ 0 & N_B \end{bmatrix} G,
\]
where \( N_B \in \mathbb{C}^{(d-m)\times(d-m)} \) is nilpotent and \( L \in \mathbb{C}^{m\times m} \). These matrices are in general not uniquely determined.

Recall that for self-adjoint boundary conditions one has a unique parametrization, cf. [31, Theorem 6], by
\[
A = L + P, \quad B = P^\perp = (1 - P) \quad \text{with} \quad P^* = P = P^2, \quad P^\perp L = LP^\perp,
\]
and \( L = L^* \), then the boundary conditions decompose into
\[
L \psi + P^\perp \psi' = 0 \quad \text{and} \quad P \psi = 0,
\]
that is, into a Robin/Neumann part and a Dirichlet part. In particular, \(-\Delta(A, B)\) is associated with the closed symmetric form \( \delta_{P, L} \) defined by
\[
\delta_{P, L}[\psi] = \int_G |\psi'|^2 - \langle LP^\perp \psi, P^\perp \psi \rangle_{\mathcal{K}}, \quad \text{dom} (\delta_{P, L}) = \{ \phi \in H^1(G, a)|P\phi = 0 \}.
\]

For general possibly non-selfadjoint \( L \) with \( P^\perp L = LP^\perp \) the form \( \delta_{P, L} \) is sectorial, though in general non-symmetric, and it has been investigated in detail in the context of semigroups on networks, see, e.g. [4, Chapters 6 and 7] and the references therein, and compare also [32] where a characterization is given when general non-self-adjoint boundary conditions defined by matrices \( A, B \) are of this form. From Proposition 3.4 it follows in particular that regular boundary conditions in general are not of the form (3.2) needed to define \( \delta_{P, L} \) as in (3.3). However, at least if \( N_B = 0 \), there are equivalent boundary conditions which are similar to such sectorial boundary conditions, i.e.,
\[
A = G^{-1}(L + P)G, \quad B = G^{-1}P^\perp G, \quad \text{with} \quad P^* = P = P^2, \quad P^\perp = (1 - P), \quad P^\perp L = LP^\perp,
\]
for \( G \) invertible and \( P \) an orthogonal projection. This motivates the following definition, and it turns out, see Theorem 4.1 below, that this notion suggesting a relation to sectorial operators is indeed justified.

**Definition 3.5** (Quasi-sectorial boundary conditions). Regular boundary conditions defined by \( A, B \in \text{Hom} (\mathcal{K}) \) are called quasi-sectorial if \( N_B = 0 \) in the quasi-Weierstrass normal form.

Here, the condition that \( N_B = 0 \) includes the case of \( m = d \), and \( m = d - 1 \) already implies \( N_B = 0 \).

For a matrix \( M \in \mathbb{C}^{n\times n} \) and \( \lambda \in \sigma(M) \) denote by \( \gamma_M(\lambda) \) the maximal length of Jordan chains corresponding to the eigenvalue \( \lambda \) or equivalently the size of the largest Jordan block corresponding to the eigenvalue \( \lambda \).

**Lemma 3.6** (Poles of the Cayley transform). Let \( A, B \in \text{Hom} (\mathcal{K}) \) define regular boundary conditions, where \( m \), \( L \) and \( N_B \) are given by the quasi-Weierstrass normal form in Proposition 3.4. Then the function
\[
\mathcal{E}(., A, B) : \mathbb{C} \to \text{Hom}(\mathcal{K}), \quad k \mapsto \mathcal{E}(k, A, B)
\]
is meromorphic with at most \( m + 1 \) but not more than \( d \) different poles, and each pole falls under one of the following cases with poles of order zero being removable singularities:
(a) If \( k \in \sigma(iL) \setminus \{0\} \), then \( k \) is a pole of order \( \gamma_L(k) \);

(b) If \( 0 \in \sigma(iL) \), then \( 0 \) is a singularity of order \( \max\{\gamma_L(0) - 1, \gamma_{N_B}(0) - 1, 0\} \);

(c) If \( 0 \notin \sigma(iL) \), then \( 0 \) is a singularity of order \( \max\{\gamma_{N_B}(0) - 1, 0\} \).

**Proof.** By the quasi-Weierstrass normal form one has for regular boundary conditions

\[
\Xi(k, A, B) = G^{-1} \left[ \begin{array}{cc}
\Xi(k, L, \mathbb{I}) & 0 \\
0 & \Xi(k, 1, N_B)
\end{array} \right] G.
\]  \hspace{1cm} (3.4)

Now, without loss of generality one can assume that \( L \) and \( N_B \) have the Jordan normal form, where the necessary similarity transforms can be incorporated into \( G \). Recall that for a nilpotent matrix \( N \) with \( N^n = 0 \) and \( N^{n-1} \neq 0 \), i.e., \( \gamma_N(0) = n \), one has that

\[
(\lambda \mathbb{I} + N)^{-1} = \frac{1}{\lambda} \left( 1 + \frac{N}{-\lambda} + \cdots + \frac{N^{n-1}}{(-\lambda)^{n-1}} \right) \text{ for } \lambda \neq 0.
\]

Hence if \( n \in \mathbb{N} \) is such that \( N^n_B = 0 \) and \( N^{n-1}_B \neq 0 \), then

\[
\Xi(1, N_B; k) = -(\mathbb{I} + ikN_B)^{-1} \left( 1 + ikN_B - 2ikN_B \right)
\]

\[
= -\mathbb{I} + 2ik(\mathbb{I} + ikN_B)^{-1}N_B
\]

\[
= -\mathbb{I} + 2ikN_B - 2(ik)^2(-1)N_B^2 + \cdots + 2(ik)^{n-1}(-1)^{n-2}N_B^{n-1} \quad \text{for } k \neq 0,
\]  \hspace{1cm} (3.5)

and if \( N_B = 0 \), then

\[
\Xi(1, N_B; k) = -1 \quad \text{for all } k \in \mathbb{C}.
\]  \hspace{1cm} (3.6)

If \( L = \lambda \mathbb{I} + N \) for \( \lambda \in \mathbb{C} \) with \( n \in \mathbb{N}_0 \) such that \( N^n = 0 \) and \( N^{n-1} \neq 0 \), then for \( \lambda \neq 0 \)

\[
\Xi(L, 1; k) = -((\lambda + ik)\mathbb{I} + N)^{-1}((\lambda + ik)\mathbb{I} + N - 2ik\mathbb{I})
\]

\[
= -\mathbb{I} + 2ik((\lambda + ik)\mathbb{I} + N)^{-1}N_B
\]

\[
= -\mathbb{I} + \frac{2ik}{\lambda + ik} \left( 1 + \frac{N}{-(\lambda + ik)} + \cdots + \frac{N^{n-1}}{(-1)^{n-1}(\lambda + ik)^{n-1}} \right), \quad \lambda + ik \neq 0,
\]  \hspace{1cm} (3.7)

and for \( \lambda = 0 \)

\[
\Xi(L, 1; k) = -1 + 2 \left( 1 + \frac{N}{-ik} + \cdots + \frac{N^{n-1}}{(-1)^{n-1}(ik)^{n-1}} \right) \quad \text{for } ik \neq 0.
\]  \hspace{1cm} (3.8)

If \( L = \lambda \mathbb{I} \) for \( \lambda \in \mathbb{C} \), this simplifies to become

\[
\Xi(L, \mathbb{I}; k) = -\frac{\mathbb{I} - ik}{\mathbb{I} + ik}, \quad \text{if } \lambda \neq 0 \quad \text{and} \quad \Xi(L, \mathbb{I}; k) = 1, \quad \text{if } \lambda = 0.
\]  \hspace{1cm} (3.9)

So, in case of (a), that is, \( k \in \sigma(iL) \setminus \{0\} \), then by (3.7) each Jordan block \( J_{L, \lambda} \) of \( L \) to the eigenvalue \( \lambda = -ik \) contributes a pole at \( k \) of order \( \gamma_{J_{L, \lambda}}(\lambda) \), and the Jordan blocks of \( L \) to different eigenvalues and also \( \Xi(\mathbb{I}, N_B; k) \) do not have a pole at \( k \) by (3.5) and (3.6) which proves (a).
In case (b), the Jordan blocks $J_{b,0}$ of $L$ to 0 contribute poles of order \(\max\{0, \gamma_{b,0}(0) - 1\}\) by (3.8). This includes the case where the geometric and algebraic multiplicity of the eigenvalue 0 of $L$ agree since in this case by (3.9) there is no pole. The Jordan blocks of $J_{b,0}$ contribute poles at 0 of order \(\max\{0, \gamma_{b,0}(0) - 1\}\) by (3.5), which includes the case $N_b = 0$ by (3.6).

In the case (c), only the Jordan blocks of $J_{b,0}$ contribute poles at 0 of order \(\max\{0, \gamma_{b,0}(0) - 1\}\): Moreover, in (3.4) the block $S(k, L, 1)$ can have at most $m$ different poles since $L$ can have at most $m$ pairwise disjoint non-zero eigenvalues, and $S(k, 1, N_B)$ by (3.5) and (3.6) can have at most one pole at zero. So the set of poles consists of at most $m + 1$ but not more than $d$ points. Outside its poles the function $S(A, B)$ is holomorphic.

**Lemma 3.7** (Uniform boundedness of the Cayley transform). Let $A, B$ define regular boundary conditions. Then the following statements are equivalent:

(a) The boundary conditions defined by $A, B$ are quasi-sectorial.

(b) For fixed $\varepsilon > 0$, the function

$$
\mathbb{C} \setminus \{B_\varepsilon(p_1), \ldots, B_\varepsilon(p_l)\} \to \text{Hom}(K), \quad k \mapsto \varepsilon(k, A, B),
$$

where $p_1, \ldots, p_l$ are the not removable poles of $\varepsilon(\cdot, A, B)$, is uniformly bounded.

**Proof.** For regular boundary conditions the quasi-Weierstrass normal form is available, and by (3.4) it is sufficient to consider $S(k, L, 1)$ and $S(k, 1, N_B)$.

For the first block one has

$$
\varepsilon(k, L, 1) = -\left(\frac{1}{ik} L + 1\right)^{-1} \left(\frac{1}{ik} L - 1\right),
$$

and hence using the Neumann series

$$
\| (L + ik)^{-1} (L - ik) \| \leq \frac{2}{1 - \|L\|/k} \leq 4 \quad \text{for } |k| \geq 2\|L\|,
$$

and due to continuity $\varepsilon(\cdot, L, 1)$ is bounded on $\overline{B_2(\|L\|) \setminus \{B_\varepsilon(p_1), \ldots, B_\varepsilon(p_l)\}}$.

Considering the second block, if there exists a cyclic vector $y$ with $N_B y \neq 0$ and $N_B^2 y = 0$—which is equivalent to $N_B \neq 0$—one has by (3.5) that $\varepsilon(k, 1, N_B) y = -y - 2ikNy$, and hence for some $c > 0$

$$
\| \varepsilon(A, B; k) \| \geq c(1 + |k|) \quad k \in \mathbb{C},
$$

while for $m - d > 0$ and $N_B = 0$ one has $\varepsilon(k, 1, N_B) = -1$. So, the uniform boundedness is characterized by $N_B$.

**Remark 3.8.** In the case $d = 1$, i.e., $|E| = 1$ and $|T| = 0$, all boundary conditions with $\dim M = 1$ are of the form

$$
\psi(0) = 0 \quad \text{or} \quad \alpha \cdot \psi(0) + \psi'(0) = 0, \quad \alpha \in \mathbb{C},
$$

and so all boundary conditions are regular and define operators associated with forms as in (3.3) of the type $\delta_{1,0}$ and $\delta_{2,1}$, respectively.
Irregular and non-quasi-sectorial boundary conditions occur only for $d \geq 2$. These cases appear in the analysis of Sturm-Liouville operators on a compact interval with boundary conditions coupling both endpoints, i.e., $|\mathcal{I}| = 1$ and $\mathcal{E} = \emptyset$ where $d = 2$. Problems with such couplings are studied for instance in context of the classical Birkhoff-Tamarkin theory discussed below in Subsection 3.4. The case $d = 2$ with $|\mathcal{I}| = 1$ and $|\mathcal{E}| = 2$, i.e., the case of Laplacians with point interaction on the real line, is discussed in detail by Mugnolo and the author in [33], yet without the theory of the quasi-Weierstrass normal form at hand.

Second order elliptic boundary value problems in domains in $\mathbb{R}^n$ for $n \geq 2$ are often localized and then drawn back to the case of the half-space $\mathbb{R}^n_+ = \mathbb{R}^{n-1} \times [0, \infty)$. Then by a partial Fourier transform the problem is reduced to a one dimensional problem where mostly boundary conditions of the form (3.10) are considered. Thus the cases where $d \geq 2$ are usually not studied in the theory of partial differential equations. However, for vector valued problems, these more general conditions might be relevant as well.

Example 3.9 ($\mathcal{PT}$-symmetric point interaction). Consider the boundary conditions defined by

$$A_\tau = \begin{bmatrix} 1 & -e^{i\tau} \\ 0 & 0 \end{bmatrix} \quad \text{and} \quad B_\tau = \begin{bmatrix} 0 & 0 \\ 1 & e^{-i\tau} \end{bmatrix} \quad \text{for} \quad \tau \in [0, \pi/2].$$

Let $\mathcal{G}$ be a graph consisting of two external edges $\mathcal{E} = \{e_1, e_2\}$ and one vertex $\partial(e_1) = \partial(e_2)$. Identifying the graph with the real line and the vertex with zero, the boundary conditions correspond to $\psi(0+) = e^{i\tau}\psi(0-)$ and $\psi'(0+) = e^{-i\tau}\psi'(0-)$. This example is included in the study of $\mathcal{PT}$-symmetric point interactions in [9] and was further investigated in [10] and [11, 34].

For $\tau = \pi/2$, these boundary conditions are irregular, and for $\tau \in [0, \pi/2)$ they define regular boundary conditions with $k$-independent Cayley transform

$$\Xi(A_\tau, B_\tau, k) = \frac{1}{\cos(\tau)} \begin{bmatrix} i \sin(\tau) & 1 \\ 1 & -i \sin(\tau) \end{bmatrix}. $$

Moreover, one has

$$\Xi(A_\tau, B_\tau, k) = \frac{-1}{2\cos(\tau)} \begin{bmatrix} 1 & 1 \\ e^{-i\tau} & -e^{i\tau} \end{bmatrix} \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix} \begin{bmatrix} -e^{i\tau} & -1 \\ e^{-i\tau} & 1 \end{bmatrix} \quad \text{for} \quad \tau \in [0, \pi/2).$$

Therefore, for the equivalent boundary conditions given by

$$A_{\Xi} = -\frac{1}{2}(\Xi - 1) \quad \text{and} \quad B_{\Xi} = \frac{1}{2}(\Xi + 1),$$

one has the quasi-Weierstrass normal form

$$A_{\Xi} = G_\tau^{-1} \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix} G_\tau \quad \text{and} \quad B_{\Xi} = G_\tau^{-1} \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} G_\tau \quad \text{with} \quad G_\tau = \frac{i}{\sqrt{2\cos(\tau)}} \begin{bmatrix} -e^{i\tau} & -1 \\ -e^{-i\tau} & 1 \end{bmatrix}. $$

In particular, this is an example of quasi-sectorial boundary conditions which are not in the form (3.2), compare also [12, Example 3.5 ff.].
Example 3.10 (Intermediate boundary conditions). Consider regular boundary conditions defined by

\[
A = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} 0 & 0 \\ -1 & 0 \end{bmatrix}.
\]

These boundary conditions are already in quasi-Weierstrass normal form with \( m = 0 \) and nilpotent \( N_B = B \), i.e., \( B^2 = 0 \). On the interval \([0,1]\) this corresponds to \( \psi(0) = 0 \) and \( \psi(1) - \psi'(0) = 0 \), and since \( \dim \mathcal{M}(A,B) = 2 \) and \( \det(A + ikB) = 1 \) for all \( k \in \mathbb{C} \), i.e., \( A, B \) are regular with Cayley transform

\[
\Xi(k; A, B) = -\begin{bmatrix} 1 & 0 \\ 2ik & 1 \end{bmatrix}, \quad k \in \mathbb{C}.
\]

This example will be discussed further in Subsection 4.1 as a typical case for regular but non-quasi-sectorial boundary conditions. It can be found in [35, p.383] as well as in [36, Ex. XIX.6(d)], and it has been discussed also in [12, Ex. 3.6]. There, it is an example of so-called intermediate boundary conditions.

3.3. Topology of boundary condition

The complex Grassmanian \( \text{Gr}(n,m) \) is the set of all \( n \)-dimensional complex subspaces of \( \mathbb{C}^m \). Using unitary groups, it can be identified with

\[
\text{Gr}(n,m) = U(m)/(U(n) \times U(m-n))
\]

which induces also a differentiable structure on \( \text{Gr}(n,m) \) which makes it a compact manifold with real dimension \( \dim \text{Gr}(n,m) = n(m-n) \). Here, each boundary condition defined by \( \mathcal{M} = \mathcal{M}(A,B) \) can be identified with a point \( \mathcal{M} \in \text{Gr}(d,2d) \). A metric on \( \text{Gr}(d,2d) \) is defined by

\[
d(\mathcal{M}, \mathcal{M}') = \| P_M - P_{M'} \|, \quad \mathcal{M}, \mathcal{M}' \in \text{Gr}(d,2d),
\]

where \( P_M \) and \( P_{M'} \) are the orthogonal projections in \( \mathbb{K}^2 \) onto \( \mathcal{M} \) and \( \mathcal{M}' \), respectively.

Remark 3.11. It is a classical result from extension theory that the set of self-adjoint boundary conditions can be parametrized by \( U(d) \) which is a submanifold of \( \text{Gr}(d,2d) \) with real dimension \( d^2 \) while the manifold of all boundary conditions with \( \dim \mathcal{M} = d \) is \( \text{Gr}(d,2d) \cong U(2d)/(U(d) \times U(d)) \) which has real dimension \( 2d^2 \).

Parts of the following lemma are covered by [29, Lemma 3.2]. It allows one to draw back convergence in \( \text{Gr}(d,2d) \) to convergence in \( \text{Hom}(\mathcal{K}) \).

Lemma 3.12 (Convergence of boundary conditions). Let \( A, B \in \text{Hom}(\mathcal{K}) \).

(a) Then one has that \( \dim \mathcal{M}(A,B) = d \) if and only if \( AA^* + BB^* \) is invertible.

(b) For \( \dim \mathcal{M}(A,B) = d \) the orthogonal projection in \( \mathbb{K}^2 \) on \( \mathcal{M}(A,B)^\perp \) is given by

\[
P_{\mathcal{M}(A,B)^\perp} = \begin{bmatrix} A^* \\ B^* \end{bmatrix} (AA^* + BB^*)^{-1} \begin{bmatrix} A \\ B \end{bmatrix}.
\]
(c) If \((A_n)_{n \in \mathbb{N}}\) and \((B_n)_{n \in \mathbb{N}}\) are sequences in Hom \((K)\) with \(\dim \mathcal{M}(A_n, B_n) = d\) for all \(n \in \mathbb{N}\) and \(A_n \to A\) and \(B_n \to B\) as \(n \to \infty\) in Hom \((K)\), where \(\dim \mathcal{M}(A, B) = d\), then \(P_{\mathcal{M}(A_n, B_n)} \to P_{\mathcal{M}(A, B)}\) as \(n \to \infty\).

**Proof.** Lemma 3.2 in [29] deals with the necessary condition in (a). For completeness, the proof is repeated here. First, note that

\[
\mathcal{M}(A, B)^\perp = \text{Ker} (A, B)^\perp = \text{Ran} \left[ \begin{array}{c} A^* \\ B^* \end{array} \right] \subset K^2,
\]

and since \(\dim K^2 = 2d\), one has that \(\dim \mathcal{M}(A, B) = d\) if and only if \(\dim \mathcal{M}(A, B)^\perp = d\). By the dimension formula

\[
\dim \text{Ran} \left[ \begin{array}{c} A^* \\ B^* \end{array} \right] = d - \dim \text{Ker} \left[ \begin{array}{c} A^* \\ B^* \end{array} \right],
\]

and hence \(\dim \mathcal{M}(A, B) = d\) if and only if

\[
\text{Ker} \left[ \begin{array}{c} A^* \\ B^* \end{array} \right] = \text{Ker} A^* \cap \text{Ker} B^* = \{0\},
\]

which is equivalent to the invertibility of \(AA^* + BB^*\). This can be seen for instance from the form defined by \(\xi \mapsto \langle B^* \xi, B^* \xi \rangle_K + \langle A^* \xi, A^* \xi \rangle_K\).

For (b) it is now straightforward to check, that

\[
\text{Ran} \ P_{\mathcal{M}(A, B)^\perp} = \mathcal{M}(A, B)^\perp, \quad P_{\mathcal{M}(A, B)^\perp}^2 = P_{\mathcal{M}(A, B)^\perp}, \quad \text{and} \quad P_{\mathcal{M}(A, B)^\perp} = P_{\mathcal{M}(A, B)^\perp}^n.
\]

The convergence in (c) follows directly from the formula for the projection since \(P_{\mathcal{M}(A, B)} = I - P_{\mathcal{M}(A, B)^\perp}\) and the continuity of the composition and inversion operators.

---

**Corollary 3.13** (Characterization of regular boundary conditions). The boundary conditions defined by \(A, B \in \text{Hom} (K)\) are regular if and only if both

\[ AA^* + BB^* \quad \text{and} \quad A^* A + B^* B \]

are invertible.

**Proof.** In [12, Proposition 3.3] it has been shown that \(A, B\) define regular boundary conditions if and only if \(\dim(\mathcal{M}(A, B)) = d\) and \(\text{Ker} A \cap \text{Ker} B \neq \{0\}\), where by Lemma 3.12 the condition \(\dim(\mathcal{M}(A, B)) = d\) is equivalent to the invertibility of \(AA^* + BB^*\). Moreover, \(\text{Ker} A \cap \text{Ker} B \neq \{0\}\) is equivalent to the invertibility of \(A^* A + B^* B\).

**Remark 3.14.** To illustrate that there is no implication between the two conditions in Corollary 3.13, consider \(A, B\) which define irregular boundary conditions, i.e., \(\dim(\mathcal{M}(A, B)) = d\), or equivalently by Lemma 3.12 \(\text{Ker} A^* \cap \text{Ker} B^* = \{0\}\), and \(\text{Ker} A \cap \text{Ker} B \neq \{0\}\), for example

\[
A = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix}.
\]
The other way round considering the boundary conditions defined by $A^*, B^*$, one
observes that since $A$, $B$ define irregular boundary conditions the pencil $A - \lambda B$ is
irregular as well, and it follows by taking adjoints that det$(A^* - \tilde{\lambda} B^*) = 0$ for all $\lambda \in \mathbb{C}$, 
and hence also the pencil $A^* - \tilde{\lambda} B^*$ is irregular, and Ker $A^* \cap$ Ker $B^* = \{0\}$, but these
boundary conditions violate the rank condition, i.e., by Lemma 3.12 Ker $A \cap$ Ker $B \neq \{0\}$. Note that in general $\Delta(A, B)^* \neq \Delta(A^*, B^*)$ while equality holds for boundary conditions of the form (3.2), compare [12, Subsections 3.6 and 3.7]. Taking $A = B = 0$, one sees that there are boundary conditions satisfying neither of both conditions.

**Proposition 3.15.** The set of regular boundary conditions is an open, connected and dense
submanifold of Gr$(d, 2d)$. For $d \geq 2$ the set of quasi-sectorial boundary conditions is a
dense subset, and neither open nor closed.

**Proof.** By Corollary 3.13

\[
\mathbb{C}^{d \times 2d}_{\text{reg}} := \{(A, B) \in \mathbb{C}^{d \times 2d} : A, B \text{ define regular boundary conditions}\}
\]

\[
= \{(A, B) \in \mathbb{C}^{d \times 2d} : |\det(AA^* + BB^*)| + |\det(A^*A + B^*B)| \neq 0\},
\]

and since $(A, B) \mapsto |\det(AA^* + BB^*)| + |\det(A^*A + B^*B)|$ is continuous $\mathbb{C}^{d \times 2d}_{\text{reg}} \subset \mathbb{C}^{d \times 2d}$
is an open submanifold. Now, consider the quotient map

\[q : \mathbb{C}_d^{d \times 2d} := \{(A, B) \in \mathbb{C}^{d \times 2d} : \text{Rank} (A, B) = d\} \to \text{Gr}(d, 2d), (A, B) \mapsto \mathcal{M}(A, B),\]

which identifies $q(A, B) = q(A', B')$ if $\mathcal{M}(A, B) = \mathcal{M}(A', B')$. By Lemma 3.12 this is con-
tinuous, and in fact the topology on Gr$(d, 2d)$ coincides with the quotient topology induced by $q$. Hence the set of regular boundary conditions $q(\mathbb{C}^{d \times 2d}_{\text{reg}}) \subset \text{Gr}(d, 2d)$ is open.

Following the idea in the proof [12, Theorem 3.10], one can show that any boundary
conditions $A, B$ with dim$\mathcal{M}(A, B) = d$ can be approximated by

\[A_\varepsilon := A \quad \text{and} \quad B_\varepsilon := B + \varepsilon P_{\ker B}, \quad \varepsilon > 0,
\]

where $P_{\ker B}$ is the orthogonal projection in $K$ to Ker $B$. In particular $A_\varepsilon, B_\varepsilon$ define
quasi-sectorial boundary conditions which implies the density of quasi-sectorial boundary
conditions.

To prove that the set of regular boundary conditions in Gr$(d, 2d)$ is connected, con-
consider for regular boundary conditions $A, B$ the decomposition of $A$ with respect to
Ker $A$ and $(\text{Ker} A)^\bot$ and define

\[A_\varepsilon := \begin{bmatrix} P_{(\text{Ker} A)^\bot}AP_{(\text{Ker} A)^\bot} & 0 \\ P_{\ker A}AP_{(\text{Ker} A)^\bot} & \varepsilon P_{\ker A} \end{bmatrix} \quad \text{and} \quad B_\varepsilon := (1 - \varepsilon)B, \quad \varepsilon \in [0, 1]
\]

where $A_0 = A, B_0 = B$ and $A_\varepsilon$ is invertible for all $\varepsilon \in (0, 1]$, hence $(A_\varepsilon, B_\varepsilon)$ is regular for
all $\varepsilon \in [0, 1]$. The map

\[\gamma : [0, 1] \to \mathbb{C}_d^{d \times 2d}, \varepsilon \mapsto (A_\varepsilon, B_\varepsilon), \quad \text{hence also } q \circ \gamma : [0, 1] \to \text{Gr}(d, 2d), \varepsilon \mapsto \mathcal{M}(A_\varepsilon, B_\varepsilon)
\]
is continuous. Moreover, $A_1$ is invertible and $B_1 = 0$, so $\mathcal{M}(A_1, B_1)$ defines the regular
Dirichlet boundary conditions, and hence the manifold of regular boundary conditions is connected, and in fact even star shaped.
To show that the set of quasi-sectorial boundary conditions is not closed for \( d \geq 2 \), consider for instance
\[
A = \mathbb{1}, \quad B = N, \quad \text{and} \quad A_e = \mathbb{1}, \quad B_e = N + \varepsilon \mathbb{1} \quad \text{for} \ \varepsilon > 0.
\]

Then for nilpotent \( N \), the matrices \( A, B \) define regular but not quasi-sectorial boundary conditions while \( A_e, B_e \) define quasi-sectorial boundary conditions for \( \varepsilon > 0 \) because then \( B_e \) is invertible. However, \( \mathcal{M}(A, B) \to \mathcal{M}(A, B) \) in \( \text{Gr}(d, 2d) \) by Lemma 3.12, see also the proof of [12, Theorem 3.10].

Conversely, to show that the set of non-quasi-sectorial boundary conditions in \( \text{Gr}(d, 2d) \) is not closed for \( d \geq 2 \), let
\[
A = \mathbb{1}, \quad B = 0, \quad \text{and} \quad A_e = \mathbb{1}, \quad B_e = \varepsilon N \quad \text{for} \ \varepsilon > 0.
\]

Then \( A, B \) define quasi-sectorial boundary while for nilpotent \( N \) the matrices \( A_e, B_e \) define regular but non-quasi-sectorial boundary conditions for \( \varepsilon > 0 \) since then \( \varepsilon N \) is nilpotent, but \( \mathcal{M}(A_e, B_e) \to \mathcal{M}(A, B) \) in \( \text{Gr}(d, 2d) \) again by Lemma 3.12.

### 3.4. Comparison to the Birkhoff-Tamarkin theory

A now classical theory for boundary value problems on intervals has been initiated at the beginning of the 20th century by Birkhoff in the works [35, 37] and then continued by Tamarkin [38] and many others. It is elaborated in classical textbooks like [36, Chapter XIX] or [39]. The Birkhoff-Tamarkin theory focuses on the convergence of the eigenfunction expansion for non-self-adjoint boundary conditions. This theory is still developing, see for instance [40], and also [41] for a survey on Birkhoff-irregular problems, and the respective references therein, and it also ramified including parameter dependent eigenvalue problems, see, e.g. [42].

Central to the Birkhoff-Tamarkin theory is a notion of regularity of boundary conditions often referred to as Birkhoff-regularity which is related to the behavior of determinants related to the eigenvalue equation. The Birkhoff-Tamarkin theory applies to general \( n \)-th order differential operators on intervals. Note that for the second derivative operator on an interval \([0, a]\) this is different from the notion of regularity promoted here, compare [12, Subsection 3.3]. The difference can be illustrated also using [36, page 2344f.] where all Birkhoff-irregular boundary conditions consisting of two linearly independent conditions are characterized to be of the form
\[
\begin{align*}
\psi'(0) + \gamma \psi'(a) + \alpha \psi(0) + \beta \psi(a) &= 0 \quad \text{and} \quad \psi(0) - \gamma \psi(a) = 0, \quad \text{or} \\
\psi'(a) + \gamma \psi'(0) + \alpha \psi(0) + \beta \psi(a) &= 0 \quad \text{and} \quad \psi(a) - \gamma \psi(0) = 0, \quad \alpha, \beta, \gamma \in \mathbb{C},
\end{align*}
\]
where the terms \( +... \) in [36, page 2344f.] are interpreted here as the terms with \( \alpha \) and \( \beta \). In matrix form the first line translates to
\[
A = \begin{bmatrix} 1 & -\gamma \\ \alpha & \beta \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} 0 & 0 \\ 1 & -\gamma \end{bmatrix}.
\]

This is irregular in the sense of Definition 3.2 if \( \ker A \cap \ker B \neq \{0\} \) since \( \text{rank}(A \ B) = 2 \) for any \( \alpha, \beta, \gamma \in \mathbb{C} \). One has \( \ker A \cap \ker B \neq \{0\} \) if and only if \( \alpha = \beta = \gamma = 0 \)
\( \beta = 0 \) or \( \beta = -\gamma \). If \( \beta + \gamma \neq 0 \) then \( A \) is invertible, and equivalent boundary conditions are given by

\[
A' = 1 \quad \text{and} \quad B' = A^{-1}B = \frac{1}{\beta + \gamma} \begin{bmatrix} \gamma & -\gamma^2 \\ 1 & -\gamma \end{bmatrix},
\]

where \( (B')^2 = 0 \), and hence these boundary conditions are regular but not quasi-sectorial.

The other way round, in [36, page 2344f.] it is also elaborated that all Birkhoff-regular boundary conditions fall under one of the following categories:

(a) \( \psi'(0) + \) first order terms = 0 and \( \psi'(a) + \) first order terms = 0, that is, in the formalism presented here this translates to \( B = 1 \), where \( A \) can be arbitrary. Hence these boundary conditions is quasi-sectorial.

(b) \( \psi(0) = 0 \) and \( \psi(a) = 0 \), that is, one has the self-adjoint Dirichlet boundary conditions, which are in particular quasi-sectorial.

(c1) \( \psi'(0) + \gamma \psi'(1) + \) first order terms = 0 and \( \psi(a) = 0 \) for \( \gamma \in \mathbb{C} \), that is, in the first case

\[
A = \begin{bmatrix} a_{11} & 0 \\ 0 & 1 \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} 1 & -\gamma \\ 0 & 0 \end{bmatrix},
\]

where for \( a_{11} = 0 \) one has \( m = d = 2 \) in the quasi-Weierstrass normal form, and hence quasi-sectorial boundary conditions, and for \( a_{11} \neq 0 \), one has equivalent boundary conditions \( A' = 1 \) and \( B' = \frac{1}{a_{11}}B \). Here, one observes that \( B' \) is not nilpotent and hence this is already the quasi-Weierstrass normal form with \( m = d = 2 \) and \( L = B' \), and in particular these are quasi-sectorial.

(c2) \( \psi'(0) + \gamma \psi'(1) + \) first order terms = 0 and \( \psi(0) + \beta \psi(a) = 0 \) for \( \beta, \gamma \in \mathbb{C} \), with \( \beta \neq -\gamma \), that is,

\[
A = \begin{bmatrix} 0 & a_{12} \\ 1 & \beta \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} 1 & -\gamma \\ 0 & 0 \end{bmatrix}.
\]

If \( a_{12} \neq 0 \), then \( A \) is invertible and one can consider equivalently

\[
A' = 1 \quad \text{and} \quad B' = A^{-1}B = \frac{1}{-a_{12}} \begin{bmatrix} \beta & -\beta \gamma \\ -1 & -\gamma \end{bmatrix},
\]

where \( B' \) is not nilpotent, and using the same argument as above, it follows that these are then quasi-sectorial. If \( a_{12} = 0 \), then \( \dim \ker A = 1 \), and, therefore, \( m = d = 2 \) in the quasi-Weierstrass normal form, and hence one is in the quasi-sectorial case again. In case (c1) and case (c2), the corresponding conditions interchanging the endpoints of the interval, lead to the same result.

Summarizing the above, one concludes that for the Laplacian on a compact interval, the notions of Birkhoff-regularity and quasi-sectoriality agree.

Furthermore, there is a characterization of Birkhoff-regularity by means of estimates on the Green’s function \( r_{A,B}(\cdot, \cdot; k^2) \) to the boundary value problem \( (-\Delta(A,B) - k^2)\psi = f \) for \( f \in L^2([0,a]; \mathbb{C}) \) and \( k^2 \in \mathbb{C} \), where one considers pointwise estimates of the type...
\[ |r_{A,B}(x,y;k^2)| \leq C|k|^{(x-1)/2}, \quad (3.11) \]

for a constant \( C > 0 \) and \( x \geq 0 \). Then, the boundary value problem is Birkhoff-regular if (3.11) holds for \( x = 0 \) and for \( k^2 \) along a halfline in the upper half plane, see for instance [41, Lemma 2.2]. If such estimate hold for \( x > 0 \), then it is called Stone-regular (or also almost regular [43] or mildly irregular [44]) of order \( x \), see [41, Section 2] for a comprehensive survey. From the discussion of the Green’s function or resolvent kernel \( r_{A,B} \) in Subsection 4.4 below, one concludes that for the Laplacian on a compact interval, the notions of Birkhoff-regularity and quasi-sectoriality agree, while the regular but non-quasi-sectorial boundary conditions are Birkhoff-irregular but Stone-regular for some \( x \in \mathbb{N} \), where the minimal \( x \) is determined by the nilpotent part in the quasi-Weierstrass normal form. Irregular boundary conditions correspond to Stone-irregular boundary conditions.

The above considerations are restricted to a compact interval. However, there is also a system version of the Birkhoff-Tamarkin theory which is presented for instance in the book by Naimark [39, Chapter III S 8.4]. To highlight the difference to the theory presented here, consider the second derivative operator on two intervals \([0, 1]\) with boundary conditions

\[
A = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & -1 \\ 0 & 0 & 0 & 0 \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 \end{bmatrix}.
\]

This corresponds to

\[
\varphi_1(0) = 0, \quad \varphi_2(0) = 0, \quad \text{and} \quad \varphi_1(1) = \varphi_2(1), \quad \varphi'_1(1) = -\varphi'_2(1),
\]

and \(-\Delta(A,B)\) is equivalent to the Dirichlet Laplacian on \([0, 2]\), where one identifies the two copies of \([0, 1]\) glued together at their endpoints with the interval \([0, 2]\).

Translating this into the formalism of Naimark, one has in its notation \( n = 2 \) (order of the operator) and \( m = 2 \) (number of edges), and the boundary conditions are of the form

\[
U_1(\varphi) = U_{10}(\varphi) + U_{11}(\varphi), \quad \text{and} \quad U_2(\varphi) = U_{20}(\varphi) + U_{21}(\varphi),
\]

where for the orders of the boundary conditions \( k_0 = 0 \) and \( k_1 = 1 \) one has

\[
U_{10}(\varphi) = A_1 \varphi(0), \quad U_{11}(\varphi) = B_1 \varphi(1), \quad \text{and} \quad U_{20}(\varphi) = A_2 \varphi'(0) + A_{20} \varphi(0),
\]

\[
U_{21}(\varphi) = B_2 \varphi'(1) + B_{20} \varphi(1)
\]

with

\[
A_1 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad B_1 = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}, \quad A_2 = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}, \quad A_{20} = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}, \quad B_2 = \begin{bmatrix} 0 & 0 \\ 1 & 1 \end{bmatrix}, \quad B_{20} = \begin{bmatrix} 1 & -1 \\ 0 & 0 \end{bmatrix}.
\]

Then regularity of the boundary conditions is defined with \( \omega_1 = i \) and \( \omega_2 = -i \) via

\[
\Phi(s) = \begin{bmatrix} (A_1 + sB_1)\omega_1^{k_1} & (A_1 + (1/s)B_1)\omega_2^{k_1} \\ (A_2 + sB_2)\omega_1^{k_1} & (A_2 + (1/s)B_2)\omega_2^{k_1} \end{bmatrix} = \begin{bmatrix} 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ is & is & -is & -is \end{bmatrix}, \quad s \in \mathbb{C},
\]
where boundary conditions are regular if for
\[
\det \Phi(s) = \varphi_{-2}s^{-2} + \varphi_{-1}s^{-1} + \varphi_0 + \varphi_1s + \varphi_2s^2
\]
one has \( \varphi_{-2} \neq 0 \) and \( \varphi_2 \neq 0 \). This is not satisfied here since \( \det \Phi(s) = 0 \).

Herefrom, one sees that the notion of Birkhoff-regularity for systems can produce artifacts when inserting artificial vertices. This indicates that this notion of regularity is not always compatible with a geometric interpretation of a system of ordinary differential equations such as graphs, and when looking for generators of \( C_0 \)-semigroups it leaves out many relevant cases. Moreover, while the Birkhoff-regularity is a powerful tool to check for Riesz basis properties of eigenfunctions, its verification is usually quite laborious. In contrast using for instance Corollary 3.13, one can check for regularity in the sense of Definition 3.2 on the level of linear algebra.

**Remark 3.16.** As pointed out above, for the case of one compact interval the notions of Birkhoff-regularity and quasi-sectoriality introduced here agree. This equivalence has been quite a surprise to the author, and it invites to some speculative outlook. First, the generalization of quasi-sectorial boundary conditions to differential operators of even order might be feasible, and replacing the quite complicated Birkhoff regularity condition by some simple criteria on the line of Corollary 3.13 might be advantageous for applications. Second, one of the key features of Birkhoff-regular operators is the existence of a Riesz basis of eigenvectors. Interpreting operators with quasi-sectorial boundary conditions as a generalization of Birkhoff-regular operators on intervals, it is tempting to conjecture the existence of Riesz basis (more likely with than without parenthesis) for such operators on compact finite metric graphs.

### 4. Semigroup generation

Using the notion of quasi-sectorial boundary conditions introduced in Definition 3.5, one obtains a complete picture for which Laplacians the first and second order Cauchy problems
\[
\partial_t \psi - \Delta(A,B)\psi = 0, \quad t > 0, \quad \psi(0) = \psi_0, \quad \text{and}
\]
\[
\partial^2_t \psi - \Delta(A,B)\psi = 0, \quad t > 0, \quad \psi(0) = \psi_0, \quad \psi_t(0) = \varphi_0,
\]
are well-posed in terms of \( C_0 \)-semigroups, analytic semigroups, and \( C_0 \)-cosine operator functions, see, e.g. [45] for the definitions, and also [46] for a discussion of the differences between cosine families and semigroups. Note that the same set of boundary conditions can be imposed on finite metric graphs with different geometries as illustrated in Figure 3, where moreover, the length of the internal edges can be varied. However, the

![Figure 3. Same boundary conditions for different geometries.](image)
characterization given below depends only on the boundary conditions and not on the geometry.

**Theorem 4.1** (Characterization of generators of $C_0$-semigroups). Let $(\mathcal{G}, \alpha)$ be a finite metric graph. Then $\Delta(A,B)$ is the generator of a $C_0$-semigroup in $L^2(\mathcal{G}, \alpha)$ if and only if $A$, $B$ define quasi-sectorial boundary conditions in the sense of Definition 3.5. If $\Delta(A,B)$ is the generator of a $C_0$-semigroup in $L^2(\mathcal{G}, \alpha)$, then this semigroup extends to an analytic semigroup, and $\Delta(A,B)$ generates also a $C_0$-cosine operator function.

The proof of this theorem needs some preparations, and it is completed eventually in Subsection 4.6 below.

**Remarks 4.2.**

(a) Generators of $C_0$-cosine operator functions generate also $C_0$-semigroups, see [45, Theorem 3.14.17 and its proofs]. Therefore, Theorem 4.1 characterizes also the generators of $C_0$-cosine operator functions, and since analytic semigroups are in particular $C_0$-semigroups, it characterizes also generators of analytic semigroups, where in both cases $\Delta(A,B)$ defines a generator if and only if the boundary conditions defined by $A$, $B$ are quasi-sectorial.

(b) Note that Theorem 4.1 deals with general $C_0$-semigroups with $\left\| e^{\Delta(A,B)t} \right\| \leq C e^{\mu t}, \ t \geq 0, \ \text{for some} \ C > 0 \ \text{and} \ \mu \in \mathbb{R}$.

The question when one can chose $C = 1$, i.e., when $\Delta(A,B)$ is quasi-dissipative (or equivalently $-\Delta(A,B)$ is quasi-accretive) has been discussed in [32, Theorem 3.1], and this is the case if and only if there are equivalent boundary conditions of the form (3.2). For this case, bounds on $\mu > 0$ are discussed in [47]. The semigroup is bounded if one can chose $\mu = 0$, and the case $\mu = 0$ and $C = 1$ has been characterized in [32, Theorem 3.2]. The boundedness of the semigroup, that is the case for general $C > 0$ and $\mu \leq 0$, has been addressed at least for point interactions in [33, Theorem 3.1 (d)].

There has been a number of results on some classes of boundary conditions defining generators of analytic semigroups, see, e.g. [4, 15, 16, 29] which, however, do not include a characterization. Some boundary conditions of the form (3.2) defining generators of $C_0$-cosine operator function are considered also in [4], and also in [48] using different methods and considering more general elliptic second order operators on graphs. Apart from this, there is an extensive literature on the wave equation on networks, see, e.g. [2, 3, 15, 49–54] and the references therein, and even more so for the heat equations, see, e.g. [29, 55–59] and the many the references given therein.

### 4.1. Nilpotent matrices and resolvent estimates

Before discussing the proof of Theorem 4.1, it is instructive to have a closer look on the mechanism which prevents certain regular non-quasi-sectorial boundary conditions from defining a generator of a $C_0$-semigroup. Consider the interval $[0,1]$ and as in Example 3.10 the regular boundary conditions defined by $\psi(0) = 0$ and $\psi(1) - \psi'(0) = 0$, i.e.,

...
By Lemma 3.7 and Theorem 4.17 $\Delta(A, B)$ does not generate a $C_0$-semigroup on $L^2(G, q)$. This is an illustrative example for regular but non-quasi-sectorial boundary conditions. It stands here as an exemplification of boundary conditions of the type $A = 1$ and $B = N$ where $N$ is nilpotent.

The same boundary conditions defined by $A$, $B$ given above can also be considered on a graph with only two external edges, i.e., $\mathcal{I} = \emptyset$ and $|\mathcal{E}| = 2$ with $\mathcal{E} = e_1 \cup e_2$. Then the resolvent kernel is given by

$$r_M(x, y; k) = \frac{i}{2k} \begin{pmatrix} e^{ik|x_1-y_1|} & 0 \\ 0 & e^{ik|x_2-y_2|} \end{pmatrix} + \begin{pmatrix} 0 & 0 \\ e^{ikx_1} & 0 \end{pmatrix} \mathcal{Z}(k; A, B) \begin{pmatrix} e^{iky_1} & 0 \\ 0 & e^{iky_2} \end{pmatrix}.$$

Therefrom, the strategy of the proof of Theorem 4.1 becomes apparent when one takes into account Lemma 3.7, see also [33, Lemma 5.3]. In particular in the case considered here, for $k = i\kappa$ with $\kappa \to \infty$, the resolvent does not exhibits the decay $(-\Delta(A, B) + \kappa^2)^{-1} \sim O(1/\kappa^2)$ necessary for semigroup generators.

For a more heuristic interpretation one can consider the resolvent problem

$$(-\Delta(A, B) - k^2)\psi = f$$

more directly using the Dirichlet Laplacian $-\Delta(1, 0)$ on $[0, 1]$. Then using the Ansatz

$$\psi = \psi_1 + \psi_0,$$

where $\psi_1 = (-\Delta(1, 0) - k^2)^{-1}f$, $\text{Im } k > 0$,

one finds that

$$\psi_0(x) = \sin(kx) \frac{\psi_1'(0)}{\sin(k) - 1}, \quad \text{Im } k > 0,$$

and since $-\Delta(1, 0)\psi_1 = f + k^2\psi_1$, where $-\Delta(1, 0) = D_0^*D_0$ with $D_0\psi = \psi'$ and Dom $(D_0) = H_0^1([0, 1]; \mathbb{C})$,

$$\psi'(x) = (D_0^*)^{-1}(f + k^2\psi_1)(x) = \int_x^1 f(y) + k^2\psi_1(y) dy,$$

where $(D_0^*)^{-1} : L^2([0, 1]) \to \text{Ran } D_0$. Using the trace or evaluation operator $\gamma_0$ which maps $\psi \mapsto \psi(0)$, this implies that

$$|\psi_1'(0)| = |\gamma_0 \circ (D_0^*)^{-1}(f + k^2\psi_1)| \leq \|\gamma_0 \circ (D_0^*)^{-1}\|_{L(L^2; \mathbb{C})} \left(\|f\|_{L^2} + \|k^2(-\Delta(1, 0) - k^2)^{-1}f\|_{L^2}\right) \leq C\|f\|_{L^2}$$

for some $C > 0$ and any $k^2 \in \mathbb{C} \setminus \Sigma_{0, \theta}$ for $\theta \in (0, \pi/2)$, where $\Sigma_{0, \theta} := \{z \in \mathbb{C} : \text{arg}(z) \leq \theta\}$. Here one uses that the trace operator $\gamma_0 : H^1([0, 1]; \mathbb{C}) \to \mathbb{C}$ is bounded,

$$\text{Ran } (D_0^*)^{-1} = \{\psi \in H^1([0, 1]; \mathbb{C}) : \int_{[0, 1]} \psi = 0\},$$

and hence $\gamma_0 \circ (D_0^*)^{-1} \in L(L^2(G, q); \mathbb{C})$, and that the Dirichlet Laplacian generates an analytic semigroup. Summarizing, the trace $\psi_1'(0)$ is given as a 0-th order operator applied to $f$ the norm of which can be estimated independent of $k$. 

$$A = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \text{ and } B = \begin{bmatrix} 0 & 0 \\ -1 & 0 \end{bmatrix}, \quad \text{where } \mathcal{Z}(k; A, B) = -\begin{bmatrix} 1 & 0 \\ 2ik & 1 \end{bmatrix}, \quad k \in \mathbb{C}. $$
More concretely, choosing for instance an eigenfunction of the Dirichlet Laplacian as right hand side

\[ f_j(x) = \sin(\pi \kappa x), \quad \kappa \in \mathbb{N}, \]  

then \( \psi_j(x; \kappa) = \frac{\sin(\pi \kappa x)}{\pi^2 \kappa^2 - \kappa^2} \) and \( \psi'_1(0; \kappa) = \frac{\pi l}{\pi^2 \kappa^2 - \kappa^2} \), if \( \kappa^2 \neq \kappa^2 \pi^2 \). Then for \( k = i \kappa \)

\[ \| \psi_j(\cdot; \kappa) \| = \mathcal{O}(1/\kappa^2) \quad \text{while} \quad \| \psi'_0(\cdot; \kappa) \| = |\psi'_1(0; \kappa)| \mathcal{O}(1/\sqrt{\kappa}) = \mathcal{O}(1/\kappa^{3/2}) \quad \text{as} \quad \kappa \to \infty. \]

The role of the Dirichlet problem and the behavior of the trace of the derivative of its solution become even more apparent when \( A, B \) given above are considered on a graph with only two external edges, i.e., \( I = \emptyset \) and \( |E| = 2 \) with \( E = e_1 \cup e_2 \). Then the resolvent problem can be rewritten to a coupled system

\[
\begin{align*}
\left(-\frac{d^2}{dx_1^2} - k^2\right) \psi_1 &= f_1, & \psi_1(0) &= 0, \\
\left(-\frac{d^2}{dx_1^2} - k^2\right) \psi_2 &= f_2, & \psi_2(0) &= \psi'_1(0). 
\end{align*}
\]

This can be solved iteratively, to obtain first, using the Dirichlet Laplacian \(-\Delta(1, 0)\) on \([0, \infty)\), that

\[ \psi_1 = (-\Delta(1, 0) - k^2)^{-1} f_1 \quad \text{if} \quad \text{Im} \ k > 0. \]

The second equation is then a boundary value problem with inhomogeneous Dirichlet boundary conditions a solution of which is given by

\[ \psi_2(x) = e^{ikx} \psi'_1(0) + ((-\Delta(1, 0) - k^2)^{-1} f_2)(x), \quad x \in e_2, \quad \text{if} \quad \text{Im} \ k > 0, \]

and \( \psi'_1(0) = \gamma_0 \circ \partial_{x_1} (-\Delta(1, 0) - k^2)^{-1} f_1 \), hence \( |\psi'_1(0)| \leq \mathcal{O}(\|f_1\|). \) Now for \( k = i \kappa \) with \( \kappa > 0 \)

\[ \| e^{-\kappa x} \psi'_1(0) \|_{L^2} \lesssim \mathcal{O}(\|f_2\|_{L^2}/\kappa) \quad \text{as} \quad \kappa \to \infty. \]

This resembles the resolvent estimate of a first order operator and not that of a second order operator.

Interchanging \( A \) and \( B \), i.e., one can consider

\[ A = \begin{bmatrix} 0 & 0 \\ -1 & 0 \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \]

and then the resolvent behavior is rather different, Since \( B \) is invertible, this defines quasi-sectorial boundary conditions. The resolvent problem can be rewritten to become

\[
\begin{align*}
\left(-\frac{d^2}{dx_1^2} - k^2\right) \psi_1 &= f_1, & \psi_1(0) &= 0, \\
\left(-\frac{d^2}{dx_1^2} - k^2\right) \psi_2 &= f_2, & \psi'_2(0) &= \psi_1(0), 
\end{align*}
\]
which can be solved iteratively, where now using the Neumann Laplacian \(-\Delta_1(0,1)\) on 
\([0, \infty)\)

\[\psi_1 = (-\Delta_1(0,1) - k^2)^{-1}f_1 \quad \text{for} \quad \text{Im} k > 0.\]

The second equation is then a boundary value problem with inhomogeneous boundary conditions a solution of which is given by

\[\psi_2 = \frac{e^{ik\alpha}}{ik}\psi_1(0) + (-\Delta_2(0,1) - k^2)^{-1}f_2 \quad \text{for} \quad \text{Im} k > 0,
\]

and \(\psi_1(0) = \gamma_0(-\Delta_1(0,1) - k^2)^{-1}f_1\). For \(k = ik\) with \(k > 0\) it follows that

\[|\psi_1(0)| = |\gamma_0(-\Delta_1(0,1) + 1)^{-1/2}(-\Delta_1(0,1) + 1)^{1/2}(-\Delta_1(0,1) + \kappa^2)^{-1}f_1| \leq C(1/\kappa), \quad \kappa \to \infty,
\]

where one uses that the operator \(\gamma_0(-\Delta_1(0,1) + 1)^{-1/2}\) is bounded, and that by interpolation

\[\|(-\Delta_1(0,1) + 1)^{1/2}(-\Delta_1(0,1) + \kappa^2)^{-1}\| \leq C(1/\kappa) \quad \text{as} \quad \kappa \to \infty.
\]

Hence

\[\|e^{-k\alpha}\psi_1(0)\|_\mathcal{L}_2 \leq C(\|f_2\|_\mathcal{L}_2/\kappa^2) \quad \text{as} \quad \kappa \to \infty \]

which is compatible with the properties of \(C_0\)-semigroup generators.

### 4.2. Quadratic forms for quasi-sectorial boundary conditions

In many instances spectral properties of operator can be drawn back to quadratic forms. Here, integration by parts gives

\[\langle -\Delta(A,B)\psi, \psi \rangle = \int_\mathcal{G} |\psi'|^2 + \langle \psi', \psi \rangle, \quad \psi \in \text{Dom}(\Delta(A,B)).\]

If the boundary conditions are of the form (3.2), then

\[\langle \psi', \psi \rangle_{\mathcal{K}} = \langle -LP^\perp\psi, P^\perp\psi \rangle_{\mathcal{K}} \quad \text{for} \quad \psi \in \text{Dom}(\Delta(A,B)),\]

and hence this defines a closable sectorial form the closure of which is associated with

\(-\Delta(A,B)\). However, if this is not the case, then not all the derivative terms at the vertices cancel out, and, therefore, the numerical range is not confined to a sector, see for instance [32]. This can be illustrated in the following example.

**Example 4.3** (\(PT\)-symmetric point interaction—continuation of Example 3.9). Considering the setting of Example 3.9, then the quadratic form defined by the operator \(-\Delta(A_\tau, B_\tau)\) simplifies by integrating by parts and inserting the boundary conditions to become

\[\langle -\Delta(A_\tau, B_\tau)\psi, \psi \rangle = \int_\mathcal{G} |\psi'|^2 + (1 - e^{2i\tau})\psi_2(0)\overline{\psi_2(0)} \quad \psi \in \text{Dom}(-\Delta(A_\tau, B_\tau)).\]

In particular, the derivative term cannot be avoided, and the numerical range is entire \(\mathbb{C}\) for all \(\tau \in (0, \pi/2)\). However, despite the numerical range for \(\tau \in [0, \pi/2)\) the operator \(-\Delta(A_\tau, B_\tau)\) is similar to the self-adjoint Laplacian \(-\Delta(A_0, B_0)\) and hence the generator of an analytic semigroup. Note that \(A_\tau, B_\tau\) define regular boundary conditions with \(k\)-independent Cayley transform. Hence, this is an example of quasi-sectorial boundary conditions which are not in the form (3.2).
This exemplifies also the well-known fact that the numerical range of an operator is not stable under similarity transforms. It underlines that one cannot use always the usual $L^2$-scalar product to relate such operators to forms.

The similarity transform for star graphs introduced in [12, Section 6] gives for the case $I = \emptyset$ with quasi-sectorial boundary conditions a similarity transform to a Laplacian with boundary conditions of the form (3.2). The strategy here for the case $I \neq \emptyset$ is to take this similarity transform as an inspiration for a localization procedure to construct an adjusted scalar product, and thereby to associate quasi-sectorial Laplacians with closed forms in this new setting.

To this end, consider first cutoff functions

$$\chi_+^i, \chi_-^i, \chi_0^i : [0, a_i] \to [0, 1] \quad \text{with} \quad (\chi_+^i)^2 + (\chi_-^i)^2 + (\chi_0^i)^2 \equiv 1 \quad \text{for} \; i \in I, \; \text{and}$$

$$\chi_-^i, \chi_0^i : [0, \infty) \to [0, 1] \quad \text{with} \quad (\chi_-^i)^2 + (\chi_0^i)^2 \equiv 1 \quad \text{for} \; i \in E,$$

such that for $a_{\min} := \min_{i \in I} a_i$ if $I \neq \emptyset$ and $a_{\min} > 0$ arbitrary if $I = \emptyset$, one has

$$\supp \chi_+^i \subset [a_i - a_{\min}/2, a_i], \quad \supp \chi_-^i \subset [0, a_{\min}/2], \quad \supp \chi_0^i \subset [a_{\min}/4, a_i - a_{\min}/4]$$

for $i \in I$, and

$$\supp \chi_-^i \subset [0, a_{\min}/2], \quad \supp \chi_0^i \subset [a_{\min}/4, \infty) \quad \text{for} \; i \in E.$$

Define the auxiliary space

$$\mathcal{H}_{aux} := L^2(G_-) \bigoplus L^2(G_+) \bigoplus L^2(G_E) \bigoplus L^2(G_C) \bigoplus L^2(I; C), \quad c(C) = \begin{cases} I, & C \in \{+, -, \}, \\ E, & C = E. \end{cases}$$

Next, define some auxiliary operators. First, for $\chi_+^i, \chi_-^i, \chi_0^i$ as above let

$$\chi : L^2(G, a) \to \mathcal{H}_{aux}, \quad \psi \mapsto \chi \psi, \quad \chi \psi := \begin{bmatrix} \{\chi_+^i \psi_i\}_{i \in E} \\ \{\chi_-^i \psi_i\}_{i \in I} \\ \{\chi_0^i \psi_i\}_{i \in E \cup I} \end{bmatrix},$$

where the properties of the cutoff functions translates to $\chi^* \circ \chi = 1_{L^2(G, a)}$.

Second, one defines identification operators for $i, j \in E \cup I$ by

$$\mathbb{I}_{ij} : L^2(I_j; C) \to L^2(I_i; C), \quad (\mathbb{I}_{ij} \psi_j)(x) = \begin{cases} \psi_j(x), & x \in I_i \cap I_j, \\ 0, & x \in I_i \setminus I_j, \end{cases}$$

that is, functions on the $j$-th edge are restricted or extended by zero and interpreted as functions on the $i$-th edge. Note that in general $\mathbb{I}_{ii} \mathbb{I}_{ij} \neq \mathbb{I}_{ij}$. Putting these identification operators together one can define for $R, S \in \{E, - +\}$ operators

$$\mathbb{I}_{R, S} = \{\mathbb{I}_{ij}\}_{i \in R, j \in S} : L^2(G_R) \to L^2(G_S).$$

For $G \in \mathbb{C}^{d \times d}$ invertible for $d$ given by (5.3), one has a block structure $G = (G_{R, S})_{R, S \in \{E, - +\}}$, where $G_{R, S} = \mathbb{C}^{\mid R \mid \times \mid S \mid}$ with $C = \{R, S\}$ and $\mid C \mid = \mid I \mid$ for $C \in \{-, +\}$ and $\mid C \mid = \mid E \mid$ for $C = E$. Then one sets
Linearity follows from the linearity of the scalar product in Proof.

Remark 4.5. The relation between the standard scalar product \( \langle \cdot, \cdot \rangle \) and \( \langle \cdot, \cdot \rangle_{G,\chi} \) is given by

\[ \langle \psi, \varphi \rangle_{G,\chi} = \langle \psi, \Theta \varphi \rangle \quad \text{where} \quad \Theta = \chi^*IM_G^*M_GI\chi, \]

and \( \Theta \) is self-adjoint and by Lemma 4.4 positive, and it plays the role of the metric operator.
Now one can relate the operator $-\Delta(A,B)$ for quasi-sectorial boundary conditions $A$, $B$ to a sesquilinear form with respect to the scalar product $\langle \cdot, \cdot \rangle_{G,K}$. Consider
\[
\langle -\psi', \phi \rangle_{G,K} = \langle -\psi', \chi^* IM_G^* M_G I\chi \phi \rangle_{L^2(G)} = \langle \psi', (\chi^* IM_G^* M_G I\chi \phi)' \rangle_{L^2(G)} + \langle \psi', \chi^* IM_G^* M_G I\chi \phi \rangle_K.
\]
Recall that $M_H M_G I\chi \psi = M_{HG} I\chi \psi$ in particular $M_G^* M_G I\chi \psi = M_{G^*} I\chi$. So,
\[
(\chi^* IM_G^* M_G I\chi \psi)' = (\chi')^* IM_G^* I\chi \psi + \chi^* (IM_G^* M_G I\chi \psi)' = (\chi')^* IM_G^* I\chi \psi + \chi^* IM_G^* IM_G I\chi \psi \phi' + \chi^* IM_G^* I\chi \psi',
\]
and with $H := G^* G$
\[
(\chi^* IM_G^* M_G I\chi \psi)(x) = \{ \chi'_e(x_j) H_{\infty, +}^j H_{\infty, -}^j \psi_i(x_i) \}_{i,j \in J} + \{ \chi'_e(x_j) H_{\infty, +}^j H_{\infty, -}^j \psi_i(a_i - x_i) \}_{i,j \in J} + \{ \chi'_e(x_j) H_{\infty, +}^j H_{\infty, -}^j \psi_i(x_i) \}_{i,j \in J} + \{ \chi'_e(x_j) H_{\infty, +}^j H_{\infty, -}^j \psi_i(a_i - x_i) \}_{i,j \in J} + \{ \chi'_e(x_j) H_{\infty, +}^j H_{\infty, -}^j \psi_i(x_i) \}_{i,j \in J} + \{ \chi'_e(x_j) H_{\infty, +}^j H_{\infty, -}^j \psi_i(a_i - x_i) \}_{i,j \in J}.
\]
Hence
\[
\chi^* IM_G^* M_G I\chi \psi = G^* G \phi \quad \text{and} \quad \langle \psi', K^* IM_G^* M_G I\chi \psi \rangle_K = \langle G\psi', G\phi \rangle_K.
\]
The goal of the whole construction is to eliminate the trace term $\psi'$ which appears after integration by parts. Now, recalling that by the quasi-Weierstrass normal form
\[
\text{Dom}(A,B) = \{ \psi \in H^2(G) : (L + P)\psi + P^* G \psi = 0 \},
\]
where $L$, $P$ satisfy (3.2), one obtains for $\text{dom}(\delta_{A,B}) := \{ \psi \in H^1(G) : L^* G \psi = 0 \}$ that
\[
\langle G\psi', G\phi \rangle_K = -\langle L G \psi, G \phi \rangle_K, \quad \psi \in \text{Dom}(\Delta(A,B)), \quad \phi \in \text{dom} (\delta_{A,B}),
\]
and one defines the sesquilinear form for $\psi, \phi \in \text{dom} (\delta_{A,B})$ by
\[
\delta_{A,B}[\psi, \phi] := \langle M_G I\chi \psi', M_G I\chi \phi' \rangle + \langle M_G I\chi \psi', M_G I\chi \phi \rangle + \langle M_G I\chi \psi', M_G I\chi \phi \rangle + \langle M_G I\chi \psi', M_G I\chi \phi \rangle - \langle L G \psi, G \phi \rangle_K.
\]
(4.1)

Recall that a quadratic form $\delta$ in a Hilbert space $H$ with domain $V$ is of Lions type if there is constant $C > 0$ such that $|\text{Im } \delta[\psi]| \leq C \|\psi\|_H \|\psi\|_V$ for all $\psi \in V$, cf. [4, Subsection 6.2].

**Lemma 4.6.** Let $A$, $B$ be quasi-sectorial boundary conditions, then the form $\delta_{A,B}$ is a closed densely defined sectorial form of Lions type in $L^2(G,a)$ with $\langle \cdot, \cdot \rangle_{G,K}$ as scalar product, and $-\Delta(A,B)$ is associated with $\delta_{A,B}$.

**Proof.** Since $\bigoplus_{i \in I \cup J} C_0^\infty (I_i; \mathbb{C}) \subset \text{dom}(\delta_{A,B})$, and $\bigoplus_{i \in I \cup J} C_0^\infty (I_i; \mathbb{C}) \subset L^2(G,a)$ is dense, also $\delta_{A,B}$ is densely defined.
Next, one considers the leading term \( \langle M_G I\chi \psi', M_G I\chi \psi' \rangle \), and one observes that

\[
\text{Im} \left( \langle M_G I\chi \psi', M_G I\chi \psi' \rangle \right) = 0,
\]

\[
\langle M_G I\chi \psi', M_G I\chi \psi' \rangle \leq \|\chi' J M_G \cdot M_G I\chi\|_{\psi'}^2,
\]

\[
\langle M_G I\chi \psi', M_G I\chi \psi' \rangle \geq \|M_G^{-1}\|^{-1} \langle I\chi \psi', I\chi \psi' \rangle = \|M_G^{-1}\|^{-1} \|\psi'\|^2,
\]

where the two estimates are analogous to the ones in the proof of Lemma 4.4. Hence this term defines a densely defined closed symmetric form on \( \text{dom} \delta_{A,B} \). The other terms will be interpreted as relatively bounded perturbations.

For the second and third term one has

\[
|\text{Im} \left( \langle M_G I\chi \psi', M_G I\phi \rangle \right)| \leq \|\langle M_G I\chi \psi', M_G I\phi \rangle\| \leq \|\langle \chi' J M_G \cdot I\chi \rangle\| \|\psi'\| \|\phi\|. \quad \text{and}
\]

\[
|\text{Im} \left( \langle M_G I\chi \psi', M_G I\chi' \phi \rangle \right)| \leq \|\langle M_G I\chi \psi', M_G I\chi' \phi \rangle\| \leq \|\langle \chi' J M_G \cdot I\chi' \rangle\| \|\psi'\| \|\phi\|.
\]

The trace term can be estimated by Agmon’s inequality in \( \mathbb{R} \), i.e., for \( \psi = u + iv \) for \( i \in \mathcal{I} \), then

\[
|\psi_i(0)|^2 = u^2(0) + v^2(0) = 2 \int_{a_i}^{b_i} (\chi_- u)(u \chi_-')(x) + (\chi_- v)(v \chi_-')(x) dx
\]

\[
\leq 2 \|\chi u\| \|(u \chi_-')\| + 2 \|\chi v\| \|(v \chi_-')\|
\]

\[
= 2 \|\chi u\| \|\chi_- u + \chi u\| + 2 \|\chi v\| \|\chi_- v + \chi v\|
\]

\[
\leq C(\|u\| + \|u\|) + C(\|v\| + \|v\|) \leq C\|\psi\| \|\psi'\|.
\]

Analogous estimates hold for \( \psi_i(a_i) \) using \( \chi_+ \) and for \( \psi_i(0) \) when \( i \in \mathcal{E} \) using \( \chi_\mathcal{E} \).

Hence,

\[
|\text{Im} \langle LG \psi, G \psi \rangle_{\chi} | \leq \|\langle LG \psi, G \psi \rangle_{\chi} \| \leq \|G^* LG\| \|\psi\| \|\psi'\| \leq \|G^* LG\| \|\psi\| \|\psi'\|.
\]

Hence, the last three terms in (4.1) define relatively bounded perturbations of the form defined by the first term. Therefrom, using the boundedness of the trace operator \( \psi \mapsto \psi \), and the completeness of \( H^1(\mathcal{G}) \), one concludes that \( \delta_{A,B} \) defines a densely defined closed form on \( \text{dom} (\delta_{A,B}) \), cf. [60, Theorem VI.3.4]. By the estimates on the imaginary part it follows that it is of Lions type. Moreover, the operator \( -\Delta(A,B) \) is associated with \( \delta_{A,B} \) by the calculation above which give that

\[
\langle -\Delta(A,B) \psi, \phi \rangle_{\mathcal{G},\chi} = \delta_{A,B} [\psi, \phi] \quad \text{for } \psi \in \text{Dom}(\Delta(A,B)) \text{ and } \phi \in \text{dom}(\delta_{A,B}).
\]

In particular the assumptions of the first representation theorem [60, Theorem VI.2.1] are satisfied, where one verifies that \( \text{Dom}(\Delta(A,B)) \) is a core of \( \delta(A,B) \).

\[
\square
\]

### 4.3. Spectral enclosure

The location of the spectrum is a necessary condition for an operator to be a generator of a \( C_0 \)-semigroup.

**Proposition 4.7** (Location of the spectrum).

(a) If \( A, B \) define regular boundary conditions, then for any \( C > 0 \) there exists a \( c > 0 \) such that
\( \sigma(-\Delta(A,B)) \subset \{ z \in \mathbb{C} : |\text{Im } z| + c \leq C(\text{Re } z) \}, \)

i.e., it is contained in a sector;

(b) If \( A, B \) define quasi-sectorial boundary conditions, then

\[ \sigma(-\Delta(A,B)) \subset \{ z \in \mathbb{C} : c(\text{Im } z)^2 - C \leq \text{Re } z \} \quad \text{for some } C, c > 0, \]

i.e., the it is contained in a parabola around a positive half-axis.

**Remark 4.8.** In the context of non-self-adjoint operators, the location of the spectrum is not as significant as in the self-adjoint case, and instead the emphasis is laid on pseudospectra which are related level sets of the norm of the resolvent. The notion of \( \epsilon \)-spectra or pseudospectra goes back to Landau, see [61], and since it has been investigated intensively, see, e.g. [62] and the references therein.

**Proof of Proposition 4.7.** In the case \( \mathcal{I} = \emptyset \) one has

\[ \sigma(-\Delta(A,B)) = \sigma_{\text{ess}}(-\Delta(A,B)) \cup \sigma_p(-\Delta(A,B)) \quad \text{where } \sigma_{\text{ess}}(-\Delta(A,B)) = [0, \infty). \]

This follows from the fact that the resolvent of \(-\Delta(A,B)\), given in Subsection 4.4 below, is a finite rank perturbation compared to a self-adjoint Laplacian, see [12, Proposition 4.11] for more details. Moreover, \( \sigma_p(-\Delta(A,B)) \) is a finite set since the eigenvalue equation reduces to \( \det(A + ikB) \) for the root \( \text{Im } k > 0 \), while the residual spectrum is empty, see [12, Proposition 4.6]. This already proves the claim for \( \mathcal{I} = \emptyset \).

Consider now the case \( \mathcal{I} \neq \emptyset \). By [12, Proposition 4.7], \( k^2 \in \mathbb{C} \setminus [0, \infty) \) is in the resolvent set, whenever for \( k \) with \( \text{Im } k > 0 \) the matrix \( A \pm ikB \) is invertible, and

\[ \det(1 - \Xi(k; A, B) T(k, x)) \neq 0, \quad \text{where } T(k, x) = \begin{bmatrix} 0 & 0 & 0 & e^{ikx} \\ 0 & 0 & e^{ikx} & 0 \end{bmatrix}. \]  \((4.2)\)

Note that

\[ \|T(k, x)\| \leq e^{-(\text{Im } k) a_{\text{min}}} \quad \text{for } k \in \mathbb{C}_{\text{Im} > 0}, \quad \text{where } a_{\text{min}} := \min_{i \in I} a_i. \]

Here, and in the following the notations

\[ \mathbb{C}_{\text{Im} > 0} := \{ z \in \mathbb{C} : \text{Im } z > 0 \}, \quad \mathbb{C}_{\text{Im} < 0} := \{ z \in \mathbb{C} : \text{Im } z < 0 \}, \]

\[ \mathbb{C}_{\text{Re} > 0} := \{ z \in \mathbb{C} : \text{Re } z > 0 \}, \quad \mathbb{C}_{\text{Re} < 0} := \{ z \in \mathbb{C} : \text{Re } z < 0 \}, \]

are used. By Lemma 3.7 in case (a) and (b)

\[ \|\Xi(k, A, B) T(k, x)\| \leq |p(k)| e^{-(\text{Im } k) a_{\text{min}}} \quad \text{and} \quad \|\Xi(k, A, B) T(k, x)\| \leq C e^{-(\text{Im } k) a_{\text{min}}}, \]

respectively, for \( k \in \mathbb{C}_{\text{Im} > 0} \setminus \{ B_p(p_1), \ldots, B_p(p_l) \} \), where \( C > 0 \) is a constant and \( p \) is polynomial in \( k \).

In case (b) for \( k \in \mathbb{C}_{\text{Im} > 0} \) with \( \text{Im } k > \ln(C)/a_{\text{min}} \), there are no zeros of the secular equation \((4.2)\). Hence all roots of eigenvalues are located in a strip parallel to the real axis. For \( k = re^{i\theta} \) one has
\[
\operatorname{Im} k^2 = r^2 \sin (2\varphi) = 2r \sin (\varphi) r \cos (\varphi) \quad \text{and} \quad \operatorname{Re} k^2 = r^2 \cos (2\varphi)
\]

\[
= r^2 \cos^2 (\varphi) - r^2 \sin^2 (\varphi),
\]

and hence

\[
\{ k \in \mathbb{C}_{\operatorname{Im} > 0} : \operatorname{Im} k > C \}^2 = \{ z \in \mathbb{C} : (\operatorname{Im} z)^2 / C^2 - C^2 > \operatorname{Re} z \}.
\]

which is a parabola with vertex at \(-C^2\), see Figure 4a and c.

In case (a), one has \(|p(k)| \leq |\alpha + \beta| k|^{d}\) for some \(\alpha, \beta \geq 0\) if \(p\) is a polynomial of degree \(d \in \mathbb{N}_0\), and assuming \(\operatorname{CRe} k < \operatorname{Im} k\) for given \(C \in (0, 1)\), one has

\[
\| \Xi(k; A, B) T(k, \mathfrak{g}) \| \leq (\alpha + \beta \sqrt{C^2 + 1} \operatorname{Im} k) e^{-(\operatorname{Im} k) \mu_{\min}}.
\]

Then there exists a \(c > 0\) such that

\[
\| \Xi(k; A, B) T(k, \mathfrak{g}) \| \leq (\alpha + \beta \sqrt{C^2 + 1} \operatorname{Im} k) e^{-(\operatorname{Im} k) \mu_{\min}} \leq \frac{1}{2} \quad \text{for} \; \operatorname{Im} k \geq c,
\]

and hence by (4.2) for any such \(k\) one has that \(k^2 \in \rho(-\Delta(A, B))\). So,

\[
\{ k \in \mathbb{C}_{\operatorname{Im} > 0} : \operatorname{CRe} k \leq \operatorname{Im} k, \operatorname{Im} k > c \}^2 \subset \{ z \in \mathbb{C} : (\operatorname{Im} z)^2 / C^2 - C^2 > \operatorname{Re} z \} \cap \{ z \in \mathbb{C} : \operatorname{Im} z > 1/(1 - C^2) \operatorname{Re} z \}.
\]

That is the spectrum is contained in a sector as depicted in see Figure 4b and d.

Remark 4.9 (Erratum to Lemma 4.3 in [12]). To show that the resolvent set for regular boundary conditions is non-empty in [12, Lemma 4.3], the author has assumed implicitly that \(\Xi(ik, A, B)\) is at least polynomially bounded as \(k \to \infty\). To justify this, one needs in fact Lemma 3.7 as shown in the proof of Proposition 4.7.
4.4. Resolvent estimates for regular boundary condition

The resolvent for regular boundary conditions is an integral operator with kernel
\[ r_M(x, y; k) = r^0(x, y; k) + r_M^*(x, y; k) \]
with \( \{ r^0(x, y; k) \}_{j, i} = \delta_{j, i} \frac{i}{2\pi} e^{ik|y-x|} \) and
\[ r_M^*(x, y; k) = \frac{i}{2k} \Phi(x, k, \alpha) \left[ \mathbb{1} - \mathfrak{S}(k, A, B) T(k, \alpha) \right]^{-1} \mathfrak{S}(k, A, B) \Phi(y, k, \alpha)^T, \]
where \( \Phi(x, k, \alpha) \) is given by
\[ \Phi(x, k, \alpha) := \begin{bmatrix} \phi_E(x, k) & 0 & 0 \\ 0 & \phi_+(x, k) & 0 \\ 0 & 0 & \phi_-(x, k) \end{bmatrix}, \]
respectively, with diagonal matrices
\[ \phi_E(x, k) = \text{diag} \{ e^{iky} \}_{j \in E}, \quad \phi_+(x, k) = \text{diag} \{ e^{iky} \}_{j \in I}, \quad \text{and} \quad \phi_-(x, k) = \text{diag} \{ e^{ik(y-j)} \}_{j \in I}, \]
and \( \Phi(x, k)^T \) denotes the transposed of \( \Phi(x, k) \), see [29, Lemma 3.10] and [12, Proposition 4.7].

**Lemma 4.10** (Upper bound on the resolvent for regular boundary conditions). Let \( A, B \) define regular boundary conditions, then for \( c, C \) as in Proposition 4.7 (a) there exists a constant \( C' > 0 \) such that
\[ \| (\Delta(A, B) - k^2)^{-1} \| \leq C'|k|^{d-2} \quad \text{for all} \quad k^2 \in \{ z \in \mathbb{C} : c(\text{Im } z)^2 - C \leq \text{Re } z \}. \]

**Proof.** Since
\[ \| (\Delta(A, B) - \lambda)^{-1} \| = \| (\Delta(A, B) - \lambda)^{-1} - (\Delta(1, 0) - \lambda)^{-1} \| + \| (\Delta(1, 0) - \lambda)^{-1} \| \]
it is sufficient to estimate the operator norm of the integral operator defined by
\[ r_M^*(\cdot, \cdot; k) \]. From the proof of Proposition 4.7 (a) one deduces that
\[ \| (1 - \mathfrak{S}(k, A, B) T(k, \alpha))^{-1} \| \leq 2 \quad \text{for all} \quad k \in \mathbb{C} \setminus \{ z \in \mathbb{C} : c(\text{Im } z)^2 - C \leq \text{Re } z \}, \]
and from the proof of Lemma 3.7 one obtains that for \( k \) away from the poles of \( \mathfrak{S}(k, A, B) \)
\[ \| \mathfrak{S}(k, A, B) \| \leq C''|k|^{d-1} \]
for some \( C'' > 0 \). Hence, for some \( C' > 0 \)
\[ \left\| \int_{\mathbb{R}} r_M^*(x, y; k) f(y) dy \right\| \leq \frac{1}{|k|} C' |k|^{d-1} \| f \| \leq C' |k|^{d-2} \| f \|, \quad k \in \{ k \in \mathbb{C}_{\text{Im } k > 0} : \text{Im } k > C \}. \]

\[ \square \]

**Lemma 4.11** (Lower bound on the resolvent for non-quasi-sectorial boundary conditions). Let \( A, B \) define regular but not quasi-sectorial boundary conditions, then there exists a constant \( C > 0 \)
\[ \| ( - \Delta ( A, B ) + \kappa^2 )^{-1} \| \geq \frac{C}{ \kappa } \text{ as } \kappa \to \infty . \]

**Proof.** Note first that since the Laplacian on \( L^2(\mathbb{R}) \) generates a contraction semigroup
\[ \| \int_G r^0( x, y ; \i \kappa ) \psi ( y ) dy \| \leq \frac{1}{ \kappa^2 } \| \psi \| \text{ for } \kappa > 0. \]

Then consider \( r^1_M( \cdot, \cdot ; \i \kappa ) \) together with Lemma 3.7. For
\[ \| \int_G r^1_M( \cdot, y ; \i \kappa ) \psi ( y ) dy \| = \sup_{0 \neq \varphi \in L^2( G, a )} \frac{ \| \langle \int_G r^1_M( \cdot, y ; \i \kappa ) \psi ( y ), \varphi \rangle dy \| }{ \| \varphi \| }, \]
and since \( \Phi ( x, \i \kappa, a ) \) has only real entries for \( \kappa > 0 \)
\[ \langle \int_G r^1_M( \cdot, y ; \i \kappa ) \psi ( y ), \varphi \rangle dy = \]
\[ \frac{1}{2 \kappa} \langle [ 1 - \Xi( \i \kappa, A, B ) T( \i \kappa; a ) ]^{-1} \Xi( \i \kappa, A, B ) \int_G \Phi( y, \i \kappa, a )^T \psi( y ) dy, \int_G \Phi( x, \i \kappa, a )^T \psi( x ) dx \rangle_K. \]

Moreover since by the proof of Lemma 3.7 one has \( \| \Xi( \i \kappa, A, B ) \| \leq C| \kappa |^{d-1} \) as \( \kappa \to \infty \), and \( \| T( \i \kappa; a ) \| = e^{-k \min } \), for any \( q \in (0, 1) \) there exists \( c_q > 0 \) such that \( \| \Xi( \i \kappa, A, B ) T( \i \kappa; a ) \| < q \) for \( \kappa \geq c_q \), and hence using Neumann series
\[ [ 1 - \Xi( \i \kappa, A, B ) T( \i \kappa; a ) ]^{-1} = 1 + \sum_{n=1}^{\infty} [ \Xi( \i \kappa, A, B ) T( \i \kappa; a ) ]^n. \]

Inserting this into the above gives
\[ \langle \int_G r^1_M( \cdot, y ; \i \kappa ) \psi ( y ), \varphi \rangle dy \]
\[ = \frac{1}{2 \kappa} \langle \Xi( \i \kappa, A, B ) \int_G \Phi( y, \i \kappa, a )^T \psi( y ) dy, \int_G \Phi( x, \i \kappa, a )^T \varphi( x ) dx \rangle_K \]
\[ + \frac{1}{2 \kappa} \sum_{n=1}^{\infty} \langle [ \Xi( \i \kappa, A, B ) T( \i \kappa; a ) ]^n \Xi( \i \kappa, A, B ) \int_G \Phi( y, \i \kappa, a )^T \psi( y ) dy, \int_G \Phi( x, \i \kappa, a )^T \varphi( x ) dx \rangle_K. \]

By a similar argument as above, there exists \( c'_q > 0 \) such that
\[ \| [ \Xi( \i \kappa, A, B ) T( \i \kappa; a ) ]^n \Xi( \i \kappa, A, B ) \| \leq q^n \text{ for } \kappa \geq c'_q, \]
and hence for \( \kappa \geq \max\{ c'_q, c_q \} \)
\[ \frac{1}{2 \kappa} \sum_{n=1}^{\infty} \langle [ \Xi( \i \kappa, A, B ) T( \i \kappa; a ) ]^n \Xi( \i \kappa, A, B ) \int_G \Phi( y, \i \kappa, a )^T \psi( y ) dy, \int_G \Phi( x, \i \kappa, a )^T \varphi( x ) dx \rangle_K \]
\[ \leq \frac{q}{2k(1-q)} \| \Phi( \cdot, \i \kappa, a ) \|^2 \| \psi \| \| \varphi \| \leq \frac{C}{\kappa^2} \text{ as } \kappa \to \infty \]
for some constant \( C > 0 \), where one uses that
\[ \| \phi_\ast (\cdot, i \kappa) \| = \frac{1}{2 \kappa}, \quad \| \phi_+ (\cdot, i \kappa) \| = \frac{1}{2 \kappa} (1 - e^{-2\kappa a_{\min}}), \quad \| \phi_- (\cdot, i \kappa) \| = \frac{1}{2 \kappa} (1 - e^{-2\kappa a_{\min}}). \]

So, one can now focus on the leading term
\[
\frac{1}{2\kappa} \langle \xi (i \kappa, A, B) \rangle \int_G \Phi (y, i \kappa, a)^T \psi (y) dy, \int_G \Phi (x, i \kappa, a)^T \phi (x) dx \rangle_K.
\]

Consider for \( x^e = \{ x^e_j \}_{j \in \mathcal{E}}, x^- = \{ x^-_j \}_{j \in \mathcal{I}}, x^+ = \{ x^+_j \}_{j \in \mathcal{I}} \)

\[
\underline{z} = \begin{bmatrix} x^e \\ x^- \\ x^+ \end{bmatrix} \quad \text{and} \quad \underline{\psi}_\underline{z} (x) = \begin{bmatrix} \{ x^e_j e^{-\kappa x_j} \}_{j \in \mathcal{E}} \\ \{ x^-_j e^{-\kappa x_j} \}_{j \in \mathcal{I}} + \{ x^+_j e^{-\kappa (a_j - x_j)} \}_{j \in \mathcal{I}} \end{bmatrix}.
\]

Then \( \underline{\psi}_\underline{z} \in L^2 (G, a) \),

\[
\| \underline{\psi}_\underline{z} \| = \frac{1}{2 \kappa} \sum_{j \in \mathcal{E}} | x^e_j |^2 + \frac{1}{2 \kappa} \sum_{j \in \mathcal{I}} (1 - e^{-2\kappa a_j}) | x^-_j |^2 + \frac{1}{2 \kappa} (1 - e^{-2\kappa a_j}) | x^+_j |^2 + \sum_{j \in \mathcal{I}} a^2 | a_j |^2 \Re x^+_j \overline{x}_j,
\]

and

\[
\int_G \Phi (y, i \kappa, a)^T \underline{\psi}_\underline{z} (y) dy = H (i \kappa, a) \underline{z}, \quad H (i \kappa, a) = \begin{bmatrix} \frac{1}{2 \kappa} & 0 & 0 \\ 0 & \frac{1}{2 \kappa} (1 - e^{-2\kappa a}) & a e^{-\kappa a} \\ 0 & a e^{-\kappa a} & \frac{1}{2 \kappa} (1 - e^{-2\kappa a}) \end{bmatrix}.
\]

Now, for \( N_B \neq 0 \) from the quasi-Weierstrass normal form one chooses for \( v \in K \) with \( \| v \| = 1, N_B v \neq 0, N_B^2 v = 0 \), and \( G \) as in (3.4) for \( \kappa > 0 \)

\[
\underline{z} = \underline{z} (\kappa) = H (i \kappa, a)^{-1} G^{-1} v \quad \text{and} \quad \underline{\beta} = \underline{\beta} (\kappa) = H (i \kappa, a)^{-1} G^* N_B v,
\]

then using (3.5)

\[
\frac{1}{2 \kappa} \langle \xi (i \kappa, A, B) \rangle \int_G \Phi (y, i \kappa, a)^T \underline{\psi}_\underline{z} (y) dy, \int_G \Phi (x, i \kappa, a)^T \underline{\psi}_\underline{\beta} (x) dx \rangle_K = - \frac{1}{2 \kappa} \langle v + 2\kappa N_B v, N_B v \rangle_K.
\]

Using that \( H (i \kappa, a)^{-1} \) for \( \kappa > 0 \) has the eigenvalues

\[
2\kappa, \left( \frac{1}{2 \kappa} (1 - e^{-2\kappa a} + 2\kappa a e^{-\kappa a}) \right)^{-1} \quad \text{and} \quad \left( \frac{1}{2 \kappa} (1 - e^{-2\kappa a} - 2\kappa a e^{-\kappa a}) \right)^{-1}
\]

for \( j \in \mathcal{I} \)

it follows using the symmetry of \( H (i \kappa, a) \) for \( \kappa \) large that

\[
\| H (i \kappa, a) \| \simeq \kappa, \quad \text{and hence also} \quad \| \underline{z} \|, \| \underline{\beta} \| \simeq \kappa.
\]

Then for \( \kappa \to \infty \) using the exponential decay of the term \( a^2 e^{-\kappa a} \) in (4.3) it follows for \( \kappa \) large that
\[ \| \psi_z \|, \| \psi_{\bar{z}} \| \simeq \frac{\kappa}{\sqrt{\kappa}} = \sqrt{\kappa} \quad \text{and} \quad \| \psi_z \|^{-1}, \| \psi_{\bar{z}} \|^{-1} \simeq \sqrt{\kappa}. \]

Normalizing \( \varphi_z = \psi_z / \| \psi_z \| \) and \( \varphi_{\bar{z}} = \psi_{\bar{z}} / \| \psi_{\bar{z}} \| \), one obtains as \( \kappa \to \infty \)
\[
\frac{1}{\kappa} \leq \frac{1}{2\kappa} | \langle \nu + 2\kappa N_B v, N_B v \rangle_K | \\
\leq \frac{1}{2\kappa} \frac{1}{\| \psi_z \| \| \psi_{\bar{z}} \|} | \langle \nu + 2\kappa N_B v, N_B v \rangle_K | \\
= \frac{1}{2\kappa} \left| \langle \Xi(k,A,B) \int_\Omega \Phi(y,k,\tilde{a})^T \varphi_z (y) dy, \int_\Omega \Phi(x,k,\tilde{a})^T \varphi_{\bar{z}}(x) dx \rangle_K \right|. 
\]

In particular, since the other terms discussed above go to zero of order \( O\left( \frac{1}{\kappa^2} \right) \) or faster
\[
\frac{1}{\kappa} + O\left( \frac{1}{\kappa^2} \right) \leq \left\| \int_\Omega r_M(\cdot,y;ik) \varphi_z (y) dy, \varphi_{\bar{z}} \right\| \\
\leq \sup_{0 \neq \phi \in L^2(\Omega,\mathbb{C})} \frac{\left| \langle \int_\Omega r_M(\cdot,y;ik) \varphi_z (y) dy, \varphi \rangle \right|}{\| \phi \|} \\
= \left\| \int_\Omega r_M(\cdot,y;ik) \varphi_z (y) dy \right\| \leq \| (-\Delta(A,B) + \kappa^2)^{-1} \| \quad \text{as} \quad \kappa \to \infty. 
\]

\[4.5. \text{Resolvent estimates for irregular boundary condition}\]

Set as before \( a_{\min} := \min_{i \in \mathcal{I}} a_i \) if \( \mathcal{I} \neq \emptyset \) and \( a_{\min} > 0 \) arbitrary if \( \mathcal{I} = \emptyset \).

**Lemma 4.12** (Lower bound on the resolvent for irregular boundary conditions). Let \( A, B \) be irregular boundary conditions, then
\[
\left| \text{Im} \frac{ka_{\min}}{2} - 3a_{\min} \right| \leq \| (-\Delta(A,B) - k^2)^{-1} \| \quad \text{for} \quad \text{Im} \ k > 0,
\]
where one uses the convention \( \| (-\Delta(A,B) - k^2)^{-1} \| = \infty \) if \( k^2 \in \sigma(-\Delta(A,B)) \).

The following example is an essential ingredient for the proof of Lemma 4.12 which is given below after Example 4.13.

**Example 4.13.** Consider the interval \([0,a)\] and the irregular boundary conditions defined by
\[
A = \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}.
\]

Then \( \dim \mathcal{M}(A,B) = 2 \) and the boundary conditions correspond to
\(
\psi(0) = 0 \quad \text{and} \quad \psi'(0) = 0.
\)

This example is discussed in [36, Sec. XIX.6(b)] as **totally degenerate boundary conditions**. Note that
\(-\Delta(A,B) = -D^2_0,\) where \(D_0 \psi = \psi'\) with \(\text{Dom}(D_0) = \{\psi \in H^1([0,a]) : \psi(0) = 0\}\), and \(\sigma(D_0) = \emptyset\). Hence for any \(k \in \mathbb{C}\),

\[
(\Delta(A,B) - k^2)^{-1} = \frac{1}{-(D_0 - ik)(D_0 + ik)^{-1}} = -(D_0 + ik)^{-1}(D_0 - ik)^{-1}.
\]

The resolvent for \(D_0\) is given by the well-known variation of constants formula

\[
(D_0 \pm ik)^{-1} \psi(x) = \int_0^x e^{-ik(x-y)} \psi(y) dy, \quad k \in \mathbb{C}.
\]

Inserting for instance \(\psi \equiv 1\), one obtains

\[
(\Delta(A,B) - k^2)^{-1} \psi = \frac{1}{k^2} \left( \cos(kx) - 1 \right), \quad k \in \mathbb{C} \setminus \{0\}.
\]

**Proof of Lemma 4.12.** Note that for \(\mathcal{I} = \emptyset\) one has \(\rho(\Delta(A,B)) = \emptyset\), since the eigenvalue equation reduces to \(\det(A + ikB) = 0\) for \(\text{Im} k > 0\), and hence for irregular boundary conditions \(\sigma(\Delta(A,B)) = \mathbb{C}\), see [12, Subsection 3.4], and hence the claim follows.

So let \(\mathcal{I} \neq \emptyset\). Then, the first observation is that the function \(\psi_a\) defined by

\[
\psi_a(x;k) = \frac{1}{k^2} \left( \cos(k(a-x)) - 1 \right) \chi_{[0,a]},
\]

\[
\psi_a(\cdot;k) \in H^2([0,\infty)) \quad \text{for} \quad k \in \mathbb{C} \setminus \{0\}, \quad a > 0,
\]

because \(\psi_a(a;k) = \psi_a'(a;k) = 0\). Now, let

\(v \in (\text{Ker} A \cap \text{Ker} B) \setminus \{0\}\) with \(v = \{v^\varepsilon_j\}_{j \in \mathcal{E}}, \{v^-_j\}_{j \in \mathcal{I}}, \{v^+_j\}_{j \in \mathcal{I}}\) and \(\|v\| = 1\),

and then consider the function \(\psi_v \in H^2(G)\) defined by

\[
\psi_v(x_j) = \begin{cases} 
v^\varepsilon_j \psi_{a_{\text{min}/2}}(x; k), & j \in \mathcal{E}, \\
v^-_j \psi_{a_{\text{min}/2}}(x_j; k) + v^+_j \psi_{a_{\text{min}/2}}(a_j - x_j; k), & j \in \mathcal{I}.
\end{cases}
\]

This satisfies

\[
\phi_v = \psi_a(0;k) \cdot v \quad \text{and} \quad \phi_v' = \psi_a'(0;k) \cdot v,
\]

and hence \(\phi_v \in \text{Dom}(\Delta(A,B))\), and moreover it solves

\[
(\Delta(A,B) - k^2)\psi_v = \phi_v \quad \text{for} \quad \phi_v(x_j) = \begin{cases} 
\nu^\varepsilon_j \chi_{[0,a_{\text{min}/2}]}, & j \in \mathcal{E}, \\
\nu^-_j \chi_{[0,a_{\text{min}/2}]} + \nu^+_j \chi_{[a_j-a_{\text{min}/2}]}, & j \in \mathcal{I}.
\end{cases}
\]

So, if \(k^2 \in \sigma(\Delta(A,B))\), then one sets \(\|(-\Delta(A,B) - k^2)^{-1}\| = \infty\) and if \(k^2 \in \rho(\Delta(A,B))\), then \(\psi_v = (-\Delta(A,B) - k^2)^{-1} \phi_v\), and

\[
\|\phi_v\| = (a_{\text{min}/2})\|v\| \quad \text{and} \quad \|v\| \frac{\sqrt{\text{Im} k a_{\text{min}} - 3 a_{\text{min}}}}{2|k^2|} \leq \|\psi_v\|.
\]

Hence the claim follows as in Example 4.13.

\(\square\)
4.6. Proof of Theorem 4.1

By the classifications of boundary conditions one can discuss now each possible case to show that only quasi-sectorial boundary conditions lead to the desired properties.

First, if dim \(\mathcal{M} \neq d\), then

\[ \sigma(-\Delta(\mathcal{M})) = \mathcal{C} \]

according to [12, Proposition 4.2], and hence \(\Delta(\mathcal{M})\) cannot be a generator. For \(A, B\) with dim \(\mathcal{M}(A, B) = d\) defining irregular boundary conditions or regular boundary conditions which are not quasi-sectorial by Lemma 4.12 and Lemma 4.11, respectively, one has

\[ \|(-\Delta(A, B) + \kappa^2)^{-1}\| \geq C/\kappa \quad \text{as} \quad \kappa \to \infty, \]

and, therefore, it cannot be a generator. Now, if \(A, B\) define quasi-sectorial boundary conditions, then by Lemma 4.6, \(\Delta(A, B)\) is the unique operator associated with the densely defined, closed, sectorial form \(\delta_{A,B}\). Hence it generates an analytic semigroup, cf., e.g. [4, Theorem 6.15], in \(L^2(\mathcal{G}, \mathcal{a})\), \(\langle \cdot, \cdot \rangle_{\mathcal{G}, \mathcal{a}}\) and by the equivalence of norms, see Lemma 4.4, it generates an analytic semigroup in \(L^2(\mathcal{G}, \mathcal{a})\) with the standard scalar product, and in particular a \(C_0\)-semigroup. Since the form is of Lions type it follows that \(-\Delta(A, B)\) is the generator of a \(C_0\)-cosine operator function, cf. [4, Theorem 6.18], and by equivalence of norms this carries over to \(L^2(\mathcal{G}, \mathcal{a})\).

Combining Proposition 4.7 with Theorem 4.1 one obtains

**Corollary 4.14.** If \(-\Delta(A, B)\) is similar to a normal operator, then \(A, B\) define quasi-sectorial boundary conditions.

**Proof.** Assume that \(-\Delta(A, B)\) is similar to a normal operator, then there is an equivalent norm \(\| \cdot \|_n\) such that

\[ \|(-\Delta(A, B) - k^2)^{-1}\|_n = \text{dist}(k^2, \sigma(-\Delta(A, B))), \quad k^2 \in \rho(-\Delta(A, B)). \]

since \(\sigma(-\Delta(A, B))\) by Proposition 4.7 is contained in a sector, this implies that \(-\Delta(A, B)\)—taking into account equivalence of norms—generates an analytic semigroup in \(L^2(\mathcal{G}, \mathcal{a})\) which by Theorem 4.1 implies that \(-\Delta(A, B)\) is quasi-sectorial. \(\square\)

**Remark 4.15** (Normal Laplacians are already self-adjoint). A normal Laplacians in \(L^2(\mathcal{G}, \mathcal{a})\) satisfies

\[ \Delta(A, B)^* \Delta(A, B) = \Delta(A, B) \Delta(A, B)^*, \]

where both operators are self-adjoint bi-Laplacians. By the extension theory for self-adjoint bi-Laplacians which is analogous to the one for Laplacians, see, e.g. [63] and the references therein, it follows that this holds if and only if \(\text{Dom}(\Delta(A, B)^*) = \text{Dom}(\Delta(A, B))\), i.e., the operator is already self-adjoint. This seems to be a general feature for extensions of closed symmetric operators.

**Remark 4.16.** To prove the generation of analytic semigroups and \(C_0\)-cosine operator function, instead of using the form \(\delta_{A,B}\) constructed in Subsection 4.2, one can use also the explicit formula for the Green’s function given in Subsection 4.4 to prove suitable resolvent estimates.
4.7. Spectra on compact graphs

If \( G \) is compact, i.e., \( E = \emptyset \), then \( \sigma(-\Delta(A,B)) \) is discrete if \( \rho(-\Delta(A,B)) \neq \emptyset \) because of the compact embedding \( \text{Dom} (-\Delta(A,B)), \rightarrow L^2(G,a) \). For an unbounded non-self-adjoint operator it is in general not self-evident that the resolvent set or the spectrum is non-empty. For irregular boundary conditions, there both cases can occur, compare, e.g. [12, Example 3.2 and Example 3.1], and for regular boundary conditions one has by Proposition 4.7 that the resolvent set is non-empty.

The spectral projection on \( \gamma \) for a compact set \( \gamma \subset \sigma(-\Delta(A,B)) \) is defined by

\[
E_{A,B}(\gamma) = \frac{1}{2\pi i} \int_{\Gamma} (-\Delta(A,B) - z)^{-1} dz,
\]

where \( \Gamma \) is a closed Jordan curve constructed such that it is positively oriented, and it bounds a finite domain containing every point of \( \gamma \) and no point of \( \sigma(-\Delta(A,B)) \setminus \gamma \). The range of the finite dimensional range of \( E_{A,B}(\lambda_i) \) consists of the span of the eigenvectors and generalized eigenvectors to \( \lambda_i \in \sigma_p(-\Delta(A,B)) \).

**Proposition 4.17.** Let \( I = \emptyset \), i.e., \( (G,a) \) is compact. If the boundary conditions defined by \( A, B \) are regular, then the set of generalized eigenvectors of \( -\Delta(A,B) \) is complete in \( L^2(G,a) \).

**Proof.** There is a family of results on the completeness of the set of root vectors of Hilbert-Schmidt operators, see for instance [36, Corollary IX.31] or [40, Theorem 2.6.2] based on the decay or at least polynomial growth of the resolvent. Here, the version of [64, Lemma 2] is applied to \( -\Delta(A,B) \) in the separable Hilbert space \( L^2(G,a) \).

For \( E = \emptyset \), the resolvent \( (-\Delta(A,B) - k^2)^{-1} \) is compact for \( k^2 \in \rho(-\Delta(A,B)) \), and the singular values of \( (-\Delta(A,B) - k^2)^{-1} \) are the eigenvalues

\[
\{s_j(k^2;A,B)\}_{j \in \mathbb{N}} \quad \text{with} \quad s_1(k^2;A,B) \geq s_2(k^2;A,B) \geq \ldots \geq 0 \quad \text{counting multiplicities}
\]

of the non-negative self-adjoint compact operator

\[
|(-\Delta(A,B) - k^2)^{-1}| = (((-\Delta(A,B) - k^2)^{-1})^\ast(-\Delta(A,B) - k^2)^{-1})^{1/2}
\]

for \( k^2 \in \rho(-\Delta(A,B)) \).

**Lemma 4.18.** If \( E = \emptyset \), and \( A, B \) define regular boundary conditions, then \( (-\Delta(A,B) - k^2)^{-1} \) is a Hilbert-Schmidt operator for any \( k^2 \in \rho(-\Delta(A,B)) \), and

\[
s_j(k^2;A,B) = O(1/j^2) \quad \text{as} \quad j \to \infty.
\]

**Proof.** This follows already from the fact that the integral kernel of the resolvent, see Subsection 4.4, is continuous and for \( E = \emptyset \) the graph is compact.

Note that for self-adjoint boundary conditions \( A_{sa}, B_{sa} \) one can apply the classical Dirichlet-Neumann bracketing method, compare, e.g. [65, Proposition 4.2], to obtain that the eigenvalues of \( -\Delta(A_{sa},B_{sa}) \) behave as \( O(j^2) \) as \( j \to \infty \), and hence the singular values for any \( k \in \rho(-\Delta(A_{sa},B_{sa})) \) behave as \( O(1/j^2) \) as \( j \to \infty \). If \( A, B \) defining regular boundary conditions, it follows by Proposition 4.7 that for any self-adjoint boundary conditions \( \rho(-\Delta(A,B)) \cap \rho(-\Delta(A_{sa},B_{sa})) \neq \emptyset \). For \( k^2 \in \rho(-\Delta(A,B)) \cap \rho(-\Delta(A_{sa},B_{sa})) \neq \emptyset \).
the resolvent formula from Subsection 4.4 applies, and

$$(\Delta(A) - k^2)^{-1} - (\Delta(A_{sa}, B_{sa}) - k^2)^{-1} \psi = \int_G r_{A,B}^1(\gamma, y; k) - r_{A_{sa}, B_{sa}}^1(\gamma, y; k)) \psi(y) dy$$

is a finite rank operator with dimension of its range smaller equal to $d$ since

$$\int_G r_{A,B}^1(\gamma, y; k) \psi(y) dy \in \text{span}\{\psi \in L^2(G, a) : \psi_j = x_j^+ e^{ik_j x_j} + x_j^- e^{ik_j x_j}, \ x_j^\pm \in \mathbb{C}\}.$$ 

Therefore, compare, e.g. [66, Corollary II.2.1], also

$$s_{j-d}(k^2; A_{sa}, B_{sa}) \leq s_j(k^2; A, B) \leq s_{j+d}(k^2; A_{sa}, B_{sa}) \quad \text{for} \quad j \geq d$$

and hence $s_j(k^2; A, B) = O(1/j^2)$ as $j \to \infty$, and by the first resolvent identity this follows for all $k^2 \in \rho(\Delta(A, B))$. \hfill \Box

Continuing the proof of Proposition 4.17, by Lemma 4.18 one has

$$\liminf_{j \to \infty} s_j(k^2; A, B) j^2 > 0.$$ 

Hence, one needs 5 rays $\gamma_1, ..., \gamma_5$ with angles between adjacent lines being smaller than $\pi/2$ such that there exists an $N \geq -1$ such that

$$\|(\Delta(A, B) - \lambda)^{-1}\| = O(N) \quad \text{as} \quad \lambda \to \infty \quad \text{along each ray} \ \gamma_j, \ j = 1, ..., 5.$$ 

These can be chosen by Lemma 4.11 and Proposition 4.7 as illustrated in Figure 5. Hence by [64, Lemma 2] the system of root vectors of $-\Delta(A, B)$ is complete. \hfill \Box

**Corollary 4.19.** Let $A, B$ be regular boundary conditions, then $\sigma(-\Delta(A, B)) \neq \emptyset$, and $\sigma_p(-\Delta(A, B))$ is an at most countable infinite set, and for $E = \emptyset$, it is a countable infinite set.

**Proof.** The non-zero eigenvalues correspond to the zeros of the non-constant holomorphic function $k \mapsto \det(Z(k; A, B, a))$, see [12, Subsection 4.1] and Lemma 4.7, and hence the set of eigenvalues is at most countable infinite. For $E = \emptyset$, by Theorem 4.17 (a) the set of generalized eigenvalues is complete. Since $L^2(G, a)$ is infinite dimensional, it follows that the dimension of the space spanned by generalized eigenvectors is infinite. As
the resolvent is compact, the multiplicity of each eigenvalue is finite and hence also the set of eigenvalues. Since for \( E \neq \emptyset \) one has that \([0, \infty) \subset \sigma(-\Delta(A, B))\), see [12, Proposition 4.11], it follows in particular that the spectrum is non-empty.

Combing this corollary with the results from [12, Sections 3 and 4] one can summarize the basic spectral properties of non-self-adjoint Laplacians with regular boundary conditions on finite metric graphs in Table 1.

**Example 4.20.** Consider the interval \([0, 1]\), and the regular, non-quasi-sectorial boundary conditions

\[
A = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} 0 & 0 \\ -1 & 0 \end{bmatrix},
\]

discussed in Subsection 4.1. The spectrum of \(-\Delta(A, B)\) consists only of eigenvalues of geometric multiplicity one, where each eigenvalue is a solution of

\[
\sin(k) = k, \quad k \in \mathbb{C},
\]

with eigenfunction \(\sin(kx)\) for \(k \neq 0\) and \(x\) for \(k = 0\), and a direct computation shows that there are no cyclic vectors. One can ask if the set of eigenvectors forms even a Riesz basis. According to [36, Ex. XIX.6(d)] the eigenvalues are located asymptotically at the points

\[
an^2 + ibn \ln n + \ldots, \quad n \in \mathbb{N},
\]

where the ratio of \(a\) and \(b\) is real. The question when on an interval functions of the form \(e^{ikx}\) form a Riesz basis for some set \(C \subset \mathbb{C}\) has been characterized by Pavlov in [67], and one of the conditions is that \(|\Im k| \leq c\) for some \(c > 0\) and all \(k \in C\). So, the eigenvectors to this problem are complete but do not form a Riesz basis.

**Example 4.21** (Laplacian with nilpotent part). One can ask if for regular boundary conditions cyclic vectors can occur at all. To construct a Laplacian with nilpotent part let \(N \in \mathbb{C}^{n \times n}\) be a nilpotent matrix with

\[
N^n = 0 \quad \text{and} \quad N^k \neq 0 \quad \text{for} \quad k = 1, \ldots, n - 1.
\]

Consider the “pumpkin graph” with \(n\) edges each of length \(a > 0\) sketched in Figure 6. Then one has \(d = 2|\mathcal{I}| = 2n\), and one can define quasi-sectorial boundary conditions in the block form

\[
A = \begin{bmatrix} -N & 0 \\ 0 & N \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.
\]

**Table 1.** Summary of spectral properties for regular boundary conditions.

| \(\mathcal{I} = \emptyset\) | \(\mathcal{E} = \emptyset\) | \(\mathcal{I} \neq \emptyset, \mathcal{E} \neq \emptyset\) |
|--------------------------|--------------------------|--------------------------|
| \(\sigma_\imath(-\Delta(A, B)) = \emptyset\) | \(\sigma_\imath(-\Delta(A, B)) = \emptyset\) | \(\sigma_\imath(-\Delta(A, B)) \subset [0, \infty)\) |
| \(\sigma_\varepsilon(-\Delta(A, B)) = [0, \infty)\) | \(\sigma_\varepsilon(-\Delta(A, B)) = \emptyset\) | \(\sigma_\varepsilon(-\Delta(A, B)) = [0, \infty)\) |
| \(\sigma_\rho(-\Delta(A, B)) \subset \mathbb{C} \setminus [0, \infty)\) | \(\sigma(-\Delta(A, B)) \) discrete | \(\sigma_\rho(-\Delta(A, B)) \) discrete |
| \(\sigma_\rho(-\Delta(A, B)) \) finite | Countable infinite | At most countable infinite |
| And finite multiplicity | Eigenvalues | Eigenvalues |
For \( v \in \mathbb{C}^n \) one can define the function by
\[
\varphi_i(x) = (e^{N_x}v)_i, \quad i \in I, \quad \text{where} \quad \partial^m_x \varphi = N^m \varphi, \quad m \in \mathbb{N}_0.
\]

Then
\[
\varphi = \left[ \{ e^{N_x}v_i \}_{i \in I} \right] \quad \text{and} \quad \varphi' = \left[ -N \{ e^{N_x}v_i \}_{i \in I} \right].
\]

Hence \( A \varphi + B \varphi' = 0 \) and similarly \( A \partial^m_x \varphi + B \partial^m_x \varphi' = 0 \). So,
\[
\Delta(A,B)^m \varphi \in D(\Delta(A,B)) \quad \text{for all} \ m \in \mathbb{N}_0,
\]
and \( \Delta(A,B)^{[k/2]} \varphi = N^{2[k/2]} \varphi = 0 \) for \( k \geq n \).

For \( n \geq 3, \Delta(A,B)\varphi = N^2 \varphi \neq 0 \), so \( \varphi \) defines a cyclic vector to the eigenvalue 0.

5. Similarity to self-adjoint operators

The Schrödinger equation
\[
\partial_t \psi + i\Delta(A,B)\psi = 0, \quad t > 0, \quad \psi(0) = \psi_0,
\]
is well-posed if \( -\Delta(A,B) \) is the generator of a bounded \( C_0 \)-group or equivalently if \( -\Delta(A,B) \) is similar to a self-adjoint operator. For \( \delta \)-potentials on the real line such characterizations have been pioneered by the work of Mostafazadeh [17], and further results for point interactions have been obtained in [18] and [68]. These results—obtained by a variety of methods such as Krein spaces and classical criteria for quasi-self-adjointness from [69–71]—point into a similar direction where similarity depends on the spectrum of \( L \) in the parametrization 3.2, and the orders of some spectral singularities. In this sense the following characterization is a generalization of Mostafazadeh’s criterion, where the admissible range of spectra of \( L \) is illustrated in Figure 7.
particular class of rotational invariant boundary conditions on star graphs has been studied in [23].

**Theorem 5.1** (Similarity on star graphs). Let $G$ be a star graph with only external edges, i.e., $\mathcal{I} = \emptyset$. Then $-\Delta(A, B)$ is similar to a self-adjoint operator if and only if $A, B$ define quasi-sectorial boundary conditions, for the matrix $L$ in the quasi-Weierstrass normal form

$$\sigma(L) \subset \{ z \in \mathbb{C} : \text{Re } z < 0 \} \cup [0, \infty),$$

and for each $l \in \sigma(L) \cap [0, \infty)$ the algebraic and geometric multiplicity agree.

The proof of this theorem is given in Subsection 5.2 below.

**Example 5.2** (Complex $\delta$-interaction). Consider a graph with $\mathcal{I} = \emptyset$ and $|\mathcal{E}| \geq 2$. Assume that the boundary conditions are defined by

$$A = \begin{bmatrix} 1 & -1 & 0 & \cdots & 0 & 0 \\ 0 & 1 & -1 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 1 & -1 \\ -\gamma & 0 & 0 & \cdots & 0 & 0 \end{bmatrix}, \quad \text{and } B = \begin{bmatrix} 0 & 0 & 0 & \cdots & 0 & 0 \\ 0 & 0 & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 0 & 0 \\ 1 & 1 & 1 & \cdots & 1 & 1 \end{bmatrix}, \quad \gamma \in \mathbb{C}.$$

One can represent the boundary conditions by equivalent boundary conditions of the form (3.2) with $P = 1 - P^\perp$, where $P^\perp$ is the rank one projector onto $(\text{Ker } B)^\perp$, and $L = -\frac{\gamma}{|\mathcal{E}|} P^\perp$, cf. [31, Subsection 3.2.1] for the case of real $\gamma$. Theorem 5.1 translates the result from [17], see also [18, Example III], for the case $|\mathcal{E}| = 2$ to $|\mathcal{E}| = d$, that is, $-\Delta(A, B)$ is similar to a self-adjoint operator if and only if

$$\gamma \in \{ z \in \mathbb{C} : \text{Re } z > 0 \} \cup (-\infty, 0].$$

**Example 5.3** (Complex $\delta'$-interactions). As in Example 5.2 consider a graph with $\mathcal{I} = \emptyset$ and $|\mathcal{E}| \geq 2$, and now interchanging the boundary conditions, one considers
A = \[
\begin{bmatrix}
0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 0 & 0 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 0 & 0 \\
1 & 1 & 1 & \cdots & 1 & 1 
\end{bmatrix}
\]
and \( B = \[
\begin{bmatrix}
1 & -1 & 0 & \cdots & 0 & 0 \\
0 & 1 & -1 & \cdots & 0 & 0 \\
0 & 0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & -1 \\
-\gamma & 0 & 0 & \cdots & 0 & 0 
\end{bmatrix}\), \( \gamma \in \mathbb{C} \).

compare [31, Subsection 3.2.3] for the case of real \( \gamma \), and there are further \( \delta' \)-type boundary conditions discussed for instance in [72, 73]. Equivalent boundary conditions are defined by \( A = P_\delta^\perp \) and \( B = L_\delta + P_\delta \), where \( P_\delta = 1 - P_\delta^\perp \) with \( P_\delta^\perp \) being the rank one projector from Example 5.2, and \( L_\delta = -\frac{\gamma}{|\gamma|} P_\delta^\perp \). Hence, equivalent boundary conditions are

\[
A_{\delta'} = -\frac{|\mathcal{E}|}{\gamma} P_\delta^\perp \quad \text{and} \quad B_{\delta'} = 1,
\]
and, therefore, \( L_{\delta'} = -\frac{|\mathcal{E}|}{\gamma} P_\delta^\perp \). Theorem 5.1 states that \(-\Delta(A, B)\) is similar to a self-adjoint operator if and only if

\[
\gamma \in \{ z \in \mathbb{C} : \text{Re } z > 0 \} \cup (-\infty, 0],
\]
because \( \gamma \) is in this region in \( \mathbb{C} \) if and only if \( 1/\gamma \) lies there.

In [18] the couplings on the real line with

\[
\frac{1}{2}\begin{bmatrix}
a & b \\
c & d
\end{bmatrix}\begin{bmatrix}
\psi(0+) + \psi(0-) \\
-\psi'(0+) - \psi'(0-)
\end{bmatrix} = \begin{bmatrix}
\psi(0+) - \psi'(0-) \\
\psi(0+) - \psi'(0-)
\end{bmatrix}, \quad a, b, c, d \in \mathbb{C}, \tag{5.1}
\]
are considered, see [18, Lemma 2.1]. Identify \( \mathbb{R} \) with a graph with \( \mathcal{I} = \emptyset \) and \( \mathcal{E} = \{ e_1, e_2 \} \) with \( e_1 \) taking the role of \([0, \infty)\) and \( e_2 \) the one of \((-\infty, 0)\) (where both \( e_1, e_2 \) are identified with \([0, \infty)\)). Then \( \psi(0+) = \psi_1(0), \psi(0-) = \psi_2(0) \), and \( \psi'(0+) = \psi'_1(0), \psi'(0-) = -\psi'_2(0) \), and the coupling (5.1) translates to

\[
A = \begin{bmatrix}
a & a \\
c & c
\end{bmatrix}
\begin{bmatrix}
a/2 & a/2 \\
1/2 & 1/2 + 1
\end{bmatrix}
\quad \text{and} \quad
B = \begin{bmatrix}
-b - 1 & b - 1 \\
d - 1 & d - 1
\end{bmatrix}.
\]

In particular the case of \( \delta' \)-type conditions for \( a = b = c = 0 \) and \( d \neq 0 \) translates to

\[
A = \begin{bmatrix}
0 & 0 \\
-1 & 1
\end{bmatrix}, \quad B = \begin{bmatrix}
-1 & -1 \\
-1/2 & -1/2
\end{bmatrix}
\quad \text{and equivalently} \quad
A' = \frac{1}{d} \begin{bmatrix}
1 & -1 \\
-1 & 1
\end{bmatrix}, \quad B' = \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
\]
which is \( A' = \sqrt{\frac{d}{\gamma}} P_\delta^\perp \) and \( B' = \mathbb{1} \). This is similar to a self-adjoint operator if and only if

\[
d \in \{ z \in \mathbb{C} : \text{Re } z < 0 \} \cup \{0, \infty\}
\]
which is consistent with [18, Example IV], and the case \( d = 0 \) is included since it defines the self-adjoint Laplacian on \( \mathbb{R} \).
5.1. Geometry of a graph and similarity transforms

Semigroup generation, compare Theorem 4.1, such as self-adjointness, see, e.g. [8], can be verified locally considering boundary conditions at each vertex independent of the geometry. However, similarity to self-adjointness involves not only the local boundary conditions but also and foremost the geometry, and the symmetry of the graph played an essential role in the proof of Theorem 5.1. The following examples illustrate that similarity to self-adjoint operators can be caused by an interplay of the graph’s geometry and the local boundary conditions, and the similarity can be prohibited as well by breaking such symmetries. In short for the generation of bounded $C_0$-groups the geometry matters!

Example 5.4 (Broken symmetry). Consider the metric graph consisting of one internal edge of length $a > 0$ and one external edge. Impose the following boundary conditions defined by

$$A_\tau = \begin{bmatrix} 1 & -e^{it} & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad \text{and} \quad B_\tau = \begin{bmatrix} 0 & 0 & 0 \\ 1 & e^{-it} & 0 \\ 0 & 0 & 0 \end{bmatrix} \quad \text{for} \quad \tau \in [0, \pi/2).$$

In this case the Cayley transform is similar to a unitary matrix, because the upper block corresponds to Example 3.9, and the lower block to Dirichlet boundary conditions. However, this similarity does not carry over to similarity of operators. The eigenvalue equation becomes

$$ike^{-ika} \cos (\tau) - ike^{ika} \sin (\tau) = 0 \quad \text{for} \quad k \in \{z \in \mathbb{C} : \Im z > 0 \text{ or } z \in (0, \infty)\}.$$

For $\tau \in (0, \pi/2)$ and $k = x + iy$ this is equivalent to

$$i \tan (\tau) = e^{2ika} = [\cos (2ax) - i \sin (2ax)]e^{2ya},$$

and, therefore, $k^2$ is an eigenvalue if and only if $\tan (\tau) = \sin (2ax)e^{2ya}$ and $\cos (2ax) = 0$. Hence all

$$x = \frac{\pi}{2a} (3/2 + 2\mathbb{Z}) \quad \text{and} \quad y = \frac{1}{2a} \ln (\tan (\tau))$$

define solutions to the secular equation with non-trivial imaginary part. So, although there is a similarity relation for the local Cayley transforms, the operator cannot be similar to a self-adjoint one.

Example 5.5 (Similarity by geometry). Consider the interval $[0,a]$ and impose the boundary condition

$$\psi'(0) + (i\beta - \beta)\psi(0) \quad \text{and} \quad \psi'(a) + (i\beta + \beta)\psi(a) = 0, \quad \text{for} \quad \alpha, \beta \in \mathbb{R},$$

cf. [74, Sec. 6.3] which in matrix notation becomes

$$A = \begin{bmatrix} i\beta - \beta & 0 \\ 0 & -(i\beta + \beta) \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}.$$

In [74] it has been shown that $\beta = 0$ the spectrum is real, and if $\alpha \neq n\pi/a, n \in \mathbb{N}$, then $-\Lambda(A,B)$ is similar to a self-adjoint operator. This highlights that similarity of
Laplacians on graphs can be achieved also without similarity of the local boundary conditions. These boundary conditions were introduced in [74] and studied further in [75]. The case with $\beta \neq 0$ is studied in [22], and the general case of Robin boundary conditions on each endpoint, including a discussion of the previously mentioned cases, is studied in [76] where some similarity transforms are computed explicitly, see also [77–79] for an extension of this model. A generalization of this example to metric graphs was proposed in [80]. The eigenvalues and eigenvectors have already been studied in [81] and [36, Sec.XIX.3].

5.2. Proof of Theorem 5.1

For the proof of Theorem 5.1, it is essential that for star graphs a generalized reflection principle applies. Odd and even reflection along a hyperplane is often applied to pass from second order elliptic differential operators on the whole space to half space problems with Dirichlet and Neumann boundary conditions, respectively. The generalized reflection principle for star graphs proposed in [12, Section 6] gives that similarity of the boundary conditions implies similarity of the Laplace operators. More precisely, if $\mathcal{I} = \emptyset$, then for

$$A = G^{-1}A'G \quad \text{and} \quad B = G^{-1}B'G,$$

one can consider the map

$$\Phi_G : \text{Dom} \ (\Delta(A,B)) \to \text{Dom} \ (\Delta(A',B')) \quad \Phi_G \{\psi_i\}_{i \in \mathcal{E}} = \{G\|_{\mathcal{E}}, \epsilon \psi_i\}_{i \in \mathcal{E}}$$

which induces the similarity

$$\Delta(A,B) = \Phi^{-1}_G \Delta(A',B') \Phi_G.$$

Note that if $-\Delta(A,B)$ is similar to a self-adjoint operator, i.e., in particular a normal one, then by Corollary 4.14, the boundary conditions are quasi-sectorial. Using the similarity transform $\Phi_G$, see [12, Section 6], one can consider without loss of generality boundary conditions of the form (3.2). Then only a combination of the three cases (a), (b), (c), or (d) can occur, where

(a) $\sigma(L) \cap \mathbb{C}_{\text{Re}} > 0 \setminus (0, \infty) \neq \emptyset$,
(b) $\sigma(L) \cap i\mathbb{R} \setminus \{0\} \neq \emptyset$,
(c) there exists $l \in \sigma(L) \cap [0, \infty) \neq \emptyset$ such that there is a cyclic vector to the eigenvalue $l$,
(d) $\sigma(L) \subset \mathbb{C}_{\text{Re}} < 0 \cup [0, \infty)$, where $l \in \sigma(L) \cap [0, \infty)$ has no cyclic vector.

The key observation of the proof of Theorem 5.1 is that poles of the Cayley transform are also poles of the resolvent, or of some meromorphic extension of the resolvent to the unphysical sheet.

For case (a), note that $k^2 \in \sigma_p(-\Delta(A,B))$ if for $\Im k > 0 \det(A + ikB) = 0$. For quasi-sectorial boundary conditions this means that $\det(L + ik) = 0$, where $L$ is considered as an operator in $\mathbb{C}^m$ with $L$ and $m$ from the quasi-Weierstrass normal form, see
Proposition 3.4, and if \( l \in \sigma(L) \cap \mathbb{C}_{\text{Re} > 0} \setminus (0, \infty) \), then \( k = il \) is a zero of \( \det(L + ik) = 0 \) with \( \text{Im} \ k > 0 \), and hence \( -P \in \mathbb{C} \setminus \mathbb{R} \) is an eigenvalue of \( -\Delta(A, B) \). Since the spectrum is stable under similarity transforms, \( -\Delta(A, B) \) cannot be similar to a self-adjoint operator.

For case (b) and (c), recall that for \( \mathcal{I} = \emptyset \) one has \( \sigma_r(-\Delta(A, B)) = \emptyset \), see [12, Proposition 4.6], \( \sigma_p(-\Delta(A, B)) \subset \mathbb{C} \setminus [0, \infty) \) consists of finitely many eigenvalues with finite multiplicity, and moreover, \( \sigma_{\text{ess}}(-\Delta(A, B)) = [0, \infty) \). If this operator is similar to a self-adjoint one, then there exists an equivalent norm \( \| \cdot \|_n \) in \( L^2(G) \) induced by a scalar product with respect to which \( -\Delta(A, B) \) is self-adjoint. Hence, using that for self-adjoint operators the norm of the resolvent with spectral parameter \( \lambda \pm i\varepsilon \) is given by the distance \( \text{dist} (\lambda \pm i\varepsilon, \sigma(-\Delta(A, B))) \) to the spectrum, there exists a \( C > 0 \) such that

\[
C\|(-\Delta(A, B) - \lambda \pm i\varepsilon)^{-1}\| \leq \|(-\Delta(A, B) - \lambda \pm i\varepsilon)^{-1}\|_n = \varepsilon^{-1}
\]

for \( \lambda \in \sigma(-\Delta(A, B)) \subset \mathbb{R} \) and \( \varepsilon > 0 \). This would imply that for any \( -\Delta(A', B') \) which is self-adjoint with respect to the standard scalar product

\[
\varepsilon\|(-\Delta(A, B) - \lambda \pm i\varepsilon)^{-1} - (-\Delta(A', B') - \lambda \pm i\varepsilon)^{-1}\| \leq 1/C + 1
\]

for \( \lambda \in \sigma(-\Delta(A, B)) \cap \sigma(-\Delta(A', B')) \) and \( \varepsilon > 0 \), and this carries over to any \( \lambda \in \mathbb{R} \) and \( \varepsilon > 0 \) sufficiently small because if \( \lambda \not\in \sigma(-\Delta(A, B)) \) or \( \lambda \not\in \sigma(-\Delta(A', B')) \), then

\[
\varepsilon\|(-\Delta(A, B) - \lambda \pm i\varepsilon)^{-1} \rightarrow 0 \text{ or } \varepsilon\|(-\Delta(A', B') - \lambda \pm i\varepsilon)^{-1} \rightarrow 0 \quad \text{as } \varepsilon \rightarrow 0,
\]

respectively.

The strategy is now to show that the poles of the Cayley transform discussed in Lemma 3.6 lead to singularities of the resolvent which cause a contractions to (5.2).

In case (b), let first \( l \in \sigma(L) \cap i(-\infty, 0) \), then \( \det(A + ikB) \) has a zero at \( k = il \in (0, \infty) \), since it is a zero of \( \det(L + ik) = 0 \), where \( L \) is considered as an operator in \( \mathbb{C}^m \) with \( L \) and \( m \) from the quasi-Weierstrass normal form in Proposition 3.4. Hence \( \Xi(k, A, B) \) has a pole at \( il \in (0, \infty) \) by Lemma 3.6.

If in the case of (b), the second case \( l \in \sigma(L) \cap i(0, \infty) \) occurs, then \( \bar{l} \in \sigma(L^*) \cap i(-\infty, 0) \). Using the generalized reflection principle, one can assume without loss of generality that \( G = 1 \) in (3.4), and then \( -\Delta(A, B) \) can be equivalently described by \( A = L + P \) and \( B = P^\perp \) according to the quasi-Weierstrass normal form in Proposition 3.4. For the adjoint one then has

\[
-\Delta(A, B)^* = -\Delta(A', B') \quad \text{with } A' = L^* + P \text{ and } B' = P^\perp,
\]

compare [12, Corollary 3.8], and, therefore, the Cayley transform for the adjoint operator \( \Xi(k, A', B') \) has a pole at \( \bar{l} \in (0, \infty) \). Since similarity of \( -\Delta(A, B) \) and \( -\Delta(A, B)^* = -\Delta(A', B') \) to a self-adjoint operator is equivalent, it is sufficient to consider one of the two operators, and one can assume without loss of generality that \( l \in \sigma(L) \cap i(-\infty, 0) \).

So, let \( l \in \sigma(L) \cap i(-\infty, 0) \) and let \( v \) be an eigenvector to \( l \), then consider the normalized function \( \psi \) defined by \( \psi(x) := (1/a) \chi_{[0, a]}^v \) for some \( a > 0 \). Now comparing the resolvents of \( -\Delta(A, B) \) and of the Neumann Laplacian \( -\Delta(0, \mathbb{I}) \), one obtains for \( \text{Im} \ k > 0 \) using the representation of the resolvent kernel given in Subsection 4.4 that
For $k = \text{Re } k + i\text{Im } k$ one obtains for $k^2$ that
\[
\lambda_k := \text{Re } k^2 = (\text{Re } k)^2 - (\text{Im } k)^2 \quad \text{and} \quad \varepsilon_k := \text{Im } k^2 = 2(\text{Re } k) \cdot (\text{Im } k).
\]

Let $l = -i\zeta$ with $\zeta > 0$, then one considers $k$ with $\text{Re } k = \zeta$, and then for $\text{Im } k > 0$ using that $\|\varphi_k\| = 2\xi \cdot (\text{Im } k) \cdot \frac{1}{2|k|} \frac{1}{\sqrt{2\text{Im } k/|k|}} \frac{2\xi}{|k|^2} \frac{|e^{ika} - 1|}{\sqrt{2\text{Im } k}} \|v\|$
\[
= \frac{|e^{ika} - 1|}{|k|^2} \frac{2\xi^2}{\sqrt{2\text{Im } k}} \|v\|, \\
\geq c \frac{\xi^2}{\xi^2 + (\text{Im } k)^2} \frac{\sqrt{2}}{\text{Im } k} \to \infty \quad \text{as } \text{Im } k \to 0,
\]
where one uses that for $k = \text{Re } k + i\text{Im } k$ with $\text{Re } k, \text{Im } k \in \mathbb{R}$ and $\text{Re } k \neq 0$ there exists since $\zeta > 0$ a $c > 0$ such that
\[
|e^{ika} - 1| = |e^{\zeta a - (\text{Im } k)a} - 1| > c \quad \text{as } \text{Im } k \to 0.
\]

Note that the singular term $1/\sqrt{\text{Im } k}$ is due to a singularity of the Cayley transform. This is a contradiction to (5.2), because $\lambda_k \in [0, \infty) \subset \sigma(-\Delta(A,B)) \cap \sigma(-\Delta(0,1))$ for $\text{Im } k$ sufficiently small, and for $\text{Im } k \to 0$ by the computation given above
\[
\infty \leftarrow \varepsilon_k \|\varphi_k\| \leq \varepsilon_k\|-(\Delta(A,B) - \lambda_k \pm i\varepsilon_k)^{-1} - (\Delta(0,1) - \lambda_k \pm i\varepsilon_k)^{-1}\|.
\]

Consider now the case (c) where $l \in \sigma(L) \cap [0, \infty)$ where $v$ with $\|v\| = 1$ is a cyclic vector to the eigenvalue $l$ with $Lv = (l + N)v$ for a nilpotent matrix $N$ with $Nv \neq 0$ and $N^2v = 0$. From (3.7) and (3.8) in the proof of Lemma 3.6 one deduces that then
\[
\Xi(k, A, B)v = \left( - I + \frac{2ik}{l + ik} \left( 1 + \frac{N}{(l + ik)} \right) \right) v \quad \text{for } l + ik \neq 0.
\]

Then similar to the above but using this time the Dirichlet Laplacian $-\Delta(1,0)$ for comparison
\[
\varphi_k := (-\Delta(A,B) - k^2)^{-1} \psi - (-\Delta(1,0) - k^2)^{-1} \psi \\
= \frac{i}{2k} \int_0^a \phi(x, k)(\Xi(k, A, B) + 1) (\int_0^a e^{iky} dy) v \\
= \frac{i}{2k} \int_0^a \phi(x, k) 2ik (1 + \frac{N}{(l + ik)}) (\int_0^a e^{iky} dy) v.
\]

For $l = 0$, assume that $\text{Re } k = \text{Im } k$, i.e., $\lambda_k = 0, \varepsilon_k = 2(\text{Im } k)^2$, and $|k|^2 = 2(\text{Im } k)^2$. Then
\[
\varphi_k := (\Xi(k, A, B) + 1) (\int_0^a e^{iky} dy) v.
\]
\[ \varepsilon_k \| \varphi_k \| = 2(\text{Im } k)^2 \frac{1}{2|k|} \frac{1}{\sqrt{2} \text{Im } k} \frac{2|k|}{|k|} \| v - \frac{1}{ik} Nv \| \frac{|e^{ika} - 1|}{|k|} \]

where \( \frac{|e^{ika} - 1|}{|k|} \to a \) and \( \| ikv - Nv \| \to \| Nv \| \) as \( k \to 0 \). Since \( 0 \in \sigma(-\Delta(A, B)) \cap \sigma(-\Delta(1, 0)) \), one concludes as above that this is a contradiction to (5.2).

For \( l > 0 \), consider \( k \) with \( \text{Im } k = l \) and \( \text{Re } k > 0 \), i.e., \( \lambda_k = (\text{Re } k)^2 - l^2, \varepsilon_k = 2l(\text{Re } k) \). Then

\[ \varepsilon_k \| \varphi_k \| = 2l(\text{Re } k) \frac{1}{2|k|} \frac{1}{\sqrt{2|l + ik|}} \frac{1}{|l + ik|} \| (l + ik)v + Nv \| \frac{|e^{ika} - 1|}{|k|} \]

\[ \approx \frac{1}{(\text{Re } k) \sqrt{2l}} \| Nv \| \frac{|e^{-ia} - 1|}{|l|} \to \infty \quad \text{as } \text{Re } k \to 0, \]

where the singular term \( 1/(\text{Re } k) \) again comes from a singularity of the Cayley transform, thus contradicting (5.2).

Now, consider case (d). First, note that the spectrum is real, and it consists of \( \sigma_{\text{ess}}(-\Delta(A, B)) = [0, \infty) \) plus an at most finite set of negative eigenvalues with finite multiplicity. Characterizations for the similarity of operators with real spectrum to self-adjoint operators have been proven more or less simultaneously in different variants by van Casteren [71, Theorem 3.1], Naboko [70, Theorem 2], and Malamud [69, Theorem 1].

**Theorem 5.6** (cf. Theorem 2 in [70] and Theorem 1 in [69]). *A closed densely defined linear operator \( T \) in a Hilbert space \( \mathcal{H} \) is similar to a self-adjoint operator if and only if its spectrum is real and there exists a constant \( C > 0 \) such that for all \( g \in \mathcal{H} \)

\[ \sup_{\varepsilon > 0} \int_{\mathbb{R} + i\varepsilon} \left\| (T - z)^{-1} g \right\|^2 dz \leq C \| g \|^2, \]

\[ \sup_{\varepsilon > 0} \int_{\mathbb{R} + i\varepsilon} \left\| (T^* - z)^{-1} g \right\|^2 dz \leq C \| g \|^2. \]

This theorem has been applied in a similar situation in [18]. Here, the estimate in Theorem 5.6 could be verified directly since the resolvent kernel is given explicitly, but it involves a rather lengthy computation which can be avoided by the series of comparison arguments.

In the situation of (d), in the Jordan normal form for the matrix \( L \) from the quasi-Weierstrass normal form, see Proposition 3.4, the eigenvalues in \([0, \infty)\) correspond to a part \( L_{\text{Re } L \geq 0} \), which due to the assumption on the algebraic and geometric multiplicities is diagonal, while the eigenvalues in \( \mathcal{C}_{\text{Re } L < 0} \) correspond to a possibly non-diagonal block \( L_{\text{Re } L < 0} \). Hence, the matrices \( A, B \) are similar to
with \( \sigma(L_{Re \geq 0}) \subset (0, \infty) \) and \( L_{Re \geq 0} \) self-adjoint, and \( \sigma(L_{Re < 0}) \subset C_{Re < 0} \). Due to the generalized reflection principle on star graphs, \(-\Delta(A, B)\) is similar to \(-\Delta(A', B')\), cf. [12, Theorem 6.2] Now define

\[
A_{sa} = \begin{bmatrix} L_{Re \geq 0} & 0 & 0 \\ 0 & L_{Re < 0} & 0 \\ 0 & 0 & 1 \end{bmatrix} \quad \text{and} \quad B_{sa} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix}.
\]

Then \( \Delta(A_{sa}, B_{sa}) \) is a self-adjoint operator, and

\[
\Xi(k, A', B') = \Xi(k, A_{sa}, B_{sa}) = \begin{bmatrix} 0 & 0 & 0 \\ 0 & \Xi(k, L_{Re < 0}, 1) & 0 \\ 0 & 0 & 0 \end{bmatrix}.
\]

The poles of \( \Xi(k, L_{Re < 0}, 1) \) lie in the lower half plane with \( C_{Re < 0} \), compare Lemma 3.6, and since \( L_{Re < 0}, 1 \) define quasi-sectorial boundary conditions one has by Lemma 3.7 that \( \Xi(k, L_{Re < 0}, 1) \) is uniformly bounded on \( C_{Im > 0} \). Hence, for some \( C > 0 \)

\[
\|(-\Delta(A', B') - k^2)^{-1} \psi - (-\Delta(A_{sa}, B_{sa}) - k^2)^{-1} \psi\|^2
\]

\[
= \left\| \frac{i}{2k} \phi_x(\cdot, k) \left( \Xi(k, A', B') - \Xi(k, A_{sa}, B_{sa}) \right) \int_G \phi_x(y, k) \psi(y) dy \right\|^2
\]

\[
\leq C \frac{1}{4|k|^2} \frac{d}{2Im} \left\| \int_G \phi_x(y, k) \psi(y) dy \right\|^2
\]

for any \( \psi \in L^2(G) \) since \( \|\phi_x(\cdot, k)\|^2 = d/(2Im \, k) \) for \( Im \, k > 0 \). Next note that since \( \Xi(k, 1, 0) = -1 \) and \( \Xi(k, 0, 1) = 1 \)

\[
\|(-\Delta(1, 0) - k^2)^{-1} \psi - (-\Delta(0, 1) - k^2)^{-1} \psi\|^2
\]

\[
= \frac{1}{|k|^2} \frac{1}{2Im} \left\| \int_0^\infty \phi_x(y, k) \psi(y) dy \right\|^2
\]

and since both operators \(-\Delta(1, 0)\) and \(-\Delta(0, 1)\) are self-adjoint, by Theorem 5.6, using the branch of the square root with \( Im \sqrt{z} > 0 \), there exists another constant \( C > 0 \) such that

\[
\sup_{\epsilon > 0} \int_{\mathbb{R} + i\epsilon} \frac{1}{2|z| \cdot Im \sqrt{z}} \left\| \int_G \phi_x(y, \sqrt{z}) \psi(y) dy \right\|^2 dz \leq C \|\psi\|^2 \quad \text{for all} \quad \psi \in L^2(G).
\]

Consequently, by (5.3) there exists a possibly larger constant \( C > 0 \) such that for all \( \psi \in L^2(G) \)

\[
\sup_{\epsilon > 0} \int_{\mathbb{R} + i\epsilon} \|(-\Delta(A', B') - z)^{-1} \psi\|^2 dz \leq \sup_{\epsilon > 0} \int_{\mathbb{R} + i\epsilon} \|(-\Delta(A', B') - z)^{-1} \psi - (-\Delta(A_{sa}, B_{sa}) - z)^{-1} \psi\|^2 dz
\]

\[
+ \sup_{\epsilon > 0} \int_{\mathbb{R} + i\epsilon} \|(-\Delta(A', B') - z)^{-1} \psi\|^2 dz \leq C \|\psi\|^2.
\]
For \((-\Delta(A,B)^* - z)^{-1}\) an analogous argument applies, where one uses that the by [12, Proposition 3.7] boundary conditions for the adjoint operator \(-\Delta(A_{ad},B_{ad}) = -\Delta(A,B)^*\) are given by

\[
A_{ad} := -\frac{1}{2} \left( \Xi(k,A,B)^* - 1 \right) \quad \text{and} \quad B_{ad} := \frac{1}{-2ik} \left( \Xi(k,A,B)^* + 1 \right).
\]

Hence

\[
\Xi(-\bar{k},A_{ad},B_{ad}) = \Xi(k,A,B)^*,
\]

and its poles behave as the ones of the adjoint since for \(A_{ad},B_{ad}\) the matrix \(L_{ad}\) in the quasi-Weierstrass normal form can be chosen as \(L_{ad} = L^*\) with \(L\) determined by the quasi-Weierstrass normal form of \(A, B\). Hence by Theorem 5.6 \(-\Delta(A',B')\) is similar to a self-adjoint operator and by the generalized reflection principle used before also \(-\Delta(A,B)\) is similar to a self-adjoint operator.

\[\Box\]
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