MARKOV PROPERTIES FOR GAUSSIAN FIELDS ASSOCIATED WITH DIRICHLET FORMS

TAKUMU OOI

ABSTRACT. We prove the equivalence of the local property for an irreducible regular Dirichlet form and the Markov property for the Gaussian field associated with the Dirichlet form. Moreover we introduce a strong Markov property for Gaussian fields and present some sufficient conditions for this to hold.

1. Introduction

The Markov property is an important property for stochastic processes. Intuitively, it is the property that the future state of the process is independent of the past state given the present state. The Markov property has also been introduced for various other stochastic models. In studies of random fields, for example, these include Lévy’s n-parameter Brownian motion [19], Gaussian processes with a multidimensional parameter [22], and random fields associated with reproducing kernel Hilbert spaces [18].

Markov properties for Gaussian free field (GFF, in abbreviation) has been used in literatures. Nelson ([20]) proved the (massive) GFF enjoys the Markov property. For a domain $D \subset \mathbb{R}^d$, the GFF on $D$ is the complete linear space of Gaussian random variables indexed by $H^1_0(D)$ whose means are zero and covariances are given by the Dirichlet inner products, where $H^1_0(D)$ is the completion of the space of all continuous functions with compact support in $D$ by the Dirichlet inner product.

A massive GFF is what is obtained when the covariance is given by the sum of the Dirichlet inner product and the constant multiple of $L^2$-inner product. GFFs can be considered on many other spaces and play an important role in the theory of random surfaces, quantum field theory, statistical physics, and amongst other areas. See [4] and [26] for details. The Markov property for GFFs is applied in these areas, for example, to establish a reflection positivity also known as Osterwalder-Schrader positivity in physics ([21]), to establish a sewing operation for manifolds ([6]), and to construct a coupling between GFFs and occupation times of random interlacements on graphs ([27]). Another property that is often considered is the domain Markov property ([8],[16],[24], etc.). This property is different from the Markov property treated in this paper, and we will note the relation between them in Remark 2.3.

As noted above, the covariance of the GFF is given by the Dirichlet inner product, which is a regular Dirichlet form. The definition of a GFF may be generalized to Gaussian fields whose covariances are Dirichlet forms. Before we consider these Gaussian fields, we give definitions and introduce some properties of Dirichlet forms.
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Let $E$ be a locally compact separable metric space and $m$ be a positive Radon measure satisfying $\text{supp}(m) = E$. Throughout this paper, for a given Borel set $A$, $C_c(A)$ denotes the family of all continuous functions with compact support contained in $A$. Moreover, $a \land b$ means $\min\{a, b\}$ and $a \lor b$ means $\max\{a, b\}$.

**Definition 1.1.** Let $\mathcal{F}$ be a dense linear subspace of $L^2(E; m)$ and $\mathcal{E} : \mathcal{F} \times \mathcal{F} \to \mathbb{R}$ be a non-negative definite symmetric bilinear form. The pair $(\mathcal{E}, \mathcal{F})$ is called a Dirichlet form on $L^2(E; m)$ if the following conditions hold.

1. The space $\mathcal{F}$ is complete with respect to the norm $\sqrt{\mathcal{E}_1(\cdot, \cdot)}$, where $\mathcal{E}_1$ is the sum of $\mathcal{E}$ and the $L^2(E; m)$ inner product.
2. For any $f \in \mathcal{F}$, it holds that $0 \lor f \land 1 \in \mathcal{F}$ and $\mathcal{E}(0 \lor f \land 1, 0 \lor f \land 1) \leq \mathcal{E}(f, f)$. Moreover, $(\mathcal{E}, \mathcal{F})$ is regular if $C_c(E) \cap \mathcal{F}$ is $\mathcal{F}_1$-dense in $\mathcal{F}$ and uniformly densely in $C_c(E)$.

Let $(\mathcal{E}, \mathcal{F})$ be a regular Dirichlet form on $L^2(E; m)$. Then there exists an $m$-symmetric Markov process $(\{Z_t\}_{t \geq 0}, \{\mathbb{P}_x\}_{x \in E})$ on $E$ associated with $(\mathcal{E}, \mathcal{F})$ (see [15] or [5], for details). We say $(\mathcal{E}, \mathcal{F})$ is irreducible (resp. transient, recurrent) if its associated process is irreducible (resp. transient, recurrent).

**Definition 1.2.** A Dirichlet form $(\mathcal{E}, \mathcal{F})$ on $L^2(E; m)$ is local if $\mathcal{E}(u, v) = 0$ for all $u, v \in \mathcal{F}$ having disjoint compact support.

It is known that a regular Dirichlet form is said to be local if and only if its associated Markov process has continuous paths, namely the process is a diffusion (see [15] or [5], for details).

We now define Gaussian fields associated with Dirichlet forms, which are the main objects in this paper. For a regular Dirichlet form $(\mathcal{E}, \mathcal{F})$ on $L^2(E; m)$, there exists a Gaussian field $\mathcal{G}(\mathcal{E}) := \{X_f\}_{f \in \mathcal{F}_c}$ defined on a probability space $(\Omega, \mathcal{M}, \mathbb{P})$ satisfying $\mathbb{E}(X_f) = 0$ and $\mathbb{E}(X_f X_g) = \mathcal{E}(f, g)$ for $f, g \in \mathcal{F}_c$, see [14] and [7]. Here, $\mathcal{F}_c$ is the extended Dirichlet space of $\mathcal{F}$, more precisely, $\mathcal{F}_c$ is defined as the family of functions $f : E \to \mathbb{R}$ having an $\mathcal{E}$-Cauchy sequence $\{f_n\} \subset \mathcal{F}$ such that $f_n \to f$ m-a.e. We call $\mathcal{G}(\mathcal{E})$ the Gaussian field on $(\Omega, \mathcal{M}, \mathbb{P})$ associated with the Dirichlet form $(\mathcal{E}, \mathcal{F})$ on $L^2(E; m)$.

Throughout this paper, we may assume that $\mathcal{M}$ is complete and $\mathcal{N}$ denotes the collection of all $\mathbb{P}$-null sets. For $\mathcal{G}(\mathcal{E})$, we define the $\sigma$-fields that will correspond to the filtrations of the standard Markov property for stochastic processes, and the Markov property as follows.

**Definition 1.3.** For $f \in \mathcal{F}_c$, we define the spectrum $s(f)$ of $f$ as the complement of the largest open set $U$ satisfying $\mathcal{E}(f, g) = 0$ for all $g \in C_c(E) \cap \mathcal{F}$ with $\text{supp}(g) \subset U$.

For $A \subset E$, we set $\sigma(A) \subset \mathcal{M}$ to be the $\sigma$-field generated by $\{X_f : f \in \mathcal{F}_c, s(f) \subset A\}$ and $\mathcal{N}$.

**Definition 1.4.** For a set $A \subset E$, $\mathcal{G}(\mathcal{E})$ has the Markov property with respect to $A$ if $\sigma(\overline{A})$ is conditionally independent of $\sigma(\overline{A})$ given $\sigma(\partial A)$, which means that $\mathbb{P}(\Gamma \cap \leq 0 \cap \Sigma) = \mathbb{P}(\Gamma) \mathbb{P}(\Sigma) \mathbb{P}(\sigma(\partial A))$ for $\Gamma \in \sigma(\overline{A})$ and $\Sigma \in \sigma(\overline{A})$.

The following theorem is the first main theorem of this paper concerning the Markov property.
Let \((\mathcal{E}, \mathcal{F})\) be an irreducible regular Dirichlet form on \(L^2(E; m)\). Then the following are equivalent:

1. The Dirichlet form \((\mathcal{E}, \mathcal{F})\) is local;
2. The Gaussian field \(G(\mathcal{E})\) has the Markov property with respect to any relatively compact open set;
3. The Gaussian field \(G(\mathcal{E})\) has the Markov property with respect to any open set;
4. The Gaussian field \(G(\mathcal{E})\) has the Markov property with respect to any subset of \(E\).

This equivalence was proved by Dynkin [9] when \((\mathcal{E}, \mathcal{F})\) is transient under an absolutely continuous condition (AC), which is the condition that there exists a Borel properly exceptional set \(N \subset E\) such that the transition semigroup \(P_t(x, \cdot)\) is absolutely continuous with respect to \(m\) for each \(t > 0\) and \(x \in N^c\). Moreover it was proved by Röckner [23] when \((\mathcal{E}, \mathcal{F})\) is transient without the assumption (AC). When \((\mathcal{E}, \mathcal{F})\) is recurrent, under the assumption (AC), Fukushima and Oshima [13] proved the equivalence between (1), (2) and (3). Moreover, in [14], it is proved that (3) implies (1) when \((\mathcal{E}, \mathcal{F})\) is recurrent without the assumption (AC) (in fact, it holds that (2) implies (1) by using their proof).

So, in order to complete the proof of Theorem 1.5, it is enough to show that (1) implies (3) and (1) is equivalent to (4) when \((\mathcal{E}, \mathcal{F})\) is recurrent without the assumption (AC). We prove these in Section 2.

We next consider the strong Markov property. The strong Markov property for stochastic processes has been discussed extensively in the literatures. Moreover strong Markov properties for set-indexed processes where stopping times are replaced by “stopping sets” are studied in [3, 10, 11, 12, 17]. For the case of the Gaussian field associated with a Dirichlet form \((\mathcal{E}, \mathcal{F})\), if \((\mathcal{E}, \mathcal{F})\) is strongly recurrent, \(G(\mathcal{E})\) can be viewed as a set-indexed field. Hence we can apply the strong Markov property of the set-indexed process to \(G(\mathcal{E})\) in this case. Indeed, Sznitman [27] uses the strong Markov property for GFFs on graphs in order to construct a coupling between GFFs and the occupation times of random interlacements on graphs. However, if \((\mathcal{E}, \mathcal{F})\) is not strongly recurrent, such as in the case of GFFs on sets of \(\mathbb{R}^d\) for \(d \geq 2\), we cannot define \(G(\mathcal{E})\) as a random function. Hence we cannot apply the strong Markov property for the set-indexed process to \(G(\mathcal{E})\) in general. So we will introduce the strong Markov property for \(G(\mathcal{E})\) on \((\Omega, \mathcal{M}, \mathbb{P})\) and state some sufficient conditions for the strong Markov property to hold.

Recall that \(G(\mathcal{E})\) has the Markov property if \(\sigma(\overline{A})\) is conditionally independent of \(\sigma(\overline{A'})\) given \(\sigma(\partial A)\). We will generalize these conditions to random sets.

Let \(F(E)\) be the collection of all closed sets in \(E\). We consider a \(\sigma\)-field on \(F(E)\) given by \(\sigma(\{A \in F(E): A \subset U\} : \text{U is open})\). Next we introduce a random set \(A_\omega : \Omega \to F(E)\), which is measurable. We call \(A_\omega\) a stopping set if \(A_\omega\) is a random set that satisfies \(\{A_\omega \subset A\} \in \sigma(A)\) for any closed set \(A\). We define filtrations of stopping sets and the strong Markov property as follows.

**Definition 1.6.** For random sets \(A_\omega, B_\omega\) satisfying \(B_\omega \subset A_\omega\), if \(A_\omega\) and \(\overline{B_\omega}\) are stopping sets, we define \(\sigma\)-fields as follows.

\[
\sigma(A_\omega) := \sigma(\{\Gamma \in \mathcal{M} : \Gamma \cap \{A_\omega \subset A\} \in \sigma(A)\ \text{for any closed set} \ A\}),
\]

\[
\sigma(\overline{B_\omega}) := \sigma(\{\Gamma \in \mathcal{M} : \Gamma \cap \{\overline{B_\omega} \subset A\} \in \sigma(A)\ \text{for any closed set} \ A\}),
\]

**Theorem 1.5.** Let \((\mathcal{E}, \mathcal{F})\) be an irreducible regular Dirichlet form on \(L^2(E; m)\). Then the following are equivalent:

1. The Dirichlet form \((\mathcal{E}, \mathcal{F})\) is local;
2. The Gaussian field \(G(\mathcal{E})\) has the Markov property with respect to any relatively compact open set;
3. The Gaussian field \(G(\mathcal{E})\) has the Markov property with respect to any open set;
4. The Gaussian field \(G(\mathcal{E})\) has the Markov property with respect to any subset of \(E\).
\[ \sigma(A_\omega \cap B_\omega^c) := \sigma(A_\omega) \cap \sigma(B_\omega^c). \]

**Remark 1.7.** The above definition is a generalization of the deterministic case. Suppose that \( A_\omega = D_1 \) for a deterministic closed set \( D_1 \). For any \( \Gamma \in \sigma(A_\omega) \), we have \( \Gamma = \Gamma \cap \{ A_\omega = D_1 \subseteq D_1 \} \in \sigma(D_1) \), and so we obtain \( \sigma(A_\omega) \subseteq \sigma(D_1) \). Conversely, for \( \Gamma \in \sigma(D_1) \), if \( D_1 \subseteq A \), \( \Gamma \cap \{ A_\omega \subseteq A \} \) is equal to \( \Gamma \). Otherwise it is the empty set, and so it holds that \( \Gamma \cap \{ A_\omega \subseteq A \} \in \sigma(A) \) for any closed set \( A \). Hence we have \( \sigma(A_\omega) = \sigma(D_1) \). If \( B_\omega^c = D_2 \) for a deterministic closed set \( D_2 \), \( \sigma(B_\omega^c) = \sigma(D_2) \) follows by the same argument. Moreover we have \( \sigma(A_\omega \cap B_\omega^c) = \sigma(A_\omega) \cap \sigma(B_\omega^c) = \sigma(D_1) \cap \sigma(D_2) = \sigma(D_1 \cap D_2) \).

**Definition 1.8.** Let \( A_\omega \) and \( B_\omega \) be random sets satisfying \( B_\omega \subseteq A_\omega \) such that \( A_\omega \) and \( B_\omega^c \) are stopping sets. \( G(\mathcal{E}) \) has the strong Markov property with respect to \( A_\omega, B_\omega \) if \( \sigma(A_\omega) \) is conditionally independent of \( \sigma(B_\omega^c) \) given \( \sigma(A_\omega \cap B_\omega^c) \).

The following theorem is the second main theorem of this paper and concerns the strong Markov property.

**Theorem 1.9.** For closed random sets \( A_\omega, B_\omega \) satisfying \( B_\omega \subseteq A_\omega \), suppose that \( \{ A_\omega \subseteq A, B_\omega^c \subseteq B \} \in \sigma(A \cap B) \) for all closed sets \( A, B \). Then \( G(\mathcal{E}) \) has the strong Markov property with respect to \( A_\omega, B_\omega \).

The proof of Theorem 1.9 is given in Section 3.

As far as we are concerned, this is the first work that discusses the strong Markov property for \( G(\mathcal{E}) \). Note that the strong Markov property for GFFs that appeared in [2, 25] is a strong version of the domain Markov property (also called the spatial Markov property), and is different from the strong Markov property treated in this paper.

### 2. The Markov property

In this section, we prove Theorem 1.5. We first give some preliminaries. Let \((\mathcal{E}, \mathcal{F})\) be an irreducible regular Dirichlet form on \( L^2(E; m) \). For an open set \( U \), set \( \mathcal{F}_U := \{ f \in \mathcal{F} : f = 0 \ \text{q.e. on} \ U^c \} \) and \( \mathcal{F}_e := \{ f \in \mathcal{F}_e : f = 0 \ \text{q.e. on} \ U^c \} \), where \( \hat{f} \) be quasi-continuous version of \( f \). For a Borel set \( A \), we define the hitting time of \( A \) as \( \tau_A := \inf\{ t > 0 : Z_t \in A \} \) and the hitting distribution of \( A \) as \( \mathbf{H}_A f(x) := E_x(f(Z_{\tau_A})) \) for a Borel measurable function \( f \) and \( x \in E \), where \( Z \) is the Hunt process associated with \((\mathcal{E}, \mathcal{F})\) on \( L^2(E; m) \).

By [5, Theorem 3.4.8.], for any \( f \in \mathcal{E}_e \) and for any Borel set \( A \), \( \mathbf{H}_A \hat{f} \) is finite q.e. and \( \mathbf{H}_A \hat{f} \) is a quasi continuous function in \( \mathcal{F}_e \) satisfying \( \mathcal{E}(\mathbf{H}_A \hat{f}, g) = 0 \) for any \( g \in \mathcal{F}_{e^c} \). By [15, Theorem 2.3.3], for a closed set \( F \) and \( f \in \mathcal{F}_e \), \( s(f) \subseteq F \) is equivalent to \( \mathcal{E}(f, g) = 0 \) for any \( g \in C_c(F^c) \cap \mathcal{F} \). Therefore we have \( s(\mathbf{H}_F g) \subseteq F \) for a closed set \( F \) and \( g \in \mathcal{F}_e \).

**Lemma 2.1.** ([14, Lemma 2.1]) For any \( A \subseteq E \) and \( f \in \mathcal{F}_e \), it holds that

\[ \mathbb{E}(X_f | \sigma(A)) = X_{\mathbf{H}_A \hat{f}}. \]  

**Proof.** This follows from the fact that \( \mathcal{E}(f - \mathbf{H}_A \hat{f}, g) = 0 \) for any \( A \) and \( f, g \in \mathcal{F}_e \) with \( s(g) \subseteq A \). See [14, Lemma 2.1] for the detailed proof.

**Lemma 2.2.** ([2.16] in [14]) \( G(\mathcal{E}) \) has the Markov property with respect to \( A \) if and only if the following holds:

\[ \sigma(X_{\mathbf{H}_A \hat{f}} : s(f) \subseteq \mathcal{F}_e) \subseteq \sigma(\partial A). \]
PROOF. By [22, Lemma 2.1], $G(\mathcal{E})$ has the Markov property with respect to $A$ if and only if it holds that $\sigma(\mathbb{E}(X_f|\sigma(\mathcal{A}))) : s(f) \subset A^c) \subset \sigma(\partial A)$. (2.2) follows from this and (2.1).

**Remark 2.3.** For any irreducible regular Dirichlet form, $\sigma(\overline{A})$ is conditionally independent of $\sigma(\mathcal{A})$ given $\sigma(X_{H_{\overline{A}}}f : s(f) \subset A^c) \subset \sigma(\partial A)$ by (2.1). This conditionally independence is called a pseudo Markov property in [14]. A pseudo Markov property can be regarded as a domain Markov property and it is used in many literatures, for example [8],[16],[24], etc.

To prove the Markov property with respect to $A$, it is enough to show that (2.2). By the definition of $H_{\overline{A}}$, intuitively, we consider only before $Z$ hits $A$, and the restriction of $(\mathcal{E}, \mathcal{F})$ to $A$ is transient if $m(A^c) > 0$. So, in order to prove Theorem 1.5 when $(\mathcal{E}, \mathcal{F})$ is recurrent, we use the equivalence of the transient case proved by Röckner in [23].

**Proof of the equivalence between (1), (2), (3) of Theorem 1.5.** When $(\mathcal{E}, \mathcal{F})$ is transient, the equivalence was proved by Röckner [23], so we assume that $(\mathcal{E}, \mathcal{F})$ is recurrent. (3) implies (2) clearly, and (2) implies (1) by [14]. We show that (1) implies (2). Suppose that $(\mathcal{E}, \mathcal{F})$ is local. For a relatively compact open set $A \subset E$, by Lemma 2.2, it is enough to show that $s(H_{\overline{A}}f) \subset \partial A$ for $f \in \mathcal{F}$ with $s(f) \subset A^c$. Fix $f \in \mathcal{F}$ with $s(f) \subset A^c$.

If $(\overline{A})^c$ is the empty set, it holds that $H_{\overline{A}}f = 0$ a.e. and $C_c((\partial A)^c) \cap \mathcal{F} = C_c(A) \cap \mathcal{F}$. So, there is nothing to prove.

If $(\overline{A})^c$ is not the empty set, we take an open set $U$ satisfying $\overline{A} \subset U$ and $m(U^c) > 0$. Indeed, since $E$ is a metric space, there exist non-empty open sets $U$ and $V$ such that $U \cap V = \emptyset$ and $\overline{A} \subset U$. Since $m$ is full-support, it holds that $m(V) > 0$ and we have $m(U^c) > 0$.

Since $s(f) \subset A^c$, it holds that $\mathcal{E}(f - H_{U^c}f, g_1) = 0$ for $g_1 \in C_c(A) \cap \mathcal{F}^U$. Since $(\mathcal{E}, \mathcal{F}^U)$ on $L^2(U; m_U)$ is a transient Dirichlet form, by [23], it holds that

$$\mathcal{E}(H_{\overline{A}} f - H_{U^c} f, g) = 0$$

(2.3)

for $g \in C_c((\partial A)^c) \cap \mathcal{F}^U$, where $H_{\overline{A}} f(x) := \mathbb{E}_x(f(Z_{\overline{A}}); \tau_{\overline{A}} < \tau_{U^c})$.

For $g \in C_c((\partial A)^c) \cap \mathcal{F}^U$, $H_{U^c} H_{\overline{A}} g$ vanishes on $U^c$, so we have

$$\mathcal{E}(H_{\overline{A}} H_{U^c} f, g) = \mathcal{E}(H_{U^c} f, H_{\overline{A}} g)$$

$$= \mathcal{E}(H_{U^c} f, H_{U^c} H_{\overline{A}} g)$$

$$= 0.$$  

(2.4)

By (2.3) and (2.4), for $g \in C_c((\partial A)^c) \cap \mathcal{F}^U$, we have

$$\mathcal{E}(H_{\overline{A}} f, g) = 0.$$  

(2.5)

Take $h \in C_c((\partial A)^c) \cap \mathcal{F}$. Let $K$ be the compact set defined by $\text{supp}(h) \cap \overline{A}$. By [15, Exercise 1.4.1], since $C_c(E) \cap \mathcal{F}$ is a special standard core, there exists a non-negative function $\psi \in C_c(E) \cap \mathcal{F}$ such that $\psi = 1$ on $K$ and $\psi = 0$ on $A^c$. Moreover it holds that $h\psi \in C_c(E) \cap \mathcal{F}$, $h\psi = 0$ on $U^c$ and $\text{supp}(h\psi) \subset \text{supp}(h) \subset (\partial A)^c$.

By setting $g := h\psi$ in (2.5), we have

$$\mathcal{E}(H_{\overline{A}} f, h\psi) = 0.$$  

(2.6)
Now we have \( H_{\overline{A}}f - H_{\overline{A}}^l f \in \mathcal{F}_c \) and \( H_{\overline{A}}f - H_{\overline{A}}^r f = 0 \) on \( \overline{A} \), so it is in \( \mathcal{F}_c(\overline{A})' \). By [5, Theorem 3.4.9], there are \( \mathcal{E} \)-Cauchy sequence \( \{ f_n \} \subset \mathcal{F}_c \) such that \( f_n \) convergent to \( H_{\overline{A}}f - H_{\overline{A}}^l f \) a.e. Since \( f_n \cdot h\psi = 0 \), we have \( \mathcal{E}(f_n, h\psi) = 0 \) by the locality of \( (\mathcal{E}, \mathcal{F}) \), and \( \mathcal{E}(H_{\overline{A}}f - H_{\overline{A}}^r f, h\psi) = 0 \). Combining this with (2.6), we obtain

\[
\mathcal{E}(H_{\overline{A}}f, h\psi) = 0
\]

Since \( h = 0 \) on \( \overline{A} \setminus K \) and \( 1 - \psi = 0 \) on \( K \), we have \( h(1 - \psi) = 0 \) on \( \overline{A} \). So we obtain

\[
\mathcal{E}(H_{\overline{A}}f, h(1 - \psi)) = 0.
\]

Thus, by (2.7) and (2.8), we have

\[
\mathcal{E}(H_{\overline{A}}f, h) = 0
\]

This means \( s(H_{\overline{A}}f) \subset \partial A \).

Next, we prove that (1) implies (3). Suppose that \( (\mathcal{E}, \mathcal{F}) \) is local. Let \( B \) be an open set. It is enough to show that \( s(H_{\overline{A}}f) \subset \partial B \) for \( f \in \mathcal{F}_c \) with \( s(f) \subset \overline{B} \). We fix \( f \in \mathcal{F}_c \) with \( s(f) \subset \overline{B} \). Take \( h \in C_c((\partial B)^c) \cap \mathcal{F} \) and set \( K := \text{supp}(h) \cap \overline{B} \), which is compact. Since \( E \) is locally compact separable, there is relatively compact open set \( A \) satisfying \( K \subset A \subset \overline{A} \subset B \). Since \( C_c(E) \cap \mathcal{F} \) is a special standard core, there exists a non-negative function \( \varphi \in C_c(E) \cap \mathcal{F} \) such that \( \varphi = 1 \) on \( K \), \( \varphi = 0 \) on \( A^c \) and \( 0 \leq \varphi \leq 1 \). As \( s(f) \subset \overline{B} \subset A^c \), by the Markov property with respect to relatively compact open set \( A \), we have

\[
\mathcal{E}(H_{\overline{A}}f, g) = 0
\]

for \( g \in C_c((\partial A)^c) \cap \mathcal{F} \). Since \( h\varphi \in C_c(E) \cap \mathcal{F} \) and \( h\varphi = 0 \) on \( A^c = \overline{A} \), we have \( h\varphi \in C_c((\partial A)^c) \cap \mathcal{F} \). By (2.9), it holds that

\[
\mathcal{E}(H_{\overline{A}}f, h\varphi) = 0.
\]

Since \( H_{\overline{A}}f - H_{\overline{A}}f = 0 \) on \( \overline{A} \), by the local property of \( (\mathcal{E}, \mathcal{F}) \) and (2.10), we have

\[
\mathcal{E}(H_{\overline{A}}f, h\varphi) = \mathcal{E}(H_{\overline{A}}f, h\varphi) = 0.
\]

Since \( h(1 - \varphi) \in \mathcal{F}_c \), it holds that

\[
\mathcal{E}(H_{\overline{A}}f, h(1 - \varphi)) = 0.
\]

By (2.11) and (2.12), we have \( \mathcal{E}(H_{\overline{A}}f, h) = 0 \). Thus (3) is proved.

In order to prove the equivalence of (1) and (4) in Theorem 1.5, we prove the following theorem.

**Theorem 2.4.** (1), (2), (3) of Theorem 1.5 are equivalent to the following:

(3*) \( \sigma(\overline{A}) \) is conditionally independent of \( \sigma(\overline{B}) \) given \( \sigma(\overline{A} \cap \overline{B}) \) for any open or closed set \( A \) and any open or closed set \( B \) satisfying \( B \subset A \).

**Remark 2.5.** Sometimes the above type of the Markov property is adopted as the definition of the Markov property for set-indexed processes. See [17] and [11] for examples.

In order to prove Theorem 2.4, we use the following lemma.

**Lemma 2.6.** For any sets \( A \) and \( B \) satisfying \( B \subset A \), it holds that

\[
\sigma(\overline{A}) \vee \sigma(\overline{A} \cap \overline{B}) = \sigma(\overline{B}).
\]
Proof. \( \overline{A}^c \subseteq \overline{B}^c \) and \( \overline{A} \cap \overline{B}^c \subseteq \overline{B}^c \) yield that \( \sigma(\overline{A}^c) \vee \sigma(\overline{A} \cap \overline{B}^c) \subseteq \sigma(\overline{B}^c) \). We will show the other direction. Fix \( f \in \mathcal{F} \) satisfying \( s(f) \subseteq \overline{B}^c \).

For any \( g \in C_c(\overline{A} \cap \overline{B}^c) \), there exist \( g_1, g_2 \in \mathcal{F} \cap C_c(E) \) such that \( g = g_1 + g_2 \), \( \text{supp}(g_1) \subseteq \overline{A}^c \) and \( \text{supp}(g_2) \subseteq \overline{B}^c \) by the similar way as the proof of Theorem 1.5. In fact, for a relatively compact open set \( U \subseteq \overline{A} \), there exists \( \varphi \in \mathcal{F} \cap C_c(E) \) with \( \varphi|_K = 1 \), \( \varphi|_{\overline{A}^c} = 0 \) and \( 0 \leq \varphi \leq 1 \), and we set \( g_1 := g(1 - \varphi) \) and \( g_2 := g\varphi \). Then we have

\[
\mathcal{E}(f - H_{\overline{A}^c} f, g) = \mathcal{E}(f - H_{\overline{A}^c} f, g_1) + \mathcal{E}(f - H_{\overline{A}^c} f, g_2) = \mathcal{E}(f - H_{\overline{A}^c} f, g_1) + \mathcal{E}(f, g_2) - \mathcal{E}(H_{\overline{A}^c} f, g_2) = 0.
\]

In the last equality, we used the local property of \( (\mathcal{E}, \mathcal{F}) \), \( s(f) \subseteq \overline{B}^c \) and \( H_{\overline{A}^c} g \equiv 0 \). Therefore we have \( s(f - H_{\overline{A}^c} f) \subseteq \overline{A} \cap \overline{B}^c \).

For any \( h \in \mathcal{F} \), it holds that \( \mathbb{E}((X_f - X_{f - H_{\overline{A}^c} f} - X_{H_{\overline{A}^c} f})X_h) = 0 \), so we have \( X_f - X_{H_{\overline{A}^c} f} = X_f - X_{H_{\overline{A}^c} f} \) and \( (X_f)^{-1}(I) \in \sigma(X_f - H_{\overline{A}^c} f, X_{H_{\overline{A}^c} f}) \) for a Borel set \( I \subseteq \mathbb{R} \). Since \( s(H_{\overline{A}^c} f) \subseteq \overline{A}^c \) and \( s(f - H_{\overline{A}^c} f) \subseteq \overline{A} \cap \overline{B}^c \), it holds that \( (X_f)^{-1}(I) \in \sigma(\overline{A}^c) \vee \sigma(\overline{A} \cap \overline{B}^c) \). Thus we have \( \sigma(\overline{B}^c) \subseteq \sigma(\overline{A}^c) \vee \sigma(\overline{A} \cap \overline{B}^c) \). \( \square \)

Proof of the Theorem 2.4. The equivalence of (1), (2) and (3) is already proved. (3*) clearly implies (3) by setting \( A = B \). We now show that (3) implies (3*). For open or closed sets \( A \) and \( B \) with \( B \subseteq A \), it is enough to show that

\[
\mathbb{P}(\Gamma|\sigma(\overline{A})) = \mathbb{P}(\Gamma|\sigma(\overline{A} \cap \overline{B}^c)) \tag{2.13}
\]

for any \( \Gamma \in \sigma(\overline{B}^c) \). By Lemma 2.6, we may assume that \( \Gamma \in \sigma(\overline{A}^c) \) or \( \Gamma \in \sigma(\overline{A} \cap \overline{B}^c) \).

For \( \Gamma \in \sigma(\overline{A}^c) \), since \( A \) or \( A^c \) is an open set, by the Markov property with respect to an open set, we have \( \mathbb{P}(\Gamma|\sigma(\overline{A})) = \mathbb{P}(\Gamma|\sigma(\partial A)) \), and (2.13) follows from the fact \( \sigma(\partial A) \subseteq \sigma(\overline{A}^c) \vee \sigma(\overline{A}) \).

For \( \Gamma \in \sigma(\overline{A} \cap \overline{B}^c) \), we have \( \Gamma \in \sigma(\overline{A}) \), and \( \mathbb{P}(\Gamma|\sigma(\overline{A})) = \Gamma = \mathbb{P}(\Gamma|\sigma(\overline{A} \cap \overline{B}^c)) \). Thus the proof is completed. \( \square \)

Proof of the equivalence between (3) and (4) of Theorem 1.5. It is clear that (4) implies to (3). Suppose that (3) holds. Then (3*) holds by Theorem 2.4. For any subset \( A \subseteq E \), since \( \overline{A}^c \supseteq A^c \supseteq (A^c)^c \), we have \( \overline{A}^c \subseteq \overline{A} \). By (3*), \( \sigma(\overline{A}) \) is conditionally independent of \( \sigma(\overline{A}^c) \) given \( \sigma(\partial A) \). Thus the proof is completed. \( \square \)

3. The Strong Markov property

In this section, we prove Theorem 1.9. Throughout this section, we assume that \((\mathcal{E}, \mathcal{F})\) is an irreducible regular local Dirichlet form on \( L^2(E; m) \). By Theorem 1.5, \( \mathcal{G}(\mathcal{E}) \) has the Markov property.

In Section 1, we defined the filtrations for stopping sets and the strong Markov property. These can be viewed as analogues to those for a Markov process. Indeed, for a Markov process \( Z = \{Z_t\}_{t \geq 0} \), let \( \{\mathcal{F}_t\}_{t \geq 0} \) be a filtration to which \( Z \) is adapted, and \( \tau \) be a stopping time. \( Z \) has the strong Markov property if \{\( Z_{\tau+}\)\}_{s \geq 0} is conditionally independent of \( \mathcal{F}_\tau \) given \( \sigma(Z_\tau) \), where \( \mathcal{F}_\tau := \sigma(\{\Gamma \subseteq \tau \leq t \in \mathcal{F}_t \text{ for all } t}) \). By considering \( \sigma(\overline{A}^c) \) corresponds to the \( \sigma \)-field generated by \{\( Z_{\tau+}\)\}_{s \geq 0}, we can regard the definitions of filtrations for stopping sets as the correspondences to those for a process.
Remark 3.1. For set-indexed processes, there are other definitions of $\sigma$-fields for random sets. For example, Evstigneev [10, 11] and Kinateler [17] defined the correspondence to $\sigma(A_\omega \cap B_\omega^c)$ as that includes the $\sigma$-field generated by $A_\omega$ and $B_\omega$.

Remark 3.2. Under the assumption of Theorem 1.9, $A_\omega$ and $B_\omega^c$ are stopping random sets. Indeed, it holds that

$$\{A_\omega \subset A, \ B_\omega^c \subset E\} \in \sigma(A \cap E) = \sigma(A),$$

$$\{B_\omega^c \subset B\} \in \sigma(E \cap B) = \sigma(B)$$

for any closed sets $A$ and $B$.

To prove Theorem 1.9, we approximate $\sigma$-fields of random sets by those of discrete random sets. We need some properties for these approximating $\sigma$-fields $\sigma(A_\omega^n), \sigma(B_\omega^n)$ such as the monotonicity for $n$ and the conditional independence of $\sigma(A_\omega^n)$ and $\sigma(B_\omega^n)$ given $\sigma(A_\omega^n \cap B_\omega^n)$.

For any closed set $F$, we set $F^n := \bigcap_{\omega \in \Lambda^n} U_i^\omega$ where $A_\omega^n := \{1 \leq i \leq n ; \ F \subset U_i^\omega\}$. Then it holds that $F^n \supset F^{n+1}$ and $F = \bigcap_{n=1}^{\infty} F^n$.

Lemma 3.3. Under the assumption of Theorem 1.9, it holds that $\{A_\omega^n \subset A, \ B_\omega^n \subset B\} \in \sigma(A \cap B)$ for all closed sets $A, B$ and $n \geq 1$.

Proof. If $A$ or $B$ is not the form of $\bigcap_{\omega \in \Lambda} U_\omega$ for any $\Lambda \subset \{1, \cdots, n\}$, then $\{A_\omega^n \subset A, \ B_\omega^n \subset B\}$ is the empty set and so is in $\sigma(A \cap B)$. If $A = \bigcap_{\omega \in \Lambda} U_\omega$ and $B = \bigcap_{\omega \in \Sigma} U_\omega$ for some $\Lambda, \Sigma \subset \{1, \cdots, n\}$, then we have

$$\{A_\omega^n \subset A, \ B_\omega^n \subset B\} = \{A_\omega \subset A, \ B_\omega \subset B\} \cap \bigcap_{\omega \in \Lambda} \{A_\omega \subset A, \ B_\omega \subset B\} \cap \bigcap_{\omega \in \Sigma} \{A_\omega \subset A, \ B_\omega \subset B\}$$

$$= \{A_\omega \subset A, \ B_\omega \subset B\} \cap \bigcap_{\omega \in \Lambda} \{A_\omega \subset A, \ B_\omega \subset B\} \cap \bigcap_{\omega \in \Sigma} \{A_\omega \subset A, \ B_\omega \subset B\}$$

Hence we have

$$\{A_\omega^n \subset A, \ B_\omega^n \subset B\} \in \sigma(A \cap B) \lor \bigvee_{\omega \in \Lambda} \sigma(A \cap U_\omega \cap B) \lor \bigvee_{\omega \in \Sigma} \sigma(A \cap U_\omega \cap B).$$

Moreover we have $\{A_\omega^n \subset A, \ B_\omega^n \subset B\} = \bigcup_{\omega \subset A, \ B \subset B} \{A_\omega^n \subset A, \ B_\omega^n \subset B\} \in \sigma(A \cap B)$ for any closed sets $A, B$. \[\square\]

By this lemma and Remark 3.2, the following holds.

Corollary 3.4. Under the assumption of Theorem 1.9, $A_\omega^n$ and $B_\omega^n$ are stopping sets.
Remark 3.5. The assumption of Theorem 1.9 is not needed for $A^\omega$ to be a stopping set. By the similar proof as one of Lemma 3.3, we know it is sufficient to assume that $A^\omega$ is a stopping set. The same statement holds for $\overline{B}^\omega$.

Next, we obtain the following lemma about the monotonicity.

Lemma 3.6. If $A^\omega$ is a stopping set, then $\sigma(A^\omega)$ is decreasing to $\sigma(A^\omega)$.

Corollary 3.7. Under the assumption of Theorem 1.9, $\sigma(A^n)$ is decreasing to $\sigma(A)$, and $\sigma(\overline{B}^\omega)$ is decreasing to $\sigma(\overline{B}^\omega)$.

Proof of Lemma 3.6. For any $n$ and $\Gamma \in \sigma(A^{n+1})$, since $A^{n+1} \subset A^n$ and $A^n$ is a stopping set, we have $\Gamma \cap \{A^n \subset A\} = (\Gamma \cap \{A^{n+1} \subset A\}) \cap \{A^n \subset A\} \in \sigma(A)$. So we have $\sigma(A^{n+1}) \subset \sigma(A^n)$. By the same way, we have $\sigma(A) \subset \sigma(A^n)$ for any $n$, and we have $\sigma(A^\omega) \subset \bigcap_{n=1}^{\infty} \sigma(A^n)$. Conversely, for $\Gamma \in \bigcap_{n=1}^{\infty} \sigma(A^n)$ and any closed set $A$, we have $\Gamma \cap \{A \subset A\} = \Gamma \cap \{A^\omega \subset A\} \in \sigma(A)$ and $\Gamma \cap \{A \subset A\} \in \bigcap_{n=1}^{\infty} \sigma(A^n)$. By the similar proof of [23, Theorem 5.6] with $\mu$ replaced by $H_A f$ for $f \in F$, it holds that $\sigma(A) = \bigcap_{n=1}^{\infty} \sigma(A^n)$ and we have $\Gamma \cap \{A \subset A\} \in \sigma(A)$.

In the following lemmas, we show that other types of definitions about $\sigma$-fields are the same as what we defined.

Lemma 3.8. If $A^\omega$ is a discrete stopping set, then it holds that 

$$
\sigma(A^\omega) = \sigma(\Gamma ; \Gamma \cap \{A^\omega = A\} \in \sigma(A) \text{ for any closed set } A) = \bigvee_{A; \text{closed}} \sigma(\Gamma \cap \{A^\omega = A\} ; \Gamma \in \sigma(A)).
$$

Proof. Set $A^\omega = \sum_{i=1}^{\infty} 1_{A_i}$ for $\Gamma_i \subset \mathcal{M}$ which are pairwise disjoint, and closed sets $A_i \subset E$. We show the first equality. For $\Gamma \in \sigma(A^\omega)$ and any closed set $A$, we have 

$$
\Gamma \cap \{A^\omega = A\} = (\Gamma \cap \{A^\omega \subset A\}) \setminus \bigcup_{A_i \subset A} (\Gamma \cap \{A^\omega \subset A_i\}) \in \sigma(A).
$$

Conversely, take $\Gamma$ satisfying $\Gamma \cap \{A^\omega = A\} \in \sigma(A)$ for any closed set $A$. For any closed set $A$, we have 

$$
\Gamma \cap \{A^\omega \subset A\} = \bigcup_{A_i \subset A} (\Gamma \cap \{A^\omega = A_i\}) \in \sigma(A).
$$

So the first equality holds.

Next we show the second equality. For $\Gamma \in \sigma(A^\omega)$, we have 

$$
\Gamma = \bigcup_{i=1}^{\infty} ((\Gamma \cap \{A^\omega = A_i\}) \cap \{A^\omega = A_i\}),
$$

and so we have 

$$
\sigma(A^\omega) \subset \bigvee_{A; \text{closed}} \sigma(\Gamma \cap \{A^\omega = A\} ; \Gamma \in \sigma(A)).
$$

Conversely, fix any closed set $A$ and $\Gamma \in \sigma(A)$. If $A = A_i = B$ for some $i$, $\Gamma \cap \{A^\omega = A\} \cap \{A^\omega = B\}$ is equal to $\Gamma \cap \{A^\omega = B\} \in \sigma(B)$. Otherwise it is the empty set. Hence we have $\sigma(A^\omega) \supset \bigvee_{A; \text{closed}} \sigma(\Gamma \cap \{A^\omega = A\} ; \Gamma \in \sigma(A))$. Thus the second equality holds. \qed
Corollary 3.9. Define
\[
\tilde{\sigma}(A^\alpha_n) := \bigvee_{A: \text{closed}} \sigma(\Gamma \cap \{A^\alpha_n = A\}; \Gamma \in \sigma(A)),
\]
\[
\tilde{\sigma}(\overline{B^\alpha_n}) := \bigvee_{A: \text{closed}} \sigma(\Gamma \cap \{\overline{B^\alpha_n} = A\}; \Gamma \in \sigma(A)).
\]
Under the assumption of Theorem 1.9, it holds that \(\sigma(A^\alpha_n) = \tilde{\sigma}(A^\alpha_n)\) and \(\sigma(\overline{B^\alpha_n}) = \tilde{\sigma}(\overline{B^\alpha_n})\).

Remark 3.10. For the case of set-indexed processes, Evstigneev, Ovseević [12] and Balan [3] used the definitions of the forms \(\tilde{\sigma}(A^\alpha_n)\) and \(\tilde{\sigma}(\overline{B^\alpha_n})\).

In Lemma 3.6 and 3.8, it is only assumed that \(A^\omega\) and \(\overline{B^\omega}\) are stopping sets. As in Remark 3.5, if \(A^\omega\) and \(\overline{B^\omega}\) are simply stopping sets, \(A^\alpha_n\) and \(\overline{B^\alpha_n}\) are also stopping sets, so Corollary 3.7, 3.9 also hold. On the other hand, the assumption \(\{A^\alpha_n \subset A, \overline{B^\alpha_n} \subset B\} \in \sigma(A \cap B)\) in Theorem 1.9 is needed to prove the following lemma.

Lemma 3.11. Under the assumption of Theorem 1.9, it holds that
\[
\tilde{\sigma}(A^\alpha_n \cap \overline{B^\alpha_n}) \subset \sigma(A^\alpha_n \cap \overline{B^\alpha_n}),
\]
where
\[
\tilde{\sigma}(A^\alpha_n \cap \overline{B^\alpha_n}) := \bigvee_{A,B: \text{closed}} \sigma\left(\Gamma \cap \{A^\alpha_n = A, \overline{B^\alpha_n} = B\}; \Gamma \in \sigma(A \cap B)\right).
\]

Proof. For any closed sets \(A, B\) and \(\Gamma \in \sigma(A \cap B)\), by Lemma 3.3, we have \(\Gamma \cap \{A^\alpha_n = A, \overline{B^\alpha_n} = B\} \in \sigma(A \cap B)\). If \(A = \overline{A}\), we have
\[
\Gamma \cap \{A^\alpha_n = A, \overline{B^\alpha_n} = B\} \cap \{A^\alpha_n = \overline{A}, \overline{B^\alpha_n} = B\} \cap \{A^\alpha_n = A, \overline{B^\alpha_n} = B\} \cap \{A^\alpha_n = \overline{A}, \overline{B^\alpha_n} = B\} \in \sigma(\overline{A}).
\]
Otherwise it is the empty set. Hence we have \(\tilde{\sigma}(A^\alpha_n \cap \overline{B^\alpha_n}) \subset \sigma(A^\alpha_n)\), and by the same way as above, it holds that \(\tilde{\sigma}(A^\alpha_n \cap \overline{B^\alpha_n}) \subset \sigma(\overline{B^\alpha_n})\). \(\Box\)

Remark 3.12. In the set-indexed processes, Evstigneev [10, 11] and Kinader [17] do not assumed the correspondence to \(\{A^\alpha_n \subset A, \overline{B^\alpha_n} \subset B\} \in \sigma(A \cap B)\). However, as in Remark 3.1, they defined the correspondence to \(\sigma(A^\alpha_n \cap \overline{B^\alpha_n})\) to include the \(\sigma\)-field generated by \(A^\omega\) and \(B^\omega\). Because of this definition, the correspondence to \(\tilde{\sigma}(A^\alpha_n \cap \overline{B^\alpha_n})\) is decreasing for \(n\) under the only assumption that \(A^\omega\) and \(\overline{B^\omega}\) are stopping sets. So, by taking limit, the strong Markov property follows from the strong Markov properties for approximating sequences.

Proposition 3.13. Under the assumption of Theorem 1.9, \(\sigma(A^\alpha_n)\) is conditionally independent of \(\sigma(\overline{B^\alpha_n})\) given \(\sigma(A^\alpha_n \cap \overline{B^\alpha_n})\).

Proof. Set \(A^\alpha_n = \sum_{i=1}^\infty \mathbf{1}_{\Gamma_i}A_i\) and \(\overline{B^\alpha_n} = \sum_{j=1}^\infty \mathbf{1}_{\Sigma_j}B_j\), for \(\Gamma_i, \Sigma_j \in \mathcal{M}\) and closed sets \(\{A_i\}, \{B_j\}\) satisfying \(A_i \neq A_j, B_i \neq B_j\) for \(i \neq j\).
For $\Gamma \in \sigma(B_k)$, we have
\[
P(\Gamma \cap \{B_\omega^n = B_k\} \mid \sigma(A^n_i)) = \sum_{i=1}^{\infty} P(\Gamma \cap \{B_\omega^n = B_k\} \mid \sigma(A_i) \vee \{A^n_i = A_i\})1_{\{A^n_i = A_i\}}
\]
\[
= \sum_{i=1}^{\infty} P(\Gamma \cap \{B_\omega^n = B_k\} \mid \sigma(A_i))1_{\{A^n_i = A_i\}}
\]
\[
= \sum_{i,j=1}^{\infty} P(\Gamma \cap \{B_\omega^n = B_k\} \mid \sigma(A_i))1_{\{A^n_i = A_i, B_\omega^n = B_j\}}
\]
Since $\{A^n_i = A_i, B_\omega^n = B_j\} \in \sigma(A_i \cap B_j) \subset \sigma(A_i)$, we have
\[
P(\Gamma \cap \{B_\omega^n = B_k\} \mid \sigma(A^n_i)) = \sum_{i=1}^{\infty} P(\Gamma \cap \{B_\omega^n = B_k\} \mid \sigma(A_i))1_{\{A^n_i = A_i, B_\omega^n = B_k\}}.
\]

On $\{A^n_i = A_i, B_\omega^n = B_k\}$, we have $B_\omega^c = B_\omega^n \subset B_k \subset A_\omega \subset A^n_i = A_i$. Hence $\sigma(A_i)$ is conditionally independent of $\sigma(B_\omega^n)$ given $\sigma(A_i \cap B_j)$ by the Markov property. Since $\Gamma \cap \{B_\omega^n = B_k\} \in \sigma(B_k)$, it holds that
\[
P(\Gamma \cap \{B_\omega^n = B_k\} \mid \sigma(A^n_i)) = \sum_{i=1}^{\infty} P(\Gamma \cap \{B_\omega^n = B_k\} \mid \sigma(A_i \cap B_j))1_{\{A^n_i = A_i, B_\omega^n = B_k\}}
\]
\[
= \sum_{i,j=1}^{\infty} P(\Gamma \cap \{B_\omega^n = B_k\} \mid \sigma(A_i \cap B_j))1_{\{A^n_i = A_i, B_\omega^n = B_j\}}
\]
\[
= \sum_{i,j=1}^{\infty} P(\Gamma \cap \{B_\omega^n = B_k\} \mid \sigma(A_i \cap B_j))1_{\{A^n_i = A_i, B_\omega^n = B_j\}}
\]
\[
P(\Gamma \cap \{B_\omega^n = B_k\} \mid \sigma(A^n_i)) = P(\Gamma \cap \{B_\omega^n = B_k\} \mid \sigma(A^n_i \cap B_\omega^n))
\]
where $\tilde{\sigma}(A^n_i \cap B_\omega^n) := \bigvee_{A,B \text{-closed}} \sigma(\Gamma \cap \{A^n_i = A, B_\omega^n = B\} \cap \sigma(A \cap B))$. By Lemma 3.11, we have
\[
P(\Gamma \cap \{B_\omega^n = B_k\} \mid \sigma(A^n_i)) = P(\Gamma \cap \{B_\omega^n = B_k\} \mid \sigma(A^n_i \cap B_\omega^n)).
\]
Combining this with Corollary 3.9, the proof is completed. □

**Proof of Theorem 1.9.** It follows from Proposition 3.13 and Lemma 3.7. □

4. Examples

In this section, we give some examples.

**Example 4.1.** Let us consider the closed ball $E := \{x \in \mathbb{R}^2 : |x| \leq 1\}$ and the Lebesgue measure $m$ on $E$. We define the irreducible regular Dirichlet form $(\mathcal{E}, \mathcal{F})$ on $L^2(E; m)$ as
\[
\mathcal{F} := H^1(E) := \{f \in L^2(E; m) : \nabla f(x) \in L^2(E; m)\},
\]
\[
\mathcal{E}(f,g) := \frac{1}{2} \int_E \nabla f(x) \cdot \nabla g(x) dm(x) \text{ for } f,g \in \mathcal{F},
\]
and $\mathcal{G}(\mathcal{E})$ be the Gaussian field associated with $(\mathcal{E}, \mathcal{F})$. We may treat $\mathcal{F}$ as the family of quasi-continuous versions of the functions belonging to $H^1(E)$. We can identify $\partial E$ with $[0, 2\pi)$ by considering $x = (\cos(\theta), \sin(\theta)) \in \partial E$. Let $\tilde{m}$ be the
uniform measure on $\partial E$ and set $Hf := H_{\partial E} f$ for $f \in F$. We define the irreducible regular Dirichlet form $(\mathcal{E}, \mathcal{F})$ on $L^2(\partial E; \mu)$ as

$$
\begin{align*}
\mathcal{F} &:= \mathcal{F}_{\partial E} \cap L^2(\partial E; \mu), \\
\mathcal{E}(f, g) &:= \mathcal{E}(Hf, Hg) \text{ for } f, g \in \mathcal{F}.
\end{align*}
$$

Then, by [5, Section 5.3], it holds that

$$
\begin{align*}
\mathcal{F} &= \{ \varphi \in L^2(\partial E; \mu) : \mathcal{E}(\varphi, \varphi) < \infty \}, \\
\mathcal{E}(\varphi, \varphi) &= \frac{1}{2} \int_0^{2\pi} \int_0^{2\pi} \frac{(\varphi(x) - \varphi(y))^2}{4\pi(1 - \cos(x - y))^2} d\mu(x) d\mu(y) \text{ for } \varphi \in \mathcal{F}.
\end{align*}
$$

Remark that $(\mathcal{E}, \mathcal{F})$ associates with the reflecting Brownian motion on $E$ and $(\mathcal{E}, \mathcal{F})$ associates with the time-changed process of the reflecting Brownian motion by $\hat{m}$, which is the symmetric 1-stable process on $\partial E$. We set $G(E) := \{ X_{Hf} \in G(E) : f \in \mathcal{F} \}$ and $\hat{\sigma}(A)$ be the $\sigma$-field replaced $(\mathcal{E}, \mathcal{F})$ by $(\hat{\mathcal{E}}, \hat{\mathcal{F}})$ in the definition of $\sigma(A)$.

Let $A := \{ x = (x_1, x_2) \in E : x_2 \geq 0 \}$. Since $(\mathcal{E}, \mathcal{F})$ is local, $\sigma(A)$ is conditionally independent of $\sigma(\mathcal{F})$ given $\sigma(\partial A)$ by Theorem 1.5. However, $\hat{\sigma}(A \cap \partial E)$ is not conditionally independent of $\sigma(\mathcal{F} \cap \partial E)$ given $\sigma(\{0, \pi\})$ by checking that (2.2) fails. Since $(\hat{\mathcal{E}}, \hat{\mathcal{F}})$ is not local, this result is consistent to Theorem 1.5. In this case, it holds that $\sigma(A \cap \partial E) \subset \sigma(A)$ and $\sigma(\mathcal{F} \cap \partial E) \subset \sigma(\mathcal{F})$, but $\sigma(\{0, \pi\})$ is too small amount of information to make them conditionally independent.

**Example 4.2.** Let $M$ be a continuous semimartingale on a filtered probability space $(\Omega, \mathcal{F}, \{F_t\}_{t \geq 0}, P)$, which is the sum of a continuous local martingale and a càdlàg adapted process with locally bounded variation. Assume that the quadratic variation $\langle M \rangle$ of $M$ is deterministic and absolutely continuous with respect to the Lebesgue measure. We write $d\langle M \rangle_s = h(s) ds$ for some positive function $h$. We set

$$
\begin{align*}
\mathcal{F} &= \{ f : \mathbb{R} \to \mathbb{R} : \mathbb{E}(\int_0^\infty |f(s)|^2 d\langle M \rangle_s) < \infty \}, \\
\mathcal{E}(f, g) := \mathbb{E}(\int_0^\infty f(s)g(s)d\langle M \rangle_s) = \int_0^\infty f(s)g(s)h(s)ds \text{ for } f, g \in \mathcal{F},
\end{align*}
$$

and $X_t$ denotes $\int_0^t f(s) dM_s$. Then $(\mathcal{E}, \mathcal{F})$ is an irreducible local regular Dirichlet form on $L^2([0, \infty))$. Fix $t > 0$, then it holds that $\sigma(\{t\}) = \{\Omega, \emptyset\} \cup \sigma(\mathcal{N})$. Indeed, for $f$ satisfying $s(f) = \{t\}$, we have $\mathbb{E}(\int_0^\infty f(s)g(s)d\langle M \rangle_s) = 0$ for $g \in C_c(\{t\})$. By the fundamental lemma of calculus of variations, we have $f(s)h(s) = 0$ for almost every $s$. Since $h$ is positive, we have $f(s) = 0$.

By Theorem 1.5, $\sigma([0, t])$ is conditionally independent of $\sigma([t, \infty))$ given $\sigma(\{t\}) = \{\Omega, \emptyset\} \cup \sigma(\mathcal{N})$. Since $\sigma(\mathcal{N}) \subset \sigma(\mathcal{N})$ is independent of any set, this conditional independence is independent. Combining this with the fact that $M_u = \int_0^u 1_{[0, t]}(s)dM_s$ is $\sigma([0, t])$ for $u \leq t$ and $M_{t+r} - M_t = \int_1^{t+r} 1_{[t, t+r]}(s) dM_s \in \sigma([t, \infty))$ for $r \geq 0$, $M$ has independent increments.

**Example 4.3.** In this example, we show that the Markov property for Gaussian fields yields that for some processes induced by the field and Dirac measures. Let $E$ be the half line $(0, \infty)$, $m$ be the positive Radon measure with $\text{supp}(m) = E$. Let $(\mathcal{E}, \mathcal{F})$ be an irreducible transient local regular Dirichlet form on $L^2(E; m)$ and $G(E)$ be a Gaussian field associated with $(\mathcal{E}, \mathcal{F})$. Let $Z$ be the Hunt process associated with $(\mathcal{E}, \mathcal{F})$ on $L^2(E; m)$ and suppose $Z$ admits no killing inside. For any $t > 0$,
we write $\delta_t$ the Dirac measure at $t$. Assume that, for almost all $t > 0$, $\delta_t$ is a measure of finite energy integral, which is the condition that there exists $C > 0$ such that $\int_E |g(x)|d\delta_t(x) \leq C\sqrt{\mathcal{E}(g,g)}$ for any $g \in \mathcal{F} \cap C_c(E)$. By [5, p.87], there exists $U \delta_t \in \mathcal{F}$ such that

$$\mathcal{E}(U \delta_t, g) = \int_E \hat{g}(x)d\delta_t(x)$$

(4.1)

for any $g \in \mathcal{F}_c$ and its quasi-continuous version $\hat{g}$. We have $s(U \delta_t) = \{t\}$ because $\mathcal{E}(U \delta_t, g) = g(t)$.

Noting that $(\mathcal{E}, \mathcal{F})$ is local, we see that $\sigma(0, t]$ is conditionally independent of $\sigma(t, \infty)$ given $\sigma(\{t\})$ by Theorem 1.5. Since $s(U \delta_t) = \{t\}$, $X_{U \delta_t}$ is $\sigma(0, t]$-measurable for $0 < s \leq t$ and $X_{U \delta_{t+r}}$ is $\sigma(t, \infty)$-measurable for $r \geq 0$.

**Proposition 4.4.** It holds that $\sigma(\{t\}) = \sigma(X_{U \delta_t}) \cup \sigma(\mathcal{N})$.

**Proof.** Recall that, by the definition, $\sigma(\{t\})$ contains $\mathcal{N}$. By (4.1), we have $\sigma(\{t\}) \supset \sigma(X_{U \delta_t}) \cup \sigma(\mathcal{N})$.

We next prove $\sigma(\{t\}) \subset \sigma(X_{U \delta_t}) \cup \sigma(\mathcal{N})$ by using the method of one-point extensions in [5, section 7]. Let $E^0 := E \setminus \{t\}$. $Z^0$ be the part process of $Z$ on $E^0$ and $(\mathcal{E}^0, \mathcal{F}^0)$ be a Dirichlet form on $L^2(E^0; m)$ associated with $Z^0$. Then $Z^0$ admits no killing inside and $\varphi(x) := \mathbb{P}_x^0(0 < \infty, Z^0_{0^-} = t)$ is positive for any $x \in E^0$, where $\mathbb{P}_x^0$ is a distribution of $Z^0$ starting at $x$ and $\zeta^0$ is a lifetime of $Z^0$.

By [5, Theorem 7.5.4], $\mathcal{F}_c$ is spanned by $\mathcal{F}^0_e$ and $\varphi$.

Take $f \in \mathcal{F}_c$ with $s(f) = \{t\}$. For $g \in \mathcal{F}_c$, there exists $g^0 \in \mathcal{F}^0_e$ and a constant $c^0$ such that $g = g^0 + c^0\varphi$, and we have

$$\mathcal{E}(f, g) = \mathcal{E}(f, g^0) + \mathcal{E}(f, c^0\varphi) = \mathcal{E}(f, c^0\varphi) = \frac{\mathcal{E}(f, \varphi)}{\varphi(t)}c^0\varphi(t) = \frac{\mathcal{E}(f, \varphi)}{\varphi(t)}g(t).$$

Hence we have $f = cU \delta_t$ q.e. for $c := \mathcal{E}(f, \varphi)/\varphi(t)$, and $\sigma(\{t\}) \subset \sigma(X_{U \delta_t})$ holds.

For $c \in \mathbb{R}$ and $u, v \in \mathcal{F}_c$, we have $\mathbb{E}(X_{cu} - cX_u X_v) = 0$ and so $X_u = cX_u$ a.s.

Thus it holds that $\sigma(X_{U \delta_t}) = \sigma(X_{U \delta_t})$ and $\sigma(\{t\}) \subset \sigma(X_{U \delta_t}) \cup \sigma(\mathcal{N})$. \qed

Thus $X_{U \delta_t}$ is conditionally independent of $X_{U \delta_{t+r}}$ given $\sigma(X_{U \delta_t})$ for $0 < s \leq t$ and $r \geq 0$. This is the Markov property for $\{X_{U \delta_t}\}_{t>0}$ as a stochastic process.

**Remark 4.5.** Consider the following special case in Example 4.3:

$$\begin{cases}
\mathcal{F} := H^1_0(E) := \bigg\{ f \in L^2_{\text{loc}}(\mathbb{R}) : \frac{df}{dx} \in L^2(\mathbb{R}), f = 0 \text{ q.e. on } \mathbb{R} \setminus E \bigg\}, \\
\mathcal{E}(f, g) := \frac{1}{2} \int_{\mathbb{R}} \frac{df}{dx}(x) \frac{dg}{dx}(x) dx \text{ for } f, g \in \mathcal{F}.
\end{cases}$$

By [26, Proposition 2.13], $\mathbb{G}(\mathcal{E})$ is the Gaussian free field on $E = (0, \infty) \subset \mathbb{R}$. By some standard computation, we have $\mathcal{E}(U \delta_{t/2}, U \delta_{t/2}) = t \wedge s$ and there exists a modification $W$ of $\{X_{U \delta_{t/2}}\}_{t>0}$ having continuous paths, which has the same law as that of Brownian motion.

**Remark 4.6.** We can consider the multidimensional version of the state space of Example 4.3. Let $E \subset \mathbb{R}^2$ be a domain, $m$ be a positive Radon measure with $\text{supp}(m) = E$, $(\mathcal{E}, \mathcal{F})$ be an irreducible regular transient local Dirichlet form on $L^2(E; m)$, $Z$ be the Hunt process associated with $(\mathcal{E}, \mathcal{F})$, and $\mathbb{G}(\mathcal{E})$ be a Gaussian field associated with $(\mathcal{E}, \mathcal{F})$. Fix $z \in E$ and a continuous decreasing function
$r : (0, \infty) \to (0, \infty)$. $\mu_t$ denotes a uniform measure on the circle of radius $r(t)$ around $z$, and assume that $\mu_t$ is a measure of finite energy integral for all $t > t_0 := r^{-1}(\text{dist}(z, \partial E))$. For fixed $t_0$, by Theorem 1.5, $\sigma(A)$ is conditionally independent of $\sigma(\partial A)$ given $\sigma(\partial A)$ where $A$ is the closed ball of radius $r(t)$ around $z$. It is easy to check that $X_{U\mu_t}$ is $\sigma(A)$-measurable and $X_{U\mu_{t+s}}$ is $\sigma(A)$-measurable for $t_0 \leq s \leq t$ and $r \geq 0$. However, $\sigma(\partial A)$ is not equal to $\sigma(X_{U\mu_t})$ because it holds that $\sigma(\partial A) \supset \sigma(X_{U\mu_t})$ for $\mu$, a non-uniform measure on the circle of radius $r(t)$ around $z$. Therefore we can not obtain the Markov property for $\{X_{U\mu_t}\}_{t>t_0}$ directly from that of $\mathbb{G}(E)$ in the multidimensional case by this way. However there is a case that $\{X_{U\mu_t}\}_{t>t_0}$ has the Markov property. For example, for GFF on a domain of $\mathbb{R}^2$ and $r(t) = \exp(-t)$, the continuous modification of $\{X_{U\mu_t}\}_{t>t_0}$ has the same law as Brownian motion ([4, Theorem 1.35]).
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