Concept of Very-Asymmetric Lepton Collider for Dark Matter Search
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Accelerator-based searches for dark matter are aiming for high sensitivity and need an experimental setup with high luminosity. This field of research is often called intensity frontier physics. One of the best motivated portals of interaction between dark matter and ordinary matter is a dark photon which could be observed as a resonance in the invariant mass of the decay products. Electron-positron collisions are known to be the cleanest interaction for such a study. In this paper we propose a scheme for a collider which allows for a luminosity of a few orders of magnitude higher than could be obtained in a conventional symmetric collider and with a few times higher accessible mass than is possible using a positron beam and a fixed target approach. The key concept is based on asymmetric energies: a high-energy circulating positron beam and a low-energy high-intensity electron beam, and optimization of the beam interaction region. We present here a configuration of a collision region of 10 MeV electron and 4 GeV positron beams.

I. INTRODUCTION

Well motivated searches for a dark photon are aimed at the mass range below 1 GeV [1–4] and require an electron-positron collider with a luminosity level of 10^34 cm^{-2}s^{-1}. A luminosity of this level has, for example, been demonstrated in the collision of 7 GeV electron and 4 GeV positron beams at SuperKeK-B [5–7]. The invariant energy available for particle production in a collider is called its Center-Of-Momentum (COM) energy \( E_{\text{COM}} \). The COM energy of a system of two particles with energies, momenta, and masses of \((E_1, \vec{p}_1, m_1)\) and \((E_2, \vec{p}_2, m_2)\), respectively, is given by

\[
E_{\text{COM}} = \sqrt{(m_1 c^2)^2 + (m_2 c^2)^2 + 2(E_1 E_2 - \vec{p}_1 \cdot \vec{p}_2)},
\]

where \(c\) is the speed of light. For a relativistic head-on collider, Eq. (1) reduces to \( E_{\text{COM}} \approx 2\sqrt{E_1 E_2} \). One of the challenges of low-COM-energy collider studies is that typical collider luminosity drops rapidly with the reduction of energy \(\sim E_{\text{COM}}^2\) due to the beam-beam interaction limit and increase in the damping time in the case of stored beams [8].

We present a concept of a Very Asymmetric linac-ring electron-positron Collider (VAC) that can provide a luminosity of the 10^34 cm^{-2}s^{-1} level at a COM energy as low as about 0.1 GeV (see an earlier concept in Ref. [9]). It will allow us to effectively boost the positron energy by a factor of 20 relative to the fixed target configuration considered in Refs. [10, 11]. It overcomes the low-energy challenges by combining the benefits of a GeV-level flat positron beam in a storage ring with those of a low-energy electron beam from a linac. A storage ring provides a high-current naturally-flat small-emittance positron beam that is sufficiently rigid to the beam-beam kicks by the electron beam and has adequate damping rates. The low-energy electron beam has an acceptably small power consumption of 1 MW without having to resort to an energy recovery linac.

The beam quality and match to the flat positron beam result from transporting a round magnetized electron beam and then converting it to a flat beam [12–15] at the interaction point. We present and discuss the parameters of such a collider complex based on the demonstrated technologies. The effect of the beam-beam interaction on the luminosity is simulated using both weak-strong and strong-strong models [16–23]. The stability of the stored positron beam against the kink instability and electron beam jitter are also discussed. An interaction region schematic is outlined.

II. DESIGN CONCEPT

As motivated above, the mass range of interest for the dark photon search is below 1 GeV and requires a high luminosity on the order of 10^34 cm^{-2}s^{-1}. Such a luminosity has been reached in modern lepton colliders [5, 7, 8, 24, 25] and is planned for the future Electron-Ion Collider [26, 27]. However, these colliders have COM energies of several to tens of GeV. It is challenging to attain this level of luminosity at the low energies of interest for the dark photon search. Below the synchrotron radiation power limit, the luminosity typically falls off in symmetric or nearly-symmetric colliders with the square of the COM energy [8, 25, 28].

The luminosity can be parameterized in several seemingly simple forms [8, 29, 30]. It is usually determined by an optimum among multiple aspects of accelerator physics, detector requirements, and engineering constraints. For the dark photon search in the process \(e^+ e^- \rightarrow \gamma + A'\), a simple calorimeter-based photon detector is sufficient because of the type of the final state. A partial solid angle coverage is also acceptable.

One way to parameterize the luminosity is in terms of the maximum horizontal \(\sigma_x^{\text{max}}\) and vertical \(\sigma_y^{\text{max}}\) rms beam sizes, which are often close to the limit due to the dynamic aperture and magnet aperture sizes:

\[
L = \frac{N_+ N_- f_b \sigma_x^{\text{max}} \sigma_y^{\text{max}}}{4\pi l^2 \epsilon_x^o \epsilon_y^o} \beta^2 \gamma^2,
\]

where \(N_+\) and \(N_-\) are the numbers of particles in the colliding bunches, \(f_b\) is the bunch collision frequency, \(l\) is the detector space, \(\epsilon_x^o\) and \(\epsilon_y^o\) are the normalized horizontal and vertical rms emittances, respectively, and \(\beta\) and \(\gamma\) are the relativistic
TABLE I. Parameters of the proposed V AC and their comparison to those of relevant accelerator projects.

| Parameter                        | Unit      | V AC     | SuperKEK-B    | FNPL [31] |
|----------------------------------|-----------|----------|---------------|-----------|
| particle                         | $e^+$     | $e^+$    | $e^+$         | $e^+$     |
| energy $E$                       | GeV       | 4        | 0.01          | 4         | 0.016 |
| bunch frequency $f_b$            | MHz       | 248.5    | 248.5         | 1300      |
| beam current $I$                 | A         | 3.6      | 0.1           | 3.6       | Pulsed |
| bunch population $N$             | $\times 10^{10}$ | 9.1 | 0.25          | 9.1       | 0.31 |
| bunch charge $Q_b$               | nC        | 14.6     | 0.4           | 14.6      | 0.5  |
| rms energy spread $\sigma_\delta$ | $\times 10^{-4}$ | 8.1 | 2             | 8.1       | 25   |
| rms bunch length $\sigma_r$      | mm        | 6        | 1             | 6         | 1    |
| rms geom. h/v emittances $e_x/e_y$ | mm/mm      | 0.85 / 0.085 | 51 / 2.55 | 3.2 / 0.009 | 40 / 0.4 |
| rms norm. h/v emittances $e_x^*/e_y^*$ | $\mu$m/$\mu$m | 6.7 / 0.67 | 1.0 / 0.05 | 25 / 0.07 | 1.3 / 0.013 |
| IP Twiss beta functions $\beta_x^*/\beta_y^*$ | mm/mm | 6 / 0.6 | 0.1 / 0.02 | 32 / 0.27 |
| rms h/v IP beam sizes $\sigma_{x/y}^*$ | $\mu$m/$\mu$m | 2.3 / 0.23 | 2.3 / 0.23 | 10 / 0.048 |
| rms h/v IP ang. spreads $\sigma_{x/y}^*$ | mmrad/mrad | 0.37 / 0.37 | 22.2 / 11.1 | 0.32 / 0.18 |
| h/v beam-beam tune shifts $f_x/f_y$ | 0.15 / 0.15 | 15 / 150 |
| h/v disruption parameters $D_{x/y}$ | $\times 10^3$ | 0.0028 / 0.088 |
| Luminosity $L$                   | cm$^{-2}$s$^{-1}$ | $3.0 \times 10^{34}$ |

energy factors. Note that Eq. 2 assumes several simplifications including equality of the beam energies, match of the beam sizes, lack of the hour-glass effect [8, 29, 30], and the thin-lens relation between the interaction point (IP) $\beta_x^*/\beta_y^*$ and maximum $\beta_x^{max}/\beta_y^{max} = I^2$. Note also that Eq. 2 is not the only constraint. Other important constraints coming from the beam-beam interaction are discussed below.

Once selected, the parameters in Eq. 2 (except for $\beta$ and $\gamma$, of course) do not vary significantly with energy. Note that equilibrium normalized emittances $e_x^*$ and $e_y^*$ drop as the 3rd power of the energy for a lepton beam in a storage ring. However, the damping rate drops at the same rate, becoming impractically long and making the beam sensitive to beam-beam interaction. Equation (2) illustrates the energy dependence of the luminosity in a symmetric collider. This picture is simplified but it is supported by practical experience [8, 25, 28].

Our concept for reaching high luminosities at low CM energies is to combine the benefits of a high-energy stored positron beam and a low-energy linac electron beam. A sufficiently high current of a positron beam cannot be extracted from a source. A storage ring allows one to efficiently accumulate and maintain a high-current positron beam. Synchrotron radiation damping brings the beam to and maintains it in its equilibrium state. The ring design and beam parameter choice must be optimized to provide sufficiently small equilibrium emittances and allow for strong focusing of the beam at the IP. The positron beam must also be rigid enough and have an adequate damping rate to withstand the beam-beam interaction with the low-energy electron beam. Another beneficial feature of a stored positron beam that we are employing is its natural flatness and therefore small transverse 4D emittance. This feature has been used in lepton colliders to achieve record luminosities.

An electron source can provide a relatively high current in an electron beam. The challenge of providing a high-current electron beam with the small emittances required for a collider is the space charge effect, which makes the beam emittances grow at low energies. This problem was first solved in the production of magnetized electron beams for electron cooling applications. The generation of a magnetized beam has also been demonstrated using a photo-cathode gun with subsequent acceleration and conversion to a flat beam [31]. A magnetized beam is produced as a round beam inside a solenoid field. This allows one to keep the beam size large, thus mitigating the space charge effect while preserving one of the transverse canonical emittances and therefore keeping the 4D transverse emittance small. After acceleration to a high enough energy where the space charge effect is no longer a problem, the magnetized electron beam is converted into a flat beam. We do not go into a detailed discussion of the optical design of a round-to-flat beam transformer, since we consider it to be a demonstrated technology. The beam is adiabatically damped during the acceleration. It is then matched to the stored positron beam, which is naturally flat. One of the main limitations on the electron beam energy is the power consumption of the electron linac.

As we show below, the configuration described above allows for a luminosity of about $10^{34}$ cm$^{-2}$s$^{-1}$ using a combination of individually demonstrated beam parameters.

III. PARAMETER CHOICE

Table I lists the VAC parameters we choose using the design strategy outlined in Section II. They are based on the experimentally demonstrated parameters of existing projects with reasonable extrapolations. More specifically, we selected the VAC positron and electron beam parameters to be consistent with those of SuperKEK-B LER and Fermilab/ Northern Illinois Center for Accelerator and Detector Development Photoninjector Laboratory (FNPL), respectively. The SuperKEK-B LER [6] and FNPL [31] parameters are shown with the VAC parameters in Table I for comparison.

The VAC positron beam parameters are nearly identical
to those of SuperKEK-B LER. The main difference between them is that, for the VAC, we assume about a factor of 4 lower horizontal emittance. We expect that this reduction can be achieved with an appropriate low-emittance ring design [32, 33]. A lower horizontal emittance should, in turn, allow for a lower $\beta^*_x$. At the same time, we relax the vertical emittance and $\beta^*_y$ compared to the SuperKEK-B case.

The VAC electron beam parameters are extrapolated from those of FNPL. Moreover, the electron linac design for a VAC can be directly based on that of FNPL. Its description can be found, for example, in Ref. [31]. In the same paper [31], the FNPL group demonstrated both numerically and experimentally that magnetization allows one to mitigate the space charge effect in a beam and reach the invariant emittances of the level needed for a VAC. The FNPL beam was generated in a magnetized state using a photo-cathode gun surrounded by a solenoid. It was then accelerated in the magnetized state and successfully converted into a flat beam as we envision for a VAC. The flat beam at FNPL reached an emittance ratio of about 100, exceeding our assumption of a ratio of 20 for a VAC. Even though FNPL operates in a pulsed mode, it uses the same bunch charge as assumed for a VAC. Therefore, the space charge effects are the same in the two cases. As shown in Table I, the FNPL measured single bunch parameters including magnetization, emittances and bunch charge match or even exceed those needed for a VAC. The bunch momentum spread is not critical for the luminosity as long as chromatic aberrations are properly compensated at the IP.

The choice of the VAC electron beam energy is driven by the physics requirements on the COM energy. The electron energy combined with a reasonable constraint on the beam power of 1 MW sets the limit on the beam current. Reaching a CW electron current of 100 mA needed for a VAC does not present a significant technical challenge. Compared to FNPL, it may only require additional accelerating cavities to provide sufficient power to the beam.

When considering the beam parameters of a collider, it is important to evaluate the impact of mutual beam focusing on the luminosity and beam stability. These questions are discussed in detail in the subsequent sections. The strength of the inter-beam interaction is characterized by the beam-beam tune shifts for stored beams and by the disruption parameters for the linac beams. Their nominal values are provided in Table I. The meaning of these parameters is interpreted in the next section.

**IV. BEAM-BEAM INTERACTION**

The collider luminosity and even the stability of a stored colliding beam may be limited by the electro magnetic interaction of the colliding beams at their crossing point. To illustrate the scale of this effect, let us consider a flat relativistic bunch characteristic for lepton colliders. Assuming that the bunch is Gaussian and its plane is horizontal, it generates a nearly vertical electric field above its central region. The peak electric field strength can be estimated as

$$E_{y}^{\text{max}} = \frac{qN}{4\pi\varepsilon_0 \sigma_x \sigma_z},$$

(3)

where $\varepsilon_0$ is the permittivity of free space, $q$ is the particle charge, $N$ is the number of particles in the bunch, and $\sigma_x$ and $\sigma_z$ are the horizontal and longitudinal rms bunch sizes, respectively. For example, by applying Eq. (3) with the parameters listed in Table I, we find that the colliding 10 MeV electrons experience electric fields of the order of $\sim 10$ GV/m.

The magnetic field generated by the bunch $B_x = \beta E_x/c$ exerts a force on the electrons essentially equal to that of the electric field, since the relativistic parameter $\beta \sim 1$.

The electric and magnetic fields of a round or elliptical ultra-relativistic bunch can be obtained analytically. In the ultra-relativistic limit, the problem is reduced to a two-dimensional Poisson equation and the fields lie in the plane transverse to the bunch direction. They are given by the Bassetti-Erskine formula [16] in terms of the complex error function.

The strength of beam-beam interaction experienced by a stored beam is described by the linear beam-beam tune shift parameters

$$\xi_{x,y} = \frac{r_x N \beta^*_x}{2\pi^2 \sigma_{x,y}^* (\sigma_{x,y}^* + \sigma_{x,y}^*)},$$

(4)

where the indices $+$ and $-$ refer to the beams subjected to and imposing on the beam-beam force, respectively, $r_x$ is the particle classical radius, $N_+$ is the number of particles in the bunch, $\beta^*_x$ are the horizontal ($x$) and vertical ($y$) Twiss $\beta$ functions at the IP, and $\sigma_y^*$ are the $x$ and $y$ rms beam sizes at the IP. The beam-beam parameter has a physical meaning of the betatron tune shift induced by the linear part of the beam-beam force for small-amplitude particles. The $\xi$ parameter describes a linear effect. However, the beam-beam force is nonlinear in nature and causes a betatron tune spread in the beam. The $\xi$ parameter is used as a scale of the beam-beam induced tune spread. Only a limited tune spread can be accommodated in the storage ring’s tune stability region. The details of the tune spread and what the ring can tolerate depend on the particular ring design. However, the practical experience has been that $\xi$ is limited to a maximum of about 0.15 for lepton rings with strong synchrotron damping. This is the value we adopt for the stored positron beam in Table I.

Note that, while the nominal $\xi$ in Table I is somewhat high, it does not accurately describe the strength of the electron impact on positrons. Equation (4) assumes that both bunches are rigid. However, as shown by the simulations described later in this paper, the electrons oscillate quickly inside the positron beam, which significantly averages out the transverse kick they impose on the positrons. Moreover, the electron beam is quickly blown up by the positron beam. This results in an effective transverse kick experienced by the positrons from the electrons that is much lower than expected from the nominal $\xi$ value obtained by a naïve application of Eq. (4).

The beam-beam constraints are different for the linac beams. Since there is no need to maintain the particle motion stability over multiple turns, linac beams allow for much
stronger beam-beam effects. The strength of the beam-beam interaction in this case is characterized by the disruption parameters

\[ D_{x,y} = \frac{\sigma_{z+}}{f_{x,y}}, \]  

(5)

where \( f_{x,y} \) are the horizontal and vertical focal lengths of the linac beam in the fields of the opposing beam. The focal lengths are given by

\[ f_{x,y} = \frac{\beta_s^*}{4\pi \xi_{x,y}}. \]  

(6)

Combining Eqs. (4), (5), and (6), the disruption factors can be expressed as

\[ D_{x,y} = \frac{2r_n N_s \sigma_{z+}}{\gamma \sigma_{x,y}^* (\sigma_{x+}^* + \sigma_{y+}^*)}. \]  

(7)

The physical interpretation of a small-valued disruption parameter \( D_{x,y} \ll 1 \) is the relative change in the incoming particle’s transverse position inside the length of the opposing bunch. In the situation when \( D_{x,y} \ll 1 \), the opposing bunch acts as a thin lens. This notion breaks down when \( D_{x,y} \gg 1 \). The incident particle then oscillates inside the plasma of the opposing bunch. The number of these oscillations can be estimated as [34].

\[ \nu_{osc}^{slice} = \sqrt{\frac{D_{x,y}}{2(\pi)^{3/4}}}. \]  

(8)

The electron beam disruption parameters for the parameters of our proposed collider scheme are given in Table I. Application of Eq. (8) gives that they correspond to about 31 and 97 oscillations in the horizontal and vertical directions, respectively. The horizontal and vertical focal lengths obtained using Eq. (6) are 0.22 \( \mu \)m and 22 nm, respectively. The luminosity expression in Eq. (2) assumes that beam-beam interaction is weak enough that the change in the particle transverse positions during collision can be ignored. This assumption is valid for the positron beam whose particles nominally undergo about one tenth of an oscillation. Technically, even the tune shift interpretation of Eq. (4) is only valid under the assumption of negligible transverse particle shift, but its magnitude still indicates weakness of the beam-beam effect on the positron beam. Clearly, the electron beam dynamics during collision and the resulting luminosity must be simulated numerically.

V. SIMULATION

We first use a weak-strong (WS) model to simulate the electron-positron collision [16–23]. Following the above reasoning, we assume that the positron bunch is frozen. The particle density distribution of the electron bunch is modeled using a sufficiently large number of the order of 10^4 of randomly-generated representative particles. We assume that the frozen positron and initial electron distributions are both Gaussian in all dimensions with rms widths specified in Table I.

The electric and magnetic fields generated by the positron bunch are calculated using the Bassetti-Erskine equations [16]. We simulate the electron dynamics in these fields using synchro-beam mapping [18]. Below, we briefly summarize the main steps of this algorithm. The positron bunch is split into a number of longitudinal slices. Each of the representative electrons sequentially interacts with all of the slices in the order they are encountered. The longitudinal position of each of the electron-slice interactions is calculated using the time coordinates of the electron \( t_\ell \) and of the slice \( t_{ij} \) in their respective bunches as

\[ s_{ij} = -c(t_\ell - t_{ij})/2. \]  

(9)

The electron coordinates are propagated from the IP to the interaction point as

\[ X_{ij} = x_\ell + x_{ij}^s, \quad Y_{ij} = y_\ell + y_{ij}^s, \]  

(10)

where \( x_\ell /y_\ell \) and \( x_{ij}^s/y_{ij}^s \) are the electron horizontal/vertical coordinates and angles at the IP where \( s = 0 \). The positron slice rms widths are propagated to the same point as

\[ \Sigma_{x,ij}^s = \sqrt{\sigma_{x+}^2 + \sigma_{x+}^2 x_{ij}^s}, \]  

\[ \Sigma_{y,ij}^s = \sqrt{\sigma_{y+}^2 + \sigma_{y+}^2 y_{ij}^s}, \]  

(11)

where the lower-case \( \sigma \) symbols refer to the parameter values at the IP.

Interaction is modeled as a thin-lens kick imposed on the electron by the electric and magnetic fields of the positron slice. The electric field \( E_{ij}^{BE} \) at the propagated position \( (X_{ij}, Y_{ij}, s_{ij}) \) of the electron is calculated using the Bassetti-Erskine equations with the propagated positron slice parameters \( \Sigma_{x,ij}^s \) and \( \Sigma_{y,ij}^s \). The slice population \( n_{ij} \) is obtained based on the time interval of the slice \( [-t_{ij}^{ub}, -t_{ij}^{lb}] \), where \( -t_{ij}^{ub} \) and \( -t_{ij}^{lb} \) are the lower and upper bounds of the time interval, respectively. It is convenient to convert time to length units as \([z_{ij}^{ub}, z_{ij}^{lb}] = -c[t_{ij}^{ub}, t_{ij}^{lb}] \). Using a longitudinal positron density distribution \( \rho_+ (z) = \int \rho_+ (x,y,z) dx dy \), the number of positrons in the \( j \)th slice \( n_{ij+} \) is given by

\[ n_{ij+} = N_+ \int_{z_{ij}^{ub}}^{z_{ij}^{lb}} \rho_+ (z) dz. \]  

(12)

Assuming that \( \rho_+ (z) \) is Gaussian, \( n_{ij+} \) can be calculated using the error function as

\[ n_{ij+} = N_+ \frac{1}{2} \left[ \text{erf} \left( \frac{z_{ij}^{ub}}{\sqrt{2} \sigma_+} \right) - \text{erf} \left( \frac{z_{ij}^{lb}}{\sqrt{2} \sigma_+} \right) \right]. \]  

(13)

The electron momentum change resulting from its interaction with the slice is calculated using the Lorentz force equa-
and Eq. (6), we can write

\[ \Delta \hat{p}_{ij} = \frac{1}{2} \hat{p}_{ij} \Delta \mathbf{z}_{j+} \]

\[ = -\frac{e}{2c} (E_{ij}^{BE} + c \hat{B} \times E_{ij}^{BE}) \Delta \mathbf{z}_{j+} \]

\[ \simeq -\frac{e}{c} E_{ij}^{BE} \Delta \mathbf{z}_{j+} \]

\[ = -\frac{e}{c} E_{ij}^{BE} \Delta \mathbf{z}_{j+} n_{j+}. \quad (14) \]

The quantity \( E_{ij}^{BE} / (N_+ \rho_{z+j+}) \) in Eq. (14) is independent of \( N_+ \) and \( \rho_{z+j+} \). That dependence is folded into \( n_{j+} \).

The electron transverse angular coordinates are updated as

\[ \vec{x}_{ij-} = \vec{x}_{ij-} + \Delta \hat{p}_{ij-} / p_{ij-}. \quad (15) \]

The longitudinal momentum component \( p_{z+j-} \) is also updated according to the algorithm described in [18] to keep the entire process symplectic but this longitudinal effect is small. Finally, the transverse spacial coordinates are projected back to the IP using the updated angles

\[ \vec{x}_{ij-} = \vec{x}_{ij-} + \Delta \hat{p}_{ij-} s_{ij}. \quad (16) \]

The process continues for all representative electrons with each electron sequentially kicked by the positron bunch slices from first to last.

Each electron-slice interaction contributes the following amount to the luminosity expressed using the quantities in Eqs. (10) and (11).

\[ L_{ij} = \frac{n_{j+} N_- f_b}{2\pi n_- \Sigma_{z+j-} \Sigma_{ij+}} \exp \left( -\frac{X_{ij-}^2}{2\Sigma_{z+j-}^2} - \frac{Y_{ij-}^2}{2\Sigma_{ij+}^2} \right), \quad (17) \]

where \( n_- \) is the number of representative electrons used to model the total number of electrons per bunch \( N_- \). The total luminosity is then

\[ L = \sum_{i=1}^{n_-} \sum_{j=1}^{m_+} L_{ij}, \quad (18) \]

where \( m_+ \) is the number of positron slices.

Let us next estimate how finely the positron bunch has to be sliced to accurately model the electron dynamics inside of it. The criterion that needs to be satisfied to ensure validity of the described algorithm is that the relative change of the electron’s transverse position inside the slice is much less than unity. Casting this condition in terms of the slice length \( \Delta \mathbf{z}_{j+} = \Sigma_{ij+} - \Sigma_{i+} \) and its focal parameters \( f_{\lambda y}^{j+} \) specified by Eq. (6), we can write

\[ \Delta \mathbf{z}_{j+} \ll \min \left\{ f_{\lambda y}^{j+} \right\} = f_{\lambda y}^{j+} \]

\[ = \min \left\{ \frac{\gamma \Sigma_{ij+}^2 + \Sigma_{ij+}^2 + \Sigma_{ij+}^2}{2r_n j_{j+}} \right\}, \quad (19) \]

since in most cases including ours \( f_{\lambda y}^{j+} < f_{\lambda y}^{j+} \). Using the facts

\[ \sigma_{\lambda y}^+ \leq \Sigma_{ij+}, \quad \sigma_{\lambda y}^+ \leq \Sigma_{ij+}, \quad (20) \]

\[ n_{j+} \simeq N_+ \rho_+ (\Sigma_{ij+}) \Delta \mathbf{z}_{j+} \leq N_+ \rho_+(0) \Delta \mathbf{z}_{j+} \]

\[ = \frac{N_+ \Delta \mathbf{z}_{j+}}{\sqrt{2\pi} \sigma_{\lambda y}^+} \quad (21) \]

in Eq. (19), it is sufficient to satisfy

\[ \Delta \mathbf{z}_{j+} \ll \frac{\sqrt{2\pi} \sigma_{\lambda y}^+ (\sigma_{\lambda y}^+ + \sigma_{\lambda y}^+)}{2r_+ N_+}. \quad (22) \]

Using Eqs. (7) and (22), the condition for the number of slices per rms bunch length can be expressed as

\[ \frac{\sigma_{\lambda y}^+}{\Delta \mathbf{z}_{j+}} \gg \sqrt{\frac{D_{\lambda y}}{\sqrt{2\pi}}}. \quad (23) \]

For the parameters listed in Table I, Eq. (23) gives \( \sigma_{\lambda y}^+/\Delta \mathbf{z}_{j+} \gg 244 \).

When using equally-sized slices, the limit on the slice size is determined by the highest particle density at the center of the bunch. At lower particle densities away from the bunch center, this size is smaller than necessary, leading to a low computation efficiency. An unnecessarily large fraction of time is spent on tracking through the bunch tails that have a lower impact on the beam dynamics and luminosity than the central part of the bunch. On the other hand, due to the low magnetic rigidity of the electron beam, there may be a non-negligible effect of the tails extending beyond the \( \pm 3\sigma_{\lambda y}^+ \) or even \( \pm 6\sigma_{\lambda y}^+ \) range. To resolve this issue, we use an adaptive slicing approach with variable slice sizes. The bunch is symmetrically divided into \( m_+ \) slices in such a way that all slices contain equal fractions of the bunch population of \( 1/m_+ \). The coordinates of the upper bounds of all slices are found by solving

\[ \int_{-\infty}^{\zeta_{j+}} \rho_+(\zeta) d\zeta = \frac{j}{m_+}, \quad (24) \]

where \( j = 1, \ldots, m_+ \). Clearly, \( \zeta_{m,+} = +\infty \). Since the segments are adjacent, the lower bounds \( \zeta_{j+} = \zeta_{(j-1)+} \) for \( j > 1 \) and \( \zeta_{1+} = -\infty \). The effective center of the slice \( \zeta_{j+} = -cl_{j+} \) for use in Eq. (9) is chosen to be the median point of the particle density along the slice that can be obtained from

\[ \int_{-\infty}^{\zeta_{j+}} \rho_+(\zeta) d\zeta = \frac{j-1}{m_+}. \quad (25) \]

We apply the algorithm described above to calculate the electron dynamics and the resulting electron-positron collision luminosity using the parameters listed in Table I. We use \( n_- = 10^4 \) representative electrons. Note that, in the WS case, \( n_- \) is not the number of macro-particles. It is the number of particles representing the electron distribution. It does not have any impact on the simulated dynamics and only affects the accuracy of luminosity calculation. Its statistical error is
of the order of 1%. Their coordinates are randomly generated according to their rms distribution widths in Table I with $3\sigma$ cutoff. To ensure that the number of positron slices $m_+$ is sufficiently large to provide an accurate luminosity result, we increase $m_+$ until the luminosity converges to a constant value. Figure 1 shows that the luminosity plateaus at about $1.26 \times 10^{34}$ cm$^{-2}$sec$^{-1}$ for $m_+ \gtrsim 10^3$. This $m_+$ limit is consistent with our expectation according to Eq. (23). We conservatively choose $m_+ = 6145$ for further WS studies.

The point at $m_+ = 1$ in Fig. 1 corresponds to the case of infinitesimally short bunches when the luminosity can simply be calculated as

$$L = \frac{N_e N_f \cdot f_b}{4\pi \sigma_x \sigma_y^2}. \quad (26)$$

For the parameters of Table I, Eq. (26) gives a luminosity of $L = 8.5 \times 10^{35}$ cm$^{-2}$sec$^{-1}$. Our Monte-Carlo simulation using the algorithm described above finds $L = 8.6 \times 10^{35}$ cm$^{-2}$sec$^{-1}$, as shown in Fig. 1. This is a good agreement, which is within the systematic error determined by the chosen number of representative electrons. This provides a sanity check of the validity of our calculation.

Once electron dynamics in the fields of the positron bunch is accurately taken into account by using a sufficiently large number of positron bunch slices, the resulting realistic luminosity estimate is almost two orders of magnitude lower than that of Eq. (26) but it still is rather high for this energy range at $L = 1.26 \times 10^{34}$ cm$^{-2}$sec$^{-1}$. This value is adequate for the physics goals described earlier.

After establishing an initial benchmark with a simplified by physically valid WS model, we verify it by strong-strong (SS) beam-beam simulations. Accurate strong-strong beam-beam simulations are challenging in the considered parameter range due to a large number of macro-particles and a high grid density required for accurate modeling of the electron dynamics inside a positron bunch. We use an existing BeamBeam3D code [22] to repeat the WS convergence study. The BeamBeam3D SS simulation results are shown in Fig. 1 for comparison to the WS calculations. Each of the colliding bunches is modeled in BeamBeam3D using about 33.6 million macro-particles on an $x \times y \times z$ grid of $32 \times 32 \times 24576$. These parameters and the maximum slice numbers were limited by the available computer memory but the SS results converge within the achievable parameter settings. Even though the SS calculations give a factor of 2 lower luminosity, given the numerical and model limitations of the two calculations, we consider the WS and SS results to be in a reasonable agreement.

The motion of individual electrons inside a positron bunch in the WS case is illustrated in Fig. 2. It shows the horizontal and vertical trajectory components of ten electrons which were randomly sampled from the distribution used in the WS luminosity calculations of Fig. 1. The trajectories are shown for the maximum number of positron slices $m_+ = 6145$. The electrons rapidly converge and diverge before and after interaction with the positron bunch, respectively. The electron trajectories rapidly oscillate but remain focused during interaction with the central part of the positron bunch.

It may appear from Fig. 2 that the number of electron oscillations is significantly smaller than what we estimated using Eq. (8). The reason for this is that Eq. (8) is only valid for small-amplitude electrons. Figure 3 demonstrates this by plotting the horizontal and vertical trajectory components of a small-amplitude electron. The electron trajectory is offset by one tenth of the rms beam size in both $x$ and $y$ and has zero slope in the middle of the positron bunch. The numbers of $x$
and $y$ oscillations in Fig. 3 are now consistent with the predictions of Eq. (8). This is another benchmark of our calculation. Figures 4 and 5 show evolutions of the transverse sizes and emittances, respectively, of the electron bunch during its propagation through the positron bunch in the WS case.

We next study the sensitivity of luminosity to collision setup parameters. We consider one at a time the impacts of a longitudinal shift of the electron focal point, a transverse offset of the electron beam axis, and its angular misalignment. The longitudinal electron bunch shift is set with respect to the positron focal point while the transverse offset and angle of the electron bunch centroid are specified with respect to the electron focal point. These parameters are nominally defined for the initial electron bunch prior to its interaction with the positron beam. This means that, with the beam-beam interaction taken into account, the coordinates of the electron bunch centroid at the electron focal point are in general not the same as their nominal unperturbed settings. We define the parameters this way because that is how they are set in practice, since one does not have access to the actual electron bunch centroid coordinates during bunch interaction.

Figure 6 shows the luminosity as a function of the longitudinal offset of the electron focal point with respect to the positron one in the WS case. A positive $\Delta s$ value corresponds to a shift in the outgoing positron beam direction. The electron and positron parameters are listed in Table I. The number of the positron slices is $m_+ = 6145$.
along the positron beam direction. Moving the electron focal point in the direction opposite to the positron beam lowers the luminosity, while its shift along the positron beam first increases the luminosity up to a maximum and then makes it fall off again. This behavior of luminosity can be explained by the change in the optical matching of the electron beam to the positron bunch. The positron bunch serves as a strong focusing element for electrons. It focuses them in both dimensions. At the linear level, there exists an optics solution symmetric about the positron bunch center. This solution corresponds to the tightest focusing of the electron beam inside the positron bunch when the electrons are held as close together as possible throughout the interaction process.

Moving the electron focal point back and forth changes how well the electron distribution is matched to the symmetric solution discussed above. The highest luminosity point in Fig. 6 corresponds to the closest match of electrons to the optimal solution, while shifting the position from this point in either direction makes this match worse, thus increasing the electron beam size inside the positron bunch and therefore lowering the luminosity.

Note that, from the luminosity point of view, the optimal locations for the electron horizontal and vertical focal points may be different, since positron focusing is different in the two transverse directions. The optimal electron and positron $\beta^*$ values at their respective focal points may also be different from those listed in Table I and used in our simulations. Thus, their independent optimization may result in an even higher luminosity than shown in Fig. 6. Nevertheless, optimization of the electron focal point location in Fig. 6 gives a more than two-fold increase in the luminosity to $L = 2.98 \times 10^{34}$ cm$^{-2}$sec$^{-1}$ at $s = 13$ mm over the configuration used in Fig. 1 where the electron and positron optics were set up per Table I ignoring the positron focusing effect.

Figure 7 demonstrates the sensitivity of the luminosity to the transverse alignment of the electron and positron beams in the WS case. As one can see, there is no significant degradation of the luminosity even for $\pm \sigma_\perp$ offsets. Note that the horizontal and vertical rms beam sizes in Table I are different by a factor of 10. This explains the apparently higher sensitivity of the luminosity to the horizontal offset than to the vertical one, since the same number of $\sigma$ in $x$ corresponds to a larger absolute displacement.

We next evaluate the sensitivity of the luminosity to the beam crossing angle. The simulation assumed that the nominal beam crossing point is located at $s = 0$, the focal point of the positron beam, while the focal point of the electron beam was still shifted by $\Delta s = 13$ mm. The result of this study in the WS case is plotted in Fig. 8. It shows that the luminosity is flat over an angular range of about $\pm 0.5 \sigma^x$. Given the $\sigma^x$ values in Table I, this translates into horizontal and vertical angular ranges of about $\pm 10$ and $\pm 5$ mrad, respectively. Thus, both the transverse and angular beam alignment requirements do not present a challenge from the luminosity point of view. This is because the electron bunch gets pulled in by the field of the positron bunch.

The algorithm for simulating the beam-beam interaction described above is only valid for head-on collisions. Thus, to properly account for the crossing angle in the simulation of Fig. 8, we used the procedure described in Ref. [19]. The basic idea of that procedure is to reduce a collision at an angle to a head-on collision. This is accomplished by Lorentz-transforming both the electron and positron bunches into a frame, which moves with a velocity $\beta = \sin(\Delta \angle/2)$ in the direction perpendicular to the line bisecting the beam crossing angle in half. The coordinates of each electron and the parameters of each positron slice are transformed accordingly. We do not provide the relevant expressions here for the sake of brevity. They can be found in Ref. [19]. In the new frame, the collision occurs head-on and the above algorithm is applied directly.

Despite the low electron energy, the high fields of the positron bunch and the resulting rapid electron oscillation
FIG. 9. Comparison of the horizontal (top), vertical (middle), and longitudinal (bottom) phase-space density distributions of the electron bunch before (left) and after (right) its interaction with the positron bunch in the SS case. In each dimension, the density is normalized to that at the center of the corresponding initial distribution. The electron and positron bunch parameters are listed in Table I. Each of the colliding bunches is modeled in BeamBeam3D using about 33.6 million macro-particles on an \(x \times y \times z\) grid of 32 \(\times 32 \times 24576\). The numbers of the electron and positron slices are \(m_- = 385\) and \(m_+ = 3073\), respectively.

raise the question of the emitted electron synchrotron radiation power. We numerically evaluate the synchrotron radiation power at the highest luminosity point as

\[
P_{\gamma^-} = \frac{N_- C_\gamma E^4}{n_-} \frac{1}{2\pi} \int_0^{n_-} \sum_{i=1}^{m_-} \sum_{j=2}^{m_+} \left| \Delta \vec{p}_{ij} \right|^2, \tag{27}
\]

where \(C_\gamma = 8.846 \cdot 10^{-5} \text{ m/GeV}^3\) is a constant. Our simulation gave a negligible power of \(P_{\gamma^-} \approx 11 \text{ mW.}\)

VI. POSITRON BEAM STABILITY

One of the greatest concerns for the stability of the stored beam in a linac-ring collider comes from a head-tail type of instability called the kink instability. If the electron and positron bunches are not exactly centered at the interaction point, the electron bunch coherently oscillates through the positron bunch and leaves a longitudinally-dependent imprint on the positron bunch. Under certain conditions, this imprint may get amplified and result in a loss of the positron beam.

The onset of the kink instability is determined by a threshold \(\Lambda_{th}\) on the quantity \(\Lambda = D_- \xi_+ / \nu_s\), where \(\nu_s\) is the positron synchrotron tune. At small values of the disruption parameter, when electrons make much less than a full oscillation inside the positron bunch, \(\Lambda_{th}\) is a constant of about one [35]. However, the VAC operates in a unique regime where electrons undergo many oscillations inside the positron bunch. There is evidence [35–37] that this situation is more stable and, at large disruption parameters, the threshold scales almost linearly with \(D_-\).

A physical interpretation of this behavior is that the electrons leave such a fine ripple on the positron bunch that it gets completely smeared by the synchrotron oscillations in a sin-
FIG. 10. Comparison of the horizontal (top), vertical (middle), and longitudinal (bottom) phase-space density distributions of the positron bunch before (left) and after (right) its interaction with the electron bunch in the SS case. In each dimension, the density is normalized to that at the center of the corresponding initial distribution. The electron and positron bunch parameters are listed in Table I. Each of the colliding bunches is modeled in BeamBeam3D using about 33.6 million macro-particles on an $x \times y \times z$ grid of $32 \times 32 \times 24576$. The numbers of the electron and positron slices are $m_- = 385$ and $m_+ = 3073$, respectively.

ngle turn. Thus, the threshold condition becomes a requirement that the ratio $\xi^+/\nu_s$ is less than one. The reasoning presented above and the exact threshold value need to be verified by detailed strong-strong simulations.

To further justify our above reasoning, we compare the electron and positron bunch phase-space distributions before and after a single interaction in Figs. 9 and 10, respectively. The bunch interaction is modeled in BeamBeam3D using the SS mode. The electron and positron bunch parameters are listed in Table I. Each of the colliding bunches is represented by about 33.6 million macro-particles on an $x \times y \times z$ grid of $32 \times 32 \times 24576$. The numbers of the electron and positron slices are $m_- = 385$ and $m_+ = 3073$, respectively. The electron focal point is not shifted. The results in Figs. 9 and 10 correspond to the $m_- = 385$, $m_+ = 3073$ SS luminosity point of Fig. 1. Note that both the initial and final distributions of both bunches are shown projected to the IP. While Figs. 9 exhibits drastic distortion of the electron bunch by the single beam-beam interaction, there is no discernible perturbation of the shape of the positron bunch.

To illustrate the positron bunch stability against position jitter of the electron bunch, we study the effect of the transverse offset of an electron bunch on the final positron phase-space distribution after a single collision. The simulation setup parameters are the same as described above for Figs. 9 and 10. The electron bunch is offset simultaneously in both $x$ and $y$ by $(\Delta x, \Delta y)$ of $(0.5\sigma_x^*, 0.5\sigma_y^*)$ and $(1.5\sigma_x^*, 1.5\sigma_y^*)$. The final positron distributions corresponding to these offsets are shown on the left- and right-hand sides of Fig. 11, respectively. Their comparison to the perfectly aligned case on the right-hand side of Fig. 10 shows no visually distinguishable difference between any of these cases. Note that, while the different data sets appear the same, this is not a plotting error; the data points are different by up to several parts in $10^3$. 
FIG. 11. Final horizontal (top), vertical (middle), and longitudinal (bottom) phase-space density distributions of the positron bunch after its collision with an electron bunch for the cases when the incident electron bunch is initially offset by \((\Delta x, \Delta y)\) of \((0.5\sigma_y^*, 0.5\sigma_y^*)\) (left) and \((1.5\sigma_y^*, 1.5\sigma_y^*)\) (right). The density in each plot of each dimension is normalized to that at the center of the corresponding initial distribution shown on the left-hand side of Fig. 10. The collision is simulated using BeamBeam3D in the SS mode. The electron and positron bunch parameters are listed in Table I. Each of the colliding bunches is modeled using about 33.6 million macro-particles on an \(x \times y \times z\) grid of \(32 \times 32 \times 24576\). The numbers of the electron and positron slices are \(m_- = 385\) and \(m_+ = 3073\), respectively.

While reassuring, this is not a conclusive demonstration of a long-term positron bunch stability. It still needs to be verified by more detailed multi-turn simulations, which go beyond the scope of this paper.

Note that, in the above simulations, we assumed the electron bunch to have a Gaussian distribution. It may not be the case for a linac beam. However, from a conceptual design point of view, the exact shape of the electron distribution should not make a dramatic difference. It may modify the beam-beam kick experienced by the positron bunch but, as shown above, it is so small to begin with that it is unlikely that its exact profile can make a drastic difference. The effects of the bunch shape mismatch and of the particular electron bunch distribution need to be studied in conjunction with a specific linac design when the proposed project reaches that level of detail in its development.

VII. INTERACTION REGION

A dark matter particle in the \(e^+e^- \rightarrow \gamma + A'\) process could be discovered using the missing mass method with the observed photon. In the center of mass frame, photons are strongly picked along the beam direction, see Ref. [38]. Due to the energy asymmetry in the colliding beams, the collision products are strongly boosted forward along the outgoing positron beam direction, so that photons make a small angle with it. Thus, photon detection primarily requires an experimental detector that has an acceptance in solid angle around the forward going positron beam. This makes a VAC detector region design fairly straightforward.

A possible schematic of a VAC interaction region is shown in Fig. 12. The energy difference between the beams makes it easy to bring them together before and separate them af-
FIG. 12. Possible schematic of a VAC interaction region showing its main components.

FIG. 13. Magnetic optics concept of a VAC interaction region for the layout shown in Fig. 12.

ter a collision. A 10 cm long 0.067 T dipole bends the electron beam by 200 mrad while the positron is deflected by only 0.5 mrad. As shown in Fig. 12, there are two such dipoles on each side of the IP. The pairs of dipoles before and after the IP are arranged as Double-Bend Achromats (DBAs) to prevent creation of dispersion at the IP as shown in Fig. 13. The overall electron IR geometry has a dogleg configuration.

An electron beam in this energy range can be effectively focused by solenoids. Thus, the necessary betatron phase advance between the two dipoles in each DBA is produced by a pair of solenoids. The solenoids in each pair are powered with opposite polarities to avoid introducing transverse coupling while still providing full beam focusing. The solenoids also serve as a part of the final focusing system.

The IR optics shown in Fig. 13 assumes that the electron beam has already been converted from a round magnetized beam to an uncoupled flat beam with equal horizontal and vertical $\beta$ functions. Such a beam can be readily transported using axially-symmetric focusing. However, the VAC parameters call for highly asymmetric $\beta$ functions at the IP. Thus, quadrupole triplets upstream and downstream of the respective DBAs complement the solenoid focusing to provide the necessary beam parameters at the IP.

The positron beam parameters at the IP are already consistent with those at SuperKEK-B. Therefore, we do not discuss the positron IR design in detail. There are many beam dynamics aspects associated with an IR design for a collider ring but the performance necessary for the VAC has already been demonstrated at SuperKEK-B. Assuming that the projected reduction in the horizontal positron beam emittance can be reached, it should be straightforward to reduce the horizontal $\beta^*$ from the SuperKEK-B value, as is desirable for a VAC. The VAC physics requirements allow for a much simpler machine-detector interface compared to that of Belle II. As shown in Fig. 12, the central part of the VAC detector could be on the order of 0.5 m in length while the entire IR has a scale of a few meters.

Given the small beam size and the associated large angular beam divergence at the IP, the presence of chromatic and spherical beam aberrations may cause smear of the beam spot size at the focal point leading to reduction in the luminosity. Proper measures must be taken to prevent this effect. A detailed discussion of this topic is beyond the scope of this paper. However, compensation for the non-linear beam smear at the IP is a well-understood subject and appropriate techniques have been developed [39, 40].

VIII. SUMMARY

We describe our concept of a Very-Asymmetric lepton Collider for a Dark Matter search. Even though further studies are needed, we show that it is feasible to reach a high luminosity of the order of $10^{34} \text{cm}^{-2}\text{s}^{-1}$ in such a collider in the center-of-mass energy range well below 1 GeV as necessitated by the relevant physics. Such a high luminosity performance relies on the high quality and high current of a stored positron beam and those of a magnetized electron beam from a linac. Only reasonable extrapolations are assumed from the current state of the art. We demonstrate that, with the mutual beam-beam interaction accounted for, the luminosity is a few times $10^{34} \text{cm}^{-2}\text{s}^{-1}$. A more systematic and more comprehensive optimization of the beam parameters than presented here may provide an even higher luminosity. We briefly discuss the question of stability of the stored positron beam and conclude there may not be fundamental issues. The interaction region design is straightforward given the VAC physics goals. Overall, such a collider on a modest energy scale may open access to a new field of research with a potential of discovery of physics beyond the Standard Model.
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