Student achievement prediction using deep neural network from multi-source campus data
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Abstract
Finding students at high risk of poor academic performance as early as possible plays an important role in improving education quality. To do so, most existing studies have used the traditional machine learning algorithms to predict students’ achievement based on their behavior data, from which behavior features are extracted manually thanks to expert experience and knowledge. However, owing to an increase in the varieties and overall volume of behavioral data, it has become more and more challenging to identify high-quality handcrafted features. In this paper, we propose an end-to-end deep learning model that automatically extracts features from students’ multi-source heterogeneous behavior data to predict academic performance. The key innovation of this model is that it uses long short-term memory networks to capture inherent time-series features for each type of behavior, and it takes two-dimensional convolutional networks to extract correlation features among different behaviors. We conducted experiments with four types of daily behavior data from students of the university in Beijing. The experimental results demonstrate that the proposed deep model method outperforms several machine learning algorithms.
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Introduction

Students’ performance is a key indicator in measuring the quality of academic education and is also closely related to students’ mental health. Related studies have shown that students with poor academic performance are prone to anxiety and depression [1], and their risk of suicide is much higher than that of students with excellent performance [2,3]. Achievement prediction aims to identify students with high academic risk in advance, which reminds administrators, teachers, and students themselves of taking timely targeted intervention actions to avoid poor performance, such as failing courses, dropping out, staying out, and so on. Therefore, student achievement prediction has been receiving extensive attention and research.

Factors affecting academic achievement are complex and diverse. To explore related factors, researchers in various fields have done lots of work. For example, literature [4] explored the relationship between cognitive abilities and academic performance. Literatures [5,6] expounded the correlation between “Big Five traits” (openness to experience, conscientiousness, extraversion, agreeableness, and neuroticism) and academic achievement. Studies [7–9] show that good sleep habits are helpful to improve academic performance. Literatures [10–13] conclude that moderate physical activity can facilitate the improvement of academic achievement. Literature [14] shows that binge eating and purging behaviors lead to relatively poor academic performance, and literature [15] shows that the influence in girls is higher than in boys. Literatures [16–19] show that bad habits of using social software and electronic devices affect academic achievement. These studies demonstrate the strong correlation between various behavior-related factors and academic performance, and provide guidance and suggestions.
for managers and teachers to improve students’ academic achievement. However, most data used in these studies were collected from questionnaires or self-reports, which usually suffer from small sample size and social desirability bias.

With the rapid development of digital campus in recent years, many information systems are deployed on campus, such as learning management system (LMS), smart card system, gateway system, access control system, and so on, which truly record various behavior data of students in the learning and living processes. Compared with data obtained from questionnaires, these data objectively reflect students’ behavior patterns and cover a large number of samples, which provides an great opportunity for performance prediction. Because there is an obvious correlation between learning behavior and academic achievement, many studies [20–22] create predictive models by analyzing students’ learning behavior patterns from LMS log files, such as video watching, homework submitting, and BBS discussion. Unfortunately, these learning behavior data are limited to specific courses, so the models trained on a specific course cannot be well generalized to other courses. Furthermore, many courses in the traditional face-to-face education are not taught through LMS, in which there are little available learning data to predict achievement.

Daily living behavior data are another important data source that describe students’ campus behavior patterns, they include dining behavior, shopping behavior, library entry behavior, web page browsing behavior, and so on. Be different from learning behavior on LMS, living behavior can be recorded for every student living on campus, which provide a much broader and available data source for performance prediction. Based on them, related studies [23–28] artificially extracted features from raw behavioral data relying on expert knowledge, such as breakfast frequency, Internet time, orderliness, diligence, sleep pattern, and so on, and then constructed prediction models using machine learning algorithms. However, the following challenges are encountered when manually extracting features from massive multi-source living data: (1) the quality and number of features are directly influenced by expert knowledge, and it is difficult to extract high-quality features by understanding the overall distribution of massive data; (2) although some features such as orderliness express the regularity of behavior, they still cannot fully represent the temporal characteristics of time-series behavior data; (3) the correlation between multi-source behavior data need to be further mined.

To address the aforementioned challenges, we put forward a novel academic performance prediction method based on deep neural network (DNN), in which behavioral features are automatically learned instead of being extracted manually, Long-Short-Term Memory (LSTM) networks are applied to model the temporal characteristics of behavior data, and two-dimensional convolutional neural network (2DCNN) is used to capture the correlation among different behaviors. The general framework of our method is shown in Fig. 1. Each type of raw behavior data is fed into LSTM model to obtain their time-series features separately. Then, these features are converted into a feature tensor; based on it, 2DCNN is applied to capture correlation features among different behavior. Finally, fully connected layers are used to output the academic performance level by concatenating the time-series features, correlation features, and students’ demographic information. Specifically, for behavior data in log format such as web page browsing behavior, we use embedding layer to obtain dense vectors of nominal attributes, and use one-dimensional convolutional neural network (1DCNN) to reduce their sequence length.

The main contributions of the paper are as follows:

1. An end-to-end deep neural network is proposed for academic performance prediction based on students’ multi-source daily life behavior data, which can automatically extract features without relying on expert experience.
2. The time-series features of each type of behavior data are efficiently extracted using long-short-term memory network, embedding layer and one-dimensional convolution networks.
3. The correlation features among various types of behaviors are obtained using two-dimensional convolutions.
4. The experiments are conducted on a large-scale real data set, and their results show that our proposed method out-performs the traditional machine learning methods.

In this paper, “Related work” presents related work in achievement prediction. “Data set” introduces the data sets used in this study. “Deep neural network for achievement prediction” describes the proposed DNN method and its detailed configuration. “Experiments and results” shows the experimental design and results. The conclusions and future work are presented in “Conclusion and future work”.

Related work

Many works have been conducted on student achievement prediction, elaborated from the perspectives of objectives, data, and methods in this section.

Machine learning approaches

The studies based on machine learning algorithms usually define the problem of academic achievement prediction as a classification task or a regression task, aimed at predicting students’ achievement level or ranking. Mingyu et al. extracted features from students’ behavior data and demographic information. The positive correlation with greater
weight between regular living habits and academic performance is verified, and the weighted grade point average (GPA) of students is predicted using the improved boosting algorithm Catboost [23]. Additionally, Cao et al. extracted two features (orderliness and diligence) from students’ behavior data of eating, showering, entering the library, and fetching water on campus. The correlation between the two behavior features and academic performance is verified using Spearman’s rank correlation coefficient, and students’ academic ranking is predicted using a pair-wise learning to rank algorithm RankNet [24]. Yao et al., in an upgraded version of a study by Cao et al. [24], put forward sleep pattern features in addition to orderliness and diligence. Based on the three features, they analyzed the correlation of academic performance of the students with similar behaviors using social influence theory and built a multitask academic performance prediction framework using learning to rank algorithm [25]. Zhou et al. extracted the frequency and duration of students’ visits to different types of web pages from Internet access logs. Frequency and duration were used as features to verify the close correlation between Internet access and academic performance, and then six algorithms, namely Naïve Bayes, decision tree (DT), logistic regression (LR), support vector machine, neural network, and K-nearest neighbor, were used to predict students with high risk in academic performance [26]. Zhang et al. modeled the transformation mode of students’ consumption behavior using the Hidden Markov Model and extracted the features expressing behavioral level, behavioral trend, behavioral regularity, and behavioral diversity. Based on this information, a regularized multitask learning model was built to simultaneously predict students’ score for each course in the current semester [27]. Ghosh et al. used context-aware traj-graph to model the mobility patterns of students based on their GPS trajectories on campus, and uncovered the correlation of signature mobility patterns with the academic performance of the students [28].

These studies predict students’ academic performance using machine learning algorithms. However, their performances are mainly reliant on the quality of features extracted manually based on expert knowledge, bringing a great challenge when faced with diverse data types and massive data.

Deep neural networks

DNN has the powerful nonlinear expression abilities by stacking multiple hidden layers, and its goal is to have the network automatically learn features for classification or regression tasks. In recent years, DNN has achieved great success in various fields, such as image recognition, speech recognition, text translation, and so on. Inspired by these great breakthroughs, the initial attempts are emerging to predict academic performance using DNN. For example, Yang et al. manually extracted the behavioral features from students’ online learning behaviors, including the behaviors of visiting curriculum resources and participating in curriculum discussion, and then combined these features into an image tensor. Based on this tensor, convolution neural network was used to predict whether students could pass the curriculum exam [29]. Pu et al. built an undirected graph to express students’ similarity by analyzing the correlation of their course achievements in the previous semesters and then used a graph convolution network to predict students’ course achievements in the current semester [30]. Botelho et al. used LSTM to model students’ behavior of doing homework and combined decision tree (DT) and logistic regression (LR) algorithms to discover “stop out” and “wheel spinning” behavior [31].

These studies show that DNN can better model students’ behavior and obtains good prediction performance compared with the traditional machine learning algorithms. However, as far as we know, there are few studies that predict academic performance based on daily living behavior data using DNN.
Data set

At many Asian universities, the majority of undergraduates live on campus and take several courses each semester, receiving a score or grade for every course after completing them. Various types of behavior data are produced on campus, such as consumption behavior in canteen and web page browsing behavior. In the following subsection, we introduce the data set, preprocessing, and grading of academic achievements.

Data description

The data set in this study came from the university in Beijing in the spring semester over a period of 145 days. Four types of campus behaviors of 9000 students were collected from different databases using extract, transform, load (ETL) tools. They include consumption behavior, library entry behavior, gateway login behavior, and web page browsing behavior. The data samples of each kind of behavior are, respectively, shown in Tables 1, 2, 3, and 4, in which attributes and values domains can be clearly observed. For example, consumption behavior includes four attributes, data, time, location, and consumption amount; library entry behavior contains three attributes, which are data, time, and location; gateway login behavior has five attributes including data, time, location, access duration, and network traffic used; and web browsing behavior has four attributes, date, time, uniform resource locator (URL) domain, and location. Among those behaviors, consumption behavior was further refined into breakfast behavior, lunch behavior, dinner behavior, and shopping behavior. These behavioral data truly record students' activities on campus from different aspects. In addition, students' demographic information of gender, school, major, grade, and graduation middle school, as well as the course achievement information, were also collected. To protect students’ privacy, all students’ IDs were irreversibly anonymized in the collection process.

Because the goal of this paper is to predict academic performance based on students’ campus behavior data, the student samples with fewer behavior records were filtered out by setting conditions. The specific conditions were that the number of students’ breakfast behavior records, lunch behavior records, dinner behavior records, and gateway login records in a semester should not be fewer than 20 respectively, and the number of web page browsing behavior records should not be fewer than 1000. The filtered dataset contained 8228 student samples.

Data preprocessing

In original behavior data, behavior date in “yyyy-mm-dd” format could not clearly express the stage of the semester when the behavior occurred, and the values of the attributes of date and time could not be directly used as the input of the model. Therefore, it is necessary to preprocess the date and time. For the date attribute, its value was converted into an integer value starting from 1 by referring to the university calendar, that is, 1 represents the date corresponding to the first day of the calendar, and so on. Regarding the time attribute, in the first step, the 24 h in a day were evenly divided into $K$ intervals according to the specified time interval $\tau$, and the divided intervals were numbered as $1, 2, \ldots, K$. Then, the time of the recorded behavior was input as the number of the corresponding interval. In this study, $\tau$ was set to 4 h for web page browsing behavior, because students can visit the same web page repeatedly in a short time. A smaller $\tau$ value could have led to redundant behavior content. $\tau$ was set to 15 min for the other three types of behaviors.

After transforming the date and time of behavior, redundant behavior data may occur; for example, two records of consumption behavior have the same date, time, and place values; two records of web page browsing behavior are identical. This phenomenon not only wastes computing resources but also does not facilitate the improvement of model performance. Therefore, it is necessary to remove these redundant data. For consumption behavior data, multiple records with the same date, time, and place are merged into a new record, of which the consumption amount is equal to the sum of the consumption amounts of the merged records. The same merge operation is also performed on gateway login behavior data, in which the network traffic and online duration of a new record are equal to the sum of that of the merged records. For the library entry behavior and web page browsing behavior, the duplication eliminating operation was carried out.

Besides behavior data, the attribute of graduation middle school was also preprocessed, because students may graduate from thousands of high schools, which makes one-hot encoding of the attribute produce sparse vectors. To solve this problem, this attribute is transformed into three related attributes, namely, the administrative level (provincial, municipal, and county level) of the city where schools are located; the nature of schools (public and private); and the teaching level of schools (national key, provincial key, municipal key, county key, and ordinary schools), and then, one-hot encoding of these three attributes gets a ten-dimensional vector.

Grading of academic achievements

Students’ academic performance is usually measured by GPAs of continuous numerical values. In this paper, predicting academic performance is defined as a classification task, that is, predicting whether the performance of a student is excellent, good, or poor. Thus, we must divide GPA into discrete academic levels. The grading process is as follows:
Table 1  Samples of consumption behavior data

| Student ID | Date       | Time        | Location     | Amount (CNY) | Date index | Time index |
|------------|------------|-------------|--------------|--------------|------------|------------|
| 17****01   | 2019-02-21 | 16:51:29    | Canteen no. 1| 6.0          | 4          | 68         |
| 17****01   | 2019-02-22 | 08:31:52    | Canteen no. 3| 3.5          | 5          | 35         |

Table 2  Samples of behavior data of entering library

| Student ID | Date       | Time        | Location   | Date index | Time index |
|------------|------------|-------------|------------|------------|------------|
| 17****01   | 2018-05-27 | 08:15:29    | Library    | 91         | 34         |
| 17****01   | 2018-06-02 | 09:31:01    | Library    | 97         | 39         |

Table 3  Samples of behavior data of logging into gateway

| Student ID | Date        | Time        | Location | Duration (min) | Network traffic (MB) | Date index | Time index |
|------------|-------------|-------------|----------|----------------|----------------------|------------|------------|
| 17****01   | 2018-2-26   | 12:35:46    | Library  | 54             | 42.95                | 1          | 51         |
| 17****01   | 2018-2-27   | 15:30:57    | Dormitory| 47             | 85.92                | 2          | 63         |

Table 4  Samples of behavior data of browsing web

| Student ID | Date        | Time        | URL domain             | Location     | Date index | Time index |
|------------|-------------|-------------|------------------------|--------------|------------|------------|
| 17****01   | 2018-02-26  | 02:12:53    | http://www.youku.com   | Dormitory    | 1          | 1          |
| 17****01   | 2018-02-26  | 23:25:12    | http://r6.mo.baidu.com | classroom    | 1          | 6          |

all students in the dataset are sorted by GPA in descending order, then the top \( r \%) of students’ achievements were defined as excellent, the bottom \( r \%) of students’ achievements were defined as poor, and other students’ achievements were good. However, there is no unified standard for reference to set threshold \( r \); authors of relevant studies have usually artificially set thresholds, different thresholds could generate different grading results that leads to limited comparability of model performance. To observe the performance of the model as comprehensively as possible, we set four thresholds—5%, 10%, 15%, and 20%—to grade academic achievement. The grading results are shown in Table 5, which shows the GPA interval and the number of students in each grade under different thresholds.

Deep neural network for achievement prediction

As shown in Fig. 1, the proposed prediction method consists of four phases; (1) Input: various types of time series behavior data produced by student on campus and students’ static demographic information are the input of the DNN model without extracting features manually; (2) Time-series features extraction of intra-behavior: we mainly use LSTM to separately model each type of behavior to learn their time-series features; (3) Correlation features of inter-behavior: 2DCNN is applied to a tensor converted from time-series features of all behaviors to capture the correlation features among different behaviors; (4) Output: Students’ behavioral features and demographic information are concatenated as the input of fully connected layers to output academic performance level.

Input of the model

The model input includes two kinds of data, one is the behavior data produced by a student on campus, including breakfast behavior data, lunch behavior data, dinner behavior data, shopping behavior data, library entry behavior data, gateway login behavior data, and web page browsing behavior data; the other is student’s demographic information, such as gender, major, graduation middle school, and so on. The attributes of these data are described in “Data description”.

All types of behavior data are classical time-series data, in which each record contains a timestamp, but distinct behaviors have different attributes, and the length of the same behavior varies from student to student. \( X_i = (X_{i1}, \ldots, X_{ij}, \ldots, X_{iN}) \) denotes the \( N \) types of multi-source behavior data of student \( i \), matrix \( X_{ij} = [x_{ij}^1, \ldots, x_{ij}^T, \ldots, x_{ij}^{T_{ij}}] \) expresses the \( j \)th behavior data of student \( i \), \( x_{ij}^t (1 \leq t \leq T_{ij}) \) is a vector representing one event record information at time \( t \) such as one consumption record, one gateway login record, in which \( T_{ij} \) is the length of the \( j \)th behavior of the \( i \)th student. After simple preprocessing such date trans-
Table 5  Grading results of academic achievements

|            | 5% GPA | 10% GPA | 15% GPA | 20% GPA |
|------------|--------|---------|---------|---------|
| Students   | 426    | 828     | 1249    | 1682    |
| Excellent  | [4, 4] | [3.92, 4]| [3.9, 4] | [3.8, 4] |
| Good       | (2.5, 4)| (2.8, 3.92)| (3.0, 3.9)| (3.1, 3.8)|
| Poor       | [0, 2.5]| [0, 2.8] | [0, 3.0] | [0, 3.1] |

formation, time transformation, and redundant deletion as stated in “Data preprocessing” and normalization, they can be directly used as inputs to the model.

**Time-series features extraction of intra-behavior**

LSTM is a classic type of recurrent network that is specialized for processing a sequence of values. It can effectively reduce the difficulty of learning long-term dependencies to scale on much longer sequences. To automatically learn features from students’ behavior which are presented in a time-series manner, LSTM is used to extract features of campus behavior data.

Campus behavior data can be divided into transaction behavior data and log behavior data according to their generation mechanism. The former refers to behavior in which one activity event only produces one record. For example, consumption behavior data, library entry behavior data, and gateway login behavior data in the dataset fall into this category; they typically contain hundreds of records. These behavior data are directly input into LSTM to extract time series features after one-hot encoding or normalization of attributes. The latter, log behavior data, refers to the behavior in which one event produces hundreds or even thousands of records, such as web page browsing behavior. For log-type web page browsing behavior, there are two challenges when modeling using LSTM. First, the number of (URL) domains is huge, making the vector obtained via one-hot encoding of the URL domain attribute extremely sparse. Second, extremely long sequence leads to high resource consumption and slow convergence when modeling directly with LSTM. To solve the two problems, an embedding layer is applied to learn the dense vector of URL domain, and an one-dimensional convolutional network is utilized to reduce the length of the sequence before modeling it using LSTM.

**URL domain embedding representation**

To solve the vector sparsity problem caused by the huge number of domain names, Zhou et al. [26] labeled the URL domain as classes of learning, games, music, movies, and so on, followed by one-hot encoding of the domain classes. This method not only solves the problem of data sparsity but also facilitates the interpretability of academic performance prediction. However, it has the following disadvantages: (1) There are no general domain class database or labeling criteria, resulting in labeling the domain class manually, so this method is time-consuming and labor-intensive. (2) It is not conducive to protecting students’ privacy, because the class of domain reveals the browsing content to a certain extent, especially when the domain is marked with fine-grained categories. These two disadvantages limit the scope of application of this method.

Inspired by the concept of word vector in natural language processing, words are mapped to a continuous low-dimensional vector space in which words with similar semantics are located in near positions to each other. This idea is introduced in this paper to find a dense vector for URL domain, attempting to overcome the two disadvantages of the labeling method stated above. Word2vec and embedding layer are two classical word vector learning methods. Among them, word2vec is an unsupervised learning method and uses the context of words to learn word vector; on the contrary, the embedding layer in deep neural network iteratively updates the word vector based on the labels of a task until the end of model training. Considering that the academic prediction task is a classification task that has label information, the embedding layer is introduced to learn URL domain vector. The specific process is as follows: (1) count the access frequency of all URL domains in the dataset; (2) construct a domain name index table, in which domains are sorted in the descending order according to access frequency and are assigned indexes in turn from 1; (3) filter high-frequency domain names from the domain name index table; (4) convert the domain names in the web browsing behavior sequence into the index value; (5) configure the embedding layer in the deep neural model.

**Behavior sequence length reduction**

Although LSTM can capture much longer information dependence than simple recurrent neural network, it still cannot efficiently model the extremely long sequence of web page browsing behaviors. To reduce the length of the behavior sequence, researchers usually use down-sampling technology to delete some records, possibly losing important information. In this study, one-dimensional convolutions are performed on the behavior sequence to extract the features.
Correlation features extraction of inter-behavior

Because multi-source behavior data are from the same student, there must be a correlation between different behaviors. It is a conventional idea to combine all types of behavior data into a unified data format as input to a deep neural network. However, as opposed to time-series data produced by sensors in industry fields, students’ behaviors are actively triggered by the students themselves; behavior data are characterized by inconsistent sampling frequency. For example, Student A produces three records of having meals per day, while the records of page browsing behavior may number in the thousands. Thus, it is inefficient to convert these multi-source behavioral data into one tensor for extracting the correlation features between different Behaviors, which could lead a very sparse tensor under fine time granularity or lost lots of information under coarse granularity.

To capture the correlation features, we propose a tensor scheme to transform the time-series feature vector of each behavior into a three-dimensional tensor and then employ 2DCNN to analyze the relationship among local adjacent behaviors. 2DCNN is usually used to extract image features, in which an image is expressed by a tensor \( (w, h, c) \), where \( w \), \( h \), and \( c \), respectively, represent the width, height, and number of channels of an image. As shown in Fig. 1, the time-series feature vectors of \( N \) types of behaviors are transformed into a 3-D tensor, where \( w \times h = N, c = M \), \( M \) indicates the dimension of time-series feature vector extracted in “Time-series features extraction of intra-behavior”. Based on the tensor, 2DCNN is performed to obtain the correlation features.

Output of the model

In this paper, academic performance prediction is defined as a classification task, the output of the model should be \( y \in \{0: \text{poor}, 1: \text{good}, 2: \text{excellent}\} \), and the detailed grading process is described in “Grading of academic achievements”. Fully connected layers are applied to output the performance level, in which the time-series features of intra-behavior, the correlation features of inter-behavior, and student’s demographic information are concatenated as its input. In addition, the dropout layer is used before each fully connected layer to prevent overfitting, weighted cross-entropy function described in “Weighted loss function for solving class imbalance problem” is used as the loss function, and adaptive moment estimation (Adam) is used as optimizer.

Detailed model configuration

The detailed configuration of the proposed model is shown in Table 6. The first layer represents the input composed of \( N \) types of behavior sequence, where \( T_i \) and \( F_i \), respectively, represent the sequence length and feature number of the \( i \)th behavior data. It should be noted that the domain name vector learning and one-dimensional convolution operation need to be performed on the web page browsing behavior before it is input into the LSTM. The second layer performs LSTM modeling on each kind of behavior sequence and outputs a vector containing 32 features.

In the third, fourth, and fifth layers, the concatenation layer, reshape layer, and permute layer are adopted to convert the feature vectors of \( N \) kinds of behavior data into a tensor of \( (w, h, 32) \). Owing to there being a few types of behaviors, more two-dimensional convolutional layers could lead to overfitting; therefore, only two convolutional layers are set up in the sixth and seventh layers, with the kernel numbers of 32 and 64, respectively, the kernel sizes of \( (2, 2) \), and the step sizes of \( (1, 1) \), and the sixth layer adopts filling mode to keep the dimension of tensor unchanged.

The tenth layer takes the basic information of students as input. In the eleventh layer, students’ basic information, behavioral correlation features, and time-series features are concatenated as the input of the fully connected layer, where \( L_8, L_9, \) and \( L_{10} \) represent the lengths of the output vectors in the eighth, ninth, and tenth layers, respectively. The fully connected layer contains multiple layers, and the output units are 2048, 1024, and 512 respectively. A dropout layer is set...
in front of each fully connected layer to avoid overfitting, and the dropout rate is set to 0.5. For simplicity, not all fully connected layers and dropout layers are listed in the table, but are marked with * after the 12th and 13th layers for illustration. The 14th layer is the output layer, 3 represents the levels of academic performance, and the activation function is softmax.

**Experiments and results**

In this section, we describe how to train the deep neural network and evaluate its performance.

**Experimental design**

Three key problems encountered during model training, including class imbalance problem, overfitting, and evaluating the deep model, are solved.

**Weighted loss function for solving class imbalance problem**

By observing the dataset in Table 5, a class imbalance problem is seen in the achievement prediction task. The solutions to this problem are generally divided into three categories: under-sampling technology, over-sampling technology, and weighted loss function. The first type of method is to randomly delete some student samples with good scores to make the number of students in each class similar. Based on the limited number of student samples in the dataset of this paper, under-sampling could further reduce samples, which is not feasible for the training of the deep neural network. The second type of method is to produce new student samples with poor scores and excellent scores to balance the three classes of students. Synthetic minority over-sampling technique (SMOTE) [33] and Borderline-SMOTE [34] are two classic over-sampling methods based on Euclidean distance, but they are computationally inefficient when synthesizing high-dimensional student samples expressed by various behaviors. The third type does not delete or produce samples; it only gives higher weight to students with poor scores and excellent scores when calculating the loss function, giving these samples greater influence on the loss function. Compared with over-sampling technologies, the weighted loss function requires fewer computing resources, so we used it to solve the class imbalance problem in this paper. The weighted cross entropy loss function is shown in Eq. (1), where \( w_i \) indicates the weight of class \( i \), \( N \) is the number of total student samples, \( N_i \) is the number of student samples belonging to class \( i \), \( M \) is the number of classes, \( y^k_i \) is the true score level of the \( k \)th student samples belonging to class \( i \), and \( p^k_i \) is the predicted score level probability

\[
\begin{align*}
\text{loss} & = \frac{1}{N} \sum_{k=1}^{N} \sum_{i=1}^{M} w_i y^k_i \log(p^k_i) .
\end{align*}
\]  

(1)

**Data enhancement for preventing overfitting problem**

Solutions to prevent overfitting usually include data enhancement, early stopping, \( l_1 \) and \( l_2 \) regularization, and dropout. In this paper, the large gap between the number of model parameters and the number of student samples made the proposed model prone to overfitting. Owing to the limitation of experimental conditions, no more student samples could be collected. By analyzing the characteristics of students’ behaviors, we found that students’ campus behaviors have obvious periodicity in weeks, with a certain volatility at the same time, as shown in Fig. 3. Therefore, it is feasible to predict academic performance based on behavioral data within a time period. In this paper, the behavior data of 145 days were segmented into ten pieces, each containing behavior data of 2 weeks except for the last one. Each piece was taken as a new student sample, and its label was consistent with the one of the original student. This data enhancement method not only increased the sample size tenfold, but also enriched the sample distribution owing to the small fluctuation of behavior data in different time periods. In addition, early stopping and dropout were also used in the process of model training. When the loss value of the validation set was less than 0.001 for 30 consecutive rounds, the training was stopped, and the parameter setting of dropout was described in “Detailed model configuration”.

**Evaluation metrics**

For classification tasks with unbalanced classes, precision rate and recall rate should be taken as more important evaluation metrics than accuracy. In the three-way classification achievement prediction task, \( i = 0, 1, 2 \) are used to indicate the poor, good, and excellent performance classes, respectively. \( P_i \) represents the precision rate of class \( i \), \( R_i \) indicates the recall rate of class \( i \) captured by a model, \( F^g_\beta \) is a trade-off metric between \( P_i \) and \( R_i \), and the relative importance of recall and precision in \( F^g_\beta \) metric is adjusted by setting \( \beta \) value. For evaluating the overall performance of the model, macro precision rate \( P \), macro recall rate \( R \), and macro \( F_\beta \) are calculated. The calculation of these metrics is shown in Eq. (2), where \( TP_i \), \( FP_i \), and \( FN_i \) represent the number of true-positive samples, false-positive samples, and false-negative samples of class \( i \) in the model, respectively.

\[
\begin{align*}
\text{Precision} & = \frac{TP_i}{TP_i + FP_i}, \\
\text{Recall} & = \frac{TP_i}{TP_i + FN_i}, \\
\text{F}_{\beta} & = \left( \frac{\beta^2}{\beta^2 + 1} \right) \cdot \frac{P_i \cdot R_i}{P_i + R_i}.
\end{align*}
\]  

(2)
### Table 6 Detailed configuration of the proposed deep model

| No. | Layer type   | Kernel number | Kernel size | Step size | Output dimension | Activation | Conn. layer |
|-----|--------------|---------------|-------------|-----------|------------------|------------|-------------|
| 1   | Input        | (T<sub>i</sub>, F<sub>i</sub>) | (T<sub>i</sub>, F<sub>i</sub>) * N | 1         |                  |            |             |
| 2   | LSTM         | (32, 1)       | (32, 1) * N | 1         |                  |            |             |
| 3   | Concatenate  | (32, N)       | (32, N)     | 2         |                  |            |             |
| 4   | Reshape      | (32, w, h)    | (32, w, h)  | 3         |                  |            |             |
| 5   | Permute      | (w, h, 32)    | (w, h, 32)  | 4         |                  |            |             |
| 6   | Conv2D       | 32            | (2, 2)      | (1, 1)    | (w, h, 32)       | Relu 5     |             |
| 7   | Conv2D       | 64            | (2, 2)      | (1, 1)    | (w − 1, h − 1, 64) | Relu 6     |             |
| 8   | Flatten      |               | (w − 1, h − 1, 64) | 7         |                  |            |             |
| 9   | Flatten      |               | (32 * N)    | 3         |                  |            |             |
| 10  | Input        | (S)           |             |           |                  |            |             |
| 11  | Concatenate  | (L<sub>8</sub> + L<sub>9</sub> + L<sub>10</sub>) | (L<sub>8</sub> + L<sub>9</sub> + L<sub>10</sub>) | 8, 9, 10 |                  |            |             |
| 12  | Dropout(0.5)*|               |             |           |                  |            |             |
| 13  | Dense*       | (2048)        |             |           |                  |            |             |
| 14  | Dense        | (3)           |             |           |                  | Softmax    |             |

#### Fig. 3 Statistics of behavior showing its periodicity and volatility

In our experiment, the value of β was set to 1

\[
\begin{align*}
    P_i &= \frac{TP_i}{TP_i + FP_i} \\
    R_i &= \frac{TP_i}{TP_i + FN_i} \\
    F_\beta^i &= \frac{(1 + \beta^2) \cdot P_i \cdot R_i}{(\beta^2 \cdot P_i) + R_i} \\
    P &= \frac{1}{3} \sum_{i=1}^{3} P_i \\
    R &= \frac{1}{3} \sum_{i=1}^{3} R_i \\
    F_\beta &= \frac{(1 + \beta^2) \cdot P \cdot R}{(\beta^2 \cdot P) + R}.
\end{align*}
\]

(2)

#### Experimental results

To verify the performance of the proposed deep model, we compared it with the traditional machine learning algorithms and showed the advantages of the model based on multi-source heterogeneous behavior data.

#### Performance comparison of related methods

LR, DT, AdaBoost (Ada.), and Random Forest (RF) are common machine learning algorithms for predicting academic performance, especially Ada. and RF, which improve the performance of the model by assembling the classification results of multiple base learners. In this paper, we manually extracted features for every kind of behavior using the method introduced in the literature [35]. These features
### Table 7: Achievement prediction performance of different methods

| Method       | 5% Acc | 5% P | 5% R | 5% F₁ | 10% Acc | 10% P | 10% R | 10% F₁ | 15% Acc | 15% P | 15% R | 15% F₁ | 20% Acc | 20% P | 20% R | 20% F₁ |
|--------------|--------|------|------|-------|--------|------|------|-------|--------|------|------|-------|--------|------|------|-------|
| LR           | 0.37   | 0.38 | 0.56 | 0.29  | 0.35   | 0.40 | 0.53 | 0.32  | 0.38   | 0.42 | 0.51 | 0.38  | 0.38   | 0.43 | 0.49 | 0.39  |
| DT           | 0.95   | 0.80 | 0.90 | 0.85  | 0.7    | 0.47 | 0.51 | 0.48  | 0.62   | 0.50 | 0.52 | 0.51  | 0.57   | 0.52 | 0.54 | 0.53  |
| Ada.         | 0.69   | 0.43 | 0.57 | 0.44  | 0.63   | 0.45 | 0.52 | 0.46  | 0.57   | 0.47 | 0.52 | 0.49  | 0.52   | 0.48 | 0.51 | 0.49  |
| RF           | 0.98   | 0.97 | 0.93 | 0.95  | 0.81   | 0.68 | 0.44 | 0.48  | 0.72   | 0.64 | 0.49 | 0.52  | 0.65   | 0.61 | 0.54 | 0.56  |
| Do.T         | 0.94   | 0.91 | 0.67 | 0.75  | 0.9    | 0.90 | 0.69 | 0.76  | 0.85   | 0.87 | 0.72 | 0.77  | 0.83   | 0.85 | 0.78 | 0.80  |
| Do.V         | 0.94   | 0.94 | 0.65 | 0.74  | 0.89   | 0.92 | 0.65 | 0.73  | 0.85   | 0.89 | 0.71 | 0.77  | 0.81   | 0.84 | 0.77 | 0.79  |

The bold indicate the highest metric values.

### Table 8: Achievement prediction performance based on different behavior data

| Behavior     | 5% Acc | 5% P | 5% R | 5% F₁ | 10% Acc | 10% P | 10% R | 10% F₁ | 15% Acc | 15% P | 15% R | 15% F₁ | 20% Acc | 20% P | 20% R | 20% F₁ |
|--------------|--------|------|------|-------|--------|------|------|-------|--------|------|------|-------|--------|------|------|-------|
| Breakfast    | 0.92   | 0.91 | 0.55 | 0.63  | 0.87   | 0.88 | 0.62 | 0.70  | 0.81   | 0.84 | 0.64 | 0.70  | 0.77   | 0.80 | 0.66 | 0.71  |
| Lunch        | 0.92   | 0.92 | 0.54 | 0.63  | 0.86   | 0.88 | 0.54 | 0.62  | 0.80   | 0.87 | 0.58 | 0.64  | 0.77   | 0.82 | 0.67 | 0.71  |
| Dinner       | 0.92   | 0.91 | 0.59 | 0.63  | 0.87   | 0.88 | 0.62 | 0.70  | 0.81   | 0.85 | 0.61 | 0.67  | 0.78   | 0.81 | 0.69 | 0.73  |
| Shopping     | 0.92   | 0.92 | 0.53 | 0.62  | 0.87   | 0.91 | 0.56 | 0.65  | 0.80   | 0.86 | 0.61 | 0.67  | 0.75   | 0.82 | 0.62 | 0.67  |
| Library      | 0.91   | 0.89 | 0.50 | 0.57  | 0.86   | 0.89 | 0.53 | 0.60  | 0.77   | 0.84 | 0.53 | 0.58  | 0.73   | 0.82 | 0.57 | 0.62  |
| Gateway      | 0.92   | 0.92 | 0.54 | 0.63  | 0.86   | 0.89 | 0.58 | 0.66  | 0.81   | 0.85 | 0.62 | 0.68  | 0.76   | 0.82 | 0.64 | 0.68  |
| Web          | 0.90   | 0.92 | 0.44 | 0.50  | 0.85   | 0.88 | 0.55 | 0.62  | 0.78   | 0.82 | 0.54 | 0.60  | 0.75   | 0.80 | 0.62 | 0.67  |
| Multi-Source | 0.94   | 0.94 | 0.65 | 0.74  | 0.89   | 0.92 | 0.65 | 0.73  | 0.85   | 0.89 | 0.71 | 0.77  | 0.81   | 0.84 | 0.77 | 0.79  |

The bold indicate the highest metric values.

### Fig. 4: Performance comparison of achievement prediction-related methods
express the concentration trend and dispersion degree of behavior distribution. Please note that, for the URL domain name attribute of web page browsing behavior, the number of times students visited various kinds of domain names every day was counted, and then using the method of literature [35] to extract features expressing the regularity, concentration, and dispersion characteristics of students visiting different domain names were described.

In addition to the aforementioned methods, we also compared the influence of different domain name processing methods in deep model on performance, namely, Domain Type (Do.T) labeling method and Domain Vector (Do.V) method. The difference between them is that the former labels the type of domain name of web page browsing behavior and then performs one-hot encoding, whereas the latter uses the embedding layer of the neural network to learn the dense vector of the domain name. In the Do.T method, domain names are marked into 20 categories; in the Do.V method, the top eight high-frequency domain names are filtered, and the size of domain name dictionary is set to 20,000. The performance of different methods is shown in Table 7, and to visually compare, Fig. 4 also shows the results using a line chart, where the horizontal axis represents the grading labels of score grades.

Figure 4a shows the macro $F_1$ values of different methods. It is found that the $F_1$ values of the two deep models with different domain name processing methods are greatly similar and steadily increase from 0.75 for 5% labels to 0.80 for 20% labels. Their $F_1$ values are much higher than that of the traditional machine learning algorithm, albeit slightly lower than the RF and DT methods on 5% labels.

Figure 4b shows the macro precision of different methods. The precision of the two deep models in this paper is obviously better than that of other algorithms. Although their precision decreases slowly with the increase of label ratio, they both remain above 0.84. The performance of RF algorithm on 5% labels is slightly better than that of the deep models, but drops sharply to 0.68 on 10% labels and continues to drop on 15% labels and 20% labels.

Figure 4c shows the macro recall of different methods. The values of the two deep models increase with the uptick of label proportion and reach 0.78 and 0.77, respectively, on 20% labels. Although the RF and DT algorithms outperform the two deep models on the 5% label set, their values drop rapidly and are lower than those of the deep models when the score label is equal to or greater than 10%.

Figure 4d shows the prediction accuracy of the methods. The accuracy of the two deep models are better than other methods in all cases albeit slightly lower than those of RF and DT algorithm on 5% label; the accuracy values under the four score labels are all higher than 0.8 and reach the highest score of 0.94 under 5% label.

By observing the four sub-figures, it is found that although the $F_1$ value and recall of the deep network models are lower than that of the RF and DT algorithm on 5% labels, the four metrics of the proposed model are obviously higher than those of traditional machine learning algorithms on 10%, 15%, and 20% labels. These results indicate that the deep network model is superior to the traditional machine learning algorithm. Meanwhile, the performance of the deep model
with domain name vector is extremely close to that of the model with the domain type, which shows that the domain vector learning method can be used instead of the domain type labeling method to better protect students’ privacy.

Performance comparison of DNN model based on different behavior data

To verify the importance of multi-source behavior for achievement prediction, in this section, we predict students’ achievement based on each kind of behavior data separately using the proposed deep network model as the program framework, in which the model of behavior correlation feature extraction is shielded. Table 8 shows the performance of the models based on every type of behavior data. Figure 5 facilitates visual comparison of performance.

Through observation of Fig. 5, it is found that the four evaluation metrics of prediction performance based on multi-source behavior are all higher than that of any kind of single behavior data, especially in the macro recall metric, and the recall of the 20% label reaches 0.77. The difference between prediction performance based on single behavior is extremely little in macro precision and accuracy, but there are some differences in macro $F_1$ value and recall. Overall, prediction performance based on breakfast behavior and dinner behavior is the best, followed by gateway login behavior and shopping behavior, and then lunch behavior. The worst behaviors are web page browsing behavior and library entry behavior. These results have many implications for our observations of behavior. Students who often have breakfast are usually diligent and can get up early for class, and students who often have dinner can make full use of the time in the evening to review or preview their lessons. In general, predicting grades based on library entry behavior and web browsing behavior should achieve good results, but many students in this data set have few records of library entry behavior, and they may browse webpages through mobile phones rather than on the local network of the campus, making it impossible to fully analyze students’ web browsing behavior. As a result, the prediction results based on these two behaviors are poor.

Conclusion and future work

In this paper, an end-to-end deep neural network model is proposed for predicting students’ academic performance based on their daily living behavior data on campus. Our model addresses the challenges of extracting features manually from multi-source heterogeneous behavior data. Various types of behavior sequences can be directly input into our model after simple preprocessing. LSTM is applied separately on each type of behavior sequence to learn their time-series features, but for behavior sequence with extremely long length or the one that has nominal attributes with lots of values, it is necessary to use 1DCNN to reduce sequence length or use embedding layer to learn the dense vector of nominal attributes before using LSTM, which makes LSTM more effective. After extracting time-series features of every behavior, 2DCNN is applied to capture the correlation features between different behaviors. Finally, these two types of behavioral features are concatenated with students’ demographic information as the input of fully connected layer to predict academic performance level. Experiments were conducted on the daily behavior data from 8228 students. Their results show that our model outperforms traditional machine learning algorithms. Meanwhile, our model has good scalability and versatility, and it can easily take new type of behavior data as input and be transferred to other application scenarios such as students’ mental health diagnosis and employment choice consultation.

In practical applications, academic performance should be dynamically predicted over time, rather than based on the behavior data in a fixed period. In addition, we should not only identify students of high risk, but also know what causes poor performance. Therefore, we should collect more data to dynamically predict and enhance the interpretability of our deep model in the future work.
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