Relative entanglement entropy for widely separated regions in curved spacetime
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Abstract

We give an upper bound of the relative entanglement entropy of the ground state of a massive Dirac-Majorana field across two widely separated regions A and B in a static slice of an ultrastatic Lorentzian spacetime. Our bound decays exponentially in dist(A, B), at a rate set by the Compton wavelength and the spatial scalar curvature. The physical interpretation our result is that, on a manifold with positive spatial scalar curvature, one cannot use the entanglement of the vacuum state to teleport one classical bit from A to B if their distance is of the order of the maximum of the curvature radius and the Compton wave length or greater.

1 Introduction

In quantum field theory, a global state is called entangled across a pair of spacelike separated subsystems if its restriction to the bipartite system is not in the weak ∗-closure of the convex hull of normal product states [1]. A systematic way of quantifying entanglement is to introduce entanglement measures [2]. These are state functionals which, at a bare minimum, vanish on separable states and are non-increasing under local operations and classical communications. (For more details on this in the quantum field theory setting, see [3] and references therein.) It can be argued that the “relative entanglement entropy” is a particularly good entanglement measure in quantum field theory. For instance it has been shown [3, Thm. 11] that the relative
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entanglement entropy $E$ of the ground state of Dirac-Majorana field theory across two disjoint regions $A$ and $B$ in a static slice of a $D$-dimensional ultrastatic spacetime has an upper bound of the form $E \leq \text{cst.} |\log(md)|d^{-\frac{D-2}{2}}|\partial A|$ when $d := \text{dist}(A,B) \to 0$ and $m$ is the mass of Dirac-Majorana field.

The opposite limit, i.e., when the subsystems are far apart from each other is addressed in this article. We find that the relative entanglement across $A$ and $B$ is bounded above by $E \leq \text{cst.} \exp(-Md/2)$, when $d \to \infty$, and where $M := \inf(m^2 + R/4)^{1/2}$ is an effective mass related to the Dirac mass $m$ and the scalar curvature $R$ of the manifold. The precise statement is given below in Thm. 3.1.

It is known that one needs about $\log 2$ of entanglement to teleport one classical bit of information from $A$ to $B$, since this is the entanglement of one Bell-pair. The number of Bell pairs (one partner in $A$, the other in $B$) that one can distill from the vacuum across $A$ and $B$ is not bigger then $E$ by a general theorem [4]. Thus, the physical interpretation our result is that, on a manifold with positive spatial scalar curvature $R$, one cannot use the entanglement of the vacuum state to teleport one classical bit if the distance exceeds in order of the magnitude the maximum of the curvature radius and the Compton wave length.

It would be interesting to connect our work to results in the physics literature on multi-region entanglement such as [5, 6], or to holographic approaches, see e.g. [7].

2 Dirac quantum field theory on curved spacetime

We begin with a very brief review of the quantization of a classical, linear Dirac-Majorana field on a globally hyperbolic $D$-dimensional simply connected spin-spacetime $(\mathcal{M}, g)$ (for more details, see e.g. [8, 9]). Because we want (pseudo-)Majorana spinors to exist we must restrict the spacetime dimension to the values $D = 3, 4, 8, 9, 10 \mod 8$ [10, 11]. In fact, because we will need to define a time-reversal operator below, we must further restrict to dimensions $D = 4, 8, 9, 10 \mod 8$. For the purpose of this work, we need the algebras of observables associated with two regions $A, B$ in a Cauchy surface $\mathcal{C} \subset \mathcal{M}$. These are defined most elegantly in the general framework of Araki [12] which we briefly recall in this section.

First, we explain our conventions regarding complex vector spaces and linear maps. For any complex vector space $\mathcal{V}$, the complex conjugate vector space $\bar{\mathcal{V}}$ is identical as a set but equipped with the scalar multiplication $\lambda \cdot v = \overline{\lambda v}$. The identity map between the sets $\mathcal{V}$ and $\bar{\mathcal{V}}$ is denoted by $\nu \mapsto \bar{\nu}$ and is anti-linear. If $E$ is a linear endomorphism from a complex vector space $\mathcal{V}$ to a complex vector space $\mathcal{W}$, then $\bar{E}$ is the natural linear endomorphism from $\bar{\mathcal{V}}$ to $\bar{\mathcal{W}}$. $\mathcal{V}'$ denotes the dual space of complex linear functionals from $\mathcal{V}$ to $\mathbb{C}$.

Let $\mathcal{S.M}$ be the spinor bundle over $\mathcal{M}$ for a chosen spin-structure. We consider a given spinor representation $\gamma : T.\mathcal{M} \to \text{End}(\mathcal{S.M})$. Let $(e^0, e^1, \ldots, e^{D-1})$ be an oriented, time-oriented, orthonormal frame field defined locally on $(\mathcal{M}, g)$. We let $\gamma(e^a), a = 0, \ldots, D - 1$ be the corresponding elements of the spinor representation, satisfying the usual anti-commutation relations

$$\gamma(e^a)\gamma(e^b) + \gamma(e^b)\gamma(e^a) = 2\eta^{ab}\mathbb{1}, \quad \eta = \text{diag}(1, -1, \ldots, -1) \quad a, b = 0, \ldots, D - 1. \quad (1)$$

Associated with the spinor representation there are three natural maps, $A, B, C$. We note that the
spatial representation \( \gamma \) and the intertwiners \( A, B, C \) are covariantly constant with respect to the connection \( \nabla \) in the spinor bundle \( \mathcal{M} \) [10, 11]. \( C \) is an intertwiner between the representation \( X \mapsto \gamma(X) \) on \( \mathcal{M} \) and the conjugate representation \( X \mapsto \overline{\gamma(X)} \) on \( \mathcal{M} \), so \( C : \mathcal{M} \to \mathcal{M} \) and \( C \) acts fibrewise. \( B \) is an intertwiner between the representation \( X \mapsto \gamma(X) \) on \( \mathcal{M} \) and the dual representation \( X \mapsto \gamma(X)' \) on \( \mathcal{M}' \), so \( B : \mathcal{M} \to \mathcal{M}' \) and \( B \) acts fibrewise. In each fibre, we can normalize \( C \) such that \( \bar{C}C = 1 \) in dimension \( D = 3, 4, 8, 9, 10 \mod 8 \), to which we restrict for this reason in this article. It will be possible to make a consistent choice of a normalized map \( C \) globally if \( H^1(\mathcal{M}) \) is trivial, which we assume. We furthermore consider \( A := BC : \mathcal{M} \to \mathcal{M}' \). It can be shown that the map \( B \) can be normalized in a given fibre by a real constant in such a way that \( A \) satisfies \( A' = A \). Again, this choice can be made globally on a simply connected manifold.

We now pick a Cauchy surface \( \mathcal{C} \) of \( \mathcal{M} \), and denote its forward directed time-like normal vector field by \( e^0 \). We let \( \mathcal{H} := L^2(\mathcal{M} \uparrow \mathcal{C}) \) be the space of square-integrable spinors defined on \( \mathcal{C} \) with respect to the positive definite, non-degenerate hermitian inner product, see e.g. [11]

\[
\langle k, k' \rangle := \int_{\mathcal{C}} \langle \overline{\gamma(e^0)k}, A(k') \rangle \, \text{dvol}_{\mathcal{C}},
\]

where \( \langle \cdot \cdot, \cdot \cdot \rangle \) is the pairing arising from the canonical pairing between \( \mathcal{M} \) and its dual \( \mathcal{M}' \). Our definitions imply that the map \( \Gamma \) on \( \mathcal{H} \) defined by \( \Gamma k := \bar{C}k \) is involutive, \( \Gamma^2 = 1 \), anti-linear, and unitary (we call such maps “anti-unitary”). We think of \( \Gamma \) as Majorana (“charge”) conjugation. In flat space and \( D = 4 \), this inner product is often written as “\( \int k^i k^j \, \text{d}^3 x \)”, but we will not use this notation here.

The algebra of canonical anti-commutation relations \( \mathcal{D}(\mathcal{C}) \) over \( \mathcal{C} \) is now defined as the free unital *-algebra over \( \mathbb{C} \) generated by the symbols \( 1, \psi(k), \psi(k')^* \), \( k,k' \in \mathcal{H} \) modulo the relations

\[
\psi(ck) = c \psi(k), \quad \psi(k' + k) = \psi(k') + \psi(k), \quad \psi(k)^* = \psi(\Gamma k), \quad \{\psi(k), \psi(k')^*\} = \langle k', k \rangle 1, \quad (3)
\]

where \( c \in \mathbb{C} \). It has been shown in [12] how to define the (unique) \( C^* \)-norm on \( \mathcal{D}(\mathcal{C}) \), whose closure (denoted by the same symbol) then defines a \( C^* \)-algebra.

The local field algebra \( \mathcal{D}(V) \) corresponding to some bounded open region \( V \subset \mathcal{C} \) is by definition, the \( C^* \)-subalgebra generated by all elements of the form \( \psi(k) \), where \( \text{supp}(k) \subset V \). The elements \( \psi(k) \) may be thought informally as the “time-zero” fields “\( \psi(k) = \int_V \int \psi(x)k(x) \)” averaged against a “test function” \( k \). The “spacetime fields” are obtained from the time zero fields via the Dirac equation. They are not really needed here.

The algebra \( \mathcal{D}(V) \) has an obvious grading automorphism induced by \( \psi(k) \mapsto -\psi(k) \), which allows us to define consistently the linear subspaces \( \mathcal{D}^+(V) \) of even/odd elements. The subspace \( \mathcal{D}^+(V) \) is a norm-closed subspace preserved under multiplication, *-operation and hence a \( C^* \)-subalgebra. If \( A, B \) are disjoint regular open subsets of \( \mathcal{C} \) then \( [\mathcal{D}^+(A), \mathcal{D}^+(B)] = 0 \), i.e., the even subalgebras commute.

An algebraic state is defined as a positive, normalized linear functional \( \omega : \mathcal{D}(\mathcal{C}) \to \mathbb{C} \). In this investigation, we will restrict attention mostly to quasifree [12–14] states. These are
completely characterized by their “two-point function”, which in turn is characterized uniquely by a bounded operator $P_\omega$ on $\mathcal{K}$ satisfying \[ \omega(\psi(k)^*\psi(k')) = \langle k, P_\omega k' \rangle, \quad 0 \leq P_\omega = P_\omega^* \leq 1, \quad P_\omega + \Gamma P_\omega \Gamma = 1. \]

We will often use the operator \[ \sum_\omega = 2P_\omega - 1, \]

which consequently satisfies $-1 \leq \sum_\omega \leq 1$ and $\Gamma(1 - \sum_\omega)\Gamma = 1 + \sum_\omega$. The state is pure if and only if $P_\omega$ is a projection operator.

If we apply the Gelfand-Naimark-Segal (GNS) representation to a quasifree state $\omega$, we get a GNS-triple $(\pi_\omega, \mathcal{F}_\omega, \Omega_\omega)$ characterized as follows. $\pi_\omega$ is a representation of $\mathcal{D}(\mathcal{C})$ on the GNS-Hilbert space $\mathcal{F}_\omega$. In our case, this Hilbert space is the fermionic Fock space over a “1-particle” space $\mathcal{H}_\omega$. $\mathcal{H}_\omega$ can be constructed from $\mathcal{K}$ by dividing out ker$(P_\omega) = \ker(1 + \sum_\omega)/2$. On the equivalence classes, we define the inner product

\[ ([k], [k'])_\omega := \frac{1}{2} \langle k, (1 + \sum_\omega)k' \rangle, \]

and we take the closure with respect to this inner product. We let $I_\omega : \mathcal{K} \to \mathcal{H}_\omega$ be the canonical map that arises out of this construction. There is then a unitary map $U_\omega : \mathcal{H}_\omega \to \ker(1 + \sum_\omega)^\perp$, defined by $U_\omega I_\omega := \sqrt{(1 + \sum_\omega)/2}$. In particular, $(I_\omega k, I_\omega k')_\omega = \langle k, (1 + \sum_\omega)k' \rangle / 2$.

The antisymmetric space $\mathcal{F}_\omega$ over the 1-particle Hilbert space is $\mathcal{F}_\omega := \mathcal{C} \otimes (\mathbb{R}^\infty \setminus \mathcal{H}_\omega)$, and $\Omega_\omega$ is the cyclic and separating vector corresponding to the summand “C”. The representation of $\mathcal{D}(\mathcal{C})$ is given in terms of creation and annihilation operators,

\[ \pi_\omega(\psi(k)) = a(I_\omega k)^* + a(I_\omega \Gamma k). \]

with $[a(h), a^*(h')] = (h, h')_\omega 1$. The representation allows us to define the v.~Neumann algebra (of the even part) as

\[ \mathcal{R}_\omega(V) := \pi_\omega(\mathcal{D}^+(V))''', \]

where $'''$ is the double commutant which coincides with the weak closure. These strongly depend on the choice of $\omega$.

A specific state, called $\omega_0$, will now be constructed on an ultrastatic spin-spacetime $\mathcal{M} = \mathbb{R} \times \mathcal{C}$ with metric $g = dt^2 - h_{ij}\,dx^i\,dx^j$, where $x^i, i = 1, \ldots, D - 1$ are local coordinates on $\mathcal{C}$ and $h_{ij}$ does not depend on $t$. We assume that the Riemannian manifold $(\mathcal{C}, h)$ is complete. Then the 1-particle Dirac Hamiltonian is $H = \gamma(\partial^0)(-i\gamma(\partial^a)\nabla_{\partial^a} + m)$, where $m > 0$ is the Dirac mass. Since $(\mathcal{C}, h)$ is assumed to be complete, $H$ can be shown to be essentially self-adjoint \[15, 16\], and so we may define measurable functions of $H$ via the spectral calculus.

The state $\omega_0$ is obtained by choosing the operator $P_0$ to be the projection onto the positive spectral subspace of $H$ or, alternatively speaking, by taking $\sum_0 = H/|H|$. Physically, $\omega_0$ is the ground state of a Dirac-Majorana field. The GNS-triple is denoted in this case by $(\pi_0, \mathcal{F}_0, \Omega_0)$.
The von Neumann algebras associated with a region \( V \subset \mathcal{C} \) and the even subalgebras are defined as the weak closures and are denoted as
\[
\mathcal{A}(V) \equiv \mathcal{R}_0(V) = \pi_0(D^+(V))'.
\]

Since \( \Gamma \) is the Majorana conjugation operator, our theory corresponds physically to a Majorana fermion.

### 3 Relative entanglement entropy and main result

Let \( A \) and \( B \) be two open regions in a static Cauchy surface \( \mathcal{C} \) of an ultrastatic spacetime, and let \( \mathcal{A}(A) \) and \( \mathcal{A}(B) \) be the corresponding von Neumann algebras acting on the Hilbert space associated with the ground state representation, as described in the previous section. If the distance \( d \) is positive, then it is known that there exists a canonical isomorphism
\[
\mathcal{A}(A) \vee \mathcal{A}(B) \cong \mathcal{A}(A) \otimes \mathcal{A}(B)
\]
from the von Neumann algebra generated by \( \mathcal{A}(A) \) and \( \mathcal{A}(B) \) to the tensor product of these algebras, acting now on \( \mathcal{F}_0 \otimes \mathcal{F}_0 \). This isomorphism allows us to define normal product states. Namely, if \( \omega_A \) is a normal state on \( \mathcal{A}(A) \), \( \omega_B \) a normal state on \( \mathcal{A}(B) \), then there exists a unique state \( \omega_A \otimes \omega_B \) on \( \mathcal{A}(A) \otimes \mathcal{A}(B) \) determined by \( \omega_A \otimes \omega_B(ab) := \omega_A(a)\omega_B(b) \), where \( a \in \mathcal{A}(A), b \in \mathcal{A}(B) \). (If, on the contrary, \( d := \text{dist}(A, B) = 0 \), then it is known (see e.g. [3, Thm. 2]) that such normal product states do not exist.)

A state \( \sigma \) on \( \mathcal{A}(A) \otimes \mathcal{A}(B) \) is called “separable” if it is of the form
\[
\sigma = \sum_n \omega_{A,n} \otimes \omega_{B,n},
\]
where the summation is assumed to be norm-convergent, and where each \( \omega_{A,n}, \omega_{B,n} \) is assumed to be a positive normal functional. We are now ready to define the relative entanglement entropy measure introduced by [2, 19].

**Definition 3.1** The relative entanglement entropy of a normal state \( \omega \) on \( \mathcal{A}(A) \otimes \mathcal{A}(B) \) is defined by 
\[
E(\omega) := \inf \{ S(\omega||\sigma) \mid \sigma \text{ separable} \},
\]
where \( S(\omega||\sigma) \) is Araki’s relative entropy [20, 21].

In the case of type I von Neumann algebras, the normal states are in one-to-one correspondence with statistical operators \( \rho_\omega \), via \( \omega(a) = \text{Tr}(a\rho_\omega) \). In that case \( S(\omega||\sigma) = \text{Tr}(\rho_\omega \log \rho_\omega - \rho_\omega \log \rho_\sigma) \). Our main result is:

**Theorem 3.1** Let \( A, B \) be open subsets with compact closure\(^2\) of a static Cauchy surface \( \mathcal{C} \) in a geodesically complete, simply connected, \( D \)-dimensional \((D \in \{4, 8, 9, 10\} \mod 8) \) ultrastatic

---

\(^1\)This isomorphism is closely related to the “split-property”, see [17, 18].

\(^2\)In fact, it is sufficient to choose either \( A \) or \( B \) to have compact closure.
spin-spacetime \((\mathcal{M} = \mathbb{R} \times \mathcal{E}, g = dr^2 - h_{ij}dx^i dx^j)\) such that \(d := \text{dist}(A, B) > 0\) and \(\inf(m^2 + R(x)/4) > 0\) holds on \((\mathcal{E}, h)\), where \(R\) is the scalar curvature of \((\mathcal{E}, h)\) and \(m\) the mass of the Dirac field. Then

\[
E(\omega_0) \leq \text{cst. exp}\left(-\frac{Md}{2}\right), \quad M := \left[\inf\left(m^2 + \frac{1}{4}R(x)\right)\right]^{1/2}, \quad d \to \infty,
\]

where the constant only depends on the geometry within an arbitrary small neighborhood of \(A\) (or within \(B\)) and so is independent of \(d\).

One of our main tools in the proof will be Tomita-Takesaki theory. We describe the relevant concepts and results in the next section.

### 4 Tomita-Takesaki theory

A general references to Tomita-Takesaki theory is e.g. [22]. To apply the theory in its most basic form we need a state \(\omega\) such that \(\Omega_\omega\) is cyclic for \(\mathcal{H}_\omega(V)\). If this is the case, we can define \(S_{\omega,V}\) on a dense domain of \(\mathcal{H}_\omega\) as the closure of the operator

\[
S_{\omega,V}(a \Omega_\omega) = a^* \Omega_\omega,
\]

where \(a \in \mathcal{H}_\omega(V)\). It is common to consider the polar decomposition \(S_{\omega,V} = J_{\omega,V} \sqrt{\Delta_{\omega,V}}\) into an anti-unitary, involutive operator \(J_{\omega,V}\) and a non-negative self-adjoint operator \(\Delta_{\omega,V}\).

If \(\omega\) is quasifree, these operators are given in second quantized form [23, 24]

\[
S_{\omega,V} = \bigoplus_{n=0}^{\infty} \bigwedge s_{\omega,V}, \quad \Delta_{\omega,V} = \bigoplus_{n=0}^{\infty} \delta_{\omega,V}, \quad J_{\omega,V} = \bigoplus_{n=0}^{\infty} \bigwedge j_{\omega,V},
\]

densely defined on the Fermionic Fock space \(\mathcal{F}_\omega\). The 1-particle operators are conveniently described in terms of “standard subspaces” [23, 25]. Define

\[
\mathcal{H}_\omega(V) := \{I_{\omega,V} k \mid k \in \mathcal{H}(V), \Gamma k = k\},
\]

which is a real linear subspace of \(\mathcal{H}_\omega\). Here and in the following, we set \(\mathcal{H}(V) = L^2(\mathcal{M} \uparrow V) \subset \mathcal{H}\) and \(I_{\omega,V} := I_\omega \uparrow \mathcal{H}(V) \equiv P_V I_\omega P_V\), where \(P_V\) is the projector from \(\mathcal{H}\) to \(\mathcal{H}(V)\). The subspace is called standard if \(\mathcal{H}_\omega(V) + i\mathcal{H}_\omega(V) = \mathcal{H}_\omega\) and \(\mathcal{H}_\omega(V) \cap i\mathcal{H}_\omega(V) = \{0\}\). This condition is equivalent to the condition that \(\Omega_\omega\) is cyclic and separating for \(\mathcal{H}_\omega(V)\). (For the ground state \(\omega_0\) considered below, this was shown in [26].) Then the 1-particle Tomita operator is

\[
s_{\omega,V} : \mathcal{H}_\omega(V) + i\mathcal{H}_\omega(V) \to \mathcal{H}_\omega(V) + i\mathcal{H}_\omega(V), \quad h' + ih'' \mapsto h' - ih''.
\]

The operator is closable and we denote its closure by the same symbol. Furthermore \(s_{\omega,V} = j_{\omega,V} \sqrt{\delta_{\omega,V}}\). Another way to characterize \(s_{\omega,V}\) is \((k \in \mathcal{H}(V))\)

\[
s_{\omega,V}(I_{\omega,V} k) = I_{\omega,V}(\Gamma k).
\]

\(^3\)Our sign convention for the scalar curvature \(R\) is such that it is positive on the sphere.
We will now define an unbounded operator $M_{\omega,V}$ on $\mathcal{H}(V)$ which will be subsequently related to the 1-particle modular operator. The restriction of the operator $\Sigma_{\omega}$ to $\mathcal{H}(V)$ is defined by $\Sigma_{\omega,V} := P_V \Sigma_{\omega} P_V$. Then the restricted 1-particle modular operator is characterized by:

**Proposition 4.1** Let us consider the unbounded (self-adjoint) operator

$$M_{\omega,V} := \frac{P_V - \Sigma_{\omega,V}}{P_V + \Sigma_{\omega,V}}$$

and $f : \mathbb{R}_{\geq 0} \to \mathbb{R}$ be any continuous function. Then $f(\delta_{\omega,V}) \circ I_{\omega,V} = I_{\omega,V} \circ f(M_{\omega,V})$.

**Proof:** The proposition is proved in a different context (massive Klein-Gordon QFT) in [27, Prop. 5.2]. The steps are rather similar, although the precise form of the operator $\Sigma_{\omega}$ is different, which will concern us only later. We have with $k, k' \in \mathcal{H}(V)$:

$$\left( s_{\omega,V}^{1/2} I_{\omega,V} k, s_{\omega,V}^{1/2} I_{\omega,V} k \right)_{\omega} = \left( I_{\omega,V} \Gamma k, I_{\omega,V} \Gamma k' \right)_{\omega} = \frac{1}{2} \left( \Gamma k, (P_V + \Sigma_{\omega,V}) \Gamma k' \right) = \frac{1}{2} \left( M_{\omega,V}^{1/2} (P_V + \Sigma_{\omega,V})^{1/2} k, M_{\omega,V}^{1/2} (P_V + \Sigma_{\omega,V})^{1/2} k' \right) = \left( M_{\omega,V}^{1/2} U_{\omega} I_{\omega,V} k, U_{\omega} M_{\omega,V}^{1/2} U_{\omega} I_{\omega,V} k' \right)_{\omega}$$

(19)

Setting $k = k'$, this gives $\|U_{\omega} M_{\omega,V}^{1/2} U_{\omega} h\| = \|s_{\omega,V}^{1/2} h\|$ on the domain of $\delta_{\omega,V}$. Since both operators are self-adjoint, it follows that $U_{\omega}^{*} M_{\omega,V}^{1/2} U_{\omega} = \delta_{\omega,V}^{1/2}$. Applying the function $f$ to this identity and $I_{\omega}$ on the right gives the statement of the theorem. QED

We will also need the following proposition:

**Proposition 4.2** Let $\omega$ be any quasifree state on $\mathcal{D}(\mathcal{C})$ and define $c_\alpha := 2^{2\alpha}$ for $0 < \alpha < 1/4$. Then for all $p, a \in \mathbb{R}_+$ and $\tilde{V} \in \tilde{V} \subseteq \mathcal{C}$:

(a) $\left\| \delta_{\omega,V}^{a} \uparrow \mathcal{H}(\tilde{V}) \right\|_{\mathbb{R},p} = \left\| \delta_{\omega,V}^{1/2 - a} \uparrow \mathcal{H}(\tilde{V}) \right\|_{\mathbb{R},p}$

(b) $\left\| \delta_{\omega,V}^{a} \uparrow \mathcal{H}(\tilde{V}) \right\|_{\mathbb{R},p} \leq c_\alpha \left\| (P_V - \Sigma_{\omega,V})^{a} \uparrow \mathcal{H}(\tilde{V}) \right\|_{p}$.

Here the functional calculus with the convention $0^a = 0$ has been used.

**Remark 4.1** A linear map $\Xi : \mathcal{B}_1 \to \mathcal{B}_2$ between two Banach spaces $\mathcal{B}_1$ and $\mathcal{B}_2$ is called $p$-nuclear for $0 < p \leq 1$ if there exist bounded linear functionals $\mathcal{B}_1' \ni \varphi_n, n \in \mathbb{N}$ on $\mathcal{B}_1$ and vectors $b_n \in \mathcal{B}_2$ such that

$$\Xi(b) = \sum_{n=1}^{\infty} \varphi_n(b) b_n \quad \forall b \in \mathcal{B}_1, \quad \text{and} \quad \left\| \sum_{n=1}^{\infty} \| \varphi_n \| \| b_n \| p < \infty. \right.$$  

(20)
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In this case, the infimum over all decomposition (20) is called the p-nuclear norm of \( \Xi \):

\[
\|\Xi\|_p := \inf \left\{ \sum_{n=1}^{\infty} \|\varphi_n\|^p \|b_n\|^p \right\}.
\]

(21)

We will need the following facts about this norm\(^4\). If \( \Xi_2 : B_1 \rightarrow B_2 \) and \( \Xi_3 : B_1 \rightarrow B_3 \) are bounded linear maps such that \( \|\Xi_3(b)\| \leq \|\Xi_2(b)\| \) for all \( b \in B_1 \), then \( \|\Xi_3\|_p \leq \|\Xi_2\|_p \) [27, Lem. 2.1]. One can define the real linear \( \ell^0 \) maps in an analogous way by allowing the \( \varphi_n \) to be real linear only. It follows that if a complex linear map is viewed as real linear only, then \( \|\Xi\|_{R,p} \leq \sqrt[p]{2} \|\Xi\|_p \) [27, Remark 2.2].

**Proof:** The proof is again rather similar to that of [27, Prop. 5.3]. Let \( \mathcal{K}(\hat{V}) \) be the real subspace of \( \mathcal{K}(\hat{V}) \) consisting of elements \( k \) such that \( \Gamma k = k \). Then for any \( a \in \mathbb{R} \) and \( k \in \mathcal{K}(\hat{V}) \), we have, using Proposition 4.1 and \( \Gamma(P_{\hat{V}} + \Sigma_{\varnothing,\hat{V}})\Gamma = P_{\hat{V}} - \Sigma_{\varnothing,\hat{V}}:

\[
(I_{\varnothing,\hat{V}k, \delta^{2a}_{\varnothing,\hat{V}} I_{\varnothing,\hat{V}k})_\varnothing = \frac{1}{2} \langle k, (P_{\hat{V}} + \Sigma_{\varnothing,\hat{V}})M^{2a}_{\varnothing,\hat{V}} k \rangle
\]

\[
= \frac{1}{2} \langle k, (P_{\hat{V}} + \Sigma_{\varnothing,\hat{V}})^{1-2a} (P_{\hat{V}} - \Sigma_{\varnothing,\hat{V}})^{2a} k \rangle
\]

\[
= \frac{1}{2} \langle k, (P_{\hat{V}} - \Sigma_{\varnothing,\hat{V}})^{1-2a} (P_{\hat{V}} + \Sigma_{\varnothing,\hat{V}})^{2a} k \rangle
\]

\[
= (I_{\varnothing,\hat{V}k, \delta^{1-2a}_{\varnothing,\hat{V}} I_{\varnothing,\hat{V}k})_\varnothing
\]

(22)

The first and last terms imply \( \|\delta^{a}_{\varnothing,\hat{V}} h\|_\varnothing = \|\delta^{1/2-a}_{\varnothing,\hat{V}} h\|_\varnothing \) for all \( h \in \mathcal{K}_\varnothing(\hat{V}) \) so by Remark 4.1 item a) follows.

Averaging over the second and third line of (22) gives

\[
\|\delta^{a}_{\varnothing,\hat{V}} I_{\varnothing,\hat{V}k}\|_\varnothing = \frac{1}{2} \left\| \left( (P_{\hat{V}} + \Sigma_{\varnothing,\hat{V}})^{1-4a} + (P_{\hat{V}} - \Sigma_{\varnothing,\hat{V}})^{1-4a} \right)^{1/2} (P_{\hat{V}} - \Sigma_{\varnothing,\hat{V}})^{2a} k \right\|_{\mathcal{K}}
\]

(23)

To show item b), we note the operator inequalities

\[
2^{1-4a} P_{\hat{V}} \leq (P_{\hat{V}} + \Sigma_{\varnothing,\hat{V}})^{1-4a} + (P_{\hat{V}} - \Sigma_{\varnothing,\hat{V}})^{1-4a} \leq 2 P_{\hat{V}}, \quad 0 \leq a < \frac{1}{4}
\]

(24a)

\[
(P_{\hat{V}} + \Sigma_{\varnothing,\hat{V}})^{1-4a} + (P_{\hat{V}} - \Sigma_{\varnothing,\hat{V}})^{1-4a} = 2, \quad a = \frac{1}{4}.
\]

(24b)

Using these in (23) and applying again the Remark 4.1 we get

\[
\|\delta^{a}_{\varnothing,\hat{V}} \uparrow \mathcal{K}_\varnothing(\hat{V})\|_{R,p} \leq \text{cst.} \left\| (P_{\hat{V}} - \Sigma_{\varnothing,\hat{V}})^a \uparrow \mathcal{K}(\hat{V}) \right\|_{R,p},
\]

(25)

where on the real subspace \( \mathcal{K}(\hat{V}) \) of \( \mathcal{K}(\hat{V}) \), the mapping \( \sqrt{2}I_{\varnothing,\hat{V}} : \mathcal{K}(\hat{V}) \rightarrow \mathcal{K}_\varnothing(\hat{V}) \) is norm preserving (since \( \langle k, \Sigma_{\varnothing,\hat{V}} k \rangle = 0 \)), and so item b) follows in view of

\[
\left\| (P_{\hat{V}} - \Sigma_{\varnothing,\hat{V}})^a \uparrow \mathcal{K}(\hat{V}) \right\|_{R,p} \leq \left\| (P_{\hat{V}} - \Sigma_{\varnothing,\hat{V}})^a \uparrow \mathcal{K}(\hat{V}) \right\|_p.
\]

\( \text{QED} \)

\(^4\) It satisfies the usual axioms of a norm only for \( p = 1 \), the case of interest for this paper. For \( p < 1 \), only a weaker version of these axioms hold.
5 Proof of main theorem

Following [3], we proceed by first considering the modular operator associated with the algebra 
\( \mathcal{A}(B') \) and the ground state \( \Omega_0 \) (here \( B' := E \setminus \text{clo}(B) \) denotes the complement of \( B \) inside the Cauchy surface \( E \)). It follows from the Reeh-Schlieder theorem (proved in the present context by [26]) that \( \Omega_0 \) is cyclic\(^5\) and separating for \( \mathcal{A}(B') \). We call \( \Delta_{0,8'} \), the modular operator associated with the pair \( (\mathcal{A}(B'), \Omega_0) \) and then consider the map

\[
\Xi : \mathcal{A}(A) \to \mathcal{F}_0, \quad \Xi(a) := \Delta_{0,8'}^{1/4} a \Omega_0.
\]

It has been shown that [3]

\[
E(\omega_0) \leq \log \|\Xi\|_1,
\]

so we need to find an upper bound on the 1-norm of \( \Xi \). To do this, we will use the time-reversal operator, \( T \), characterized by the following lemma.

**Lemma 5.1** In dimension \( D = 4, 8, 9, 10 \mod 8 \), there exists an anti-unitary operator

\[
T : \mathcal{H} \to \mathcal{H}
\]

acting on (pseudo-) Majorana spinors such that \( T^2 = +1 \) if \( D = 8, 9, 10 \mod 8 \) and \( T^2 = -1 \) if \( D = 4 \mod 8 \), as well as

\[
T\gamma(e^0)T^{-1} = \gamma(e^0), \quad T\gamma(e^i)T^{-1} = -\gamma(e^i), \quad i = 1, \ldots, D - 1.
\]

\( T \) commutes with the Dirac Hamiltonian \( H \) and the conjugation \( \Gamma \). Furthermore, \( T \) preserves localization in the sense that \( T\mathcal{H}(V) = \mathcal{H}(V) \) and it does not depend on the choice of local frame except \( e^0 \).

**Remark 5.1** It has been noted occasionally in the literature that there appears to be a problem with the time-reversal operator \( T \) in dimension \( D = 3 \), see [28, 29]. In fact, we argue below in the proof that it does not exist for any \( D = 3 \mod 8 \).

**Proof:** Without loss of generality, we can write the desired operator \( T = U\Gamma \), where \( U \) is some complex linear map on \( \mathcal{F} \backslash \mathcal{E} \) to be defined and \( \Gamma \) is the Majorana conjugation, namely \( \Gamma k := \bar{C}k = C^{-1}k \). Since \( T \) is to be anti-unitary, it follows that \( U \) has to be unitary with respect to the inner product (2). Let \( \epsilon^a, a = 0, 1, \ldots, D - 1 \) be a chosen oriented, time-oriented orthonormal frame and \( \gamma(e^a) \) the corresponding Clifford generators. It can be shown [10, 11] that \( C^{-1}\gamma(e^a)C = \epsilon(D)\gamma(e^a) \) for all \( a \), where \( \epsilon(D) = -1 \) if \( D = 3, 4, 10 \mod 8 \) and \( \epsilon(D) = +1 \) if \( D = 8, 9 \mod 8 \). In order for \( T \) to have the desired commutation relation with \( H \), \( U \) must be covariantly constant on \( \mathcal{E} \) and in order for \( T \) to satisfy (29), \( U \) must also satisfy \( \gamma^a U \gamma^a = \epsilon(D) U \) for all \( a \). \( U \) is now defined in a case-by-case manner depending on the dimension \( D \). To state the result, we use the chirality operator \( \gamma_{D+1} := i\gamma(e^0)\gamma(e^1)\ldots\gamma(e_{D-1}) \) in all even dimensions \( D \). Note that the chirality operator is globally defined and independent of our choice of orthonormal frame. Then we have the following cases:

\(^5\)For the even part of the Fock-space, to which we restrict here.
1. $D = 4 \mod 8$: Here we must choose $U = \gamma(e^0)\gamma^{D+1}$ and it follows that $T^2 = -1$.

2. $D = 10 \mod 8$: Here we must choose again $U = \gamma(e^0)\gamma^{D+1}$, but now it follows that $T^2 = 1$.

3. $D = 8, 9 \mod 8$: Here we must choose $U = \gamma^0$ and it follows that $T^2 = 1$.

4. $D = 3 \mod 8$: In these cases, an operator $U$ with the desired properties does not exist. This can be seen as follows. First, we can write any linear endomorphism as a linear combination $U = \sum [A] c_{[A]} \gamma(e^{[A]})$, where $[A] := [a_1 \ldots a_n]$ is a totally antisymmetric combination of indices and $n$ ranges from 0 (in which case $\gamma(e^{[A]}) = 1$) to $(D - 1)/2$ [30, Sec. 3.1.7]. $U$ must also satisfy $\gamma(e^a) U \gamma(e^a) = -U$ for all $a$. However, it can be seen by using the Clifford algebra that there is no combination of coefficients satisfying this condition except for $c_{[A]} = 0$, in which case $U$ obviously cannot be unitary.

In all cases 1.-3. it can be seen that $[\Gamma, T] = 0$. Furthermore, $[H, T] = 0$ from (29) and the fact that $e^0$ is covariantly constant on $C$ on an ultrastatic spacetime. In all cases, $T$ clearly acts fibre-wise in $H \uparrow \Gamma$, so $T \mathcal{H}(V) = \mathcal{H}(V)$ follows. QED

Since $T^2 = -1$ in $D = 4 \mod 8$, while $T^2 = 1$ in the other dimensions, these cases have to be treated somewhat differently. For definiteness, we describe the argument for $D = 4 \mod 8$, where a “doubling procedure” is necessary for our construction. The doubling corresponds to going from Majorana spinors to Dirac spinors. The procedure consists of going from $\mathcal{K}$ to $\mathcal{K} \oplus \mathcal{K}$, from $\Gamma$ to $\Gamma \oplus \Gamma$, from $H$ to $H \oplus H$ etc. On the doubled space, we now define

$$T : \mathcal{K} \oplus \mathcal{K} \to \mathcal{K} \oplus \mathcal{K}, \quad k \oplus k' \mapsto T(k \oplus k') := Tk' \oplus -Tk. \quad (30)$$

It follows from the Lemma 5.1 that $T$ is anti-unitary, involutive ($T^2 = 1$), and $[T, H] = 0 = [T, \Gamma]$, where $H$ means the doubled $H \oplus H$, and similarly for $\Gamma$. (In the other dimensions, $T$ is defined by $k \oplus k' \mapsto Tk \oplus Tk'$, resulting in the same abstract properties which are all that is needed in the sequel). In what follows, we will always refer to the doubled spaces/maps, so by abuse of notation, we will write $\Gamma$ for $\Gamma \oplus \Gamma$, $\mathcal{K}$ for $\mathcal{K} \oplus \mathcal{K}$ etc. Physically, this means that we work with Dirac fermions. Note, however, that the entanglement entropy of the doubled system is twice that of the original system, because it corresponds to a (graded) tensor product on the level of the v. Neumann algebras, and because our entanglement measure is sub-additive under tensor product (for details, see e.g. Section 3.2 and 3.4 of [3]). Thus, our upper bounds also apply to Majorana fermions.

Next we prove the following lemma:

**Lemma 5.2** The 1-particle modular operator $\delta_0 \omega$ (associated with the ground state $\omega_0$) commutes with $T$ and $T \mathcal{H}_0(V) = \mathcal{H}_0(V)$, where $V \subset C$ be an open subset.

**Proof:** First we note that $T$ leaves $\mathcal{H}_0$ invariant. This follows because $\mathcal{H}_0$ is the positive spectral subspace of the 1-particle Dirac Hamiltonian $H$, and, as we have already proved in Lemma 5.1, $H$ commutes with $T$. The standard real subspaces $\mathcal{H}_0(V)$ are invariant because $T$ commutes with $T$. The remaining statements follow from the fact that $T$ is anti-unitary.
with the Majorana conjugation operator $\Gamma$, as shown in Lemma 5.1. Thirdly, by definition for all $h', h'' \in \mathcal{A}_0(V)$:

$$T s_{0,\nu}(h' + i h'') = T(h' - i h'') = T h' + i T h'' = s_{0,\nu}(T(h' - i T h'')) = s_{0,\nu}T(h' + i h'').$$

(31)

It follows that $T \mathcal{A}_0(V) \subset \mathcal{A}_0(V) = T^2 \mathcal{A}_0(V) \subset T \mathcal{A}_0(V)$, because $T^2 = 1$, so $T \mathcal{A}_0(V) = \mathcal{A}_0(V)$. From this it follows by construction that $T$ commutes with $s_{0,\nu}$ and with $\delta_{0,\nu}$. This completes the proof. QED

We next define the real linear and self-adjoint projectors $T_+ := (1 \pm T)/2$ and the two closed complex linear subspaces $\mathcal{H}_0^\pm(V) := T_\pm \mathcal{H}_0(V) + i T_\pm \mathcal{H}_0(V) \subset \mathcal{H}_0$ invariant under $T$. The corresponding complex orthogonal projectors are called $E_+^\pm : \mathcal{H}_0 \to \mathcal{H}_0^\pm(V)$. We also define the real orthogonal projector $E_V : \mathcal{H}_0 \to \mathcal{A}_0(V)$. The latter is related to the former by $E_V = T_+ E_+^+ + iT_- E_-^-$. Application of Theorem 3.11 in [27] to $V = B'$ gives the upper bound

$$\log \|\Xi\|_1 \leq 2 \left\|E_+^\pm \delta_{0,\nu'}\right\|_1 + 2 \left\|E_-^\pm \delta_{0,\nu'}\right\|_1.$$

(32)

We now employ the $p$-norm inequality [27, Thm. 3.5]: $\left\|E_+^\pm \delta_{0,\nu'}\right\|_p \leq \text{cst}. \left\|E_\nu \delta_{0,\nu'}\right\|_{\mathbb{R},p}$, where the numerical constant cst. depends only on $p$, and then our Proposition 4.2 gives ($\bar{V} = B'$, $\bar{V} = A$):

$$\log \|\Xi\|_1 \leq \text{cst.} \left\|\delta_{0,\nu'} \uparrow \mathcal{A}_0(A)\right\|_{\mathbb{R},1} \leq \text{cst.} \left\|(P_{\nu'} - \Sigma_{0,\nu'})^{1/4} \uparrow \mathcal{H}^{\uparrow}_0(A)\right\|_1.$$

(33)

We summarize our findings so far in the following lemma:

**Lemma 5.3** We have

$$E(\omega_0) \leq \text{cst.} \left\|(P_{\nu'} - \Sigma_{0,\nu'})^{1/4} \uparrow \mathcal{H}^{\uparrow}_0(A)\right\|_1$$

(34)

where \text{cst.} is a numerical constant independent of $A$ and $B$.

Our proof of the main theorem thus boils down to a norm estimation of the operator $(P_{\nu'} - \Sigma_{0,\nu'})^{1/4} \uparrow \mathcal{H}^{\uparrow}_0(A)$, which occupies the remainder of this section. We introduce two intermediate regions between $A$ and $B$, called $\bar{V}$ and $\bar{V}$. These regions are such that $A \subset \bar{V} \subset \bar{V} \subset B'$. We then introduce smooth functions $\hat{\chi}, \hat{\chi}, \chi$ such that: 1) $\hat{\chi}$ is supported in $\bar{V}$ and $\hat{\chi} \equiv 1$ on $A$. 2) $\hat{\chi}$ is supported in $B'$ and $\hat{\chi} \equiv 1$ on $\bar{V}$, $1 - \hat{\chi} \equiv 1$ on $B$.

3) The distance $\text{dist}(\text{supp}(\hat{\chi}), \text{supp}(1 - \hat{\chi})) = d - \varepsilon$, where $d = \text{dist}(A, B)$ and $\varepsilon > 0$ is thought of as small. 4) $\chi$ is a function of compact support such that $\chi \equiv 1$ on $\text{supp}(\hat{\chi})$, $\text{supp}(\chi) \subset \text{supp}(\hat{\chi})$ and $\text{dist}(\text{supp}(\chi), \text{supp}(1 - \hat{\chi})) = d - 2\varepsilon$. The situation is sketched in the following Fig. 1.

![Figure 1: The supports of the cutoff functions.](image-url)
We next show

**Proposition 5.1** On a complete Riemannian manifold \((\mathcal{M}, h)\) we have

\[
\left\| (P_{\beta'} - \Sigma_{0,\beta'})^{1/4} P_A \right\|_1 \leq \text{cst.} \exp \left( \frac{-Md}{2} \right), \quad d \to \infty,
\]

(35)

where \(M := \left[ \inf (m^2 + R(x)/4) \right]^{1/2} \) with Dirac mass \(m\) and Ricci scalar \(R\).

**Proof:** Let \(\tilde{X}\) be the multiplication operator by \(\tilde{X}\), \(\tilde{Y}\) that associated with \(\tilde{X}\), and \(X\) that associated with \(\chi\). We note (with \(\Sigma_0 = |H|^{-1}H, H\) the Dirac Hamiltonian):

\[
P_A (P_{\beta'} - \Sigma_{0,\beta'}) P_A = P_A \Sigma_0 (1 - P_{\beta'}) \Sigma_0 P_A
\]

\[
= |P_{\beta'} \Sigma_0 P_A|^2
\]

\[
= |P_{\beta'} (1 - \tilde{X}) \Sigma_0 \tilde{X} P_A|^2.
\]

Here we used the definition of \(\Sigma_{0,\beta'} = P_{\beta'} \Sigma_0 P_{\beta'}\) and the definitions of the cutoff functions. We have

\[
\left\| P_A (P_{\beta'} - \Sigma_{0,\beta'})^{1/2} P_A \right\|_2 \leq \left\| P_A (P_{\beta'} - \Sigma_{0,\beta'}) P_A \right\|
\]

and taking the square root and using the operator monotone property of the square root, we get

\[
\left\| (P_{\beta'} - \Sigma_{0,\beta'})^{1/4} P_A \right\| \leq \left\| P_A (P_{\beta'} - \Sigma_{0,\beta'}) P_A \right\|^{1/2} = \left\| P_{\beta'} (1 - \tilde{X}) \Sigma_0 \tilde{X} P_A \right\|,
\]

(38)

and consequently using the properties of the 1-norm and \(\|P_A\| = \|P_{\beta'}\| = 1\), and using (36)

\[
\left\| (P_{\beta'} - \Sigma_{0,\beta'})^{1/4} P_A \right\|_1 \leq \left\| P_{\beta'} (1 - \tilde{X}) \Sigma_0 \tilde{X} P_A \right\|_1 = \left\| (1 - \tilde{X}) \Sigma_0 \tilde{X} \right\|_1.
\]

(39)

Employing the Schrödinger [31]-Lichnerowicz [32] formula for the square of the Dirac operator, we have \(L = H^* H\), where \(L\) is the modified Lichnerowicz Laplacian, defined by

\[
L := - \sum_i \nabla_{e_i} \nabla_{e_i} + m^2 + \frac{1}{4} R,
\]

(40)

with \(\sum \nabla_{e_i} \nabla_{e_i}\) the usual Lichnerowicz Laplacian on the complete Riemannian manifold \((\mathcal{M}, h)\). Then using the support property of \(\chi\) and the fact that \(H\) is a partial differential operator

\[
(1 - \tilde{X}) \Sigma_0 \tilde{X} = (1 - \tilde{X}) |H|^{-1} H \tilde{X} = ((1 - \tilde{X}) L^{-1/2} XL^a)(L^{-a} H \tilde{X}).
\]

(41)

Therefore, using the properties of the 1-norm

\[
\left\| (1 - \tilde{X}) \Sigma_0 \tilde{X} \right\|_1 \leq \left\| (1 - \tilde{X}) L^{-1/2} \chi L^a \right\| \left\| L^{-a} H \tilde{X} \right\|_1 \leq \left\| (1 - \tilde{X}) L^{-1/2} \chi L^a \right\| \left\| L^{-a+1/2} \tilde{X} \right\|_1.
\]

(42)

It follows from the same argument as given in Appendix A of [8] that \(\left\| L^{-a+1/2} \tilde{X} \right\|_1 < \infty\) provided \(2a - 1 \geq D - 1\), or \(a \geq D/2\). Using \(\left\| (1 - \tilde{X}) L^{-1/2} \chi L^a \right\| \leq \text{cst.} \exp(-Md/2)\) (see Theorem A.1 in the Appendix) together with eq. (39) completes the proof of the proposition. QED

In view of the Lemma 5.3, the proposition proves the main theorem. QED
Acknowledgement

This work grew out of the master thesis by one of the authors (O.I.). He is grateful to Christian Bär for discussions during the summer school on “Geometric Cauchy problems on Lorentzian manifolds,” at Regensburg. He acknowledges financial support by this conference.

A A theorem for the (modified) Lichnerowicz Laplacian on a complete Riemannian manifold

Theorem A.1 Let $\chi \in C^\infty_c(\mathcal{V}, \mathbb{R}), \hat{\chi} \in C^\infty_c(\mathcal{C}, \mathbb{R})$ and $\mathcal{V}, \hat{\mathcal{V}}$ are open subsets of $\mathcal{C}$ with compact closures such that $\operatorname{clo}(\mathcal{V}) \subset \hat{\mathcal{V}}$ with $\hat{\chi} \equiv 1$ on $\hat{\mathcal{V}}$. Assume that $\inf(m^2 + R(x)/4) > 0$ holds on the complete Riemannian manifold $(\mathcal{C}, h)$. Then the operator $(1 - \hat{\chi})L^a\chi L^b$ is bounded for all $a, b \in \mathbb{R}$ by

$$\left\| (1 - \hat{\chi})L^a\chi L^b \right\| \leq \sum_{n=0}^{N} \text{cst}_{n+a} \cdot M^{-4(N-b)-3}d^{-2(n+a+1)}e^{-Md}, \quad b \leq N \in \{0\} \cup \mathbb{N}, d \to \infty, \quad (43)$$

where the constants $\text{cst}_{n+a}$ are independent of $d := \text{dist}(\operatorname{clo}(\hat{\mathcal{V}}), \operatorname{clo}(\mathcal{V})), \hat{\mathcal{V}} := \mathcal{C} \setminus \operatorname{clo}(\hat{\mathcal{V}})$ but depend only on the geometry inside $\mathcal{V}, \hat{\mathcal{V}},$ the test-functions $\chi, \hat{\chi}$ and the exponents $a, b$ of the modified Lichnerowicz Laplacian (40) $L$. Here $M := [\inf(m^2 + R(x)/4)]^{1/2}$ with $m$ the Dirac mass and $R$ is the Ricci scalar of $(\mathcal{C}, h)$, and $N$ the smallest natural number not smaller than $b$.

Proof: We follow the strategy of Theorem 4.5 in [27] to get our bound. By construction, $\mathcal{V}, \hat{\mathcal{V}} \subset \mathcal{C}$ are open subsets such that the supports of $1 - \hat{\chi}$ and $\chi$ are contained in $\hat{\mathcal{V}}'$ and $\mathcal{V}$, resp., and $\operatorname{clo}(\hat{\mathcal{V}}')$ and $\operatorname{clo}(\mathcal{V})$ are disjoint. Furthermore, $\mathcal{V}$ is relatively compact, so that $\operatorname{clo}(\hat{\mathcal{V}}')$ and $\operatorname{clo}(\mathcal{V})$ are separated by a minimal distance $d > 0$.

For any $r \in \{0\} \cup \mathbb{N}$, let $P = \sum_{n=0}^{r} a_n^{b_1 \cdots b_n} \nabla_{b_1} \cdots \nabla_{b_n}$ be a partial differential operator of order $r$ in the bundle $\mathcal{J}M \upharpoonright \mathcal{C}$ whose coefficients $a_n$ are real endomorphisms of compact support in $\mathcal{V}$ in each fibre of the bundle $\mathcal{J}M \upharpoonright \mathcal{C}$, with respect to the fibre wise inner product provided by the integrand of (2). If $P$ is additionally a hermitian operator on $L^2(\mathcal{J}M \upharpoonright \mathcal{C})$ with respect to (2), then one can show by induction that $r$ must be even and that $P$ can be written...
as \( P = \sum_{n=0}^{r/2} \nabla_{a_1} \cdots \nabla_{a_n} \xi_{a_1 \cdots a_n} b_1 \cdots b_n \nabla_{b_1} \cdots \nabla_{b_n} \) for compactly supported (in \( V \)) real endomorphisms \( \xi_{a_1 \cdots a_n} b_1 \cdots b_n \) of the bundle \( \mathcal{X} = \rho \). Applying this fact to the operator \( P = \chi L^{2N} \), we get

\[
\|L^N \chi k\|^2 \leq \sum_{n=0}^{2N} \left\langle \nabla_{a_1} \cdots \nabla_{a_n} k, \xi_{a_1 \cdots a_n} \nabla_{b_1} \cdots \nabla_{b_n} \right\rangle, \quad N \in \mathbb{N},
\]

where the norm is that in the space \( L^2(\mathcal{X} \uparrow \mathcal{E}) \). Viewing \( \xi_n \) as a linear map on the bundle \( \mathcal{X} \uparrow \mathcal{E} \otimes (T^\mathcal{E}) \otimes n \) with fibre wise norm \( \|\xi_n\| \), we can find a smooth real valued function \( \chi_n \) of compact support on \( V \) such that \( \|\xi_n\| \leq \chi_n^2 \). So we get

\[
\|L^N \chi k\|^2 \leq \sum_{n=0}^{2N} \left\langle \nabla_{a_1} \cdots \nabla_{a_n} k, \chi_n^2 \nabla^{a_1} \cdots \nabla^{a_n} k \right\rangle.
\]

Consider now for even \( n \) the operator \( P_n = (-1)^n \nabla_{a_1} \cdots \nabla_{a_n} \chi_n^2 \nabla^{a_1} \cdots \nabla^{a_n} L^{n/2} \chi_n^2 L^{n/2} \) and for odd \( n \) the operator \( P_n = (-1)^n \nabla_{a_1} \cdots \nabla_{a_n} \chi_n^2 \nabla^{a_1} \cdots \nabla^{a_n} + L^{(n-1)/2} \nabla a \chi_n^2 \nabla^{a} L^{(n-1)/2} \), which have order \( 2n - 1 \), are hermitian, and have real coefficients. We can therefore write

\[
\|L^N \chi k\|^2 \leq \sum_{n=0}^{2N} \|\chi_n L^{n/2} k\|^2 + \sum_{n=1}^{2N} \|\chi_n \nabla a L^{(n-1)/2} k\|^2 + \sum_{n=0}^N \langle k, P_n k \rangle.
\]

For the middle term, we can use the estimate \( -\nabla a \chi_n^2 \nabla^a L \leq L \chi_n^2 (2f)^{-1} L + (\nabla a \chi_n^2)^2 / 2 \) where \( f := m^2 + R/4 > 0 \). We can therefore write \( \|L^N \chi k\|^2 \leq \sum_{n=0}^{2N} \|\eta_n L^a k\|^2 + \sum_{n=0}^N \|k, Q_n k\|^2 \) for some real valued smooth functions \( \eta_n \) supported in \( V \) and hermitian partial differential operators \( Q_n \) with real coefficients supported in \( V \) of order at most \( 2n - 1 \).

Repeating the above argument and proceeding inductively in this way, we arrive at the conclusion that there are new \( \eta_1, \eta_2, \ldots, \eta_N \in C_c^\infty(V, \mathbb{R}) \) such that \( \|L^N \chi k\|^2 \leq \sum_{n=0}^{2N} \|\eta_n L^a k\|^2 \). The operator \( L \) is known to be essentially self-adjoint [15, 16] on smooth sections of compact support. For any real number \( a \) and compactly supported section \( k \) on \( \mathcal{X} \uparrow \mathcal{E} \), the vector \( L^a k \) is therefore in the domain of all powers of \( L \), hence smooth. Therefore, for \( \theta \) real-valued and smooth,

\[
\|L^N \chi L^a \theta k\|^2 \leq \sum_{n=0}^N \|\eta_n L^{n+a} \theta k\|^2
\]

as long as \( k \) has compact support. Let us now consider a \( \theta \) supported in \( \hat{V} \). By definition of \( M^2 \), we can write \( L = Y + M^2 \), where \( Y := -\sum \nabla e_i \nabla e_i + R/4 + m^2 - M^2 \) is a positive, self-adjoint operator. The Fourier transform \( \hat{F}(s) \) of the smooth function \( F(\lambda) := (\lambda^2 + M^2)^{n+a} \) satisfies a bound of the form

\[
\int_d^\infty |\hat{F}(s)| \, ds \leq \text{cst}_{n+a} M^{-3/2} d^{-(n+a+1)} e^{-Md}, \quad d \to \infty.
\]
We then write
\[ \| \eta_n L^{n+a} \theta k \| = \left\| \frac{1}{2\pi} \int_{-\infty}^{\infty} ds \, \bar{F}(s) \eta_n \cos(s \sqrt{Y}) \theta k \right\| \]
\[ = \left\| \frac{1}{\pi} \int_{-d}^{d} ds \, \bar{F}(s) \eta_n \cos(s \sqrt{Y}) \theta k \right\| \]
\[ \leq \frac{1}{\pi} \int_{-d}^{d} ds \, |F(s)| \| \eta_n \|_\infty \| \theta \|_\infty \| k \| . \]  
(48)

Here we have used in the second line the trick of using the finite propagation speed of the spinor wave operator \( \partial_s^2 + Y \) following an idea of [33, Prop. 1.1]. Using now (47), we arrive at the following bound generalizing [27, Prop. 4.3] to our setting:
\[ \| \eta_n L^{n+a} \theta \| \leq \text{cst}_{n,a} \| \theta \|_\infty \| \eta_n \|_\infty M^{-3/2} d^{-(n+a+1)} e^{-Md}, \quad d \to \infty, \]  
(49)
where the constant depends only on the exponent of \( L \). By the definition of the operator norm and using (49):
\[ \| \eta_n L^{n+a} \theta k \| ^2 \leq \| \theta \|_\infty^2 \| \eta_n \|_\infty^2 N(n+a)^2 \| k \| ^2, \]  
(50)
using the shorthand \( N(a) = \text{cst}_{a} \cdot M^{-3/2} d^{-(a+1)} e^{-Md} \). Substituting (50) into (46), we obtain
\[ \| \theta L^a \chi L^N \| \leq \| \theta \|_\infty^2 \sum_{n=0}^{N} N(n+a)^2 \| \eta_n \|_\infty^2. \] 
Finally for any real number \( b \) such that \( b \leq N \) we arrive at
\[ \| \theta L^a \chi L^b \| ^2 = \| \theta L^a \chi L^{N-(N-b)} \| ^2 \leq \| \theta \|_\infty^2 \sum_{n=0}^{N} N(n+a)^2 \| \eta_n \|_\infty^2 M^{-4(N-b)}. \]  
(51)
Absorbing the product of supremum norms of the bounded function \( \theta = 1 - \hat{\chi} \) and the compactly supported functions \( \{ \eta_n \}_{n \in \mathbb{N}} \) into the constants \( \{ \text{cst}_{n,a} \}_{n \in \mathbb{N}} \) completes the proof.  
\[ \text{QED} \]
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