Abstract: This study aimed to determine the predictability of the Weather Research and Forecasting (WRF) model with different model physics options to identify the best set of physics parameters for predicting heavy rainfall events during the southwest and northeast monsoon seasons. Two case studies were used for the evaluation: heavy precipitation during the southwest monsoon associated with the simultaneous onset of the monsoon, and a low pressure system over the southwest Bay of Bengal that produced heavy rain over most of the country, with heavy precipitation associated with the northeast monsoon associated with monsoon flow and easterly disturbances. The modeling results showed large variation in the rainfall estimated by the model using the various model physics schemes, but several corresponding rainfall simulations were produced with spatial distribution aligned with rainfall station data, although the amount was not estimated accurately. Moreover, the WRF model was able to capture the rainfall patterns of these events in Sri Lanka, suggesting that the model has potential for operational use in numerical weather prediction in Sri Lanka.
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1. Introduction

Preliminary study on predicting heavy rainfall in Sri Lanka using the Advanced Research Weather and Forecasting (WRF-ARW) model [1] has attempted to identify suitable microphysics and cumulus parameterizations to estimate quantitative precipitation during a selected four-day period in December 2014, which was within the northeast monsoon season. However, it has been recognized that there is a need to conduct more case studies with more model physics options, and with an improved version of the model to determine a suitable combination of model physics to predict future events. The lack of studies on weather phenomena in Sri Lanka using numerical models such as the WRF was one of the reasons for this study. Previous studies were not able to identify the sensitivity of model parameters during the two monsoon seasons. Therefore, this study is very important for both operational use and future research studies pertaining to rainfall simulation using the WRF-ARW model.

In the previous literature, some studies have focused on the relationship between precipitation and climate indexes or on long-term trends of rainfall. Rasmusson and Carpenter [2] studied the relationship between eastern equatorial Pacific sea surface temperature and rainfall over Sri Lanka and India, while Zubair and Ropelewski [3] investigated the strengthening relationship between the El Niño Southern Oscillation (ENSO) and northeast monsoon rainfall over Sri Lanka and southern India. Jayawardene et al. [4] extracted the trend of rainfall in Sri Lanka over 100 years from rainfall records recorded at 15 meteorology stations. Additionally, there has been some sub-seasonal extreme rainfall prediction. For example, Vuillaume et al. [5] estimated sub-seasonal extreme rainfall prediction in the Kelani River Basin of Sri Lanka using self-organizing map classification.
This study focused on simulating two heavy rainfall events observed over Sri Lanka using the WRF-ARW model [6], which is used widely for operational weather forecasting applications, climate simulations, and research studies. The main purpose of the model configuration used in this study was to investigate the sensitivity of the model horizontal grid resolution and model physical parameterization schemes to predict heavy rainfall by examining a series of mesoscale simulations with various parameterization schemes, four different microphysics (MP) schemes, and nine cumulus (CU) parameterizations, to reproduce the rainfall, and also to identify the potential for using the configured model operationally to predict future heavy rainfall events during the southwest and northeast monsoon seasons.

This paper is organized as follows. Section 2 provides the methods, including (1) the study area and heavy precipitation events of interest, (2) summaries of the default model configuration and experimental design, and (3) descriptions of measurements and statistical skill scores. Section 3 documents the results and provides comprehensive discussion. Finally, a summary and concluding remarks are provided in Section 4.

2. Method

2.1. Study Area and Events

Sri Lanka, located between 5°55′ and 9°51′ N latitude and between 79°42′ and 81°53′ E longitude, is a tropical island located just south of the Indian subcontinent in the northern part of Indian Ocean within the Tropics (Figure 1a). The central part of Sri Lanka is mountainous, with a maximum elevation of about 2500 m (Figure 1b). The core regions of the central part contain many complex topographic features such as valleys, peaks, basins, plateaus, ridges, and escarpments. Other areas of the country are practically flat, except for several small mountains that rise abruptly in the lowlands. These topographic features and the effect of the surrounding ocean area strongly affect rainfall over Sri Lanka. The variation of mean annual rainfall between the driest parts (southeast and northwest) and the wettest parts (western slopes of the central highlands) of the island is from 500 to 900 mm/year, respectively (http://www.meteo.gov.lk).

![Figure 1. (a) Location of Sri Lanka on the world map. (b) Topographic elevation in Sri Lanka. The orange rectangle in (a) indicates the location of Sri Lanka in the Indian Ocean.](image)

The rainfall events that occurred on 16 May 2016 (Figure 2a) and 23 January 2017 (Figure 2b) were two of the most severe events in recent years. Table 1 shows that the two events corresponded to the southwest monsoon and northeast monsoon seasons in Sri Lanka, respectively. On 16 May 2016, Sri Lanka was affected by a severe tropical storm that caused widespread flooding and landslides in 22 of the 25 districts in the country, destroying dwellings and submerging entire villages. On 23
January 2017, the eastern part of Sri Lanka was affected by heavy rainfall that caused flooding in the Eastern Province.

Table 1. Summary of selected rainfall cases.

| Event | Date/Time               | Season           | Duration (hours) | Max. 24-h Rainfall (mm) |
|-------|-------------------------|------------------|-----------------|------------------------|
| 1     | 0300 UTC 16 May–0300 UTC 17 May 2016 | Southwest monsoon | 24              | 380                    |
| 2     | 0300 UTC 23 January–0300 UTC 24 January 2017 | Northeast monsoon | 24              | 312                    |

The atmospheric environment during the southwest monsoon event, which was typical of the southwest season (May), was characterized by an approaching South Asian Monsoon trough over Sri Lanka and a low-pressure system originating to the southeast of the country that resulted in heavy precipitation over the northern and northwestern regions. In this event, because of the onset of the southwest monsoon and the low-pressure system, synoptic scale weather features were more dominant than mesoscale features. The northeast monsoon event (January) was associated with monsoon flow and easterly disturbances during the season that resulted in heavy rainfall over eastern Sri Lanka. Because of the weak northeasterly wind flow and weak large-scale pressure gradient in this event, mesoscale weather features were more dominant than synoptic scale features.

2.2. Method and Materials

The Advanced Research WRF model is a three-dimensional primitive-equation atmospheric circulation model that has been widely utilized to forecast precipitation events. In this study, the WRF model, developed at the National Center of Atmospheric Research (NCAR), was utilized for the sensitivity study for forecasting heavy rainfall in Sri Lanka because the Sri Lanka Administrative Department of Meteorology employs the numerical model for weather and seasonal forecasting.

2.2.1. Basic Model Configuration

To simulate the two heavy rainfall events observed over Sri Lanka, the model version WRF-ARW, which has been employed for operational weather forecasting applications and research studies,
was utilized extensively. In this study, The WRF-ARW was configured in the Mercator map projection to represent the land area of Sri Lanka and the surrounding area of the tropical region with a central longitude of 80.78° E and latitude of 7.85° N. The default configuration used a one-way nested domain that consisted an outer domain of 15-km resolution (Figure 3a) and an inner domain of 5-km resolution (Figure 3b), with 100 × 80 and 70 × 106 grid points, respectively. For the static geographical input field, Moderate Resolution Imaging Spectroradiometer 2 (MODIS 2) arc-minutes and 30 arc-second data were used for the outer and inner domain, respectively. The lateral boundary and initial conditions were interpolated from the 0.25 degree (~27 km) Global Forecasting System (GFS) model operated by the National Centers for Environmental Prediction (NCEP). The lateral boundary and initial conditions for the inner nested domain were provided by the output fields of the outer domain produced by the model itself. For the southwest monsoon and northeast monsoon events, model simulations were initialized at the model times/dates of 0000 UTC on 15 May 2016 and 0000 UTC on 22 January 2017 with a 27-h advance from the target period, respectively. The target period for investigation was 24 h. The model simulations in this study focused on rainfall periods of 24 h ending at 0300 UTC, which is the same as the 24-h rainfall criterion used in the Department of Meteorology, Sri Lanka.

Figure 3. Numerical model (a) outer domain of 15 km shown by yellow outside rectangle and (b) inner domain of 5 km shown by inside yellow rectangle in (a).

For physical parameterization, the default model used the same configuration as that of the WRF-ARW model run by the Numerical Weather Prediction Division in the Department of Meteorology, Sri Lanka. The physical parameterization included the Kain–Fritsch cumulus physics [7], YSU scheme for planetary boundary layers (PBL) [8], WRF Double-Moment 5-class (WDM5) microphysics for the outer domain and WRF Double-Moment 6-class (WDM6) microphysics for the inner domain [9], the Unified Noah land surface model [10], and the Dudhia [11] and RRTM [12] schemes for shortwave and longwave radiation, respectively. Table 2 provides a summary of the default WRF-ARW model configuration and the physical parameterizations for both domains with topographic data. Note that those options for physical parameterization, except for the microphysics schemes, were used for both the outer and inner domain. The initial and boundary conditions for the inner domain were provided by the model results of the outer domain, whose lateral boundary and initial conditions were obtained from the 0.25 degree (~27 km) Global Forecasting System (GFS) model [13] operated by the NCEP.
Table 2. Default model configuration and physical parameterization.

| Configuration                  | Outer Domain | Inner Domain |
|-------------------------------|--------------|--------------|
| WRF version                   | 3.8.1        |              |
| Horizontal grids              | 100 × 80     | 70 × 106     |
| Grid spacing (km)             | 15           | 5            |
| Vertical grids                | 42 layer/Top 50 hPa |            |
| Integration time (s)          | 90           | 30           |
| Radiation                     | Dudhia shortwave/RRTM longwave | Integration time: 10 min |
| Microphysics                  | WDM 5-class  | WDM 6-class  |
| Surface layer                 | MM5 Similarity scheme |          |
| Land surface                  | Unified Noah LSM |          |
| Planetary boundary layer      | Yonsei University (YSU) scheme | Integration time: every time step |
| Land use and topography data  | 2 m/MODIS 21 | 30 s/MODIS 21 |
| Cumulus                       | Kain–Fritsch scheme |          |
| Initial boundary condition    | Global Forecasting System (GFS) Model Forecast Fields (27 km resolution, NCEP) | |

2.2.2. Experimental Set-up

To evaluate the sensitivity of model horizontal grid resolution and physical parameterizations of the WRF-ARW forecast, model simulations with various configurations were performed for the two selected events being characterized by heavy rainfall occurring in 2016 and 2017 (Table 1). It should be noted that each WRF-ARW model simulation used the same configuration for its initialization, with the exception of different model horizontal resolution and different physical parameterizations. The spin-up time before the model forecasting was 27 h. For the sensitivity test of model resolution to reproduce the targeted rainfalls, we employed two configurations: the default domain configuration with an outer domain with 15-km grid spacing and an inner nested domain with 5-km grid spacing and a new domain configuration with an outer domain with 9-km grid spacing and an inner nested domain with 3-km grid spacing. With the same parameterization schemes given in Table 2, the model performances with the finer outer and inner resolutions were compared to those with the default resolutions.

To evaluate a series of mesoscale simulations with various parameterization schemes, we adopted four different microphysics (MP) schemes, including the WDM5, WDM6, Single-Moment 5-class microphysics (WSM5) [14], and Single-Moment 6-class microphysics (WSM6) [15], and nine different cumulus (CU) parameterizations, including the Kain-Fritsch [7], Old Simplified Arakawa–Schubert [16], Betts–Miller–Janjic [17], Grell–Freitas [18], Multi-scale KF [19], Grell-3 [20], Tiedtke [21], New Tiedtke [22], and New Simplified Arakawa–Schubert [23]. That is, four microphysics schemes, the WSM5, WSM6, WDM5, and WDM6, were configured using the same outer and inner domains for each scheme. For the nine different schemes tested for cumulus parameterization, we used two different methods of configuration of the outer and inner domains, using each scheme for both the inner and outer domain, and using each scheme for only for outer domain with no scheme for the inner domain. For each event, model runs with the 54 combinations of parametrizations were performed. Note that the total number of simulations was 54 × 2 model runs for each event. The numerical results were compared with observations.
2.3. Data

Model output fields were compared with available daily rainfall data from rainfall stations, 3-h synoptic observation data, and radiosonde observation data from weather stations operated by the Department of Meteorology and other institutes in Sri Lanka. The heavy rainfall events described in Table 2 were determined by accessing data from 23 synoptic stations (red squares in Figure 4a), one radiosonde observation (blue star in Figure 4a), and 419 daily rainfall measuring stations (green dots in Figure 4b), which were available for comparison with model predictions, and to evaluate performance. The surface observations were used as ground-truth observations, and the radiosonde observation was used as a true upper air observation. That is, synoptic station data and 24-h rainfall station data were used to evaluate surface model outputs and radiosonde data were used to evaluate upper air temperatures. Among the stations in Figure 4, the radiosonde station with upper-air data observed at 0600 UTC, and the daily rainfall stations measured 24-h rainfall at 0300 UTC each day. Because the WRF-ARW model grid points did not align with the locations of surface and upper air observations, an interpolation method had to be used. This method allowed the data to be aligned so that the variables could be used for comparison with WRF-ARW model predicted outputs.

![Figure 4](image_url)

**Figure 4.** Measurement location map in Sri Lanka for (a) radiosonde station (blue star) and synoptic stations (red squares) and (b) daily rainfall observation stations (green dots).

2.4. Statistical Skill Scores

Once the WRF-ARW model grid point values were interpolated and extracted to each observation location in the horizontal and vertical direction and compared with the data for forecast accuracy, the outputs for each comparison for each day were evaluated qualitatively and quantitatively via statistical skill scores. In statistics, a contingency table provides a basic picture of the interrelation between two variables and helps identify interactions between them [24]. In atmospheric science, the contingency table is one of the methods heavily used for dichotomous categorical verification of forecasts [25]. The data sets were counted into a $2 \times 2$ contingency table (Table 3), with four elements...
from YY to NN based on whether an event was observed (YES/NO) and predicted (YES/NO). We employed various statistical evaluations of precipitation indices such as the proportion correct, probability of detection, frequency bias index, threats score, and false alarm ratio. These statistical methods are used widely in data analysis, and the contingency table is useful for assessing the prediction skill of the various indices and for finding appropriate thresholds provided by the categorical verification.

### Table 3. Contingency table for a dichotomous categorical verification of forecasts.

| Observed | Yes | No |
|----------|-----|----|
| Forecast | Hits (YY) | False alarms (YN) | # (Forecast yes) |
| No       | Misses (NY) | Correct rejections (NN) | # (Forecast no) |
| # (observed yes) | # (observed no) | Total = N |

The formulations of the aforementioned statistical skill scores are summarized in Table 4. The frequency bias index (BIAS) is the ratio of the frequency of forecast events to the frequency of observed events. It indicates whether the forecast system has a tendency to under-forecast (BIAS < 1) or over-forecast (BIAS > 1) events, and it measures overall relative frequencies. The value can range between 0 and infinity, and the perfect score is 1. The probability of detection (POD) is the proportion of observed events that were correctly forecast; this is also called the hit rate. The value ranges between 0 and 1 and the perfect score is 1. The threat score (TS), also known as the critical success index, is the fraction of observed and/or forecast events that were predicted correctly. It is concerned only with forecasts that are important, while assuming that correct rejections are not important. It is sensitive to hits and penalizes both misses and false alarms. The value ranges between 0 and 1, and the perfect score is 1. The false alarm ratio (FAR) gives the fraction of forecast events that were observed to be non-events. The value ranges between 0 and 1, and the perfect score is 0. The proportion correct (PC) gives the fraction of all forecasts that were correct. The value ranges between 0 and 1, and the perfect score is 1.

### Table 4. Summary of statistical skill scores for evaluating the model performance. $X_i$ is observed values and $Y_i$ is modeled values.

| Variable             | Evaluation Method                  | Formula                                                                 | Range       | Perfect Score |
|----------------------|-----------------------------------|-------------------------------------------------------------------------|-------------|---------------|
| Rainfall occurrence  | Frequency bias index (BIAS)       | $\frac{\text{Hits} + \text{False alarms}}{\text{Hits} + \text{Misses}}$ | 0~∞          | 1             |
|                      | Probability of detection (POD) | $\frac{\text{Hits}}{\text{Hits} + \text{Misses}}$                  | 0~1          | 1             |
|                      | Threat score (TS)                | $\frac{\text{Hits}}{\text{Hits} + \text{Misses} + \text{False alarms}}$ | 0~1          | 1             |
|                      | False alarm ratio (FAR)          | $\frac{\text{False alarms}}{\text{Hits} + \text{Misses} + \text{False alarms}}$ | 0~1          | 0             |
|                      | Proportion correct (PC)          | $\frac{\text{Hits} + \text{Correct rejections}}{N}$                  | 0~1          | 1             |
| Rainfall amount      | Pearson correlation coefficient (r) | $\frac{\sum_{i=1}^{N} (X_i - \bar{X})(Y_i - \bar{Y})}{\sqrt{\sum_{i=1}^{N} (X_i - \bar{X})^2 \sum_{i=1}^{N} (Y_i - \bar{Y})^2}}$ | −1~1        | 1             |

Table 4 also shows the Pearson correlation coefficient (r), which indicates the strength and direction of a linear relationship between two variables. The Pearson correlation coefficient is obtained by dividing the covariance of the two variables by the product of their standard deviations. If we have a series of $N$ observations and $N$ model values, the correlation coefficient can be used to estimate the correlation between model and observations. The correlation is +1 in the case of a perfect increasing linear relationship and −1 in the case of a perfect decreasing linear relationship, and values in between indicate the degree of linear relationship between, for example, model and observations. A correlation
coefficient of 0 means that there is no linear relationship between the variables. Note that the r values for the model results in this study are between 0 and 1, where the perfect score is 1.

The statistical evaluation method for rainfall occurrence and its amount is very important, and it is necessary to make a combined score in order to compare results. To help summarize the results in this study, it was vital to introduce a combined score from the above statistical scores that could be used together. The combined score was a new skill score created by summarizing the following scores: PC, POD, TS, FAR, and Pearson correlation coefficient, r. The purposes of the combined score were to understand the overall performance better and summarize the results for a final decision.

\[
\text{Combined Score} = \text{mean} (\text{PC} + \text{POD} + \text{TS} + (1 - \text{FAR}) + r)
\]

As shown in Table 4, the values of PC, POD, and TS are always positive and range between 0 and 1. The FAR range is also between 0 and 1. Thus, the result of 1−FAR is always positive and between 0 and 1. Typically, by its definition, the correlation coefficient (r) is between −1 and +1. The combined score and BIAS for evaluation of the model performance are shown in Table 5. These statistical skill scores were used to assess overall performance to determine best model configurations.

| Evaluation Method                              | Range       | Perfect Score |
|-----------------------------------------------|-------------|---------------|
| Overall performance of rainfall prediction    | Combined score | −0.2~1       | 1             |
|                                               | BIAS        | 0~∞          | 1             |

### 3. Results and Discussion

The observations (predictands) match a type of binary scheme, such as precipitation occurrence vs. no precipitation occurrence, and the various parameters as predictors may assume a wide range of values. To evaluate the sensitivity of the horizontal grid of the model and the different physical parameterization schemes, we evaluated model outputs against the surface and upper air observations with selected rainfall thresholds of 50 mm, 100 mm, 125 mm, and 150 mm. To summarize all results related to the rainfall and model physical parameterization, we employed the combined skill score and the BIAS to represent the overall performance of the model rainfall predictions.

#### 3.1. Model Horizontal Resolution

The impact of horizontal grid resolution on WRF-ARW model forecasts, simulating rainfall over Sri Lanka for the two cases of 24 h, was examined at 5-km and 3-km (denoted WRF5 and WRF3) grid spacing (Table 1). Figure 5 shows the observed surface 24-h rainfall (a, d) and the model predicted (b, e), (c, f) rainfall results for 16 May 2016 and 23 January 2017, respectively. Panels (b, e) and (c, f) represent the model simulations for WRF5 and WRF3, respectively.

The observed rainfall on 16 May 2016 (Figure 5a) indicates that the distribution of rainfall was more oriented in the northern and western parts of the island and that the highest rain area was centered in the north of the country. WRF5 (Figure 5b) and WRF3 (Figure 5c) show rainfall distribution similar to observation, except for isolated areas in the eastern part of the country. However, there was a significant difference between the observed rainfall amount and the model simulated rainfall amounts because of model bias, particularly for WRF5 (Figure 5b). WRF3 (Figure 5c) resulted in better simulation than WRF5 (Figure 5b) because it reduced model bias, even though the heavy rainy areas did not match with observation.

For 23 January 2017 (Figure 5d), both WRF5 (Figure 5e) and WRF3 (Figure 5f) accurately identified the rainfall pattern and amount, except for the highest rain area and rainfall in the southwestern part of the country. Similar to the previous case, WRF3 resulted in better simulation than WRF5, reducing model bias and approaching observation.
Analysis of the rainfall predictions from the WRF3 experiments showed an overall improvement in the statistical skill scores compared to the WRF5 runs (Figure 6). The PC showed a clear pattern with the events for both model resolutions, while indicating better agreement between observation and model output with WRF3 than with WRF5 (Figure 6a). In both cases, increasing model resolution had an overall positive impact on rainfall prediction. However, according to the POD of rainfall amount exceeding particular thresholds, the WRF5 had slightly higher detection accuracy than the WRF3 (Figure 6b), but the difference was comparatively small, and the patterns were very similar to each other. The TS, which represents the rainfall detection rate together with the false alarm rate, also indicated similar skill for both model resolutions (Figure 6c). BIAS had significant variation in the model predictions with WRF5 for both cases, but WRF3 showed slightly positive and almost stable BIAS for both cases and all rainfall thresholds (Figure 6d). According to the values, WRF5 showed relatively higher positive BIAS (systematic favoring) than the WRF3 model. The FAR did not indicate any significant difference between WRF5 and WRF3 (Figure 6e).
Figure 6. Statistical skill scores for (a) proportion correct (PC); (b) probability of detection (POD); (c) threat score (TS); (d) frequency bias index (BIAS); and (e) false alarm ratio (FAR). The white (black) circles and white (black) squares connected with solid (dashed) lines represent the statistical values for the event of 23 January 2017 (16 May 2016). The circles and squares indicate the statistical results for WRF3 and WRF5, respectively. The x-axis represents the rainfall threshold (mm/day).

Even though the model resolutions did not show a big difference for predicting rainfall, the results indicated a huge variation with the season. Additionally, when synoptic scale atmospheric features were dominant, the WRF5 and WRF3 models resolved the same weather features much larger than their grid size, simulating them potentially similar with each other. Therefore, the sensitivity of horizontal grid resolution was small, and nearly the same results were produced by both models. However, when mesoscale features were dominant, the model outputs with WRF3 showed better results than the outputs produced by the WRF5 model.

Table 6 shows the skill scores for overall performance, the combined score, and the BIAS, corresponding to the WRF5 (5-km default) and WRF3 (3-km new) simulations. Considering the combined score and BIAS in Table 6, it is clear that increasing the horizontal grid resolution improved the model bias (becoming closer to 1), while the combined scores for rainfall amount and occurrence were similar to each other between the cases. The graphical representations of the model simulations for both heavy rain events shown in Figure 5 also confirmed that positive model bias for rainfall prediction was reduced significantly with the WRF3 (3-km) model configuration, even if the rainfall pattern did not perfectly match observations. Overall, the individual skill scores, combined score, and BIAS for overall performance and the graphical representations confirmed that increasing the horizontal grid resolution from 5 km to 3 km allowed more accurate model output. Previous similar studies for different areas [26,27] also suggested that increasing model resolution has a positive impact for the result in their study area.
Table 6. Summary of combined score and BIAS (bias index) for overall performance.

| Rainfall Event | 5-km (Default) Configuration | 3-km (New) Configuration |
|----------------|------------------------------|--------------------------|
|                | Combined Score | BIAS | Combined Score | BIAS |
| 16 May 2016    | 0.35           | 2.82 | 0.34           | 1.64 |
| 23 Jan 2017    | 0.31           | 2.64 | 0.34           | 1.35 |

3.2. Impact of Physical Parameterization

To investigate the effect of the physical parameterization, the model configured with 3-km resolution for the inner domain and 9-km resolution for the outer domain was selected for sensitivity tests. This selection was made because the model with higher resolution showed better performance than the model with coarser resolution. Figure 7 shows all of the numerical values for combined skill score and BIAS. For the 16 May 2016 event, the combined score values were in the continuous scale of 0.3 to 0.6 (Figure 7a), and the BIAS values were in the continuous scale of 0 to 2.5 (Figure 7b). The combined score and BIAS results for the 23 January 2017 event showed values in the continuous scale from 0 to 0.7 (Figure 7c), and from 0 and 20 (Figure 7d), respectively. Even models have a large variation for predicting rainfall amount while few show good agreement with observations. This clearly indicates that the event of the northeast monsoon (January) had higher correlation between observation and model output than the event of the southwest monsoon (May) season.

Figure 7. Combined Skill score (a,c) and BIAS (b,d) for the events of (a,b) 16 May 2016 and (c,d) 23 January 2017. The discrete microphysical schemes along the horizontal axis are WSM5, WDM5, WSM6-1 (WSM6 with CP in both domains), WSM6-2 (WSM6 without CP in the fine domain), WDM6-1 (WDM6 with CP in both domains), and WDM6-2 (WDM6 without CP in the fine domain). The shapes (□, ■, △, □, ○, ◇, ◆, ◇) indicate KF, BMJ, New SAS, Grell 3D, Old SAS, Grell–Freitas, Kain–Fritch, NEW SAS, and Multi-scale KF, respectively.
There is a strong correlation between the model-simulated rainfalls using WSM5 microphysics with BMJ cumulus physics and WSM6 microphysics with BMJ cumulus physics for the northeast monsoon event, but there is no model simulation showing strong correlation for the event of the southwest monsoon. Among the model simulations, WSM6 microphysics with BMJ cumulus physics and WDM6 microphysics with Old SAS cumulus physics over the outer domain have an acceptable result. According to the skill score of PC, all selected model physics, except for the Grell 3D, Grell–Freitas, and Kain–Fritsch cumulus parameterization schemes, show reasonable scores, but the combinations of BMJ cumulus physics with WSM5, WDM5, and WDM6 microphysics show higher scores than other combinations. The PC scores obtained by using the combinations of New Tiedtke and Old SAS cumulus physics with WSM5, WDM5, and WSM6 microphysics also showed very good agreement with observations.

Additionally, the POD also indicated that using BMJ cumulus physics together with all selected microphysics schemes yielded good scores for the event in May 2016. Among the other cumulus schemes, the Grell 3D, Multi-scale KF, and Old SAS schemes also yielded high scores with all selected microphysics schemes for this event. The Grell 3D and Multi-scale KF cumulus physics schemes together with the WSM5 and WDM5 microphysics schemes produced the highest scores among all combinations of physical parametrizations for the event in January 2017. The combination of BMJ cumulus physics with WSM6 microphysics also showed a good score for the same case. The TS indicated that using the BMJ, Grell 3D, Multi-scale KF, and Old SAS cumulus physics together with WDM5, WSM6, and WDM6 microphysics with the cumulus physics enabled nested domain had high scores for the event on May 2016. Among other cumulus schemes, the New SAS scheme together with WSM6 and WDM6 microphysics using the cumulus physics disabled (explicit) nested domain also showed a significant result. Similarly, using BMJ and Multi-scale KF cumulus physics together with WSM6 microphysics with the cumulus physics enabled nested domain produced the highest scores for the event in January 2017. The same cumulus options together with WSM6 and WDM6 microphysics using the cumulus physics disabled nested domain also showed a good result for the same case.

The model BIAS score indicates whether the models systematically favor producing precipitation. For the case in May 2016, the BIAS scores of several combinations of model physical parameterizations are close to 1 for all rainfall thresholds. Among these, Old SAS cumulus physics together with WDM5, WSM6, and WDM6 microphysics using the cumulus physics enabled nested domain showed comparatively more accurate scores than others for the event in May 2016. The BMJ cumulus physics together with WSM6 microphysics using the cumulus physics enabled nested domain had the most accurate score for the event in January 2017. The skill scores for the FAR for the rainfall simulated by models corresponding to the heavy rain case in May 2016 show similar FAR and a similar pattern with selected rainfall thresholds. However, the FARs corresponding to the heavy rain case in January 2017 clearly indicate a significant result for the combination of BMJ cumulus physics together with WSM5, WDM5, and WSM6 microphysics. The RMSE analysis for model simulated rainfall revealed that the variation in the case of 16 May was comparatively higher than that in the case of 23 January. In the case of 16 May, the cumulus schemes of BMJ, Multi-scale KF, Old SAS, New SAS, Tiedtke, and New Tiedtke together with some microphysical options showed lower values than the others. However, in the case of 23 January, it was clear that BMJ together with all microphysics produced lower RMSE and that the lowest values were obtained with WSM5 and WSM6.

To summarize all of the model physical parameterization results, we utilized the Taylor diagram for the combined skill score and BIAS to represent the overall performance of the model rainfall predictions [28]. Figure 8 shows the results of the combined score and BIAS for 16 May 2016 and 23 January 2017, respectively. The analyzed rainfall predictions for the different physical parameterization schemes revealed that the same model physics had different skills of predicting the two rainfall events. This indicates that the performance of the model physics has a dependency on the season of the event. The variation was significantly smaller for the event in May 2016 (Figure 8a) than the event in January 2017 (Figure 8b). This is a clear indication that the variation of prediction
skills among the model physics during the season with dominant large-scale features was quite small compared to that for the season with dominant mesoscale features. Furthermore, some physics schemes showed a very high correlation between model output and observations for the event in January 2017.

Figures 9 and 10 show daily average rainfalls of observations and the model simulations with the highest five skill scores for the events of 16 May 2016 and 23 January 2017, respectively. For the event of 16 May 2016, the simulations selected are WSM6 microphysics with BMJ cumulus only in the coarse domain (Figure 9b), WSM6 microphysics with BMJ cumulus in both the coarse and fine domains (Figure 9c), WDM5 with Old SAS cumulus in both the coarse and fine domains (Figure 9d), WSM6 with Old SAS cumulus in both the coarse and fine domains (Figure 9e), and WSM5 with Old SAS cumulus in both the coarse and fine domains (Figure 9f). For the event of 23 January 2017, these are WSM6 with BMJ cumulus only in the coarse domain (Figure 10b), WDM6 with Multi-scale KF cumulus only in the coarse domain (Figure 10c), WSM6 with Multi-scale KF cumulus only in the coarse domain (Figure 10d), WSM6 with BMJ cumulus in both the coarse and fine domains (Figure 10e), and WSM5 with BMJ cumulus in both the coarse and fine domains (Figure 10f). For both events, simulation 1 in Figures 9b and 10b, respectively, shows high correlation for the amount and locations of rainfall with the observation in Figures 9a and 10a, respectively.

According to the statistical skill scores and the graphical representations of the model simulations for both heavy rain cases, it was clear that the model outputs showed acceptable predictability for both cases. The model predictions showed high sensitivity with physical parameterization and with atmospheric features during the season. Because each model physical parameterization has its own methods for resolving weather features at different scales, the corresponding results for the heavy rain cases showed seasonal and physical parameterization effects.
Figure 9. 24-h rainfall on 16 May 2016 for observation (a) and model predictions representing the model simulations using the selected (optimum configurations by graphical representation) microphysical and cumulus parameterization schemes: (b) WSM6 microphysics with BMJ cumulus only in the coarse domain, (c) WSM6 microphysics with BMJ cumulus in both the coarse and fine domains, (d) WDM5 microphysics with Old SAS cumulus in both the coarse and fine domains, (e) WSM6 microphysics with Old SAS cumulus in both the coarse and fine domains, and (f) WSM5 microphysics with Old SAS cumulus in both the coarse and fine domains.
Figure 10. 24-h rainfall on 23 January 2017 for observation (a) and model predictions representing
the model simulations using the selected (optimum configurations by graphical representation)
microphysical and cumulus parameterization schemes: (b) WSM6 microphysics with BMJ cumulus
only in the coarse domain, (c) WDM6 microphysics with Multi-scale KF cumulus only in the coarse
domain, (d) WSM6 microphysics with Multi-scale KF cumulus only in the coarse domain, (e) WSM6
microphysics with BMJ cumulus in both the coarse and fine domains, and (f) WSM5 microphysics
with BMJ cumulus in both the coarse and fine domains.

4. Summaries and Remarks

The overall results from the sensitivity tests of model horizontal resolution suggest that the
WRF-ARW runs using 3-km resolution were marginally better than those using 5-km resolution.
Simulations of heavy rainfall with the different physical parameterizations showed significant
sensitivity for both microphysics and cumulus schemes, but higher sensitivity for cumulus schemes
than microphysics.

The model configurations with the Single-Moment 6-class microphysics (WSM6) scheme,
along with the Betts–Miller–Janjic (BMJ) cumulus parameterization scheme used only in the coarse
domain with no cumulus in the fine domain, and the WSM6 scheme with the BMJ cumulus
parameterization scheme used in both the coarse and fine domains, showed the overall best
performances for the case of 16 May 2016 during the southwest monsoon season. Meanwhile, the model configurations with the WSM6 scheme along with the BMJ cumulus parameterization scheme and the Double-Moment 6-class microphysics (WDM6) scheme along with the Multi-scale KF (MKF) cumulus parameterization scheme used only in the coarse domain without a cumulus scheme in fine domain showed the overall best performances for the case of 23 January 2017 during the northeast monsoon season. Therefore, these schemes have potential for operational use for numerical weather prediction in Sri Lanka.

For both case studies, the WRF-ARW model simulations for rainfall were less accurate than their predictions of temperature. More advanced microphysical and cumulus schemes specifically geared toward cloud simulation and precipitation may resolve this issue. The sensitivity results of the physical parameterization schemes did not show a perfect match in any case. However, even though the results indicated that there was large variation in the rainfall estimated by the model using the various model physics schemes, it was also confirmed that several corresponding rainfall simulations were reproduced with spatial distribution aligned with the rainfall station data, although the amount was not estimated accurately.

Finally, the results indicated that the sensitivities of WSM5, WDM5, WSM6, and WDM6 were different. They further showed that the cumulus parameterization is more sensitive than the microphysics for heavy rainfall prediction. The results from previous studies pertaining to the impact of model horizontal resolution on rainfall and the results of this study imply that predictability of rainfall depends on grid resolution, as well as the choice of physical parameterization. The results of this study suggest that more studies of heavy rainfall cases are needed, and that testing more physics schemes, including radiation, boundary layer, and land surface physics, to find better combinations of physics for heavy rainfall forecasting for all seasons would be valuable. However, the quality of the WRF-ARW model predictions are highly dependent on the lateral boundary and initial conditions provided for initialization. Thus, additional sensitivity testing may be needed to determine the sensitivity of a global model data such as ECMWF.
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