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Abstract
In this paper we construct a unitary matrix model that captures the asymptotic growth of Young diagrams under $q$-deformed Plancherel measure. The matrix model is a $q$ analog of Gross-Witten-Wadia (GWW) matrix model. In the large $N$ limit the model exhibits a third order phase transition between no-gap and gapped phases, which is a $q$-deformed version of the GWW phase transition. We show that the no-gap phase of this matrix model captures the asymptotic growth of Young diagrams equipped with $q$-deformed Plancherel measure. The no-gap solutions also satisfies a differential equation which is the $q$-analogue of the automodel equation. We further provide a droplet description for these growing Young diagrams. Quantising these droplets we identify the Young diagrams with coherent states in the Hilbert space. We also elaborate the connection between moments of Young diagrams and the infinite number of commuting Hamiltonians obtained from the large $N$ droplets and explicitly compute the moments for asymptotic Young diagrams.
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1. Introduction

The powerful techniques of random matrix models have been applied to numerous fields in physics and mathematics. Quantum gravity in 2D, knot theory, integrable systems, number theory, topological string theory, algebraic geometry are a few from the list of many. In this paper, we study the asymptotic growth of Young diagrams, equipped with $q$ analog of Plancherel measure and show that one can write a unitary matrix model (UMM) to capture such growth processes. The matrix model is a $q$ analog of Gross-Witten-Wadia (GWW) matrix model. The model exhibits a third order phase transition which is $q$-deformed version of GWW phase transition. We observe that the no-gap phase of this UMM captures the $q$-deformed Plancherel growth of Young diagrams. This is an extension of our earlier work on asymptotic growth of Young diagrams under ordinary Plancherel measure \[1\].

Growth of Young diagrams is an important and interesting subject to study in mathematics. All the Young diagrams with $k$ boxes can be obtained by adding one box to all the diagrams with $k - 1$ boxes in all possible allowed ways. Such a growth process is similar to the growth of a 2 dimensional crystal. See fig. 1. One can write a grand canonical partition function for this process \[1, 2\]. Usually the growth depends on the probability of placing a crystal unit or box at different possible positions. A standard probability one assigns to such a growth process is called Plancherel probability. It is proportional to the square of the number of possibilities to obtain the shape of the crystal (Young diagram) with total $k$ number of units (boxes). It is easy to show that this number is equal to the dimension of the corresponding Young diagram. Vershik and Kerov \[3\], and independently, Logan and Shepp \[4\] studied such growth processes and showed that a growth under Plancherel measure terminates at a universal shape, when the diagrams are scaled appropriately as the number of boxes becomes large. The boundary of the terminal diagram becomes a smooth curve and follows the arc sin law, known as the limit shape. Kerov \[5\] showed that the Young diagrams growing with the Plancherel transition probability follow a dynamical equation, called the automodel equation. This equation is an inviscid Burger’s equation. The limit
shape is a unique solution of the automodel equation in far future with a Young diagram with no boxes as an initial condition in the far past.

The partition function of UMM admits a description in terms of representations of unitary group. In the large $N$ limit, there exists a correspondence between dominant eigenvalue distributions and Young diagrams associated with unitary representations. Such a relation allows a droplet description for different large $N$ phases of the matrix model under consideration. This was first observed in [6] in the context of GWW model, and later in [7, 8] for a generic class of UMM. From the shapes of these 2D droplets, one can find the dominant Young diagrams corresponding to the large $N$ phases of UMM. Thus, the evolution or growth of Young diagrams follows from the evolution of large $N$ phases of a UMM. It was shown in [1] that the Plancherel growth of Young diagrams is captured by GWW model. Evolution of no-gap phase of GWW model with respect to a parameter of the model exactly matches with the evolution of Young diagrams in the automodel class of Kerov. The limit shape was identified with GWW transition point. A Hilbert space description of Plancherel growth was also discussed in [1]. In this paper, we extend the analysis to $q$ analog of Plancherel growth.

There are different ways to consider $q$-deformation of the Plancherel growth. The one that follows from the deformation of the Markov-Krein correspondence was considered by Strahov [9]. In this construction, the probability associated to a Young diagram is proportional to the product of ordinary dimension and $q$ dimension of the diagram. Strahov [9] showed that the deformed inviscid Burger’s equation (generalisation of automodel equation) has a fixed point and the fixed point is the $q$-deformed limit shape of Young diagrams. However, the explicit form of the limit shape was not given. There exists another class of $q$-deformed Plancherel probability which appears in different contexts in topological string theory. In this case, the $q$-probability of a Young diagram is proportional to the square of $q$-dimension of the diagram. One can write a partition function for such a growth process. The partition function is similar to that of topological string theory partition function on certain Calabi-Yau threefolds [10–13] and Gromov-Witten invariants of $\mathbb{P}^1$ [2, 14]. The $q$-Plancherel measure

Figure 1: 2D Crystal growth and growth of rotated Young diagrams. A crystal unit is compared with a single box in the Young diagram. Single crystals are falling from sky under gravity and being deployed at possible stable positions.
also appears in the partition function of $\mathcal{N} = 2$ supersymmetric four dimensional gauge theory in $\Omega$-background, when expressed as a sum over partitions $[11]$. In this paper, we mainly focus on this particular growth process. The goal is to write a unitary matrix model which captures the $q$-deformed asymptotic growth of Young diagrams and set-up a mapping between the diagrams in the automodel class and the physical Hilbert space.

We summarise our main observations:

- We write down the partition function for a growth process equipped with $q$-deformed Plancherel measure considered in $[2, 10, 13]$. One can exactly calculate the partition function using the normalisation properties of the measure. However, in order to get a handle on the asymptotic behaviour of the Young diagrams we introduce a “fake” $N$ dependence in the problem, following $[1]$. We restrict the sum over representations to only those Young diagrams which have maximum $N$ number of rows. In case of ordinary Plancherel growth, the equivalence between the partition function and GWW model was exact and follows from the properties of characters of the symmetric group $[1]$. However, in the $q$-deformed version, the equivalence is not straight forward. We use the droplet picture of $[6, 8]$ to figure out the corresponding unitary matrix model. It turns out to be a $U(N)$ single plaquette model. We study the phase structure of the $q$-deformed partition function, in the large $N$ limit, which is analogous to that of the GWW model. The model exhibits a third order phase transition which is $q$ analog of the GWW phase transition. The growth of Young diagrams under $q$-deformed Plancherel measure is captured by the gap-less phase of the UMM. The limiting or terminal diagram corresponds to the $q$-deformed GWW transition point.

- We also find the automodel class in this case and write the automodel equation satisfied by the members in this class. Following $[11, 15]$, we construct the Hilbert space by quantising the phase space droplets and set up a correspondence between $q$-deformed automodel diagrams and coherent states in the Hilbert space. Finally, we elaborate the connection between moments of Young diagrams and the infinite number of commuting Hamiltonians obtained from the large $N$ droplets.

- We also discuss the growth process equipped with $q$-deformed Plancherel measure considered in $[9]$. In the large $N$ limit, the saddle point equation turns out to be a Riemann-Hilbert equation with a complicated kernel. We prescribe a method to solve such Riemann-Hilbert problem perturbatively in the deformation parameter. We obtain the dominant representations in the large $N$ limit corrected up to first order in the deformation parameter, and observe that both the growth processes are qualitatively same up to first order in the deformation parameter.

2. $q$-deformed Plancherel growth

The Plancherel growth of Young diagrams has been a topic of intense study over many years. In order to explain the growth process, let $\lambda_k$ denote a Young diagram with $k$ boxes.

\footnote{Look at $[14]$ and references therein for other applications of Plancherel measure and its $q$-deformation in physics.}
Consider two Young diagrams \( \lambda_k \) and \( \lambda_{k+1} \) such that \( \lambda_{k+1} \) is obtained from \( \lambda_k \) by adding one box. One can associate a transition probability

\[
p_{\text{tran}}(\lambda_k; \lambda_{k+1}) = \frac{1}{k+1} \frac{\dim \lambda_{k+1}}{\dim \lambda_k}
\]  

(2.1)

if \( \lambda_{k+1} \) is obtained from \( \lambda_k \) by adding one box, and zero otherwise. Here, \( \dim \lambda_k \) denotes the dimension of the representation of symmetric group \( S_k \) corresponding to Young diagram \( \lambda_k \) and is given by

\[
\dim \lambda_k = \frac{k!}{\prod_{u \in \lambda_k} h(u)} = \frac{k!}{\prod_i h_i! \prod_{i<j} (h_i - h_j)}.
\]  

(2.2)

We denote the total number of boxes in a Young diagram by \( l(\lambda) \) and the number of boxes in \( i^{\text{th}} \) row by \( \{\lambda_i\}_{i=1,\ldots,l(\lambda)} \) such that \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_{l(\lambda)} \geq 0 \). The hook number for a given \( \lambda_i \) is given by

\[
h_i = \lambda_i + l(\lambda) - i.
\]  

(2.3)

They satisfy the constraint

\[
h_1 > h_2 > \cdots > h_{l(\lambda)} > 0.
\]  

(2.4)

The expression (2.2) is known as the hook length formula \[16\]. For a growth process governed by (2.1), one can calculate the probability to find a Young diagram \( \lambda_k \) at the \( k^{\text{th}} \) level, starting from a diagram with zero box. See [1] for details. It turns out to be the well known Plancherel probability and is given by

\[
P(\lambda_k) = \frac{(\dim \lambda_k)^2}{k!}.
\]  

(2.5)

A natural \( q \)-deformation of the Plancherel growth process has been studied in \[9, 17, 18\]. It follows from the representation theory of Iwahori-Hecke algebras. The transition probability of going from \( \lambda_k \) to \( \lambda_{k+1} \) is given by

\[
p_{\text{tran}}^q(\lambda_k; \lambda_{k+1}) = q^{b(\lambda_{k+1}) - b(\lambda_k)} \frac{\prod_{u \in \lambda_k} [h(u)]}{\prod_{u \in \lambda_{k+1}} [h(u)]}
\]  

(2.6)

where \( 0 < q < 1 \) is the deformation parameter. The constant \( b \) is given by

\[
b(\lambda) = \sum_{i=1}^{l(\lambda)} (i - 1)\lambda_i
\]  

(2.7)

and

\[
\frac{1}{\prod_{u \in \lambda_k} [h(u)]} = \prod_{i<j} [h_i - h_j] \prod_i [h_i]!.
\]  

(2.8)
The square bracket in the above expression represents the $q$-analogue of a positive integer defined as

$$[x] = 1 - q^x$$  \hspace{1cm} (2.9)

and

$$[x]! = [x][x - 1] \cdots [2][x].$$  \hspace{1cm} (2.10)

The probability measure associated to a Young diagram $\lambda_k$ growing according to (2.6) is given by

$$\mathcal{P}_q(\lambda_k) = (1 - q)^k \dim \lambda_k \frac{q^{\mu(\lambda_k)}}{\prod_{u \in \lambda_k} [h(u)]}. \hspace{1cm} (2.11)$$

This is the $q$-deformed Plancherel measure considered in \cite{9, 18}. Using $\lim_{q \to 1} \frac{[x]}{1 - q} = x$, we see that

$$\lim_{q \to 1} \mathcal{P}_q(\lambda_k) = \mathcal{P}(\lambda_k). \hspace{1cm} (2.12)$$

Thus, in the limit $q \to 1$, the $q$-deformed measure reduces to the Plancherel measure.

Strahov in \cite{9} gave a differential model for the $q$-deformed Plancherel growth process (2.6). He introduced a function $v_k(u)$ which describes the profile of a rotated Young diagram as shown in fig. (2). As the number of boxes becomes very large, Strahov defined a rescaled function

$$\hat{v}_k(u) = \frac{v(u \sqrt{k})}{\sqrt{k}} \hspace{1cm} (2.13)$$

such that the area under the curve is finite. The boundary of Young diagram becomes smooth under scaling. He also introduced a $q$-deformed $R$ function associated with $\hat{v}_k$, given by

$$R_k(x; q) = \frac{1 - q}{1 - q^x} \exp \left[ - \ln q^{-1} \int \frac{d\sigma(u)}{1 - q^{\sigma(u)}} \right] \hspace{1cm} (2.14)$$

where $\sigma(u) = \frac{1}{2} (\hat{v}(u) - |u|)$ is defined as the charge of a diagram \cite{5}. It was shown that the dynamical equation governing the growth of Young diagrams equipped with $q$-deformed
Plancherel measure is given in terms of the $R$-function as

\[
\frac{\partial R_{\psi(t_0q)}(x;q)}{\partial x} + \frac{(1 - q)}{\ln q^{-1}} R_{\psi(t_0q)}^{-1}(x;q) \frac{\partial R_{\psi(t_0q)}(x;q)}{\partial t} = 0. \tag{2.15}
\]

This is a $q$-analogue of the automodel equation. It can be expressed in different equivalent forms in terms of various other quantities associated to Young diagrams [9].

There exists another interesting class of $q$ analog of Plancherel measure studied in [2] for which

\[
P_q(\lambda_k) = \left( \frac{\dim q\lambda_k}{k!} \right)^2 = k!(1-q)^{2k} q^{2b(\lambda_k)} \prod_{1 \leq i < j \leq N} [ h_i - h_j ]^2 \prod_{1 \leq i \leq N} [ h_i ]^2. \tag{2.16}
\]

Such a measure plays an important role in the context of topological string theory partition function on certain Calabi-Yau threefolds and Gromov-Witten invariants of $\mathbb{P}^1$ [10–14]. Unlike (2.11), here the probability is proportional to the square of $q$ dimension. This simplifies the large $N$ analysis to a great extent. The saddle point equation can be solved exactly in terms of the deformation parameter $q$. We observe that the behaviour of the automodel diagrams is qualitatively the same in both cases. Therefore, we mainly focus on the growth process governed by (2.16) and write a $q$-analogue of the automodel equation in terms of Young diagram density. For completeness, we also discuss the growth process under (2.11). However, in this case we are only able to provide the correction to automodel diagrams for the values of $q$ close to 1.

3. A unitary matrix model for $q$-deformed Plancherel growth

The growth of Young diagrams can be compared with the growth of a two-dimensional crystal as shown in figure 2. We consider every box as a unit falling from sky under gravity. There is a boundary given by the two lines passing through the origin with slope $\pm 1$. Since the gravity is working downward it is easy to understand that the boxes will arrange themselves following the rules of a rotated Young diagrams. One can study a controlled growth process by assigning a probability to each diagram in this process. Following [1, 2], we can define a grand canonical ensemble of Young diagrams

\[
E = \bigcup_{k=0}^{\infty} \mathcal{Y}_k \tag{3.1}
\]

where $\mathcal{Y}_k$ is a set of Young diagrams with $k$ boxes. Next, assigning a probability for every diagram in the ensemble we write a grand canonical partition function for the $q$-deformed growth process as

\[
Z_q = \sum_{k=0}^{\infty} \sum_{\lambda_k} t^k P_q(\lambda_k) \delta(k - |\lambda_k|) \tag{3.2}
\]

where $t > 0$ is called fugacity. In the above expression, $P_q(\lambda_k)$ denotes the $q$-deformed Plancherel measure for a Young diagram $\lambda_k$ discussed in section [2].
In order to study the above partition function in the large $k$ limit, we regularise the sum by imposing a cut-off on the Young diagrams in the summation over $\lambda_k$ in (3.2). We introduce a large positive integer $N$ and constrain the Young diagrams in the ensemble to have no more than $N$ rows. This regularisation gives us a handle on the partition function to carry out a saddle point analysis of the problem. Later we show that the asymptotic behaviour of this regularised partition function can be captured by a unitary matrix model where $N$ plays the role of the rank of the unitary group.

The partition function (3.2) for measure (2.16) is given by

$$Z_q = \sum_{k=1}^{\infty} \sum_{\lambda_k} t^k P_q(\lambda_k) = \sum_{k=1}^{\infty} \sum_{\lambda_k} t^k k! \frac{(1-q)^{2k} q^{2b(\lambda_k)}}{\prod_{u \in \lambda_k} [h(u)]^2}.$$  

(3.3)

It was observed in [1] that the ordinary Plancherel growth model is equivalent to $U(N)$ GWW model after restricting the Young diagrams to have maximum $N$ number of rows. The no-gap phase of GWW model describes the automodel class of Kerov. The limit shape corresponds to the GWW transition point. In this section, we first study the partition function (3.3) in the large $N$ limit. The partition function admits two possible phases depending the value of the parameter $t$ for a given $q$. The weak coupling phase of this theory captures the $q$-deformed growth of Young diagrams. Using the connection between UMM and 2D droplets we show that there exists an equivalent $U(N)$ UMM for the partition function (3.3) whose no-gap phase captures the growth of Young diagrams under $q$-deformed Plancherel measure. Like GWW, this matrix model also admits a third order phase transition. This is a $q$-deformed analogue of GWW phase transition.

Using the definitions of $q$ deformation (2.9), one can write the partition function as

$$Z_q = \sum_{k=1}^{\infty} \sum_{\lambda_k} \exp \left[ k \ln t + k \ln k - k + 2k \ln(1-q) + \sum_{i \neq j} \ln |q^{h_j} - q^{h_i}| - 2 \sum_{i=1}^{N} \sum_{j=1}^{N} \ln(1-q^j) \right]$$  

(3.4)

where we have dropped a constant term which makes no contribution to the saddle point equation.

In order to go to the continuum limit, we first re-define the parameter $q$,

$$q = e^{-g_s}$$  

(3.5)

and take the following double scaling limit

$$N \to \infty , \quad g_s \to 0 , \quad \text{such that } \lambda = Ng_s \text{ is finite.} \quad (3.6)$$

We also scale the variables and the summation appropriately with a factor of $N$ as follows

$$x = \frac{i}{N}, \quad h(x) = \frac{h_i}{N} \quad \text{and} \quad \sum_{i=1}^{N} = N \int_{0}^{1} dx.$$  

(3.7)
In the large $N$ limit, the total number of boxes scales as

$$
\lim_{N \to \infty} \sum_{i=1}^{N} h_i = \frac{N(N-1)}{2} \to N^2 \int_0^1 dx \, h(x) - \frac{N^2}{2} = N^2 k'
$$

(3.8)

where

$$
\int_0^1 dx \, h(x) = k' + \frac{1}{2}
$$

(3.9)

is an $O(1)$ quantity.

The partition function (3.4) in the double-scaling limit can be written as

$$
Z_q = \int [Dh] e^{S_{eff}},
$$

(3.10)

where $S_{eff}$ is given by

$$
S_{eff}[h(x)] = N^2 \left[ k' \ln(N^2 t(1-q)^2 k') - k' + \int_0^1 dx \int_0^1 dy \ln |e^{-\lambda h(x)} - e^{-\lambda h(y)}| - 2 \int_0^1 dx \int_0^1 dy \ln(1 - e^{-\lambda y}) \right]
$$

(3.11)

Varying the effective action with respect to $h(x)$, we get the saddle-point equation, which in terms of Young diagram density

$$
u(h) = -\frac{\partial x}{\partial h}
$$

(3.12)

is given by

$$
\int_{h_L}^{h_U} dh' u(h') \frac{e^{-\lambda h}}{e^{-\lambda h} - e^{-\lambda h'}} = -\frac{1}{\lambda} \log \left[ \frac{1 - e^{-\lambda h}}{\lambda \xi} \right]
$$

(3.13)

with

$$
\xi^2 = t \, k'.
$$

(3.14)

$u(h)$ has support between $h_L$ and $h_U$. From the monotonicity of $h_i$ (2.4), it follows that the Young diagram density satisfies an upper bound

$$
u(h) \leq 1.
$$

(3.15)

Therefore, one has to solve the above saddle-point equation in the presence of this constraint. To solve the integral equation (3.13), we define new variables

$$
w = \frac{1 - e^{-\lambda h}}{\lambda}
$$

(3.16)
such that \( u(w) = \frac{dh}{dw} u(h) \). In terms of these variables, the saddle point equation reduces to

\[
\int_{w_L}^{w_U} dw' \frac{u(w')}{w - w'} = \frac{1}{(1 - \lambda w)} \log \frac{w}{\xi} \tag{3.17}
\]

where \( w_L = \frac{1 - e^{-\lambda h_L}}{\lambda} \) and \( w_U = \frac{1 - e^{-\lambda h_U}}{\lambda} \) correspond to the end points of the support of \( u(w) \).

Since the Young diagram density, \( u(h) \) and hence \( u(w) \) have an upper cap, we can classify solutions of (3.17) in two different classes. In the first class, the Young diagram density saturates the upper cap whereas in the second class, it does not. The solution class 1 captures the asymptotic growth of Young diagrams.

3.1. Solution class 1: No-gap solution

Taking the ansatz \( u(h) = 1 \) for \( 0 \leq h \leq a \) and \( u(h) = \tilde{u}(h) \) for \( a \leq h \leq b \) in \( h \)-plane, we have

\[
u(w) = \begin{cases} 
\frac{1}{1 - \lambda w} & \text{for } 0 \leq w \leq w_a \\
\tilde{u}(w) & \text{for } w_a \leq w \leq w_b 
\end{cases} \tag{3.18}
\]

where \( w_a = \frac{1 - e^{-\lambda a}}{\lambda} \) and \( w_b = \frac{1 - e^{-\lambda b}}{\lambda} \). Putting this ansatz in the saddle point equation (3.17), we get

\[
\int_{w_a}^{w_b} dw' \frac{\tilde{u}(w')}{w - w'} = \frac{1}{1 - \lambda w} \log \left[ \frac{w - w_a}{\xi(1 - \lambda w)} \right]. \tag{3.19}
\]

We define a resolvent function

\[
H(w) = \int dw' \frac{u(w')}{w - w'}, \tag{3.20}
\]

to solve the integral equation. \( H(w) \) is analytic in the whole complex plane except at the support of \( u(w) \), where it has a branch cut. The Young diagram density is given by the discontinuity of \( H(w) \) about the branch cut. Following the standard technique [19], we can write

\[
H(w) = \frac{1}{1 - \lambda w} \log \frac{w(1 - \lambda w_a)}{w - w_a} - \sqrt{(w - w_a)(w - w_b)} \oint_C \frac{ds}{2\pi i} \frac{\log \left[ \frac{s - w_a}{\xi(1 - \lambda w_a)} \right]}{(s - w)(1 - \lambda s)\sqrt{(s - w_a)(s - w_b)}} \tag{3.21}
\]

where the contour \( C \) encloses the branch cut between \( w_a \) and \( w_b \). To evaluate the integral in (3.21), we deform the contour as depicted in fig 3. The resolvent is finally given by

\[
H(w) = \frac{1}{1 - \lambda w} \log \frac{w}{\xi} + 2 \tanh^{-1} \sqrt{\frac{w - w_b}{w - w_a}} + \frac{\lambda}{1 - \lambda w} \sqrt{\frac{(w - w_a)(w - w_b)}{(1 - \lambda w_a)(1 - \lambda w_b)}} \log \frac{\lambda \xi + 2 \tanh^{-1} \sqrt{\frac{1 - \lambda w_b}{1 - \lambda w_a}}}{\lambda \xi + 2 \tanh^{-1} \sqrt{\frac{1 - \lambda w_b}{1 - \lambda w_a}}}. \tag{3.22}
\]
Figure 3: The deformed contour of integration for (3.21) has a logarithmic branch cut extending from $w_a$ to $-\infty$. There are first order poles at the points $s = w, \frac{1}{\lambda}$.

From the asymptotic behaviour of the resolvent, one can find that the support of $\tilde{u}(w)$ is given by

$$w_a = 1 - e^{-\lambda}(1 + \lambda \xi)^2 \lambda, \quad w_b = 1 - e^{-\lambda}(1 - \lambda \xi)^2 \lambda$$

(3.23)

For $w$ inside the support, the discontinuity of $H(w)$ gives

$$\tilde{u}(w) = \frac{2}{\pi(1 - \lambda w)} \tan^{-1} \sqrt{\frac{w_b - w}{w - w_a}}.$$  

(3.24)

In terms of our original variables $h(x)$,

$$\tilde{u}(h) = (1 - \lambda w) \tilde{u}(w)$$

$$= \frac{1}{\pi} \cos^{-1} \left[ \frac{1 + \lambda^2 \xi^2 - e^{-\lambda(h-1)}}{2 \lambda \xi} \right]$$

(3.25)

with support between $a$ and $b$ given by

$$a = 1 - \frac{2}{\lambda} \log (1 + \lambda \xi), \quad \text{and} \quad b = 1 - \frac{2}{\lambda} \log (1 - \lambda \xi).$$

(3.26)

Since $a \geq 0$, the solution (3.25) is valid for

$$\xi \leq \frac{1}{\lambda}(e^{\lambda/2} - 1).$$

(3.27)
3.2. \textit{q-deformed automodel class}

For $0 < \xi \leq \frac{1}{\lambda}(e^{\lambda/2} - 1)$, the density (3.25) corresponds to \textit{q-automodel diagrams} which satisfy the following dynamical equation

\[
\partial_\xi \tilde{u}(h, \xi, \lambda) + \frac{[1 - \lambda^2 \xi^2 e^{\lambda(h-1)} - 1]}{\lambda \xi} \partial_h \tilde{u}(h, \xi, \lambda) = 0.
\]  

(3.28)

This is a \textit{q-analogue} of the automodel equation. One can translate this equation in terms of variables $v$ and $u$ through an appropriate change of variables defined in [1]. In $\lambda \rightarrow 0$ limit (3.28) reduces to the automodel equation

\[
\partial_\xi \tilde{u}(h, \xi) + \frac{h - 1}{\xi} \partial_h \tilde{u}(h, \xi) = 0
\]  

(3.29)

considered by Kerov [5] and also derived by [1] in the language of Young diagram density. For the limiting value of $\xi$ i.e. $\xi = \frac{1}{\lambda}(e^{\lambda/2} - 1)$, the dominant Young diagram

\[
\hat{u}(h) = \frac{1}{\pi} \cos^{-1} \left[ \frac{1 - e^{-\lambda(h-1)} + (e^{\lambda/2} - 1)^2}{2(e^{\lambda/2} - 1)} \right]
\]  

(3.30)

corresponds to the \textit{q-limit shape}. It gives the limit shape for Plancherel growth process in the limit $\lambda \rightarrow 0$. We plot the limit shape for both the Plancherel growth and its \textit{q-deformation} in fig [4].

![Figure 4](image)

Figure 4: The limit shape for a \textit{q-deformed} ($\lambda = 0.8$) Plancherel growth process (green curve) and its $q \rightarrow 1$ ($\lambda \rightarrow 0$) limit (orange curve) for comparison.

3.3. The \textit{unitary matrix model} from the droplet picture

In order to give a Hilbert space description of the \textit{q-deformed} growth process we need to find a UMM whose large $N$ phase can capture the growth of Young diagrams. For ordinary Plancherel growth it was shown in [1] that using the Frobenius formula one can write the partition function as GWW model. In case of \textit{q-deformed} Plancherel growth (3.3), it is tricky to use the Frobenius formula for \textit{q-deformed dimension}. So, we take a different route. We
use the droplet picture \[6,8\] to find the UMM that captures the asymptotic growth of Young diagrams under $q$-deformed Plancherel measure. Eynard [2] also gave a matrix model for $q$-deformed Plancherel growth. The partition function was given by an integral over hermitian matrices with eigenvalues running over a circle of some specified radius. Similar connection was also pointed out in [20]. Here, we explicitly find the unitary matrix model.

It was first observed in [6] and subsequently by [1, 8, 21] that the large $N$ phases of a generic UMM (known as single plaquette model), given by

$$Z = \int [DU] \exp \left[ N \sum_{n=1}^{\infty} \frac{\beta_n}{n} (\text{Tr} U^n + \text{Tr} U^\dagger n) \right],$$  

(3.31)

can be described in two different but equivalent ways - in terms of eigenvalue distribution and Young diagram distribution\[2\]. Different large $N$ phases can be characterised by both eigenvalue density and Young diagram distribution. Therefore, it is expected that there is a relation between these two descriptions. The relation is given by [8]

$$h^2 - 2S(\theta)h + S^2(\theta) - \pi^2 \rho^2(\theta) = 0$$

(3.32)

where

$$S(\theta) = \frac{1}{2} + \sum_n \beta_n \cos n\theta.$$  

(3.33)

The relation (3.32) allows us to provide a phase space picture for different large $N$ phases of UMM in terms of free fermi droplets (two dimensional distributions). These distributions/droplets are similar to Thomas-Fermi distributions. Equation (3.32) has two possible solutions, $h_{\pm}(\theta)$ given by

$$h_{\pm}(\theta) = S(\theta) \pm \pi \rho(\theta).$$

(3.34)

Using this relation, one can define a distribution $\omega(h, \theta)$ in a two dimensional plane spanned by $(h, \theta)$

$$\omega(h, \theta) = \Theta \left( \frac{(h - h_{-}(\theta))(h_{+}(\theta) - h)}{2} \right)$$

(3.35)

such that the eigenvalue distribution can be obtained by integrating out $h$ for a given $\theta$

$$\rho(\theta) = \frac{1}{2\pi} \int dh \omega(h, \theta) = \frac{h_{+}(\theta) - h_{-}(\theta)}{2\pi}.$$  

(3.36)

The distribution also satisfies the normalisation condition

$$\frac{1}{2\pi} \int dh \ d\theta \ \omega(h, \theta) = 1.$$  

(3.37)

\footnote{It is well known that eigenvalues of unitary matrices behave like position of free fermions [22] and the hook lengths of Young diagrams are like momenta of these fermions [6, 23].}
The function $S(\theta)$ can also be written in terms of phase space geometry as following

$$S(\theta) = \frac{1}{2\pi \rho} \int_0^\infty dh \ h \omega(h, \theta) = \frac{h_+(\theta) + h_-(\theta)}{2}. \tag{3.38}$$

Integrating $\omega(h, \theta)$ over $\theta$ for a given $h$, one obtains a distribution of hook numbers $h$

$$u(h) = \frac{1}{2\pi} \int d\theta \ \omega(h, \theta) \quad \text{with} \quad \int dh \ u(h) = 1. \tag{3.39}$$

If $\omega(h, \theta)$ has a single boundary for a given $h$ and $\theta > 0$, then there is another identification between eigenvalue $\theta$ and the Young diagram density

$$\pi u(h) = \theta. \tag{3.40}$$

In general, it is difficult to find the Young diagram distributions for different large $N$ phases of (3.31). However using the droplet picture one can obtain the dominant representations in the large $N$ limit for different phases of (3.31) [8].

Contrary to [8], here we know the large $N$ phases of (3.3) in terms of dominant Young diagrams. Our goal is to find the corresponding eigenvalue distribution and hence the UMM. From the Young diagram distribution of automodel class (3.25), we see that $u(h)$ is a smooth function of $h$. Inverting the relation, we find that $h$ and $\theta$ (using (3.40)) satisfy

$$h = 1 - \frac{1}{\lambda} \log \left[1 - 2\lambda \xi \cos \theta + \lambda^2 \xi^2\right]. \tag{3.41}$$

Comparing this with (3.36) and (3.38), we have

$$S(\theta) = \pi \rho(\theta) = \frac{h_+(\theta)}{2} = \frac{1}{2} - \frac{1}{2\lambda} \log \left[1 - 2\lambda \xi \cos \theta + \lambda^2 \xi^2\right]$$

$$= \frac{1}{2} + \sum_{n=1}^\infty \frac{\xi^n \lambda^{n-1}}{n} \cos n\theta \tag{3.42}$$

and

$$h_-(\theta) = 0. \tag{3.43}$$

Now, comparing (3.42) with (3.33), we get

$$\beta_n = \frac{\xi^n \lambda^{n-1}}{n}. \tag{3.44}$$

In order to complete the story, we note that the regularised partition function (3.3) admits a phase transition in the large $N$ limit at

$$\xi = \frac{1}{\lambda} (e^{\lambda/2} - 1). \tag{3.45}$$
For $\xi > \frac{1}{\lambda}(e^{\lambda/2} - 1)$, the Young diagram density does not saturate the upper bound and is given by (see Appendix A for derivation)

$$u(h) = \frac{1}{\pi} \cos^{-1} \left[ \frac{1 + e^{\lambda}e^{-2\lambda h} - 2e^{\lambda/2}e^{-\lambda h}(1 + \lambda \xi) + \lambda \xi(2e^{-\lambda h} + \lambda \xi)}{2\lambda(1 - e^{-\lambda h})\xi} \right].$$ (3.46)

We need to confirm that the dictionary (3.36) and (3.38) renders the same UMM in this phase of the theory. Inverting (3.46), we see that there exist two possible solutions for $h$ for a given $\pi u(h) = \theta$. It is easy to check using (3.38) that we obtain the same $S(\theta)$ (see Appendix A for details). Thus, we conclude that the asymptotic (large $N$) structure of the $q$-deformed partition function (3.3) is captured by a UMM (3.31) with $\beta_n$ given by (3.44).

The $q$-deformed growth of Young diagrams is captured by the no-gap phase of this UMM.

4. Asymptotic analysis of $q$-deformed Plancherel growth of second kind

In this section, we discuss the growth process controlled by the $q$-deformed probability measure considered in [9], given by (2.11). The partition function (3.2) can be written as

$$Z = \sum_{k=1}^{\infty} \sum_{\lambda_k} \exp[S_{\text{eff}}(h_i)]e^{-\ln q N(N-1)(N-2)}$$ (4.1)

where the effective action is given by (see Appendix B)

$$S_{\text{eff}}(h_i) = k \ln t(1-q) + k \ln k - k + \sum_{i \neq j} \frac{1}{2} \ln |h_i - h_j| - \sum_i (h_i \ln h_i - h_i)$$

$$+ \sum_{i \neq j} \frac{1}{2} \ln |q^{h_j} - q^{h_i}| - \sum_{i=1}^{N} \sum_{j=1}^{N} \ln(1 - q^i).$$ (4.2)

In the continuum limit, the effective action takes the form

$$S_{\text{eff}}[h(x)] = N^2 \left[ k' \ln t(1-q)N + k' \ln k' - k' - \int_0^1 dx \ (h(x) \ln h(x) - h(x)) \right.$$

$$+ \frac{1}{2} \int_0^1 dx \int_0^1 dy \left( \ln |q^{Nh(x)} - q^{Nh(y)}| + \ln |h(x) - h(y)| \right) - \int_0^1 dx \int_0^{h(x)} dy \ln(1 - q^{Ny}) \right].$$ (4.3)

In the double scaling limit (3.6), the dominant contribution to the partition function comes from the configurations satisfying the saddle point equation

$$\int_{h_L}^{h_U} dh' u(h') \left[ \coth \frac{\lambda(h - h')}{2} + \frac{2}{\lambda(h - h')} \right] = 1 + \frac{2}{\lambda} \ln \frac{h(1 - e^{-\lambda h})}{t\lambda k'}$$ (4.4)

where $[h_L, h_U]$ denotes the support of $u(h)$. Our goal is to find a solution of (4.4) for $\lambda \neq 0$. In order to solve the saddle point equation (4.4), we take the following ansatz for $u(h)$

$$u(h) = \begin{cases} 
1 & \text{for } 0 \leq h \leq a \\
\tilde{u}(h) & \text{for } a \leq h \leq b. 
\end{cases}$$ (4.5)
The equation of motion (4.4) takes the form

\[
\int_a^b dh' \, \tilde{u}(h') \left[ \coth \left( \frac{\lambda (h - h')}{2} \right) + \frac{2}{\lambda (h - h')} \right] = 1 - a + \frac{2}{\lambda} \ln \left[ \frac{(h - a)(1 - e^{-\lambda(h-a)})}{\lambda \xi^2} \right].
\]

(4.6)

The kernel in the above integral equation is nontrivial. It is difficult to do a change of variable which brings the kernel to a standard form. However, the coth part of the kernel has the same singular structure as that of the second part. We therefore expand the coth part in powers of \( \lambda \) and separate out the singular part. The derivation is given in Appendix C. To find \( \tilde{u}(h) \), we again define a resolvent function as in (3.20). We provide the explicit calculations for the resolvent in Appendix C. Here, we present the final answer.

\[
H(h) = \ln \frac{h}{\xi} + \ln \frac{\sqrt{b} - \sqrt{a}}{\sqrt{b} + \sqrt{a}} + \ln \frac{h + \sqrt{ab} - \sqrt{(h - a)(h - b)}}{h - \sqrt{ab} + \sqrt{(h - a)(h - b)}} + \frac{\lambda}{4} (1 - a) + \sum_{k=1}^{\infty} A_k^{(1)} \sqrt{\frac{(h - a)}{(h - b)}} \\
+ \sum_{k=1}^{\infty} A_k^{(2)} \frac{\, _2F_1(1, \frac{1}{2} + k, 2 + k; \frac{a-b}{a-h})}{\sqrt{(h - a)(h - b)}} + \sum_{k=1}^{\infty} \sum_{n=0}^{2k-1} A_{k,n}^{(1)} \sqrt{\frac{(h - a)}{(h - b)}} + \sum_{k=1}^{\infty} \sum_{n=0}^{2k-1} A_{k,n}^{(2)} \frac{\, _2F_1(1, \frac{1}{2} + n, 2 + n; \frac{a-b}{a-h})}{\sqrt{(h - a)(h - b)}}
\]

(4.7)

where \( A_k \)'s are given by equation (C.11). Different moments, \( h_n \) (defined in (C.6)) appear on the right hand side of this expression, which are a priori not known. Hence, the saddle point equation has to be solved recursively. However, if we calculate the resolvent order by order in \( \lambda \), the moments start appearing only at order \( \lambda^2 \). The result up to order \( \lambda \) is given by

\[
H(h) = \ln \frac{h}{\xi} + \ln \frac{\sqrt{b} - \sqrt{a}}{\sqrt{b} + \sqrt{a}} + \ln \frac{h + \sqrt{ab} - \sqrt{(h - a)(h - b)}}{h - \sqrt{ab} + \sqrt{(h - a)(h - b)}} + \frac{\lambda}{4} (1 - a) \\
+ \frac{\lambda \sqrt{(h - a)(h - b)}}{4}
\]

(4.8)

The support of \( \tilde{u}(h) \) can be found from the asymptotic behaviour of the resolvent. Up to first order in \( \lambda \), we get

\[
a = 1 - 2\xi + \frac{\xi^2}{2}, \quad b = 1 + 2\xi + \frac{\xi^2}{2}.
\]

(4.9)

and the Young diagram density is given by

\[
\tilde{u}(h) = \frac{1}{\pi} \cos^{-1} \left(\frac{2h - a - b}{b - a}\right) - \frac{\lambda \sqrt{(h - a)(b - h)}}{4\pi}.
\]

(4.10)

Since \( a \geq 0 \), the above solution is valid for

\[
0 < \xi \leq \frac{1}{2} + \frac{\lambda}{16}.
\]

(4.11)
\( \hat{u}(k) \) given by (4.10) describes the automodel class of [5] corrected up to first order in \( \lambda \). It is easy to check from equations (3.25) and (4.10) that the order \( \lambda \) correction to automodel density in both the cases is same apart from a factor of half. The reason behind this is the appearance of \( \dim \lambda_k \) in (2.11).

The limit shape corresponds to the upper limit of \( \xi \) given in (4.11). We plot the limit shape in a rotated coordinate system (see [1] for coordinate transformation) in fig 5. It is clear that the symmetric property of the distribution [1] is lost under \( q \) deformation.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure5.png}
\caption{The limit shape for a \( q \)-deformed (\( \lambda = 0.97 \)) Plancherel growth process (green curve) and its \( q \to 1 \) (\( \lambda \to 0 \)) limit (orange curve) for comparison.}
\end{figure}

Thus, we see that both the measures (2.11 and 2.16) qualitatively give the similar asymptotic behaviour up to order \( \lambda \). However, we emphasise that (3.25) is exact in \( \lambda \).

5. The Hilbert space

Following [11, 15] we give a Hilbert space description of the \( q \)-deformed growth process. Using the connection between unitary matrix model and free Fermi droplet description, we map the Young diagrams in automodel class to different shapes of two dimensional phase space droplets. Quantising these droplets, we further set up a correspondence between automodel diagrams and coherent states in the Hilbert space. Thus, growth of Young diagrams are mapped to evolution of coherent states in the Hilbert space. The basic construction of the Hilbert space is similar to the one considered in [1]. We briefly review the construction in Appendix D.

The Hilbert space \( \mathcal{H} \) is a direct product of \( \mathcal{H}_+ \) and \( \mathcal{H}_- \) where \( \mathcal{H}_\pm \) are the Hilbert spaces associated with the + and - sectors defined in section 3.3 namely the upper and the lower fermi surfaces. These two sectors are isomorphic. A generic state in \( \mathcal{H}_+ \) is given by

\[ | \vec{k} \rangle = \prod_{n \geq 1} (a_n^\dagger)^{k_n} | s \rangle \]

(5.1)

where \( a_n^\dagger \)s are creation operators in \( \mathcal{H}_+ \) and \( | s \rangle \) is the ground state annihilated by \( a_n \)s. \( | \vec{k} \rangle \) satisfies the completeness relation (D.22). Therefore, \( (1/\sqrt{\pi \vec{k}}) | \vec{k} \rangle \) is the normalised excited
state. One can also define coherent states in the Hilbert space $\mathcal{H}_+$,

$$|\tau_+\rangle = \exp \left( \sum_{n=1}^{\infty} \frac{\tau_n^+ a_n^+}{n\hbar} \right) |s\rangle. \quad (5.2)$$

We set up a map between a state $|\psi\rangle \in \mathcal{H}_+$ and shape of the upper Fermi surface

$$|\psi\rangle \rightarrow \{\langle \psi | \tilde{\mathcal{H}}_+ (\theta) | \psi \rangle \}. \quad (5.3)$$

Such a mapping has been discussed in [15]. Expectation value of $\tilde{\mathcal{H}}_+$ in ground state is given by $\frac{1}{2} + s\hbar$ and has zero dispersion. Thus, the ground state $|s\rangle$ corresponds to an overall shift of $\tilde{\mathcal{H}}_+$ by an amount $s/N$ over the classical value. Generic normalised excited states correspond to $\mathcal{O}(\hbar)$ ripples on $\tilde{\mathcal{H}}_+$. In this case, the expectation value of $\tilde{h}_+$ picks up a non-zero dispersion at $\mathcal{O}(\hbar)$. $\mathcal{O}(1)$ deformations of the upper Fermi surface $\tilde{h}_+$ are mapped to coherent states $|\tau_n\rangle$ in $\mathcal{H}_+$ as is evident from (D.28). An important thing to note here is that the classical deformations do not disturb the quadratic profile of the droplets i.e for a given $\theta$, there exists unique values of $h_\pm(\theta)$.

We first consider the state corresponding to automodel diagrams for ordinary Plancherel growth [1]. The automodel diagrams corresponds to

$$\tilde{h}_\pm(\theta) = \pm \left( \frac{1}{2} + \xi \cos \theta \right). \quad (5.4)$$

The set of coherent states with $\tau_1 = \xi/2, \tau_n = 0 \forall n > 1$ are mapped to the automodel diagrams. In particular, the state corresponding to the limit shape is given by

$$|\tau^*\rangle = \exp \left( \frac{a_1^+}{2\hbar} \right) |0\rangle. \quad (5.5)$$

Our final goal is to find the coherent state associated with automodel diagrams for $q$-deformed Plancherel growth. For the $q$-deformed automodel class, the variable $\tilde{h}_+(\theta)$ is given by

$$\tilde{h}(t, \theta) = \frac{1}{2} - \frac{1}{2\lambda} \log(1 - 2\lambda \xi \cos \theta + \lambda^2 \xi^2) = \frac{1}{2} + \sum_{n=1}^{\infty} \frac{\xi^n \lambda^{n-1}}{n} \cos n\theta. \quad (5.6)$$

Therefore the coherent state associated to $q$-automodel class is given by

$$|\tau^+_q\rangle = \exp \left( \sum_{n=1}^{\infty} \frac{\tau_n^+ a_n^+}{n\hbar} \right) |s\rangle, \quad \text{where} \quad \tau_n^+ = \frac{\xi^n \lambda^{n-1}}{n}. \quad (5.7)$$

5.1. Moments of Young diagrams and conserved charges

Following [24] one can define an infinite sequence of conserved commuting quantities

$$H_n = \frac{1}{2\pi} \int dh \, d\theta \, \omega(h, \theta) \, h^n. \quad (5.8)$$
Using the Poisson bracket (D.10) one can show that
\[ \{H_m, H_n\} = 0. \] (5.9)

Also, using the equations of motion (D.8) one can show that
\[ \frac{dH_n}{dt} = 0. \] (5.10)

Existence of infinite number of conserved charges makes the system integrable. This is a
generic feature of one matrix model and indicates that the theory is exactly solvable.

These conserved charges are related to moments of Young diagrams defined in \[5\]. The
matrix model techniques can be used to calculate the moments of automodel diagrams.
Using the definitions (3.39), one can show that
\[ H_n = \int dh \, u(h) \, h^n. \] (5.11)

One can define a generating function for these moments
\[ H(h) = \int dh' \frac{u(h')}{h - h'} = \sum_{n=0}^{\infty} \frac{H_n}{h^{n+1}}. \] (5.12)

Using the expression for the resolvent (3.22) and the relation between \( h \) and \( w \) (3.16), one
can show that
\[ H_n = \sum_{i_1, \ldots, i_n \geq 1} \lambda^{i_1 + \cdots + i_n - n} \frac{p_{i_1 + \cdots + i_n}}{i_1 \cdots i_n} \] (5.13)

where \( p_n \)'s are the moments associated with \( H(w) \),
\[ H(w) = \sum_{n=0}^{\infty} \frac{p_n}{w^{n+1}}. \] (5.14)

Since we know the exact expression for \( H(w) \), one can easily find the \( p_n \)'s from it's asymptotic
expansion. In the limit \( \lambda \to 0 \), we get
\[ H_n = p_n. \] (5.15)

Thus, we have an explicit formula to compute the moments of the asymptotic automodel
diagrams.

6. Conclusion

In this paper, we discuss about \( q \)-deformed Plancherel growth of Young diagrams. We
construct a unitary matrix model that captures the growth of Young diagrams with the
coupling constant playing the role of time \[9\]. The matrix model is a \(q\) analog of GWW model and the growth of Young diagrams equipped with a \(q\)-deformed Plancherel measure is captured by the no-gap phase of this model. The \(q\)-deformed limit shape is the \(q\)-deformed GWW transition point. We use the connection between unitary matrix model and 2D droplet picture of \[6, 8\] to construct the unitary matrix model. Construction of this matrix model allows us to map the automodel diagrams to different shapes of the 2D droplets. Upon quantising the droplets, one can construct a Hilbert space and the automodel diagrams can be mapped to coherent states in that Hilbert space. We study two different \(q\)-deformations of the Plancherel measure. One follows from the Iwahori-Hecke algebras, considered in \[9, 18\]. In this case, the measure is proportional to a product of \(q\)-deformed dimension and ordinary dimension of the representation. The other kind of \(q\)-deformed measure is proportional to the square of \(q\) dimension. Such measure appears in different contexts in topological string theories and gauge theories. We see that in the large \(N\) limit, the later can be solved exactly in the deformation parameter, while we do a perturbative analysis of the former. However, the automodel diagrams in either case have the same qualitative behaviour for small deformation.

We compute the moments of different automodel diagrams explicitly and show that these moments are related to the infinite number of commuting conserved charges associated with the one matrix model. The moments of Young diagrams can be obtained from the large \(h\) expansion of resolvent. Since the saddle point technique allows us to compute the resolvent exactly in \(\lambda\), in the large \(N\) limit, we have been able to compute the moments of automodel diagrams explicitly.
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Appendix A. \(q\) analog of GWW phase transition

The no-gap phase of the \(q\)-deformed Plancherel growth process captured by the partition function \(3.3\) has been discussed in section \(3.1\). There exist another class of solution for the saddle point equation \(3.13\), namely the one-gap solution for which

\[0 \leq u(h) < 1 \quad \text{for} \quad h \in [a, b].\]  \hspace{1cm} (A.1)

To solve the saddle point equation for this case, we define new variables

\[z = \frac{1 - e^{-\lambda h}}{\lambda} \]  \hspace{1cm} (A.2)
In terms of which the equation becomes
\[ \int_{z_p}^{z_f} dz' \frac{u(z')}{z - z'} = \frac{1}{(1 - \lambda z)} \log \left( \frac{z}{\xi} \right) \tag{A.3} \]
where \( z_a \) and \( z_b \) correspond to points \( a \) and \( b \) in the \( h \) plane. The resolvent for the above integral equation is given by
\[ H(z) = -\sqrt{(z - z_a)(z - z_b)} \int_C \frac{ds}{2\pi i} \frac{\log(s/\xi)}{(1 - \lambda s)(s - z)(s - z_a)(s - z_b)} \tag{A.4} \]
where similar to the previous cases, the contour \( C \) encloses the branch cut between \( z_a \) and \( z_b \). We deform the contour as shown in fig 3. Taking contributions from all the poles and the logarithmic branch cut, the resolvent is finally given by
\[ H(z) = -\frac{2}{1 - \lambda z} \log \left[ \frac{\sqrt{z_a(z_b - z) - i\sqrt{z_b(z - z_a)}} \sqrt{\xi}}{z(\sqrt{z_b - z} - i\sqrt{z - z_a})} \right] - \frac{2\lambda}{1 - \lambda z} \frac{\sqrt{(z - z_a)(z - z_b)}}{\sqrt{(1 - \lambda z_a)(1 - \lambda z_b)}} \log \left[ \frac{\sqrt{z_a(1 - \lambda z_b) - \sqrt{z_b(1 - \lambda z_a)}}}{(\sqrt{1 - \lambda z_b} - \sqrt{1 - \lambda z_a}) \sqrt{\xi}} \right] \tag{A.5} \]
The discontinuity of the resolvent gives
\[ u(z) = \frac{1}{\pi (1 - \lambda z)} \cos^{-1} \left[ \frac{4\sqrt{z_a z_b} (z - z_a)(z_b - z) + (z_a + z_b - 2z)(2z_a z_b - z z_a - z z_b)}{(z_b - z_a)^2 z} \right] \tag{A.6} \]
The support of \( u(z) \) is given by
\[ \sqrt{z_a} = e^{-\lambda/2} \sqrt{\xi} - \frac{e^{-\lambda/2} \sqrt{-e^{-\lambda/2} + e^\lambda + \lambda \xi - e^{-\lambda/2} \lambda \xi}}{\sqrt{\lambda}} \]
\[ \sqrt{z_b} = e^{-\lambda/2} \sqrt{\xi} + \frac{e^{-\lambda/2} \sqrt{-e^{-\lambda/2} + e^\lambda + \lambda \xi - e^{-\lambda/2} \lambda \xi}}{\sqrt{\lambda}} \tag{A.7} \]
In terms of our original variable \( h \), we have
\[ u(h) = \frac{1}{\pi \cos^{-1}} \left[ \frac{1 + e^\lambda e^{-2\lambda h} - 2e^{\lambda/2} \sqrt{1 + \lambda \xi} + \lambda \xi (2e^{-\lambda h} + \lambda \xi)}{2\lambda(1 - e^{-\lambda h}) \xi} \right]. \tag{A.8} \]
Inverting this relation with the help of the identification (3.40), we find
\[ h_+(\theta) = \frac{\log \left( -\frac{\lambda \xi \cos(\theta) + \sqrt{\lambda \xi (\cos(\theta) + 1)}(\lambda \xi (\cos(\theta) + 1) - 2e^{\lambda/2}(\lambda \xi + 1) + 2e^\lambda - \lambda \xi + e^{\lambda/2}(\lambda \xi + 1))}{-2\lambda \xi \cos(\theta) + \lambda^2 \xi^2 + 1} \right)}{\lambda} \tag{A.9} \]
\[ h_-(\theta) = \frac{\log \left( \frac{\lambda \xi \cos(\theta) + \sqrt{\lambda \xi (\cos(\theta) + 1)}(\lambda \xi (\cos(\theta) + 1) - 2e^{\lambda/2}(\lambda \xi + 1) + 2e^\lambda) + \lambda \xi - e^{\lambda/2}(\lambda \xi + 1)}{2\lambda \xi \cos(\theta) - \lambda^2 \xi^2 - 1} \right)}{\lambda}. \]
Now using the mapping (3.38), we find \( S(\theta) \) which matches with (3.42).
Appendix B. Explicit computation of the partition function

Here, we provide some details of the computation for the partition function (4.1) that follows if one takes the $q$-deformed Plancherel measure following Strahov [9]. The partition function can be written as

$$Z_q = \sum_{k=1}^{\infty} \sum_{\{h_i\}} \exp \left[ k \ln t + k \ln(1 - q) + b(\lambda_k) \ln q + \ln k! \right]$$

$$\exp \left[ \ln \prod_{1 \leq i < j \leq N} (h_i - h_j) - \ln \prod_{i=1}^{N} h_i! + \ln \prod_{1 \leq i < j \leq N} [h_i - h_j] - \ln \prod_{i=1}^{N} [h_i!] \right].$$

The total number of boxes in a Young diagram can be expressed as

$$k = \sum_{i=1}^{N} \lambda_i = \sum_{i=1}^{N} (h_i - N + i) = \sum_{i=1}^{N} h_i - \frac{N(N - 1)}{2}.$$  \hspace{1cm} (B.2)

We will now write down the above in the large $N$ limit. Large $N$ naturally implies large $k$ which is an $O(N^2)$ number. We can also write

$$b(\lambda_k) = \sum_{i=1}^{N} (i - 1)(h_i - N + i) = \sum_{i=1}^{N} (i - 1)h_i - \frac{N(N - 1)(N - 2)}{6}.$$ \hspace{1cm} (B.3)

Using Stirling’s approximation, the partition function in the large $N$ limit becomes

$$Z_q \approx \sum_{k=1}^{\infty} \sum_{\lambda_k} \exp \left[ k \ln t (1 - q) + \sum_{i=1}^{N} (i - 1)h_i \ln q + k \ln k - k + \frac{1}{2} \sum_{1 \leq i \neq j \leq N} \ln |h_i - h_j| 
- \sum_{i=1}^{N} (h_i \ln h_i - h_i) + \sum_{1 \leq i < j \leq N} \ln[h_i - h_j] - \sum_{i=1}^{N} \ln[h_i!] \right] \exp \left[ - \frac{\ln q}{6} N(N - 1)(N - 2) \right].$$ \hspace{1cm} (B.4)

We can simplify the last two terms appearing in the exponent of above expression as follows:

$$\sum_{1 \leq i < j \leq N} \ln[h_i - h_j] = \sum_{1 \leq i < j \leq N} \ln(1 - q^{h_i - h_j}) = \sum_{1 \leq i < j \leq N} (\ln(q^{h_j} - q^{h_i}) - h_j \ln q)$$

$$= \frac{1}{2} \sum_{1 \leq i \neq j \leq N} \ln |q^{h_j} - q^{h_i}| - \sum_{i=1}^{N} (i - 1)h_i \ln q \hspace{1cm} (B.5)$$

and

$$\sum_{i=1}^{N} \ln[h_i!] = \sum_{i=1}^{N} h_i \sum_{j=1}^{N} \ln[j] = \sum_{i=1}^{N} h_i \sum_{j=1}^{N} \ln(1 - q^j). \hspace{1cm} (B.6)$$
Using (B.5) and (B.6) in the expression of the partition function, we end up with

\[ Z_q \approx \sum_{k=1}^{\infty} \sum_{\lambda_k} \exp \left[ k \ln t (1 - q) + k \ln k - k + \sum_{1 \leq i \neq j \leq N} \frac{1}{2} \ln |h_i - h_j| - \sum_{i=1}^{N} (h_i \ln h_i - h_i) \right. 
\begin{align*}
+ & \sum_{1 \leq i \neq j \leq N} \frac{1}{2} \ln |q^{h_i} - q^{h_j}| - \sum_{i=1}^{N} \sum_{j=1}^{N} \ln(1 - q^{h_i}) \exp \left[ \frac{\ln q}{6} N(N - 1)(N - 2) \right].
\end{align*}
\]

(B.7)

**Appendix C. Calculation of automodel density for the second class à la Strahov**

Here, we give details of derivation for the solution of (4.6). The first term in the kernel, namely \( \coth \frac{\lambda(h - h')}{2} \) has a series representation of the form

\[ \coth \frac{\lambda(h - h')}{2} = \frac{2}{\lambda(h - h')} + 2 \sum_{k=1}^{\infty} \frac{B_{2k} \lambda^{2k-1}}{(2k)!} (h - h')^{2k-1}, \]

(C.1)

clearly demonstrating that there is a singularity in the first term above as \( h' \to h \). However, the second term is well behaved for any real \( h' \). Motivated by this observation, we define the function

\[ G(h) \equiv \int_{a}^{b} dh' \; \tilde{u}(h') \left[ \text{coth} \frac{\lambda(h - h')}{2} - \frac{2}{\lambda(h - h')} \right]. \]

(C.2)

Note that in the above definition, the integral kernel has been precisely defined so as to remove any singularities. Further, since we are looking for \( \tilde{u}(h) \) that are analytic within its region of support, it is expected that the function \( G(h) \) as defined above will be “well-behaved”. This motivates us to make the assumption that under complexification, the function will be analytic in the annulus where \( a < |h| < b \). One can easily see that asymptotically,

\[ G(h) \xrightarrow{h \to \infty} 1 - \frac{2}{\lambda h} - \frac{2}{\lambda h^2} \left( k' + \frac{1}{2} \right) + O \left( \frac{1}{h^3} \right). \]

(C.3)

Note that without knowing the function \( \tilde{u}(h) \) we cannot write an expression for \( G(h) \). However, plugging in (C.1) in (B.6), we get,

\[ \int_{a}^{b} dh' \; \tilde{u}(h') \left[ \frac{1}{h - h'} + \frac{1}{2} \sum_{k=1}^{\infty} \frac{B_{2k} \lambda^{2k}}{(2k)!} (h - h')^{2k-1} \right] = \frac{\lambda}{4} (1 - a) + \frac{1}{2} \ln \left( 1 - e^{-\lambda(h-a)} \right) + \frac{1}{\xi} \ln \frac{h - a}{1 - h - a}. \]

(C.4)

The second term appearing on the LHS of the above equation can be represented as follows:

\[ \frac{1}{2} \sum_{k=1}^{\infty} \frac{B_{2k} \lambda^{2k}}{(2k)!} \int_{a}^{b} dh' \; \tilde{u}(h')(h - h')^{2k-1} = \frac{1}{2} \sum_{k=1}^{\infty} \frac{B_{2k} \lambda^{2k}}{(2k)!} \int_{a}^{b} dh' \; \tilde{u}(h')(h - h')^{2k-1} \]

\[ = \frac{1}{2} \sum_{k=1}^{\infty} \frac{B_{2k} \lambda^{2k}}{(2k)!} \sum_{n=0}^{k-1} \binom{2k-1}{n} b_{2k-n-1} (h-a)^n. \]

(C.5)
where
\[ h_n \equiv \int_0^{b-a} \tilde{u}(h' + a)h'^n dh'. \] (C.6)

In writing the final line in (C.5), we first made the substitution \( h' \to h' - a \) followed by a binomial expansion which brings in a second sum running from 0 to \( 2k - 1 \). We perform these operations simply for computational convenience later. Note that the quantity \( h_n \) appearing in (C.6) are something that we will henceforth refer to as translated moments, are actually different from the moments of the solution \( \tilde{u}(h) \).

Finally, the integral equation we require to solve takes the form
\[
\int_a^b \frac{dh'}{h-h'} \tilde{u}(h') = \ln \frac{h-a}{\xi} + \frac{\lambda}{4} (1-a) + \frac{1}{2} \ln \frac{1 - e^{-\lambda(h-a)}}{\lambda(h-a)}
- \frac{1}{2} \sum_{k=1}^{\infty} \frac{B_{2k} \lambda^{2k}}{(2k)!} \sum_{n=0}^{2k-1} \binom{2k-1}{n} h_{2k-n-1} (h-a)^n.
\] (C.7)

The resolvent corresponding to the above integral equation is given by
\[
H(h) = \ln \frac{h}{h-a} - \sqrt{(h-a)(h-b)} \int_C \frac{ds}{2\pi i} \frac{\ln \frac{s-a}{\xi}}{(s-h)\sqrt{(s-a)(s-b)}}
- \sqrt{(h-a)(h-b)} \int_C \frac{ds}{2\pi i} \frac{\frac{1}{2} 1-a}{(s-h)\sqrt{(s-a)(s-b)}}
- \sqrt{(h-a)(h-b)} \int_C \frac{ds}{2\pi i} \frac{\frac{1}{2} \ln \frac{1-e^{-\lambda(s-a)}}{\lambda(s-a)}}{(s-h)\sqrt{(s-a)(s-b)}}
- \sqrt{(h-a)(h-b)} \int_C \frac{ds}{2\pi i} \frac{1}{2} \sum_{k=1}^{\infty} \frac{B_{2k} \lambda^{2k}}{(2k)!} \sum_{n=0}^{2k-1} \binom{2k-1}{n} h_{2k-n-1} (s-a)^n
\] (C.8)

where the contour \( C \) encloses the branch cut in the interval \([a, b]\) on the real axis (as depicted below).

Figure C.6: The contour \( C \) over which the resolvent (C.8) is defined encloses the branch cut over the real interval \([a, b]\). Contour \( C \) is composed of four smaller components, namely \( \gamma_+ \cup \gamma_- \cup C_a \cup C_b \).
The integral appearing in the first line above in (C.8), is in fact identical to the GWW solution and was evaluated in [6]. Thus, using the result from [6], the resolvent simplifies to

\[ H(h) = \ln \frac{\hbar}{\xi} + \ln \frac{\sqrt{b} - \sqrt{a}}{\sqrt{b} + \sqrt{a}} + \ln \frac{h + \sqrt{ab} - \sqrt{(h-a)(h-b)}}{h - \sqrt{ab} + \sqrt{(h-a)(h-b)}} + H_{\text{const}}(h) + H_\lambda(h) + H_{\text{series}}(h) \]  

(C.9)

where the terms \( H_{\text{const}}(h), H_\lambda(h) \) and \( H_{\text{series}}(h) \) each correspond to the second, third and fourth line appearing in (C.8).

Unlike the method employed in [6], we will not be blowing up the contour and extending to infinity in order to evaluate \( H_{\text{const}}(h), H_\lambda(h) \) and \( H_{\text{series}}(h) \) but rather compute it directly through an appropriate choice of parametrization of the integration variable \( s \). See Appendix C.1 for details of the computation. After evaluating all the contour integrals, the final expression of resolvent is given by

\[ H(h) = \ln \frac{\hbar}{\xi} + \ln \frac{\sqrt{b} - \sqrt{a}}{\sqrt{b} + \sqrt{a}} + \ln \frac{h + \sqrt{ab} - \sqrt{(h-a)(h-b)}}{h - \sqrt{ab} + \sqrt{(h-a)(h-b)}} + \frac{\lambda}{4}(1-a) + \sum_{k=1}^{\infty} A_k^{(1)} \sqrt{\frac{(h-a)}{(h-b)}} \]

\[ + \sum_{k=1}^{\infty} A_k^{(2)} \sum_{n=1}^{2k-1} \frac{2F_1(1, \frac{1}{2} + k, 2 + k, \frac{a-b}{a-h})}{\sqrt{(h-a)(h-b)}} + \sum_{k=1}^{\infty} A_{k,n}^{(1)} \frac{2F_1(1, \frac{1}{2} + n, 2 + n, \frac{a-b}{a-h})}{\sqrt{(h-a)(h-b)}}. \]

(C.10)

where

\[ A_k^{(1)} = \frac{1}{4\sqrt{\pi}} \frac{\lambda^k B_k (b-a)^k \Gamma(k + \frac{1}{2})}{k! \Gamma(k + 1)} \]

\[ A_k^{(2)} = -\frac{1}{4\sqrt{\pi}} \frac{\lambda^k B_k (b-a)^{k+1} \Gamma(k + \frac{1}{2})}{k! \Gamma(k + 1)} \]

\[ A_{k,n}^{(1)} = -\frac{1}{4\sqrt{\pi}} \frac{\lambda^{2k} B_{2k} (k-1) \Gamma(n+1)}{2k! \Gamma(n+1)} \]

\[ A_{k,n}^{(2)} = \frac{1}{4\sqrt{\pi}} \frac{\lambda^{2k} B_{2k} (k-1) \Gamma(n+1)}{2k! \Gamma(n+1)} \]  

(C.11)

**Appendix C.1. Computing \( H_{\text{const}}(h), H_\lambda(h) \) and \( H_{\text{series}}(h) \)**

In order to perform the contour integrals in (C.8), one needs to reparametrize the integration variable \( s \) as \( s = a + xe^{i\alpha} \) along \( \gamma_+ \) and \( s = a + xe^{i(2\pi - \epsilon)} \) along \( \gamma_- \). It can be further demonstrated that the contribution to this integral coming from the parts \( C_a \) and \( C_b \) i.e., two infinitesimal circles centered around \( a \) and \( b \) vanishes in the limit when the radii of the circles are taken to zero.

Carrying out the above procedure, we get

\[ H_{\text{const}}(h) = -\sqrt{(h-a)(h-b)} \int_C \frac{ds}{2\pi i (s-h) \sqrt{(s-a)(s-b)}} \frac{\lambda}{4}(1-a) = \frac{\lambda}{4}(1-a). \]

(C.12)
For the next term, we get,

\[
H_\lambda(h) = -\frac{\sqrt{(h-a)(h-b)}}{2} \int_C \frac{ds}{2\pi i} \frac{1}{(s-h)\sqrt{(s-a)(s-b)}} \int_0^{b-a} dx \frac{x^k}{(x+a-h)\sqrt{x(b-a-x)}}
\]

(C.13)

In writing the above line, we have used the expansion

\[
\ln \frac{1-e^{-\lambda(s-a)}}{\lambda(s-a)} = \sum_{n=1}^{\infty} \frac{\lambda^n B_n}{(n)(n)!} (s-a)^n.
\]

(C.14)

Simplifying the above integrals, we get eventually

\[
H_\lambda(h) = -\frac{\sqrt{(h-a)(h-b)}}{2\pi} \sum_{k=1}^{\infty} \frac{\lambda^k B_k}{(k)(k)!} \int_0^{b-a} dx \frac{x^k}{(x+a-h)\sqrt{x(b-a-x)}}
\]

(C.15)

A similar exercise on \(H_{series}(h)\) yields:

\[
H_{series}(h) = -\frac{\sqrt{(h-a)(h-b)}}{2} \int_C \frac{ds}{2\pi i} \frac{1}{(s-h)\sqrt{(s-a)(s-b)}} \sum_{k=1}^{\infty} \frac{B_{2k}\lambda^{2k}}{(2k)!} \sum_{n=0}^{2k-1} \left(\begin{array}{c} 2k-1 \\ n \end{array}\right) \beta_{2k-n-1}(s-a)^n \times \int_0^{b-a} dx \frac{x^k}{(x+a-h)\sqrt{x(b-a-x)}}
\]

(C.16)

\[
H_{series}(h) = -\frac{\sqrt{(h-a)(h-b)}}{2} \int_C \frac{ds}{2\pi i} \frac{1}{(s-h)\sqrt{(s-a)(s-b)}} \sum_{k=1}^{\infty} \frac{B_{2k}\lambda^{2k}}{(2k)!} \sum_{n=0}^{2k-1} \left(\begin{array}{c} 2k-1 \\ n \end{array}\right) \beta_{2k-n-1}(s-a)^n \times \Gamma\left(n+\frac{1}{2}\right) \left[\frac{2}{\Gamma(n+1)} - \frac{a-b}{a-h} \cdot _2F_1\left[1, n+\frac{1}{2}; n+2; \frac{a-b}{a-h}\right]\right].
\]

Appendix D. Droplet quantisation

The droplet picture, discussed in section 3.3, has no dynamics. Different large \(N\) phases, obtained by solving the saddle point equation, are possible minimum free energy configurations of the model. Hence the corresponding droplets are static - the shapes are not changing.
with time. To incorporate dynamics into the picture, we follow an ad-hoc way: identify the large $N$ droplets with Thomas-Fermi distribution at zero temperature and obtain the single particle Hamiltonian by comparing the two. In this way it is possible to incorporate time in our system.

Comparing the phase space distribution function (3.35) with Thomas-Fermi distribution function, we get

$$\eta(h, \theta) = \frac{h^2}{2} - S(\theta)h + \frac{g(\theta)}{2} + \mu, \quad \text{where} \quad g(\theta) = h_+(\theta)h_-(\theta). \tag{D.1}$$

The above Hamiltonian is not in diagonal form. Defining a new variable

$$\tilde{h} = h - S(\theta), \tag{D.2}$$

the single particle Hamiltonian density is given by

$$\eta(\tilde{h}, \theta) = \frac{\tilde{h}^2}{2} - \frac{\pi^2}{2} \rho^2(\theta)^2 \tag{D.3}$$

and the droplet boundary is given by

$$\tilde{h}_\pm(\theta) = \pm \pi \rho(\theta). \tag{D.4}$$

The phase space Hamiltonian can be calculated by integrating (D.3) over $\tilde{h}$ from $\tilde{h}_-(\theta)$ to $\tilde{h}_+(\theta)$ and is given by

$$H_h = \frac{1}{3 \pi \hbar} \int d\theta \pi^3 \rho(\theta)^3 \tag{D.5}$$

where $\hbar = 1/N$ is the minimum accessible area in phase space. The phase space boundary is doubly degenerate, i.e. for a given $\theta$ there are two boundaries, $\tilde{h}_\pm$ corresponding to two signs on the right hand side of (D.4). Hence, we write the Hamiltonian (D.5) over the two segments of droplets [25]

$$H_h = \frac{1}{6 \pi \hbar} \left[ \int d\theta \tilde{h}_+^3(t, \theta) - \int d\theta \tilde{h}_-^3(t, \theta) \right]. \tag{D.6}$$

From the single particle Hamiltonian (D.3), we find that the equations of motion satisfied by the droplet boundaries are given by\(^3\)

$$\dot{\tilde{h}}_\pm(t, \theta) = \tilde{h}_\pm(t, \theta) \tilde{h}'_\pm(t, \theta) \tag{D.8}$$

\(^3\)Equations of motion from (D.3) are given by

$$\dot{h}(t) = -\frac{\partial \eta}{\partial \theta} = \pi^2 \rho(\theta)\rho'(\theta), \quad \dot{\theta}(t) = \frac{\partial \eta}{\partial \tilde{h}} = h(t) \tag{D.7}$$

Substituting the boundary relations (D.4) in these equations, one finds (D.8).
where the dot and prime denote derivative with respect to $t$ and $\theta$ respectively.

In order to quantise the droplets, we find a simplectic form such that the Hamilton’s equation
\[
\dot{\bar{h}}_{\pm}(t, \theta) = \{\bar{h}_{\pm}(t, \theta), H_{\bar{h}}\} \tag{D.9}
\]
would coincide with \[25, 26\]. To achieve this, we introduce Poisson brackets between \(\bar{h}_{\pm}(t, \theta)\) and \(\bar{h}_{\pm}(t, \theta')\)
\[
\{\bar{h}_{\pm}(t, \theta), \bar{h}_{\pm}(t, \theta')\} = \pm \pi \hbar \delta'(\theta - \theta') \quad \text{and} \quad \{\bar{h}_{\pm}(t, \theta), \bar{h}_{\pm}(t, \theta')\} = 0. \tag{D.10}
\]

It is easy to check that using these Poisson brackets, equation (D.9) boils down to (D.8).

The circular droplet (\(\rho(\theta) = \frac{1}{2\pi}\)) corresponds to \(\bar{h}_{\pm}(t, \theta) = \pm \frac{1}{2}\) and satisfy the classical equations of motion (D.8). We consider quantum fluctuations about this classical circular droplet
\[
\bar{h}_{\pm}(t, \theta) = \pm \frac{1}{2} + \hbar \tilde{h}_{\pm}(t, \theta). \tag{D.11}
\]

We also assume that the fluctuations preserve the total area of the droplet. This implies
\[
\int_{-\pi}^{\pi} d\theta (\tilde{h}_{+}(t, \theta) - \tilde{h}_{-}(t, \theta)) = 0. \tag{D.12}
\]

To quantise the above classical system, we promote the Poisson brackets (D.10) to commutation relations
\[
\left[\tilde{h}_{\pm}(t, \theta), \tilde{h}_{\pm}(t, \theta')\right] = \pm \pi i \delta'(\theta - \theta') \quad \text{and} \quad \left[\tilde{h}_{\pm}(t, \theta), \tilde{h}_{\pm}(t, \theta')\right] = 0. \tag{D.13}
\]

We decompose \(\tilde{h}_{\pm}(t, \theta)\) into Fourier modes
\[
\tilde{h}_{\pm}(t, \theta) = \sum_{n=\pm\infty} a_{-n}(t)e^{in\theta}, \quad \text{and} \quad \tilde{h}_{\pm}(t, \theta) = -\sum_{n=\pm\infty} b_{n}(t)e^{in\theta}. \tag{D.14}
\]

From the constraint equation (D.12), we see that the zero-modes \(a_0\) and \(b_0\) are equal up to a sign
\[
a_0 = -b_0 = \pi_0. \tag{D.15}
\]

It follows from equation (D.13) that the Fourier modes \(a_n\) and \(b_n\) satisfy a \(U(1)\) Kac-Moody algebra
\[
[a_m(t), a_n(t)] = \frac{1}{2}m \delta_{m+n}, \quad [b_m(t), b_n(t)] = \frac{1}{2}m \delta_{m+n}, \quad \text{and} \quad [a_m(t), b_n(t)] = 0. \tag{D.16}
\]

Since \(\tilde{h}_{\pm}(t, \theta)\) are real, we have \(a_{-n} = a_n^*\) and \(b_{-n} = b_n^*\). The Hamiltonian (D.6) in terms of these modes is given by (up to over all constant factors)
\[
\tilde{H} = H_+ + H_-. \tag{D.17}
\]
where
\[ H_+ = \frac{\hbar}{2} a_0^2 + \frac{\hbar^2}{3} a_0^3 - \frac{\hbar^2}{24} a_0 + \hbar(1 + 2\hbar a_0) \sum_{n>0} a_n^{\dagger} a_n \]
\[ + \frac{\hbar^2}{m,n>0} \left( a_{m+n} a_m a_n + h.c. \right) \]
and \( H_- \) has a similar expression in terms of modes \( b_n \)'s.

Since \( \pi_0 \) commutes with all the \( a_n, b_n \) and hence with \( \tilde{H} \), application of \( a_n \)s and \( b_n \)s cannot change the eigenvalue of \( \pi_0 \). Therefore, the Hilbert space is constructed upon a one parameter family of vacua \( |s,s\rangle \equiv |s\rangle \), where
\[ a_n |s\rangle = 0, \quad b_n |s\rangle = 0 \quad \text{for} \quad n > 0 \]
and \[ a_0 |s\rangle = -b_0 |s\rangle = \pi_0 |s\rangle = s |s\rangle. \]

Starting with the primary \( |s\rangle \) we can now construct a Hilbert space \( \mathcal{H} \) which is an \( s \) charged module. Let us denote by \( \mathcal{H}_+ \) and \( \mathcal{H}_- \) as Hilbert spaces associated with \( a \) and \( b \) sectors respectively. The commutativity of \( a \) and \( b \) operators implies that the full Hilbert space is factorizable into \( \mathcal{H}_+ \) and \( \mathcal{H}_- \) i.e. \( \mathcal{H} = \mathcal{H}_+ \otimes \mathcal{H}_- \).

A generic excited state in \( \mathcal{H} \) is given by
\[ |\vec{k}, \vec{l}\rangle = \prod_{n,m=1}^{\infty} (a_n^{\dagger})^{k_n} (b_m^{\dagger})^{l_m} |s\rangle. \]

The vectors \( \vec{k} \) and \( \vec{l} \) correspond to excitations in the upper and lower Fermi surfaces. Since \( a_n \) and \( b_n \) commute, a generic excitation \( |\vec{k}, \vec{l}\rangle \in \mathcal{H} \) can be written as a direct product of states belonging to the two sectors i.e. \( |\vec{k}, \vec{l}\rangle = |\vec{k}\rangle \otimes |\vec{l}\rangle \).

The excited states in \( \mathcal{H}_+ \) are orthogonal with the normalization
\[ \langle \vec{k}' | \vec{k} \rangle = z_{\vec{k}} \delta_{\vec{k}\vec{k}'} \quad \text{where} \quad z_{\vec{k}} = \prod_j k_j! \left( \frac{j}{2} \right)^{k_j} \]
and has \( \pi_0 \) eigenvalue \( s \). They also satisfy the completeness relation
\[ \sum_{\vec{k}} \frac{1}{z_{\vec{k}}^2} |\vec{k}\rangle \langle \vec{k} | = 1_{\mathcal{H}_+} \]
and hence form a basis in \( \mathcal{H}_+ \). The particle like excited states \( |\vec{k}\rangle \) in either sectors are eigenstates of the free Hamiltonian of the corresponding sectors
\[ H_{\text{free}}^\pm |\vec{k}\rangle = \hbar(1 \pm 2s\hbar) \left( \sum_{n=1}^{\infty} n k_n \right) |\vec{k}\rangle, \]
but not an eigenstate of the full Hamiltonian. The interaction Hamiltonian is such that its action on an excited state doesn’t change the level of the state. Explicitly stated, the interaction Hamiltonian takes a state $|\vec{k}\rangle$ to $|\vec{k}'\rangle$ satisfying $\sum_n n k_n = \sum_n n k'_n$. The expectation value of $\bar{h}_+(t, \theta)$ operator in $|\vec{k}\rangle$ state is $(1/2 + \hbar s)$. The quantum dispersion, $\Delta \bar{h}_+$ in $|\vec{k}\rangle$ state is $O(\hbar)$ and hence a generic $|\vec{k}\rangle$ state can be interpreted as quantum fluctuations over the ground state.

A generic coherent state in $H_+$ can be defined as

$$|\tau_+\rangle = \exp \left( \sum_{n=1}^{\infty} \frac{2\tau^+_n a_n^\dagger}{n\hbar} \right) |s\rangle.$$  \hspace{1cm} (D.24)

The state $|\tau_+\rangle$ is not normalised. The normalization is given by

$$\langle \tau_+^a | \tau_+^b \rangle = \exp \left( \sum_n \frac{4\tau^+_n \tau^+_n}{n\hbar^2} \right).$$  \hspace{1cm} (D.25)

The coherent state $|\tau_+\rangle$ is an eigenstate of $a_n$ ($\forall n > 0$) with eigenvalue $\tau^+_n/\hbar$. A coherent state $|\tau_+\rangle$ can be expanded in $|\vec{k}\rangle$ basis in the following way

$$|\tau_+\rangle = \sum_{\vec{k}} \frac{\tau^+_k}{z^k_k} |\vec{k}\rangle,$$

where

$$\tau^+_k = \prod_m \left( \frac{\tau^+_m}{\hbar} \right)^{k_m}.$$  \hspace{1cm} (D.26)

The expectation value of $\bar{h}_+$ in a coherent state $|\tau_+\rangle$ is given by

$$\omega_{\tau_+}(z) = \frac{\langle \tau_+ | \bar{h}_+(z) | \tau_+ \rangle}{\langle \tau_+ | \tau_+ \rangle} = \frac{1}{2\pi} + \frac{s\hbar}{\pi} + \frac{1}{\pi} \sum_{n>0} \tau^+_n \left( z^n + \frac{1}{z^n} \right).$$  \hspace{1cm} (D.27)

Value of $\omega_{\tau_+}(z)$ on a unit circle ($|z|=1$) in the complex $z$ plane is given by

$$\omega_{\tau_+}(\theta) \equiv \omega_{\tau_+}(z = e^{i\theta}) = \frac{1}{2\pi} + \frac{s\hbar}{\pi} + \tilde{\omega}_{\tau_+}(\theta)$$

where

$$\tilde{\omega}_{\tau_+}(\theta) = \frac{2}{\pi} \sum_{n>0} \tau^+_n \cos n\theta.$$  \hspace{1cm} (D.28)

Since the quantum dispersion of $\bar{h}_+$ in a coherent state is zero, we call such states classical.
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