Ordering dynamics of self-propelled particles in an inhomogeneous medium
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Abstract – Ordering dynamics of self-propelled particles in an inhomogeneous medium in two dimensions is studied. We write coarse-grained hydrodynamic equations of motion for density and polarisation fields in the presence of an external random disorder field, which is quenched in time. The strength of inhomogeneity is tuned from zero disorder (clean system) to large disorder. In the clean system, the polarisation field grows algebraically as \( L_P \sim t^{0.5} \). The density field does not show clean power-law growth; however, it follows \( L_\rho \sim t^{0.8} \) approximately. In the inhomogeneous system, we find a disorder-dependent growth. For both the density and the polarisation, growth slows down with increasing strength of disorder. The polarisation shows a disorder-dependent power-law growth \( L_P(t, \Delta) \sim t^{1/\bar{z}_P(\Delta)} \) for intermediate times. At late times, there is a crossover to logarithmic growth \( L_P(t, \Delta) \sim (\ln t)^{1/\varphi} \), where \( \varphi \) is a disorder-independent exponent. Two-point correlation functions for the polarisation show dynamical scaling, but the density does not.

Collective behaviour of self-propelled particles (SPPs) is observed in a wide variety of systems ranging from micron scales (as in a bacterial colony) to scales of the order of a few kilometers, e.g., animal herds, bird flocks, etc. [1–10]. Since the seminal work by Vicsek et al. [11], collective behaviours of SPPs on homogeneous substrates have been extensively studied [12–17]. In these studies, the authors characterise different varieties of orientationally ordered steady states in these systems. Recently, work has begun to study the effect of different kinds of inhomogeneity on the steady states of a collection of SPPs [18,19], as inhomogeneity is an inevitable fact of most natural systems.

The study of SPPs is complicated by the fact that the system settles into a non-equilibrium steady state (NESS). There have been very few studies [16] of the coarsening kinetics from a homogeneous initial state to this asymptotic NESS, though this is of great experimental interest. Previous studies of coarsening or domain growth have primarily focused upon systems approaching an equilibrium state [20,21]. The ordering dynamics of an assembly of SPPs, both in clean and inhomogeneous environments, is important to understand growth processes in many natural and granular systems. This is the problem we address in the present paper.

The SPPs are defined by their position and orientation (direction of velocity). Each particle moves along its orientation with a constant speed \( v_0 \) and tries to align with its neighbours. In addition to this, we introduce an inhomogeneous random field \( h \) of fixed strength \( \Delta \) and random orientation, but quenched in time. This random field locally aligns the orientation field along a preferred (but random) direction. Such a field may arise from physical inhomogeneities in the substrate, e.g., pinning sites, impurities, obstacles, channels. The random field we introduce here is analogous to the random field in equilibrium spin systems [22,23]. We write the coarse-grained equations of motion for hydrodynamic variables: density and polarisation. We numerically solve these coupled nonlinear equations for different strengths of disorder. Starting from a random isotropic state, we observe coarsening of the density and the polarisation fields. Our primary focus in this study...
study is the scaling behaviour and growth laws [21] which characterise the emergence of the asymptotic NESS from the disordered state.

Before proceeding, we should stress that there does not as yet exist a clear understanding of the nature of the NESS in the case with substrate inhomogeneity. This problem definitely requires further study. Nevertheless, it is both useful and relevant to study the coarsening kinetics, even without a clear knowledge of the asymptotic state [21]. As a matter of fact, a proper understanding of coarsening kinetics in the inhomogeneous system might also provide valuable information about the corresponding NESS.

In the absence of any inhomogeneity, i.e., in a clean system, the polarisation field grows algebraically with exponent 0.5, while the density grows with an exponent close to 0.8. However, the presence of inhomogeneities slows down the growth rate of the hydrodynamic fields in a complicated manner. For intermediate times, domains of the polarisation field follow a power-law growth with a disorder-dependent exponent. At late times, the polarisation field shows a crossover to logarithmic growth, and the logarithmic growth exponent does not depend on the disorder. For large disorder strength, the local polarisation remains pinned in the direction of the quenched random field. However, for the density field, we could not find corresponding unambiguous growth laws.

Let us first discuss our model. We consider a collection of SPPs of length $l$, moving on a two-dimensional substrate of friction coefficient $\chi$. Each particle is driven by an internal force $F$ acting along the long axis of the particle. The ratio of the force $F$ to the friction coefficient gives a constant self-propulsion speed $v_0 = F/\chi$ to each particle. On time scales large compared to the interaction time, and length scales much larger than the particle size, the dynamics of the system is governed by two hydrodynamic fields: density (which is conserved) and polarisation vector (which is a broken-symmetry variable in the ordered state). The ordered state is also a moving state with mean velocity $v_0 \mathbf{P}$. The dynamics of the system is characterised by the coupled equation of motion for the density and the polarisation vector. The coarse-grained density equation is

$$\frac{\partial \rho}{\partial t} = -v_0 \nabla \cdot (\mathbf{P} \rho) + D_\rho \nabla^2 \rho. \tag{1}$$

The corresponding polarisation equation is

$$\frac{\partial \mathbf{P}}{\partial t} = [a_1(\rho) - a_2 \rho \mathbf{P}] \mathbf{P} - \frac{v_0}{2 \rho} \nabla \rho + \lambda_1 (\mathbf{P} \cdot \nabla) \mathbf{P} + \lambda_2 \nabla (|\mathbf{P}|^2) + \lambda_3 \mathbf{P} (\nabla \cdot \mathbf{P}) + K \nabla^2 \mathbf{P} + \mathbf{h}. \tag{2}$$

The hydrodynamic equations (1) and (2) are of the same form as that proposed on a phenomenological basis by Toner and Tu [12] to describe the physics of a collection of SPPs. Next we discuss the details of different terms in the above two equations.

In eq. (1), $D_\rho$ represents diffusivity in the density field. Since the number of particles is conserved, we can express the r.h.s. of eq. (1) as $-\nabla \cdot \mathbf{J}$, where the current $\mathbf{J}$ consists of terms $\mathbf{J}_D \propto \nabla \rho$ and an active current $\mathbf{J}_A \propto v_0 \mathbf{P}$. The active current arises because of the self-propelled nature of the particles.

The $\alpha$-terms on the r.h.s. of eq. (2) represent the mean-field alignment in the system. For metric distance interaction models, e.g., the Vicsek model, these terms depend on the microscopic model parameters, viz., mean density, noise strength, etc. [24]. We choose $\alpha_1(\rho) = \frac{\rho}{\rho_c} - 1$ and $\alpha_2 = 1$. Then the clean system ($\mathbf{h} = 0$) shows a mean-field transition from an isotropic disordered state with $\mathbf{P} = 0$ for mean density $\rho_0 \leq \rho_c$ to a homogeneous ordered state with $\mathbf{P} = \sqrt{\frac{\alpha_1(\rho_0)}{\alpha_2}}$ for $\rho_0 > \rho_c$. The $\nabla \rho$ term in eq. (2) represents pressure in the system appearing because of density fluctuations. Here, $\mathbf{P}$ plays a dual role in the SPP system. First, it acts like a polarisation vector order parameter of same symmetry as a two-dimensional $XY$ model. Second, $v_0 \mathbf{P}$ is the flock velocity with which the density field is convected. Therefore, we choose the same $v_0$ for the active current term in the density equation and the pressure term in the polarisation equation, because origin of both these terms is the presence of non-zero self-propelled speed. As soon as we turn off $v_0$, the active current turns zero, and the density shows the usual diffusive behaviour. Then we can ignore the density fluctuations as well as the pressure term. However, in general they can be treated as two independent parameters. The $\lambda$ terms are the convective non-linearities, present because of the absence of the Galilean invariance in the system. $K$ represents the diffusivity in the polarisation equation.

To introduce inhomogeneity, i.e., disorder in the system, a random-field term $\mathbf{F}_h = -\mathbf{h} \cdot \mathbf{P}$ is added into the “free energy”. This contributes the term $-\frac{\delta}{\delta \mathbf{P}} = \mathbf{h}$ in the polarisation equation. We should stress that such a term coupled to the polarisation field would not arise in the free energy of an equilibrium fluid, but may be realised in the context of the $XY$ model where the polarisation vector is a spin variable. The random field is modeled as $\mathbf{h}(\mathbf{r}) = \Delta (\cos \psi(\mathbf{r}), \sin \psi(\mathbf{r}))$, where $\Delta$ represents the disorder strength, and $\psi(\mathbf{r})$ is a uniform random angle $\in [0, 2\pi]$. We call the model defined by the hydrodynamic equations (1) and (2) a “random-field active model” (RFAM). This terminology originates from the well-known random-field Ising model (RFIM), which has received great attention in the literature on disordered systems [22, 23]. We are presently studying the phase diagram of the RFAM. However, a clear determination of this is complicated by the presence of long-lived metastable states. Apart from the RFAM, it is also natural to consider a random-bond active model (RBAM), where the average orientation in the microscopic Vicsek model is weighted with “random bonds” for different neighbours. In this letter, we will focus on the RFAM.

For zero self-propelled speed, i.e., $v_0 = 0$, eq. (1) decouples from the polarisation field and contains only the diffusion current. Hereafter, we refer to this as a “zero-SPP
model\(^\text{a}\) (zero-SPPM). In the zero-SPPM, although it contains
convective non-linearities, but coupling to density is only of diffusive type. For \(\Delta = 0\), eqs. (1) and (2) reduce to the continuum equations introduced by Toner and Tu \([12]\), which represent the clean system. While writing
eqs. (1), (2), all lengths are rescaled by the interaction ra-
tude. In doing that all the coeffi-
cients appearing in the hydrodynamic equations of
motion. In our numerical implementation, the first- and
second-order derivatives for an arbitrary function
\(f(r, t)\) are discretized as
\[
\frac{\partial f}{\partial t} = \frac{f(t + \Delta t) - f(t)}{\Delta t},
\]
\[
\frac{\partial f}{\partial x} = \frac{f(x + \Delta x) - f(x - \Delta x)}{2\Delta x},
\]
\[
\frac{\partial^2 f}{\partial x^2} = \frac{f(x + \Delta x) - 2f(x) + f(x - \Delta x)}{(\Delta x)^2},
\]
where \(\Delta t\) and \(\Delta x\) are mesh sizes. While solving the equa-
tions, the field is specified on each grid point. Thus, we
have a field of strength \(\Delta\) and random orientation (which
is quenched in time) at each grid point. The random angle
is chosen from a uniform distribution in the range \([0, 2\pi]\).
Our numerical scheme is convergent and stable for the
chosen grid sizes \(\Delta x = 1.0\) and \(\Delta t = 0.1\).

We treat the parameters as phenomenological, and
choose \(-\lambda_1 = \lambda_2 = \lambda_3 = 0.5, D_\rho = 1, K = 1\) and
\(v_0 = 0.5\). The above values of \(\lambda\)'s are chosen for simplic-
ity. We checked that the homogeneous ordered steady state
in the clean system is stable \([26]\) for the above choice of the
parameters, and that it can become unstable for large \(\lambda\)’s.
We start with a homogeneous isotropic disordered state
with mean density \(\rho_0 = 0.75\) and random polarisation,
and observe ordering dynamics for different strengths of the
random field \(\Delta \in [0, 1]\). We assume the mean-field
critical density \(\rho_c = 0.5\) for the clean system.

We first study the ordering dynamics of the clean sys-
tem, \(\Delta = 0\). In fig. 1(a), we show snapshots of the
orientation (upper panel) \(\theta(r, t) = \tan^{-1}(P_x(r, t)/P_y(r, t))\), and
the density (lower panel) fields at different times. Starting
from an initial isotropic state, high-density domains with
ordered orientation emerge in the system, and the size of
these domains increases with time. In the studies of do-
main growth in far-from-equilibrium systems \([20,21]\), the
standard tool to characterise the evolution of morpholo-
gies is the equal-time correlation function \(C(r, t)\) of the
order-parameter field. We use the same tool for the two
fields \(P(r, t)\) and \(\rho(r, t)\), which are relevant in the present
context. We introduce the two-point correlation functions:
\[
C_P(r, t) = \langle P(r_0, t) \cdot P(r_0 + r, t) \rangle_{r_0},
\]
and
\[
C_\rho(r, t) = \langle \delta \rho(r_0, t) \delta \rho(r_0 + r, t) \rangle_{r_0}.
\]
Here \(\delta \rho\) represents fluctuation in the density from its in-
stantaneous local mean value. Angular brackets denote
spherical averaging (assuming isotropy), plus an average
over space \((r_0)\) and over 10 independent runs.

Fig. 1: (Colour online) Heat map of (upper panel) the orientation \(\theta(r, t) = \tan^{-1}(P_x(r, t)/P_y(r, t))\), and (lower panel) the density. Panel (a)
shows the evolution of the respective fields with time in the clean system \((\Delta = 0)\). Starting with random orientation and uniform
density at \(t = 0\), the system coarsens with time. Panel (b) is drawn for different disorder strengths at the same time \((t = 1000)\).

The size of the ordered domains reduces with increasing strength of disorder.
In fig. 2(a), (b) (insets), we show the correlation functions $C_P$ and $C_\rho$ at different times for $\Delta = 0$. The data shows coarsening for both the fields, since the corresponding correlation functions fall to 0.5. In fig. 2(a), (b), (main panels), we plot the correlation functions $C_P$ and $C_\rho$, respectively, as a function of the scaled distances $r/L_P$ and $r/L_\rho$. We find good scaling collapse for the polarisation, however, not for the density. Similar results are found for other disorder strengths (data not shown). The absence of dynamical scaling for the density correlation is consistent with the absence of the single energy scale [20].

In fig. 3(a), we show the time dependence of these length scales $L_\zeta(t,0)$ where $\zeta \equiv (P, \rho)$. We calculate the growth of the polarisation field for two cases: i) RFAM with self-propelled speed $v_0 = 0.5$ and ii) zero-SPPM with $v_0 = 0$. For the clean system, we find that the characteristic length follows the similar growth law $L_P(t,0) \sim t^{0.5}$ for both the RFAM and the zero-SPPM. The density shows usual diffusive growth for the zero-SPPM (data not shown). Although the data does not show clean power-law for the density, fig. 3(a) shows the growth of the characteristic length as $L_\rho(t,0) \sim t^{0.8}$ for the RFAM in the clean system.

Faster growth of the density field in our study is consistent with the previous study of self-propelled particles [16]. We define the algebraic growth law of the hydrodynamic fields in the clean system as $L_\zeta(t,0) \sim t^{1/\zeta_{eff}(\zeta)}$, where $\zeta_{eff}(\zeta)$ is the effective growth exponent. In fig. 3(b), we show the variation of the effective growth exponent $\zeta_{eff}(\zeta)$ with time on log-linear scale for the two fields in the RFAM. We find $\zeta_{eff}(P) \sim 2$ for almost two decades, and $\zeta_{eff}(\rho) \sim 1.2$, when averaged over intermediate and late times, although it shows large oscillations. These oscillations are not due to poor averaging, but rather to an intrinsic feature of the density growth in active systems. These may arise due to the absence of a single energy scale for the density growth.

Now we study the effect of disorder in the RFAM. In studies of domain growth, it has been found that random-field and random-bond disorder slows down the coarsening [27–32]. This is attributed to the trapping of domain boundaries by sites of quenched disorder [27–29]. As most of the experimental systems contain disorder, here we investigate the effect of random-field disorder on coarsening in the SPPs. In fig. 1(b), we show snapshots of the orientation (upper panel) and the density (lower panel) at time $t = 1000$ for different strength of disorder. We find that domain size decreases with increasing $\Delta$. The effect of inhomogeneity in the system is also inferred from the polarisation two-point correlation function shown in fig. 4 (inset). Consequently, the characteristic lengths $L_{P,\rho}$ decrease with $\Delta$ as shown in figs. 5(a), (b). In fig. 4 (main panel), we plot the two-point correlation function $C_P$ vs. the scaled distance $r/L_P$ for fixed time and different strengths of disorder $\Delta = 0.0, 0.1, 0.2$ and 0.6. We find
good scaling collapse of the correlation functions. This suggests that the morphology of the polarisation field is approximately unaffected by disorder. However, this “super-universality” [33] does not extend to the density field which does not even show simple dynamical scaling.

As stated before for the clean system, $z_{\text{eff}}(P)$ shows a mean value $z_{\text{p}}(\Delta = 0) \approx 2$ for an extended range of time. In the RFAM, there is a preasymptotic regime with an effective exponent $z_{\text{p}}(\Delta)$. As shown in fig. 6(a), $z_{\text{p}}$ increases with $\Delta$. Also the preasymptotic regime decreases with increasing $\Delta$, and disappears for $\Delta > 0.4$. Beyond the mean growth exponent regime, $z_{\text{eff}}(P)(t, \Delta)$ increases sharply with time, which signifies pinning of the interfaces because of large disorder strength [32,34].

For the density field, we find $z_{\text{eff}}(\phi)(t, 0) \sim 1.2$ (not clean power law). As we increase the disorder strength, the effective growth exponent increases, but it does not show a clean power law and fluctuates very much (data not shown). Hereafter, we characterise the growth law in the presence of disorder for the polarisation field only.

In the presence of disorder, we find a deviation from the power-law growth of the polarisation field. To analyse the effect of disorder, we use the method introduced by Corberi et al. [32,34]. They propose the following scaling form for the growth law:

$$L(t, \Delta) \sim t^{1/z_{\text{eff}}} \sim t^{1/\bar{z}} F(\Delta/\bar{z}).$$  

(6)

Here $z_{\text{eff}}(t, \Delta)$ represents the effective growth exponent, and $\phi$ is the crossover exponent. The scaling function $F(x)$ behaves as

$$F(x) \sim \left\{ \begin{array}{ll} \text{const}, & \text{for } x \to 0, \\
\ell^{1/\bar{z} \phi} \ell(x^{-1/\phi}), & \text{for } x \to \infty, \end{array} \right.$$  

(7)

where $x = \Delta/t^{\phi}$. For $\phi < 0$, the scaling form in eq. (6) shows a crossover from the power law $L \sim t^{1/2}$ to an asymptotic behaviour $L \sim \ell(t^{1/\phi})$. We evaluate the effective growth exponent for the polarisation field using the relation $t = L^2 G(L/\lambda)$ where the crossover length scale $\lambda = \Delta^{1/\phi}$, and $G(y) = [F(x)]^{-\phi}$ with $y = L/\lambda$. Then the effective growth exponent is represented as a function of $y$ as

$$z_{\text{eff}}(y) = \frac{\partial \ln \ell}{\partial \ln L} = z + \frac{\partial \ln G(y)}{\partial \ln y}.$$  

(8)

Table 1: Parameters $\bar{z}_P$ and $\lambda_P$ in the RFAM with different $\Delta$ values.

| $\Delta$ | 0  | 0.05 | 0.10 | 0.20 | 0.40 |
|---------|----|------|------|------|------|
| $\bar{z}_P$ | 2.0 | 2.06 | 2.60 | 3.40 | 6.50 |
| $\lambda_P$ | $\infty$ | 20.0 | 14.50 | 8.70 | 4.50 |

In fig. 6(a), we show the time dependence of $z_{\text{eff}}(P)(t, \Delta)$ for $\Delta = 0.05, 0.1, 0.2$ and 0.4. For the clean system, we find that $z_{\text{eff}}(P)$ is close to 2, as shown in fig. 3(b). For non-zero $\Delta$, the plots show $z_{\text{eff}}(P) \gtrsim 2$ for a sufficient range of time. $z_{\text{p}}$ is a disorder-dependent constant. This is followed by a late time regime, where $z_{\text{eff}}(P)$ is time-dependent. This scenario seems to be a common feature of domain growth in disordered systems as shown in ref. [34]. Hence we can write eqs. (6), (7) and (8) by replacing $z \to 2$.

Now we study the dependence of $z_{\text{eff}}$ on $L$. From eq. (8), we can say that $z_{\text{eff}} - \bar{z}$ only depends on $y = L/\lambda$. In fig. 6(b), we plot $z_{\text{eff}}(P) - \bar{z}$ vs. $L_P/\lambda_P$ for various disorder values. We choose different $\lambda_P$-values for different $\Delta$ to ensure the data collapse. The corresponding values of $\lambda_P$ and $\bar{z}$ for different $\Delta$ are listed in table 1. The solid curve in fig. 6(b) is the best-fit to the power-law form

$$z_{\text{eff}} - \bar{z} = \varphi \ln y,$$  

(9)

with $b = 0.193$ and $\varphi = 8.86$. In fig. 6(c), we show the $\Delta$-dependence of $\lambda_P$, which is fitted by $\lambda_P \sim \Delta^{-0.72}$. The negative exponent implies that the disorder is indeed a relevant scaling field. From eq. (9) it is easy to confirm the logarithmic domain growth. The scaling function $G(y)$ can be evaluated by

$$\frac{\partial \ln G(y)}{\partial \ln y} = \varphi \ln y \Rightarrow G(y) \sim \exp \left( \frac{b}{\varphi} \ln y \right).$$  

(10)

Substituting for $G(y)$ in eq. (8) gives the asymptotic logarithmic growth form:

$$L = \frac{L}{\lambda} \sim \left( \frac{\varphi}{b} \ln(t/\lambda^2) \right)^{1/\varphi}.$$  

(11)

The exponent $\varphi$ has important physical significance in domain growth studies as it measures how the trapping barriers scale with domain size. In our RFAM, we find $\varphi = 8.86$.

In summary, we have studied ordering dynamics in a collection of polar self-propelled particles in an inhomogeneous medium. We use a coarse-grained model, where inhomogeneity is introduced as an external disorder field, which is quenched in time and random in space. The strength of disorder is tuned from $\Delta = 0$ to 1.0 and kept fixed during the evolution of the system.

When the system is quenched from a random isotropic state, both the density and the polarisation fields coarsen with time. In the clean system, i.e., $\Delta = 0$, the polarisation field follows the power-law growth $L_P(t) \sim t^{0.5}$, while the density field approximately grows as $L_N(t) \sim t^{0.8}$.
We find that the polarisation shows dynamical scaling, whereas the density does not. This indicates that the approach towards the ordered state for the density field is no longer controlled by a single energy scale associated with the cost of a domain wall.

The presence of disorder slows down the growth rate of the hydrodynamic fields. For intermediate time, domains of the polarisation field follow a power-law growth $L_p(t, \Delta) \sim t^{1/\varphi(\Delta)}$ with a disorder-dependent exponent $\varphi(\Delta)$. At late times, the polarisation field shows a crossover to logarithmic growth $L_p(t, \Delta) \sim (\ln t)^{1/\varphi}$, where the exponent $\varphi$ does not depend on disorder. We find that the logarithmic exponent is $\varphi = 8.86$ for our two-dimensional RFAM. For large $\Delta$, the local polarisation remains pinned in the direction of the quenched random field. However, we could not find an unambiguous growth law for the density field. The scaling function for $C_p(r, t)$ is approximately independent of disorder, showing that the morphology of the polarisation field is relatively unaffected by disorder.

In our present study, we find that the disorder plays an important role in the phase ordering dynamics and scaling in a collection of SPPs. Our study provides novel insights into ordering dynamics in a collection of active polar particles in clean as well as disordered environments. The disorder we introduce in our model is analogous to random fields introduced in the usual spin systems. It would be interesting to study the effects of other kinds of disorder on ordering dynamics in active systems [35–37].
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