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Abstract

Social media services have a growing impact in our society. Individuals often rely on social media to get their news, decide which products to buy or to communicate with their friends. As a consequence of the widespread adoption of social media, a large volume of data on how users behave is created every day and stored into large databases. Learning how to analyze and extract useful knowledge from this data has a number of potential applications. For instance, a deeper understanding on how legitimate users interact with social media services could be explored to design more accurate spam and fraud detection methods.

This PhD research is based on the following hypothesis: data generated by social media users present patterns that can be exploited to improve the effectiveness of tasks such as prediction, forecasting and modeling in the domain of social media. To validate our hypothesis, we focus on designing data mining methods tailored to social media data. The main contributions of this PhD can be divided into three parts. First, we propose Act-M, a mathematical model that describes the timing of users actions. We also show that Act-M can be used to automatically detect bots among social media users based only on the timing (i.e. time-stamp) data. Our second contribution is VnC (Vote-and-Comment), a model that explains how the volume of different types of user interactions evolve over time when a piece of content is submitted to a social media service. In addition to accurately matching real data, VnC is useful, as it can be employed to forecast the number of interactions received by social media content. Finally, our third contribution is the MFS-Map method. MFS-Map automatically provides textual annotations to social media images by efficiently combining visual and metadata features. Our contributions were validated using real data from several social media services. Our experiments show that the Act-M and VnC models provided a more accurate fit to the data than existing models for communication dynamics and information diffusion, respectively. MFS-Map obtained both superior precision and faster speed when compared to other widely employed image annotation methods.

Keywords: Social Media, Data Mining, User Modeling
Resumo

O impacto dos serviços de mídia social em nossa sociedade é crescente. Indivíduos frequentemente utilizam mídias sociais para obter notícias, decidir quais os produtos comprar ou para se comunicar com amigos. Como consequência da adoção generalizada de mídias sociais, um grande volume de dados sobre como os usuários se comportam é gerado diariamente e armazenado em grandes bancos de dados. Aprender a analisar e extrair conhecimentos úteis a partir destes dados tem uma série de potenciais aplicações. Por exemplo, um entendimento mais detalhado sobre como usuários legítimos interagem com serviços de mídia social poderia ser explorado para projetar métodos mais precisos de detecção de spam e fraude.

Esta pesquisa de doutorado baseia-se na seguinte hipótese: dados gerados por usuários de mídia social apresentam padrões que podem ser explorados para melhorar a eficácia de tarefas como previsão e modelagem no domínio das mídias sociais. Para validar esta hipótese, foram projetados métodos de mineração de dados adaptados aos dados de mídia social. As principais contribuições desta pesquisa de doutorado podem ser divididas em três partes. Primeiro, foi desenvolvido o Act-M, um modelo matemático que descreve o tempo das ações dos usuários. O autor demonstrou que o Act-M pode ser usado para detectar automaticamente bots entre usuários de mídia social com base apenas nos dados de tempo. A segunda contribuição desta tese é o VnC (Vote-and-Comment), um modelo que explica como o volume de diferentes tipos de interações de usuário evolui ao longo do tempo quando um conteúdo é submetido a um serviço de mídia social. Além de descrever precisamente os dados reais, o VnC é útil, pois pode ser empregado para prever o número de interações recebidas por determinado conteúdo de mídia social. Por fim, nossa terceira contribuição é o método MFS-Map. O MFS-Map fornece automaticamente anotações textuais para imagens de mídias sociais, combinando eficientemente características visuais e de metadados das imagens. As contribuições deste doutorado foram validadas utilizando dados reais de diversos serviços de mídia social. Os experimentos mostraram que os modelos Act-M e VnC forneceram um ajuste mais preciso aos dados quando comparados, respectivamente, a modelos existentes para dinâmica de comunicação e difusão de informação. O MFS-Map obteve precisão superior e tempo de execução reduzido quando comparado com outros métodos amplamente utilizados para anotação de imagens.

Palavras-chave: Mídia Social, Mineração de Dados, Modelagem de Usuários
# List of Symbols

## General

| Symbol | Description |
|--------|-------------|
| $P(A)$ | Probability of an event $A$. |
| $f(x)$ | Probability density function (PDF). |
| $F(x)$ | Cumulative distribution function (CDF). |
| $\mathcal{X}$ | Training set. |
| $c_{FP}$ | False Positive error cost. |
| $c_{FN}$ | False Negative error cost. |
| $U$ | Social media user. |

## Communication Dynamics

| Symbol | Description |
|--------|-------------|
| $T = \{t_1, t_2, \cdots \}$ | Sequence of time-stamps. |
| $\Delta$ | Inter-arrival time (IAT). |
| $\Delta = \{\Delta_1, \Delta_2, \cdots \}$ | Sequence of inter-arrival times. |
| $\Delta_U = \{\Delta_1, \Delta_2, \cdots \}$ | Sequence of IAT from the social media user $U$. |
| $\hat{\Delta} = \{\Delta_1, \Delta_2, \cdots \}$ | Synthetic sequence of inter-arrival times |
| $\theta$ | Set of model parameters. |
| $\rho$ | SCorr correlation parameter. |
| $\lambda_o$ | SCorr base rate parameter. |
| $\delta$ | State duration of the Act-M model. |
| $p_a$ | Probability of entering the active state (Act-M). |
| $p_r$ | Probability of entering the rest state (Act-M). |
| $\lambda_A, \rho_A$ | SCorr parameters for the active state. |
| $\lambda_R, \rho_R$ | SCorr parameters for the rest state. |
| $t_{\text{wake}}$ | Act-M wake-up time. |
| $t_{\text{sleep}}$ | Act-M sleep time. |
$t_{\text{clock}}$: Act-M clock variable.

$r_{\text{sleep}}$: Fraction of day considered sleep time by Act-M.

$D$: Consecutive IAT pair-counting matrix.

**Social Voting**

$v_+(t)$: Number of up-votes received exactly at time $t$.

$v_-(t)$: Number of down-votes received exactly at time $t$.

$c(t)$: Number of comments received exactly at time $t$.

$V_+(t), V_-(t), C(t)$: Up-votes, down-votes and comments accumulated at time $t$.

$\Delta_R$: Reaction time.

$P_{\text{Like}}$: Probability that a user will like a submission.

$P_{\text{React}}$: Probability that a user will react to a submission.

$\xi$: Independent coefficient (VnC).

$\beta$: Cascading coefficient (VnC).

$N$: Population of potential voters (VnC).

$t_s$: Time instant in which a submission is shared (VnC).

**Image Annotation and Association Rules**

$J$: Set of all items that may appear in a database.

$\{j_1, j_2, \cdots \}$: Itemset (a set of items such that $j_i \in J$).

$I$: Image.

$L = \{\ell_1, \ell_2, \cdots \}$: Set of textual tags.

$I = (I, L)$: Social media image tuple (image $I$ and textual tags $L$).

$A = \{a_1, a_2, \cdots \}$: Set of image annotations.

$\varepsilon$: Extraction function

$v = (v_1, v_2, \cdots )$: Feature vector.

$V = \{v_1, v_2, \cdots \}$: Set of feature vectors.
Acronyms

**Act-M** Activity Model (model)

**AIA** Automatic Image Annotation

**API** Application Programming Interface

**CAR** Classification Association Rules

**CDF** Cumulative Distribution Function

**CNPP** Cascading Non-homogeneous Poisson Process

**IAT** Inter Arrival Time

**KDD** Knowledge Discovery in Databases

**MFS-Map** Multi-Feature Space Map

**PDF** Probability Distribution Function

**RMSE** Root-mean-square Error

**SCorr** Self-Correlated Process

**SI** Susceptible-Infected (model)

**TID** Transaction Identifier

**VnC** Vote-and-Comment (model)
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Chapter 1

Introduction

Estimates indicate that in 2016, over 68% of US adults [41] and over 47% of Brazilians [56] are users of at least one social media service. This growing popularity of social media has changed many aspects of our society. For example, among young US adults, TV news consumption is decreasing while a growing part of the population rely on social media feeds to get their news [75]. The advertising industry has also been affected. Since social media services often have detailed information on their users, advertisers can target a specific audience based on age, location and interests. As a result, the money spent on paid advertisement in social media is projected to rise significantly, from $8.5 billion in 2014 to $14 billion in 2018 [6]. Additionally, content submitted to social media has the potential of becoming viral and companies often try explore this when marketing their brands or products. Social media has also played a significant role in the Brazil protests of 2013 and 2016 [13, 85]. Movements often employed social media to recruit participants and increase population mobilization. Social media has also changed the way individuals communicate [111], how companies market their products [1], and even how professionals find their jobs [9, 105].

1.1 Motivation

The pervasiveness of social media has created challenges and opportunities. Undesired activity such as spam and spread of false news can be used by attackers to obtain illegal monetary gain, to deceive users or to damage the reputation of individuals, products or organizations [82, 92]. At the same time, an unprecedented volume of human behavior data is readily available to researchers. Learning how to understand, analyze and extract useful knowledge from all of this data has a number of potential applications. For example, if we were able to understand how legitimate users’ interact with social media services, this knowledge could be used to improve spam and fraud detection methods. Popularity of content in social media services strongly depends on user interaction. For instance, when users share news articles with their Twitter followers, those articles are more likely to attract even more attention. Learning how content attracts these users’ interactions could potentially allow online advertisers to design more effective viral marketing campaigns.

In this PhD research, we aim at answering the following research question: “How can we accurately mine useful information from social media data?” The main challenge towards solving
this problem is that social media data is complex and diverse. The data is complex because objects are often composed of distinct parts, having variable size and are represented by a large number of attributes. For example, an image uploaded to a social media service such as Flickr often has metadata such as title, description and comments. Additionally, when mining information from images, a very large number of numerical features are used to represent visual content, increasing even more the complexity of the data. The data is also diverse because it can be represented by images, time-series, graphs, videos and textual information.

1.2 Problem Statement

As we discussed in the previous section, the main goal of this thesis is to analyze and propose methods to extract useful information from social media services. Due to the complexity and diversity of social media data, in this PhD research, we propose the following thesis:

**Thesis.** *Data from social media services obey patterns that can be explored to design specialized methods for mining the raw data and improve the accuracy of prediction, anomaly detection and forecasting tasks when compared to traditional non-specialized data mining methods.*

In order to support the stated thesis, this PhD research focused on analyzing social media data in order to find useful patterns. The discovered patterns were then used to design data mining and modeling techniques tailored to the domain of social media services. More specifically, we worked on the following research problems:

- **Analyzing the timing of social media users’ actions.** Users interact with social media services in multiple ways. For example, they can send messages, post pictures or watch videos. The timing of all these interactions is often stored by social media services, resulting in large databases of time-stamps. When we aggregate this temporal data by user, we get sequences of time-stamps showing the temporal behavior of individuals. Based on this data, we formulated the following research questions: (i) What patterns can be discovered from the temporal activities of social media users? (ii) Can these patterns be described by a mathematical model? (iii) Is it possible to use this data to detect anomalous behavior?

- **Modeling how the volume of users’ interactions evolves over time.** When a piece of content such as a picture or a video is submitted to a social media service, users can interact with it in a number of ways. For instance, Facebook allows users to click the like button to indicate that they approve or enjoy a picture and to post textual comments to discuss it. The goal of this research problem is to analyze how the volume of these different types of user interactions evolve over time after a piece of content is submitted to a social media service. For example, if a picture receives 2,000 “likes”, how many comments is it expected to receive?

- **Automatically annotating social media images.** Many social media allow users to submit and interact with multimedia content. Due to the volume of the data, allowing users to effectively find relevant content is an important aspect that can improve the usability of social media services. Allowing users to search for images using textual queries such as “find pictures of my family during our trip to the beach in 2014” is a way to address this
challenge. Since many images uploaded to social media services do not have reliable textual metadata, automatic image annotation can be used to enable textual queries. The goal of this research problem is to develop an automatic image annotation method capable of combining both visual and contextual data when annotating images.

1.3 Contributions

This PhD research resulted in three main contributions, each of which addressing one of the previously listed research problems. We summarize the contributions as follows:

1. **The Act-M Model**:
   In order to model the timing of users’ interactions with social media services, we analyzed time-stamp data from Reddit and Twitter users. We show that the distribution of inter-arrival times between interactions is characterized by four patterns: (i) heavy-tails, (ii) periodic-spikes, (iii) correlation between consecutive values and (iv) bimodallity. Based on these observations, we proposed the Act-M model, a model that accurately fits the distribution of inter-arrival times from social media users. Finally, we used Act-M to develop a method that detects if users are bots based only on the timing of their postings.

2. **The MFS-Map Method**:
   MFS-Map is a method that automatically annotates images from social media services. In addition to the visual content, these images have textual metadata. MFS-Map combines the images’ content with their textual metadata to improve annotation accuracy when compared to methods that rely only on visual or textual features. MFS-Map is also efficient, using an algorithm that mines classification rules that represent the relationship between features (both visual and textual) with annotations. In our experiments, we show that MFS-Map can be used to search images from social media services.

3. **The VnC Model**:
   VnC is a mathematical model that describes how the volume of different user interactions evolve over time when a multimedia content is submitted to a social media service. We analyzed data from social voting services, a type of social media service in which users use up-votes to indicate that they approve content and down-votes to indicate disapproval in addition to textual comments. Given a submission, VnC describes: how the number of votes evolves over time; how the difference between up-votes and down-votes evolves over time and how the number of comments grows with respect to the number of votes. We validated VnC using more than 20,000 submissions from three social voting services: Reddit, Imgur and Digg. Compared to existing models for information diffusion, VnC provided a more accurate fit and forecast of the volume of user interactions. We also show that VnC can be used to forecast the number of votes and comments received by a submission. Finally, we used VnC parameters to detect submissions with unusual activity and to cluster different types of content (e.g. pictures and news articles).

1.4 Summary

This chapter summarized the motivations, objectives and main contributions of this PhD work. The remainder of this PhD thesis is organized as follows.
Chapter 2 provides an analysis of the relevant literature and background. In Chapter 3 we analyze time-stamp data describing the timing of user interactions in social media services. Based on our analysis, we propose the Act-M which can be used to detect users’ anomalous behavior. In Chapter 4 we propose the VnC, a mathematical model that describes the coevolution of user interactions in social voting services. Chapter 5 presents the MFS-Map, a method for automatic annotation of images. Finally, in Chapter 6, we present the conclusion and future work.
Chapter 2

Background and Related Work

In this chapter we discuss the background and related work that are relevant to this PhD thesis. We start in Section 2.1 by discussing social media services. Section 2.2.1 summarizes existing efforts to extract knowledge from the timing of users’ interactions in social media. In Section 2.2.2, we provide a review on the problem of analyzing how the popularity of content submitted to social media evolves over time. We discuss the problem of anomaly detection in the context of social media in Section 2.3.1. Finally, in Section 2.4, we present an overview of the task of automatically providing textual annotations to images based on their visual content.

2.1 Social Media Services

Social Media are Internet-based applications that allow the creation and exchange of user generated content [54]. User generated content is diverse, ranging from textual comments, pictures and any other media content created by social media users.

Social media plays an important and growing role in our society. A survey conducted by Pew Research Center [41] between March and April 2016 observed that more than 68% of U.S. adults use at least one social media service. This popularity has changed the way individuals communicate [111], how companies market their products [1], and even how professionals find their jobs [9, 105]. As consequence of this popularity, today we have access to an unprecedented volume of human behavior data generated by the operation of social media services. As a result, understanding how to extract useful information from all of this data has attracted the attention of the research community [84, 104].

Human behavior data obtained from social media can represented by using different data types such as time-series, graphs and textual information. In the remainder of this section, we provide an overview of the modalities of social media data that were analyzed in this dissertation.

2.1.1 Social Voting Time-Series

We define social voting services as a type of social media service that allows users to use votes to curate content. Reddit\(^1\) is an example of a social voting service. Figure 2.1 shows a screenshot of the Reddit front page: it consists of a list of submissions (i.e. links). Left of each link, Reddit

\(^1\)https://www.reddit.com/
2. BACKGROUND AND RELATED WORK

Figure 2.1: Screenshot of the front-page of the social voting service Reddit. Social voting services allow users to curate content by casting up-votes and down-votes as well as posting textual comments. The difference between up-votes and down-votes combined with other factors determine the ranking of a submission.

| Service     | Up-votes | Down-votes | Comments |
|-------------|----------|------------|----------|
| Reddit      | ✓        | ✓          | ✓        |
| Imgur       | ✓        | ✓          | ✓        |
| Digg        | ✓        |            |          |
| Hacker News | ✓        |            | ✓        |
| Slashdot    | ✓        | ✓          |          |

Table 2.1: User interactions in social voting services.

shows an up and down arrow. Users can employ these arrows to cast up-votes and down-votes to express whether they like or not links submitted by other users. The difference between up-votes and down-votes and other factors, such as time since submission, are then used by a ranking algorithm to determine the popularity of a submission. Popular links are displayed on Reddit’s front page where they attract the attention of more users. As a result, the few links that reach the front page attract a significant part of user activity [66]. In addition to voting, social voting services such as Reddit often allow users to post textual comments to discuss submitted content.

Examples of social voting services that have attracted the attention of the scientific community include not only Reddit [61, 38, 103, 101], but also Slashdot [53, 60] and Digg [66, 91, 101]. Table 2.1 summarizes the types of user interactions available to rate and discuss links in different social voting services. Up-votes, down-votes and comments are present in many social voting services. While services such as Reddit, Imgur or Slashdot allow users to up-vote or down-vote a link, other services such as Digg or Hacker News only present the up-vote option.

Many authors have studied social voting services to predict the popularity of a submission.
2.1. Social Media Services

Figure 2.2: The activity of social media users’ generates a sequence of time-stamps. (a) Each black bar corresponds to the time a Twitter user posted a tweet. (b) Histogram of activity level over a weekly interval built using the timing of the tweets. (c) Distribution of the inter-arrival times (IAT) between tweets.

based on its early popularity [91, 112] or on comment data [64]. Kunegis et al. [60] focused on mining the social network of users in Slashdot. In [61], the authors analyze how the title, submission time and content affect a link popularity.

A way to analyze social voting services data is to use a time-series for each type of user interaction. Given a submission such as a picture or a link to a news article, we can create a time-series for the number of up-votes, down-votes and comments received over time. In [66], the authors propose a method for estimating the popularity of submissions to the social voting service Digg\textsuperscript{2} by using a self-exciting point process to model the up-vote time-series.

An aspect of social voting services not often explored in the literature is the correlation between the volume of user interactions received by user generated content. For example, if an image receives 10,000 up-votes, how many down-votes or comments is that image expected to receive? In Chapter 4 we address this limitation by analyzing how the number up-votes, down-votes and comments evolve as the popularity of a submission changes over time.

2.1.2 Temporal Sequences

When users interact with social media services, the timing of their actions are stored as time-stamps. For instance, each textual comment submitted to a social media service has an associated time-stamp. As a result, the temporal activity of a user in a social media service can be represented by a sequence of time-stamps. This is illustrated in Figure 2.2(a) where each bar corresponds to the time-stamp of a tweet created by a Twitter user.

A widely used approach to analyze sequences of time-stamps is creating histograms of activity levels over daily or weekly cycles. For example, Figure 2.2(b) shows the histogram of activity

\textsuperscript{2}http://digg.com
levels over a weekly interval using the same data shown in Figure 2.2(a). Several authors have used histograms of activity levels to analyze the activity of social media users. Golder et al., for example, concluded in [40] that the daily activity of Facebook users could be clustered into two distinct patterns: weekdays and weekend days. The type of content also seems to affect the volume of activity over the week. For instance, it was observed in [68] that users of social media services focused on photo-sharing, such as Instagram, are less active during work hours when compared to users of text-based services such as Twitter. In addition to analyzing activity over cyclic intervals, in [79] the authors used the time-stamps of users’ activity to create time-series of activity level across different social media services over several weeks.

Although histograms of activity levels are a useful analysis tool, part of the information contained in the raw time-stamp sequence data is lost in the summarization process. An example of lost information is the interval between activities. These intervals, also known as inter-arrival times (IAT), have been widely studied in the literature [71, 98]. Figure 2.2(c) shows the distribution of inter-arrival times using the same data from Figures 2.2(a) and 2.2(b). The analysis of inter-arrival times in social media has several applications. As we discuss in Sections 2.2.1 and 2.3.1, it can be used to study and analyze human behavior and to detect anomalous behavior.

2.1.3 Image Data

Many social media services such as Flickr, Twitter and Facebook allow users to share multimedia such as images. These images are often associated to context data such as textual information and geographic coordinates. For this reason, social media services constitute a valuable source from which we can mine information about image data.

While machine learning provides a set of useful tools to analyze image data, most traditional methods expect the input data to be in a tabular format. For most classifiers, for example, the rows of the dataset correspond to observations while the columns correspond to attributes [80]. As a result, when analyzing image data using machine learning methods, we often have to use extraction functions that take as input the matrix of pixels and outputs a feature vector.

A feature vector, denoted by \( v = (v_1, v_2, \cdots, v_n) \), is defined as a point in a \( \mathbb{R}^n \) space, where \( n \) is the dimension of the feature vector [93]. We define an image, denoted by \( I \), as a pair \( (P_I, \vec{I}) \) where \( P_I \subset \mathbb{N}^2 \) is a finite set of pixel coordinates and \( \vec{I} \) is a function that maps each pixel coordinate in \( P_I \) to the pixel value. Based on these concepts, we can define a feature extractor (i.e. the extraction function) as follows:

**Definition 2.1 (Feature Extraction Function).** A feature extraction function, or simply extractor, is a function \( \varepsilon : I \rightarrow \mathbb{R}^n \) which takes as input an image \( I \) and returns a feature vector \( v = (v_1, v_2, \cdots, v_n) \).

Feature extraction functions often capture particular visual aspects from images. For example, RGB and HSV histograms are feature extraction functions that capture global color content of the images. In contrast, Gist features [77] are employed to capture global spatial structure content. Local features can be represented, for example, by bag-of-visual-words feature vectors using SIFT [70].
2.2 Modeling User Behavior

The design of mathematical models capable of describing the most important properties of human behavior is a widely studied topic [57, 10, 55, 7]. There are models capable of describing different phenomena affected by human behavior, such as movie watching behavior [94], product ratings in crowdsourced review services [42], and human mobility [107].

In the context of data mining, mathematical models can be used to summarize and interpret data [87]. For instance, consider a very simple example for analyzing a dataset storing the height of every Brazilian person. That would correspond to over 200 million measurements. If we model the height of the Brazilian population using a normal distribution, then we can summarize the data by using two parameters: the mean and the standard deviation of the height. This simple model could be considered interpretable since, using only two parameters, it allows us to draw insights such as the probability of an individual being taller than, for example, two meters.

Despite the extensive work on modeling human behavior, the growing volume and variety of data, especially in social media, allows the scientific community to discover new patterns and improve existing models as well as modeling novel aspects of human behavior [34, 104, 18].

In this section, we discuss existing works on modeling user behavior in social media. We focus, in Section 2.2.1, on how to model the timing of users’ actions in social media. Finally, in Section 2.2.2, we discuss existing work on modeling the popularity of content shared in social media services.

2.2.1 Communication Dynamics in Social Media

Understanding the dynamics of human activity has attracted the attention of the research community [57, 79, 55] as it has implications that range from efficient resource management [50], human event recognition [59] and clustering [71, 32] to anomaly detection [63, 95, 42].

A classical model for human dynamics assumes that arrival times follow a homogenous Poisson Process [47, 23, 88]. In a homogenous Poisson Process, new postings are submitted at a constant rate $\lambda$. In this case, the inter-arrival times (IAT) are distributed following an exponential distribution with density function $f(x) = \lambda \cdot e^{-x\lambda}$, and the expected number of postings per unit of time is given by $\lambda$. Previous works, however, have shown that human communication often has long periods of inactivity followed by bursts of activity [57, 32, 78]. This often yields heavy tailed inter-arrival times distributions that a Poisson Process is not able to explain.

In [10], Barabási proposes a model for human activity that assumes that individuals decide when to perform a task based on a priority-queue. This model generates an inter-arrival times distribution that follows a power law $f(x) = k \cdot x^{-\alpha}$ where $k$ is the scale parameter and $\alpha$ is the shape parameter. Other similar approaches that have generated power-law distributions include [46]. While these models are able to explain the tail part of the inter-arrival times distribution, they fail to match the whole distribution.

In [71], Malmgren et al. show that the daily cycle of user activity can affect the distribution of IAT. They propose a Cascading Non-homogeneous Poisson Process (CNPP) model that takes into account users’ activity levels. The CNPP model is a non-homogeneous Poisson Process, where the rate $\lambda(t)$ at which the postings are submitted changes over time according to two mechanisms:
Table 2.2: Patterns of communication dynamics described by the models presented in this Section.

| Pattern           | Poisson-Process | Log-Logistic | Power-Law | CNPP | SFP |
|-------------------|-----------------|--------------|-----------|------|-----|
| Heavy Tails       | ✓               | ✓            | ✓         | ✓    |     |
| Bimodality        |                 | ✓            |           |      | ✓   |
| IAT Correlation   |                 |              | ✓         |      | ✓   |

(i) the model state, which can be either passive or active, and (ii) time of day and week. A disadvantage of the CNPP model is that it fails to match the heavy tailed IAT distributions which are common in social media communication [99, 98].

The Poisson-Process, as well as the power-law and CNPP models, assume that consecutive IAT are independent and identically distributed (i.i.d.). Recent works [55, 99, 98], however, have shown that consecutive IAT are often correlated. In [99], Vaz de Melo et al. showed that human communication violates the i.i.d. assumption and proposed a model named Self-Feeding Process (SFP) in which a synthetic IAT $\Delta_i$ is generated as a function of the previous IAT $\Delta_{i-1}$:

$$
\Delta_i \sim \operatorname{Exp} \left[ \lambda = \left( \frac{1}{\lambda_o \cdot e} \right)^{-1} \right]^a
$$

where $X \sim \operatorname{Exp}[\lambda]$ denotes an exponential random variable with rate $\lambda$, $\lambda_o$ is the starting rate of the Self-Feeding Process, and $a$ is a shape parameter. Even though SFP is able to match the correlation between consecutive IAT, we show in Chapter 3 that this correlation is too strong when compared to that of real data from social media services.

Although there is no closed equation for the IAT probability distribution function of SFP, the authors showed that it can be approximated by a log-logistic distribution. The log-logistic distribution has been used to model income distribution [37], phone call duration [97] and job arrival at a data center [52]. Even though the log-logistic distribution is not able to generate correlated consecutive IAT as the SFP, it matches the heavy tail distribution and provides a closed equation for its PDF.

Table 2.2 summarizes the capabilities of the models for communication dynamics presented in this section. None of the discussed models is able to capture all the statistical properties – heavy tails, bimodality and consecutive IAT correlation – that are often observed in the timing of users’ actions in social media services.

### 2.2.2 Content Popularity in Social Media

In the previous section we discussed how mathematical models can be used to analyze the timing of users actions in social media services. Also relevant to this PhD research are models that describe how the popularity of an object submitted to a social media service – such as a picture or a news article – evolves over time. Many authors have studied how information or memes spread over a network of users such as bloggers or friends [67, 29, 62, 113]. These works are relevant to us because they could be used to explain how the popularity of an object submitted to a social media service evolves over time.
A well-known approach to model information diffusion is the Susceptible-Infected (SI) model. In the SI model, information diffusion is modeled as the spread of a disease in a network of \( N \) people. SI model assumes that a node can be in one of two states: susceptible S or infected I. An infected node can infect its neighbors with a probability \( \beta \). Once infected, a node remains in that state.

Consider, for instance, a social voting service where users can vote on submitted content. If we assume that infected nodes correspond to users that have voted on a submission, then we can use the SI model to describe the number of votes \( v_+ (t) \) received by a link at time-tick \( t \):

\[
v_+(t + 1) = \beta(N - V_+(t))V_+(t)
\]  

(2.2)

where \( V_+(t) \) is the number of votes accumulated by the link at time-tick \( t \), and \( \beta \) is the infectivity parameter. This example illustrates how a model such as SI can model content popularity in social media.

A model that is closely related to SI is the Bass Model [12]. It was originally proposed to describe the adoption of a new product in a population, but has shown to be useful in several other areas. Consider again the problem of modeling the number of votes received by a submission in a social voting service. Given a population of \( N \) potential voters, we can apply the Bass Model to describe the number of votes \( v_+(n) \) received by a link over time:

\[
v_+(t + 1) = (N - V_+(t))\frac{V_+(t)}{N}q + (N - V_+(t))p
\]  

(2.3)

where \( q \) and \( p \) are, respectively, the coefficients of imitation and innovation. The Bass Model assumes that there are two types of consumers (in our example, voters): the imitators who are influenced by the word-of-mouth effect, and innovators who will buy a product (vote) with a probability given by the coefficient of innovation \( p \).

In [36], Figueiredo et al. introduced Phoenix-R, a model that uses a peak finding algorithm in order to make multiple fits using the SIR model. Phoenix-R, as well as the SI and Bass models, yields a curve for \( v_+(t) \) that decays exponentially after it reaches a peak. However, our analysis of real data from social voting Web sites indicates that the vote time-series have a heavy-tailed decay (Chapter 4). This agrees with previous results which indicate that the popularity of multi-media items such as blog posts, tweets [67, 74], Youtube videos [29] as well as user activity [78] decays as a power law. Moreover, with the exception of rare outliers, that we also discuss in Chapter 4, we find that the votes time-series can be modeled as a single peak.

In [74], Matsubara et al. proposed a model called Spike-M to describe how the popularity of news events evolves over time in a network of bloggers. Unlike Bass Model, Spike-M is able to explain the heavy-tail decay observed in real data. However, evaluating Spike-M for a time-series with \( n \) data points requires \( O(n^2) \) operations.

Additionally, Spike-M assumes that the infectivity of a node decays over time. While it is reasonable to expect the popularity of a blog post to decay over time, in the context of social voting this assumption reduces the ability of a vote to attract new votes over time. However, ranking algorithms in social voting services usually do not take into account the time a vote was casted.
Figure 2.3: Comparison of models for content popularity. For each model we show the generated time-series using both linear vs. linear and log vs. log axes. While the SI, Bass and Phoenix-R models have an exponential decay, the Phoenix-R model has a heavy-tailed decay.

To conclude this section, Figure 2.3 compares the time-series generated by each model for content popularity that we discussed. We started by generating a time-series with the SI model by setting the infectivity parameter $\beta = 3.1 \cdot 10^{-5}$ and the population $N = 10^4$. For the remaining models, we selected the parameters that minimized the root-mean-square error (RMSE) with the SI time-series. For each model, Figure 2.3 shows the time-series in both linear vs. linear and log vs. log axes.

When compared using linear vs. linear axes, the time-series of all models are considerably similar, implying that the Bass, Phoenix-R and Spike-M models are able to mimic the rise-and-fall pattern of the SI model. However, when we analyze the time-series in log vs. log axis we notice significant differences. The most important is the concavity of the tail part of the time-series: the Spike-M produces a heavy-tailed decay that can be roughly approximated by a straight line. The tail part of the Phoenix-R time-series, on the other hand, has a very steep fall – which can be explained by an exponential decay – followed by a straight line caused by a constant term parameter. We set, for comparison purposes, the vertical axis for the log-log plots to the range 0.01 to 1,000. Since the SI and Bass models have an exponential decay and do not have a constant term – see Equations 2.2 and 2.3 – the tail part of the time-series fall below the visible part of the plot.

If we had set the vertical axis in Figure 2.3 to show the minimum value of the log-log time-series for the Bass and SI models, the rise part of time-series would be compressed and barely visible.
2.3 Knowledge Discovery in Social Media Data

As we discussed in the beginning of this chapter, the popularity of social media services in combination with advances in data acquisition (e.g. mobile devices) and storage technologies, resulted in an explosion in the availability of human behavior data. Instead of left unused in large databases, this growing volume of data can be used in a number of applications such as detecting fraud [2, 51], and allowing users to effectively search multimedia data [16]. Considering this demand, the research area of Knowledge Discovery in Databases (KDD) has as goal the development of techniques to assist humans to analyze, extract and understand knowledge from data [80]. In [33], Fayyad et al. defined KDD as: “The nontrivial process of identifying valid, novel, potentially useful, and ultimately understandable patterns in data.”

KDD tasks can be categorized as predictive or descriptive [80]. The goal of predictive tasks are to predict the value of a given target attribute based on the value of the other attributes. Descriptive tasks, on the other hand, seek to extract patterns such as correlations and trends that can be used to describe and understand the data being analyzed. Some of the key data mining tasks are:

- **Classification**: This is a prediction task used when the target attribute are discrete. Classification could be used, for example, to predict the diagnosis of a patient (e.g. sick vs. healthy).
- **Regression**: Like classification, regression is a predictive task. The main difference is that the target attribute is continuous. Predicting the price of a property given attributes such as the floor area and number of bedrooms is an example of a scenario in which regression could be used.
- **Cluster Analysis**: The purpose of this task is to find groups of objects such that objects in the same group are more similar to each other than objects in different groups [39]. Cluster analysis could be used, for example, to find social media users with similar behavior.

Two KDD tasks that we explore in more detail in this Dissertation are anomaly detection and association rule mining. In Chapter 3, we propose a method for detecting social media users with anomalous temporal behavior. For this reason, Section 2.3.1 gives an overview of the task of anomaly detection in the context of social media. Additionally, we employed association rule mining to design a method that automatically suggests textual annotations to images based on their visual and contextual content (Chapter 5). Therefore, in Section 2.3.2 we discuss the problem of mining association rules.

2.3.1 Anomaly Detection in Social Media

Despite its impacts, the popularity of social media has also introduced negative effects into our society. Undesired activity such as spam and spread of false news can be used by attackers to obtain illegal monetary gain, to deceive users or to damage the reputation of an individual, product or organization [82, 92]. As a result, anomaly detection methods capable of identifying such undesired behavior are highly important.

Anomaly detection, also known as outlier detection, exception mining or novelty recognition, is the task of finding observations that are significantly different from the remaining data [2].
2. BACKGROUND AND RELATED WORK

Anomalies may arise for different reasons including, for example, measurement errors [89]. However, in the context of this Dissertation we are interested in anomalies caused by the unusual behavior of the data generating process. This type of anomaly often provides useful information about abnormal characteristics of the observed system and can be used to solve problems such as detecting fraud [48], social media bots [106] and computer networks intrusion [115]. The study of anomaly detection is also relevant to our work, since we use our proposed Act-M model in Chapter 3 to detect social media bots.

There are several taxonomies for anomaly detection methods. In [21], the authors consider two categories: supervised vs. unsupervised anomaly detection. Examples of unsupervised methods may range from statistical tests for extreme values to density-based approaches. For example, Tukey’s box plot [96] flags as outliers the measures outside the range \((Q1 - 1.5 \cdot IQR, Q3 + 1.5 \cdot IQR)\), where \(Q1\), \(Q3\), and \(IQR\) denote, respectively, the first quartile, third quartile and interquartile range of the data. Figure 2.4 shows several box-plots comparing the number of posts made per hour by 223, 23, 222, and 60 Twitter, Google+, Reddit and Hacker-News users, respectively. The boxes are delimited by the quartiles of each dataset while the whiskers (the lines extending vertically from the boxes) are delimited by the lowest and highest value within the range \((Q1 - 1.5 \cdot IQR, Q3 + 1.5 \cdot IQR)\). Measures outside the whiskers, depicted as diamonds, are considered outliers.

When labeled data regarding anomalies is available, one-class classification methods can be employed [90]. Examples of other approaches for detecting anomalies include nearest neighbors [81], density based [19] and graph based methods [30, 5, 72].

In the context of using time-stamp data to detect bots (as we do in Chapter 3), Zhang and Paxson proposed a method [108] that consists of constructing a scatter-plot of the minute vs. the second for all comment time-stamps of a user. The plot is then used to visually assess whether a user is a bot or not. However, the plot is not used to automatically test whether users are bots or not.

In [24], the authors use the entropy of the histogram of tweets’ inter-arrival times as a feature to detect Twitter bots. These temporal features are then combined to textual and account properties.
2.3. Knowledge Discovery in Social Media Data

Table 2.3: Example of a dataset in which the data is organized as transactions. Each row consists of a transaction identifier (TID) and an itemset of products.

| TID | Transaction                      |
|-----|----------------------------------|
| 1   | {Bread, Milk}                    |
| 2   | {Bread, Diapers, Beer, Eggs}     |
| 3   | {Milk, Diapers, Beer, Soda}      |
| 4   | {Bread, Milk, Diapers, Beer}     |
| 5   | {Bread, Milk, Diapers, Soda}     |

In Chapter 3 we show that it is possible to detect bots on social media services such as Twitter even when textual features or account properties are missing. More specifically, we propose a method that can detect bots using only the timing of users’ actions.

2.3.2 Association Rule Mining

The task of mining association rules was first proposed in [3] to automatically discover which products are frequently bought together. Consider the example of Table 2.3. It illustrates – in a simplified way – data typically stored by supermarket chains and online stores: sets of products bought together in a single purchase. In Table 2.3, each row corresponds to a transaction, consisting of a transaction identifier (TID) and an itemset (i.e. a set of items) bought by a client. In this example, three out of five purchases contain the products diaper and beer. Association rule mining could be used to detect this and other similar patterns allowing shopkeepers to find out which products are commonly purchased together.

When mining association rules, an important concept is that of itemset, defined as follows:

**Definition 2.2** (Itemset). Let $\mathcal{J}$ denote the set of all items that may appear in a database. An itemset is a set of items $\{j_1, j_2, \cdots\}$ such that $j_i \in \mathcal{J}$.

Considering the example of Table 2.3, the set $\mathcal{J}$ of all items appearing in the database is \{Bread, Milk, Diapers, Beer, Eggs, Soda\}. Another concept is the support of an itemset. Let $X$ denote an itemset and $\mathcal{E} = \{E_1, E_2, \cdots\}$ the set of all transactions (i.e. rows) of a database. The support of $X$ is the number of transactions $E_i \in \mathcal{E}$ that contain $X$. Formally, the support of an itemset is given by the following expression:

$$\text{sup}(X) = |\{E_i | X \subseteq E_i, E_i \in \mathcal{E}\}|$$ (2.4)

where $|\cdot|$ denotes the number of elements in a set. In the example of Table 2.3, the itemset \{Bread, Milk\} has a support of three, since three out of five transactions contain both items.

One way to represent patterns from itemset data consists in using association rules. Association rules are implication expressions presented as $X \Rightarrow Y$, where $X$ and $Y$ are two disjoint itemsets defined, respectively, as the antecedent and consequent of the rule. A rule such as \{Milk, Diapers\} $\Rightarrow$ \{Beer\} could be used to indicate that customers who buy milk and diapers are also likely to buy beer.
2. BACKGROUND AND RELATED WORK

When mining association rules, there are several measures of significance to estimate the usefulness of a rule. Two of such measures are the support and confidence. Support measures the frequency of a rule in a database, while confidence is an indication of how frequently a rule is found to be true. Let $|E|$ denote the total number of transactions in a database. The support $\text{sup}(X \Rightarrow Y)$ and confidence $\text{conf}(X \Rightarrow Y)$ of the rule $X \Rightarrow Y$ are given by:

$$\text{sup}(X \Rightarrow Y) = \frac{\text{sup}(X \cup Y)}{|E|}$$  \hspace{1cm} (2.5)

$$\text{conf}(X \Rightarrow Y) = \frac{\text{sup}(X \cup Y)}{\text{sup}(X)}$$  \hspace{1cm} (2.6)

Using as example the data from Table 2.3 and the rule $\{\text{Diapers}\} \Rightarrow \{\text{Beer}\}$, the antecedent of the rule is $\{\text{Diapers}\}$ and the consequent is $\{\text{Beer}\}$. Since the number of transactions (rows) in Table 2.3 is five, the support and confidence of the rule are given by:

$$\text{sup}(\{\text{Diapers}\} \Rightarrow \{\text{Beer}\}) = \frac{3}{5}$$  \hspace{1cm} (2.7)

$$\text{conf}(\{\text{Diapers}\} \Rightarrow \{\text{Beer}\}) = \frac{3}{4}$$  \hspace{1cm} (2.8)

The problem of mining association rules consists in finding in a database all rules whose support and confidence are higher than a minimum threshold. This procedure can be divided into two phases:

1. Find all frequent itemsets whose support are higher than a minimum support threshold.
2. Generate, from the set of frequent itemsets, rules whose confidence are higher than a minimum threshold.

In terms of computational cost, generating the frequent itemsets dominates the execution time of the association rule mining algorithms. Consider, for example, a database with $d$ different items. In this scenario, the number of itemsets that can be generated (excluding the empty itemset) is $2^d - 1$. Since the number of itemsets grows exponentially on the number of items in the database, computing the support of all itemsets is unfeasible even for databases of moderate size.

To address this problem, most association rule mining algorithms employ strategies to avoid generating all possible itemsets in a database. For example, the Apriori algorithm [4] explores the fact that the support of an itemset never exceeds the support of its subsets. This allows the Apriori algorithm to reduce the number of generated itemsets when mining association rules. In addition to reducing the number of generated itemsets, the FP-Growth [43] method uses a prefix-tree to represent itemsets and reduce memory use of the mining process. An alternative approach, used by the SON algorithm [86], consists in dividing the database into chunks to give an approximate answer to the problem of mining frequent itemsets. From each of these chunks, the SON algorithm mines frequent itemsets that are merged into a single set in a final phase.

Although originally proposed with the goal of analyzing supermarket purchases, the task of mining of association rules is not limited to this application. In Chapter 5 we employ classification association rules (CARs) to design a method that automatically suggests textual annotations to images. CARs are a special type of association rules used to solve classification problems.
2.4. Automatic Image Annotation

Specifically, the consequent of CARs represents class attributes while the antecedent is composed of items representing the predictor attributes [69].

Given a collection of CARs, there are two main approaches to determine the class of a given unlabeled object. The first approach, employed in [69, 11], consists in ordering all the generated rules based on their support and confidence. The predicted class is the one given by the rule with the highest precedence among all rules that apply to the test object. A second strategy, adopted in [44, 8, 83], assigns a score value to each class. The class score is computed based on measures such as the confidence of the rules that are applicable to the object being classified. Finally, the classifier returns the class with the highest score.

2.4 Automatic Image Annotation

Research on image retrieval traditionally considers two types of queries: by example and by keywords. When querying by example, the user provides a sample image and the retrieval system returns a set of similar images regarding a given criterion. It is often impractical for the user to provide the sample image to express the query. Additionally, as we discussed in Section 2.1.3, visual similarity is defined by color, texture and shapes and these low level features present a gap regarding the query semantics.

In keyword-based queries, images are retrieved by employing their textual annotations, as is done with text retrieval. However, for keyword-based queries to work images should contain textual annotations. Since manual annotation is a very tiresome task, it can be impractical for huge numbers of images. In addition, human annotations are subjective and can be ambiguous. An alternative to manual annotation is to employ automatic image annotation (AIA).

Automatic image annotation can be modeled as a multi-label classification problem [16, 76]. In multi-label classification, each object can be associated with a set of labels. In the context of image annotation, the objects are the images and the labels are the annotations.

Cross-training is a widely employed approach for multi-label classification in image annotation [16]. It consists in training a binary classifier for each annotation. The classifiers are then employed to predict which annotations are relevant to a non-annotated image. Each classifier is trained using images that contain their respective annotation as positive examples and the remaining images as negative examples. Annotations are scored based on the probability returned by the respective binary classifier.

Finding classifiers’ optimal meta-parameters for cross-training annotation can be potentially time consuming. Most classifiers have a set of user-defined meta-parameters that directly affects accuracy. For instance, in order to train a Support Vector Machine (SVM), it is necessary to set the kernel function type, the kernel function parameters (e.g. the exponent of a radial basis function) and the misclassification cost. In order to obtain acceptable results, it is necessary to find the set of parameters that optimize the classifier performance. This is achieved by cross-validation using different combinations of parameter values.

Another disadvantage of cross-training is that images in the training phase must be divided into positive and negative examples. Since the number of examples in the positive class is usually significantly smaller than the number of negative examples, the classification problem is imbalanced, degrading the classification accuracy [45].
Another approach to image annotation consists in using nearest-neighbors methods to annotate images based on annotations of visually similar images [110, 109]. Visual similarity is estimated by calculating the distance between images’ feature vectors. Weighted nearest-neighbors models have shown to provide state of the art results in image annotation [15, 100].

A simple method can be formulated by suggesting annotations to an image based on the annotations of its $k$ nearest-neighbors in the training set. For example, a one nearest-neighbor (1-NN) model annotates images with the existing annotations of the most similar image from the training set.

Most of the current automatic image annotation methods [110, 15, 100, 109] employ multiple visual feature extraction algorithms to analyze images. This is necessary because none of existing extraction algorithms is capable of describing the large visual variability of images. In the following section, we discuss strategies to combine these different visual features with context features when annotating images.

### 2.4.1 Combining Visual and Context Features

Social media images often present metadata such as geographical coordinates, time-stamps and textual comments. These metadata are potentially useful when annotating social media images as they can be used as context features alongside visual content to improve annotations’ quality. In this section we discuss existing approaches for combining visual features and context features.

There are two main strategies when combining visual and context features: early-fusion and late-fusion [25]. Given a set of feature vectors representing the content and context of an image, the early-fusion strategy consists in concatenating all these feature vectors into a large feature vector. The main advantage of this approach is its simplicity. For example, this large feature vector can be feed in a straightforward manner to a classifier [100]. However, this simplicity has a disadvantage: the resulting feature vector may have a very high dimensionality which has the potential to degrade the performance of the annotation methods due to the dimensionality curse [58].

The late-fusion strategy consists in first analyzing each feature vector individually. The results of these individual analyses are then fused together to decide which annotations are relevant to the input image. In [114], the authors adopted a late-fusion strategy in which they trained three SVM classifiers: one for a feature vector representing all visual features and two classifiers for two different representations of context data. The classifiers returns three scores that are then fed to a final SVM classifier.

### 2.5 Conclusions

The goal of this chapter was to present the background and related works that are relevant to this Dissertation. We started with Section 2.1 by providing an overview of several types of human behavior data that can be obtained from social media services. Next, in Section 2.2, we discussed how mathematical models can be employed to summarize and interpret several aspects of human behavior in social media. Section 2.3 examined how knowledge discovery in databases can be applied to analyze social media data. Finally, we concluded with Section 2.4, where we presented the background on the task of automatically annotating images.
2.5. Conclusions

The literature covered in this chapter is quite broad in the subjects presented. It was not the author’s intent to exhaustively discuss all of these subjects. Rather, the objective was to present the reader the required background and knowledge to understand the contributions of this PhD.
Chapter 3

Dynamics of Social Media Communications

Social media services allow users to communicate by posting content such as photos, comments and videos. Postings are often annotated with time-stamps specifying when they were created. As a result, when users communicate, they create a sequence of time-stamps that can be used to study the properties of human communication in social media services. In this chapter, we use time-stamp sequences to analyze communication dynamics in social media.

3.1 Introduction

As discussed in Section 2.2.1, there are many works devoted to studying the timing of human actions. Results on the area of human communication dynamics include learning that inter-arrival times have a heavy-tailed distribution [10] and that they are not independent and identically distributed (iid) [98]. In this chapter, we use time-stamps sequences generated by the activity of social media users as a proxy to study human communication dynamics.

Our first goal is to analyze the distribution of postings’ inter-arrival times to find patterns common to different users and social media services. By using data from Reddit, Twitter, StackOverflow and Hacker-News, we show that: (i) the inter-arrival time $\Delta_i$ between two postings of the same user depends on the previous inter-arrival time $\Delta_{i-1}$; (ii) the distribution has periodic spikes at every 24 hours; (iii) the distribution is bimodal and (iv) the distribution is heavy tailed.

Figure 3.1 illustrates the discovered temporal patterns using an example one of the studied social media services: Hacker-News. Later, in Section 3.5, we show that these patterns also apply to the other studied datasets.

The logarithmic-binned histogram of inter-arrival times of Figure 3.1(a) has spikes at every 24 hours and two modes: the first occurring near 100s and the second occurring near 10,000s. Figure 3.1(b) depicts a heat-map of consecutive inter-arrival times. The concentration of points along the diagonal of the heat-map is caused by the correlation between consecutive inter-arrival times. Finally, Figure 3.1(d) shows, using the complementary cumulative distribution function (CCDF), that the inter-arrival time distribution is heavy-tailed.
Our second goal is to answer the following research question: is it possible to design a model capable of explaining all the four discovered temporal patterns? Since existing literature on human communication dynamics fail to explain all these patterns with a single mathematical model, we introduce Act-M (Activity Model). Act-M is a model that generates synthetic time-stamps whose distribution of inter-arrival times matches all the four temporal patterns that we observed in the analyzed data. In Figures 3.1(c,g) and 3.1(d,h), Act-M is indicated by a solid blue line which accurately matches the real data. The heat-maps of Figures 3.1(b,f) were created using synthetic time-stamps generated by Act-M.

Finally, the third contribution discussed in this chapter is showing that Act-M can be used to decide whether users are controlled by humans or computer programs based only on the timing of their postings.

We validate Act-M using data from over 55 million postings from more than 35,000 Reddit, Twitter, Stack-Overflow and Hacker-News users. The experiments show that Act-M consistently provides a more accurate fit to real data than existing models for human dynamics. Additionally, Act-M is able to detect bots in highly imbalanced datasets with a precision and sensitivity of 77% and 70% respectively.

The remaining of this chapter is organized as follows. We start in Section 3.2 by introducing the problem definition. In Section 3.3 we report the discovered patterns of user communications.
The Act-M model is described in Section 3.4. In Sections 3.5 and 3.6 we evaluate Act-M. Finally, we conclude this chapter in Section 3.7.

### 3.2 Problem Definition

The data we analyze in this chapter consists of postings time-stamps from a set of users \( \{U_1, U_2, \cdots \} \). Each user \( U_i \) produces a sequence of postings time-stamps \( T_i = (t_1, t_2, \ldots) \) where \( t_i \geq t_{i-1} \). A posting represents an event in which a user submits a comment, tweet, question, answer or a vote to a social media service. Each posting has a time-stamp \( t \) which indicates the time at which it was submitted. From each sequence of time-stamps \( T_i = (t_1, t_2, \ldots) \) we are able to compute the postings inter-arrival times (IAT) as follows:

**Definition 3.1 (Inter-Arrival Time (IAT)).** An IAT, denoted by \( \Delta_i \), corresponds to the time interval between two consecutive postings \( t_i \) and \( t_{i-1} \) from the same user.

A sequence \( T_i \) of time-stamps from a given user \( U_i \) yields a corresponding sequence of IAT \( \Delta_i = (\Delta_1, \Delta_2, \Delta_3, \ldots) \). We also analyze consecutive inter-arrival times, which are pairs of two IATs \( (\Delta_i, \Delta_{i+1}) \) from the same user.

Given the time-stamp data from social media services, our goal is to solve the following problems:

**Problem 3.1 (Pattern-Finding).** Given the time-stamps data from different social media services, analyze the inter-arrival times distribution and find patterns that are common to all services.

**Problem 3.2 (Time-Stamp Generation).** Design a model that is able to generate synthetic time-stamps whose inter-arrival times fits the real data distribution and matches all the patterns found in Problem 3.1.

**Problem 3.3 (Bot-Detection).** Given time-stamp data from a set of users \( \{U_1, U_2, U_3, \cdots \} \) where each user \( U_i \) has a sequence of postings time-stamps \( T_i = (t_1, t_2, t_3, \ldots) \), decide if user \( U_i \) is a human or a bot.

With respect to Problem 3.3, we consider users to be bots if their postings are created in an automated manner by using, for example, a computer program.

### 3.3 Observations on the Dynamics of Social Media Communications

In this section we analyze time-stamp data generated by user activity in four different social media services. We start in Section 3.3.1 by describing the datasets that we studied and report, in Section 3.3.2, our findings.

#### 3.3.1 Datasets

In order to analyze temporal patterns of user activity we collected data from four social media services: Twitter, Reddit, Stack-Overflow and Hacker-News. Table 3.1 summarizes the collected data. For all datasets, the time-stamps have a resolution of one second.
Twitter Dataset: Twitter is a social media service that enables users to share short messages (140 characters) and pictures. For this work, we initially collected data from over 9,000 verified accounts. Verified accounts are manually checked to be authentic by Twitter. For each user we collected the 3,000 most recent postings. Users with less than 800 postings were discarded, resulting in 6,790 users. We also used the Twitter lists features to search for accounts that were suspicious of being a bot. Twitter lists are collections of Twitter accounts that are curated by users. Using the Twitter API, we searched for suspicious users that were in lists that contained the term “bot” in its description or title. We manually inspected the suspicious accounts by reading their recent tweets and selected 64 bots.

Reddit Dataset: Reddit is a Web site that allows users to submit and rate content by voting and commenting on them. We randomly selected a set of over 200,000 users that commented on Reddit at least once between December 6th and December 29th 2013. Due to Reddit API restrictions, we collected the 1,000 most recent comments for each user. Similarly to the Twitter data, users with less than 800 comments were discarded, resulting in a set of 21,198 users. Additionally, we searched the Web using queries such as “reddit bots users” to collect a list of accounts that were suspicious of being bots. We inspected each suspicious account by reading the content of the most recent comments and manually selected 32 bots.

Stack-Overflow: Stack-Overflow is a questions and answers Web site focused on computer programming. Users can post questions, vote and comment on them. Using publicly available data from Stack Overflow, we collected the time-stamps of all postings and comments made by all users on the Web site. We discarded users with less than 800 time-stamps.

Hacker News: Hacker News is a social voting Web site focused on technology news. The dataset is publicly available and corresponds to all comments posted to Hacker News from December 2009 to May 2014. Users with less than 800 comments were discarded.

Table 3.1: Summary of the datasets.

| Dataset       | # Users | # Bots | # Time-stamps |
|---------------|--------|-------|---------------|
| Reddit        | 21,198 | 32    | 20 Million    |
| Twitter       | 6,790  | 64    | 16 Million    |
| Stack-Overflow| 8,755  | 0     | 19 Million    |
| Hacker-News   | 1,368  | 0     | 2 Million     |

3.3.2 Temporal Patterns in Social Media Communication

In this section we analyze the postings’ inter-arrival times using data from the datasets described in Section 3.3.1. Our goal is to find temporal patterns common to all datasets. We start by answering the following question: is the distribution of inter-arrival times heavy-tailed? We define a distribution as heavy tailed if it is exponentially bounded:

**Definition 3.2.** A random variable $X$ with probability density function $f(x)$ has a heavy tailed

1https://github.com/sytelus/HackerNewsData
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Figure 3.2: Heavy tailed IAT distribution. The black dots correspond to the empirical complementary cumulative distribution function (CCDF) of the IAT by all users in each dataset. The exponential distribution fit (red line) does not match the heavy tail of the empirical distribution.

\[
\lim_{x \to \infty} e^{kx} f(x) = 0, \quad \text{for } k < 0
\]  

(3.1)

To answer the question, we plot in Figure 3.2 the empirical complementary cumulative distribution function (CCDF) of the IAT of postings from all users in each dataset (black dots). The solid red line corresponds to the exponential distribution fit obtained using maximum likelihood estimation (MLE). From visual inspection of Figure 3.2, it is possible to conclude that the exponential distribution does not provide an accurate fit to the empirical IAT CCDF. Specifically, the tail part of the empirical distribution is always above the fitted curve in all datasets.

A similar pattern arises when we analyze the distribution of individual users. In Figure 3.3, the black dots correspond to the empirical CCDF of the inter-arrival times of selected users while the solid red line corresponds to the exponential distribution fit. For all datasets, the CCDF of individual users also has a heavier tail than the exponential distribution fit. Although Figure 3.3 only shows the CCDF for the selected users on the first, second and third quartile positions with respect to the number of comments, the same pattern is observed for the majority of the users in all datasets analyzed. Based on the results from Figures 3.2 and 3.3, we make the following
observation:

**Observation 3.1.** The distribution of the postings’ IAT is heavy-tailed.

This heavy-tail pattern agrees with the previous studies in human activity that we discussed in Section 2.2.1. This also shows that classical Poisson statistics are not adequate to model the interval between users’ postings. A consequence of the heavy-tail pattern is that a regular user can be inactive for long periods of time.
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In Figure 3.4, we analyze how the inter-arrival times of postings are distributed. We plotted the logarithmically binned histogram of the inter-arrival times for all users in each dataset. The histogram was computed by varying the width of bins, such that the $i$-th bin is wider than the $(i-1)$-th bin by a fixed multiple. That is, the sequence of bin widths follows a geometric series. As a result, the bins in the tail of the distribution receive more data points than they would if the bin widths were constant. For all datasets, the log-binned histogram has two modes. The first mode is between one and six minutes while the second mode is between one and three hours.

For individual users, the number of postings time-stamps is not large enough to compute a histogram as we did for the aggregate data in Figure 3.4. In order to analyze the distribution for individual users, we show in Figure 3.5 the kernel density estimation (KDE) of the inter-arrival times. The bandwidth was automatically selected by minimizing the mean integrated squared error using the normal distribution approximation over the logarithm values of the inter-arrival times. From each dataset, we selected three users: on the first, second and third quartile positions with respect to the number of comments. For the majority of the users, the distribution of inter-arrival times has two clear modes. Based on the distribution of the inter-arrival times from aggregated as well as individual users data, we make the following observation:

**Observation 3.2.** Excluding the daily periodicities, the distribution of the IAT of postings is bimodal.

Observation 3.2 reinforces the hypothesis that classical Poisson statistics are not adequate to model the distribution of the time intervals between users’ postings.
The circadian rhythm also affects the users’ communication patterns. Figure 3.6 shows the histogram of the inter-arrival times of postings by zooming into the interval from five hours to ten days. The histograms for all studied datasets have periodic peaks at every 24-hour intervals. As we discuss in Section 3.4, when we introduce our proposed Act-M model, the periodic spikes can be attributed to the users’ daily intervals of inactivity (i.e. sleeping). This finding is summarized as follows:

**Observation 3.3.** The distribution of inter-arrival times has periodic spikes at every 24 hours.

Finally, we analyze how consecutive inter-arrival times are correlated. For this purpose, we create a heat-map of the distribution of pairs of consecutive inter-arrival times \((\Delta_i, \Delta_{i+1})\). In order to construct the heat-map, we divided the \(\Delta_i\) vs. \(\Delta_{i+1}\) space into a logarithmic spaced grid. Next, we counted the pairs of consecutive inter-arrival times in each grid cell. Finally, we used color-coding to represent the grid cell counts, resulting in a heat-map visualization. Figure 3.7 shows the heat-maps for the analyzed datasets.
3.3. Observations on the Dynamics of Social Media Communications

Figure 3.6: The distribution of IAT has periodic peaks at 24-hour intervals. The gray area corresponds to the log-binned histogram of IAT from all users in each dataset.

There is a concentration of consecutive inter-arrival times along the diagonal of the heat-maps for all the datasets. This indicates that there is a positive correlation between consecutive inter-arrival times and that the distribution is not independent and identically distributed (i.i.d). Another pattern present in the heat-maps are crests for $\Delta_i \approx 1$ day or $\Delta_{i+1} \approx 1$ day. The crests match the periodic spikes at 24-hour intervals (Observation 3.3) from the PDF of postings’ inter-arrival times (Figure 3.6). Based on the analysis of the heat-maps, we make the following observation:

**Observation 3.4.** Consecutive inter-arrival times are positively correlated.
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Figure 3.7: Heat-maps depicting the joint distribution between consecutive inter-arrival times. The distribution of consecutive inter-arrival times has a concentration along the diagonal $\Delta_i = \Delta_{i+1}$ indicating that consecutive inter-arrival times are correlated.

3.4 The Act-M Model

In this Section we introduce the Act-M (Activity Model) model. We designed Act-M to generate synthetic time-stamps matching the dynamics of users’ communication in social media services. Specifically, the distribution of inter-arrival times produced by Act-M matches the following patterns:

1. Heavy tails (Observation 3.1);
2. Bimodality (Observation 3.2);
3. Periodic spikes centered at 24 hour intervals (Observation 3.3);
4. Correlation between consecutive inter-arrival times (Observation 3.4);

Our description of the Act-M model starts in Section 3.4.1 by proposing the SCorr (Self-Correlated Process), a stochastic process that generates events whose consecutive inter-arrival times are correlated. In Section 3.4.2, we use SCorr as a building block to explain the complete Act-M model. Finally, in Section 3.4.3, we describe the Act-M’s parameter estimation algorithm.

3.4.1 The Self-Correlated Process

The Self-Correlated Process (SCorr) is a stochastic process that generates a sequence of random variables $(X_1, X_2, \ldots)$ in which two consecutive random variables $X_i$ and $X_{i+1}$ are correlated. This is different from a Poisson Process or a queue-based model in which the random variables are independent and identically distributed (i.i.d.). The motivation to generate non i.i.d. random
variables lies in our observation that consecutive time-tamps from social media postings are correlated. The SCorr Process is defined as follows:

**Definition 3.3.** Let $\delta_i$ be the inter-arrival time between the events $i$ and $i-1$. A stochastic process is a Self-Correlated Process, with base rate $\lambda_0$ and correlation $\rho$ if:

$$\delta_1 \sim \text{Exp} \left( \frac{1}{\lambda_0} \right)$$  \hfill (3.2)

$$\delta_i \sim \text{Exp} \left( \rho \cdot \delta_{i-1} + \frac{1}{\lambda_0} \right)$$  \hfill (3.3)

where $X \sim \text{Exp}(1/\lambda)$ denotes an exponentially distributed random variable with rate $\lambda$.

In SCorr, the duration $\delta_i$ between two events is sampled from an exponential distribution with rate $\lambda$ depending on the previous inter-event time $\delta_{i-1}$. SCorr uses the correlation parameter $\rho$ to control the dependency between consecutive inter-event times. Therefore, the Poisson-Process is a special case of SCorr:

**Theorem 3.1** (SCorr Equivalence). When $\rho \to 0$, SCorr reduces to a Poisson Process with rate $\lambda_0$. When $\rho = 1$, SCorr reduces to a Self-Feeding Process.

**Proof.** For $\rho \to 0$, Equation 3.3 yields $\delta_i \sim \text{Exp} \left( 1/\lambda_0 \right)$ which corresponds to the IAT distribution of a Poisson-Process. For $\rho = 1$, Equation 3.3 results in $\delta_i \sim \text{Exp} \left( \delta_{i-1} + 1/\lambda_0 \right)$, which corresponds to the definition of the Self-Feeding Process.

### 3.4.2 Time-stamp Generation

The SCorr process generates a heavy-tailed distribution with correlated consecutive inter-arrival times. The SCorr alone, however, is not sufficient to generate a bimodal distribution. To solve this problem, the Act-M model uses a two state Markov chain whose transition probabilities change over time the users’ circadian rhythm. As illustrated in the diagram of Figure 3.8, Act-M has two states: active and rest. If Act-M is in the active state, there is a probability $p_r$ to transition to the rest state and a probability $1 - p_r$ to remain in the active state. Similarly, if Act-M is in the rest state, the transition probability to the active state is $p_a(t)$ and the probability of remaining in the rest state is $1 - p_a(t)$. As discussed later in this section, the transition probability $p_a(t)$ changes over time.

![Figure 3.8: State diagram of the Act-M model. Act-M can be either in the rest or active state. The transition probabilities are given by $p_a(t)$ and $p_r$. The probability $p_a(t)$ changes over time while $p_r$ is constant. The duration $\delta$ of each state is sampled from a SCorr process.](image-url)
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\caption{State diagram of the Act-M model. Act-M can be either in the rest or active state. The transition probabilities are given by $p_a(t)$ and $p_r$. The probability $p_a(t)$ changes over time while $p_r$ is constant. The duration $\delta$ of each state is sampled from a SCorr process.}
\end{figure}
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In order to generate the synthetic time-stamps, Act-M performs the following actions after each state transition:

1. Active: After Act-M transitions to the active state, it waits a time interval \( \delta \) and generates a posting event. The time interval \( \delta \) is generated by using the SCorr process with base rate \( \lambda_A \) and correlation parameter \( \rho_A \).

2. Rest: After Act-M transitions to the rest state, it waits a time interval \( \delta \) generated by using the SCorr process with base rate \( \lambda_R \) and correlation parameter \( \rho_R \). As result, the rest state only contributes to increment the postings inter-arrival times.

As result of the Act-M model formulation, there can be more than one state transition between two posting events. For example, after a posting event is generated in the active state, Act-M could transfer and remain in the rest state for more than one transition. Act-M also assumes that the state duration of the rest state is larger, on average, than the state duration of the active state. This is achieved by ensuring that the base rate of the rest state \( \lambda_R \) is smaller than the base rate \( \lambda_A \) of the active state.

Users often modulate their activity following a daily cycle. For instance, users are less likely to become active during typical sleep hours. To reflect this, and match the periodic spikes that we observed in the empirical inter-arrival times distribution, Act-M assumes that the probability \( p_a \) of a user becoming active changes over time. We use a clock variable \( t_{\text{clock}} \) to keep track of the current time of day, where \( 0:00:00h < t_{\text{clock}} < 23:59:59h \). The clock variable \( t_{\text{clock}} \) is advanced after each state transition. For example, when an interval \( \delta \) is generated in the rest or active states, the clock variable is advanced by \( \delta \). Additionally, Act-M uses the variables \( t_{\text{wake}} \) and \( t_{\text{sleep}} \) to define the time of the day the model finishes and starts its sleep mode. The probability \( p_a \) is given by the following equation:

\[
p_a = \begin{cases} 
p_{\text{awake}} & \text{if } t_{\text{wake}} < t_{\text{clock}} < t_{\text{sleep}}, \\
p_{\text{sleep}} & \text{otherwise.}
\end{cases}
\] (3.4)

where \( p_{\text{awake}} \) and \( p_{\text{sleep}} \) denote the transition probability to the active state when Act-M is in the awake and sleep modes and \( p_{\text{awake}} > p_{\text{sleep}} \).

Act-M can fit the distribution of inter-arrival times without finding the exact values of the \( t_{\text{wake}} \) and \( t_{\text{sleep}} \) variables. If we assume that \( t_{\text{wake}} = 0 \), we can replace the parameters \( t_{\text{wake}} \) and \( t_{\text{sleep}} \) by a single parameter \( r_{\text{sleep}} \) that corresponds to the fraction of the day that is considered sleep time by Act-M. In this case, \( t_{\text{sleep}} = r_{\text{sleep}} \cdot 24h \) when \( t_{\text{wake}} = 0 \).

Figure 3.9 illustrates the key aspects of the Act-M model. Figure 3.9(a) shows how the probability \( p_a \) (solid red line) changes over time. Notice that the curve for the probability \( p_a \) corresponds to a square wave in which valleys indicate daily intervals of low activity. The transition probability \( p_r \), in contrast, is constant over time. In Figure 3.9(b), the duration of the rest and active states are indicated by dashed and solid arcs, and the state transitions are shown as black circles. Figure 3.9(c) shows the generated synthetic time-stamps which occur after each active state.

Algorithm 1 describes the procedure to generate time-stamps using the Act-M model. The inputs are the model parameters and the desired number of time-stamps \( N \) that we want to generate. This algorithm assumes that the transition probability to the active state during the sleep mode is
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![Figure 3.9: Time-stamps generated by the Act-M model.](image)

(a) The transition probability to the active state \( p_a \) is indicated by a solid red line and has a daily periodicity. (b) The duration of the active and rest states are indicated by solid and dashed lines, respectively. On average, the active state is shorter than the rest state. (c) Postings events (time-stamps) generated during the active state.

zero, that is, \( p_{\text{sleep}} = 0 \). This is based on our empirical evaluation when fitting real data (Section 3.5). The variable \( \text{currentState} \) stores the current state of Act-M. In our implementation, we make Act-M start on the active state. This decision is arbitrary and if the number of time-stamps generated is sufficiently large, this will not affect the distribution of inter-arrival times. We use an auxiliary variable \( \delta \) to store the last Self-Correlated Process random generated value. The \( \delta \) variable is reseted whenever there is a state transition. The procedure \( \text{RAND}() \) generates a uniformly distributed number in the interval \([0, 1]\). Finally, the procedure \( \text{ISAWAKE} \) returns true if Act-M is not in sleep mode.

**Algorithm 1** Algorithm to generate time-stamps using the Act-M model.

**Input** Parameters \( \theta = \{p_r, p_a, \lambda_A, \rho_A, \lambda_R, \rho_R, r_{\text{sleep}}\} \) and desired size \( N \) of the time-stamp sequence.

**Output** Sequence of time-stamps \( T = [t_1, t_2, \ldots, t_N] \).

1. \( \text{CurrentState} \leftarrow \text{Active}, \Delta \leftarrow 0, i \leftarrow 1, T \leftarrow [0], \delta \leftarrow 1/\lambda_A \)
2. \( \text{while } i \leq N \text{ do} \)
3. \( \text{if } \text{CurrentState} = \text{Active} \text{ then} \)
4. \( \delta \leftarrow \text{SCorr}(\lambda_A, \rho_A, \delta), \Delta \leftarrow \Delta + \delta \)
5. \( i \leftarrow i + 1, T[i] \leftarrow T[i-1] + \Delta, \Delta \leftarrow 0 \)
6. \( \text{if } \text{RAND}() < p_r \text{ then} \)
7. \( \text{CurrentState} \leftarrow \text{Rest}, \delta \leftarrow 1/\lambda_R \)
8. \( \text{end if} \)
9. \( \text{else if } \text{CurrentState} = \text{Rest} \text{ then} \)
10. \( \delta \leftarrow \text{SCorr}(\lambda_R, \rho_R, \delta), \Delta \leftarrow \Delta + \delta \)
11. \( \text{if } \text{ISAWAKE}(T, \Delta, r_{\text{sleep}}) \text{ and } \text{RAND}() < p_a \text{ then} \)
12. \( \text{CurrentState} \leftarrow \text{Active}, \delta \leftarrow 1/\lambda_A \)
13. \( \text{end if} \)
14. \( \text{end if} \)
15. \( \text{end while} \)
3.4.3 Parameter Estimation

In order to estimate the parameters of Act-M, we propose an algorithm that minimizes the squared error between the empirical and synthetic logarithmic binned histogram of inter-arrival times. The algorithm starts by computing the empirical inter-arrival times histogram. The first bin of the histogram counts all samples in the interval \([\Delta_{\text{min}}, \Delta_{\text{min}} + w_1]\) where \(\Delta_{\text{min}}\) is the minimum inter-arrival value in the dataset and \(w_i\) denotes the width of the \(i\)-th histogram bin. The width \(w_i\) of the \(i\)-th bin is wider than the previous \((i - 1)\)-th bin by a fixed factor \(k\). That is, \(w_i = w_{i-1} \cdot k\). We denote the normalized counts in each histogram bin as \(c_i\). Since the counts \(c_i\) are normalized, we have \(\sum_i c_i = 1\).

The next step of the algorithm consists in computing the inter-arrival times histogram for the synthetic data. We use the Act-M model to generate \(M\) synthetic time-stamps. By using the same bin widths \(w_i\) from the empirical histogram, we count the number of synthetic samples \(\hat{c}_i(\theta)\) in each bin, where \(\theta\) denotes the set of Act-M parameters. Finally, we use the Levenberg-Marquardt algorithm [73], to search the parameter values \(\theta\) that minimize the squared error between synthetic and real data bin counts:

\[
\min_{\theta} \sum_i [c_i - \hat{c}_i(\theta)]^2
\]

3.5 Experiments

In this section we analyze how well Act-M is able to fit real data from social media services. We compare Act-M against two other state-of-the-art models: the cascading non-homogeneous Poisson Process (CNPP) proposed in [71] and the Self-Feeding Process proposed in [99].
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Table 3.2: Estimated Act-M parameters for the datasets. The estimated Act-M parameters were used to plot all figures in Section 3.5.1.

| Dataset      | $p_r$ | $p_a$ | $\frac{1}{\lambda_A}$ (min) | $\rho_A$ | $\frac{1}{\lambda_R}$ (min) | $\rho_R$ | $r_{sleep} \cdot 24h$ |
|--------------|-------|-------|-----------------------------|---------|-----------------------------|---------|---------------------|
| Reddit       | 0.53  | 0.06  | 4’54”                      | 1.2     | 18’56”                      | 0.9     | 7h 11m               |
| Twitter      | 0.59  | 0.13  | 1’27”                      | 1.6     | 25’34”                      | 1.0     | 9h 15m               |
| Stack-Overflow | 0.44 | 0.10  | 10’16”                     | 0.7     | 20’33”                      | 1.0     | 8h 30m               |
| Hacker-News  | 0.64  | 0.08  | 8’28”                      | 1.1     | 36’35”                      | 1.0     | 7h 42m               |

estimate the parameters of all models using the algorithm described in Section 3.4.3. We start in Section 3.5.1 by fitting aggregate data, that is, the IAT of the postings for all users in each dataset. Next, in Section 3.5.2 we use Act-M to fit data from individual users.

3.5.1 Fitting Aggregate Data

In Section 3.3 we showed that the distribution of postings’ inter-arrival times has the following properties: (i) heavy tails; (ii) bimodality; (iii) periodic spikes and (iv) correlation between consecutive values. Our goal in this section is to show that our Act-M model is able to match all these four patterns. Table 3.2 shows the estimated Act-M parameters (obtained using the algorithm described in Section 3.4.3) that we use for all figures in this section.

We start by analyzing whether our Act-M model is able to recreate the periodic spikes and the bimodal distribution that we observed in real data (Observations 3.2 and 3.3). Figure 3.10 shows the logarithmic binned histogram of IAT for all users in each dataset. We compare the real data distribution (gray area) to the distribution of synthetic IAT generated by Act-M, SFP and CNPP, which were presented in Chapter 2. For each dataset, we also show the root-mean-square error (RMSE) between the models’ and the data’s histograms. Accurately fitted results are indicated by lower RMSE, while a RMSE value equals to zero indicates a perfect fit. The SFP model fails to match both the periodic spikes and the bimodal distribution from the data as it lacks a mechanism that accounts to the fact that users may sleep or have bursts of activity. The CNPP model matches the bimodal distribution, but fails to generate the periodic spikes. In contrast, our Act-M model accurately matches the real data histogram from all datasets, including the periodic spikes and the bimodal distribution.

In order to investigate if Act-M generates a heavy tailed distribution as we observed in the social media data in Section 3.3, we plot in Figure 3.11 the complementary cumulative distribution function (CCDF) of real and synthetic inter-arrival times. Only the Act-M and SFP models generate heavy-tailed inter-arrival times distributions while CNPP fails to match the tail part of the empirical distribution. This indicates that the non-homogeneous Poisson-Process proposed by the CNPP model is not able to match the tail-part of the IAT distribution. Moreover, while SFP produces heavy-tailed distributions, it fails to fit the slope of the data as Act-M does.

Finally, we verify if Act-M produces correlated consecutive IAT as observed in real data (Observation 3.4). Figure 3.12 compares the heat-maps of consecutive pairs of IAT of real and syn-
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Figure 3.10: Act-M (solid blue line) matches both the periodic spikes and bimodal IAT distribution of the real data. Both the gray area (real data) and the lines (synthetic data) correspond to the logarithmic binned histogram of IAT. For all fits, we also show the root mean squared error (RMSE) obtained by each model.
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Figure 3.11: Act-M (solid blue line) matches the heavy tailed distribution of the real data (gray dots). Due to the accuracy of the Act-M fit, the blue line is often invisible due to occlusion.

thetic time-stamps. The procedure to generate the heat-maps was described in Section 3.3. Act-M provides the best match for the real data when compared to the SFP and CNPP models. In particular, the heat-maps generated by Act-M have a concentration of pairs along the diagonal, which indicates that it is able to model the correlation between consecutive IAT as observed in the real data. Act-M also matches the crests centered at $\Delta_i \approx 1$ day or $\Delta_{i+1} \approx 1$ day which are analogous to the periodic spikes observed in the logarithmic binned histogram (Figure 3.10). Since the CNPP relies on Poisson Processes to generate IAT, it fails to produce both the crests and correlation of consecutive IAT, while the SFP model generates a correlation between consecutive IAT that deviates significantly from the real data.

3.5.2 Fitting Individual Users Data

The number of postings generated by most of social media users is often not large enough to plot a logarithmic binned histogram as we show in Figure 3.10 when we analyze the aggregate data from all users in each dataset. Therefore, we use the kernel density estimation (KDE) to analyze how well Act-M and its competitors are able to fit data from individual users. Figure 3.13 compares the KDE of the real data (black dots) and the models. We selected, from each dataset, the users at the first, second (median) and third quartile positions with respect to the number of postings. Act-M obtained the most accurate fit and was closely followed by the CNPP model, while the
Figure 3.12: The heat-maps depict the distributions of pairs of consecutive IAT. Notice that both Act-M (second column) and the real data (first column) have a concentration of pairs along the diagonal of the heat-maps. This shows that Act-M generates correlated consecutive IAT as observed in real data.
SFP model was not able to fit the data. Although Act-M and CNPP obtained similar results when fitting the KDE of individual users, CNPP is only able to fit the IAT distribution when there is a small number of postings. On the other hand, Act-M has the advantage of also explaining temporal patterns, such as periodic spikes and heavy tails which are only observable when we have a large number of postings.

To provide a quantitative comparison of the models when fitting users’ IAT kernel density estimation, we computed the root mean squared error (RMSE) between the users’ and the models’ KDE. To compute the RMSE, we compared the users’ and the models’ KDE values over 100 logarithmic-spaced inter-arrival times. Table 3.3 shows the median RMSE obtained by the models in each dataset. Act-M consistently obtained the smallest median RMSE for all datasets.

Figure 3.13: Fits for the IAT kernel density estimation (KDE) of individual users’ postings. The black dots correspond to the data. From each dataset we selected the users in the median and first and third quartile positions with respect to the number of postings.
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Table 3.3: Median Root Mean Squared Error (RMSE) when fitting users’ IAT kernel density estimation.

| Dataset      | SFP        | CNPP       | Act-M      |
|--------------|------------|------------|------------|
| Reddit       | 2.63 \cdot 10^{-3} | 0.37 \cdot 10^{-3} | 0.33 \cdot 10^{-3} |
| Twitter      | 3.63 \cdot 10^{-3} | 0.49 \cdot 10^{-3} | 0.35 \cdot 10^{-3} |
| Stack-Overflow| 4.39 \cdot 10^{-3} | 0.40 \cdot 10^{-3} | 0.31 \cdot 10^{-3} |
| Hacker-News  | 2.81 \cdot 10^{-3} | 0.38 \cdot 10^{-3} | 0.32 \cdot 10^{-3} |

Since Act-M can accurately model the IAT distribution of individual users, we use it to analyze the distribution of users in a social media service with respect to the Act-M parameters. In Figure 3.14 we show the distribution of the transition probabilities $p_r$ and $p_a$ for a sample of 1,000 users from each dataset. For all datasets, the transition probabilities are distributed as a single cluster, which we indicate as a red ellipse. However, for some outliers the values of the transition probabilities deviate from the cluster. For each dataset we selected a user, indicated by a colored diamond in the $p_r$ vs. $p_a$ scatter plot and plotted the KDE fit obtained by the Act-M model.

By analyzing users whose parameters deviate from the distribution observed in its respective dataset, we found interesting patterns. First, the KDE of the postings’ IAT often had a single mode which can be attributed to the high value of the transition probability $p_a$. For the Reddit dataset (Figure 3.14(a)), most of the users located outside the red ellipse are bots with user names such as moderator_bot, bitcointip and QualityEnforcer. In the Stack-Overflow dataset, we observed that outliers included Web site administrators such as the user Marc Gravell (ID 23345) or the user Jon Skeet (ID 22656) who has the highest reputation score in Stack-Overflow. A similar pattern was observed for the Hacker-News dataset, where the outlier highlighted in Figure 3.14(d) is the Web site developer (user dang).

3.5.3 Running Time Analysis of Parameter Estimation

The parameter estimation algorithm (Section 3.4.3) uses $M$ synthetic time-stamps to approximate Act-M’s inter-arrival time distribution (Equation 3.5). As we increase $M$, the approximation of Act-M’s inter-arrival time distribution becomes more accurate. However, as the optimization algorithm changes Act-M’s parameters to minimize the squared error of Equation 3.5, the synthetic time-stamps must be generated again with new parameters. As a result, the running time of the parameter estimation algorithm grows as we increase the number $M$ of synthetic time-stamps used to approximate the IAT distribution.

The left column of Figure 3.15 shows the relationship between the parameter $M$ and running time of Act-M’s parameter estimation. In the right column of Figure 3.15, we plot the root-mean-square error (RMSE) between the Act-M’s and the data IAT histogram. The markers and the error bars indicate the mean and standard deviation of the measures over ten runs of the fitting algorithm for each dataset. The running times of the Act-M fitting algorithm were measured in a MacBook Pro computer with a 2.6GHz Intel Core i5 processor, 8GB of RAM with the Mac OS X 10.10. The Act-M model was implemented and executed using Matlab R2013.
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Figure 3.14: Act-M parameters can be used to detect anomalies. The Act-M transition probabilities \( p_r \) and \( p_a \) are distributed as a single cluster for the majority of the users as indicated by the red ellipsis. We found that users that deviate from this pattern are often bots or Web site administration staff.
Figure 3.15: Act-M fitting time. As the number $M$ of synthetic time-stamps used to approximate Act-M’s distribution increases, the running time of the estimation algorithm increases while the fitting error (RMSE) decreases. The markers and the error bars indicate, respectively, the mean and standard deviation of the measures over 10 runs of the fitting algorithm.
3.6 Detecting Bots

In this section, we show that the Act-M can also be used to detect bots. As previously discussed (Section 3.2), we consider all users controlled by computer programs as bots. Specifically, we want to solve the following problem: given time stamp data from a set of users \( \{U_1, U_2, \cdots \} \) where each user \( U_i \) has a sequence of postings inter-arrival times \( \Delta_i = (\Delta_1, \Delta_2, \Delta_3, \ldots) \) we want to decide if user \( U_i \) is a human or a bot.

To solve this problem, we propose ACTM-SPOTTER, a method for bot detection that extracts temporal features from users’ time stamp data and uses a cost-sensitive classification scheme to decide if users are bots. The ACTM-SPOTTER method employs three temporal features: Act-M-Distance, D-Score and L-Score which are discussed in Section 3.6.1. In Section 3.6.2 we describe the cost-sensitive classification scheme used by ACTM-SPOTTER. Finally, in Section 3.6.3 we evaluate ACTM-SPOTTER.

3.6.1 Temporal Features

The first feature used by ACTM-SPOTTER is the Act-M-Distance, which uses the Act-M model to compare the distribution of inter-arrival times of each user against the aggregate distribution of all users in the dataset. The rationale of Act-M-Distance feature is that users whose inter-arrival times distribution are significantly different from the aggregate distribution are suspicious. To extract the Act-M-Distance feature, we start by estimating the Act-M parameters \( \theta \) using the aggregate inter-arrival time from a social media service. By using the estimated parameters, we generate for each user \( U_i \) a sequence of synthetic inter-arrival times of size \( M \), where \( M \) denotes the size of the inter-arrival sequence for user \( U_i \). Finally we compute the logarithmic binned histogram of inter-arrival times for the user and synthetic data. The Act-M-Distance feature is given by the distance between the two histograms.

Algorithm 2 describes the procedure employed to compute the Act-M-Distance feature. The algorithm takes as input a sequence of inter-arrival times from a user, denoted by \( \Delta_{\text{user}} = (\Delta_1, \Delta_2, \cdots, \Delta_M) \) and the estimated Act-M parameters \( \theta \). The procedure \text{LOGBINHIST}(A, b) computes the logarithmic binned histogram of sequence of values \( A \) with \( b \) bins. The procedure \text{ACTM-GENERATE} (Algorithm 1) generates a synthetic sequence of inter-arrival times \( \tilde{\Delta} \) using the Act-M model and is described in Section 3.4.2.

```
Algorithm 2 Algorithm to compute the Act-M-Distance feature.
Input  User inter-arrival times \( \Delta_{\text{user}} = (\Delta_1, \Delta_2, \cdots, \Delta_M) \) and Act-M parameters \( \theta \).
Output Act-M-Distance feature.
1: \( (c_1, c_2, \cdots, c_K) \leftarrow \text{LOGBINHIST}(\Delta_{\text{user}}, K) \)
2: \( \Delta \leftarrow \text{GENERATE}(\theta, M) \)
3: \( (\hat{c}_1, \hat{c}_2, \cdots, \hat{c}_K) \leftarrow \text{LOGBINHIST}(\Delta, K) \)
4: Act-M-Distance \( \leftarrow \sum_{j=1}^{K} |c_j - \hat{c}_j| \)
```

The two remaining features used by ACTM-SPOTTER (D-Score and L-Score) are computed by using a pair-counting matrix \( D \) similar to that used to build the heat-maps of consecutive IAT in Section 3.3. The \( D \) matrix is generated by dividing the \( \Delta_i \) vs. \( \Delta_{i+1} \) space into a logarithmic
The entries $D_{i,j}$ of the matrix counts the number of pairs $(\Delta_i, \Delta_{i+1})$ of consecutive inter-arrival times in each grid cell. The D-Score feature corresponds to the fraction of the entries in the pair-counting matrix diagonal:

$$D\text{-Score} = \frac{\sum_{i=1}^{m} D_{i,i}}{\sum_{i=1}^{m} \sum_{j=1}^{m} D_{i,j}}$$

(3.6)

where $0 \leq D\text{-Score} \leq 1$. A D-Score close to one indicates that the user is posting comments at regular intervals (e.g. every 15 minutes). Figure 3.16(b) shows the pair-counting matrix for a Reddit user with a large D-Score (0.45). In this particular case, the user is posting comments at every 45 minutes indicating automated behavior. For comparison, Figure 3.16(a) shows a user with organic behavior.

The L-Score feature is the largest sum of the entries located at the $k$-th line and column of the pair-counting matrix:

$$L\text{-Score} = \max_k \left\{ \frac{\sum_{i=1}^{m} D_{i,k} + \sum_{i=1}^{m} D_{k,i} - 2 \cdot D_{k,k}}{\sum_{i=1}^{m} \sum_{j=1}^{m} D_{i,j}} \right\}$$

(3.7)

where $0 \leq L\text{-Score} \leq 1$. A large L-Score indicates that a user posts comments at alternated regular intervals and is also an indication of automated behavior. Figure 3.16(c) shows the pair-counting matrix for the user with the second highest L-Score (0.50) from the Reddit dataset. The user shown in Figure 3.16(c) alternates between posting comments at every 4 seconds and 5 minutes.

Figure 3.16: Reddit users with different commenting patterns captured by the ACTM-SPOTTER features. Each figure shows the pair-counting matrix $D$ for different Reddit users. (a) Pair-counting matrix for a human user. (b) Pair-counting matrix of a bot that posts at regular intervals (every 45 minutes). (c) Pair-counting matrix of a bot that alternates between posting at every 4 seconds and 5 minutes.

### 3.6.2 Cost Sensitive Classification

After ACTM-SPOTTER extracts the set of three features (Act-M-Distance, D-Score and L-Score) from each user, it is necessary to identify which users are bots. Given a training set of users labeled either as bots (positive examples) or humans (negative examples), we train a Naive-Bayes classifier to estimate the posterior probability $p_{bot}$ that a user is a bot given the extracted features. If $p_{bot}$ is higher than a decision threshold $p_{thresh}$, then the user is classified as a bot.
Based on [31], we estimate the decision threshold $p_{\text{thresh}}$ by assigning a cost $c_{\text{FN}}$ to false negative (FN) errors and a cost $c_{\text{FP}}$ to false positive (FP) errors. A false negative error occurs when a bot is classified as a human. A false positive error occurs when a human is classified as a bot. We select the threshold $p_{\text{thresh}}$ that minimizes the $F_\beta$-Measure on the training set:

$$F_\beta = \frac{(1 + \beta^2) \cdot TP}{(1 + \beta^2) \cdot TP + \beta^2 \cdot FN + FP}$$  \hspace{1cm} (3.8)

where $\beta = \sqrt{c_{\text{FN}}/c_{\text{FP}}}$.

### 3.6.3 ACTM-Spotter Evaluation

We evaluated ACTM-Spotter using a random sample of 1,963 Reddit users manually labeled as humans in addition to 37 bots. We also randomly selected 1,353 Twitter users that were identified by Twitter as humans (e.g. music celebrities and politicians) in addition to a set of 64 Twitter bots. To classify the users as humans or bots, we randomly split the datasets into train and test subsets of the same size while preserving the class distribution. The train subset is used to train a Naive-Bayes classifier, estimate $p_{\text{thresh}}$ and the Act-M parameters $\theta$. Each experiment was repeated ten times. In our experiments, we set the number $K$ of bins of the log-binned histogram (Algorithm 2) to 30. Although there are many methods that try to automatically select the number of bins of a histogram, for simplicity, our decision was based on the rule $K = \sqrt{n}$, where $n$ is the sample size (i.e. number of postings). We compared ACTM-Spotter against the following features extracted from the sequence of time-stamps of each user:

1. **IAT Histogram**: Logarithmic binned histogram of postings inter-arrival times;
2. **Entropy**: Entropy of the IAT histogram, proposed in [24].

Figure 3.17 compares the precision vs. sensitivity (recall) curve obtained by ACTM-Spotter and competitors. A good performance is indicated by a curve closer to the top part of the plot. For the Twitter dataset (Figure 3.17(b)), ACTM-Spotter obtained the highest precision for all sensitivity values, indicating that for any configuration of FP and FN costs, it is better than the other features. For the Reddit dataset (Figure 3.17(a)), ACTM-Spotter obtained considerably higher precision for sensitivity values smaller than 70%, and precision values closer to the other methods for sensitivity values larger than 70%.

Even though the datasets are strongly imbalanced, with significantly more humans than bots, ACTM-Spotter obtained a precision of 96.5% and 94.7% for sensitivity values of 47.9% and 70.3% for the Reddit and Twitter datasets, respectively.
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Figure 3.17: Precision vs. sensitivity (recall) curve for the task of bot detection. ActM-Spotter obtained the highest precision for the majority of sensitivity (recall) values in both datasets. A good performance is indicated by a curve closer to the top part of the plot.

3.7 Conclusions

In this chapter, we presented Act-M (Activity Model), a model that accurately fits the distribution of inter-arrival times from social media users’ postings. Act-M was designed based on our observations of data from several social media services. Specifically, we found that the inter-arrival time between postings is characterized by four activity patterns:

1. **Heavy-Tailed Distribution**: The distribution of inter-arrival times is heavy-tailed (Observation 3.1).
2. **Bimodal Distribution**: The distribution of inter-arrival times has two modes (Observation 3.2).
3. **Periodic Spikes**: The circadian rhythm affects users’ postings times, generating periodic peaks in the inter-arrival times distribution at every 24-hour interval (Observation 3.3).
4. **Positive Correlation**: There is a dependency between the arrival time of consecutive postings (Observation 3.4).

Part of the temporal patterns that we have observed – such as the heavy tailed distribution – agrees with previous studies in human communication [10, 99]. However, to the best of our knowledge, the existence of all four discovered patterns in several social media services is a novel finding that we presented in this chapter.

In Chapter 2, we used Table 4.5 to compare the capabilities of different models for communication dynamics. We now update Table 4.5 to also include the Act-M model. The result is Table 3.4, which shows that only Act-M is capable of explaining all the discovered patterns using a single mathematical model. Moreover, Act-M was able to provide an accurate fit to the inter-arrival times distribution of the real data.

Finally, we also show that Act-M can be used to spot bots in social media. We proposed ActM-Spotter, a method that uses Act-M to tell if users are humans or bots based solely on
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Table 3.4: Communication patterns matched by different models. Only Act-M is able to describe all patterns.

| Pattern         | Poisson-Process | Log-Logistic | Power-Law | CNPP | SFP | Act-M |
|-----------------|-----------------|--------------|-----------|------|-----|-------|
| Heavy Tails     | ✓               | ✓            | ✓         | ✓    | ✓   | ✓     |
| Bimodality      |                 |              | ✓         | ✓    | ✓   | ✓     |
| Periodic Spikes |                 |              |           | ✓    | ✓   | ✓     |
| Correlation     |                 |              |           | ✓    | ✓   | ✓     |

the timing of their postings. In our experiments, ACTM-SPOFTER obtained a higher precision than the competitors for different values of sensitivity (recall). Additionally, even though the datasets for the bot detection task were heavily imbalanced, with less than 5% of positive examples (bots), ACTM-SPOFTER obtained a precision higher than 93% and 77% for a sensitivity of 70% considering the Twitter and Reddit datasets, respectively.
Chapter 4

Coevolution of User Interactions

Social media services allow users to interact with content in different ways. For instance, when a user uploads an image, other users can share, comment or express approval by using features such as a like button. In this chapter we use data from social voting services to investigate the relationship between different types of user interactions in social media.

4.1 Introduction

As we discussed in Section 2.1.2, social voting services are a type of social media service in which users can employ votes and comments to curate content. For example, consider Imgur\(^1\), a social voting service which focuses on image content. Imgur users can indicate that they like or dislike an image by clicking on up-vote or down-vote buttons. Additionally, users can post short textual comments related to each image. Images that gather more up-votes are shown more prominently on the Imgur website and mobile application and consequently attract even more user interactions. Other social voting services behave similarly to Imgur. Reddit\(^2\), for example, also allows users to use up-votes, down-votes and comments. Differently from Imgur, however, Reddit users can submit other types of content in addition to images, such as links to news articles or videos.

In this Chapter, our goal is to study how the volume of different types of user interactions received by a piece of content submitted to a social media service evolve over time. Since we focus on social voting services, the types of user interactions that we consider are up-votes, down-votes and comments.

We analyzed data from three popular social voting services: Reddit and Imgur, which are, respectively, the 18th and 50th most visited websites in the world\(^3\) as well as historical data from Digg [65]. We show in this chapter that user interactions (up-votes, down-votes and comments) are characterized by three patterns: (i) the count of comments received by a submission grows as a power-law on the count of votes; (ii) for popular submissions, the time for reaching the peak of their popularity decays with respect to the number of votes received; and (iii) user reaction times – i.e. the time interval between a submission creation and a user interaction – can be accurately modeled by a log-logistic distribution.

\(^1\)http://imgur.com/
\(^2\)http://www.reddit.com/
\(^3\)Source: www.alexa.com, accessed in March 2017.
Based on the discovered patterns, we propose the Vote-and-Comment (VnC), a mathematical model that describes how the up-votes, down-votes and comments change over time for a given submission. In our experiments (Section 4.5), VnC was consistently more accurate than state-of-the-art baselines. Figure 4.1 shows the up-votes, down-votes and comment data from a link submitted to Reddit. VnC, indicated by a solid line, is able to accurately fit three curves: up-votes time-series (Figure 4.1(a)), number of up-votes vs. down-votes (Figure 4.1(b)) and number of comments vs. number of votes (Figure 4.1(c)).

Finally, as the final contribution of this chapter, we show that VnC can forecast up-vote, down-vote and comment time-series. VnC provided a more accurate prediction for the final number of user interactions when compared to competitors. We also used VnC to spot outliers and cluster different types of content (pictures vs. discussions) based on user activity.

The remainder of this chapter is organized as follows. In Section 4.2 we define the concepts used throughout this chapter. In Section 4.3 we present observations from our analysis of social voting services data. The VnC model is introduced in Section 4.4. The experiments and applications involving the VnC are presented in Sections 4.5 and 4.6. Finally, we present the concluding remarks for this chapter in Section 4.7.

4.2 Definitions

We define a submission as any item that a user can upload to a social voting service. Examples of items that may be submitted to a social voting service include images and URLs to news articles. A user interaction is the act of up-voting, down-voting or commenting on a submission. For each submission, there are three time-series: \( V_+ (t), V_- (t), C(t) \) which denote, respectively, the number of up-votes, down-votes and comments accumulated by a submission over time. The derivatives of
4.3 Activity in Social Voting Services: Observations

In this section, we analyze data from three social voting services: Reddit, Imgur and Digg. The combined datasets correspond to over 300,000 submissions. Our goal is to find patterns between different user interactions (up-votes, down-votes and comments).

4.3.1 Datasets

We developed a crawler to collect data from two social voting services: Reddit and Imgur. We tracked Reddit and Imgur submissions over a period of 20 and 34 days respectively. Every ten minutes, our crawler added to its tracking list the first 150 submissions appearing on Reddit news sections and the first 50 submissions appearing on Imgur news section. We used Reddit’s and Imgur’s API to collect every 20 minutes a snapshot of each submission data: the number of up-votes, down-votes and comments. Each submission was tracked for 33 hours and 20 minutes, starting from within 10 minutes from its submission. Our crawler stopped tracking a submission after 33 hours and 20 minutes due to the APIs limitation on the number of requests per hour and because the submissions usually did not receive a significant number of votes and comments after 33:20h of their creation. Finally, we added to our datasets all submissions with at least 100 up-votes. The selected submissions attracted over 97% of the votes and comments. Table 4.1 summarizes the number of submissions and user interactions (votes and comments) for each dataset.

For each submission, we used the collected data to generate time-series for the number of up-votes, down-votes and comments. Each time-series contains 100 data-points, where each data point (time-tick) corresponds to an interval of 20 minutes. We also analyze publicly available historical Digg data\(^4\) that was originally studied in [65]. The Digg data consists of 3,553 up-votes time-series and does not contain down-vote and comment data.

4.3.2 Relationship Between Comments and Votes

We start the exploration of the social voting services datasets by analyzing the correlation between the total number of votes and comments received by submissions. For this analysis, we included

\[^4\]Digg Dataset: [http://www.isi.edu/~lerman/downloads/digg2009.html](http://www.isi.edu/~lerman/downloads/digg2009.html)

Table 4.1: Summary of the social voting services datasets.

| Dataset | # Submissions | # User Interactions (Votes and Comments) |
|---------|---------------|------------------------------------------|
| Reddit  | 17,205        | 113,331,266                              |
| Imgur   | 724           | 2,107,576                                |
| Digg    | 3,553         | 5,149,170                                |
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Figure 4.2: Joint distribution of votes (up-votes plus down-votes) vs. comments accumulated by Reddit and Imgur submissions. The number of votes and comments received by submissions is correlated, with Pearson coefficients of 0.39 and 0.78 for the Reddit and Imgur submissions, respectively.

only submissions with at least 10 comments. Since the Digg dataset does not contain comment data, we do not use it for the analysis presented in this section. The heat-maps from Figure 4.2 depict the joint distribution between the total number of comments \( C(t) \) and votes \( V_+(t) + V_-(t) \) accumulated by submissions of the Reddit and Imgur datasets. The two types of user interactions are correlated for both datasets. More specifically, the Pearson correlation between the total votes and comments are 0.39 and 0.78 for the Reddit and Imgur submissions, respectively.

While the heat-maps from Figure 4.2 depict the correlation between the final number of votes and comments received by submissions, they do not explain how the relationship between the number of comments and votes evolve over time. We evaluated two hypotheses to describe how the number of comments \( C(t) \) accumulated by a submission grows with respect to the number of votes \( V_+(t) + V_-(t) \) accumulated by a submission:

- **H1 - Linear Relationship:** The number of comments \( C(t) \) grows linearly with respect to the number of votes \( V_+(t) + V_-(t) \), that is: \( C(t) = a \cdot [V_+(t) + V_-(t)] \);
- **H2 - Power-law Relationship:** The number of comments \( C(t) \) grows as a power-law on the number of votes \( V_+(t) + V_-(t) \), that is: \( C(t) = k \cdot [V_+(t) + V_-(t)]^\alpha \).

We fitted the two hypotheses to data from all submissions and computed the coefficient of determination \( R^2 \). Accurately fitted results are indicated by \( R^2 \) values closer to 1, while \( R^2 = 1 \) corresponds to a perfect fit. Table 4.2 shows the mean \( R^2 \) obtained by each model. The power-law model obtained statistically significantly larger \( R^2 \) values than the linear model for both datasets with \( p = 0.01 \). Based on this result, we propose the Vote-Comment (VC) Law:

**Observation 4.1. VC Law:** The relationship between the number of votes and comments received by a submission can be accurately described by a power-law.

In Figure 4.3, we plot the comments vs. votes trajectory for four selected submissions from the Reddit and Imgur datasets. The VC Law is indicated by the solid blue line and accurately
Table 4.2: VC Law: the relationship between the number of comments and votes received by a submission can be accurately described by a power-law. The values are mean $R^2$ and standard deviation obtained by fitting real data from Reddit and Imgur.

| Model                        | Reddit       | Imgur        |
|------------------------------|--------------|--------------|
| Power-Law Relationship       | $0.95 \pm 0.07$ | $0.93 \pm 0.10$ |
| Linear Relationship          | $0.87 \pm 0.40$ | $0.82 \pm 0.27$ |

Figure 4.3: The number of comments can be modelled as a power-law on the number of votes (VC Law).

4.3.3 Peak Time

In this section, we analyze how different aspects of a submission affect the peak time of the time-series of user interactions. We define the peak-time $t_p$ of a time-series as the time it takes to reach its maximum value. For example, the peak-time $t_p$ of the up-vote times-series $v_+(t)$ is given by:

$$t_p = \arg\max_t v_+(t)$$  \hspace{1cm} (4.1)
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Figure 4.4: Submissions with a larger number of up-votes reach their peak faster. We built the plot by grouping submissions into logarithmic buckets based on the number of total up-votes. The gray dots indicate the median peak-time of the up-vote time-series of the submissions in each bucket. The blue line corresponds to the Urgency Law (Observation 4.2).

We start by answering the following question: a submission that receives a large number of up-votes will peak faster or slower than a less popular submission? Figure 4.4 shows the median peak times for submissions with a different number of total up-votes. We built the plot by grouping submissions into logarithmic buckets based on the number of total up-votes. Next, for each bucket, we computed the median peak times. Figure 4.4 shows that the final number of up-votes \( V_{\text{total}} \) of a submission is related to its peak time. We name this relationship “Urgency Law”:

**Observation 4.2. Urgency Law**: the peak time \( t_p \) of the up-votes time-series of popular submissions (with at least 3,000 up-votes) decays approximately linearly with respect to the logarithm of the total number of up-votes: \( t_p \approx b - a \log V_{\text{total}} \).

Figure 4.4 indicates that popular submissions reach the peak of their popularity faster. The fit obtained by our proposed Urgency Law is indicated by a solid blue line which matches the real data. The values obtained for the coefficients \( a \) and \( b \) were \( a = 2.46 \) and \( b = 29.5 \).

4.3.4 Reaction Times

We also analyzed how long it takes for users to interact with submissions after they are created. We start by defining reaction times:

**Definition 4.1 (Reaction Time)**. The reaction time \( \Delta_R \) of a given user interaction corresponds to the time interval between the instant \( t_o \) in which a submission is created and the instant \( t_r \) in which an interaction (vote or comment) occurs.

Figure 4.5 shows the distribution of reaction times of up-votes, down-votes and comments for all submissions from the Reddit, Imgur and Digg datasets. The solid red line corresponds to the log-logistic fit to the data whose PDF is given by:

\[
 f(x) = \frac{(s/\mu)(x/\mu)^{s-1}}{(1 + (x/\mu)^s)^2} \tag{4.2}
\]

where \( \mu \) and \( s \) denote the scale and shape parameters, respectively. We estimated the parameters \( \mu \) and \( s \) of the log-logistic distribution using maximum likelihood estimation (MLE).
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The distribution of reaction times for votes and comments in social voting services can be accurately modeled by the log-logistic distribution.

4.4 The VnC Model

In this section, we present VnC (Vote-and-Comment), a model that describes the coevolution of up-votes, down-votes and comments received by a submission. VnC was designed to accurately match the user interaction time-series from social voting services by taking into account the Observations 4.1 to 4.3 presented in Section 4.3. VnC is composed of three sub-models that describe the following relationships:

1. Number of up-votes over time;
2. Up-votes vs. down-votes;
3. Comments vs. votes.

First, in Section 4.4.1, we describe how VnC models the number of votes received by a submission over time. In Section 4.4.2 we describe how the number of up-votes and down-votes evolves after a submission is created. Finally, in Section 4.4.3, we show that the number of comments can be explained as a power law of the number of votes.

4.4.1 Modeling Up-Votes Over Time

VnC assumes that the probability $P(t)$ of a user up-voting a submission at time-tick $t$ is given by the probability $P_{\text{Like}}(t)$ that the user will like the submission with the condition that the user has already observed the submission. Denoting the probability that the user will observe (i.e. react) to the submission at the time tick $t$ as $P_{\text{React}}(t)$ and assuming that $P_{\text{React}}(t)$ and $P_{\text{Like}}(t)$ are independent, we have:

$$P(t) = P_{\text{Like}}(t) \cdot P_{\text{React}}(t)$$

Figure 4.5: Reaction times can be described by a log-logistic distribution. The parameters $\mu$ and $s$ were estimated using MLE and the log-logistic fit is indicated by the solid red line.

A common assumption of previous works is that reaction times in human communication follow power-law distributions [10, 74]. While power-laws are able to match the tail part of the reaction time distribution, they do not explain the distribution for small reaction times. Figure 4.5 shows that the log-logistic is a more robust model as it can be used to model the distribution of small reaction times in addition to the heavy-tail:

**Observation 4.3.** The distribution of reaction times for votes and comments in social voting services can be accurately modeled by the log-logistic distribution.
The probability $P_{\text{Like}}(t)$ that a user will like a submission in VnC is governed by a *cascading mechanism*. That is, $P_{\text{Like}}(t)$ increases as the submission accumulates up-votes. We model this cascading mechanism as a linear fraction of the users that have already voted on that submission:

$$P_{\text{Like}}(t; \beta_+, \xi_+) = \xi_+ + \beta_+ \cdot \frac{V_+(t)}{N_+},$$

(4.4)

where $\xi_+$ is the independent coefficient, $\beta_+$ is the cascading coefficient, $N_+$ is the population of potential voters and $V_+(t) = \sum_{i=1}^t v_+(i)$ is the number of votes accumulated by the submission at time-tick $t$.

The cascading coefficient $\beta_+$ reflects how strong the influence exerted by users on each other is. Larger values of $\beta_+$ mean that users are more likely to up-vote a submission based on the number of up-votes accumulated by that submission.

Based on Observation 4.3, we model the distribution $P_{\text{React}}$ of reaction times using the log-logistic distribution with PDF given by Equation 4.2 and scale and shape parameters denoted by $\mu$ and $s$, respectively. The shape parameter $\mu$ corresponds to median reaction time while the scale parameter is related to the decay rate of $P_{\text{React}}$.

Since users on social voting services can vote only once on a submission, the number of users that can cast a vote on a submission is given by the difference $N_+ - V_+(t)$. As a result, the expected number of up-votes $v_+(t+1)$ received by a submission at time-tick $t + 1$ is given by the product $P(t) \cdot [N_+ - V_+(t)]$:

$$v_+(t + 1) = [N_+ - V_+(t)] \cdot P_{\text{Like}}(t; \beta_+, \xi_+) \cdot P_{\text{React}}(t; \mu, s)$$

(4.5)

where the initial conditions are $v_+(0) = 0$ and $V_+(0) = 0$.

Equation 4.5 assumes that a submission starts receiving votes as soon as it is created at time-tick $t = 1$. However, in certain social voting services a user can create a submission at time $t = 1$ but only share it later at time $t = t_s$. In this case, the probability of a user voting on a submission is $P(t) = 0$ if $t \leq t_s$ and $\text{prob}(t) = P_{\text{Like}}(t; \beta_+, \xi_+) \cdot P_{\text{React}}(t - t_s; \mu, s)$ for $t > t_s$.

**Parameter Estimation:** Given a time-series $v_+(t)$ of real data corresponding to the number of up-votes received by a submission and the estimated values $\hat{v}_+(t; \theta)$ for our model by minimizing the sum of squared errors between $v_+(t)$ and $\hat{v}_+(t; \theta)$:

$$\min_{\theta} \sum_{t=1}^{t_m} [v_+(t) - \hat{v}_+(t; \theta)]^2$$

(4.6)

We solve the least-squares problem from Equation 4.6 by using the *Levenberg-Marquardt* algorithm [73].

### 4.4.2 Modeling Up-Votes and Down-Votes

VnC assumes that the cascading and log-logistic reaction times mechanisms, which govern the evolution of up-votes, are the same for the down-votes time-series. That is, users are more likely to down-vote a submission as it accumulates down-votes (Equation 4.4), and the probability of a submission receiving a down-vote is modulated by the users’ reaction time distribution. This results in the following equation for the down-votes time-series:
\[ v_-(t + 1) = [N_ - V_-(t)] \cdot P_{\text{like}}(t; \beta_-, \xi_-) P_{\text{react}}(t; \mu, s) \]  

(4.7)

with initial conditions \( v_-(0) = 0 \) and \( V_-(0) = 0 \).

The parameters \( \mu \) and \( s \) that control the reaction times distribution as well as the start time \( t_s \) are shared between the up-votes (Equation 4.5) and down-votes time-series. The cascading coefficient \( \beta_- \), independent coefficient \( \xi_- \) and the population of potential down-voters \( N_- \) are allowed to be different for the time-series \( v_+(t) \) and \( v_-(t) \).

We fit the parameters \( \theta = \{N_+, \beta_+, \xi_+, N_-, \beta_-, \xi_-, \mu, s, t_s\} \) by solving the following least-squares problem:

\[
\min_{\theta} \sum_{t=1}^{t_m} [v_+(t) - \hat{v}_+(t; N_+, \beta_+, \xi_+, \mu, s, t_s)]^2 + [v_-(t) - \hat{v}_-(t; N_-, \beta_-, \xi_-, \mu, s, t_s)]^2
\]

(4.8)

where \( v_+(t) \) and \( v_-(t) \) denote the real data and \( \hat{v}_+(t) \) and \( \hat{v}_-(t) \) are the estimated values for the up-votes and down-votes time-series.

### 4.4.3 Modeling comments

Based on the VC Law exhibited by real data (Observation 4.1), we model the number of comments \( C(t) \) accumulated by a submission as a power-law on the number of votes \( V_+(t) + V_-(t) \):

\[ C(t) = k[V_+(t) + V_-(t)]^\alpha \]

(4.9)

Given real data from the time-series of accumulated votes \( V_+(t) + V_-(t) \) and comments \( C(t) \), we find the parameters \( k \) and \( \alpha \) by minimizing the squared error between \( C(t) \) and \( k[V_+(t) + V_-(t)]^\alpha \).

**Definition 4.2.** The Equations 4.5, 4.7 and 4.9 constitute the VnC model.

### 4.5 Experiments

In this section, we evaluate how well VnC fits real data from the Reddit, Imgur and Digg social voting services. The Reddit and Imgur datasets were obtained by our crawlers and are described in Section 4.3.1. The Digg dataset is publicly available and was originally studied in [65]. We start in Section 4.5.1 by analyzing the VnC accuracy when fitting up-vote time-series and comparing the results to other models from the literature. Next, in Section 4.5.2 we analyze VnC ability to match the tail part of the time-series. Finally, Section 4.5.3 shows VnC results when fitting the coevolution of different types of user interactions.

#### 4.5.1 Vote Time-Series

We start by comparing the VnC accuracy against the SI, Bass, Phoenix-R and Spike-M models, which we discussed in Chapter 2. SI and Bass are widely employed in the literature to model information cascades while Phoenix-R and Spike-M are state-of-the-art models. Figure 4.6 shows the scatter plots of the \( R^2 \) values obtained by VnC and a competitor. Accurately fitted results are indicated by \( R^2 \) values closer to 1, while \( R^2 = 1 \) corresponds to a perfect fit. Each point
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Corresponds to an up-votes time-series. In each scatter plot, points below the diagonal, in the yellow area, correspond to time-series that were best fitted by VnC. VnC obtained better results than its competitors for all datasets. More specifically, VnC provided a better fit than the SI, Bass, Phoenix-R and Spike-M models for over 98%, 90%, 95% and 88% of the time-series, respectively. This is indicated by a larger number of time-series (black points) below the diagonal of the scatter plots of Figure 4.6.

Figure 4.7 compares the root mean squared error (RMSE) obtained by VnC, SI, Bass, Phoenix-R and Spike-M models when fitting up-votes time-series from Reddit, Imgur and Digg. A lower RMSE indicates a better fit, and points below the diagonal in the yellow area correspond to time-series that were best fit by VnC. VnC obtained a smaller RMSE for over 91%, 99%, 96% and 90% of the time-series when compared to the Bass, SI, Phoenix-R and Spike-M models, respectively.

To conclude the quantitative analysis of VnC accuracy, Table 4.3 compares the mean $R^2$ values obtained by VnC, SI, Bass, Phoenix-R and Spike-M models for all up-vote time-series from the Reddit, Digg and Imgur datasets. For all datasets VnC obtained a statistically significantly higher $R^2$ when compared to its competitors with $p = 0.01$.

Table 4.3: Fitting accuracy: our VnC model obtained the highest mean $R^2$ values when fitting up-votes time-series from links submitted to Reddit, Imgur and Digg. The maximum possible $R^2$ value is 1, which indicates a perfect fit. In addition to the mean $R^2$, the Table also shows the standard deviation.

| Model      | Reddit | Imgur  | Digg  |
|------------|--------|--------|-------|
| VnC        | 0.80 ± 0.21 | 0.88 ± 0.13 | 0.77 ± 0.16 |
| Spike-M    | 0.76 ± 0.23 | 0.66 ± 0.18 | 0.67 ± 0.15 |
| Phoenix-R  | 0.65 ± 0.30 | 0.55 ± 0.23 | 0.58 ± 0.22 |
| Bass Model | 0.75 ± 0.21 | 0.78 ± 0.15 | 0.55 ± 0.17 |
| SI         | 0.69 ± 0.26 | 0.51 ± 0.19 | 0.31 ± 0.39 |

Finally, in Figure 4.8 we show the VnC fit for up-vote time-series. We selected the submissions to plot in Figure 4.8 based on the final number of up-votes. The first row, starting from the top, corresponds to the most up-voted submission from each dataset. The second, third and fourth rows correspond, respectively, to the submissions in the 3rd quartile, median and 1st quartile with respect to the number of up-votes. Although different submissions may have different rise and fall patterns, VnC, indicated by a solid blue line, accurately fitted the time-series from the different social voting services.

4.5.2 Heavy-Tail Decay

The left column of Figure 4.9 shows up-vote time-series from Reddit, Imgur and Digg in log-log scale. The yellow areas of the time-series correspond to the region after the peak-time. As discussed in Section 4.3, we define the peak-time of a time-series as the time it takes to reach its maximum value.

\[5\]
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Figure 4.6: Comparison of VnC accuracy to existing models from the literature. Points below the diagonal in the yellow area correspond to up-votes time-series that were best fit by VnC. The bars above each plot show the fraction of time-series that were best fit by VnC. All time-series with at least 10 up-votes were selected.
have a heavy-tailed decay as their tail part (yellow area) can be approximated by a straight line. In the right column of Figure 4.9, we zoom into the tail part of the time-series and show the fit obtained by VnC and its competitors. While VnC model is able to match the heavy tail decay in the up-votes time-series, the Bass and Phoenix-R models generate a non-realistic exponential decay in the number of votes received over time.

Although the Spike-M model also generates heavy-tailed decays, VnC has the advantage of being scalable on the length (number of time-ticks) of the time-series. That is, VnC requires $O(n)$ operations to evaluate a time-series, while Spike-M has $O(n^2)$ runtime on the time-series length. This is shown in Figure 4.10, where we plot the time in seconds required to evaluate time-series of different lengths for VnC and Spike-M. Evaluation time was obtained in a computer with an Intel Core i5 3.2GHz processor, 16 GB of RAM running Mac OS X 10.9. Both methods were implemented in Matlab R2013.

### 4.5.3 Up-votes, Down-votes and Comments

In Figure 4.11, we analyze how well VnC fits the coevolution of up-votes and down-votes. We show the trajectory in the up-votes vs. down-votes plane of the most voted submission and the submission with the median number of votes in each dataset (Reddit and Imgur). We do not analyze the Digg dataset in this section as it does not contain down-vote or comment data. For both datasets, VnC (indicated by a solid blue line) closely fits the data. We also observe from Figure 4.11 that the trajectories in the up-vote vs. down-vote plane of a submission do not follow a simple straight line. This shows that although the total number of up-votes and down-votes are correlated for a given submission (see Figure 4.2), the relationship between up-votes and down-votes may change over time and VnC is able to accurately capture this behavior.
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| Reddit | Imgur | Digg |
|--------|-------|------|
| ![Graph](image) | ![Graph](image) | ![Graph](image) |

In Figure 4.8 we use data from the same submissions depicted in Figure 4.11 to analyze the VnC fitting for the coevolution between comments and votes accumulated by submissions. The plots are in log-log scale, and the data can be approximated by a straight line, indicating a power-law relationship, as we discussed in Section 4.3. Again, the VnC fitting is indicated by a solid blue line that accurately captures the difference in the growth rate between votes and comments.
Figure 4.9: Heavy-tailed decay in up-vote-time series. The plots in the left column show up-vote time-series from Reddit, Imgur and Digg in log-log scale. The right column show the tail part of the same time-series in log-log scale. VnC model, indicated by a solid blue line, matches the heavy-tailed decay while the Bass and Phoenix-R models have unrealistic exponential decays.

Figure 4.10: Evaluation of VnC is linear on the length of time-series while Spike-M requires $O(n^2)$ operations.
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Figure 4.11: VnC (blue line) fits the relationship up-votes and down-votes. Submissions to the left and to the right received, respectively, the median and the largest number of up-votes on each dataset.

Figure 4.12: VnC fits the relationship votes and comments (log-log scale). Submissions to the left and to the right received, respectively, the median and the largest number of up-votes on each dataset. For each submission, we also show the parameters $\alpha$ and $k$.
4. Applications

In the previous section, we showed that VnC accurately fits the up-vote, down-vote and comment time-series of different social voting services (Reddit, Imgur and Digg). Now we focus our analysis on how VnC can be employed in different applications: forecasting the number of user interactions received by submissions, detecting outliers and clustering submissions based on their content type (image vs. discussions).

4.6.1 Forecasting

The problem of forecasting the tail part of the up-vote, down-vote and comment time-series of a given submission can be stated as follows:

**Problem 4.1.** Given the initial parts of the up-vote $v_+(t)$, down-vote $v_-(t)$ and comment time-series $c(t)$ of a submission for $t < t'$, predict the tail part of the time-series for $t > t' + 1$.

In order to forecast the tail part of the time-series, we learn the VnC parameters using only data from the first six hours and 40 minutes after a submission is created (20 time-ticks). We start by using VnC and to predict the final number of up-votes, down-votes and comments received by a submission. Table 4.4 shows the median absolute percentage error (APE), given by $|A - F|/A$, where $A$ denotes the actual final number of up-votes, down-votes or comments and $F$ the forecasted values. The best results for each combination of dataset and time-series (including statistical ties) are indicated in bold. We used a Wilcoxon rank-sum test at 5% significance level to compare the medians.

Table 4.4: Comparison of VnC forecasting error. The table shows the median forecasting absolute percentage error (APE). Best results (including statistical ties) are shown in bold.

|         | Bass | SI | Phoenix-R | Spike-M | VnC |
|---------|------|----|-----------|---------|-----|
| Reddit  |      |    |           |         |     |
| $v_+$   | 0.57 | 0.57 | 0.82      | 0.42    | **0.39** |
| $v_-$   | 0.67 | 0.64 | 0.86      | **0.55** | **0.53** |
| $c$     | 0.62 | 0.64 | 0.86      | 0.73    | **0.39** |
| Imgur   |      |    |           |         |     |
| $v_+$   | **0.69** | **0.65** | 0.81      | 0.98    | **0.71** |
| $v_-$   | **0.65** | 0.68 | 0.84      | 0.98    | **0.65** |
| $c$     | 0.59 | 0.58 | 0.84      | 1.15    | **0.47** |
| Digg    |      |    |           |         |     |
| $v_+$   | 0.87 | 0.89 | 0.98      | **0.52** | 0.77 |

VnC provided the most accurate forecast – or tied with the best competitor – for almost all combinations of user interaction and datasets. The exception was the up-vote time-series from the Digg dataset for which Spike-M obtained the lowest error. VnC obtained the most striking results for the comments time-series, where the median APE (error) was considerably lower than all competitors. The volume of comments received by a submission is, on average, lower than the number of votes. As a result, forecasting the comment time-series is a challenging task. VnC solves this problem by using data from the up-vote and down-vote time-series to forecast the comment time-series (see Equation 4.9).
Figure 4.13 shows the VnC forecast results for the up-vote time-series of the most voted submissions from each dataset. We also include, for comparison purposes, the results obtained by Spike-M and Bass models. We omit forecasts from SI and Phoenix-R to avoid occlusion and because the Spike-M and Bass models obtained the best results after VnC. Only the data points to the left of the vertical dashed line (indicated by a solid black line) were used to train the models. Both Spike-M and VnC obtained accurate forecasts while the Bass model did not predict correctly the tail, which is expected, since it yields a curve that decays exponentially while real data has a heavier tail. While Spike-M was able to match VnC forecasting capability, VnC is scalable and Spike-M has a quadratic run-time complexity on the length of the time-series (see Figure 4.10).
4.6.2 Detecting Outliers

Our goal in this section is to show how VnC can be used to detect submissions that attracted an anomalous volume of user interactions. We divide the outliers that we observed in the Reddit and Imgur datasets into three categories: (i) late night outliers, (ii) flat down-vote outliers and (iii) “one-shot users” outliers.

**Late night outliers:** Figure 4.14(a) shows a scatter plot that compares the $R^2$ values obtained by VnC when fitting the up-votes and down-votes time-series of all Reddit and Imgur submissions. As expected from the results of Section 4.5, VnC obtained high $R^2$ values for most of the submissions. However, submissions inside the dashed blue ellipsis are outliers, as they have low $R^2$ values for both the up-votes and down-votes time-series and represent less than 2% of the dataset. Figure 4.14(c) shows two of these outliers, which are characterized by having double peaked time-series and are depicted as triangles in the $R^2$ scatter plot of Figure 4.14(a). For comparison, the normal submissions shown in Figure 4.14(b), as well as the majority of the time-series, have a single peak.

In order to understand what causes the double peak behavior, we analyzed the time of the day of occurrence of the valleys between the two peaks. We find the time-series’ two peaks by computing all local maxima in a 5.5h window and selecting the two local maxima with the largest up-vote count. Our analysis of the 35 submissions with the lowest $R^2$ values showed that the valleys are concentrated around 3h to 10h in US Eastern Standard Time (EST), coinciding with a time interval in which Reddit users are less active. This indicates that the two peak behavior may be caused by submissions that receive a first peak of up-votes by users active at late night and a second peak of votes by users active by the morning.

**Flat down-vote outliers:** Figure 4.14(s) shows the up-votes and down-votes time-series for submissions that are located in the red ellipsis area in Figure 4.14(a). These submissions represent less than 2% of the dataset. Compared to the normal submissions, the outliers located in the red ellipsis area have a flat down-vote time-series and a regular (single peaked) up-vote time-series. More than half of the flat down-vote outliers are pictures of animals such as dogs and cats, which seems to repel down-votes from Reddit and Imgur users.

**“One shot users” outliers:** Finally, VnC can also detect anomalous outliers by analyzing the fit accuracy of the votes vs. comments’ curve (Equation 4.9). We selected all submissions with at least 100 comments from the Reddit and Imgur datasets. We computed VnC’s $R^2$ values for the votes vs. comments fit. Figure 4.15(a) shows the distribution of $R^2$ values with the outliers indicated by a red ellipse. Figure 4.15(c) shows the time-series for the votes (up-votes and down-votes) and comments received by the two suspicious submissions with the smallest $R^2$ values. Both submissions received a large number of comments just after they were created. Notice that this pattern does not occur for regular submissions such as in Figure 4.15(b).

We inspected each suspicious submission in order to find comments made by “one-shot users”. We define “one-shot users” as users who only commented on a single submission. For the left submission in Figure 4.15(c), over 55% of the users who posted comments are suspicious: i.e. they only posted comments on that submission. Similarly, for the right submission of Figure 4.15(c), over 10% of the users who posted comments are suspicious. For comparison, we also inspected
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Figure 4.14: Outliers detected by VnC. (a) VnC $R^2$ values obtained by fitting the up-votes and down-votes time-series of submissions with at least 1,000 up-votes. Two regions of outliers – blue and red ellipsis – are shown. (b) Normal submissions for which VnC provided an accurate fit (over 95% of the dataset). (c) Late night outliers (dashed blue ellipsis, less than 2% of the dataset) have a low $R^2$ for the up-votes and down-votes time-series. (d) Flat down-vote outliers (solid red ellipsis, less than 2% of the dataset) have a high $R^2$ for the up-votes time-series but low $R^2$ for the down-votes time-series. More than half of the flat down-votes outliers are pictures of animals.
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Figure 4.15: VnC spotted submissions suspected of using artificial users to boost their popularity.
(a) Distribution of $R^2$ values for the comments vs. up-votes fit. (b) Normal submissions. (c) Suspicious submissions which received a large number of comments just after their creation.

Both suspicious submissions were posted to the Reddit’s AMA (ask me anything) section, which focuses on interviews. In the AMA section, a user (the interviewee) makes a submission and other users (commenters) can leave questions (comments) and vote on other questions and answers. The AMA section is often used as a marketing tool and has attracted the participation of celebrities such as Bill Gates, Barack Obama and Arnold Schwarzenegger. As a result, the outliers detected by VnC could be attributed by individuals that recruited users to boost the number of comments – and consequently, the popularity – of their submission.

4.6.3 Clustering

While social voting services such as Imgur are focused only on image data, other social voting services such as Reddit allow users to submit links to different types of content (e.g. pictures, news, movies). A question one could ask is whether the comment vs. votes behavior is the same for distinct types of submissions. To answer this question we make use of the fact that Reddit links are categorized into sub-reddits. Sub-reddits are sub-communities focused on different interests. We used VnC to fit the votes vs. comments curve of links submitted to two sub-reddits: pics and AskReddit. In pics the sub-reddit users can only post links to pictures while in AskReddit users submit questions asking for other users’ comments. In Figure 4.16 we plot the parameters $k$ and $\alpha$ of VnC Equation 4.9.

**Observation 4.4.** Links to pictures and to discussions generate two separated clusters when projected into the parameter space $\alpha$ and $k$ of the VnC model (Figure 4.16).
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Figure 4.16 shows that there is a clear difference in the parameter $k$ between links submitted to the sub-reddits pics and AskReddit, resulting in a separation of the submissions into two clusters. This indicates that the coefficient $k$ changes significantly for different types of submissions (pictures and questions). The difference in the exponent $\alpha$, however, is not as pronounced. While submissions to the pics sub-reddit have a mean $\alpha = 0.68 \pm 0.12$, submissions to AskReddit have a mean $\alpha = 0.75 \pm 0.09$.

4.7 Conclusions

In this chapter we proposed Vote-and-Comment (VnC), a model for user activity on social voting services. Given a submission, VnC describes: (i) how the number of votes evolves over time; (ii) how the difference between up- and down-votes evolves over time and (iii) how the number of comments grows with respect to the number of votes. The VnC model was designed based on observations taken from more than 20,000 submissions from three social voting Web sites: Reddit and Imgur – each attracting over 110 million unique visitors per month\(^6\) – as well as publicly available data from Digg [65].

We compared VnC against representative models for information diffusion from the literature. VnC consistently provided the most accurate fit and forecast to real data for all analyzed datasets. In particular, for the comment time-series VnC performed significantly better than the baselines (Table 4.4). Table 4.5 compares the capabilities of VnC against existing models from the literature. VnC is the only model designed to describe the relationship between the different types of user interactions found in social voting services: up-votes, down-votes and comments. Additionally, VnC is able to fit the heavy tail observed in real data without requiring quadratic evaluation cost as Spike-M does.

The contributions presented in this chapter are summarized as follows:

- **Discoveries:** We discovered the following patterns by analyzing different modalities of user interactions: (i) relationship between peak time and total number of votes (Urgency Law),

\(^6\)Source: https://www.reddit.com/about, accessed on February 2016.
(ii) relationship between votes and comments (VC Law) and (iii) log-logistic distribution of reaction times.

• **Model**: Based on the discovered patterns, we proposed VnC, a parsimonious, accurate and scalable model that describes the relationship between different types of activity on social voting Web sites. VnC consistently obtained superior results with respect to fitting accuracy when compared to competitors. Specifically, VnC provided a better fit than the closest competitor for over 92% of the more than 20,000 submissions studied. Moreover, VnC is also able to explain the relationship between up-votes vs. down-votes and votes vs. comments, while existing models such as Spike-M and SI can only be used to fit the up-votes, down-votes and comment time-series individually.

• **Usefulness**: VnC can be used to forecast the number of votes received by a submission, spot anomalies and cluster different types of content, based only on user activity.

|                     | SI | Bass | Ph.-R | Sp.-M | VnC |
|---------------------|----|------|-------|-------|-----|
| Votes over time     | ✓  | ✓    | ✓     | ✓     | ✓   |
| Up- vs. Down-votes  | ✓  | ✓    |       | ✓     | ✓   |
| Votes vs. Comments  | ✓  | ✓    |       | ✓     | ✓   |
| Heavy Tail          | ✓  | ✓    | ✓     | ✓     | ✓   |
| Linear Evaluation   | ✓  | ✓    | ✓     | ✓     | ✓   |
Chapter 5

Automatic Annotation of Social Media Images

Due to their large user base, social media services such as Facebook, Flickr, Instagram and Twitter generate a large volume of images. Due to the volume of the data, providing tools for users to effectively find relevant image content is important to improve the usability of these social media services. Keyword-based queries, in which users search for content using textual keywords, could be used to address the problem of searching for images in such large collections. However, in order to use keyword-based queries with images, they need to contain textual annotations. Since manually annotating such large volumes of images is not always a feasible solution, we tackle in this chapter the problem of automatically annotating images from social media services.

5.1 Introduction

As we discussed in Section 2.4, most of the current automatic image annotation methods employ multiple extraction algorithms to analyze images considering local or global features under different visual features. This is necessary because most of the extraction algorithms are not capable of describing the large visual variability of images. Additionally, in the context of social media, the visual features are often fused with metadata such as textual comments. However, the use of a large number of features also falls in the problem known as the dimensionality curse [58], in which the significance and information content of each feature decreases, reducing the annotation accuracy.

Therefore, if we knew beforehand which features are useful to determine the relevance of a given annotation, we would be able to discard irrelevant features, improving the annotation accuracy. However, it is not always clear which features are appropriate to predict the relevance of a given annotation.

To tackle this problem, we propose MFS-Map (Multi-Feature Space Map), a method that combines visual and textual features to annotate social media images. MFS-Map design is based on the following assumption: images with a given textual annotation are more likely to have a lower visual variability. To illustrate this assumption, consider Figure 5.1. It shows pictures with manual annotations from the MIR Flickr dataset [49]. Figure 5.1(a) presents images with the annotation “sky” while Figure 5.1(b) shows images with the annotation “structures”. For the
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(a) Annotation “sky”

(b) Annotation “structure”

Figure 5.1: Pictures from the MIR Flickr dataset with annotations (a) “sky” and (b) “structure”. Color information may be correlated to annotation “sky” but will probably be less meaningful to annotation “structure”.

From the “sky” annotation, we observe the prevalence of the color blue. On the other hand, the images with the annotation “structure” are characterized by the presence of sharp edges.

MFS-Map takes advantage of the lower visual variability among images with the same annotation to automatically identify which visual features are more useful to annotate an image. For example, in Figure 5.1, color information may be appropriate to identify the presence of the annotation “sky” because of the prevalence of blue color. However, for the annotation “structures” there is no prevalent color. Thus, color may not be an adequate feature.

In order to identify useful visual and textual features when annotating images, we divide the features into subspaces. This allows MFS-Map to discretize the visual features from each subspace by using clustering algorithms. Finally, MFS-Map mines association rules between annotations and the discretized subspace features. The rules are then employed to suggest annotations for an input non-annotated image. This is possible because the feature vectors resulting from the extraction algorithms are not concatenated into a single large feature vector. Rather, we divide the features into a number of feature subspaces. This allows MFS-Map to find relationships between annotations and regions of the subspaces. The useful relationships are automatically selected and represented as rules that are employed to predict annotations for an input non-annotated image.

We evaluated MFS-Map by employing two publicly available datasets: MIR Flickr and ImageCLEF 2011. We compared our results with widely employed annotation approaches, and MFS-Map almost always obtained both significantly superior precision and faster training and testing times.
5.2 Problem Definition

The data that we analyze in this chapter consists of images from the social media service Flickr\(^1\). Images from Flickr may contain one or more textual tags assigned by users. These tags may be missing and are not necessarily related to the visual content of the image.

The problem that we want to solve is the following: given an image uploaded to Flickr – which may contain textual tags – find a set of textual annotations that describe the content of that image. Formally, this problem can be stated as follows:

**Problem 5.1 (Automatic Image Annotation).** Given a social media image \( I \), consisting of a tuple \((I, L)\), where \( I \) corresponds to the image (i.e. a matrix of pixels) and a set of textual tags \( L = \{\ell_1, \ell_2, \cdots\} \), we want to find a set \( A = \{a_1, a_2, \cdots\} \) of textual image annotations to describe the input social media image.

Here we want to emphasize the difference between textual annotations and tags. Tags are provided by Flickr users and used alongside with the image content as input to solve the problem of automatic image annotation. These tags are potentially noisy (e.g. wrong, missing or unrelated to the image visual content). On the other hand, the annotations should describe the visual content of the images and are the output that we aim to find when solving the problem.

5.3 Proposed Method: MFS-Map

MFS-Map (Multi-Feature Space Map) is an automatic image annotation method that, given a non-annotated image, returns a list of the annotations that best describes its visual content. Each returned annotation is scored based on its predicted relevance.

In order to predict the annotation relevance, MFS-Map generates rules that describe relationships between annotations and regions in the visual feature subspaces. The rules are generated from a training set of images where each image may contain one or more annotations. The rule generation is carried out by the following steps:

1. **Feature Extraction:** Extract visual features from a training set of images employing a set of extraction algorithms. Each extraction algorithm yields a feature space where the images are represented by feature vectors;
2. **Discretization:** Convert the sets of feature vectors that represent the training set images into sets of *feature items*. Each feature item provides a discrete representation of a feature vector.
3. **Rule Generation:** Combine the images feature items with their textual tags and annotations and generate rules in the format: \{feature item\} \(\rightarrow\) \{annotation\} or \{textual tag\} \(\rightarrow\) \{annotation\}.

The MFS-Map is described as follows. Section 5.3.1 details how MFS-Map generates feature items from visual features. Section 5.3.2 presents the algorithm employed to obtain rules from the discrete representation of the image. Finally, Section 5.3.3 describes MFS-Map’s annotation algorithm.

\(^1\text{https://www.flickr.com/}\)
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5.3.1 Visual Feature Discretization

Before it generates the annotation rules, MFS-Map discretizes the visual features of the training set images. To discretize these visual features, MFS-Map learns a map function from a training set of images. Specifically, MFS-Map solves the following problem:

**Problem 5.2** (Visual Feature Discretization). Let $\mathbb{Z}$ denote the set of all integers. Given a training set of images $X = \{I_1, I_2, \cdots, I_n\}$ and the image annotations for each training image $\{A_1, A_2, \cdots, A_n\}$, we want to learn a map function $m(I) \rightarrow \{f_1, f_2, \cdots, f_k\}$ that maps the input image $I$ into a set of discrete feature items $f_i \in \mathbb{Z}$.

Algorithm 3 describes how MFS-Map learns the function. The algorithm takes as input the set of training images $X = \{I_1, I_2, \cdots\}$ and a set of feature extraction functions $\{\varepsilon_1, \varepsilon_2, \cdots, \varepsilon_k\}$. As discussed in Section 2.4, each feature extraction function $\varepsilon_i$ takes as input an image $I$ and returns a feature vector $v$.

**Algorithm 3** Algorithm to learn MFS-Map’s mapping function.

**Input** Set of training images $X = \{I_1, I_2, \cdots, I_n\}$, annotations of the training images $A = \{A_1, A_2, \cdots, A_n\}$, and a set of feature extraction functions $\{\varepsilon_1, \varepsilon_2, \cdots, \varepsilon_k\}$.

**Output** Map function $m(I)$.

```
for $\varepsilon_i \in \{\varepsilon_1, \varepsilon_2, \cdots, \varepsilon_k\}$ do
    $V_i \leftarrow \emptyset$
    for $I_j \in X$ do
        $V_i \leftarrow V_i \cup \{\varepsilon_i(I_j)\}$
    end for
    $C_i \leftarrow \text{K-MEANS}(V_i, A)$
end for

$m(I) \leftarrow f(I) = \{\text{NCL}(\varepsilon_1(I), C_1), \cdots, \text{NCL}(\varepsilon_k(I), C_k)\}$
```

For each extraction function $\varepsilon_i$, Algorithm 3 creates a set of feature vectors $V_i$ by applying $\varepsilon_i$ to all images in the training set (lines 2 to 5). In line 6, the procedure K-MEANS applies a k-means clustering on the feature vectors in $V_i$. When running the k-means algorithm, we set the number of clusters to correspond to the number of different annotation values present in the training set. The output of the k-means clustering is a set of centroids. For all centroids, we store in $C_i$ the coordinates and a centroid label. The centroid label is an integer and we implement the procedure K-MEANS to assign distinct labels to all centroids. Finally, in line 8, we assign a mapping function to $m(I)$. This map function assigns a feature item to each feature vector $v_i$ representing the image $I$. For this purpose, we use the nearest centroid label procedure, denoted by NCL$(v_i, C_i)$, which searches for the centroid in $C_i$ that is nearest to the feature vector $v_i$ and returns its label.

Figure 5.2 illustrates how MFS-Map assigns centroids labels. In this example, there are two feature extraction functions: A and B. The part (a) of Figure 5.2 shows how MFS-Map extract feature vector representation of images. In this example, the feature spaces are represented as three-dimensional spaces, and each feature vector is represented by a point. However, in the general case there is no restriction to the feature spaces dimensionality and they do not need to share the number of dimensions among themselves.
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Figure 5.2: MFS-Map maps images to a set of discrete feature items. (a) Feature vector representations are extracted from the images. (b) Resulting centroids obtained by applying k-means in feature subspaces A and B separately. The resulting set of feature items for an image is obtained by finding the label of nearest centroid in each feature space.

Figure 5.2(b) shows the resulting centroids obtained by applying k-means in feature space A and B separately. For the feature space A, two centroids were obtained ($c_1$ and $c_2$) and for the feature space B three centroids were obtained ($c_3$, $c_4$ and $c_5$). If we used the map function on the image represented by a black circle in Figure 5.2(b), the resulting set of feature items would be \{$c_1$, $c_5$\}.

5.3.2 Rule Generation

In the previous section we described how MFS-Map learns a function $m(I)$ that given an image $I$ returns a set \{f$_1$, f$_2$, $\cdots$\} of feature items to describe it. In the rule generation phase, MFS-Map takes as input the itemset representations of the training images and finds a set of rules that are employed to predict annotation relevance. The itemset representation of an image is defined as follows:

**Definition 5.1** (Itemset Representation). The itemset representation of an image $I$ is the set formed by the union of the sets of feature items \{f$_1$, f$_2$, $\cdots$\}, textual tags $L$ = \{\ell$_1$, \ell$_2$, $\cdots$\} and annotations $A$ = \{a$_1$, a$_2$, $\cdots$\} of $I$.

Before presenting the rule generation algorithm, we also define the confidence $\text{conf}(f_i, a_j)$ of a feature item $f_i$ and annotation $a_j$ pair:

**Definition 5.2.** The confidence $\text{conf}(f_i, a_j)$ of a feature item $f_i$ and annotation $a_j$ pair is given
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by:

\[
\text{conf}(f_i, a_j) = \frac{\text{freq}(\{f_i, a_j\})}{\text{freq}(\{f_i\})},
\]

where \(\text{freq}(\{f_i, a_j\})\) is the number of times that the pair feature item \(f_i\) and annotation \(a_j\) occurs in the same itemset and \(\text{freq}(\{f_i\})\) is the number of times \(f_i\) appears in an itemset.

The rule generation algorithm calculates a confidence value for each pair \(\{f_i, a_j\}\), \(f_i \in \mathcal{F}\) and \(a_j \in \mathcal{A}\) where \(\mathcal{F}\) and \(\mathcal{A}\) denote, respectively, all possible values of feature items and annotations in the training set. MFS-Map uses the confidence value of a pair \((f_i, a_j)\) as an estimate of the usefulness of the feature item \(f_i\) in predicting the relevance of annotation \(a_j\). The rules are generated from all pairs \(\{f_i, a_j\}\) whose confidence value is higher than a minimum confidence threshold, denoted by \(\text{minConf}\). The format of a rule is \(f_i \rightarrow a_j\), where \(f_i\) is defined as the antecedent and \(a_j\) is defined as the consequent of the rule.

5.3.3 Prediction of Annotation Relevance

The annotation phase of MFS-Map takes as input the set of mined rules and predicts annotations for an input non-annotated image \(I'\) and its – possibly empty – set of textual tags \(L' = \{\ell_1, \ell_2, \ldots\}\). MFS-Map starts by applying the map function to the image \(I'\) to obtain its itemset representation.

The next step of the annotation phase consists in selecting all mined rules whose antecedent contains an item that is also in the itemset of the input image. If an annotation \(a_i\) appears in at least one of the selected rules, then its relevance score is given by the mean confidence of all selected rules whose consequent contains \(a_i\). Otherwise, if an annotation does not appear in any rule, then its relevance with respect to the input image is zero. For example, if the itemset representation of the input image was \(\{f_2, f_4\}\) and the set of mined rules were:

1. \(\{f_1\} \rightarrow \{'animal'\} (\text{conf} = 0.67)\)
2. \(\{f_4\} \rightarrow \{'sunset'\} (\text{conf} = 0.82)\)
3. \(\{f_2\} \rightarrow \{'city'\} (\text{conf} = 0.72)\)
4. \(\{f_2\} \rightarrow \{'sunset'\} (\text{conf} = 0.93)\)

then the rules 2, 3 and 4 would be selected because their antecedent contains either the feature item \(f_2\) or \(f_4\). Rule 1, however, would not be selected because feature item \(f_1\) is not present in the itemset representation of the input image.

The relevance score of the annotation ‘sunset’, considering the selected rules, is the average of the confidence of the rules that contains the annotation ‘sunset’ in its consequent, that is, rules 2 and 4 which results in a relevance score of \((0.82 + 0.93)/2 = 0.875\). For annotations that do not appear in the consequent of any selected rules, such as ‘animal’ in the example, the relevance score is zero.

5.4 Experiments

We evaluated MFS-Map for the task of image annotations using two publicly available datasets: MIR Flickr [49] and Image CLEF 2011. Both datasets were employed by many works in automatic
image annotation [100, 114, 102] and are composed of images downloaded from the social media service Flickr. The MIR Flickr and Image CLEF 2011 datasets contain, respectively, 25,000 and 18,000 images.

Each image in both datasets is manually annotated. The number of different possible annotations for MIR Flickr is 25 and for Image CLEF is 98. The annotations correspond to depicted objects (e.g. “cars”, “dog”, “flower”) and scene description (e.g. “sunset”, “indoor”, “night”). Additionally, each image has also tags assigned by Flickr users. As we have discussed in Section 5.2, when we formalized the problem of image annotation, the tags are a valuable resource, but they contain noise, since not all tags are relevant to the image visual content. Because of the noise in the tags, performance evaluation is based on manual annotations. In our experiments, we discarded tags whose minimum frequency in the dataset was lower than 25. Figure 5.3 shows a sample image from the MIR Flickr dataset, its user tags and manual annotations.

```plaintext
user tags: crane, gru, sunset, hdr, tramonto, cielo, sky, ray, raggi, light, luci, chdk
major annotations: clouds, sky, structures, sunset
```

Figure 5.3: Sample image from the MIR Flickr dataset, its user tags and manual annotations. Tags are potentially wrong or unrelated to the image visual content while annotations have a higher quality, since they were validated by the MIR Flickr dataset creators.

### 5.4.1 Feature extraction

The visual feature extractors employed in the experiments were the following:

**RGB and HSV histograms:** Histograms computed by re-quantizing each color channel of the RGB and HSV color spaces to 7 bins yielding two $7^3 = 343$ dimensional feature vectors.

**HSV Histogram with layout information:** Feature vector computed by dividing the input image into 3 horizontal stripes of the same height and computing a local HSV Histogram. The local HSV histogram is computed by re-quantizing each color channel to 5 bins yielding a $3 \times 5^3 = 375$ dimensional feature vector.

**SIFT:** 100 bin bag-of-visual-words histogram computed by extracting local SIFT features [70] using a dense multi-scale grid for sampling.

**Gist:** 512 dimensional feature vector computed using the Gist descriptor [77] by resizing the image size to $256 \times 256$ pixels and using 8 orientations per scale.

**SFTA:** 21 dimensional feature vector computed by applying the SFTA texture descriptor [26].

Gist and SFTA feature vectors were normalized to the range 0.0 to 1.0. The remaining feature vectors were $L_1$ normalized.
5.4.2 Annotation methods

We compared MFS-Map performance to the three following methods: (i) cross-training using late-fusion (LF-SVM); (ii) cross-training using early-fusion (EF-SVM), and (iii) a nearest neighbor model that annotates images with the annotations of the most similar image from the training set (1-NN). These methods were discussed in Section 2.4.

For MFS-Map we set the confidence parameter to 0.5, which we found out to provide the best average performance. For cross-training, we employed SVM classifiers with radial basis function (RBF) kernels. In order to find the best SVM parameters (SVM cost and RBF kernel degree) we employed cross-validation before each binary SVM was trained. An important aspect of cross-training is that the classifiers must provide class membership probabilities for each prediction. Since SVMs do not output class membership probabilities, we mapped SVM scores to probabilities by learning a regression model using 20% of the training data.

For methods that rely on distance computation, we employed the cosine distance for the SIFT and Flickr tags when measuring dissimilarity. For all other features we used the Euclidean distance. All annotation methods were implemented in C++. For cross-training annotation (LF-SVM and EF-SVM) we employed LibSVM [22].

To quantify the performance of the annotation methods, we employed two metrics: the average precision (AP) and the break-even point precision (BEP). Both AP and BEP are computed for each annotation but can be averaged to provide a single measurement. To compute AP and BEP for a given annotation \( a \), we rank all images by the predicted relevance (the returned annotation score) and compute the precision at each position \( n \). The precision at position \( n \) corresponds to the fraction of images ranked lower or equal to \( n \) that have been correctly annotated. AP averages the precision over all positions of correctly annotated images and BEP is the precision at position \( n' \), where \( n' \) corresponds to the number of images manually annotated with annotation \( a \). AP and BEP results were obtained by ten-fold cross-validation with ten repetitions.

5.4.3 Annotation precision

In this section we describe the experiments performed to evaluate MFS-Map precision for the task of annotating images. Table 5.1 shows the mean AP and BEP of each annotation method for different feature configurations: T, V and T+V. Column T shows the results obtained using only Flickr tags. Column V shows the results obtained using only visual features. Column V+T shows the results obtained using both Flickr tags and visual features. Standard deviation is indicated between parentheses.

We compared AP and BEP values for each combination of features configuration and dataset using a two-tailed t-Student test with \( p=0.05 \) and the best results are indicated in bold. For both MIR Flickr and Image CLEF, MFS-Map obtained the best results for the three configurations (T, V and T+V) with one exception. 1-NN obtained the best BEP for Image CLEF using visual features.

The combination of visual and textual features (V+T) improved MFS-Map precision by a small but statistically significant value with \( p=0.03 \). However, for the other methods, the V+T precision was equal or inferior to the values obtained with only visual or only textual features.
Table 5.1: Average precision (AP) and break even precision (BEP) obtained by each annotation method for the MIR-Flickr and Image CLEF 2011 datasets under different feature configurations. T corresponds to results obtained using only Flickr tags. V corresponds to results obtained using only visual features. V+T corresponds to results using both Flickr tags and visual features. Standard deviation is indicated between parentheses.

| Dataset     | Method   | T  |        | V  |        | V+T |        |
|-------------|----------|----|--------|----|--------|-----|--------|
| MIR Flickr  | MFS-Map  | 54.0 (0.69) | 47.3 (0.66) | 41.1 (0.42) | 39.3 (0.42) | 55.1 (0.66) | 52.0 (0.37) |
|             | EF-SVM   | 29.9 (0.26) | 26.9 (0.35) | 28.5 (0.89) | 25.0 (1.28) | 29.9 (0.26) | 27.0 (0.44) |
|             | LF-SVM   | 29.9 (0.27) | 26.9 (0.35) | 29.9 (0.73) | 27.0 (0.86) | 29.9 (0.31) | 26.9 (0.47) |
|             | 1-NN     | 30.8 (2.92) | 28.3 (4.36) | 35.1 (0.43) | 37.7 (0.53) | 30.9 (3.19) | 28.5 (4.80) |
| Img. CLEF   | MFS-Map  | 48.1 (0.27) | 45.5 (0.35) | 42.9 (0.33) | 40.2 (0.34) | 49.4 (0.58) | 47.6 (0.59) |
|             | EF-SVM   | 37.7 (0.22) | 37.2 (0.22) | 36.8 (0.59) | 35.7 (0.73) | 37.8 (0.27) | 37.2 (0.32) |
|             | LF-SVM   | 37.8 (0.21) | 37.2 (0.22) | 37.7 (0.18) | 37.2 (0.19) | 37.8 (0.33) | 37.2 (0.31) |
|             | 1-NN     | 38.2 (1.36) | 37.9 (2.10) | 40.2 (0.29) | 41.6 (0.53) | 38.1 (0.98) | 37.7 (1.59) |

Figure 5.4: Average precision (AP) versus training and annotation time for each annotation method. Our proposed method, MFS-Map, is indicated by the square symbol.

This indicates that MFS-Map performs well also when different feature modalities (visual and textual) are combined.

5.4.4 Training and annotation time

Figure 5.4 shows a plot of training plus annotation time (total time) versus average precision for each method. Times were obtained by using a random sample of 20% of the MIR Flickr dataset and 40% of the Image CLEF dataset. The experiments were executed in a computer with an Intel i7 2.66GHz processor, 8GB RAM running Windows 64-bit OS. AP values may differ from Section 5.4.3 because of the sampling process. For the two datasets, MFS-Map was the fastest method. Additionally, as shown in Section 5.4.3, MFS-Map also obtained the highest average precision.

1-NN does not have a training phase and the total time corresponds to its annotation (test)
time only. However, for all other methods, the training phase accounted for at least 95% of total time. MFS-Map training time was at least 48 times faster for the Image CLEF dataset and 3.6 times faster for MIR Flickr dataset when compared to the other cross-training approaches (EF-SVM and LF-SVM). EF-SVM and LF-SVM larger training time can be attributed to the need to train a separated classifier for each annotation. Thus, when the number of different annotations is higher – Image CLEF has 98 annotations while MIR Flickr has 25 – the cross-training time is also higher.

5.5 Conclusions

In this chapter we presented MFS-Map, a method that automatically annotates images from social media services. MFS-Map efficiently combines the images’ visual content (represented by feature vectors) with textual tags when providing annotations. Instead of concatenating the feature vectors and tags into a large feature vector, MFS-Map divides the problem of automatic image annotation in subspaces, handling each visual feature separately. This allows MFS-Map’s rule generation algorithm to discard rules that present weak relationship between features and annotations. This is important in annotation problems, since a particular feature may be useful to annotate an image but may introduce noise for other images.
Chapter 6

Conclusions

The widespread use of social media services has produced an unprecedented volume of data on human behavior. Knowledge extracted from this data could be used in many potential applications, ranging from advertising to spam detection. However, this data is often complex and diverse. As a result, many traditional machine learning techniques are not able to directly handle the data, often requiring a prior feature extraction step.

In this PhD work we focused on developing methods for modeling and mining social media data. Specifically, we presented three contributions. First, we proposed Act-M, a model for the timing of users’ communication in social media that can be also used to detect bots. Our second contribution is VnC, a mathematical model that describes the volume of user interactions received by content submitted to social media services. Finally, as our third contribution, we presented MFS-Map, a method that automatically suggests textual annotation to social media images.

The remainder of this chapter is organized as follows. In Section 6.1 we summarize the main contributions of this thesis. Section 6.2 discusses future lines of research. Finally, in Section 6.3, we list the publications that resulted from this PhD work.

6.1 Contributions of this PhD Work

The main contributions of this PhD dissertation were result of three research problems that we investigated in order to support our thesis. The first research problem consisted in analyzing how to extract useful knowledge from data describing the timing of social media users’ actions. We also worked on how to provide textual annotations to social media images in order to support keyword-based queries. Finally, we studied the problem of modeling how the volume of users’ interactions with a piece of content changes over time.

The main contributions that we describe in the following sections were evaluated using real data from social media services. Since most of the data was not readily available, it required the development of crawlers to collect and store them into local databases. For example, in Chapter 4 we analyzed time-series of users interactions from Reddit and Imgur. The APIs from these two services only provided a snapshot of the current number of interactions (votes and comments) for a given submission. In order to create time-series of the volume of user interactions, we tracked submissions, collecting a snapshot of the data every 20 minutes. As a result, in addition to
the intellectual contributions, this PhD work also produced the following open-sourced code and datasets:

- **Open-Source Code:**
  - We open-sourced a Matlab implementation\(^1\) of the Act-M model described in Chapter 3. The implementation also includes code for detecting bots based only on timestamp data.
  - We open-sourced a Matlab implementation\(^2\) of the VnC model that we presented in Chapter 4.

- **Datasets:**
  - We released a dataset\(^3\) of up-votes, down-votes and comments time-series of Reddit and Imgur submissions. This data was used to design and validate the VnC.
  - We released a dataset\(^4\) with sequences of postings’ time-stamps from Reddit and Twitter users with over 36 Million time-stamps and 100 thousand users.

### 6.1.1 The Act-M Model for Communication Dynamics

The Act-M, described in Chapter 3, is a mathematical model that fits the distribution of inter-arrival times (IAT) from social media users’ postings. We took advantage of time-stamp data from several social media services to analyze user activity. Our contributions are:

- The IAT between postings is characterized by four activity patterns: (i) the distribution of IAT is heavy-tailed; (ii) the distribution of IAT has two modes; (iii) the circadian rhythm affects the users’ postings times, generating periodic peaks in the IAT distribution every 24 hours; (iv) IAT is not an independent and identically distributed (i.i.d.) variable. Although part of the temporal patterns we have observed agrees with previous studies in human communication, to the best of our knowledge, the combination of all four discovered patterns in several social media services is a novel finding.
- The Act-M accurately fits the distribution of IAT from social media users’ postings. More specifically, Act-M was able to match all the four activity patterns that we discovered. Additionally, we compared Act-M against state-of-the-art models for human activity. Our experiments show that Act-M provided the most accurate fits;
- We used Act-M to build a bot detection method that relies only on the timing of social media postings. This was possible because the timing of postings made by humans are accurately modeled by Act-M. As a result, we found that social media users whose time-stamps deviate from Act-M are likely to be bots.

### 6.1.2 The VnC Model for the Coevolution of User Interactions

In Chapter 4 we analyzed data from social voting services in which users can up-vote, down-vote or comment on submitted content. Based on this data, our contributions summarized as follows:

\(^1\)https://github.com/alceufc/rsc_model
\(^2\)https://github.com/alceufc/vnc_model
\(^3\)https://osf.io/bc3k6/
\(^4\)https://github.com/alceufc/rsc_model#datasets
6.2. Future Work

- We discovered the following patterns by analyzing different modalities of user interactions: (i) the number of comments grows as a power-law on the number of votes and (ii) the time between a submission creation and a user’s reaction obeys a log-logistic distribution.

- We presented VnC (Vote-and-Comment), which is a model for user activity on social voting services. Given a submission such as an image or a link to a news article, VnC describes how the number of up-votes and down-votes evolves over time and how the number of comments grows with respect to the number of votes. VnC requires only a small number of interpretable numerical parameters to accurately describe the time-series from social voting services. In order to validate VnC, we have tracked more than 20,000 submissions from three social voting services: Reddit, Imgur and Digg. We compared VnC against representative models for information diffusion from the literature. VnC consistently provided the most accurate fit and forecast to real data for all analyzed datasets. For the comment time-series, in particular, VnC performed significantly better than the existing models.

6.1.3 The MFS-Map Method for Image Annotation

MFS-Map is a method for automatic image annotation (AIA). The goal of AIA is to automatically suggest textual annotation to images based on their visual content. These textual annotations are then used mostly to allow users to search images using keyword-based queries. Social media images often have associated context data such as textual information. MFS-Map takes advantage of this fact by efficiently combining the images’ visual and context features to improve annotation precision. To achieve this goal, MFS-Map starts by dividing the visual and textual features into feature subspaces. Finally, MFS-Map uses an algorithm to mine decision rules that associate regions of these subspaces (represented by clusters’ centroids) with annotations.

6.2 Future Work

This PhD dissertation resulted in the development of two models for the behavior of social media users: Act-M and VnC. Additionally, we proposed MFS-Map, a method that automatically suggests annotations to social media images. By building on these results, the following areas of research could be explored in future work:

1. Extending the Act-M and VnC models for the task of modeling human behavior outside the domain of social media. For this purpose, different sources of data – such as online stores, and crowdsourced review services – could be explored.

2. Designing anomaly detection methods based on the output of user behavior models. The designed methods could be applied to the problem of detecting undesired behavior such as spam, fraud and false news in social media services.

3. Designing scalable data mining techniques to efficiently analyze the models’ parameters when designing anomaly detection methods. For this purpose, metric access methods could be employed to index the models’ parameters.

4. Improving MFS-Map results by incorporating deep neural networks into the process of combining textual visual content when annotating images from social media services.
6. Conclusions

6.3 List of Produced Publications

The Act-M model was first described in [28], a full paper published and presented at the ACM SIGKDD Conference on Knowledge Discovery and Data Mining 2015, which is one of the leading conferences in data mining. An extended version of the Act-M conference paper is already accepted for publication as a regular paper at the ACM Knowledge Discovery from Data (TKDD) journal.

A paper [35] describing the VnC model was published at the IEEE International Conference on Data Mining (ICDM) 2016, which is also a top quality conference in the data mining and knowledge discovery research area. An extended journal version of this paper is currently being written. Finally, the MFS-Map method for image annotation was published in the ACM SAC 2014 conference [27].

In addition to the mentioned main contributions, the PhD candidate also collaborated with his colleagues at the Databases and Images Group\(^5\). As result of these collaborations, a full paper was accepted for the SIAM International Conference on Data Mining that will be held in April 2017. This paper describes a method named VolTime that spots individuals with suspicious behavior based on the volume and timing of their activity. This PhD also resulted in works on the task of detecting fire [14] and smoke [20] in social media images.

\(^5\)GBdI (http://gbdi.icmc.usp.br/)
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