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Abstract
Escalation of commitment causes people to continue a failing course of action. We study the role of construal level in such escalation of commitment. Consistent with the widely held view of construal level as a primed effect, we employed a commonly used prime for manipulating this construct in a laboratory experiment. Our findings revealed that the prime failed to produce statistically significant differences in construal level, which was measured using the Behavior Identification Form (BIF). Furthermore, there was no effect of the prime on escalation of commitment, or on constructs that have previously been linked to construal level such as the perceived importance of feasibility considerations relative to desirability considerations, and the number of pros and cons that subjects can think of.

Interestingly, however, subjects’ actual construal level scores on the BIF were found to significantly affect escalation. Specifically, our findings show that people with a low construal level are less willing to continue a failing project. This relation is mediated by the perceived importance of the feasibility of the project relative to its desirability. For people with a low construal level, the perceived importance of feasibility relative to desirability is higher, which in turn makes escalation of commitment less likely.

Our findings are consistent with prior research suggesting that priming construal level may not always be effective. Thus, while construal level has typically been regarded as a state-like variable that can be primed, in this study, we show that construal level may also be considered as a trait.
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1 Introduction

Escalation of commitment to a failing course of action can be a costly decision error, both at an individual and at an organizational level (Brockner, 1992; Keil et al., 2000a; Sleesman et al., 2012; Staw, 1976). One of the reasons for such escalation is the sunk cost fallacy (Arkes & Blumer, 1985; Johnstone, 2002; Staw, 1976). This fallacy states that people are more likely to invest in a project if they have invested in this project previously. Various other project, psychological, social, and organizational factors have been shown to drive escalation of commitment as well (Hollar et al., 2012; Sleesman et al., 2012). A study by Hollar et al., (2012) suggests that, amongst these, psychological factors are the strongest driver of escalation of commitment behavior. A potentially important psychological factor that has remained unexplored thus far, is construal level.

Construal level involves the degree of psychological distance that people experience at the time of making a decision (Trope & Liberman, 2010). Psychological distance increases as the object that is being construed mentally, is further away (e.g., temporally, geographically, socially or in hypotheticality). In this paper, we investigate how construal level affects escalation of commitment.

Consistent with the widely held view of construal level as a primed effect, we employed a commonly used prime for manipulating this construct in a laboratory experiment. In addition, we measured subjects’ construal levels using the Behavior Identification Form (BIF) (Vallacher & Wegner, 1989). As explained later, while we found no evidence for the primed effect of construal level on escalation, we did find evidence for the effect on escalation of construal level as a trait. To probe the mechanism through which construal level may influence escalation, we examined three potential mediators that have previously been associated with construal level.

The remainder of the paper is organized as follows: first, we offer a brief overview of the relevant literature and the theory base that we draw upon. Next, we introduce our hypotheses and research model. Then, we describe the results that were obtained. Finally, we discuss the implications of our study.

2 Theoretical background and hypotheses

Trope & Liberman (2010) provide an overview of the various domains in which Construal Level Theory (CLT) has been examined. Construal level can influence predictions, such as predictions about one’s own future performance (Trope & Liberman, 2010) and the degree to which people base their predictions on historical trends or on recent results (Henderson et al., 2006). Furthermore, construal level has been studied in relation to behavioral intentions and self-regulation (Trope & Liberman, 2010). In addition, construal level has been found to influence evaluations and choices of decision makers (Trope & Liberman, 2010), by influencing the weight that decision makers assign to central and peripheral features when evaluating products, for example (Trope & Liberman, 2000).

While CLT originates from the field of social psychology, it has also received attention from researchers in other fields, such as behavioral economics. Trautmann
describes that “psychological distance effects have attracted the attention of behavioral economists in the context of descriptive modeling and behavioral policy. Indeed, psychological distance effects have been shown for an increasing number of domains and applications relevant to economic decision-making” (Trautmann, 2019, p. 1). Amongst others, the theory has been linked to concepts such as temporal discounting (Liberman & Trope, 2003; Trope & Liberman, 2003), attitudes towards future prospects (Onay et al., 2013), preference reversals of consumers (Fiedler, 2007), predicting the choices of others, advice giving, the annuitization of assets and saving for retirement (Leiser et al., 2008).

One effect of construal level discussed in the literature of particular interest to our research is that several studies found that decision-makers’ construal levels affect the perceived importance of feasibility aspects, relative to desirability aspects of the object in question (Liberman & Trope, 1998; Liberman et al., 2007; Trope & Liberman, 2010). Specifically, they found that for decisions regarding more distant activities, desirability considerations were considered to be more important, and feasibility considerations less important, compared to decisions regarding less distant activities. For example, Liberman & Trope (1998) found that for several contexts, such as students’ decisions of whether or not to attend a guest lecture, participants rated the importance of desirability to be higher and the importance of the feasibility to be lower when the temporal distance to the event was manipulated to be high (i.e., high construal level), rather than low (i.e., low construal level).

We suggest that adopting a low construal level increases the perceived importance of feasibility of a project, relative to the perceived importance of desirability. If construal level can influence the perceived relative importance of these two factors, then it is likely that this could in turn influence escalation of commitment to a failing project, also known as project escalation.¹ This may be relevant particularly in situations where the level of feasibility and desirability for a project differs (for example, in situations where the desirability of a project is high but the feasibility is low, or vice versa). Of course, the feasibility and the desirability of a project are both important elements in project decision making. However, when a troubled project has a low level of feasibility but a high level of desirability, the decision of whether or not to continue with said project can depend on how much weight a decision maker places on the feasibility aspect relative to the desirability aspect. The same applies for projects with a high level of feasibility and a low level of desirability. For that reason, it is necessary to consider the importance of project feasibility relative to project desirability.

Project escalation situations often involve projects with desirable outcomes which encounter significant feasibility issues. This is also the case for the project scenario which we employ in our experiment. Under these circumstances, a decrease in the relative importance of feasibility compared to desirability, as a result of adopting a higher construal level, is expected to make decision makers more willing to continue a troubled project (i.e., more willing to escalate their commitment to a failing project). This leads to the following hypotheses.

¹ Project escalation refers to continued commitment to a previously chosen course of action despite negative information concerning a project’s prospects for success (Keil, 1995).
Hypothesis 1a People with a higher construal level will find feasibility aspects of a project to be less important relative to desirability aspect (as compared to people with a higher construal level).

Hypothesis 1b When the importance of feasibility aspects relative to desirability aspects decreases, people become more willing to continue a failing project.

Aside from perceptions of feasibility and desirability, construal level can influence other aspects of evaluations as well. For example, CLT predicts that with a high construal level, people will be able to think of more pros, and fewer cons, when deciding whether or not to perform a certain action (Eyal et al., 2004). Trope & Liberman, (2010, p. 452) explain this as follows: “In deciding whether to undertake an action, cons are subordinate to pros. This is because the subjective importance of cons depends on whether or not pros are present more than the subjective importance of pros depends on whether or not cons are present.” In short, this suggests that if you do not see a reason to perform an action in the first place (pros), then there is little reason to think about the possible disadvantages or problems (cons). As such, pros are associated more with a high construal level and cons with a low construal level.

In prior studies, this has resulted in people with a high construal level being able to bring to mind more pros and fewer cons than people with a low construal level in the same situations (Eyal et al., 2004; Herzog et al., 2007). We expect this effect to also occur in the context of escalation of commitment. Seeing more pros, and fewer cons, for a project is expected to increase a person’s willingness to continue with the project. This leads to the following hypotheses:

Hypothesis 2a People with a higher construal level can think of more pros for a project.

Hypothesis 2b People who think of more pros for a project are more likely to continue with the project.

Hypothesis 3a People with a higher construal level can think of fewer cons for a project.

Hypothesis 3b People who think of fewer cons for a project are more likely to continue with the project.

Figure 1 summarizes our hypotheses. To test the hypothesized relationships, we conducted a laboratory experiment with students based on a scenario that has been widely used in prior escalation studies (Conlon & Garland, 1993; Garland, 1990; Keil et al., 2000b; Moon, 2001), which we have tailored to fit the context of our study.
3 Methods

One hundred and fifty-four native Dutch undergraduate students participated in our experiment. Each of them was enrolled in an economics program. The average age of the participants was 21 and 31% were females. Sessions were conducted in a laboratory setting with groups of up to 30 students. Upon arrival at the lab, all participants received verbal instructions at the start of the session. Participants were then seated at their cubicles. The experiment was administered digitally; participants recorded their answers on the computers in their cubicles. The average time spent by participants was 23 min and they received a flat fee of €7 for their participation.²

3.1 Design

Participants were randomly assigned to one of two treatments: a low or high construal level treatment. They were told that the study was split into two separate parts. After the instructions, participants proceeded to the first part of the study which contained the experimental manipulation as well as the manipulation check. The manipulation was designed to induce either a high or low construal level

---

² For the elicitation of escalation of commitment in our experiment, we aimed for a realistic scenario with substantial past investments. We, therefore, chose to pay our participants according to a flat fee instead of real incentives.
depending upon the treatment group. The manipulation check and the rest of the experiment were identical across treatments.

3.2 Manipulation

For our treatments, we employed the category/exampllar word manipulation task (Fujita et al., 2006), a commonly used method of construal level manipulation. The manipulation involves a short exercise, in which participants are presented with a set of words. In the low construal level treatment, participants were asked to think of specific examples of the presented word. For example, if the word was COMPUTER, then participants might write down LAPTOP or HP as examples. In the high construal level treatment, participants were presented with the same words but were asked to think about the higher level category to which each word belonged. Again, in the example of the word COMPUTER participants might write down DEVICE or ELECTRONICS as categories. Since the experiment was in Dutch, the instructions and the words were translated from English to Dutch.

3.3 Manipulation check

We used the Behavior Identification Form (BIF) as a manipulation check to assess participants’ construal levels after the manipulation. The Behavior Identification Form (BIF) consists of a short exercise in which participants are asked to answer 25 multiple choice questions (Vallacher & Wegner, 1989). The BIF presents participants with a list of 25 actions and activities, along with two descriptions of each and participants are asked to choose the description that they prefer. One of these two descriptions always describes how one can perform this action or activity while the other always describes why one would perform this action or activity. For example, the two descriptions for the activity LOCKING A DOOR are PUTTING A KEY IN THE LOCK (how) and SECURING THE HOUSE (why).

Prior studies have shown that people with high construal level are more likely to prefer ‘why’ answers on the BIF whereas people with low construal level are more likely to prefer ‘how’ answers (Vallacher & Wegner, 1989; Fujita et al., 2006). As such, the number of ‘why’ answers given on the BIF gives an indication of a participant’s construal level. This is typically done by giving a score of 1 for each ‘why’ answer selected and a score of 0 for each ‘how’ answer. Thus, participants can end up with a total score between 0 and 25, where higher scores indicate higher construal levels. We used these scores as a manipulation check to determine whether the manipulation had succeeded in creating statistically significant differences in construal level between treatment groups. This is in line with the recommendations from a recent article by Trautmann (2019) which emphasized using an accepted manipulation check in experimental studies involving CLT.

3.4 Decision task

The manipulation check was followed by the scenario for the experiment which is shown in Fig. 2.
INSTRUCTIONS: The case that follows is part of a study that examines decision-making. Please take a few minutes to read over the case and to answer the questionnaire that follows. There are no right or wrong answers.

Please imagine yourself in the following situation.

During your time as a student, you decided to create an app for the iPhone called ChillPill. This app is based on the latest thinking in cognitive psychology and is designed to help individuals reduce their stress levels while also being fun to play. One year ago, you submitted this idea to a student competition organized by a large software company. The judges from the company were very enthusiastic about the idea and you ended up winning the competition. For winning the competition you received €10 000 from the software company to develop and market your app.

To date, you have spent your entire award budget and you have failed to come up with a working version of the app, primarily due to technical obstacles that you have encountered along the way. Should you decide to proceed further with the development and launch of your app you would therefore have to spend your own money from now on.

Now, you must decide whether or not to continue developing the app. On the one hand, there are feasibility concerns that make it highly uncertain as to whether or not you will be able to overcome the technical obstacles and successfully complete the app. On the other hand, you know that it would be desirable to complete the app both from a learning perspective and because it could be quite lucrative when it becomes available in the app store.

We constructed our own scenario for it to be accessible and understandable to our participants. While it does not take place in the typical organizational context, it does contain all the basic elements needed to create a project escalation situation as described by Keil et al., (2007). First, the scenario has a previously chosen course of action: the initial decision to develop and market the app based on the positive feedback on, and the potential of, the app. Second, sometime later, problems with the selected course of action are encountered. This provides new information in the form of negative feedback which indicates that it may be best to abandon or redirect the previously chosen course of action. In our case, this refers to the technical obstacles encountered with the app and the high degree of uncertainty regarding whether these can be overcome. Third, there is the choice to either continue with, and escalate commitment to, the previously chosen course of action or to abandon or redirect the project. In our case, participants can choose to either continue development of the app despite the negative feedback, or abandon the development of the app.
The dependent variable of our study is decision-makers’ willingness to continue with the failing project. This variable was measured using 3 items which were based on the study by Du et al., (2007) and adapted to fit the context of our scenario. An overview of the exact wording of the items can be found in Table 1.

In most project escalation studies, experimental manipulations involve changes within the project scenario. For example, in sunk cost project escalation experiments, the level of sunk costs of the project in the scenario can be manipulated to be either high or low (Keil et al., 1995). In our study, however, the actual project scenario is identical for all participants and the manipulations involve priming to a high or low construal level.

### 3.5 Mediator variables

The decision task was followed by measurement items for the mediators in our hypotheses, the control variables age and gender, and questions to test for demand effects. The exact wording of the items used to assess the mediators in our model can be found in Table 1. The importance of feasibility of the project relative to its desirability, was assessed using a fixed sum (fixed allocation) question format in which participants were asked to divide 100 points between feasibility and desirability of the project. The more points assigned to feasibility, relative to desirability, the higher the importance of feasibility relative to desirability. As such, scores for this variable could range from 0 to 100. Items to elicit pros and cons were based on a prior CLT study by Eyal et al., (2004).

### 3.6 Control variables

To control for possible differences due to age and gender, we included these factors in our analysis. Since escalation involves risk-taking, and age and gender

| Construct  | Item | Item wording* | Measurement                 |
|------------|------|---------------|----------------------------|
| Continue   | Cont1| Please rate the likelihood that you will continue or discontinue developing the app | 8-point Likert scale       |
|            | Cont2| Please rate the likelihood that you will complete or abandon development of the app |                               |
|            | Cont3| Please indicate your willingness to spend your own money to continue developing the app |                               |
| Feasibility| Feasibility| Allocate 100 points to indicate how much weight you placed on feasibility vs. desirability in your decision making | 100-point fixed sum         |
| Pros       | Pros | Please write down as many pros of continuing the development of the app as you can | Count # of pros              |
| Cons       | Cons | Please write down as many cons of continuing the development of the app as you can | Count # of cons              |

*All item wordings translated from Dutch
differences have been observed with respect to risk taking, it is reasonable to assume that these factors could have an influence on escalation behavior.

3.7 Order effects and demand effects

To reduce the impact of order effects, we counterbalanced the order of the pros and cons questions, where half the participants were first asked to write down pros and then cons, and vice versa for the other half of the participants. Comparison between the participants who were first asked to write down pros and the participants who were first asked to write down cons revealed no statistically significant differences between those groups regarding the number of pros or cons that they wrote down.

Demand effects can potentially also play a role. If participants correctly guess the purpose of the experiment or the experimental manipulation, then they might give the answers that they believe the experimenter wants to hear, rather than answering honestly. To guard against the threat posed by demand effects we included an open ended question at the end of the experiment which asked participants what they believed to be the goal of the experiment. Furthermore, participants were allowed to make any additional comments about the experiment, which could also be used to identify any potential demand effects.

4 Results

4.1 Responses

Out of the total of 154 subjects who participated in the experiment, one ended the experiment prematurely (by accidentally closing the internet session) and was unable to complete it. Two other participants were dropped from the sample because they had given invalid responses to questions. One participant for example, allocated more than 100 points when asked to allocate 100 points between feasibility and desirability based on their relative importance. Analysis of the open ended questions asking participants to (1) describe what they thought was the goal of the experiment and to (2) give feedback on the experiment, showed no signs that any of them had guessed that the study was about construal level theory or that the manipulation exercise was related to the project case. Thus, we have no reason to believe there was any threat to validity due to demand effects. After these preliminary checks, 151 out of 154 responses were considered valid, 76 of which were in the low CL treatment and 75 were in the high CL treatment.

4.2 Validity

Validity was assessed for our dependent variable, which included multiple measurement items. Specifically, willingness to continue was modeled reflectively using a three-item scale. Several tests are recommended for testing the validity of variables that are measured with multiple items (Chin, 1998; Fornell & Larcker, 1981). The first test of convergent validity is to determine whether each item has a
sufficiently high loading on its corresponding construct. Loadings of 0.7 or higher are typically considered acceptable (Chin, 1998; Fornell & Larcker, 1981). In our case, item loadings ranged from 0.885 to 0.945. Additional measures for validity include tests of Cronbach’s $z$. Our DV had Cronbach’s $z$ of 0.915 and this value exceeds the customary threshold of 0.7.

### 4.3 Construal level

The answers provided to the BIF were used to assess participants’ construal levels. As described in the method section, participants receive a score between 0 and 25 based on their answers. A higher score indicates a higher construal level. BIF scores were compared between treatment conditions to determine whether the manipulation was successful in creating a difference in construal level between the treatment groups. While participants in the high construal level treatment had a higher construal level, on average, than those in the low construal level treatment, the differences between groups were small. The high CL group had a mean score of 13.2 and a standard error of 5.39 while the low CL group had a mean score of 12.4 and a standard error of 4.27. Interestingly, the results from an ANOVA demonstrated that this difference was not statistically significant ($F(1,148) = 0.970, p = 0.326$). This indicates that the treatment was not successful in generating a significant difference in construal level between the two groups.

In addition, we found no evidence for an effect of the manipulation on decision makers’ willingness to continue with the failing project ($F(1,148) = 0.147, p = 0.720$). Similarly, the manipulation had no significant effects on the perceived importance of feasibility of the project relative to its desirability ($F(1,148) = 0.027, p = 0.869$), the number of pros ($F(1,148) = 1.109, p = 0.294$), and on the number of cons ($F(1,148) = 1.160, p = 0.283$) for the project. Table 2 provides an overview of the mean scores across treatment conditions for these variables.

One explanation for these findings may be that the manipulation of CL was not strong enough. While we employed an experimental manipulation which is commonly used in the CLT literature, it is important to note that in many of these studies, manipulation checks were not performed during the experiment in order to confirm whether CL was manipulated successfully. Our results cast doubt on the extent to which the manipulations used in prior studies actually induced different CL levels as measured through the BIF scores. We thereby provide further support for Trautmann’s, (2019) suggestion to include manipulation checks in tests of CLT.

### Table 2 Mean scores and standard deviations (in parentheses) across treatment conditions

| Condition             | BIF score | Continue | Feasibility | Pros    | Cons    |
|-----------------------|-----------|----------|-------------|---------|---------|
| Low construal level   | 12.41 (4.27) | 4.37 (1.66) | 56.50 (19.06) | 3.59 (1.28) | 3.38 (1.31) |
| High construal level  | 13.19 (5.39) | 4.48 (1.91) | 57.03 (20.09) | 3.39 (1.11) | 3.16 (1.22) |
| Total                 | 12.79 (4.86) | 4.42 (1.78) | 56.76 (19.52) | 3.49 (1.20) | 3.27 (1.27) |
Another reason for the absence of a statistically significant difference in construal level between treatment groups in our study, as measured by the manipulation check, could be attributed to what is known as the distance effect of CLT proposed by Maglio et al., (2013). The distance effect of CLT suggests that sensitivity to a difference in construal level can be reduced by a prior exposure to psychological distance. Specifically, the efficacy of a subsequent manipulation of construal level was found to be weaker for subjects who were previously exposed to a high psychological distance (Maglio et al., 2013). Drawing on these study findings, if participants in our study had already been exposed to psychological distance prior to taking part in the experiment, our manipulation of construal level would not have been effective. According to CLT, an exposure to psychological distance can occur when one thinks about objects, people or events that are near or distant either (1) temporally, (2) geographically or (3) socially (Trope & Liberman, 2010). Given all the possible events and objects that subjects can think about, it is plausible to think our subjects may have had a predisposed construal level prior to taking part in our experiment due to an exposure to psychological distance.

Based on the above arguments, while our manipulation failed to induce a significant difference in construal level between the treatment and control groups, the BIF scores themselves provide an indication of subjects’ predisposed individual differences in terms of CL and we decided to explore whether CL as measured through the BIF score is related to escalation and our other variables of interest. Thus, any references to construal levels in the analyses, tables, and figures refer to participants’ construal levels as measured by the BIF.

4.4 Testing of research hypotheses

To test our hypotheses, we used partial least squares (PLS), specifically SmartPLS 3.0 (Ringle et al., 2015), which is a component-based approach for structural equation modelling. One main advantage of PLS is that it allows us to test the entire research model at once (Wong, 2013). Figure 3 provides the results of our structural model assessment including path coefficients, standard errors, and whether each path was statistically significant. As shown, the $R^2$ value for the dependent

---

3 While the Maglio et al., (2013) results were statistically significant, it is important to note that a study with a similar design by Trautmann & van de Kuilen, (2012) provides evidence that the effect claimed by Maglio et al., (2013) may not be robust. In a subsequent study, Trautmann, (2019) was unable to replicate the findings of Maglio et al., (2013).

4 SmartPLS utilizes a components-based Structural Equations Modeling technique. Rather than assuming equal weights to all indicators of the same latent construct, these weights can vary in the PLS algorithm, depending on strength of the relationship with the other indicators of the construct and the construct itself (Chin et al., 2003). When performing our analyses, we followed typical conventions for bootstrapping and ran a bootstrap analysis with 5000 samples.

5 The path coefficients generated by SmartPLS can be interpreted like standardized regression coefficients.

6 A direct effect was included between construal level and the dependent variable, even though this path was not hypothesized. This path was added to test whether the mediators in the model fully or partially mediate the relationship between construal level and willingness to continue.
variable, willingness to continue, is 0.32, indicating that our model is able to explain about 32% of the variance in the dependent variable.

Table 3 provides more in-depth information on the hypothesized relationships as well as the direct relationship between construal level and willingness to continue. We hypothesized that people with a higher construal level would consider the feasibility of a project to be less important, relative to its desirability (H1a). As can be seen in Table 3, the hypothesized negative relationship was found to be significant. Further, we hypothesized that if people found feasibility to be less important, they would be more willing to continue the failing project (H1b). This hypothesized negative relationship was also found to be significant. Combined, these findings demonstrate that there is an effect of construal level on escalation of commitment to a failing project. Specifically, people with a higher construal level perceive feasibility to be less important relative to desirability and this in turn leads them to be more willing to continue a failing project.

We hypothesized that people with a higher construal level would list more pros for the project, as compared to people with a lower construal level. As can be seen in Table 3, the hypothesized positive relationship was significant, thus supporting H2a. We further hypothesized that the more pros people can think of for a project, the more likely they are to continue the project. However, this hypothesis was not supported. At first sight, this outcome seems counterintuitive. Logically, being aware of a higher number of pros would make it more likely for someone to continue with the project. However, the number of pros does not say anything about the importance of each of the pros or about the relevance of each of these pros to the decision to continue. As such, the relationship between pros and willingness to continue may not be as simple as we had theorized. This could explain why the relationship between the number of pros and willingness to continue in our analysis, while in the predicted direction, was not statistically significant.
We hypothesized that people with a higher construal level would list fewer cons for the project, as compared to people with a lower construal level (H3a). This hypothesis was not supported. We further hypothesized that there is a relationship between the number of cons people can think of for the project and the willingness to continue (H3b), but did not find support for this relationship. This finding is not that surprising given that we also found no effect of the number of pros on people’s willingness to continue.

In this study, our primary interest centered on the relationship between construal level and willingness to continue. As can be seen from Table 3, people with a higher construal level are more likely to continue a failing project and this effect is statistically significant. This suggests that escalation of commitment to a failing project is more likely when the decision maker adopts an abstract mode of thinking (i.e., a high construal level). In addition, our findings demonstrate that this relationship is mediated by the perceived importance of feasibility relative to desirability, but not by the number of pros and cons.

### 5 Discussion

Our study contributes to the existing literature not only by identifying an additional factor that can influence escalation of commitment in projects, construal level, but also by clarifying the mechanism through which this factor exerts influence, the perceived importance of project feasibility versus desirability aspects. We found no empirical support for a relationship between construal level and the number of cons that people identify, even though this is predicted by CLT. One possible explanation could be that there is something different about the decision context of our study, as
compared to other studies. This constitutes a contribution to the existing literature on CLT since it could imply that the effect of construal level on the number of cons that people can identify may be dependent on situational factors.

One caveat when interpreting the results of our study, is that the measured mechanism through which construal level exerts influence on escalation of commitment, cannot be interpreted as causal. The importance of feasibility relative to desirability and the numbers of pros and cons were measured after measuring willingness to continue with the project. Therefore, we cannot rule out that participants may have answered these questions to justify their reported willingness to continue. Yet, if this were the case, we would have expected to find the number of pros and cons to be associated with willingness to continue, which we did not find. A suggestion for future research is to assess the causality of relative importance of feasibility and number of pros and cons on escalation of commitment.

An important limitation of our study is that because we were unable to successfully manipulate construal level, we could only test for a statistical association, rather than a causal relationship, between construal level and escalation of commitment. At the same time, this limitation led us to what is arguably one of the more interesting findings of our study, namely that a commonly employed manipulation of construal level failed to have an effect. This finding is consistent with Trautmann, (2019) who questions whether construal level effects are robust and shows that they can be difficult to replicate.

Our results suggest that construal level may not be easy to manipulate and this has important implications for research and practice. For researchers, it suggests the need to further examine the strength and reproducibility of construal level manipulations. For practice, our findings suggest that attempts to influence individuals’ construal level in the hopes of reducing the incidence of project escalation will have limited success.

While there was no statistically significant difference in construal level between treatment conditions, we did observe individual differences in construal level among participants in terms of BIF scores. This outcome is consistent with a line of research which suggests that there are trait-like elements to construal level (Vallacher & Wegner, 1989).

In the CLT literature, construal level is usually treated as a state that can be manipulated. However, there is evidence to suggest that individuals may exhibit trait-like differences in construal level. Based on theory on action identification, the authors of the BIF suggest that some individuals may prefer one type of description (action identification) across domains. They describe that this can be the result of differences in a personality dimension called level of personal agency (Vallacher & Wegner, 1989). This suggests that scores on the BIF might be determined not only by experimental manipulations of construal level but also by personality traits.

Further support for this notion can be found in the description that Vallacher & Wegner give for the personality trait of personal agency: “High-level agents think about their acts in encompassing terms that incorporate the motives and larger meanings of the action, whereas low-level agents think about their acts in terms of the details or means of action” (Vallacher & Wegner, 1989, p. 660). This suggests that there is a personality trait which determines whether individuals are more likely
to think about actions in terms of their motives for the action or in terms of how to perform the action or the details involved with the action. As mentioned previously, thinking about actions in terms of how (why) or thinking about an action in a detailed and specific (or general and abstract) manner is associated with a low (high) construal level (Trope & Liberman, 2010). In short, these findings suggest that personality traits might also influence an individual’s construal level.

Our findings suggest that the trait-like aspects of construal level may even be more important than any primed effects of construal level in the context of escalation of commitment. From a policy perspective, this would indicate that rather than trying to change individuals’ construal level, it may be more practical to screen for individual differences in construal level before assigning responsibility for managing a project that could be at risk for escalation. In line with this, one contribution of our study is that BIF scores themselves could be a valuable source for the testing of effects of individual differences in construal level. Specifically, our findings show that subjects with a higher construal level, as reflected by their BIF score, acted in line with predictions from CLT in that they considered feasibility aspects of a project to be relatively less important. Our findings indicate that this, in turn, increases the willingness to continue a failing IT project. One direction for future research would be to further explore construal level as an individual difference factor, as measured by BIF scores, and to investigate its impact on behavior and decision-making in a wider context.

Our finding that a commonly used manipulation of construal level did not induce significant difference in BIF scores may be troubling for the interpretation of results of previous studies on construal level. Most of the studies that used our manipulation do not include a manipulation check in their experiment. Our findings suggest that without a manipulation check, researchers may incorrectly assume that the manipulation was effective when it was not. For this reason, we support the recommendation by Trautmann, (2019) for all CLT experimental studies to include an accepted manipulation check instrument. We believe that there is value for future research to further test the robustness of the employed manipulation of construal level as well as to test or refine manipulation checks to determine the effectiveness of these manipulations.

Acknowledgements The Erasmus Research Institute of Management provided financial support for our experiment.

Compliance with ethical standards

Conflict of interest The authors declare that they have no conflict of interest.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.
References

Arkes, H. R., & Blumer, C. (1985). The psychology of sunk costs. *Organizational Behavior and Human Decision Processes, 35*(1), 124–140.

Brockner, J. (1992). The escalation of commitment to a failing course of action: toward theoretical progress. *Academy of Management Review, 17*(1), 39–61.

Chin, W. W. (1992). The Partial Least Squares approach to Structured Equation Modelling In: G. A. Marcoulides (ed.) *Modern Methods for Business Research*. NJ: Lawrence Erlbaum Associates

Chin, W. W., Marcolin, B. L., & Newsted, P. R. (2003). A partial least squares latent variable modeling approach for measuring interaction effects: results from a Monte Carlo simulation study and an electronic-mail emotion/adoption study. *Information Systems Research, 14*(2), 189–217.

Conlon, D. E., & Garland, H. (1993). The role of project completion information in resource allocation decisions. *Academy of Management Journal, 36*(2), 402–413.

Du, S., Keil, M., Mathiassen, L., Shen, Y., & Tiwana, A. (2007). Attention-shaping tools, expertise, and perceived control in IT project risk assessment. *Decision Support Systems, 43*(1), 269–283.

Eyal, T., Liberman, N., Trope, Y., & Walther, E. (2004). The pros and cons of temporally near and distant action. *Journal of Personality and Social Psychology, 86*(6), 781–795.

Fiedler, K. (2007). Construal level theory as an integrative framework for behavioral decision-making research and consumer psychology. *Journal of Consumer Psychology, 17*(2), 101–106.

Fornell, C., & Larcker, D. F. (1981). Structural Equation Models with unobservable variables and measurement errors. *Journal of Marketing Research, 18*(2), 39–50.

Fujita, K., Trope, Y., Liberman, N., & Levin-Sagi, M. (2006). Construal levels and self-control. *Journal of personality and social psychology, 90*(3), 351–367.

Garland, H. (1990). Throwing good money after bad: the effect of sunk costs on the decision to escalate commitment to an ongoing project. *Journal of Applied Psychology, 75*(6), 728–731.

Henderson, M. D., Fujita, K., Trope, Y., & Liberman, N. (2006). Transcending the “here”: the effect of spatial distance on social judgment. *Journal of Personality and Social Psychology, 91*(5), 845–856.

Hollan, D. W., Hattie, J., Goldman, B., & Lancaster, J. (2000). Developing assessment procedures and assessing two models of escalation behavior among community college administrators. *Theory and decision, 49*(1), 1–24.

Johnstone, D. (2002). Behavioral and prescriptive explanations of a reverse sunk cost effect. *Theory and Decision, 53*(3), 209–242.

Keil, M. (1995). Pulling the plug: software project management and the problem of project escalation. *MIS Quarterly, 19*(4), 421–447.

Keil, M., Depledge, G., & Rai, A. (2007). Escalation: the role of problem recognition and cognitive bias. *Decision Sciences, 38*(3), 391–421.

Keil, M., Mann, J., & Rai, A. (2000a). Why software projects escalate: an empirical analysis and test of four theoretical models. *MIS Quarterly, 24*(4), 631–664.

Keil, M., Tan, B. C., Wei, K. K., Saarinen, T., Tuunainen, V., & Wassenaar, A. (2000b). A cross-cultural study on escalation of commitment behavior in software projects. *MIS Quarterly, 24*(2), 299–325.

Keil, M., Truex, D. P., III., & Mixon, R. (1995). The effects of sunk cost and project completion on information technology project escalation. *Engineering Management, IEEE Transactions on, 42*(4), 372–381.

Leiser, D., Azar, O. H., & Hadar, L. (2008). Psychological construal of economic behavior. *Journal of Economic Psychology, 29*(5), 762–776.

Liberman, N., & Trope, Y. (1998). The role of feasibility and desirability considerations in near and distant future decisions: a test of temporal construal theory. *Journal of Personality and Social Psychology, 75*(1), 5–18.

Liberman, N., & Trope, Y. (2003). Temporal construal theory of intertemporal judgment and decision. In G. Loewenstein, D. Read, & R. Baumeister (Eds.), *Time and choice: economic and psychological perspectives on intertemporal choice* (pp. 217–240). New York, NY: Sage.

Liberman, N., Trope, Y., & Stephan, E. (2007). Psychological distance. In A. W. Kruglanski & E. T. Higgins (Eds.), *Social psychology: handbook of basic principles* (Vol. 2, pp. 353–383). New York, NY: Guilford Press.
Maglio, S. J., Trope, Y., & Liberman, N. (2013). Distance from a distance: psychological distance reduces sensitivity to any further psychological distance. *Journal of Experimental Psychology: General, 142*(3), 644–657.

Moon, H. (2001). Looking forward and looking back: Integrating completion and sunk-cost effects within an escalation-of-commitment progress decision. *Journal of Applied Psychology, 86*(1), 104–113.

Onay, S., La-ornual, D., & Öncüler, A. (2013). The effect of temporal distance on attitudes toward imprecise probabilities and imprecise outcomes. *Journal of Behavioral Decision Making, 26*(4), 362–374.

Ringle, C.M., Wende, S., & Becker, J.M. (2015). SmartPLS 3. Hamburg: SmartPLS. Retrieved from http://www.smartpls.com

Sleesman, D. J., Conlan, D. E., McNamara, G., & Miles, J. E. (2012). Cleaning up the big muddy: a meta-analytic review of the determinants of escalation of commitment. *Academy of Management Journal, 55*(3), 541–562.

Staw, B. M. (1976). Knee-deep in the big muddy: a study of escalating commitment to a chosen course of action. *Organizational Behavior and Human Performance, 16*(1), 27–44.

Trautmann, S. T. (2019). Distance from a distance: the robustness of psychological distance effects. *Theory and Decision, 87*(1), 1–15.

Trautmann, S. T., & van de Kuilen, G. (2012). Prospect theory or construal level theory: diminishing sensitivity vs. psychological distance in risky decisions. *Acta Psychologica, 139*(1), 254–260.

Trope, Y., & Liberman, N. (2000). Temporal construal and time-dependent changes in preference. *Journal of Personality and Social Psychology, 79*(6), 876–889.

Trope, Y., & Liberman, N. (2003). Temporal construal. *Psychological Review, 110*(3), 403–421.

Trope, Y., & Liberman, N. (2010). Construal-level theory of psychological distance. *Psychological Review, 117*(2), 440–463.

Vallacher, R. R., & Wegner, D. M. (1989). Levels of personal agency: individual variation in action identification. *Journal of Personality and Social Psychology, 57*(4), 660–671.

Wong, K. K. (2013). Partial least squares structural equation modeling (PLS-SEM) techniques using SmartPLS. *Marketing Bulletin, 24*(1), 1–32.

**Publisher's Note** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

**Affiliations**

**Nick Benschop**<sup>1</sup> · Arno L. P. Nuijten<sup>1,2</sup> · Mark Keil<sup>3</sup> · Kirsten I. M. Rohde<sup>4,5,6</sup> · Jong Seok Lee<sup>7</sup> · Harry R. Commandeur<sup>1,4,6</sup>

<sup>1</sup> Erasmus School of Accounting and Assurance, Erasmus University Rotterdam, Rotterdam, The Netherlands

<sup>2</sup> Department of Information Science, Open University, Heerlen, The Netherlands

<sup>3</sup> Department of Computer Information Systems, J. Mack Robinson College of Business, Georgia State University, Atlanta, GA, USA

<sup>4</sup> Erasmus School of Economics, Erasmus University Rotterdam, Rotterdam, The Netherlands

<sup>5</sup> Tinbergen Institute, Erasmus University Rotterdam, Rotterdam, The Netherlands

<sup>6</sup> Erasmus Research Institute of Management, Erasmus University Rotterdam, Rotterdam, The Netherlands

<sup>7</sup> Department of Accounting and Information Management, Haslam College of Business, University of Tennessee, Knoxville, TN, USA

© Springer