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ABSTRACT: We describe an adaptive Markov chain Monte Carlo method suitable for the estimation of rare failure probabilities in complex probabilistic models. This method, the Accelerated Weight Histogram (AWH) method, has its origin in statistical physics (Lidmar, 2012) and has successfully been applied to molecular dynamics simulations in biophysics. Here we introduce it in the context of structural reliability and demonstrate its usefulness for calculation of failure probabilities in some selected problems of varying degrees of complexity and compare with other established techniques, e.g., subset simulations.

1 Introduction

Estimation of very small probabilities is of interest in many science and engineering fields, which has spurred the development of different methods for this challenging task. For structural safety assessment, available methods range from approximate methods like first-order second-moment methods (see e.g. Hasofer & Lind, 1974; Rackwitz & Flessler, 1978), to more advanced and more precise methods, which are often sampling-based like importance sampling (e.g. Au & Beck, 1999; Papaioannou et al., 2016) and subset simulation (Au & Beck, 2001; Au & Wang, 2014). Following the development of more complex probabilistic models, higher demands are put on the efficiency of the probability estimation methods. Though, as it turns out, a given probability estimation method can be more or less suitable to the probabilistic model at hand; Straub et al. (2016) illustrated this clearly. Developing new – or improving old – probability estimation methods for structural reliability problems is therefore an important task for research.

In this contribution we present a novel adaption of the simulation-based Accelerated Weight Histogram (AWH) method to estimations of rare failure probabilities in structural reliability models. The AWH method was developed by Lidmar (2012), originally for tackling difficult-to-sample problems in statistical and biological physics. The generality of the AWH framework makes it applicable to the simulation of general probabilistic models and, in particular, to the calculation of rare event probabilities.

Similarly to subset simulations, a sequence of level subsets $\mathcal{F} \equiv \mathcal{F}_0 \subset \mathcal{F}_1 \subset \cdots \subset \mathcal{F}_M \equiv \Omega$ is introduced, where $\mathcal{F}$ denotes the rare event whose probability is to be estimated and $\Omega$ the set of all events. The failure probability may then be expressed as $\pi(\mathcal{F}) = P(\mathcal{F}_0|\mathcal{F}_1)P(\mathcal{F}_1|\mathcal{F}_2)\cdots P(\mathcal{F}_{M-1}|\mathcal{F}_M)$. In subset simulations the conditional failure probabilities $P(\mathcal{F}_k|\mathcal{F}_{k+1})$ for increasingly
Figure 1. Illustration of the difference between (a) AWH and (b) subset simulations. The blue lines delimit the different subsets $F_k$.

Rare events are estimated starting from a large population of independent samples generated from the original unrestricted distribution $P(x | F_M) \equiv \pi(x)$, and then moving one-way towards the rarer regions using a combination of Markov Chain Monte Carlo updates and splitting to generate samples whose marginal distribution is $P(x | F_k)$ at each level, see Figure 1(b). In contrast, the AWH method uses adaptive importance sampling by designing a Markov chain that carries out a guided random walk among the levels as illustrated in Figure 1(a). The resulting stochastic process thus jumps back and forth many times among the different levels.

This paper first describes the AWH method, as adapted to rare event simulations. The method is then applied to two probabilistic model examples and its efficiency is compared against the subset simulation method, which today gains increasing popularity for structural reliability assessments.

2 The accelerated weight histogram (AWH) method

The AWH method (Lidmar, 2012) works in an extended configuration space where one or more parameters in a probabilistic model are promoted to dynamical variables. By randomly transitioning between different parameter values the sampling of complicated distributions is often enhanced, for example in rarely visited regions. First we describe the idea in a completely general setting, and then specialize to the case of rare events characterized by a limit state function.

Let $x \in \Omega$ denote a vector of stochastic variables (often high-dimensional), whose probabilities depend on a parameter vector $\lambda$, i.e., $x \sim P(x | \lambda)$. It is convenient to work with logarithms and write the conditional distribution as

$$P(x | \lambda) = e^{F_{\lambda} - E_{\lambda}(x)},$$

where often the normalization factors $e^{F_{\lambda}}$ are unknown from the start. On the other hand we assume, as is usually always the case, that we can generate samples from $P(x | \lambda)$, via e.g., Markov chain Monte Carlo (MCMC) without knowing $F_{\lambda}$. A joint distribution of $x$ and $\lambda$ is defined as

$$P(x, \lambda) = \frac{1}{Z} e^{f_{\lambda} - F_{\lambda}(x)},$$

which depends on a new set of tuning parameters $f_{\lambda}$ that may be used to control how the samples will be distributed among the different $\lambda$. In fact, the marginal distribution of $\lambda$ is given by

$$P(\lambda) = \int_{\Omega} P(x, \lambda) dx = \frac{1}{Z} e^{f_{\lambda} - F_{\lambda}},$$

where $Z = \sum_{\lambda} e^{f_{\lambda} - F_{\lambda}}$. By tuning the $f_{\lambda} \approx F_{\lambda} + \ln \pi_{\lambda}$ it is possible to make the marginal distribution approach any desired target distribution $\pi_{\lambda}$. This is quite nontrivial since $F_{\lambda}$ is typically unknown, but the AWH framework provides an efficient way to accomplish this. In AWH a Markov chain with a joint equilibrium distribution given by Equation (2) is constructed by alternating between MCMC moves that leave either $P(x | \lambda)$ or $P(\lambda | x)$ invariant, while adaptively fine tuning the hyper parameters $f_{\lambda}$ (Lidmar, 2012). Often the target distribution $\pi_{\lambda}$ is chosen to be uniform, $\pi_{\lambda} = \text{const.}$, in the given parameterization. While this typically works well, this is really an arbitrary choice, and it is sometimes possible to improve the efficiency by optimizing $\pi_{\lambda}$ (see the discussion in Sec. 2.4).
2.1 Rare events

Suppose that we are interested in estimating the probability of some rare failure event, \( \pi(x \in \mathcal{F}) \). Here \( \pi(x) \) is a probabilistic model of the system of interest, and \( \mathcal{F} \subset \Omega \) the set of events corresponding to failure of the system. It is often convenient to describe this set using a limit state function \( G(x) \), so that \( \mathcal{F} = \{ x \mid G(x) \leq 0 \} \), and the sought probability is \( \pi(\mathcal{F}) = \pi(G(x) \leq 0) \). If this probability is very small it is hard to get an accurate estimate of it using a crude MC estimator,

\[
\pi(\mathcal{F}) \approx \frac{1}{N} \sum_{n=1}^{N} \mathbb{I}(G(x_n) \leq 0),
\]

where the \( x_n \) are samples from \( \pi(x) \) and \( \mathbb{I}(\cdot) \) is the indicator function, which is 1 if the argument is true, 0 if false. The variance of Equation (4) is \( \pi(\mathcal{F})(1 - \pi(\mathcal{F})) / N \), so that a sample size \( N \gg 1 / \pi(\mathcal{F}) \) is needed for a small relative error. A further complication is that \( G(\cdot) \) might be very expensive to evaluate, e.g., it might be the result from a finite element calculation or so.

2.2 Joint distribution for rare events

In order to put the problem of estimation of rare event probabilities on a form suitable for the AWH method we need to introduce some parameter \( \lambda \), which interpolates between \( \pi(x) \) and \( P(x|\mathcal{F}) \). To this end, let us introduce the sequence of distributions

\[
P(x|\lambda_m) = e^{F_m} \mathbb{1}(G(x) \leq \lambda_m) \pi(x),
\]

\[
m = 0, \ldots, M
\]

where \( \{ 0 = \lambda_0 < \lambda_1 < \ldots < \lambda_M = \infty \} \) form a monotonically increasing sequence of threshold levels. The normalization factors are given by

\[
e^{-F_m} = \int_{\Omega} dx \mathbb{1}(G(x) \leq \lambda_m) \pi(x)
= \pi(G \leq \lambda_m).
\]

Thus, the probability of the failure event is \( \pi(G \leq 0) = \pi(G \leq \lambda_0) = e^{-F_0} \), while \( \pi(G \leq \lambda_M) = \pi(G \leq \infty) = e^{-F_M} = 1 \). We now define a joint distribution of \( x \) and \( \lambda_m \) as

\[
P(x, \lambda_m) = \frac{1}{Z_m} e^{F_m} \mathbb{1}(G(x) \leq \lambda_m) \pi(x).
\]

The marginal probability of \( \lambda_m \) or equivalently the level index \( m \) becomes

\[
P_m = \frac{1}{Z_m} e^{F_m - F_m}, \quad Z_m = \sum_{k=0}^{M} e^{F_k - F_k}.
\]

To make this approach the desired target distribution \( \pi_m \) one needs to fine tune \( F_m \approx F_m + \ln \pi_m \). When converged, the AWH algorithm will produce samples from Equation (7) and estimates of the logarithmic normalization constants \( F_m \) (up to a common additive constant). The sought rare event probability may then be calculated as

\[
\pi(\mathcal{F}) = \pi(G(x) \leq 0) = e^{F_M - F_0}.
\]

2.3 The AWH algorithm for rare events

The AWH algorithm generates samples from the joint distribution Equation (7) by interleaving MCMC moves \( x \rightarrow x' \) at fixed \( \lambda_m \) and moves \( m \rightarrow m' \) at fixed \( x \). For the former we can use any MC method that leaves \( P(x|m) \) invariant. For the latter it is convenient to use a Gibbs sampler, drawing \( m \) from the conditional distribution

\[
P(m | x) \equiv w_m(x) = \frac{e^{F_m} \mathbb{1}(G(x) \leq \lambda_m)}{\sum_k e^{F_k} \mathbb{1}(G(x) \leq \lambda_k)}.
\]

During the simulation, a histogram of weights \( W_k = \sum w_k(x) \) is accumulated and used to update the hyper parameters \( f_k \). The whole algorithm is summarized as follows:

Initialize \( m = M \) and \( x \sim P(x|\lambda_M) \equiv \pi(x) \).

Repeat for \( n = 1, \ldots, N_m \) (or until the desired accuracy has been reached):

1. Carry out one or more MCMC steps at fixed \( m \):
(a) Propose a new state $x'$ with probability $q(x'|x)$.

(b) Accept, i.e. set $x \leftarrow x'$, if $q(x|x')\pi(x')/q(x'|x)\pi(x) \geq u$ and $G(x') \leq \lambda_m$, where $u \sim U[0,1]$ is a uniform random variate in $[0,1]$. Then $\pi(x)$ is a uniform random variate in $(0,1)$.

(c) Otherwise set the new state equal to the old one, $x \leftarrow x$.

2. Calculate the weights $w_k(x) \equiv P(k|x)$ for all $k$, using Equation (10), and update the weight histogram, $W_k^{(n)} = W_k^{(n-1)} + w_k(x)$.

3. Choose a new level index $m$ with probability $w_m(x)$.

4. Update the hyper parameters:

$$f_k^{(n)} = f_k^{(n-1)} + \Delta f_k, \text{ for all } k,$$

$$\Delta f_k = -\ln \left( \frac{W_k^{(n)}}{W_k^{(n-1)} + \pi_k} \right).$$

An estimate of the failure probability is then obtained from Equation (9), using $\hat{F}_k \approx f_k - \ln \pi_k$.

As already mentioned, step 1 can be replaced by any MCMC update leaving the conditional $P(x|\lambda)$ invariant. For instance one can use a Gibbs sampler instead. When $\pi(x)$ is a multidimensional standardized normal distribution one may, e.g., use the procedure suggested in Papaioannou et al. (2015) or Au (2016), drawing each proposal $x'_i$ from $q(\cdot|x) = N(\sqrt{1-s^2}x_i, s^2)$, where $0 < s \leq 1$ is a suitably chosen step length, and accepting if $G(x') \leq \lambda_m$. Each time the level $\lambda = \infty$ (i.e. $m = M$) is visited it is obviously better to sample $x$ directly from the base probability $\pi(x)$.

Before the algorithm starts the hyper parameters $f_k$ must be initialized with a first guess (e.g., $f_k^{(0)} = 0$ if nothing is known), and the weight histogram $W_k^{(0)} = N_{\text{init}} \pi_k$, where $N_{\text{init}}$ is a small number, typically of order 1 or $M$, which quantifies our prior belief in the initial guess. As the simulation goes on the weight histogram will converge towards $N\pi_k$ and the updates will become smaller and smaller $\Delta f_k \sim 1/N \rightarrow 0$, while $f_k \rightarrow f_k + \ln \pi_k$ when the total number of (effective) samples $N$ grows large. In the early stages of the algorithm the estimates $f_k$ will, however, typically be very poor, which can be diagnosed by a very skewed weight histogram $|W_k - N\pi_k| \gg 0$. When this happens it is recommended to reduce the effective number of samples $N = \Sigma_k W_k$, e.g. by setting $W_k \leftarrow \min(W_k, cN\pi_k)$ for all $k$ and $N \leftarrow \Sigma_k W_k$, where $c$ is a suitable relative tolerance for the acceptable deviations. This prevents large peaks from building up in the weight histogram. A value of $1.25 \leq c \leq 2$ seems to work well in many cases.

2.4 Target distribution

Two related parameter choices affect the efficiency of the simulation algorithm, namely the spacing $\delta \lambda_m$ of the levels $\lambda_m$ and the target distribution $\pi_m$. One of the advantages of the AWH method is the ability to make large jumps along the $\lambda$-coordinate by the use of a Gibbs sampler [Equation (10)]. This makes it possible to choose a rather dense set of levels without loosing efficiency. The distribution of the levels $\lambda_m$ or equivalently the target distribution $\pi_m$, since what matters is the product $\pi_m \delta \lambda_m$, is something which may be optimized for convergence, although this is a nontrivial problem. In subset simulations (Au & Beck, 2001) the levels $\lambda_m$ may elegantly be chosen adaptively, such that $\pi(G \leq \lambda_m)/\pi(G \leq \lambda_{m-1}) = p_0$ is constant with a preset value $p_0 = 0.1 - 0.5$. In AWH it is easier to keep the levels fixed and instead adapt the target probabilities $\pi_m$. The simplest and most common choice would be a uniform distribution $\pi_m = 1/(M+1) = \text{const}$, with a uniform level distribution $\lambda_m = k \delta \lambda$, $k = 0, \ldots, M-1$ and $\lambda_M = \infty$. The largest finite level $\lambda_{M-1}$ can be set to the largest value.
of $G(x)$ encountered in a short initial unrestricted MC simulation. Instead of using a uniform distribution, it is possible to mimic the distribution implicitly used in subset simulations by setting $\pi(\lambda) \propto |dF/d\lambda|$. A clear benefit of this choice is that it is invariant under nonlinear reparameterizations $\lambda \mapsto g(\lambda)$.

In practice we have to work with its discrete approximation $\pi_k \propto |\delta F_k|$, e.g. using central differences $[\delta F_k = \frac{1}{2}(F_{k+1} - F_{k-1})$, for $0 < k < M$ and $\delta F_0 = F_1 - F_0$, $\delta F_M = F_M - F_{M-1}]$, and with estimates of the logarithmic normalization constants $F_k \approx f_k - \ln \pi_k$ instead of the exact ones. Since these estimates will be unreliable at the early stages of the simulation it is better to mix in also a (small) uniform component, setting

$$\pi_k = \alpha \frac{1}{M+1} + (1 - \alpha) \frac{1}{Z} |\delta F_k|,$$

(12)

where $Z$ is a normalization constant and $0 \leq \alpha \leq 1$ decreasing as the simulation goes on. In fact it seems helpful to always keep a small uniform component to increase the robustness of the algorithm. For example, we may set $\alpha = \gamma/(\gamma + \min W_k) + \epsilon$, with $\gamma \approx 10$ to 200 and $\epsilon = 0.01$. The adjustment of the target distribution may be carried out between step 1 and 2 in the algorithm.

3 Examples

3.1 Normal distribution

A simple test case is to take as base probability a multidimensional normal distribution, $x_i \sim \pi(\cdot) = N(0, 1)$, and define the failure region as $\mathcal{F} = \{x\mid G(x) \leq 0\}$ using a limit state function $G(x) = \beta - n^{-1/2} \sum_{i=1}^n x_i$. In this case, since the sum of normal random variables is again normal, the exact failure probability is $\pi(\mathcal{F}) = \int_{\mathcal{F}} \pi(x) dx = \Phi(-\beta)$, where $\Phi(\cdot)$ is the standard normal cumulative distribution function. For concreteness we set $n = 2$ and $\beta = 6$, which gives $\pi(\mathcal{F}) \approx 0.9866 \cdot 10^{-9} \approx 10^{-9}$.

For the AWH simulations we set the intermediate levels to $\lambda_k = 0.1 k$, for $k = 0, 1, \ldots, 60$, $\lambda_M = \infty$, $M = 61$, and use Equation (12) as the target distribution. The MCMC updates of $x_i$ use a proposal $q(\cdot|x_i) = N(\sqrt{1-s^2} x_i, s^2)$, $s = 0.5$. In order to illustrate the convergence we show in Figure 2(a) the accumulated weight histogram $W_k$ after $N = 100, 500, 1000, 2000, 5000, 10000, 20000, 50000$, and 100000 iterations of an AWH simulation of the normal distribution example (Sec. 3.1). The dotted line in (a) shows the target distribution $N\pi_k$ and in (b) the exact solution $\Phi(\lambda - 6)$.

In order to assess the error we repeated the simulations 50 times and calculated the root-mean-square (RMS) deviation from the exact
result. This gave a relative error of 0.2 after 100000 iterations (and equally many evaluations of \(G(x)\)) for the AWH simulations. For comparison we also ran 50 subset simulations using a population of 10000 systems and 1000 seeds (corresponding to a conditional probability \(p_0 = 0.1\) between subsequent levels). The RMS error for the subset simulations was 0.17 using 100000 evaluations of \(G(x)\). Thus, for this test case the efficiency of AWH and subset are comparable, giving a slight edge to the subset simulation method.

### 3.2 The Fiber Bundle Model (FBM)

Here we consider another, more challenging example, the Fiber Bundle Model (Peirce, 1926; Daniels, 1945; Pradhan et al., 2010), which consists of a load connected by \(N\) parallel elastic strings or fibers. The model was introduced to describe the strength of textiles, but variants have found widespread use in a variety of different contexts, such as fracture in materials, wire cables, earthquakes, and landslides (see e.g. Pradhan et al., 2010; Faber et al., 2003; Sornette, 1992; Cohen et al., 2009).

The strings have identical spring constants \(\kappa\), but break at different random strains \(x_i\), which are independent and identically distributed according to \(\pi(x_i)\). When the load is slowly increased from zero to a final value \(L\), the weaker springs will break and the stress will be redistributed among the surviving ones. As a result the increased stress can cause additional failures and so on. In fact, for large \(N\) the failure of the structure occurs via a series of avalanches or bursts, which follow a powerlaw distribution on approaching the critical load \(L_c\) at which all strings have snapped. The total force as function of the extension \(\epsilon\) is

\[
F(\epsilon) = \sum_{i=1}^{N} \kappa x_i \theta(x_i - \epsilon),
\]

where the Heaviside function is defined as \(\theta(x) = 0\) if \(x < 0\), and 1 if \(x \geq 0\). The effect of the Heaviside function is to include only the strings with extensions less than their threshold, \(\epsilon \leq x_i\). On average the force becomes

\[
\bar{F}(\epsilon) = \mathbb{E}[F(\epsilon)] = N \kappa \epsilon (1 - \Pi(\epsilon)),
\]

where \(\Pi(\cdot)\) is the cumulative distribution of \(x_i\). The variance is

\[
\text{Var} F(\epsilon) = N \kappa^2 \epsilon^2 \Pi(\epsilon) (1 - \Pi(\epsilon)).
\]

In this limit \(N \to \infty\) the relative fluctuations around the mean tend to zero so that the structure almost surely holds for \(L < L_c\) and fails for \(L > L_c\), where \(L_c = \max_{\epsilon} F(\epsilon)\). For concreteness we set \(\kappa = 1\) and assume that the thresholds are uniformly distributed, say between 0 and 1. Then \(\Pi(x) = x\) and one finds a maximum force \(L_c = N/4\) corresponding to an extension \(\epsilon_c = 1/2\).

We now turn to the numerical estimation of the failure probability when the applied load is below the threshold \(L_c\), which can occur as a result of rare fluctuations for finite \(N\). The limit state function is

\[
G(x) = \max_{\epsilon} F(\epsilon) - L = \kappa \max x_j \sum_{i=1}^{N} \theta(x_i - x_j) - L. \tag{14}
\]

As an example we set \(N = 1000\), \(L = 200 < 250 = L_c\) and study the case where the thresholds are uniformly distributed, \(x_i \sim U[0, 1]\). For the MCMC updates we use simple Metropolis attempts in which the threshold \(x_i\) of a randomly selected string \(i\) is replaced by a uniform random variate in \([0, 1]\). In the AWH simulations we set \(M = 61\) and fix the levels to \(\lambda_k = k\), \(k = 0, 1, 2, \ldots, 60\), \(\lambda_{61} = \infty\). We also perform subset simulations using a population \(R\) varying between 1000 and 100000, and a fraction \(p_0 = 0.1\) as seeds for the subsequent levels.

In Figure 3 we show the resulting failure probability \(\pi(G \leq \lambda_k)\) as function of \(\lambda\), where \(\lambda_0 = 0\) corresponds to failure for the given load \(L\). A very long AWH simulations using 20 million iterations is used to produce a nearly error free result (thin solid line), and an estimate of \(\pi(\mathcal{F}) \approx 1.4 \cdot 10^{-12}\). The thick solid line shows an AWH simulation using
Figure 3. Failure probability for the FBM estimated using AWH and subset simulations. The two AWH simulations are shown for $2 \cdot 10^7$ and $2 \cdot 10^5$ iterations (with equally many function evaluations of $G(\cdot)$). The corresponding weight histograms are shown in red and black, respectively, in the inset. The subset simulations (dotted curves) used population sizes of $10^5$, $10^4$, $10^3$, and $10^2$. The number of function evaluations are indicated in the figure.

Figure 4. The AWH simulations are as in Figure 3, while the subset simulation results shown here (dotted curves) are for a population size 10000, varying instead the number of MCMC updates at each level. The lowest dotted curve used $1/p_0 = 10$ MCMC updates per level and seed, the next used 50, and the final, which almost coincide with the AWH curve, used 100. The number of function evaluations are indicated in the figure.

200 000 iterations (equally many evaluations of $G(\cdot)$). As can be seen the resulting curve quite accurately follows the previous one, and gave a failure probability of $\approx 1.7 \cdot 10^{-13}$. The subset simulations on the other hand have difficulties for this model. Subset simulations with population sizes 100, 1000, 10000, and 100000 were carried out, but none of them produced sensible results for the failure probability at $\lambda = 0$. Instead the curves tend to bend down below some value of $\lambda$ which decreases with increasing population size. Part of the difficulties can be explained by the slow dynamics of the MCMC moves used. If the number of MCMC sweeps are increased at each subset level the efficiency of the subset simulations improve. This is shown in Figure 4. By increasing the MCMC updates by a factor of 10 the AWH results are reproduced quite accurately. Naturally, the number of function evaluations per level also increases by the same factor and reached over 1.2 million, which can be compared with the 200 000 used for the AWH simulation.

To assess the accuracy of the calculations we simulate a less extreme case with somewhat larger load $L = 220$. For reference, the failure probability was estimated to $4.8 \cdot 10^{-6}$ from a long AWH simulation of 50 million iterations. We then repeated 50 shorter AWH simulations and 50 subset simulations. The latter used a population of 10000, $p_0 = 0.1$, and 100 MCMC updates per seed and level. The computational effort was the same in both cases, requiring 500000 evaluations of $G(\cdot)$ per simulation. The RMS relative error from the AWH simulations was $\approx 0.25$, while it was $\approx 1.0$ from the subset simulations, i.e. around 4 times higher.

4 Discussion and conclusions

As demonstrated above the AWH simulation method can be effective for the estimation of small rare event probabilities, and in some cases surpass subset simulations. Further-
more, the method is highly flexible and may for instance straightforwardly be generalized to include more than one limit state function in the same simulation. It is also possible to simulate from the posterior probability given a set of observations in a Bayesian setting. Another advantage is that it is rather easy to diagnose problems with the calculation by monitoring the weight histogram. If the normalized weight histogram deviates too much from the target distribution, this is a clear sign that the sampling is insufficient. An example can be seen in Figure 2, which shows how the weight histogram evolves towards the target distribution during the course of the simulation.

From a simulation point of view there is room for further optimization of the target distribution by allocating more samples in difficult regions (Lindahl et al., 2018). In the present study we have used a target distribution similar to the one employed in subset simulations in order to make fair comparisons. Although this seems to be a well performing generic choice, it deserves future study.

Compared to subset simulations, which move towards smaller and smaller regions of the configuration space, the AWH method is more sequential, going back and forth between the subset levels. The large population of independent samples at the initial level of subset simulations is a great asset, that may give subset simulations an advantage – if enough of that independence is carried through to the final level. The AWH simulations on the other hand seem to handle well the situation where many MCMC steps are required to explore the relevant regions of the distribution. For the normal distribution test case we found that subset simulations performed slightly better, although the AWH simulations were not far behind. For the Fiber Bundle Model test case the situation was reversed. This model, although highly idealized, contains many ingredients of more realistic structures. Here AWH simulations generally performed well, whereas the subset simulations either failed to converge or produced less accurate results for the same computational effort.

A specific example on applications from the civil engineering field is reliability estimation of cables supporting large bridges. These cables are typically built-up by a bundle of high strength steel wires often modelled in analogy with the fiber bundle model presented herein, see e.g. Faber et al. (2003). The AWH method is also expected to perform well for more complex system reliability applications including correlated variables and multiple failure modes. This could include time dependent degradation of individual structural components, by e.g. fatigue or corrosion, in combination with the failure of the whole system. The latter remains to be tested.
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