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Explicit expressions are given for the actions and radial matrix elements of basic radial observables on multi-dimensional spaces in a continuous sequence of orthonormal bases for unitary SU(1,1) irreps. Explicit expressions are also given for SO(N)-reduced matrix elements of basic orbital observables. These developments make it possible to determine the matrix elements of polynomial and other Hamiltonians analytically, to within SO(N) Clebsch-Gordan coefficients, and to select an optimal basis for a particular problem such that the expansion of eigenfunctions is most rapidly convergent.

I. INTRODUCTION

This paper is concerned with the large class of problems lying between the relatively few that are exactly solvable and others that are only solvable by numerical methods. In particular, algebraic methods are developed for computing the spectral properties of Hamiltonians which are polynomials in the Cartesian position \( \{ x_i \} \) and momentum \( \{ p_i = -i\hbar \partial / \partial x_i \} \) observables of a real Euclidean space \( \mathbb{R}^N \); polynomials in the inverse square of the radial coordinate are also considered. Restriction to this sub-class of Hamiltonians is because, for them it is appropriate to employ bases of harmonic oscillator or modified oscillator wave functions. Probably a similar treatment can be developed for hydrogenic and modified hydrogenic bases which will enable the admission of potentials, like the \( 1/r \) potential of the hydrogen atom, which are not rational functions of the Cartesian coordinates.

The most widely studied Hamiltonians of this kind are for exactly solvable central force problems. Some central force problems are solved by use of various realizations of an SU(1,1) spectrum generating algebra (cf., for example, Refs. [1, 2, 3] for reviews). Others are solved [4] by the so-called factorization method introduced by Schrödinger [5] and employed extensively by Infeld and Hull [6]. (A pedagogical review of the factorization method is given in several texts on quantum mechanics, e.g. [7].) Many special case solutions for power law and inverse power law potentials have also been obtained by the methods of Refs. [8, 9, 10, 11]. In an attempt to identify the underlying symmetries of exactly solvable systems, Gendenshtein [12] introduced the criterion of shape invariance and a connection with supersymmetry. Exactly solvable central force problems play an essential role in the current investigation. However, their purpose will be to provide suitable bases in terms of which the matrix elements of a much larger class of Hamiltonians of interest can be determined algebraically.

Underlying the solvability of a central force problem is the factorization of its Hilbert space into a product of radial and orbital subspaces

\[
\mathcal{L}^2(\mathbb{R}^N) \simeq \mathcal{L}^2(\mathbb{R}_+^+, dr) \otimes \mathcal{L}^2(S_{N-1}),
\]

where \( \mathbb{R}_+^+ \) is the positive half of the real line,

\[
\mathcal{L}^2(\mathbb{R}_+^+, dr) = \left\{ R : r \rightarrow \mathbb{C} \mid \int_0^{\infty} |R(r)|^2 \, dr < \infty \right\},
\]

and the elements of \( \mathcal{L}^2(S_{N-1}) \) are square integrable functions on the \( N-1 \) sphere, \( S_{N-1} \simeq \text{SO}(N)/\text{SO}(N-1) \), relative to the \( \text{SO}(N) \)-invariant measure. Thus, because the Hamiltonian for a central force problem is \( \text{SO}(N) \)-invariant its Schrödinger equation reduces to a one-dimensional radial equation.

More generally the radial \( \mathbb{R}_+^+ \) and orbital \( S_{N-1} \) dynamics are coupled by centrifugal forces. Nevertheless, the \( \text{SU}(1,1) \times \text{O}(N) \) dynamical group associated with the above factorization continues to provide powerful algebraic (and hence exact) methods for determining the matrix elements of polynomial Hamiltonians in suitable bases. This is of enormous practical value even if it is ultimately necessary to resort to numerical methods for diagonalizing the Hamiltonian matrix. Moreover, it is a huge advantage if bases functions can be found which are close to the desired solutions so that the dimensions of the matrices that have to be diagonalized to achieve a given level of accuracy are relatively small.

With such application in mind, Armstrong [13], Haskell and Wybourne [14], for example, derived expressions for some radial matrix elements in a basis of eigenstates of the three-dimensional harmonic oscillator. It turns out that, for many purposes, other matrix elements are needed and are also needed for higher-dimensional spaces. For example, the nuclear collective model is defined on a five-dimensional space [15, 16, 17]. And, while harmonic oscillator bases
are appropriate for spherical vibrational systems, they are not the most appropriate for rotational-vibrational systems such as diatomic molecules and non-spherical nuclei.

The current paper gives analytical expressions for the matrix elements of needed observables in a continuous sequence of orthonormal bases for unitary SU(1, 1) × O(N) irreps. These irreps include, but are not restricted to, the irreps of the harmonic (discrete) series. Nor are they restricted to a three-dimensional space. Matrix elements of observables that lie in the SU(1, 1) Lie algebra are obtained by algebraic methods. Factorization methods are used to compute the actions and matrix elements of other needed observables. These developments make it possible to select an optimal basis for a particular problem and continue to retain analytical expressions for matrix elements as provided by the harmonic oscillator bases. Basis functions for all N elements. What more is needed, beyond the expressions given in this paper, are the appropriate Clebsch-Gordan coefficients. These are now available in SO(3)-coupled bases for all N ≤ 6 (cf. section ??).

II. REPRESENTATIONS OF SU(1, 1) × SO(N)

The SU(1, 1) Lie algebra (more precisely its complex extension) is spanned by operators \( \{ \hat{S}_+ , \hat{S}_0 \} \) which satisfy the standard commutation relations

\[
[\hat{S}_-, \hat{S}_+] = 2\hat{S}_0 , \quad [\hat{S}_0 , \hat{S}_\pm] = \pm \hat{S}_\pm .
\]

A basis for an SU(1, 1) irrep is given by an orthonormal set of states \( \{ |\lambda \nu \rangle ; \nu = 0, 1, 2, \ldots \} \) which satisfy the identities

\[
\hat{S}_0 |\lambda \nu \rangle = \frac{1}{2} (\lambda + 2\nu) |\lambda \nu \rangle ,
\]

\[
\hat{S}_+ |\lambda \nu \rangle = \sqrt{ (\lambda + \nu)(\nu + 1) } |\lambda , \nu + 1 \rangle ,
\]

\[
\hat{S}_- |\lambda \nu \rangle = \sqrt{ (\lambda + \nu - 1)\nu } |\lambda , \nu - 1 \rangle .
\]

For such an irrep the Casimir invariant

\[
\hat{C}_{SU11} = (\hat{S}_0)^2 - \frac{1}{2} (\hat{S}_+ \hat{S}_- + \hat{S}_- \hat{S}_+) = \hat{S}_0 (\hat{S}_0 - 1) - \hat{S}_+ \hat{S}_-
\]

takes the value \( \lambda (\lambda - 2)/4 \), i.e.,

\[
\hat{C}_{SU11} |\lambda \nu \rangle = \frac{1}{4} \lambda (\lambda - 2) |\lambda \nu \rangle .
\]

The SO(N) Lie algebra is spanned by angular momentum operators \( \{ \hat{L}_{ij} \} \) which are antisymmetric, \( \hat{L}_{ij} = -\hat{L}_{ji} \), and satisfy the commutation relations

\[
[\hat{L}_{ij}, \hat{L}_{kl}] = -i [\delta_{jk} \hat{L}_{il} - \delta_{il} \hat{L}_{kj}] .
\]

The SO(N) Casimir operator is defined by

\[
\hat{\Lambda} = \sum_{i < j} \hat{L}_{ij}^2 .
\]

If an SO(N) irrep, labelled by \( v \), has basis states \( \{ |vm \rangle \} \), then a basis for an SU(1, 1) × SO(N) irrep \( (\lambda, v) \) is given by the product states

\[
|\lambda \nu; vm \rangle \equiv |\lambda \nu \rangle \times |vm \rangle .
\]

A. Harmonic series representations

An explicit realization of the SU(1, 1) Lie algebra is given in terms of harmonic oscillator raising and lowering operators

\[
c_i^+ = \frac{1}{\sqrt{2}} \left( \dot{x}_i - \frac{\partial}{\partial x_i} \right) , \quad c_i = \frac{1}{\sqrt{2}} \left( \dot{x}_i + \frac{\partial}{\partial x_i} \right) , \quad i = 1, \ldots, N ,
\]

\[
(10)
\]
by the $O(N)$-invariant operators

\[
\hat{S}_+ = \frac{1}{2} c^\dagger \cdot c^\dagger, \quad \hat{S}_- = \frac{1}{2} c \cdot c,
\]

\[
\hat{S}_0 = \frac{1}{4} (c^\dagger \cdot c + c \cdot c^\dagger) = \frac{1}{2} \left( \hat{n} + \frac{N}{2} \right),
\]

(11)

where $c \cdot c = \sum_i c_i c_i$ and $\hat{n} = \sum_i c_i^\dagger c_i$ is a harmonic oscillator number operator. Similarly the $SO(N)$ angular momentum operators take the form

\[
\mathcal{L}_{ij} = -i (c_i^\dagger c_j - c_j^\dagger c_i).
\]

(12)

When the SU(1,1) and $SO(N)$ operators are realized in this way, their Casimir invariants are given, respectively, by

\[
4 \hat{C}_{SU11} = \hat{n} (\hat{n} + N - 2) + \frac{1}{4} N (N - 4) - (c^\dagger \cdot c^\dagger) (c \cdot c)
\]

(13)

\[
\hat{\Lambda} = \hat{n} (\hat{n} + N - 2) - (c^\dagger \cdot c^\dagger) (c \cdot c)
\]

(14)

It is seen that when acting on the Hilbert space $L^2(\mathbb{R}^N)$, according to the above-defined realizations, these Casimir invariants are linearly related by the identity

\[
\hat{\Lambda} = 4 \hat{C}_{SU11} - \frac{1}{4} N (N - 4),
\]

(15)

in accordance with a well-known duality relationship [20] (also called complementarity [21]). This duality implies that the labels $\lambda$ and $v$ are in one-to-one correspondence. Thus, if the state $|\lambda_0; v\sigma\rangle$ satisfies the equations

\[
\hat{S}_- |\lambda_0; v\sigma\rangle = 0, \quad \hat{n} |\lambda_0; v\sigma\rangle = v |\lambda_0; v\sigma\rangle,
\]

(16)

then $\lambda$ takes the value

\[
\lambda = v + N/2, \quad v = 0, 1, 2, \cdots
\]

(17)

Moreover, the eigenvalue of $\hat{\Lambda}$

\[
\hat{\Lambda} |\lambda_0; vm\rangle = v (v + N - 2) |\lambda_0; vm\rangle
\]

(18)

signifies that $v$, often referred as seniority, is an $SO(N)$ angular momentum quantum number.

**B. Modified oscillator representations**

The discrete harmonic series of SU(1,1) irreps which have duality relationships with $SO(N)$ irreps are invaluable for many purposes. However, there is a continuous series of irreps, which are often more useful. These more general realization of the SU(1,1) algebra are obtained by expanding the above operators, using eqns. (10),

\[
\hat{S}_\pm = \frac{1}{4} \left[ \nabla^2 + r^2 \pm \left( 2r \frac{\partial}{\partial r} + N \right) \right], \quad \hat{S}_0 = \frac{1}{4} \left[ - \nabla^2 + r^2 \right],
\]

(19)

where $r^2 = \sum_i x_i^2$, and $\nabla^2 = \sum_i \partial^2 / \partial x_i^2$ is the Laplacian on $L^2(\mathbb{R}^N)$. The Laplacian has the well-known expansion

\[
\nabla^2 = \hat{\Lambda} - \frac{\hat{\Lambda}}{r^2},
\]

(20)

where

\[
\hat{\Lambda} = \frac{1}{r^{N-1}} \frac{\partial}{\partial r} r^{N-1} \frac{\partial}{\partial r}
\]

(21)
In this form the SU(1,1) operators act as differential operators on the wave functions for the basis states \( \{|\lambda\nu;vm\}\) of equation (3). These wave functions are conveniently expanded

\[
\Psi_{\lambda\nu\nu}(r) = r^{-(N-1)/2} R^\lambda_\nu(r) Y_{\nu\nu}(\omega),
\]

where, for convenience, the factor of \( r^{N-1} \) in the \( \mathbb{R}^N \) volume element \( dv(r,\omega) = r^{N-1} \, dr \, d\omega \) is absorbed into the definition of the wave functions. Thus, \( \{R^\lambda_\nu;\nu = 0, 1, 2, \ldots\} \) is a basis of radial wave function for \( L^2(\mathbb{R}^+, dr) \) and \( \{Y_{\nu\nu}(\omega)\} \) is a basis of spherical harmonics for \( L^2(S_{N-1}) \) defined as eigenfunctions of \( \hat{A} \)

\[
\hat{A} Y_{\nu\nu} = (v + N - 2) Y_{\nu\nu}.
\]

With the Laplacian in the form \( \nabla^2 = \hat{A} - \hat{A}/r^2 \), the action of the SU(1,1) operators of equation (11) on the wave functions for arbitrary \( \nu \) is an integer, these functions are equal to the radial wave functions for \( \nu = 0, 1, 2, \ldots \)

\[
\hat{S}_{\pm} = \frac{1}{4} \left[ \frac{d^2}{dr^2} - \frac{(\lambda - 3/2)(\lambda - 1/2)}{r^2} \right] + r^2 \left[ 2r \frac{dr}{dr} + 1 \right],
\]
\[
\hat{S}^2_0 = \frac{1}{4} \left[ -\frac{d^2}{dr^2} + \frac{(\lambda - 3/2)(\lambda - 1/2)}{r^2} + r^2 \right].
\]

Although the \( \hat{S}^{(\lambda)} \) operators have been derived for the discrete values of \( \lambda = v + N/2 \), they nevertheless satisfy the SU(1,1) commutation relations

\[
[S^{(\lambda)}_-, \hat{S}^{(\lambda)}_+] = 2S^{(\lambda)}_0, \quad [S^{(\lambda)}_0, \hat{S}^{(\lambda)}_\pm] = \hat{S}^{(\lambda)}_\pm,
\]

for any value of \( \lambda \). Moreover, for any real \( \lambda > 0 \), they have a unitary representation and define an orthonormal basis \( \{R^\lambda_\nu\} \) for the Hilbert space \( L^2(\mathbb{R}^+) \) such that

\[
\hat{S}^{(\lambda)}_0 R^\lambda_\nu = \frac{1}{2}(\lambda + 2\nu) R^\lambda_\nu, \quad \hat{S}^{(\lambda)}_+ R^\lambda_\nu = \sqrt{(\lambda + \nu)(\nu + 1)} R^\lambda_{\nu+1},
\]
\[
\hat{S}^{(\lambda)}_- R^\lambda_\nu = \sqrt{(\lambda + \nu - 1)\nu} R^\lambda_{\nu-1}.
\]

For each \( \lambda > 0 \), the \( \hat{S}^{(\lambda)} \) operators span a specific SU(1,1) representation. This is evidenced by the fact that, for each realization, the SU(1,1) Casimir operator acquires the unique value \( \lambda(\lambda - 2)/4 \), i.e.,

\[
\hat{C}^{(\lambda)}_{SU(1,1)} = \hat{S}^{(\lambda)}_0 (\hat{S}^{(\lambda)}_- - 1) - \hat{S}^{(\lambda)}_+ \hat{S}^{(\lambda)}_- = \frac{1}{4} \lambda(\lambda - 2) \hat{I},
\]

where \( \hat{I} \) is the identity.

III. THE RADIAL WAVE FUNCTIONS

The \( \{R^\lambda_\nu\} \) wave functions for arbitrary \( \lambda > 0 \) are derived as for the standard harmonic oscillator and are given by

\[
R^\lambda_\nu(r) = (-1)^\nu \sqrt{\frac{2\nu!}{\Gamma(\lambda + \nu)}} r^{\lambda - 1/2} L^\lambda_{\nu-1}(r^2) e^{-r^2/2}, \quad \nu = 0, 1, 2, \ldots
\]

The lowest-weight functions \( \{R^\lambda_0\} \) are plotted in Fig. III.

An important characteristic of the radial Hilbert space \( L^2(\mathbb{R}^+, dr) \) is that it is independent of the dimensionality of the Euclidean space in which it is embedded. Thus, when \( 2\lambda \) is an integer, these functions are equal to the radial wave
FIG. 1: Radial wave functions \( \{ R_\lambda \} \) plotted as functions of \( r \) for a range of values of \( \lambda \). (Computed by P.S. Turner [17].)

Radial wave functions for various \( N \)-dimensional harmonic oscillators. For example, the wave functions of the simple harmonic oscillator are given by

\[
\begin{align*}
    u_{2n}(x) &= \frac{1}{\sqrt{2}} R_n^{1/2}(x) = (-1)^n \frac{2^n n!}{\sqrt{n!(2n)!}} F_n^{(-1/2)}(x^2) e^{-x^2/2}, \quad \infty < x < \infty, \\
    u_{2n+1}(x) &= \frac{1}{\sqrt{2}} R_n^{3/2}(x) = (-1)^n \frac{2^{n+1/2} n!}{\sqrt{n!(2n+1)!}} x L_n^{(1/2)}(x^2) e^{-x^2/2}, \quad \infty < x < \infty.
\end{align*}
\]

Radial wave functions for the spherical \( (N = 3) \) harmonic oscillator are given by

\[
    u_{nl}(r) = R_n^{l+3/2}(r) = (-1)^n \frac{2n!}{\Gamma(n + l + 3/2)} r^{l+1} L_n^{(l+1/2)}(r^2) e^{-r^2/2}.
\]

In general, the radial wave functions for an \( N \)-dimensional harmonic oscillator of SO\((N)\) angular momentum \( v \) are given by

\[
    u_{nv}(r) = R_n^{v+N/2}(r).
\]

These identities reflect the fact that harmonic oscillator radial wave functions belong to SU\((1,1)\) irreps which are determined by the angular momentum of the accompanying spherical wave function. For example, eigenstates of the three-dimensional harmonic oscillator of angular momentum \( l \) have wave functions which in spherical polar coordinates take the form

\[
    \Psi_{nlm}(r, \theta, \phi) = \frac{1}{r} u_{nl}(r) Y_{lm}(\theta, \phi),
\]

where \( Y_{lm} \) is a spherical harmonic.

When \( 2\lambda \) is not an integer, the basis functions \( \{ R_\lambda \} \) are not the radial wave functions of any harmonic oscillator. Nevertheless, they have algebraic properties that are almost as simple as those which are. For many systems, especially models that exhibit rotational as well as vibrational states, it is appropriate to use \( \{ R_\lambda \} \) radial wave functions with \( \lambda > v + N/2 \). Such wave functions are eigenfunctions of a modified oscillator Hamiltonian introduced by Davidson [22] for the purpose of describing the rotational-vibrational states of a diatomic molecule. In this model, the atoms of the molecule are ‘pushed apart’ by enhancing the centrifugal potential by the substitution

\[
    \frac{l(l+1)}{r^2} \rightarrow \frac{l(l+1) + r_0^2}{r^2};
\]
this is equivalent to replacing the harmonic oscillator potential \( r^2 \) by a potential
\[
V(r) = \frac{r^4}{r^2} + r^2
\]
which has a minimum at \( r = r_0 \). A five-dimensional version of the Davidson oscillator has been considered as a model for nuclear rotations and vibrations \[23\ ] \[24\ ] \[25\ ].

IV. RADIAL MATRIX ELEMENTS

A. Matrix elements obtained from irreps of the SU(1,1) Lie algebra

Claim 1: For \( \lambda > 1 \),
\[
\frac{1}{r^2} R^\lambda_\nu(r) = \sum_{\mu<\nu} \frac{(-1)^{\mu-\nu}}{\lambda - 1} \sqrt{\frac{\nu! \Gamma(\lambda + \mu)}{\mu! \Gamma(\lambda + \nu)}} R^\lambda_\mu(r) \\
+ \sum_{\mu\geq\nu} \frac{(-1)^{\mu-\nu}}{\lambda - 1} \sqrt{\frac{\mu! \Gamma(\lambda + \nu)}{\nu! \Gamma(\lambda + \mu)}} R^\lambda_\mu(r),
\]
(39)

Equation (41) follows from the identity
\[
\frac{d^2}{dr^2} R^\lambda_\nu(r) = \sqrt{(\lambda + \nu - 1)\nu} R^\lambda_{\nu-1}(r) + \sqrt{(\lambda + \nu)(\nu + 1)} R^\lambda_{\nu+1}(r) \\
- (\lambda + 2\nu) R^\lambda_\nu(r) + (\lambda - 3/2)(\lambda - 1/2) \frac{1}{r^2} R^\lambda_\nu(r).
\]
(41)

The first of these equations follows from equation (32) and the observation that \( r^2 \) is an element of the \( \text{su}(1,1) \) Lie algebra with expansion
\[
r^2 = \hat{S}_+^{(\lambda)} + \hat{S}_-^{(\lambda)} + 2\hat{S}_0^{(\lambda)}.
\]
(43)

Equation (46) is obtained by reexpressing equation (39) as the recursion relation
\[
(\lambda + 2\nu) f^{\lambda}_{\mu\nu} + \sqrt{(\lambda + \nu - 1)\nu} f^{\lambda}_{\mu,\nu-1} + \sqrt{(\lambda + \nu)(\nu + 1)} f^{\lambda}_{\mu,\nu+1} = \delta_{\mu\nu},
\]
(44)

where
\[
f^{\lambda}_{\mu\nu} = \int R^\lambda_\mu(r) \frac{1}{r^2} R^\lambda_\nu(r) dr = f^{\lambda}_{\nu\mu}.
\]
(45)

Starting with the value of \( f^{\lambda}_{00} = 1/(\lambda - 1) \) obtained from equation (29), this equation has solution
\[
f^{\lambda}_{\mu\nu} = \frac{(-1)^{\mu-\nu}}{\lambda - 1} \sqrt{\frac{\nu! \Gamma(\lambda + \mu)}{\mu! \Gamma(\lambda + \nu)}} \text{ for } \mu \leq \nu.
\]
(46)

Equation (41) follows from the identity
\[
\frac{d^2}{dr^2} - \frac{(\lambda - 3/2)(\lambda - 1/2)}{r^2} = \hat{S}_+^{(\lambda)} + \hat{S}_-^{(\lambda)} - 2\hat{S}_0^{(\lambda)}.
\]
(47)

The expression for \( \nabla^2 \) is obtained by recalling that, from equations (10) \[23\ ] and (26),
\[
\langle \lambda\mu; v | \nabla^2 | \lambda\nu; v \rangle = \langle \lambda\mu | \hat{S}_+^{(v+3/2N)} + \hat{S}_-^{(v+3/2N)} - 2\hat{S}_0^{(v+3/2N)} \rangle | \lambda\nu \rangle \\
= \langle \lambda\mu | \hat{S}_+^{(\lambda)} + \hat{S}_-^{(\lambda)} - 2\hat{S}_0^{(\lambda)} + \frac{(\lambda - 1/2)(\lambda - 3/2) - (v + 3/2N - 1/2)(v + 3/2N - 3/2)}{r^2} \rangle | \lambda\nu \rangle.
\]
(48)

Matrix elements of higher even powers of \( r \) are given by repeated use of equation (39).
B. Matrix elements obtained by the factorization method

Similar equations for the operators \(r\), \(1/r\), and \(d/dr\), are obtained by the factorization method \([6, 7]\). Let \(A(X)\) and \(A^\dagger(X)\), where \(X\) is a real number, denote the operators

\[
A(X) = \frac{d}{dr} + \frac{X}{r} + r, \quad A^\dagger(X) = -\frac{d}{dr} + \frac{X}{r} + r.
\]

Then

\[
A(X)A^\dagger(X) = -\frac{d^2}{dr^2} + \frac{X(X-1)}{r^2} + r^2 + 2X + 1,
\]

\[
A(X)^\dagger A(X) = -\frac{d^2}{dr^2} + \frac{X(X+1)}{r^2} + r^2 + 2X - 1.
\]

It follows that

\[
A(\lambda - \frac{1}{2})A^\dagger(\lambda - \frac{1}{2}) = 4S_0^{(\lambda)} + 2\lambda,
\]

\[
A^\dagger(\lambda - \frac{1}{2})A(\lambda - \frac{1}{2}) = 4S_0^{(\lambda+1)} + 2\lambda - 2,
\]

\[
A(-\lambda + \frac{3}{2})A^\dagger(-\lambda + \frac{3}{2}) = 4S_0^{(\lambda)} - 2\lambda + 4,
\]

\[
A^\dagger(-\lambda + \frac{3}{2})A(-\lambda + \frac{3}{2}) = 4S_0^{(\lambda-1)} - 2\lambda + 2.
\]

Equations \((52)\) and \((53)\) give

\[
A(\lambda - \frac{1}{2})A^\dagger(\lambda - \frac{1}{2})R_\nu^\lambda = 4(\lambda + \nu)R_\nu^\lambda,
\]

\[
A^\dagger(\lambda - \frac{1}{2})A(\lambda - \frac{1}{2})R_\nu^{\lambda+1} = 4(\lambda + \nu)R_\nu^{\lambda+1},
\]

and hence

\[
A^\dagger(\lambda - \frac{1}{2})A(\lambda - \frac{1}{2})\left[A(\lambda - \frac{1}{2})R_\nu^\lambda\right] = 4(\lambda + \nu)\left[A^\dagger(\lambda - \frac{1}{2})R_\nu^\lambda\right],
\]

\[
A(\lambda - \frac{1}{2})A^\dagger(\lambda - \frac{1}{2})\left[A^\dagger(\lambda - \frac{1}{2})R_\nu^\lambda\right] = 4(\lambda + \nu)\left[A(\lambda - \frac{1}{2})R_\nu^\lambda\right].
\]

From these and similar equations obtained from equations \((54)\) and \((55)\), it follows (with a choice of relative phase) that

\[
A^\dagger(\lambda - \frac{1}{2})R_\nu^\lambda = 2\sqrt{\lambda + \nu} R_\nu^{\lambda+1},
\]

\[
A(\lambda - \frac{1}{2})R_\nu^{\lambda+1} = 2\sqrt{\lambda + \nu} R_\nu^\lambda,
\]

\[
A(-\lambda + \frac{3}{2})R_\nu^\lambda = 2\sqrt{\nu + 1} R_{\nu+1}^{\lambda-1}, \quad \text{for} \ \lambda > 1
\]

\[
A(-\lambda + \frac{3}{2})R_{\nu+1}^{\lambda-1} = 2\sqrt{\nu + 1} R_\nu^\lambda, \quad \text{for} \ \lambda > 1.
\]

Thus, it is seen that the \(A\) and \(A^\dagger\) operator act as raising and lowering operators for the radial wave functions in close parallel with the way the standard raising and lowering operators act on harmonic oscillator states; the parallel is exhibited in fig. \(2\). This observation is exploited in Section \(VII\) to obtain the actions of the harmonic oscillator raising and lowering operators on general modified oscillator states.

From the identities \((60)\) and \((61)\), we obtain the results:

**Claim 2:** For \(\lambda > 1\)

\[
r R_\nu^\lambda(r) = \sqrt{\lambda + \nu - 1} R_{\nu-1}^\lambda(r) + \sqrt{\nu + 1} R_{\nu+1}^\lambda(r),
\]

\[
r R_\nu^\lambda(r) = \sqrt{\lambda + \nu} R_{\nu+1}^\lambda(r) + \sqrt{\nu} R_{\nu-1}^\lambda(r),
\]

\[
\frac{1}{r} R_\nu^\lambda(r) = \sum_{\mu=0}^{\nu} (-1)^{\mu-\nu} \sqrt{\frac{\mu! \Gamma(\lambda + \mu - 1)}{\mu! \Gamma(\lambda + \nu)}} R_{\nu+1}^{\lambda-1}(r),
\]

\[
\frac{1}{r} R_\nu^\lambda(r) = \sum_{\mu=\nu}^{\infty} (-1)^{\mu-\nu} \sqrt{\frac{\mu! \Gamma(\lambda + \nu)}{\nu! \Gamma(\lambda + \mu + 1)}} R_{\nu+1}^{\lambda+1}(r).
\]
The above results show that radial matrix elements of type \( \langle \lambda \mu | r^2 | \lambda \nu \rangle \), \( \langle \lambda \mu | 1/r^2 | \lambda \nu \rangle \), and \( \langle \lambda \mu | d^2/dr^2 | \lambda \nu \rangle \) are obtained by use of the SU(1,1) Lie algebra and those of type \( \langle \lambda \pm 1, \mu | r^2 | \lambda \nu \rangle \), \( \langle \lambda \pm 1, \mu | 1/r^2 | \lambda \nu \rangle \), and \( \langle \lambda \pm 1, \mu | d/dr | \lambda \nu \rangle \) are obtained by use of the factorization method. However, neither of the methods presented gives matrix elements of the type \( \langle \lambda \mu | r | \lambda \nu \rangle \), \( \langle \lambda \mu | 1/r | \lambda \nu \rangle \), and \( \langle \lambda \mu | d/dr | \lambda \nu \rangle \). This is because odd powers of \( r \) and \( d/dr \) do not occur alone in the

C. An O(N)-parity quantum number

The above results show that radial matrix elements of type \( \langle \lambda \mu | r^2 | \lambda \nu \rangle \), \( \langle \lambda \mu | 1/r^2 | \lambda \nu \rangle \), and \( \langle \lambda \mu | d^2/dr^2 | \lambda \nu \rangle \) are obtained by use of the SU(1,1) Lie algebra and those of type \( \langle \lambda \pm 1, \mu | r^2 | \lambda \nu \rangle \), \( \langle \lambda \pm 1, \mu | 1/r^2 | \lambda \nu \rangle \), and \( \langle \lambda \pm 1, \mu | d/dr | \lambda \nu \rangle \) are obtained by use of the factorization method. However, neither of the methods presented gives matrix elements of the type \( \langle \lambda \mu | r | \lambda \nu \rangle \), \( \langle \lambda \mu | 1/r | \lambda \nu \rangle \), and \( \langle \lambda \mu | d/dr | \lambda \nu \rangle \). This is because odd powers of \( r \) and \( d/dr \) do not occur alone in the

The first of these equations follows from equations (61) and (62) and the observation that

\[ 2r = A^\dagger(-\lambda + \frac{3}{2}) + A(-\lambda + \frac{3}{2}) \]

(70)

The second follows similarly from equations (60) and (63) with

\[ 2r = A^\dagger(\lambda - \frac{1}{2}) + A(-\lambda + \frac{1}{2}) \]

(71)

Equation (69) is obtained by expressing equation (68) as a recursion relation

\[ \frac{1}{r} R_\nu^\lambda(r) = \frac{1}{\sqrt{\lambda + \nu - 1}} R_{\nu+1}^\lambda(r) - \sqrt{\frac{\nu}{\lambda + \nu - 1}} \frac{1}{r} R_{\nu-1}^\lambda(r), \]

(72)

which is readily solved to give the desired result. Equation (70) is similarly obtained from equation (64). The last two equations of the claim are obtained from the identity

\[ A(X) - A^\dagger(-X) = 2 \left( \frac{d}{dr} + \frac{X}{r} \right). \]

(73)

Setting \( X = \lambda - 3/2 \), and using equation (69) leads to equation (68). Setting \( X = -\lambda + 1/2 \), and using equation (70) leads to equation (69).
space of polynomial functions of the basic \( \{x_i, p_i\} \) observables. For example, whereas \( r^2 \) is the quadratic \( r^2 = \sum_i x_i^2 \), there is no polynomial expression for \( r = \sqrt{\sum_i x_i^2} \). However, terms linear in \( r \) and \( d/dr \) do occur in combination with orbital functions. For example, when expressed in terms of \( \mathbb{R}^N \) spherical polar coordinates, the Euclidean coordinates \( \{x_i\} \) are of the form \( x_i = r Q_i(\omega) \), where \( Q_i \) is proportional to a \( v = 1 \) \( SO(N) \) spherical harmonic.

The implications of this observation are conveniently summarized in terms of an \( O(N) \)-parity quantum number \( \pi = (-1)^v \) associated with every \( SO(N) \) irrep of angular momentum \( v \). It is seen that even and odd functions of the \( \{x_i\} \) coordinates have even and odd \( O(N) \)-parity, respectively. It follows that the matrix elements \( \langle \lambda' \mu' | x_i | \lambda \nu; vn \rangle \) and \( \langle \lambda' \mu' | x_i | \lambda \nu; vn \rangle \) vanish unless \( (-1)^v = (-1)^{v+1} \). This means that, in the evaluation of polynomial observables, the matrix elements of \( r \) and \( d/dr \), for example, are only needed between states of opposite parity. Thus, the results of Sections \( \text{IV.A} \) and \( \text{IV.B} \) lead to algebraic expressions for matrix elements of (positive and negative) integer powers of \( r \) and \( d/dr \) if one chooses basis states \( \{|\lambda \nu; vn\} \) with \( \lambda \) related to \( v \) by

\[
\lambda_{v+1} = \lambda_v \pm 1.
\]  

(74)

The standard relationship \( \lambda_v = v + N/2 \), given by equation (17) for the harmonic series of \( SU(1,1) \) irreps, obviously satisfies this condition. However, there are many other possibilities including, for example, having just two \( SU(1,1) \) irreps, one for even- and one for odd \( O(N) \)-parity states such that

\[
\lambda_+ = \lambda_- \pm 1.
\]  

(75)

It should be emphasized that Hamiltonians that are not polynomials in \( \{x_i, p_i\} \) are also of interest. The Hamiltonian of the hydrogen atom, with a singular \( 1/r \) potential, is a standard example. However, it would appear that, for such Hamiltonians, the radial wave functions of the modified oscillator do not provide the most appropriate basis wave functions.

V. ORBITAL MATRIX ELEMENTS

This section gives \( SO(N) \)-reduced matrix elements of the basic \( v = 1 \), \( SO(N) \) tensor, \( Q \), defined by the expression

\[
x_i = r Q_i,
\]  

(76)

of the Cartesian coordinates in \( SO(N) \) spherical polar coordinates. To make use of these reduced matrix elements one will, in general, need access to \( SO(N) \) Clebsch-Gordan coefficients. The required CG coefficients are known in \( SO(3) \supset SO(2) \) coupled bases for \( N \leq 6 \) (cf. Concluding remarks).

A. \( SO(N) \)-reduced matrix elements and a symmetry property

\( SO(N) \)-reduced matrix elements are defined by the Wigner-Eckart theorem

\[
\langle v_3 m_3 | Q_{m_2} | v_1 m_1 \rangle = (v_1 m_1, 1 m_2 | v_3 m_3) \langle v_3 || Q || v_1 \rangle,
\]  

(77)

where \((v_1 m_1, 1 m_2 | v_3 m_3)\) is an \( SO(N) \) Clebsch-Gordan coefficient and \(|vm\rangle\) is an orbital basis state whose wave function is an \( SO(N) \) spherical harmonic \( Y_{v m} \). It is then useful to define the \( SO(N) \)-coupled action of a tensor operator, e.g. \( Q \), by

\[
[Q \otimes |v_1\rangle]_{v_3 m_3} = \sum_{m_2 m_3} |v_3 m_3\rangle \langle v_3 m_3 | Q_{m_2} | v_1 m_1 \rangle_{\{v_1 m_1, 1 m_2 | v_3 m_3\}} = |v_3 m_3\rangle \langle v_3 || Q || v_1 \rangle.
\]  

(78)

An application of these definitions leads to the useful expression

\[
\int [Y_{v_3}(\omega) \otimes Q \otimes Y_{v_1}(\omega)]_0 \ d\omega = k_{v_3} \langle v_3 || Q || v_1 \rangle,
\]  

(79)

and, hence, the identity

\[
k_{v_3} \langle v_3 || Q || v_1 \rangle = k_{v_1} \langle v_1 || Q || v_3 \rangle.
\]  

(80)
where

\[ k_v = \int [\mathcal{Y}_v(\omega) \otimes \mathcal{Y}_v(\omega)]_0 \, d\omega. \tag{81} \]

The value of \( k_v \) can be inferred, to within a phase factor, by making the expansion

\[ \mathcal{Y}_{vn} = \sum_n C_{nm} \mathcal{Y}_{vm}^*, \tag{82} \]

which is always possible because the space \( \mathcal{L}^2(S_N) \) has a real basis. Because spherical harmonics are defined to be an orthonormal basis of orbital wave functions, it follow that

\[ \sum_n |C_{nm}|^2 = 1, \tag{83} \]

and that

\[ k_v = \sum_{m'nm} C_{n'm}(vm,vn|00) \int \mathcal{Y}_{m'}^*(\omega) \mathcal{Y}_{vm}(\omega) \, d\omega = \sum_{mn} C_{nm}(vm,vn|00). \tag{84} \]

Now, from the two identities

\[ \sum_{mn} |C_{nm}|^2 = d(v), \quad \sum_{mn}(vm,vn|00)^2 = 1, \tag{85} \]

where \( d(v) \) is the dimension of the \( \text{SO}(N) \) irrep \( v \), we conclude that

\[ C_{nm} = k_v(vm,vn|00) \quad \text{and} \quad |k_v|^2 = d(v). \tag{86} \]

It follows that

\[ k_v = e^{i\phi(v)} \sqrt{d(v)}, \tag{87} \]

where \( \phi(v) \) is a phase angle, and

\[ \langle v_3|Q|v_1 \rangle = e^{i(\phi(v_1)-\phi(v_3))} \sqrt{d(v_1)/d(v_3)} \langle v_1|Q|v_3 \rangle. \tag{88} \]

It is important to note, that reduced matrix elements are sometimes defined by expressing the Wigner-Eckart theorem in the form

\[ \langle v_3|Q|v_1 \rangle = e^{i(\phi(v_1)-\phi(v_3))} \sqrt{d(v_1)/d(v_3)} \langle v_1|Q|v_3 \rangle. \tag{89} \]

This adjusted definition of the reduced matrix elements results in a simplification of the symmetry relation to

\[ \langle v_3|Q|v_1 \rangle = e^{i(\phi(v_1)-\phi(v_3))} \langle v_1|Q|v_3 \rangle. \tag{89} \]

**B. Basic reduced matrix elements**

Reduced matrix elements of the basic \( v = 1 \), \( \text{SO}(N) \) tensor, \( Q \), are determined by the expansion

\[ x_i = \frac{1}{\sqrt{2}} (c_i^+ + c_i) \tag{90} \]

and the matrix elements of the harmonic oscillator raising and lowering operators. This expression shows that \( Q \) has non-zero reduced matrix elements \( \langle v'|Q|v \rangle \) only for \( v' = v \pm 1 \).
Let
\[ a^\dagger = \frac{1}{\sqrt{2}}(c_1^\dagger + ic_2^\dagger) \] (91)
denote the highest weight component of the harmonic oscillator raising operators in which the operators \{c_i^\dagger\} of equation (11) are regarded as Cartesian components of a \( v = 1, \) \( SO(N) \) tensor. Then, with \( \lambda_v = v + N/2 \), the harmonic oscillator ground state is the state \( |0\rangle = |\lambda_00; v = m = 0\rangle \) and a subset of excited states is given by
\[ |\lambda_v0; vv\rangle = \frac{1}{\sqrt{v!}}(a^\dagger)^v |0\rangle, \quad v = 0, 1, 2, \cdots \] (92)
The matrix element
\[ \langle \lambda_{v+1}0; v+1, v+1|a^\dagger|\lambda_v0; vv\rangle = \sqrt{v+1} \] (93)
then implies that
\[ \langle \lambda_{v+1}0; v+1, v+1||rQ||\lambda_v0; vv\rangle = \frac{1}{\sqrt{2}}\langle \lambda_{v+1}0; v+1||c^\dagger||\lambda_v0; v\rangle = \sqrt[2]{v+1}. \] (94)
Thus, we obtain the following result:

Claim 3: \( SO(N) \)-reduced matrix elements of the basic \( v = 1, \) \( SO(N) \) tensor, \( Q \), defined by the expression \( x_i = rQ_i \) are given by
\[ \langle v'\|Q\|v\rangle = \sqrt{\frac{v+1}{2v+N}} \delta_{v',v+1} + e^{i(\phi(v)-\phi(v-1))} \sqrt{\frac{d(v)v}{d(v-1)(2v+N-2)}} \delta_{v',v-1}. \] (95)
The first term of this expression is obtained by factoring out the radial matrix element \( \langle \lambda_{v+1}, 0|r|\lambda_v0\rangle = \sqrt{\lambda_v} = \sqrt{v+N/2} \) in equation (94). The second term is obtained from the first by use of the symmetry relationship (88).

For \( N = 3 \), for example, the customary expression of the Cartesian coordinates in terms of \((r, \theta, \varphi)\) spherical polar coordinates
\[ x_1 = r \sin \theta \cos \varphi, \]
\[ x_2 = r \sin \theta \sin \varphi, \]
\[ x_3 = r \cos \theta, \] (96)
defines the Cartesian components \( \{Q_i\} \) of the \( N = 3 \) tensor \( Q \). The dimension of an \( SO(3) \) irrep of angular momentum \( l \) (a standard symbol for \( SO(3) \) angular momentum) is given by \( d(l) = 2l+1 \) and, with the standard phase convention for \( SO(3) \) spherical harmonics, we obtain \( e^{i\phi(l)} = (-1)^l \). Thus, claim 3 gives
\[ \langle l'\|Q\|l\rangle = \sqrt{\frac{l+1}{2l+3}} \delta_{l',l+1} + \sqrt{\frac{l}{2l-1}} \delta_{l',l-1}. \] (97)
For \( N = 5 \), the Weyl dimension formula gives
\[ d(v) = \frac{1}{6}(v+1)(v+2)(2v+3) \] (98)
and, with the phase convention \( e^{i\phi(v)} = 1 \) (used in Ref. [19]), claim 3 gives
\[ \langle v'\|Q\|v\rangle = \sqrt{\frac{v+1}{2v+5}} \delta_{v',v+1} + \sqrt{\frac{v+2}{2v+1}} \delta_{v',v-1}. \] (99)
VI. COMBINED MATRIX ELEMENTS

Reduced matrix elements of $x = rQ$ are obtained by combining the expression for $r$, given in terms of radial raising and lowering operators by equations (10) and (11), with those for the matrix elements of $Q$, given by claim 2. In particular, in the harmonic oscillator basis, for which $\lambda_v = v + N/2$ (cf. fig. 2), one obtains:

\begin{align}
\langle \lambda_{v+1} \nu; v + 1 \| \lambda_v \nu; v \rangle &= \frac{1}{2} \langle \lambda_{v+1} \nu | A^\dagger (\lambda_{v} - \frac{1}{2}) | \lambda_v \nu \rangle \langle v + 1 \| Q \| v \rangle, \\
\langle \lambda_{v+1} \nu; v - 1 \| \lambda_v \nu; v \rangle &= \frac{1}{2} \langle \lambda_{v+1} \nu | A(-\lambda_v + \frac{1}{2}) | \lambda_v \nu \rangle \langle v + 1 \| Q \| v \rangle, \\
\langle \lambda_{v-1} \nu; v + 1 \| \lambda_v \nu; v \rangle &= \frac{1}{2} \langle \lambda_{v-1} \nu | A(-\lambda_v - \frac{1}{2}) | \lambda_v \nu \rangle \langle v - 1 \| Q \| v \rangle, \\
\langle \lambda_{v-1} \nu; v - 1 \| \lambda_v \nu; v \rangle &= \frac{1}{2} \langle \lambda_{v-1} \nu | A(\lambda_v - \frac{1}{2}) | \lambda_v \nu \rangle \langle v - 1 \| Q \| v \rangle.
\end{align}

These identities have an immediate generalization.

Claim 4: If $\alpha$ and $\beta$ index any radial wave functions, the SO($N$) reduced matrix elements of the harmonic oscillator raising and lowering operators between states of SO($N$) angular momentum $v$ and $v'$ are given by

\begin{align}
\langle \alpha \nu' | c^\dagger | \beta v \rangle &= \frac{1}{\sqrt{2}} \left[ \langle \alpha | A^\dagger (v + \frac{1}{2} N - \frac{1}{2}) | \beta \rangle \delta_{\nu', v+1} + \langle \alpha | A^\dagger (v - \frac{1}{2} N + \frac{1}{2}) | \beta \rangle \delta_{\nu', v-1} \right] \\
\times \langle v' \| Q \| v \rangle, \\
\langle \alpha \nu' | c | \beta v \rangle &= \frac{1}{\sqrt{2}} \left[ \langle \alpha | A(v + \frac{1}{2} N + \frac{1}{2}) | \beta \rangle \delta_{\nu', v+1} + \langle \alpha | A(v - \frac{1}{2} N - \frac{1}{2}) | \beta \rangle \delta_{\nu', v-1} \right] \\
\times \langle v' \| Q \| v \rangle.
\end{align}

With the substitution $x_i = \frac{1}{\sqrt{2}}(c_i^\dagger + c_i)$, these results follow immediately from equations (100) and (101) when the radial wave functions are those of the harmonic oscillator basis. However, because the radial wave functions $\{ R^\lambda_v; \nu = 0, 1, 2, \ldots \}$ span the space of radial wave functions for any value of $\lambda$, and because equations (102) and (103) with $|\beta v\rangle = |\lambda_v \nu; v\rangle$ and $|\alpha \nu'\rangle = |\lambda_{v'} \nu'; v'\rangle$ hold for all values of $\nu$ and $\nu'$ they also hold for any radial wave functions.

Because of the way the results of claim 4 are derived, they clearly incorporate the identity

\begin{align}
\langle \alpha \nu | x \beta v \rangle &= \langle \alpha | r \beta \rangle \langle v' \| Q \| v \rangle.
\end{align}

What is more significant is that they also give the reduced matrix elements

\begin{align}
\langle \alpha, v + 1 \| \hat{p} \| \beta v \rangle &= -i\hbar \langle \alpha \left[ \frac{d}{dr} - \frac{\frac{1}{2} N - \frac{1}{2}}{r} \right] | \beta \rangle \langle v + 1 \| Q \| v \rangle, \\
\langle \alpha, v - 1 \| \hat{p} \| \beta v \rangle &= -i\hbar \langle \alpha \left[ \frac{d}{dr} + \frac{\frac{1}{2} N - \frac{1}{2}}{r} \right] | \lambda \nu \rangle \langle v - 1 \| Q \| v \rangle,
\end{align}

for the momentum operators

\begin{align}
\hat{p}_i &= -i\hbar \frac{\partial}{\partial x_i} = -\frac{i\hbar}{\sqrt{2}} (c_i - c_i^\dagger).
\end{align}

VII. APPLICATION TO CENTRAL FORCE PROBLEMS

The characteristic property of a central force problem is that its Hamiltonian is SO($N$)-invariant. For example, for a diatomic molecule the relevant Hilbert space is the space of $L^2(\mathbb{R}^3)$ wave functions in the relative coordinates of two atoms. For a free molecule in an isotropic space, the Hamiltonian is invariant under SO(3) rotations. Thus, its Schrödinger equation reduces to an equation in a single radial variable. Moreover, as already noted, the Hilbert spaces of radial wave functions are independent of $N$. Thus, methods developed for the solution of central force problems in $\mathbb{R}^3$ apply more generally.

Consider, for example, the Hamiltonian of the quartic oscillator

\begin{align}
\hat{H} &= -\frac{1}{2} \nabla^2 + r^2.
\end{align}
Its spectrum was derived by Bell et al. \cite{27} in two- and three-dimensional spaces by diagonalization in a basis of eigenstates of the harmonic oscillator Hamiltonian

\[
\hat{H}_{\text{HO}} = -\frac{1}{2a^2} \nabla^2 + \frac{1}{2} \alpha^2 r^2
\]

(111)

with \(a = 1\). It has been considered more recently in five-dimensional space \cite{28}. The addition of quartic terms, which lie in the SU(1,1) enveloping algebra, to a nuclear collective model Hamiltonian has also been considered by several authors, e.g., \cite{29}. Some low-lying energy levels of the quartic oscillator in three dimensions are shown in Fig. 3. In repeating the calculations of ref. \cite{27} for all \(L \leq 6\) energy levels below 250 (in oscillator units), it was found that 21 s of computer time were needed for each \(L\) to compute these energy levels to an accuracy of 1 part in 10^{12} when \(a = 1\) but only 2.6 s were needed with \(a = 1.6\).

\[
\begin{array}{cccc}
L=0 & L=2 & L=4 & L=6 \\
20.220,849,464,1 & 19,915,973,018,2 & 19,217,578,082,7 & 18,152,401,722,0 \\
10,099,949,419,6 & 16,046,192,351,2 & 15,081,646,664,4 & 12,159,017,182,7 \\
13,379,336,552,6 & 10,099,949,419,6 & 9,401,160,155,8 & 7,335,729,995,2 \\
4,478,039,219,52 & 6,830,307,934,3 & 6,830,307,934,3 & 2,394,364,401,6 \\
2,394,364,401,6 & & & \\
\end{array}
\]

FIG. 3: Low energy levels of the quartic oscillator in three dimensions.

A much larger gain is realized for the low-energy states of potentials with a minimum at a non-zero value of \(r\) as the following application to the study of a phase transition in the nuclear collective model shows. Such a calculation was performed originally \cite{26} in a five-dimensional harmonic oscillator basis. However, subsequent studies \cite{17} showed that it can be carried out much more efficiently using modified oscillator bases and the algebraic matrix elements associated with them. This gain in efficiency is particularly relevant, as discussed below, because it makes it practically possible to execute more sophisticated calculations in which the radial and orbital degrees of freedom are coupled.

The Hilbert space for the nuclear collective model is \(L^2(\mathbb{R}^5)\) and the Hamiltonian used in Ref. \cite{26} was

\[
\hat{H}(\alpha) = -\frac{1}{2M} \nabla^2 + \frac{1}{2} M \left[ (1 - 2\alpha) r^2 + \alpha r^4 \right],
\]

(112)

where \(r\) is a radial coordinate for \(\mathbb{R}^5\) and \(M\) a mass parameter. This Hamiltonian is interesting because, as \(\alpha\) passes through the critical value of 0.5, a phase transition occurs from a spherical vibrational phase, corresponding to a minimum value of \(V(r)\) at \(r = 0\), to a rotational-vibrational phase for \(\alpha > 0.5\), corresponding to a minimum value of \(V(r)\) at \(\sqrt{(2\alpha - 1)/(2\alpha)}\) (in oscillator units proportional to \(\sqrt{M}\)).

A. Variational calculations

The benefits from the new developments are maximized by selecting basis wave functions that are as close as possible to the eigenfunctions. For each value of \(\alpha\) in the Hamiltonian, an optimal orthonormal basis of states \(|nvm\rangle\) with wave functions of the form

\[
\Phi_{nvm}(r, \theta) = \sqrt{\alpha_v} \frac{\lambda_v}{r^2} \mathcal{R}_n(a_v r) Y_{vm}(\theta),
\]

(113)
is obtained by varying the parameters $a_v$ and $\lambda_v$ for each value of the SO($N$) angular momentum $v$ to minimize the energy expectation values of $\langle 0vm|\hat{H}(\alpha)|0nm \rangle$. The energy-levels obtained from the expectation values

$$E_{nvm}(\alpha) \approx \langle nvm|\hat{H}(\alpha)|nvm \rangle,$$

with the $v$-dependent variationally-determined values of $a_v$ and $\lambda_v$, are shown as functions of $\alpha$ in comparison with accurately computed values in Fig. 4. The close correspondence between the results and those computed numerically by diagonalization is remarkable. Even in the transition region, where restriction to single basis states is least successful, it does surprisingly well.

![Excitation energy plots](image)

**FIG. 4**: Comparison of the low-lying energy levels for the Hamiltonian $\hat{H}(\alpha)$ with $M = 100$ as computed (a) by diagonalization and (b) by taking expectation values $\langle nvm|\hat{H}(\alpha)|nvm \rangle$ in single basis states with variationally chosen parameters as described in the text. The numbers shown on the right hand side of each figure are the values of the quantum numbers $(v_1, v_2, \ldots; \nu)$ for each of the levels plotted. More detailed information is given for $\alpha = 1.5$ in figure 7. (Figure (a) was computed by P.S. Turner [26].)

Why the variational calculations with single basis wave functions are so good is illustrated in Fig. 5 which shows that a potential of the form

$$V(r) = -br^2 + cr^4,$$

which has a minimum at $r = r_0$, is well fitted in the neighbourhood of its minimum by a potential

$$W(r) = W_0 + \frac{r_0^4}{(ar)^2} + (ar)^2,$$

with a scale parameter $a$ chosen to give $W(r)$ the curvature of the potential $V(r)$ at $r_0$. The radial eigenfunction for the ground state of a Hamiltonian with potential $W(r)$ is given by $R_{00}^0(r)$ (in suitable units of $r$) and found to be an excellent approximation to that for the potential $V(r)$.

The values of $a$ and $\lambda$ which minimize the variational ground-state energy are shown in Fig. 6. The figure shows that the wave function is essentially that of a spherical vibrator for $\alpha < 0.5$ but that its width increases with $\alpha$ until the point at which the curvature of the potential $V(r) = \frac{\lambda}{2}M \left[(1-2\alpha)r^2 + \alpha r^4\right]$ at its $r = 0$ minimum vanishes. With further increase in $\alpha$, the wave function becomes that of a rotor-vibrator with equilibrium deformation given by $r_0 = (\lambda - 1)^2 - 9/4)^{1/4}/a$

B. Results from numerical diagonalization

With the analytical expressions given in Sect. [V A] variational calculations of the type shown above are easy to implement and give insightful information about the states of the system. Moreover, they are readily extended to obtain more precise results by diagonalization of the Hamiltonian in an optimal basis.
If the objective is to obtain the energy eigenstates for the $n$ lowest-energy states as accurately as possible when computed in a space spanned by the first $N$ states of an ordered basis, then a simple prescription for selecting a near to optimal basis among a set of possible choices is to select the basis which minimizes the computed energy for the highest among the $n$ lowest energy states.

Other prescriptions can obviously be defined such as, for example, minimizing the sum of the energies of the lowest $n$ states. However, it is not clear that much can be gained over the above simple prescription.

For $\alpha \gtrsim 1.5$, for which the model nucleus described by the Hamiltonian $\hat{H}(\alpha)$ of equation (112) is clearly nonspherical for $M = 100$, it was found that the energy of the lowest energy state of each $\text{SO}(5)$ angular momentum $v$ was obtained to within 1% accuracy with just one modified oscillator basis wave function. To achieve this level of accuracy with a conventional harmonic oscillator basis requires $\gtrsim 22$ harmonic oscillator basis wave functions (depending on the value of $\alpha$). Fig. 7 shows the excitation energies of the three lowest-energy states for each $v \leq 6$ computed precisely and with just 5 basis states.

The basis states were chosen for the $v = 0$ states according to the above given prescription. This prescription could have been followed for each value of $v$. However, in practice, one will want to be able to compute electromagnetic transition matrix elements. Having fixed $\lambda$ for the $v = 0$ states (which turned out to be 57) we then chose $\lambda = 57$ for all even $v$ and $\lambda = 58$ for all odd $v$ for the reasons discussed in Sect. IV C.

To obtain parallel results to the same level of accuracy in a harmonic oscillator basis requires $\sim 25$ basis states and a computation that takes $\sim 10$ times as long. For practical purposes, a reduction in the required number of radial basis states is particularly advantageous in treating systems in which there is a coupling between the orbital and radial degrees of freedom; this is because the product of the needed number of radial and orbital basis states can reach a large number.
FIG. 7: Energy-level spectrum of the Hamiltonian $\hat{H}(\alpha)$ for $\alpha = 1.5$ and $M = 100$ for the three lowest-energy states of $SO(5)$ angular momentum $v \leq 6$. The precise energies were computed by diagonalization with 100 basis states. The approximate values were computed with just 5 basis states chosen as described in the text.

VIII. MORE GENERAL APPLICATIONS

A. An $N = 3$ example

In many problems of interest, the $SO(N)$ rotational invariance is broken. For example, in $\mathbb{R}^3$, it is of interest to study splittings of molecular energy levels by a crystal field. This might be done with a Hamiltonian of the type

$$\hat{H} = -\frac{1}{2M} \nabla^2 + V(r) + \chi r^2 (3 \cos^2 \theta - 1). \quad (117)$$

With the $M = 0$ component of the $L = 1$ spherical tensor $Q$ given, according to equation (96), by $Q_{10} = \cos \theta$, the function $3 \cos^2 \theta - 1$ is proportional to the $M = 0$ component of the $L = 2$ tensor $(Q \otimes Q)_2$, i.e.,

$$3 \cos^2 \theta - 1 = \sqrt{6} (Q \otimes Q)_{20}. \quad (118)$$

The reduced matrix elements of the tensor $(Q \otimes Q)_2$, obtained from those of $Q$ by Racah recoupling, are given by

$$\langle l_2 || (Q \otimes Q)_2 || l_1 \rangle = \sum_l \sqrt{5(2l + 1)} W(l_1, l_2; l) \langle l_2 || Q || l \rangle \langle l || Q || l_1 \rangle. \quad (119)$$

It follows that

$$\langle l_2 m || (3 \cos^2 \theta - 1) || l_1 m \rangle = \sum_l \sqrt{30(2l + 1)} \langle l_1, m || 20 || l_1 m \rangle W(l_1, l_2; l) \langle l_2 || Q || l \rangle \langle l || Q || l_1 \rangle, \quad (120)$$

where $(l_1, m || 20 || l_1 m)$ is an $SO(3)$ Clebsch-Gordan coefficient. These matrix elements are readily evaluated with the $\langle l' || Q || l \rangle$ matrix elements given by equation (121).

The effect on a spherical molecule of putting it into a quadrupole field is to deform it somewhat. However, if the molecule is already deformed the primary effect is to align the deformation of the molecule with the field. Thus, for a well-deformed diatomic molecule such as the HCl molecule, an informative way to study the spectrum and eigenfunctions of the Hamiltonian (117) would be to start by solving for the Hamiltonian

$$\hat{H}_0 = -\frac{1}{2M} \nabla^2 + V(r) + \chi r_0^2 (3 \cos^2 \theta - 1). \quad (121)$$

This will give the splittings of energy levels due to the alignment effect. Solutions for the perturbed Hamiltonian

$$\hat{H} = \hat{H}_0 + \chi (r^2 - r_0^2)(3 \cos^2 \theta - 1) \quad (122)$$

will then give the added perturbations of the spectra coming from the rotation-radial vibration coupling interactions and provide information about the rigidity of the molecule.
B. An \( N = 5 \) example

For \( N > 3 \), there may be terms in the Hamiltonian which break the SO(\( N \)) invariance but retain rotational invariance with respect to a suitably defined SO(3) \( \subset \) SO(\( N \)) subgroup. For example, a Hamiltonian of interest in the nuclear collective model is of the form

\[
\hat{H}(\alpha) = -\frac{1}{2M} \nabla^2 + \frac{1}{2} M \left[ (1 - 2\alpha) r^2 + \alpha r^4 \right] + \kappa r^3 (Q \otimes Q \otimes Q)_0, \tag{123}
\]

where \( (Q \otimes Q \otimes Q)_0 \) is triple product of SO(5) \( \supset \) SO(3), \( v = 1, L = 2 \). Q tensors coupled to SO(3) angular momentum \( L = 0 \). This SO(3) coupled product is the \( L = 0 \) component of a \( v = 3 \), SO(5) tensor.

The matrix elements of \( (Q \otimes Q \otimes Q)_0 \) are given by

\[
\langle v'\alpha'LM | (Q \otimes Q \otimes Q)_0 | v\alpha L \rangle = \sum_{v_1\alpha_1L_1}^{v} (-1)^{L+L_1} \sqrt{(2L_1+1)(2L_2+1)} W(L2L_2L_1; L_1L_2) \times \langle v'\alpha'L | Q | v_2\alpha_2L_2 \rangle \langle v_2\alpha_2L_2 | Q | v_1\alpha_1L_1 \rangle \langle v_1\alpha_1L_1 | Q | v\alpha L \rangle. \tag{124}
\]

Note, however, that the reduced matrix elements appearing in this expression are SO(3)-reduced matrix elements; they are related to the SO(5)-reduced matrix elements of equation (99) by the expression

\[
\langle v_1\alpha_1L_1 | Q | v\alpha L \rangle = (v\alpha L, 12 | v_1\alpha_1L_1), \tag{125}
\]

where \( (v\alpha L, 12 | v_1\alpha_1L_1) \) is an SO(5) Clebsch-Gordan coefficient in an SO(3) basis. An algorithm for computing such CG coefficients and tables of values has been given in Ref. [19].

The low-energy level spectrum of the Hamiltonian (123), calculated with a large value of \( \alpha \) [16], is shown in Fig. 8. The figure shows a ground-state rotational band and a sequence of excited (so-called gamma-) vibrational bands of the type given by the phenomenological Bohr-Mottelson nuclear collective model [15].
IX. CONCLUDING REMARKS

It has been shown that the matrix elements of polynomial Hamiltonians on a Euclidean space $\mathbb{R}^N$ can be determined algebraically to within $\text{SO}(N)$ Clebsch-Gordan coefficients.

The results obtained highlight the importance of algorithms for computing CG coefficients for various $\text{SO}(N)$ groups. Currently these coefficients are available for $N \leq 6$. Explicit expressions for $\text{SO}(3)$ coefficients were given already in the 1931 edition of Wigner’s book on Group Theory [30], and can now be found in almost any book on angular momentum theory. The coefficients for $\text{SO}(4)$, locally isomorphic to $\text{SO}(3) \times \text{SO}(3)$, are readily obtained from combinations of the $\text{SO}(3)$ coefficients [1]. An algorithm for calculating the needed coefficients for $\text{SO}(5)$ has recently been given [19] in an $\text{SO}(3)$ basis defined by regarding the fundamental 5-dimensional $\mathfrak{v}=1$ irrep of $\text{SO}(5)$ as carrying in irreducible $L=2$ irrep of $\text{SO}(3)$. This algorithm for $\text{SO}(5)$ CG coefficients extends to $\text{SO}(6)$ in an $\text{SO}(5) \supset \text{SO}(3)$ basis by regarding the fundamental 6-dimensional irrep of $\text{SO}(6)$ as spanning a sum of $\mathfrak{v}=0$ and $\mathfrak{v}=1$ $\text{SO}(5)$ irreps and noting that the $\mathfrak{v}=0$ irrep of $\text{SO}(5)$ is the trivial identity irrep. CG coefficients could undoubtedly be used with advantage for higher $\text{SO}(N)$ groups. For example, models for octupole vibrations and rotations of nuclei or molecules with octupole deformations could be formulated on $\mathbb{R}^7$ and would require $\text{SO}(7)$ CG coefficients.

It will interesting to see if the techniques introduced have a parallel extension to hydrogenic and modified hydrogenic systems in light of the recent developments of Fortunato and Vitturi [31].
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