Intention of Continuing to use the Hospital Information System: Integrating the elaboration-likelihood, social influence and cognitive learning
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Abstract

Introduction: Anticipating effective factors in information system acceptance by using persuasive messages, is one of the main issues less focused on so far. This is one of the first attempts at using the elaboration-likelihood model combined with the perception of emotional, cognitive, self-efficacy, informational and normative influence constructs, in order to investigate the determinants of intention to continue use of the hospital information system in Iran.

Methods: The present study is a cross-sectional survey conducted in 2014. 600 nursing staff were chosen from clinical sectors of public hospitals using purposive sampling. The questionnaire survey was in two parts: Part one was comprised of demographic data, and part two included 52 questions pertaining to the constructs of the model in the study. To analyze the data, structural equation model using LISREL 8.5 software was applied.

Result: The findings suggest that self-efficacy (t= 6.01, β= 0.21), affective response (t= 5.84, β= 0.23), and cognitive response (t= 4.97, β= 0.21) explained 64% of the variance for the intention of continuing to use the hospital information system. Furthermore, the final model was able to explain 0.46 for self-efficacy, 0.44 for normative social influence, 0.52 for affective response, 0.55 for informational social influence, and 0.53 for cognitive response.

Conclusion: Designing the necessary mechanisms and effective use of appropriate strategies to improve emotional and cognitive understanding and self-efficacy of the nursing staff is required, in order to increase the intention of continued use of the hospital information system in Iran.
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1. Introduction

1.1. Background and study logic

Technological advancements have changed the face of the world. In the information and communication technology era, information is as the main artery and life-giving force in providing health care. An information system is all that which contributes to the distribution within an organization, and without the information system, the organization would not survive. The purpose of these systems is to support hospital activities in practical, tactical, and strategic levels in order to provide better service to patients (1). The health information system (HIS) in hospitals can provide
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an opportunity to reduce human error, increase speed and accuracy of processes efficiency, and ease of access to timely information for health cycles, significant economic savings as well as inter-sectoral coordination and cooperation (2). Three main aspects must be considered to launch HIS: 1) The hardware and network, 2) software, and 3) Users. The users are the owners and main actors in the systems. The success and failure of information systems is related to the adoption of technologies by their users (3). What causes a person to accept new technology? Are these factors relying on the characteristics of the technology or the people? How and in what manner do these factors influence on Information Technology (IT) adoption? Nursing comprises a large segment of the health care workforce (4). Many healthcare organizations are faced with resistance to the use and application of IT in nursing and other health sectors. Therefore, it is necessary to pay special attention to address these challenges as the key factors of success in the IT systems (5). There are several theories regarding the acceptance of IT systems such as the Technology Acceptance Model (TAM) (6), Diffusion of Innovation Theory (IDT) (7) and the Unified Theory of Acceptance and Use of Technology (UTAUT) (8). The main focus of these theories is on users’ behavior incentives such as perceptions of usefulness and comparative advantage. Unfortunately, these theories have been less considered on the processes of influence. Our understanding of the nature and mechanisms of processes of influence on technology adoption is not enough. One theoretical perspective that may facilitate our understanding of influence processes in IT acceptance is the elaboration-likelihood model (ELM) (9). In today's organizations, managers, as well as their expertise fields, should be familiar with the techniques of the influence process with others. Managers, through influence on the attitudes and beliefs of their personnel, are better able to achieve their organizational goals. Social influence is a process in which before individuals intend to use a new information system will emulate the experiences of other people. Researchers identified two types of normative and informational social influences in decision-making areas (10). Social cognitive theory explains human behavior in a triple cross-linking structure or interactions between behavior, environment, and individual factors. A key assumption of social cognitive theory is that people tend to control the events that affect their lives and they consider themselves as the Impact Factor. This sense of influence in the actions’ cognitive and emotional processes are called self-efficacy (11). The literature indicated that self-efficacy has become an important construct in information systems researches (12). Many studies have shown self-efficacy as a strong predictor of health behavioral intention (13). However, few studies have used self-efficacy in order to promote information systems. This is one of the first attempts at using the ELM model and combined with the perception of emotional, cognitive, self-efficacy, Informational and normative influence constructs in order to investigate the determinants of intention to continue using the HIS in the Iran. The results of this study will provide a new perspective in order to design effective programs to accept and implement an HIS in the Iranian's nursing personnel. Managers can apply a variety of strategies in order to motivate their employees. Therefore, it is necessary to consider the information-processing routes and this knowledge as a useful step towards the implementation of the correct HIS. A research model of this study is proposed in Figure 1. A new research model was founded for the examination of the relationship between the elaboration-likelihood (source credibility and quality of the message), social influence (normative and informative), and cognitive learning (self-efficacy) models about the intention of continuing to use the HIS among nurses.

1.2. Hypotheses
Hypotheses examined in this study were:

1) Employees experiencing persuasive messages from HIS with higher levels of source credibility tend to perceive higher levels of normative social influence.
2) Employees experiencing persuasive messages from HIS with higher levels of source credibility tend to have been more affectively perceived.
3) Employees experiencing persuasive messages from HIS with higher levels of affective perception tend to perceive higher levels of self-efficacy.
4) Employees experiencing persuasive messages from HIS with higher levels of argument quality tend to have been more cognitively perceived.
5) Employees experiencing persuasive messages from HIS with higher levels of cognitive perception tend to perceive higher levels of self-efficacy.
6) Employees experiencing persuasive messages from HIS with higher levels of argument quality tend to perceive higher levels of informative social influence.
7) Employees experiencing persuasive messages from HIS with higher levels of normative social influence tend to have been more self-efficacy perceived.
8) Employees experiencing persuasive messages from HIS with higher levels of informative social influence tend to have been more self-efficacy perceived.
9) Employees with higher levels of self-efficacy tend to have higher levels of behavior intention.
Figure 1. The Initial model of this study

2. Material and Methods

This research was carried out by nurses, all of whom were users of HIS in three companies (Tiraje computer, Mykroafzar Qeshm and Peivand data), and were trained by government hospitals for clinical practice. According to the report by Farzandipour et al., in their study entitled, 'Hospital Information System User Needs Analysis: A vendor survey', five major suppliers of hospital information systems in eight teaching hospitals were compared (14). They found that the three company's functional requirements in nursing units appeared to be good, average, and poor, respectively. For determining structural equation modeling (SEM) sample size, the sample size for the path analysis in this study based on the latent factors is determined not based on variables. Therefore, according to the eight latent factors in the study and the likely missing data on the respondents (25%) - sample size were estimated for each of the information systems on about 200 people. Also, according to Kline (2015), if the sample size is 200 and above, it can be sufficient for the sample compliance (15). Nonprobability Sampling was selected in this study. After review of the existing literature and previous validated questionnaires, an initial questionnaire was prepared. Then, the questionnaire was submitted to eleven experts to determine its face and content validity. Eleven panel experts with two management professors, five experienced professionals in the health information management department and human-resource department, and four Msc management students were conducted to discuss the appropriateness of the research questionnaire items. The final questionnaire was consisted of 59 items divided into two parts: 1) demographic information users, including: name of work location, gender, marital status, education, job experience, familiarity with computers, interaction in each work shift. 2) The numbering of 52 questions related to the constructs of the model, respectively: 1–6 for credible source, 7–16 for argument quality, 17–25 for normative social influence, 26–28 for informational social influence, 29–35 in affective response, 36–42 in cognitive response, 43–49 for self-efficacy, and 50–52 for intention of continuing to use HIS. All the items used a five-point Likert scale with anchors from strongly disagree (1) to strongly agree (5). To assess the content validity, the content validity rate (CVR) and the content validity index (CVI) were determined (16). Afterwards, the questionnaire’s internal consistency was examined by Cronbach’s alpha. Construct validity was evaluated in terms of convergent and discriminant validity (17). To evaluate convergent validity, three criteria were used. First, standardized factor loadings are greater than 0.7. Second, composite reliability (CR) is greater than the cut off 0.7. Third, the average variance extracted (AVE) is greater than the benchmark of 0.5 (18). To assess the discriminant validity, the root square of AVE and all reflective inter-construct correlations were compared (19). The structural equation modeling
and the path analysis are used in testing the research hypotheses applying LISREL software, version 8.5 (20). As
recommended by a number of researchers, multiple criteria for goodness of fit were utilized in this research to
evaluate the goodness of fit for models tested in confirmatory factor analysis (CFA) and SEM (21). These criteria
consist of the following measures of model fit: chi-square; normed chi-square (the ratio of the chi-square to its
degrees of freedom (df)); standardized root mean-square residual (SRMR); comparative fit index (CFI); and Root-
Mean-Square Error of Approximation (RMSEA) (22).

3. Results
In this study, 551 questionnaires were finally returned. 20 questionnaires were incomplete. Thus, 531 questionnaires
were usable, resulting in a response rate of 88.5%. Table 1 shows the characteristics of the respondents. In this
research, a two-stage analysis procedure has been selected for the analysis.

Table 1. Participant demographic information.

| Variables                  | n   | %   |
|----------------------------|-----|-----|
| Company Name               |     |     |
| Peyvand Dadeha             | 186 | 0.35|
| Gheshm microware           | 182 | 0.34|
| Tirazheh Computer          | 163 | 0.31|
| Total                      | 531 | 100 |
| Sex                        |     |     |
| Male                       | 108 | 20  |
| Female                     | 423 | 80  |
| Total                      | 531 | 100 |
| Marital Status             |     |     |
| Single                     | 188 | 0.35|
| Married                    | 343 | 0.65|
| Total                      | 531 | 100 |
| Education                  |     |     |
| Technician                 | 14  | 0.025|
| BS                         | 505 | 0.95|
| MA                         | 10  | 0.02|
| Doctorate                  | 2   | 0.005|
| Total                      | 531 | 100 |
| Career Experience (year)   |     |     |
| <1                         | 73  | 0.13 |
| 1-5                        | 179 | 0.33 |
| 6-11                       | 154 | 0.29 |
| 12-15                      | 70  | 0.13 |
| >15                        | 55  | 0.12 |
| Total                      | 531 | 100 |
| Familiarity with computer  |     |     |
| Very little                | 17  | 0.03 |
| Little                     | 93  | 0.18 |
| Medium                     | 325 | 0.61 |
| Very                       | 77  | 0.14 |
| Very much                  | 19  | 0.04 |
| Total                      | 531 | 100 |
| Interaction with HIS (hour)|     |     |
| <0.5                       | 95  | 0.18 |
| 0.5-1                      | 147 | 0.28 |
| 1-2                        | 137 | 0.26 |
| 2-3                        | 82  | 0.15 |
| 3-4                        | 30  | 0.055|
| >4                         | 40  | 0.075|
| Total                      | 531 | 100 |

3.1. Measurement model
A critical step of SEM is the assessment of the hypothesized measurement model, prior to the analysis of the
structural equation model. All its variables were examined for relevance. This was performed by producing one-
factor congeneric models for all latent constructs. One-factor congeneric models utilizing maximum likelihood CFA
were evaluated for the hypothesized latent constructs of credible source, argument quality, normative social
influence, informational social influence, affective response, cognitive response, self-efficacy, and intention of continuing to use HIS. The maximum likelihood method is used in CFA analysis. The one-factor congeneric model of credible source variable was tested. The model initially had a good fit. $P = 0.038$, $\text{CMIN/DF} = 2.35$, $\text{RMR} = 0.009$, $\text{CFI} = 1$ and $\text{RMSEA} = 0.050$.

**Table 2.** Factor loading and reliability

| Variable | Factor Loading | Composite reliability | Average variance extracted |
|----------|----------------|-----------------------|---------------------------|
| SC       |                | 0.93                  | 0.68                      |
| SC1      | 0.81           |                       |                           |
| SC2      | 0.90           |                       |                           |
| SC3      | 0.87           |                       |                           |
| SC4      | 0.88           |                       |                           |
| SC5      | 0.71           |                       |                           |
| SC6      | 0.77           |                       |                           |
| AQ       |                | 0.94                  | 0.66                      |
| AQ1      | 0.77           |                       |                           |
| AQ2      | 0.83           |                       |                           |
| AQ3      | 0.89           |                       |                           |
| AQ4      | 0.81           |                       |                           |
| AQ5      | 0.79           |                       |                           |
| AQ6      | 0.89           |                       |                           |
| AQ7      | 0.78           |                       |                           |
| AQ8      | 0.72           |                       |                           |
| NI       |                | 0.81                  | 0.52                      |
| NI1      | 0.56           |                       |                           |
| NI2      | 0.72           |                       |                           |
| NI3      | 0.73           |                       |                           |
| NI4      | 0.85           |                       |                           |
| II       |                | 0.80                  | 0.57                      |
| II1      | 0.81           |                       |                           |
| II2      | 0.75           |                       |                           |
| II3      | 0.71           |                       |                           |
| CR       |                | 0.84                  | 0.53                      |
| CR1      | 0.53           |                       |                           |
| CR2      | 0.67           |                       |                           |
| CR3      | 0.84           |                       |                           |
| CR4      | 0.83           |                       |                           |
| CR5      | 0.72           |                       |                           |
| SE       |                | 0.84                  | 0.52                      |
| SE1      | 0.53           |                       |                           |
| SE2      | 0.56           |                       |                           |
| SE3      | 0.81           |                       |                           |
| SE4      | 0.85           |                       |                           |
| SE5      | 0.79           |                       |                           |
| BI       |                | 0.78                  | 0.069                     |
| BI1      | 0.85           |                       |                           |
| BI2      | 0.75           |                       |                           |
| AR       |                | NA                    | NA                        |
| AR1      | 0.57           |                       |                           |
| AR2      | 1              |                       |                           |
| AR3      | 0.58           |                       |                           |
| AR4      | 0.87           |                       |                           |
| AR5      | 0.65           |                       |                           |
| AR6      | 0.85           |                       |                           |
Table 3. Mean, standard deviation, and correlation among major constructs (n=531).

| Variable               | 1    | 2    | 3    | 4    | 5    | 6    | 7    |
|------------------------|------|------|------|------|------|------|------|
| Mean                   | 21.00| 30.00| 27.90| 10.50| 19.70| 21.30| 9.50 |
| Standard deviation     | 5.16 | 6.79 | 6.44 | 2.65 | 5.07 | 5.31 | 2.61 |
| 1 Source credibility   | 0.82 |      |      |      |      |      |      |
| 2 Argument quality     | 0.69 | 0.81 |      |      |      |      |      |
| 3 Normative influence  | 0.59 | 0.51 | 0.72 |      |      |      |      |
| 4 Informational influence | 0.59 | 0.70 | 0.50 | 0.75 |      |      |      |
| 5 Cognitive response   | 0.52 | 0.73 | 0.47 | 0.63 | 0.73 |      |      |
| 6 Self-efficacy        | 0.46 | 0.59 | 0.48 | 0.00 | 0.59 | 0.72 |      |
| 7 Behavior intention   | 0.59 | 0.66 | 0.53 | 0.59 | 0.68 | 0.60 | 0.83 |

Note: Diagonal elements are the square root of average variance extracted (AVE) of the reflective scales. Off diagonal elements are correlations between construct.

3.2. Structural model

The result of the initial structural model is shown in Table 4. The fit indices did not reach the desired level. Thus, some of the paths were revised in the diagram in order to achieve a satisfactory level of the fitness model. Figure 2 shows the explanatory power as the variance (R²) in key endogenous constructs was 0.52 for the affective response, 0.53 for the cognitive response, 0.44 for normative influence, 0.55 for informational influence, 0.46 for self-efficacy and 0.64 for behavior intention. This greatly exceeded 10%, which was suggested by Falk & Miller (1992) as an indication of substantive explanatory power (23). Source credibility of the persuasive message has significant influences on normative influence (β = 0.35, p < 0.01) and affective response (β = 0.31, p < 0.01) among nurses for intention of continuing to use HIS. Hence, H1 and H2 were supported. Furthermore, the explanatory power as the variance (R²) was to normative influence 0.44 and for effective response 0.52, respectively. While argument quality of the persuasive message has significant effects on cognitive response (β = 0.37, p < 0.01) and informational social influence (β = 0.72, p < 0.001). Hence, H3 and H4 were supported. Furthermore, the explanatory power as the variance (R²) was in cognitive response 0.53 and for informational social influence 0.55, respectively. The normative social influence (β = 0.13, p < 0.001), affective response (β = 0.13, p < 0.001), informational social influence (β = 0.18, p < 0.001), and cognitive response (β = 0.21, p < 0.001) explained 46% of the variance (R²) of self-efficacy. Cognitive response was the most predictor variable for self-efficacy among them. Hence, H5, H6, H7 and H8 were supported. The self-efficacy (β = 0.21, p < 0.001), and affective response (β = 0.23, p < 0.001), and
cognitive response ($\beta = 0.21, p < 0.001$) explained 46% of the variance ($R^2$) of intention of continuing to use HIS. Hence, H9 were supported.

Table 4. Fitting Model Indexes

| Index          | Chi-Square | $\chi^2$/df | RMSEA | CFI  | GFI  | AGFI | NFI  | NNFI | IF  |
|----------------|------------|-------------|-------|------|------|------|------|------|-----|
| Critical amount | ---        | < 3         | < 0.05 | > 0.9 | > 0.9 | > 0.9 | > 0.9 | > 0.9 | > 0.9 |
| Primary model   | 557.28     | 30.96       | 0.24  | 0.89 | 0.79 | 0.58 | 0.89 | 0.83 | 0.89 |
| Final model     | 0.84       | 0.84        | 0.00  | 1.00 | 1.00 | 0.99 | 1.00 | 1.00 | 1.00 |

Figure 2. The final model of this study

4. Discussion
Understanding the factors that encourage users to use the information system is very important. In the marketing research, reports have been shown that persuasive messages, play a significant role in influencing employees' attitude change. Source credibility refers to a message source's perceived ability or motivation to provide accurate and truthful information (24). The results of this study suggest that source credibility stimulated the affective response. In other words, employees who have a higher level of source credibility should excite affective response users to continue using the HIS. The findings of this study were consistent with other studies (25). The previous studies have shown that source credibility is empirically linked with attitude and behavioral intent in the field of information technology (26). Additionally, Bhattacherjee and Sanford (2006) argued that source credibility may enhance user's affection through celebrity endorsement (27). Managers within the organization as a "hero" are able to encourage their staff to use technology. However, all information sources are not equally effective in shaping user's perceptions of information system implementation. Managers need to provide the appropriate data about the user's level of participation and information-processing routes, and use this knowledge to move employees toward successful information system implementation. Plausible strategies must be delivered to the employees based on their characteristics. Source credibility of the convincing message has significant effects on normative social influence. This study was consistent with other studies (28). In other words, Employees who have a higher level of source credibility should excite normative social influence users to continue using the HIS. Social influence is defined as a change in an individual's thoughts, feelings, attitudes, or behavior that is resulted from interaction with...
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the users rightly and positively with the system (34). For instance, they should familiarize the users with the system's potential, possibility to support the system, procedure promotion, decrease in costs, etc.

5. Limitation
The findings from this study should be interpreted in light of several limitations. This study focused on implementing the hospital information system on the users of HIS in three companies (Tiraj computer, Mykroafzar Qeshm and Peivand data). This study reflects the intention of continuing the use of hospital information systems only in public hospitals of nurses. To collect data, this study focused on convenience sampling. Finally, all constructs of our model have emerged from the integration of several theories.

6. Conclusions
Hospital managers should largely looked forward to meeting the needs of emotional and cognitive perceptions of the clinical nurses and promote their self-efficacy and provide information from diverse sources and routes, such as informational and normative influence to improve the quality of health care delivery, improve productivity and increase the efficiency of its employees and also reduce hospital costs. Therefore, it's necessary to design mechanisms to influence evidence-based processes using this model so that nursing staff can continually increase the use of hospital information system.
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