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Abstract

This paper introduces a conditional generative adversarial network to redesign a street-level image of urban scenes by generating 1) an urban intervention policy, 2) an attention map that localizes where intervention is needed, and 3) a high-resolution street-level image (1024 X 1024 or 1536 X1536) after implementing the intervention. We also introduce a new dataset that comprises aligned street-level images of before and after urban interventions from real-life scenarios that make this research possible. The introduced method has been trained on different ranges of urban interventions applied to realistic images. The trained model shows strong performance in re-modelling cities, outperforming existing methods that apply image-to-image translation in other domains that is computed in a single GPU. This research opens the door for machine intelligence to play a role in re-thinking and re-designing the different attributes of cities based on adversarial learning, going beyond the mainstream of facial landmarks manipulation or image synthesis from semantic segmentation.

1. Introduction

Cities change rapidly and technical surveys and inspections for maintenance, identification of infrastructural issues or re-modelling urban areas requires expert knowledge and high costs and resources. Assessing the impact of urban policies before their implementation by rendering and visualizing their effects in a realistic urban setting remains an expensive and challenging task for urban planners and policymakers. Usually, virtual 3D models are built and rendered to mimic the built-environment and simulate the adopted policies for intervention [1]. While this approach could lead to understanding the impact of the adopted policies, it also requires expert knowledge, time and resources to implement. Furthermore, its implementation remains limited to a given context or a project, without the ability to transfer and adapt to other contexts.
Learning to design by machines has shown a substantial leap, most significantly, in the last five years. Generative models, specifically Generative Adversarial Networks (GANs) have shown progress in generating synthesised images of high resolution, realism, and variation [2], [3]. For instance, GANs have been utilised to generate and render facial landmarks [4], [5], semantic segmentation of urban scenes [6], [7], visualising the impact of global warming in cities [8], or even to designing architectural floor plans from zoning diagrams [9]. In this paper, we introduce a new model and dataset to generate a street-level image after applying an urban intervention, in addition to generating the policy for intervention and an attention map for localising where the intervention is needed in the input image. The model architecture comprises three components: 1) a conditioned generator, 2) a policy classifier, and 3) a discriminator. It has been trained based on a new objective loss that utilises a \( \min \max \) loss. In a single trained model in a single GPU, the introduced model is capable of changing various attributes of street-level images and applying multiple urban interventions when needed such as façade remodelling, façade painting, adding greenery, road maintenance (i.e. adding pavement, removing potholes, removing treefalls or removing garbage), road remodelling (i.e. adding pedestrian-only zones, adding road calming solutions), remodelling urban open spaces, or adding cycle lanes (See Figure 1).

After the introduction section, the paper is structured as follows: 1) a review of relevant methods related to our work, 2) the architecture of the introduced method, DesignerGAN, and its objective loss, 3) Introducing the new dataset, and the conducted experiments, in addition to the base model and evaluation metrics used to evaluate our results, 4) presenting our results, 5) discussing our findings in the context of the current literature and the future work needed to advance this research, and last 6) a summary and conclusion of our work.

2. Related work

Advances in image synthesis have been achieved by GANs, in which two models: Generator (G) and Discriminator (D) are trained simultaneously in a \( \min \max \) game to generate conditioned or unconditioned results. Since its first development to generate syntheses of greyscale MNIST digits [10], GANs have been developed and expanded to accommodate the synthesis of naturalistic images of high resolution and high-variance, outperforming other methods such as autoencoders, and restricted Boltzmann machines. To the best of our knowledge, there is no similar method that is used to generate images based on a condition of an urban intervention while localising where attention is needed. However, there are different pieces in the general literature of image synthesis that links with the stated issue and could offer a baseline and indicators for training and validating our method.

**Image-to-image translation:** Most recently, machine intelligence has shown a substantial leap in image-to-image translations [7], [11], [12] and transferring a visual style from one domain to another [4], [5], [13], [14] by relying on conditional GANs (cGANs). A wide range of models has been developed to generate a conditioned realistic image synthesis. Two approaches, in particular, link with the purpose of our research. These approaches are Pix2Pix Basic [7] and HD [15], and CycleGAN [12]. The first approach, Pix2Pix, utilises cGAN through the input of paired images, where the generators generate conditioned images that are evaluated by the discriminators. The latter, CycleGAN, generates conditioned images without the need for inputting paired images. While these approaches provide best practice examples for training conditional GANs, three limitations needed to be overcome to conduct this research. First, the current methods learn only a single task for each trained model (i.e. translating a semantic segmented image to street level image or vice versa) or an image style (i.e. translating daytime image to night-time). However, unlike these existing methods, the challenges of the stated issue are threefold: 1) The complexity and the high variance of street-level images as input, especially when image translation occurs in small detail in a given image, 2) the variations of the interventions that need to be inferred and applied by the model without supervision, and 3) The applied interventions are only applied to a subset of a given image when needed, and this requires attention to detail.

**Generative models for designing cities:** Few methods have been introduced that utilise deep generative models in remodelling cities, or the domain of urban planning and architecture in general. The City-GAN model [16] is conducted to generate conditioned image synthesis based on a given city-style relying on cGANs networks. However, the quality of the generated images are often noisy and of low resolution (64 x 64). Furthermore, the condition is based on the overall architectural style of the image without any control over the content of the generated image. Relying on Pix2Pix HD architecture, [9] applied a cGAN model to generate an architectural floor-plan drawing from a semantic zoning diagram. Relying on unconditioned GANs, the FaceLift model [17] is conducted to beautify a given street-level image. While the model shows potential in application to cities, the results are of low resolution, and the model tends to learn to alternate the overall style by manipulating the image colours rather than applying a geometric transformation to the image (for instance, the model does not remove garbage from street, but rather alternate the overall colour of the street). Last, similar to FaceLift, [18] utilised GANs model to beautify cities. While the results are significantly better than the ones introduced in FaceLift [17], the
model tends to match a given input image to the closest one in the dataset. As a result, the introduced method is rather a matching tool of two different images of a similar pose than a model that generates an image by changing a given urban attribute in the original street-level image.

To achieve the objectives of this research, our method requires performing multiple tasks (such as remodelling façade, road, adding trees, removing potholes, etc.) in a single model. Second, Geometric transformation is key to the success of the introduced method whereas, for instance, CycleGAN performs well with style transfer but suffers with complex geometric transformation [12]. Thus, these issues add additional challenges for training and inference. Last, the current methods are evaluated based on their perceptual appearance. While the progress in realistic output is seminal for the advancement of GANs, our introduced model not only seeks a realistic output but also evaluates how a given task is learned. For instance, a noisy background, in the case of our model, should be treated with less attention to whether the model learns to remove a pothole when needed.

3. Method

3.1. DesignerGAN architecture

Figure 2 shows the overall architecture of the introduced method. It comprises three main components: Generator, discriminator, and policy classifier.

The Generator \((G)\) is based on the U-Net architecture [19]. However, three major changes have been introduced. First, it comprises an encoder and decoder of three down-sampling and up-sampling convolutional blocks, respectively. Each convolutional block comprises a convolution layer, followed by spatially-adaptive normalisation, as introduced in [20] and max-pooling layers, activated by a Leaky ReLU function. Second, the number of feature maps of the four convolutions of the encoder part are 128, 32, and 16 respectively, whereas the number of feature maps of the four convolutions of the decoder reciprocate the ones of the encoder. Based on experiments, we have doubled the kernel size of the outer layers, which has proven to be a more effective strategy than adding extra layers. Second, similar to [7], we also added residual skip connections [21] between the matching convolution layers in the encoder and decoder to concatenate their channels (layer \(j\) and layer \(n-j\), where \(n\) is the total number of layers).

The Discriminator \((D)\) is based on three residual blocks of the down-sampling convolutional structure. Similar to the encoder part of \(G\), each block comprises a convolution layer followed by batch normalisation and a max-pooling layer activated with a ReLU function. However, each convolutional block comprises a skip connection [21] by adding its input to the output of the block. The number of features in the three blocks are 128, 32, and 16 respectively with a kernel size \((3 \times 3), (3 \times 3)\) and \((1 \times 1)\) strides and zero paddings.

The Policy classifier \((Q)\) represents a second branch. We used four convolution blocks, in which each block comprises two convolutional layers, followed by a batch-normalisation and max-pooling layer of kernel size \((2 \times 2)\). The number of feature maps of the convolutional layers is the same for the two convolutional layers in each block, and double the value of the previous block, as follows 16, 32, 64, and 28 respectively, whereas their kernel size is \((3 \times 3)\) for all convolutional layers. The four blocks are followed by a global average-pool layer and a fully-connected dense layer of \(N\) neurons, where \(N\) is the number of intervention policies. All layers are activated by a ReLU function, except for the last one which is activated by a Softmax function. In addition to classifying a given policy, we also generated a coarse localisation map that highlights the attention which influences the predicted class by utilising Gradient-weighted Class Activation Mapping (Grad-CAM) [22].

3.2. Objective loss

The overall objective of the introduced model is based on a min max loss where \(G\) attempts to minimise the policy and the generator losses against \(D\) that attempts to maximise it, in addition to generating images that are as close as possible to the ground truth. Additionally, we have added further penalisations, in which \(G\) is not only penalised on the overall generated image, but also in the absolute difference between the input and output, to give additional weight to the region of interest of the image where intervention is needed. We also added \(L_1\) regulation as it is proven to enhance the quality of the generated image[7], [23]. The overall loss is defined as:
\[
\text{Loss} = \arg \min_G \ max_D \ L_{cGAN}(G, D) + \arg \min_P \ L_{policy}(Q) + wL_1(G)
\]

(1)

Where:

\[
L_{cGAN}(G, D) = \mathbb{E}_{x,y}[\log D(x, y)] + \mathbb{E}_{x,y}[\log D(||x - y||)] + \mathbb{E}_{x,z}[\log(1 - D(x, G(x, z)))]
\]

\[
L_{policy}(Q_{x,m}) = -\sum_{i=1}^{N} x_i \log(m_i)
\]

\[
L_{L1}(G) = \mathbb{E}_{(x, y, z)}[||y - G(x, z)||]
\]

given that the model input is based on paired images and an intervention policy \((x, y, m)\), in addition to a Gaussian noise \(z\) [24], \(N\) is the total number of intervention policies, and \(w_1\) is a given weight.

4. Experiments

4.1. Dataset

To the best of our knowledge, there are no datasets that combine urban interventions for street-level images for a given urban area before and after the implementation of a given policy. Accordingly, building our dataset is the only way to conduct this research.

Re-design dataset: We introduce a new dataset that comprises paired street-level images of architectural and urban design remodelling projects. This dataset includes 372 paired images (744 in total) whereas images are aligned based on before and after applying a given urban policy. The images are collected from the web from different cities across the globe based on real-life urban interventions. The paired images have an identical camera pose, and all images are taken in daytime and clear weather. After collecting the images, we have inspected their quality and alignments. All images are resized to 1536 X 1536 with RGB colour channels. Furthermore, we sorted them into eight policy categories such as 1) adding cycle lane, 2) adding greenery, 3) adding pedestrian-only zone, 4) adding sidewalks, 5) façade painting, 6) façade remodelling, 7) open space remodelling (i.e. adding pedestrian pathway, re-modelling green spaces), and 8) Road maintenance (i.e. garbage removal, road pavement, pothole removal). We used this data for training, testing and validating our method. Table 1 shows the count of images per policy category. Figure 3 shows a sample of paired images for each policy category. See supplementary materials section, for further information regarding the definition of each policy class, collection methods, and how to access the dataset online.

| ID | Policy \((m)\) | Number of images |
|----|----------------|-----------------|
| 1  | Adding cycle lane | 24 |
| 2  | Adding greenery | 40 |
| 3  | Adding pedestrian only zone | 54 |
| 4  | Adding sidewalks | 55 |
| 5  | Façade painting | 23 |
| 6  | Façade remodelling | 97 |
| 7  | Open space remodelling | 29 |
| 8  | Road maintenance | 50 |

Table 1. Dataset classification based on policy categories

![Sample of the dataset](image)

Figure 3. A sample of the dataset

4.2. Base model and evaluation metrics

It remains a challenge to evaluate the introduced method against any existing methods due to the absence of benchmark datasets and methods used for the same purpose. However, the closet existing method for evaluating our generated image is Pix2Pix [7], which utilises cGAN and is trained on paired images, nevertheless, the Pix2Pix model is optimised using only a single GPU. Accordingly, we have trained a Pix2Pix model in our dataset to give a baseline indicator of how our introduced method performances against the existing ones.

Evaluating the realism and quality of the generated syn-
thesis remains on-going research [2], [3]. However, we followed the common protocols by using the Frechet Inception Distance (FID) score [25] that is computed based on the pooling layer of an Inception v3 network [26]. It is defined as:

\[
FID = ||\mu_r - \mu_g||^2 + T_r(\sigma_r + \sigma_g - 2(\sqrt{\sigma_r \sigma_g})) \tag{2}
\]

given that \(\mu_r\) and \(\mu_g\) are the mean of the features of the real and generated images, \(\sigma_r\) and \(\sigma_g\) are the covariance matrices, and \(T_r\) represents the trace operator relying on Inception v3 network.

Furthermore, we evaluate our method based on two new indicators that serve the scope of the introduced method. First, we used the trained policy classifier to generate a classification probability for both the generated image and its ground truth to judge the quality of the generated image, assuming that the closer the generated image to the ground truth, the smaller the difference between the predicted probabilities of both generated and ground truth images. Accordingly, it becomes a regression problem, which can be evaluated relying on MSE loss. Second, while a realistic perception of the generated image is important, evaluating the applied intervention remains a crucial issue for the scope of this research. Accordingly, we used the FID score to evaluate the region of interest by finding the absolute difference between the input and ground truth images (image A and image B) to the difference of the generated image, and its input (image A, generated B). By doing so, the model is penalised and evaluated based on the region of interest that shows the transformation, instead of the entire image (See Figure 4).

### 4.3. Training and optimisation

The method is trained based on stochastic gradient descent relying on Adam optimiser [27] with a batch size of 1, an initial learning rate of 0.0002, and momentum parameters of 0.5 and 0.9 for \(\beta_1\) and \(\beta_2\) respectively, whereas a linear learning rate decay is applied after the first 200 epochs to assist in optimisation and generalisation. The three parts of the model \((G, D, P)\) are trained based ensemble learning [28] where \((G, D)\) are trained for 600 epochs simultaneously to optimise a step of the gradient descent of \(D\) and \(G\) respectively, and followed by training \(P\) for 25 epochs. Note that the three components of the model can be trained also simultaneously as a multi-task model, but that would require multiple GPUs of a larger shared memory. At inference, the \(G\) and \(P\) components are assembled and the trained weights output a predicted urban intervention policy, attention map, and a generated realistic street-level image with the implementation of the predicted policy.

### 5. Results

We trained two models of image input size of (1024 X 1024 X 3) and (1536 X1536 X 3) respectively. In Figure 5, we show the results of the first model. It shows the three outputs of the introduced method, which are the generated attention map, predicted intervention policy, and image synthesis after an intervention. The figure shows unequivocally how the introduced method learned to localise attention to the region where intervention is needed without supervision in localisation. Also, the figure shows a high degree of realism of the generated image after intervention in comparison to the ground truth images.

Figure 6 shows a wide range of image syntheses generated by our introduced model (1024 X 1024) and the Pix2Pix. By visual inspections, the results of our model surpass the generated images by the Pix2Pix model in all types of intervention policies. The figure shows that the images generated by Pix2Pix are suffering from a limitation of fine details, in addition to over-fitness in the learned features that lead to pattern repetition across different input images regardless of the type of intervention needed.

Besides inspecting the generated images based on their visual appearance, we also computed the FID score to quantify the quality of the generated image to their respective ground truth. Table 2 shows the results of FID scores for both the introduced models and the selected baseline model. It shows how our models outperform the Pix2Pix model. Nevertheless, it shows that the model of images of a larger input size (1536 X 1536) surpasses the one with an input size of (1024 X 1024), indicating that more small details can be learned, which increases the overall realism of a generated image. Also, the table shows the Crossentropy loss of the policy classifier during testing, highlighting a high validation of learning a given intervention policy.

While training a model with a larger input size could lead to better results, it comes at expense of the computation required to optimise and train the model. Table 3 shows the number of hours needed to train both models in a single Titan V GPU. A slight improvement in the generated images (in term of the FID score) comes at the expense of a substantial increase in the computation time for training (approximately 50 percent increase of the original time).
### Table 2. Evaluation metrics based on FID score for generated images and categorical Crossentropy (CE) for generated policy class

| Method               | FID score ↓ | CE ↓ |
|----------------------|-------------|------|
| Pix2Pix              | 234         | -    |
| Ours (1024 X 1024)   | 66          | 0.011|
| Ours (1536 X 1536)   | 68          | 0.024|

### Table 3. Training time for the different methods

| Model input  | GPU      | Training time       |
|--------------|----------|---------------------|
| 1024 X 1024  | 1 (Titan v) | 41 hours (1.7 days) |
| 1536 X 1536  | 1 (Titan v) | 86 hours (3.5 days) |

### 6. Discussion

#### 6.1. Re-designing cities with AI-generated policies

Cities are continuously and rapidly changing and generating intervention policies for maintenance and re-configuration for a given urban area remains expensive and
requires expert knowledge. Visualising policies to show their impact on urban areas with a high level of realism remains a challenge. In this paper, we introduced a new dataset and method that simultaneously generates an intervention policy for an urban area at street-level, while localising the attention where the intervention is a need, in addition to generating a high-resolution street level-image after implementing this generated intervention. Figure 7 shows an input-output example of our introduced method.

In this paper, we show a new approach for intervening in urban areas and reconfiguring their attributes by intervention policies beyond the main streams of utilising GANs models in generating and altering facial attributes that have a limited number of features and complexities when compared to street-level images. We introduce a single GAN model that is trained on multiple conditions to output a realistic image from a realistic image beyond the common stream of translating images from semantic to realistic outputs or vice versa in street-level images such as cityscape dataset [6].

6.2. Computational resources vs perceptual improvement

It is evident that an increase in the amount of computational resources is associated with a perceptual improvement in training image synthesis based on adversarial learn-
Nevertheless, the depth and the number of parameters of the introduced method is a trade-off between the available shared memory and the expected improvement in the quality of the image synthesis. For instance, the Pix2Pix HD model [15] is trained, as stated in their paper, on a GPU with 24GB of shared memory to reach a resolution of 1024 X 1024. The StyleGAN [4] and StyleGAN2 model [5] are trained on 8 Tesla V100 GPUs to output image synthesis of resolution 1024 X 1024, achieving a top FID score of 4.40 and 2.83 respectively. While these substantial efforts are seminal for improving the quality of the image synthesis and the advancement of the field in general, the challenges remain in achieving high-resolution results with minimal costs and computational resources. In this paper, we attempt to show evidence of generating images at a high resolution (up to 1536 X 1536) with limited computational resources of a single GPU. We also have shown evidence that the introduced method achieves stronger results than the counterpart baseline methods that rely on a single GPU for training image synthesis.

6.3. Inferring attention without attention

There are several GANs architectures that utilise context-aware or self-attention layers for image generation [29]–[32]. We have experimented with adding self-attention layers to allow our model to understand the region of interest where intervention is needed the most. We found that adding a self-attention layer comes at the expense of shared memory, and the required time for training and inference, as it has increased the number of trained parameters of the model which could not train with limited shared memory of 12 GB on a single GPU. Alternatively, we have utilised Grad-CAM [22] as previously introduced for localising attention in image classification tasks by structuring and visualising what has been learned in the convolution structure during training. This implementation only occurs post-training at the inference, in which this approach has shown effective results in the purpose of our model for showing context-aware and localised attention with a minimal number of parameters.

6.4. Data size, the variation of conditions, and the effect on training

Several previous works have shown the potential of cGAN in learning a new task and generating high-quality image synthesis with a minimal number of trained images. For instance, [7] have used cGAN with a dataset of only 91 webcam images reporting a good result in generating night-day image translation based on an aligned conditioned input. This observation is also in line with our findings, however, after training two models; one with a subset of images (100 images less) and the other with the full dataset, we observed an increase of FID score with 6 percent by adding those 100 images, for the same image resolution, policy classes, and training implementations and hyperparameters.

On the other hand, most of the existing methods that utilise cGAN to generated a conditioned output are only based on learning a single condition, usually, a semantic representation [11], [12], [15], [20], [33]–[35], whether or not a latent space that generates a variation for a given input image is included. Nevertheless, several models of the same method are trained on different datasets on different tasks to give an indication of the versatility and generality of the introduced method. While the variance in images in these methods remains high, the variance in the learned condition is low. In contrast, our introduced method is trained on a dataset of multiple tasks (intervention policies) that increase complexity in the learned variance of images and the variance in the learned tasks. Nevertheless, the translation between a realistic image to a realistic image occurs at a subset of the dataset that requires higher attention. We have observed that the increase of several conditions represented in the number of intervention policies comes at the expense of the complexity of the learned parameters, training stability, and accordingly in the expense of the quality of the generated images. However, it increases the versatility of the introduced method in learning multiple conditions in a single trained model, unlike the common stream of the introduced methods that train several models on several datasets of a single condition.

7. Conclusion

Generating and visualising urban policies and interventions in realistic scenes remains an expensive task. It requires experts’ knowledge, and resources for planning, modelling, and rendering. In this paper, we introduced a new model to re-design cities by 1) generating a policy for intervention, 2) localising areas that need attention and 3) generating a synthesis of street-level images showing the implementation of a given intervention at a high-resolution of up to 1536 X 1536. The introduced model utilised con-
ditional generative adversarial learning in generating image synthesis. The model showed a high validation in learning and applying multiple policies that require high attention and geometric transformation in a single model.
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8. supplementary materialst

8.1. Re-design dataset

The data set is collected based on three steps: first, scarping the web for all urban street-level images that are in pair and show a before and after implementation of a given urban policy. Second, sorting these images based on the quality and resolutions of images for training, nevertheless, what has been applied is a viable and realistic urban intervention. This has been asserted based on expert knowledge in the field of urban development, in addition to the realism of the implementation, in case the images introduced are conceptual images, than actual realistic images. For instance, adding trees in a sidewalk (whether this implementation is an implemented case or a design proposal case). Third, images are sorted based on defining a set of categories that could the variety of urban policies implemented in the images, whereas images that do not belong to the common policies or policies classes that have not enough images are excluded. The different policies that are implemented to image A can be defined as:

1. Adding cycle lane: It refers to when an applied intervention is limited or include adding a cycle lane.
2. Adding greenery: It refers to when the applied intervention is limited towards adding greenery for an already existing open space, or to the street design
3. Adding a pedestrian-only zone: It refers to when the applied intervention transforms a road space into a pedestrian zone without access to vehicles. This intervention may include adding greenery.
4. Adding sidewalks: It refers to when the applied intervention transforms a road space include sidewalks by adding them, or by extending them.
5. Façade painting: It refers to painting a wall or building façade without changing its design (no geometric transformation).
6. Façade remodelling: It refers to transforming a building or its façade design to a new design (geometric transformation).
7. Open space remodelling: It refers to re-design an open space or no man’s land to a new design.
8. Road maintenance: It refers to maintaining road surface by either pavement replacement, pothole removal, treefall or garbage removal.

These eight policies represent the translation between image A to image B, however, It worth mentioning that during implementations and training the policy classifier (P), these eight policies represented the images in Group A (the images that need intervention), whereas, the images in group
B are used as a null category as no further policy need to be applied as a ninth class of policy categories which can be defined as:

9. No policy: It refers to the transformed images, where no additional urban intervention is needed.

Besides applying a null category class for the dataset, during implementation and training, a data augmentation strategy has been used. The dataset has been augmented by applying horizontal flipping without any cropping.

8.2. Further results and evaluations

Figure 8 shows our results for both models at resolutions of 1024 X 1024 and 1536 X 1536 respectively. The overall outcomes of both models show a high perceptual realism which in many cases represent similar outcomes, however, there is a couple of perceptual observations that can be made. At 1024 X 1024 resolution, the model tends to lose accuracy at far objects that are not within the ROI of the implemented policies without observation of random noises in the generated image. At 1036 X 1036 resolution, we observe more details learned in smaller regions of the image within and outside the ROI, however, random noises can be found.

The following figures (Figure 9-12) shows a wide range of image syntheses generated by our introduced model (1024 X 1024) and the Pix2Pix. By visual inspections, the results of our model surpass the generated images by the Pix2Pix model in all types of intervention policies. The figure shows that the images generated by Pix2Pix are suffering from a limitation of fine details, in addition to over-fitness in the learned features that lead to pattern repetition across different input images regardless of the type of intervention needed.

8.3. Limitations and future work

There are still several ways for future improvement of the introduced method and its applicability in generating policies for intervention at a city scale. First, regarding methodology, we assume that shifting from ensemble learning towards an adversarial multi-task could lead to a better generalisation. However, the trade-off remains in finding shared learning layers and objective loss between the different introduced tasks, which is an ongoing challenge, in addition to the limitations in computational resources that may increase exponentially when shifting the stated issue to a multitask adversarial problem. On the other hand, decoding the images after gaussian sampling over a latent space could lead to the production of a variety of design interventions for a given input image and a given policy. Last, applying the introduced method to a dataset of a given city (i.e. Google StreetView or data generated by CCTV or cameras deployed in cities) to generate an intervention map and policy suggestions could exemplify the significance of the introduced method.
Figure 8. Further results of the proposed model highlighting the variations of the learned tasks
Figure 9. Further results of the proposed model highlighting the variations of the learned tasks
Figure 10. Comparing our results (1024 X 1024) with Pix2Pix model.
Figure 11. Comparing our results (1024 X 1024) with Pix2Pix model.
Figure 12. Comparing our results (1024 X 1024) with Pix2Pix model.