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Abstract

This paper introduces a new acquisition function under the Bayesian active learning framework, namely BABA. It is motivated by previously well-established works BALD [19], and BatchBALD [27] which capture the mutual information between the model parameters and the predictive outputs of the data. Our proposed measure, BABA, endeavors to quantify the normalized mutual information by approximating the stochasticity of predictive probabilities using Beta distributions. BABA outperforms the well-known family of acquisition functions, including BALD and BatchBALD. We demonstrate this by showing extensive experimental results obtained from MNIST and EMNIST datasets.

1 Introduction

In modern machine learning, as the dataset size is getting bigger and bigger for training a complex model like detection and segmentation, labeling data by humans becomes very expensive. It is necessary to design a systematic way how to prioritize the labeling dataset to save cost. This labeling prioritization process is called active learning, originated from Cohn et al. [8]. The active learning problem is well-aligned with a subset selection problem that can find the most efficient but minimal subset from the data pool [32, 20, 12, 31, 44, 45, 43]. The difference is that active learning is typically an iterative process where a model is trained and a collection of data points is selected to be labeled from an unlabelled data pool.

It is now commonly accepted that standard deep learning models do not capture model uncertainty correctly. The simple predictive probabilities are usually erroneously described as model confidence. So there is a risk that a model can be misdirecting its outputs with high confidence. However, the predictive distribution generated from Bayesian deep learning models better captures the uncertainty from the data [18]. Therefore, we focus on developing an active learning framework in the Bayesian deep neural network model by leveraging the MC dropout method to approximate the Gaussian process [18]. Under this Bayesian deep learning framework, only a limited number of works, including BALD and BatchBALD, have been proposed in the literature [22, 21, 23, 18, 19, 27, 52].

In this paper, we extend and improve recent advances in the Bayesian deep learning regime. We generalize the notion of the joint entropy between model parameters and the predictive outputs by leveraging a point process type entropy [30, 17, 44, 10, 3]. By approximating the marginals using Beta distributions, we then derive an explicit formula of the upper bound of the joint entropy by estimating Beta parameters from Bayesian deep learning models. Then we empirically demonstrate the out-performance of the proposed measure from MNIST and EMNIST datasets.
2 Background

2.1 Problem formulation

We follow the notions introduced in BALD [19] and BatchBALD [27]. We write an unlabeled dataset \( \mathcal{D}_{\text{pool}} \) and the labeled training set \( \mathcal{D}_{\text{training}} \subseteq \mathcal{D}_{\text{pool}} \) in each active learning iteration. We denote by \( \mathcal{D}_{\text{training}}^{(n)} \) if it’s necessary to indicate the specific \( n \)-th iteration step. Given \( \mathcal{D}_{\text{training}} \), we train a Bayesian deep neural network model \( \Phi \) with model parameters \( \omega \sim p(\omega) \). Then for a data point \( x \) given \( \mathcal{D}_{\text{training}} \), the Bayesian deep neural network \( \Phi \) produces the prediction probability:

\[
\Phi(x, \omega) := (P_1(x, \omega), \cdots, P_C(x, \omega)) \in \Delta^C,
\]

where \( \Delta^C = \{ (p_1, \cdots, p_C) : p_1 + \cdots + p_C = 1, p_i \geq 0 \text{ for each } i \} \) and \( C \) is the number of classes. For the final class output \( Y \), it is assumed to be a multinoulli distribution (or categorical distribution):

\[
Y(x, \omega) := \begin{cases} 
1 & \text{with probability } P_1(x, \omega) \\
\vdots & \\
C & \text{with probability } P_C(x, \omega).
\end{cases}
\]

For the sake of brevity, we sometimes omit \( x \) or \( \omega \) by writing \( \Phi(\omega), P_i(\omega), Y(\omega) \) or \( \Phi, P_i, Y \) unless we need further clarifications on each data point \( x \). Under this formulation, the oracle (active learning algorithm) selects a subset of data points to add to the next training set, i.e. at \( (n+1) \)-th iteration, the training set is determined by

\[
\mathcal{D}_{\text{training}}^{(n+1)} = \mathcal{D}_{\text{training}}^{(n)} \cup \{ \text{Next batch selected by Oracle} \}.
\]

Once the next batch is selected, the selected batch will be labeled. This means that the ground truth label information of the selected data is added in training set \( \mathcal{D}_{\text{training}}^{(n+1)} \) in the next round. Then the goal in active learning is to minimize the number of oracle queries until it reaches a certain level of prediction accuracy.

2.2 Examples of acquisition functions

In this section, we list up well-known acquisition functions to obtain our benchmarks, then we shall compare the performances with the proposed measure, BABA in Section 5.

1. **Random**: \( \text{Rand}[x] := U(\omega') \) where \( U(\cdot) \) is a uniform distribution which is independent to \( \omega \). Random acquisition function assigns a random uniform value on \([0, 1]\) to each data point.

2. **Variation Ratio [16]**: \( \text{VarRatio}[x] := 1 - \max_i E P_i \). Variation Ratio captures the uncertainty with respect to the maximal expected predictive probability among all classes.

3. **Predictive entropy [40]**: \( \text{PredEntropy}[x] := - \sum_i (E P_i) \log (E P_i) \). Predictive entropy is the Shannon entropy with respect to the expected predictive probability.

4. **Mean standard deviation (Mean STD) [22, 1]:** \( \text{MeanSTD}[x] := \frac{1}{C} \sum_i \sqrt{E P_i^2 - (E P_i)^2} \). Mean standard deviation captures the average of the standard deviations for each marginal distribution.

5. **BALD (Bayesian active learning by disagreement) [21, 19]**:

\[
\text{BALD}[x] := \mathcal{I}(\omega, Y(x, \omega)) \approx \mathcal{I}(\Phi(x, \omega), Y(x, \omega)),
\]

where \( \mathcal{I}(\cdot, \cdot) \) represents a mutual information between random measures. BALD captures the mutual information between the model parameters and the predictive output of the data point. In practice, we calculate the mutual information between the predictive output and the predictive probabilities.

In a multiple acquisition size setting, we simply add the above acquisition functions for each data point \( x_i \):

\[
\text{AcqFunc}[x_1, \cdots, x_n] := \sum_{i=1}^n \text{AcqFunc}[x_i],
\]
where $\text{AcqFunc} \in \{\text{Rand, VarRatio, PredEntropy, MeanSTD, BALD}\}$.

On the other hand, BatchBALD [27] calculates the joint mutual information for many data points. In this way, we can accommodate the dependency between data points. Then we can remove the redundancy in the selection of the next batch.

6. BatchBALD [27]:

$$\text{BatchBALD}[x_1, \cdots, x_n] := I(\omega, Y(x_1, \omega), \cdots, Y(x_n, \omega))$$

$$\approx I(\Phi(x_1, \omega), \cdots, \Phi(x_n, \omega), Y(x_1, \omega), \cdots, Y(x_n, \omega)).$$

In practice, finding the optimal (maximally-valued) selection of BatchBALD is NP-hard. Therefore BatchBALD [27] uses a greedy algorithm that guarantees $1/e$-approximation by proving the submodularity of the mutual information.

Along with the algorithms mentioned earlier, there are many other approaches to finding the next batch, especially in multiple acquisitions and mostly non-Bayesian scenario. e.g., Core-Set method [39], Variational adversarial active learning [42], Margin based adversarial active learning [11], Determinantal point process-based active learning [5], and Wasserstein distance-based active learning [41]. In the following, although we propose and test the selection of the following labeling candidates in a multiple acquisition scenario to illustrate the performance of our approach, the main scope of this paper is to propose a novel acquisition measure for developing a new computational framework by using Beta approximations.

3 Bayesian deep learning model

We adopt the Bayesian neural network framework introduced in Gal et al. [18]. The core idea in the Bayesian neural network is leveraging the dropout feature to generate a distribution of the predictive probability as an output. It turns out that it is equivalent to an approximation to a particular Bayesian model such as Gaussian Process [18, 37].

3.1 Beta approximation

In this section, we consider a Bayesian neural network model $\Phi$ as a random measure, i.e., stochastic process parametrized by $D_{\text{training}}$ over the data set $D_{\text{pool}}$. Given a data point $x \in D_{\text{pool}}$, $\Phi(x, \omega)$ produces a random probability distribution in a simplex $\Delta^C$. This analogy has a close connection with the construction of random discrete distribution, originally introduced by Kingman [25]. After then, random measure construction has been extensively developed in Bayesian nonparametrics, and it is well-known that Dirichlet probability having Beta marginals plays the central role in the
construction of the random discrete distribution \[26\,14\,35\,35\,6\,33\,38\]. It is the main motivation of the Beta approximation.

Although we do not have rigorous probabilistic proof, we may justify the underlying Beta approximation process. Following the approach by Ferguson \[14\], a Dirichlet probability can be constructed through a collection of independent Gamma distributions. On the other hand, each marginal in Gaussian Process (approximated by Bayesian neural network) in the soft-max output having dependent components follows a log-normal distribution (before the normalization, but after the exponentiation in soft-max). Then if we can ignore the dependency of components of log-normal distributions because of the shape similarity between a log-normal distribution and Gamma distribution, the construction of random probability from log-normal distributions would produce an approximated Dirichlet distribution. Then we may assume that the marginal distribution would approximately follow the Beta distribution.

Figure \[1\] shows an example of Beta approximations obtained from MNIST dataset (See Section \[5.1\]). \(P_1, \cdots, P_10\) show each marginal distribution of the predictive probability of each digit. We can visually confirm that the Beta approximation is a reasonable approximation.

In practice, once we estimate the sample mean and sample variance for each marginal, we can estimate two parameters of the Beta distribution by applying the following Lemma.

**Lemma 3.1.** Assume that \(P \sim \text{Beta}(\alpha, \beta)\). If \(\mathbb{E}P = m\) and \(\text{Var}P = \sigma^2\), then
\[
\alpha = \frac{m^2(1 - m)}{\sigma^2} - m, \quad \beta = \left(\frac{1}{m} - 1\right) \alpha.
\]

**Proof.** If \(P \sim \text{Beta}(\alpha, \beta)\), \(\mathbb{E}P = \frac{\alpha}{\alpha + \beta} = m\) and \(\text{Var}P = \frac{\alpha \beta}{(\alpha + \beta)^2 (\alpha + \beta + 1)} = \sigma^2\). Solving the equation with respect to \(\alpha\) and \(\beta\), then the Lemma follows. \(\square\)

### 3.2 Entropy and mutual information in Bayesian neural network

In this section, we briefly discuss the Bayesian neural network from an information-theoretic perspective. We can formulate the Bayesian neural network \(\Phi\) as an encoder-decoder communication channel. The sender sends a message \((x, \omega)\) with a random key \(\omega\) through the channel, then the receiver receives a message \(y(x, \omega)\). Figure 2 illustrates a diagram in this communication process.

![Figure 2: Bayesian neural network channel](image)

Then a natural question is to find the mutual information between the input and the output of the channel related to estimate a capacity of the network communication channel \[9\,15\]. The mutual information is, in fact, one of the acquisition measures, BALD \[21\,19\].

\[
\text{BALD}[x] := I((x, \omega), Y(x, \omega)) = I(\omega, Y(x, \omega))
\]

where \(I(\cdot, \cdot)\) represents a mutual information between two quantities. In practice, controlling \(\omega\) is difficult, but we can control the family of the encoded messages \(\Phi(x, \omega)\) in a tractable manner \[19\,24\,47\]. So by assuming that the encoder approximately keeps the information of the original message, we can approximately estimate the mutual information by calculating the mutual information between the encoded message and the channel output.

\[
\text{BALD}[x] \approx I(\Phi(x, \omega), Y(x, \omega)).
\]

Then another natural question is to calculate the joint entropy of \(\Phi(x, \omega)\) and \(Y(x, \omega)\), denoting by \(\mathcal{J}(\Phi(x, \omega), Y(x, \omega))\). To calculate the joint entropy, we need to note that \(\Phi(x, \omega)\) is on a continuous domain \(\Delta^C\), and \(Y(x, \omega)\) is on a discrete domain \([C] = \{1, \cdots, C\}\). This means that the usual notions of Shannon entropy and differential entropy \[9\] cannot be applied. However, we can apply the notion of the point process entropy which can accommodate both continuous and discrete domain random structures \[30\,17\,34\,10\,3\]. We may write a Janossy density function \[10\] of \((\Phi(x, \omega), Y(x, \omega))\) on \(\Delta^C \times [C]\) as follows:

\[
j(p_1, \cdots, p_C, y = i) = p_i f(p_1, \cdots, p_C),
\]

(1)
where \( f(\cdot) \) is a density function of \( \Phi(\mathbf{x}, \omega) \). Then the joint entropy of \( \Phi(\mathbf{x}, \omega) \) and \( Y(\mathbf{x}, \omega) \) can be defined as

\[
\mathcal{H}(\Phi(\mathbf{x}, \omega), Y(\mathbf{x}, \omega)) = -\sum_{i=1}^{C} \int_{\Delta^C} j(p_1, \cdots, p_C, y = i) \log j(p_1, \cdots, p_C, y = i) \, dp_1 \cdots dp_C.
\]

(2)

By plugging (1) into (2), we have the following identity.

\[
\mathcal{H}(\Phi(\mathbf{x}, \omega), Y(\mathbf{x}, \omega)) = H(Y(\mathbf{x}, \omega)) + \mathbb{E}_Y \left[ h(\Phi(\mathbf{x}, \omega) | Y) \right],
\]

where \( H(\cdot) \) represents the usual Shannon entropy, and \( h(\cdot) \) represents the usual differential entropy. Here we handle the dependency within the components by approximating \( \Phi(\mathbf{x}, \omega) \) to be Dirichlet distribution, but it is not yet clear for us how to treat the entropy in a more tractable way. Instead, by applying Jensen’s inequality, we may derive an upper bound of the joint entropy:

\[
\mathcal{H}^U(\Phi(\mathbf{x}, \omega), Y(\mathbf{x}, \omega)) \leq H(Y) - \sum_i \mathbb{E}_{P_i} \left[ P_i \log \left( \frac{P_i}{\mathbb{E}P_i} f(P_i) \right) \right] = - \sum_i \mathbb{E}_{P_i} \left[ P_i \log (P_i f(P_i)) \right],
\]

where we ambiguously write \( f(\cdot) \) to be a density function for each \( P_i \). And we define a quantity of the upper bound of the joint entropy:

\[
\mathcal{H}^U(\Phi(\mathbf{x}, \omega), Y(\mathbf{x}, \omega)) := - \sum_i \mathbb{E}_{P_i} \left[ P_i \log (P_i f(P_i)) \right].
\]

Now we are ready to apply the Beta approximation for each marginal; then, we can directly calculate the upper bound of the joint entropy.

**Theorem 3.2.** Assume that each \( P_i \sim \text{Beta}(\alpha_i, \beta_i) \). Then we can find the explicit formula of the Beta approximated upper joint entropy as follows:

\[
\mathcal{H}^U_{\text{Beta}}(\Phi(\mathbf{x}, \omega), Y(\mathbf{x}, \omega)) := - \sum_i \mathbb{E}_{P_i} \left[ P_i \log (P_i f(P_i)) \right]
\]

\[
= \sum_i \left[ \frac{\alpha_i}{\alpha_i + \beta_i} \log B(\alpha_i, \beta_i) - \alpha_i \frac{B(\alpha_i + 1, \beta_i)}{B(\alpha_i, \beta_i)} [\Psi(\alpha_i + 1) - \Psi(\alpha_i + \beta_i + 1)] \right.
\]

\[
- (\beta_i - 1) \frac{B(\alpha_i + 1, \beta_i)}{B(\alpha_i, \beta_i)} [\Psi(\beta_i) - \Psi(\alpha_i + \beta_i + 1)],
\]

where \( B(\cdot, \cdot) \) is the Beta function, and \( \Psi(\cdot) \) is the Digamma function.

**Proof.** See Appendix A.2 for the details. \( \square \)

## 4 Normalized mutual information

Normalized mutual information has been widely used in many applications, including to quantify the quality of the clustering [46, 48, 50, 29, 49]. We propose a novel definition of the normalized mutual information for the Bayesian neural network to leverage it as an acquisition function:

\[
\text{NMI}[\mathbf{x}] := \mathcal{I}(\omega, Y(\mathbf{x}, \omega)) = \frac{\text{BALD}[\mathbf{x}]}{\mathcal{H}(\omega, Y(\mathbf{x}, \omega))} \approx \frac{\text{BALD}[\mathbf{x}]}{\mathcal{H}(\Phi(\mathbf{x}, \omega), Y(\mathbf{x}, \omega))}.
\]

In contrast to the typical definition of the normalized mutual information, we apply the absolute value for the denominator as the joint entropy could have negative values, so \( \text{NMI}[\mathbf{x}] \in [0, +\infty] \).

### 4.1 BABA

Similar to the normalized mutual information, we define a new acquisition function, BABA. BABA is defined as a ratio between BALD and the Beta approximated upper joint entropy:

\[
\text{BABA}[\mathbf{x}] := \frac{\text{BALD}[\mathbf{x}]}{\mathcal{H}^U_{\text{Beta}}(\Phi(\mathbf{x}, \omega), Y(\mathbf{x}, \omega))}.
\]
From the previous section, we have the following relationship:

\[ \mathcal{D} (\Phi(x, \omega), Y(x, \omega)) \leq \mathcal{D}^U (\Phi(x, \omega), Y(x, \omega)) \approx \mathcal{D}_{\text{Beta}} (\Phi(x, \omega), Y(x, \omega)). \]

Then we see that BABA is, in most cases, approximately a lower bound/or an upper bound of the normalized mutual information:

\[ \begin{cases} \text{BABA}[x] \leq \text{NMI}[x] & \text{if } \mathcal{D} (\Phi(x, \omega), Y(x, \omega)) \geq 0, \\ \text{BABA}[x] \geq \text{NMI}[x] & \text{if } \mathcal{D}_{\text{Beta}} (\Phi(x, \omega), Y(x, \omega)) \leq 0. \end{cases} \]

We also note that in the active learning iteration, BABA picks the point when \( \mathcal{D}_{\text{Beta}} (\Phi(x, \omega), Y(x, \omega)) \approx 0 \) with a relatively high BALD value. But we are not fully aware of the underlying information-theoretic interpretation of the high BABA value case. We leave it as an open question.

### 4.2 BatchBABA

Similar to BatchBALD [27], we may extend BABA to a multi-sized acquisition scenario. Following the same process derived in the previous section for BABA, we may define the Beta approximated upper bound of the joint entropy:

\[ \mathcal{D}^U_{\text{Beta}}(x_1, \cdots, x_n) := H(Y(x_1), \cdots, Y(x_n)) + \sum_i [\mathcal{D}^U_{\text{Beta}}(\Phi(x_i), Y(x_i)) - H(Y(x_i))]. \]

Detailed derivations are explained in Appendix A.3. Then we define the measure of BatchBABA as follows:

\[ \text{BatchBABA}[x_1, \cdots, x_n] := \frac{\text{BatchBALD}[x_1, \cdots, x_n]}{\mathcal{D}^U_{\text{Beta}}(x_1, \cdots, x_n)}. \]

In practice, the first term in \( \mathcal{D}^U_{\text{Beta}}(x_1, \cdots, x_n) \) can be calculated by the same way explained in BatchBALD [27] See Equations (10)-(12)], and the second term can be calculated from Theorem 3.2. We, then, apply the same greedy algorithm by replacing the quantity BatchBALD [27] See Algorithm 1] with BatchBABA. We note that we cannot guarantee \( 1/e \)-approximation for BatchBABA since we are not aware of BatchBABA satisfies the sub-modularity or not.

### 5 Experimental results

In this section, we demonstrate the performance of BABA from MNIST and EMNIST datasets. For all experiments, we leverage the same active learning infrastructure implemented for the original BatchBALD [27] See Section 4]. Therefore experimented model architectures are the same as the original BatchBALD setting. We add two more options to apply BABA and BatchBABA algorithms. We use a mix of A100, RTX 3090, GTX 1080Ti GPUs to collect results for all experiments. High memory GPUs are particularly helpful for speeding up experiments with multiple acquisition sizes for BatchBALD and BatchBABA.

In both MNIST and EMNIST experiments, we test two different acquisition scenarios - the size 1 and 20. For the acquisition size of 1, we try Random, Variation Ratios, Predictive Entropy, Mean STD, BALD, and BABA algorithms with 5 repetitions. For the acquisition size of 20, we test Random, BALD, BatchBALD, and BABA, BatchBABA algorithms with 10 repetitions. In our experiments, we generate 100 MC dropout samples to estimate quantities involved in acquisition functions, and we set the early stopping level to be at least 10 epochs longer than experiments used in the original BatchBALD experiments [27]. This allows having the model parameters to converge sufficiently. We note that this longer stopping level is particularly helpful for BALD (and BatchBALD) to improve its performance, so it partially resolves the concern about the noisy estimator raised in [27] See Section 6]. We also present one of the results from a smaller stopping tolerance level in Appendix A.4.

To compare different acquisition methods, we report two metrics in a format of mean ± standard deviation; 1) relative accuracy with respect to random (higher value is better), and 2) relative negative log-likelihood with respect to random (a lower value is better). The detailed formula for these metrics is explained in Appendix A.6.

[https://github.com/BlackHC/BatchBALD](https://github.com/BlackHC/BatchBALD)
5.1 MNIST

MNIST [23] is the most popular and primary dataset to validate the performance of image-based deep learning models initially. The MNIST dataset contains 60,000 balanced training images and 10,000 testing images. For the initial training, we fix a subset to select 2 data points for each class to match the initial training set for all methods.

**Acquisition size** 1. Figure 3 shows the mean accuracy and log-likelihood curves obtained from the experiment with acquisition size 1 in MNIST. Table 1 shows relative accuracy and log-likelihood with respect to the random acquisition function. We may visually and quantitatively confirm that BABA outperforms any other well-known methods in both the accuracy and the negative log-likelihood.

![Figure 3: MNIST with acquisition size 1 - Active learning accuracy (left) and negative log-likelihood (right) curves. Each curve was obtained from the mean of the 5 repeated experiments.](image)

| Method               | Relative Accuracy to Random | Relative Negative Log-Likelihood to Random |
|----------------------|----------------------------|-------------------------------------------|
| Random               | 0 ± 1.78%                  | 0 ± 11.20%                                |
| Variation Ratios     | 3.16 ± 1.36%               | -21.93 ± 11.86%                           |
| Predictive Entropy   | 1.86 ± 1.59%               | -11.44 ± 11.03%                           |
| Mean STD             | 3.42 ± 1.62%               | -21.43 ± 13.80%                           |
| BALD                 | 4.25 ± 1.61%               | -24.67 ± 12.68                            |
| BABA (ours)          | **5.24 ± 1.52%**           | **-38.01 ± 11.77%**                       |

Table 1: Relative accuracy with respect to random (left column) and relative log-likelihood with respect to random (right column) for MNIST with acquisition size 1.

**Acquisition size** 20. Figure 4 shows the mean accuracy and log-likelihood curves obtained from the experiment with acquisition size 20 in MNIST. Table 2 provides the relative accuracy and relative log-likelihood with respect to random. Even in the multiple acquisition scenario, BABA still outperforms.

![Figure 4: MNIST with acquisition size 20 - Active learning accuracy (left) and negative log-likelihood (right) curves. Each curve was obtained from the mean of the 10 repeated experiments.](image)

Figure 4: MNIST with acquisition size 20 - Active learning accuracy (left) and negative log-likelihood (right) curves. Each curve was obtained from the mean of the 10 repeated experiments.
| Method            | Relative Accuracy to Random | Relative Negative Log-Likelihood to Random |
|-------------------|-----------------------------|-------------------------------------------|
| Random            | 0 ± 1.18%                   | 0 ± 13.79%                                |
| BALD              | 0 ± 2.33%                   | -2.92 ± 16.16%                            |
| BatchBALD         | 3.58 ± 1.32%                | -23.51 ± 15.37%                           |
| BABA (ours)       | 4.13 ± 1.40%                | -36.50 ± 14.51%                           |
| BatchBABA (ours)  | 3.54 ± 1.59%                | -27.81 ± 16.15%                           |

Table 2: Relative accuracy with respect to random (left column) and relative log-likelihood with respect to random (right column) for MNIST with acquisition size 20.

5.2 EMNIST

The EMNIST dataset [7] is a set of handwritten character digits with a 28 × 28 pixel image format aligning with the MNIST dataset. This experiment uses the EMNIST balanced dataset consisting of 47 classes with 112,800 images in the training set and 18,800 images in the test set. For the initial training, we fix a subset to select a 1 data point for each class to match the initial training set for all methods.

**Acquisition size 1.** Figure 5 shows the mean accuracy and log-likelihood curves obtained from the experiment with acquisition size 1 in the EMNIST. Table 3 shows the relative accuracy and relative log-likelihood with respect to random. We note that most of the existing methods fail to perform better than random. It implies that EMNIST active learning problem is a complex problem without any good strategies. BABA still outperforms all other measures, including random.

![Figure 5: EMNIST with acquisition size 1 - Active learning accuracy (left) and negative log-likelihood (right) curves. Each curve was obtained from the mean of the 5 repeated experiments.](image)

| Method            | Relative Accuracy to Random | Relative Negative Log-Likelihood to Random |
|-------------------|-----------------------------|-------------------------------------------|
| Random            | 0 ± 2.59%                   | 0 ± 8.06%                                 |
| Variation Ratios  | -0.08 ± 4.19%               | 6.49 ± 8.63%                              |
| Predictive Entropy| -5.70 ± 4.52%               | 13.77 ± 8.16%                             |
| Mean STD          | 0.55 ± 3.34%                | 1.07 ± 6.77%                              |
| BALD              | -1.07 ± 3.86%               | 4.53 ± 7.27%                              |
| BABA (ours)       | 3.96 ± 4.56%                | -3.53 ± 9.06%                             |

Table 3: Relative accuracy with respect to random (left column) and relative log-likelihood with respect to random (right column) for EMNIST with acquisition size 1.

**Acquisition size 20.** Figure 6 shows the mean accuracy and log-likelihood curves obtained from the experiment with an acquisition size of 20 in the EMNIST. Table 4 shows the relative accuracy and relative log-likelihood with respect to random. We note that BatchBABA outperforms other methods. But in a computational cost perspective, BABA is usually 4 ~ 10 times faster than BatchBALD or BatchBABA depending on GPU environments since it does not consider the dependency between data points. Nevertheless, the performance of BABA is comparable with others.

Table 4: Relative accuracy with respect to random (left column) and relative log-likelihood with respect to random (right column) for EMNIST with acquisition size 20.

| Method            | Relative Accuracy to Random | Relative Negative Log-Likelihood to Random |
|-------------------|-----------------------------|-------------------------------------------|
| Random            | 0 ± 2.39%                   | 0 ± 8.06%                                 |
| Variation Ratios  | -0.08 ± 4.19%               | 6.49 ± 8.63%                              |
| Predictive Entropy| -5.70 ± 4.52%               | 13.77 ± 8.16%                             |
| Mean STD          | 0.55 ± 3.34%                | 1.07 ± 6.77%                              |
| BALD              | -1.07 ± 3.86%               | 4.53 ± 7.27%                              |
| BABA (ours)       | 3.96 ± 4.56%                | -3.53 ± 9.06%                             |

Acquisition size 20.
Figure 6: EMNIST with acquisition size 20 - Active learning accuracy (left) and negative log-likelihood (right) curves. Each curve was obtained from the mean of the 10 repeated experiments.

| Method          | Relative Accuracy to Random | Relative Negative Log-Likelihood to Random |
|-----------------|-----------------------------|------------------------------------------|
| Random          | $0 \pm 3.35\%$             | $0 \pm 7.02\%$                          |
| BALD            | $-5.65 \pm 2.87\%$         | $5.11 \pm 7.39\%$                       |
| BatchBALD       | $3.27 \pm 2.88\%$          | $-4.02 \pm 6.30\%$                      |
| BABA (ours)     | $3.27 \pm 4.38\%$          | $-3.18 \pm 8.05\%$                      |
| BatchBABA (ours)| $3.68 \pm 3.49\%$          | $-5.47 \pm 7.73\%$                      |

Table 4: Relative accuracy with respect to random (left column) and relative log-likelihood with respect to random (right column) for EMNIST with acquisition size 20.

6 Open problems

Throughout this paper, we have made a lot of approximations. Although our proposed measure, BABA (including BatchBABA), shows promising performances in MNIST and EMNIST datasets, there are many open problems to explore further to elaborate/or validate our approach rigorously in the future.

- Beta approximation has been made from heuristic observations by inspecting the marginal distribution of the predictive probability. We conjecture that the Beta approximation phenomenon would be universal, but it lacks the theoretical guarantee on Beta approximation of the marginal distribution.

- The definition of the normalized mutual information in this paper is a novel measure. To make the measure useful in an active learning scenario, we apply the absolute value to make the denominator non-negative, but the value range can be $[0, +\infty]$ instead of $[0, 1]$. This infinite range phenomenon is closely related to the difference between the Shannon entropy and the differential entropy. But we are not fully aware of the underlying meaning of this measure, and it requires further investigation to understand the nature of this new kind of normalized mutual information.

- The computational cost for BatchBABA (and BatchBALD) becomes very expensive as the acquisition size increases. Moreover, BatchBABA has been loosely defined in this paper when we derive the upper bound of the joint entropy. We leave the further improvement of the BatchBABA not only in the accuracy but the computational cost as an open problem.

7 Conclusion

In this paper, we proposed new acquisition functions, BABA and BatchBABA, for deep Bayesian active learning by leveraging a Beta approximation and introducing a new type of normalized mutual information by extending the previous BALD and BatchBALD.

We see that our proposed acquisition measures require further investigations to understand them better. But our experimental results show a promising prospect in this new direction. To the best of our knowledge, we, for the first time, demonstrate the applicability of the normalized mutual information under a deep Bayesian active learning framework. We also look forward to having many follow-up studies with similar lines of broad applications beyond the active learning problems.
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A Appendix

A.1 Derivation of Janossy density and more details about joint entropy

The Janossy density function resides in a combination of continuous and discrete domains \cite{10}. For the Janossy density of \((\Phi (x, \omega), Y(x, \omega))\) on \(\Delta^C \times [C]\), we may follow the classical approach:

\[
\mathbb{P}(P_1 \in [p_1 + dp_1], \ldots, P_C \in [p_c + dp_c], Y = i) \\
\approx \mathbb{P}(Y = i|P_1 = p_1, \ldots, P_C = p_C) \mathbb{P}(P_1 \in [p_1 + dp_1], \ldots, P_C \in [p_c + dp_c])
\]

where \(f(\cdot)\) is a density function of \(\Phi (x, \omega)\). So we may write the Janossy density of \((\Phi (x, \omega), Y(x, \omega))\) as follows:

\[
j(p_1, \ldots, pc; y = i) = p_i f(p_1, \ldots, pc).
\]

The joint entropy of \(\Phi (x, \omega)\) and \(Y(x, \omega)\) can be defined as

\[
\hat{H}(\Phi (x, \omega), Y(x, \omega)) = -\sum_{i=1}^{C} \int_{\Delta^C} j(p_1, \ldots, pc; y = i) \log j(p_1, \ldots, pc; y = i) \, dp_1 \cdots dp_c. \tag{4}
\]

We note that

\[
\int_{\Delta^C} p_i f(p_1, \ldots, pc) \, dp_1 \cdots dp_c = \int_{[0, 1]} p_i f(p_i) \, dp_i = EP_i.
\]

We may split the Janossy density into two pieces:

\[
\hat{H}(\Phi (x, \omega), Y(x, \omega)) = H(Y(x, \omega)) + \mathbb{E}_{Y} [h(\Phi (x, \omega) | Y)].
\]

A.2 Proof of Theorem 3.2

Assume that \(P \sim \text{Beta}(\alpha, \beta)\). Then we have a density function of \(P\) as

\[
f(x) = \frac{x^{\alpha - 1} (1 - x)^{\beta - 1}}{B(\alpha, \beta)}.
\]

Then it suffices to prove the following two lemmas. We note that similar calculations have been done in \cite{51}\cite{2}.

**Lemma A.1.** Assume that \(P \sim \text{Beta}(\alpha, \beta)\).

\[
\mathbb{E}[P \log P] = \frac{\mathcal{B}(\alpha + 1, \beta)}{\mathcal{B}(\alpha, \beta)} [\Psi(\alpha + 1) - \Psi(\alpha + \beta + 1)].
\]

**Proof.**

\[
\mathbb{E}[P \log P] = \frac{1}{\mathcal{B}(\alpha, \beta)} \int_{0}^{1} (p \log p) p^{\alpha - 1} (1 - p)^{\beta - 1} \, dp
\]

\[
= \frac{1}{\mathcal{B}(\alpha, \beta)} \int_{0}^{1} p^{\alpha} \log p (1 - p)^{\beta - 1} \, dp
\]

\[
= \frac{1}{\mathcal{B}(\alpha, \beta)} \int_{0}^{1} \frac{d}{d\alpha} p^{\alpha} (1 - p)^{\beta - 1} \, dp
\]

\[
= \frac{1}{\mathcal{B}(\alpha, \beta)} \frac{d}{d\alpha} \int_{0}^{1} p^{\alpha} (1 - p)^{\beta - 1} \, dp
\]

\[
= \frac{1}{\mathcal{B}(\alpha, \beta)} \frac{d}{d\alpha} \mathcal{B}(\alpha + 1, \beta)
\]

\[
= \frac{\mathcal{B}(\alpha + 1, \beta)}{\mathcal{B}(\alpha, \beta)} [\Psi(\alpha + 1) - \Psi(\alpha + \beta + 1)].
\]

Note that we may interchange the differentiation and the integral operator by applying Lebesgue’s dominated convergence theorem \cite{13}. The derivative of the Beta function can be found at \cite{4}. \[\square\]
Lemma A.2. Assume that $P \sim \text{Beta}(\alpha, \beta)$.

$$E[P \log(1 - P)] = \frac{B(\alpha + 1, \beta)}{B(\alpha, \beta)} \left[ \Psi(\beta) - \Psi(\alpha + \beta + 1) \right].$$

Proof.

$$E[P \log(1 - P)] = \frac{1}{B(\alpha, \beta)} \int_0^1 (p \log(1 - p)) \rho^{\alpha - 1} (1 - p)^{\beta - 1} dp$$

$$= \frac{1}{B(\alpha, \beta)} \int_0^1 p^{\alpha} \left(\log(1 - p)\right) (1 - p)^{\beta - 1} dp$$

$$= \frac{1}{B(\alpha, \beta)} \frac{d}{d\beta} \int_0^1 p^{\alpha} (1 - p)^{\beta - 1} dp$$

$$= \frac{1}{B(\alpha, \beta)} \frac{d}{d\beta} B(\alpha + 1, \beta)$$

$$= \frac{B(\alpha + 1, \beta)}{B(\alpha, \beta)} \left[ \Psi(\beta) - \Psi(\alpha + \beta + 1) \right].$$

Then the Theorem 3.2 follows by rearranging terms after applying Lemma A.1 and Lemma A.2.

A.3 Beta approximated upper joint entropy in BatchBABA

To define the BatchBABA, we may find an upper bound of the joint entropy as follows:

$$S_1(\Phi(x_1), \cdots, \Phi(x_n), Y(x_1), \cdots, Y(x_n))$$

$$= H(Y(x_1), \cdots, Y(x_n), Y) + E_Y [h(\Phi(x_1), \cdots, \Phi(x_n)|Y(x_1), \cdots, Y(x_n))$$

$$\leq H(Y(x_1), \cdots, Y(x_n)) + \sum_i E_Y [h(\Phi(x_i)|Y(x_i))]$$

$$\leq H(Y(x_1), \cdots, Y(x_n)) + \sum_i \left[ S_1^{\beta}(\Phi(x_i), Y(x_i)) - H(Y(x_i)) \right]$$

$$\approx H(Y(x_1), \cdots, Y(x_n)) + \sum_i \left[ S_1^{\beta}(\Phi(x_i), Y(x_i)) - H(Y(x_i)) \right] =: S_1^{\beta}(x_1, \cdots, x_n),$$

where the first inequality comes from the property that conditioning reduces the entropy [9], and the second inequality comes from the identity [3].

A.4 Short early stopping tolerance level

In this section, we present an experimental result of EMNIST dataset with smaller early stopping to illustrate the performance difference of BALD. In this experiment, we set the early stopping tolerance level to be 3, and the model was trained from scratch, i.e., starting from an empty initial training set. In contrast to the result in Figure 5 and Table 3, the performance of BALD shows the second worst. This experimental result implies that BALD is very sensitive to the convergence of model parameters. Nevertheless, we also note that BABA still outperforms other methods.

| Method     | Relative Accuracy to Random | Relative Negative Log-Likelihood to Random |
|------------|----------------------------|-------------------------------------------|
| Random     | 0 ± 3.79%                  | 0 ± 8.34%                                 |
| Variation Ratios | -5.06 ± 4.96%             | 17.35 ± 9.21%                             |
| Predictive Entropy | -6.22 ± 6.54%             | 17.21 ± 9.92%                             |
| Mean STD   | -1.09 ± 5.97%              | 11.96 ± 12.39%                            |
| BALD       | -5.76 ± 4.81%              | 12.71 ± 10.23                             |
| BABA (ours)| 6.89 ± 4.81%               | -3.39 ± 9.11%                             |

Table 5: EMNIST dataset with acquisition size 1. We set the early stopping condition to be 3 epochs.
A.5 Ablation study

One might be interested in the standalone effect of the Beta approximated joint entropy as a denominator. We include the experimental results by using the following acquisition measure excluding BALD:

$$\text{InvBeEnt}[x] := \frac{1}{|\mathcal{H}_{\text{Beta}}(\Phi(x, \omega), Y(x, \omega))|}.$$ 

We use the same experimental setting of the experiment used in Section 5.2. As the results indicate, the normalized mutual information quantity is a better and meaningful measure to capture the uncertainty. Each standalone acquisition, BALD or InvBeEnt, fails to perform better than random.

A.6 Explanations on reporting metrics

In each table, we report the mean and the standard deviation of the relative accuracy or the relative log-likelihood with respect to the random method results. We describe the calculation details. Let $N$ be the number of repeated experiments. For each accumulated dataset size $t$ and the random acquisition function $R$, denote by $R_i(t)$ the accuracy for the random acquisition at the size $t$ for the $i$-th experiment. Then we compute the geometric mean of the series $R_i(t)$ for each $t$. This is our baseline accuracy to compare with others.

$$\text{GM}_R(t) := \exp \left( \frac{1}{N} \sum_i \log R_i(t) \right).$$
For each observed experiment series $S_i(t)$, we compute the relative accuracy as follows:

$$\text{RelAcc}_{S_i}(t) := \log \left( \frac{S_i(t)}{\text{GM}_R(t)} \right).$$

Then for each method $S \in \{\text{Rand}, \text{VarRatio}, \text{PredEntropy}, \text{MeanSTD}, \text{BALD}, \text{BABA}, \text{BatchBALD}, \text{BatchBABA}\}$, we report the total mean and standard deviation of relative accuracies by writing $\text{Mean}(S) \pm \text{SD}(S)$ obtained from

$$\text{Mean}(S) := \frac{1}{NT} \sum_{i,t} \text{RelAcc}_{S_i}(t),$$

$$\text{SD}(S) := \sqrt{\frac{1}{NT} \sum_{i,t} (\text{RelAcc}_{S_i}(t))^2 - (\text{Mean}(S))^2},$$

where $T$ is the number of all observed cumulative acquisition data-size points. Similarly, we do the same calculations for the log-likelihood.