GENERALIZED LIPSCHITZ NUMBERS, FINE DIFFERENTIABILITY, AND QUASICONFORMAL MAPPINGS
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Abstract. We introduce a generalized version of the local Lipschitz number $\text{lip}_u$, and show that it can be used to characterize Sobolev functions $u \in W^{1,p}_{\text{loc}}(\mathbb{R}^n)$, $1 \leq p \leq \infty$, as well as functions of bounded variation. This concept turns out to be fruitful for studying, and for establishing new connections between, a wide range of topics including fine differentiability, Rademacher’s theorem, Federer’s characterization of sets of finite perimeter, regularity of maximal functions, quasiconformal mappings, Alberti’s rank one theorem, as well as generalizations to metric measure spaces.

1. Introduction

According to Rademacher’s theorem [51], Lipschitz functions $u \in \text{Lip}(\mathbb{R}^n)$ are differentiable almost everywhere. In the scale of Sobolev functions, locally Lipschitz functions are exactly $u \in W^{1,\infty}_{\text{loc}}(\mathbb{R}^n)$, up to a choice of pointwise representative. In fact, all functions $u \in W^{1,p}_{\text{loc}}(\mathbb{R}^n)$, with $p > n$, are differentiable almost everywhere, see e.g. [16, Theorem 6.5], while in the case $p \leq n$ this is not true.

Instead of the global or local Lipschitz condition, one can consider the pointwise infinitesimal Lipschitz number defined by

$$\text{Lip}_u(x) := \limsup_{r \to 0} \sup_{y \in B(x, r)} \frac{|u(y) - u(x)|}{r}.$$ 

Stepanoff [53] showed that a function $u$ is differentiable almost everywhere in the set where $\text{Lip}_u < \infty$. Several authors including Cheeger [12] and Keith [31] have studied extensively also the Lipschitz number $\text{lip}_u(x)$, which is defined similarly but with $\limsup$ replaced by $\liminf$. This smaller number is not sufficient in Stepanoff’s result, but it can be shown that if $u$ is continuous, $\text{lip}_u < \infty$ outside a set of $\sigma$-finite $n - 1$-dimensional Hausdorff measure, and also $\text{lip}_u \in L^p_{\text{loc}}(\mathbb{R}^n)$, then $u \in W^{1,p}_{\text{loc}}(\mathbb{R}^n)$, with $1 \leq p \leq \infty$, see Balogh–Csörnyei [6] and Zürcher [58].

Of course, a converse result does not hold: a function $u \in W^{1,p}_{\text{loc}}(\mathbb{R}^n)$ for $1 \leq p \leq n$ can have singularities in a dense set, and then $\text{lip}_u = \infty$ everywhere. On the other hand, because such Sobolev functions are not continuous either, one often considers the weaker notions of
quasicontinuity or fine continuity. We wish to consider, in a similar vein, relaxed versions of Lipschitz numbers or of differentiability, which would be satisfied also by functions $u \in W^{1,p}_{\text{loc}}(\mathbb{R}^n)$ when $1 \leq p \leq n$ and which would in fact characterize these classes.

Lipschitz and Sobolev functions are part of a broader class of functions of bounded variation (BV). These can be highly discontinuous, and an important special case is given by the characteristic functions of sets of finite perimeter. For such sets, there are various “Federer-style” characterizations which state that a set has finite perimeter if and only if the $n-1$-dimensional Hausdorff measure of a suitable boundary is finite. These quantities seem unrelated to Lipschitz continuity. However, we will be able to use our generalized Lipschitz numbers to characterize also BV functions, and in the special case of sets of finite perimeter, we recover a Federer-style characterization.

To define the generalized Lipschitz number at a point $x$, our idea is to “cut out” a thin set and consider the oscillation of the function only in the complement. In order to deal with discontinuities and other irregular behavior, we also add a suitable scaling factor, as follows. Given a function $w: \Omega \to [-\infty, \infty]$ in an open set $\Omega \subset \mathbb{R}^n$, a positive Radon measure $\nu$ in $\Omega$, and $\delta \geq 0$, for every $x \in \Omega$ we define

$$Lip^{\nu,\delta}_{w}(x) := \frac{1}{2} \inf \left\{ \limsup_{r \to 0} \frac{\text{osc}_{U_r} w}{r} \frac{\mathcal{L}^n(B(x,r))}{\nu(B(x,r))} : \limsup_{r \to 0} \frac{\text{Cap}_1(B(x,r) \setminus U_r) r^{n-1}}{r^{n-1}} \leq \delta \right\}; \tag{1.1}$$

the infimum is taken over collections of sets $U_r \subset B(x,r)$, which at every $x \in \Omega$ need to be defined for all sufficiently small $r > 0$. Here $\text{Cap}_1$ is the Sobolev 1-capacity; we give definitions in Section 2. Often we will let $\delta$ take the constant value

$$c(n) := \frac{\min\{\omega_{n-1}, \omega_n\}}{2^{13}n^2 C_I}, \tag{1.2}$$

where $C_I \geq 1$ is the constant from the relative isoperimetric inequality and $\omega_n$ is the volume of the $n$-dimensional unit ball. If $d\nu = a d\mathcal{L}^n$, we denote $Lip^{\nu,\delta}_{w} = Lip^{a,\delta}_{w}$. If $a \equiv 1$, we denote simply $Lip^{1,\delta}_{w} = Lip^{\delta}_{w}$. The case $Lip^{0,\delta}_{w}(x) < \infty$ is very close to the concept of fine differentiability at $x$, as we will see.

We denote by $\mathcal{M}(\Omega, \cdot)$ a suitable class of positive Radon measures, given in Definition 2.35. Now we can characterize Sobolev and BV functions as follows. We prove the following theorems in somewhat more general form in Section 3.

**Theorem 1.3.** Let $\Omega \subset \mathbb{R}^n$ be an open set and let $u \in L^1(\Omega)$. Then the following are equivalent:

1. $u \in BV(\Omega)$;
2. There exists $\nu \in \mathcal{M}(\Omega, 2^{-5n}c(n)^{-1})$ such that $\nu(\Omega) < \infty$ and $Lip^{\nu, c(n)}_{u}(x) \leq 1$ for every $x \in \Omega$.

**Theorem 1.4.** Let $\Omega \subset \mathbb{R}^n$ be an open set and let $u \in L^p(\Omega)$, where $1 \leq p \leq \infty$. Then the following are equivalent:
(1) \( u \in W^{1,p}(\Omega) \);
(2) There exists a nonnegative \( a \in L^p(\Omega) \) such that \( \text{Lip}_u^{a,c(n)}(x) \leq 1 \) for every \( x \in \Omega \).

As a corollary, we will obtain that sets of finite perimeter can be characterized by the condition that a suitable “capacitary boundary” has finite \( n-1 \)-dimensional Hausdorff measure. The key idea conveyed by the above theorems is that while the quantities \( \text{lip}_u^* \) and \( \text{Lip}_u^* \) are very sensitive to oscillations and singularities, the generalized Lipschitz numbers have just the required flexibility in the context of Sobolev and BV functions. We will discover a similar phenomenon with other quantities as well, and we will explore related topics in the ensuing sections. Each of these requires several new definitions, so we choose to give only a brief overview here and leave the details as well as more extensive literature references to the later sections.

In Section 4 we show that Sobolev functions \( u \in W^{1,p}_{\text{loc}}(\mathbb{R}^n) \) with \( 1 \leq p \leq n \), while not differentiable as we noted above, are 1-finely differentiable almost everywhere. In fact we show that Sobolev functions can, roughly speaking, be characterized as finely differentiable functions. We also prove a Stepanoff-type theorem stating that any measurable function \( w \) is 1-finely differentiable a.e. in the set \( \{ \text{Lip}_w^0 < \infty \} \). We use this to show that the Hardy-Littlewood maximal function of a Sobolev function is also 1-finely differentiable almost everywhere; this is related to the so-called \( W^{1,1} \)-problem for maximal operators.

In Section 5 we expand our study to quasiconformal mappings, which are defined by means of the distortion number \( H_f \) or \( h_f \). Starting from Gehring \([21, 22]\), there are many results in the literature of the following form: if \( f : \mathbb{R}^n \to \mathbb{R}^n \) is a homeomorphism, and \( h_f \) is finite outside a set of \( \sigma \)-finite \( H^{n-1} \)-measure as well as bounded by a given constant a.e., then \( f \) is a Sobolev mapping. Note that such results involve two different exceptional sets, of dimensions \( n-1 \) and \( n \), and also that they are analogous with the previously mentioned theorem of Balogh–Csörnyei \([6]\) involving \( \text{lip}_u \). We show that in fact these results arise from a much more general theorem written in terms of a generalized distortion number \( h_f^\nu \), when we choose a particular measure \( \nu \) with an \( n \)-dimensional and \( n-1 \)-dimensional part.

In Section 6 we show that for a function of bounded variation \( f \in BV(\mathbb{R}^n; \mathbb{R}^n) \), the following concepts are closely related: the rank of \( \frac{dDf}{d|Df|}(x) \), fine differentiability at \( x \), and the condition \( H_f^{\text{fine}}(x) < \infty \), where \( H_f^{\text{fine}} \) is another generalized distortion number. Based on this, we discuss an interpretation of Alberti’s rank one theorem in terms of the quasiconformal behavior of a mapping, which allows to conjecture a version of the theorem in more general metric measure spaces. Throughout the paper, also various other open problems arise from the concepts that we introduce.

2. Preliminaries

2.1. Basic notation and definitions. Our definitions and notation are standard, and the reader may consult e.g. the monograph Evans–Gariepy \([16]\) for more background. We
will always work in the Euclidean space $\mathbb{R}^n$, $n \geq 1$. We denote the $n$-dimensional Lebesgue outer measure by $\mathcal{L}^n$. We denote the $s$-dimensional Hausdorff measure by $\mathcal{H}^s$, $s \geq 0$, and it is obtained as a limit of the Hausdorff pre-measures $\mathcal{H}^s_R$ as $R \to 0$. If a property holds outside a set of Lebesgue measure zero, we say that it holds almost everywhere, or “a.e.”. With other measures, we write more explicitly e.g. “$\mathcal{H}^{n-1}$-a.e.”.

We denote the characteristic function of a set $E \subset \mathbb{R}^n$ by $\chi_E : \mathbb{R}^n \to \{0, 1\}$. We write $B(x, r)$ for an open ball in $\mathbb{R}^n$ with center $x$ and radius $r$, that is, $\{y \in \mathbb{R}^n : |y - x| < r\}$. We always work with the Euclidean norm $| \cdot |$ for vectors $v \in \mathbb{R}^n$ as well as for matrices $A \in \mathbb{R}^{k \times n}$. When we consider closed balls, we always specify this by the bar $\overline{B}(x, r)$. We will often use the notation $2B(x, r) := B(x, 2r)$.

By a “measurable” set we mean $\mathcal{L}^n$-measurable, unless otherwise specified. If a function $u$ is in $L^1(D)$ for some measurable set $D \subset \mathbb{R}^n$ of nonzero and finite Lebesgue measure, we write

$$u_D := \int_D u(y) \, d\mathcal{L}^n(y) := \frac{1}{\mathcal{L}^n(D)} \int_D u(y) \, d\mathcal{L}^n(y)$$

for its mean value in $D$.

We will always denote by $\Omega \subset \mathbb{R}^n$ an open set, and we consider $1 \leq p \leq \infty$. Let $k \in \mathbb{N}$. The Sobolev space $W^{1,p}(\Omega; \mathbb{R}^k)$ consists of functions $u \in L^p(\Omega; \mathbb{R}^k)$ whose first weak partial derivatives $(Du_j)_{l=1,\ldots,k}$, $j = 1, \ldots, n$, belong to $L^p(\Omega)$. The Dirichlet space $D^p(\Omega)$ is defined in the same way, except that the integrability requirement for the function itself is relaxed to $u \in L^1_{\text{loc}}(\Omega; \mathbb{R}^k)$. The Sobolev norm is

$$\|u\|_{W^{1,p}(\Omega; \mathbb{R}^k)} := \|u\|_{L^p(\Omega; \mathbb{R}^k)} + \|Du\|_{L^p(\Omega; \mathbb{R}^{k \times n})}.$$  

We will need the following Vitali-Carathéodory theorem; for a proof see e.g. [28, p. 108]. By a positive Radon measure we mean a nonnegative measure which is defined for all Borel sets, and is Borel regular.

**Theorem 2.1.** Let $\mu$ be a positive Radon measure on $\Omega$, and let $\rho \in L^1(\Omega, \mu)$, with values in $[0, \infty]$. Then there exists a sequence $\{\rho_i\}_{i=1}^{\infty}$ of lower semicontinuous functions on $\Omega$ such that $\rho \leq \rho_{i+1} \leq \rho_i$ for all $i \in \mathbb{N}$, and $\rho_i \to \rho$ in $L^1(\Omega, \mu)$.

Let $S \subset \mathbb{R}^n$ be an $\mathcal{H}^{n-1}$-measurable set. We say that $S$ is countably $\mathcal{H}^{n-1}$-rectifiable if there exist countably many Lipschitz functions $f_j : \mathbb{R}^{n-1} \to \mathbb{R}^n$ such that

$$\mathcal{H}^{n-1}\left(S \setminus \bigcup_{j=1}^{\infty} f_j(\mathbb{R}^{n-1})\right) = 0.$$

Let $H \subset \mathbb{R}^n$ be an $n - 1$-dimensional hyperplane, let $\pi$ be the orthogonal projection onto $H$, and let $\pi^\perp$ be the orthogonal projection onto the orthogonal complement $H^\perp$. Let $f : H \to H^\perp$ be an $L$-Lipschitz function, and let

$$S := \{x \in \mathbb{R}^n : f(\pi(x)) = \pi^\perp(x)\}.$$
be the graph of $f$. We call this an $L$-Lipschitz $n-1$-graph, also if it is only defined on a subset of $H$. Every countably $\mathcal{H}^{n-1}$-rectifiable set can be presented, modulo an $\mathcal{H}^{n-1}$-negligible set, as an at most countable union of disjoint $1$-Lipschitz $n-1$-graphs, see [4, Proposition 2.76]. We can also assume the $1$-Lipschitz $n-1$-graphs to be $\mathcal{H}^{n-1}$-measurable, since a graph defined on an entire $n-1$-dimensional hyperplane is a closed set.

2.2. Functions of bounded variation. The theory of BV functions presented here can be found in the monograph Ambrosio–Fusco–Pallara [4]. Let $k \in \mathbb{N}$, and as before let $\Omega \subset \mathbb{R}^n$ be an open set. A function $f \in L^1(\Omega; \mathbb{R}^k)$ is a function of bounded variation, denoted $f \in BV(\Omega; \mathbb{R}^k)$, if its weak derivative is an $\mathbb{R}^k \times \mathbb{R}^n$-valued Radon measure with finite total variation. This means that there exists a (unique) Radon measure $Df$ such that for all $\varphi \in C^1_c(\Omega)$, the integration-by-parts formula

$$\int_{\Omega} f_j \frac{\partial \varphi}{\partial y_l} \, d\mathcal{L}^n = - \int_{\Omega} \varphi \, d(Df_j)_l, \quad j = 1, \ldots, k, \ l = 1, \ldots, n,$$

holds. The Dirichlet space $D^{BV}(\Omega)$ is defined in the same way, except that the integrability requirement for the function itself is relaxed to $u \in L^1_{\text{loc}}(\Omega; \mathbb{R}^k)$. The BV norm is defined by

$$\|f\|_{BV(\Omega; \mathbb{R}^k)} := \|f\|_{L^1(\Omega; \mathbb{R}^k)} + |Df|(\Omega).$$

If we do not know a priori that a function $f \in L^1_{\text{loc}}(\Omega; \mathbb{R}^k)$ is a BV function, we consider

$$\text{Var}(f, \Omega) := \sup \left\{ \sum_{j=1}^k \int_{\Omega} f_j \, \text{div} \varphi_j \, d\mathcal{L}^n, \varphi \in C^1_c(\Omega; \mathbb{R}^{k \times n}), |\varphi| \leq 1 \right\}. \quad (2.2)$$

If $\text{Var}(f, \Omega) < \infty$, then the $\mathbb{R}^{k \times n}$-valued Radon measure $Df$ exists and $\text{Var}(f, \Omega) = |Df|(\Omega)$ by the Riesz representation theorem, and $f \in BV(\Omega)$ provided that $f \in L^1(\Omega; \mathbb{R}^k)$. If $E \subset \mathbb{R}^n$ with $\text{Var}(\chi_E, \mathbb{R}^n) < \infty$, we say that $E$ is a set of finite perimeter.

The coarea formula states that for a function $u \in BV(\Omega)$ and a Borel set $A \subset \Omega$, we have

$$|Du|(A) = \int_{-\infty}^{\infty} |D\chi\{u>t\}|(A) \, dt. \quad (2.3)$$

Here we abbreviate $\{u > t\} := \{x \in \Omega : u(x) > t\}$.

The relative isoperimetric inequality states that for every measurable set $E \subset \mathbb{R}^n$ and every ball $B(x, r)$, we have

$$\min \{ \mathcal{L}^n(B(x, r) \cap E), \mathcal{L}^n(B(x, r) \setminus E) \} \leq C_I r \, \text{Var}(\chi_E, B(x, r)), \quad (2.4)$$

where the constant $C_I \geq 1$ only depends on $n$.

Let $f \in L^1_{\text{loc}}(\Omega)$. We will often consider a particular pointwise representative, namely the precise representative

$$f^*(x) := \limsup_{r \to 0} \int_{B(x, r)} f \, d\mathcal{L}^n, \quad x \in \Omega.$$
This is easily seen to be a Borel function. For \( f \in L^1_{\text{loc}}(\Omega; \mathbb{R}^k) \), we also define \( f^* := (f_1^*, \ldots, f_k^*) \). It is worth noting that Sobolev and BV functions, usually denoted by \( u \) or \( f \), are understood to be defined only almost everywhere, but in many cases we need pointwise defined functions such as \( u^* \) and \( f^* \). The symbol \( w \) will often denote a pointwise defined function, for example in the definition (1.1) of \( \text{Lip}_{\nu,\delta}^\nu \). The oscillation of \( w: U \to \mathbb{R}^k \) in a set \( U \subset \mathbb{R}^n \) is defined by

\[
\text{osc}_U w := \sup\{|w(x) - w(y)|, \ x, y \in U\}.
\]

If \( |w(x)| = \infty \) for some \( x \in U \), we interpret \( \text{osc}_U w = \infty \).

We say that \( x \in \Omega \) is a Lebesgue point of \( f \) if

\[
\lim_{r \to 0} \int_{B(x,r)} |f(y) - \tilde{f}(x)| \, d\mathcal{L}^n(y) = 0
\]

for some \( \tilde{f}(x) \in \mathbb{R}^k \). We denote by \( S_f \subset \Omega \) the set where this condition fails and call it the approximate discontinuity set.

Given a unit vector \( \nu \in \mathbb{R}^n \), we define the half-balls

\[
B^+_{\nu}(x, r) := \{y \in B(x, r): \langle y - x, \nu \rangle > 0\},
\]

\[
B^-_{\nu}(x, r) := \{y \in B(x, r): \langle y - x, \nu \rangle < 0\},
\]

where \( \langle \cdot, \cdot \rangle \) denotes the inner product. We say that \( x \in \Omega \) is an approximate jump point of \( f \) if there exist a unit vector \( \nu \in \mathbb{R}^n \) and distinct vectors \( f^+(x), f^-(x) \in \mathbb{R}^k \) such that

\[
\lim_{r \to 0} \int_{B^+_{\nu}(x, r)} |f(y) - f^+(x)| \, d\mathcal{L}^n(y) = 0
\]

and

\[
\lim_{r \to 0} \int_{B^-_{\nu}(x, r)} |f(y) - f^-(x)| \, d\mathcal{L}^n(y) = 0.
\]

The set of all approximate jump points is denoted by \( J_f \). For \( f \in \text{BV}(\Omega; \mathbb{R}^k) \), we have that \( \mathcal{H}^{n-1}(S_f \setminus J_f) = 0 \), see [4, Theorem 3.78].

The lower and upper approximate limits of a function \( u \in \text{BV}_{\text{loc}}(\Omega) \) are defined respectively by

\[
u(\cdot) \in \text{BV}_{\text{loc}}(\Omega), \quad u^\nu(x) := \inf \left\{ t \in \mathbb{R} : \lim_{r \to 0} \frac{\mathcal{L}^n(B(x, r) \cap \{u > t\})}{\mathcal{L}^n(B(x, r))} = 0 \right\},
\]

for all \( x \in \Omega \). We interpret the supremum and infimum of an empty set to be \( -\infty \) and \( \infty \), respectively. Note that for \( x \in \Omega \setminus S_u \), we have \( \tilde{u}(x) = u^\wedge(x) = u^\vee(x) \). Also, for \( x \in J_u \), we have \( u^\wedge(x) = \min\{u^-(x), u^+(x)\} \) and \( u^\vee(x) = \max\{u^-(x), u^+(x)\} \).
Given \( f \in \text{BV}(\Omega; \mathbb{R}^k) \), for every \( x \in J_f \) we have
\[
f^*(x) = \frac{f^-(x) + f^+(x)}{2}.
\]
(2.7)

We write the Radon-Nikodym decomposition of the variation measure of \( f \) into the absolutely continuous and singular parts with respect to \( \mathcal{L}^n \) as \( Df = D^a f + D^s f \). Furthermore, we define the Cantor and jump parts of \( Df \) by
\[
D^c f := D^s f \mathbb{1}(\Omega \setminus S_f), \quad D^j f := D^s f \mathbb{1} J_f.
\]
(2.8)

Here 
\[
D^s f \mathbb{1} J_f(A) := D^s f (J_f \cap A), \quad \text{for } D^s f \text{-measurable } A \subset \mathbb{R}^n.
\]

Since \( \mathcal{H}^{n-1}(S_f \setminus J_f) = 0 \) and \( |Df| \) vanishes on \( \mathcal{H}^{n-1} \)-negligible sets, we get the decomposition (see [4, Section 3.9])
\[
Df = D^a f + D^c f + D^j f.
\]
(2.9)

For the jump part, we know that 
\[
d|D^j f| = |f^+ - f^-| d\mathcal{H}^{n-1} \mathbb{1} J_f.
\]
(2.10)

Note that when \( f \in W^{1,1}_\text{loc}(\Omega; \mathbb{R}^k) \), necessarily \( \mathcal{H}^{n-1}(J_f) = 0 \), and since we also have \( \mathcal{H}^{n-1}(S_f \setminus J_f) = 0 \) as noted after (2.6), we know that \( \mathcal{H}^{n-1} \)-a.e. point is a Lebesgue point of \( f \).

For basic results in the one-dimensional case \( n = 1 \), see [4, Section 3.2]. If \( \Omega \subset \mathbb{R} \) is open and connected, we define the pointwise variation of \( f : \Omega \to \mathbb{R}^k \) by
\[
pV(f, \Omega) := \sup \sum_{j=1}^{N-1} |f(x_j) - f(x_{j+1})|,
\]
(2.11)

where the supremum is taken over all collections of points \( x_1 < \ldots < x_N \) in \( \Omega \). For a general open \( \Omega \subset \mathbb{R} \), we define \( pV(f, \Omega) \) to be \( \sum pV(f, I) \), where the sum runs over all connected components \( I \) of \( \Omega \). For every \( f \in L^1_\text{loc}(\Omega; \mathbb{R}^k) \), we have \( \text{Var}(f, \Omega) \leq pV(f, \Omega) \).

Denote by \( \pi_n : \mathbb{R}^n \to \mathbb{R}^{n-1} \) the orthogonal projection onto \( \mathbb{R}^{n-1} \): for \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \),
\[
\pi_n((x_1, \ldots, x_n)) := (x_1, \ldots, x_{n-1}).
\]
(2.12)

For \( z \in \pi_n(\Omega) \), we denote the slices of \( \Omega \) by
\[
\Omega_z := \{ t \in \mathbb{R} : (z, t) \in \Omega \}.
\]
We also denote \( f_z(t) := f(z, t) \) for \( z \in \pi_n(\Omega) \) and \( t \in \Omega_z \). For any pointwise defined \( f \in L^1_\text{loc}(\Omega; \mathbb{R}^k) \), we know that \( \text{Var}(f, \Omega) \) is at most the sum of (the integral can be understood as an upper integral if necessary)
\[
\int_{\pi_n(\Omega)} pV(f_z, \Omega_z) d\mathcal{L}^{n-1}(z)
\]
(2.13)
and the analogous quantities for the other $n-1$ coordinate directions, see [4, Theorem 3.103].

2.3. Capacities and fine topology. We will often use the notion of capacity, and in this subsection we record relevant background facts and some elementary lemmas that will be needed. Recall that the capacity is needed already in the definition (1.1) of $\text{Lip}^{\nu, \delta}_w$. Apart from relying heavily on the facts given in this subsection, otherwise our proofs throughout the paper will be fairly elementary, though often technical.

Consider $1 \leq p < \infty$. The (Sobolev) $p$-capacity of a set $A \subset \mathbb{R}^n$ is defined by

$$\text{Cap}_p(A) := \inf \|u\|_{W^{1,p}(\mathbb{R}^n)}^p,$$

where the infimum is taken over Sobolev functions $u \in W^{1,p}(\mathbb{R}^n)$ satisfying $u \geq 1$ in a neighborhood of $A$.

It is straightforward to check that for any set $A \subset \mathbb{R}^n$ and some constant $C$ depending only on $n$, we have

$$\text{Cap}_1(A) \leq C\mathcal{H}^{n-1}(A). \quad (2.14)$$

We say that a set $V \subset \mathbb{R}^n$ is $p$-quasiopen if for every $\varepsilon > 0$ there exists an open set $G \subset \mathbb{R}^n$ such that $V \cup G$ is open. We say that a function $w$ is $p$-quasicontinuous on $\Omega$ if for every $\varepsilon > 0$ there exists an open set $G \subset \Omega$ such that $\text{Cap}_p(G) < \varepsilon$ and $w|_{\Omega \setminus G}$ is finite and continuous. We know that

if $u \in W^{1,p}_{\text{loc}}(\Omega)$, then $u^*$ is $p$-quasicontinuous on $\Omega$, \quad (2.15)

see e.g. [16, Theorem 4.19]. Given sets $A \subset W \subset \mathbb{R}^n$, where $W$ is open, the relative $p$-capacity is defined by

$$\text{cap}_p(A, W) := \inf \int_W |\nabla u|^p \, d\mathcal{L}^n,$$

where the infimum is taken over functions $u \in W^{1,p}_0(W)$ satisfying $u \geq 1$ in a neighborhood of $A$. The class $W^{1,p}_0(W)$ is the closure of $C_c^1(W)$ in the $W^{1,p}(\mathbb{R}^n)$-norm.

By [11, Theorem 3.3], given a function $u \in \text{BV}(\Omega)$, there is a sequence $\{u_j\}_{j=1}^\infty$ of functions in $W^{1,1}(\Omega)$ such that

$$u_j \rightharpoonup u \quad \text{in} \quad L^1(\Omega), \quad |Du_j|(\Omega) \to |Du|(\Omega), \quad \text{and} \quad u_j^\vee(x) \geq u^\vee(x) \quad \text{for} \quad \mathcal{H}^{n-1}\text{-a.e.} \quad x \in \Omega. \quad (2.16)$$

If $B(x, r)$ is a ball with $0 < r \leq 1$, and $F$ is a measurable set with $\mathcal{L}^n(F \cap B(x, r)) \leq \frac{1}{2} \mathcal{L}^n(B(x, r))$ and $|D\chi_F|(B(x, r)) < \infty$, then by combining e.g. Theorem 5.6 and Theorem 5.15(iii) of [16], we get

$$|D\chi_{B(x, r) \cap F}|(\mathbb{R}^n) \leq C\|\chi_F\|_{\text{BV}(B(x, r))}.$$


for some constant $C$ depending only on $n, r$. On the other hand, by the relative isoperimetric inequality (2.4), we have

$$
\|\chi_F\|_{BV(B(x,r))} = \mathcal{L}^n(F \cap B(x,r)) + |D\chi_F|(B(x,r)) \leq (C_I r + 1)|D\chi_F|(B(x,r)) \\
\leq 2C_I|D\chi_F|(B(x,r)),
$$

since $r \leq 1$ and $C_I \geq 1$. Combining these, we get

$$
|D\chi_{B(x,r) \cap F}|(\mathbb{R}^n) \leq C|D\chi_F|(B(x,r)),
$$

(2.17)

and by a scaling argument we see that in fact $C$ only depends on $n$, not on $r$.

We denote by $\omega_n$ the measure of the $n$-dimensional unit ball.

**Lemma 2.18.** Suppose $x \in \mathbb{R}^n$, $0 < r < 1$, and $A \subset B(x,r)$. Then we have

$$
\frac{\mathcal{L}^n(A)}{\mathcal{L}^n(B(x,r))} \leq \frac{2C_I \text{Cap}_1(A)}{\omega_n r^{n-1}} \quad \text{and} \quad \text{cap}_1(A, B(x,2r)) \leq C \text{Cap}_1(A),
$$

where $C_I$ is the constant in the relative isoperimetric inequality (2.4), and $C$ is a constant depending only on $n$.

Throughout the paper, we will use $C$ to denote various constants that only depend on $n$ and whose exact value is not important for us. On the other hand, in many cases we track the value of certain constants, such as $2C_I/\omega_n$ above.

**Proof.** For both inequalities, we can assume that $\text{Cap}_1(A) < \infty$. Let $\varepsilon > 0$. We can choose a function $u \in W^{1,1}(\mathbb{R}^n)$ such that $u \geq 1$ in a neighborhood of $A$, and

$$
\|u\|_{W^{1,1}(\mathbb{R}^n)} < \text{Cap}_1(A) + \varepsilon.
$$

By the coarea formula (2.3), we then find $0 < t < 1$ such that $\{u > t\}$ contains a neighborhood of $A$, and

$$
|D\chi_{\{u > t\}}|(\mathbb{R}^n) \leq |Du|(\mathbb{R}^n) \leq \|u\|_{W^{1,1}(\mathbb{R}^n)} < \text{Cap}_1(A) + \varepsilon.
$$

Denote $F := \{u > t\}$.

Case 1: Suppose $\mathcal{L}^n(F \cap B(x,r)) \geq \frac{1}{2}\mathcal{L}^n(B(x,r))$. We find $R \geq r$ such that $\mathcal{L}^n(F \cap B(x,R)) = \frac{1}{2}\mathcal{L}^n(B(x,R))$. By the relative isoperimetric inequality (2.4), we have

$$
\text{Cap}_1(A) + \varepsilon > |D\chi_F|(\mathbb{R}^n) \geq |D\chi_F|(B(x,R)) \geq C_I^{-1}\frac{1}{2}R^{-1}\mathcal{L}^n(B(x,R)) \\
= \frac{\omega_n}{2C_I} R^{n-1} \\
\geq \frac{\omega_n}{2C_I} r^{n-1} \\
\geq \frac{\omega_n}{2C_I} r^{n-1} \frac{\mathcal{L}^n(F \cap B(x,r))}{\mathcal{L}^n(B(x,r))} \\
\geq \frac{\omega_n}{2C_I} r^{n-1} \frac{\mathcal{L}^n(A)}{\mathcal{L}^n(B(x,r))}.
$$

(2.19)
Letting $\varepsilon \to 0$, we get the first result. Defining the cutoff function

$$\eta(y) := \max \left\{ 0, 1 - \frac{1}{r} \operatorname{dist}(y, B(x, r)) \right\}, \quad y \in \mathbb{R}^n,$$

(2.20)

for which $\eta = 1$ in $B(x, r)$ and $\eta = 0$ in $\mathbb{R}^n \setminus B(x, 2r)$, we get

$$\operatorname{cap}_1(A, B(x, 2r)) \leq \int_{\mathbb{R}^n} |\nabla \eta| \, d\mathcal{L}^n \leq \frac{\omega_n (2r)^n}{r} \leq 2^{n+1} C_I (\operatorname{Cap}_1(A) + \varepsilon)$$

by the first three lines of (2.19). Letting $\varepsilon \to 0$, we get the second result with $C = 2^{n+1} C_I$.

Case 2: Suppose $\mathcal{L}^n(F \cap B(x, r)) < \frac{1}{2} \mathcal{L}^n(B(x, r))$. By the relative isoperimetric inequality,

$$\operatorname{Cap}_1(A) + \varepsilon \geq |D\chi_F|([\mathbb{R}^n]) \geq |D\chi_F|(B(x, r))$$

(2.20)

$$\geq \frac{1}{C_I r} \mathcal{L}^n(F \cap B(x, r)) \geq \frac{1}{C_I r} \mathcal{L}^n(A) \geq \frac{\omega_n \mathcal{L}^n(A)}{C_I} \frac{r^{n-1}}{\mathcal{L}^n(B(x, r))}.$$

Letting $\varepsilon \to 0$, we get the first result.

By (2.17), we get

$$|D\chi_{B(x,r)\cap F}|([\mathbb{R}^n]) \leq C |D\chi_F|(B(x, r)) \leq C \operatorname{Cap}_1(A) + C \varepsilon.$$  

(2.21)

By (2.16), we find a sequence $\{u_j\}_{j=1}^\infty$ in $W^{1,1}([\mathbb{R}^n])$ such that $u_j \to \chi_{B(x,r)\cap F}$ in $L^1([\mathbb{R}^n])$, $|Du_j|([\mathbb{R}^n]) \to |D\chi_{B(x,r)\cap F}|([\mathbb{R}^n])$, and $u_j \geq 1$ a.e. in a neighborhood of $A$. Consider the cutoff function $\eta$ from (2.20). We have $u_j \eta \to \chi_{B(x,r)\cap F}$ in $L^1([\mathbb{R}^n])$, $|D(u_j \eta)|([\mathbb{R}^n]) \to |D\chi_{B(x,r)\cap F}|([\mathbb{R}^n])$, and $u_j \eta \geq 1$ a.e. in a neighborhood of $A$. Thus

$$\operatorname{cap}_1(A, B(x, 2r)) \leq \liminf_{j \to \infty} \int_{\mathbb{R}^n} |\nabla (u_j \eta)| \, d\mathcal{L}^n = |D\chi_{B(x,r)\cap F}|([\mathbb{R}^n])$$

(2.22)

$$\leq C \operatorname{Cap}_1(A) + C \varepsilon \quad \text{by (2.21)}.$$

Letting $\varepsilon \to 0$, we get the second result. \qed

It is straightforward to show that

$$\operatorname{cap}_1(B(x, r), B(x, 2r)) = s_{n-1} r^{n-1} \leq \operatorname{Cap}_1(B(x, r)),$$  

(2.22)

where $s_{n-1}$ is the $\mathcal{H}^{n-1}$-measure of the unit sphere in $\mathbb{R}^n$. By [9, Proposition 6.16], we know that for a ball $B(x, r)$ and $A \subset B(x, r)$, and for all $1 \leq p < \infty$, we have

$$\frac{\operatorname{Cap}_p(A)}{C'(1 + r^p)} \leq \operatorname{cap}_p(A, B(x, 2r)) \leq 2^p \left(1 + \frac{1}{r^p}\right) \operatorname{Cap}_p(A),$$  

(2.23)

where $C'$ is a constant depending only on $n, p$. It follows that for $A \subset B(x, 1)$ and $1 \leq p < q < \infty$, we have $\operatorname{Cap}_p(A)^{1/p} \leq C'' \operatorname{Cap}_q(A)^{1/q}$ for another constant $C''$ depending only on $n, p, q$, and so using a covering argument, we can show for any function $w$ that

if $w$ is $q$-quasicontinuous on $\Omega$, then $w$ is $p$-quasicontinuous on $\Omega$.  

(2.24)
**Definition 2.25.** We say that $A \subset \mathbb{R}^n$ is $1$-thin at the point $x \in \mathbb{R}^n$ if
\[
\lim_{r \to 0} \frac{\text{Cap}_1(A \cap B(x,r))}{r^{n-1}} = 0.
\]
We also say that a set $U \subset \mathbb{R}^n$ is $1$-finely open if $\mathbb{R}^n \setminus U$ is $1$-thin at every $x \in U$. Then we define the $1$-fine topology as the collection of $1$-finely open sets on $\mathbb{R}^n$.

We denote the $1$-fine interior of a set $H \subset \mathbb{R}^n$, i.e. the largest $1$-finely open set contained in $H$, by $\text{fine-int} H$. We denote the $1$-fine closure of $H$, i.e. the smallest $1$-finely closed set containing $H$, by $\overline{H}$. The $1$-fine boundary of $H$ is $\partial H := \overline{H} \setminus \text{fine-int} H$. The $1$-base $b_{1}H$ is defined as the set of points where $H$ is not $1$-thin.

For a function $w$, we then get the concepts of $1$-fine continuity and $1$-fine limit at a point $x \in \mathbb{R}^n$. The latter is denoted by $\text{fine-lim}_{y \to x} w(y)$ and defined using punctured neighborhoods.

See [37, Section 4] for discussion on Definition 2.25, and for a proof of the fact that the $1$-fine topology is indeed a topology. In fact, in [37] the criterion
\[
\lim_{r \to 0} \frac{\text{cap}_1(A \cap B(x,r), B(x,2r))}{\text{cap}_1(B(x,r), B(x,2r))} = 0
\]
for $1$-thinness was used, in the context of more general metric measure spaces. By the second inequality of Lemma 2.18, the first inequality of (2.23), and (2.22), this is equivalent with our current definition in the Euclidean setting.

We note that the analogous concepts when $1 < p < \infty$ are well known in the literature. In this case, the definition of $p$-thinness is formulated using a suitable integral, and in fact the $p$-fine topology is known to be the coarsest topology that makes all $p$-superharmonic functions continuous. We will not discuss these concepts here, however see e.g. the monographs [9, 46]. The case $p = 1$ has been studied much less, but now we will record certain results that are known in this case.

By [40, Corollary 6.12] we know that for an arbitrary set $U \subset \mathbb{R}^n$,
\[
U \text{ is } 1\text{-quasiopen} \iff U = V \cup N \text{ where } V \text{ is } 1\text{-finely open and } \mathcal{H}^{n-1}(N) = 0. \tag{2.26}
\]
According to [35, Corollary 3.5], the $1$-fine closure of $A \subset \mathbb{R}^n$ can be characterized as:
\[
\overline{A} = A \cup b_1 A. \tag{2.27}
\]
By [35, Proposition 3.3] we know that
\[
\text{Cap}_1(\overline{A}) = \text{Cap}_1(A) \quad \text{for every } A \subset \mathbb{R}^n. \tag{2.28}
\]

**Lemma 2.29.** Let $u \in BV_{\text{loc}}(\Omega)$. For every $t \in \mathbb{R}$, we have
\[
\text{Cap}_1(\{u^\wedge > t\}) = \text{Cap}_1(\{u^\vee > t\}).
\]

**Proof.** Fix $t \in \mathbb{R}$. Obviously we have $\text{Cap}_1(\{u^\wedge > t\}) \leq \text{Cap}_1(\{u^\vee > t\})$, so we need to consider the opposite inequality. There is a $\mathcal{H}^{n-1}$-negligible set $N \subset \Omega$ such that every
$x \in \Omega \setminus N$ is either a Lebesgue point of $u$, or else (2.5) or (2.6) holds. Consider $x \in \Omega \setminus N$ with $u^\vee(x) > t$. Using (2.5), (2.6), we get
\[
\liminf_{r \to 0} \frac{\mathcal{L}^n(B(x, r) \cap \{u^\vee > t\})}{\mathcal{L}^n(B(x, r))} = \liminf_{r \to 0} \frac{\mathcal{L}^n(B(x, r) \cap \{u > t\})}{\mathcal{L}^n(B(x, r))} \geq \frac{1}{2^2}.
\]
By the first part of Lemma 2.18, we get
\[
\liminf_{r \to 0} \frac{\text{Cap}_1(B(x, r) \cap \{u^\vee > t\})}{r^{n-1}} > 0.
\]
Thus $x \notin \overline{\{u^\vee > t\}}^1$, and so $\{u^\vee > t\} \setminus N \subset \overline{\{u^\vee > t\}}^1$. By (2.28), we now get
\[
\text{Cap}_1(\{u^\vee > t\}) = \text{Cap}_1(\overline{\{u^\vee > t\}}^1) \geq \text{Cap}_1(\{u^\vee > t\} \setminus \{u^\vee > t\}) = \text{Cap}_1(\{u^\vee > t\}),
\]
with the constant depending only on $n$. Hence by (2.14) we know that also $\text{Cap}_1(N) = 0$.

**Lemma 2.30.** Let $A_1 \subset A_2 \subset \ldots$ be subsets of $\mathbb{R}^n$, and denote $A := \bigcup_{j=1}^\infty A_j$. Then
\[
\lim_{j \to \infty} \text{Cap}_1(A_j) = \text{Cap}_1(A).
\]

**Proof.** Clearly $\lim_{j \to \infty} \text{Cap}_1(A_j) \leq \text{Cap}_1(A)$. To prove the other direction, we can assume that $\lim_{j \to \infty} \text{Cap}_1(A_j) < \infty$. For a given $\varepsilon > 0$, we find $u \in \text{BV}(\mathbb{R}^n)$ such that $u \geq 1$ in a neighborhood of $A$ and
\[
\|u\|_{\text{BV}(\mathbb{R}^n)} \leq \lim_{j \to \infty} \text{Cap}_1(A_j) + \varepsilon;
\]
see the proof of Theorem 3.4 in [25]. Now (2.16) gives the result. \hfill \Box

For any $u \in W^{1,1}(B(x, r))$ with $0 < r \leq 1$, we have the following Maz’ya’s inequality from [50, Theorem 10.1.2]:
\[
\int_{B(x, r)} |u| \, d\mathcal{L}^n \leq \frac{C_{\text{maz}}}{\text{Cap}_1(B(x, r) \cap \{u^* = 0\})} \int_{B(x, r)} |\nabla u| \, d\mathcal{L}^n \tag{2.31}
\]
for some constant $C_{\text{maz}}$ depending only on $n$.

For BV functions, we have the following version.

**Lemma 2.32.** For any nonnegative $u \in \text{BV}(B(x, r))$ with $0 < r \leq 1$, we have
\[
\int_{B(x, r)} u \, d\mathcal{L}^n \leq \frac{C_{\text{maz}}}{\text{Cap}_1(B(x, r) \cap \{u^\vee = 0\})} |Du|(B(x, r)). \tag{2.33}
\]

**Proof.** From (2.16), we find a sequence $\{u_j\}_{j=1}^\infty$ of functions in $W^{1,1}(B(x, r))$ such that
\[
u_j \to u \quad \text{in } L^1(B(x, r)) \quad \text{and} \quad |Du_j|(B(x, r)) \to |Du|(B(x, r)).
\]
By [39, Theorem 3.2], after passing to a subsequence (not relabeled), we also have that
\[
\limsup_{j \to \infty} u_j^*(y) \leq u^*(y) \quad \text{for every } y \in B(x, r) \setminus N, \quad \text{where } \mathcal{H}^{n-1}(N) = 0.
\]
We can also include in $N$ all points that are not Lebesgue points of some $u_j$; recall the comment after (2.10). Fix $\varepsilon > 0$. Denote
\[
A_j := \{y \in B(x, r) : u_j^*(y) \leq \varepsilon \text{ for all } k \geq j\}, \quad j \in \mathbb{N}.
\]
Then by Lemma 2.30, we have
\[
\liminf_{j \to \infty} \text{Cap}_1(B(x, r) \cap \{u_j^* \leq \varepsilon\}) \geq \liminf_{j \to \infty} \text{Cap}_1(A_j)
\geq \text{Cap}_1(B(x, r) \cap \{u^\vee = 0\} \setminus N)
= \text{Cap}_1(B(x, r) \cap \{u^\vee = 0\}),
\]
using also (2.14). We denote the positive and negative parts of a function by \(v_+ := \max\{v, 0\}\) and \(v_- := -\min\{v, 0\}\). Now we have
\[
\int_{B(x, r)} u \, d\mathcal{L}^n - \varepsilon = \limsup_{j \to \infty} \int_{B(x, r)} (u_j - \varepsilon)_+ \, d\mathcal{L}^n
\leq \limsup_{j \to \infty} \frac{C_{\text{max}}}{\text{Cap}_1(B(x, r) \cap \{u_j^* \leq \varepsilon\})} \int_{B(x, r)} |\nabla u_j| \, d\mathcal{L}^n
\leq \frac{C_{\text{max}}}{\text{Cap}_1(B(x, r) \cap \{u^\vee = 0\})} |Du|(B(x, r)).
\]
Letting \(\varepsilon \to 0\), we get the claim. \(\Box\)

It will be convenient to consider the following class of measures that are, in a suitable sense, absolutely continuous with respect to \(\text{Cap}_1\).

**Definition 2.35.** Given a constant \(C_* \geq 1\), we denote by \(\mathcal{M}(\Omega, C_*)\) the class of those positive Radon measures \(\nu\) on \(\Omega\) for which the following holds:

For every open \(W \subset \Omega\) and every \(\delta > 0\), there exists \(R = R(\nu, W, \delta) > 0\) such that if \(0 < r \leq R\) and \(A \subset \mathbb{R}^n\) is a Borel set with
\[
\frac{\text{Cap}_1(B(x, r) \cap A)}{r^{n-1}} < \delta
\]
for all \(x \in W\), then \(\nu(A \cap W) \leq C_* \delta \nu(W)\).

**Remark 2.36.** As noted previously, the theory of 1-finely open sets that we rely on has been developed in more general metric measure spaces. Throughout the paper, though we work exclusively in the Euclidean setting, we are interested in the possibility of eventually generalizing many of our results to metric measure spaces, and in the possibility of the Euclidean and the metric space theories providing insight into each other. Note that Theorems 1.3 and 1.4 characterize BV and Sobolev functions without any reference to the linear structure of Euclidean space, and so they could be formulated in metric measure spaces, or even taken as a definition of BV or Sobolev functions in such spaces.

Of course, the definition of the 1-capacity needed in the definition of the generalized Lip-

schitz number already relies on Sobolev functions, which is problematic from the viewpoint of characterizing or potentially even defining Sobolev functions using Theorem 1.4. However, the 1-capacity is a very geometric quantity, and could be replaced by the Hausdorff content \(\mathcal{H}_1^\infty\). See e.g. [32, Theorem 3.5] for this type of result.
3. Proof of Theorems 1.3 and 1.4

In this section we prove Theorems 1.3 and 1.4.

3.1. “Only if” direction. In this subsection we prove the “only if” direction of Theorems 1.3 and 1.4, in a slightly stronger form.

First we record the following “Borel regularity”.

**Lemma 3.1.** Let $D \subset \mathbb{R}^n$. Then there exists a Borel set $D^* \supset D$ such that

$$\mathcal{L}^n(D \cap B(x, r)) = \mathcal{L}^n(D^* \cap B(x, r))$$

and

$$\text{Cap}_1(D \cap B(x, r)) = \text{Cap}_1(D^* \cap B(x, r))$$

for all balls $B(x, r) \subset \mathbb{R}^n$.

**Proof.** See the proof of [40, Lemma 4.3]. □

Then we consider a few basic lemmas concerning rectifiable sets. In these lemmas (until and including Lemma 3.4), we assume $n \geq 2$. Recall from (2.12) that $\pi_n$ denotes the orthogonal projection onto $\mathbb{R}^{n-1}$.

**Lemma 3.2.** Let $S \subset \mathbb{R}^n$. Then we have

$$2\mathcal{H}^{n-1}(\pi_n(S)) \leq \text{Cap}_1(S).$$

**Proof.** We can assume that the right-hand side is finite. Consider $u \in W^{1,1}(\mathbb{R}^n)$ with $u \geq 1$ in a neighborhood of $S$. For $z \in \mathbb{R}^{n-1}$, denote by $l_z$ the line in the $n$:th coordinate direction intersecting $(z,0)$. By the known behavior of Sobolev functions on lines, see e.g. [16, Theorem 4.21], for $\mathcal{L}^{n-1}$-a.e. $z \in \mathbb{R}^{n-1}$ we have

$$\int_{l_z} \left| \frac{\partial u^*}{\partial x_n} \right| ds \geq 2\chi_{\pi_n}(z).$$

Integrating over $\mathbb{R}^{n-1}$, we get

$$\int_{\mathbb{R}^n} |\nabla u| d\mathcal{L}^n \geq 2\mathcal{H}^{n-1}(\pi_n(S)).$$

Thus $\|u\|_{W^{1,1}(\mathbb{R}^n)} \geq 2\mathcal{H}^{n-1}(\pi_n(S))$, and by taking the infimum over all such $u$, we get the result. □

**Lemma 3.3.** Let $D \subset \mathbb{R}^{n-1}$, let $h: D \to \mathbb{R}$ be 1-Lipschitz, and let $S \subset \mathbb{R}^n$ be the graph of $h$, that is, $S = \{x = (x',t) \in D \times \mathbb{R}: t = h(x')\}$. Then

$$\mathcal{H}^{n-1}(S) \leq (2\sqrt{2})^{n-1} \text{Cap}_1(S).$$

**Proof.** By Lemma 3.2, we have $2\mathcal{H}^{n-1}(D) \leq \text{Cap}_1(S)$. On the other hand, since $h$ is 1-Lipschitz, it is easy to check from the definition of Hausdorff measures that $\mathcal{H}^{n-1}(S) \leq (2\sqrt{2})^{n-1}\mathcal{H}^{n-1}(D)$, and so we get the result. □
We say that a set $N \subset \mathbb{R}^n$ is purely $\mathcal{H}^{n-1}$-unrectifiable if $\mathcal{H}^{n-1}(N \cap S) = 0$ for every countably $\mathcal{H}^{n-1}$-rectifiable set $S \subset \mathbb{R}^n$.

**Lemma 3.4.** Suppose $N \subset \mathbb{R}^n$ is a Borel set such that
\[
\liminf_{r \to 0} \frac{\text{Cap}_1(N \cap B(x,r))}{r^{n-1}} < \frac{\omega_{n-1}}{(2\sqrt{2})^{n-1}}.
\]
for every $x \in N$. Then $N$ is purely unrectifiable.

**Proof.** Consider a countably $\mathcal{H}^{n-1}$-rectifiable set $S \subset \mathbb{R}^n$. We can assume that $S$ is a 1-Lipschitz $n-1$-graph
\[ S = \{ x = (x', t) \in D \times \mathbb{R} : t = h(x') \}, \]
where $D \subset \mathbb{R}^{n-1}$. By Lemma 3.3, we get
\[
\liminf_{r \to 0} \frac{\mathcal{H}^{n-1}(N \cap S \cap B(x,r))}{r^{n-1}} \leq (2\sqrt{2})^{n-1} \liminf_{r \to 0} \frac{\text{Cap}_1(N \cap S \cap B(x,r))}{r^{n-1}} < \omega_{n-1}
\]
for every $x \in N \cap S$. On the other hand, $N \cap S$ is also countably $\mathcal{H}^{n-1}$-rectifiable, and so by [4, Theorem 2.83] we know that
\[
\lim_{r \to 0} \frac{\mathcal{H}^{n-1}(N \cap S \cap B(x,r))}{\omega_{n-1}r^{n-1}} = 1
\]
for $\mathcal{H}^{n-1}$-a.e. $x \in N \cap S$. Thus necessarily $\mathcal{H}^{n-1}(N \cap S) = 0$. \qed

Recall that we always assume $\Omega \subset \mathbb{R}^n$ to be an open set. Recall also the definition of the class of Radon measures $\mathcal{M}(\Omega, C_*)$ from Definition 2.35. In the following two lemmas we show that this class is quite broad.

**Lemma 3.5.** Let $S \subset \Omega$ be a countably $\mathcal{H}^{n-1}$-rectifiable set with $\mathcal{H}^{n-1}(S) < \infty$, and let $u \in \text{BV}(\Omega)$. Then $\mathcal{H}^{n-1}[S]$, $|Du|$, and $\mathcal{L}^n$ all belong to
\[ \mathcal{M} \left( \Omega, \frac{80^n C_I}{\min \{\omega_{n-1}, \omega_n\}} \right) \subset \mathcal{M}(\Omega, 2^{-5n-1}c(n)^{-1}). \]

The inclusion above follows simply from the definition of the number $c(n)$ in (1.2).

**Proof.** In the case $n = 1$, we have $\text{Cap}_1(\{y\}) = 2$ for every $y \in \mathbb{R}$, and so it is obvious that every positive Radon measure belongs to $\mathcal{M}(\Omega, 1)$. Thus we can assume $n \geq 2$.

**Part 1:** $\mathcal{H}^{n-1}[S]$.

First we consider the countably $\mathcal{H}^{n-1}$-rectifiable set $S \subset \Omega$, with $\mathcal{H}^{n-1}(S) < \infty$. Fix $\delta > 0$ and an open set $W \subset \Omega$. We have that $S \cap W = \bigcup_{j=1}^{\infty} S_j \cup N$, where the $S_j$'s are disjoint $\mathcal{H}^{n-1}$-measurable 1-Lipschitz $n-1$-graphs and $\mathcal{H}^{n-1}(N) = 0$. Fix $j \in \mathbb{N}$. We can assume that
\[ S_j = \{ x = (x', t) \in D_j \times \mathbb{R} : t = h(x') \}, \]
where $D_j \subset \mathbb{R}^{n-1}$. 
By e.g. \[4, \text{Theorem 2.83}\], we have
\[
\lim_{r \to 0} \frac{\mathcal{H}^{n-1}(B(x, r) \cap S_j)}{\omega_{n-1} r^{n-1}} = 1
\]
for \(\mathcal{H}^{n-1}\)-a.e. \(x \in S_j\). For such \(x\), we find arbitrarily small \(r > 0\) such that
\[
\frac{\mathcal{H}^{n-1}(B(x, r) \cap S_j)}{\omega_{n-1} r^{n-1}} \geq \frac{1}{2} \quad \text{and} \quad \mathcal{H}^{n-1}(\partial B(x, r) \cap S_j) = 0.
\]
By the Vitali covering theorem, see e.g. \[4, \text{Theorem 2.19}\], we find an at most countable collection of pairwise disjoint balls \(B(x_l, r_l)\) with
\[
\frac{\mathcal{H}^{n-1}(B(x_l, r_l) \cap S_j)}{\omega_{n-1} r_l^{n-1}} \geq \frac{1}{2} \quad \text{and} \quad \mathcal{H}^{n-1}(\partial B(x_l, r_l) \cap S_j) = 0,
\]
covering \(\mathcal{H}^{n-1}\)-all of \(S_j\). Then the open balls \(B(x_l, r_l)\) also cover \(\mathcal{H}^{n-1}\)-all of \(S_j\).

Thus we can in fact further assume that \(D_j \subseteq B(z_j, s_j)\) for some \(z_j \in \mathbb{R}^{n-1}\) and \(s_j > 0\), with
\[
\frac{\mathcal{H}^{n-1}(S_j)}{\omega_{n-1} s_j^{n-1}} \geq \frac{1}{2}. \tag{3.6}
\]
Then consider \(0 < r \leq s_j\), and a Borel set \(A \subseteq \mathbb{R}^n\) such that
\[
\frac{\operatorname{Cap}_1(B(x, r) \cap A)}{r^{n-1}} < \delta \quad \text{for all} \ x \in W. \tag{3.7}
\]
By Lemma 3.3, we have
\[
\mathcal{H}^{n-1}(B(x, r) \cap S_j \cap A) \leq (2\sqrt{2})^{n-1} \operatorname{Cap}_1(B(x, r) \cap A \cap S_j). \tag{3.8}
\]
Consider the covering \(\{B(x, r/5)\}_{x \in S_j \cap A}\). By the 5-covering theorem (see e.g. \[16, \text{Theorem 1.24}\]), we can pick an at most countable collection of pairwise disjoint balls \(B(x_k, r/5)\) such that the balls \(B(x_k, r)\) cover \(S_j \cap A\). Recall from (2.12) that \(\pi_n\) denotes the orthogonal projection onto \(\mathbb{R}^{n-1}\). Since \(h\) is 1-Lipschitz, the \(n - 1\)-dimensional balls
\[
B_{n-1}(\pi_n(x_k), r/(5\sqrt{2})) \quad \text{are disjoint and contained in the ball} \ B_{n-1}(z_j, 2s_j). \tag{3.9}
\]
Thus
\[
\mathcal{H}^{n-1}(S_j \cap A) \leq \sum_k \mathcal{H}^{n-1}(S_j \cap A \cap B(x_k, r))
\leq (2\sqrt{2})^{n-1} \sum_k \operatorname{Cap}_1(S_j \cap A \cap B(x_k, r)) \quad \text{by (3.8)}
\leq (2\sqrt{2})^{n-1} \delta \sum_k r^{n-1} \quad \text{by (3.7)} \tag{3.10}
\leq 20^{n-1} \delta \sum_k (r/(5\sqrt{2}))^{n-1}
\leq 20^{n-1} \delta (2s_j)^{n-1} \quad \text{by (3.9)}
\leq 40^n \omega_{n-1} \delta \mathcal{H}^{n-1}(S_j) \quad \text{by (3.6)}.
Now we return to the entire set $S$. We can assume that $\mathcal{H}^{n-1}(S \cap W) > 0$; choose $N \in \mathbb{N}$ such that
\[ \sum_{j=N+1}^{\infty} \mathcal{H}^{n-1}(S_j) < 40^n \omega_{n-1}^{-1} \delta \mathcal{H}^{n-1}(S \cap W). \]
Now for $0 < r \leq \min\{s_1, \ldots, s_N\}$ and a Borel set $A \subset \mathbb{R}^n$ such that
\[ \frac{\text{Cap}_1(B(x,r) \cap A)}{r^{n-1}} < \delta \quad \text{for all } x \in W, \]
we have
\[ \mathcal{H}^{n-1}(S \cap A) \leq \sum_{j=1}^{\infty} \mathcal{H}^{n-1}(S_j \cap A) \]
\[ \leq 40^n \omega_{n-1}^{-1} \delta \sum_{j=1}^{N} \mathcal{H}^{n-1}(S_j) + \sum_{j=N+1}^{\infty} \mathcal{H}^{n-1}(S_j) \quad \text{by (3.10)} \]
\[ \leq 2 \times 40^n \omega_{n-1}^{-1} \delta \mathcal{H}^{n-1}(S \cap W). \]

We conclude that $\mathcal{H}^{n-1}(S \in M(\Omega, 2 \times 40^n \omega_{n-1}^{-1}))$, proving the claim.

**Part 2: $|Du|$**

Fix $\delta > 0$ and an open set $W \subset \Omega$. For each $r > 0$, consider a Borel set $A_r \subset \mathbb{R}^n$ such that
\[ \frac{\text{Cap}_1(B(x,r) \cap A_r)}{r^{n-1}} < \delta \quad \text{for all } x \in W. \]
Assume by contradiction that there is a choice of these Borel set $A_r$ and a sequence $r_j \to 0$ such that
\[ |Du|(A_{r_j} \cap W) > \frac{80^n C_I}{\min\{\omega_{n-1}, \omega_n\}} \delta |Du|(W). \quad (3.11) \]

By [4, Theorem 3.59, Theorem 3.61] we know that for any set $E \subset \mathbb{R}^n$ with $\text{Var}(\chi_E, \Omega) < \infty$, we have $|D\chi_E| = \mathcal{H}^{n-1}\big|_{\partial^* E \cap \Omega}$ in $\Omega$, and that $\partial^* E \cap \Omega$ is an $\mathcal{H}^{n-1}$-rectifiable set with finite $\mathcal{H}^{n-1}$-measure; see the definition of the measure-theoretic boundary below (3.49). Thus by the coarea formula (2.3), we get
\[ |Du|(A_{r_j} \cap W) = \int_{-\infty}^{\infty} \mathcal{H}^{n-1}(\partial^* \{u > t\} \cap A_{r_j} \cap W) \, dt. \]

By Part 1, we know that for a.e. $t \in \mathbb{R}$,
\[ \limsup_{j \to \infty} \mathcal{H}^{n-1}(\partial^* \{u > t\} \cap A_{r_j} \cap W) \leq 2 \times 40^n \omega_{n-1}^{-1} \delta \mathcal{H}^{n-1}(\partial^* \{u > t\} \cap W). \quad (3.12) \]
It follows that
\[
\limsup_{j \to \infty} |Du|(A_{r_j} \cap W) = \limsup_{j \to \infty} \int_{-\infty}^{\infty} \mathcal{H}^{n-1}(\partial^* \{u > t\} \cap A_{r_j} \cap W) \, dt \\
\leq 2 \times 40^n \omega_{n-1}^{-1} \delta \int_{-\infty}^{\infty} \mathcal{H}^{n-1}(\partial^* \{u > t\} \cap W) \, dt \quad \text{by (3.12)} \\
= 2 \times 40^n \omega_{n-1}^{-1} \delta |Du|(W).
\]

This contradicts (3.11), and so in fact we have \( \mathcal{H}^{n-1}(S \in \mathcal{M}(\Omega, \frac{80^n C_I}{\min(\omega_{n-1}, \omega_n)}) \).

**Part 3: \( L^n \).**

Fix \( \delta > 0 \) and an open set \( W \subset \Omega \). We can assume that \( L^n(W) < \infty \). Define
\[
W_R := \{ x \in W : \text{dist}(x, \mathbb{R}^n \setminus W) > R \}.
\]

For sufficiently small \( R > 0 \), we have \( L^n(W \setminus W_R) \leq \frac{2C_I}{\omega_n} \delta L^n(W) \). Consider \( 0 < r \leq R \) and a Borel set \( A \subset \mathbb{R}^n \) such that
\[
\frac{\text{Cap}_1(A \cap B(x, r))}{r^{n-1}} < \delta \quad \text{for all } x \in W.
\]

By Lemma 2.18, we also have
\[
\frac{L^n(A \cap B(x, r))}{L^n(B(x, r))} \leq \frac{2C_I}{\omega_n} \delta \quad \text{for all } x \in W.
\]

Consider the covering \( \{ B(x, r/5) \}_{x \in W_R} \). By the 5-covering theorem (see e.g. [16, Theorem 1.24]), we can pick an at most countable collection of pairwise disjoint balls \( B(x_k, r/5) \) such that the balls \( B(x_k, r) \) cover \( W_R \). Thus
\[
L^n(A \cap W_R) \leq \sum_k L^n(A \cap B(x_k, r)) \\
\leq \frac{2C_I}{\omega_n} \delta \sum_k L^n(B(x_k, r)) \\
\leq 5^n \frac{2C_I}{\omega_n} \delta \sum_k L^n(B(x_k, r/5)) \\
\leq 5^n \frac{2C_I}{\omega_n} \delta L^n(W).
\]

In total, we get
\[
L^n(A \cap W) \leq L^n(A \cap W_R) + L^n(W \setminus W_R) \leq 5^n \frac{4C_I}{\omega_n} \delta L^n(W).
\]

**Lemma 3.13.** Let \( C_* \geq 1 \) and suppose \( \nu \in \mathcal{M}(\Omega, C_*) \), and that \( h \in L^1(\Omega, \nu) \) is nonnegative. Then \( h \, d\nu \in \mathcal{M}(\Omega, 2C_*) \).
Proof. Fix $\delta > 0$ and an open set $W \subset \Omega$. We can assume that $\int_W h \, d\nu > 0$. Choose a simple nonnegative function

$$a = \sum_{k=1}^N \chi_{U_k}$$

such that $\|a - h\|_{L^1(W, \nu)} < (\delta/2) \int_W h \, d\nu$. By the Borel regularity of $\nu$, we can assume that the sets $U_k \subset W$ are open. Choose $R = \min_{k=1, \ldots, N} R(\nu, U_k, \delta)$, and consider $0 < r \leq R$ and a Borel set $A \subset \mathbb{R}^n$ such that

$$\frac{\text{Cap}_1(B(x, r) \cap A)}{r^{n-1}} < \delta \quad \text{for all } x \in W.$$

We get

$$\int_{A \cap W} h \, d\nu - (\delta/2) \int_W h \, d\nu \leq \int_{A \cap W} a \, d\nu = \sum_{k=1}^N \int_{A \cap W} \chi_{U_k} \, d\nu$$

$$= \sum_{k=1}^N \nu(A \cap U_k)$$

$$\leq C\delta \sum_{k=1}^N \nu(U_k)$$

$$= C\delta \int_W a \, d\nu$$

$$\leq C\delta \int_W h \, d\nu + (\delta/2) \int_W h \, d\nu.$$

Thus

$$\int_{A \cap W} h \, d\nu \leq 2C\delta \int_W h \, d\nu.$$

□

The Hardy–Littlewood maximal function of a function $u \in L^1_{\text{loc}}(\mathbb{R}^n)$ is defined by

$$M_u(x) := \sup_{r>0} \int_{B(x, r)} |u| \, d\mathcal{L}^n, \quad x \in \mathbb{R}^n. \quad (3.14)$$

We also define a restricted version $M_{Ru}(x)$, with $R > 0$, by requiring $0 < r \leq R$ in the supremum.

The following weak-type estimate is standard, see e.g. [16, Theorem 4.18]; in this reference a slightly different definition for capacity is used, but a small modification of the proof gives the following result.

Lemma 3.15. Let $u \in \text{BV}(\mathbb{R}^n)$. Then for some constant $C$ depending only on $n$, we have

$$\text{Cap}_1(\{M_u > t\}) \leq C \frac{\|u\|_{\text{BV}(\mathbb{R}^n)}}{t} \quad \text{for all } t > 0.$$

Now we prove the main result of this subsection.
Proposition 3.16. Suppose $u \in BV_{\text{loc}}(\Omega)$, and let $x \in \Omega$ and $0 < \delta < s_{n-1}$. Then we have
\[ \text{Lip}_{u}^{Du|\delta}(x) \leq C\delta^{-1} \]
for a constant $C$ depending only on $n$.

In the definition of the generalized Lipschitz number (1.1), we consider the quantity
\[ \frac{\text{osc}_{B(x,r)} w}{r} \frac{\mathcal{L}^n(B(x,r))}{\nu(B(x,r))} \]
to be zero if $\text{osc}_{B(x,r)} w = 0$, and $\infty$ if only $\nu(B(x,r))$ is zero.

Proof. Consider $0 < r \leq 1$ sufficiently small such that $\overline{B}(x,r) \subset \Omega$. Let $M \in \mathbb{R}$ be the median of $u$ in $B(x,r)$, that is,
\[ \frac{\mathcal{L}^n(B(x,r) \cap \{u \geq M\})}{\mathcal{L}^n(B(x,r))} \geq \frac{1}{2} \quad \text{and} \quad \frac{\mathcal{L}^n(B(x,r) \cap \{u \leq M\})}{\mathcal{L}^n(B(x,r))} \geq \frac{1}{2}. \]
There is a $\mathcal{H}^{n-1}$-negligible and thus by (2.14) also $\text{Cap}_1$-negligible set $N \subset \Omega$ such that every $y \in \Omega \setminus N$ is either a Lebesgue point of $u$, or else (2.5) or (2.6) holds. It is easy to see that for all $y \in \Omega \setminus N$, we have
\[ u^\wedge(y) \leq u^*(y) \leq u^\vee(y) \quad \text{and} \quad ((u - M)^+)^*(y) \geq \frac{1}{2}((u - M)^+)^\vee(y). \quad (3.17) \]
Let $v \in BV(\mathbb{R}^n)$ be an extension of $(u - M)^+$ from $B(x,r)$ to the whole space (see e.g. [4, Proposition 3.21]). We clearly have $Mv \geq v^*$ everywhere, and then by (3.17) in fact
\[ Mv \geq v^* = ((u - M)^+)^* \geq \frac{1}{2}((u - M)^+)^\vee = \frac{1}{2}(u^\vee - M)^+ \quad \text{in } B(x,r) \setminus N. \]
By Lemma 3.15, we now see that
\[ \lim_{t \to \infty} \text{Cap}_1(\{(u^\vee - M)^+ \geq t\} \cap B(x,r)) = 0. \]
Thus we can choose $t_+ \in [0, \infty)$ such that
\[ \text{Cap}_1(\{(u^\vee - M)^+ \geq t\} \cap B(x,r)) \leq \frac{\delta}{2} r^{n-1} \quad \text{for all } t > t_+, \]
and (recall (2.22))
\[ \text{Cap}_1(\{(u^\vee - M)^+ \geq t\} \cap B(x,r)) \geq \frac{\delta}{2} r^{n-1} \quad \text{for all } t < t_+. \]
By Lemma 2.30, we also have
\[ \text{Cap}_1(\{(u^\vee - M)^+ > t_+\} \cap B(x,r)) \leq \frac{\delta}{2} r^{n-1}, \quad (3.18) \]
and by Lemma 2.29, we also have
\[ \text{Cap}_1(\{(u^\wedge - M)^+ > t\} \cap B(x,r)) \geq \frac{\delta}{2} r^{n-1} \quad \text{for all } t < t_+. \quad (3.19) \]
By the fact that $M$ is the median, for any $t \geq 0$ we have
\[
\int_{B(x,r)} (t - \min\{(u - M)_+, t\}) d\mathcal{L}^n \geq t - \int_{B(x,r)} \min\{(u - M)_+, t\} d\mathcal{L}^n \geq \frac{t}{2}.
\] (3.20)

Note that for every $t \in \mathbb{R}$,
\[
(t - \min\{(u - M)_+, t\})^{\ast} = t - \min\{(u^{\ast} - M)_+, t\}. \tag{3.21}
\]

By (3.20), we get
\[
\frac{t_+}{2} \leq \int_{B(x,r)} (t_+ - \min\{(u - M)_+, t_+\}) d\mathcal{L}^n
\]
\[
= \lim_{t \searrow t_+} \int_{B(x,r)} (t - \min\{(u - M)_+, t\}) d\mathcal{L}^n
\]
\[
\leq \limsup_{t \searrow t_+} \frac{C_{\text{max}}}{C_{\text{Cap}}(\{(u^{\ast} - M)_+ \geq t\} \cap B(x, r))} |D(u - M)_+|(B(x, r)) \quad \text{by (2.33), (3.21)}
\]
\[
\leq \frac{2C_{\text{max}}}{\delta^{n-1}} |D(u - M)_+|(B(x, r)) \quad \text{by (3.19)}.
\]

Denote $V_+ := B(x, r) \setminus \{(u^{\ast} - M)_+ > t_+\} \cup N$. Now
\[
(u^{\ast} - M)_+ \leq t_+ \quad \text{in } V_+ \quad \text{and} \quad |D(u - M)_+|(B(x, r)) \geq \frac{\delta}{4C_{\text{max}}} t_+ r^{n-1},
\]
and by (3.18), also
\[
\text{Cap}_1(B(x, r) \setminus V_+) \leq \frac{\delta}{2} r^{n-1}.
\]

We can perform the analogous reasoning with $(u^{\ast} - M)_-$. Thus we find a number $t_- \in [0, \infty)$ such that the set $V_- := B(x, r) \setminus \{(u^{\ast} - M)_- > t_-\} \cup N$ satisfies
\[
(u^{\ast} - M)_- \leq t_- \quad \text{in } V_- \quad \text{and} \quad |D(u - M)_-|(B(x, r)) \geq \frac{\delta}{4C_{\text{max}}} t_- r^{n-1},
\]
and
\[
\text{Cap}_1(B(x, r) \setminus V_-) \leq \frac{\delta}{2} r^{n-1}.
\]

Define $U_r := V_+ \cap V_-$. Then by (3.17),
\[
(u^{\ast} - M)_+ = (u^{\ast} - M)_+ \leq t_+ \quad \text{and} \quad (u^{\ast} - M)_- \leq (u^{\ast} - M)_- \leq t_- \quad \text{in } U_r,
\]
and so
\[
\text{osc}_{U_r} u^{\ast} \leq t_+ + t_-.
\]

Using the coarea formula (2.3), we see that
\[
|Du|(B(x, r)) = |D(u - M)_+|(B(x, r)) + |D(u - M)_-|(B(x, r)) \geq \frac{\delta}{4C_{\text{max}}} (t_+ + t_-) r^{n-1},
\]
and we also have
\[
\text{Cap}_1(B(x, r) \setminus U_r) \leq \text{Cap}_1(B(x, r) \setminus V_+) + \text{Cap}_1(B(x, r) \setminus V_-) \leq \delta r^{n-1}.
\]
If \(t_+ + t_- > 0\), then we obtain
\[
\frac{\text{osc}_{U_r} u^* \mathcal{L}^n(B(x, r))}{r} \leq \frac{t_+ + t_-}{4C_{\text{max}} \omega_n} \frac{4C_{\text{max}} \omega_n}{\delta} r(t_+ + t_-)^{-1} = C \delta^{-1}
\]
with \(C = 4C_{\text{max}} \omega_n\). If \(t_+ + t_- = 0\), then \(\text{osc}_{U_r} u^* = 0\) and recall that we interpret the left-hand side of (3.22) to be zero. Since we can do this for all sufficiently small \(r > 0\), we get
\[
\text{Lip}_{u^*}^{\mathcal{L}^n}(x) \leq C \delta^{-1}.
\]
\(\square\)

**Proof of (1) \(\Rightarrow\) (2) in Theorem 1.3.** By assumption \(u \in \text{BV}(\Omega)\), and now by Proposition 3.16 with the choice \(\delta = c(n) < s_{n-1}\), for every \(x \in \Omega\) we have
\[
\text{Lip}_{u^*}^{\mathcal{L}^n,c(n)}(x) \leq Cc(n)^{-1}.
\]
Then clearly
\[
\text{Lip}_{u^*}^{\mathcal{L}^n,c(n)}(x) \leq 1
\]
with the choice \(\nu = Cc(n)^{-1}|Du|\), which belongs to \(\mathcal{M}(\Omega, 2^{-5n}c(n)^{-1})\) by Lemma 3.5. \(\square\)

**Proof of (1) \(\Rightarrow\) (2) in Theorem 1.4.** By assumption \(u \in W^{1,p}(\Omega)\), and now by Proposition 3.16 with the choice \(\delta = c(n) < s_{n-1}\), for every \(x \in \Omega\) we have
\[
\text{Lip}_{u^*}^{\mathcal{L}^n,c(n)}(x) \leq Cc(n)^{-1}.
\]
Then clearly
\[
\text{Lip}_{u^*}^{\mathcal{L}^n,c(n)}(x) \leq 1
\]
with the choice \(a = Cc(n)^{-1}|\nabla u| \in L^p(\Omega)\). \(\square\)

### 3.2. “If” direction.

In this subsection we prove the “if” direction of Theorems 1.3 and 1.4, again in a slightly stronger form.

The following lemma will be used to analyze \(u^*\) on lines. Note that if \(|w(x)| = \infty\) for some \(x \in W \subset \mathbb{R}\), we interpret \(\text{osc}_W w = \infty\).

**Lemma 3.23.** Let \(w: [a, b] \to [-\infty, \infty]\) for some finite interval \([a, b] \subset \mathbb{R}\). Suppose there is an at most countable set \(E \subset [a, b]\) such that \(w\) is finite and continuous at every point \(x \in E\). Suppose also that there is a sequence of at most countable unions of sets \(W_j = \bigcup_k U_{j,k}\), \(j \in \mathbb{N}\), where each \(U_{j,k} \subset \mathbb{R}\) is open and bounded, and such that \(\chi_{W_j}(x) \to 1\) as \(j \to \infty\) for all \(x \in [a, b] \setminus E\). Then
\[
|w(a) - w(b)| \leq \lim_{j \to \infty} \inf \sum_k \text{osc}_{U_{j,k}} w.
\]

By a slight abuse of notation, we write \(\text{osc}_{U_{j,k}} w\) for \(\text{osc}_{U_{j,k} \cap [a,b]} w\).
Proof. First assume that \( w \) is bounded. Then, without loss of generality, we can also assume that \( w(a) < w(b) \). Define
\[
h(x) := \sup_{a \leq t \leq x} w(t), \quad a \leq x \leq b,
\]
and let \( h(x) := h(a) \) for \( x \leq a \) and \( h(x) := h(b) \) for \( x \geq b \). Now \( h \) is an increasing function, and so \( h \in \text{BV}_{\text{loc}}(\mathbb{R}) \). Consider a bounded open set \( U \subset \mathbb{R} \). We can represent \( U \) as a disjoint union of open intervals \( U = \bigcup_{l=1}^{\infty} U_l \) with \( U_l = (a_l, b_l) \). Since \( h \) is increasing, in each interval we can consider the one-sided limits \( h(a_l^+) \) and \( h(b_l^-) \). Moreover, in each interval \( U_l \), define the truncation
\[
w_l := \min\{h(b_l^-), \max\{h(a_l^+), w\}\}.
\]
Since the intervals \( (h(a_l^+), h(b_l^-)) \) are disjoint, we have
\[
\sum_{l=1}^{\infty} \text{osc} w_l \leq \text{osc}_U w.
\]
Since \( h \) is increasing, for every interval \( U_l \) we clearly have
\[
|Dh|(U_l) = h(b_l^-) - h(a_l^+).
\]
On the other hand, we also have (in fact equality holds)
\[
\text{osc} w_l \geq h(b_l^-) - h(a_l^+),
\]
because \( \inf_{U_l} w \leq h(a_l^+) \), and either \( h(b_l^-) = h(a_l^+) \) or \( h(b_l^-) = \sup\{w(y) : y \in U_l\} \).
Then since \( |Dh| \) is a Radon measure,
\[
|Dh|(U) = \sum_{l=1}^{\infty} |Dh|(U_l) \leq \sum_{l=1}^{\infty} \text{osc} w_l \leq \text{osc}_U w. \tag{3.24}
\]
Fix \( \varepsilon > 0 \). We have \( E = \{x_j\}_{j=1}^{\infty} \) with \( x_j \in (a, b) \), and by the continuity, for every \( j \in \mathbb{N} \) we can choose \( r_j > 0 \) such that
\[
|Dh|(B(x_j, r_j)) = \text{osc}_{B(x_j, r_j)} h < 2^{-j} \varepsilon.
\]
Thus
\[
|Dh|(E) < \varepsilon. \tag{3.25}
\]
Noting that \( w(a) = h(a) \), and then using basic properties of the Radon measure \(|Dh|\), we estimate

\[
|w(b) - w(a)| \leq h(b) - h(a) \\
= |Dh([a, b])| \\
= \left[ |Dh([a, b] \setminus E) + |Dh(E)| \right] \\
\leq \liminf_{j \to \infty} \left[ \sum_{k} |Dh(U_{j,k} \cap [a, b]) + |Dh(E)| \right] \\
\leq \liminf_{j \to \infty} \sum_{k} \text{osc } w_{M} \leq \liminf_{j \to \infty} \sum_{k} \text{osc } w \\
\text{by (3.24), (3.25).}
\]

Since \( \varepsilon > 0 \) was arbitrary, we get the result.

In the general case, note that if \( |w(a)| = \infty \), then necessarily \( a \notin E \) and then the sum on the right-hand side will be \( \infty \) for all \( j \in \mathbb{N} \) sufficiently large that \( a \in W_{j} \). The same applies to the point \( b \). If \( w(a) \) and \( w(b) \) are both finite, then we consider the truncations \( w_{M} := \min \{ M, \max \{ -M, w \} \} \). For sufficiently large \( M \), we have

\[
|w(a) - w(b)| = |w_{M}(a) - w_{M}(b)| \leq \liminf_{j \to \infty} \sum_{k} \text{osc } w_{M} \leq \liminf_{j \to \infty} \sum_{k} \text{osc } w.
\]

**Lemma 3.26.** Let \( U \subset \mathbb{R}^{n} \) be a 1-finely open set. Then for almost every line \( L \) in the direction of a coordinate axis, the set \( L \cap U \) is a relatively open subset of \( L \).

**Proof.** In the case \( n = 1 \), we have \( \text{Cap}_{1}(\{ y \}) = 2 \) for every \( y \in \mathbb{R} \), and so 1-finely open sets and open sets coincide. Thus the result is clear, and we can assume \( n \geq 2 \).

By (2.26), \( U \) is also 1-quasifinely open. Thus, given \( \varepsilon > 0 \) we find an open set \( G \subset \mathbb{R}^{n} \) such that \( \text{Cap}_{1}(G) < \varepsilon \) and \( U \cup G \) is open. It is enough to consider lines \( L \) in the \( n \)th coordinate direction. By Lemma 3.2, we have that the orthogonal projection \( \pi_{n}(G) \) to \( \mathbb{R}^{n-1} \) has \( \mathcal{H}^{n-1} \)-measure less than \( \varepsilon \). For a line \( L \) passing through \( (z, 0) \) for any \( z \in \mathbb{R}^{n-1} \setminus \pi_{n}(G) \), the set \( L \cap (U \cup G) = L \cap U \) is relatively open. Since \( \varepsilon \) can be chosen arbitrarily small, the result follows.

We will use Whitney-type coverings consisting of balls.

**Lemma 3.27.** Let \( A \subset W \), where \( W \subset \mathbb{R}^{n} \) is an open set. Given a scale \( 0 < R < \infty \), there exists a finite or countable Whitney-type covering \( \{ B_{l} = B(x_{l}, r_{l}) \}_{l} \) of \( A \) in \( W \), with \( x_{l} \in A, r_{l} \leq R \), and the following properties:

1. \( B_{l} \subset W \) and \( A \subset \bigcup_{l} \frac{1}{2} B_{l} \), and the balls \( \frac{1}{20} B_{l} \) are disjoint;
2. If \( 2B_{l} \cap 2B_{m} \neq \emptyset \), then \( r_{l} \leq 2r_{m} \);
3. \( \sum_{l} \chi_{2B_{l}}(x) \leq 280^{n} \) for all \( x \in W \);
(4) If \( y \in \frac{1}{2}B_l \) for some \( l \), then
\[
\frac{r_l}{16} \leq \min\{R/8, \text{dist}(y, \mathbb{R}^n \setminus W)/64\} \leq \frac{r_l}{4},
\]
(3.28)

If \( y \in W \) is in no ball \( \frac{1}{2}B_l \), then
\[
B(y, \min\{R/8, \text{dist}(y, \mathbb{R}^n \setminus W)/64\}) \cap A = \emptyset.
\]

Proof. For every \( x \in A \), let \( r_x := \min\{R, \frac{1}{8}\text{dist}(x, \mathbb{R}^n \setminus W)\} \). Consider the covering \( \{B(x, \frac{1}{20}r_x)\}_{x \in A} \). By the 5-covering theorem (see e.g. [16, Theorem 1.24]), we can pick an at most countable collection of pairwise disjoint balls \( B(x_l, \frac{1}{4}r_l) \) such that the balls \( B(x_l, \frac{1}{4}r_l) \) cover \( A \). Denote \( B_l = B(x_l, r_l) \). We have established property (1).

Suppose \( 2B_l \cap 2B_m \neq \emptyset \). If \( r_m = \frac{1}{8}\text{dist}(x_m, \mathbb{R}^n \setminus W) \), then
\[
8r_m = \text{dist}(x_m, \mathbb{R}^n \setminus W) \geq \text{dist}(x_l, \mathbb{R}^n \setminus W) - 2r_m - 2r_l \geq 8r_l - 2r_m - 2r_l = 6r_l - 2r_m,
\]
and so we get \( 2r_m \geq r_l \). If \( r_m = R \), then \( r_l \leq R = r_m \). Thus we get property (2).

If \( x \in 2B_l \) for some \( l \), denote by \( I \) the set of those indices \( m \in I \) such that \( x \in 2B_m \). For all \( m \in I \), by (2) we have \( \frac{1}{20}B_m \subset 7B_l \), and so
\[
\sum_{m \in I} 40^{-n}\omega_n r_m^n \leq \sum_{m \in I} 20^{-n}\omega_n r_m^n = \sum_{m \in I} \mathcal{L}^n(\frac{1}{20}B_m) \leq \mathcal{L}^n(7B_l) = 7^n\omega_n r_l^n,
\]
and so the cardinality of \( I \) is at most \( 280^n \), and we obtain (3).

To prove the first part of (4), suppose \( y \in \frac{1}{2}B_l \) for some \( l \). Recall that
\[
r_l = \min\{R, \frac{1}{8}\text{dist}(x_l, \mathbb{R}^n \setminus W)\}.
\]
We estimate
\[
\text{dist}(y, \mathbb{R}^n \setminus W) \geq \text{dist}(x_l, \mathbb{R}^n \setminus W) - r_l \geq \text{dist}(x_l, \mathbb{R}^n \setminus W) - \text{dist}(x_l, \mathbb{R}^n \setminus W)/8 \geq \text{dist}(x_l, \mathbb{R}^n \setminus W)/2.
\]
Analogously, we have \( \text{dist}(y, \mathbb{R}^n \setminus W) \leq 2\text{dist}(x_l, \mathbb{R}^n \setminus W)/2 \). From these, (3.28) easily follows.

To prove the second part of (4), suppose instead that \( B(y, \min\{R/8, \text{dist}(y, \mathbb{R}^n \setminus W)/64\}) \cap A \neq \emptyset \). Thus there exists a point \( x \in A \) with
\[
|x - y| < \min\{R/8, \text{dist}(y, \mathbb{R}^n \setminus W)/64\}.
\]
By (1), we have \( x \in \frac{1}{4}B_l \) for some \( l \), and so we have
\[
|x_l - y| < \min\{R/8, \text{dist}(y, \mathbb{R}^n \setminus W)/64\} + \frac{1}{4}r_l.
\]
(3.29)
We have either
\[
r_l = R \geq 8\min\{R/8, \text{dist}(y, \mathbb{R}^n \setminus W)/64\} > 8|x_l - y| - 2r_l,
\]
so that \( y \in \frac{1}{2} B_1 \), or

\[
\begin{align*}
    r_l &= \frac{1}{8} \text{dist}(x_l, \mathbb{R}^n \setminus W) \\
    &\geq \frac{1}{8}(\text{dist}(y, \mathbb{R}^n \setminus W) - |x_l - y|) \\
    &\geq \frac{1}{8}(64|x_l - y| - 16r_l - |x_l - y|) \quad \text{by (3.29)} \\
    &= \frac{63}{8}|x_l - y| - 2r_l.
\end{align*}
\]

We conclude that \( y \in \frac{1}{2} B_1 \). \( \square \)

**Lemma 3.30.** Let \( C_s \geq 1 \) and let \( \nu \in \mathcal{M}(\Omega, C_s) \). Let \( \delta > 0 \), and let \( W \subset \Omega \) be an open set. There exists \( R_* = R_*(\nu, W, \delta) > 0 \) such that the following holds. If \( A \subset \mathbb{R}^n \) is Borel, \( 0 < r \leq R_* \), and denoting \( r_x := \min\{r, \text{dist}(x, \mathbb{R}^n \setminus W)/64\} \) we have

\[
\frac{\text{Cap}_1(A \cap B(x, r_x))}{r_x^{n-1}} < \delta \quad \text{for all} \quad x \in W,
\]

(3.31)

then \( \nu(D) \leq 2C_s \delta \nu(W) \).

**Proof.** We can assume that \( \nu(W) > 0 \). For sufficiently small \( \varepsilon > 0 \), we have \( \nu(W \setminus W_\varepsilon) < \delta \nu(W) \); recall that

\[
W_\varepsilon := \{x \in W : \text{dist}(x, \mathbb{R}^n \setminus W) > \varepsilon\}.
\]

Choose \( R_* = \min\{\varepsilon/64, \text{R}(\nu, W_\varepsilon, \delta)\} \). If \( A \subset \mathbb{R}^n \) is Borel, \( 0 < r \leq R_* \), and (3.31) holds, then in fact

\[
\frac{\text{Cap}_1(A \cap B(x, r))}{r^{n-1}} < \delta \quad \text{for all} \quad x \in W_\varepsilon.
\]

It follows that \( \nu(A \cap W_\varepsilon) \leq C_s \delta \nu(W_\varepsilon) \). In total, we get

\[
\nu(A) \leq \nu(A \cap W_\varepsilon) + \nu(W \setminus W_\varepsilon) \leq 2C_s \delta \nu(W).
\]

\( \square \)

**Theorem 3.32.** Let \( w: \Omega \to [-\infty, \infty] \) be measurable. Suppose there is a set \( E \subset \Omega \) such that for \( \mathcal{H}^{n-1} \)-almost every direction \( v \in \partial B(0,1) \), we have for a.e. line \( L \) parallel to \( v \) that \( w|_{L \cap \Omega} \) is continuous at every point in \( E \), and \( E \cap L \) is at most countable. Suppose also that there exists \( \nu \in \mathcal{M}(\Omega, 2^{-5n}c(n)^{-1}) \) such that \( \nu(\Omega) < \infty \), \( \text{Lip}_w^{\nu_c(n)}(x) < \infty \) for every \( x \in \Omega \setminus E \), and \( \int_{\Omega} h \, dv < \infty \) for some nonnegative \( h \in L^1(\Omega) \) with \( h \geq \text{Lip}_w^{\nu_c(n)} \) in \( \Omega \setminus E \). Then \( w \in D^{BV}(\Omega) \) with

\[
|Dw| \leq Chv.
\]

Recall that \( D^{BV}(\Omega) \) denotes the Dirichlet space, that is, the BV space without the requirement \( w \in L^1(\Omega) \).

**Proof.** We can assume that \( \Omega \) is nonempty and bounded; the unbounded case then easily follows. Assume first also that \( \nu(B(x,r)) > 0 \) for every ball \( B(x,r) \subset \Omega \), and that \( h \) is lower semicontinuous.

Fix \( 0 < \varepsilon \leq \min\{1, \mathcal{L}^n(\Omega)\} \). In the definition (1.1) of the generalized Lipschitz number, for convenience we can interpret the set \( U_r \) to be defined for every \( r > 0 \). Thus to every
\( x \in \Omega \setminus E \) and \( r > 0 \), there corresponds a set \( U_{x,r} \subset B(x,r) \) with
\[
\frac{\text{Cap}_1(B(x,r) \setminus U_{x,r})}{r^{n-1}} \leq 2c(n),
\]
and
\[
\frac{1}{2} \limsup_{r \to 0} \frac{\text{osc}_{U_{x,r}} w \mathcal{L}^n(B(x,r))}{r} \frac{\nu(B(x,r))}{\nu(B(x,r))} < \text{Lip}_w^{n,c}(x) + \epsilon.
\]
Note that
\[
B(x,r) \setminus \text{fine-int } U_{x,r} = B(x,r) \cap (X \setminus \text{fine-int } U_{x,r})
\]
\[
= B(x,r) \cap X \setminus U_{x,r}^{-1}
\]
\[
\subset B(x,r) \setminus U_{x,r}^{-1} \quad \text{by (2.27).}
\]
Combining this with (2.28) and (3.33), we see that
\[
\frac{\text{Cap}_1(B(x,r) \setminus \text{fine-int } U_{x,r})}{r^{n-1}} \leq 2c(n),
\]
and so we can actually assume that every \( U_{x,r} \) is 1-finely open. For each \( j \in \mathbb{N} \), let \( A_j \) consist of points \( x \in \Omega \setminus E \) for which
\[
\frac{1}{2} \sup_{0 < r \leq 1/j} \frac{\text{osc}_{U_{x,r}} w \mathcal{L}^n(B(x,r))}{r} \frac{\nu(B(x,r))}{\nu(B(x,r))} < \text{Lip}_w^{n,c}(x) + \epsilon
\]
and also
\[
\text{Lip}_w^{n,c}(x) \leq h(y) + \epsilon \quad \text{for all } y \in B(x,1/j).
\]
We have \( \Omega = \bigcup_{j=1}^{\infty} A_j \cup E \). Fix \( j \in \mathbb{N} \) and define \( D_{j,1} := A_j \) and \( W_{j,1} := \Omega \).

Let \( k \geq 1 \). From Lemma 3.13, we know that \( h \, d\nu \in \mathcal{M}(\Omega, 2^{-5n+1}c(n)^{-1}) \). Inductively, we do the following. From Lemma 3.30, we obtain a parameter \( R_\ast = R_\ast(h \, d\nu, W_{j,k}, 2^{4n-3}c(n)) \). Using Lemma 3.27, take a Whitney-type covering \( \{B_{j,k,l} = B(x_{j,k,l}, r_{j,k,l})\}_l \) of \( D_{j,k} \) in \( W_{j,k} \) at scale
\[
R_{j,k} := \min\{1/(j + k), R_\ast\}.
\]
For each ball \( B_{j,k,l} \), there is the corresponding 1-finely open set \( U_{j,k,l} \subset B_{j,k,l} \). Define the new “bad” set
\[
D_{j,k+1} := D_{j,k} \setminus \bigcup_{l} U_{j,k,l}.
\]
By (3.33), we have
\[
\frac{\text{Cap}_1(D_{j,k+1} \cap B_{j,k,l})}{r_{j,k,l}^{n-1}} \leq \frac{\text{Cap}_1(B_{j,k,l} \setminus U_{j,k,l})}{r_{j,k,l}^{n-1}} \leq 2c(n) \quad \text{for all } l.
\]
Consider \( y \in W_{j,k} \). Suppose \( y \) is in no ball \( \frac{1}{2} B_{j,k,l} \). Let \( r_y := \min\{R_{j,k}/8, \text{dist}(y, \mathbb{R}^n \setminus W_{j,k})/64\} \). Then by Lemma 3.27(4), we have
\[
B(y,r_y) \cap D_{j,k} = \emptyset \quad \text{and so also } \quad B(y,r_y) \cap D_{j,k+1} = \emptyset.
\]
If we have \( y \in \frac{1}{2}B_{j,k,l} \) for some \( l \), then by Lemma 3.27(4) we have
\[
\frac{r_{j,k,l}}{16} \leq r_y \leq \frac{r_{j,k,l}}{4},
\]
and so we get
\[
\operatorname{Cap}_1(D_{j,k+1} \cap B(y, r_y)) \leq \operatorname{Cap}_1(D_{j,k+1} \cap B_{j,k,l}) \leq 2^{4n-3}c(n) r_y^{n-1} \quad \text{by (3.37)}.
\]
Note that \( \operatorname{Cap}_1(D_{j,k+1} \cap B(y, r_y)) \leq 2^{4n-3}c(n) r_y^{n-1} \) thus holds for every \( y \in W_{j,k} \). By Lemma 3.1, we can find a Borel set \( D^*_{j,k+1} \supset D_{j,k+1} \), with \( D^*_{j,k+1} \subset W_{j,k} \), such that we still have
\[
\operatorname{Cap}_1(D^*_{j,k+1} \cap B(y, r_y)) \leq 2^{4n-3}c(n) r_y^{n-1} \quad \text{for every } y \in W_{j,k}.
\]
(3.38)
Thus from Lemma 3.30, we get
\[
\int_{D^*_{j,k+1}} h \, d\nu \leq 4 \times 2^{-5n}c(n)^{-1} 2^{4n-3}c(n) \int_{W_{j,k}} h \, d\nu \leq \frac{1}{4} \int_{W_{j,k}} h \, d\nu.
\]
(3.39)
Since \( \nu(W_{j,k}) > 0 \), we can finally choose a nonempty open set \( W_{j,k+1} \subset W_{j,k} \) with \( W_{j,k+1} \supset D^*_{j,k+1} \), such that
\[
\int_{W_{j,k+1}} (h + 2\varepsilon) \, d\nu \leq \int_{D^*_{j,k+1}} (h + 2\varepsilon) \, d\nu + \frac{1}{4} \int_{W_{j,k}} (h + 2\varepsilon) \, d\nu.
\]
(3.40)
Define \( N_j := \bigcap_{k=1}^{\infty} D^*_{j,k} \). Recall that \( R_{j,k} \leq 1/(j + k) \to 0 \) as \( k \to \infty \). By (3.38), for all \( x \in N_j \) we now have
\[
\liminf_{r \to 0} \frac{\operatorname{Cap}_1(N_j \cap B(x, r))}{r^{n-1}} \leq 2^{4n-3}c(n) < \frac{\omega_{n-1}}{(2\sqrt{2})^{n-1}} \quad \text{by (1.2)}.
\]
By Lemma 3.4, \( N_j \) is purely unrectifiable (empty in the case \( n = 1 \), since \( \operatorname{Cap}_1(\{y\}) = 2 \) for every \( y \in \mathbb{R} \)).

For each \( j \in \mathbb{N} \), define
\[
g_j := \sum_{k,l} \frac{\text{osc}_{U_{j,k,l}} w}{r_{j,k,l}} \chi_{2B_{j,k,l}}.
\]
Recall that \( D_{j,1} = A_j \). Now by (3.36), we have
\[
A_j \setminus N_j \subset \bigcup_{k,l} U_{j,k,l}.
\]
(3.41)
By rotating the coordinate axes if necessary, almost every line in the direction of a coordinate axis has empty intersection with the purely unrectifiable set \( \bigcup_{j=1}^{\infty} N_j \); see [18, 3.3.13]. We can also do this so that each coordinate axis is parallel to one of the permissible directions \( v \) from the statement of the Theorem. Now, for almost every line \( L \) in the direction of a coordinate axis, its intersection with \( \bigcup_{j=1}^{\infty} N_j \) is empty, \( w|_{L \cap \Omega} \) is continuous at every point in \( E \) and \( E \cap L \) is at most countable, and each \( U_{j,k,l} \cap L \) is a relatively open subset of \( L \) by Lemma 3.26. Take a line segment \( \gamma: [0, \ell] \to L \cap \Omega \) in such a line \( L \), with length \( \ell > 0 \). We denote also the image of \( \gamma \) by the same symbol. Note that the sets \( A_j \)
are increasing, and
\[ \gamma \subset E \cup \bigcup_{j=1}^{\infty} A_j \] and thus
\[ \lim_{j \to \infty} \chi_{\bigcup_{k,l} U_{j,k,l}}(x) = 1 \text{ for every } x \in \gamma \setminus E \quad \text{by (3.41).} \]

When \( j \geq 1/\ell \), we have
\[ \int_{\gamma} g_j \, ds \geq \sum_{k,l, \gamma \cap U_{k,l} \neq \emptyset} \int_{\gamma} \frac{\text{osc}_{U_{j,k,l}} w}{r_{j,k,l}} \chi_{2B_{j,k,l}} \, ds \geq \sum_{k,l, \gamma \cap U_{k,l} \neq \emptyset} \text{osc}_{U_{j,k,l}} w. \]

By (3.42) and Lemma 3.23 we get
\[ |w(\gamma(0)) - w(\gamma(\ell))| \leq \liminf_{j \to \infty} \sum_{k,l, \gamma \cap U_{k,l} \neq \emptyset} \text{osc}_{U_{j,k,l}} w \leq \liminf_{j \to \infty} \int_{\gamma} g_j \, ds. \] (3.43)

We estimate
\[ \frac{\text{osc}_{U_{j,k,l}} w}{r_{j,k,l}} \mathcal{L}^n(2B_{j,k,l}) \leq 2\mathcal{L}^n(2B_{j,k,l}) \frac{\nu(B_{j,k,l})}{\mathcal{L}^n(B_{j,k,l})} (\text{Lip}_{\nu,c}(n)(x_{j,k,l}) + \varepsilon) \quad \text{by (3.34)} \]
\[ \leq 2^{n+1} \int_{B_{j,k,l}} (h + 2\varepsilon) \, d\nu \quad \text{by (3.35).} \] (3.44)

We also have
\[ \int_{W_{j,k+l}} (h + 2\varepsilon) \, d\nu \leq \int_{D_{j,k+l}} (h + 2\varepsilon) \, d\nu \leq \frac{1}{4} \int_{W_{j,k}} (h + 2\varepsilon) \, d\nu \quad \text{by (3.40)} \]
\[ \leq \frac{1}{4} \int_{W_{j,k}} (h + 2\varepsilon) \, d\nu \leq \frac{1}{4} \int_{W_{j,k}} (h + 2\varepsilon) \, d\nu \quad \text{by (3.39)} \]
\[ \leq (1/2)^k \int_{\Omega} (h + 2\varepsilon) \, d\nu \quad \text{by induction.} \] (3.45)

It follows that for every \( j \in \mathbb{N} \),
\[ 1120^{-n} \int_{\Omega} g_j \, d\mathcal{L}^n \leq 1120^{-n} \sum_{k,l} \frac{\text{osc}_{U_{j,k,l}} w}{r_{j,k,l}} \mathcal{L}^n(2B_{j,k,l}) \]
\[ \leq 280^{-n} \sum_{k,l} \int_{B_{j,k,l}} (h + 2\varepsilon) \, d\nu \quad \text{by (3.44)} \]
\[ \leq \sum_{k} \int_{W_{j,k}} (h + 2\varepsilon) \, d\nu \quad \text{by Lemma 3.27(3)} \]
\[ \leq 2 \int_{\Omega} (h + 2\varepsilon) \, d\nu \quad \text{by (3.45).} \] (3.46)

Recall the definition of pointwise variation from (2.11). By (3.43), for a.e. \( z \in \pi_n(\Omega) \) we get
\[ \text{pV}(w_z, \Omega_z) \leq \liminf_{j \to \infty} \int_{\Omega_z} g_j \, ds. \]
We estimate (the first integral can be understood as an upper integral if necessary)
\[
\int_{\pi_n(\Omega)} pV(w, \Omega) d\mathcal{L}^{n-1}(z) \\
\leq \int_{\pi_n(\Omega)} \liminf_{j \to \infty} \int_{\Omega_z} g_j \, ds \, d\mathcal{L}^{n-1}(z) \\
\leq \liminf_{j \to \infty} \int_{\pi_n(\Omega)} \int_{\Omega_z} g_j \, ds \, d\mathcal{L}^{n-1}(z) \quad \text{by Fatou's lemma} \quad (3.47) \\
= \limsup_{j \to \infty} \int_{\Omega} g_j \, d\mathcal{L}^n \quad \text{by Fubini} \\
\leq 2 \times 1120^n \int_{\Omega} (h + 2\varepsilon) \, d\nu \quad \text{by (3.46)}.
\]
Recall (2.13). Since we can do the above calculation also in other coordinate directions, we obtain
\[
\text{Var}(w, \Omega) \leq 2n \times 1120^n \int_{\Omega} (h + 2\varepsilon) \, d\nu.
\]
Letting $\varepsilon \to 0$, and since the above holds also with $\Omega$ replaced by any open subset of $\Omega$, we get $w \in D^{BV}(\Omega)$ with $|Dw| \leq C\nu$, where $C = 2n \times 1120^n$.

Now we remove the extra assumptions made at the beginning of the proof. If $h$ is not lower semicontinuous, then using the Vitali-Carathéodory theorem (Theorem 2.1) we find a sequence $\{h_i\}_{i=1}^\infty$ of lower semicontinuous functions in $L^1(\Omega)$ such that $h \leq h_{i+1} \leq h_i$ for all $i \in \mathbb{N}$, and $h_i \to h$ in $L^1(\Omega, \nu)$. Thus we get
\[
|Dw| \leq \lim_{i \to \infty} Ch_i \nu = Ch \nu.
\]
Finally, if we do not have $\nu(B(x, r)) > 0$ for every ball $B(x, r) \subset \Omega$, we can fix $\kappa > 0$ and then
\[
h \geq \text{Lip}_{\nu, c(n)}^{\nu, \kappa \mathcal{L}^n} \geq \text{Lip}_{\nu}^{\nu, c(n)} \quad \text{in } \Omega \setminus E,
\]
and hence $|Dw| \leq Ch(\nu + \kappa \mathcal{L}^n)$; note that $\nu + \kappa \mathcal{L}^n \in \mathcal{M}(\Omega, 2^{-5n}c(n)^{-1})$ by Lemma 3.5.

Letting $\kappa \to 0$, we get the result.

**Remark 3.48.** Proving and making use of the pure unrectifiability of $N$ in the above proof is one of the relatively few places where we strongly rely on the Euclidean structure. Instead of lines, line segments, and Sobolev functions, most of the above proof could be written in metric measure spaces using curves and Newton–Sobolev functions, see [52].

**Proof of Theorem 1.3.** (1) $\Rightarrow$ (2): This was shown at the end of Subsection 3.1.

(2) $\Rightarrow$ (1): Assume that $\Omega$ is bounded; generalization to the unbounded case is then easy. By assumption, we have $\text{Lip}_{\nu, c(n)}^{\nu, c(n)}(x) \leq 1$ for some $\nu \in \mathcal{M}(\Omega, 2^{-5n}c(n)^{-1})$ with $\nu(\Omega) < \infty$ and for every $x \in \Omega$, and so by applying Theorem 3.32 with $E = \emptyset$, $w = u^*$, and $h = 1$, we get $u \in D^{BV}(\Omega)$ with $|Du| \leq C\nu$. Since $u \in L^1(\Omega)$ by assumption, we get $u \in BV(\Omega)$. □

**Proof of Theorem 1.4.** (1) $\Rightarrow$ (2): This was shown at the end of Subsection 3.1.
(2) ⇒ (1): As above, assume that Ω is bounded. By assumption, we have \( \text{Lip}_{u^*}^{a,c(n)}(x) \leq 1 \) for some nonnegative \( a \in L^p(\Omega) \subset L^1(\Omega) \) and for every \( x \in \Omega \). By Lemmas 3.5 and 3.13, we know that \( a d\mathcal{L}^n \in M(\Omega, 2^{-5n}c(n)^{-1}) \), and so by applying Theorem 3.32 with \( E = \emptyset \), \( dv := a d\mathcal{L}^n \), \( w = u^* \), and \( h = 1 \), we get \( u \in D^1(\Omega) \) with \( |\nabla u| \leq Ca \in L^p(\Omega) \). Thus in fact \( u \in W^{1,p}(\Omega) \).

3.3. Federer’s characterization of sets of finite perimeter. We have seen that while the Lipschitz number \( \text{Lip}_{u^*} \) is excessively sensitive to oscillations, the generalized Lipschitz number \( \text{Lip}_{a,c(n)}^{u^*} \) can be used to characterize Sobolev functions. An analogous observation can be made in the setting of sets of finite perimeter. It is well known that if \( F \subset \mathbb{R}^n \) and \( \mathcal{H}^{n-1}(\partial F) < \infty \), then \( F \) is a set of finite perimeter, but the converse does not generally hold. This is because \( \partial F \) is also very sensitive to irregularities, and so it can be a very big set even when \( F \) has finite perimeter.

On the other hand, one defines the measure-theoretic boundary \( \partial^* F \) of a set \( F \subset \mathbb{R}^n \) as the set of points \( x \in \mathbb{R}^n \) where

\[
\limsup_{r \to 0} \frac{\mathcal{L}^n(B(x,r) \cap F)}{\mathcal{L}^n(B(x,r))} > 0 \quad \text{and} \quad \limsup_{r \to 0} \frac{\mathcal{L}^n(B(x,r) \setminus F)}{\mathcal{L}^n(B(x,r))} > 0.
\]

Federer’s characterization states that a set \( F \) has finite perimeter if and only if \( \mathcal{H}^{n-1}(\partial^* F) < \infty \); see Federer [18, Section 4.5.11] or alternatively [16, p. 222–]. There are various other “Federer-style” characterizations as well. In [15, Section 6] it is shown that one can replace the zero on the right-hand sides of (3.49) with a positive constant, and in [36, Theorem 1.1] it is shown that one can also replace the “\( \limsup \)” on the left-hand sides by “\( \liminf \)”. In [35, Theorem 1.1] it is shown that instead of the measure-theoretic boundary, one can use a fine boundary.

It is well known that a set of finite perimeter \( F \subset \mathbb{R}^n \) can also be characterized by the condition that there is an approximating sequence \( \{u_j\}_{j=1}^\infty \) in \( \text{Lip}_{loc}(\mathbb{R}^n) \) such that \( u_j \to \chi_F \) in \( L^1_{loc}(\mathbb{R}^n) \) and

\[
\liminf_{j \to \infty} \int_{\mathbb{R}^n} \text{Lip}_{u_j} \, d\mathcal{L}^n < \infty;
\]

see e.g. [4, Theorem 3.9]. By contrast, the quantities appearing in Federer-style characterizations, namely boundaries and Hausdorff measures, seem to have nothing as such to do with the concept of Lipschitz continuity. However, we will show that our characterization of BV functions by means of generalized Lipschitz numbers in fact reduces to a Federer-style characterization in the special case of sets of finite perimeter, thus serving to unify the picture.

Just as we consider the representative \( u^* \) throughout the paper, for a measurable set \( F \subset \mathbb{R}^n \) we need to consider a suitable pointwise representative, which we choose to be...
$F^* := \{ \chi^*_F = 1 \}$. We define a boundary $\partial_n F$ as the set of points $x \in \mathbb{R}^n$ where

$$\limsup_{r \to 0} \frac{\text{Cap}_1(B(x, r) \cap F^*)}{r^{n-1}} \geq c(n) \quad \text{and} \quad \limsup_{r \to 0} \frac{\text{Cap}_1(B(x, r) \setminus F^*)}{r^{n-1}} \geq c(n).$$

As usual, $\Omega \subset \mathbb{R}^n$ is an open set.

**Corollary 3.50.** Let $F \subset \mathbb{R}^n$ be measurable. Then $\text{Var}(\chi_F, \Omega) < \infty$ if and only if $\mathcal{H}^{n-1}(\partial_n F \cap \Omega) < \infty$.

**Proof.** $\Rightarrow$: We assume $\text{Var}(\chi_F, \Omega) < \infty$. By Proposition 3.16, we have $\text{Lip}_{\chi^*_F}^{[D\chi^*_F; c(n)/2]}(x) \leq 2C(c(n))^{-1}$ for all $x \in \Omega$. At a given point $x \in \Omega$, this means that for all sufficiently small $r > 0$, we find a set $U_r \subset B(x, r)$ such that

$$\frac{\text{Cap}_1(B(x, r) \setminus U_r)}{r^{n-1}} \leq \frac{2c(n)}{3} \quad (3.51)$$

and

$$\frac{\text{osc}_{U_r} \chi^*_F}{r} \frac{\mathcal{L}^n(B(x, r))}{|D\chi^*_F|(B(x, r))} \leq 3Cc(n)^{-1}. \quad (3.52)$$

By a standard density result, see e.g. [4, Theorem 2.56], there exists a set $S \subset \Omega$ such that $\mathcal{H}^{n-1}(S) < \infty$ and

$$\limsup_{r \to 0} \frac{|D\chi^*_F|(B(x, r))}{r^{n-1}} \leq \frac{\omega_n c(n)}{4C} \quad \text{for all } x \in \Omega \setminus S.$$

Combining with (3.52), we conclude that for every $x \in \Omega \setminus S$, there is $R_x > 0$ such that for all $0 < r \leq R_x$, we have that $\chi^*_F$ is constant in $U_r$. By Lemma 2.18, we have that

$$\frac{\mathcal{L}^n(B(x, r) \setminus U_r)}{\mathcal{L}^n(B(x, r))} \leq \frac{2C_I \text{Cap}_1(B(x, r) \setminus U_r)}{r^{n-1}} \leq \frac{2c(n)}{3} \frac{2C_I}{\omega_n} \text{ by (3.51)}$$

$$< 2^{-n} \quad \text{by (1.2),}$$

for all $0 < r \leq R_x$, and so clearly $\chi^*_F$ is the same constant in $U_r$ for all $0 < r \leq R_x$. If this constant is 1, then $\chi^*_F = 1$ in $U_r$, and so $U_r \subset F^*$. Otherwise $\chi^*_F < 1$ in $U_r$, and so $U_r \cap F^* = \emptyset$. Thus by (3.51), $x \notin \partial_n F$. We conclude that $\partial_n F \cap \Omega \subset S$, and so $\mathcal{H}^{n-1}(\partial_n F \cap \Omega) < \infty$.

$\Leftarrow$: Using Lemma 2.30, one can show that $\partial_n F$ is a Borel set. We can decompose $\partial_n F \cap \Omega = S \cup S_0$, where $S$ is countably $\mathcal{H}^{n-1}$-rectifiable and $S_0$ is purely $\mathcal{H}^{n-1}$-unrectifiable, see [4, p. 83]. Choose $\nu := \mathcal{L}^n + \mathcal{H}^{n-1}|_S$. By Lemma 3.5, we have $\nu \in \mathcal{M}(\Omega, 2^{-5n}c(n)^{-1})$. Consider $x \in \Omega \setminus \partial_n F$.

$$\limsup_{r \to 0} \frac{\text{Cap}_1(B(x, r) \cap F^*)}{r^{n-1}} < c(n) \quad \text{or} \quad \limsup_{r \to 0} \frac{\text{Cap}_1(B(x, r) \setminus F^*)}{r^{n-1}} < c(n).$$

Supposing the former, we can choose $U_r = B(x, r) \setminus F^*$ to get

$$\text{Lip}_{\nu}^{c(n)}(x) = \limsup_{r \to 0} \frac{\text{osc} \chi^*_F}{r} \frac{\mathcal{L}^n(B(x, r))}{\nu(B(x, r))} \leq \limsup_{r \to 0} \frac{0 \mathcal{L}^n(B(x, r))}{r \mathcal{L}^n(B(x, r))} = 0.$$
In the latter case, we choose \( U_r = B(x, r) \cap F^* \). There exists a \( \mathcal{H}^{n-1} \)-negligible set \( N \subset S \) such that for every \( x \in S \setminus N \), we have
\[
\lim_{r \to 0} \frac{\mathcal{H}^{n-1}(B(x, r) \cap S)}{\omega_{n-1} r^{n-1}} = 1,
\]
see e.g. [4, Theorem 2.83]. Thus at every \( x \in S \setminus N \), we can choose \( U_r = B(x, r) \) to get
\[
\text{Lip}_{\chi_{F^*}}(x) \leq \limsup_{r \to 0} \frac{\text{osc}_{U_r} \chi_{F^*} \mathcal{L}^n(B(x, r))}{\nu(B(x, r))} \leq \limsup_{r \to 0} \frac{\mathcal{L}^n(B(x, r))}{r} \frac{1}{\mathcal{H}^{n-1}(B(x, r) \cap S)} \leq \frac{\omega_n}{\omega_{n-1}} < \infty.
\]
(3.53)

For \( \mathcal{H}^{n-1} \)-almost every direction \( v \in B(0,1) \), almost every line parallel to \( v \) has empty intersection with \( S_0 \cup N \), see [18, 3.3.13]. By applying Theorem 3.32 with the choices \( E = S_0 \cup N \), \( w = \chi_{F^*} \), and \( h = \omega_n/\omega_{n-1} \), we get \( \chi_{F^*} \in D^{BV}(\Omega) \), that is, \( \text{Var}(\chi_{F^*}, \Omega) = \text{Var}(\chi_{F^*}, \Omega) < \infty \).

**Remark 3.54.** In the usual Federer’s characterization, one uses the measure-theoretic boundary that is defined by means of measure densities, rather than capacitary densities. Thus it is natural to ask:

- Can one obtain analogs of Theorems 1.3 and 1.4 via using a version of generalized Lipschitz numbers that is defined by using the Lebesgue measure \( \mathcal{L}^n \) in place of the capacity \( \text{Cap}_1 \)?

4. Fine differentiability and the Hardy–Littlewood maximal function

In this section we study the fine differentiability of Sobolev and BV functions, as well as the Hardy–Littlewood maximal function. For some previous studies of fine differentiability and finely harmonic functions, see Gardiner [19, 20] and Lávička [43, 44, 45]. These references study the case \( p = 2 \), whereas we will keep working with the 1-fine topology.

It is known that for a Sobolev function \( u \in W^{1,p}_{\text{loc}}(\mathbb{R}^n) \), \( 1 \leq p < \infty \), the representative \( u^* \) is \( p \)-finely continuous at \( \text{Cap}_p \)-a.e. point, see [46]. In the case \( p > n \) we know that \( u^* \) is actually continuous, and differentiable a.e., whereas when \( 1 \leq p \leq n \) it only seems to be known that \( u^* \) is approximately differentiable a.e. We say that \( u^* \) is approximately differentiable at \( x \in \mathbb{R}^n \) if there is \( v \in \mathbb{R}^n \) such that for every \( \varepsilon > 0 \), the set
\[
A := \left\{ y \in \mathbb{R}^n : \frac{|u(y) - u^*(x) - \langle v, y - x \rangle|}{|y - x|} > \varepsilon \right\}
\]
has measure density zero at \( x \), meaning that
\[
\lim_{r \to 0} \frac{\mathcal{L}^n(B(x, r) \cap A)}{\mathcal{L}^n(B(x, r))} = 0.
\]
Then we say that \( v \) is the approximate gradient of \( u \) at \( x \). In this section we improve on this result by showing that in fact \( u^* \) is 1-finely differentiable a.e.

Note that for a function \( u \in \text{BV}_{\text{loc}}(\mathbb{R}^n) \), the approximate gradient agrees a.e. with the density \( \frac{dDu}{d\mathcal{L}^n} \), for this, see e.g. [4, Theorem 3.83]. Note also that in the case \( u \in W^{1,1}_{\text{loc}}(\mathbb{R}^n) \),
\[ \frac{dDu}{dx} \] is of course the weak gradient. Thus we use the notation \( \nabla u \) for each of these. When we talk about \( \nabla u(x) \) for a given point \( x \), we mean the approximate gradient which is well-defined unlike the density or the weak gradient, which are interpreted to be defined only a.e.

As before, \( \Omega \subset \mathbb{R}^n \) is always an open set. Recall Definition 2.25.

**Definition 4.1.** We say that a function \( w: \Omega \to [-\infty, \infty] \) is 1-finely differentiable at \( x \in \Omega \) if there exists \( v \in \mathbb{R}^n \) such that

\[
\lim_{y \to x} \frac{|w(y) - w(x) - \langle v, y - x \rangle|}{|y - x|} = 0.
\]

We then call \( v \) the fine derivative of \( w \) at \( x \), and denote it by \( \nabla_{\text{fine}} w(x) \).

Note that by the first part of Lemma 2.18, fine differentiability is stronger than approximate differentiability. So if it exists, the fine derivative agrees with the approximate gradient, and so the subscript “fine” will rarely be needed. We do not use the term “fine gradient”, since it has been used previously to describe a weak gradient of Sobolev functions in finely open sets, see [10].

First we show the following lemma.

**Lemma 4.2.** Suppose \( w: \Omega \to [-\infty, \infty] \) and let \( x \in \Omega \). Then the following are equivalent:

1. The function \( w \) is 1-finely differentiable at \( x \).
2. There exists \( v \in \mathbb{R}^n \) and a 1-finely open set \( U \ni x \) such that

\[
\lim_{y \to x} \frac{|w(y) - w(x) - \langle v, y - x \rangle|}{|y - x|} = 0.
\]

3. There are sets \( U_k \), vectors \( v_k \in \mathbb{R}^n \), and numbers \( \beta_k \to 0 \) such that

\[
\limsup_{r \to 0} \frac{\text{Cap}_1(B(x, r) \setminus U_k)}{r^{n-1}} < \beta_k
\]

and

\[
\limsup_{U_k \ni y \to x} \frac{|w(y) - w(x) - \langle v_k, y - x \rangle|}{|y - x|} < \beta_k
\]

for all \( k \in \mathbb{N} \).

**Proof.** (2) \(\Rightarrow\) (1): Given \( \varepsilon > 0 \), there exists \( r > 0 \) such that

\[
\sup_{y \in U \cap B(x, r) \setminus \{x\}} \frac{|w(y) - w(x) - \langle v, y - x \rangle|}{|y - x|} < \varepsilon.
\]

The set \( U \cap B(x, r) \) is 1-finely open, and so we have the result.

(1) \(\Rightarrow\) (3): Choose numbers \( \beta_k = 1/k \). By the assumption of fine differentiability, for every \( k \in \mathbb{N} \) we find a 1-finely open set \( U_k \ni x \) such that

\[
\sup_{y \in U_k \setminus \{x\}} \frac{|w(y) - w(x) - \langle \nabla_{\text{fine}} w(x), y - x \rangle|}{|y - x|} < \beta_k.
\]
Now
\[ \limsup_{r \to 0} \frac{\text{Cap}_1(B(x,r) \setminus U_k)}{r^{n-1}} = 0 < \beta_k, \]
and we can choose \( v_k = \nabla_{\text{fine}} w(x) \) for all \( k \in \mathbb{N} \).

(3) \implies (2): We can assume \( n \geq 2 \); in the case \( n = 1 \) the proof is easy since \( \text{Cap}_1(\{y\}) = 2 \) for every \( y \in \mathbb{R} \).

By passing to a subsequence (not relabeled), we can assume that \( \beta_k = 2^{-k} \). Choose radii \( r_k > 0 \) with \( r_{k+1} \leq r_k/2 \) and such that
\[ \sup_{0 < r \leq r_k} \frac{\text{Cap}_1(B(x,r) \setminus U_k)}{r^{n-1}} = 2^{-k}, \tag{4.3} \]
and
\[ \sup_{y \in B(x,r_k) \cap U_k \setminus \{x\}} \left| \frac{w(y) - w(x) - \langle v_k, y-x \rangle}{|y-x|} \right| \leq 2^{-k}. \tag{4.4} \]
Define the annuli
\[ A_k := B(x,r_k) \setminus B(x,r_{k+1}), \]
and then let
\[ U' := \bigcup_{k=2}^{\infty} (A_k \cap U_k \cap U_{k-1}) \cup \{x\}. \]
Then for \( r_{k+1} \leq r < r_k \) with \( k \geq 2 \),
\[ \frac{\text{Cap}_1(B(x,r) \setminus U')}{r^{n-1}} \leq \frac{\text{Cap}_1(B(x,r) \cap A_k \setminus U')}{r^{n-1}} + \sum_{j=k+1}^{\infty} \frac{\text{Cap}_1(A_j \setminus U')}{r_j^{n-1}} \]
\[ \leq \frac{\text{Cap}_1(B(x,r) \setminus U_k)}{r^{n-1}} + \frac{\text{Cap}_1(B(x,r) \setminus U_{k-1})}{r^{n-1}} \]
\[ + \sum_{j=k+1}^{\infty} \frac{\text{Cap}_1(A_j \setminus U_j)}{r_j^{n-1}} + \sum_{j=k+1}^{\infty} \frac{\text{Cap}_1(A_j \setminus U_{j-1})}{r_j^{n-1}} \]
\[ \leq 2^{-k} + 2^{-k+1} \quad \text{by (4.3)} \]
\[ + \sum_{j=k+1}^{\infty} \frac{\text{Cap}_1(B(x,r_j) \setminus U_j)}{r_j^{n-1}} + \sum_{j=k+1}^{\infty} \frac{\text{Cap}_1(B(x,r_j) \setminus U_{j-1})}{r_j^{n-1}} \]
\[ \leq 2^{-k} + 2^{-k+1} + \sum_{j=k+1}^{\infty} 2^{-j} + \sum_{j=k+1}^{\infty} 2^{-j+1} \]
\[ \leq 2^{-k+3}. \]
Hence \( \mathbb{R}^n \setminus U' \) is 1-thin at \( x \). Denote the basis vectors of \( \mathbb{R}^n \) by \( e_1, \ldots, e_n \). By Lemma 3.2, we now have
\[ \mathcal{H}^{n-1}(\pi_n(\partial B(x,r_{k+1}) \setminus U')) \leq \text{Cap}_1(\partial B(x,r_{k+1}) \setminus U') \leq 2^{-k+3} r_{k+1}^{n-1}. \]
Note that this is very small compared to \( H^{n-1}(\pi_n(\partial B(x, r_{k+1}))) \) when \( k \) is large, and so we find a point in \( U' \cap \partial B(x, r_{k+1}) \) which is almost in the \( e_n \)-direction from \( x \). More precisely, considering similarly projections in the other coordinate directions, we find points

\[ y_{k,j} \in U' \cap \partial B(x, r_{k+1}) = U_k \cap U_{k-1} \cap \partial B(x, r_{k+1}), \]

with \( j = 1, \ldots, n \), such that for \( V_{k,j} := y_{k,j} - x \), we have

\[ |V_{k,j}| |e_j| < C 2^{-k/(n-1)} \]

for some constant \( C' \) depending only on \( n \). When \( y \in U \cap A_k \subset U_k \cap U_{k-1} \), by (4.4) we get

\[ \frac{|w(y) - w(x) - \langle v_k, y - x \rangle|}{|y - x|} \leq 2^{-k} \quad \text{and} \quad \frac{|w(y) - w(x) - \langle v_{k-1}, y - x \rangle|}{|y - x|} \leq 2^{-k+1}. \]

In particular,

\[ \langle v_k - v_{k-1}, V_{k,j} \rangle \leq |w(y) - w(x) - \langle v_k, V_{k,j} \rangle| + |w(y) - w(x) - \langle v_{k-1}, V_{k,j} \rangle| \leq 2^{-k+2}|V_{k,j}|. \]

Since this holds for all \( j = 1, \ldots, n \), from (4.5) we get for all sufficiently large \( k \in \mathbb{N} \)

\[ |v_k - v_{k-1}| \leq C 2^{-k} \]

for another constant \( C \) depending only on \( n \). Thus \( \{v_k\}_{k=1}^{\infty} \) is Cauchy and then in fact for large \( k \in \mathbb{N} \),

\[ |v - v_k| \leq C 2^{-k+1}. \]

Now by (4.6), we get

\[ \sup_{y \in U' \cap \mathbb{B}_k} \frac{|w(y) - w(x) - \langle v, y - x \rangle|}{|y - x|} \leq C 2^{-k+2}, \]

and so

\[ \lim_{U' \ni y \to x} \frac{|w(y) - w(x) - \langle v, y - x \rangle|}{|y - x|} = 0. \]

Then also

\[ \lim_{\text{fine-int } U' \ni y \to x} \frac{|w(y) - w(x) - \langle v, y - x \rangle|}{|y - x|} = 0, \]

and since \( \mathbb{R}^n \setminus U' \) was shown to be 1-thin at \( x \), by (2.27) we have that \( x \in \text{fine-int } U' \). Thus we can let \( U := \text{fine-int } U' \).

We will need the following version of Lemma 3.15; recall also the definition of \( \mathcal{M}_R u \) from above that lemma.

**Lemma 4.7.** Let \( u \in L^1(\mathbb{R}^n) \). Then for some constant \( C \) depending only on \( n \), we have

\[ \text{Cap}_1(\{\mathcal{M}_1 u > t\} \cap B(x, 1)) \leq C \frac{\|u\|_{BV(B(x, 2))}}{t} \quad \text{for all } t > 0. \]

**Proof.** We can assume that \( \|u\|_{BV(B(x, 2))} \) is finite. Denote by \( Eu \) an extension of \( u \) from \( B(x, 2) \) to \( \mathbb{R}^n \) with \( \|Eu\|_{BV(\mathbb{R}^n)} \leq C' \|u\|_{BV(B(x, 2))} \), for some \( C' \) depending only on \( n \); see
e.g. [4, Proposition 3.21]. We estimate
\[
\text{Cap}_1(\{M_1u > t\} \cap B(x, 1)) = \text{Cap}_1(\{M_1Eu > t\} \cap B(x, 1)) \\
\leq \text{Cap}_1(\{M_1Eu > t\}) \\
\leq C\|Eu\|_{\text{BV}(\mathbb{R}^n)} \quad \text{by Lemma 3.15} \\
\leq C'C\|u\|_{\text{BV}(B(x, 2))}.
\]

\[\square\]

**Theorem 4.8.** Let \(u \in \text{BV}_{\text{loc}}(\Omega)\). Then \(u^*\) is 1-finely differentiable at a.e. \(x \in \Omega\).

Of course, the same is then true for every \(u \in N^{1,p}_{\text{loc}}(\Omega)\), with \(1 \leq p \leq \infty\). Moreover, a generalization to \(\mathbb{R}^k\)-valued BV or Sobolev functions is obvious, by considering separately the component functions.

**Proof.** Since the issue is local, we can assume that \(\Omega = \mathbb{R}^n\). At a.e. \(x \in \mathbb{R}^n\), we have
\[
\lim_{r \to 0} \frac{\int_{B(x, r)} |u(y) - u^*(x) - (\nabla u(x), y - x)| \, d\mathcal{L}^n(y)}{r} = 0,
\]
see [4, Theorem 3.83], as well as
\[
\lim_{r \to 0} \frac{|\nabla u(y) - \nabla u(x)| \, d\mathcal{L}^n(y)}{r^n} = 0 \quad \text{and} \quad \lim_{r \to 0} \frac{|D^s u|(B(x, r))}{r^n} = 0.
\]
Consider such \(x\). Define \(L(z) := (\nabla u(x), z)\). Thus for the scalings
\[
u_{x,r}(z) := \frac{u(x + rz) - u^*(x)}{r}, \quad z \in B(0, 2),
\]
we have
\[
u_{x,r}(\cdot) \to L(\cdot) \quad \text{in} \ L^1(B(0, 2)) \quad \text{as} \ r \to 0 \quad \text{and} \quad \nabla \nu_{x,r}(z) = \nabla u(x + rz), \ z \in B(0, 2).
\]

Then
\[
|D(u_{x,r} - L)|(B(0, 2)) = \int_{B(0, 2)} |\nabla u_{x,r}(z) - \nabla u(x)| \, d\mathcal{L}^n(z) + |D^s u_{x,r}|(B(0, 2)) \\
= \frac{1}{r^n} \int_{B(x, 2r)} |\nabla u(y) - \nabla u(x)| \, d\mathcal{L}^n(y) + \frac{|D^s u|(B(x, 2r))}{r^n} \\
\to 0 \quad \text{as} \ r \to 0.
\]

In conclusion, we have the norm convergence
\[
u_{x,r} \to L \quad \text{in} \ BV(B(0, 2)).
\]

Note that \((u^*)_{x,r} = (u_{x,r})^*\) in \(B(0, 2)\), so we simply use the notation \(u_{x,r}^*\). Note also that
\[
|u_{x,r}^* - L| = |(u_{x,r} - L)^*| \leq |u_{x,r} - L|^* \leq M_1|u_{x,r} - L|,
\]
and so for every $j \in \mathbb{N}$ and $t > 0$ we get
\[
\text{Cap}_1(\{ z \in B(0,1) : |u^*_{x,2^{-j}}(z) - L(z)| > t \}) \\
\leq \text{Cap}_1(\{ z \in B(0,1) : \mathcal{M}_1u_{x,2^{-j}} - L(z) > t \}) \\
\leq C \frac{\|u_{x,2^{-j}} - L\|_{BV(B(0,2))}}{t} \text{ by Lemma 4.7} \\
\to 0 \text{ as } j \to \infty \text{ by (4.10)}.
\]
Thus we can choose numbers $t_j \searrow 0$ such that for the sets
\[
D_j := \{ z \in B(0,1) : |u^*_{x,2^{-j}}(z) - L(z)| > t_j \},
\]
we get $\text{Cap}_1(D_j) \to 0$ as $j \to \infty$. Define $A_j := D_j \setminus B(0,1/2)$ and $A := \bigcup_{j=1}^{\infty} 2^{-j}A_j + x$. Now for all $k \in \mathbb{N}$, we have
\[
\text{Cap}_1(A \cap B(x,2^{-k})) \leq \sum_{j=k}^{\infty} \text{Cap}_1(2^{-j}A_j + x) \\
= \sum_{j=k}^{\infty} 2^{-j(n-1)} \text{Cap}_1(A_j) \\
\leq \sum_{j=k}^{\infty} 2^{-j(n-1)} \text{Cap}_1(D_j) \\
\leq 2^{-k(n-1)+1} \max_{j \geq k} \text{Cap}_1(D_j).
\]
Since $\text{Cap}_1(D_j) \to 0$, we obtain
\[
\frac{\text{Cap}_1(A \cap B(0,2^{-k}))}{2^{-k(n-1)}} \to 0 \text{ as } k \to \infty,
\]
and so clearly $A$ is 1-thin at $x$. By (2.27), the 1-finely open set $U := \mathbb{R}^n \setminus \overline{A}$ contains $x$.

For any $j \in \mathbb{N}$ and $y \in U \cap B(x,2^{-j}) \setminus B(x,2^{-j-1})$, we have
\[
\frac{|u^*(y) - u^*(x) - L(y-x)|}{|y-x|} \leq 2 \frac{|u^*(y) - u^*(x) - L(y-x)|}{2^{-j}} \\
= 2 |u^*_{x,2^{-j}}((y-x)/2^{-j}) - L((y-x)/2^{-j})| \\
\leq 2t_j \to 0 \text{ as } j \to \infty,
\]
and so
\[
\lim_{U \ni y \to x} \frac{|u^*(y) - u^*(x) - (\nabla u(x), y-x)|}{|y-x|} = 0.
\]
Thus Condition (2) of Lemma 4.2 is satisfied, and we have fine differentiability at $x$. □

**Remark 4.11.** The definition of $p$-thinness when $1 < p < \infty$ has quite a different form compared to the definition of 1-thinness, and thus in the case $u \in N^{1,p}_{loc}(\Omega)$ for $1 < p < \infty$,
the above proof still only gives differentiability with respect to the 1-fine topology, and not the $p$-fine topology.

Note that if the fine derivative exists at a point $x$, by Lemma 4.2(2) we get

$$\text{Lip}_{u_0}^0(x) \leq |\nabla_{\text{fine}} w(x)|,$$

as we can choose $U_r = U \cap B(x, r)$ in the definition (1.1) of $\text{Lip}_{u_0}^0$. Soon we will note that in fact equality holds.

A natural question related to Theorem 1.4 is: what is the relationship between $a$ and $|\nabla u|$? Now we show that $|\nabla u|$ can be seen as essentially the “minimal $a$”.

**Proposition 4.13.** Suppose $\Omega$ is bounded and let $u \in L^p(\Omega)$, with $1 \leq p \leq \infty$. Then the following are equivalent:

1. $u \in W^{1,p}(\Omega)$;
2. There exists $a \in L^p(\Omega)$ such that $\text{Lip}_{u_0}^{a,0}(x) \leq 1$ for a.e. $x \in \Omega$; and for all $0 < \delta < s_{n-1}$, we have $\text{Lip}_{u_0}^{a,\delta}(x) \leq C\delta^{-1}$ for every $x \in \Omega$ and for a constant $C$ depending only on $n$.

For any $\varepsilon > 0$, we can choose $a = |\nabla u| + \varepsilon$, and for any $a$ as in (2), we have $a(x) \geq |\nabla u(x)|$ for a.e. $x \in \Omega$.

**Proof.** (1) $\Rightarrow$ (2): The second part is given by Proposition 3.16, with $a = |\nabla u|$. For the first part, note that from (4.12) and Theorem 4.8 we get

$$\text{Lip}_{u_0}^{a}(x) \leq |\nabla_{\text{fine}} u(x)| = |\nabla u(x)|$$

for a.e. $x \in \Omega$.

Now for each such $x$ that is also a Lebesgue point of $|\nabla u|$, we have $\text{Lip}_{u_0}^{a}(x) \leq 1$. Thus we obtain (2) with the choice $a = |\nabla u| + \varepsilon$.

(2) $\Rightarrow$ (1): By applying Theorem 3.32 with the choices $E = \emptyset$, $dv = a d\mathcal{L}^n$ (recall Lemmas 3.5 and 3.13), and $h = Cc(n)^{-1}$, we get (merging the constants $C$) $|\nabla u| \leq Cc(n)^{-1}a$, and so $u \in W^{1,p}(\Omega)$.

For the last claim, suppose $u \in W^{1,p}(\Omega)$ and suppose $a \in L^p(\Omega)$ such that $\text{Lip}_{u_0}^{a,0}(x) \leq 1$ for a.e. $x \in \Omega$. Consider a point $x$ that is a Lebesgue point of $a$, and where $u^*$ is finely differentiable and $\text{Lip}_{u_0}^{a,0}(x) \leq 1$; a.e. point $x \in \Omega$ satisfies these conditions. By Lemma 4.2(2), there exists a 1-finely open set $U \ni x$ such that

$$\lim_{U \ni y \to x} \frac{|u^*(y) - u^*(x) - \langle \nabla u(x), y - x \rangle|}{|y - x|} = 0.$$ 

Let $\kappa > 0$. On the other hand, we find sets $U_r \subset B(x, r)$ with

$$\lim_{r \to 0} \frac{\text{Cap}_1(B(x, r) \setminus U_r)}{r^{n-1}} = 0.$$
and
\[
\frac{1}{2} \limsup_{r \to 0} \frac{\text{osc}_{U_r} u}{r} \left( \int_{B(x,r)} (a + \kappa) \, d\mathcal{L}^n \right)^{-1} \leq \frac{1}{2} \limsup_{r \to 0} \frac{\text{osc}_{U_r} u}{r} \left( \int_{B(x,r)} a \, d\mathcal{L}^n \right)^{-1} \leq 1 + \kappa.
\]
(4.14)

Note that by Lemma 2.18, also
\[
\lim_{r \to 0} \frac{\mathcal{L}^n(B(x,r) \setminus (U_r \cap U))}{\mathcal{L}^n(B(x,r))} = 0,
\]
and so for a linear mapping \( L(y) = \langle v, y - x \rangle \) with \( v \in \mathbb{R}^n \), we clearly have
\[
\frac{1}{2} \lim_{r \to 0} \frac{\text{osc}_{U_r \cap U} L}{r} = |v|.
\]
(4.15)

Then by (4.14), we have
\[
1 + \kappa \geq \frac{1}{2} \limsup_{r \to 0} \frac{\text{osc}_{U_r} u}{r} \left( \int_{B(x,r)} (a + \kappa) \, d\mathcal{L}^n \right)^{-1} \geq \frac{1}{2} \limsup_{r \to 0} \frac{\text{osc}_{U_r \cap U} u}{r} ((a + \kappa)(x))^{-1} = |\nabla u(x)|((a + \kappa)(x))^{-1}
\]
by (4.15) combined with the fine differentiability. Hence \( |\nabla u(x)| \leq (1 + \kappa)(a(x) + \kappa) \) for a.e. \( x \in \Omega \), and letting \( \kappa \to 0 \) we get the result. \( \square \)

**Proposition 4.16.** Let \( w: \Omega \to [-\infty, \infty] \). If \( \nabla_{\text{fine}} w(x) \) exists at \( x \in \Omega \), then \( \text{Lip}_0^w(x) = |\nabla_{\text{fine}} w(x)| \).

**Proof.** We recall from (4.12) that inequality “\( \leq \)" holds. The opposite inequality follows from (4.15). \( \square \)

Now we give the following formulation which shows that Sobolev functions can, roughly speaking, be characterized as finely differentiable functions.

**Corollary 4.17.** Let \( u: \Omega \to [-\infty, \infty] \) be measurable and let \( 1 \leq p \leq \infty \).

1. If \( u \in D^p(\Omega) \), then \( \nabla_{\text{fine}} u^*(x) \) exists for a.e. \( x \in \Omega \), and \( \nabla_{\text{fine}} u^* \in L^p(\Omega) \).
2. If \( \nabla_{\text{fine}} u^*(x) \) exists for \( \mathcal{H}^{n-1}\text{-a.e.} \) \( x \in \Omega \), and \( \nabla_{\text{fine}} u^* \in L^p(\Omega) \), then \( u \in D^p(\Omega) \).

**Proof.** Claim (1) is given by Theorem 4.8. To prove claim (2), we can assume that \( \Omega \) is bounded. Note that from Proposition 4.16 we get \( \text{Lip}_{u^*}^0 < \infty \) for every \( x \in \Omega \setminus E \) with \( E \subset \Omega \) \( \mathcal{H}^{n-1}\)-negligible, and \( \text{Lip}_{u^*}^0 \in L^p(\Omega) \). Applying Theorem 3.32 with the choices \( \nu = \mathcal{L}^n \) and \( h = \text{Lip}_{u^*}^0 \) then gives \( u \in D^p(\Omega) \). \( \square \)

Note that in the case \( n = 1 \), we have \( \text{Cap}_1(\{x\}) = 2 \) for every \( x \in \mathbb{R} \), and so the fine derivative coincides with the usual derivative. Thus any Sobolev function on the real line that fails to be differentiable at some point demonstrates that we cannot have “\( \mathcal{H}^{n-1}\text{-a.e.} \)” in Claim (1). The usual Cantor–Vitali function \( u: [0,1] \to [0,1] \) demonstrates that we cannot take “a.e.” in Claim (2).
We say that a set $A$ is porous at $x \in A$ if there exists $\delta > 0$ and a sequence of points $x_j \to x$ such that $B(x_j, \delta|x - x_j|) \cap A = \emptyset$ for all $j \in \mathbb{N}$.

**Lemma 4.18.** Let $A \subset \mathbb{R}^n$. Then at a.e. $x \in A$, $A$ is not porous.

*Proof.* The set $\overline{A}$ is measurable, and so a.e. $x \in \overline{A}$ is a point of density one. This is then true also of a.e. $x \in A$. Clearly $A$ is not porous at such $x$. \hfill $\square$

The point of Lemma 4.18 is simply that even for a nonmeasurable set $A$, a.e. point is a “density point” in a weak sense, which will be sufficient for us.

Similarly to the definition of approximate differentiability, we say that a function $w$ on $\Omega$ is approximately continuous at $x \in \Omega$ if for every $\varepsilon > 0$, the set
\[ \{ y \in \Omega : |w(y) - w(x)| > \varepsilon \} \]
has measure density zero at $x$.

Recall that Stepanoff [53] showed that a function $w$ is differentiable almost everywhere in the set where $\text{Lip}_w(x) < \infty$. We show the following analog of this for fine differentiability.

**Theorem 4.19.** Let $w$ be a measurable function on $\Omega$, finite a.e. Then $w$ is 1-finely differentiable a.e. in the set
\[ H := \{ x \in \Omega : \text{Lip}_w^0(x) < \infty \}. \]

*Proof.* In the case $n = 1$, this reduces to the usual Stepanoff’s theorem, and so we assume $n \geq 2$.

For every $x \in H$, we have
\[ \frac{1}{2} \limsup_{r \to 0} \frac{\text{osc}_{B(x,r)} w}{r} < \text{Lip}_w^0(x) + 1 < \infty \]
for a choice of sets $U_{x,r} \subset B(x, r)$ with
\[ \lim_{r \to 0} \frac{\text{Cap}_1(B(x,r) \setminus U_{x,r})}{r^{n-1}} = 0. \tag{4.20} \]
Consider a point $x \in H$ that is an approximate continuity point of $w$; a.e. point $x \in H$ is such a point, see e.g. [16, Theorem 1.37]. Denote annuli by $A_k := B(x, 2^{-k}) \setminus B(x, 2^{-k-1})$, and $U_k := U_{x,2^{-k}}$. For all sufficiently large $k \in \mathbb{N}$, we have
\[ \frac{1}{2} \frac{\text{osc}_{U_k} w}{2^{-k}} < \text{Lip}_w^0(x) + 1. \tag{4.21} \]
Then define
\[ U' := \bigcup_{j=1}^{\infty} A_j \cap U_j \cap U_{j-1}. \]
Now for all \( k \in \mathbb{N} \), we have

\[
\text{Cap}_1(B(x, 2^{-k}) \setminus U') \leq \sum_{j=k}^{\infty} \text{Cap}_1(A_j \setminus U')
\]

\[
\leq \sum_{j=k}^{\infty} \left[ \text{Cap}_1(A_j \setminus U_j) + \text{Cap}_1(A_j \setminus U_{j-1}) \right]
\]

\[
\leq \sum_{j=k}^{\infty} \left[ \text{Cap}(B(x, 2^{-j}) \setminus U_j) + \text{Cap}(B(x, 2^{-j+1}) \setminus U_{j-1}) \right]
\]

\[
\leq 2 \max_{j \geq k-1} \frac{\text{Cap}(B(x, 2^{-j}) \setminus U_j)}{2^{-j(n-1)}} \times \sum_{j=k}^{\infty} 2^{-j(n-1)}
\]

\[
\leq 2^{-k(n-1)+2} \max_{j \geq k} \text{Cap}(B(x, 2^{-j}) \setminus U_j).
\]

By (4.20), we get

\[
\lim_{k \to \infty} \frac{\text{Cap}(B(x, 2^{-k}) \setminus U')}{2^{-k(n-1)}} = 0.
\]

Thus

\[
\lim_{r \to 0} \frac{\text{Cap}_1(B(x, r) \setminus U')}{r^{n-1}} = 0 \quad \text{and then also} \quad \lim_{r \to 0} \frac{\mathcal{L}^n(B(x, r) \setminus U')}{\mathcal{L}^n(B(x, r))} = 0
\]

by Lemma 2.18. For all sufficiently large \( k \geq 2 \), choose \( x_k \in U' \cap A_k \), and by the approximate continuity we can choose the points such that \( w(x_k) \to w(x) \). Now \( x_k \in U_k \cap U_{k-1} \), and so \( x_k \) and \( x_{k+1} \) are both in \( U_k \). Thus by (4.21), we have

\[
|w(x_k) - w(x_{k+1})| \leq 2^{-k+1}(\text{Lip}_w^0(x) + 1)
\]

(4.22)

for large \( k \in \mathbb{N} \). On the other hand, since \( w(x_k) \to w(x) \), we have in fact

\[
|w(x_k) - w(x)| \leq 2^{-k+2}(\text{Lip}_w^0(x) + 1).
\]

Combining this with (4.21), we get

\[
\frac{\text{osc}(A_k \cup U_{k} \cap U_{k-1} \cup \{x\})}{2^{-k}} \leq \frac{\text{osc}_{U_k \cup \{x\} \cap B(x, r)} w}{2^{-k}} \leq 2^3(\text{Lip}_w^0(x) + 1)
\]

for large \( k \in \mathbb{N} \), and so

\[
\limsup_{r \to 0} \frac{\text{osc}(U' \cup \{x\} \cap B(x, r))}{r} \leq 2 \limsup_{k \to \infty} \frac{\text{osc}(U' \cup \{x\} \cap B(x, 2^{-k}))}{2^{-k}} \leq 2^5(\text{Lip}_w^0(x) + 1) < \infty.
\]

Denote \( U' \cup \{x\} := U_x \). In total, for points \( x \in H \) of approximate continuity of \( w \) we have

\[
\limsup_{r \to 0} \frac{\text{osc}_{U_x \cap B(x, r)} w}{r} < \infty \quad \text{and} \quad \lim_{r \to 0} \frac{\text{Cap}_1(B(x, r) \setminus U_x)}{r^{n-1}} = 0.
\]
Let $N \subset H$ be the $\mathcal{L}^n$-negligible set where $w$ is not approximately continuous. We can write $H$ as

$$H = \bigcup_{j=1}^{\infty} \bigcup_{i=j}^{\infty} H_{i,j} \cup N,$$

where each $H_{i,j}$ is the set of points $x \in H$ for which

$$\sup_{0 < r \leq 2/j} \frac{\text{Osc}_{U \cap B(x,r)} w}{r} \leq j \quad \text{and} \quad \sup_{0 < r \leq 2/i} \frac{\text{Cap}_1(B(x,r) \setminus U_x)}{r^{n-1}} \leq \frac{1}{j^{2n+1}}. \quad (4.24)$$

First we claim that $|w(x) - w(y)| \leq 2j|x - y|$ for all $x, y \in H_{i,j}$ with $|x - y| < 2/i$ and $i \geq j$ for sufficiently large $j \geq 2$. For such points $x$ and $y$, by (4.24) we have

$$\text{Cap}_1(B(x, |x-y|) \cap B(y, |x-y|) \setminus (U_x \cap U_y)) \leq \frac{\text{Cap}_1(B(x, |x-y|) \setminus U_x)}{|x-y|^{n-1}} + \frac{\text{Cap}_1(B(y, |x-y|) \setminus U_y)}{|x-y|^{n-1}} \leq \frac{2}{j^{2n+1}}.$$

By Lemma 2.18, it follows that

$$\frac{\mathcal{L}^n(B(x, |x-y|) \cap B(y, |x-y|) \setminus (U_x \cap U_y))}{\mathcal{L}^n(B(x, |x-y|))} \leq \frac{2C_1}{\omega_n} \frac{2}{j^{2n+1}},$$

and so when $j \geq J$ for some $J$ depending only on $n$, there exists a point

$$z \in B(x, |x-y|) \cap B(y, |x-y|) \cap (U_x \cap U_y).$$

Now

$$|w(x) - w(y)| \leq |w(x) - w(z)| + |w(z) - w(y)| \leq j|x-z| + j|z-y| \quad \text{by} \quad (4.24) \leq 2j|x-y|,$$

proving the claim for $j \geq J$.

In the intersection of $H_{i,j}$ with any ball of diameter at most $1/i$, when $i \geq j \geq J$, we now know that $w$ is $2j$-Lipschitz, and so we can extend it to a $2j$-Lipschitz function on the entire $\mathbb{R}^n$ (see e.g. [16, Theorem 3.1]) and then apply Rademacher’s theorem to obtain that $w|_{H_{i,j}}$ is differentiable a.e. Going over indices $i \geq j \geq J$, this gives countably many exceptional sets, so we can denote their union by $N'$ and we have $\mathcal{L}^n(N') = 0$. By Lemma 4.18, if we denote the union of nonporous points of the sets $H_{i,j}$ by $N''$, we also have $\mathcal{L}^n(N'') = 0$.

Now consider an arbitrary $x \in H \setminus (N \cup N' \cup N'')$. Note that in the representation (4.23), both the outer union and the inner union is increasing, and so we have $x \in H_{i,j}$ for some
\( i \geq j \geq J \). Now by the conclusion of Rademacher’s theorem, we have
\[
\lim_{H_{i,j} \ni y \to x} \frac{|w(y) - w(x) - \langle \nabla w |_{H_{i,j}}(x), y - x \rangle|}{|y - x|} = 0. \tag{4.25}
\]
As before, consider the annuli \( A_k := B(x, 2^{-k}) \setminus B(x, 2^{-(k+1)}) \), for all \( k \) sufficiently large that \( B(x, 2^{-k}) \subset \Omega \) and \( 2^{-k} < 1/i \). By the nonporosity, for all sufficiently large \( k \in \mathbb{N} \) we find \( Cj^{2n} \) many points \( y_{k,l} \in A_k \cap H_{i,j} \) such that for every \( z \in A_k \) there is a point \( y_{k,l} \) with \( |z - y_{k,l}| < j^{-2}2^{-k} \). As usual, \( C \) depends only on \( n \). Define
\[
U := \bigcup_k \left( U_{y_{k,l}} \cap A_k \right),
\]
where the union is over sufficiently large \( k \in \mathbb{N} \), as we required above. Then
\[
\text{Cap}_1(A_k \setminus U) \leq \sum_l \text{Cap}_1(A_k \setminus U_{y_{k,l}}) \leq \sum_l \text{Cap}_1(B(y_{k,l}, 2^{-k+1}) \setminus U_{y_{k,l}}) \leq Cj^{2n} \cdot 2^{-n-1} \times 2^{(-k+1)(n-1)} \quad \text{by (4.24)} \]
\[
= Cj^{-1} \times 2^{(-k+1)(n-1)}.
\]
Thus for large \( k \),
\[
\frac{\text{Cap}_1(B(x, 2^{-k}) \setminus U)}{2^{-k(n-1)}} \leq \sum_{m=k}^{\infty} \frac{\text{Cap}_1(A_m \setminus U)}{2^{-k(n-1)}} \leq C \sum_{m=k}^{\infty} \frac{j^{-1} \times 2^{(-m+1)(n-1)}}{2^{-k(n-1)}} \leq 2^n Cj^{-1},
\]
and so
\[
\limsup_{r \to 0} \frac{\text{Cap}_1(B(x, r) \setminus U)}{r^{n-1}} \leq 2^n Cj^{-1}.
\]
Now for every \( z \in U \) sufficiently close to \( x \), we have \( z \in A_k \) for some \( k \in \mathbb{N} \) as large as required in the above estimates, and we find \( y_{k,l} \in A_k \cap H_{i,j} \) with \( |z - y_{k,l}| \leq j^{-2}2^{-k} \) and then
\[
|w(z) - w(x)| \leq |w(z) - w(y_{k,l})| + |w(y_{k,l}) - w(x)|,
\]
where by (4.24),
\[
|w(z) - w(y_{k,l})| \leq j|z - y_{k,l}| \leq jj^{-2}2^{-k}. \tag{4.26}
\]
We can assume \( J \geq 2 \), so that \( |y_{k,l} - x| \leq 2|z - x| \), and now
\[
\frac{|w(z) - w(x) - \langle \nabla w |_{H_{i,j}}(x), z - x \rangle|}{|z - x|} \leq \frac{|w(y_{k,l}) - w(x) - \langle \nabla w |_{H_{i,j}}(x), y_{k,l} - x \rangle|}{|z - x|} + \frac{|w(z) - w(y_{k,l})|}{|z - x|} + \frac{|\nabla w |_{H_{i,j}}(x)||y_{k,l} - z|}{|z - x|} \leq 2 \frac{|w(y_{k,l}) - w(x) - \langle \nabla w |_{H_{i,j}}(x), y_{k,l} - x \rangle|}{|y_{k,l} - x|} + jj^{-2}2^{-k} \frac{2}{2-k-1} + jj^{-2}2^{-k} \frac{2}{2-k-1}.
by (4.26) and since $|\nabla w|_{H_{i,j}}(x) \leq 2j$ due to $w|_{H_{i,j}}$ being locally $2j$-Lipschitz. Combining this with (4.25), we get
\[
\limsup_{U \ni z \to x} \frac{|w(z) - w(x) - (w|_{H_{i,j}}(x), z - x)|}{|z - x|} \leq 6j^{-1}.
\]
Recall that this holds for $i \geq j \geq J$, and so we can choose $i, j$ arbitrarily large. Thus Condition (3) of Lemma 4.2 is satisfied, and we get 1-fine differentiability at $x$. \hfill \Box

Recall the definition of the Hardy–Littlewood maximal function of a locally integrable function $u \in L^1_{\text{loc}}(\mathbb{R}^n)$ from (3.14). The so-called $W^{1,1}$-problem, posed in [24] by Hajlasz and Onnin, asks: do we have $M \in W^{1,1}(\mathbb{R}^n)$ when $u \in W^{1,1}(\mathbb{R}^n)$, and is the operator $u \mapsto |\nabla M u|$ bounded from $W^{1,1}(\mathbb{R}^n)$ to $L^1(\mathbb{R}^n)$? Toward answering this question, partial results have been proved by many authors in e.g. [2, 34, 38, 55]; often one considers the non-centered maximal function, where the supremum is taken over balls containing $x$. In particular, Hajlasz–Malý [23] showed the Hardy–Littlewood maximal function to be approximately differentiable a.e. Now we will show that it is 1-finely differentiable a.e.; as we have seen, this property is stronger and much closer to characterizing Sobolev functions.

We start with the following standard estimate.

**Lemma 4.27.** Let $u \in BV(\mathbb{R}^n)$, $x, y \in \mathbb{R}^n$, and $r > 0$. Then
\[
\left| \int_{B(y,r)} u \, d\mathcal{L}^n - \int_{B(x,r)} u \, d\mathcal{L}^n \right| \leq \frac{|y - x|}{\mathcal{L}^n(B(x,r))} |Du|(B(x, r + |y - x|)). \tag{4.28}
\]

**Proof.** First consider $v \in C^\infty(\mathbb{R}^n)$. We have
\[
\left| \int_{B(y,r)} v \, d\mathcal{L}^n - \int_{B(x,r)} v \, d\mathcal{L}^n \right| = \left| \int_{B(x,r)} (v(z + (y - x)) - v(z)) \, d\mathcal{L}^n(z) \right|
= \left| \int_{B(x,r)} \int_0^1 \frac{d}{dt} v(z + t(y - x)) \, dt \, d\mathcal{L}^n(z) \right|
\leq \frac{|y - x|}{\mathcal{L}^n(B(x,r))} \int_{B(x, r + |y - x|)} |\nabla v| \, d\mathcal{L}^n. \tag{4.29}
\]
We find a sequence of functions $\{v_i\}_{i \in \mathbb{N}}$ in $C^\infty(\mathbb{R}^n)$ such that $v_i \to u$ in $L^1(\mathbb{R}^n)$ and the measures $|Du_i|$ converge in the weak* sense to $|Du|$, see [4, Theorem 3.9, Proposition 1.80]. Writing (4.29) with $v = v_i$ and taking the limit $i \to \infty$, by the weak* convergence we get (see [4, Example 1.63])
\[
\left| \int_{B(y,r)} u \, d\mathcal{L}^n - \int_{B(x,r)} u \, d\mathcal{L}^n \right| \leq \frac{|y - x|}{\mathcal{L}^n(B(x,r))} |Du|(B(x, r + |y - x|)).
\]
\hfill \Box
We also define the Hardy–Littlewood maximal function of positive Radon measure \( \nu \) by
\[
\mathcal{M}_\nu(x) := \sup_{r > 0} \frac{\nu(B(x,r))}{\mathcal{L}^n(B(x,r))}.
\]

**Theorem 4.30.** Let \( u \in BV(\mathbb{R}^n) \). Then \( M_u \) is 1-finely differentiable a.e.

**Proof.** We also have \( |u| \in BV(\mathbb{R}^n) \), and so we can assume that \( u \geq 0 \). Take a point \( x \in \mathbb{R}^n \) where \( u^* \) is 1-finely differentiable; this is true of a.e. point by Theorem 4.8. By Lemma 4.2, this means that there is a 1-finely open set \( U \) containing \( x \) such that
\[
limit_{U \ni y \to x} \frac{|u^*(y) - u^*(x) - \langle \nabla u(x), y - x \rangle|}{|y - x|} = 0.
\]
(4.31)

We can also assume that \( x \) is a Lebesgue point of \( \nabla u \) (the density of the absolutely continuous part of \( Du \)) and that \( \mathcal{M}|Du|(x) < \infty \); note that \( \mathcal{M}\left|Du\right|(x) = \infty \) exactly when
\[
\limsup_{r \to 0} \left\frac{|Du|(B(x,r))}{\mathcal{L}^n(B(x,r))}\right. = \infty,
\]
which can happen only in a set of Lebesgue measure zero.

For simplicity, we can assume that \( x = 0 \).

**Step 1.** Here we estimate \( Mu(0) - Mu(y) \). The first possibility is that \( Mu(0) = u^*(0) \). Then we can estimate
\[
Mu(0) - Mu(y) \leq u^*(0) - u^*(y).
\]
The second possibility is that \( Mu(0) = u_{B(0,r)} \) for some \( 0 < r < \infty \). Then
\[
Mu(0) - Mu(y) \leq \int_{B(0,r)} u d\mathcal{L}^n - \int_{B(y,r)} u d\mathcal{L}^n
\]
\[
\leq \frac{|y|}{\mathcal{L}^n(B(0,r))} |Du|(|B(0, r + |y|)|) \quad \text{by (4.28)}
\]
\[
\leq \frac{\mathcal{L}^n(B(0, r + |y|))}{\mathcal{L}^n(B(0, r))} |y| \mathcal{M}\left|Du\right|(0).
\]
Combining the two cases and using (4.31) in the first case, we get
\[
\limsup_{U \ni y \to 0} \frac{Mu(0) - Mu(y)}{|y|} \leq \max\{|\nabla u(0)|, \mathcal{M}\left|Du\right|(0)\} = \mathcal{M}\left|Du\right|(0) < \infty,
\]
using also the fact that 0 is a Lebesgue point of \( \nabla u \).

**Step 2.** Here we estimate \( Mu(y) - Mu(0) \). Note that
\[
Mu(y) = \max\left\{ \sup_{0 < r \leq |y|} \int_{B(y,r)} u d\mathcal{L}^n, \sup_{r \geq |y|} \int_{B(y,r)} u d\mathcal{L}^n \right\}.
\]

**Step 2a.** Consider the first option in the maximum; recall that it is denoted by \( \mathcal{M}_{|y|}u(y) \).

We define \( L(z) := \langle \nabla u(0), z \rangle \) and the scalings
\[
u_r(z) := \frac{u(rz) - u^*(0)}{r}, \quad z \in B(0, 2).
\]
From (4.10), initially excluding another set of Lebesgue measure zero, we can also assume that
\[ u_r \to L \text{ in } \text{BV}(B(0, 2)). \]  
(4.32)
Suppose \( u^*(0) = 0 \); then by (4.31) necessarily \( \nabla u(0) = 0 \) since \( u \geq 0 \). Now by the easily verified scaling properties of the maximal function, for \( \varepsilon > 0 \) we estimate
\[
2^{j(n-1)} \text{Cap}_1(\{ y \in B(0, 2^{-j}) : M_{2^{-j}}u(y) > 2^{-j}\varepsilon \}) \\
= \text{Cap}_1(\{ z \in B(0, 1) : M_1 u_{2^{-j}}(z) > \varepsilon \}) \\
\leq C \frac{\|u_{2^{-j}}\|_{\text{BV}(B(0, 2))}}{\varepsilon} \text{ by Lemma 4.7} \\
\to 0 \text{ as } j \to \infty \text{ by (4.32)}.
\]

Then assume \( u^*(0) > 0 \), and also define \( L'(y) := (\nabla u(0), y) + u^*(0) \). Now we have \( L'(y) > 0 \) in a neighborhood of 0, and so for large \( j \) we estimate
\[
2^{j(n-1)} \text{Cap}_1(\{ y \in B(0, 2^{-j}) : M_{2^{-j}}u(y) - L'(y) > 2^{-j}\varepsilon \}) \\
= 2^{j(n-1)} \text{Cap}_1(\{ y \in B(0, 2^{-j}) : M_{2^{-j}}u(y) - M_{2^{-j}}L'(y) > 2^{-j}\varepsilon \}) \\
\leq 2^{j(n-1)} \text{Cap}_1(\{ y \in B(0, 2^{-j}) : M_{2^{-j}}|u - L'|(y) > 2^{-j}\varepsilon \}) \\
= \text{Cap}_1(\{ z \in B(0, 1) : M_1 |u_{2^{-j}} - L|((z) > \varepsilon \}) \\
\leq C \frac{\|u_{2^{-j}} - L\|_{\text{BV}(B(0, 2))}}{\varepsilon} \text{ by Lemma 4.7} \\
\to 0 \text{ as } j \to \infty \text{ by (4.32)}.
\]

Thus, whether \( u^*(0) = 0 \) or \( u^*(0) > 0 \), in both cases we can choose a sequence \( \varepsilon_j \to 0 \) and sets \( V_j \subset B(x, 2^{-j}) \) such that
\[
\frac{M_{2^{-j}}u(y) - L'(y)}{2^{-j}} \leq \varepsilon_j \text{ for all } y \in V_j \text{ and } \lim_{j \to \infty} \text{Cap}_1(B(0, 2^{-j}) \setminus V_j) = 0. \]  
(4.33)
Define the annuli \( A_j := B(0, 2^{-j}) \setminus B(0, 2^{-j-1}) \). Then defining \( V' := \bigcup_{j=1}^{\infty} (A_j \cap V_j) \cup \{x\} \), we have that
\[
\text{Cap}_1(B(0, 2^{-k}) \setminus V') \leq \sum_{j=k}^{\infty} \text{Cap}_1(A_j \setminus V_j) \\
\leq \sum_{j=k}^{\infty} 2^{-j(n-1)} \times \max_{j \geq k} \frac{\text{Cap}_1(B(0, 2^{-j}) \setminus V_j)}{2^{-j(n-1)}} \\
\leq 2^{-k(n-1)+1} \times \max_{j \geq k} \frac{\text{Cap}_1(B(0, 2^{-j}) \setminus V_j)}{2^{-j(n-1)}}.
\]

Thus
\[
\lim_{k \to \infty} \frac{\text{Cap}_1(B(0, 2^{-k}) \setminus V')}{2^{-k(n-1)}} = 0,
\]
and so \( \mathbb{R}^n \setminus V' \) is 1-thin at 0. By (2.27), \( V := \text{fine-int}(V') \) is a 1-finely open set containing 0, and by (4.33),
\[
\limsup_{V \ni y \to 0} \frac{\mathcal{M}|y|u(y) - L'(y)}{|y|} \leq 0.
\]
Thus
\[
\limsup_{V \ni y \to 0} \frac{\mathcal{M}|y|u(y) - \mathcal{M}u(0)}{|y|} \leq \limsup_{V \ni y \to 0} \frac{L'(y) - \mathcal{M}u(0)}{|y|} \leq \limsup_{V \ni y \to 0} \frac{L'(y) - u^*(0)}{|y|} = |\nabla u(0)|.
\]

**Step 2b.** Now consider the latter quantity in the maximum at the beginning of Step 2. Note that for every \( y \neq 0 \), we find \( r_y \geq |y| \) such that
\[
\sup_{r \geq |y|} \int_{B(y,r)} u \, d\mathcal{L}^n = \int_{B(y,r_y)} u \, d\mathcal{L}^n.
\]
We estimate
\[
\sup_{r \geq |y|} \int_{B(y,r)} u \, d\mathcal{L}^n - \mathcal{M}u(0) \leq \int_{B(y,r_y)} u \, d\mathcal{L}^n - \int_{B(0,r_y)} u \, d\mathcal{L}^n \leq \frac{|y|}{\mathcal{L}^n(B(0,r_y))} |Du| (B(0,r_y) + |y|) \text{ by (4.28)} \leq \frac{\mathcal{L}^n(B(0,r_y) + |y|)}{\mathcal{L}^n(B(0,r_y))} |y| |\nabla u(0)| \leq 2^n |y| |\mathcal{M}|Du|(0).
\]
Combining Steps 2a and 2b, we have
\[
\limsup_{V \ni y \to 0} \frac{\mathcal{M}u(y) - \mathcal{M}u(0)}{|y|} \leq 2^n \max\{|\nabla u(0)|, \mathcal{M}|Du|(0)\} = 2^n \mathcal{M}|Du|(0).
\]
Combining Steps 1 and 2, we have that
\[
\limsup_{U \cap V \ni y \to 0} \frac{|\mathcal{M}u(y) - \mathcal{M}u(0)|}{|y|} \leq 2^n \mathcal{M}|Du|(0).
\]
The set \( U \cap V \ni 0 \) is 1-finely open. Thus \( \text{Lip}_x^0 \mathcal{M}u(x) \leq 2^n \mathcal{M}|Du|(x) < \infty \) for a.e. \( x \in \mathbb{R}^n \). Now by Theorem 4.19, \( \mathcal{M}u \) is 1-finely differentiable a.e.

The above proof works, with small changes, also for the non-centered maximal function, where the supremum is taken over balls containing \( x \). We chose to give the proof for the ordinary Hardy–Littlewood maximal function because in general, the non-centered version tends to have the better regularity of the two.
5. The number \( \text{lip}_f \) and quasiconformal mappings

As mentioned in the introduction, there are certain results that can be formulated quite analogously on the one hand with the Lipschitz number \( \text{lip}_f \), on the other hand with the distortion number \( h_f \). Thus, having studied generalized Lipschitz numbers in the previous sections, in this section we will study a generalized version of the distortion number.

As before, \( \Omega \subset \mathbb{R}^n \) is always an open set. Moreover, we assume \( 1 \leq p \leq \infty \).

First consider the Lipschitz number

\[
\text{lip}_w(x) := \liminf_{r \to 0} \sup_{y \in B(x, r)} \frac{|w(y) - w(x)|}{r}.
\]

Balogh–Csörnyei [6, Theorem 1.2] showed that if \( w : \Omega \to \mathbb{R} \) satisfies the following:

- \( w \) is continuous;
- \( \text{lip}_w < \infty \) outside a set of \( \sigma \)-finite \( \mathcal{H}^{n-1} \)-measure; and
- \( \text{lip}_w \in L^p(\Omega) \),

then \( w \in W^{1,p}_{\text{loc}}(\Omega) \). Generalizations of this result to metric measure spaces have been shown by Wildrick and Zürcher [57, 58].

Of course, none of the converses hold: when \( 1 \leq p \leq n \), a Sobolev function \( u \in W^{1,p}_{\text{loc}}(\Omega) \) may be discontinuous and have \( \text{lip}_{u^*}(x) = \infty \) for every \( x \in \Omega \). Precisely because Sobolev functions are not generally continuous, one often uses the fact that they are nonetheless quasicontinuous, and so it was asked in [58, Remark 3.15] whether it would be enough to assume quasicontinuity in the above type of theorem. As a special case of our Theorem 1.4, we get the following proposition that is much closer to an if and only if result.

**Proposition 5.1.** Suppose \( \Omega \) is bounded and \( u : \Omega \to [-\infty, \infty] \) is measurable such that:

1. \( u^* \) is \( p \)-quasicontinuous in \( \Omega \);
2. \( \text{Lip}^0_{u^*} < \infty \) outside a set of \( \sigma \)-finite \( \mathcal{H}^{n-1} \)-measure; and
3. \( \text{Lip}^0_{u^*} \in L^p(\Omega) \).

Then \( u \in D^p(\Omega) \).

Conversely, if \( u \in D^p(\Omega) \), then (1) and (3) are satisfied.

**Proof.** To prove the first claim, denote by \( E \) the subset of \( \Omega \) where \( \text{Lip}^0_{u^*} = \infty \). Since \( u^* \) is \( p \)-quasicontinuous, it is also \( 1 \)-quasicontinuous by (2.24), and thus also measurable. Then by Lemma 3.2, given any direction \( v \in \partial B(0, 1) \), \( u^* \) is continuous on a.e. line parallel to \( v \), and the intersection of \( E \) with almost every line \( l \) parallel to \( v \) is at most countable, see e.g. [54, p. 103]. Now by applying Theorem 3.32 with the choices \( \nu = \mathcal{L}^n \) and \( h = \text{Lip}^0_{u^*} \), we get \( u \in D^p(\Omega) \) with \( d|Du| \leq C \text{Lip}^0_{u^*} \ d\mathcal{L}^n \), so that in fact \( u \in D^p(\Omega) \).

For the converse claim, note that \( D^p(\Omega) \subset W^{1,p}_{\text{loc}}(\Omega) \) and recall the \( p \)-quasicontinuity from (2.15). By Theorem 4.8, \( u^* \) is \( 1 \)-finely differentiable at a.e. \( x \in \Omega \). At such points, by Proposition 4.16 we have \( \text{Lip}^0_{u^*}(x) = |\nabla_{\text{fine}} u^*(x)| = |\nabla u(x)| \). Thus \( \text{Lip}^0_{u^*} \in L^p(\Omega) \). \( \square \)
The next example shows that we do not in general have a converse for (2).

**Example 5.2.** Let \( g \in L^1(\mathbb{R}) \) be a nonnegative, lower semicontinuous function on the real line with \( g = \infty \) in an uncountable set \( A \) (with \( L^1(A) = 0 \), of course). Let

\[
u(x) := \int_{-\infty}^{x} g(t) \, dt, \quad x \in \mathbb{R}.
\]

Now \( \nu \in D^1(\mathbb{R}) \), and \( \nu \) (as well as \( \nu^* \)) is continuous and \( \text{Lip}_{\nu^*}^0 \nu = g \) a.e., so that \( \text{Lip}_{\nu^*}^0 \nu \in L^1(\mathbb{R}) \). But \( \text{Lip}_{\nu^*}^0 \nu = \infty \) in \( A \), which is not a set of \( \sigma \)-finite \( \mathcal{H}^0 \)-measure.

On the other hand, the usual Cantor–Vitali function \( u : [0, 1] \to [0, 1] \) is a continuous function for which \( \text{lip}^0 u^* = 0 \) a.e. but \( u \notin W^{1,1}_{\text{loc}}((0, 1)) \).

This example demonstrates that the quantity \( \text{Lip}_{\nu^*}^0 \nu \) is insufficient for characterizing Sobolev functions. This is the main motivation for considering the function \( a \) and the generalized Lipschitz number \( \text{Lip}_{a,\delta}^0 u^* \).

Now we study quasiconformal mappings; for the rest of the section we will assume \( n \geq 2 \).

Consider a mapping \( f : \Omega \to \mathbb{R}^n \). For every \( x \in \Omega \) and \( r > 0 \), we define

\[
L_f(x, r) := \sup \{|f(y) - f(x)| : y \in \Omega, |y - x| \leq r}\]

and

\[
l_f(x, r) := \inf \{|f(y) - f(x)| : y \in \Omega, |y - x| \geq r}\],
\]

and then

\[
H_f(x, r) := \frac{L_f(x, r)}{l_f(x, r)}; \quad (5.5)
\]

we interpret this to be \( \infty \) if the denominator is zero or the numerator is \( \infty \). A homeomorphism \( f : \mathbb{R}^n \to \mathbb{R}^n \) is said to be (metric) quasiconformal if there is a number \( 1 \leq H < \infty \) such that

\[
H_f(x) := \limsup_{r \to 0} H_f(x, r) \leq H
\]

for all \( x \in \mathbb{R}^n \). We also define

\[
h_f(x) := \liminf_{r \to 0} H_f(x, r). \quad (5.7)
\]

For \( 1 \leq p \leq n \), we denote the Sobolev conjugate by \( p^* = np/(n - p) \) when \( p < n \), and \( p^* = \infty \) when \( p = n \).

Quasiconformal mappings are in the class \( W^{1,n}_{\text{loc}}(\mathbb{R}^n, \mathbb{R}^n) \), but with relaxed requirements on \( H_f \) or \( h_f \), it is possible to show at least weaker regularity. The following theorem is known to hold; for a proof, see e.g. Koskela–Rogovin [33, Corollary 1.3] and Kallunki–Martio [30, Theorem 2.2]. Note the analogy with the above result by Balogh–Csörgyevi involving \( \text{lip}_w \).

**Theorem 5.8.** Let \( f : \Omega \to f(\Omega) \) be a homeomorphism, where \( f(\Omega) \) is open, and let \( 1 \leq p \leq n \). Suppose \( h_f \in L_{\text{loc}}^{n/(n-1)}(\Omega) \) and \( h_f < \infty \) outside a set \( E \) with \( \sigma \)-finite \( \mathcal{H}^{n-1} \)-measure. Then \( f \in W^{1,1}_{\text{loc}}(\Omega; f(\Omega)) \). If also \( h_f \in L_{\text{loc}}^{p^*/(n-1)/n}(\Omega) \), then \( f \in W^{1,p}_{\text{loc}}(\Omega; f(\Omega)) \).
The literature studying this type of result as well as previous weaker versions is extensive, see e.g. Gehring [21, 22], Margulis–Mostow [47], Fang [17], Balogh–Koskela [7], Kallunki–Koskela [29], Heinonen–Koskela–Shanmugalingam–Tyson [27], Kallunki–Martio [30], Koskela–Rogovin [33], Balogh–Koskela–Rogovin [8], and Lahti–Zhou [41, 42]. Essentially, in this type of result there are always two exceptional sets. One exceptional set is the \( n-1 \)-dimensional set \( E \), whereas the condition \( h_f \in L^{n/(n-1)}_{\text{loc}}(\Omega) \) fails to give control in a larger exceptional set of zero \( L^n \)-measure. The sharpness of the requirement on the size of \( E \) has been studied by Hanson [26] and Williams [56, Remark 1.9].

It is then natural to ask, why are there specifically these two exceptional sets, of dimensions \( n-1 \) and \( n \)? The crux of the proof is usually showing absolute continuity on lines or \( W^{1,1}_{\text{loc}} \)-regularity, which also raises the question of whether there is a BV version of the result. In fact, the sizes of the two different exceptional sets are the same as the sizes of the sets where a BV function fails to be approximately continuous, and where it fails to be approximately differentiable.

Towards resolving these questions, consider our definition of generalized Lipschitz numbers. For a mapping \( f: \Omega \to \mathbb{R}^n \) and a positive Radon measure \( \nu \) on \( \Omega \), similarly to (1.1) we define

\[
\text{lip}_\nu^f(x) := \frac{1}{2} \liminf_{r \to 0} \frac{\text{osc}_{B(x,r)} f \mathcal{L}^n(B(x,r))}{r \nu(B(x,r))}, \quad x \in \Omega.
\]

Analogously, we define a generalized version of \( h_f \) as follows:

\[
h^\nu_f(x) := \liminf_{r \to 0} \frac{L_f(x,r)}{l_f(x,r)} \left( \frac{\mathcal{L}^n(B(x,r))}{\nu(B(x,r))} \right)^{(n-1)/n}, \quad x \in \Omega.
\]

For convenience, assume that the entire \( \Omega \) is in the support of \( \nu \), so that always \( \nu(B(x,r)) > 0 \) above. It is straightforward to show that \( \text{lip}_\nu^f, h^\nu_f \) are Borel functions when \( f \) is continuous, which guarantees that various integrals below are well defined.

**Remark 5.9.** Note that unlike with \( \text{Lip}_\nu^{\delta} \), here we do not work with the 1-finely open sets \( U_r \subset B(x,r) \), but rather we consider the entire ball \( B(x,r) \). The reason for this is the extra difficulty caused by the fact that we have “\( \lim\inf \)” in the definitions instead of “\( \lim\sup \)”. Overall, there are many possible variations and alternative formulations of our definitions, which may prove interesting to study, but in this paper we limit ourselves to certain natural choices, which often allow easy comparison with previous results in the literature.

Now we prove the following theorem which includes the BV case. We will find that Theorem 5.8 can be deduced as a special case, but Theorem 5.10 is also able to detect more Sobolev functions, as we will see in Example 5.28.

**Theorem 5.10.** Suppose \( \Omega \) is nonempty and bounded, \( f: \Omega \to f(\Omega) \subset \mathbb{R}^n \) is injective and continuous such that \( f(\Omega) \) is open and \( \mathcal{L}^n(f(\Omega)) < \infty \), and there exists a finite Radon
measure \( \nu \geq L^n \) on \( \Omega \) such that \( \min \{ \lip_f(y), h_f(y) \} < \infty \) for \( \mathcal{H}^{n-1} \)-a.e \( x \in \Omega \), and
\[
\int_{\Omega} \min \{ \lip_f, (h_f)^{n/(n-1)} \} \, d\nu < \infty. \tag{5.11}
\]

Then \( f \in \BV_{\text{loc}}(\Omega; \mathbb{R}^n) \) with
\[
\Var(f, \Omega) \leq C \left( \int_{\Omega} \min \{ \lip_f, (h_f)^{n/(n-1)} \} \, d\nu + L^n(f(\Omega)) \right),
\]
where \( C = 2^{n^2+2} n N_n \). If \( \min \{ \lip_f, (h_f)^{n/(n-1)} \} \, d\nu \) is absolutely continuous with respect to the Lebesgue measure, then \( f \in W^{1,1}_{\text{loc}}(\Omega; \mathbb{R}^n) \).

Proof. By assumption, we find a partition of \( \Omega \) into disjoint sets \( A_1, A_2, \) and \( N \), where \( \min \{ \lip_f, (h_f)^{n/(n-1)} \} = \lip_f < \infty \) in \( A_1 \), \( \min \{ \lip_f, (h_f)^{n/(n-1)} \} = (h_f)^{n/(n-1)} < \infty \) in \( A_2 \), and \( \mathcal{H}^{n-1}(N) = 0 \). Fix \( \epsilon > 0 \). By the Vitali-Carathéodory theorem (Theorem 2.1), we can take a lower semicontinuous function \( h \geq 0 \) on \( \Omega \) such that \( h \geq \min \{ \lip_f, (h_f)^{n/(n-1)} \} \) and
\[
\int_{\Omega} h \, d\nu \leq \int_{\Omega} \min \{ \lip_f, (h_f)^{n/(n-1)} \} \, d\nu + \epsilon. \tag{5.12}
\]

For every \( x \in A_1 \), we can choose a radius \( 0 < r_x \leq \epsilon \) such that \( \overline{B}(x, r_x) \subset \Omega \) and
\[
\frac{1}{2} \frac{\osc_{\overline{B}(x, r_x)} f}{r_x} \frac{L^n(\overline{B}(x, r_x))}{\nu(\overline{B}(x, r_x))} \leq \frac{1}{2} \frac{\osc_{\overline{B}(x, r_x)} f}{r_x} \frac{L^n(B(x, r_x))}{\nu(B(x, r_x))} < \lip_f(x) + \epsilon, \tag{5.13}
\]
and also, by the lower semicontinuity of \( h \),
\[
\lip_f(x) \nu(\overline{B}(x, r_x)) \leq \int_{\overline{B}(x, r_x)} (h + \epsilon) \, d\nu. \tag{5.14}
\]

By the Besicovitch covering theorem (see e.g. [16, Theorem 1.27]), we can select collections \( \{ \overline{B}_{j,k} \in \overline{B}(x, r_x) \}_{k=1}^{\infty} \), consisting of disjoint balls for each \( j = 1, \ldots, N_n \), and such that \( A_1 \subset \bigcup_{j=1}^{N_n} \bigcup_{k=1}^{\infty} \overline{B}_{j,k} \).

Analogously, for every \( y \in A_2 \), we can choose a radius \( 0 < s_y \leq \epsilon \) such that \( \overline{B}(y, s_y) \subset \Omega \) and \( L_f(y, s_y) \subset f(\Omega) \) (using the continuity of \( f \)), and
\[
\frac{L_f(y, s_y)}{l_f(y, s_y)} \left( \frac{L^n(\overline{B}(y, s_y))}{\nu(\overline{B}(y, s_y))} \right)^{(n-1)/n} \leq \frac{L_f(y, s_y)}{l_f(y, s_y)} \left( \frac{L^n(B(y, s_y))}{\nu(B(y, s_y))} \right)^{(n-1)/n} < h_f(y) + \epsilon, \tag{5.15}
\]
and also
\[
h_f(y)^{n/(n-1)} \nu(\overline{B}(y, s_y)) \leq \int_{\overline{B}(y, s_y)} (h + \epsilon) \, d\nu. \tag{5.16}
\]

By the Besicovitch covering theorem, we can select collections \( \{ \overline{B}_{j,k} \in \overline{B}(y, s_y) \}_{k=1}^{\infty} \), consisting of disjoint balls for each \( j = 1, \ldots, N_n \), and such that \( A_2 \subset \bigcup_{j=1}^{N_n} \bigcup_{k=1}^{\infty} \overline{B}_{j,k} \).
Denote $L_{j,k} := L_f(y_{j,k}, s_{j,k})$ and $l_{j,k} := l_f(y_{j,k}, s_{j,k})$, and also write the sum $\sum_{j=1}^{N_n} \sum_{k=1}^{\infty}$ in the abbreviated form $\sum_{j,k}$. Define

$$g := \sum_{j,k} \frac{\text{osc} B_{j,k}}{r_{j,k}} f_{2B_{j,k}} + 2 \sum_{j,k} \frac{L_{j,k}}{s_{j,k}} \chi_{2\widehat{B}_{j,k}}.$$  

Almost every line in the direction of a coordinate axis has empty intersection with $N$. Take a line segment $\gamma : [0, \ell] \to \Omega$ in such a line, of length $\ell$. Assume $\ell \geq \varepsilon$. The collections $\{B_{j,k}\}_{j,k}$ and $\{\widehat{B}_{j,k}\}_{j,k}$ together cover $\gamma$. If $\gamma \cap B_{j,k} \neq \emptyset$, then

$$\int_{\gamma} \frac{\text{osc} B_{j,k}}{r_{j,k}} f_{2B_{j,k}} \, ds \geq \text{osc} B_{j,k} f.$$  

Similarly if $\gamma \cap \widehat{B}_{j,k} \neq \emptyset$, then

$$2 \int_{\gamma} \frac{L_{j,k}}{r_{j,k}} \chi_{2\widehat{B}_{j,k}} \, ds \geq 2L_{j,k} \geq \text{osc} \widehat{B}_{j,k} f.$$  

It follows that

$$\int_{\gamma} g \, ds \geq \sum_{j,k : \gamma \cap B_{j,k} \neq \emptyset} \text{osc} B_{j,k} f + \sum_{j,k : \gamma \cap \widehat{B}_{j,k} \neq \emptyset} \text{osc} \widehat{B}_{j,k} f \geq |f(\gamma(0)) - f(\gamma(\ell))| \quad (5.17)$$  

by the continuity of $f$. On the other hand, we estimate

$$\sum_{j,k} \frac{\text{osc} B_{j,k}}{r_{j,k}} f_{2B_{j,k}} \leq 2^{n+1} \sum_{j,k} \nu(2B_{j,k})(\text{lip}_f(x_{j,k}) + \varepsilon) \quad \text{by (5.13)}$$  

$$\leq 2^{n+1} \sum_{j,k} \int_{B_{j,k}} (h + 2\varepsilon) \, d\nu \quad \text{by (5.14)} \quad (5.18)$$

$$\leq 2^{n+1} N_n \int_{\Omega} (h + 2\varepsilon) \, d\nu.$$  

Next, we will use a generalized Young’s inequality: with $1/n + (n - 1)/n = 1$, by the usual Young’s inequality we have for any $\alpha, \beta \geq 0$ and any choice of $0 < \delta \leq 1$ that

$$\alpha \beta = \delta^{1/n} \alpha^{1-n/\beta} \leq \frac{1}{n} \delta \alpha^n + \frac{n-1}{n} \delta^{-1/(n-1)} \beta^{n/(n-1)} \leq \delta \alpha^n + \delta^{-1/(n-1)} \beta^{n/(n-1)}. \quad (5.19)$$

Note also that $B(f(y_{j,k}), l_{j,k}) \subset B(f(y_{j,k}), L_{j,k}) \subset f(\Omega)$, and then by the definition of $l_f(\cdot, \cdot)$, necessarily

$$B(f(y_{j,k}), l_{j,k}) \subset f(\widehat{B}_{j,k}). \quad (5.20)$$
Now we estimate
\[
\sum_{j,k} \frac{L_{j,k}}{s_{j,k}} \mathcal{L}^n(2\hat{B}_{j,k})
\]
\[
\leq \sum_{j,k} \frac{l_{j,k}}{s_{j,k}} \frac{\mathcal{L}^n(2\hat{B}_{j,k})}{\mathcal{L}^n(\hat{B}_{j,k})} \left( \frac{\nu(\hat{B}_{j,k})}{\mathcal{L}^n(\hat{B}_{j,k})} \right)^{(n-1)/n} (h_f^r(y_{j,k}) + \varepsilon) \quad \text{by (5.15)}
\]
\[
= 2^n \omega_1^{1/n} \sum_{j,k} l_{j,k} \nu(\hat{B}_{j,k})^{(n-1)/n} (h_f^r(y_{j,k}) + \varepsilon)
\]
\[
\leq 2^n \omega_1 \sum_{j,k} l_{j,k} + \delta^{-1/(n-1)} \sum_{j,k} (h_f^r(y_{j,k}) + \varepsilon)^{n/((n-1))} \nu(\hat{B}_{j,k}) \quad \text{by (5.19)}
\]
\[
\leq 2^n \delta \sum_{j,k} \mathcal{L}^n(f(\hat{B}_{j,k})) \quad \text{by (5.20)}
\]
\[
+ \delta^{-1/(n-1)} 2^{n/((n-1))} \sum_{j,k} \left( h_f^r(y_{j,k})^{n/((n-1))} + \varepsilon^{n/((n-1))} \right) \nu(\hat{B}_{j,k})
\]
\[
\leq 2^n \delta N_n \mathcal{L}^n(f(\Omega)) + \delta^{-1/(n-1)} 2^{n/((n-1))} N_n \int_{\Omega} (h + \varepsilon + \varepsilon^{n/((n-1))}) d\nu
\]
by the injectivity of \( f \) and by (5.16). By combining (5.18) and (5.21), we get
\[
\int_{\Omega} g d\mathcal{L}^n \leq \sum_{j,k} \frac{\text{Osc}_{B_j,k} f}{r_{j,k}} \mathcal{L}^n(2B_{j,k}) + 2 \sum_{j,k} \frac{L_{j,k}}{s_{j,k}} \mathcal{L}^n(2\hat{B}_{j,k})
\]
\[
\leq 2^{n+1} \delta N_n \mathcal{L}^n(f(\Omega)) + \delta^{-1/(n-1)} 2^n N_n \int_{\Omega} (h + 2\varepsilon) d\nu.
\]
(5.22)

Recall that \( \varepsilon > 0 \) has been fixed. Now, with the choices \( \varepsilon = 1/i \), we get sequences \( \{g_i\}_{i=1}^{\infty} \) and \( \{h_i\}_{i=1}^{\infty} \). Recall the definition of pointwise variation from (2.11). By (5.17), for every \( z \in \pi_n(\Omega) \) such that the line in the \( n:\text{th} \) coordinate direction intersecting \( (z,0) \) does not intersect \( N \), we get
\[
pV(f_z, \Omega_z) \leq \liminf_{i \to \infty} \int_{\Omega_z} g_i ds.
\]
We estimate
\[
\int_{\pi_n(\Omega)} pV(f, \Omega) \, d\mathcal{L}^{n-1}(z) \\
\leq \int_{\pi_n(\Omega)} \liminf_{i \to \infty} \int_{\Omega} g_i \, ds \, d\mathcal{L}^{n-1}(z) \\
\leq \liminf_{i \to \infty} \int_{\pi_n(\Omega)} \int_{\Omega} g_i \, ds \, d\mathcal{L}^{n-1}(z) \text{ by Fatou’s lemma} \\
= \limsup_{i \to \infty} \int_{\Omega} g_i \, d\mathcal{L}^n \text{ by Fubini} \\
\leq \limsup_{i \to \infty} \left[ 2^{n^2+1} \delta N_n \mathcal{L}^n(f(\Omega)) + \delta^{-1/(n-1)} 2^{n+2} N_n \int_{\Omega} (h_i + 2/i) \, d\nu \right] \text{ by (5.22)} \\
\leq 2^{n^2+1} \delta N_n \mathcal{L}^n(f(\Omega)) + \delta^{-1/(n-1)} 2^{n+2} N_n \int_{\Omega} \min \{ \text{lip}_f, (h_f)_{n/(n-1)} \} \, d\nu \text{ by (5.12)} \\
< \infty \text{ by (5.11)}.
\]

Recall (2.13). Since we can do the above calculation also in other coordinate directions, we obtain
\[
\text{Var}(f, \Omega) \leq 2^{n^2+1} \delta N_n \mathcal{L}^n(f(\Omega)) + \delta^{-1/(n-1)} 2^{n+2} N_n \int_{\Omega} \min \{ \text{lip}_f, (h_f)_{n/(n-1)} \} \, d\nu.
\]

With the choice \( \delta = 1 \), this proves the first claim.

Now assume that \( \min \{ \text{lip}_f, (h_f)_{n/(n-1)} \} \, d\nu \) is absolutely continuous with respect to the Lebesgue measure. Note that by replacing \( \Omega \) with an open set \( W \subset \Omega \), we have in fact
\[
|Df|(W) \leq C \left( \delta \mathcal{L}^n(f(\Omega)) + \delta^{-1/(n-1)} \int_W \min \{ \text{lip}_f, (h_f)_{n/(n-1)} \} \, d\nu \right)
\]
for every open set \( W \subset \Omega \) and every \( 0 < \delta \leq 1 \). From this, it easily follows that \( |Df| \) is absolutely continuous with respect to the Lebesgue measure, and so in fact \( f \in D^1(\Omega; \mathbb{R}^n) \subset \mathcal{W}^{1,1}_\text{loc}(\Omega; \mathbb{R}^n) \).

Given a positive \( a \in L^1(\Omega) \), denote \( h^a_f := h^a_f \mathcal{L}^n \).

**Corollary 5.23.** Suppose \( \Omega \) is bounded, \( f: \Omega \to f(\Omega) \subset \mathbb{R}^n \) is injective and continuous such that \( f(\Omega) \) is open and \( \mathcal{L}^n(f(\Omega)) < \infty \), and there exists \( a \in L^1(\Omega) \) with \( a \geq 1 \), and a set \( E \) of \( \sigma \)-finite \( \mathcal{H}^{n-1} \)-measure such that \( h^a_f(x) < \infty \) for every \( x \in \Omega \setminus E \). Assume also that
\[
\| h^a_f \mathcal{L}^n(\Omega) \|_{L^{n/(n-1)}(\Omega)} < \infty.
\]
Then \( f \in D^1(\Omega; \mathbb{R}^n) \).

**Proof.** We can represent \( E \) as a union \( E = \bigcup_{j=1}^\infty E_j \cup N \), with \( 0 < \mathcal{H}^{n-1}(E_j) < \infty \) for all \( j \in \mathbb{N} \), and \( \mathcal{H}^{n-1}(N) = 0 \). Since \( \mathcal{H}^{n-1} \) is Borel regular, we can assume each \( E_j \) to be a
Borel set. Define $\nu$ by
\[
d\nu := a \, d\mathcal{L}^n + \sum_{j=1}^{\infty} 2^{-j} \mathcal{H}^{n-1}(E_j)^{-1} d\mathcal{H}^{n-1} \mathcal{L}^n_{E_j}.
\] (5.24)

By a standard density result, see e.g. [4, Theorem 2.56], for $\mathcal{H}^{n-1}$-a.e. $x \in E$ we have
\[
\limsup_{r \to 0} r \, \nu(B(x, r)) > 0.
\]

At these points, by the continuity of $f$ we get
\[
\text{lip}_{\nu} f(x) = \liminf_{r \to 0} \frac{\text{osc}_{B(x, r)} f}{r} \frac{\mathcal{L}^n(B(x, r))}{\nu(B(x, r))} = 0.
\]

Thus we obtain $\min\{\text{lip}_{\nu} f, (h_{\nu} f)^{n/(n-1)}\} = (h_{\nu} f)^{n/(n-1)} < \infty$ $\mathcal{H}^{n-1}$-a.e. in $\Omega \setminus E$. Moreover, now
\[
\min\{\text{lip}_{\nu} f, (h_{\nu} f)^{n/(n-1)}\} \, d\nu \leq (h_{\nu} f)^{n/(n-1)} a \, d\mathcal{L}^n,
\]
which is absolutely continuous with respect to $\mathcal{L}^n$, and
\[
\int_{\Omega} \min\{\text{lip}_{\nu} f, (h_{\nu} f)^{n/(n-1)}\} \, d\nu \leq \int_{\Omega} (h_{\nu} f)^{n/(n-1)} a \, d\mathcal{L}^n < \infty
\]
by assumption. Now by Theorem 5.10 we get $f \in D^1(\Omega; \mathbb{R}^n)$. \hfill $\square$

**Proof of Theorem 5.8.** To obtain the first claim, apply Corollary 5.23 with $a = 1$. The second claim is then straightforward to obtain, see the proof of [30, Theorem 2.2]. \hfill $\square$

**Remark 5.25.** Recalling (5.24), and as we further choose $a = 1$ in the proof of Theorem 5.8, we get
\[
\nu = \mathcal{L}^n + \sum_{j=1}^{\infty} 2^{-j} \mathcal{H}^{n-1}(E_j)^{-1} \mathcal{H}^{n-1} \mathcal{L}^n_{E_j}.
\] (5.26)

So in effect the “standard” result in the literature, Theorem 5.8, utilizes this very specific form of $\nu$! But there is no reason why this should always be the optimal choice. For example, one can consider a weight $a$ that is not identically 1. In Example 5.28 below we do precisely this, and as a result we are able to detect many more Sobolev functions.

Recall also that in Theorem 5.10, we showed that
\[
|Df|(\Omega) \leq C \left( \int_{\Omega} \min\{\text{lip}_{\nu} f, (h_{\nu} f)^{n/(n-1)}\} \, d\nu + \mathcal{L}^n(f(\Omega)) \right).
\] (5.27)

The measure $\nu$ given by (5.26) charges the set $E$, which is $\sigma$-finite with respect to $\mathcal{H}^{n-1}$, just like the approximate discontinuity set $S_f$ of a BV function. Thus (5.27) appears to give an upper bound for the jump part $d|D^1 f| = |f^+ - f^-| \, d\mathcal{H}^{n-1} \mathcal{L}^n_{S_f}$ (recall (2.10)), and so the exceptional set $E$ can be interpreted to correspond to the approximate discontinuity set of
the BV function $f$, as was alluded to previously. But since $f$ is continuous by assumption, there can be no approximate discontinuity set and so we actually got $f \in W^{1,1}_{\text{loc}}(\Omega; \mathbb{R}^n)$.

On the other hand, this suggests that there might be an interesting version of Theorem 5.10 where continuity would not be assumed.

The condition on the size of $E$ in Theorem 5.8 has been investigated in the literature, and it is well known that $E$ can be at most $n-1$-dimensional, see e.g. [26]. In particular, Cantor sets of higher dimension are not allowed. However, we can now consider the following example.

**Example 5.28.** Let $\Omega = (0,1) \times (0,1)$ and for $(x_1, x_2) \in \Omega$ let

$$f(x_1, x_2) := (f_1(x_1), f_2(x_2)),$$

where

$$f_1(x_1) := x_1 \quad \text{and} \quad f_2(x_2) := \int_0^{x_2} g(s) \, ds$$

for a function $g \in L^1((0,1))$, $g \geq 1$. For all $(x_1, x_2) \in \Omega$, we have

$$h_f(x_1, x_2) = \liminf_{r \to 0} \int_{(x_2-r, x_2+r)} g \, ds. \quad (5.29)$$

Let $C \subset (0,1)$ be the 1/3-Cantor set minus $\{0,1\}$ (some other Cantor set would work as well). Define the open sets $U_1 := (0,1)$ and

$$U_j := \{x \in (0,1): d(x, C) < b_j\}, \quad j = 2, 3, \ldots$$

for numbers $b_j$ to be chosen shortly. Suppose $g$ is given by

$$g := \sum_{j=1}^{\infty} \chi_{U_j}.$$  

Denote $\tilde{g}(x_1, x_2) := g(x_2)$. Choose the numbers $b_j \searrow 0$ to decrease sufficiently fast that we get $\tilde{g} \in L^2(\Omega)$ and also

$$\sum_{k=j+1}^{\infty} L^1(U_k) \leq b_j \quad \text{for all } j \in \mathbb{N}. \quad (5.30)$$

From (5.29) we obtain $h_f = \infty$ in $(0,1) \times C$. Thus the “standard” Theorem 5.8 is not applicable. On the other hand, let $a := \tilde{g}^2$, so that $a \in L^1(\Omega)$. For every $x = (x_1, x_2) \in \Omega$,
we get
\[ h_f^a(x) = \liminf_{r \to 0} \int_{(x_2-r,x_2+r)} g \, ds \left( \int_{B(x,r)} a \, d\mathcal{L}^2 \right)^{-1/2} \]
\[ \leq \liminf_{r \to 0} \int_{(x_2-r,x_2+r)} g \, ds \left( \int_{B(x,r)} \tilde{g} \, d\mathcal{L}^2 \right)^{-1} \text{ by Hölder} \]
\[ \leq \liminf_{j \to \infty} \int_{(x_2-b_j,x_2+b_j)} g \, ds \left( \int_{B(x,b_j)} \tilde{g} \, d\mathcal{L}^2 \right)^{-1} \]
\[ \leq \liminf_{j \to \infty} \left( j + \frac{1}{2} \sum_{k=j+1}^\infty \mathcal{L}^1(U_k) \right) j^{-1} \]
\[ \leq \liminf_{j \to \infty} \left( j + \frac{b_j}{2b_j} \right) j^{-1} \text{ by (5.30)} \]
\[ = 1. \]

Thus
\[ \int_\Omega (h_f^a)^2 a \, d\mathcal{L}^2 \leq \int_\Omega a \, d\mathcal{L}^2 < \infty. \]

Now Corollary 5.23 gives \( f \in D^1(\Omega; \mathbb{R}^2) \).

Recall that in the definition of quasiconformal mappings, one requires \( H_f \leq H < \infty \) everywhere. The conditions in Theorem 5.8, namely \( h_f^a \in L^{n/(n-1)}(\mathbb{R}^n) \) and \( h_f < \infty \) outside a set of \( \sigma \)-finite \( \mathcal{H}^{n-1} \)-measure, amount to a weaker, more quantitative requirement. But the requirements that \( h_f^a a^{(n-1)/n} \in L^{n/(n-1)}(\Omega) \) and \( h_f^a(x) < \infty \) for \( \mathcal{H}^{n-1} \)-a.e \( x \in \Omega \) in Corollary 5.23 quantify the distortion requirement on \( f \) in an even more flexible way. Thus in the above example we were able to deduce Sobolev regularity purely from the asymptotic behavior of \( L_f(x,r)/l_f(x,r) \), even though there was \( h_f = \infty \) in a large set.

6. On the Rank of \( \frac{dDf}{d|Df|} \)

The central theme of Sections 3 and 4 was that via relaxing the notions of differentiability and the local Lipschitz number by means of the fine topology, we can obtain quantities that are better adapted to the context of Sobolev and BV functions. As an application, in Subsection 3.3 we saw that sets of finite perimeter can be characterized by means of a “capacitary boundary”.

In this section we will show that a similar phenomenon emerges also in another context related to BV functions. Alberti’s rank one theorem [1], which was conjectured by Ambrosio and De Giorgi and then proved by Alberti, states that for a BV function \( f \in BV(\mathbb{R}^n; \mathbb{R}^k) \), with \( k \in \mathbb{N} \), the rank of the matrix \( \frac{dDf}{d|Df|}(x) \) is 1 for \( |D^s f| \)-a.e. \( x \in \mathbb{R}^n \). The theorem has many applications in the calculus of variations, and other proofs and generalizations have been given in [13, 14, 48].
Now consider \( f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n} \). We assume \( n \geq 2 \). We will show that there is a close connection between the rank of \( \frac{dDf}{d|Df|} (x) \) and a relaxed notion of quasiconformality of \( f \). Recall the definitions (5.3) to (5.7). We define the relaxed versions of these quantities as follows.

**Definition 6.1.** Let \( f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n} \). For an arbitrary set \( U \subset \mathbb{R}^{n} \) containing \( x \) and \( r > 0 \), we let
\[
L_{f,U}(x,r) := \sup\{|f(x) - f(z)|: |z - x| \leq r, z \in U\}
\]
and
\[
l_{f,U}(x,r) := \inf\{|f(x) - f(z)|: |z - x| \geq r, z \in U\},
\]
and then
\[
H_{f,U}(x,r) := \frac{L_{f,U}(x,r)}{l_{f,U}(x,r)} \quad \text{and} \quad H_{f}^{\text{fine}}(x) := \inf_{U} \limsup_{r \to 0, |y_r - x| = o(r)} H_{f,U}(y_r, r),
\]
where the infimum is taken over 1-finely open sets \( U \) containing \( x \). Explicitly, by the “lim sup” we mean
\[
\sup \left\{ \limsup_{j \to \infty} H_{f,U}(y_j, r_j): r_j \to 0, U \ni y_j \to x, |y_j - x|/r_j \to 0 \right\}.
\]
Also, we again interpret \( H_{f,U}(x,r) \) to be \( \infty \) if the denominator is zero or the numerator is \( \infty \). If \( f(x) \) or \( f(z) \) is not in \( \mathbb{R}^{n} \), we interpret \( |f(x) - f(z)| \) to be \( \infty \).

Note that quite analogously with our definition of generalized Lipschitz numbers, we take an infimum over 1-finely open sets, and we do not place special emphasis on the point \( x \), instead considering all points \( y \) close to \( x \) in the “lim sup”. This kind of fine-tuned version of \( H_{f} \) has the ability to capture the rank of \( \frac{dDf}{d|Df|} \), as we will soon show. The last sentence of the definition will be needed because the precise representative \( f^{*} \) of a function \( f \in L^{1}_{\text{loc}}(\mathbb{R}^{n};\mathbb{R}^{n}) \) may take values in \( \mathbb{R}^{n} \) only a.e.; we use the same interpretation with the previously defined quantities \( h_{f}, H_{f} \).

We start with the following lemma.

**Lemma 6.2.** Let \( S \) be a countably \( \mathcal{H}^{n-1} \)-rectifiable set with \( \mathcal{H}^{n-1}(S) < \infty \). Then for \( \mathcal{H}^{n-1} \)-a.e. \( x \in S \), given any 1-finely open set \( U \ni x \) we have
\[
\lim_{r \to 0} \frac{\mathcal{H}^{n-1}(B(x,r) \cap S \cap U)}{\omega_{n-1}r^{n-1}} = 1.
\]

**Proof.** We have \( S = \bigcup_{j=1}^{\infty} S_{j} \cup N \), where each \( S_{j} \) is a \( \mathcal{H}^{n-1} \)-measurable 1-Lipschitz \( n - 1 \)-graph and \( \mathcal{H}^{n-1}(N) = 0 \). Consider \( x \in S_{j} \); we can assume that \( S_{j} \) is the graph of \( h: D \to \mathbb{R} \) where \( D \subset \mathbb{R}^{n-1} \) and \( h \) is 1-Lipschitz. Excluding \( \mathcal{H}^{n-1} \)-negligible sets, we can also assume that
\[
\lim_{r \to 0} \frac{\mathcal{H}^{n-1}(B(x,r) \cap S_{j})}{\omega_{n-1}r^{n-1}} = 1 \quad \text{and} \quad \lim_{r \to 0} \frac{\mathcal{H}^{n-1}(B(x,r) \cap S \setminus S_{j})}{\omega_{n-1}r^{n-1}} = 0,
\]
see [4, Theorem 2.56, Theorem 2.83]. By Lemma 3.3,
\[
\limsup_{r \to 0} \frac{\mathcal{H}^{n-1}(B(x, r) \cap S_j \setminus U)}{\omega_{n-1} r^{n-1}} \leq (2\sqrt{n})^{n-1} \limsup_{r \to 0} \frac{\text{Cap}_1(B(x, r) \cap S_j \setminus U)}{\omega_{n-1} r^{n-1}} = 0,
\]
since $U$ is 1-finely open. Combining these facts, we get the result. \hfill \Box

Note that if $f \in \text{BV}(\mathbb{R}^n; \mathbb{R}^n)$ has singularities in a dense subset of $\mathbb{R}^n$, then $H_f^* = h_f^* = \infty$ everywhere, so in this sense quasiconformality and the rank of $\frac{dDf}{|Df|}$ are unrelated. However, for $H_f^\text{fine}$ we get the following.

**Theorem 6.3.** Let $f \in \text{BV}(\mathbb{R}^n; \mathbb{R}^n)$. Then for $|Df|$-a.e. $x \in \mathbb{R}^n$, we have $H_f^\text{fine}(x) < \infty$ if and only if $\frac{dDf}{|Df|}(x)$ is of full rank.

**Proof.** Recall the decomposition $Df = D^a f + D^c f + D^j f$ from (2.8). We will show that the claim holds for $|D^a f|$-a.e., $|D^c f|$-a.e., and $|D^j f|$-a.e. $x \in \mathbb{R}^n$.

**The absolutely continuous part.** We prove the claim for $|D^a f|$-a.e. $x \in \mathbb{R}^n$. Suppose $\frac{dD^a f}{|D^a f|}(x)$ is of full rank. We need to show that $H_f^\text{fine}(x) < \infty$. Excluding a set of $\mathcal{L}^n$-measure zero, which is also a set of $|D^a f|$-measure zero, we have $\frac{dD^a f}{|D^a f|}(x) = \nabla f(x)$ (the approximate gradient), and the fine differentiability from Theorem 4.8 holds at $x$. Consider the quantities
\[
\|\nabla f\|_{\max} := \max_{|v|=1} |\nabla f(x)v| \quad \text{and} \quad \|\nabla f\|_{\min} := \min_{|v|=1} |\nabla f(x)v|,
\]
which are both in $(0, \infty)$ since $\nabla f(x)$ has full rank. By Theorem 4.8 we find a 1-finely open set $V$ containing $x$ such that
\[
\lim_{V \ni y \to x} \frac{|f^*(y) - f^*(x) - \nabla f(x)(y - x)|}{|y - x|} = 0.
\]
Now letting $U := V \cap B(x, r)$ for a sufficiently small $r > 0$, we still have
\[
\lim_{U \ni y \to x} \frac{|f^*(y) - f^*(x) - \nabla f(x)(y - x)|}{|y - x|} = 0,
\]
and also
\[
\frac{|f^*(y) - f^*(x) - \nabla f(x)(y - x)|}{|y - x|} < \frac{\|\nabla f\|_{\min}}{2} \quad \text{for all} \ y \in U \setminus \{x\}. \quad (6.5)
\]
Choose any sequences $r_j \to 0$, $r_j > 0$, and $U \ni y_j \to x$ with $|y_j - x|/r_j \to 0$. For every $j \in \mathbb{N}$, also consider $z_j \in U$ with $|z_j - y_j| \leq r_j$. Then we have
\[
\limsup_{j \to \infty} \frac{|f^*(z_j) - f^*(y_j)|}{r_j} \leq \limsup_{j \to \infty} \frac{|f^*(z_j) - f^*(x)|}{r_j} + \limsup_{j \to \infty} \frac{|f^*(x) - f^*(y_j)|}{r_j} \leq \|\nabla f\|_{\max} + 0 \quad \text{by (6.4)}.
\]

Thus
\[ \limsup_{j \to \infty} \frac{L_{f^*,U}(y_j, r_j)}{r_j} = \sup_{j \to \infty} \frac{\sup\{|f^*(z) - f^*(y_j)|: |z - y_j| \leq r_j, z \in U\}}{r_j} \leq \|\nabla f\|_{\text{max}}. \]

On the other hand, for every \( j \in \mathbb{N} \) consider \( \tilde{z}_j \in U \) with \( |\tilde{z}_j - y_j| \geq r_j \) (if it exists, as it does for all sufficiently large \( j \)). We have
\[
\liminf_{j \to \infty} \frac{|f^*(\tilde{z}_j) - f^*(y_j)|}{r_j} \geq \liminf_{j \to \infty} \frac{|f^*(\tilde{z}_j) - f^*(x)|}{r_j} - \limsup_{j \to \infty} \frac{|f^*(x) - f^*(y_j)|}{r_j}
\]
\[
= \liminf_{j \to \infty} \frac{|f^*(\tilde{z}_j) - f^*(x)|}{|\tilde{z}_j - x|} \cdot \frac{|\tilde{z}_j - x|}{r_j} \geq \liminf_{j \to \infty} \frac{|f^*(\tilde{z}_j) - f^*(x)|}{|\tilde{z}_j - x|}
\]
\[
\geq \frac{\|\nabla f\|_{\text{min}}}{2} \quad \text{by (6.5).}
\]
Thus
\[
\liminf_{j \to \infty} \frac{L_{f^*,U}(y_j, r_j)}{r_j} = \liminf_{j \to \infty} \frac{\inf\{|f^*(z) - f^*(y_j)|: |z - y_j| \geq r_j, z \in U\}}{r_j} \geq \frac{\|\nabla f\|_{\text{min}}}{2}.
\]

In total, we obtain
\[
\limsup_{j \to \infty} H_{f^*,U}(y_j, r_j) = \limsup_{j \to \infty} \frac{L_{f^*,U}(y_j, r_j)}{L_{f^*,U}(y_j, r_j)} \leq 2 \frac{\|\nabla f\|_{\text{max}}}{\|\nabla f\|_{\text{min}}}.
\]

We conclude
\[ H_{f^*,x}^\text{fine} \leq 2 \frac{\|\nabla f\|_{\text{max}}}{\|\nabla f\|_{\text{min}}} < \infty. \]

Then suppose \( \frac{dDf}{dDf}(x) \) is not of full rank. We need to show that \( H_{f^*,x}^\text{fine} = \infty \). Fix an arbitrary 1-finely open set \( U \) containing \( x \). Again excluding a set of \( \mathcal{L}^n \)-measure zero, which is also a set of \( |D^a f| \)-measure zero, we have \( \frac{dDf}{dDf}(x) = \nabla f(x) \) and by Theorem 4.8 we can assume that \( f^* \) is 1-finely differentiable at \( x \). This means that by making the 1-finely open set \( U \) smaller, which only decreases \( H_{f,U}(x, r) \), we have that
\[
\lim_{U \ni y \to x} \frac{|f^*(y) - f^*(x) - \nabla f(x)(y - x)|}{|y - x|} = 0. \quad (6.6)
\]
But now the \( \nabla f_j(x) \)'s do not span \( \mathbb{R}^n \); we can assume that they do not span \( e_n \). By Lemma 3.2, we have
\[
\mathcal{H}^{n-1}(\partial \pi_n(U \setminus U)) \leq \frac{\text{Cap}_1(\partial B(x, r) \setminus U)}{r^{n-1}} \to 0 \quad \text{as } r \to 0,
\]
since $U$ is 1-finely open. Let $r_j \searrow 0$. Now we can choose points $z_j \in \partial B(x, r_j) \cap U$ such that the angle between $z_j - x$ and $e_n$ goes to zero. Thus
\[
\limsup_{j \to \infty} \frac{l_{f^*, U}(x, r_j)}{r_j} = \limsup_{j \to \infty} \frac{\inf\{|f^*(x) - f^*(z)|: |z - x| \geq |z_j - x|, z \in U\}}{r_j} \\
\leq \limsup_{j \to \infty} \frac{|f^*(x) - f^*(z_j)|}{r_j} \\
= \limsup_{j \to \infty} \frac{\nabla f(x)(z_j - x)}{r_j} \quad \text{by (6.6)} \\
= 0.
\]
Similarly, we can choose points $\tilde{z}_j \in \partial B(x, r_j) \cap U$ such that the angle between $\tilde{z}_j - x$ and $\nabla f_k(x)$ goes to zero, where we choose any nonzero $\nabla f_k(x)$. It follows that
\[
\liminf_{j \to \infty} \frac{L_{f^*, U}(x, r_j)}{r_j} = \liminf_{j \to \infty} \sup\{|f^*(x) - f^*(z)|: |z - x| \leq |\tilde{z}_j - x|, z \in U\} \\
\geq \liminf_{j \to \infty} \frac{|f^*(x) - f^*(\tilde{z}_j)|}{r_j} \\
= \liminf_{j \to \infty} \frac{\nabla f(x)(\tilde{z}_j - x)}{r_j} \quad \text{by (6.6)} \\
\geq |\nabla f_k(x)|.
\]
Thus we get
\[
\limsup_{r \to 0} H_{f^*, U}(x, r) \geq \limsup_{j \to \infty} \frac{L_{f^*, U}(x, r_j)}{l_{f^*, U}(x, r_j)} = \infty.
\]
We conclude
\[
\limsup_{r \to 0, |y_r - x| = o(r)} H_{f^*, U}(y_r, r) \geq \limsup_{r \to 0} H_{f^*, U}(x, r) = \infty,
\]
and so $H_{f^*, U}(x) = \infty$.

**The Cantor part.** By Alberti’s rank one theorem, $\frac{dDf}{|Df|}(x)$ is of rank one for $|D^c f|$-a.e. $x \in \mathbb{R}^n$, so we consider such a point. Fix an arbitrary 1-finely open set $U$ containing $x$. We need to show that
\[
\limsup_{r \to 0, |y_r - x| = o(r)} H_{f^*, U}(y_r, r) = \infty.
\]
For all $r > 0$, define the scalings
\[
 f_{x,r}(y) = \frac{f(x + ry) - f(B(x,r))}{|Df|(B(x,r))^{-1} y_{n-1}}, \quad y \in B(0, 1).
\]
Excluding another $|D^c f|$-negligible set, the following blowup behavior is known, see e.g. [4, Theorem 3.95]. For a suitable sequence $r_j \to 0$, we get $f_{x,r_j} \to w$ in $L^1(B(0,1); \mathbb{R}^n)$, where
\[
w(y) = \eta h((y, v)),
\]
where \( \eta, v \in \mathbb{R}^n \) are unit vectors and \( h \) is an increasing, nonconstant function on \((-1, 1)\). We can assume \( v = e_n \). As an increasing function, \( h \) has one-sided limits at 0, denoted by \( h(0-), h(0+) \in \mathbb{R} \). Because \( h \) is not constant, we can find and fix \( 0 < \varepsilon < 1/4 \) such that
\[
|w(y) - \eta h(0-)| \geq \varepsilon \quad \text{whenever the } n: \text{th coordinate of } y \text{ is at most } -1 + 4\varepsilon, \quad (6.7)
\]
assume without loss of generality the latter.

Denote
\[
r_j^{-1}(U - x) := \{ r_j^{-1}(y - x) : y \in U \}.
\]
We have
\[
\text{Cap}_1(B(0, 1) \setminus r_j^{-1}(U - x)) = \frac{\text{Cap}_1(B(x, r_j) \setminus U)}{r_j^{-n}} \to 0 \quad \text{as } j \to \infty,
\]
as \( j \to \infty \), and then by Lemma 2.18, also
\[
\mathcal{L}^n(B(0, 1) \setminus r_j^{-1}(U - x)) \to 0 \quad \text{as } j \to \infty.
\]
Passing to further subsequences (not relabeled), we get the pointwise convergences
\[
\chi_{B(0,1)\setminus r_j^{-1}(U-x)}(y) \to 0 \quad \text{and} \quad f_{x,r_j}^*(y) \to w(y) \quad \text{for } \mathcal{L}^n\text{-a.e. } y \in B(0,1).
\]
Note that \( (f^*)_{x,r_j} = (f_{x,r_j})^* \) in \( B(0, 1) \), so we simply use the notation \( f_{x,r_j}^* \). Fix \( 0 < \delta < \varepsilon \).

We find a point \( y \in B(0, \delta) \cap r_j^{-1}(U - x) \) for all sufficiently large \( j \in \mathbb{N} \), with \( n: \text{th coordinate negative} \) and
\[
|w(y) - \eta h(0-)| < \delta \quad \text{and} \quad \lim_{j \to \infty} f_{x,r_j}^*(y) = w(y). \quad (6.8)
\]
Secondly, we find a point \( \tilde{y} \in (B(0, 1) \setminus B(0, 1 - \varepsilon)) \cap r_j^{-1}(U - x) \) for all sufficiently large \( j \in \mathbb{N} \), whose \( n: \text{th coordinate is between } -\delta \text{ and } 0 \) and
\[
|w(\tilde{y}) - \eta h(0-)| < \delta \quad \text{and} \quad \lim_{j \to \infty} f_{x,r_j}^*(\tilde{y}) = w(\tilde{y}). \quad (6.9)
\]
Thirdly, we find a point \( \hat{y} \in B(0, 1 - 3\varepsilon) \cap r_j^{-1}(U - x) \) for all sufficiently large \( j \in \mathbb{N} \), with \( n: \text{th coordinate at least } 1 - 4\varepsilon \), such that
\[
f_{x,r_j}^* (\hat{y}) \to w(\hat{y}). \quad (6.10)
\]
Now
\[
\liminf_{j \to \infty} |f_{x,r_j}^*(\hat{y}) - f_{x,r_j}^*(y)| \geq \liminf_{j \to \infty} \left[ -|f_{x,r_j}^*(\hat{y}) - w(\hat{y})| + |w(\hat{y}) - \eta h(0-)| - |\eta h(0-) - w(y)| - |w(y) - f_{x,r_j}^*(y)| \right] > \varepsilon - \delta \quad \text{by } (6.10), (6.7), (6.8),
\]
and
\[
\limsup_{j \to \infty} \left| f_{x,r_j}^*(\hat{y}) - f_{x,r_j}^*(y) \right|
\leq \limsup_{j \to \infty} \left[ \left| f_{x,r_j}^*(\hat{y}) - w(\hat{y}) \right| + \left| w(\hat{y}) - \eta h(0-) \right| + \left| \eta h(0-) - w(y) \right| + \left| w(y) - f_{x,r_j}^*(y) \right| \right]
< 2\delta \text{ by (6.9), (6.8).}
\]
Note that \( |\hat{y} - y| \leq 1 - 2\varepsilon \) and \( |\hat{y} - y| \geq 1 - 2\varepsilon \). Thus
\[
\liminf_{j \to \infty} H_{f_{x,r_j}^*}^{-1}(U-x)(y,1-2\varepsilon) \geq \liminf_{j \to \infty} \frac{|f_{x,r_j}^*(\hat{y}) - f_{x,r_j}^*(y)|}{|f_{x,r_j}^*(\hat{y}) - f_{x,r_j}^*(y)|} > \frac{\varepsilon - \delta}{2\delta},
\]
Recall that \( y \in B(0,\delta) \). Now we can choose sequences \( \delta = 1/k \) and \( y_k \in B(0,1/k) \) and then strictly increasing, sufficiently large \( j(k) \) depending on \( k \), to get
\[
H_{f_{x,r_j(k)}^*}^{-1}(U-x)(y_k,1-2\varepsilon) \geq \frac{\varepsilon - 1/k}{2/k} \quad \text{for all } k \in \mathbb{N}.
\]
Now
\[
H_{f_{x,U}^*}(x + r_{j(k)}y_k, r_{j(k)}(1-2\varepsilon)) = H_{f_{x,r_j(k)}^*}^{-1}(U-x)(y_k,1-2\varepsilon) \to \infty \quad \text{as } k \to \infty,
\]
and here \( r_{j(k)}(1-2\varepsilon) \to 0 \) as \( k \to \infty \), and \( r_{j(k)}y_k/r_{j(k)} = y_k \to 0 \) as \( k \to \infty \). Thus
\[
\limsup_{r \to 0, |y_r - x| = o(r)} H_{f_{x,U}^*}(y_r, r) = \infty,
\]
which is what we needed to show.

**The jump part.** By Alberti’s rank one theorem, \( \frac{d|Df|}{|Df|} \) is of rank one for \( |D^j f| \)-a.e. \( x \in \mathbb{R}^n \), and so we need to show that \( H_{f_{x,U}^*}^\text{fine}(x) = \infty \). Consider the sets
\[
J_f \cap \{ f^- \in B(q_j,r_k) \} \cap \{ f^+ \in B(q_l,r_m) \},
\]
for \( q_j, q_l \in \mathbb{Q}^n \) and \( r_k, r_m \in \mathbb{Q}^+ \), \( |q_j - q_l| > r_k + r_m \). Each of these sets has finite \( \mathcal{H}^{n-1} \)-measure due to (2.10), and is countably \( \mathcal{H}^{n-1} \)-rectifiable (see [4, Theorem 3.78]). Thus for each of these sets, from Lemma 6.2 we obtain an exceptional set of \( \mathcal{H}^{n-1} \)-measure zero. Since there are countably many sets, corresponding to different choices of \( q_j, q_l, r_k, r_m \), we get countably many exceptional sets of \( \mathcal{H}^{n-1} \)-measure zero.

Fix \( x \in J_f \) which is outside all of the exceptional sets; this is true of \( \mathcal{H}^{n-1} \)-a.e. \( x \in J_f \) and thus of \( |D^j f| \)-a.e. \( x \in \mathbb{R}^n \). Fix \( 0 < \varepsilon < |f^-(x) - f^+(x)|/2 \). Choose \( q_j, q_l, r_k, r_m \) such that \( r_k + r_m < \varepsilon \) and \( r_k + r_m < |q_j - q_l| \), and
\[
f^-(x) \in B(q_j,r_k) \quad \text{and} \quad f^+(x) \in B(q_l,r_m).
\]
Now \( x \) is contained in
\[
S := J_f \cap \{ f^- \in B(q_j,r_k) \} \cap \{ f^+ \in B(q_l,r_m) \}.
\]
Let $U$ be an arbitrary 1-finely open set containing $x$. From Lemma 6.2, we have
\[ \lim_{r \to 0} \frac{\mathcal{H}^{n-1}(B(x, r) \cap S \cap U)}{\omega_{n-1} r^{n-1}} = 1. \]
In particular, we find points $y_i \in S \cap U$ with $y_i \to x$, $y_i \neq x$. By the definition of $S$ and by (2.7), we have
\[ |f^*(y_i) - f^*(x)| = \left| \frac{f^-(y_i) + f^+(y_i)}{2} - \frac{f^-(x) + f^+(x)}{2} \right| \leq \frac{1}{2}|f^-(y_i) - f^-(x)| + \frac{1}{2}|f^+(y_i) - f^+(x)| \leq r_k + r_m \leq \varepsilon. \]
On the other hand, from the asymptotic behavior given in (2.5) and (2.6), for arbitrarily small $r > 0$ we find points $\hat{y}_i \in B_r^+(x, r) \cap U$ with $|f^*(\hat{y}_i) - f^+(x)| < \varepsilon$ and so
\[ |f^*(\hat{y}_i) - f^*(x)| = |f^*(\hat{y}_i) - (f^-(x) + f^+(x))/2| \geq \frac{1}{2}|f^+(x) - f^-(x)| - |f^*(\hat{y}_i) - f^+(x)| \geq \frac{1}{2}|f^+(x) - f^-(x)| - \varepsilon. \]
Hence for all sufficiently small $r > 0$,
\[ H_{f^*,U}(x, r, y_r) = \frac{L_{f^*,U}(x, r)}{f^*,U(x, r)} \geq \frac{\frac{1}{2}|f^+(x) - f^-(x)| - \varepsilon}{\varepsilon}. \]
We get
\[ \limsup_{r \to 0, |y_r - x| \to 0} H_{f^*,U}(y_r, r) \geq \limsup_{r \to 0} H_{f^*,U}(x, r) \geq \frac{\frac{1}{2}|f^+(x) - f^-(x)| - \varepsilon}{\varepsilon}. \]
Since $\varepsilon > 0$ was arbitrary and so was the 1-finely open set $U$, we get $H_{f^*,U}(x) = \infty$. □

In the proof of Theorem 6.3 we handled the Cantor and jump parts by showing that
\[ H_{f^*,U}^{\text{fine}}(x) = \infty \quad \text{for } |D^s f|\text{-a.e. } x \in \mathbb{R}^n. \tag{6.11} \]
Note that while the formulation of Alberti’s rank one theorem of course relies on the linear structure of Euclidean space, equation (6.11) makes sense also in metric measure spaces, where the theory of BV functions was first developed in [3, 5, 49]. Thus (6.11) could be seen as an alternative formulation of Alberti’s rank one theorem in spaces where we do not have access to partial derivatives.

As for trying to prove (6.11) in metric spaces, note that equivalently it states the absolute continuity
\[ |Df|_{(H_{f^*,U}^{\text{fine}} < \infty)} \ll \mathcal{L}^n, \tag{6.12} \]
basically saying that $f$ is Sobolev in the set where $\{H_{f}^{\text{fine}} < \infty\}$; in metric measure spaces one needs to replace $\mathcal{L}^n$ with the ambient measure of the space. As we discussed in Section 5, there is a wide literature stating that if one of the quantities $h_f, H_f, \text{lip}_f, \text{Lip}_f$ is “not too large”, then $f$ is Sobolev. This indicates the possibility of proving (6.12) also in quite general metric measure spaces. We will return to this and related questions in future work.
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