Time reversal symmetry protected chaotic fixed point in the quench dynamics of a topological $p$-wave superfluid
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We study the quench dynamics of a topological $p$-wave superfluid with two competing order parameters, $\Delta_{\pm}(t)$. When the system is prepared in the $p + ip$ ground state and the interaction strength is quenched, only $\Delta_+(t)$ is nonzero. However, we show that fluctuations in the initial conditions result in the growth of $\Delta_-(t)$ and chaotic oscillations of both order parameters. We term this behavior phase III’. In addition, there are two other types of late time dynamics – phase I where both order parameters decay to zero and phase II where $\Delta_+(t)$ asymptotes to a nonzero constant while $\Delta_-(t)$ oscillates near zero. Although the model is nonintegrable, we are able to map out the exact phase boundaries in parameter space. Interestingly, we find phase III’ is unstable with respect to breaking the time reversal symmetry of the interaction. When one of the order parameters is favored in the Hamiltonian, the other one rapidly vanishes and the previously chaotic phase III’ is replaced by the Floquet topological phase III that is seen in the integrable chiral $p$-wave model.

I. INTRODUCTION

One of the most significant problems challenging our modern understanding of physics is the characterization of many body systems that are far from equilibrium. The extent to which conventional tools and frameworks such as the Landau-Ginzburg-Wilson theory, topological order, and universality remain valid descriptions of systems out of equilibrium is not readily understood. Fortunately, in recent years, there has been great progress in the development of both experimental and theoretical tools that allow us to begin answering such questions.

Advances in ultra cold atomic systems [1–14], quantum devices [15–19], and high frequency pump-probe spectroscopy [20–26] have provided a platform for simulating quantum many body dynamics. These experiments have shown great promise in their ability to both guide and verify our understanding of thermalization and nonequilibrium dynamical phases. There have also been numerical and analytical techniques developed for studying the dynamics of systems far from equilibrium [27–35] as well as efforts at defining a notion of nonequilibrium topology [36–50].

In this work, we characterize the late time quantum quench dynamics of a topological 2D $p$-wave superfluid with two competing order parameters [51, 52]. Such a system can, in principle, be realized in the context of cold atomic gases where an attractive interaction between identical fermions can be tuned through a Feshbach resonance [10, 53, 54]. The system is expected to have $p + ip$ and $p - ip$ ground states, where $p \pm ip$ refers to the symmetry of the superfluid order parameter: $\Delta_p = (p^x \pm ip^y)\Delta_+$, $p^x$ and $p^y$ are the $x$ and $y$ components of the 2D momentum $p$, and $\Delta_+$ and $\Delta_-$ are the $p + ip$ and $p - ip$ pairing amplitudes, respectively. In the $p + ip$ ground state $\Delta_- = 0$ while in the $p - ip$ ground state $\Delta_+ = 0$. Remarkably, the ground state can be tuned across a quantum phase transition by varying the chemical potential, $\mu$, of the system. For $\mu < 0$, the system is in the topologically trivial strong pairing BEC phase while for $\mu > 0$ it is in the topologically nontrivial weak pairing BCS phase. The transition occurs at the quantum critical point $\mu = 0$ where the ground state pairing amplitude takes on the value $\Delta_{QCP}$, see Sec. II A for details.

Unfortunately, attempts to experimentally realize such a gas have proven difficult due to the short lifetimes before losses induced by three-body processes destabilize the gas [54]. However, the ability to tune interactions via resonances has led to the consideration of using out of equilibrium dynamics as a means to induce metastable phases. In particular, it was argued that from a weakly paired $p + ip$ or, equivalently, $p - ip$ ground state it is possible to induce a Floquet topological superfluid by a sudden interaction quench in the time before the instability occurs [37].

Though this seems promising, a deeper understanding of the nonequilibrium $p$-wave superfluid is necessary before conclusions can be drawn. The degree of fine tuning required to realize this behavior has not been understood and, naturally, the question arises as to whether these dynamics are stable against small fluctuations around the $p + ip$ ground state due to, e.g., additional interactions, finite temperature, or coupling to the environment. In other words, do deviations from the $p + ip$ ground state affect the existence of this phase? Instabilities in oscillatory dynamical phases have been shown to occur in similar models of superfluids [55, 56]. There, the instabilities are driven by spatial, thermal or quantum fluctuations.

Through the use of analytical techniques and numerical simulations we are able to map out the entire interaction quench phase diagram of the $p$-wave superfluid, see Fig. 1. We start in a slightly perturbed $p + ip$ ground state with initial superfluid interaction strength $G_i$ and then abruptly change the interaction to $G_f$. The ground state value of the pairing amplitude $\Delta_{0,+}(G)$ is a monotonic function of the interaction strength $G$ and we find it convenient to represent the $G_i \rightarrow G_f$ quench as a point with coordinates $(\Delta_i, \Delta_f)$ in the phase diagram, where $\Delta_i = \Delta_{0,+}(G_i)$ and $\Delta_f = \Delta_{0,+}(G_f)$. By symmetry, the
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Fig. 1. Exact quantum quench phase diagram of a p-wave
superfluid. Each point represents an interaction quench from
a slightly perturbed \(p + ip\) ground state, where \(\Delta_1\) and \(\Delta_2\) are
the ground state p-wave order parameter amplitudes for the
initial and final couplings. In equilibrium, there is a quan-
tum critical point at \(\Delta = \Delta_{\text{QCP}}\), which separates the topolo-
gically nontrivial BCS (\(\Delta > \Delta_{\text{QCP}}\)) and topologically triv-
ial BEC (\(\Delta < \Delta_{\text{QCP}}\)) ground states. The red dashed line is
the nonequilibrium extension of this critical point. Away
from equilibrium, the system exhibits competing p±ip orders
each with its own time dependent complex amplitude \(\Delta_{\pm}(t)\).
In phase I, both amplitudes decay to zero due to dephasing,
\[|\Delta_{\pm}(t)| \to 0.\] In phase II, the \(p + ip\) amplitude has damped
oscillations and decays to a nonzero constant, while the \(p - ip\)
one shows small oscillations. In phase III’, both amplitudes
grow and exhibit chaotic dynamics.

Consider the limit \(\Delta_i \to 0\), which corresponds to the hori-
izontal axis of the quench phase diagram in Fig. 1. In
this case, the initial state is close to the ground state of a
free Fermi gas (the normal state) and we can understand
the short time pairing dynamics by performing a linear
stability analysis around this state. We find that both
amplitudes grow as \(\Delta_{\pm}(t) \propto e^{i\gamma t}\) with the same rate \(\gamma\).
For small interaction strengths, \(\gamma = \Delta_f\sqrt{2}\epsilon_F\), where \(\epsilon_F\) is the Fermi energy. As we increase \(\Delta_f\) moving towards
the phase III’–II transition point along the \(\Delta_i = 0\) line,
\(\gamma\) decreases until it vanishes at the transition becoming
purely imaginary afterwards. We find that the transition
point is at \(\Delta_f = \Delta_{\text{QCP}}\). Thus, three transitions occur
at the same value of the ground state pairing amplitude
\(\Delta_f = \Delta_{\text{QCP}}\): (i) the equilibrium BCS–BEC quantum
phase transition, (ii) the transition between nonequilib-
rrium phases III’ and II for \(\Delta_i = 0\) and (iii) change in the
stability of the normal state with respect to superfluid in-
tractions. A rather remarkable byproduct of this analysis
is that the equilibrium BCS–BEC quantum phase transition
can be defined solely in terms of the stability of the normal state – the BCS phase is when the normal state is dynamically unstable and the BEC phase is when it is stable.

Finally, we study the effects of time reversal symmetry
breaking on the late time dynamics of the quenched p-
wave superfluid. The p-wave interactions can be divided
into \(p + ip\) and \(p - ip\) interaction channels. Time rever-
sal invariance requires that interaction strengths of the
two channels be equal to each other, \(G_+ = G_- = G\).
This is the model we consider throughout this paper (ex-
cept Sec. V) and whose quench phase diagram appears
in Fig. 1. The chiral p-wave model has either \(G_+ = 0\)
or \(G_- = 0\) and accordingly there is only one nonzero
pairing amplitude, \(\Delta_+\) or \(\Delta_-\). To better understand
the effect of time reversal symmetry breaking, we con-
sider the situation when both couplings are nonzero and
unequal, \(G_+ \neq G_-\), in Sec. V. We find that the pairing
amplitude associated with the weaker channel rapidly
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FIG. 2. A diagram illustrating the effect of time reversal
symmetry breaking on p-wave superfluid dynamics. \(G\) are
coupling constants of the \(p + ip\) and \(p - ip\) interaction terms.
This symmetry is broken whenever \(G_+ \neq G_-\). In much of
this paper we study a time reversal invariant superfluid where
\(G_+ = G_-\). For a chiral p-wave superfluid either \(G_+ = 0\) or
\(G_- = 0\) leading to a quench phase diagram which differs from
Fig. 1 by a replacement of phase III’ with a Floquet topo-
logical phase III. For \(G_+ \neq G_-\), we find that the pairing
amplitude associated with the weaker channel rapidly van-
ishes. The amplitude of the stronger channel survives to late
times and its dynamics resemble the quench dynamics of the
chiral p-wave superfluid. Phase III’ is thus an unstable fixed
point protected by time reversal symmetry.
vanishes while the amplitude of the stronger channel survives to late times regardless of the initial state, i.e., the stronger channel always wins. These late time dynamics closely resemble the quench dynamics of a chiral p-wave superfluid, though for a modified set of quench parameters. The p-wave phase III therefore represents an unstable fixed point protected by time reversal symmetry, see Fig. 2. As soon as we make $G_+ \neq G_-$, the dynamics that previously lead to phase III take the system into the Floquet phase III of Ref. 36. This result indicates that it is still possible to observe a quench induced Floquet topological superfluid phase provided the time reversal symmetry of the interaction term is explicitly broken.

II. EQUILIBRIUM PROPERTIES OF THE BCS HAMILTONIAN

The simplest realistic 2-D p-wave BCS Hamiltonian is given by [53]

$$\hat{H} = \sum_{k} \frac{k^2}{m} \hat{c}^\dagger_k \hat{c}_k - \frac{2G}{m} \sum_{k, q} \textbf{k} \cdot \textbf{q} \hat{c}^\dagger_{k+q} \hat{c}^\dagger_{-k} \hat{c}_q \hat{c}_{-q} + q \textbf{a} (1)$$

where the operator $\hat{c}^\dagger_k$ ($\hat{c}_k$) creates (annihilates) a spinless fermion with momentum $\textbf{k}$ and $G > 0$ is the dimensionless BCS coupling. We will focus only on the interaction terms with $p = 0$, i.e., the reduced BCS model, and neglect the pair breaking terms, $p \neq 0$. This approximation is valid away from equilibrium as long as the characteristic timescale of the dynamics is less than the time for pair breaking processes to occur. We expect this to be the case away from the quantum critical point (and its nonequilibrium extension) where the chemical potential, $\mu$ ($\mu_{\infty}$), vanishes [58].

It is convenient to express Eq. (1) in terms of Anderson pseudospins defined through the relationships [59]

\begin{align*}
\hat{s}^z_k &= \frac{1}{2} \left( \hat{c}^\dagger_k \textbf{c}_k + \hat{c}^\dagger_{-k} \textbf{c}^\dagger_{-k} - 1 \right), \\
\hat{s}^+_{k} &= \hat{c}^\dagger_{k} \hat{c}^\dagger_{-k}, \\
\hat{s}^-_{k} &= \hat{c}^\dagger_{-k} \textbf{c}_k.
\end{align*} (2)

With this replacement, the reduced ($p = 0$) Hamiltonian becomes

$$\hat{H} = \sum_{k} k^2 \hat{s}^z_k - 2G \sum_{k, q} \textbf{k} \cdot \textbf{q} \hat{s}^+_{k} \hat{s}^-_{q}$$ (3)

where, without loss of generality, we have set $m = 1$. The primed sums indicate that the momenta are restricted to the upper half plane so that $\textbf{k} = \{k^x \in \mathbb{R}, k^y \geq 0\}$ and double counting is avoided. It is easily verified that the pseudospins satisfy the usual commutation relations $[\hat{s}^z_k, \hat{s}^z_q] = i \delta_{kq} \hat{e}^{zq} \hat{s}^z_k$.

In a mean-field treatment, the Hamiltonian in Eq. (3) can be rewritten as

$$\hat{H}_{MF} = \sum_{k} k^2 \hat{s}^z_k + \sum_{k} k \left( e^{-i\phi_k} \Delta_+ + e^{+i\phi_k} \Delta_- \right) \hat{s}^+_{k} + \sum_{k} k \left( e^{+i\phi_k} \Delta^*_+ + e^{-i\phi_k} \Delta^*_- \right) \hat{s}^-_{k}$$ (4)

where

$$\Delta_\pm \equiv -G \sum_{k} k e^{\pm i\phi_k} \left( \hat{s}^z_{k} \right)$$ (5)

is the pairing amplitude associated with the $p \pm ip$ superfluid order parameter, $\phi_k$ is the polar angle in the $k^x, k^y$ plane, and the expectation values are taken with respect to the many-body wavefunction of the system.

The Heisenberg equations of motion for the operators are

$$\frac{d\hat{s}_k}{dt} = \hat{s}_k \times \textbf{H}_k,$$ (6)

with $\textbf{H}_k$ an effective magnetic field given by

$$\textbf{H}_k = \left[ -k(e^{-i\phi_k} \Delta_+ + e^{+i\phi_k} \Delta_-) + c.c., \\
-ik(e^{-i\phi_k} \Delta_+ + e^{+i\phi_k} \Delta_-) + c.c., \\
-k^2 \right].$$ (7)

This mean-field treatment is generally exact for pairing models such as our Hamiltonian, Eq. (4), where interactions are all to all [60–62] and should remain valid away from equilibrium [63, 64] at times smaller than the Ehrenfest time $t_E$. This time is proportional to $\sqrt{N_s}$, where $N_s$ is the number of spins (equivalently, number of momenta $\textbf{k}$), except for quenches from the Fermi gas ground state where $t_E \propto \log N_s$ [55], see also Ref. 65 for similar results in the transverse field Ising model.

Upon taking the expectation value of both sides of Eq. (6), the equations of motion reduce to Bloch equations $s_k = s_k \times \textbf{H}_k$ for classical spin variables, $\textbf{s}_k = \langle \hat{s}_k \rangle$.

More explicitly, we have the classical equations of motion

\begin{align*}
\dot{s}^z_k &= -ik^2 s^-_k + 2iks^z_k \left( e^{-i\phi_k} \Delta_+ + e^{+i\phi_k} \Delta_- \right), \\
\dot{s}^+_k &= -iks^z_k \left( e^{-i\phi_k} \Delta_+ + e^{+i\phi_k} \Delta_- \right), \\
& \quad + iks^z_k \left( e^{+i\phi_k} \Delta^*_+ + e^{-i\phi_k} \Delta^*_- \right) .
\end{align*} (8)

In equilibrium, the two order parameter amplitudes have a time dependent phase that winds with frequency $2\mu$,

$$\Delta_\pm(t) = \Delta_0 \pm e^{-2i\mu t},$$ (9)

where the amplitude $\Delta_0 \pm$ is time independent and $\mu$ is the chemical potential to be determined self-consistently. This phase arises due to the requirement that the expectation values in Eq. (5) are taken between states which differ by two particles. To eliminate this evolution we move into the rotating frame, $s^-_k \rightarrow s^z_k e^{-2i\mu t}$. In this frame, the field which acts on the spins is static and given
by \( \mathbf{h}_k = \mathbf{H}_k + 2\mu \mathbf{z} \). The spin configuration which minimizes the energy can now be found by aligning each spin parallel to its local magnetic field

\[
s_{k0}^- = -\frac{\kappa (e^{-i\phi_k} \Delta_{0,+} + e^{+i\phi_k} \Delta_{0,-})}{\sqrt{(k^2 - 2\mu)^2 + 4k^2|\epsilon_k|\Delta_{0,+} + e^{-i\phi_k} \Delta_{0,-}^2}}
\]

and

\[
s_{k0}^+ = -\frac{2\kappa (k^2 - 2\mu)^2 + 4k^2|\epsilon_k|\Delta_{0,+} + e^{+i\phi_k} \Delta_{0,-}^2}{2\sqrt{(k^2 - 2\mu)^2 + 4k^2|\epsilon_k|\Delta_{0,+} + e^{-i\phi_k} \Delta_{0,-}^2}^2}.
\]  

Minimizing with respect to \( \Delta_{0,\pm} \) one finds that the absolute minimum corresponds to one of the two order parameter amplitudes being zero: \( \{ \Delta_{0,+} \neq 0, \Delta_{0,-} = 0 \} \) for the \( p + ip \) ground state or \( \{ \Delta_{0,+} = 0, \Delta_{0,-} \neq 0 \} \) for the \( p - ip \) ground state [53]. This ground state degeneracy appears due to the presence of time reversal symmetry in the Hamiltonian.

Without loss of generality, we choose to work with the \( p + ip \) ground state and set \( \Delta_{0,-} = 0 \) in Eq. (10). The ground state pairing amplitude and chemical potential can then be determined self-consistently with the help of Eq. (5)

\[
\frac{1}{G} = \sum_k \frac{k^2}{\sqrt{(k^2 - 2\mu)^2 + 4k^2|\epsilon_k|\Delta_{0,+}^2}},
\]

and by relating the total particle number \( N \) to \( \sum_k s_{k0}^z \)

\[
N = \sum_k \left( 1 - \frac{k^2 - 2\mu}{\sqrt{(k^2 - 2\mu)^2 + 4k^2|\epsilon_k|\Delta_{0,+}^2}} \right).
\]  

It is often more convenient to work with the continuum limit of Eq. (11) and Eq. (12). Introducing a high energy cutoff, \( \Lambda \), for a system of size \( L \) the equations become

\[
\frac{2\pi}{g} = \int_0^{2\Lambda} d\epsilon \frac{\epsilon}{\sqrt{(\epsilon - 2\mu)^2 + 4\epsilon|\Delta_{0,+}|^2}}
\]

and

\[
\frac{1}{8\pi} \int_0^{2\Lambda} d\epsilon \left( 1 - \frac{\epsilon - 2\mu}{\sqrt{(\epsilon - 2\mu)^2 + 4\epsilon|\Delta_{0,+}|^2}} \right),
\]

where we have performed the integral over the polar angle, \( \phi_k \), and defined \( \epsilon = k^2 \), \( g = GL^2/4 \), and \( n = N/L^2 \). We evaluate these integrals in Appendix B.

### A. Equilibrium topology

An important feature of the \( p \)-wave superfluid ground state is that it can be tuned across a topological phase transition by varying the chemical potential. In the weak pairing BCS phase \( (\mu > 0) \), the system is topologically nontrivial and can support chiral Majorana edge modes while in the strong pairing BEC phase \( (\mu < 0) \), the system is topologically trivial [51, 53, 66]. At the quantum critical point separating the two phases \( (\mu = 0) \) the quasi-particle spectrum becomes gapless. The corresponding value of the order parameter amplitude at the critical point, \( \Delta_{QCP} \), can be determined from Eq. (14) to give

\[
\Delta_{QCP} = \sqrt{-\frac{4\pi n}{W_{-1} \left( -\frac{2\pi n}{\Lambda} \right)}},
\]

where \( W_{-1} \) is the \( k = -1 \) branch of the Lambert W-function.

To see how this transition comes about, we can look at the topological invariant characterizing the two phases. There are two possible formulations of the invariant based on the winding of the two vector fields underlying the problem. One definition of the invariant can be given in terms of the winding of the static magnetic field, \( \mathbf{h}_k \), which acts on the pseudospins. The field winding number is defined as

\[
W = \frac{1}{8\pi} \epsilon_{ab} \int d^2k \left( \partial_a \hat{\mathbf{h}}_k \times \partial_b \hat{\mathbf{h}}_k \right),
\]

with \( \hat{\mathbf{h}}_k = \frac{\mathbf{h}_k}{|\mathbf{h}_k|} \). In both the BCS and BEC ground states \( \hat{\mathbf{h}}_k \) is given by

\[
\mathbf{h}_k = \mathbf{H}_k + 2\mu \mathbf{z} = -(2k \cos \phi_k \Delta_{0,+})\mathbf{x} - (2k \sin \phi_k \Delta_{0,+})\mathbf{y} - (k^2 - 2\mu)\mathbf{z},
\]

where, without loss of generality, we have taken \( \Delta_{0,+} \) to be real. Computing the integral yields

\[
W = \frac{1}{2} \left[ 1 + \text{sgn}(\mu) \right].
\]

For \( \mu > 0 \), the field winding number gives \( W = 1 \) while for \( \mu < 0 \) it gives \( W = 0 \). At the critical point, the field winding number is not a well defined quantity.

An alternative definition of the topological invariant can be given in terms of the winding of the pseudospins, \( s_k \). The pseudospin winding number is defined as

\[
Q \equiv \frac{1}{8\pi} \epsilon_{ab} \int d^2k \frac{s_k \cdot (\partial_a s_k \times \partial_b s_k)}{|s_k|^3}.
\]

Substituting the ground state configuration from Eq. (10) with \( \Delta_{0,-} = 0 \) and computing the integral gives \( Q = W \) since in the ground state each spin is parallel to its local field.

The equivalence between these two definitions of the topological invariant only holds in equilibrium. The pseudospin winding number, \( Q \), depends only on the initial state of the system and is conserved throughout the dynamics so it is of little interest to us [36]. On the other hand, the field winding number, \( W \), is encoded in the asymptotic dynamics of the system and can change after
a quench across the quantum critical point. For states in which $\Delta_+(t)$ has the form in Eq. (9), our $W$ coincides with the topological invariant introduced in Ref. 52 in terms of the retarded single particle Green’s function [36]. Therefore, it can be argued that for such states, it is $W$ (not $Q$) that determines the presence of Majorana edge modes in the post quench asymptotic state [36, 37].

III. QUENCH DYNAMICS

In this work, we are interested in studying the dynamics of the two superfluid order parameters after a sudden quench of the interaction strength. We consider a system that is initially prepared in a state arbitrarily close to the ground state of the mean-field $p$-wave Hamiltonian Eq. (4) for some initial coupling $G$. The interaction strength is then instantaneously changed to $G_f$ and the system evolves as a superposition of eigenstates of the new Hamiltonian. Below we explore the quench phase diagram for various values of $G_i$ and $G_f$. We parameterize a quench through the use of quench coordinates of the form $\{\Delta_i, \Delta_f\}$, where $\Delta_i, \Delta_f$ denotes the value of $\Delta_{0,+}$ in the pure $p + ip$ ground state of the Hamiltonian with interaction strength $G_{i,f}$.

A. Pure $p + ip$ dynamics

We begin by considering the dynamics of the two order parameters following a quench from the exact $p + ip$ ground state – Eq. (10) with $\Delta_{0,-} = 0$. For such an initial state, the dynamics significantly simplify and it can formally be shown that they are equivalent to those generated from the pure $p + ip$ Hamiltonian [36]. To see this, we note that any time dependent $p + ip$ state can be written in the form

$$s_k^+ = e^{-i\phi_k} s_k^-, \quad s_k = s_k^+ s_k^-.$$  \hspace{1cm} (20)

Substituting Eq. (20) into Eq. (5), we find

$$\Delta_- = -G \sum_k ke^{-2i\phi_k} s_k^-$$

$$= -\frac{g}{2\pi^2} \int_0^{2\Lambda} e^{-2i\phi} d\psi \int_0^\pi e^{-2i\phi} d\phi = 0,$$  \hspace{1cm} (21)

where in the second line we have taken the continuum limit and performed the integral over $\phi$. The above equation shows that for any $p + ip$ initial state $\Delta_-$ remains zero throughout the entire evolution.

A similar substitution into the equations of motion Eq. (8) gives

$$\dot{s}_k^+ = -ik^2 s_k^- + 2ik s_k^+ \Delta_+,$$

$$\dot{s}_k^- = -ik (s_k^+ \Delta_+ - s_k^- \Delta_+).$$  \hspace{1cm} (22)

Eq. (22) is identical to the equations of motion that are generated by the $p + ip$ Hamiltonian. The $p + ip$ Hamiltonian is a truncated version of the full $p$-wave Hamiltonian Eq. (1) where by writing,

$$\mathbf{k} \cdot \mathbf{q} = \frac{1}{2} \left[ (k^x - ik^y)(q^x + iq^y) + (k^x + ik^y)(q^x - iq^y) \right],$$

(23)

discarding the second term, keeping only $p = 0$ terms in the interaction as before, and rewriting the fermionic operators in terms of the Anderson pseudospins we arrive at

$$\hat{H} = \sum_k k^2 s_k^+ - G \sum_{k, q} (k^x - ik^y)(q^x + iq^y) \hat{s}_k^+ \hat{s}_q^-.$$  \hspace{1cm} (24)

The mean field Hamiltonian simplifies to

$$\hat{H}_{MF}^p+i p = \sum_k k^2 \hat{s}_k^+ + \sum_k k \left( e^{-i\phi_k} \Delta_+ \hat{s}_k^+ + e^{+i\phi_k} \Delta_- \hat{s}_k^- \right).$$  \hspace{1cm} (25)

The equations of motion generated by this Hamiltonian after applying Eq. (20) are Eq. (22). Note that we can alternatively start from a $p - ip$ ground state and follow a similar logic. The result is again Eq. (22), but with the replacement $\Delta_+ \rightarrow \Delta_-$. The $p - ip$ Hamiltonian analogous to Eq. (24) would then correspond to discarding the first term in Eq. (23).

This simplification is crucial in understanding the $p + ip$ dynamics of the $p$-wave superfluid as the mean field $p + ip$ model was shown to be classically integrable using a Lax vector construction [36], which implies Lax pair representation of the equations of motion Eq. (22), see Ref. [67] for details. By studying the behavior of the isolated roots of the Lax vector norm, the quench phase diagram can be mapped out [36, 58, 68, 69]. We repeat this procedure in Appendix C for the parameters used in our numerical simulations. The resulting phase diagram contains three distinct dynamical phases characterized by the late time behavior of the order parameter amplitude $\Delta_+(t)$.

In phase I, the order parameter amplitude decays to zero due to dephasing, $|\Delta_+(t)| \rightarrow 0$. At late times, the spins precess with frequencies $k^x$ around the $z$-axis and the system is in a gapless superconducting state. This is different from the normal state which would have all spins aligned along the $z$-axis.

In phase II, $|\Delta_+(t)|$ exhibits damped oscillations and decays to a nonzero constant, $|\Delta_+(t)| \rightarrow \Delta_\infty > 0$. The order parameter amplitude has a time dependent phase that winds with frequency $2\mu_\infty$, i.e.,

$$\Delta_+(t) = \Delta_\infty \cos \left( 2\pi \mu_\infty t \right).$$  \hspace{1cm} (26)

similar to its ground state behavior in Eq. (9). This suggests that $\mu_\infty$ is an out of equilibrium chemical potential whose value is determined by the details of the quench. In the rotating frame, the pseudospins precess around an effective field

$$\mathbf{h}_k = -(2k \cos \phi_k \Delta_\infty) \hat{x} - (2k \sin \phi_k \Delta_\infty) \hat{y} - (k^2 - 2\mu_\infty) \hat{z}.$$
The expression for the field is of the same form as in the ground state, see Eq. (17), and therefore,

$$W = \frac{1}{2} [1 + \text{sgn}(\mu_\infty)].$$  

This is similar to the ground state result, Eq. (18), but with the replacement $\mu \rightarrow \mu_\infty$. We conclude that the change in $W$ at $\mu_\infty = 0$ marks the nonequilibrium extension of the quantum critical point. In Appendix D, we show that $\mu_\infty = 0$ defines a straight vertical line $\Delta_f = \Delta_{\text{QCP}}$ in the quench phase diagram [57] as shown in Fig. 1.

In phase III, the order parameter amplitude undergoes persistent oscillations that can be described in terms of elliptic functions. Additionally, it was shown in Ref. 37 that in multiple regions of this phase there are crossing edge states suggesting that the entire phase is Floquet topological. The order parameter dynamics for each of the phases are shown in Fig. 3 using a numerical simulation of Eq. (22). For details regarding the numerics see Appendix A.

It is somewhat surprising that the quench dynamics of the full $p$-wave Hamiltonian can be solved exactly for quenches from a pure $p + ip$ ground state given that this Hamiltonian is nonintegrable. To what extent the dynamics and topological structure survive infinitesimally small perturbations from this fine tuned initial state is studied in the following sections.

**IV. FULL P-WAVE DYNAMICS**

Naturally, the system cannot be prepared in a $p + ip$ ground state, where $\Delta_{0,-} = 0$, with absolute purity. Inevitably, there are fluctuations around this state that can come from a variety of sources. We will see below that pure $p + ip$ oscillatory dynamics are unstable towards exponential growth of the competing $p - ip$ order associated with $\Delta_{0,-}$. Therefore, the precise mechanism of the fluctuations is unimportant as long as they seed a nonzero initial $\Delta_{0,-}$. To understand the effect of such fluctuations we study quenches from an initial state described by Eq. (10) with $0 < \Delta_{0,-} \ll \Delta_{0,+}$. We find that, in the limit $\Delta_{0,-} \rightarrow 0$, the phase diagram remains largely unaffected with the exception of phase III, wherein $\Delta_-(t)$ undergoes an unstable growth and the smooth oscillatory dynamics of $\Delta_+(t)$ are destroyed.

**A. Stable phases I and II**

For quenches whose coordinates lie within phases I or II of the $p + ip$ phase diagram, the dynamics of the full $p$-wave Hamiltonian closely mirror that of the truncated $p + ip$ model, as shown in Fig. 4. In phase I, we find that both $\Delta_+(t)$ and $\Delta_-(t)$ decay to zero in a similar fashion. As before, at late times the pseudospins precess around the $z$-axis with frequencies $k^2$. In phase II, $\Delta_+(t)$ exhibits damped oscillations and decays to a constant. On the other hand, $\Delta_-(t)$ exhibits smooth oscillations that do not seem to decay. The perturbation to the initial state does not affect the dynamics significantly since at $t = 0$ we have $\Delta_-(0)/\Delta_+(0) \ll 1$ and as $t \rightarrow \infty$ the size of $\Delta_-(t)$ remains bounded and is negligible as compared to $\Delta_+(t)$. The asymptotic state of the system is largely unaffected by the perturbation to the initial state and thus we expect the nonequilibrium topology of phases I and II to remain unchanged.

**B. Unstable phase III**

From numerical simulations we find the persistent oscillations observed in phase III are not stable to the $\Delta_-$ perturbation. Unlike in phases I and II, the $p - ip$ order parameter amplitude exhibits unstable growth, and
FIG. 4. Dynamics of order parameter amplitudes $|\Delta_+(t)|$ and $|\Delta_-(t)|$ for a quenched $p$-wave superfluid starting from a slightly perturbed $p+ip$ ground state. In phase I, (a) and (b), both order parameter amplitudes decay to zero. In phase II, (c) and (d), $\Delta_+(t)$ has damped oscillations and decays to a nonzero constant while $\Delta_-(t)$ has small and smooth oscillations. In both of these phases, $\Delta_-(t)$ is bounded and the dynamics of $\Delta_+(t)$ are unchanged. In phase III', (e) and (f), the $\Delta_-$ perturbation grows and destroys the persistent oscillations exhibited by the $p+ip$ model, see Fig. 3c. At late times, the irregular oscillations of both order parameter amplitudes are out of phase with each other. As in the previous figure, the numbers in the curly brackets are the ground state values of $\Delta_{0,\pm}$ for the initial and final couplings. The numerical simulations were performed on Eq. (8) for $N = 200,025$ pseudospins with initial conditions Eq. (10) and $\Delta_{0,-} = 10^{-5}\Delta_{0,+}$, see Appendix A for details.

after some delay time, $\tau$, the persistent oscillations are destroyed and the system enters a regime of chaotic dynamics which we label as phase III’. Since quenches from $g_i = 0$ to not too large $g_f$ belong to phase III’, we can understand the behavior in this phase by linearizing the equations of motion about the unpaired (free Fermi gas) ground state, which has $\Delta_i = 0$ and $\mu_i = 2\pi n$. In the continuum limit, the growth exponent $\gamma$ is defined through the self-consistency equation of the linearized problem

$$
\frac{2\pi}{g_f} = \int_0^{2\Lambda} d\epsilon \frac{\epsilon \text{sgn}(\epsilon - 2\mu_i)}{\epsilon - \zeta}
$$

where $\zeta = \omega + i\gamma$. We can rewrite $g_f$ in terms of $\Delta_f$ through Eq. (13) and perform the corresponding integrals on both sides of the equation. Discarding terms of order
\[ O(\Lambda^{-1}) \], we obtain
\[ \zeta \log \left[ \frac{-(2\mu_i - \zeta)^2}{2\Lambda \zeta} \right] = 2\mu_f \log \left[ \frac{\Delta_f^2 + 2|\mu_f|\Theta(-|\mu_f|)}{2\Lambda} \right]. \tag{29} \]

To simplify the analysis we may consider a quench to weak final pairing \( \Delta_f \ll \Delta_{\text{QCP}} \). In this case we can take \( \mu_i \sim \mu_f \gg \Delta_f^{\gamma} \) and look for solutions of the form \( \zeta = 2\mu_i + i\gamma \) for which we find \( \gamma = \Delta_f \sqrt{2}\mu_i \). From numerical simulations we find the initial growth of \( \Delta_{\text{c}}(t) \) to be suppressed by nonlinear effects and occurring at later times than predicted by the linear analysis.

We can also use Eq. (29) to determine the point separating nonequilibrium phases II and III' along the \( \Delta_f \) axis. As we cross from phase III' to II, the imaginary part of \( \zeta \) vanishes, removing the exponential growth of \( \Delta_{\text{c}}(t) \). Setting \( \gamma = 0 \), we see that the only possible solutions are for \( \omega \leq 0 \). Rewriting Eq. (29) in terms of \( \omega \) we have
\[ -|\omega| \log \left[ \frac{(2\mu_i + |\omega|)^2}{2\Lambda |\omega|} \right] = 2\mu_f \log \left[ \frac{\Delta_f^2 + 2|\mu_f|\Theta(-|\mu_f|)}{2\Lambda} \right]. \tag{30} \]

In order to have real solutions for \( \omega \), we must require that \( \mu_f \leq 0 \). This first happens when \( \Delta_f = \Delta_{\text{QCP}} \) where \( \mu_f = 0 \) and, therefore, the quantum critical point defines the separation point, see Fig. 1.

Interestingly, this stability analysis also has important implications for the equilibrium physics of the \( p \)-wave superfluid. Indeed, we investigated here the stability of the unpaired ground state (normal state) with respect to the \( p \)-wave Hamiltonian Eq. (3) with coupling \( G = G_f \) and found that this state is unstable in the BCS phase, when the ground state pairing amplitude is smaller then \( \Delta_{\text{QCP}} \), and stable in the BEC phase, when it exceeds \( \Delta_{\text{QCP}} \). Thus, the change in stability of the normal state identifies the BCS-BEC quantum phase transition. We note also that our analysis of the free energy shows that even though the normal state is dynamically stable in the BEC state, it is not a local minimum of the free energy.

\[ \text{C. Signatures of chaos} \]

The late time dynamics in phase III' appear to be chaotic in contrast to phase III of the \( p + ip \) model. We believe this is because the full \( p \)-wave model, Eq. (3), is nonintegrable unlike its truncated \( p + ip \) counterpart, Eq. (24). One piece of evidence of chaos is that the dynamics are sensitive to the initial conditions, as demonstrated in Fig. 5, where varying the magnitude of the \( \Delta_{\text{c}} \) perturbation yields vastly different late time trajectories. This behavior makes it difficult to obtain reliable numerical results at late times since increasing the number of spins effectively modifies the initial conditions. However, the qualitative behavior, i.e., the appearance of irregular oscillations, is the same. Additionally, the Fourier spectrum of the time series changes from a discrete frequency in the classically integrable \( p + ip \) case to a continuous spectrum in the full \( p \)-wave case as shown in Fig. 6.

\[ \text{D. Phase III' topology} \]

At late times, the irregular oscillations of the two order parameters are out of phase with one another. The system dynamics are no longer periodic and the Floquet topological superfluid phase seen in Ref. [37] is therefore destroyed. Due to the chaotic nature of the dynamics there is no remnant of topological order in any known sense in the system.

\[ \text{E. Determination of the phase boundaries} \]

Although the full \( p \)-wave Hamiltonian is nonintegrable, it is possible to determine the phase boundaries analytically. We have seen that the dynamics of \( \Delta_{\text{c}}(t) \) in phases I and II are nearly identical to those of the \( p + ip \) model. We can therefore expect this phase boundary to remain unchanged. In phase III', we have seen that there is an instability of \( \Delta_{\text{c}}(t) \) that leads to chaotic dynamics of both the orders at late times. However, this instability is confined to the phase III region of the \( p + ip \) model and again there is no choice but for the phase boundary to remain unchanged between phases II and III'. The exact phase boundaries for the full \( p \)-wave model can then be determined by performing the same analysis of the Lax roots outlined in Ref. 36. This is done in Appendix C and the result is used to generate the phase diagram shown in Fig. 1. These phase boundaries are in agreement with direct numerical simulations of the dynamics. We also expect the \( \mu_{\infty} = 0 \) line to remain unchanged since it lies entirely within the stable phase II.

There are differences between shapes of the various lines in our phase diagram as compared to that of Ref. 36.
due to the cutoff prescription of Ref. 36, which incorporates the chemical potential, i.e., replaces our \( \Lambda \) with \( \Lambda + \mu \) with \( \mu \) being the equilibrium chemical potential. Because \( \mu \) depends on the coupling constant, this cutoff changes as a result of a quench. The cutoff represents an energy scale governed by physics at higher energies, such as, e.g., the Debye energy in phonon mediated superconductors. It is more natural to keep this energy scale fixed and unaffected by the quench. We therefore use a cutoff prescription of Ref. 36

\[ \mu_{\infty} = \mu_{\infty}(0) - G_+ \sum_{k} k e^{\pm i \omega_n} \langle s_k \rangle. \]  

(32)

For \( G_+ = G_- \), this Hamiltonian turns into the full \( p \)-wave Hamiltonian Eq. (3) we studied above, see Eq. (23).

We consider quenches from a perturbed \( p + ip \) initial state for the two cases where one channel dominates over the other employing the same approach to dynamics as before. For \( G_+ > G_- \), the dominant channel corresponds to the \( p + ip \) channel. Using numerical simulations we find that for any quench, the \( p - ip \) order parameter, \( \Delta_-(t) \), quickly vanishes, as shown in Fig. 5. This result is to be expected as the \( p - ip \) order is suppressed in both the initial state as well as by the equations of motion themselves.

For \( G_+ < G_- \), the dominant channel corresponds to the \( p - ip \) channel and it is not immediately clear which channel the dynamics should favor. On one hand, the initial state favors the \( p + ip \) channel while the \( p - ip \) channel only acts as a perturbation, on the other hand, the equations of motion suppress the \( p + ip \) channel and favor the \( p - ip \) channel. We find that, in this case, the \( p - ip \) order parameter is the one to rapidly decay to zero while the \( p - ip \) order parameter survives to exhibit the late time dynamics (in phase I both order parameters decay to zero). This behavior is shown in Fig. 8, where even though \( \Delta_-(0)/\Delta_+(0) \ll 1 \), the \( p - ip \) order parameter amplitude is the one with nonvanishing dynamics in phases II and III. These late time dynamics resemble the three phases of the pure \( p \pm ip \) quench dynamics but with a renormalized set of quench coordinates. It is an interesting question as to whether the phase boundaries of the asymmetric model, particularly for \( G_+ < G_- \), remain the same as in the chiral model or are deformed in some way.

We see that the stronger channel always wins at late times regardless of the initial state. This means that the time reversal invariant \( p \)-wave Hamiltonian is an unstable
FIG. 7. The time reversal symmetry of the $p$-wave interaction is broken by making one of the interaction channels stronger, here we have used $G_+ > G_-$. The figures shown are representative of the two order parameter amplitudes in all three phases for a quench from a slightly perturbed $p + ip$ ground state. The $\Delta_-$ perturbation is irrelevant to the late time dynamics of $\Delta_+(t)$ as it rapidly vanishes in all three phases. The resulting dynamics of $\Delta_+(t)$ closely resemble the pure $p + ip$ quench dynamics. Notations and unspecified parameters are the same as in Fig. 4.

FIG. 8. Same as Fig. 7 but with $G_+ < G_-$. Even though the $\Delta_-$ perturbation starts at $10^{-5}\Delta_0$, it is the one whose dynamics survive out to late times. The $p + ip$ order parameter amplitude vanishes in all three phases and the dynamics of $\Delta_+(t)$ closely resemble the pure $p - ip$ quench dynamics, though for a different set of quench coordinates. Note, in (a), $\Delta_+(t)$ vanishes slower than $\Delta_-(t)$ due to the relative sizes of $G_+$ and $G_-$ and so it does not show up with the scales used in the figure.

fixed point with regards to the $p \pm ip$ phase diagram. Only at the special point $G_+ = G_-$ protected by time reversal symmetry does the chaotic phase III’ regime emerge, see Fig. 2.

VI. CONCLUSION

In this work we have studied the quench dynamics of a $p$-wave BCS superfluid with two competing order parameters, $\Delta_{\pm}(t)$. We have shown that when the system is prepared near its $p + ip$ ground state and the interaction strength is quenched, the late time dynamics can be characterized into three distinct phases: in phase I both order parameters decay to zero, in phase II $\Delta_+(t)$ decays to a nonzero constant and $\Delta_-(t)$ oscillates near zero, and in phase III’ the two order parameters are nonzero and undergo chaotic dynamics, see Fig. 4. Remarkably, even though this model is nonintegrable, we are able to map out the exact phase boundaries in parameter space as shown in Fig. 1. Additionally, we study the role that time reversal symmetry plays in determining the late time dynamics. We consider a Hamiltonian that has an asymmetry in the coupling strength and prefers one of the order parameters over the other, i.e., $G_+ \neq G_-$ in Eq. (31). We find that the late time dynamics of the weaker channel order parameter vanish and only the stronger channel survives. This causes the chaotic dynamics of phase III’ to disappear and the topological phase III of the chiral $p$-wave model studied in Ref. [36] to emerge. The fact that the stronger channel always wins suggests that it may be possible to experimentally realize a quench induced Floquet topological superfluid without any fine tuning of the initial state provided that time reversal symmetry can be broken in the interaction channels.

Although our analysis has only been performed for the $p$-wave BCS superfluid, we expect a similar chaotic phase to emerge in far from equilibrium dynamics of other models where there are competing order parameters related by a symmetry, for example, in a Fermi gas with more than two species of fermions with pairwise attraction between them [70–73].
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Appendix A: Details of numerical simulations

The numerical simulations were done using the parameters listed in Table I and Table II. For the full $p$-wave simulations, we use a radial momentum space grid so that $\epsilon = k^2$ are uniformly spaced for $\epsilon \in [0, 2\Lambda]$ and along the angular direction $\theta$ is uniformly spaced in the upper half plane for $\theta \in [0, \pi]$. For the chiral dynamics, the problem reduces to one dimension and we can neglect the $\theta$ dependence. The number of spins used in the numerical simulations is chosen such that the results are converged at the times of interest. We find that to obtain converging results at late times, it is important to have a large number of points along the radial direction, $N_\epsilon$, whereas the results are not as sensitive to the number of points along the angular direction, $N_\theta$. Since we have few $N_\epsilon$ points in the full $p$-wave model, we use the composite Simpson’s rule to have a more accurate estimate of the integrals in the problem while for the chiral model we simply use the trapezoidal rule. Obtaining convergent results becomes difficult for quenches in phase III’ where the dynamics are chaotic. In order to reach later times we must increase $N_\epsilon$, but changing the number of points effectively changes the initial conditions. The results, however, are qualitatively the same, i.e., the Floquet phase is destroyed and irregular oscillations appear.

| Quantity                     | Symbol | Value       |
|------------------------------|--------|-------------|
| Number of $\epsilon$ points | $N_\epsilon$ | 8001        |
| Number of $\theta$ points   | $N_\theta$ | 25           |
| Density                      | $n$    | 0.825       |
| Fermi Energy                 | $\epsilon_F$ | $2\pi n$    |
| High energy cutoff           | $\Lambda$ | $50\epsilon_F$ |
| Quantum critical point       | $\Delta_{QCP}$ | $\approx 1.536$ |
| Ground state order parameter amplitude $\Delta_{0,+}$ | See figures for details |
| $\Delta_{-}$ perturbation    | $\Delta_{0,-}$ | $10^{-5}\Delta_{0,+}$ |

TABLE I. Parameters used to simulate the full $p$-wave dynamics described by Eq. (8)

| Quantity                     | Symbol | Value       |
|------------------------------|--------|-------------|
| Number of $\epsilon$ points | $N_\epsilon$ | 50000       |
| Density                      | $n$    | 0.825       |
| Fermi Energy                 | $\epsilon_F$ | $2\pi n$    |
| High energy cutoff           | $\Lambda$ | $50\epsilon_F$ |
| Quantum critical point       | $\Delta_{QCP}$ | $\approx 1.536$ |
| Ground state order parameter amplitude $\Delta_{0,+}$ | See figures for details |

TABLE II. Parameters used to simulate the $p + ip$ dynamics described by Eq. (22)

Appendix B: BCS equations

The integral on the right hand side of Eq. (14) for the particle density can be evaluated exactly

$$n = \frac{1}{8\pi} \left( 2\Lambda + |2\mu| - \sqrt{(2\Lambda - 2\mu)^2 + 8\Delta_+^2\Lambda + 2\Delta_+^2 \ln \left( \frac{2\Lambda - 2\mu + 2\Delta_+^2 + \sqrt{(2\Lambda - 2\mu)^2 + 8\Delta_+^2\Lambda}}{2\Delta_+^2 + |2\mu| - 2\mu} \right) } \right).$$ (B1)
Expanding the square root in $1/\Lambda$ and neglecting terms of order $\Lambda^{-1}$ and smaller leads to

$$4\pi n = 2\mu \Theta(\mu) - \Delta_+^2 + \Delta_+^2 \ln \left[ \frac{2\Lambda}{\Delta_+^2 + 2|\mu\Theta(-\mu)|} \right], \quad (B2)$$

Similarly, Eq. (13) becomes

$$\frac{2\pi}{g} = 2\Lambda - 8\pi n + 2\mu \ln \left[ \frac{2\Lambda}{\Delta_+^2 + 2|\mu\Theta(-\mu)|} \right]. \quad (B3)$$

We use these results in Appendix C to derive the phase boundaries.

**Appendix C: Lax roots and quench phase diagram**

In the $p + ip$ model, the components of the Lax vector are given by [36]

$$L^\pm(u) = \sum_{i=1}^N \sqrt{\epsilon_i s^\pm_i}, \quad L^z(u) = \sum_{i=1}^N \frac{\epsilon_i s^z_i}{\epsilon_i - u} + \frac{1}{2G_f}, \quad (C1)$$

and one can define a Lax vector norm

$$L_2(u) = u L^+(u) L^-(u) + |L^z(u)|^2, \quad (C2)$$

that is conserved under the dynamics. The Lax vector norm is a polynomial of degree $2N$ whose isolated roots encode information about the late time dynamics [36, 58, 68, 69]. Specifically, phase I occurs when $L_2(u)$ has no isolated roots (the remaining roots form a continuum on the positive real axis). Phase II corresponds to a single pair and phase III to two pairs of isolated roots. To find the roots, we can evaluate $L_2(u)$ in the initial state which has the configuration described by Eq. (10) with $\Delta_{0,-} = 0$ and $\Delta_{0,+} \equiv \Delta$, i.e.,

$$s_i^- = -\sqrt{\epsilon_i \Delta_i}, \quad s_i^z = -\frac{(\epsilon_i - 2\mu_i)}{2E(\epsilon_i)}, \quad (C3)$$

$$E(\epsilon) = \sqrt{\epsilon - 2\mu_i}^2 + 4e|\Delta_i|^2.$$ 

Substituting into the above equations, the Lax vector norm becomes

$$L_2(u) = u|\Delta_i|^2 \left[ \sum_i \frac{\epsilon_i}{(\epsilon_i - u)E(\epsilon_i)} \right]^2 + \left[ - \sum_i \frac{\epsilon_i (\epsilon_i - 2\mu_i)}{2(\epsilon_i - u)E(\epsilon_i)} + \frac{1}{2G_f} \right]^2. \quad (C4)$$

This equation can be simplified to

$$L_2(u) = u|\Delta_i|^2 [F(u)]^2 + \left[ -\frac{(u - 2\mu_i)}{2}F(u) + \frac{\tilde{\beta}}{2} \right]^2 \quad (C5)$$

by defining

$$\tilde{\beta} = \frac{1}{G_f} - \frac{1}{G_i}, \quad F(u) \equiv \sum_i \frac{\epsilon_i}{(\epsilon_i - u)E(\epsilon_i)}. \quad (C6)$$

The roots of the Lax vector norm are found by solving the quadratic equation for $F(u)$

$$L_2(u) = E(u)^2 F(u)^2 - 2(u - 2\mu_i)\tilde{\beta} F(u) + \tilde{\beta}^2 = 0, \quad (C7)$$

with solutions given by

$$F(u) = \frac{(u - 2\mu_i)\tilde{\beta} \pm 2i|\Delta_i||\tilde{\beta}|\sqrt{u}}{E(u)^2} \quad (C8)$$
Isolated roots are located away from the positive real axis. Eq. (C8) for such roots in the continuum limit becomes

$$\int_0^{2\Lambda} \frac{e \, d\epsilon}{(\epsilon - u)E(\epsilon)} = \frac{(u - 2\mu_i)\beta \pm 2i|\Lambda_i||\beta|\sqrt{u}}{E(u)^2},$$

(C9)

with

$$\beta = 2\pi \left( \frac{1}{\beta_f} - \frac{1}{g_i} \right).$$

(C10)

To determine the phase boundaries we look for a pair of complex roots that just separate from (or collapse to) the real axis. To do this, we replace $u \to u \pm i\delta$ in Eq. (C9), with $\delta$ infinitesimally small. Through a change of variables $x = \epsilon - u$ we may write

$$\int_{-u}^{2\Lambda-u} \frac{(x + u)dx}{(x \mp i\delta)E(x + u)} = P \int \frac{(x + u)dx}{xE(x + u)} \pm i\pi \frac{u}{E(u)},$$

(C11)

where $P$ denotes the principal value.

Comparing the imaginary parts of the right hand sides of Eq. (C11) and Eq. (C9) we find

$$|\beta| = \frac{\pi \sqrt{\pi} E(u)}{2|\Lambda_i|},$$

(C12)

and comparing the real parts we find

$$\ln \left[ \frac{2\Lambda}{\Delta_i^2 + 2|\mu_i|\Theta(-\mu_i)} \right] + \frac{u}{E(u)} \ln \left[ \frac{2\Lambda}{u (\Delta_i^2 - 2|\mu_i| + |\mu_i|E(u))} \right] = \text{sgn}(\beta) \frac{\pi \sqrt{\pi} (u - 2\mu_i)}{2|\Delta_i|E(u)}. \quad (C13)$$

where we have neglected terms of order $O(\Lambda^{-1})$.

Equations (C10), (C12), and (C13) form a system of equations that parametrize the phase boundaries. By choosing a value for $\Delta_i$ and $\text{sgn}(\beta)$, Eq. (C13) can be solved for $u$ which can be substituted into Eq. (C12) to determine $\beta$. Then, with the help of Eq. (C10), $\Delta_i$ can be written as a function of $\Delta_f$ to map out the phase boundaries. This is the approach we used to obtain the phase boundaries shown in Fig. 1.

**Appendix D: Nonequilibrium extension of the quantum critical point**

The nonequilibrium extension of the quantum critical point corresponds to the curve in phase II which has $\mu_\infty = 0$. This line separates the two topological regions with field winding number, $W$, either zero or one. To determine the curve we look for the vanishing of an isolated root i.e., $u = 0$ [36]. Substituting $u = 0$ into Eq. (C9) we have

$$\int_0^{2\Lambda} \frac{e \, d\epsilon}{\epsilon E(\epsilon)} = -\frac{\beta}{2\mu_i}. \quad (D1)$$

Evaluating the integral we find

$$\beta = -2\mu_i \log \left[ \frac{2\Lambda}{\Delta_i^2 + 2|\mu_i|\Theta(-\mu_i)} \right]. \quad (D2)$$

As before, we can use Eq. (C10) to write $\Delta_i$ as a function of $\Delta_f$. The result simplifies to

$$\mu_f \log \left[ \frac{2\Lambda}{\Delta_f^2 + 2|\mu_f|\Theta(-\mu_f)} \right] = 0 \quad (D3)$$

which can only be solved when $\mu_f = 0$. In other words, for any $\Delta_i$ the value of $\Delta_f$ for which $\mu_\infty = 0$ is given by $\Delta_f = \Delta_{QCP}$, see the dashed line in the phase diagram in Fig. 1. This line remains unchanged in the full $p$-wave phase diagram since it lies entirely within the stable phase II.
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