Designed to cooperate: a Kant-inspired ethic of machine-to-machine cooperation
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Abstract
We envision an increasing presence of devices with agency and autonomous machines in public spaces (e.g., automated vehicles, urban robots and drones) beyond the confines of constrained environments such as a factory floor or research labs. Hence, AI and robotic systems of the future will need to interact with one another, not only in cyber space but also in physical space, and need to behave appropriately in their interactions with one another. This commentary highlights an ethic of machine-to-machine cooperation and machine pro-sociality, and argues that machines capable of autonomous sensing, decision making and action, such as automated vehicles and urban robots, owned and used by different self-interested parties, and having their own agendas (or interests of their owners) should be designed and built to be cooperative in their behaviours, especially if they share public spaces. That is, by design, the machine should first cooperate, and then only consider alternatives if there are problems. It is argued that being cooperative is not only important for their improved functioning, especially, when they use shared resources (e.g., parking spaces, public roads, curbside space and walkways), but also as a favourable requirement analogous to how humans cooperating with other humans can be advantageous and often viewed favourably. The usefulness of such machine-to-machine cooperation are illustrated via examples including cooperative crowdsourcing, cooperative traffic routing and parking as well as futuristic scenarios involving urban robots for delivery and shopping. It is argued that just as privacy-by-design and security-by-design are important considerations, to yield systems that fulfill ethical requirements, cooperative-by-design should also be an imperative for autonomous systems that are separately owned but co-inhabit the same spaces and use common resources. If a machine using shared public spaces is not cooperative, as one might expect, then it is not only anti-social but not behaving ethically. It is also proposed that certification for urban robots that operate in public could be explored.
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1 Cooperation as an aspect of behaving ethically

Busy urban spaces can become places of tremendous competition among users. For example, people effectively “compete” for parking spaces, or for road use to get from one point to another in the fastest possible way, or with the rise of urban robots, urban robots might compete for space for their operations. For example, urban robots from different companies doing deliveries might compete for space on walkways with other urban robots and people. Two or more advertising robots might compete for the attention of a passer-by. Even robots within the same building might compete with each other for resources while performing tasks or get in the way of each other.

In this commentary, we mostly use the general meaning of the term “cooperation”, i.e., “doing something together” or “working together toward a shared aim.”1 We also consider a Kant-inspired view of cooperation later in this commentary. When a party considers the actions of others in deciding its own action and attempts to apply Kant’s categorical imperative (more on this later), we also say that the party has intention to cooperate.

However, many (even if not all) such problems can be alleviated by cooperation. For example, road spaces and

1 From: https://www.oxfordlearnersdictionaries.com/definition/american_english/cooperation.
parking spaces are limited shared resources in many cities - it was shown that if vehicles could help each other find parking, each vehicle could benefit, or if groups of vehicles cooperate at road junctions in computing their routes, they could all get to their destinations earlier reducing traffic jams [9]. Urban delivery robots could cooperate with each other to ensure safe and efficient use of walkways, instead of trying to out-maneuver each other. Vehicles and urban robots could cooperate in sharing information they capture/ sense during their journeys, thereby creating a knowledge base for all to benefit from.

Machine-with-machine cooperation in cyber-space via well-defined protocols is happening everyday in the Internet and the Web with the billions of communicating networked devices. Machine-with-machine cooperation (among autonomous machines) in physical space is, however, a consideration only beginning to emerge with the advent of automated vehicles in cities and urban robotics [16, 18]. With an increasing number of (potentially autonomous) machines in public, e.g., automated vehicles and urban robots such as delivery robots on walkways or robots in shopping centres and public spaces, there is then a growing need for such machines to not only be sensitive to and relate to humans in public spaces, behaving in socially appropriate ways, but also to cooperate and relate to each other in public spaces.

It is noted in [11] that urban robots occupy physical space, and hence, “potentially require the rearrangement and redesign of existing spatial entities”. This is significant in cities, especially those with high density, where space is a valuable and scarce resource and there are different land use considerations. It is argued in this commentary that cooperation is an important means of facilitating efficient use of different types of spaces. Robots in cities are not always welcomed, e.g., the delivery robots that use sidewalks in San Francisco were severely restricted in their operations. Hence, deploying machines in public spaces can raise issues of space contention, not only with humans but with each other.

Robots that cooperate have been studied in swarm robotics and Internet-based robotics, in particular, where such robots are under the same authority or controller or owner. But one could envision separately owned autonomous machines that occupy physical spaces in the city and use shared urban resources such as public roads, shared walkways and public spaces, each with its own (or its owner’s) goals, interests and agendas. Regulations can help govern the behaviour of such machines with respect to shared public resources, but, as is argued here, being aware of each other and cooperating with each other, even helping out each other, becomes an imperative, not only for their harmonious operation, but also to improve their workings, as we will illustrate further.

This commentary proposes the idea that machines that use shared resources (e.g., roads and public spaces in the city) should be designed to be cooperative with each other, not only with humans, and that such machines are behaving ethically when “first try to cooperate” is their “ethos”, by design.

2 Lessons from Game theory

Towards this direction, one can consider the notion of the Kantian cooperative machine, based on the concept of Kantian cooperation [15], that puts the question of “us” as a priority in its decision-making, i.e. if each machine reason in a Kantian manner and ask the same question: “what strategy(action) would I want all of us to play(take)?” (call this the K-question) rather than the question “what is the best strategy(action) for me to play(take), given others’ strategies(actions)?”. This notion is not entirely new, considering the Kantian machine discussed in [14], where a machine should “act only according to that maxim whereby you can at the same time will that it should become a universal law”, i.e., “Kant tells the moral agent to test each maxim (or plan of action) as though it were a candidate for a universalized rule.” There are examples from game theory, e.g., the Stag Hunt game, that illustrate in theory the value of cooperation for achieving Pareto optimality.

In addition, a default general rule built into a machine such as “cooperate when you can and where appropriate” seems itself to be a good candidate for one such universal rule.

The inspiration from Kant is in two ways, yielding two possible principles:

(i) “cooperate first” itself is a good candidate for a universalisable maxim (i.e., “seeking first to cooperate” could be willed as a strategy for everyone), and
(ii) intention to cooperate in the sense of each one (individually) asking first the K-question “what strategy (action) would I want all of us to play (take)?” could be a way to achieve universalisation, where the “strategy (action)” here would depend on the application or domain being considered.

Note that the outcomes from the above two could be different. The argument from game theory must be qualified by consideration of the actual context and settings of the situation.

2 https://www.bbc.com/news/technology/42265048, though there seems more freedom for deployment in more recent times: https://www.aitrends.com/robotics/last-mile-delivery-robots-making-a-comeback-after-initial-bans/.
For example, consider the payoff matrix (a version of the Stag Hunt game) as follows where the cell corresponding to stag and stag refers to two parties cooperating to catch the stag with payoff \( p \) for both parties, the cell corresponding to stag and rabbit (or rabbit and stag) refers to one party trying to hunt the stag and the other the rabbit, with likely failure for the one trying to hunt the stag alone (payoff \( r \)) and likely success for the one catching the rabbit alone (payoff \( q \)), and the cell for rabbit and rabbit representing the case where each party simply tries to hunt a rabbit on its own, separately. We have that \( p > q > r \) since the payoff \( p \) is greatest when both catch the (prized) stag together, and then each working separately to catch a rabbit with payoff \( q \), and then one getting frustrated trying to catch the stag alone (i.e., \( r \)) and getting nothing (not even getting a rabbit). In this case, cooperation is clearly the best strategy, each getting the highest payoff \( p \), and clearly, the strategy is for each party to cooperate.

|                  | Stag (cooperate) | Rabbit (independent) |
|------------------|-------------------|----------------------|
| Stag (cooperate) | \( p,p \)          | \( r,q \)            |
| Rabbit (independent) | \( q,r \)          | \( q,q \)            |

In the case above, and in similar cases, where the settings (i.e., the payoffs) are such that cooperation is best, then applying (i) will result in the best outcomes for both parties, and using (ii), the two parties asking the question “what strategy (action) would I want all of us to play (take)?” would result in both parties choosing to “hunt the stag together” (cooperating), which in this case, is also the most beneficial (since \( p > q \)). In this case, both (i) and (ii) leads to the same most beneficial outcome for both parties, which is to cooperate.

However, in other games with different settings, e.g., for suppose it is \( p < q \) (somehow the rabbit is bigger and tastier than the stag and can be caught without both parties cooperating!), then applying (i) results in both cooperating (or hunting the stag together) which is a less beneficial outcome for both, and applying (ii) the outcome of each party asking the K-question is to take the “hunt rabbit individually” action, which still is to uncover the best outcome for both, though the action is not to cooperate! Also, we have assumed that the situation is symmetrical, in may be that each party asking the K-question results in different actions because they have their own version of the payoff matrix, but each party is at least trying to apply the categorical imperative.

We have also another qualification which might make it hard to adopt the “cooperate first” strategy, even if it results in the best payoffs. This is when the requirements on each party (e.g., by stakeholders) somehow contradicts the “cooperate” action, so that applying (i) is problematic.

In summary, adopting principle (i) clearly predisposes the machines to cooperating, beneficial in certain (qualified) settings as mentioned above. But principle (ii) of asking the K-question might be viewed as intending to cooperate, but which might result in parties later using non-cooperative strategies. However, as we will see in the next section, many situations involving such machines cooperating will be beneficial to all, that is, having settings similar to the Stag Hunt game above, especially, when all cooperate rather than only some or none cooperating, and so, principle (i) (and also (ii)) can be applied to the most benefit of all.

### 3 Lessons from Urban applications: machines cooperating on shared Urban resources

One can consider a range of scenarios for machines that are intended to navigate and move autonomously using shared public infrastructure.

- **Automated vehicles cooperating in routing and parking.** Vehicle-to-vehicle communications (e.g., cooperative-ITS) have been well researched and there are emerging standards (e.g., ETSI\(^3\) and SAE\(^4\)) for formats of messages and protocols for cars to communicate with one another in a variety of contexts, not only to issue warnings for safety, e.g., as a car emerges from a parking space, at intersections or at merging lanes, but also to help vehicles cooperate, e.g., to aid platooning. More recent work is also looking at higher levels of cooperation, instead of simple message exchanges, when finding car parking, or routing to avoid congestion. Two companies are trialing fleets of robotaxis to serve particular urban areas, though such taxis may not cooperate in the direct vehicle-to-vehicle communication sense, they are coordinated centrally.\(^5\)

- **Urban robots cooperating.** Urban robotics have been proposed not only for delivery [18], but also for cleaning streets and waste management. In public retail spaces such as shopping centres, airports, and hotels, there have been deployment of such robots and trials. Police robots have also been deployed in Singapore.\(^6\) There are also

---

\(^3\)https://www.etsi.org/technologies/automotive-intelligent-transport

\(^4\)http://www.sae.org/servlets/pressRoom?OBJECT_TYPE=PressReleases&PAGE=showRelease&RELEASE_ID=3343

\(^5\)https://techcrunch.com/2020/08/16/autox-launches-its-robotaxi-service-in-shanghai-competing-with-didis-pilot-program/

\(^6\)E.g., https://www.straitstimes.com/singapore/transport/robot-traffic-cop-spotted-at-changi-airport, https://mothership.sg/2020/05/police-matar-robots/
security robots playing the role of security guards. The work in [1] proposes the use of swarms of urban robots to collect wastes in the city - such robots can utilise bike lanes. Such robots can cooperate with each other or via a central controller in their tasks. As such robots occupy valuable urban public real estate, there is a need for their cooperation and coordination - cleaning robots, robots helping to carry shopping, policing robots and delivery robots are, if they proliferate, enough, to cause congestion on sidewalks and public spaces. Also, as mentioned, some types of urban robots are not necessarily welcomed in places predominantly for humans. Delivery robots have encountered issues in urban environments, as they physically occupy spaces. Similarly, security robots have been bullied and forced off the street. Hence, there is a need for coordination and/or cooperation of different types of robots if they are to occupy public spaces traditionally just for humans - perhaps their use of certain areas need to be coordinated or the robots should cooperate to ensure certain constraints on public spaces are satisfied, while performing their functions.

- **Machines contributing to crowdsourced knowledge bases.** Crowdsourcing involves aggregating contributions from many to solve problems. In recent times, the idea of crowdsourcing for sensor data has given rise to the concept of crowdsensing, where contributions of mobile sensor data (including geo-tagged pictures, videos, location and other context data) are aggregated to create a overall map or knowledge base of a particular phenomenon. For example, vehicles could collaborate to upload videos to provide a map of where cherry blossoms are in a city [10]. There are many other uses of crowd-sensing, from crowdsourcing in order to create maps of 4G/5G bandwidth variations to creating maps of where the crowds are in the city, traffic variations, or temperature [3, 4, 13]. One can imagine machines, whether automated vehicles or urban robots, that roam the streets for their own purposes, but still being able to provide data towards building real-time urban maps for different purposes, i.e. such machines become contributors towards real-time collective urban knowledge. Such crowdsensing can help inform urban design, e.g., as noted in [19].

The examples above motivate cooperation, or at least, coordinated actions among machines.

### 4 Lessons from multiagent research: evolving cooperation and learning from each other

There is already interesting work on multiagent reinforcement learning where agents learn to optimize not only for their own “self-interest” but the welfare of a group, or to achieve socially optimal outcomes, e.g., [20]. Allowing agents to influence each other during learning can lead to better collective outcomes [7]. Social learning is important to enable agents to learn from each other and to improve themselves, e.g. [6, 12]. Even autonomous vehicles could beneficially learn from other autonomous vehicles [21].

Machines that use public spaces should perhaps have basic ability to learn from each other, and to pick up behavioural “cues” from each other, appropriate in a given situation.

### 5 Certified pro-social and cooperative

How can we ensure that robots deployed to roam our city streets have been designed and built to be cooperative and pro-social? Is there a way to certify that a given robot will be cooperative, at least within the scope of its core functions and operational domain?

For example, when a delivery robot encounters a cleaning robot, they will make way for each other (perhaps according to some pre-programmed manner, and based on some regulatory operational requirements of the local city government), robots from different manufacturers (and belonging to different owners) know how to move in a single file when journeying through a narrower part of a walkway (even if this means, to an extent, increasing their own travel time) allowing space for pedestrians, robots (separately owned and each with its own agenda) can cooperate in their routing and movement so as not to cause congestion on walkways and public spaces, urban robots might warn each other of hazards encountered, and when a robot breaks down or gets into a dangerous position, other robots come to its aid (which can be in different ways depending on the situation, the type of fault, and the robots’ capabilities).

Even for automated vehicles to exchange context messages, e.g., for safety or platooning, standards are needed and a range of tests required to validate that they conform to particular basic functionalities. Certification of automated vehicles has been discussed, and could involve the
6 Conclusion and future work

As machines interact with humans and other machines in shared public spaces, analogous to how humans live together, machines should be designed to (learn to) “live” with each other, and not only humans. Machines can be designed to be cooperative, according to their capabilities, not only when performing their core functions, but also able to learn from each other (up to what a machine can reasonably be programmed to learn) to behave appropriately in specific contexts. It would be ethical to design such machines to be cooperative, and being cooperative, as appropriate to the situation, is one aspect of the machines behaving ethically. There could be myriad solutions - for example, there could be a city platform from which robots operating within that city or neighbourhood download “cooperation rules” that enable the robots to cooperate in a range of situations. And to be allowed to operate in open shared urban spaces, the robot should somehow first be certified “pro-social and cooperative”.

Much future work remains, to create the pro-social and cooperative robots that operate in public spaces shared with other robots and humans, not only the mechanisms, but also the validation of such robots. Work is also needed to determine what would be the basic cooperative requirements on specific types of robots that operate in public. Also, being predisposed to cooperate is not without risks (e.g., even as the Stag Hunt game would illustrate) since the other party might not cooperate (due to fault or malice) and the one trying to cooperate might end up disadvantaged, or might be taken advantage of in the situation. There is also the issue of the difference between rational cooperation and ethical cooperation - we have outlined scenarios where it is rational to cooperate, and perhaps from a utilitarian point of view, it would be ethical to cooperate. In some situations, it might be ethical to cooperate but costly for the individuals to do so.

Applying principle (i), i.e., seeking first to cooperate, can often be beneficial, especially in settings or situations similar to the Stag Hunt game settings, but not always. Determining the actual situations where applying the principle "seeking first to cooperate" is beneficial and where it is not so, would be important, so that the benefits of cooperation can be achieved as often as possible. Future work is required to address these issues.

Also, future work can perhaps draw lessons for machine-to-machine cooperation by considering work from human-to-human cooperation, e.g., the work on morality-as-cooperation might provide a pathway towards developing moral machines; to quote from [5]: "...morality as cooperation predicts that people will regard specific types of cooperative behaviour- behaviour that solves some problem of cooperation-as morally good." That is, machines that cooperate can in some way be viewed as moral machines - further thought is required for this.

It is also unclear if the Kantian notion of cooperation here, which asks the question “what strategy would I want all of us to play?”, can be employed in human-to-machine cooperation, involving a collection of machines and humans. A machine might not have the ability to answer this question adequately. Future work can address this question.
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