Uncertainty in optimal fingerprinting is underestimated
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Abstract

Detection and attribution analyses of climate change are crucial in determining whether the observed changes in a climate variable are attributable to human influence. A commonly used method for these analyses is optimal fingerprinting, which regresses observed climate variables on the signals, climate model simulated responses under external forcings. The method scales the simulated response under each external forcing by a scaling factor to best match the observations. The method relies critically on the confidence intervals for the scaling factors. The coverage rate, the relative frequency a confidence interval containing the unknown true value of the corresponding scaling factor, in the prevailing practice has been noted to be lower than desired. The mechanism of this under-coverage and its impacts on detection and attribution analyses, however, have not been investigated. Here we show that the under-coverage is due to insufficient consideration of the uncertainty in estimating the natural variability when fitting the regression and making statistical inferences. The implication is that the ranges of uncertainties in important quantities such as attributable anthropogenic warming and climate sensitivity based on the optimal fingerprinting technique should be wider than what has been believed, especially when the signals are weak. As a remedy, we propose a calibration method to correct this bias in the coverage rate of the confidence levels. Its effectiveness is demonstrated in a simulation study with known ground truth. The use of a large sample of climate model simulations to estimate the natural variability helps to reduce the uncertainty of the scaling factor estimates, and the calibrated confidence intervals provide more valid uncertainty quantification than the uncalibrated. An application to detection and attribution of changes in mean temperature at the global, continental, and subcontinental scale demonstrates that weaker detection and attribution conclusions are obtained with calibrated confidence intervals.

1. Introduction

Detection and attribution of climate change refers to the process of quantifying the evidence for a causal link between external drivers of climate change and observed changes in climatic variables with certain statistical confidence. The Intergovernmental Panel on Climate Change stated in its 5th assessment that “it is extremely likely that more than half of the observed increase in global average surface temperature from 1951 to 2010 was caused by the anthropogenic increase in greenhouse gas concentration and other anthropogenic forcings together” [3]. Statistically, it means that there is more than 95% probability that the attributable anthropogenic warming is greater than half of the observed warming [3, p 876]. While this assessment is based on multiple lines of evidence, optimal fingerprinting as a major method for detection and attribution of climate change [1–3, 14, 16, 18, 30] plays a critical role in estimating the attributable anthropogenic warming and constructing its uncertainty range. Results from optimal fingerprinting have also been used to produce observationally constrained future climate projection [6, 20] and to estimate important properties of the climate system such as climate sensitivity [7, 23, 31].
Optimal fingerprinting is based on a linear regression with errors-in-variables [1] where the outcome is the observed climate variable of interest, and the predictors are the expected responses, also known as signals or fingerprints, of the climate variable to certain external forcings. The regression coefficients, also called scaling factors, scale the fingerprints which are typically estimated from climate model simulations to best match the changes in the observations. The scaling factors are the central target of the statistical inference. If the confidence interval of a scaling factor with a desired confidence level (say 90\%) is above 0 (significantly positive), then the scaling factor is significantly positive and the corresponding external forcing’s fingerprint is claimed to be ‘detected’ in the observed data at that confidence level. If the confidence interval additionally covers 1, then the corresponding fingerprint is consistent with observed changes, which is a necessary statistical evidence for attributing the observed changes to the corresponding forcing. Sufficient conditions for attribution further require careful physical reasoning that eliminates other factors [26].

The proportion of the times that a confidence interval contains the true value of the scaling factor is an important statistical property, which is called coverage probability or coverage rate. By design, a confidence interval should contain the unknown true scaling factor with a coverage rate that equals the desired confidence level, provided that all the assumptions used in deriving the confidence interval are met. If any of the assumptions is not met, however, the actual coverage rate may not be the same as the nominal confidence level. If the coverage rate is lower than the nominal confidence level, under-coverage occurs and the confidence interval is too narrow. In the context of optimal fingerprinting analysis, under-coverage can lead to false detection claims and too small uncertainty ranges for changes (e.g. warming) attributable to an external forcing. While optimal fingerprinting has been used in detection and attribution analyses for over 20 years, its coverage property is not well understood. It was not until recently that the under-coverage of the confidence intervals was explicitly reported [5].

The under-coverage of confidence intervals in optimal fingerprinting is caused by insufficient consideration of the uncertainty in the estimate of the covariance matrix \( \Sigma \) of the regression error; see model (1) in section 2.1 for details. The inference about the scaling factors involves the inverse of \( \Sigma \), or the optimal weight in statistical terms, and \( \Sigma \) represents the natural variability of the climate variable. While \( \Sigma \) needs to be estimated from climate model simulations and as such subject to sampling uncertainty, the construction of confidence intervals assumes that \( \Sigma \) can be safely substituted by an estimate. Such estimate is based on climate model simulations. Due to the limited amount of model simulations relative to the dimension of \( \Sigma \), the safe substitution assumption is often not valid, which leads to underestimation of the uncertainty in the scaling factor estimator, especially when the signal-to-noise ratio is low. To circumvent this problem, the prevailing practice is to obtain two independent estimators for \( \Sigma \) by partitioning the available simulations into two independent samples, one used in estimating the scaling factors and the other used in constructing their confidence intervals [1, 30]. It is hoped that such two-sample approach would produce proper confidence interval but its effectiveness has not be studied.

Reports on the coverage rates of the confidence intervals in the optimal fingerprinting setting are rare, casual, and under unrealistic assumptions, which have not attracted much attention. In a study that considers structural error of climate models but still assumes \( \Sigma \) known [13], the confidence intervals were found to have too low coverage rates. In a simplified case that is perhaps only of theoretical interest, it is assumed that the structure of \( \Sigma \) is partially known in the form of \( \Sigma = \sigma^2 I \), where \( \sigma^2 \) is an unknown scalar and \( I \) is the identity matrix [5]. The two-sample method in this case produces a coverage rate that is close to the nominal level when the signal-to-noise ratio is large, but is too low when the signal-to-noise ratio is small or when the fingerprints are highly correlated.

The under-coverage of the confidence intervals in a typical fingerprinting analysis where the whole structure of \( \Sigma \) is unknown has not been studied. While it was noted in passing in [12], we are not aware of any published study that cites this work in the context of under-coverage. As will be shown in our numerical study, in this case, the confidence intervals produced by the two-sample approach do not give enough coverage. This immediately affects qualitative detection statements — false claims of detection of anthropogenic fingerprint may have been made due to overly narrow confidence intervals that would otherwise have covered 0. More importantly, the uncertainty range of many estimated quantities based on such confidence intervals, such as warming attributable to greenhouse gases and transient climate sensitivity, would be overly narrow too.

The contributions of this paper are two-fold. First, we demonstrate through a simulated experiment study that there is an under-coverage issue in optimal fingerprinting and that the level of under-coverage varies with the signal strength, sample size for estimating the natural variability \( \Sigma \), and the structure of the true \( \Sigma \). Second, we propose an approach to calibrate the confidence intervals and show that it can resolve or substantially reduce the under-coverage issue. We apply our method to annual mean near-surface air temperature at the global, continental, and subcontinental scales to illustrate the impact of
the under-coverage issue in a typical optimal fingerprinting analysis. The computer codes of our method are publicly available in an open-source R package dace \cite{24}.

2. Methods

2.1. Optimal fingerprinting

The optimal fingerprinting method takes the form of a linear regression with errors-in-variables \cite{1}:

\[
\begin{align*}
Y &= \sum_{i=1}^{p} X_i \beta_i + \epsilon \\
\bar{X}_i &= X_i + \nu_i & i = 1, \ldots, p,
\end{align*}
\]

where \(Y\) is an \(n\)-dimensional outcome vector of observed climate variable; \(p\) is the number of external forcings; \(\bar{X}_i\) is the \(n\)-dimensional vector of unobserved, expected climate response to the \(i\)th external forcing; \(X_i\) is an estimate of \(\bar{X}_i\) with an \(n\)-dimensional random error \(\nu_i\); \(\beta_i\) is the unknown scaling factor of the signal of the \(i\)th external forcing; and \(\epsilon\) is a \(n\)-dimensional vector of regression error. No intercept is present because the observation and the estimated signals are both centered to their corresponding climates of a common base period. The additivity of the multiple forcing signals is typically assumed \cite[e.g. 1, 14, 15, 17, 30]{}. The assumption has been investigated for commonly used forcings in simulated climate systems \cite{9, 25, 32, 33}, and the results support its use for temperature. The errors \(\epsilon\) and \(\nu_1, \ldots, \nu_p\) are independently, normally distributed with zero mean and covariance matrices \(\Sigma, \Omega_1, \ldots, \Omega_p\), respectively. Assuming that the natural variability simulated by the climate models is the same as in the observations, if \(\bar{X}_i\) is the average of \(k_i\) runs from a single climate model under the \(i\)th forcing, then we have \(\Omega_i = \Sigma / k_i\). In practice, the runs may come from different climate models. When the numbers of independent runs under the \(i\)th forcing from different models are the same, \(k_i\) is simply the total number of runs. When the number of simulations by different models are different and when the multi-model ensemble mean is used as simulated responses, by first averaging individual model ensemble means and then averaging across the models, \(k_i\) can be adjusted to reflect the difference in the number of runs by each model because \(\Omega_i\) is proportional to \(\Sigma\).

The inference about \(\beta\) depends crucially on the natural variability represented by \(\Sigma\). In the prevailing generalized total least squares estimation, \(\Sigma\) is needed because the optimal weight matrix \(\Sigma^{-1}\) is used in the estimation of \(\beta\) \cite{35, 36}. As the true \(\Sigma\) is unknown, it is estimated from \(m\) independent replicates of the \(n\)-dimensional error vector \(\epsilon\), denoted by

\[C_m = \{\epsilon^{(1)}, \ldots, \epsilon^{(m)}\}.
\]

For ease of referencing, we call \(C_m\) replicates of ‘climate noise’, which represents natural variability. In practice, they are based on pre-industrial control simulations or intra-ensemble differences of forced simulations. Reliable estimate of the \(n \times n\) matrix \(\Sigma\) requires the sample size \(m\) to be much greater than \(n\). The reality is, however, that \(m\) is often much lower than \(n\), in which case, the sample covariance is not even of full rank and thus not invertible. In regularized optimal fingerprinting \cite{29, 30}, a linear shrinkage estimator \(\hat{\Sigma}_m\) \cite{21} of \(\Sigma\) is used, which ensures its invertibility. Constructing the confidence intervals for \(\beta\) also needs \(\Sigma\). The two-sample method partitions \(C_m\) into two halves and gets two independent estimators of \(\Sigma\): one is used to obtain point estimate of \(\beta\) while the other is used to construct confidence intervals \cite{1, 30}. Other methods investigated by \cite{5} are based on the asymptotically normal distribution of the estimator of \(\beta\) \cite{11} or bootstrap \cite{28}. These methods use the whole \(C_m\) to obtain one estimate \(\Sigma\) in both point estimation and confidence interval construction. As to be shown, confidence intervals from all three methods suffer the under-coverage issue.

To fix the under-coverage issue of the confidence intervals, the estimated standard errors needs to be enlarged. We propose a parametric bootstrap procedure to calibrate the standard errors from the normal approximation. The bootstrap procedure is parametric because bootstrap samples of \(C_m\), \(Y\), and \(\bar{X}_i, i = 1, \ldots, p\), are all generated from their fitted multivariate normal distributions with \(\Sigma\) substituted by \(\hat{\Sigma}_m\) \cite{4}. The technical details of the parametric bootstrap calibration procedure is presented in appendix.

2.2. Simulation experiment design

To demonstrate the under-coverage issue and the effectiveness of the calibrated confidence intervals, we designed a simulation experiment that mimicked real-world application but with known scaling factors. Here the detection and attribution analysis is based on the regularized optimal fingerprinting method \cite{29, 30}. The application is optimal fingerprint analysis of mean temperature at the global scale over time period 1951–2010 with a goal to detect signals from anthropogenic and natural forcings. Five-year mean temperature anomalies from observations and model simulations are averaged over 54 grid boxes of size \(40^\circ \times 30^\circ\). This resolution is commonly used for global-scale studies \cite[e.g. 37, 38]{}. The coarse resolution makes the dimension of \(\Sigma\) smaller for better estimation; it also helps reducing the noise in the observations, thereby improving the signal-to-noise ratio. Grid boxes without sufficient observational data (details in the next subsection) were removed from the analysis, resulting in \(n = 572\) space-time observational data points.

In each replicate, the following data need to be generated: (a) ‘climate noise’ \(C_m\) to represent \(m\) simulations by climate model for estimating \(\Sigma\); (b)
observations $Y_i$; (c) estimates of two signals $\hat{X}_i, \tilde{X}_i$. The data generation requires the knowledge of true $\Sigma$ and true signal $X_1$ and $X_2$ which are specified as follows. The true $\Sigma$ was set to be the linear shrinkage estimate [21] of covariance matrix, using simulations conducted with models participating in the Coupled Model Intercomparison Project Phase 5 (CMIP5) [34]. In total, 223 60-year chunks of data from the control simulations were used in this estimation; see table 2 in supplementary material (available online at stacks.iop.org/ERL/16/084043/mmedia). The true signals $X_1$ and $X_2$ were set to be the estimated fingerprints from $k_1 = 35$ and $k_2 = 46$ CMIP5 simulations under the anthropogenic (ANT) and natural (NAT) forcings, respectively. For estimating $\Sigma$, $m$ 60-year chunks of ‘climate noise’ $C_m$ were first generated from a multivariate normal distribution $N(0, \Sigma)$, with four sizes of $m \in \{50, 100, 200, 400\}$. Recall that $C_m$ contains $m$ independent copies of ‘climate noise’ $\varepsilon$, where $m = 50$ is relatively easy obtainable while $m = 400$ is close to the upper limit of what are currently available. The signal estimates $\hat{X}_i$, where $i \in \{1, 2\}$, were generated from multivariate normal distribution $N(\lambda X_i, \Sigma/k_i)$, with $(k_1, k_2) = (35, 46)$ and $\lambda \in \{1, 0.5\}$. Here the two levels of $\lambda$ were meant to consider two levels of signal strength, one is the same as model simulated response and the other signal strength is halved. Finally, the ‘observations’ vector $Y$ was generated from regression model (1) with $\varepsilon$ generated from $N(0, \Sigma)$ and $\beta_1 = \beta_2 = 1$.

For each combination of $m$ and $\lambda$, 1000 replicates were generated. For each replicate, a detection and attribution analysis was conducted with the regularized optimal fingerprinting method. Three existing methods, the commonly used two-sample (TS) approach [1, 30], asymptotic normal (N) approximation [5, 11] and nonparametric bootstrap (B) [5, 28], and the parametric bootstrap calibration (PBC), were used to construct 90% confidence intervals for the scaling factors. The bootstrap sample size was 1000 in the bootstrap methods.

2.3. Data preparation for application to mean temperature
To demonstrate the potential impact of under coverage in real-world applications, we conducted regularized optimal fingerprinting analyses on the annual mean near-surface air temperature at the global (GL), continental, and subcontinental scales during 1951–2010. The continental scale includes Northern Hemisphere (NH), NH midlatitude between 30° and 70° (NWH), Eurasia (EA), and North America (NA) [37]. The subcontinent scale includes Western North America (WNA), Central North America (CNA), Eastern North America (ENA), Southern Canada (SCA), and Southern Europe (SEU) [10]. Two external forcings were considered, ANT and NAT. See supplementary information for details of the data preparation based on HadCRUT4 dataset [27] and the CMIP5 simulations [34].

3. Results
3.1. Simulated experiments
Figure 1 shows the estimated coverage rates and lengths of the 90% confidence intervals for $\beta_1$ and $\beta_2$ summarized from the 1000 replicates. It is clear that the coverage rates of the confidence intervals from all existing methods, including the TS method, are lower than the nominal level 90% in all the cases and they can be below 60% when $m = 50$, which is consistent with the results shown in the work by Hannart [12]. As $m$ increases, the coverage rate improves but does not reach 90%; they are still below 80% even when $m = 400$; see figure 1(a). As expected, the intervals are longer for the weaker signals; they are longer for the NAT signal than for the ANT signal, and for weaker signal strength ($\lambda = 0.5$) than for stronger signal strength ($\lambda = 1$); see figure 1(b). The lengths of the confidence intervals are similar for different $m$ values, in contrast to the improved coverage rate with larger $m$. This does not mean that the intervals lengths are stable relative to $m$; rather, it indicates more severe underestimation of the uncertainty in scaling factor estimates with smaller $m$.

Next we compare the three existing methods. For both forcings and both signal strength levels, the coverage rates of the B intervals and the N intervals are similar except when $m$ is small, in which case the B intervals have slightly higher coverage rates than the N intervals. To some extent, this resembles the recent finding in the setting where $\Sigma$ is known up to a scale [5]. The results from the TS method are different. The sample size $m$ of ‘climate noise’ for estimating $\Sigma$ in the TS method is a half of those in the N and B methods. This affects both the coverage rate and the length of confidence intervals, depending on the strength of the signal. For the ANT forcing, when $m = 50$ or 100, the coverage rates from the TS method are higher and the confidence intervals are wider compared with those than those from the N and B methods. This shows the utility of the two-step method in correcting underestimation of confidence interval as intended, but the correction is not sufficient as the coverage rates are still too small. For the NAT forcing, however, the coverage rates from the TS method are even lower than those from the N and B methods while the interval lengths are similar, this indicates that the two-step approach does not improve the estimation as intended because the sample size is simply too small to provide sufficiently accurate estimate of natural variability for the detection of weak signal. These results, obtained under a completely unknown structure of $\Sigma$, are in contrast to the comparison of the TS method versus the N and B methods when $\Sigma = \sigma^2 I$ [5].

The coverage rates and lengths of the PBC intervals are also shown in figure 1. The coverage rates
Figure 1. Estimated coverage percentages (a) and lengths of 90% confidence intervals (b) constructed from TS (two-sample), N (normal approximation), B (nonparametric bootstrap), and PBC (parametric bootstrap calibration) for the ‘ANT’ and ‘NAT’ forcings based on 1000 replicates. The error bars are the 95% confidence intervals of the coverage rates. The number of ensembles for estimating the ‘ANT’ and ‘NAT’ signals are \( k_1 = 35 \) and \( k_2 = 46 \), respectively.

are much closer to the 90% nominal level than those from the existing methods. Even with \( m = 50 \), their coverage rates are above 80%. The coverage rates are close to 90% for most cases when \( m \geq 200 \) (about \( 1/3 \) of \( n = 572 \)). Seven out of 8 confidence intervals of the coverage rates cover 0.9; see figure 1(a). The PBC intervals are much longer than the existing ones. When \( \lambda = 0.5 \), the PBC intervals are 27%–53% longer for the ANT factor and 35%–70% longer for the NAT factor than those from the TS method for the four \( m \) levels; see figure 1(b). When \( \lambda = 1 \), the percentages remain about the same. These are clear indications that the severely underestimated uncertainty range of the scaling factors in the existing could be corrected to a large extent. This should have affected the estimated uncertain range of important quantities such as attributable warming or climate sensitivity that uses the results of optimal fingerprinting analyses. The PBC interval lengths decrease as \( m \) increases for both the ANT and NAT scaling factors, indicating the benefit of better \( \Sigma \) estimates.

As shown in figure 2, the widened confidence intervals lead to changes in qualitative statements about detection and attribution. A detection statement is made when the confidence interval is above zero; an attribution statement is made if the confidence interval is above zero and covers one. Obviously, it is more difficult to make a detection statement because the confidence intervals are wider (and less likely to exclude 0). The effect on attribution statement is more complex. In case a detection statement can still be made, a wider confidence interval means a higher chance for it to include 1, and thus, higher chance for making an attribution claim. When the signals are strong, the existing intervals are short enough so that the widened, PBC intervals do not change the detection rate. The decrease in detection rate using the PBC intervals is seen only in the weak-signal case of \( \lambda = 0.5 \) with the NAT scaling factor; see figure 2(a). As for attribution, the attribution rates increase except in the case of \( \lambda = 0.5 \) with the NAT scaling factor, where the rates drop slightly; see figure 2(b). These results indicate that the underestimation of the uncertainty in scaling factors does not affect the qualitative conclusion about detection and attribution for cases with strong signal-to-noise ratio such as warming in global mean temperature, but it does in cases of weak signal-to-noise ratio.

3.2. Detection and attribution of changes in mean temperature

The four methods of confidence interval construction were applied to the detection and attribution analysis of changes in mean temperature. Figure 3 shows the estimated scaling factors for the ANT and NAT forcings along with their corresponding 90% confidence intervals from the TS, N, B, and PBC approaches. The PBC intervals are much wider than those from the TS, N, and B approaches for both ANT and NAT forcings (figure 3, both panels). The TS intervals are centered differently than the others because the estimate of \( \Sigma \) uses only a half of the ‘climate noise’ replicates in \( C_m \). We focus on the comparison between the results based on PBC and those based on the prevailing TS
Figure 2. Estimated percentages of times a detection (a) and an attribution (b) can be claimed based on the 90% confidence intervals constructed from TS (two-sample), N (normal approximation), B (nonparametric bootstrap), and PBC (parametric bootstrap calibration) for the scaling factors of the 'ANT' and 'NAT' forcings, obtained from 1000 replicates. The error bars are the 95% confidence intervals for the rates. The number of ensembles for estimating the 'ANT' and 'NAT' signals are $k_1 = 35$ and $k_2 = 46$, respectively.

method. Over all the analyses considered, the percentage increase in the lengths of the intervals from TS to PBC ranges from 27% to 113% for the ANT scaling factor (figure 3, upper panel), and 19%–96% for the NAT scaling factor (figure 3, lower panel). Because the NAT signal is much weaker than the ANT signal, all the intervals are much wider for the scaling factor of the former than for that of the latter. The qualitative detection and attribution statements based on their covering zero or one are more likely to change in the analyses of the NAT signal.

For the global mean temperature, the PBC intervals are 70% and 58% wider than the TS intervals for the ANT and the NAT scaling factors, respectively. The qualitative ‘detected’ statements are the same based on the two confidence intervals for both forcings, both intervals being above zero. The qualitative attribution statements are claimed for the ANT forcing by both methods, but only the PBC method leads to the ‘attributable’ statement for the NAT forcing with a confidence interval above zero and covering one. The width of the confidence intervals of the ANT scaling factor translates directly to the range of attributable anthropogenic warming [19], observation-constrained future climate projection [6, 20], and observation-constrained climate sensitivity estimates [7, 23, 31]. It follows that the existing estimates of the uncertainty range of these important quantities for the global mean temperature also need to be widened.

In the four continental-scale analyses, the PBC intervals are 67%–113% and 27%–96% wider than the TS intervals for the ANT and the NAT scaling factors, respectively. For the ANT forcing, both methods lead to the ‘detected’ statement in all four regions with confidence intervals above zero; the PBC method supports the ‘attributable’ statement with four intervals covering one; the TS method supports the ‘attributable’ statement only for NH and NHM but not for EA and NA (confidence intervals not covering one). For the NAT forcing, both methods give confidence intervals above zero and covering one in NH, NHM, and NA; in the EA analysis, the TS interval is not above zero, which means no ‘detected’ statement, while the PBC interval is above zero, although barely, and covers one, which leads to both ‘detected’ and ‘attributable’. Although most of the qualitative statements based on the PBC intervals about the ANT signal are similar to what has been reported with data ending at 2005 [37], the longer PBC confidence intervals imply higher uncertainty in regional estimates of transient climate response to increases in greenhouse gases [22].

At the subcontinental scale, the PBC intervals are 27%–63% and 19%–43% wider than the TS intervals in the five regions for the ANT and the NAT scaling factors, respectively. For the ANT forcing, the TS method makes the ‘detected’ statement for all five regions, but the statement for SCA was reverted by the PBC interval which covers zero; both methods support the ‘attributable’ statement for WNA, CNA, and SEU, but only the PBC method supports the ‘attributable’ statement for ENA with a confidence interval
covering one. For the NAT forcing, the two methods lead to the same ‘not detected’ statement for WNA, CNA, ENA, and SEU with intervals covering zero; for the SCA analysis, the TS interval covers zero but the PBS interval is above zero and covers one, supporting both ‘detected’ and ‘attributable’ statements. Compared to the global and continental analyses, the subcontinental analyses have obviously longer confidence intervals from all methods. Between the TS and the PBS intervals, the drastically reduced lower end of the PBS confidence intervals weaken the evidence of attributable anthropogenic changes with much increased uncertainty.

4. Conclusion

The uncertainty in estimating $\Sigma$ has not been properly accounted for in detection and attribution analyses based on optimal fingerprinting. This practice leads to overly narrow confidence intervals with coverage rates below nominal levels for the scaling factors. Consequently, the ranges of uncertainty for quantities that are estimated based on the scaling factors from optimal fingerprinting, such as attributable anthropogenic warming, observation-constrained projection, and observation-constrained climate sensitivity, are too narrow as they are proportional to the scaling factor of the ANT signal [8, 31]. The prevailing two-sample approach [1] does not solve the problem as it was hoped for. The extent of the underestimation can be substantial, depending on the signal-to-noise ratio and details of the data analyses including the sample size of climate model simulations used in estimating $\Sigma$ (figure 1).

For practical purposes in detection and attribution analyses of climate change with optimal fingerprinting, a large sample size $m$ of climate model simulations to estimate $\Sigma$ helps to reduce the uncertainty. The PBC method improves the validity of the confidence intervals notably, with coverage rates close to the nominal level for $m = 200$ or higher. While it can be difficult, practical applications of optimal fingerprint method should aim at obtaining a large sample to estimate the natural variability such that
the coverage rate is close to its nominal level. For \( m = 100 \) or lower, the PBC intervals have coverage rates much better than the TS intervals, but still 5% or 10% lower than the nominal level. In our experiment, there appears to be no perfect solution that works in all situations, especially for smaller \( m \). Therefore, interpretation of detection and attribution analyses based on the optimal fingerprinting method should take this caveat that the uncertainty is underestimated into consideration.
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**Appendix. Details of confidence interval calibration**

The essence of our calibration is to estimate a multiplicative scale of the standard errors from the normal approximation so that, after the scaling, the confidence intervals gives desired coverage rates. Assuming multivariate normality of the error terms in (1), we do this through a parametric bootstrap procedure where each parametric bootstrap version of the data \( \{C_m, Y, \tilde{X}_1, \ldots, \tilde{X}_p\} \) is generated from the fitted model.

The parametric bootstrap calibration runs as follows for a large number \( B \). For each \( b \in \{1, \ldots, B\} \):

(a) Generate a parametric bootstrap sample \( C_m^{(b)} \) of \( C_m \) from the fitted normal distribution with covariance matrix \( \Sigma_m \) and obtain the linear shrinkage estimate \( \Sigma_m^{(b)} \) based on this sample.

(b) Generate a parametric bootstrap sample of \( \gamma^{(b)} \) and \( \tilde{X}_i^{(b)} \), \( i = 1, \ldots, p \) from model (1) with \( X \) and \( \beta \) replaced with their generalized total least squares estimate \( \tilde{X} \) and \( \tilde{\beta} \), respectively, and \( \Sigma \) replaced with \( \tilde{\Sigma}_m \).

(c) For bootstrap outcome \( \gamma^{(b)} \) and predictors \( \tilde{X}_i^{(b)} \), \( i = 1, \ldots, p \), use weight matrix (\( \Sigma_m^{(b)} \))\(^{-1} \) to obtain the generalized total least squares estimator of \( \beta \), \( \tilde{\beta}^{(b)} \), and the corresponding standard error based on normal approximation method [11], denoted by \( \text{SD}(\tilde{\beta}^{(b)}) \).

Next, let \( \text{SD}_i \) be the empirical standard deviation of \( \tilde{\beta}_i^{(b)} \), \( b = 1, \ldots, B \), and \( \text{SD}_i \) be the average of the standard error \( \text{SD}(\tilde{\beta}_i^{(b)}) \), \( b = 1, \ldots, B \). The desired enlargement scale \( k_i \) to correct the coverage for \( \hat{\beta}_i \) is then estimated as \( k_i = \text{SD}_i/\text{SD}_i \), \( i = 1, \ldots, p \). Suppose that the standard errors of the regression coefficient estimates based on normal approximation or bootstrap from the observed data are \( \text{SD}(\tilde{\beta}_i) \), \( i = 1, \ldots, p \). The calibrated confidence with level \( (1 - \alpha) \) for \( \hat{\beta}_i \) is constructed as

\[
(\tilde{\beta}_i - k_i z_{\alpha/2} \text{SD}(\tilde{\beta}_i), \tilde{\beta}_i + k_i z_{\alpha/2} \text{SD}(\tilde{\beta}_i)),
\]

where \( z_{\alpha/2} \) is the \( 1 - \alpha/2 \) upper quantile of the standard normal distribution.

Our implementation of the method is publicly available in an open source R package dacc [24].
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