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Abstract

State-of-the-art deep neural network models have reached near perfect face recognition accuracy rates on controlled high-resolution face images (especially Caucasian faces). However, their performance is drastically degraded when they are tested with very low-resolution face images. This is particularly critical in surveillance systems, where a low-resolution probe image is to be matched with high-resolution gallery images. Super-resolution techniques aim at producing high-resolution face images from low-resolution counterparts. While they are capable of reconstructing images that are visually appealing, the identity-related information is not preserved. Here, we propose an identity-preserving end-to-end image-to-image translation deep neural network which is capable of super-resolving very low-resolution faces to their high-resolution counterparts while preserving identity-related information. We achieved this by training a very deep convolutional encoder-decoder network with a symmetric contracting path between corresponding layers. This network was trained with a combination of a reconstruction and an identity-preserving loss, on multi-scale low-resolution conditions. Extensive quantitative evaluations of our proposed model demonstrated that it outperforms competing super-resolution and low-resolution face recognition methods on natural and artificial low-resolution face data sets and even unseen identities.
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1. Introduction

Recent deep neural network models have demonstrated outstanding face recognition performance on various face data sets with challenges like variations in pose, illumination and occlusion and surpassed the performance of humans in these tasks [1]. For example, most deep metric learning based models have accomplished over 99% accuracy on the commonly used Labeled Faces in the Wild (LFW) [2] benchmark. Despite that, their performance on some real-world applications where the faces are at very low-resolution like surveillance cameras is declined. The difference is most significant when the low-resolution face is below 32x32 pixels [3]. A face with lower than 16x16 resolution can be even challenging to recognize with the human eye. Therefore, finding the most similar high-resolution gallery image for very low-resolution probe faces is still a challenging computer vision task which is investigated under low-resolution face recognition (LRFR) domain.

There are several methods to increase the performance of the models in low-resolution face recognition tasks [4]. One common solution is to super resolve the low-resolution faces to their high-resolution counterparts. However, most super-resolution methods are able to reconstruct faces with only rich visual features and the upsampled faces usually lack identity-related information [5] [6]. So, those super-resolution models cannot enhance face recognition performance, which leads to substandard performance in face recognition. Recent studies proposed super-resolution methods that maintain identity information while reconstructing higher resolution images [3] [7]. In line with this idea, we proposed a multi-scale identity-preserving deep convolutional encoder-decoder neural network which is capable of
super resolving faces with richer semantic information and simultaneously enhancing the identity information optimized for face recognition. We attained this outcome by training the identity-preserving deep network with joint supervision. This supervision was a combination of the distances between faces in the pixel domain and in an identity-aware feature space produced by a pre-trained face recognition model. The main contributions of this work include:

- We trained a very deep convolutional encoder-decoder neural network with skip-connections with an *Identity-Preserved loss function* which is able to super-resolve very low-resolution faces while maintaining face identity information.
- Our model consists of contracting paths between encoder and decoder layers to capture context which enables it to localize the equivalent pixels more precisely. This increased the recognition performance on natural and artificial low-resolution faces.
- We designed a *multi-scale low-resolution setup* to make our proposed model robust to various low-resolution conditions. In this setting, we trained our Identity-Preserving model on multiple different low-resolutions.

2. Related Works

The low-resolution face recognition problem (LRFR) is a challenging subset of general face recognition tasks. One application of this problem is where the faces are captured from far distances like surveillance cameras. Most face recognition methods have nearly perfect performance on high-resolution faces but they perform poorly on low-resolution ones [1]. The reason for this drop in performance is that the rich features required for face recognition cannot be extracted from tiny faces [8]. To solve this challenging problem, several approaches have been proposed, including super-resolution techniques. By super resolving low-resolution faces, their high-resolution peers which could be more suited to face recognition are reconstructed. However, most super-resolution models can reconstruct faces which are only visually pleasant and have insufficient identity-related information [1].

Zhang et al. proposed a method using deep canonical correlation analysis (DCCA) for low-resolution face recognition and reconstruction [9]. Li et al. suggested a five-branch network based on human face key parts to generate high-resolution face key parts [10]. Zhu et al. used a teacher-student learning setup for optimizing the features from a pre-trained model on high-resolution faces with a recognition and distillation loss [11]. Moreover, a suggested method by Noor et al. [12] was to develop a residual neural network for super-resolution that enhances gradient images. Most recently, Yu and Porikli [13] utilized a discriminative network to embed spatial transformation layers. This allows local receptive fields to line-up with similar spatial supports and yields a better mapping between low-resolution and high-resolution facial patterns with a class-specific loss. While state-of-the-art face hallucination methods reconstruct visually appealing faces, they do not preserve structural identity information embedded in the low-resolution face. [14] proposes a new loss function that combines with the image-content loss to supervise CNNs simultaneously for face hallucination and recognition. In order to overcome this problem, in the next section we proposed a very deep convolutional model with an identity-aware face super-resolution technique. These approaches try to increase resolution while protecting identity-related features of the image by adding an identity-aware loss term to the overall objective function when training the face hallucination system. Adding this feature to super-resolution models might compromise visual quality for better face recognition performance [1] [7].
3. Method

3.1. Model Architecture

Our proposed method includes two deep neural networks which are designed to receive low-resolution faces and produce the super-resolution counterparts which are optimized for both visual quality and face recognition. The first network is a deep convolutional encoder-decoder architecture with symmetric skip-connections between the corresponding layers (UNet-based architecture [15]) which helps to map the low-resolution and high-resolution face pairs more accurately through learning richer semantic representations and sharing low-level information across the network and the other network is a pre-trained face recognition model with an Inception-ResNet architecture [16]. Our identity-preserving encoder-decoder network consists of 7 downsampling and 7 upsampling blocks with symmetric contracting paths (skip connections) for better localization of pixels between low-resolution and high-resolution pairs. In each downsampling block, we applied strided convolution with stride 2 followed by batch normalization and leaky relu layers. In each upsampling block, we used transposed convolution for doubling the spatial dimensions and also batch normalization, dropout, and relu activation functions. We added skip connections between each layer $i$ in the encoder and layer $n - i + 1$ in the decoder, where $n$ is the total number of layers. Each skip connection simply concatenates all channels at layer $i$ with those at layer $n - i + 1$. These skip-connections helped to localize the feature maps better through sharing information between the encoder and the decoder.

Figure 1 depicts the proposed model architecture. It consists of an identity-preserving face hallucination image-to-image translation model and a pre-trained face recognition network. The deep convolutional face hallucination model translates the bicubic upsampled low-resolution faces to super-resolved version during training (i.e. image-to-image translation). The pre-trained face recognition model produces discriminative, low-dimensional embeddings for both super-resolved and high-resolution faces in order to compute the identity loss.
3.2. Loss Function

In this section, we designed two loss objectives for this problem. Firstly, we included a loss to match the faces in the pixel level. In this loss, we calculated the differences between the super-resolved and high-resolution faces with mean squared error (MSE) loss defined in Equation 3.1. Further, to achieve identity-preserving face hallucination at the same time, we used an identity-loss which is the MSE distance between the low-dimensional embeddings of the super-resolved and high-resolution faces extracted from the pre-trained face recognition model shown in Equation 3.2. In our experiments, the second loss showed to be very helpful and increased the performance in comparison to the case when only the pixel loss is applied.

The pre-trained face recognition network [17] we utilized for our approach, is able to extract discriminative features from faces. These features are pose invariant and robust against different illumination conditions. Further, the data set that the model is trained on includes faces of various races.

\[
L_{\text{pixel}} = \frac{1}{n} \sum_{i=1}^{n} \| F_{i}^{SR} - F_{i}^{HR} \| \tag{3.1}
\]

\[
L_{\text{embedding}} = \frac{1}{n} \sum_{i=1}^{n} \| E_{i}^{SR} - E_{i}^{HR} \| \tag{3.2}
\]

We defined our total loss as a weighted sum of pixel and identity losses as described in Equation 3.3:

\[
L_{\text{total}} = L_{\text{embedding}} + \beta L_{\text{pixel}} \tag{3.3}
\]

We tried different weights for the two losses and after some experiments, we set \( \beta \) to 5. The performance is not sensitive this hyperparameter.

3.3. Training Procedure

We trained our convolutional encoder-decoder deep network on the VGGface2 data set [18] which includes more than 3.3 million faces and used a pre-trained face recognition on the MS-Celeb data set [19]. In our setting, we employed the bicubic interpolation to resize the input of both networks. We aligned the VGGface2 data set using MTCNN [20] and resized the images to 128x128 pixels before training. Some faces were deleted in the preprocessing step as they were not detected by MTCNN. After this preprocessing, we ended up with approximately 2.7 million faces.

During the training, firstly the faces were randomly downsampled to one of these resolutions: 7x6, 11x8, 14x12, 16x12, 16x14, 16x16, 18x16, 21x15, 32x32 and 112x96. Then, they were resized (with bicubic interpolation) to 128x128 which was the input size of our identity-preserving super-resolution network. The network mapped that bicubic version to a super-resolved face. By including multiple resolutions during the training, we intended to make the model robust to various real-world low-resolution conditions. In the training, the probability of each resolution being chosen was equal.

4. Experiments and Results

After training, we picked out three different data sets for testing the performance of our model in low-resolution face recognition tasks. The first data set was AR [21] which is a controlled data set and the faces are not low-resolution by their nature. The second data set we chose was LFW [2] which is more challenging and has a lot of variations. SCface [22]
was the third data set that we conducted our experiments on. The faces in this data set are captured from surveillance cameras with various distances and qualities. The distribution of this data set differs from our training set and the other test set. The images in this data set are naturally low-resolution.

4.1. Low-Resolution Face Identification on a Controlled Face Data Set

The images of the AR data set were captured in different illumination conditions, facial expression and occlusion. It contains over 4,000 color images corresponding to 126 people’s faces (70 men and 56 women). The reason we selected this data set was to evaluate our method on a controlled benchmark data set [23][24][25][26]. The faces are in a frontal view and under strictly controlled conditions. In this experiment following the setup in [26], we selected 100 subjects (50 men, 50 women). For each subject one image from day 14 as gallery and one image from day 1 as probe. The gallery was resized to 128x128 and the probe was downsampled to 11x8, 16x12, 16x16, 21x15 and 32x32. We calculated the cumulative match characteristic up to rank-100 between the gallery and the super-resolved version of the probe. This shows whether there is the correct target identity within the first \( n \) predicted identities. \( n \) is called the rank and the cumulative match characteristic is the sum of these ranks. We emphasize that AR data set was not used for training and our model is only evaluated on this data set. As depicted in Figure 2, our model performs very well for all low resolutions.

Table 1. Comparison of Rank-1 correct match score on AR data set.

| Method | 11x8 | 16x12 | 16x16 | 21x15 | 32x32 |
|--------|------|-------|-------|-------|-------|
| Bicubic | 3%   | 16%   | -     | 59%   | -     |
| SRGAN [5] | 3%   | 8%    | -     | 30%   | -     |
| LapSRN [27] | 4%   | 14%   | -     | 37%   | -     |
| ScSR [28] | 3%   | 23%   | -     | 37%   | -     |
| Ours | 17% | 68%   | 76%   | 86%   | 100%  |

Table 1 shows a comparison of rank-1 cumulative match score between our model and other state-of-the-art models on the AR data set. As demonstrated in Table 1, in all tested
low-resolution conditions, our model outperforms the competing methods significantly. This indicates that in controlled view condition and under variations of illumination, facial expression, and occlusion, our proposed model is the best performing model for low-resolution face recognition, and for resolutions 32x32 and above it is performing with 100 accuracy rate. Figure 3 illustrates examples of the reconstructed faces in the AR data set with our proposed model for various input resolutions. As depicted, qualitatively, our proposed method also performs well in super-resolving low-resolution AR faces.

Table 2. Rank-1 identification rate (%) on LFW

| Method | 7x6     | 14x12   | 16x14   | 18x16   |
|--------|---------|---------|---------|---------|
| SHI [29] | -       | 66.16%  | 68.05%  | 69.2%   |
| Bicubic | 0.23%   | 8.04%   | 13.78%  | 23.01%  |
| EDSR_{32,256,0} (VGG-Face) [14] | 5.13%   | 28.68%  | 32.59%  | 36.84%  |
| EDSR_{32,256,0.5} (VGG-Face) [14] | 9.31%   | 39.32%  | 38.93%  | 43.26%  |
| EDSR_{32,256,0} (SFace) [14] | 5.91%   | 50.78%  | 56.19%  | 65.89%  |
| EDSR_{32,256,0.5} (SFace) [14] | 14.91%  | 63.34%  | 63.78%  | 71.96%  |
| Ours   | 3.16%   | 56.97%  | 69.77%  | 78.72%  |

4.2. Low-Resolution Face Identification in the Wild

To test the ability of our model in a more challenging and uncontrolled low-resolution face data set, we applied it to the LFW data set [2] for a face identification task. The dataset contains more than 13,000 images of faces collected from the web. 1600 of the people pictured have two or more distinct photos in the dataset. For testing, we followed the protocol in [14]. We applied MTCNN for aligning the faces and then we removed the identities with less than 4 images. We randomly selected one image as a gallery and the rest as probes and then we calculated the rank-1 identification rate. We did this setup 10 times and calculated the average of the results. The low resolutions we used in this experiment was 7x6, 14x12, 16x14 and 18x16 and the high resolution probe was 112x96. Table 2 depicts the results of this experiment when compared with competing methods. As demonstrated in the table, our model shows performance improvement on this data set in 16x14 and 18x16 resolutions.

4.3. Low-Resolution Face Identification on Images Captured by Surveillance Cameras

SCface is a database of static images of human faces. Images were taken in uncontrolled indoor environment using five video surveillance cameras of various qualities. Database contains 4160 static images (in visible and infrared spectrum) of 130 identities. Since there is no high-resolution pair for natural low-resolution faces, we did not train or fine-tune our model on this data set and only evaluated our model on it. We carried out two sets of experiments with two different protocols as defined in [30]. In the first testing setup, we designated the high-resolution frontal faces as galleries and the other faces from five different cameras and 3 various distances (1 meter, 2.6 meters and 4.7 meters) as probes. In the second setup, we have selected 50 images for each identity from the nearest camera (1 meter) as galleries and the rest from the 2.6m distance as probes. We resized the images to 64x64 and then upsampled them to 128x128 with bicubic interpolation to feed them to the model. We concatenated the embeddings of both upsampled face and super-resolved version to increase the performance.

As depicted in Table 3 and 4, our model is the best performing model. Considering the fact that our model was not trained on this data set, the demonstrated performance
Figure 3. A visual demonstration of our proposed model performance in super resolving faces of AR data set for various low-resolution conditions.

Table 3. Rank-1 identification rate (%) on SCface data set when the high-resolution frontal faces are used as galleries and the other faces from three standoff distances (1 meter, 2.6 meters and 4.7 meters) as probes.

| Method        | 1m Camera | 2.6m Camera | 4.7m Camera |
|---------------|-----------|-------------|-------------|
| SCface [22]   | 6.18%     | 6.18%       | 1.82%       |
| CLPM [31]     | 3.08%     | 4.32%       | 3.46%       |
| SSR [32]      | 18.09%    | 13.2%       | 7.04%       |
| CSCDN [33]    | 18.97%    | 13.58%      | 6.99%       |
| CCA [34]      | 20.69%    | 14.85%      | 9.79%       |
| DCA [35]      | 25.53%    | 18.44%      | 12.19%      |
| C-RSDA [36]   | 18.46%    | 18.08%      | 15.77%      |
| Centerloss [37]| 31.71%    | 20.80%      | 20.40%      |
| LMSoftmax [26]| 18.00%    | 16.00%      | 14.00%      |
| AMSSoftmax [26]| 18.40%    | 20.80%      | 14.80%      |
| L2softmax [26]| 16.80%    | 18.80%      | 9.20%       |
| Ours          | 96.44%    | 74.10%      | 9.70%       |

shows the considerable generalizability of our proposed model. This is especially critical in real-world low-resolution face recognition applications.

5. Conclusion

In this paper, we proposed a deep convolutional identity-preserving encoder-decoder network with skip paths to perform better face hallucination for low-resolution face recognition. In the training process, we incorporated a combination of pixel level and identity loss to achieve this objective. This showed that the identity loss is very helpful and increased the performance especially in very low-resolution cases. To gain robustness against different real-world low-resolution conditions, we trained the model in a multi-scale manner. In our experiments, we tested the model on both natural and artificial low-resolution faces. Our
Table 4. Rank-1 identification rate (%) on SCface data set when faces from 1m standoff distance are used as galleries and faces from 2.6m standoff distance as probes.

| Method                        | 1m - 2.6m Camera |
|-------------------------------|-----------------|
| CLPM [31]                     | 29.12%          |
| CMFA [38]                     | 39.56%          |
| LMsoftmax [39]                | 39.56%          |
| SDA [40]                      | 40.08%          |
| LMSsoftmax [26]               | 40.4%           |
| L2softmax [41]                | 42.8%           |
| Coupled mapping method [42]   | 43.24%          |
| AMSoftmax [26]                | 46.8%           |
| LMCM [43]                     | 60.40%          |
| Centerloss [26]               | 69.60%          |
| **Ours**                      | **76.89%**      |

Results showed that our identity-preserving model outperforms state-of-the-art models in low-resolution face recognition task in various experimental settings. However, there might be some cases that the model fails in recovering identity when the faces have many variations like high orientations, make-up, occlusion etc. For our future work, we are going to benefit from face landmarks to localize the face features to solve this issue.

Furthermore, we are working on a mechanism to upsample the input of the models without using any interpolation. We believe these enhancements will increase the performance even more. Furthermore, the proposed model demonstrated considerable generalizability to challenging data sets which were not used in training. This feature is especially important in real-world applications of low-resolution face recognition systems.
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