Low-cost ultrasonic based object detection and collision avoidance method for autonomous robots
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Abstract This work focuses on the development of an effective collision avoidance algorithm that detects and avoids obstacles autonomously in the vicinity of a potential collision by using a single ultrasonic sensor and controlling the movement of the vehicle. The objectives are to minimise the deviation from the vehicle’s original path and also the development of an algorithm utilising one of the cheapest sensors available for very low cost systems. For instance, in a scenario where the main ranging sensor malfunctions, a backup low cost sensor is required for safe navigation of the vehicle while keeping the deviation to a minimum. The developed algorithm utilises only one ultrasonic sensor and approximates the front shape of the detected object by sweeping the sensor mounted on top of the unmanned vehicle. In this proposed approach, the sensor is rotated for shape approximation and edge detection instead of moving the robot around the encountered obstacle. It has been tested in various indoor situations using different shapes of objects, stationary objects, moving objects, and soft or irregularly shaped objects. The results show that the algorithm provides satisfactory outcomes by entirely avoiding obstacles and rerouting the vehicle with a minimal deviation.

Keywords Collision avoidance \cdot Fault tolerance \cdot Mobile robots \cdot Ultrasonic \cdot Unmanned vehicles

1 Introduction

An unmanned vehicle can be categorised as a mobile robot that has no human pilot onboard. This includes, for instance, Unmanned Aerial Vehicles (UAV), Unmanned Ground Vehicles (UGV), and Unmanned Surface Vehicles (USV). Their operation is controlled either manually using remote controllers or autonomously based on onboard computers [1].

An Unmanned Aerial Vehicle (UAV), or a drone, is an aircraft, often a multirotor which is basically a rigid body with mechanically moveable blades. UAVs are designed for dangerous and complicated missions as the replacements of manned aircraft. Unmanned Ground Vehicles (UGV) and Unmanned Surface Vehicles (USV) are counterparts of UAVs moving on the ground and water surface, respectively. In general, unmanned vehicles have different types of sensors that enable situational awareness and autonomous decision making depending on the tasks at hand [2]. Control can be manual, based on e.g. live video
received from a camera mounted on a vehicle (remote control); autonomous, based on feedback received from a mounted camera and other types of sensors indicating the approaching obstacles [3–5]; or something between these two extremes (a hybrid method, semi-autonomous). Bearing in mind the considerably low risk to human life, as well as improved durability for longer missions and accessibility in difficult terrains, the demand for such unmanned vehicles is increasing rapidly and their path planning in dynamic environments remains one of the most challenging issues to solve [6]. Due to their autonomy and ability to travel far from the base stations or their operators (the range naturally depends on the type and size of the vehicle), the need for having an onboard mechanism to avoid collisions with objects and other vehicles is obvious [7–10].

1.1 Motivation

Consider a swarm of mobile robots such as drones operating in different layers as shown in Fig. 1, where drones at Layer 2 act as masters for drones at Layer 1. Any layer has the ability to perform different tasks depending on the mission. The drones in a swarm communicate with each other as well as observe their surroundings. The organization can be cluster based and comprise multiple hierarchy levels so that each master drone has several followers at the next lower layer (forming a cluster), and, correspondingly, a group of masters at a given layer has a common leader at the next higher layer. The mission is typically to monitor and extract information from the targeted environment and to send this information to the base station for further processing and analysis.

To execute their assignments, drones are equipped with different types of sensors capable of collecting the required information [11]. Different drones in a swarm can have different sets of sensors, depending on the task. At the same time, all drones should be able to avoid collisions in real time based on the sensory data [12, 13]. Indeed, a dense swarm of drones emphasises the need for having an efficient embedded collision avoidance technique/methodology so that the UAVs can individually detect and avoid each other and other objects/obstacles in their neighbourhood [14]. The drones move from the base station to the target area in a given formation, execute the required monitoring task, and then return back to the base station. During the flight, they can encounter both stationary and moving obstacles and objects that need to be safely and reliably evaded [15].

In this paper, we develop a sonar-based collision avoidance algorithm for unmanned vehicles and test it on a set of stationary objects. We verify our algorithm using a simple mobile robot (LEGO MINDSTORMS). The algorithm is able to:

- guide the vehicle on how to proceed by calculating the distance between itself and the detected obstacle,
- control the speed of the vehicle by slowing it down and bringing its horizontal speed to zero, making it hover on its position,
- force the vehicle to turn in order to avoid collisions.

1.2 Related work

Various sensors can be utilised in the implementation of collision avoidance mechanisms for unmanned vehicles [16]. In this section, we discuss some of the approaches found in the literature.

The author in [17] proposes a 3D reactive obstacle avoidance technique. The algorithm detects an obstacle in a UAV’s path, makes the craft hover on its position, calculates the best escape route, and then instructs the UAV accordingly. The method is demonstrated using stereo and laser-based sensing techniques.

In [18] the author proposed a solution in which the paths are based on different line colours. A robot having the ability to distinguish between numerous colours can select the desired line autonomously to reach the target. This system is not viable in dynamic environments nor in bad lighting conditions. Furthermore, the robot is totally dependent on the visibility of the lines and does not take into account the presence of an obstacle on the line itself, lacking dynamic capabilities completely.

In [19] the author proposed to equip the vehicles with adaptive cruise control along with the collision avoidance
system in such a way that collisions are avoided by braking for vehicles at slower speeds and by steering with vehicles at higher speeds.

The authors in [20] proposed an Artificial Potential Field for finding the shortest path between starting and destination points. A robot is repelled from and attracted towards the obstacle and target points respectively, due to the repulsive and attractive forces generated by the respective points. Based on the repulsive and attractive forces, the robot calculates the aggregate amount of force. The drawback of this method is that, for symmetric environments, it is very sensitive to local minima and therefore does not necessarily lead to a globally optimised solution [21].

In [22], forward-looking cameras are used for real-time obstacle detection and avoidance. The presented fuzzy control based method is in principle applicable to different types of unmanned vehicles, in the paper, it experiments on a small quadrotor UAV. The authors use a camera that is mounted in front of UAV to avoid collisions via visual servoing through image processing. In this approach, the collected data is wirelessly sent to a laptop for further processing, where obstacles are marked with specific colours, and this information is then employed to guide the UAV around the obstacles. The algorithm avoids the obstacles by pushing them to either the left or right side of the image. A potential problem in this setup is that communication delays between the drone and the controlling computer can lead to an accident in the case of a close obstacle or an obstacle moving towards the UAV.

In [23], the authors propose a methodology which uses two cameras for detecting the obstacles in the range of 30 to 100 meters and up to the speed of about 22kmph. In order to differentiate between the sea and sky, this approach relies on the sea-sky line and assumes that the obstacles are moving in a regular manner. Different filters are applied to detect the obstacles. A limitation of the scheme is that it does not take into account rough sea waves, haphazardly moving obstacles and overcast situations.

In the method presented in [24], LiDAR (Light Detection and Ranging) is used, by generating light in the form of a pulsed laser, to measure the distances to the earth. In [25], a simulated UAV mounted with a LiDAR sensor is inspected using a feed-forward based algorithm. The UAV is mainly controlled by the operator, and the algorithm estimates the path of the UAV by using the current inputs from the operator and the future for a predefined period of time. The algorithm checks for any possible collisions with objects and diverts the UAV from the original path when needed by keeping it as close to the operator’s input as possible.

The authors in [26] used computer vision technique for the detection of animals and avoiding collision with them. They used over 2200 images to train their system and performed tests using video clips of animals on highways. The algorithm provided satisfactory results with 82.5% accuracy and detected the animals in order to avoid a collision. However, their proposed solution is highly speed dependent and will not help in preventing collisions at speeds over 35km/h. In fact, at higher speeds, it may not be able to detect objects at all. Furthermore, the provided solution will provide bad to worst results especially in bad weather conditions, in bad or too bright light, in foggy situations, as well as in shiny surroundings.

The authors in [27] used five US sensors along with a predefined neural network module in MATLAB to triangulate and detect the precise position and shape of the objects. The authors used only three different shaped objects for their testing. Furthermore, the five US sensors used in their solution are more than required as the precise location of the detected objects can be found using only two US sensors and the third dimension (depth) can be found by adding the third US sensor. Moreover, their results are satisfactory when the objects are regular shaped, but for irregular objects, they report that their network is not able to correctly identify the objects.

Our collision avoidance algorithm, proposed in this paper, approximates the shape of an object by rotating the ultrasonic sensor while approaching and passing the object, avoiding it completely. The rotational movement of the sensor helps in identifying the exact location and corners (if in visible range of the sensor) of the detected obstacle without deviating from original path. Moreover, a fault tolerance method is deployed for ensuring correct operation and eliminating any false readings.

1.3 Organisation

The rest of the paper is organised as follows. The equipment used in our work is described in Sect. 2. In Sect. 3, the development of the proposed algorithm is described. Experiments on different cases with corresponding results are presented in Sect. 4. Lastly, Sect. 5 concludes the paper.

2 Equipment and programming interface

Using a wheeled robot or UGV is very feasible in order to simulate and study the collision avoidance algorithm in real-time without jeopardising the equipment and the surroundings. A UGV behaves, namely, precisely in the same way as a UAV in a 2-D plane. Moreover, UGVs have benefits such as cost efficiency and the availability of
equipment. Hence, LEGO MINDSTORMS NXT 2.0 can be used for designing and testing the algorithm.

The LEGO MINDSTORMs packages, which are widely available, consists of a programmable intelligent micro-computer brick NXT 2.0, interactive servo motors, Ultrasonic Sensor (US), touch sensor, sound sensor, light sensor, LEGO building blocks/parts, and an NXT rechargeable battery. The parts are easy to assemble and it is convenient to modify the design if required for re-testing. The NXT brick consists of a 32-bit microprocessor, 4 input ports and 3 output ports, a large matrix display for displaying the required outputs/messages, and it connects via USB or Bluetooth links.

The standard software that comes with the package is NXT-G, which is a graphical programming interface (LabVIEW) having a drag and drop environment. LeJOS replaces the firmware on Lego bricks, and LeJOS NXJ is the programming interface widely used for programming in the Java language. The LeJOS-based robot Jitter flew around the International Space Station in December 2001 [28, 29]. Some of other third party programming interfaces are MATLAB and Simulink, NXTGCC, Robotics. NXT, Lego NXT, ROBOTC, RoboMind, and ruby-nxt.

In this work, Eclipse is used as the programming framework to accomplish the tasks. This is a customised/integrated development environment (IDE) for Java. Eclipse is the most commonly and widely used tool for Java IDE that itself a high-level open source language.

### 3 Proposed approach

There are various methods and techniques available for object detection and collision avoidance. These methods and techniques use a wide variety of different sensors such as radars, laser range finder, sonar sensors, cameras for detecting surroundings [30, 31]. Depending on the application area, a different set of sensors and algorithms will be used. In this paper, we present a collision avoidance algorithm for a UGV (a wheeled robot) that utilises an ultrasonic (US) sensor. A more thorough description of the algorithm and its investigation is given in [32].

The proposed collision avoidance algorithm works on a relatively simple model. It works in the xy plane keeping the z-axis fixed; in other words, the algorithm is responsible for controlling the horizontal speed to avoid collisions in a 2-D plane keeping the height fixed. The algorithm performs the following actions when a US sensor shows the presence of an obstacle:

- **Object detection**: responsible for alerting the presence of objects in the vicinity,
- **Speed Control and Decision**: responsible for slowing down the speed if a UGV is approaching the object and stop the UGV when the object is within a critical range,
- **Locate and Edge detection**: responsible for scanning the object in front and determining the edges of the object,
- **Fault tolerance**: responsible for removing any false readings,
- **Triangulation**: responsible for calculating the exact angles and distances of the object,
- **Coordinates determination and decision**: search for alternative routes to avoid the object and re-route the UGV if needed.

The basic flowchart of the algorithm is shown in Fig. 2. The operation starts by initialising the US sensor by setting the maximum detection distance and the minimum and maximum angles for the rotation of the US sensor. In the experiment, the values are 170 cm, 45° and 135°, respectively. The algorithm does not restrict the maximum rotation angle; it depends on a UGV, its locomotion type and the location of US sensors. The US sensor is rotated in between the given angles and thus enabling continuous sweep of the surroundings.

Figure 3 shows the field of view of a US sensor. By default, a US sensor can only detect an object in its field of

---

Fig. 2 Overall flowchart of object detection and collision avoidance algorithm
So we need to develop a methodology to find the exact location of the detected object. The US sensor starts sweeping between the defined angles and scanning for any objects in its vicinity. When the minimum angle of 45° is reached, the sensor actually covers 15° making the coverage from 30 to 60. Object Detection is then initiated to determine if there are any objects or obstacles in the range.

If there are any objects detected in the range of the US sensor, the Speed Control module is called and works sequentially in a loop with the sensor rotation module. This part of the algorithm is responsible for continuously slowing down the speed of the UGV as the object gets closer. The flow chart diagram of the Speed Control module is shown in Fig. 4. This module works by reading the range from the US sensor and then going through multiple conditions accordingly.

Once the detected object enters the critical range of the US sensor, the UGV is stopped and the Locate and Edge Detection part of the algorithm is activated (see Fig. 5). This module locates and determines the exact angles at which the detected object lays and how far the detected object continues.

The Locate and Edge Detection block (LaED) is very important as the US sensor itself cannot locate the exact angle at which the object lies, since it has a field of view of 30 degrees. Anything within the detecting range of 30 degrees is detected. Thus, LaED is designed to help the US sensor not only to get the angle of the object along with its distance but also to detect where the object ends i.e. the front edges of the object. LaED starts by copying the object’s distance in a temporary variable and compares it with the initial detected distance of the object. The US sensor is rotated degree by degree to the left side and the new distance reading is compared with the original reading. If the edge is found, and the left edge flag is raised and the US sensor is rotated back to the initially angle of detection and starts rotating to the right side.

If the edge is not found and the physical limitation of rotation is reached, the edge flag is reset. Similar steps are taken for the right side edge detection. After this, the Fault Tolerance block (see Fig. 6) is initiated to cross-check the detected results and confirm if any of the detected edges was a false edge.

Upon successful detection of the edges or corners of the object, the algorithm calls the Fault Tolerance in order to cross-check any errors in the detected results from the Locate and Edge Detection module. A false edge can lead to wrong calculations and slow down the process of redirection. When LaED detects an edge, then this block crosschecks the result for the next three consecutive iterations (see Fig. 6). If the variables error_check and edge_count are equal and have been cross-checked three times consecutively, it means that there is an edge. On the other hand, if the edge is not found for three consecutive iterations, the algorithm will reset the edge flag indicating that the detected edge was a false edge. The flow-chart diagram for Fault Tolerance module is given in Fig. 6.

Then the Triangulation module is activated; this module of the algorithm uses the results from LaED to calculate the exact angles and distance at which the object lies from the

![Fig. 3 Ultrasonic field of view](image)

![Fig. 4 Speed control decision flow chart](image)
US sensor or the UGV (see Figure 7). If the detected edge of the object is at point P1 and angle \( \theta \), as shown in Figure 7, the distance from the US sensor to P1 is also known, \( h1 \). Then using the right-angled triangle equations, the rest of the sides of the triangle can be found [33], pp.3–4.

\[
\sin \theta = \frac{\text{opposite}}{\text{hypotenuse}} \quad (1)
\]

\[
\cos \theta = \frac{\text{adjacent}}{\text{hypotenuse}} \quad (2)
\]

\[
\tan \theta = \frac{\text{adjacent}}{\text{opposite}} \quad (3)
\]

The variables and their explanations are given below.

\[
d = \text{the width of the UGV}
\]

Fig. 5 Locate and edge detection flow chart
fs = minimum safe distance allowed from the side of UGV

h₁ and h₂ = diagonal detected distance of the object (edges) on the left and right sides respectively

a₁ and a₂ = distance of the object on the left and right side of the UGV respectively, calculated from the centre of the UGV

o₁ and o₂ = distance of the object straight ahead of the UGV

P₁ and P₂ = Point where the object/edge was detected by the US sensor

θ₁ and θ₂ = angles of the edges

φ₁ and φ₂ = linearised angles

Now, we know the angles θ₁ and θ₂, the diagonal distances h₁ and h₂.

The unknowns are calculated by using the following equations:

φ₁ = 180 − θ₁
a₁ = h₁cos(φ₁)

o₁ = h₁sin(φ₁)
φ₂ = θ₂
a₂ = h₂cos(φ₂), and o₂ = h₂sin(φ₂)

Once the exact coordinates of the object have been calculated, all possible combinations of the object’s location can be analysed and the decision is made accordingly.

In the final step, the decisions are made based on the coordinates of the detected object. After the exact coordinates, angles, and distance of the object are calculated, it is decided whether the UGV can continue in its original course or not. The decision takes into account the dimensions of the UGV as well. If rerouting is needed, it will be decided in what direction the UGV should be rotated to...
achieve the shortest possible deviation from the original path.

4 Experimental results

In order to validate the collision avoidance algorithm, a number of test cases using a UGV in real-time are considered. These cases cover all possible situations when the robot approaches an object and the object in front of the robot has:

1. a visible left edge, but no right edge,
2. a visible right edge, but no left edge,
3. both edges visible,
4. both edges closing in from the sides i.e. a V-shaped object, and
5. no visible edges.

It is important to note here that in all these cases the objects are stationary while the robot is moving. These cases are visualised in Fig. 8.

The robot scans for objects by sweeping the US sensor. When the object enters the visible range, the Speed Control block of the algorithm start to slow the robot down. As the object is close enough to appear in the defined critical range for safety, the robot stops and the Locate and Edge Detection block starts to determine the edges and the location of the detected object.

4.1 Test case 1: edge on the left side visible

Consider a scenario in which the robot approaches an object that has a visible edge or opening on its left side, but continues to the right outside the visibility range as shown in Fig. 8a. The robot should be able to see the nearest opening to its left side and turn left to avoid the object by a minimum deviation from its original path.

In Fig. 9, the robot detects the edge at $t = 572$ ms as there is a drastic change in the distance to the object, which is further confirmed by the Fault Tolerance block of the algorithm. At $t = 3884$ ms, the physical limitation of the visibility range of the system is reached and the algorithm decides that there is no edge on this side. The exact distance to the object from the UGV is determined. Since the object’s right edge is within the critical colliding distance of the UGV, the robot turns left to avoid the object and then moves forward.

4.2 Test case 2: edge on the right side

In the second test case (see Fig. 8b), the robot approaches an object that has an edge or opening on its right side but continues to the left outside the visibility range. The robot should be able to see the nearest opening on its right side and turn right to avoid the object by a minimum deviation from its original path.

It is significant to note in this case, as depicted in Fig. 10, that the value on the right side of the robot changed suddenly from 17 cm to 28 cm at $t = 4464$ ms and then 300 ms later to 36 cm. This is the threshold level for considering it as an edge. However, on the left side, it can be noted that the value is 255 when the physical limitation of the rotation of the US sensor is reached and it cannot be rotated further in that direction. This is due to the fact that the algorithm is designed to give value 255 if there is no edge and the object continues. The robot decides to turn right using the results of Coordinates Determination and Decision block’s calculations.

4.3 Test case 3: both edges in visible range

Consider a scenario in which the robot approaches an object that has a visible edge or opening on its left side, but continues to the right outside the visibility range as shown in Fig. 8a. The robot should be able to see the nearest opening to its left side and turn left to avoid the object by a minimum deviation from its original path.

In Fig. 9, the robot detects the edge at $t = 572$ ms as there is a drastic change in the distance to the object, which is further confirmed by the Fault Tolerance block of the algorithm. At $t = 3884$ ms, the physical limitation of the visibility range of the system is reached and the algorithm decides that there is no edge on this side. The exact distance to the object from the UGV is determined. Since the object’s right edge is within the critical colliding distance of the UGV, the robot turns left to avoid the object and then moves forward.

4.2 Test case 2: edge on the right side

In the second test case (see Fig. 8b), the robot approaches an object that has an edge or opening on its right side but continues to the left outside the visibility range. The robot should be able to see the nearest opening on its right side and turn right to avoid the object by a minimum deviation from its original path.

It is significant to note in this case, as depicted in Fig. 10, that the value on the right side of the robot changed suddenly from 17 cm to 28 cm at $t = 4464$ ms and then 300 ms later to 36 cm. This is the threshold level for considering it as an edge. However, on the left side, it can be noted that the value is 255 when the physical limitation of the rotation of the US sensor is reached and it cannot be rotated further in that direction. This is due to the fact that the algorithm is designed to give value 255 if there is no edge and the object continues. The robot decides to turn right using the results of Coordinates Determination and Decision block’s calculations.
In the third case (see Fig. 8c), the robot approaches an object where both edges of the object are in the detectable range of the sensor. The robot should be able to detect the nearest edge of the object to its left and turn left to avoid the object by a minimum deviation from its original path.

Using the results of the blocks Triangulation, as well as Coordinates Determination and Decision, the algorithm calculates the exact coordinates for the edges of the object and decides to turn the robot left. From the test result in Fig. 11, it is visible that the change in the distance became significant enough for an edge from t = 140 ms to t = 860 ms.

4.4 Test case 4: V-shaped obstacle

Test Case 4 (see Fig. 8d) describes a test scenario where the robot approaches a V-shaped obstacle. When the robot goes deeper into the V-shape and the walls of the obstacle come closer to its sides, it starts to slow down. The robot stops and the US sensor starts scanning the obstacle when the distance to either side of the obstacle is equal to the allowed minimum safe distance to the side. In this case, the robot reverses to the point where it can take a turn and find a better alternate route.

The test result is shown in Fig. 12, where it can be seen that the distance increases above the threshold level for detecting an edge, in the centre of the graph. The robot does, however, not detect it as an edge, because the condition for critical safe distances to the sides is not satisfied. The condition indicates that the object is in the critical colliding range to the side of the UGV. Since the side safe distance condition is not met, the robot decides that it is not safe to move forward and reverses instead.

4.5 Test case 5: obstacle with no edges in visible range

In the last case study, shown in Fig. 8e, the robot approaches an obstacle where none of the edges of the object is in the detectable range of the sensor. When the sweeping is completed and none of the edges of the obstacle is found, the robot turns left to avoid the obstacle using prioritised turning. In prioritised turning, there are either no edges in the visible range or both of the edges are located at exactly the same distance.

From the test outcome in Fig. 13, it is clearly visible that the distance to the obstacle is almost constant, except at both ends of the graph where the value of the distance is 255. This indicates that no edges were found at the ends and that the US sensor could not be rotated further due to the physical limitations of the hardware design. However, another significant point to note here is that approximately at t = 3300 ms a false edge is detected by the US sensor. Upon detecting this gap, the algorithm initiates the Fault Tolerance block of the algorithm, which identifies it as a false edge and ignores it.
5 Conclusion

In this paper, we developed collision avoidance algorithm, independent of lighting conditions, using single ultrasonic sensor for shape estimation and collision avoidance for autonomous robots. We investigated the behaviour of our collision avoidance algorithm and tested it in real-time by using a simple UGV. All the performed experiments were successful and the UGV rerouted itself to avoid the collision while keeping the deviation to a minimum. However, if the detected object moves out of the visible range, the UGV is brought back to its original travelling speed. Moreover, the developed fault-tolerance function in this algorithm improves the outcomes by detecting false alarms within milliseconds and eliminates the chances of collisions. The proposed algorithm was also investigated with moving objects/obstacles, especially by walking in the way of the UGV and by moving objects such as a box, laptop, mobile phone, and other objects in its way. Consistently, the UGV detected all the moving objects in its way. However, this algorithm is studied and proved to be working well only for the indoor and controlled environment and its performance outdoors in more uncontrolled environments still needs to be inspected. Currently, this algorithm is being extended and tested in a swarm of robots for its performance and verification, along with its ability to successfully detect and avoid dynamic obstacles while keeping the formation.
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