Modelling the Publishing Process of Big Location Data Using Deep Learning Prediction Methods
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Abstract: Centralized publishing of big location data can provide accurate and timely information to assist in traffic management and for facilitating people to decide travel time and route, mitigate traffic congestion, and reduce unnecessary waste. However, the spatio-temporal correlation, non-linearity, randomness, and uncertainty of big location data make it impossible to decide an optimal data publishing instance through traditional methods. This paper, accordingly, proposes a publishing interval predicting method for centralized publication of big location data based on the promising paradigm of deep learning. First, the adaptive adjusted sampling method is designed to address the challenge of finding a reasonable release time via a prediction mechanism. Second, the Maximal Overlap Discrete Wavelet Transform (MODWT) is introduced for the decomposition of time series in order to separate different features of big location data. Finally, different deep learning models are selected to construct the entire framework according to various time-domain features. Experimental analysis suggests that the proposed prediction scheme is not only feasible, but also improves the prediction accuracy in contrast to the traditional deep learning mechanisms.
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1. Introduction

Big location data refer to a dataset that encompasses location information and is large in scale, fast in production, and rich in value. Accurate and timely publishing of big location data is an indispensable constituent of modern Intelligent Transportation Systems (ITS), which assist in traffic management and facilitate users to plan travel time and route, mitigate traffic congestion, and reduce unnecessary waste [1,2]. Centralized publishing of big location data mainly provides statistical information pertinent to real-time traffic data. The publishing process has the typical time series characteristics. Taking into consideration the application requirements of ITS as an example, the big data publishing platform counts and releases the traffic flow within a certain area at regular intervals to help users keep abreast of traffic conditions, make personal travel plans, obtain location-based services, etc.

If we use $X_{t_i}$ to represent the location dataset corresponding to the publishing time $t_i$, then the dynamically released big location data can be expressed in the form of a time series as: \{ $Y(t) | y(t) = X_{t_1}, X_{t_2}, \ldots, X_{t_i}, X_{t_{i+1}}, \ldots$ \}. The real challenge is to ascertain an optimal data publishing instance that plays a critical role in ascertaining the utilities of published data. Traditional schemes employ a fixed time interval approach that implies averaging the published data from the aspect of the
time dimension. Furthermore, determining the fixed time interval usually relies on the experience of experts that have poor reliability in practical applications. If the time interval is too large, the published dataset may miss the real maximum (i.e., upper) or minimum (i.e., lower) time period of traffic flow. This will seriously compromise the application performance of big location data. Users may not be able to schedule their travel at reasonable times or get stuck in traffic jams. On the contrary, if the time interval is too small, the amount of storage, operations, and calculations required for data publishing would increase sharply, thereby leading to an unnecessary waste of resources [3]. Therefore, the publishing process of big location data should be adaptively adjusted in order to reflect the dynamic changes in location data accurately and the availability of published data at the same time.

Big location data are random in nature, highly dynamic over time, and often affected by diverse factors, i.e., users, vehicles, roads, and environment. In addition to their features of being large in data volume, extremely rapid updates, and high monetary value, they also have the following special characteristics [4,5]:

- **Temporal correlation**: Although the total volume and update frequency of big location data change at a dynamic pace, the variation is not that huge for the adjacent data release within a certain time frame. This implies that observations at the adjacent time intervals are highly relevant. For example, a traffic congestion taking place during the morning peak hour, i.e., around 7:00 a.m, would probably last until 9:00 a.m.
- **Spatial correlation**: Combined with the distribution of urban roadside infrastructure and traffic networks, there is a certain spatial distribution pattern in the dense traffic areas of location big data. That is, the observations gained at nearby locations are correlated with each other, subsequently leading to local coherence in space.
- **Periodicity**: Peoples’ work and life follow a certain regularity, for instance both working days and off days have alternate patterns reflected in big location data. Through the visual analysis and long-term observation of the spatial and temporal distribution, it is easy to note that there is a clear similarity among the days and between the weeks.
- **Heterogeneity**: Heterogeneity means that the contribution of correlations to the final prediction results is not globally the same. Location data have a heterogeneous nature both in space and time. For instance, the peak hours and rapid changes are much more important than the off-peak hours for the purpose of ensuring accurate forecasting. Similarly, even within the same period of time, the densely populated commercial area is more important than the inaccessible far suburbs from the aspect of spatial characteristics.
- **Randomness**: Randomness primarily refers to the irregularity of location data in both time and space distribution. Although there are certain patterns in the time, place, and trajectory of peoples’ lives and work, we still cannot accurately predict when and where users would appear or even the exact number of people in the preceding second within a certain area.
- **Uncertainty**: Uncertainty mainly refers to the unpredictability of location data. For example, owing to weather changes, traffic events, and the behaviour of traffic participants, location data may suffer fluctuations and shift in the highest and lowest values in contrast to normal ones.

The spatial and temporal correlation and periodic characteristics make it possible to predict the amount of traffic flow, whereas the randomness and uncertainty bring great difficulties to the predictive work. According to the sampling theorem [6], the issue of predicting the publishing time can be transformed into a forecasting problem for publishing interval series. Generally, there are two major types of prediction methods for time series data [7,8], i.e., model-driven approaches and data-driven approaches. The former usually requires a good understanding of the model against the predicted object and is predetermined based on strong theoretical assumptions so as to establish an accurate mathematical expression model for the researched object. However, the randomness and uncertainty of big location data make it difficult to find a suitable model for accurate description within the existing mathematical domain. Therefore, such methods are difficult to develop and apply in practice.
A data-driven prediction method is performed in the case of a black box. It is based on the collection of historical data, whereby the relevant hidden information can be mined through data analysis and processing methods and the original model is used to fit the data to make predictions. This method overcomes the shortcomings of model-driven prediction methods and adapts rapidly in practical applications. As a typical representative of data-driven methods, deep learning can automatically extract valuable information from a large number of complex unstructured data, such as features, categories, structures, and probability distributions. This also facilitates deep learning and big data applications to have natural matching characteristics, in turn making them suitable for the analysis and mining of nonlinear data models in big data environments [9].

In this paper, we propose a publishing interval predicting method for big location data based on deep learning models. The main contributions of our paper are as follows:

- We propose an adaptive adjusted sampling method to convert the problem of finding an optimal release time of big location data into a prediction problem for ascertaining the release time interval. This sampling and transformation method makes it possible to use deep learning methods in the later stage.
- We introduce the Maximal Overlap Discrete Wavelet Transform (MODWT) [10] method into the decomposition process of the location data sampling interval, which has proven to be helpful in describing sub-sequences with different characteristics and for enhancing the time series prediction accuracy.
- By analysing the characteristics of big location data, we select the main trends and fluctuations to be the two major features and accordingly adopt appropriate deep learning models to propose a release interval prediction method. Experimental results demonstrate that the prediction results of the proposed method improve to a significant degree as compared to the traditional models.

The rest of the paper is organized as follows. Section 2 outlines the existing state-of-the-art in the area of traffic prediction using deep learning models. Section 3 introduces the sampling and transformation method of historical big location data. Section 4 provides the basic principle and implementation method of MODWT decomposition. Section 5 explains the system model of the prediction method based on deep learning. Section 6 reports a set of empirical studies and the simulation results, and Section 7 concludes the paper.

2. Literature Review

Over the past few years, a varying number of methods has been proposed to enhance the accuracy of time series forecasting. Among them, the most correlated work with this paper is the prediction of traffic flow. Arief et al. investigated the correlation between weather parameters and traffic flow and proposed a novel holistic architecture to enhance prediction accuracy by incorporating a Deep Belief Networks (DBN) and weather prediction and decision-level data fusion scheme [11]. Yang et al. proposed a stacked autoencoder Levenberg–Marquardt model to improve forecasting accuracy [12]. The proposed model used the Taguchi method to develop an optimized structure and to learn traffic flow features through layer-by-layer feature granulation with a greedy layer-wise unsupervised learning algorithm. Zhao et al. proposed a novel traffic forecast model based on an LSTM network, which considered temporal-spatial correlation in a traffic system via a two-dimensional network composed of many memory units [13]. Chen et al. established a fuzzy deep convolutional network to improve traffic flow prediction [14]. This approach was built on fuzzy theory and the deep residual network model, and the key idea was to introduce the fuzzy representation into the DL model to lessen the impact of data uncertainty. Qu et al. presented a traffic prediction method using a deep neural network based on historical traffic flow data and contextual factor data [15]. The main idea was that traffic flow within a short time period was strongly correlated with the starting and ending time points of the period together with a number of other contextual factors, such as days of week, weather, and season. Therefore, the relationship between the traffic flow values within
a given time interval and a combination of contextual factors could be mined from historical data. Zhang et al. employed the residual neural network framework to model the temporal closeness, period, and trend properties of crowd traffic. Residual convolutional units were designed for each property to model the spatial properties of crowd traffic. The proposed ST-ResNet approach outperformed many well-known methods [16]. Ren et al. proposed a deep spatio-temporal residual neural network for road network-based data modelling [17]. The proposed DSTR-RNet model constructed locally-connected neural network layers (LCNR) to model road network topology and integrated residual learning to model the spatio-temporal dependency, which maintained the spatial precision and topology of the road network, as well as improved the prediction accuracy. Wu et al. proposed a DNN-Based Traffic Flow prediction model (DNN-BTF) to improve the prediction accuracy, which made full use of the weekly/daily periodicity and spatial-temporal characteristics of traffic flow [18]. An attention-based model was introduced into their work that automatically learned to determine the importance of past traffic flow. The convolutional neural network was used to mine the spatial features, and the recurrent neural network was used to mine the temporal features of traffic flow. Li et al. suggested to model the traffic flow as a diffusion process on a directed graph and introduced a Diffusion Convolutional Recurrent Neural Network (DCRNN) for traffic forecasting [19]. The proposed method captured the spatial dependency using bidirectional random walks on the graph and the temporal dependency using the encoder-decoder architecture with scheduled sampling. Guo et al. used 3D convolutions to capture the correlations of traffic data in both spatial and temporal dimensions automatically [20]. The proposed ST-3DNet approach had a novel recalibration block that could explicitly quantify the difference of the contributions of the correlations in space. The 3D convolutions and recalibration block were employed respectively to model the local patterns and long-term patterns and then aggregated together in a weighted way for the final prediction. To sum up, short-term traffic flow prediction based on deep learning has been extensively studied in the research literature in terms of generic models and prediction accuracy. However, to the best of our knowledge, there is no research study focusing on modelling the publishing process of big location data by employing deep learning prediction methods.

Time series decomposition can be used to separate time series into sub-sequences with varying characteristics for target analysis and data mining so that the local features of time series could be efficaciously studied in more depth [21]. A brief glimpse of the literature revealed that some researchers decomposed the original time series by the Empirical Mode Decomposition (EMD [22]) and Ensemble Empirical Mode Decomposition (EEMD [23]) methods, constructed deep learning prediction models for different parts of decomposition separately, and finally integrated the results of multiple prediction models to obtain the prediction results. This greatly reduced the impact of data fluctuations on the prediction performance. During the decomposition process of EMD/EEMD, the original time series of different distribution characteristics may be decomposed into different numbers of intrinsic mode functions (IMFs). The large number of IMFs may lead to a big cumulative error in the final result, consequently reducing the accuracy of the prediction model. MODWT is a linear filtering operation that can transform time series into a set of time-dependent wavelet and scaling coefficients [10]. Different from the Discrete Wavelet Transform (DWT), MODWT is a highly redundant, non-orthogonal transform, which retains downsampled values at each level of the decomposition. The redundancy of MODWT facilitates alignment of the decomposed wavelet and scaling coefficients at each level with the original time series, which enables a ready comparison between the time series and its decomposition. Ghosh et al. used MODWT to decompose the time series of the individual exchange rates and applied the random forest and bagging method on the decomposed components to model the prediction [24]. He et al. combined the MODWT method and mixed wavelet neural network (WNN) architecture to develop a WNN-M prediction model through a data-driven approach [25]. Prasad et al. used MODWT to resolve the frequencies contained in predictor data while constructing a wavelet-hybrid model for the forecasting of streamflow [26].
3. Sampling and Transformation Method

Location big data are collected in real time and are constantly updated and changed. Generally speaking, location big data are a continuous stream of data that changes over time and is characterized by uncertainty and unpredictability. In order to publish and use data of this nature, the location data that continuously originate from the data provider can be accumulated and released according to a certain frequency. This process reflects the dynamic nature of location big data in terms of achieving a certain balance between accumulating big data and publishing them at an optimal time interval with an appropriate publishing frequency.

Furthermore, the publishing frequency of location big data (or the publishing time interval between adjacent data snapshots) directly affects the effectiveness of the published data. Traditional methods use a fixed publishing time interval. Let \( P \) be the sampling period; the published location big data can be represented as \( \{ Y(t) \mid y(t) = X(t + iP) \} \), where \( i = 0, 1, 2, \ldots \). Although, this way, the overall trend of the original data is maintained, nevertheless, the effect of published data is far from satisfying the users’ needs for real-time application of location big data. In particular, if the time interval \( T \) is set to be large, the published location big data snapshot is likely to lose its peak and its frequent lowest points of the data change or result in a time shift of the overall trend. This seriously impacts location-based service, e.g., users would not be able to schedule their respective travels at reasonable times. If the publishing time interval \( T \) is set too small, the computational overhead, analysis, privacy protection, etc., on the location big data snapshot would increase sharply, resulting in the unnecessary waste of precious resources.

If the dynamically changed location big data are released according to the data snapshot mode, the number of location points aggregated in two non-overlapped time segments are expressed as mutually independent random variables. If the probability distribution of the number of location points aggregated in \([t, t + \tau]\) is approximately \( P \left[ Y(t + \tau) - Y(t) = k \right] = \frac{e^{-\lambda \tau} \lambda^k}{k!} \), where \( k = 0, 1, 2, \ldots, n \) and \( \lambda \) is a positive number (also referred to as the arrival rate), then the publishing process of location big data can be considered as a Poisson process with parameter \( \lambda \tau \) [27]. Furthermore, if the publishing time of the first data snapshot is \( t_1 \) and \( t_n \) represents the time interval between the \((n - 1)\)th data snapshot and the \(n\)th data snapshot, then the publishing process of location big data can be expressed as a Poisson sample with the expected value of \( \frac{1}{\lambda} \). However, as highlighted earlier, the time series model reflecting the real changing process of location big data is a complicated chore and cannot be accurately expressed by some existing mathematical function models. Therefore, the only way is to construct some other functions, which are more aligned and synched with the features and characteristics of location big data.

In order to reflect the details of dynamic changes in location big data in an accurate manner, we design a more flexible adaptive sampling method in this section. Intuitively, when the frequency of location information update is high, the release time interval should be reduced or the release frequency should be increased to illustrate the changes in location big data fully. On the contrary, when the frequency of location information update is low, the release time interval between data snapshots should be increased or the release frequency should be reduced to save the amount of computational time spent on the privacy protection data publishing algorithm.

Definition 1. (Changing rate). Let \( Y(t_i) \) and \( Y(t_j) \) represent the statistical values of two adjacent location big data snapshots. Then, the changing rate could be expressed as:

\[
CR_j = \frac{Y(t_j) - Y(t_i)}{t_j - t_i}
\]  

(1)
Definition 2. (Growth rate). The ratio of the changing rate to the statistical value of the location big data snapshot is referred to as the growth rate:

\[ GR_j = \frac{CR_j}{Y(t_j)} \]  

Definition 3. (Adaptive sampling interval). The subsequent sampling time interval can be adaptively adjusted according to the degree of change in the growth rate of the previous sampling and is directly proportional to the previous sampling interval and the amount of data between the adjacent sampling. The adjustment strategy for the sampling interval is ascertained as:

\[ ASI_{j+1} = \begin{cases} 
   ASI_j + \alpha \cdot T & \text{if } GR_j = 0 \\
   ASI_j & \text{if } 0 < |GR_j| \leq \theta \\
   ASI_j - \beta \cdot T & \text{if } \theta < |GR_j| 
\end{cases} \]  

where \( \alpha \) and \( \beta \) are positive adjustment coefficients. The larger the adjustment coefficient is, the greater is the increase or decrease on the sampling interval after adjustment. \( T \) represents the adjustment range, which has a positive value greater than zero. Similarly, the larger the value of \( T \), the greater the amplitude of each adjustment. \( \theta \) is the threshold of the growth rate. The larger the absolute value of the growth ratio, the greater is the change in the amount of location data. At this time, it is necessary to reduce the sampling interval to track the change process of statistical data quickly. On the contrary, when the absolute value of the growth ratio is closer to zero, a smaller change occurs between different adjacent data snapshots. At this time, the previous sampling interval can be maintained or even increased in order to save more system resources.

4. Time Series Decomposition

Due to the random changes in traffic demand, actual road conditions, and various external factors, the location big data present more complex fluctuation characteristics. This kind of volatility includes both linear persistence and nonlinear abruptness [5]. The former refers to the distribution characteristics of the current snapshot, and the release time would continue to affect the future snapshots and release time, thereby reflecting the medium- and long-term stable time-varying characteristics of big location data [9]. The latter refers to the leaping variation characteristics of location big data under the influence of external factors reflecting the random uncertainty of location big data, i.e., the abnormal changes caused by traffic flow changes, traffic events, weather conditions, and other random disturbances [4].

In this paper, we use \textit{MODWT} [10] to decompose adaptively the sampling time interval sequence of big location data into the overall trend and its corresponding fluctuation characteristics. This helps to avoid the accumulation of errors caused by excessive decomposition and the subjective defects of artificially set parameters.

The principle of \textit{MODWT} decomposition is shown in Figure 1. The result of \( r \) layer \textit{MODWT} decomposition is comprised of the low frequency information (approximate part) of the \( r \)th layer and the high frequency information (details part) from the first layer to the \( r \)th layer. The \textit{MODWT} of level \( j_0 \) has \((j_0 + 1)N\) coefficients, where \( N \) is the length of the signal in the sample.

![Figure 1. Process of MODWT decomposition.](image)
The scaling filter $\tilde{h}_l$ and the wavelet filter $\tilde{g}_l$ of the MODWT transform are equivalent to the DWT filters as expressed in Equations (4) and (5):

$$\tilde{h}_l = \frac{h_l}{\sqrt{2}} \quad (4)$$

$$\tilde{g}_l = \frac{g_l}{\sqrt{2}} \quad (5)$$

For a finite input time series, $\{X_t\}, t = 0, 1, \ldots, N - 1$, the MODWT wavelet coefficients and scaling coefficients of the $n$th element in the first stage can be represented via Equations (6) and (7):

$$\tilde{W}_{1,n} = \sum_{l=0}^{L_1-1} \tilde{h}_l X_{n-l \mod N} \quad (6)$$

$$\tilde{V}_{1,n} = \sum_{l=0}^{L_1-1} \tilde{g}_l X_{n-l \mod N} \quad (7)$$

where $L$ is the width of the filter.

Approximations and details of the first stage can be further calculated from Equations (8) and (9):

$$\tilde{A}_{1,n} = \sum_{l=0}^{L_1-1} \tilde{g}_l \tilde{V}_{1,n+l \mod N} \quad (8)$$

$$\tilde{D}_{1,n} = \sum_{l=0}^{L_1-1} \tilde{h}_l \tilde{W}_{1,n+l \mod N} \quad (9)$$

Similarly, the wavelet coefficient $\tilde{W}_j$ and scaling coefficient $\tilde{V}_j$ of the $n$th element on the $j$th stage can be ascertained from Equations (10) and (11):

$$\tilde{W}_{j,n} = \sum_{l=0}^{L_j-1} \tilde{h}_{j,1} \tilde{X}_{n-l \mod N} \quad (10)$$

$$\tilde{V}_{j,n} = \sum_{l=0}^{L_j-1} \tilde{g}_{j,1} \tilde{X}_{n-l \mod N} \quad (11)$$

Therefore, the approximations $\tilde{A}_j$ and the details $\tilde{D}_j$ of the $n$th element on the $j$th stage of the MODWT transform could be expressed as Equations (12) and (13):

$$\tilde{A}_{j,n} = \sum_{l=0}^{L_j-1} \tilde{g}_{j,0} \tilde{V}_{j,n+l \mod N} \quad (12)$$

$$\tilde{D}_{j,n} = \sum_{l=0}^{L_j-1} \tilde{h}_{j,0} \tilde{W}_{j,n+l \mod N} \quad (13)$$

If we want to get the value of the original data series, we only need the approximation of the $j$th layer and the details of each layer as shown in Equation (14):

$$X(n) = \sum_{j=0}^{i} \tilde{D}_j + \tilde{A}_j \quad (14)$$

With the help of the MODWT transform, the prediction problem of the non-stationary sequence can be converted into the prediction of the approximated and detailed parts after decomposition.
Among them, the approximate part expresses the globalized trend of the original data sequence, and the detailed part reflects the local fluctuation characteristics. Corresponding deep learning models can be selected to predict the two parts separately, and the final result is integrated by MODWT reconstruction. The overall process is shown in Figure 2.

Figure 2. Process of MODWT reconstruction.

5. Predicting Publishing Interval Using Deep Learning Models

The randomness, non-linearity, and spatio-temporal correlation of big location data inhibit the traditional prediction mechanism to obtain the essential characteristics effectively. The deep learning method is inspired by the processing mechanism of the human nervous system. It uses computers to simulate human cognitive learning processes, build complex deep neural network structures through large-scale network neurons, and train the deep neural networks with large amounts of external data [28]. This is very helpful to extract the features of data automatically in a large amount of complex unstructured information and facilitates finding valuable information such as features, categories, structures, and probability distributions. The powerful non-linear function representation and feature extraction capability of deep learning help in overcoming the shortcomings of traditional prediction methods.

The publishing process of big location data conforms to typical time series characteristics. Therefore, the deep learning model can be set up to predict the reasonable release time and to optimize and adjust the publishing process dynamically. Centralized big location data publishing have typical periodic similarity and temporal correlation in the context of a statistical distribution. Periodic similarity mainly refers to the repeated appearance of certain regularities in the time dimension during the dynamic changing process of big location data. It is manifested as the inherent self-similarity and regularity of location big data. Through visual statistical analysis and long-term observation, we may find that the total amount of location information has clear similarities between days and among weeks depicting the obvious law of changes on working days and non-working days. Figure 3 shows the statistical information of taxi usage in New York City from January 4–17, 2009. Obviously, on the respective working days and non-working days, the trend waveform and total amplitude of the taxi usage maintained a high similarity, and the same results were also evident for a longer time range.

In our real lives, our travel time is affected by our living habits and travel modes, and so, there is a certain time pattern for the peak period of location information. During the adjacent release time, the amount of data change is within a certain range. As illustrated in Figure 3, the curve pertinent to total volume changes continuously and fluctuates to a slight extent showing obvious double-peak characteristics (corresponding to morning and evening peaks of traffic, respectively) during the working days from Mondays to Fridays; while on Saturdays and Sundays, there is a stepwise increasing trend. The period of these peaks also coincides with the daily work and life of people.

Combined with the above analysis, it was observed that the centralized publishing of big location data had obvious periodicity, change of trend, and local range fluctuation. The periodicity and changing trend together constituted the main feature of location data, whereas the fluctuation reflected the random change in location data. Therefore, we proposed a deep learning framework to decompose these two factors, adopted different deep learning models for varying characteristics, and eventually integrated them with various predictions to obtain the final result (shown in Figure 4). In terms of
selecting the deep learning models, we chose Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU) to train and predict the main trend and fluctuation of big location data, respectively, in order to overcome the shortcomings of the poor prediction stability of a single model, as well as to improve the accuracy of the overall prediction result.

**Figure 3.** Daily statistics of taxis on demand in New York City.

**Figure 4.** A framework for predicting interval-based publishing of big location data based on deep learning. GRU, Gated Recurrent Unit.
LSTM is an excellent variant model of the Recurrent Neural Network (RNN). It inherits most of the characteristics of the RNN model and solves the vanishing gradient problem by using a gating function rather than an activation function [29]. By doing so, the network can remember the small gradients, no matter how deep the network is or how long the input sequence is. The LSTM model is suitable to learn from experience and to predict time series where there are fairly long time lags of unknown size between important events. Therefore, we selected the LSTM model to extract the trend and periodicity of publishing time interval series. In contrast to LSTM, the GRU model [30] has a simplified structure and takes in fewer parameters, thereby making it relatively easy to train and with less overfitting problems. In the LSTM model, the cell state of the previous layer and the forgetting vector are multiplied to determine whether this information needs to be remembered or discarded, whereas in the GRU model, the cell state is removed and the hidden state used to transfer information. In view of the above, in this paper, the GRU model is selected and applied to the training and prediction of local fluctuation characteristics.

6. Experiments and Analysis

6.1. Experimental Dataset and Baseline Methods

In order to evaluate the performance of the proposed publishing interval predicting method, we used the taxi record dataset, Yellow-tripdata (2009–2013) (https://www1.nyc.gov/site/tlc/about/tlc-trip-record-data.page), to carry out our experiments. Yellow-tripdata is a set of city-wide taxi order records provided by the New York City Government’s Taxi Management Committee. The taxi trip records include fields capturing pick-up and drop-off dates/times, pick-up and drop-off locations, trip distances, itemized fares, fare types, payment modes, and driver-reported passenger counts. In order to reflect the travel patterns of people in New York city, we counted the total number of taxis used per second to form the big location dataset. The final experimental dataset is summarized in Table 1, which includes six attributes related to the prediction target. We implemented the proposed publishing interval predicting method based on Keras (https://keras.io/), which employs TensorFlow (https://www.tensorflow.org/) as its backend engine.

| No. | Attribute Name    | Description                                                                 |
|-----|-------------------|-----------------------------------------------------------------------------|
| 1   | Year              | Year of the data (in “yyyy” format)                                        |
| 2   | Month             | The numerical value of the month in “mm” format (ranges from 1 to 12)       |
| 3   | Weekdays          | Days of a week, e.g., Monday; the values are displayed in numerical format ranging from 1 to 7, where 6 represents Saturday and 7 represents Sunday |
| 4   | Day               | Defines the day of a month in “dd” format (ranges from 1 to 31)             |
| 5   | Hours             | Clock hours in numbers (starting from 0 to 23)                              |
| 6   | Interval Value    | Numerical value of sampling intervals obtained by the adaptive adjusted sampling method on the experimental dataset. |

In order to evaluate the prediction performance of our proposed method, we conducted simulations and compared the result with the following baseline methods:

- **HA**: The average value of historical records at each corresponding time interval was used for ascertaining the prediction result.
- **ARIMA**: The Autoregressive Integrated Moving Average model is a classical method for time series analysis [31].
- **LSTM**: Long Short-Term Memory model is a special kind of RNN, which consists of a cell, an input gate, an output gate, and a forget gate. We used a simple LSTM model in our experiment, which contained 32 hidden units.
- **GRU**: The Gated Recurrent Unit model is a variant of LSTM, which only consists of a reset gate and an update gate. In our experiment, the GRU model also contained 32 hidden units.
- **CNN**: We used the 1-dimensional Convolutional Neural Network [32] to carry out the prediction work on publishing time interval series, which contained 32 filters, one maxpooling layer (size = 2), and 50 hidden units.
- **CNN-LSTM**: The Convolutional LSTM model [33] combines the characteristics of both the CNN and LSTM models and is widely used for the prediction of short-term traffic flow. During the experiments, the parameter settings were the same as those of the separate CNN and LSTM.

Table 2 gives the elaboration of the neural network structure. All of the models used “tanh” and “MSE” as the activation function and loss function.

**Table 2. Elaboration of the neural network structures.**

| Model     | Details                     |
|-----------|-----------------------------|
| **LSTM**  | Layer (type) Output Shape   |
| LSTM      | LSTM (None,32)              |
|           | Dense (None,1)              |
|           | Total params: 5025          |
| GRU       | GRU (None,32)               |
|           | Dense (None,1)              |
|           | Total params: 3777          |
| **CNN**   | Conv1D (None,5,32)         |
|           | Maxpooling (None,2,32)      |
|           | Flatten (None,64)           |
|           | Dense (None,50)             |
|           | Dense (None,1)              |
|           | Total params: 3397          |
| **CNN-LSTM** | TimeDist (None,None,2,32) |
|           | TimeDist (None,None,1,32)   |
|           | TimeDist (None,None,32)     |
|           | LSTM (None,32)              |
|           | Dense (None,1)              |
|           | Total params: 8449          |

6.2. **Comparison and Analysis of the Results**

6.2.1. Sampling and Transformation Effect

In this experiment, fixed-interval sampling, Poisson sampling, and the proposed adaptive adjusted sampling method were carried out on the experimental dataset to convert historical location big data
into sampling sequences. Parameters, i.e., *entropy, expectation, variance, covariance,* and *time-domain skewness,* were selected as the measurement indexes to compare the sampling conversion results of different methods. The fixed-interval sampling method used a time interval of 18s; the Poisson sampling parameter ($\lambda$) was 18; whereas the initial interval of the adaptive adjusted sampling was the same as the fixed-interval sampling method. The adjustment coefficient ($a$) was two, and the adjustment range ($T$) was 1s. The rate of change was divided into three sub-intervals, i.e., $\theta_1 = 0.1$, $\theta_2 = 0.3$, and $\theta_3 = 0.5$, and the corresponding adjustment parameters were $\beta_1 = 1$, $\beta_2 = 3$, and $\beta_3 = 5$. Table 3 depicts the daily average values against each measurement index. For discrete sequences, $\{X_t\}$, where $t = 0, 1, \ldots, N - 1$, the definitions of *entropy, expectation,* and *variance* are expressed in Equations (15)–(17):

\[
H(x) = -\sum_{i=1}^{N-1} p(x_i) \log p(x_i) \tag{15}
\]

\[
\bar{X} = \frac{\sum_{i=1}^{N-1} X_i}{N} \tag{16}
\]

\[
S^2 = \frac{\sum_{i=1}^{N-1} (X_i - \bar{X})^2}{N-1} \tag{17}
\]

The *covariance* between the original discrete sequence $\{X_t\}$ and the sampled sequence $\{S_i\}$ can be ascertained from Equation (18):

\[
\text{Cov}(X,S) = \frac{\sum_{i=1}^{M-1} (X_i - \bar{X})(M_i - \bar{M})}{M-1} \tag{18}
\]

where $M$ is the total number of sampling points.

Let $Y$ represent the *expectation,* *variance,* or *covariance* of the original sequence and $\hat{Y}$ represent the same parametric values of the sampled sequence. Therefore, the distortion rate can be represented as Equation (19):

\[
D = \frac{|Y - \hat{Y}|}{Y} \tag{19}
\]

Let us suppose the maximum or minimum values of the original sequence appear at time $t_i$ and the maximum or minimum values of the sampling sequence appear at time $t_j$, then the ratio of the time deviation of the maximum or minimum values to the overall time range can be defined in terms of a *time-domain skewness* as shown in Equation (20):

\[
\Delta t = \frac{|t_i - t_j|}{\sum t} \tag{20}
\]

Figure 5 portrays a comparison of the daily average distribution of the original location data sequence via various sampling conversion sequences. By observing the results of Figure 5 and comparing various performance indicators as depicted in Table 3, it can be noticed that the proposed adaptive adjusted sampling method reflected the change process of the original location data sequence within the overall distribution. Besides, it outperformed all of the other sampling methods in a much more effective manner.
Table 3. Measurement index.

| Measurement       | Original | Fixed Sampling | Poisson Sampling | Adaptive Sampling |
|-------------------|----------|----------------|------------------|------------------|
| Entropy           |          |                |                  |                  |
| Value             | 2.9278   | 2.8998         | 2.9296           | **2.9287**       |
| Distortion        | -        | 0.0096         | 0.0006           | **0.0003**       |
| Time-domain skewness | -        | 0.0472         | 0.1821           | **0.0179**       |
| Value             | 2.7854   | 2.7939         | 2.8008           | **2.7968**       |
| Distortion        | -        | 0.0031         | 0.0055           | **0.0041**       |
| Expectation       |          |                |                  |                  |
| Value             | 4.4019   | 3.8174         | 5.2299           | **4.2788**       |
| Distortion        | -        | 0.1328         | 0.1881           | **0.028**        |
| Variance          |          |                |                  |                  |
| Value             | 4.402    | 3.8175         | 5.2301           | **4.2797**       |
| Distortion        | -        | 0.1328         | 0.1881           | **0.0278**       |
| Covariance        |          |                |                  |                  |
| Value             | 4.402    | 3.8175         | 5.2301           | **4.2797**       |
| Distortion        | -        | 0.1328         | 0.1881           | **0.0278**       |

Figure 5. Comparison of different sampling methods.

*Entropy* is a measurement of the uncertainty of a random variable and represents the expected value of the amount of information that occurs in a randomly distributed event. In this experiment, the users’ travel demand per second was typically a random variable. It was affected by various factors such as time, location, weather, etc. It may be noted that the value of entropy only depended on the distribution of the random variable. Therefore, it could better reflect the distribution of users’ daily travel needs. The proposed adaptive adjusted sampling method obtained a much closer entropy value to the original time series, implying that it retained the distribution details of the original sequence in a better manner. *Time-domain skewness* indicates the ratio of the time deviation between the sampling sequence and the peak value of the original sequence to the overall time range. The proposed adaptive adjusted sampling method obtained the lowest skewness in the time domain, which manifested that it
could reflect the change of big location data more dynamically. *Expectation* is an indicator to reflect the average value of random variables and depicts the relatively concentrated centre position of all the observations in the dataset. The sampling method with a fixed time interval had an average effect in the time domain. If the sampling time interval was small enough, the expectation value of the fixed time interval method was fairly close to that of the original sequence. However, this advantage will sharply decrease with the increase in the sampling time interval. *Variance* could be used to measure the degree of deviation between a random variable and its mathematical expectations. *Covariance* expresses the overall error of the said two variables. As is evident from Table 2, it can be found that the adaptive adjusted sampling method had the lowest variance, covariance, and distortion rate, which indicated that the sampling results obtained by this method had the smallest deviation from the original sequence distribution.

### 6.2.2. Time Series Decomposition Effect

Figures 6–8 depicts the decomposition effect of the *EMD*, *EEMD*, and *MODWT* methods, respectively. Among them, 11 components were obtained by *EMD* decomposition, and the similarity coefficients of each component and the original sequence were 0.6189, 0.3723, 0.2444, 0.1783, 0.1242, −0.0270, 0.1369, 0.0017, −0.1361, 0.2336, and −0.2378. *EEMD* decomposition yielded nine components, and the similarity coefficients of each component and the original sequence were 1.0, 0.6363, 0.4033, 0.2725, 0.2085, 0.1405, 0.0828, 0.0730, and 0.5548 in sequence. Similarly, *MODWT* decomposition of one layer only obtained the two approximate and detailed components. The similarity coefficients with the original sequence were 0.6651 and −0.1011 respectively.
The 1–3, 4–7, and 8–10 components of the EMD decomposition (Figure 6) possessed certain similarities, which proved that the decomposition method had a modal aliasing phenomenon, thereby affecting the accuracy of subsequent prediction results. The EEMD decomposition (Figure 7) alleviated modal aliasing to some extent by adding white noise to the original signal during the decomposition process; nevertheless, the similarity coefficient between the recovered sequence and the original sequence reconstructed by all components was 0.9624. There was also a certain impairment to the accuracy of subsequent prediction results. The approximate low-frequency part of the MODWT decomposition (Figure 8) reflected the overall trend and period of the original data. The high-frequency
details after removing the period and trend reflected the volatility of the original data. The volatility was relatively stable as a whole and was almost evenly distributed at zero. The similarity coefficient between the recovered sequence and the original sequence reconstructed by each component was one, which proved that the method possessed good reversibility. After the component decomposition and independent prediction were completed, the original characteristics of the overall sequence could be reconstructed to the greatest extent, and the prediction could be maintained.

6.2.3. Prediction Effect

The prediction experiments were performed in the form of two groups. The first group used the baseline methods and historical data after adaptive adjusted sampling and divided the entire experimental dataset into training data and test data according to the ratio of 8:2. The other group first decomposed the time interval series after adaptive adjusted sampling and then used different deep learning models to predict different components separately and finally integrated the prediction results.

In Table 4, the EMD (LSTM+GRU) and EEMD (LSTM+GRU) methods used EMD and EEMD decomposition, respectively, and the LSTM and GRU models for prediction. For these two methods, the average value of the correlation coefficient of all components was employed as the threshold for dividing the main trend and the remainder. MODWT (LSTM+GRU) is our envisaged method, which uses one layer of MODWT decomposition to separate the main trend and the fluctuation. The prediction part uses the models and parameters similar to the above-mentioned methods. The final prediction result is obtained by inverse MODWT transformation.

### Table 4. Prediction performance of different methods.

| Model                  | RMSE  | MAE   | MAPE  |
|------------------------|-------|-------|-------|
| HA                     | 0.7592| 0.5018| 2.952 |
| ARIMA                  | 0.6967| 0.4745| 2.8105|
| LSTM                   | 0.6813| 0.4642| 2.7197|
| GRU                    | 0.6806| 0.4632| 2.7143|
| CNN                    | 0.7345| 0.4851| 2.879 |
| CNN-LSTM              | 0.8435| 0.544 | 3.2471|
| EMD (LSTM+GRU)        | 2.5042| 1.8901| 11.1532|
| EEMD (LSTM+GRU)       | 0.6747| 0.4422| 2.6282|
| MODWT (LSTM+GRU)      | 0.6003| 0.3417| 2.0301|

In order to evaluate the performance of the proposed method, we used three performance metrics to evaluate the prediction result: Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), and Mean Absolute Percentage Error (MAPE), which can be expressed via Equations (21)–(23):

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{N} (F_p - F_t)^2}
\]  
(21)

\[
MAE = \frac{1}{n} \sum_{i=1}^{N} |F_p - F_t|
\]  
(22)

\[
MAPE = \frac{100}{n} \sum_{i=1}^{N} \left| \frac{F_p - F_t}{F_t} \right|
\]  
(23)
where $F_p$ represents the predicted value of the big data publishing interval and $F_t$ represents the true value of adaptive adjusted sampling.

![Histograms of the frequency of Prediction Error (PE) of different models.](image)

**Figure 9.** Histograms of the frequency of Prediction Error (PE) of different models.

The comparison results in Table 4 demonstrated that our method could achieve better prediction accuracy than the other baseline methods. It is pertinent to note that the HA method only obtained the result with a large amount of historical data. Furthermore, it did not analyse the spatial and temporal characteristics of location information. Therefore, its prediction accuracy was easily affected by different historical data samples. The ARIMA algorithm was suitable for prediction work based on a linear relationship, while on the contrary, the big location data were random and non-linear, and so, the prediction result was not optimal. Among the neural network algorithms, the LSTM and GRU models received better prediction accuracy and proved the feasibility of these two deep learning models in the prediction of big location data publishing. The CNN and CNN-LSTM models could process the spatio-temporal correlations and periodic features in the prediction work of short-term traffic flow. However, in our implementation, the final goal was only related to the time factor, and the prediction accuracy of the CNN model was slightly inferior to the above two models. In this respect, the combined use of CNN with LSTM dragged down the prediction accuracy of the original LSTM model. Among the decomposition-based prediction algorithms, the EMD (LSTM+GRU) method revealed the worst result. The problem of modal aliasing during EMD decomposition had a great impact on the prediction accuracy of the time series. The EEMD (LSTM+GRU) method achieved a better prediction accuracy than the other neural network algorithms with only one model. It proved
that time series decomposition could indeed improve the accuracy of prediction. The proposed MODWT (LSTM+GRU) method obtained the lowest prediction error across all the performance metrics. The Root Mean Squared Error (RMSE) was enhanced by 11.89%, 11.80%, and 11.03% in contrast to the LSTM model, GRU model, and EEMD (LSTM+GRU) method, respectively. The Mean Absolute Error (MAE) of our method was 26.39%, 26.23%, and 22.73% higher than the LSTM model, GRU model, and EEMD (LSTM+GRU) method, respectively. The Mean Absolute Percentage Error (MAPE) of the proposed prediction method was also 25.36%, 25.21%, and 22.76% higher than the LSTM model, GRU model, and EEMD (LSTM+GRU) method, respectively. The results demonstrated the feasibility and effectiveness of the publishing interval prediction method based on deep learning. The adaptive adjusted sampling and MODWT decomposition method had a better effect on the pattern decomposition of big location data. The selected patterns and deep learning models had a good combination effect.

Figure 9 reflects the histograms of the frequency of Prediction Error (PE) via different methods. In order to better observe the distribution of prediction errors, we calculated the main distribution area of prediction errors and their proportion. Compared with the LSTM model and GRU model, the proposed MODWT (LSTM+GRU) method had the same domain and main area of PE. However, the proportion of the major distribution area of the MODWT (LSTM+GRU) method was much higher than the other two, which meant it had smaller error values. This was the reason that the proposed MODWT (LSTM+GRU) method achieved better prediction accuracy. On the contrary, the other decomposition and prediction methods, i.e., EMD (LSTM+GRU) and EEMD (LSTM+GRU), had a wider range of prediction error distributions and larger error values. Therefore, their prediction accuracy was not as good as the proposed MODWT (LSTM+GRU) method.

7. Discussion

The aforementioned analysis of the experiments proved the feasibility and efficaciousness of our envisaged interval prediction method based on deep learning for the centralized publishing process of big location data. By decomposing the release interval time series into sub-sequences of major trends and fluctuation characteristics via employing the MODWT method, separately predicting them, and finally, reconstructing the prediction result as a whole, the accuracy of prediction was considerably improved in contrast to other methods without sequence decomposition. This verified the role and advantage of the time series decomposition method in analysing and mining data features. Furthermore, the proposed MODWT (LSTM+GRU) prediction method combined the advantages of the LSTM model and GRU model in time series prediction. Furthermore, in contrast to the prediction methods using a single deep learning model, the prediction accuracy of the MODWT (LSTM+GRU) method was greatly improved. This was, therefore, a successful attempt to model the centralized publishing process of big location data using the deep learning methods that subsequently widened the application areas of deep learning technology. Furthermore, by decomposing the publishing data and selecting deep learning models according to different characteristics, it could be extended and applied to more application environments of big data publishing systems.

Nevertheless, this study focused only on the prediction of intervals for centralized publishing of big location data and was limited to our experimental datasets. In the near future, we intend to verify the proposed method via a real centralized big location data publishing system. Furthermore, some other additional information, i.e., such as weather conditions and traffic events, will be incorporated so as to improve the accuracy and meaningful prediction results for travellers, commuters, and administrative departments.

8. Conclusions

As one of the most active paradigms in the field of machine learning, deep learning has recently attained considerable attention in the fields of video tracking, image analysis, speech recognition, and text understanding. It can automatically extract original features in a large number of complex
unstructured data and facilitates finding valuable information such as features, categories, structures, and probability distributions hidden in the data. However, to the best of our knowledge, as-of-date, there is no study in the existing literature focusing on the application of deep learning in big location data publishing systems. This paper, therefore, addressed the issue of modelling the centralized publishing process of big location data by employing deep learning methods. The adaptive adjusted sampling method converted historical location data into sampling interval series to predict a reasonable data publishing instance. In order to utilize the temporal correlation and periodicity features of big location data fully, the MODWT method was introduced into the decomposition process, which segregated the sampling series into the main trend and the fluctuation. The LSTM and GRU models were further adopted to perform the prediction of the above two components. Experimental analysis suggested that the proposed prediction method had better prediction accuracy in contrast to the traditional deep learning methods.
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