Hopf bifurcations in the full SKT model and where to find them

C. Soresina

1Institut für Mathematik und wissenschaftliches Rechnen,
Karl–Franzens Universität Graz, Heinrichstr. 36, 8010 Graz, Austria

February 10, 2022

Abstract

In this paper, we consider the Shigesada–Kawasaki–Teramoto (SKT) model, which presents cross-diffusion terms describing competition pressure effects. Even though the reaction part does not present the activator–inhibitor structure, cross-diffusion can destabilise the homogeneous equilibrium. However, in the full cross-diffusion system and weak competition regime, the cross-diffusion terms have an opposite effect and the bifurcation structure of the system modifies increasing the interspecific competition pressure. The major changes in the bifurcation structure, the type of pitchfork bifurcations on the homogeneous branch, as well as the presence of Hopf bifurcation points are here investigated. Through weakly nonlinear analysis, we can predict the type of pitchfork bifurcation. Increasing the additional cross-diffusion coefficients, the first two pitchfork bifurcation points from super-critical become sub-critical, leading to the appearance of a multi-stability region. The interspecific competition pressure also influences the possible appearance of stable time-period spatial patterns appearing through a Hopf bifurcation point.
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1 Introduction

Spatial segregation describes a situation in which two competing species coexist, but they mainly concentrate in different regions of the habitat. It can be due to territoriality or aggressiveness of individuals, or it can emerge from competition for the same (limited) resource. Other possible outcomes of interspecific competition are competitive exclusion and niche differentiation. Territorial segregation leads to exclusive exploitation of the resources and it can minimize the encounters, and consequently also the conflicts, between individuals [48]. It has been observed in several animal species, such as birds, mammals, amphibians, fishes and insects, resulting in checkerboard patterns [11].

From a mathematical point of view, models able to capture this effect should describe a situation in which the abundance of a population reduces the presence of the competing one. Several mathematical models have been proposed to explain this effect. To describe the spatial distribution of the populations and their interactions, reaction–diffusion systems can be formulated, and spatial segregation can result from diffusion-driven instability and pattern-formation, through non-homogeneous solutions of the reaction–diffusion model. A two-species Lotka–Volterra–Gause
reaction–diffusion model with constant diffusion coefficients constitutes the first attempt in this context, but it fails to produce such patterns, at least on convex domains [27]. This suggests that spatial segregation in a two-species competition-diffusion system must be caused by other mechanisms, such as competition-pressure [41, 37] or non-convexity or non-homogeneity of the habitat [36, 14, 41, 32].

To account for stable inhomogeneous steady states exhibiting spatial segregation, the so-called SKT model was proposed in [41]. In addition to standard diffusion terms, the model includes nonlinear self-diffusion and cross-diffusion terms, modelling additional movements of individuals due to intra- and interspecific competition pressure. Interspecific competition pressure (cross-diffusion) translated into nonlinear diffusion terms depending on the presence of the competing species. This particular form might seem artificial at a first sight. However, a cross-diffusion term appears in the fast-reaction limit of a three-species system presenting only standard diffusion, competition and fast-reaction terms modelling the switch between two states [20]. The case in which self-diffusion is neglected and only one cross-diffusion term is considered (namely only one population has the special ability to avoid the other one) is often called triangular case or triangular cross-diffusion system, while full cross-diffusion system refers to the case in which both equations present cross-diffusion terms.

The SKT model has attracted a lot of attention from different points of view. The first main theoretical result on global existence and regularity of the time depending solutions was obtained in [1, 2], where a general theory about the existence of local solutions for general quasilinear parabolic PDEs can be found. In [15] an entropy structure was discovered, and then entropy-based methods were then generalized [25, 8]. The convergence of solutions of the fast-reaction system to the ones of the cross-diffusion system has been rigorously proven for the triangular case in [10]. The convergence of the bifurcation structure of the three-species and the four-species systems to the cross-diffusion one has been investigated in [20, 31] and in [29] respectively. For more details, we refer to [5, 31] and the references therein.

Starting from the seminal paper [41], the question of the existence of non-homogeneous steady states for the SKT system, when cross-diffusion terms are taken into account, has been extensively investigated, both numerically and theoretically. In this regard, we must distinguish two different regimes: weak and strong competition. In the weak competition regime, the homogeneous system (when all diffusion terms are neglected) admits unstable non-coexistence equilibria and a stable coexistence one. With only standard diffusion, in a convex domain and with zero-flux boundary conditions, any non-negative solution generically converges to the coexistence steady state, and this implies that the two species coexist but their densities are homogeneous in the whole domain [27]. In the strong competition case instead, for the homogeneous system, the coexistence steady state is unstable, while the non-coexistence ones are stable. Adding only standard diffusion, in a convex domain and with zero-flux boundary conditions, it has been shown that if positive and non-constant steady states exist, they must be unstable [27], and numerical simulations suggest that any non-negative solution generically converges to one of the two (non-trivial) non-coexistence states, predicting the competitive exclusion of the two species.

In the weak competition regime, the surprising effect is that if one of the cross-diffusion terms is sufficiently large compared to all other parameters, then the homogeneous coexistence steady state loses its stability and non-homogeneous steady states appear [33, 34, 39, 35, 38]. This is known as cross-diffusion driven instability, being the cross-diffusion term the key ingredient that destabilises the homogeneous equilibrium. Besides, the shape and the amplitude of these patterns can be predicted [17]. We refer to [21, 24, 5] and the references therein for a broader
discussion about both regimes.

Of particular interest are the changes of steady states, and more generally of the bifurcation structure, under parameter variation. In addition to theoretical methods and criteria, the bifurcation structure of steady states discloses the behaviour of solutions far from homogeneous branch. For classical reaction–diffusion systems on bounded domains (and in dimension 1, 2, 3), the bifurcation structure can be numerically computed with, for instance, pde2path \[46, 47, 45\]. This package is an advanced continuation/bifurcation software based on the FEM discretization of the stationary elliptic problem exploiting the package OOPDE \[40\] for the FEM discretization. Since the software is quite flexible, it has also been used beyond its standard-setting, for instance, to treat cross-diffusion systems \[31\], and spectral fractional diffusion \[13\]. Moreover, thanks to powerful computer-assisted techniques \[6, 4\] developed in the last three decades, and recently extended to treat non-linear diffusion terms \[3\], the approximated solutions found with pde2path can be validated rigorously a posteriori.

Thanks to the interplay between linearised analysis and numerical continuation, in \[5\] the full SKT model has been investigated over a large range of parameters, revealing some interesting effects of the cross-diffusion terms on the steady states. In particular, from the linearised analysis, we have that the cross-diffusion terms have an opposite effect in the destabilisation of the homogeneous equilibrium. However, this holds close to the homogeneous branch, while the investigation of how the bifurcation structure modifies with respect to the cross-diffusion coefficients revealed the presence of multistability regions, Hopf bifurcation points and also the presence of stable non-homogeneous solutions beyond the usual parameter range of investigation, suggesting that their influence is more complex and rich than the one predicted by the linearised analysis.

Finally, in addition to steady states, it has been proven that the SKT model can also exhibit other types of patterns, such as stable time-periodic solutions arising through a Hopf bifurcation point. Such solutions describe a dynamic coexistence between the two species. In the strong competition regime, the existence of periodic solutions has been proven in \[26\]. The existence of stable time-periodic solutions which bifurcate from a Hopf bifurcation point in the weak competition regime has been proven in \[22\], in the triangular case applying the center manifold theory and the standard normal form theory. The important aspect highlighted here is the presence of a doubly degenerate point at the intersection of the neutral stability curves related to the 1- and 2-modes.

This work aims to further analyse the full cross-diffusion SKT model, namely with a cross-diffusion term in both equations, in the weak competition regime. We are interested in studying the influence of the additional interspecific-competition pressure (cross-diffusion) on the bifurcation structure, extending the study carried out in \[5\]. In particular, we focused on the type of pitchfork bifurcation on the homogenous branch (related to the stability of the bifurcating branches close to the homogeneous one) and on the presence of Hopf bifurcation points on the bifurcating branch corresponding to the 1-mode.

It has been pointed out in \[5\] that the model presents multistability of solutions, meaning that a particular stable inhomogeneous solution can coexist with the homogeneous one for suitable parameter values. This is an important aspect in ecology, since in this case by perturbing the system it is possible to pass from homogeneous distribution of the species on the habitat to spatial segregation. From the mathematical point of view, this situation is related to the type of pitchfork bifurcations (sub- or super-critical) on the homogeneous branch, and its dependence on the cross-diffusion coefficients. Therefore, we aim to analytically characterise
these bifurcation points. This effect cannot be captured using linearised analysis only, but it can be achieved through weakly nonlinear analysis, deriving the Stuart–Landau equation at the bifurcation point, exploiting the technique presented in [17, 18, 16]. Once the coefficients that characterise the pitchfork bifurcation are obtained, it is possible to study their dependence on the cross-diffusion coefficients, varying the cross-diffusion parameters. Thanks to this result, we can better characterize the effect of the cross-diffusion term on the bifurcation structure and determine the parameter regions in which multistability appears.

Another important aspect of the bifurcation structure of the SKT system is the possible presence of Hopf bifurcation points, suggesting the formation of time-periodic spatial patterns. The influence of the cross-diffusion terms on the Hopf points, as well as on the effective presence, type and stability properties of these time-varying patterns, are biologically relevant. To investigate the possible scenarios, the analytical results obtained in [22] can be extended to the full cross-diffusion case, and combined with the weakly nonlinear analysis and numerical continuation results.

Thanks to its interplay between linearised analysis, weakly nonlinear analysis and numerical continuation, this work constitutes a step forward in the analytical understanding of the bifurcation structure of the SKT system.

The paper is organized as follow. In Section 2 the model is introduced and the linearised analysis needed in the following is reported. In Section 3 the major changes in the bifurcation structure are presented. Section 4 is devoted to the weakly nonlinear analysis and the study of the type of pitchfork bifurcation on the homogeneous branch, while in Section 5 the presence of Hopf bifurcation points is investigated. Finally, in Section 6 some concluding remarks can be found. The Matlab files needed by pde2path, as well as the Matlab scripts related to Sections 4 and 5 can be found on GitHub [42, 43]. They can be used to check and reproduce the numerical results, as a tutorial or as a starting point for further investigations.

2 The full SKT model and linear stability analysis

We consider here the so-called SKT model, proposed in [41] to account for stable inhomogeneous steady states exhibiting spatial segregation of two competing species. We denote with \(u(t, x), v(t, x) \geq 0\) the population densities of two species at time \(t\) and position \(x\), confined and competing for resources on a bounded and connected domain \(\Omega \subset \mathbb{R}^N\). The system describing the dynamics writes

\[
\begin{align*}
\frac{\partial u}{\partial t} &= \Delta((d_1 + d_{11}u + d_{12}v)u) + (r_1 - a_1u - b_1v)u, \quad \text{on } \mathbb{R}^+ \times \Omega, \\
\frac{\partial v}{\partial t} &= \Delta((d_2 + d_{22}v + d_{21}u)u) + (r_2 - b_2u - a_2v)v, \quad \text{on } \mathbb{R}^+ \times \Omega, \\
\frac{\partial u}{\partial n} &= \frac{\partial v}{\partial n} = 0, \quad \text{on } \mathbb{R}^+ \times \partial \Omega, \\
u(0, x) &= u_{in}(x), \quad v(0, x) = v_{in}(x), \quad \text{on } \Omega,
\end{align*}
\]

(2.1)

where the coefficients \(r_i, a_i, b_i (i = 1, 2)\) are the intrinsic growth, the intraspecific competition and the interspecific competition rates. Parameters \(d_1\) and \(d_2\) describes the diffusion, while \(d_{11}, d_{22}\) and \(d_{12}, d_{21}\) stand for competition pressure, and are called self- and cross-diffusion coefficients. To avoid confusion, we will refer to \(d_1\) and \(d_2\) as the standard diffusion coefficients. Throughout
this paper we consider the cross-diffusion system (2.1) and assume that the standard diffusion
coefficients are positive, and that all the other coefficients are non-negative.

Since we are mainly interested in the influence of cross-diffusion coefficient in the appearance
of non-homogeneous steady states, we consider \( d_1 = d_2 =: d \), as already done in previous
studies. Moreover, it is known that self-diffusion coefficients inhibit the emergence of those type
of stationary solution (see [5, Section 5]), so we consider here studies. Moreover, it is known that self-diffusion coefficients inhibit the emergence of those type
of non-homogeneous steady states, we consider

\[
\begin{align*}
&d_1 = d_2 = 0,
&\text{and all the other coefficients are non-negative.}
\end{align*}
\]

Looking at homogeneous steady states, system (2.1) admits the total extinction \((0, 0)\), two non-coexistence states \((u, 0) = (r_1/a_1, 0)\) and \((0, \bar{v}) = (0, r_2/a_2)\), and one coexistence state

\[
(u_\ast, v_\ast) = \left( \frac{r_1 a_2 - r_2 b_1}{a_1 a_2 - b_1 b_2}, \frac{r_2 a_1 - r_1 b_2}{a_1 a_2 - b_1 b_2} \right).
\]

The non-coexistence equilibria exist for all the parameter values, while the admissibility of the coexistence steady state (i.e. positivity) leads to two regimes, the weak competition and the strong competition regimes [5]. In this paper we are interested in the weak competition case, namely when

\[
\frac{b_1}{a_2} < \frac{r_1}{r_2} < \frac{a_1}{b_2}. \tag{2.2}
\]

In this case, for the homogeneous system (when all diffusion coefficients are taken equal to zero),
the coexistence steady state is stable, while the non-coexistence ones are unstable. With only standard
diffusion, in a convex domain and with zero-flux boundary conditions, any non-negative solution generically converges to the coexistence steady state \((u_\ast, v_\ast)\), and this implies that the two species coexist but their densities are homogeneous in the whole domain [27].

We start by studying “mode by mode” the linear stability of \((u_\ast, v_\ast)\) [19, 28], and we con-
sider the eigenfunctions \(\psi_k\) and associated eigenvalues \(-\lambda_k\) of the Laplacian with zero Neumann boundary conditions, which satisfy \(\lambda_0 = 0\), \(\lambda_k > 0\) for all \(k \in \mathbb{N}, k \geq 1\), and \(\lambda_k \to +\infty\) as \(k \to +\infty\) (we always assume that the eigenvalues are labeled in ascending order).

The Jacobian matrix of the reaction part and the linearisation of the diffusion part of (2.1), evaluated at the equilibrium \((u_\ast, v_\ast)\), are

\[
K = \begin{pmatrix} -a_1 u_\ast & -b_1 u_\ast \\ -b_2 v_\ast & -a_2 v_\ast \end{pmatrix}, \quad D = \begin{pmatrix} d + d_{12} v_\ast & d_{12} u_\ast \\ d_{21} v_\ast & d + d_{21} u_\ast \end{pmatrix}.
\]

Note that the coexistence equilibrium is stable in the weak competition regime, hence we have \(\text{tr}K < 0\) and in particular \(\text{det}K > 0\) (the inter- and intraspecific competition rates \(a_i, b_i, i = 1, 2\) are fixed parameters). Then, the characteristic matrix associated to the \(k\)-th mode, \(k \in \mathbb{N}\), is

\[
M_k = K - \lambda_k D = \begin{pmatrix} -a_1 u_\ast - (d + d_{12} v_\ast)\lambda_k & -b_1 u_\ast - d_{12} u_\ast\lambda_k \\ -b_2 v_\ast - d_{21} v_\ast\lambda_k & -a_2 v_\ast - (d + d_{21} u_\ast)\lambda_k \end{pmatrix}, \tag{2.3}
\]

and its determinant can be written as a second order polynomial in the bifurcation parameter \(d\)

\[
P_k(d) := \text{det} M_k = \lambda_k^2 d^2 + (d_{12} v_\ast \lambda_k^2 + d_{21} u_\ast \lambda_k^2 - \text{tr}K\lambda_k) d - d_{12} \alpha \lambda_k - d_{21} \beta \lambda_k + \text{det} K, \tag{2.4}
\]

where

\[
\alpha := (b_2 v_\ast - a_2 v_\ast) u_\ast, \quad \beta := (b_1 v_\ast - a_1 u_\ast) u_\ast, \quad \text{det} K = (a_1 a_2 - b_1 b_2) u_\ast v_\ast. \tag{2.5}
\]
Table 1: The parameter sets used in the numerical simulations, relevant to the weak competition regime. The sign of the quantity $\alpha$ and $\beta$ in (2.5) is reported.

| $\Omega$ | $r_1$ | $r_2$ | $a_1$ | $a_2$ | $b_1$ | $b_2$ | $\alpha$ | $\beta$ |
|----------|-------|-------|-------|-------|-------|-------|----------|----------|
| (0,1)    | 5     | 2     | 3     | 3     | 1     | 1     | +        | -        |

Since $\det K$ is always positive and the trace of $M_k$ is always negative, therefore the $k$-th mode is \(\det d\) stable if $P_k(d) > 0$, unstable if $P_k(d) < 0$, and a bifurcation occurs at the critical value $d_c$ of the bifurcation parameter for $P_k(d_c) = 0$. Introducing

$$A_k = \lambda_k^2, \quad B_k = d_{12}u_\ast \lambda_k^2 + d_{21}u_\ast \lambda_k^2 - \text{tr} K \lambda_k, \quad C_k = -d_{12} \alpha \lambda_k - d_{21} \beta \lambda_k + \det K, \quad (2.6)$$

the critical value $d_c$ can be easily computed as the positive solution to

$$P_k(d) = A_k d^2 + B_k d + C_k = 0.$$  

Note that the critical value $d_c$ depends on the eigenvalue $\lambda_k$ considered, and that no bifurcation can happen for $k = 0$, since $P_0$ reduces to $\det K$, which is independent of $d$. Obviously $A_k > 0$ and $B_k > 0$. Therefore, a bifurcation associated to the $k$-th mode ($k \geq 1$) can occur if and only if $C_k < 0$. In this case, we can compute the critical value $d_c = d_c(\lambda_k, d_{12}, d_{21})$ as

$$d_c = -B_k + \sqrt{B_k^2 - 4A_kC_k}, \quad (2.7)$$

being the discriminant always positive. The signs of $\alpha$ and $\beta$, which depend on the parameter values $r_i, a_i, b_i, (i = 1, 2)$, are thus crucial, as they change the monotonicity of $C_k$ with respect to $d_{12}$ and $d_{21}$ respectively. The study of the possible combination with respect to the parameter values $r_i, a_i, b_i, (i = 1, 2)$ highlights the opposite role of the cross-diffusion coefficients $d_{12}$ and $d_{21}$ in destabilising the homogeneous equilibrium $(u_\ast, v_\ast)$ [5].

This can also been observed by looking at the neutral stability curves

$$d_{12}(d_{21}, \lambda_k) = \left(\lambda_k^2 d^2 + d_{21}u_\ast \lambda_k^2 - \lambda_k \text{tr} K - d_{21} \beta \lambda_k + \det K \right) \frac{\alpha \lambda_k - d_{12} \lambda_k^2}{\lambda_k^2}, \quad k \geq 1. \quad (2.8)$$

In Figure 1, these curve for different $\lambda_k, k = 1, \ldots, 5$ are shown, considering the “usual” setting [20, 23, 4, 31, 5] reported in Table 1 for the reader’s convenience.

Figure 1a belongs to the triangular case $d_{21} = 0$, while in Figure 1b the value of $d_{21}$ has been increased. The white area corresponds to the stable region of the homogeneous steady state $(u_\ast, v_\ast)$, while in the grey region the homogeneous steady state is destabilized and stable non-homogeneous stationary solutions appear. We can observe that the grey region reduces (when $d_{12}$ is fixed) as the cross-diffusion coefficients $d_{21}$ increases, since the bifurcation points (points of the neutral stability curves for a fixed value $d_{12}$) move towards zero.

We can also identify the presence of doubly degenerate point $(\hat{d}, \hat{d}_{12})$ where two curves intersect, meaning that the corresponding two bifurcation points on the homogeneous branch switch their position. It has been proven for the triangular system that in the vicinity of this point a Hopf bifurcation appears for $d_{12} < \hat{d}_{12}$ on the bifurcation branch corresponding to $\lambda_1$ [22], and the system shows stable time-periodic non-homogeneous solutions. In the full cross-diffusion...
system, the cross-diffusion coefficient $d_{21}$ shifts up the curves. Then, in the full cross-diffusion system ($d_{21} > 0$) the doubly degenerate point persists and, for the usual parameter set, happens for greater values of $d_{12}$ than for the triangular case. This suggests the possible presence of a Hopf point in the bifurcation structure of the full-cross diffusion system.

![Figure 1: Neutral stability curves for $\lambda_k$, $k = 1, \ldots, 5$ for different values of the cross-diffusion coefficient $d_{21}$. The white area denotes the stability of the homogeneous steady-state $(u_*, v_*)$, while in the grey region the homogeneous steady state is destabilized and stable non-homogeneous stationary solutions appear. The green dotted horizontal line marks the “usual” value of parameter $d_{12}$. The doubly-degenerate point $(\hat{d}, \hat{d}_{12})$ corresponds to the intersection of the neutral stability curves associated to the 1- and 2-modes.](image)

3 Bifurcation diagrams

As observed in the previous section, the effect of the cross-diffusion coefficient $d_{21}$ on the bifurcation point of the homogeneous branch can be studied by looking at equations (2.4). In particular, in the weak competition case, it is known that the cross-diffusion coefficients have an opposite effect in the destabilisation of the homogeneous equilibrium [17], and it has been studied in detail in [5]. However, how the bifurcation structure (in particular far from the homogeneous branch) behaves and modifies for increasing values of $d_{21}$ is not predictable through linearised analysis only. Nevertheless, it can be numerically computed and to this end, we exploit the continuation software for PDEs **pde2path** [12, 44, 47], based on a FEM discretization of the stationary problem, and the suitable setting for cross-diffusion terms proposed in [31]. We refer to [42] for the Matlab scripts needed to compute the bifurcation structure in **pde2path**.

As in the previous section, we consider the usual setting, such as the 1D domain $\Omega = (0, 1)$ and the parameter set already used in [20, 23, 4, 31, 5], reported in Table 1. We fix the cross-diffusion coefficient $d_{12} = 3$. In Figure 2 we show the bifurcation diagrams obtained for increasing values of the cross-diffusion parameter $d_{21}$. In particular, the first diagram corresponds to the triangular case ($d_{21} = 0$), while the others belong to the full cross-diffusion system. The bifurcation parameter is the standard diffusion coefficient $d$, while in the $y$-axis the quantity $v(0)$ is reported. Thicker lines in the bifurcation diagrams denote stable solutions, while we use thinner lines for
unstable ones. Circles, crosses and diamonds indicate the presence of branch points, fold points and Hopf points, respectively. The black horizontal line denotes the homogeneous branch (the homogeneous steady state \((u_*, v_*)\) is independent of \(d\)), while the coloured branches bifurcating from the homogeneous one correspond to different eigenvalues \(\lambda_k\). In particular, the blue, red, green, yellow branches correspond to \(\lambda_i\), \(i = 1, 2, 3, 4\), respectively, while the magenta branch originates from a secondary bifurcation point. We also observe that the blue and the red branches “intersects” at a secondary bifurcation point, at which the red lower branch becomes stable.

As predicted from the linearised analysis, the bifurcation points on the homogeneous branch move to the left as \(d_{21}\) increases. Consequently, the whole bifurcation structure tends to shrink to the left. We observe that, while the bifurcation structure in Figures 2a and 2b are qualitatively similar, from Figure 2c the first bifurcating branch (in blue) undergoes to a major deformation: the first bifurcation point from super-critical becomes sub-critical. This leads to a multi-stability region in which the system presents both homogeneous and non-homogeneous stable solutions. Increasing the value of \(d_{21}\) even further, other qualitative changes can be observed. We observe a further change in the type of pitchfork bifurcation (super-/sub-critical) of the second bifurcation point, and the change in stability property of the red branch follows thanks to a fold bifurcation. Moreover, on the first (blue) bifurcation branch the continuation software detects a Hopf bifurcation point, related to a pair of imaginary eigenvalues. The Hopf bifurcation point persists for greater values of the bifurcation parameters.

A qualitative representation of the first two branches is shown in Figure 3, where we also indicate the number of eigenvalues with positive real part detected numerically. Note that in Figure 3c, the Hopf bifurcation is not necessary to match the number of instabilities along the branch, but also a change of stability due to a fold point is compatible.

The interesting aspect is that the Hopf bifurcation point is located in a different position with respect to the doubly degenerate point than what observed in [22]. Even though the increase of the cross-diffusion parameter \(d_{21}\) shifts up the neutral stability curves, the appearance of the Hopf bifurcation point happens for \(d_{12} > \hat{d}_{12}\) (“above” the doubly degenerate point \((\hat{d}, \hat{d}_{12})\), where the neutral stability curves associated to the 1- and 2-modes intersects), namely for parameter values for which the first two neutral stability curves have not yet switched their position (see the green dotted line in Figure 2.8).

4 Weakly non-linear analysis

The goal of this section is to determine the type of pitchfork bifurcations on the homogeneous branch, depending on the parameter values. As observed, sub-critical pitchforks lead to a multi-stability scenario, where the system admits the stable homogeneous steady states together with one or more stable non-homogeneous ones. This can be done by deriving, through weakly non-linear analysis, the Stuart–Landau equation for the amplitude of the patterns at the bifurcation point. We perform a weakly nonlinear analysis based on the method of multiple scales [49]. The method is based on the fact that close to the bifurcation the amplitude of the pattern evolves on a slow temporal scale. Then new scaled coordinates are introduced and treated as separate variables in addition to the original variables [49]. This has already been performed for system (2.1) in [17], but for a different bifurcation parameter and with a different aim, namely to predict the amplitude of patterns. Here we consider the standard diffusion coefficient \(d\) as bifurcation parameter, and the goal is to determine the type of pitchfork bifurcation and its dependence on
Figure 2: Bifurcation diagrams for different values of the cross-diffusion coefficient $d_{21}$. The bifurcation parameter is the standard diffusion coefficient $d$, while on the $y$-axis we have $v(0)$. Thick/thin lines denotes stable/unstable stationary solutions. Circles/crosses/diamonds mark pitchfork/fold/Hopf bifurcations points.
the cross-diffusion coefficients.

The first important observation is that the linearised analysis gives information about the location of bifurcation points. To predict their type, non-linear terms must be included in the analysis. The reaction cross-diffusion system (2.1) (with $d_1 = d_2 = d$ and $d_{11} = d_{22} = 0$) can be rewritten, separating linear and non-linear part, as

$$
\partial_t w = \mathcal{L}^d w + \frac{1}{2} Q_K(w, w) + \frac{1}{2} \Delta Q_D(w, w),
$$

where

$$
w = \begin{pmatrix}
u - u_* \\
v - v_*
\end{pmatrix},
$$

and the linear operator $\mathcal{L}^d$ is defined as

$$
\mathcal{L}^d(w) = K + D^d \Delta.
$$

Note that the subscript indicates the dependence of the linear operator $\mathcal{L}$ and of the matrix $D$ on the bifurcation parameter $d$. Being $x = (x^u, x^v),\ y = (y^u, y^v)$, the bilinear operators that encodes the non-linear part are given by

$$
Q_K(x, y) = \begin{pmatrix}
-2a_1 x^u y^u - b_1(x^u y^v + x^v y^u) \\
-2a_2 x^v y^v - b_2(x^u y^v + x^v y^u)
\end{pmatrix}, \quad Q_D(x, y) = \begin{pmatrix}
d_{12} (x^u y^v + x^v y^u) \\
d_{21} (x^u y^v + x^v y^u)
\end{pmatrix}.
$$

Note that they are independent of the bifurcation parameter $d$.

We consider a bifurcation point at the value $d_c$ at which the mode relative to the eigenvalue $\lambda_k$ becomes unstable, which is generally indicated with $k_c$. Note that, once we focus on a particular eigenvalue $\lambda_k$, the value of $d_c$ is the positive root of (2.4) given by (2.7) (provided that condition (2.2) holds and $C_k$ in (2.6) is negative).

We now perform the weakly nonlinear expansion. Note that we follow [17], but we consider a different bifurcation parameter. Therefore the intermediate steps to derive the Stuart–Landau equation for the amplitude are the same (reported in the following for the reader’s convenience), but the final coefficients will be different.

Figure 3: Qualitative representation of the bifurcation structure at the first and second bifurcation points. Numbers along the branches indicate the number of eigenvalues with positive real part detected by the continuation software pde2path.
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Close to the bifurcation, we can separate the fast time $t$ and slow time $T = \varepsilon^2 t$, where $\varepsilon$ is a small control parameter representing the dimensionless distance to the threshold. (see [17] for more details). Following and therefore the time derivative decouples as $\partial t + \varepsilon^2 \partial T$. Therefore, the time derivative decouples as $\partial t + \varepsilon^2 \partial T$, and we expand $d$ and $w$ as

$$d = d_c + \varepsilon^2 d^{(2)} + O(\varepsilon^4),$$

$$w = \varepsilon w_1 + \varepsilon^2 w_2 + \varepsilon^3 w_3 + O(\varepsilon^4),$$

the linear operator

$$\mathcal{L}^d = \mathcal{L}^{d_c} + \varepsilon^2 d^{(2)} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \Delta + O(\varepsilon^4),$$

and the bilinear operators (which are independent of $d$)

$$Q_K(w, w) = \varepsilon^2 Q_K(w_1, w_1) + 2\varepsilon^3 Q_K(w_1, w_2) + O(\varepsilon^4),$$

$$Q_D(w, w) = \varepsilon^2 Q_D(w_1, w_1) + 2\varepsilon^3 Q_D(w_1, w_2) + O(\varepsilon^4).$$

We substitute the expansions in (4), obtaining the following equation

$$\varepsilon^3 \partial_T w_1 = \varepsilon \mathcal{L}^{d_c} w_1 + \varepsilon^2 \mathcal{L}^{d_c} w_2 + \varepsilon^3 \mathcal{L}^{d_c} w_3 + \varepsilon^3 d^{(2)} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \Delta w_1$$

$$+ \frac{1}{2} \varepsilon^2 Q_K(w_1, w_1) + \varepsilon^3 Q_K(w_1, w_2)$$

$$+ \frac{1}{2} \varepsilon^2 \Delta Q_D(w_1, w_1) + \varepsilon^3 \Delta Q_K(w_1, w_2) + O(\varepsilon^4),$$

from which we get the following equations for $w_1$, $w_2$ and $w_3$, collecting all the terms corresponding to the same order in $\varepsilon$:

$$\varepsilon^3 \mathcal{L}^{d_c} w_1 = 0, \quad \varepsilon^2 \mathcal{L}^{d_c} w_2 = F, \quad \varepsilon^3 \mathcal{L}^{d_c} w_3 = G,$$

where

$$F = -\frac{1}{2} \varepsilon^2 Q_K(w_1, w_1) - \frac{1}{2} \varepsilon^2 \Delta Q_D(w_1, w_1),$$

$$G = \partial_T w_1 - \varepsilon^3 d^{(2)} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \Delta w_1 - Q_K(w_1, w_2) - \Delta Q_K(w_1, w_2).$$

A solution to the first (linear) equation (4.1) satisfying homogeneous Neumann boundary condition is

$$w_1 = A(T) \rho \cos(k_c x)$$

with $\rho \in \text{Ker}(K - k_c^2 D^{d_c})$. Then (using the fact that $\det(K - k_c^2 D^{d_c}) = 0$) we find

$$\rho = \begin{pmatrix} 1 \\ M \end{pmatrix}, \quad M = \frac{K_{21} - k_c^2 D_{21}^{d_c}}{D_{22}^{d_c} k_c^2 - K_{22}}.$$
Note that, from (4.6), we have that the leading term $w_1$ is the product of a slowly varying amplitude and the basic pattern. We solve now the second equation (4.2), where $F$ given in (4.4) can be rewritten as

$$F = -\frac{1}{4} A^2 \sum_{i=1,2} \mathcal{M}_i(\rho, \rho) \cos(ik_c x), \quad \mathcal{M}_i(\rho, \rho) := Q_K(\rho, \rho) - i^2 k_c^2 Q_D(\rho, \rho).$$

From the Fredholm alternative, equation (4.2) has a solution if and only if

$$\forall \psi \in \text{Ker}((K - k_c D^{dc} (\rho, \rho))^T) \quad \langle F, \psi \rangle = 0.$$

We have that

$$\psi = \left( \frac{1}{M_*} \right) \cos(k_c x), \quad M_* = \frac{K_{12} - k_c^2 D_{12}^{dc}}{D_{22}^{dc} k_c^2 - K_{22}},$$

again thanks to the fact that $\det(K - k_c^2 D^{dc}) = 0$, and then it is easy to check that the solvability condition is verified (in $L_2(0, 1/k_c)$) without additional conditions. Then we have that a solution is

$$w_2 = A^2 \sum_{i=0,2} w_{2i} \cos(ik_c x),$$

where $w_{2i}, i = 0, 2$ solve

$$\left( K - i^2 k_c^2 D^{dc} \right) w_{2i} = -\frac{1}{4} \mathcal{M}(\rho, \rho), \quad i = 0, 2.$$

Regarding the last equation (4.3), we rewrite $G$ given in (4.5) as

$$G = \left( \frac{dA}{dT} \rho + A G_1^{(1)} + A^3 G_1^{(3)} \right) \cos(k_c x) + A^3 G_3 \cos(3k_c x),$$

with

$$G_1^{(1)} = d^{(2)} k_c^2 \rho,$$

$$G_1^{(3)} = -\mathcal{M}_1(\rho, w_{20}) - \frac{1}{2} \mathcal{M}_1(\rho, w_{22})$$

$$G_3 = -\frac{1}{2} \mathcal{M}_3(\rho, w_{22}).$$

The solvability condition $\langle G, \psi \rangle = 0$ translates into the Stuart–Landau equation for the amplitude $A(T)$

$$\frac{dA}{dT} = \sigma A - LA^3,$$

where the coefficients $\sigma$ and $L$ are given by

$$\sigma := -\frac{\langle G_1^{(1)}, \left( \frac{1}{M_*} \right) \rangle}{\langle \rho, \left( \frac{1}{M_*} \right) \rangle} = -d^{(2)} k_c^2, \quad L := \frac{\langle G_1^{(3)}, \left( \frac{1}{M_*} \right) \rangle}{\langle \rho, \left( \frac{1}{M_*} \right) \rangle}.$$

Note that, when $L < 0$, this expansion is not able to predict the amplitude of the patterns and higher-order terms must be included in the weakly nonlinear analysis. However, we are only here
interested in the type of bifurcation, and equation (4.7) it is enough to this task. In detail, when
\( L > 0 \), at \( d_c \) the transition occurs via super-critical bifurcation, while when \( L < 0 \), the bifurcation
is sub-critical. The type of bifurcation (super- or sub-critical) predicted by the Stuart–Landau
equation (4.7) depending on the sign of the parameter \( L \) is reported in Figure 4.

The expression for \( \sigma \) is very clear and simple, on the contrary, the expression for \( L \) is intricate
and it is not possible to analytically obtain information about its dependence on the cross-
diffusion coefficients. We have now to evaluate it numerically. The Matlab scripts generating
the following Figures are available at [43].

The results relevant to the first two eigenvalues of the Laplacian along the neutral stability
curves in the \((d, d_{21})\)-plane for two values of \( d_{12} \) (to better explain the bifurcation diagrams
in Figure 2) are shown in Figure 5. On the neutral stability curves \( d_{21} = d_{21}(d_c, d_{12}, \lambda_k) \), the
sign of \( L \) is indicated with different colours, while small black horizontal lines mark the changes
of sign along the curves. With \( d_{12} = 2 \), we observe a change of sign of \( L(\lambda_1) \) at the doubly
degenerate point, while greater values of \( d_{21} \) triggers the appearance of multi-stable solutions
(homogenous and 2-mode non-homogenous). With \( d_{12} = 3 \), as observed in the bifurcation
diagrams in Section 3, when \( d_{21} \) increases, the branch corresponding to \( \lambda_1 \) from super-critical
becomes sub-critical, and we have a multi-stability region where the stable homogeneous steady
state coexists with stable non-homogeneous (1-mode) steady states. By increasing further \( d_{21} \),
the same happen to the branch corresponding to \( \lambda_2 \). Finally, when the neutral stability curves
cross at \((\hat{d}, \hat{d}_{21})\), the first bifurcation point is related to the 2-mode, and it turns out to be a
sub-critical pitchfork, while the sign of \( L \) of the bifurcation point corresponding to \( \lambda_1 \) becomes
positive again. This corresponds to a multi-stability region where the stable homogeneous steady
state coexists with stable non-homogeneous (1-mode and 2-mode) steady states. These different
cases can be observed also in Figure 2.

We also note that for \( d_{21} \) the appearance of the Hopf bifurcation point on the \( \lambda_1 \) branch
happens exactly when the coefficient \( L(\lambda_2) \) changes sign. However, this happens only for the
particular value \( d_{12} = 3 \), meaning that the two events are not related.

The bifurcation structure is not peculiar of the particular parameter set considered, and the
sign of \( L \) at the bifurcation points can be investigated for different values of the cross-diffusion
coefficients. This allows to detect the regions where multi-stability is present. In Figure 6, the
sign of \( L \) in the \((d_{12}, d_{21})\)-plane is shown. Note that \( d_{12} \) determine a threshold value for \( d_{21} \) to
the existence of the bifurcation point related to an eigenvalue \( \lambda_k \) [5].

![Figure 4: Qualitative representation of the bifurcation structure close to the bifurcation point, predicted by the Stuart–Landau equation (4.7).](image-url)
Figure 5: Sign of $L$ along the neutral stability curves of $\lambda_1$ and $\lambda_2$ in the $(d, d_{21})$-plane, with $d_{12} = 2$ (left) and $d_{12} = 3$ (right). The remain parameter values are listed in Table 1.

Figure 6: Sign of $L$ for $\lambda_1$ (left) and $\lambda_2$ (right) in the $(d_{12}, d_{21})$-plane.
5 Hopf bifurcation points

In this section, we investigate the presence of Hopf bifurcation points in the bifurcation structure of system (2.1) (remember that we neglect self-diffusion, namely \( d_{11} = d_{22} = 0 \)). In [22], the existence of spatially non-constant time-periodic solutions has been proven in a rigorous way for the triangular case, appearing from the doubly degenerate point \((\hat{d}, \hat{d}_{12})\) (intersection of two neutral stability curves). Note that, when the additional cross-diffusion is turned on, the existence of spatially non-constant time-periodic solutions has been proven in a rigorous way for the triangular case.

Looking at the neutral stability curves in Figure 1, we see that we are in the vicinity of the doubly degenerate point, but with \( d_{12} > \hat{d}_{12} \). This suggests that another effect may have occurred. In particular, one of the differences between this case and the one reported in [22] (namely the \( d_{12} = 1.7 \) and \( d_{21} = 0 \)), consists in the mutual position and type of pitchfork bifurcations.

For this reason, we investigated in more detail the sign of \( L \) for the 1- and 2-mode along the neutral stability curves. The results in the \((d, d_{12})\)-plane for different values of \( d_{21} \) are shown in Figure 7. In the triangular case (Figure 7a), the neutral stability curves intersect at \((\hat{d}, \hat{d}_{12})\); along the \( \lambda_1 \)-curve, the sign of \( L(\lambda_1) \) changes at the intersection. In detail, \( L(\lambda_1) \) is negative for \( d_{12} < \hat{d}_{12} \) and \( d < \hat{d} \). From [22], we know that for \( d_{12} < \hat{d}_{12} \) (close to the doubly degenerate point) the bifurcation diagram presents a Hopf bifurcation point at \( d_H \) and stable time-periodic spatial patterns arises for \( d < d_H \). Increasing the value of \( d_{21} \), the region with \( L(\lambda_1) < 0 \) reduces (Figure 7b) and disappears (Figure 7c). In particular, \( L(\lambda_1) \) is negative for \( d_{12} > \hat{d}_{12} \) and \( d > \hat{d} \) (Figure 7d). Numerical investigations shows that in this case (close to the doubly degenerate point) the bifurcation diagram presents a Hopf bifurcation point at \( d_H \) with both \( d_{12} < \hat{d}_{12} \) and \( d_{12} < \hat{d}_{12} \) and stable time-periodic spatial patterns arises for \( d > d_H \). Finally, for grater values of \( d_{21} \), also \( L(\lambda_2) \) changes sign (Figures 7e, 7f), without qualitative modifications in the bifurcation structure.

A qualitative representation of the changes happening along the neutral stability curves for increasing values of \( d_{21} \) are sketched in Figure 8.

Finally, we want to generalise the method proposed in [22], where the center manifold reduction has been applied to study the dynamics around the doubly degenerate point in the triangular case.

Following the technique presented for the triangular case, the cross-diffusion system is transformed into a infinite dimensional dynamical system in the Fourier modes

\[
\begin{align*}
\begin{pmatrix}
\dot{x}_k \\
\dot{y}_k
\end{pmatrix} = M_k \begin{pmatrix} u_k \\
v_k
\end{pmatrix} + \begin{pmatrix} F_k \\
G_k
\end{pmatrix}, & \quad k \in \mathbb{N}_0,
\end{align*}
\]

with

\[
\begin{align*}
F_k &= -a_1 \sum_{k_1 + k_2 = k} u_{k_1} u_{k_2} - \sum_{k_1 + k_2 = k} (d_{12} \lambda_k + b_1) u_{k_1} v_{k_2}, \\
G_k &= -a_2 \sum_{k_1 + k_2 = k} v_{k_1} v_{k_2} - \sum_{k_1 + k_2 = k} (d_{21} \lambda_k + b_2) v_{k_1} v_{k_2}.
\end{align*}
\]
Figure 7: Sign of the coefficient $L$ along the neutral stability curves for $\lambda_k$, $k = 1, \ldots, 6$ for different values of the cross-diffusion coefficient $d_{21}$. Colours appear on the curves related to the first two modes, (● $L > 0$, ● $L < 0$), while the other modes are marked in gray.
Figure 8: Qualitative representation of sign of $L$ ($L > 0$, $L < 0$), predicted by the Stuart–Landau equation (4.7), along the neutral stability curves close to the doubly degenerate point. The region in which time-periodic spatial pattern may appear is marked in yellow (solid line denotes stable solutions, dotted line unstable ones).

In the full cross-diffusion system the matrices $T_k$ that diagonalise $M_k$, $k = 1, 2$ given in 2.3 depends on $d_{21}$ and are given by

$$T_k := \begin{pmatrix} T_{11}^k & T_{12}^k \\ T_{21}^k & T_{22}^k \end{pmatrix} = \begin{pmatrix} M_{11}^k & M_{12}^k \\ -M_{11}^k & M_{12}^k \end{pmatrix}, \quad k = 1, 2.$$

This is the only (and natural) modification needed to the method proposed for the triangular case. Setting

$$(x_k, y_k) = T_k^{-1} (u_k, v_k) , \quad k = 1, 2,$$

the dynamics around the doubly degenerate point is described by the following infinite dimensional dynamical system

$$\begin{align*}
\dot{x}_k &= \frac{1}{\det T_k} \left( T_{22}^k \tilde{F}_k - T_{12}^k \tilde{G}_k \right), \quad k = 1, 2, \\
\dot{y}_k &= (\text{tr} M_k)y_k + \frac{1}{\det T_k} \left( -T_{21}^k \tilde{F}_k + T_{11}^k \tilde{G}_k \right), \quad k = 1, 2, \\
\begin{pmatrix} \dot{x}_k \\ \dot{y}_k \end{pmatrix} &= M_k \begin{pmatrix} u_k \\ v_k \end{pmatrix} + \begin{pmatrix} \tilde{F}_k \\ \tilde{G}_k \end{pmatrix}, \quad k \in \mathbb{N}_0 \setminus \{1, 2\},
\end{align*}$$

where $\tilde{F}_k$ and $\tilde{G}_k$ denote the nonlinear terms $F_k$ and $G_k$ depending on $(x_k, y_k)^T$. Sufficiently close to the doubly degenerate point $(\hat{d}, \hat{d}_{12})$ the dynamics of (5.1) on the center manifold is topologically equivalent to

$$\begin{align*}
\dot{x}_1 &= \mu_1 x_1 + A_1 x_1 x_2 + (A_2 x_1^2 + A_3 x_2^2)x_1 + O(||(x_1, x_2)||^4), \\
\dot{x}_2 &= \mu_2 x_1 + B_1 x_1^2 + (B_2 x_1^2 + B_3 x_2^2)x_2 + O(||(x_1, x_2)||^4),
\end{align*}$$

where the coefficients $A_k, B_k \in \mathbb{R}$ are explicitly determined (see [22] for more details) and they depend on the parameters of both the reaction and the diffusion part (in particular they depend on $d_{21}$). In particular, we have

$$A_1 = \frac{1}{\det T_1} (T_{22}^1 f_1^1 - T_{12}^1 g_1^1), \quad B_1 = \frac{1}{\det T_2} (T_{22}^2 f_2^1 - T_{12}^2 g_1^1),$$
and

\[ f_1^1 = -2a_1T_{11}^1T_{11}^2 - (\dot{\lambda}_1 + b_1)(T_{11}^1T_{21}^2 + T_{11}^2T_{11}^1), \quad f_2^1 = -a_1(T_{11}^1)^2 - (\dot{\lambda}_2 + b_1)T_{11}^1T_{21}^1 \]
\[ g_1^1 = -2a_2T_{21}^1T_{21}^2 - (\dot{\lambda}_1 + b_2)(T_{11}^1T_{21}^2 + T_{11}^2T_{11}^1), \quad g_2^1 = -a_2(T_{21}^1)^2 - (\dot{\lambda}_2 + b_2)T_{11}^1T_{21}^1 \]

Studying the cubic truncated dynamical systems, it can be seen that it admits an equilibrium with a Hopf instability, and a necessary condition is \( A_1B_1 < 0 \).

Then we can evaluate the necessary condition for the parameter set in Table 1. The Matlab scripts are available at [43]. We observe that it holds until a certain value of \( d_{21} \) corresponding to the value at which the negative region of \( L(\lambda_1) \) on the neutral stability curve change position, namely when it appear for \( d_{12} > \dot{d}_{12} \). At the same time, when the necessary condition is satisfied, we numerically detected a Hopf bifurcation only for \( d_{12} < \dot{d}_{12} \), which produce stable time-periodic patterns. However, when it is not satisfied, the continuation software pde2path detects Hopf bifurcations both for \( d_{12} < \dot{d}_{12} \) and \( d_{12} > \dot{d}_{12} \), but time-periodic solutions turn out to be unstable. This suggests the presence of a higher co-dimension bifurcation point.

6 Concluding remarks

In this work we have analysed the full cross-diffusion SKT model, namely with a cross-diffusion term in both equations, studying the influence of the additional interspecific-competition pressure (cross-diffusion) on the bifurcation structure in the weak-competition regime. This extends the study carried out in [5]. In particular, we focused on the type of pitchfork bifurcation on the homogenous branch (related to the stability of the bifurcating branches close to the homogeneous one) and on the presence of Hopf bifurcation points on the bifurcating branch corresponding to the 1-mode.

The model present multistability of solutions, when a particular stable inhomogeneous solution can coexist with the homogeneous one for suitable parameter values. This is an important aspect in ecology, since in this case by perturbing the system it is possible to pass from homogeneous distribution of the species on the habitat to spatial segregation. From the mathematical point of view, this situation is related to the type of pitchfork bifurcations (sub- or super-critical) on the homogenous branch, and its dependence on the cross-diffusion coefficients. In particular, we have here obtained an analytical characterization of the bifurcation point (sub- or super-critical) through weakly nonlinear analysis, deriving the Stuart–Landau equation at the bifurcation point, exploiting the technique presented in [17]. Even though the expression of the coefficient that characterises the pitchfork is nasty and its dependence on the cross-diffusion coefficients is not evident, we can compute it varying the cross-diffusion parameters. As predicted by the linearised analysis, the second cross-diffusion coefficient moves the bifurcation points towards zero, squeezing the bifurcation structure and making it disappear. At the same time, it triggers the appearance of a multi-stability region, where the homogeneous steady state coexists with 1- and/or 2-modes. Note that this effect cannot be captured using linearised analysis only.

From the numerical investigation of the bifurcation structure, we found the appearance of Hopf bifurcation points, suggesting the formation of time-periodic spatial patterns. The influence of the cross-diffusion terms on the Hopf points, as well as on the effective presence, type and stability properties of these time-varying patterns, are biologically relevant. To investigate the possible scenarios, the analytical results obtained in [22] have been partially extended to the full cross-diffusion case, and combined with the weakly nonlinear analysis and the numerical
continuation. On the one hand, the additional cross-diffusion term “can move” the system closer to the doubly degenerate point, where a Hopf bifurcation and stable time-periodic spatial pattern may appear. On the other hand, this doubly degenerate centre seems to change when the additional cross-diffusion coefficient increases, probably because of a higher co-dimension bifurcation. A Hopf bifurcation point is detected, yet the time-periodic solution originated seems to be unstable.

Thanks to its interplay between linearised analysis, weakly nonlinear analysis and numerical continuation, this work constitutes a step forward in the analytical understanding of the bifurcation structure of the SKT system, it points out new interesting aspects and opens several different questions that can be addressed in future works.

First of all, a stronger characterisation of the doubly degenerate point at the critical value is needed at this point. This would also allow progress in the understanding of the time-periodic spatial patterns which potentially originate in the vicinity of the doubly degenerate point. While the analytical approach may be feasible, the continuation software \texttt{pde2path} is not immediately suited for the detection of codimension-2 bifurcation points, so this will be a matter of future investigations.

On the other side, it would also be interesting to investigate how far from the doubly degenerate point and why the Hopf bifurcation point and of the time-periodic spatial patterns disappear. From the ecological viewpoint, the influence of the domain size on the type of stable steady and time-periodic patterns is crucial. It is not clear if the domain size has an influence only on the solution profiles (due to different unstable modes), or it can even induce major deformations of the bifurcation structure. Another important direction is the study of the strong competition case. In [5] it has been shown an interesting effect of the additional cross-diffusion term on the bifurcation structure and the presence of Hopf bifurcation points. Better characterization and a deeper investigation would improve the understanding of this different regime. Note that the derivation of the Stuart–Landau equation and the weakly nonlinear analysis holds and it can predict the type of pitchfork bifurcation on the homogeneous branch also in the strong-competition regimes.

Moreover, an extremely interesting and actual research direction is the extension of cross-diffusion-induced instability on networks [30].

Finally, the same study could be carried out for other quasilinear problems involving cross-diffusion terms. For instance, in the context of predator–prey systems, it is possible to derive by time-scale arguments a different type of cross-diffusion [7, 9]. The linearised analysis suggests that they do not increase the parameter region in which patterns appear, but as in the present work, the global influence cannot be captured only by the linearised analysis. Taken together, these results will better clarify the role of cross-diffusion terms as the key ingredients in pattern formation.
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