Many-body parametric resonances in the driven sine-Gordon model
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We study a quantum many-body variant of the parametric oscillator, by investigating the driven sine-Gordon model with a modulated tunnel coupling via a semi-classical Truncated Wigner Approximation (TWA). We first analyze the parametric resonant regime for driving protocols that retain our model gapped, and compare the TWA to a Time-Dependent Gaussian Variational Ansatz (TGVA). We then turn to a drive which closes the gap, resulting in an enhanced energy absorption. While the TGVA approach breaks down in this regime, we can apply TWA to explore the dynamics of the mode-resolved energy density, and the higher-order correlations between modes in the prethermal heating regime. For weak driving amplitude, we find an exponentially fast energy absorption in the main resonant mode, while the heating of all remaining modes is almost perfectly suppressed on short time scales. At later times, the highly excited main resonance provides effective resonant driving terms for its higher harmonics through the non-linearities in the Hamiltonian, and gives rise to an exponentially fast heating in these particular modes. We capture the strong correlations induced by these resonant processes by evaluating higher order connected correlation functions. Our results can be experimentally probed in ultracold atomic settings, with parallel one-dimensional quasi-condensates in the presence of a modulated tunnel coupling.

I. INTRODUCTION

In recent years, the advances in ultracold atomic experiments paved the way to study novel quantum many-body states, as well as non-equilibrium phenomena in unprecedented detail [1–3]. These systems provide an ideal platform to prepare interesting interacting many-body states in a controlled way, and allow for probing their dynamics. One of the paradigmatic many-body models investigated in these settings is the sine-Gordon model [4], realized by coupling two parallel quasi-one-dimensional bosonic condensates in a double well potential [5–12]. The experimental realization of this model enabled the demonstration and characterization of non-Gaussian higher order correlations in the system, revealed the presence of topological soliton excitations through the full distribution of the spatially resolved relative phase between the two condensates [6], and also lead to the observation of prethermalization in the non-equilibrium dynamics of the model [6, 7].

One of the interesting, only partially explored aspects of the out-of-equilibrium dynamics of the sine-Gordon model is the nature of transient states in the presence of a periodic drive. Previous works on this model have focused either on regimes of small modulations, within the reach of linear response [13, 14] or on the limit of fast modulations, revealing a sharp crossover in the heating rate, separating regimes of strongly suppressed heating from regions with efficient energy absorption [15]. The less explored regime of slow driving frequencies offers many open questions regarding the quantum counterpart of well established classical phenomena, such as parametric resonance or amplification due to a resonant driving force [16–23], as well as about the universal aspects of the heating [14, 18, 24]. In particular, the non-linear coupling between modes redistributes the energy absorbed by the resonant mode, and can transiently stop the heating at a finite energy density, while at late times, when many-body scattering is taken into account, the system is expected to heat to an infinite temperature state [18]. This Floquet prethermalization effect has been demonstrated by investigating the total energy of various slowly driven many-body systems [17, 18], however, the detailed mode-resolved energy absorption, shedding light on the dominant non-linearities in quantum systems, is much less explored. The driven sine-Gordon model provides an ideal, experimentally accessible platform to address these unresolved questions.

In this work, we investigate the mode-resolved energy absorption of the slowly driven sine-Gordon model in the presence of a modulated tunnel coupling, constituting a quantum many-body analogue of a parametric oscillator. This system is experimentally accessible in various cold atomic platforms, in particular, by coupling two parallel, quasi-one-dimensional bosonic condensates through a modulated double well potential [6, 25–27], see Fig. 1a. Alternatively, the modulated tunnel coupling can also be
realized by introducing a Raman coupling between two internal states of the cold atoms [28–30]. In contrast to previous studies focusing on the limit of fast modulations [15], we consider a slow driving frequency tuned to parametric resonance with one of the low energy modes of the static Hamiltonian. Hence, this system realizes a quantum many-body counterpart of the parametric oscillator, with non-linear coupling terms between modes.

A single classical parametric oscillator is described by the Hamiltonian function

$$\mathcal{H}(t) = \frac{p^2}{2} + \frac{1}{2} \omega^2 (1 - 2g \sin(\gamma t)) x^2,$$  

(1)

with natural frequency $\omega$, driving frequency $\gamma$, and driving amplitude $g$. The phase diagram of this classical single oscillator is shown in Fig. 1b, displaying lobes of unstable heating regions as a function of the frequency $\gamma$ and amplitude $g$ of the drive [31, 32]. In particular, a resonant drive leads to an exponentially fast energy absorption for arbitrarily weak driving amplitude. The quantum many-body counterpart of this parametric oscillator can be obtained by first substituting $x^2/2 \rightarrow 1 - \cos(x)$ in Eq. (1) to get the Hamiltonian function of a driven pendulum, and then constructing and quantizing the Hamiltonian for a chain of driven pendulums, with the neighboring pendulums coupled through springs (see inset of Fig. 1c). This procedure leads to the quantum sine-Gordon model (for an explicit expression as well as for an alternative derivation, starting from the Hamiltonian of Josephson coupled quasi-condensates, see Sec. II A).

We demonstrate the exponential heating for the resonant mode in the full quantum many-body system, analogous to the heating of a single parametric oscillator, in Fig. 1c, evaluated with the semi-classical Truncated Wigner Approximation [33] (TWA), allowing for calculating the time evolution for various driving protocols. We also compare these results to another approach, the Time-Dependent Gaussian Variational Ansatz (TGVA), whenever applicable. The TWA results show that the early stages of the dynamics can be well understood in terms of a single parametric oscillator, without considering its coupling to the other modes. However, at longer time scales the non-linear coupling between modes becomes dominant and cuts off the fast energy absorption, and leads to saturation, similarly to the prethermal behavior found in the driven O(N) model [17, 18]. Moreover, we find that the highly excited resonant mode can serve as an effective resonant drive for the higher harmonics through the non-linear coupling terms, leading to an efficient heating in these modes. This heating process occurs in separate stages. First, the main resonance is occupied, while the heating of other modes remains strongly suppressed. Second, the highly excited main resonance serves as a drive for its higher harmonics, with strength increasing in time as the resonant mode becomes even stronger populated. We show that these efficient coupling terms between the main resonance and its higher harmonics give rise to a characteristic pattern in higher-order correlation functions.

The paper is organized as follows. We briefly review the derivation of the sine-Gordon model from the Hamiltonian of two coupled one-dimensional quasi-condensates in Sec. II A, and discuss the effect of a parametric drive within a linear approximation in Sec. II B. We first focus on driving protocols that keep the gap of the spectrum open in in Sec III, allowing us to compare TWA to the TGVA. We sketch the derivation of the TGVA in Sec. III A, and present the results of both approaches in Sec. III B. We turn to driving protocols which close the gap in Sec. IV, resulting in an enhanced energy absorption. In this regime we have to rely on TWA to follow the time evolution of the mode resolved energy absorption of the system. We concentrate on the heating of the main resonance and its higher harmonics in Sec. IV A, and find deviations from the behavior of uncoupled oscillators. We construct a simple toy model to explain the main features our findings in Sec. IV B, and test it by examining the correlations between modes in Sec. IV C. We summarize our results and comment on the experimental realization in Sec. IV C. Technical details are discussed in the appendices.
II. DRIVEN SINE-GORDON MODEL

A. Sine-Gordon description of coupled one-dimensional quasi-condensates

The dynamics of two Josephson-coupled one-dimensional interacting quasi-condensates can be well approximated by the sine-Gordon model. In this subsection we briefly review this derivation from the literature. The reader only interested in the driving protocol considered in this paper may go directly to Sec. II B. To this end, we consider two quasi-one-dimensional bosonic gases, described by the Hamiltonian [34, 35]

\[ H_0 = \sum_{j=1,2} \int dx \left\{ \frac{1}{2m} \partial_x \psi_j^\dagger(x) \partial_x \psi_j(x) + \frac{g}{2} \psi_j^\dagger(x) \psi_j(x) \psi_j(x) \psi_j(x) \right\}, \]

that are coupled by a time dependent Josephson tunneling term,

\[ H_J = -J(t) \int dx \left[ \psi_1^\dagger(x) \psi_2(x) + \psi_2^\dagger(x) \psi_1(x) \right]. \]

Here \( \psi_1(x), \psi_2(x) \) stand for the bosonic fields of the two quasi-condensates, \( g \) denotes the effective one dimensional interaction, depending sensitively on the shape of the transverse trapping potential, \( J(t) \) is the modulated tunneling amplitude, and we have set \( \hbar = 1 \). For simplicity, we focus on homogeneous condensates, moreover, we use periodic boundary conditions in the numerical simulations. We will discuss the effects of open boundary conditions where relevant.

It is convenient to rewrite the field operators in terms of the conjugate phase \( \varphi_j(x) \) and density \( \rho_j(x) \) operators

\[ \psi_j(x) = \sqrt{\rho_j(x)} \ e^{i\varphi_j(x)} . \]

Substituting Eq. (4) into the Hamiltonian, and performing an expansion in terms of the small density fluctuations on the top of the homogeneous mean density of the quasi-condensates, as well as in terms of the fluctuations in the gradient of the phase, leads to a hydrodynamical description of the system [36, 37]. To leading order in the density and phase fluctuations, the relative phase \( \varphi = \varphi_2 - \varphi_1 \) and density \( \delta \rho = \rho_2 - \rho_1 \) decouples from the total phase and density, \( \varphi_1 + \varphi_2 \) and \( \rho_1 + \rho_2 \). The dynamics of the relative coordinates is governed by the sine-Gordon Hamiltonian, see appendix A and Refs. 5 and 38,

\[ H = \frac{c}{2} \int dx \left\{ \frac{\pi}{K} \delta \rho^2 + \frac{K}{\pi} (\partial_x \varphi)^2 \right\} - 2J(t) \rho_0 \int dx \cos \varphi, \]

with \( c \) denoting the sound velocity, \( K \) the Luttinger parameter, and \( \rho_0 \) the average density of the homogeneous gas. Here, the Luttinger parameter \( K \) characterizes the strength of interactions, with \( K \to \infty \) representing the non-interacting limit and the limit of hard-core bosons, respectively. In the absence of tunnel-coupling, \( J(t) \equiv 0 \), Hamiltonian (5) reduces to a Luttinger-liquid with a linear spectrum,

\[ \varepsilon_k = ck. \]

By contrast, a non-zero static tunnel-coupling, \( J(t) \equiv J_0 \), introduces a gap to the dispersion relation. For large \( J_0 \), where the phase is pinned around \( \varphi(x) \sim 0 \), the expansion of the cosine function gives the approximation

\[ \varepsilon_k^{\text{gap}} \approx \sqrt{c^2 k^2 + \Delta_0^2}, \]

with

\[ \Delta_0 = \sqrt{2\pi J_0 \rho_0 c}. \]

In the numerical calculations, we focus on the lattice-regularized version of Eq. (5), obtained by introducing a lattice spacing \( a \), and particle number operators \( n_j = a \delta \rho(ja) \),

\[ H_{\text{Lat}} = \frac{c}{2} \sum_{j=1}^{N_s} \left( \frac{\pi}{K a} n_j^2 + \frac{K}{\pi a} (\varphi_j - \varphi_{j-1})^2 \right) - 2J(t) \rho_0 a \sum_{j=1}^{N_s} \cos \varphi_j. \]

Here \( N_s \) denotes the number of lattice sites, and the particle number and phase operators satisfy the canonical commutation relations

\[ [n_i, \varphi_j] = -i \delta_{i,j}. \]

The model (9) is known as the quantum Frenkel-Kontorova[39, 40] chain.

Our main tool used for exploring the dynamics of Hamiltonian (9) is the semi-classical truncated Wigner approximation (TWA). This approach allows us to calculate time-dependent expectation values and correlations by sampling the classical phase and particle number variables \( \{\varphi_j, n_j\} \) randomly at \( t = 0 \), according to the Wigner distribution of the initial state, and by calculating the time evolution from the mean-field equations of motion [33]. We note that TWA can only be rigorously justified on short time scales based on a perturbative expansion. At intermediate times, the approximation becomes uncontrolled, and its range of validity can only be estimated by direct comparison to more controlled numerical methods or analytical approaches. For quantum quenches in the sine-Gordon model, such a benchmark has been performed in various works [33, 38, 41, 42], establishing TWA as a reliable approach up to intermediate times and comparatively weak interactions, for the regime that is the main focus of the paper. While none of these works studied a Floquet drive, due to the difficulties in applying well-controlled approximations to highly
excited states, generic considerations suggest that TWA performs even better in the presence of a high energy density, rendering the dynamics more classical. These arguments support the expectation that TWA correctly captures the transient parametric heating dynamics studied in this paper.

B. Parametric drive

We consider the sine-Gordon Hamiltonian (9) in the presence of a periodically modulated tunnel coupling,

\[ J(t) = J_0 + J_1 \sin(\gamma t). \] (10)

First we comment on driving protocols where \( J(t) > 0 \) at all times, i.e. the instantaneous spectrum remains gapped throughout the time evolution, in Sec. III. In this case we can compare the semi-classical TWA to another widely used approximation, the TGVA. Then in Sec. IV we turn to the main focus of the paper, the case with zero static component, \( J_0 = 0 \). Here, the gap closes and the potential energy \( \sim J(t) \cos \varphi \) changes sign in each half period of the drive, giving rise to an enhanced energy absorption. For that case the TGVA breaks down because the gap closes, however, the TWA is still well suited for studying the mode resolved energy absorption. Note that for \( J_0 = 0 \) the static part of the Hamiltonian is a purely quadratic Luttinger-liquid, displaying the spectrum (6), and allowing to resolve the dynamics according to the modes of the static Hamiltonian.

In order to study the quantum many-body counterpart of the classical parametric oscillator, we tune the driving frequency \( \gamma \) to parametric resonance with one of the low energy modes,

\[ \gamma = 2 \varepsilon_{k_{\text{res}}} \] (11)

with \( k_{\text{res}} = 2\pi n_{\text{res}}/N_s \), \( n_{\text{res}} \in \mathbb{Z} \). To gain more insight into the dynamics, it is convenient to consider the classical equation of motion for the phase field \( \varphi_j \),

\[ \partial_t^2 \varphi_j = \frac{\varepsilon^2}{a^2} (\varphi_{j+1} + \varphi_{j-1} - 2\varphi_j) - \frac{2\pi J(t) \rho_0 c}{K} \sin \varphi_j, \] (12)

and apply the linear expansion \( \sin \varphi_j \approx \varphi_j \). For simplicity, here we set the static tunnel coupling to zero, \( J_0 = 0 \). By performing a Fourier transformation and introducing the dimensionless time \( \tau = \varepsilon k_{\text{res}} t \) and wave number \( k = k/k_{\text{res}} \), we obtain the following Mathieu equation \([31, 43]\)

\[ \left( \partial_t^2 + \tilde{k}^2 + 2\tilde{g} \sin(2\tau) \right) \varphi_k = 0. \] (13)

Here, we have introduced the dimensionless driving amplitude \([44]\)

\[ \tilde{g} = \frac{4\pi J_1 \rho_0 c}{\gamma^2 K}. \] (14)

The Mathieu equation (13) has been obtained by neglecting the coupling between modes, therefore describes a collection of independent parametric oscillators. The solutions of this differential equation have been studied extensively, and we review some of their important properties below. The reader only interested in our numerical results may go directly to Sec. III.

The Mathieu equation (13) can be solved exactly in terms of Mathieu functions \([31, 43]\), and the solution takes the form \( \varphi_k = e^{i \nu(k, \tilde{g}) \tau} P(\tau) \), where the function \( P(\tau) \) is periodic in \( \tau \). The energy absorption of mode \( k \) is thus determined by the so-called Mathieu exponent \( \nu(k, \tilde{g}) \). A negative imaginary part \( \text{Im} \nu(k, \tilde{g}) < 0 \) gives rise to exponentially fast heating, whereas a real \( \nu(k, \tilde{g}) \) corresponds to a stable, oscillating solution. Inspecting the imaginary part of \( \nu(k, \tilde{g}) \) as a function of \( k \) and \( \tilde{g} \) gives rise to the single-oscillator phase diagram, Fig. 1b, with the substitution \( \omega \leftrightarrow k \).

The Mathieu exponent \( \nu(k, \tilde{g}) \) depends sensitively on \( k \), characterizing the ratio of the natural frequency of the oscillator and the driving frequency, as well as on the dimensionless driving amplitude \( \tilde{g} \), as depicted in Fig. 1b. In the regime of weak driving amplitude, \( \tilde{g} \lesssim 1 \), sharp unstable regions with strong heating, \( \text{Im} \nu(k, \tilde{g}) < 0 \), appear in the vicinity of the main resonance \( \tilde{k} = 1 \), satisfying the resonance condition (11), as well as around its higher harmonics \( k \in \mathbb{Z} \). In particular, the unstable region around the main resonance \( \tilde{k} = 1 \) extends to

\[ 1 - \tilde{g} < \tilde{k}^2 < 1 + \tilde{g}. \]

The higher-order resonances around \( \tilde{k} = 2, 3, \ldots \) are weaker with a smaller \( |\text{Im} \nu(k, \tilde{g})| \), thus the heating of these modes occurs on longer time scales then the heating of the main resonance. In contrast, in the regime of strong driving, \( \tilde{g} > 1 \), the resonances become very broad, with large unstable regions displaying an exponential energy absorption. We note that a similar phase diagram holds in the more general case, \( J_0 > 0 \), with unstable lobes appearing around the main resonance and its higher harmonics, \( \varepsilon_k / \varepsilon_{k_{\text{res}}} \in \mathbb{Z} \).

III. DRIVING PROTOCOLS RETAINING THE GAP

In this section, we consider driving protocols that keep the gap open throughout the time evolution, \( J(t) > 0 \) for all \( t \). In this case we can compare TWA to the TGVA, which neglects the higher order correlations between modes and breaks down for driving protocols where the gap closes, i.e. \( J(t) = 0 \) at certain times \( t \). Therefore, we expect that TWA is better suited for examining the energy absorption of the system in the limit of strong modulation, \( J_1 > J_0 \). Nonetheless, TGVA can be used as a consistency check for our TWA results in certain limits.
A. Time-dependent Gaussian variational Ansatz

We briefly sketch the main ingredients of the time-dependent Gaussian variational ansatz (TGVA) from the literature, before turning to our numerical results in Sec. III B. Further details on the method are relegated to the appendices, appendices B–E.

We consider the time-dependent sine-Gordon Hamiltonian density of Eq. (5),

$$\mathcal{H}[\varphi, \rho] = \frac{\pi c}{2K} \delta^2 \varphi + \frac{cK}{2\pi} (\partial_x \varphi)^2 - 2J(t) \rho_0 \cos \varphi,$$

Here, $\varphi(x)$ and $\delta \rho(x) = -i \delta / \delta \varphi(x)$ satisfy the canonical commutation relation. Deep in the gapped phase, the ground state of the system can be well approximated by a Gaussian functional of the field $\varphi(x)$, localized near one of the minima of the cosine potential \[45, 46\]. In that approach, the non-quadratic term $-2J(t) \rho_0 \cos \varphi$ is replaced with $-2J(t) \rho_0 (\cos \varphi)(1 - \varphi^2/2)$, making the operator equations of motion linear. The expectation value $\langle \cos \varphi \rangle$ is then calculated self-consistently. We provide details on the equivalence of the two approaches in appendix C.

B. Numerical results for gapped driving protocols

In this section we compare the TGVA to the semi-classical TWA for gapped driving protocols, $J_1 < J_0$. We note that the TGVA breaks down once the modulated Hamiltonian crosses a gapless point. Indeed, the closing of the gap amplifies the quantum fluctuations $G_k$, leading to the suppression of the renormalization factor, $Z(t) \rightarrow 0$, and ensuring that the gap remains closed for the rest of the time evolution. This effect is an artifact of the harmonic approximation. In the gapped regime $J_1 < J_0$, however, the quantum fluctuations can remain bounded, such that $Z(t)$ stays finite at all times, and $\varphi$ remains localized (see the appendix D for more details).

We consider the dynamics of the lattice Hamiltonian (9), starting from the approximate ground state of the system at $t = 0$, obtained by expanding the cosine function up to second order, $\cos \varphi_1 \approx 1 - \varphi_1^2$. In the TGVA, this initial state corresponds to $\Sigma_k(t = 0) = 0$ and

$$G_k(t = 0) = \frac{\pi}{2K} \frac{1}{\sqrt{4k^2/a^2 \sin^2 (ka/2) + \Delta_0^2}},$$

with the approximate gap $\Delta_0$ given by Eq. (7). We focus on the total energy density of the static Hamiltonian,

$$\varepsilon_{\text{tot}}(t) = \frac{\langle H_{\text{stat}}(t) \rangle}{N_s},$$

where the static component $H_{\text{stat}}$ is obtained by replacing $J(t) \rightarrow J_0$ in Eq. (9).

We set the driving frequency to satisfy the parametric resonance condition Eq. (11) for one of the low energy modes $k_{\text{res}}$, and study the energy absorption $\Delta \varepsilon_{\text{tot}}(t) = \varepsilon_{\text{tot}}(t) - \varepsilon_{\text{tot}}(0)$ using the TGVA and TWA approaches. The TGVA result is obtained by solving Eqs. (19) numerically, with initial conditions specified by Eq. (21). The Wigner distribution of the initial state, required for the TWA method, is also determined by Eq. (21), resulting in a Gaussian distribution for the initial phase and particle number fluctuations.
IV. DRIVING PROTOCOLS CLOSING THE GAP

In this section we turn to modulations in the regime $J_1 > J_0$, resulting in the closing of the instantaneous gap during the time evolution. Here, we rely solely on TWA simulations, because the TGVA approach breaks down for these driving protocols. For simplicity, we focus on $J_0 = 0$, such that the static Hamiltonian is a quadratic Luttinger liquid, convenient for studying the mode resolved energy absorption of different modes $k$. First we discuss the heating in the main resonance, satisfying Eq. (11), and its higher harmonics in Sec. IV A. Then we present a simple toy model capturing the most relevant coupling terms in Sec. IV B, and tests its predictions in Sec. IV C.

A. Heating of main resonance and its higher harmonics

The Mathieu equation (13), describing the dynamics of the sine-Gordon model up to linear order, predicts sharp resonances for a parametric drive satisfying the resonance condition (11) around the main resonance and its higher harmonics, $k \in \mathbb{Z}$, for weak driving amplitude $\tilde{g} < 1$. To test these predictions, and to identify the effect of non-linear mode couplings in the full many-body dynamics, we investigate the mode-resolved energy absorption of the sine-Gordon model, by applying TWA. As before, we focus on the lattice-regularized model, Eq. (9), where the modulated tunnel coupling $f(t)$ is given by Eq. (10) with $J_0 = 0$. This Hamiltonian is quadratic at $t = 0$, and we initialize the system in its ground state.

The quadratic part of the lattice Hamiltonian (9) can be easily diagonalized by Fourier transformation, yielding the spectrum

$$\varepsilon_k = \frac{2c}{a} \left| \sin \frac{ka}{2} \right|,$$

reducing to the linear Luttinger-liquid spectrum (6) for small wave numbers $k \ll 1/a$. We tune the driving frequency to parametric resonance with one of the low-energy modes according to Eq. (11), and consider the energy absorption of different modes,

$$E_k(t) = c \left( \frac{\pi}{2Ka} n_k n_{-k}(t) + \frac{2K}{\pi a} \sin^2 \frac{ka}{2} \langle \varphi_k \varphi_{-k} \rangle(t) \right).$$

Here, we defined $n_k = 1/\sqrt{N_s} \sum n_i \delta_{ij} e^{-iak}$, with a similar relation for $\varphi_k$. We can then apply the semi-classical truncated Wigner approximation [33], for evaluating the mode-resolved energy, Eq. (23), as a function of time. Below we parametrize the modes by the dimensionless wave number introduced in Sec. II A, $\tilde{k} = k/k_{\text{res}}$.

We plot the energy Eq. (23) for the main resonance $k = 1$, as well as the higher harmonics $k = 2$ and $k = 3$.
as a function of time in Fig. 3 for a moderate modulation strength \( \tilde{g} = 0.2 \). We find exponentially fast energy absorption in the main resonance \( \tilde{k} = 1 \) already at early times, in accordance with the linear Mathieu equation discussed in Sec. II B. At later times, the energy saturates due to the strong coupling to other modes. However, the heating of the higher harmonics \( \tilde{k} = 2 \) and \( \tilde{k} = 3 \) differs substantially from the dynamics of uncoupled oscillators. In contrast to a higher order parametric resonance, displaying a steady, albeit slow, heating, the energy absorption in modes \( \tilde{k} = 2 \) and \( \tilde{k} = 3 \) is almost completely suppressed at early times. We then observe a crossover to an unstable regime at intermediate times, where the numerical results point towards an exponentially fast heating, followed by an eventual saturation at even later times. This peculiar behavior is a consequence of the mode-coupling in the driven sine-Gordon Hamiltonian.

**B. Simplified model for mode-coupling**

In order to identify the most relevant coupling terms between modes, and to shed more light to the results shown above, we present a simplified toy model for the dynamics, focusing on the main resonance and its higher harmonics. To this end, we consider Eq. (12), and apply the expansion \( \sin \varphi_j \approx \varphi_j - \varphi_j^3/6 \), thereby keeping the lowest order non-linearity in the equation of motion. By applying a Fourier transformation and changing to the dimensionless variables introduced in Sec. II B, we obtain

\[
\left( \partial^2_x + \tilde{k}^2 + 2\tilde{g} \sin(2\tau) \right) \varphi_k = \frac{\tilde{g}}{6N_s} \sin(2\tau) \sum_{k_1, k_2} \varphi_{k_1} \varphi_{k_2} \varphi_{k-k_1-k_2}.
\]

(24)

From our numerical results we conclude that the energy absorption at short and intermediate times is dominated by the main resonance and a few higher harmonics for weak drives. Therefore, we keep only the resonant indices \( \tilde{k} \in \mathbb{Z} \) in Eq. (24) and drop the others. We focus on the dynamics of the main resonance \( \tilde{k} = 1 \), and the two lowest harmonics \( \tilde{k} = 2 \) and \( \tilde{k} = 3 \), and identify the most important coupling terms on the right hand side of Eq. (24).

Due to the rapid heating of the main resonance \( \tilde{k} = 1 \), and because of the small population of modes \( \tilde{k} = 2 \) and \( \tilde{k} = 3 \) on short time scales, to leading order we can neglect all coupling terms to higher harmonics in the equation of motion for mode \( \tilde{k} = 1 \). This reasoning leads to the following simplified equation for the main resonance,

\[
\left( \partial^2_x + 1 + 2\tilde{g} \sin(2\tau) \right) \varphi_1 = \frac{\tilde{g}}{2N_s} \sin(2\tau) |\varphi_1|^2 \varphi_1.
\]

(25)

Turning to the second harmonics \( \tilde{k} = 2 \), we expect that the coupling to the main resonance \( \tilde{k} = 1 \), the mode with the largest heating rate, will provide the dominant contribution to the energy absorption of mode \( \tilde{k} = 2 \) on short times scales. These considerations lead to the following equation of motion for mode \( \tilde{k} = 2 \),

\[
\left( \partial^2_x + 4 + 2\tilde{g} \sin(2\tau) \right) \varphi_2 = \frac{\tilde{g}}{N_s} \sin(2\tau) |\varphi_1|^2 \varphi_2.
\]

(26)

As noted in Sec. II B, the linear Mathieu equation for \( \tilde{k} = 2 \) gives rise to a weak resonance for \( \tilde{g} \lesssim 1 \) (left hand side of Eq. (26)). The mode heats up exponentially as a function of time, however, the time scale associated with this heating is much longer than the typical time scale of energy absorption for the main resonance, \( \tilde{k} = 1 \). Consequently, the contribution from this direct resonance is negligible at the early and intermediate stages of the dynamics. In contrast, we find that the non-linear coupling term on the right hand side gives rise to an effective resonant parametric drive for mode \( \tilde{k} = 2 \), and leads to a fast heating. Note that the time dependence of this driving term is determined by \( \sin(2\tau) |\varphi_1|^2 \). In our units, the natural frequency of mode \( \tilde{k} = 1 \) is 1, thus the average \( \langle |\varphi_1|^2 \rangle \) contains an oscillating contribution \( \sim \cos(2\tau) \). Combining this with the external modulation \( \sin(2\tau) \), we arrive at an effective parametric drive \( \sim \sin(4\tau) \varphi_2 \). By comparing to the resonance condition, Eq. (11), we find that this drive satisfies the parametric resonance condition, giving rise to a strong first order resonance, accompanied by an exponentially fast heating for mode \( \tilde{k} = 2 \). Importantly, the amplitude of this effective drive depends on the occupation of the main resonance through the amplitude...
Figure 4. Simplified description of heating. We compare the absorption predicted by the simplified equations (25) and (26) (dashed) to the full TWA time evolution (solid) for modes $\hat{k} \equiv k/k_{\text{res}} = 1, 2$. We plot the energy $E_k$ on a log-linear scale as a function of rescaled time $\gamma t/(2\pi)$. For the main resonance $\hat{k} = 1$, Eq. (25) predicts a faster heating than TWA, due to the absence of coupling to other modes. For the higher harmonics $\hat{k} = 2$, Eq. (26) gives a decreasing energy at early times, however, the emergent parametric drive provided by the main resonance gives rise to an efficient heating, pointing towards an exponentially fast energy absorption, albeit with a smaller rate than the one from the TWA solution. We used $N_s = 200$, $K = 40$, $\tilde{g} = 0.2$, and $k_{\text{res}} a = 8\pi/N_s$.

$|\varphi_1|^2$, leading to a weaker effect at short time scales, but becoming dominant at intermediate times, once mode $\hat{k} = 1$ has sufficiently heated up.

To qualitatively verify the reasoning presented in the previous paragraph, we compare the numerical solution of the simplified equations (25) and (26) to the full TWA dynamics. The results are plotted in Fig. 4 for a moderate coupling strength $\tilde{g} = 0.2$. For the main resonance $\hat{k} = 1$, Eq. (25) yields a larger heating rate than the full TWA solution, because we neglect the coupling and energy transfer to other modes. For the higher harmonics $\hat{k} = 2$, Eq. (26) gives a decreasing energy at early times, whereas the energy of the mode remains approximately constant in the full TWA. At later times, the coupling to the main resonance becomes dominant, giving rise to a steady energy absorption, pointing towards a mild exponential heating. The heating rate, however, is considerably smaller than the rate obtained from the TWA simulations.

While the simplified equations (25) and (26) can not account for all details of the full TWA dynamics, they are able to capture some important qualitative features, and illustrate how the coupling to the main resonance induces fast, seemingly exponential heating in the second harmonics. To gain a similar qualitative understanding of the dynamics of higher harmonics, we now examine the analogous simplified equation of motion for the third harmonics $\hat{k} = 3$.

Since lower harmonics are expected to display a larger heating rate for mode $\hat{k} = 3$, we identify the following dominant non-linear coupling terms, coupling $\hat{k} = 3$ to modes $\hat{k} = 1$ and $\hat{k} = 2$,

\[
(\partial_t^2 + 9 + 2\tilde{g} \sin(2\tau)) \varphi_3 = \tilde{g} \left( \frac{\sin(2\tau)}{N_s} \right) |\varphi_1|^2 + |\varphi_2|^2 \varphi_3 + \frac{\tilde{g}}{6N_s} \sin(2\tau) \varphi_3^3. \tag{27}
\]

The first two terms on the right hand side give rise to effective parametric drives, whereas the last term acts as an external driving force for mode $\hat{k} = 3$. The first effective parametric drive, $\sim \sin(2\tau)|\varphi_1|^2$, becomes stronger rapidly due to the exponentially fast heating of mode 1, and starts to induce an efficient energy absorption in mode $\hat{k} = 3$ at intermediate time scales. The second parametric drive, $\sim \sin(2\tau)|\varphi_2|^2$, contains terms oscillating as $\sin(2\tau)\cos(4\tau) \sim \sin(6\tau)$, satisfying the resonance condition (11) for mode $\hat{k} = 3$, and leading to a first order parametric resonance. Similarly to the effective resonant drive identified for mode $\hat{k} = 2$, the amplitude of the drive depends on the heating of a lower-lying mode. Therefore, the heating rate induced by this coupling becomes larger at intermediate time scales, when the occupation of the lower mode is sufficiently large. Finally, the third term on the right hand side of Eq. (27) amounts to an external driving force. Here $\varphi_3$ gives rise to oscillating terms of the form $e^{\pm 3i\tau}$ and $e^{\pm i\tau}$, leading to an effective resonant drive $\sin(2\tau)e^{\pm i\tau} \sim e^{\pm 3i\tau}$ for mode $\hat{k} = 3$.

While a resonant external force with constant amplitude gives rise to a heating that is linear in time, the force provided by mode $\hat{k} = 1$ increases exponentially with time, as mode $\hat{k} = 1$ becomes more populated. Therefore, this term may contribute towards an exponentially fast heating of mode $\hat{k} = 3$ at intermediate time scales, similarly to the effective parametric drives discussed above.

Our simplified model provides a qualitative explanation for the results plotted in Fig. 3. At short times, the main resonance starts to heat up exponentially fast due to the external parametric drive. In contrast, the direct energy absorption of the higher harmonics $\hat{k} > 1$ from the external drive is much less efficient, moreover, the non-linear coupling to mode $\hat{k} = 1$ is still weak due to the low population of this mode. Therefore, the heating of modes $\hat{k} > 1$ remains suppressed on short time scales. At intermediate time scales, the coupling between mode $\hat{k} = 1$ and its higher harmonics becomes dominant due to the high population of the main resonance. The strong effective parametric drive and external driving force emerging from this coupling give rise to a rapid heating in modes $\hat{k} = 2$ and $\hat{k} = 3$, consistent with an exponentially fast energy absorption. We note that the simplified equations, Eqs. (26) and (27), do not provide a rigorous evidence for exponential heating, since the population of the main resonance, and consequently the amplitude of the effective parametric drive, keeps changing on the time scales considered here. However, both the hand waving arguments presented above, and the numerical results obtained for the simplified model and for the full TWA dynamics, strongly suggest such an exponential heating regime. Finally, at even later times the population of all
of these modes saturates due to the coupling to the bath formed by the remaining modes. Even though the simplified model yields a qualitative explanation for the results plotted in Fig. 3, it does not capture the almost perfect suppression of heating in modes \( \hat{k} = 2 \) and \( \hat{k} = 3 \) at short time scales, instead predicting a slow decrease in energy (see Fig. 4). This deviation between the simplified description and the full quantum model is a direct consequence of the difference between the expansion \( \sin \varphi \approx \varphi - \varphi^3/6 \), and the exact function \( \sin \varphi \) appearing in the mean field equation of motion, pointing towards the importance of the precise form of the many-body potential in the dynamics.

C. Distribution of absorbed energy and higher-order correlations

We examine the heating of different modes, as well as the higher order correlations in the system for weak driving amplitude in Fig 5. This allows us to test the predictions of the simplified model presented in the previous section in more detail. We will briefly comment on the case of stronger modulations at the end of the section.

To cancel the rapid oscillations stemming from the external drive, we average the energy over one period of the drive,

\[
E_k(t) = \frac{1}{T} \int_{-T/2}^{t+T/2} dt' E_k(t'),
\]

with \( T = 2\pi/\gamma \). We plot snapshots of the mode-dependent energy \( E_k \) at different times for a weak driving amplitude \( \hat{g} = 0.4 \) in Fig 5a. As anticipated in Sec. IV B, the heating at short and intermediate time scales is dominated by the main resonance and its higher harmonics, leading to sharp peaks in the energy at wave numbers \( \hat{k} \in \mathbb{Z} \). In accordance with the delay of the heating in higher harmonics discussed above, the resonance peaks around \( \hat{k} = 2 \) and \( \hat{k} = 3 \) remain strongly suppressed on short time scales, and become more pronounced at later times.

To further investigate the scope of the effective description discussed in Sec. IV B, we also examine the higher-order density correlations in the system. We note that for a Gaussian state, all connected correlation functions above second order vanish due to Wick’s theorem. Therefore, by considering higher order correlators, we measure the deviation of the many-body wave function from a Gaussian state, and reveal a non-trivial correlated structure of the system. The lowest order non-Gaussian correlations are captured by fourth order correlators. Therefore, we consider two different fourth-order correlation functions,

\[ C^{(4)}_{k,-k,k',-k'} = \langle n_k n_{-k} n_{k'} n_{-k'} \rangle_c, \]  

and

\[ C^{(4)}_{k,k,k,k'} = \langle n^3_k n_{k'} \rangle_c, \]

with \( \langle \ldots \rangle_c \) standing for a connected correlator, and \( n_k \) denoting the Fourier transform of the particle number operator, \( n_k = 1/\sqrt{N_s} \sum_j n_j e^{-ij\hat{k}} \). The choice to focus on correlations between wave numbers \( \{ k, -k, k', -k' \} \) and \( \{ k, k, k', k' \} \) was motivated by our simplified model, Eqs. (26) and (27), implying potential strong correlations between these particular sets of wave numbers. Due to translation invariance, \( C^{(4)}_{k,k,k,k'} \) is non-zero only for \( k' = -3k \), whereas \( C^{(4)}_{k,-k,k',-k'} \) can be finite for arbitrary wave numbers \( k \) and \( k' \). Similarly to Eq. (28), we average these correlators over one period of the drive.

We show snapshots of the averaged correlators \( C^{(4)}_{k,-k,k',-k'} \) and \( C^{(4)}_{k,k,k,-3k} \) at an intermediate time \( \gamma t/(2/\pi) = 12.5 \), in the regime of weak modulation, \( \hat{g} \lesssim 1 \), in Fig 5b and c. We find that \( C^{(4)}_{k,-k,k',-k'} \) displays sharp correlation peaks between the multiples of the resonant mode, \( k \in \mathbb{Z}, k' \in \mathbb{Z} \). This behavior can be understood based on the simplified equations (26) and
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The effective parametric drive appearing on the right hand side of these equations induces strong correlations of the type $C_{\tilde{k},-\tilde{k},-\tilde{k}'}^{(4)}$ between the main resonance and the higher harmonics, $\tilde{k},\tilde{k}' \in \mathbb{Z}$, in accordance with the results plotted in Fig 5b. By contrast, the correlator $C_{\tilde{k},\tilde{k},-3\tilde{k}}^{(4)}$ reveals strong correlations between $n_{-3\tilde{k}}$ and $n_{\tilde{k}}^3$ for the main resonance $\tilde{k} = 1$, as well as much weaker correlation peaks for the higher harmonics $\tilde{k} = 2$ and $\tilde{k} = 3$ (see Fig 5c). The sharp correlation peak at $\tilde{k} = 1$ is consistent with the effective driving force appearing on the right hand side of Eq. (27), providing a strong coupling between the operators $\varphi_{\tilde{k}}^3$ and $\varphi_{-3}$.

In the presence of a large driving amplitude $\tilde{g} > 1$, the heating dynamics is modified. We plot the mode-resolved energy profile $E_k(t)$ for different times in Fig. 6, using the driving strength $\tilde{g} = 1.5$. In contrast to the case of a weak drive discussed above, a strong modulation leads to a broad parametric resonance, as well as to strong non-linear couplings between modes, resulting in a smoother energy profile $E_k$ at all times, without well defined resonance peaks. Instead, we observe a threshold at $\tilde{k}_{\text{thres}} \approx 2.25$, above which the energy starts to fall off as a function of $\tilde{k}$. We can gain a qualitative understanding of this behavior based on the uncoupled Mathieu equations (13), predicting a broadened first and second resonance in close proximity. The mode-coupling modifies the boundary of these unstable lobes, merging them into a single broad heating region $\text{Im} \nu(\tilde{k}, \tilde{g}) < 0$ with exponentially fast heating below the threshold $\tilde{k}_{\text{thres}}$. While this perturbative reasoning explains the main features in Fig. 6, the details of the dynamics depend strongly on the pronounced coupling between the modes, and can only be obtained from a simulation accounting for the full many-body potential.

For the strong drive considered in Fig. 6, the homogeneous mode $\tilde{k} = 0$ heats up exponentially fast [51], with a large heating rate, giving rise to a pronounced peak on short time scales (compare to the phase diagram of a single oscillator, Fig. 1). At later times, this high excitation is transferred to the remaining modes, as can be observed in Fig. 6.

V. OUTLOOK AND IMPLICATIONS FOR EXPERIMENTS

We have considered a quantum many-body analogue of a classical parametric oscillator, the sine-Gordon model in the presence of a modulated cosine potential. For weak driving amplitudes, we have found an exponentially fast heating of the main resonance, whereas the energy absorption of the higher-order resonances is suppressed on short time scales. On longer time scales the non-linear coupling terms in the Hamiltonian excite higher-oder resonances by effective parametric drives as well as external driving forces generated from the highly excited main resonance. Such mode coupling allow the higher resonances to absorb energy from the highly excited main resonance and gives rise to further sharp resonance peaks in the mode-resolved energy density. We have identified the most relevant couplings by exploring the higher-order correlations between modes, and constructed a simplified model to explain our findings. While this model provides a good qualitative understanding for our main results, it fails to describe some aspects of the dynamics, such as the almost perfect suppression of energy absorption at short times in all modes except the main resonance. This indicates the relevance of the full many-body potential in the time evolution.

The modulated tunnel coupling can be experimentally realized in various ultracold atomic settings, with one possible platform relying on coupling two hyperfine states of the cold atoms by a Raman coupling [28–30]. Here we discuss another possible realization of the driven sine-Gordon model, in a setting consisting of two parallel quasi-one-dimensional condensates in the presence of a modulated tunnel coupling. The one-dimensional description of this system, Eq. (2), fails when the transverse modes of the double well potential cannot be neglected anymore. At late times, these transverse modes may become populated due to the strong heating, leading to deviations from the sine-Gordon description. For the parameters used in this work, the total energy density of the system remains small compared to the chemical potential $gN$, with $N$ denoting the total particle number (despite some modes being exponentially populated). Under these conditions, we expect that the transverse modes of the trap can be neglected on the time scales we consider.

While realizing an oscillating coupling of the form of Eq. (10) with a deformed double well potential is relatively straightforward in the regime $J_1 < J_0$, reversing
the sign of $J(t)$ is substantially more challenging. We propose the procedure schematically depicted in Fig. 7 to realize the tunnel coupling $J(t) = J_1 \sin(\gamma t)$. The first half-period, $0 \leq t \leq \pi/\gamma$, can be realized by deforming the double-well trapping potential. An effective sign change can then be implemented by changing the global phase difference, $\phi_1 - \phi_2$, of the now uncoupled condensates by $\pi$. In the absence of tunnel coupling, $J(t) = 0$, the phase difference $\pi$ can be imprinting by switching on an energy difference $\epsilon$ between the two condensates, by adding a small left-right asymmetry to the double well trapping potential [7, 27]. The energy difference results in a global phase accumulation $\Delta(\phi_1 - \phi_2) = \epsilon t$, reaching the desired value $\pi$ at time $t = \pi/\epsilon$. Once the phase $\pi$ has been imprinted, the energy difference $\epsilon$ can be switched off. Repeating the same modulation sequence, $J(t) = J_1 \sin(\gamma t)$, $0 \leq t \leq \pi/\gamma$, leads to a time-dependent cosine potential with an opposite sign, $-J(t) \cos(\phi_j + \pi) = J(t) \cos \phi_j$, completing the first driving cycle.

We note that we have performed our simulations with periodic boundary conditions, amounting to a homogeneous average density and phase, $\langle n_k \rangle = \langle \phi_k \rangle = 0$. An experimental realization typically corresponds to open boundary conditions. The resulting boundary terms are relevant perturbations modifying the field theoretical description, and lead to Friedel oscillations superimposed on the modulations caused by the parametric drive [52]. Nevertheless, in a box potential the parametric instability could still be detected through the time dependent density and phase correlation functions in the bulk, $\langle \rho(x) \rho(x') \rangle(t)$ and $\langle \varphi(x) \varphi(x') \rangle(t)$, where the distance between $x, x'$ and the edge of the system is much larger than the healing length, as well as through the higher-order correlators. Alternatively, boundary effects can be avoided by implementing a ring geometry.

Besides the experimental relevance of our results, studying the mode-resolved energy absorption of other slowly driven quantum many-body systems remains of interest. The distribution of the absorbed energy, and the emerging correlation patterns can shed light on the dominant coupling terms between quasi-particles, as well as on the role of conservation laws or kinetic constraints.
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Appendix A: Derivation of the bosonized Hamiltonian

Using the notations of Ref. 37, the low energy excitations of the decoupled Hamiltonian (2) are described by the bosonized Hamiltonian

$$ H_0 = \sum_{j=1,2} \int_0^L dx \left[ u_s K_s \langle \pi \Pi_j \rangle^2 + \frac{u_s}{K_s} \langle \partial_x \phi_j \rangle^2 \right], $$

where $u_s$ is the velocity of excitations, $K_s$ the Luttinger parameters, $\langle \phi_j(x), \Pi_k(x') \rangle = i \delta_{jk} \delta(x - x')$. As a result of Galilean invariance[36],

$$ u_s K_s = \frac{\pi \rho_0}{m}, $$

while $K_s/u_s$ can be obtained from the compressibility of the Liéb-Liniger model. For weak coupling, we have the
approximations
\[ u_* \simeq \sqrt{\frac{\rho_0 g}{m}}, \]
\[ K_* \simeq \pi \sqrt{\frac{\rho_0}{mg}}. \]

The time dependent Josephson tunneling term (3) has the bosonized expression
\[ H_J = -2J(t)\rho_0 \int dx \cos(\theta_1 - \theta_2)(x), \]
with \( \partial_x \theta_j = \pi \Pi_j \). It is convenient to introduce symmetric and antisymmetric combinations
\[ \phi_r = \frac{1}{\sqrt{2}}(\phi_1 + r\phi_2), \theta_r = \frac{1}{\sqrt{2}}(\theta_1 + r\theta_2) \]
with \( r = \pm \), and rewrite \( H = H_+ + H_- \) with
\[ H_+ = \int \frac{dx}{2\pi} \left[ \frac{u_*}{4\pi a} (\phi_+)^2 + \frac{u_*}{K_*} (\partial_x \phi_+)^2 \right], \]
\[ H_- = \int \frac{dx}{2\pi} \left[ \frac{u_*}{4\pi a} (\phi_-)^2 + \frac{u_*}{K_*} (\partial_x \phi_-)^2 \right] - 2J(t)\rho_0 \int \cos \sqrt{2} \theta_-, \]
leading to Eq. (9) with \( c = u_* \) and \( K = K_* / 2 \).

Appendix B: Alternative formulation of SCTDHA for the Frenkel-Kontorova model

In this appendix we present an alternative formulation of the time dependent self-consistent harmonic approximation for the Frenkel-Kontorova model, following the approach described in Refs. [48, 49]. As shown in App. C, this approximation is equivalent to the time-dependent variational principle described in Sec. III A.

This approach relies on approximating the cosine term of the Frenkel-Kontorova model (9) as
\[ \cos \varphi_j \simeq e^{-\frac{\varphi_j^2}{2}}, \]
such that
\[ H_{\text{lat}} \simeq \frac{c}{2} \sum_{j=1}^{N} \left[ \frac{\pi n_j^2}{Ka} + \frac{K}{\pi a} (\varphi_{j+1} - \varphi_j + \rho_0 J(t) a Z(t) \varphi_j^2 \right], \]
with \( Z(t) = e^{-\langle \varphi_j^2 \rangle(t)/2} \).

It is convenient to use the Fourier decomposition
\[ n_j = \frac{1}{\sqrt{N}} \sum_k n_k e^{ikj}, \]
\[ \varphi_j = \frac{1}{\sqrt{N}} \sum_k \varphi_k e^{ikj}, \]
where \( k = \frac{2\pi p}{N} \) with \( p \) integer, and to rewrite Eq. (B1) as
\[ H_{\text{lat}} = \frac{c}{2} \sum_k \left\{ \frac{\pi n_k n_{-k}}{Ka} + \left[ \frac{2K}{\pi a} (1 - \cos k) + \rho_0 J(t) a Z(t) \right] \varphi_k \varphi_{-k} \right\}. \]

We obtain the equation of motion
\[ \frac{d^2 \varphi_k(t)}{dt^2} + [\omega_k^2 + \Omega^2(t)] \varphi(t) = 0, \] (B2)
with
\[ \omega_k^2 = \frac{2c^2}{a^2} (1 - \cos ka), \]
\[ \Omega^2(t) = \frac{2\pi c \rho_0 J(t) Z(t)}{K}. \]

The time evolution of \( \varphi_k(t) \) is fully determined by Eq. (B2) and the knowledge of \( \varphi_k(0) \) and
\[ \left( \frac{d\varphi_k(t)}{dt} \right)_{t=0} = \frac{\pi a n_k(0)}{Ka}. \] (B3)

Those initial conditions are determined by the ground state of the initial Hamiltonian. Since we have set \( \Delta(t < 0) = 0 \),
\[ H_{\text{SCTDHA}}(t < 0) = \sum_k \sqrt{\omega_k^2 + \Omega^2(0)} (a_k^\dagger a_k + 1/2), \]
with
\[ \varphi_k = a_k^\dagger + a_k \]
\[ n_k = i \sqrt{\frac{Ka}{\pi c}} \sqrt{\omega_k^2 + \Omega^2(0)} \frac{a_k^\dagger - a_k}{\sqrt{2}}. \]

Using these expressions and requiring that \( Z(t) \) should be determined self-consistently from Eq. (B1), we obtain a set of differential equations for each \( k \),
\[ \frac{d^2 Y_k}{dt^2} + \left[ \omega_k^2 + \frac{2\rho_0 \pi c J(t) Z(t)}{K} \right] Y_k = 0, \] (B4)
with initial condition
\[ Y_k(0) = \frac{1}{(\omega_k^2 + \Omega^2(0))^{1/4}} \]
\[ \dot{Y}_k(0) = -i (\omega_k^2 + \Omega^2(0))^{1/4}. \] (B5)
Finally, the coupling renormalization \( Z(t) \) is determined by

\[
Z(t) = \exp \left[ -\frac{\pi c}{4N_s K a} \sum_k |Y_k(t)|^2 \right]. \tag{B6}
\]

Therefore, the equation giving \( Z(t) \) is reduced to a nonlinear differential equation for the vector \( Y_k(t) \) with initial conditions given by (B5). Such equation can be integrated numerically with the Runge-Kutta algorithm (see [53] p. 897). The numerical solution of \( Y_k(t) \) will be discussed in more detail below.

To fully determine the initial condition, we have to solve for \( \Omega(0) \). The selfconsistent equation is

\[
a^2 \Omega^2(0) = \frac{2\pi \rho_0 J(0) a^2}{cK} \times \exp \left[ -\frac{\pi}{4N_s K} \sum_k \frac{1}{\sqrt{4 \sin^2(ka/2) + (a\Omega/c)^2(0)}} \right]. \tag{B7}
\]

When \( K > \frac{1}{8} \), Eq. (B7), has solutions for \( J(0) \ll c/(\rho_0 a^2) \) with

\[
\Omega(0) = \frac{2\pi c}{a} \left( \frac{\rho_0 J(0) a^2}{2\pi c K} \right)^\frac{a}{\pi \sqrt{1-a}},
\]

\[
Z(0) = \left( \frac{\rho_0 J(0) a^2}{2\pi c K} \right)^\frac{a}{\pi \sqrt{1-a}}.
\]

If we assume that \( Z(t) \) is almost constant, the conditions to find resonant modes will be

\[
\omega^2(k) + \int_0^T dt \frac{2\pi \rho_0 c \Omega(t)}{K} J(t) = \frac{n^2 \gamma^2}{4},
\]

with \( n \geq 1 \) integer, so for

\[
\gamma > 2 \sqrt{\omega^2(\pi) + \int_0^T dt \frac{2\pi \rho_0 c \Omega(t)}{K} J(t)}, \tag{B8}
\]

resonant modes are absent. In such case of high frequency driving, \( Z(t) \) can reach a non-zero limit at long times. However, when the condition (B8) is not satisfied, an unstable mode growing exponentially will be present, leading to \( Z(t) \to 0 \). Thus, the approximation of constant \( Z(t) \) breaks down over a timescale determined by the Floquet exponent with the largest imaginary part. Besides, the previous argument also shows that at long times, when \( \gamma < 2\omega(\pi) \), \( Z(t) \) cannot have a strictly positive limit. Otherwise, we would find an exponentially growing mode leading to \( Z(t) \to 0 \) and a contradiction. Thus, we are lead to expect two regimes, one of high frequency driving with \( Z(t) \) approaching a finite limit at long times, and another of low frequency driving with \( Z(t) \) going to zero for long times. In App. B2, we consider a simplified model, where only the resonant modes are taken into account. The model shows some periodic revivals of the coherence; albeit with a duration that decreases as \( O(1/t) \).

1. Numerical results for renormalization term \( Z(t) \)

Assuming for a moment that \( Z(t) \) is given, we consider the linear differential equation

\[
\frac{d^2 Y_k}{dt^2} + [\omega_k^2 + \Omega^2(t)] Y_k(t) = 0,
\]

and its fundamental solutions

\[
\begin{pmatrix} y_1 \\ y_2 \\ \dot{y}_1 \\ \dot{y}_2 \end{pmatrix} (k, t = 0) = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 1 \end{pmatrix}.
\]

We find that

\[
\varphi_k(t) = \frac{1}{(2Ka/\rho_0 \sqrt{\omega_k^2 + \Omega^2(0)})^{1/2}} \left[ a_k y_1 - i \sqrt{\omega_k^2 + \Omega^2(0)} y_2 \right] + a_k^\dagger (i \sqrt{\omega_k^2 + \Omega^2(0)} y_2),
\]

resulting in

\[
Z(t) = \exp \left[ -\frac{\pi c}{4NKa} \sum_k y_{1k}(t)^2 + y_{2k}(t)^2 (\omega_k^2 + \Omega^2(0)) \right].
\]

We have solved numerically the differential equation for \( Z(t) \) and \( Y_k(t) \) for \( J(t) = J_0 + J_1 \cos(\gamma t) \), where \( \gamma T = 2\pi \).

We have picked our unit of time so that \( c/a = 1 \) and set \( K = \pi \). We show the results for the case of \( J_0 = J_1 = 0.1 \) and \( \gamma = 1.5 \). In figure 8, the modulus of \( Y_k(t) \) is plotted as a function of \( k \). We have resonant modes at \( k^* = \pi/5 \) and \( 2\pi - k^* = 9\pi/5 \).

The time evolution of the resonant mode is shown on Fig. 9. The amplitude is not a monotonous function of
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Figure 8. Plot of the modulus of \( Y_k(t) \) versus \( k \) at time \( t = 50 \).

The two resonant modes at \( k^* = \pi/5 \) and \( 2\pi - k^* \) are clearly visible.
time, but shows a succession of maxima and minima, with the height of the maxima increasing with time.

Plotting the maxima as a function of time on a semi-logarithmic scale (Fig. 10), we find the points are close to a straight line, compatible with exponential growth at short times.

2. Analytical results for the self-consistent time-dependent harmonic approximation

We now discuss a few analytical approximations derived within the SCTDHA. For the differential equation (B4) we can show that for each $k$,

$$Y_k(t)\frac{dY_k(t)}{dt} - Y_{k*}(t)\frac{dY_{k*}(t)}{dt} = -2i,$$

and we have energy conservation

$$\frac{d}{dt}\left(\sum_k |\frac{d}{dt}|^2(k,t) + \omega_k^2|Y_k(t)|^2 - 8\Delta(t)Z(t)\right) = -8N\frac{d\Delta}{dt}Z(t),$$

(B9)

where $\Delta(t) = \rho_0 a J(t)$. After integrating (B9) over time, we find that if there is at least one mode $Y(k \neq 0, t)$ whose amplitude grows to infinity, then

$$\int_0^{\infty} Z(t)\frac{d\Delta}{dt}dt = -\infty,$$

and since $0 < Z(t) < 1$ while $\Delta(t)$ is also bounded,

$$\int_0^{\infty} \Delta(t)\frac{dZ}{dt}dt = +\infty.$$

Using

$$\left|\int_0^t Z(t')\frac{\Delta}{dt}dt'\right| < \int_0^t Z(t)\left|\frac{\Delta}{dt}\right|dt' < \text{Max}_{0 < t < T}\left|\int_0^t Z(t')dt'\right|,$$

so if we have modes with a divergent amplitudes,

$$\int_0^{\infty} Z(t)dt = +\infty.$$

Eq. (B6), however, implies that having modes with divergent amplitudes leads to $Z(t) \to 0$. So $Z(t)$ should decay to zero sufficiently slowly at long times to yield a divergent integral, implying that the amplitudes of unstable modes $|Y(k, t)|$ are also growing sufficiently slowly. Now, let’s return to Eq. (B4), with $J(t)$ given by Eq. (10), and let’s consider $k = k_r$ where $\omega(k_r) = \gamma/2$. We will seek $Y(k_r, t)$ in the form

$$Y(k_r, t) = A(t)e^{i\frac{\gamma}{2}t} + B(t)e^{-i\frac{\gamma}{2}t},$$

neglecting $2\rho_0 c J_0 Z(t)/K$ compared with $\gamma^2/4$. We end up with the system of differential equations,

$$\frac{d^2A}{dt^2} + i\gamma\frac{dA}{dt} - i\pi\rho_0 c J_1 K Z(t)B = 0,$$

$$\frac{d^2B}{dt^2} - i\gamma\frac{dB}{dt} + i\pi\rho_0 c J_1 K Z(t)A = 0.$$

Neglecting the second derivatives, as $A(t)$ and $B(t)$ are expected to vary slowly over one period, and introducing Pauli matrices, we rewrite our system as

$$i\gamma\sigma_3\begin{pmatrix} A \\ B \end{pmatrix} + \pi\rho_0 c J_1 K Z(t)\sigma_2\begin{pmatrix} A \\ B \end{pmatrix} = 0,$$

that is solved in the form

$$\begin{pmatrix} A(t) \\ B(t) \end{pmatrix} = \exp\left[\int_{t_0}^t \frac{\pi\rho_0 c J_1 K}{\gamma} Z(t')dt'\right]\begin{pmatrix} A(t_0) \\ B(t_0) \end{pmatrix}.$$

We see that when the integral of $Z$ is finite, $A$ and $B$ remain finite, but if the integral of $Z$ is divergent, $A$ and $B$ will grow to infinity. With the help of (B2), we find

$$Y(k_r, t) = A\cos\left(\frac{\gamma t}{2}\right)\exp\left[\int_0^t \frac{\pi\rho_0 c J_1 K}{\gamma} Z(t')dt'\right] + \ldots$$
The same equation holds for $Y(-k_r,t)$. The amplitude squared diverges as

$$|Y(k_r,t)|^2 = \frac{|A|^2}{2} [1-\cos \gamma t] \exp \left[ \int_0^t \frac{2\pi \rho_0 c J_1}{\gamma K} Z(t') dt' \right] + \ldots ,$$

and we have

$$\left| \frac{dY(k_r,t)}{dt} \right|^2 + \frac{\gamma^2}{4} |Y(k_r,t)|^2 = \frac{\gamma^2 |A|^2}{4} \exp \left[ \int_0^t \frac{2\pi \rho_0 c J_1}{\gamma K} Z(t') dt' \right].$$

Assuming only the modes at $\pm k_r$ are divergent, and introducing

$$\zeta(t) = \frac{\pi c |A|^2}{4NK\alpha} \exp \left[ \int_0^t \frac{2\pi \rho_0 c J_1}{\gamma K} Z(t') dt' \right],$$

we obtain

$$\frac{\dot{\zeta}}{\zeta} = \frac{2\pi \rho_0 c J_1}{\gamma K} \exp \left[ - (1-\cos \gamma t) \zeta(t) \right].$$

We have the inequality

$$\int_{\zeta(t)}^{\zeta(t)} \frac{dc'}{\zeta} e^{2c'} \geq \frac{2\pi J_1 \rho_0 c t}{\gamma K},$$

yielding

$$\zeta(t) \geq \frac{1}{2} \ln \left( \frac{2\pi J_1 \rho_0 c t}{\gamma K} \right) + o(1).$$

Since $\zeta(t) \rightarrow +\infty$, Eq. (B 2) implies that except in the vicinity of $\gamma t = 2n\pi$, with integer $n$, $\dot{\zeta} \ll 1$. Near $\gamma t = 2n\pi$, we can expand the cosine in Eq. (B 2) to obtain

$$\frac{\dot{\zeta}}{\zeta} \approx e^{-\zeta(2n\pi/\gamma)(\gamma t - 2n\pi)^2/2}.$$

By integrating, we have the relations

$$\zeta \left( \frac{2n + 1}{\gamma} \right) \approx \zeta \left( \frac{2n}{\gamma} \right) \exp \left[ \frac{\pi \rho_0 c J_1}{\gamma^2 K} \sqrt{\frac{2\pi}{\zeta \left( \frac{2n}{\gamma} \right)}} \right],$$

$$\zeta \left( \frac{2n - 1}{\gamma} \right) \approx \zeta \left( \frac{2n}{\gamma} \right) \exp \left[ - \frac{\pi \rho_0 c J_1}{\gamma^2 K} \sqrt{\frac{2\pi}{\zeta \left( \frac{2n}{\gamma} \right)}} \right],$$

provided $\zeta(2n\pi) \gg 1$. Using the above expressions to obtain $\zeta((2n + 1)\pi/\gamma)$ as a function of $\zeta(2n\pi/\gamma)$ and of $\zeta((2n + 2)\pi/\gamma)$, we get

$$\zeta \left( \frac{2n}{\gamma} \right) \approx 2\pi \left( \frac{n\pi \rho_0 c J_1}{\gamma^2 K} \right)^2,$$

and for $(2n - 1)\pi < \gamma t < (2n + 1)\pi$,

$$\zeta(t) \approx 2\pi \left( \frac{n\pi \rho_0 c J_1}{\gamma^2 K} \right)^2 \times \exp \left[ \frac{1}{2n} \text{erf} \left( \frac{2\pi^3/2 \rho_0 c J_1}{\gamma K} n \left( t - \frac{2n\pi}{\gamma} \right) \right) \right],$$

and

$$Z(t) \approx \exp \left[ -\pi \left( \frac{\pi \rho_0 c J_1 n}{\gamma K} \right)^2 \left( t - \frac{2n\pi}{\gamma} \right)^2 \right].$$

We can rewrite this equation in differential form to arrive at

$$\zeta \left( \frac{2n}{\gamma} \right) \exp \left[ \frac{\pi \rho_0 c J_1}{\gamma^2 K} \sqrt{\frac{2\pi}{\zeta \left( \frac{2n}{\gamma} \right)}} \right] = \zeta \left( \frac{2n + 2}{\gamma} \right) \exp \left[ \frac{\pi \rho_0 c J_1}{\gamma^2 K} \sqrt{\frac{2\pi}{\zeta \left( \frac{2n + 2}{\gamma} \right)}} \right].$$

We thus obtain

$$\int_{\frac{(2n+1)}{\gamma}}^{\frac{(2n+1)}{\gamma}} dt Z(t) \approx \frac{\gamma K}{\pi \rho_0 c J_1 n},$$

and

$$\int_{0}^{t} dt Z(t) \approx \frac{\gamma K}{\pi \rho_0 c J_1} \ln \frac{\gamma t}{2\pi}.$$

Qualitatively, at long times, $Z(t)$ is nearly zero except in intervals of size $\sim 1/n$ around $t = 2n\pi/\gamma$, where $Z(t) \approx 1$. This leads to short lived periodic revivals of the phase coherence between the chains. The non-resonant modes lead to a blurring of those revivals, but spikes in $Z(t)$ are visible in our numerical simulations. If we consider the total energy, $\Delta(t)Z(t)$ is bounded, so it is enough to
use (B10) to find the energy going as
\[
\langle H(t) \rangle \sim \frac{2Na}{cK} \left( \frac{\pi \rho \omega J_1 n}{\gamma} \right)^2 \times 
\exp \left\{ \frac{1}{2n} \exp \left[ \frac{2\pi^{3/2} \rho \omega J_1}{\gamma K} n \left( t - \frac{2n\pi}{\gamma} \right) \right] \right\},
\]
when \( t \sim 2n\pi \). We find an energy increasing as \( O(t^2) \).

**Appendix C: Equivalence of the time-dependent Gaussian variational ansatz and the self-consistent time dependent harmonic approximation**

In this appendix we show the equivalence of the time-dependent variational principle outlined in Sec. III A, and the time dependent self-consistent harmonic approximation as formulated in Refs.[48, 49] and used in App. B.

First, expressing \( \Sigma_k \) as a function of \( \hat{G}_k/G_k \), the system (19) is rewritten as a single second order differential equation for \( G_k \)
\[
\frac{K}{4\pi c} \left[ \frac{\hat{G}_k}{G_k} - \frac{1}{2} \left( \frac{\hat{G}_k}{G_k} \right)^2 \right] = \frac{\pi c}{8KG_k^2} - \frac{cK}{2\pi} - J(t)Z(t)\rho_0.
\]
Introducing \( y_k = \sqrt{G_k} \), one has
\[
\frac{1}{y_k} \frac{d^2 y_k}{dt^2} = \frac{1}{2} \left[ \frac{\hat{G}_k}{G_k} - \frac{1}{2} \left( \frac{\hat{G}_k}{G_k} \right)^2 \right],
\]
so that in terms of \( y_k \), Eq. (C1) becomes
\[
\frac{d^2 y_k}{dt^2} = \left( \frac{\pi c}{4K^2 y_k^2} - \left( c^2 k^2 + \frac{2\pi cJ(t)Z(t)\rho_0}{K} \right) y_k. \right.
\]
Eq. (C2) is the equation of motion of a classical particle moving in a time-dependent harmonic central force field written in polar coordinates[31]. The term \( \pi^2 c^2/(4K^2y_k^2) \) is the centrifugal force, while the term proportional to \( y_k \) is the harmonic restoring force. Eq. (C2) is thus linearized by introducing the angular coordinate \( \theta_k \) satisfying
\[
\frac{d\theta_k}{dt} = \frac{\pi c}{2Ky_k^2}.
\]
with initial condition \( \theta_k(0) = 0 \). In terms of the variable \( z_k = \sqrt{G_k} e^{i\theta_k} \), Eq. (C2) becomes
\[
\frac{d^2 z_k}{dt^2} = \left( c^2 k^2 + \frac{2\pi cJ(t)Z(t)\rho_0}{K} \right) z_k.
\]
That is precisely Eq. (B4), obtained using the self-consistent time dependent harmonic approximation (SCTDHA) [48, 49].

Having reduced Eq. (19) to a linear second order equation, the initial conditions of Eq. (C4) are
\[
\begin{align*}
z_k(0) &= \sqrt{G_k(0)} \\
\dot{z}_k(0) &= \frac{2\pi c}{K} \sqrt{G_k(0)} \Sigma_k(0) + \frac{i\pi c}{2K \sqrt{G_k(0)}}.
\end{align*}
\]
Again using the solutions \( y_{1k}(t) \) and \( y_{2k}(t) \) of the differential equation
\[
\frac{d^2 Y_k}{dt^2} = - \left( c^2 k^2 + \frac{2\pi cJ(t)Z(t)\rho_0}{K} \right) Y_k,
\]
with initial conditions
\[
\begin{pmatrix} y_1(0) & y_2(0) \\
\dot{y}_1(0) & \dot{y}_2(0) \end{pmatrix} = \begin{pmatrix} 1 & 0 \\
0 & 1 \end{pmatrix},
\]
we find
\[
z_k(t) = \sqrt{G_k(0)} \begin{pmatrix} y_{1k}(t) + \frac{\pi c y_{2k}(t)}{2K G_k(0)} \end{pmatrix}.
\]
Since our initial state was a steady state, \( \Sigma_k(0) = 0 \). Then, \( G_k(t) = |z_k(t)|^2 \) yields
\[
G_k(t) = G_k(0) \left[ y_{1k}(t)^2 + \frac{\pi^2 c^2 y_{2k}(t)^2}{4K^2 G_k(0)^2} \right],
\]
and using the equilibrium Green’s function Eq. (21), we get
\[
Z(t) = 
\exp \left[ - \int_{-\Lambda}^\Lambda \frac{dk}{8K \sqrt{k^2 + \Delta^2}} \left( y_{1k}(t)^2 + c^2 (k^2 + \Delta^2) y_{2k}(t)^2 \right) \right].
\]

**Appendix D: Gap renormalization and infinite temperature runaway instability in SCTDHA in the amplitude-modulated sine-Gordon model**

In Sec. III we approximated the gap of the sine-Gordon model with \( J_0 \neq 0 \) by Eq. (8). A more precise expression within SCTDHA takes into account the renormalization of the tunnel coupling by quantum fluctuations. To this end, the system is assumed to be in its stationary gapped ground state, i.e. \( \Sigma_k = 0 \) for \( t \leq 0 \). The initial correlator for the continuum version is determined from Eq. (19b),
\[
G_k = \frac{\pi}{2K} \frac{1}{\sqrt{k^2 + \Delta_0^2}},
\]
where \( \Delta_0 \) is self-consistently given as:
\[
\Delta_0^2 = \frac{2\pi J \rho_0}{cK} \exp \left( - \frac{1}{2} \int_{-\Lambda}^\Lambda \frac{dk}{4K \sqrt{k^2 + \Delta_0^2}} \right).
\]
Assuming \( \Delta_0 \ll \Lambda \), the above equation gives \( \Delta_0^2 \approx (g_0/2)(\Delta_0/(2\Lambda))^{1/(4K)} \), which implies that \( K_c = \frac{1}{\pi} \).
(Kosterlitz-Thouless transition). The cosine is relevant (irrelevant) for $K > K_c \ (K < K_c)$. In this initial gapped phase, the classical oscillation frequency, $\sqrt{\delta_0}$ is renormalized by the factor $Z$ due to quantum fluctuations.

In the presence of a modulation in the tunnel coupling, the system can enter a region of infinite temperature runaway instability depending on the strength and frequency of the modulation. This effect can be understood within the variational wavefunction approach as follows. In the initial gapped phase, the classical oscillation frequency near the $\phi = 0$ minimum of the cosine potential is renormalized by the factor $Z$ due to quantum fluctuations. The introduction of a modulation to the amplitude of the bare cosine potential can give rise to an ergodic regime which amplifies quantum fluctuations (i.e. leads to “particle generation” via parametric resonance) and closes the gap, i.e. $Z(t) \to 0$. Once the gap closes, it remains closed; we take this as an indication of the runaway to the infinite-temperature limit. For weaker modulations, however, the system can stay in a non-ergodic regime, where the quantum fluctuations remains bounded, $Z(t)$ remains finite at all times, and $\phi$ remains localized. The phase diagram showing the ergodic-non-ergodic phase transition was previously derived in Ref. 15.

**Appendix E: Adiabatic limit in the selfconsistent time dependent harmonic approximation**

If we make a WKB approximation in Eq. (B2), we find:

$$y_{1k}(t) = \left( \frac{\omega_k^2 + \Omega^2(t)}{\omega_k^2 + \Omega^2(t)} \right)^{1/4} \cos \left[ \int_0^t \sqrt{\omega_k^2 + \Omega^2(t')} dt' \right],$$

$$y_{2k}(t) = \frac{(\omega_k^2 + \Omega^2(t))^{-1/4}}{(\omega_k^2 + \Omega^2(t))^{1/4}} \sin \left[ \int_0^t \sqrt{\omega_k^2 + \Omega^2(t')} dt' \right],$$

and substituting this expression into (B6) gives

$$\Omega(t) = \frac{2\pi c}{a} \left( \frac{\rho_0 a^2 J(t)}{2\pi c K} \right)^{\frac{1}{\pi K}},$$

In the adiabatic regime, the modes adapt instantaneously to the variations of the hopping $J(t)$ and the evolution of the gap is adiabatic. Now, when $J(t + T) = J(t)$ is periodic, $\Omega(t) = \Omega(t + T)$. The WKB solutions (E1) can then be combined as $y_1 \pm i(\Omega_2^2(0))^{1/2} y_2$ to satisfy a Floquet condition with Floquet exponent

$$\pi \nu(k) = \pm \int_0^T \sqrt{\omega_k^2 + \Omega^2(t)} dt.$$  

The condition for the validity of the WKB approximation is

$$\frac{d}{dt} \left( \sqrt{\omega_k^2 + \Omega^2(t)} \right) \ll \omega_k^2 + \Omega^2(t),$$

so it is always valid for $\omega_k \gg \Omega$. For $k \to 0$, the condition becomes

$$\left| \frac{d\Omega}{dt} \right| \ll \Omega^2(t). \quad (E1)$$

In the case of a periodic $\Omega(t) > 0$, Eq. (E1) imposes $\gamma < \min_{0 < t < T} \Omega(t)$. The resonance condition being $\sqrt{\omega_k^2 + \Omega^2} = n \gamma/2$, the only possible resonances are at $n \gg 1$ and their width and Lyapunov exponent are exponentially suppressed with $\Omega/\gamma$. This explains the purely real Floquet exponents in the adiabatic limit. Eq. (E1) also indicates that adiabaticity breaks down when $\Omega(t) \to 0$. In the case of $J(t) = \lambda(t_0 - t)$, we enter a non-adiabatic regime at $t = t_*$ with

$$t_0 - t_* \sim \frac{a}{c} \left( \frac{\rho_0 a^2 \lambda}{\pi K} \right)^{\frac{1}{\pi K}}. \quad (E2)$$

In particular the modes with momenta $k < k_* \sim (\rho_0 a^2 \lambda/c^2)^{\frac{1}{\pi K}}$ start to exhibit non-adiabatic evolution. But since the timescale $t_0 - t_*$ is less than one period of these modes, they behave as if they had been frozen at time $t = t_*$. As a result, $\langle \cos \varphi_j(t) \rangle = Z(t_*) \sim \lambda^{\frac{1}{\pi K}}$ indicating a residual coherence.
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