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ABSTRACT

Aims: To review the current state of hospital bed planning, and to develop a simple tool to estimate short-term future bed requirements using historical bed occupancy data.

Study Design: Analysis of daily bed occupancy between January 2008 and October 2015. Synthesis of trends into a method for forecasting bed numbers for each day of the year.

Place and Duration of Study: Daily occupied bed statistics for King’s College University Hospital, a large London Teaching Hospital having 1,600 beds.

Methodology: An eight-year time-series of daily midnight bed occupancy covering elective, emergency and transfer admissions has been used to estimate the number of beds required to deliver a delay-free hospital.

Results: In this large 1,600 bed hospital it is estimated that 100 extra beds (a 6.3% increase) are required to deliver delay free admissions, i.e. no delays to admission from the emergency department or delays due to cancelled elective operations.

*Corresponding author: E-mail: neerajectknoo@hotmail.com;
Co author: E-mail: hcaf_rod@yahoo.co.uk;
Conclusion: The analysis reveals that far higher flexibility is required in staffing levels than is currently available. Potential strategies are discussed to address this issue.

Keywords: Hospital bed modelling; optimum occupancy; trend analysis; health policy; queuing theory; delay to admission; staffing.

1. INTRODUCTION

The Affordable Care Act and slow growth in Medicare prices has given greater impetus to cost containment in the US health care industry, while financial austerity in the UK is having the same impact on the NHS [1]. Issues around bed numbers and occupancy are becoming an increasing part of value for money calculations. Calculating bed requirements in acute hospitals has always been a method caught between a desire to reduce capital and staffing costs, and the operational need to maintain suitable capacity to optimise patient flow. While it is true that bed numbers in the UK (and around the world) have been declining over many years in both absolute and real terms, it is also true that bed occupancy in England is now alarmingly, and almost certainly, dangerously high [2-4]. For example, bed occupancy always reaches a maximum in the 4th quarter of the UK financial year (1st quarter of the calendar year) due to winter pressures [5], and (midnight) occupancy in English acute hospitals (including children’s wards) peaked at an average of 90.7% in the 4th quarter of 2014/15, rising to 91.2% in the 4th quarter of 2015/16 [6].

In 2011 the OECD average acute bed occupancy was 78% with 10 countries above and 15 below the average [7]. Between 2000 and 2011 average bed occupancy in OECD countries increased by a median of +1 percentage point (-1.3% lower quartile, +4.5% upper quartile). The wide range across the OECD leads to the question as to the optimum average occupancy for hospital efficiency. This research paper will start with a review of current knowledge and misconceptions regarding bed numbers and occupancy and then conclude with a pragmatic method for estimating future bed requirements.

1.1 Optimum Occupancy

The poorly understood issue of optimum bed occupancy needs to be addressed. The 85% average occupancy figure (commonly quoted as offering optimum occupancy) appears to have been developed around 1975 as a federal target in the USA in a bid to reduce bed numbers [8]. There was no apparent quantitative analysis supporting this blanket 85% figure, and due the relationship between average occupancy, size and the ability to provide available beds [3], it transpired that at 85% average occupancy around 40% of obstetric units and 90% of intensive care units had insufficient capacity to provide a bed for the next arriving patient [8]. The 85% figure was further clouded by complete misinterpretation of the study of Bagust et al. [9], which showed that in a medical bed pool comprising 200 beds, the inability to accommodate arriving patients commences at 85% average occupancy, and approached crisis above 90% average occupancy. These figures only apply to a bed pool containing 200 beds, and at an assumed figure of 7.5% maximum seasonal variation [9].

In reality, an infinite range of average occupancies apply in the real world, which depends on the size and complexity of the hospital, the availability of alternative hospitals, and even the effect of latitude on seasonal variation [3-5,10-14]. As implied by queuing theory, there are economy of scale factors relating to smaller hospitals and wards [15-17]. Indeed, the optimum average occupancy is also a function of the balance between capital costs (the cost of an empty bed), and the ‘cost’ of not having a bed available to treat the next arriving patient [18]. Hence, in the USA during the 1980’s there was considerable debate regarding the best method to reimburse hospitals for unavoidable capital costs in smaller hospitals as part of Medicare payments [19].

1.2 Deleterious Effects of High Occupancy

High bed occupancy (and associated poor patient to staff ratios) has been associated with a host of deleterious consequences such as, violence against staff [20-22], staff recourse to anti-depressant medication [23,24], staff fatigue and burn-out [25], increased number of medical errors, falls and never-events [2,22], increased in-hospital mortality [26-35], queues for admission in the emergency department [36-41], and adverse care and outcomes for patients consequently boarded in the wrong ward, and in the emergency department [42-51], leading to
increased length of stay and higher readmission rates [52-54], transmission of multiple antibiotic-resistant organisms [55-61], cancelled elective surgery [62], and delays in the movement of patients through to the critical care department [63]. High bed occupancy in the critical care unit has been associated with poor outcomes for those with sepsis [32], premature discharge, higher readmission and mortality [63].

The mechanism by which high occupancy works appears to be related to the effects of unrelenting high workload on safety and hygiene standards [60], and hence several studies have also implicated high throughput of patients per bed as an additional factor in hospital acquired infections [55,56,64]. Infections such as MRSA and Norovirus can further cripple the bed pool and shift bed pressure to other areas of the hospital leading to both operational inefficiency and financial pressures. Research seems to indicate that the presence of adequate bed numbers facilitates time to make fundamental process changes leading to improved efficiency (lower length of stay) while too few beds simply promotes “bed crisis” [65]. Various hospitals in England (and elsewhere) are further experiencing “bed crisis” both in terms of high bed occupancy and reduced available bed numbers as a result of a single sex ward policy which was recently introduced in the UK [66]. Hospitals with good infrastructure and high bed pool are accommodating this new target compliance by reconfiguring the flow of patients and revisiting patient pathways, whilst smaller hospitals are struggling to comply with detrimental financial impact. Interestingly high occupancy is often a sign of wider resource constraints which act in combination to create poor outcomes and higher mortality [24,34,60,64,67] – hence is a sign of a financially distressed organisation.

An average (midnight) occupancy of 90.7% for an entire quarter, implies that 100% daytime occupancy prevailed across the whole of England on almost every weekday of that quarter [3-6] – midnight occupancy being the minimum point in the 24-hour occupancy cycle. Clearly, something is desperately wrong with bed modelling both in England and potentially elsewhere in the world.

### 1.3 Declining Numbers of Available Beds

Fig. 1 illustrates several issues regarding the rate of decline in acute bed numbers in England. Firstly, the rate of decline has diminished over time (see trend line), and appears to have reached somewhere near to zero in 2015/16. Secondly the trend is characterised by a regular series of peaks and troughs, and that the major loss of beds in 2006/07, a year of unusually low demand [5], was counterbalanced by a net gain in beds in 2008/09. The years of higher bed demand appear to coincide with periods of unexplained higher all-cause mortality in the population, in which deaths, medical admissions and staff sickness absence demonstrate spatial patterns consistent with an infectious event [68-71]. Clearly forecasting bed requirements is more complex - and volatile, than first appears [72-75].

### 1.4 Simplistic Assumptions in Bed Modelling

As has been pointed out, part of the problem lies in the simplistic notions which have been applied to bed modelling for many years [76,77], namely, that bed requirement equals future activity (always underestimated) times average length of stay (likewise underestimated) times optimum/required average occupancy - also overestimated [11]. In the UK, such simplistic notions have been encouraged by the processes forced upon the NHS by recourse to prohibitively expensive Private Finance Initiative (PFI) funding for new hospital estate [78-82]. In England, the actual number of occupied beds (as opposed to available beds) has not declined over the past 15 years [83,84], hence the operationally crippling high occupancy levels seen in recent years (as discussed above) – although the problem is not limited to the UK [7,85,86]. Some of the more serious abuses in bed forecasting will now be discussed.

#### 1.4.1 Length of stay

From a bed planning perspective average length of stay (LOS) is one of the most abused and poorly understood components of bed calculations. Average LOS is always assumed to be a constant - which only reduces over time. As with any calculated average, LOS is subject to the usual limitations of the standard error of the mean, namely, uncertainty in average LOS increases as sample size reduces. Hence, variation around the mean will increase as hospital size reduces.

Regarding the assumed reduction in average LOS over time, it has been pointed out that while LOS did decline significantly in the 1980’s and
Fig. 1. Change in available acute bed numbers from one year to the next (England)

Source: The base data on Bed Availability and Occupancy was obtained from the NHS England website. https://www.england.nhs.uk/statistics/statistical-work-areas/bed-availability-and-occupancy/bed-data-overnight/

[6]. Bed numbers include overnight plus day beds and are for acute care only, i.e. excludes mental health and maternity

1990’s, the rate of decline since 2000 has been minimal in Australia, the UK and USA [87]. The increasing average age of hospital admissions has even led to a trend to increasing average LOS in recent years [84]. The apparent reduction in average LOS in England over the past decade has been far lower than appreciated. This is due to some 1.6 million same-day-stay emergency ‘admissions’ (possibly called emergency department attendances in other countries) acting to dilute the real average LOS (see section 1.4.2 below) [88,89].

In addition, LOS is highly sensitive to environmental factors (weather, pollution, infectious outbreaks, etc) and fluctuates over time [87,90]. One study involving admissions across a large health authority demonstrated that the variation associated with calculated average LOS (conducted on a quarterly basis) for a wide range of diagnoses decreased in a log-log manner with the number of admissions – as expected from the square root relationship defining the standard error of the mean. For an average LOS calculated from 10 admissions the standard deviation was equivalent to 40% of the average LOS, and at 100 admissions was around 18% of the average, etc [87]. In addition to this fundamental relationship with size, particular diagnoses were shown to have up to 4-times higher variation due to high environmental sensitivity [87]. This same study demonstrated large variation in average LOS over many years for diagnosis groups in Australia, and for Cardiology admissions in Alberta (Canada). Another study of medical group average LOS in Belfast demonstrated that LOS rose during periods of unexplained higher deaths (all-cause mortality) [91]. Clearly average LOS is not a constant, and can be subject to unexpected trends.

All the above is highly relevant since any bed calculation relies heavily on an unbiased view of average LOS, and especially so regarding future trends.
1.4.2 Same-day-stay admissions

As mentioned above, same-day-stay admissions arise when the person is admitted but discharged before midnight of the same day. Such admissions, must be factored into the overall bed count. Hence the 1.6 million same-day-stay ‘emergency’ admissions in England, which have mainly arisen since the introduction of the 4-hour target for a stay in the emergency department introduced in 2002 [88], probably account for somewhere between 1,600 to 3,200 occupied beds which would imply that some 2,000 to 4,000 additional available beds will be required to service these arrivals. Analysis of this stream of patients indicates that their bed occupancy tends to peak around 2 pm (unpublished analysis). It is these patients that tend to push the actual bed occupancy close to 100% in the majority of English hospitals during working hours, and their contribution to overall bed requirements is usually ignored.

1.4.3 Demographic-based forecasting of future admissions

Demographic growth has been used for many years, and is still widely used in many models [92,93], despite being contradicted by the actual trends [68-74,91,94,95], and by the evidence indicating that the marginal changes in bed demand may be driven by nearness to death rather than due to demography per se [96,97].

Demographic forecasting, or age standardisation, was introduced into the field of Public Health as a means of comparing disease rates among populations of disparate age structure. Additional adjustments can be applied for race, gender, deprivation, proximity to pollutants, etc. However, while this is an entirely valid application, it does not automatically follow that today’s rate carries forward into the future.

Demographic-based forecasting is therefore subject to the constant risk fallacy [98], namely, the rate of admissions per age band is not constant but changes over time. This constantly changing rate is driven by changes in disease prevalence due to lifestyle and drug developments, however, it is constrained by the fact that all persons will die due to one cause or another, hence as one disease is reduced (say cardiovascular conditions) another condition will arise to take its place.

In the UK, open discussion regarding unprecedented growth in medical admissions, which is part of a repeating cycle of unexplained high medical admissions which only ever coincide with periods of unexplained high deaths, and staff sickness absence [68-71,95,99], has been largely avoided by politicians and policy makers alike – made possible by a high degree of central control over the NHS. It has been suggested that these ‘events’ behave in exactly the same way as expected from an infectious outbreak, however, whatever the cause they leave in their wake a series of single-year-of-age specific changes in admission rates which defies all notions of a textbook demographic-basis for future admission rates [100].

Not every condition is affected and both surgical and trauma admissions do indeed appear to roughly follow demographic trends (with additional long-term weather-induced cycles in trauma admissions) [71]. Orthopaedic (elective) admissions follow a trend higher than expected from demography simply because the technology behind orthopaedic procedures is expanding over time. Transplantation technology has shown the same technical developments, however, the number of procedures is limited by the availability of suitable donor organs.

In conclusion, demographic-based forecasting does not have a strong theoretical basis for its application into bed planning, and significantly underestimates future beds in the medical specialties.

1.5 Insights from Queuing Theory

Academics and others have extolled the virtues of queuing theory [11,101-104]. However, practice shows that this approach works best in those services which approximate genuine 24/7 demand, mainly maternity services and intensive care [105-107]. While health service demand approximates to Poisson randomness, once again, practice shows that elective demand can exhibit up to twice the variation predicted from Poisson statistics, and emergency admissions can exhibit up to three-times the variation [108]. The effects of the environment (weather and metrological variables, air quality, infectious agents) upon human health and symptom exacerbation is simply too profound to be ignored or even fully anticipated [109]. Wider afield in mental health, complex neural networks have been used to ‘right size’ the balance between acute and community care [110]. Unfortunately, the pressures of operational management and lack of technical expertise often make recourse
to such sophisticated approaches beyond the reach of most hospitals. In the UK, this represents a somewhat unfortunate by-product of attempting to run the NHS as a collection of ‘independent’ organizations rather than leveraging the benefits of centrally provided core planning skills. In the US, the range of provider organizations somewhat replicates this situation.

1.6 A Suggested Solution

What is therefore needed is a simple method which encapsulates the reality of both queuing theory, and uncertainty in both demand and average LOS due to the dynamic nature of the effects of environmental agents. This paper will demonstrate how a simple daily count of occupied beds taken over an eight-year period can be used to estimate the likely daily bed requirements for the following year. This is based on the fact that daily occupancy gives a far better picture of hospital surge capacity than annual average occupancy, and that the seasonal nature of bed demand is often overlooked especially in general and elderly medicine, paediatrics and orthopaedics [111]. Such a method must also enable the removal of bed days which may arise from the reduction in admissions arising from national vaccination programs against particular infectious agents [112], or via other more local efficiency endeavours [113].

2. METHODOLOGY

Daily counts of midnight occupied beds were calculated for the eight years between January 2008 and October 2015 for the Kings College Hospital NHS Foundation Trust located in the Denmark Hill area of central London. This hospital currently has around 1,600 beds split across 38 specialty/ward configurations (from 1 bed in nuclear medicine through to 244 beds in general acute medicine, 144 beds in an acute medical assessment unit, etc).

Occupied beds were calculated on the basis of Admissions – Discharges = Change in occupied beds. The admission and discharge date for all discharges occurring between January 2008 and October 2015 were available. A pivot table was used to extract counts of admissions and discharges on every day. On each day the difference between admissions and discharges was then calculated. These were then consecutively summed beginning at the day of the first admission, and this sum gives the number of midnight occupied beds for every day. While this method (based on discharges occurring in a time period) accurately calculates from January 2008 forward it begins to underestimate occupied beds toward the end of the time series and the final three months were therefore discarded from the analysis.

Daily beds were aligned by same day of the week in each calendar year. Hence because 1st January 2008 fell on a Thursday, all years were lined up to commence on the Thursday closest to the 1st of January. The total bed days consumed in each year was then calculated and an adjusting factor was applied to each year to approximate the estimated bed demand in 2016. For simplicity, the highest bed demand in the time series was used as the estimate for 2016, except for Transferred Patients which was showing a downward trend. Obviously more sophisticated methods could be employed to estimate the bed demand in the next year, however, the aim here is to demonstrate the concept. Statistical measures (mean, median, upper quartile and lower quartile) were then calculated for the adjusted bed occupancy for every day in the hypothetical following year.

3. RESULTS AND DISCUSSION

3.1 Results

3.1.1 Age and bed occupancy

The interplay between number of admissions and average LOS acts to determine which age groups occupy the highest proportion of beds. The Kings College Hospital generally services a population which is younger than the national average, however as Fig. 2 demonstrates, those aged 70+ years occupy the most beds. This is due to the inescapable fact that healing and recovery from illness takes longer as a person ages, and length of stay is therefore longer [84], and that admissions increase closest to death. While young children generally recover the fastest, the number of occupied beds for those aged 17 to 29 years represents the smallest contribution to occupied beds due to very low numbers of admissions.

3.1.2 Environment-induced volatility

The simplest form of queuing theory is Erlang B where patients arrive and if a bed is not available, then alternative places of ‘service’ are sought out. By virtue of the role of Poisson
variation in the arrival rate, the effect of size should show strong Poisson behavior (Jones 2011j). By definition, the standard deviation of a Poisson distribution is equal to the square root of the average (the average being a measure of size). Hence in the absence of additional environment-induced volatility the observed volatility should lie along a straight line in a log-plot as defined by this square root relationship.

Fig. 3 shows the average moving range difference versus average occupied beds. The moving range (which is related to the standard deviation) is a measure which is also used in Statistical Process Control (SPC) methodologies [114], has been chosen since it is less sensitive to change in the average over time than the more traditional standard deviation.

Fig. 3 shows that certain conditions/specialties which do not have high sensitivity to the environment do indeed show almost textbook Poisson behavior, i.e. data points lying close to the dotted line. However, there are also other
conditions/specialties which display a high proportion of non-Poisson behavior, i.e. environment or process sensitivity, and these lie further away from the dotted line. These tend to be certain types of emergency admission or elective services where activity reduces over the weekend, public holidays, and during the summer, Easter and Christmas/New Year holiday periods. Elective activity is also made more volatile due to loss of beds during periods of high medical bed pressure (usually during the winter) [40].

In addition, some medical conditions show higher sensitivity to the environment, and this is illustrated by the trend in daily occupied beds for three ICD Chapters shown in Fig. 4. As can be seen respiratory conditions (Chapter J) show the highest sensitivity, cardiovascular (Chapter I) is intermediate, while neoplasms (Chapter C & part of D) are the least sensitive. While respiratory admissions show a clear winter peak, cardiovascular shows both summer and winter peaks.

These concur with literature observations that many conditions show a degree of seasonal variation [115,116], with some 33 out of the 52 most common diagnoses being moderately to strongly seasonal [117], and that there are seasonal patterns in infectious diseases - mostly respiratory [118,119]. Both respiratory and cardiovascular admissions, in particular, are known to be sensitive to air pollution, cold, humidity, and other metrological parameters [120-122]. These seasonal differences in human immunity and physiology are also related to seasonal patterns of gene expression [123]. Hence, while there is a strong Poisson basis to hospital bed occupancy there is also a strong environmental basis which remains unpredictable apart from complex computational models and advanced weather and infectious forecasting. Changes in population demographics (and deaths), and migration would also have a profound, but more long-term, impact on predictability of type of speciality beds needed in the future. Clearly anticipating this short-term volatility is beyond the scope of the average hospital. Also note from Fig. 4 that peaks and troughs sometimes coincide, which suggests that the boundaries between the sub-specialties of medicine may need to be flexible, and that staff may need to be trained to implement multiple patient pathways [124].

![Fig. 4. Daily midnight occupancy for three ICD Chapters showing differing sensitivity to the external environment](image-url)
Having determined that unpredictable seasonal factors may limit the ability to apply queuing-theory based solutions, a potential pragmatic alternative will now be explored. This pragmatic alternative will be illustrated using elective, emergency and transfer admissions using whole hospital total figures. Transfers are more important in the context of a large Teaching hospital and involve patients admitted to surrounding general hospitals being transferred to the Teaching hospital for specialist treatment, and then transferred back for any recuperation. The method can be applied in different ways and using different specialties or bed groups. The idea behind the process is to evaluate how many beds are needed to aid efficient patient flow rather than attempting a sub-optimal solution based on how few beds can ‘we get away with’.

The first step is to take daily midnight occupancy over a number of years, and this is shown in Fig. 5 for elective admissions. As can be seen the nature of the real problem is immediately revealed, namely, elective bed demand fluctuates by day of the week, public holidays and the Christmas break. In addition, elective capacity will be squeezed during times of high emergency demand leading to cancelled operations and even to a lengthening of the waiting list [40]. Since 2011, the KCH elective waiting list has grown considerably indicating that elective capacity is insufficient.

Total bed days utilized each year since 2009 are as follows: 100,113; 94,611; 97,426; 99,202; 99,743; 107,087; and 99,461 (extrapolated for 2015). For the purpose of this scenario the high point in 2014 was taken to represent the ideal capacity and so each year was adjusted to give 107,087 bed days in total. To preserve the day of-week cycle each year was then lined up to start on the same weekday as 2009 (Thursday). Daily maximum bed occupancy, median and the lower quartile occupancy were then calculated and are shown in Fig. 5.

A simple glance at Fig. 5 reveals that somewhere between 360 to 400 elective beds are probably needed, and the final decision rests with hospital management as to how or if this will be delivered. However, as is plainly obvious, the real issue is how do we flex staff on a daily basis to match the pattern of demand? Hence, assuming that the hospital has provided the ‘correct’ number of beds to optimize theatre utilization and to minimize cancelled operations (assuming the same is done for emergency beds), then the onus is now on the various hospital divisions to deliver the flexible staffing to minimize costs. At present, flexing staff has been achieved by
having a proportion of the staff establishment to be covered by bank and agency. Bank and Agency staffing comes with a premium which is normally 50% higher than substantive staff pay cost. The implications of the median and lower quartile to staffing will be discussed later.

Fig. 6 reveals the same output for emergency admissions, with an estimated 1,220 to 1,270 beds to prevent any interruption of elective activity and eliminate hidden queues in the emergency department.

On this occasion the lower quartile has been added to give an indication of the likely minimum staffing level which could be planned, with the difference between lower quartile and actual met with on-call or hours-only staffing. However, this comes at a huge price of having sufficient staff for the worst possible day in January and fewer during the minimum position in August, plus high flexibility on every day of the year. Hence while staff may justifiably complain of the workload pressure of running at 100% occupancy, the alternative may be even less palatable.

Finally, elective, emergency and transfer can be added together to give Fig. 7.

Total required beds are 1,720 (January peak demand) compared to 1,600 at present. Interestingly the hospital had estimated that an additional 100 beds will be required in the medium terms to deal with capacity constraints. The alternative methodology was based on an in-house Capacity and Demand modelling tool designed to estimate future, rather than present needs. This Capacity and Demand tool took into account demographic growth, intension of local commissioners, local initiatives from local councils, seasonality changes and service reconfiguration amongst surrounding partner hospitals. It is clear that the hospital will need an additional bed pool in excess of 100 as a result of system changes which undoubtedly would come at a cost – assuming that staff cannot be flexed as demanded by Figs. 5 to 7. The key point here is that the present study has identified that additional beds are needed now rather than later. The dilemma would be, is the hospital able to fund an additional 100 beds in terms of capital investment and on-going revenue spend? The current NHS tariff payment model would be insufficient to service the additional 100 beds.

[Graph of estimated daily maximum, median and lower quartile required beds for emergency admissions]
3.2 DISCUSSION

The important role of environmental volatility (Fig. 1) was introduced via up and down movements in available beds across the whole of England, observed to occur over many years. This volatility was then seen to be reflected within the hospital for various conditions, specialties, and for different admission types (Fig. 3). Three condition specific profiles were then presented (Fig. 4) to illustrate the seasonal sensitivity for particular conditions, and how this may impact on total bed requirements.

Figs. 5 and 6 illustrated how daily midnight occupancy over an 8-year period could be manipulated to estimate bed requirements for elective, emergency and transfer admissions. Finally, Fig. 7 combined all three admission types to estimate the total bed requirement.

In each chart the maximum, median and lower quartile were displayed. The maximum effectively represents a 1 in 8 chance for that level of bed occupancy on any day of the year. Studies elsewhere have shown that the daily bed occupancy bounces between the maximum and minimum throughout the year depending on the mix of environmental factors encountered throughout each year [5]. Hence it is possible to have both low and high bed demand as the collective outcome of all environmental conditions within each year.

The point of interest from a staffing perspective is that the lower quartile (occurring on 25% of occasions) is very close to the median. Hence as a first approximation, staffing levels for permanent staff can be set somewhere close to either the lower quartile or the median – depending on the local availability of staff willing to assume flexible working. The difference between median and maximum can then be flexibly staffed with agency staff or staff on a hospital on-call register. Since the median/lower quartile is known with some accuracy a day of week staffing profile is theoretically possible – within the constraints of staff specialisation and multi-skilling. Management therefore have a set of hard numbers on which they can perform financial calculations and conduct staff negotiation.

From the review presented in the Introduction it is clearly evident that a vast array of benefits arises from being able to operate with the required number of beds, i.e. the maximum line. Once again this is also known with some certainty. Hence, a new type of working can be envisaged where the overall benefits to the organisation (no cancelled operations, no queues in the emergency department, elective patients...
admitted on the weekend just to ensure a bed on Monday, the absence of operational chaos and stress, etc) are delivered within a defined arrangement of permanent and on-call staffing.

Based on readily available metrological, pollution and infectious data (available from the MET office, the DEFRA, and Public Health England respectively), the hospital should be able to construct fairly simple correlations to enable an estimate for the next weeks bed demand. The agencies involved will vary in other countries. Hence the method is both pragmatic and suitably low-tech to enable hospitals to run at minimum cost while at the same time reaping the benefits of patient flow within an adequate supply of beds. Control of the available beds can be exercised via the Bed Bureau which would declare anticipated free beds as ‘closed’ and therefore not staffed.

The principle has been demonstrated using admission type but can easily be extended to specialty groups. Bed types with particular requirements such as pediatrics, maternity, critical care, and trauma can be modelled using the same principles. Additional forecasts can be prepared for daytime bed occupancy which usually peaks around 2 p.m. The limitation of the method is the availability of at least 8 years of data. Despite IT system upgrades most hospitals have this amount of years available, howbeit if some of the years need to be extracted from archived data.

A key component to the running of a lowest cost hospital has been revealed by this study, namely, a core component of full-time staff and a flexible pool of on-call staff. A modest investment in forecasting based on the environment should enable forecasts for the next week.

It is interesting to speculate if the policy of building the smallest possible hospitals pursued by the Department of Health in England has actually trapped hospitals into a no-win situation with insufficient beds to reap the benefits of an adequate bed supply. Somewhat appositely a recent publication by the NHS Regulator ‘Monitor’ [125] regarding the emergency department crisis experienced in the winter of 2014/15 identified that the major problem was insufficient inpatient beds. Curiously a previous report by NHS England into urgent care had deftly avoided the issue of hospital beds as a source of emergency department pressures [126], despite supposedly conducting a thorough literature review. Seemingly a case of policy-based evidence avoiding a politically embarrassing problem.

While the provision of adequate beds to run an efficient hospital has remained a thorny issue for many years it would appear that calculating the number of beds is the simple issue. Indeed, using actual daily data, the calculated bed requirement reveals an underlying problem regarding the need to flexibly allocate staff to meet an ever changing bed requirement. Sadly, the central funding of bed forecasting via the MET office health forecasting unit was declined by the Department of Health some years ago, leaving all with the task of reinventing a much needed supporting tool.

### 3.2.1 Calculating the core number of full-time staff

The analysis presented this paper has implied that a high level of staff flexibility is required to run a minimum cost acute hospital. This of course does not imply that all staff need to be employed on a flexible basis, only that proportion of staff to meet the marginal changes in daily occupancy.

To illustrate the calculation, we can assume a ratio of five patients per nurse (as an example). Taking the worst day in January where both median and lower quartile are around 1,575 occupied beds would give 315 full-time staff (x 3 to give three shifts, plus usual allowance for holidays, sickness and training), and somewhere up to 29 on-call staff (although a much larger pool of people would be required to achieve appropriate skill matching and availability). This calculation can be performed on a weekly, monthly or quarterly basis to reach an acceptable compromise between full-time and on-call staff. Indeed, nurse managers and divisional managers can sometimes fill the gap during periods of very high demand.

### 3.2.2 Implications to smaller hospitals

While this method is applicable to hospitals of any size, it is important to realise that size will alter how a hospital may seek to address the issues raised by the method discussed above. Some countries have a mix of large and small hospitals. For example, the average US hospital is very small compared to the UK [127], due to the far higher population density in the UK [128].
For example, the state of Texas is 5.3-times larger than England, while England is double the population of Texas. Even in the relatively rural south-west of England (Cornwall and Devon) some 95% of the population live within a 32-minute car journey to a large acute hospital [129].

In addition, the range in hospital sizes is far greater in the US, mainly due to the large number of smaller rural hospitals. In the US factors such as length of stay can vary by size and associated socio-economic factors [127]. As was demonstrated in Fig. 3 the inherent volatility increases rapidly as size diminishes, and this has profound implications to the average occupancy in smaller hospitals [3].

In the UK hospitals (which are generally larger) are attempting to address financial austerity by running at close to 100% occupancy. While this minimizes staff costs it creates all the deleterious side-effects listed in the review section, and will create a host of hidden costs, plus hidden queues to access hospital services. This may be politically acceptable in the UK but probably not elsewhere.

While the method discussed above will work for smaller hospitals, the issues are the higher capital costs [19] which are inherent with the unavoidable lower average occupancy as size reduces. Issues of size and occupancy for generally smaller psychiatric hospitals have been discussed elsewhere [4]. It is at this point that enhanced staff flexibility (both in terms of day of week and hour of the day, and range of duties) will become a far more important route to cost containment in the US.

3.2.3 Methods for calculating occupied beds

There are a variety of methods for calculating the count of daily occupied beds (midnight). Many hospitals will have bed management software which performs the calculation automatically. Those with SQL Server should be able to develop a suitable subroutine to make the calculation. Alternately a list of admission and discharge dates can be analyzed in Microsoft Excel using a Visual Basic subroutine, or using the method employed in this study. For those wishing to calculate the daily occupied beds manually please note that the data must be extracted based on discharge date and not admission date. This allows the calculation to prime itself to give an accurate total of occupied beds at the starting discharge date. However, extraction of data by discharge date has the disadvantage that it omits a cohort of patients who have been admitted but not yet discharged. The admission date for these patients will need to be separately extracted and assigned today’s date as a dummy discharge date. Alas, those with non-computerized hospital records will have to manually input admission and discharge dates (plus any other relevant information such as admission type and specialty) into a spreadsheet in order to do the calculations. Also note that it is vitally important to line each year up to start on the same day of the week. This is due to the fact that both elective and emergency bed occupancy has strong day-of-week patterns.

3.2.4 Longer-term forecasts

The construction of new hospitals will usually rely on a 10- to 20-year forecast. It has been repeatedly emphasized that long-term forecasts based on population demography are prone to massive underestimation of future activity, especially for admissions in many high volume medical conditions [5,14,68,70,83,84,89,94,99]. Trends in deaths are also an important component of future bed demand [96,97], as are trends in disease prevalence and other societal and technological factors influencing future rates. In the UK, and probably elsewhere, the temptation has been to ignore current trends, and create an entirely illusionary view of the future in order to build a hospital with the fewest possible beds. Hopefully this article has amply demonstrated the foolishness of such an approach. Too few beds will simply engender chaos and inefficiency.

3.2.5 Limitations of the study

As in any forecasting method the past may not always reflect the future. There will doubtless be debate as to the best method to translate past daily bed occupancy into next year’s likely value. However, a previous study at the Royal Berkshire Hospital in Reading demonstrated that data covering 21 years seemed to behave relatively consistently despite large adjustment factors for the earlier years [5]. Planned adjustments to account for process changes may require thought regarding how they apply across the year, and planners should avoid the temptation to over-estimate benefits.

While the method itself is widely applicable the resulting annual profile will be different in each
hospital, due to varied sensitivity to the environment across different ages, social groups, and due to local climatic conditions [130-135]. Hospitals in tourist locations may well experience both a summer peak in bed demand and weekend spikes.

Widespread adoption of this method will be subject to the usual limitations regarding the diffusion of innovation, and capital constraints. The ability to create a flexible workforce will probably require long-term policy and training initiatives.

4. CONCLUSION

Beds are a valued resource, and sufficient beds are required to achieve optimum patient flow from the emergency department, into the inpatient bed pool and into critical care. Too few beds will generate hidden queues, inefficiency and patient harm. The aim in health service policy should be to reduce occupied bed days, but not necessarily bed numbers.

The method presented to calculate the bed requirement is very simple and requires a minimum amount of time and expertise. Convincing staff of the need to change is probably far more difficult – however hard numbers can be generated with which to commence such negotiations. A unique feature of the study is that it makes no assumptions regarding ‘optimum’ occupancy, rather allows occupancy to fluctuate within an adequate bed pool where it is assumed that 100% occupancy will only occur on a few days of the year, at a frequency of 1 in 8 years or less (as per the eight-year series used to prime the bed calculation).

We are left to conclude that beds may not in fact be the real problem in delivering a minimum cost solution, and that the far more challenging issue of staff flexibility and multi-skilling needs to be addressed – within the context of a bed pool sufficient to deliver an efficient and effective service.
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