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Abstract

Azido-derivatized amino acids are potentially useful, positionally resolved spectroscopic probes for studying the structural dynamics of proteins and macromolecules in solution. To this end a computational model for the vibrational modes of N$_3^-$ based on accurate electronic structure calculations and a reproducing kernel Hilbert space representation of the potential energy surface for the internal degrees of freedom is developed. Fully dimensional quantum bound state calculations find the antisymmetric stretch vibration at 1974 cm$^{-1}$ compared with 1986 cm$^{-1}$ from experiment. This mode shifts by 64 cm$^{-1}$ (from the frequency distribution) and 74 cm$^{-1}$ (from the IR-lineshape) to the blue, respectively, compared with 61 cm$^{-1}$ from experiment for N$_3^-$ in water. The decay time of the frequency fluctuation correlation function is 1.1 ps, in good agreement with experiment (1.2 to 1.3 ps) and the full width at half maximum of the asymmetric stretch in solution is 18.5 cm$^{-1}$ compared with 25.2 cm$^{-1}$ from experiment. A computationally more efficient analysis based on instantaneous normal modes is shown to provide comparable, albeit somewhat less quantitative results compared to solving the 3-dimensional Schrödinger equation for the fundamental vibrations.

Introduction

Characterizing the structural and functional dynamics of complex systems in the condensed phase is a challenging problem, spanning several spatial and temporal scales.\(^1\) One particularly elegant way to quantitatively assess the structure and dynamics of the solvent environment surrounding a probe molecule is to use optical spectroscopy, especially 1- and 2-dimensional infrared (1D-IR, 2D-IR) spectroscopy.\(^2\) Two-dimensional IR spectroscopy is a powerful method for measuring the subpicosecond to picosecond dynamics in condensed-phase systems and considerably extends the toolbox of optical spectroscopy.
Using 2D-IR spectroscopy, the coupling between inter- and intramolecular degrees of freedom such as the hydrogen bonding network in solution, or structural features of biological macromolecules can be investigated by monitoring the fluctuation of fundamental vibrational frequencies of a probe molecule or ligand attached to a complex or a biological macromolecule. For quite some time, the amide-I stretching frequency has been used for this and has provided fundamental, molecular-level insight into the structural dynamics of small molecules and proteins alike.\textsuperscript{3,4} For example, the CO chromophore was used as a probe to investigate the solvation dynamics of N-Methylacetamide in water.\textsuperscript{3,5–10} Similarly, the CN\textsuperscript{−} stretching frequency has been used as a probe to investigate its own solvation dynamics\textsuperscript{11–14} and structural and energetic features of a protein-ligand complex by attaching the probe to benzene.\textsuperscript{15,16}

A versatile, spatially sensitive spectroscopic probe can also report on the dynamics of a system while minimizing the perturbations induced. The fundamental modes of a triatomic ligand such as the azide ion (N\textsubscript{3}\textsuperscript{−}) are weakly coupled to the molecular framework it is bound to and can act as a sensitive probe for the environmental dynamics. The asymmetric stretching mode of N\textsubscript{3}\textsuperscript{−} has a large oscillator strength and a vibrational transition frequency well separated from most organic chromophores. This makes it an ideal spectroscopic probe.\textsuperscript{17–24} Other triatomic anions such as SCN\textsuperscript{−}, NCS\textsuperscript{−} or OCN\textsuperscript{−} have also served as spectroscopic probes.\textsuperscript{25,26}

For a quantitative molecular level description of the environmental dynamics, a high-quality potential energy surface (PES) for the internal vibrational dynamics of the probe is required. Typically, differences of a few cm\textsuperscript{−1} are found when immersing the same probe into two different electrostatic environments, e.g. within a wild type and a single mutant protein.\textsuperscript{15,16} Here, we use a combination of normal mode and numerically exact bound state calculations together with MD simulations in the gas- and condensed phase to characterize the vibra-
tional dynamics of $N_3^-$ with the aim to provide the basis for its use as a covalently linked, positionally sensitive spectroscopic probe. The instantaneous deviation in the solute-solvent interactions is reflected by the fluctuation in the transition frequency of the fundamental modes. The time scale of the structural changes around the solute molecule can be determined from the decay of the frequency fluctuation correlation function (FFCF) from which also the lineshape of the 1D-IR spectrum can be obtained.\(^4\)

The vibrational dynamics of $N_3^-$ in the gas phase and solution has been investigated from experiment and computation. Experimentally, the NN asymmetric stretching frequency of the azide ion was determined to be at 1986.47 and 2047.5 cm\(^{-1}\) in the gas phase and bulk water, respectively\(^{20,27,28}\) which make it a potentially useful environmental probe for protein dynamics, see Figure S1. Using non-linear infrared spectroscopy vibrational lifetimes of the asymmetric stretch fundamental of azide anion in water have been measured experimentally to be $T \approx 1.2$ ps (in H\(_2\)O)\(^{29}\) and $T = 1.3$ ps (in D\(_2\)O).\(^{18}\) The band width of the $N_3^-$ asymmetric stretch in bulk water is 25.2 cm\(^{-1}\).\(^{20,29}\) Due to the triple bond character of azide,\(^{30}\) its structure would stabilize through interaction with the solvent which leads to a blue shift (61 cm\(^{-1}\)) compared to the gas phase frequency.

Recently, an explicitly parametrized PES was computed using an accurate composite method based on pointwise, individually scaled fc-CCSD(T\(^*\))-F12b calculations including scalar relativistic effects and the aug-cc-pV5Z basis set. Using this PES, variational calculations determined the lower bound states for $N_3^-$ in the gas phase with spectroscopic accuracy.\(^{31}\) However, such a composite method is not feasible for the ultimate purpose of the present development, which is an accurate representation of the inter- and intramolecular interactions for $N_3^-$ as a spectroscopic probe covalently linked to another molecular building block. In order to 1) accurately capture the energetics of distorted $N_3^-$ geometries away from the equilibrium structure and 2) to cover situations in which the probe ($N_3^-$) and the moiety it
is linked to (e.g. an amino acid or a small organic molecule) are coupled electronically, it was decided to compute the PES at the multi reference CI (MRCI) level of theory. This also allows to extend the grid to a range that covers geometries further away from the equilibrium to sample conformations in MD simulations in sterically demanding environments due to local interactions and constraining effects.

In an effort to quantitatively capture the environmental dynamics, the present work introduces a computational model for the azido group capable of describing the molecular vibrations of the probe in gas- and the condensed-phase in a realistic manner. To this end, an accurate intramolecular, fully dimensional PES for $N_3$ is computed based on high-level electronic structure calculations and represented as a reproducing kernel Hilbert space (RKHS). The vibrational transition frequencies of the fundamental modes are calculated from instantaneous normal mode (INM) analysis and from solutions of the nuclear Schrödinger equation. Results from bound state calculations including the vibrational line shapes from frequency correlation functions and the time scales for the environmental dynamics derived from them are then compared with data from experiments in the gas- and condensed phase.

First, the computational methods are presented. This is followed by quantum bound state and wave packet calculations to determine the stationary states for the low lying bound states. Next, the solvation dynamics in water is considered and the 1D-IR and the frequency fluctuation correlation functions, which are directly related to 2D-IR spectroscopy, are determined and discussed.
Methods

The Potential Energy Surface for $N_3^-$

The *ab initio* energies were computed at the multi reference configuration interaction (MRCI) level of theory including the Davidson correction (MRCI+Q) with the augmented Dunning type correlation consistent polarized quadruple zeta (aug-cc-pVQZ) basis set using the MOLPRO software.\(^{32,33}\) All calculations were carried out for the $^1A'$ electronic state in $C_s$ symmetry. Initial orbitals for the MRCI calculations were computed using the state averaged complete active space self-consistent field (SA-CASSCF) method for the first two $^1A'$ states with 16 electrons in 12 active orbitals and the 1$s$ orbitals of the nitrogen atoms were kept frozen.

The *ab initio* energies were calculated in Jacobi coordinates ($R, r, \theta$) (see the inset in Figure 1), where $r$ is the distance between the two nitrogen atoms (N1 and N2), $R$ is the distance between their center of mass and the third N atom (N3), and $\theta$ is the angle between $\vec{r}$ and $\vec{R}$. Evaluation of the necessary integrals in the bound state calculations (see below) is stablest and can be efficiently done if Gauss-Legendre points are used for the angular degrees of freedom.\(^{34}\) Therefore, the angular grid ($\theta$) used here contains 10 Gauss-Legendre quadrature points between 0 and 90° (6.721, 15.427, 24.184, 32.953, 41.726, 50.502, 59.278, 68.056, 76.833 and 85.611°) considering the symmetry of the system. The radial grids include 17 points along $r$ ranging from 0.80 to 1.60 Å and 14 points along $R$ between 1.38 and 2.14 Å.

For the bound state calculations and the molecular dynamics (MD) simulations in the gas phase and in solution a continuous and differentiable representation of the *ab initio* energies is required. Here, a reproducing kernel Hilbert space based approach\(^{35,36}\) is used. A RKHS interpolation exactly reproduces a set of known function values and provides approximate values of the function at points where the values are unknown.
For the 1-dimensional kernels the linear problem \( f(x_i) = \sum_j \alpha_j k(x_i, x_j) \) is solved which yields the coefficients \( \alpha_j \) from which the value of the function \( f(x) = \sum_i \alpha_i k(x_i, x) \) can be obtained for arbitrary \( x \). The 3-dimensional kernel \( K(X, X') \) is then a tensor product of three 1-dimensional kernels.\(^{36,37}\)

Based on this, the 3-dimensional kernel \( K \) is

\[
K(X, X') = k^{(n,m)}(R, R')k^{(n,m)}(r, r')k^{(2)}(z, z').
\] (1)

where \( X \) stands for all dimensions involved and

\[
z = \frac{1 - \cos(\theta)}{2},
\] (2)

which maps the angle \( \theta \) onto the interval \([0, 1]\). The reciprocal power decay kernel \( k^{(n,m)} \) with smoothness \( n = 2 \) and asymptotic decay \( m = 6 \) is used for the radial dimensions (i.e., \( r \) and \( R \))

\[
k^{(2,6)}(x, x') = \frac{1}{14} \frac{1}{x_>^5} - \frac{1}{18} \frac{x_<}{x_>^5},
\] (3)

where \( x_> \) and \( x_< \) are the larger and smaller values of \( x \) and \( x' \), respectively. For the angular degree of freedom, a Taylor spline kernel is used

\[
k^2(z, z') = 1 + z_<z_> + 2z_<^2z_> - \frac{2}{3}z_<^3,
\] (4)

where \( z_> \) and \( z_< \) are similar to \( x_> \) and \( x_< \).
Quantum Bound State Calculations

For solving the 3-dimensional Schrödinger equation of \( N_3^- \), the DVR3D\textsuperscript{38} software was used. DVR3D employs a discrete variable representation (DVR) based on Gauss-Laguerre quadratures for the radial and Gauss-Legendre quadratures for angular coordinates and thus yields a fully point-wise representation of the wave function. Solution of the vibrational problem is based on successive diagonalisation and truncation which is possible for a number of possible coordinate systems. After solving the vibrational bound state problem using DVR3D the wave functions and expectation values are obtained. The wave functions are then inspected to assign the quantum numbers of the vibrational states. For using the RKHS PES, an interface between DVR3D and the RKHS kernel code\textsuperscript{36} was written. This code handles the transformations between the coordinates in which the PES is expressed and the coordinates employed by DVR3D.

Here, homonuclear Jacobi coordinates are employed because the PES is expressed in this coordinate system and the necessary angular integrals can be done efficiently and accurately using Gauss-Legendre quadrature. However, the problem can also be solved using other coordinate systems, e.g. bond-length bond-angle or Radau coordinates (ideal for heavy-light-heavy systems).\textsuperscript{39} Ultimately, the choice of coordinate system primarily affects the rate of convergence of the eigenvalues which is relevant for highly excited states, but less so for the fundamentals considered in the present work. Here, the initial wave function is described by Morse oscillator functions for the radial coordinates. Several tests were carried out to converge the results by varying different parameters. The radial grid along \( r \) is defined by 40 points from 0.830 to 1.361 Å (1.57 to 2.57 \( a_0 \)) using \( r_e = 1.111 \) Å (2.1 \( a_0 \)), \( D_e = 125.5 \) kcal/mol (0.2 \( E_h \)) and \( \omega_e = 3512 \) cm\(^{-1} \) (0.016 \( E_h \)). For \( R \), the grid is expanded from 1.409 to 2.106 Å (2.66 to 3.98 \( a_0 \)) with 64 points and values of \( r_e = 1.773 \) Å (3.35 \( a_0 \)), \( D_e = 163.2 \) kcal/mol (0.26 \( E_h \)) and \( \omega_e = 2634 \) cm\(^{-1} \) (0.012 \( E_h \)), respectively. For \( \theta \), 56 Gauss-Legendre quadrature points were used. Maximum dimensions of the intermediate 2D Hamiltonian and
the final Hamiltonian were 800 and 1200. For rotationally excited ($J > 0$) state calculations the $z-$axis was placed along $\vec{R}$.

To cross-validate the results from DVR3D, the Schrödinger equation for $N_3^-$ was also solved for $J = 0$ following a time dependent wave packet approach. Within this methodology, an initial wave packet $|\psi(0)\rangle$ is propagated using the split operator method, followed by Fourier transformation of the autocorrelation function $\langle \psi(0)|\psi(t)\rangle$ and multiplied by an appropriate window function to obtain the energy spectrum. The radial grids were defined by 192 and 102 evenly spaced points for $R$ and $r$, covering a range from 0.794 to 5.847 Å and from 0.529 to 3.736 Å, respectively. The angular grid consisted also of 56 Gauss-Legendre quadrature points. The initial wave packet was placed at $R = 1.781$ Å and $r = 1.188$ Å with widths of 0.106 and 0.079 Å along $R$ and $r$, respectively, and was propagated for 80000 time steps with a time step of 8.0 a.u. ($\Delta t = 0.145$ fs). A Gaussian window function was used to obtain smooth and well resolved spectra.

**Molecular Dynamics Simulations**

For the MD simulations of $N_3^-$ in solution, CHARMM was used. Again, an interface between CHARMM and the multidimensional RKHS code was written for this. For the simulations in water the TIP3P model was used (Figure 1). The nonbonded interactions were treated with a 12 Å cutoff switched at 8 Å. All bonds involving hydrogen atoms are constrained using SHAKE as is also typically done for simulating proteins and polypeptides in solution.

Simulations of $N_3^-$ in water were carried out in a pre-equilibrated cubic box of size $30^3$ Å$^3$. First, the system was minimized using 2000 steps of steepest descent (SD) and 200 steps of Newton Raphson (ABNR) followed by 20 ps of heating to 300 K and 3.5 ns of equilibration.
Figure 1: The simulation system used in the present work. $N_3^-$ is displayed as blue van der Waals spheres and water molecules are shown as red (O atom) and white (H atom) ball and stick representation. The inset shows the Jacobi coordinates which define the \textit{ab initio} energy grid.

MD at 300 K. Production simulations 8 ns in length were run in the $NVE$ ensemble using the velocity Verlet integrator. The time step was $\Delta t = 1$ fs and snapshots for analysis were recorded every 5 time steps. Energy conservation for the present RKHS-implementation is reported in Figure S2 and is shown to be identical to the one for simulations without the solute.

For simulations in the condensed phase, nonbonded parameters for the $N_3^-$ solute are required. The Lennard-Jones parameters for the nitrogen atoms were $\epsilon = 0.08485$ kcal/mol and $R_{\text{min}}/2 = 1.66$ Å.\textsuperscript{45} Charges are calculated following the Mulliken population analysis from the density matrix obtained at the MRCI/aug-cc-pVQZ level of theory. This yields a charge of $-0.53462e$ for the terminal nitrogen atoms and $0.06924e$ for the central one. As an extension, multipolar representations of the electrostatics could also be considered although
for closed-shell systems (e.g. N-methyl-acetamide) it has been found that point charge models can be quite reliable for spectroscopic\textsuperscript{46} and thermodynamic\textsuperscript{47,48} properties.

From the production simulation, $1.2 \times 10^6$ snapshots are taken as a time-ordered series for computing the frequency fluctuation correlation function and the 1D-IR spectrum. The FFCF was determined from either instantaneous harmonic vibrational frequencies based on a normal mode analysis or by using anharmonic frequencies calculated from solving the 3-dimensional nuclear Schrödinger equation using DVR3D. Normal modes of $N_3^-$ were calculated for each snapshot after minimizing $N_3^-$ and keeping the central N atom and the surrounding solvent frozen. Thus frequency trajectories were obtained for $\omega_1$, $\omega_2$ and $\omega_3$ which correspond to the symmetric stretch, the bending and the asymmetric stretch vibration, respectively. The anharmonic transition frequencies $\nu_i$ were calculated using DVR3D calculations based on a 3-dimensional PES for $N_3^-$ generated at each snapshot. To compute the 3D PES, the grid was defined in internal coordinates ($R_{N1-N2}, R_{N2-N3}, \angle N1N2N3$) by fixing the position of the central nitrogen, N2, and all water molecules. The grid consists of 15 points along $R_{N1-N2}$ and $R_{N2-N3}$ from 0.82 to 1.35 Å and 7 points for $\angle N1N2N3$ between 155° to 180° (158.490, 161.675, 164.859, 168.043, 171.225, 174.402 and 177.561°).

The total energies were then calculated using the CHARMM+RKHS-module to obtain an analytical (RKHS) 3D PES for each snapshot. Finally, the $\nu_i$ were determined by solving the 3D Schrödinger equation for bound states using DVR3D as discussed before based on the 3D RKHS PES.

From the frequency trajectory $\omega_i(t)$ (or $\nu_i(t)$; all expressions below pertain to anharmonic frequencies in a similar fashion) of a particular mode $i$, its frequency fluctuation correlation function, $\langle \delta \omega(0) \delta \omega(t) \rangle$ is computed. Here, $\delta \omega(t) = \omega(t) - \langle \omega(t) \rangle$ and $\langle \omega(t) \rangle$ is the ensemble average of the transition frequency. From the FFCF the line shape function is determined
within the cumulant approximation

\[ g(t) = \int_0^t \int_0^{\tau'} \langle \delta \omega(\tau'') \delta \omega(0) \rangle d\tau'' d\tau'. \]

To compute the line shape function \( g(t) \), the FFCF is fitted to a general expression

\[ \langle \delta \omega(t) \delta \omega(0) \rangle = a_1 \cos(\gamma t) e^{-t/\tau_1} + \sum_{i=2}^{n} a_i e^{-t/\tau_i} + \Delta_0 \]

where \( a_i, \tau_i, \gamma \) and \( \Delta_0 \) are fitting parameters. The parametrization of this fitting function is motivated by the overall shape of the FFCF and has been used in previous work. It is an extension of the typical multiexponential decay, which is traditionally employed, in order to capture the anticorrelation at short times. Furthermore, this functional form also allows analytic integration to obtain \( g(t) \) in Eq. 5. The decay times \( \tau_i \) of the frequency fluctuation correlation function reflect the characteristic time-scale of the solvent fluctuations to which the solute degrees of freedom are coupled.

The 1D-IR spectra is then calculated as

\[ I(\omega) = 2 \Re \int_0^{\infty} e^{i(\omega - \langle \omega \rangle) t} e^{-g(t)} e^{-\frac{t}{T_1}} e^{-2D_{OR} t} dt, \]

where \( \langle \omega \rangle \) is the average transition frequency obtained from the distribution, \( T_1 \) \( (0.8 \pm 0.1 \text{ ps}) \) is the vibrational relaxation time and \( D_{OR} = 1/6T_R \) with \( T_R = 1.3 \pm 0.3 \text{ ps} \) is the rotational diffusion coefficient which account for lifetime broadening.
Results

Analytical Potential Energy Surface

The analytical PES for N$_3^-$ was constructed from 2231 *ab initio* energies using a RKHS. To test its quality, an additional 245 *ab initio* energies are computed at off-grid points (which were not used in the RKHS interpolation) and are compared with the energies obtained from the RKHS PES, see Figure 2. The correlation coefficient between the *ab initio* and analytical energies is $R^2 = 0.9999$ which confirms the high quality and interpolative power of the RKHS PES.

![Figure 2: Correlation between the *ab initio* and analytical energies obtained from RKHS interpolation for a set of 245 randomly selected validation points with $R^2 = 0.9999$ and an RMSE of 30 cm$^{-1}$ for energies up to 28.6 kcal/mol (10000 cm$^{-1}$). The energy of the global minimum is at $E = 0$.](image)

The global minimum of the RKHS PES is the linear N-N-N configuration with two equal N-N bonds of length $r_e = 1.187$ Å. This is in good agreement with the *ab initio* optimized structure (1.189 Å) obtained at the MRCI+Q/aug-cc-pVQZ level of theory in the present
work and with diode laser velocity modulation spectroscopy experiment\textsuperscript{27} with a value of 1.188402 Å. In Figure 3 the contour plots of the RKHS PES around the global minimum are shown. The equilibrium bond length from the composite calculations\textsuperscript{31} is 1.18461 Å which is somewhat too short.

![Figure 3: Contour diagrams of the RKHS PES. Left panel: for $R_{N1-N2} = R_{N2-N3}$ and $\Delta \theta = 0\,^\circ$, $\Delta R_{N-N} = 0$ corresponds to the equilibrium structure. Right panel: for linear $N_3^-$. The spacing between contours is 2.5 kcal/mol. The zero of energy is the global minimum of the system.](image)

**Spectroscopy and Dynamics in the Gas Phase**

The quantum bound states for $N_3^-$ were first calculated using DVR3D for $J = 0$ and 1. To validate these results the bound states for $J = 0$ were also determined from time-dependent wave packet calculations. The first 9 bound states for $J = 0$ obtained from both are given in Table S1 in the SI. For the fundamental stretching modes the quantum numbers were assigned upon inspection of the nodal structure of the wave functions, see Figure 4. The transition frequencies for the symmetric ($\nu_1$) and asymmetric ($\nu_3$) stretching mode from DVR3D are 1305.3 and 1973.5 cm$^{-1}$, respectively, compared with 1305.2 and 1973.4 cm$^{-1}$ from TDQM calculations. Since, $N_3^-$ is linear, the bending fundamental ($\nu_2$) corresponds to a $J = 1$ state and is computed using DVR3D at 632.8 cm$^{-1}$. 
The three fundamental transition frequencies obtained from different methodologies are reported in Table 1 along with the experimentally\textsuperscript{27,28,51} and theoretically\textsuperscript{31} determined frequencies from the literature. The normal modes shown in Table 1 were calculated using CHARMM together with the RKHS PES. It can be seen that except for the asymmetric stretch, anharmonic and harmonic frequencies agree to within < 5 cm\(^{-1}\). Experimentally, the NN asymmetric stretch in the gas phase was found at 1986.47 cm\(^{-1}\) compared with 1973.5 cm\(^{-1}\) from the DVR3D calculation\textsuperscript{27,28} and 1986.36 cm\(^{-1}\) from variational calculations on a parametrized fc-CCSD(T)/aug-cc-pVQZ PES (see Introduction).\textsuperscript{31} The difference of \(\sim 10\) cm\(^{-1}\) is most likely due to the different level of theory (MRCI vs. composite method based on fc-CCSD(T)) and the smaller basis set used here (aug-cc-pVQZ vs. aug-cc-pV5Z) because the bound state calculations are essentially converged.

To the best of our knowledge, there is no direct experimental data for the bending and symmetric stretching mode in the gas phase. However, infrared and Raman spectra of the azide ion in potassium azide have been determined (642.2 cm\(^{-1}\) in KN\(_3\), 642.7 cm\(^{-1}\) in KCl cm\(^{-1}\), 640.0 cm\(^{-1}\) in KBr, and 638.5 cm\(^{-1}\) in KI\textsuperscript{51}). These frequencies compare with 632.8 cm\(^{-1}\) from quantum calculations. For the symmetric stretch a value of 1344 cm\(^{-1}\) was reported\textsuperscript{51} in KN\(_3\) somewhat higher, i.e. blue shifted, than 1305.3 cm\(^{-1}\) from DVR3D calculations in the gas phase. The variational bound state calculations on the fitted fc-CCSD(T)/aug-cc-pV5Z PES yielded \(\nu_2 = 629.3\) cm\(^{-1}\), and \(\nu_1 = 1307.9\) cm\(^{-1}\), respectively.\textsuperscript{31} All these results agree favourably with the present calculations, see Table 1.

As an independent validation of the bound state calculations, \textit{NVE} MD simulations with the RKHS-MRCI PES were carried out for N\(_3^−\) in the gas phase using CHARMM. Power spectra for the distances \(r_i\) (\(Ni-Nj\) separation) were determined and compared with results from bound state calculations. Similar analyses were carried out for N\(_3^−\) in solution. Moreover, the infrared spectra for N\(_3^−\) in water was also calculated from the dipole moment autocorrelation
Figure 4: Contour plots of the squared wave function amplitude $|\Psi|^2$ associated with the $\nu_1$ (left) and $\nu_3$ (right) mode from DVR3D calculation on the RKHS PES for $N_3^-$. 

Table 1: Fundamental transition frequencies in cm$^{-1}$ for $N_3^-$. The frequencies reported in Ref.$^{31}$ are obtained from QM calculations on an analytical PES based on CCSD(T)/aug-cc-pV5Z energies.

| Mode  | Expt. | NMA   | DVR3D | TDWP | Power Spec. (300 K) | Ref.$^{31}$ |
|-------|-------|-------|-------|------|---------------------|-------------|
| [1, 0, 0] | 1344* | 1306.8 | 1305.3 | 1305.2 | 1307.4 | 1307.9 |
| [0, 1, 0] | ~640* | 636.6 | 632.8 | 637.2 | 629.3 |
| [0, 0, 1] | 1986.47$^{27,28}$ | 2004.6 | 1973.5 | 1973.4 | 2005.2 | 1986.4 |

* Frequencies of $N_3^-$ in potassium halide salts$^{51}$

function.

This suggests that the MD simulations provide a meaningful surrogate for the quantum calculations. Such comparisons are important when considering simulations in solution for which rigorous quantum calculations are not possible and conclusions must be drawn either from MD simulations or from other approximate treatments. For the simulations in solution the maxima of the power spectra shift to $\nu_1 = 1355.4$ cm$^{-1}$, and $\nu_3 = 2061.9$ cm$^{-1}$ while for 1D-IR spectrum, the peaks are $\nu_2 = 646.8$ cm$^{-1}$, and $\nu_3 = 2061.1$ cm$^{-1}$, see Figure 5 and Table 2.
Figure 5: Power and IR spectra for $N_3^-$ in solvent are shown in the upper and lower panel, respectively. The maxima of power ($\nu_1 = 1355.4$ cm$^{-1}$, and $\nu_3 = 2061.9$ cm$^{-1}$), IR spectra ($\nu_2 = 646.8$ cm$^{-1}$, and $\nu_3 = 2061.1$ cm$^{-1}$) in solvent and the results from DVR3D quantum calculations (green square), the normal mode analysis (blue circle) and the power spectra (orange triangle) all in the gas phase, are shown as well.

Dynamics and Spectroscopy in Solution

To serve as a positionally resolved spectroscopic probe, it is important to characterize the vibrational spectroscopy of $N_3^-$ in solution. The power spectra (see Figure 5) indicate a blue shift of $\Delta \nu_3 = 56.7$ cm$^{-1}$ for the asymmetric stretch. Experimentally, the anti-symmetric stretching mode of the azide ion in bulk water has been found at 2047.5 cm$^{-1}$ which amounts to a blue shift of 61 cm$^{-1}$ for the $[0,0,1]$ mode and serves as a comparison for the present simulations. This is also consistent with the situation in CN$^-$ for which the experimentally observed blue shift is 44 cm$^{-1}$ compared with a value of 36 cm$^{-1}$ from atomistic simulations.

For more rigorous calculations two different analyses for the vibrational dynamics of azide
in solution are considered. One of them uses normal mode calculations for a given solution configuration and the other one recomputes the effective 3-dimensional potential energy surface \( V(R, r, \theta) \) for a given solvent configuration from which the vibrational states of interest are determined from solving the 3D Schrödinger equation, see Methods.

Table 2: Vibrational Frequencies cm\(^{-1}\) for \( N_3^- \) in solvent from experiment\(^{20,29} \) and the present simulations. For the asymmetric stretch fundamental \([0, 0, 1]\) the vibrational blue shift from \( P(\omega) \) and the line shape (asterisk) with respect to the gas phase values is also indicated. For INM this is a harmonic shift \( \Delta \omega \) and for all other cases it is an anharmonic shift \( \Delta \nu \) with respect to the fundamentals in the gas phase, see Table 1.

| Mode     | Expt | DVR3D | INM   | Power Spectrum | IR Spectrum |
|----------|------|-------|-------|----------------|-------------|
| [1, 0, 0] |      | 1327.7| 1355.4|                |             |
| [0, 1, 0] |      | 651.2 |       |                | 646.8       |
| [0, 0, 1] | 2047.5| 2038.0| 2047.3| 2061.9         | 2061.1      |
| \( \Delta \nu_{[0,0,1]} \) | 61   | 64    | 43    | 57             |             |
|         |      | 74*   | 45*   |                |             |

To determine the peak frequencies of the distributions \( P(\omega) \), the raw data was fitted to a log normal probability distribution, see Figure S3. The peak values of \( P(\omega) \), are reported in Table 2 along with results obtained from Power and IR spectra and from experiment. The frequency distribution peaks from instantaneous normal modes for the bending, symmetric, and asymmetric stretch are at 651.2 cm\(^{-1}\), 1327.7 cm\(^{-1}\), and 2047.3 cm\(^{-1}\). This compares with the gas phase frequencies using the same analysis at 636.6 cm\(^{-1}\), 1306.8 cm\(^{-1}\), and 2004.6, respectively. From comparing the frequency distributions all modes are shifted to the blue by between 15 cm\(^{-1}\) and 43 cm\(^{-1}\) (see Table 2). For \( N_3^- \) in solution it is expected that \( P(\omega) \) deviates somewhat from a Gaussian distribution. Because all fundamentals are shifted to the blue, it is also expected that \( P(\omega) \) contains a tail at higher frequencies. This is indeed the case (Figure S3), and the log-normal fits the raw data quite well which indicates that sampling is sufficient and the frequency trajectory is close to converged.
The blue shift from solving the 3-d Schrödinger equation is 64 cm\(^{-1}\) (according to \(P(\omega)\)) and 74 cm\(^{-1}\) when considering the IR-lineshape, see Table 2 and Figure 6. This is in reasonable to good agreement with experiment (61 cm\(^{-1}\)) and provides a meaningful basis for future applications of the present model in positionally resolved spectroscopy of peptides and proteins in solution. It is also worthwhile to note that the power spectrum, which is readily available from equilibrium MD simulations, yields a meaningful description of the blue shift (\(\Delta \nu = 57 \text{ cm}^{-1}\)).

Figure 6: 1D-IR spectrum of \(N_3^-\) in water obtained from INM (left panel) and solution of the 3-d Schrödinger equation (3-d SE, right panel) calculations is compared with the FT-IR experiment.\(^{20,27–29}\) The gas phase frequencies are shown as vertical lines and the remaining traces are experimental lineshapes and those determined from integrating the FFCFs. The black, red and turquoise lines represent experimental, INM and 3-d SE results, respectively. The grey areas indicate the distributions of transition frequencies, \(P(\omega)\), for \(N_3^-\) in solution from \(1.2 \times 10^6\) snapshots. The peak frequencies for the 1D-IR spectra from INM and 3-d SE calculations are at 2049.9 cm\(^{-1}\) and 2047.3 cm\(^{-1}\), respectively.

In order to characterize the solvent dynamics around \(N_3^-\) in solution, the frequency correlation function for the NN asymmetric stretch from INM was determined. The data was fitted to Eq. 6 including three time scales, see Figure 7 and the corresponding fitting pa-
rameters are reported in Table 3. Three time scales can be distinguished in the FFCF: two sub-picosecond time scales ($\tau_1 = 0.044$ ps and $\tau_2 = 0.23$ ps) with large amplitude and one on the picosecond ($\tau_3 = 1.18$ ps) with a smaller amplitude.

Similarly, the FFCF for the asymmetric stretching mode was determined from the same $1.2 \times 10^6$ snapshots using DVR3D to solve the 3-dimensional nuclear Schrödinger equation based on scanning the 3-dimensional PES for an instantaneous solvent configuration. The FFCF determined from this time series was again fitted to Eq. 6 using three time scales, see Figure 7B. The corresponding fitting parameters are also reported in Table 3. The three time scales are $\tau_1 = 0.048$ ps, $\tau_2 = 0.21$ ps and $\tau_3 = 1.06$ ps. As for FFCF from INM, $\tau_3$ agrees well with experimental values in $D_2O$ ($\tau \approx 1.3$ ps)\(^{18}\) and in $H_2O$ ($\tau \approx 1.2$ ps).\(^{29}\)

Both FFCFs display a pronounced minimum at very short time ($t \sim 0.1$ ps). This feature is known from previous simulations\(^ {50}\) and related to the strength of the interaction between solvent and solute.\(^ {10,14,49}\) As this interaction is expected to decrease in going from $CN^-$, $N_3^-$, $H_2O$ to the amide-I mode in N-methyl-acetamide, the observed behavior in the FFCF is consistent with such an interpretation. A final, less critical\(^ {49}\) characteristic of the FFCF is the amplitude $C(0)$ at zero time of the unnormalized FFCF. Previous simulations\(^ {50}\) found a value of $\sim 500$ cm$^{-1}$ compared with a value of $\sim 275$ cm$^{-1}$ from experiment.\(^ {18}\) The FFCF from the instantaneous normal modes and the quantum bound state calculations yield 272 cm$^{-1}$ and 651 cm$^{-1}$, respectively. On the other hand, it has been found that the experiment is not particularly sensitive to the very short time dynamics\(^ {50}\) as evidenced by the absence of the short-time anticorrelation. It is noted that the general appearance of the FFCF in Figure 7 is comparable to that for $CN^-$ and NMA in water\(^ {10,14}\) and exhibits somewhat larger fluctuations compared with previous simulations of $N_3^-$ in water.\(^ {50}\) This is probably related to the fact in the present case the solute was flexible and the vibrational frequencies for the fundamentals were determined for the instantaneous solvent configurations from solutions of
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the 3-d Schrödinger equation whereas the stationary states for CN\(^-\) were determined from the analytical formula for bound states of a Morse oscillator,\(^{14}\) and for NMA in water the chromophore was frozen during the MD simulations\(^{10}\) which was also the approach followed for azide in water.\(^{50}\)

Figure 7: FFCF for the asymmetric stretch vibration as a function of time (black line) from A) INM and B) solution of the 3-dimensional Schrödinger equation for azide in water. Solid red line is the corresponding fit to Eq. 6 with three time scales. The inset shows the same data on a logarithmic scale for the y-axis. The rapid initial drop of the FFCF within the first 100 fs (the inertial component\(^{54}\)) reflects the intermolecular hydrogen bond vibration.

Table 3: Parameters obtained from fitting the FFCF to Eq. 6 for both, frequencies from INM and solutions of the 3-dimensional Schrödinger equation (SE). Average frequency \(\langle \omega \rangle\) of the [0,0,1] fundamental in cm\(^{-1}\), the full width at half maximum in cm\(^{-1}\), the amplitudes \(a_1\) to \(a_3\) in ps\(^{-2}\), the decay times \(\tau_1\) to \(\tau_3\) in ps, the parameter \(\gamma\) in ps\(^{-1}\), and the offset \(\Delta_0\) in ps\(^{-2}\). The experimental results in H\(_2\)O and in reverse micelles are from Refs.\(^{20,29}\) and for the decay time in D\(_2\)O.\(^{3}\) Errors, determined from R,\(^{55}\) for all parameters are given in brackets.

|        | \(\langle \omega \rangle\) | FWHM | \(a_1\)   | \(a_2\)   | \(a_3\)   | \(\tau_1\) | \(\tau_2\) | \(\tau_3\) | \(\gamma\) | \(\Delta_0\) |
|--------|---------------------------|------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|----------|
| INM    | 2049.9                    | 13.6 | (0.09)    | (0.06)    | (0.06)    | 0.044     | 0.23      | 1.18      | 30.14     | 0.003    |
| 3-d SE | 2047.3                    | 18.5 | (0.09)    | (0.06)    | (0.07)    | 0.048     | 0.21      | 1.06      | 33.28     | 0.001    |
| Expt.  | 2047.5                    | 25.2 |           |           |           |           |           |           | \(\sim 1.2\) (H\(_2\)O) | \(1.3\) (D\(_2\)O) |
Figure 6 shows the 1D-IR spectra of the NN asymmetric stretching mode using two different approaches (INM and DVR3D) to compute the frequencies. The observed and computed solvent induced shifts are 45 cm$^{-1}$ and 74 cm$^{-1}$, respectively, for INM and DVR3D calculations, compared with 61 cm$^{-1}$ from experiment, see Table 2. They both correctly capture the blue shift but the quantum calculations appear to better describe the 1D-IR spectroscopy. A similar observation is made for the full widths at half maximum (FWHM). Frequencies from instantaneous normal modes yield a FWHM of 13.6 cm$^{-1}$ which increases to 18.5 cm$^{-1}$ when the 3D Schrödinger equation is solved. This compares with 25.2 cm$^{-1}$ from experiment. Hence, the added computational effort in using quantum mechanical frequencies from scanning the 3-dimensional PES for a given solvent configuration indeed provides better results. On the other hand, the considerably more economical approach based on instantaneous normal modes is still a meaningful alternative.

**Conclusions**

This work introduces an accurate model to characterize the vibrational spectroscopy of N$_3^-$ in solution. Based on a RKHS representation of the intramolecular interactions, the quantum bound states agree well for the fundamentals in the gas phase and in solution as determined from experiment. In particular, for the simulations in water the blue shifts, full widths at half maximum and the time scale of the solvent reorganization dynamics as probed by the asymmetric stretch of N$_3^-$ compare favourably with experiment.

This opens up the possibility to use this model for a spatially sensitive probe of the solvent dynamics in more complex systems, including individual molecules or proteins in solution. Independently, using a suitable flexible, spectroscopically accurate water model such as the Kumagai, Katwamura, Yokokawa (KKY) model it will be possible to probe the coupling
between the intramolecular degrees of freedom of solute and solvent as their fundamentals and overtones lead to potentially interesting dynamics. The present model can be further improved by using higher order multipoles\textsuperscript{59–62} or polarization\textsuperscript{63} to treat the electrostatic interactions. Also, a slight adjustment of the bonded interactions could be envisaged as using stretch and bending potentials from gas phase calculations for simulations in solution is another approximation that is used in the present work. This will be of particular importance when the present model is used for N\textsubscript{3}\textsuperscript{−} as a covalently linked probe to a peptide or a protein residue.

Together with state-of-the art experiments the present work lays the foundation to a molecularly refined picture of the structural dynamics of complex systems in the condensed phase from a combined experimental/simulation approach.
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