Extending GCC-PHAT using Shift Equivariant Neural Networks
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Abstract

Speaker localization using microphone arrays depends on accurate time delay estimation techniques. For decades, methods based on the generalized cross correlation with phase transform (GCC-PHAT) have been widely adopted for this purpose. Recently, the GCC-PHAT has also been used to provide input features to neural networks in order to remove the effects of noise and reverberation, but at the cost of losing theoretical guarantees in noise-free conditions. We propose a novel approach to extending the GCC-PHAT, where the received signals are filtered using a shift equivariant neural network that preserves the timing information contained in the signals. By extensive experiments we show that our model consistently reduces the error of the GCC-PHAT in adverse environments, with guarantees of exact time delay recovery in ideal conditions.

Index Terms: time delay estimation, time difference of arrival, generalized cross-correlation, speaker localization

1. Introduction

Time delay estimation (TDE) is an essential component in many applications involving acoustic localization, including sound source tracking [1], robotics [2] and self-calibration [3]. In a typical setup, time delays are estimated by analyzing the signals received by a set of synchronized microphones with known positions. The transmitted waveform, which is assumed to have originated from a single sound source, is considered unknown, as is the time at which it was transmitted. Therefore, the time of travel from the source to the microphones cannot be obtained directly, but instead the time difference of arrival (TDOA) is measured by correlating the received signals. The set of TDOA measurements from a microphone array can then be used to compute the signal direction of arrival (DOA) or the sound source position using multilateration [4].

The generalized cross-correlation (GCC) has been the most widely adopted method for TDOA estimation for many decades. In particular, the phase transform (GCC-PHAT) [5] filter is commonly used in many acoustic scenarios, due to its fast implementation and robustness in adverse environments. However, with the recent advent of deep learning, a wide variety of methods for sound source localization estimation have been developed without the use of cross-correlations, instead processing only the raw waveforms or spectrograms of the signals [6]. Furthermore, several of these methods do not explicitly estimate the TDOAs, but instead train the models to directly predict the DOA [7, 8] or sound source coordinates [9].

Other works have instead attempted to combine GCCs with neural networks [10, 11]. Comanducci et al. [12] used an autoencoder network on the outputs of a frequency sliding GCC [13] in order to de-noise the correlations. Wang et al. [14] instead used a neural network for predicting a speech mask that can be interpreted as a learnable frequency-selective linear filter. The speech mask is then applied together with the PHAT when correlating the received signals. Notably, Salvati et al. [15] proposed computing multiple GCCs, each with its own weighted transfer function, and processing the outputs using a convolutional neural network (CNN) that predicts the TDOA for the two signals. Although this method reduces the average error, it struggles to make accurate prediction within a few samples, which is required for high-precision localization.

We propose a novel method for TDOA estimation by filtering the raw waveforms using a neural network before computing the GCC-PHAT. The network can then be trained to exploit patterns in the data, e.g. the acoustic properties of human speech, in order to remove the effects of noise and reverberation. Furthermore, by using a shift equivariant CNN (SE-CNN), the network can learn to find useful representations while preserving the timing information contained in the signals.

2. Method

Prerequisites. Consider a reverberant three-dimensional room with two microphones positioned at \( r_1, r_2 \in \mathbb{R}^3 \) and a single sound source positioned at \( r_s \in \mathbb{R}^3 \) emitting an unknown acoustic signal \( s \). Assuming a time-window of \( N \) samples, the received signals \( x_1, x_2 \in \mathbb{R}^N \) at the two microphones can be written as

\[
x_1[n] = h_1[n] * s[n] + w_1[n],
\]

\[
x_2[n] = h_2[n] * s[n] + w_2[n],
\]

for \( n = 0, \ldots, N - 1 \). Here \( h_1[n], h_2[n] \) and \( w_1[n], w_2[n] \) are the channel impulse responses from the source to the microphones and additive white noise respectively. Taking the discrete Fourier transform (DFT) of both sides of (1) yields

\[
X_1[k] = H_1[k]S[k] + W_1[k],
\]

\[
X_2[k] = H_2[k]S[k] + W_2[k],
\]

for \( k = 0, \ldots, N - 1 \). With this notation, the GCC is defined as

\[
R[m] = \frac{1}{N} \sum_{k=0}^{N-1} \phi[k] X_1[k] X_2[k] e^{i \frac{2\pi km}{N}},
\]

for \( m = -\tau_{\text{max}}, \ldots, \tau_{\text{max}} \). The maximal delay is typically taken to be \( \tau_{\text{max}} = \lfloor |r_1 - r_2| / c \rceil \) where \( c \) is the speed of sound and \( F_s \) is the sample rate. Furthermore, \( \phi[k] \) is a weighting function. In particular, the PHAT [5] weighting function is given by \( \phi[k] = 1 / |X_1[k]X_2[k]| \). The estimated time delay is then obtained as

\[
\hat{\tau} = \arg \max_m R[m].
\]
The PHAT can be regarded as a weighting function that places equal importance on all frequencies in the signal spectrum and only considers the phase of received signals. In an anechoic noise-free environment, the GCC-PHAT outputs a unit impulse centered at the correct time-delay. In the presence of echoes, the PHAT filter attenuates the interference to some extent by limiting the smearing of the correlation, which makes it possible to recover the line of sight component. However, the PHAT also introduces errors from frequency components outside the signal spectrum, which motivates the introduction of a learnable filter that can suppress noise and interference.

Extending GCC-PHAT. The main idea of the proposed method is to apply a non-linear filter function on the received signals in order to remove effects of reverberation and noise, which can be realized by using a neural network. However, in the process of doing so, the network needs to preserve the timing information stored in the signals, since this is what we seek to recover when estimating the TDOA. Hence, we seek to employ a network architecture that is explicitly designed for this purpose, and the following definition is then useful.

Definition 2.1. Let $x$ be a signal and $(x)_\tau$ denote a columnwise circular shift of $x$. Then $f : \mathbb{R}^N \rightarrow \mathbb{R}^{N \times L}$ is said to be equivariant with respect to time shifts if for any time lag $\tau \in \mathbb{Z}$ we have that $f((x)_\tau) = (f(x))_\tau$.

Although CNNs are generally approximately shift-equivariant, not all implementations satisfy this property exactly, due to edge effects. We therefore employ circular padding of the signals before each convolutional layer in the network in order to preserve the timing information completely. For further discussion on convolutions and shift equivariance, we refer to [16].

An overview of the proposed method is illustrated in Figure 1. Let $f_\theta : \mathbb{R}^N \rightarrow \mathbb{R}^{N \times L}$ denote the SE-CNN parameterized by a set of learnable weights $\theta$. The network receives input signals of length $N$ and outputs $L$ new signals of the same length

$$y_1 = f_\theta(x_1), \quad y_2 = f_\theta(x_2),$$

where $y_1, y_2 \in \mathbb{R}^{N \times L}$, such that each column of the outputs represent a filtered signal. By letting $L > 1$, the network can learn to apply different non-linear filters that capture different properties of the transmitted signals. For each of the $L$ signal components, we then apply the GCC-PHAT individually as

$$\hat{R}[m, l] = \frac{1}{N} \sum_{k=0}^{N-1} \frac{Y_1[k, l]^* Y_2[k, l]}{Y_1[k, l] Y_2^*[k, l]} e^{\frac{i 2\pi km}{N}},$$

where $Y_1, Y_2$ are the column-wise DFTs of $y_1, y_2$ and $\hat{R} \in \mathbb{R}^{(2^L + 1) \times L}$. Now if $x_1 = (x_2)_\tau$, then it follows from the shift equivariance of the network that $y_1 = (y_2)_\tau$, or equivalently that $Y_1[k, l] = Y_2[k, l] e^{-\frac{i 2\pi km}{N}}$. Evaluating the GCC-PHAT of the two filtered signals yields

$$\hat{R}[m, l] = \frac{1}{N} \sum_{k=0}^{N-1} \frac{Y_1[k, l]^* Y_2[k, l]}{Y_1[k, l] Y_2^*[k, l]} e^{\frac{i 2\pi km}{N}} = \frac{1}{N} \sum_{k=0}^{N-1} e^{\frac{i 2\pi k (m - r)}{N}} = \delta_r[m],$$

where $\delta_r$ is a unit pulse centered at time $r$. This shows that in an ideal anechoic noise-free environment, applying $f_\theta$ to the signals will not prevent the GCC-PHAT from recovering the timing perfectly, as can be seen in Figure 2b. However, in a reverberant and noisy environment, the network is trained to learn to remove these effects and output signal representations that are equal up to a circular time shift.

In order to output a probability distribution over time shifts, the GCC-PHAT output is fed into another network $g_{\theta'} : \mathbb{R}^{(2^L + 1) \times L} \rightarrow \mathbb{R}^{(2^L + 1)}$, with its own set of parameters $\theta'$ that combines the $L$ different correlations and applies softmax normalization in the final layer. Consequently, the final predictions are obtained as

$$p(m|x_1, x_2) = g_{\theta'}(\hat{R}),$$

such that $p(m|x_1, x_2)$ contains the probabilities for each time delay $m = -\tau_{\max}, \ldots, \tau_{\max}$ considered in the correlation. As can be seen in Figure 2c, the trained classifier is able to combine a set of noisy correlations into an accurate prediction.

The two networks $f_\theta$ and $g_{\theta'}$ can be trained jointly by minimizing the cross-entropy (CE) loss function, which for a single training example becomes

$$L(x_1, x_2) = -\sum_{m=-\tau_{\max}}^{\tau_{\max}} \delta_r[m] \log p(m|x_1, x_1),$$

where $\tau = \text{round}((||r_1 - r_2|| - ||r_2 - r_1||)/F_c/e)$ is the true time delay rounded to the nearest sample. This approach can be regarded as a form of regression-via-classification (RvC), where the model tries to classify the set of correlations into the correct time delay. In contrast, a regression-based approach, such as the one proposed in [15], tries to estimate $\tau$ directly and the model is trained to minimize the mean squared error (MSE). In Section 3 we compare the two methods experimentally in order to justify our RvC approach.
Network architecture. In order to efficiently process the raw waveforms, we use the SincNet [17] architecture, which consists of a series of parallel band-pass filters with learnable cutoff frequencies, in the first layer of $f_0$. Specifically, we use 128 filters of length 1023. The following layers consist of regular convolutions with filter lengths of 11, 9 and 7, each with $L = 128$ output channels. Similarly, $g_\theta'$ consists of 4 convolutional layers with filters of length 11, 9, 7 and 5, all of which has 128 output channels, except for the last layer that has a single output channel which models the log-probabilities for each time delay. In both networks, we use BatchNorm [18] and LeakyReLU [19] activations in each layer.

3. Experiments

We perform a series of simulated experiments in order to evaluate our method and compare it to baselines. In order to simulate realistic sound propagation, we use Pyroomacoustics [20], which enables modeling of reverberant indoor environments based on the image source method [21]. The audio signals were collected from the LibriSpeech dataset [22], which contains speech recordings from read audiobooks in English, sampled at $F_s = 16$ kHz. We split the data based on speakers, such that 40 speakers were used for training, 3 for validation and 3 for testing. For each recording we first remove silent parts using a voice activity detector and then extract a 2 second long snippet from each recording. This results in 1892 snippets for training, 188 for validation and 3 for testing. Each recording was evaluated on each of 15 non-overlapping windows, for a total of 216 · 15 = 3240 time delay estimates.

Network training was done inside a simulated room of dimensions $7 \times 5 \times 3$ m, with microphones placed roughly in the middle of the room at $r_1 = [3.5, 2.25, 1.5]^T$ and $r_2 = [3.5, 2.75, 1.5]^T$ m from the origin. This setup results in a maximum delay of $\tau_{\text{max}} = 23$ samples. The source positions $r_s$ were sampled from randomly from a uniform distribution over the entire room for each training sample. Furthermore, random reverberation times $T_{60}$ were sampled from randomly from a uniform distribution over the ranges $[0.2, 1.0]$ s and $[0, 30 \text{ dB}]$ respectively. We use the Adam optimizer [23] with a batch size of 32, a learning rate of 0.001 with a cosine decay schedule and train the network for 30 epochs.

For comparison, we implement the PGCC-PHAT method following the description in [15]. The method uses a CNN that takes several differently weighted GCC-PHAT correlations as input and combines them into a single time delay prediction. Each correlation has a different filter $\phi_\beta[k] = 1/|X[k]X^T[k]|^\beta$, for $\beta \in \{0.0, 1, \ldots, 1\}$. In contrast to our method, the network is trained to minimize the MSE loss.

The trained models were evaluated in a different room with dimensions $6 \times 4 \times 2.5$ m and with the microphones placed at $r_1 = [3, 1.75, 1.25]^T$ and $r_2 = [3, 2.25, 1.25]^T$ m respectively, and the source positions were again randomly across the whole room. Each recording was evaluated for SNRs $\in \{0, 6, 12, 18, 24, 30\}$ dB and reverberation times $T_{60} \in \{0.2, 0.4, 0.6, 0.8, 1\}$ s.

The results are presented in Figure 3, where the mean average error (MAE) and accuracy is presented for different SNRs and reverberation times. All TDOA errors have been converted to their corresponding distance errors and the accuracy should be interpreted as the probability $P(|\hat{\tau} - \tau| < \eta)$, where $\eta = 10$ cm, since this a typical level of average precision that can be achieved by an acoustic localization system [24, 25]. For compar-

3Code available at: https://github.com/axeber01/ngcc
pleteness, we show results for lower thresholds in Figure 3e as well. Our method achieves the highest accuracy in all conditions and the lowest MAE for conditions with high SNR or low reverberation time, consistently outperforming the GCC-PHAT baseline. A comparison of error distributions for the different methods in a high SNR environment can be seen in Figure 4. Since PGCC-PHAT has been trained to minimize the MSE, its error distribution has a smaller tail but fails to make accurate predictions within a few centimeters, which is necessary for real-world indoor localization. The large number of predictions at $\hat{\tau} = 0$ is due to imperfect audio pre-processing, which results in some time windows containing long periods of silence.

In order to disentangle the influence of the CE and MSE loss functions, we ablate the two by changing only the last layer of the networks. In Table 1 it can be seen that the higher accuracy of our method cannot be attributed solely to the CE loss, since it is more accurate than PGCC-PHAT when trained with the same loss function. However, our method is not as effective when trained with the MSE loss. We attribute this to the fact that in contrast to PGCC-PHAT, the entries of our correlation matrix $\tilde{R}$ do not exhibit any time-smearing, which causes the correlation peaks to be uniformly distributed for incorrect detections. Nevertheless, the RVCM approach is preferable for both methods when accuracy is most important. Additionally, the smaller number of parameters in our model makes it more feasible for use in efficient real-time inference on small devices.

In order to demonstrate the effectiveness of using multiple GCC-PHAT correlations, we ablate the number of channels $L$ in the last layer of our feature extractor $f_\theta$, leaving the other layers unchanged. In Table 2, it can be seen that adding more channels yields better performance. Moreover, replacing the SincNet layer with a standard learnable convolution with the same filter length results in a performance drop, which motivates the use of learnable bandpass filters in the first layer.

![Figure 3: Performance of the different methods in a room of size $6 \times 4 \times 2.5 \, \text{m}$.

Table 1: Results using different loss functions for reverberation time $T_{60} = 0.2 \, \text{s}$, averaged over all SNRs.

| Model     | GCC-PHAT | PGCC-PHAT | Ours     |
|-----------|----------|-----------|----------|
| #params   | 0        | 11.5M     | 0.9M     |
| Loss      | -        | MSE       | CE       |
| RMSE [cm] | 15.21    | 10.87     | 13.61    |
| MAE [cm]  | 6.84     | 6.59      | 5.93     |
| Acc@10cm  | 80.2     | 80.6      | 85.7     |

Table 2: Results for our method using different number of correlation channels $L$ for reverberation time $T_{60} = 0.2 \, \text{s}$, averaged over all SNRs.

| #channels $L$ | 1 | 8 | 32 | 128 | 128 w/o SincNet |
|---------------|---|---|----|-----|-----------------|
| MAE [cm]      | 5.59| 5.35| 5.23| 5.13| 5.38            |
| Acc@10cm      | 84.4| 85.6| 85.8| 86.5| 85.4            |

4. Conclusions

We have demonstrated that our proposed method is able to consistently improve detection accuracy over the baseline GCC-PHAT and PGCC-PHAT. Furthermore, as the signal strength increases relative to noise and echoes, in the limit our method is guaranteed to recover the time delay within sample accuracy. Although incorrect detections sometimes result in large errors, this is of less practical importance, since robust localization methods are designed to handle a large fraction of incorrect detections by removing outliers in the measurements [4, 26, 27]. Moreover, it can be used as a drop-in replacement for GCC-PHAT, and the outputs from the SE-CNN can be re-used when considering more than two microphones. We therefore conclude that our method would be a suitable alternative for time delay estimation in real-world speaker localization scenarios.

In future work, we will consider integrating our method into a full sound source localization system. This requires tracking delays over time, as well as considering the geometry of the microphones and sound sources. Here we see further potential of applying machine learning methods in order to tackle the localization problem with an end-to-end approach.
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