Real-Time Control Strategy for Aggregated Electric Vehicles to Smooth the Fluctuation of Wind-Power Output
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Abstract: Electric vehicles (EVs) are flexible demand-side response resources in a power distribution system. Reasonable and orderly control of charging/discharging processes of aggregated EVs can improve their coordination and interaction with the distribution system and ensure its efficient and stable operation. Aiming at the problem that the fluctuation of wind power output may affect the stable operation of distribution system, a real-time control strategy for aggregated EVs to smooth the fluctuation of wind power is proposed. Firstly, considering the dispatchability of EVs, the charging/discharging energy boundary model is established to determine the charging/discharging margin of an EV at each moment. Then, first-order low-pass filtering is used to determine the total dispatching power of aggregated EVs. Finally, the total charging power of aggregated EVs is determined and power allocation is carried out. Simulation results show that the proposed strategy can achieve real-time smoothing for the fluctuation of wind power output while meeting the charging requirements of EVs, and the proposed strategy can not only reduce the fluctuation rate of total load, but also realize peak shaving and valley filling for the distribution system.
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1. Introduction

Renewable energy sources (RES) represented by wind power generation and photovoltaic power generation are an important way to alleviate the increasingly prominent environmental pollution, traditional energy shortages and other problems [1] and have been developed vigorously in recent years. However, due to the obvious intermittency, volatility and uncertainty of RES, with the increasing proportion of its connection to the power grid, the safe and stable operation of the power grid may be adversely affected. With the continuous increasing of the market share of electric vehicles (EVs), their role as a flexible demand-side response resource in the operation and regulation of distribution system has become increasingly prominent. The complementary use of EVs with RES contributes to the economic and environmental benefits of its overall operation: (1) RES can reduce the dependence on fossil fuels and accomplish low-carbon in the true sense [2]; (2) EVs can also help solve the intermittent problem of RES and reduce the cost of the energy-storage system [3]; (3) the local consumption and utilization of RES by EVs can be realized through the micro power grid, and the side effects caused by their separate connection to the power grid can be reduced.
In recent years, several studies have been carried out on the joint optimal dispatching of the integration of EVs and RES in the power systems. On the basis of traditional day-ahead power generation plan, Sun et al [4] proposed an optimal scheduling method of aggregated EVs on a multi-time scale, improving the utilization rate of wind power and enhancing the clean charge of EVs. Cheng et al [5] proposed an equivalent quantity model of EV charging on the basis of the probabilistic model, and realized the cooperative operation of EVs and wind power. Zhao et al [6] proposed an economic dispatch model of aggregated EVs and wind power solving by an optimization algorithm based on the well-established particle swarm optimization (PSO) and interior point method. Vasirani et al [7] made wind power generators fully participate in electricity markets by forming a virtual power plant (VPP) with EVs that can store the energy to overcome the intermittent nature of the energy supply. For integrated energy systems that include a large number of EVs, Li et al [8] proposed a coordinated scheduling model that can effectively improve the consumption rate of renewable energy and reduce the volatility of renewable energy by considering the coordination of electric vehicles, tie lines, and heating/cooling systems in multiple functional areas. Zhang et al [9] proposed a novel unit commitment model considering demand response and EVs, and solved it through the fuzzy opportunity limitation program. The numerical study shows that the model can promote the utilization of wind power evidently, making the power system operation eco-friendlier and more economical.

At present, most of the research on the participation of aggregated EVs in the power grid scheduling belong to the optimal scheduling in large timescales, which depends on accurate prediction of uncertain factors [10]. However, there are many uncertainties in the power system that are difficult to predict accurately in advance, such as renewable energy output and EV charge loads. There is a low prediction accuracy of renewable energy output in large timescales. For example, the day-ahead prediction of wind power and photovoltaics can only predict the overall output trend the next day, and the real-time output usually has a fluctuation component. The charge process of EVs is random and uncertain, and the reported charge plan for the next day may be changed due to some emergencies. Therefore, it is necessary to control the aggregated EVs in real time to avoid prediction error.

There are some research works on the real-time control of aggregated EVs now: Deilami et al [11] proposed a real-time smart load management (RT-SLM) control strategy for the charging process of aggregated EVs in a smart grid, realizing the minimization of the total cost of generating the energy plus the associated grid energy losses. Luo et al [12] designed a simple but effective EV-charging scheduling scheme for real-time coordination of randomly arriving or departing EVs in low-voltage residential networks. Zhang et al [13] proposed a charging and discharging dispatch strategy for EVs on the basis of fuzzy control, but its control accuracy is not high. Aiming at residential aggregated EVs, Su et al [14] and Wang et al [15] used time-of-use electricity prices as the background to enable EVs to discharge during peak-load periods and charge during valley-load periods to achieve peak shaving and valley filling, but this will cause sudden load change at the beginning and end of the valley period. Hu et al [16] proposed a real-time control strategy for aggregated EVs to smooth out photovoltaic fluctuations, but this real-time control strategy is actually a real-time correction of the day-ahead scheduling error. Pahasa et al [17] used multiple model predictive control (MMPC) to manage the charging process of EVs in real time, but this relied on short-term load prediction. In conclusion, there are few real-time control strategies for aggregated EVs that can adapt to scenarios where uncertain factors are difficult to predict. Some studies rely on prediction technology to achieve real-time rolling optimization.

Given the above background, a real-time control strategy for aggregated EVs to smooth fluctuation of wind power output is proposed in this paper. Firstly, in order to make full use of the scheduling capability of EV, the charging/discharging energy boundary model is established, which can be used to calculate the adjustable range of charging and discharging power of EVs at the current moment. Then, a method to determine the total charging power of aggregated EVs is proposed, which is based on the first-order filtering algorithm and can achieve the goal of smoothing the total load curve of distribution system. Finally, the power allocation method of aggregated EVs is
proposed, which optimizes the charging power of each EV by maximizing the total charging/discharging margin of the aggregated EVs at the following moment, and converts the problem into a mixed-integer linear programming (MILP) problem by using the piecewise linearization method, which improves the solution efficiency.

2. The Control Framework of Aggregated Electric Vehicles (EVs) Participating in Power Grid Scheduling

The output power of a wind farm fluctuates due to the uncertainty and intermittence of wind, and the wakes between wind turbine units. Large-scale wind power integration may cause load fluctuation and affect the stable operation of the power system. As a flexible decentralized dispatchable unit, EVs can coordinate and complement wind power under certain conditions. The coordinated management of aggregated EVs with effective control strategies can smooth the load curve, promote wind-power accommodation, and ensure the safe and reliable operation of the power system [18].

The real-time control framework of aggregated EVs participating in power grid scheduling is shown in Figure 1. All charging piles in the figure are direct current (DC) charging piles whose charging and discharging power can be adjusted continuously between 0 and the maximum [19,20]. At the same time, this kind of charging pile has the function of reading information, such as the time when the EV is connected to the charging pile (on-grid time), the time when the EV leaves the charging pile (off-grid time), and the battery level of the EV, etc. It can also perform information exchange with the aggregator management center (AMC) through the low-voltage carrier communication module. The AMC can model the charging process of the aggregator and send the state information of the aggregator to the load-management control center (LMCC). LMCC collects the status information of each AMC in real time, and calculates the charging power target of every aggregator by a real-time control strategy. When AMC receives instructions from the upper controller, it can respond in real time by orderly controlling the charging power of each EVs in the power grid.

![Figure 1. Schematic illustration of the real-time control framework.](image)

According to the willingness of EV users to participate in grid scheduling, EVs can be divided into three categories:
(1) Do not participate in grid scheduling. An EV not subject to the schedule in the charging process. When the EV is connected to the charging pile, it is immediately charged at the rated maximum charging power until the EV leaves the charging pile or the EV battery reaches the set target value.

(2) Participate in grid scheduling but not allowed to discharge to grid. This process can be called grid-to-vehicle (G2V).

(3) Participate in grid scheduling and allow discharge to the vehicle. This process can be called vehicle-to-grid (V2G).

3. The Charging/Discharging Energy Boundary Model of EVs

In order to effectively control the charging/discharging processes of EVs participating in power grid scheduling, this paper first establishes a charging/discharging energy boundary model [21]. Assume that the maximum charging and discharging power of EV $i$ are $P_{c_{\text{max}}}'$ and $P_{d_{\text{max}}}'$, respectively, and $\eta_{c}'$ and $\eta_{d}'$ represent charging and discharging efficiency. When the EV $i$ is connected to the grid at time $t_{\text{in}}'$, the state of charge (SOC) of the EV battery is $E_{\text{in}}'$. At the same time, the EV user sets the off-grid time $t_{\text{out}}'$ and the SOC they expect called out $E_{\text{out}}'$. Then, the connected duration $T_{\text{set}}'$ is defined as:

$$ T_{\text{set}}' = t_{\text{out}}' - t_{\text{in}}' $$

Define the standard charging duration $T_{\text{nc}}'$ of EV $i$ as:

$$ T_{\text{nc}}' = \left( E_{\text{max}}' - E_{\text{in}}' \right) \frac{B'}{\eta_{c}'P_{c_{\text{max}}}'} $$

(2)

where $B'$ is the battery capacity and $E_{\text{max}}'$ is the maximum SOC of EV $i$.

If $T_{\text{set}}' \leq T_{\text{nc}}'$, the EV $i$ is uncontrollable, and it will immediately be charged at the maximum charging power until it leaves the grid. If $T_{\text{set}}' > T_{\text{nc}}'$, the EV $i$ is controllable, and its charging power can be adjusted continuously.

For a controllable EV, the charging/discharging energy boundary model is shown in Figure 2 and Figure 3, where $E_{\text{min}}'$ is the minimum SOC of the EV $i$.

For a controllable EV in G2V: the EV will be charged at its maximum charging power immediately from the moment it is connected to the grid, and the battery level remains constant after reaching the maximum SOC so that we can get the trajectory of SOC (A→B→C in Figure 1) regarded as the upper boundary of energy; After the EV is connected to the grid, the SOC stays the same, and is then charged at the maximum power to the off-grid moment. The trajectory of this process (A→I→G in Figure 1) is regarded as the lower boundary of energy.

For a controllable EV in V2G: the upper boundary of energy (A→B→C in Figure 2) is the same as a controllable EV in G2V; The EV immediately discharges at the maximum power at the moment it is connected to the power grid, and then it begins to charge at the maximum power until its SOC reaches the user-set target value at off-grid time, the trajectory of this process (A→D→F→G in Figure 2) is regarded as the lower boundary of energy.
Figure 2. The charging/discharging energy boundary model of a controllable electric vehicle (EV) in grid-to-vehicle (G2V).

Figure 3. The charging/discharging energy boundary model of a controllable EV in vehicle-to-grid (V2G): (a) dischargeable to minimum state of charge (SOC, point D does not coincide with point F); (b) undischargeable to the minimum SOC (point D coincide with point F).

In Figure 2–3, the parameter of the upper boundary of energy $t_B^i$ is defined as:

$$ t_B^i = t_{in}^i + T_N^i $$  \hspace{1cm} (3)

In Figure 2, the parameter of the lower boundary of energy $t_1^i$ is defined as:

$$ t_1^i = t_{out}^i - \frac{E_{out}^i - E_{in}^i}{\eta_t^i \eta_D^i c_{max}} B_i $$  \hspace{1cm} (4)

In Figure 3a, the parameters of the lower boundary of energy $t_D^i$ and $t_F^i$ are respectively defined as:

$$ t_D^i = t_{in}^i + \frac{(E_{in}^i - E_{min}^i) B^i}{P_d^i c_{max}} $$  \hspace{1cm} (5)

$$ t_F^i = t_{out}^i - \frac{(E_{out}^i - E_{min}^i) B^i}{\eta_D^i \eta_t^i c_{max}} $$  \hspace{1cm} (6)
In Figure 3b, the parameters of the lower boundary of energy $t^i_0$, $t^i_E$ and $E^i_x$ are respectively defined as:

$$t^i_0 = t^i_E = t^i_{in} + \left( \frac{E^i_{in} - E^i_{out}}{P^i_{d_{max}}} \right) \frac{B^i t^i}{\eta^i_d}$$

(7)

$$E^i_x = \frac{E^i_{in} B^i \eta^i_d P^i_{c_{max}} + E^i_{out} B^i P^i_{d_{max}} - \left( t^i_{out} - t^i_{in} \right) \eta^i_d P^i_{c_{max}} P^i_{d_{max}}}{B^i \left( \eta^i_d P^i_{c_{max}} + P^i_{d_{max}} \right)}$$

(8)

Set the charging power range of EV $i$ at time $t$ as $[-P^i_c(t), P^i_c(t)]$.

For an uncontrollable EV $i$, it will always be charged at the maximum charging power, that is, $P^i_c(t) = P^i_{c_{max}}$.

For a controllable EV, its charging power range will be determined according to its charging/discharging energy boundary model. Take a controllable EV in V2G for example. As shown in Figure 4, $E(t)$ is the SOC of EV battery at time $t$. First, determine the upper boundary $E^i_c(t + \Delta t)$ and lower boundary $E^i_c(t + \Delta t)$ of the SOC at the time $t + \Delta t$ according to the charging/discharging energy boundary model, and calculate the boundary distance of the SOC at the current time:

$$e^i_c(t) = E^i_c(t + \Delta t) - E^i_c(t)$$

(9)

$$e^i_c(t) = E^i_c(t) - E^i_c(t + \Delta t)$$

(10)

where, $e^i_c(t)$ and $e^i_c(t)$ are the upper and lower boundary distance of EV $i$ at time $t$.

![Figure 4](image)

**Figure 4.** Schematic illustration of charging power range determination method for a controllable EV.

Then the charging power range of EV $i$ at time $t$ can be represented by Equations (11) and (12).

$$P^i_c(t) = \min \left[ P^i_{c_{max}}, \frac{e^i_c(t) B^i}{\eta^i_c} \right]$$

(11)

$$P^i_c(t) = \min \left[ P^i_{d_{max}}, \frac{e^i_c(t) B^i}{\eta^i_d} \right]$$

(12)

Thus, the charging power range of aggregator $j$ at time $t$ can be obtained, as shown in Equation (13).
\[
\left[ -P_{\text{sum},j}^-(t), P_{\text{sum},j}^+(t) \right] = \left[ -\sum_{j=1}^{N_j} P_j^-(t), \sum_{j=1}^{N_j} P_j^+(t) \right]
\]

where, \( N_j \) is the total number of EVs in Aggregator \( j \), \( \Omega_j \) is the set of EVs participating in power grid scheduling of Aggregator \( j \), \( -P_{\text{sum},j}^-(t) \) is the lower boundary of charging power of aggregator \( j \), and \( P_{\text{sum},j}^+(t) \) is the upper boundary of charging power of aggregator \( j \).

Then, the total charging power range of aggregated EVs in the power grid is given by:

\[
\left[ -P_{\text{sum}}^-(t), P_{\text{sum}}^+(t) \right] = \left[ -\sum_{j=1}^{K} P_{\text{sum},j}^-(t), \sum_{j=1}^{K} P_{\text{sum},j}^+(t) \right]
\]

where, \( K \) is the number of aggregators, \( -P_{\text{sum}}^-(t) \) and \( P_{\text{sum}}^+(t) \) are the lower and upper boundary of the total charging power of aggregated EVs in the power grid, respectively.

4. Wind-Power Fluctuation Smoothing Strategy of Aggregated EVs in Real Time

4.1. Tracking Target of the Total Charging Power of the Aggregated EVs

The composition of the total load power \( P_S \) can be expressed by Equation (15):

\[
P_S = P_{\text{EV}} + P_0 = P_{\text{EV}} + P_{\text{Non-EV}} - P_W
\]

where, \( P_{\text{EV}} \) is the total charging power of the aggregated EVs in the power grid, \( P_0 \) is the base load power, \( P_{\text{Non-EV}} \) is the non-EV load power, and \( P_W \) is wind power.

This paper uses first-order low-pass filtering to determine the real-time power tracking target of the aggregated EVs in the power grid [22,23]. The first-order low-pass filter is one of the most commonly used filtering methods. It has selective passability for low-frequency signals below the cut-off frequency. Its function is to remove the high-frequency components higher than the cut-off frequency in the input composite signal and retain the required low-frequency components. Its mathematical expression can be expressed by Equation (16).

\[
du_x \tau dt + u_y = u_x
\]

where, \( \tau \) is the time constant of the filter, \( u_x \) and \( u_y \) are the input and output signal, respectively.

The total load power is filtered on the basis of the first-order low-pass filtering principle mentioned above. Set the total load power before and after filtering at time \( t \) are \( P_{S,0}(t) \) and \( P_S(t) \) respectively, where \( P_{S,0}(t) \) is the sum of the base load power \( P_0(t) \) and the median of the charging power range of aggregated EVs in the power grid \( P_{\text{sum,M}}(t) \), as shown in Equation (17).

\[
P_{S,0}(t) = P_0(t) + P_{\text{sum,M}}(t) = P_0(t) + \frac{P_{\text{sum}}^+(t) - P_{\text{sum}}^-(t)}{2}
\]

Discretize Equation (16) as:

\[
\tau \frac{P_S(t) - P_S(t-\Delta t)}{\Delta t} + P_S(t) = P_0(t) + \frac{P_{\text{sum}}^+(t) - P_{\text{sum}}^-(t)}{2}
\]

From Equation (18), the total load power after filtering \( P_S(t) \) is given by:

\[
P_S(t) = \frac{\tau}{\tau + \Delta t} P_S(t-\Delta t) + \frac{\Delta t}{\tau + \Delta t} \left( P_0(t) + \frac{P_{\text{sum}}^+(t) - P_{\text{sum}}^-(t)}{2} \right)
\]
It can be known from Equation (19) that when $\tau = 0$, $P_S(t) = P_{S,0}(t)$, that is, the filter has no filtering effect on $P_{S,0}(t)$. With the increase of filter time constant $\tau$, $P_S(t)$ gradually approaches $P_S(t - \Delta t)$, and the filtering effect on the total load power becomes more obvious.

From the filtered total load power $P_S(t)$ and real-time base power $P_0(t)$, the scheduling power $P_i(t)$ of the aggregated EVs at time $t$ can be calculated as:

$$P_i(t) = P_S(t) - P_0(t) \quad (20)$$

Then the total charging power of total EVs $P_{EV}(t)$ is given by:

$$P_{EV}(t) = \begin{cases} -P_{\text{sum}}^-(t), & P_i(t) < -P_{\text{sum}}^-(t) \\ P_i(t), & -P_{\text{sum}}^-(t) \leq P_i(t) \leq P_{\text{sum}}^+(t) \\ P_{\text{sum}}^+(t), & P_i(t) > P_{\text{sum}}^+(t) \end{cases} \quad (21)$$

### 4.2. The Power Allocation Method of Aggregated EVs

After calculating the total charging power of the aggregated EVs in the power grid $P_{EV}(t)$ by the method above, LMCC allocates this power to each aggregator according to the proportion of total charging power. The charging power of the aggregator $j$ can be given by:

$$P_{A_j}(t) = \begin{cases} -P_{\text{sum}}^-(t), & P_i(t) < -P_{\text{sum}}^-(t) \\ \left(\frac{P_{\text{Ev}}(t) + P_{\text{sum}}^-(t)}{P_{\text{sum}}^+(t) + P_{\text{sum}}^-(t)}\right) - P_{\text{sum}}^-(t), & -P_{\text{sum}}^-(t) \leq P_i(t) \leq P_{\text{sum}}^+(t) \\ P_{\text{sum}}^+(t), & P_i(t) > P_{\text{sum}}^+(t) \end{cases} \quad (22)$$

Then, aggregator $j$ allocates its total charging power according to the controllable degree of each EV in the aggregator. This paper defines the controllable coefficient of EV $i$ $Q^i(t)$ at time $t$ as:

$$Q^i(t) = \frac{T_{c_{\text{min}},i}^i(t + \Delta t)}{t'_{\text{out}} - t} \quad (23)$$

$$T_{c_{\text{min}},i}^i(t + \Delta t) = \frac{E_{\text{out}}^i - E^i(t + \Delta t)}{\eta_i P_{c_{\text{max},i}}} \quad (24)$$

where $T_{c_{\text{min}},i}^i(t + \Delta t)$ is the shortest charging duration of EV $i$ at time $t + \Delta t$.

The smaller the total controllable coefficient of the EVs participating in power grid scheduling is, the larger the charging and discharging margin of the aggregated EVs as energy storage, and the stronger the ability to smooth the wind power fluctuations. In this paper, the total charging power of the aggregator is allocated to minimize the sum of the controllable coefficients of aggregated EVs. The optimization objective is given by:

$$\min \sum_{i=1}^{N_j} Q^i \quad (25)$$

where $N_j$ is the number of EVs in aggregator $j$.

The constraints of this model are as follows:

$$-P^i(t) \leq P_i(t) \leq P^i(t) \quad \forall i \in \Omega_j \quad (26)$$
\[ P_{EV}(t) = \sum_{i=1, \in \Omega_j}^{N_j} P^i(t) \] (27)

\[ E^i(t+\Delta t) = E^i(t) + \Delta E^i(t) \quad \forall i \in \Omega_j \] (28)

\[ \Delta E^i(t) = \begin{cases} 
  P^i(t) / \eta^i / B^i & , -P^i(t) \leq P^i(t) \leq 0 \\
  P^i(t) / \eta^i / B^i & , 0 < P^i(t) \leq P^i(t) 
\end{cases} \quad \forall i \in \Omega_j \] (29)

where, \( P^i(t) \) is the charging power of EV \( i \) at time \( t \), and \( \Delta E^i(t) \) is the SOC variation of EV \( i \) from time \( t \) to time \( t + \Delta t \). Equation (26) indicates that the charging power of each EV must meet its charging power boundary condition; Equation (27) indicates that the total charging power of the aggregator is equal to the sum of the charging power of each EV; Equations (28) and (29) indicate the SOC update of each EV.

Perform piecewise linearization on Equation (29), and introduce 0–1 type variables and continuous variables \( w_1^i, w_2^i, \) and \( w_3^i \), and set points \( b_1 = -P^i(t), b_2 = 0, \) and \( b_3 = P^i(t) \). The nonlinear constraint (29) is transformed into a linear constraint (30).

\[
\begin{align*}
   w_1^i + w_2^i + w_3^i &= 1 \\
   z_1^i + z_2^i &= 1 \\
   w_1^i &\leq z_1^i \\
   w_2^i &\leq z_1^i + z_2^i \\
   w_3^i &\leq z_2^i \\
   P^i(t) &= \sum_{i=1}^{3} w_n^i b_n \\
   \Delta E^i(t) &= \sum_{i=1}^{3} w_n^i \Delta E^i(t) |_{P^i(t)=b_n} 
\end{align*}
\] (30)

Equations (25)–(27) and (30) constitute a MILP problem, which can be solved easily by an MILP solver, such as CPLEX and Gurobi [24]. We can obtain the charging power of each EV after solving this MILP problem.

4.3. Real-Time Control Flow for Aggregated EVs

The flowchart of the real-time control strategy for aggregated EVs to smooth fluctuation of wind power output in this paper is shown in Figure 5.
Determine aggregated EVs charging power range

Allocate charging power to each EV \( P_i(t) \)

Update the SOC of each EV

Figure 5. Control flowchart of aggregated EVs to smooth fluctuation.

5. Case Analysis

5.1. Case Data

In order to verify the effectiveness of the real-time control strategy for aggregated EVs proposed in this paper, a regional distribution system is taken as an example for simulation analysis. The simulation time interval is 1 d (0:00–24:00) and the simulation sampling time is \( \Delta t = 5 \text{ min} \). The non-EV load power curve is shown in Figure 6, and the output power curve of the wind farm is shown in Figure 7. Assume that the number of EVs in this area is 150, of which 10% do not participate in scheduling, 40% are involved in scheduling but not in V2G, and 50% are involved in both processes. The parameter settings of the aggregated EVs are the same. Among them, the battery capacity is 60 kWh, and the maximum charging and discharging power are 12 kW and 5 kW, respectively, with their efficiencies both 0.95. The filter time constant is set as 45 min. This paper references [25], performs data mining on the 2017 National Household Travel Survey (2017NHTS) data, and then carries out trip chain simulation based on the Monte-Carlo method to obtain the charging demand of the aggregated EVs. A brief introduction to the simulation method and the simulation results are shown in Appendix A.
In order to quantitatively analyze the smoothing effect of wind-power fluctuation, the fluctuation rate of total load power $\Delta P_s \%$ at time $t_0$ is defined as [26]:

$$\Delta P_s % = \frac{\sigma}{\lambda}$$  \hspace{1cm} (31)

$$\sigma = \sqrt{\frac{\Delta t}{T_0} \sum_{t=t_0}^{t_0+\Delta t} \left( P_s(t) - P_{S,T_0,av} \right)^2}$$  \hspace{1cm} (32)

$$\lambda = \left( \frac{\Delta t}{\Delta t_0} \right) \prod_{t=t_0}^{t_0+\Delta t} P_s(t)$$  \hspace{1cm} (33)

where, $\sigma$ and $\lambda$ are the standard deviation and the geometric mean of the total load power respectively, $T_0$ is the calculation time scale of the fluctuation rate, and $P_{S,T_0,av}$ is the average total load power during the period from $t_0-T_0$ to $t_0$. 

Figure 6. Non-EV load curve.

Figure 7. Wind-power output curve.
5.2. Results Analysis

5.2.1. Results of Real-Time Control Strategy for Aggregated EVs to Smooth Wind Power Fluctuation

Assume that the aggregated EVs do not accept grid scheduling, and all EVs charge at the rated maximum charging power as soon as they are connected to the grid, until the charging demand is met or they leave. The total load curve in this disorderly charging mode is shown in red curve in Figure 8, in which the gray curve represents the base load curve and the blue curve represents the total load curve under the real-time control strategy proposed in this paper. The fluctuation rates of the total load power under the two charging modes are shown in Figure 9, where the calculation time scale of the fluctuation rate is 30 min. The number of EVs participating in grid scheduling in each time period is shown in Figure 10. The scheduling power and real-time response of total charging power of aggregated EVs are shown in Figure 11.

![Figure 8. Total load curve.](image1)

![Figure 9. Total load power fluctuation rate.](image2)
It can be seen from Figure 8 and Figure 9 that under the real-time control strategy proposed in this paper, the fluctuation rate of the total load is greatly decreased, and the total load curve is smoother, as well as the peak-valley difference of the total load being reduced. While in the disorderly charging mode, the average total load power fluctuation rate is 0.0179, and the maximum and minimum total load power are 4440 kW and 2050 kW, respectively; the real-time control strategy proposed in this paper can make the average total load power fluctuation rate only 0.0078, the maximum 4464 kW and minimum 2513 kW. The total load power fluctuation rate and peak-valley difference can be reduced by 56.4% and 18.4%, respectively.

As can be seen from Figure 10 and Figure 11, during the periods of 0:00–6:00 and 20:00–24:00, there are a large number of controllable EVs participating in grid scheduling. At this time, the total charging power range of aggregated EVs is wide, and the ability to smooth total load power fluctuation is strong. The scheduling power issued by the LMCC to the aggregators is within the boundary of the total charging power, so the aggregated EVs can respond to the scheduling power in real time. During the period from 10:00 to 18:00, the number of controllable EVs participating in grid scheduling is small. At this time, the total charging power range of aggregated EVs is narrow, and the ability to smooth the total load power fluctuation is relatively weak. The scheduling power
is beyond the total charging power boundary so that the aggregated EVs will not be able to track the scheduling power (as shown in the black circle in Figure 11), and the total load power fluctuation rate at the corresponding moment increases greatly (as shown in the black circle in Figure 9).

5.2.2. Analysis of the Influence of the Filter Time Constant on Smoothing Effect

The simulation is performed in the way of changing the filter time constant and keeping other parameters unchanged. The fluctuation rate of the total load curve under the real-time control strategy of the aggregated EVs obtained by simulation is shown in Figure 12, and the scheduling power and the total charging power of aggregated EVs are shown in Figure 13. Some quantitative results are shown in Table 1.

![Figure 12. Total load power fluctuation rate under different filter time constants.](image1.png)

![Figure 13. Total charging power of aggregated EVs under different filter time constants.](image2.png)
Table 1. Simulation results under different filter time constants.

| $\tau$ (s) | Average Power Fluctuation Rate | Number of Scheduling Power Untracked |
|------------|-------------------------------|-------------------------------------|
| 5 min      | 0.01302                       | 0                                   |
| 45 min     | 0.00742                       | 27                                  |
| 85 min     | 0.00756                       | 43                                  |
| 125 min    | 0.00785                       | 54                                  |

From the simulation results, it can be seen that when the filter time constant $\tau$ is small, the total load fluctuates greatly. This is because when $\tau$ is small, the filter cut-off frequency is large, and the fluctuation component is small. With the gradual increase of $\tau$, the filter cut-off frequency decreases, the fluctuation component of filtered total load power increases, and the fluctuation of total load power decreases. The total load power fluctuation rate at $\tau = 45$ min is significantly smaller than fluctuation rate at $\tau = 5$ min. However, as $\tau$ continues to increase, the fluctuation of the scheduling power of the aggregated EVs also increases, and the probability of failure to follow the scheduling power increases due to the influence of the upper and lower boundaries of the total charging power. It can be seen from Figure 13 that at $\tau = 85$ min and $\tau = 125$ min, during the period of 10:00–18:00, as a result of the small number of EVs participating in scheduling in the grid, the controllable range of the total charging power of the aggregated EV becomes small and the probability of scheduling power not being tracked is greatly increased.

5.2.3. Analysis of the Influence of the Proportion of EVs in Vehicle-to-Grid (V2G) Mode on Smoothing Effect

The simulation is performed in the way of changing the proportion of EVs participating in V2G and keeping other parameters unchanged. The average total load power fluctuation rate under different proportions of EVs in V2G is shown in Figure 14. It can be seen from the results that, as the proportion of EVs in V2G increases, the average fluctuation rate of the total load power decreases. This is because the EVs participating in V2G have better power regulation performance than those that participate in G2V.

![Figure 14. The average fluctuation rate of total load under different proportions of the EVs in V2G mode.](image)

At 5:20 and 5:30, the wind power output suddenly dropped by 143.2 kW and 128 kW, respectively, as shown in Figure 15. The total charging power responding to the aggregated EVs in V2G and G2V modes are shown in Figure 16. In the V2G mode, the total charging power of aggregated EVs can track the scheduling power, while in the G2V mode, the aggregated EVs cannot accurately do so. The EVs in V2G mode have better power regulation performance than in G2V mode, and can provide stronger power support for the distribution system in emergency situations.
6. Conclusions

It is both an opportunity and a challenge to connect large-scale EVs to the power grid. Because of the flexibility and controllability of the charging load of EVs, reasonable and orderly control of their charging/discharging processes can achieve friendly interaction with the distribution system. This paper proposes a real-time control strategy for the aggregated EVs to smooth fluctuation of wind power output. The simulation results show that:

1. On the premise of meeting the charging needs of EV users, the real-time control strategy for aggregated EVs proposed in this paper does not need to forecast the load and wind-power output. Real-time smoothing of wind-power fluctuation can be achieved through first-order low-pass filtering algorithms, which can smooth the total load curve, and can reduce the peak-valley difference of total load power to ensure the safe and reliable operation of the distribution system.

2. The time constant of the filter will affect the smoothing effect of the aggregated EVs on total load power fluctuations. If the time constant of the filter is set too small, the aggregated EVs will filter out only a small part of the load fluctuation component in the area, and the smoothing effect will be poor; if the time constant of the filter is set too large, the probability of the total charging power of the aggregated EVs failing to track the dispatching power will increase.

3. Compared with the EVs in G2V mode, those in V2G mode have better power regulation performance, which can provide power support for the distribution system in emergency situations.
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### Appendix A

**Charging Demand Simulation Method Based on Trip Chain**

A trip chain is a schedule of activities in time and space. As shown in Figure A1, the variables of a trip chain can be divided into two categories:

**Time variables:**
1. $t_{in_i}$: arrival time of the $i$-th trip destination;
2. $t_{out_i}$: leaving time of the $i$-th destination;
3. $T_{x(i-1,i)}$: the driving duration between the $(i-1)$-th destination and $i$-th destination;
4. $T_{p_i}$: the parking duration at the $i$-th destination.

**Space variables:**
1. \{$D_k | k = 1, 2, ..., U\}$ (U is the total number of destination types): destination type collection, and type \((i) = D_k\) indicates that the type of the $i$-th destination is $D_k$;
2. $d(i-1,i)$: the trip mileage between the $(i-1)$-th destination and $i$-th destination.

The probability distributions of all the time and space variables can be obtained in discrete or continuous forms, which will be inputs of Monte Carlo simulation. Due to the mutual influence of variables of the space chain and time chain, the Monte Carlo method is used repeatedly and only one variable’s sample in one dimension is extracted in turn, while the relationships of these variables are reflected by the probability distributions. The flowchart of trip chain simulation is shown in Figure A2. The simulation results based on NHTS data is shown in Table A1.

![Figure A1. Schematic diagram of trip chain.](image-url)
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Figure A2. Flowchart of trip chain simulation.

Table A1. Simulation results of daily charging demand.

| No. | First Charge | Second Charge | First Charge | Second Charge |
|-----|--------------|---------------|--------------|---------------|
|     | On-grid time | Off-grid time | On-grid time | Off-grid time |
| 1   | 6:55         | 16:38         | 19:50        | ↓ 7:36        |
| 2   | ↑ 17:28      | 7:15          | 20:49        | ↑ 8:32        |
| 3   | ↑ 15:50      | 8:26          | 18:51        | ↑ 7:41        |
| 4   | ↑ 15:48      | 7:22          | 19:15        | ↑ 7:15        |
| 5   | ↑ 21:01      | 7:53          | 21:00        | ↑ 7:14        |
| 6   | ↑ 17:40      | 9:22          | 13:13        | ↑ 20:49       |
| 7   | 17:36        | ↑ 8:19        | 82           | ↑ 19:12       |
| 8   | 17:49        | ↑ 7:20        | 83           | ↑ 19:54       |
| 9   | ↑ 20:49      | 8:12          | 18:14        | ↑ 8:28        |
| 10  | 12:55        | 15:47         | 20:30        | ↓ 7:29        |
| 11  | 11:18        | 17:16         | 86           | ↑ 19:51       |

| No. | On-grid time | Off-grid time | On-grid time | Off-grid time |
|-----|--------------|---------------|--------------|---------------|
| 7   | ↑ 19:12      | 6:34          | 19:06        | ↓ 6:54        |
| 8   | ↑ 19:54      | 9:08          | 17:31        | ↓ 9:02        |
| 9   | ↑ 19:48      | 5:48          | 18:17        | ↓ 7:59        |
| 10  | ↑ 15:40      | 5:48          | 18:17        | ↓ 7:59        |
| 11  | ↑ 19:51      | 9:11          | 20:29        | ↓ 7:13        |
| Time | Energy 1 | Energy 2 | Energy 3 |
|------|----------|----------|----------|
| 12   | 21:05    | ↓ 7:30   | 87       |
| 13   | ↑ 16:22  | 8:02     | 17:29    |
| 14   | ↑ 17:05  | ↓ 7:44   | 89       |
| 15   | ↑ 13:35  | 9:14     | 16:44    |
| 16   | ↑ 16:47  | ↓ 6:58   | 91       |
| 17   | 9:09     | 17:17    | 92       |
| 18   | ↑ 15:59  | ↓ 10:16  | 93       |
| 19   | ↑ 17:50  | 9:14     | 16:44    |
| 20   | 8:50     | 16:18    | 95       |
| 21   | 13:15    | 19:03    | 96       |
| 22   | ↑ 17:07  | 5:12     | 13:06    |
| 23   | ↑ 20:02  | 5:50     | 98       |
| 24   | ↑ 18:40  | 9:26     | 16:01    |
| 25   | 10:29    | 19:32    | 100      |
| 26   | ↑ 17:25  | 8:38     | 18:55    |
| 27   | ↑ 16:18  | 9:57     | 17:32    |
| 28   | 9:37     | 14:21    | 103      |
| 29   | 7:17     | 16:45    | 104      |
| 30   | ↑ 17:08  | 7:56     | 18:16    |
| 31   | ↑ 19:04  | 4:41     | 19:01    |
| 32   | ↑ 19:25  | 6:44     | 13:10    |
| 33   | ↑ 18:17  | 6:13     | 19:27    |
| 34   | 7:59     | 16:19    | 109      |
| 35   | 13:07    | 20:31    | 110      |
| 36   | ↑ 18:27  | 8:43     | 16:37    |
| 37   | ↑ 18:48  | 5:28     | 16:20    |
| 38   | ↑ 16:50  | 7:06     | 22:23    |
| 39   | 20:24    | 4:44     | 114      |
| 40   | 17:43    | ↓ 9:06   | 115      |
| 41   | ↑ 17:38  | 9:01     | 20:26    |
| 42   | ↑ 17:21  | 7:01     | 17:36    |
| 43   | ↑ 17:27  | 9:57     | 17:45    |
| 44   | 7:52     | 16:33    | 119      |
| 45   | ↑ 16:10  | 7:07     | 18:35    |
| 46   | ↑ 18:23  | 10:02    | 17:59    |
| 47   | ↑ 16:51  | 9:16     | 16:39    |
| 48   | ↑ 17:09  | 9:21     | 123      |
| 49   | ↑ 18:32  | 8:23     | 18:20    |
| 50   | ↑ 21:36  | 6:10     | 17:06    |
| 51   | 9:55     | 17:28    | 126      |
| 52   | ↑ 17:41  | 8:41     | 18:35    |
| 53   | ↑ 17:19  | 8:21     | 22:21    |
| 54   | ↑ 18:12  | 4:51     | 18:47    |
| 55   | 10:29    | 15:57    | 130      |
| 56   | ↑ 18:49  | 6:56     | 19:30    |
| 57   | ↑ 20:8   | 9:08     | 20:44    |
| 58   | 9:48     | 16:36    | 133      |
| 59   | 17:48    | ↓ 9:48   | 134      |
| 60   | ↑ 21:24  | 8:07     | 135      |
| 61   | ↑ 19:50  | 8:12     | 136      |
|   |     |     |     |     |     |     |     |
|---|-----|-----|-----|-----|-----|-----|-----|
| 62 | 8:40| 18:28| 137 | 17:36| 10:14| 21:50| 9:26 |
| 63 | 9:34| 15:37| 138 | 18:39| 7:27 | 17:59| 7:30 |
| 64 | 12:45| 17:10| 139 | 19:58| 4:13 | 20:07| 7:46 |
| 65 | 19:16| 6:01 | 17:50| 9:18 | 140  | 17:40| 9:33 | 18:06| 10:14 |
| 66 | 19:32| 5:40 | 18:15| 9:31 | 141  | 22:19| 6:33 | 19:44| 8:27 |
| 67 | 20:06| 9:33 |     |     | 142  | 18:40| 5:36 | 10:29| 19:09 |
| 68 | 19:15| 7:00 | 15:10| 7:17 | 143  | 18:55| 6:26 | 18:06| 5:09 |
| 69 | 10:32| 17:19|     |     | 144  | 10:29| 16:26|     |     |
| 70 | 12:48| 16:31|     |     | 145  | 17:54| 10:14|     |     |
| 71 | 17:37| 9:49 | 17:16| 9:28 | 146  | 8:57 | 17:56|     |     |
| 72 | 16:02| 6:18 | 19:50| 8:21 | 147  | 9:50 | 15:10|     |     |
| 73 | 18:01| 6:16 | 16:52| 7:39 | 148  | 12:43| 19:49|     |     |
| 74 | 8:34 | 15:30|     |     | 149  | 22:47| 4:54 | 16:21| 5:29 |
| 75 | 20:24| 6:18 | 20:00| 7:22 | 150  | 16:38| 8:43 |     |     |

*↑ represents the day before and ↓ represents the next day.
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