Earthquake Knowledge Graph Constructing Based on Social Intercourse Using BiLSTM-CRF
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Abstract. Nowadays, the earthquake has become a very serious topic. The earthquake-related information always appears first in social media. Constructing an earthquake knowledge graph can help dealing with earthquake news social media text data. This paper proposed the BiLSTM-CRF (Bi-directional Long Short Term Memory-Conditional Random Field) model to construct earthquake knowledge graph using news text data. The BiLSTM-CRF model identified the entities and then writes entities and their types to the table so that the entities and relationships between entities can be extracted for earthquake. The entities and relationships between entities have been combined with the form of RDF (Resource Description Framework) to construct earthquake knowledge graph on Neo4j database.

1. Introduction
In recent years, earthquakes have occurred more and more frequently. According to China Earthquake Network, only over the past years, there have been 125 earthquakes over 6 magnitudes in the world [1]. More importantly, frequent earthquakes have caused a large amount of casualties [2, 3], buildings damage [4-6], economic losses [7-9] and other negative effects [7-12]. Nowadays, the earthquake-related information always appears first in social media [13-16]. Earthquake is a public security incident, so it’s important to deal with the earthquake-related social media information. Knowledge graph [20] can be selected to organize and analyze these historical data and assist in inferring new information from social media data [17-20]. Knowledge graph is a structured connection network between various entities through certain relationships such as DBpedia, YAGO [20], etc. Knowledge graph can not only be easily understood by people through visualization, but also make it easier for computers to process various data and information [20]. Knowledge graph is similar to the human network, which consists of lots of relationships between people. The smallest unit is people and the relationship between them.

In order to use the knowledge graph in a certain scene, it is necessary to construct a specific
knowledge graph [20]. NER (Named Entity Recognition) [21] as well as relation extraction [21] is the basic step in knowledge graph building. Some researchers have used a dictionary-based approach [21] to achieve entities information extraction, such as Proux [22]. This method compares the unknown information with the dictionary library and uses the matched information as the final identification information [20], but this approach requires a very complete dictionary which is currently unattainable. Some researchers have used a rule-based approach to achieve this purpose, such as Rau [23], who have constructed an entity extraction prototype system that automatically extracts company names from text. This method requires manual construction of rules and information extraction based on rules, but there is also some trouble that it need a lot of manpower and resources, and has a very poor scalability. In order to get rid of the above shortcomings, machine learning technologies, such as CRF (Conditional Random Fields) [21], SVM (Support Vector Machine) [21] and deep learning, have been used to extract entity information. Machine learning has been a learning method that uses computers to simulate human behavior [21]. Deep learning is a branch of machine learning [21]. More importantly, deep learning mimics the transmission of the neural network in the human brain [21]. Constructing knowledge graph with deep learning mainly consists of three parts. NLP (Natural Language Processing) [25] can be processed using deep learning [26], which involves word segmentation, entity recognition and relationship extraction [21]. NLP uses the tagging database that labels the information to train and learn unknown information through the trained model. However, these techniques require to handle the extraction of entities and relationships using machine learning, which takes a lot of time, the entity types in news text data can often be equivalent to relationships, so relationship extraction that using machine learning can often be replaced by direct extraction.

In this paper, the BiLSTM-CRF (Bi-directional Long Short Term Memory-Conditional Random Field) [27] model was proposed to construct earthquake knowledge graph based on social intercourse. BiLSTM-CRF is one kind of deep learning models. What’s more, the proposed BiLSTM-CRF can be used to directly extract the entities and the entity types as relationships [28, 29].

2. Methods

2.1. Main Part of Construction of Knowledge Graph
This knowledge graph was mainly divided into three parts: named entity recognition [21], data sorting, entity relationship extraction(see Figure 1). Then, following part will introduce each part of the content.

![Figure 1. The Main Part of Construction of Knowledge Graph](image)

2.1.1. Named Entity Recognition. The process of identifying the required entities from the news text data. Entity recognition is the first and most important step in the construction of knowledge graph. After recognizing the entities, the following work can be done. In this work, the BiLSTM-CRF [27] model was to recognize entities in earthquake news text data. This model is the commonly used model for named entity recognition in the deep learning [21].

2.1.2. Data Sorting. The follow-up to the named entity recognition, used to write the identified entity and its entity type to the table. The entity type was written as the relationship to the first row as the attribute of the relational table. The identified entity was used as the tuple of the relational table. In this article, the entities that used for classification was written into the first column in order to extract
important entity types as the relationship between the entities under the entity type and the classification entities.

2.1.3. Entity Relationship Extraction. Firstly, the first column of the records was extracted as the first element of the triple. Secondly, the other entities that corresponding to it were extracted as the third element of the triple. Finally, the attributes were written as the second element of the relationship to the triple.

2.2. BiLSTM-CRF Model

2.2.1. LSTM. LSTM (Long Short Term Memory) is a special RNN (Recurrent Neural Network) [30]. It is used to make up for the defects that normal recurrent neural networks cannot remember for a long time [30]. This model has a relatively common RNN for short-term memory, and a library for storing long-term information [30]. The RNN part also has some unique parts: the forgetting gate, the input gate, and the output gate for controlling the network (see Figure 2) [30].

![Figure 2. The Structure of LSTM](image)

Input gate:

\[ i_t = \sigma \left(W_i \cdot [h_{t-1}, x_t] + b_i \right) \]  \hspace{1cm} (1)

\[ C'_t = \tanh \left(W_c \cdot [h_{t-1}, x_t] + b_c \right) \]  \hspace{1cm} (2)

Forgetting gate:

\[ f_t = \sigma \left(W_f \cdot [h_{t-1}, x_t] + b_f \right) \]  \hspace{1cm} (3)

Update status:

\[ C_t = f_t \cdot C_{t-1} + i_t \cdot C'_t \]  \hspace{1cm} (4)

Output gate:

\[ o_t = \sigma \left(W_o \cdot [h_{t-1}, x_t] + b_o \right) \]  \hspace{1cm} (5)

\[ h_t = o_t \cdot \tanh \left(C_t \right) \]  \hspace{1cm} (6)
The input of the model is the output $h_{t-1}$ of the previous moment, the state vector $C_{t-1}$ of the previous moment and the input $x_t$ of the moment. The output is $h_t$ and the state vector $C_t$ at that moment.

In this paper, the BiLSTM (Bi-directional Long Short Term Memory) was proposed (see Figure 3) to predict corresponding label probabilities belonging to earthquake news entities after being trained with the related annotated data set.

2.2.2. CRF. CRF (Conditional Random Field) [31] is a discriminant model that used to calculate the probability under a certain condition. Its essence is to satisfy features saved in the memory base to help the next train.

$$P(Y_i | X, Y_w, w! = v) = P(Y_i | X, Y_w, w = v)$$

(7)

Figure 4. Gaining the Label Prediction Probability under the Condition of Word Boundary Condition

It is the probability of meeting an event under certain condition [31]. This probability is constrained by a certain condition and achieves the expected effect more accurately. In this paper, the CRF model was used to obtain the label prediction probability based on work boundary condition after several most possible label was chose (see Figure 4).

2.2.3. BiLSTM-CRF. The BiLSTM-CRF (Bi-directional Long Short Term Memory-Conditional Random Field) model is the combination of Bidirectional LSTM model and CRF model (see Figure 5) [27]. The Bidirectional LSTM model is in the lower layer, and it is used to predict the likelihood of the label of the inputs [27]. The CRF model is in the upper layer and it is used to calculate the conditional probability prediction labels [27]. Compared with the single BiLSTM model, this model can contact the corpus context of the world to improve the accuracy of the prediction.
2.3. Neo4j Database
This part mainly introduced a graph database—Neo4j database [32]. This database has been relatively mature and currently widely used. This database can not only store a large amount of structured data, but also visualize it to complete the functions required in this article. Its interface has been very simple: the command line has been provided at the top, and the command line can be used for cypher operation to complete the database storage function. Programming languages such as java, python, etc. can also complete the docking through API (Application Programming Interface). The left side can visually view the current build’s type name and nodes, relationships, etc. as well as some instance scripts and basic query messages (see Figure 6).

The Neo4j database has some common cypher operation commands [32]: (1) ‘CREATE’ command, which is used to create the required node, relationship as well as attributes. (2) ‘RETURN’ command, which can be used to return the specified content. (3) ‘MATCH’ command [4], which can be used to acquire data by comparing with data stored in the database. In this paper, we used the ‘CREATE’ command as an example to operate this database (see Figure 7):

```
CREATE (n: disaster {disaster_NAME: 'earthquake'});
```
This command created a node that belongs to the earthquake type and named it ‘earthquake’.

---

**Figure 6. Neo4j Database Interface**

---

**Figure 5. BiLSTM-CRF Model**
3. Experiments and Results

3.1. Preparation
Some preparatory work was required before building the news-based earthquake knowledge graph. To begin with, it was necessary to obtain news text data which related to earthquake. In this paper, we selected the 2003-2015 World Seismic News Text data that had been posted on the news page. But the data on the news data source was imperfect and needed to be supplemented later. Then, an annotated data set in textual form related to the type of data we extracted was also considerable. Only after training the annotation dataset, we employed the training model to recognize entities from the data source after the training model obtained. What’s more, converting the annotated dataset to a dictionary form was also required. After preparing the above three parts, we completed the preparation part for earthquake knowledge graph constructing based on social intercourse.

3.2. Training and Recognizing.
This part was aimed at recognize entities and it was divided into training part, test part and recognizing part. The training set and the test set were extracted in a 3:1 ratio in the annotated data set dictionary. The BiLSTM-CRF model was used for training, and the accuracy, recall and F value were obtained respectively during training and testing (see Figure 7). The training model was then used to recognize the entities in the data source to obtain the entities and their types.

| Set   | Accuracy | Recall | F value |
|-------|----------|--------|---------|
| Train | 0.808    | 0.738  | 0.772   |
| Test  | 0.690    | 0.610  | 0.647   |

According to the above table, the F value obtained by training and testing was low, and the effect of the recognition was poor, so further adjustment and improvement of its parameters were needed.

3.3. Data Sorting
Writing the identified entities to the table was the main part of this work. We did the following before writing the entities: determined whether the earthquake was an earthquake and the intensity level
based on the recognized magnitude, and replaced the magnitude with the intensity level and replaced the entity type with the ‘belong event’. Then join whether the earthquake was an earthquake and write its entity type as ‘Whether earthquake’. If no magnitude was detected, we set the intensity level to ‘nan’. Wrote the entity types to the table column, and wrote the entity records to the table row, which was recognized in each earthquake event. Note that the ‘belong event’ type needed to be written to the first column.

3.4. Extracting and Building Triples

This part extracted the entities and relationships written in the table. The relationships of the part were the entity types to which the entity belonged. In order to represent it as the triplet form of entity-relationship-entity, the first column entities were the first element of the triple. The other entities of this row were the last element of the triple, and the entity types were equivalent to the relationship between the first element and the last element and then as the second element of the triple. This resulting triplet was the knowledge graph represented by the RDF (Resource Description Framework) form.

3.5. Graph Storage and Visualization

This section mainly introduced the storage and visualization of the news-based earthquake knowledge graph from the social intercourse using the proposed BiLSTM-CRF. In order to apply the graph in the subsequent work or to reason and supplement the graph, it was necessary to save the constructed knowledge graph, and the location where the knowledge graph was saved was the database. And visualization can display the knowledge graph in the form of RDF to judge the performance of the constructed knowledge graph to a certain extent. One visual way was to store it with the graph database so that the stored graph can be visualized by the graph database in the form of graph structure. Then came out and completed desired performance. The graph database we selected was the Neo4j database, which is a relatively mature graph database system. By using this database, the storage and visualization functions can be well implemented. After storing the knowledge graph in the form of RDF into the Neo4j database, the visualization of earthquake knowledge graph from social intercourse was obtained (see Figure 8).

![Figure 8. News-based Earthquake Knowledge Graph](image)

3.6. Discussion

This paper mainly discussed the construction of the earthquake knowledge graph from the social intercourse using the BiLSTM-CRF. There were some improvements over other existing work:

1. For the particularity of news text data, the entity types were equivalent to the relationship between entities. The existing works based on deep learning has extracted entities and relationships simultaneously using deep learning, while deep learning requires long events. This way saved the time required for relationship extraction based on deep learning.

2. Obtain entity types such as ‘belong event’ and ‘whether earthquake’ intensity by ‘magnitude’ entity type. According to common sense, the ‘for’ loop was used to judge whether the earthquake under a certain magnitude was a strong earthquake or a weak earthquake. Whether the event was an
earthquake by whether or not recognize the magnitude. In this way, the entity types and the number of entities can be expanded to some extent.

But there were still some shortcomings:

(3) News text data as a data source was not complete. We selected some earthquake news from 2003-2015 as a data source for identification, which was incomplete and did not capture all earthquake news data for this time period and other time periods.

(4) The accuracy of entity recognition was not high enough. In this paper, the $F$ value of training and test was only 0.772 and 0.647, and this number can be improved.

(5) The construction of this knowledge graph was still relatively rough. We will divide this relation table into multiple relational tables to improve this problem.
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