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PROGRESSION OF AORTIC DISSECTION: AN APPLICATION OF SOLITON SOLUTIONS OF NONLINEAR EVOLUTION EQUATION IN (3+1)-DIMENSIONS

VISHAKHA JADAUN* AND NITIN RAJA SINGH

Abstract. Aortic dissection is a serious pathology involving the vessel wall of the aorta with significant societal impact. To understand aortic dissection we explain the role of the dynamic pathology in the absence or presence of structural and/or functional abnormalities. We frame a differential equation to evaluate the impact of mean blood pressure on the aortic wall and prove the existence and uniqueness of its solution for homeostatic recoil and relaxation for infinitesimal aortic tissue. We model and analyze generalized (3+1)-dimensional nonlinear partial differential equation for aortic wave dynamics. We use the Lie group of transformations on this nonlinear evolution equation to obtain invariant solutions, traveling wave solutions including solitons. We find that abnormalities in the dynamic pathology of aortic dissection act as triggers for the progression of disease in early-stage through the formation of soliton-like pulses and their interaction. We address the role of unstable wavefields in waveform dynamics when waves are unidirectional. Moreover, the notion of dynamic pathology within the domain of vascular geometry may explain the evolution of aneurysms in cerebral arteries and cardiomyopathies even in the absence of anatomical and physiological abnormalities.

1. Introduction

Aortic dissection is a life threatening condition caused by tear in the tunica intimal layer of the aorta resulting into separation of the layers of the aortic wall. In elderly population, incidence of this catastrophic disease is 36 cases per 100,000 people per year. The dynamic pathology underlying aortic dissection can be evaluated using nonlinear evolution equations (NLEEs) explaining perturbation, development and dispersion including nonlinear effects. NLEEs have been used to explore varied nonlinear phenomena present in scientific inquiry domain including its technological perspective. Various methods [1–8] such as the inverse scattering transformation, Bäcklund transformation, $(G'/G)$-expansion method, Darboux transformation and Hirota method have been proposed to solve the NLEEs. Traveling wave solutions including soliton have been implicated to understand complex physical, chemical and biological phenomena. Herein, we pursue soliton interaction as precursor for genesis of unstable wave field that contributes to dynamic pathology in aortic dissection.

This paper is organized in the following manner. Section 2 presents background of aortic dissection and NLEEs including public health relevance, rationale for the model, a primer on disease, wave form dynamics in normal aorta and dynamic pathology in aortic dissection; and a primer on NLEEs & soliton solutions. Section 3 presents mathematical model to evaluate impact of pressure reaction force of hemodynamics on vessel wall of the aorta. We solve boundary value problem for mean blood pressure and proved uniqueness and existence of its solution. We also formulate a generalized (3+1)-dimensional nonlinear evolution equation to model dynamic pathology of aortic wave forms. Section 4 outlines Lie group of transformations method for system of partial differential equations. Section 5 describes about symmetry reduction and soliton solutions for generalized (3+1)-dimensional NLEE. Along with, We discuss soliton solutions using graphic interpretation. Lastly, Section 6 presents conclusion and future scope.

2. Biological Background of Aortic Dissection

2.1. Public Health Relevance. Aortic dissection is the most common catastrophic disease affecting aorta [9,10]. Incidence of acute aortic syndromes recorded at emergency department in hospitals is three-five per 100,000 people per year [11,15].
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Since hospital-based case accounting fails to include pre-admission deaths related to complications from aortic dissection, this figure underestimates the actual incidence rate of acute dissection. A prospective analysis of 30,412 middle-aged population with a mean twenty years follow-up reported fifteen cases per 100,000 patients per year are at risk of aortic dissection. Note that patient accounting at hospitals reveals male preponderance, women with aortic dissection presents late at an older age since symptoms are atypical. Thus, women with aortic dissection have higher pre-admission mortality owing to complications from aortic dissection. In older age group, 65-75 years of age, the incidence might be even higher, thirty-six cases per 100,000 per year.

### 2.2. Rationale for the model.
Aortic dissection poses a special diagnostic challenge for cardiothoracic physicians and vascular surgeons because of its relative rarity. Its clinical presentation is highly variable and mimics other more common non-cardiovascular conditions.

- Note that accurate measurements of aortic dimension are difficult to obtain because the aorta is a complex geometrical structure. Though standardized measurements made perpendicular to the axis of blood flow are important to assess changes in aortic size over time and to avoid erroneous findings of arterial growth, inter-observer and intra-observer variability in measurements of aneurysm diameter on CT imaging have been shown to be 5 mm and 3 mm, respectively. Thus, any change of 5 mm on a serial CT evaluation can be considered a significant change, but smaller changes (including systolic and diastolic features) are difficult to interpret.

- In contrast to CT, ultrasonographic techniques underestimate aortic dimensions by an average of 13 mm; thus, the same imaging technique should be used for serial measurements in any given patient. Specific features that relate to management decisions are important, such as the presence of rupture, the extent of the dissection, the involvement of branch vessels and end-organ ischemia.

- There are no reports on cellular and molecular differences between dissections affecting ascending and descending aorta. This paper develops new mathematical model for aortic dissection, wherein blood permeates in between layers of vessel wall of the aorta, allowing for the formation of parallel flow paths within the vessel. The model can be used to study fundamental questions about aortic dissection and its clinical management. Such a model ultimately promises to aid in clinical decision making by determining the optimal choice and timing of medical and surgical approaches to treating aortic dissection.

Thus, the correct diagnosis is missed on initial presentation and delayed in > 30% of cases. Prompt diagnosis is important since mortality and long-term morbidity are related to late implementation of therapeutic regimen including risk reduction therapy. Clinical imaging, disease biomarkers and genetic predisposition are keys to understand the risk of developing an aortic dissection, confirm a suspected diagnosis and determine the appropriate therapeutic intervention for a particular patient.

### 2.3. A primer on disease: Aortic dissection.
Acute aortic dissection is characterized by rapid progression of disease with development of initial flap owing to injury by flowing blood to tunica intima and blood permeating into tunica media, forcing tunica intima and tunica adventitia apart. As disease progress further, blood continue to permeate within tunica media and extend in both antegrade as well as retrograde direction from site of initial lesion. Note that such extension can involve arterial branches emanating from aorta. Generally acute stage lasts for fourteen days wherein patient is highly susceptible to life threatening complications such as sudden rupture and concomitant torrential bleed leading to sudden death. This is followed by subacute stage lasting for ninety to one hundred days wherein aortic tissue undergoes remodeling. Then, chronic stage ensues. The complications with potential catastrophic outcomes including ischemia to vital organs, aortic valvular regurgitation & insufficiency, pericardiac tamponade, sudden aortic rupture, circulatory failure & cardiogenic shock and death.
To enable therapeutic decisions, aortic dissection is classified on the basis of anatomic topographic classification system. It also accounts for location of separation of layers and extent of dissection. Stanford type A (DeBakey type I and type II) aortic dissection involves ascending aorta including arch of aorta. Stanford type B (DeBakey type IIIa and type IIIb) aortic dissections involving descending aorta [9, 10].

2.4. Waveform dynamics in normal aorta. As an elastic artery, aorta is compliant to propagate wave of blood flow. It is a highly complex nonlinear phenomenon including wave interference, resonance and other interactions. The wave propagation and reflection in aorta create wave dynamics wherein dynamics depends upon biomechanical properties of compliant tube; frequency of central left ventricular contraction and peripheral vascular recoil; and location of reflection sites as in complex geometry of ascending, arch and descending aorta [21–27]. Note that such wave dynamics promotes blood flow in one direction while retarding the flow in other direction. The magnitude of flow dynamics exhibits nonlinear dynamic behavior [28].

2.5. Dynamic pathology in aortic dissection. Dynamic pathology is characterized by a quasi-steady state. Dynamics of cardiovascular system are deviated from the homeostatic condition. Note that anatomical and physiological dysfunctional states can be concomitantly present. It means that mere absence of anatomical and physiological dysfunctional states doesn’t exclude the possibility of existence of dynamic pathology [29]. The dynamic pathology can contribute to progression of aortic dissection by either functioning as a trigger to initiate anatomical and/or physiological disturbance or acting persistently over the disease course. Also, concurrence of anatomical and physiological dysfunctional states with dynamic pathology is responsible for catastrophic events such as rupture of aneurysmal sac, torrential bleed and sudden death.

2.5.1. Pathological waves: Creation of wave field. One of essential complications in the dynamic pathology of aortic dissection is the existence of more than one horizontal spatial coordinates for interference among solitary waves creating a meta-stable wave field. The directional behavior of these waves in the dynamic pathology consists of formation of unstable wave field, wherein many waves crossing each other at various angles. At a linear scale, it can be summed up as the pathological wave inclusive of long-crested and short-crested waveform emerging from different directions [30–33]. Under abnormal anatomical and/or physiological states, these waves harbours destructive characteristics and contribute to the dynamic pathology with/without structural and/or functional interplay between heart and aorta. On long-term basis, the dynamic pathology introduces transient to permanent structural abnormalities in vessel wall of aorta. Solitons and breathers are nonlinear solitary wave entities that propagate at an angle with respect to the propagation of the wave field. Note that in nonlinear dynamics, these waveforms have dynamic interactions including constructive & destructive features and interference & resonance behavior.

2.5.2. The negative effects of the dynamical pathology on aortic vessel wall. The aortic waves act destructively and impedes the forward flow and counterintuitively pushes blood in opposite direction. It has two implications: firstly, it increases cardiac workload by defective aortic valvular regurgitation; and secondly, aortic compression waves and suction waves are created with every cardiac cycle. Aortic compression waves and suction waves anomalously impacts aortic vessel wall.

2.5.3. Hypothesis. We propose that abnormalities in the dynamic pathology of aortic dissection act as triggers for progression of disease in early stage through formation of wave field and interaction therein. Addressing the role of second coordinate to the wave form dynamics when waves are unidirectional is essential.

2.6. Nonlinear Evolution Equations and Soliton Solutions. Nonlinear evolution equations (NLEEs) have been perused to address nonlinear phenomena in various branches of sciences [34–39] including biology and medicine. NLEE explains permeation of two-layer fluid comprised of blood and hypoxia inducible factor - 1α in dispersive media. It also explains the behaviour of bubbly fluids and causation of cerebral arterial gas embolism. Moreover, the nonlinear blood flow in proximal aorta can be modeled as flows over an inclined plane using NLEE. Research on NLEEs solutions including solitary waves and solitons remains most vibrant area in mathematics and physics. A soliton is a solitary wave that arises from a delicate balance between nonlinear and dispersive effects. It maintains its shape while moving at the constant speed and its pulse width depends on the amplitude. For a non-dissipative system, a soliton is
solitary wave whose amplitude, shape and velocity are conserved. A soliton collide with another soliton, their fundamental parameters remain conserved except phase shift $^{[40]}$. Bright soliton refers to a soliton that causes a temporary increment in an associated wave amplitude than the background, whereas dark soliton refers to a soliton whose intensity is smaller than the background, instead it essentially lack of energy in a continuous time beam. A bright soliton with a classic double spatio-temporal localization is Peregrine soliton. It seems to be an appealing hypothesis to explain formation, progression and decay of such chaotic wave which suddenly develops high amplitude and concomitant narrowing of temporal duration. Breather is a soliton with energy concentrated in an oscillatory and localized manner. Discrete breathers are extremely spatially localized time pervasive excitations in spatially extended, discrete and periodic system $^{[42]}$. The multi-soliton complex is a self-localized state. It emerges from nonlinear superimposition various fundamental solitons including bright soliton and dark soliton. This superimposition among various solitons might be either incoherent or coherent depending upon the phases of the separate solitons.

3. Mathematical Formulations

3.1. Vessel Wall of Aorta. To derive the model for dynamic pathology of the aortic dissection, we consider the motion of vessel wall of aorta. Consider the elastic artery as a circularly cylindrical elongated tube with radius $R_0$. Assume that the elastic artery is a thin-walled incompressible axially prestretched hyperelastic tube with a localized axially symmetric dilatation with tunica intima flap injury. This elastic artery is subjected to initial axial stretch $\pi$ and a uniform pressure inside aortic wall $E_0(z)$ For a healthy human, systolic blood pressure is 120 mm Hg and diastolic blood pressure is 80 mm Hg. Mean blood pressure is 100 mm Hg. The position vector of a given point on the elastic artery is given by

$$\vec{r}_0 = \left[ r_0 + f(z) \right] e_r + z e_z, \quad z = \pi \hat{z},$$

(3.1)

where $e_z$ and $e_r$ are the unit basic vectors in the cylindrical polar coordinates, $r_0$ is the deformed radius at the origin of the cylindrical polar coordinate system, $\hat{z}$ is the axial polar coordinate before the deformation of the elastic artery, $z$ is the axial polar coordinate after the static deformation of the elastic artery, $f(z)$ is a function to describe the geometry of nonlinearly dilated aortic dissection. After application of the initial static deformation, we shall superimpose only a dynamical radial displacement $u(z,t)$ to the initial static deformation, then the position vector $\vec{r}$ of a given point on the elastic artery is given by

$$\vec{r} = \left[ r_0 + f(z) + u(z,t) \right] e_r + z e_z.$$

(3.2)

Note that the axially prestretched artery does not undergo significant deformation after application of initial static deformation. The longitudinal motion of arteries is also quite small because of strong vascular tethering as well as helical circumferential orientation of the elastin and collagen fibers. The arc-lengths along meridional and longitudinal curves respectively are as follows

$$dS_z = \sqrt{1 + \left( \frac{df}{dz} + \frac{\partial u}{\partial z} \right)^2} \, dz, \quad dS_\theta = \left[ r_0 + f + u \right] d\theta.$$

(3.3)

The stretch ratios in the longitudinal and circumferential directions in the final configuration are presented

$$\pi_1 = \pi \Upsilon, \quad \pi_2 = \frac{1}{R_0} \left( r_0 + f + u \right), \quad \text{where} \quad \Upsilon = \sqrt{1 + \left( \frac{f'}{\pi} + \frac{\partial u}{\partial z} \right)^2}.$$

(3.4)

The notation $(t)$ denotes the differentiation of $f$ with respect to $z$. Then, the unit tangent vector $\hat{t}$ along the deformed meridional curve and the unit normal vector $\hat{n}$ to the deformed tube after application of static deformation are expressed by

$$\hat{t} = \frac{f' + \frac{\partial u}{\partial z}}{\Upsilon} e_r + e_z, \quad \hat{n} = \frac{e_r - (f' + \frac{\partial u}{\partial z}) e_z}{\Upsilon}.$$

(3.5)
According to the assumption made about the aortic vessel wall material incompressibility, the following restriction holds:

\[
\delta = \frac{\Delta}{\pi_1 \pi_2},
\]

(3.6)

where \(\Delta\) and \(\delta\) are the vessel wall thickness before and after deformation, respectively. The force that acts on the infinitesimal aortic wall component placed between the planes \(z = A_1, z + dz = A_2, \theta = A_3\) and \(\theta + d\theta = A_4\), where \(A_i, i = 1, \ldots, 4\) are arbitrary constants.

This determines its motion

\[
F = -T_2 \Upsilon \left\{ \frac{(v_0 + f + u)}{\Upsilon} \right\} + \mathcal{E}(v_0 + f + u) \Upsilon,
\]

(3.7)

where \(\mathcal{E}\) is the fluid reaction force.

\(T_1\) and \(T_2\) are tensions in the longitudinal and circumferential directions given by

\[
T_1 = \frac{\mu \Delta}{\pi_2} \frac{\partial \Psi}{\partial \pi_1}, \quad T_2 = \frac{\mu \Delta}{\pi_1} \frac{\partial \Psi}{\partial \pi_2},
\]

(3.8)

where \(\Psi\) is the strain energy density function of the wall material and \(\mu\) is the material shear modulus.

Finally, the equation of the radial motion of infinitesimal segment of vessel wall of the aorta is given by

\[
\frac{\mu}{\pi} \frac{\partial \Psi}{\partial \pi_2} + \mu R_0 \frac{\partial}{\partial z} \left\{ \frac{(f' + \frac{2u}{T}) \frac{\partial \Psi}{\partial \pi_1}}{\Upsilon} \right\} + \frac{\mathcal{E}}{\Delta} (v_0 + f + u) \Upsilon = \rho R_0 \frac{\partial^2 u}{\partial t^2},
\]

(3.9)

where \(\rho\) is the mass density of the tube material.

Above equation models aorta as an elastic artery that is axially prestretched hyperelastic tube. Note that the elastic properties of the injured wall differs from the healthy part. We assume that the wall is homogeneous. Thus, material shear modulus \(\mu\) is constant. Now the above equation holds equivalently valid for normal constitutive features of aorta. Further, we seek to assess the impact of mean blood pressure as pressure reaction force on vessel wall of aorta including the tunica media. In the next subsection, we formulate a boundary value problem in this regard.

### 3.2. Boundary Value Problem Related to Mean Blood Pressure

The systolic blood pressure contributes to the flow of oxygenated blood in the arterial system through aorta. Diastolic blood pressure contributes to the flow of oxygenated blood to coronary microvasculature. The aorta is circularly cylindrical shaped tube with diameter approximately equals to 2.2 cm. We assume that the blood flow is incompressible and newtonian in aorta. Since we know that intermediate layer in the vessel wall of the aorta, the tunica media, is constituted of vascular smooth muscle cells and fibroblast within the boundary of internal and external elastic basal lamina. The blood flow ejected from left ventricle is propagated through aorta. The pressure reaction force applied by blood flow to the vessel wall of the aorta causes initial static deformation that continues distally with each left ventricular contraction followed by aortic reflexive dilatation and consequent circumferential elastic recoil. Since the tunica intima is unicellularly thick, the pressure reaction force is directly passed onto tunica media. Since there is no diffusive flux from tunica intima to tunica media, the mean blood pressure follows Michaelis-Menten kinetics.

Hence, the boundary value problem (BVP) for mean blood pressure is formulated as follows

\[
Q''(r) + \frac{2}{r} Q'(r) = \frac{aQ(r)}{Q(r) + C}, \quad Q'(0) = 0, \quad Q'(1) = D(1 - Q(1)).
\]

(3.10)

where \(Q(r)\) is mean blood pressure in homeostatic steady state, \(r\) is the volumetric flow rate and \(a, D, C\) are positive constants. Here, \((\cdot)'\) denotes differentiation with respect to \(r\).

**Theorem 1.** The BVP (3.10) has unique solution \(Q(r)\) s.t. \(Q(0) \geq 0\). The solution \(Q(r)\) is strictly monotone increasing and \(Q(r) \leq 1\).
Proof. The initial value problem

\[ Q'' = -\frac{2}{r} Q' + \begin{cases} \frac{aQ}{Q + K}, & Q \geq 0 \\ 0, & Q < 0 \end{cases} \tag{3.11} \]

\[ Q'(0) = 0, \quad Q(0) = \alpha \quad (\alpha > 0) \]

has unique twice continuously differentiable solution \[43\]. Let \( Q(r; \alpha) \) is a solution stressing its dependence on initial value \( \alpha \).

\[ Q''(0; \alpha) = \frac{a\alpha}{\alpha + K} \tag{3.12} \]

\[ \therefore \quad \alpha \geq 0 \Rightarrow Q''(0; \alpha) > 0. \]

Consider there exist a zero of \( Q' \) in \([0, 1]\), and let the smallest zero is \( \beta \), then

\[ Q'(r, \alpha) > 0, \quad \text{for} \quad 0 < r < \beta \tag{3.13} \]

From equation \(3.11\)

\[ Q''(\beta; \alpha) > 0 \]

\[ \therefore \quad \exists \varepsilon > 0 \quad \text{s.t.} \quad \beta - \varepsilon > 0 \quad \text{and} \quad Q'(\beta - \varepsilon, \alpha) < 0 \]

which is a contradiction that \( \beta \) is the smallest zero.

Consequently,

\[ Q'(r, \alpha) > 0, \quad \text{for} \quad 0 < r \leq 1 \tag{3.14} \]

\[ Q(r, \alpha) > 0, \quad \text{for} \quad 0 \leq r \leq 1. \tag{3.15} \]

Here, it is clear that \( Q \) is monotone increasing

\[ Q'(r, \alpha_1) > Q'(r, \alpha_2) \quad \text{for} \quad 0 < r \leq 1 \tag{3.16} \]

\[ Q'(r, \alpha_1) > Q'(r, \alpha_2) \quad \text{for} \quad 0 < r \leq 1 \tag{3.17} \]

whenever \( \alpha_1 > \alpha_2 > 0 \).

From equation \(3.11\), we assume

\[ f(r, Q, Q') = -\frac{2}{r} Q' + \begin{cases} \frac{aQ}{Q + K}, & Q \geq 0 \\ 0, & Q < 0 \end{cases} \tag{3.18} \]

The function \( f(r, Q, Q') \) satisfies Lipschitz condition:

\[ f(r, Q, Q') - f(r, \tilde{Q}, \tilde{Q}') \leq \frac{a}{K} \cdot |Q' - \tilde{Q}'| \quad \text{for} \quad Q'' \geq \tilde{Q}''. \tag{3.19} \]

\( Q(1; \alpha) \) and \( Q'(1; \alpha) \) are continuous functions \[44\], therefore the function

\[ K(\alpha) = Q'(1; \alpha) - D(1 - C(1; \alpha)) \tag{3.20} \]

is strictly monotone increasing. The initial value problem \(3.11\) has trivial solution for \( \alpha = 0 \). Hence \( K(\alpha) < 0 \) because of equation \(3.14\). But \( Q(r; 1) \) is strictly monotone increasing. Therefore,

\[ Q(1; 1) > Q(0; 1) = 1 \quad \Rightarrow \quad K(1) \geq 0. \tag{3.21} \]

Hence, there exists unique positive solution \( \hat{\alpha} \) of \( K(\alpha) = 0 \). This implies that the BVP \(3.10\) possesses unique solution. \( \Box \)
3.3. Equation for dynamical pathology in aortic dissection. Since length of the aorta is very large in comparison to its radius and the axial-circumferential wave formed by the blood flow is relatively smaller than radius itself, NLEE is perused for modeling of these waveforms over the tunica intimal surface. Consider \( v \) a holomorphic function of spatial coordinates \((r, s, q)\) and temporal coordinate \(t\) that represents amplitude of resultant wave and it is complex differentiable at every point in \( \mathbb{R} \). For a wave envelope \( v(r, s, q, t) \) with wave number \( \lambda \) along with directions of \( r, s \) and \( q \), we have

\[
3u_{ss} - 2uu_{rrr} - 2uu_{rr} - 2u_r\partial_r^{-1}u_s = 0
\]

We use transformation \( v_r = u \) in Eq. \((3.22)\) to obtain generalized form of \((3 + 1)\)-dimensional NLEE amenable to similarity transformations method, is given by

\[
\Delta := 3v_{rrq} - 2v_{rs} + v_{rrrrr} - 2v_{rs}v_{rr} + 2u^2_v + 2(v_s - v_r)v_{rrr} = 0
\]

where \( v_{rst} \) and is the development term, \( v_{rrrr} \) is dispersion term, \( v_{rs}v_{rr} \) & \( (v_s - v_r)v_{rrr} \) are nonlinear terms and \( v_{rrq} \) is the linear term.

4. Lie Group of Transformations Method

In this section, we recall the general procedure for determining symmetries for any system of partial differential equations. Let us consider the general case of a system of partial differential equations of order \( p \) with \( m \)-dependent and \( n \)-independent variables, given as

\[
\Delta_x(r, p^u) = 0, \quad x = 1, \ldots, l
\]

Here \( r = (r_1, r_2, \ldots r_n) \), \( p = (p_1, p_2, \ldots p_m) \) and the derivatives of \( p \) with respect to \( r \) up to order \( u \) is denoted as \( p^u \). We consider one parameter Lie group of infinitesimal transformations acting on dependent variable \( p \) and independent variable \( r \) of \((4.1)\),

\[
\begin{align*}
\dot{r}^i &= r^i + \xi^i(r, p) + O(\zeta^2), & i = 1, 2, \ldots, n \\
\dot{p}^j &= p^j + \eta^j(r, p) + O(\zeta^2), & j = 1, 2, \ldots, m
\end{align*}
\]

where \( \xi^i \) and \( \eta^j \) are generators of infinitesimal transformation for the independent and dependent variables respectively and \( \zeta \) is the group parameter which is admitted by the system \((4.1)\). The vector field \( \mathbf{v} \) associated with the above group of transformations can be written as

\[
\mathbf{v} = \sum_{i=1}^n \xi^i(r, p)\partial_x^i + \sum_{\alpha=1}^m \eta^\alpha(p, r)\partial_p^\alpha.
\]

Lie group of transformations are such that if \( p \) is a solution of system \((4.1)\) then \( \dot{p} \) is also a solution. The method for finding group symmetry \((7)\) is by finding corresponding infinitesimal generator of Lie group of transformations. This leads to an overdetermined linear system of equations for generators \( \xi^i(r, p), \eta^j(r, p) \). The invariance of system \((4.1)\) under the infinitesimal transformations leads to the invariance conditions

\[
Pr^{(q)}[\Delta_x(r, p^u)] = 0, \quad x = 1, \ldots, l \quad \text{whenever} \quad \Delta_x(r, p^u) = 0
\]

where \( Pr^{(q)} \) is called \( q^{th} \) extended infinitesimal generator of the vector field \( \mathbf{v} \) given by

\[
Pr^{(q)}[\mathbf{v}] = \mathbf{v} + \sum_{\alpha=1}^m \sum_{\alpha=1}^n \eta^\alpha_{\alpha}(r, p^u)\partial_{p^\alpha}
\]

where \( j = (j_1, \ldots, j_k), 1 \leq j_k \leq n, 1 \leq k \leq u \), and sum is over all the orders of \( j \)'s of order \( 0 < j \leq u \). If \( j=k \), the coefficients \( \eta^\alpha_{\alpha} \) of \( \partial_{p^\alpha} \) will depend only on derivatives of \( p \) up to order \( k \):

\[
\eta^\alpha_{\alpha}(r, p^u) = D_j \left( \eta_\alpha - \sum_{i=1}^n \xi^i_{\alpha}p^i \right) + \sum_{i=1}^n \xi^i_{\alpha}p^i_{\alpha,i}
\]
where \( p_0^\alpha = \frac{\partial p_0}{\partial r^\alpha} \), \( p_1^\alpha = \frac{\partial p_1}{\partial r^\alpha} \).

To obtain the generators of infinitesimal transformations, substitute equation (4.6) into equation (4.4). The set of all infinitesimal symmetries of this system has an important property that the elements of this set form a Lie algebra under the usual Lie bracket. To reduce primary partial differential equation (PDE) by one independent variable, we find the invariant functions by solving Lagrange’s characteristic equations

\[ \frac{dr}{\xi^1(r,p)} = \frac{dp}{\eta^1(r,p)}. \]  

By iterating this process, we get ordinary differential equation from primary equation. Solving an ODE analytically relatively easier than a PDE.

5. Lie symmetry analysis of (3 + 1)-dimensional NLEE

We achieve similarity reductions of the NLEE \( \star \) using Lie symmetry analysis \[7,8\]. The one-parameter Lie group of infinitesimal transformations,

\[
\begin{align*}
\tilde{r} &= r + \zeta^1(r,s,q,t,v) + O(\zeta^2) \\
\tilde{s} &= s + \zeta^2(r,s,q,t,v) + O(\zeta^2) \\
\tilde{q} &= q + \zeta^3(r,s,q,t,v) + O(\zeta^2) \\
\tilde{t} &= t + \tau r + \zeta(\tau(r,s,q,t,v) + O(\zeta^2) \\
\tilde{v} &= v + \eta r + \zeta(\eta(r,s,q,t,v) + O(\zeta^2)
\end{align*}
\]  

where \( \zeta^1, \zeta^2, \zeta^3, \tau \) and \( \eta \) are the generators of Lie group transformations with continuous group parameter \( \zeta \). The associated vector field is represented by

\[
\Theta = \xi^1(r,s,q,t,v)\partial_r + \xi^2(r,s,q,t,v)\partial_s + \xi^3(r,s,q,t,v)\partial_q + \tau(r,s,q,t,v)\partial_t + \eta(r,s,q,t,v)\partial_v
\]

The infinitesimal criteria for the invariance of \( \star \) is

\[
3\eta_{rrq} - 2\eta_{rst} + \eta_{rrrss} - 2\eta_{rsv} - 2\eta_{rrs} + 2\eta_{s}^2 + 2(\eta_{s} - \eta_{r})v_{rrs} + 2\eta_{rrs}(v_{s} - v_{r}) = 0
\]  

which is obtained from the invariance condition, \( Pr^{(5)}\Theta(\Delta) = 0 \), whenever \( \Delta = 0 \), where \( Pr^{(5)}\Theta \) is fifth prolongation of \( \Theta \). We obtain determining equations which are constituted of overdetermined system of coupled partial differential equations (PDEs)

\[
\begin{align*}
\xi^1_v &= \xi^1_s = \xi^1_q = 0, \quad \xi^1_r = \frac{1}{3}\tau_t, \\
\xi^2_v &= \xi^2_s = \xi^2_t = 0, \quad \xi^2_r = \frac{1}{3}\tau_t, \\
\xi^3_v &= \xi^3_s = \xi^3_t = 0, \quad \xi^3_r = \tau_t, \\
\tau_v &= \tau_r = \tau_q = 0 = \tau_s = \tau_{tt}, \\
\eta_v &= -\frac{1}{3}\tau_t, \quad \eta_r = \eta_s = \frac{3}{2} - \xi^2_v + \xi^1_r, \quad \eta_t = 0.
\end{align*}
\]
Solving determining equations (5.3) yields infinitesimal generators
\[
\xi^1 = \frac{c_1}{3} r + \varphi_2(t) \\
\xi^2 = \frac{c_1}{3} s + \varphi_1(q) \\
\xi^3 = c_1 q + c_3 \\
\tau = c_1 t + c_2 \\
\eta = -\frac{c_1}{3} v - \frac{3}{2} r \varphi'_1(q) + r \varphi'_2(t) + (r + s) \varphi_3(q,t) + \varphi_4(q,t)
\] (5.4)
where \( \varphi_i(\cdot), i = 1, \ldots, 4 \) are arbitrary functions for indicated variables and \( c_i, i = 1, \ldots, 3 \) are arbitrary constants. Assume \( \varphi_1(q) = c_4 q, \varphi_2(t) = c_5 t, \varphi_3(q,t) = c_5 \) and \( \varphi_4(q,t) = c_6 \), the Lie algebra of infinitesimal symmetries of (4) is spanned by following vector fields
\[
\vartheta_1 = \frac{r}{3} \frac{\partial}{\partial r} + \frac{s}{3} \frac{\partial}{\partial s} + q \frac{\partial}{\partial q} + \frac{t}{3} \frac{\partial}{\partial v} - \frac{v}{3} \frac{\partial}{\partial t} \\
\vartheta_2 = \frac{\partial}{\partial r}, \vartheta_3 = \frac{\partial}{\partial q}, \vartheta_4 = q \frac{\partial}{\partial s} - \frac{3}{2} \frac{\partial}{\partial v}, \\
\vartheta_5 = \frac{t}{r} \frac{\partial}{\partial r} + \frac{3}{2} \frac{\partial}{\partial v}, \vartheta_6 = (r + s) \frac{\partial}{\partial v}, \vartheta_7 = \frac{\partial}{\partial v}.
\] (5.5)

Lie bracket table having \((i,j)^{th}\) entry \([\vartheta_i, \vartheta_j] = \vartheta_i \vartheta_j - \vartheta_j \vartheta_i\) is used to denote commutation relation of Lie algebra. Since \([\vartheta_\alpha, \vartheta_\beta] = -[\vartheta_\beta, \vartheta_\alpha]\), The commutator table is antisymmetric. The structure constants are easily read off from the commutator table.

|   | \(\vartheta_1\) | \(\vartheta_2\) | \(\vartheta_3\) | \(\vartheta_4\) | \(\vartheta_5\) | \(\vartheta_6\) | \(\vartheta_7\) |
|---|---|---|---|---|---|---|---|
| \(\vartheta_1\) | 0 | \(-\vartheta_2\) | \(-\vartheta_3\) | \(-\frac{3}{2} \vartheta_4\) | \(-\frac{5}{2} \vartheta_5\) | \(-\frac{7}{2} \vartheta_6\) | \(-\frac{9}{2} \vartheta_7\) |
| \(\vartheta_2\) | \(-\vartheta_2\) | 0 | 0 | 0 | 0 | 0 | 0 |
| \(\vartheta_3\) | \(-\vartheta_3\) | 0 | 0 | 0 | 0 | 0 | 0 |
| \(\vartheta_4\) | \(-\frac{3}{2} \vartheta_4\) | 0 | 0 | 0 | 0 | 0 | 0 |
| \(\vartheta_5\) | \(-\frac{5}{2} \vartheta_5\) | \(-\vartheta_5\) | \(-\vartheta_7\) | 0 | 0 | 0 | 0 |
| \(\vartheta_6\) | \(-\frac{7}{2} \vartheta_6\) | \(-\frac{9}{2} \vartheta_6\) | \(-\vartheta_7\) | 0 | 0 | 0 | 0 |
| \(\vartheta_7\) | \(-\frac{9}{2} \vartheta_7\) | \(-\frac{11}{2} \vartheta_7\) | \(-\frac{9}{2} \vartheta_7\) | 0 | 0 | 0 | 0 |

As depicted in the table above, the generalized \((3+1)\)-dimensional NLEE contains a continuous group of transformations which is generated by the infinite-dimensional Lie algebra spanned by vector fields (5.5). Since the infinite number of subalgebras for this Lie algebra is constituted from linear combinations of generators, in our case \(\vartheta_i, i = 1, 2, \ldots, 7\).

6. Symmetry reduction and soliton solutions

In this section, we obtain group invariant solutions for Eq. (4) from the reduction equations. The reduction equations can be found with the assistance of invariant functions. Therefore, first we solve associated Lagrange’s system to find invariant functions which are the constant of integration of the characteristic equations
\[
\frac{dx}{\xi^1(r,s,q,t,v)} = \frac{dy}{\xi^2(r,s,q,t,v)} = \frac{dz}{\xi^3(r,s,q,t,v)} = \frac{dt}{\tau(r,s,q,t,v)} = \frac{dv}{\eta(r,s,q,t,v)}.
\] (6.1)

Invariant functions acquired from these characteristic equations assist to construct invariant solutions. Group invariant solutions are characterized by their invariance under the Lie symmetry group of a PDE. The solutions which are invariant
under one-parameter Lie group can be found by solving the system of differential equations involving one-less independent variable than the original equation.

6.1. Vector field $\vartheta_1$.

$$\vartheta_1 = \frac{r}{3} \frac{\partial}{\partial r} + \frac{s}{3} \frac{\partial}{\partial s} + \frac{q}{3} \frac{\partial}{\partial q} + t \frac{\partial}{\partial t} - \frac{v}{3} \frac{\partial}{\partial v}$$  \hspace{1cm} (6.2)

The Lagrange’s system of characteristic equations for the vector field $\vartheta_1$ are given by

$$\frac{dr}{r} = \frac{ds}{s} = \frac{dq}{q} = \frac{dt}{t} = \frac{dv}{-\frac{v}{3}}$$

The invariant functions generated by similarity reduction of Eq. (6.2),

$$v(r,s,q,t) = f(R,S,Q)$$

where $R = \frac{r}{t^2}$, $S = \frac{s}{t^2}$ and $Q = \frac{q}{t}$.  \hspace{1cm} (6.3)

Imputing values from Eq. (6.3) into Eq. (6.2), we obtain the following PDE

$$2f_{RS}^2 - 2f_{RS}f_{RR} + 3f_{RRQ} + 2(f_S - f_R)f_{RSQ} + 2f_{RS} + Zf_{RSQ} - \frac{f_{RSS}}{3} - \frac{R}{3}f_{RRS} + f_{RRRQ} = 0.$$  \hspace{1cm} (6.4)

Applying similarity transformation method on Eq.(6.4), we obtain following infinitesimal generators

$$\xi_R = \frac{a_2}{2} \xi_S = \frac{a_1}{Q^2} \xi_Q = 0 \eta_f = -\frac{a_2 R}{6} + \psi_1(Q)S + R\psi_1(Q) + R\frac{a_1}{2Q^2} + \psi_2(Q) - \frac{a_2 R}{2Q^2}$$

where $\xi_R$, $\xi_S$, $\xi_Q$ and $\eta_f$ denote infinitesimal generators with respect to indicated variable. $a_1$ and $a_2$ are arbitrary constants and $\psi_i(Q)$, $i = 1, 2$ are arbitrary functions.

**Case 1:** $a_1 \neq 0$ and else parameters and arbitrary functions are zero.

Using Lagrange’s characteristic equations, the function $f$ with new similarity $x$ and $y$ can be written as

$$f(R,S,Q) = \frac{RS}{2Q} + H(x,y), \quad \text{where} \quad x = R \quad \text{and} \quad y = Q$$  \hspace{1cm} (6.5)

The Eq. (6.4) is reduced into the following PDE

$$-\frac{1}{y^2} - \frac{1}{y}H_{xx} + \frac{1}{2y} = 0.$$  \hspace{1cm} (6.6)

The solution of equation of equation (6.2) is

$$v(r,s,q,t) = \frac{r^2}{2z} + \frac{r^2}{4t} + \frac{r}{t^2} \alpha_1 \left( \frac{q}{t} \right) + \frac{1}{t^2} \alpha_2 \left( \frac{q}{t} \right)$$  \hspace{1cm} (6.7)
The similarity reduction of Eq. (6.1) is obtained by solving Lagrange’s characteristic equations (6.1)

\[ v(r, s, q, t) = f(R, S, Q), \quad \text{where} \quad R = r, \quad S = s, \quad \text{and} \quad Q = q. \]  

We obtain following PDE using Eqs. (6.8) and (⋆)

\[ 3f_{RRQ} + f_{RRRS} - 2f_{RRfRS} + 2f^2_{RS} + (f_S - f_R)f_{RRS} = 0. \]  

Travelling wave solutions of Eq. (6.9) is

\[ f(R, S, Q) = \frac{-6C^2 \tanh(C_2R + C_4S - \frac{4}{3}C^2_2C_4Q + C_1)}{C_2 - C_4} + C_5 \]  

The solutions of Eq. (⋆) are

\[ v(r, s, q, t) = \frac{-6C^2 \tanh(C_2r + C_4s - \frac{4}{3}C^2_2C_4q + C_1)}{C_2 - C_4} + C_5 \]
Figure 2. Traveling wave solution (6.11) for Eq. (6.11), with $s = 1.0885$ and $C_1 = 1$, $C_2 = 3$, $C_4 = 2$, $C_5 = 5$.

Fig. (2) of Eq. (6.11) shows a traveling wave. It is characterized by periodic disturbance that moves through the medium. It is worth stating that individual atoms of the medium does not change the position but oscillate at their primal position. It is illustrated that blood flow at mean blood pressure, 100 mm Hg, is propagated forward with each left ventricular contraction. It is inferred that asymptotically biomechanical characteristics of vessel wall of the aorta will remain incompressible and hence, flows will be Newtonian in aorta.

Now, we find a new set of infinitesimal generator for Eq. (6.9)

$$
\xi_R = \frac{a_1}{3} R + a_3
$$

$$
\xi_S = \frac{a_1}{3} S + a_1(Q)
$$

$$
\xi_Q = a_1Q + a_2
$$

$$
\eta_f = -\frac{a_1}{3} f - \frac{3}{2} R \alpha_1'(Q) + (R + S) \alpha_2(Q) + \alpha_3(Q).
$$

where $\xi_R$, $\xi_S$, $\xi_Q$ and $\eta_f$ denote infinitesimal generators with respect to indicated variable. $\alpha_i, i = 1, 2, 3$ are arbitrary functions of $Q$ and $a_1$, $a_2$ & $a_3$ are arbitrary constants. Assume $\alpha(Q) = a_4$.

**Case 1:** $a_1 \neq 0$, remaining arbitrary parameter and functions are zero.

On solving Lagrange’s equations, the new similarity form for $f$ is given by

$$
f(R, S, Q) = \frac{H(x, y)}{Q^2}, \quad x = \frac{R}{Q}, \quad y = \frac{S}{Q^2}.
$$

where $x$ and $y$ are similarity variables. Equation (6.9) can be reduced into following PDE as follows:

$$
2H_{xy}^2 - 2H_{xy}H_{xx} + 2(H_y - H_x)H_{xyy} - 3H_{xx} - yH_{exy} - xH_{exx} + H_{xxxxxxxx} = 0
$$

Generators of infinitesimal transformations for Eq. (6.14) are

$$
\xi_x = 0, \quad \xi_y = b_1, \quad \eta_H = -\frac{b_1}{2} + (x + y)b_2 + b_3
$$

The function $H$ in the similarity form can be written as

$$
H(x, y) = -\frac{xy}{2} + \left(xy + \frac{y^2}{2}\right) \frac{b_2}{b_1} + \frac{b_3}{b_1} y + G(\zeta), \quad & \zeta = x
$$
The reduced form of Eq. \[ \star \] is

\[
2 \left( \frac{1}{2} + \frac{b_2}{b_1} \right)^2 - 2 \left( \frac{1}{2} + \frac{b_2}{b_1} \right) G''(\zeta) - 3G''(\zeta) - \zeta G'''(\zeta) = 0
\]  

(6.17)

Solutions of this ODE is

\[
G(\zeta) = \frac{1}{2b_1(b_1 \zeta + b_1 + 2b_2)} + \frac{(b_1 + 2b_2)^2 \zeta^2}{12b_1^2} + b_1 \zeta + C_1.
\]  

(6.18)

\[
v(r, s, q, t) = \frac{rs}{2q} + \frac{b_2}{b_1} \left( \frac{rs}{q} + \frac{s^2}{2q} \right) + \frac{b_3}{b_1 q^2} + \frac{1}{2b_1(b_1 r + b_1 q^2 + 2b_2 q^2)} + \frac{(b_1 + 2b_2)^2 r^2}{12b_1^2 q} + b_1 \frac{r}{q^2} + C_1.
\]  

(6.19)

Figure 3. Bright and dark solitons for \[ \star \], with \( b_1 = 4.320 \), \( b_2 = 1.2758 \), \( b_3 = 0.5866 \), \( C_1 = 18 \) and \( r \in [-10, 1] \), \( q \in [1, 100] \).

Fig. \[ \star \] of Eq. \[ \star \] exhibits bright solitons and dark solitons. It is shown that bright soliton causes temporary increments in amplitude of associative wave than the background whereas dark soliton relatively reduces the intensity than the background in a continuous time beam. Since coherence among bright soliton and dark soliton is diagonal, the scale in the crested direction becomes finite wherein, consequently beam dynamics occurs. Representation in tandem is suggestive of perfectly elastic collisions. Note that after collision between bright soliton and dark soliton, the small-amplitude solitons dark solitons propagate faster than the large-amplitude solitons bright solitons. The axisymmetric characteristic of vessel wall of aorta is owing to coupling of left ventricular ejection fraction per systole. However, due to degenerative changes including cystic medial necrosis, atherosclerosis with/without calcific deposits makes vessel wall of the aorta non-axisymmetric that decouples heart-aorta. In such situation, multiple solitons are generated and their interaction ensues. Such aortic rigidity allows interactions in more than one coordinate that might result into unstable wave field.

**Case 2:** \( a_4 \neq 0 \), remaining arbitrary parameter and functions are zero.

The associated Lagrange’s system is the associated Lagrange’s characteristic equations reduce the function \( f \) in new similarity form as

\[
f(R, S, Q) = \frac{-3RS}{2Q} + H(x, y), \text{ and } x = R, \ y = Q.
\]  

(6.20)
we reduce Eq. (6.9) into following PDE

\[ 3H_{xx} + 3H_{xy} + \frac{9}{2y} = 0 \]  

(6.21)

The solution of Eq. (6.21) is

\[ H(x, y) = \alpha_1(y) + \alpha_2(y)x - \frac{3x^2}{4} - \frac{x}{y}\alpha_3(x) + \frac{1}{y} \int x\alpha_3(x) dr. \]

(6.22)

By back substitution, Solution of Eq. (⋆) is given by

\[ v(r, s, q, t) = \alpha_1(q) + \alpha_2(q)r - \frac{3r^2}{4} - \frac{r}{q}\alpha_3(r) + \frac{1}{q} \int r\alpha_3(r) dr. \]

(6.23)

\[ \text{Figure 4. Peregrine soliton (6.23) for Eq. (⋆), with (A) } \alpha_1(q) = \sin(q), \alpha_2(q) = q, \alpha_3(r) = \sec(r) \text{ and (B) } \alpha_1(q) = \sec(q), \alpha_2(q) = q, \alpha_3(r) = \sin(r), r, q \in [-1, 1]. \]

Figure 4 shows the Peregrine soliton, a localized nonlinear structure with strong temporal and spatial localization. Our result do not correspond to mathematical ideal Peregrine soliton characteristics. The progressive and concomitant increase in temporal localization as well as increase in spatial localization is associated with Peregrine soliton characteristics. Asymptotically, this progressive increase contributes to modulation-instability recurrence period. The periodic loading of porous dispersive media, the tunica media, leads to stress softening of wall material. Nearly repetitive cyclic loading of the tunica media by Peregrine soliton contributes to injury to vessel wall. In a dissipative system, this deformation process is associated with elastoplastic effects leading to significant vessel wall injury. Peregrine soliton impact aortic root would cause aortic valvular insufficiency through regurgitation of blood into left ventricle and pericardium causing pericardiac tamponade.

6.3. Vector field \( \vartheta_3 \),

\[ \vartheta_3 = \frac{\partial}{\partial q} \]

The similarity reduction of Eq. (⋆) is obtained by solving Lagrange’s system of characteristic equations (6.1)

\[ v(r, s, q, t) = f(R, S, T), \quad R = r, \quad S = s \quad \text{and} \quad T = t. \]

(6.24)

From Eqs. (6.24) and (⋆), we obtain PDE

\[ -2f_{RST} + f_{RRRSS} - 2f_{RRfRS} + 2f_{RS}^2 + 2(f_S - f_R)f_{RR} = 0. \]

(6.25)
The new set of infinitesimal generator for Eq. (6.25) by applying similarity transformation method is

\[ \xi_R = \frac{a_1}{3} R + \alpha_1(T), \]
\[ \xi_S = \frac{a_1}{3} S + a_3, \]
\[ \tau_T = a_1 T + a_2, \]
\[ \eta_f = -\frac{a_1}{3} f + (R + S)\alpha_2(T) + R\alpha'_1(T) + \alpha_3(T). \]

where \( a_i, i = 1, \ldots, 3 \) are arbitrary constants. Assume \( \alpha_1(T) = \alpha_4 \).

**Case 1:** \( a_1 \neq 0 \), remaining arbitrary parameters and functions are zero.

By solving Lagrange’s characteristic equations, we can write \( f \) in the term of new similarity solution with \( x, y \)

\[ f(R, S, T) = \frac{H(x, y)}{T^{\frac{4}{3}}}, \quad \text{where} \quad x = \frac{R}{T^{\frac{1}{3}}} \quad \text{and} \quad y = \frac{S}{T^{\frac{1}{3}}}. \]  

Further, Eq. (6.25) can be reduced into following PDE as follows:

\[ 2H_{xy}^2 - 4H_{xx}H_{xy} + 2(H_y - H_x)H_{xxy} - 2H_{xy} - \frac{2}{3}yH_{xyy} - \frac{2}{3}xH_{xxy} + H_{xxxxy} = 0 \]  

(6.27)

The solution of PDE (6.27) is given by

\[ H(x, y) = \lambda(x) + \mu(y) \]  

(6.28)

Hence, the solution of primary equation (\( \star \)) is

\[ v(r, s, q, t) = \frac{1}{t^{\frac{4}{3}}} \left[ \lambda \left( \frac{r}{t^{\frac{1}{3}}} \right) + \mu \left( \frac{s}{t^{\frac{1}{3}}} \right) \right]. \]  

(6.29)

**Figure 5.** Breathers (6.29) for Eq. (\( \star \)) with \( r \in [-20, 20], \ t \in [0, 10] \) (A) \( \lambda(\frac{r}{t^{\frac{1}{3}}}) = r \sin(\frac{r}{t^{\frac{1}{3}}}), \ \mu(\frac{s}{t^{\frac{1}{3}}}) = \frac{(0.0235)^3}{t} \), (B) \( \lambda(\frac{r}{t^{\frac{1}{3}}}) = r \sin(\frac{r}{t^{\frac{1}{3}}}), \ \mu(\frac{s}{t^{\frac{1}{3}}}) = \frac{(0.0235)^3}{t} \).

Figure 5 exhibits breather solutions. A breather is a nonlinear wave wherein, energy concentrate in local and oscillatory manner. Standing breathers are localized solution with varying amplitude. The general breather solutions can be derived by defining appropriate parameters in Eq. (6.29), their corresponding dynamical behavior is represented in Fig. 5. Both
of these breathers are periodic in space directions as well as localized in time directions. It is shown that the solitary wave generated in the center of aorta axially, the pressure reaction force can generate compression waves impacting the vessel wall of the aorta. Note that the localization characteristic of breather has different impact on different dimension resulting into differential strain energy density functions.

**Case 2:** \( a_2 \neq 0 \), remaining arbitrary parameters and functions are zero.

The function \( f \) in the form of new similarity solution \( H(x, y) \) is

\[
f(R, S, T) = H(x, y), \quad \text{where} \quad x = R \quad \text{and} \quad y = S.
\]  

Equation (6.25) can be reduced into PDE

\[
H_{xxxxy} - 2H_{xy}H_{xx} + 2H_x^2 + 2(H_y - H_x)H_{xy} = 0
\]

The solution of Eq. (6.31) provide following solution of Eq. (6.32)

\[
v(r, s, q, t) = \lambda(r) + \mu(s)
\]

\[\text{(6.32)}\]

**Interactions among fundamental solitons in terms of mutual collisions and mutual amplifications contributes to formation of rogue wave as shown in Fig. (6). The granularity and inhomogeneity of fundamental solitons are considered as joint generators of rogue waves in vitro. The spectrum of rogue waves can not be characterize by finite width and modulation stability analysis. Non-homogeneous perturbations and multi-directional spreading causes rogue wave formation. The concentrically arranged elastic fibrils have a statistically distributed initial length. Each fibril can be stretched with very low impact of singular soliton, but thereafter further stretching of fibril is linearly elastic and impact on tunica media linearly.**

**6.4. Vector field \( \vartheta_4 \).**

\[
\vartheta_5 = q \frac{\partial}{\partial s} - \frac{3r}{2} \frac{\partial}{\partial v}
\]

Equation (6.33) can be reduced into the following similarity form with new similarity variables

\[
v(r, s, q, t) = -\frac{3rs}{2q} + f(R, Q, T) \quad \text{where} \quad R = r, \quad Q = q \quad \text{and} \quad T = t.
\]

\[\text{(6.34)}\]
We obtain the following PDE from Eqs. (6.34) and (⋆)
\[ 3f_{RRQ} + \frac{3}{Q}f_{RR} + \frac{9}{2Q^2} = 0. \] (6.35)

The solution of Eq. (6.35) is
\[ f(R, Q, T) = \lambda_1(Q, T) + \lambda_2(Q, T)R - \frac{3R^2 \log(Q)}{4Q} - \frac{R}{Q} \lambda_3(R, T) + \frac{1}{Q} \int R \lambda_3(R, T) dR \] (6.36)
Following solution of the primary Eq. (⋆) is,
\[ v(r, s, q, t) = \lambda_1(q, t) + \lambda_2(q, t)t - \frac{3r^2 \log(q)}{4q} - \frac{r}{q} \lambda_3(r, t) + \frac{1}{q} \int r \lambda_3(r, t) dr, \] (6.37)
where \( \lambda_i(\cdot) \) are some arbitrary functions.

Figure 7. Multi-soliton complex for Eq. (6.37) with \( r, t \in [-10, 10] \), \( q = 1.087 \) (A) \( \lambda_1(q, t) = t \sin(q) \), \( \lambda_2(q, t) = q \cos(t) \), \( \lambda_3(r, t) = t \sin(r + t^2) \), (B) \( \lambda_1(q, t) = t^2 \sin(q) \), \( \lambda_2(q, t) = q \cos(t) \), \( \lambda_3(r, t) = t \sin(r + t^2) \).

Figure (7) shows multi-soliton complex solution (6.37). It is a self localized state wherein, several fundamental soliton including bright solitons and dark solitons are nonlinearly superimposed. Asymptotically, such nonlinear superposition can be either coherent or incoherent resulting into either independent or dependent phases of separate soliton. Essentially it is a parametric interaction among waves at different frequencies having constructive and destructive interactions. The mixed polarization of fundamental solitons characteristically captures coherent and incoherent soliton interactions. Note that pair-wise collisions reshape multi-soliton complexes but complexes do not radiate. Due to incoherent and coherent interactions among multi-soliton complexes significant positive as well as negative impact occur to vessel wall of the aorta through dynamic pathology. The destructive effect of wave resonance include initial intimal flap injury.

7. Conclusion

To depict role of interactions among fundamental solitons, we formulated a generalized (3+1)-dimensional nonlinear evolution equation. To seek representative examples of solitons, we obtained the infinitesimal generators, commutator table of Lie algebra, symmetry groups for the nonlinear evolution equation. By using Lie group of transformations method, similarity reduction is conducted to find invariant solutions for NLEE.
The abnormal aortic wave reflections are responsible for pathological aortic wave. The soliton waves emerging from more than one coordinate \((q,t)\), \((r,s)\) and \((r,t)\) results into unstable wave field and generation of pathological waves. Due to complex soliton interaction, forward waves toward common iliac arteries and backward waves toward left ventricle. Within physiological exercise tolerance threshold, the cardiac output operates close to upper boundary value, such cardiac overloading due to exercise can reduce the threshold for the occurrence myocardial ischemia. Similarly, a boundary value exist for vessel wall of the aorta. Hence, progressive increase in the strain to tunica media through tunica intima reduce threshold for injury to tunica intima and thereon permeation of blood into tunica media ensues. Thus, the formation of dynamic pathology contributes to sudden rupture, torrential bleed and death. The degenerative changes including atherosclerosis with subintimal calcium deposits and elevated systolic blood pressure hardens the vessel wall of the aorta. Under normal conditions, the pulsatile cardiac output is optimized by arterial wave reflection. But with progressive hardening of vessel wall of the aorta, the optimum cardiac output is minimized since the aortic rigidity increases. Also, the pressure gradient force applied to the vessel wall increases with higher value of aortic rigidity. Both of the above factors contribute to progression of aortic dissection. Note that pathological aortic waves can be created without any anatomical and/or physiological abnormalities. Also, cardiovascular diseases alters coronary microvasculature-heart-lung-aorta and its great vessels dynamics and create pathological waves. This dynamic pathology as a pathological waves can cause aneurysmal rupture as well as progression of aortic dissection.

7.1. Future Scope. : Our work will enable experimental scientists to design deep-water wave basins and wave guage measurements to simulate aortic dissection and design experiment to observe diagonal hydrodynamic solution that might help to replicate bright, dark and Peregrine solitons. Multiscale modeling of heart-aorta coupling can help to detect dynamic pathology in aorta. Using data science, this can be done for individual patient without anatomical and/or physiological deficit. Thus, it can help cardiothoracic physicians to identify latent cases and start preventive regimen including control of hypertension and restriction on physiological activity.
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