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Abstract: One of the key problems in tensor completion is the number of uniformly random sample entries required for recovery guarantee. The main aim of this paper is to study $n_1 \times n_2 \times n_3$ third-order tensor completion based on transformed tensor singular value decomposition, and provide a bound on the number of required sample entries. Our approach is to make use of the multi-rank of the underlying tensor instead of its tubal rank in the bound. In numerical experiments on synthetic and imaging data sets, we demonstrate the effectiveness of our proposed bound for the number of sample entries. Moreover, our theoretical results are valid to any unitary transformation applied to $n_3$-dimension under transformed tensor singular value decomposition.
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1 Introduction

The problem of recovering an unknown low-rank tensor from a small fraction of its entries is known as the tensor completion problem, and comes up in a wide range of applications, e.g., image processing [13, 25, 41], computer vision [20, 40], and machine learning [30, 31]. The goal of low-rank tensor completion is to recover a tensor with the lowest rank based on observable entries of a given tensor. Given a third-order tensor $M \in \mathbb{C}^{n_1 \times n_2 \times n_3}$, the low rank tensor completion problem can be expressed as follows:

$$\min_Z \text{rank}(Z) \quad \text{s.t.} \quad P_\Omega(Z) = P_\Omega(M), \quad (1)$$
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where rank($\mathcal{Z}$) denotes the rank of the tensor $\mathcal{Z}$, $\Omega$ is a subset of $\{1, \ldots, n_1\} \times \{1, \ldots, n_2\} \times \{1, \ldots, n_3\}$, and $P_{\Omega}$ is the projection operator such that the entries in $\Omega$ are given while the remaining entries are missing, i.e.,

$$(P_{\Omega}(\mathcal{Z}))_{ijk} = \begin{cases} Z_{ijk}, & \text{if } (i, j, k) \in \Omega, \\ 0, & \text{otherwise}. \end{cases}$$

In particular, if $n_3 = 1$, the tensor completion problem in (1) reduces to the well-known matrix completion problem, which has received a considerable amount of attention in the past decades, see, e.g., [5, 6, 7, 11, 29] and references therein. In the matrix completion problem, a given incoherent $n \times n$ matrix could be recovered with high probability if the uniformly random sample size is of order $O(n^2 \log(n))$, where $r$ is the rank of the given matrix. This bound has been shown to be optimal, see [7] for detailed discussions.

The main aim of this paper is to study the incoherence conditions of low-rank tensors based on the transformed tensor singular value decomposition (SVD) and provide a lower bound on the number of random sample entries required for exact tensor recovery. Different kinds of tensor ranks setting in model (1) lead to different convex relaxation models and different sample sizes required to exactly recover the original tensor. When the rank in the model (1) is chosen as the Tucker rank [35], Liu et al. [20] proposed to use the sum of the nuclear norms (SNN) of unfolding matrices of a tensor to recover a low Tucker rank tensor. Within the SNN framework, Tomioka et al. [33] proved that a given $d$-order tensor $\mathcal{X} \in \mathbb{R}^{n \times \cdots \times n}$ with Tucker rank $(r, \ldots, r)$ can be exactly recovered with high probability if the Gaussian measurements size is of order $O(rn^{d-1})$. Afterwards, Mu et al. [24] showed that $O(rn^{d-1})$ Gaussian measurements are necessary for a reliable recovery by the SNN method. In fact, the degree of freedoms of a tensor $\mathcal{X} \in \mathbb{R}^{n \times \cdots \times n}$ with Tucker rank $(r_1, \ldots, r_d)$ is $\prod_{i=1}^{d} r_i + \sum_{i=1}^{d} (r_i n - r_i^2)$, which is much smaller than $O(rn^{d-1})$. Recently, Yuan et al. [38, 39] showed that an $n \times n \times n$ tensor with Tucker rank $(r, r, r)$ can be exactly recovered with high probability by $O((r^2 n \gamma + r^2 n) \log^2(n))$ entries, which have a great improvement compared with the number of sampled sizes required in [24] when $n$ is relatively large. Later, based on a gradient descent algorithm designed on some product smooth manifolds, Xia et al. [37] showed that an $n \times n \times n$ tensor with multi-linear rank $(r, r, r)$ can be reconstructed with high probability by $O(r^2 n \gamma \log^2(n) + r^2 n \log^6(n))$ entries. When the rank in the model (1) is chosen as the CANDECOMP/PARAFAC (CP) rank [18], Mu et al. [24] introduced a square deal method which only uses an individual nuclear norm of a balanced matrix instead of using a combination of all $d$ nuclear norms of unfolding matrices of the tensor. Moreover, they showed that $O(r^{1.5} n^{1.5})$ samples are sufficient to recover a CP rank $r$ tensor with high probability.

Besides, some tensor estimation and recovery problems for the observations with Gaussian measurements were proposed and studied in the literature [1, 3, 21, 27, 34]. For example, Ahmed et al. [1] proposed and studied the tensor regression problem by using low-rank and sparse Tucker decomposition, where a tensor variant of projected gradient descent was proposed and the sample complexity of this algorithm for a $d$-order tensor $n_1 \times \cdots \times n_d$ with Tucker rank $(r_1, \ldots, r_d)$ is $O(d^4 + s \sqrt{d} \log^2(3d))$ under the restricted isometry property for sub-Gaussian linear maps. Here $r = \max\{r_1, \ldots, r_d\}$ and $s = \max\{n_1, \ldots, n_d\}$ and $\bar{s} = \max\{s_1, \ldots, s_d\}$, where $s_i$ is the upper bound of the number of nonzero entries of each column of the $i$-th factor matrix in the Tucker decomposition. Moreover, Cai et al. [3] showed that the Riemannian gradient algorithm can reconstruct a $d$-order tensor of size $n \times \cdots \times n$ and Tucker rank $(r, \ldots, r)$ with high probability from only $O(nr^4 + r^{d+1})$ measurements under the tensor restricted isometry property for Gaussian measurements, where one step of iterative hard thresholding was used for the initialization.
The tubal rank of a third-order tensor was first proposed by Kilmer et al. [16, 17], which is based on tensor-tensor product (t-product). Within the associated algebraic framework of t-product, the tensor SVD was proposed and studied similarly to matrix SVD [17]. For tensor tubal rank minimization, Zhang et al. [42] proved that the tensor tubal nuclear norm (TNN) can be used as a convex relaxation of the tensor tubal rank. Then they showed that an \( n \times n \times n \) tensor with tubal rank \( r \) can be exactly recovered by \( O(rn^2 \log(n^2)) \) uniformly sampled entries. However, the TNN is not the convex envelope of the tubal rank of a tensor, which may lead to more sample entries needed to exactly recover the original tensor.

In Table 1, we summarize existing results and our contribution for the \( n \times n \times n \) tensor completion problem. It is interesting that there are other factors that affect sample sizes requirement such as sampling methods and incoherence conditions. For detailed discussions, the interested readers are referred to [2, 14, 19, 23].

| Rank Assumption | Sampling Method | Incoherent and Other Conditions | Requirement Sampling Sizes |
|-----------------|-----------------|-------------------------------|--------------------------|
| CP rank \( r \) [24] | Gaussian | N/A | \( O(rn^2) \) |
| CP rank \( r \) [14] | Uniformly Random | Incoherent condition of symmetric tensor | \( O(n^3 r^5 \log^4(n)) \) |
| Tucker rank \((r, r, r)\) | Uniformly Random | Matrix incoherent condition on model-n unfolding | \( O(rn^2 + r^3 n \log^2(n)) \) |
| Tucker rank \((r, r, r)\) | Random | Matrix incoherent condition on model-n unfolding | \( O(rn^2 \log^2(n)) \) |
| Tucker rank \((r, r, r)\) [24] | Gaussian | N/A | \( O(rn^2) \) |
| Tucker rank \((r, r, r)\) [39] | Uniformly Random | Matrix incoherent condition on model-n unfolding | \( O(rn^2 \log^2(n)) \) |
| Tucker rank \((r, r, r)\) [12] | Random | Matrix incoherent condition on model-n unfolding | \( O(rn^2 \log^2(n)) \) |
| Tubal rank \( r \) [42] | Uniformly Random | Tensor incoherent condition | \( O(rn^2 \log^2(n^2)) \) |
| multi-rank \((r_1, \ldots, r_n)\) (in this paper) | Uniformly Random | Tensor incoherent condition | \( O(\sum_{i=1}^{n} r_i n \log(n^2)) \) |

In this paper, we mainly study the \( n_1 \times n_2 \times n_3 \) third-order tensor completion problem based on transformed tensor SVD and transformed tensor nuclear norm (TTNN) [32]. We show that such low-rank tensors can be exactly recovered with high probability when the number of randomly observed entries is of order \( O(\sum_{i=1}^{n} r_i \max\{n_1, n_2\} \log(\max\{n_1, n_2\} n_3)) \), where \( r_i \) is the \( i \)-th element of the transformed multi-rank of a tensor.

The rest of this paper is organized as follows. In Section 2, the transformed tensor SVD related to an arbitrary unitary transformation is reviewed. In Section 3, we provide the bound on the number of sample entries for tensor completion via any unitary transformation. In Section 4, several synthetic data and imaging data sets are performed to demonstrate that our theoretical result is valid and the performance of the proposed method is better than the existing methods in terms of sample sizes requirement. Some concluding remarks are given in Section 5. Finally, the proofs of auxiliary lemmas supporting our main theorem are provided in the appendix.
2 Transformed Tensor Singular Value Decomposition

First, some notations used throughout this paper are introduced. \( \mathbb{N}_0^n \) denotes the nonnegative \( n \)-dimensional integers space. We use \( \Phi \) to denote an arbitrary unitary matrix, i.e., \( \Phi \Phi^H = \Phi^H \Phi = I \), where \( \Phi^H \) is the conjugate transpose of \( \Phi \) and \( I \) is the identity matrix whose dimension should be clear from the context. Tensors are represented by capital Euler script letters, e.g., \( A \). A tube of a third-order tensor is defined by fixing the first two indices and varying the third \[17\].

Let \( A \in \mathbb{C}^{n_1 \times n_2 \times n_3} \) be a third-order tensor. \( A_{ijk} \) denotes the \((i, j, k)\)-th entry of \( A \). We use \( \hat{A}_\Phi \) to denote a third-order tensor obtained as follows:

\[
\text{vec} \left( \hat{A}_\Phi(i, j, :) \right) = \Phi \left( \text{vec}(A(i, j, :)) \right),
\]

where \( \text{vec}(\cdot) \) is the vectorization operator from \( \mathbb{C}^{1 \times 1 \times n_3} \) to \( \mathbb{C}^{n_3} \) and \( A(i, j, :) \) denotes the \((i, j)\)-th tube of \( A \). For simplicity, we denote \( \hat{A}_\Phi = \Phi[A] \). In the same fashion, one can also compute \( A \) from \( \hat{A}_\Phi \), i.e., \( A = \Phi^H [\hat{A}_\Phi] \).

A block diagonal matrix can be derived by the frontal slices of \( A \) using the “blockdiag” operator:

\[
\text{blockdiag}(A) := \begin{pmatrix}
A^{(1)} & & \\
& A^{(2)} & \\
& & \cdots \\
& & & A^{(n_3)}
\end{pmatrix},
\]

where \( A^{(i)} \) is the \( i \)-th frontal slice of \( A \), \( i = 1, \ldots, n_3 \). Conversely, the block diagonal matrix \( \text{blockdiag}(A) \) can be converted into a tensor via the following “fold” operator:

\[
\text{fold}(\text{blockdiag}(A)) := A.
\]

After introducing the tensor notation and terminology, we give the basic definitions about the tensor product, the conjugate transpose of a tensor, the identity tensor and the unitary tensor with respect to the unitary transformation matrix \( \Phi \), respectively.

**Definition 2.1.** [32, Definition 1] The \( \Phi \)-product of \( A \in \mathbb{C}^{n_1 \times n_2 \times n_3} \) and \( B \in \mathbb{C}^{n_2 \times n_4 \times n_3} \) is a tensor \( C \in \mathbb{C}^{n_1 \times n_4 \times n_3} \), which is given by

\[
C = A \odot_\Phi B = \Phi^H \left[ \text{fold} \left( \text{blockdiag}(A_\Phi) \cdot \text{blockdiag}(B_\Phi) \right) \right].
\]

**Remark 2.1.** Kernfeld et al. [15] defined the tensor product between two tensors by using frontal slices products in the transformed domain based on an arbitrary invertible linear transformation. In this paper, we mainly focus on the tensor product based on unitary transformations. Moreover, the relation between \( \Phi \)-product and tensor product by using fast Fourier transform (FFT) [17] is shown in [32].

**Definition 2.2.** [32, Definition 2] For any \( A \in \mathbb{C}^{n_1 \times n_2 \times n_3} \), its conjugate transpose with respect to \( \Phi \), denoted by \( A^H \in \mathbb{C}^{n_2 \times n_1 \times n_3} \), is defined as

\[
A^H = \Phi^H \left[ \text{fold} \left( \text{blockdiag}(A_\Phi)^H \right) \right].
\]

**Definition 2.3.** [15, Proposition 4.1] The identity tensor \( I_\Phi \in \mathbb{C}^{n \times n \times n} \) (with respect to \( \Phi \)) is defined to be a tensor such that \( I_\Phi = \Phi^H [T] \), where each frontal slice of \( T \in \mathbb{R}^{n \times n \times n} \) is the \( n \times n \) identity matrix.
A tensor $Q \in \mathbb{C}^{n \times n \times n_3}$ is unitary with respect to $\Phi$-product if it satisfies

$$Q^H \circ \Phi \circ Q = Q \circ \Phi \circ Q^H = I_\Phi.$$  

In addition, $A$ is a diagonal tensor if and only if each frontal slice $A^{(i)}$ of $A$ is a diagonal matrix. By above definitions, the transformed tensor SVD with respect to $\Phi$ can be given as follows.

**Theorem 2.2.** [15, Theorem 5.1] Suppose that $A \in \mathbb{C}^{n_1 \times n_2 \times n_3}$. Then $A$ can be factorized as

$$A = U \circ \Phi \circ S \circ \Phi \circ V^H,$$

where $U \in \mathbb{C}^{n_1 \times n_1 \times n_3}$, $V \in \mathbb{C}^{n_2 \times n_2 \times n_3}$ are unitary tensors with respect to $\Phi$-product, and $S \in \mathbb{C}^{n_1 \times n_2 \times n_3}$ is a diagonal tensor.

Based on the transformed tensor SVD given in Theorem 2.2, the transformed multi-rank and tubal rank of a tensor can be defined as follows.

**Definition 2.5.** [32, Definition 6] (i) The transformed multi-rank of $A \in \mathbb{C}^{n_1 \times n_2 \times n_3}$, denoted by $\text{rank}_t(A)$, is a vector $r \in \mathbb{N}_3^3$ with its $i$-th entry being the rank of the $i$-th frontal slice of $A_\Phi$, i.e.,

$$\text{rank}_t(A) = r \quad \text{with} \quad r_i = \text{rank}(A^{(i)}), \quad i = 1, \ldots, n_3.$$  

(ii) The transformed tubal rank of $A \in \mathbb{C}^{n_1 \times n_2 \times n_3}$, denoted by $\text{rank}_t(A)$, is defined as the number of nonzero singular tubes of $S$, where $S$ comes from the transformed tensor SVD of $A$, i.e.,

$$\text{rank}_t(A) = \#\{i : S(i, i, :) \neq 0\} = \text{max} r_i.$$  

**Remark 2.3.** For computational improvement, we will use the skinny transformed tensor SVD throughout this paper unless otherwise stated, which is defined as follows: The skinny transformed tensor SVD of $A \in \mathbb{C}^{n_1 \times n_2 \times n_3}$ with $\text{rank}_t(A) = r$ is given as $A = U \circ \Phi \circ S \circ \Phi \circ V^H$, where $U \in \mathbb{C}^{n_1 \times r \times n_3}$ and $V \in \mathbb{C}^{n_2 \times r \times n_3}$ satisfying $U^H \circ \Phi \circ U = I_\Phi$, $V^H \circ \Phi \circ V = I_\Phi$, and $S \in \mathbb{C}^{r \times r \times n_3}$ is a diagonal tensor. Here $I_\Phi \in \mathbb{C}^{r \times r \times n_3}$ is the identity tensor.

The inner product of two tensors $A, B \in \mathbb{C}^{n_1 \times n_2 \times n_3}$ related to the unitary transformation $\Phi$ is defined as

$$\langle A, B \rangle = \sum_{i=1}^{n_3} \langle A^{(i)}, B^{(i)} \rangle = \langle A_\Phi, B_\Phi \rangle,$$

where $\langle A^{(i)}, B^{(i)} \rangle$ is the usual inner product of two matrices and $A_\Phi = \text{blockdiag}(A^{(i)})$. The following fact will be used throughout the paper: For any tensor $A \in \mathbb{C}^{n_1 \times n_2 \times n_3}$ and $B \in \mathbb{C}^{n_2 \times n_4 \times n_3}$, one can get that $A \circ \Phi \circ B = C \iff A_\Phi \cdot B_\Phi = C_\Phi$.

The tensor spectral norm of an arbitrary tensor $A \in \mathbb{C}^{n_1 \times n_2 \times n_3}$ related to $\Phi$, denoted by $\|A\|$, can be defined as $\|A\| = \|A_\Phi\|$ [32], i.e., the spectral norm of its block diagonal matrix $A_\Phi$ in the transformed domain. Suppose that $L$ is a tensor operator, its operator norm is defined as $\|L\|_{op} = \sup_{\|A\|_{F} \leq 1} \|L(A)\|_{F}$, where the tensor Frobenius norm of $A$ is defined as $\|A\|_{F} = \sqrt{\sum_{i,j,k} |A_{ijk}|^2}$. Specifically, if the operator norm can be represented as a tensor $C$ via $\Phi$-product with $A$, we have $\|L\|_{op} = \|C\|$. The tensor infinity norm and the tensor $l_{\infty,2}$ are defined as

$$\|A\|_{\infty} = \max_{i,j,k} |A_{ijk}| \quad \text{and} \quad \|A\|_{\infty,2} = \max_{i} \left\{ \max_{b,k} \sqrt{\sum_{a} |A_{abk}|^2}, \max_{a,k} \sqrt{\sum_{b} |A_{a bk}|^2} \right\}.$$
Moreover, the weighted tensor $l_{\infty,w}$ norm with respect to a weighted vector $w = (\alpha_1, \ldots, \alpha_{n_3})^H \in \mathbb{R}^{n_3}$ is defined as

$$\|A\|_{\infty,w} = \max \left\{ \max_{b,k} \sqrt{\sum_{a,k} \alpha_k^2 |A_{abk}|^2}, \max_{a,k} \sqrt{\sum_{b,k} \alpha_k^2 |A_{abk}|^2} \right\},$$

(5)

where $\sum_{k=1}^{n_3} \alpha_k^2 = 1$. The aim of this paper is to recover a low transformed multi-rank tensor, which motivates us to introduce the following definition of TTNN.

**Definition 2.6.** [32, Definition 7] The transformed tensor nuclear norm of $A \in \mathbb{C}^{n_1 \times n_2 \times n_3}$, denoted by $\|A\|_{\text{TTNN}}$, is the sum of nuclear norms of all frontal slices of $\hat{A}_\Phi$, i.e., $\|A\|_{\text{TTNN}} = \sum_{i=1}^{n_3} \|\hat{A}_\Phi^{(i)}\|_\ast$.

Recently, Song et al. [32] showed that the TTNN of a tensor is the convex envelope of the sum of the entries of the transformed multi-rank of a tensor, which is stated in the following.

**Lemma 2.4.** [32, Lemma 1] For any tensor $A \in \mathbb{C}^{n_1 \times n_2 \times n_3}$, let $\text{rank}_{\text{sum}}(A) = \sum_{i=1}^{n_3} \text{rank}(\hat{A}_\Phi^{(i)})$. Then $\|A\|_{\text{TTNN}}$ is the convex envelope of $\text{rank}_{\text{sum}}(A)$ on the set $\{A \mid \|A\| \leq 1\}$.

Lemma 2.4 shows that the TTNN is the tightest convex relaxation of the sum of the entries of the transformed multi-rank of the tensor over a unit ball of the tensor spectral norm. That is why the TTNN is effective in studying the tensor recovery theory with transformed multi-rank minimization.

Next we introduce two kinds of tensor basis which will be exploited to derive our main result.

**Definition 2.7.** (i) The column basis, denoted as $\vec{e}_{ik}$, is a tensor of size $n_1 \times 1 \times n_3$ with the $(i,1,k)$-th element equaling to 1 and the others equaling to 0.

(ii) Denote $\hat{e}_k$ as a tensor of size $1 \times 1 \times n_3$ with the $(1,1,k)$-th element equaling to 1 and the remaining elements equaling to 0, $(\Phi[\hat{e}_k])_j$ as the $(1,1,j)$-th element of $\Phi[\hat{e}_k]$, $j = 1, \ldots, n_3$.

(iii) The transformed tube basis, denoted as $\hat{e}_k$, is a tensor of size $1 \times 1 \times n_3$ with the $(1,1,j)$-th element of $\hat{e}_k$ equaling to $(\Phi[\hat{e}_k])_j$ if $(\Phi[\hat{e}_k])_j \neq 0$, and 0, otherwise, $j = 1, \ldots, n_3$.

**Remark 2.5.** The transformed tube basis $\hat{e}_k$ is determined by the unitary transformation matrix and the original tube $\hat{e}_k$, whose detailed formulation can be obtained for a given unitary transformation $\Phi$.

### 3 Main Results

In this section, we consider the third-order tensor completion problem, which aims to recover a low transformed multi-rank tensor under some limited observations. Mathematically, the problem can be described as follows:

$$\min_{Z} \sum_{i=1}^{n_3} \text{rank}(\hat{Z}_\Phi^{(i)})$$

s.t. $P_\Omega(Z) = P_\Omega(M)$,
where \( \text{rank}(\hat{Z}_i^{(i)}) \) is the rank of \( \hat{Z}_i^{(i)} \), i.e., the \( i \)-th element of the transformed multi-rank of \( Z, i = 1, \ldots, n_3, \) \( \Omega \) and \( P_{\Omega}(Z) \) are defined in model (1). Note that the rank minimization problem is NP-hard and the TTNN is the convex envelope of the sum of the entries of the transformed multi-rank of a tensor [32, Lemma 1]. Therefore, we propose to utilize the TTNN as a convex relaxation of the sum of the entries of the transformed multi-rank of a tensor. More precisely speaking, the convex relaxation model is given by

\[
\min_Z \| Z \|_{\text{TTNN}} \quad \text{s.t. } P_{\Omega}(Z) = P_{\Omega}(M).
\]

(6)

In the following, we need to introduce the tensor incoherence conditions between the underlying tensor \( Z \) and the column basis given in Definition 2.7.

**Definition 3.1.** Let \( Z \in \mathbb{C}^{n_1 \times n_2 \times n_3} \) with \( \text{rank}_i(Z) = r \), where \( r = (r_1, \ldots, r_n) \). Assume its skinny transformed tensor SVD is \( Z = U \otimes_S S \otimes V^H \). Then \( Z \) is said to satisfy the tensor incoherence conditions, if there exists a parameter \( \mu \geq 1 \), such that

\[
\max_{i=1, \ldots, n_1} \max_{k=1, \ldots, n_3} \| U^H \otimes \phi \hat{e}_{ik} \|_F \leq \frac{\sqrt{\mu} \sum_{i=1}^{n_1} r_i}{n_1 n_3},
\]

(7)

\[
\max_{j=1, \ldots, n_2} \max_{k=1, \ldots, n_3} \| V^H \otimes \phi \hat{e}_{jk} \|_F \leq \frac{\sqrt{\mu} \sum_{i=1}^{n_1} r_i}{n_2 n_3},
\]

(8)

where \( \hat{e}_{ik} \in \mathbb{R}^{n_1 \times 1 \times n_3} \) and \( \hat{e}_{jk} \in \mathbb{R}^{n_2 \times 1 \times n_3} \) are the column basis.

Denote by \( T \) the linear space of tensors

\[
T = \{ U \otimes V \mathcal{Y}^H + W \otimes V \mathcal{Y}^H \mid \mathcal{Y} \in \mathbb{C}^{n_2 \times r \times n_3}, W \in \mathbb{C}^{n_1 \times r \times n_3} \},
\]

(9)

and by \( T^\perp \) its orthogonal complement, where \( U \in \mathbb{C}^{n_1 \times r \times n_3} \) and \( V \in \mathbb{C}^{n_2 \times r \times n_3} \) are column unitary tensors, respectively, i.e., \( U^H \otimes \phi U = I_\phi, V^H \otimes \phi V = I_\phi \). In the light of [40, Proposition B.1], for any \( Z \in \mathbb{C}^{n_1 \times n_2 \times n_3} \), the orthogonal projections onto \( T \) and its complementary are given as follows:

\[
P_T(Z) = U \otimes U^H \otimes Z + Z \otimes V \mathcal{Y} \mathcal{Y}^H - U \otimes \mathcal{Y} \mathcal{Y}^H \otimes Z \otimes V \mathcal{Y} \mathcal{Y}^H,
\]

\[
P_{T^\perp}(Z) = (I_\phi - U \otimes U^H) \otimes Z \otimes (I_\phi - V \otimes V^H).
\]

Denote \( n_{(1)} = \max\{n_1, n_2\}, n_{(2)} = \min\{n_1, n_2\} \). We can improve the low bound on the number of sampling sizes for tensor completion by using transformed multi-rank instead of using tubal rank, which is stated in the following theorem.

**Theorem 3.1.** Suppose that \( Z \in \mathbb{C}^{n_1 \times n_2 \times n_3} \) with \( \text{rank}_i(Z) = r \) and its skinny transformed tensor SVD is \( Z = U \otimes S \otimes V^H \), where \( r = (r_1, \ldots, r_n) \), \( U \in \mathbb{C}^{n_1 \times r \times n_3}, S \in \mathbb{C}^{r \times r \times n_3} \) and \( V \in \mathbb{C}^{n_2 \times r \times n_3} \) with \( \text{rank}_i(Z) = r \). Suppose that \( Z \) satisfies the tensor incoherence conditions (7)-(8) and the observation set \( \Omega \) with \( |\Omega| = m \) is uniformly distributed among all sets of cardinality, then there exist universal constants \( c_0, c_1, c_2 > 0 \) such that

\[
m \geq c_0 \mu \sum_{i=1}^{n_3} r_{n(1)} \log(n_{(1)} n_3),
\]

(10)

\( Z \) is the unique minimizer to (6) with probability at least \( 1 - c_1(n_{(1)} n_3)^{-c_2} \).
Next we compare the number of sample sizes requirement for exact recovery in [42]. Note that the tensor incoherence conditions in [42] are given by

\[
\max_{i=1,\ldots,n_1} \| U^H \Phi e_{i1} \|_F \leq \sqrt{\frac{\rho_{old}^r}{n_1}},
\]

\[
\max_{j=1,\ldots,n_2} \| V^H \Phi e_{j1} \|_F \leq \sqrt{\frac{\rho_{old}^r}{n_2}},
\]

where \( r \) is the tubal rank of the underlying tensor, \( \rho_{old} > 0 \) is a parameter, \( \Phi \) is FFT, \( e_{i1} \) and \( e_{j1} \) are defined in Definition 2.7. When the number of samples is larger than or equal to \( \tilde{c} r n_{13} \log(n_{13}) \), the underlying tensor can be recovered exactly [42], where \( \tilde{c} > 0 \) is a given constant. Neglecting the constants, we know that the bound of sample sizes requirement in Theorem 3.1 is smaller than that of [42] since \( \sum_{i=1}^{n_3} \) is smaller than \( r n_{13} \) in general. Especially, when the the vector of the transformed multi-rank \( r \) is sparse, the number of sample sizes requirement given in (10) is much smaller than that in [42] for exact recovery. Moreover, the exact recovery theory in Theorem 3.1 not only holds for FFT but also for any unitary transformation, which is very meaningful in practical applications. Based on Theorem 3.1, for a given data tensor, we can choose a suitable unitary transformation such that the sum of elements of the transformed multi-rank of the underlying tensor is small [32, 41], which can guarantee to derive better results than that by using FFT directly.

To facilitate our proof of the main theorem, we will consider the independent and identically distributed (i.i.d.) Bernoulli-Rademacher model. More precisely, we assume \( \Omega = \{(i,j,k) \mid \delta_{ijk} = 1\} \), where \( \delta_{ijk} \) are i.i.d. Bernoulli variables taking value one with probability \( \rho = \frac{m}{n_1 n_2 n_{13}} \) and zero with probability \( 1 - \rho \). Such a Bernoulli sampling is denoted by \( \Omega \sim \text{Ber}(\rho) \) for short. As a proxy for uniform sampling, the probability of failure under Bernoulli sampling closely approximates the probability of failure under uniform sampling.

Recall the definitions of tensor Frobenius norm and the tensor incoherence conditions given in (7)-(8), we can get the following result easily.

**Proposition 3.2.** Let \( Z \in \mathbb{C}^{n_1 \times n_2 \times n_3} \) be an arbitrary tensor with \( \text{rank}_1(Z) = r \), and \( T \) be given as (9). Suppose that the tensor incoherence conditions (7)-(8) are satisfied, then

\[
\| P_T (e_{ik} \otimes e_k \otimes e_{jkl}^H) \|_F = 2 \mu \sum_{l=3}^{n_3} r_l \frac{n_l}{n_2 n_{13}}.
\]

**Lemma 3.3.** Suppose that \( \Omega \sim \text{Ber}(\rho) \), where \( \Omega \) with \( |\Omega| = m = \frac{m}{n_1 n_2 n_{13}} \) is a set of indices sampled independently and uniformly without replacement, \( \rho = \frac{m}{n_1 n_2 n_{13}} \) and \( T \) is given as (9). Then with high probability,

\[
\| \rho^{-1} P_T P_{\Omega} P_T - P_T \|_{op} \leq e,
\]

provided that \( m \geq C_0 \rho^{-2} \mu \sum_{l=1}^{n_3} r_{n_l} \log(n_{l1} n_{l3}) \) for some numerical constant \( C_0 > 0 \).

**Lemma 3.4.** Suppose that \( Z \in \mathbb{C}^{n_1 \times n_2 \times n_3} \) is a tensor with \( \text{rank}_1(Z) = r \), \( \Omega, \rho \) and \( m \) are defined in Lemma 3.3. Then for all \( c > 1 \) and \( C_0 > 0 \),

\[
\| (\rho^{-1} P_{\Omega} - I) Z \| \leq c \left( \frac{\log(n_{l1} n_{l3})}{\rho} \| Z \|_{\infty, w} + \sqrt{\frac{\log(n_{l1} n_{l3})}{\rho}} \| Z \|_{\infty, w} \right)
\]
holds with high probability provided that \( m \geq C_0 \varepsilon^{-2} \mu \sum_{i=1}^{n_3} r_i n_1 \log(n_1 n_3) \), where \( I \) denotes the identity operator.

Lemma 3.5. Suppose that \( Z \in \mathbb{C}^{n_1 \times n_2 \times n_3} \) is a tensor with rank\(_i\)(\( Z \)) = \( r \), \( \Omega, \rho \) and \( m \) are defined in Lemma 3.3. Then for some sufficiently large \( C_0 \),

\[
\| (\rho^{-1} P_T \Omega - P_T) Z \|_{\infty,w} \leq \frac{1}{2} \sqrt{\frac{n_1 n_3}{\mu \sum_{i=1}^{n_3} r_i}} \| Z \|_2 + \frac{1}{2} \| Z \|_{\infty,w}
\]  

(12)

holds with high probability provided that \( m \geq C_0 \varepsilon^{-2} \mu \sum_{i=1}^{n_3} r_i n_1 \log(n_1 n_3) \).

The proofs of the three lemmas are left to the appendix. Lemma 3.4 establishes an upper bound of the tensor spectral norm of \((\rho^{-1} P_{\Omega} - I) Z\) in terms of \( \|Z\|_\infty \) and \( \|Z\|_{\infty,w} \), which is tighter than the existing result given by \( \|Z\|_\infty \) and \( \|Z\|_{\infty,w} \). The weights in \( \|Z\|_{\infty,w} \) are determined by the unitary transformation, which guarantee the upper bound of \( \| (\rho^{-1} P_{\Omega} - I) Z \| \) to be smaller. Lemma 3.5 shows that the \( l_{\infty,w} \) norm of \((\rho^{-1} P_{\Omega} - P_T) Z\) can be dominated by \( \|Z\|_{\infty,w} \) and \( \|Z\|_\infty \). Moreover, Lemmas C1 and C2 in [42] can be seen as special cases of Lemmas 3.4 and 3.5, respectively, if the transformation is chosen as FFT.

Lemma 3.6. [42, Lemma 4.1] Suppose that \( \| \rho^{-1} P_T \Omega P_T - P_T \|_{op} \leq \frac{1}{2} \). Then for any \( Z \in \mathbb{C}^{n_1 \times n_2 \times n_3} \) such that \( P_{\Omega} (Z) = 0 \), the following inequality

\[
\frac{1}{2} \| P_T^\perp (Z) \|_{\text{TTNN}} \geq \frac{1}{4 n_1 n_3^2} \| P_T (Z) \|_F
\]

holds with high probability.

With the tools in hand we can list the proof of Theorem 3.1 in detail.

**Proof of Theorem 3.1.** The high level road map of the proof is a standard one just as shown in [4]; by convex analysis, to show \( Z \) is the unique optimal solution to the problem (6), it is sufficient to find a dual certificate \( \mathcal{Y} \) satisfying several subgradient type conditions. In our case, we need to find a tensor \( \mathcal{Y} = P_{\Omega} (\mathcal{Y}) \) such that

\[
\| P_T (\mathcal{Y}) - \mathcal{U} \circ \Phi \mathcal{V}^H \|_F \leq \frac{1}{4 n_1 n_3^2}, \tag{13}
\]

\[
\| P_T^\perp (\mathcal{Y}) \| \leq \frac{1}{2}. \tag{14}
\]

It follows from (14) that we need to estimate the tensor spectral norm \( \| P_T^\perp (\mathcal{Y}) \| \). Similar to matrix cases [4], we can use the tensor infinite norm to establish the upper bound of \( \| P_T^\perp (\mathcal{Y}) \| \). However, if \( \| \mathcal{Y} \|_\infty \) is applied, then it will ultimately link to \( \| \mathcal{U} \circ \Phi \mathcal{V}^H \|_\infty \) and lead to the joint incoherence condition. In order to avoid applying the joint incoherence condition, \( \| \mathcal{Y} \|_{\infty,2} \) is used in [8] and [42] to compute the upper bound of \( \| \mathcal{Y} \| \) for the matrix and tensor cases, respectively. It follows from [8] and [42] that a lower upper bound can be derived by using \( \| \mathcal{Y} \|_{\infty,2} \). However, the upper bound derived by \( \| \mathcal{Y} \|_{\infty,2} \) can be relaxed further for an arbitrary unitary transformation. Here, we derive a new upper bound of \( \| P_T^\perp (\mathcal{Y}) \| \) by using the \( l_{\infty,w} \) norm \( \| \mathcal{Y} \|_{\infty,w} \) as defined in (5). Note that \( \| P_T \|_{\infty,w} \) is not larger than \( \| \mathcal{Y} \|_{\infty,w} \) for any tensor \( \mathcal{Y} \), which leads to a tighter upper bound of \( \| \mathcal{Y} \| \).

We now return to the proof Theorem 3.1 in detail. We apply the Golfing Scheme method introduced by Gross [11] and modified by Candès et al. [4] to construct a dual tensor \( \mathcal{Y} \) supported by \( \Omega^c \) iteratively. Similar to the proof of [42, Theorem 3.1], we consider the set \( \Omega^c \sim \text{Ber}(1 - \rho) \) as a union of sets of support \( \Omega_j \), i.e., \( \Omega^c = \bigcup_{j=1}^{p} \Omega_j \), where
Ω_j \sim \text{Ber}(q)$, which implies $q \geq C_0 \rho / \log(n(1)n_3)$. Hence we have $p = (1 - q)^p$, where $p = [5 \log(n(1)n_3) + 1]$. Denote

$$Y = \sum_{j=1}^{p} \frac{1}{q} P_{\Omega_j}(Z_{j-1}), \text{ with } Z_j = \left( P_T - \frac{1}{q} P_T P_{\Omega_j} P_T \right) Z_{j-1}, \quad Z_0 = P_T (U \circ \varphi V^H).$$

(15)

In the following we will show that $Y$ defined in (15) satisfies the conditions (13) and (14). For (13). Set $D_k := U \circ \varphi V^H - P_T (Z_k)$ for $k = 0, \ldots, p$. By the definition of $Z_k$, we have

$$D_0 = U \circ \varphi V^H \text{ and } D_k = (P_T - P_T P_\Omega P_T)D_{k-1}, \quad k = 1, \ldots, p. \quad (16)$$

Note that $\Omega_k$ is independent of $D_{k-1}$ and $q \geq c_0 \mu \sum r_i \log(n(1)n_3)/(n(1)n_3)$. For each $k$, replacing $\Omega$ by $\Omega_k$, then by Lemma 3.3, we have

$$\|D_k\|_F \leq \|P_T - P_T P_\Omega P_T\| \|D_{k-1}\|_F \leq \frac{1}{2} \|D_{k-1}\|_F.$$  

As a consequence, one can obtain that

$$\|P_T(Y) - U \circ \varphi V^H\|_F = \|D_p\|_F \leq \left( \frac{1}{2} \right)^p \|U \circ \varphi V^H\|_F \leq \frac{1}{4(n(1)n_3)^2} \sqrt{T} \leq \frac{1}{4n(1)n_3^2}.$$  

For (14). Note that $Y = \sum_{k=1}^p P_{\Omega_k} P_T(D_{k-1})$, thus

$$\|P_T(Y)\| \leq \sum_{k=1}^p \|P_{T+} (P_{\Omega_k} P_T - P_T)(D_{k-1})\| \leq \sum_{k=1}^p \| (P_{\Omega_k} - I) P_T(D_{k-1}) \|. \quad (17)$$

Applying Lemma 3.4 with $\Omega$ replaced by $\Omega_k$ to each summand of (17) yields

$$\|P_{T+}(Y)\| \leq c \sum_{k=1}^p \left( \frac{\log(n(1)n_3)}{q} \|D_{k-1}\|_\infty + \frac{\log(n(1)n_3)}{q} \|D_{k-1}\|_\infty \right) \leq c \sqrt{c_0} \sum_{k=1}^p \left( \frac{n(1)n_3}{\mu \sum r_i} \|D_{k-1}\|_\infty + \frac{n(1)n_3}{\mu \sum r_i} \|D_{k-1}\|_\infty \right). \quad (18)$$

Using (16), and applying Lemma 3.3 with $\Omega$ replaced by $\Omega_k$, we can get

$$\|D_{k-1}\|_\infty = \|(P_{T+}(P_{\Omega_k} - P_T) \cdots (P_{T+}(P_{\Omega_1} P_T - P_T))D_0\|_\infty \leq \frac{1}{2k} \|U \circ \varphi V^H\|_\infty.$$  

It follows from Lemma 3.5 that

$$\|D_{k-1}\|_{\infty, w} = \|(P_T - P_T P_{\Omega_k} P_T)D_{k-2}\|_{\infty, w} \leq \frac{1}{2} \sqrt{n(1)n_3} \|D_{k-2}\|_\infty + \frac{1}{2} \|D_{k-2}\|_{\infty, w}$$

holds with high probability. Moreover, it follows from (16) that

$$\|D_{k-1}\|_{\infty, w} \leq \frac{k}{2^{k-1}} \sqrt{n(1)n_3} \|U \circ \varphi V^H\|_\infty + \frac{1}{2^{k-1}} \|U \circ \varphi V^H\|_{\infty, w}.$$  
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Taking them back to (18) yields

\[
\|\mathcal{P}_{\mathcal{T}^\perp}(\mathcal{Y})\| \leq \frac{c}{\sqrt{c_0}} \sum_{i,k} \|U \circ \Phi \cdot V^{H}\|_\infty \sum_{k=1}^p \left(\frac{1}{2}\right)^{k-1}
\]

\[
+ \frac{c}{\sqrt{c_0}} \sqrt{\frac{n_1 n_3}{\mu \sum r_i}} \|U \circ \Phi \cdot V^{H}\|_{\infty,w} \sum_{k=1}^p \left(\frac{1}{2}\right)^{k-1}
\]

\[
\leq \frac{6c}{\sqrt{c_0}} \sum_{i,k} \|U \circ \Phi \cdot V^{H}\|_\infty + \frac{2c}{\sqrt{c_0}} \sqrt{\frac{n_1 n_3}{\mu \sum r_i}} \|U \circ \Phi \cdot V^{H}\|_{\infty,w}.
\]

By the incoherence conditions given in (7)-(8), we can get

\[
\|U \circ \Phi \cdot V^{H}\|_\infty \leq \max_{i,j,k} \|U \circ \Phi \cdot \varepsilon_{ik}\|_F \|V^{H} \circ \Phi \cdot \varepsilon_{ik}\|_F \leq \frac{\mu \sum r_i}{n_1 n_3},
\]

\[
\|U \circ \Phi \cdot V^{H}\|_{\infty,w} \leq \max_{i,j,k} \left\{ \max \|U \circ \Phi \cdot V^{H} \circ \Phi \cdot \varepsilon_{ik}\|_F, \max \|\varepsilon_{ik} \circ \Phi \cdot U \circ \Phi \cdot V^{H}\|_F \right\} \leq \frac{\mu \sum r_i}{n_1 n_3}.
\]

Plugging (21) and (22) into (20), we obtain that

\[
\|\mathcal{P}_{\mathcal{T}^\perp}(\mathcal{Y})\| \leq \frac{6c}{\sqrt{c_0}} \sum_{i,k} \|U \circ \Phi \cdot S_{\perp} \circ \Phi \cdot V^{H}_{\perp}\|
\]

provided $c_0$ is sufficiently large.

Moreover, for any tensor $\mathcal{W} \in \{\mathcal{W} \in \mathbb{C}^{n_1 \times n_2 \times n_3} | \mathcal{P}_\Omega(\mathcal{W}) = 0\}$, denote the skinny transformed tensor SVD of $\mathcal{P}_{\mathcal{T}^\perp}(\mathcal{W})$ by

\[
\mathcal{P}_{\mathcal{T}^\perp}(\mathcal{W}) = U_{\perp} \circ \Phi \cdot S_{\perp} \circ \Phi \cdot V^{H}_{\perp}.
\]

Since $\Upsilon^{H}_\Phi \cdot (\Upsilon_{\perp})_\Phi = 0$ and $\Upsilon^{H}_{\Phi} \cdot (\Upsilon_{\perp})_\Phi = 0$, we have

\[
\|U \circ \Phi \cdot V^{H} + U_{\perp} \circ \Phi \cdot V^{H}_{\perp}\| = \|\Upsilon^{H}_\Phi \cdot \Upsilon^{H}_{\perp} + (\Upsilon_{\perp})_\Phi \cdot ((\Upsilon_{\perp})_\Phi)^H\| = 1.
\]

Thus, we get that

\[
\|\mathcal{Z} + \mathcal{W}\|_{\text{TTNN}} \geq \|U \circ \Phi \cdot V^{H} + U_{\perp} \circ \Phi \cdot V^{H}_{\perp}, \mathcal{Z} + \mathcal{W}\|
\]

\[
= \|U \circ \Phi \cdot V^{H}, \mathcal{Z}\| + \|U_{\perp} \circ \Phi \cdot V^{H}_{\perp}, \mathcal{P}_{\mathcal{T}^\perp}(\mathcal{W})\| + \|U \circ \Phi \cdot V^{H}_{\perp}, \mathcal{W}\|
\]

\[
= \|\mathcal{Z}\|_{\text{TTNN}} + \|\mathcal{P}_{\mathcal{T}^\perp}(\mathcal{W})\|_{\text{TTNN}} + \|U \circ \Phi \cdot V^{H}_{\perp}, \mathcal{W}\|
\]

\[
\geq \|\mathcal{Z}\|_{\text{TTNN}} + \|\mathcal{P}_{\mathcal{T}^\perp}(\mathcal{W})\|_{\text{TTNN}} - \|\mathcal{Y} - U \circ \Phi \cdot V^{H}_{\perp}, \mathcal{W}\| - \|\mathcal{Y}, \mathcal{W}\|
\]

\[
\geq \|\mathcal{Z}\|_{\text{TTNN}} + \|\mathcal{P}_{\mathcal{T}^\perp}(\mathcal{W})\|_{\text{TTNN}} - \|\mathcal{P}_{\mathcal{T}^\perp}(\mathcal{Y})\|_{\mathcal{P}_{\mathcal{T}^\perp}(\mathcal{W})}\|_{\text{TTNN}}
\]

\[
- \|\mathcal{P}_{\mathcal{T}^\perp}(\mathcal{Y}) - U \circ \Phi \cdot V^{H}_{\perp}\|_F \|\mathcal{P}_{\mathcal{T}^\perp}(\mathcal{W})\|_F
\]

\[
\geq \|\mathcal{Z}\|_{\text{TTNN}} + \frac{1}{2} \|\mathcal{P}_{\mathcal{T}^\perp}(\mathcal{W})\|_{\text{TTNN}} - \frac{1}{4n_1 n_3} \|\mathcal{P}_{\mathcal{T}^\perp}(\mathcal{W})\|_F.
\]

Thus, it follows from Lemma 3.6 that $\|\mathcal{Z} + \mathcal{W}\|_{\text{TTNN}} > \|\mathcal{Z}\|_{\text{TTNN}}$ holds for any $\mathcal{W}$ with $\mathcal{P}_\Omega(\mathcal{W}) = 0$. As a consequence, $\mathcal{Z}$ is the unique minimizer to (6). This completes the proof.

In the next section, we demonstrate that the theoretical results can be obtained under valid incoherence conditions and the tensor completion performance of the proposed method is better than that of other testing methods.
4 Experimental Results

In this section, numerical examples are presented to demonstrate the effectiveness of the proposed model. All numerical experiments are obtained from a desktop computer running on 64-bit Windows Operating System having 8 cores with Intel(R) Core(TM) i7-6700 CPU at 3.40GHz and 20 GB memory.

Firstly, we employ an alternating direction method of multipliers (ADMM) [9, 10] to solve problem (6). Let $Z = Y$. Then problem (6) can be rewritten as

$$\min_Z \|Z\|_{TTNN} \quad \text{s.t.} \quad Z = Y, \quad P_\Omega(Y) = P_\Omega(M).$$

The augmented Lagrangian function associated with (24) is defined as

$$L(Z, \mathcal{Y}, \mathcal{X}) := \|Z\|_{TTNN} - \left< \mathcal{X}, Z - \mathcal{Y} \right> + \frac{\beta}{2} \|Z - \mathcal{Y}\|^2_F,$$

where $\mathcal{X} \in \mathbb{C}^{n_1 \times n_2 \times n_3}$ is the Lagrangian multiplier and $\beta > 0$ is the penalty parameter. The ADMM iteration system is given as follows:

$$Z^{k+1} = \arg \min_Z \{ L(Z, \mathcal{Y}^k, \mathcal{X}^k) \},$$

$$\mathcal{Y}^{k+1} = \arg \min_{\mathcal{Y}} \left\{ L(Z^{k+1}, \mathcal{Y}, \mathcal{X}^k) : P_\Omega(\mathcal{Y}) = P_\Omega(M) \right\},$$

$$\mathcal{X}^{k+1} = \mathcal{X}^k - \gamma \beta (Z^{k+1} - \mathcal{Y}^{k+1}),$$

where $\gamma \in (0, \frac{1+\sqrt{5}}{2})$ is the dual steplength. It follows from [32, Theorem 3] that the optimal solution with respect to $Z$ in (25) is given by

$$Z^{k+1} = U \circ S_\beta \circ \Phi^H,$$

where $\mathcal{Y}^k + \frac{1}{\beta} \mathcal{X}^k = U \circ S_\beta \circ \Phi^H$, $S_\beta = \Phi^H [\tilde{S}_\beta]$, and $\tilde{S}_\beta = \max\{S_\Phi - \frac{1}{\beta}, 0\}$.

The optimal solution with respect to $\mathcal{Y}$ in (26) is given by

$$\mathcal{Y}^{k+1} = P_{\tilde{\Omega}} \left( Z^{k+1} - \frac{1}{\beta} \mathcal{X}^k \right) + P_\Omega(M),$$

where $\tilde{\Omega}$ denotes the complementary set of $\Omega$ on $\{1, \ldots, n_1\} \times \{1, \ldots, n_2\} \times \{1, \ldots, n_3\}$. The detailed description of ADMM for solving (24) is given in Algorithm 1.

Algorithm 1 Alternating direction method of multipliers for solving (24)

Step 0. Let $\tau \in (0, (1+\sqrt{5})/2)$, $\beta > 0$ be given constants. Given $\mathcal{Y}^0, \mathcal{X}^0$. For $k = 0, 1, 2, \ldots$, perform the following steps:

Step 1. Compute $Z^{k+1}$ by (28).

Step 2. Compute $\mathcal{Y}^{k+1}$ via (29).

Step 3. Compute $\mathcal{X}^{k+1}$ by (27).

The convergence of a two-block ADMM for solving convex optimization problems has been established in [9, Theorem B.1] and the convergence of Algorithm 1 can be derived from this theorem easily. We omit the details here for the sake of brevity.
The Karush-Kuhn-Tucker (KKT) conditions associated with problem (24) are given as follows:
\[
\begin{align*}
0 \in \partial \|Z\|_{TTNN} & - X, \\
Z = Y, & \quad P_{\Omega}(Y) = P_{\Omega}(M),
\end{align*}
\] (30)
where $\partial \|Z\|_{TTNN}$ denotes the subdifferential of $TTNN$ at $Z$. Based on the KKT conditions in (30), we adopt the following relative residual to measure the accuracy of a computed solution in the numerical experiments:
\[
\eta := \max\{\eta_x, \eta_y\},
\]
where
\[
\eta_x = \frac{\|Z - \text{Prox}_f(Y + Z)\|_F}{1 + \|Z\|_F + \|X\|_F}, \quad \eta_y = \frac{\|Z - Y\|_F}{1 + \|Z\|_F + \|Y\|_F}.
\]
Here $\text{Prox}_f(y) := \arg \min_x \{f(x) + \frac{1}{2}\|x - y\|^2\}$. In the practical implementation, Algorithm 1 will be terminated if $\eta \leq 10^{-3}$ or the maximum number of iterations exceeds 600. We set $\gamma = 1.618$ for the convergence of ADMM [9] in all experiments. Since the penalty parameter $\beta$ is not too sensitive to the recovered results, we set $\beta = 0.05$ in the following experiments.

The relative error (Rel) is defined by
\[
\text{Rel} := \frac{\|Z_{\text{est}} - Z\|_F}{\|Z\|_F},
\]
where $Z_{\text{est}}$ is the estimated tensor and $Z$ is the ground-truth tensor. To evaluate the performance of the proposed method for real-world tensors, the peak signal-to-noise ratio (PSNR) is used to measure the quality of the estimated tensor, which is defined as follows:
\[
\text{PSNR} := 10 \log_{10} \frac{n_1n_2n_3(Z_{\text{max}} - Z_{\text{min}})^2}{\|Z_{\text{est}} - Z\|_F^2},
\]
where $Z_{\text{max}}$ and $Z_{\text{min}}$ denote the maximum and minimum entries of $Z$, respectively. The structural similarity (SSIM) index [36] is used to measure the quality of the recovered images:
\[
\text{SSIM} := \frac{(2\mu_x\mu_y + c_1)(2\sigma_{xy} + c_2)}{\mu_x^2 + \mu_y^2 + c_1(\sigma_x^2 + \sigma_y^2 + c_2)},
\]
where $\mu_x, \sigma_x$ are the mean intensities and standard deviation of the original image, respectively, $\mu_y, \sigma_y$ denote the mean intensities and standard deviation of the recovered images, respectively, $\sigma_{xy}$ denotes the covariance of the original and recovered images, and $c_1, c_2 > 0$ are constants. For the real-world tensor data, the SSIM is used to denote the average SSIM values of all images.

4.1 Transformations of tensor SVD

In this subsection, we use three kinds of transformations in the $\Phi$-product and transformed tensor SVD. The first two transformations are FFT (t-SVD (FFT)) and discrete cosine transform (t-SVD (DCT)). The third one is based on given data to construct a unitary transform matrix [26, 32, 41]. Note that we unfold $Z$ into a matrix $Z$ along the third-dimension (called t-SVD (data)) and take the SVD of the unfolding matrix $Z = U \Sigma V^H$. Suppose that $\text{rank}(Z) = r$. It is interesting to observe that $U^H$ is the optimal transformation to obtain a low rank approximation of $Z$:
\[
\min_{\Phi, B} \|\Phi Z - B\|_F^2 \quad \text{s.t.} \quad \text{rank}(B) = r, \quad \Phi^H \Phi = \Phi \Phi^H = I.
\]
It has been demonstrated that the chosen unitary transformation $U^H$ is very effective for the tensor completion problems in the literature, e.g., [26, 32, 41]. In practice, the estimator of $Z$ obtained by t-SVD (DCT) can be used to generate $\Phi$ for tensor completion.

Now we give the computational cost of TTNN based on the three transformations for any $n_1 \times n_2 \times n_3$ tensor, which is the main cost of Algorithm 1. Suppose that $n_2 \leq n_1$. The computational cost of TTNN is given as follows:

- The application of FFT or DCT to a tube ($n_3$-vector) is of $O(n_3 \log(n_3))$ operations. There are $n_1 n_2$ tubes in an $n_1 \times n_2 \times n_3$ tensor. In the transformed tensor SVD based on FFT or DCT, we need to compute $n_3 n_1$-by-$n_2$ SVDs in the transformed domain and then the cost is $O(n_1 n_2^2 n_3)$ for these matrices. Hence, the total cost of TTNN based on FFT or DCT is of $O(n_3 n_1 n_2 n_3 \log(n_3))$ operations.

- The application of a unitary transformation ($n_3$-by-$n_3$) to an $n_3$-vector is of $O(n_3^2)$ operations. And there are still $n_3 n_1$-by-$n_2$ SVDs to be calculated in the transformed domain. Therefore, the total cost of computing the TTNN based on the given data is of $O(n_3 n_1 n_2 n_3^2 + n_1 n_2^2 n_3)$ operations.

4.2 Recovery Results

In this subsection, we show the recovery results to demonstrate the performance of our analysis for synthetic data and real imaging data sets.

4.2.1 Synthetic Data

For the synthetic data, the random tensors are generated as follows: $Z = A \otimes \Phi B \in \mathbb{C}^{n_1 \times n_2 \times n_3}$ with different transformed multi-rank $r$, where $\hat{A}^{(i)}_\Phi$ and $\hat{B}^{(i)}_\Phi$ are generated by MATLAB commands randn($n_1$,)$r_i$ and randn($n_2$,)$r_i$, and $r_i$ is the $i$-th element of the transformed multi-rank $r$. Here $\Phi$ denotes FFT, DCT, and an orthogonal matrix generated by the SVD of the unfolding matrix of $Z$ along the third-dimension, see Section 4.1.

In Figures 1 and 2, we show the actual number of sample sizes for exact recovery and the theoretical bounds of sample sizes requirements in Theorem 3.1:

$$m \geq \text{constant}_1 \sum_{i=1}^{n} r_i n \log(n^2)$$

and the results in [42]:

$$m \geq \text{constant}_2 r n^2 \log(n^2)$$

for the $n \times n \times n$ tensor with the fixed sum of the transformed multi-rank and fixed transformed tubal rank by using t-SVD (FFT), t-SVD (DCT), and t-SVD (data). In the randomly generated tensor, we set (i) $\max_{1 \leq i \leq n} r_i = 10$ (the transformed tubal rank is 10) and $\sum_{i=1}^{n} r_i = 200$; and (ii) $\max_{1 \leq i \leq n} r_i = 20$ (the transformed tubal rank is 20) and $\sum_{i=1}^{n} r_i = 300$.

In Figures 1 and 2, we test different values of $n$ (from 60 to 200 with the increment size being 20). The exact recovery means that five trials are tested and all of the relative errors are less than or equal to $10^{-2}$ in the experiments. We test constant$_1 = 0.5$ or 1 in the right hand sides of (31) and (32) respectively to check how the theoretical bounds of sample sizes match with the actual number of samples for different values of $n$. It can be seen from Figures 1 and 2 that the curve $\sum_{i=1}^{n} r_i n \log(n^2)$ based on the proposed bound with constant$_1 = 1$ is close to the curve for the number of samples required by using t-SVD (FFT),
Figure 1: The number of samples of exact recovery, the sample sizes required by the right hand sides of (31) and (32) for different values of $n$ with $\sum_{i=1}^{n} r_i = 200$.

Figure 2: The number of samples of exact recovery, the sample sizes required by the right hand sides of (31) and (32) for different values of $n$ with $\sum_{i=1}^{n} r_i = 300$.

and the curves $0.5 \sum_{i=1}^{n} r_i n \log(n^2)$ based on the proposed bound with constant $1 = 0.5$ is close to the curves for the number of samples required by using t-SVD (DCT) and t-SVD (data). Note that the corresponding slope of these lines in Figures 1 and 2 is equal to 1 derived by the $n$ term. In contrast, the curves constant $2 n^2 \log(n^2)$ based on the results in [42] do not fit the curves for the number of samples required by using t-SVD (FFT), t-SVD (DCT) and t-SVD (data), see the curves with constant $2 = 0.5, 1$ in Figures 1 and 2. The main reason is that the corresponding slope of the lines in Figures 1 and 2 is equal to 2 derived by the $n^2$ term. According to Figures 1 and 2, we find that the theoretical bounds of sample sizes requirements in Theorem 3.1 match with the actual number of sample sizes for recovery.

4.2.2 Hyperspectral Images

In this subsection, two hyperspectral data sets (Samson (95 $\times$ 95 $\times$ 156) and Japser Ridge (100 $\times$ 100 $\times$ 198) [43]) are used to demonstrate the required number of samples for tensor recovery by the proposed bound. For Samson data, $n_1$ and $n_2$ are equal to 95 and $n_3$ is equal to 156. For Japser Ridge data, $n_1$ and $n_2$ are equal to 100 and $n_3$ is equal to 198.
Here we compare our method with the low-rank tensor completion method using the sum of nuclear norms of unfolding matrices of a tensor (LRTC)\(^1\) [12, 20], tensor factorization method (TF)\(^2\) [14], Square Deal [24], gradient descent algorithm on Grassmannians (GoG) [37]. These testing hyperspectral data is normalized on \([0, 1]\). Their theoretical estimation of samples required are presented in Table 1.

We remark that these hyperspectral images are not exactly low multi-rank tensors, the multi-rank \(\sum_{i=1}^{n_3} r_i\) is not available. A truncated tensor is used to compute the transformed multi-rank and tubal rank by using the threshold \(\varpi\). Here for a given tensor \(Z\) with transformed tensor SVD in (2) of Theorem 2.2 and \(\varpi\), we determine the smallest value \(k\) such that

\[
\frac{\sum_{i=1}^{k} \vartheta_i}{\sum_{i=1}^{n_3} \vartheta_i} \geq \varpi,
\]

where \(\{\vartheta_i\}\) is the sorted value in ascending order of the numbers \(\{(S_i)_{j\ell}\}_{1 \leq j \leq n_2, 1 \leq \ell \leq n_3}\) appearing in the diagonal tensor \(S\) in (2). The ratio is used to determine the significant numbers are kept in the truncated tensor based on the threshold \(\varpi\). Now we can define the transformed multi-rank \(r(\varpi)\) of the truncated tensor as follows:

\[
r(\varpi) := (r_1(\varpi), \ldots, r_{n_3}(\varpi)), \quad \text{with} \quad r_\ell(\varpi) := \# \{(S_i)_{j\ell} \geq \vartheta_k, 1 \leq j \leq n_2\}, \quad \ell = 1, \ldots, n_3.
\]

Accordingly, the transformed tubal rank of the truncated tensor is defined as \(r(\varpi) := \max\{r_1(\varpi), \ldots, r_{n_3}(\varpi)\}\). The distributions of the transformed multi-ranks of the two hyperspectral data sets with different \(\varpi\) are shown in Figure 3. It can be seen that the \(\sum_{i=1}^{n_3} r_i(\varpi)\) obtained by t-SVD (data) is much smaller than that obtained by t-SVD (FFT) and t-SVD (DCT) for different truncations \(\varpi = 70\%, 80\%, 90\%, 95\%\), which implies that

\(^1\)http://www.cs.rochester.edu/~jliu/
\(^2\)https://homes.cs.washington.edu/~sewoong/papers.html
Table 2: The PSNR, SSIM values, and CPU time (in seconds) of different methods for the hyperspectral images.

| Method      | Sampling Rate | PSNR | SSIM | CPU  | PSNR | SSIM | CPU  | PSNR | SSIM | CPU  |
|-------------|---------------|------|------|------|------|------|------|------|------|------|
|             | 20            | 30   | 40   | 50   | 60   | 70   | 80   | 20   | 30   | 40   |
| LRTC        |               |      |      |      |      |      |      |      |      |      |
| PSNR        | 13.08         | 16.00| 18.34| 19.82| 20.99| 22.12| 22.98|      |      |      |
| SSIM        | 0.3254        | 0.5720| 0.6223| 0.6663| 0.6964| 0.7287| 0.7548|      |      |      |
| CPU         | 26.44         | 29.81| 29.50| 27.13| 25.50| 26.35| 28.66|      |      |      |
| TF          |               |      |      |      |      |      |      |      |      |      |
| PSNR        | 4.05          | 7.45 | 20.26| 29.78| 32.86| 35.64| 36.39|      |      |      |
| SSIM        | 0.3990        | 0.4852| 0.7798| 0.8627| 0.8856| 0.9334| 0.9440|      |      |      |
| CPU         | 207.55        | 207.20| 206.90| 206.80| 210.21| 210.21| 207.86|      |      |      |
| Square Deal |               |      |      |      |      |      |      |      |      |      |
| PSNR        | 16.35         | 18.55| 20.38| 22.15| 23.77| 25.57| 26.77|      |      |      |
| SSIM        | 0.4502        | 0.5727| 0.6696| 0.7269| 0.7916| 0.8310| 0.8667|      |      |      |
| CPU         | 37.46         | 34.93| 33.05| 30.96| 29.48| 29.63| 34.05|      |      |      |
| GoG         |               |      |      |      |      |      |      |      |      |      |
| PSNR        | 16.72         | 26.02| 27.13| 30.01| 30.45| 30.87| 31.43|      |      |      |
| SSIM        | 0.4851        | 0.6978| 0.7560| 0.8372| 0.8386| 0.8398| 0.8665|      |      |      |
| CPU         | 105.64        | 140.64| 341.64| 387.64| 461.64| 436.64| 415.64|      |      |      |
| t-SVD (FFT) |               |      |      |      |      |      |      |      |      |      |
| PSNR        | 22.09         | 23.88| 25.21| 26.37| 27.59| 27.68| 28.52|      |      |      |
| SSIM        | 0.5743        | 0.6498| 0.6996| 0.7442| 0.7689| 0.7912| 0.8107|      |      |      |
| CPU         | 39.54         | 39.98| 42.01| 40.21| 42.18| 42.68| 47.68|      |      |      |
| t-SVD (DCT) |               |      |      |      |      |      |      |      |      |      |
| PSNR        | 21.93         | 23.40| 24.48| 25.49| 26.36| 27.06| 28.58|      |      |      |
| SSIM        | 0.5206        | 0.5945| 0.6481| 0.7015| 0.7378| 0.7647| 0.7892|      |      |      |
| CPU         | 200.90        | 171.96| 164.15| 169.65| 184.23| 193.06| 190.13|      |      |      |
| t-SVD (data)|               |      |      |      |      |      |      |      |      |      |
| PSNR        | 23.54         | 25.63| 27.47| 28.74| 30.09| 30.78| 31.33|      |      |      |
| SSIM        | 0.6004        | 0.7941| 0.7816| 0.8321| 0.8075| 0.8777| 0.8962|      |      |      |
| CPU         | 235.74        | 217.07| 217.13| 230.64| 235.28| 225.95| 231.87|      |      |      |

In Table 2, we present the number of samples (\(\text{const}_1 n_1^{(1)} \log(n_1 n_3)\)) for several values of \(\text{const}_1\) and their corresponding PSNR and SSIM values of the recovered tensors by different methods, where \(\text{const}_1\) varies from 20 to 80 with step-size 10. Here we can regard \(\text{const}_1\) as \(a_0 \sum_{i=1}^{n_3} r_i(\varpi)\) in (10) of Theorem 3.1. For \(\varpi = 70\%), the values \(\sum_{i=1}^{n_3} r_i(\varpi)\) of Samson hyperspectral image are 346, 129, 40 for t-SVD (FFT), t-SVD (DCT), and t-SVD (data), respectively. Thus, the chosen \(\text{const}_1\) is proportional to \(\sum_{i=1}^{n_3} r_i(\varpi)\) for the testing tensor of hyperspectral image with approximately low transformed multi-rank. We can see from

the t-SVD (data) needs lower number of samples for successful recovery than t-SVD (FFT) and t-SVD (DCT). The distributions of the transformed multi-ranks of the truncated tensor obtained by t-SVD (FFT) are symmetric due to symmetry of FFT.
Figure 4: Recovery results by different methods for the Samson data with const₁ = 60. First row: Original images. Second row: Observed images. Third row: Recovered images by LRTC. Fourth row: Recovered images by TF. Fifth row: Recovered images by Square Deal. Sixth row: Recovered images by GoG. Seventh row: Recovered images by t-SVD (FFT). Eighth row: Recovered images by t-SVD (DCT). Ninth row: Recovered images by t-SVD (data).
the table that for different values of $\text{const}_1$, the PSNR and SSIM values obtained by t-SVD (data) and t-SVD (DCT) are higher than those obtained by LRTC, TF, Square Deal, GoG, and t-SVD (FFT). Moreover, when $\text{const}_1 = 60$, the recovery performance of the t-SVD (FFT), t-SVD (DCT), and t-SVD (data) is good enough in terms of PSNR and SSIM values, which implies the number of sizes is enough for successful recovery by Theorem 3.1. When $\text{const}_1$ is larger, e.g., $\text{const}_1 = 70, 80$, the improvements of PSNR values of the t-SVD (FFT), t-SVD (DCT), and t-SVD (data) are smaller than those of other small $\text{const}_1$. For Samson data, the performance of GoG is better than that of t-SVD (FFT) for $\text{const}_1 \geq 30$. But the computational time required by GoG is significantly more than that required by the other methods. For Jasper Ridge data, the PSNR and SSIM values obtained by all three t-SVD methods are almost higher than those obtained by LRTC, TF, Square Deal, and GoG. Moreover, the computational time required by the t-SVD methods are quite efficient compared with the other methods.

Figure 4 shows the visual comparisons of different bands obtained by LRTC, TF, Square Deal, GoG, and three t-SVD methods for the Samson data, where $\text{const}_1 = 60$. We can see that the t-SVD (data) and t-SVD (DCT) outperform LRTC, TF, Square Deal, and t-SVD (FFT) in terms of visual quality. Moreover, the images recovered by t-SVD (data) keep more details than those recovered by LRTC, TF, Square Deal, t-SVD (FFT), and t-SVD (DCT).

### 4.2.3 Video Data

In this subsection, we test two video data sets (length $\times$ width $\times$ frames) to show the performance of the proposed method, where the testing videos include Carphone ($144 \times 176 \times 180$) and Announcer ($144 \times 176 \times 200$)$^3$, and we just use the first channels of all frames.

---

$^3$https://media.xiph.org/video/derf/
Table 3: The PSNR, SSIM values, and CPU time (in seconds) of different methods for the video data sets.

| constₙ | 20 | 30 | 40 | 50 | 60 | 70 | 80 | 90 | 100 | 110 | 120 |
|--------|----|----|----|----|----|----|----|----|----|----|----|
| LRTC   | PSNR | 20.34 | 19.56 | 18.88 | 18.21 | 17.55 | 16.91 | 16.28 | 15.67 | 15.07 | 14.48 |
|        | CPU  | 0.008 | 0.012 | 0.016 | 0.020 | 0.024 | 0.028 | 0.032 | 0.036 | 0.040 | 0.044 |
| GoG    | PSNR | 20.34 | 19.56 | 18.88 | 18.21 | 17.55 | 16.91 | 16.28 | 15.67 | 15.07 | 14.48 |
|        | CPU  | 0.008 | 0.012 | 0.016 | 0.020 | 0.024 | 0.028 | 0.032 | 0.036 | 0.040 | 0.044 |

in the original data. Moreover, the first 180 and 200 frames for the two videos are chosen to improve the computational time. The intensity range of the video images is scaled into [0, 1] in the experiments.

Similar to Section 4.2.2, the video data sets are not exactly low rank. First, we show the distributions of the transformed multi-ranks with different transformations and truncations $\varpi$ in Figure 5. It can be observed that the $\frac{1}{\mu}$ of Announcer obtained by t-SVD (FFT), t-SVD (DCT), t-SVD (data) are 1886, 1405, 120, respectively. When const₁ is 100, e.g., const₁ = 70%, the $\varpi$ obtained by t-SVD (FFT) is much smaller than that obtained by t-SVD (FFT) and t-SVD (DCT) for each $\varpi$. Therefore, the number of samples required by t-SVD (data) would be smaller than that required by t-SVD (FFT) for the same performance. The distributions of transformed multi-ranks obtained by t-SVD (FFT) and t-SVD (DCT) are symmetric for different $\varpi$, and symmetric for different $\varpi$ with the same FFT has symmetric property.

We use const₁n₁(1)log(n₁n₃) number of samples based on Theorem 3.1. The range const₁ is from 20 to 120 with increment step-size being 10. For example, when $\varpi = 70%$, the $\frac{1}{\mu}$ of Announcer obtained by t-SVD (FFT), t-SVD (DCT), t-SVD (data) are 1886, 1649, 1502, respectively. When const₁ is equal to 100, the required sample size would be enough for successful recovery by Theorem 3.1. When const₁ > 100, e.g., const₁ = 110, 120, the improvements of PSNR values by the three t-SVD methods are very small. In Table 3, we show the PSNR, SSIM values, and CPU time (in seconds) of different methods for the testing video data sets with different const₁. It can be seen that the performance of the t-SVD (data) is better than that of LRTC, TF, Square Deal, GoG, t-SVD (FFT), and t-SVD (DCT)
Figure 6: Recovery results by different methods for the Announcer data with \( \text{const}_4 = 80 \). First row: Original images. Second row: Observed images. Third row: Recovered images by LRTC. Fourth row: Recovered images by TF. Fifth row: Recovered images by Square Deal. Sixth row: Recovered images by GoG. Seventh row: Recovered images by t-SVD (FFT). Eighth row: Recovered images by t-SVD (DCT). Ninth row: Recovered images by t-SVD (data).
in terms of PSNR and SSIM values. The PSNR and SSIM values obtained by t-SVD (DCT) are higher than those obtained by t-SVD (FFT). Hence, the number of samples required by t-SVD (DCT) and t-SVD (data) is smaller than that required by LRTC, TF, Square Deal, GoG, and t-SVD (FFT) for the same recovery performance, which demonstrates the conclusion of Theorem 3.1. Moreover, the CPU time (in seconds) required by GoG is much more than that required by other methods.

Figure 6 shows the visual quality of the 20th, 80th, 120th, 180th frames of the recovered images by LRTC, TF, Square Deal, GoG, and three t-SVD methods, where const\textsubscript{1} = 80. It can be seen that the three t-SVD methods outperform LRTC, TF, Square Deal, and GoG for different frames in terms of visual quality, where the recovered images by the t-SVD methods are more clear.

5 Concluding Remarks

In this paper, we have established the sample size requirement for exact recovery in the tensor completion problem by using transformed tensor SVD. We have shown that for any \( Z \in \mathbb{C}^{n_1 \times n_2 \times n_3} \) with transformed multi-rank \((r_1, r_2, \ldots, r_{n_3})\), one can recover the tensor exactly with high probability under some incoherence conditions if the sample size of observations is of the order \( O(\sum_{i=1}^{n_3} \tau_i \max\{n_1, n_2\} \log(\max\{n_1, n_2\} n_3)) \) under uniformly sampled entries. The sample size requirement of our theory for exact recovery is smaller than that of existing methods for tensor completion. Moreover, several numerical experiments on both synthetic data and real-world data sets are presented to show the superior performance of our methods in comparison with other state-of-the-art methods.

In further work, it would be of great interest to extend the transformed tensor SVD and tensor completion results to higher-order tensors (cf. [22]). It would be also of great interest to extend the result of the unitary transformation to any invertible linear transformation (cf. [15]).
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Appendix A.

We first list the following lemma, which is the main tool to prove our conclusions.

**Lemma 5.1.** ([28, Theorem 4]) Let \( X_1, \ldots, X_L \in \mathbb{R}^{n \times n} \) be independent zero mean random matrices of dimension \( d_1 \times d_2 \). Suppose \( \rho_k^2 = \max\{\|\mathbb{E}[X_k X_k^T]\|, \|\mathbb{E}[X_k^T X_k]\|\} \) and \( \|X_k\| \leq B \) almost surely for all \( k = 1, \ldots, L \). Then for any \( \tau > 0 \),

\[
\mathbb{P}\left( \left\| \sum_{k=1}^{L} X_k \right\| > \tau \right) \leq (d_1 + d_2) \exp\left( \frac{-\tau^2 / 2}{\sum_{k=1}^{L} \rho_k^2 + B \tau / 3} \right).
\]
Moreover, if \( \max \left\{ \| \sum_{k=1}^{L} X_k \|, \| \sum_{k=1}^{L} X_k^T \| \right\} \leq \sigma^2 \), then for any \( c > 1 \), we have

\[
\| \sum_{k=1}^{L} X_k \| \leq \sqrt{4c\sigma^2 \log (d_1 + d_2)} + cB \log (d_1 + d_2)
\]

holds with probability at least \( 1 - (d_1 + d_2)^{-c-1} \).

### Proof of Lemma 3.3

Let \( \mathcal{E}_{ijk} \) be a unit tensor whose \((i,j,k)\)-th entry is 1 and others are 0. Then for an arbitrary tensor \( Z \in \mathbb{C}^{n_1 \times n_2 \times n_3} \), we have \( Z = \sum_{i,j,k} (\mathcal{E}_{ijk}, Z) \mathcal{E}_{ijk} \). Recall Definition 2.7, \( \mathcal{E}_{ijk} \) can be expressed as \( \mathcal{E}_{ijk} = \mathbb{E}_{k} \otimes \mathbb{E}_{k} \otimes \mathbb{E}_{k} \), then \( \mathcal{P}_{T}(Z) \) can also be decomposed as

\[
\mathcal{P}_{T}(Z) = \sum_{i,j,k} (\mathcal{P}_{T}(Z), \mathbb{E}_{k} \otimes \mathbb{E}_{k} \otimes \mathbb{E}_{k}^H) \mathcal{P}_{T}(\mathbb{E}_{k} \otimes \mathbb{E}_{k} \otimes \mathbb{E}_{k}^H).
\]

Then by the definition of tensor operator norm, we can get

\[
\| \mathcal{T}^{ijk} \| \leq \frac{1}{\rho} \| \mathcal{P}_{T}(\mathbb{E}_{k} \otimes \mathbb{E}_{k} \otimes \mathbb{E}_{k}^H) \|_F, \quad \text{and} \quad \| \mathcal{P}_{T} \| \leq 1.
\]

Note the fact that for any two positive semidefinite matrices \( A, B \in \mathbb{C}^{n \times n} \), we have \( \| A - B \| \leq \max \{\| A \|, \| B \|\} \). Therefore, by the inequality given in Proposition 3.2, we have

\[
\| \mathcal{T}^{ijk} - \frac{1}{n_1 n_2 n_3} \mathcal{P}_{T} \| \leq \max \left\{ \frac{1}{\rho} \| \mathcal{P}_{T}(\mathbb{E}_{k} \otimes \mathbb{E}_{k} \otimes \mathbb{E}_{k}^H) \|_F, \frac{1}{n_1 n_2 n_3} \right\} \leq \frac{2\mu \sum_{i,j,k} r_i}{n_1 n_2 n_3}. \]

In addition, one has

\[
\mathbb{E} \left( \left( \mathcal{T}^{ijk} - \frac{1}{n_1 n_2 n_3} \mathcal{P}_{T} \right)^2 \right) \leq \frac{2}{n_1 n_2 n_3} \mathcal{P}_{T} \mathbb{E} \left( \mathcal{T}^{ijk} \right) \leq \frac{2\mu \sum_{i,j,k} r_i}{n_1 n_2 n_3} \mathcal{P}_{T}.
\]

Setting \( \tau = \sqrt{14\mu^2 \sum_{i,j,k} r_i \log(n_1 n_3)} \) \( \leq \frac{1}{2} \) with any \( \beta > 1 \) and using Lemma 5.1, we have

\[
\mathbb{P} [ \| \rho^{-1} \mathcal{P}_{T} \mathcal{P}_{T} \mathcal{P}_{T} - \mathcal{P}_{T} \|_F > \tau ] = \mathbb{P} \left[ \sum_{i,j,k} \left( \mathcal{T}^{ijk} - \frac{1}{n_1 n_2 n_3} \mathcal{P}_{T} \right) \right] > \tau \]

\[
\leq 2(n_1 n_3) \exp \left( \frac{-7\mu \beta \sum_{i,j,k} r_i \log(n_1 n_3)}{3n_1 n_2 n_3 \rho} \right) = 2(n_1 n_3) \exp \left( -\beta \log(n_1 n_3) \right) = 2(n_1 n_3)^{1-\beta},
\]
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which implies that
\[
\mathbb{P} \left[ \| \rho^{-1} \mathcal{P}_T \mathcal{P}_T - \mathcal{P}_T \|_{\text{op}} \leq \epsilon \right] \geq 1 - 2(n_1 n_3)^{1-\beta}.
\]
This completes the proof.

**Appendix B. Proof of Lemma 3.4**

Denote
\[
\rho^{-1} \mathcal{P}_\Omega(Z) - Z = \sum_{i,j,k} G^{ijk} = \sum_{i,j,k} \left( \frac{1}{\rho} \delta_{ij} - 1 \right) Z_{ijk} \hat{e}_i \hat{e}_j \hat{e}_k \otimes \hat{e}_j H_{ijk}.
\]

Then by the independence of \( \delta_{ijk} \), we have \( \mathbb{E}[G^{ijk}] = 0 \) and \( \|G^{ijk}\| \leq \frac{1}{\rho} \|Z\| \). Moreover,
\[
\mathbb{E} \left[ \sum_{i,j,k} \left( \Phi \left( G^{ijk} \right) \right) \right] = \frac{1}{\rho} \sum_{i,j,k} |Z_{ijk}|^2 \hat{e}_j H_{ijk} \mathbb{E} \left( \frac{1}{\rho} \delta_{ijk} - 1 \right)^2 \mathbb{E} \left( \hat{e}_j H_{ijk} \right)
\]
\[
= \frac{1}{\rho} \max_j \sum_{i,j,k} |Z_{ijk}|^2 \hat{e}_j H_{ijk} \mathbb{E} \left( \hat{e}_j H_{ijk} \right).
\]

Recall the definition of tensor basis, we can get that \( \Phi \left( \hat{e}_j H_{ijk} \right) \) is a tensor except the \( (j,j,t) \)-th tube entries equaling to \( \left( \Phi \left( \hat{e}_k \right) \right)^2 = \alpha_t^2, \ t = 1, \ldots, n_3 \) with \( \sum_{t=1}^{n_3} \alpha_t^2 = 1 \), and 0 otherwise. Hence, we get that
\[
\mathbb{E} \left[ \sum_{i,j,k} \left( \Phi \left( G^{ijk} \right) \right) \right] \leq \frac{1}{\rho} \|Z\|_{\infty, w}^2.
\]

Moreover, \( \mathbb{E} \left[ \sum_{i,j,k} G^{ijk} \otimes \left( G^{ijk} \right)^H \right] \) can be also bounded similarly. Then by Lemma 5.1, we can get that
\[
\| \rho^{-1} \mathcal{P}_\Omega(Z) - Z \|_{\text{op}} \leq c \left( \frac{\log(n_1 n_3)}{\rho} \|Z\|_{\infty} + \sqrt{\frac{\log(n_1 n_3)}{\rho} \|Z\|_{\infty, w}} \right)
\]
holds with high probability provided that \( m \geq C_0 \epsilon^{-2} \mu \sum r_i n_1 \log(n_1 n_3) \).
Appendix C. Proof of Lemma 3.5

Denote the weighted $b$-th lateral slice of $(\rho^{-1}P_T \Omega - P_T)Z$ as

$$
\sum_{i,j,k} F^{ijk} := (\rho^{-1}P_T \Omega - P_T)Z \otimes \phi \bar{e}_{bk}
$$

where $F^{ijk} \in \mathbb{C}^{n_1 \times n_3}$ are zero-mean independent lateral slices. By the incoherence conditions given in Proposition 3.2, we have

$$
\|F^{ijk}\|_F = \left\| \left( \frac{1}{\rho} \delta_{ij} - 1 \right) Z_{ijk} P_T (\bar{e}_{ik} \otimes \phi \bar{e}_k \otimes \phi \bar{e}_{jk}^H) \otimes \phi \bar{e}_{bk} \right\|_F \leq \frac{1}{\rho} \sqrt{2\mu \sum_{i,j,k} r_i} \|Z\|_\infty.
$$

Furthermore,

$$
E \left[ \sum_{i,j,k} (F^{ijk})^H \otimes \phi F^{ijk} \right]_F = \frac{1 - \rho}{\rho} \sum_{i,j,k} |Z_{ijk}|^2 \|P_T (\bar{e}_{ik} \otimes \phi \bar{e}_k \otimes \phi \bar{e}_{jk}) \otimes \phi \bar{e}_{bk}\|_F^2.
$$

Then by the definition of $P_T$, we can get

$$
\|P_T (\bar{e}_{ik} \otimes \phi \bar{e}_k \otimes \phi \bar{e}_{jk}^H) \otimes \phi \bar{e}_{bk}\|_F^2
= \|U \otimes \phi U^H \otimes \phi \bar{e}_{ik} \otimes \phi \bar{e}_k \otimes \phi \bar{e}_{jk}^H \phi \bar{e}_{bk}\|_F^2
\leq \frac{\mu}{\rho} \sum_{i,j,k} r_i \|\bar{e}_k \otimes \phi \bar{e}_{jk} \otimes \phi \bar{e}_{bk}\|_F^2.
$$

Therefore, we obtain

$$
E \left[ \sum_{i,j,k} (F^{ijk})^H \otimes \phi F^{ijk} \right]_F
\leq \frac{1}{\rho} \sum_{i,j,k} |Z_{ijk}|^2 \|P_T (\bar{e}_{ik} \otimes \phi \bar{e}_k \otimes \phi \bar{e}_{jk}) \otimes \phi \bar{e}_{bk}\|_F^2
\leq \frac{1}{\rho} \sum_{i,j,k} \mu \sum_{i,j,k} r_i \|\bar{e}_k \otimes \phi \bar{e}_{jk} \otimes \phi \bar{e}_{bk}\|_F^2 + \frac{1}{\rho} \sum_{i,j,k} |Z_{ijk}|^2 \|\bar{e}_{jk}^H \phi \bar{e}_k \otimes \phi \bar{e}_k \otimes \phi \bar{e}_{jk} \otimes \phi \bar{e}_{bk}\|_F^2
\leq \mu \sum_{i,j,k} r_i \|Z\|_F^2 + \frac{1}{\rho} \sum_{i,j,k} |Z_{ijk}|^2 \|\bar{e}_{jk}^H \phi \bar{e}_k \otimes \phi \bar{e}_k \otimes \phi \bar{e}_{jk} \otimes \phi \bar{e}_{bk}\|_F^2
\leq \frac{2\mu}{\rho} \sum_{i,j,k} r_i \|Z\|_F^2 + \frac{1}{\rho} \sum_{i,j,k} |Z_{ijk}|^2 \|\bar{e}_{jk}^H \phi \bar{e}_k \otimes \phi \bar{e}_k \otimes \phi \bar{e}_{jk} \otimes \phi \bar{e}_{bk}\|_F^2,
$$

where the third inequality can be derived by $\bar{e}_{jk}^H \phi \bar{e}_{bk} = 0$ if $j \neq b$. By the same argument,

$$
E[\sum_{i,j,k} F^{ijk} \otimes \phi (F^{ijk})^H]_F
$$

can be bounded by the same quantity. Therefore, by Lemma 5.1, we get that

$$
\| (\rho^{-1}P_T \Omega - P_T)Z \otimes \phi \bar{e}_{bk} \|_F \leq \frac{1}{2} \|Z\|_{\infty, w} + \frac{1}{2} \sqrt{\frac{\mu \sum_{i,j,k} r_i}{\rho \sum_{i,j,k} r_i}} \|Z\|_{\infty}.
$$
holds with high probability. We can also get the same results with respect to $e^H(\rho^{-1}P_T\Phi - P_T)Z$. Then Lemma 3.5 follows from using a union bound over all the tensor columns and rows, and the desired results hold with high probability.
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