Face-specific resting functional connectivity between the fusiform gyrus and posterior superior temporal sulcus
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Faces activate specific brain regions in fMRI, including the fusiform gyrus (FG) and the posterior superior temporal sulcus (pSTS). The fact that the FG and pSTS are frequently co-activated suggests that they may interact synergistically in a distributed face processing network. Alternatively, the functions implemented by these regions may be encapsulated from each other. It has proven difficult to evaluate these two accounts during visual processing of face stimuli. However, if the FG and pSTS interact during face processing, the substrate for such interactions may be apparent in a correlation of the BOLD timeseries from these two regions during periods of rest when no faces are present. To examine face-specific resting correlations, we developed a new partial functional connectivity approach in which we removed variance from the FG that was shared with other category-selective and control regions. The remaining face-specific FG resting variance was then used to predict resting signals throughout the brain. In two experiments, we observed face-specific resting functional connectivity between FG and pSTS, and importantly, these correlations overlapped precisely with the face-specific pSTS region obtained from independent localizer runs. Additional region-of-interest and pattern analyses confirmed that the FG–pSTS resting correlations were face-specific. These findings support a model in which face processing is distributed among a finite number of connected, but nevertheless face-specialized regions. The discovery of category-specific interactions in the absence of visual input suggests that resting networks may provide a latent foundation for task processing.
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INTRODUCTION

Faces are one of the most important sources of information in the visual environment. They allow us to identify friend from foe, and to interpret the mental states of others. Given this importance, it is no surprise that the brain has evolved specialized mechanisms for processing faces. In fMRI, for example, faces selectively activate several ventral and lateral occipitotemporal cortical regions, most prominently the fusiform gyrus (FG), and the posterior superior temporal sulcus (pSTS).

Focal regions within the FG respond more strongly to faces than to other stimulus categories, such as words, buildings, and objects (Puce et al., 1995; Kanwisher et al., 1997; McCarthy et al., 1997; also known by the functional label: fusiform face area, or FFA). More specifically, the FG may be involved in the processing of facial identity (Winston et al., 2004; Rotshtein et al., 2005). For example, adaptation in the FG to a morphed face is released only to a new morph that crosses an identity boundary (Rotshtein et al., 2005). Neuropsychological studies of prosopagnosia further implicate the FG in identity recognition (Barton et al., 2002), and subdural stimulation of FG sites results in transient prosopagnosia and visual face hallucinations (Allison et al., 1994; Puce et al., 1999).

The pSTS is also routinely observed in fMRI studies of face processing (Puce et al., 1995, 1996; Kanwisher et al., 1997). Compared to the FG, the functional role(s) of the pSTS and surrounding cortex have been more controversial (Hein and Knight, 2008; Mitchell, 2008). The pSTS has been variably associated with many functions, including the perception of biological motion (Allison et al., 2001), social perception (Saxe, 2006), multisensory integration (Ghazanfar and Schroeder, 2006), and spatial attention (Corbetta et al., 2008). However, here we focus on the role of the pSTS in processing socially relevant facial information, such as emotional expressions and eye gaze (Puce et al., 1998; Narumoto et al., 2001; Pelphrey et al., 2004; Engell and Haxby, 2007). In addition to being activated by such stimuli, adaptation and pattern classification studies have revealed coding of specific gaze directions and expressions in the pSTS (Winston et al., 2004; Calder et al., 2007; Furl et al., 2007; Said et al., 2010).

The fact that faces activate many brain regions has led researchers to suggest that faces are processed in a distributed network (Haxby et al., 2000; Ishai, 2008). In such models, the FG and pSTS are core nodes that, respectively, process invariant (identity) and changeable (expression, gaze) facial features. Going back to the cognitive roots of these theories (Bruce and Young, 1986), the processing of different facial features is described as occurring independently in parallel pathways. This view is supported by dissociations between identity and expression processing (Duchaine et al., 2003; Andrews and Ewbank, 2004; Fox et al., 2008). Moreover, evoked responses from subdural electrodes in both regions occur simultaneously,
without a temporal offset that would provide evidence of feedback/feedforward interactions (Allison et al., 1999). Finally, face processing models in which the FG and pSTS interact provide a somewhat worse fit than purely feedforward models (Fairhall and Ishai, 2007).

At the same time, the independence of the FG and pSTS has been questioned (Calder and Young, 2005; Vuilleumier and Pourtois, 2007). For example, the pSTS can be sensitive to both identity and expression information (Perrett et al., 1984; Hasselmo et al., 1989; Winston et al., 2004), and attention to expression information enhances the response of the FG (Vuilleumier et al., 2004; Ganel et al., 2005). Moreover, even if the computations underlying identity and expression processing (implemented by the FG and pSTS, respectively) were dissociable, interactions between the FG and pSTS may nevertheless prove essential for binding expressions and identities. Indeed, given the multidimensional role of the pSTS in processing facial expressions, eye gaze, and biological motion, it may serve a broader role in deciphering the intentions of social agents (Saxe et al., 2004; Vander Wyk et al., 2009). Thus, while faces activate several brain regions, the relationship between the FG and pSTS may be the most relevant connection in any larger network that tracks individuals and their intentions.

One of the primary challenges for assessing the interactivity/independence of the FG and pSTS is that both regions respond to faces in a correlated manner (Puce et al., 1995, 1996; Kanwisher et al., 1997). Are such correlations spuriously linked to external face stimulation, or do they reflect internal dynamics within a distributed face processing network? To address this question, we tested the extent to which correlations between the FG and pSTS persist at rest in the absence of external stimulation. Indeed, resting connectivity has been used extensively to characterize cortical networks, based partly on the fact that regions that tend to be activated in unison during tasks also fluctuate in unison at rest (see Corbetta et al., 2008).

In two experiments we examined resting connectivity between the FG and pSTS. Using an independent localizer scan, we identified a right FG seed in each individual that responded selectively to faces, and an adjacent control seed in right ventral visual cortex that responded selectively to images of a different visual category (flowers or scenes in Experiment 1, scenes in Experiment 2). Using separate resting runs, we extracted the BOLD timeseries from the FG and the functional control seed, as well as from several locations in white matter and ventricles whose signal likely reflects non-functional noise and artifacts. The extracted timeseries were entered as regressors into simultaneous multiple regression models of the same resting runs. The resulting parameter estimates for the FG regressor provide a measure of partial functional connectivity, i.e. the degree to which the unique variance in the FG (with respect to the control region and other nuisance regressors) was reflected in other brain regions. Thus, while the resting “task” had nothing in particular to do with faces, we were able to isolate intrinsic activity that was specific to a brain region reliably activated by face stimuli. This approach allows us to observe resting connectivity throughout the whole brain, but we focus on the FG and pSTS in order to characterize the nature of this relationship in detail.

Most previous studies of face-related functional connectivity have examined changes in connectivity across stimulus conditions (Fairhall and Ishai, 2007; Rotshtein et al., 2007; Nummenmaa et al., 2010), rather than baseline intrinsic connectivity that persists at rest. The one study to directly examine face-related resting connectivity relied entirely on exploratory whole-brain analyses (Zhang et al., 2009), without expressly characterizing the specificity and functional significance of the FG–pSTS resting relationship. In particular, they used a control region located in the left FG that is broadly tuned to a range of non-face stimuli and, by being located in the other hemisphere, does not account for hemispheric-specific properties of ventral temporal cortex (e.g., global/local preferences; Fink et al., 1996). Here we use partial connectivity and a combination of whole-brain, region-of-interest, and novel pattern analysis techniques to directly address whether the FG and pSTS share resting variance related to face processing.

These techniques suggest new ways to link task and resting paradigms. Whereas typical single-seed methods have included nuisance regressors for movement and other global factors (see Fox and Raichle, 2007), our study provides an initial demonstration of how regressing out functional regions can reveal more selective connectivity. This partial connectivity approach may be analogous to the canonical subtraction method for assessing the specificity of task-evoked activation. In addition, the pattern analysis technique introduced in Experiment 2 uses resting connectivity to predict the response of brain regions during tasks. This allows us to explicitly test the link between task and resting activations on a region-by-region basis, i.e. by testing whether the task activation in a region can be predicted by the pattern of connectivity in that region to a distinct seed region. The ability to characterize fine-grained networks (cf. gross sensorimotor networks; e.g., Biswal et al., 1995; Lowe et al., 1998) using partial connectivity – and to link this connectivity to task activation – may move us closer to understanding the mechanisms supporting perception and cognition, even in the absence of explicit tasks.

**EXPERIMENT 1**

**MATERIALS AND METHODS**

**Subjects**

Resting and localizer scans were obtained from two existing data sets. Resting scans were only collected in the corresponding studies if time allowed, and so only a subset of the subjects were eligible for the present analysis. We further restricted analysis to subjects for whom we could localize both a right FG seed and right control seed (we failed to localize the FG seed in three subjects and the control seed in two subjects). A total of 12 right-handed subjects with normal or corrected-to-normal vision met these criteria. They received monetary compensation for participating. Informed consent was obtained from all subjects, and the study protocols were approved by the Duke University Medical Center IRB.

**Data acquisition and preprocessing**

All data were collected at the Duke Brain Imaging and Analysis Center using a 3T Excite platform GE scanner with an eight-channel head coil. Functional data were collected using a T2* -weighted gradient echo-planar imaging (EPI) sequence with a 2000 ms repetition time (TR), 30-ms echo time (TE), 60° flip angle, and a 64 × 64
matrix. In the first data set, 34 3.8-mm slices were obtained with a 256 mm FOV (4×4×3.8-mm voxels), and in the second data set, 32 3-mm slices were obtained with a 192-mm FOV (3×3×3-mm voxels). Two T1-weighted anatomical scans were also collected for spatial registration and normalization (3D and co-planar).

Preprocessing and regression analyses were carried out using FSL 4.1 and FMRIB software libraries (Analysis Group, FMRIB, Oxford, UK). Seeds and regressors were defined using custom scripts for Matlab (Mathworks, Natick, MA, USA). For each localizer and resting scan, the first three volumes were discarded to allow for T1 equilibration. The remaining data were motion-corrected in six dimensions to the middle volume of each run, spatially smoothed using a 6-mm FWHM kernel, and temporally high-pass filtered with a 111-s period. The period of this filter allows frequencies greater than 0.009 Hz, a standard low frequency cutoff across many studies of functional connectivity (e.g., Fox et al., 2005; He et al., 2007; Shulman et al., 2009). We followed this convention, and applied these same preprocessing parameters to both resting and localizer runs. Functional runs were registered to the co-planar structural scan with three degrees of freedom (DOF), which was in turn registered to the high-resolution structural scan with six DOF. Each subject’s high-resolution scan was normalized to the MNI template with 12 DOF. Using these transformations, EPI data were transformed into standard space, and interpolated to 2-mm isotropic voxels.

**Localizer analysis**

The six subjects in the first data set each completed three localizer runs with 186 volumes at the start of the session. Each localizer run consisted of a pseudo-randomized block design in which 16-s stimulus blocks were interleaved with 16-s blocks of fixation. A total of nine stimulus and fixation blocks were presented in every run, with three each for faces, flowers, and bodies. Stimulus blocks consisted of 16 images from a single category, and subjects were required only to watch the stimuli. The six subjects in the second data set each completed two localizer runs with 196 volumes near the end of the session. Each localizer run consisted of an alternating block design in which 24-s stimulus blocks were interleaved with 6-s blocks of fixation. A total of 12 stimulus and fixation blocks were presented in each run, including six each for faces and scenes. Stimulus blocks consisted of 12 colorful images from a single category, and subjects were required to make a male/female or an indoor/outdoor judgment to each image.

At the first level, each localizer run was fit using a general linear model (GLM) including boxcar regressors convolved with a double-gamma hemodynamic response function for face blocks and control blocks (flowers in the first data set, and scenes in the second data set). Using this GLM, z-scores were computed for the contrasts “face > flower” and “flower > face” in the first data set, and “face > scene” and “scene > face” in the second data set. At the second level, statistical maps were combined across runs of a given subject using a fixed-effects model.

Two seeds were defined in each subject using the second-level contrast maps. Seeds were defined separately for each subject due to the anatomical variability of the corresponding regions in past studies. This general approach is a highly conventional way to define ROIs in the ventral visual stream. First, a right FG seed was defined as the peak voxel in a cluster centered on the right mid-fusiform gyrus from the “face > flower” and “face > scene” contrasts. Second, a control seed was defined in each subject as the peak voxel in a cluster adjacent to the FG seed in the right hemisphere from the “flower > face” and “scene > face” contrasts. Flowers have been used in previous studies as a control object for face processing, and regions activated by flowers are generally responsive to most non-face objects (McCarthy et al., 1997). Scenes have been used extensively to define a category-selective region of parahippocampal cortex (PHC) in the collateral sulcus (Aguirre et al., 1998; Epstein and Kanwisher, 1998; also known by the functional label: parahippocampal place area, or PPA).

While the “control” categories for the two data sets were different, flower- and scene-selective regions were proximal to each other and to the FG. Most importantly, the flower and scene seeds were never combined in any way: a flower seed was used as the control region for subjects in the first data set, and a scene seed was used as the control region for subjects in the second data set. We hypothesized that either region would control for generic aspects of visual processing. Moreover, we believed that our conclusions would be strengthened by showing that any patterns of FG resting connectivity did not depend on our particular choice of control region. In Experiment 2, we replicate the study in a homogenous sample of subjects using only the scene control region (i.e. PHC).

The reliability of the localizer results across subjects was assessed at the third level by combining second-level maps using FSL’s standard approach for random effects analyses (FLAME1). FLAME is a more sophisticated version of the standard ordinary least square GLM in which the random effects component of the mixed effects model is estimated using Bayesian techniques (Woolrich et al., 2004). To correct for multiple comparisons, the two-stage cluster correction in FSL was used: first, an initial z-score threshold (z > 1.65) was applied to every voxel in order to determine which clusters entered the second stage, and then cluster significance was determined by a Gaussian random fields method based on the smoothness of the data (Poline et al., 1997; Woolrich et al., 2004). The resulting group statistical maps were cluster-thresholded to a corrected alpha of p < 0.05. We only computed the third level statistical map for the second level contrasts “face > flower” and “face > scene” because we expected to obtain compatible face selective regions in both contrasts (while the reverse was not necessarily true: flower and scene regions need not overlap). Specifically, this third level group map was used to compare the locations of the face-selective pSTS region from the localizer with any pSTS region obtained from the resting functional connectivity analysis described below.

**Resting voxelwise analysis**

In the first data set, five subjects completed two resting runs, and one subject completed one resting run. For all but two subjects, 180 volumes were acquired in each resting run (and 196/212 volumes for the remaining two subjects). In the second data set, two subjects completed two resting runs, and four subjects completed one resting run. All resting runs in this study contained 186 volumes. Thus, in total, seven subjects completed two resting runs and five subjects completed one resting run. These runs were collected at the end of each scanning session, and subjects were instructed to fixate on a central point.
To analyze resting functional connectivity, the FG and control seeds were overlaid on the preprocessed resting data (see Figure 1). We extracted the time course of the BOLD signal from these seeds by computing a weighted-mean for each volume across voxels, with weights determined by an 8-mm FWHM Gaussian kernel centered on each seed. The resulting timeseries were then entered as regressors in a new voxelwise GLM of each resting run, with the goal of identifying voxels that share variance with the FG.

Because the FG and control regressors (and the other nuisance regressors described below) were entered simultaneously in the GLM, only variance unique to each regressor contributed to its beta (or parameter estimate). In other words, as in standard regression, the parameter estimate associated with each regressor reflects the extent to which the unique variance in that regressor explains the variance remaining in each voxel after fitting all other regressors (Meyers et al., 2006). Essentially, this corresponds to a separate stepwise regression for each regressor in which it is entered last into the model. To further validate our approach, we explicitly orthogonalized the FG regressor with respect to other regressors before conducting the analysis and obtained identical results. Thus, the parameter estimate for the FG regressor in a particular voxel reflected the partial correlation between the resting time course of that voxel and the FG regressor, independent of the other regressors. By including a functionally defined control seed from right ventral visual cortex as a regressor, we partialed out variance in the FG related to generic visual processing and high-level object processing. We thus operationally define the residual unique FG variance as face-specific.

To further partial out FG variance reflecting global sources of noise, we included several other nuisance regressors that are often used in whole-brain connectivity analyses (Fox et al., 2005). These include: the global mean BOLD time course over all voxels, the six movement parameters from motion correction, the BOLD time course from four white matter seeds (bilateral anterior and posterior), the BOLD time course from four ventricle seeds (bilateral anterior and posterior), and the temporal derivatives of all nuisance regressors. Thus, each resting run was modeled at the first-level by 32 regressors (see Figure A1 in Appendix for an example resting run design matrix, and Figure A2 in Appendix for a group confusion matrix of all regressors). In addition, all resting data and regressors were bandpass filtered from .009 to .08 Hz (e.g., Fox et al., 2005).

The first level GLM was used to derive z-scores for the fit between each voxel and the FG regressor. At the second level, statistical maps corresponding to the partial functional connectivity with the FG were then combined across all runs for a given subject using a fixed-effects approach. The reliability of these second-level maps was assessed across subjects at the third level using a mixed-effects approach (FLAME1), and the resulting group statistical maps were cluster-thresholded (p < 0.05, corrected).

RESULTS AND DISCUSSION

The group analysis of the resting runs revealed significant FG partial functional connectivity in the right pSTS (Figure 2A). Importantly, this cluster found during rest overlapped considerably with a face-selective cluster obtained from the independent localizer runs (Figure 2B). Given the broad spatial variability of face-specific pSTS regions in similar analyses of evoked responses (Allison et al., 2000; Hein and Knight, 2008), our results provide compelling evidence for coupling of task and resting networks.

Given our a priori interest in the FG and pSTS we focused our analyses on these two regions. However several other clusters of correlated activity were observed, including: left FG, lateral occipital
cortex, inferior occipital gyrus, dorsal and ventral striatum, thalamus, bilateral hippocampus, and left amygdala (see Table 1 for coordinates). The left FG in particular serves as a sanity check due to its shared face-specific function with the right FG, and its relative anatomical distance from the right FG. In addition, clusters in orbitofrontal cortex and frontal pole were anti-correlated with the right FG seed.

**EXPERIMENT 2**

**MATERIALS AND METHODS**

**Subjects**

To replicate and extend our findings of Experiment 1, we collected resting and localizer data from a new group of 18 naive subjects. All subjects were right-handed, had normal or corrected-to-normal vision, and received monetary compensation for participating. Informed consent was obtained from subjects, and the study protocol was approved by the Human Investigation Committee of the Yale School of Medicine.

**DATA ACQUISITION AND PREPROCESSING**

All data were collected at the Yale Anlyan Center using a 3T Siemens Trio scanner with an eight-channel head coil. Functional data was collected using a T2*-weighted gradient EPI sequence with a 1500 ms TR, 25 ms TE, 90° flip angle, and a 64 x 64 matrix. In a given volume, 26 5-mm slices parallel to the anterior commissure–posterior commissure line were obtained with a 224-mm FOV (3.5 x 3.5 x 5 mm voxels). Two T1-weighted anatomical scans were also collected for spatial registration and normalization (3D and co-planar). Exploratory spectral analyses of Experiment 1 (not reported here) revealed that relatively high-frequency oscillations above 0.05 Hz contained meaningful signal, and thus temporal filtering was not used in Experiment 2. Our use of partial correlations eliminates concerns about high-frequency artifacts since it controls for shared variance across all frequencies. Otherwise, all preprocessing parameters and routines were identical to Experiment 1.

**Table 1 | Resting partial FG connectivity in Experiment 1.**

| Region                              | x   | y   | z   |
|-------------------------------------|-----|-----|-----|
| **POSITIVE CORRELATIONS**           |     |     |     |
| Posterior superior temporal sulcus  | R   | 50  | –58 | 14 |
| Fusiform gyrus                      | L   | –38 | –50 | –20|
| Inferior occipital gyrus            | R   | 44  | –74 | –16|
|                                     | L   | –42 | –74 | –18|
| Lateral occipital cortex            | R   | 46  | –76 | 0  |
|                                     | L   | –40 | –82 | 0  |
|                                     |     | –38 | –68 | 12 |
| Hippocampus                         | R   | 20  | –28 | –6 |
|                                     | L   | –20 | –18 | –16|
|                                     |     | –18 | –34 | –6 |
| Amygdala                            | L   | –26 | –4  | –24|
| Anterior cingulate                  |     | 0   | 4  | 28 |
| Putamen                             | R   | 32  | 0   | –4 |
| Caudate body                        | L   | –14 | 0   | 20 |
| Caudate head/nucleus                | L   | –8  | 10  | 2  |
| Thalamus                            | L   | –4  | –14 | 4  |
| Pons                                |     | –4  | –24 | –30|
| Brainstem                           |     | 2   | –20 | –10|
| Cerebellum                          | L   | –16 | –72 | –30|
| **NEGATIVE CORRELATIONS**           |     |     |     |
| Frontal pole                        | R   | 28  | 56  | –12|
|                                     | L   | –28 | 62  | 2  |

Peak MNI coordinates from clusters correlated with the FG regressor after removing variance from the control regressor (corrected p < 0.05).

**Localizer analysis**

One localizer run containing 294 volumes was collected for each subject. Each localizer run consisted of an alternating block design in which 18-s stimulus blocks were interleaved with 18-s blocks of fixation. A total of 12 stimulus and fixation blocks were presented in each run, including six each for faces and scenes. Stimulus blocks consisted of 12 grayscale images from a single category, and subjects were required to detect back-to-back repetitions of an image. The localizer run was modeled and analyzed in the same way as Experiment 1, with one point worth emphasizing: the control category for every subject was scenes, and thus the PHC served as the sole control seed for the resting functional connectivity analyses described below. The FG and PHC seeds could be defined in every subject.

**Resting voxelwise analysis**

All subjects completed a single resting run containing 294 volumes in which they fixated a central point. Resting timeseries from the FG and PHC were extracted in the same manner as in Experiment 1, and whole-brain functional connectivity was assessed using an isomorphic, but slightly modified two-step multiple regression approach: we first fit data with all nuisance and control regressors and then performed whole-brain and ROI analyses on the residual from this GLM. This change permitted us to extract partial ROI timeseries that were orthogonal to the control region and nuisance variables, to mirror the variance fit in the whole-brain analysis. Due to Experiment 1.
to the larger sample size, we used a higher voxel threshold ($z = 2.3$) at the first stage of cluster-correction. The corrected alpha after the second stage was identical ($p < 0.05$).

**Resting ROI analysis**

In addition to the whole-brain analyses reported in Experiment 1, we also conducted an ROI analysis to further explore the relationship between the FG and the pSTS. Specifically, we compared the strength of the pSTS's correlation with the FG vs. the PHC. The previous analyses tested whether face-specific FG–pSTS resting connectivity exists, and this analysis tests whether pSTS connectivity is widespread vs. more exclusive to the FG.

For this analysis, we localized the peak face-selective voxel in the FG and the pSTS and the peak scene-selective voxel in the PHC in each subject. While the FG and PHC were found in every subject (as described above), the pSTS could only be localized in 17/18 subjects and thus ROI analyses are reported for only those subjects.

Timers were extracted from these regions using an 8-mm FWHM Gaussian-weighted average of voxels surrounding the peak, as was done for the whole-brain analysis. To account for the possibility that the selectivity of the resulting signals was weakened by this averaging, parallel analyses were conducted with just the peak voxel from each region. In both cases, a face-specific FG timeseries was produced for each subject by removing the raw PHC (and nuisance) resting timeseries from the raw FG resting timeseries using the regression model from the whole-brain analysis. Analogously, the raw FG (and nuisance) resting timeseries were removed from each subject's raw PHC resting timeseries, resulting in a scene-specific PHC timeseries. These partial timeseries were then separately correlated with the pSTS resting timeseries. A reliable correlation implies that the pSTS shares variance with the FG that is independent of the PHC (and vice versa). The FG–pSTS and PHC–pSTS correlation coefficients were converted to $z$ scores using Fisher's $r$-to-$z$ transformation.

The reliability of the correlations was assessed across subjects using one-sample $t$-tests against a null hypothesis of 0, and the FG–pSTS and PHC–pSTS correlations were directly compared using a dependent-samples $t$-test.

**Resting/task pattern analysis**

While the ROI analysis examined the strength of the pSTS correlation with the FG and PHC, it did not directly address whether FG or PHC correlations with pSTSs are related to face processing. We therefore developed a novel pattern analysis approach to further characterize the face-specificity of pSTS connectivity. In particular, across voxels in the pSTSs we tested how well the pattern of contrast values from the localizer (face > scene) predicted the pattern of partial correlations with the FG vs. the pattern of partial correlations with the PHC. We hypothesized that if FG–pSTS connectivity is related to face processing, then pSTS voxels that are more selective for faces in the localizer should be more correlated with the FG at rest (a positive correlation between the localizer contrast and the amount of FG connectivity). Moreover, we hypothesized that if PHC–pSTS connectivity is unrelated to face processing, then the face-selectivity of pSTS voxels in the localizer should not predict the strength of correlation with the PHC (a zero correlation). Note that this PHC analysis could also yield a negative correlation in which the scene-specificity of pSTS voxels in the localizer (negative contrast values) would be correlated with greater PHC connectivity.

The two most intuitive ways to select pSTS voxels that will form the patterns for this analysis would be from the group resting FG connectivity map, or from the face > scene localizer contrast. Note, however, that neither of these methods is independent of the analysis described above: the parameter estimates used to select the pSTS voxels of interest would also be used to compute the new correlation. Such non-independence could potentially bias the results in favor of our hypothesis. Given that there was a reliable PHC–pSTS partial correlation in the ROI analysis, we were able to use a conservative approach: to form pSTS patterns, we selected a population of pSTS voxels that showed reliable partial correlations with the PHC. Selecting voxels in this way is conservative because the manner in which the voxels were selected is independent of the pattern of FG connectivity. If anything, this analysis could be biased in favor of finding an effect for the PHC rather than the FG because the PHC connectivity pattern was likely to have less noise. Note also that our relatively large voxel sizes and the application of spatial smoothing during preprocessing might reduce the amount of information carried in spatial voxel patterns. Critically, this works against us, and applies equally to the FG and PHC connectivity patterns.

While we knew that the PHC correlated with the peak pSTS voxel, to obtain a bigger population of pSTS voxels we seeded the whole-brain with the partial PHC timeseries. We do not report additional results from this analysis because of the present focus on face processing; we are exploring the existence of a resting scene network in ongoing studies (see also Nir et al., 2006). We selected a cluster of voxels in the pSTS from the group resting connectivity map for the control PHC regressor (604 voxels, $p < 0.001$). Because the pSTS voxels were selected at the group level, we apply this analysis to all 18 subjects (despite the lack of a face-specific pSTS ROI in one subject). We extracted three values from each pSTS voxel in every subject: the difference in parameter estimates for faces vs. scenes from the localizer (resulting in a localizer contrast map), the resting partial correlation with the FG (resulting in an FG connectivity map), and the resting partial correlation with the PHC (resulting in a PHC connectivity map). Only the single peak FG or PHC voxel was used to compute partial correlations with the pSTSs because these seeds were being compared to single pSTS voxels, and because the previous analysis revealed that selectivity was partially diluted by the kernel. We compared the resulting pSTS voxel patterns by correlating: (1) the localizer contrast map with the FG connectivity map, (2) the localizer contrast map with the PHC connectivity map, and (3) the localizer contrast map with the difference map of FG–PHC connectivity. The resulting correlation coefficients were converted to $z$ scores, and compared across subjects with $t$-tests.

**RESULTS AND DISCUSSION**

In an effort to replicate the finding of FG–pSTS resting connectivity in Experiment 1, we conducted a second focused experiment with a new sample of subjects. We repeated the same whole-brain analysis, this time using a single control region (the scene-selective PHC). Again, we observed a right pSTS region that showed par-
tial functional connectivity with the FG (Figure 3A). The peak of this region was slightly anterior to the peak of Experiment 1, but importantly, it overlapped with the face-selective pSTS region from the independent localizer runs in Experiment 2 (Figure 3B). Moreover, right FG was again reliably correlated with left FG (see Table 2 for additional regions and coordinates). These results further support the existence of a latent face-specific network including FG and pSTS.

To quantify the spatial consistency of the pSTS obtained from resting and localizer analyses, we compared the location of the group resting connectivity pSTS to the locations of pSTS ROIs defined in each subject from the localizer (to be used in the ROI analysis below). Subtracting the resting connectivity peak from the mean location of the localizer ROIs resulted in differences of $-3.90, -6.45, 7.41$ mm, along the $x$, $y$, and $z$ dimensions respectively. We further evaluated the distance of the resting connectivity peak from the 3-D cluster of pSTS ROIs. We first computed the Mahalanobis distance, taking into account the variance and covariance among dimensions ($\chi^2[3] = 2.98, p = 0.16$). Based on the typical critical value for Mahalanobis distance outliers of $p < 0.001$ (Tabachnick and Fidell, 2007), we cannot reject the null hypothesis that the resting connectivity pSTS peak is part of the same spatial distribution as the localizer ROI pSTS peaks.

By using a single well-characterized control region, we were also able to explore how the face-selective pSTS correlated with a region selective for a different visual category. To mirror the initial whole-brain analyses, we used a Gaussian kernel to generate the timeseries for the FG, PHC, and pSTS defined from the localizer. We observed a reliable FG–pSTS correlation across subjects (mean $z = 0.15, t[16] = 2.85, p = 0.011$). Interestingly, the correlation between the PHC and pSTS also reached significance (mean $z = 0.064, t[16] = 2.58, p = 0.020$). The directional hypothesis that the FG shares more variance with the pSTS than the PHC approached significance ($t[16] = 1.52, one-tailed p = 0.075$). Since the spatial smoothing of the Gaussian kernels (blind to the underlying functional data) may have diluted the selectivity of the peak localizer voxels, we performed a parallel ROI analysis over just the peak voxels. The results for the two approaches agreed, although as hypothesized they were more robust at the peak: FG–pSTS correlation (mean $z = 0.18, t[16] = 2.95, p = 0.0094$), PHC–pSTS correlation (mean $z = 0.063, t[16] = 2.21, p = 0.042$); the paired comparison reached significance ($t[16] = 1.77, one-tailed p = 0.048$). These results are shown in Figure 4. For the sake of completeness, we also verified that the whole-brain results held without using a kernel (Figure A3 in Appendix).

The FG–pSTS connectivity replicated the whole-brain results using individual subjects’ pSTS ROIs and without depending on spatial overlap across subjects; this suggests that our primary results are robust across analysis approaches. The PHC–pSTS connectivity was somewhat unexpected, but note that the FG and PHC timeseries were orthogonalized with respect to each other, and therefore the correlations reflect independent sources of variance within the pSTS. Finally, while the whole-brain results

| Region                          | X  | Y  | Z  |
|---------------------------------|----|----|----|
| **POSITIVE CORRELATIONS**       |    |    |    |
| Posterior superior temporal sulcus | R  | 54 | -44| 10 |
| Fusiform gyrus                  | L  | -30| -52| -22|
| Inferior occipital gyrus        | R  | 36 | -76| -14|
| Middle superior temporal sulcus | R  | 48 | -20| -10|
| Lateral occipital cortex        | R  | 50 | -68| -6 |
| Medial temporal lobe            | L  | -38| -78| -4 |
| Transverse occipital sulcus     | R  | 30 | -72| 20 |
| Superior parietal lobule        | R  | 28 | -48| 54 |
| Precuneus gyrus                 | L  | -28| -48| 52 |
| **NEGATIVE CORRELATIONS**       |    |    |    |
| Medial frontal gyrus            | R  | 4  | 32 | 36 |
| Angular gyrus                   | R  | 64 | -46| 40 |
| L  | -58| -48| 42 |
| Orbital frontal cortex          | R  | 42 | 26 | -10|
| Inferior frontal gyrus          | R  | 48 | 18 | 6  |
| Middle frontal gyrus            | R  | 48 | 22 | 44|
| Superior frontal gyrus          | R  | 22 | 16 | 60|
| Anterior insula                 | R  | 36 | 20 | -4|
| L  | -32| 16 | -8|

Peak MNI coordinates from clusters correlated with the FG regressor after removing variance from the control regressor (corrected $p < 0.05$).

**Table 2 | Resting partial FG connectivity in Experiment 2.**
support the novel conclusion that there exists variance in the FG that is unique with respect to the PHC and correlates with the pSTS, the ROI results not only support this conclusion, but provide preliminary support for the additional conclusion that there exists more variance in the (face-specific) pSTS related to the FG than to the PHC. Nevertheless, the paired comparison between the FG and PHC was weakly significant, and so we explored more incisive ways to test the face-selectivity of FG–pSTS resting interactions.

The fact that the reliable FG–pSTS and PHC–pSTS correlations reflected statistically independent sources of variance suggests that they may represent functionally distinct relationships. In particular, we hypothesized that only FG–pSTS connectivity would be related to face processing in the pSTS region. To test this prediction, we developed a novel pattern analysis to examine the relationship between localizer activation and resting connectivity within the pSTS. Using the localizer contrast (face > scene) as a measure of face-selectivity, we hypothesized that the pattern of localizer effects across pSTS voxels should be correlated with the pattern of correlations with the FG across pSTS voxels, but that the same should not be true for the pattern of correlations with the PHC across pSTS voxels. Indeed, across a population of pSTS voxels – selected using an independent and conservative approach (see section Methods) – the strength of the localizer contrast (face > scene) in a given pSTS voxel was positively correlated with the strength of connectivity between that voxel and the peak FG (mean $z = 0.15$, $t[17] = 3.98$, $p < 0.001$). This relationship did not hold between a voxel’s localizer effect and connectivity with the peak PHC (mean $z = 0.0064$, $t[17] = 0.904$, $p = 0.93$). The directional hypothesis that the localizer pattern should better predict the FG vs. PHC connectivity pattern reached significance ($t[17] = 1.89$, one-tailed $p = 0.038$), as did an analysis in which the localizer pattern (face – scene) was correlated with a connectivity difference pattern (FG–PHC connectivity; $t[17] = 2.15$, one-tailed $p = 0.023$). These results are shown in Figure 5.

Note that the direction of the localizer effect entered into these analyses (face > scene) only impacts the direction of the resulting correlation. Thus the null effect for the PHC suggests no relationship between either face- or scene-selectivity in the pSTS and connectivity with the PHC. These results provide strong evidence that FG–pSTS resting correlations are related to face processing.

**GENERAL DISCUSSION**

**SUMMARY**

The goal of our study was to explore the existence of face-specific resting functional connectivity between the FG and pSTS. Across two experiments, we observed resting correlations between these two regions after controlling for many confounding factors such as the visual responsiveness of both regions and generic sources of whole-brain noise. Analogous to how category-specific visual processing is typically studied, we tested whether these correlations were face-specific by using another visual category as a control. In particular, we removed variance from the FG that was shared with a region specialized for the control category before computing the correlations with the pSTS. Additional ROI and pattern analyses further supported our interpretation of the FG–pSTS correlations as face-specific. In the remainder of this section, we discuss issues related to this interpretation, and then consider our findings in the broader context of the face processing and resting state literatures.

**EVIDENCE FOR FACE-SPECIFICITY**

We interpreted the observed FG–pSTS resting connectivity as face-specific because it was obtained after removing the resting activity from a single category-specific control region, e.g., the scene-selective PHC. In principle, however, activity related to the processing of other categories – bodies, cars, word-strings, etc. – may have remained in the FG, thus affecting our claim that FG connectivity with the pSTS can be face-specific. We do not intend to claim that the observed FG–pSTS resting connectivity was 100% face-specific as a result of using one control region. However, several features of our approach and results help establish this specificity.

Most apparent to us is that this criticism could be leveled against almost every study involving category-specific ROIs: how can one be certain that a control condition contains all features of a stimulus not specific to the category of interest – why stop with bodies and cars, what about hair, animal faces, round objects, living things, etc.? One answer is that, in practice, scenes are an especially good control for face processing, and have been used extensively for this reason in functional localizers of the face-specific FG (e.g., Cox et al., 2004; Yi et al., 2004; Gazzaley et al., 2005; Turk-Browne et al., 2006). Moreover, in some ways our approach is more conservative than claiming face-specificity from a localizer contrast: despite showing greater responses to faces than scenes, the FG still shows some response above baseline to scenes (Johnson et al., 2007); orthogonalizing the response of the FG with respect to the PHC removes this variance. Finally, variance related to other categories could only influence our results if it was present in the FG and pSTS, but not the PHC – otherwise it would be removed by our partial correlation procedure.

In addition to these facts about the literature and our design, several results from our study support the conclusion that some component of FG–pSTS resting connectivity is related to face...
Turk-Browne et al.

Face-specific connectivity

processed hierarchically in distributed models of face processing (Haxby et al., 2000; Ishai, 2008). While there has been disagreement over the degree of face-specificity and modularity of regions in the face network (Hanson et al., 2004; Wiggett and Downing, 2008), perhaps the two most reliable nodes across studies are the FG (Puce et al., 1995; Kanwisher et al., 1997; McCarthy et al., 1997) involved in processing identity (Allison et al., 1994; Barton et al., 2002; Rotshtein et al., 2005), and the pSTS (Puce et al., 1995, 1996; Kanwisher et al., 1997), involved in processing eye gaze and emotional expression (Puce et al., 1998; Narumoto et al., 2001; Pelphrey et al., 2004; Winston et al., 2004; Calder et al., 2007; Engell and Haxby, 2007; Furl et al., 2007).

Beyond specifying the functional properties of each individual node in a network, it may be essential to understand their connections in order to fully characterize face processing in the brain (Wiggett and Downing, 2008; Thomas et al., 2009). One study demonstrated that connectivity between the FG and an extended network of brain regions during face processing is modulated by the nature of the face (Fairhall and Ishai, 2007): in particular, the FG became more coupled with the amygdala during processing of

processing. First, the correlated pSTS region in both experiments overlapped with the pSTS region that showed face-selective evoked responses in the independent localizer scans of the same subjects. Second, beyond demonstrating the there exists some FG–pSTS partial correlation, the weaker PHC–pSTS correlation in Experiment 2 suggests that the relationship with the FG is special. Third, despite qualitative differences in the measures obtained from the resting scans (correlations in spontaneous fluctuations from the FG) and the localizer scans (evoked responses to face vs. house images), the pattern of resting connectivity with the FG in the pSTS – but not with the PHC – was predictive of the pattern of face-selectivity from the localizer in the pSTS. These latter results provide especially compelling evidence that the resting FG–pSTS relationship may have functional significance for face processing.

FACE PROCESSING

Faces convey multiple types of information, including: identity, gaze direction, emotional expression, attractiveness, biological motion, and speech. Processing of these distinct features has been mapped onto different brain regions, which have in turn been

FIGURE 5 | Pattern analysis from Experiment 2. Across a population of pSTS voxels, correlations between the strength of face-selectivity from the localizer and the strength of resting connectivity with the peak FG (after partialing out the PHC) and the peak PHC (after partialing out the FG). Voxels that were more face-selective in the localizer were also more correlated with the FG at rest, but there was no such relationship in either direction for the PHC. Moreover, face-selectivity in the localizer (face–scene) predicted face-selectivity in partial resting connectivity (FG–PHC connectivity). Correlations were computed within-subject and converted to z-scores for statistical tests. Error bars reflect standard errors of the mean.
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emotional faces, and more coupled with orbitofrontal cortex during processing of famous faces. Our study – exploring connectivity between the FG and pSTS – helps inform an ongoing debate about the independence/interactivity of these regions (Allison et al., 1999; Duchaine et al., 2003; Andrews and Ewbank, 2004; Calder and Young, 2005; Fairhall and Ishai, 2007; Vuilleumier and Pourtois, 2007; Fox et al., 2008). Because both the FG and pSTS are responsive to visual face stimuli (Puce et al., 1995, 1996; Kanwisher et al., 1997) and these stimulus-locked responses would be correlated, it is difficult to assess functional connectivity during face processing tasks. Our approach of examining functional connectivity at rest, without external face stimuli, is therefore well-suited to establishing the existence of intrinsic FG–pSTS connectivity (see also Zhang et al., 2009). The robust and selective resting connectivity we observed between the FG and pSTS may help explain the sparseness of evidence for a double dissociation between identity and emotion processing in the brain (Calder and Young, 2005).

RESTING NETWORKS

The brain can be divided into several networks of brain regions that exhibit correlations in spontaneous activity during rest (Fox and Raichle, 2007). Networks have been identified for a variety of brain systems, including motor cortex (Biswal et al., 1995), visual cortex (Lowe et al., 1998), and auditory cortex (Cordes et al., 2000), and cognitive processes, including attention (Fox et al., 2006a), executive control (Seeley et al., 2007), language (Hampson et al., 2002), and memory (Vincent et al., 2006), as well as the “default network” of brain regions activated during rest (Greicius et al., 2003). Brain regions within a given network tend to have related functions, and are activated in unison by relevant tasks. In this context, small-scale category-specific networks may exist within a more global visual network. Our study suggests that partial functional connectivity analyses – where variances from other functional control seeds are removed – may prove especially useful for identifying these more specific networks.

This change may in part explain why we observed robust FG–pSTS resting functional connectivity in contrast to Fairhall and Ishai (2007), who report weak effective connectivity between these two regions using dynamic causal modeling (DCM) during tasks. This apparent discrepancy may also result from several other features of their study: First, they did not obtain strong evidence at the group level that a feedforward model of face processing with no direct FG–pSTS interaction provided a better fit than a model in which the FG causally influences the pSTS (supplemental non-parametric analyses were required to support this claim). Second, such model comparisons do not rule out existence of baseline FG–pSTS interactions, but rather suggest that accounting for them leads to a worse overall model fit. Third, this study is susceptible to the limitations of DCM, including that the validity of conclusions from their study depends on the tasks and stimuli that they used (see Friston et al., 2003). For example, interactions between the FG and pSTS may have been more apparent if dynamic stimuli had been used, given the role of the pSTS in processing biological motion and its sensitivity to such stimuli (Pelphrey et al., 2004; Said et al., 2010). Fourth, their study addressed a different question – how connectivity changes across stimulus conditions (see also Rotshtein et al., 2007; Nummenmaa et al., 2010) – while we assessed the existence of stable intrinsic FG–pSTS connectivity that persists at rest. Indeed, such intrinsic connectivity may be stationary across rest and task states, with task-related activity superimposed (Fox et al., 2006b; Fox and Raichle, 2007; Buckner et al., 2009).

Consistent with this idea, significant FG–pSTS resting connectivity was also observed in another recent study (Zhang et al., 2009). Their findings are consistent with ours and provide converging support for the existence of FG–pSTS resting connectivity. However, there were some limitations of their approach for characterizing the specificity and functional significance of this relationship. For example, to assess the specificity of right FG connectivity they used a control region in contralateral left ventral temporal cortex, and thus connectivity with the FG may reflect hemisphere-specific variance in addition to face-specific variance (e.g., hemispheric differences in global vs. local processing; Fink et al., 1996). Perhaps most importantly, they relied exclusively on exploratory whole-brain contrasts. This approach makes it hard to assess whether the pSTS region exhibiting resting connectivity with the FG is related to the pSTS activated by face stimuli. In contrast, we reported several analyses that help link resting FG connectivity to task activation by face stimuli, including: (1) the spatial overlap between pSTS clusters from the voxelwise FG connectivity map and the localizer task, (2) resting connectivity between FG and pSTS ROIs defined from the localizer, and (3) correlations in the distributed patterns of face activation from the localizer and resting connectivity with the FG in the pSTS. These analyses provide novel evidence of face-specific resting connectivity between the FG and pSTS.

While there have been previous attempts to link resting functional connectivity with task-related processing, these efforts have focused primarily on the impact of recent tasks on resting connectivity (Peltier et al., 2005; Waites et al., 2005; Stevens et al., 2010), or on the ability of resting connectivity to predict behavior (Hampson et al., 2006; Fox et al., 2007; cf. Turk-Browne et al., 2006; Leber et al., 2008). The pattern analysis technique introduced in Experiment 2 may provide a new method for assessing the functional significance of intrinsic interactions. This approach could be applied broadly to help constrain relationships between nodes in established networks (e.g., the frontoparietal attention network), and also help to discover networks in the first place. For example, after finding a region activated by a task, one could search for seeds that produce a pattern of resting connectivity in that region predictive of the pattern of task activation. Interactions with such seeds may be important for the function of the initial region.

FUTURE DIRECTIONS

Further work will be needed to fully characterize the nature of the relationship between the FG and pSTS. Resting functional connectivity between the FG and pSTS may signify that these two regions are directly interactive. Alternatively, interactions between the FG and pSTS may be mediated by other regions, such as the inferior occipital gyrus or lateral occipital complex. Causal interpretations such as these are inherently underdetermined by correlations in the BOLD response. However, a recent study using combined microstimulation and fMRI demonstrated that electrical stimulation of a face-selective patch in primate inferior temporal cortex resulted in selective BOLD responses in other non-contiguous face patches in the temporal lobe (Moeller et al., 2008). While the
precise homologies between these patches and human FG/pSTS are unknown, this study nevertheless supports the existence of direct connections between face regions in the temporal lobe. Such connections may be essential for face recognition: individuals with congenital prosopagnosia have disrupted structural connectivity in white matter tracts that run adjacent to the FG into typically face-selective regions of the anterior temporal and frontal lobes (Thomas et al., 2009), accompanied by reduced functional connectivity between the FG and those regions (M. Behrmann, personal communication).

In addition, it is unclear how face perception modulates functional connectivity between the FG and pSTS. If, for example, FG–pSTS interactions help integrate facial identity and expression information, connectivity may change when new individuals or expressions appear in the environment. Such hypotheses may prove difficult to test with resting data, and thus ongoing studies are exploring the dynamics of FG–pSTS functional connectivity during face processing. Finally, while we observed reliable resting connectivity between the FG and pSTS, these regions may differ in terms of stability of their connectivity with other regions. For example, because of its strong selectivity for faces, the FG may exhibit stable connectivity with the same set of face processing regions during both rest and tasks (Zhang et al., 2009), even though the relative strength of these connections may be influenced by stimulus features (Fairhall and Ishai, 2007). In contrast, because the pSTS has been associated with several distinct cognitive processes in addition to face perception—such as biological motion, theory of mind, and multisensory integration—it’s connectivity with other brain regions may be less stable and depend largely on task demands (Hein and Knight, 2008). Future studies could use our approach to identify the components of pSTS connectivity. For example, if resting data were collected along with tasks associated with the full range of pSTS functions, connectivity associated with one function (e.g., theory of mind) could be characterized by partialing out the variance from control regions activated by the other functions (e.g., FG for face processing, MT for biological motion, and auditory cortex for multisensory integration). Nevertheless, our initial evidence suggests that the FG may have a special relationship with the pSTS, at least with respect to other category-specific regions of ventral visual cortex.

CONCLUSIONS

Cognitive neuroscience has recently undergone a revolution with the discovery that the brain can be parcellated into coherent and dynamic functional networks. Similar to our increasingly precise understanding of the functions of individual brain regions, the current results provide initial evidence that the division of the brain into gross sensory, motor, and default networks may underestimate the number and specificity of resting networks. Accordingly, even specific types of information processing—such as face processing—may be reflected in fMRI not only as activation changes in single brain regions, but also in the degree to which these changes are synchronous across regions.
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APPENDIX

FIGURE A1 | Example resting run model from Experiment 1. Resting timeseries were extracted from the localized FG and control seed regions, and entered into a multiple regression model of the same resting run with several nuisance regressors of no interest.

FIGURE A2 | Group confusion matrix from Experiment 1. Crosscorrelation of all regressors from resting run models for each subject (concatenating regressors across runs within subject), converted to z-scores using Fisher’s r-to-z transformation, and evaluated across subjects with one-sample t-tests.
FIGURE A3 | Effect of kernel in Experiment 2. (A) Group analysis of resting correlations with each subject’s peak face-selective FG voxel after removing variance from the peak scene-selective PHC voxel. (B) Group analysis of resting correlations when an 8-mm FWHM Gaussian kernel centered on the peak voxel was used to define the seed and control timeseries.