LENGTH OF \( \varepsilon \)-NEIGHBORHOODS OF ORBITS OF DULAC MAPS
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Abstract. We consider a class of parabolic Dulac germs of hyperbolic polygons. In view of formal or analytic characterization of such a germ \( f \) by fractal properties of several of its orbits, we study the length \( A_f(x_0, \varepsilon) \) of \( \varepsilon \)-neighborhoods of orbits of \( f \) with initial points \( x_0 \). We show that, even if \( f \) is an analytic germ, \( \varepsilon \mapsto A_f(x_0, \varepsilon) \) does not have a full asymptotic expansion in \( \varepsilon \) in a scale of powers and (iterated) logarithms. This result is already stated in [13] for complex analytic germs. This partial asymptotic expansion cannot contain necessary information for analytic classification.

Hence, we introduce a new notion: the continuous time length of the \( \varepsilon \)-neighborhood \( A_c f(x_0, \varepsilon) \). We show that this function has a full asymptotic expansion in \( \varepsilon \) in the power, iterated logarithm scale. Moreover, its asymptotic expansion extends the initial, existent part of the asymptotic expansion of the classical length \( \varepsilon \mapsto A_f(x_0, \varepsilon) \).

Finally, we prove that this initial part of the asymptotic expansion determines the class of formal conjugacy of the Dulac map \( f \).
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1. Introduction

We are interested here in the informal question: can we “see” a diffeomorphism by observing some of its orbits? This work is a continuation of the study of one-dimensional discrete dynamical systems, based on fractal properties of their orbits [8, 12, 13, 17]. Recall that fractal properties of a bounded subset \( U \) of \( \mathbb{R} \) or \( \mathbb{C} \) reflect the asymptotic behavior at 0 of the function \( \varepsilon \mapsto A(U_\varepsilon) \), for \( \varepsilon > 0 \), where \( A(U_\varepsilon) \) denotes the Lebesgue measure of the \( \varepsilon \)-neighborhood of \( U \). In particular, the box dimension of \( U \) (see [5] for a precise definition) gives the growth of \( A(U_\varepsilon) \), when \( \varepsilon \) tends to 0.

Consider a germ \( f \) in one variable with a fixed point \( a \), and a point \( x_0 \) close to \( a \). We denote by \( A_f(x_0, \varepsilon) \) the Lebesgue measure of the \( \varepsilon \)-neighborhood of the orbit of \( x_0 \) (or a directed version of it in the complex case, see [12]). It is proved in [1] that, for a differentiable germ with an attracting fixed point \( a \), the multiplicity of \( a \) is determined by the box dimension of any attracted orbit. This result has been generalized to a class of non-differentiable germs in [8], where the asymptotic
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behavior of \( A_f(x_0, \varepsilon) \) is given explicitly as that of \( g^{-1}(\varepsilon) \), \( g = \text{id} - f \), and related to the multiplicity of \( f \) in a given Chebyshev scale.

In the same spirit, it is proved in \([12]\) that the class of formal conjugacy of a (real or complex) parabolic analytic germ is determined by an initial part of the asymptotic expansion of \( A_f(x_0, \varepsilon) \) in power-log monomials. Describing the class of analytic conjugacy of \( f \) would require not only an initial part, but a full asymptotic expansion of \( A_f(x_0, \varepsilon) \) in power-log monomials. Unfortunately, it is proved in \([12]\) that such a complete expansion does not exist. The reason is that the computation of \( A_f(x_0, \varepsilon) \) needs the determination of an appropriate critical iterate \( f^{n_\varepsilon} \) of \( f \), where \( n_\varepsilon \) is obtained using the integer part function. One goal of the present paper is to correct this flaw by proposing a convenient modification of the definition of \( A_f(x_0, \varepsilon) \). This modification involves, if they exist, the fractional iterates \( f^t \) of \( f \), for \( t \in \mathbb{R} \), instead of the usual integer iterates of \( f \). They are related to an embedding of a germ in a flow. We call the new function thus obtained the continuous time length of \( \varepsilon \)-neighborhoods of orbits of \( f \), and denote it by \( A_{c_f}(x_0, \varepsilon) \). For the germs we consider (analytic germs or Dulac germs), we show that it generalizes the classical, discrete time length \( A_f(x_0, \varepsilon) \) of the \( \varepsilon \)-neighborhood of the orbits of \( f \) in the following sense: for any orbit, the beginning of the asymptotic expansion of \( A_{c_f}(x_0, \varepsilon) \) coincides with the existing beginning of the asymptotic expansion of \( A_f(x_0, \varepsilon) \).

In this paper we work with Dulac germs. By a Dulac germ, we mean an analytic germ on some open interval \((0, d)\), admitting a non-trivial power-log Dulac asymptotic expansion at 0 which can moreover be extended to an analytic and bounded germ on a bigger complex domain containing \((0, d)\) (Definition \([28]\), see e.g. \([7]\) for precise definition. It was shown in \([3, 7]\) that the Poincaré germs of hyperbolic polycycles are Dulac germs.

We restrict moreover to parabolic Dulac maps. It is the most interesting case in the study of the cyclicity of a polycycle. The cyclicity is the maximal number of limit cycles which can appear in a neighborhood of the polycycle in an analytic deformation of the original vector field. For this purpose, we have to study zeros of the displacement map \( \Delta(x) \), that is the Dulac map minus the identity. In the case of a non-parabolic Dulac map, the displacement map is of the form \( \Delta(x) = ax + o(x) \), with \( a \neq 0 \) \([1]\). In the parabolic case the displacement function is flatter, of order higher then linear, so one should expect higher cyclicity. This is indeed a theorem in the case of hyperbolic loops (i.e. polycycles with one vertex): there exist parabolic Dulac maps corresponding to homoclinic loops of arbitrary high cyclicity \([14]\), whereas in the non-parabolic case the cyclicity is one \([1]\). In \([11]\), universal bounds for cyclicity of hyperbolic polycycles of 2, 3 and 4 vertices are given under some generic conditions. They imply that the corresponding Dulac map is non–parabolic. The cyclicity problem, even for polycycles with such low number of vertices in the parabolic case, is widely open.

The results of this paper rely on \([9]\) and \([10]\). In \([9]\), we introduced an algebra \( \mathcal{L} \) of formal power-log transseries which contains the Dulac asymptotic expansions of Dulac germs. Here, this algebra is denoted by \( \hat{\mathcal{L}} \), to distinguish from algebras of germs. In particular, we have proved in \([9]\) that parabolic (tangent to the identity) elements of \( \hat{\mathcal{L}} \) can be embedded into (unique) formal flows, and hence admit formal
fractional iterates. It is standard that the existence of a Fatou coordinate for a germ \( f \), which conjugates \( f \) to the shift \( w \mapsto w + 1 \), is equivalent to the existence of an embedding. In [10], we have explicitly constructed a Fatou coordinate \( \Psi \) of a Dulac germ \( f \) and the formal Fatou coordinate \( \hat{\Psi} \) of its Dulac expansion \( \hat{f} \). We have proved that there exists a unique Fatou coordinate of Dulac germ \( f \) which admits asymptotic expansion in the class \( \hat{\mathcal{L}} \) of transseries in power-iterated log monomials of finite depth in iterated logarithms. Moreover, we have proved that this expansion is equal, up to a constant, to the unique formal Fatou coordinate \( \hat{\Psi} \) of \( \hat{f} \).

Given a parabolic element \( \hat{f} \in \hat{\mathcal{L}} \), we define in Section 2 a formal continuous time length of \( \varepsilon \)-neighborhoods of orbits, denoted by \( \hat{A}_f^c(\varepsilon) \). Similarly, given a germ \( f \) which embeds in a flow and an initial point \( x_0 \), we define the continuous time length of \( \varepsilon \)-neighborhood of orbit of \( x_0 \), denoted by \( A_f^c(\varepsilon, x_0) \). Both notions rely on embeddings. Here we prove three main results:

1. **Theorem A.** In Theorem A, we show that, for a parabolic transseries \( \hat{f} \in \hat{\mathcal{L}} \), the formal continuous time length \( A_f^c(\varepsilon) \) is a transseries with a well-ordered support made of monomials of the type:

\[
x^\alpha \left( \frac{1}{-\log x} \right)^{\gamma_1} \left( \frac{1}{\log(-\log x)} \right)^{\gamma_2}, \quad \alpha \geq 0, \; \gamma_1, \gamma_2 \in \mathbb{R}.
\]

In particular, it belongs to \( \hat{\mathcal{L}} \).

2. **Theorem B.** Embedding of a parabolic Dulac germ \( f \) in the flow \( \{f^t\} \) corresponding to the Fatou coordinate constructed in the Theorem in [10] allows to define the function of the continuous time length of \( \varepsilon \)-neighborhood of orbit of \( x_0, \varepsilon \mapsto A_f^c(x_0, \varepsilon) \). In Theorem B, we show that the function \( \varepsilon \mapsto A_f^c(x_0, \varepsilon) \) admits a particular type of (trans)asymptotic expansion in \( \hat{\mathcal{L}} \), which is equal, up to a term \( C\varepsilon, \; C \in \mathbb{R} \), to the formal length \( \hat{A}_f^c(\varepsilon) \) for the Dulac expansion \( \hat{f} \). Moreover, the expansions of \( A_f(x_0, \varepsilon) \) and \( A_f^c(x_0, \varepsilon) \) are equal up to the order \( O(\varepsilon) \). Thus, the expansion of \( A_f^c(x_0, \varepsilon) \) continues the power-log expansion of \( A_f(x_0, \varepsilon) \) after it ceases to exist. In this sense, this paper extends the result from [8] for Dulac maps, which gives only the leading term in the asymptotic expansion of \( A_f(x_0, \varepsilon) \) to be equal to the leading term of \( g^{-1}(\varepsilon), \varepsilon \to 0 \), where \( g = \text{id} - f \).

3. **Theorem C.** In Theorem C we show that for a parabolic Dulac germ \( f \) the initial (existent) part of the (trans)asymptotic expansion of \( A_f(x_0, \varepsilon) \) determines the class of formal conjugacy of \( f \). This generalizes the result from [12] for parabolic analytic germs.

Having ensured the existence of a complete (trans)asymptotic expansion for the function \( \varepsilon \mapsto A_f^c(x_0, \varepsilon) \), we plan in the future to define Ecalle-Voronin-like moduli for analytic classification of parabolic Dulac germs and show that they can be read by comparison of sectorial functions \( A_f^c(x_0, \varepsilon) \). Note that such new classification moduli would be defined in the \( \varepsilon \)-plane and not in the phase \( x \)-plane.

**Organization of the paper.** In Section 2 we introduce the notion of the continuous time length \( A_f^c(x_0, \varepsilon) \) of \( \varepsilon \)-neighborhoods of orbits for a germ, and of its formal analogue for power-log transseries. We also recall the notion of Fatou coordinate for a germ \( f \), which essentially conjugates \( f \) to the translation by 1. It allows to give an explicit formula for the continuous time length \( A_f^c(x_0, \varepsilon) \) for a germ \( f \) which
embeds as the time-one map of a flow \( \{ f^t \} \). Note that having an equality is much more convenient than having to work with inequalities, as is the case for computing \( A_f(x_0, \varepsilon) \) in e.g. [8] or [12]. The price to pay is searching for the Fatou coordinate, which is for Dulac maps done in [10]. We also state Theorems A, B and C.

In Section 3 we recall the notion of sectional asymptotic expansions. The term was introduced in [10], and was necessary to uniquely define the asymptotic expansion of a germ in the class of transseries \( \mathcal{E} \). The expansion was dependent on the choice of the so-called section function, which assigns a unique germ to an asymptotic (trans)series. In short, the germs chosen are dictated by the solution of the Abel equation. In [10], a special type of integral section function was introduced to be adapted to such equation. Here, the integral section function is generalized to be adapted to the continuous length of the \( \varepsilon \)-neighborhoods of orbits as well.

In Section 4 we compute formal continuous lengths of \( \varepsilon \)-neighborhoods of orbits in some simple cases: for a simple Dulac germ and for regular germs. For regular germs, as already mentioned, this formal length is a continuation of the power-log asymptotic expansion of \( A_f(x_0, \varepsilon) \) which by [13] does not exist after \( O(\varepsilon) \), as \( \varepsilon \to 0 \). We also demonstrate that in the Dulac case the formal length is indeed transfinite.

In Section 5 we describe the formal inverse of a Dulac series and show that it is equal to the (trans)asymptotic expansion of the inverse of a Dulac germ. It is worth noticing that we do not impose here to the Dulac series or germ to be parabolic. It obviously makes the computations more involved, but this generality is required by the definition of the continuous time lengths \( A_f^c(\varepsilon) \) and \( A_f(\varepsilon, x_0) \). Although the proof that the inverse of a transseries is also a transseries is given in full generality in [2], we need in our framework an explicit description of the monomials. This does not follow easily from [2].

In Section 6 we prove Theorem A and in Section 7 we prove Theorems B and C, using the results from [10] about the Fatou coordinate and from Section 5 about the inverse. Finally, Section 9 is dedicated to technical proofs and definitions.

2. Continuous time length of \( \varepsilon \)-neighborhoods of orbits and main results

2.1. The continuous time length of \( \varepsilon \)-neighborhoods of orbits of germs. Suppose that a germ \( f \) is analytic on \((0, d)\), \( d > 0 \), has zero as a fixed point and that the function \( \text{id} - f \) is increasing and strictly positive. Let \( x_0 \) belong to the basin of attraction of \( 0 \), so that the orbit \( \mathcal{O}^f(x_0) = \{ f^n(x_0) : n \in \mathbb{N}_0 \} \) tends to zero. Recall that the function

\[
\varepsilon \mapsto A_f(x_0, \varepsilon)
\]

denotes the 1-dimensional Lebesgue measure of the \( \varepsilon \)-neighborhood of the orbit. By [10], \( A_f(x_0, \varepsilon) \) is calculated by decomposing the \( \varepsilon \)-neighborhood of \( \mathcal{O}^f(x_0) \) in two parts: the nucleus \( N(x_0, \varepsilon) \), and the tail \( T(x_0, \varepsilon) \). The nucleus is the overlapping part of the \( \varepsilon \)-neighborhood, and the tail is the union of the disjoint intervals of length \( 2\varepsilon \). They are determined in function of the discrete critical time \( n_\varepsilon(x_0) \), which is described by the condition:

\[
\begin{align*}
\{ f^{n_\varepsilon(x_0)}(x_0) - f^{n_\varepsilon(x_0)+1}(x_0) \leq 2\varepsilon, \\
f^{n_\varepsilon(x_0)-1}(x_0) - f^{n_\varepsilon(x_0)}(x_0) > 2\varepsilon.
\end{align*}
\]
Then
\begin{equation}
A_f(x_0, \varepsilon) = |N(x_0, \varepsilon)| + |T(x_0, \varepsilon)| = (f^{n_\varepsilon(x_0)}(x_0) + 2\varepsilon) + n_\varepsilon(x_0) \cdot 2\varepsilon.
\end{equation}

The function $\varepsilon \mapsto A_f(x_0, \varepsilon)$ describes the density of the orbit $O_f(x_0)$ of $x_0$.

Now suppose additionally that $f$ can be embedded as the time-one map in a flow \{\text{\it f}^t\}, $\text{\it f}^t$ analytic on $(0,d)$, of class $C^1$ in $t \in \mathbb{R}$. An embedding in a flow allows us to define the continuous critical time with respect to the flow \{\text{\it f}^t\}, denoted by $\tau_\varepsilon(x_0)$, in analogy to (2.1) in the discrete case. Furthermore, in analogy to (2.2), we define the continuous time length of the $\varepsilon$-neighborhood of orbit $O_f(x_0)$ with respect to the flow \{\text{\it f}^t\}, $A_f^\varepsilon(\varepsilon, x_0)$ (see Definition 2.1). As will be shown in Proposition 2.3 it turns out that the discrete critical time $n_\varepsilon(x_0)$ in the standard definition (2.2) is the ceiling function of the continuous critical time $\tau_\varepsilon(x_0)$ (the smallest integer bigger than or equal to $\tau_\varepsilon(x_0)$).

**Definition 2.1** (The continuous time length of $\varepsilon$-neighborhoods of orbits). Assume that $f$ embeds as the time-one map in a flow \{\text{\it f}^t\}; $\text{\it f}^t$ analytic on $(0,d)$. The continuous time length of the $\varepsilon$-neighborhood of orbit $O_f(x_0)$ with respect to the flow \{\text{\it f}^t\} is defined as:

\begin{equation}
A_f^\varepsilon(x_0, \varepsilon) = (f^{\tau_\varepsilon(x_0)}(x_0) + 2\varepsilon) + \tau_\varepsilon(x_0) \cdot 2\varepsilon.
\end{equation}

Here, $\tau_\varepsilon(x_0)$ is the continuous critical time for the $\varepsilon$-neighborhood of the orbit $O_f(x_0)$, defined by the equation:

\begin{equation}f^{\tau_\varepsilon(x_0)}(x_0) - f^{\tau_\varepsilon(x_0)+1}(x_0) = 2\varepsilon.
\end{equation}

We have shown in \cite{10} Section 4 that the embedding in a flow is closely related to the existence of a Fatou coordinate for $f$, which translates $f$ to a shift by 1 and which is defined as follows:

**Definition 2.2** (Fatou coordinate).

1. Let $f$ be an analytic germ on $(0,d)$, $d > 0$. We say that a strictly monotone analytic germ $\Psi$ on $(0,d)$ is a Fatou coordinate for $f$ if

\begin{equation}\Psi(f(x)) - \Psi(x) = 1, \quad x \in (0,d), \quad d > 0.
\end{equation}

2. Let $\hat{f} \in \mathcal{L}$ be parabolic. We say that $\hat{\Psi} \in \mathcal{L}$ is a formal Fatou coordinate for $\hat{f}$ if the following equation is satisfied formally in $\mathcal{L}$:

\[\hat{\Psi}(\hat{f}) - \hat{\Psi} = 1.\]

**Proposition 2.3** (Reformulation of definition (2.3) of $A_f^\varepsilon(x_0, \varepsilon)$). Assume that the germ $f$ embeds as the time-one map in a $C^1$-flow \{\text{\it f}^t\}; $\text{\it f}^t$ analytic on $(0,d)$. Let the germ $\xi := \frac{\partial}{\partial t} |_{t=0} \text{\it f}^t$ be non-oscillatory (no accumulation of zero points at 0). Let $g = \text{id} - f$. Then

\begin{equation}A_f^\varepsilon(x_0, \varepsilon) = (g^{-1}(2\varepsilon) + 2\varepsilon) + 2\varepsilon \cdot [\Psi(g^{-1}(2\varepsilon)) - \Psi(x_0)].
\end{equation}

We have proven in \cite{10} Proposition 4.4 that the embedding of $f$ as the time-one map of an analytic $C^1$-flow with non-oscillatory $\xi$ implies the existence of an analytic Fatou coordinate for $f$. Therefore $\Psi$ in (2.6) exists by the assumptions of Proposition 2.3. The monotonicity of $\Psi$ is equivalent to the non-oscillarity at 0 of the vector field $\xi$ for the flow \{\text{\it f}^t\} (see the proof of Proposition 4.4 in \cite{10}).
Putting this into definition (2.3), we get the desired formul\(a\).

The equation (2.3) for the Fatou coordinate now gives:
\[
\tau_{\varepsilon}(x_0) = \Psi(f^{\tau_{\varepsilon}(x_0)}(x_0)) - \Psi(x_0) = \Psi(g^{-1}(2\varepsilon)) - \Psi(x_0).
\]

Putting this into definition (2.4), we get the desired formula. \(\square\)

**Proposition 2.4.** Let \(f\) and \(O^f(x_0)\) be as above. Let \(\{f^n\}\) and \(\Psi\) be as in Proposition 2.3 Then:

\[
n_{\varepsilon}(x_0) = |\tau_{\varepsilon}(x_0)|, \quad \varepsilon > 0.
\]

Here, we denote by \([a] := \min\{k \in \mathbb{Z} : a \leq k\}, a \in \mathbb{R}\).

**Proof.** Let \(g = \text{id}\). The relations (2.4) and (2.3) which define \(n_{\varepsilon}, \tau_{\varepsilon}\) give:

\[
g(f^{n_{\varepsilon}(x_0)}(x_0)) \leq 2\varepsilon, \quad g(f^{\tau_{\varepsilon}(x_0)}(x_0)) = 2\varepsilon, \quad g(f^{n_{\varepsilon}(x_0)-1}(x_0)) > 2\varepsilon.
\]

Since \(g\) is a strictly increasing germ (since \(f\) is such), we get that

\[
f^{n_{\varepsilon}(x_0)}(x_0) \leq f^{\tau_{\varepsilon}(x_0)}(x_0) < f^{n_{\varepsilon}(x_0)-1}(x_0).
\]

By monotonicity of \(\Psi\), we get:

\[
n_{\varepsilon}(x_0) \geq \tau_{\varepsilon}(x_0) > n_{\varepsilon}(x_0) - 1,
\]

which proves the result. \(\square\)

**Remark 2.5.** It is proven in [10, Theorem A] that a parabolic Dulac germ \(f\) embeds as the time one map in a unique flow which admits a sectional asymptotic expansion in \(\mathbb{C}\). For Dulac germs, this very flow is used in the definition of \(A^f_{\varepsilon}(\varepsilon, x_0)\) without explicit reference.

### 2.2. The formal continuous time length of \(\varepsilon\)-neighborhoods of orbits.

We define here an analogue of the continuous time length of \(\varepsilon\)-neighborhoods of orbits in the formal setting.

We recall the necessary classes of transseries already introduced in [10]. We put \(\ell_0 := x, \ell_1 := \ell := \frac{1}{\log z}\), and define inductively \(\ell_{j+1} = \ell \circ \ell_j, j \in \mathbb{N}\), as symbols for iterated logarithms.

**Definition 2.6** (The classes \(\hat{\mathcal{L}}_j^\infty\) and \(\hat{\mathcal{L}}\)). Denote by \(\hat{\mathcal{L}}_j^\infty, j \in \mathbb{N}_0\), the set of all transseries of the type:

\[
\hat{f}(x) = \sum_{i_0=0}^{\infty} \sum_{i_1=0}^{\infty} \cdots \sum_{i_j=0}^{\infty} a_{i_0 \ldots i_j} x^{\alpha_{i_0} \ell^{\alpha_{i_0+1}} \cdots \ell^{\alpha_{i_0+ \ldots + j}}}, \quad a_{i_0 \ldots i_j} \in \mathbb{R}, \quad x > 0,
\]

where \((\alpha_{i_0 \ldots i_k})_{i_k \in \mathbb{N}}\) is a strictly increasing sequence of real numbers tending to \(+\infty\), for every \(k = 0, \ldots, j\). If moreover \(a_0 > 0\) (the infinitesimal cases), we denote the class by \(\hat{\mathcal{L}}_j\). The subset of \(\hat{\mathcal{L}}_{\varepsilon, \text{resp. } \mathcal{L}}\) of transseries with only integer powers of \(\ell\) will be denoted by \(\hat{\mathcal{L}}_{j, \varepsilon, \text{resp. } \mathcal{L}}\).

Put

\[
\hat{\mathcal{L}} := \bigcup_{j \in \mathbb{N}_0} \hat{\mathcal{L}}_j^\infty
\]

for the class of all power-iterated logarithm transseries of finite depth in iterated logarithms.
The classes $\hat{\mathcal{L}}_j$, $j \in \mathbb{N}_0$, are the sub-classes of power-iterated logarithm transseries, whose support is any well-ordered subset of $\mathbb{R}^{j+1}$ (for the lexicographic order). We restrict only to the subclass with strictly increasing exponents. For Dulac germs and their expansions this condition is satisfied.

Notice that $x = \varepsilon_0$. The classes $\hat{\mathcal{L}}_0$ or $\hat{\mathcal{L}}^\infty_j$ are made of formal power series:

$$\hat{f}(x) = \sum_{i \in \mathbb{N}} a_i x^{\alpha_i}, \quad a_i \in \mathbb{R}, \quad x > 0,$$

such that $(\alpha_i)$ is a strictly increasing real sequence tending to $+\infty$.

For $\hat{f} \in \hat{\mathcal{L}}^\infty_\mathcal{L}$, we denote by $\text{Lt}(\hat{f})$ its leading term $a_{\gamma_0, \gamma_1, \ldots, \gamma_j} x^{\gamma_0} \ell_1^1 \ell_2^2 \cdots \ell_j^j$. The tuple $(\gamma_0, \gamma_1, \ldots, \gamma_j)$ is called the order of $\hat{f}$, and is denoted by $\text{ord}(\hat{f}) = (\gamma_0, \gamma_1, \ldots, \gamma_j)$. The transseries $\hat{f} \in \hat{\mathcal{L}}_j$, $j \in \mathbb{N}_0$, is called parabolic if $\text{ord}(\hat{f}) = (1, 0, \ldots, 0)$.

Let $\hat{f} \in \hat{\mathcal{L}}$ be parabolic. Unlike a germ, a transseries does not have orbits. Indeed, evaluating a transseries $\hat{f}$ at a point different from zero is senseless. Therefore, Definition 2.1 of the continuous time length of $\varepsilon$-neighborhoods of orbits cannot be directly transported to the formal setting. Fortunately, we can use the equivalent definition (2.0) from Proposition 2.3. Note that all the functions used in (2.0) have their direct formal analogues. The formal definition is independent of the orbit.

Moreover, we have shown in [9] and we recall in [10] that any parabolic transseries $\hat{f} \in \hat{\mathcal{L}}$ can be embedded in a unique $C^1$-flow $\{\hat{f}^t\}_{t \in \mathbb{R}}$ of elements of $\hat{\mathcal{L}}$. That is, its formal Fatou coordinate $\hat{\Psi}$ in $\hat{\mathcal{L}}^\infty$, as defined in Definition 2.1, is unique in $\hat{\mathcal{L}}$ (up to an additive constant) (see [10] Proposition 4.4). Therefore, unlike for germs, the definition of the empirical continuous time length in the formal setting is unambiguous (it does not depend on the chosen flow).

Definition 2.7 (The formal continuous time length of $\varepsilon$-neighborhoods of orbits). Let $\hat{f} \in \hat{\mathcal{L}}$ be parabolic. Let $\hat{g} = \text{id} - \hat{f}$. We define the formal continuous time length of $\varepsilon$-neighborhoods of orbits of $\hat{f}$ by:

$$\hat{\Lambda}_f^\varepsilon(\varepsilon) = \hat{g}^{-1}(2\varepsilon) + 2\varepsilon \cdot \hat{\Psi}(\hat{g}^{-1}(2\varepsilon)).$$

Note that $\hat{\Lambda}_f^\varepsilon(\varepsilon)$ defined by (2.7) is unique up to a term $K \cdot \varepsilon$, $K \in \mathbb{R}$, due to the fact that the formal Fatou coordinate $\hat{\Psi}$ is unique up to an additive constant.

Theorem A. Let $\hat{f} \in \hat{\mathcal{L}}$ be parabolic. Then the formal continuous time length of $\varepsilon$-neighborhoods of orbits $\hat{\Lambda}_f^\varepsilon(\varepsilon)$ belongs to $\hat{\mathcal{L}}_2$.

We prove that the formal Fatou coordinate $\hat{\Psi}$ and the formal inverse $\hat{g}^{-1}$ exist in $\hat{\mathcal{L}}$, and that $\hat{\Lambda}_f^\varepsilon(\varepsilon)$ defined by (2.7) belongs to $\hat{\mathcal{L}}_2$. The proof of Theorem A and a precise form of transseries $\hat{\Lambda}_f^\varepsilon(\varepsilon)$ is given in Section 6.

In particular, it will be proved that, if the leading term of $\hat{g}$ does not involve a logarithm, then there exists at most one term of $\hat{\Lambda}_f^\varepsilon(\varepsilon)$ which contains a “double logarithm”.
2.3. **Theorem B.** By \( \mathcal{G} \) we denote the set of all one-dimensional germs defined on some positive open neighborhood of the origin. Furthermore, by \( \mathcal{G}_{AN} \subset \mathcal{G} \) we denote the set of all germs which are moreover analytic on some positive open neighborhood of the origin.

**Definition 2.8** (Dulac germs, definition from [9]).
1. We say that \( \hat{f} \in \hat{\mathcal{L}} \) is a Dulac series (\[3\], \[6\], \[15\]) if it is of the form:
\[
\hat{f} = \sum_{i=1}^{\infty} P_i(\ell)x^{\alpha_i},
\]
where \( P_i \) is a sequence of polynomials and \((\alpha_i)_i, \alpha_i > 0\), is a strictly increasing sequence, finite or finitely generated tending to \(+\infty\).
2. We say that \( f \in \mathcal{G}_{AN} \) is a Dulac germ if:
- there exists a sequence of polynomials and a strictly increasing, finitely generated sequence \((\alpha_i)_i\) tending to \(+\infty\) or finite, such that
\[
f - \sum_{i=1}^{n} P_i(\ell)x^{\alpha_i} = o(x^{\alpha_n}), \quad n \in \mathbb{N},
\]
- \( f \) is quasi-analytic: it can be extended to an analytic, bounded function to a standard quadratic domain in \( \mathbb{C} \), as precisely defined by Ilyashenko, see \[9\], \[15\].

If moreover \( P_1 \equiv 1, \alpha_1 = 1 \), and at least one of the polynomials \( P_i, i > 1 \), is not zero, then \( f \) is called a parabolic Dulac germ.

Note that the germs of first return maps of hyperbolic polycycles of planar analytic vector fields are Dulac germs in the sense of Definition 2.8, see e.g. \[3\], \[6\].

Let \( f \in \mathcal{G}_{AN} \) be a parabolic Dulac germ and let \( \mathcal{O}^f(x_0) \) be an orbit of \( f \) accumulating at \( 0 \). Let \( \hat{f} \in \hat{\mathcal{L}} \) be its Dulac expansion.

Theorem B is twofold. On one hand, it expresses an equality, up to a certain order, between the classical (discrete time) length of the \( \varepsilon \)-neighborhood of the orbit \( \mathcal{O}^f(x_0) \) and its continuous time length as defined in Definition 2.1. On the other hand, it states that the continuous time length of the \( \varepsilon \)-neighborhood of the orbit \( \mathcal{O}^f(x_0) \) admits the unique (trans)asymptotic expansion of a particular type in \( \hat{\mathcal{L}} \) (what we call the sectional asymptotic expansion with respect to integral sections, see \[10\] Section 3 and Section 3 here). Moreover, this expansion is equal to the formal continuous time length of \( \varepsilon \)-neighborhoods of orbits for \( \hat{f} \), up to a term \( \varepsilon K \), where \( K \) is an arbitrary constant.

Let us explain shortly the importance of Theorem B. It was shown in \[13\] that, for analytic parabolic germs, the classical length of the \( \varepsilon \)-neighborhood of an orbit \( \varepsilon \mapsto A_f(x_0, \varepsilon) \) does not have a complete asymptotic expansion in any scale of continuous functions, as \( \varepsilon \to 0 \). Moreover, the germ \( \varepsilon \mapsto A_f(x_0, \varepsilon) \) does not belong to \( \mathcal{G}_{AN} \) (there is an accumulation of singularities at \( \varepsilon = 0 \)). The continuous time length of the \( \varepsilon \)-neighborhood of an orbit \( \varepsilon \mapsto A_f^c(x_0, \varepsilon) \) is an analytic generalization of the standard length and belongs to \( \mathcal{G}_{AN} \). Theorem B shows that, for parabolic Dulac germs, its asymptotic expansion as \( \varepsilon \to 0 \) gives a continuation of the asymptotic
expansion of the classical length from the moment where the former expansion ceases to exist.

For a Dulac germ \( f \in \mathcal{G}_{AN} \), we consider a function \( \varepsilon \mapsto A_f^\varepsilon(x_0, \varepsilon) \in \mathcal{G}_{AN} \) defined in \([2,0]\). We have shown in the Theorem in \([10]\) that such a Fatou coordinate exists and is unique up to an additive constant. Consequently, \( \varepsilon \mapsto A_f^\varepsilon(x_0, \varepsilon) \) is unique up to an additive term \( \varepsilon \cdot K, K \in \mathbb{R} \).

We have noticed in \([10, \text{Section 3}]\) that the (trans)asymptotic expansion in \( \hat{L} \) is not uniquely defined. This is due to the non-unique summability of asymptotic series at limit ordinal steps, due to the fact that \( x = e^{-\frac{1}{\varepsilon}}, \ell = e^{-\frac{1}{\varepsilon^2}} \) etc, see the example in \([10, \text{Section 3}]\) for better explanation. To ensure uniqueness of the asymptotic expansion of the Fatou coordinate in \( \hat{L} \), we have introduced in \([10]\) the notion of sectional asymptotic expansions with respect to an integral section. The idea was to define a section function which prescribes a unique choice of the sum at limit ordinal steps, dictated by the Abel equation for the Fatou coordinate. In Section \([3]\) of this paper, we will extend the integral section function to a wider class of transseries in \( \hat{L} \) which include also \( \hat{A}_f^\varepsilon(\varepsilon) \).

**Theorem B.** Let \( f \in \mathcal{G}_{AN} \), \( f(x) = x - ax^a \ell^{m} + o(x^a \ell^{m}), a > 0, \alpha > 1, m \in \mathbb{N}_0 \), be a parabolic Dulac germ. Let \( \hat{f} \in \hat{L} \) be its Dulac expansion. Let \( O^\varepsilon(x_0) \) be any orbit of \( f \). Let \( \varepsilon \mapsto A_f(x_0, \varepsilon) \), \( \varepsilon \mapsto A_f^\varepsilon(x_0, \varepsilon) \) and \( \hat{A}_f^\varepsilon(\varepsilon) \) be defined as above. Then:

(i) \( A_f^\varepsilon(\varepsilon) \in \hat{L}_2 \).

(ii) The sectional asymptotic expansion of \( A_f^\varepsilon(x_0, \varepsilon) \) with respect to integral sections is unique in \( \hat{L} \) up to a term \( \varepsilon K, K \in \mathbb{R} \). Different choices of integral sections correspond to different constants \( K \) in the expansion. Moreover, up to \( \varepsilon K \), the expansion is equal to \( \hat{A}_f^\varepsilon(\varepsilon) \).

(iii) \( A_f^\varepsilon(x_0, \varepsilon) - A_f(x_0, \varepsilon) = \varepsilon^{2 - \frac{1}{\alpha}} \ell^{m} h(\varepsilon), \) where \( h(\varepsilon) = O(1), \varepsilon \to 0, \) is a high-amplitude oscillatory\(^1\) function at 0 which does not admit a power-log asymptotic behavior.

Note that, since \( \alpha > 1 \) (\( f \) is Dulac), \( 2 - \frac{1}{\alpha} > 1 \). Therefore, the two lengths still coincide at the order \( \varepsilon^1 \) in \( \varepsilon \).

A direct consequence of Theorem B (iii) is the following statement, which motivates the introduction of the continuous time length of the \( \varepsilon \)-neighborhood of orbits of Dulac maps, as a natural generalization of the standard length \( \varepsilon \mapsto A_f(x_0, \varepsilon) \).

**Corollary 2.9.** The formal continuous length of \( \varepsilon \)-neighborhoods of orbits \( \hat{A}_f^\varepsilon(\varepsilon) \) is a continuation of the asymptotic expansion of \( \varepsilon \mapsto A_f(x_0, \varepsilon) \) after its remainder term \( \varepsilon^{2 - \frac{1}{\alpha}} \ell^{m} r(\varepsilon), r(\varepsilon) = O(1) \), high-amplitude oscillatory, which does not admit a power-log asymptotic behavior. That is, after the point where an asymptotic expansion of \( \varepsilon \mapsto A_f(x_0, \varepsilon) \) in a power-logarithm scale ceases to exist.

The statement follows directly from Theorem B (iii) and (i), since \( \varepsilon \mapsto A_f(x_0, \varepsilon) \) admits a complete power-log asymptotic expansion, \( \hat{A}_f^\varepsilon(\varepsilon) \in \hat{L}_2 \).

---

\(^1\) \( \varepsilon \mapsto h(\varepsilon) \) high-amplitude oscillatory at 0 means that there exist two sequences \( \varepsilon_n^1 \to 0 \) and \( \varepsilon_n^2 \to 0 \) with strongly separated values of \( h(\varepsilon) \). That is, if there exist \( A, B \in \mathbb{R}, A < B, \) such that \( h(\varepsilon_n^1) < A < B < h(\varepsilon_n^2), n \in \mathbb{N} \).
Theorem B (i), (ii) can be resumed in the following commutative diagram (Figure 2.3). In the diagram, \( \Psi \in \mathcal{G}_{AN} \) denotes the Fatou coordinate of the Dulac germ \( f \) and \( \hat{\Psi} \) the formal Fatou coordinate of its Dulac expansion \( \hat{f} \). Recall from [10] that the (unique up to an additive constant) sectional asymptotic expansion in \( \hat{L} \) of \( \Psi \) with respect to any integral section is equal to the formal Fatou coordinate \( \hat{\Psi} \).

![Figure 2.1. The commutative diagram for a Dulac germ \( f \in \mathcal{G}_{AN} \).](image)

2.4. Theorem C. Theorem C expresses the formal class of a Dulac germ \( f \in \mathcal{G}_{AN} \) from the initial (i.e. existent) part of the sectional asymptotic expansion of the length of the \( \varepsilon \)-neighborhood \( A_f(x_0, \varepsilon) \) of one of its orbits. This is a generalization of the result from [12] for regular parabolic germs belonging to \( \mathbb{R}\{x\} \).

The proof of Theorem C is given in Section 8. It relies on Theorem B, which allows to work with the initial part of the expansion of the continuous time length \( \varepsilon \mapsto A_f(x_0, \varepsilon) \) instead of the initial part of the discrete time length \( \varepsilon \mapsto A_f(x_0, \varepsilon) \). The terms are given by the beginning of the formal continuous length of the \( \varepsilon \)-neighborhoods of orbits, \( \hat{A}_f(\varepsilon) \). The expression of the terms in the continuous time length is in terms of the Fatou coordinate and the inverse, which can be explicitly determined. Working with inequalities in the definition of the discrete time length to estimate its initial terms would be much more cumbersome.

It was proved in [9, Theorem A] that a formal normal form in \( \hat{L} \) for a (normalized) parabolic Dulac germ \( f \in \mathcal{G}_{AN} \) of the form

\[
(2.8) \quad f(x) = x - x^\alpha \ell^m + o(x^\alpha \ell^m), \quad \alpha > 1, \ m \in \mathbb{N}_0^- \quad \text{and} \quad a \in \mathbb{R},
\]

is given by

\[
f_0(x) = x - x^\alpha \ell^m + \rho x^{2\alpha - 1} \ell^{2m+1}, \quad \rho \in \mathbb{R}.
\]

The formal invariants are \((\alpha, m, \rho)\). Note that, since \( f \) is Dulac, necessarily \( m \in \mathbb{N}_0^- \) and \( \alpha > 1 \).

Theorem C (Formal normal form of a Dulac germ from fractal properties of orbits). Let \( f(x) = x - x^\alpha \ell^m + o(x^\alpha \ell^m), \ \alpha > 1, \ m \in \mathbb{N}_0^- \), be a parabolic Dulac germ. Let \( s \) be an integral section. The formal invariants \((\alpha, m, \rho)\) can be expressed from finitely many terms from the initial (existent) part of the sectional asymptotic expansion with respect to \( s \) of the length of the \( \varepsilon \)-neighborhood of one of its orbits,
The formal invariant \( \rho \) is a polynomial function in the coefficients of the monomials \( \varepsilon^1 \ell^r \ell^s, r, s \in \mathbb{Z} \) and \( (r, s) \prec (0, 0) \), in the expansion of \( \varepsilon \mapsto A_f(x_0, \varepsilon/2) \). The coefficients of the polynomial are explicit universal functions of \( \alpha, m, r, s \) and depend on the germ \( f \) only through \( \alpha \) and \( m \).

Note that, by Theorem B (iii), the order at which the power-log asymptotic expansion of \( \varepsilon \mapsto A_f(x_0, \varepsilon) \) ceases to exist is \( \mathcal{O}(\varepsilon^{1+\delta}) \) for some \( \delta > 0 \). Therefore, the power-logarithm terms with power of \( \varepsilon \) equal to \( \varepsilon^1 \), which are needed for reading the formal invariant \( \rho \), are still contained in the existent initial part of the expansion. Since \( (r, s) \prec (0, 0) \), their orders are even strictly lower than \( \varepsilon \). The last monomial whose coefficient is used to read \( \rho \) is \( \varepsilon \ell_2^{-1} \), for which \( (r, s) = (0, -1) \).

Note also that in Theorem C, we do not use the coefficient of the monomial \( \varepsilon \) in the expansion of \( \varepsilon \mapsto A_f(x_0, \varepsilon) \) for expressing the formal invariant \( \rho \) (since \( (r, s) \prec (0, 0) \) and \( r = s = 0 \) is not used). This is important since, by Theorem B (i), this coefficient is not unique in the expansion.

In the special case when the leading term of \( g = \text{id} - f \) does not contain a logarithm in the leading term, Theorem C significantly simplifies and the formal invariants are read from just two terms in the asymptotic expansion of \( \varepsilon \mapsto A_f(x_0, \varepsilon) \):

Corollary 2.10 (Theorem C in the special case \( m = 0 \)). Let \( f = x - ax^n + o(x^n), a > 1 \), be a parabolic Dulac germ. Let \( s \) be an integral section. The formal invariants \( (\alpha, \rho) \) of \( f \) can be expressed by two terms in the initial part of the asymptotic expansion of \( \varepsilon \mapsto A_f(x_0, \varepsilon/2) \) of any orbit. More precisely, \( \alpha \) is recovered from the exponent of the leading term \( \varepsilon z^{1/\alpha} \), \( c \in \mathbb{R} \), and \( \rho \) is the coefficient of the monomial \( \varepsilon \ell_2^{-1} \) in the expansion. Additionally, this is the only monomial in the expansion containing the double logarithm.

The proof of Theorem C and of Corollary 2.10 is given in Section 8.

Remark 2.11 (The subclass of analytic germs). In the regular case of parabolic analytic germs we can consider different formal normal forms, depending on the class in which we allow formal changes of variables. Let \( f(x) = x - x^{k+1} + o(x^{k+1}) \) be analytic. Its standard formal normal form with respect to formal Taylor series changes of variables is \( f_0(x) = x - x^{k+1} + \rho x^{2k+1} \), with formal invariants \( (k, \rho) \). Its formal normal form with respect to power-log formal changes of variables belonging to \( \mathcal{L} \) is by [9] Theorem A, Example 6.3 \( f_0(x) = x - x^{k+1} + 0 \cdot x^{2k+2} \ell, \) with the formal invariants \( (k, \bar{\rho}) = 0 \). On the other hand, the formal Fatou coordinate \( \Psi \) of \( f \) is unique (up to \( K \varepsilon, K \in \mathbb{R} \)) in the class \( \mathcal{L} \) (see [10] Theorem 1), as is consequently also the series \( \hat{A}_f \). The series \( \hat{A}_f \) for analytic germs is computed in Example 3. It is an universal object that does not depend on the chosen class for the change of variables. We can read both formal classes from appropriate terms in this series:

(i) We read the formal invariants \( (k, \rho) \) with respect to formal Taylor series changes of variables in the exponent of the leading term and in the coefficient of
the residual term \( \varepsilon \ell^{-1} \) of \( \hat{A}_f^c \), see Example 4. This is coherent with the previous results in \([12]\).

(ii) Parabolic analytic germs are a subclass of Dulac germs with no logarithm in the leading term of \( id - f \), so Corollary 2.10 is applicable. Therefore, the formal invariant \( k \) is read from the exponent of the first term \( \varepsilon \ell \), \( c \in \mathbb{R} \), and the formal invariant \( \hat{\rho} = 0 \) is the coefficient of the term \( \varepsilon \ell_2^{-1} \). By Example 4 the term \( \varepsilon \ell_2^{-1} \) does not exist in \( \hat{A}_f^c \), i.e., its coefficient is equal to 0. Therefore, \( \hat{\rho} = 0 \).

**Example 1.** The example shows that, in the general case of a Dulac germ, general meaning that:

(a) \( g = id - f \) contains a logarithm in the leading term, and

(b) \( f \) is not already in the formal normal form,

only the coefficient of the term \( \varepsilon \ell_2^{-1} \) in \( \hat{A}_f^c(\varepsilon) \) is not sufficient to read the formal invariant \( \rho \).

Take a Dulac germ which is already in the formal normal form \( f(x) = x - x^\alpha \ell^m + \rho x^{2\alpha-1} \ell^{2m+1} \). It can be computed that

\[
(2.9) \quad \hat{g}^{-1}(y) = \alpha^{-\frac{m}{\alpha}} y^{\frac{1}{\alpha}} \ell^{-\frac{m}{\alpha}} (1 + \hat{F}(\ell_2, \frac{\ell}{\ell_2})) + \rho x \ell + o(x \ell),
\]

where \( F \) is a Taylor expansion of a function of two variables. By Proposition 9.4 putting (2.9) in (9.31) we get that \( \rho \) is exactly the coefficient of \( \varepsilon \ell_2^{-1} \) in \( \hat{A}_f^c(\varepsilon) \).

However, if the germ is not in the formal normal form, the formal invariant may spread along finitely many terms of the form \( \varepsilon \ell^r \ell_2^s \), \( (r, s) \leq (0, -1) \), as described in Theorem C. For example, if we add one additional term before the residual in the formal normal form, the new germ is:

\[
f_1(x) = x - x^\alpha \ell^m + ax^{2\alpha-1} \ell^{2m} + bx^{2\alpha-1} \ell^{2m+1}.
\]

Here, we choose \( a \in \mathbb{R} \) completely freely, and then choose \( b \) such that \( f_1 \) belongs to the same formal class \( (\alpha, \rho) \) as \( f \). That is, we choose \( b \) such that the coefficient in front of the term \( x^{2\alpha-1} \ell^{2m+1} \) after the change of variables that eliminates \( ax^{2\alpha-1} \ell^{2m} \) becomes equal to \( \rho \). We compute:

\[
g_1^{-1}(y) = \alpha^{-\frac{m}{\alpha}} y^{\frac{1}{\alpha}} \ell^{-\frac{m}{\alpha}} (1 + F(\ell_2, \frac{\ell}{\ell_2})) + \frac{a}{\alpha} x + dx \ell + o(x \ell),
\]

where \( d \in \mathbb{R} \) depends on \( a, \ b, \ m, \ \alpha \). By Proposition 8.2

\[
(2.10) \quad \rho = \frac{m}{\alpha} a + d.
\]

Then, by Proposition 9.4 (9.31), the formal invariant is a combination of coefficients in front of \( \varepsilon \ell^{-1} \) and \( \varepsilon \ell_2^{-1} \) in \( \hat{A}_f^c(\varepsilon) \). The coefficient in front of \( \varepsilon \ell^{-1} \) is just \( d \) and obviously by (2.10) not sufficient to read \( \rho \). Recall that \( a \) can be chosen arbitrarily.

Furthermore, if we add more terms to \( f \), \( \rho \) will be a combination of finitely many coefficients of the monomials \( \varepsilon \ell^r \ell_2^s \) up to \( \varepsilon \ell_2^{-1} \) in \( \hat{A}_f^c(\varepsilon) \).

3. **Sectional asymptotic expansions**

The Poincaré algorithm gives the unique asymptotic expansion \( \hat{f} \) of a Dulac germ \( f \), called the Dulac expansion. The expansion is unique due to the fact that every power of \( x \) is multiplied by finitely many powers of logarithm. However, this is not the case neither for its Fatou coordinate nor for its continuous time
length of \( \varepsilon \)-neighborhoods of orbits. Their expansions in \( \hat{\mathcal{L}} \) are transfinite. Due to the fact that \( x = e^{-\hat{T}} \), at every limit ordinal step the sum of the asymptotic series is not unique, leading to the non-uniqueness of the asymptotic expansion. This problem is illustrated in [10, Section 3]. The problem of non-uniqueness of an asymptotic expansion in \( \hat{\mathcal{L}} \) was solved in [10] by fixing a so-called section function that attributes a unique germ to the asymptotic series on limit ordinal steps and thus defines the limit ordinal steps in the transfinite Poincaré algorithm. For the Fatou coordinate of a Dulac germ we have introduced in [10] the appropriate integral section functions based on solutions of the Abel equation.

Let us recall that the integral section function in [10] was defined only by its restriction on a subset of power series \( \hat{\mathcal{L}}_0^\infty \), which appeared in the algorithm for the formal Fatou coordinate of a Dulac series and which we have named the integrally summable series in \( \hat{\mathcal{L}}_0^\infty \). We repeat the definition of integrally summable series in \( \hat{\mathcal{L}}_0^\infty \) in Definition 3.1 below. Then in Definition 3.3 we expand this definition to a subset of power-logarithm transseries \( \hat{\mathcal{L}}_1^\infty \) which we will call integrally summable in \( \hat{\mathcal{L}}_1^\infty \). Such series appear in the formal continuous time lengths of \( \varepsilon \)-neighborhoods of orbits \( \hat{A}_f^x(\varepsilon) \) of Dulac maps. We then define the extension of an integral section function from the set of integrally summable series in \( \hat{\mathcal{L}}_0^\infty \) to a set of integrally summable series in \( \hat{\mathcal{L}}_1^\infty \).

After fixing the section function, the asymptotic expansions in \( \hat{\mathcal{L}} \) with respect to the fixed section are unique. We consider the sectional asymptotic expansions of \( \Psi \) and \( A_f^x(x_0, \varepsilon) \) with respect to integral sections defined in Definition 3.4 below.

**Definition 3.1** (Integrally summable series in \( \hat{\mathcal{L}}_0^\infty \), Definition 3.9 in [10]).

(1) By \( \hat{\mathcal{L}}_0^I \subset \hat{\mathcal{L}}_0^\infty \) we denote the set of all formal series

\[
\hat{f}(y) = \sum_{n=N}^{\infty} a_n y^n \in \hat{\mathcal{L}}_0^\infty, \quad N \in \mathbb{Z}, \quad a_n \in \mathbb{R},
\]

which are either:

(i) convergent on an open interval \((0, \delta)\), \(\delta > 0\), or

(ii) divergent and such that there exists \(\alpha \in \mathbb{R}, \alpha \neq 0\), for which

\[
\frac{d}{dx} \left( x^{\alpha} \hat{f}(\ell) \right) = x^{\alpha-1} R(\ell),
\]

formally in \( \hat{\mathcal{L}}^\infty \), where \( R \) is a convergent Laurent series.

We call \( \hat{\mathcal{L}}_0^I \) the set of integrally summable series of \( \hat{\mathcal{L}}_0^\infty \).

(2)

(i) If \( \hat{f} \) is convergent, we define its integral sum as the usual sum (on an interval \((0, \delta)\)).

(ii) If \( \hat{f} \in \hat{\mathcal{L}}_0^I \) is divergent, we define its integral sum \( f \in \mathcal{G}_{AN} \) by:

\[
f(y) := \int_{e^{-1/y}}^e s^{\alpha-1} R(\ell(s)) \ ds,
\]

where \( \ell(s) = -\frac{1}{\log s} \). We put \( d = 0 \) if \( s^{\alpha-1} R(\ell(s)) \) is integrable at 0 (i.e. \(\alpha > 0\)) and \( d > 0 \) otherwise (i.e. \(\alpha < 0\)).
It was proved in [10] that the exponent \( \alpha \neq 0 \) in Definition 3.1 (1) (ii) is unique. Such \( \alpha \) is called the exponent of integration of \( \hat{f} \). Note that putting \( \alpha = 0 \) in (3.1) would imply \( \hat{f} \) convergent.

**Remark 3.2.** (10)

1. The integral sum \( f \) of \( \hat{f} \in \mathcal{L}_1^f \), as defined by (3.2), is unique for \( \alpha > 0 \). It is *unique only up to exponentially small term* \( Ce^{\hat{\Psi}(y)} \), \( C \in \mathbb{R} \), for \( \alpha < 0 \), due to the possible choice of \( d > 0 \). If \( f \) is convergent, the integral sum is the standard sum, thus unique.

2. \( \hat{f} \in \mathcal{L}_1^f \) is the power asymptotic expansion of its integral sums \( f \).

In the Theorem in [10], we have shown that there exists a unique (up to an additive constant) Fatou coordinate \( \Psi \) for a Dulac germ \( f \) with an asymptotic expansion in the class \( \hat{\Psi} \) and the unique (up to an additive constant) formal Fatou coordinate \( \Psi \in \hat{\Psi} \) for its Dulac expansion \( \hat{f} \). We have also proved that the Fatou coordinate \( \Psi \) of a Dulac germ \( f \) admits the formal Fatou coordinate \( \Psi \in \mathcal{L}_1^\infty \) as its (unique) sectional asymptotic expansion with respect to any integral section, up to an additive constant term. The definition of the Fatou coordinate is given in Definition 2.2.

**Definition 3.3** (Integrally summable series in \( \mathcal{L}_1^\infty \)).

1. By \( \mathcal{L}_1^f \subset \mathcal{L}_1^\infty \), we denote the set of all transseries \( \hat{F} \in \mathcal{L}_1^\infty \) which can be regrouped as:

\[
\hat{F}(y) = \hat{G}_1(y) \hat{f}(\ell(e^{-\hat{\Psi}} \hat{h}(y))) + \hat{G}_0(y),
\]

where \( \hat{f} \in \mathcal{L}_0^\infty \), and \( \hat{G}_0, \hat{G}_1, \hat{h} \) and their first derivatives \( \hat{G}_0', \hat{G}_1', \hat{h}' \) are convergent transseries in \( \mathcal{L}_1^\infty \) in the sense of [10] Definition 3.7, with the sums commuting with the derivative. Moreover, \( \hat{h} \) does not contain \( \ell(y) \) in the first term and \( \gamma > 0 \). We call the class \( \mathcal{L}_1^f \subset \mathcal{L}_1^\infty \) the class of integrally summable series in \( \mathcal{L}_1^\infty \).

2. Let \( f \) be the integral sum of \( \hat{f} \) from [10] Definition 3.9 (defined up to a certain exponential factor) and let \( h, G_0, G_1 \) be the sums of \( \hat{h}, \hat{G}_0, \hat{G}_1 \) respectively. We call \( F \in \mathcal{G}_AN \) given by:

\[
F(y) = G_1(y) f(\ell(e^{-\hat{\Psi}} h(y))) + G_0(y)
\]

the integral sum of \( \hat{F} \).

Note that \( \mathcal{L}_0^\infty \subset \mathcal{L}_1^f \) (put \( \hat{G}_1 \equiv 1, \gamma = 1, \hat{h} \equiv 1, \hat{G}_0 \equiv 0 \)). Note also that the set of all convergent transseries from \( \mathcal{L}_1^\infty \) is a subset of \( \mathcal{L}_1^f \) (put \( \hat{G}_1 \equiv 0 \)).

Note that in general the decomposition (3.3) of \( \hat{F} \in \mathcal{L}_1^f \) is not unique, so its integral sum \( F \) is not well-defined. Let \( \alpha \in \mathbb{R} \) be the exponent of integration of \( \hat{f} \) in decomposition (3.3) where \( \alpha = 0 \) if and only if \( \hat{f} \) is convergent. However, we prove in Proposition 3.4 in the Appendix that the integral sum \( F \) of \( \hat{F} \) is unique, if \( \alpha > 0 \), or unique up to an additive term \( eG_1(y) \cdot (e^{-\hat{\Psi}} h(y))^\alpha \), \( c \in \mathbb{R} \), if \( \alpha < 0 \). If \( \alpha = 0 \), that is, if \( \hat{f} \) is convergent, \( \hat{F} \) is a convergent series in \( \mathcal{L}_1^\infty \) with the unique sum. Here, \( \alpha, \gamma, \hat{h}, \hat{G}_1 \) are elements of an arbitrary decomposition (3.3) of \( \hat{F} \).

Before stating the definition of integral sections, recall the definition of coherent sections as section functions that attribute to any convergent transseries from \( \hat{\Psi} \)
its sum, see [10] Definition 3.8. As in [10], for a given section function \( s \), let \( T^s \subset G_{AN} \) denote the set of all transseries which admit the sectional asymptotic expansion with respect to \( s \), and by \( \hat{T}^s \subset \hat{\mathcal{L}} \) their expansions. See [10] Section 3 for more details on section functions and sectional asymptotic expansions.

**Definition 3.4** (The integral sections). Every coherent section \( s : \hat{T}^s \to T^s \) whose restriction to \( \hat{\mathcal{L}}^1_1 \subset \hat{\mathcal{L}}^\infty_{1} \) is given by \( s|_{\hat{\mathcal{L}}^1_1}(\hat{F}) = F \), where \( F \) is one integral sum of \( \hat{F} \) given in (3.4), is called an integral section.

Recall that the integral sections defined here are in fact restrictions of the integral sections defined in [10] Definition 3.14], since \( \hat{\mathcal{L}}^1_0 \subset \hat{\mathcal{L}}^1_1 \), but we keep the same name for simplicity.

Note that the request \( s|_{\hat{\mathcal{L}}^1_1}(\hat{F}) = F \) in Definition 3.4 does not contradict the definition of section functions [10] Definition 3.2] and of coherence [10] Definition 3.8.

By Proposition 9.2 in the Appendix \( \hat{\mathcal{L}}^1_1 \subset \hat{\mathcal{L}}^\infty_{1} \setminus \hat{\mathcal{L}}_{\mathcal{A}} \) of germs from \( \mathcal{G}_{AN} \) and \( \mathcal{S}_{1} \subset \hat{\mathcal{L}}^\infty_{1} \setminus \hat{\mathcal{L}}_{\mathcal{A}} \) denotes the sets of all sectional asymptotic expansions with respect to \( s \) of germs from \( \mathcal{G}_{AN} \) in \( \hat{\mathcal{L}}^\infty_{1} \setminus \hat{\mathcal{L}}_{\mathcal{A}} \). This boils down to proving that integral sums \( F \) defined in Definition 3.4 admit \( \hat{F} \in \hat{\mathcal{L}}^1_1 \) as their unique asymptotic expansion with respect to coherent sections \( s \) by the transfinite Poincaré algorithm. Moreover, by definition of integral sums, if \( \hat{F} \in \hat{\mathcal{L}}^1_1 \) is convergent, then \( F \) is its sum.

In Proposition 9.2 in the Appendix, we prove the following result about the non-uniqueness of integral sums:

**Remark 3.5.** Let \( s_1 \) and \( s_2 \) be two different integral sections from Definition 3.4. Let \( \hat{F} \in \hat{\mathcal{L}}^1_1 \). Then \( F_1 := s_1(\hat{F}) \) and \( F_2 := s_2(\hat{F}) \) differ by:

\[
F_1(y) - F_2(y) = \begin{cases} 
 0, & \text{if } \alpha < 0, \\
 0, & \alpha \geq 0.
\end{cases}
\]

Here, \( \alpha \in \mathbb{R} \) (the exponent of integration of \( \hat{f} \), \( \gamma > 0 \), \( \hat{h} \) and \( \hat{\mathcal{G}}_{1} \) are elements of an arbitrary decomposition \( (3.3) \) of \( \hat{F} \). For \( \alpha < 0 \), the difference is non-zero, but it is exponentially small.

Let \( s \) be an integral section, as in Definition 3.4. Obviously, if a germ \( f \in \mathcal{G} \) admits a sectional asymptotic expansion in \( \hat{\mathcal{L}}^\infty_{2} \) with respect to the integral section \( s \), the expansion is unique.

We show in Section 5 that the sectional asymptotic expansion of the inverse \( g^{-1} \in \mathcal{G}_{AN}, g = \text{id} - f \), with respect to any fixed integral section \( s \) is equal to the formal inverse \( \hat{g}^{-1} \in \hat{\mathcal{L}}^2_{2} \). Similarly, we have shown in [10] that the sectional asymptotic expansion of the Fatou coordinate for a Dulac germ, \( \Psi \in \mathcal{G}_{AN} \), with respect to any fixed integral section \( s \) is, up to a constant, equal to the formal Fatou coordinate \( \hat{\Psi} \in \hat{\mathcal{L}}^\infty_{2} \). In Section 6 we prove Theorem B. We show that the unique sectional asymptotic expansion with respect to any fixed integral section \( s \) of the function of the continuous time length of \( \varepsilon \)-neighborhoods of orbits for \( f \) Dulac, \( \varepsilon \mapsto A_f^\varepsilon(x_0, \varepsilon) \in \mathcal{G}_{AN} \), is, up to a term \( C\varepsilon \), \( C \in \mathbb{R} \), equal to the formal continuous time length of \( \varepsilon \)-neighborhoods of orbits \( \hat{A}_f^\varepsilon(\varepsilon) \in \hat{\mathcal{L}}^2_{2} \) of its Dulac expansion \( \hat{f} \).
Moreover, we show that the sectional asymptotic expansions of $\Psi$ resp. $A_f^\varepsilon(x_0,\varepsilon)$ with respect to different integral sections lead to different choices of constants $C \in \mathbb{R}$ resp. $C\varepsilon, C \in \mathbb{R}$. This does not cause problems, since the formal Fatou coordinate $\hat{\Psi}$ is defined only up to an additive constant term. As a consequence, $\hat{A}_f^\varepsilon(\varepsilon)$ is defined only up to $C\varepsilon, C \in \mathbb{R}$, due to the term $\varepsilon \cdot \hat{\Psi}(\hat{g}^{-1}(2\varepsilon))$ in its definition. Therefore, any choice of the integral section for the sectional asymptotic expansions is equally good.

4. Examples

Consider a formal Dulac series $\hat{f} \in \hat{\mathcal{L}}$. It is proven in Proposition 5.1 in Section 5 that, if the leading term of $\hat{g} = \text{id} - \hat{f}$ involves a logarithm, then its formal inverse contains a double logarithm. This will imply that it is also the case for the formal continuous time length $\hat{A}_f^\varepsilon(\varepsilon)$ defined in Definition 2.7. The following example shows another possible cause of the presence of a double logarithm in $\hat{A}_f^\varepsilon(\varepsilon)$ – the existence of a nonzero residual invariant of $\hat{f}$.

**Example 2** (The residual double logarithm in the formal continuous time length $\hat{A}_f^\varepsilon(\varepsilon)$ of a Dulac series). According to the results of [9], every parabolic element $\hat{f} \in \hat{\mathcal{L}}$ admits a normal form which is the exponential of a simple vector field. It is convenient to work with an example which is already given in this normal form. Consider the vector field $X = \xi(x)\, dx/dx$, where $\xi(x) = -x^2/1-x+b x \ell$ with $b \in \mathbb{R} \setminus \{0\}$. Its formal time-one map $\hat{f} \in \hat{\mathcal{L}}$ is given by the formula:

$$\hat{f}(x) = \text{Exp}(X) \cdot \text{id} = x + \xi(x) + \frac{1}{2}\xi'(x)\xi(x) + \text{h.o.t.}$$

$$= x - x^2 + bx^3\ell + \text{h.o.t.}$$

The coefficient $b \in \mathbb{R}$ is the residual invariant of $\hat{f}$. In order to compute the formal continuous time length $\hat{A}_f^\varepsilon(\varepsilon)$ given by Definition 2.7, we need to compute the formal Fatou coordinate $\hat{\Psi}$ of $\hat{f}$, and the formal inverse of $\hat{g} = \text{id} - \hat{f}$. By the proof of [10] Proposition 4.3, we have:

$$\hat{\Psi}'(x) = \frac{1}{\xi(x)} = -\frac{1}{x^2} + \frac{1}{x} + \frac{b}{x \log x}, \text{ hence}$$

$$\hat{\Psi}(x) = \frac{1}{x} + \log x + b \log(-\log x) + C, \ C \in \mathbb{R}.$$

On the other hand:

$$\hat{g}(x) = x - \hat{f}(x) = x^2 - bx^3\ell + \text{h.o.t.}$$

$$= x^2 \circ \hat{\varphi}(x),$$

for some parabolic element $\hat{\varphi} \in \hat{\mathcal{L}}$ of the form $\hat{\varphi}(x) = x - \frac{b}{2} x^2 \ell + \text{h.o.t.}$. Hence:

$$\hat{g}^{-1}(x) = \hat{\varphi}^{-1}\left(x^{1/2}\right) = x^{1/2} + bx\ell + \text{h.o.t.}$$
belongs to $\hat{\mathcal{L}}$. In particular, by Proposition \ref{prop:example3} (2), it does not contain any double logarithm. Let us now compute the following component of $\hat{A}_f^\circ (\varepsilon)$:

\[
\hat{\Psi} (\hat{g}^{-1} (2\varepsilon)) = \frac{1}{\sqrt{2\varepsilon^{1/2}(1 + o(1))}} + \log \left( \sqrt{2\varepsilon^{1/2}(1 + o(1))} \right) + \\
+ b \log \left( - \log \left( \sqrt{2\varepsilon^{1/2}(1 + o(1))} \right) \right) = \\
= \varepsilon^{-1/2} + \frac{1}{2} \log \varepsilon + b \log (-\log \varepsilon) + \text{h.o.t.}
\]

Here, $o(1) \in \hat{\mathcal{L}}$ is of order strictly bigger than $\varepsilon^0$ in $\varepsilon$, and $h.o.t.$ belongs to $\hat{\mathcal{L}}$ (no double logarithms). Hence, we observe the presence of a unique iterated logarithm in $\hat{A}_f^\circ (\varepsilon)$, caused by the presence of a residual term $bx^2\ell$ (that is, $b \neq 0$) in the formal normal form of $\hat{f}$.

**Example 3** ($\hat{A}_f^\circ (\varepsilon)$ for Dulac series is in general transfinite). By \cite{9}, a parabolic transseries $\hat{f} \in \hat{\mathcal{L}}$ can be reduced to its formal normal form $\hat{f}_0$ given as a formal exponential by an action of a parabolic change of variables $\hat{\varphi} \in \hat{\mathcal{L}}$, whose support in general has the order type strictly bigger than $\omega$. If $\hat{\Psi}_0$ is the formal Fatou coordinate of $\hat{f}_0$ in $\hat{\mathcal{L}}$, then $\hat{\Psi} = \hat{\Psi}_0 \circ \hat{\varphi}$ is the formal Fatou coordinate of $\hat{f}$. We deduce that the formal Fatou coordinate of $\hat{f}$ and, consequently, its continuous time length $\hat{A}_f^\circ (\varepsilon)$ are transseries whose support has the order type strictly bigger than $\omega$.

Consider for example the Dulac series $\hat{f}(x) = x - x^2\ell^{-1} + x^2$. We have shown in Example 6.2 in \cite{9} that the change of variables reducing $\hat{f}$ to its formal normal form $f_0(x) = \exp \left( \frac{x^2}{1 - x^2} \right) \cdot \text{id} = x - x^2\ell^{-1} + \rho x^2\ell + \ldots$ is a transseries $\hat{\varphi} \in \hat{\mathcal{L}}$ whose support is indexed by an ordinal strictly bigger than $\omega$. Hence, it applies also to $\hat{\Psi}$, as described here, and then to the formal continuous area $\hat{A}_f^\circ (\varepsilon)$, by its definition.

**Example 4** (The regular case, parabolic germs analytic at the origin). Let $f(x) = x - x^{k+1} + ax^{k+2} + \ldots, k \in \mathbb{N}, a_i \in \mathbb{R}, i \geq 2$, be a germ of a parabolic diffeomorphism on $\mathbb{R}_+$ (renormalized for simplicity). Recall that its formal normal form is given by

\[
f_0(x) = x - x^{k+1} + \rho x^{2k+1}.
\]

Here, $(k, \rho)$ are the formal invariants.

Let $\mathcal{O}^f(x_0)$ be the orbit of $f$ with initial point $x_0 > 0$ close to the origin. Put $g := \text{id} - f$.

The germ $f$ can be considered as the restriction to the positive real axis of a complex parabolic germ $f(z)$ with real coefficients. It is known that there exist two sectorial Fatou coordinates $\Psi_{\pm}(z)$, with the common asymptotic expansion:

\[
\hat{\Psi}(z) = \left( \frac{1}{kz^k} + \left( \frac{k+1}{2} - \rho \right) \log z \right) \circ \hat{\varphi}, \quad \rho \in \mathbb{R}, \quad \hat{\varphi} \in z + z^2\mathbb{R}[[z]].
\]

The series $\hat{\Psi}$ has real coefficients. Note that on the real line there exists an analytic Fatou coordinate $\Psi^f : \mathbb{R}_{>0} \to \mathbb{R}_{>0}$, with the asymptotic expansion $\hat{\Psi}(x)$, as $x \to 0$, which is the restriction to $\mathbb{R}_{>0}$ of the complex sectorial Fatou coordinate $\Psi_+$, analytic on the attracting petal centered at $\mathbb{R}_+$. 

\[
\hat{\Psi} (\hat{g}^{-1} (2\varepsilon)) = \frac{1}{\sqrt{2\varepsilon^{1/2}(1 + o(1))}} + \log \left( \sqrt{2\varepsilon^{1/2}(1 + o(1))} \right) + \\
+ b \log \left( - \log \left( \sqrt{2\varepsilon^{1/2}(1 + o(1))} \right) \right) = \\
= \varepsilon^{-1/2} + \frac{1}{2} \log \varepsilon + b \log (-\log \varepsilon) + \text{h.o.t.}
\]
The asymptotic expansion of $g^{-1}(2\varepsilon)$, as $\varepsilon \to 0$, is easily computed (write $g(x) = x^{k+1} \circ \varphi_1(x)$, $\varphi_1 \in x + x^2\mathbb{R}\{x\}$):

\begin{equation}
\hat{g}^{-1}(2\varepsilon) = \hat{\varphi}_1^{-1}(2\varepsilon) \in x + x^2\mathbb{R}[[x]].
\end{equation}

Using (4.1) and (4.2) and Definition 2.7 of $\hat{A}_f^c(\varepsilon)$, we compute the formal length $\hat{A}_f^c(\varepsilon)$ for the formal Taylor expansion $\hat{f} \in \mathbb{R}[[x]]$ of $f$:

\begin{equation}
\hat{A}_f^c(\varepsilon) = \frac{k+1}{k} 2^{1+\frac{1}{k}}\varepsilon^{\frac{1}{k+1}} + b_2\varepsilon^{\frac{1}{k+1}} + \cdots + b_k\varepsilon^{\frac{1}{k+1}} + (k+1-2\rho)\varepsilon \log \varepsilon + b_{k+1}\varepsilon^{\frac{1}{k+1}} + b_{k+2}\varepsilon^{\frac{1}{k+1}} + \cdots.
\end{equation}

The formal length is unique up to a term $K\varepsilon$, $K \in \mathbb{R}$. Here, $b_i \in \mathbb{R}$ are real numbers depending only on the coefficients of $\varphi_1$. By Theorem 2.2, the complete asymptotic expansion in $\mathbb{R}$ of $\varepsilon \to A_f^c(x_0, \varepsilon)$ for any orbit, up to an additive term $K\varepsilon$, $K \in \mathbb{R}$.

On the other hand, by Lemma 7.2 applied in the regular case, we conclude that

\[ A_f(x_0, \varepsilon) - A_f^c(x_0, \varepsilon) = \varepsilon^{1+\frac{1}{k+1}}k(\varepsilon), \]

where $k(\varepsilon) = O(1)$ is high-amplitude oscillatory and does not have an asymptotic behavior in $\hat{L}$. That is, the complete asymptotic expansion of the standard length of the $\varepsilon$-neighborhood of orbits $\varepsilon \to A_f(x_0, \varepsilon)$ does not exist. It corresponds with the expansion (4.3) of the continuous time length $\varepsilon \to A_f^c(x_0, \varepsilon)$ up to the order $\varepsilon^{1+\frac{1}{k+1}}$. Its remainder term $\varepsilon^{k+\frac{1}{k+1}} h(\varepsilon) = O(\varepsilon^{k+\frac{1}{k+1}})$ does not admit an asymptotic behavior in a power-logarithm scale:

\[ A_f(x_0, \varepsilon) = \frac{k+1}{k} 2^{1+\frac{1}{k}}\varepsilon^{\frac{1}{k+1}} + b_2\varepsilon^{\frac{1}{k+1}} + \cdots + b_k\varepsilon^{\frac{1}{k+1}} + (k+1-2\rho)\varepsilon \log \varepsilon + b_{k+1}\varepsilon^{\frac{1}{k+1}} + b_{k+2}\varepsilon^{\frac{1}{k+1}} + \cdots + b_{2k+2}\varepsilon^{\frac{1}{k+1}} + \varepsilon^{1+\frac{1}{k+1}} h(\varepsilon), \quad h(\varepsilon) = O(1). \]

Note that this is a preciser statement of the result in [13] Proposition 3], where it was concluded that the asymptotic expansion exists up to the order $O(\varepsilon)$ and fails somewhere later.

A similar expansion of $A_f(x_0, \varepsilon)$ was obtained in [12], but for diffeomorphisms in $\mathcal{C}$. In that case, the area is computed instead of the length and the exponents are bigger by 1.

5. The formal inverse of a transseries

We recall that $\hat{L}$ is the class of transseries in $\hat{L}_1$ which involve only integer powers of the variable $L$. Let $\hat{g} \in \hat{L}$,

\begin{equation}
\hat{g} = ax^\alpha L^m + \text{h.o.t., } a \in \mathbb{R}, \alpha > 0, m \in \mathbb{Z}.
\end{equation}

Let us define the set $\hat{R}_{\hat{g}}$ as the sub-semigroup of $\mathbb{R}_{\geq 0} \times \mathbb{Z} \times \mathbb{Z}$, resp. of $\mathbb{R}_{> 0} \times \mathbb{Z}$, generated by:

1. $(\beta - \alpha, \ell - m, 0)$ for $(\beta, \ell) \in S(\hat{g}) \setminus \{(\alpha, m)\}, (0, 1, -1)$ and $(0, 0, 1)$, if $m \neq 0$, 
2. $(\beta - \alpha, \ell)$ for $(\beta, \ell) \in S(\hat{g}) \setminus \{(\alpha, 0)\}$ and $(0, 1)$, if $m = 0$. 


Let \( \mathcal{R}_{\hat{g}} = \begin{cases} \widetilde{\mathcal{R}}_{\hat{g}} + (1,0,0), & m \neq 0, \\ \mathcal{R}_{\hat{g}} + (1,0), & m = 0. \end{cases} \)

Here, \( \mathcal{S}(\hat{g}) \) denotes the support of \( \hat{g} \) [9], that is, the set of all pairs \((\beta, \ell) \in \mathbb{R}_{>0} \times \mathbb{Z} \) that appear as exponents of power-log monomials in \( \hat{g} \).

Note that the sets \( \mathcal{R}_{\hat{g}} \) and \( \widetilde{\mathcal{R}}_{\hat{g}} \) are well-ordered by Neumann’s lemma.

**Proposition 5.1** (Inverse of a transseries from \( \hat{L} \)). Let \( \hat{g} \in \hat{L} \) be as in (5.1). Then its formal inverse \( \hat{g}^{-1} \) belongs to \( \hat{L}_2 \). If \( \hat{g} \) moreover contains no logarithm in the leading term \((m = 0)\), then its formal inverse \( \hat{g}^{-1} \) belongs to \( \hat{L}_1 \). More precisely,

1. \( m \neq 0 \)
   \[
   \hat{g}^{-1}(x) = (a\alpha^m)^{-\frac{1}{\beta}} (x\ell^{-m})^{\frac{1}{\beta}} \cdot \left(1 + \hat{R}(x)\right),
   \]
   where \( \hat{R} \in \hat{L}_2 \) with \( \text{ord}(\hat{R}) > (0,0,0) \) and its support \( \mathcal{S}(\hat{R}) \) is made of monomials of the type
   \[
   (x\ell^{-m})^{\gamma} \ell^{s}, \ (\gamma, r, s) \in \widetilde{\mathcal{R}}_{\hat{g}}.
   \]

2. \( m = 0 \)
   \[
   \hat{g}^{-1}(x) = a^{-\frac{x}{\beta}} \cdot \left(1 + \hat{R}(x)\right),
   \]
   where \( \hat{R} \in \hat{L} \) with \( \text{ord}(\hat{R}) > (0,0,0) \) and \( \mathcal{S}(\hat{R}) \) is made of monomials of the type
   \[
   x^{\gamma} \ell^{r}, \ (\gamma, r) \in \widetilde{\mathcal{R}}_{\hat{g}}.
   \]

Here, \( \widetilde{\mathcal{R}}_{\hat{g}} \) is as defined above.

Note that a similar theorem about the formal inverse in a more general setting of transseries was proved in [2].

**Outline of the proof.** Write

(5.2) \[
\hat{g} = g_{\alpha,m} \circ \hat{\varphi},
\]

where \( g_{\alpha,m}(x) = ax^{\alpha} \ell^m \) and \( \hat{\varphi}(x) = x + \text{h.o.t.} \). If \( \hat{g}(x) = ax + \text{h.o.t.} \) with \( a \neq 0 \), we simply have \( g_{1,0} = a \cdot \text{id} \). Therefore,

(5.3) \[
\hat{g}^{-1} = \hat{\varphi}^{-1} \circ g_{\alpha,m}^{-1}.
\]

Thus, in order to compute the formal inverse of the initial transseries \( \hat{g} \), one needs to compute the formal inverse of the monomial \( g_{\alpha,m} \) and the formal inverse of the parabolic transseries \( \hat{\varphi} \). In the following three auxiliary lemmas, we control the support in each step. The proof of Proposition 5.1 is finally given at the end of the section.

**Lemma 5.2.** Let \( g_{\alpha,m}(x) = ax^{\alpha} \ell^m, \ a \in \mathbb{R}, \ \alpha > 0, \ m \in \mathbb{Z} \). Then:

\[
\hat{g}_{\alpha,m}^{-1}(x) = (a\alpha^m)^{-\frac{1}{\beta}} \cdot x^{\frac{1}{\beta}} \ell^{-m} \left(1 + F(\ell_x, \frac{\ell}{\ell_2})\right) \in \mathcal{G}_{AN},
\]

\[
\hat{g}_{\alpha,0}^{-1}(x) = (a\alpha^m)^{-\frac{1}{\beta}} \cdot x^{\frac{1}{\beta}} \ell^{-m} \left(1 + F(\ell_x, \frac{\ell}{\ell_2})\right) \in \hat{L}_2.
\]

Here, \( F(t,s) \) is a germ of two variables analytic at \((0,0)\), \( F(0,0) = 0 \), with Taylor expansion \( \hat{F} \).

In particular, if \( m = 0 \), then

\[
g_{\alpha,0}^{-1}(x) = \hat{g}_{\alpha,0}^{-1}(x) = a^{-\frac{1}{\beta}} x^{1/\beta}.
\]
Proof. First, we estimate the leading term of $g_{α,m}^{-1}$. Put
\[ y = ax^{α} \ell(x)^m. \]
Applying the logarithm function to both sides of this equality leads to:
\[ \log y = \log a + α \log x + m \log \ell(x). \]
It follows that $\log y \sim α \log x$ when $y \to 0$, and, consequently, that $\ell(x) \sim o(\ell(y))$.
From (5.4),
\[ x(y) \sim (ax^m)^{-\frac{1}{α}} y^\frac{1}{α} \ell(y)^{-\frac{m}{α}}, \quad y \to 0. \]
Therefore,
\[ g_{α,m}^{-1}(x) = (ax^m)^{-\frac{1}{α}} x^{\frac{1}{α}} \ell(x)^{-\frac{m}{α}} (1 + h(x)), \quad h(x) = o(1), \quad x \to 0. \]
Putting (5.5) in the equation $g_{α,m}(g_{α,m}^{-1}(x)) = x$, after some simplification, we get
\[ (1 + h(x))^α \cdot \left( \frac{1}{1 + \log(ax^m) \cdot \ell - m \frac{\ell(\ell)}{\ell^2} - α \ell \log(1 + h(x))} \right)^m = 1. \]
By the analytic implicit function theorem,
\[ h(x) = F_1(\ell, \frac{\ell}{\ell^2}) = F(\ell_2, \frac{\ell}{\ell_2}), \quad F_1, F \text{ analytic germs at } (0,0). \]
Since $h(x) = o(1)$ and $\ell_2, \frac{\ell}{\ell_2} \to 0$, as $x \to 0$, we conclude that $F(0,0) = 0$.

Lemma 5.3. Let $\hat{ϕ}$ be as defined in (5.2). Then $\hat{ϕ}$ is parabolic and $\hat{ϕ} \in \hat{L}_2$. In particular, if $m = 0$, then $\hat{ϕ} \in \hat{L}$. Moreover,
\[ S(\hat{ϕ} - \text{id}) \subseteq R_{\hat{g}}. \]
Proof. The case $m \neq 0$. By (5.2),
\[ \hat{ϕ} = \hat{g}_{α,m}^{-1} \circ \hat{g}. \]
Let us write $\hat{g}(x) = ax^{α} \ell^m (1 + T(x))$. Then $T \in \hat{L}$, $\text{ord}(T) > (0,0,0)$ and
\[ S(T) = \{ (β - α, ℓ - m) \mid (β, ℓ) \in S(\hat{g}) \}. \]
We now compute
\[ \hat{ϕ}(x) = \hat{g}_{α,m}^{-1}(\hat{g}(x)) = \hat{g}_{α,m}^{-1}(ax^{α} \ell^m (1 + T(x))) = x \cdot \left( 1 + F_2(\ell_2, \frac{\ell}{\ell_2}, T) \right), \]
where $F_2$ is an analytic germ of three variables vanishing at 0.
In the computation we use the expansions:
\[ \ell(\hat{g}(x)) = \frac{1}{α} \ell \cdot \left( 1 + F_3(\ell_2, \frac{\ell}{\ell_2}, T) \right), \]
\[ \ell_2(\hat{g}(x)) = \ell_2 \left( 1 + F_4(\ell_2, \frac{\ell}{\ell_2}, T) \right), \]
where $F_3, F_4$ are analytic germs of three variables vanishing at 0.
Obviously, $S(\hat{ϕ} - \text{id}) \subseteq R_{\hat{g}}$, with $R_{\hat{g}}$ defined at the beginning of the section, so it is well-ordered. Therefore, $\hat{ϕ} \in \hat{L}_2$.

The case $m = 0$. As the proof is similar and simpler, we omit it.
Lemma 5.4.

1. Let $\tilde{\varphi} \in \hat{\mathcal{L}}_2$ be parabolic. The formal inverse $\tilde{\varphi}^{-1}$ is parabolic and belongs to $\hat{\mathcal{L}}_2$. Moreover, let $R \subseteq \mathbb{R}_{\geq 0} \times \mathbb{Z} \times \mathbb{Z}$ be the semigroup generated by $(\beta - 1, p, q)$ for $(\beta, p, q) \in S(\tilde{\varphi} - \text{id})$, $(0, 1, 0)$ and $(0, 1, 1)$. Then $S(\tilde{\varphi}^{-1} - \text{id}) - (1, 0, 0) \subseteq R$.

2. Let $\tilde{\varphi} \in \hat{\mathcal{L}}$ be parabolic. The formal inverse $\tilde{\varphi}^{-1}$ is parabolic and belongs to $\hat{\mathcal{L}}$. Moreover, let $R \subseteq \mathbb{R}_{\geq 0} \times \mathbb{Z}$ be the semigroup generated by $(\beta - 1, p)$ for $(\beta, p) \in S(\tilde{\varphi} - \text{id})$ and $(0, 1)$. Then $S(\tilde{\varphi}^{-1} - \text{id}) - (1, 0) \subseteq R$.

Proof. We prove the statement 1 for an element of $\hat{\mathcal{L}}_2$. The statement 2 for an element of $\hat{\mathcal{L}}$ is handled in the same way.

Let $\tilde{\varphi} \in \hat{\mathcal{L}}_2$ be parabolic. Put $\tilde{h} = \tilde{\varphi} - \text{id}$. Then $\text{ord}(\tilde{h}) = (1, 0, 0)$. Let us define the Schröder operator $\Phi_{\tilde{\varphi}} : \hat{\mathcal{L}}_2 \to \hat{\mathcal{L}}_2$,

$$\Phi_{\tilde{\varphi}} \cdot \hat{f} = \hat{f} \circ \tilde{\varphi}, \hat{f} \in \hat{\mathcal{L}}_2.$$ 

Put $\Phi_{\tilde{\varphi}} = \text{Id} + H_{\tilde{\varphi}}$, $H_{\tilde{\varphi}} : \hat{\mathcal{L}}_2 \to \hat{\mathcal{L}}_2$. By formal Taylor expansion (see [2], $\tilde{\varphi}$ parabolic):

$$H_{\tilde{\varphi}} \cdot \hat{f} = \Phi_{\tilde{\varphi}} \cdot \hat{f} - \hat{f} = \hat{f} \circ \tilde{\varphi} - \hat{f} = \hat{f}^\prime \tilde{h} + \frac{1}{2!} \hat{f}^\prime \tilde{h}^2 + \cdots, \hat{f} \in \hat{\mathcal{L}}_2.$$ 

Since $\text{ord}(\tilde{h}) = (1, 0, 0)$, the operator $H_{\tilde{\varphi}}$ is a small operator, see [2] or [9] Section 5.1 for definition and properties of small operators. Therefore, the inverse operator $\Phi_{\tilde{\varphi}}^{-1} : \hat{\mathcal{L}}_2 \to \hat{\mathcal{L}}_2$ is well-defined by the series (formally convergent in the product topology with respect to the discrete topology, see [9]) :

$$\Phi_{\tilde{\varphi}}^{-1} = (\text{Id} + H_{\tilde{\varphi}})^{-1} := \sum_{k=0}^{\infty} (-1)^k H^k_{\tilde{\varphi}}.$$ 

Consequently, $\tilde{\varphi}^{-1} = \Phi_{\tilde{\varphi}}^{-1} \cdot \text{id} \in \hat{\mathcal{L}}_2$.

We analyze now the support of the formal inverse $\tilde{\varphi}^{-1} = \Phi_{\tilde{\varphi}}^{-1} \cdot \text{id}$ more precisely. Differentiating a monomial from the support of $\hat{f} \in \hat{\mathcal{L}}_2$, we get:

$$(x^\gamma \ell^m \ell^n) = \gamma x^\gamma - 1 \ell^m \ell^n_2 + mx^\gamma - 1 \ell^m + 1 \ell^n_2 + nx^\gamma - 1 \ell^m + 1 \ell^n_2, \gamma > 0, m, n \in \mathbb{Z}.$$ 

It is then easy to deduce from (5.6) that:

$$S(H_{\tilde{\varphi}} \cdot \hat{f}) \subseteq R + S(\hat{f}), \hat{f} \in \hat{\mathcal{L}}_2,$$

where $R \subseteq \mathbb{R}_{\geq 0} \times \mathbb{Z} \times \mathbb{Z}$ is a sub-semigroup generated by $(\beta - 1, p, q)$ for $(\beta, p, q) \in S(\tilde{h})$ and $(0, 1, 0)$ and $(0, 1, 1)$. Iterating (5.8) we get that $S(H^k_{\tilde{\varphi}} \cdot \hat{f}) \subseteq R + S(\hat{f})$, $n \in \mathbb{N}$. Consequently, by (5.7),

$$S\left(\Phi_{\tilde{\varphi}}^{-1} \cdot \hat{f} - \hat{f}\right) \subseteq R + S(\hat{f}), \hat{f} \in \hat{\mathcal{L}}_2.$$ 

Since $\tilde{\varphi}^{-1} = \Phi_{\tilde{\varphi}}^{-1} \cdot \text{id}$, we get that $S(\tilde{\varphi}^{-1} - \text{id}) - (1, 0, 0) \subseteq R$. □

Corollary 5.5. Let $\tilde{\varphi} \in \hat{\mathcal{L}}_2$ (resp. $\hat{\mathcal{L}}$, if $m = 0$) be as in (5.4). Let $R_{\tilde{\varphi}}$ be as defined at the beginning of the section. Then $\tilde{\varphi}^{-1} \in \hat{\mathcal{L}}_2$ (resp. $\hat{\mathcal{L}}$, if $m = 0$) and $S(\tilde{\varphi}^{-1} - \text{id}) \subseteq R_{\tilde{\varphi}}$.

Proof. By (5.2), $\tilde{\varphi}$ is parabolic. By Lemma 5.3 $S(\tilde{\varphi} - \text{id}) \subseteq R_{\tilde{\varphi}}$. By Lemma 5.4 $S(\tilde{\varphi}^{-1} - \text{id}) - (1, 0, 0) \subseteq R_{\tilde{\varphi}}$. □
Proof of Proposition 5.1

The case \( m \neq 0 \). By (5.3), we have that
\[
\hat{g}^{-1} = \hat{\varphi}^{-1} \circ \hat{g}_{a,m}^{-1}.
\]
By Lemma 5.2 and Corollary 5.3, \( \hat{g}^{-1} \in \hat{L}_2 \). Let us analyze the support. We have, using Lemma 5.2
\[
\hat{g}^{-1}(x) = \hat{g}_{a,m}^{-1}(x) + (\hat{\varphi}^{-1} - \text{id})(\hat{g}_{a,m}^{-1}(x)) = (aa^m)^{-\frac{1}{\ell}} (x^{\ell - m})^{\frac{1}{\ell}} (1 + \hat{F}_2(\ell_2, \frac{\ell}{\ell_2})) + (\hat{\varphi}^{-1} - \text{id})(aa^m)^{-\frac{1}{\ell}} (x^{\ell - m})^{\frac{1}{\ell}} (1 + \hat{F}_2(\ell_2, \frac{\ell}{\ell_2})).
\]
Let \( x^{\gamma'} \ell_2^{\ell} \in S(\hat{\varphi}^{-1} - \text{id}) \). By Corollary 5.3, \( (\gamma, r, s) \in R_{\hat{g}} \). We compute:
\[
(x^{\gamma'} \ell_2^{\ell}) \circ \hat{g}_{a,m}^{-1}(x) = (aa^m)^{-\frac{7}{\ell}} x^{\ell - m} \hat{\alpha} \cdot (x^{\ell - m})^{\frac{7}{\ell}} \cdot \ell_2^{\ell} \cdot \left(1 + \hat{F}_3(\ell_2, \frac{\ell}{\ell_2})\right),
\]
where \( \hat{F}_3 \) is the Taylor expansion of an analytic germ \( F_3 \) vanishing at the origin.

In the computation we use the following:
\[
\ell_2(\hat{g}_{a,m}^{-1}) = \alpha \cdot \ell \cdot \left(1 + \hat{F}_6(\ell_2, \frac{\ell}{\ell_2})\right),
\]
\[
\ell_2(\hat{g}_{a,m}^{-1}) = \ell_2 \cdot \left(1 + \hat{F}_7(\ell_2, \frac{\ell}{\ell_2})\right),
\]
where \( \hat{F}_6, \hat{F}_7 \) are Taylor expansions of analytic germs \( F_6, F_7 \) vanishing at the origin. Combining (5.9) and (5.10), we get the statement in the case \( m \neq 0 \).

The case \( m = 0 \). Lemmas 5.2-5.3 are simpler in this case. The proof is a simple exercise. \( \square \)

5.1. The inverse of a Dulac series and of a Dulac germ. Let \( g \in \mathcal{G}_{\mathcal{A}N} \) be a Dulac germ and \( \hat{g} \in \hat{L} \) its Dulac series. Put
\[
\hat{g}(x) = x^\alpha P_m(\ell^{-1}) + o(x^\alpha),
\]
where \( P_m \) is a polynomial of degree \( m \in \mathbb{N}_0 \). Let \( \tilde{\mathcal{A}} \subset \mathbb{R}_{\geq 0} \) be a sub-semigroup generated by \( \{\beta - \alpha : \beta \in S_\alpha(\hat{g})\} \). Here, \( S_\alpha \) denotes the support of \( \hat{g} \) with respect to powers of \( x \) only. Put
\[
\mathcal{A} = \{\gamma + 1 : \gamma \in \tilde{\mathcal{A}}\} \subset \mathbb{R}_{>0}.
\]
Note that \( \tilde{\mathcal{A}} \) and thus also \( \mathcal{A} \) are countable, of order type \( \omega \) (finitely generated), or finite.

We compute in Proposition 5.6 the formal inverse \( \hat{g}^{-1} \) of a Dulac series \( \hat{g} \in \hat{L} \).

We refine the statement of Proposition 5.1 in this special case, using the polynomial form of the coefficient functions in Dulac series.

We show further in Proposition 5.7 that the formal inverse \( \hat{g}^{-1} \) is the sectional asymptotic expansion with respect to integral sections of the inverse \( g^{-1} \) of the Dulac germ \( g \). The results will be used in the proof of Theorem B.

Proposition 5.6 (A refinement of Proposition 5.1 for Dulac series). Let \( \hat{g} \in \hat{L}, \)
\[
\hat{g}(x) = ax^\alpha \ell^{-m} + h.o.t., \; \alpha > 0, \; m \in \mathbb{N}_0, \; be \; a \; Dulac \; series.
\]
1. \( m \neq 0 \). Then the formal inverse \( \hat{g}^{-1} \) belongs to \( \hat{L}_2 \). More precisely,
\[
\hat{g}^{-1}(x) = \sum_{i=1}^{\infty} \hat{f}_{\beta_i}(\ell)x^{\frac{\beta_i}{\alpha}} \text{, } \beta_i \in \mathcal{A}, \text{ with convergent coefficients}
\]
(5.13) \[
\hat{f}_{\beta_i}(y) = y^{-M_{\beta_i}+\frac{m_{\beta_i}}{\alpha}}\hat{G}_{\beta_i}(\ell(y), \frac{y}{\ell(y)}) \in \hat{L}^{\infty}, \text{ } M_{\beta_i} \in \mathbb{N}_0.
\]
Here, \( \hat{G}_{\beta_i} \) are Taylor expansions of analytic germs \( G_{\beta_i} \) of two variables. The leading term of \( \hat{g}^{-1}(x) \) does not contain \( \ell_2 \) (the double logarithm).

2. \( m = 0 \). Then \( \hat{g}^{-1} \in \hat{L} \) is a Dulac series. In particular, the coefficients \( \hat{f}_{\beta_i}(y) \in \hat{L}_2^{\infty} \) are polynomial in \( y^{-1} \).

**Proof.** Denote by \( g_{\alpha}(x) := x^\alpha P_m(\ell^{-1}) \), \( P_m \) a polynomial of degree \( m \in \mathbb{N}_0 \), the leading block of \( g \). Put
\[
\hat{g} = g_{\alpha} \circ \hat{\varphi}.
\]
1. The case \( m \neq 0 \). Similarly as in the proof of Lemma [5.2] we get the following:
\[
g_{\alpha}^{-1}(x) = (a\alpha^{-m})^{-\frac{1}{\alpha}} \cdot x^{\frac{m}{\alpha}} \ell^m \left( 1 + F(\ell_2, \frac{\ell}{\ell_2}) \right) \in \mathcal{G}_{AN},
\]
(5.15) \[
\hat{g}_{\alpha}^{-1}(x) = (a\alpha^{-m})^{-\frac{1}{\alpha}} \cdot x^{\frac{m}{\alpha}} \ell^m \left( 1 + \hat{F}(\ell_2, \frac{\ell}{\ell_2}) \right) \in \hat{L}_2.
\]
Here \( F(t, s) \) is a germ of two variables analytic at \( (0, 0) \), \( F(0, 0) = 0 \), with Taylor expansion \( \hat{F} \). Since \( \hat{g}_{\alpha}^{-1} \) is of the same form as \( g_{\alpha}^{-1} \) from Lemma [5.2] by the proof of Lemma [5.3] we immediately get that \( \hat{\varphi} := \hat{g}_{\alpha}^{-1} \circ \hat{g} \) belongs to \( \hat{L}_2 \) and is parabolic. Moreover, it follows that:
\[
\hat{\varphi}(x) = x \cdot \left( 1 + \hat{F}_1(\ell_2, \frac{\ell}{\ell_2}, \hat{T}) \right).
\]
Here, \( \hat{F}_1 \) is the Taylor expansion of an analytic germ of three variables vanishing at \( 0 \). The improvement of Lemma [5.3] in the Dulac case is the special form of \( \hat{T} \) in [6.16]. Since \( \hat{g}(x) = ax^\alpha \ell^{-m} \cdot (1 + \hat{T}(x)) \), \( \hat{T}(x) = o(1) \), is a Dulac series, we get:
\[
\hat{T}(x) = \ell^m P_0(\ell^{-1}) + \sum_{i=1}^{\infty} x^{\alpha_i-\alpha} \ell^m P_i(\ell^{-1}).
\]
Here, \( P_i \) is a polynomial of degree strictly smaller than \( m \), \((P_i)_{i \geq 1}\) is a sequence of polynomials, and \( \alpha_i > \alpha, i \in \mathbb{N} \).

We now show that \( \hat{\varphi} := \hat{g}_{\alpha}^{-1} \circ \hat{g} \) is strictly parabolic: that is, the order of \( \hat{\varphi} - \text{id} \) in \( x \) is strictly bigger than \( 1 \). Indeed, suppose the contrary, that:
\[
\hat{\varphi}(x) = x + c x \ell^k + \text{h.o.t.},
\]
where \( c \neq 0 \) and \( k \in \mathbb{N} \). Computing the formal composition \( \hat{g}_{\alpha}(x + c x \ell^k + \text{h.o.t.}) \), we obtain
\[
\hat{g}_{\alpha}(x + c x \ell^k + \text{h.o.t.}) = (x + c x \ell^k + \text{h.o.t.})^\alpha P_m \left( - \log (x + c x \ell^k + \text{h.o.t.}) \right) =
\]
\[
= x^\alpha (1 + c \ell^k + o(\ell^k))^\alpha \cdot P_m \left( \ell^{-1} + c \ell^k + o(\ell^k) \right) =
\]
\[
= x^\alpha (1 + c \ell^k + o(\ell^k))^\alpha \left( P_m(\ell^{-1}) + P_m'(\ell^{-1})(c \ell^k + \text{h.o.t.}) + ... \right) =
\]
\[
= x^\alpha P_m(\ell^{-1}) + ac x^\alpha \ell^{-m+k} + \text{h.o.t.}
\]
Since by (5.14) this composition should equal \( \tilde{g}(x) \), which is the sum of \( x^\alpha P_m(\ell^{-1}) \) and the terms of strictly higher order than \( x^\alpha \) in \( x \), it necessarily follows that \( c = 0 \).

We now invert formally \( \tilde{\varphi} \in \tilde{\mathcal{L}}_2 \), which is strictly parabolic. By Lemma 5.4 and Corollary 5.5, \( \tilde{\varphi}^{-1} \in \tilde{\mathcal{L}}_2 \), and the support in \( x \) follows from Corollary 5.5. To estimate the precise form of series in \( \ell \), \( \ell_2 \) multiplying any power of \( x \) in \( \tilde{\varphi}^{-1} \) in the Dulac case, we use the Neumann inverse series formula (5.7), as in the proof of Lemma 5.4.

\[
\tilde{\varphi}^{-1} = (\text{Id} + H_{\tilde{\varphi}})^{-1} \cdot \text{Id} := \sum_{k=0}^{\infty} (-1)^k H_{\tilde{\varphi}}^k \cdot \text{Id} = \tag{5.18}
\]

Here, \( H_{\tilde{\varphi}} \cdot \hat{f} = \tilde{\varphi} \circ \hat{f} - \hat{f}, \hat{f} \in \tilde{\mathcal{L}}_2 \), and \( \hat{h} := \tilde{\varphi} - \text{Id} \). Due to the strict parabolicity of \( \tilde{\varphi} \), the above series converges in the formal topology.

It can be seen from (5.16) and (5.17) that the coefficients in front of any power of \( x \) in \( \tilde{\varphi}(x) \), that is, in \( \hat{h}(x) \), are finite sums of terms of the form:

\[
P(\ell^{-1}) \tilde{G}(\ell_2, \frac{\ell}{\ell_2}),
\]

where \( P \) is a polynomial and \( \tilde{G} \) a Taylor expansion of an analytic germ \( G \) of two variables. Consequently, by (5.18), computing formal compositions with \( \tilde{\varphi} \) strictly parabolic, we conclude that the coefficient of a fixed power \( x^\beta \) in \( \tilde{\varphi}^{-1} - \text{Id} \) is of the same form:

\[
\sum_{i=1}^{n_\beta} P_i(\ell^{-1}) \cdot \hat{F}_i(\ell_2, \frac{\ell}{\ell_2}), \quad \beta \geq 1, \ n_\beta \in \mathbb{N},
\]

where \( P_i \) are polynomials and \( \hat{F}_i \) are the Taylor expansions of analytic germs \( F_i \) of two variables. Putting \( M_\beta := \max_{j=1 \ldots n_\beta} \deg(P_j) \), the coefficient can be written in a reduced form:

\[
\ell^{-M_\beta} \cdot \tilde{G}_\beta(\ell_2, \frac{\ell}{\ell_2}), \quad M_\beta \in \mathbb{N}_0,
\]

where \( \tilde{G}_\beta \) is the Taylor expansion of an analytic germ \( G_\beta \) of two variables.

Finally,

\[
\tilde{g}^{-1} = \tilde{\varphi}^{-1} \circ \tilde{g}_\alpha^{-1} = \tilde{g}_\alpha^{-1} + (\tilde{\varphi}^{-1} - \text{Id}) \circ \tilde{g}_\alpha^{-1}.
\]

Note that, since \( \tilde{\varphi} \) and thus \( \tilde{\varphi}^{-1} \) are strictly parabolic, the leading block of \( \tilde{g}^{-1} \) is exactly \( \tilde{g}_\alpha^{-1} \). The support in \( x \) of \( \tilde{g}^{-1} - \tilde{g}_\alpha^{-1} \) is obtained from the more general Proposition 5.1. We analyze the blocks in the particular Dulac case. Using (5.11), (5.15) and (5.20), we conclude that \( \tilde{g}^{-1} - \tilde{g}_\alpha^{-1} \) contains blocks of the type:

\[
\ell^{-M_\beta} \tilde{H}_\beta(\ell_2, \frac{\ell}{\ell_2}) \cdot (x^{\ell^n})^{\frac{\beta}{\ell}} = \ell^{-M_\beta + \frac{m_\beta}{m}} \tilde{H}_\beta(\ell_2, \frac{\ell}{\ell_2}) \cdot x^{\frac{\beta}{\ell}}, \quad \beta \in \mathcal{A}, \ M_\beta \in \mathbb{N}_0.
\]

Here, \( \tilde{H}_\beta \) are Taylor expansions of analytic germs \( H_\beta \) of two variables. The exponents \( \beta \) belong to the support of \( x \) in \( \tilde{\varphi}^{-1} - \text{Id} \), which is by Corollary 5.5 described by \( \mathcal{A} \) in (5.12).

Since the first block of \( \tilde{g}^{-1} \) is \( \tilde{g}_\alpha^{-1} \) given in (5.15), \( \tilde{g}^{-1} \) does not contain the double logarithm in the leading term.
2. The case \( m = 0 \). We follow the same steps, but the computation is easier. In this case, \( g_a(x) = ax^a \), \( a \in \mathbb{R} \), and \( \tilde{\varphi} \) is strictly parabolic and Dulac. It follows that \( \tilde{\varphi}^{-1} \) and consequently \( \tilde{g}^{-1} = \tilde{\varphi}^{-1} \circ \tilde{g}_a^{-1} \) are also Dulac.

\[ \Box \]

**Proposition 5.7.** Let \( g \in G_{AN} \) be a Dulac germ and \( \tilde{g} \in \tilde{L} \) its Dulac expansion. Then the formal inverse \( \tilde{g}^{-1} \in \tilde{L}_2 \) from \((5.13)\) is the sectional asymptotic expansion of the inverse germ \( g^{-1} \in G_{AN} \) with respect to any integral section. That is,

\[ \tilde{g}^{-1} = \tilde{g}^{-1}. \]

More precisely, if \( m \neq 0 \), for every \( n \in \mathbb{N} \),

\[ g^{-1}(x) - \sum_{i=1}^{n} f_{\beta_i}(\ell)x^{\frac{\beta_i}{n}} = o(x^{\frac{\beta_m}{n}}), \ x \to 0, \]

\[ f_{\beta_i}(y) = y^{-M_{\beta_i} + \frac{m}{n}}G_{\beta_i}(\ell(y), \frac{y}{\ell(y)}) \in G_{AN}, \ M_{\beta_i} \in \mathbb{N}_0, \]

where \( \beta_i \in A, i \in \mathbb{N} \), are as in \((5.13)\) and \( G_{\beta_i} \) are analytic counterparts of \( \tilde{G}_{\beta_i} \) from \((5.13)\).

The proof is in the Appendix.

6. PROOF OF THEOREM A

**Proof of Theorem A.** Let \( \tilde{g} = \text{id} - \hat{f} \). The formal continuous time length of \( \varepsilon \)-neighborhoods of orbits for \( \hat{f} \) is given by the formula:

\[ \tilde{A}^\varepsilon_f(\varepsilon) = 2\varepsilon \cdot \Psi(\tilde{g}^{-1}(2\varepsilon)). \]

By Proposition \( 5.1 \) we have that \( \tilde{g}^{-1} \in \tilde{L}_2 \) and does not contain a double logarithm in the leading term.

By \( [10] \) Proposition 4.3, the formal Fatou coordinate \( \Psi \) of \( \hat{f} \) exists in \( \tilde{L}_2^\infty \) and is unique (up to an additive constant) in \( \tilde{L} \). Furthermore, by \( [10] \) Remark 7.1 there exists \( \rho \in \mathbb{R} \) such that

\[ \Psi - \rho \varepsilon 2^{-1} \in \tilde{L}_2^\infty. \]

By formal composition it now easily follows that \( \Psi \circ \tilde{g}^{-1} \in \tilde{L}_2^\infty \). The conclusion of Theorem A follows.

The following remark provides more precise information on \( \tilde{A}^\varepsilon_f(\varepsilon) \):

**Remark 6.1.** Let \( \hat{f} \in \tilde{L} \) parabolic, \( \tilde{g} = \text{id} - \hat{f} \). Let

\[ \tilde{g}(x) = ax^m + h.o.t., \ a \neq 0, \ (\alpha, m) \succ (1, 0), \]

where \( \succ \) denotes the lexicographical order on \( \mathbb{R}^2 \).

1. (The residual term of \( \tilde{A}^\varepsilon_f(\varepsilon) \)) If \( \tilde{g} \) does not contain a logarithm in the leading term, then by Proposition \( 5.1 \) \( \tilde{g}^{-1} \in \tilde{L} \), without logarithm in the leading term. By \( [10] \) Remark 7.1, there exists \( \rho \in \mathbb{R} \) such that \( \Psi - \rho \varepsilon 2^{-1} \in \tilde{L}_2^\infty \). Consequently, by \( (6.1) \),

\[ \tilde{A}^\varepsilon_f(\varepsilon) - \rho \cdot 2\varepsilon 2^{-1} \in \tilde{L}. \]

We will call \( \rho \cdot 2\varepsilon 2^{-1} \) the residual term of \( \tilde{A}^\varepsilon_f(\varepsilon) \). See Example 2 in Section 4.
Notice that, in the general case where \( \hat{g} \) contains logarithm in the leading term, \( \hat{g}^{-1} \in \hat{L}_2 \) and there may be other terms with double logarithms in \( \hat{A}_f^\varepsilon(\varepsilon) \). See Section 8 for a detailed analysis.

(2) (The leading term of \( \hat{A}_f^\varepsilon(\varepsilon) \)) Inverting formally as in Proposition 5.1, we get

\[
\hat{g}^{-1}(2\varepsilon) = (2/\alpha)^{1/\alpha} \alpha^{-m/\alpha} \ell(\varepsilon)^{-m/\alpha} + \text{h.o.t.}
\]

By [10, Remark 7.1] (or directly computing the first term of the Fatou coordinate \( \hat{\Psi} \) from the Abel equation):

\[
\hat{\Psi}(x) = \begin{cases} 
-\frac{1}{\alpha} x^{-\alpha} + \ell + \text{h.o.t.}, & \alpha \neq 1, \\
\frac{1}{\alpha} \ell^{-m-1} + \text{h.o.t.}, & \alpha = 1, m \in \mathbb{N}.
\end{cases}
\]

Therefore, by (6.1),

\[
\hat{A}_f^\varepsilon(\varepsilon) = \begin{cases} 
\alpha \varepsilon^{1/\alpha} \ell(-m/\alpha) + \text{h.o.t.}, & c \in \mathbb{R}, \quad \alpha \neq 1, \\
\frac{1}{\alpha} \ell^{-m-1} \varepsilon + \text{h.o.t.}, & c = 1, m \in \mathbb{N}.
\end{cases}
\]

7. Proof of Theorem B

We first state and prove Definition 7.1 and Lemmas 7.2–7.5 used in the proof of Theorem B.

Definition 7.1.

1. We say that a transseries \( \hat{f} \in \hat{L}^\infty \) is a Laurent transseries in \( \hat{L}^\infty \) if its terms can be regrouped in the form:

\[
\hat{f}(y) := y^\gamma \hat{F} \left( \ell(y), \frac{y}{\ell(y)} \right),
\]

where \( \gamma \in \mathbb{R} \) and \( \hat{F} \) is the Taylor expansion of a germ \( F \) of two variables analytic at \((0,0)\).

2. We say that a transseries \( \hat{f} \in \hat{L}^\infty \) is a generalized Laurent transseries in \( \hat{L}^\infty \), if it can be written as a finite sum of Laurent transseries.

Note that generalized Laurent transseries are convergent in the sense of [10, Definition 3.7]. The sum of Laurent transseries \( \hat{f} \) from (7.1) is thus unique:

\[
f(y) := y^\gamma \hat{F} \left( \ell(y), \frac{y}{\ell(y)} \right) \in \mathcal{G}_{AN}.
\]

The sum of a generalized Laurent transseries is analogously the sum of its Laurent summands, thus unique.

Note further that all derivatives of generalized Laurent transseries are again generalized Laurent, therefore convergent. Moreover, the sums and the derivatives commute.

Lemma 7.2. Let \( f(x) = x - ax^\alpha \ell^m + o(x^\alpha \ell^m), \alpha > 1, m \in \mathbb{N}_0, a > 0 \), be a Dulac germ. There exists \( \delta > 0 \) such that \( A_f^\varepsilon(x_0) - A_f(\varepsilon, x_0) = O(\varepsilon^{1+\delta}) \). More precisely, it holds that

\[
A_f^\varepsilon(x_0) - A_f(\varepsilon, x_0) = \varepsilon^{2 - \frac{1}{\alpha}} \ell^m k(\varepsilon),
\]

where \( k(\varepsilon) = O(1) \) is a high-amplitude oscillatory function (and consequently, does not admit an asymptotic behavior, as \( \varepsilon \to 0 \)). That is, there exist two sequences
\( (\varepsilon_1) \to 0 \) and \( (\varepsilon_n^2) \to 0 \) and \( A, B \in \mathbb{R} \), \( A < B \), such that \( h(\varepsilon_1) < A < B < h(\varepsilon_n^2) \), \( n \in \mathbb{N} \).

Note that Lemma 7.2 implies that \( \varepsilon \mapsto A_f(\varepsilon, x_0) \) indeed does not have a complete asymptotic expansion in a power-logarithmic scale. By Lemma 7.2, since \( \varepsilon \mapsto A_f(\varepsilon, x_0) \) has a complete asymptotic expansion in the power-log scale, the asymptotic expansion of \( \varepsilon \mapsto A_f(x_0, \varepsilon) \) still exists at all power-logarithmic terms of order strictly smaller than \( \varepsilon^{2-\frac{1}{\alpha}} \) in \( \varepsilon \).

**Proof.** We compute:

\[
A_f'(\varepsilon, x_0) - A_f(\varepsilon, x_0) = x_{\tau_\varepsilon} - x_{n_\varepsilon} + 2\varepsilon(\tau_\varepsilon - n_\varepsilon) = \\
\psi^{-1}(\tau_\varepsilon + \psi(x_0)) - \psi^{-1}(n_\varepsilon + \psi(x_0)) + 2\varepsilon(\tau_\varepsilon - n_\varepsilon) = \\
(7.2) \\
= -\left( (\psi^{-1})'(\tau_\varepsilon + \psi(x_0)) + \frac{1}{2}(\psi^{-1})''(\varepsilon)(n_\varepsilon - \tau_\varepsilon) + 2\varepsilon \right)(n_\varepsilon - \tau_\varepsilon).
\]

Here, \( \eta(\varepsilon) \) lies between \( \tau_\varepsilon + \psi(x_0) \) and \( n_\varepsilon + \psi(x_0) \). Note that \( n_\varepsilon = [\tau_\varepsilon] \), so \( n_\varepsilon - \tau_\varepsilon = O(1) \). Additionally, let \( (\varepsilon_n) \to 0 \) be a critical sequence: \( \varepsilon_n := \frac{\varepsilon_{n+1} - \varepsilon_n}{2} \), \( n \in \mathbb{N} \). Denote \( h(\varepsilon) := n_\varepsilon - \tau_\varepsilon \). It holds that \( h \) is continuous on \( (\varepsilon_{n+1}, \varepsilon_n) \) and \( h(\varepsilon_{n+1}) = h(\varepsilon_n) = 1 \), \( h(\varepsilon_n) = 0 \), \( n \in \mathbb{N} \). This shows that \( h(\varepsilon) = O(1) \) does not have an asymptotic behavior in any continuous scale and does not tend to \( 0 \). So \( O(1) \) is indeed the optimal estimate.

Let \( X = \frac{\partial}{\partial x} \) be the vector field whose time-one map is \( f \). Then \( \psi' = \frac{1}{x} \) and \( f = \exp(\frac{\partial}{\partial x}) \cdot \text{id} = \text{id} + \frac{1}{2} \xi \xi + \ldots \), for details see [10, Section 4]. Since \( \alpha > 1 \), the orders of the terms in the expansion are strictly increasing. Therefore,

\[
\xi(x) = -g(x) - \frac{1}{2} \xi'(x) \xi(x) + \ldots
\]

Thus, \( \xi(x) \sim -ax^\alpha \ell^m, \xi'(x) \sim -ax^{\alpha-1} \ell^m \), as \( x \to 0 \). By Proposition 5.1

\[
g^{-1}(2\varepsilon) \sim (a\alpha^{-1})^{-1/\alpha} 2^{\frac{\alpha}{2}} \varepsilon^{1/\alpha} \ell(\varepsilon)^{-\frac{m}{\alpha}}, \varepsilon \to 0.
\]

We now estimate the leading terms in (7.2):

\[
(\psi^{-1})'(\tau_\varepsilon + \psi(x_0)) = \frac{1}{\psi'(\psi^{-1}(\tau_\varepsilon + \psi(x_0)))} = \xi(g^{-1}(2\varepsilon)) = \\
= -g(g^{-1}(2\varepsilon)) - \xi(g^{-1}(2\varepsilon))\xi'(g^{-1}(2\varepsilon)) + \ldots = \\
(7.3) \\
= -2\varepsilon - a^{1/\alpha} \alpha^{1+m/\alpha} 2^{1-1/\alpha} \varepsilon^{2-\frac{1}{\alpha}} \ell^m + o(\varepsilon^{2-\frac{1}{\alpha}} \ell^m).
\]

Also, it can easily be computed that:

\[
(\psi^{-1})''(\varepsilon)(\xi(\varepsilon)) \sim (\xi(g^{-1}(2\varepsilon)))'\xi'(g^{-1}(2\varepsilon)) = \\
= a^{1/\alpha} \alpha^{1+m/\alpha} 2^{2-1/\alpha} \varepsilon^{2-\frac{1}{\alpha}} \ell^m + o(\varepsilon^{2-\frac{1}{\alpha}} \ell^m).
\]

Finally, putting (7.3) and (7.4) into (7.2), we get:

\[
A_f(x_0) - A_f(\varepsilon, x_0) = a^{1/\alpha} \alpha^{1+m/\alpha} 2^{1-1/\alpha} \varepsilon^{2-\frac{1}{\alpha}} \ell^m \cdot (h(\varepsilon) - h^2(\varepsilon) + o(1)), \varepsilon \to 0.
\]

Put \( k(\varepsilon) := a^{1/\alpha} \alpha^{1+m/\alpha} 2^{1-1/\alpha} (h(\varepsilon) - h^2(\varepsilon)) \). Obviously, \( k(\varepsilon) = O(1) \) (since \( h \) is) and high-amplitude oscillatory by the properties of \( h \). Indeed, there exists a sequence \( (\varepsilon_n^1) \to 0 \) such that \( h(\varepsilon_n^1) = \frac{1}{2} \). Then \( k(\varepsilon_n^1) = a^{1/\alpha} \alpha^{1+m/\alpha} 2^{2-1-1/\alpha} > 0 \) and \( k(\varepsilon_n) = 0 \), \( n \in \mathbb{N} \).

\( \square \)
Lemma 7.3. Let \( f \in \mathcal{G}_{AN} \) be a Dulac germ and let \( \hat{f} \) be its Dulac expansion. Then the formal continuous length of \( \varepsilon \)-neighborhoods of orbits \( \hat{A}^\epsilon_j(\varepsilon) \) belongs to \( \hat{L}_2 \). It can moreover be written in the form:

\[
\hat{A}^\epsilon_j(\varepsilon) = \sum_{j \in \mathbb{N}} \hat{F}_j(\ell(\varepsilon))\varepsilon^{\beta_j},
\]

where \( \beta_j > 0, \ j \in \mathbb{N} \), form a strictly increasing sequence tending to \(+\infty\) or finite, and \( \hat{F}_j \in \hat{L}_1^1 \subset \hat{L}_2^\infty \) are integrally summable in the sense of Definition 3.3.

Proof. The fact that \( \hat{A}^\epsilon_j(\varepsilon) \in \hat{L}_2 \) has already been proven in Theorem A in more generality (for all parabolic transseries in \( \hat{L} \)). Therefore it can be written in the form (7.10), where \( \hat{F}_j \in \hat{L}_1^\infty \).

The only non-trivial thing to prove is that \( \hat{F}_j \) belong to \( \hat{L}_1^1 \), that is, they are integrally summable. Recall that

\[
\hat{A}^\epsilon_j(\varepsilon) = \hat{g}^{-1}(2\varepsilon) + 2\varepsilon \cdot \hat{\Psi}^{-1}(\hat{g}^{-1}(2\varepsilon)).
\]

We have shown in Subsection 5.1 in Proposition 5.6 that

\[
\hat{g}^{-1}(x) = \sum_{i \in \mathbb{N}} \hat{g}_i(\ell)x^{\beta_i}, \quad \beta_i > 0,
\]

with \( \hat{g}_i \in \hat{L}^\infty \) Laurent (as in Definition 7.1), and that the first coefficient \( \hat{g}_1(\ell) \) is without double logarithm in the leading term. Put

\[
\hat{\Psi}_1 := \hat{\Psi} - \rho\ell_2^{-1}.
\]

It follows from [10] Proposition 6.4 that

\[
\hat{\Psi}_1(x) = \sum_{j \in \mathbb{N}} \hat{f}_j(\ell)x^{\alpha_j}, \quad \alpha_j \in \mathbb{R}, \quad \hat{f}_j \in \hat{L}_1^0.
\]

By formal composition,

\[
\hat{\Psi}_1 \circ \hat{g}^{-1}(2\varepsilon) = \sum_{j \in \mathbb{N}} \hat{h}_j(\ell(\varepsilon))\varepsilon^{\gamma_j} \in \hat{L}_2^\infty, \quad \gamma_j \in \mathbb{R}.
\]

We prove now that \( \hat{h}_j \in \hat{L}_1^1 \) by analyzing the form of these coefficients.

By Proposition 5.6 \( \hat{g}^{-1}(2\varepsilon) = \varepsilon^{\beta_1} \cdot \hat{g}_1(\ell(\varepsilon)) + O(\varepsilon^{\beta_1+\delta}), \ \beta_1 > 0, \ \delta > 0 \). Here, \( \hat{g}_1 \in \hat{L}^\infty \) is a Laurent transseries with no double logarithm in the first term:

\[
\hat{g}_1(\ell) = a\ell^{\gamma}(1 + \tilde{R}(\ell, \frac{\ell}{\ell_2})), \quad \gamma \in \mathbb{R},
\]

where \( \tilde{R} \) is the Taylor expansion of an analytic germ \( R \) at \((0,0)\), vanishing at 0. Note that \( O(\varepsilon^{\beta_1+\delta}) \in \hat{L}_2 \) with Laurent coefficients in \( \hat{L}_1^\infty \). Put

\[
\hat{H}_i(x) := \hat{f}_i(\ell)x^{\alpha_i}, \ i \in \mathbb{N}.
\]

Then \( \hat{H}_i(x) = \tilde{R}_i(\ell)x^{\alpha_i-1} \), with \( \tilde{R}_i \) convergent in \( \hat{L}_0^\infty \). Also, all other (formal) derivatives are of the form:

\[
\hat{H}_i^{(k)}(x) = \tilde{R}_{i,k}(\ell)x^{\alpha_i-k}, \ k \geq 2, \ \tilde{R}_{i,k} \text{ convergent in } \hat{L}_0^\infty.
\]

Now,

\[
\hat{\Psi}_1(\hat{g}^{-1}(2\varepsilon)) = \hat{H}_1(\hat{g}^{-1}(2\varepsilon)) + \hat{H}_2(\hat{g}^{-1}(2\varepsilon)) + \hat{H}_3(\hat{g}^{-1}(2\varepsilon)) + \ldots
\]
By the Taylor expansion,

\[
\hat{H}_i(\hat{g}^{-1}(2\varepsilon)) = \hat{H}_i(\varepsilon^{\beta_1 \hat{g}_1(\varepsilon)} \cdot (1 + O(\varepsilon^5))) = \\
= \hat{H}_i(\varepsilon^{\beta_1 \hat{g}_1(\varepsilon)}) + \hat{H}_i'(\varepsilon^{\beta_1 \hat{g}_1(\varepsilon)}) \cdot O(\varepsilon^{\delta_1 + \beta_1}) + \frac{1}{2!} \hat{H}_i''(\varepsilon^{\beta_1 \hat{g}_1(\varepsilon)}) \cdot O(\varepsilon^{2(\delta_1 + \beta_1)}) + \ldots
\]

We have:

\[
\hat{H}_i(\varepsilon^{\beta_1 \hat{g}_1(\varepsilon)}) = f_i(\varepsilon^{\beta_1 \hat{g}_1(\varepsilon)})(\varepsilon^{\beta_1 \hat{g}_1(\varepsilon)})^{\alpha_i}, \\
\hat{H}_i^{(k)}(\varepsilon^{\beta_1 \hat{g}_1(\varepsilon)}) = \hat{R}_{i,k}(\varepsilon^{\beta_1 \hat{g}_1(\varepsilon)})^{\alpha_i - k}, \quad k \in \mathbb{N},
\]

\(\hat{R}_{i,k}\) convergent. Note, using (7.10), that \(\hat{g}_1(\varepsilon)^{\alpha_i - k}\) is a Laurent transseries in \(\hat{L}^\infty\).

It is easy to see by (7.10) that \(\hat{R}_{i,k}(\varepsilon^{\beta_1 \hat{g}_1(\varepsilon)})\) is also a Laurent transseries in \(\hat{L}^\infty\).

Since by (7.7) \(\hat{Ψ} = \hat{Ψ}_1 + \rho \varepsilon_{2^{-1}} \hat{Ψ}\), it is left to analyze the formal composition \(\varepsilon_{2^{-1}}(\hat{g}^{-1}(2\varepsilon))\). By the formal Taylor expansion, we have:

\[
\varepsilon_{2^{-1}}(\hat{g}^{-1}(2\varepsilon)) = \varepsilon_{2^{-1}}(\varepsilon^{\beta_1 \hat{g}_1(\varepsilon)}) + (\varepsilon_{2^{-1}}(\varepsilon^{\beta_1 \hat{g}_1(\varepsilon)})) \cdot O(\varepsilon^{\beta_1 + \delta}) + \\
\frac{1}{2} (\varepsilon_{2^{-1}}(\varepsilon^{\beta_1 \hat{g}_1(\varepsilon)})) \cdot O(\varepsilon^{2\beta_1 + 2\delta}) + \ldots
\]

Using \((\varepsilon_{2^{-1}}(\varepsilon)) = \varepsilon^{-k} P_k(\varepsilon),\) where \(P_k\) is a polynomial of degree \(k\), \(k \in \mathbb{N}\), we get:

\[
\varepsilon_{2^{-1}}(\varepsilon^{\beta_1 \hat{g}_1(\varepsilon)}) = \varepsilon_{2^{-1}}(\varepsilon) + \hat{R}_1(\varepsilon) \cdot \frac{\hat{ξ}(\varepsilon)}{\hat{Ψ}(\varepsilon)} \\
(\varepsilon_{2^{-1}}(\varepsilon)) = P_k(\varepsilon^{\beta_1 \hat{g}_1(\varepsilon)})) \cdot (\varepsilon^{\beta_1 \hat{g}_1(\varepsilon)})^{-k}, \quad k \in \mathbb{N}.
\]

Here, \(\hat{R}_1\) is a Taylor expansion of an analytic germ of two variables at \((0, 0)\). Note that \(\varepsilon_{2^{-1}}(\varepsilon^{\beta_1 \hat{g}_1(\varepsilon)})\) is generalized Laurent transseries in \(\hat{L}^\infty\). As before, \(\hat{g}_1(\varepsilon)^{-k}\) and \(P_k(\varepsilon^{\beta_1 \hat{g}_1(\varepsilon)}))\), \(k \in \mathbb{N}\), are Laurent transseries in \(\hat{L}^\infty\).

Finally, putting (7.12) in (7.13) and then in (7.14), and (7.16) in (7.15), and grouping the terms in \(\varepsilon \hat{Ψ}(\hat{g}^{-1}(\varepsilon))\) with the same power of \(\varepsilon\), we get the summation in \(\hat{A}_f^c \in \hat{L}_2\) of two possible types, with respect to the power of \(\varepsilon\):

\[
\left\{ \begin{array}{ll}
\varepsilon^{1+\beta_1 \alpha_i} \hat{g}_1(\varepsilon)^{\alpha_i} \cdot \hat{f}_i(\varepsilon^{\beta_1 \hat{g}_1(\varepsilon)}) + \hat{H}(\varepsilon), & \text{for } \alpha_i \in \mathcal{S}_2(\hat{Ψ}), \\
\varepsilon^{1+\gamma} \hat{G}(\varepsilon), & \text{if } \gamma \neq \beta_1 \alpha_i, \forall \alpha_i \in \mathcal{S}_2(\hat{Ψ}),
\end{array} \right.
\]

where \(\hat{G}, \hat{H} \in \hat{L}^\infty\) are generalized Laurent transseries, and \(\alpha_i\) is the exponent of integration of \(\hat{f}_i \in \hat{L}_2\) if \(\gamma \neq \beta_1 \alpha_i\).

The coefficients \(\hat{F}_j\) from (7.5) obviously belong to \(\hat{L}_1^\infty\) as defined in Definition 3.3 and one decomposition (3.3) is given in (7.17).

**Lemma 7.4.** Let \(f\) be a Dulac map, \(\hat{f}\) its Dulac expansion and let the formal length \(\hat{A}_f^c(\varepsilon)\) be as in (7.3). Then the continuous time length of the \(\varepsilon\)-neighborhood of an orbit \(\varepsilon \mapsto \hat{A}_f(x_0, \varepsilon)\) satisfies, up to an additive term \(\varepsilon K, K \in \mathbb{R}\), the following
asymptotics in powers of $\varepsilon$:

\[
A_f^n(x_0, \varepsilon) = \sum_{j=1}^{n} F_j(\ell(\varepsilon))\varepsilon^{\beta_j} + o(\varepsilon^{\beta_n}), \ n \in \mathbb{N}, \ \varepsilon \to 0,
\]

where $F_j \in G_{AN}$ are (any) integral sums of $\hat{F}_j$. That is, the formal length $\hat{A}_f^n(\varepsilon)$ from (7.3) is the sectional asymptotic expansion with respect to integral sections of $A_f^n(x_0, \varepsilon)$, up to $\varepsilon K$, as $\varepsilon \to 0$.

**Proof.** We now show the asymptotics (7.18) of $\varepsilon \mapsto A_f^n(x_0, \varepsilon)$. The construction of $\hat{\Psi}$ in the Theorem in [10] follows the same term-by-term algorithm as the formal construction of $\hat{\Psi}$. Let $\Psi_1 = \Psi - \rho \ell_2^{-1}$. We have, by the proof of the Theorem in [10]:

\[
\Psi_1(x) - \sum_{j=1}^{n} x^\alpha f_j(\ell) = o(x^{\alpha_n}), \ n \in \mathbb{N},
\]

where $f_j \in G_{AN}$ is an integral sum (in the sense of Definition 3.1), unique up to a constant, of $f_j \in \hat{L}_0$ from (7.8), $j \in \mathbb{N}$. The sequence $(\alpha_j)_j$ is strictly increasing to $+\infty$ or finite, the same as in (7.8). Put $H_i(x) := x^{\alpha_i} f_i(\ell)$, $i \in \mathbb{N}$. Then $H_i \in G_{AN}$, $H_i(x) = x^{\alpha_i - 1} R_i(\ell)$, and

\[
H_i^{(k)}(x) = R_{i,k}(\ell) x^{\alpha_i - k}, \ k \geq 2,
\]

where $R_i, R_{i,k}$ are the sums of convergent Laurent series $\hat{R}_i, \hat{R}_{i,k} \in \hat{L}_0^\infty$ from the formal construction (7.11).

On the other hand, we have proved in Proposition 3.7 in Section 3 the following expansion:

\[
g^{-1}(2\varepsilon) = \sum_{i=1}^{k} g_i(\ell(\varepsilon))\varepsilon^{\beta_i} = o(\varepsilon^{\beta_k}), \ k \in \mathbb{N},
\]

where $g_i \in G_{AN}$ are the sums of convergent Laurent transseries $\hat{g}_i \in \hat{L}_0^\infty$ from (7.6).

As in the formal counterpart above, using (7.19) and (7.20), we have:

\[
\Psi_1(g^{-1}(2\varepsilon)) = \sum_{j=1}^{n} H_j(g^{-1}(2\varepsilon)) + o((g^{-1}(2\varepsilon))^{\alpha_n}), \ n \in \mathbb{N}.
\]

As above, we repeat the Taylor expansion for $H_j(g^{-1}(\varepsilon))$, $j \in \mathbb{N}$ and $\ell_2(g^{-1}(2\varepsilon))$. By the correspondence of the procedure with the formal one above, we finally get:

\[
\Psi(g^{-1}(2\varepsilon)) - \sum_{j=1}^{n} h_j(\ell(\varepsilon))\varepsilon^{\gamma_j} = o(\varepsilon^{\gamma_i}), \ n \in \mathbb{N},
\]

where $\gamma_j \in \mathbb{R}$ are strictly increasing to $+\infty$, as in (7.3) and $h_j \in G_{AN}$ are exactly the integral sums of $\hat{h}_j \in \hat{L}_1$ from (7.9), as in Definition 3.4. The asymptotics (7.18) now follows.

**Lemma 7.5.** Let $f$ be a Dulac map. The asymptotic expansions of the continuous time length of the $\varepsilon$-neighborhood of an orbit $\varepsilon \mapsto A_f^n(x_0, \varepsilon)$ with respect to different integral sections differ only by an additive term $K \varepsilon$, $K \in \mathbb{R}$.
We show that different choices of integral sums correspond to different choices of the integral section $s$. If $\hat{A}(\varepsilon)$ is the sectional asymptotic expansion of $A_j(x_0, \varepsilon)$ with respect to an integral section $s$ and if we choose a different integral section $s_1$, then there exists $K \in \mathbb{R}$ such that $A_j(x_0, \varepsilon) + K \varepsilon$ admits $\hat{A}(\varepsilon)$ as its sectional asymptotic expansion with respect to $s_1$.

By the precise form of the coefficients $\hat{F}_j \in \mathcal{L}_1^\varepsilon$ given in (7.17), we see that their integral sums $F_j \in \mathcal{G}_{AN}$ are non-unique by the following terms:

1. In front of the power $\varepsilon^{\beta_1 \alpha_i + 1}$ for $\alpha_i \in S_\varepsilon(\hat{\varphi})$ and $\alpha_i < 0$, the integral sum $F_j \in \mathcal{G}_{AN}$ is by Definition 3.4 and Remark 3.5 unique up to an additive term:

$$K \left(g_1(\ell(\varepsilon))\right)^{\alpha_i} \varepsilon^i \left(\varepsilon^{\beta} g_1(\ell(\varepsilon))\right)^{-\alpha_i} = K \varepsilon^{-\beta \alpha_i}, \ c \in \mathbb{R}.$$ 

For $\alpha_i \in S_\varepsilon(\hat{\varphi})$ and $\alpha_i \geq 0$, the integral sum $F_j$ in front of the power $\varepsilon^{\beta \alpha_i + 1}$ is unique.

2. In front of all other powers of $\varepsilon$, $\hat{F}_j \in \mathcal{L}_1^\varepsilon$ are generalized Laurent, therefore convergent, and have thus unique sums $\hat{F}_j \in \mathcal{G}_{AN}$.

Note that in the formal Fatou coordinate there are only finitely many $\alpha_i$ such that $\alpha_i < 0$ (see the construction of the formal Fatou coordinate in the Theorem in [10]). Therefore, depending on the choice of the integral sums, that is, on the choice of the integral section $s$, a fixed $\varepsilon \mapsto A_j(x_0, \varepsilon)$ admits a fixed $\hat{A}(\varepsilon)$ as its sectional asymptotic expansion with respect to $s$ only up to a term $K \varepsilon$, $K \in \mathbb{R}$. \hfill $\square$

Proof of Theorem B.

(i) Lemma 7.3

(ii) Recall that

$$\hat{A}(\varepsilon) = \hat{g}^{-1}(2\varepsilon) + 2\varepsilon \cdot \hat{\Psi}(\hat{g}^{-1}(2\varepsilon)).$$

Here, $\hat{\Psi} \in \mathcal{L}_\varepsilon^\infty$ is the formal Fatou coordinate for the Dulac expansion $\hat{f}$ of $f$ constructed in [10], unique in $\mathcal{L}_\varepsilon$ up to a constant term $K \in \mathbb{R}$. The formal inverse $\hat{g}^{-1}$ constructed in Section 5 is unique. Therefore, $\hat{A}(\varepsilon)$ is uniquely defined up to $\varepsilon K$, $K \in \mathbb{R}$, depending on the choice of the constant in $\hat{\Psi}$. The statement follows by Lemmas 7.3, 7.5

(iii) Lemma 7.2 \hfill $\square$

8. Proof of Theorem C

Let $f(x) = x - x^\alpha \ell^m + o(x^\alpha \ell^m)$, $\alpha > 1$, $m \in \mathbb{N}_0^-$, be a prenormalized parabolic Dulac map. Let $\hat{f}$ be its Dulac expansion.

In the proof, by [1],

$$[x^\beta \ell^m \ell^n] \hat{h}(x),$$

we will denote the coefficient in front of the monomial $x^\beta \ell^m \ell^n$ in $\hat{h} \in \mathcal{L}_\varepsilon^\infty$ (may be also 0).

In the proof, we need the following lemmas.
Lemma 8.1. Let \( f(x) = x - x^α \ell^m + o(x^α \ell^m) \) be a (prenormalized) Dulac germ with the Dulac expansion \( \hat{f} \). Let \( \hat{g} = \text{id} - \hat{f} \). For a given \( f \), let \( A_{r,s}(f) \) denote the coefficients of monomials \( y^r \ell^s (y)^s \) in \( \hat{g}^{-1}(y) \), for integer \( r, s \in \mathbb{Z} \). That is,

\[
A_{r,s}(f) := [\ell^r \ell^s_2]\left( \frac{\hat{g}^{-1}(t)}{t} \right), \quad r, s \in \mathbb{Z}.
\]

Then the formal invariant \( \rho \) of the Dulac germ \( f \) can be expressed as the sum:

\[
\rho = \sum_{r=-\infty}^{1} \sum_{s=-\infty}^{r+1} a_{r,s}(r,s,\alpha,m) \cdot A_{r,s}(f).
\]

Here, for a given \( f \), only finitely many of \( A_{r,s}(f) \) are non-zero, so the sum is finite. The coefficients \( a_{r,s} \in \mathbb{R} \) are explicit universal functions of \( \alpha, m \) and \( r, s \), independent of the germ \( f \) other than through \( \alpha \) and \( m \).

In the proof of Lemma 8.1 we use Proposition 8.2.

Proposition 8.2. Let \( f(x) = x - x^α \ell^m + o(x^α \ell^m) \) be a (prenormalized) Dulac germ with the Dulac expansion \( \hat{f} \). Let \( \hat{g} = \text{id} - \hat{f} \). The formal invariant \( \rho \) of \( f \) can be expressed as a linear combination of coefficients of \( \hat{g}^{-1} \) in the following way:

\[
\rho = \alpha[\ell] \left. \frac{\hat{g}^{-1}(t)}{t} \right|_{t=x^α \ell^m} + m[1] \left. \frac{\hat{g}^{-1}(t)}{t} \right|_{t=x^α \ell^m}.
\]

The proof is in the Appendix. Note that in the special case when \( m = 0 \), we have simply

\[
\rho = \alpha[\ell] \left. \frac{\hat{g}^{-1}(t)}{t} \right|_{t=x^α} = \left. \ell(t) \frac{\hat{g}^{-1}(x)}{x} \right|_{t=x^α}.
\]

Proof of Lemma 8.1 By Proposition 8.2 we analyze which monomials in \( \frac{\hat{g}^{-1}(t)}{t} \) contribute to the coefficients [\( \ell \)] and [1] in \( \left. \frac{\hat{g}^{-1}(t)}{t} \right|_{t=x^α \ell^m} \). Take a general monomial \( C t^β \ell^r \ell^s_2 \), \( β > -1 \), \( r, s \in \mathbb{R} \), \( C \in \mathbb{R} \), from \( \frac{\hat{g}^{-1}(t)}{t} \in \hat{\mathcal{L}}_2 \).

If \( β \neq 0 \), after composing with \( x^α \ell^m \) it can easily be seen that it contributes only to monomials of \( \frac{\hat{g}^{-1}(t)}{t} \in \ell^m \) beginning with non-zero power of \( x \), \( x^β \), and therefore neither to \( [\ell] \) nor to [1].

The monomials contributing to [\( \ell \)] or [1] are therefore of the form \( \ell(t)^r \ell^s_2(t)^s \), \( r, s \in \mathbb{R} \). We compute:

\[
\begin{align*}
\ell(t)^r \ell^s_2(t)^s \bigg|_{t=x^α \ell^m} &= \alpha^{-r} x^{-s} \ell^r \ell^s_2 \left( \frac{1}{1 + \frac{m}{α} \ell \ell_2} \right)^r \left( \frac{1}{1 + \log α \ell \ell_2 + \ell_2 \log \left( 1 + \frac{m}{α} \ell \ell_2 \right)} \right)^s.
\end{align*}
\]

We now see that the monomials that contribute to [\( \ell \)] or [1] necessarily have integer \( r, s \in \mathbb{Z} \). Moreover, that the admissible set of exponents (in the sense that no other exponents can contribute to [\( \ell \)] or [1]) is:

\[
(r, s) \in \left\{ (-k, s) : s = k + 1, k, k - 1, \ldots, k \in \{-1\} \cup \{0\} \cup \mathbb{N} \right\} \subseteq \mathbb{Z} \times \mathbb{Z}.
\]

This admissible set does not depend on the germ \( f \). The set \( \text{supp} (\frac{\hat{g}^{-1}(t)}{t}) \) is well-ordered, therefore only finitely many \( r \) and \( s \) exist in the support for a specific \( f \),
and for others the coefficient is equal to 0. Finally, the coefficients that contribute to $[\ell]$ and $[1]$ in $\frac{g^{-1}(t)}{t}$, $t=x^\ell m$, that is, to $\rho$, are

$$A_{r,s}(f) = [\ell^\ell_2^e] \left( \frac{g^{-1}(t)}{t} \right), \quad r = -\infty \ldots 1, \quad s = -\infty \ldots (-r + 1),$$

where, for a specific $f$, only finitely many of them are non-zero. By (8.3),

$$(8.7) \quad \left[ \ell \right] \left( \frac{g^{-1}(t)}{t} \right)_{t=x^\ell m} = \sum_{r=-\infty}^{-1} \sum_{s=-\infty}^{r+1} A_{r,s}(f) b_{rs}(r, s, \alpha, m),$$

$$(8.8) \quad \left[ 1 \right] \left( \frac{g^{-1}(t)}{t} \right)_{t=x^\ell m} = \sum_{r=-\infty}^{-1} \sum_{s=-\infty}^{r+1} A_{r,s}(f) c_{rs}(r, s, \alpha, m).$$

Here, $b_{rs}(r, s, \alpha, m)$ and $c_{rs}(r, s, \alpha, m)$ are universal functions only of $r, s, \alpha, m$ that can be computed explicitly, independent of $f$ other than through $\alpha$ and $m$, while $A_{r,s}(f)$ depend on the specific $f$ and for a specific $f$ only finitely many of them are non-zero (and thus the given sum is finite). Now putting (8.7) in (8.3) we get (8.2), where $a_{rs} := ab_{rs} + mc_{rs}$.

**Remark 8.3.** Note that the admissible set in (8.6) is estimated very coarsely. In fact, one can compute the optimal admissible set which is smaller. The optimality is in the sense that $\ell^\ell_2^e$ indeed contain monomials $\ell$ or 1, for $m \neq 0$.

$$(r, s) \in \{ (0, s) : s \in \mathbb{N}_0^- \} \cup \{ (1, s) : s \in \mathbb{N}_0^- \} \cup \bigcup_{k \in \mathbb{N}} \{ (-k, s) : 1 \leq s \leq k \}.$$ 

For all other $(r, s)$ we have $a_{rs}(r, s, \alpha, m) = 0$ in (8.2).

**Lemma 8.4.** Let $f$ be a (prenormalized) Dulac germ and let $\hat{A}_f^\varepsilon(\varepsilon)$ be its formal continuous length of $\varepsilon$-neighborhoods of orbits. For $p, q \in \mathbb{Z}$, $p^2 + q^2 \neq 0$, let

$$B_{p,q} := [\varepsilon \ell^\ell_2^e] \hat{A}_f^\varepsilon(\varepsilon) \left( \frac{\varepsilon}{\beta} \right).$$

Then the admissible coefficients $A_{r,s}(f)$ from (8.4), $r \leq 1$, $s \leq -r$, can be expressed (by solving finitely many triangular systems) as polynomial functions of $B_{p,q}$, $p, q \in \mathbb{Z}$, $(p, q) \sim (0, 0)$, with coefficients independent of the germ $f$.

**Remark 8.5.** It is worth noticing that in the statement of Lemma 8.4 $B_{0,0} = [\varepsilon \ell^\ell_2^e] \hat{A}_f^\varepsilon(\varepsilon)$ is not used for obtaining admissible $A_{r,s}(f)$ and then by Lemma 8.1 for expressing $\rho$. This is coherent, since the coefficient of $\varepsilon^1$ in $\hat{A}_f^\varepsilon(\varepsilon)$ is not uniquely defined.

**Proof of Lemma 8.4** By Proposition 8.4 in the Appendix, there exists $\delta > 0$ such that:

$$(8.8) \quad \hat{A}_f^\varepsilon(\varepsilon) = -\varepsilon \int_{\varepsilon}^{\varepsilon} \frac{g^{-1}(t)}{t^2} dt - \varepsilon \ell(\varepsilon)^{-1} + o(\varepsilon^{1+\delta}), \varepsilon \to 0.$$ 

By (8.1), $A_{r,s}(f) = [\varepsilon \ell(\varepsilon)^{\ell^\ell_2^e} \hat{g}^{-1}(\varepsilon), r, s \in \mathbb{Z}, r = -\infty \ldots 1, s = -\infty \ldots (-r + 1)$. For a particular $f$, only finitely many of admissible $A_{r,s}(f)$ are non-zero, due to well-orderedness of $\hat{g}^{-1}$.
By [SS], to express \( B_{p,q} = [\varepsilon \ell' \ell'] \hat{A}_f (\varepsilon) \) by \( A_{r,s}(f) = [\ell' \ell']^{\frac{q-1}{s}} \), \( r, s \in \mathbb{Z} \), we express the coefficient

\[
\left[ \ell' \ell' \right] \left( \int x^{q-1} \frac{t}{t} \, dt \right)
\]

by \( A_{r,s}(f) \). First note that only coefficients of monomials of \( \frac{q-1}{s} \) with zero power of \( t \) and integer powers of \( \ell, \ell_2 \) contribute to \( \left[ \ell' \ell' \right] \left( \int x^{q-1} \frac{t}{t} \, dt \right) \), \( p, q \in \mathbb{Z} \). That is, exactly \( A_{r,s}(f), \ r, s \in \mathbb{Z} \). To determine the contribution of each such monomial, we compute:

\[
\int x^r \frac{A_r(s)(f) \ell^r \ell^s_2}{t} = -A_{r,s}(f) \int x^{r-2} \ell(t)^s \, du =
\]

\[
\begin{cases}
-\frac{1}{s} A_r(s)(f) \ell^{-1} \ell^2_2 + \frac{s}{(r-1)s} \ell_2 A_{r,s}(f) \ell^{-1} \ell^{r-1}_2 - \frac{(r+1)}{(s+1)} A_{r,s}(f) \ell^{-1} \ell^{r+1}_2 + \ldots, & r \neq 1, \\
-A_{1,1}(f) \log(\ell_2), & r = 1, s \neq 1, \\
& r = 1, s = 1.
\end{cases}
\]

Therefore,

\[
\left[ \ell' \ell^q_2 \right] \int x^{q-1} \frac{t}{t} \, dt =
\]

\[
\begin{cases}
-\frac{1}{p} A_{p+1,q}(f) + \frac{q-1}{p^2} A_{p+1,q-1}(f) - \frac{(q-1)(q-2)}{p^3} A_{p+1,q-2}(f) + \frac{(q-1)(q-2)(q-3)}{p^4} A_{p+1,q-3}(f) + \ldots, & p \neq 0, \\
-A_{1,q+1}(f), & p = 0, q \neq 0.
\end{cases}
\]

For \( p = q = 0 \), the coefficient \( \left[ 1 \right] \int x^{q-1} \frac{t}{t} \, dt \) is not well-defined (we may add any constant). Note also that the above sum is finite, since \( \hat{g}^{-1} \) is well-ordered: for every \( p \in \mathbb{Z} \) there exists \( q \) such that \( A_{p+1,r} = 0 \), for all \( r < q \).

Finally,

\[
B_{p,q} = [\varepsilon \ell(\varepsilon) \ell_2(\varepsilon)]^{q} \hat{A}_f (\varepsilon) =
\]

\[
(8.9)
\]

\[
\begin{cases}
\frac{1}{p} A_{p+1,q}(f) - \frac{q-1}{p^2} A_{p+1,q-1}(f) - \frac{(q-1)(q-2)}{p^3} A_{p+1,q-2}(f) - \frac{(q-1)(q-2)(q-3)}{p^4} A_{p+1,q-3}(f) + \ldots, & p \neq -1, 0, \\
-A_{q,0}(f) - (q-1)A_{q-1,0}(f) - (q-1)(q-2)A_{q-2,0}(f) - (q-1)(q-2)(q-3)A_{q-3,0}(f) + \ldots, & p = -1, q \neq 0, \\
-A_{0,0}(f) + A_{0,-1}(f) - 2A_{0,-2}(f) + 3A_{0,-3}(f) + \ldots, & p = -1, q = 0, \\
\frac{1}{q} A_{1,q+1}(f), & p = 0, q \neq 0.
\end{cases}
\]

The following algorithm expresses the admissible coefficients \( A_{r,s}(f), \ r, s \in \mathbb{Z}, \ r \leq 1, s \leq (-r+1) \), from coefficients \( B_{r,s}, (r,s) \prec (0,0) \), of the formal continuous length. It is based on solving a finite number of upper-triangular systems which we derive from (8.9).

Note that for a given \( f \), due to well-orderedness of \( \hat{g}^{-1} \), there exists \( R \in \mathbb{Z} \), such that \( A_{p,q}(f) = 0 \), for every \( p \leq R \) and for every \( q \in \mathbb{Z} \). Let \( R \) be the biggest such, that is, there exists a \( q \in \mathbb{Z} \) such that \( A_{R+1,q}(f) \neq 0 \). Also, for every \( p \in \mathbb{Z}, p > R \), there exists \( q \in \mathbb{Z} \) such that \( A_{p,r}(f) = 0 \), for every \( r < q \).
We separately solve special levels $p = -1$ and $p = 0$. Note that we do not need to consider levels $p > 0$, since $r \leq 1$ for the admissible set of $A_{r,s}(f)$.

The algorithm.

1. Level $p = 0$ (expressing admissible $A_{1,q}(f)$, $q \leq 0$).
   Let $q_1$ be the lowest $q$ such that $A_{1,q_1}(f)$ does not vanish. From (8.9), we see that $B_{0,q} = 0$ for $q < q_1 - 1$ and $B_{0,q_1 - 1} \neq 0$. The admissible coefficients that we express on this level are $A_{1,0}(f), A_{1,-1}(f), \ldots, A_{1,1}(f)$. In the asymptotic expansion of the length of the $\varepsilon$-neighborhood of an orbit, we read the coefficients $B_{0,-1}, B_{0,-2}, \ldots, B_{0,q_1 - 1}$. We start with $B_{0,-1}$. The stopping condition is the point $q_1 - 1$ which is recognized since there are no more lower non-zero coefficients $B_{0,q}, q < q_1 - 1$, on this level. Recall that $A_f^\varepsilon$ is well-ordered, so this must eventually happen. By (8.9), we have:
   \[ A_{1,q+1}(f) = qB_{0,q}, \quad q_1 - 1 \leq q \leq -1. \]
   Note that $B_{0,0}$ is not needed for expressing admissible $A_{1,q}(f)$, since $A_{1,1}(f)$ does not belong to the admissible set.

2. Levels $p < -1$ (expressing admissible $A_{p+1,q}(f)$, $q \leq -p$).
   Let $p < -1$ be any level such that there exists $q \leq -p$ such that $B_{p,q} \neq 0$. Otherwise, this level needs not to be considered, since by (8.9) all admissible $A_{p,q}(f)$ on this level are necessarily zero. Due to well-orderedness, there are only finitely many such levels.

   On a level $p < -1$, in the expansion of the length of the $\varepsilon$-neighborhood of an orbit read $B_{p,-p}, B_{p,-p-1}, \ldots$. Continue until the biggest $q_{p+1}$ such that all further coefficients on this level vanish, that is, $B_{p,q} = 0, q < q_{p+1}$ (well-orderedness). This is the stopping condition. The admissible coefficients that we need to express by $B_{p,q}$ are $A_{p+1,q}(f), q_{p+1} \leq q \leq -p$. Indeed, by (8.9), $B_{p,q} = 0$ for $q < q_{p+1}$ implies that $A_{p+1,q}(f) = 0$ for $q < q_{p+1}$. By (8.9), we solve the upper-triangular system:
   \[
   \begin{cases}
   B_{p,-p} = \frac{1}{p} A_{p+1,-p}(f) + \frac{1}{p^2} A_{p+1,-p-1}(f) + \frac{1}{p^3} A_{p+1,-p-2}(f) + \ldots + \frac{1}{p^{q_{p+1} - p + 1}} A_{p+1,q_{p+1} - 1}(f), \\
   B_{p,-p-1} = \frac{1}{p} A_{p+1,-p-1}(f) + \frac{1}{p^2} A_{p+1,-p-2}(f) + \ldots + \frac{1}{p^{q_{p+1} - p}} A_{p+1,q_{p+1} - 1}(f), \\
   B_{p,-p-2} = \frac{1}{p} A_{p+1,-p-2}(f) + \ldots + \frac{1}{p^{q_{p+1} - 1}} A_{p+1,q_{p+1} - 1}(f), \\
   \vdots \\
   B_{p,q_{p+1}} = \frac{1}{p} A_{p+1,q_{p+1}}(f).
   \end{cases}
   \]

3. Level $p = -1$ (expressing admissible $A_{0,q}(f)$, $q \leq 1$).
   By a similar analysis, we solve an upper-triangular system to express (finitely many due to well-orderedness) admissible $A_{0,q}(f)$, $q \leq 1$ by finitely many $B_{-1,q}, q \leq 1$.

   Finally, we see that all $B_{r,s}$ used for expressing the admissible $A_{p,q}$ satisfy $(r, s) \prec (0, 0)$.

\[ \Box \]

Proof of Theorem C. By Theorem B (iii), the initial part of the asymptotic expansion of the standard length $\varepsilon \mapsto A_f(x_0, \varepsilon)$ for any orbit coincides with the formal length $A_f^\varepsilon(\varepsilon)$ up to the order $O(\varepsilon^{1+\delta})$, for some $\delta > 0$. Therefore, we can work with the formal length and analyse its initial terms. The leading term of $A_f^\varepsilon(s)$ is given by $ce^{\frac{c}{\alpha} - \frac{s}{\rho}}$, $c \in \mathbb{R}$, by Remark 6.1. From the exponents, we read the formal invariants $\alpha, m$. For the invariant $\rho$, the statement of Theorem C follows directly from Lemmas 8.1 and 8.4.
Proof of Corollary 2.10. By [10, Remark 7.1], the formal Fatou coordinate $\hat{\Psi} \in \hat{L}_2^\infty$ of any Dulac germ $f(x) = x - x^\alpha \ell^m + o(x^\alpha \ell^m)$, $\alpha > 1$, $m \in \mathbb{N}_0^*$, with formal invariants $(\alpha, \rho)$, contains the double logarithm in only one term: $(\frac{\alpha}{\rho} + 1)\ell^1$. On the other hand, if $\hat{g}(x) = x^\alpha + o(x^\alpha)$ ($g$ does not contain a logarithm in the leading term), then it can be shown as in the proof of Proposition 5.1 that its inverse $\hat{g}^{-1}(\varepsilon) = \varepsilon^{\frac{\alpha}{\rho}} + o(\varepsilon^{\frac{\alpha}{\rho}})$ belongs to $\hat{L}_1$, i.e., does not contain double logarithms. Since $\hat{g}^{-1}(\varepsilon)$ contains no double logarithms and since its leading term does not contain a logarithm, composing $\hat{\Psi}(\hat{g}^{-1}(\varepsilon))$ we see that the term $\rho \ell^{-1}_2$ is the only term in $\hat{\Psi}(\hat{g}^{-1}(\varepsilon))$ which contains the double logarithm. Consequently, $\rho \cdot \varepsilon \ell^{-1}_2$ is the only term in $\hat{A}_f^c(\varepsilon/2)$ containing the double logarithm. The formal invariant $\rho$ is explicitly livisible from its coefficient.

There is yet another, more illustrative way to see that in the case $m = 0$ the formal invariant $\rho$ is the coefficient in front of $\varepsilon \ell^{-1}_2$. We use Proposition 8.2 for $m = 0$ and Lemma 8.4. Putting (8.4) in (8.8), the result follows immediately. □

9. Appendix

The following proposition is necessary for Definition 3.4 of integral sections.

Proposition 9.1. Let $s$ be any section such that $s|_{\hat{S}_0}$ is coherent. Then $\hat{L}_1^s \subset \hat{S}_0 \cup \hat{S}_1^s$.

Proof. Take $\hat{F} \in \hat{L}_1^s$ and let $F \in G$ be its one integral sum, as in (3.4). It is sufficient to verify that the algorithm of Poincaré applied to $F$ with respect to any section $s$ coherent on $\hat{S}_0$ gives the asymptotic expansion $\hat{F}$.

Due to coherence of $s$ on $\hat{S}_0$, it is sufficient to prove the following:

1. That the terms of $\hat{F} \in \hat{L}_1^s$ from (3.3) can be grouped as:

   \[
   \hat{F}(y) = \sum_{i=1}^{\infty} \hat{g}_i(\ell(y)) y^{\alpha_i},
   \]

   where $(\alpha_i)$ is a strictly increasing sequence of real numbers tending to $+\infty$ or finite and $\hat{g}_i$ are convergent.

2. At the same time, that the integral sum $F$ of $\hat{F}$ given in (3.4) satisfies:

   \[
   F(y) - \sum_{i=1}^{n} g_i(\ell(y)) y^{\alpha_i} = o(y^{\alpha_n}), \ y \to 0, \ n \in \mathbb{N},
   \]

   where $g_i$ are the sums of the convergent transseries $\hat{g}_i$ and $\alpha_i$ are the same as in 1.

First, by Fubini’s theorem and absolute convergence of $\hat{G}_i, i = 0, 1$, and $\hat{h}$ in (3.5), we have that:

   \[
   \hat{G}_i(y) = \sum_{j=1}^{\infty} \hat{g}_j^i(\ell(y)) y^{\beta_i}, \ i = 0, 1,
   \]

   \[
   \hat{h}(y) = ay^{\gamma_1} + \sum_{j=2}^{\infty} \hat{h}_j(\ell(y)) y^{\gamma_i}, \ a \in \mathbb{R}.
   \]
Here, \((\beta_j^i)_j\) and \((\gamma_j)_j\) are strictly increasing and tending to \(+\infty\) or finite, and 
\(\widehat{g}^i_j \in \mathcal{L}_0^\infty, i = 0, 1,\) and \(\widehat{h}_j \in \mathcal{L}_0^\infty, j \in \mathbb{N},\) are convergent with the sums \(g^i_j, h_j\) respectively. For the sums \(G_i \in \mathcal{G}, i = 0, 1,\) and \(h \in \mathcal{G}\) from [3.4] it holds that:

\[
G_i(y) - \sum_{j=1}^{n} g^i_j(\ell(y))y^{\beta^i_j} = o(x^{\beta^i_n}), \ n \in \mathbb{N}, \ i = 0, 1,
\]

\[
h(y) - ay^{\gamma_1} - \sum_{j=2}^{n} h_j(\ell(y))y^{\gamma_j} = o(y^{\gamma_n}), \ y \to 0, \ n \in \mathbb{N}.
\]

It is easy to see, with \(\widehat{h}\) and \(h\) as above, that:

\[
\ell(e^{-\frac{y}{\gamma}}\widehat{h}(y)) = \frac{y}{\gamma} + \widehat{k}(y),
\]

as well as that

\[
\ell(e^{-\frac{y}{\gamma}}h(y)) = \frac{y}{\gamma} + k(y),
\]

where \(\widehat{k} \in \mathcal{L}\) is a convergent transseries with the sum \(k \in \mathcal{G}.\) In particular,

\[
\widehat{k}(y) = cy^{\delta_0} + \sum_{i=2}^{\infty} \widehat{k}_i(\ell(y))y^{\delta_i}, \ k(y) - cy^{\delta_0} - \sum_{i=2}^{n} k_i(\ell(y))y^{\delta_i} = o(y^{\delta_n}), \ n \in \mathbb{N},
\]

where \((\delta_i)_i\) are strictly increasing to \(+\infty\) or finite, \(\delta_0 > 1, c \in \mathbb{R},\) and \(\widehat{k}_i \in \mathcal{L}_0^\infty\) are convergent power asymptotic expansions of \(k_i \in \mathcal{G}, i \in \mathbb{N}.

Now suppose that in [3.3] \(\widehat{f}(y) = \sum_{k=0}^{\infty} a_k y^k \in \mathcal{L}_0^\infty, N \in \mathbb{Z},\) with integral factor \(\alpha.\) Then

\[
\frac{d}{dy}\left(y^{\alpha}\widehat{f}(\ell(y))\right) = y^{\alpha-1}\widehat{R}(\ell(y)),
\]

with \(\widehat{R} \in \mathcal{L}_0^\infty\) convergent Laurent. Let \(f\) be its integral sum. Then, by [10] Remark 3.13, \(f\) admits \(\widehat{f}\) as its power asymptotic expansion. Moreover, differentiating [3.1] and [3.2] and since \(\widehat{R}\) is a convergent Laurent series, inductively it follows that \(f^{(k)}\) admits the formal derivative \(\widehat{f}^{(k)}, k \in \mathbb{N},\) as its power asymptotic expansion. Indeed, inductively, \(f^{(k)}\) is a finite combination of \(\widehat{f}, \widehat{R},\) and the formal derivatives \(\widehat{R}', \ldots, \widehat{R}^{(k-1)}\), \(k \in \mathbb{N}.\) The same combination holds for the germ counterparts.

Using (3.5), we have the following Taylor expansions (formal and for germs):

\[
\widehat{f}(\ell(e^{-\frac{y}{\gamma}}\widehat{h}(y))) = \hat{f}\left(\frac{y}{\gamma}\right) + \frac{\gamma}{\gamma} \hat{f}'\left(\frac{y}{\gamma}\right)\hat{k}(y) + \frac{1}{2!} \frac{\gamma}{\gamma} \hat{f}''\left(\frac{y}{\gamma}\right)\hat{k}(y)^2 + \ldots,
\]

\[
f(\ell(e^{-\frac{y}{\gamma}}h(y))) = f\left(\frac{y}{\gamma}\right) + \frac{f}{f} \left(\frac{y}{\gamma}\right)k(y) + \frac{1}{2!} f''\left(\frac{y}{\gamma}\right)k(y)^2 + \ldots.
\]

Combining (6.3) with (6.4), as well as on the other hand (6.1) with (7.7), we conclude (7.1) formally for \(\widehat{F} \in \mathcal{L}_1^\infty\) and analogously (7.2) for its sum \(F.\) Here, \(g_i \in \mathcal{G}\) are exactly the sums of convergent series \(\widehat{g}_i, i \in \mathbb{N},\) since they are given as the same finite combinations of convergent series, respectively their sums. \(\square\)
Proposition 9.2 (Uniqueness of the integral sum). Let \( \hat{F} \in \mathcal{L}_1^1 \). Let
\[
\hat{F}(y) = \hat{G}_1(y) \cdot \hat{f}(\ell(e^{-\frac{\gamma}{\beta}h_1(y)})) + \hat{G}_0(y)
\]
be a decomposition of the form (3.3), not necessarily unique. Let \( \alpha \in \mathbb{R} \) be the exponent of integration of \( \hat{f} \).

1. If \( \alpha < 0 \), then the integral sum \( F \in \mathcal{G}_{AN} \) corresponding to this decomposition is unique up to an additive term \( cG_1(y) \cdot (e^{-\frac{\gamma}{\beta}h_1(y)})^{-\alpha} \), \( c \in \mathbb{R} \). Here, \( h_1 \in \mathcal{G}_{AN} \) is the sum of \( \hat{h}_1 \).

2. If \( \alpha \geq 0 \), the integral sum \( F \in \mathcal{G}_{AN} \) is unique.

Moreover, let
\[
\hat{F}(y) = \hat{H}_1(y) \cdot \hat{g}(\ell(e^{-\frac{\gamma}{\beta}h_2(y)})) + \hat{H}_0(y)
\]
be another decomposition (3.3) of the same \( \hat{F} \in \mathcal{L}_1^1 \), with the exponent of integration \( \beta \in \mathbb{R} \) of \( \hat{g} \) not necessarily equal to \( \alpha \). Then its sum is again equal to \( F \), up to an additive term \( cG_1(y) \cdot (e^{-\frac{\gamma}{\beta}h_1(y)})^{-\alpha} \), \( c \in \mathbb{R} \).

Proof. If \( \alpha = 0 \), then necessarily \( \beta = 0 \) (the case \( \hat{F} \) convergent), and the sum \( F \in \mathcal{G}_{AN} \) is unique. We therefore suppose in the proof that \( \alpha \neq 0 \).

The first statement of the proposition follows directly from Definition 3.3 of the integral sum and Remark 3.3. Therefore, the integral sum corresponding to decomposition (9.8) is unique if \( \alpha > 0 \) and unique up to \( cG_1(y) \cdot (e^{-\frac{\gamma}{\beta}h_1(y)})^{-\alpha} \), \( c \in \mathbb{R} \), if \( \alpha < 0 \). Analogously, the integral sum corresponding to decomposition (9.9) is unique if \( \beta > 0 \) and unique up to \( dH_1(y) \cdot (e^{-\frac{\gamma}{\beta}h_2(y)})^{-\beta} \), \( d \in \mathbb{R} \), if \( \beta < 0 \).

We show below that if (9.8) and (9.9) are two decompositions of the same \( \hat{F} \), then formally in \( \mathcal{L}_2^\infty \):
\[
\frac{\hat{H}_1(\ell)}{G_1(\ell)} \cdot \left(\frac{\hat{h}_1(\ell)}{h_2(\ell)}\right)^\alpha = Cx^{\delta - \gamma \alpha}, \quad \text{for some constant } C \in \mathbb{R}.
\]

It follows that \( \gamma \alpha = \delta \beta \). Moreover, since \( \hat{H}_1 \), \( \hat{G}_1 \), \( \hat{h}_1 \), \( \hat{h}_2 \in \mathcal{L}_\infty^\infty \) are convergent, their sums are unique, and it follows that:
\[
\frac{H_1(y)}{G_1(y)} \cdot \left(\frac{h_1(y)}{h_2(y)}\right)^\beta = C, \quad \text{for some constant } C \in \mathbb{R}.
\]

Consequently, the additive term in the integral sum of \( \hat{F} \in \mathcal{L}_1^1 \) is the same for all decompositions of \( \hat{F} \).

We prove now that the integral sums of both decompositions (9.8) and (9.9) of \( \hat{F} \) are equal, up to the above mentioned additive term. Substracting (9.8) and (9.9) and using (9.10), we get:
\[
\hat{f}(\ell(x^\gamma \hat{h}_1(\ell))) - \frac{\hat{H}_0(\ell) - \hat{G}_0(\ell)}{\hat{G}_1(\ell)} = Cx^{\delta \gamma \alpha} \hat{g}(\ell(x^\gamma \hat{h}_2(\ell))).
\]

We multiply (9.12) by \( (x^\gamma \hat{h}_1(\ell))^{\alpha} \in \mathcal{L}_2^\infty \) and differentiate formally in \( \mathcal{L}_2^\infty \) by \( \frac{d}{dx} \). By (3.1),
\[
\frac{d}{dx} (x^\alpha \hat{f}(\ell)) = x^{\alpha - 1} \hat{R}_1(\ell), \quad \frac{d}{dx} (x^\beta \hat{g}(\ell)) = x^{\beta - 1} \hat{R}_2(\ell),
\]
where \( \hat{R}_1, \hat{R}_2 \in \hat{L}^\infty_0 \) are convergent Laurent series. We get formally in \( \hat{L}^\infty_0 \):

\[
(x^\gamma h_1(\ell))^{\alpha-1} R_1(\ell(x^\gamma h_1(\ell))) \cdot \frac{d}{dx}(x^\gamma h_1(\ell)) -
\]

\[
- C(x^\delta h_2(\ell))^{\beta-1} R_2(\ell(x^\delta h_2(\ell))) \cdot \frac{d}{dx}(x^\delta h_2(\ell)) = \frac{d}{dx}\left( \frac{\hat{H}_0(\ell) - \hat{G}_0(\ell)}{\hat{G}_1(\ell)} \cdot (x^\gamma h_1(\ell))^{\alpha} \right).
\]

Since \( \hat{h}_{1,2}, \hat{G}_{0,1}, \hat{H}_0 \) are convergent in \( \hat{L}^\infty_0 \) and their derivatives commute with the sums, and since \( \hat{R}_{1,2} \) are also convergent, we may remove the hats and get the following analogue of (9.13) in \( G_{AN} \):

\[
(x^\gamma h_1(\ell))^{\alpha-1} R_1(\ell(x^\gamma h_1(\ell))) \cdot \frac{d}{dx}(x^\gamma h_1(\ell)) -
\]

\[
- C(x^\delta h_2(\ell))^{\beta-1} R_2(\ell(x^\delta h_2(\ell))) \cdot \frac{d}{dx}(x^\delta h_2(\ell)) = \frac{d}{dx}\left( \frac{H_0(\ell) - G_0(\ell)}{G_1(\ell)} \cdot (x^\gamma h_1(\ell))^{\alpha} \right).
\]

The goal is to get the equivalent of (9.12) for germs. So, once we have reached the equation (9.14) for germs by removing hats due to convergence, we reverse the procedure. We integrate (9.14) in \( G_{AN} \) with respect to \( \int d^x t \) or, equivalently, \( \int d^x t \cdot d(t^\gamma h_1(\ell(t))) \), where \( d \geq 0 \) and \( d = 0 \) if \( \alpha, \beta > 0 \). The notation means:

\[
\frac{d(t^\gamma h_1(\ell(t)))}{dt} = t^{-1}(\gamma h_1(\ell(t)) + h_1(\ell(t))t^2(t)).
\]

By (3.2), for any two integral sums \( f, g \in G_{AN} \) of \( \hat{f}, \hat{g} \in \hat{L}^\infty_0 \), there exist \( d_1, d_2 \geq 0 \) such that:

\[
f(\ell(x^\gamma h_1))^{(x^\gamma h_1)} = \int_{d_1}^{x^\gamma h_1(\ell)} R_1(\ell(s))s^{\alpha-1} ds,
\]

\[
g(\ell(x^\gamma h_1))^{(x^\gamma h_1)} = \int_{d_2}^{x^\gamma h_2(\ell)} R_2(\ell(s))s^{\beta-1} ds
\]

where \( d_1 = 0 \) and \( d_2 = 0 \) if and only if \( \alpha, \beta > 0 \), otherwise \( d_1, d_2 > 0 \). The integral sums \( f \) and \( g \) are obviously uniquely defined by (9.15) up to an additive constant of integration. Since by (9.11) \( CG_1(x^\delta h_2)^\beta = H_1(x^\gamma h_1)^\alpha \), using (9.15) in (9.14) after integration, we get:

\[
f(\ell(x^\gamma h_1)) - C(x^\delta h_2)^\beta g(\ell(x^\delta h_2)) = \frac{H_0(\ell) - G_0(\ell)}{G_1(\ell)} + D(x^\gamma h_1(\ell))^{-\alpha}, \ D \in \mathbb{R}.
\]

Comparing (9.8), (9.9) with (9.16), we conclude that the integral sum of \( \hat{F} \) is unique up to \( DG_1(\ell)(x^\gamma h_1(\ell))^{-\alpha}, \ D \in \mathbb{R} \). Note that this term is not dependent on decomposition, and that \( G_1, \alpha, \gamma, h_1 \) are elements of an arbitrarily chosen decomposition.

It remains only to prove (9.10). We have (formally in \( \hat{L}^\infty_0 \)):

\[
\hat{F}(\ell) = \hat{G}_1(\ell) \cdot \hat{f}(\ell(x^\gamma h_1(\ell))) + \hat{G}_0(\ell) = \hat{H}_1(\ell) \cdot \hat{g}(\ell(x^\delta h_2(\ell))) + \hat{H}_0(\ell).
\]
It is not possible that \( \hat{G}_1 \equiv 0 \) and \( \hat{H}_1 \neq 0 \). Indeed, in that case, we would have that 
\[
eq g(\ell(x^h h_2(\ell))) \quad \text{(9.18)}
\]
by \( G \) that \( \ell \) decompositions (9.8) and (9.9) are exactly the same. In the first case it trivially follows that 
\( G \) hand side, as well as \( \hat{\ell} \), close to \( 0 \) are the 
\( x \) Differentiating, dividing by 
\( G \) in 
of construction as described in the proof of Proposition 5.6, but this time on germs 
\( L \) every integral section is coherent (respects convergence), it is sufficient to prove 
\( \hat{\ell} \) that the derivative is 
\( 0 \), \( h \), it follows that 
\( \hat{\ell} \) 
\( \hat{\ell} \mapsto \hat{\ell} \) convergent transseries in 
\( \hat{\ell} \) is a convergent transseries in 
\( \hat{\ell} \) (9.18) 
Suppose now without loss of generality that \( \hat{\ell} \). Let 
\( \hat{\ell} \) is a contradiction, as already explained in detail above. Therefore, it necessarily 
\( \hat{\ell} \) can be expanded in increasing powers in 
\( \hat{\ell} \), \( 1 \) 
\( \hat{\ell} \) and grouping the convergent transseries we get 
\( x \). This is a contradiction, as already explained in detail above. Therefore, it necessarily 
holds that the derivative is \( 0 \), that is: 
\[
H_1(\ell) (x^\gamma h_1(\ell))^{\alpha} \quad \text{for} \quad x^{\gamma \alpha - 1 - \beta}.
\]
is a convergent transseries in \( \hat{\ell} \). If the derivative in the parenthesis is different 
from \( 0 \), it follows that \( \ell \mapsto \hat{g}(\ell(x^h h_2(\ell))) \) is a convergent transseries in \( \hat{\ell} \). This 
is a contradiction, as already explained in detail above. Therefore, it necessarily 
holds that the derivative is \( 0 \), that is: 
\[
H_1(\ell) (x^\gamma h_1(\ell))^{\alpha} \quad \text{for} \quad x^{\gamma \alpha - 1 - \beta} \quad = C, \quad C \in \mathbb{R}.
\]
Now (9.10) directly follows. \( \Box \)

Proof of Proposition 5.7

The blocks of the formal inverse \( g^{-1} \) are by (9.13) convergent transseries. Since 
every integral section is coherent (respects convergence), it is sufficient to prove that 
\( g^{-1} \) can be expanded in increasing powers in \( x \) in the form (5.21), where \( f_{\beta_i} \) 
are the sums of convergent \( \hat{f}_{\beta_i} \). Coarsely, this is proven by repeating the same steps 
of construction as described in the proof of Proposition 5.4, but this time on germs 
in \( G_{AN} \).

Let \( g_\alpha(x) = x^\alpha P_m(\ell^{-1}) \) be the first block in the Dulac expansion. Then 
\[
g = g_\alpha \circ \varphi, \quad g^{-1} = \varphi^{-1} \circ g_\alpha^{-1}.
\]
Computing as in the formal case, we get:

\[ g^{-1}_\alpha(x) = (a x^{-m})^{-\frac{1}{x}} \cdot x^{\frac{1}{x}} e^{m} \left(1 + F_{2}(\ell_{2} \cdot \frac{\ell}{\ell_{2}})\right) \]

\[ \varphi(x) = g^{-1}_\alpha(g(x)) = x \cdot (1 + F_{2}(\ell_{2} \cdot \frac{\ell}{\ell_{2}} T(x))) \]

Here, \( F, F_{2} \) are analytic germs in two variables, with Taylor expansions \( \hat{F} \) and \( \hat{F}_{2} \) from \( \hat{\varphi}^{-1} \) resp. \( \hat{\varphi} \). The germ \( T \in \mathcal{G}_{AN} \) is defined by \( g(x) = a x^{-m} (1 + T(x)) \).

Since \( g \) is a Dulac germ with Dulac expansion \( \hat{g} \), it follows that:

\[ T(x) - \ell m \varphi_{0}(\ell^{-1}) - \sum_{i=1}^{n} x^{\alpha_{i} - \alpha} e^{m} \varphi_{i}(\ell^{-1}) = o(x^{\alpha_{n} - \alpha}), \ \forall n \in \mathbb{N}, \]

with \( P_{i} \) as in (9.21).

Write \( \hat{\varphi}(x) = \sum_{i=1}^{\infty} x^{\beta_{i}} e^{m \beta_{i}} \hat{\varphi}_{i} \left(\ell_{2} \cdot \frac{\ell}{\ell_{2}}\right), \beta_{i} > 0 \) and strictly increasing, \( m_{\beta_{i}} \in \mathbb{Z}, i \in \mathbb{N} \). Putting (9.21) in (9.20), and expanding \( F_{2} \), we get immediately that:

\[ \varphi(x) = \sum_{i=1}^{n} x^{\beta_{i}} e^{m \beta_{i}} \varphi_{i} \left(\ell_{2} \cdot \frac{\ell}{\ell_{2}}\right) + o(x^{\beta_{n}}), \ n \in \mathbb{N}, \]

where \( \varphi_{i} \) are analytic germs of two variables with Taylor expansion \( \hat{\varphi}_{i} \), \( i \in \mathbb{N} \).

In particular, as was the case for \( \hat{\varphi} \), the leading term of \( \varphi(x) - x \) is of power strictly bigger than 1 in \( x \) (\( \varphi \) is strictly parabolic).

We now analyze the blocks in the asymptotic expansion of \( \varphi^{-1} \) by increasing powers in \( x \), using the Neumann inverse series. We prove that they are the sums of the corresponding convergent blocks (see (5.19)) of \( \hat{\varphi}^{-1} \). By coherence of integral sections, this implies that \( \hat{\varphi}^{-1} \) is the sectional asymptotic expansion of \( \varphi^{-1} \) with respect to any integral section.

Recall the Schröder operator \( \hat{\Phi}_{\varphi} \) from Lemma 5.4 used for obtaining the formal inverse \( \hat{\varphi}^{-1} \) of \( \hat{\varphi} \). We define similarly here the linear operator \( \Phi_{\varphi} \) acting on \( \mathcal{G}_{AN} \), \( \Phi_{\varphi} \in L(\mathcal{G}_{AN}) \), by:

\[ \Phi_{\varphi} \cdot f = f \circ \varphi, \ f \in \mathcal{G}_{AN}. \]

Denote here \( h = \varphi - \text{id} \in \mathcal{G}_{AN} \). Furthermore, let us introduce the linear operator \( H_{\varphi} := \Phi_{\varphi} - \text{id} \in L(\mathcal{G}_{AN}) \),

\[ H_{\varphi} \cdot f = f \circ \varphi - f, \ f \in \mathcal{G}_{AN}. \]

Let us consider the Neumann series:

\[ \sum_{k=0}^{\infty} (-1)^{k} H_{\varphi}^{k} \cdot \text{id}. \]

Denote its partial sums by

\[ S_{n} := \sum_{k=0}^{n} (-1)^{k} H_{\varphi}^{k} \cdot \text{id} \in \mathcal{G}_{AN}, \ n \in \mathbb{N}. \]

We prove that the Neumann partial sums \( S_{n} \) approximate \( \varphi^{-1} \), as \( n \to \infty \). More precisely, we prove that, for every \( \gamma > 0 \), there exists \( n_{\gamma} \in \mathbb{N} \) such that

\[ S_{n_{\gamma}}(x) = \varphi^{-1}(x) + O(x^{\gamma}), \ x \to 0. \]

In other words, we prove that:

\[ S_{n_{\gamma}}(\varphi(x)) = x + O(x^{\gamma}), \ x \to 0. \]
Indeed,

\[ S_{n\gamma}(\varphi(x)) = (\hat{\Phi}_\varphi \cdot S_{n\gamma})(x) = (\text{Id} + H_\varphi)^n = \left( \sum_{k=0}^{n\gamma} (-1)^k H^k_\varphi \cdot \text{Id} \right) = \sum_{k=0}^{n\gamma} (-1)^k H^k_\varphi \cdot \text{Id} + \sum_{k=0}^{n\gamma} (-1)^k H^{k+1}_\varphi \cdot \text{Id} = x + (-1)^{n\gamma} H^{n\gamma+1}_\varphi \cdot \text{Id}. \]

Since \( \varphi \) is strictly parabolic, there exists some \( \delta > 0 \) such that \( H_\varphi \cdot \text{Id} = o(x^{1+\delta}) \). Inductively, there exists \( n_\gamma \in \mathbb{N} \) such that \( H^{n_\gamma+1}_\varphi \cdot \text{Id} = O(x^\gamma) \). Now (9.23) transforms to:

\[ S_{n\gamma}(\varphi(x)) = x + O(x^\gamma), \]

that is

\[ S_{n\gamma}(x) = \varphi^{-1}(x) + O((\varphi^{-1}(x))^{\gamma}) = \varphi^{-1}(x) + O(x^\gamma). \]

By (9.24), we have, for \( \gamma \to \infty \), the following expansion of \( \varphi^{-1} \) in strictly increasing powers of \( x \):

\[ \varphi^{-1} = \text{id} - h + (h \circ \varphi - h) + (h \circ \varphi - h) \circ \varphi - (h \circ \varphi - h) + \ldots + O(x^\gamma), \]

as compared with its formal analogue (5.18). In (9.23), for a fixed \( \gamma > 0 \), the number of summands up to the order \( O(x^\gamma) \) is finite and equal to \( n_\gamma \). We now expand the compositions in summands of \( \varphi^{-1} \) in increasing powers of \( x \), using expansion for \( \varphi \) given in (9.22) and the fact that \( \varphi \) is strictly parabolic. Since \( \varphi \) is strictly parabolic, the order of \( x \) in the consecutive brackets of \( \varphi^{-1} \) is strictly increasing. Thus only finitely many terms contribute to a block with a fixed power of \( x \). The blocks in \( x \) of \( \varphi^{-1} \) are the sums of the corresponding convergent blocks of \( \hat{\varphi}^{-1} \).

Finally, we analyze the blocks with increasing powers of \( x \) in the composition \( g^{-1} = \varphi^{-1} \circ \varphi_\alpha^{-1} \). Using the expansion by blocks of \( \varphi^{-1} \) and (5.19), we show that they are the sums of the corresponding convergent blocks of \( \hat{g}^{-1} = \hat{\varphi}^{-1} \circ \hat{\varphi}_\alpha^{-1} \).

**Proposition 9.3.** Let \( \hat{f} \in \hat{\mathcal{L}} \). Then the formal invariant \( \rho \) of \( \hat{f} \) is given by

\[ \rho = \left[ \frac{f}{x} \right] \frac{1}{g(x)} = -\left[ \ell^{-1} \right] \int_{-\infty}^{x} \frac{ds}{g(s)}. \]

**Proof.** The second equality is obvious. We prove the first equality in two steps:

1. For the formal normal form \( \hat{f}_0(x) = x - x^\alpha \ell^m + px^{2\alpha-1} \ell^{2m+1} \), it obviously holds that:

\[ \left[ \frac{f}{x} \right] \frac{1}{g(x)} = \rho. \]

This can easily be seen expanding \( \frac{1}{g_0(x)} \).

2. Let \( \hat{f}_1 = \hat{\varphi} \circ \hat{f} \circ \hat{\varphi}^{-1} \), \( \hat{\varphi}(x) = x + cx^\beta \ell^r \in \hat{\mathcal{L}} \), \( c \in \mathbb{R} \), \( \beta \in \mathbb{R} \), \( r \in \mathbb{Z} \), such that \( (\beta, r) > (1, 0) \). We prove that:

\[ \left[ \frac{f}{x} \right] \frac{1}{g(x)} = \left[ \frac{f}{x} \right] \frac{1}{g_1(x)}. \]

That is, we prove that the coefficient \( \left[ \frac{f}{x} \right] \frac{1}{g(x)} \) does not change by formal changes of variables.
Indeed, we estimate the difference:
\[
\left[ \frac{\ell}{x} \frac{1}{g(x)} \right] - \left[ \frac{\ell}{x} \frac{1}{g_1(x)} \right] = \left[ \ell_2^{-1} \right] \int x \frac{ds}{g_1(s)} - \left[ \ell_2^{-1} \right] \int x \frac{ds}{g(s)} = \\
= \left[ \ell_2^{-1} \right] \left( \int x \frac{ds}{g_1(s)} - \int x \frac{ds}{g(s)} \right).
\]
(9.26)

Compute:
\[
\int x \frac{ds}{g_1(s)} = \int x \frac{ds}{s - \tilde{f}_1(s)} = \left| s = \tilde{\varphi}(t) \right| = \int \tilde{\varphi}^{-1}(x) \frac{\varphi'(t)}{\tilde{\varphi}(t) - \tilde{\varphi}(\tilde{f}(t))} dt = \\
= \int \tilde{\varphi}^{-1}(x) \frac{dt}{\tilde{g}(t)} \cdot \frac{\varphi'(t)}{\tilde{g}(t)} = \int \tilde{\varphi}^{-1}(x) \frac{dt}{\tilde{g}(t)} \cdot \left( 1 + \frac{1}{2} \tilde{\varphi}''(t) \tilde{g}(t) + \ldots \right) = \\
= \int \tilde{\varphi}^{-1}(x) \frac{dt}{\tilde{g}(t)} + \frac{1}{2} \int \tilde{\varphi}^{-1}(x) \frac{d}{dt} (\log \tilde{\varphi}(t)) dt + \ldots = \int \tilde{\varphi}^{-1}(x) \frac{dt}{\tilde{g}(t)} + o(1).
\]
(9.27)

Here, \( o(1) \) denotes infinitesimal terms in the formal series. Furthermore, since \( \tilde{\varphi} \in \mathcal{L} \) and parabolic, it can be seen that
\[
\int \tilde{\varphi}^{-1}(x) \frac{dt}{\tilde{g}(t)} \in \mathcal{L}_1,
\]
that is, the difference does not contain the double logarithm. Indeed, if we denote by \( \tilde{P} \) the formal antiderivative of \( \frac{\tilde{\varphi}'}{\tilde{g}} \), we get that the difference is equal to \( \tilde{P}'(x)h(x) + \frac{1}{2} \tilde{P}''(x)(h(x))^2 + \ldots \), where \( h = \text{id} - \tilde{\varphi}^{-1} \). Obviously, \( \tilde{P}^{(k)} \in \mathcal{L}_1 \), for all \( k \in \mathbb{N} \).

Using (9.26) and (9.28), we conclude in (9.24) that
\[
\left[ \frac{\ell}{x} \frac{1}{g(x)} \right] - \left[ \frac{\ell}{x} \frac{1}{g_1(x)} \right] = 0.
\]

\[\square\]

**Proof of Proposition 8.2.**

By Proposition 8.3 in the Appendix, by the change of variables in the integral and by integration by parts, we get:
\[
\rho = \left[ \frac{\ell}{x} \frac{1}{g(x)} \right] = -\left[ \ell_2^{-1} \right] \int x \frac{ds}{g(s)} = \left| s = \tilde{g}^{-1}(2t) \right| = -\left[ \ell_2^{-1} \right] \int \tilde{g}(x) \frac{\tilde{g}(1)(2t)}{t} dt = \\
= -\left[ \ell_2^{-1} \right] \int \tilde{g}(x) \frac{\tilde{g}(1)(2t)}{2t^2} dt.
\]
(9.29)

We show now, in the similar way as in the proof of Proposition 8.3 in the Appendix, that
\[
\left[ \ell_2^{-1} \right] \int \tilde{g}(x) \frac{\tilde{g}(1)(2t)}{2t^2} dt = \left[ \ell_2^{-1} \right] \int x^{\alpha} \tilde{\ell}^m \frac{\tilde{g}(1)(2t)}{2t^2} dt.
\]
That is, we put \( \tilde{P} \) to be the formal antiderivative of \( \frac{\tilde{g}^{-1}(2t)}{2t^2} \) and prove that the difference
\[
\tilde{P}(\frac{\tilde{g}(x)}{2}) - \tilde{P}(\frac{1}{2} x^{\alpha} \tilde{\ell}^m) = \tilde{P}'(\frac{\tilde{g}(x)}{2})(\frac{\tilde{g}(x)}{2} - x^{\alpha} \tilde{\ell}^m) + \frac{1}{2} \tilde{P}''(\frac{\tilde{g}(x)}{2})(\frac{\tilde{g}(x)}{2} - x^{\alpha} \tilde{\ell}^m) + \ldots
\]
belongs to \( \mathcal{L}_1 \). We prove that it converges formally and does not contain a double logarithm.
Therefore, by (9.29):

\[
\rho \equiv -[\ell_{2}^{-1}] \int_{x}^{x' \ell_{m}} \frac{\hat{g}^{-1}(2t)}{2t^2} \ dt = \left[ \frac{\ell}{x} \frac{\hat{g}^{-1}(x^\alpha \ell_{m})}{x^\alpha \ell_{m}} \frac{d}{dx} \log(x^\alpha \ell_{m}) \right] = \\
= \alpha \ell_{m} \hat{g}^{-1}(x^\alpha \ell_{m}) \left[ \frac{\alpha}{x} + m \frac{\ell}{x} \right] = \\
= \alpha \ell_{m} \hat{g}^{-1}(x^\alpha \ell_{m}) + m[1] \frac{\hat{g}^{-1}(x^\alpha \ell_{m})}{t} |_{t=x^\alpha \ell_{m}} .
\]

(9.30)

\[ \Box \]

**Proposition 9.4.** Let \( f \) be a (prenormalized) Dulac germ. Then there exists \( \delta > 0 \) such that:

\[
\hat{A}_f^\varepsilon \left( \frac{\varepsilon}{2} \right) = -\varepsilon \int_{0}^{\varepsilon} \frac{\hat{g}^{-1}(t)}{t^2} \ dt - \varepsilon \ell(\varepsilon)^{-1} + o(\varepsilon^{1+\delta}), \ \varepsilon \to 0.
\]

(9.31)

**Proof.** Recall that

\[
\hat{A}_f^\varepsilon \left( \frac{\varepsilon}{2} \right) = \hat{g}^{-1}(\varepsilon) + \varepsilon + \varepsilon \hat{\Psi}(\hat{g}^{-1}(\varepsilon)).
\]

We have:

\[
\hat{\Psi}(\hat{g}^{-1}(\varepsilon)) = \int_{\hat{g}^{-1}(\varepsilon)}^{\varepsilon} \frac{ds}{\xi(s)} = \int_{\hat{g}^{-1}(\varepsilon)}^{\varepsilon} \frac{(\hat{g}^{-1}(t))'}{\xi(\hat{g}^{-1}(t))} dt.
\]

(9.32)

Here, \( X = \hat{\xi} \frac{d}{ds} \) is the formal vector field such that \( \hat{f} \) is its time-one map, that is, \( \hat{f} = \text{Exp}(\hat{\xi} \frac{d}{ds}) \text{id} \). Then \( \hat{\Psi}' = \frac{1}{\xi} \). Let \( P_{-m} \) be the polynomial of degree \( -m \) such that \( \hat{g}(x) = x^\alpha P_{-m}(\ell^{-1}) + o(x^{\alpha+\delta}) \), for some \( \delta > 0 \). Since \( -\hat{g} = \hat{\xi} + \hat{\xi} \hat{g} + \ldots \), we have that

\[
\hat{\xi}(x) = -x^\alpha P_{-m}(\ell^{-1}) + o(x^{\alpha+\delta}), \ \text{for some } \delta > 0,
\]

and

\[
\hat{\xi}'(x) \hat{\xi}(x) = \hat{g}'(x) \hat{\xi}(x) + o(x^{2\alpha-1+\delta}), \ \text{for some } \delta > 0.
\]

Therefore,

\[
-\hat{g}(x) = \hat{\xi}(x) + \hat{\xi} \hat{g}(x) + o(x^{2\alpha-1+\delta}), \ \text{for some } \delta > 0.
\]

(9.33)

Putting \( \hat{g}^{-1}(t) = \alpha - \frac{m}{\ell t^{\frac{m}{2}} \ell^{\frac{m}{2}}} + h.o.t. \) obtained in Section [5] in (9.34), we have:

\[
\hat{\xi}(\hat{g}^{-1}(t)) = -\hat{g}(\hat{g}^{-1}(t)) \hat{g}(\hat{g}^{-1}(t)) \hat{g}'(\hat{g}^{-1}(t)) + o(t^{2-\frac{1}{2}+\delta}),
\]

\[
\hat{\xi}(\hat{g}^{-1}(t)) = -t - \hat{g}'(\hat{g}^{-1}(t)) + o(t^{2-\frac{1}{2}+\delta}),
\]

for some \( \delta > 0 \). It follows that

\[
\frac{(\hat{g}^{-1})'(t)}{\xi(\hat{g}^{-1}(t))} = \frac{(\hat{g}^{-1})'(t)}{-t(1 + \hat{g}'(\hat{g}^{-1}(t)) + o(t^{1-\frac{1}{2}+\delta}))} = \\
= \frac{(\hat{g}^{-1})'(t)}{t} \left( 1 - \hat{g}'(\hat{g}^{-1}(t)) + o(t^{1-\frac{1}{2}+\delta}) \right) = \\
= -\frac{(\hat{g}^{-1})'(t)}{t} + \frac{1}{t} + o(t^{-1+\delta}).
\]
Now (9.33) becomes, using integration by parts:

\[
\hat{\Psi}(\hat{g}^{-1}(\varepsilon)) = -\int_{t}^{\varepsilon} \frac{(\hat{g}^{-1}(t))'}{t} dt + \int_{t}^{\varepsilon} \frac{dt}{t} + \int_{t}^{\varepsilon} \alpha(t^{-1+\delta}) dt
\]

(9.35)

for some $\delta > 0$. Putting (9.35) in (9.32), the statement follows.
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