Galactic Cosmic-Ray Hydrogen Spectra in the 40–250 MeV Range Measured by the High-energy Particle Detector (HEPD) on board the CSES-01 Satellite between 2018 and 2020
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Abstract

The High-energy Particle Detector (HEPD) on board the China Seismo-Electromagnetic Satellite (CSES-01)—launched on 2018 February 2—is a light and compact payload suitable for measuring electrons (3–100 MeV), protons (30–250 MeV), and light nuclei (up to a few hundreds of MeV). The Sun-synchronous orbit and large acceptance allow HEPD to measure cosmic-ray particles near the heliospheric boundary with high-energy resolution, including a comparison with theoretical spectra from HelMod, a 2D Monte Carlo model developed to simulate the modulation of cosmic rays throughout the heliosphere. To our knowledge, these are the first hydrogen energy spectra below 250 MeV measured at 1 au between 2018 and 2020.

1. Introduction

Hydrogen nuclei (protons) are the most abundant components of charged galactic cosmic rays (CRs); they represent approximately 90% of the total CR budget and, together with helium nuclei, they account for ~99% of the cosmic radiation. Evidence that the majority of CRs are accelerated in supernova remnants (SNRs) in the Galaxy are compelling, yet they are still inferred in an indirect way—see Baade & Zwicky (1934), Ginzburg & Syrovatsky (1961), Ackermann et al. (2013), Tavani et al. (2010), Giordano et al. (2012), Acciari et al. (2011), Berezhko & Völk (2007), and Vink (2012). From their site of production and acceleration, CRs propagate through the Galaxy interacting with the interstellar medium and diffusing on the permeating magnetic field before reaching the Earth’s solar system (Amato & Blasi 2018). This ensemble of processes results in modifying the CR spectral shape with respect to the acceleration site. In the last decade, some experiments have provided evidence of peculiar features in CR proton and helium nuclei spectra at energies >200 GeV Panov et al. (2009), Adriani et al. (2011), Aguilar et al. (2015), and Yoon et al. (2017). At much lower energies (below a few GeV) the spectrum is bent downward because of the modulation effect exerted by the turbulent magnetized wind originated from the Sun. This heliospheric magnetic field (HMF) causes particle-field scattering and hinders very low energy particles from reaching the internal sectors of the solar system (inner Heliosphere). Such a phenomenon, called solar modulation, is the sum of a series of effects like convection, diffusion, adiabatic deceleration, and drift motions; this one related to the HMF curvatures and gradients (Potgieter 2013, 2017). CR modulation is time-dependent and it closely follows the 22 yr activity cycle of the Sun: higher fluxes are expected near minimum activity phases, while lower fluxes are expected during maximum phases. As an overall result, the energy spectrum of low energy charged cosmic particles is different with respect to the Local Interstellar Spectra (the spectra that would be measured outside the heliospheric boundaries) and its magnitude is strictly dependent on the period of the measurements (Cummings et al. 2016; Stone et al. 2019). The portion of the spectrum below a few hundreds of MeV is particularly interesting because the modulation effects are stronger, but also because solar transient phenomena such as SEPs (Bruno et al. 2010).
detect the ionization produced by the passage of a charged particle through the crystal is applied to the single PMT reading each unit of this subdetector. 15 This signal is proportional to the deposited energy and the ADC-energy conversion is performed using results from beam test campaigns, see Ambrosi et al. (2018). The aforementioned thresholds are not fixed and, during the commissioning phase of the instrument, many of them were tested to choose the most suitable ones. After a valid trigger is acquired, only particles fully contained (namely, those that stop inside the TOWER+LYSO subdetector) are included in the flux sample; particles generating signals in one of the VETO planes are discarded. This is mandatory to guarantee that all the energy of the primary particle is deposited inside the instrument.

To discriminate between hydrogen nuclei and electrons/positron populations—HEPD is unable to distinguish particles with the same mass but opposite charge $Z$—a double-curve selection (each one of these curves has the form $y_i \propto x_i^{4/3}$ with $A_i$ a constant) on the signal deposited on the first scintillator plane ($P_1$) as a function of the total deposited energy is required. The band, delimited by the aforementioned curves (quantiles at 15% and 95% for lower and upper curves, respectively), is large enough to collect ~80% of the total hydrogen population and to reject as many high-energy leptons as possible. The $P_1$ signal distribution as a function of the total energy lost in the TOWER+LYSO subdetector is shown in Figure 2; the red curves represent the 15% and 95% quantile threshold used to identify protons.

15 For what concerns the LYSO matrix, the threshold check to define a hit in a crystal is applied to the single PMT reading each unit of this subdetector.
select the hydrogen band. Auxiliary selections are applied to further clean the sample and to lower contamination. For example, if a particle is stopped at the $i$th plane, all the preceding $1...i−1$th planes must present a signal above threshold. Finally, a single LYSO crystal hit is required for energetic protons to avoid possible contamination from electromagnetic showers.

3.2. Geographical/Geomagnetic Selections

The highly inclined orbit of the CSES-01 satellite allows particles of various origins to be detected. To discriminate the primary (solar or galactic) component from the re-entrant albedo component (Adriani et al. 2015), it is necessary to evaluate the local rigidity cutoff ($R$) in each point of the orbit. Due to the large acceptance of HEPD, the Störmer approximation of vertical approaching particles (Shea et al. 1987) is no longer valid. A simulation on all possible arrival directions of protons has been carried out, considering the instrument field of view (FoV). A combination of the International Geomagnetic Field Reference (IGRF) model (Thébault et al. 2015), AACGM (Altitude-Adjusted Geomagnetic Coordinates; Shepherd 2014) and the Tsyganenko89 model (Tsyganenko 1989) is adopted to take into consideration both internal and external magnetic field sources. As a result, a latitude/longitude static cutoff map is obtained and employed as a template for the analysis. In the absence of major solar particle events and super-strong storms—except for the 2018 August 25–26 G3 geostorm that has been removed from the sample—a single map was used for all three periods (2018 August–2020 January). In order to remove the majority of electrons and re-entrant protons, we selected galactic particles in the geomagnetic region above 0.26 GV ($\approx 35$ MeV), such that all selected protons with energy $>40$ MeV were of galactic origin. This resulted in HEPD being able to detect cosmic protons for less than 10 minutes per day. This is a very strict, but also preliminary, approach; in the future, backtracing techniques will be adopted to better remove sub-cutoff particles even at lower latitudes, without affecting statistics. Throughout the analysis presented in this paper, the region of the SAA\textsuperscript{16} was excluded to avoid saturation or pile-up issues that may occur under extremely high particle rates.

3.3. Live Time Evaluation

The live time $\tau_{\text{live}}$ calculation of the apparatus is performed and managed via the trigger board. Moreover, both counters for the live and dead time ($\tau_{\text{live}}, \tau_{\text{dead}}$) are cross-checked with the on-board acquisition time of the DAQ board ($\tau_{\text{acquisition}} = \tau_{\text{live}} + \tau_{\text{dead}}$). The related systematic is considered negligible with respect to the other sources of systematic errors. During the period 2018–2020, the trigger configuration (which affects the total acquisition time) was set to $T \& P_1 \& P_2$—see Section 3.1—which allows only particles crossing the trigger system and the first two planes of the upper calorimeter to be registered. For consistency with the geographical criteria introduced in Section 3.2, $\tau_{\text{live}}$ is accumulated only in polar regions, where the rigidity cutoff is $0.26 \text{GV} < R < 0.35 \text{GV}$.

3.4. Geometrical Factor

The geometrical factor of HEPD is defined by the requirement of containment within the volume of the instrument: an incoming particle entering the upmost section of the payload, must be fully contained inside the calorimeter (TOWER+LYSO), see Section 3.1. It was evaluated using a Monte Carlo simulation of isotropically generated ($0^\circ < \theta < 90^\circ$ and $0^\circ < \phi < 180^\circ$) protons with primary energy ranging from 1 MeV to 10 GeV; such simulation was performed using the official software developed by the Limadou Collaboration, based on a GEANT4 toolkit (Agostinelli et al. 2003). A careful digitization procedure, aimed to introduce instrumental ADC signal response in the simulation itself, was designed to reproduce and match the in-flight conditions. A comparison between the in-flight, fully contained proton ADC signal distribution and Monte Carlo is illustrated in Figure 3. The simulated protons must also fulfill the same series of auxiliary constraints described in Section 3.1 for in-flight protons. The total geometrical acceptance of HEPD for $Z = 1$ particles is shown in Figure 4; it presents a strong energy

\textsuperscript{16} In our analysis, the South Atlantic Anomaly (SAA) region was defined as the area with magnetic field less than 26,000 nT.
interactions, and at higher energies, because of the energy lost in hadronic interactions, and at higher energies, because of the narrower geometrical aperture.

depending, with a value of $\sim 400 \text{ cm}^2 \text{ sr @90 MeV}$, steeply decreasing at lower energies, because of the energy lost in hadronic interactions, and at higher energies, because of the narrower geometrical aperture. Various spectral shapes and energy ranges were used to cross-check the total acceptance as a function of the primary proton energy, and it was found constant within statistical errors.

3.5. Selection Efficiency

This includes both particle selection and instrumental efficiency. The former refers to the double-curve selection as a function of deposited energy, depicted in Figure 2. The resulting efficiency is $\sim 78\%$, almost constant between 40 and 250 MeV, and it was evaluated using the digitized Monte Carlo simulation already described in Section 3.4. The latter comprises all the instrumental inefficiencies that cannot be estimated by only using simulations, such as the variation in the response of sensitive components, aging processes and so on. These can be monitored, for example, comparing in-flight signal distributions to a reference period (the month of 2018 August was chosen because it was the first extended data-taking period after the commissioning phase of the satellite). A small variation ($<5\%$) of the payload response was observed over the time 2018 August–2020 January and is taken into account as a systematic uncertainty.

3.6. Contamination

The major source of contamination for the low-energy hydrogen sample is given by $>40$ MeV electrons. Usually these MIP-like particles deposit a small amount of energy in the scintillators, being consequently rejected by the double-curve selection displayed in Figure 2; however, if they impinge the detector with an inclined trajectory, their energy release could be greater, thus contaminating the sample. The geomagnetic cut, described in Section 3.2, heavily reduces the amount of electrons contamination to $\sim 2\% @40 \text{ MeV}$ becoming slightly larger for energies $>90 \text{ MeV}$ where the lower proton selection curve possibly intersects the tail of the electron population. The presence of helium nuclei in the sample is negligible (due to the requested absence of signal deposited in the VETO planes that rejects the majority of heavier nuclei, which fragment inside the detector with consequent production of secondaries), while deuterium could not be separated from the hydrogen flux sample.

4. Statistical Deconvolution (Unfolding)

The proton energy spectrum measured in the entire calorimeter was corrected to account for particle slow-down and energy loss in the trigger paddles, tracker planes, and passive structures covering the sensitive materials of the apparatus. The correction, which is more relevant at low energies, has been applied by means of an unfolding procedure, following the classical Bayesian approach proposed in D’Agostini (1995, 2010). The detector response matrix, or smearing matrix, was obtained applying the same selections described in Sections 3.1 and 3.4 from a dedicated 1 MeV–10 GeV proton simulation, with a generic cosmic-ray spectrum (modulated power law) as an input. The unfolding procedure proved to be crucial to take into account the presence of $>300 \text{ MeV}$ protons that interact inside the detector, losing all their energy or generating undetectable neutrons that carry away a considerable fraction of the primary particle momentum, thus ending up mimicking a low-energy proton. The ADC signal distribution of such $>300 \text{ MeV}$ protons on $P_1$ is very similar to that of electrons, which cannot be effectively told apart from the former. From the simulation it was found that, for example, $\sim 1 \text{ GeV}$ protons account for less than 5% of the total sample below $\sim 160 \text{ MeV}$, rising up to $\sim 15\%$ between 160 and 250 MeV. After verifying that the instrument response remained unchanged within the 2 yr period under study—except for a small decrease in calorimeter overall efficiency—a single response matrix was employed for unfolding all three semiannual spectra.

5. Systematic Uncertainties

Possible sources of systematic uncertainties lie in both the deconvolution procedure and on the comparison between data and Monte Carlo. The former is related to the intrinsic accuracy of the adopted unfolding technique; it was estimated by folding and unfolding a known spectral shape with the response matrix. This systematic error as a function of energy is shown as red full circles in Figure 5. The latter includes the differences between flight data and Monte Carlo due to the digitization procedure and the limited statistics of the simulated proton sample. As already stated in Section 3.5, this uncertainty appears to be slightly time-dependent and the three systematics (one for every interval in which the energy spectrum was calculated) are shown in Figure 5 as black open circles, blue open squares, and green open triangles, respectively. The total systematic uncertainty is the squared sum of the single evaluated systematics.

6. Results

Three semiannual galactic hydrogen spectra as a function of energy between 40 and 250 MeV have been obtained in three different consecutive time periods (from 2018 August 6 to 2020 January 5) very much inside the heliosphere (1 au); the energy profiles are shown as black circles in Figure 6. Each measured energy spectrum is compared to the theoretical prediction from the HelMod model (Boschini et al. 2019) in the same period (blue solid curve); the maximum and minimum uncertainties related to this prediction are also reported in the
**Figure 5.** Various systematic uncertainties described in the text, as a function of energy: unfolding (red circles) and three Monte Carlo/flight systematic (black, blue, and green markers, respectively, for the three time intervals used in the analysis).

**Figure 6.** Large panel: galactic proton spectra as a function of energy measured by HEPD in the three intervals described in the text (from 2018 August 6 to 2019 January 15, from 2019 January 16 to 2019 June 28, and from 2019 June 29 to 2020 January 5, respectively). Systematic uncertainties are also present as a yellow shaded area. The continuous curves represent, respectively, the HelMod theoretical spectrum averaged over the period under study (blue solid line), the maximum (dashed line) and minimum (dotted line) expected deviation from the model itself. The red square represents data obtained from the SOHO/EPHIN spacecraft. Narrow panel: ratio between HEPD data and HelMod model, as a function of energy; errors on HEPD data are a sum of statistical and systematic uncertainties.
plots, as dashed and dotted lines, respectively. As a further comparison, data from the SOHO/EPHIN spacecraft (red square marker) between 40 MeV and 53 MeV are also presented (Müller-Mellin et al. 1995). The agreement appears to be good in all the three examined periods, considering both statistical and systematic uncertainties. Ratio between HEPD data and models (displayed in the narrower bottom panels of Figure 6) gradually worsens at lower energies, particularly below 65 MeV, where the spectrum calculated by HEPD is systematically higher. Possible explanations for this discrepancy include a contamination from high-energy protons that is not fully removed using the simulation, and a possible contamination derived from nuclei fragmentation or from very inclined sub-cutoff protons that can enter the FoV of the instrument, even after the rigidity cutoff selection. However, although systematic uncertainties are higher than 10% in the lowest portion of the energy spectra, these results could help constrain theoretical models of particle transport from the border of the heliosphere, down to 1 au. From a comparison between the first spectrum (2018 August 6–2019 January 15) and the last one (2019 June 28–2020 January 5) an overall increase of ∼9% is observed, in very good agreement with the variation observed in SOHO/EPHIN (∼8.5%). This behavior is expected, because, as the solar activity continues to wind down (from 2018 to 2020), the effect of the Sun magnetic field diminishes, resulting in higher proton fluxes. On the other hand, HEPD data do not show a clear energy dependence in the modulation over time (typically lower energies should be more modulated with respect to higher ones); unfortunately, for HEPD the overall errors (statistical and systematic) in the first and last energy bins do not allow such a precise evaluation. Table 1 contains explicit values for the galactic hydrogen spectra in the three time periods and for each of the 16 energy bins allowed by the instrument resolution; statistical and systematic uncertainties are also reported.

### 7. Conclusions
We have presented new results on the galactic hydrogen energy spectrum between 40 and 250 MeV obtained by the HEPD experiment during the period from 2018 August 6 to 2020 January 5, almost at the end of the 24th solar cycle. To our knowledge, these have been the first results on galactic hydrogen obtained in such an energy range, at 1 au, since a series of balloon flights in 1960s/1970s; the CSES-Limadou mission can be considered as an extension of PAMELA (2006–2016) in the study of low-energy cosmic rays. Moreover, another mission (CSES-02) is in preparation, and it is expected to offer further insight into low-energy physics throughout the 25th solar cycle.

This work makes use of data from the CSES mission (www.leos.ac.cn/) a project funded by China National Space Administration (CNSA), China Earthquake Administration (CEA) in collaboration with the Italian Space Agency (ASI), National Institute for Nuclear Physics (INFN), Institute for Applied Physics (IFAC-CNR) and Institute for Space Astrophysics and Planetology (INAF-IAPS). We kindly acknowledge both HelMod (http://www.helmod.org/) and OMNIWeb (https://omniweb.gsfc.nasa.gov/) websites for providing part of the data used in this paper. This work was supported by the Italian Space Agency in the framework of the “Accordo Attuativo” No. 2016-16-HO Progetto Limadou Fase E/Scienza” (CUP FI2F1600011005) and the ASI-INFN agreement n.2014-037-R.0, addendum 2014-037-R-1-2017.
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