Long-lived universal resonant Bose gases
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Quantum simulations based on near-resonance Bose gases are limited by their short lifetimes due to severe atom losses. In addition to this, the recently predicted thermodynamical instability adds another constraint on accessing the resonant Bose gases. In this article, we offer a potential solution by proposing long-lived resonant Bose gases in both two and three dimensions, where the conventional few-body losses are strongly suppressed. We show that the thermodynamical properties as well as the lifetimes of these strongly interacting systems are universal, and independent of short-range physics.
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Cold atomic gases near resonance offer an ideal platform for the study of strongly interacting quantum systems and have recently attracted considerable interest. It not only provides a distinctive approach to advancing our understanding of many puzzling quantum many-body problems in various other fields of physics, but also offers intriguing topics of its own. One outstanding example is the atomic Bose gas near resonance, which is experimentally accessible thanks to the extreme tunability of interatomic interactions. This allows for experimental studies on Bose gases at large positive scattering lengths [1–9]. Alongside these experimental works, various numerical and theoretical efforts have also been made to analyze this strongly interacting system [11–22].

One of the main constraints that limits the experimental access of resonant Bose gases is their short lifetimes due to few-body losses. These are recombination processes which lead to the formation of few-body bound states and consequently atom losses. The minimal number of atoms involved in these processes is three, and the corresponding process is known as three-body recombination. There have been extensive studies of this process in the few-body context [6, 7, 23–27]. It has been shown that, apart from interference effects, the three-body recombination rate tends to increase rapidly when resonance is approached, which significantly reduces the lifetime of the gas. This is an intrinsic issue of atomic Bose gases which practically limits the outcome one can get out of this platform near resonance. Overcoming this difficulty has become one of the main focuses of recent experimental studies. For instance, a very interesting attempt applied quenching of the scattering length to access resonance and a local equilibrium was reached [8].

Another complexity of resonant Bose gases is the recently predicted thermodynamical instability near resonance [12, 15, 17, 22]. Different from few-body losses, this issue of thermodynamical instability is a many-body effect. It is characterized by a sign change of the compressibility at a critical scattering length, beyond which the compressibility becomes negative. In two dimensions (2D), a diagrammatic analysis further implies an anomalous behavior of the compressibility as a precursor of the instability [18], which is consistent with a recent experiment on 2D Bose gases [5]. In three dimensions (3D), however, there is still lack of conclusive experimental evidence for this instability. Nevertheless, with this predicted many-body instability, accessing resonant gases might run into a sharp phase transition rather than the smooth variation of lifetime predicted by the few-body losses [28].

Despite these difficulties, efforts have been made to explore the universal aspects of the gas [3, 4, 8]. Naively, the only relevant length scale of the system at resonance is the interatomic distance, which should universally dictate the low-energy physics of the system. However, for resonantly interacting bosons, there are a series of infinite three-body bound states with a discrete scaling symmetry, i.e., the Efimov states [29]. The binding energies of the Efimov states further depend on the short-range details of the interatomic potentials. Therefore, it has been proposed that the many-body properties of the gas would further depend on the non-universal features of the interaction [30–32]. From the few-body point of view, this underlying Efimov physics manifests itself in the three-body recombination process as the interference peaks and dips in the three-body loss rate [23]. This has been utilized to detect the Efimov effect in experiments [24–27]. On the other hand, in the many-body limit, so far there has been no indisputable experimental evidence of the Efimov effect in resonant Bose gases [4–8]. More experimental efforts might be needed to address the issue of universality.

Given the current challenges of studying resonant Bose gases, it is tempting to ask whether there exist long-lived resonant Bose gases where few-body losses are strongly suppressed and that are also thermodynamically stable and universal. In this article, we show that such systems can be realized in ultracold Bose gases with anomalous single-particle dispersions, which provide an ideal candidate for quantum simulations of the thermodynamics and the universalities of strongly interacting systems.

We first consider a 3D Bose gas with a power-law single-particle dispersion $\epsilon(k) \sim |k|^{1/2 + \delta}$ ($\delta$ is a small number) and contact interatomic interactions. It can be
described by the grand-canonical Hamiltonian

\[
H = \sum_k (\epsilon(k) - \mu) b_k^\dagger b_k + 2U_0 n_0 \sum_k b_k^\dagger b_k + \frac{1}{2} U_0 n_0 \sum_k b_{-k} b_k + \frac{1}{2} U_0 \sqrt{n_0} \sum_{k',q} b^\dagger_{k+q} b^\dagger_{k'} b_{-k'} b_{-k+q} + h.c.
\]

\[
+ \frac{U_0}{2\Omega} \sum_{k,k',q} b^\dagger_{k+q} b^\dagger_{k'} b_{-k'} b_{-k+q} + h.c.
\]

(1)

where \(b^\dagger_k (b_k)\) is the bosonic creation (annihilation) operator, with \(n_0\) the number density of the condensed atoms, \(\mu\) the chemical potential of non-condensed atoms, and \(U_0\) the strength of the contact interaction. \(\Omega\) is the volume of the system and the summations are over non-zero momenta. Note that the momentum summation implicitly contains an ultraviolet cutoff, which is related to the microscopic details of the interatomic interactions.

We set the reduced Planck constant to be unity and choose units so that \(\epsilon(k) = k^{3/2+\delta}/2\) where \(k = |k|\). This kind of dispersion can be realized in optical lattices with long-range hopping. Here we take the 3D cubic lattice as an example and consider a long-range hopping varying as \(t_{ij} \sim |r_i - r_j|^{-9/2-\delta}\), where \(t_{ij}\) denotes the hopping amplitude between lattice sites \(i\) and \(j\). After a Fourier transformation, this long-range hopping leads to a dispersion \(\epsilon(k) \sim k^{3/2+\delta}\) near the bottom of the lowest band. Therefore, the system described by Eq. (1) can be realized by loading bosons into such a lattice, with the atom number per lattice site being much less than one. The tuning of interactions should be achieved by a single-band spin interaction driven by the effective mass \(m^*\), different from Feshbach resonances in optical lattices which involve multi-band physics \[39\].

It is worth noticing that long-range hopping can also be potentially realized in other experimental systems. For instance, in a system of trapped ions \[36, 37\], a power-law long-range spin interaction with tunable power has been produced by coupling the vibrational modes of the ions to their internal degrees of freedom via Raman transitions. In term of magnons, the bosonic collective excitations of the system, this effectively results in a power-law long-range hopping (see Appendix A for more details). In addition, it has been proposed that in a synthetically spin-orbit coupled Bose gas \[33\], a low-energy quartic dispersion can be produced at a critical coupling strength, providing a simulator for the quantum Lifshitz Model \[34, 35\]. Therefore, it is very promising that Bose gases with tunable anomalous dispersions can be realized with the aid of optical transitions in cold atom experiments.

One direct consequence of a general power-law dispersion is the breaking of Galilean invariance, which considerably alters the two-body scattering behavior and plays an important role in our analysis. With the power-law dispersion \(\sim k^{3/2+\delta}\), the \(T\)-matrix for a scattering process with total momentum \(k\) and total energy \(E\) takes the form

\[
T(E, k) = \frac{4\pi^2 \delta [1 + O(\delta^2)]}{B^{\alpha} - (E - i0^+)^\alpha + f(E, k)^\delta},
\]

(2)

where \(B\) is the binding energy of the two-body bound state, \(\alpha = 3/2 - \delta\), and \(f\) is a regular function satisfying \(f(E, 0) = 0\). One can immediately see that \(T(E, k)\) possesses a completely different form compared with the Galilean invariant case, where \(T(E, k)\) is simply given by \(T(E - k^2/4, 0)\). This is because the relative motion and the center-of-mass motion are inseparable in the absence of Galilean invariance. Furthermore, the \(k\)-dependence of \(T(E, k)\) here is suppressed by an extra power of \(\delta\) and is thus irrelevant when \(\delta \ll 1\). It is convenient to define an effective scattering length \(\lambda \equiv B^{-\alpha/\delta}\), which dictates the low-energy scattering. It renormalizes the bare parameter \(U_0\) via

\[
U_0^{-1} + \int \frac{d^3k}{(2\pi)^3} \frac{1}{k^{3/2+\delta}} = \frac{1}{4\pi^2 \lambda^{3/2-\delta} [1 + O(\delta^2)]}.
\]

(3)

The divergent \(\lambda\) marks the position of resonance, which is the threshold to form two-body bound states.

To analyze this interacting Bose gas, we apply a self-consistent approach, where the energy density of the system, \(E(n_0, \mu)\), for a given \(n_0\) and \(\mu\) is first calculated. The chemical potential of a gas with atom density \(n\) can then be calculated using the following set of self-consistent equations,

\[
\mu_c(n_0, \mu) = \frac{\partial E(n_0, \mu)}{\partial n_0}, \mu = \mu_c(n_0, \mu)
\]

\[
n = n_0 - \frac{\partial \text{Re} E(n_0, \mu)}{\partial \mu},
\]

(4)

where \(\mu_c\) is the chemical potential of the condensed atoms, which should be equal to \(\mu\) in equilibrium. The second line of Eq. (4) is the number equation. The calculation of \(E(n_0, \mu)\) is carried out diagrammatically using the effective field theory method \[15, 18, 21\]. It contains contributions from all \(N\)-body diagrams with \(N = 2, 3, \cdots\). In the diagrammatic calculation, instead of \(U_0\), the \(T\)-matrix parametrized by \(\lambda\) (Eq. (2)) is adopted.

We first discuss the weakly interacting or the dilute limit, which is defined by the condition \(\lambda^3 n_0 \ll 1\). The dimensionless parameter \(\lambda^3 n_0\) is an analogue of the gas parameter \(a^* n\) for 3D Bose gases in free space, where \(a^*\) is the scattering length. In the dilute limit, the leading order contribution to \(\mu\) is given by the Hartree-Fock chemical potential \(\mu_{HF}\), the chemical potential is proportional to \(\mu_{HF}(\lambda^3 n_0)^\alpha\). It comes from the \(\mu\)-dependence of \(T\), which results from the energy shift of the non-condensed...
consistent equation reads, 

\[ \mu = \mu_{HF} \left[ 1 + \left( \frac{3}{2} + \frac{8 \ln 2 - 4}{3} \right) (8\pi^2 \lambda^3 n \delta)^0 \right. \]

\[ \left. - i 4\pi (8\pi^2 \lambda^3 n \delta) + O((\lambda^3 n \delta)^2) \right] \]

\[ n_0 = n \left[ 1 - \frac{1}{2} (8\pi^2 \lambda^3 n \delta) \right], \]

which is asymptotically exact when \( \delta \ll 1 \). It only depends on the scattering length and atom density, independent of any ultraviolet parameters. This suggests the absence of Efimov physics when \( \delta \) is small, by contrast to the normally dispersive case with \( \delta = 1/2 \), where Efimov effect is present.

The expansion in Eq. (5) breaks down near resonance when \( \lambda^3 n \delta \sim 1 \) or \( \gg 1 \). However, the presence of the small parameter \( \delta \) makes it possible to systematically analyze interacting Bose gases even at resonance. Following similar techniques developed in Ref. [21], we carry out this analysis by examining all the diagrams that contribute to the energy density (Readers who are not interested in these technical details can skip to Eq. (9)). Each diagram can be described by two integers, \( N \) and \( L \), which are half the number of external condensed atom lines and the number of closed loops respectively. The corresponding diagram is called an \( N \)-body \( L \)-loop diagram. When \( \lambda^3 n \delta \sim 1 \) or \( \gg 1 \), the energy dependence of the \( T \)-matrix begins to play an important role. This makes the self-consistency necessary even at the tree level. In the tree level, the energy density is \( E^{(0)}(n_0, \mu) = n_0^2 T / \lambda (2 \mu, 0) / 2 \), where the superscript of \( E \) indicates the number of loops. Consequently, the self-consistent equation reads,

\[ \mu = \frac{4\pi^2 n_0 \delta [1 + O(\delta^2)]}{\lambda^{-3(3/2-\delta)} - (-2\mu - i0^+)^\delta}. \]

In the limit when \( \lambda^3 n \delta \gg 1 \), the solution of Eq. (6) takes a simple form [42],

\[ \mu^{(0)} = (2\pi^2 n_0 \delta)^{1/2+\delta/3} [1 + O(\delta)]. \]

Beyond the tree level, one can easily show that all diagrams are free of ultraviolet divergences after the energy dependence of the \( T \)-matrix is taken into account. To analyze the contributions of these diagrams, we take \( \mu^{(0)} \) as the leading order result for the chemical potential. The contribution to the chemical potential from an \( N \)-body \( L \)-loop diagram can then be estimated to be

\[ \mu^{(L)} \sim \mu^{(0)} \delta^L, \]

which only depends on \( L \), as indicated by the superscript of \( \mu \) on the left hand side. One can see that, compared with the tree-level result, contributions from diagrams with \( L > 0 \) are suppressed by extra factors of \( \delta \), which validates taking \( \mu^{(0)} \) as the leading order result. Moreover, Eq. (8) shows that the contributions from diagrams beyond tree level are organized according to the number of loops, independent of \( N \). This suggests a systematic expansion in terms of \( L \) controlled by \( \delta \), even though the gas is near resonance or \( \lambda^3 n \delta \gg 1 \).

In the limit \( \lambda^3 n \delta \rightarrow \infty \), we solve the self-consistent equations rigorously up to order \( O(\delta) \) by summing up all the one-loop diagrams. The self-consistent equations lead to a solution that is universal,

\[ \mu = \frac{2\sqrt{2}}{3} \epsilon_F \delta^{3/2+\delta/3} (1 + 1.22\delta - i3.79\delta + O(\delta^3)) \]

\[ n_0 = \frac{2}{3} n (1 + 0.49\delta + O(\delta^2)) \]

where \( \epsilon_F = (6\pi^2 n_0)^{1/2+\delta/3}/2 \) is the Fermi energy defined for the Bose gas with the single-particle dispersion \( \epsilon(k) = k^{3/2+\delta}/2 \). It can be seen that the imaginary part of the chemical potential is smaller by a factor of \( \delta \) compared with its real part, implying a long-lived Bose gas near resonance. We shall discuss this in more detail below.

We now carry out a similar analysis for a 2D Bose gas with a nearly-linear dispersion \( \epsilon(k) \sim k^{1+\delta} \), which yields similar results. In the dilute limit, by defining a 2D gas parameter \( \lambda^2 n \delta \), the expansion of \( \mu/\mu_{HF} \) in terms of the gas parameter and \( \delta \) has the same form as Eq. (4) except for different numerical coefficients. At resonance, this 2D Bose gas is also shown to be universal and long-lived. Furthermore, apart from different numerical prefactors, the result expressed in terms of the Fermi energy is organized exactly in the same way as Eq. (5). Table II summarizes the main results for both cases and the numerical coefficients are shown in Table II.

It can be seen that the equations of state at resonance have the same universal form in both 2D and 3D. Since resonance corresponds to a fixed point of the running two-body coupling constant, this implies that the 3D Bose gas with dispersion \( \epsilon(k) \sim k^{3/2+\delta} \) and the 2D Bose gas with dispersion \( \epsilon(k) \sim k^{1+\delta} \) belong to the same universality class near resonance. This can be further generalized to a series of Bose gases with \( \epsilon(k) \sim k^{d/2+\delta} \), where \( d \) is the dimensionality. A detailed discussion of this universality class in different spatial dimensions will be presented in an upcoming article.

One important feature of the systems discussed above is their long lifetimes. The lifetime of the gas is deduced from the imaginary part of the chemical potential, which...
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Appendix: Effective long-range hopping of magnons in trapped ion systems

In the trapped ion systems, power-law long-range spin interactions have been realized by coupling the vibrational modes of the ions to their internal degrees of freedom via Raman transitions [54, 57, 56]. Here, we take the following spin-$S$ long-range XXZ Hamiltonian as an example,

$$
H = \sum_{i<j} J_{ij} \left( \sigma_i^x \sigma_j^x + \sigma_i^y \sigma_j^y + \lambda \sigma_i^z \sigma_j^z \right) + h \sum_i \sigma_i^z,
$$

where $\sigma^x, \sigma^y, \sigma^z$ are Pauli matrices and $i, j$ denote lattice sites. $J_{ij} = J_0 |i-j|^\gamma$ represents the long-range spin coupling, where $J_0$ is the coupling constant, $|i-j|$ is the distance between lattice sites $i$ and $j$, and $\gamma$ is a tunable number.

Under the standard Holstein-Primakof transformation [47, 48], the Hamiltonian [Eq. (A.1)] can be rewritten in the magnon representation as

$$
H = 4S \sum_{i \neq j} J_{ij} (a_i^\dagger a_j - \lambda a_i a_i) - 2h \sum_i a_i^\dagger a_i
$$

$$
- \sum_{i \neq j} J_{ij} (a_i^\dagger a_j a_i a_i + h.c. - 2\lambda a_i^\dagger a_j a_i) + O(S^{-1}),
$$

where $a_i^\dagger (a_i)$ is the creation (annihilation) operator of magnons on lattice site $i$. One can see that the long-range spin interactions induce an effective long-range hopping of magnons with the same power-law behavior.
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