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Abstract—This paper considers the problem of publishing data X while protecting the correlated sensitive information S. We propose a linear method to generate the sanitized data Y with the same alphabet Y = X that attains local differential privacy (LDP) and log-lift at the same time. It is revealed that both LDP and log-lift are inversely proportional to the statistical distance between conditional probability \( P_{Y|S}(x|s) \) and marginal probability \( P_Y(x) \); the closer the two probabilities are, the more private Y is. Specifying \( P_{Y|S}(x|s) \) that linearly reduces this distance \( |P_{Y|S}(x|s) - P_Y(x)| = (1 - \alpha)P_{Y|S}(x|s) - P_Y(x) \), for some \( \alpha \in (0, 1) \) we study the problem of how to generate Y from the original data S and X. The Markov randomization/sanitization scheme \( P_{Y|X}(x|x') = P_{Y|S,X}(s|x,x') \) is obtained by solving linear equations. The optimal non-Markov sanitization, the transition probability \( P_{Y|S,X}(x'|x) \) that depends on S, can be determined by maximizing the data utility subject to total equality constraints on data privacy. We compute the solution for two linear utility function: the expected distance and total variance distance. It is shown that the non-Markov randomization significantly improves data utility and the marginal probability \( P_X(x) \) remains the same after the linear sanitization method: \( P_Y(x) = P_X(x), \forall x \in X \).
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I. INTRODUCTION

The privacy-preserving problem can be described as follows. A data curator wants to publish data X that is correlated with the sensitive attribute S. To protect privacy, it privatizes X by producing and releasing the sanitized data Y. The problem is how to design the sanitization scheme, or the randomization mechanism, to attain a certain level of data privacy. We consider two main metrics for measuring privacy: local differential privacy and log-lift.

Local Differential Privacy: Let S and X be the random variables in finite alphabets \( S \) and \( X \), respectively. Assume that the sanitized data has the same alphabet \( X \) as \( S \), i.e., \( Y = X \). Differential privacy (DP) \( \| \) measures the statistical distinguishability of \( S \). Any sanitization will result in a conditional probability of the output data \( P_{Y|S}(x|s) \). The statistical distances of the released data Y conditioned on two adjacent sensitive instances \( s, s' \) can be measured by \( L_{DP}(S \rightarrow Y) = \max_{x,s,s'} \log \frac{P_{Y|S}(x|s)}{P_{Y|S}(x|s')} \), where \( s \sim s' \) denotes \( s \) and \( s' \) are neighbors that is defined by the Hamming distance constraint \( d_H(s,s') \leq 1 \). A sanitization mechanism is called \( \epsilon \)-DP if it generates output Y such that \( L_{DP}(S \rightarrow Y) \leq \epsilon \). A small value for \( \epsilon \) implies indistinguishability of the sensitive data S when observing the released data Y. The local differential privacy (LDP) \( \| \) relaxes the neighborhood constraint in DP:

\[
L_{LDP}(S \rightarrow Y) = \max_{x,s,s'} \log \frac{P_{Y|S}(x|s)}{P_{Y|S}(x|s')}. \tag{1}
\]

This is a more general data privacy measure\( \| \) and a stronger notion of privacy: an \( \epsilon \)-LDP mechanism is always \( \epsilon \)-DP, but not vice versa.

Log-lift: Consider the following statistical inference setting. An adversary wants to infer S from Y. The multiplicative difference between the posterior belief \( P_S|Y(s|x) \) and the prior belief \( P_S(s) \) denotes the knowledge gain on the sensitive data S by the adversary and therefore indicates the privacy of Y. For a guessing adversary, the mutual information \( I(S;Y) = \mathbb{E}\log \frac{P_S|Y(s|x)}{P_S(s)} \) and log-maximal private information leakage in [4], [5] and [6]–[8], respectively. They correspond to two extreme cases, \( \alpha = 1 \) and \( \alpha \rightarrow \infty \), of the leakage proposed in [9] based on the Arimoto mutual information \( I_A(S;Y) \). In fact, all these privacy measures can be guaranteed by the log-lift [10]:

\[
L_{LL}(S \rightarrow Y) = \max_{x,s} \log \frac{P_S|Y(s|x)}{P_S(s)}. \tag{2}
\]

If \( L_{LL}(S \rightarrow Y) \leq \epsilon \), \( I_A(S;Y) \leq \frac{\alpha}{\alpha - 1} \epsilon \) for all \( \alpha \geq 1 \) [10, Proposition 1].

While most existing studies only adopt one data privacy measure\( \| \) we propose a linear sanitization scheme that attains LDP and log-lift at the same time. We first reveal that both LDP and log-lift are inverse proportional to the statistical distance between the conditional probability \( P_{Y|S}(x|s) \) and the marginal probability \( P_X(x) \): the closer these two probabilities are, the more private Y is. Based on the fact that \( P_Y(x) \) is the expected value of \( P_X|S(x|s) \), we request that for all \( s,x \) the conditional probability \( P_{Y|S}(x|s) \) reduces \( P_X|S(x|s) \) (in the original dataset) by \( \alpha \) \( P_X(x) - P_X(x) \)

\( L_{DP}(S \rightarrow Y) \) also applies to non-metric space S, when there is no distance function for the definition of neighborhood, e.g., categorical dataset.

DP is studied mainly in computer science, where X = f(S) for some deterministic functions f and the privatization usually refers to noise adding mechanism. LDP was originally proposed in [2] for multi-party privacy, where minimax techniques applies to derive fundamental limits on statistical risk assessment and information-theoretic measures. The mutual information, maximal leakage and log-lift are often used in information theory, where S and X are any correlated rvs and the sanitization usually refers to an encoding function.
for $\alpha \in (0,1]$. This ensures a linear decrease $|P_{Y|S}(x|s) - P_Y(x)| = (1-\alpha)|P_{X|S}(x|s) - P_X(x)|, \forall s, x$, which indicates a reduction of approximately a factor of $(1-\alpha)$ in both LDP and log-lift, but remains the same marginal privacy: $P_Y(x) = P_X(x), \forall x$. We then determine the randomized scheme that generates such $Y$. We show that the Markov sanitization scheme $P_{Y|X}(x|x') = P_{Y|S,X}(x|s,x')$ can be obtained by solving linear equations. The optimal non-Markov sanitization scheme, the $P_{Y|S,X}(x|s,x')$ that depends on $S$, can be determined by maximizing the data utility subject to linear equality constraints on data privacy. We compute the optimal non-Markov sanitization scheme for two linear utility functions: the expected distance and total variance distance. The latter is a linear approximation of the mutual information $I(X;Y)$.

II. LINEAR REDUCTION METHOD FOR DATA PRIVACY

We rewrite the maximand in the log-lift (2) as $\|\log \frac{P_{Y|S}(x|s)}{P_Y(x)}\|$ and the LDP in (1) as

$$\mathcal{L}^{\text{LDP}}(S \rightarrow Y) = \max_{x,s,s',\alpha} \left\{ \log \frac{P_{Y|S}(x|s)}{P_Y(x)} + \log \frac{P_Y(x)}{P_{Y|S}(x|s')} \right\},$$

if $P_{Y|S}(x|s) \geq P_Y(x)$ and $-\log \frac{P_{Y|S}(x|s)}{P_Y(x)}$ if $P_{Y|S}(x|s) < P_Y(x)$. In the same way, we can write $\mathcal{L}^{\text{LDP}}(S \rightarrow X)$ and $\mathcal{L}^{\text{LL}}(S \rightarrow X)$, the LDP and log-lift in the original dataset, in terms of $P_{X|S}(x|s)$ and $P_X(x)$. Here, $P_Y(x) = \mathbb{E}[P_{Y|S}(x|s)] = \sum_s P_{X|S}(x|s)P_X(s)$. That is, $P_{X|S}(x|s)$ can be viewed as a random variable with mean $P_X(x)$. Similarly, $P_{X|S}(x|s)$ is a random variable with mean $P_X(x)$. In this sense, $|\log \frac{P_{X|S}(x|s)}{P_X(x)}|$ is a measure of variation. If it is reduced to a (strictly) smaller variation $|\log \frac{P_{X|S}(x|s)}{P_X(x)}|$ after the privatized randomization for each $s$, the released data $Y$ is (strictly) more private than the original $X$ in sense of both LDP and log-lift. To this end, we consider a linear reduction method below.

A. Linear Variance Reduction for Privacy

We set the alphabet of the published data $Y$ the same as $X$: $\mathcal{Y} = \mathcal{X}$. The method generates $Y$ according to the conditional probability$^3$

$$P_{Y|S}(x|s) = P_{X|S}(x|s) - \alpha (P_{X|S}(x|s) - P_X(x)) = (1-\alpha)P_{X|S}(x|s) + \alpha P_X(x),$$

(3)

$^3$For the correlation in the original dataset, denoted by the joint probability $P_{S,X}(s,x)$, we have LDP $\mathcal{L}^{\text{LDP}}(S \rightarrow X)$ and log-lift $\mathcal{L}^{\text{LL}}(S \rightarrow X)$. They measure the data privacy when $X$ is released without any randomization. This case attains perfect fidelity for the released data with the worst privacy.

It is easy to verify that $0 \leq P_{Y|S}(x|s) \leq 1, \forall s, x$ and $\sum_{x \in X} P_{Y|S}(x|s) = 1, \forall s$, i.e., $P_{Y|S}(x|s)$ in (3) is a probability measure. Here, $P_{Y|S}(x|s) = P_{X}(x)\alpha$ if $\alpha = 0$. We consider a strict reduction in LDP and log-lift in this paper and therefore set $\alpha > 0$.

where $\alpha \in (0,1]$. Here, (3) is a line search method with $-\left((P_{X|S}(x|s) - P_X(x))\right)$ the being the descent direction of the $\ell_1$ distance $|P_{Y|S}(x|s) - P_X(x)|$ at $P_X(x|s)$. This can also be interpreted as a variation reduction method (see Appendix A).

It is clear that as $\alpha$ increases, $Y$ becomes more private. For $\alpha = 1$, $Y$ is independent of $S$: $P_{Y|S}(x|s) = P_X(x)$ for all $s$ and $x$, where perfect privacy attains: $\mathcal{L}^{\text{LDP}}(S \rightarrow Y) = 0$ and $\mathcal{L}^{\text{LL}}(S \rightarrow Y) = 0$.

Eq. (3) results in a shift in joint probability $P_{S,Y}(s,x) = P_{Y|S}(x|s)P_X(s) = (1-\alpha)P_{S,X}(s,x) + \alpha P_X(s)P_X(x)$, but the marginal probability of the released data $Y$ remains the same:

$$P_Y(x) = \sum_s P_{S,Y}(s,x) = \sum_s (1-\alpha) P_X(x) + \alpha \sum_s P_X(s)P_X(x), \quad \forall x.$$ (4)

That is, the statistics on the public data $X$ does not change after randomization: the released data $Y$ provides the correct answer to any query on statistical aggregation of $X$.

1) Reduction in LDP and Log-lift: Eq. (3) reduces the $\ell_1$-distance by a factor of $1-\alpha$: for each $x$, $|P_{Y|S}(x|s) - P_X(x)| = (1-\alpha)(P_{X}(x|s) - P_X(x)), \forall s$ and

$$P_{Y|S}(x|s) = P_X(x|s) - P_{X|S}(x|s') = P_X(x), \forall s, x.$$ (5)

This can be translated to a linear reduction in LDP and log-lift by the first order Taylor approximation $\log(1+x) \approx x$:

$$\mathcal{L}^{\text{LDP}}(S \rightarrow Y) \approx (1-\alpha)\mathcal{L}^{\text{LDP}}(S \rightarrow X),$$

(6a)

$$\mathcal{L}^{\text{LL}}(S \rightarrow Y) \approx (1-\alpha)\mathcal{L}^{\text{LL}}(S \rightarrow X).$$ (6b)

See Fig. 1. The approximations in (6) are good when $\left|\frac{P_{X|S}(x|s)}{P_X(x)} - 1\right| \leq 1, \forall s, x.\quad$ (6)

III. OPTIMAL PRIVACY-PRESERVING SCHEME

As explained in Section II.A, one can choose an $\alpha \in (0,1]$ in (3) to denote a specific privacy level, which results in
approximately a reduction of factor $1 - \alpha$ in both LDP and Log-lift (3). The remaining problem is how to determine a randomized mechanism $P_{Y|X}(x|x')$, which generates $Y$ that holds the private transition probability (3). If such mechanism is not unique, we should choose the one that optimizes the data utility. Denote $U(X;Y)$ the utility function that measures the usefulness of the released data $Y$. We consider two types of linear $U(X;Y)$ in this paper: the expected distortion $\mathbb{E}[d(X,Y)]$, where $d(X = x', Y = y) \geq 0$ and $d(X = x', Y = x) = 0$ for $x = x'$; the total variance distance $D_{TV}(X,Y) = 1 - \sum_x P_X(x)P_{Y|X}(x|x)$ that measures the expected $\ell_1$ distance between a randomization scheme $P_{Y|X}(x|x')$ and the optimal $P_{Y|X}^*(x|x')$ that maximizes the mutual information $I(X;Y)$. Here, $D_{TV}(X,Y)$ can be considered as a linear approximation of $I(X;Y)$. See Appendix B.

The randomized mechanism $P_{Y|X}(x|x')$ can be designed in two ways. For $S$ being a nesting private attribute of $X$, e.g. $S = f(X)$ for some randomized function $f$ as assumed in [6, 9], the randomization is conditioned only on the observable data $X$. In this case, Markov chain $S - X - Y$ forms and the randomized mechanism refers to the Markov transition probability $P_{Y|X}(x|x') = P_{Y|S,X}(s,x|x')$, $\forall s, x$, e.g., as in (11). If both $S$ and $X$ are observable, e.g., they denote attribute columns in the tabular dataset, we can search the optimal randomization over all non-Markov transition probabilities $P_{Y|S,X}(s|x,x')$ [9, Fig. 1(b)], where $P_{Y|X}(x|x') = P_{Y|S,X}(s|x,x')$ does not necessarily hold for all $s$.

A. Markov Transition Probability

The lemma below characterizes the Markov randomization solution.

**Lemma 1.** The Markov transition probability that satisfies the equality (3) is

$$P_{Y|X}(x|x') = \begin{cases} 1 - \alpha (1 - P_X(x)) & x' = x \\ \alpha P_X(x) & x' \neq x \end{cases}$$

**Proof:** Lemma holds because

$$P_{Y|S}(s|x) = \sum_{x'} P_{Y|X}(x|x')P_{X|S}(s'|x') =$$

$$(1 - \alpha (1 - P_X(x)))P_{Y|S}(s|x) + \alpha P_X(x) \sum_{x'} P_{X|S}(s'|x') =$$

$$(1 - \alpha)P_{X|S}(s|x) + \alpha P_X(x), \quad \forall s, x.$$

The full proof is presented in Appendix B by solving linear equations.

The Markov transition probability in Lemma 1 incurs the expected distortion $\mathbb{E}[d(X,Y)] = \alpha \sum_{x,x': x' \neq x} P_X(x)P_X(x')d(X = x', Y = x)$ and the total variance distance $D_{TV}(X,Y) = \alpha (1 - \sum_x P_X^2 (x)).$

B. Non-Markov Transition Probability

The non-Markov transition probability $P_{Y|S,X}(x|x,x')$ determines a randomized mechanism

$$P_{Y|X}(x|x') = \sum_s P_{Y|S,X}(s|x,x')P_{S|X}(s|x'),$$

which is linear in $P_{Y|S,X}(s|x,x')$. Consider all $P_{Y|S,X}(s|x,x')$ that satisfy (3). They are the transition probabilities that attains the same level of privacy (specified by $\alpha$). The problem of searching for an optimal $P_{Y|S,X}^*(s|x,x')$ that maximize the data utility can be formulated as follows. For $\alpha \in (0,1],$

$$\max_{P_{Y|S,X}(s|x,x')} U(X;Y)$$

s.t. $\sum_x P_{Y|S,X}(s|x,x')P_{X|S}(x'|s) = P_{X|S}(x|s)$

$$-\alpha (P_{X|S}(s|x) - P_X(x)), \quad \forall s, x.$$

It is clear in (9) that the Markov solution is a special case of the non-Markov transition probability. Therefore, the minimizer $P_{Y|S,X}^*(s|x,x')$ attains a data utility no worse than the Markov solution in Lemma 1 in general. See Example 1. Since the constraints in (10b) are linear, problem (10) is concave maximization if $U(X;Y)$ is concave in $P_{Y|X}(x|x')$. For linear function $U(X;Y)$, (10b) can be formulated by linear programming (LP).

Below, we compute the solutions for the utility functions $U(X;Y) = -D_{TV}(X,Y)$ and $U(X;Y) = -\mathbb{E}[d(X,Y)]$. The proofs of Propositions 1 and 2 are in Appendix C.

**Proposition 1.** For $U(X;Y) = -D_{TV}(X,Y)$, the solution to problem (10) is any transition probability $P_{Y|S,X}^*(s|x,x')$ satisfying the followings for each $s$:

$$P_{Y|S,X}^*(s|x,x') = \min \left\{ 1 - \alpha \left( 1 - \frac{P_X(x)}{P_{X|S}(s|x)} \right), 1 \right\},$$

$$P_{Y|S,X}^*(s|x,x') = 0, \quad \forall x \in \mathcal{X}^-(s), x' \in \mathcal{X}': x' \neq x,$$

$$\sum_{x' \in \mathcal{X}^+(s)} P_{Y|S,X}^*(s|x,x') P_{X|S}(x'|s) =$$

$$-\alpha (P_{X|S}(s|x) - P_X(x)), \quad \forall x \in \mathcal{X}^+(s),$$

$$\sum_{x' \in \mathcal{X}^+(s)} P_{Y|S,X}^*(s|x,x') =$$

$$= \alpha (1 - \frac{P_X(x')}{P_{X|S}(s|x')}), \quad x' \in \mathcal{X}^-(s),$$

where $\mathcal{X}^+(s) = \{ x \in \mathcal{X}: P_X(x) \geq P_X(s|x) \}$ and $\mathcal{X}^-(s) = \{ x \in \mathcal{X}: P_X(x) < P_X(s|x) \}$.

We can directly determine the optimal $P_{Y|S,X}^*(s|x,x')$ by Proposition 1 for each $s$, do the assignments in (11a) - (11c); determine $P_{Y|S,X}^*(s|x,x')$ for all $x' \in \mathcal{X}^+(s)$ and $x \in \mathcal{X}^+(s)$ by solving linear equations formed by (11d) and (11e). Here, (11a) in fact saturates the diagonal entry $P_{Y|S,X}^*(s|x,x)$ for each $x \in \mathcal{X}$ in the constrained set and the solution to the linear equations (11d) and (11e) is not unique.

7 The concavity does not hold for general $U(X;Y)$. For example, the mutual information $I(X;Y)$ is convex in $P_{Y|S,X}(s|x,x')$.

8 This can be seen from the proof of Proposition 1 the diagonal entry $P_{Y|S,X}^*(s|x|x)$ cannot be increased any further without breaching the constraint (10b).

9 This is because the dimension of the null space formed by (11d) and (11e) is no less than 1. See the explanation in Appendix C.
We obtain one solution to the linear equations (11d) and (11e) determines \( P^*_{Y|S,X}(x|s) \) for all \( x \in X^+(s) \) and \( x' \in X^-(s) \) for each \( s \).

In problem 10, the data privacy constraint 10b is strengthened by increasing \( \alpha \), while the maximal utility decreases. Therefore, the privacy utility tradeoff (PUT) can be obtained by varying \( \alpha \in (0,1] \).

**Example 1.** Consider an database with the joint probability \( P_{X|S}(x|s) \) below. The marginal probabilities are \( P_S(1) = 0.3, P_X(a) = 0.41, P_X(b) = 0.24, P_X(c) = 0.22 \) and \( P_X(d) = 0.13 \). For \( \alpha = 0.5 \), we show how to obtain the optimal transition probability \( P^*_{Y|S,X}(x|s, x') \) in Proposition 7. For \( S = 1 \), \( X^+(1) = \{a, b\} \) and \( X^-(1) = \{c, d\} \). By (11a), we set \( P^*_{Y|S,X}(a|1,a) = 1 \) and \( P^*_{Y|S,X}(b|1,b) = 1 \). Then \( P^*_{Y|S,X}(c|1,c) = 0.72 \) and \( P^*_{Y|S,X}(d|1,d) = 0.825 \). We obtain one solution to the linear equations (11d) and (11e): \( P^*_{Y|S,X}(a|1,c) = 0.21, P^*_{Y|S,X}(b|1,c) = 0.07, P^*_{Y|S,X}(a|1,d) = 0 \) and \( P^*_{Y|S,X}(b|1,d) = 0.175 \). All other entries of \( P^*_{Y|S,X}(x|1,x') \) are set to 0. The transition probability \( P^*_{Y|S,X}(x|2,x') \) for all \( x, x' \) can be determined in the same way. Apply \( P^*_{Y|X}(x|x') = P^*_{Y|S,X}(x|1,x')P_{S|X}(1|x') + P^*_{Y|S,X}(x|2,x')P_{S|X}(2|x') \) by (9). The resulting mutual information is \( I(X;Y) = 1.19 \) and \( D_{TV}(X;Y) = 0.23 \). They can be compared to the Markov solution in Lemma 1 where we get \( I(X;Y) = 0.36 \) and \( D_{TV}(X;Y) = 0.68 \). This means that when a certain level of data privacy is guaranteed, adopting non-Markov randomization can significantly improve the utility. This can also be seen in Fig. 2 and 3.

We then obtain the solution in Proposition 2 to the problem 10 for \( U(X;Y) = -E[d(X,Y)] \). The procedure is the same as above, except that \( P^*_{Y|S,X}(x|s, x') \) for all \( x \in \{a, b\} \) and \( x' \in \{c, d\} \) is determined by solving the minimization (12) for all \( s \). The resulting privacy-utility tradeoff is shown in Fig. 3.

**IV. CONCLUSION**

Noting that \( P_X(x) \) is the expected value of the conditional probability \( P_{X|S}(x|s) \) w.r.t. the marginal probability of \( S \), we proposed a privacy-preserving method that generates the sanitized data \( Y \) with \( P_{Y|S}(x|s) \) that linearly reduces the variance of \( P_{X|S}(x|s) \) in the original data \( X \). This randomization method maintains the marginal probability \( P_X(x) = P_X(x), \forall x \). We showed that \( e^{LDP}(S \rightarrow Y) \) and \( e^{LL}(S \rightarrow Y) \) can be expressed in terms of \( \log \frac{P_{Y|S}(x|s)}{P_X(x)} \) and therefore the proposed method reduces both LDP and log-lift. Specifically, \( e^{LDP}(S \rightarrow Y) \approx (1-\alpha)e^{LDP}(S \rightarrow X) \) and \( e^{LL}(S \rightarrow Y) \approx (1-\alpha)e^{LL}(S \rightarrow X) \), where \( \alpha \in [0,1] \) can be considered...
as the privacy level. We considered Markov and non-Markov sanitization schemes to generate $Y$. While the Markov scheme was obtained by solving linear equations, we formulated an LP to compute the optimal non-Markov scheme for two linear utility functions. The experimental results showed that the non-Markov scheme significantly improves data utility.

There are two aspects that can be further explored. While the proposed linear method reduces the variance of $P_{X|S}(x|s)$ for each instances $x$, it suffices to apply \cite{3} to only $s \in \arg \max_s P_{Y|S}(x|s) \cup \arg \min_s P_{Y|S}(x|s)$ for each $x$. This will also result in a reduction $(1 - \alpha)$ of LDP and log-lift, but the design of the randomization scheme and the improvement in data utility need to be studied. In \cite{13}, the local information geometry technique is used to approximate the data utility. This paper suggests that it can also be applied to the data privacy. In local proximity $P_{X|S}(x|s) - 1 \leq 1, \forall s, x$, the approximation of LDP in \cite{63} can be replaced by the linear equality \cite{4}. This treatment is similar to \cite{14} where the approximation is based on 2nd order Taylor expansion. The linear algebra techniques in \cite{14} are worth investigating in data privacy.

APPENDIX A
INTERPRETATION OF CONTROL VARIATE METHOD

The linear reduction method in \cite{3} coincides with the control variate method originally proposed for finding an unbiased estimator in \cite{15}. It generates new random variable $P_{Y|S}(x|s)$ with the same sample space size as $P_{X|S}(x|s)$, but a strictly smaller variance: for each $x$, $\text{Var}[P_{Y|S}(x|s)] = \mathbb{E}_{S}[P_{Y|S}(x|s) - P_{X}(x)]^2 = (1 - \alpha)^2 \text{Var}[P_{X}(x)] < \text{Var}[P_{X}(x)], \forall \alpha \in (0, 1]$.

APPENDIX B
TOTAL VARIANCE DISTANCE AS UTILITY LOSS

For $Y$ such that $|Y| = |X|$, the following transition probability maximizes the mutual information $I(X; Y)

$$P^*_Y(x|x') = \begin{cases} 1 & x = x' \\ 0 & x \neq x' \end{cases} \tag{13}$$

Consider the total variance distance \cite{4} $D_{TV}(X, Y) = \sum_x \sum_{x'} P_X(x) P_Y(x'|x) = 1 - \sum_x P_X(x) P_{Y|X}(x|x)$. It can be seen from Fig. 4 that $D_{TV}(X, Y)$ is almost order reversing, i.e., if $I(X; Y) \geq I(X; Y')$, then $D_{TV}(Y; X) \leq D_{TV}(X; Y)$. Therefore, for $I(X; Y)$ being a utility measure, $D_{TV}(X; Y)$ denotes the utility loss.

APPENDIX C
PROOF OF PROPOSITIONS \ref{prop1} AND \ref{prop2}

For $U(X; Y) = -D_{TV}(X; Y)$, the problem \ref{eq:10b} is equivalent to $\max \sum_{x,s} P_{Y|S,X}(x|s)x P_{S,X}(x, s)$ subject to \ref{eq:10b}.

\footnote{Total variance distance is the $f$-divergence $D_f(p||q) = \sum_x q(x)f(\frac{p(x)}{q(x)})$ for $f(t) = \frac{1}{2}t(t - 1)$, The total variance distance $D_{TV}(X, Y)$ is between any $P_{S,X}(x,s) = P_{X|S}(x|x')P_X(x')$ and the optimizer $P^*_X(x'|x') = P_{Y|X}(x|x')P_X(x')$.}

Fig. 4: The utility losses $H(X) - I(X; Y)$ and $D_{TV}(X; Y)$ are increasing with $\alpha$. The mutual information $I(X; Y)$ and total variance distance $D_{TV}(X; Y)$ are determined by the Markov solution \ref{eq:11} and non-Markov solution \ref{eq:11} for the dataset in Example \ref{example1}.

This LP is separable in $s$ \cite{15}, the maximizer of which can be determined by solving

$$\max \sum_{x} P_{Y|S,X}(x|s)x P_{S,X}(x, s), \text{ s.t.} \ref{eq:10b} \forall x \tag{14}$$

for each $s$. We show below this problem is also separable in $x$. For each $s$, rewrite \ref{eq:10b} as

$$P_{Y|S,X}(x|s|x) = 1 - \alpha \left(1 - \frac{P_X(x)}{P_{X|S}(x|s)}\right) - \sum_{x' : x' \neq x} P_{Y|S,X}(x'|s) \frac{P_{X|S}(x|s)}{P_{X|S}(x|s)} \forall x \tag{15}$$

Since $P_{Y|S,X}(x|s,x) \leq 1$, we rewrite \ref{eq:15} as the inequality $\sum_{x'} (1 - \alpha) P_{X}(x') P_{Y|S,X}(x'|s) P_{X|S}(x|s) \geq -\alpha \left(1 - \frac{P_X(x)}{P_{X|S}(x|s)}\right), \forall x$; On the other hand, because $P_{Y|S,X}(x|s,x) \geq 0, \forall x' \neq x$, we have $\sum_{x'} (1 - \alpha) P_{X}(x') P_{Y|S,X}(x'|s) P_{X|S}(x|s) \geq \max \left\{-\alpha \left(1 - \frac{P_X(x)}{P_{X|S}(x|s)}\right), 0\right\}, \forall x$. Apply this inequality to \ref{eq:15} to convert the constraint \ref{eq:10b} in $\forall s \in \text{\ref{appendix}}$ to

$$\min \left\{1 - \alpha \left(1 - \frac{P_X(x)}{P_{X|S}(x|s)}\right), 1\right\}, \forall x \tag{16}$$

Then, problem \ref{prop1} is decomposable in $x$. For each $s$ and $x$, the solution to $\max \sum_{x,s} P_{Y|S,X}(x|s)x P_{S,X}(x, s)$, s.t. \ref{eq:10b} is $P^*_{X|S,X}(x|s) = \min \{1 - \alpha \left(1 - \frac{P_X(x)}{P_{X|S}(x|s)}\right), 1\}$, where, by constraint \ref{eq:10b} and $\sum_{x} P_{Y|S,X}(x|s,x') = 1$, we have \ref{eq:11} and \ref{eq:11} respectively. From \ref{eq:10b}, \ref{eq:11} and \ref{eq:11}, we have \ref{eq:11}. For \ref{eq:11} and $\sum_{x \in X} P^*_{Y|S,X}(x|s,x') = 1$, we have \ref{eq:11}.

For $U(X; Y) = -\mathbb{E}[d(X,Y)]$, problem \ref{prop1} is also separable in $s$. From \ref{eq:11}, we have the constraint $\sum_{x'} (1 - \frac{P_X(x)}{P_{X|S}(x|s)})$, where the objective function $\sum_{x,x'} (1 - \alpha) P_{Y|S,X}(x|s,x') P_{S,X}(x,s') d(x',x')$ is minimized when $\sum_{x,x'} (1 - \alpha) P_{Y|S,X}(x|s,x') P_{S,X}(x,s') \leq \max \left\{0, -\alpha \left(1 - \frac{P_X(x)}{P_{X|S}(x|s)}\right)\right\}$ by the optimizer in \ref{eq:11}, where the value of $P_{Y|S,X}(x|s,x')$ for all $x \in X^+(s)$ and $x' \in X^-(s)$ is determined by \ref{eq:12}.}
Using \( \log(1+x) \approx x \), we have the local differential privacy

\[
\ell_{\text{LDP}}(S \to X) = \max_{x,s,s'} \frac{P_{X|S}(x|s)}{P_{X|S}(x|s')}
\]

Similarly,

\[
\ell_{\text{LDP}}(S \to Y) \approx \max_{x,s,s'} \frac{P_{Y|S}(x|s) - P_{Y|S}(x'|s)}{P_Y(x)}
\]

\[
= \max_{x,s,s'} \frac{1}{1 - \alpha} \left( \frac{P_{X|S}(x|s)}{P_X(x)} - \frac{P_{X|S}(x'|s)}{P_X(x)} \right)
\]

\[
= \left( 1 - \alpha \right) \max_{x,s,s'} \frac{P_{X|S}(x|s) - P_{X|S}(x'|s)}{P_X(x)}
\]

\[
\approx \ell_{\text{LDP}}(S \to X).
\]

For the log-lift, we have

\[
\ell_{\text{LL}}(S \to X) = \max_{x,s} \left| \log \frac{P_{X|S}(x|s)}{P_X(x)} - 1 \right|
\]

so that

\[
\ell_{\text{LL}}(S \to Y) = \max_{x,s} \left| \log \left( \frac{1 - \alpha}{P_X(x)} + \alpha P_X(x) \right) - 1 \right|
\]

\[
= \max_{x,s} \left| \log \left( \frac{1 - \alpha}{P_X(x)} + \alpha \right) - 1 \right|
\]

\[
= \left( 1 - \alpha \right) \max_{x,s} \frac{P_{X|S}(x|s) - P_{X|S}(x'|s)}{P_X(x)}
\]

\[
\approx \ell_{\text{LL}}(S \to X).
\]



\section*{APPENDIX D

\section*{APPROXIMATION IN (6)}

Using \( \log(1+x) \approx x \), we have the local differential privacy

\[
\ell_{\text{LDP}}(S \to X) = \max_{x,s,s'} \frac{P_{X|S}(x|s)}{P_{X|S}(x|s')}
\]

\[
\approx \max_{x,s,s'} \left| \log \frac{P_{X|S}(x|s)}{P_X(x)} - \log \frac{P_{X|S}(x|s')}{P_X(x)} \right|
\]

\[
= \left( 1 - \alpha \right) \max_{x,s,s'} \frac{P_{X|S}(x|s) - P_{X|S}(x'|s)}{P_X(x)}
\]

The underlying assumption here is that \( P_{X|S} \) is full rank. However, \( \ell_{\text{LDP}} \) ensures that the transition probability in Lemma 11 is the Markov solution to any \( P_{X|S} \).
From $A P x = 1$, we have $A P x = \sum_{s \in S} a x (\sum_{x' \in X} P (x'|s)) = A x = 1, \forall x$. That is $A 1 = 1$.

We rewrite (18) as $P Y = x | X = (1 - \alpha) e x + \alpha P X | S$, where $e x$ is a unit vector such that the $x$-dim is 1 and all others are zero. It is shown in the proof of Lemma 1 that this is in fact the Markov solution for any $P X | S$.

APPENDIX F

RANK DEFICIENCY OF (11d) AND (11e)

From (11d), we have

$$P Y | S, X (x|s, x') = - \sum_{\tilde{x} \in X^+(s): \tilde{x} \neq x} P Y | S, X (\tilde{x}|s, x') P X | S (x'|s)$$

for each $x \in X^+(s)$ and $x' \in X^-(s)$. Substituting to (11d), we get

$$\sum_{x' \in X^-(s)} \left( - \sum_{\tilde{x} \in X^+(s): \tilde{x} \neq x} P Y | S, X (\tilde{x}|s, x') P X | S (x'|s) + \alpha \left( P X | S (x'|s) - P X (x') \right) \right) = -\alpha \left( P X | S (x|s) - P X (x) \right)$$

for each $x \in X^+(s)$. Reorganize this equality as

$$\sum_{x' \in X^-(s)} \sum_{\tilde{x} \in X^+(s): \tilde{x} \neq x} P Y | S, X (\tilde{x}|s, x') P X | S (x'|s)$$

$$= \alpha \left[ \sum_{x' \in X^+(s)} \left( P X | S (x'|s) - P X (x') \right) \right]$$

$$+ \left( P X | S (x|s) - P X (x) \right)$$

$$= \alpha \left[ \sum_{x' \in X^+(s)} \left( P X | S (x'|s) - P X (x') \right) \right. $$

$$+ \left( P X | S (x|s) - P X (x) \right)$$

$$- \sum_{\tilde{x} \in X^+(s): \tilde{x} \neq x} \left( P X | S (\tilde{x}|s) - P X (\tilde{x}) \right)$$

$$= -\alpha \sum_{\tilde{x} \in X^+(s): \tilde{x} \neq x} \left( P X | S (\tilde{x}|s) - P X (\tilde{x}) \right).$$

This is exactly the resulting equality by summing both sides of (11d) over all $\tilde{x} \in X^+(s)$ such that $\tilde{x} \neq x$. Therefore, the dimension of the null space of (11d) and (11e) is no less than 1, i.e., (11d) and (11e) do not form linear equations with full rank and therefore the resulting constraint set is not singleton.