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We review and extend what is known about the generating functions for consecutive pattern avoiding permutations of length 4, 5 and beyond, and their asymptotic behaviour. There are respectively, seven length-4 and twenty-five length-5 consecutive-Wilf classes. D-finite differential equations are known for the reciprocal of the exponential generating functions for four of the length-4 and eight of the length-5 classes. We give the solutions of some of these ODEs. An unsolved functional equation is known for one more class of length-4, length-5 and beyond. We give the solution of this functional equation, and use it to show that the solution is not D-finite.

For three further length-5 c-Wilf classes we give recurrences for two and a differential-functional equation for a third. For a fourth class we find a new algebraic solution.

We give a polynomial-time algorithm to generate the coefficients of the generating functions which is faster than existing algorithms, and use this to (a) calculate the asymptotics for all classes of length 4 and length 5 to significantly greater precision than previously, and (b) use these extended series to search, unsuccessfully, for D-finite solutions for the unsolved classes, leading us to conjecture that the solutions are not D-finite. We have also searched, unsuccessfully, for differentially algebraic solutions.
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1 Introduction

Let $S_n$ denote the set of permutations of the first $n$ integers. Given permutations $\pi \in S_n$ and $\sigma \in S_k$, $k \leq n$, then $\sigma$ is said to be a pattern in $\pi$ if, for some subsequence of $\pi$ of length $k$, all the elements of the subsequence occur in the same relative order as do the elements of $\sigma$. For example, 312 occurs as a pattern in the permutation 15234 in three ways, as 523, 524 and 534. It occurs once as a consecutive pattern, as 523. In a consecutive pattern, the elements of $\sigma$ are contiguous.

The pattern 312 occurs once in the permutation 3412, but does not occur as a consecutive pattern. The permutation 3412 is said to be a consecutive pattern-avoiding permutation. In this article we denote the set of pattern-avoiding permutations as $\text{Av}(312)$, and the set of consecutive pattern-avoiding permutations as $\text{c-Av}(312)$. To distinguish pattern-avoiding permutations from their consecutive counterpart, the former are sometimes referred to as classical pattern-avoiding permutations (PAPs).
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The (ordinary) generating function for classical PAPs (and in future we will drop the adjective classical) is written

$$ P_\sigma(z) = \sum_{n \geq 0} p_n(\sigma) \cdot z^n, $$

where \( p_n(\sigma) \) is the number of permutations of length \( n \) that avoid the pattern \( \sigma \). If \( P_{\sigma_1} = P_{\sigma_2} \), we say that \( \sigma_1 \) is Wilf-equivalent to \( \sigma_2 \). It was independently conjectured by Stanley and Wilf in the 1980s and subsequently proved by Arratia (1999) and Marcus and Tardos (2004) that \( p_n(\sigma)^{1/n} \) is monotone increasing (Arratia) and bounded from above (Marcus and Tardos), so that

$$ \lim_{n \to \infty} p_n(\sigma)^{1/n} = \lambda(\sigma) $$

exists. This limit is called the Stanley-Wilf limit or growth rate of the pattern \( \sigma \). Thus we see that classical pattern-avoidance severely attenuates the number of permutations of length \( n \), reducing them from \( n! \) to something that grows only exponentially with \( n \). For classical patterns it is known that all six patterns of length 3 are Wilf-equivalent, that there are three different Wilf-classes of length 4, sixteen classes of length 5, ninety-one classes of length 6 and five hundred and ninety-five classes of length 7 (see Kitaev (2011)).

For consecutive PAPs, the reduction imposed by the requirement of pattern-avoidance is much less severe. The number of acceptable patterns in this case still grows factorially, so the appropriate generating function is the exponential generating function,

$$ C_\sigma(z) = \sum_{n \geq 0} \frac{c_n(\sigma)}{n!} \cdot z^n, $$

where \( c_n(\sigma) \) is the number of permutations of length \( n \) that avoid the consecutive pattern \( \sigma \). If \( C_{\sigma_1} = C_{\sigma_2} \), we say that \( \sigma_1 \) is c-Wilf-equivalent to \( \sigma_2 \). Analogously to the Stanley-Wilf-Marcus-Tardos result for classical patterns, Elizalde (2006) proved that

$$ \lim_{n \to \infty} \left( \frac{c_n(\sigma)}{n!} \right)^{1/n} = \rho_\sigma $$

exists, and further that \( 0.7839 < \rho_\sigma < 1 \), if \( \sigma \) is a pattern of length greater than 3.

For consecutive patterns it is known that there are two different c-Wilf classes of length 3, there are seven different c-Wilf-classes of length 4, there are twenty-five different c-Wilf-classes of length 5, and there are ninety-two different c-Wilf-classes of length 6.

It has also been proved by Elizalde (2012) that, among all consecutive patterns \( \sigma \) of a given length \( m \), \( \rho_\sigma \leq \rho(1, 2, 3, \ldots, m) \), and that \( \rho_\sigma \geq \rho(1, 2, 3, \ldots, m - 2, m, m - 1) \). A comprehensive review of consecutive PAPs is given by Elizalde (2015).

Closely related to the value of \( \rho_\sigma \) are questions of the form and nature of the generating function \( C_\sigma(z) \). For example, can a closed-form solution to \( C_\sigma(z) \) be found? If not, does \( C_\sigma(z) \) satisfy a functional equation, or a differential one? Is \( C_\sigma(z) \) rational, algebraic, differentiably finite, differentiably algebraic, or none of these?

In this paper we consider the enumeration of all c-Wilf-classes of length 4 and length 5. In earlier work Elizalde and Noy (2003) found the solution for three of the seven length-4 classes. Elizalde and Noy
found the solution for a fourth class, and gave an (unsolved) functional equation for a fifth class. They conjecture that the solution to this fifth class is not D-finite. In Section 2.1 we prove this to be the case. Our proof relies on showing that the solution has an infinite number of singularities, while a D-finite function can only have a finite number of singularities. (These arise from the zeros of the polynomial multiplying the highest derivative in the differential equation.) Another property of D-finite functions used in the proofs is that an exponential power series is D-finite if and only if the corresponding ordinary power series is D-finite.

We then find a natural generalisation to certain classes of consecutive patterns of length \( m \geq 4 \), with solutions and non-D-finiteness following in a similar way. Finally, we find recurrence relations for an even greater generalisation, though we do not know if these may lead to closed-form solutions. We also comment on the solution to the known ODEs.

In Section 3 we turn our attention to length-5 classes. The theorems of Elizalde and Noy (2003, 2012) give D-finite ODEs for eight of the twenty-five classes. We find a new closed-form solution to one c-Wilf class, and conjecture a solution to a generalisation to length-\( m \) classes. For two other classes we find new recurrences, one of which leads to functional-differential equation, though unfortunately we do not know how to solve it. For a fourth class we find, but cannot solve, a functional equation.

In Sections 4 and 5 we consider the application of numerical methods. We first outline an efficient, polynomial time algorithm for enumerating the series coefficients, which can then be followed by use of the package \texttt{gfun} in Maple to search for a D-finite solution. In this way we reproduce known solutions to eight of the twenty-five c-Wilf classes of length 5. We typically generate more than 100 coefficients for length-4 c-PAPs, and 70 coefficients for length-5 c-PAPs. We could readily generate much longer series (and occasionally do so), but these are of adequate length for our purposes. The appropriate differential equations are (with one exception) generated by less than 20 series coefficients, and confirmed by the subsequent coefficients.

Finally, we use these enumerations to give estimates of the growth constants for all the length-4 and length-5 classes, accurate to 19 significant digits. The estimates of the growth constants derive from application of the method of differential approximants, see for example Guttmann (1989) for a description. While 19 significant digits have been quoted, greater precision can easily be achieved with the available data, but we assumed that 19 digits is sufficient for most practical purposes. We then use these estimates to calculate the amplitudes to 17 significant digits.

Similar numerical work has been previously presented by Baxter et al. (2013), who give two algorithms for the generation of the series coefficients. These algorithms can, with some computational constraints, be used to prove that two series are in the same c-Wilf class. Baxter et al. (2011b) gives the series coefficients to length 60 for all c-Wilf classes of length 4 c-PAPs, and to length 40 for all c-Wilf classes of length 5 c-PAPs. Baxter et al. (2011a) gives algebraic solutions or ODEs for the cluster generating functions for three of the seven length-4 Wilf classes, and for seven of the length-5 Wilf classes. For the other c-Wilf classes, functional equations with several catalytic variables are given. Baxter et al. (2011a) also give numerical estimates of the growth constants and amplitudes, accurate to 10 and 8 digits respectively. The algorithm we give is faster, but cannot be used to prove that two series are in the same c-Wilf class (though we have abundant evidence of this from the agreement of the first 70 or more coefficients).
2 Consecutive PAPs of length 4

In the case of classical PAPs, it is well known that the 24 possible PAPs of length four can be divided into three Wilf classes. For consecutive length-4 PAPs, there are seven (see Elizalde and Noy (2003)) equivalence classes, within which each c-PAP has the same asymptotic behaviour. These are:

4.I: \[1234 \sim 4321\]
4.II: \[2413 \sim 3142\]
4.III: \[2143 \sim 3412\]
4.IV: \[1324 \sim 4231\]
4.V: \[1423 \sim 3241 \sim 4132 \sim 2314\]
4.VI: \[1342 \sim 4213 \sim 4123 \sim 2431 \sim 3124 \sim 1432 \sim 2341 \sim 3214\]
4.VII: \[1243 \sim 3421 \sim 4312 \sim 2134\]

Elizalde and Noy (2003) proved two powerful theorems, allowing the authors to give the solution of three of these classes. The first theorem gives the solution for the case when \(\sigma\) is the strictly increasing sequence \(1, 2, 3, \ldots, m - 1, m\). Then \(C_m(z) = 1/w(z)\), where \(w(z)\) is the solution of the D-finite differential equation

\[
\sum_{i=0}^{m-1} w^{(i)} = 0,
\]

with \(w(0) = 1\), \(w'(0) = -1\), and \(w^{(k)} = 0\) for \(2 \leq k \leq m - 2\). A probabilistic approach to the proof of this theorem is given by Perarnau (2013).

The second theorem gives the solution when \(\sigma\) is the sequence \(1, 2, \ldots, a - 1, a, \tau, a + 1\), of length \(m+2\). Here \(a\) and \(m\) are positive integers with \(a \leq m\), and \(\tau\) is any permutation of \(\{a + 2, a + 3, \ldots, m + 2\}\). Then \(C_{m,a}(z) = 1/w(z)\), where \(w(z)\) is the solution of the D-finite differential equation

\[
w^{(a+1)} + \frac{z^{m-a+1}}{(m-a+1)!} w' = 0.
\]

The first theorem gives the solution for class 4.I, while the second theorem immediately solves classes 4.VI and 4.VII. The solutions are given by the following.

**Theorem 1** (Elizalde and Noy (2003)). For class 4.I, the exponential generating function is given by \(1/w(x)\), where

\[
w''' + w'' + w' + w = 0; \quad w(0) = 1, \quad w'(0) = -1, \quad w''(0) = 0.
\]

For class 4.VI, the e.g.f. is given by \(1/w(x)\), where

\[
2w'' + x^2w' = 0; \quad w(0) = 1, \quad w'(0) = -1.
\]

For class 4.VII, the e.g.f. is given by \(1/w(x)\), where

\[
w''' + xw' = 0; \quad w'(0) = 0, \quad w(0) = 1, \quad w'(0) = -1, \quad w''(0) = 0.
\]
We point out that the solution to the above ODE for class \(4.I\) is
\[
w(x) = \frac{1}{2} \left( e^{-x} - \sin(x) + \cos(x) \right) = \sum_{n \geq 0} \frac{(4n + 1 - x) \cdot x^{4n}}{(4n + 1)!}.
\]
The solution of the second ODE above can be expressed as integrals of Airy functions, while that of the third ODE can be expressed in terms of Heun T functions and their integrals.

Later work by Elizalde and Noy (2012) give the solution for class \(4.IV\):

**Theorem 2** (Elizalde and Noy (2012)). For class \(4.IV\), the exponential generating function is given by
\[
\frac{1}{w(x)}\text{, where}
\]
\[
xw^{(v)} + (x + 3)w^{(iv)} + (6x + 3)w^{(iii)} + (5x + 6)w^{(ii)} + (8x + 3)w' + 4xw = 0;
\]
\[
w(0) = 1, \quad w'(0) = -1, \quad w''(0) = 0, \quad w'''(0) = 0, \quad w^{(iv)}(0) = 1.
\]
This ODE can be solved in terms of integrals of BesselY and BesselJ functions.

Before we move on to new results, we will give an exceedingly brief overview of the use of Goulden-Jackson cluster method (see Goulden and Jackson (1979, 2004) and also Elizalde and Noy (2012)). Let \(\sigma\) be a length-\(m\) consecutive permutation pattern. A \(k\)-cluster of length \(n\) (with respect to \(\sigma\)) is any permutation \(\pi\) of length \(n \geq m\) such that
- \(\pi\) contains precisely \(k\) occurrences of \(\sigma\),
- every element of \(\pi\) is part of at least one occurrence of \(\sigma\), and
- any two successive occurrences of \(\sigma\) overlap by at least one element.

For example, 162534 is a 2-cluster of length 6 for the consecutive pattern 1423, while 1523746 is a 2-cluster of length 7.

Let \(s_{n,k}\) be the number of \(k\)-clusters of length \(n\) for a given consecutive pattern \(\sigma\), with the additional value \(s_{1,0} = 1\) (the purpose of this will soon be evident), and define \(S_\sigma(t,x)\) to be the exponential generating function
\[
S_\sigma(t,x) = \sum_{n,k} s_{n,k} t^k \frac{x^n}{n!}.
\]
The following theorem, which can be proved via an inclusion-exclusion argument, relates \(k\)-clusters to consecutive pattern avoiding permutations.

**Theorem 3** (Goulden and Jackson (2004)). The e.g.f. for permutations avoiding the consecutive pattern \(\sigma\) is given by
\[
C_\sigma(x) = \frac{1}{1 - S_\sigma(-1,x)}.
\]
2.1 Class 4.V

In this section we will focus on c-Wilf class 4.V, and in particular on the enumeration of permutations avoiding the consecutive pattern 1423. The following arguments are discussed by Elizalde and Noy (2012) in Section 5.1 and also by Dotsenko and Khoroshkin (2013) in Section 4.2.4.

First note that, as illustrated by the examples above, in a k-cluster with respect to 1423, two successive occurrences of 1423 can overlap by one or two elements. We can use this fact to build a recurrence for the sequence \( s_{n,k} \), by conditioning on how many successive occurrences of 1423 overlap by two before the first successive pair which overlap by one. Let \( \pi = (\pi_1, \pi_2, \ldots, \pi_n) \) be a k-cluster, with the first \( \ell \leq k \) occurrences of 1423 overlapping by two, and then (if \( \ell < k \)) with the \( \ell \)th and \( (\ell + 1) \)th occurrences overlapping by one.

Observe next that \( \pi_1, \pi_3, \ldots, \pi_{2\ell+1} \) and \( \pi_{2\ell+2} \) are fixed, and must take the values 1, 2, \ldots, \( \ell \) respectively. The values \( \pi_2, \pi_4, \ldots, \pi_{2\ell} \) can then take any values from the remaining \( \ell + 3, \ldots, n \) (and must then be arranged in decreasing order). Once these have been chosen, the remainder of the permutation \( \pi_{2\ell+2}, \pi_{2\ell+3}, \ldots, n \) is (after standardisation) a \((k-\ell)\)-cluster of length \( n - 2\ell - 1 \).

We thus obtain the recurrence

\[
\begin{align*}
\sum_{4 \leq 2\ell+2 \leq n} & \binom{n-\ell-2}{\ell} s_{n-2\ell-1,k-\ell} \text{ for } n \geq 4,
\end{align*}
\]

where we impose the “initial conditions” \( s_{n,k} = 0 \) for \( n \leq 3 \), except for \( s_{1,0} = 1 \).

If we let \( t_n = \sum_k s_{n,k} (-1)^k \), then define the ordinary generating function \( T(x) = 1 + \sum_n t_n x^n \). (Note that \( T \) can be viewed as the o.g.f. counterpart to the e.g.f. \( S_{1423}(-1,x) \) defined earlier.) Multiplying (1) by \((-1)^k x^n\) and summing then gives the following functional equation, stated as equation (18) by Elizalde and Noy (2012).

\[
T(x) = 1 + \frac{x}{1 + x} T\left(\frac{x}{1 + x^2}\right).
\]

Our first new result is to demonstrate that (2) can be solved by straightforward iteration. To lighten notation, define

\[
\begin{align*}
A(x) & := \frac{x}{1 + x}, \\
B(x) & := \frac{x}{1 + x^2}, \\
B_j(x) & := B(B_{j-1}(x)) \text{ with } B_0(x) := x \\
A_j(x) & := A(B_j(x)).
\end{align*}
\]

Then (2) can be rewritten as \( T(x) = 1 + A(x)T(B(x)) \).

**Theorem 4.** The functional equation (2) has the solution

\[
T(x) = 1 + \sum_{n=0}^{\infty} \prod_{j=0}^{n} A_j(x) = 1 + \sum_{n=0}^{\infty} \prod_{j=0}^{n} \frac{B_j(x)}{1 + B_j(x)}.
\]

That is, after shifting all elements down so that they become a bona fide permutation on 1, 2, \ldots, \( n - 2\ell - 1 \) while maintaining the same relative order.
Proof: The result follows by repeatedly iterating \( x \mapsto B(x) \). After \( N \) iterations, one has the relation
\[
T(x) = 1 + \sum_{n=0}^{N-1} \prod_{j=0}^{n} A_j(x) + \left( \prod_{j=0}^{N} A_j(x) \right) T(B_{N+1}(x)).
\] (4)

Now \( A_j(x) = x - x^2 + O(x^3) \) while \( T(B_j(x)) = 1 + x + O(x^3) \). So as \( N \to \infty \) in (4), the coefficient of \( T(B_{N+1}(x)) \) vanishes (in the sense of formal power series), leaving only (3).

It is often the case that generating functions with solutions like (3) are very difficult to analyse. Fortunately, our solution to \( T(x) \) is simple enough to allow us to prove some further properties. In particular, the following verifies Conjecture 5.1 by Elizalde and Noy (2012).

**Theorem 5.** The generating function \( T(x) \), satisfying (2) and solved by Theorem 4, has an infinite number of poles in the complex plane, and is thus not differentiably finite.

The behaviour of \( A(x) \) and \( B(x) \) will be important, so we plot them in Figures 1a and 1b. In particular, over \( x \in \mathbb{R} \),

- \( A(x) \) has a simple pole at \( x = -1 \), and is monotonically increasing from \((-1, -\infty) \) to \((0, 0) \),
- \( B(x) \) has a local (and global) minimum at \((-1, -1/2) \),
- \( B(x) \) monotonically decreases from \((-\infty, 0) \) to \((-1, -1/2) \), and then monotonically increases to \((0, 0) \).

Next, note that if \( B(x) = t \) then
\[
x = \frac{1 \pm \sqrt{1 - 4t^2}}{2t} =: C_\pm(t).
\] (5)

We will be working in the complex plane, and take the square root in \( C_\pm(t) \) to be the principal value.

For the time being we will operate under the assumption that the following proposition is true; we will return to it later.
Proposition 1. For every \( j \geq 0 \), the equation

\[ B_j(x) = -1 \]

has at least one root in \( x \in \mathbb{C} \). Moreover, this root is not a root of \( B_j'(x) = -1 \) for any \( j' \neq j \).

Now for given \( J \), the terms in (4) which contain \( A_J(x) \) as a factor can be written as

\[ T_J(x) := \left( \prod_{j=0}^{J-1} A_j(x) \right) \cdot A_J(x) \cdot \left( 1 + \sum_{n=J+1}^{\infty} \prod_{j=J+1}^{n} A_j(x) \right). \]

Let us write this as \( T_J(x) = U_J(x) \cdot A_J(x) \cdot V_J(x) \).

Let \( x_J \) be one of the roots of \( B_J(x) = -1 \). Observe that

\[ B_{J+1}(x_J) = B(B_J(x_J)) = B(-1) = -1/2 \]
\[ B_{J+2}(x_J) = B(B_{J+1}(x_J)) = B(-1/2) = -2/5 \]
\[ B_{J+3}(x_J) = B(B_{J+2}(x_J)) = B(-2/5) = -10/29 \]

and so on. It is clear (see Figure 1b) that for \( J \geq 0 \), the sequence \( (B_{J+j}(x_J))_{j \geq 1} \) is negative and increasing, with all values lying between \(-1/2\) and 0. Then

\[ A_{J+1}(x_J) = A(-1/2) = -1 \]
\[ A_{J+2}(x_J) = A(-2/5) = -2/3 \]
\[ A_{J+3}(x_J) = A(-10/29) = -10/19 \]

and so on. It is then clear (see Figure 1a) that for \( J \geq 0 \), the sequence \( (A_{J+j}(x_J))_{j \geq 1} \) is negative and increasing, with all values lying between \(-1\) and 0.

Consider then \( V_J(x) \), evaluated at \( x = x_J \). By the above arguments, we have

- \( V_J(x_J) \) is independent both of \( J \) and of the particular root \( x_J \),
- the \( n^{th} \) term in the infinite sum in \( V_J(x_J) \), for \( n = J + 1, J + 2, \ldots \) is a product of \( n - J \) increasing negative numbers, the first of which is \(-1\).

Thus \( V_J(x_J) \) converges to a number \( v \), independent of \( J \) and \( x_J \). To 12 decimal places, this number is

\[ v = 0.427119583148 \ldots \]

This takes care of \( V_J \), so we now turn to \( U_J \). Since \( U_J(x) \) is the finite product

\[ \frac{B_0(x)}{1 + B_0(x)} \cdot \frac{B_1(x)}{1 + B_1(x)} \cdots \frac{B_{J-1}(x)}{1 + B_{J-1}(x)}, \]

we are concerned with two possibilities:

- Are any of \( B_0(x_J), \ldots, B_{J-1}(x_J) \) equal to 0?
Proposition 2. Are any of \( B_0(x_j), \ldots, B_{J-1}(x) \) equal to \(-1\)?

It is straightforward to see that neither of these is possible. In the first case, if \( B_{J-j}(x_j) = 0 \) for some \( j \geq 1 \), then \( B_{J-j+1}(x_j) = B(B_{J-j}(x_j)) = B(0) = 0 \), and so on, eventually leading to \( B_J(x_J) = 0 \), which contradicts the fact that \( B_I(x_J) = -1 \).

In the second case, if \( B_{J-j}(x_j) = -1 \) for some \( j \geq 1 \), then \( B_{J-j+1}(x_j) = B(B_{J-j}(x_j)) = B(-1) = -1/2 \) (see the arguments above for \( V_J \)), and so on, eventually leading to \( B_J(x_J) > -1 \), again a contradiction.

Thus, it follows that \( U_J(x_J) \) is some finite non-zero complex number. Unlike \( V_J(x_J) \), \( U_J(x_J) \) is dependent on \( J \) and \( x_J \).

Proof of Theorem \( \square \) (given Proposition \( \blacksquare \)): The above arguments establish that \( T_J(x) \) has a pole at \( x = x_J \). It remains to be seen that this pole is not cancelled by some other term in \( T(x) \).

Define

\[
R_J(x) := T(x) - T_J(x) = 1 + \sum_{n=0}^{J-1} \prod_{j=0}^n A_j(x).
\]

The pole in \( T_J(x) \) at \( x = x_J \) can only be cancelled if \( R_J(x) \) also has a pole at \( x = x_J \). But \( R_J(x) \) is a finite sum, so it can only have a pole if one of its summands has a pole. The summands are finite products of \( A_k(x) \), so if \( R_J(x) \) has a pole at \( x = x_J \) then one of the \( A_k(x) \) must have a pole, i.e., one of \( B_0(x), \ldots, B_{J-1}(x) \) must be equal to \(-1\) at \( x = x_J \). But it was established above that this is not possible.

Hence \( x = x_J \) is not only a pole of \( T_J(x) \), but of \( T(x) \) itself. Thus \( T(x) \) has an infinite number of poles (subject to the proof of Proposition \( \blacksquare \)). \( \square \)

Proof of Proposition \( \blacksquare \). Clearly \( x_0 = -1 \). For \( j \geq 1 \), this just depends on repeated compositions of \( C_\pm(x) \). Since we only need a single root, we can just stick with \( C_+(x) \). Then we can use

\[
\begin{align*}
x_1 &= C_+(1) = -0.5 - 0.866025i \\
x_2 &= C_+(C_+(1)) = -0.351597 + 1.49853i \\
x_3 &= C_+(C_+(C_+(1))) = -0.09666266 - 1.36268i
\end{align*}
\]

and so on. Note that the arguments from the proof of Theorem \( \square \) demonstrate that no root in this sequence can be repeated for different \( j \). \( \square \)

More generally, the full set of poles (i.e., all possible \( x_j \)) are generated by taking all possible combinations of \( C_+ \) and \( C_- \). In this way, one finds

\[
\begin{align*}
x_1 &\in \{C_\pm(-1)\} = \{-0.5 \pm 0.866025i\} \\
x_2 &\in \{C_\pm(C_\pm(-1))\} = \{-0.351597 \pm 1.49853i, -0.148403 \pm 0.632502i\} \\
x_3 &\in \{C_\pm(C_\pm(C_\pm(-1)))\} = \{-0.09666266 \pm 1.36268i, -0.281881 \pm 1.99093i, \\
&-0.0517763 \pm 0.730177i, -0.069716 \pm 0.069716\}
\end{align*}
\]

and so on.

Proposition 2. For \( j \geq 0 \), let \( x_j \) be any root of \( B_j(x) = -1 \). Then \( \Re(x_j) < 0 \).
**Proof:** First note that if $x = a + bi$ with $a, b \in \mathbb{R}$ and $x \neq \pm i$, then
\[
B(x) = \frac{a(1 + a^2 + b^2) + b(1 - a^2 - b^2)i}{(1 + a^2 - b^2)^2 + (2ab)^2}.
\]
In particular, $\Re(B(x))$ has the same sign as $\Re(x)$.

Now let $x_j$ satisfy $B_j(x_j) = -1$. Of course $B_j(x_j) = B(B_{j-1}(x_j))$, so by the above observation, we then have $\Re(B_{j-1}(x_j)) < 0$. Then $B_{j-1}(x_j) = B(B_{j-2}(x_j))$, so $\Re(B_{j-2}(x_j)) < 0$. This can be iterated all the way down to $B_0(x_j) = x_j$, so we conclude that $\Re(x_j) < 0$.

**Proposition 3.** For $j \geq 0$ the equation $B_j(x) = -1$ has $2^j$ distinct roots.

**Proof:** This is true for $j = 0$ and $j = 1$. So take $j \geq 1$, and let $x_j$ and $x'_j$ be two distinct roots of $B_j(x) = -1$. By the above arguments, all of
\[
C_+(x_j), C_-(x_j), C_+(x'_j) \text{ and } C_-(x'_j)
\]
are roots of $B_{j+1}(x) = -1$.

Then (for a contradiction) suppose $C_+(x_j) = C_+(x'_j)$. Applying $B$ to both sides (noting that, by Proposition 2, neither of these is equal to $\pm i$) gives $x_j = x'_j$, a contradiction. The same argument can be applied to show that $C_-(x_j) \neq C_-(x'_j)$ and $C_+(x_j) \neq C_+(x'_j)$ (with $C_-(x_j) \neq C_+(x'_j)$ being a natural implication of the latter). It remains to be shown that $C_+(x_j) \neq C_-(x_j)$ (with $C_+(x'_j) \neq C_-(x'_j)$ following from this). The only possible solutions to this equation are $x_j = \pm \frac{1}{2}$. By Proposition 2 we cannot have $x_j = \frac{1}{2}$, so suppose that $x_j = -\frac{1}{2}$. But this too is impossible: if $x_j = -\frac{1}{2}$, then we know $B_j(x_j)$ for $j = 0, 1, 2, \ldots$ is an increasing sequence (recall Figure 1B), contradicting the fact that $B_j(x_j) = -1$.

Then by induction, there are twice as many roots of $B_{j+1}(x) = -1$ than $B_j(x) = -1$, and since there is one root for $j = 0$, the proof is complete. 

**2.2 Generalising class 4.V to length $m$**

For $m \geq 4$ let $\tau_m$ be the consecutive pattern
\[
1m23\ldots(m - 2)(m - 1).
\]
So $\tau_4 = 1423$, $\tau_5 = 15234$, and so on. The arguments leading to (1) easily generalise, and it follows that the cluster counts $s_{n,k}$ satisfy the recurrence
\[
s_{n,k} = \sum_{m \leq (m-2)\ell+2 \leq n} \binom{n - (m - 3)\ell - 2}{\ell} s_{n-(m-2)\ell-1,k-\ell} \quad \text{for } n \geq m, \quad (7)
\]
with the initial conditions $s_{n,k} = 0$ for $n < m$, except for $s_{1,0} = 1$.

The recurrence (7) can be translated into a functional equation in the same way as for class 4.V:
\[
T^m(x) = 1 + \frac{x}{1 + x} T^{m} \left( \frac{x}{1 + x^{m-2}} \right), \quad (8)
\]
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We will keep $A(x)$ defined as in the previous section, but now generalise $B(x), B_j(x)$ and $A_j(x)$:

$$B^m(x) := \frac{x}{1 + x^{m-2}}$$
$$B_j^m(x) := B^m(B_{j-1}^m(x)) \text{ with } B_0^m(x) := x$$
$$A_j^m(x) := A(B_j^m(x))$$

The following then follows mutatis mutandis from Theorem 4 so we omit the proof.

**Theorem 6.** The functional equation (8) has the solution

$$T^m(x) = 1 + \sum_{n=0}^{\infty} \prod_{j=0}^{n} A_j^m(x) = 1 + \sum_{n=0}^{\infty} \prod_{j=0}^{n} \frac{B_j^m(x)}{1 + B_j^m(x)}.$$  \hspace{1cm} (9)

Not only can we solve $T^m(x)$ for any $m \geq 4$, we can also generalise Theorem 5.

**Theorem 7.** The generating function $T^m(x)$, with the solution given by Theorem 6 has an infinite number of poles in the complex plane, and is thus not differentiably finite.

Similar to the previous section, this result depends on the analogue of Proposition 1, which we assume to be true for the time being.

**Proposition 4.** For every $m \geq 4$ and $j \geq 0$, the equation

$$B_j^m(x) = -1$$

has at least one root in $x \in \mathbb{C}$. Moreover, this root is not a root of $B_{j'}^m(x) = -1$ for any $j' \neq j$.

**Proof of Theorem 7 (given Proposition 4):** For even $m$, the proof of this theorem follows, mutatis mutandis, the same ideas as for Theorem 5. In particular, $B^m(x)$ is continuous and differentiable over all of $\mathbb{R}$, with a global minimum at $x = \rho_m \in [-1, -\frac{1}{2}]$, and always satisfies $B^m(-1) = -\frac{1}{2}$.

For odd $m$, things are a little different. First, generalise $T_j(x)$ as defined in (6) to $T_j^n(x)$ in the obvious way, and let $x_j^n$ be one of the roots of $B_j^n(x) = -1$. Now $B_{j+1}^n(x)$ diverges as $x \to x_j^n$, but $B_{j+2}^n(x) \to 0$, as does every $B_{j+j}^n(x)$ for $j \geq 2$. Meanwhile $A_{j+1}^n(x) \to 1$ as $x \to x_j^n$, and $A_{j+2}^n(x) \to 0$ for all $j \geq 2$. This implies that only the first term in the infinite sum in $V_j^n(x)$ remains non-zero as $x \to x_j^n$, and hence

$$V_j^n(x) \to 2 \quad \text{as } x \to x_j^n.$$

For $U_j^n(x)$, we have a similar argument to the previous section that all of the terms in the product are finite and non-zero: none of the $B_{j+j}^n(x)$ can be 0 at $x_j^n$ (or else too would $B_j^n$), nor can they be $-1$ (or else $B_j^n$ would either be undefined or 0). So $U_j^n(x)$ is a finite, non-zero complex number at $x = x_j^n$.

The final part of the proof (that is, showing that the pole at $x = x_j^n$ in $T_j^n(x)$ is really a pole of $T^m(x)$) is exactly the same as that of Theorem 5. \hspace{1cm} $\square$

**Proof of Proposition 4:** This follows the same ideas as for Proposition 1. For Proposition 1 we used the explicit inverse function of $B(x)$; in general, however, the equation $B^m(x) = -1$ is a polynomial
equation of degree $m-2$ (namely $x^{m-2} + x + 1 = 0$). Nevertheless, we can still use the same process:

\[
\begin{align*}
x_1^m & \text{ can be any solution to } B^n(x) = -1 \\
x_2^m & \text{ can be any solution to } B^n(x) = x_1^m \\
x_3^m & \text{ can be any solution to } B^n(x) = x_2^m \\
\end{align*}
\]

and so on. By the same arguments used in the proof of Theorem 7, no root in this sequence can be repeated.

\[\square\]

### 2.3 A further generalisation

The recurrence (1) and its generalisation (7) are in fact specialisations of an even more general set of recurrences, though in general we do not know how to solve them as we did in the previous sections.

This time, take $m \geq 4$ and let $\tau$ be a pattern of the form

\[1\sigma m \tau_3 \tau_4 \ldots \tau_{m-1} \tau_m,\]

with the property that $\tau_m = \tau_{m-1} + 1$. Set $c \equiv c(\tau) = m - \tau_m - 1$.

**Theorem 8.** The cluster counts $s_{n,k}$ for the consecutive pattern $\tau$ satisfy the recurrence

\[s_{n,k} = \sum_{m \leq (m-2) \ell + 2 \leq n} \binom{n - (m - c - 3) \ell - 2}{(c+1)\ell} s_{n-(m-2)\ell-1,k-\ell} \quad \text{for } n \geq m, \quad \text{(10)}\]

with the initial conditions $s_{n,k} = 0$ for $n < m$, except for $s_{1,0} = 1$.

Note that the consecutive patterns considered earlier were “boundary cases”, with $c = 0$.

**Proof:** Two successive occurrences of $\tau$ in a $k$-cluster can overlap by one or two elements, so we follow a similar strategy to the one outlined at the start of Section 2.1. Let $\sigma$ be a $k$-cluster of length $n$ for $\tau$, and say the first $\ell$ occurrences of $\tau$ in $\sigma$ overlap by two elements, with the $\ell^{th}$ and $(\ell+1)^{th}$ occurrences overlapping by one. Let $\sigma_{a_1}, \sigma_{a_2}, \ldots, \sigma_{a_s}$ be the elements of $\sigma$, up to and including $\sigma_{(m-2)\ell+2}$, which satisfy $\sigma_{a_1} \leq \sigma_{(m-2)\ell+2}$. Similarly, let $\sigma_{b_1}, \sigma_{b_2}, \ldots, \sigma_{b_t}$ be the elements of $\sigma$, up to $\sigma_{(m-2)\ell+2}$, which satisfy $\sigma_{b_1} > \sigma_{(m-2)\ell+2}$.

By definition of $c$, we must have $t = (c+1)\ell$, and hence $s = (m-2)\ell + 2 - t = (m - c - 3) \ell + 2$. The set $\{\sigma_{a_1}, \ldots, \sigma_{a_s}\}$ is exactly the set $\{1, 2, \ldots, (m - c - 3) \ell + 2\}$, with the order of the $\sigma_{a_i}$ depending on (and being fixed by) the particular $\tau$ in question. The $\sigma_{b_i}$ elements are then free to take any values between $(m - c - 3) \ell + 3$ and $n$, with their order again being fixed by $\tau$. The remainder of $\sigma$, i.e. $\sigma_{(m-2)\ell+2}, \ldots, \sigma_n$, is then (after standardisation) a $(k-\ell)$-cluster of length $n - (m-2)\ell - 1$. The recurrence (10) follows. \[\square\]

### 3 Consecutive PAPs of length 5

In the case of classical PAPs, it is known (see Kitaev (2011)) that the 120 possible patterns of length five can be divided into 16 so-called Wilf classes, each of which has the same asymptotic behaviour. For consecutive, length five PAPs, there are twenty five (see Elizalde (2015)) equivalence classes, each of
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which has the same asymptotic behaviour of its coefficients. These are given below, ordered in terms of increasing coefficient size (not necessarily asymptotically, but lexicographically):

5.I: 12354 ∼ 21345 ∼ 45321 ∼ 54312
5.II: 12453 ∼ 12543 ∼ 31245 ∼ 32145 ∼ 34521 ∼ 35421 ∼ 54123 ∼ 54213
5.III: 21534 ∼ 23154 ∼ 32514 ∼ 34152 ∼ 35142 ∼ 41523 ∼ 45123
5.IV: 13452 ∼ 13542 ∼ 14352 ∼ 15432 ∼ 15423 ∼ 21453 ∼ 23145
5.V: 24153 ∼ 25143 ∼ 31524 ∼ 32514 ∼ 34152 ∼ 35142 ∼ 41523 ∼ 45123
5.VI: 12435 ∼ 13245 ∼ 13542 ∼ 14235 ∼ 21435 ∼ 23145 ∼ 31245 ∼ 32145 ∼ 35124 ∼ 41235 ∼ 42135 ∼ 42315
5.VII: 15234 ∼ 15423 ∼ 21435 ∼ 23145 ∼ 42135 ∼ 42315
5.VIII: 21543 ∼ 23154 ∼ 43152 ∼ 45123
5.IX: 12354 ∼ 21345 ∼ 31245 ∼ 32145 ∼ 34521 ∼ 35421 ∼ 54123 ∼ 54213
5.X: 21453 ∼ 23154 ∼ 31524 ∼ 32514 ∼ 34152 ∼ 35142 ∼ 41523 ∼ 45123
5.XI: 13425 ∼ 14235 ∼ 21543 ∼ 23145 ∼ 42135 ∼ 42315
5.XII: 13425 ∼ 14235 ∼ 21543 ∼ 23145 ∼ 42135 ∼ 42315
5.XIII: 21543 ∼ 23145 ∼ 42135 ∼ 42315
5.XIV: 15234 ∼ 15423 ∼ 23145 ∼ 42135 ∼ 42315
5.XV: 15324 ∼ 24315 ∼ 42351 ∼ 51342
5.XVI: 12534 ∼ 23145 ∼ 42351 ∼ 51342
5.XVII: 21543 ∼ 23145 ∼ 42351 ∼ 51342
5.XVIII: 14325 ∼ 52341
5.XIX: 13254 ∼ 21435 ∼ 45231
5.XX: 25314 ∼ 41352
5.XXI: 24513 ∼ 31542 ∼ 35124 ∼ 42153
5.XXII: 13254 ∼ 21435 ∼ 42531 ∼ 53142
5.XXIII: 15243 ∼ 32415 ∼ 42351 ∼ 51423
5.XXIV: 14253 ∼ 31425 ∼ 35241 ∼ 52413
5.XXV: 12345 ∼ 54321

The solution of class 5.XXV follows from the first theorem of Elizalde and Noy. The exponential generating function is \( 1/w(x) \), where

\[
\begin{align*}
w^4 + w^3 + w^2 + w + 1 = 0; & \quad w(0) = 1, \quad w'(0) = -1, \quad w''(0) = 0, \quad w'''(0) = 0,
\end{align*}
\]

while the solution of classes 5.I, 5.II and 5.V follow from the second theorem. Elizalde and Noy (2012) proved further results which solve classes 5.VI, 5.XVI and 5.XXII. For class 5.XI Elizalde and Noy also
prove results which lead to a $13^\text{th}$ order ODE for $1/w(z)$, which we improve to a $7^\text{th}$ order ODE in Section 5. The relevant ODEs are given in Table 1 below. We wish to point out that the solution to the ODE above for class 5.XXV is

$$w(x) = \sum_{n \geq 0} \frac{(5n+1-x) \cdot x^{5n}}{(5n+1)!}.$$  

For class 5.VII, the results of Section 2.2 give the solution to the cluster generating function, and demonstrate that it is non-D-finite. It follows that the e.g.f. for this class of c-PAPs is non-D-finite. Class 5.VIII is covered by the results of Section 2.3, and while we can in fact write down a functional equation for the cluster generating function, it is complicated and we do not know how to solve it.

In the next section we find an explicit, algebraic solution to the cluster generating function for class 5.XI, and conjecture that a generalisation of this holds for certain classes of length $m \geq 4$. We will also find a recurrence for the cluster numbers of class 5.XII, and a differential-functional equation for class 5.XXIII.

### 3.1 Class 5.XI

We will focus on the consecutive pattern 13425 from class 5.XI. This class, and the generalisations discussed in Section 3.2, are covered by Elizalde and Noy (2012) in Section 4.2. In that paper, Elizalde and Noy find explicit D-finite solutions to a family of c-PAPs, of the form

$$134 \ldots (s+1)(s+2)(s+3) \ldots m,$$

where $m$ is the length of the pattern and $s+2 \leq m \leq 2s$. (Class 5.XI and the generalisations of the following section are the case $s = m - 2$.) For clarity we will reproduce here some of the arguments behind Elizalde and Noy (2012)'s Theorem 4.2, and Theorems 9 and 11 are essentially rewordings of that theorem. Theorem 10 and Conjectures 1 and 2 are new, however.

As usual, we count $k$-clusters of length $n$ by conditioning on the number $\ell$ of initial occurrences of 13425 which overlap by two elements. Let $\sigma$ be a $k$-cluster with $\ell \geq 2$. There are three possible relative orderings for $\sigma_1, \ldots, \sigma_8$, namely

$$\sigma_1 < \sigma_4 < \sigma_2 < \sigma_3 < \sigma_7 < \sigma_5 < \sigma_6 < \sigma_8 \quad (5.XI-1)$$

$$\sigma_1 < \sigma_4 < \sigma_2 < \sigma_7 < \sigma_3 < \sigma_5 < \sigma_6 < \sigma_8 \quad (5.XI-2)$$

$$\sigma_1 < \sigma_4 < \sigma_7 < \sigma_2 < \sigma_3 < \sigma_5 < \sigma_6 < \sigma_8. \quad (5.XI-3)$$

Note that the relative ordering of all elements except $\sigma_7$ is the same throughout.

Similarly if $\ell \geq 3$, the relative order of $\{\sigma_1, \ldots, \sigma_11\} \setminus \{\sigma_7, \sigma_{10}\}$ will be fixed. In the case (5.XI-1), there will be three possible positions for $\sigma_{10}$; in the case (5.XI-2), there will be four possible positions; and in case (5.XI-3), there will be five possible positions. This generalises as follows: if there are at least $\ell + 1 \geq 3$ occurrences of 13425 at the start of $\sigma$ which overlap by two elements, consider the relative ordering of the first $3\ell + 2$ elements, and in particular the position of $\sigma_{3\ell+1}$ in that ordering. It can occur anywhere between the $(\ell + 1)^{\text{th}}$ and the $(3\ell - 1)^{\text{th}}$ positions. Say $\sigma_{3\ell+1}$ is in the $p^{\text{th}}$ position in that ordering. Now also take into the account the positions of the next three terms of $\sigma$, i.e. $\sigma_{3\ell+3}, \sigma_{3\ell+4}$ and $\sigma_{3\ell+5}$. The positions of $\sigma_{3\ell+3}$ and $\sigma_{3\ell+5}$ are fixed, but there are $3\ell + 2 - p$ possible positions for $\sigma_{3\ell+4}$.

This continues, where at each stage (i.e. each additional occurrence of 13425 which overlaps its predecessor by two) we have between three and $2\ell + 1$ possible choices for $\sigma_{3\ell+4}$. The reader may have observed the resemblance to the growth of ternary trees:
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- Start with a tree with one node and three leaves, and label the leaves 1, 2, 3 from left to right. All three leaves are currently active.
- Select leaf $i$ to convert into a node. Label $i$ vanishes, and all leaves with label $< i$ become inactive. The new leaves are active, and get the labels 4, 5, 6.
- Repeat this process, each time selecting an active leaf to convert into a node, deactivating all leaves with smaller labels, and adding three new leaves at the new node.
- After $n$ steps, there are $n$ nodes and $2n + 1$ leaves. At least three must be active, but they may all be.

In this way every ternary tree can be constructed in a unique and traceable way. Since it is well-known that the number of ternary trees with $n$ nodes is $\frac{1}{2^{n+1}} \binom{3n}{n}$, we have the following.

Theorem 9 ([Elizalde and Noy, 2012]'s Theorem 4.2). The cluster counts $s_{n,k}$ for the consecutive pattern 13425 satisfy the recurrence

$$s_{n,k} = \sum_{\frac{3n+2}{2} \leq \ell \leq n} \frac{1}{2\ell + 1} \binom{3\ell}{\ell} s_{n-3\ell-1,k-\ell} \quad \text{for } n \geq 5,$$

(11)

with the initial conditions $s_{n,k} = 0$ for $n < 5$, except for $s_{1,0} = 1$.

Multiplying (11) by $(-1)^k x^n$ and summing, we obtain (with the help of Mathematica) the equation

$$T(x) = 1 + x + \left[ \frac{2}{\sqrt{3}x^3} \sinh \left( \frac{1}{3} \text{arcsinh} \left( \frac{3\sqrt{3}x^3}{2} \right) \right) - 1 \right] (T(x) - 1).$$

(12)

Theorem 10. The cluster generating function $T(x)$ for the consecutive pattern 13425 has the solution

$$T(x) = \frac{1 + 2x - F(x)}{1 + x - F(x)}$$

where

$$F(x) = \frac{2}{\sqrt{3}x} \sinh \left( \frac{1}{3} \text{arcsinh} \left( \frac{3\sqrt{3}x^3}{2} \right) \right).$$

It is an algebraic function, being the root of a cubic polynomial with coefficients in $\mathbb{Z}[x]$.

Proof: The solution to $T(x)$ is easily obtained from (12). As for the algebraicity of $T(x)$, this follows from the algebraicity of $F(x)$, which in turn follows from an application of the standard formula $\text{arcsinh}(y) = \log(y + \sqrt{y^2 + 1})$. We have found the polynomial of which $T(x)$ is a root with the aid of Mathematica; it is

$$1 + 2x + 6x^2 + 12x^3 + 8x^4 - (3 + 5x + 15x^2 + 24x^3 + 12x^4)T + (3 + 4x + 12x^2 + 15x^3 + 6x^4)T^2 - (1 + x + 3x^2 + 3x^3 + x^4)T^3.$$

Note that since $T(x)$ is algebraic, it is also D-finite, and hence so too is the e.g.f. for permutations avoiding the consecutive pattern 13425 (a fact already demonstrated by Elizalde and Noy, 2012).
3.2 Generalising class 5.XI to length $m$

It is natural to expect that the numbers $\frac{1}{2\ell+1} \binom{3\ell}{\ell}$ we observed in the last section to generalise. Indeed, it is well-known that $\frac{1}{(q-1)n+1} \binom{qn}{n}$ is the number of $q$-ary trees with $n$ nodes. It is straightforward to see that the length $m$ patterns which will give the same kind of recurrence as the trees are patterns of the form

$$\tau = 134\ldots(m-1)2m$$

for $m \geq 4$. For $m = 4$ this is the pattern 1324, for $m = 6$ it is 134526, and so on. The consecutive pattern 1324 falls into class 4.IV , whose cluster numbers are indeed known (see Dotsenko and Khoroshkin (2013); Elizalde and Noy (2012)) to satisfy the recurrence

$$s_{n,k} = \sum_{4 \leq 2\ell+2 \leq n} \frac{1}{\ell+1} \binom{2\ell}{\ell} s_{n-2\ell-1,k-\ell}$$

with appropriate initial conditions. More generally, we have the following.

**Theorem 11** [Elizalde and Noy (2012)’s Theorem 4.2]. The cluster numbers $s_{n,k}$ for the consecutive pattern $\tau$, of length $m \geq 4$, satisfy

$$s_{n,k} = \sum_{m \leq (m-2)\ell+2 \leq n} \frac{1}{(m-3)\ell+1} \binom{(m-2)\ell}{\ell} s_{n-(m-2)\ell-1,k-\ell}$$

for $n \geq m$, (13)

with initial conditions $s_{n,k} = 0$ for $n < m$, except for $s_{1,0} = 1$.

With the aid of Mathematica, we then conjecture the form of the solution for arbitrary $m$.

**Conjecture 1.** The cluster generating function $T(x)$ for the pattern $\tau$ of length $m \geq 4$ is given by

$$T(x) = \frac{1 + 2x - G(x)}{1 + x - G(x)}$$

where $G(x)$ is the generalised hypergeometric function

$$G(x) = z \cdot_{(m-3)}F_{(m-4)} \left( \frac{1}{m-2}, \frac{2}{m-2}, \ldots, \frac{m-3}{m-2}, \frac{3}{m-3}, \ldots, \frac{m-4}{m-3}, \frac{m-2}{m-3}; \frac{m-3}{m-2}, \ldots, \frac{m-2}{m-3}, \frac{m-2}{m-2} \right),$$

using the notation

$$\pFq_{p,q}(a_1, \ldots, a_p; b_1, \ldots, b_q; z) = \sum_{n=0}^{\infty} \frac{(a_1)_n \cdots (a_p)_n}{(b_1)_n \cdots (b_q)_n} \frac{z^n}{n!}.$$ 

Here, $(a)_n$ is the rising factorial

$$(a)_n = a(a+1) \cdots (a+n-1).$$

We furthermore conjecture the following.
Conjecture 2. For \( m \geq 4 \), the solution to \( T(x) \) given in Conjecture 1 is algebraic, being the root of a polynomial of degree \( m - 2 \).

We have numerically verified this conjecture for \( m \leq 7 \), finding the polynomials for \( m = 4 \):

\[
1 + 2x + 4x^2 + 4x^3 - (2 + 3x + 6x^2 + 4x^3)T + (1 + x + 2x^2 + x^3)T^2;
\]

for \( m = 6 \):

\[
1 + 2x + 8x^2 + 24x^3 + 32x^4 + 16x^5 - (4 + 7x + 28x^2 + 72x^3 + 80x^4 + 32x^5)T \\
+ (6 + 9x + 36x^2 + 78x^3 + 72x^4 + 24x^5)T^2 - (4 + 5x + 20x^2 + 36x^3 + 28x^4 + 8x^5)T^3 \\
+ (1 + x + 4x^2 + 6x^3 + 4x^4 + x^5)T^4;
\]

and for \( m = 7 \):

\[
1 + 2x + 10x^2 + 40x^3 + 80x^4 + 80x^5 + 32x^6 - (5 + 9x + 45x^2 + 160x^3 + 280x^4 + 240x^5 + 80x^6)T \\
+ (10 + 16x + 80x^2 + 250x^3 + 380x^4 + 280x^5 + 80x^6)T^2 - (10 + 14x + 70x^2 + 190x^3 + 250x^4 + 160x^5 + 40x^6)T^3 \\
+ (5 + 6x + 30x^2 + 70x^3 + 80x^4 + 45x^5 + 10x^6)T^4 - (1 + x + 5x^2 + 10x^3 + 10x^4 + 5x^5 + x^6)T^5.
\]

3.3 Class 5.XII

We will focus on the consecutive pattern 14523 from class 5.XII. The recurrence for \( s_{n,k} \) here is relatively straightforward. We first make the somewhat trivial observation that, if \( \tau = 14523 \), then there are two elements of \( \tau \) (namely \( \tau_2 \) and \( \tau_3 \)) which are larger than \( \tau_5 \). Next, let \( \sigma \) be a cluster with \( \ell \geq 2 \) (using the usual definition of \( \ell \)). There are three possible relative orderings for the first 8 elements of \( \sigma \):

\[
\sigma_1 < \sigma_4 < \sigma_7 < \sigma_8 < \sigma_5 < \sigma_2 < \sigma_3 < \sigma_6 \\
\sigma_1 < \sigma_4 < \sigma_7 < \sigma_8 < \sigma_5 < \sigma_2 < \sigma_6 < \sigma_3 \\
\sigma_1 < \sigma_4 < \sigma_7 < \sigma_8 < \sigma_5 < \sigma_6 < \sigma_2 < \sigma_3.
\]

The pertinent fact here is that there are always four elements which are bigger than \( \sigma_8 \). If \( \ell \geq 3 \) then there are 15 possible relative orderings for the first 11 elements of \( \sigma \) (we will not list them all out), but one can check that there are always six elements bigger than \( \sigma_{11} \). It is easy to see that this pattern continues: among the ordering of the first \( 3\ell + 2 \) elements of \( \sigma \), there are always \( 2\ell \) elements which are bigger than \( \sigma_{3\ell + 2} \).

This matters for the following reason: say that the first \( \ell + 1 \) occurrences of \( \tau \) in \( \sigma \) overlap by two elements, with the relative ordering of \( \sigma_1, \ldots, \sigma_{3\ell + 2} \) fixed, and consider the ways in which we can fit \( \sigma_{3\ell + 3}, \sigma_{3\ell + 4} \) and \( \sigma_{3\ell + 5} \). We must have the ordering

\[
\cdots < \sigma_{3\ell + 1} < \sigma_{3\ell + 4} < \sigma_{3\ell + 5} < \sigma_{3\ell + 2} < \cdots,
\]

so our only choice is for the position of \( \sigma_{3\ell + 3} \). The only restriction is that it must be greater than \( \sigma_{3\ell + 2} \). We already know that there were previously \( 2\ell \) elements greater than \( \sigma_{3\ell + 2} \), so we have exactly \( 2\ell + 1 \) possible choices.
It hence follows that, with exactly the first $\ell$ occurrences of 14523 overlapping by two, there are

$$1 \times 3 \times 5 \times \cdots \times (2\ell - 1) = (2\ell - 1)!!$$

choices for the relative ordering of $\sigma_1, \ldots, \sigma_{3\ell+2}$. Of those, the values of $\sigma_1, \sigma_4, \ldots, \sigma_{3\ell+1}$ and $\sigma_{3\ell+2}$ are entirely fixed, and take the values $1, 2, \ldots, \ell + 2$ respectively; we are free to choose the values of the remaining $2\ell$ elements. Thus, we have the following.

**Theorem 12.** The cluster numbers $s_{n,k}$ for the consecutive pattern 14523 satisfy the recurrence

$$s_{n,k} = \sum_{5 \leq 3\ell+2 \leq n} \binom{n-\ell-2}{2\ell}(2\ell - 1)!! s_{n-3\ell-1,k-\ell} \text{ for } n \geq 5,$$

with the initial conditions $s_{n,k} = 0$ for $n < 5$, except for $s_{1,0} = 1$.

Unfortunately, we do not know what kind of functional equation the corresponding generating function satisfies.

### 3.4 Class 5.XXIII

We will focus on the consecutive pattern 15243. This one is different to the others we have considered so far, because two successive occurrences of 15243 in a cluster can overlap by one or three elements, but not two. It is easy to see that if the first $\ell$ occurrences of 15243 overlap by three elements, then there is only one possible relative ordering of $\sigma_1, \ldots, \sigma_{2\ell+3}$. Moreover, the elements $\sigma_1, \sigma_3, \ldots, \sigma_{2\ell+3}$ are fixed, and take the values $1, 2, \ldots, \ell + 2$ respectively; we are free to choose the remaining $\ell + 1$ terms. This leads to the following.

**Theorem 13.** The cluster numbers $s_{n,k}$ for the consecutive pattern 15243 satisfy the recurrence

$$s_{n,k} = \sum_{5 \leq 2\ell+3 \leq n} \binom{n-\ell-2}{\ell+1} s_{n-3\ell-2,k-\ell} \text{ for } n \geq 5,$$

with initial conditions $s_{n,k} = 0$ for $n < 5$, except for $s_{1,0} = 1$.

Multiplying (15) by $(-1)^k x^n$ and summing, we arrive at the following differential-functional equation.

**Theorem 14.** The cluster generating function $T(x)$ for the consecutive pattern 15243 satisfies the equation

$$x^3 T'(x) = 1 + x - T \left( \frac{x}{1 + x^2} \right)$$

with initial condition $T(0) = 1$.

Unfortunately, we do not know how to solve (16).

### 4 Generating Series

Baxter et al. (2013) perform enumeration by a simple recursive technique using dynamic programming resulting in polynomial time algorithms. The algorithm used to generate these has typically been the cluster method (see Goulden and Jackson (1979); Elizalde and Noy (2012); Nakamura (2011)). This is a
very different algorithm to ours, that runs in good time, and can, with some computational constraints, be used to prove that two series are in the same Wilf class. The faster algorithm we present below is simpler and easier to analyse, but is not as amenable to definitively proving that two series are in the same Wilf class. However, it can be used to generate large numbers of terms which provides strong evidence for Wilf equivalence.

Suppose one wants to enumerate permutations of length \( n \) not including a consecutive pattern of length \( L \). A simple recursive algorithm would build up the permutation one step at a time, at each point considering all the remaining integers, and rejecting it if, when added to the preceding \( n - 1 \) elements, it produces the undesired pattern.

This simple algorithm will take time proportional to the number of such permutations. A more efficient algorithm can be created by discarding unnecessary states and using dynamic programming. In particular, the only thing that matters about elements prior to the last \( L - 1 \) elements is that those integers are already taken. Even this is more information than is needed; all one cares about is how many integers are left in the gaps between the last \( L - 1 \) integers. Similarly the actual values of the last \( L - 1 \) elements are not needed, only their relative order.

The number of such states is \( O(L!n^{L-1}) \), which is polynomial in \( n \), making such sequences easy to enumerate.

Furthermore a trivial alteration to the algorithm is to see if there are any possible future integers that, added to the last \( L - 1 \) elements, would produce the undesired pattern. If so, the whole state is rejected. This causes the enumeration of permutations avoiding \( L \) elements, all consecutive except (possibly) the last.

In this way we have generated series avoiding consecutive permutations of length-4 up to eighty terms, in some cases, and over 100 terms in others, and of length-5 up to seventy terms.

5 Numerical results

5.1 Searching for differential equations

The D-finiteness of the generating functions for classes 4.I, 4.IV, 4.VI and 4.VII was discussed in Section 2, and the non-D-finiteness of class 4.V was proved in Section 2.1. For the two remaining classes, namely 4.II and 4.III, we have not found a D-finite e.g.f., nor for its reciprocal. It is likely that the corresponding reciprocal of the e.g.f. is not D-finite in those cases. As far as can be tested with the available series, it is not D-algebraic either.

For consecutive patterns of length 5, we have used the series data to rederive known differential equations satisfied by eight of the twenty-five generating functions. In each case the exponential generating function is given by \( \frac{1}{y'(x)} \), where \( y(x) \) is D-finite. The eight classes, and their corresponding differential
equations, are given in Table 1. Note that the differential equation for class 5.I is

\[
(3600x + 7920x^2 - 1620x^3 - 3240x^4 - 18549x^6)y(x) \\
+ (4480 + 10800x + 21840x^2 - 1020x^3 - 4224x^4 - 55647x^6)y'(x) \\
+ (13440 + 13520x + 18000x^2 + 3540x^3 + 6768x^4 - 12366x^5 - 55647x^6)y''(x) \\
+ (13440 + 11760x + 2480x^2 + 540x^3 + 12768x^4 - 12366x^5 - 21297x^6)y'''(x) \\
+ (13440 + 11760x + 6960x^2 + 7140x^3 + 3120x^4 - 37098x^5 - 37098x^6)y^{(4)}(x) \\
+ (4480 + 2720x - 960x^2 + 720x^3 + 4056x^4 - 12366x^5 - 8244x^6)y^{(5)}(x) \\
+ (2720x + 320x^2 - 3120x^3 - 480x^4 - 2748x^5 - 2748x^6)y^{(6)}(x) \\
+ (320x^2 - 480x^4 - 2748x^6)y^{(7)}(x) = 0 \quad (17)
\]

We have not found a D-finite e.g.f., or its reciprocal, for the remaining seventeen classes. It seems likely that the corresponding reciprocal of the e.g.f. is not D-finite in those cases. As far as can be tested with the available series, it is not D-algebraic either. Thus it appears that Elizalde and Noy (2003, 2012) have proved results for all the D-finite cases of c-PAPs of length up to 5. Our only new numerical result is to reduce the order of the differential equation for class 5.I from 13 to 9. We subsequently were able to reduce this from 9 to 7. Then in Section 3.2 we give an algebraic solution to the o.g.f. for this case.

5.2 Estimating the growth rates

For each class Σ of c-PAPs, the coefficients of the ordinary generating function behave asymptotically as

\[
c_\Sigma^n \sim C_\Sigma \cdot n! \cdot \kappa_\Sigma^n.
\]

The estimate of the growth constant \(\kappa_\Sigma\) and amplitudes \(C_\Sigma\), accurate to all quoted digits, for all length 4 classes is given in Table 2, and for all length 5 classes in Table 3.

6 Conclusion

Of the seven length-4 consecutive-Wilf classes we give the ODEs and comment on the solution for four of these, and give a functional equation, solution and proof of non-D-finiteness for a fifth class. For the twenty-five length-5 consecutive-Wilf classes we give the ODEs for eight of these, and give a functional equation, solution and proof of non-D-finiteness for class 5.VII. For class 5.VIII we give a recurrence for cluster counts, and comment that this yields an ugly and unsolved recurrence for the cluster generating function. For class 5.XI we reduce the known ODE for the e.g.f from order 13 to order 7, and then give an algebraic solution to the o.g.f. For class 5.XII we give a recurrence for cluster counts, but cannot solve this. For class 5.XIII we give a recurrence for cluster counts and show that this yields a differential-functional equation which we can’t solve.

Thus we have improved the state of our knowledge for one length-4 class and for five length-5 classes. We have given a fast, polynomial-time algorithm to generate the coefficients, and used this to (a) calculate the asymptotics for all classes of length 4 and length 5 to significantly greater precision than has previously been reported, and (b) use these extended series to search, unsuccessfully, for D-finite solutions for the unsolved classes, leading us to conjecture that the solutions are not D-finite. We have also searched, unsuccessfully, for differentially algebraic solutions.
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Class | Differential equation | Initial conditions
--- | --- | ---
5.I | $x y'(x) + y^{(4)}(x) = 0$ | $y(0) = 1, y'(0) = -1, y''(0) = 0, y'''(0) = 0$
5.II | $x^2 y'(x) + 2y''(x) = 0$ | $y(0) = 1, y'(0) = -1, y''(0) = 0$
5.V | $x^3 y'(x) + 6y''(x) = 0$ | $y(0) = 1, y'(0) = -1$
5.VI | $y(x) + y'(x) + y^{(4)}(x) = 0$ | $y(0) = 1, y'(0) = -1, y''(0) = 0, y'''(0) = 0$
5.XI | $x y'(x) + y''(x) + y^{(4)}(x) = 0$ | $y(0) = 1, y'(0) = -1, y''(0) = 0, y'''(0) = 0, y^{(4)}(0) = 0, y^{(5)}(0) = 1, y^{(6)}(0) = 0$
5.XVI | $x y'(x) + xy''(x) + y^{(4)}(x) = 0$ | $y(0) = 1, y'(0) = -1, y''(0) = 0, y'''(0) = 0$
5.XXII | $x y'(x) + y''(x) + y^{(4)}(x) = 0$ | $y(0) = 1, y'(0) = -1, y''(0) = 0, y'''(0) = 0$
5.XXV | $y(x) + y'(x) + y''(x) + y'''(x) + y^{(4)}(x) = 0$ | $y(0) = 1, y'(0) = -1, y''(0) = 0, y'''(0) = 0$

Tab. 1: The exponential generating function $C_{\text{class}}(x) = \frac{1}{y(x)}$, where $y(x)$ satisfies the given ODE for eight of the twenty-five classes of length 5 consecutive PAPs.

| Class | $\kappa_{\Sigma}$ | $C_{\Sigma}$ |
|-------|---------------------|-------------|
| Class I | 0.9630055289154941756 | 1.076344539715227 |
| Class II | 0.9577180134976572362 | 1.137593123292952 |
| Class III | 0.9561742431150784277 | 1.146540529900785 |
| Class IV | 0.95585031347492499890 | 1.100226245067883 |
| Class V | 0.954826050998783340 | 1.104489004860327 |
| Class VI | 0.9546118344740519438 | 1.103720832998758 |
| Class VII | 0.9528914233250531974 | 1.114556873900595 |

Tab. 2: Growth constants $\kappa_{\Sigma}$ and amplitudes $C_{\Sigma}$ for the seven classes of length 4 consecutive PAPs.
Tab. 3: Growth constants $\kappa_\Sigma$ and amplitudes $C_\Sigma$ for the twenty-five classes of length 5 consecutive PAPs.
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