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A B S T R A C T

The article is focused on applications of the differential inclusions to the models of economic growth, rather than the model building. The models are taken from the known literature, and some modifications are introduced to reflect an additional inertia. The aim is to treat the uncertainty in the model parameters by using differential inclusions instead of the stochastic approach. The reachable sets for the models are shown, to assess the possible ranges of the outcome with given parameters uncertainty. The approach may be interpreted as a generalization to the system dynamics methodology, providing attainable sets instead of single model trajectory and simple sensitivity analysis. A comparison with Powersim risk analysis is provided. The models of Solow and Swan, Mankiw, Bhattacharya, Romer and Weil are used. A brief review of the models is given, and several examples of simple simulations, differential inclusion applications and optimization are presented.
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System dynamics (SD) approach to modeling and simulation of wide class of systems has been used along several decades, providing relevant insight on model properties and dynamic behavior [45]. Roughly speaking, the methodology consists in the user-friendly graphical model representation, which is used to generate ordinary differential equations (ODE) model, and to solve the equations to display the model evolution in time. Here, we discuss the influence of parameter uncertainty on the model dynamics. Such problems are frequently treated by stochastic modeling, where the uncertain parameters are random variables, see Guttorp and Minin [1]. Such probabilistic approach to uncertainty may provide useful results, including the information about the state variables deviations and distributions due to the uncertainty. However, observe that uncertainty is not the same as randomness. To make a stochastic analysis, we should know the probabilistic properties of the uncertain variables. Sometimes it is difficult or impossible to obtain such information. Moreover, the model parameters may not be random, but just uncertain, and may have no probability distribution at all. For example, the uncertain information about the demand in the stock market model may be the result of intentionally introduced false information. This uncertainty treatment is similar to the tychastic control definition, see Aubin et al. [2].

The contribution of this paper to the economic literature is to discuss how the mathematical concepts of differential inclusions and reachable sets can be applied in macroeconomic dynamics to handle certain kinds of uncertainty. We do not define any particular kind of uncertainty. Here, the only requirement is that the restrictions of uncertain parameters are known. This variables can represent, for example, the unexpected parameter changes due to the influence of external events, the intentionally generated false information about the economic parameters or a random, limited fluctuations. If the parameter could be treated as random, we do not need any corresponding
probabilistic properties. In other words, the uncertain parameters may be random or not, as in the case of the stochastic variables.

In the method proposed here, we only need the information about the limits where the possible values of uncertain parameters belong. We do not require the uncertain parameters to be constant, treating them as functions of time. A brief comparison between the results obtained from the Powersim risk analysis and the attainable sets provided by the differential inclusion solver is given in sections 2 and 3.

As for the pros and cons of using differential inclusions (DI), note that DI approach is completely different from the most popular methods, based mainly on the stochastic approach, worse- or extreme-case studies. Thus, it is rather difficult to compare such different methods and results. Note that the DI approach discussed here is deterministic and provides the reachable sets due to the uncertainty and not any probabilistic properties of model trajectories.

**Modeling tool: differential inclusions**

In this section you can find some general remarks on differential inclusions. More detailed assumptions and exhaustive survey can be found in Aubin and Cellina [3]. The differential inclusion (DI) is defined by the following statement.

\[
\frac{dx}{dt} \in F(t,x(t)), \ x(0) \in X_0
\]

where \( F \) is a mapping from \( R \times R^n \) to subsets of \( R^n \) and \( X_0 \) is the initial set, also named the set of admissible directions. \( R^n \) is the real \( n \)-dimensional Euclidean space, \( x \in R^n, t \) is a real variable representing the model time. In the following \( R \) is equal to \( R^1 \). Differential inclusion can be treated as a generalization of a differential equation. The difference is that in a differential equation the right hand \( F \) of the inclusion reduces to a point-valued function, and the inclusion becomes an equation sign.

Recall some historical facts. The early works on the DIs in the finite-dimensional case were published by Marchaud [4] and Zaremba [5]. The terminology used in these papers was slightly different from more recent works. Zaremba used the term paratangent equation and Marchaud called the same a contingent equation. Both of them did not suspect the importance of these concepts for future applications in the Control Theory. Moreover, the research was criticized by contemporary mathematicians and physicists as an abstract and useless work. In fact, Zaremba and Marchaud had already described the main properties of trajectories and reachable sets of control systems with convex sets of admissible directions, many years before those problems have been treated by the Control Theory. The later works of Turowicz and Wazewski provided more important results. Wazewski [6–8], Turowicz [9,10] and Plis [11] gave the generalization of the basic results to the case of non-convex sets of admissible directions (the set \( F \) in (1)). This is important in control systems analysis, in particular when the ”bang-bang” type of control is used. In the terminology used by Wazewski the right-hand side of the differential inclusion is called orientor field and (1) is called orientor condition.

One of the most important concepts, widely discussed by Wazewski, is the quasitrajectory of an orientor field (weak solution to the DI). This concept is closely related to the ”bang-bang” control and sliding regimes known in the automatic control theory. Wazewski [7] discussed the DIs derived from a control system, where the control variable belongs to a given set \( C \). In this case, the set \( F \) of the right-hand side of the corresponding DI can be derived by parametrization, \( F \) being a mapping of \( C \). In the article of Wazewski, both \( C \) and \( F \) need not be convex. This relation to control system will be discussed with more detail further on. The concept of the quasitrajectory, in the case of non-convex right-hand side of (1) has been commented later [12,13]. See also the book on differential inclusions of Aubin and Cellina [3].

A lot of relevant research on DIs in game theory has been done. Many of the works in the field use the Hamilton-Jacobi-Bellman’s equations and the methods of the control theory, closely related to the DIs Grigorieva and Ushakov [14] consider the differential game of pursuit-evasion over a fixed time interval. The attainable set is appointed with the help of the stable absorption operator. A more general, variational approach to differential games can be found in Berkovitz [15]. The DIs are used by Solan and Vieille [16] to study the equilibrium payoffs in quitting games. For general problems of the Game Theory, consult, for example, Petrosjan and Zenkiewicz [17], Isaacs [18] or Fudenberg and Tirole [19].
To see a more rigorous mathematical theory we recommend the previously mentioned book of Aubin and Cellina [3].

A function \( x(t) \) that satisfies (1) almost everywhere over a given time interval, is called a trajectory of the DI. Sometimes such function is called a solution to the DI. However, in this article we treat such functions as trajectories, and the reachable set of the DI as the solution. This is because the reachable set is a natural generalization of a single solution to a differential equation.

Roughly speaking, the reachable set is the union of the graphs of all trajectories of the DI. A more exact definition is as follows.

First, recall that the graph of a function \( f(t) \) is the set of all ordered pairs (\( t, f(t) \)).

Let \( X_o \) be a closed and connected subset of \( \mathbb{R}^n \), \( I \subseteq \mathbb{R} \) denotes an interval \( [t_o, t_1] \), \( x(t) : \mathbb{R}^n \) is the model state vector, \( F: \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a set-valued function, where \( P(X) \) denotes the power set i.e. set of all subsets of a space \( X \).

The reachable or attainable set of (1) is defined as the union of the graphs of all trajectories of (1).

Like the solution to a differential equation with the necessary regularity assumptions, the reachable set exists and is unique. To avoid a conflict of terminology with other sources, we will not use the term solution, discussing rather the reachable sets.

The way we obtain the differential inclusion for a given ODE model with uncertainty is based on the fact that the DIs are closely connected to control systems. Consider an ODE model with uncertain and variable parameter, supposing that we have no, or poor information about the probabilistic properties of the parameter(s), like probability distributions and confidence intervals, but we can assess the intervals where the parameters must belong.

The control system associated with differential inclusion (1) is defined as follows.

\[
\frac{dx}{dt} = f(x,u,t) \\
x \in \mathbb{R}^n, \ u \in C(x,t), \ C \subseteq \mathbb{R}^m, \ u \in \mathbb{R}^m, \ t \in I
\]

where \( x \) is the system state, \( u \) is the control variable \( f \) is a vector-valued function and \( I \subseteq \mathbb{R}^t \) is a closed time interval. The control variable \( u \) represents the uncertain parameter.

When the control \( u \) scans its permissible set \( C \) (i.e. if it takes all possible values in \( C \)), then the (vectorial) value of the function \( f \) scans a set, which is exactly the set \( F \) of the inclusion (1). This way, the system (2) defines the differential inclusion. In the sequel, we will use this representation of the DIs. [44].

Note that the reachable set of a DI is a deterministic object. Thus, we replace any stochastic or probabilistic approach with a deterministic one. The two methods can hardly be compared to each other. The advantage of the DI application is that we do not need any probabilistic distributions or properties of the considered uncertain variables, using only the ranges of possible fluctuations. As the result, we obtain the reachable set in the state space, telling us what are possible extreme values and where the model trajectories must belong. It should be emphasized that to assess the reachable set we do not apply simple perturbations to the model parameters. To calculate the reachable set we solve the corresponding differential inclusion, which is not an easy task. These issues and the DI modeling are explained with more detail in the following sections.

The Differential Inclusion Solver is used to calculate the shape of the reachable set. See Raczyński [20] for detailed description of the solver algorithm. Recall that the main concept of the solver is to scan the boundary, and not the interior of the reachable set. We use the methods of the optimal control theory, namely the Maximum Principle of Pontryagin [21]. However, our problem is not to minimize any particular utility function. What is taken from the Maximum Principle is the fact that the optimal trajectory lies on the boundary of the reachable set. So, we only use the Hamilton-Jacobi equations defined in the Principle, and not the whole optimization procedure.

One could suppose that to assess the shape of the reachable set of a DI we can generate a number of random trajectories of the DI (with simple perturbations) that must belong to its interior. In Raczyński [20] it is pointed out that such simple shooting leads to poor assessments and wrong results. The trajectories shown in the next sections might appear to be random, but remember that these are trajectories that scan the boundary of the reachable set. Each one of these trajectories satisfies Hamilton-Jacobi equations, see Pontryagin [21].
The reachable set should not be confused with the viability kernel as defined in see Refs. [2,22,23]. The reachable set and viability kernel are different concepts. Here, we discuss reachable sets and not viability problems.

As stated before, the definition of the reachable set and its properties have been published nearly 80 years ago, and the properties of the trajectories that scan the reachable set boundary are known in the optimal control theory for more than 50 years. What is new in this paper is the application of the DI solver to some economic models with uncertain parameters varying in time. The corresponding software developed by the author permits to show the images of the reachable sets due to the uncertainty, never shown before.

The DIIs can be used to assess the influence of uncertainty on the model behavior. Our point is that uncertain parameters need not be random. A random variable has its probability distribution and obeys certain rules of probability theory. In turn, an uncertain parameter may have no distribution and no probabilistic properties. It is just uncertain, and perhaps may change within a given limits. For example, in marketing, the strategy of the competition may be unknown, but we can hardly treat it as random variables. As for the behavior of an uncertain parameter, we can hardly assume that it remains unchanged along the model trajectory. Thus, in the following, we will treat all uncertain parameters as time-dependent variables.

How the simulations are carried out

The images shown in the following sections show the results of applications of the DI Solver, rather than simple simulations provided by various ODE and System Dynamics packages. To obtain the shape of the reachable set, the differential inclusion of the model is introduced to the Solver program, in the form of the corresponding control system. The control variables of the control system represent the uncertain parameters with given restrictions (set C in (1)). Then, the DI Solver generates a number of trajectories that scan the boundary of the reachable set, as explained in sections 2 and 3. The trajectories are stored in a file and then, used to visualize the shape of the reachable set. Each trajectory is the result of solving the ODE system corresponding to each particular model. The model parameters under consideration are not fixed for each trajectory and can fluctuate in time.

Note that the reachable set (RS) is not computed generating all possible trajectories of the DI and looking for the union of the corresponding graphs. Such way of computing the reachable set may appear to be simple and sufficient, but this is not true. Generating millions of (random?) trajectories gives a poor image of the set, and is computationally inviable. The DI Solver computes the boundary of the RS generating trajectories that satisfy Hamilton-Jacobi equations in a similar way as in the optimal control theory. Such trajectories lay on the RS boundary. Having several hundred boundary-scanning trajectories, we can assess the shape of the RS.

We will not discuss here the solver algorithm in more detail, to avoid repetition. The detailed solver algorithm has been already described in Raczynski [20].

Method steps, DI Solver vs sensibility analysis available in the System Dynamics software

The proposed method consists in the application of differential inclusions to determine reachable sets for the model trajectories in the time-state space. A possible application may be the uncertainty treatment, as described in the following sections. The differential inclusion solver, developed by the author is the main methodological tool. The steps of the application procedure are as follows.

1. Find a dynamical model of the real system to be analyzed, expressed in the form of a set of ordinary differential equations.
2. Identify model parameters that may change along the model trajectory, for example those that are subject to uncertainty. Note that this is not a "Vensim-like" sensitivity analysis because we treat the parameters as functions of time, and not as values fixed along each model trajectory.
3. Apply the differential inclusion solver to get the reachable set where the model trajectories must belong.
Some System Dynamics (SD) packages, like Powersim or Vensim Powersim (see Ref. [24]) offer the risk and sensitivity analysis feature. For some researchers a question may arise, why use the complicated differential equations approach instead of simply running the risk analysis of a SD program. Below we compare the results of the Powersim sensitivity analysis results with the reachable sets generated by the DI Solver.

Consider an example of a simple second order model as follows.

\[
\begin{align*}
\frac{dx_1}{dt} &= x_2 \\
\frac{dx_2}{dt} &= p_1 - x_1 - p_2 x_2
\end{align*}
\] (3)

where \(x_1\) and \(x_2\) are the state variables and \(p_1\) and \(p_2\) are uncertain parameters. Suppose that the default values are \(p_1 = 1\) and \(p_2 = 0.15\). The initial conditions for \(x_1\) and \(x_2\) are both equal to zero, and the simulated time interval is \([0, 20]\). Simulating this model with Powersim we obtain a simple dumped oscillatory movement that approaches the point \((1, 0)\). Now, suppose that the parameter values are uncertain and obey some restrictions: \(p_1 \in [0.9, 1.1]\) and \(p_2 \in [0.1, 0.2]\). The Powersim risk analysis provides the following results for the state variables, at \(t = 20\): \(0.72 < x_1 < 0.98\) and \(0.16 < x_2 < 0.48\).

Now, let us treat (3) as a differential inclusion. The right-hand side of the inclusion is the set defined by (3), where \(p_1\) and \(p_2\) scan their permissible intervals. The resulting reachable set is shown in Fig. 1. This is the 3D image in the space \((x_1, x_2, \text{time})\) provided by the DI Solver that shows the consecutive “slices” of the reachable set. Fig. 2 shows the contour of the reachable set for time equal to 20. The small gray rectangle inside the reachable set represents the Powersim results. It can be seen that the DI Solver provides the reachable set several times greater than Powersim risk analysis.

The attainable values for the state variables are \(-0.002 < x_1 < 1.708\) and \(-0.562 < x_2 < 1.187\), several times greater than the Powersim assessment. This discrepancy in the risk analysis between DI Solver and Powersim is caused mainly by the fact that in Powersim the parameters remain constant over the trajectory. In the real world, however, this is not necessarily true. For example, in the Lotka-Volterra prey-predator model the parameters may dramatically change due to the environment conditions like the weather, epidemics and human activities. In the economic growth models the changes may be caused by natural disasters or political events.

It might appear that to use parameters fluctuating in time it is sufficient to generate their values randomly in some model time instants, scanning the interior if the reachable set and getting the assessment of its shape. It is no room here to show the corresponding experiments, so only let us mention that such method provides results even worse than the Powersim risk analysis.

The above considerations are not aimed to depreciate the Powersim. Its risk analysis is simple and useful, giving the user a general idea over the model sensitivity. The method is robust and may work with big models of higher order, while the DI solver becomes rather slow when the model size grow. On the other hand, DI approach provides the true attainable sets and should be used always when the
parameters fluctuate in time. Another advantage of the DI Solver is that it provides, as a “side product”, the information about model optimal control including the best and worst case.

Some models of economic growth

The research on economic growth models dated from the 18th century. The early publication “An Inquiry into the Nature and Causes of the Wealth of Nations” of Adam Smith appeared in 1776, now available from other editions [25]. Smith deals with the production and distribution in capitalistic system, being the main theoretic contribution to the pre-Marxist economy. Smith studied the formation of the capital, the productivity and the output from workers. The factor of technical progress and its importance has been addressed later by Ricardo [26].

More mathematical models of economy dynamics appeared in early 20th century. Sir Roy Harrod in 1939 and Evsey Domar in 1946 developed a more detailed model of economic growth (see Ref. [27]). In this model the economy growth is dependent on the level of saving and the capital output ratio (productivity of capital investment). The model explains how growth has occurred and how it may occur again in the future.

An interesting model that shows a constancy in the capital/output ratio, including “capital saving” and “labor saving” factors can be found in Nicolas Kaldor [28]. The Keynesian [29] approach, developed in 1930s is used. The model also takes into account the limited available resources. The model variables are income, capital, profits, wages, investment and savings. As the result, the model provides long run tendencies of the economic growth.

Kaya [30] proposes a 5-stage development model. The process of the economy growth is divided in the stages of (1) traditional society, (2) preconditions for takeoff, (3) economic takeoff, (4) drive to maturity, (5) mass consumption. This is a long-term approach. The traditional society stage is assumed to include the 18th century societies. The takeoff in considered to appear in the 19th century. Drive to maturity takes place in 19th and 20th century. Mass consumption period in US and Canada is located in the 1920th and in other countries after the World War II.

It is out of scope of this article to give more detailed survey, consult, for example, Basu [31]. In this chapter, we will focus on the Solow-Swan model, proposed by Solow [32] and Swan [33], and the Bhattacharya [34] three sector models (see also Diamand and Spencer [35]).

Walde [36] addresses the problem of optimal household behavior, including a risk factor, savings and returns. However, the paper is focused on equilibrium rather than the extreme model behavior. Barlevy [46] discusses the design of macroeconomic policies with uncertainty. The aim is to minimize the worse-case. The uncertainty generated by the environment is taken into account. It is pointed out
that the worst-case is not the most important issue, compared to the optimization of the macroeconomic policies.

**Solow-Swan and Mankiw-Romer-Weil models: trajectories and reachable sets**

The Solow-Swan model is closely connected to the Cobb and Douglas model \[37\], which states that

\[
Y = AL^\beta K^\alpha
\]  

(4)

Where \( Y \) is the total production (value of goods), \( L \) is the corresponding labor (person-hour), \( K \) is the capital used (machinery, buildings, equipment), \( A \) is the productivity factor, \( \alpha \) and \( \beta \) are constants named elasticities. The sum \( \alpha + \beta \) may be equal, less or greater than one. If it is equal to one, the output \( Y \) depends in linear way on the product \( KA \). Is it is greater than one, the output grows faster than \( KA \), and if it is less than one, the increased size of \( KA \) does not provide the proportional production growth.

The Solow-Swan model consists in the following equations:

\[
Y = (A(t)L(t))^{(1-\alpha)}K(t)^\alpha, \quad 0 < \alpha < 1
\]  

(5)

Here, \( AL \) represents the effective labor. We introduce the relative values as follows, \( y(t) = \frac{Y(t)}{K(t)A(t)} \), \( k(t) = \frac{K(t)}{A(t)L(t)} \).

Capital intensity \( k \) is the capital stock per unit of effective labor \( AL \).

The labor factor and the technology level grow in time, as follows.

\[
L(t) = L(0)e^{nt}, \quad A(t) = A(0)e^{at}
\]  

(6)

Supposing that only a fraction \( 0 < c < 1 \) of the output \( Y \) is consumed, we denote \( s = 1-c \), where \( s \) represents the investment share.

With this notation, the Solow-Swan model is expressed as follows:

\[
\frac{dk(t)}{dt} = sk(t)^\alpha - (n + g + \delta)k(t)
\]  

(7)

where \( \delta \) is the capital depreciation rate. The equilibrium of the model is achieved when

\[
\frac{K(t)}{Y(t)} = \frac{s}{n + g + \delta}
\]  

(8)

The Solow-Swan model predicts that the economy will converge to that equilibrium.

There are some modifications of the model. In the extended version there is the concept of human capital \( H(t) \) that refers to the stock of knowledge, habits, social and personality attributes, creativity. With the human capital added, the model is known as Mankiw-Romer-Weil (MRW) version \(9\), see Mankiw \[38\].

\[
\begin{align*}
\frac{dk(t)}{dt} &= sk(t)^\alpha - (n + g + \delta)k \\
\frac{dh(t)}{dt} &= sh(t)^\beta - (n + g + \delta)h
\end{align*}
\]  

(9)

where \( h = H(AL) \).

For the estimates of the parameters \( n, g \) and \( \delta \) see Bernanke and Gürkanayak \[39\].

Further on we will modify this model introducing some additional inertia and calculate the corresponding reachable sets.

Now, we will carry out some experiments with the original model \(9\). The model parameters was as follows.

\( n = 0.025, \ g = 0.06, \ \delta = 0.05, \ \alpha = 0.25, \ \beta = 0.2, \ s_k = 0.5, \ s_h = 0.45 \)

Fig. 3 shows the changes of \( k(t) \) as the result of a simple simulation. The shape of the curve for \( h(t) \) is similar, with the steady state (equilibrium) value equal to 9.09. The final time for this simulation was set to 200. It is somewhat long-term simulation, done in order to reach the final equilibrium. In the real
world this seems to be too long period. Within 200 years something will probably happen (a war, emerging competitions, etc.) that may influence the economy changes. Further on, while calculating the reachable sets due to uncertainty, the final time is equal to 80.

Now, suppose that some of the model parameters are charged with uncertainty and may change in time. Denote $A = n + g + \delta$. We assume that $s_k, s_h A$ have uncertain values that may change within and interval of plus and minus 25 percent of their default values.

In Fig. 4 the time-section of the reachable set at time equal to 80 is shown. Fig. 5 shows some boundary scanning trajectories of the model, projected on the plane $time-k(t)$. Note that these are randomly selected trajectories that lie on the boundary of the reachable set and not random trajectories. It can be seen that the size of the reachable set is greater than the range of the changing parameters.

Note that the range of the extreme values reached by the trajectories is quite big, while the parameters uncertainty is supposed to be of 25% relative value.

**MRW model: additional inertia**

Now, let us introduce a small modification of the MRW model. In the MRW model it is supposed that the change in the values of the right-hand side expressions of (9) have immediate effect on the derivatives of $k$ and $h$. In the reality, perhaps this influence is not so quick. We will assume some inertia in the model. Namely, let us introduce a first order inertia for both $k$ and $h$. Now, the equations become
as follows.

\[
\begin{align*}
\frac{dk}{dt} &= p \\
\frac{dh}{dt} &= r \\
\frac{dp}{dt} &= \left[ s_k k^\alpha h^\beta - (n + g + \delta)k - p \right] / T_1 \\
\frac{dr}{dt} &= \left[ s_h k^\alpha h^\beta - (n + g + \delta)h - p \right] / T_2
\end{align*}
\]

The values of the additional variables \( p \) and \( r \) follow the changes of the right-hand expressions of (9) with the first order inertia with time constants \( T_1 \) and \( T_2 \), respectively. These, somewhat delayed, values are used to define the derivatives of \( k \) and \( h \). The model is now of the fourth order. Simulating the trajectories without uncertainty, we can see that in this model some oscillations appear. The model is still stable, but it may reflect some tendencies to produce the boom and depression periods. The trajectories of \( k(t) \) and \( p(t) \) are shown in Fig. 6. The curves are normalized. The range for \( k \) is between 1 and 5 and the \( p \) changes between \(-0.074 \) and \( 0.26 \).

Differential inclusion solver provides the image of the reachable set for this model, as shown on Fig. 7 (\( k-h \) plane). As the model is of order four, the solver does not produce a simple contour. What we see is a projection of a 4-dimensional cloud of points on the plane \( k-h \). Here, as in the previous experiments, we assume that \( s_k, s_h \) and \( A = n + g + \delta \) have uncertain values that may change within and interval of plus and minus 25 percent of their default values.

Fig. 5. Some boundary scanning trajectories for the MRW model.

Fig. 6. Simple simulation of the MRW model with additional inertia.
It is difficult to visualize a 3-dimensional object like a point cloud on a 2-dimensional figure. The differential inclusion solver provides an option that shows the cloud rotating around one of the axes. This produces a nice view of the rotating reachable set, and permits to observe its boundary. In Fig. 8, we can see some boundary scanning trajectories.

Differential inclusion solver calculates a set of trajectories that scan the boundary of the reachable set. As mentioned before, each of these trajectories is a solution to a problem of optimization with some optimality criterion. Though the main feature of the solver is not optimization, optimization is a “side product” of the program. For each trajectory calculated during the calculations, its parameters are stored. Thus, we can see the control functions (variable parameters history) for any point selected from the reachable set. The user simply selects a point from the time section of the reachable set using the mouse, and the program shows the corresponding control function and the plot of the trajectory over the given time interval.

Fig. 7. Reachable se for the MRW model with additional inertia. Time = 80.

Fig. 8. Some boundary scanning trajectories of the MRW model with inertia. Vertical axis is $k(t)$. 
The Bhattacharya three sector model: simulation results

In this model three sectors of economy are considered: the rural sector, urban formal sector and urban informal sector. The main purpose of the model, described in the article of Bhattacharya [34], was to assess the value of the Gini (1927) inequality coefficient. The state variables of the model are the number of rural hirers, migration from rural to urban area and the total labour in the urban area. The model is quite complicated with more than 30 parameters and other variables. The dynamic version of the model is given. Here, we use the dynamic version of the Bhattacharya model and treat it with the differential inclusions, in order to see the influence of the uncertainty in models parameters.

The paper of Bhattacharya [34] addresses income distribution in the context of development of an economy with an informal sector. He also considers the migration of both low and high skilled workers from the rural to the urban area. The worker’s migration from rural to urban areas is simulated, see Refs. [40–42].

In Bhattacharya [34] the simulations are focused mainly on the problem of income distribution, given by the Gini coefficient. Recall that the Gini coefficient is the most commonly used measure of inequality. It was developed by the Italian statistician and sociologist Corrado Gini (see Ref. [43]). A Gini coefficient of zero expresses perfect equality. If the Gini coefficient is equal to one (or 100%), then we have the maximal inequality among values (e.g., for a large number of people, where only one person has all the income or consumption, and all others have none). However, in our simulations we use the dynamic version of the model, looking for the behavior of the variables that describe the worker’s migration and employment in the two economy sectors.

The model consists of three ordinary differential equations that describe the changes in the number of rural hirers (h), the number of manual labourers (m) and the total labour in the urban area (L). The hirers are those who own land and the manual labourers do not.

The meaning of variables and parameters is given below.

\( h \) – number of rural hirers  
\( m \) – number of manual laborers in rural sector  
\( L \) – total labor in the urban area  
\( v' \) – minimal wage in formal sector  
\( w \) – the wage in the rural sector  
\( v \) – the wage in informal sector  
\( t \) – time

\( F_H, F_m \) functions defined in (12), below
\( f \) – number of workers employed in the formal sector (see 12)
\( A_h, A_m, \beta_h, \beta_m, \gamma_h, \gamma_m, \eta_h, \eta_m, \eta_0, \xi_L, \xi_h, \xi_m, \xi_h, \xi_v, \xi_G \)
\( \gamma_1, \gamma_2, D_m, D_h, D_t, D_f, D_i, a_0, v_0, w_0, f_0, H_{ho} \) – constants

The model equations due to Bhattacharya are as follows.

\[
\begin{align*}
\frac{dh}{dt} &= \beta_h h - g \left( \frac{F_H}{H} \right) \frac{df}{dt} \\
\frac{dm}{dt} &= \beta_m m - F_m m \\
\frac{dL}{dt} &= \beta_L L + F_m m + g \left( \frac{F_H}{H} \right) \frac{df}{dt}
\end{align*}
\]

\[
\begin{align*}
F_H &= A_h \left( v' - \Pi_{ho} - \eta_L L - \eta_m m - \eta_h h - \eta_t t \right) \\
H &= a_0 L + F_H h \\
F_m &= A_m \left( v - w \right) \\
v &= v_0 + \xi_L L + \xi_f f + \xi_t t \\
w &= w_0 + D_m m + D_h h + D_t L + D_i f + D_t t \\
f &= \gamma_1 \frac{L}{v} + \gamma_2 t + f_0
\end{align*}
\]
Note that in the Eq. (11) appears a term \( df/dt \). To avoid numerical differentiation we obtain, as a consequence of the last equation of (12), the following (supposing that \( \gamma_L, \gamma_t \) and \( v^* \) are constants).

\[
\frac{df}{dt} = \frac{\gamma_t}{v^*} \frac{dl}{dt} + \gamma_t
\]  

(13)

Substituting this to the third equation of (11) and resolving with respect to \( dl/dt \) we gets

\[
\frac{dl}{dt} = \frac{\beta_L L + F_m m + \gamma_F F_h h}{1 - \gamma_F F_h h/(Hv^*)}
\]

(14)

The last equation replaces the third equation of (11). The term \( df/dt \) in the first one of (11) is replaced by (13), using the value of \( dl/dt \). The equations become as follows (the order of calculations changed in order to define \( dl/dt \) before using it).

\[
\begin{align*}
\frac{dl}{dt} &= \frac{\beta_L L + F_m m + \gamma_F F_h h}{1 - \gamma_F F_h h/(Hv^*)} \\
\frac{dh}{dt} &= \beta_h h - g \frac{F_h h}{H} \left( \frac{\gamma_t}{v^*} \frac{dl}{dt} + \gamma_t \right) \\
\frac{dm}{dt} &= \beta_m m - F_m m
\end{align*}
\]

(15)

First, we run a simple simulation. Fig. 9 shows the plots of the variables \( h, m \) and \( L \) in function of time. We will not discuss here the numeric values of the variables and parameters. The parameters and initial conditions for the simulation are taken from the article of Bhattacharya [34]. Only observe that the number of manual workers in the rural area decreases, while the labor in the urban area grows.

Now, we apply the DI solver to see the reachable set, supposing that there is some uncertainty in the model. Note that the model has more than 30 parameters, each of them with a possible uncertainty. To explore all the possible uncertainties we would carry out tens of experiments resulting in up to a hundred images. Let us show only some of the experiments that may give a general view on the model behavior.

Suppose that the values of variables \( w, v \) and \( H \) of the model are not exactly defined and may fluctuate (changing in model time), in the range of plus minus 10 percent each one, along the model trajectory. Fig. 10 presents the images of the reachable set projections on planes \( h-m \) and \( m-L \).
The images of the reachable set give us an assessment of the model sensibility to the dynamic parameter changes. Remember that the selected parameters are not constant along the trajectories.

In the similar way as has been done for the MWR model, we will introduce an additional inertia to the model. Namely, suppose that the migration $m$ is charged with the first order inertia with time constant $T$. The inertia means that the changes of the term $F_{m}m$ (see Eq. (15)) do not affect the derivative of $m$ immediately. This may be explained by the delay in the worker’s decision to migrate to

**Fig. 10.** Projections of the reachable set for model (15). Time = 30.

**Fig. 11.** Some boundary scanning trajectories $m(t)$ for model (18).
the urban area. Now, we have four model equations, as follows.

\[
\begin{align*}
\frac{dL}{dt} & = \frac{\beta_1 L + q + \gamma_1 g F_{m} L}{1 - \gamma_1 g F_{h} h / (H v^*)} \\
\frac{dh}{dt} & = \beta_1 h - \frac{F_{h} h}{H} \left( \frac{\gamma_1}{v^*} \frac{dL}{dt} + \gamma_1 \right) \\
\frac{dm}{dt} & = \beta_1 m - q \\
\frac{dq}{dt} & = F_{m} m - q
\end{align*}
\]  
(16)

The last equation of (16) represents the inertia. The auxiliary variable \( q \), with initial condition zero, is "delayed" with respect to the expression \( F_{m} m \) with time-constant \( T \). As for the time-constant \( T \), a reasonable value could be equal to one ("will migrate next year", approximately). However, to show

![Fig. 12. Comparison of the shape of the reachable set between case without and with inertia. Time = 30.](image)

![Fig. 13. Some boundary scanning trajectories. Additional inertia added.](image)
the influence of the inertia, we put $T = 5$, somewhat exaggerated value. The image of the reachable set in this case is similar to that of Fig. 10, but the values change significantly. In Fig. 11 we can see a projection of some boundary scanning trajectories, without inertia. Fig. 12 shows the comparison of the case without and with inertia, in the same scale.

It can be seen that the maximal value of $m$ at the final time grows because some workers delay their migration to the urban area. The shape of the reachable set also changes.

Such changes caused by the inertia imposed over other terms of the model equations can be easily simulated and shown graphically. Perhaps such modifications, with somewhat more complicated dynamics, could give us a wider view on the dynamics of the whole system.

Fig. 13 shows some boundary scanning trajectories for the case with additional inertia, projected on the plane $t=m$.

Conclusions

Differential inclusions may be useful in the treatment of uncertainty in system dynamics models. The main difference between the probabilistic approach and that of the differential inclusions is that the concept of the reachable set and the simulation results are deterministic. The differential inclusion solver provides useful information of the model behavior, different from that obtained from the classical differential equation simulations. It can be seen that the reachable sets, due to the uncertain parameters, maybe several times greater than the range of parameter fluctuations. In addition, we can obtain the optimal trajectories, as a “side product” of the solver. It should be emphasized that to assess the reachable set shape we do not apply simple perturbances to the model parameters. To calculate such set we solve the corresponding differential inclusion, which is not an easy task. The differential inclusion solver produces trajectories that scan the boundary of the reachable set and not its interior. The information about the shape of the system reachable set may be useful in the evaluation of model sensibility and the influence of uncertainty. Perhaps, in the future, the DI option of system dynamics models might be included in the standard SD modeling software.
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