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1 Introduction.

The theory of orthogonal polynomials on the real line has a lot of contributions and various applications, see [17], [9], [16], [6], [13], [10]. One of its possible generalizations, the theory of Sobolev orthogonal polynomials, is nowadays of a considerable interest. A brief account of the theory state, with references to several surveys on the theory, can be found in [7], see also [12]. Consider the following second order differential equation:

\[ v(t)p_n''(t) + w(t)p_n'(t) + \lambda_n p_n(t) = 0, \quad n \in \mathbb{Z}_+, \quad (1) \]

where \( v(t), w(t) \) are some real polynomials, \( \lambda_n \in \mathbb{R} \). Orthogonal polynomials (OP) on the real line \( p_n(t) \) which satisfy relation (1) are called classical. Namely, there are three such families: Jacobi OP, Hermite OP and Laguerre OP. All of them are expressed in terms of the generalized hypergeometric function [3]. The second-order operator in Equation (1) can be replaced by a higher-order differential operator. The corresponding polynomials were studied by Krall (Krall’s polynomials) and many other mathematicians (see the book [11], a recent paper [8] and references therein).

There already appeared Sobolev orthogonal polynomials satisfying differential equations, see [1] for the case of Jacobi-Sobolev OP. However, the theory of classical Sobolev OP seems to be at its beginning, and it is not complete as for Equation (1). Let \( \rho \) and \( \xi \) be some fixed non-negative integers. Denote

\[ L_\rho y(t) = \sum_{j=0}^{\rho} l_j(t)y^{(j)}(t), \quad D_\xi y(t) = \sum_{k=0}^{\xi} d_k(t)y^{(k)}(t), \quad (2) \]

where \( l_j, d_k \) and \( y \) are real polynomials of \( t \): \( l_\rho \neq 0, d_\xi \neq 0 \). Thus, \( L_\rho \) and \( D_\xi \) are linear differential operators with real polynomial coefficients having orders \( \rho \) and \( \xi \), respectively. Consider the following differential equation:

\[ L_\rho y(t) + \lambda D_\xi y(t) = 0, \quad (3) \]

where \( \lambda \in \mathbb{R} \). Polynomial solutions of equation (3), with \( \rho = \xi = 2 \), were studied by Sawyer and Chaundy in [15], [5]. Chaundy also trusted that
the method and arguments in [5] could be enlarged to deal with equations of higher order. In [18] there appeared orthogonal polynomials which are solutions of a differential equation of the form (3) with \( \rho = 4, \xi = 2 \), and with \( \rho = 3, \xi = 1 \).

In this paper we present a way to construct new families of Sobolev orthogonal polynomials using known families of orthogonal polynomials on the real line. In particular, we consider two families of hypergeometric polynomials:

\[
\mathcal{L}_n(x) = \mathcal{L}_n(x; q, r) = {}_2F_2(-n, 1; q, r; x), \quad q, r > 0, \ n \in \mathbb{Z}_+; \quad (4)
\]

and

\[
\mathcal{P}_n(x) = \mathcal{P}_n(x; a, b, c) = {}_3F_2(-n, n-1+a+b, 1; a, c; x), \quad a, b, c > 0, \ n \in \mathbb{Z}_+. \quad (5)
\]

Polynomials \( \mathcal{L}_n, \mathcal{P}_n \) generalize Laguerre and Jacobi polynomials, respectively. These polynomials satisfy differential equations of the form (3) with \( \rho = 3, \xi = 1 \). For positive integer values of the parameters \( r, c \), polynomials \( \mathcal{L}_n, \mathcal{P}_n \) are Sobolev orthogonal polynomials with some explicitly given matrix weights. We study some basic properties of these polynomials, which follow from their hypergeometric nature. In particular, some linear recurrence relations are obtained by Fasenmeier’s method. A perfect exposition of the latter method can be found in Rainville’s book [14]. The situation in our case is complicated by the fact that polynomials depend on several positive parameters. Therefore coefficients of the corresponding linear algebraic systems (for unknown coefficients of a recurrence relation) depend on these parameters. Thus, the leading coefficients in the Gauss elimination method can become unavailable for analysis. Finally, we discuss some possible generalizations of our constructions.

Notations. As usual, we denote by \( \mathbb{R}, \mathbb{C}, \mathbb{N}, \mathbb{Z}, \mathbb{Z}_+ \), the sets of real numbers, complex numbers, positive integers, integers and non-negative integers, respectively. By \( \mathbb{Z}_{k,l} \) we mean all integers \( j \) satisfying the following inequality: \( k \leq j \leq l; \ (k,l \in \mathbb{Z}) \). By \( \mathbb{P} \) we denote the set of all polynomials with complex coefficients. For a complex number \( c \) we denote \( (c)_0 = 1, \ (c)_1 = c, \ (c)_k = c(c+1)...(c+k-1), \ k \in \mathbb{N} \) (the shifted factorial). The generalized hypergeometric function is denoted by

\[
mF_n(a_1, ..., a_m; b_1, ..., b_n; x) = \sum_{k=0}^{\infty} \frac{(a_1)_k... (a_m)_k}{(b_1)_k... (b_n)_k} \frac{x^k}{k!},
\]

where \( m, n \in \mathbb{N}, \ a_j, b_l \in \mathbb{C} \). By \( \Gamma(z) \) and \( B(z) \) we denote the gamma function and the beta function, respectively.
2 Hypergeometric Sobolev orthogonal polynomials.

Let \( \{p_n(x)\}_{n=0}^{\infty} \) (\( p_n \) has degree \( n \) and real coefficients) be orthogonal polynomials on \([a, b] \subseteq \mathbb{R}\) with respect to a weight function \( w(x) (\geq 0) \):

\[
\int_{a}^{b} p_n(x)p_m(x)w(x)dx = A_n \delta_{n,m}, \quad A_n > 0, \quad n, m \in \mathbb{Z}_+. \tag{6}
\]

We do not need for \( p_n \) to have positive leading coefficients. The weight \( w \) is assumed to be continuous on \((a, b)\).

Fix a positive integer \( \xi \). Consider the following differential equation:

\[
D_{\xi} y(t) = p_n(t), \tag{7}
\]

where \( D_{\xi} \) is defined as in Equation (2), and \( n \in \mathbb{Z}_+ \). The following assumption will play a key role in what follows.

**Condition 1.** Suppose that for each \( n \in \mathbb{Z}_+ \), the differential equation (7) has a real \( n \)-th degree polynomial solution \( y(t) = y_n(t) \).

If Condition 1 is satisfied, by relations (6),(7) we immediately obtain that \( \{y_n(x)\}_{n=0}^{\infty} \) are Sobolev orthogonal polynomials:

\[
\int_{a}^{b} (y_n(x), y'_n(x), \ldots, y^{(\xi)}_n(x)) M(x) \begin{pmatrix} y_m(x) \\ y'_m(x) \\ \vdots \\ y^{(\xi)}_m(x) \end{pmatrix} w(x)dx = A_n \delta_{n,m},
\]

\( n, m \in \mathbb{Z}_+, \tag{8}\)

where

\[
M(x) := \begin{pmatrix} d_0(x) \\ d_1(x) \\ \vdots \\ d_\xi(x) \end{pmatrix} = (d_0(x), d_1(x), \ldots, d_\xi(x)), \quad x \in (a, b). \tag{9}\]

Fix an arbitrary \( \rho \in \mathbb{N} \), and consider the differential operator \( L_\rho \) as in (2). If \( \{p_n(x)\}_{n=0}^{\infty} \) satisfy the differential equation:

\[
L_\rho p_n(t) = \lambda_n p_n(t), \quad \lambda_n > 0, \quad n \in \mathbb{Z}_+, \tag{10}\]
then $y_n(t)$ satisfy the following differential equation:

$$L_\rho D_\xi y_n(t) = \lambda_n D_\xi y_n(t), \quad n \in \mathbb{Z}_+.$$  \hfill (11)

In this case $\{y_n(x)\}_{n=0}^{\infty}$ are classical type Sobolev orthogonal polynomials.

In order to construct the above classical type polynomials, it is necessary to find differential equations (7) which satisfy Condition 1. The following two theorems ensure that such equations indeed exist. Let

$$P_n^{(\alpha, \beta)}(t) = \binom{n + \alpha}{n} \binom{1 - t}{n + \alpha + \beta + 1; \alpha + 1; \frac{1 - t}{2}},$$

\(\alpha, \beta > -1, \ n \in \mathbb{Z}_+\),
de note the Jacobi polynomials, and

$$L_n^\alpha(x) = \binom{n + \alpha}{n} \binom{-n; \alpha + 1; x}{\alpha + 1}, \quad \alpha > -1, \ n \in \mathbb{Z}_+,$$

denote the (generalized) Laguerre polynomials (3).

**Theorem 1** Let $r$ be an arbitrary positive integer greater than 1. Polynomials $y_n(x) = L_n(x; q, r)$ ($q > 0$) satisfy orthogonality relations (8), (9) with $\xi = r - 1; a = 0; b = \infty; w(x) = x^{q-1}e^{-x}$,

$$A_n = \frac{(r - 1)!^2 \Gamma(q + n)}{\left\{ \binom{n + q - 1}{n} \right\}^2 n!}, \quad n \in \mathbb{Z}_+; \quad (12)$$

$$d_k(x) = \frac{(r - 1)!}{k!} \frac{1}{(r - 1 - k)!} x^k, \quad k \in \mathbb{Z}_{0, r - 1}. \quad (13)$$

Moreover, polynomials $y_n$ satisfy differential equation (11), where $L_\rho$ and $D_\xi$ are defined as in Relation (2), with $\rho = 2; l_2(t) = t; l_1(t) = q - t; l_0(t) = 0; \lambda_n = -n$.

**Proof.** Observe that

$$\left(x^{r-1}L_n(x; q, r)\right)^{(r-1)} = \left(\sum_{k=0}^{\infty} \frac{(-n)_k}{(q)_k (r)_k} x^{k+r-1}\right)^{(r-1)} =$$

$$= (r - 1)! \sum_{k=0}^{\infty} \frac{(-n)_k}{(q)_k} \frac{x^k}{k!} = \frac{(r - 1)!}{\left\{ \binom{n + q - 1}{n} \right\}} L_n^{q-1}(x).$$
Thus, in our case we can choose

\[ p_n(x) = \binom{(r-1)!}{n+q-1} L_{n-1}^{q-1}(x). \]

Relation (7) holds with

\[ D_\xi y(t) = \left( x^{r-1} y(t) \right)^{(r-1)} = \sum_{j=0}^{r-1} \binom{(r-1)!}{j!} \binom{1}{(r-1-j)!} x^j y^{(j)}(t). \]  

Therefore Condition 1 is satisfied. Moreover, since \( L_{n-1}^{q-1}(x) \) satisfy the differential equation

\[ xy'' + (q-x)y' = -ny, \]

then relation (10) holds with \( \rho = 2, l_2(x) = x, l_1(x) = q-x, l_0(x) = 0, \) and \( \lambda_n = -n. \) Using the orthogonality conditions for the Laguerre polynomials (3) and relations (8),(11) we complete the proof. ✷

**Theorem 2** Let \( c \) be an arbitrary positive integer greater than 1. Polynomials \( y_n(x) = \mathcal{P}_n(x; a, b, c) \) \((a, b > 0)\) satisfy orthogonality relations (8),(9) with \( \xi = c - 1, a = 0, b = 1, w(x) = (2x)^{a-1}(2-2x)^{b-1}, \)

\[ A_n = \left\{ \frac{(c-1)!^2 2^{a+b-2} \Gamma(a+n) \Gamma(b+n)}{\binom{n+a-1}{n} (2n+a+b-1)n! \Gamma(n+a+b-1)} \right\}^2, \quad n \in \mathbb{N}, \]

\[ A_0 = ((c-1)!^2 2^{a+b-2} \mathcal{B}(a,b)); \]

\[ d_k(x) = \left( \frac{(c-1)!}{k!} \right)^2 \frac{1}{(c-1-k)!} x^k, \quad k \in \mathbb{Z}_{0,c-1}. \]  

Polynomials \( y_n \) satisfy differential equation (11), where \( L_\rho \) and \( D_\xi \) are defined as in Relation (2), with \( \rho = 2, l_2(t) = t(1-t), l_1(t) = a-t(a+b), l_0(t) = 0, \lambda_n = -n(n+a+b-1). \)

**Proof.** The operator \( D_\xi \) will be as in Relation (14) but with \( c \) instead of \( r; \) \( \xi = c - 1. \) Observe that

\[ (x^{c-1} \mathcal{P}_n(x; a, b, c))^{(c-1)} = (c-1)! \sum_{k=0}^{\infty} \frac{(-n)_k(n-1+a+b)_k x^k}{(a)_k} \frac{k!}{k!} = \]
\[(c-1)!_2 F_1(-n, n-1 + a + b; a; x) = \frac{(c-1)!}{n + a - 1}\frac{P_n^{(a-1,b-1)}(1-2x)}{n}.
\]

Thus, we can choose
\[p_n(x) = \frac{(c-1)!}{n + a - 1}P_n^{(a-1,b-1)}(1-2x).
\]

Notice that polynomials
\[\hat{P}_0^{(\alpha,\beta)}(x) := \frac{1}{\sqrt{2^{\alpha+\beta+1}}}B(\alpha + 1, \beta + 1),
\]
\[\hat{P}_n^{(\alpha,\beta)}(x) := \sqrt{\frac{(2n + \alpha + \beta + 1)n!\Gamma(n + \alpha + \beta + 1)}{2^{\alpha+\beta+1}\Gamma(n + \alpha + 1)\Gamma(n + \beta + 1)}}P_n^{(\alpha,\beta)}(x), \quad n \in \mathbb{N},
\]
are orthonormal on \([-1, 1]\) (having positive leading coefficients) with respect to the weight \(w(x) = (1-x)^\alpha(1+x)^\beta, \alpha, \beta > -1\). Therefore
\[P_0^{(\alpha,\beta)}(t) := (-1)^n\sqrt{2}\frac{1}{\sqrt{2^{\alpha+\beta+1}}}B(\alpha + 1, \beta + 1),
\]
\[P_n^{(\alpha,\beta)}(t) := (-1)^n\sqrt{2}\sqrt{\frac{(2n + \alpha + \beta + 1)n!\Gamma(n + \alpha + \beta + 1)}{2^{\alpha+\beta+1}\Gamma(n + \alpha + 1)\Gamma(n + \beta + 1)}}P_n^{(\alpha,\beta)}(1-2t), \quad n \in \mathbb{N},
\]
are orthonormal polynomials on \([0, 1]\) with respect to \(w(-2t+1) = (2t)^\alpha(2-2t)^\beta\), see [17, p. 29]. Thus, \(p_n(x)\) are orthogonal polynomials on \([0, 1]\) with the weight \(w(x)\) and constants \(A_n\), as in the statement of the theorem. Consequently, Condition 1 is satisfied. Since polynomials \(P_n^{(\alpha,\beta)}(x)\) satisfy the differential equation:
\[(1 - x^2)y'' + [\beta - \alpha - (\alpha + \beta + 2)x]y' + n(n + \alpha + \beta + 1)y = 0,
\]
then \(p_n(t)\) satisfy the following differential equation:
\[t(1-t)w'' + [a - (a+b)t]w' = -n(n + a + b - 1)w.
\]

Therefore differential equation (11) holds. □

In the preceding theorems we have seen that the order of the corresponding differential equation (11) for \(L_n(x; q, r)\) and \(P_n(x; a, b, c)\) depends on their parameters. It turns out that polynomials \(L_n(x; q, r)\) and \(P_n(x; a, b, c)\) satisfy differential equations of the form (3) with \(\rho = 3, \xi = 1\). Moreover the latter equations exist for arbitrary parameters of these polynomials.
Theorem 3  Polynomials $L_n(x; q, r)$ $(q, r > 0)$ satisfy the following differential equation:

$$x^2y''' + (q + r + 1 - x)xy'' + (qr - 2x)y' + n \{ xy' + y \} = 0.$$  \hspace{1cm} (16)

Polynomials $P_n(x; a, b, c)$ $(a, b, c > 0)$ satisfy the following differential equation:

$$(1 - x)x^2y''' + (a + c + 1 - (a + b + 3)x)xy'' + (ac - 2(a + b)x)y' +$$
$$+ n(n + a + b - 1) \{ xy' + y \} = 0.$$  \hspace{1cm} (17)

Proof. Since the generalized hypergeometric function satisfies a linear differential equation of a special form \[3\], we obtain that polynomials $L_n(x; q, r)$ $(q, r > 0)$ satisfy the following differential equation:

$$\{ \delta(\delta + q - 1)(\delta + r - 1) - x(\delta - n)(\delta + 1) \} y(x) = 0,$$  \hspace{1cm} (18)

while polynomials $P_n(x; a, b, c)$ $(a, b, c > 0)$ satisfy the differential equation

$$\{ \delta(\delta + a - 1)(\delta + c - 1) - x(\delta - n)(\delta + n - 1 + a + b)(\delta + 1) \} y(x) = 0,$$ \hspace{1cm} (19)

where $\delta = \frac{d}{dx}$. By gathering the corresponding derivatives and simplifications we get the desired result. $\square$

The hypergeometric nature of polynomials $L_n, P_n$ allows to give an integral representation for them.

Theorem 4  Polynomials $L_n(z; q, r)$, with $q > 0$ and $r > 1$, admit the following integral representation:

$$L_n(z; q, r) = \binom{r - 1}{n + q - 1} \int_0^1 (1 - t)^{r-2} L_n^{q-1}(zt) dt, \hspace{1cm} \forall z \in \mathbb{C}. \hspace{1cm} (20)$$

Polynomials $P_n(x; a, b, c)$, with $a, b > 0$ and $c > 1$, have the following representation:

$$P_n(z; a, b, c) = \binom{c - 1}{n + a - 1} \int_0^1 (1 - t)^{c-2} P_n^{(a-1,b-1)}(1 - 2zt) dt, \hspace{1cm} \forall z \in \mathbb{C} : |z| < 1. \hspace{1cm} (21)$$
Proof. Let \( q > 0, r > 1, \) and \( a,b > 0, c > 1. \) By Theorem 28 in [14, p. 93] we may write:

\[
2F_2(1,-n;r,q;z) = (r - 1) \int_0^1 (1 - t)^{r-2} _1F_1(-n;q;zt)dt, \quad z \in \mathbb{C};
\]

\[
3F_2(1,-n,n-1+a+b;c,a;z) = (c - 1) \int_0^1 (1 - t)^{c-2} _1F_1(-n,n-1+a+b;a;zt)dt, \quad |z| < 1.
\]

It remains to use the hypergeometric representations for the corresponding polynomials to get representations (20),(21).

\[\blacksquare\]

The following example shows that polynomials \( L_n, P_n \) need not to be orthogonal on the real line.

Example 1 Observe that

\[
L_2(z; q, r) = 1 - \frac{2}{qr}z + \frac{2}{q(q+1)r(r+1)}z^2.
\]

The discriminant of the following quadratic equation

\[2z^2 - 2(q+1)(r+1)z + q(q+1)r(r+1) = 0,\]

is equal to

\[
D_L(q,r) := 4(q+1)(r+1)\{-q r + q + r + 1\}.
\]

We have \( D_L(r,r) = 4(r+1)^2(-r^2+2r+1) \to -\infty, \) as \( r \to \infty. \) In particular, \( D_L(3,3) = -2 < 0, \) \( D_L(1+\sqrt{2},1+\sqrt{2}) = 0. \) Hence, \( L_2(z;3,3) \) has complex roots, while \( L_2(z;1+\sqrt{2},1+\sqrt{2}) \) has a multiple root.

Notice that

\[
P_2(z; a,b,c) = 1 - \frac{2(a+b+1)}{ac}z + \frac{2(a+b+1)(a+b+2)}{a(a+1)c(c+1)}z^2.
\]

The discriminant of the following quadratic equation

\[2(a+b+1)(a+b+2)z^2 - 2(a+b+1)(a+1)(c+1)z + a(a+1)c(c+1) = 0,\]

is equal to

\[
D_P(a,b,c) := 4(a+b+1)(a+1)(c+1)\{-a^2c-2ac+2a-abc+a^2+ab+bc+b+c+1\}
\]

We have

\[
D_P(a,a,a) = 4(2a+1)(a+1)^2(-2a^3+a^2+4a+1) \to -\infty, \quad \text{as } a \to \infty.
\]

In particular, \( D_P(3,3,3) < 0. \)
We shall now obtain recurrence relations for polynomials $P_n(z; a, b, c)$, $L_n(x; q, r)$. Let $\delta$ be a positive integer. The above polynomials admit the following generalizations:

$$L_n(x) = L_n(x; q, r_1, ..., r_\delta) = \delta + 1 F_{\delta+1}(−n, 1, ..., 1; q, r_1, ..., r_\delta; x),$$

$$q, r_1, ..., r_\delta > 0, \ n \in \mathbb{Z}_+; \quad (24)$$

and

$$P_n(x) = P_n(x; a, b, c_1, ..., c_\delta) = \delta + 2 F_{\delta+1}(−n, n - 1 + a + b, 1, ..., 1; a, c_1, ..., c_\delta; x), \quad a, b, c_1, ..., c_\delta > 0, \ n \in \mathbb{Z}_+. \quad (25)$$

Fix an arbitrary integer $n \geq 2$. Observe that

$$P_{n+1}(x) = \sum_{k=0}^{\infty} (-n - 1)_k (n + a + b)_k \frac{(k!)^{\delta-1}}{(a)_k (c_1)_k ... (c_\delta)_k} x^k = \sum_{k=0}^{\infty} \varepsilon_k(n), \quad (26)$$

where

$$\varepsilon_k(n) := (-n - 1)_k (n + a + b)_k \frac{(k!)^{\delta-1}}{(a)_k (c_1)_k ... (c_\delta)_k} x^k.$$ 

According to Fasenmeier’s method ([14]) we need to express $P_n(x)$, $P_{n-1}(x)$, $P_{n-2}(x)$, $xP_n(x)$ and $xP_{n-1}(x)$ in terms of $\varepsilon_k(n)$. Since

$$(-n)_k = (-n - 1)_k \frac{(n + 1 - k)(n + 1)}{(n + 1)},$$

$$(n + a + b - 1)_k = (n + a + b)_k \frac{(n + a + b - 1)}{(n + a + b + k - 1)}, \quad k \in \mathbb{Z}_+,$$

we obtain that

$$P_n(x) = \sum_{k=0}^{\infty} \varepsilon_k(n) \frac{(n + 1 - k)(n + a + b - 1)}{(n + a + b - 1 + k)}. \quad (27)$$

In a similar way we get

$$P_{n-1}(x) = \sum_{k=0}^{\infty} \varepsilon_k(n) \frac{(n + 1 - k)(n - k)(n + a + b - 2)(n + a + b - 1)}{(n + a + b - 2 + k)(n + a + b - 1 + k)}.$$ 

$$P_{n-2}(x) = \sum_{k=0}^{\infty} \varepsilon_k(n) \frac{(n + 1 - k)(n - k)(n - 1 - k)(n - 1)}{(n + 1)(n - 1)(n - 1 - k)}. \quad (28)$$
\[ (n + a + b - 3)(n + a + b - 2)(n + a + b - 1) \]
\[ \frac{\cdot (n + a + b - 3 + k)(n + a + b - 2 + k)(n + a + b - 1 + k)}{n + a + b - 3 + k(n + a + b - 2 + k)(n + a + b - 1 + k)}. \]  
\[ (29) \]

Notice that
\[ (r)_{k-1} = \frac{1}{(r + k - 1)}(r)_k, \quad k \in \mathbb{N}. \]  
\[ (30) \]

Then
\[ xP_n(x) = \sum_{k=0}^{\infty} (-n)_k(n + a + b - 1)_k \frac{(k!)^{\delta-1}}{(a)_{k(c_1)}...(c_\delta)_{k}} x^{k+1} = \]
\[ = \sum_{j=1}^{\infty} (-n)_{j-1}(n + a + b - 1)_{j-1} \frac{((j-1)!)^{\delta-1}}{(a)_{j-1}(c_1)_{j-1}...(c_\delta)_{j-1}} x^{j} = \]
\[ = \sum_{k=1}^{\infty} \varepsilon_k(n)(-1)^k \frac{(n + a + b - 1)}{(n + 1)(n + a + b - 2 + k)(n + a + b - 1 + k)} \]
\[ \cdot (a + k - 1)(c_1 + k - 1)...(c_\delta + k - 1). \]  
\[ (31) \]

By similar arguments we obtain that
\[ xP_{n-1}(x) = \sum_{k=1}^{\infty} \varepsilon_k(n)(-1)^k \cdot \]
\[ \frac{(n + 1 - k)(n + a + b - 2)(n + a + b - 1)}{(n + 1)(n + a + b - 3 + k)(n + a + b - 2 + k)(n + a + b - 1 + k)} \]
\[ \cdot (a + k - 1)(c_1 + k - 1)...(c_\delta + k - 1). \]  
\[ (32) \]

Consider the following expression:
\[ R_1(x) := \varphi_1(n)P_{n-2}(x) + \varphi_2(n)P_{n-1}(x) + \varphi_3(n)P_n(x) + \varphi_4(n)P_{n+1}(x) + \]
\[ + \varphi_5(n)xP_{n-1}(x) + \varphi_6(n)xP_n(x), \]
where \( \varphi_j = \varphi_j(n) \) are free real parameters. We shall try to select these parameters in such a way that ensures \( R_1(x) = 0 \) for all \( x \). By relations (26), (27), (28), (29) and (31), (32) the expression \( R_1(x) \) takes the following form:
\[ R_1(x) = \varepsilon_0(n) (\varphi_1(n) + \varphi_2(n) + \varphi_3(n) + \varphi_4(n)) + \]
and conjecture that a recurrence relation for elimination will be nonzero. Moreover we only have \(6\) unknowns. We can then a fixed number \(N\) of polynomials.

In general we shall obtain a large system of linear algebraic equations with

\[
\sum_{k=1}^{\infty} \varepsilon_k(n) \left\{ \varphi_1(n) \left( \frac{(n+1-k)(n-k)(n-1-k)}{(n+1)n(n-1)} \right) + \frac{(n+a+b-3)(n+a+b-2)(n+a+b-1)}{(n+a+b-3+k)(n+a+b-2+k)(n+a+b-1+k)} \right. \\
+ \varphi_2(n) \frac{(n+1-k)(n-k)(n+a+b-2)(n+a+b-1)}{(n+1)n(n+a+b-2+k)(n+a+b-1+k)} + \varphi_3(n) \frac{(n+1-k)(n+a+b-1)}{(n+1)(n+a+b-1+k)} + \varphi_4(n) + \\
+ \left( \frac{\varphi_5(n)(n+1-k)(n+a+b-2)}{n(n+a+b-3+k)} + \varphi_6(n) \right) + (33) \right. \\
\frac{(n+a+b-1)}{(n+1)(n+a+b-2+k)(n+a+b-1+k)} \right. \\
\left. \frac{(a+k-1)(c_1+k-1)\ldots(c_5+k-1)}{k^{\delta-1}} \right\}.
\]

Denote the expression in the last brackets \(\{\ldots\}\) by \(E_k(n)\). Observe that \(\varepsilon_k(n) = 0\), for all \(k \geq n + 2\). If

\[
\varphi_1(n) + \varphi_2(n) + \varphi_3(n) + \varphi_4(n) = 0,
\]

and

\[
E_k(n) = 0, \quad k \in \mathbb{Z}_{1,n+1},
\]

then \(R_1(x) \equiv 0\). As it is common when applying Fasenmeier’s method, \(E_k(n)\) is a rational function of \(k\): \(E_k(n) = \frac{P_k(n)}{Q_k(n)}\), where \(P, Q\) are polynomials of \(k\). Thus, instead of \(35\) it is enough to check the equality \(P_k(n) = 0\) for a fixed number \(N\) (\(N > \deg P_k(n)\)) of distinct points \(k\).

The problem in our case is that \(\deg P_k(n)\) depends on \(\delta\). Therefore, in general we shall obtain a large system of linear algebraic equations with coefficients depending on parameters \(a, b, c_1, \ldots, c_5\). Besides huge expressions, it is not clear how to guarantee that the leading coefficients during the Gauss elimination will be nonzero. Moreover we only have \(6\) unknowns. We can conjecture that a recurrence relation for \(P_n\) should include \(3 + \delta\) subsequent polynomials.

In what follows we assume that \(\delta = 1, c_1 = c \in \mathbb{R}\). Multiply \(35\) by \((n+a+b-3+k)(n+a+b-2+k)(n+a+b-1+k)\), and denote

\[
\psi_1(n) = \frac{(n+a+b-3)(n+a+b-2)(n+a+b-1)}{(n+1)n(n-1)} \varphi_1(n),
\]
\[ \psi_2(n) = \frac{(n + a + b - 2)(n + a + b - 1)}{(n + 1)n} \varphi_2(n), \]
\[ \psi_3(n) = \frac{(n + a + b - 1)}{(n + 1)} \varphi_2(n), \quad \psi_4(n) = \varphi_4(n), \]
\[ \psi_5(n) = \frac{(-1)(n + a + b - 2)(n + a + b - 1)}{(n + 1)n} \varphi_5(n), \]
\[ \psi_6(n) = \frac{(-1)(n + a + b - 1)}{(n + 1)} \varphi_6(n), \]
to get
\[ \psi_1(n)(n+1-k)(n-k)(n-1-k) + \psi_2(n)(n+1-k)(n-k)(n+a+b-3+k) + \]
\[ + \psi_3(n)(n+1-k)(n+a+b-3+k)(n+a+b-2+k) + \]
\[ + \psi_4(n)(n+a+b-3+k)(n+a+b-2+k)(n+a+b-1+k) + \]
\[ + \psi_5(n)(n+1-k)(a+k-1)(c+k-1) + \]
\[ + \psi_6(n)(n+a+b-3+k)(a+k-1)(c+k-1) = 0, \quad k \in \mathbb{Z}_{1,n+1}. \quad (36) \]

The left side of relation (36) is a polynomial of degree \( \leq 3 \) of \( k \). Thus, if (36) holds for 4 distinct values of \( k \), then it holds for all complex \( k \). These values should be selected carefully to obtain as simple equations as possible. We choose \( k \) to be \( n + 1, n, n - 1 \) and \( k = 0 \). The value \( k = n - 2 \) would lead to a more complicated equation. After the substitution of these values and some simplifications, involving the application of (34), we obtain:

\[ \psi_4(n)(2n + a + b - 1)(2n + a + b) + \psi_6(n)(a + n)(c + n) = 0, \quad (37) \]
\[ \psi_3(n)(2n + a + b - 3)(2n + a + b - 2) + \]
\[ + \psi_4(n)(2n + a + b - 3)(2n + a + b - 2)(2n + a + b - 1) + \]
\[ + \psi_5(n)(a+n-1)(c+n-1) + \psi_6(n)(2n+a+b-3)(a+n-1)(c+n-1) = 0, \quad (38) \]
\[ \psi_2(n)2(2n + a + b - 4) + \psi_3(n)2(2n + a + b - 4)(2n + a + b - 3) + \]
\[ + \psi_4(n)(2n + a + b - 4)(2n + a + b - 3)(2n + a + b - 2) + \]
\[ + \psi_5(n)(a+n-2)(c+n-2) + \psi_6(n)(2n+a+b-4)(a+n-2)(c+n-2) = 0, \quad (39) \]
\[ \psi_5(n)(n+1)(a-1)(c-1) + \psi_6(n)(n+a+b-3)(a-1)(c-1) = 0. \quad (40) \]

We can express \( \psi_4 \) and \( \psi_5 \) in terms of \( \psi_6 \), by equations (37) and (40). Then \( \psi_3 \) is expressed in terms of \( \psi_6 \) by equation (35), and \( \psi_2 \) is expressed in terms
of $\psi_6$ by equation (39). Thus, we can calculate $\varphi_2, \varphi_3, \varphi_4, \varphi_5$ by an arbitrary $\varphi_6$. Finally, $\varphi_1$ is determined by relation (34). We choose

$$\varphi_6(n) = (2n + a + b - 1)(2n + a + b)(n + 1)(n + a + b - 2).$$

Then

$$\varphi_4(n) = (a + n)(c + n)(n + a + b - 1)(n + a + b - 2);$$  \hspace{1cm} (42)

$$\varphi_5(n) = (2n + a + b - 1)(2n + a + b)(n + 1)(n + a + b - 2);$$  \hspace{1cm} (43)

$$\varphi_3(n) = (-1)(2n + a + b - 1)(n + a + b - 2) \{(n + 1)(a + n)(c + n) +$$

$$+ (n + a + b - 3)(2n + a + b) \frac{(a + n - 1)(c + n - 1)}{(2n + a + b - 3)(2n + a + b - 2)} -$$

$$-(2n + a + b)(n + 1) \frac{(a + n - 1)(c + n - 1)}{(2n + a + b - 2)} \}.$$  \hspace{1cm} (44)

Denote by $I_1$ the expression standing in brackets $\{\ldots\}$ in (44). By writing $(2n + a + b) = (2n + a + b - 3) + 3$, and $(2n + a + b) = (2n + a + b - 2) + 2$, in the last two summands of $I_1$, we can simplify the fractions to get

$$I_1 = (n + 1)(2n + a + c - 1) + (-n + a + b - 2) \frac{(a + n - 1)(c + n - 1)}{(2n + a + b - 2)} -$$

$$-3n \frac{(a + n - 1)(c + n - 1)}{(2n + a + b - 3)(2n + a + b - 2)}.$$  \hspace{1cm} (45)

Writing $(-n + a + b - 2) = (2n + a + b - 2) - 3n$, in the second summand we simplify the fraction to get

$$I_1 = n(2n + a + c - 1) + (a + n)(c + n) - 3n \frac{(a + n - 1)(c + n - 1)}{(2n + a + b - 3)}.$$  \hspace{1cm} (46)

Therefore

$$\varphi_3(n) = (-1)(2n + a + b - 1)(n + a + b - 2) \ast$$

$$\ast \left\{ n(2n + a + c - 1) + (a + n)(c + n) - 3n \frac{(a + n - 1)(c + n - 1)}{(2n + a + b - 3)} \right\}.$$  \hspace{1cm} (47)

For $\varphi_2$ we obtain the following expression:

$$\varphi_2(n) = n[(2n + a + b - 3)(2n + a + b - 1)(n(2n + a + c - 1) + (a + n)(c + n)) -$$

$$-3n(2n + a + b - 1)(a + n - 1)(c + n - 1) -$$

$$\frac{1}{2}(a + n)(c + n)(2n + a + b - 3)(2n + a + b - 2)(n + 1) -$$
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Finally, we get
\[ \varphi_1(n) = -\varphi_2(n) - \varphi_3(n) - \varphi_4(n). \] (49)
We shall not substitute for \( \varphi_1, \varphi_2, \varphi_3 \) in the last expression, since the resulting expression is very large.

**Theorem 5** Polynomials \( P_n(x) = P_n(x; a, b, c) \) \((a, b, c > 0)\) satisfy the following recurrence relation:

\[ \varphi_1(n)P_{n-2}(x) + \varphi_2(n)P_{n-1}(x) + \varphi_3(n)P_n(x) + \varphi_4(n)P_{n+1}(x) + \]
\[ + \varphi_5(n)xP_{n-1}(x) + \varphi_6(n)xP_n(x), \quad n \in \mathbb{Z}_+, \] (50)
where \( \varphi_j(n) \) \((j \in \mathbb{Z}_{1,6})\) are defined by relations (41), (43), (42), (47), (48), (49) for \( n \geq 2 \). For \( n = 0, 1 \) the coefficients \( \varphi_1, \varphi_4, \varphi_5, \varphi_6 \) are defined by the same formulas. Moreover, \( \varphi_2(0) = 0, \varphi_3(0) = -ac(a + b - 1)(a + b - 2); \)
\[
\varphi_2(1) = (a + b - 1)(a + b + 1)(a + c + 1 + (a + 1)(c + 1)) - 3ac(a + b + 1) - (a + 1)(c + 1)(a + b - 1)(a + b),
\]
\[
\varphi_3(1) = -(a + b + 1)(a + b - 1)(a + c + 1 + (a + 1)(c + 1)) + 3ac(a + b + 1),
\]
and \( P_{-2}(x) = P_{-1}(x) = 0. \)

**Proof.** For \( n \geq 2 \) formula (50) follows from the preceding considerations. For \( n = 0, 1 \) it can be verified directly. \( \square \)

Fortunately, in order to obtain a recurrence relation for \( L_n(x; q, r) \) \((q, r > 0)\) we need not proceed in the same way. We shall make use of the following property:

\[ L_n(x; q, r) = \lim_{b \to +\infty} P_n \left( \frac{x}{b}; q, b, r \right), \quad n \in \mathbb{Z}_+, \ x \in \mathbb{R}; \ q, r > 0. \] (51)

Relation (51) readily follows from the hypergeometric representations of the corresponding polynomials.
Theorem 6  Polynomials \( L_n(x) = L_n(x; q, r) \) \((q, r > 0)\) satisfy the following recurrence relation:

\[
(n - 1)nL_{n-2}(x) - n(3n + q + r - 2)L_{n-1}(x) + \\
+(n(2n + q + r - 1) + (n + q)(n + r))L_n(x) - (n + q)(n + r)L_{n+1}(x) + \\
+nxL_{n-1}(x) - (n + 1)xL_n(x) = 0, \quad n \in \mathbb{Z}_+,
\]

where \( L_{-2}(x) = L_{-1}(x) = 0 \).

Proof. Write relation \((50)\) for \( P_n(x; a, b, c) \) and \( L_n(x; q, r) \), then divide it by \( b^3 \) and pass to the limit as \( b \to +\infty \).

As we have seen, polynomials \( P_n(x; a, b, c) \) and \( L_n(x; q, r) \) are (generalized) eigenvectors of pencils of differential operators, as well as of pencils of difference operators, for all possible parameters. However, the orthogonality relations were proved for positive integer values of parameters only. Thus, there appears the following problem.

Open problem 1. Do there exist Sobolev type orthogonality relations for \( P_n(x; a, b, c) \) and \( L_n(x; q, r) \) for all positive values of \( a, b, c \) and \( q, r \)?

Generalizations. Let us return to polynomials \( L_n(x) = L_n(x; q_1, \ldots, q_\delta) \), and \( P_n(x) = P_n(x; a, b, c_1, \ldots, c_\delta) \), \((q_1, r_1, \ldots, r_\delta; a, b, c_1, \ldots, c_\delta > 0, \delta \in \mathbb{N})\) defined in \((24), (25)\). If parameters \( r_1, \ldots, r_\delta \) and \( c_1, \ldots, c_\delta \) are positive integers, then Condition 1 is satisfied for these polynomials. In fact, the following expression:

\[
(x^{r_\delta - 1}L_n(x; q, r_1, \ldots, r_\delta))^{(r_\delta - 1)},
\]

is, up to a constant factor, the polynomial \( L_n(x; q, r_1, \ldots, r_\delta - 1) \). Thus, after applying this operation \( \delta \) times we come to the Laguerre polynomials. The case of \( P_n(x) \) is similar. Differential equations can be also written for these polynomials, for arbitrary positive parameters. As for recurrence relations, we have seen the difficulties which arise here.

In the general case, one can write equation \((7)\) with an unknown polynomial \( y(t) \) and equate the coefficients by the same powers of \( x \) (the same simple but powerful idea was used in \([2]\)). The problem here is to get a compact representation of the corresponding solutions. This will be studied elsewhere.

In Equation \((7)\) instead of orthogonal polynomials on the real line one can consider (bi)orthogonal rational functions \( p_n(t) \) \((19)\), orthogonal polynomials on the unit circle, etc.

It is also of interest to study the zero distribution of polynomials \( L_n, P_n \). Zeros of hypergeometric polynomials are intensively studied nowadays, see, e.g. \([20]\) \([4]\).
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On some classical type Sobolev orthogonal polynomials.

S.M. Zagorodnyuk

In this paper we propose a way to construct classical type Sobolev orthogonal polynomials. We consider two families of hypergeometric polynomials: $2F_2(-n, 1; q, r; x)$ and $3F_2(-n, n - 1 + a + b, 1; a, c; x)$ ($a, b, c, q, r > 0$, $n = 0, 1, ...$), which generalize Laguerre and Jacobi polynomials, respectively. These polynomials satisfy higher-order differential equations of the following form: $Ly + \lambda_n Dy = 0$, where $L, D$ are linear differential operators with polynomial coefficients not depending on $n$. For positive integer values of the
parameters $r, c$ these polynomials are Sobolev orthogonal polynomials with some explicitly given measures. Some basic properties of these polynomials, including recurrence relations, are obtained.