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Abstract—Software Reliability Growth Models (SRGMs) are based on underlying assumptions which make them typically more suited for quality evaluation of closed-source projects and their development lifecycles. Their usage in open-source software (OSS) projects is a subject of debate. Although the studies investigating the SRGMs applicability in OSS context do exist, they are limited by the number of models and projects considered which might lead to inconclusive results. In this paper, we present an experimental study of SRGMs applicability to a total of 88 OSS projects, comparing nine SRGMs, looking at the stability of the best models on the whole projects, on releases, on different domains, and according to different projects’ attributes. With the aid of the STRAIT tool, we automated repository mining, data processing, and SRGM analysis for better reproducibility. Overall, we found good applicability of SRGMs to OSS, but with different performance when segmenting the dataset into releases and domains, highlighting the difficulty in generalizing the findings and in the search for one-fits-all models.
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I. INTRODUCTION

Software Reliability is one of the most important attributes of software systems. Software Reliability Growth Models (SRGMs) emerged in the ‘70es when Jelinski and Moranda proposed the JM model for fitting cumulative failure data aiming at providing a methodology to analyze and predict project failures over time [1], [2].

However, during the years, the software development process has been evolving considering more agile and open-source development processes, challenging many of the assumptions of the models that were developed over time — like the fact that the defect fixing process does not introduce new defects or that no new code is introduced during the testing process [3].

The goal of this paper is to investigate the applicability of Software Reliability Growth Models (SRGM) to a large set of Open Source Software (OSS) projects. For the analysis, we adopted and customized STRAIT [4], a previously developed tool to provide SRGM analysis. With the aid of the tool, we fit 9 different SRGM models to cumulative failure data from 88 OSS projects. Overall, considering projects as a whole and software releases, we fit 1,053 SRGMs — that, to our knowledge represents the largest empirical study on OSS SRGMs. We further provide all the datasets and outputs from the STRAIT tool [5]. The three main contributions of this paper go into studying SRGMs in more detail in i) project domains, ii) releases, all in the context of a iii) large-scale study compared to related works.

i) Domains: we want to investigate whether different domains might follow different lifecycles and have different operational profiles thus resulting in varied issue-reporting patterns, which might affect the SRGM analysis.

ii) Project releases: considering project releases can make the reliability growth trend more prominent, thus affecting the parameter estimation and the GoF. Some of the related studies conducted the SRGM analysis on the issue reports from the whole project history, some divided the data based on releases. We wanted to replicate both approaches on a larger sample of projects.

iii) Large scale: in this paper, we demonstrate a large-scale SRGM analysis (1,053 SRGMs, ~400K software defects) with the help of the STRAIT tool [4] to motivate future replicability of the results and reuse of datasets in different SRGM studies.

The paper is structured as follows. In Section II, we provide a brief background for the SRGM process. In Section III we discuss the peculiarities of OSS for the applicability of SRGMs. In Section IV, we summarize the related work to further motivate our study. Section V details the methodology of the experiments with the results presented in Section VI. We discuss the potential threats to validity in Section VII and conclusions in Section VIII.

II. SOFTWARE RELIABILITY GROWTH MODELLING

During the testing and early operation phases of the software life cycle, failure events are encountered. They are recorded and the underlying faults that caused them are removed, which results in a process called reliability growth. SRGMs are regression-based models whose purpose is to estimate the parameters of a mean value function \(m(t)\) based on the input data: \(m(t)\) represents cumulative number of faults detected by the given time \(t\).

In this study, we consider nine models shown in Table I. These are the most important models that were defined over time to study reliability growth in cumulative failure data.
Based on the shape of \( m(t) \), we can classify SRGMs into three main categories [1]:

- **Concave models** – they assume that the total number of faults in software is finite, and that it is possible to achieve fault-free software in finite time.
- **S-shaped models** – they also assume that the total number of faults is finite, and that early testing is not as effective in fault discovery as the testing in the later stages. Therefore, there is a period in which the number of faults is increasing.
- **Infinite models** – they assume that it is not possible to develop fault-free software because during fault removal we can introduce new ones.

The first step of the SRGM analysis process is to prepare the input data, such as bug reports obtained during testing or operation. The reports should be processed first to identify the faults which caused the failures and only these faults should be considered in SRGM analysis. The bug reports can be further filtered to better fit into the SRGMs assumptions [13].

The second step is to perform a statistical test such as Laplace’s trend test [14] to determine whether a trend of decreasing number of failures can be observed in the data. If such a trend cannot be observed, it means there is no significant reliability growth in the data and the SRGMs might not provide reasonable results.

Next, the SRGM is selected for the application. It is recommended that multiple models are used and the one describing the data most accurately is selected. To get results from SRGMs, the model’s parameters need to be estimated based on input data. For parameter estimation, either the Maximum likelihood method or the Minimum least-squares method are typically used [1].

After parameter estimation, a goodness-of-fit test (GoF) is performed to evaluate how well the model fits the data to choose the most appropriate SRGM. In related studies (Table II), there are several most adopted GoF metrics: the R-squared a.k.a. coefficient of determination (R²) gives the amount of the model explaining the variability of the data [10], Akaike Information Criterion (AIC) provides the quality of the model [15], Bayesian Information Criterion (BIC) represents the posterior probability of a model given the data [15], and Residual Standard Error (RSE) measuring the standard deviation of the residuals in the regression model [16].

The selected SRGMs can be then used to predict a variety of failure data, such as future failure intensity, number of remaining faults, or testing effort required to achieve a given reliability level.

### III. SRGM & OSS

The application of SRGMs in the OSS domain faces several challenges mainly due to underlying assumptions of the traditional SRGMs [1]. These models were designed with a closed-source software environment reflecting the waterfall development lifecycle. For instance, the models assume a perfect debugging process in which the detected fault is immediately removed. However, in the OSS context, such assumption would be unrealistic due to the influence of various factors, such as non-homogeneous groups of developers and users both of which can contribute to the bug reports during the development. Additionally, the contributors are equipped with different skills, tools, and resources which may lead to potential regressions with new bugs introduced and thus a rather non-linear debugging process [17].

The main issues in the applicability of SRGMs to OSS are based on the assumptions about the testing and faults repairing process. Some of these assumptions might be violated in the context of modern systems/development practices [3]:

- **Faults are repaired immediately when they are discovered** – in reality, faults are not repaired immediately, but this can be partially eliminated by filtering out duplicated reports with a combination of using only resolver reports.
- **Fault repairs are perfect** – fault repair likely introduces new faults. Because the re-test for the code is not as thorough as the initial testing, the new faults are less likely to be identified.
- **No new code is introduced during testing** – new code is frequently introduced throughout the entire test period (faults repair and new features), especially for agile development. This is accounted for in parameter estimation since real faults discoveries are used. However, the shape of the curve may be changed (i.e., make it less concave).
- **Defects are only reported by the product testing group** – it does not apply to open source projects, where the whole community of users and developers can submit reports.
- **Each unit of time is equivalent** – it can be accounted for as long as test sequences are reasonably consistent.
- **Tests represent operational profile** – often, the operational profile is uncertain because of the lack of usage statistics. However, nowadays, many applications (including OSS projects) collect various usage/telemetry data (e.g., execution steps/scenarios, frequency of certain inputs, actions) so this might not be the issue anymore.
- **Failures are independent** – it is reasonable except when a section of code has not been as thoroughly tested as other code.

The impact of models’ assumption violations is difficult to estimate. For example, introducing a new functionality may...
make the curve less concave, whereas test re-runs could make it more concave.

Furthermore, in most cases, the testing period is not publicly defined for OSS. Ideally, the reports should be processed first to distinguish the faults which caused the failures, and only these faults should be taken into account in SRGM analysis. This process would be very time-consuming. Therefore, it is possible to process the bug reports to filter out duplicate entries. Afterward, reports are considered as a substitute for a fault [13].

Given the uncertainties about the effects of violating model assumptions, the best strategy for OSS is to try multiple models and see the models that could be better for the prediction of failures.

IV. RELATED WORK

In the context of OSS, multiple studies focused on a comparison of SRGMs to see which model fits best the defect data originating from OSS repositories. We list these studies in Table II detailing the SRGMs used, the best performing models, the number of OSS projects investigated and the GoF measures applied. Mohamed et al. [18] focused on the defect classification in OSS projects and how different types of defects impact the SRGM analysis. Rahmani et al. [19], Zhou et al. [20], Rossi et al. [21], Fengzhong et al. [22], and Ullah et al. [23] studied bug arrival processes in OSS projects in relation to SRGMs. Out of those, authors in [20] and [23] compared the results also with the industrial and closed-source datasets. Furthermore, the study in [19] investigated also the correlation of bug arrival patterns and project popularity with the SRGM results.

Interestingly, even though the studies overlapped in the applied SRGMs, the results and conclusions were often different. For example, Rossi et al. [21] determined that WE is overall the best performing model. Rahmani et al. [19] agreed with the performance of WE in terms of GoF, but in terms of predictive power, they considered WE as the worst model. Zhou et al. [20] concluded that closed-source projects and OSS exhibit similar bug arrival patterns making the traditional SRGMs suitable for OSS datasets with WE being the best model. On the other hand, Fengzhong et al. [22] argued that traditional SRGMs were largely unsuitable and proposed a new type of reliability model instead. Similarly, Wang et al. [17] also proposed a new SRGM targeting the OSS projects and showed that their new model outperformed the traditional ones.

V. EMPIRICAL EVALUATION

The goal of the empirical evaluation is to compare 9 SRGMs on 88 OSS Projects in terms of several GoF measures deriving the performance of the models in the whole dataset, in the single domains, and considering for each project the software releases.

| Ref | Models | Best Models | OSS Projects | GoF |
|-----|--------|-------------|--------------|-----|
| [19] | GOS, SCH, WE | WE | 5 | R²* |
| [18] | GO, GOS | -- | 2 | R²* |
| [20] | WE, WES, GO, GOM, GOS, HD, YE | WE | 8 | R²* |
| [21] | WE, WES, GO, GOM, GOS, HD, YE | WE | 3 | R²*, AIC |
| [24] | GO, HD, LP | LP | 1 | AIC, MSE |
| [25] | MO, HD, GO, GOS, WE, GOM, LOG, YE | GOM, HD | 6 | R²* |
| [17] | GO, GOS, ISS, PNZ, WES, WE, WM, L, W | W | 3 | R²*, MSE |

*SCH - Schneidewind model [19], WES - Weibull S-Shaped model [25], GOM - Gompertz model [26], LOG - Logistic model [27], LP - Logarithmic Poisson Execution Time model [24], MSE - mean squared error, ISS - Inflection S-Shaped model [28], PNZ - Pham-Nordmann-Zhang model [29], PZ - Pham-Zhang model [30], WM - Wang-Mi model [31], L - Li model [32], W - Wang model [17]

A. Research Questions

RQ1 What is the ranking of the models based on GoF? We investigate the GoF values for all the models applied to OSS projects. We compare mean/SD values for GoF and run Kruskal-Wallis and Dunn’s tests to identify the ranking over all the projects.

RQ2 How does the project’s domain affect the GoF of models? Projects from different domains might indicate different applicability of SRGMs. We will compare mean/SD values for GoF and run Kruskal-Wallis and Dunn’s tests to identify the significant differences of the models.

RQ3 Does project division into OSS releases change the applicability of SRGMs? We compare the applicability of SRGMs to the whole project and to releases of the same project. We compare mean/SD values for GoF to identify this difference on whole projects and separately on their releases.

RQ4 How much do different project attributes (like lines of code, number of issue reports, number of faults) impact on the applicability of SRGMs? The rationale is to understand if these factors imply different applicability of the models. We segment the projects according to three categories depending on the levels of the attributes and we compare the ranking of the models in terms of R².

B. Data Collection

We used STRAIT [4] to mine data from GitHub bug tracking repositories. To get a more heterogeneous sample of projects, we have chosen the top ten projects from different topics of the "Topic Lists" and combined them with ten more projects from the "Trending List". We focused on the issues that were declared "bug", "error", "fail", "fault" or "defect" excluding any issue that was marked as "duplicated". An example of part of the output of the STRAIT tool is available in Fig. 1. After filtering the projects which were data repositories, we defined the final set of 88 projects divided into
the categories shown in Table III. All the mined projects and STRAIT’s outputs are available on Figshare [5]. More details about the process are also available in [33].

TABLE III

| Category                | # Defects (AVG) | Category                | # Defects (AVG) |
|-------------------------|-----------------|-------------------------|-----------------|
| C1 Admin/monitoring     | 14 1002         | C5 SW Development       | 16 1816         |
| C2 Cryptocurrency       | 9 5322          | C6 System/Analysis tools| 10 5931         |
| C3 DB and data analysis | 10 5327         | C7 Text processing      | 7 833           |
| C4 Multimedia           | 10 5286         | C8 Web/Networking       | 12 1017         |

C. Methodology

To answer the research questions, we fitted the nine SRGM models on the cumulative number of failures for each project. For models to converge, we started with the initial approximation of parameters with 100K algorithm iterations. We then used these initial parameters approximation as input for the original nls - Nonlinear Least Squares [34] method. We allowed a parallel run of parameter estimations in separate threads, so all nine models were estimated at once, reducing the overall time needed for analysis but increasing resource requirements. We run STRAIT [4] in a Cloud environment (16 threads / 128GB RAM) for increased performance. Overall, we fitted 792 SRGMs (88 projects x 9 models) for RQ1, RQ2, RQ4 and additionally 261 SRGMs for software releases (29 releases x 9 models) in RQ3.

To evaluate the Goodness-of-fit (GoF) of the models to the dataset, we used the GoF metrics described in Section II (R^2, AIC, BIC, and RSE). We then computed mean values and standard deviation (σ) for GoF metrics for all the projects.

Initially, we planned to use the one-way Analysis of Variance (ANOVA) test [35] together with Tukey’s Honestly Significant Difference (HSD) test [36] to evaluate the differences between the groups. However, there are several assumptions for the application of ANOVA and HSD (measurements normally distributed, homogeneity of variance across groups, independence) – in our case we evaluated whether R^2 measurements violate strongly any of the assumptions, as ANOVA can be considered robust in case of small violations. After performing Q-Q plots of ANOVA’s residuals (Fig. 2) and Shapiro-Wilk normality test (W=0.382, p-value < 2.2e-16, data non-normally distributed) the first assumption on the measurement indicator R^2 was strongly violated. For this reason, we opted for Kruskal-Wallis Test with Dunn post-hoc test with multiple testing adjustment based on the Bonferroni correction. The assumptions were not violated for AIC measurements, but we still opted for the more conservative Kruskal-Wallis test also for AIC. For the effect size, we used Eta squared: η^2 = (H − k + 1)/(n − k), where H is the Kruskal-Wallis test result; k is the number of groups; n is the total number of observations. The rule of thumb for η^2 is 0.01− < 0.06 (small effect), 0.06− < 0.14 (moderate effect), and >= 0.14 (large effect).

VI. RESULTS

A. RQ1 - Ranking of Models based on GoF

To answer this RQ, we considered 792 SRGMs fitted on the whole dataset with 383788 software defects. Considering all projects’ average R^2, the Log-logistic model (LL), Yamada Raleigh (YR), Weibull (WE), and Hossain-Dahiya (HD) are the best four models (Table IV). At the same time, Goel-Okumoto S-Shaped (GOS) represents the worse model in terms of R^2. However, these considerations are based on the average R^2 results from fitting all the models. We can look at the distribution of R^2 for more insights about the performance of the models. The Kruskal-Wallis rank sum test p-value ≤ 0.05 (large effect size η^2[H] = 0.191) indicates that there are statistically significant differences between two or more groups. Overall, we can consider the results of 95% R^2 Confidence Interval (Fig. 3).

- GO, GOS, MO, YE have higher variance than other models and they also have worse performance compared to the other models. Dunn post-hoc test shows significantly statistical differences between these and the other models;
- HD and YR are the models that have less variance in terms of R^2. Considering the whole dataset, these models
reach consistent results, slightly better compared to the best model (LL) considering average $R^2$. Dunn post-hoc test reports significant differences HD-LL (p-value = 0.001) and YR-LL (p-value = 0.008) while the difference HD-YR is not significant.

- The GOS model is the worse model in terms of average and variance of $R^2$. From the analysis on all the projects, this seems the last model to be suggested for usage.
- Since each model has been applied to the same set of projects, we can compare the AIC metric results: the Kruskal-Wallis rank sum test reports that there are non-significant differences among the group of models (p-value = 0.64).

The first ranking of the Log-logistic (LL) model confirms the findings in [12] extending the result to other measures of accuracy than the RSE and proving the LL model proposition to capture the increasing/decreasing nature of the failure occurrence rate. Nevertheless, the Weibull (WE) model also proved its precedence even over a significant sample of projects. However, if we look at the results from the Dunn’s test on all 88 projects, the main consideration is that all models apart GOS can be used to fit the cumulative failure data with some degree of confidence.

### TABLE IV
**RQ1 - GoF of Models (ordered by best $R^2$)**

| Model | $R^2$ | $\mu$ | $\sigma$ | AIC | $\mu$ | $\sigma$ | RSE |
|-------|-------|-------|--------|-----|-------|--------|-----|
| LL    | 0.979 | 0.094 | 0.094  | 3,374 | 1771.464 | 83.907 | 188.828 |
| YR    | 0.977 | 0.052 | 0.118  | 3,336 | 1847.782 | 175.468 | 445.723 |
| WE    | 0.976 | 0.096 | 0.096  | 3,411 | 1782.277 | 81.158 | 164.656 |
| HD    | 0.973 | 0.039 | 0.039  | 3,769 | 1890.365 | 145.866 | 380.665 |
| DU    | 0.963 | 0.099 | 0.099  | 3,708 | 1947.489 | 147.956 | 395.543 |
| YR    | 0.977 | 0.015 | 0.015  | 3,889 | 2078.951 | 233.414 | 604.543 |
| WE    | 0.976 | 0.096 | 0.096  | 3,769 | 1890.365 | 145.866 | 380.665 |
| GOS   | 0.896 | 0.220 | 0.220  | 3,767 | 1942.052 | 180.096 | 438.825 |

Based on 792 fitted SRGMs, considering the $R^2$ metric LL, YR, WE, HD, DU are the best models. GO, GOS, MO, YE show the highest variance than other models. GOS is in general the worse model in terms of $R^2$.

### RQ2 - Project Domains

To answer this RQ, we considered 792 SRGMs fitted on the whole dataset with 383 788 software defects and segmented by categories presented in Table III. We analyzed the GoF of the domains C1-C8 by fitting the models on the cumulative failures of the projects in each domain (Table V). All the categories show significant results according to Kruskal-Wallis Test, apart C7 (text processing). The Log-logistic (LL), the Weibull (WE), and the Yamada Raleigh (YR) are among the top three models in terms of $R^2$ for the majority of the project domains. However, there are some distinctions to put forward: GOS while generally worse in some categories (C1,C3,C4,C5) reaches good performance in other categories (C6,C7,C8), so the application can be considered domain-dependent. The Database and data analysis (C3) domain presents interesting results: the concave model Hossain-Dahiya (HD) model fits the best for projects of this domain, followed by LL and WE models, but in general, the results of the majority of the models are the worst compared to other domains, caused by the low failure occurrence rates. We cannot compare AIC metric results across domains (due to the application to different projects), but when compared in the same domain Kruskal-Wallis test does not report significant differences among the models.

### RQ3 - Project Releases

To answer this RQ, we used 63 SRGMs (7 projects with releases fitted by 9 models) and 261 SRGMs (29 releases, 9 models, 6 800 defects). We looked at the impact of considering project releases compared to projects as a whole when fitting SRGM models to cumulative failure data. Project releases with less than 20 issues indicated a notable bad fit for SRGMs. For such a low number of failure data, it was not feasible to estimate the parameters of the models. For this reason, when...
TABLE V

RQ2 - OVERVIEW OF THE GoF (R^2) FOR THE PROJECT CATEGORIES AND INDIVIDUAL MODELS (TOP-3 MODELS HIGHLIGHTED).

| Model | n = 120 ≤ 0.05 (kWt) | n = 81 ≤ 0.05 (kWt) | n = 80 ≤ 0.05 (kWt) | n = 144 ≤ 0.05 (kWt) | n = 98 ≤ 0.05 (kWt) | n = 63 ≤ 0.05 (kWt) | n = 108 ≤ 0.05 (kWt) |
|-------|------------------------|---------------------|---------------------|-----------------------|----------------------|---------------------|----------------------|
|       | μ | σ | μ | σ | μ | σ | μ | σ | μ | σ | μ | σ | μ | σ |
| DU | 0.969 | 0.008 | 0.962 | 0.016 | 0.850 | 0.269 | 0.976 | 0.027 | 0.982 | 0.016 | 0.976 | 0.020 | 0.952 | 0.076 | 0.960 | 0.080 |
| GO | 0.849 | 0.056 | 0.971 | 0.018 | 0.766 | 0.283 | 0.952 | 0.061 | 0.958 | 0.040 | 0.970 | 0.027 | 0.994 | 0.050 | 0.945 | 0.079 |
| GOS | 0.842 | 0.331 | 0.949 | 0.114 | 0.774 | 0.255 | 0.845 | 0.259 | 0.872 | 0.256 | 0.987 | 0.008 | 0.969 | 0.026 | 0.980 | 0.017 |
| MO | 0.995 | 0.003 | 0.993 | 0.009 | 0.965 | 0.274 | 0.993 | 0.008 | 0.987 | 0.011 | 0.994 | 0.008 | 0.958 | 0.017 | 0.993 | 0.008 |
| WE | 0.950 | 0.005 | 0.971 | 0.018 | 0.762 | 0.286 | 0.952 | 0.061 | 0.958 | 0.040 | 0.970 | 0.027 | 0.935 | 0.050 | 0.969 | 0.028 |
| YR | 0.985 | 0.017 | 0.986 | 0.014 | 0.921 | 0.165 | 0.984 | 0.018 | 0.975 | 0.050 | 0.987 | 0.009 | 0.970 | 0.023 | 0.985 | 0.012 |

TABLE VI

RQ3 - COMPARISON OF RANKINGS OF GoF METRICS MEANS CONSIDERING RELEASES (R) OR WHOLE PROJECTS (NR).

| Model | GO | DU | HDR | LL | MO | WE | YR |
|-------|----|----|-----|----|----|----|----|
| R | 3 | 3 | 5 | 1 | 1 | 2 | 4 |
| NR | 9 | 7 | 9 | 8 | 8 | 9 | 9 |

TABLE VII

RQ3 - RESULT OF DUNN'S TEST (BONFERRONI ADJUSTED (R^2) – R GROUP

| Models | p-value | Models | p-value | Models | p-value | Models | p-value |
|--------|---------|--------|---------|--------|---------|--------|---------|
| GO-DU | 1.000 | WE-GO | 1.000 | YE-HD | 1.000 |
| GOS-DU | 0.017 | YE-GO | 1.000 | YR-HR | 1.000 |
| HDR-DU | 1.000 | YR-GO | 1.000 | MO-LL | 1.000 |
| LL-DU | 1.000 | HD-GOS | 0.293 | WE-LL | 1.000 |
| MO-DU | 1.000 | LL-GOS | 0.000 | YE-LL | 1.000 |
| WE-DU | 1.000 | MO-GOS | 0.115 | YR-LL | 0.010 |
| YE-DU | 1.000 | WE-GOS | 0.000 | WE-MO | 1.000 |
| YR-DU | 0.538 | YE-GOS | 0.064 | YE-MO | 1.000 |
| GOS-GO | 0.117 | YR-GOS | 1.000 | YR-MO | 1.000 |
| HD-GO | 1.000 | HD-GOS | 0.000 | YE-WE | 1.000 |
| LL-GO | 1.000 | MO-HD | 1.000 | YR-WE | 0.064 |
| MO-GO | 1.000 | WE-HD | 1.000 | YR-YE | 1.000 |

D. RQ4 - Project Attributes

To answer this RQ, we considered all the 88 projects, thus considering 792 SRGMs fitted to 383788 software defects. We segmented the projects according to different attributes:

- lines of code/size (LOC) – the total code size;
- number of contributors (NOC) – the total number of contributors;
- number of issue reports (NOR) – the total number of issue reports created on project;
- number of faults (NOFA) – the total number of faults from issue reports;

We divided these attributes into more distinct fragments (Small (S) / Medium (M) / Large (L)). The threshold values analyzing single releases, we omitted project releases with less than 20 faults.

We divided the projects into two groups for the comparison of GoF: (Relaees) – SRGMs fitted to cumulative failures for projects releases with failure data >20, and (nonR) (Relaees) – SRGMs fitted to the cumulative failures for projects as a whole. Considering the R group, the Kruskal-Wallis test was significant (p-value = 4.064e-05, moderate effect size, \( \eta^2 = 0.103 \)), while for the NR group it was not significant (p-value = 0.437, small effect size \( \eta^2 = 0.0006 \)).

Four models with the highest means of \( R^2 \) are ranked the same (LL, WE, DU, HD) for both groups (Table VI). Using releases or considering the project as a whole does not have an impact on the best models that remain mostly stable (apart YR which gains positions in the ranking). Considering AIC and BIC all the top-3 models are ranked differently when considering software releases. Considering RSE, LL and WE remain the best models in both groups, with the YR model that gains from the last model to the 3rd model in terms of RSE. However, AIC and BIC penalize YR on the release data signalling the model might be overfitting the data (higher \( R^2 \) and RSE but lower AIC and BIC).

Looking at Dunn’s post-hoc test with Bonferroni adjustment for \( R^2 \) of the R group, the GOS model is considered to be different from DU, LL, WE models – as well, YR is statistically different than the LL model. Based on these results, we can deduce that there is not much difference from the models to be selected at the release level, with GOS worse in terms of the performance compared to the other models (Table VII).

RQ3 Findings

Considering projects as a whole or releases mostly does not have an impact on the rankings of the models in terms of \( R^2 \) (the top-3 models remain the same). Considering AIC and BIC leads to different rankings of models, signalling that some models such as YR might be penalized for overfitting the data. As per RQ1 results, the GOS model is the worse both considering releases and projects as a whole.
for these fragments were selected to have at least 10 projects in each segment and to represent a significant subdivision of projects in the three ranges. We derived these thresholds from the indications in previous research on typical domain-specific source code metrics [37] and our evaluation of the distribution of the metrics in the projects considered (Table VIII).

| category | S | M | L |
|----------|---|---|---|
| LOC | < 10,000 | 10,000 to 100,000 | > 100,000 |
| NOC | < 100 | 100 to 300 | > 300 |
| NOI | < 1,000 | 1,000 to 10,000 | > 10,000 |
| NOFA | < 500 | 500 to 5,000 | > 5,000 |

Once the projects were segmented, we looked at the rankings in terms of \( R^2 \) between the fitted models in the different categories of projects attributes (Table IX):

- In all the projects in which either LOCS, NOC, NOI, NOFA metrics are in the medium and higher ranges, the LL model is usually ranked as the best model in terms of \( R^2 \). Where the values are instead on the small scale, the YR models is, in the majority of the cases, the best model. This seems to suggest that the two S-Shaped models (LL and YR) have better results in terms of fitting compared to other models;
- We found that in most of the cases GOS (the other S-Shaped model) is the worse model when considering the division into categories (S,M,L). Also the MO model reports some consistently lower results in terms of \( R^2 \);
- We compared also the consistency of the rankings of the models for the four categories LOC, NOC, NOI, NOFA in terms of S,M,L. Also the MO model reports some consistently lower results in terms of \( R^2 \).
- We compared also the consistency of the rankings of the models for the four categories LOC, NOC, NOI, NOFA in terms of S,M,L. Also the MO model reports some consistently lower results in terms of \( R^2 \).

RQ4 - Comparison of ranking of the top-2 and bottom-2 models (LOC, NOC, NOI, NOFA) by mean \( R^2 \) for S, M, L projects.

| LOC | NOC | NOI | NOFA |
|-----|-----|-----|------|
| S   | M   | L   | S   | M   | L   | S   | M   | L   |
| DU  | 5   | 5   | 5   | 6   | 4   | 3   | 5   | 5   | 3   | 4   | 3   |
| GO  | 6   | 6   | 7   | 5   | 8   | 6   | 6   | 7   | 6   | 8   | 7   |
| GOS | 9   | 9   | 9   | 9   | 9   | 9   | 9   | 9   | 9   | 9   | 9   |
| HD  | 2   | 4   | 4   | 2   | 3   | 3   | 2   | 3   | 5   | 1   | 5   |
| LL  | 3   | 5   | 1   | 3   | 3   | 3   | 1   | 1   | 3   | 1   | 2   |
| MO  | 8   | 8   | 8   | 9   | 9   | 9   | 8   | 9   | 8   | 9   | 9   |
| WE  | 4   | 3   | 2   | 4   | 2   | 2   | 4   | 2   | 4   | 2   | 1   |
| YR  | 7   | 7   | 6   | 7   | 6   | 7   | 7   | 8   | 7   | 6   | 8   |

VII. Threats to Validity

We only used GoF metrics for the evaluation of the projects. However, one model can have good GoF but bad predictive power [1]. We plan in further extensions to look into the predictive power of the models for the different domains. We applied data cleaning and filtering for the issues mined from GitHub repositories, still, some issues might not be related to the system’s faults. Furthermore, for fitting the models we used the minimum least square regression method to estimate model parameters which is fine for small to medium samples. In contrast, the recommended method for parameter estimation for a significant sample (a large number of faults) is the maximum likelihood method. However, for the size of the projects and the comparison of the models, we considered the minimum least square method as adequate. Furthermore, there are many project parameters that can potentially affect the results. We do not evaluate them in this study due to space constraints, as the goal of this paper was to be more exploratory than explanatory. However, there were previous studies that looked at such parameters. For example, while the programming language used can lead to certain types of problems, overall, it might not have a significant impact on the number of issue reports. This was the conclusion of an earlier study on 100,000 OSS projects [38]. On the same line, the answers to the RQs are mostly based on the \( R^2 \) indicator. Even though we report AIC, BIC, and RSE, the stability of the results across the different indicators would require a more in-depth analysis.

VIII. Conclusion

In this paper, we conducted an empirical analysis of SRGMs in the context of the OSS projects. While initial SRGMs were developed without the consideration of agile models, during the years the software development process has evolved towards agile and open source development processes, challenging many of the assumptions of the models that were developed over time. For this reason, we set up a large empirical study for the application of SRGMs to OSS projects. The main contribution of the study is the evaluation of SRGMs in a large number of projects, considering domains and project releases – overall, including 88 OSS projects and \( \sim 400K \) software defects, we consider 1,053 fitted SRGMs.
Such a large number of fitted SRGMs allowed us to investigate the applicability to OSS on a large scale, looking at the stability of the best models on the whole projects, on releases, on different domains, and according to different projects’ attributes.

In general, the results of an extensive number of projects can document the discrepancies in related works about the best models identified. Even the worse model in terms of fitting the cumulative failure data on the whole projects can find good applicability in some domains or specific projects. As such, finding a one-fits-all model for OSS, while unrealistic, should further motivate the future investigation of the attributes related to OSS development that might have an impact on the applicability of SRGMs to drive the selection of the most appropriate models. In this sense, while the current paper is exploratory, future works can be in the direction of determining the best predictors from OSS projects that can impact the applicability of SRGMs.
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