ON CONVERGENCE OF AN UNCONDITIONAL STABLE NUMERICAL SCHEME FOR Q-TENSOR FLOW BASED ON INVARIANT QUADRATIZATION METHOD
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ABSTRACT. We present convergence analysis towards a numerical scheme designed for Q-tensor flows of nematic liquid crystals. This scheme is based on the Invariant Energy Quadratization method, which introduces an auxiliary variable to replace the original energy functional. In this work, we have shown that given an initial value with $H^2$ regularity, we can obtain a uniform $H^2$ estimate on the numerical solutions for Q-tensor flows and then deduce the convergence to a strong solution of the parabolic-type Q-tensor equation. We have also shown that the limit of the auxiliary variable is equivalent to the original energy functional term in the strong sense.

1. INTRODUCTION

Liquid crystal is an intermediate phase of matter between solid and liquid, which can be depicted as calamitic (rod-like) molecules in a microscopic sense[5]. This paper will focus on the Q-tensor model for nematic liquid crystals, established by Landau-de Gennes’s theory[6, 17]. In this framework, the director field of liquid crystal, denoted by $n$, is determined through a symmetric, trace-free $d \times d$ matrix $Q$ known as a Q-tensor order parameter[15]. This matrix is assumed to minimize the Landau-de Gennes free energy

\[ E_{LG}(Q) = \frac{L}{2} \| \nabla Q \|_{L^2}^2 + \int_{\Omega} F_B(Q). \]

Here $L > 0$, $\Omega \subset \mathbb{R}^d$ with $d = 2$ or $3$ represents the spatial region where the liquid crystal molecules immerse and $\partial \Omega \subset C^2$. $F_B$ denotes a bulk potential given by a truncated Taylor series of the thermotropic energy at $Q = 0[20]$, given by $F_B(Q) = \frac{a}{2} \mathrm{tr}(Q^2) - \frac{b}{3} \mathrm{tr}(Q^3) + \frac{c}{4} (\mathrm{tr}(Q^2))^2$, where $a, b,$ and $c$ are constants and $c > 0$. Modeled by calculating the gradient flow[3, 17] of Landau-de Gennes free energy, the following equation will describe the non-equilibrium situation satisfied by the Q-tensor,

\[ Q_t = -\frac{\delta E_{LG}}{\delta Q} = M \left[ L \Delta Q - \left( aQ - b \left( Q^2 - \frac{1}{3} \mathrm{tr}(Q^2)I \right) + c \mathrm{tr}(Q^2)Q \right) \right] := M(L \Delta Q - S(Q)). \]

where $M > 0$ is a constant. We prescribe $Q$ with Dirichlet or Neumann boundary condition and denote the initial value as $Q_0 \in H^2$.

Abundance analysis results have been established for this Q-tensor flow model and the related hydrodynamics models. See [1, 2, 4, 10, 11, 19, 27] and the reference within. Various numerical approaches have also been made[13, 16, 18, 22, 23, 32, 33]. A typical problem in designing a stable and efficient numerical scheme for problem (1.2) is the high non-linearity of the functional derivative of the bulk potential term. The Invariant Energy Quadratization (IEQ) method, which is recently developed, is a powerful tool for dealing with such difficulty and constructing linear energy-stable schemes. It has been widely used in treating gradient flow type problems. See [12, 14, 28, 29, 30, 31] for more applications.

This method introduces an auxiliary variable replacing the original bulk potential. Specifically, we define

\[ r(Q) = \sqrt{2 \left( \frac{a}{2} \mathrm{tr}(Q^2) - \frac{b}{3} \mathrm{tr}(Q^3) + \frac{c}{4} (\mathrm{tr}(Q^2))^2 \right) + A_0}, \]

where $A_0 > 0$ is a large enough constant to ensure $r(Q)$ to be positive for any symmetric, trace-free tensor $Q$. This is well-defined since the bulk potential term $F_B$ is bounded from below when $c > 0[32$, Theorem 2.1]. It follows that

\[ P(Q) := \frac{\delta r(Q)}{\delta Q} = \frac{S(Q)}{r(Q)} = \frac{aQ - b \left( Q^2 - \frac{1}{3} \mathrm{tr}(Q^2)I \right) + c \mathrm{tr}(Q^2)Q}{\sqrt{2 \left( \frac{a}{2} \mathrm{tr}(Q^2) - \frac{b}{3} \mathrm{tr}(Q^3) + \frac{c}{4} (\mathrm{tr}(Q^2))^2 \right) + A_0}}. \]
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and $P(Q)$ is symmetric, trace-free. Then we can reformulate the equation (1.2) as a system for $(Q, r)$ satisfying

\begin{align}
Q_t &= M(L\Delta Q - rP(Q)), \\
r_t &= P(Q) : Q_t
\end{align}

subject to the same boundary and initial condition as (1.2).

In [9], we have constructed a fully discrete energy-stable scheme based on the IEQ formulation for this system and proved the convergence of the numerical solution to the weak solution of (1.5). In this work, we will construct a semi-discrete numerical scheme solving the system (1.5), following the idea we raised in [9]. Let $(Q, r)$ denote the weak limit obtained by the convergence of numerical solutions. We will show a uniform $H^2$ bound for the $Q$-tensor given a regular enough initial condition and then deduce that $Q$ is a strong solution for system (1.2).

It will be done by showing the equivalence of $r$ and $r(Q)$ in the $L^2$ sense. To the best of our knowledge, this is the first work to show such equivalence by explicitly computing the difference between the auxiliary variable and the energy quadratization in a discrete sense. The technique we use here can be applied to study other numerical schemes regarding different problems based on the IEQ method, for example, the hydrodynamical liquid system problem.

2. Numerical Scheme

Before starting the following analysis, we will introduce some important notations and definitions that appeared in this paper here. We denote the norm of Banach space $X$ as $\|\cdot\|_X$ and use $\|\cdot\|$ to denote the $L^2$ norm. The inner product on $L^2$ will be denoted as $\langle \cdot, \cdot \rangle$. We use $A : B$ to denote the Frobenius norm for two matrix-valued functions. If there is no specific illustration, we will assume a tensor product term to be trace-free and symmetric when we refer it to a $Q$-tensor. We list the lemmas frequently used in the following analysis: Lipschitz continuity of $P(Q)$ [9, Theorem 4.1], Agmon’s inequality [25, Chapter II, section 1.4], Sobolev’s inequality [7], and Aubin-Lions lemma [24].

We say $Q$ is a strong solution for (1.2) if $Q \in L^2([0, T]; H^3(\Omega) \cap H_0^1(\Omega)) \cap L^\infty([0, T]; H^2(\Omega)) \cap H^1([0, T]; H^1(\Omega))$ and (1.2) holds in $L^2([0, T] \times \Omega)$.

We propose the following numerical scheme to solve (1.5):

\begin{align}
Q^{n+1} - Q^n &= M H^{n+1}, \\
r^{n+1} - r^n &= P(Q^n) : (Q^{n+1} - Q^n),
\end{align}

where $H^{n+1} = L \Delta Q^{n+1} - r^{n+1}P(Q^n)$ subject to boundary condition $Q^n|_{\partial \Omega} = 0$ or $\partial_n Q^n|_{\partial \Omega} = 0$.

Firstly, we will state solvability of this numerical scheme. This can be summarized as the following lemma.

**Lemma 2.1.** The scheme (2.1)-(2.2) is well-defined. Specifically, given $Q^n \in H^2(\Omega)$ satisfying Dirichlet or Neumann boundary condition, for each $n > 1$, we have $Q^n \in H^2(\Omega)$. Furthermore, for $n \geq 1$, we have $r^n \in H^1(\Omega)$.

**Proof.** Assume the lemma holds for $Q^n$, we will prove the lemma holds for $Q^{n+1}$ as well. Substituting $r^{n+1}$ by (2.2) into $H^{n+1}$ and (2.1), we obtain

\begin{align}
Q^{n+1} - ML\Delta Q^{n+1}\Delta t + (P(Q^n) : Q^{n+1})P(Q^n)\Delta t = Q^n - r^n P(Q^n)\Delta t + (P(Q^n) : Q^n)P(Q^n)\Delta t
\end{align}

We define bilinear operator $T : H^1(\Omega) \times H^1(\Omega) \to \mathbb{R}$ as

\begin{align}
T(A, B) = \langle A, B \rangle + ML\langle \nabla A, \nabla B \rangle \Delta t + (P(Q^n), A) \langle P(Q^n), B \rangle \Delta t.
\end{align}

This operator is clearly bounded. For its ellipticity, taking $B = A$ and we yield

\begin{align}
|T(A, A)| = \|A\|^2 + ML\|\nabla A\|^2 + |(P(Q^n), A)|^2 > C\|A\|^2_{H^1},
\end{align}

for some constant $C > 0$ related to $M, L, \Delta t$. Here we have shown that $T$ is an elliptic operator. By standard regularity results for elliptic problems [7, 8], there exists unique $Q^{n+1} \in H^2(\Omega)$ solving (2.1)-(2.2). The regularity of $r^n$ will immediately follow from the regularity of $Q^n$ and (2.2) by standard induction argument.

Next, we will refer to the following results on trace-free and symmetric properties preserved by our numerical scheme and the discrete energy stability. Their proof follows in the same way as [9, Proposition 4.4] and [9, Theorem 4.6], respectively.

**Lemma 2.2.** If $Q^n$ is symmetric and trace-free, then $Q^{n+1}$ computed by (2.1) is also symmetric and trace-free.
Lemma 2.3. Define the discrete energy $E_n^t = \frac{1}{2} \|\nabla Q^n\|^2 + \frac{1}{2} \|r^n\|^2$, then

$$E^{n+1} - E^n \leq -M \|H^{n+1}\|^2 \Delta t. \quad (2.6)$$

In addition, it follows that for any $N > 0$, $\sum_{n=0}^{N} \|H^{n+1}\|^2 \Delta t \leq 2E_0$.

To the end of this section, we will show the following estimate for $Q^n$:

Lemma 2.4. If $Q^0 \in H^2(\Omega)$, then $\sum_{k=1}^{N} \|\Delta Q^k\|^2 \Delta t \leq M$, for some constant $M > 0$

Proof. Using definition of $H^{n+1}$, we have

$$\|\Delta Q^{k+1}\|^2 = \| \frac{1}{L} (Q^{k+1} + r^{k+1}P(Q^k)) \|^2 \leq C \left( \|H^{k+1}\|^2 + \|P(Q^k)\|_{L^\infty} \|r^{k+1}\|^2 \right). \quad (2.7)$$

It follows from Lemma 2.3, Agmon’s inequality and Lipschitz continuity of $P(Q)$ that

$$\|\Delta Q^{k+1}\|^2 \leq C \left( \|H^{k+1}\|^2 + \|\Delta Q^k\|^2 + 1 \right) \leq C (1 + \|H^{k+1}\|^2) + \frac{1}{2} \|\Delta Q^k\|^2. \quad (2.8)$$

Multiplying $\Delta t$ on both sides and summing from $k = 0$ to $k = N - 1$, we have

$$\frac{1}{2} \|\Delta Q^N\|^2 \Delta t + \frac{1}{2} \sum_{k=1}^{N} \|\Delta Q^k\|^2 \Delta t \leq \frac{1}{2} \|\Delta Q^0\|^2 \Delta t + \sum_{k=1}^{N} C (1 + \|H^{k+1}\|^2) \Delta t, \quad (2.9)$$

which is bounded uniformly in $\Delta t$ thanks to the discrete energy estimate given in Lemma 2.3.

□

3. Convergence Analysis

3.1. Higher order energy inequality. Regarding the existence and regularity of results on Q-tensor models, one common condition necessary to obtain a strong solution is the uniform $H^2$ bound of the Q-tensor in time. However, the derivation of this result highly depends on the integrability of $r(Q)$. Specifically, $r(Q)$ is a quadratic function concerning $Q$. Its regularity follows from properties of $Q$. It is hard to be obtained in our reformulated system because it is not apparent to conclude that $r^k = O(|Q^k|^3)$. The only existing regularity we can use is the $L^2$ integrability of $r^k$.

We will address this problem by explicitly estimating the difference between the auxiliary variable $r^k$ and $r(Q^k)$ for each $k \in \mathbb{N}$. By Taylor expansion for matrix-valued functions[26],

$$r(Q^{k+1}) - r(Q^k) = P(Q^k) : (Q^{k+1} - Q^k) + R_k = r^{k+1} - r^k + R_k, \quad (3.1)$$

where the remainder $R_k$ satisfies $|R_k| \leq C|Q^{k+1} - Q^k|^2$ for some $C > 0$ due to the Lipschitz continuity of $P$. Then it follows from (3.1) that

$$r^{k+1} - r(Q^{k+1}) - (r^k - r(Q^k)) = R_k. \quad (3.2)$$

Taking sum from $k = 0$ to $k = N - 1$ and using the fact that $r^0 = r(Q^0)$, it gives

$$V_n := \|r^n - r(Q^n)\| = \sum_{k=0}^{n-1} R_k \leq C \sum_{k=0}^{n-1} |Q^{k+1} - Q^k|^2. \quad (3.3)$$

Lemma 2.1 ensures us to take gradient of (2.2) to get

$$\nabla r^{k+1} - \nabla r^k = \nabla \left( P(Q^k) : (Q^{k+1} - Q^k) \right) = R^{(1)}_k + P(Q^k) : (\nabla Q^{k+1} - \nabla Q^k), \quad (3.4)$$

where $|R^{(1)}_k| = |\nabla P(Q^k)||Q^{k+1} - Q^k| \leq C|\nabla Q^k||Q^{k+1} - Q^k|$. Using chain rule, we have

$$\nabla r(Q^{k+1}) - \nabla r(Q^k) \quad (3.5)$$

$$= P(Q^{k+1}) : \nabla Q^{k+1} - P(Q^k) : \nabla Q^k$$

$$= (P(Q^{k+1}) - P(Q^k)) \nabla Q^{k+1} + P(Q^k) : (\nabla Q^{k+1} - \nabla Q^k) := R^{(2)}_k + P(Q^k) : (\nabla Q^{k+1} - \nabla Q^k).$$

Using Lipschitz continuity of $P$, we obtain $|R^{(2)}_k| \leq C|\nabla Q^{k+1}||Q^{k+1} - Q^k|$. Now we yield

$$\nabla r^{k+1} - \nabla r(Q^{k+1}) - (\nabla r^k - \nabla r(Q^k)) = R^{(1)}_k - R^{(2)}_k. \quad (3.6)$$
Taking sum over $k$ from $k = 0$ to $k = n - 1$, we have
\begin{equation}
D_n := |\nabla r^n - \nabla r(Q^n)| = \left| \sum_{k=0}^{n-1} (R_k^{(1)} - R_k^{(2)}) \right| \leq C \sum_{k=0}^{n-1} \left( |\nabla Q^k| + |\nabla Q^{k+1}| \right) |Q^{k+1} - Q^k|.
\end{equation}

To obtain strong solution of the system, we need higher order energy estimate for the discrete solution $Q^n$, more detailedly, we will try to deduce a uniform $H^2$ bound of $Q^{n+1}$ which leads to
\begin{equation}
\frac{L}{2} \|\Delta Q^{n+1}\|^2 - \frac{L}{2} \|\Delta Q^n\|^2 \leq \langle L\Delta Q^{n+1}, \Delta Q^{n+1} - \Delta Q^n \rangle
\end{equation}
\begin{equation}
= \langle H^{n+1} - r^{n+1}P(Q^n), \Delta Q^{n+1} - \Delta Q^n \rangle
\end{equation}
\begin{equation}
= -\frac{1}{M} \|\nabla Q^{n+1} - \nabla Q^n\|^2 \Delta t + \langle \nabla (r^{n+1}P(Q^n)), \frac{\nabla Q^{n+1} - \nabla Q^n}{\Delta t} \rangle \Delta t
\end{equation}
\begin{equation}
\leq -\frac{1}{2M} \|\nabla Q^{n+1} - \nabla Q^n\|^2 \Delta t + C \|\nabla (r^{n+1}P(Q^n))\|^2 \Delta t.
\end{equation}

It intrigues us to provide the following estimate for $||\nabla (r^{n+1}P(Q^n))||$.

**Lemma 3.1.** For fixed $\Delta t > 0$ and each $n \in [0, \frac{T}{\Delta t}]$, we have for some constant $C > 0$ such that
\begin{equation}
\|\nabla (r^{n+1}P(Q^n))\|^2 \leq C + C(1 + \|\Delta Q^n\|^2)(1 + W_n + W_{n+1} + W_n^2 \Delta t + W_{n+1} \Delta t)
\end{equation}

**Proof.** We split this term by using (3.3) and (3.7) to approximate, that is,
\begin{equation}
\|\nabla (r^{n+1}P(Q^n))\|^2
\end{equation}
\begin{equation}
= \|\nabla r^{n+1}P(Q^n) + (r^{n+1} - r^n) \nabla P(Q^n) + r^n \nabla P(Q^n)\|^2
\end{equation}
\begin{equation}
= \|\nabla r^{n+1}P(Q^n) + P(Q^n) : (Q^{n+1} - Q^n) \nabla P(Q^n) + r^n \nabla P(Q^n)\|^2
\end{equation}
\begin{equation}
\leq C \left( \|\nabla r(Q^{n+1})P(Q^n)\|^2 + \|r(Q^n) \nabla P(Q^n)\|^2 + \|P(Q^n) : (Q^{n+1} - Q^n) \nabla P(Q^n)\|^2 + \|D_n+1 P(Q^n)\|^2 + \|V_n \nabla P(Q^n)\|^2 \right) := C \sum_{m=1}^{5} I_m.
\end{equation}

We will estimate $I_1$ to $I_5$ separately. For $I_1$, taking derivative of $r$ and use Lipschitz continuity of $P(Q)$, we have
\begin{equation}
I_1 = \int_\Omega |\nabla r(Q^{n+1})|^2 |P(Q^n)|^2 \, dx \leq \int_\Omega |P(Q^{n+1})|^2 |\nabla Q^{n+1}|^2 |P(Q^n)|^2 \, dx \leq C \int_\Omega |\nabla Q^{n+1}|^2 |Q^{n+1}|^2 |Q^n|^2 \, dx.
\end{equation}

Then by Holder’s inequality and Sobolev’s inequality, we obtain
\begin{equation}
I_1 \leq C \|\nabla Q^{n+1}\|_{L^2} \|Q^{n+1}\|_{L^6} \|Q^n\|^2 \leq C \|Q^{n+1}\|_{H^2} \|Q^n\|^2 \leq C(1 + \|\Delta Q^{n+1}\|^2)
\end{equation}

We will treat $I_2$ in similar ways. Lipschitz continuity and Holder’s inequality leads to
\begin{equation}
I_2 = \int_\Omega |r(Q^n)|^2 |\nabla P(Q^n)|^2 \, dx \leq C \int_\Omega |r(Q^n)|^2 |\nabla Q^n|^2 \, dx \leq C \left( \int_\Omega |r(Q^n)|^3 \, dx \right)^{\frac{2}{3}} \left( \int_\Omega |\nabla Q^n| \, dx \right)^{\frac{4}{3}}.
\end{equation}

It then follows from definition of $r(Q^n)$ and Sobolev’s embedding theorem that
\begin{equation}
I_2 \leq C(1 + \|Q^n\|_{L^6}^2) \|Q^n\|^2 \|Q^n\|^2 \leq C(1 + \|\Delta Q^n\|^2).
\end{equation}

To bound the term $I_3$, we notice that
\begin{equation}
I_3 = \int_\Omega |P(Q^n) : (Q^{n+1} - Q^n) |^2 |\nabla P(Q^n)|^2 \, dx \leq C \int_\Omega |Q^n|^2 |Q^{n+1} - Q^n|^2 |\nabla Q^n|^2 \, dx,
\end{equation}
and we can deduce
\begin{equation}
I_3 \leq C \|Q^n\|_{L^6}^2 \|Q^{n+1} - Q^n\|_{L^6}^2 \|\nabla Q^n\|_{L^6}^2 \leq C \|Q^n\|_{H^1}^2 \|Q^n\|_{H^2}^2 \left[ \frac{\|\nabla Q^{n+1} - \nabla Q^n\|}{\Delta t} \right]^2 \Delta t^2
\end{equation}
\begin{equation}
\leq C(1 + \|\Delta Q^n\|^2) \Delta t \left[ \sum_{k=0}^{n} \left| \frac{\nabla Q^{k+1} - \nabla Q^k}{\Delta t} \right|^2 \Delta t \right]
\end{equation}
The remaining problem is to control the error terms generated from introduction of the auxiliary variable. For term $I_4$, we have

$$I_4 = \int_{\Omega} |D_{n+1}|^2 |P(Q^n)|^2 dx \leq C \int_{\Omega} \left[ \sum_{k=0}^{n} (|\nabla Q^k| + |\nabla Q^{k+1}|) |Q^{k+1} - Q^k| \right]^2 |Q^n|^2 dx.$$

Bounding $|Q^n|$ by $\|Q^n\|_{L^\infty}$ and using Cauchy-Schwarz inequality, we will obtain

$$I_4 \leq C \|Q^n\|_{L^\infty}^2 \sum_{k=0}^{n} \left[ \left( \int_{\Omega} |\nabla Q^k|^4 dx \right)^{\frac{1}{2}} + \left( \int_{\Omega} |\nabla Q^{k+1}|^4 dx \right)^{\frac{1}{2}} \right] \left( \int_{\Omega} |Q^{k+1} - Q^k|^4 dx \right)^{\frac{1}{2}}.$$

Agmon’s inequality and Sobolev’s inequality enable us to estimate $I_4$ by

$$I_4 \leq C(1 + \|\Delta Q^n\|) \sum_{k=0}^{n} \left( 1 + \|\Delta Q^k\|^2 + \|\Delta Q^{k+1}\|^2 \right) \left\| \frac{\nabla Q^{k+1} - \nabla Q^k}{\Delta t} \right\|^2 \Delta t^2$$

$$\leq C(1 + \|\Delta Q^n\|^2) \left\{ \sum_{k=0}^{n} \left\| \frac{\nabla Q^{k+1} - \nabla Q^k}{\Delta t} \right\|^2 \Delta t \right\},$$

where we have used Lemma 2.4 in the last inequality. Using Cauchy-Schwarz inequality, we yield

$$I_5 = \int_{\Omega} |V_n|^2 |\nabla P(Q^n)|^2 dx \leq C \int_{\Omega} \left[ \sum_{k=0}^{n} |Q^{k+1} - Q^k|^2 \right]^2 |\nabla Q^n|^2 dx \leq \frac{C}{\Delta t} \sum_{k=0}^{n-1} \int_{\Omega} |\nabla Q^n|^2 |Q^{k+1} - Q^k|^4 dx.$$

Applying Holder’s inequality and Sobolev’s inequality, we get

$$I_5 \leq \frac{C}{\Delta t} \sum_{k=0}^{n-1} \left( \int_{\Omega} |\nabla Q^n|^6 dx \right)^{\frac{1}{2}} \left( \int_{\Omega} |Q^{k+1} - Q^k|^6 dx \right)^{\frac{1}{2}}$$

$$\leq \frac{C}{\Delta t} \sum_{k=0}^{n-1} \|Q^n\|^2_{H^2} \left\| \frac{\nabla Q^{k+1} - \nabla Q^k}{\Delta t} \right\|^4 \Delta t^4 \leq C \Delta t(1 + \|\Delta Q^n\|^2) \left( \sum_{k=0}^{n-1} \left\| \frac{\nabla Q^{k+1} - \nabla Q^k}{\Delta t} \right\|^2 \right)^2 \Delta t^2$$

Combining these estimates together, we have shown the lemma.

The inner products that appeared in the formula are well-defined due to regularity results given in Lemma 2.1. Then we immediately have the following lemma, which provides the desired bound for the $Q$-tensor term.

**Lemma 3.2.** We define

$$W_n := \frac{L}{2} \|\Delta Q^n\|^2 + \frac{1}{2M} \sum_{k=0}^{n-1} \left\| \frac{\nabla Q^{k+1} - \nabla Q^k}{\Delta t} \right\|^2 \Delta t,$$

with $n \geq 1$. Then for small enough $\Delta t$, there exists $C = C(W_0, T)$ such that $W_n \leq C(W_0, T)$ for any $n > 1$.

**Proof.** We will prove this lemma by induction. Firstly, noting that (3.8) is equivalent to

$$\frac{W_{n+1} - W_n}{\Delta t} \leq C\| \nabla (t^{n+1}P(Q^n)) \|^2.$$

We infer from Lemma 3.1 that

$$W_{n+1} - W_n \leq C \Delta t + C(1 + \|\Delta Q^n\|^2) \Delta t \left( 1 + W_{n+1} + W_n + W_n^2 \Delta t + W_{n+1} \Delta t \right).$$

for every $n > 0$. Assuming $W_n$ is bounded for all $n \leq N - 1$, we will prove that $W_N$ is also bounded by the same constant. We choose $\Delta t \leq \max \{1, \frac{1}{W_n} \}$. Later we will show that such $\Delta t$ exists uniformly for all $n$. Summing (3.24) from $n = 0$ to $N - 1$, we get

$$W_N \leq W_0 + CT + C\Delta t \sum_{n=0}^{N-1} (1 + \|\Delta Q^n\|^2) (W_{n+1} + W_n).$$

By applying discrete Gronwall’s inequality [21, Lemma 2.1] and using the energy estimate Lemma 2.4, we conclude that

$$W_n \leq (W_0 + CT) e^{C(M,t)},$$

with $M$ and $T$ as specified.
where \( M \) is the constant (upper bound) given in Lemma 2.4. This is a uniform bound for \( W_n \) independent of \( n \) which implies that \( \frac{W_n}{n} \) is lower bounded. So appropriate \( \Delta t \) can always be found. Here we have shown that \( W_n \leq (W_0 + CT) e^{C(M,T)} := C(W_0, T) \) for all \( n > 0 \). \( \square \)

This is a uniform \( H^2 \) estimate for \( Q \)-tensor term and provides higher regularity result of the derivative in discrete sense. To the end of this part, we turn to investigate the relations between \( \nabla H^{n+1} \) and \( \nabla Q^{n+1} \). Firstly, for each fixed \( \Delta t \), \( \nabla H^{n+1} = \frac{\Delta t}{\Delta t} \nabla Q^{n+1} \in H^1(\Omega) \). It implies \( L \nabla \Delta Q^{n+1} = \nabla H^{n+1} + \nabla (r^{n+1}P(Q^n)) \in L^2 \) is well-defined. Then by Lemma 3.2 and Lemma 3.1, we can bound \( \| \nabla (r^{n+1}P(Q^n)) \| \) by constant and so

\[
\sum_{n=0}^{N} \| \nabla \Delta Q^{n+1} \| \Delta t \leq C \left( \| H^{n+1} \| \| \nabla (r^{n+1}P(Q^n)) \| \right) \Delta t \leq C(1 + \| H^{n+1} \| \) \Delta t.
\]

This can be summarized as the following lemma.

**Lemma 3.3.** The numerical solutions obtained from scheme (2.1)-(2.2) satisfies, \( \sum_{n=0}^{N} \| \nabla \Delta Q^{n+1} \| \Delta t < C \), for some constant \( C > 0 \) and \( N = \lfloor \frac{T}{\Delta t} \rfloor \).

### 3.2. Convergence to Strong Solution

We construct linear interpolation numerical solution as

\[
Q_{\Delta t}(t) = \sum_{n=0}^{N-1} \left[ \alpha_{n+1}(t) Q^n + \alpha_n(t) Q^{n+1} \right] \chi_{S_n}, \quad r_{\Delta t}(t) = \sum_{n=0}^{N-1} \left[ \alpha_{n+1}(t) r^n + \alpha_n(t) r^{n+1} \right] \chi_{S_n},
\]

where \( \alpha_n(t) = \frac{t-n\Delta t}{\Delta t}, \alpha_{n+1}(t) = \frac{(n+1)\Delta t - t}{\Delta t} \), \( S_n = [n\Delta t, (n+1)\Delta t) \) and \( \chi_{S_n} \) is the characteristic function on \( S_n \).

**Theorem 3.4.** Given initial value \( Q_{in} \in H^2(\Omega) \), for fixed \( T > 0 \), there exists a subsequence of numerical solution, denoted by \( \{ Q_{\Delta t_m} \}_{m} \) such that \( Q_{\Delta t_m} \to Q \) in \( L^2(0, T; H^2(\Omega)) \) and \( Q \) is a strong solution for equation (1.2).

**Proof.** We infer from Lemma 3.2 and 3.3 that

\[
Q_{\Delta t} \in L^\infty(0, T; H^2(\Omega)) \cap L^2(0, T; H^3(\Omega)), \quad \partial_t Q_{\Delta t} \in L^\infty(0, T; L^2(\Omega)) \cap L^2(0, T; H^1(\Omega)).
\]

The Sobolev’s embedding implies that \( Q_{\Delta t} \in L^\infty([0, T] \times \Omega) \) and Lipschitz continuity of \( P(Q) \) leads to \( P(Q_{\Delta t}) \in L^\infty([0, T] \times \Omega) \). Applying Aubin-Lions lemma and Banach–Alaoglu theorem, we conclude that there exists a pair of subsequence \( \{ (Q_{\Delta t_m}, r_{\Delta t_m}) \}_m \) and a pair of functions \( (Q, r) \) such that

\[
Q \in L^2(0, T; H^2(\Omega)) \cap L^\infty(0, T; H^3(\Omega)), \quad r \in L^\infty([0, T]; L^2(\Omega)),
\]

and

\[
Q_{\Delta t_m} \to Q \quad \text{in} \quad L^2(0, T; H^2(\Omega)) \cap H^1(0, T; H^1(\Omega)), \quad r_{\Delta t_m} \to r \quad \text{in} \quad L^\infty([0, T]; L^2(\Omega)).
\]

To see that \( r = r(Q) \), we introduce \( r(Q)_{\Delta t} = \sum_{n=0}^{N-1} \left[ \frac{(n+1)\Delta t - t}{\Delta t} r(Q^n) + \frac{t-n\Delta t}{\Delta t} r(Q^{n+1}) \right] \chi_{S_n} \). Noting that as long as \( Q \) is uniformly bounded, \( r(Q) \) will be Lipschitz continuous where the Lipschitz constant is bounded by \( C(W_0, T) \) stated in Lemma 3.2. Then for every \( t \in [0, T] \), assume \( t \in [(n-1)\Delta t, n\Delta t) \) for some \( n \geq 1 \), we have

\[
\left\| r_{\Delta t_m} - r(Q) \right\|^2 \leq 2 \left\| r_{\Delta t_m} - r(Q)_{\Delta t_m} \right\|^2 + 2 \left\| r(Q)_{\Delta t_m} - r(Q) \right\|^2 \leq C \max_{1 \leq n \leq N} \left( \| r^n - r'(Q^n) \|^2 \right) + C \left\| Q - Q_{\Delta t_m} \right\|^2
\]

\[
\leq C \left( \sum_{k=0}^{N-1} \| Q^{k+1} - Q^k \|^2 \right) + C \left\| Q - Q_{\Delta t_m} \right\|^2 \leq C \left( \sum_{k=0}^{N-1} \left( \frac{\nabla Q^{k+1} - \nabla Q^k}{\Delta t_m} \right)^2 \right) + C \left\| Q - Q_{\Delta t_m} \right\|^2 \to 0,
\]

as \( m \to \infty \) where we have used Lemma 3.2. So we have shown that \( r = r(Q) \) and \( r_{\Delta t_m} \to r(Q) \) in \( C([0, T]; L^2(\Omega)) \). By passing the limit to infinity, we can see that \( Q_t = M\Delta Q - rP(Q) \) and with \( rP(Q) = r(Q)P(Q) = S(Q) \), we obtain that \( Q \) is a strong solution for equation (1.2). \( \square \)
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