Eigenvector-based analysis of cluster synchronization in general complex networks of coupled chaotic oscillators
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Abstract

Whereas topological symmetries have been recognized as crucially important to the exploration of synchronization patterns in complex networks of coupled dynamical oscillators, the identification of the symmetries in large-size complex networks remains as a challenge. Additionally, even though the topological symmetries of a complex network are known, it is still not clear how the system dynamics is transited among different synchronization patterns with respect to the coupling strength of the oscillators. We propose here the framework of eigenvector-based analysis to identify the synchronization patterns in the general complex networks and, incorporating the conventional method of eigenvalue analysis, investigate the emergence and transition of the cluster synchronization states. We are able to argue and demonstrate that, without a prior knowledge of the network symmetries, the method is able to predict not only all the cluster synchronization states observable in the network, but also the critical couplings where the states become stable and the sequence of these states in the process of synchronization transition. The efficacy and generality of the proposed method are verified by different network models of coupled chaotic oscillators, including artificial networks of perfect symmetries and empirical networks of non-perfect symmetries. The new framework paves a way to the investigation of synchronization patterns in large-size, general complex networks.
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I. INTRODUCTION

As a universal phenomenon in complex systems of coupled dynamical units, synchronization has been broadly interested by researchers from different fields in the past decades [1–4]. Briefly, synchronization refers to the coherent motion of coupled oscillators, which is observed normally when the coupling strength between the oscillators exceeds a critical value. Depending on the correlation between the oscillators, synchronization can be realized in different forms, e.g., complete synchronization, phase synchronization and generalized synchronization [3]. In synchronization studies, a key issue is to find, numerically or analytically, the critical coupling for generating synchronization. For systems consisting of linearly coupled identical chaotic oscillators, complete synchronization can be realized and the critical coupling for synchronization can be analyzed by the formalism of master stability function (MSF) [5–7]; for systems composed of nonlinearly coupled non-identical phase oscillators, the critical coupling characterizing the onset of phase synchronization can be estimated by some mean-field approaches [8, 9]. Whereas earlier studies of oscillator synchronization have been focusing on small-size systems of regular coupling structures [10], e.g., the lattices and globally coupled systems, recent studies extend the studies to large-size systems with complex coupling structures, e.g., the synchronization in complex networks [11–16]. The adoption of complex networks opens up a new window to the study of oscillator synchronization, in which the important roles of network structure on synchronization have been revealed [17–20].

For systems of coupled identical chaotic oscillators, an interesting phenomenon observed in modeling systems and experiments is that under certain circumstances the oscillators can be synchronized in groups, namely the phenomenon of cluster synchronization (CS) [21–31]. In CS, oscillators within each cluster are highly correlated, but not if the oscillators belong to different clusters. Compared to global synchronization, CS is normally observed at weaker couplings in the transition regime from desynchronization to global synchronization. The spatial distribution of the clusters on the network defines a pattern and, by varying the coupling strength, the same system can present different synchronization patterns. In the study of CS, two of the central questions are: (1) how to find the possible synchronization patterns for the given network structure and (2) how to estimate the critical couplings generating the patterns. For systems possessing regular coupling structures, e.g., the ring-structure network, the patterns are normally generated through the mechanism of symmetry breaking, and the spatial and dynamical properties of the patterns can
be analyzed by methods such as eigenvalue-based analysis [32, 33]. Yet challenges arise when the oscillators are coupled on complex networks [34–41]. Different from the regular networks in which the synchronization patterns can be inspected visually, the patterns on complex networks are blurred by the network structures. As such, to identify and analyze the synchronization patterns on complex networks, special techniques and methods different from the conventional ones should be employed [42].

One approach to analyzing the synchronization patterns in complex networks is exploiting the information of network topological symmetries [34–41, 43–50]. Briefly, if a set of oscillators whose permutations on the network do not change the network dynamics, the oscillators are said to be symmetric with each other and the set of symmetric oscillators have the potential to form a synchronization cluster [43]. Whereas the symmetries of small-size networks can be figured out straightforwardly, the finding of all symmetries in large-size complex networks requires some sophisticated techniques [38, 51–54]. Once the network symmetries are identified, the next step is to analyze the stability of the synchronization patterns associated with the symmetries. In doing this, a general approach is to decouple the dynamics of the CS state from the dynamics of the perturbations. This can be done by techniques such as irreducible representations (IRR) and generalized MSF [36–38, 47], by which the critical couplings for generating the CS states can be estimated. Besides the approach of network-symmetry-based analysis, the CS states of complex networks can also be analyzed by methods such as external equitable partition (EEP) and simultaneous block diagonalization (SBD) [52–58]. The EEP method concerns the dynamics of a small-size quotient network, and the contents of each cluster are defined according to the inputting signals [52–54]; the SBD method is based on partitions of the networked nodes, and is featured by a simultaneous block diagonalization of the network coupling matrix [55–58].

The existing methods of CS analysis, however, encounter a major difficulty when dealing with realistic systems: perfect symmetry is hardly observed in real-world complex networks [38, 43, 58]. In grouping network nodes into clusters, the existing methods require a perfect symmetry of the nodes [34–41, 43–50], i.e., the exchanges of the symmetric nodes on the network does not affect the network dynamics. This rigorous requirement makes most of the clusters identified in typical complex networks trivial, in the sense that the clusters contain only several or just a single node [59]. Yet mesoscale synchronization clusters do exist in realistic systems, which are believed as playing crucial roles in realizing the system functions, e.g., the brain networks [60–63]. In specific, empirical studies show that many realistic networks are composed of communities,
with nodes inside each community being densely connected and the connections between communities are sparse \[64\]. When oscillators are coupled on a complex community network, distinct synchronization clusters can be observed and the contents of the clusters are consistent with the partition of the communities \[60, 65, 66\]. As both the inter- and intra-connections are randomly established, perfect symmetry does not exist in complex community networks in general, which, according to the existing methods of CS analysis, implies that distinct synchronization clusters can not be observed. The contradiction between theory and reality makes it necessary to generalize the current methods of CS analysis to the general complex networks, which is the major objective of our present work. Besides the concern of network symmetry, another question encountered in analyzing CS is the separated analysis of cluster partition and stability. To obtain the critical coupling associated with a specific CS state by the existing methods, one needs to first find the contents of the clusters associated with the state by some node-partition techniques, then construct the quotient network governing the dynamics of this CS state, and finally evaluate the stability of the CS state and obtain the critical coupling. As the quotient network is dependent on the partition of the clusters, the stability of the CS states needs to be evaluated individually and separately, making a complete analysis of the CS states in large-size complex networks time-consuming and inconvenient. The second objective of our present work is to combine the two-step analysis, namely cluster partition and stability analysis, into a one-step analysis, so as to facilitate the exploration of CS in large-size networks.

The mission of our present work is to argue that the above objectives, i.e., extending the CS studies to general complex networks and combining the analysis of cluster identification and stability into a single analysis, can be accomplished within the framework of eigenvector-based analysis. To be more specific, we shall demonstrate in different network models that, without a priori knowledge of the network symmetries, the proposed method is able to predict not only the CS states to be emerged in synchronization transition, but also the range over which each CS state is observable in the parameter space and how the network dynamics is transited among the CS states as the coupling parameter is varying. The rest of the paper is organized as follows. In the following section, we shall present the theoretical framework used for analyzing CS in general complex networks. The applications of the proposed framework to different network models, including small-size networks of perfect symmetries and large-size complex networks of non-perfect symmetries, will be reported in Sec. III. Finally, discussions and conclusion will be given in Sec. IV.
II. EIGENVECTOR-BASED ANALYSIS

The dynamical system we consider here is a complex network of coupled identical chaotic oscillators, with the system dynamics described by the equations

\[ \dot{x}_i = F(x_i) + \epsilon \sum_{j=1}^{N} w_{ij} H(x_j). \]  

(1)

Here, \( i, j = 1, \ldots, N \) are the node (oscillator) indices, \( x_i \) represents the state vector of the \( i \)th oscillator, \( F(x) \) denotes the dynamics of the isolated oscillators, \( H(x) \) defines the coupling function, and \( \epsilon \) is the uniform coupling strength. The coupling relationship of the oscillators is captured by the weighted matrix \( W = \{w_{ij}\} \), with \( w_{ij} > 0 \) denoting the strength of the coupling that node \( i \) is received from node \( j \). If nodes \( i \) and \( j \) are not connected, we set \( w_{ij} = w_{ji} = 0 \). The diagonal elements of \( W \) are set as \( w_{ii} = -\sum_{j \neq i} w_{ij} \), i.e., \( W \) is a Laplacian matrix. The model described by Eq. (1) has been widely adopted in the literature for exploring the synchronization of coupled chaotic oscillators, which is a good approximation to the dynamics of many realistic systems in the vicinity of their functional states [3, 14, 15].

As the oscillators are linearly coupled and \( W \) is a Laplacian matrix, the state of global synchronization is a solution to Eq. (1). Denote \( s \) as the manifold of global synchronization state, i.e., \( s = x_1 = x_2 = \ldots = x_N \), the starting point of our analysis is to evaluate the stability of the synchronization state in the presence of small, random perturbations. Let \( \delta x_i = x_i - s \) be infinitesimal perturbation added onto oscillator \( i \) in the global synchronization state, the evolution of \( \delta x_i \) is governed by the variational equations

\[ \delta \dot{x}_i = DF(s)\delta x_i + \epsilon \sum_{j=1}^{N} w_{ij} DH(s)\delta x_j, \]  

(2)

with \( DF(s) \) and \( DH(s) \) the Jacobian matrices of \( F \) and \( H \) evaluated on the synchronization manifold \( s \). Transforming Eq. (2) into the space spanned by the eigenvectors of \( W \), we have

\[ \delta \dot{y}_i = [DF(s) + \epsilon \lambda_i DH(s)]\delta y_i. \]  

(3)

Here, \( \Delta Y = [\delta y_1, \delta y_2, \ldots, \delta y_N]^T = V^{-1} [\delta x_1, \delta x_2, \ldots, \delta x_N]^T \) are the perturbation modes in the new space, \( V \) is the transformation matrix composed by the eigenvectors of \( W \), and \( 0 = \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_N \) are the eigenvalues of \( W \). Among the \( N \) modes, the mode associated with \( \lambda_1 \) describes the motion parallel to the synchronization manifold, and the modes associated with \( \lambda_2, \ldots, \lambda_N \) describe
the motions transverse to the synchronization manifold. Following the MSF formalism \cite{5-7}, we introduce the generic coupling strength $\sigma \equiv -\epsilon \lambda$ and rewrite Eq. (3) as

$$\delta \dot{y}_i = [DF(s) - \sigma_i DH(s)]\delta y_i.$$  \hfill (4)

For the global synchronization state to be stable, the necessary condition is that all the perturbation modes transverse to the synchronization state should be damping with time. That is, the largest conditional Lyapunov exponent, $\Lambda_i$, of Eq. (4) should be negative for modes $i = 2, \ldots, N$. As Eq. (4) applies to all the perturbation modes, it is named the master equation of the perturbation dynamics \cite{5}. By solving the master equation numerically (or analytically in some special cases), we can obtain the variation of $\Lambda$ with respect to $\sigma$, which defines the MSF curve. In the MSF curve, the regions with $\Lambda < 0$ constitute the stable domain in the parameter space, and the regions with $\Lambda > 0$ constitute the unstable domain. Depending on the nodal dynamics and the coupling function, the stable domain may have different forms, e.g., bounded or unbounded \cite{7}. For simplicity, we consider here only the case of unbounded stable domain, in which $\Lambda$ becomes negative when $\sigma$ is larger than a critical value $\sigma_c$. In this case, global synchronization will be achieved when $\epsilon > \epsilon_c = \sigma_c/\lambda_2$, with $\lambda_2$ the 2nd largest eigenvalue of $W$. So far, our analysis is identical to the standard MSF formalism \cite{5-7}, in which the only role of the eigenvectors of the network coupling matrix $W$ is to construct the transformation matrix $V$, while the stability of the global synchronization state is dependent on only the eigenvalues of the network coupling matrix. In what follows, we are going to argue that the eigenvectors play an important role in exploring the CS states in general complex networks of coupled chaotic oscillators.

We move on to analyze the desynchronization state of the network when $\epsilon < \epsilon_c$. We consider first the situation when a single mode in the transverse space is unstable. As we are focusing on MSF of unbounded stable domain, the most unstable mode is associated with $\lambda_2$. That is, by decreasing $\epsilon$ from $\epsilon_c$, the mode $\delta y_2$ is first emerged from the uniform background of global synchronization. Since the mode associated with $\lambda_1 = 0$ is always unstable, we thus have for this situation two unstable modes in fact, $\delta y_1$ and $\delta y_2$. Denote $\delta y_1(t)$ and $\delta y_2(t)$ as the modes of $\lambda_1$ and $\lambda_2$ at time $t$ respectively, we transfer them into the node space and obtain

$$\delta x_i(t) = v_{1,i}\delta y_1(t) + v_{2,i}\delta y_2(t).$$  \hfill (5)

Here, $v_1 = \{v_{1,i}\}_{i=1,\ldots,N}$ is the eigenvector associated with $\lambda_1$, and $v_2 = \{v_{2,i}\}_{i=1,\ldots,N}$ is the eigenvector associated with $\lambda_2$. As $\lambda_1 = 0$, we have $v_{1,i} = 1/\sqrt{N}$ for all the elements of $v_1$. That is,
the first term on the right-hand-side (RHS) of Eq. [5] is identical for all the oscillators, and the perturbation that oscillator $i$ is away from the global synchronization state is solely determined by the second term on the RHS of the equation. More specifically, we have

$$\delta x_i(t) = c(t) + v_{2,i}\delta y_2(t),$$

with $c(t)$ a variable independent of the oscillator index. Therefore, by checking the values of $v_{2,i}$, the stability of the oscillators can be evaluated individually: the larger is $v_{2,i}$, the more unstable is oscillator $i$. In particular, if $v_{2,i} = v_{2,j}$, the states of the pair of oscillators $i$ and $j$ will be identical during the process of system evolution, i.e., they are completely synchronized. The set of oscillators with the identical eigenvector element thus forms a synchronization cluster. That is, by checking just the elements of the eigenvector $v_2$, we are able to identify all the synchronization clusters when the mode of $\lambda_2$ is unstable.

We consider next the situation when several perturbation modes are unstable. This occurs when $\epsilon$ is much less than $\epsilon_c$ and means that the network is deeply desynchronized. We assume that the statistical properties of the oscillators, e.g., the measure of the oscillator trajectory, can be approximated by that of the isolated oscillator. (The validity of this approximation will be verified by numerical simulations later.) With this approximation, the stability of the perturbation modes is still governed by Eq. (4). We assume further that $\tilde{m}$ modes are unstable, and the eigenvectors of the unstable modes are $v_k$, with $k = 2, \ldots, \tilde{m} + 1$. Note that for the case of unbounded MSF curve, the perturbation modes are destabilized in sequence by the descending order of the eigenvalues, with the mode of $\lambda_2$ being the first one and the mode of $\lambda_N$ being the last one. Specifically, the $k$th perturbation mode becomes unstable when $\epsilon < \epsilon_k = -\sigma_k/\lambda_k$. When $\tilde{m}$ modes are unstable in the network, the perturbation of the $i$th oscillator can be written as

$$\delta x_i(t) = c(t) + \sum_{k=2}^{\tilde{m}+1} v_{k,i}\delta y_k(t).$$

Still, $c(t)$ represents the perturbation in parallel to the synchronization manifold, which is independent of the oscillator index. Now, for oscillators $i$ and $j$ to be completely synchronized, the necessary condition is that $v_{k,i} = v_{k,j}$ for all the unstable modes $k = 2, \ldots, \tilde{m} + 1$. Hence, by checking only the eigenvectors of the $\tilde{m}$ unstable modes, we are able to find all the synchronization clusters on the desynchronized network.

The above analysis applies to only networks of perfect symmetries. In specific, for two oscillators to be synchronized, their elements in the eigenvectors of all the unstable modes should be
exactly the same. From the point of view of network topology, this means that the two oscillators are identical and indistinguishable. This restricts seriously the application of the above analysis to the general complex networks, in which links are normally weighted and perfect symmetry does not exist in general. To cope with this problem, we loosen the requirement for cluster synchronization, and regard oscillators $i$ and $j$ as synchronized if the time-averaged error $\delta \tilde{x}_{i,j} = \langle |x_i - x_j| \rangle$ between them is smaller to a small threshold. To investigate theoretically the CS behaviors in the general complex networks, now the question becomes: for a moderate coupling strength by which global network synchronization is impossible, can we predict the contents of the loosely defined synchronization clusters based on the information of the network coupling matrix and, furthermore, the ranges over which the synchronization clusters are observed in the parameter space of the uniform coupling strength? Noticing that $|x_i - x_j| = \delta x_i - \delta x_j$, we have from Eq. (7) the relation

$$\delta \tilde{x}_{i,j} = \langle \left| \sum_{k=2}^{\hat{m}+1} (v_{k,i} - v_{k,j}) \delta y_k(t) \right| \rangle. \quad (8)$$

For a deeply desynchronized network, the amplitudes of the unstable modes are approximately the same, i.e., $|\delta \hat{y}(t)| \approx |\delta y(t)|$. With this approximation, Eq. (8) can be simplified as

$$\delta \tilde{x}_{i,j} = \langle |\delta \hat{e}_{i,j} \delta \hat{y}(t)| \rangle, \quad (9)$$

with

$$\delta \hat{e}_{i,j} = \sum_{k=2}^{\hat{m}+1} |v_{k,i} - v_{k,j}| \quad (10)$$

the distance between nodes $i$ and $j$ in the eigenvector space. To facilitate the analysis of CS in general complex networks (so that the thresholds used for finding the clusters are independent of the coupling strength), here we adopt the normalized distance $\delta e_{i,j} = \delta \hat{e}_{i,j} / \hat{m}$ to characterize the topological difference between nodes $i$ and $j$. As $\delta \hat{y}$ is independent of the node index, we finally have

$$\delta \tilde{x}_{i,j} \propto \delta e_{i,j}. \quad (11)$$

The Eq. (11) is our main theoretical result, which tells how the synchronization degree of two oscillators (characterized by $\delta \tilde{x}_{i,j}$) can be inferred from the network topology (characterized by $\delta e_{i,j}$). We note that both $\delta \tilde{x}_{i,j}$ and $\delta e_{i,j}$ are dependent on the coupling strength, but the relation described by Eq. (11) holds for any coupling strength.

In applications, the above framework of eigenvector-based analysis is implemented as follows. The first step is to calculate the eigenvalues $\{\lambda_i\}_{i=1,\ldots,N}$ and the corresponding eigenvectors
\{v_i\}_{i=1,...,N}$ of the network coupling matrix $W$. The second step is to find the boundary of the stable regime of the MSF curve, i.e., the value of $\sigma_c$, which can be obtained by solving Eq. (4) numerically. The third step is to find the set of unstable modes, $\{\lambda_k\}_{k=2,...,\tilde{m}+1}$, for a specific coupling strength of interest, and then calculate the matrix of eigenvector distance, $\{\delta e_{i,j}\}_{\tilde{m} \times \tilde{m}}$, according to Eq. (11). Finally, we find from the distance matrix the set of oscillators forming a cluster. For complex networks of perfect symmetries, the contents of each cluster are identified by the requirement $\delta e_{i,j} = 0$ (i.e., the eigenvector distance between the oscillators within each cluster is 0); while for the general complex networks, the contents of each cluster are identified by requiring $\delta e_{i,j}$ to be smaller than a predefined threshold.

III. APPLICATIONS

We next apply the theoretical framework to investigate the CS behaviors in different network models, including small-size networks of perfect symmetries, large-size complex networks of community structures, and two empirical neural networks.

A. Small-size networks

We start with a toy network model of perfect symmetries. The network structure is shown in Fig. 1(a1), which contains $N = 6$ nodes and 9 links. Following Ref. [37], we set the weight of the link between nodes 2 and 6 as 1.5, and the same weight is arranged for the link between nodes 3 and 5. The weights of the other links are all set as unity. The coupling matrix of the network reads

$$
W = \begin{pmatrix}
-3 & 1 & 0 & 1 & 0 & 1 \\
1 & -3.5 & 1 & 0 & 0 & 1.5 \\
0 & 1 & -3.5 & 1 & 1.5 & 0 \\
1 & 0 & 1 & -3 & 1 & 0 \\
0 & 0 & 1.5 & 1 & -3.5 & 1 \\
1 & 1.5 & 0 & 0 & 1 & -3.5
\end{pmatrix}.
$$

The eigenvalues of $W$ are

$$(\lambda_1, \lambda_2, \lambda_3, \lambda_4, \lambda_5, \lambda_6) = (0, -2, -3, -4, -5, -6),$$

(13)
We adopt the chaotic Lorenz oscillator to describe the nodal dynamics [67]. The dynamics of the network reads

\[
\begin{align*}
\dot{x}_i &= \alpha(y_i - x_i), \\
\dot{y}_i &= x_i(r - z_i) - y_i + \varepsilon \sum w_{ij} x_j, \\
\dot{z}_i &= x_i y_i - bz_i.
\end{align*}
\] (15)

Here, \(i, j = 1, \ldots, N\) are the oscillator indices, and the coupling function is chosen as \(H(x) = [0, x, 0]^T\), i.e., the \(x\) variable is coupled to the \(y\) variable. The parameters of the oscillators are all set as \((\alpha, r, b) = (10, 35, 8/3)\), with which the oscillators present chaotic motion (the largest Lyapunov exponent is about 1.05). To characterize the synchronization relationship among the oscillators, we set oscillator 2 as the reference oscillator and calculate the synchronization error \(\delta x_i = \langle |x_i - x_2| \rangle_T\), where \(\langle \cdot \rangle_T\) denotes the time average function. In simulations, the system dynamics is evolved numerically by the fourth-order Runge-Kutta method with the time step \(\delta t = 1 \times 10^{-2}\). In calculating \(\delta x_i\), the system is firstly evolved for a transient period of \(T_0 = 1 \times 10^4\) so as to remove the impact of the initial conditions, and the results are averaged over a period of \(T = 1 \times 10^4\).

Following the MSF formalism, we first calculate numerically the variation of the largest Lyapunov exponent, \(\Lambda\), of the master equation [i.e. Eq.(4)] with respect to the generic coupling strength, \(\sigma\). The results show that \(\Lambda < 0\) when \(\sigma > \sigma_c \approx 8.3\). The critical couplings where the modes of \(\lambda_2, \lambda_3, \lambda_4, \lambda_5\) and \(\lambda_6\) become unstable thus are \(\varepsilon_2 = \varepsilon_c \approx 4.2, \varepsilon_3 \approx 2.8, \varepsilon_4 \approx 2.1, \varepsilon_5 \approx 1.7\) and \(\varepsilon_6 \approx 1.4\), respectively. By the framework of eigenvector-based analysis, we next predict the possible CS states to be observed in the process of network desynchronization, starting from the global synchronization state generated at a larger coupling strength \(\varepsilon > \varepsilon_c = \varepsilon_2\). When \(\varepsilon\) crosses \(\varepsilon_2\) from above, the mode of \(\lambda_2\) will be unstable. According to the analysis presented in Sec. II, the specific form of the CS state to be generated from the uniform background of global synchronization is determined by the eigenvector \(v_2\). As shown in Eq. (14) (the 2nd column of

\[
V = (v_1, v_2, v_3, v_4, v_5, v_6) = \begin{pmatrix}
0.41 & -0.41 & 0.58 & 0 & 0.58 & 0 \\
0.41 & -0.41 & -0.29 & 0.5 & -0.29 & 0.5 \\
0.41 & 0.41 & -0.29 & 0.5 & 0.29 & -0.5 \\
0.41 & 0.41 & 0.58 & 0 & -0.58 & 0 \\
0.41 & 0.41 & -0.29 & -0.5 & 0.29 & 0.5 \\
0.41 & -0.41 & -0.29 & -0.5 & -0.29 & -0.5
\end{pmatrix}.
\] (14)
FIG. 1. CS in small-size networks of perfect symmetries. (a1) The structure of the 6-node network. The network dynamics is described by Eq. (15). (a2) By model simulations, the CS states observed in synchronization transition. \( \delta x_i = \langle |x_i - x_2| \rangle_T \) is the synchronization error between oscillator \( i \) and the 2nd oscillator. \( \varepsilon \) denotes the uniform coupling strength. In the range of \( \varepsilon \in (1.8, 2.7) \), two synchronization pairs, (2,6) and (3,5), are generated. In the range of \( \varepsilon \in (2.7, 4.2) \), two synchronization clusters, (1,2,6) and (3,4,5), are formed. Global network synchronization is achieved when \( \varepsilon > \varepsilon'_c \approx 4.2 \). (b1) The network structure of the Nepal power grid. The network nodes are partitioned into three non-trivial clusters, \( C_1 = \{1, \ldots, 5\} \), \( C_2 = \{9, \ldots, 13\} \) and \( C_3 = \{6, 7, 8\} \), and two trivial clusters, \( C_4 = \{14\} \) and \( C_5 = \{15\} \). (b2) By numerical simulations, the variation of the synchronization errors of the non-trivial clusters, \( \delta x^c_m = \sum_{i,j \in C_m} \langle |x_i - x_j| \rangle_T / n_m(n_m - 1) \) (with \( m = 1, 2, 3 \) the cluster index and \( n_m \) the number of nodes in cluster \( m \)), with respect to \( \varepsilon \). The 1st, 2nd and 3rd clusters are synchronized at about \( \varepsilon = 0.9, 0.7 \) and 0.32, respectively.

the eigenvector matrix), we have \( v_{2,1} = v_{2,2} = v_{2,6} = -0.41 \) and \( v_{2,3} = v_{2,4} = v_{2,5} = 0.41 \). The eigenvector distances therefore are \( \delta e_{i,j} = 0 \) for \( i, j \in \{1, 2, 6\} \) or \( i, j \in \{3, 4, 5\} \). That is, the theory predicts that when only the mode of \( \lambda_2 \) is destabilized, the network nodes are synchronized
into two clusters, $C_1 = \{1, 2, 6\}$ and $C_2 = \{3, 4, 5\}$. Decreasing further $\epsilon$, the mode of $\lambda_3$ will be destabilized when $\epsilon$ crosses $\epsilon_3$. By checking the eigenvector $v_3$ Eq. (14) (the 3rd column of the eigenvector matrix), we see that $v_{3,1} = v_{3,4} = 0.58$, $v_{3,2} = v_{3,3} = v_{3,5} = v_{3,6} = -0.29$. As both the modes of $\lambda_2$ and $\lambda_3$ are unstable [i.e., $\tilde{m} = 2$ in Eq. (10)], the eigenvector distances between the nodes thus are $\delta e_{2,6} = 0$, $\delta e_{3,5} = 0$, and $\delta e_{i,j} > 0$ for other node pairs. Hence, the theory predicts that in this case the network contains two synchronization pairs, $C_1 = \{2, 6\}$ and $C_2 = \{3, 5\}$, and two desynchronized nodes, $C_3 = \{1\}$ and $C_4 = \{4\}$. Finally, as $\epsilon$ falls below $\epsilon_4$, the mode associated with $\lambda_4$ will be unstable. As $v_{4,1} = v_{4,4} = 0$, $v_{4,2} = v_{4,3} = 0.5$ and $v_{4,5} = v_{4,6} = -0.5$ (see the 4th in the eigenvector matrix), the eigenvector distance between any pair of nodes is larger than 0. That is, the theory predicts that when the mode of $\lambda_4$ is unstable ($\epsilon < \epsilon_4$), no synchronization is observed between the oscillators, and the network is completely desynchronized.

The above predictions are well verified by numerical simulations. Shown in Fig. 1(a2) are the variation of the synchronization errors, $\delta x_i = \langle|x_i - x_2|\rangle_T$, with respect to the uniform coupling strength, $\epsilon$. We see that the network is globally synchronized when $\epsilon > \epsilon'_4 \approx 4.2$. In the range of $\epsilon \in (\epsilon'_3 \approx 2.7, \epsilon'_4)$, the oscillators are organized into two synchronization clusters, $C_1 = \{1, 2, 6\}$ and $C_2 = \{3, 4, 5\}$. In the range of $\epsilon \in (\epsilon'_4 \approx 1.8, \epsilon'_3)$, the network contains two synchronization pairs, (2, 6) and (3, 5), and two desynchronized nodes (oscillators 1 and 4). Finally, when $\epsilon < \epsilon'_4$, no synchronization is observed between the oscillators, and the network is completely desynchronized. The critical couplings of the CS states, as well as the order of their emergences in the process of network desynchronization, are in good agreement with the theoretical predictions.

The second network model of perfect symmetries employed in our studies is the Nepal power-grid [38]. The network structure of the Nepal power-grid is plotted in Fig. 1(b1), which consists of $N = 15$ nodes and $L = 62$ unweighted, non-directed links. Still, we describe the nodal dynamics by the chaotic Lorenz oscillator and couple the oscillators through the function $H(x) = [0, x, 0]^T$. The eigenvalues of the network coupling matrix are

$$\{\lambda_i\}_{i=1, \ldots, 15} = (0, -0.94, -3.10, -8, -8, -8, -9, -9, -9, -9, -9.94, -14, -14, -14.03), \quad (16)$$
and the eigenvector matrix, $V = (v_1, \ldots, v_{15})$, reads

$$
\begin{pmatrix}
0.26 & -0.11 & -0.32 & 0.71 & -0.12 & 0 & -0.53 & 0 & 0 & 0 & 0 & 0.01 & 0 & 0 & 0.14 \\
0.26 & -0.11 & -0.32 & -0.71 & -0.12 & 0 & -0.53 & 0 & 0 & 0 & 0 & 0.01 & 0 & 0 & 0.14 \\
0.26 & -0.11 & -0.32 & 0 & 0.48 & 0.71 & 0.27 & 0 & 0 & 0 & 0 & 0.01 & 0 & 0 & 0.14 \\
0.26 & -0.11 & -0.32 & 0 & 0.48 & -0.71 & 0.27 & 0 & 0 & 0 & 0 & 0.01 & 0 & 0 & 0.14 \\
0.26 & -0.11 & -0.32 & 0 & -0.72 & 0.53 & 0 & 0 & 0 & 0 & 0.01 & 0 & 0 & 0.14 \\
0.26 & -0.07 & 0.01 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -0.03 & 0.72 & -0.39 & -0.51 \\
0.26 & -0.07 & 0.01 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -0.03 & -0.02 & 0.82 & -0.51 \\
0.26 & -0.07 & 0.01 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -0.03 & -0.70 & -0.43 & -0.51 \\
0.26 & -0.05 & 0.29 & 0 & 0 & 0 & 0 & 0.74 & 0.21 & 0.43 & 0.14 & 0.17 & 0 & 0 & 0.14 \\
0.26 & -0.05 & 0.29 & 0 & 0 & 0 & 0 & -0.15 & -0.19 & -0.38 & 0.77 & 0.17 & 0 & 0 & 0.14 \\
0.26 & -0.05 & 0.29 & 0 & 0 & 0 & 0 & 0.20 & 0.10 & -0.69 & -0.53 & 0.17 & 0 & 0 & 0.14 \\
0.26 & -0.05 & 0.29 & 0 & 0 & 0 & 0 & -0.20 & -0.74 & -0.36 & -0.30 & 0.17 & 0 & 0 & 0.14 \\
0.26 & -0.05 & 0.29 & 0 & 0 & 0 & 0 & -0.59 & 0.61 & 0.28 & -0.09 & 0.17 & 0 & 0 & 0.14 \\
0.26 & 0.06 & 0.23 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -0.92 & 0 & 0 & 0.17 & \\
0.26 & 0.95 & -0.11 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0.10 & 0 & 0 & -0.01 \\
\end{pmatrix}
$$

While CS in the Nepal power-grid network has been studied in the literature \[38, 44\], the existing studies rely on a priori knowledge of the network symmetries. In what follows, we are going to show that, without knowing the network symmetries, the CS states can be well analyzed by the framework of eigenvector-based analysis.

We now analyze the CS states emerged in the process of desynchronization transition for the Nepal power-grid network, starting from the global synchronization state. The critical coupling for the whole network to be synchronized is $\epsilon_c = -\sigma_c/\lambda_2 \approx 8.8$. When $\epsilon$ crosses $\epsilon_c$ from above, the mode of $\lambda_2$ will be unstable and, according to the method of eigenvector analysis, the synchronization clusters can be identified from the elements of $v_2$ (the 2nd column of the matrix $V$). As $v_{2,1} = \ldots = v_{2,5} = -0.11$, $v_{2,6} = v_{2,7} = v_{2,8} = -0.07$ and $v_{2,9} = \ldots = v_{2,13} = -0.05$, we have three clusters in this case, $C_1 = (1, \ldots, 5)$, $C_2 = (9, \ldots, 13)$ and $C_3 = (6, 7, 8)$, with the eigenvector distance being 0 for nodes within the same cluster. The contents of the clusters are kept unchanged when the mode of $\lambda_3$ becomes unstable, as the partition of the elements of $v_3$ is identical to that of $v_2$. However, when the mode of $\lambda_4$ is destabilized ($\epsilon < \epsilon_4 \approx 1.04$), the
elements of \(v_4\) (the 4th column of the matrix \(V\)) suggest that the 1st cluster will be broken, while the 2nd and 3rd clusters hold still. That is, the theory predicts that in the range of \(\varepsilon \in (\varepsilon_4, \varepsilon_c)\), three synchronization clusters will be observed on the network, with the contents of the 1st, 2nd and 3rd clusters being defined by \(C_1, C_2\) and \(C_3\), respectively. By decreasing \(\varepsilon\) further, the eigenvector distances of the nodes are kept unchanged till the critical coupling \(\varepsilon_8 = 0.92\) is met, where the mode of \(\lambda_8\) becomes unstable. By checking the elements of \(v_8\) in Eq. (17) (the 8th column), we see that elements of the nodes in cluster 2 are non-identical, suggesting the breaking of the 2nd cluster at \(\varepsilon_8\). As the 1st cluster has already been broken at \(\varepsilon_4\), only cluster 3 survives in this case. Finally, at the critical coupling \(\varepsilon_{13} \approx 0.6\), the mode of \(\lambda_{13}\) is destabilized and, according to the elements of \(v_{13}\), the eigenvector distances between nodes in the 3rd cluster will be all larger than 0. As such, the 3rd cluster will be desynchronized at \(\varepsilon_{13}\). Summarizing up the results, the theory predicts that: (1) the network contains three synchronization clusters, \(C_{1,2,3}\), when \(\varepsilon \in (\varepsilon_4, \varepsilon_c)\); (2) two synchronization clusters, \(C_{2,3}\), are formed when \(\varepsilon \in (\varepsilon_8, \varepsilon_4)\); (3) a single synchronization cluster, \(C_3\), is left when \(\varepsilon \in (\varepsilon_{13}, \varepsilon_8)\); and (4) no synchronization cluster is observed when \(\varepsilon < \varepsilon_{13}\).

By the approach of numerical simulations, we plot in Fig. 1(b2) the variation of the cluster-based synchronization error, \(\delta x^c\), with respect to the coupling strength, \(\varepsilon\). Here, cluster-based synchronization error is defined as \(\delta x^c_m = \sum_{i,j \in C_m} |x_i - x_j|^T / n_m (n_m - 1)\), with \(m = 1, 2, 3\) the cluster index and \(n_m\) the number of nodes in cluster \(m\). Clearly, cluster \(m\) is synchronized when \(\delta x^c_m = 0\). Figure 1(b2) shows that: (1) three synchronization clusters are generated when \(\varepsilon > \varepsilon_4' \approx 0.9\), with the contents of the clusters identical to the ones predicted by the theory; (2) clusters 2 and 3 are synchronized when \(\varepsilon \in (\varepsilon_8' \approx 0.7, \varepsilon_4')\); (3) only cluster 3 is synchronized when \(\varepsilon \in (\varepsilon_{13}' \approx 0.32, \varepsilon_8')\); and (4) no cluster is synchronized when \(\varepsilon < \varepsilon_{13}'\). We see that, though the framework of eigenvector-based analysis can not predict precisely the critical couplings where the clusters become unstable, it does predict accurately the patterns of the CS states and, additionally, the sequence of these states in the process of network desynchronization.

### B. Complex community networks

So far the framework of eigenvector-based analysis has been utilized to investigate the CS states in only small-size networks of perfect symmetries. It remains as not clear whether the framework can be applied to general complex networks in which perfect symmetries do not exist. We next check the efficacy of the proposed framework in analyzing the CS behaviors of complex
community networks – the type of network that is representative to many realistic systems [64].
In constructing the complex community network, we first divide the \( N \) nodes into \( M \) communities of equal size, and then connect nodes within each community by the probability \( p_1 \) and nodes from different communities by the probability \( p_2 \), with \( p_2 < p_1 \). To demonstrate the generality of the theoretical framework, here we adopt the chaotic Hindmarsh-Rose (HR) oscillator as the nodal dynamics [68]. The dynamics of isolated HR oscillators is governed by equations 
\[
\dot{x}, \dot{y}, \dot{z} = \left[ y - x^3 + 3x^2 - z + I, 1 - 5x^2 - y, r[s(x + 1.6) - z] \right]^T.
\] The parameters of the oscillators are set as \((r, s, I) = (6 \times 10^{-3}, 4, 3.2)\), by which the oscillators present the chaotic motion (the largest Lyapunov exponent is about \(1.3 \times 10^{-2}\)). The oscillators are coupled by gap junctions, with the coupling function being described as \( H(x) = [x, 0, 0]^T \). To make the network dynamic stable, here we adopt the strategy of normalized couplings [69, 70], i.e., \( w_{ij} = a_{ij} / k_i \), with \( \{a_{ij}\}_{N \times N} \) the binary adjacency matrix capturing the network structure and \( k_i = \sum a_{ij} \) the degree node \( i \). The diagonal elements of \( W \) are all set as \(-1\). Though the network links are weighted and directed, the eigenvalues of the coupling matrix are all real [69, 70].

We start by analyzing the CS behaviors in a trivial complex community network consisting of \( N = 90 \) nodes and \( M = 3 \) communities. To distinct the community feature, here we set the connecting probabilities as \( p_1 = 0.9 \) (for the intra-community links) and \( p_2 = 0.1 \) (for the inter-community links). The network structure is plotted in Fig. 2(a1), in which nodes are ordered according to the communities, \( C_1 = (1, \ldots, 30) \), \( C_2 = (31, \ldots, 60) \) and \( C_3 = (61, \ldots, 90) \). As the links are randomly added among the nodes, there is no perfect symmetry in the network structure, which has been confirmed by the algorithm developed from computational group theory [38]. While previous studies have shown that the synchronization clusters in community networks can be inferred from the eigenvector associated with the leading mode [65, 66], we are going to demonstrate in the following that the framework of eigenvector-based analysis is capable of offering more information about the CS behaviors. In applying the theoretical framework, we first calculate from the network coupling matrix the eigenvalues and the associated eigenvectors. The three largest non-trivial eigenvalues are \( \lambda_2 = -0.12, \lambda_3 = -0.14 \) and \( \lambda_4 = -0.88 \). By simulating the master equation of the HR oscillator [see Eq. (4)], we have \( \Lambda < 0 \) for \( \sigma > \sigma_c \approx 0.94 \). The critical coupling for the modes of \( \lambda_2, \lambda_3 \) and \( \lambda_4 \) therefore are \( \varepsilon_2 \approx 7.8 \) (which is also the critical coupling for global synchronization), \( \varepsilon_3 \approx 6.7 \) and \( \varepsilon_4 \approx 1.1 \). Shown in Fig. 2(a2) are the elements of the eigenvectors \( v_2, v_3 \) and \( v_4 \). We see that the elements of \( v_2 \) are clearly separated into two groups, \( v_{2,i} \approx -0.15 \) for \( i = 1, \ldots, 30 \) and \( v_{2,j} \approx 0.15 \) for \( j = 31, \ldots, 90 \). In terms of the eigenvector distance defined
FIG. 2. CS in complex community networks of non-perfect symmetry. (a1) The structure of the community network, which contains \( N = 90 \) nodes and \( M = 3 \) communities of equal size. (a2) The elements of the eigenvectors \( v_2 \), \( v_3 \) and \( v_4 \). (b1) The matrix of eigenvector distance, \( \{ \delta e_{i,j} \}_{i,j=1,\ldots,N} \), when the mode of \( \lambda_2 \) is unstable. (c1) The matrix of eigenvector distance when the modes of \( \lambda_2 \) and \( \lambda_3 \) are unstable. (d1) The matrix of eigenvector distance when the modes of \( \lambda_2 \), \( \lambda_3 \) and \( \lambda_4 \) are unstable. (b2) The matrix of synchronization error, \( \{ \delta x_{i,j} \}_{i,j=1,\ldots,N} \), for \( \varepsilon = 7.6 \). (c2) The matrix of synchronization error for \( \varepsilon = 6 \). (d2) The matrix of synchronization error for \( \varepsilon = 0.5 \).
by Eq. (10), this means that $\delta e_{ij} \approx 0$ only for $i, j \in C_1$ or $i, j \in C_2 \cup C_3$. To have a global picture on the distribution of eigenvector distances, we plot in Fig. 2(b1) the matrix $\{\delta e_{ij}\}_{i,j=1,...,N}$, for the coupling strength $\varepsilon = 7.6$ (by which the mode of $\lambda_2$ is unstable). Clearly, the oscillators are divided into two groups. According to the method of eigenvector analysis, we thus predict that as $\varepsilon$ decreases and crosses $\varepsilon_2$, the oscillators are synchronized into two clusters, $C_1 = (1, \ldots, 30)$, $C_2 = (31, \ldots, 90)$. Decreasing $\varepsilon$ to $\varepsilon_3$, the mode of $\lambda_3$ will be unstable. By checking the elements of $v_3$ in Fig. 2(a2), it is found that the elements are divided into three distinct groups: $v_{3,i} \approx 0$ for $i = 1, \ldots, 30$, $v_{3,j} \approx -0.14$ for $j = 31, \ldots, 90$ and $v_{3,l} \approx 0.14$ for $l = 61, \ldots, 90$. The matrix of eigenvector distance for this case is plotted in Fig. 2(c1), which shows that the nodes are divided into three distinct groups, $C_1 = (1, \ldots, 30)$, $C_2 = (31, \ldots, 60)$ and $C_3 = (61, \ldots, 90)$, with $\delta e \approx 0$ for nodes within the same group but is larger than zero for nodes from different groups.

The theory thus predicts that as $\varepsilon$ decreases from $\varepsilon_3$, the giant cluster formed in the previous stage $[\varepsilon \in (\varepsilon_3, \varepsilon_2)]$ will be broken into two small-size clusters, and now there are three synchronization clusters on the network. Finally, as $\varepsilon$ crosses $\varepsilon_4$, the mode of $\lambda_4$ will be unstable. As depicted in Fig. 2(a2), the elements of $v_4$ are randomly distributed and, as a result of this, no eigenvector distance is close to 0 and no clear structure is observed in the matrix [see Fig. 2(d1)], indicating that the network is fully desynchronized in the case.

The above predictions are well verified by numerical simulations. Setting $\varepsilon = 7.6$, we plot in Fig. 2(b2) the matrix of the synchronization error $\delta x_{i,j} = \langle |x_i - x_j| \rangle_T$. We see that, consistent with the theoretical prediction shown in Fig. 2(b1), the oscillators are synchronized into two clusters, $C_1 = C_1$ and $C_2 = C_2 \cup C_3$. Plotted in Fig. 2(c2) is the synchronization-error matrix for the coupling strength $\varepsilon = 6$, which corresponds to the situation when the modes of $\lambda_2$ and $\lambda_3$ are unstable. We see that, in agreement with the predictions shown in Fig. 2(c1), the oscillators are synchronized three clusters, $C_1 = C_1$, $C_2 = C_2$ and $C_3 = C_3$. Finally, we plot in Fig. 2(d2) the synchronization-error matrix for the coupling strength $\varepsilon = 0.5$. In consistent with the predictions in Fig. 2(d1), we see that there is no clear synchronization cluster and the network is fully desynchronized.

We next investigate the CS behaviors in a large-size community network of hierarchical structures. The network structure is plotted in Fig. 3(a1), which consists of $M = 6$ communities and each community contains $n = 30$ nodes. The network is generated by replacing each node in the 6-node network plotted in Fig. 1(a) with a community. That is, the inter-connections are established only between the paired communities. To capture the weighted feature of the 6-node network,
FIG. 3. (a1) The structure of the community network consisting of $N = 180$ nodes and $M = 6$ communities. (a2) The elements of the eigenvectors $v_2$, $v_3$ and $v_4$. (b1) The matrix of eigenvector distance when the mode of $\lambda_2$ is unstable. (c1) The matrix of eigenvector distance when the modes of $\lambda_2$ and $\lambda_3$ are unstable. (d1) The matrix of eigenvector distance when the modes of $\lambda_2$, $\lambda_3$ and $\lambda_4$ are unstable. (b2-d2) are the matrices of synchronization error, $\{\delta x_{i,j}\}_{i,j=1,...,N}$, obtained by numerical simulations for the coupling strengths $\varepsilon = 10$ (b2), $\varepsilon = 5.65$ (c2) and $\varepsilon = 4$ (d2).
the inter-connecting probability between communities 2 and 6 (and also between communities 3 and 5) is set as $p_2 = 0.15$, while the inter-connecting probability for other paired communities is set as $p_2 = 0.1$. The connecting probability between nodes within each community is set uniformly as $p_1 = 0.9$. Still, the couplings are normalized and the nodal dynamics is described by the chaotic HR oscillator. The network nodes are ordered according to the partition of the communities, $C_m = ((m-1)n + 1, \ldots, mn)$, with $m = 1, \ldots, M$ the community index. The three non-trivial largest eigenvalues of the network coupling matrix are $\lambda_2 = -8.2 \times 10^{-2}$, $\lambda_3 = -0.136$ and $\lambda_4 = -0.167$, and the corresponding critical couplings are $\varepsilon_2 \approx 11.46$, $\varepsilon_3 \approx 6.9$ and $\varepsilon_4 \approx 5.6$.

Shown in Fig. 3(a2) are the elements of the eigenvectors $v_2$, $v_3$ and $v_4$. As $\varepsilon$ decreases and crosses $\varepsilon_2$, the mode of $\lambda_2$ will be unstable. A check of the elements of $v_2$ in Fig. 3(a2) shows that the nodes are divided into two groups, $C_1 = C_1 \cup C_2 \cup C_6$ (in which $v_{2,i} \approx 0.075$) and $C_2 = C_3 \cup C_4 \cup C_5$ (in which $v_{2,i} \approx -0.075$). The corresponding matrix of eigenvector distance is plotted in Fig. 3(b1), which, according to the framework of eigenvector-based analysis, implies that the oscillators will be synchronized into two clusters, $C_1$ and $C_2$, when the mode of $\lambda_2$ is destabilized. As $\varepsilon$ crosses $\varepsilon_3$, the mode of $\lambda_3$ will be also unstable. By checking the elements of both $v_2$ and $v_3$ in Fig. 3(a2), we see that the nodes are divided into four distinct groups, $C_1 = C_1$, $C_2 = C_2 \cup C_6$, $C_3 = C_4$ and $C_4 = C_3 \cup C_5$. The matrix of eigenvector distance is plotted in Fig. 3(c1), which suggests that the oscillators will be synchronized into four clusters when the modes of $\lambda_2$ and $\lambda_3$ are unstable. Finally, when the mode of $\lambda_4$ is unstable (as $\varepsilon$ crosses $\varepsilon_4$), the elements of $v_2$, $v_3$ and $v_4$ in Fig. 3(a2) show that the nodes are divided into six distinct groups, $C_m = C_m$, with $m = 1, \ldots, 6$. The corresponding matrix of eigenvector distance is plotted in Fig. 3(d1).

The above analysis thus predicts the following scenario of network desynchronization. With the decrease of the coupling strength, the whole network is firstly separated into two larger synchronization clusters (at $\varepsilon_2$), with one cluster formed by communities 1, 2 and 6 and the other one formed by communities 3, 4 and 5. Then, as $\varepsilon$ cross $\varepsilon_3$, each cluster is broken into two small-size clusters, and there are in total 4 synchronization clusters on the network. In this stage, communities 2 and 6 are still synchronized, and also communities 3 and 5. Finally, as $\varepsilon$ falls below $\varepsilon_4$, community 2 (3) is desynchronized from community 6 (5), and there are 6 synchronization clusters on the network in total, with each cluster corresponding to one community. These predictions are well verified by numerical simulations, as depicted in Fig. 3(b2) [corresponding to the prediction in Fig. 3(b1)], Fig. 3(c2) [corresponding to the prediction in Fig. 3(c1)] and Fig. 3(d2) [corresponding to the prediction in Fig. 3(d1)].
C. Empirical neural networks

We finally employ the framework of eigenvector-based analysis to investigate the CS behaviors in two empirical neural networks. The first example is the cortical network of the cat brain [60, 71]. The network structure is plotted in Fig. 4(a1), which are constructed by \( N = 53 \) nodes (cortex areas) and \( L = 830 \) links (fiber connections). According to their functions, the cortex areas are divided into four divisions of variant size: 16 areas in the visual division \( [C_V = (1, \ldots, 16)] \), 7 areas in the auditory division \( [C_A = (17, \ldots, 23)] \), 16 areas in the somatomotor division \( [C_{SM} = (24, \ldots, 39)] \), and 14 areas in the frontolimbic division \( [C_{FL} = (40, \ldots, 53)] \). (We note that the order of the neurons does not affect the synchronization behaviors of the network.) Still, the strategy of normalized couplings is adopted in constructing the network coupling matrix, and the chaotic HR oscillator is adopted to describe the nodal dynamics. The two largest non-trivial eigenvalues of the network coupling matrix are \( \lambda_2 = -0.395 \) and \( \lambda_3 = -0.432 \). The critical couplings of the two modes are \( \varepsilon_2 \approx 2.38 \) (which is also the critical coupling for global synchronization) and \( \varepsilon_3 \approx 2.18 \). The elements of the eigenvectors \( v_2 \) and \( v_3 \) are plotted in Fig. 4(a2). We see that, compared with the eigenvectors of the artificial networks [e.g., the results in Figs. 2(a2) and 3(a2)], the elements of \( v_2 \) and \( v_3 \) are not clearly grouped.

Shown in Fig. 4(b1) is the matrix of eigenvector distance calculated for the coupling strength \( \varepsilon = 2.2 \), by which only the mode of \( \lambda_2 \) is unstable. We see that the nodes are partitioned into three distinct clusters, \( C_1 = C_V \cup C_{FL} \), \( C_2 = C_A \) and \( C_3 = C_{SM} \). Shown in Fig. 4(c1) is the matrix of eigenvector distance for \( \varepsilon = 1.95 \), by which both the modes of \( \lambda_2 \) and \( \lambda_3 \) are unstable. We see that in this case, in agreement with the neural divisions, the nodes are partitioned into four clusters, \( C_1 = C_V \), \( C_2 = C_A \), \( C_3 = C_{SM} \) and \( C_4 = C_{FL} \). To check the accuracy of the predictions, we plot in Fig. 4(b2) and Fig. 4(c2) the matrix of synchronization error, \( \{\delta x_{ij}\}_{i,j=1,\ldots,N} \), for the coupling strengths \( \varepsilon = 2.2 \) and 1.9, respectively. We see that the synchronization patterns predicted by the framework of eigenvector-based analysis [Figs. 4(b1) and (c1)] are in good agreement with the ones obtained by model simulations [Figs. 4(b2) and (c2)].

The second empirical neural network we consider is the cerebral cortex of the human brain [63, 72, 73], which contains \( N = 989 \) nodes (496 nodes in the right hemispheres and 493 nodes in the left hemispheres) and \( L = 17865 \) links. According to the cytoarchitecture and functional parcellation, the nodes are partitioned into \( M = 64 \) cortical regions (communities). Still, we adopt the normalized coupling strategy and use the chaotic HR oscillator to describe the nodal dynam-
FIG. 4. CS in the cortico-cortical network of the cat brain. (a1) The network structure. The nodes are divided into four functional divisions: $\mathcal{C}_V = (1, \ldots, 16)$ (visual division), $\mathcal{C}_A = (17, \ldots, 23)$ (auditory division), $\mathcal{C}_{SM} = (24, \ldots, 39)$ (somatomotor division) and $\mathcal{C}_{FL} = (40, \ldots, 53)$ (frontolimbic division). (a2) The components of the eigenvectors $v_2$ and $v_3$. (b1) The matrix of eigenvector distance, $\{\delta e_{i,j}\}_{i,j=1,\ldots,N}$, when the mode of $\lambda_2$ is unstable. (c1) The matrix of eigenvector distance when the modes of $\lambda_2$ and $\lambda_3$ are unstable. (b2) The matrix of synchronization error, $\{\delta x_{i,j}\}_{i,j=1,\ldots,N}$, for the coupling strength $\epsilon = 2.2$. (c2) The matrix of synchronization error for $\epsilon = 1.9$. 
ics. The leading non-trivial eigenvalues of the network coupling matrix are \((\lambda_2, \lambda_3, \lambda_4, \lambda_5, \lambda_6) = (-3.7 \times 10^{-2}, -7.7 \times 10^{-2}, -0.1, -0.12, -0.16, -0.18)\), and the corresponding critical couplings are about \((\varepsilon_2, \varepsilon_3, \varepsilon_4, \varepsilon_5, \varepsilon_6) = (25, 12, 9.4, 8.3, 5.9, 5.2)\). Plotted in Fig. 5(a1) are the synchronization patterns predicted by the framework of eigenvector-based analysis for the coupling strength \(\varepsilon = 15\) (by which only the mode of \(\lambda_2\) is unstable). In plotting Fig. 5(a1), we first calculate for each cortical region the averaged eigenvector distance \(\langle \delta e \rangle_m = \sum_{i,j \in C_m} \delta e_{i,j} / n_m(n_m - 1)\), with \(C_m\) denoting the set of nodes in the \(m\)th region, \(n_m\) is the size of the \(m\)th region, and \(\delta e_{i,j}\) is the eigenvector distance between nodes \(i\) and \(j\). The nodes within the \(m\)th region are regarded as synchronizable if \(\langle \delta e \rangle_m\) is smaller than the threshold \(\langle \delta e \rangle_c = 0.01\). By doing so, the \(M = 64\) regions are divided into two groups, the synchronizable and non-synchronizable groups. The nodes in the non-synchronizable regions are shown in grey, which are excluded from the further analysis. Having identified the set of synchronizable regions, we next partition the regions into clusters based on the eigenvector distance between them. Here the eigenvector distance between regions \(m\) and \(m'\) is defined as \(\langle \delta e \rangle_{m,m'} = \sum_{i \in C_m, j \in C_{m'}} \delta e_{i,j} / n_m n_{m'}\), with \(C_m\) and \(C_{m'}\) denoting the sets of nodes in the \(m\)th and \(m'\)th regions, respectively, and \(\delta e_{i,j}\) is the eigenvector distance between nodes \(i\) and \(j\). Finally, regions with \(\langle \delta e \rangle_{m,m'} < 0.003\) are considered as synchronizable and nodes in these regions are marked by the same color. We see in Fig. 5(a1) that most of the nodes are colored, indicating a higher synchronization degree of the whole network. Meanwhile, the colored nodes are organized into clusters of different sizes and specific spatial distributions. By the same procedure, we plotted in Figs. 5(b1) and (c1) the synchronization patterns predicted by the theoretical framework for the coupling strengths \(\varepsilon = 8.5\) (by which the modes of \(\lambda_2, \lambda_3\) and \(\lambda_4\) are unstable) and \(\varepsilon = 5.5\) (by which the modes of \(\lambda_2, ..., \lambda_6\) are unstable). We see that, as more modes become unstable, more nodes are shown in grey, indicating the degraded synchronization performance of the whole network. In the meantime, with the decrease of the coupling strength, the sizes of the clusters are shrunk gradually.

The above predictions are well verified by simulations. Setting \(\varepsilon = 15\), we plot in Fig. 5(a2) the synchronization pattern obtained by model simulations. In plotting Fig. 5(a2), we first calculate the node-averaged synchronization error of each region, \(\langle \delta x \rangle_m = \sum_{i,j \in C_m} \delta x_{i,j} / n_m(n_m - 1)\), with \(\delta x_{i,j} = \langle |x_i - x_j| \rangle_T\) is the time-averaged synchronization error between nodes \(i\) and \(j\). The nodes within the \(m\)th region are regarded as synchronizable if \(\langle \delta x \rangle_m\) is smaller than the threshold value \(\langle \delta x \rangle_c = 0.035\). Still, nodes in the non-synchronizable regions are shown in grey. We then partition the synchronizable regions into clusters based on the synchronization error \(\langle \delta x \rangle_{m,m'} = \)
FIG. 5. CS in the cortical network of the human brain. The synchronization patterns predicted by the theory under different coupling strengths are plotted in the first row, and the corresponding results obtained by model simulations are plotted in the second row. (a1,a2) show the results for $\varepsilon = 15$, by which only the mode of $\lambda_2$ is unstable. (b1,b2) are the results for $\varepsilon = 8.5$, by which the modes of $\lambda_{2,3,4}$ are unstable. (c1,c2) are the results for $\varepsilon = 5.5$, by which the modes $\lambda_{2,\ldots,6}$ are unstable. In each subplot, nodes in the non-synchronizable regions are represented by grey symbols, and nodes in the synchronizable regions are represented by colored symbols. Nodes with the same color (except the grey-colored nodes) form a synchronization cluster. See the context for more details.

$$\sum_{i \in C_m, j \in C_{m'}} \delta x_{i,j} / n_m n_{m'}.$$ The $m$th and $m'$th regions are regarded as synchronized if $\langle \delta x \rangle_{m,m'} < 0.01$, and nodes in the synchronized regions are marked by the same color. We see that the synchronization pattern obtained by simulations [Fig. 5(a2)] is in good agreement with the pattern predicted by the theory [Fig. 5(a1)]. The good agreement between simulation and prediction is also observed for the coupling strengths $\varepsilon = 8.5$ and $\varepsilon = 5.5$, as depicted in Fig. 5(b2) [corresponding to the prediction in Fig. 5(b1)] and Fig. 5(c2) [corresponding to the prediction in Fig. 5(c1)]. We note that by changing the thresholds $\langle \delta e \rangle_c$ and $\langle \delta x \rangle_c$, the sizes of the clusters will be changed,
but the consistency between the theoretically predicted and numerically obtained patterns is kept unchanged, which has been checked by additional simulations (not shown).

IV. DISCUSSIONS AND CONCLUSION

Whereas the significant impacts of network structure on synchronization have been well recognized and demonstrated in the literature, attention has been mainly focused on the roles of the extreme modes of the network coupling matrix. Specifically, for complex networks of linearly coupled identical chaotic oscillators, the MSF formalism suggests that the synchronizability of the networks can be well characterized by the extreme eigenvalues of the network coupling matrix [5], i.e., the largest non-trivial eigenvalue ($\lambda_2$) or the ratio between the largest and smallest non-trivial eigenvalues ($\rho = \lambda_N/\lambda_2$). For this reason, a large body of studies on network synchronization has been focusing on the dependence of the extreme eigenvalues on the network structure or the coupling strategy [14, 15], with the impacts and roles of the other modes being largely overlooked. While analysis based on extreme eigenvalues is efficient and convenient in applications, it applies to only the special case of global synchronization state but not the CS states appeared in the transition to global synchronization. Our studies in the present work show that, to fully characterize the synchronization behaviors on complex networks and the CS states in synchronization transition in particular, it is equally important to consider the impacts and roles of the modes with moderate eigenvalues.

Our present work also highlights the significance of eigenvectors in exploring the CS behaviors of complex networks. Previously, eigenvectors of the network coupling matrix have been exploited to investigate the synchronization dynamics of networked systems, but the studies are limited to slightly desynchronized networks or small-size network motifs [74–76]. In Ref. [74], the authors studied the synchronization behavior of chaotic oscillators in large-size complex networks at the boundary of global synchronization, and found that the stabilities of the oscillators can be well predicted from the elements of the eigenvector associated with the unstable mode. In Ref. [75], the authors investigated the dynamical patterns on small-size networks of up to 5 nodes, and found that, when the eigenvectors of the network coupling matrix satisfy some special properties, the dynamical patterns can be well inferred from the network topology and the local dynamics. In Ref. [76], the authors demonstrated that, by the information of the eigenvector of the leading mode, all synchronization clusters in a complex network can be identified without
knowing the network symmetries and, in addition, their sequence in the process of synchronization transition can be predicted. Compared to the existing studies, the framework proposed in our current study is featured by the capability of analyzing the synchronization patterns (CS states) formed in deeply desynchronized networks (with the number of unstable modes unlimited) and, more importantly, in large-size complex networks of non-perfect symmetries. The latter makes the two different approaches currently employed in CS studies, namely the symmetry-based (in which perfect network symmetry is required and the clusters are defined on complete synchronization) [34–50] and community-based approaches (in which no perfect network symmetry is required and the synchronization clusters are loosely defined) [60, 61, 63, 65, 66], unified within the same framework, thereby paving a way to the exploration of the synchronization patterns in real-world systems.

The key result we have obtained in the theoretical analysis is given by Eq. (11), which reveals how the synchronization patterns are connected to the eigenvectors of the network coupling matrix. In obtaining the Eq. (11), we have made the assumption that the statistical properties of the coupled oscillators in CS are close to that of the isolated oscillator. The purpose of this assumption (approximation) is to make the same master equation, i.e. the Eq. (4), applicable to all the perturbation modes, so that the critical couplings where the modes become unstable can be analytically estimated \( \varepsilon_i = -\sigma_c / \lambda_i \). While the validity of this approximation has been verified by numerical simulations in our current work, there are cases where the approximation is invalid [78]. In these invalid cases, we are still able to identify the synchronization patterns (the CS states) according to the eigenvector matrix, but are unable to predict analytically the critical couplings where the patterns are generated. (In cases like this, the stability of each CS state should be evaluated individually, e.g., by calculating the largest conditional Lyapunov exponent [38, 49].)

An alternative approach to analyzing the CS behaviors in networked chaotic oscillators could be the energy-balance-based method [79]. Like the method of Lyapunov function, the CS states stand as the local minima of the energy landscape. Our study suggests that these local minima are determined by the network symmetries and can be inferred from the eigenvectors of the network coupling matrix. A systematic analysis of the application of the energy-balance-based method to CS behaviors is out of the scope of our current study.

To summarize, exploiting the eigenvectors of the network coupling matrix, we have proposed a new theoretical framework to explore the CS behaviors in general complex networks. The new framework, which requires no prior knowledge of the network symmetries, is able to predict not
only all the CS states generated in the process of synchronization transition, but also the critical couplings where the CS states are generated and the sequence of the CS states in the transition. The efficacy and efficiency of the framework have been verified by a variety of network models of identical chaotic oscillators, including small-size artificial networks of perfect symmetries, large-size complex networks of distinct community structures, and large-size empirical neural networks. Our studies highlight the importance of eigenvectors in exploring CS in complex networks, and the framework we have proposed provides a powerful tool to the exploration of synchronization patterns in real-world complex systems.
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