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ABSTRACT: In loop quantum gravity, partitioning graph introduces boundaries and entanglement between spin sub-networks, reflecting non-local degrees of freedom and correlation amongst spatial regions. This gives rise to the view of coarse-graining, reducing the degrees of freedom that are unnecessary to be considered. The present work sets coarse-graining in the framework of bulk-boundary relation. We investigates the spin network entanglement, showing that the entanglement is invariant under the coarse-graining at kinematical level. Moreover, we build the transformation between holonomy operators based on finer graph and coarser graph, and reveal the preservation of the coarse-graining method under the evolution generated by the holonomy operator. This leads to a holographical perspective for the entanglement issue in loop quantum gravity.
1 Introduction

Loop Quantum Gravity (LQG) proposes a background independent framework for a theory of quantum general relativity (see [1–4] for reviews), provides a local definition of quantum states of space geometry as spin networks and a canonical description for their dynamics through a Hamiltonian constraint. The geometry of 3d space slices is described by a pair of canonical fields, the (co-)triad and the Ashtekar-Barbero connection. Standard loop quantum gravity approach performs a canonical quantization of the holonomy-flux algebra, of observables smearing the Ashtekar-Barbero connection along 1d curves - holonomies, and the (co-)triad along 2d surfaces - fluxes, and defines quantum states of geometry as polymer structures or graph-like geometries with edges and vertices. Those spin network states represent the excitations of the Ashtekar-Barbero connection as Wilson lines in gauge field theory. On the other hand, geometric observables are raised to quantum operators acting on the Hilbert space spanned by spin networks, leading to the celebrated result of discrete spectra for areas (living along edges) and volumes (living at vertices) [5–7].
So spin networks are the kinematical states of the theory and the game is to describe their dynamics, i.e. their evolution in time generated by the Hamiltonian constraints\(^1\). Evolving spin networks, formalized as spinfoams, describe the four-dimensional quantum space-time at the Planck scale. This quantum space-time is defined without reference to a background classical geometry, with quantum states of geometry are defined up to diffeomorphisms with no reference to any intrinsic coordinate system or background structure. Then concepts in classical geometry, such as distance, area, curvature, become emergent notions, in a continuum limit after suitably coarse-graining Planck scale quantum fluctuations. They can only be reconstructed from the interaction between subsystems, quantified by correlation and entanglement shared between subsystems (see e.g. [23, 24]). This perspective sets the field of quantum information at the heart of research in quantum gravity, with essential roles to play for entanglement, decoherence and quantum localization in probing quantum states of geometries and thinking about the quantum-to-classical transition for the space-time geometry.

In the context of loop quantum gravity, the work investigating the entanglement carried by spin networks states have slowly built since the birth of the theory [25–37], but has definitely sped up in the past few years with the burst of interest in the bulk-to-boundary propagator and bulk-from-boundary reconstruction in the light of holography, see for instance [38–43].

The key function now played by the holographic principle as a guide for quantum gravity has put great emphasis of the role of boundaries. Although holography, inspired from black hole entropy and the AdS/CFT correspondence, can be initially thought as an asymptotic global property, recent researches on local area-entropy relations, holographic entanglement, holographic diamonds and the investigation of quasi-local holography and gravitational edge modes [23, 44–50] for finite boundaries necessarily pushes us to include (spatial) boundaries in the description of quantum geometries, not just as mere classical boundary conditions but as legitimate quantum boundary states. This translates a shift of perspective from a global description of space(-time) as a whole to a quasi-local description where any local bounded region of space(-time) is thought as an open quantum system.

The question — where are the quantum gravity degrees of freedom, could be phrased to be a snapshot for the interlaced issues: the coarse-graining of quantum geometry states from the Planck scale to larger scales, the definition of quantum dynamics consistent with the holographic principle, and the implementation of (discretized) diffeomorphism at quantum level as the fundamental gauge symmetry of the theory (or, in other words, the implementation of a relativity principle for quantum geometry) [51].

In this paper, we would like to discuss the relation between coarse-graining and and
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\(^1\)Although the traditional canonical point of view is to attempt to discretize, regularize and quantize the Hamiltonian constraints [8, 9], this often leads to anomalies. The formalism naturally evolved towards a path integral formulation. The resulting spinfoam models, constructed from (extended) topological quantum field theories (TQFTs) with defects, define transition amplitudes for histories of spin networks [10–13] (see [14–16] for reviews). The formalism then evolves in a third quantization, where so-called “group field theories” define non-perturbative sums over random spin network histories in a similar way than matrix model partition functions define sums over random 2d discrete surfaces [17–19] (see [20–22] for reviews).
holography, and focus on spin network entanglement, i.e. the entanglement between spin sub-networks. Partitioning spin network inevitably introduces boundaries (e.g. Fig.1a), and every spin sub-network is a spin network with nonempty boundary evolving along time (e.g. Fig.1b). On the other hand, we can coarse-grain sub-network into simpler graph-structure, presenting the sub-network with a single vertex and boundary edges (e.g. Fig.1a). The coarse-grained spin network state can be defined based on the coarse-grained graph. We would like to answer the questions: (a) Can we study spin network entanglement from coarse-grained graph? (b) Can we study dynamics of spin network entanglement from the coarse-graining graph if we take evolution into account?

(a) An illustration of the partitioning of the graph in order to coarse-grain the spin network state.
(b) Spin sub-network of right-upper Fig.1a evolves along time.

Figure 1: Coarse-graining and spin network with non-empty boundary.

The answers are positive, at least for the cases that evolution is generated by loop holonomy operator, which can excite spin network entanglement [52]. We will see how to arrive the answers with the method of bulk-boundary maps [43]. We wish this work to take a step forward in the exploration for coarse-graining and holography in quantum gravity.

Section 2 sets up the mathematical definitions of spin network Hilbert spaces, boundary Hilbert spaces and dual boundary Hilbert spaces. The coarse-graining method is defined via gauge transformation and gauge-fixing. The key property is that the coarse-graining preserves the scalar product for dual boundary Hilbert space. Based on it, we formulate the unitarity for dual boundary Hilbert space. Section 3 is dedicated to the analysis of spin network entanglement, i.e. entanglement between spin sub-networks. Our most important result of this part is that spin network entanglement can be coarse-grained, and the spin network entanglement can be exactly described by the entanglement between loopy intertwiners that presents spin sub-network state. Section 4 extends the power of the coarse-graining method for spin network entanglement: we investigate the situation that allows to implement dynamics with loop holonomy operator. The most important results in this part are two-fold: (a) The exact transformation is built between the loop holonomy operators on graph and the corresponding coarse-grained graph. (b) The coarse-graining for spin network entanglement still holds under the dynamics generated by the operator. In a word, not only one can study the spin network entanglement from a simpler graph, but can also
study the dynamics of the spin network entanglement from the simpler graph.

Section 5 applies these general results of coarse-graining for explicit examples, studying entanglement excitation generated by holonomy operator for the sake of looking into the dynamics of spin entanglement. We present examples with one-loop triangle graph and square graph, and a simple two-loop graph.

1.1 Conventions

Here we summarize the conventions used throughout the paper.

- $\Gamma$ generic graph. $\Gamma^o$ the bulk of $\Gamma$. $\partial \Gamma$ the boundary of $\Gamma$. For the cases that two spin networks $\Gamma$ and $\tilde{\Gamma}$ have identical boundary, we usually denote the boundary by $B$, i.e. $B = \partial \Gamma = \partial \tilde{\Gamma}$.

- $\Upsilon$ loopy graph (one vertex plus boundary edges and likely self-loops).

- $\mathcal{H}_\Gamma$ spin network Hilbert space based on $\Gamma$. Relevant notations:
  - $|\psi_\Gamma\rangle$ spin network state. $\psi_\Gamma(\{g_e\})$ spin network wave-function (depending on the holonomies) that corresponds to the $|\psi_\Gamma\rangle$.
  - $|\Psi_{\Gamma,\{j_e,I_e\}}\rangle$ spin network basis state. $\Psi_{\Gamma,\{j_e,I_e\}}(\{g_e\})$ spin network wave-function for the spin network basis state. For alleviation, we usually use $|\Psi_{\Gamma,\{I_e\}}\rangle \equiv |\Psi_{\Gamma,\{j_e,I_e\}}\rangle$ since spin-labels are included in intertwiner-labels.
  - Scalar product for $\mathcal{H}_\Gamma$, e.g. $\langle \phi_\Gamma | \psi_\Gamma \rangle$.

- $\mathcal{H}_{\partial \Gamma}$ boundary Hilbert space for $\partial \Gamma$. Relevant notations:
  - Sometimes we talk about $\mathcal{H}_B$, especially when we do not want to emphasize the bulk $\Gamma$, since there are situations that $B = \partial \Gamma = \partial \tilde{\Gamma}$ but $\Gamma \neq \tilde{\Gamma}$. Note that $\mathcal{H}_B \cong \mathcal{H}_{\partial \Gamma} \cong \mathcal{H}_{\partial \tilde{\Gamma}}$.
  - Scalar product for $\mathcal{H}_B$, e.g. $\langle \phi_B | \psi_B \rangle$, for $|\phi_B\rangle, |\psi_B\rangle \in \mathcal{H}_B$.

- $(\mathcal{H}_{\partial \Gamma})^*$ dual boundary Hilbert space, to $\mathcal{H}_{\partial \Gamma}$. Relevant notations:
  - $|\psi_{\partial \Gamma}(\{g_e\}_{e \in \Gamma^o})\rangle \in \mathcal{H}_\Gamma$ boundary state that is determined by spin network wave-function $\psi_{\Gamma}(\{g_e\}_{e \in \Gamma^o})$. We also usually refer the $|\psi_{\partial \Gamma}(\{g_e\}_{e \in \Gamma^o})\rangle$ to ‘bulk-boundary map’ as a member of dual boundary Hilbert space.
  - Scalar product for $(\mathcal{H}_{\partial \Gamma})^*$, e.g. $\langle \phi_{\partial \Gamma} | \psi_{\partial \Gamma} \rangle$ for bulk-boundary maps based on spin network states $|\phi_{\Gamma}\rangle$ and $|\psi_{\Gamma}\rangle$. Note that the holonomies have been integrated.
  - The dual boundary Hilbert space $(\mathcal{H}_B)^*$ is the direct sum Hilbert space over all $\Gamma$ with $\partial \Gamma = B$, see eq.(2.18).

2 Dual boundary Hilbert space — bulk-boundary maps

We begin with a review for some relevant aspects of the techniques of bulk-boundary maps, focusing particularly on properties of unitarity for dual boundary Hilbert space.
2.1 Spin networks with non-empty boundary

Loop quantum gravity proceeds to a canonical quantization of general relativity (see [2] for detailed lectures, or [53] for a recent overview), describing the evolution of a 3d (space-like) slice in time, thereby generating the four-dimensional space-time. It defines quantum states of geometry and describes their constrained evolution in time. A state of geometry is defined as a wave-function $\psi$ of the Ashtekar-Barbero connection on the canonical hypersurface.

Loop quantum gravity choose cylindrical wave-functions, that depend on the holonomies of that connection along the edges of a graph $\Gamma$. These holonomies are SU(2) group elements, $g_e \in SU(2)$ for each edge $e$ of the graph. And the wave-functions are required to be gauge-invariance under local SU(2) transformations, which act at every vertices of the graph.

For closed 3d spatial slices, without boundary, we consider closed graphs, i.e. without open links. A wave-function $\psi$ on a closed oriented graph $\Gamma$ is a function of one SU(2) group element $g_e$ for each edge $e$, and is assumed to be invariant under the SU(2)-action at each vertex $v$ of the graph:

$$\psi_\Gamma : SU(2) \times E \to \mathbb{C}$$

$$\{g_e\}_{e \in \Gamma} \mapsto \psi(\{g_e\}_{e \in \Gamma}) = \psi(\{h_{t(e)} g_e h_{s(e)}^{-1}\}_{e \in \Gamma}), \quad \forall h_v \in SU(2) \quad (2.1)$$

where $t(e)$ and $s(e)$ respectively refer to the target and source vertices of the edge $e$. We write $E$ and $V$ respectively for the number of edges and vertices of the considered graph $\Gamma$.

The scalar product between such wave-functions is given by the Haar measure on the Lie group SU(2):

$$\langle \psi_\Gamma | \tilde{\psi}_\Gamma \rangle = \int_{SU(2) \times E} \prod_e d g_e \psi(\{g_e\}_{e \in \Gamma}) \overline{\tilde{\psi}(\{g_e\}_{e \in \Gamma})}. \quad (2.2)$$

The Hilbert space of quantum states with support on the closed graph $\Gamma$ is thus realized as a space of square-integrable functions, $\mathcal{H}_\Gamma = L^2(SU(2) \times E / SU(2) \times V)$.

For a 3d slice with boundary, we consider graphs with open links puncturing the slice boundary. Those open links are connected to one vertex of the graph, while their other extremity is left loose. Without loss of generality, we can assume that all those open links are outward oriented, i.e. that their source vertex belongs to the graph, while their target vertex does not. Those open links are referred to as the boundary links. We can use the same definition as above for a closed graph, considering wave-functions of one group element per link, including both the standard links in the interior and the boundary links. The difference is that gauge transformations will only act at the graph vertices and will not act on the open ends.

To proceed, we consider introducing spin networks on a bounded spatial slice and view spin networks as bulk-boundary maps. As advocated in [43], one explicitly partitions the graph set of edges into interior links and boundary links,

$$\Gamma = \Gamma^o \sqcup \partial \Gamma. \quad (2.3)$$

The $\Gamma^o = \Gamma \setminus \partial \Gamma$ is referred to as the bulk or interior of the graph $\Gamma$, and $\partial \Gamma$ is referred to as the boundary or exterior of the graph $\Gamma$. Each boundary edge $e \in \partial \Gamma$ carries a spin
$j_e$ and a vector in the corresponding representation $|j_e, m_e\rangle \in \mathcal{V}_{j_e}$ (for inward oriented $|j_e, m_e\rangle \in \mathcal{V}_{j_e}^\ast$). As explained in [43], the boundary Hilbert space is the tensor product of spin states living on the open links

$$\mathcal{H}_B = \mathcal{H}_{\partial\Gamma} = \bigotimes_{e \in \partial\Gamma} \mathcal{H}_e \quad \text{with} \quad \mathcal{H}_e = \bigoplus_{j_e \in \mathbb{N}} \mathcal{V}_{j_e}, \quad (2.4)$$

$$= \bigoplus_{\{j_e\}} \mathcal{H}_e^{\{j_e\}}_{\partial\Gamma} \quad \text{with} \quad \mathcal{H}_{\partial\Gamma}^{\{j_e\}} = \bigotimes_{e \in \partial\Gamma} \mathcal{V}_{j_e}. \quad (2.5)$$

A spin network wave-function on the graph $\Gamma$ with boundary is still a function of group elements living on bulk edges $e \in \Gamma^o$, but is not anymore valued in the field $\mathbb{C}$ but into the boundary Hilbert space $\mathcal{H}_{\partial\Gamma}$:

$$\psi_T : \text{SU}(2)^{\{e \in \Gamma^o\}} \longrightarrow \mathcal{H}_{\partial\Gamma}, \quad \{g_e\}_{e \in \Gamma^o} \longmapsto \{\psi_{\partial\Gamma}(\{g_e\}_{e \in \Gamma^o})\} \in \mathcal{H}_{\partial\Gamma}. \quad (2.6)$$

That is, a spin network wave-function provides a bulk-boundary map to $\mathcal{H}_{\partial\Gamma}$. We refer the interested reader to [43], and to the recent work [40, 42, 54], for more details on wave-functions for bounded regions and interesting work on typical bulk states.

Let us now briefly review spin network states and notations. A basis of this Hilbert space can be constructed using the spin decomposition of $L^2$ functions on the Lie group SU(2) according to the Peter-Weyl theorem. A spin $j \in \mathbb{N}/2$ defines an irreducible unitary representation of SU(2), with the action of SU(2) group elements realized on a $(2j + 1)$-dimensional Hilbert space $\mathcal{V}_j$. We use the standard orthonormal basis $|j, m\rangle$, labeled by the spin $j$ and the magnetic index $m$ running by integer steps from $-j$ to $+j$, which diagonalizes the SU(2) Casimir $J^2$ and the $u(1)$ generator $J_z$. Group elements $g$ are then represented by the $(2j + 1) \times (2j + 1)$ Wigner matrices $D^j(g)$:

$$D^j_{mm'}(g) = \langle j, m | g | j, m' \rangle, \quad D^j_{m'm}(g) = D^j_{mm'}(g^{-1}). \quad (2.7)$$

These Wigner matrices form an orthogonal basis of $L^2(\text{SU}(2))$:

$$\int_{\text{SU}(2)} dg \, D^j_{ab}(g) \, D^k_{cd}(g) = \frac{\delta_{jk}}{2j + 1} \delta_{ac} \delta_{bd}, \quad \delta(g) = \sum_{j \in \mathbb{N}/2} (2j + 1) \chi_j(g), \quad (2.8)$$

where $\chi_j$ is the spin-$j$ character defined as the trace of the Wigner matrix, $\chi_j(g) = \text{Tr}D^j(g) = \sum_{m = -j}^j \langle j, m | g | j, m \rangle$. Applying this to gauge-invariant wave-functions allows to build the spin network basis states of $\mathcal{H}_\Gamma$, which depend on one spin $j_e$ on each edge and one intertwiner $I_v$ at each vertex:

$$\Psi_{\Gamma,\{j_e, I_v\}}(\{g_e\}_{e \in \Gamma}) = \sum_{m_e^s, m_e^t} \prod_{e} \sqrt{2j_e + 1} \, \langle j_e m_e^s | g_e | j_e m_e^t \rangle \prod_{v} \{ \bigotimes_{e \mid v = s(e)} j_e m_e^s \mid I_v \bigotimes_{e \mid v = t(e)} j_e m_e^t \}. \quad (2.9)$$

As illustrated on fig. 2a, an intertwiner is a SU(2)-invariant state -or singlet- living in the tensor product of the incoming and outgoing spins at the vertex $v$:

$$I_v \in \text{Inv}_{\text{SU}(2)} \left[ \bigotimes_{e \mid v = s(e)} \mathcal{V}_{j_e} \otimes \bigotimes_{e \mid v = t(e)} \mathcal{V}_{j_e} \right]. \quad (2.10)$$
The intertwiners are singlet states, recoupling SU(2) irreducible representations. The simplest cases are bivalent and trivalent intertwiner which are uniquely determined when spins are given, since there is an unique way to recouple two or three spins into a singlet state - null angular momentum. For higher valent vertex, to label a recoupling amongst spins, one needs to choose a channel to recouple them. This amounts to split a higher valent vertex into trivalent vertices and link them via a tree graph (no forming loop), e.g., fig.2b. Once such channel, or tree, is chosen, an intertwiner basis state is defined by the assignment of a spin to each internal link, or intermediate spins. Two different intertwiner basis states that have different intermediate spins (i.e. at least one different intermediate spins) are mutually orthogonal. An generic intertwiner state will then be a arbitrary superposition of those basis states. There are various possible ways to choose a channel to label intertwiner basis states. The unitary map between basis associated to different channels is given by the \{3nj\} spin recoupling symbols.

We will alleviate the notation for intertwiner. An intertwiner \(|\{j_e\}_{e \in v}, I_v^{\{j_e\}_{e \in v}}\rangle\) is labeled by \(\{j_e\}_{e \in v}\), the spins attached, and \(I_v^{\{j_e\}_{e \in v}}\) the internal indices when attached spins \(\{j_e\}_{e \in v}\) are given. For instance, a trivalent intertwiner only needs attached spins \(\{j_1, j_2, j_3\}\) for labeling, while a four-valent intertwiner needs \(\{j_1, j_2, j_3, j_4\}\) for attached spins plus an internal index \(j_{12}\) for recoupled spin of \(V_{j_1} \otimes V_{j_2}\), likewise, for five-valent vertex unfolding in fig.2b, attached spins \(\{j_1, \cdots, j_5\}\) and internal indices \(\{j_{12}, j_{45}\}\) are needed for labeling. For each vertex \(v\), the attached spins are implicitly expressed in internal indices \(I_v^{\{j_e\}_{e \in v}}\), we don’t need to explicitly specify the attached spins, and adopt \(I_v\) simply instead of \(I_v^{\{j_e\}_{e \in v}}\), unless in some necessary cases. Hence from now on, \(|\{j_e\}_{e \in v}, I_v^{\{j_e\}_{e \in v}}\rangle \equiv |I_v\rangle\). Under the alleviation, the scalar product between two spin network basis states on the same graph \(\Gamma\) is then given by the product of the scalar products between their intertwiners:

\[
\langle \Psi^{\Gamma,\{j_e,I_e\}} | \Psi^{\Gamma,\{\tilde{j}_e,\tilde{I}_e\}} \rangle = \prod_v \delta_{j_e, \tilde{j}_e} \prod_v \langle I_v | \tilde{I}_v \rangle = \prod_v \langle I_v | \tilde{I}_v \rangle .
\]  

\((2.11)\)

\(\cdot\)

(a) An five-valent intertwiner \(I_v\) at vertex \(v\).

(b) Unfolding the five-valent intertwiner with trivalent virtual vertices.

**Figure 2:** The notation for a higher valent intertwiner \(I_v\) in terms of virtual spins.

In the next subsection, we build Hilbert space of bulk-boundary maps with scalar product of spin network Hilbert space.
2.2 Scalar product for dual boundary Hilbert space

In principle, it is free to view bulk-boundary maps as spin network wave-functions. This subsection is meant to clarify some details for establishing the Hilbert space of bulk-boundary maps. Especially, we deal with the scalar products of boundary Hilbert space and of bulk Hilbert space separately.

We first clarify the scalar product for boundary Hilbert space $\mathcal{H}_{\partial \Gamma}$ or $\mathcal{H}_B$. Now $\mathcal{H}_{\partial \Gamma}$ is the tensor product of spin states living on the boundary edges. Suppose $\{j_e m_e\}$ basis states for a $\mathcal{V}_{j_e}$, then $\langle j_e m_e | j'_e m'_e \rangle = \delta_{j_e j'_e} \delta_{m_e m'_e}$. We adopt $\langle \ | \ \rangle$ to denote the scalar product for the $\mathcal{H}_B$.

Bulk-boundary maps are considered as linear form living in dual Hilbert space $(\mathcal{H}_{\partial \Gamma})^*$. To see this, consider any boundary state $|\Phi_B\rangle$. The boundary Hilbert space’s scalar product for $|\Phi_B\rangle$ and $|\psi_{\partial \Gamma}(\{g_e\}_{e \in \Gamma^o})\rangle$ defines a distribution on boundary states depending on the group elements, or holonomies,

$$\forall |\Phi_B\rangle \in H_B, \quad \langle \Phi_B | \psi_{\partial \Gamma}(\{g_e\}_{e \in \Gamma^o}) \rangle \in \mathbb{C}. \quad (2.12)$$

One does not need to integrate any bulk holonomies. The complex number is evaluated by assigning every $g_e$. To illustrate, there are three situations:

- **Assume $|\Phi_B\rangle$ does not depend on any holonomies at all.** That is, $|\Phi_B\rangle$ allows for a linear combination in terms of the basis vectors $\mathcal{H}_B$. In that case, the coefficients of the linear combination are complex numbers without dependency of holonomies, thus

$$|\Phi_B\rangle = \bigotimes_{e \in \partial \Gamma} |j_e m_e\rangle, \quad \langle \Phi_B | \psi_{\partial \Gamma}(\{g_e\}_{e \in \Gamma^o}) \rangle \in \mathcal{F}[SU(2)^{e \in \Gamma^o}], \quad (2.13)$$

i.e., the dependency of holonomies are all due to $|\psi_{\partial \Gamma}(\{g_e\}_{e \in \Gamma^o})\rangle$.

- **Assume $|\Phi_B\rangle = |\phi_{\partial \Gamma}(\{g_e\}_{e \in \Gamma^o})\rangle$ is a boundary state that corresponds to another spin network wave-function $\phi_{\Gamma}$ based on the same graph.** Again, the $|\Phi_B\rangle$ allows for a linear combination in terms of the basis vectors $\mathcal{H}_B$. In that case, the linear combination coefficients depend on holonomies, thus

$$|\Phi_B\rangle = |\phi_{\partial \Gamma}(\{g_e\}_{e \in \Gamma^o})\rangle, \quad \langle \phi_{\partial \Gamma}(\{g_e\}_{e \in \Gamma^o}) | \psi_{\partial \Gamma}(\{g_e\}_{e \in \Gamma^o}) \rangle \in \mathcal{F}[SU(2)^{e \in \mathcal{L}}], \quad (2.14)$$

where the $\mathcal{L}$ is the set of loop edges, with less number of holonomies than the number of bulk edges. We will explain this in the next subsection.

- **Assume $|\Phi_B\rangle = |\phi_{\tilde{\partial} \Gamma}(\{g_e\}_{e \in \tilde{\Gamma}^o})\rangle$ is a boundary state that corresponds to spin network wave-function $\phi_{\tilde{\Gamma}}$ based on a different graph $\tilde{\Gamma}$, i.e., $\tilde{\Gamma} \neq \Gamma$.** The number of holonomies is more than the number of $\Gamma^o$ or $\tilde{\Gamma}^o$, i.e.,

$$|\Phi_B\rangle = |\phi_{\tilde{\partial} \Gamma}(\{g_e\}_{e \in \tilde{\Gamma}^o})\rangle, \quad \langle \phi_{\tilde{\partial} \Gamma}(\{g_e\}_{e \in \tilde{\Gamma}^o}) | \psi_{\partial \Gamma}(\{g_e\}_{e \in \Gamma^o}) \rangle \in \mathcal{F}[SU(2)^{e \in \Gamma^o \cup \tilde{\Gamma}^o}], \quad (2.15)$$
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The $|\Phi_B\rangle$ in the first situation is considered as ‘no bulk degree of freedom at all’, while the $|\Phi_B\rangle$ in the second and third situations are considered as carrying bulk degrees of freedom.

Overall, the scalar product for $H_B$ gives a distribution depending on holonomies. We are able to define the scalar product thus to establish the dual boundary Hilbert space $(H_B)^*$ via integration over holonomies. We denote $|\psi_{\partial \Gamma}\rangle$ the member of $(H_B)^*$. A $|\psi_{\partial \Gamma}\rangle$ corresponds to a boundary state $|\psi_{\partial \Gamma}(\{g_e\}_{e \in \Gamma^o})\rangle \in H_{\partial \Gamma}$ depending on holonomies, or equivalently, corresponds to spin network wave-function $\psi_{T}(\{g_e\}_{e \in \Gamma^o})$. For any two $|\phi_{\partial \Gamma}\rangle, |\psi_{\partial \Gamma}\rangle \in (H_B)^*$, the scalar product for the dual boundary Hilbert space $(H_B)^*$ is:

$$
\langle \phi_{\partial \Gamma}|\psi_{\partial \Gamma}\rangle = \begin{cases} 
\int \prod_{e \in \Gamma^o} dg_e \langle \phi_{\partial \Gamma}(\{g_e\}_{e \in \Gamma^o})|\psi_{\partial \Gamma}(\{g_e\}_{e \in \Gamma^o})\rangle, & \Gamma = \tilde{\Gamma}, \\
0, & \partial \Gamma = \partial \tilde{\Gamma}, \quad \Gamma^o \neq \tilde{\Gamma}^o.
\end{cases}
$$

(2.16)

The first equation of eq.(2.16) is equivalent to the scalar product for $H_T$ defined by eq.(2.2)

$$
\langle \phi_{\partial \Gamma}|\psi_{\partial \Gamma}\rangle = \int \prod_{e \in \Gamma^o} dg_e \langle \phi_{\partial \Gamma}(\{g_e\}_{e \in \Gamma^o})|\psi_{\partial \Gamma}(\{g_e\}_{e \in \Gamma^o})\rangle = \int \prod_{e \in \Gamma} dg_e \tilde{\phi}_e(\{g_e\}_{e \in \Gamma}) \psi_T(\{g_e\}_{e \in \Gamma}) = \langle \phi_{\Gamma}|\psi_{T}\rangle.
$$

(2.17)

Note that the integrals for boundary holonomies in the second line are equivalent to the scalar product for $H_{\partial \Gamma}$ in the first line. In fact, it does not matter to add boundary holonomies for the first line since they are boundary unitaries and $\langle jm|g^j g^j m\rangle = \delta_{jj'} \delta_{mn}$. The second equation of eq.(2.16) is due to the graph orthogonality in LQG. Therefore, we define dual boundary Hilbert space $(H_B)^*$ via decomposition

$$(H_B)^* = \bigoplus_{\Gamma|\partial \Gamma = B} (H_{\partial \Gamma})^*.
$$

(2.18)

The normalization of $|\psi_{\partial \Gamma}\rangle$ is expressed as

$$
\langle \psi_{\partial \Gamma}|\psi_{\partial \Gamma}\rangle = \int \prod_{e \in \Gamma^o} dg_e \langle \psi_T(\{g_e\}_{e \in \Gamma^o})|\psi_T(\{g_e\}_{e \in \Gamma^o})\rangle = 1.
$$

(2.19)

Up to now, we have defined the scalar product for dual boundary Hilbert space $(H_B)^*$. Let us close this subsection by summing up the three scalar products:

- The scalar product $\langle \cdot | \cdot \rangle$ for boundary Hilbert space $H_{\partial \Gamma}$ does not integrate bulk holonomies, so insensitive to the bulk’s graph structure.

- The scalar product $\langle \phi_{\Gamma} | \psi_{T}\rangle$ for spin network Hilbert space and scalar product $\langle \phi_{\partial \Gamma} | \psi_{\Gamma}\rangle$ for dual boundary Hilbert space are always equal, i.e.,

$$
\langle \phi_{\Gamma} | \psi_{T}\rangle = \langle \phi_{\partial \Gamma} | \psi_{\Gamma}\rangle.
$$

(2.20)

In principle, the scalar product for $H_{\partial \Gamma}$ can be also defined by the scalar product for $H_{\Gamma}$ by considering boundary holonomies [55]. The advantage with using bulk-boundary maps method is that we analyze the boundary holonomies and bulk holonomies separately. For instance, evaluating $\langle \phi_{\partial \Gamma} | \psi_{\Gamma}\rangle$ requires less number of integrals to holonomies, leading to coarse-graining. Let us explain in more details.
2.3 Coarse-graining via gauge-fixing

This subsection shows how the gauge invariance takes into account the boundary: the gauge invariance of wave-function with respect to bulk gauge transformations leads to covariant gauge transformations on the boundary. This leads to the definition of coarse-graining via gauge-fixing.

Consider local gauge transformations at vertices, which leads to gauge transformation along bulk edges in this way: \( g_e \mapsto h_{t(e)} g_e h_{s(e)}^{-1} \). The boundary state determined by wave-function transformed covariantly via dressing the boundary edges with boundary holonomies \([43]\):

\[
|\psi_{\partial \Gamma}(\{h_{t(e)} g_e h_{s(e)}^{-1}\}_{e \in \Gamma^o})\rangle = \left( \bigotimes_{e \in \partial \Gamma} h_{v(e)}^{e_v} \right) |\psi_{\partial \Gamma}(\{g_e\}_{e \in \Gamma^o})\rangle,
\]

where \( v(e) \) for \( e \in \partial \Gamma \) denotes the vertex to which the boundary edge is attached, and \( \epsilon^e_v = -1 \) is for the outward boundary edge \( v(e) = s(e) \) while \( \epsilon^e_v = 1 \) is for the inward boundary edge \( v(e) = t(e) \).

The gauge-fixing is based on the covariance. Following the earlier work on spin networks \([56]\) and subsequent works \([26, 28, 38, 43, 57–59]\), we choose an arbitrary root vertex \( u \in \Gamma \) and a maximal tree in the bulk graph \( T \subset \Gamma^o \). A tree is a set of edges that never form any cycle (or loop). A maximal tree \( T \) has \( (V - 1) \) edges. Furthermore, for any vertex \( v \in \Gamma \), it defines a unique path of edges \( P[u \rightarrow v] \subset T \) along the tree linking the root vertex \( u \) to the vertex \( v \). This allows to gauge-fix all the group elements along tree edges to the identity, \( g_e \in T \mapsto I \), by choosing gauge transformations \( h_v \) at every vertex but the root vertex as:

\[
h_v = \left( \prod_{\ell \in P[u \rightarrow v]} g_\ell \right)^{-1},
\]

where the product of group elements is taken from right to left over \( g_\ell \) if the edge \( \ell \) is oriented in the same direction than the path \( P[u \rightarrow v] \) and over its inverse \( g_\ell^{-1} \) otherwise. This maps all the group elements on tree edges to the identity, \( h_{t(e)} g_e h_{s(e)}^{-1} = I \) for \( e \in T \). The remaining edges, which do not belong the tree actually correspond to a minimal generating set of loops (or cycles) on the bulk graph \( \Gamma^o \). Indeed, each non-tree edge defines a loop from the root vertex to the edge and back,

\[
\mathcal{L} = \{ e | e \in \Gamma^o \setminus T \}, \quad e \in \mathcal{L} : u \xrightarrow{T} s(e) \xrightarrow{e} t(e) \xrightarrow{T} v_0.
\]

The number of loops is \( L = E^o - V + 1 \) where \( E^o \) is the number of bulk edges. One can show that every cycle on the bulk graph \( \Gamma^o \) can generate from those cycles. For \( e \in \mathcal{L} \), the gauge transformation built above does not map the group element \( g_e \) to the identity anymore but maps it to the holonomy around the corresponding loop,

\[
\forall e \in \mathcal{L}, \quad h_{t(e)} g_e h_{s(e)}^{-1} = \prod_{\ell \in \mathcal{L}_e} g_\ell \equiv G_e.
\]
\[
\sum_{j_6} \{6j\}_{j_6} = \sum_{j_6} \{6j\}_{j_6} \]

(a) The 6j-symbol represents the unitary for the channel transformation.

\[
\sum_{j_6} \{6j\}_{j_6} \]

(b) The 6j-symbol represents the unitary for the channel transformation. The right hand side is equivalent to a loopy spin network in the sense of bulk-boundary map.

Figure 3: Channel transformations for spin networks with tree and loop.

As a consequence, we obtain the gauge-fixed boundary state in line with eq.(2.21)

\[
|\psi_{\partial\Gamma}(\{g_e\}_{e \in \Gamma^v})\rangle = \left( \bigotimes_{e \in \partial\Gamma} h_{v(e)}^{g_e} \right) |\psi_{\partial\Gamma}(\{G_e\}_{e \in \mathcal{L}}, \{\mathbb{I}\}_{e \in \mathcal{T}})\rangle.
\]  

(2.23)

Actually, we can glue boundary edges along the maximal tree \(T\) such that the spin network transforms to a loopy spin network \(\Upsilon\) to which \(L\) of loops are attached, i.e.,

\[ \Upsilon = \partial\Gamma \sqcup \mathcal{L} \sqcup u, \quad \partial\Upsilon = \partial\Gamma, \quad \Upsilon^o = \mathcal{L} \sqcup u. \]  

(2.24)

This is one of definitions for coarse-graining [57]. We can think of the \(|\psi_{\partial\Gamma}(\{G_e\}_{e \in \mathcal{L}}, \{\mathbb{I}\}_{e \in \mathcal{T}})\rangle\) in eq.(2.23) providing an identical bulk-boundary map as a loopy spin network based on \(\Upsilon\).

Moreover, the gauge-fixing allows to implement channel transformation as the examples in Fig.3b.

With the gauge-fixing technique, we can prove below proposition:

**Proposition 2.1.** Let \(\psi_\Gamma\) and \(\phi_\Gamma\) be any two spin networks on same graph \(\Gamma\). The corresponding boundary states are \(|\psi_{\partial\Gamma}(\{g_e\}_{e \in \Gamma^v})\rangle\) and \(|\phi_{\partial\Gamma}(\{g_e\}_{e \in \Gamma^v})\rangle\), respectively. Then the scalar product for boundary Hilbert space is a function depending only on \(L\) of group elements, i.e.,

\[
\langle \psi_{\partial\Gamma}(\{g_e\}_{e \in \Gamma^v})|\phi_{\partial\Gamma}(\{g_e\}_{e \in \Gamma^v}) \rangle = F_{\psi\phi}(G_1, \cdots, G_L).
\]  

(2.25)

Moreover, the function is invariant under conjugation:

\[
F_{\psi\phi}(G_1, \cdots, G_L) = F_{\psi\phi}(h G_1 h^{-1}, \cdots, h G_L h^{-1}), \quad \forall h \in \text{SU}(2).
\]  

(2.26)
Proof. Since spin networks $\psi_\Gamma$ and $\phi_\Gamma$ based on same graph $\Gamma$, we repeat the gauge-fixing implementation for $\psi_\Gamma$ to $\phi_\Gamma$. The gauge-fixing leads to identical boundary holonomies with respect to eq.(2.23). As a consequence, the scalar product for $\mathcal{H}_\partial\Gamma$ depends only on these $L$ of group elements,

$$
\langle \psi_\partial\Gamma(\{g_\epsilon\}_\epsilon\in\Gamma) | \phi_\partial\Gamma(\{g_\epsilon\}_\epsilon\in\Gamma) \rangle = \langle \psi_\partial\Gamma(\{G_\epsilon\}_\epsilon\in\mathcal{L}, \{I\}_\epsilon\in\mathcal{T}) | \phi_\partial\Gamma(\{G_\epsilon\}_\epsilon\in\mathcal{L}, \{I\}_\epsilon\in\mathcal{T}) \rangle = F_{\phi\partial}(G_1, \cdots, G_L),
$$

(2.27)

since for every boundary edges, the boundary holonomies are undone by the scalar product for $\mathcal{H}_\partial\Gamma$: $\langle j_\epsilon m_\epsilon | h^\dagger h | j_\epsilon' m_\epsilon' \rangle = \delta_{j_\epsilon j_\epsilon'} \delta_{m_\epsilon m_\epsilon'}$.

For spin networks $\psi_\Gamma, \phi_\Gamma$ based on different graphs, the boundary holonomies cannot be undone by scalar product $\langle \cdot | \cdot \rangle$. But thanks for graph orthogonality, the scalar product for $(\mathcal{H}_B)^*$ simply vanishes after integrating holonomies.

2.4 Unitary for dual boundary Hilbert space

This subsection is to read the boundary holonomies and channel transformations as unitary maps for $(\mathcal{H}_B)^*$. Thus the coarse-graining is viewed as a consequence of the unitarity of $(\mathcal{H}_B)^*$. It will be useful when comes to entanglement topic.

Following the analysis below eq.(2.23), there exists a loopy spin network state mapping identically as the gauge-fixed spin network state, i.e.

$$
|\psi_\partial\Gamma(\{G_\epsilon\}_\epsilon\in\mathcal{L}, \{I\}_\epsilon\in\mathcal{T})\rangle = |\psi_\partial\Gamma(\{G_\epsilon\}_\epsilon\in\mathcal{L})\rangle.
$$

(2.28)

So eq.(2.27) can be written as

$$
\langle \psi_\partial\Gamma(\{g_\epsilon\}_\epsilon\in\Gamma) | \phi_\partial\Gamma(\{g_\epsilon\}_\epsilon\in\Gamma) \rangle = \langle \psi_\partial\Gamma(\{G_\epsilon\}_\epsilon\in\mathcal{L}) | \phi_\partial\Gamma(\{G_\epsilon\}_\epsilon\in\mathcal{L}) \rangle,
$$

(2.29)

and the scalar product for $(\mathcal{H}_\partial\Gamma)^* \subset (\mathcal{H}_B)^*$,

$$
\langle \psi_\partial\Gamma | \phi_\partial\Gamma \rangle = \int \prod_{\epsilon\in\Gamma} dg_\epsilon \frac{\langle \psi_\partial\Gamma(\{g_\epsilon\}_\epsilon\in\Gamma) | \phi_\partial\Gamma(\{g_\epsilon\}_\epsilon\in\Gamma) \rangle}{\langle \psi_\partial\Gamma(\{G_\epsilon\}_\epsilon\in\mathcal{L}) | \phi_\partial\Gamma(\{G_\epsilon\}_\epsilon\in\mathcal{L}) \rangle} = \int \prod_{\epsilon\in\Gamma} dg_\epsilon \frac{\langle \psi_\partial\Gamma(\{G_\epsilon\}_\epsilon\in\mathcal{L}) | \phi_\partial\Gamma(\{G_\epsilon\}_\epsilon\in\mathcal{L}) \rangle}{\langle \psi_\partial\Gamma(\{G_\epsilon\}_\epsilon\in\mathcal{L}) | \phi_\partial\Gamma(\{G_\epsilon\}_\epsilon\in\mathcal{L}) \rangle} = \langle \psi_\partial\Gamma | \phi_\partial\Gamma \rangle.
$$

(2.30)

From the second equality to the third, only $L$ number of integrals will be taken account, since the rest of integrals are trivial $\int_{SU(2)} dg_\epsilon = 1$.

Notably, the correspondence between $|\psi_\partial\Gamma(\{g_\epsilon\}_\epsilon\in\Gamma)\rangle$ and $|\psi_\partial\Gamma(\{G_\epsilon\}_\epsilon\in\mathcal{L})\rangle$ is one-to-many, since there are many doable implementations for gauge-fixing. But the wanted relation $\langle \psi_\partial\Gamma | \phi_\partial\Gamma \rangle = \langle \psi_\partial\Gamma | \phi_\partial\Gamma \rangle$ is not affected by how to gauge-fix.

Eq.(2.30) sheds light on the unitary maps for $(\mathcal{H}_B)^*$. Given a spin network state, we implement gauge-fix to obtain a loopy spin network state such that the two states provides identical bulk-boundary maps up to boundary holonomies, i.e., from $|\psi_\partial\Gamma\rangle$ to $|\psi_\partial\Gamma\rangle$,

$$
|\psi_\partial\Gamma(\{g_\epsilon\}_\epsilon\in\Gamma)\rangle = \left( \bigotimes_{\epsilon\in\partial\Gamma} \mathcal{H}^\epsilon \right) |\psi_\partial\Gamma(\{G_\epsilon\}_\epsilon\in\mathcal{L})\rangle = \mathcal{G}_B \triangleright |\psi_\partial\Gamma(\{G_\epsilon\}_\epsilon\in\mathcal{T})\rangle,
$$

(2.31)
where $G_B$ denotes the operation of boundary holonomies. The reverse problem, i.e. how to recover $|\psi_{\partial\Gamma}\rangle$ from $|\psi_{\partial\Upsilon}\rangle$ is worth to study, which may appear elsewhere. At present stage, what one should bear in mind is that the reverse procedure is doable and is related to manipulating boundary holonomies.

In the present work, we also consider another type of unitary. The $H_\Upsilon$ is the intertwiner space for loopy vertex, and is defined according to \((2.10),\)

$$H_\Upsilon := \text{Inv}_{SU(2)} \left( \bigotimes_{e \in \partial_\Upsilon} V_{j_e} \otimes \bigotimes_{e \in \partial_\Upsilon} V_{j_e}^* \otimes \bigotimes_{e' \in \mathcal{L}} (V_{j_{e'}} \otimes V_{j_{e'}}^*) \right).$$

Then we denote $U_\Upsilon$ the channel transformation for the loopy intertwiner. $U_\Upsilon$ is just for re-definition of internal labels for the intertwiner (e.g. Fig.3).

For the purpose of studying coarse-graining, we list the two classes of unitaries for the dual boundary Hilbert space $(H_B)^*$:

(a) Boundary holonomies for boundary unitary $G_B : H_B \rightarrow H_B$.

(b) Channel transformation for loopy intertwiner unitary $U_\Upsilon : H_\Upsilon \rightarrow H_\Upsilon$.

Both particular $G_B$ and $U_\Upsilon$ never change the boundary representations, i.e. change the boundary spins. Moreover, they are mutually commutative, i.e., $G_B \circ U_\Upsilon = U_\Upsilon \circ G_B$.

Let us close the subsection by summing up above discussions:

**Proposition 2.2.** Given boundary $B$, a unitary map for the dual boundary Hilbert space $(H_B)^*$ preserves the scalar product

$$\langle \phi_{\partial\Gamma} | \psi_{\partial\Gamma} \rangle = \begin{cases} \langle \phi_{\partial\Upsilon} | \psi_{\partial\Upsilon} \rangle, & \Gamma = \tilde{\Gamma}, \\ 0, & \Gamma \neq \tilde{\Gamma}. \end{cases}$$

We can compose boundary holonomies $G_B : H_B \rightarrow H_B$ and channel transformation $U_\Upsilon : H_\Upsilon \rightarrow H_\Upsilon$ to define the unitary map $U_B : (H_B)^* \rightarrow (H_B)^*$ via $U_B = G_B \circ U_\Upsilon$.

In particular, suppose $|\psi_{\partial\Gamma}(\{g_e\}_{e \in \Gamma^o})\rangle \in (H_{\partial\Gamma})^*$ and $|\psi_{\partial\Upsilon}(\{G_e\}_{e \in \Upsilon^o})\rangle \in (H_{\partial\Upsilon})^*$. Let $\{|\Psi_{\Gamma,I_e}\rangle\}$ be orthonormal basis for $H_{\Gamma}$ and $\{|\Psi_{\Upsilon,I_e}\rangle\}$ be orthonormal basis for $H_{\Upsilon}$. Then according to eq.(2.28), they are related by:

$$|\psi_{\partial\Gamma}(\{g_e\}_{e \in \Gamma^o})\rangle = [U_B]^\dagger |\psi_{\partial\Upsilon}(\{G_e\}_{e \in \Upsilon^o})\rangle,$$

$$|\Psi_{\partial\Gamma,I_e}\rangle(\{g_e\}_{e \in \Gamma^o}) = \sum_{I_{\Upsilon}} [U_B]^{I_{\Upsilon}} |\Psi_{\partial\Upsilon,I_e}\rangle(\{G_e\}_{e \in \Upsilon^o})\rangle.$$

The first line expresses the Schrödinger picture for the unitary, and the second line expresses the Heisenberg picture for the unitary.

We have clarified the unitary for dual boundary Hilbert space. The coarse-graining in this paper is now understood as a particular unitary map for the dual boundary Hilbert space.
3 Spin network entanglement

This section aims to define the spin network entanglement and to present how to study the entanglement under the coarse-graining. The goal is to show that the coarse-graining exactly preserves the spin network entanglement at kinematical level.

3.1 Reduced density matrices on spin network

This subsection is meant to define the spin network entanglement. A graph $\mathcal{G}$ is partitioned by starting from partitioning the set of vertices. The set of vertices $\mathcal{V} = \{v_1, v_2, \cdots\}$ is partitioned into subsets

$$\mathcal{V} = \bigsqcup_{i=1}^{n} \mathcal{V}_i \quad (3.1)$$

such that the vertices of every subset $\mathcal{V}_i$ can be connected by a path. Then every $\mathcal{V}_i$ defines a subgraph $\Gamma_i$ by this way: (i) For the bulk of $\Gamma_i$, i.e. $\Gamma_i^\circ$, the set of vertices is $\mathcal{V}_i$, and the set of bulk edges consists of the edges in $\Gamma$ whose two-end vertices are both in $\mathcal{V}_i$. (ii) For those edges whose two-end vertices are in different subsets, they are split into two piecewise. For instance, suppose an edge $e$ whose $s(e) \in \mathcal{V}_i$, $t(e) \in \mathcal{V}_j$ and $i \neq j$, then $e$ is split into two piecewise $e_i$, $e_j$ such that $e = e_i \sqcup e_j$. (iii) All one-end edges whose source vertex or target vertex belongs to $\mathcal{V}_i$, define the boundary of $\Gamma_i$, i.e. $\partial \Gamma_i$. Therefore, the graph $\Gamma$ is partitioned by

$$\Gamma = \bigsqcup_{i=1}^{n} \Gamma_i, \quad \Gamma_i = \Gamma_i^\circ \sqcup \partial \Gamma_i, \quad \partial \Gamma_i \equiv \mathcal{B}_i. \quad (3.2)$$

Based on the partition, the spin network Hilbert space satisfies the set-relation

$$\mathcal{H}_\Gamma \subset \bigotimes_{i=1}^{n} \mathcal{H}_{\Gamma_i}. \quad (3.3)$$

Every $\mathcal{H}_{\Gamma_1}$ is the spin sub-network Hilbert space based on the corresponding $\Gamma_i$. Here the $\subset$ sign is due to the spin-matching constraint imposed amongst $\mathcal{H}_{\partial \Gamma_i}$.

Above definition can be viewed as a generalization for the particular situation that vertices are partitioned into sole vertex, i.e. every sole vertex and its attached edges make up a sub-graph with sole vertex,

$$\mathcal{H}_\Gamma = \bigoplus_{\{j_e\}_{e \in \Gamma} \subset \mathcal{V}} \mathcal{H}_{\{j_e\}_{e \in \Gamma}} \subset \bigotimes_{v \in \Gamma} \mathcal{H}_v, \quad (3.4)$$

where the vertex Hilbert spaces are defined as

$$\mathcal{H}_{\{j_e\}_{e \in \Gamma}} = \text{Inv}_{SU(2)} \left[ \bigotimes_{e | v = s(e)} \mathcal{V}_{j_e} \otimes \bigotimes_{e | v = t(e)} \mathcal{V}_{j_e}^* \right] \quad \text{and} \quad \mathcal{H}_v = \bigoplus_{\{j_e\}_{e \in \varnothing}} \mathcal{H}_{\{j_e\}_{e \in \varnothing}}. \quad (3.5)$$

Here the $\subset$ sign is due to the spin-matching constraint imposed amongst every bulk edge.

Spin-matching constraint introduces entanglement between the vertices or sub-networks to which it connects. The entanglement is introduced by spin-superposition. As done in [36, 52], a strategy is to consider spin networks as states in the larger Hilbert space $\bigotimes_{v \in \Gamma} \mathcal{H}_v$.
of tensor products of intertwiners without imposing the spin matching constraints along the
bulk edges $e \in \Gamma^0$. The advantage with this starting point is that we are directly looking at
correlations and entanglement between SU(2)-gauge invariant excitations -the intertwiners-
and that we do not have to worry about gauge breaking and correlations between non-gauge
invariant observables (see e.g. [23, 27, 36] for a discussion on this issue).

The present work will follow the strategy, and generalize the partition from $\bigotimes_{v \in \Gamma} \mathcal{H}_v$
to $\bigotimes_{i=1}^n \mathcal{H}_{\Gamma_i}$, i.e. from vertices to sub-networks.

To define the entanglement between sub-networks, we start from entanglement between
vertices. A generic spin network state can be decomposed as a superposition over spin
network basis states:

$$|\psi_{\Gamma}\rangle = \sum_{\{I_v\}} C_{\Gamma}(\{I_v\}) \bigotimes_{v \in \Gamma} |\Psi_{v,I_v}\rangle,$$

where

$$|\Psi_{v,I_v}\rangle = \bigotimes_{v \in \Gamma} |\Psi_{v,I_v}\rangle. \quad (3.6)$$

Here the intertwiner basis state $|\Psi_{v,I_v}\rangle \in \mathcal{H}_v$ have definite spins and intertwiner, with spins
and internal intertwiner indices packaged in the labels $I_v$. Then the coefficients $C_{\Gamma}(\{I_v\})$
for a general state allows for superpositions of both spins and intertwiners, thus leading to
correlation between intertwiner states located at different vertices.

Since spin network basis states can be factorized as the tensor product of intertwiner
basis state $|\Psi_{v,I_v}\rangle \in \mathcal{H}_v$, we can group up the intertwiner basis states within every sub-
network, which defines a factorization for spin network basis state $|\Psi_{\Gamma,\{I_v\}}\rangle \in \mathcal{H}_\Gamma$
with respect to spin sub-networks basis states $|\Psi_{\Gamma_i,\{I_v\}_v \in \Gamma_i}\rangle \in \mathcal{H}_{\Gamma_i}$

$$|\Psi_{\Gamma,\{I_v\}}\rangle = \bigotimes_{i=1}^n |\Psi_{\Gamma_i,\{I_v\}_v \in \Gamma_i}\rangle, \quad \text{where} \quad |\Psi_{\Gamma_i,\{I_v\}_v \in \Gamma_i}\rangle = \bigotimes_{v \in \Gamma_i} |\Psi_{v,I_v}\rangle. \quad (3.7)$$

It allows to re-group the coefficients $C_{\Gamma}(\{I_v\}) = C_{\Gamma}(\{I_{i,v}\}_{v \in \Gamma_i})$ where every square bracket $[,]$, is adopted to cluster the vertices belonging to respect $\Gamma_i$. In this way, the eq.(3.6) can be also written as

$$|\psi_{\Gamma}\rangle = \sum_{\{I_v\}_v \in \Gamma_i} C_{\Gamma}(\{I_{i,v}\}_{v \in \Gamma_i}) \bigotimes_{i=1}^n |\Psi_{\Gamma_i,\{I_v\}_v \in \Gamma_i}\rangle. \quad (3.8)$$

The entanglement of $|\psi_{\Gamma}\rangle$ between sub-graphs is encoded into the unfactorizability with
respect to $\bigotimes_{i=1}^n \mathcal{H}_{\Gamma_i}$, which can be studied via the formalism of density matrix.

Given any pure spin network state $|\psi_{\Gamma}\rangle$, it corresponds to pure density matrix $\rho_{\Gamma}[\psi] =
|\psi_{\Gamma}\rangle \langle \psi_{\Gamma}|$. It is straightforward to generalize the following procedure to the cases of mixed
density matrix $\rho_{\Gamma}$, since any mixed density matrix allows decomposition $\rho = \sum_k W_k |\psi_k\rangle \langle \psi_k|$. The reduced density matrix for sub-network $\Gamma_i$ is defined via partial trace over the complementary:

$$\rho_{\Gamma_i}[\psi] = \text{Tr}_{\mathcal{H}_{\Gamma \setminus \Gamma_i}} \rho_{\Gamma}[\psi] \quad \in \text{End} \left[\mathcal{H}_{\Gamma_i}\right], \quad \Gamma \setminus \Gamma_i = \bigcup_{j \neq i} \Gamma_j. \quad (3.9)$$

The partial trace is implemented by choosing an orthonormal basis for $\mathcal{H}_{\Gamma \setminus \Gamma_i}$,

$$|\Psi_{\Gamma \setminus \Gamma_i,\{I_v\}_{v \notin \Gamma_i}}\rangle = \bigotimes_{j \neq i} |\Psi_{\Gamma_j,\{I_v\}_v \in \Gamma_j}\rangle, \quad \text{where} \quad |\Psi_{\Gamma_j,\{I_v\}_v \in \Gamma_j}\rangle = \bigotimes_{v \in \Gamma_j} |\Psi_{v,I_v}\rangle. \quad (3.10)$$
therefore, eq.(3.9) can be expressed by

\[ \rho_{\Gamma_i}[\psi] = \sum_{\{I_v\}_{v \in \Gamma_i}} \langle \Psi_{\Gamma \setminus \Gamma_i}, \{I_v\}_{v \in \Gamma_i} | \rho_{\Gamma}[\psi] | \Psi_{\Gamma \setminus \Gamma_i}, \{I_v\}_{v \in \Gamma_i} \rangle \in \text{End}\left[ \mathcal{H}_{\Gamma_i} \right]. \quad (3.11) \]

According to eq.(3.8), the scalar product \( \langle \Psi_{\Gamma \setminus \Gamma_i}, \{I_v\}_{v \in \Gamma_i} | \psi_T \rangle \) is presented by

\[ \langle \Psi_{\Gamma \setminus \Gamma_i}, \{I_v\}_{v \in \Gamma_i} | \psi_T \rangle = \sum_{\{I_v\}_{v \in \Gamma_i}} \sum_{\{I_v\}_{v' \notin \Gamma_i}} C_T(\{I_v\}_{v \in \Gamma_i}, \{I_v\}_{v' \notin \Gamma_i}) \langle \Psi_{\Gamma \setminus \Gamma_i}, \{I_v\}_{v \in \Gamma_i} \rangle \otimes | \Psi_{\Gamma \setminus \Gamma_i}, \{I_v\}_{v' \notin \Gamma_i} \rangle, \quad (3.12) \]

\[ \langle \Psi_{\Gamma \setminus \Gamma_i}, \{I_v\}_{v' \notin \Gamma_i} | \psi_T \rangle = \sum_{\{I_v\}_{v \in \Gamma_i}} \sum_{\{I_v\}_{v' \notin \Gamma_i}} C_T(\{I_v\}_{v \in \Gamma_i}, \{I_v\}_{v' \notin \Gamma_i}) | \Psi_{\Gamma \setminus \Gamma_i}, \{I_v\}_{v \in \Gamma_i} \rangle \otimes \langle \Psi_{\Gamma \setminus \Gamma_i}, \{I_v\}_{v' \notin \Gamma_i} \rangle, \quad (3.13) \]

thus the reduced density \( \rho_{\Gamma_i}[\psi] \) in eq.(3.11) is expressed by

\[ \rho_{\Gamma_i}[\psi] = \sum_{\{I_v\}_{v \in \Gamma_i}} \sum_{\{I_v\}_{v' \notin \Gamma_i}} C_T(\{I_v\}_{v \in \Gamma_i}, \{I_v\}_{v' \notin \Gamma_i}) \langle \Psi_{\Gamma \setminus \Gamma_i}, \{I_v\}_{v \in \Gamma_i} \rangle \otimes \langle \Psi_{\Gamma \setminus \Gamma_i}, \{I_v\}_{v' \notin \Gamma_i} \rangle \]

The reduced density matrix \( \rho_{\Gamma_i}[\psi] \) encodes the information about intertwiners located in \( \Gamma_i \), so the spin network entanglement is related to the intertwiner entanglement [36]. In other words, the entanglement between spin sub-networks amounts to being entanglement between these ‘cluster-intertwiner’.

So far we have discussed the entanglement structure of spin networks, and the definition of reduced density matrices for spin sub-networks. The next subsection is to apply coarse-graining for the spin network entanglement.

### 3.2 Entanglement coarse-graining

In this part, we investigate the coarse-graining for spin network entanglement. Suppose that \( \Gamma \) is partitioned into \( \Gamma = \bigsqcup_{i=1}^{n} \Gamma_i \). We will show that the entanglement between these sub-graphs \( \{\Gamma_i\}_{i=1}^{n} \), can be reflected in coarse-grained graph \( \Gamma_{(R)} \) made up by loopy graphs \( \{\Upsilon_i\}_{i=1}^{n} \).

Let us apply the viewpoint of dual boundary Hilbert space for this goal. Any partition, needless to say, introduces boundaries. The dual boundary Hilbert spaces inherit the entanglement structure eq.(3.3)

\[ \left( \mathcal{H}_{\partial \Gamma} \right)^* \subset \bigotimes_{i=1}^{n} \left( \mathcal{H}_{\partial \Gamma_i} \right)^* . \quad (3.15) \]

Here every \( \left( \mathcal{H}_{\partial \Gamma_i} \right)^* \) is the dual boundary Hilbert space associative with spin sub-network \( \Gamma_i \). As the correspondence between \( | \psi_{\partial \Gamma} \rangle \in \left( \mathcal{H}_{\partial \Gamma} \right)^* \) and \( | \psi_T \rangle \in \mathcal{H}_\Gamma \), the density matrix \( \rho_{\partial \Gamma} \in \text{End}\left[ \left( \mathcal{H}_{\partial \Gamma} \right)^* \right] \) corresponds to \( \rho_{\Gamma} \in \text{End}\left[ \mathcal{H}_\Gamma \right] \) in same way. Due to eq.(2.20), the information they contain is identical. The next step is to check that the scalar product for \( \mathcal{H}_{\Gamma_i} \) and the scalar product for \( \left( \mathcal{H}_{\partial \Gamma_i} \right)^* \) are equivalent with respect to partial trace. This is again expected due to eq.(2.20), but notice the subtlety

\[ \mathcal{H}_{\Gamma_i} \ni \langle \Psi_{\Gamma \setminus \Gamma_i}, \{I_v\}_{v \in \Gamma_i} | \psi_T \rangle \overset{!}{=} \mathcal{G}_R \ni \langle \Psi_{\partial (\Gamma \setminus \Gamma_i)}, \{I_v\}_{v \in \Gamma_i} | \psi_{\partial \Gamma} \rangle \in \left( \mathcal{H}_{\partial \Gamma_i} \right)^*. \quad (3.16) \]
The left hand side is computed from the spin network Hilbert space that does not care the boundary holonomies, and right hand side is computed from the dual boundary Hilbert space keeping the $\mathcal{G}_{R_i}$. Here sign \(=\) is adopted to indicate the equivalence but also to notice the slight subtlety.

Of course, the subtlety can be also understood from spin network wave-function: the holonomy is split in terms of group multiplication when the edge is cut, then partial trace removes one piecewise holonomy with integration. So $\mathcal{H}_\Gamma$ and $(\mathcal{H}_{\partial R})^*$ perspectives are entirely equivalent.

The boundary holonomies do not affect the scalar product for $(\mathcal{H}_{\partial R_i})^*$, thus they do not change the Schmidt eigenvalues of the reduced density matrix. Indeed, from the viewpoint of subsection 2.4, the $\mathcal{G}_{R_i}$ should be understood as a unitary for $(\mathcal{H}_{\partial R_i})^*$ for whole sub-network $\Gamma_i$, i.e. $\mathcal{G}_{R_i}$ is a local unitary with respect to $\Gamma_i$. Therefore, $\mathcal{G}_{R_i}$ can not affect the entanglement between spin sub-networks.

**Proposition 3.1.** Let $\rho_\Gamma \in \text{End}[\mathcal{H}_\Gamma]$ be the density matrix for spin network Hilbert space $\mathcal{H}_\Gamma$, which allows decomposition $\rho_\Gamma = \sum_k W_k |\psi^{(k)}_\Gamma\rangle\langle\psi^{(k)}_\Gamma|$. Since every $|\psi^{(k)}_\Gamma\rangle$ offers a bulk-boundary map $|\psi^{(k)}_{\partial R}\rangle$, then in the dual boundary Hilbert space $(\mathcal{H}_{\partial R})^*$, the corresponding density matrix is $\rho_{\partial R^*} = \sum_k W_k |\psi^{(k)}_{\partial R}\rangle\langle\psi^{(k)}_{\partial R}| \in \text{End}[\mathcal{H}_{\partial R})^*]$. The density matrices $\rho_\Gamma$ and $\rho_{\partial R^*}$ encode identical entanglement between spin sub-networks.

In fact, any bulk-boundary map for $\partial \Gamma$ can be expressed by ‘gluing’ $\bigcup$ bulk-boundary maps associative with $\Gamma_i$,

$$|\psi_{\partial R}(\{g_e\}_{e\in\partial \Gamma})\rangle = \sum_{\{I_e\}_{e\in\partial \Gamma}} C_\Gamma(\{\{I_e\}_{e\in\Gamma_i}\}) \bigcup_{i=1}^n \mathcal{G}_{\partial R_i} \triangleright |\psi_{\partial R_i}(\{I_e\}_{e\in\Gamma_i}, \{g_e\}_{e\in\Gamma_i})\rangle. \quad (3.17)$$

Here notation $\bigcup$ means gluing the sub-networks with boundary holonomies $\mathcal{G}_{\partial R_i}$ along the interfacing edges. This is how we acquire a boundary state from a spin network state: every vertex and its edges make up a simplest open spin network, then bulk holonomies glue these vertices together, the rest of open edges make up the boundary Hilbert space. In this sense, spin network wave-function is referred to coarse-grainer. We refer the interested reader to [55] for the gluing operation for time boundaries.

The advantage with the viewpoint of dual boundary Hilbert is that we are able to coarse-grain sub-networks. To see this, let us revisit partial trace eq.(3.11) which requires to compute eq.(3.13), but this time we compute it based on eq.(3.17). Now, for any spin sub-network, the scalar product can be computed via eq.(2.33), i.e.,

$$\langle \phi_{\partial R}, |\psi_{\partial R_i}\rangle \rangle = \langle \phi_{\partial R_i}, |\psi_{\partial R_i}\rangle \rangle = \langle \phi_{\partial R_i}, |\psi_{\partial R_i}\rangle \rangle. \quad (3.18)$$

where the left side is computed from spin sub-network Hilbert space $\mathcal{H}_{\partial R_i}$, middle from dual boundary Hilbert space $(\mathcal{H}_{\partial R_i})^*$, and right side from loopy dual boundary Hilbert space $(\mathcal{H}_{\partial R_i})^*$. Following the analysis, we coarse-grain spin sub-networks into loopy spin networks via gauge-fixing. Given graph $\Gamma$ and partition $\Gamma = \bigcup_{i=1}^n \Gamma_i$, the coarse-grained graph $\Gamma_{(R)}$ is...
obtained via gauge-fixing every \( \Gamma_i \) to make every \( \Gamma_i \) a loopy spin network \( \Upsilon_i \), then glue \( \Upsilon_i \) back and acquire the coarse-grained graph (e.g. Fig.4)

\[
\Gamma_{(R)} = \bigcup_{i=1}^{n} \Upsilon_i.
\] (3.19)

The coarse-grained graph preserves the entanglement between spin sub-networks. Indeed, one can understand the entanglement preservation from the perspective of Proposition 2.2: gauge-fixing \( \Gamma_i \) amounts to implementing a local unitary transformation with respect to \( (\mathcal{H}_{\mathcal{B}_i})^* \). In general, in Heisenberg picture,

\[
|\Psi_{\partial \Upsilon, (I_u)}(\{g_e\}_{e \in \Gamma^o})\rangle = \sum_{\{I_{u_i}\}} \left( \prod_{i=1}^{n} \left[ \mathcal{U}_{\Upsilon_i} \right]^{I_{u_i}} \right) \circ \mathcal{G}_{\mathcal{B}_i} \triangleright |\Psi_{\partial \Upsilon, (I_{u_i})}(\{g_e\}_{e \in \Gamma^o})\rangle
\]

\[
= \sum_{\{I_{u_i}\}} \prod_{i=1}^{n} \left[ \mathcal{U}_{\Upsilon_i} \right]^{I_{u_i}} \circ \left( \bigcup_{i=1}^{n} \mathcal{G}_{\mathcal{B}_i} \triangleright |\Psi_{\partial \Upsilon, (I_{u_i})}(\{g_e\}_{e \in \Gamma^o})\rangle \right).
\] (3.20)

Here every \( \mathcal{U}_{\Upsilon_i} \) represents channel transformation for loopy intertwiner in \( \mathcal{H}_{\Upsilon_i} \), and every \( \mathcal{G}_{\mathcal{B}_i} \) represents boundary holonomies for \( \mathcal{H}_{\mathcal{B}_i} \). They do not change the boundary spins, thus all spin-matching constraints hold. Every \( \mathcal{U}_{\Upsilon_i} \) and \( \mathcal{G}_{\mathcal{B}_i} \) are local unitary for respect \( (\mathcal{H}_{\mathcal{B}_i})^* \) so we factorize \( \mathcal{U}_{\Upsilon_i} \) and keep \( \mathcal{G}_{\mathcal{B}_i} \) in gluing operation. Notably, boundary holonomies on \( \mathcal{B}_i \) never change the scalar products for \( \mathcal{H}_{\mathcal{B}_i} \) and \( (\mathcal{H}_{\mathcal{B}_i})^* \). We then have transformation between density matrices:

\[
\rho_{\partial \Gamma^o} = \mathcal{U}_{\mathcal{B}_i}^\dagger \cdots \mathcal{U}_{\mathcal{B}_n}^\dagger \mathcal{U}_{\mathcal{B}_n} \cdots \mathcal{U}_{\mathcal{B}_1} \cdot
\] (3.21)

Again, every \( \mathcal{U}_{\mathcal{B}_i} \) is to be interpreted as a local unitary transformations with respect to \( (\mathcal{H}_{\mathcal{B}_i})^* \). Therefore, the \( \rho_{\partial \Gamma} \) and \( \rho_{\partial \Gamma_{(R)}} \) carry equal spin network entanglement with respect to the partition, since any entanglement measure is required to be invariant under local unitary transformations [60, 61].

**Result 3.2.** Let \( \mathcal{E} \) be any entanglement measure. Given a partition \( \Gamma = \bigsqcup_{i=1}^{n} \Gamma_i \). Let \( \Gamma_{(R)} = \bigsqcup_{i=1}^{n} \Upsilon_i \) be the coarse-grained graph for \( \Gamma \) where \( \Upsilon_i \) are loopy graphs for respect \( \Gamma_i \). For any spin network state based on the \( \Gamma \), the corresponding coarse-grained state based on the \( \Gamma_{(R)} \) is defined via gauge-fixing. Then for density matrix \( \rho_{\partial \Gamma} \) and the corresponding density matrix \( \rho_{\partial \Gamma_{(R)}} \) for the coarse-grained state, the reduced density matrices \( \rho_{\partial \Gamma}^\dagger \) and \( \rho_{\partial \Gamma_{(R)}}^\dagger \) are related by

\[
\rho_{\partial \Gamma_{(R)}}^\dagger = \mathcal{U}_{\mathcal{B}_i}^\dagger \rho_{\partial \Gamma}^\dagger \mathcal{U}_{\mathcal{B}_i}.
\] (3.22)

Here \( \mathcal{U}_{\mathcal{B}_i} \) is unitary for \( (\mathcal{H}_{\mathcal{B}_i})^* \). Moreover, \( \rho_{\partial \Gamma} \) and \( \rho_{\partial \Gamma_{(R)}} \) carry equal spin network entanglement,

\[
\mathcal{E}[\rho_{\partial \Gamma}] = \mathcal{E}[\rho_{\partial \Gamma_{(R)}}].
\] (3.23)

Due to the Proposition 3.1, \( \mathcal{E}[\rho_{\Gamma}] = \mathcal{E}[\rho_{\Gamma_{(R)}}] \).

At the end of the day, we have shown that spin network entanglement allows to be coarse-grained, thus one can study the entanglement by studying (loopy) intertwiner entanglement on coarser graph.
4 Dynamics of entanglement coarse-graining: loop holonomy operators

So far we have shown the coarse-graining of spin network entanglement at kinematical level. In this section, we investigate how the coarse-graining method can be extended to dynamical level. Suppose $\rho_t$’s evolution and the dynamics of spin network entanglement, how to study the entanglement dynamics from coarse-grained graph $\Gamma(R)$? We consider evolution generated by loop holonomy operator, and we show that the dynamics of spin network entanglement based on the $\Gamma$ is exactly reflected in the dynamics of spin network entanglement based on the coarse-grained graph $\Gamma(R)$.

4.1 Loop holonomy operator

The dynamics of spin network states implement the flow generated by the Hamiltonian constraints on the embedded geometry of the canonical hypersurface. At the quantum level, the Hamiltonian constraint operators involve the holonomy operator and geometric observables, such as areas and volumes. The holonomy operator is analogous to the Wilson-loop in QCD. It corresponds to the quantization of the curvature in the polymer quantization scheme used in loop quantum gravity, where one does not access to point-like excitations, but only to gauge-invariant observables smeared along 1d structures. It is a non-local operator that excites non-local correlation and entanglement [52].

Let us analyze the action of the holonomy operator on spin network basis states, along the lines of [62, 63], or [52] for a recent work. Let us look at the holonomy operator with spin-$\ell$ acting on a single edge $e$. This operator takes the tensor product of the spin-$\ell$ with the spin-$k_e$ carried by the edge, and its action can be expressed in terms of Clebsch-Gordan coefficients decomposing this tensor product $\ell \otimes k_e$ into irreducible representations, i.e. $V_\ell \otimes V_{k_e} = \bigoplus_{K_e=-k_e-\ell}^{k_e+\ell} V_{K_e}$. Indeed the Wigner matrices for the SU(2) group element $g_e$ carrying the holonomy along the edge $e$ satisfies the following algebraic relations:

$$\hat{D}_{a_e,b_e}^{\ell} \left( D_{m_e,n_e}^{k_e}(g_e) \right) = D_{a_e,b_e}^{\ell} (g_e) \ D_{m_e,n_e}^{k_e}(g_e);$$

$$= \sum_{K_e=|k_e-\ell|}^{k_e+\ell} \sum_{M_e,N_e=-K_e}^{K_e} (-1)^{M_e-N_e} (2K_e+1)
\times \left( \begin{array}{ccc} \ell & k_e & K_e \\ a_e & m_e - M_e & b_e \\ \ell & k_e & K_e \\ a_e & m_e - M_e & b_e \end{array} \right) D_{M_eN_e}^{K_e} (g_e),$$

(4.2)
where the recoupled spin-$K_e$ is bounded by the triangular inequalities $|k_e - \ell| \leq K_e \leq k_e + \ell$.

The holonomy operator along a single edge spoils the gauge invariance. In order to produce a gauge-invariant holonomy operator, one must consider a closed loop on the graph $\Gamma$ underlying the spin network state. Consider a loop $W \subset \Gamma$ with $n$ edges, and assume the simplifying condition that it does not go through a vertex more than that once. The oriented loop $W$ can be described as the path $W[v_1 \overset{e_1}{\rightarrow} \cdots \overset{e_{n-1}}{\rightarrow} v_p \overset{e_n}{\rightarrow} v_1]$ such that the edge $e_\alpha$ links the vertices $v_\alpha$ to $v_{\alpha+1}$, with $\alpha = 1, \ldots, p$ and the implicit convention $p+1 \equiv 1$. The loop holonomy operator is defined as a multiplicative operator on the wave-functions:

$$(\hat{\chi}_\ell \triangleright W \psi_W)(\{g_e\}_{e \in \Gamma}) = \chi_\ell(G_W)\psi_W(\{g_e\}_{e \in \Gamma}), \quad \text{with } G_W = \prod_{e_a \in W} g_{e_a}, \quad (4.3)$$

where $\chi_\ell(g) = \text{Tr}D^\ell(g)$ is the character of the spin-$\ell$ representation. We take the inverse of a group element if the edge is oriented in the opposite direction than the loop. Since the factor $\chi_\ell(G_W)$ is gauge invariant function, the resulting wave-function is still gauge-invariant. Thus the map $(\hat{\chi}_\ell \triangleright W)$ acts legitimately on the Hilbert space $H_\Gamma$ and we can write its action on the spin network basis:

$$\hat{\chi}_\ell \triangleright W |\Psi_{\Gamma,\{I_e\}}\rangle = \sum_{\{I_e\}} \left[ Z(\Gamma)_{\chi_\ell \triangleright W} \right]^{\{I'_e\}}_{\{I_e\}} |\Psi_{\Gamma,\{I_e\}}\rangle, \quad (4.4)$$

where the matrix elements $Z(\Gamma)_{\chi_\ell \triangleright W}$ are given by the following integrals:

$$\left[ Z(\Gamma)_{\chi_\ell \triangleright W} \right]^{\{I'_e\}}_{\{I_e\}} = \int \prod_{e \in \Gamma} dg_e \Psi_{\Gamma,\{I'_e\}}(\{g_e\}_{e \in \Gamma}) \chi_\ell(G_W)\Psi_{\Gamma,\{I_e\}}(\{g_e\}_{e \in \Gamma}). \quad (4.5)$$

This matrix $Z(\Gamma)_{\chi_\ell \triangleright W}$ satisfies a composition rule:

$$\sum_{\{I'_e\}} \left[ Z(\Gamma)_{\chi_{\ell_1} \triangleright W} \right]^{\{I'_e\}}_{\{I'_e\}} \left[ Z(\Gamma)_{\chi_{\ell_2} \triangleright W} \right]^{\{I'_e\}}_{\{I'_e\}} = \sum_{s=|\ell_1-\ell_2|}^{\ell_1+\ell_2} \left[ Z(\Gamma)_{\chi_s \triangleright W} \right]^{\{I'_e\}}_{\{I'_e\}} = \left[ Z(\Gamma)_{\chi_{\ell_1} \cdot \chi_{\ell_2} \triangleright W} \right]^{\{I'_e\}}_{\{I'_e\}}, \quad (4.6)$$

which is inherited from the character recoupling formula $\chi_{\ell_1} \cdot \chi_{\ell_2} = \sum_{s=|\ell_1-\ell_2|}^{\ell_1+\ell_2} \chi_s$. An interesting fact to keep in mind is that the matrices $Z(\Gamma)_{\chi_{\ell_1} \triangleright W}$ and $Z(\Gamma)_{\chi_{\ell_2} \triangleright W}$ commute with each other with arbitrary spins $\ell_1$ and $\ell_2$.

The transition matrix $Z$ can be expressed in terms of the $\{6j\}$ symbols of spin recoupling, where every $6j$-symbol associates with a corresponding vertex along the loop $W$, and is expressed in terms of spins along the loop and the bouquet spin, as illustrated on fig.5. The following lemma gives the expression for the matrix $Z$ [52].

**Lemma 4.1.** Given an oriented loop $W[v_1 \overset{e_1}{\rightarrow} \cdots \overset{e_{n-1}}{\rightarrow} v_p \overset{e_n}{\rightarrow} v_1]$ on the graph $\Gamma$, the loop holonomy operator $\hat{\chi}_\ell \triangleright W$ acts on the spin network basis, labeled by the spins $k_\alpha$ on the loop
For a vertex $v_\alpha$ living along the $W$, the bouquet spin-$j_\alpha$ is the recoupled spin of those spins that are not living along the $W$.

edges and the bouquet spins $j_\alpha$ on the loop vertices, by following transition matrix:

$$
\left[ Z(\Gamma)_{\chi^\ell \triangleright W} \right]_{\{J_\alpha,K_\alpha\}}^{\{j_\alpha,k_\alpha\}} = (-1)^{\sum_{\alpha=1}^p (j_\alpha + k_\alpha + \ell)} \prod_{\alpha=1}^p \sqrt{(2K_\alpha + 1)(2k_\alpha + 1)} \delta_{J_\alpha j_\alpha} \times \prod_{\alpha=1}^p \left\{ j_\alpha \ K_\alpha \ K_{\alpha-1} \ \ell \ \ k_{\alpha-1} \ k_\alpha \right\}.
$$

The $\delta_{J_\alpha j_\alpha}$ is because loop holonomy operator does not change the bouquet spins.

The next question is to relate the action on $\Gamma$ to the action on $\Gamma_{(R)}$.

### 4.2 Coarse-graining of loop holonomy operator

One of the goals of this part is to show that the action of loop holonomy operator on a graph can be exactly mapped to the action on its coarse-grained graph. We present the transformation rule for the two actions. Based on that, we show that the dynamics of spin network entanglement can be exactly studied from the coarse-grained graph.

Coarse-graining the loop $W$ is done by keeping the edges that are not coarse-grained, then by gluing them into loop to be referred to $W_{(R)}$, e.g. Fig.6.

Two trivial situations are not to be considered: (i) $W$ is completely isolated in certain $\Gamma_i$. (ii) Trivial coarse-graining $W_{(R)} = W$.

According to Lemma 4.1, the evolution on these loopy spin sub-networks $\{\Gamma_i\}$ is determined by the bouquet spins and the spins on the loop edges. So the transition matrix $Z$ can be obtained from studying the type of particular graphs that the bouquet spins are represented by boundary spins, such as Fig.6.

Now consider two evolutions: (a) Evolution $|\psi_T\rangle \rightarrow |\psi_T(t)\rangle$ generated by loop holonomy operator acting on $W \subset \Gamma$. (b) Evolution $|\psi_{T(R)}\rangle \rightarrow |\psi_{T(R)}(t)\rangle$ generated by loop holonomy operator action on $W_{(R)} \subset \Gamma_{(R)}$. Then we arrive the following result:

**Result 4.2.** Suppose the oriented loop $W[v_1 \xrightarrow{e_1} \cdots \xrightarrow{e_{p-1}} v_p \xrightarrow{e_p} v_1]$ is partitioned by $n$ sub-networks $\{\Gamma_i\}_{i=1}^n$, i.e. $W = \bigsqcup_{i=1}^n W_i$ where $W_i \subset \Gamma_i$. For every $\Gamma_i$, we relabel the bouquet spins $j_\alpha$ and bulk spins $k_\alpha$ along the $W_i$ and denote them by

$$
\{j^{(i)}_\alpha\} = \{j^{(i)}_1, \cdots, j^{(i)}_{p_i}\}, \quad \{k^{(i)}_\alpha\} = \{k^{(i)}_0, k^{(i)}_1, \cdots, k^{(i)}_{p_i}\} = \{k^{(i)}_\alpha\} \cup \{k^{(i)}_{\partial}\}
$$
Figure 6: The sub-networks $\Gamma_1$ and $\Gamma_2$ are coarse-grained to $\Upsilon_1$ and $\Upsilon_2$ for $\Gamma_{(R)}$ via gauge-fixing along the maximal trees $T_1$ and $T_2$ (green). The $W$ and coarse-grained loop $W_{(R)}$ are colored in blue.

with the implicit convention $k^{(i)}_p = k^{(i+1)}_p$ due to the spin-matching constraint, where

$$\{k^{(i)}_\alpha\} \equiv \{k^{(i)}_1, \ldots, k^{(i)}_{p_i-1}\}, \quad \{k^{(i)}_{\alpha'}\} \equiv \{k^{(i)}_0, k^{(i)}_{p_i}\},$$

because $\{k^{(i)}_\alpha\}$ are bulk spins for $\Gamma_i$, and $\{k^{(i)}_{\alpha'}\}$ are part of boundary spins for $\Gamma_i$. Spins $\{j^{(i)}_\alpha, k^{(i)}_{\alpha'}\}$ define cluster intertwiners

$$I_{u_i} \in \text{InvSU}(2) \left[ V_{k^{(i)}_0} \otimes V_{k^{(i)}_{p_i}} \otimes \bigotimes_{\alpha=1}^{p_i} V_{j^{(i)}_\alpha} \right]. \quad (4.8)$$

Now the cluster intertwiner is labeled by $\{j^{(i)}_\alpha, k^{(i)}_{\alpha'}\}$, and recoupling spins $\{j^{(i)}_{\alpha'}, k^{(i)}_{\alpha'}\}$ leads to the representation $U_{\Upsilon_i} : \mathcal{H}_{\Upsilon_i} \rightarrow \mathcal{H}_{\Upsilon_i}$ for channel transformation:

$$\left[ U_{\Upsilon_i} \right]^{j^{(i)}_{\alpha'}, k^{(i)}_{\alpha'}}_{k^{(i)}_0} I_{u_i} = \langle \Psi_{\Upsilon_i}, I_{u_i} | \Psi_{\Upsilon_i} | j^{(i)}_{\alpha'}, k^{(i)}_{\alpha'} \rangle. \quad (4.9)$$

Here $I_{u_i} = \{j^{(i)}_{\alpha'}, k^{(i)}_{\alpha'}\} \cup I_{o_i}$ equivalently labels the cluster intertwiner $\{j^{(i)}_\alpha, k^{(i)}_{\alpha'}\}$ (illustrated as Fig.7). Tensoring representations leads to

$$\left[ U_{\Upsilon_{(R)}} \right]^{I_{u_i}}_{\{j_{\alpha}, k_{\alpha}\}} = \prod_{i=1}^{n} \left[ U_{\Upsilon_i} \right]^{j^{(i)}_{\alpha'}, k^{(i)}_{\alpha'}}_{k^{(i)}_0} I_{u_i} \quad (4.10)$$

Then the transition matrices based on $\Gamma$ and $\Gamma_{(R)}$ satisfy

$$\left[ Z(\Gamma)_{\chi_{\ell pW}} \right]^{\{j_{\alpha}, k_{\alpha}\}}_{\{j_{\alpha}, k_{\alpha}\}} = \sum_{\{I_{u_i}\}} \sum_{\{I_{o_i}\}} \left[ U_{\Upsilon_{(R)}} \right]^{I_{u_i}}_{\{j_{\alpha}, k_{\alpha}\}} \left[ Z(\Gamma_{(R)})_{\chi_{\ell pW_{(R)}}} \right]^{I_{o_i}}_{\{j_{\alpha}, k_{\alpha}\}} \left[ U_{\Upsilon_{(R)}} \right]^{I_{o_i}}_{\{j_{\alpha}, k_{\alpha}\}} \prod_{\alpha=1}^{p} \delta_j \alpha j_{\alpha}, \quad (4.11)$$
where $I_u = \{ j_1^{(i)}, k_1^{(i)} \} \cup I_{u_1}$ and $\bar{I}_u = \{ j_1^{(i)}, K_1^{(i)} \} \cup \bar{I}_{u_1}$, and the transition matrix $Z(\Gamma_{(R)})$ is given by

$$Z(\Gamma_{(R)})|_{\chi_{\ell, W(R)}} [\{ \bar{I}_u \} _{\{ I_u \}}]$$

$$= \int \prod_{e \in W(R)} d g_e \langle \Psi_{\partial \Gamma_{(R)}, \{ \bar{I}_u \}} (\{ g_e \} \subset W(R)) | \chi_{\ell} (G_{W(R)}) | \Psi_{\partial \Gamma_{(R)}, \{ I_u \}} (\{ g_e \} \subset W(R)) \rangle \cdot (4.12)$$

**Proof.** The transition matrix $Z$ eq.(4.7) can be computed from the type of graph $\Gamma = W \cup \mathcal{E}^{\partial}$ where $\mathcal{E}^{\partial} = \partial \Gamma$ is the set of $p$ boundary edges $\{ e_1^{(0)}, \ldots, e_p^{(0)} \}$, and $\Gamma^0 = W$. Let us consider the simplest case $n = 2$. The proof is straightforward to generalize to arbitrary $n$. Suppose bipartition $\Gamma = \Gamma_1 \sqcup \Gamma_2$,

$$\Gamma_1 = T_1 \sqcup \{ e_1^{(1)}, \ldots, e_q^{(1)} \}, \quad \Gamma_2 = T_2 \sqcup \{ e_{q+1}^{(2)}, \ldots, e_p^{(2)} \}. \quad (4.13)$$

where $e_1^{(1)}, e_1^{(2)}$, $e_p^{(2)}$, $e_q^{(2)}$ are due to the partition that splits edges $e_p$ and $e_q$ with $e_p = e_p^{(1)} \sqcup e_p^{(2)}$ and $e_q = e_q^{(1)} \sqcup e_q^{(2)}$. The bulks of $\Gamma_1$ and $\Gamma_2$ are $\Gamma_1^0 = T_1 [ v_1 \rightarrow \cdots \rightarrow v_q \rightarrow v_{q+1} \rightarrow \cdots \rightarrow v_p ]$ and $\Gamma_2^0 = T_2 [ v_{q+1} \rightarrow \cdots \rightarrow v_p \rightarrow v_{p-1} \rightarrow \cdots \rightarrow v_{q+1} ]$, respectively. In particular, $W_1 = T_1 \cup \{ e_1^{(1)}, e_1^{(2)} \}$ and $W_2 = T_2 \cup \{ e_2^{(2)}, e_q^{(2)} \}$ so $W = W_1 \sqcup W_2$. An example is illustrated by Fig.6. We start by noticing

$$[Z(\Gamma)|_{\chi_{\ell, W}}]_{\{ j_{\alpha, k_{\alpha}} \}}$$

$$= \int \prod_{e \in W} d g_e \langle \Psi_{\partial \Gamma, \{ j_{\alpha, K_{\alpha}} \}} (\{ g_e \} \subset W) | \chi_{\ell} (G_{W}) | \Psi_{\partial \Gamma, \{ j_{\alpha, k_{\alpha}} \}} (\{ g_e \} \subset W) \rangle \cdot (4.14)$$

$$= \int \prod_{e \in W \setminus (T_1 \sqcup T_2)} d h_e \langle \Psi_{\partial \Gamma, \{ j_{\alpha, K_{\alpha}} \}} (\{ h_e \} \subset W \setminus (T_1 \sqcup T_2), \{ I \} \subset T_1 \sqcup T_2) | \chi_{\ell} (G_{W})$$

$$| \Psi_{\partial \Gamma, \{ j_{\alpha, k_{\alpha}} \}} (\{ h_e \} \subset W \setminus (T_1 \sqcup T_2), \{ I \} \subset T_1 \sqcup T_2) \rangle. \quad (4.15)$$

**Figure 7:** The illustration for recoupling spins to acquire cluster intertwiner $I_{u_1}$.
Let us break down this step: we start from eq. (4.5). Recall eq. (3.17), we can express the bulk-boundary map \(|\Psi_{\partial \Gamma, \{j_{\alpha}, k_{\alpha}\}}(\{g_e\} \in W)\rangle\) in terms of ‘gluing operation’ \(\otimes\) for bulk-boundary maps \(|\Psi_{\partial \Gamma_1, \{j_{\alpha}^{(1)}, k_{\alpha}^{(1)}\}}(\{g_e^{(1)}\} \in T_1)\rangle\) and \(|\Psi_{\partial \Gamma_2, \{j_{\alpha}^{(2)}, k_{\alpha}^{(2)}\}}(\{g_e^{(2)}\} \in T_2)\rangle\). We then gauge-fix the two bulk-boundary maps such that the holonomies along \(T_1\) and \(T_2\) are gauge-fixed to \(I\) in line with eq. (2.23), i.e.,

\[
|\Psi_{\partial \Gamma, \{j_{\alpha}, k_{\alpha}\}}(\{g_e\} \in W)\rangle = \left[ h_{e_p}^{(1)} \otimes h_{e_q}^{(1)} \otimes \bigotimes_{\substack{e' \in \partial \Gamma_1 \setminus \{e_p^{(1)} \cup e_q^{(1)}\}}} h_{v(e')}^{e_p} \right] |\Psi_{\partial \Gamma_1, \{j_{\alpha}^{(1)}, k_{\alpha}^{(1)}\}}(\{I\} \in T_1)\rangle.
\]

\[
\bigcup \left[ h_{e_p}^{(2)} \otimes h_{e_q}^{(2)} \otimes \bigotimes_{\substack{e'' \in \partial \Gamma_2 \setminus \{e_p^{(2)} \cup e_q^{(2)}\}}} h_{v(e'')}^{e_{p'}} \right] |\Psi_{\partial \Gamma_2, \{j_{\alpha}^{(2)}, k_{\alpha}^{(2)}\}}(\{I\} \in T_2)\rangle = \left( \bigotimes_{e \in \partial \Gamma} h_{v(e)}^{e_p} \right) |\Psi_{\partial \Gamma, \{j_{\alpha}, k_{\alpha}\}}(\{h_e\} \in W \setminus (T_1 \cup T_2), \{I\} \in T_1 \cup T_2)\rangle. 
\]  

(4.17)

The advantage with the gauge-fixing is that the action of loop holonomy operator is only nontrivial along piecewise edges \(e_p^{(1)}, e_q^{(1)}, e_p^{(2)}, e_q^{(2)}\) (interfacing edges between \(\Gamma_1\) and \(\Gamma_2\)), and is trivial along other piecewise edges. Notably, gauge-fixing does not change the loop holonomy, i.e.,

\[
G_W = h_{e_p}^{(1)} \cdot h_{e_q}^{(2)} \cdot h_{e_q}^{(1)} \cdot h_{e_p}^{(1)} = G_{W(\Gamma)}.
\]

(4.18)

We put eq. (4.17) back to the eq. (4.14), and note that the boundary holonomies are erased by the scalar product \(\langle \cdot | \cdot \rangle\) for \(\mathcal{H}_{\partial \Gamma}\) due to \(h^1 h = I\), while the holonomies \(h_{e_p}^{(1)}, h_{e_p}^{(2)}, h_{e_q}^{(1)}, h_{e_q}^{(2)}\) are not erased by the \(\langle \cdot | \cdot \rangle\).

To handle eq. (4.16), we follow the spirit of eq. (2.28). We glue boundary edges along the \(T_1\) and \(T_2\). The resulting intertwiners allow for decomposition:

\[
|\Psi_{\partial \Gamma_1, \{j_{\alpha}^{(1)}, k_{\alpha}^{(1)}\}}(\{I\} \in T_1)\rangle = \sum_{I_{u_1}} \left[ U_{Y_1, \{j_{\alpha}^{(1)}, k_{\alpha}^{(1)}\}}^{(1)} \right]^{I_{u_1}}_{\{k_{\alpha}^{(1)}\}} |\Psi_{\partial \Gamma_1, I_{u_1}}\rangle,
\]

\[
|\Psi_{\partial \Gamma_2, \{j_{\alpha}^{(2)}, k_{\alpha}^{(2)}\}}(\{I\} \in T_2)\rangle = \sum_{I_{u_2}} \left[ U_{Y_2, \{j_{\alpha}^{(2)}, k_{\alpha}^{(2)}\}}^{(2)} \right]^{I_{u_2}}_{\{k_{\alpha}^{(2)}\}} |\Psi_{\partial \Gamma_2, I_{u_2}}\rangle.
\]

(4.19)

Here the \(Y_1\) and \(Y_2\) are coarse-grained graphs of respect \(\Gamma_1\) and \(\Gamma_2\). With eq. (4.19), the boundary state in eq. (4.17) is rewritten as:

\[
|\Psi_{\partial \Gamma, \{j_{\alpha}, k_{\alpha}\}}(\{h_e\} \in W \setminus (T_1 \cup T_2), \{I\} \in T_1 \cup T_2)\rangle = \left[ h_{e_p}^{(1)} \otimes h_{e_q}^{(1)} \otimes \sum_{I_{u_1}} \left[ U_{Y_1, \{j_{\alpha}^{(1)}, k_{\alpha}^{(1)}\}}^{(1)} \right]^{I_{u_1}}_{\{k_{\alpha}^{(1)}\}} |\Psi_{\partial \Gamma_1, I_{u_1}}\rangle \right]
\]

\[
\bigcup \left[ h_{e_p}^{(2)} \otimes h_{e_q}^{(2)} \otimes \sum_{I_{u_2}} \left[ U_{Y_2, \{j_{\alpha}^{(2)}, k_{\alpha}^{(2)}\}}^{(2)} \right]^{I_{u_2}}_{\{k_{\alpha}^{(2)}\}} |\Psi_{\partial \Gamma_2, I_{u_2}}\rangle \right].
\]

(4.20)
We put eq. (4.20) back to eq. (4.15), obtaining the transition matrix along $W_{(R)}$,

\[
\int \left[ (h_{e_p}^{(1)} \otimes h_{e_q}^{(1)}) \otimes |\Psi_{\delta Y_1, \bar{\Gamma}_{u_1}}\rangle \bigcup (h_{e_p}^{(2)} \otimes h_{e_q}^{(2)}) \otimes |\Psi_{\delta Y_2, \bar{\Gamma}_{u_2}}\rangle \right] \exp \left( \int e_t (h_{e_p}^{(2)} \cdot h_{e_q}^{(2)} \cdot h_{e_p}^{(1)} \cdot h_{e_q}^{(1)}) \right)
\]

\[
= \int \prod_{e \in W_{(R)}} \exp \left( \int e_t (h_{e_p}^{(2)} \cdot h_{e_q}^{(2)} \cdot h_{e_p}^{(1)} \cdot h_{e_q}^{(1)}) \right) \delta_{\bar{\Gamma}_u, \bar{\Gamma}_{u'}}.
\]

Here $I_{u_1} = \{ j_1^{1, \alpha}, k_1^{1, \alpha} \} \cup \bar{I}_{u_1}$ and $\bar{I}_{u_2} = \{ j_1^{2, \alpha}, k_1^{2, \alpha} \} \cup \bar{I}_{u_2}$. The $\delta_{\bar{\Gamma}_u, \bar{\Gamma}_{u'}}$ is imposed by scalar product $\langle \cdot | \cdot \rangle$. So eq. (4.21) actually represents the transition matrix on the coarse-grained graph $\Gamma_{(R)}$. Therefore, eq. (4.15) leads to the transformation for particular case $n = 2$,

\[
\left[ Z(\Gamma)_{X_e \triangleright W_{(R)}} \right]_{\{j_n, K_n\}}^{\{j_o, K_o\}} = \sum_{\{I_{u_1}\}} \sum_{\{I_{u_2}\}} \left[ U_{\Gamma_1}^{(1), k_1^{1, \alpha}} \right]_{\{j_1^{1, \alpha}, k_1^{1, \alpha}\}} \left[ \bar{G}_{\Gamma_2}^{(2), k_1^{2, \alpha}} \right]_{\{j_1^{2, \alpha}, k_1^{2, \alpha}\}} \left[ \bar{\Gamma}_{u_2} \right]_{\{I_{u_2}\}} \left[ Z(\Gamma_{(R)})_{X_e \triangleright W_{(R)}} \right]_{\{I_{u_1}\}} \left[ \bar{\Gamma}_{u_1} \right]_{\{I_{u_1}\}} \left[ U_{\Gamma_1}^{(2), k_1^{2, \alpha}} \right]_{\{j_1^{2, \alpha}, k_1^{2, \alpha}\}} \left[ \bar{G}_{\Gamma_2}^{(3), k_1^{3, \alpha}} \right]_{\{j_1^{3, \alpha}, k_1^{3, \alpha}\}} \prod_{\alpha=1}^{p} \delta_{\bar{\Gamma}_u, \bar{\Gamma}_{u'}}.
\]

Fig. 8 is a snapshot for the proof. The unitary $U_B$ for dual boundary Hilbert space is implemented by first gauge-fixing the holonomy along $e_{\alpha+1}$ such that the holonomy operator acts trivially on $e_{\alpha+1}$, then gluing two bouquet edges and switching channel, thus the $e_{\alpha+1}$ is coarse-grained during the action of holonomy operator.

A directly corollary of the Result 4.2, is that we can compute expectation $\langle \hat{\chi}_t \triangleright W \rangle$ from loopy spin network [52].

Now that we can see, the exponential evolution that is generated by loop holonomy operator $\hat{\chi}_t \triangleright W$ on $\Gamma$, is related to the exponential evolution that is generated by loop holonomy operator $\hat{\chi}_t \triangleright W_{(R)}$ on $\Gamma_{(R)}$ via following transformation:

\[
\exp \left[ -i Z(\Gamma)_{X_e \triangleright W_{(R)}} \right] = U_{\Gamma_1}^{(1)} \cdots U_{\Gamma_n}^{(1)} \exp \left[ -i Z(\Gamma)_{X_e \triangleright W_{(R)}} \right] U_{\Gamma_1}^{(2)} \cdots U_{\Gamma_n}^{(2)}.
\]

Every $U_{\Gamma_i}$ is a unitary for internal space of intertwiner at $u_i$, thus they do not affect the spin-matching constraints between interfacing edges. Instead, they are to be interpreted as local unitaries at $u_i$, i.e., these unitaries do not affect spin entanglement. Indeed, following transformation eq. (3.21), the density matrix $\rho_{\partial \Gamma}$’s evolution is now given by

\[
\rho_{\partial \Gamma}^* (t) = U_{B_1}^{(1)} \cdots U_{B_n}^{(1)} \rho_{\partial \Gamma}^* (0) U_{B_1}^{(2)} \cdots U_{B_n}^{(2)},
\]

\[
\rho_{\partial \Gamma}^* (t) = \exp \left[ -i (t - t_0) Z(\Gamma)_{X_e \triangleright W_{(R)}} \right] \rho_{\partial \Gamma}^* (t_0) \exp \left[ i (t - t_0) Z(\Gamma)_{X_e \triangleright W_{(R)}} \right].
\]
Figure 8: The illustration for unitary transformation on loop holonomy operator: in the left side one is able to gauge fix the holonomy associated with spin $k_{\alpha+1}$ into $I$, then implement gluing and channel transformation to coarse-grain $k_{\alpha+1}$.

Partial tracing $\rho_{\Gamma}$ over sub-networks $\Gamma \setminus \Gamma_i$ is equivalent to partial tracing $\rho_{\partial \Gamma_i}$ over $(\mathcal{H}_{B_i})^*$ where $B_i^c \equiv \partial(\Gamma \setminus \Gamma_i)$. It leads to the reduced density matrix for $(\mathcal{H}_{B_i})^*$,

$$\rho_{\partial \Gamma_i}(t) = \text{Tr}_{(\mathcal{H}_{B_i}^c)} \left[ \rho_{\partial \Gamma_i}(t) \right] = U_{B_i} \rho_{\partial \Gamma_i}(t) U_{B_i}^\dagger.$$

Therefore, the reduced density matrices $\rho_{\partial \Gamma_i}(t)$ and $\rho_{\partial \Gamma_i}(t)$ are equivalent up to a unitary for dual boundary Hilbert space $(\mathcal{H}_{B_i})^*$.

**Result 4.3.** Given a partition $\Gamma = \bigsqcup_{i=1}^n \Gamma_i$, and an oriented loop $W$ on $\Gamma$. Let the coarse-grained graph for $\Gamma$ be $\Gamma_{(R)} = \bigsqcup_{i=1}^n \Upsilon_i$ where $\Upsilon_i$ are loopy graphs for respect $\Gamma_i$, and the coarse-grained loop $W_{(R)}$ for $W$ on $\Gamma_{(R)}$. Let $\mathcal{E}$ be any entanglement measure. Consider evolutions generated by loop holonomy operators $\hat{\chi}_\ell \triangleright_W$ and the corresponding $\hat{\chi}_\ell \triangleright_{W_{(R)}}$. Then the dynamics of spin network entanglement between $\Gamma_i$ is identical to the dynamics of intertwiner entanglement between $\Upsilon_i$, i.e.,

$$\mathcal{E}[\rho_{\Gamma}(t)] = \mathcal{E}[\rho_{\Gamma_{(R)}(t)}].$$

At the end of the day, we have shown that spin network entanglement allows to be coarse-grained at dynamical level at least for the evolution generated by loop holonomy operator, thus one can study the dynamics of entanglement from coarse-grained graph.

5 Examples

We would like to conclude this paper with explicit examples of spin network entanglement coarse-graining, looking at entanglement excitation by loop holonomy operator.

5.1 Triangle graph

We consider the holonomy operator acting on the loop of triangle graph Fig.9. We compute explicitly the bipartite entanglement between $\mathcal{H}_A$ and $\mathcal{H}_B \otimes \mathcal{H}_C$. Then we show that the bipartite entanglement can be studied from coarse-grained graph.

Spin network states can involve superpositions of the bulk spins $K_1, K_2, K_3$ while keeping boundary spins $j_1, j_2, j_3$. Such bulk spin superposition naturally induces a superposition of intertwiners. If this superposition carries correlations between the three vertices, this will be reflected in the entanglement between the four vertices.
Starting with an initial spin network basis state $|\Psi_{\text{tri},\{j_i,k_i\}}\rangle = |j_1,k_3\rangle_A \otimes |j_2,k_2\rangle_B \otimes |j_3,k_3,k_2\rangle_C$, we consider the evolution generated by the loop holonomy operator $\hat{\chi}_\ell$,

$$\hat{\chi}_\ell : \bigotimes_{i=1}^{3} \text{Inv}_{\text{SU}(2)}(\mathcal{V}_{j_i} \otimes \mathcal{V}_{k_i} \otimes \mathcal{V}_{k_{i-1}}) \rightarrow \bigoplus_{\{K_i\}}^{3} \bigotimes_{i=1}^{3} \text{Inv}_{\text{SU}(2)}(\mathcal{V}_{j_i} \otimes \mathcal{V}_{K_i} \otimes \mathcal{V}_{K_{i-1}}).$$

For infinitesimal time $t \rightarrow 0$, the unitarity evolution operator is $e^{-it\hat{\chi}} = \mathbb{I} - it\hat{\chi} + \mathcal{O}(t^2)$, which acts as

$$e^{-it\hat{\chi}}|\Psi_{\text{tri},\{j_i,k_i\}}\rangle = e^{-it\hat{\chi}}|j_1,k_1,k_3\rangle_A \otimes |j_2,k_2,k_1\rangle_B \otimes |j_3,k_3,k_2\rangle_C$$

$$= \sum_{K_i=|k_i-\ell|}^{k_i+\ell} \left( \delta_{K_1}^{j_1} \delta_{K_2}^{j_2} \delta_{K_3}^{j_3} - i\begin{bmatrix} Z(\text{tri})_{\ell} \end{bmatrix}_{\{j_i,K_i\}} \right) |j_1,K_1,K_3\rangle_A$$

$$\otimes |j_2,K_2,K_1\rangle_B \otimes |j_3,K_3,K_2\rangle_C + \mathcal{O}(t^2), \quad (5.1)$$

where $|j_1,K_1,K_3\rangle_A \in \mathcal{H}_A$, $|j_2,K_2,K_1\rangle_B \in \mathcal{H}_B$, $|j_3,K_3,K_2\rangle_C \in \mathcal{H}_C$, denote the intertwiners living at respect trivalent vertex. According to the general formula (4.7), the transition matrix $[Z(\text{tri})_{\ell}]$ is expressed in terms of $6j$-symbols for the action of loop holonomy operator $\hat{\chi}_\ell$.

$$[Z(\text{tri})_{\ell}]_{\{j_i,K_i\}}^{\{j_i,k_i\}} = (-1)^{\sum_{i=1}^{3} (j_i+k_i+K_i+\ell)} \begin{bmatrix} j_1 & k_1 & k_3 \\ \ell & K_3 & K_1 \end{bmatrix} \begin{bmatrix} j_2 & k_2 & k_1 \\ \ell & K_1 & K_2 \end{bmatrix} \begin{bmatrix} j_3 & k_3 & k_2 \\ \ell & K_2 & K_3 \end{bmatrix}$$

$$\times \prod_{i=1}^{3} \sqrt{(2k_i+1)(2K_i+1)}. \quad (5.2)$$

The matrix elements are all real numbers. We take special care in properly normalizing the truncated state,

$$|\Psi_{\text{tri},\{j_i,k_i\}}(\ell,t)\rangle = \frac{|\Psi_{\text{tri},\{j_i,k_i\}}\rangle - it\sum_{\{K_i\}} [Z(\text{tri})_{\ell}]_{\{j_i,k_i\}}^{\{j_i,K_i\}} |\Psi_{\text{tri},\{j_i,k_i\}}\rangle}{\sqrt{1 + t^2 \sum_{s=0}^{2\ell} [Z(\text{tri})_{s}]_{\{j_i,k_i\}}^{\{j_i,k_i\}}}}. \quad (5.3)$$
The normalization factor, at the denominator, can then be computed explicitly using the composition rule of (4.6). The normalization factor can then be evaluated to

$$
N_{\text{tri},\{j_i,k_i\}}(\ell,t)
= 1 + t^2 \sum_{s=0}^{2\ell} (-1)^{\sum_{i=1}^{3} (j_i + 2k_i + s)} \left\{ \begin{array}{ccc} j_1 & k_1 & k_3 \\ s & k_3 & k_1 \end{array} \right\} \left\{ \begin{array}{ccc} j_2 & k_2 & k_1 \\ s & k_1 & k_2 \end{array} \right\} \left\{ \begin{array}{ccc} j_3 & k_3 & k_2 \\ s & k_2 & k_3 \end{array} \right\} \prod_{i=1}^{3} (2k_i + 1) \tag{5.4}
$$

$$
= 1 + t^2 \sum_{\{K_i\}} \left( \frac{1}{\prod_{i=1}^{3} (2k_i + 1)} \right)
$$

We now look at the entanglement excitation from the truncated state eq.(5.31). The initial spin network state is a basis state, thus is fully separable with vanishing entanglement. The final state is given by the density matrix $\rho_{\text{tri}}(t) = \langle \Psi_{\text{tri},\{j_i,k_i\}}(\ell,t) | \Psi_{\text{tri},\{j_i,k_i\}}(\ell,t) \rangle$. Consider bipartition $\mathcal{H}_A$ and $\mathcal{H}_B \otimes \mathcal{H}_C$. The reduced density matrix $\rho_{\text{tri},A}(t) \in \text{End}(\mathcal{H}_A)$ is obtained via partial tracing over $\mathcal{H}_B \otimes \mathcal{H}_C$ with orthonormal basis $|j_2, K_2, K_3 \rangle_B \otimes |j_3, K_3 \rangle_C \equiv |\{j_2, j_3, K_1, K_2, K_3\}\rangle_{BC}$:

$$
\rho_{\text{tri},A}(t) = \sum_{K_1, K_2, K_3} \langle \{j_2, j_3, K_1, K_2, K_3\} | \rho_{\text{tri}}(t) | \{j_2, j_3, K_1, K_2, K_3\} \rangle_{BC}
$$

$$
= \left[ t^2 \sum_{K_1, K_2, K_3} \left( Z(\text{tri}) \right)_{\{j_i,k_i\}} (j_i,k_i) \right] \prod_{i=1}^{3} (2K_i + 1) \tag{5.5}
$$

The eigenvalues of $\rho_{\text{tri},A}(t)$ can be read off directly from this formula since the reduced density matrix is diagonal in the $|j_1, K_1, K_3\rangle$ basis for $\mathcal{H}_A$,

$$
\lambda_{\text{pair},A}[K_1, K_3]
= \frac{\delta_{K_1}^{K_1} \delta_{K_3}^{K_3} + t^2 \sum_{K_2} \left( \begin{array}{ccc} j_1 & k_1 & k_3 \\ \ell & K_3 & K_1 \end{array} \right) \left( \begin{array}{ccc} j_2 & k_2 & k_1 \\ \ell & K_1 & K_2 \end{array} \right) \left( \begin{array}{ccc} j_3 & k_3 & k_2 \\ \ell & K_2 & K_3 \end{array} \right) \prod_{i=1}^{3} (2K_i + 1) \prod_{i=1}^{3} (2K_i + 1)}{1 + t^2 \sum_{s=0}^{2\ell} (-1)^{\sum_{i=1}^{3} (j_i + 2k_i + s)} \left( \begin{array}{ccc} j_1 & k_1 & k_3 \\ s & k_3 & k_1 \end{array} \right) \left( \begin{array}{ccc} j_2 & k_2 & k_1 \\ s & k_1 & k_2 \end{array} \right) \left( \begin{array}{ccc} j_3 & k_3 & k_2 \\ s & k_2 & k_3 \end{array} \right) \prod_{i=1}^{3} (2K_i + 1) \right)} \tag{5.6}
$$

Now we look at the coarse-grained state on the coarse-grained graph. For bipartition $\mathcal{H}_A$ and $\mathcal{H}_B \otimes \mathcal{H}_C$, we gauge fix $g_2 \rightarrow I$, then contract vertices $B, C$ along $e_2$, acquiring a 4-valent vertices with spins $j_2, j_3, k_1, k_3$ as Fig.9. The spin network coarse-grained state from the triangle graph to the candy graph is given by

$$
|\psi_{\text{tri},\{j_i,k_i\}}\rangle = |j_1, k_1, k_3\rangle_A \otimes \sum_{j_{23}} U_{j_{23}}^k (j_i,k_i) |\{j_2, j_3, k_3, k_1\}, j_{23}\rangle_B' \tag{5.7}
$$

As initial state based on triangle graph, the initial state $|\psi_{\text{tri},\{j_i,k_i\}}\rangle$ based on the coarse-grained graph is a product state. The intertwiner at $B'$ is a superposition of basis states
\[ \{j_2, j_3, k_3, k_1, j_{23}\}_{B'} \] with respect to internal spin \( j_{23} \). The unitary matrix

\[ U_{\{j,k\}_{B'}}^{k_2, j_{23}} = (-1)^{2k_2 + k_3 - k_1 + j_2 + j_3} \sqrt{(2k_2 + 1)(2j_{23} + 1)} \begin{pmatrix} j_2 & j_3 & j_{23} \\ k_3 & k_1 & k_2 \end{pmatrix} \]  

(5.9)

is account for the channel transformation, and the matrix elements are all real numbers, and the unitarity is verified by the orthogonality of 6j-symbols,

\[ \sum_{j_{23}} U_{\{j,k\}_{B'}}^{k_2, j_{23}} U_{\{j,k\}_{B'}}^{k_2, j_{23}} = \sum_{j_{23}} \sqrt{(2k_2 + 1)(2j_{23} + 1)} \begin{pmatrix} j_2 & j_3 & j_{23} \\ k_3 & k_1 & k_2 \end{pmatrix} \begin{pmatrix} j_2 & j_3 & j_{23} \\ k_3 & k_1 & k_2 \end{pmatrix} = \delta_{k_2 k_2}. \]

(5.10)

The unitarity requires the two \( \mathcal{U} \) having same \( \{j, k\} \) labeling since they are external labels for the intertwiner. On the other hand, the \( k_2, j_{23} \) are internal labels for the intertwiner, so we also have

\[ \sum_{k_2} U_{\{j,k\}_{B'}}^{k_2, j_{23}} U_{\{j,k\}_{B'}}^{k_2, j_{23}} = \delta_{j_{23} j_{23}}. \]  

(5.11)

The unitary \( \mathcal{U}_{B'} \) links the transition matrices \( Z(tri) \) and \( Z(tc) \),

\[ [Z(tri)\ell]_{\{j_1, K_1\}_{\{j_1, k_1\}}} = \sum_{j_{23}, j_{23}} U_{\{j,K\}_{B'}}^{k_2, j_{23}} [Z(tc)\ell]_{j_{1, j_{23}, j_{23}}, k_{1, k_{23}}}, \]

where the transition matrix for \( Z(tc) \) is given by

\[ \begin{align*}
[Z(tc)\ell]_{j_{1, j_{23}, K_1, K_3}, j_{1, j_{23}, k_1, k_3}} &= (-1)^{j_1 + j_{23} + K_1 + k_1 + K_3 + k_3 + 2\ell} \begin{pmatrix} j_1 & k_1 & k_3 \\ \ell & K_3 & K_1 \end{pmatrix} \begin{pmatrix} j_{23} & k_1 & k_3 \\ \ell & K_3 & K_1 \end{pmatrix} \\
& \times \sqrt{(2k_1 + 1)(2K_1 + 1)(2k_3 + 1)(2K_3 + 1)} \delta_{j_1, j_{23}} \delta_{j_{23}, j_{23}}.
\end{align*} \]  

(5.12)

Explicitly, the transformation is expressed in terms of 6j-symbols:

\[ (-1)^{\sum_{i=1}^{3}(j_i + k_i + \ell_i)} \begin{pmatrix} j_1 & k_1 & k_3 \\ \ell & K_3 & K_1 \end{pmatrix} \begin{pmatrix} j_2 & k_2 & k_1 \\ \ell & K_3 & K_1 \end{pmatrix} \begin{pmatrix} j_3 & k_3 & k_2 \\ \ell & K_2 & K_3 \end{pmatrix} \]

\[ \times \begin{pmatrix} j_{23} & k_1 & k_3 \\ \ell & K_3 & K_1 \end{pmatrix} \begin{pmatrix} j_2 & j_3 & j_{23} \\ K_3 & K_1 & K_2 \end{pmatrix} \begin{pmatrix} j_1 & k_1 & k_3 \\ \ell & K_3 & K_1 \end{pmatrix} \]

\[ \times \begin{pmatrix} j_2 & j_3 & j_{23} \\ k_3 & k_1 & k_2 \end{pmatrix} \begin{pmatrix} j_2 & j_3 & j_{23} \\ k_3 & k_1 & k_2 \end{pmatrix} \begin{pmatrix} j_1 & k_1 & k_3 \\ \ell & K_3 & K_1 \end{pmatrix}. \]

(5.13)

As done in [52], this identity is related to Biedenharn-Elliot identity [62].

Let us compute the Schmidt eigenvalues from \( |\psi_{tc,\{j_1, k_1\}}\rangle \). Similarly, starting with initial coarse-grained spin network state \( |\psi_{tc,\{j_1, k_1\}}\rangle \) as eq. (5.8), we consider the evolution generated by the loop holonomy operator \( \hat{\chi}_\ell \),

\[ \hat{\chi}_\ell: \text{Inv}_{\text{SU}(2)}(V_{j_1} \otimes V_{k_1} \otimes V_{k_3}) \otimes \text{Inv}_{\text{SU}(2)}(V_{j_2} \otimes V_{j_3} \otimes V_{k_3} \otimes V_{k_1}) \]

\[ \rightarrow \bigoplus_{K_1,K_3} \text{Inv}_{\text{SU}(2)}(V_{j_1} \otimes V_{K_1} \otimes V_{K_3}) \otimes \text{Inv}_{\text{SU}(2)}(V_{j_2} \otimes V_{j_3} \otimes V_{K_3} \otimes V_{K_1}). \]
Following the same logic as with the triangle graph, we compute the evolution of the state, truncated to leading order and properly normalized,

\[
|\Psi_{tc,(j_1,k_1)}(\ell,t)\rangle = \frac{|\Psi_{tc,(j_1,k_1)}\rangle - i\sum_{K_1,K_3} \sum_{j_{23}} |Z(tc)j_{1,j_{23},K_1,K_3}j_{1,j_{23},k_1,k_3}|^2 |\Psi_{tc,(j_1,K_1)}\rangle}{\sqrt{1 + t^2 2^2 \sum_{s=0}^2 |Z(tc)s|^{2j_{1,j_{23},k_1,k_3}}}}.
\]

(5.15)

Readers should notice that notation \( |\Psi_{tc,(j_1,K_1)}\rangle \equiv |\Psi_{sc,(j_1,K_1,k_2,K_3)}\rangle \), i.e. the spin \( k_2 \) is now fixed under the action of \( \chi_\ell \) on the candy graph. The transition matrix is given by eq.(5.13), and the normalization factor \( N_{tc,(j_1,k_1)}(\ell,t) = N_{tri,(j_1,k_1)}(\ell,t) \) due to eq.(5.14).

Repeat the same procedure for entanglement \( |\Psi_{tc,(j_1,k_1)}(\ell,t)\rangle \). The density matrix for final state on the coarse-grained graph is \( \rho_{tc}(t) = |\Psi_{tc,(j_1,k_1)}(\ell,t)\rangle \langle \Psi_{tc,(j_1,k_1)}(\ell,t) | \). The reduced density matrix \( \rho_{tc_A}(t) \in \text{End}(\mathcal{H}_A) \) is obtained via partial tracing over \( \mathcal{H}_B \), which can be done via choosing \( \{|\{j_2,j_3,k_3,1\},j_{23}\}\rangle = |\{j_1,k_1,1\}\rangle \) orthonormal basis. So the reduced density matrix \( \rho_{tc_A}(t) \) reads:

\[
\rho_{tc_A}(t) = \sum_{K_1,K_3,j_{23}} \langle \{j_2,j_3,K_3,1\},j_{23} | \rho_{tc}(t) | \{j_2,j_3,K_3,1\},j_{23} \rangle_B^* \\
= \left( t^2 \sum_{K_1,K_3,j_{23}} |Z(tc)j_{1,j_{23},K_1,K_3}j_{1,j_{23},k_1,k_3}|^2 U_{j,k}^{k_{23},j_{23}} \right)^2 |j_1,K_1,K_3\rangle \langle j_1,K_1,K_3|A \\
+ \langle j_1,k_1,k_3|j_1,k_1,k_3|A \rangle \times \frac{1}{N_{tc,(j_1,k_1)}(\ell,t)}.
\]

(5.16)

where the \( \left( U_{j,k}^{k_{23},j_{23}} \right)^2 \) is the probability distribution for \( j_{23} \) seen from another channel to the intertwiner \( |\{j_2,j_3,k_3,1\},k_2\rangle_B \),

\[
p(j_{23}) = \left( U_{j,k}^{k_{23},j_{23}} \right)^2 = (2k_2 + 1)(2j_{23} + 1) \left\{ j_2 j_3 j_{23} \atop k_3 k_1 k_2 \right\}^2.
\]

(5.17)

Again, reduced density matrix (5.16) is a diagonal matrix with respect to \( \{|j_1,K_1,K_3\}\rangle \) basis for \( \mathcal{H}_A \), thus the eigenvalues of \( \rho_{tc_A}(t) \) are read

\[
\lambda_{\rho_{tc_A}}[K_1,K_3] = \left( t^2 \sum_{j_{23}} \left\{ j_{23} j_2 j_3 \atop k_2 k_3 k_1 \right\}^2 \left\{ j_1 k_1 k_3 \atop \ell K_3 K_1 \right\}^2 \right) \prod_{i=1}^3 (2k_i + 1) \\
\times (2K_1 + 1)(2K_3 + 1)(2j_{23} + 1) \left\{ j_{23} k_1 k_3 \atop k_1 k_2 \right\}^2 \times \frac{1}{N_{tc,(j_1,k_1)}(\ell,t)}.
\]

(5.18)

One can show \( \lambda_{\rho_{tc}}[K_1,K_3] = \lambda_{\rho_{tc_A}}[K_1,K_3] \) with eq.(5.14). Hence the entanglement excitation is preserved under the coarse-graining.

5.2 Square graph

We consider the holonomy operator acting on the loop of square graph Fig.10. We compute explicitly the bipartite entanglement between \( \Gamma_1 \) and \( \Gamma_2 \) where \( \Gamma_1 \) is made of vertices \( A,D \)
and their adjacent edges, $\Gamma_2$ is made of vertices $B, C$ and their adjacent edges. Then we show that the bipartite entanglement can be studied by its coarse-grained graph as Fig.10.

![Figure 10: Coarse-graining square graph to candy graph.](image)

Starting with an initial spin network basis state $|\Psi_{\text{squ},\{j_i,k_i\}}\rangle = |j_1, k_4, k_1\rangle_A \otimes |j_2, k_1, k_2\rangle_B \otimes |j_3, k_2, k_3\rangle_C \otimes |j_4, k_3, k_4\rangle_D$, we consider the evolution generated by the loop holonomy operator $\hat{\chi}_t$,

$$\hat{\chi}_t : \bigotimes_{i=1}^4 \text{InvSU}(2)\left(\mathcal{V}_{\chi_i} \otimes \mathcal{V}_{k_i} \otimes \mathcal{V}_{k_{i-1}}\right) \rightarrow \bigoplus_{\{K_i\}}^4 \bigotimes_{i=1}^4 \text{InvSU}(2)\left(\mathcal{V}_{\chi_i} \otimes \mathcal{V}_{K_i} \otimes \mathcal{V}_{k_{i-1}}\right).$$

For infinitesimal time $t \rightarrow 0$, the unitarity evolution operator is $e^{-it\hat{\chi}} = \mathbb{I} - it\hat{\chi} + \mathcal{O}(t^2)$, which acts as

$$e^{-it\hat{\chi}} |\Psi_{\text{squ},\{j_i,k_i\}}\rangle = e^{-it\hat{\chi}} |j_1, k_4, k_1\rangle_A \otimes |j_2, k_2, k_1\rangle_B \otimes |j_3, k_3, k_2\rangle_C \otimes |j_4, k_4, k_3\rangle_D$$

$$= \sum_{K_i = [k_i - \ell]}^{k_i + \ell} \left(\delta_{K_1} \delta_{K_2} \delta_{K_3} - it[Z(\text{squ})_\ell]_{\{j_i,k_i\}}\right) |j_1, K_4, k_1\rangle_A \otimes |j_2, K_2, k_1\rangle_B \otimes |j_3, K_3, k_2\rangle_C \otimes |j_4, K_4, k_3\rangle_D + \mathcal{O}(t^2), \quad (5.19)$$

where $|j_1, K_4, k_1\rangle_A \in \mathcal{H}_A, |j_2, K_2, k_1\rangle_B \in \mathcal{H}_B, |j_3, K_3, k_2\rangle_C \in \mathcal{H}_C, |j_4, K_4, k_3\rangle_D \in \mathcal{H}_D$ denote the intertwiners living at respect trivalent vertex. The transition matrix $[Z(\text{squ})_\ell]$ is expressed in terms of $6j$-symbols according to the general formula (4.7) for the action of loop holonomy operator $\hat{\chi}_t$

$$[Z(\text{squ})_\ell]_{\{j_i,k_i\}} = (-1)^s \sum_{i=1}^t \left(\delta_{j_i} \delta_{k_i} \delta_{K_i} \delta_{K_i} - it[Z(\text{squ})_\ell]_{\{j_i,k_i\}}\right) \prod_{i=1}^4 \sqrt{(2k_i + 1)(2K_i + 1)}. \quad (5.20)$$

Again, the matrix elements are all real numbers. Following the same logic as with the triangle graph, we compute the evolution of the state, truncated to leading order and properly normalized,

$$|\Psi_{\text{squ},\{j_i,k_i\}}(\ell, t)\rangle = \frac{|\Psi_{\text{squ},\{j_i,k_i\}}\rangle - it \sum_{s=0}^{2t} [Z(\text{squ})_s]_{\{j_i,k_i\}} |\Psi_{\text{squ},\{j_i,k_i\}}\rangle}{\sqrt{1 + t^2 \sum_{s=0}^{2t} [Z(\text{squ})_s]_{\{j_i,k_i\}}}}, \quad (5.21)$$
and the normalization factor can then be evaluated to

\[
N_{\text{squ},\{j_i\},\{k_i\}}(\ell, t) = 1 + t^2 \sum_{s=0}^{2^\ell} (-1)^{\sum_{i=1}^{4} (j_i + 2k_i + s)} \begin{cases} j_1 k_1 k_1 \\ s k_1 k_1 \\ j_2 k_1 k_2 \\ s k_2 k_1 \\ j_3 k_2 k_3 \\ s k_3 k_2 \end{cases} \prod_{i=1}^{4} (2k_i + 1).
\]

(5.22)

We now look at the reduced state from the pure state (5.21). The initial spin network state is a basis state, thus is fully separable with vanishing entanglement. The final state is given by density matrix \( \rho_{\text{squ}} = \langle \Psi_{\text{squ},\{j_i\},\{k_i\}}(\ell, t) | \langle \Psi_{\text{squ},\{j_i\},\{k_i\}}(\ell, t) \rangle \rangle \). The reduced density matrix \( \rho_{\text{squ},A,D}(t) = \langle \Psi_{\text{squ},\{j_i\},\{k_i\}}(\ell, t) | \langle \Psi_{\text{squ},\{j_i\},\{k_i\}}(\ell, t) \rangle \rangle \rangle \) is obtained via partial tracing over \( \mathcal{H}_B \otimes \mathcal{H}_C \), which is done via choosing orthonormal basis \( \{\{j_2, j_3, K_1, K_2, K_3\}\}_B \) to implement \( \sum_{K_1,K_2,K_3} \langle \{j_2, j_3, K_1, K_2, K_3\} \rangle \langle \{j_2, j_3, K_1, K_2, K_3\} \rangle_{BC} \), so the reduced density matrix \( \rho_{\text{squ},A,D}(t) \) reads:

\[
\rho_{\text{squ},A,D}(t) = \frac{1}{N_{\text{squ},\{j_i\},\{k_i\}}(\ell, t)} \left( \langle j_1, k_1, k_1, k_4 \rangle \langle j_1, k_1, k_4 \rangle_A \otimes \langle j_4, k_4, k_3 \rangle \right)
\]

\[
\times \left( 1 + t^2 \sum_{s=0}^{2^\ell} (-1)^{\sum_{i=1}^{4} (j_i + 2k_i + s)} \begin{cases} j_1 k_1 k_1 \\ s k_1 k_1 \\ j_2 k_1 k_2 \\ s k_2 k_1 \\ j_3 k_2 k_3 \\ s k_3 k_2 \end{cases} \prod_{i=1}^{4} (2k_i + 1) \right),
\]

(5.23)

where \( r = 1, 2, 3 \).

Now let us look at the reduced state from the point of view of coarse-graining. Considering bipartition \( \mathcal{H}_A \otimes \mathcal{H}_D \) and \( \mathcal{H}_B \otimes \mathcal{H}_C \), we gauge fix \( g_2 \rightarrow \mathbb{I} \) and \( g_1 \rightarrow \mathbb{I} \), then contract vertices \( A, D \) along \( e_4 \) and vertices \( B, C \) along \( e_2 \), to acquire a two 4-valent vertices with respect spins \( j_1, j_4, k_1, k_3 \) and \( j_2, j_3, k_1, k_3 \) as Fig.10. The spin network coarse-grained state from the square graph to the candy graph is given by

\[
|\psi_{\text{sc},\{j_i, k_i\}}\rangle = \sum_{j_{14}} U^{k_4,j_{14}}_{(j,k)_{A'}} |\{j_1, j_4, k_1, k_3\}, j_{14}\rangle_{A'} \otimes \sum_{j_{23}} U^{k_2,j_{23}}_{(j,k)_{B'}} |\{j_2, j_3, k_2, k_3\}, j_{23}\rangle_{B'}. \quad (5.24)
\]

It has intertwiner superposition for \( \mathcal{H}_{A'} \) and \( \mathcal{H}_{B'} \) with respect to internal spins \( j_{14} \) and \( j_{23} \). The \( |\{j_1, j_4, k_1, k_3\}, j_{14}\rangle_{A'} \) and \( |\{j_2, j_3, k_2, k_3\}, j_{23}\rangle_{B'} \) are intertwiners for the two respect 4-valent vertices \( A' \) and \( B' \), and \( U^{k_4,j_{14}}_{(j,k)_{A'}} \) and \( U^{k_2,j_{23}}_{(j,k)_{B'}} \) are unitaries for respect \( \mathcal{H}_{A'} \) and \( \mathcal{H}_{B'} \),

\[
U^{k_4,j_{14}}_{(j,k)_{A'}} = (-1)^{2k_4 + k_1 - k_3 + j_1 + j_4} \sqrt{(2k_4 + 1)(2j_{14} + 1)} \begin{cases} j_1 j_4 j_{14} \\ k_3 k_1 k_4 \end{cases},
\]

(5.25)

\[
U^{k_2,j_{23}}_{(j,k)_{B'}} = (-1)^{2k_2 + k_3 - k_1 + j_2 + j_3} \sqrt{(2k_2 + 1)(2j_{23} + 1)} \begin{cases} j_2 j_3 j_{23} \\ k_3 k_1 k_2 \end{cases}.
\]
They are real numbers. The unitarity of $U_{\{j,k\}_{A'}}^{k_4,j_4}$ and $U_{\{j,k\}_{B'}}^{k_2,j_2'}$ are verified by the orthogonality of 6j-symbols,

$$\sum_{j_4} U_{\{j,k\}_{A'}}^{k_4,j_4} U_{\{j,k\}_{A'}}^{k_4,j_4} = \sum_{j_4} \sqrt{(2k_4 + 1)(2k_4 + 1)(2j_4 + 1)} \begin{pmatrix} j_1 & j_4 & j_4 \cr k_3 & k_1 & k_4 \cr \end{pmatrix} \begin{pmatrix} j_1 & j_4 & j_4 \cr k_3 & k_1 & k_4 \cr \end{pmatrix} = \delta_{k_4 k_4},$$

$$\sum_{j_2} U_{\{j,k\}_{B'}}^{k_2,j_2'} U_{\{j,k\}_{B'}}^{k_2,j_2'} = \sum_{j_2} \sqrt{(2k_2 + 1)(2k_2 + 1)(2j_2 + 1)} \begin{pmatrix} j_2 & j_3 & j_3 \cr k_3 & k_1 & k_2 \cr \end{pmatrix} \begin{pmatrix} j_2 & j_3 & j_3 \cr k_3 & k_1 & k_2 \cr \end{pmatrix} = \delta_{k_2 k_2}.$$  

(5.26)

As eq. (5.11), the unitarity requires the two $U$ having same $\{j, k\}$ and for the internal labels,

$$\sum_{k_4} U_{\{j,k\}_{A'}}^{k_4,j_4} U_{\{j,k\}_{A'}}^{k_4,j_4} = \delta_{j_4,j_4}, \quad \sum_{k_2} U_{\{j,k\}_{B'}}^{k_2,j_2'} U_{\{j,k\}_{B'}}^{k_2,j_2'} = \delta_{j_2,j_2}.$$  

(5.27)

The unitaries $U_{A'}$ and $U_{B'}$ link the transition matrices $Z(squ)$ and $Z(sc)$,

$$[Z(squ)]^{\{j_4,K_4\}_{j_4,j_4}}_{\{j_i,k_i\},j_i,k_i} = \sum_{j_4} \sum_{j_2} U_{\{j,k\}_{A'}}^{K_4,j_4} U_{\{j,k\}_{B'}}^{K_2,j_2} \times \sum_{j_4} \sum_{j_3} U_{\{j,k\}_{A'}}^{k_4,j_4} U_{\{j,k\}_{B'}}^{k_2,j_2'},$$

(5.28)

where the transition matrix for $Z(sc)$ is given by

$$[Z(sc)]^{j_4,j_23,K_3}_{j_4,j_23,k_i,k_i} = (-1)^{j_4+j_23+k_1+k_3+2} \begin{pmatrix} j_1 & k_1 & k_3 \cr \ell & K_3 & K_1 \cr \end{pmatrix} \begin{pmatrix} j_2 & k_1 & k_3 \cr \ell & K_3 & K_1 \cr \end{pmatrix} \times \sqrt{(2k_1 + 1)(2K_1 + 1)(2k_3 + 1)(2K_3 + 1)} \delta_{j_4,j_4} \delta_{j_23,j_23},$$

(5.29)

or explicitly, the transformation is expressed as below identity in terms of 6j-symbols:

$$\begin{align*}
(-1)^{j_4+j_23+k_1+k_3+2} & \begin{pmatrix} j_1 & k_1 & k_4 \cr \ell & K_4 & K_1 \cr \end{pmatrix} \begin{pmatrix} j_2 & k_2 & k_1 \cr \ell & K_1 & K_2 \cr \end{pmatrix} \begin{pmatrix} j_3 & k_3 & k_2 \cr \ell & K_2 & K_3 \cr \end{pmatrix} \begin{pmatrix} j_4 & k_4 & k_3 \cr \ell & K_3 & K_4 \cr \end{pmatrix} \\
& \times \begin{pmatrix} j_2 & j_3 & j_23 \cr K_3 & K_1 & K_2 \cr \end{pmatrix} \begin{pmatrix} j_4 & k_1 & k_3 \cr \ell & K_3 & K_1 \cr \end{pmatrix} \begin{pmatrix} j_4 & j_14 & j_4 \cr K_3 & K_1 & K_4 \cr \end{pmatrix} \\
& \times \begin{pmatrix} j_2 & j_3 & j_23 \cr K_3 & K_1 & K_2 \cr \end{pmatrix} \begin{pmatrix} j_4 & k_1 & k_3 \cr \ell & K_3 & K_1 \cr \end{pmatrix} \begin{pmatrix} j_4 & j_14 & j_4 \cr K_3 & K_1 & K_4 \cr \end{pmatrix} \begin{pmatrix} j_2 & j_3 & j_23 \cr K_3 & K_1 & K_2 \cr \end{pmatrix} \begin{pmatrix} j_4 & k_1 & k_3 \cr \ell & K_3 & K_1 \cr \end{pmatrix} \begin{pmatrix} j_4 & j_14 & j_4 \cr K_3 & K_1 & K_4 \cr \end{pmatrix}.
\end{align*}$$

(5.30)

Let us look at the reduced state from the point of view of coarse-graining. For the coarse-grained state, the evolution is generated by the loop holonomy operator $\hat{\chi}_\ell$ along path $[A' \to B' \to A']$.

$$\hat{\chi}_\ell : \text{Inv}_{SU(2)} \left( \mathcal{V}_{j_1} \otimes \mathcal{V}_{j_2} \otimes \mathcal{V}_{k_1} \right) \otimes \text{Inv}_{SU(2)} \left( \mathcal{V}_{j_3} \otimes \mathcal{V}_{j_4} \otimes \mathcal{V}_{k_1} \right) \to \bigoplus_{K_1, K_2} \text{Inv}_{SU(2)} \left( \mathcal{V}_{j_1} \otimes \mathcal{V}_{j_4} \otimes \mathcal{V}_{K_3} \otimes \mathcal{V}_{K_1} \right) \otimes \text{Inv}_{SU(2)} \left( \mathcal{V}_{j_2} \otimes \mathcal{V}_{j_3} \otimes \mathcal{V}_{K_3} \otimes \mathcal{V}_{K_1} \right).$$
Following the same logic, the evolution of the state is truncated to leading order and properly normalized,

$$\langle \Psi_{sc,(j,k)}(\ell,t) \rangle = \frac{\langle \Psi_{sc,(j,k)} \rangle - i \sum_{K_1,K_3} \sum_{j_{14},j_{23}} [Z(sc)_{\ell}]_{j_{14}j_{23},K_1K_3} \langle \Psi_{sc,(j,K)} \rangle}{\sqrt{N_{sc,(j,k)}(\ell,t)}}.$$  (5.31)

Note that here notation $\langle \Psi_{sc,(j,k)} \rangle \equiv \langle \Psi_{sc,(j,K_3,K_4)} \rangle$, because the spins $k_2$ and $k_4$ are fixed under the action of $\hat{\chi}_t$ on the candy graph. The transition matrix is given by eq.(5.29).

The normalization factor $N_{sc,(j,k)}(\ell,t) = N_{s,u_{sc,(j,k)}}(\ell,t)$ is again due to eq.(5.29).

Repeat the same procedure. The density matrix for final state on the coarse-grained graph is $\rho_{sc}(t) = |\Psi_{sc,(j,k)}(\ell,t)\rangle \langle \Psi_{sc,(j,k)}(\ell,t) |$. The reduced density matrix $\rho_{sc,(\ell)}(t) \in \text{End}(\mathcal{H}_A)$ is obtained via partial tracing over $\mathcal{H}_B$, which is done via choosing orthonormal basis $\{\{j_2,j_3,k_1\},j_{23}\}_{B'}$, so the reduced density matrix $\rho_{sc,(\ell)}(t)$ reads:

$$\rho_{sc,(\ell)}(t) = \sum_{K_1,K_3,j_{23}} \frac{1}{N_{sc,(j,k)}(\ell,t)} \left( \sum_{j_{14}} U_{K_1j_{14}}^{K_2j_{23}} |\{j_1,j_4,k_3,k_1\},j_{14}\rangle \langle j_{14},j_{14},j_4,k_3,k_1,j_{14},A' \rangle U_{j_1j_4}^{j_2j_3} \right.$$  

$$- i \sum_{j_{14},j_{14}} \left( U_{j_1j_{14}}^{j_2j_{23}} \right)^2 U_{\{j,k\}_{B'}}^{K_4j_{14}} [Z(sc)_{\ell}]_{j_{14}j_{23},K_1K_3} U_{\{j,k\}_{A'}}^{K_4j_{14}} \langle j_{14},j_{23},k_3,k_1,j_{14},j_4,k_3,k_1,j_{14},A' \rangle \right.$$  

$$+ i \sum_{j_{14},j_{14}} \left( U_{j_1j_{14}}^{j_2j_{23}} \right)^2 U_{\{j,k\}_{B'}}^{K_4j_{14}} [Z(sc)_{\ell}]_{j_{14}j_{23},K_1K_3} U_{\{j,k\}_{A'}}^{K_4j_{14}} \langle j_{14},j_{23},k_3,k_1,j_{14},j_4,k_3,k_1,j_{14},A' \rangle \right.$$  

$$+ t^2 \sum_{j_{14},j_{14}} \sum_{K_1,K_3,j_{23}} \left( U_{j_1j_{14}}^{j_2j_{23}} \right)^2 [Z(sc)_{\ell}]_{j_{14}j_{23},K_1K_3} U_{\{j,k\}_{B'}}^{K_4j_{14}} U_{\{j,k\}_{A'}}^{K_4j_{14}} \langle j_{14},j_{23},k_3,k_1,j_{14},j_4,k_3,k_1,j_{14},A' \rangle \right.$$  

$$\left. U_{\{j,k\}_{A'}}^{K_4j_{14}} |\{j_1,j_4,K_3,K_1\},j_{14}\rangle \langle j_{14},j_4,K_3,K_1,j_{14},A' \rangle U_{\{j,k\}_{A'}}^{K_4j_{14}} \right).$$

Now we show the eigenvalues of $\rho_{s,u_{sq}(\ell)}(t)$ and $\rho_{sc,(\ell)}(t)$ are identical. With below alteration eq.(5.28)

$$[Z(sc)_{\ell}]_{j_{14}j_{23},K_1K_3} U_{\{j,k\}_{B'}}^{K_4j_{14}} U_{\{j,k\}_{A'}}^{K_4j_{14}} = \sum_{K_2,K_4} U_{\{j,k\}_{B'}}^{K_2j_{23}} U_{\{j,k\}_{A'}}^{K_2j_{23}} [Z(sc)_{\ell}]_{j_{14}j_{23},K_1K_3} U_{\{j,k\}_{A'}}^{K_4j_{14}} \langle j_{14},j_4,k_3,k_1,j_{14},A' \rangle \right.$$  

one can relate $\rho_{s,u_{sq}(\ell)}(t)$ to $\rho_{sc,(\ell)}(t)$ by

$$\rho_{s,u_{sq}(\ell)}(t) = M \rho_{sc,(\ell)}(t) M^\dagger$$  (5.33)
Holonomy operator acts along path $j_1 \to k_a \to j_2$ or path $j_1 \to k_b \to j_2$. Choices. Now the path dependency is reflected in the spin of self-loop.

**Figure 11:** The illustration for holonomy operator’s path-dependency. The path-dependency can be converted to spin-dependency via coarse-graining method.

where $M$ is a unitary map defined by

$$
M : \text{Inv}_{SU(2)} \left( V_{j_1} \otimes V_{j_4} \otimes V_{k_3} \otimes V_{k_1} \right)
\to \bigoplus_{K_4} \text{Inv}_{SU(2)} \left( V_{j_1} \otimes V_{K_1} \otimes V_{K_4} \right) \otimes \text{Inv}_{SU(2)} \left( V_{j_4} \otimes V_{K_4} \otimes V_{k_3} \right),
$$

$$
M = \sum_{K_4} \sum_{j_14} \mathcal{U}_{(j,k)}^{(K_1,j_14)} \left( |j_1, K_4_A \otimes |j_4, K_4_k_3_D \rangle \langle \{j_1, j_4, k_3, k_1\}, j_14| A' \right).
$$

Hence, the entanglement excitation between $A, D$ and $B, C$ is exactly reflected in the entanglement excitation between $A'$ and $B'$.

### 5.3 Path-dependency on simplest two-loop graph

We consider the holonomy operator acting on the graph Fig.11a either along path $j_1 \to k_a \to j_2$ or path $j_1 \to k_b \to j_2$. We look at the bipartite entanglement between $\mathcal{H}_A$ and $\mathcal{H}_B \otimes \mathcal{H}_C$. We show the entanglement excitation’s dependency on the choices of path along which the holonomy operator acts. We also study the path-dependency from coarse-grained graph, converting the path-dependency to the spin-dependency of self-loop.

For the sake of simplicity, we consider a simple spin network with spins $k_a = 1, k_b = \frac{1}{2}$, and $j_1 = j_2 = \frac{1}{2}, j_3 = 1$, and set loop holonomy spin $\ell = \frac{1}{2}$.

Look at the action acting along the path $j_1 \to k_a \to j_2$. The spin network state can be labeled by spin-shifting $|j_1j_2K_1_a\rangle$. The initial state is $|\frac{1}{2}\frac{1}{2}\frac{1}{2}\frac{1}{2}\rangle_a$, and following same logic, the final truncated state reads,

$$
|\psi_a(t)\rangle = \frac{|\frac{1}{2}\frac{1}{2}\frac{1}{2}\frac{1}{2}\rangle_a + \frac{i\ell}{2\sqrt{3}} |0\frac{1}{2}\frac{1}{2}\frac{1}{2}\rangle_a + \frac{i\ell}{2\sqrt{3}} |10\frac{1}{2}\frac{1}{2}\rangle_a + \frac{i\ell}{3\sqrt{6}} |11\frac{1}{2}\frac{1}{2}\rangle_a + \frac{4i\ell}{3\sqrt{3}} |1\frac{1}{2}\frac{1}{2}\rangle_a}{\sqrt{1 + \frac{7\ell^2}{9}}}.
$$

Likewise, look at the action acting along the path $j_1 \to k_b \to j_2$. The spin network state can be labeled by spin-shifting $|j_1j_2K_2_b\rangle$. The initial state is $|\frac{1}{2}\frac{1}{2}\frac{1}{2}\frac{1}{2}\rangle_b$, and the final truncated
state reads,

\[
|\psi_b(t)\rangle = \frac{|\frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}}\rangle_b + \frac{\sqrt{2}}{\sqrt{3}} |011\rangle_b + \frac{\sqrt{2}}{\sqrt{3}} |101\rangle_b + \frac{2\sqrt{2}i}{3\sqrt{3}} |111\rangle_b}{\sqrt{1 + \frac{26t^2}{27}}}. \tag{5.36}
\]

Partial tracing over \( \mathcal{H}_B \otimes \mathcal{H}_C \), the reduced states \([\rho_a(t)]_A\) and \([\rho_b(t)]_A\) are read,

\[
[\rho_a(t)]_A = \frac{|\frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}}\rangle\langle \frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}}| + \frac{t^2}{12} |01\rangle\langle 01| + \frac{t^2}{18} |10\rangle\langle 10| + \frac{14t^2}{27} |11\rangle\langle 11|}{1 + \frac{26t^2}{27}}, \tag{5.37}
\]

\[
[\rho_b(t)]_A = \frac{|\frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}}\rangle\langle \frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}}| + \frac{2t^2}{9} |01\rangle\langle 01| + \frac{2t^2}{9} |10\rangle\langle 10| + \frac{14t^2}{27} |11\rangle\langle 11|}{1 + \frac{26t^2}{27}}. \tag{5.38}
\]

The reduced states can be also derived from coarse-grained graph as Fig.11b. In this scenario, the loopy spin network in the problem amounts to being a 4-valent vertex. Based on that point, one can computes the eigenvalues (5.18) by setting the bouquet spin at \( B' \). As expected, working on the coarse-grained graph leads to same reduced states. Interestingly, the path-dependency is translated into the spin-dependency on the self-loop. The different entanglement excitations are interpreted by the different transition matrices, and the different transition matrices are reflected in the different bouquet spins.

6 Conclusion & outlook

The present paper is dedicated to the study of coarse-graining spin entanglement at both kinematical and dynamical level in loop quantum gravity. More precisely, we looked into the spin network entanglement on graph and coarse-grained graph, showing that arbitrary spin network state and the corresponding coarse-grained spin network state carry identical spin network entanglement. Furthermore, we show that the identical entanglement relation can be pushed towards the dynamical level as long as the evolution is generated by loop holonomy operator. That is, the dynamics of spin network entanglement can be also exactly reflected in the coarse-grained graph.

At the technical level, we utilize the point of view of bulk-boundary maps, understanding coarse-graining as unitary for dual boundary Hilbert space. This manner builds the relation between the spin network states based on graph and coarse-grained graph, guiding us to find the transformation between transition matrices for holonomy operator and the coarse-grained holonomy operator. Moreover, these unitaries are interpreted as local unitaries that preserves the entanglement amongst sub-networks. The conclusion is universal for any entanglement measure, according to the requirement that any entanglement measure should be invariant under local unitary.

We wish to shed light on the question about the quantum gravity degrees of freedom. In some sense, the coarse-graining feature of spin network entanglement implies that the graphical degrees of freedom can be considerably reduced.
On the other hand, the coarse-graining feature emphasizes the degrees of freedom of interfacing edges and self-loops. More precisely, the entanglement between spin sub-networks is exactly reflected in the entanglement between loopy spin sub-networks to which coarse-graining gives rise. Every loopy sub-network is made up by a single vertex plus boundary edges and self-loops (due to gauge-fixing). The bulk topology is reflected in the number of self-loops. When comes to spin network entanglement, the intertwiner at the single vertex encodes all the information about the sub-graph, associating with boundary spins and self-loop spins via recoupling.

Following the coarse-graining feature of spin network entanglement, we can consider a simple situation: staring with a closed spin network, partitioning it into a bipartite system, we then ask the maximal entanglement entropy between the subsystems. In line with our result, the entanglement entropy can be studied on the coarse-grained graph with two loopy vertices, and the maximal entanglement entropy is bounded from upper by the minor dimension of two loopy intertwiner spaces. Say $N$ the number of interfacing edges, and $u$ the loopy vertex with the number $L$ of self-loops. Suppose that the intertwiner space associated with $u$ has minor dimension, then the maximal entanglement entropy could be converted to a $U(N + 2L)$ problem for computing dimension [64]. In particular, if one further assumes $BF$ dynamics as considered in [51], then the self-loops could be removed at all, thus it becomes as 2-vertex model with $L = 0$ [63, 65]. In this case, the maximal entanglement entropy could meet area-entropy law at certain limit [64].

Since holonomy operators are the basic building blocks of the Hamiltonian dynamics of loop quantum gravity, this work gives a hint of non-local degrees of freedom description for the coarse-graining and dynamics on the quantum information carried by spin network states. We hope that further characterizing the various operators of loop quantum gravity through coarse-graining feature on the correlation and entanglement will allow to reformulate the precise mathematical framework for holography.
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