QUANTUM MONODROMY AND NONCONCENTRATION NEAR A CLOSED SEMI-HYPERBOLIC ORBIT

HANS CHRISTIANSON

ABSTRACT. For a large class of semiclassical operators $P(h) - z$ which includes Schrödinger operators on manifolds with boundary, we construct the Quantum Monodromy operator $M(z)$ associated to a periodic orbit $\gamma$ of the classical flow. Using estimates relating $M(z)$ and $P(h) - z$, we prove semiclassical estimates for small complex perturbations of $P(h) - z$ in the case $\gamma$ is semi-hyperbolic. As our main application, we give logarithmic lower bounds on the mass of eigenfunctions away from semi-hyperbolic orbits of the associated classical flow.

As a second application of the Monodromy Operator construction, we prove if $\gamma$ is an elliptic orbit, then $P(h)$ admits quasimodes which are well-localized near $\gamma$.

1. Introduction

1.1. Statement of results. To motivate our general results, we first present a few applications. Suppose $(X,g)$ is a compact Riemannian manifold with or without boundary. Let $-\Delta_g$ be the Laplace-Beltrami operator on $X$ and assume $u$ solves the eigenvalue problem

$$-\Delta_g u = \lambda^2 u, \quad \|u\|_{L^2(X)} = 1.$$  

Assume $\gamma$ is a closed semi-hyperbolic geodesic satisfying either $\gamma \cap \partial X = \emptyset$ or the reflection at the boundary is transversal. Then if $U$ is a sufficiently small neighbourhood of $\gamma$, we prove

$$\int_{X \setminus U} |u|^2 dx \geq \frac{C}{\log |\lambda|}, \quad |\lambda| \to \infty.$$  

(1.1)

From [Chr1, Chr1a], we have an application to subexponential decay of $L^2$ energy for the damped wave equation: suppose $a(x)$ is positive outside of $U$ and $u$ satisfies

$$\begin{cases} 
(\partial_t^2 - \Delta + 2a(x)\partial_t) u(x,t) = 0, & (x,t) \in X \times (0,\infty), \\
u(x,0) = 0, & \partial_t u(x,0) = f(x).
\end{cases}$$  

Then for every $\epsilon > 0$ there exists $C > 0$ such that

$$\|\partial_t u\|_{L^2(X)}^2 + \|\nabla u\|_{L^2(X)}^2 \leq Ce^{-t^{1/2}/C} \|f\|_{H^\epsilon(X)}^2.$$  

An example in [BuCh] shows this estimate is in general sharp.

In addition, we have two dispersive type estimates from [Chr2]. The first is a local smoothing estimate for the Schrödinger equation. Suppose $X$ is a noncompact
manifold which is asymptotically Euclidean and that there is a hyperbolic closed
geodesic γ ⊂ U ∈ X. Then for every ε > 0 there exists C > 0 such that
\[
\int_0^T \left\| \rho_s e^{it(\Delta_g - V(x))} u_0 \right\|_{H^{1/2-\epsilon}(X)}^2 \, dt \leq C \| u_0 \|_{L^2(X)}^2,
\]
where \( \rho_s \in C^\infty(M) \) satisfies
\[
\rho_s(x) = \langle d_g(x, x_0) \rangle^{-s}, \quad s > 1/2
\]
for \( x_0 \) fixed and \( x \) outside a compact set, and \( V \in C^\infty(M) \), \( 0 \leq V \leq C \) satisfies
\[
|\nabla V| \leq C \langle \text{dist} (x, x_0) \rangle^{-1-\delta}
\]
for some \( \delta > 0 \).

The second dispersive estimate is a subexponential local energy decay rate for solutions to the wave equation in odd dimensions \( n \geq 3 \). Suppose \( X \) is a noncompact Riemannian manifold which is Euclidean outside a compact set, and suppose \( u \) solves
\[
\begin{cases}
-\Delta_g u + V(x) u = 0, & X \times [0, \infty), \\
u(x, 0) = u_0 \in H^{1+s}(X), & D_t u(x, 0) = u_1 \in H^s(X),
\end{cases}
\]
for \( u_0 \) and \( u_1 \) smooth, compactly supported, where \( V \in C^\infty(M) \) satisfies
\[
\exp(-\text{dist}_g(x, x_0)^2) V = o(1).
\]
Let \( \psi \in C^\infty(X) \) satisfy
\[
\psi \equiv \exp(-\text{dist}_g(x, x_0)^2)
\]
for \( x \) outside a compact set and \( x_0 \) fixed. Then for every \( \epsilon > 0 \) there exists \( C > 0 \) such that
\[
\| \psi \partial_t u \|_{L^2(X)}^2 + \| \psi u \|_{H^1(X)}^2 \leq Ce^{-\epsilon t^2/C} \left( \| \partial_t u(x, 0) \|_{H^1(X)}^2 + \| u(x, 0) \|_{H^{1+s}(X)}^2 \right).
\]

For the general statement of results, let \( X \) be a smooth, compact manifold. In this introduction, we state the Main Theorem only in the case \( \partial X = \emptyset \). The case with boundary will be considered in \( \S 3 \). We take \( P(h) \in \Psi^k_0 \) for \( k \geq 1 \) (see \( \S 2 \) for definitions) and assume \( P(h) \) is of real principal type. That is, if \( p = C^\infty(T^*X) \) is the principal symbol of \( P(h) \), then \( p \) is real-valued, independent of \( h \). Assume \( p^{-1}(E) \) is a smooth, compact hypersurface and \( dp(x, \xi) \neq 0 \) for energies \( E \) near 0. We assume \( p \) is elliptic outside of a compact subset of \( T^*X \): there exists \( C > 0 \) such that
\[
|\xi| > C \quad \Longrightarrow \quad p(x, \xi) \geq \langle \xi \rangle^k / C.
\]

Let \( \Phi_t = \exp tH_p \) be the Hamiltonian flow of \( p \), and suppose \( \Phi_t \) has a closed, semi-hyperbolic orbit \( \gamma \subset \{ p = 0 \} \) of period \( T \). The assumption that \( \gamma \) be semi-hyperbolic means if \( N \) is a Poincaré section for \( \gamma \) and \( S : N \to S(N) \) is the Poincaré map, then the linearization of \( S \), \( dS(0) \), is nondegenerate and has at least

---

1 Using the recent work of Nonnenmacher-Zworski [NonZ1, NonZ2], this has now been improved to exponential decay [Chr].
one eigenvalue off the unit circle. For the eigenvalues of modulus 1 we also require
the following nonresonance assumption for the Poincaré map at the energy 0:
\begin{equation}
(1.2) \quad \begin{cases}
\text{if } e^{\pm i\alpha_1}, e^{\pm i\alpha_2}, \ldots, e^{\pm i\alpha_k} \text{ are eigenvalues of modulus 1, then}
\alpha_1, \alpha_2, \ldots, \alpha_k \text{ are independent over } \pi\mathbb{Z}.
\end{cases}
\end{equation}

Our Main Theorem is that for a family of eigenfunctions $u(h)$ for $P(h)$,
\[ P(h)u(h) = E(h)u(h), \quad E(h) \to 0 \text{ as } h \to 0, \]
and $u(h)$ has its mass concentrated away from $\gamma$. This is made precise in the
following theorem.

**Main Theorem.** Let $A \in \Psi^{0,0}_h(X)$ be a pseudodifferential operator whose principal
symbol is 1 near $\gamma$ and 0 away from $\gamma$. There exist constants $h_0 > 0$ and $C > 0$ such that
\[ \|u\| \leq C \frac{\log(1/h)}{h} \|P(h)u\| + C \sqrt{\log(1/h)} \| (I - A)u \| \]
uniformly in $0 < h < h_0$, where the norms are $L^2$-norms on $X$. In particular, if $u(h)$ satisfies
\[ \begin{cases}
P(h)u(h) = O(h^\infty),
\|u(h)\|_{L^2(X)} = 1,
\end{cases} \]
then
\[ \|(I - A)u\|_{L^2(X)} \geq \frac{1}{C} (\log (1/h))^{-1/2}, \quad 0 < h < h_0. \]

**Remark 1.1.** In \cite{Chr} we assume $P(h) \in \Diff^2(X)$ is a differential operator on $X$ and
that $\partial X$ is noncharacteristic with respect to the principal symbol of $P(h)$. Then a
similar conclusion to the Main Theorem holds (see Main Theorem’ in that section).

**Remark 1.2.** In \cite{AlMa} we give a partial converse to the Main Theorem in Theorem
\cite{Ch}. That is, the techniques of the proof of the Main Theorem are used to show
that if the periodic orbit $\gamma$ is elliptic, then $P(h)$ admits quasimodes which are well-localized
to $\gamma$. This result is well known in the literature (see, for example, \cite{Kal},
\cite{CdV}, and \cite{CaPo} and the references cited therein); however, to our knowledge the
use of the Quantum Monodromy operator to construct these quasimodes is new.

**Remark 1.3.** We interpret the assumption that $\gamma$ be semi-hyperbolic as follows: if $\gamma$
were fully hyperbolic and $\partial X = \emptyset$, then we know from \cite{Chr} that the mass
of eigenfunctions cannot concentrate very rapidly (as the eigenvalue goes to infinity)
near $\gamma$. However, we know from Theorem \cite{Ch} below that if $\gamma$ were fully elliptic, then
there are at least approximate eigenfunctions with all their mass concentrated near
$\gamma$. The rough heuristic is that if $\gamma$ is hyperbolic in at least one direction in phase
space and a sequence of eigenfunctions were to concentrate rapidly near $\gamma$, then they
would have to do so in a lower-dimensional set, a clear violation of the uncertainty
principle\footnote{See \cite{Ch} for recent related work for some examples of degenerate hyperbolic orbits.}. Of course the proof is quite a bit more technical. The nonresonance
assumption on the elliptic eigenvalues is necessary in order to assume there are no
other periodic orbits in a neighbourhood of $\gamma$ in the set $\{p = 0\}$. This in turn
implies (see, for instance, \cite{AlMa} Theorem 28.5) that there is a range of energy
surfaces $\{p = \omega\}$ near $\omega = 0$ in which there is an isolated periodic semi-hyperbolic
orbit. The family of these orbits is diffeomorphic to a cylinder.
Remark 1.4. The estimates in this work are all microlocal in nature; hence we lose nothing by assuming $X$ is compact. In order to apply these estimates in the case of noncompact manifolds, we assume $P$ is elliptic outside a compact set (that is, $|p| \geq (\xi)^k/C$ for $|(x,\xi)| \geq C$) and the geometry is nontrapping outside of a compact submanifold and then apply our results there. See [Chr2] for more on this.

The Main Theorem is similar to [Chr1] Main Theorem] with three generalizations, namely that we no longer assume the linearized Poincaré map has no negative eigenvalues, we allow some eigenvalues of modulus 1, and in [§3] we allow $\gamma$ to reflect transversally off $\partial X$ with some extra assumptions on $P(h)$. This allows the study of, for example, billiard problems in any dimension. The problems encountered in [Chr1] with these cases come from attempting to put $p$ into a normal form in a neighbourhood of $\gamma \subset T^*X$.

The motivation for the proof in this paper is to reduce the problem of studying the resolvent $(P - z)^{-1}$ in a microlocal neighbourhood of $\gamma$ to studying a related operator on the Poincaré section $N$.

If we identify $N$ with $T^*N \simeq \mathbb{R}^{2n-2}$ near 0, we are led to study operators acting on $L^2(V)$, where $V \subset \mathbb{R}^{n-1}$. In the course of this work, we will see that the relevant object of study is the Quantum Monodromy operator $M(z) : L^2(V) \to L^2(V)$. By setting up a Grushin problem in a neighbourhood of $\gamma \times (0,0) \subset T^*X \times T^*\mathbb{R}^{n-1}$, and using the microlocal inverse constructed by Sjöstrand-Zworski in [SjZw1], we will see it is sufficient to bound $\|I - M(z)\|_{L^2(V) \to L^2(V)}$ from below. This will result in the following theorem, which is the main technical result of this paper.

**Theorem 1.** Suppose $P \in \Psi^{k,0}_h$ is a semiclassical pseudodifferential operator of real principal type satisfying all of the assumptions of the introduction, and assume $\gamma \cap \partial X = \emptyset$. Then there exist positive constants $C$, $\epsilon_0$, $h_0$, and a positive integer $N$ such that for $0 < h < h_0$, $z \in [-\epsilon_0, \epsilon_0] + i(-\epsilon_0 h, \epsilon_0 h)$, and if $u \in L^2(X)$ has $h$-wavefront set sufficiently close to $\gamma$, then

\begin{align}
\|(P - z)u\|_{L^2(X)} &\geq C^{-1} h^N \|u\|_{L^2(X)}.
\end{align}

Theorem 1 allows us to add a complex absorption term of order $h$ supported away from $\gamma$. Let $a \in C^\infty(T^*X)$ equal 0 in a neighbourhood of $\gamma$ and 1 away from $\gamma$, define

\begin{align}
Q(z)u = P(h) - z - ihCa^w
\end{align}

for a constant $C > 0$ to be chosen later. Then a semiclassical adaptation of the “three-lines” theorem from complex analysis will allow us to deduce the following estimate.

**Theorem 2.** Suppose $Q(z)$ is given by (1.4), and let

$z \in [-\epsilon_0/2, \epsilon_0/2] + i(-ch/\log(1/h), ch/\log(1/h))$

for $\epsilon_0, c > 0$ sufficiently small. Then there is $h_0 > 0$ and $0 < C < \infty$ such that for $0 < h < h_0$,

\begin{align}
\|Q(z)^{-1}\|_{L^2(X) \to L^2(X)} \leq C \frac{\log(1/h)}{h}.
\end{align}
As an intermediate step to proving Theorem 2, we first prove a similar statement about an operator with a larger absorbing term. Let \( W \in C^\infty(T^*X) \), \( W \equiv 0 \) in a small neighbourhood of \( \gamma \) and \( W \equiv 1 \) away from \( \gamma \). We define a perturbed family of operators
\[
\tilde{Q}(z) = P(h) - z - iWw.
\]
(1.6)

We have the following theorem.

**Theorem 3.** Suppose \( \tilde{Q}(z) \) is as above, \( z \in [-\epsilon_0/2, \epsilon_0/2] \), and \( W \equiv 1 \) outside a sufficiently small neighbourhood of \( \gamma \). Then there is \( h_0 > 0 \) and \( 0 < C < \infty \) such that for \( 0 < h < h_0 \),
\[
\left\| \tilde{Q}(z)^{-1} \right\|_{L^2(X) \to L^2(X)} \leq C \frac{\log(1/h)}{h}.
\]
(1.7)

If \( \varphi \in C^\infty_c(X) \) is supported away from \( \gamma \), then
\[
\left\| \tilde{Q}(z)^{-1}\varphi \right\|_{L^2(X) \to L^2(X)} \leq C \sqrt{\frac{\log(1/h)}{h}}.
\]
(1.8)

Theorem 2 follows from Theorem 3 using the control theory arguments exactly as in [Chr1a].

1.2. **Examples.** There are many examples in which the hypotheses of the theorem are satisfied, the simplest of which is the case in which \( p = |\xi|^2 - E(h) \) for \( E(h) > 0 \). Then the Hamiltonian flow of \( p \) is the geodesic flow, so if the geodesic flow has a closed semi-hyperbolic orbit, there is nonconcentration of eigenfunctions, \( u(h) \), for the equation
\[
-h^2 \Delta u(h) = E(h)u(h).
\]

Another example of such a \( p \) is the case \( p = |\xi|^2 + V(x) \), where \( V(x) \) is a confining potential with two “bumps” or “obstacles” in the lowest energy level (see Figure 1). In the appendix to [Sjö] it is shown that for an interval of energies \( V(x) \sim 0 \), there is a closed hyperbolic orbit \( \gamma \) of the Hamiltonian flow which “reflects” off the bumps (see Figure 2). Complex hyperbolic orbits may be constructed by considering 3-dimensional hyperbolic billiard problems (see, for example, [AuMa, §2]). In addition, Proposition 4.3 from [Chr1] gives a somewhat artificial means of constructing a manifold diffeomorphic to a neighbourhood in \( T^*S^1(t, \tau) \times T^*\mathbb{R}^{n-1}(x, \xi) \) which contains a hyperbolic orbit \( \gamma \) by starting with the Poincaré map that \( \gamma \) is required to have.

In the appendix, we examine the Riemannian manifold
\[
M = \mathbb{R}_x / \mathbb{Z} \times \mathbb{R}_y \times \mathbb{R}_z
\]
equipped with the metric
\[
ds^2 = \cosh^2 y(2z^4 - z^2 + 1)^2 \, dx^2 + dy^2 + dz^2,
\]
which has a semi-hyperbolic closed geodesic at \( y = z = 0 \) and two hyperbolic closed geodesics at \( y = 0, z = \pm 1/2 \). Restricting \( y \) and \( z \) to compact intervals yields a compact manifold satisfying the hypotheses of the Main Theorem, while the noncompact manifold provides a model for possibly extending the dispersive-type estimates to the semi-hyperbolic case.
1.3. Organization. This work is organized as follows. In §2 we recall basic definitions and properties of \(h\)-pseudodifferential operators on manifolds. In §3 we first state the versions of Theorems 1, 2, and the Main Theorem in the case of a compact manifold with boundary, then review the classical picture of a closed orbit reflecting transversally off the boundary, and prove a propagation of singularities result at the boundary. §4 gives the definition and basic facts about the Quantum Monodromy operator \(M(z)\), while §5 shows how \(M(z)\) arises naturally in the context of a Grushin problem. §6 presents the main ideas of the proof of Theorem 1 by considering a model. In §§7-8 the proof of Theorem 1 is presented, while the proof of Theorem 2 and the Main Theorem is reserved for §9. Finally, in §10 we show how the Monodromy Operator construction can be used to construct well-localized quasimodes if \(\gamma\) is elliptic. In the appendix, we provide a concrete example of a semi-hyperbolic orbit.

2. Preliminaries

The material in this section is standard (see, for example, [DiSj], [EvZw] for the semiclassical calculus, or [Hor1, Hor3] for the classical case), but we include it here for the reader’s convenience.

2.1. \(h\)-Pseudodifferential operators on manifolds. We will be operating on half-densities,
\[
u(x)|dx|^\frac{1}{2} \in C^\infty \left(X, \Omega^\frac{1}{2} X\right),
\]
with the informal change of variables formula
\[
u(x)|dx|^\frac{1}{2} = v(y)|dy|^\frac{1}{2}, \text{ for } y = \kappa(x) \Leftrightarrow v(\kappa(x))|\kappa'(x)|^\frac{1}{2} = \nu(x).
\]

By symbols on \(X\) we mean
\[
\mathcal{S}^{k,m} \left(T^*X, \Omega^\frac{1}{2} T^*X\right) := \left\{ a \in C^\infty(T^*X \times (0, 1], \Omega^\frac{1}{2} T^*X) : \left| \partial_\xi^\alpha \partial_\eta^\beta a(x, \eta, \xi; h) \right| \leq C_{\alpha\beta} h^{-m} |\xi|^{k-|\beta|} \right\}.
\]

We remark that the symbols we consider are half-densities on the cotangent bundle with the natural symplectic structure, and in the course of this work we will
use only symplectic changes of variables on $T^*X$. Consequently the change of variables formula is invariant on symbols: if $\kappa : T^*X \to T^*X$ is symplectic and $a \in S^{k,m}(T^*X, \Omega^\frac{1}{2}_X)$, then

$$
\kappa^* \left[ a(x, \xi) d\xi \wedge dx \right]^{\frac{1}{2}} = a(\kappa(x, \xi)) |\kappa^* d\xi \wedge dx|^{\frac{1}{2}}
$$

$$
= a(\kappa(x, \xi)) |d\xi \wedge dx|^{\frac{1}{2}}.
$$

Hence we don’t keep track of the $|d\xi \wedge dx|^{\frac{1}{2}}$ except where confusion may arise.

There is a corresponding class of pseudodifferential operators $\Psi_{h}^{k,m}(X, \Omega^\frac{1}{2}_X)$ acting on half-densities defined by the local formula (Weyl calculus) in $\mathbb{R}^n$:

$$
\text{Op}_h^w(a)(x)u(x) = \frac{1}{(2\pi h)^n} \int \int a \left( \frac{x+y}{2}, \xi; h \right) e^{i(x-y,\xi)/h} u(y) dy d\xi.
$$

We will occasionally use the shorthand notation $a^w := \text{Op}_h^w(a)$ and $A := \text{Op}_h^w(a)$ when there is no ambiguity in doing so. We also use the notation $P \in \text{Diff}_h$ when $P$ is a semiclassical differential operator.

We have the principal symbol map

$$
\sigma_h : \Psi_{h}^{k,m}(X, \Omega^\frac{1}{2}_X) \to S^{k,m}/S^{k,m-1}(T^*X, \Omega^\frac{1}{2}_X),
$$

which gives the left inverse of $\text{Op}_h^w$ in the sense that

$$
\sigma_h \circ \text{Op}_h^w : S^{k,m} \to S^{k,m}/S^{k,m-1}
$$

is the natural projection. Acting on half-densities in the Weyl calculus, the principal symbol is actually well-defined in $S^{k,m}/S^{k,m-2}$, that is, up to $O(h^2)$ in $h$ (see, [SZ] Appendix).

We will use the notion of wave front sets for pseudodifferential operators on manifolds. If $a \in S^{k,m}(T^*X, \Omega^\frac{1}{2}_X)$, we define the singular support or essential support for $a$:

$$
\text{ess-supp}_h a \subset T^*X \sqcup S^*X,
$$

where $S^*X = (T^*X \setminus \{0\})/\mathbb{R}_+$ is the cosphere bundle (quotient taken with respect to the usual multiplication in the fibers), and the union is disjoint. $\text{ess-supp}_h a$ is defined using complements:

$$
\text{ess-supp}_h a := \mathbb{C} \left\{ (x, \xi) \in T^*X : \exists \epsilon > 0, \quad \partial^\alpha_x \partial^\beta_\xi a(x', \xi') = O(h^\infty), \quad d(x, x') + |\xi - \xi'| < \epsilon \right\}
$$

$$
\cup \mathbb{C} \left\{ (x, \xi) \in T^*X \setminus \{0\} : \exists \epsilon > 0, \quad \partial^\alpha_x \partial^\beta_\xi a(x', \xi') = O(h^\infty(\xi)^{-\infty}), \quad d(x, x') + 1/|\xi'| + |\xi/|\xi'| - |\xi'|/|\xi| < \epsilon / \mathbb{R}_+. \right\}
$$

We then define the wave front set of a pseudodifferential operator $A \in \Psi_{h}^{k,m}(X, \Omega^\frac{1}{2}_X)$:

$$
\text{WF}_h(A) := \text{ess-supp}_h(a), \quad \text{for } A = \text{Op}_h^w(a).
$$

Finally for distributional half-densities $u \in C^\infty((0, 1)_h, \mathcal{D}'(X, \Omega^\frac{1}{2}_X))$ such that there is an $N_0$ so that $h^{N_0} u$ is bounded in $\mathcal{D}'(X, \Omega^\frac{1}{2}_X)$, we can define the semiclassical
wave front set of \( u \), again by a complement:

\[
\WF_h(u) := \{ (x, \xi) : \exists A \in \Psi_h^{0,0}, \text{ with } \sigma_h(A)(x, \xi) \neq 0, \text{ and } Au \in h^∞C^∞((0,1)_h, C^∞(X, \Omega^2_Χ)) \}.
\]

For \( A = \text{Op}_h(w)(a) \) and \( B = \text{Op}_h(w)(b) \), \( a \in S^{k,m} \), \( b \in S^{k',m'} \), we have the composition formula

\[
A \circ B = \text{Op}_h(w)(a \# b),
\]

where

\[
S^{k+k',m+m'} \ni a \# b(x, \xi) := e^{i\frac{h}{2}\langle D_x, D_\xi \rangle} \left( a(x, \xi) b(y, \eta) \right) \bigg|_{x=y},
\]

with \( \omega \) the standard symplectic form.

We will need the definition of microlocal equivalence of operators. Suppose \( T : C^∞(X, \Omega^2_X) \to C^∞(X, \Omega^2_X) \) and that for any seminorm \( \| \cdot \|_1 \) on \( C^∞(X, \Omega^2_X) \) there is a second seminorm \( \| \cdot \|_2 \) on \( C^∞(X, \Omega^2_X) \) such that

\[
\|Tu\|_1 \leq \mathcal{O}(h^{-M_0})\|u\|_2
\]

for some \( M_0 \) fixed. Then we say \( T \) is \textit{semiclassically tempered}. We assume for the rest of this work that all operators satisfy this condition. Let \( U, V \subset T^*X \) be open precompact sets. We think of operators defined microlocally near \( V \times U \) as equivalence classes of tempered operators. The equivalence relation is

\[
T \sim T' \iff A(T - T')B = \mathcal{O}(h^∞) : D'(X, \Omega^2_X) \to C^∞(X, \Omega^2_X)
\]

for any \( A, B \in \Psi_h^{0,0}(X, \Omega^2_X) \) such that

\[
\WF_h(A) \subset \widetilde{V}, \quad \WF_h(B) \subset \widetilde{U}, \quad \text{with } \widetilde{V}, \widetilde{U} \text{ open and } \widetilde{V} \Subset \widetilde{V} \subset T^*X, \quad \widetilde{U} \Subset \widetilde{U} \subset T^*X.
\]

In the course of this work, when we say \( P = Q \) \textit{microlocally} near \( V \times U \), we mean for any \( A, B \) as above,

\[
\text{APB} - \text{AQB} = \mathcal{O}_{L^2 \to L^2}(h^∞),
\]

or in any other norm by the assumed precompactness of \( U \) and \( V \). Similarly, we say \( B = T^{-1} \) on \( V \times U \) if \( BT = I \) microlocally near \( V \times V \) and \( TB = I \) microlocally near \( U \times U \).

2.2. Symbols with 2 parameters. We will use the following results on symbols with two parameters (for proofs, see [S]zw3 and [chrI]). We will only use symbol spaces with two parameters in the context of microlocal estimates, in which case we may assume we are working in an open subset of \( \mathbb{R}^{2n} \). We define the following spaces of symbols with two parameters:

\[
S^{k,m,\vec{m}}(\mathbb{R}^{2n}) := \left\{ a \in C^∞(\mathbb{R}^{2n} \times (0,1]^2) : \right. \left. \left| \partial_α^a \partial_ξ^β a(x, \xi; h, \vec{h}) \right| \leq C_{α,β} h^{-m} \vec{h}^{-\vec{m}} (\xi)^{k-|β|} \right\}.
\]
For the applications in this work, we assume \( \tilde{h} > h \) and define the scaled spaces:

\[
S^{k,m,\tilde{m}}_{\delta} (\mathbb{R}^{2n}) : = \left\{ a \in C^\infty (\mathbb{R}^{2n} \times (0,1]^2) : \right\}
\]

\[
\left| \partial_x^a \partial_{\xi}^b a(x, \xi ; h, \tilde{h}) \right| \leq C_{\alpha \beta} h^{-m} \tilde{h}^{-\tilde{m}} \left( \frac{h}{\tilde{h}} \right)^{\delta (|\alpha|+|\beta|)} \left( \frac{\delta}{\alpha \beta} \right) \left( \xi \right)^{k-|\beta|} \}
\]

As before, we have the corresponding spaces of semiclassical pseudodifferential operators \( \Psi^{k,m,\tilde{m}}_{\delta} \) and \( \Psi^{k,m,\tilde{m}}_{d} \), where we will usually add a subscript of \( h \) or \( \tilde{h} \) to indicate which parameter is used in the quantization. The relationship between \( \Psi_h \) and \( \Psi_{\tilde{h}} \) is given in the following obvious lemma.

**Lemma 2.1.** Let \( a \in S^{k,m,\tilde{m}}_0 \) and set

\[
b(X, \Xi) = a \left( \left( \frac{h}{\tilde{h}} \right)^{\frac{3}{2}} X, \left( \frac{h}{\tilde{h}} \right)^{\frac{3}{2}} \Xi \right) \in S^{k,m,\tilde{m}}_{-\frac{3}{2}}.
\]

The linear operator \( T_{h,\tilde{h}} u(X) = \left( \frac{h}{\tilde{h}} \right)^{\frac{3}{2}} u \left( \left( \frac{h}{\tilde{h}} \right)^{\frac{3}{2}} X \right) \) is unitary on \( L^2 \), and

\[
\operatorname{Op}_h^w(b) T_{h,\tilde{h}} u = T_{h,\tilde{h}} \operatorname{Op}_h^w(a) u.
\]

We have the following microlocal commutator lemma.

**Lemma 2.2.** Suppose \( a \in S^{0,0,0}_0 \), \( b \in S^{-\infty,\tilde{m},\tilde{m}}_{-\frac{3}{2}} \), and \( \tilde{h} > h \).

(a) If \( A = \operatorname{Op}_h^w(a) \) and \( B = \operatorname{Op}_h^w(b) \), then

\[
[A, B] = h^{-m} \tilde{h}^{-\tilde{m}} \left( \frac{h}{\tilde{h}} \right) \operatorname{Op}_h^w(\{a,b\}) + \mathcal{O} \left( h^{3/2} \tilde{h}^{3/2} \right).
\]

(b) More generally, for each \( l > 1 \),

\[
\operatorname{ad}^l_A B = h^{-m} \tilde{h}^{-\tilde{m}} \mathcal{O}_{L^2 \to L^2} \left( \frac{h}{\tilde{h}} \right)^{l-1}.
\]

(c) If \( a \in S^{0,0,0}_0 \), \( b \in S^{-\infty,\tilde{m},\tilde{m}}_{-\frac{3}{2}} \), \( \tilde{h} > h \), \( A = \operatorname{Op}_h^w(a) \), and \( B = \operatorname{Op}_h^w(b) \), then

\[
[A, B] = h^{-m} \tilde{h}^{-\tilde{m}} \left( \frac{h}{\tilde{h}} \right) \operatorname{Op}_h^w(\{a,b\}) + \mathcal{O} \left( h^{3/2} \tilde{h}^{3/2} \right).
\]

3. **Manifolds with boundary and propagation of singularities**

In this section, \( X \) is a smooth, compact, \( n \)-dimensional manifold with boundary. We assume \( P \in \text{Diff}^{2,0}_h \) is a second-order differential operator whose principal symbol \( p \) is a quadratic form in \( \xi \):

\[
p = \sum_{i,j} a^{ij}(x) \xi_i \xi_j - 1,
\]

and we assume \( \partial X \) is noncharacteristic with respect to \( p \). We adopt a microlocal viewpoint in which \( \partial X \) is identified locally with a noncharacteristic hypersurface \( Y \subset \mathbb{R}^n \). Our local model for \( X \) near \( Y \) is \( X = \mathbb{R}^n \) with \( Y = \{ x \in \mathbb{R}^n : x_1 = 0 \} \). If \( \gamma \) is a (broken) periodic bicharacteristic in \( \{ p = 0 \} \), we implicitly identify \( \gamma \)
with its projection $\pi(\gamma)$ onto $X$, which we think of as a unit speed geodesic. Here $\pi : T^*X \to X$ is the usual projection. We study the boundary value problem
\begin{equation}
\begin{cases}
(P - z)u = f \text{ in } X, \\
u = 0 \text{ on } Y,
\end{cases}
\end{equation}
in a neighbourhood of a closed bicharacteristic for the flow of $H_p$ reflecting transversally off $Y$, and for energies $z$ near 0. Our final goal is to describe the propagation of singularities at the boundary. First we will prove factorization lemmas and energy estimates near $Y$, and then prove the main result of this section, which is that the microlocal propagator of $P - z$ can be extended in a meaningful way through the reflections at the boundary. The Main Theorem has the following analogue in the case that the bicharacteristic $\gamma$ reflects transversally off $\partial X$ in phase space (see §3.1.3.2 for definitions).

**Main Theorem'**. Suppose $P(h) \in \text{Diff}_h^2(X)$ and $\partial X$ is noncharacteristic with respect to the principal symbol of $P(h)$. Assume $\gamma$ makes only transversal reflections with $\partial X$. Let $A \in \Psi^0_{h,db}(X)$ be a pseudodifferential operator whose principal symbol is 1 near $\gamma$ and 0 away from $\gamma$. There exist constants $h_0 > 0$ and $C > 0$ such that

$$\|u\| \leq C \frac{\log(1/h)}{h} \|P(h)u\| + C \sqrt{\log(1/h)}\|\sqrt{h} - A\|u\|$$

uniformly in $0 < h < h_0$, where the norms are $L^2$-norms on $X$. In particular, if $u(h)$ satisfies

$$\begin{cases}
P(h)u(h) = O(h^\infty), \\
\|u(h)\|_{L^2(X)} = 1,
\end{cases}$$

then

$$\|\sqrt{h} - A\|u\|_{L^2(X)} \geq \frac{1}{C} \log \left(\frac{1}{(1/h)}\right)^{-\frac{1}{2}}, \quad 0 < h < h_0.$$

As in §1 Main Theorem' is a consequence of the following versions of Theorems 1 and 2 in the case of a manifold with boundary.

**Theorem 1'**. Suppose $P(h) \in \text{Diff}_h^2(X)$ and $\partial X$ is noncharacteristic with respect to the principal symbol of $P(h)$. Assume $\gamma$ makes only transversal reflections with $\partial X$. Then there exist positive constants $C$, $c_0$, $h_0$, $\epsilon_0$, and a positive integer $N$ such that for $0 < h < h_0$, $z \in [-\epsilon_0, \epsilon_0] + i(-c_0h, c_0h)$, if $u \in L^2(X)$ has $h$-wavefront set sufficiently close to $\gamma$, then
\begin{equation}
\|(P - z)u\|_{L^2(X)} \geq C^{-1}h^N\|u\|_{L^2(X)}.
\end{equation}

As in the introduction, we add a complex absorbing term: let $a^w \in \Psi_{h,db}$ equal 0 in a neighbourhood of $\gamma$ and 1 away from $\gamma$ (according to the equivalence relation defined in §3.1), and define as usual

$$Q(z)u = P(h) - z - ihCa^w$$

for a constant $C > 0$ to be chosen later. We have the following version of Theorem 2.

**Theorem 2'**. Suppose $Q(z)$ is given as above, and suppose

$$z \in [-\epsilon_0/2, \epsilon_0/2] + i(-ch/\log(1/h), ch/\log(1/h))$$
for $\epsilon_0, c > 0$ is sufficiently small. Then there is $h_0 > 0$ and $0 < C < \infty$ such that for $0 < h < h_0$,

\[ (3.3) \quad \| Q(z)^{-1} \|_{L^2(X) \to L^2(X)} \leq C \frac{\log(1/h)}{h}. \]

Just as in the introduction, before proving Theorem 2, we first need an auxiliary theorem. Let $W \in C^\infty(T^*X)$, $W \equiv 1$ in a small neighbourhood of $\gamma$ and $W \equiv 1$ away from $\gamma$ (again using the equivalence relations in [§3.1]). We define a perturbed family of operators

\[ \tilde{Q}(z) = P(h) - z - iWw. \]

We have the following theorem.

**Theorem 3'.** Suppose $\tilde{Q}(z)$ is as above, $z \in [-\epsilon_0/2, \epsilon_0/2]$, and $W \equiv 1$ outside a sufficiently small neighbourhood of $\gamma$. Then there is $h_0 > 0$ and $0 < C < \infty$ such that for $0 < h < h_0$,

\[ (3.4) \quad \| \tilde{Q}(z)^{-1} \|_{L^2(X) \to L^2(X)} \leq C \frac{\log(1/h)}{h}. \]

If $\varphi \in C^\infty_c(X)$ is supported away from $\gamma$, then

\[ (3.5) \quad \| \tilde{Q}(z)^{-1}\varphi \|_{L^2(X) \to L^2(X)} \leq C \frac{\sqrt{\log(1/h)}}{h}. \]

Theorem 2 follows from Theorem 3 using the control theory arguments exactly as in Chr1a.

### 3.1. Normally differential operators

In this subsection we review some of the technical tools necessary to understand the propagation of singularities through boundary reflections. The calculus described here appears to have originated in the works of Melrose-Sjöstrand [McSj1, McSj2]. The purpose is to mimic as much as possible the properties of the semiclassical calculus in the case with no boundary (composition, commutators, propagation of wavefront sets, etc.); however, it should be noted that the calculus does depend implicitly on the choice of coordinates.

If $X$ is a smooth manifold with boundary, we define pseudodifferential operators which are differential in the normal direction at the boundary microlocally. For a microlocal definition, it suffices to assume $X = \{ x_1 \geq 0 \}$ and $\partial X = \{ x_1 = 0 \}$. Then the algebra of pseudodifferential operators which are normally differential at the boundary is defined by the following:

\[ \Psi^{k,m}_{h,db}(X, \Omega^1_X) = \left\{ A(x, hD_x) \in \Psi^{k,m}_h : A(x, hD_x) = \sum_{j=0}^k A_j(x, hD_{x^j})(hD_{x^j})^j \right\}. \]

Suppose $\varphi \in C^\infty(X, \Omega^1_X)$, and $x_0 \in \partial X$. Using local coordinates at the boundary, we write $x_0 = (0, x_0') \in \{ x_1 \geq 0 \}$. Then $\varphi \in C^\infty(X, \Omega^1_X)$ means there is a smooth extension $\tilde{\varphi}$ to an open neighbourhood of $x_0 \in \mathbb{R}^n$. For a distribution $u \in \mathcal{D}'(X, \Omega^1_X)$, we extend the notion of $WF_h(u)$ to a neighbourhood of the boundary. We say $(x_0, \xi_0) = (0, x_0', \xi_0)$ is not in $WF_h(u)$ if there is a product neighbourhood $(x_0, \xi_0) \in U \times V \subset \mathbb{R}^{2n}$ and a normally differential operator $A \in \Psi^{0,0}_{h,db}(U, \Omega^1_U)$
such that \( \sigma_h(A)(x_0, \xi_0) \neq 0 \) and
\[
Au \in h^\infty C^\infty((0,1)_h; C^\infty(U, \Omega^2)).
\]
Observe that if \( u \) is smooth, then
\[
(WF_h u)_{|\partial X} \subset WF_h (u_{|\partial X}) \sqcup (\text{ess-supp}_h (u_{|\partial X}) \times N^*(\partial X)).
\]
Similarly, using our identification of the \( h \)-wavefront set of a pseudodifferential operator as the essential support of its symbol, \( A \in \Psi^{0,0}_{h,db} \) with \( \sigma_h(A) \neq 0 \) at \((0, x_0', \xi_0)\) implies the \( \xi_1 \)-direction is always contained in the \( h \)-wavefront set of \( A \).

We are going to be interested in symbols which are compactly supported in \( T^* \mathbb{R}^n \) and similarly for \( A \)
\[
\text{proj}_{(x,\xi')} \circ \text{WF}_h \circ A \text{ is microlocally equivalent to } U \times V_{\xi'},
\]
and similarly for \( A' \),
\[
\psi(P(h))A(T - T')\psi(P(h))A' = O(h^\infty) \colon \mathcal{D}'(X) \to C^\infty(X).
\]
In particular, if \( A \in \Psi^{0,0}_{h,db} \), we say \( A \) is microlocally equivalent to
\[
\psi(P(h))A
\]
and we will use this identification freely throughout.

3.2. Propagation of singularities. This section is basically a semiclassical adaptation of some of the propagation of singularities results at the boundary presented in [Hor3] Chap. 23, which in turn is strongly motivated by the Hadamard parametrix construction. According to [Hor3] App. C.5, under the noncharacteristic assumption we can find local symplectic coordinates near \( Y \) so that \( Y = \{ x_1 = 0 \} \) and (possibly after a sign change)
\[
p(x, \xi) = \xi_1^2 - r(x, \xi'), \quad (\xi_2, \ldots, \xi_n) = (\xi_2, \ldots, \xi_n).
\]
We define the hyperbolic set \( H \subset T^*Y \):
\[
H := \{ (x', \xi') : r(0, x', \xi') > 0 \},
\]
on the lift of which the characteristic equation has the two roots \( \{ x_1 = 0, \xi_1 = \pm r(x, \xi')^{\frac{1}{2}} \} \). Thus the Hamiltonian vector field of \( p \),
\[
H_p = 2\xi_1 \partial_{x_1} - \partial_{\xi'} r \partial_x + \partial_x r \partial_{\xi'}
\]
There is a factorization of $P - z$ near $H$: $$P - z = (hD_1 - A_-(x, hD'))(hD_1 - A_+(x, hD'))$$ with $A_{\pm} \in \Psi^1_{h,db}$ having principal symbol $\pm r^{\frac{1}{2}}$.

Remark 3.2. We remark that $r(x, \xi')$ and $A_{\pm}(x, hD')$ implicitly depend on the energy $z$, although we don’t explicitly note this dependence where no ambiguity can arise.

Proof. We follow the proof for the $h$-independent version of the lemma found in [Hor3 Lemma 23.2.8], although the original idea seems to be due to Hadamard. Using the coordinates above, the principal symbol of $P - z$ is (3.8). Set $A_{\pm} = \text{Op}(\pm r^{\frac{1}{2}})$ so that $$P - z - (hD_1 - A_{\pm})(hD_1 - A_{\pm}) = R_1(x, hD) \text{ microlocally},$$ where $\sigma_h R_1 = O(h)$ is independent of $\xi_1$.

Now suppose we have $A_{\pm}$ with principal symbols $\pm r^{\frac{1}{2}}$ such that $$P - z - (hD_1 - A_{\pm})(hD_1 - A_{\pm}) = R_j(x, hD) \text{ microlocally},$$ where $\sigma_h R_j = O(h^j)$ is independent of $\xi_1$. Choose $a_{\pm}^j(x, \xi') = O(h^j)$ satisfying $$\sigma_h R_j(x, \xi') + 2a_{\pm}^j(x, \xi')r^{\frac{1}{2}}(x, \xi') = 0,$$ which we can do since $r^{\frac{1}{2}} > 0$ near $H$. We will similarly add $a_{\pm}^j(x, hD')$ to $A_{\pm}^j$, where $a_{\pm}^j = O(h^j)$ is determined by the following calculation:

$$P - z - (hD_1 - A_{\pm}^j - a_{\pm}^j(x, hD'))(hD_1 - A_{\pm}^j - a_{\pm}^j(x, hD'))$$

$$= R_j(x, hD) - a_{\pm}^j(x, hD')(hD_1 - A_{\pm}^j) - (hD_1 - A_{\pm}^j)(a_{\pm}^j(x, hD'))$$
$$+ a_{\pm}^j(x, hD')a_{\pm}^j(x, hD') \text{ microlocally}.$$
On the level of principal symbols, this yields the requirement that
\[ \sigma_h R_j(x, \xi') - a^j_l(x, \xi')(\xi_1 - r^{1/2}(x, \xi')) - (\xi_1 + r^{1/2}(x, \xi')) a^j_{kl}(x, \xi') = 0, \]
which gives \( a^j_{kl}(x, \xi') = -a^j_l(x, \xi') \). By induction and Borel’s Lemma the argument is complete.

We also have a microlocal factorization \( P - z = (hD_1 - \hat{A}_+)(hD_1 - \hat{A}_-) \), where the principal symbols of \( \hat{A}_\pm \) are \( \pm r^{1/2} \) as in the lemma. Suppose the \( \gamma_\pm \) intersect \( T^* Y \) at \( (x_0, \xi_0) \). On \( \gamma_- \) we have \( \xi_1 = -r^{1/2} \), so \( (hD_1 - \hat{A}_+) \) is elliptic near \( \gamma_- \). Then to solve (3.1), we need only solve \( (hD_1 - \hat{A}_-)u = (hD_1 - \hat{A}_+)^{-1} f = f \).

**Lemma 3.3.** Suppose \( u \) solves the following Cauchy problem in \( \mathbb{R}^n_+ \):
\[
\begin{cases}
(hD_1 - \hat{A}_-) u = f, & x_1 > 0, \\
u|_{x_1 = 0} = \varphi(x').
\end{cases}
\]
Then
\[
\sup_{0 \leq y \leq T_0} \| u(y, \cdot) \|_{L^2_x(\mathbb{R}^{n-1} \times \{x_1 = y\})} \leq C \| \varphi \|_{L^2_x(\mathbb{R}^{n-1} \times \{x_1 = 0\})} + \frac{C T_0}{h} \| f \|_{L^1([0, T_0], L^2(\mathbb{R}^{n-1}))}.
\]

**Proof.** Consider
\[
\frac{1}{2} \partial_y \| u(y, \cdot) \|_{L^2(\mathbb{R}^{n-1} \times \{x_1 = y\})} = \langle \partial_y u, u \rangle_{x'},
\]
\[
= -\frac{\Im}{h} \langle hD_1 u, u \rangle_{x'},
\]
\[
\leq \frac{1}{h} \| u(y, \cdot) \|_{L^2_{x'}} \| \tilde{f}(y, \cdot) \|_{L^2_{x}},
\]
\[
\leq \frac{1}{4h^2} \| \tilde{f}(y, \cdot) \|_{L^2_{x'}}^2 + \| u(y, \cdot) \|_{L^2_{x'}}^2,
\]
which by Gronwall’s inequality gives the lemma. \(\square\)

Recall that the semiclassical Sobolev norms \( \| \cdot \|_{H^k_h} \) are given by
\[
\| u \|_{H^k_h(V)} = \left( \sum_{|\alpha| \leq k} \int_V |(hD)^\alpha u|^2 dx \right)^{1/2}.
\]
We observe that since \( P \) is elliptic outside a compact set and \( (hD_1 - \hat{A}_+) \) is elliptic, replacing \( f \) with \( f \) and conjugating \( A_- \) above with the invertible operators \((C + P)^{s/2}\) for sufficiently large \( C > 0\), we can estimate the \( L^2 \)-norm of \( v = (C + P)^{s/2} u \), and we get the Sobolev estimate
\[
\sup_{0 \leq y \leq T_0} \| u(y, \cdot) \|_{H^k_h(\mathbb{R}^{n-1} \times \{x_1 = y\})} \leq C \| \varphi \|_{H^k_h(\mathbb{R}^{n-1} \times \{x_1 = 0\})} + \frac{C T_0}{h} \| f \|_{L^1([0, T_0], H^k_h(\mathbb{R}^{n-1}))}.
\]
We are interested in proving the existence of a microlocal solution propagator; hence we assume the wavefront set of \( f \) is contained in a compact set \( K \) in a
neighbourhood of $\gamma_-$ near $Y$. We assume as well that $K$ is contained in a single coordinate chart $U$ on which the assumptions of Proposition 3.5 hold. Suppose $K \subset \{T_1 < x_1 < T_2\}$ and $U \subset \{T'_1 < x_1 < T'_2\}$.

**Proposition 3.4.** There are exactly two microlocal solutions $u_i, i = 1, 2$ to $(hD_1 - \tilde{A}_-)u = \tilde{f}$ microlocally near $\gamma_-$ satisfying

\begin{align}
(3.11) & \\
(3.12) & \\
\end{align}

Proof. First we prove the proposition in a neighbourhood of $\text{WF}_h \tilde{f}$. Let $\tilde{K}$ be the coordinate representation of $K$. Apply Proposition 3.5 to write $(hD_1 - \tilde{A}_-)u$ as $hD_1$ in these coordinates. We write in the $x$-projection of this coordinate patch,

\begin{align}
  u_1(x) &= \frac{i}{\hbar} \int_{-\infty}^{x_1} \tilde{f}(y, x') dy, \\
  u_2(x) &= -\frac{i}{\hbar} \int_{x_1}^{+\infty} \tilde{f}(y, x') dy,
\end{align}

which satisfies $(hD_1 - \tilde{A}_-)u = \tilde{f}$ with (3.11)–(3.12). Back in the original coordinates on our manifold, set $u_1 = 0$ for $x_1 \leq T_1$ and $u_2 = 0$ for $x_1 \geq T_2$. To continue, we will employ the energy estimates in Lemma 3.3. Suppose $u$ is a solution to $(hD_1 - \tilde{A}_-)u = \tilde{f}$. Then for $v \in C^\infty_c([0, T_0) \times \mathbb{R}^{n-1})$,

\[ \int_0^{T_0} \langle u, (hD_1 - \tilde{A}_-)v \rangle_{x'} dx' dy = \int_0^{T_0} \langle \tilde{f}, v \rangle_{x'} dx' dy + \frac{\hbar}{i} \langle u(0, \cdot), v(0, \cdot) \rangle_{x'}, \]

since the Weyl quantizations of real symbols are selfadjoint. But from the proof of Lemma 3.3 replacing $y$ with $T_0 - y$, we have since $\lim_{y \to T_0} v(y, \cdot) = 0$,

\[ \sup_{0 \leq y \leq T_0} \|v(y, \cdot)\|_{L^2_{x'}} \leq \frac{C}{\hbar} \int_0^{T_0} \|\tilde{f}u_{0, \cdot}\|_{L^2_{x'}} dy, \]

with $g = (hD_1 - \tilde{A}_-)v$. We then have

\[ \left| \int_0^{T_0} \langle \tilde{f}, v \rangle_{x'} dx' + \frac{\hbar}{i} \langle u(0, \cdot), v(0, \cdot) \rangle_{x'} \right| \leq \frac{C \|f\|_{L^2_{x'}}}{\hbar} \int_0^{T_0} \|g\|_{L^2_{x'}} dy. \]

For $h > 0$ we can extend to $g \in L^2$ the complex-conjugate linear form

\[ g \mapsto \int_0^{T_0} \langle \tilde{f}, v \rangle_{x'} dx' + \frac{\hbar}{i} \langle u(0, \cdot), v(0, \cdot) \rangle_{x'}, \]

by the Hahn-Banach Theorem. Thus by the Riesz Representation Theorem, for $\tilde{f} \in C^\infty$ with sufficiently small wavefront set, we can find $u \in C^\infty([0, T_0), L^2_{x'})$ satisfying $(hD_1 - \tilde{A}_-)u = \tilde{f}$.

For the uniqueness given by the conditions (3.11)–(3.12), note that if $f = 0$ and $u(0, \cdot) = 0$ in (3.10), then $u$ is zero. Replacing $x_1$ by $T_0 - x_1$ we get the backwards uniqueness result. 

Since $u_1$ is supported in the forward direction along the bicharacteristic $\gamma_-$, we refer to $u_1$ and $u_2$ as the forward and backward solutions, respectively. Let $u_- = u_1$ be the forward solution along the incoming bicharacteristic $\gamma_-$. So far we have proved the solution $u_-$ satisfies $(P - z)u_- = f$ near $\gamma_-$, $u_- = 0$ microlocally for
$x_1$ larger than the support of $f$, and $u_-$ restricted to the boundary is controlled by $h^{-1}$ in $L^2$ if the wavefront set of $f$ is sufficiently small.

The same energy method techniques can be used to solve the problem

$$
\begin{align*}
\left\{ \begin{array}{l}
(P-z)u_+ = 0, & \text{in } X, \\
u_+|_Y = u_-|_Y
\end{array} \right.
\end{align*}
$$

near $\gamma_+$ so that $u = u_- - u_+$ solves (3.11).

**Corollary 3.5.** If $f \in H^\infty_h$ has a sufficiently small wavefront set and $u$ solves (3.1), then

$$
u \in C^1([0,T_0], \mathcal{H}^s(R^{n-1}))
$$

for every $s$. In particular, $u(y, \cdot) \in C^\infty(R^{n-1} \times \{x_1 = y\})$ for each fixed $y \in [0,T_0]$.

In order to describe the propagation of singularities near the boundary, we first need the following lemma.

**Lemma 3.6.** Let $\gamma_+$ be an interval on the outgoing bicharacteristic with one endpoint at $(0,x_0^0, r(0,x_0^0, \xi_0^r, \xi_0^s))$. Then there is a pseudodifferential operator $Q(x,hD') \in \Psi^0_{h,db}$ which satisfies

(i) $\sigma_h(Q) = 0$ microlocally outside a neighbourhood of

$$\{(x,\xi') : (x,r(x,\xi')^{1/2},\xi') \in \gamma_+\},$$

(ii) $Q$ is noncharacteristic at $(x_0^0, \xi_0^r)$, and

(iii) $[Q(x,hD'),hD_1 - A_+(x,hD')] = 0$ microlocally near $\gamma_+$.

**Proof.** The principal symbol of the commutator $[Q(x,hD'),hD_1 - A_+(x,hD')]$ is

$$-ih\{\sigma_h Q(x,\xi'),\xi_1 - r^{1/2}(x,\xi')\} = i\hbar(\partial_{x_1} - H_{\frac{1}{2}})\sigma_h Q.$$

First we solve the Cauchy problem

$$
\begin{align*}
\left\{ \begin{array}{l}
\partial_{x_1} - H_{\frac{1}{2}} Q_0 = 0, & (x,\xi) \in T^* X, \\
Q_0 = q_0, & x_1 = 0
\end{array} \right.
\end{align*}
$$

so that $Q_0$ is constant on orbits of the Hamiltonian system

$$
\begin{align*}
\dot{x} &= -\partial_{\xi} b(x,\xi'), \\
\dot{\xi} &= \partial_{x} b(x,\xi'),
\end{align*}
$$

where $(\cdot) := \partial_{x_1}$ and $b(x,\xi') := r^{1/2}(x,\xi')$. Let $\chi_{x_1}(y,\eta)$ be a solution to (3.15) for initial conditions close to $(x_0^0,\xi_0^r)$ valid for $0 \leq x_1 \leq T$, say. If $T > 0$ is sufficiently small, then $\chi_{x_1}$ is invertible and $Q_0(x,\xi') = q_0(\chi_{x_1}^{-1}(x',\xi'))$ is the solution to (3.14). Now if we select $q_0$ compactly supported and $q_0 = 1$ in a neighbourhood of $(x_0^0,\xi_0^s)$, we satisfy conditions (i)-(ii) with

$$[Q_0(x,hD'),hD_1 - A_+(x,hD')] = R_1(x,hD'), \quad \sigma_h R_1 = O(h^{2}),$$

since $\xi_1$ only appears as a monomial of first order in the principal symbol. Now suppose we have $Q(x,hD')$ satisfying (i)-(ii) and

$$[Q(x,hD'),hD_1 - A_+(x,hD')] = R_j(x,hD'), \quad \sigma_h R_j = O(h^{j+1}).$$

We solve the inhomogeneous Cauchy problem

$$
\begin{align*}
\left\{ \begin{array}{l}
-ih(\partial_{x_1} - H_h) Q_j(x,\xi') = -\sigma_h R_j(x,\xi'), & x \in T^* X, \\
Q_j = q_j, & x_1 = 0
\end{array} \right.
\end{align*}
$$
for $Q_j = \mathcal{O}(h^j)$ and $q_j = \mathcal{O}(h^j)$, which we do by setting
\[ Q_j(x_1, \chi_{x_1}(y, \eta)) = q_j(y, \eta) + (ih)^{-1} \int_0^{x_1} \sigma_h R_j(s, \chi_s(y, \eta))ds. \]

Then $\tilde{Q} = Q + Q_j$ satisfies (i)-(ii) and
\[ [\tilde{Q}(x, hD'), hD_1 - A_+(x, hD')] = R_{j+1}(x, hD'), \quad \sigma_h R_{j+1} = \mathcal{O}(h^{j+2}). \]

By induction, the argument is finished, by setting $q_j = 0$ for $j > 0$. \qed

Now suppose $\varphi \in \mathcal{C}_c^\infty(\mathbb{R}^{n-1})$, where we identify $Y$ with $\mathbb{R}^{n-1}$ near $(x_0')$. Suppose further that $(x_0', \xi_0') \in T^*(\mathbb{R}^{n-1}) \setminus WF_h \varphi$ and $\gamma_+ \cap (x_0', \xi_0') \neq \emptyset$ as before. Choose $Q$ as in Lemma 3.6 so that
\[ [Q(x, hD'), hD_1 - A_+(x, hD')] = 0 \]
microlocally and if $q$ is the principal symbol of $Q$, then $q(0, x_0', \xi_0') \neq 0$, but $q(0, \cdot, \cdot)$ vanishes outside a small neighbourhood of $(x_0', \xi_0')$. Thus $Q(x, hD')\varphi = 0$ microlocally. Suppose $u_+$ solves (3.13) with $\varphi$ replacing $u_-|_Y$. Then $Q u_+$ satisfies
\[ \begin{cases} (hD_1 - A_+(x, hD')) Q(x, hD') u_+ = 0, & x_1 > 0 \\ Q(x, hD') u_+ = 0, & x_1 = 0 \end{cases} \]
locally. Hence by the energy estimate (3.10), $Q(x, hD') u_+ = 0$ microlocally. We conclude that $WF_h u_+ \subset \text{char} q$.

We have proved the following proposition.

**Proposition 3.7.** With the notation as in the preceding paragraphs, $WF_h u_+ \subset \chi_{x_1} (WF_h \varphi)$ and $WF_h u_- \subset \chi_{-x_1} (WF_h \varphi)$. Further, as the $x_1$-direction is reversible, if at some $0 < x_1 < T_0$, $(y', \eta') \in WF_h u_+(x_1, \cdot)$, then $\chi_{-x_1}(y', \eta') \in WF_h \varphi$ and $\chi_{-x_1-y'(y', \eta')} \in WF_h u_-(y, \cdot)$ for $0 < y < T_0$. See Figure I.

In the special case that $Y = \partial X$ we have the following lemma to connect the notions of the $h$-wavefront set near $\gamma_+$ and $\gamma_-$. 

**Lemma 3.8.** Let $(x_0', \xi_0') \in H \cap \gamma$ be the reflection point at the boundary, let $\chi_{x_1}$ be a solution to (3.15) as above, and let $\varphi_t = \exp(tH_p)$. Then there is an odd diffeomorphism $t = t(x_1)$ such that $(x_1, \xi_1; \chi_{x_1})$ lies on $\gamma_+$ and $(x_1, \xi_1; \chi_{-x_1})$ lies on $\gamma_-$ for $x_1 > 0$ sufficiently small. That is, $\chi_{x_1}(x_0', \xi_0')$ coincides with the $(x', \xi')$ components of $\varphi_t(0, x_0', r \frac{\xi}{2} (0, x_0', \xi_0'), \xi_0')$.

**Proof.** Write $b(x, \xi') = r \frac{\xi}{2} (x, \xi')$ as in the proof of Lemma 3.6 and note that $\chi_{-x_1}$ is the solution to (3.15) with $b$ replaced with $-b$. $\varphi_t$ satisfies the following differential equation on $\gamma_+$:
\[ \begin{cases} \partial_t x_1 = 2b \\ \partial_t x' = -2bb_{1} \\ \partial_t \xi_1 = 2bb_{1} \\ \partial_t \xi' = 2bb_{2} \\ x_1(0) = 0 \\ x'(0) = x_0' \\ \xi_1(0) = b(0, x_0', \xi_0') \\ \xi'(0) = \xi_0' \end{cases} \]
Set \((y'(x_1), \eta'(x_1)) = \chi_{x_1}(x_0', \xi_0')\),

\[
(3.16) \quad t(x_1) := \int_0^{x_1} (2b(y, y'(y), \eta'(y)))^{-1} dy,
\]

and calculate

\[
\frac{\partial}{\partial x_1} x' = \frac{\partial}{\partial t} y' \frac{\partial t}{\partial x_1} = -b_y(x_1, x', \xi') = \frac{\partial}{\partial x_1} y'.
\]

As \(x'\) and \(y'\) have the same initial conditions, we conclude that they are equal for sufficiently small \(x_1\). For negative \(t\), we define \(t = t(x_1)\) in the incoming bicharacteristic to be the negative of that on the outgoing bicharacteristic, and a similar proof applies to \(\chi_{-x_1}\). \(\square\)

**Remark 3.9.** With the addition of Lemma 3.8 we could write Proposition 3.7 in an equivalent form using \(\exp(tH_p)\) in place of \(\chi_{x_1}\). The important thing is that the wavefront set does not depend on \(\xi_1\).

### 3.3. Microlocal propagator at the boundary.

We now return to the special case where \(Y = \partial X\). In the next section we will construct the Quantum Monodromy operator using the microlocal propagator. Suppose first that \(X\) is a manifold without boundary. We define the forward and backward microlocal propagators of \(P - z\), \(I^+\) and \(I^-\), by the following evolution equation:

\[
\begin{cases}
 hD_t I^\pm(t) \pm (P - z) I^\pm(t) = 0, \\
 I^\pm(0) = \text{id}_{L^2 \to L^2}.
\end{cases}
\]

In the case of a manifold without boundary, this is a well-defined semigroup satisfying \([I^\pm(t), P - z] = 0\) and

\[
\text{WF}_h I^\pm(t) u \subset \exp(\pm tH_p)(\text{WF}_h u).
\]
We will show for \( P \in \text{Diff}_h^{2,0} \) with homogeneous principal symbol on a manifold with boundary, the microlocal propagator can be extended in a meaningful fashion as a family of microlocally defined h-FIOs with symbols which depend discontinuously on \( t \) at points of reflection with the boundary, but still carry the commutator and wavefront set properties above.

Suppose \( \gamma \) reflects off \( \partial X \) at the points

\[
m_\pm := \left(0, x_0', \pm r^{\frac{1}{2}} (0, x_0', \xi_0'), \xi_0'\right),
\]

with the incoming and outgoing rays, \( \gamma_\pm \), intersecting \( \partial X \) at \( m_\mp \), respectively. Since \( p \) is assumed smooth up to the boundary, we may extend \( P \) and \( \gamma_\pm \) to a neighbourhood of \( m_- \) in \( \{ x_1 \leq 0 \} \). We will show that the functions \( v(x') \) defined on \( \partial X \) can be identified with the microlocal kernel of \( P - z \) in a neighbourhood of \( m_- \). We factorize \( P - z \) as in Lemma 3.1, \( P - z = (hD_1 - A_+)(hD_1 - A_-) \) microlocally near \( m_- \). Near \( \gamma_- \) the operator \( (hD_1 - A_-) \) is elliptic. Thus we want to be able to solve

\[
\begin{align*}
(\ hD_1 - \dot{A}_- ) u &= 0, \quad x_1 > 0, \\
(0, x') &= v(x'), \quad x_1 = 0
\end{align*}
\]

for any boundary condition \( v \), microlocally near \( m_- \). The following proposition is a semiclassical adaptation of the geometric optics construction (see, for example, [Tay1] §6.6 and [Hor3] §17.4); the proof in the semiclassical case can be found in, for instance, [EvZw]).

**Proposition 3.10.** There is a microlocal solution to \((3.17)\) given by the oscillatory integral

\[
u(x) = \frac{1}{(2\pi \hbar)^{n-1}} \int e^{i/\hbar (\varphi(x, \xi') - \langle y, \xi' \rangle)} b(x, \xi') v(y') d\xi' dy', \]

where \( b(0, x', \xi') = 1 \) microlocally near \( (x_0', \xi_0') \) and \( \varphi \) solves the eikonal equation

\[
\begin{align*}
\partial_x \varphi(x, \xi') - a(x, \partial_x \varphi(x, \xi')) &= 0, \quad x_1 > 0, \\
\varphi(0, x', \xi') &= \langle x', \xi' \rangle, \quad x_1 = 0,
\end{align*}
\]

with \( a = \sigma_h(\dot{A}_-) \). Further, \( u(x) \) is unique microlocally.

**Proposition 3.11.** Let \( X \) be a manifold with boundary, \( P \in \text{Diff}_h^{2,0} \) be a differential operator with homogeneous principal symbol \( p \), and assume \( \partial X \) is noncharacteristic with respect to \( p \). Let \( U_\pm \subset T^* X \) be a neighbourhood of \( m_\pm \in T^* X \), and assume \( P - z \) and \( P - z \) are factorized near the boundary as in Lemma 3.1 and equation \((3.8)\), respectively.

(i) For each \( m_0 \in \gamma_- \cap U_- \) sufficiently close to \( m_- \), and \( z \in [-\epsilon_0, \epsilon_0] \) for \( \epsilon_0 > 0 \) sufficiently small, there exist h-FIOs, \( I^\pm_\pm(t) \), defined microlocally near

\[
\exp(\pm t H_p)(m_0) \times m_0
\]

satisfying

\[
\begin{align*}
(\ hD_t I^\pm_\pm(t) \pm (P - z)(t) I^\pm_\pm(t) &= 0, \\
I^\pm_\pm(0) &= \text{id}_{L^2 \to L^2},
\end{align*}
\]

for \( t \neq t_1 \), where \( m_- = \exp(t_1 H_p)(m_0) \).
(ii) We have \([(P - z)(t), I^\pm_+(t)] = 0\) for all \(t \neq t_1\) sufficiently small, and if \(u(x) \in L^2\) is a microlocal solution to
\[
\begin{cases}
(P - z)u = f \in L^2, & x \in \hat{X}, \\
u = 0, & x \in \partial X
\end{cases}
\]
(3.21)
near \(m_0\), then \(I^\pm_+(t)u(x)\) is a microlocal solution to (3.21) near \(\exp(\pm tH_p)(m_0)\).

(iii) If \(WF_hu \subset K\), where \(K\) is a compact neighbourhood of a point \(m_0\), then
\[WF_hI^\pm_+(t)u \subset \exp(\pm tH_p)(K).\]

Proof. Fix \(m_0\). According to [SjZw1, Proposition 3.5], \(P - z\) may be conjugated to \(hD_x\) in a neighbourhood of \(m_0\). Then we use the proof of Proposition 3.10 to find a solution \(u_{-1}\) to \((P - z)u = f\) near \(m_0\). Use the microlocal forward propagator defined for a neighbourhood of \(\gamma_-\) extended to a neighbourhood of \(m_-\) to define \(u_{-1}\) along \(\gamma_-\). That is, \(I^\pm_+(t)u_{-1}\) satisfies
\[
(P - z)I^\pm_+(t)u_{-1} = f
\]
microlocally near \(\exp(tH_p)(m_0), 0 \leq t \leq t_1\). Let \(v_-(x') = I(t_1)u_{-1}|_{\partial X}\), and use Proposition 3.10 to find a function \(u_{-2}\) satisfying
\[
\begin{cases}
(P - z)u_{-2} = 0 \\
u_{-2}|_{\partial X} = v_-(x')
\end{cases}
\]
microlocally near \(m_-\). Let
\[
u_- = u_{-1} - I^\pm_+(t_1)u_{-2},
\]
sog that \(I^\pm_+(t)u_-\) satisfies (3.21) microlocally near \(\exp(tH_p)(m_0), 0 \leq t < t_1\).

Fix \(m_2 = \exp(t_2H_p)(m_0) \in \gamma_+\) sufficiently close to \(m_0\) so that we can similarly construct \(I^\pm_+(t_2 - t)u_+\) satisfying (3.21) microlocally near \(\exp(-tH_p)(m_2)\) for \(0 \leq t < t_2 - t_1\). We extend \(I^\pm_+(t)\) to be discontinuous at \(t_1\), so that if \(u\) solves (3.21) microlocally near \(m_0\), then
\[
I^\pm_+(t_1)u = u_- + u_+
\]
with
\[WF_hu_\pm \subset U_\pm \cap \{x_1 \geq 0\}.
\]

We need to verify that this extension of \(I^\pm_+(t)\) satisfies (i), (ii), and (iii). For \(0 \leq t < t_1\) this is clear because \(I^\pm_+(t)\) is the usual semigroup. At \(t_1\), we have
\[
(P - z)I^\pm_+(t_1)u = (P - z)(I^\pm_+(t_1)u_- + I^\pm_+(t_2 - t_1)u_+)
= f_- + f_+,
\]
with \(f_\pm = f\) microlocally near \(m_\pm\). Thus (ii) and (iii) are clear.

For (i), let \(A = \Op_h^w(a)\) be a symbol defined microlocally in a neighbourhood of \(\exp(tH_p)(m_0)\). Assume \(m_\pm \notin WF_hA\), and let \(B = \Op_h^w(\exp(tH_p)^*a)\). Then
\[
AI^\pm_+(t)u = I^\pm_+(t)Bu
\]
microlocally, and by [SjZw1, Lemma 3.4] (see also [EvZw]), \(I^\mp(t)\) satisfies (3.20).

The proof for \(I^\pm_-(t)\) is similar. \(\square\)
Corollary 3.12. Let $X$, $P$, and $p$ be as in Proposition 3.11. Suppose $\gamma(t)$ is a periodic orbit for $\exp(tH_p)$ of period $T$ which has a finite number of transversal reflections off $\partial X$. Then for any $m \in \gamma(t)$, $\pi(m) \cap \partial X = \emptyset$, where $\pi : T^*X \to X$ is the projection, and there exist $h$-FIOs, $I^{\pm}_t(t)$, defined microlocally near $\exp(tH_p)(m) \times m$ for $0 \leq |t| \leq T$ satisfying
\begin{align*}
(i) \quad \left\{ \begin{array}{l}
    hD_zI^{\pm}_t(t) \pm (P - z)I^{\pm}_t(t) = 0, \\
    I^{\pm}_t(0) = \text{id}_{L^2 \to L^2}
\end{array} \right.
\end{align*}
for almost every $t$.
\begin{enumerate}
    \item $(P - z)I^+_t(t)u(x) = f(x)$ microlocally near $\exp(\pm tH_p)(m)$.
    \item If WF$_h(u) \subset K$, where $K$ is a compact neighbourhood of a point $m$, then $WF_hI^+_t(t)u \subset \exp(\pm tH_p)(K)$.
\end{enumerate}
Proof. This follows immediately from Proposition 3.11 and the uniqueness of solutions to ordinary differential equations. \hfill $\square$

4. QUANTUM MONODROMY CONSTRUCTION

In this section, we construct the Quantum Monodromy operator
\[ M(z) : L^2(\mathbb{R}^{n-1}) \to L^2(\mathbb{R}^{n-1}) \]
and prove some basic properties. Here we follow [SjZw1] and the somewhat simplified presentation in [SjZw2]. It is classical (see, for example, [AbMa] Theorem 28.5) that the assumptions on $p$ imply there exists $\epsilon_0 > 0$ such that for $-2\epsilon_0 \leq E \leq 2\epsilon_0$ there is a closed semi-hyperbolic orbit in the level set \( \{ p = E \} \). Let us assume $E = 0$ for simplicity, and let $z \in [-\epsilon_0, \epsilon_0] \subset \mathbb{R}$. Then $p - z$ is the principal symbol of $P - z$, and $p - z$ admits a closed semi-hyperbolic orbit in the level set \( \{ p - z = 0 \} \), say, $\gamma(z)$ of period $T(z)$.

We work microlocally in a neighbourhood of
\[ \Gamma := \bigcup_{-\epsilon_0 \leq z \leq \epsilon_0} \gamma(z) \subset T^*X. \]

Fix $m_0(z) \in \gamma(z)$, $m_0(z) \cap \partial X = \emptyset$, depending smoothly on $z$, and set
\[ m_1(z) = \exp(\frac{1}{2}T(z)H_p)(m_0(z)). \]

By perturbing $m_0(z)$ and shrinking $\epsilon_0 > 0$ if necessary, we may assume $\pi(m_1(z)) \cap \partial X = \emptyset$ as well. Assume we are working with a fixed $z$. Define
\[ \ker_{m_0(z)}(P - z) = \{ u \in L^2(\text{neigh}(m_0(z))) : (P - z)u = 0 \} \text{ microlocally near } m_0(z), \]
where “neigh $(m_0(z))$” refers to a germ, or a small arbitrary neighbourhood of $m_0(z)$ which is allowed to change from line to line. Similarly we have
\[ \ker_{m_1(z)}(P - z) = \{ u \in L^2(\text{neigh}(m_1(z))) : (P - z)u = 0 \} \text{ microlocally near } m_1(z). \]
We define the forward and backward microlocal propagators $I_{\pm}^z$ as in Corollary \ref{corollary:propagator}. Then

$$I_{+}^z(t) : \ker_{m_0(z)}(P - z) \to \ker_{\exp(tH_p)(m_0(z))}(P - z),$$

and since

$$\exp(T(z)H_p)(m_0(z)) = m_0(z)$$

we define the \textit{Absolute Quantum Monodromy} operator

$$\mathcal{M}(z) : \ker_{m_0(z)}(P - z) \to \ker_{m_0(z)}(P - z)$$

by

$$\mathcal{M}(z) := I_{+}(T(z)).$$

It is convenient to introduce an inner product structure on $\ker_{m_0(z)}(P - z)$ (see \cite{HeSj}). For this, let $\chi \in C^\infty(T^*X)$ be a microlocal cutoff supported near $\gamma(z)$ satisfying the following properties (see Figure \ref{figure:quantum_monodromy}):

\begin{align}
\chi &\equiv 1 \text{ on } \exp(tH_p)(m_0(z)) \text{ for } 0 \leq t \leq \frac{1}{2} T(0), \\
\chi &\equiv 0 \text{ on } \exp(tH_p)(m_0(z)) \text{ for } \frac{1}{2} T(0) + \delta \leq t \leq T(0) - \delta, \ \delta > 0.
\end{align}

Let $[P, \chi]_+$ denote the part of the commutator supported near $m_0(z)$, where we use $\chi$ to denote both the function and the quantization whenever unambiguous, and for $u, v \in \ker_{m_0(z)}(P - z)$, define the \textit{Quantum Flux product} as

$$\langle u, v \rangle_{QF} := \left\langle \frac{i}{\hbar} [P, \chi]_+ u, v \right\rangle_{L^2(\text{neigh}(m_0(z)))}.$$

According to \cite{SjZw} Proposition 3.5 (see also \cite{Hor} 21.3.1) for the classical case, there is a neighbourhood of $m_0(z)$ and an $\hbar$-Fourier integral operator $F$ defined microlocally near $m_0(0)$ such that $F(P - z)F^{-1} = \hbar D_{x_1}$ on $L^2(\tilde{V})$, where $\tilde{V} \subset \mathbb{R}^n$ is an open neighbourhood of $0 \in \mathbb{R}^n$. Then $\ker_{m_0(z)}(P - z)$ can be identified with $L^2(V)$, where $V \subset \mathbb{R}^{n-1}$ is an open neighbourhood of $0 \in \mathbb{R}^{n-1}$. Let

$$K(z) : L^2(V) \longleftrightarrow \ker_{m_0(z)}(P - z)$$

be the identification, and define the adjoint $K(z)^*$ with respect to the $L^2$ inner product on $\ker_{m_0(z)}(P - z)$. Note that

$$K(z)^* : \ker_{m_0(z)}(P - z) \leftrightarrow L^2(V)$$

is an identification as well. The following two lemmas are from \cite{SjZw}.

\textbf{Lemma 4.1.} The operator

$$U := K(z) \left( \frac{i}{\hbar} [P, \chi]_+ K(z) \right) : L^2(V) \to L^2(V)$$

is positive definite. Setting $\tilde{K}(z) = K(z)U_{1/2}$, we have

$$\tilde{K}(z) \left( \frac{i}{\hbar} [P, \chi]_+ \tilde{K}(z) \right) = \text{id} : L^2(V) \to L^2(V).$$
Proof. Using \cite[Proposition 3.5]{Zw1}, we write
\[
\langle K(z)^* \frac{i}{\hbar} [P, \chi]_+ K(z)v, v \rangle_{L^2(V)} = \langle \partial_{x^1} \chi K(z)v, K(z)u \rangle_{L^2(\text{neigh}(m_0(z)))} \geq C^{-1} \|v\|^2.
\]

Remark 4.2. In light of Lemma 4.1, we replace \( K(z) \) with \( \widetilde{K}(z) \) and write
\[
K(z)^{-1} = K(z)^* \frac{i}{\hbar} [P, \chi]_+.
\]

Lemma 4.3. The Quantum Flux product \( \langle \cdot, \cdot \rangle_{QF} \) does not depend on the choice of \( \chi \) satisfying (4.3)–(4.4). In addition, \( \mathcal{M}(z) \) is unitary on \( \ker_{m_0(z)}(P - z) \) with respect to this product.

Proof. Suppose \( u, v \in L^2(V) \) and suppose \( \widetilde{\chi} \) is another function satisfying (4.3)–(4.4) which agrees with \( \chi \) near \( m_1(z) \). Then \([P, \widetilde{\chi} - \chi]_+ = [P, \chi - \chi](P - z)K(z)u = 0\), and \( K(z)^*(P - z) = ((P - z)K(z))^* \) imply
\[
\langle \frac{i}{\hbar} [P, \widetilde{\chi} - \chi]_+ K(z)u, K(z)v \rangle = \langle \frac{i}{\hbar} (\widetilde{\chi} - \chi)K(z)u, (P - z)K(z)v \rangle = 0.
\]

To see that \( \mathcal{M}(z) \) is unitary, observe for \( \tilde{u} \in \ker_{m_0(z)}(P - z) \),
\[
\langle \frac{i}{\hbar} [P, \chi]_+ I_\chi(T(z))\tilde{u}, I_\chi(T(z))\tilde{u} \rangle = \langle \frac{i}{\hbar} [P, I_\chi(T(z))\chi I_\chi(T(z))]_+ \tilde{u}, \tilde{u} \rangle = \langle \frac{i}{\hbar} [P, \chi]_+ \tilde{u}, \tilde{u} \rangle,
\]
where \( \widetilde{\chi} = \exp(\text{TH}_p)^* \chi \) satisfies (4.3)–(4.4). \( \square \)

Next we restrict our attention to \( L^2(V) \) by defining the Quantum Monodromy operator \( M(z) : L^2(V) \to L^2(V) \) by
\[
M(z) = K(z)^{-1} \mathcal{M}(z)K(z).
\]

Lemma 4.4. \( M(z) : L^2(V) \to L^2(V) \) is unitary, and \( M(z) \) is a (microlocally unitary) quantization of the Poincaré map \( S \).

Proof. Let \( u \in L^2(V) \). We calculate:
\[
\langle M(z)u, M(z)u \rangle_{L^2(V)} = \langle (K(z)^{-1} \mathcal{M}(z)K(z)u, K(z)^{-1} \mathcal{M}(z)K(z)u \rangle_{L^2(V)} = \langle (K(z)^*)^{-1} K(z)^{-1} \mathcal{M}(z)K(z)u, \mathcal{M}(z)K(z)u \rangle_{L^2(\text{neigh}(m_0(z)))} \geq C^{-1} \|u\|^2.
\]

In order to prove \( M(z) \) is the quantization of the Poincaré map, we will use \cite[Lemma 3.4]{Zw1}. We need to prove for pseudodifferential operators \( A, B \in \psi_0^0(V) \) such
that \( \sigma_h(B) = S^* \sigma_h(A) \), that we have \( AM(z) = M(z)B \). Without loss of generality, we write \( x' = (x_2, \ldots, x_n) \in V \) for the variables in \( V \) and \( x = (x_1, x') \in \text{neigh}(\gamma(z)) \) for the variables in \( X \) near \( \gamma \). Then for \( v \in L^2(V) \cap C^\infty(V) \),

\[
M(z)B(x', hD_{x'})v(x') = K(z)^{-1}M(z)K(z)B(x', hD_{x'})v(x')
\]

\[
= K(z)^{-1}I_z^*(T(z))B(x', hD_{x'})I_z^*(T(z))K(z)K(z)K(z)K(z)v(x')
\]

\[
= K(z)^{-1}\text{Op}((\exp(TH_p))^* \sigma_h(B))(x, hD_{x'})I_z^*(T(z))K(z)K(z)K(z)v(x')
\]

\[
= A(x', hD_{x'})M(z)v(x').
\]

\[
\Box
\]

5. The Grushin problem

5.1. Motivation of the Grushin problem. In this section we follow [SZw1] and show how the Quantum Monodromy operator arises naturally in the context of a Grushin problem near \( \gamma \). This is a generalization of the linear algebra Grushin problem: Suppose

\[
A : H \to H,
\]

\[
B : H_+ \to H,
\]

\[
C : H \to H_+, \text{ and}
\]

\[
D : H_- \to H_+
\]

are matrices acting on finite-dimensional Hilbert spaces \( H, H_-, \) and \( H_+ \), and

\[
\begin{pmatrix}
\alpha & \beta \\
\sigma & \delta
\end{pmatrix} = \begin{pmatrix}
A & B \\
C & D
\end{pmatrix}^{-1},
\]

where

\[
\alpha : H \to H,
\]

\[
\beta : H_+ \to H,
\]

\[
\sigma : H \to H_-, \text{ and}
\]

\[
\delta : H_+ \to H_-
\]

Then \( A \) is invertible if and only if \( \delta \) is invertible, in which case

\[
A^{-1} = \alpha - \beta \delta^{-1} \sigma.
\]

It appears counterintuitive at first that understanding the invertibility of a larger matrix might be easier than understanding the invertibility of a submatrix. However, when the entries are operators instead of matrices, the situation may change. In the next section we will see that introducing a matrix of operators will allow us to understand the microlocal invertibility of \( P - z \) near a periodic orbit by constructing a parametrix in the double cover of a neighbourhood of the orbit.

5.2. The Grushin problem reduction. Throughout this section, we suppress the dependence on \( z \) whenever unambiguous for ease in exposition. We will build operators \( R_+ = R_+(z) : \mathcal{D}'(X) \to \mathcal{D}'(V) \) and \( R_- = R_-(z) : \mathcal{D}'(V) \to \mathcal{D}'(X) \) such
that
\[
P := \left( \begin{array}{cc} \frac{i}{\hbar} (P - z) & R_- \\ R_+ & 0 \end{array} \right) : \mathcal{D}'(X) \times \mathcal{D}'(V) \to \mathcal{D}'(X) \times \mathcal{D}'(V)
\]
has microlocal inverse
\[
\mathcal{E} = \left( \begin{array}{cc} E & E_+ \\ E_- & E_{-+} \end{array} \right)
\]
(5.1)
near \(\gamma \times (0,0)\), where \(E, E_+, \) and \(E_-\) will be defined later, and
\[
E_{-+} = I - M(z).
\]

Let us briefly explain the intuitive idea behind the construction of \(P\) and \(\mathcal{E}\). The method of construction will be to build the operators in \(P\) and \(\mathcal{E}\) simultaneously. We first construct \(R_+(z)\) as a microlocal Cauchy data operator. That is, \(R_+(z)\) takes a solution \(u\) of \((P - z)u = 0\) to its Cauchy data microlocally restricted to the Poincaré section and identifies this with a phase space restriction in \(T^*V\) via the operator \(K^*(z)\). The operator \(R_-(z)\) intuitively does the reverse by taking a distribution \(v\) on \(V\) and first identifying \(v\) with the distribution on \(X\) microlocally in the kernel of \(P - z\) and then extending it to a microlocal solution in a tubular neighbourhood of \(\gamma(z)\). However, in order to be a microlocal solution in a whole neighbourhood of \(\gamma(z)\), the germ of the solution must agree when propagated around the orbit. In general by simply propagating around \(\gamma(z)\) we do not expect the germs to agree, but it turns out by cutting and gluing that we can construct a microlocal solution at least on the double cover space. To accomplish this, we propagate forward and backward halfway around \(\gamma(z)\) and compare the resulting germs using the operator \(E_{-+}(z)\) (and hence the quantum monodromy operator). The operator \(E_+(z)\) is constructed by propagating almost halfway forward and backward around \(\gamma(z)\) to get a microlocal solution away from the point \(m_1(z)\) defined in (4.1). If we blindly try to glue together forward and backward solutions, we get an error term which can be eliminated if we also know how to solve the inhomogeneous problem. By lifting to the double cover space, we can construct forward and backward microlocal solutions to the inhomogeneous problem all the way around \(\gamma(z)\), which we glue together using an auxiliary operator \(E_0(z)\). The constraint \(P(z)\mathcal{E}(z) = \text{id}\) then yields two more equations, and \(E\) and \(E_-\) are constructed from the previously constructed operators to satisfy these constraints.

The following construction of the solution to the Grushin problem is from \([\text{SjZw1}]\), with the addition here that we allow \(\gamma(z)\) to reflect transversally off the boundary of \(\partial X\). Recall that \(\chi \in C^\infty_c(T^*X)\) satisfies (4.3)–(4.4), and begin by setting
\[
R_+ = K^* \frac{i}{\hbar} [P, \chi]_+.
\]
Then if \(u\) satisfies \((P - z)u = 0\) microlocally near \(m_0(z)\), \(R_+u\) is the microlocal Cauchy data. That is, for \(v \in L^2(V)\), \(u = Kv\) is a solution to the microlocal Cauchy problem
\[
\left\{ \begin{array}{l}
(P - z)u = 0, \\
R_+u = v
\end{array} \right.
\]
(5.2)
near \( \gamma \times (0,0) \). To construct a global solution, let \( K_f(t) := I_+(t)K \) and \( K_b(t) := I_-(t)K \) be the forward and backward (respectively) Cauchy problem solution operators. Note for \( t \sim T/2 \) that we have

\[
K_f(t) = I_+(t)K = I_-tK^{-1}M(z)K = K_b(t)M(z),
\]

(5.3)

so microlocally near \( m_1 \times (0,0) \) we have \( K_f(t) = K_bM(z) \), where \( m_1 \) is defined in (4.1). Now for \( \Omega \) a neighbourhood of \( \gamma \), we can solve (5.2) in \( \Omega \setminus \text{neigh}(m_1) \). To do this, set

\[
E_+v = \chi K_fv + (1 - \chi)K_bv,
\]

(5.4)

so \( E_+v \) satisfies

\begin{enumerate}
  \item \( E_+v = Kv \) in a neighbourhood of \( m_0(z) \);
  \item \( R_+E_+ = \text{id} \) microlocally near \( (0,0) \times (0,0) \in (T^*V)^2 \).
\end{enumerate}

With \([·,·]_−\) denoting the part of the commutator supported near \( m_1(z) \), we calculate:

\[
(P - z)E_+v = [P, \chi]_−K_fv - [P, \chi]_−K_bv,
\]

since \( K_f = K_b \) microlocally near \( m_0(z) \times (0,0) \) and \( (P - z)I_+(t)Kv = 0 \) microlocally near \( \exp(tH_p)(m_0(z)) \times (0,0) \). According to (5.3), we can then write

\[
(P - z)E_+v = [P, \chi]_−K_b(M(z) - \text{id})v.
\]

For \( v \in L^2(V) \), we set

\[
\begin{align*}
  u &= E_+v, \\
  u_- &= E_-+v, \text{ and} \\
  R_- &= \frac{i}{\hbar}[P, \chi]_−K_b.
\end{align*}
\]

We have solved the following problem microlocally in \((\Omega \setminus \text{neigh}(m_1(z)))^2\) (see Figure 5):

\[
\begin{cases}
  \frac{\hbar}{i}(P - z)u + R_-u_- = 0, \\
  R_+u = v.
\end{cases}
\]

(5.5)

Thus if \( P^{-1} \) exists, it is necessarily given by (5.1), where \( E \) and \( E_- \) have yet to be defined.

For \( \epsilon > 0 \) let

\[
(\Omega \times \epsilon \Omega)_± := \left\{ \left( \bigcup_{m \in \Omega} (\exp \pm \hbar H_p)m, m \right) \cap \Omega \times \Omega : -\epsilon < t < T - 2\epsilon \right\}.
\]

We will define \( L_f \) and \( L_b \), the forward and backward fundamental solutions (respectively) of \( i(P - z)/\hbar \), which will be defined microlocally on \((\Omega \times \epsilon \Omega)_±\), respectively. By \([\text{Zw1}, \text{Proposition 3.5}]\), we can conjugate \( i(P - z)/\hbar \) to \( \partial_{x_1} \) microlocally near
the point $m_0(z)^2 \in (T^*X)^2$. Then the local fundamental solutions $L_f^0$ and $L_b^0$ are given by
\[
L_f^0 v(x) = \int_{-\infty}^{x_1} v(y, x') dy, \quad \text{and} \quad L_b^0 v(x) = -\int_{x_1}^{\infty} v(y, x') dy,
\]
while $L_f$ and $L_b$ are now given microlocally near $\exp(\pm t H_p) m_0(z) \times m_0(z)$, respectively, by
\[
L_f = I_z^\pm(t) L_f^0 \quad \text{and} \quad L_b = I_z^\pm(t) L_b^0.
\]
It is convenient to introduce two new microlocal cutoffs $\chi_f$ and $\chi_b$ satisfying (4.3)–(4.4) and, in addition,
\[
\chi \equiv 1 \text{ on } \text{supp } \chi_f \cap W_+, \\
\chi_b \equiv 1 \text{ on } \text{supp } \chi \cap W_+,
\]
where $W_+$ is a neighbourhood of $m_0(z)$ containing the support of $[P, \chi]_+$ (see Figure 6). For $v \in L^2(\Omega)$, set
\[
\tilde{u} = L_f(I - \chi)v,
\]
and observe that $(P - z)\tilde{u} = 0$ past the support of $(I - \chi)$ in the direction of the $H_p$ flow. In particular, $(P - z)\tilde{u} = 0$ on supp $\chi_f$. Then past supp $(I - \chi)$ in the direction of the $H_p$ flow, we have according to Remark 4.2,
\[
\tilde{u} = KK^* \frac{i}{\hbar} [P, \chi_f]_+ \tilde{u} \\
= KK^* \frac{i}{\hbar} [P, \chi_f]_+ L_f(I - \chi)v.
\]
Let $\tilde{I}_+(t)$ be the extension of $I_+(t)$ to $T \leq t \leq 2T - \epsilon$, and let $\tilde{K}_f = \tilde{I}_+K$. Let $\tilde{\Omega}$ denote the double covering space of $\Omega$. Then in $\tilde{\Omega}$,
\[
\tilde{u} = \tilde{K}_f K^* \frac{i}{h} [P, \chi_f]_+ L_f (I - \chi)v.
\]
That is, on the first pass around $\gamma(z)$,
\[
\tilde{u} = L_f (I - \chi)v,
\]
while on the second pass, we just keep propagating in the forward direction, and (writing $id = KK^* \frac{i}{h} [P, \chi_f]_+$ as usual), replace $K$ with $\tilde{K}_f$ when we have propagated past $m_0(z)$ again. We define $\hat{u} = L_b \chi v$ and $\tilde{K}_b = \tilde{I}_- K$ similar to $\tilde{K}_f$ so that
\[
\hat{u} = \tilde{K}_b K^* \frac{i}{h} [P, \chi_b]_+ L_b \chi v.
\]
We think of $\tilde{u}$ and $\hat{u}$ as being double-valued on $\Omega$ and write $L_{ff}v$ and $L_{bb}v$ to denote the second branches, respectively, in a neighbourhood of $m_1(z)$. Let $W_-$ denote a neighbourhood of $m_1(z)$, and define (see Figure 5)
\[
u_0 = E_0 v := \begin{cases} 
  L_b \chi v + L_f (I - \chi)v & \text{outside } W_-, \\
  L_b \chi v + (I - \chi)L_{bb} \chi v + L_b (I - \chi)v + \chi L_{ff} (I - \chi)v & \text{in } W_-.
\end{cases}
\]
Now we apply $i(P - z)/h$ to $E_0 v$ in $W_-:
\[
i \frac{P - z}{h} E_0 v = v - i \frac{P}{h} [P, \chi] L_b \chi v + i \frac{P}{h} [P, \chi] L_{ff} (I - \chi)v
\] = v - i \frac{P}{h} [P, \chi] L_b \chi v + i \frac{P}{h} [P, \chi] K^* L_f (I - \chi)v
\] = v - i \frac{P}{h} [P, \chi] L_b (K^* L_f (I - \chi)v)
\] = v - M(z) L_f (I - \chi)v - i \frac{P}{h} [P, \chi] L_f (I - \chi)v,
\]
where we have used $K_f = K_0 M(z)$ in $W_-$ and dropped the tilde and hat notation when thinking of second branches. We have solved the following problem:
\[
i \frac{P - z}{h} E_0 v + R_- E_0 v = v,
\] (5.6)
with

\[ R_- = \frac{i}{\hbar} [P, \chi]_- K_b \]

as above, and

\[ E_{0,-} := K^* \frac{i}{\hbar} [P, \chi]_+ L_b \chi v - M(z) K^* \frac{i}{\hbar} [P, \chi]_+ (I - \chi)v. \]

Recalling the structure of \( E \) and \( P \), we calculate

\[ \mathcal{P} E = \begin{pmatrix} \frac{i}{\hbar} (P - z) E + R_- E_- & \frac{i}{\hbar} (P - z) E_+ + R_- E_+ \\ R_+ E & R_+ E_+ \end{pmatrix}, \]

so that if \( E \) is to be a microlocal right inverse of \( P \) near \( \gamma \times (0, 0) \), we require

\[(5.7)\quad \frac{i}{\hbar} (P - z) E + R_- E_- = \text{id} : L^2(\Omega) \rightarrow L^2(\Omega),\]

\[(5.8)\quad \frac{i}{\hbar} (P - z) E_+ + R_- E_+ = 0 : L^2(V) \rightarrow L^2(\Omega),\]

\[(5.9)\quad R_+ E = 0 : L^2(\Omega) \rightarrow L^2(V), \text{ and}\]

\[(5.10)\quad R_+ E_+ = \text{id} : L^2(V) \rightarrow L^2(V)\]

microlocally. Note that (5.8) and (5.10) are satisfied according to (5.5). Owing to (5.10), if we write \( E = (I - E_+ R_+) \tilde{E} \) for some \( \tilde{E} \), then

\[ R_+ E = R_+ (I - E_+ R_+) \tilde{E} = (I - R_+ E_+) R_+ \tilde{E} = 0, \]

and comparing with (5.7) we see \( \tilde{E} = E_0 \),

\[ E = E_0 + E_+ R_+ E_0, \]

and

\[ E_- = E_{0,-} - E_- R_+ E_0. \]

Thus \( E \) is a right inverse. To see that it is also a left inverse, observe that

\[ R_+^* = \frac{i}{\hbar} [P, \chi]_+ K \text{ and} \]

\[ R_-^* = K_b^* \frac{i}{\hbar} [P, \chi]_-, \]

together with

\[ K_b^* \frac{i}{\hbar} [P, (I - \chi)]_- K_b = -\text{id} \]

implies

\[ K_b^* \frac{i}{\hbar} [P, (I - \chi)]_- K_b = \text{id}. \]

In other words, after exchanging \( \chi \) with \( 1 - \chi \), \( W_+ \) with \( W_- \), and \( K \) with \( K_b \), \( R_+^* \) has the same form as \( R_- \) and \( R_-^* \) has the same form as \( R_+ \). Thus

\[ \mathcal{P}^* = \begin{pmatrix} \frac{i}{\hbar} (P - z) & R_+^* \\ R_-^* & 0 \end{pmatrix} \]

has the same form as \( \mathcal{P} \) and hence has a microlocal right inverse, say

\[ \mathcal{F}^* := \begin{pmatrix} F & F_+ \\ F_- & F_{-+} \end{pmatrix}^*. \]
Then $\mathcal{P}^*\mathcal{F}^* = \text{id}$ implies $\mathcal{F} = \text{id}$, so

$$\mathcal{F} = \mathcal{F} \mathcal{P} \mathcal{E} = \mathcal{E}$$

implies $\mathcal{F} = \mathcal{E}$.

As every operator used in the preceding construction depends holomorphically on $z \in [-\epsilon_0, \epsilon_0] + i(-c_0 h, c_0 h)$, we have proved the following proposition, which is from [SZw1]:

**Proposition 5.1.** With $\mathcal{P}$ and $\mathcal{E}$ as above and $z \in [-\epsilon_0, \epsilon_0] + i(-c_0 h, c_0 h)$, $\mathcal{E}$ is a microlocal inverse for

$$\mathcal{P} : L^2(\Omega) \times L^2(V) \to L^2(\Omega) \times L^2(V)$$

near $\gamma \subset T^*X$, and, in addition,

$$\|\mathcal{E}\|_{L^2(\Omega) \times L^2(V) \to L^2(\Omega) \times L^2(V)} \leq C.$$  

### 5.3. Comparing $P - z$ to $M(z)$.

As a consequence of Proposition 5.1 and motivated by the linear algebra Grushin problem, the following two theorems show quantitatively that $P - z$ is invertible if and only if $I - M(z)$ is invertible.

**Theorem 4.** Let $M(z) : L^2(V) \to L^2(V)$ be the Quantum Monodromy operator, $(P - z)$ and $R_+$ as above. Suppose $A \in \Psi^{0,0}_h(T^*X)$ is a microlocal cutoff with wavefront set sufficiently close to $\gamma \subset T^*X$ and $B \in \Psi^{0,0}_h(T^*V)$ is a microlocal cutoff with wavefront set sufficiently close to $(0, 0) \in T^*V$. Then there exists $\epsilon_0 > 0$, $c_0 > 0$, and $h_0 > 0$ such that, with $z \in [-\epsilon_0, \epsilon_0] + i(-c_0 h, c_0 h)$ and $0 < h < h_0$,

$$\|(P - z)u\|_{L^2(\Omega)} \geq C^{-1} h \left(\|B(I - M(z))R_+u\|_{L^2(V)} - \|(I - A)u\|_{L^2(\Omega)}\right) - O(h^\infty)\|u\|_{L^2(\Omega)}.
$$

Further,

$$\|Au\|_{L^2(\Omega)} \leq C \left(\|R_+ u\|_{L^2(V)} + h^{-1} \|(P - z)u\|_{L^2(\Omega)} + \|(I - A)u\|_{L^2(\Omega)}\right) + O(h^\infty)\|u\|_{L^2(\Omega)}.
$$

**Proof.** That $\mathcal{E}$ is a microlocal left inverse for $\mathcal{P}$ means in particular that for $A$ and $B$ in the statement of the theorem,

$$\frac{i}{h} E_-(P - z) + E_+ R_+ = l_+ + O(h^\infty)_{L^2(\Omega) \to L^2(V)},$$

where

$$Bl_+A = O(h^\infty)_{L^2(\Omega) \to L^2(V)}.$$  

Since (5.11) is only concerned with injectivity, we note that by replacing $E_-$ and $E_+$ with $\tilde{E}_- = BE_-$ and $\tilde{E}_+ = BE_+$, respectively, in (5.13) doesn’t change the fact that $\mathcal{E}$ is a microlocal left inverse. Thus

$$\frac{i}{h} \tilde{E}_-(P - z) + \tilde{E}_+ R_+ = \tilde{l}_+ + O(h^\infty)_{L^2(\Omega) \to L^2(V)},$$

with $\tilde{l}_+A := Bl_+A = O(h^\infty)_{L^2(\Omega) \to L^2(V)}$, 
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and for $u \in L^2(X)$,
\[
\tilde{E}_-(P - z)u + \frac{h}{l} \tilde{E}_+ R_+ u = \frac{h}{l} \tilde{I}_+(I - A)u + \mathcal{O}(h^\infty)\|u\|_{L^2(X)},
\]

hence (5.11).

For $\mathcal{E}\tilde{P} = \text{id}$ microlocally also gives
\[
\frac{i}{h} \tilde{E}(P - z) + E_+ R_+ = \text{id}_{L^2(X)} \rightarrow L^2(X) + l,
\]

where
\[
\mathcal{A} \mathcal{I} \mathcal{A} = \mathcal{O}(h^\infty)_{L^2(X) \rightarrow L^2(X)}.
\]

Similar to (5.14), we replace $E$ and $E_+$ with $\tilde{E} = \mathcal{A}E$ and $\tilde{E}_+ = \mathcal{A}E_+$ without changing that $\mathcal{E}$ is a microlocal left inverse of $\mathcal{P}$, and from (5.15), we get for $u \in L^2(X)$,
\[
\frac{i}{h} \tilde{E}(P - z)u + \tilde{E}_+ R_+ u = A u + iu + \mathcal{O}(h^\infty)\|u\|_{L^2(X)}.
\]

Using $\tilde{I}Au := \mathcal{A}Iu \mathcal{A} = \mathcal{O}(h^\infty)u$, we get
\[
C\left(\| (P - z)u \|_{L^2(X)} + h\| R_+ u \|_{L^2(V)}\right) \geq h\| Au \|_{L^2(X)} - h\| (I - A)u \|_{L^2(X)},
\]

which is (5.12).

Using that $\mathcal{E}$ is a microlocal right inverse for $\mathcal{P}$ we obtain the following theorem, which completes the correspondence between $I - M(z)$ and $P - z$.

**Theorem 5.** Suppose $A \in \Psi^{0,0}(X)$, $B \in \Psi^{0,0}(V)$ satisfy
\[
A \equiv 1 \text{ microlocally near } \gamma,
\]
\[
A \equiv 0 \text{ microlocally away from } \gamma,
\]
\[
B \equiv 1 \text{ microlocally near } (0,0),
\]
\[
B \equiv 0 \text{ microlocally away from } (0,0).
\]

Suppose $u \in L^2(X)$ satisfies
\[
Au = u + \mathcal{O}(h^\infty)\|u\|_{L^2(X)},
\]

and $v \in L^2(V)$ satisfies
\[
Bv = v + \mathcal{O}(h^\infty)\|v\|_{L^2(V)}.
\]

Then we have
\[
\frac{i}{h} A(P - z)E_+ u + AR_- E_- u = u + \mathcal{O}(h^\infty)\|u\|_{L^2(X)}, \text{ and}
\]
\[
\frac{i}{h} A(P - z)E_+ v + AR_- (I - M(z))v = \mathcal{O}(h^\infty)\|v\|_{L^2(V)}.
\]

**Remark 5.2.** The utility of (5.17) is that in [10] where $\gamma$ will be assumed elliptic instead of semi-hyperbolic, we construct $v \in L^2(V)$ concentrated near $(0,0)$ satisfying
\[
(I - M(z))v = \mathcal{O}(h^N), \forall N.
\]

Then $u := E_+ v$ satisfies
\[
(P - z)u = \mathcal{O}(h^{N+1})\|u\|_{L^2(X)}
\]

microlocally near $\gamma$. This provides essentially a converse to our Main Theorem.
Proof of Theorem\ref{thm:5.1}. From Proposition\ref{prop:5.1}, if we multiply $P$ by $E$ on the right, we get

\begin{align}
\frac{i}{\hbar} (P - z) E + R_- E_- &= \text{id}_{L^2(X) \to L^2(X)} + r, \\
\frac{i}{\hbar} (P - z) E_+ + R_-(I - M(z)) &= r_-, \\
R_+ E &= r_+, \\
R_+ E_+ &= \text{id}_{L^2(V) \to L^2(V)} + r_+,
\end{align}

where

\begin{align}
ArA &= \mathcal{O}(h^\infty)_{L^2(X) \to L^2(X)}, \\
ArB &= \mathcal{O}(h^\infty)_{L^2(V) \to L^2(X)}, \\
BrA &= \mathcal{O}(h^\infty)_{L^2(X) \to L^2(V)}, \quad \text{and} \\
BrB &= \mathcal{O}(h^\infty)_{L^2(V) \to L^2(V)}.
\end{align}

Hence (5.18)–(5.19) imply that for any $u \in L^2(X)$, $v \in L^2(V)$,

\begin{align}
A \frac{i}{\hbar} (P - z) E u + AR_- E_- u &= Au + Ar(I - A)u + \mathcal{O}(h^\infty)\|u\|_{L^2(X)} \\
A \frac{i}{\hbar} (P - z) E_+ v + AR_-(I - M(z)) v &= Ar_- (I - B)v + \mathcal{O}(h^\infty)\|v\|_{L^2(V)},
\end{align}

which is (5.16)–(5.17). \hfill \square

6. The model case

In this section we indicate how Theorem\ref{thm:5.1} can be used to estimate $P - z$ in the model case. Let $\dim X = 2$, and assume $t$ parametrizes $\gamma = \gamma(0)$ and $\tau$ is the dual variable to $t$. Then our model for $p$ near $\gamma$ is the symbol

\[ p = \tau + \lambda x \xi, \]

with $\lambda > 0$. We have

\[ H_p = \partial_t + \lambda (x \partial_x - \xi \partial_\xi), \]

and the Poincaré map $S : \mathbb{R}^2 \to \mathbb{R}^2$ is given by

\[ S = \begin{pmatrix} e^\lambda & 0 \\ 0 & e^{-\lambda} \end{pmatrix}. \]

We want a deformation of the identity into $S$, that is, a smooth family of symplectomorphisms $\kappa_t$ such that $\kappa_0 = \text{id}$ and $\kappa_1 = S$. This is clear in the model case:

\[ \kappa_t = \exp t \begin{pmatrix} \lambda & 0 \\ 0 & -\lambda \end{pmatrix}. \]

According to [SjZw1] Lemma 3.2 (see also [EvZw]), we can find a time-dependent effective Hamiltonian $q_t = q_t(x, \xi)$ such that

\[ \frac{d}{dt} \kappa_t = (\kappa_t)_* H_{q_t}. \]

In the model case, this is again clear: $q_t = \lambda x \xi$, independent of $t$. 
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We know in general that if $M(z)$ is the Quantum Monodromy operator, then it is an $h$-FIO associated to the graph of $S$, which means that our model is $M(z) = M^z(1)$ for $M^z(t)$ a family of $h$-FIOs satisfying
\[
\begin{cases}
  h D_t M^z(t) + Q(t) M^z(t) = 0, \\
  M^z(0) = \text{id},
\end{cases}
\]
where $Q(t) = \text{Op}(q_t)$ for the effective Hamiltonian $q_t$ as above. In the model case, $q$ does not depend on $t$ or $z$, so with $Q = \text{Op}(q)$, $M^z(t)$ is just the semigroup
\[
M(t) = \exp \left( -\frac{i}{\hbar} t Q \right).
\]
The basic idea is that $M(t)$ is unitary, but $e^{-G^w} M(t) e^{G^w}$ is not for $G$ with real principal symbol (if it exists). Further, in the model case, if $G$ is independent of $t$,
\[
e^{-G^w} M(t) e^{G^w} = \exp \left( -\frac{i}{\hbar} t e^{-G^w} Q e^{G^w} \right),
\]
and it will suffice to show $e^{-G^w} Q e^{G^w}$ has an imaginary part of fixed size comparable to $\hbar$.

As in Lemma 2.1, for $u \in L^2(\mathbb{R}^n)$ we define $\hat{T}_{\hbar, \tilde{\hbar}}$ by
\[
(6.1) \quad \hat{T}_{\hbar, \tilde{\hbar}} u(X) := \left( \frac{\hbar}{\tilde{\hbar}} \right)^{n/2} u \left( \left( \frac{\hbar}{\tilde{\hbar}} \right)^{1/2} X \right).
\]
We then conjugate $M(t)$ to $M_1(t) = \hat{T}_{\hbar, \tilde{\hbar}} M(t) \hat{T}_{\hbar, \tilde{\hbar}}^{-1}$ and observe $M_1(t)$ satisfies the evolution equation
\[
(6.2) \quad h D_t M_1(t) = -T_{\hbar, \tilde{\hbar}} Q M(t) T_{\hbar, \tilde{\hbar}}^{-1}
\]
(6.3) \quad = -T_{\hbar, \tilde{\hbar}} Q T_{\hbar, \tilde{\hbar}}^{-1} \hat{T}_{\hbar, \tilde{\hbar}} M(t) \hat{T}_{\hbar, \tilde{\hbar}}^{-1}
\]
(6.4) \quad = -Q_1 M_1(t),
\]
where
\[
Q_1 = T_{\hbar, \tilde{\hbar}} Q T_{\hbar, \tilde{\hbar}}^{-1} \in \Psi^{0,0,-\frac{1}{2}}
\]
microlocally (we refer the reader to [2] for the definitions). We write $q_1(X, \Xi) = \sigma_{\tilde{\hbar}}(Q_1)$, where
\[
q_1(X, \Xi) = \lambda \left( \frac{\hbar}{\tilde{\hbar}} \right) X \Xi + O(\hbar^2 + \tilde{\hbar}^2),
\]
as in Lemma 2.1.

Now we define the escape function
\[
G(X, \Xi) = \frac{1}{2} \log \left( \frac{1 + X^2}{1 + \Xi^2} \right),
\]
and according to a result of Bony and Chemin [BoCh] (see also [Ch1, Lemma 2.1]), we can form the family of operators
\[
e^{s G^w},
\]
where $G^w$ is the Weyl quantization of $G$ in the $\tilde{\hbar}$ calculus and $|s|$ is sufficiently small. Let
\[
\hat{M}(t) = e^{-s G^w} M_1(t) e^{s G^w},
\]
whence
\[ hD_t \tilde{M}(t) = -\tilde{Q}\tilde{M}(t) \]
for
\[ \tilde{Q} = e^{-sG^w}Q_1e^{sG^w} \]
by a similar argument to (6.2)–(6.4). We write
\[ \tilde{Q} = \exp(-\text{sad}_{G^w})Q_1, \]
with
\[ \text{ad}_{G^w}Q_1 = \mathcal{O}_{L^2 \to L^2}(h\tilde{h}k^{-1}) \]
and
\[ [Q_1, G^w] = -i\tilde{h}\Op_{\tilde{h}}^w(H_{q_1}G) + \mathcal{O}(h^{3/2}\tilde{h}^{3/2}). \]
We have
\[ H_{q_1}G = \lambda(h/\tilde{h}) \left( \frac{X^2}{1 + X^2} + \frac{\Xi^2}{1 + \Xi^2} \right) = \lambda(h/\tilde{h})A, \]
so that
\[ \tilde{Q} = Q_1 - is\Op_{\tilde{h}}^w(A) + sE_1^w + s^2E_2^w, \]
with \( E_1 = \mathcal{O}(h^{3/2}\tilde{h}^{3/2}) \) and \( E_2 = \mathcal{O}(h\tilde{h}) \). Since \( A \) is roughly the harmonic oscillator (see [Chr1, Lemma 5.1]),
\[ \langle \Op_{\tilde{h}}^w(A)U, U \rangle \geq \frac{\tilde{h}}{C}\|U\|^2 \]
independently of \( h \), so that
\[ (6.5) \quad \text{Im} \left( \dot{\tilde{Q}}U, U \right) \leq -\frac{\tilde{h}}{C}\|U\|^2. \]
Thus with \( \tilde{h} > 0 \) small but fixed,
\[ \tilde{M}(1) = \exp \left( -\frac{i}{\tilde{h}}(\text{Re } \tilde{Q} + i \text{ Im } \tilde{Q}) \right) \]
and by (6.4),
\[ (6.6) \quad \|\tilde{M}(1)\|_{L^2(\mathbb{R}) \to L^2(\mathbb{R})} \leq r < 1. \]
For \( u \in L^2(\mathbb{R}) \) and \( U = T_{h,\tilde{h}}u \), we have by (6.5) and (6.6),
\[ \text{Re} \left( (I - \tilde{M}(1))U, U \right) \geq C^{-1}\|U\|^2 \]
for some \( 0 < C < \infty \). Define the operator \( K^w \) by
\[ e^{sK^w} = T_{h,\tilde{h}}^{-1}e^{sG^w}T_{h,\tilde{h}}. \]
We have shown that
\[ \text{Re} \left( e^{-sK^w}(I - M)e^{sK^w}u, u \right) \geq C^{-1}\|u\|^2. \]
Since \( \| \exp(\pm sK_\omega) \|_{L^2 \to L^2} = O(h^{-N}) \) for some \( N \), we have
\[
\text{Re} \langle (I - M)u, u \rangle \geq Ch^N \| u \|^2.
\]
With this estimate on \((I - M)\), we now apply Theorem \[\Box\] to conclude the microlocal invertibility of \( P - z \) in this model case.

7. The linearization

7.1. Symplectic linear algebra and matrix logarithms. In this section, we will show how to reduce the case of a general Poincaré map with a fixed point to studying the quadratic Birkhoff normal forms. We assume as in the introduction that the eigenvalues of modulus 1 obey the nonresonance assumption \( (i.2) \).

We begin by tackling the problem of negative real eigenvalues and eigenvalues of modulus 1 of the linearized Poincaré map. Let \( S : W_1 \to W_2, W_1, W_2 \subset \mathbb{R}^{2n-2} \), be a local symplectic map, \( S(0,0) = (0,0) \), which we have identified with its coordinate representation. We consider the polar decomposition of \( dS(0,0) \):
\[
dS(0,0) = \exp(-JF) \exp(B),
\]
with \( F \) and \( B \) real-valued and \( \exp(B) \) positive definite and symplectic. Specifically, \( \exp(-JF) \) describes the action due to the eigenvalues of modulus 1 as well as the rotation inherent in the negative real eigenvalues. We consider first \( A = \exp(B) \).

We denote by \( \{\mu_j\} \) the eigenvalues of \( A \) and by \( \{\tilde{\mu}_j\} \) the eigenvalues of \( dS(0,0) \). Let \( \mu \) be an eigenvalue of \( A \). Then \( A \) symplectic implies that if \( \mu > 1 \) is real, then \( \mu^{-1} \) is also an eigenvalue, and if \( \mu \) is complex, \( |\mu| > 1 \), then \( \mu^{-1}, \bar{\mu}, \text{and} \bar{\mu}^{-1} \) are also eigenvalues. If \( \bar{\mu}, |\bar{\mu}| = 1 \) is an eigenvalue of \( dS(0,0) \), but we will see that neither of these contributes to \( A \). If \( \tilde{E}_\mu \) is the generalized complex eigenspace of \( \mu \), then we can put \( A \) into complex Jordan form over \( \tilde{E}_\mu \). To keep the change of variables symplectic, we observe that \( \tilde{E}_\mu \cap \tilde{E}_{\mu^{-1}} \) gives
\[
A_{\mu} := A|_{\tilde{E}_\mu} = \begin{pmatrix} \mu & 1 & 0 & \ldots & \ldots \\ 0 & \mu & 1 & 0 & \ldots \\ \vdots & \ddots & \ddots & \ddots & \ddots \\ 0 & \ldots & 0 & \mu & 1 \\ 0 & \ldots & \ldots & \ldots & \mu \end{pmatrix},
\]
then symplectically completing this basis in \( \tilde{E}_\mu \oplus \tilde{E}_{\mu^{-1}} \) gives
\[
A|_{\tilde{E}_{\mu^{-1}}} = (A_{\mu}^T)^{-1}.
\]
As \( A_{\mu} = \mu I + N_{\mu} \) with \( N_{\mu} \) nilpotent, by expanding \( (A_{\mu}^T)^{-1} \) as a power series, we see
\[
A_{\mu^{-1}} := A|_{\tilde{E}_{\mu^{-1}}} = \mu^{-1} I + N_{\mu^{-1}}
\]
with \( N_{\mu^{-1}} \) nilpotent. We choose a branch of the logarithm so that
\[
\lambda(\mu) = \log(\mu)
\]
satisfies
\[
\lambda(\mu^{-1}) = -\lambda(\mu) \quad \text{and} \quad \lambda(\bar{\mu}) = \overline{\lambda(\mu)},
\]
(7.1) and (7.2).
and observe for $N$ nilpotent,
\[
\log(I + N) = N - \frac{N^2}{2} + \frac{N^3}{3} + \ldots
\]
is a finite series. Then we can define
\[
\log(\mu I + N_\mu) = \lambda(\mu) + N_\lambda,
\]
with $N_\lambda$ nilpotent.

We apply this technique to each generalized eigenspace of $A$ to obtain a complex matrix
\[
\tilde{B} := \log A.
\]
We see $\tilde{B}$ is block diagonal with diagonal elements of the form $\lambda I + N_\lambda$ with $N_\lambda$ nilpotent. We know $|\mu| > 1$ real gives $\text{Re} \lambda(\mu) > 0$. For $\lambda$ satisfying $\text{Re} \lambda > 0$, let $E_\lambda$ denote the generalized complex eigenspace of $\lambda$ with respect to $\tilde{B}$, and let $\tilde{E}_{\tilde{\mu}}$ denote the generalized complex eigenspace of $\tilde{\mu}$ with respect to $dS(0,0)$. There are 4 cases to consider.

**Case 1:** $\tilde{\mu} > 1$ is real and an eigenvalue of $dS(0,0)$. Then $E_\lambda \oplus E_{-\lambda}$ is a real symplectic space which is equal to $\tilde{E}_{\tilde{\mu}} \oplus \tilde{E}_{\tilde{\mu}}^{-1}$. If we put $\tilde{B}$ into Jordan form over $E_\lambda$,
\[
\tilde{B}_\lambda := \left| \begin{array}{c}
\begin{array}{cccc}
\lambda & 1 & 0 & \ldots \\
0 & \lambda & 1 & 0 \\
\vdots & \ddots & \ddots & \ddots \\
0 & \ldots & 0 & \lambda \\
0 & \ldots & \ldots & \lambda
\end{array}
\end{array} \right|
\]
completing the basis symplectically over $E_\lambda \oplus E_{-\lambda}$ gives
\[
\tilde{B} \bigg|_{E_\lambda \oplus E_{-\lambda}} = -\left( \tilde{B}_\lambda \right)^T.
\]
As $\mu = \tilde{\mu}$ was an eigenvalue of $A$,
\[
\exp(-JF) \bigg|_{\tilde{E}_{\tilde{\mu}} \oplus \tilde{E}_{\tilde{\mu}}^{-1}} = \text{id}.
\]

**Case 2:** $\tilde{\mu}$ is complex, $|\tilde{\mu}| > 1$, and $\tilde{\mu}$ is an eigenvalue of $dS(0,0)$. Then $E_\lambda \oplus E_{-\lambda} \oplus E_\chi \oplus E_{-\chi}$ is the complexification of a real symplectic vector space which is equal to $\tilde{E}_{\tilde{\mu}} \oplus \tilde{E}_{\tilde{\mu}}^{-1} \oplus \tilde{E}_{\tilde{\mu}} \oplus \tilde{E}_{\tilde{\mu}}^{-1}$. Changing variables as in [Chr1, §6], we see
\[
\tilde{B} \bigg|_{E_\lambda \oplus E_{-\lambda} \oplus E_\chi \oplus E_{-\chi}} = \left( \begin{array}{c}
\begin{array}{cccc}
\tilde{B}_\lambda & 0 \\
0 & -\left( \tilde{B}_\lambda \right)^T
\end{array}
\end{array} \right),
\]
where
\[
\tilde{B}_\lambda = \left( \begin{array}{cccc}
\Lambda & I & 0 & \ldots \\
0 & \Lambda & I & 0 \\
\vdots & \ddots & \ddots & \ddots \\
0 & \ldots & 0 & \Lambda \\
0 & \ldots & \ldots & \Lambda
\end{array} \right).
\]
Proposition 7.1. Let \( \mu \) be the number of Jordan blocks of real positive eigenvalues \( \mu \) of \( E \), and for \( j = 1, \ldots, n_{hc} ; 2n_{hc} + 1, \ldots, 2n_{hc} + n_{hr} \):

\[
2n - 2 = 4 \left( \sum_{j=1}^{n_{hc}} k_j \right) + 2 \left( \sum_{j=2n_{hc}+1}^{2n_{hc}+n_{hr}} k_j \right) + 2 \left( \sum_{2n_{hc}+n_{hr}+1}^{2n_{hc}+n_{hr}+n_{hr}+n_{hc}} k_j \right) + 2 \left( \sum_{2n_{hc}+n_{hr}+n_{hr}+n_{hc}+1}^{2n_{hc}+n_{hr}+n_{hr}+n_{hc}+n_{hc}} k_j \right).
\]

Choose \( \lambda_j(\mu_j) = \log \mu_j \) satisfying (7.1)–(7.2) for \( j \) in the range (7.3) and (7.5), and for \( j \) in the range (7.4), choose \( \lambda_j(\mu_j) = \log(-\mu_j) \) satisfying (7.1)–(7.2). Then there are real matrices \( B \) and \( F \) satisfying \( \omega B = -B, F^* = F \), and a symplectic choice of coordinates such that

\[
dS(0, 0) = \exp(-JF) \exp(B),
\]

Further,

\[
\exp(-JF)|_{E_\mu \oplus E_{\mu-1} \oplus E_\mu \oplus E_{\mu-1}} = \text{id}.
\]

Case 3: \( \mu > 1 \) is real, and \( \tilde{\mu} = -\mu \) is an eigenvalue of \( dS(0, 0) \). Then \( E_\mu \oplus E_{-\mu} \) is a real symplectic vector space, equal to \( E_\tilde{\mu} \oplus E_{\tilde{\mu}-1} \) and \( B \) is handled as in Case 1, with the important difference:

\[
\exp(-JF)|_{E_\mu \oplus E_{\mu-1}} = -\text{id}.
\]

Case 4: \( |\tilde{\mu}| = 1 \), \( \text{Im} \tilde{\mu} > 0 \) is an eigenvalue of \( dS(0, 0) \). Then \( E_\mu \oplus E_{-\mu} \) is a complex symplectic vector space which is the complexification of a real symplectic vector space which is \( E_\tilde{\mu} \oplus E_{\tilde{\mu}-1} \). Since we have assumed in particular that \( \tilde{\mu} \) occurs with multiplicity 1, so does \( \lambda \). Write \( \lambda = i\alpha, \alpha > 0 \), in which case we observe that

\[
F|_{E_{\mu} \oplus E_{-\mu}} = \begin{pmatrix} \alpha & 0 \\ 0 & \alpha \end{pmatrix}
\]

is diagonal since \( \tilde{\mu} \) is distinct.

We have proved the following proposition, which we record in detail to fix our notation.

**Proposition 7.1.** Let \( S : W_1 \to W_2, W_1, W_2 \subset \mathbb{R}^{2n-2} \) be a local symplectic map, \( S(0, 0) = (0, 0) \), and let \( n_{hc} \) be the number of Jordan blocks of complex eigenvalues \( \mu \) of \( dS(0, 0) \) satisfying \( |\mu| > 1 \), \( \text{Re} \mu > 1 \), and \( \text{Im} \mu > 0 \). Let \( n_{hr} \) be the number of Jordan blocks of real positive eigenvalues \( \mu \) of \( dS(0, 0) \) satisfying \( \mu > 1 \), \( n_{hr} \) be the number of Jordan blocks of negative real eigenvalues \( -\mu \) of \( dS(0, 0) \) satisfying \( -\mu < -1 \), and \( n_c \) be the number of eigenvalues \( \mu \) of modulus 1 satisfying \( \text{Im} \mu > 0 \). For

\[
(7.3) \quad j \in (1, \ldots, n_{hc}), 2n_{hc} + 1, \ldots, 2n_{hc} + n_{hr} + 1,
\]

\[
(7.4) \quad 2n_{hc} + n_{hr} + 1, \ldots, 2n_{hc} + n_{hr} + n_{hr} - 1,
\]

\[
(7.5) \quad 2n_{hc} + n_{hr} + n_{hr} - 1, \ldots, 2n_{hc} + n_{hr} + n_{hr} + n_{hc}
\]

let \( k_j \) denote the multiplicity of \( \mu_j \) so that

\[
2n - 2 = 4 \left( \sum_{j=1}^{n_{hc}} k_j \right) + 2 \left( \sum_{j=2n_{hc}+1}^{2n_{hc}+n_{hr}} k_j \right) + 2 \left( \sum_{2n_{hc}+n_{hr}+1}^{2n_{hc}+n_{hr}+n_{hc}} k_j \right) + 2 \left( \sum_{2n_{hc}+n_{hr}+n_{hc}+1}^{2n_{hc}+n_{hr}+n_{hc}+n_{hc}} k_j \right).
\]

Choose \( \lambda_j(\mu_j) = \log \mu_j \) satisfying (7.1)–(7.2) for \( j \) in the range (7.3) and (7.5), and for \( j \) in the range (7.4), choose \( \lambda_j(\mu_j) = \log(-\mu_j) \) satisfying (7.1)–(7.2). Then there are real matrices \( B \) and \( F \) satisfying \( \omega B = -B, F^* = F \), and a symplectic choice of coordinates such that

\[
dS(0, 0) = \exp(-JF) \exp(B),
\]
and $B$ is of the form
\[ B = \text{diag} (B_j; -B_j^T), \]
for $j$ in the range $[0, 2n_{hc}, 2n_{hc} + n_{hr+} + n_{hr-})$. For $j \in (1, \ldots, n_{hc})$, $B_j$ is the $2k_j \times 2k_j$ matrix
\[
(7.6) \quad B_j = \begin{pmatrix}
\Lambda_j & I & 0 & \ldots \\
0 & \Lambda_j & I & 0 & \ldots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \ldots & 0 & \Lambda_j & I \\
0 & \ldots & \ldots & \Lambda_j
\end{pmatrix},
\]
with $I$ the $2 \times 2$ identity matrix and
\[ \Lambda_j = \begin{pmatrix}
\text{Re} \lambda_j & -\text{Im} \lambda_j \\
\text{Im} \lambda_j & \text{Re} \lambda_j
\end{pmatrix}. \]

For $j \in (2n_{hc} + 1, \ldots, 2n_{hc} + n_{hr+} + n_{hr-})$, $B_j$ is the $k_j \times k_j$ matrix
\[ (7.7) \quad B_j = \begin{pmatrix}
\lambda_j & 1 & 0 & \ldots \\
0 & \lambda_j & 1 & 0 & \ldots \\
\vdots & \ddots & \ddots & \ddots & \ddots \\
0 & \ldots & 0 & \lambda_j & 1 \\
0 & \ldots & \ldots & \lambda_j
\end{pmatrix}, \]
and for $j \in (2n_{hc} + n_{hr+} + n_{hr-} + 1, \ldots, 2n_{hc} + n_{hr+} + n_{hr-} + n_e)$, $B_j$ is the $1 \times 1$ matrix $0$. Here
\[ F = \text{diag} (F_j; F_j), \]
for $j$ in the range $[0, 2n_{hc}, 2n_{hc} + n_{hr+} + n_{hr-})$, where for $j \in (1, \ldots, 2n_{hc})$, $F$ is the $2k_j \times 2k_j$ zero matrix, for $j \in (2n_{hc} + 1, \ldots, 2n_{hc} + n_{hr+})$, $F_j$ is the $k_j \times k_j$ zero matrix, for $j \in (2n_{hc} + n_{hr+} + 1, \ldots, 2n_{hc} + n_{hr+} + n_{hr-})$,
\[ F_j = \pi I, \]
where $I$ is the $k_j \times k_j$ identity matrix, and for $j \in (2n_{hc} + n_{hr+} + n_{hr-} + 1, \ldots, 2n_{hc} + n_{hr+} + n_{hr-} + n_e)$, $F_j = \text{Im} \lambda_j$.

We set
\[ K_t^1 = \exp(-tJF) \quad \text{and} \quad K_t = \exp(tB), \]
which we observe is the same as
\[ K_t^1 = \exp(tH_q^1) \quad \text{and} \quad K_t = \exp(tH_q) \]
for
\[
(7.8) \quad q(x, \xi) = \sum_{j=1}^{n_{hc}} \sum_{l=1}^{k_j} \left( \text{Re} \lambda_j \left( x_{2l-1} \xi_{2l-1} + x_{2l} \xi_{2l} \right) - \text{Im} \lambda_j \left( x_{2l-1} \xi_{2l} - x_{2l} \xi_{2l-1} \right) \right),
\]
\[
(7.9) \quad + \sum_{j=1}^{n_{hc}} \sum_{l=1}^{k_j-1} \left( x_{2l+1} \xi_{2l-1} + x_{2l+2} \xi_{2l} \right),
\]
\[
(7.10) \quad + \sum_{j=2n_{hc}+1}^{2n_{hc}+n_{hr+}+n_{hr-}} \left( \sum_{l=1}^{k_j} \lambda_j x_l \xi_l + \sum_{l=1}^{k_j-1} x_{l+1} \xi_l \right).
\]
and

\[ q^1(x,\xi) = \sum_{j=2n_{hr}+n_{hr}+1}^{2n_{hr}+n_{hr}+n_{hr}+n_e} \frac{\pi}{2} (x_j^2 + \xi_j^2) + \sum_{j=2n_{hr}+n_{hr}+n_{hr}+n_e}^{2n_{hr}+n_{hr}+n_{hr}+n_e} \frac{\text{Im} \lambda_j}{2} (x_j^2 + \xi_j^2). \]

7.2. Geometry of the Poincaré section. The previous section motivates the next proposition. First we need the following lemma, which follows from the more general [Chr1, Lemma 4.2]. Recall under the assumption that \( S \) is hyperbolic, the stable and unstable manifolds \( \Lambda_\pm \subset N \) for \( S \) are \((n-1)\)-dimensional locally embedded transversal Lagrangian submanifolds (see [HaKa, Theorem 6.2.3]).

**Lemma 7.2.** Let \( S : W_1 \to W_2, W_1, W_2 \subset \mathbb{R}^{2n-2}, S(0,0) = (0,0), \) be a local hyperbolic symplectic map with unstable/stable manifolds \( \Lambda_\pm. \) Then there exists a local symplectic coordinate system \((x,\xi)\) near \( \gamma \) such that \( \Lambda_+ = \{ \xi = 0 \} \) and \( \Lambda_- = \{ x = 0 \}. \)

For the following proposition, we assume that there are no negative real eigenvalues and no eigenvalues of modulus 1 to the linearized Poincaré map. Later we will modify the general Poincaré map to be of this form. This follows from the proof of [Chr1, Proposition 4.3].

**Proposition 7.3.** Let \( S : W_1 \to W_2, W_1, W_2 \subset \mathbb{R}^{2n-2}, S(0,0) = (0,0), \) be a local hyperbolic symplectic map, \( S(0,0) = (0,0), \) and assume \( dS(0,0) \) has no negative real eigenvalues. There is a smooth family of local symplectomorphisms \( \kappa_t, \) a smooth, real-valued matrix function \( B_t(x,\xi), \) and a symplectic choice of coordinates in which

\[ \begin{align*}
(i) & \quad \kappa_0 = \text{id}, \quad \kappa_t(x,\xi) = S(x,\xi), \\
(ii) & \quad \frac{d}{dt} \kappa_t = (\kappa_t)_* H_{q_t},
\end{align*} \]

where

\[ q_t(x,\xi) = \langle B_t(x,\xi)x,\xi \rangle. \]

Here

\[ \langle B_t(0,0)x,\xi \rangle = q(x,\xi), \]

for \( q(x,\xi) \) of the form \((7.10)\).
operators \( \exp(\pm sK^w) \) and \( R > 1 \) so that for \( v \in L^2(\mathbb{R}^m) \) with \( h \)-wavefront set sufficiently close to \( (0,0) \),

\[
(8.1) \quad \left\| e^{-sK^w} M(z)e^{sK^w} v \right\|_{L^2} \leq \frac{1}{R} \| v \|_{L^2}.
\]

From [13] we know \( M(z) \) is an \( h \)-FIO associated to the graph of \( S(z) \), where \( S(z) \) is the Poincaré map for \( \gamma_z \), the periodic orbit in the energy level \( z \). Suppose for the moment that \( S(z) \) satisfies the hypotheses of Proposition [7.3], and let \( q_{z,t} \) be \( q_t \) as in the conclusion of the proposition, where now \( q_{z,t} \) varies over energy levels \( z \) near 0. Setting \( Q_{z,t} = \text{Op}_h^w(q_{z,t}) \), by modifying the proofs of the Egorov theorem and its converse [13, §3], there exists \( M_{z,0} \in \Psi^0_0 \) microlocally unitary so that \( M(z) = M^z(1) \) for \( M^z(t) \) a family of operators satisfying the evolution equations

\[
hd_t M^z + M^z Q_{z,t} = 0, \quad 0 \leq t \leq 1,
\]

\[
M^z(0) = M_{z,0}.
\]

In order to prove Theorem [13] we observe that if \( W(z): L^2(V) \rightarrow L^2(V) \) is the microlocal inverse for \( M(z) \), then we also have \( W_{z,0} \in \Psi^0_0 \) microlocally unitary so that \( W(z) = W^z(1) \) for \( W^z(t) \) satisfying the following evolution equation:

\[
(8.2) \quad \begin{aligned}
hd_t W^z - Q_{z,t} W^z &= 0, \quad 0 \leq t \leq 1, \\
W^z(0) &= W_{z,0}.
\end{aligned}
\]

The rest of this section is devoted to proving that there exist semiclassically tempered operators \( \exp(\pm sK^w) \) as in the statement of the theorem so that

\[
(8.4) \quad \left\| e^{-sK^w} W(z)e^{sK^w} v \right\|_{L^2(V)} \geq R \| v \|_{L^2(V)}
\]

for some \( R > 1 \). Then

\[
\| v \|_{L^2(V)} = \left\| e^{-sK^w} W(z)e^{sK^w} e^{-sK^w} M(z)e^{sK^w} v \right\|_{L^2(V)} \geq R \left\| e^{-sK^w} M(z)e^{sK^w} v \right\|_{L^2(V)},
\]

which gives the theorem once we prove (8.4).

In order to get Theorem [13] from Theorem [6] we observe by (8.1) that we also have

\[
\left\| \left( I - e^{-sK^w} M(z)e^{sK^w} \right) v \right\| \geq C^{-1} \| v \|.
\]

Thus

\[
\text{Re} \left< e^{-sK^w} (I - M) e^{sK^w} v, v \right> = \| v \|^2 - \text{Re} \left< e^{-sK^w} M(z)e^{sK^w} v, v \right> \geq C^{-1} \| v \|^2_{L^2(V)}.
\]

Since \( \| \exp(\pm sK^w) \|_{L^2 \rightarrow L^2} = O(h^{-N}) \) for some \( N \), we have

\[
\text{Re} \left< (I - M(z)) v, v \right> \geq C h^N \| v \|^2.
\]

Now let \( u \in L^2(X) \) have wavefront set close to \( \gamma \). Set \( v = R_+ u \) so that \( \text{WF}_h v \) is close to \( (0,0) \), and observe with \( B \) as in Theorem [13] and \( b = \sigma_h(B) \) that \( 1 - b \) has support away from \( (0,0) \in T^*\mathbb{R}^{n-1} \). Then

\[
\text{Op}_h^w(1 - b)M(z)v = M(z)\text{Op}_h^w(S(z)^*(1 - b))v = O(h^{\infty}),
\]
so that if $WF_h u$ is sufficiently small, then
\[ B(I - M(z))R_+ u = (I - M(z))R_+ u \]
microlocally, and \[7.12\] gives the theorem. □

Our biggest tool so far is the normal form deformation in Proposition \[7.3\]. However we cannot immediately apply it to $S(z)$ satisfying the assumptions of the introduction. To get by this we will transform $S(z)$ into a hyperbolic map satisfying the assumptions of Proposition \[7.3\] and then later deal with the errors which come up when transforming back.

The proof of Theorem \[6\] will proceed in 4 basic steps. First, we deform the effective Hamiltonian into a sum of two Hamiltonians with disjoint support in $t$, one hyperbolic and one elliptic. The summed Hamiltonian will be called $q_{z,t}$. We then modify the evolution equation defining $W_z$ to an equation involving a conjugated version of $q_{z,t}$, $\tilde{W}_z$, that we will then need to estimate from below. This step is a variation on the classical idea of a “positive commutator”. That is, $Op_H^w(q_{z,t})$ is selfadjoint, but if we conjugate it with an operator of the form $e^{Gw}$, we get $Op_{H}^w(q_{z,t})$ plus a lower order skew-adjoint commutator. The principal symbol of the commutator $[G, Op(q_{z,t})]$ is $hH_{q_{z,t}}G$. The linear part of $H_{q_{z,t}}$ is block diagonal in the hyperbolic and elliptic variables, but the nonlinear part potentially forces interaction between the hyperbolic and elliptic variables. Hence we will be forced to introduce a complex weight $G$ to gain some orthogonality between the hyperbolic and elliptic variables. This is accomplished in Step 3. Finally we will estimate $M$, the inverse of which is related to $\tilde{W}$ by conjugation.

### 8.2. Step 1: Deform $q_{z,t}$

We construct a rescaled deformation of the identity into $S(z)$ in which the elliptic part of the effective Hamiltonian has disjoint support in $t$ from the support of the nonelliptic part.

We will be using four cutoff functions, $\psi_1(t), \psi_2(t), \psi(t)$, and $\chi(t) : [0, 1] \to [0, 1]$ satisfying the following properties (see Figure 7):

(i) $\psi_1(0) = \psi_2(0) = \psi(0) = \chi(0) = 0, \psi_1(1) = \psi_2(1) = \psi(1) = \chi(1) = 1$;
(ii) $\psi', \psi', \text{ and } \chi'$ are all nonnegative;
(iii) $\text{supp } \psi' \subset [0, 1/4], \text{supp } \chi' \subset [1/4, 1/2],$
$\text{supp } \psi \subset [1/2, 3/4], \text{ and supp } \psi' \subset [3/4, 1].$

Motivated by Proposition \[7.3\] we construct a family of symplectomorphisms, $\kappa_{z,t}$, satisfying $\kappa_{z,0} = \text{id}$ and $\kappa_{z,1} = S(z)$, but the elliptic part has support in $t$ disjoint from the hyperbolic part. That is, let $F$ be given as in Proposition \[7.1\] and let
\[ E(z) = \exp(-JF(z)), \quad K^1_t = \exp(-tJF(z)), \]
so that $K^1_0 = \text{id}$, $K^1_1 = E(z)$, and
\[ \frac{d}{dt}K^1_t = (K^1_t)_*H^1, \]
Figure 7. The cutoff functions \( \psi_1, \psi_2, \psi, \) and \( \chi \).

where \( q^1 \) is given by (7.11). Here the coefficients \( \text{Im} \lambda_j^{1/2} \) implicitly depend on \( z \), but the dimensions of the eigenspaces are constant for \( z \) in a neighbourhood of 0. Let \( \widetilde{K}^1_t \) be defined by

\[
\widetilde{K}^1_t = K^1_{\psi_1(t)},
\]

so that \( \widetilde{K}^1_0 = \text{id} \), \( \widetilde{K}^1_1 = E(z) \), and the chain rule then gives

\[
\frac{d}{dt} \widetilde{K}^1_t = \psi'_1(t) \frac{d}{d\tau} K^1_{\tau = \psi_1(t)} = \psi'_1(t) (K^1_{\tau = \psi_1(t)}) H_{q^1_{\tau = \psi_1(t)}} = (\widetilde{K}^1_t)_* H_{q^1_{\psi'_1(t)}}.
\]

We introduce an “artificial hyperbolic” transformation which will temporarily replace the elliptic part by setting

\[
q_{ah} = \sum_{j=2h_{hc}+n_{hr}+n_{hre}+n_e} 2x_j \xi_j,
\]

defining \( K_{ah} = \exp(H_{q_{ah}}) \), and

\[
\widetilde{S}(z) = K_{ah}^{-1} \circ E(z)^{-1} \circ S(z),
\]

so that \( \widetilde{S}(z) \) satisfies the assumptions of Proposition 7.3 near \( z = 0 \). From Proposition 7.3, there is a family \( \kappa^1_{z,t} \) satisfying \( \kappa^1_{z,0} = \text{id} \), \( \kappa^1_{z,1} = \widetilde{S}(z) \), and

\[
\frac{d}{dt} \kappa^1_{z,t} = (\kappa^1_{z,t})_* H_{q_{s,t}},
\]
where now
\[ \tilde{q}_{z,t} = \langle B_{z,t}(x,\xi), x, \xi \rangle \]
for \( B_{z,t} \) satisfying (7.14). Let
\[ \tilde{\kappa}_{z,t} = \kappa_{z,\psi(t)}^{1}, \]
so that \( \kappa_{z,0} = \text{id}, \tilde{\kappa}_{z,1} = \tilde{S}(z) \), and
\[
\frac{d}{dt} \tilde{\kappa}_{z,t} = \psi'(t) \frac{d}{d\tau} \kappa_{z,t}^{1} |_{\tau=\psi(t)} = \psi'(t)(\kappa_{z,t}^{1})_{*}H_{\tilde{\kappa}_{z,t}} |_{\tau=\psi(t)} = (\tilde{\kappa}_{z,t})_{*}H_{\psi'(t)\tilde{z},\psi(t)}.
\]
Let \( K_{t}^{2} = \exp(tH_{q_{ah}}) \) and \( \tilde{K}_{t}^{2} = K_{\psi_{2}(t)}^{2} \), so that \( \tilde{K}_{0}^{2} = \text{id}, \tilde{K}_{1}^{2} = K_{ah}^{2} \), and
\[
\frac{d}{dt} \tilde{\kappa}_{z,t} = (\tilde{K}_{t}^{2})_{*}H_{\psi_{2}(t)q_{ah}}.
\]
Finally, let
\[ \kappa_{z,t} = \tilde{K}_{t}^{1} \circ \tilde{K}_{t}^{2} \circ \tilde{\kappa}_{z,t}. \]
Unraveling the definitions, we have \( \kappa_{z,t} \) satisfying
\[
(i) \ \kappa_{z,0} = \text{id}, \ \kappa_{z,1} = S(z);
\]
\[
(ii) \ \kappa_{z,t} = \begin{cases} 
\tilde{K}_{1}^{1}, & 0 \leq t \leq 1/4; \\
E(z), & 1/4 \leq t \leq 1/2; \\
E(z) \circ K_{t}^{2}, & 1/2 \leq t \leq 3/4; \\
E(z) \circ K_{ah} \circ \tilde{\kappa}_{z,t}, & 3/4 \leq t \leq 1.
\end{cases}
\]
If we compose a smooth function \( a \) with \( \kappa_{z,t} \), we have
\[
\frac{d}{dt} \kappa_{z,t}^{*}a = \begin{cases} 
\frac{d}{dt}a(\tilde{K}_{1}^{1}), & 0 \leq t \leq 1/4; \\
\frac{d}{dt}a(E(z)), & 1/4 \leq t \leq 1/2; \\
\frac{d}{dt}a(E(z)) \circ \tilde{K}_{t}^{2}, & 1/2 \leq t \leq 3/4; \\
\frac{d}{dt}a(E(z)K_{ah}) \circ \tilde{\kappa}_{z,t}, & 3/4 \leq t \leq 1;
\end{cases}
\]
\[
= \begin{cases} 
(H_{\psi_{2}(t)q_{ah}}a) \circ \tilde{K}_{1}^{1}, & 0 \leq t \leq 1/4; \\
0, & 1/4 \leq 1/2; \\
(H(E(z)^{-1})_{*}\psi_{2}(t)_{*}a) \circ E(z) \circ \tilde{K}_{t}^{2}, & 1/2 \leq t \leq 3/4; \\
(H_{K_{ah}^{1}}a)(E(z)^{-1})_{*}\psi_{2}(t)_{*}a \circ E(z) \circ K_{ah} \circ \tilde{\kappa}_{z,t}, & 3/4 \leq t \leq 1.
\end{cases}
\]
Summing up and using the support properties of \( \psi, \psi_{1} \), and \( \psi_{2} \), we have
\[
\frac{d}{dt} \kappa_{z,t} = (\kappa_{z,t})_{*}H_{\tilde{q}_{z,t}},
\]
where
\[
(8.5) \ \tilde{q}_{z,t}^{2} = (E(z)^{-1}K_{ah}^{1})_{*}\psi'(t)\tilde{q}_{z,\psi(t)} + (E(z)^{-1})_{*}\psi_{1}'(t)q_{1}^{1} + \psi_{2}'(t)q_{ah}.
\]
We record for later use that since \( \psi = \psi' = 0 \) and \( \psi_2 = \psi'_2 = 0 \) on the support of \( \chi' \), we have for \( t \in \text{supp} \chi' \),
\[
\kappa_{z,t} = E(z) = \begin{pmatrix} \text{id}_{h^+} & 0 & 0 \\ 0 & -\text{id}_{h^-} & 0 \\ 0 & 0 & E(z) \end{pmatrix},
\]
where \( \text{id}_{h^\pm} \) is the identity in \( x_j \) and \( \xi_j \) for
\[
1 \leq j \leq 2n_{hc} + n_{hr^+},
\]
\( \text{id}_{h^-} \) is the identity in \( x_j \) and \( \xi_j \) for
\[
2n_{hc} + n_{hr^+} + 1 \leq j \leq 2n_{hc} + n_{hr^+} + n_{hr^-},
\]
and \( E(z) \) is a \( z \)-dependent family of elliptic symplectic transformations in the variables \( x_j \) and \( \xi_j \) for
\[
2n_{hc} + n_{hr^+} + n_{hr^-} + 1 \leq j \leq 2n_{hc} + n_{hr^+} + n_{hr^-} + n_e.
\]

8.3. **Step 2: Conjugation of evolution equations.** For Step 2, we introduce the following notation. By \((X_{\text{hyp}}, \Xi_{\text{hyp}})\) and \((X_{\text{ell}}, \Xi_{\text{ell}})\) we mean the symplectic variables in the subspace associated to the hyperbolic and elliptic parts of \( dS(0,0) \), respectively. In our notation,
\[
X_{\text{hyp}} = (X_1, \ldots, X_{n-n_e-1}), \quad \Xi_{\text{hyp}} = (\Xi_1, \ldots, \Xi_{n-n_e-1}),
\]
and
\[
X_{\text{ell}} = (X_{n-n_e}, \ldots, X_{n-1}), \quad \Xi_{\text{ell}} = (\Xi_{n-n_e}, \ldots, \Xi_{-1}).
\]
The assumption that \( \gamma \) is semi-hyperbolic amounts to saying that \( n - 1 - n_e \geq 1 \), or that \( X_{\text{hyp}} \) are nontrivial variables. For a vector \( Y \in \mathbb{R}^{n-1} \), we also define
\[
|Y|_{\text{hyp}}^2 = \sum_{j=1}^{n-n_e-1} Y_j^2 \quad \text{and}
\]
\[
|Y|_{\text{ell}}^2 = \sum_{j=n-n_e}^{n-1} Y_j^2,
\]
where as usual \( n_e = n - 1 - 2n_{hc} - n_{hr^+} - n_{hr^-} \). If
\[
(B, \cdot) : \mathbb{R}^{n-1} \times \mathbb{R}^{n-1} \rightarrow \mathbb{C}
\]
is a bilinear form, we will also use the notation
\[
(BY, (Z_{\text{hyp}}, iZ_{\text{ell}})) = \sum_{j=1}^{n-n_e-1} \sum_{k=1}^{n-n_e-1} B_{jk} Y_j Z_k + i \sum_{j=1}^{n-1} \sum_{k=n-n_e}^{n-1} B_{jk} Y_j Z_k.
\]

Let \( W(z) = M(z)^{-1} \) as above and let \( Q_{z,t} = \text{Op}_h^w(\tilde{q}_{z,t}^2) \) for \( \tilde{q}_{z,t}^2 \) in the form \((S.5)\). Again by modifying the proofs of the Egorov theorem and its converse, there is \( W^z(t) \) and \( W_{z,0} \) unitary satisfying \((S.2) \quad (S.3)\) with this choice of \( Q_{z,t} \) so that \( W^z(1) = W(z) \). As in \((6)\) but with \( W^z \) instead of \( M^z \), if we conjugate \( W^z(t) \) satisfying \((S.2) \quad (S.3)\) in a way which is independent of \( t \), we get a new equation with a conjugated \( Q_{z,t} \). That is, with \( T_{h,h} \) defined in \((6.1)\), let
\[
W^{z,1}(t) = T_{h,h} W^z(t) T_{h,h}^{-1}
\]
Lemma 2.1]. Thus we can construct the operators $Q$ for $W$ and observe that

$$hD_t W^{z,1} - Q_{z,t}^1 W^{z,1} = 0, \quad 0 \leq t \leq 1,$$

$$W^{z,1}(0) = T_{h,\hbar} W_{z,0} T_{h,\hbar}^{-1}$$

for $Q_{z,t}^1 = T_{h,\hbar} Q_{z,t} T_{h,\hbar}^{-1}$.

We define the escape function $G$ in the new coordinates by

$$G(X, \Xi) = \frac{1}{2} \log \left( \frac{1 + |X|^2_{\text{hyp}}}{1 + |\Xi|^2_{\text{hyp}}} \right) + i \frac{1}{2} (|\text{col}|^2 - |\text{ell}|^2)$$

(8.7)

$$= G_1 + iG_2.$$

Here we have added an imaginary term to the definition of $G$. Observe

$$\exp(i\text{Op}_h^w (G_2))$$

is unitary. As mentioned in the introduction to this section, this is used to control the nonlinear interactions between the hyperbolic and elliptic variables in a Poisson bracket later in the proof.

The real part of $G$, $G_1$, satisfies

$$\left| \partial_x^\alpha \partial_{\Xi}^\beta G_1(X, \Xi) \right| \leq C_{\alpha,\beta} (X)^{ -|\alpha|} (\Xi)^{-|\beta|}, \quad \text{for} \ (\alpha, \beta) \neq (0,0),$$

and since $(X)^2 (\Xi)^{-2}$ is an order function, Re$G$ satisfies the assumptions of [Chr1 Lemma 2.1]. Thus we can construct the operators $e^{\pm s\chi(t) G^w}$, where $G^w$ is the $\hbar$-Weyl quantization of $G$, and doing so we may define

$$\tilde{W}(t) = e^{-s\chi G^w} W^{z,1}(t) e^{s\chi G^w}.$$

Similar to $\tilde{W}$, $\tilde{W}$ satisfies the evolution equation

$$hD_t \tilde{W} - Q_{z,t} \tilde{W} = \frac{\hbar}{i} s\chi'(t) e^{-s\chi G^w} [W^{z,1}, G^w] e^{s\chi G^w}, \quad 0 \leq t \leq 1,$$

(8.9)

$$\tilde{W}(0) = e^{-s\chi(0) G^w} T_{h,\hbar} W_{z,0} T_{h,\hbar}^{-1} e^{s\chi(0) G^w},$$

(8.10)

where

$$\tilde{Q}_{z,t} = e^{-s\chi G^w} Q_{z,t} e^{s\chi G^w}.$$

The definition of $W^{z,1}$ together with modifying the proof of the Egorov theorem to the 2-parameter setting (using [Chr1 Lemma 2.5] to estimate the commutators) implies

$$\chi'(t) [W^{z,1}, G^w] = \chi'(t) T_{h,\hbar} [W^{z,1} T_{h,\hbar}^{-1} G^w T_{h,\hbar}] T_{h,\hbar}^{-1}$$

$$= \chi'(t) T_{h,\hbar} \text{Op}_h^w \left( \kappa_{z,t}^* \tilde{G} - \tilde{G} + O(h^{1/2}) \right) W^{z,1} T_{h,\hbar}^{-1},$$

where

$$\tilde{G}(x, \xi) = G \left( (\hbar/h)^{\frac{1}{2}} (x, \xi) \right) \in S_{-\infty}^0 \text{ microlocally.}$$

From [KS0] and the definition of $G$,

$$\text{Re} \kappa_{z,t}^* \tilde{G} = \text{Re} \tilde{G}$$
on supp $\chi'$. Hence, using Lemma 2.2 and the modification of the Egorov theorem to the 2-parameter setting, there is a symbol $e_t \in \mathcal{S}_0^{-\infty,-1/2,-3/2}$ such that
\[
\begin{align*}
\text{Im} \frac{\hbar}{i} s\chi'(t) e^{-sxGw} [W^{1,1}, G^w] e^{sxGw} &= \text{Im} \frac{\hbar}{i} s\chi'(t) \left( \text{Op}_\hbar \{ e_t \} + \frac{\hbar}{i} s\chi'(t) G^w \text{Op}_\hbar \{ e_t, G \} + \mathcal{O}(\hbar^{1/2}\hbar^{7/2}) \right) \\
&= \mathcal{O}(\hbar^{3/2}\hbar^{3/2}).
\end{align*}
\]

8.4. **Step 3: Estimation of $\tilde{Q}_{z,t}$.** We want to gain some knowledge of $\tilde{Q}_{z,t}$. For that we use the techniques from the proof of Theorem 1 in [Chr1] together with the necessary modifications discussed in the introduction. We summarize the content of this step in the following lemma:

**Lemma 8.1.** For $\tilde{Q}_{z,t}$ as defined above, we have the estimate
\[
(8.11) \quad - \text{Im} \langle \tilde{Q}_{z,t} u, u \rangle \geq \psi'(t) \frac{\hbar\tilde{h}}{C} \| u \|^2,
\]
for any $u \in L^2(\mathbb{R}^{n-1})$.

The idea is that the conjugated $\tilde{Q}_{z,t}$ is $Q^1_{z,t}$ to leading order, which is selfadjoint, and the second-order term is roughly the quantization of
\[
\frac{\hbar}{i} H_q G
\]
for a quadratic form $q$. But then [Chr1, Theorem 4] says that for the quadratic forms in which we are interested we can make $H_q G$ into a positive definite quadratic form, and there are linear symplectic coordinates in which $H_q G$ is almost the harmonic oscillator $\sum_j x_j^2 + \xi_j^2$.

Let $U$ be a neighbourhood of $(0,0)$, $U \subset T^*\mathbb{R}^{n-1}$, and assume
\[
U \subset U_{\epsilon/2} := \{(x, \xi) : \| (x, \xi) \| < \frac{\epsilon}{2}\}
\]
for $\epsilon > 0$. We assume throughout that we are working microlocally in $U_{\epsilon}$. With $\tilde{h}$ small (fixed later in the proof), we have done the following rescaling:
\[
(8.12) \quad X := \left( \frac{\hbar}{\tilde{h}} \right)^{\frac{1}{2}} x, \quad \Xi := \left( \frac{\hbar}{\tilde{h}} \right)^{\frac{1}{2}} \xi.
\]
We assume for the remainder of the proof that $\|(X, \Xi)\| \leq \left( \frac{\hbar}{\tilde{h}} \right)^{\frac{1}{2}} \epsilon$. We used the unitary operator $T_{h,\tilde{h}}$ defined in (6.1) to introduce the second parameter into $Q_{z,t}$ to get
\[
Q^1_{z,t} = T_{h,\tilde{h}} Q_{z,t} T_{h,\tilde{h}}^{-1}
\]
as above. We now use the support properties of the cutoff functions chosen in Step 1. That is, since $\psi_1' = 0$ on supp $\chi$, after a linear symplectic change of variables, we write
\[
\chi(t) Q^1_{z,t} = \chi(t) Q^2_{z,t} := \chi(t) \text{Op}_h(\psi'(t) q_\varepsilon(t) + (K_{ah} E(z))^* \psi_2'(t) q_{ah}) T_{h,\tilde{h}}^{-1}
\]
where \( \tilde{q}_{z,t} = \langle B_{z,t} x, \xi \rangle \) as defined in Step 1. According to (8.3), the principal symbol of \( Q^2_{z,t} \) on \( \text{supp} \chi \) is, after a linear symplectic change of variables in the elliptic variables alone,

\[
(8.13) \quad q^2_{z,t}(X, \Xi) = q^3_{z,t}(X, \Xi) + q_{ah}(h/\hbar)^{1/2}(X, \Xi)
\]

\[
= \psi'(t) \left\{ B_{z,\psi(t)} \left( \left( h/\hbar \right)^{1/2} (X, \Xi) \right) \left( h/\hbar \right)^{1/2} X, \left( h/\hbar \right)^{1/2} \Xi \right\}
\]

\[
+ \psi''(t) \sum_{j=2h_{h_0} + n_{h_0} + n_{h_{-1}} + 1} (h/\hbar)^2 X_j \Xi_j,
\]

and \( q^2_{z,t} \in S^{-\infty,0,0}_0 \) microlocally. Here we have written

\[
q^3_{z,t}(X, \Xi) = \psi'(t) \left\{ B_{z,\psi(t)} \left( \left( h/\hbar \right)^{1/2} (X, \Xi) \right) \left( h/\hbar \right)^{1/2} X, \left( h/\hbar \right)^{1/2} \Xi \right\}
\]

to help clear up some of the notation. We have

\[
(8.14) \quad |\partial_{X,\Xi}^\alpha q^2_{z,t}| \leq C_{\alpha} (h/\hbar)^{|\alpha|/2}
\]

for \( (X, \Xi) \in U_{(h/\hbar)^{1/2}} \) by [Chr1, Lemma 2.4].

Now Re\{\( G, q_{ah}((h/\hbar)^{1/2}(X, \Xi)) \}\} = 0, so to find the real part of \( H_{q^2_{z,t}} G \), we need only calculate Re\( H_{q^2_{z,t}} G \). For \( |(X, \Xi)| \leq (h/\hbar)^{1/2} \) we have with \( G \) as above in (8.7),

\[
H_{q^2_{z,t}} G(X, \Xi)
\]

\[
(8.15) \quad = \left( h/\hbar \right)^{1/2} \psi'(t) \left\{ B_{z,\psi(t)} \left( \partial \over \partial X \right) - \left\{ B_{z,\psi(t)} \partial \over \partial \Xi \right\} \right\} G(X, \Xi)
\]

\[
+ \left( h/\hbar \right)^{1/2} \psi'(t) \sum_{j=1}^{n-1} \left\{ \partial_{\Xi_j} B_{z,\psi(t)}(\cdot, \cdot) X_j \partial \over \partial X_j G(X, \Xi) \right\}
\]

\[
- \left( h/\hbar \right)^{1/2} \psi'(t) \sum_{j=1}^{n-1} \left\{ \partial_{X_j} B_{z,\psi(t)}(\cdot, \cdot) X_j \partial \over \partial \Xi_j G(X, \Xi) \right\}.
\]

Now owing to Lemma [Chr1, Lemma 2.5] and (8.14) we have microlocally to leading order in \( \hbar \):

\[
\text{Re } \text{ad}_{G}^{k} Q^2_{z,t} = \mathcal{O}_{L^2 \rightarrow L^2} \left( \hbar h^{k-1} \right),
\]

and, in particular,

\[
(8.18) \quad i \text{ Im } \left[ Q^2_{z,t}, G^{w} \right] = -i\hbar \text{ Re } \text{Op}_{\hbar}^{w} \left( H_{q^2_{z,t}} G \right) + \mathcal{O}(h^{3/2} \hbar^{5/2}).
\]

Estimating the real part of the errors \( (8.16)-(8.17) \), we get

\[
\text{Re } \left( h/\hbar \right)^{1/2} \sum_{j=1}^{n-1} \left\{ \partial_{\Xi_j} B_{z,\psi(t)}(\cdot, \cdot) X_j \partial \over \partial X_j G(X, \Xi) \right\}
\]

\[
(8.19) \quad = \left( h/\hbar \right)^{1/2} \frac{1}{1 + |X_{\text{hyp}}|^2} \mathcal{O}(|X||X_{\text{hyp}}|^{3/2}),
\]

where  \( X_{\text{hyp}} \) is the hyperplane spanned by \( X \) and \( \Xi \).
and analogously for (8.17). At \((0,0,0)\), \(B_{z,\psi(t)}\) is positive definite and block diagonal of the form (7.14), so we compute:

\[
\left| \left\langle B_{\psi(t)}(0,0)X, \left( \frac{X_{\text{hyp}}}{1 + |X_{\text{hyp}}|^2}, iX_{\text{ell}} \right) \right\rangle \right| \geq C^{-1} \left( \frac{|X_{\text{hyp}}|^2}{1 + |X_{\text{hyp}}|^2} + |X_{\text{ell}}|^2 \right)
\]

\[= C^{-1} |X|^2 + \frac{|X_{\text{hyp}}|^2 |X_{\text{ell}}|^2}{1 + |X_{\text{hyp}}|^2}.\]

Hence

\[
\text{(8.20)} \quad \text{Re} \left\{ \frac{1}{1 + |X_{\text{hyp}}|^2} O(|\Xi|) \right\} \left\langle B_{\psi(t)}(0,0)X, \left( \frac{X_{\text{hyp}}}{1 + |X_{\text{hyp}}|^2}, iX_{\text{ell}} \right) \right\rangle
\]

\[= \text{Re} \left\langle B_{\psi(t)}(0,0)X, \left( \frac{X_{\text{hyp}}}{1 + |X_{\text{hyp}}|^2}, iX_{\text{ell}} \right) \right\rangle O(|\Xi|),\]

and analogously for (8.17). Now we expand \(B_{z,\psi(t)}\) in a Taylor approximation about \((0,0)\) to get

\[
\text{Re} H_{q^2,\prime} G = \text{Re} \left( \frac{h}{\hbar} \right) \psi'(t) \left[ \text{Re} \left( \frac{h}{\hbar} \right) \left( \frac{X_{\text{hyp}}}{1 + |X_{\text{hyp}}|^2}, iX_{\text{ell}} \right) \right]
\]

\[+ \text{Re} \left( \frac{h}{\hbar} \right) \psi'(t) \left( \text{Re} \left( \frac{h}{\hbar} \right) \left( \frac{X_{\text{hyp}}}{1 + |X_{\text{hyp}}|^2}, iX_{\text{ell}} \right) \right) \]

\[= \left( \frac{h}{\hbar} \right) \psi'(t) \left[ \sum_{j=1}^{n \leq 1} \left( X_j^2 \right) \left( \frac{1}{1 + |X|^2} \right) \left( 1 + \frac{h}{\hbar} \right) \frac{1}{2} O(|\Xi|) \right]
\]

\[+ \left( \frac{h}{\hbar} \right) \psi'(t) \sum_{j=1}^{n \leq 1} \left( \frac{X_j^2}{1 + |M|^2} \right) \left( 1 + \frac{h}{\hbar} \right) \frac{1}{2} O(|\Xi|).\]

Now since \(B_{z,\psi(t)}(0,0)\) is block diagonal of the form (7.14), [Chr1, Theorem 4] yields a linear symplectomorphism \(\kappa_1\) such that

\[
\text{Re} \kappa_1^*(H_{q^2,\prime} (G)) = \left( \frac{h}{\hbar} \right) \psi'(t) \left[ \sum_{j=1}^{n \leq 1} \left( X_j^2 \right) \left( \frac{1}{1 + |X|^2} \right) \left( 1 + \frac{h}{\hbar} \right) \frac{1}{2} O(|\Xi|) \right]
\]

\[+ \left( \frac{h}{\hbar} \right) \psi'(t) \sum_{j=1}^{n \leq 1} \left( \frac{X_j^2}{1 + |M|^2} \right) \left( 1 + \frac{h}{\hbar} \right) \frac{1}{2} O(|\Xi|) \right],\]
where $M$ and $M'$ are nonsingular. Thus, since $\chi(t)^{\psi'_1(t) = 0}$,
\begin{align}
\text{Im } \tilde{Q}_{z,t} &= \text{Im } s\chi(t)[Q^2_{z,t}, G^w] + s\chi(t)E^w_1 + s^2\chi(t)^2E^w_2 \\
&= -sh\chi(t)(A_1(1 + E_0) + A_2(1 + E_0'))^w \\
&\quad + s\chi(t)E^w_1 + s^2\chi(t)^2E^w_2,
\end{align}
(8.21)
with $E_0, E_0' = O(\epsilon)$, $E_1 = O(h^{3/2}/h^{3/2})$, $E_2 = O(h\tilde{h})$, and $(A_1 + A_2)^w = A^w = \text{Op}_{\tilde{h}}^w(A)$ for
\begin{align}
(8.22)\quad A(X, \Xi) &= \psi'(t)(\kappa^{-1}_1)^* \left( \sum_{j=1}^{n-n_x-1} r_j^{-2}X_j^2 + \sum_{j=1}^{n-n_x-1} r_j^{-2}\Xi_j^2 \right).
\end{align}
Using the Egorov theorem, there is a unitary $h$-FIO $F_1$ quantizing $\kappa^{-1}_1$ so that
\begin{align}
\bar{A} := F_1\text{Op}_{\tilde{h}}^w(A)F_1^{-1} = \text{Op}_{\tilde{h}}^w(\kappa_1 A) + O(\tilde{h}^2).
\end{align}
We claim that for $\tilde{h}$ sufficiently small and $\tilde{v}$ smooth,
\begin{align}
\langle \bar{A}^w \tilde{v}, \tilde{v} \rangle \geq \frac{\tilde{h}}{C} \| \tilde{v} \|^2
\end{align}
for some constant $C > 0$, which is essentially the lower bound for the harmonic oscillator $\tilde{h}^2 D_X^2 + X^2$. It suffices to prove this inequality for individual $j$, which is the content of [Chr1] Lemma 5.1. As $F_1$ is unitary, setting $\tilde{v} = F_1 \tilde{u}$ for $\tilde{u}$ smooth gives
\begin{align}
\langle A^w \tilde{u}, \tilde{u} \rangle \geq \frac{\tilde{h}}{C} \| \tilde{u} \|^2 - O(\tilde{h}^2) \| \tilde{u} \|^2
\end{align}
(8.23)
for $\tilde{h} > 0$ sufficiently small.

Now fix $\tilde{h} > 0$ and $|s| > 0$ sufficiently small so that the estimate (8.23) holds and the errors $E_1$ and $E_2$ satisfy
\begin{align}
\| shA^w \tilde{u} \|_{L^2} \gg \| sE^w_1 \tilde{u} \|_{L^2} + \| s^2E^w_2 \tilde{u} \|_{L^2},
\end{align}
and fix $\epsilon > 0$ sufficiently small that the errors $|E_0|, |E_0'| \ll 1$, independent of $h > 0$.

For $\tilde{u}$ a smooth function with wavefront set contained in $U$, we now have
\begin{align}
-\text{Im } \langle \tilde{Q}_{z,t} \tilde{u}, \tilde{u} \rangle \geq \psi'(t) \chi(t) \frac{\tilde{h}h}{C} \| \tilde{u} \|^2
\end{align}
\begin{align}
= \psi'(t) \frac{\tilde{h}h}{C} \| \tilde{u} \|^2,
\end{align}
since $\chi(t) \equiv 1$ on the support of $\psi'(t)$. This is (8.11), the crucial estimate needed for Step 4.

If $\tilde{q}_{z,t}$ is not in the form (7.13), by Proposition (7.3) there is a symplectomorphism $\kappa_2$ so that $\kappa_2^* \tilde{q}_{z,t}$ is of the form (7.13). Using the Egorov theorem to quantize $\kappa_2$ as an $h$-FIO $F_2$, we get
\begin{align}
\text{Op}_{\tilde{h}}^w(\kappa_2^* \tilde{q}_{z,t} + E_1) = F^{-1}_{\tilde{h}} \tilde{Q}_{z,t} F,
\end{align}
where $E_1 = O(h^2)$ is the error arising from the Egorov theorem. We may then use the previous argument for $\kappa_2^* \tilde{q}_{z,t}$ getting an additional error of $O(h^2)$ from the Egorov theorem in (8.11).
8.5. Step 4: Estimation of $\tilde{W}$. Let $v \in L^2(V)$ with wavefront set sufficiently close to $(0,0)$, and set $\tilde{v} = T_{h,\tilde{h}}v$. Now $\tilde{W}(t)$ is no longer unitary, so we calculate

$$
\partial_t \left\langle \tilde{W}(t)\tilde{v}, \tilde{W}(t)\tilde{v} \right\rangle = 2 \left\langle \partial_t \tilde{W}(t)\tilde{v}, \tilde{W}(t)\tilde{v} \right\rangle
$$

$$
= \frac{2i}{\tilde{h}} \left\langle \left( \hat{Q}_{z,t} + O(h^{3/2}\tilde{h}^{3/2}) \right) \tilde{W}(t)\tilde{v}, \tilde{W}(t)\tilde{v} \right\rangle
$$

$$
= -\frac{2}{\tilde{h}} \left\langle \left( \text{Im} \hat{Q}_{z,t} + O(h^{3/2}\tilde{h}^{3/2}) \right) \tilde{W}(t)\tilde{v}, \tilde{W}(t)\tilde{v} \right\rangle
$$

$$
\geq C^{-1} \left( \psi'(t)\tilde{h} - O(h^{1/2}\tilde{h}^{3/2}) \right) \left\langle \tilde{W}(t)\tilde{v}, \tilde{W}(t)\tilde{v} \right\rangle.
$$

Thus there is a positive constant $C$ such that

$$
\partial_t \left\langle \tilde{W}(t)\tilde{v}, \tilde{W}(t)\tilde{v} \right\rangle e^{-\psi(t)\tilde{h} - O(h^{1/2}\tilde{h}^{3/2})}/C \geq 0,
$$

so

$$
\left\| \tilde{W}(t)\tilde{v} \right\|^2 \geq e^{\psi(t)\tilde{h} - O(h^{1/2}\tilde{h}^{3/2})}/C \left\| \tilde{W}(0)\tilde{v} \right\|^2
$$

and since $\psi(1) = 1$, shrinking $\tilde{h} > 0$ if necessary, we have for $0 < h \leq h_0$ sufficiently small,

$$
\left\| \tilde{W}(1)\tilde{v} \right\| \geq R\left\| \tilde{W}(0)\tilde{v} \right\|, \quad R > 1 \text{ independent of } 0 < h \leq h_0.
$$

Now

$$
\tilde{W}(0) = e^{-s\chi(0)G^w}T_{h,\tilde{h}}W^z(0)T_{h,\tilde{h}}^{-1}e^{s\chi(0)G^w}
$$

$$
= T_{h,\tilde{h}}W^z(0)T_{h,\tilde{h}}^{-1}
$$

is unitary, so

$$
\left\| \tilde{W}(1)\tilde{v} \right\| \geq R\|\tilde{v}\|,
$$

independent of $0 < h \leq h_0$.

As in \[6\] let the operators $K^w$ be defined by

$$
e^{sK^w} = T_{h,\tilde{h}}^{-1}e^{s\chi(1)G^w}T_{h,\tilde{h}} = T_{h,\tilde{h}}^{-1}e^{sG^w}T_{h,\tilde{h}},
$$

so that

$$
\tilde{W}(1) = e^{-sK^w}M(z)^{-1}e^{sK^w},
$$

and Theorem \[6\] is proved.

Remark 8.2. The error arising at the end of the proof of Theorem \[6\] from the use of the Egorov theorem is of order $O(h^2)$ and hence negligible compared to our lower bound of $h$ for $A$. However, the estimate of $A$ is used for the imaginary part of $\hat{Q}_{z,t}$, and the error in the Egorov theorem is real, so $O(h)$ would have been sufficient. This means the analysis above does not strictly depend on using the Weyl calculus.

Remark 8.3. It is interesting to note that the estimate \[13\] depends only on the real parts of the eigenvalues $\lambda_j$ above. Unraveling the definitions, the eigenvalues $\lambda_j$ are logarithms of the eigenvalues of the linearized Poincaré map $dS(0)$ from above. Then \[13\] depends only on the moduli of the eigenvalues of $dS(0)$ which lie off the unit circle. We interpret this as a quantum analogue of the fact that $dS(0,0)$ is semi-hyperbolic.
9. Proof of the main theorems

The Main Theorem follows exactly as the Main Theorem in [Chr1a] with the corrections in [Chr1a]. The proofs of Theorems 1’ and 2’ proceed with very little modification. The only things left to do are to prove Theorems 3 and 3’ and indicate how to prove the Main Theorem’.

9.1. Proof of Theorems 3 and 3’. Owing to [BuZw] Lemma A.2, an operator-valued version of the three-line theorem from complex analysis, we only need to prove that in both cases \( \tilde{Q}(z) \) satisfies a polynomial estimate of the form

\[
\| \tilde{Q}(z)^{-1} \|_{L^2(X) \to L^2(X)} \leq C h^{-N}
\]

for some \( N \) and \( z \in [-\epsilon, \epsilon] + i(-c_0 h, c_0 h) \). Then [BuZw] Lemma A.2 allows us to conclude that

\[
\| \tilde{Q}(z)^{-1} \|_{L^2(X) \to L^2(X)} \leq C \frac{\log(1/h)}{h}, \quad z \in [-\epsilon/2, \epsilon/2].
\]

The operator \( P(h) - z \) satisfies a similar estimate microlocally near \( \gamma \), so we have to glue the microlocal estimate into the better propagation estimates. We first observe that by choosing \( s > 0 \) sufficiently small in (8.8), for any \( \delta > 0 \) we can take \( c_0 \) sufficiently small to get

\[
\| P(-z) u \| \geq \frac{h^{1+\delta}}{C} \| u \|
\]

for \( u \) with wavefront set sufficiently close to \( \gamma \).

Choose \( \psi_0 \in C^\infty(T^* X) \) satisfying \( \psi_0 \equiv 1 \) near \( \gamma \) with small support. Choose \( W \in C^\infty(T^* X) \) so that \( W \equiv 1 \) away from \( \gamma \) and \( W \psi_0 = 0 \). Finally, fix \( \epsilon > 0 \) and choose \( \psi_1 \in C^\infty_c(T^* X) \) so that \( W \geq \epsilon > 0 \) on \( \operatorname{supp} (1 - \psi_1) \). Then

\[
\| \psi_0 u \| \leq C h^{-1-\delta} \| (P - z) \psi_0 u \| + O(h^\infty) \| u \|
\]

\[
\leq C h^{-1-\delta} \| \tilde{Q}(z) u \| + C h^{-\delta} \| \tilde{\psi} u \| + O(h^\infty) \| u \|
\]

where \( \tilde{\psi} \equiv 1 \) on \( \WF_h [P, \psi_0] \). But then the propagation estimate [Chr2, Lemma 2.4] (trivially modified to the complex case) implies

\[
\| \tilde{\psi} u \| \leq C h^{-1} \| \tilde{Q}(z) u \| + C \| (1 - \psi_1) u \|.
\]

But \( |z| \leq c_0 h \) implies that \( W + \Im z \geq \epsilon - c_0 h \geq \epsilon/2 \) on \( \operatorname{supp} (1 - \psi_1) \). Hence

\[
\| (1 - \psi_1) u \|^2 \leq C \langle (W + \Im z) (1 - \psi_1) u, (1 - \psi_1) u \rangle
\]

\[
= -C \Im \langle \tilde{Q}(z) (1 - \psi_1) u, (1 - \psi_1) u \rangle
\]

\[
= -\Im \langle (1 - \psi_1)^* (1 - \psi_1) \tilde{Q}(z) u, u \rangle + O(h) \| u \|^2
\]

\[
\leq C h^{-1} \| \tilde{Q}(z) u \|^2 + C h^2 \| u \|^2.
\]

Similarly, we use propagation again to estimate

\[
\| (1 - \psi_0) u \|^2 \leq C h^{-1} \| \tilde{Q}(z) u \|^2 + C \| (1 - \psi_1) u \|^2 + O(h^\infty) \| u \|^2,
\]

so that

\[
\| u \| \leq \| \psi_0 u \| + \| (1 - \psi_0) u \|
\]

\[
\leq C h^{-1-\delta} \| \tilde{Q}(z) u \| + C h^{1/2-\delta} \| u \|.
\]

Taking \( \delta < 1/2 \) yields (9.1).
9.2. **Proof of the main theorem.** Let $W^w$ be a symbol which is microlocally 1 away from $\gamma$, and for $z \in (-\epsilon_0, \epsilon_0] + i(-c_0 h, c_0 h)$, define as in (1.6),
\begin{equation}
(9.2) \quad \tilde{Q}(z) := P(h) - z - iW^w.
\end{equation}
For the analysis near the boundary, also choose $\psi \in C^\infty(\mathbb{R})$ satisfying (3.6)–(3.7).

Let $m_j^\pm \in T^*X$, for $j = 1, \ldots, K$ denote the points where $\gamma$ reflects off the boundary, with $m_j^\pm$ denoting the point of intersection with the boundary of the outgoing and incoming bicharacteristics, respectively, and let $m_j$ be the projection of $m_j^\pm$ onto $T^*(\partial X)$. Let $U_j \subset T^*(\partial X)$ denote a neighbourhood of $m_j$ which is small enough so that a factorization of $P$ as in Lemma 3.1 is possible in a neighbourhood of $U_j$. Shrinking $U_j$ if necessary, we also assume that the construction in Lemma 3.6 is valid in a neighbourhood of $U_j$. That is, if $P$ is factorized as in Lemma 3.1 near $U_j$, we write
\begin{equation}
P = (hD_1 - A_+(x, hD'))(hD_1 - A_-(x, hD')) \quad \text{near } m_j,
\end{equation}
and there is an operator $A_{b,j}(x, hD')$ which is noncharacteristic microlocally near $U_j$, zero away from $U_j$ and commutes with $(hD_1 - A_+(x, hD'))$ microlocally near $U_j$. By multiplying $A_{b,j}$ by a large constant, assume $A_{b,j} \geq 1$ near $U_j$.

Let $\gamma_j^\pm$ be a small interval on the outgoing/incoming bicharacteristic near $m_j^\pm$, and let $\tilde{U}_j \subset T^*X$ be a neighbourhood of $\gamma_j^\pm$ such that
\begin{equation}
(WF_h(\psi(P)A_{b,j}))|_{\partial X} \subset \tilde{U}_j,
\end{equation}
and $\psi(P)A_{b,j} \equiv 1$ on $\gamma_j^\pm \cap \tilde{U}_j$. Choose $\chi_j \in C_c^\infty(T^*X)$, $\chi_j \equiv 1$ on $\tilde{U}_j$ with sufficiently small support that
\begin{equation}
(9.3) \quad \psi(P)A_{b,j} \geq 1 \quad \text{on } \supp \nabla \chi_j \cap \gamma.
\end{equation}
Finally, set
\begin{equation}
(9.4) \quad \chi_0 = 1 - \sum_j \chi_j.
\end{equation}

Now for $A \in \Psi_{h,db}^{0,0}$ as in the statement of the Main Theorem’ with wavefront set sufficiently close to $\gamma$, let $A_0 \in \Psi_{h}^{0,0}$ have wavefront set close to $\gamma$ and satisfy
\begin{equation}
A_0 \equiv 1 \quad \text{on} \quad \left\{ WF_hA \setminus \left\{ \bigcup_j \tilde{U}_j \right\} \right\},
\end{equation}

\begin{equation}
(9.5) \quad A_0 \equiv 1 \quad \text{on} \quad \left( \bigcup_{j=0}^K \supp \nabla \chi_j \right) \cap \gamma,
\end{equation}

\begin{equation}
A_0 \equiv 0 \quad \text{elsewhere}.
\end{equation}
We define $\tilde{A} \in \Psi_{h,db}^{0,0}$ satisfying
\begin{equation}
\tilde{A} \geq 1 \quad \text{on} \quad WF_hA
\end{equation}
by
\begin{equation}
(9.6) \quad \tilde{A} = \chi_0 A_0 + \sum_j \chi_j \psi(P)A_{b,j},
\end{equation}
where \( \psi \) satisfies (3.6)–(3.7). Observe that if \( \text{WF}_h A \) is sufficiently close to \( \gamma \), then \( \tilde{A} \) satisfies (9.5). We have \( \tilde{Q}(0) Au = P(h) \tilde{A} u \) since \( \text{WF}_h a^u \cap \text{WF}_h \tilde{A} = \emptyset \). But

\[
P(h) \tilde{A} u = \left[ P(h), \tilde{A} \right] u + \tilde{A} P(h) u,
\]

and we claim

\[
\left\| \left[ P, \tilde{A} \right] u \right\| = \left\| [P, \chi_0 A_0] u + \sum_j ([P, \chi_j \psi(P) A_{b,j})] u \right\| = O(h) \| (I - A) u \|
\]

(9.7)

To see this, we observe that for \( u \in C^\infty(X) \cap L^2(X) \),

\[
[P, \chi_0 A_0] u + \sum_j [P, \chi_j A_{b,j}]
\]

\[
= \chi_0 [P, A_0] u + [P, \chi_0] A_0 u
\]

\[
+ \sum_j (\chi_j \psi(P) [P, A_{b,j}]) + [P, \chi_j] \psi(P) A_{b,j} u.
\]

We have

\[
\| ([P, \chi_0] A_0 + \sum_j [P, \chi_j] \psi(P) A_{b,j}) u \| \leq C h \| (I - A) u \|
\]

from (9.3) and (9.4). These two conditions also imply

\[
\text{WF}_h \chi_0 [P, A_0] \cap \gamma = \emptyset \quad \text{and} \quad \text{WF}_h \chi_j \psi(P) [P, A_{b,j}] \cap \gamma = \emptyset,
\]

and the symbol of \( A_0 \) is compactly supported away from the boundary, so

\[
\| \chi_0 [P, A_0] u \| \leq C h \| (I - A) u \|
\]

for each \( j \). It suffices to consider the remaining terms in local coordinates at the boundary. Fix \( j \) and assume we are in the coordinates used in Lemma 3.6 in \( U_j \):

\[
\chi_j \psi(P) [P, A_{b,j} (x, hD')]
\]

\[
= \chi_j \psi(P) [(hD_1 - A_-(x, hD'))(hD_1 - A_+(x, hD')), A_{b,j}]
\]

\[
= \chi_j \psi(P) [(hD_1 - A_-(x, hD')), A_{b,j} (x, hD')] (hD_1 - A_+(x, hD')),
\]

since \( A_{b,j} \) commutes with \( (hD_1 - A_+(x, hD')) \). The principal symbol of

\[
\chi_j \psi(P) [(hD_1 - A_-(x, hD')), A_{b,j} (x, hD')]
\]

is

\[
\frac{h}{i} \chi_j \psi((\xi_1 - r^{\frac{1}{2}}(x, \xi'))(\xi_1 + r^{\frac{1}{2}}(x, \xi'))) \left\{ (\xi_1 + r^{\frac{1}{2}}(x, \xi')), \sigma_h (A_{b,j}^+) (x, \xi') \right\},
\]

which is \( O(h) \) and has \( h \)-wavefront set away from \( \gamma \). Summing over \( j \) gives (9.7).
We now use the control theory arguments from BuZw and Chr1a, together with Theorem 3’. That is, for \( z \in [-1/2, 1/2] \),

\[
\|\tilde{A}u\| \leq C\|\tilde{Q}(z)^{-1}\tilde{Q}(z)\tilde{A}u\| + \mathcal{O}(h^\infty)\|u\|
\]

\[
= C\|\tilde{Q}(z)^{-1}(\tilde{A}(P(h) - z) + [P(h), \tilde{A}])u\| + \mathcal{O}(h^\infty)\|u\|
\]

\[
\leq C\|\tilde{Q}(z)^{-1}A(P(h) - z)u\| + C\|\tilde{Q}(z)^{-1}\varphi(P(h), \tilde{A})u\| + \mathcal{O}(h^\infty)\|u\|
\]

(9.8) \[
\leq C\frac{\log(1/h)}{h}\|P(h) - z\|u\| + C\log^{1/2}(1/h)\|(I - A)u\| + \mathcal{O}(h^\infty)\|u\|.
\]

Here we have used that \( \tilde{Q}(z)A = (P(h) - z)A \), (9.9), (8.5) and that \( P(h) - z \) is elliptic away from \( \{p = z\} \supset \gamma \).

This gives

\[
\|u\| \leq \|\tilde{A}u\| + \|P(h) - z\|u\|u\| + C\|\tilde{Q}(z)\|u\| + C\log^{1/2}(1/h)\|(I - A)u\| + \mathcal{O}(h^\infty)\|u\|,
\]

which proves the Main Theorem’.

9.3. The proof of Theorem 2 and Theorem 2’. We are now ready to prove Theorem 2 and Theorem 2’, which indicate that the complex absorption term need only be of size \( h \). We first repeat the calculations leading to (9.8) with \( P(h) \) replaced by \( Q(z) = P(h) - z - iha^w \).

Next, we assume \( a^w = B^*B \) for some nonnegative definite \( B \in \Psi^0 \), so that

\[
\|Bu\|^2 = \langle au, u \rangle,
\]

and Chr2 Lemma 2.4] implies

\[
\|(1 - A)u\| \leq C\|Q(z)u\| + C\|Bu\| + \mathcal{O}(h^\infty)\|u\|.
\]

Then, again using Chr2 Lemma 2.4] on the term with \( (1 - A)u \) in (9.8), all told we have the estimate

\[
\|u\| \leq C\frac{\log(1/h)}{h}\|Q(z)u\| + C\log^{1/2}(1/h)\|Au\| + \mathcal{O}(h^\infty)\|u\|.
\]

Finally, to get the estimates (1.5) and (3.3) (and the improvement to a complex neighbourhood), we calculate for \( z \in [-1/2, 1/2] \),

\[
\|Au\|^2 = \langle au, u \rangle
\]

\[
= \frac{1}{h} \Im \langle Q(z)u, u \rangle
\]

\[
\leq \frac{1}{h}\|Q(z)u\||u||u|,
\]

so that we have for any \( \epsilon > 0 \),

\[
\log^{1/2}(1/h)\|Au\| \leq \log^{1/2}(1/h)\left(\frac{1}{h}\|Q(z)u\||u||u\|\right)^{1/2}
\]

\[
\leq \frac{\log(1/h)}{2ch}\|Q(z)u\| + \epsilon\|u\|.
\]

Combining this with (9.8) and taking \( \epsilon > 0 \) sufficiently small yields Theorems 2 and 2’. The improvement to \( \|\Im z\| \leq ch/\log(1/h) \) follows from taking \( c > 0 \) sufficiently small, since then the order of the perturbation is the same order as the estimate.
10. An application: Quasimodes near elliptic orbits

In this section, we show how the techniques of reducing microlocal estimates near a periodic orbit to estimates on an $h$-Fourier integral operator acting microlocally on the Poincaré section via the Quantum Monodromy operator from [ISZ] and [10] can be used with the quasimode construction in [ISZ] to produce well-localized quasimodes near an elliptic periodic orbit. We also give estimates on the number and location of approximate eigenvalues associated to the quasimodes.

Let $X$ be a smooth, compact manifold, dim $X = n$, and suppose that $P \in \Psi^{k,0}(X)$, $k \geq 1$, is a semiclassical pseudodifferential operator of real principal type which is semiclassically elliptic outside a compact subset of $T^*X$ as in the introduction. Let $\Phi_t = \exp tH_p$ be the classical flow of $p$ and assume there is a closed elliptic orbit $\gamma \subset \{ p = 0 \}$. That $\gamma$ is elliptic means if $N \subset \{ p = 0 \}$ is a Poincaré section for $\gamma$ and $S : N \to S(N)$ is the Poincaré map, then $dS(0,0)$ has eigenvalues all of modulus 1. We will also need the following nonresonance assumption:

\begin{equation}
(10.1) \quad \left\{ \begin{array}{l}
\text{if } e^{\pm i\alpha_1}, e^{\pm i\alpha_2}, \ldots, e^{\pm i\alpha_k} \text{ are eigenvalues of } dS(0,0), \text{ then} \\
\alpha_1, \alpha_2, \ldots, \alpha_k \text{ are independent over } \pi\mathbb{Z}.
\end{array} \right.
\end{equation}

Finally, we assume that if $\gamma \cap \partial X \neq \emptyset$, then $\gamma$ reflects only transversally off $\partial X$, $\partial X$ is noncharacteristic with respect to $P$, and $P \in \text{Diff}_h^{2,0}$.

Under these assumptions, it is well known that there is a family of elliptic closed orbits $\gamma_z \subset \{ p = z \}$ for $z$ near 0, with $\gamma_0 = \gamma$. In this work we consider the following eigenvalue problem for $z$ in a neighbourhood of $z = 0$:

\begin{equation}
(10.2) \quad \left\{ \begin{array}{l}
(P - z)u = 0; \\
\|u\|_{L^2(X)} = 1.
\end{array} \right.
\end{equation}

We prove the following theorem.

**Theorem 7.** For each $m \in \mathbb{Z}$, $m > 1$, and each $c_0 > 0$ sufficiently small, there is a finite, distinct family of values

$$\gamma \left\{ z_j \right\}_{j=1}^{N(h)} \subset \left[ -c_0 h^{1/m}, c_0 h^{1/m} \right]$$

and a family of quasimodes $\{ u_j \} = \{ u_j(h) \}$ with

$$\text{WF}_h u_j = \gamma z_j,$$

satisfying

\begin{equation}
(10.3) \quad \left\{ \begin{array}{l}
(P - z_j)u_j = O(h^\infty)\|u_j\|_{L^2(X)}; \\
\|u_j\|_{L^2(X)} = 1.
\end{array} \right.
\end{equation}

Further, for each $m \in \mathbb{Z}$, $m > 1$, there is a constant $C = C(c_0, 1/m)$ such that

\begin{equation}
(10.4) \quad C^{-1} h^{-n(1 - 1/m)} \leq N(h) \leq C h^{-n}.
\end{equation}

10.1. The model case. We consider the case $n = 2$, the first nontrivial dimension. Recall that the model for $p$ near an elliptic periodic orbit is $p \in \mathcal{C}^\infty(T^*(\mathbb{S}^1 \times \mathbb{R}))$,

$$p = \tau + \frac{\alpha}{2} (x^2 + \xi^2),$$

with $\alpha > 0$ satisfying $\alpha \notin \pi\mathbb{Z}$. Then we study (10.2) for

$$P = hD_t + \frac{\alpha}{2} (x^2 + h^2 D_x^2).$$
Let

\[ Q = \alpha^2 (x^2 + h^2 D_x^2) \]

\[ = \text{Op}_h \left( \frac{\alpha}{2} (x^2 + \xi^2) \right). \]

\( Q \) is just \( \alpha/2 \) times the harmonic oscillator, so we have

\[ Qv_k = h \frac{\alpha}{2} (2k + 1) v_k \]

for

\[ v_k := h^{-1/4} H_k(x/h^{1/2}) e^{-x^2/(2h)}, \]

\[ \|v_k\|_{L^2} = 1, \]

where \( H_k \) are the (normalized) Hermite polynomials of degree \( k \). Note that \( \text{WF}_h v_k = (0,0) \). Now we make an ansatz of

\[ u = g_k(t) v_k(x) \]

for \( g_k(t) \) to be determined. Plugging \( u \) into (10.2) yields

\[ hD_t g_k + \frac{\alpha}{2} h(2k + 1) g_k = z g_k, \]

which implies

\[ g_k(t) = \exp \left( \frac{it}{h} \left( z - \frac{\alpha}{2} (2k + 1) h \right) \right). \]

Since the spectrum of \( hD_t \) on \( S^1 \) is \( \{2\pi m h\}_{m \in \mathbb{Z}} \), we have

\[ z = \frac{\alpha}{2} (2k + 1) h + 2\pi m h. \]

In the model case, since there is no microlocalization necessary (and, in particular, \( p \) is not elliptic at infinity), we actually have a dense spectrum in any interval.

In order to motivate our general construction, we present the same example from the point of view of the monodromy operator. Here we think of \( Q - z \) as a \( z \)-dependent family of operators on \( L^2(V) \), where \( V \subset \mathbb{R} \) is an open neighbourhood of \( 0 \). Then the monodromy operator \( M(z) \) is defined microlocally as the time \( t = 1 \) solution to the ordinary differential equation

\[ \begin{cases} hD_t M(z,t) + (Q - z)M(z,t) = 0, \\ M(z,0) = \text{id}_{L^2(V) \to L^2(V)}. \end{cases} \]

(10.5)

Our general technique will be to find eigenfunctions of \( M(z) = M(z,1) \) with eigenvalue 1. Again using \( v_k \) as in the previous paragraph, we try

\[ M(z,t)v_k = e^{-i2\pi mt} v_k, \]

with \( m \in \mathbb{Z} \) so that \( M(z,1)v_k = v_k \). This yields from (10.6) that

\[ \left( -h^2 2\pi m + \frac{\alpha}{2} h(2k + 1) - z \right) v_k = 0, \]

which is the same as (10.5).
10.2. **Quasimodes on the Poincaré section.** Theorem 5 and the definition of the monodromy operator $M(z)$ motivate us to study the normal form for a family of elliptic symplectomorphisms

$$S_z: W_1 \rightarrow W_2$$

under the nonresonance condition (10.1) on $dS(0)$, where $W_1$ and $W_2$ are neighbourhoods of $0 \in \mathbb{R}^{2n-2}$. We use the standard notation of [ISZ] and write

$$i_j = x_j^2 + \xi_j^2,$$

$$I_j = x_j^2 + h^2D^2x_j.$$

According to the results of [aSj] and [ISZ], there is a symplectic choice of coordinates near $(x,\xi; z) = (0, 0; 0)$ such that

$$S_z = \exp H_{q_z} + \mathcal{O}((x,\xi; z)\infty),$$

for

$$q_z = \sum_{j=1}^{n-1} \lambda_j(z)i_j + R(z, i_1, \ldots, i_{n-1}).$$

Here the remainder $R(z, i) = \mathcal{O}(i^2)$ and the $\lambda_j(z)$ are positive and depend smoothly on $z$.

Since we are interested in the operator $(P - z)$, we can factor a $z$ out of the monodromy operator before applying the above construction. That is, if

$$M(z) = I_+(T(z))$$

is the absolute quantum monodromy operator, by Corollary 3.12 we have

$$M(z) = e^{iT_0z/h} \tilde{M}(z),$$

where $T_0 = T(0)$ is the period of $\gamma_0$, and $\tilde{M}(z)$ is the propagator for an operator $\tilde{P}(z)$ satisfying the same assumptions as $P - z$. Then the quantum monodromy operator

$$M(z) = e^{iT_0z/h}M_1(z),$$

where $M_1(z)$ quantizes the Poincaré map. Hence, using [ISZ], if $M(z)$ is the monodromy operator quantizing $S_z$ and

$$M(z) = V(z)^{-1}e^{-i(Q(z,h)-T_0z)/h}V(z) + \mathcal{O}_{L^2 \rightarrow L^2}(h\infty),$$

for $m \in \mathbb{Z}$, $m > 1$, then there is a family of unitary $h$-FIOs $V(z)$ such that

$$Q(z, h) = \sum_{j=0}^{\infty} h^j q_j(z, I), \text{ with } q_j(z, I) = \mathcal{O}(I)$$

and

$$q_0(z, i) = q_z(i).$$
Now let $\beta \in \mathbb{N}^{n-1}$ be a multi-index and define
\[
v_\beta = c_\beta h^{-(n-1)/4} e^{-|x|^2/(2h)} \prod_{j=1}^{n-1} H_{\beta_j}(x_j/h^{1/2}),
\]
with $H_{\beta_j}$ the Hermite polynomials as in (10.1) and $c_\beta$ chosen independent of $h$ to normalize $v_\beta$ in $L^2(\mathbb{R}^{n-1})$. The functions $v_\beta$ satisfy
\[
I_j v_\beta = h(2\beta_j + 1)v_\beta,
\]
and with $\mathbb{1} = (1, \ldots, 1) \in \mathbb{N}^{n-1}$ we write
\[
I v_\beta = h(2\beta + \mathbb{1})v_\beta.
\]
Hence we have
\[
Q(z, h)v_\beta = \left( \sum_{j=0}^{\infty} h^j q_j(z, h(2\beta + \mathbb{1})) \right) v_\beta
= \zeta_\beta(z)v_\beta,
\]
where
\[
\zeta_\beta(z) = h \sum_{j=1}^{n-1} \lambda_j(z)(2\beta_j + 1) + O(h^2).
\]
The condition (10.9) implies that we have the restriction on $\zeta_\beta$:
\[
|h \sum_{j=1}^{n-1} \lambda_j(z)(2\beta_j + 1)| \leq C h^{1/m},
\]
for $0 < 1/m < 1$, giving
\[
\#\{\zeta_\beta(z)\} = \# \left\{ h \sum_{j=1}^{n-1} \lambda_j(z)(2\beta_j + 1) \leq C h^{1/m} \right\}
\approx \#\{|\beta| \leq h^{1/m-1}\}
\approx h^{(1/m-1)(n-1)} + o(1).
\]

10.3. The proof of Theorem 7. Observe the functions $v_\beta$ constructed above satisfy
\[
WF_h v_\beta = (0, 0) \in \mathbb{R}^{2n-2}.
\]
Beginning with $v_\beta$ we want to construct $\tilde{v}_{\beta,k}$ and find values of $z, \beta,$ and $k \in \mathbb{Z}$ so that
\[
(\text{id} - M(z))\tilde{v}_{\beta} = O(h^n).
\]
Let
\[
\tilde{M}(z) = V(z)M(z)V(z)^{-1} = e^{-i(Q(z, h) - T_0z)/h}
\]
with $V(z)$ and $Q(z, h)$ as in (10.10), and observe that $\tilde{M}(z) = \tilde{M}(z, 1)$ for
\[
\tilde{M}(z, t) = \exp(-it(Q(z, h) - T_0z)/h)
\]
The spectrum of $h\partial_t$ on $\mathbb{R}/\mathbb{Z}$ is \{h2\pi k\} for $k \in \mathbb{Z}$, so we want to compare the solution space to (10.14) with the “ansatz” space

\[ v_{k,\beta}(t, x) := e^{it2\pi k}v_\beta(x). \] (10.15)

In other words, we want to choose values of $z, k, \beta$ so that

\[ \tilde{M}(z, t)v_\beta(x) = e^{it2\pi k}v_\beta(x) \]

is just multiplication by a unimodular constant. More precisely, $v_{k,\beta}(1, x) = v_\beta(x)$, so we want to solve

\[
\begin{aligned}
& h\partial_t \tilde{M}(z, t)v_{\beta, k} + (Q(z, h) - T_0 z)\tilde{M}(z, t)v_{\beta, k} = 0, \\
& \tilde{M}(z, 0)v_{\beta, k} = v_{\beta, k}.
\end{aligned}
\]

That is, we want to find $z$ satisfying

\[ T_0 z - \zeta_\beta(z) = 2\pi kh, \] (10.16)

where $\zeta_\beta(z)$ is given by (10.12).

We want to expand $Q(z, h)$ in a formal series in $z$. To do this, we note that derivatives of $Q(z, h)$ with respect to $z$ remain bounded operators, and since $z = O(h^{1/m})$, the formal Taylor expansion has some decay in powers of $h$. Hence applying the Borel lemma, we write

\[ Q(z, h) = \sum_{l=0}^{\infty} z^l Q_l(h, I) \] (10.17)

microlocally, with

\[ Q_0 = \sum_{j=1}^{n-1} \lambda_j(0)I_j + Q_{0,1}(I), \]

where

\[ Q_{0,1} = O(I^2) \]

and

\[ Q_l = O(I). \]

Hence we will seek

\[ z_{k,\beta} = \sum_{j=0}^{\infty} z_{k,\beta}^{(j)}, \] (10.18)

with $z_{k,\beta}^{(j)} = O(h^{(j+1)/m})$. For $z_{k,\beta}^{(0)}$, we solve

\[ T_0 z_{k,\beta}^{(0)} = h \sum_{j=1}^{n-1} \lambda_j(0)(2\beta_j + 1) + 2k\pi h, \]
which is $O(h^{1/m})$ if

$$
(10.19) \quad |k| \leq Ch^{1/m-1}.
$$

For $z^{(1)}_{k,\beta}$ we plug $z^{(0)}_{k,\beta} + z^{(1)}_{k,\beta}$ into (10.16), compare (10.17) to (10.12) and retain only the terms of order $h^{2/m}$ to get the equation

$$
T_0 z^{(0)}_{k,\beta} + T_0 z^{(1)}_{k,\beta} = 2k\pi h + Q_0(h, h(2\beta + 1)) + \sum_{l=1}^{\infty} (z^{(0)}_{k,\beta} + z^{(1)}_{k,\beta}) Q_l(h, h(2\beta + 1)).
$$

provided $z^{(1)}_{k,\beta} = O(h^{2/m})$. Hence we choose

$$
T_0 z^{(1)}_{k,\beta} = Q_{0,1}(h, h(2\beta + 1)) + z^{(0)}_{k,\beta} Q_1(h, h(2\beta + 1)) + O(h^{3/m}),
$$

Continuing in this fashion, we select $z^{(j)}_{k,\beta}$ for $j \geq 2$ using the following equation:

$$
T_0 \sum_{r=0}^{j} z^{(r)}_{k,\beta} = \sum_{r=0}^{j-1} \left( \sum_{l=0}^{j-r-1} z^{(l)}_{k,\beta} \right) Q_r(h, h(2\beta + 1)),
$$

modulo $O(h^{(j+2)/m})$; hence $z^{(j)}_{k,\beta} = O(h^{(j+1)/m})$.

Now there is no reason why (10.18) should converge in any sense, so we want to find a convergent series

$$
\tilde{z}_{k,\beta} = \sum_{j=0}^{\infty} z^{(j)}_{k,\beta}
$$

satisfying

$$
(10.20) \quad \tilde{z}_{k,\beta} - \sum_{j=0}^{mN} z^{(j)}_{k,\beta} = O(h^N)
$$

for every $N > 0$. For this, we follow the proof of Borel’s Lemma from [DiSj, Chapter 2]. Choose $\chi \in C_\infty([\lambda, 2])$ satisfying $\chi \equiv 1$ on $[0, 1]$. Set

$$
\tilde{z}_{k,\beta} = \sum_{j=0}^{\infty} \chi(\lambda_j h) z^{(j)}_{k,\beta},
$$

where $\lambda_j \to \infty$, and $\lambda_j < \lambda_{j+1}$ has yet to be selected. Observe for each $h > 0$, that this is a finite sum, hence converges. We calculate:

$$
\tilde{z}_{k,\beta} - \sum_{j=0}^{mN+m} z^{(j)}_{k,\beta} = \sum_{j=mN+m+1}^{\infty} \chi(\lambda_j h) z^{(j)}_{k,\beta} + \sum_{j=0}^{mN+m} z^{(j)}_{k,\beta} (\chi(\lambda_j h) - 1) = A + B.
$$
But since $x\chi(x)$ is uniformly bounded, we have

$$|A| \leq \sum_{mN+m+1}^{\infty} C_j h^{(j+1)/m} \frac{\lambda_j h}{\lambda_j} \chi(\lambda_j h)$$

$$\leq \sum_{mN+m+1}^{\infty} C'_j h^{(j-m+1)/m} \lambda_j^{-1}$$

$$\leq h^N \sum_{mN+1}^{\infty} 2^{-j}$$

if $\lambda_j$ is sufficiently large.

To estimate $B$, we observe for $0 < \lambda_{mN+m} h \leq 1$, that $B = 0$ since $\chi \equiv 1$ on $[0,1]$. If $\lambda_{mN+m} < h$, we calculate

$$|B| \leq \sum_{mN+m+0}^{\infty} C_j h^{(j+1)/m} (\chi(\lambda_j h) - 1)$$

$$\leq C_N h^{1/m} \lambda_{mN+m}^N h^N,$$

which is (10.20).

Now for fixed $(\beta, k)$ and $N > 0$, we have the crude estimate

$$\tilde{z}_{\beta,k}^j - \left( \sum_{j=0}^{mN+m} (\tilde{z}_{k+\beta}^j) \right) = \left( \tilde{z}_{\beta,k} - \sum_{j=0}^{mN+m} (\tilde{z}_{k+\beta}^j) \right) (lO(1)),$$

which from the definitions of $z_{k+\beta}$, $\tilde{z}_{k+\beta}$, and $Q_l(h, 1)$ gives:

$$hD_l \tilde{M}(\tilde{z}_{k+\beta}, t)v_\beta + (Q(\tilde{z}_{k+\beta}, t) - T_0 \tilde{z}_{k+\beta}) \tilde{M}(\tilde{z}_{k+\beta}, t)v_\beta$$

$$= hD_l \tilde{M}(\tilde{z}_{k+\beta}, t)v_\beta$$

$$+ \left( \sum_{j=0}^{mN+m} (\sum_{j=0}^{mN} (\tilde{z}_{k+\beta}^j) \right) l O_l(h, h(2\beta + 1)) - T_0 \sum_{j=0}^{mN+m} (\tilde{z}_{k+\beta}^j) \right) \tilde{M}(\tilde{z}_{k+\beta}, t)v_\beta$$

$$+ O(h^N)\|v_\beta\|_{L^2(\mathbb{R}^n-1)}$$

$$= (2k\pi h)\tilde{M}(\tilde{z}_{k+\beta}, t)v_\beta + O(h^N)\|v_\beta\|_{L^2(\mathbb{R}^n-1)}.$$

Hence

$$\tilde{M}(\tilde{z}_{k+\beta}, t)v_\beta = e^{it2\pi k}v_\beta + tO(h^N)\|v_\beta\|_{L^2(\mathbb{R}^n-1)},$$

so

$$(\text{id} - \tilde{M}(\tilde{z}_{k+\beta}))v_\beta = O(h^N)\|v_\beta\|_{L^2(\mathbb{R}^n-1)}$$

for any $N$, or

$$(\text{id} - \tilde{M}(\tilde{z}_{k+\beta}))v_\beta = O(h^\infty)\|v_\beta\|_{L^2(\mathbb{R}^n-1)}.$$

Now the definition of $M$ implies

$$M(\tilde{z}_{k+\beta})V(\tilde{z}_{k+\beta})^{-1}v_\beta = V(\tilde{z}_{k+\beta})^{-1}v_\beta + O(h^\infty)\|V(\tilde{z}_{k+\beta})^{-1}v_\beta\|_{L^2(\mathbb{R}^n-1)}.$$
so

\[ u_{z_k,\beta} := E_+ V(\tilde{z}_k,\beta)^{-1} v_\beta, \]

with \( E_+ \) defined in (5.4) satisfying (10.3).

Finally, the quantization conditions (10.8)–(10.9) and the estimates (10.13) and (10.19) give

\[ \#\{z : (Q(z,h) - z)v = O(h^\infty)\} \geq C^{-1} h^{-n(1-1/m)}, \]

which is (10.4).

**Appendix A. Semi-hyperbolic geodesics in 3 dimensions**

In this appendix, we modify the example of Colin de Verdière-Parisse [CVP] to extend to three dimensions and have a semi-hyperbolic geodesic.

Consider the Riemannian manifold

\[ M = \mathbb{R}_x / \mathbb{Z} \times \mathbb{R}_y \times \mathbb{R}_z \]

equipped with the metric

\[ ds^2 = \cosh^2 y(2z^4 - z^2 + 1)^2dz^2 + dy^2 + dz^2. \]

Thus the matrix for the metric is given by

\[ g_{ij} = \begin{cases} \cosh^2 y(2z^4 - z^2 + 1)^2, & i = j = 1, \\ 1, & i = j = 2, 3, \\ 0, & i \neq j, \end{cases} \]

and we calculate the Christoffel symbols:

\[ \Gamma^1_{2,1} = \Gamma^1_{1,2} = \tanh y, \]
\[ \Gamma^1_{3,1} = \Gamma^1_{1,3} = (8z^3 - 2z)(2z^4 - z^2 + 1)^{-1}, \]
\[ \Gamma^2_{1,1} = -\sinh y \cosh y(2z^4 - z^2 + 1)^2, \]
\[ \Gamma^3_{1,1} = -(8z^3 - 2z)(2z^4 - z^2 + 1)\cosh^2 y, \]

with all other Christoffel symbols equal to zero. The geodesic equations are

\[ \ddot{x} = -2(\tanh y)\dot{y}\dot{x} - 2((8z^3 - 2z)(2z^4 - z^2 + 1)^{-1})\dot{z}\dot{x}, \]
\[ \ddot{y} = \sinh y \cosh y(2z^4 - z^2 + 1)^2\dot{z}^2, \]
\[ \ddot{z} = (8z^3 - 2z)(2z^4 - z^2 + 1)\cosh^2 y\dot{z}^2. \]

Setting \( v_x = \dot{x}, \ v_y = \dot{y}, \) and \( v_z = \dot{z}, \) we get the first-order system

\[ \begin{align*}
\dot{x} & = v_x, \\
\dot{v}_x & = -2(\tanh y)v_yv_x - 2((8z^3 - 2z)(2z^4 - z^2 + 1)^{-1})v_zv_x, \\
\dot{y} & = v_y, \\
\dot{v}_y & = \sinh y \cosh y(2z^4 - z^2 + 1)^2v_x, \\
\dot{z} & = v_z, \\
\dot{v}_z & = (8z^3 - 2z)(2z^4 - z^2 + 1)\cosh^2 yv_x^2.
\end{align*} \]

There are trivially three periodic geodesics, given by the solutions

\[ \begin{align*}
x(t) & = v_x(0)t + x(0), \\
y(t) & = 0, \\
z(t) & = 0, \pm 1/2.
\end{align*} \]
Next we examine the Laplace-Beltrami operator on $M$. We compute

$$\Delta = |g|^{-1/2} g^{ij} \partial_i \partial_j$$

$$= \cosh^{-2} y (2z^4 - z^2 + 1)^{-2} \partial_x^2 + \partial_y^2 + \partial_z^2$$

$$+ \tanh y \partial_y + (8z^3 - 2z)(z^4 - z^2 + 1)^{-1/2} \partial_z.$$

The isometry $T : L^2(M, d\text{Vol}_g) \to L^2(M, dx dy dz)$ given by

$$Tu(x, y, z) = \cosh^{1/2} y (2z^4 - z^2 + 1)^{1/2} u(x, y, z)$$

conjugates $\Delta$ into a selfadjoint operator $\tilde{\Delta}$. A computation yields

$$\tilde{\Delta} = T \Delta T^{-1}$$

$$= \cosh^{-2} y (2z^4 - z^2 + 1)^{-2} \partial_x^2 + \partial_y^2 + \partial_z^2 - \frac{1}{4} (1 + \text{sech}^2 y)$$

$$+ \frac{1}{4} (8z^3 - 2z)^2 (2z^4 - z^2 + 1)^{-2} - \frac{1}{2} (24z^2 - 2)(2z^4 - z^2 + 1)^{-1}.$$

In keeping with the theme of this work, we want to examine the asymptotic behaviour of eigenfunctions for this operator. In order to separate variables, let

$$\varphi_{k, \lambda}(x, y, z) = e^{ikx} \psi_{k, \lambda}(y, z)$$

and compute:

$$-\tilde{\Delta} \varphi_{k, \lambda} = \left( -\Delta_{y, z} + k^2 \cosh^{-2} y (2z^4 - z^2 + 1)^{-2} + \frac{1}{4} (1 + \text{sech}^2 y)$$

$$- \frac{1}{4} (8z^3 - 2z)^2 (2z^4 - z^2 + 1)^{-2} + \frac{1}{2} (24z^2 - 2)(2z^4 - z^2 + 1)^{-1} \right) \varphi_{k, \lambda}.$$
Rearranging, we have the following equation for $\psi_{k,\lambda}$:

$$
\psi_{k,\lambda} = \left(-\Delta_{y,z} + k^2 (\cosh^{-2} y(2z^4 - z^2 + 1)^{-2} - 1)
+ \frac{1}{4} (1 + \text{sech}^2 y) - \frac{1}{4} (8z^3 - 2z)^2 (2z^4 - z^2 + 1)^{-2}
+ \frac{1}{2} (24z^2 - 2)(2z^4 - z^2 + 1)^{-1}\right)^{-1}
\psi_{k,\lambda} = (\lambda - k^2) \psi_{k,\lambda}.
$$

We divide by $k^2$ and use $h = 1/k$ as the semiclassical parameter, giving

$$
P(h) \psi_h = (-h^2 \Delta_{y,z} + V(y, z)) \psi_h
= (h^2 \lambda - 1) \psi_h,
$$

with

$$
V(y, z) = \cosh^{-2} y(2z^4 - z^2 + 1)^{-2} - 1
+ h^2 \left(1 + \text{sech}^2 y\right) - h^2 \frac{1}{4}(8z^3 - 2z)^2 (2z^4 - z^2 + 1)^{-2}
+ h^2 \frac{1}{2}(24z^2 - 2)(2z^4 - z^2 + 1)^{-1}.
$$

The semiclassical principal symbol is

$$
\sigma_h(P) = \eta^2 + \zeta^2 + \cosh^{-2} y(2z^4 - z^2 + 1)^{-2} - 1
= \eta^2 + \zeta^2 + \bar{V}.
$$

Observe that $\bar{V}$ has nondegenerate critical points at $y = 0, z = 0, \pm 1/4$. See Figure 8. The signatures of $\partial^2 \bar{V}$ are $(-, +), (-, -)$, and $(-, -)$, respectively. Thus the quadratic part of the normal forms for $\sigma_h(P)$ takes the form

$$
\lambda_1 y\eta + \frac{\lambda_2}{2} (z^2 + \zeta^2), \text{ near } y = 0, z = 0, \text{ and}
\lambda_1 y\eta + \lambda_2 z\zeta, \text{ near } y = 0, z = \pm 1/4.
$$
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