Applying the Artificial Neural Networks with Multiwavelet Transform on Phoneme recognition
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Abstract. There are several advantages of Phoneme recognition identification. It is easier to use speech for data entrance spoken communication for data ingress than other tools. It allows writing user-friendly data entrance exploiter friendly data ingress programs. There are several difficulties in speech voice communication recognition. One of these difficulties is noise. Variability in speech is another problem. Even the speech of same speaker varies. The ability of artificial neural networks to generalize and optimize more quickly than some conventional algorithms algorithmic rule has been observed in different areas of research inquiry such as speech and pattern convention recognition, financial forecasting prognostication, image data compression and noise reduction simplification in signal processing. Neural networks take advantage of the redundancy incorporated in their distributed processing structures the proposed system depends on Artificial Neural Networks Network as decision making qualification algorithm to find the best match peer for the tested phonemes. Phoneme. The data used in this project are Arabic phonemes language phoneme stored as 8-bit mono infectious mononucleosis 8000Hz PCM WAVE Sound Auditory sensation file. The results showed that the accuracy of the proposed system is 98% recognizes the phonemes efficiently.
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1. Introduction
One of the most recently developed approaches to pattern recognition has been the use of artificial neural networks (ANN's), which are now finding application in a wide variety of scientific disciplines [2]. Neural networks are fundamentally instructive frameworks comprised of various basic and profoundly
interconnected handling components, which measure data through the dynamic state reaction to outside information.[3]

Neural networks are massively parallel-distributed processing systems, which can improve their performance through dynamical learning. The weighted inputs (or the states) of the network are processed nonlinearly by the processing elements (or the neurons) to produce a single output. The weighted inputs vary through a given learning rule [1].

The dynamical learning property of the neural network can be applied in recognition systems. The states of the neurons can represent the elements of the adjustable model, which is compared with the system to be recognized [5].

The learning rule is designed in such a way as to minimize the error between the system and the model. There exist many different types of neural networks, and a variety of learning or training algorithm associated with them. They can be applied both to unsupervised or supervised pattern recognition [14].

2. A proposed system for speech recognition using MWT and ANN's

The proposed system serves the same objective of the system proposed which is mainly, recognize the Arabic phonemes. In the Figure 1. Shown the user interface of the proposed program

Where the data passes through many processing illustrated in the block diagram shown in Figure 2.
1- Input Data

The data structure of the input of the system is discussed in detail in section 2 which properties is 8-bit mono 8000 Hz.

2- Data framing

The data framing is putting the data stream in fixed-size block which is 128 each for further processing.

3- Feature extraction

Feature extraction is done by implementing the Multiwavelet Transform using the Over sampling algorithm.

This procedure will cause the data to be compressed as well so to use this property the used output of each frame would be 128 samples which have all the main features of the speech signal.

4- decision making
This block of the system processes the extracted properties of the data speech signal using the Learning Vector Quantizer Neural Network.

The Figure 3. Shows the architecture of the LVQ neural network as each output unit has a class to represent it.

![Learning vector quantization neural net](image)

**Figure 3. Learning vector quantization neural net**

The motive behind using the LVQ network algorithm is to find the closest output unit to the input vector in order to achieve this end. If x, w they belong to different classes, the weights will move away from the input vector. If x, w they belong to identical classes, then weights move towards New input vector

- \( x \) Represents the training vector \((x_1..x_j...x_n)\)
- \( T \) Denotes the correct class of the training vector.
- \( w_j \) Represent the weight vector \( j \) represents the output unit \((w_{ij}...w_{ij}...w_{nj})\).
- \( C_j \) Refer to a class represented by the \( j \)th output unit.
- \( ||x - w_j|| \) Represents the Euclidean distance between the weight vector of the output unit \( j \) and the input vector

3. **The Algorithm**
4. Initialization strategies
The simplest method of instating the loads reference is to take the main \( m \) vector and use them as weights vectors, the rest of the vectors are then utilized for preparing. Where there is another way to determine the initial weights and classification randomly.

Where the reference file is a text file. When the this system ask for name, then the process on the data in the file will take first the number of frames stored in 2 bytes because it is defined as Integer. second, the first 128 bit frame placing it in a matrix to be collected with the others ) then skip the rest blocks to the 2 bytes that specify the number of the next Phoneme.

5. The learning phase
This phase include data entering the system and get framed, windowed, transformed then used to learn the system till the last epoch of data is passed in and updating weights is no longer useful.

6. The testing phase
This is the last block of the system that consist of entering a single phoneme to be framed, windowed, transformed then finally finding the best match of this phoneme using the ANN’s.

When the file is chosen it will pass through all the steps of the procedure described above and then the message will appear to give the number of the resulted closest match cluster to the tested phoneme.

7. Conclusions
For so many years researches have been made to create a way that makes computers interact with human users. this kind of interaction is done by making the computer recognize phonemes that form words which in its turn forms sentences that the language consist of.

The phonemes that had been taken as a case study in this project are stored as a PCM WAVE files with properties 8-bit samples, mono channel, 8000 Hz sampling rate.
And for computer processing purposes and extracting phonemes from the carriers carrying them WAVE files are saved as text files because of the changes in the structure of the WAVE file beside the changes made on the type of the data.

after quizzing the data as PCM WAVE files, these files are framed in a 128 bits blocks, windowed with Hamming window, and its features are extracted using Multiwavelet Transform

In this case the decision making is done by Artificial Neural Networks (Learning Vector Quantization Algorithm).

After the reference creation process in the first proposed system, we used the values of the first blocks of each phoneme to generate the weights file. the training phase consist of all the above processes and after the adaptation of the weights are saves in a text file. The weight file saves the properties and the features of all the phonemes. The testing phase begins by getting any test file in the same procedure described above, So the phoneme with the matched features is the matched phoneme.

And the results show that this strategy recognize the Arabic Phonemes with accuracy about 98% for the tested phonemes where the study cases are 35 phonemes for 7 speakers in 8 different experiments
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