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Abstract

The reconstruction of the complex reflection coefficient obtained by in situ Polarized Neutron Reflectometry is presented. Using the reference layer method, with a magnetic Fe layer, the phase information of the underlying Cu(001) seed layer sample structure is successfully retrieved and its scattering length density is calculated and compared with results obtained from traditional fitting. Two different reference layer approaches for retrieving the phase information are compared.
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1. Introduction

Polarized Neutron Reflectometry (PNR) is an indispensable scattering technique to probe structural and magnetic properties of thin films and heterostructures. The desired physical parameters are commonly extracted by fitting an appropriate theoretical model to the measured reflectivity. However, without any a-priori knowledge of the sample structure, a manifold of scattering potentials can yield the same reflectivity since the phase information is not preserved in the measurement. This ambiguity is known as the phase problem.

Various solutions to the phase problem in neutron and x-ray reflectometry have been proposed: Fiedelday et al.\cite{fiedelday1987} use an ordinary differential equation involving the dwell time (viz. the time the neutron “stays” inside the sample) to solve for the reflection phase. Clinton\cite{clinton1987} uses a logarithmic dispersion relation to associate the phase with the reflectivity in the Born-Approximation. Experimentally oriented solutions usually vary known segments of the sample to constrain the phase.

Another idea consists of utilizing specific materials which exhibit resonance effects for wavelengths close to absorption edges, mainly for x-rays\cite{clinton1987}. These materials serve as references which vary their SLD depending on the wavelength while the SLD of the unknown part of the sample is constant. For neutron reflectometry in the thermal to epithermal range, rare earths are suitable candidates as absorbing materials\cite{boyson1989} and corresponding experiments have been performed\cite{boyson1989, boyson1990, boyson1991}.

In the reference layer method\cite{fiedelday1987, fiedelday1987a} one varies the scattering length density (SLD) by changing the magnetization of the sample\cite{fiedelday2004}, by using buried or fronting layers of different SLDs\cite{stahn2015} or by a variation of sample’s surroundings\cite{stahn2015a}. Other approaches use an adapted version of the reference layer method by measuring the polarization of the reflected neutrons instead of the reflectivity for assessing the phase below the critical edge\cite{williams2012, williams2015}.

To uniquely determine the scattering potential for in situ PNR, we reconstructed the phase information of a model system, i.e. a Cu seed layer, by applying the fronting reference layer method\cite{stahn2015}. We successively increased the thickness of the top Fe reference layer and after each Fe deposition step we inspected the sample by in situ PNR. The usage of Fe as a fronting material allows us to increase the contrast by magnetizing the reference layer, thus improving the quality of the phase information. We present two reference layer approaches, viz. the remnant Fe layer approach in Section 4.1 and an improvement by incorporating the remnant Fe layer into the reference in Section 4.2. Finally, we extrapolated the reflection to further assess the results from the inverted SLD.

This work demonstrates a proof of concept of the application of a phase reconstruction technique for in situ PNR. It is shown that in situ PNR is well suited for phase reconstruction since a large number of reference layers can be created and measured with the very same underlying sample.
2. Experimental Procedure

A 45 nm thick Cu seed layer was grown on a 2 cm × 2 cm Si(001) substrate using DC magnetron sputtering in an ultrahigh-vacuum deposition chamber [17, 18]. Subsequently, a 7 nm thick Fe thin film was added on the Cu layer in 28 deposition steps with a growth rate of approximately one monolayer of Fe per deposition step. PNR measurements are carried out after each deposition step; after the 14th deposition, only every second step is monitored by PNR [19]. The deposition and PNR measurements were performed on the neutron reflectometer Amor at the Swiss Spallation Neutron Source (SINQ), Paul Scherrer Institut, Villigen [20]. The resulting spin-up (+) and spin-down (-) reﬂectivity is denoted by $R_{\pm}$. Figure 1 depicts the performed PNR measurements for the deposition steps 14 to 28 which will be used for reconstructing the reflection of the Cu seed layer. The reflectivity $R_{14}$ is shown for completeness.

To reconstruct the Cu seed layer, we employ the reference layer method described in [16] by using the top Fe layer as the reference. In the process of reconstruction, the contribution of the Fe layer on the reflection will be eliminated and only the reflection of Si/Cu will be retrieved. For the reconstruction we use seven different sample configurations, yielding in total 14 PNR measurements.

It is noted that the requirements [21, 16] of the SLD for constitutents of the sample (Si, Cu, Fe) have a SLD with non-negative real part (hence no bound states [21]) and the imaginary part is sufficiently small (≈ 4 orders of magnitude smaller compared to the real part) which justifies the assumption that the SLD is completely real valued. The sample is also of finite extent regarding its top surface and we assume that the unknown portion of the sample (i.e. Si/Cu) remains constant in each Fe deposition step.

3. Data Analysis

The reflection $R$ is the complex amplitude of the wave function of the neutrons $\psi(z) \sim e^{-iqz} + Re^{iqz}$ as $z \to \infty$, hence the neutrons are impinging on the scattering potential from the right in Figure 2. The reflectivity $|R|^2$ is the squared modulus of the reflection $R$ and the phase $\phi = \arg(R)$ is correlated with the reflection by $R = |R|e^{i\phi}$.

In general it is sufficient to use three PNR measurements of the same sample with different reference layers to unambiguously reconstruct the reflection $R$ from inversion of a $3 \times 3$ “constraint”-matrix and to obtain a reflection parameter vector $\Theta = (\alpha, \beta, \gamma) \in \mathbb{R}^3$. Here, $\alpha, \beta$ and $\gamma$ originate from the elements of the transfer-matrix [8]. In the matrix formulation of the one dimensional Schrödinger equation the transfer-matrix relates the reflected to the transmitted plane wave within a thin film. The reflection $R$ is calculated from the reflection parameter vector $\Theta$ by

$$R = \frac{\beta - \alpha - 2i\gamma}{\alpha + \beta + 2}.$$  

We can incorporate $N \in \mathbb{N}$ measurements by using a chi-squared ($\chi^2$) ansatz

$$\chi^2(\Theta) = \sum_{i=1}^{N} \left( \frac{L_i \cdot \Theta - b(|R_i|^2)}{\sigma_b(|R_i|^2)} \right)^2,$$

and solve for the $\chi^2$-minimizing reflection parameter $\Theta$. The minimizer of $\chi^2$ can be analytically computed by the linear least squares method. The solution exists and is unique since there are more measurements than unknowns and the least squares matrix $L = (L_i)_{N \times N}^{N}$ has full rank. In this ansatz, the vector $L_i \in \mathbb{R}^3$ contains the reference layer information (i.e. the complete SLD profile of the reference layer) and $b(|R_i|^2)$ is a transformed reflectivity measurement with standard deviation $\sigma_b(|R_i|^2)$:

$$b \left( |R_i|^2 \right) \sim \frac{1 + |R_i|^2}{1 - |R_i|^2}.$$  

This shows why the reconstruction can only work outside the total reflection regime, since the denominator $1 - |R_i|^2 = 0$ for total reflection.

With the usage of the $\chi^2$ ansatz, the uncertainty in the reflectivity data can be taken into account and the resulting reflection can be reconstructed more precisely, due to better statistics of the multiple reflectivity data sets and due to the reduction of the error in the SLD profile of the reference layer. In particular the last point is worth noting: It is highly complicated to precisely determine the shape of the reference layers which are required for the reconstruction. However, by incorporating multiple measurements, the importance of a precise knowledge of the
reference layer appears to decrease. This is a key property from which we take advantage in this paper.

The reflection is inverted using the Gelfand-Levitan-Marchenko (GLM) method \cite{22} to retrieve the SLD. We use only the real part of the reflection, as applying the imaginary part resulted in singularities that cannot be resolved. It is noted that we can freely choose either one of the real or imaginary quantities, as they yield the same SLD \cite{21}. The software used for the reconstruction and potential inversion is available freely \cite{23} \cite{24}.

4. Results

The sample is virtually split into two parts at a depth \( i; \) an unknown part and a reference layer. The splitting point \( i \) can be chosen arbitrarily, but only a few specific ones are physically meaningful (see Figure 2). The variables \( i_a \) and \( i_b \) denote the depths inside the sample at which the SLD is completely characterized by only one of the contributions of Fe or Cu, respectively:

Splitting the sample at \( i = i_a \) assigns the remnant Fe layer to the unknown sample. This case is investigated in Section 4.1. The advantage of this approach is that it does not require knowledge of the Cu/Fe interface, however, due to the magnetism in the Fe layer, only data of one spin direction can be used. Alternatively, the splitting at \( i = i_b \) allows both spin direction data to be used, since the unknown sample is non-magnetic, but this requires additional \textit{a-priori} knowledge of the Cu/Fe interface.

In the following it is shown that using only measurements of one spin direction (Section 4.1) is sufficient to reconstruct the reflection. However, significant improvements in the quality of the reconstruction can be obtained by using the experimental data of both spin directions (Section 4.2).

| Name | thickness [Å] | density [g/cm\(^3\)] | roughness [Å] | magnetization \( \mu_B/\text{atom} \) |
|------|---------------|------------------------|---------------|----------------------------------|
| \( R_{28} \) | 70.3 | 7.16 | 11.0 | 2.03 |
| \( R_{26} \) | 66.4 | 7.09 | 8.0 | 1.98 |
| \( R_{24} \) | 61.7 | 7.01 | 7.5 | 1.93 |
| \( R_{22} \) | 57.5 | 6.96 | 8.4 | 1.97 |
| \( R_{20} \) | 52.5 | 6.94 | 8.7 | 1.92 |
| \( R_{18} \) | 46.8 | 6.97 | 9.7 | 1.89 |
| \( R_{16} \) | 40.6 | 7.05 | 10.1 | 1.98 |
| \( R_{14} \) | 36.7 | 6.95 | 9.3 | 1.91 |

It is noted that by specular reflectivity alone roughness and interdiffusion cannot be distinguished; henceforth the term roughness also includes interdiffusion and vice versa.

4.1. Reconstruction Using a Remnant Fe Layer

The top Fe layer represents the reference, however the Fe layer thickness is constrained and a part of it (remnant Fe) is declared to belong to the unknown part (Figure 2a). It is noted that the remnant layer has a non-zero magnetization which prohibits the use of both spin state reflectivity measurements for reconstructing the reflection.

Figure 3 depicts the SLD profile of the reference layers. The reflection is inverted using the Gelfand-Levitan-Marchenko (GLM) method \cite{22} to retrieve the SLD. We use only the real part of the reflection, as applying the imaginary part resulted in singularities that cannot be resolved. It is noted that we can freely choose either one of the real or imaginary quantities, as they yield the same SLD \cite{21}. The software used for the reconstruction and potential inversion is available freely \cite{23} \cite{24}.

\[ a) \text{References: Fe spin-up} \]
\[ b) \text{References: Combination spin-up & down} \]
reference layer were extracted using a traditional fitting method \[19\]. These are listed in Table \[1\] for \( R_{14} \) - \( R_{28} \).

Here, we use the reference layers configuration shown in Figure 3a. The roughness at the Cu/Fe interface is assumed to be smaller than \( 3\sigma = 15\,\text{Å} \). This restricts the usable reflectivity measurements to those in the deposition steps 6 to 28, viz. \( R_6 - R_{28} \). To further simplify the shape of the reference layers only those with a thickness significant above \( \approx 35\,\text{Å} \) are considered, viz. \( R_{16} - R_{28} \). We selected the spin-up reflectivity \( R^+ \) since it has better statistics for higher \( q \) wave vector transfers. The case of using only spin-down reflectivities is given in \[\text{Appendix A}\].

Figure 4a shows the reconstructed reflection. It exhibits low frequency oscillations from the Cu layer and high frequency oscillations, which result from the measurement noise in the reflectivity (for more details see \[\text{Appendix A}\]). The expected reflection is the theoretically calculated reflection based on fitted parameters given in Table \[1\].

The reflection below the critical edge \( q_c = \sqrt{16\pi^2 SLD} \) was retrieved using the fixed-point algorithm described in \[25\]. Note that this particular algorithm only guarantees a successful retrieval if the product of film thickness and minimal wave vector transfer is smaller than \( 2\pi \). This is, however, not given in our case, as the Cu layer is thicker than \( 400\,\text{Å} \) and the minimal wave vector is \( \approx 0.023\,\text{Å}^{-1} \). To ensure the algorithm to converge, a \( 150\,\text{Å} \) thick portion of the unknown Cu layer was assigned to the SLD of bulk Cu (\( SLD_{\text{Cu}} = 6.554 \times 10^{-6}\,\text{Å}^{-2} \) \[26\]). It was positioned inside the Cu layer between \( 200\,\text{Å} \leq \text{depth} \leq 350\,\text{Å} \). Variations of the position \( (\pm 50\,\text{Å}) \) or thickness \( (150\,\text{Å} - 250\,\text{Å}) \) of the bulk Cu portion did not substantially change the retrieved reflection.

The corresponding inverted SLD is displayed in Figure 4b and the dotted curve shows the slab model which is used for calculating the expected reflection. At the Si/Cu interface (between a depth of \( -20\,\text{Å} \) and \( 20\,\text{Å} \)) the inverted SLD matches the expected SLD remarkably well. However, the inverted SLD in general exceeds the expectation, except at the dip at the center \( \approx 200\,\text{Å} \) or at the remnant Fe layer \( \approx 450\,\text{Å} \). The quality of the reconstructed reflection is not sufficient to draw other conclusions beside estimating the Cu layer thickness.

4.2. Reconstruction by Combination of Spin-Up and Down Measurements

To improve the quality of the reconstructed reflection, spin-down and spin-up measurements are used together. To increase the contrast and to allow for this approach, the remnant Fe layer needs to be part of the reference instead of the unknown sample. Only this allows the unknown part of the sample to be non-magnetic. Therefore, knowledge of the interface roughness of the Cu layer and density at the interface is needed, since these parameters determine the shape of the reference at the Cu/Fe interface. We use the fitted values for the interface (Table \[1\]), however, it is noted that no substantial change in

\[\text{Figure 4: } a) \text{ Reconstructed reflection multiplied with } q^2 \text{ of the unknown Cu layer, including a remnant Fe layer (see figures 2a and 3a). The reflectivity data } R_{14} - R_{28} \text{ is used for the reconstruction. The expected curve (dashed line) represents the reflection of the fitted model which is a } 436\,\text{Å thick Cu layer on a Si substrate with a } 15\,\text{Å} \text{ thick magnetized Fe layer on top. The reflection below the critical edge } q \leq 0.023\,\text{Å}^{-1} \text{ (dotted vertical line) is numerically retrieved and its error is set to zero. } b) \text{ Inverted SLD using the real part of the reflection in (a).} \]
the reflection was observed if only approximate parameters (SLD$_{Cu} = 6.554 \times 10^{-6}$ Å$^{-2}$, $\sigma_{Cu/Fe} = 5$ Å) are used instead. The reference layer SLDs as used in the following are shown in Figure 3b.

The reconstructed reflection is given in Figure 5a. The missing reflection $R(q)$ for $q \in [0, 0.023]$ Å$^{-1}$ is retrieved by the fixed-point algorithm as described in Section 4.1. Figure 5b shows the resulting inverted SLD. By using both spin direction measurements, the reconstructed SLD more closely resembles the fitted SLD, if compared to previous results (Figure 4b), and the pronounced dip in the center of the potential at a depth of 200 Å is reduced.

4.3. Fitting the Reflection

To eliminate the remaining oscillations in the inverted SLD, knowledge of the reflection for a larger $q$ range is required [27]. The truncation of the reflection is currently one of the reasons why an even more precise potential inversion is not yet possible. Here, we demonstrate how an extrapolation of the given data allows the oscillations in the resulting potential to be eliminated: We fit a model function to the reflection data multiplied with $q^2$ and extrapolate the fitted model parameters to $q = 5$ Å$^{-1}$. As a model function for the real part of the reflection we use

$$q^2 \text{Re} \, R(q) = O(q) - A(q) \cos (qd + \phi_0 + \phi_1 q^{-1})$$

$$O(q) = 4\pi \rho + a_1 q^{-1},$$

$$A(q) = \left( 4\pi \rho_\Delta + \frac{a_0}{q - q_c} \right) e^{-q^2 \sigma^2}. \quad (4)$$

The amplitude $A(q)$ and offset $O(q)$ function are selected heuristically such that they agree with a single layer model in the Born-Approximation when taking the limit $q \to \infty$. The parameter $\sigma$ is the roughness or interdiffusion of the Cu/Si interface, $d$ determines the Cu layer thickness, $\phi_1 q^{-1}$ is a first order correction term to take the non-linearity of the periodicity into consideration. The offset $\rho$ is the SLD of Cu and $\rho_\Delta$ is the difference in the SLD of Cu and Si (see Table 1). The remaining parameters have no physical relevance. The best least-squares fitting parameters are listed in Table B.1 in Appendix B.

The extrapolated reflection is depicted in Figure 6a. A clear deviation from the expected reflection can be observed, especially in the limit $q \to \infty$. Nevertheless, inverting the extrapolated reflection yields the SLD shown in Figure 6b. The small and sharp peak at the Cu/Fe interface at a depth of $\approx 430$ Å is due to the Gibbs-phenomena [28].
expected reflection, which yields a more accurate inverted PNR data. Hence, the reconstructed reflection has resulted from using magnetic materials and all the available approach is the much higher contrast of the SLDs, which wants to obtain from the experiment. The parameters of the interface between the unknown part of the sample to the references have to be known. Nevertheless, the advantage of using the combined approach is the much higher contrast of the SLDs, which result from using magnetic materials and all the available PNR data. Hence, the reconstructed reflection has a strongly improved accuracy and agreement with the expected reflection, which yields a more accurate inverted SLD. It is noted that the errors in Figure 5 are calculated with estimated errors in the low \( q \) reflection regime (see Appendix D for details), whereas the errors in Figure 4b are neglected.

Table 2 compares the structural parameters of the Si substrate and Cu layer retrieved by a phase reconstruction with the parameters obtained from traditional fitting. The Cu layer thicknesses are consistent with the fitted parameter as they differ by a mere \( \approx 6 \text{ Å} \). It is noted that the reference layer includes the Cu/Fe roughness/interdiffusion transition, which causes the reconstructed Cu layer to be \( 3\sigma_{\text{Cu/Fe}} \approx 19 \text{ Å} \) thinner. The rms roughness at the Si/Cu interface substantially differs from the fitted roughness. The deviation can be explained by the fact that the fitting model allowed the resolution to be varied, whereas for reconstruction of the reflection the resolution is not taken into account, see Appendix C.

The densities of the Si substrate and the Cu layer are estimated by the average SLD. They agree with the fitted densities and are in line with the values reported in the literature. The noise inherent in the reflection which is reconstructed using only spin-up measurements is preventing a precise inversion of the SLD.

By extrapolating the reflection to higher \( q \) a smoothing of the oscillations in the SLD is observed and only small deviations \( \leq 4\% \) to the expected model of the SLD inside the Cu layer are identified. To the right of the Si/Cu interface at a depth of \( 25 \text{ Å} \) a mismatch of \( \approx 13\% \) is visible due to the resolution of the reconstructed reflection. The deviation in the Si SLD of \( \approx 10\% \) originates from the mismatch in \( \rho_\Delta \), which can be improved by utilizing a more sophisticated model for the reflection extrapolation.

### 6. Summary and Conclusion

We have shown the applicability of the reflection reconstruction with magnetic reference layers to retrieve the reflection of a seed layer for the case of in situ PNR. Only the top Fe layers are used as a reference layer. On the one hand, splitting the total Fe layer in a remnant and reference part allows the underlying unknown sample to be reconstructed without any further assumptions, but with a reduction of accuracy as only reflectivity measurements of the same spin direction can be used. On the other hand, if one assumes knowledge of the Cu/Fe interface it is possible to use all performed spin-up and spin-down PNR measurements to obtain a more precise reflection.

The parameters extracted of the unknown sample are in general consistent with the values obtained from traditional data fitting. Only the roughness parameters substantially differ from the fitted value which we attribute to the resolution degradation. Nevertheless, we have shown to uniquely extract the desired parameters like roughness, density and thickness of the unknown sample by means of phase-sensitive in situ PNR.

The presented analysis technique finds its application in the unique determination of depth resolved magnetism such as proximity effects like induced magnetism between heavy-metal and ferromagnetic transition metals (FM) \[29, 30\]. Additionally, it allows the morphology of thin film system with magnetic tunnel junctions in FM/oxide/FM
structures (e.g. Fe/MgO/Fe) \[31, 32\], or multilayer systems like Fe/Gd or Pt/Co/Ta, which are known to show a formation of skyrmions at room temperature \[33, 34\], to be precisely investigated. It is noted that, although we used ferromagnetic reference layers, the technique of \textit{in situ} growth allows non-magnetic reference layers to be applied in order to probe an unknown magnetic part of a sample.

In light of the upgrade of the Selene focusing optics at Amor, PSI and the advent of the new beamline Estia at the European Spallation Source (ESS) a tremendous improvement in the acquired data quality is expected, which will entail a reduction of statistical noise and in turn facilitate even more precisely reconstructed reflections. The limitation of the \( q \) range in the reflection will be lessened, as the upgrade allows much higher \( q \) values to be assessed at a given data acquisition time, enabling more accurate sample descriptions to be determined. In addition, phase determination in time-resolved polarized neutron reflectometry by \textit{in situ} or \textit{in operando} techniques might become viable, as it is already demonstrated for X-ray radiation \[35, 36\].
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Appendix A. Influence of Poisson Noise on the Reflection

To evaluate how Poisson noise in PNR affects the reflection, we reconstructed the reflection \( R^- \) using solely spin-down data (Figure A.1), in comparison to \( R^+ \) (Figure 4a). The expected reflection (obtained by fitting) and reconstructed reflection is depicted in Figure A.2. The errors of \( R^- \) for \( q \geq 0.08 \text{ Å}^{-1} \) encompass nearly the whole range of reflection values and clearly exceed the errors of \( R^+ \). This observation can be explained by the fact that the spin-down reflectivity decays faster (compared to the spin-up reflectivity) and that the measurement uncertainty originating from the background is more pronounced. Comparing, however, the spin-up with the spin-down reflection, both coincide with the true reflection equally well, if averaged over the entire measured \( q \)-range.

The reconstruction for \( q \) close to the total reflection edge is highly sensitive to noise in the reflectivity, see Figure 4a and Figure A.2 in the range \( q \in [0.02, 0.03] \text{ Å}^{-1} \). The reflection is transformed by equation 3 which has a pole at \( |R(q)|^2 = 1 \), i.e. at the total reflection edge. Hence, the reconstruction is strongly influenced by noise in the reflectivity data close to the total reflection edge.

![Graph](image-url)
Appendix B. Additional Data

The optimal parameters for the reflection model in Section 4.3 are listed for completeness in Table B.1. Only the parameters with a given unit are physically interpreted. The parameter \(d\) represents the thickness of the Cu layer, \(\rho\) is the rms roughness of the Si/Cu interface, \(\rho_{\Delta}\) is the difference in the SLD of Cu and Si, and \(q_c\) corresponds to the critical wave vector. The values listed in the column “Expectation” are obtained from a traditional fit of the reflectivity.

Table B.1: Fitted parameters obtained from the reflection model [3] with \(\chi^2_{\text{local}} = 1.38.\)

| Symbol | Fit     | Expectation | Unit  |
|--------|---------|-------------|-------|
| \(d\)  | 433 ± 2 | 433         | Å     |
| \(\sigma\) | 12.2 ± 0.4 | 10.7       | Å     |
| \(\rho\) | 5.82 ± 0.04 | 6.45       | \(10^{-6}\) Å\(^{-2}\) |
| \(\rho_{\Delta}\) | 3.94 ± 0.28 | 4.38       | \(10^{-6}\) Å\(^{-2}\) |
| \(q_c\) | 0.019 ± 0.001 | 0.018     | Å\(^{-1}\) |
| \(a_0\) | (1.5 ± 0.4) \(\times 10^{-7}\) | -         | -     |
| \(a_1\) | (7.8 ± 0.2) \(\times 10^{-6}\) | -         | -     |
| \(\phi_0\) | (0.12 ± 0.03) \(\pi\) | 0         | -     |
| \(\phi_1\) | (-9.3 ± 0.2) \(\times 10^{-2}\) | -         | -     |

Appendix C. Resolution Effects

For evaluating the effect of resolution on the reconstructed reflection, we simulated the reflectivity first without including any resolution and then with a constant relative wavelength and constant relative angular resolution. The resolution is given by

\[
\Delta q = q \sqrt{\left( \frac{\Delta \lambda}{\lambda} \right)^2 + \left( \frac{\Delta \phi}{\tan(\phi)} \right)^2}.
\]

The resolution of the reflectivity \(\text{Res} |R|^2\) is computed by the convolution (denoted by \(*\)) with a normal distribution \(\mathcal{N}_{\Delta q}\) with mean \(\mu = 0\) and standard deviation \(\sigma = \Delta q(q)\) by

\[
\text{Res} \, [|R|^2](q) = (|R|^2 * \mathcal{N}_{\Delta q})(q).
\]

The reflection is reconstructed as in Section 4.2, however, using the simulated reflectivity data with and without applied resolution. Taking a constant \(\Delta \phi_{\text{WHIM}} \equiv 0.3^\circ\) and \(\Delta \lambda_{\text{WHIM}} \equiv 0.2\) Å the reflection together with the corresponding inverted potential is shown in Figure C.3.

In this simple example we observe a damping (\(\approx 1 : 3\)) of the oscillations and a small phase shift (\(\Delta \phi \approx \pi/13\) rad) in the reconstructed reflection. The resolution degraded potential exhibits a slightly higher (\(\approx 2\%\)) SLD at the Cu/Fe interface while at the Si/Cu interface the SLD drops as the relative error increases to 10%. At the Si substrate

The reflectivity is shifted by one order of magnitude. Note that a), b) and c) correspond to \(\text{Res}[R],\, \text{Rec}[\text{Res}(|R|^2)]\) and \(\text{Res}^*[\text{Rec}(|R|^2)]\), respectively.
the SLD has a mismatch of > 100%, however the thickness of the Cu layer can clearly be identified.

Another interesting observation can be seen in Figure C4. It shows that the reconstruction operator $\text{Rec}$ and the resolution operator $\text{Res}$ cannot be interchanged, i.e. none of the following reflections are equal:

$$\text{Rec}(|R^i|^2), \quad \text{Res}(\text{Rec}(|R^i|^2)), \quad \text{Rec}(R^i)$$

where $\text{Rec}$ denotes the operator which reconstructs the reflection based on $i \in \mathbb{N}, i \geq 3$ reflectivity measurements $|R^i|^2$ and known reference layers, $|R^i|$ denotes the reflectivity of the sample. Recall that $R^i$ corresponds to the reflection of the unknown sample whereas $R^i_i$ corresponds to the reflection of the unknown sample with a reference layer $i$. The operator $\text{Res}$ denotes the naive definition of a resolution operator by convoluting the real and imaginary part separately. Note that the equation $\text{Rec}(|R^i|^2) = R$ does hold. Especially, it is not possible to reconstruct the true reflection of the unknown sample from resolution degraded reflectivity data.

It is not straightforward and as such not yet clear how to best remove the resolution from the reflection data since a precise description of how the resolution of an instrument changes the reflection of the sample is not known. A first approach is to remove the resolution already from the reflectivity, e.g. by deconvolution techniques, and then retrieve the reflection. However, a thorough analysis of this problem is beyond the scope of this work, and will be presented elsewhere.

Appendix D. Error Estimation

Since the error propagation and estimation are highly involved, we estimated the errors by numerical Monte-Carlo simulations. The errors of the reflection (for $q$ larger than the minimal wave vector transfer $q_c$) are calculated by the covariance matrix of the minima of $\chi^2$ in equation (2). The errors for the low $q$ region ($q \leq q_c$) are estimated as follows: From the reflection $R^i = R^j$, one randomly draws 2000 samples $R^{i'}$, from which the reflection $R^{i'}(q \leq q_c)$ is retrieved with a fixed-point algorithm [25]. The error in $R(q \leq q_c)$ is then set as the standard deviation of $R^{i'}$. Likewise, the error in the SLD is the standard deviation of 5000 inverted, randomly drawn reflections.

It is noted that this error calculation of the SLD might not be precise: The error in $R(q \leq q_c)$ is calculated from $R(q \geq q_c)$ and thus the errors are in general no longer independent for each $q$, contrary to our assumption.

Note that the error calculations performed in this paper do not include possible errors in the parameters of the reference layers (Table 1).
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