ASYMPTOTICS FOR REAL MONOTONE DOUBLE HURWITZ NUMBERS
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Abstract. In recent years, monotone double Hurwitz numbers were introduced as a naturally combinatorial modification of double Hurwitz numbers. Monotone double Hurwitz numbers share many structural properties with their classical counterparts, such as piecewise polynomiality, while the quantitative properties of these two numbers are quite different. We consider real analogues of monotone double Hurwitz numbers and study the asymptotics for these real analogues. The key ingredient is an interpretation of real tropical covers with arbitrary splittings as factorizations in the symmetric group which generalizes the result from Guay-Paquet, Markwig, and Rau (Int. Math. Res. Not. IMRN, 2016(1):258-293, 2016). By using the above interpretation, we consider three types of real analogues of monotone double Hurwitz numbers: real monotone double Hurwitz numbers relative to simple splittings, relative to arbitrary splittings and real mixed double Hurwitz numbers. Under certain conditions, we find lower bounds for these real analogues, and obtain logarithmic asymptotics for real monotone double Hurwitz numbers relative to arbitrary splittings and real mixed double Hurwitz numbers. In particular, under given conditions real mixed double Hurwitz numbers are logarithmically equivalent to complex double Hurwitz numbers. We construct a family of real tropical covers and use them to show that real monotone double Hurwitz numbers relative to simple splittings are logarithmically equivalent to monotone double Hurwitz numbers with specific conditions. This is consistent with the logarithmic equivalence of real double Hurwitz numbers and complex double Hurwitz numbers.
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1. Introduction

Hurwitz numbers are important geometric invariants in enumerative geometry. The study of Hurwitz numbers is related to many fields of mathematics, such as the moduli space of algebraic curves, integrable systems, representation theory, combinatorics, tropical geometry and mathematical physics [1, 3, 5, 9, 10, 32, 17, 35, 36]. Roughly speaking, Hurwitz numbers count the number of ramified covers of a Riemann surface by Riemann surfaces with specified ramification profiles over a fixed set of points. An equivalent way to define Hurwitz numbers is to enumerate factorizations of the identity into a product of permutations of given cycle types in the symmetric group [5, 23].

The double Hurwitz number $H^C_g(\lambda, \mu)$ is of particular interest. It enumerates ramified covers of $\mathbb{C}P^1$ by genus $g$ surfaces with ramification profiles $\lambda$, $\mu$ over 0, $\infty$ and simple ramification over other branch points, where $\lambda$ and $\mu$ are two partitions of an integer $d$. Many interesting results about the double Hurwitz number were obtained in recent decades. For example, the polynomiality of the generating function of double Hurwitz numbers and the wall-crossing formulas [4, 8, 17, 29, 38]. In particular, methods from tropical geometry were applied to study double Hurwitz numbers [1, 3].

In recent years, a modification of the double Hurwitz number was introduced by I. P. Goulden, M. Guay-Paquet, and J. Novak in [15] which is called the monotone double Hurwitz number. The monotone double Hurwitz number $\vec{H}^C_g(\lambda, \mu)$ is a combinatorial interpretation of the asymptotic expansion of the Harish-Chandra-Itzykson-Zuber (HCIZ) random matrix model. Once the $d$ sheets of a ramified cover are labelled by integers 1, 2, ..., $d$ and a unramified point in $\mathbb{C}P^1$ is chosen, one can construct a monodromy representation for the covering map. By using the monodromy representation, a simple ramification over a branch point corresponds to a transposition $(a_i, b_i)$ with $a_i < b_i$. We denote by $l(\lambda)$ the number of parts of $\lambda$, and call $l(\lambda)$ the length of $\lambda$. The monotone double Hurwitz number $\vec{H}^C_g(\lambda, \mu)$ counts the same covers which are counted by the double Hurwitz number $H^C_g(\lambda, \mu)$ with an additional condition:

\begin{equation}
  b_i \leq b_{i+1} \text{ for all } 1 \leq i \leq r - 1,
\end{equation}

where $r = l(\lambda) + l(\mu) + 2g - 2$ (See equation (11) for the precise definition). If the condition in equation (1) is modified to $b_i \leq b_{i+1}$ for all $1 \leq i \leq k - 1$, where $k \leq r$, the corresponding count of ramified covers is called the mixed double Hurwitz number. Since the introducing of monotone Hurwitz numbers, abundant researches on monotone Hurwitz numbers were carried out. Goulden, Guay-Paquet, and Novak calculated single monotone Hurwitz numbers and derived the polynomiality of single monotone Hurwitz numbers in [13, 14]. There is an important quantitative difference between the two numbers $H^C_g(\lambda, \mu)$ and $\vec{H}^C_g(\lambda, \mu)$. Based on explicit formulas for Hurwitz numbers and monotone Hurwitz numbers [9, 13, 14], the Hurwitz number grows superexponentially in the degree $d$, while its monotone analogue
exhibits only exponential growth. The convergence of monotone Hurwitz generating functions was further considered in [16]. A tropical approach to monotone Hurwitz numbers was introduced in [7, 19] via the monodromy graph. The polynomiality of monotone Hurwitz numbers was proved in [19, 31]. Another tropical interpretation of the monotone double Hurwitz number was introduced by Hahn and Lewański in [22] which expresses monotone double Hurwitz numbers in terms of tropical covers weighted by Gromov-Witten invariants. By applying their tropical approach to the monotone double Hurwitz number, Hahn and Lewański derived wall-crossing and recursion formulas for tropical Jucys covers in [21].

We are interested in real analogues of double Hurwitz numbers. The real double Hurwitz number $H_R^g(\lambda, \mu; s)$ counts real ramified covers of $\mathbb{C}P^1$ by genus $g$ surfaces with ramification profiles $\lambda$, $\mu$ over 0, $\infty$ and simple ramification over other branch points (See equation (3) for the precise definition). The number $s$ stands for the number of positive real branch points, and the real double Hurwitz number $H_R^g(\lambda, \mu; s)$ depends on the number $s$. Actually, in real enumerative geometry the number of real solutions for a real enumerative problem usually depends on the positions of the point constraints [24, 40, 41]. In order to solve real enumerative problems, it is important to find lower bounds for the numbers of real solutions. For example, the signed counts of real algebraic curves in real surfaces or threefolds which are called the Welschinger invariants [27, 30, 40, 41], and the real Gromov-Witten invariants of real symplectic manifolds [12]. Itenberg and Zvonkine [28] found that the signed count method works in the study of real polynomials. The signed count of real polynomials invented by Itenberg and Zvonkine is an invariant and is logarithmically equivalent to the count of complex polynomials under certain parity conditions. El Hilany and Rau [11] generalized the construction of Itenberg and Zvonkine to the enumerative problem of real simple rational functions $\frac{f(x)}{x-p}$, $f(x) \in \mathbb{R}[x]$, $p \in \mathbb{R}$. Tropical geometry played an important role in the study of real algebraic geometry [34]. Guay-Paquet, Markwig, and Rau [18] introduced a tropical approach to study real double Hurwitz numbers with positive real branch points based on factorizations in the symmetric group. Markwig and Rau [33] established the general theory of tropical real Hurwitz numbers and expressed real double Hurwitz numbers with arbitrary number of positive real branch points in terms of tropical covers weighted by multiplicities. By using the tropical calculation of real double Hurwitz numbers derived in [33], Rau [37] analysed the combinatorial structure of tropical covers, and obtained a lower bound, which is called the zigzag number, of real double Hurwitz numbers. Rau also proved the logarithmic equivalence of real double Hurwitz numbers and complex double Hurwitz numbers under certain parity conditions. The parity condition in [37] was removed by the first author in [6].

In this paper, we consider real analogues of monotone double Hurwitz numbers and study the asymptotic growths of these real analogues when the degree goes to infinity and only simple ramification points are added. Our first problem is how to define the real counterparts of monotone double Hurwitz numbers. The combinatorial nature of monotone double Hurwitz numbers makes it not as obvious as in the case of real double Hurwitz numbers, where we have a geometric definition by considering ramified covers over $\mathbb{C}P^1$. To solve this problem, we generalize the monodromy graph approach to real double Hurwitz numbers with real positive branch points introduced in [18], and interpret the tropical computation of real double Hurwitz numbers derived by Markwig and Rau in [33] via factorizations in the symmetric group. Then we construct real tropical covers with given real factorizations (c.f. Construction 2.21). With the help of Construction 2.21, we give a combinatorial proof of Markwig and Rau’s correspondence theorem [33, Corollary 5.9]. By using our factorization interpretation of real double Hurwitz numbers with arbitrary number of positive real branch
points, we introduce the real monotone double Hurwitz number $\vec{H}_g^R(\lambda, \mu; \vec{S}(s))$ (resp. the real $k$-mixed double Hurwitz number $\vec{H}_g^R(\lambda, \mu; \vec{S}(s), k)$) with $s$ positive real branch points under the splitting $\vec{S}(s)$ (See equation (12) and equation (16) for the precise definition), where $\vec{S}(s) = \{s_1, \ldots, s_r\}$ is a sequence of signs with $s$ positive entries (See Definition 2.7). If the first $s$ entries in the sequence of signs $\vec{S}(s)$ are positive and all the remaining $r - s$ entries are negative, we use $\vec{H}_g^R(\lambda, \mu; s)$ as the abbreviation of $\vec{H}_g^R(\lambda, \mu; \vec{S}(s))$. We call the numbers

$$\vec{H}_g^R(\lambda, \mu) := \inf_{0 \leq s \leq r} \vec{H}_g^R(\lambda, \mu; s), \quad \text{and} \quad \vec{H}_g^R(\lambda, \mu) := \inf_{\vec{S}(s)} \vec{H}_g^R(\lambda, \mu; \vec{S}(s))$$

the real monotone double Hurwitz number relative to simple splittings and arbitrary splittings, respectively. The number $\vec{H}_g^R(\lambda, \mu; k) := \inf_{\vec{S}(s)} \vec{H}_g^R(\lambda, \mu; \vec{S}(s), k)$ is called the real $k$-mixed double Hurwitz number. Our second goal is to study the asymptotic growths of $\vec{H}_g^R(\lambda, \mu)$, $\vec{H}_g^R(\lambda, \mu)$ and $\vec{H}_g^R(\lambda, \mu; k)$ as the degree goes to infinity and only simple ramification points are added.

1.1. Results. We state our results about the asymptotics for real monotone (resp. mixed) double Hurwitz numbers as follows, and refer the readers to Corollary 4.3, Corollary 4.5 and Corollary 5.7 for the precise statements.

**Theorem 1.1.** With specific conditions, we have

1. **real monotone double Hurwitz numbers relative to simple splittings are logarithmically equivalent to monotone double Hurwitz numbers;**

2. **the logarithmic asymptotics for real monotone double Hurwitz numbers relative to arbitrary splittings is at least $m \log m$ as the degree $d$ goes to infinity;**

3. **real $k$-mixed double Hurwitz numbers are logarithmically equivalent to complex double Hurwitz numbers.**

The result (1) in Theorem 1.1 is consistent with other results about the logarithmic equivalence of real enumerative invariants and complex enumerative invariants. For example, the logarithmic equivalence of Welschinger invariants and Gromov-Witten invariants in [25, 26, 39], the logarithmic equivalence of the signed counts of real polynomials (or simple rational functions) and the corresponding complex counts in [11, 28], and the logarithmic equivalence of real double Hurwitz numbers and complex double Hurwitz numbers in [6, 37].

It follows from Proposition 3.22 that in the case when $\lambda = \mu = (1^{2m+1})$, the asymptotic growth $m \log m$ in Theorem 1.1(2) is the optimal estimate of real monotone double Hurwitz numbers relative to arbitrary splittings as the degree goes to infinity. The difference between the asymptotic growths of real monotone double Hurwitz numbers relative to simple splittings and relative to arbitrary splittings shows the tremendous influence of the number of sign changes on the lower bounds of real monotone double Hurwitz numbers.

Our idea to prove the main theorem is as follows. Zigzag covers proposed by Rau [37] have special combinatorial properties, i.e. any zigzag cover has a unique real structure for any splitting of the branch points. Since we want to study the asymptotics for real monotone double Hurwitz numbers, we only consider real monotone factorizations associated to zigzag covers according to Construction 2.21. Note that not every zigzag cover can be associated with a monotone factorization, so we refine Rau’s construction to the monotone setting. We construct (universally) monotone zigzag covers such that for any real structure of a (universally) monotone zigzag cover there is at least one real monotone factorization associated to it. Since the number of real monotone factorizations of certain type with a fixed starting permutation depends on the chosen permutation (see Example 3.6), we use the
lower bounds of the numbers of real monotone factorizations associated to all real structures of a monotone zigzag cover as the multiplicity of the monotone zigzag cover. We achieve the asymptotic growth of real monotone double Hurwitz numbers relative to arbitrary splittings by using universally monotone zigzag covers. That is the optimal estimate of the real monotone double Hurwitz number relative to arbitrary splittings in the sense of Proposition 3.22. In order to get the optimal asymptotic growth of real monotone double Hurwitz numbers relative to simple splittings, we first construct a family of monotone tropical covers, then we glue a monotone zigzag cover with this family of monotone tropical covers. It turns out that for any $s$ with a fixed parity, there are abundant tropical covers obtained in this way which have the required real structure. The abundance of such tropical covers implies the asymptotic growth of real monotone double Hurwitz numbers relative to simple splittings is $2m \log m$ as the degree $d + 2m$ goes to infinity. The asymptotics for real $k$-mixed double Hurwitz numbers is obtained by applying the construction of universally monotone zigzag covers and Rau’s estimate of zigzag numbers [37].

1.2. Organization of the paper. In section 2, we interpret real double Hurwitz numbers with arbitrary number of positive branch points as real factorizations of certain type and give a construction of real tropical covers with given real factorizations. We construct (universally) monotone zigzag covers which provide lower bounds of real monotone double Hurwitz numbers in the next section. In section 4 and section 5, we study the asymptotics for real monotone and mixed double Hurwitz numbers.
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2. Correspondence theorem for real and tropical real double Hurwitz numbers revisited

In this section, we first describe real double Hurwitz numbers with arbitrary number of positive real branch points via monodromy representations following the approach in [2, 18] and [5, Chapter 7], then we build a relationship between the monodromy representations and tropical real double Hurwitz numbers with arbitrary number of positive real branch points which generalizes the result in [18]. Via this relationship, we give another proof of the correspondence theorem for real double Hurwitz numbers and their tropical counterparts established by Markwig and Rau [33]. Our another purpose of introducing the combinatorial properties of factorizations in the symmetric group in this section is to find possible ways to consider the real counterparts of monotone double Hurwitz numbers which will be discussed in Section 3.

2.1. Preliminary on real double Hurwitz numbers. In this subsection, we review some basic facts about real double Hurwitz numbers from [2, 5, 18, 33, 37].

Let $d \geq 1$, $g \geq 0$ be two fixed integers, and let $\lambda$, $\mu$ be two partitions of $d$. We assume that the set $p = \{p_1, \ldots, p_r\}$ consists of $r = l(\lambda) + l(\mu) + 2g - 2$ points in $\mathbb{C}P^1 \setminus \{0, \infty\}$.

Definition 2.1. A Hurwitz cover of type $(g, \lambda, \mu, p)$ is a degree $d$ holomorphic map $\pi : C \to \mathbb{C}P^1$ satisfying:

...
\begin{itemize}
    \item $C$ is a connected Riemann surface of genus $g$;
    \item $\pi$ ramifies with profiles $\lambda$ and $\mu$ over 0 and $\infty$ respectively;
    \item $\pi$ ramifies at $P$ with simple branch points and is unramified everywhere else.
\end{itemize}

An isomorphism of Riemann surfaces $\psi : C_1 \to C_2$ is called an isomorphism of two Hurwitz covers $\pi_1 : C_1 \to \mathbb{C}P^1$ and $\pi_2 : C_2 \to \mathbb{C}P^1$, if $\pi_1 = \pi_2 \circ \psi$. Denote by $\text{Aut}^C(\pi)$ the space of isomorphic Hurwitz covers of the Hurwitz cover $\pi : C \to \mathbb{C}P^1$. The double Hurwitz number is the following weighted sum:

$$
H_g^C(\lambda, \mu) = \sum_{[\pi]} \frac{d!}{|\text{Aut}^C(\pi)|},
$$

where we sum over all isomorphism classes of Hurwitz covers of type $(g, \lambda, \mu, p)$. The weighted sum $H_g^C(\lambda, \mu)$ does not depend on the positions of the points in $P$ (c.f. [5]).

\textbf{Remark 2.2.} Double Hurwitz numbers are usually defined to be $\frac{1}{d!}H_g^C(\lambda, \mu)$ in the literature. The number $\frac{1}{d!}H_g^C(\lambda, \mu)$ enumerates branched covers with unlabelled sheets. Since the monotonicity condition, which is used to define monotone Hurwitz numbers, depends on a total ordering of the sheets of a branched cover, the labelling matters in the study on monotone Hurwitz numbers. For the sake of consistency, we consider Hurwitz number as an invariant counting the number of branched covers with labelled sheets and use the notation in equation (2). We refer the readers to see [13, Remark 1.2] for more details.

In the following, we assume further that the set $P = \{p_1, \ldots, p_r\} \subset \mathbb{R}P^1 \setminus \{0, \infty\}$ and $p_1 < p_2 < \cdots < p_r$.

\textbf{Definition 2.3.} A real Hurwitz cover of type $(g, \lambda, \mu, P)$ is a Hurwitz cover together with an anti-holomorphic involution $\tau : C \to C$ such that the cover $\pi : C \to \mathbb{C}P^1$ satisfies $\pi \circ \tau = \text{conj} \circ \pi$, where conj is the standard complex conjugation.

An isomorphism of two real Hurwitz covers $(\pi_1 : C_1 \to \mathbb{C}P^1, \tau_1)$ and $(\pi_2 : C_2 \to \mathbb{C}P^1, \tau_2)$ is an isomorphism of Riemann surfaces $\varphi : C_1 \to C_2$ such that $\pi_1 = \pi_2 \circ \varphi$ and $\varphi \circ \tau_1 = \tau_2 \circ \varphi$. We denote by $\text{Aut}^R(\pi, \tau)$ the space of isomorphic real Hurwitz covers of the real Hurwitz cover $(\pi, \tau)$. Assume that $|P \cap \mathbb{R}^+| = s$, then the real double Hurwitz number is defined as the weighted sum:

$$
H_g^R(\lambda, \mu; s) = \sum_{[(\pi, \tau)]} \frac{d!}{|\text{Aut}^R(\pi, \tau)|},
$$

where we sum over all isomorphism classes of real Hurwitz covers of type $(g, \lambda, \mu, P)$. The weighted sum $H_g^R(\lambda, \mu; s)$ depends on the number $s$ of real positive points in $P$.

\textbf{2.2. Real double Hurwitz numbers via factorizations.} An equivalent way to define the Hurwitz number is to count the number of particular tuples in the symmetric group. In this subsection, we match any real Hurwitz cover with a class of tuples in the symmetric group following the approach in [2, 18], and describe real double Hurwitz numbers with arbitrary number of positive real branch points via the numbers of certain factorizations.

Let $S_d$ denote the symmetric group of order $d$. The tuples in the symmetric group that we count are the images of generators of the fundamental group $\pi_1(\mathbb{C}P^1 \setminus \{0, \infty, p_1, \ldots, p_r\}, x_0)$ under the monodromy representation

$$
\Psi : \pi_1(\mathbb{C}P^1 \setminus \{0, \infty, p_1, \ldots, p_r\}, x_0) \to S_d,
$$
where \( x_0 \) is an unramified point of \( \pi \). In the real case, when we choose different base points and different generators of the fundamental group \( \pi_1(\mathbb{C}P^1 \setminus \{0, \infty, p_1, \ldots, p_r\}, x_0) \), the monodromy map \( \Psi \) induces collections of tuples in the symmetric group with different combinatorial properties. The reason for this phenomenon is that the combinatorial properties of the complex conjugate action on different generators of \( \pi_1(\mathbb{C}P^1 \setminus \{0, \infty, p_1, \ldots, p_r\}, x_0) \) are different. We give three examples to illustrate it in more detail.

Example 2.4. Suppose that \( x_0 \) is a base point in \( \mathbb{R}P^1 \setminus \{0, \infty, p_1, \ldots, p_r\} \) which is strictly smaller than all the points in \( p \cup \{0\} \). Let \( l_0, \ldots, l_r \) be \( r+1 \) loops around the holes of \( \mathbb{C} \setminus \{0, p_1, \ldots, p_r\} \) depicted in Figure 1.

![Figure 1. Generators of \( \pi_1(\mathbb{C}P^1 \setminus \{0, \infty, p_1, \ldots, p_r\}, x_0) \) in Example 2.4.](image)

In this case, it is well known that the action of the complex conjugation on the fundamental group \( \pi_1(\mathbb{C}P^1 \setminus \{0, \infty, p_1, \ldots, p_r\}, x_0) \) is determined by

\[ \text{conj} \circ (l_1 \cdots l_0) = (l_1 \cdots l_0)^{-1}. \]

Equation (4) determines the combinatorial properties of the tuples in \( S_d \) that we want to count.

Example 2.5. Suppose that the points in \( p \) satisfy \( p_1 < \ldots < p_{r-s} < 0 < p_{r-s+1} < \ldots < p_r \). Assume that the base point \( x_0 \) is chosen such that \( p_{r-s} < x_0 < 0 \). Let \( l_0, l_1, \ldots, l_r \) be \( r+1 \) loops depicted in Figure 2.

![Figure 2. Generators of \( \pi_1(\mathbb{C}P^1 \setminus \{0, \infty, p_1, \ldots, p_r\}, x_0) \) in Example 2.5.](image)

The loops \( l_0, l_1, \ldots, l_r \) are generators of the fundamental group \( \pi_1(\mathbb{C}P^1 \setminus \{0, \infty, p_1, \ldots, p_r\}, x_0) \). The complex conjugate action on \( \pi_1(\mathbb{C}P^1 \setminus \{0, \infty, p_1, \ldots, p_r\}, x_0) \) is determined by:

\[ \text{conj} \circ (l_1 \cdots l_0) = (l_1 \cdots l_0)^{-1}, \text{ for } 0 \leq i \leq s; \]
\[ \text{conj} \circ (l_j \cdots l_{s+1}) = (l_j \cdots l_{s+1})^{-1}, \text{ for } s + 1 \leq j \leq r. \]

Example 2.6. Let \( p, x_0 \) and \( l_0, l_1, \ldots, l_r \) be the same as in Example 2.5. Now we choose \( r+1 \) different loops \( l_0, l_1, \ldots, l_r \) around the holes of \( \mathbb{C} \setminus \{0, p_1, \ldots, p_r\} \) as follows: first, we choose \( r+1 \) non-intersecting paths \( c_0, c_1, \ldots, c_r \) which rotate counterclockwise from \( x_0 \) to the
set \(\{0,p_1,\ldots,p_r\}\). We require that the end points of \(c_0, c_1, \ldots, c_r\) are 0, \(p_{r-s}, p_{r-s+1}, \ldots, p_i, p_{2r-2s-i+1}, \ldots, p_1, p_{2r-2s}, p_{2r-2s-1}, \ldots, p_r\), respectively, if \(r \leq 2s+1\), and the end points of \(c_0, c_1, \ldots, c_r\) are 0, \(p_{r-s}, p_{r-s+1}, \ldots, p_i, p_{2r-2s-i+1}, \ldots, p_{2r-2s+1}, p_r, p_{r-2s}, \ldots, p_1\), respectively, if \(r > 2s+1\). Let \(\theta_i\) be the angle between the positive real axis and the curve \(c_i\) at \(x_0\). We also require that the paths \(c_1, \ldots, c_r\) are chosen such that \(\theta_{i+1} > \theta_i, i = 1, \ldots, r-1\). Then we add small positive oriented loops around the end points of the paths \(c_0, c_1, \ldots, c_r\) respectively. Finally, we obtain the loops \(\bar{l}_0, \bar{l}_1, \ldots, \bar{l}_r\) as depicted in Figure 3. The loops \(\bar{l}_0, \bar{l}_1, \ldots, \bar{l}_r\) are generators of the fundamental group \(\pi_1(\mathbb{C}P^1 \setminus \{0, \infty, p_1, \ldots, p_r\}, x_0)\). In \(\pi_1(\mathbb{C}P^1 \setminus \{0, \infty, p_1, \ldots, p_r\}, x_0)\), we have

\[
\begin{align*}
\bar{l}_0 & \sim l_0, \\
\bar{l}_1 & \sim l_{s+1}, \\
\bar{l}_2 & \sim \bar{l}_0^{-1}l_1\bar{l}_0, \\
& \vdots \\
\bar{l}_{2i-1} & \sim (\bar{l}_1\bar{l}_3\cdots\bar{l}_{2i-3}\bar{l}_{2i-5})^{-1}l_{s+i}(\bar{l}_1\bar{l}_3\cdots\bar{l}_{2i-3}\bar{l}_{2i-5}), \quad i \geq 2 \\
\bar{l}_{2i} & \sim (\bar{l}_0\bar{l}_2\cdots\bar{l}_{2i-4}\bar{l}_{2i-2})^{-1}l_i(\bar{l}_0\bar{l}_2\cdots\bar{l}_{2i-4}\bar{l}_{2i-2}), \quad i \geq 2 \\
& \vdots 
\end{align*}
\]

where \(\bar{l}_k = \bar{l}_k\bar{l}_{k-1}\cdots\bar{l}_0\), \(k \geq 0\). The relations in equation (5) imply:

\[
(6) \quad \text{conj} \circ (\bar{l}_0\bar{l}_1\cdots\bar{l}_{i-1}\bar{l}_i) = (\bar{l}_0\bar{l}_1\cdots\bar{l}_{i-1}\bar{l}_i)^{-1}, \quad \text{where} \quad 0 \leq i \leq r.
\]

Now we consider the constructions of loops around the holes of \(\mathbb{C} \setminus \{0, p_1, \ldots, p_r\}\) in general.

**Definition 2.7.** A sequence \(\overline{s}(s)\) of signs with \(s\) positive entries is a sequence of integers \(\overline{s}(s) = \{s_1, s_2, \ldots, s_r\}\) such that \(s_i = \pm 1\) and \(|\mathbb{R}^+ \cap \overline{s}(s)| = s\). A sequence \(\overline{s}(s)\) of signs with \(s\) positive entries is called a simple sequence, if \(s_1 = s_2 = \cdots = s_s = +1\) and \(s_{s+1} = \cdots = s_r = -1\).

It is easy to see that a simple sequence \(\overline{s}(s)\) of signs with \(s\) positive entries is determined by the number \(s\).

**Construction 2.8.** Let \(\overline{s}(s) = \{s_1, s_2, \ldots, s_r\}\) be any sequence of signs with \(s\) positive entries. Assume that \(\overline{p}, x_0\) and \(\bar{l}_0, \bar{l}_1, \ldots, \bar{l}_r\) are the data given in Example 2.5. We choose
additional \( r + 1 \) loops \( l'_0, l'_1, \ldots, l'_r \) around the \( r + 1 \) holes in \( \mathbb{C} \setminus \{0, p_1, \ldots, p_r\} \). The hole rounded by \( l'_i \) is determined by the sequence of signs \( S(s) \), where \( i = 1, \ldots, r \).

- \( l'_0 \) is always a loop around 0 with base point \( x_0 \);
- \( l'_1 \) is a loop around the smallest positive number in \( p \), that is \( p_{r-s+1} \), if \( s_1 = +1 \). Otherwise, \( l'_1 \) is a loop around the largest negative number in \( p \), that is \( p_{r-s+1} \);
- Assume that the loop \( l'_i \) is already chosen to around a number \( q \in p \), then \( l'_{i+1} \) is a loop around the number \( q' \in p \) which is adjacent to \( q \) and \( |q'| > |q| \), if \( s_{i+1} \) has the same sign as \( s_i \). Otherwise, \( l'_{i+1} \) is a loop around the number \( q'' \in p \), where \( q'' \) is the number with the minimal absolute value in the subset of \( p \) consisting of numbers which have different signs from \( q \) and are not rounded by the loops \( l'_1, \ldots, l'_i \).

Loops \( l'_0, l'_1, \ldots, l'_r \) are constructed by fixing paths from \( x_0 \) to their end points and adding small positive oriented loops around their end points. The paths from \( x_0 \) to their end points \( \{0\} \cup p \) are chosen in the same way as the paths in Example 2.6. Note that the loops in Example 2.6 are constructed according to the sequence of signs \( \{s_1, \ldots, s_r\} \), where \( s_i = +1 \) for even \( i \) and \( s_i = -1 \) for odd \( i \), where \( i = 1, \ldots, r \).

Obviously, the \( r + 1 \) loops \( l'_0, l'_1, \ldots, l'_r \) are the generators of the fundamental group \( \pi_1(\mathbb{C}P^1 \setminus \{0, \infty, p_1, \ldots, p_r, x_0\}) \). For any sequence of signs \( S(s) = \{s_1, \ldots, s_r\} \), there are integers \( i_1 < i_2 < \ldots < i_k \) dividing the sequence \( s_1, \ldots, s_r \) into consecutive subsequences \( s_1, \ldots, s_{i_1}; s_{i_1+1}, \ldots, s_{i_2}; \ldots; s_{i_k+1}, \ldots, s_r \) such that all the entries in a subsequence have same signs, while entries in two adjacent subsequences have different signs. The number \( k \) of the integers \( i_1, i_2, \ldots, i_k \) is exactly the number of sign changes in the sequence \( s_1, s_2, \ldots, s_r \).

The above construction of loops can be used to describe the real double Hurwitz numbers with arbitrary number of positive branch points via factorizations in the symmetric group.

Before giving the proposition, we introduce some notations first.

- if \( s_1 = -1 \), we set \( I_0 = \{0\} \), \( I_1 = \{1, \ldots, i_1\} \), \( I_2 = \{i_1 + 1, \ldots, i_2\} \), \( \ldots \), \( I_{k+1} = \{i_k + 1, \ldots, r\} \), and \( L^\prime_{I_i} = l'_{i_1} \cdot l'_{i_1-1} \cdot \ldots \cdot l'_1 \cdot l'_0 \).
- if \( s_1 = +1 \), we set \( I_0 = \{0, 1, \ldots, i_1\} \), \( I_1 = \{i_1 + 1, \ldots, i_2\} \), \( \ldots \), \( I_{k+1} = \{i_k + 1, \ldots, r\} \), and \( L^\prime_{I_i} = l'_{i_1} \cdot l'_{i_1-1} \cdot \ldots \cdot l'_1 \cdot l'_0 \).

No matter what the sign of \( s_1 \) is, we always set \( L^\prime_{I_j} = l'_{i_j} \cdot l'_{i_j-1} \cdot \ldots \cdot l'_{i-1+1} \) which is the composition of the loops labelled by \( I_j \), where \( j = 2, \ldots, k \). The combinatorial properties of the conjugate action on the loops \( L^\prime_{I_i} \cdot L^\prime_{I_{j_1}} \cdot \ldots \cdot L^\prime_{I_{j_k}} \) are the same as that on the loops \( \bar{L}_1, \bar{L}_2, \ldots, \bar{L}_r \) constructed in Example 2.6. From relations (6) in Example 2.6, we obtain that

\[
\text{conj} \circ (\bar{L}_0 \bar{L}_1 \cdots \bar{L}_{j-1} \bar{L}_{j}(m)) = (\bar{L}_0 \bar{L}_1 \cdots \bar{L}_{j-1} \bar{L}_{j}(m))^{-1},
\]

for \( 0 \leq j \leq k + 1 \) and \( m \in I_j \), where \( \bar{L}_m = L^\prime_{I_m} \cdots L^\prime_{I_i} \cdot L^\prime_{I_0} \) for \( 0 \leq n \leq k \) and \( \bar{L}_{j}(m) = l''_{m} \cdot l'_{i_1} \cdots l'_{i-1+1} \cdot L^\prime_{I_{j-1}} \cdots L^\prime_{I_i} \cdot L^\prime_{I_0} \);

\[
\text{conj} \circ (\bar{L}_1 \cdots \bar{L}_{j-1} \bar{L}_{j}(m)) = (\bar{L}_1 \cdots \bar{L}_{j-1} \bar{L}_{j}(m))^{-1},
\]

for \( 1 \leq j \leq k + 1 \) and \( m \in I_j \), where \( \bar{L}_m = L^\prime_{I_m} \cdots L^\prime_{I_i} \) for \( 1 \leq n \leq k \) and \( \bar{L}_{j}(m) = l''_{m} \cdot l'_{i_1} \cdots l'_{i-1+1} \cdot L^\prime_{I_{j-1}} \cdots L^\prime_{I_i} \).

We denote by \( C(\sigma) = S_d \) the cycle type of \( \sigma \in S_d \). Let \( d \geq 1 \) and \( g \geq 0 \) be two integers, and let \( \lambda, \mu \) be two partitions of \( d \).
Definition 2.9. A real factorization of type \( (g, \lambda, \mu; \mathcal{S}(s)) \) is a tuple \( (\gamma, \sigma_1, \tau_1, \ldots, \tau_r, \sigma_2) \) of elements of the symmetric group \( \mathcal{S}_d \) satisfying:

- \( \sigma_2 \circ \tau_r \circ \cdots \circ \tau_1 \circ \sigma_1 = \text{id} \);
- \( r = l(\lambda) + l(\mu) + 2g - 2 \);
- \( \mathcal{C}(\sigma_1) = \lambda, \mathcal{C}(\sigma_2) = \mu, \mathcal{C}(\tau_i) = (2, 1, \ldots, 1), i = 1, \ldots, r \);
- the subgroup generated by \( \sigma_1, \sigma_2, \tau_1, \ldots, \tau_r \) acts transitively on the set \( \{1, \ldots, d\} \);
- \( \gamma \) is an involution (i.e. \( \gamma^2 = \text{id} \)) satisfying:

\[
\gamma \circ \sigma_1 \circ \gamma = \sigma_1^{-1}
\]

and,

\[
\gamma_i \circ (\tau_1 \circ \cdots \circ \tau_i \circ \sigma_1) \circ \gamma_i = (\tau_1 \circ \cdots \circ \tau_i \circ \sigma_1)^{-1}, \text{ for } i = 1, \ldots, r,
\]

where \( \gamma_1 = \begin{cases} 
\gamma, & \text{if } s_1 = 1; \\
\gamma \circ \sigma_1, & \text{if } s_1 = -1,
\end{cases} \quad \gamma_{j+1} = \begin{cases} 
\gamma_j, & \text{if } s_{j+1} = s_j; \\
\gamma_j \circ \tau_j \circ \cdots \circ \tau_i \circ \sigma_1, & \text{if } s_{j+1} \neq s_j.
\end{cases}
\]

We denote by \( \mathcal{F}^\mathbb{R}(g, \lambda, \mu; \mathcal{S}(s)) \) the set of all real factorizations of type \( (g, \lambda, \mu; \mathcal{S}(s)) \).

Lemma 2.10. Let \( g \geq 0, d \geq 1 \) be two integers, and let \( \lambda, \mu \) be two partitions of \( d \). Suppose that \( \mathcal{S}(s) = \{s_1, s_2, \ldots, s_r\} \) is any sequence of signs with \( s \) positive entries. Then

\[
H^\mathbb{R}_g(\lambda, \mu; s) = |\mathcal{F}^\mathbb{R}(g, \lambda, \mu; \mathcal{S}(s))|.
\]

Proof. The proof of this Lemma is almost the same as the proof of [18, Lemma 2.3]. When the sequence \( \mathcal{S}(s) \) is a simple sequence, the proof of the statement is sketched in [6, Lemma A.2]. The idea is to find a bijection between the set of real factorizations of type \( (g, \lambda, \mu; \mathcal{S}(s)) \) modulo the action of \( \mathcal{S}_d \) and the set of real covers modulo real isomorphisms. We only explain why Construction 2.8 induces real factorizations of type \( (g, \lambda, \mu; \mathcal{S}(s)) \) here, and recommend the readers to [18, Lemma 2.3] for the rest of the proof.

Let \( l'_0, l'_1, \ldots, l'_r \) be the \( r + 1 \) loops with base point \( x_0 \) constructed in Construction 2.8. Let \( \pi : C \to \mathbb{C}P^1 \) be a real Hurwitz cover of type \( (g, \lambda, \mu, p) \). We suppose that \( \pi^{-1}(x_0) = \{q_1, q_2, \ldots, q_d\} \). Denote by \( \sigma_1, \tau_1, \ldots, \tau_r \) the monodromy actions of the loops \( l'_0, l'_1, \ldots, l'_r \) on \( \{q_1, q_2, \ldots, q_d\} \), respectively. The action of the complex conjugation on \( \{q_1, q_2, \ldots, q_d\} \) is described by \( \gamma \). The combinatorial relations in equation (7) and equation (8) imply the relation (9). In fact, if \( s_1 = -1 \), the equation (7) implies that

\[
\gamma \circ [\sigma_1 \circ (\tau_1 \circ \cdots \circ \tau_i \circ \sigma_1) \circ \cdots \circ (\tau_1 \circ \cdots \circ \tau_i \circ \sigma_1)] = [\sigma_1 \circ (\tau_1 \circ \cdots \circ \tau_i \circ \sigma_1) \circ \cdots \circ (\tau_1 \circ \cdots \circ \tau_i \circ \sigma_1)]^{-1}.
\]

Hence we have \( \gamma_i \circ (\tau_1 \circ \cdots \circ \tau_i \circ \sigma_1) \circ \gamma_i = (\tau_1 \circ \cdots \circ \tau_i \circ \sigma_1)^{-1} \), where \( \gamma_i \) is determined by relation (9). If \( s_1 = +1 \), the equation (8) implies the relation (9). \( \square \)

2.3. Tropical real double Hurwitz numbers. Let us recall some notations about tropical cover first. The readers may refer to [3, 18, 33, 37] for more details.

Unless otherwise specified, we only consider connected graph \( \Gamma \) without 2-valent vertices in this paper. By \( \Gamma^0 \) we denote the subgraph obtained by removing the 1-valent vertices of \( \Gamma \). The genus \( g \) of \( \Gamma \) is the first Betti number \( b_1(\Gamma) \) of the graph \( \Gamma \). A tropical curve \( C \) is a metric graph such that the length of an edge is infinite, and the length \( l(e) \in \mathbb{R} \) of an inner edge \( e \) is finite. An isometric homeomorphism \( \Phi : C_1 \to C_2 \) of two tropical curves \( C_1, C_2 \) is called an isomorphism if \( C_1 \to C_2 \) of the two tropical curves. We consider the tropical projective line \( T \mathbb{P}^1 \) as \( \mathbb{R} \cup \{\pm \infty\} \) in the following.

Definition 2.11. A tropical cover \( \varphi : C \to T \mathbb{P}^1 \) is a continuous map satisfying:

- Inner vertices condition: \( \varphi(p) \in \mathbb{R} \), for any inner vertex \( p \) of \( C \). We denote by \( \mathcal{P} \) the set of images of inner vertices of \( C \), and call \( \mathcal{P} \) the inner vertices of \( T \mathbb{P}^1 \);
- Leaves condition: the set of leaves of \( C \) is mapped onto \( \{\pm \infty\} \) by \( \varphi \);
• piecewise linearity: for any edge $e$ of $C$, if we consider $e$ as an interval $[0, \ell(e)]$, there is a positive integer $\omega(e)$ such that
\[
\varphi(t) = \pm \omega(e)t + \varphi(0), \forall t \in [0, \ell(e)].
\]
The integer $\omega(e)$ is called the weight of $e$.

• Balancing condition: For any vertex $v \in C$, we choose an edge $e' \subset T\mathbb{P}^1$ adjacent to $\varphi(v)$. Then the integer
\[
\deg(\varphi, v) := \sum_{e \text{ edge of } C, v \in e, e' \subset \varphi(e)} \omega(e)
\]
does not depend on the choice of $e'$.

**Definition 2.12.** Let $\varphi : C \to T\mathbb{P}^1$ be a tropical cover. For any edge $e'$ of $T\mathbb{P}^1$, the balancing condition implies that the sum
\[
\deg(\varphi) := \sum_{e \text{ edge of } C, e' \subset \varphi(e)} \omega(e)
\]
is independent of $e'$, and it is called the degree of $\varphi$.

**Remark 2.13.** For a real tropical cover $\varphi : C \to T\mathbb{P}^1$, we obtain a graph with the same combinatorial properties by forgetting the lengths of edges of the tropical curve $C$. Such a graph is called a monodromy graph. In the following, we do not distinguish these two notations.

For a tropical cover $\varphi : C \to T\mathbb{P}^1$, a symmetric cycle of $\varphi$ is a pair of edges with the same weight and adjacent to the same two vertices. A symmetric fork of $\varphi$ is a pair of ends with the same weight and adjacent to a same inner vertex. We denote by $CF(\varphi)$ the set of symmetric circles and symmetric forks of $\varphi : C \to T\mathbb{P}^1$. Let $C(\varphi)$ denote the set of symmetric circles of $\varphi : C \to T\mathbb{P}^1$.

Let $d \geq 1$ and $g \geq 0$ be two integers. Let $\lambda$ and $\mu$ be two partitions of $d$. Suppose $r = l(\lambda) + l(\mu) + 2g - 2 > 0$. Fix $r$ points $x = \{x_1, \ldots, x_r\} \subset \mathbb{R}$ satisfying $x_1 < \ldots < x_r$.

**Definition 2.14.** A real tropical cover $(\varphi, \rho)$ of type $(g, \lambda, \mu, x)$ is a tropical cover $\varphi : C \to T\mathbb{P}^1$ of degree $d$ together with a choice of subset $I_\rho \subset CF(\varphi)$ such that

- $C$ is a tropical curve of genus $g$;
- $\lambda$ (resp. $\mu$) is the tuple of weights of the ends adjacent to all the leaves which are mapped to $-\infty$ (resp. $+\infty$) by $\varphi$;
- $x$ is the set of images of the inner vertices of $C$;
- there is a choice of a colour red or blue for every component of the subgraph of edges of even weights in $C \setminus I_\rho$.

A choice of subset $I_\rho \subset CF(\varphi)$ and a choice of a colour red or blue for every component of the subgraph of edges of even weights in $C \setminus I_\rho$ are called a colouring $\rho$ of $\varphi : C \to T\mathbb{P}^1$. We denote by $E(I_\rho)$ the set of inner edges of even weights in $C \setminus I_\rho$. An isomorphism of two real tropical covers $(\varphi_1 : C_1 \to T\mathbb{P}^1; \rho_1)$ and $(\varphi_2 : C_2 \to T\mathbb{P}^1; \rho_2)$ is an isomorphism $\Phi : C_1 \to C_2$ of tropical curves respecting the covering maps and the colourings. The real multiplicity of a real tropical cover $(\varphi, \rho)$ is
\[
\text{mult}^R(\varphi, \rho) := 2^{\#E(I_\rho) - \#CF(\varphi)} \prod_{c \in I_\rho \cap C(\varphi)} \omega(c),
\]
where \( \omega(c) \) is the weight of one edge of the symmetric cycle \( c \).

**Remark 2.15.** The multiplicity \( \text{mult}^\mathbb{R}(\varphi, \rho) \) in equation (10) is the same as that in [33, Definition 5.1] and [18, Definition 3.6]. It is different from the multiplicity used in [37, Definition 3.3]. Since the subset \( I_\rho \) in [37, Definition 3.3] is only allowed to contain symmetric cycles and odd symmetric forks, the multiplicity in [37, Definition 3.3] is compensated with a factor. If there is no even symmetric fork in the tropical cover \( \varphi: C \to \mathbb{P}^1 \), the multiplicity \( \text{mult}^\mathbb{R}(\varphi, \rho) \) in [33, Definition 5.1] and [18, Definition 3.6] coincides with that in [37, Definition 3.3].

For a real tropical cover \( (\varphi, \rho) \) of type \((g, \lambda, \mu, x)\), a inner vertex \( x_i \in x \) is called a positive or negative point if it is the image of a 3-valent vertex of \( C \) depicted in Figure 4(1) or Figure 4(2), respectively, up to reflection along a vertical line.

![Signed vertices](image)

**Figure 4.** Signed vertices: even edges are drawn in colours, odd edges in black. Dotted edges are the symmetric cycles or forks contained in \( I_\rho \).

Let \( x^+ \) and \( x^- \) denote the collection of positive and negative points respectively. It is easy to see that a colouring \( \rho(\varphi) \) of \( \varphi: C \to \mathbb{P}^1 \) induces a splitting of \( x \) into positive and negative branch points \( x^+ \sqcup x^- \). Let \( |\lambda| \) denote the sum of parts of \( \lambda \).

**Theorem 2.16 ([33, Corollary 5.9]).** Let \( \lambda \) and \( \mu \) be two partitions with \( |\lambda| = |\mu| \), and let \( g \geq 0 \) be an integer. Suppose that the set \( x = \{x_1, \ldots, x_r\} \subset \mathbb{R} \), where \( r = l(\lambda) + l(\mu) + 2g + 2 \geq 0 \), has a splitting \( x = x^+ \sqcup x^- \) such that \( |x^+| = s \). Then
\[
H^\mathbb{R}_g(\lambda, \mu; s) = \sum_{[(\varphi, \rho)]} d! \cdot \text{mult}^\mathbb{R}(\varphi, \rho),
\]
where we sum over all isomorphism classes \([(\varphi, \rho)]\) of real tropical covers of type \((g, \lambda, \mu, x)\) whose positive and negative branch points reproduce the splitting \( x^+, x^- \).

2.4. Another proof of Markwig-Rau’s correspondence theorem. In this subsection, we illustrate real tropical covers \( (\varphi, \rho) \) via factorizations in the symmetric group, which generalizes the constructions in [18, Section 3]. By using our generalization, we give another proof of [33, Corollary 5.9].

From Lemma 2.10, the real double Hurwitz number \( H^\mathbb{R}_g(\lambda, \mu; s) \) is determined by the number of real factorizations of type \((g, \lambda, \mu, \Sigma(s))\) for any sequence \( \Sigma(s) = \{s_1, s_2, \ldots, s_r\} \) of signs with \( s \) positive entries. The combinatorial properties of the real factorizations of type \((g, \lambda, \mu, \Sigma(s))\) are determined by equation (9). The effect of the conjugation with \( \gamma \) is concluded in [18, Lemma 3.12]. For the convenience of the readers, we recall [18, Lemma 3.12] in the following.
Lemma 2.17 ([18, Lemma 3.12]). Let $\gamma, \sigma \in S_8$ satisfy $\gamma \circ \sigma \circ \gamma = \sigma^{-1}$ and $\gamma^2 = \text{id}$. Suppose that $\sigma = c_k \circ c_{k-1} \circ \cdots \circ c_1$ is the disjoint cycle decomposition of $\sigma$. Then the conjugation with $\gamma$ can

- either exchange two cycles of the same length, that is,
  $$\gamma \circ c_i \circ \gamma = c_i^{-1}$$
  and $\gamma \circ c_j \circ \gamma = c_j^{-1}$ for some $i \neq j$;
- or invert a cycle $c_i$, that is $\gamma \circ c_i \circ \gamma = c_i^{-1}$. Moreover,
  - if $c_i$ is of odd length, there is exactly one element in the cycle $c_i$ fixed by the conjugation with $\gamma$;
  - if $c_i$ is of even length, then either there are two elements which are of distance $\frac{\ell(c_i)}{2}$ fixed by the conjugation with $\gamma$, or there is no fixed point of the conjugation but a pair of subsequences consisting of $\frac{\ell(c_i)}{2}$ consecutive elements in $c_i$ exchanged by the conjugation.

We give two examples to explain the effect of the conjugation.

Example 2.18. Let $c_1 = (abcde)$, $c_2 = (abcdef)$, $c_3 = (bgcdhe)$ be three cycles in $S_8$. $\gamma = (be) \cdot (cd) \cdot (gh)$ is an involution in $S_8$ satisfying $\gamma \circ c_i \circ \gamma = c_i^{-1}$, $i = 1, 2, 3$. We use circle diagrams in Figure 5 to describe cycles in $S_8$. The action of $\gamma$ on cycles $c_1, c_2, c_3$ is described by Lemma 2.17. The cycle $c_1$ in Figure 5 is of odd length, so it has one fixed point of $\gamma$, that is $a$. Cycles $c_2$ and $c_3$ in Figure 5 are of even lengths. The cycle $c_2$ has two fixed points, that are $a$ and $f$, while the cycle $c_3$ has no fixed point.

![Figure 5. Effect of conjugation with $\gamma$.](image)

Example 2.19. Let $c_1, c_2, c_3, \gamma \in S_8$ be the same as Example 2.18. It is easy to see that $\gamma_i := \gamma \circ c_i, i = 1, 2, 3$, is an involution, and $\gamma_i \circ c_i \circ \gamma_i = c_i^{-1}$. Note that $\gamma_1 = (ac) \cdot (bd) \cdot (gh)$, $\gamma_2 = (ae) \cdot (bd) \cdot (cf)$, $\gamma_3 = (bh) \cdot (dg)$. The effect of conjugation with $\gamma_i$ on $c_i$ is described by Figure 6.

In the following lemma, we summarize the relations between the action of conjugation with $\gamma$ and the action of conjugation with $\gamma_i$ described in Example 2.19.

Lemma 2.20. Let $\gamma, \sigma$ be two cycles in $S_8$ satisfying $\gamma^2 = \text{id}$ and $\gamma \circ \sigma \circ \gamma = \sigma^{-1}$. Suppose that $\sigma = c_k \circ c_{k-1} \circ \cdots \circ c_1$ is the disjoint cycle decomposition of $\sigma$. Then

- cycles exchanged by the conjugation with $\gamma$ are also exchanged by the conjugation with $\gamma \circ \sigma$;
- any cycle $c_i$ which is inverted by the conjugation with $\gamma$ is also inverted by the conjugation with $\gamma \circ \sigma$. 

Proof. Since $\gamma \circ \sigma \circ \gamma = \sigma^{-1}$ and $\gamma^2 = \text{id}$, it is easy to check that $(\gamma \circ \sigma) \circ \sigma \circ (\gamma \circ \sigma) = \sigma^{-1}$ and $(\gamma \circ \sigma)^2 = \text{id}$. If $\gamma \circ c_i \circ \gamma = c_j^{-1}$ and $\gamma \circ c_j \circ \gamma = c_i^{-1}$, one obtains that $(\gamma \circ \sigma) \circ c_i \circ (\gamma \circ \sigma) = c_j^{-1}$ and $(\gamma \circ \sigma) \circ c_j \circ (\gamma \circ \sigma) = c_i^{-1}$. Therefore, cycles exchanged by the conjugation with $\gamma$ are also exchanged by the conjugation with $\gamma \circ \sigma$. Suppose that $c_i = (a_1, a_2, \ldots, a_k)$, then $\gamma \circ c_i \circ \gamma = (\gamma(a_1), \gamma(a_2), \ldots, \gamma(a_k))$ and $(\gamma \circ \sigma) \circ c_i \circ (\gamma \circ \sigma) = (\gamma \circ \sigma(a_1), \gamma \circ \sigma(a_2), \ldots, \gamma \circ \sigma(a_k))$. We consider the case that $c_i$ is a cycle of odd length first. Without loss of generality, we suppose that $a_1$ is the fixed point of $\gamma$ in $c_i$. Under the conjugation with $\gamma \circ \sigma$, $a_1$ is mapped to $\gamma \circ \sigma(a_1) = \gamma(a_2) = a_k$, so the fixed point of $\gamma \circ \sigma$ in $c_i$ is $a_1 + \frac{1}{2}$. Now we consider the case that $c_i$ is of even length. Suppose that $a_1$ and $a_1 + \frac{1}{2}$ are two fixed points of $\gamma$ in $c_i$. Under the conjugation with $\gamma \circ \sigma$, $a_1$ and $a_1 + \frac{1}{2}$ are mapped to $\gamma \circ \sigma(a_1) = \gamma(a_2) = a_k$ and $\gamma \circ \sigma(a_1 + \frac{1}{2}) = \gamma(a_2 + \frac{1}{2}) = a_k - 1$, so there is no fixed point of $\gamma \circ \sigma$ in $c_i$. If there is no fixed point of $\gamma$ in $c_i$, we suppose that $\gamma(a_1) = a_k$. Under the conjugation with $\gamma \circ \sigma$, $a_k$ and $a_k + \frac{1}{2}$ are mapped to themselves: $\gamma \circ \sigma(a_k) = \gamma(a_1) = a_k$ and $\gamma \circ \sigma(a_k + \frac{1}{2}) = \gamma(a_1 + \frac{1}{2}) = a_k$. \qed

In [18, Construction 3.13], a tropical cover was constructed for a real factorization of type $(g, \lambda, \mu; \mathcal{S}(r))$. In the following, we construct a tropical cover for any real factorization of type $(g, \lambda, \mu; \mathcal{S}(s))$, where $0 \leq s \leq r$.

**Construction 2.21.** Let $\mathcal{S}(s) = \{s_1, s_2, \ldots, s_r\}$ be any sequence of signs with $s$ positive entries, where $r = l(\lambda) + l(\mu) + 2g - 2$. Suppose that $(\gamma, \sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)$ is a real factorization of type $(g, \lambda, \mu; \mathcal{S}(s))$. We first draw $l(\sigma_1)$ left ends and take the cycle lengths of $\sigma_1$ as the weights of the left ends. Two ends corresponding to two cycles which are exchanged by $\gamma$ are coloured in dotted. An end corresponding to an even cycle with two fixed points is coloured in red, and ends corresponding to even cycles with no fixed point are coloured in
blue. Since the composition $\tau_1 \circ \sigma_1$ of $\tau_1$ and $\sigma_1$ either cuts a cycle of $\sigma_1$ into two cycles or joins two cycles of $\sigma_1$, we either draw a 3-valent vertex with one incoming edge and two outgoing edges or draw a 3-valent vertex with two incoming edges and one outgoing edge. Then we mark the new edges with the lengths of the new cycles of $\tau_1 \circ \sigma_1$. The effects of the signs $S(|s|)$ and involution $\gamma$ are shown by the colours of the edges:

- if the conjugation with $\gamma_1$ exchanges two cycles of $\tau_1 \circ \sigma_1$, we draw the corresponding two edges in dotted;
- in the case that the conjugation with $\gamma_1$ inverts a cycle of $\tau_1 \circ \sigma_1$, we use colours to distinguish the action of $\gamma_1$ on even cycles:
  - if $\gamma_1 = \gamma$, we colour even edges according to the rule of $\gamma$, that is, we draw an edge corresponding to an even cycle with two fixed points of $\gamma_1$ in red, and draw an edge corresponding to an even cycle with no fixed point in blue;
  - if $\gamma_1 \neq \gamma$, we colour even edges according to the rule different from that of $\gamma$, that is, we draw an edge corresponding to an even cycle with no fixed point of $\gamma_1$ in red, and draw the edge corresponding to an even cycle with two fixed points in blue.
- All other edges are drawn with normal lines.

For the compositions $\tau_1 \circ \tau_{i-1} \circ \cdots \circ \tau_1 \circ \sigma_1$, $i = 2, \ldots, r$, we repeat the above procedure:

- draw new edges according to the cut-join operation of the cycles, and mark new edges with the lengths of new cycles;
- edges corresponding to two cycles of $\tau_1 \circ \tau_{i-1} \circ \cdots \circ \tau_1 \circ \sigma_1$ which are exchanged by $\gamma_i$ are drawn with dotted lines;
- even edges of $\tau_1 \circ \tau_{i-1} \circ \cdots \circ \tau_1 \circ \sigma_1$ are coloured according to the same rule of $\gamma_{i-1}$, if $\gamma_i = \gamma_{i-1}$. Otherwise, we colour even edges of $\tau_1 \circ \tau_{i-1} \circ \cdots \circ \tau_1 \circ \sigma_1$ according to the rule different from that of $\gamma_{i-1}$;
- all other edges are drawn with normal lines.

Construction 2.21 gives us a way to produce a real tropical cover from a real factorization of a particular type.

**Lemma 2.22.** Let $S(|s|)$ be a sequence of signs with $s$ positive entries. For any real factorization of type $(g, \lambda, \mu; S(|s|))$, Construction 2.21 gives a real tropical cover of type $(g, \lambda, \mu, \varphi)$ whose positive and negative branch points produce a splitting $\varphi_{|s|} = \varphi_+ \cup \varphi_-$ in accordance with the sequence of signs $S(|s|)$, i.e. $x_i \in \varphi_+$ if and only if $s_i = +1$, and $x_j \in \varphi_-$ if and only if $s_j = -1$.

**Proof.** Lemma 2.20 guarantees that an even edge is drawn with only one colour in Construction 2.21, even if we use different involutions according to the signs $S(|s|)$ to determine colours. Construction 2.21 produces a coloured graph $C$ from a real factorization of type $(g, \lambda, \mu; S(|s|))$. To see $\varphi : C \to T^{\varphi_1}$ is a real tropical cover of type $(g, \lambda, \mu, \varphi)$ possessing a specified splittings, we choose a subset consisting of all the edges drawn in dotted as the subset $I_\rho$. Note that Lemma 2.20 and the analysis in the proof of [18, Lemma 3.12] imply that all even edges in a connected component of the subgraph $C \setminus I_\rho$ are in the same colour, and the real simple branch point $x_1 \in \varphi_{|s|}$ has the same sign with $s_1 \in S(|s|)$. Therefore, the subset $I_\rho$ and the coloured edges of $C$ form a colouring $\rho$ on $\varphi$ such that $(\varphi, \rho)$ is a real tropical cover possessing the required splitting $\varphi_{|s|} = \varphi_+ \cup \varphi_-$. \hfill $\square$

**Example 2.23.** Let $\sigma_1 = (1)(234)$, $\gamma = (24)$, $\tau_1 = (34)$, $\tau_2 = (13)$, $\sigma_2 = (24)(13)$. Then $(\gamma, \sigma_1, \tau_1, \tau_2, \sigma_2)$ is a real factorization of type $(0, (1,3),(2,2); (+1,-1))$. The corresponding real tropical cover is depicted in Figure 7.
Remark 2.24. Let \((\varphi : C \to TP^1, \rho)\) be the real tropical cover which is obtained from a given real factorization \((\gamma, \sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)\) of type \((g, \lambda, \mu; S(s))\) by Construction 2.21. The procedure of the Construction 2.21 shows that there is a 1-1 correspondence between the transpositions in the real factorization \((\gamma, \sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)\) and the inner vertices of \(C\). Moreover, for any edge in \(C\) which is not in a symmetric cycle or a symmetric fork there is exactly one disjoint cycle in \(\sigma_1\) or in the compositions \(\tau_i \circ \cdots \circ \tau_1 \circ \sigma_1, i = 1, \ldots, r\), corresponds to it. In the following, we will neither distinguish a transposition in \((\gamma, \sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)\) from the corresponding inner vertex in \(C\), nor distinguish an edge which is not in a symmetric cycle or a symmetric fork in \(C\) from the corresponding disjoint cycle in \(\sigma_1\) or in the compositions \(\tau_i \circ \cdots \circ \tau_1 \circ \sigma_1, i = 1, \ldots, r\).

Let \(\sigma, \gamma \in S_d\) satisfy \(\gamma^2 = \text{id}\) and \(\gamma \circ \sigma \circ \gamma = \sigma^{-1}\). Once a transposition \(\tau\) is composit with \(\sigma\), it either joins two cycles of \(\sigma\) or cuts a cycle of \(\sigma\) into two. When the effect of the involution \(\gamma\) is considered, the number of transpositions satisfying \(\gamma \circ (\tau \circ \sigma) \circ \gamma = (\tau \circ \sigma)^{-1}\) was analysed in [18, Lemma 3.15]. In the following, we consider the effect of modified involution \(\gamma \circ \sigma\) on the number of transpositions, that is to count the number of transpositions satisfying \((\gamma \circ \sigma) \circ (\tau \circ \sigma) \circ (\gamma \circ \sigma) = (\tau \circ \sigma)^{-1}\).

Lemma 2.25. Let \(\sigma, \gamma \in S_d\) satisfy \(\gamma^2 = \text{id}\) and \(\gamma \circ \sigma \circ \gamma = \sigma^{-1}\). The number of transpositions \(\tau\) satisfying \((\gamma \circ \sigma) \circ (\tau \circ \sigma) \circ (\gamma \circ \sigma) = (\tau \circ \sigma)^{-1}\) is characterized according to the cycle types they produced from given cycle types in the following:
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Figure 8. The cut and join multiplicities: the numbers in brackets are used if the two edges are in a symmetric cycle or a symmetric fork.)
Proof. Note that $\gamma_1 := \gamma \circ \sigma$ is an involution and $\gamma_1 \circ \sigma \circ \gamma_1 = \sigma^{-1}$. Therefore, the number of transpositions satisfying $\gamma_1 \circ (\tau \circ \sigma) \circ \gamma_1 = (\tau \circ \sigma)^{-1}$ is the same as the number of transpositions satisfying $\gamma \circ (\tau \circ \sigma) \circ \gamma = (\tau \circ \sigma)^{-1}$, if they produce same cycle types from given cycle types. The case that transpositions satisfy $\gamma \circ (\tau \circ \sigma) \circ \gamma = (\tau \circ \sigma)^{-1}$ is given in [18, Lemma 3.15]. Lemma 2.20 and Construction 2.21 imply that the number of transpositions satisfying $\gamma \circ (\tau \circ \sigma) \circ \gamma = (\tau \circ \sigma)^{-1}$ depends only on the cycle types they produced from given cycle types, not dependent on the signs of the vertices corresponding to the transpositions, so we complete our proof.

Definition 2.26. Let $\sigma, \gamma \in S_d$ satisfy $\gamma^2 = \text{id}$ and $\gamma \circ \sigma \circ \gamma = \sigma^{-1}$. Let $\tau$ be a transposition satisfying $\gamma \circ (\tau \circ \sigma) \circ \gamma = (\tau \circ \sigma)^{-1}$ or $(\gamma \circ \sigma) \circ (\gamma \circ \sigma) = (\tau \circ \sigma)^{-1}$. The entries in $\tau$ are called the admissible integers in $\sigma$ and $\tau \circ \sigma$.

Remark 2.27. Let $\sigma, \gamma \in S_d$ satisfy $\gamma^2 = \text{id}$ and $\gamma \circ \sigma \circ \gamma = \sigma^{-1}$. If the cycle type of $\tau \circ \sigma$ and the colouring on $\tau \circ \sigma$ are known, all the admissible integers are determined by Lemma 2.25 or [18, Lemma 3.15].

Lemma 2.28. For a real tropical cover $(\varphi, \rho)$ of type $(g, \lambda, \mu, x)$ whose real branch points possess a splitting $x = x^+ \sqcup x^-$ with $|x^+| = s$, there are

$$d! \cdot \text{mult}^R(\varphi, \rho)$$

real factorizations of type $(g, \lambda, \mu; S(s))$ that produce the real tropical cover $(\varphi, \rho)$ according to Construction 2.21, where the signs $S(s)$ are determined by the splitting $x = x^+ \sqcup x^-$, that is, $s_i = +1$ if and only if $x_i \in x^+$, and $s_j = -1$ if and only if $x_j \in x^-$. 

Proof. Lemma 2.20, Construction 2.21, Lemma 2.25 and [18, Lemma 3.15] imply that the proof of this Lemma is the same as that of [18, Lemma 3.16], so we omit it here.

Proof of Theorem 2.16. By Lemma 2.10, $H^R_g(\lambda, \mu; s) = |F^R(g, \lambda, \mu; S(s))|$. Construction 2.21 and Lemma 2.28 imply that $|F^R(g, \lambda, \mu; S(s))| = d! \cdot \sum_{[(\varphi, \rho)]} \text{mult}^R(\varphi, \rho)$, where we sum over all isomorphism classes $[(\varphi, \rho)]$ of real tropical covers of type $(g, \lambda, \mu, x)$ whose positive and negative branch points reproduce the splitting $x^+, x^-$. Therefore, we obtain

$$H^R_g(\lambda, \mu; s) = \sum_{[(\varphi, \rho)]} d! \cdot \text{mult}^R(\varphi, \rho).$$

3. Lower bounds of real monotone double Hurwitz numbers

In this section, we first consider the relation between conjugation with an involution and the monotonicity condition of factorizations. According to the types of the sequences of signs that we used to describe real factorizations, we introduce two series of numbers which can be considered as two real versions of monotone double Hurwitz numbers. At last, we show that monotone zigzag numbers and universally monotone zigzag numbers are the lower bounds of these two series of numbers respectively.

3.1. Monotonicity condition and involution. In this subsection, we give some examples to illustrate the effect of conjugation with an involution on the monotonicity condition of factorizations, then we introduce two real versions of monotone double Hurwitz numbers. Now we recall some basic facts about monotone double Hurwitz numbers from [13, 14, 15, 19, 20].

Let $g \geq 0$ and $d \geq 1$ be two integers. Suppose that $\lambda$ and $\mu$ are two partitions of $d$.


Definition 3.1. A factorization of type \((g, \lambda, \mu)\) is a tuple \((\sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)\) of \(S_d\) satisfying the first four conditions in Definition 2.9. Suppose that in the tuple \((\sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)\) \(\tau_i = (a_i, b_i)\) with \(a_i < b_i, i = 1, \ldots, r\). We call the factorization \((\sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)\) a monotone factorization of type \((g, \lambda, \mu)\), if \(b_i \leq b_{i+1}\) for \(i = 1, \ldots, r - 1\).

Let \(\tilde{F}(g, \lambda, \mu)\) denote the set of all monotone factorizations of type \((g, \lambda, \mu)\). Then the number

\[
\tilde{\mathcal{H}}_g^c(\lambda, \mu) = |\tilde{F}(g, \lambda, \mu)|
\]

is called the monotone double Hurwitz number \([13, 14, 15]\).

Remark 3.2. We use the convention in \([13, 14, 15]\) to denote monotone double Hurwitz numbers, since the monotonicity condition depends on a total ordering of the sheets of a branched cover. Note that our convention is different from that in \([19, 20]\). The monotone double Hurwitz number considered in \([19, 20]\) is the number \(\frac{1}{|\mathcal{S}|!}\tilde{\mathcal{H}}_g(\lambda, \mu)\) in our notation.

In the following, we study the effect of involutions on monotone factorizations and consider real analogues of monotone double Hurwitz numbers. The symmetric group approach to real double Hurwitz numbers (Lemma 2.10) suggests us some possible ways to define what a real monotone double Hurwitz number with particular number of positive real branch points is.

Definition 3.3. Let \(\overline{s} = \{s_1, s_2, \ldots, s_r\}\) be a sequence of signs with \(s\) positive entries. Let \((\gamma, \sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)\) be a tuple of type \((g, \lambda, \mu)\) with \(\tau_i = (a_i, b_i)\), where \(a_i < b_i, i = 1, \ldots, r\). The tuple is a real monotone factorization of type \((g, \lambda, \mu; \overline{s})\), if it satisfies all the conditions listed in Definition 2.9 and the monotonicity condition:

\[
b_i \leq b_{i+1}, \quad \forall i \in \{1, 2, \ldots, r - 1\}.
\]

Let \(\overline{F}(g, \lambda, \mu; \overline{s})\) denote the set of all real monotone factorizations of type \((g, \lambda, \mu; \overline{s})\). We consider the numbers defined as follows:

\[
\tilde{\mathcal{H}}_g^b(\lambda, \mu; \overline{s}) := |\overline{F}(g, \lambda, \mu; \overline{s})|.
\]

The number \(\tilde{\mathcal{H}}_g^b(\lambda, \mu; \overline{s})\) is called the real monotone double Hurwitz number with \(s\) positive branch points under the sequence \(\overline{s}\). In particular, when \(\overline{s} = \{s_1, s_2, \ldots, s_r\}\) is a simple sequence of signs with \(s\) positive entries, we use \(\tilde{\mathcal{H}}_g^b(\lambda, \mu; s)\) as the abbreviation of \(\tilde{\mathcal{H}}_g^b(\lambda, \mu; \overline{s})\), and call the number \(\tilde{\mathcal{H}}_g^b(\lambda, \mu; s)\) the real monotone double Hurwitz number with \(s\) positive branch points under simple splitting.

The effect of an involution on monotone factorizations is quite different from that on ordinary factorizations. The number of real monotone factorizations \(|\overline{F}(g, \lambda, \mu; \overline{s})|\) depends on the sequence of signs \(\overline{s}\) (see Example 3.4), while the number of real factorizations \(|\overline{F}(g, \lambda, \mu; \overline{s})|\) depends only on the number \(s\) of positive entries in \(\overline{s}\), and not on the sequence of signs \(\overline{s}\).

Example 3.4. Suppose that \(d = 3, g = 0\) and \(\lambda = \mu = (1^3)\). From \([13, \text{Theorem 1.1}]\), we obtain that \(\tilde{\mathcal{H}}_0((1^3), (1^3)) = 8\). We list the tuples of monotone factorizations of type \((0, (1^3), (1^3))\) in Table 1. The number of real monotone factorizations of type \((0, (1^3), (1^3)); (+1, +1, +1, -1))\) is 6, and these factorizations are listed in Table 2. The number of real monotone factorizations of type \((0, (1^3), (1^3)); (+1, -1, +1, +1))\) is 4. We list these factorizations in Table 3.
Remark 3.5. It follows from Example 3.4 that we have to consider the influence of the sequences of signs $\mathcal{S}(s)$ when we try to find some real analogues of monotone double Hurwitz numbers.

Let $\sigma$ be a permutation of cycle type $\lambda$. Note that the number of monotone factorizations $(\sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)$ of type $(g, \lambda, \mu)$ with a fixed $\sigma_1 = \sigma$ and the number of real factorizations $(\gamma, \sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)$ of type $(g, \lambda, \mu; \mathcal{S}(s))$ with a fixed $\sigma_1 = \sigma$ do not depend on the choice of $\sigma$, and they only depend on the cycle type $\lambda$ of $\sigma$ (c.f. [18, Lemma 3.16], [33, Corollary 5.9], [13, Section 1.5], [7, Lemma 7], [19, Lemma 3.3]). However, the number of real monotone factorizations $(\gamma, \sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)$ of type $(g, \lambda, \mu; \mathcal{S}(s))$ with a fixed $\sigma_1 = \sigma$ does depend on the choice of $\sigma$ (see Example 3.6).

Example 3.6. The number of real factorizations of type $(0, (1^3), (1^3); (+1, +1, +1, +1))$ is 24. There are 8 permutations of type $(1, 3)$. The number of real factorizations $(s, \sigma_1, \tau_1, \tau_2, \sigma_2)$ of type $(0, (1, 3), (2, 2); (+1, +1))$ with a fixed $\sigma$ is 3. When $\sigma_1 = (1)(234)$ or $\sigma_1 = (4)(132)$, the real factorizations $(\gamma, \sigma_1, \tau_1, \tau_2, \sigma_2)$ of type $(0, (1, 3), (2, 2); (+1, +1))$ with a fixed $\sigma_1$ are listed in Table 4 and Table 5, respectively. From the listed tables, we obtain that the number of real monotone factorizations of type $(0, (1, 3), (2, 2); (+1, +1))$ with $\sigma_1 = (1)(234)$ is 1, and the number of real monotone factorizations with $\sigma_1 = (4)(132)$ is 3.

Remarks 3.7. The significant difference between the number of real monotone factorizations with a fixed starting permutation and the numbers of real factorizations or monotone factorizations with a fixed starting permutation shows that it is quite difficult to use tropical covers to investigate the properties of real analogies of monotone double Hurwitz numbers.
Table 5. Real factorizations of type (0, (1, 3), (2, 2); (+1, +1)) with $\sigma_1 = (4)(132)$.

| $\sigma_1$ | $\gamma$ | $\tau_1$ | $\tau_2$ |
|------------|----------|----------|----------|
| (4)(132)   | (13)     | (12)     | (24)     |
| (4)(132)   | (12)     | (23)     | (34)     |
| (4)(132)   | (23)     | (13)     | (14)     |

Based on Remark 3.5, Remark 3.7 and Lemma 2.10, we consider two series of numbers which are defined as follows:

$$\vec{H}_R^g(\lambda, \mu) := \inf_{0 \leq s \leq r} \vec{H}_R^g(\lambda, \mu; s),$$

$$\vec{H}_R^\tau(\lambda, \mu) := \inf_{S(s)} \vec{H}_R^g(\lambda, \mu; S(s)).$$

From [13, Remark 1.2], both $\vec{H}_R^g(\lambda, \mu)$ and $\vec{H}_R^\tau(\lambda, \mu)$ “count” the number of real ramified covers with labelled sheets satisfying certain ramification conditions and monotonicity conditions. We call $\vec{H}_R^g(\lambda, \mu)$ (resp. $\vec{H}_R^\tau(\lambda, \mu)$) the real monotone double Hurwitz numbers relative to simple (resp. arbitrary) splittings. In this paper, we are interested in investigating the asymptotic growth of the real monotone double Hurwitz numbers $\vec{H}_R^g(\lambda, \mu)$ and $\vec{H}_R^\tau(\lambda, \mu)$ when only simple branch points are added as the degree $d$ goes to infinity.

3.2. Monotone zigzag numbers. In this subsection, we characterize a type of tropical covers from zigzag covers introduced in [37]. First, we recall some notations from [37, Section 5].

Suppose that $\lambda = (\lambda_1, \ldots, \lambda_n)$ is a partition. Denote by $\lambda^2 = (\lambda_1, \lambda_1, \lambda_2, \ldots, \lambda_n, \lambda_n)$. Then any partition $\lambda$ can be uniquely decomposed into:

$$(14) \quad \lambda = (\lambda_e, \lambda^2_o,o, \lambda_o),$$

where

- all parts in $\lambda_e$ are even integers;
- all parts in $\lambda^2_o,o$ are odd integers;
- all parts in $\lambda_o$ are odd integers and $\lambda_o$ does not contain repeated entries.

The decomposition (14) is called the tail decomposition of $\lambda$.

Remark 3.8. The tail decomposition of a partition here is slightly different from that in [37, Section 5]. In this paper, we do not need to distinguish the weighted $2e$ tails from the weighted $2o$ tails, so we simplify the notation in tail decomposition.

A string $S$ in a tropical curve $C$ is a connected subgraph such that $S \cap C^o$ is a closed submanifold of $C^o$. We denote by $\text{Sym}(C)$ the set of symmetric circles and symmetric odd forks of $C$.

Definition 3.9 ([37, Definition 4.4]). A zigzag cover is a tropical cover $\varphi : C \rightarrow T\mathbb{P}^1$ if there is a subset $S \subset C \setminus \text{Sym}(\varphi)$ satisfying

- $S$ is either a string of odd edges or consists of a single inner vertex;
- the connected components of $C \setminus S$ are of the type depicted in Figure 9. In Figure 9, all the cycles and forks are symmetric and of odd weight.

In the following, we collect some useful properties of zigzag covers from [37].

Proposition 3.10 ([37, Proposition 5.2]). Let $\lambda, \mu$ be two partitions of $d$. If $l(\lambda_o, \mu_o) \leq 2$ and $l(\lambda_o, \mu_o, \lambda_o) \geq 1$, there exist zigzag covers of type $(g, \lambda, \mu, S)$. 

Figure 9. Tails for zigzag covers. It does not matter whether \( S \) turns or not here. The number of cycles in the first two types can be arbitrary.

**Proposition 3.11** ([37, Proposition 4.8]). Let \( \varphi : C \to TP^1 \) be a zigzag cover simply branched at \( x \). Choose an arbitrary splitting \( x = x^+ \sqcup x^- \) into positive and negative branch points. Then there exists a unique colouring \( \rho \) of \( \varphi \) such that the real tropical cover \( (\varphi, \rho) \) has positive and negative branch points as required.

Let \( \varphi : C \to TP^1 \) be a zigzag cover such that there is a string \( S \) of odd edges contained in \( C \). Before introducing the definition of monotone zigzag covers, we give some useful notations. An incoming tail depicted in Figure 9 is called an *in-tail*, and an outgoing tail depicted in Figure 9 is called an *out-tail*. For a tail \( t \) attached to the string \( S \), the weight of the edge in \( t \) adjacent to the string \( S \) is called the *weight* of the tail \( t \). A vertex in \( S \) at which \( S \) bends is called a *bent vertex*. The vertices in \( S \) other than bent vertices are called *unbent vertices*. Let \( S_1, \ldots, S_n \) be pieces of \( S \) obtained by cutting \( S \) at the bent vertices. Assume that the pieces are arranged as follows: the two ends of the string \( S \) are in \( S_1 \) and \( S_n \), and \( S_i \) intersects with \( S_{i+1} \) at a bent vertex for \( i = 1, \ldots, n - 1 \). If the piece \( S_1 \) contains an in-end of the string \( S \), we call the pieces \( S_1, S_3, S_5, \ldots \) the *in-pieces*, and call the remaining pieces \( S_2, S_4, \ldots \) the *out-pieces*. If the piece \( S_1 \) contains an out-end of the string \( S \), we call the pieces \( S_1, S_3, S_5, \ldots \) the *out-pieces*, and call the remaining pieces \( S_2, S_4, \ldots \) the *in-pieces*. The tails attached to bent (resp. unbent) vertices are called *bent tails* (resp. *unbent tails*). We call an in-piece and all tails attached to it an *in-component*, and call an out-piece and the unbent tails attached to it an *out-component*. All the bent vertices are considered as inner vertices in the corresponding in-components.

**Definition 3.12.** A zigzag cover \( \varphi : C \to TP^1 \) is called *monotone* if there is a string \( S \subset C \) such that the map \( \varphi \) satisfies the following conditions:

1. All the unbent tails attached to in-pieces are out-tails, and all the unbent tails attached to out-pieces are in-tails. Moreover, no unbent tail contains symmetric cycles, and no unbent out-tail contains symmetric forks.
2. Any bent tail with symmetric cycle or symmetric fork is of weight 2.
3. For any tail \( t \), let \( a_t \) (resp. \( b_t \)) be the smallest (resp. largest) point of the images of the inner vertices in \( t \) under the map \( \varphi \), then \([a_t, b_t] \cap [a_{t'}, b_{t'}] = \emptyset\) for any two different tails \( t, t' \). For any component \( C_i \), let \( f_i \) (resp. \( g_i \)) be the smallest (resp. largest) point of the images of the vertices in \( C_i \) under \( \varphi \), then \([f_i, g_i] \cap [f_j, g_j] = \emptyset\) for any two different components \( C_i, C_j \).

**Remark 3.13.** The third condition of Definition 3.12 implies that the images of the inner vertices of a component under \( \varphi \) form a consecutive sequence of points.
Example 3.14. We give a monotone zigzag cover $\varphi : C \to T\mathbb{P}^1$ of certain type in Figure 10. There is only one inner vertex in the out-components. More exactly, only the out-component containing $S_2$ has an inner vertex.

Let $\varphi : C \to T\mathbb{P}^1$ be a monotone zigzag cover of type $(g, \lambda, \mu, \rho)$. Suppose that $\mathcal{z}^+ \cup \mathcal{z}^-$ is a splitting of $\mathcal{z}$ into positive and negative branch points with $|\mathcal{z}^+| = s$, where $s \in \{0, \ldots, r\}$. Denote by $\rho$ the unique colouring of the monotone zigzag cover $\varphi$ determined by the splitting $\mathcal{z} = \mathcal{z}^+ \cup \mathcal{z}^-$ according to Proposition 3.11. The colouring $\rho$ and the monotone zigzag cover $\varphi$ form a real tropical cover with $s$ real positive branch points. It follows from Lemma 2.28 that there are $d! \cdot \text{mult}^\mathcal{R}(\varphi, \rho)$ real factorizations of type $(g, \lambda, \mu; \mathcal{S}(s))$ producing $(\varphi, \rho)$, where $\mathcal{S}(s)$ is a sequence of signs corresponding to the splitting $\mathcal{z} = \mathcal{z}^+ \cup \mathcal{z}^-$. The following Lemma gives a sufficient condition to find a real monotone factorization in the $d! \cdot \text{mult}^\mathcal{R}(\varphi, \rho)$ real factorizations producing $(\varphi, \rho)$.

Lemma 3.15. Let $\varphi : C \to T\mathbb{P}^1$ be a monotone zigzag cover of type $(g, \lambda, \mu, \rho)$, and let $\rho$ be the unique colouring of $\varphi$ determined by a splitting $\mathcal{z} = \mathcal{z}^+ \cup \mathcal{z}^-$ of the branch points. Let $(\gamma, \sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)$ be a real factorization associated to $(\varphi, \rho)$ according to Construction 2.21, where $\tau_i = (a_i, b_i)$ with $a_i < b_i$ for any $i \in \{1, \ldots, r\}$. Assume that the real factorization $(\gamma, \sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)$ satisfies the following condition:

(*) For any $i \in \{2, \ldots, r\}$, if $\{a_i, b_i\} \subset \{a_1, b_1, \ldots, a_{i-1}, b_{i-1}\}$ and $b_i \in \{a_j, b_j\}$ for some $j < i$, we have $b_j = \cdots = b_i$.

Then there is at least one real monotone factorization in the coordinate-wise conjugation class of $(\gamma, \sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)$.

Proof. Let $(\gamma, \sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)$ be a real factorization satisfying the condition (*). Let $\sigma_1 = c_0(\sigma_1) \circ \cdots \circ c_1$ be the disjoint cycle decomposition of $\sigma_1$. From the transpositions in the real factorization $(\gamma, \sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)$, we obtain a sequence of integers $b_1, \ldots, b_r$ such that if $b_i \neq b_{i-1}$, $b_i \notin \{a_1, b_1, \ldots, a_{i-1}, b_{i-1}\}$. Up to coordinate-wise conjugation, we obtain a real factorization $(\tilde{\gamma}, \tilde{\sigma}_1, \tilde{\tau}_1, \ldots, \tilde{\tau}_r, \tilde{\sigma}_2)$ of the same type with $\tilde{\tau}_i = (\tilde{a}_i, \tilde{b}_i)$, where $\tilde{a}_i < \tilde{b}_i$ and $\tilde{b}_1 \leq \tilde{b}_2 \leq \cdots \leq \tilde{b}_r$. The coordinate-wise conjugation is taken as follows. Suppose that the sequence $b_1, b_2, \ldots, b_r$ contains $k$ distinct integers:

$$b_1 = \cdots = b_{i_1} \neq b_{i_1+1} = \cdots = b_{i_2} \neq \cdots \neq b_{i_{k-1}+1} = \cdots = b_{i_k},$$

where $i_1 < i_2 < \ldots < i_k = r$. Note that condition (*) implies that $k < d$. We rearrange the $k$ integers $b_{i_1}, \ldots, b_{i_k}$ in an ascending order, that is $b_{i_1}^{(1)} < \cdots < b_{i_k}^{(k)}$. First, the factorization
$(\gamma, \sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)$ is conjugated by $(b_{i_k}, b_{i_k}^{(k)})$. It is easy to see that $a_j < b_{i_k}^{(k)}$ for any $j \in \{i_{k-1} + 1, \ldots, i_k\}$. Next, let the new factorization be conjugated by $(b_{i_{k-1}}, b_{i_{k-1}}^{(k-1)})$. If $a_j < b_{i_{k-1}}^{(k-1)}$ for any $j \in \{i_{k-2} + 1, \ldots, i_{k-1}\}$, we move to the next step that is to make the achieved factorization be conjugated by $(b_{i_{k-2}}, b_{i_{k-2}}^{(k-2)})$. Otherwise, we make the achieved factorization be conjugated by $(a_{i_{k-1}}^{*}, b_{i_{k-1}}^{(k-1)})$, where $a_{i_{k-1}}^{*} = \max\{a_{i_{k-2}+1}, \ldots, a_{i_{k-1}}\}$. From condition (\ast), one obtains that $a_{i_{k-1}}^{*} < b_{i_k}^{(k)}$. By repeating the above procedure, we finally obtain a real monotone factorization of the same type. \hfill \Box

**Lemma 3.16.** Assume that $\varphi : C \to T^\mathbb{P}_1$ is a monotone zigzag cover simply branched at $x$. Let $\rho_s$ be the unique colouring of $\varphi$ determined by the simple splitting $\varphi = \varphi^+ \sqcup \varphi^-$ with $|\varphi^+| = s$. Then for any $s \in \{0, 1, \ldots, r\}$, the number of real monotone factorizations producing $(\varphi, \rho_s)$ according to Construction 2.21 is non-zero.

**Proof.** The colouring $\rho_s$ and the monotone zigzag cover $\varphi$ form a real tropical cover with $s$ real positive branch points. Suppose that $(\gamma, \sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)$ is a real factorization producing the real tropical cover $(\varphi, \rho_s)$ according to Construction 2.21. It follows from Lemma 3.15 that if the factorization $(\gamma, \sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)$ satisfies condition (\ast), there is a real monotone factorization in the coordinate-wise conjugation class of $(\gamma, \sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)$ which produces $(\varphi, \rho_s)$ according to Construction 2.21.

In the following, we show that in the $d! \cdot \text{mult}^R(\varphi, \rho_s)$ real factorizations that produce $(\varphi, \rho_s)$ according to Construction 2.21, there is a factorization satisfying the condition (\ast) in the Lemma 3.15. For any zigzag cover $\varphi : C \to T^\mathbb{P}_1$, there are 6 types inner vertices, up to reflection along the horizontal line, in the tropical curve $C$, and they are depicted in Figure 11. The corresponding real cut and join operations on cycles in $S_d$ are depicted in Figure 10. Definition 3.12 implies that the images of the inner vertices of a component under $\varphi$ form a consecutive sequence of points, and the unbent tails attached to a piece are either all in-tails or all out-tails. From Definition 3.12, inner vertices in in-components may be of any type depicted in Figure 11 except for the type (4), and inner vertices in out-components can be of type (1) and type (4) depicted in Figure 11. Suppose that $(\gamma, \sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)$ is a factorization producing $(\varphi, \rho_s)$ according to Construction 2.21. We denote by $T_i$ (resp. $B_i$) the set of integers (resp. larger integers) in the transpositions of this factorization which correspond to inner vertices in the component $C_i$. An in-component intersects with an out-component at a vertex of type (3) or type (5) in Figure 11. We choose the factorization $(\gamma, \sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)$ such that the larger integer in a vertex of type (3) (resp. type (5)) is...
the admissible integer in the out-going (resp. in-coming) edge in in-piece. Suppose that \( C_i \) is an out-component. The inner vertices in \( C_i \) may be of type (1) or type (4) depicted in Figure 11. The vertex of type (1) in \( C_i \) must be a symmetric fork vertex, so the two integers in this vertex never appear in other vertices before this vertex. Moreover, it is possible to choose the factorization such that the larger integer in the vertex of type (4) in \( C_i \), say \( v \), comes from the even in-coming edge. In fact, there are three possibilities for a vertex \( v \) of type (4).

- \( v \) is in an in-tail without symmetric fork or symmetric cycle. The admissible integer coming from the even in-coming edge never appears in other vertices before \( v \), so it is possible to require this integer to be the larger one in \( v \).
- \( v \) is in a weight 2 in-tail with symmetric fork or symmetric cycle. It follows from Lemma 2.20 and Lemma 2.25 that the admissible integer in the even in-coming edge can be chosen as the larger integer in the former vertex of \( v \). Note that the larger integer in the former vertex does not appear before.
- \( v \) is in a weight > 2 in-tail with symmetric fork or symmetric cycle. If the signs of \( v \) and its former vertex \( v' \) are the same, the admissible integer in the even in-coming edge can be chosen as the larger integer in \( v' \). Otherwise, it follows from Lemma 2.20 that the two integers in \( v \) have never appeared before.

Therefore, we obtain that \( B_i \cap T_{i+1} = B_i \cap T_{i-1} = \emptyset \) and the sets \( B_i \) and \( T_i \) satisfy condition (*) in Lemma 3.15. Suppose that \( C_j \) is an in-component. The inner vertices in \( C_j \) may be of any type depicted in Figure 11 except for the type (4). Moreover, vertices of type (1) or type (2) can only be inner vertices in weight 2 bent tails with symmetric fork or symmetric cycle. It follows from Lemma 2.20 and Lemma 2.25 that the integers in a vertex \( \bar{v} \) in \( C_j \) of type (1) or type (2) are the same as the integers in the first vertex of the bent tail containing
\[ \bar{\nu}. \] Note that we have already required that the larger integer in a vertex of type (3) (resp. type (5)) is the admissible integer in the out-going (resp. in-coming) edge in in-piece. The vertex of type (6) is in an unbent out-tail without symmetric fork or symmetric cycle. We require that the larger integer in a vertex of type (6) is the admissible integer in the odd out-going edge of this vertex. In the in-component \( C_j \), To see the requirements about integers in the inner vertices in the in-component \( C_j \) are compatible, we note that:

- if there is a vertex of type (1) in \( C_j \), the odd edges in \( C_j \) are all of weight 1.
- if there is no vertex of type (1) in \( C_j \), the integers in vertex of type (3) do not appear before. Suppose that the former vertex of the vertex \( \hat{v} \) of type (5) in \( C_j \) is of type (6). If they have the same signs, the larger integer of \( \hat{v} \) is the same as the larger integer of the former vertex of \( \hat{v} \). If they have different signs, Lemma 2.20 and Lemma 2.25 implies that the larger integer of \( \hat{v} \) does not appear before.

It is obvious that the subset of \( B_j \) consisting of larger integers in vertices of type (6) is disjoint with \( T_{j-1} \cup T_{j+1} \). Condition (2) of Definition 3.12 and the above requirements about transpositions imply that the larger integer in \( B_j \) corresponding to vertex of type (5) is not in \( T_{j+1} \). Hence, \( B_j \cap T_{j+1} = B_j \cap T_{j-1} = \emptyset \), and the sets \( B_j, T_j \) satisfy the condition (\( \ast \)) in Lemma 3.15. Since \( B_k \cap T_{k+1} = B_k \cap T_{k-1} = \emptyset \) and \( B_k, T_k \) satisfy the condition (\( \ast \)) in Lemma 3.15 for any component \( C_k \), we have a factorization satisfying condition (\( \ast \)). Hence we complete the proof. \( \square \)

We denote by \( \tilde{M}_g(\lambda, \mu) \) the set of monotone zigzag covers. Let \( \tilde{N}(\varphi, s) \) denote the number of real monotone factorizations of type \( (g, \lambda, \mu; s) \) associated to a real monotone zigzag cover \( (\varphi, \rho_s) \), where \( \rho_s \) is the unique colouring of \( \varphi \) determined by a simple splitting \( \bar{\varphi} = \bar{\varphi}^+ \sqcup \bar{\varphi}^- \) with \( |\bar{\varphi}^+| = s \). We call the following number

\[
\tilde{Z}_g(\lambda, \mu) := \sum_{\varphi \in \tilde{M}_g(\lambda, \mu)} \tilde{N}(\varphi),
\]

the monotone zigzag number, where \( \tilde{N}(\varphi) := \min_{0 \leq s \leq r} \tilde{N}(\varphi, s) \).

Remark 3.17. The monotone zigzag number \( \tilde{Z}_g(\lambda, \mu) \) is a lower bound of the number of real monotone factorizations of type \( (g, \lambda, \mu; s) \) for any \( s \), so we obtain

\[
\tilde{Z}_g(\lambda, \mu) \leq \tilde{H}_g^R(\lambda, \mu).
\]

In Section 4, we achieve the asymptotic growth of \( \tilde{H}_g^R(\lambda, \mu) \) as the degree goes to infinity by constructing a particular family of real tropical covers. The particular family of real tropical covers are obtained by gluing a monotone zigzag cover with some monotone non-zigzag covers. In the procedure of the construction, the non-zero result in Lemma 3.16 plays a crucial role.

3.3. Universally monotone zigzag numbers. In this subsection, we give a lower bound of the real monotone double Hurwitz number \( \tilde{H}_g^R(\lambda, \mu) \) relative to arbitrary splittings.

Definition 3.18. A monotone zigzag cover \( \varphi : C \to TP^1 \) is called universally monotone if for any in-piece of the string in \( C \) there is at most one unbent out-tail attached to it.

Lemma 3.19. Let \( \varphi : C \to TP^1 \) be a universally monotone zigzag cover of type \( (g, \lambda, \mu, \bar{s}) \). Then for any splitting \( \bar{\varphi} = \bar{\varphi}^+ \sqcup \bar{\varphi}^- \) of \( \bar{\varphi} \) into positive and negative points, the number of real monotone factorizations producing \( (\varphi, \rho) \) according to Construction 2.21 is non-zero, where \( \rho \) is the unique colouring of \( \varphi \) determined by the splitting \( \bar{\varphi} = \bar{\varphi}^+ \sqcup \bar{\varphi}^- \).
Proof. The proof of this Lemma is almost the same as that of Lemma 3.16, so we only point out the difference between these two cases and omit the repeated part. Let $\varphi$ be any universally monotone zigzag cover, and let $x = x^+ \sqcup x^-$ be any splitting of $x$ into positive and negative points. We need prove that there is a real factorization, which satisfies condition $(\ast)$ in Lemma 3.15, producing $(\varphi, \rho)$ according to Construction 2.21. By the rule for choosing transpositions in the proof of Lemma 3.16, we obtain real factorizations which produce $(\varphi, \rho)$ according to Construction 2.21. For a factorization obtained in this way, we use $T_i$ (resp. $B_i$) to denote the set of integers (resp. larger integers) in the transpositions corresponding to the inner vertices in the component $C_i$. The rule for choosing integers in vertices of type (3) and type (5) depicted in Figure 11 in the proof of Lemma 3.16 and Definition 3.12 imply that $B_i \cap T_{i+1} = B_i \cap T_{i-1} = \emptyset$. The sets $B_i$ and $T_i$ of an out-component $C_i$ still satisfy the condition $(\ast)$ in Lemma 3.15. However, if $C_i$ is an in-component which is attached with more than one unbent out-tails, the sets $B_i$ and $T_i$ may not satisfy the condition $(\ast)$ in Lemma 3.15 (see Figure 13). In a universally monotone zigzag cover, any in-component is attached with at most one unbent out-tail, so the sets $B_i$ and $T_i$ corresponding to an in-component of a universally monotone zigzag cover always satisfy the condition $(\ast)$ in Lemma 3.15. \qed

We denote by $\tilde{M}_g(\lambda, \mu)$ the set of universally monotone zigzag covers of type $(g, \lambda, \mu, x)$. Let $\tilde{N}(\varphi, S(s))$ denote the number of real monotone factorizations associated to a universally real monotone zigzag cover $(\varphi, \rho)$, where $S(s)$ is a sequence of signs with $s$ positive entries, and $\rho$ is the unique colouring of $\varphi$ which is determined by the splitting $x = x^+ \sqcup x^-$ associated to the sequence of signs $S(s)$. Put

$$\tilde{Z}_g(\lambda, \mu) := \sum_{\varphi \in \tilde{M}_g(\lambda, \mu)} \tilde{N}(\varphi),$$

where $\tilde{N}(\varphi) = \min_{S(s)} \tilde{N}(\varphi, S(s))$. The number $\tilde{Z}_g(\lambda, \mu)$ is called the universally monotone zigzag number.

Proposition 3.20. Fix $g \geq 0$, $d \geq 1$, and two partitions $\lambda$, $\mu$ with $|\lambda| = |\mu| = d$. Then the real monotone double Hurwitz number $\tilde{H}_g(\lambda, \mu)$ relative to arbitrary splitting is bounded from below by the universally monotone zigzag number:

$$\tilde{Z}_g(\lambda, \mu) \leq \tilde{H}_g(\lambda, \mu).$$

Proof. It is straightforward from the definition, so we omit it. \qed

Figure 13. An in-component attached with two unbent out-tails. The signs of the first three inner vertices are labelled by $\pm$, and the weights of the edges are also given.
Proposition 3.21. Let $m \geq 1$ be an integer. There is a universally monotone zigzag cover \( \varphi : C \to TP^1 \) of type \((g, 1^{2m+1}, 1^{2m+1}, x)\). Moreover, any edge of $C$ is of weight 1 or 2, and the number $\tilde{N}(\varphi)$ is bounded from below by $m!$.

Proof. We pick a string $S$ with two ends, then attach tails of the first type depicted in Figure 9, corresponding to \((1^{2m}, 1^{2m})\), to the string $S$. We place $g$ symmetric cycles on one of such tails. Then we have a tropical curve $C$ (See Figure 14 for an example). In particular, all the even edges of $C$ are of weight 2, and odd edges of $C$ are of weight 1. It is obvious that there is a total order of the inner vertices of $C$ such that the tropical cover $\varphi : C \to TP^1$ is a universally monotone zigzag cover. Moreover, there are at least $m!$ monotone factorizations associated to the tropical cover $\varphi : C \to TP^1$. In fact, we can choose \(\{m + 1, m + 2, \ldots, 2m + 1\}\) to be the set of larger integers for the transpositions in the in-components, then there are at least $m!$ ways to arrange the smaller integers for the transpositions corresponding to the symmetric fork vertices in the bent in-tails of the in-components. Suppose that \((\sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)\) is such a monotone factorization. Since the weight of any edge of the tropical curve $C$ is 1 or 2, the transpositions corresponding to the vertices of $C$ either join two cycles of length 1 or cut a cycle of length 2 into two cycles of length 1. Let $\xi^+ \cup \xi^-$ be the splitting of $\xi$ into positive and negative branch points corresponding to a sequence of signs $\mathcal{S}(s)$, where $0 \leq s \leq r$. Suppose that $\rho$ is the unique colouring of $\varphi$ determined by the splitting $\xi = \xi^+ \cup \xi^-$. From the analysis on the effect of the conjugation with an involution in Lemma 2.20, it is easy to see that there is an involution $\gamma_\rho$ such that the tuple \((\gamma_\rho, \sigma_1, \ldots, \tau_r, \sigma_2)\) is a real monotone factorization producing the real universally monotone zigzag cover \((\varphi, \rho)\) according to Construction 2.21. Therefore, we obtain $\tilde{N}(\varphi) \geq m!$. □

The following proposition shows that only zigzag covers $\varphi : C \to TP^1$ with edges of weight 1 or 2 have nonzero number $\tilde{N}(\varphi)$.

Proposition 3.22. Let $\varphi : C \to TP^1$ be a zigzag cover of type \((0, 1^{2m+1}, 1^{2m+1}, x)\), where $m \geq 1$. Suppose that there is a weight $\omega > 2$ inner edge in the string $S \subset C$. Then the number $\tilde{N}(\varphi) = 0$.

Proof. We prove this proposition by ruling out the following 2 possibilities.

Case (1): The tropical curve $C$ has no bent vertex.

Suppose that the maximal weight of inner edges in $S$ is 3, and $E$ is an inner edge of weight 3. Note that an unbent in-tail of weight 2 and an unbent out-tail of weight 2 are attached to $E$ at two vertices of it. Suppose that the vertex of $E$ which is the intersection
vertex of the unbent in-tail and $S$ is mapped to $x_i \in \mathbb{R}$ by $\varphi$. Let $\rho$ be the unique colouring of $\varphi$ determined by the simple sequence of signs $\mathbf{S}(i)$. Then there is no real monotone factorization producing the real tropical cover $(\varphi, \rho)$. In fact, if the integer $a$ associated to the weight 1 incoming edge of the vertex corresponding to $x_i$ is smaller than the larger integer $b$ of the fork vertex of the in-tail attached to $E$, the larger integer of the fork vertex of the out-tail attached to $E$ is smaller than $b$. Otherwise, the larger integer of the intersection vertex of $E$ and the out-tail is smaller than $a$.

Suppose that the maximal weight of inner edges in $S$ is $\omega_1 > 3$. Then there is no real monotone factorization producing the real tropical cover $(\varphi, \rho_1)$, where $\rho_1$ is the unique colouring of $\varphi$ determined by the simple sequence of signs $\mathbf{S}(r)$. In fact, in this case there is a pair of unbent in-tail $t_l$ and unbent out-tail $t_r$ satisfying the following conditions:

- the weight $\omega_2$ of the incoming odd edge of the intersection vertex $v$ of $t_l$ and $S$ equals the weight of the outgoing odd edge of the intersection vertex $v'$ of $t_r$ and $S$;
- the weights of odd edges in $S$ between $v$ and $v'$ are larger than $\omega_2$;
- the points in $\mathbb{R}$ corresponding to $v$ and $v'$ are not adjacent;

Note that the two transpositions corresponding to $v$ and $v'$ are the same, but the larger integer of $v$ and $v'$ is different from the larger integers of the vertices in $S$ between $v$ and $v'$.

**Case (2):** The tropical curve $C$ has bent vertices.

Note that the two ends of any piece of $S$ are of weight 1, so the weight $\omega_1$ inner edge in $S$ is an inner edge of a piece of $S$. Let $S_i$ be a piece containing a weight $\omega_1$ inner edge. We cut the graph $C$ at the two bent vertices of $S_i$, then the subgraph of $C$ containing $S_i$ is a tropical curve with no bent vertex. The argument in case (1) implies that there is a colouring $\rho_2$ of $\varphi$ such that there is no real monotone factorization producing $(\varphi, \rho_2)$. □

4. **Asymptotics for real monotone double Hurwitz numbers**

In this section, we study the asymptotic growth of the real monotone double Hurwitz numbers.

**4.1. Case I: asymptotics for simple splittings.** We prove the logarithmic equivalence of the real monotone double Hurwitz numbers relative to simple splittings and the monotone double Hurwitz numbers.

**Proposition 4.1.** Let $m \geq 1$ be an integer. For any $s \in \{0, 1, \ldots, 4m - 2\}$, there are at least $m!$ real tropical covers of type $(0, (2, 1^{2m-1}), (2, 1^{2m-1}), \mathbb{R})$ whose real branch points possess a simple splitting $\mathbb{R} = \mathbb{R}^+ \sqcup \mathbb{R}^-$ with $|\mathbb{R}^+| = s$. Moreover, for any such real tropical cover $\varphi : C \to \mathbb{P}^1$ the number $\hat{N}(\varphi, s) \geq m!$.

**Proof.** For any $s \in \{0, 1, \ldots, 4m - 2\}$, we first show that there is a real tropical cover of type $(0, (2, 1^{2m-1}), (2, 1^{2m-1}), \mathbb{R})$ such that the real branch points possess a simple splitting $\mathbb{R} = \mathbb{R}^+ \sqcup \mathbb{R}^-$ with $|\mathbb{R}^+| = s$, then we show that one obtain $m!$ such real tropical covers from the given cover.

We start from 4 types of monotone components which are depicted in Figure 15. We take $m-1$ monotone components $C_1, \ldots, C_{m-1}$ of type (1) or (2) in Figure 15 and 1 monotone component $C_m$ of type (3) or (4). A monotone component $C_i$ is glued with component $C_{i+1}$ according to the following rule:

- edge $e_2$ (resp. $e_3$) of a component of type (1) is glued with edge $e_1$ of a component of type (1) or (3) (resp. type (2) or (4)).
- edge $e_2$ (resp. $e_3$) of a component of type (2) is glued with edge $e_1$ of a component of type (2) or (4) (resp. type (1) or (3)).
Let $C$ be the graph obtained by gluing the monotone components $C_1, \ldots, C_m$ as above. By shrinking or extending the lengths of the inner edges of $C$ properly, we obtain a total order of the inner vertices such that the 4 (resp. 2) inner vertices of a component of type (1) or (2) (resp. type (3) or (4)) are 4 (resp. 2) consecutive vertices in this total order. We obtain a tropical cover $\varphi : C \to TP^1$.

When $s$ is even, the tropical cover $\varphi : C \to TP^1$ has a colouring $\rho$ such that the real tropical cover $(\varphi, \rho)$ possesses a simple splitting $x = x^+ \cup x^-$ with $|x^+| = s$. When $s$ is odd, the above statement about the colouring may be wrong because the gluing procedure produces even inner edges without symmetric forks or symmetric cycles. See Figure 16 for an example. More precisely, when the inner edge connecting the $s$-th and $(s + 1)$-th inner vertices is an even edge and it is not attached with a symmetric fork, the tropical cover $\varphi : C \to TP^1$ has no colouring such that the associated splitting $x = x^+ \cup x^-$ is simple and $|x^+| = s$ with $s$ odd. In this case, the $s$-th inner vertex $v_s$ is not a vertex of the component of type (3) or (4). We construct a new tropical cover $\varphi' : C' \to TP^1$ from $\varphi$ such that $\varphi'$ has an expected colouring. Now we assume that the inner edge connecting the $s$-th and $(s + 1)$-th inner vertices is an even edge and it is not attached with a symmetric fork, where $s$ is odd.
In the tropical curve $C$, either there is a bent in-tail $t_l$ with symmetric fork such that the bent vertex of $t_l$ and the bent vertex of $C_m$ with peak pointing to the left are in different sides of the line $x = x_s$ or there is a bent out-tail $t_r$ with symmetric fork such that the bent vertex of $t_r$ and the bent vertex of $C_m$ with peak pointing to the right are in different sides of the line $x = x_s$. The tropical curve $C'$ is obtained by either exchanging $t_l$ with the in-tail of $C_m$ or exchanging $t_r$ with the out-tail of $C_m$. See Figure 17 for an example. In the graph $C'$, there are two modified components having 3 inner vertices. We choose a total order of the inner vertices of $C'$ such that the inner vertices of any component are consecutive in the total order. In the tropical cover $\varphi' : C' \to T\mathbb{P}^1$, all the edges intersecting the line $x = x'$, where $x_s < x' < x_{s+1}$, are odd edges, so there is a colouring $\rho'$ on $\varphi'$ such that the real tropical cover $(\varphi', \rho')$ possesses a simple splitting $\mathcal{I} = \mathcal{I}^+ \sqcup \mathcal{I}^-$ with $|\mathcal{I}^+| = s$.

Once the components $C_1, \ldots, C_m$ are fixed, the tropical covers $\varphi$ and $\varphi'$ have the same combinatorial structure, i.e. the consecutive sequences of inner vertices of different components are arranged according to same permutation of $\{1, 2, \ldots, m\}$. Conversely, for any permutation of $\{1, 2, \ldots, m\}$, there is a choice for the components $C_1, \ldots, C_m$ such that when the inner vertices of any component are arranged consecutively, the sequences of inner vertices of different components are arranged according to that permutation. Since there are $m!$ permutations of order $m$, we have $m!$ real tropical covers for any $s$ satisfying the requirements.

Now we show that for any real tropical cover $(\varphi, \rho_s)$ of type $(0, (2, 1^{2m-1}), (2, 1^{2m-1}), \mathcal{I})$ obtained above, the number $\tilde{N}(\varphi, s) \geq m!$. For any component $C_i$ in the tropical curve $C$, there is at least one in-end of the in-tail. We choose $\{m + 2, m + 3, \ldots, 2m + 1\}$ to be the set of larger integers of the transpositions corresponding to the inner vertices of the

\begin{figure}[h]
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\caption{A tropical cover depicted in (1) is modified to a tropical cover depicted in (2). Gray edges are of weight 1 and black edges are of weight 2.}
\end{figure}
Denote by $\lambda^{\text{max}}_e$ the maximal even integer in $\lambda$. We put
\[ \tilde{H}_{g,J}(\lambda,\mu,\mu^\phi) := \tilde{H}_{g,J}(\lambda,\mu,\mu^\phi). \]

**Theorem 4.2.** Let $\lambda$ and $\mu$ be partitions with $|\lambda| = |\mu|$. Suppose that $\mu_{0,0} = 0$, $l(\lambda_{0,0}) > 1$ and no odd integer other than 1 appears in $\lambda_{0,0}$. Additionally, if $\lambda$ and $\mu$ satisfy one of the following four conditions:

- $l(\lambda_0) = l(\mu_0) = 1$ and $|\lambda^{\text{max}}_e| > |\mu_0|$;
- $l(\lambda_0) = 2$, $l(\mu_0) = 0$ and $|\lambda^{\text{max}}_e| > \max(\lambda_0, \lambda_0')$, where $\lambda_0, \lambda_0' \in \lambda_0$;
- $l(\lambda_0) = 0$, $l(\mu_0) = 2$ and $|\lambda^{\text{max}}_e| > \max(\mu_0, \mu_0')$, where $\mu_0, \mu_0' \in \mu_0$;
- $l(\lambda_0) = l(\mu_0) = 0$;

there is at least one monotone zigzag cover of type $(g, \lambda, \mu, \underline{2})$, and the logarithmic asymptotics for $\tilde{H}_{g,J}(\lambda,\mu,\mu^\phi)$ is at least $2m \log m$ as $m \to \infty$.

**Proof.** We prove Theorem 4.2 by considering the following four cases:

**Case (1):** $l(\lambda_0) = l(\mu_0) = 1$ and $|\lambda^{\text{max}}_e| > |\mu_0|$.

We first show that there is a monotone zigzag cover of type $(g, \lambda, \mu, \underline{2})$. Since $|\lambda| = |\mu| = d$, the condition $|\lambda^{\text{max}}_e| > |\mu_0|$ implies that $|\lambda| - |\lambda^{\text{max}}_e| < |\mu| - |\mu_0|$. Suppose that $\mu_0 \in \mu_0$, where $s = 1, \ldots, l(\mu) - 1$, and $\lambda_0^i \in (\lambda_s, (2)^{(\lambda_{s}, 1)})$, where $t = 1, \ldots, l(\lambda) - l(\lambda_{1,1}) - 1$. We consider sequences of integers $(k_0, k_1, k_2, \ldots, k_N)$ defined by the following procedure. Let $k_0 = \lambda_0$ and $k_1 = k_0 - \mu_0^1$. For any $i \in \{1, \ldots, N\}$, $k_{i+1} = k_i - \mu_0^{s_i}$ if $k_i > 0$, otherwise $k_{i+1} = k_i + \lambda_0^{l_i}$. Note that every element in $\mu_0$ and $(\lambda_s, (2)^{(\lambda_{s}, 1)})$ is used exactly once here and $\lambda^{\text{max}}_e$ is used only when all elements in $(\lambda_s, (2)^{(\lambda_{s}, 1)}) \setminus \lambda^{\text{max}}_e$ are used up. At the end of this procedure, we obtain that $k_N = \mu_0$ and $k_N \neq k_{N-1} + \lambda^{\text{max}}_e$ with $k_{N-1} > 0$.

Now we construct a monotone zigzag cover of type $(g, \lambda, \mu, \underline{2})$. We first choose a string $S$ with two ends, then label the in-end with $\lambda_0$ and label the out-end with $\mu_0$. The tails depicted in Figure 9 are attached to the string $S$ following the above sequence of integers $k_0, k_1, \ldots, k_N$. Namely, if $k_{i+1} = k_i - \mu_0^{s_i}$ and $k_{i+1} > 0$, a bent out-tail of weight $\mu_0^{s_i}$ is attached to $S$ corresponding to $k_{i+1}$. A bent out-tail of weight $\mu_0^{s_i}$ is attached to $S$ corresponding to $k_{j+1} < 0$ when $k_{j+1} = k_j - \mu_0^{s_j}$. Similarly, in the case $k_{u+1} = k_u + \lambda_0^{l_u}$ and $k_{u+1} < 0$, a bent in-tail of weight $\lambda_0^{l_u}$ is attached to $S$ corresponding to $k_{u+1}$. A bent in-tail of weight $\lambda_0^{l_u}$ is attached to $S$ corresponding to a $k_{v+1}$ when $k_{v+1} = k_v + \lambda_0^{l_u}$ and $k_{v+1} > 0$. Note that if $\lambda_0^{l_u} \in (2)^{(\lambda_{s}, 1)}$, the in-tail attached to $S$ corresponding to $\lambda_0^{l_u}$ is an in-tail with symmetric fork, and we place $g$ symmetric cycles on exactly one such in-tail. See Figure 18 for an example. An inner edge $E$ in the string $S$ with two vertices determined by tails corresponding to $k_{i+1}$ and $k_i$ is weighted by $|k_i|$. The edge $E$ is oriented from the vertex corresponding to $k_i$ to the vertex corresponding to $k_{i+1}$ if $k_i > 0$. Otherwise, $E$ is oriented from the vertex corresponding to $k_{i+1}$ to the vertex corresponding to $k_i$. We obtain a graph $C$ satisfying the balancing condition, so it is a tropical curve. Moreover, the curve $C$ satisfies conditions (1) and (2) of Definition 3.12. The orientation on the edges of $C$ induces a partial order on the set of inner vertices. By shrinking or extending the lengths of inner edges of $C$ properly, one obtain a total order on the set of inner vertices compatible with the partial order such that $\varphi : C \to TP^1$ satisfies condition (3) of Definition 3.12 with this total order. At last, we get a monotone zigzag cover $\varphi : C \to TP^1$ of type $(g, \lambda, \mu, \underline{2})$. 

$m$ components. The smaller integer of the transposition corresponding to the inner vertex of the in-tail of any component can be chosen to be any integer smaller than $m + 2$, so there are at least $m!$ choices for the transpositions producing the real tropical cover $(\varphi, \rho_\lambda)$. Therefore, we obtain that the number $N(\varphi, s) \geq m!$. \[ \square \]
Now we prove the asymptotics for real monotone Hurwitz numbers relative to simple splittings when only simple branch points are added as the degree goes to infinity. Let \( \varphi : C \to T \mathbb{P}^1 \) be the monotone zigzag cover of type \((g, \lambda, \mu, \sigma)\) constructed above. Recall that \( k_N = \mu_o \) and \( k_N \neq k_{N-1} + \lambda_e^{\max} \) with \( k_{N-1} > 0 \), so the last piece \( S_n \) of \( S \) is either attached with unbent out-tails or not attached with any unbent tail. In any case, we attach \( a, a \leq \frac{\lambda_e^{\max} - 1}{2} \) unbent in-tails of weight 2 with symmetric forks to piece \( S_{n-1} \) such that the edge \( E' \) in \( S_{n-1} \) with a bent vertex \( v \) with peak pointing to the left has weight 1. Since some unbent in-tails are attached to \( S_{n-1} \), the balancing condition at the bent vertex \( v \) is broken. We attach \( a \) unbent out-tails of weight 2 with symmetric forks to piece \( S_n \) to compensate the weight, and the balancing condition is preserved at \( v \) (See Figure 19 for a local picture of \( v \)). Next, we cut at the middle of edge \( E' \) and obtain two remaining parts \( C' \) and \( C'' \) of \( C \). Note that \( \varphi|_{C'} : C' \to T \mathbb{P}^1 \) is a zigzag cover with only one bent vertex \( v \) in \( C' \) and \( \varphi|_{C''} : C'' \to T \mathbb{P}^1 \) is a monotone zigzag covers. Let \( \tilde{\varphi} : \tilde{C} \to T \mathbb{P}^1 \) be a tropical cover of type \((0, (2, 1^{2m}-2a+1), (2, 1^{2m-2a+1}), \tilde{\sigma})\) obtained in Proposition 4.1. From the proof of Proposition 4.1, the cover \( \tilde{\varphi} : \tilde{C} \to T \mathbb{P}^1 \) can be chosen such that the monotone components \( C_1 \) and \( C_{m-o} \) are of type (1) and type (3) depicted in Figure 15, respectively. See Figure 17(1) for an example of \( \tilde{\varphi} : \tilde{C} \to T \mathbb{P}^1 \). We glue the remaining half-edges of \( E' \) in \( C' \) and \( C'' \) to the ends of the string of the monotone components \( C_1 \) and \( C_{m-o} \) of the graph \( \tilde{C} \). We get a tropical cover \( \tilde{\varphi} \) of type \((g, (\lambda, 2, 1^{2m}), (\mu, 2, 1^{2m}), \tilde{\sigma})\) (See Figure 20 for an example). Let \( \tilde{x} = \tilde{x}^+ \cup \tilde{x}^- \) be a simple splitting with \( |	ilde{x}^+| = s \). This splitting induces a simple splitting on each of the three sets \( \tilde{x}', \tilde{x}, \tilde{x}'' \). Suppose that the induced splitting on \( \tilde{x} \) is \( \tilde{x} = \tilde{x}^+ \cup \tilde{x}^- \) with \( |	ilde{x}^+| = \hat{s} \). From Proposition 4.1, the tropical cover \( \tilde{\varphi} : \tilde{C} \to T \mathbb{P}^1 \) can be chosen to be real under the corresponding splitting on \( \tilde{x} \). Let \( z_1 \) (resp. \( z_2 \)) be any integer satisfying \( 1 \leq z_1 \leq \lambda_e^{\max} \) (resp. \( \lambda_e^{\max} < z_2 \leq \lambda_e^{\max} + 2m - 2a + 2 \)). We use cycles of \( S_\lambda \) with elements in \( \{1, 2, \ldots, \lambda_e^{\max}\}, \{z_1, \lambda_e^{\max} + 1, \lambda_e^{\max} + 2, \ldots, \lambda_e^{\max} + 2m - 2a + 2\} \) and \( \{z_2, \lambda_e^{\max} + 2m - 2a + 3, \lambda_e^{\max} + 2m - 2a + 2, \ldots, |\lambda| + 2m + 2\} \) to produce real tropical covers \( \varphi|_{C'}, \tilde{\varphi} \) and \( \varphi|_{C''} \) with the induced splittings according to Construction 2.21, respectively.
The integers $z_1$ and $z_2$ are used to produce the bridge edges of the three parts $C'$, $C$ and $C''$ respectively. Once we choose two integers, say $z_1$ and $z_2$, as the integers corresponding to the out-end of the string in $C'$ and the out-end of the string in $C_{m-a}$ in $\tilde{C}$ respectively, the composition of the three sets of cycles of $S_d$ in the above produces the real tropical cover $\tilde{\varphi}$ with the splitting $\tilde{\mu} = \tilde{\mu}^+ \cup \tilde{\mu}^-$. From Lemma 3.16 and Proposition 4.1, the number $\tilde{N}(\varphi |_{C''}) > 0$ and $\tilde{N}(\tilde{\varphi}, \tilde{s}) \geq (m - \lambda^\text{max} e)!$. Note that $C'$ contains only one bent vertex and all the unbent tails attached to $C'$ are out-tails. By a similar argument as in the proof of Lemma 3.16, one obtains that the number $\tilde{N}(\varphi |_{C''}) > 0$. Hence, we obtain $\tilde{N}(\tilde{\varphi}, \tilde{s}) \geq (m - \lambda^\text{max} e)!$. It follows from Proposition 4.1 and the above construction that there are at least $(m - \lambda^\text{max} e)!$ real tropical covers $(\tilde{\varphi}, \tilde{\rho}_s)$ with $\tilde{N}(\tilde{\varphi}, \tilde{s}) \geq (m - \lambda^\text{max} e)!$. The number of real monotone Hurwitz numbers relative to simple splittings is bounded from below by:

$$\tilde{R}^\Gamma_{g, \lambda, \mu}(m) \geq \sum_{(\tilde{\varphi}, \tilde{\rho}_s)} N(\tilde{\varphi}, s) \geq (m - \lambda^\text{max} e)^2.$$  

Since $\log((m - \lambda^\text{max} e)^2] \sim 2 \log m$ as $m \to \infty$, we obtain the expected logarithmic asymptotics for $\tilde{R}^\Gamma_{g, \lambda, \mu}(m)$.

**Case (2):** $l(\lambda_0) = 2$, $l(\mu_0) = 0$ and $\mu^\text{max}_e > \max(\lambda_{o_1}, \lambda_{o_2})$.

Since the idea of the proof for this case is the same as in case (1), we only give a sketch here. As in the case (1), we denote by $\mu^\text{max}_e$ the maximal even integer in $\mu$. The condition $\mu^\text{max}_e > \max(\lambda_{o_1}, \lambda_{o_2})$ implies that $|\lambda| - |\lambda_{o_2}| > |\mu| - |\mu^\text{max}_e|$. Let $\mu^\mu_e \in \mu$ and $\lambda^\mu_e \in (\lambda_e, (2)^{(\lambda_e, 1)})$ be the same as in case (1). The sequence of integers $(k_0, k_1, k_2, \ldots, k_N)$ that we consider here is defined as follows. Let $k_0 = \lambda_{o_1}$ and $k_1 = k_0 - \mu^\mu_e$. For any $i \in \{1, \ldots, N\}$, $k_{i+1} = k_i - \mu^\mu_e$ if $k_i > 0$, otherwise $k_{i+1} = k_i + \lambda^\mu_e$. Note that every element in $\mu_e$ and $(\lambda_e, (2)^{(\lambda_e, 1)})$ is used exactly once here and $\mu^\text{max}_e$ is used only when all elements in $\mu_e \setminus \mu^\text{max}_e$ are used up. In this case, we obtain that $k_N = -\lambda_{o_2}$ and $k_N \neq k_{N-1} - \mu^\text{max}_e$ with $k_{N-1} < 0$.

A monotone zigzag cover $\varphi : C \to TP^1$ of type $(g, \lambda, \mu, \underline{z})$ is constructed in the same way as that in case (1). Note that the string in $C$ has two in-end, and the last piece $S_n$ is not attached with unbent out-tails. We attach $a$, $a \leq \frac{\lambda_{o_2} - 1}{2}$, unbent in-tails of weight 2 with symmetric fork and a unbent out-tails of weight 2 with symmetric fork to the weight $\lambda_{o_2}$ in-end of the string such that the inner edge $E'$ connecting the weight 2 in-tail and out-tail
is of weight 1 (See Figure 21 for an example). As in case (1), we cut at the middle of edge $E'$ and glue the half edges with the two ends of a type $(0, (2, 1^{2m−2a+1}), (2, 1^{2m−2a+1}), ˜x)$ tropical cover obtained in Proposition 4.1, then we have a tropical cover $φ : ˜C → TP_1$ of type $(g, (λ, 2, 1^{2m}), (μ, 2, 1^{2m}), ˜x)$. By a similar argument as in the case (1), we have at least $(m − µ_{e}^{max})!$ real tropical covers $( ˜φ, ˜ρ)$ with $N( ˜φ) ≥ (m − µ_{e}^{max})!$, and hence completes the proof.

Case (3): $l(λ_o) = 0$, $l(µ_o) = 2$ and $λ_{e}^{max} > max(µ_o_1, µ_o_2)$.

As in the case (2), we sketch the proof of Theorem 4.2 for the case $l(λ_o) = 0$ and $l(µ_o) = 2$ as follows. Because $|λ| = |µ| = d$ and $λ_{e}^{max} > max(µ_o_1, µ_o_2)$, we have $|µ| − |µ_o| > |λ| − |λ_{e}^{max}|$. Let $µ_{e} ∈ µ_e$ and $λ_{e} ∈ λ_e$ be the same as case (1). The sequence of integers $(k_0, k_1, k_2, . . . , k_N)$ is defined as follows. Let $k_0 = −µ_o$ and $k_1 = k_0 + λ_{e}^{1}$. For any $i ∈ \{1, . . . , N\}$, $k_{i+1} = k_i − µ_{e}^{i}$ if $k_i > 0$, otherwise $k_{i+1} = k_i + λ_{e}^{i}$. In this procedure, every element in $µ_e$ and $(λ_e, (2)(λ_{l}, 1))$ is used exactly once. Moreover, the integer $λ_{e}^{max}$ is used only when all elements in $(λ_e, (2)(λ_{l}, 1)) \ λ_{e}^{max}$ are used up. Since $λ_{e}^{max} > max(µ_o_1, µ_o_2)$ and $λ_{e}^{max}$ is the integer we used last to add to certain $k_i$, $k_N = µ_o_2$ and $k_N ≠ k_{N−1} + λ_{e}^{max}$ with $k_{N−1} > 0$. As in the case (2), we construct a monotone zigzag cover $φ : C → TP_1$ of type $(g, λ, µ, ˜x)$ and the string in $C$ has two out-ends. The last piece $S_n$ is not attached with unbent in-tails. We attach some out-tails and in-tails to the weight $µ_o_2$ out-end of the string in $C$ such that the inner edge $E'$ connecting the out-tail and in-tail is of weight 1 (See Figure 22 for an example). We proceed a surgery at the edge $E'$ similar to that in

the case (1) (See Figure 20 for more details). Then we get a real tropical cover $( ˜φ, ˜ρ)$ of type $(g, (λ, 2, 1^{2m}), (μ, 2, 1^{2m}), ˜x)$. By a similar argument as in the case (1), we have at least $(m − λ_{e}^{max})!$ real tropical covers $( ˜φ, ˜ρ)$ with $N( ˜φ, ˜ρ) ≥ (m − λ_{e}^{max})!$. Therefore, we obtain the logarithmic growth of $h_{φ, ρ}^{m}(m)$ as $m → ∞$.

Case (4): $l(λ_o, µ_o) = 0$. 

\[ \omega(E') = 1 \]
\[ \omega(\phi'') = 1 \]

\[ C \text{ and } ˜C \text{ type } (0, ((1)^{2m}, µ_o_2), ((1)^{2m}, µ_o_2), ˜x) \]
The construction in this case is similar to that in the case (2), that is \( l(\lambda_o) = 2 \) and \( l(\mu_o) = 0 \), so we only sketch how to define the sequence of integers \( k_0, k_1, \ldots, k_N \). Since there is no odd integer that appears an odd times in \( \lambda_0, \mu_0 \), we use a pair of ones in \( \lambda_{2,1} \) to replace the two odd integers \( \lambda_1, \lambda_2 \) in the case (2). Suppose that \( \mu^*_s \in \mu_e \), where \( s = 1, \ldots, l(\mu) \), and \( \lambda^*_t \in (\lambda_e, (2)^{l(\lambda_{2,1})-1}) \), where \( t = 1, \ldots, l(\lambda) - l(\lambda_{2,1}) - 1 \). Let \( k_0 = 1 \) and \( k_1 = k_0 - \mu^*_t \). For any \( i \in \{1, \ldots, N\} \), \( k_{i+1} = k_i - \mu^*_t \) if \( k_i > 0 \), otherwise \( k_{i+1} = k_i + \lambda^*_t \). Every element in \( \mu_e \) and \( (\lambda_e, (2)^{l(\lambda_{2,1})-1}) \) is used exactly once here. Note that \( k_N = -1 \) and \( k_N \neq k_{N-1} - \lambda^*_t \) with \( k_{N-1} < 0 \). The rest of the proof is the same as that for the case (2), so we omit it.

**Corollary 4.3.** Under the same conditions of Theorem 4.2, real monotone double Hurwitz numbers \( \tilde{h}_{g,\lambda,\mu}^R(m) \) relative to simple splittings are logarithmically equivalent to the monotone double Hurwitz numbers \( \tilde{h}_{g,\lambda,\mu}^C(m) \):

\[
\log \tilde{h}_{g,\lambda,\mu}^R(m) \sim 2m \log m \sim \log \tilde{h}_{g,\lambda,\mu}^C(m), \quad m \to \infty,
\]

where \( \tilde{h}_{g,\lambda,\mu}^C(m) = \tilde{h}_{g}((\lambda, 2, 1^{2m}), (\mu, 2, 1^{2m})). \)

**Proof.** It follows from [16, Theorem 1.1] or [15, Theorem 4.4] that \( \tilde{h}_{g,\lambda,\mu}^C(m) \sim 2m \log m \) as \( m \to \infty \). It is obviously that \( \tilde{h}_{g,\lambda,\mu}^R(m) \leq \tilde{h}_{g,\lambda,\mu}^C(m) \), so Corollary 4.3 follows from Theorem 4.2.

\[\square\]

### 4.2. Case II: asymptotics for arbitrary splitting

We study the logarithmic asymptotics for real monotone double Hurwitz numbers relative to arbitrary splittings.

**Theorem 4.4.** Let \( \lambda \) and \( \mu \) be two partitions with \( |\lambda| = |\mu| \). Suppose that \( \mu_{a,o} = 0, l(\lambda_{a,o}) > 1 \) and no odd integer other than 1 appears in \( \lambda_{a,o} \). Assume that \( \mu_i + \mu_j > \lambda^{\text{max}}_e \) for any two parts \( \mu_i, \mu_j \) of \( \mu_e \). Additionally, if \( \lambda \) and \( \mu \) satisfy one of the following four conditions:

1. \( \lambda_0 = \mu_0 = (1) \);
2. \( l(\lambda_0) = 2, l(\mu_0) = 0 \) and \( \lambda_0 \neq 1, \lambda_0 = 1 \), where \( \lambda_0, \lambda_0 \in \lambda_0 \);
3. \( l(\lambda_0) = 0, l(\mu_0) = 2 \) and \( \mu_0 \neq 1, \mu_0 = 1 \), where \( \mu_0, \mu_0 \in \mu_0 \);
4. \( l(\lambda_0) = l(\mu_0) = 0 \);

there is at least one universally monotone zigzag cover of type \( (g, \lambda, \mu, \bar{z}) \) and the universally monotone zigzag number \( \bar{z}_g((\lambda, 1^{2m}), (\mu, 1^{2m})) \) \( \geq m! \).

**Proof.** Since \( \mu_i + \mu_j > \lambda^{\text{max}}_e \) for any two parts \( \mu_i, \mu_j \) of \( \mu_e \), the construction of monotone zigzag cover of type \( (g, \lambda, \mu, \bar{z}) \) in the proof of Theorem 4.2 produces a universally monotone zigzag cover of type \( (g, \lambda, \mu, \bar{z}) \). Therefore, we omit the construction of universally monotone zigzag cover of type \( (g, \lambda, \mu, \bar{z}) \) here. Now we show that the universally monotone zigzag number \( \bar{z}_g((\lambda, 1^{2m}), (\mu, 1^{2m})) \) is bounded from below as follows.

**Case (1):** \( \lambda_0 = \mu_0 = (1) \).

Let \( \varphi: C \to TP^1 \) be a universally monotone zigzag cover of type \( (g, \lambda, \mu, \bar{z}) \) constructed in the above. Note that in this case the out-end of the string \( S \) of the universally monotone zigzag cover is of weight 1. We glue the out-end of the string \( S \) with the in-end of the string of the universally monotone zigzag cover \( \tilde{\varphi}: \bar{C} \to TP^1 \) of type \( (0, (1^{2m+1}), (1^{2m+1}), \bar{z}) \) (See Figure 4 for an example). By shrinking or extending the length of the glued inner edge properly, we get a universally monotone zigzag cover \( \tilde{\varphi} \) of type \( (g, (\lambda, (1^{2m}), (\mu, (1^{2m}), \bar{z}) \). Let \( \bar{z} = \bar{z}^+ \cup \bar{z}^- \) be an arbitrary splitting with \( |\bar{z}^+| = s \). This splitting induces a splitting of each of the two sets \( \bar{z}, \bar{z}^- \). Let \( z \) be an undetermined integer satisfying \( 2m+1 \leq z \leq |\lambda| + 2m \).
We use cycles in $S_d$ with elements in $\{1, 2, \ldots, 2m, z\}$, $\{2m + 1, 2m + 2, \ldots, |\lambda| + 2m\}$ to produce universally real monotone zigzag covers $\tilde{\varphi}$, $\varphi$ with the induced splittings according to Construction 2.21, respectively. The integer $z$ is used to produce the in-end of the string of $C$. Once we choose $z$ as the integer corresponding to the out-end of the string in $C$, the composition of the two sets of cycles in the above produces universally real monotone zigzag cover $\tilde{\varphi}$ with the splitting $\tilde{\varphi} = \tilde{\varphi}^+ \cup \tilde{\varphi}^-$. From Lemma 3.19 and Proposition 3.21, the numbers $\tilde{N}(\varphi) > 0$ and $\tilde{N}(\tilde{\varphi}) \geq m!$, so the number $\tilde{N}(\tilde{\varphi}) \geq m!$. Hence, we obtain the lower bound of $\tilde{Z}_g((\lambda, 1^{2m}), (\mu, 1^{2m})) \geq m!$.

Case (2): $l(\lambda_0) = 2, l(\mu_0) = 0$ and $\lambda_{o_1} \neq 1, \lambda_{o_2} = 1$.

Let $\varphi : C \to T_{P^1}$ be a universally monotone zigzag cover of type $(g, \lambda, \mu, z)$. Note that the string in $C$ has two in-ends, and the in-end of the last piece $S_n$ is of weight $1$. We glue the weight 1 in-end of the string in $C$ with the out-end of the string of a universally monotone zigzag cover $\tilde{\varphi} : C \to T_{P^1}$ of type $(0, (1^{2m+1}), (1^{2m+1}), \tilde{\lambda})$ (See Figure 23 for an example). By shrinking or extending the length of the glued inner edge properly, we get an universally monotone zigzag cover $\tilde{\varphi}$ of type $(g, (1^{2m}), (1^{2m}), \tilde{\lambda})$. By a similar argument as that in the case (1), we have $\tilde{N}(\tilde{\varphi}) \geq m!$ and $\tilde{Z}_g((\lambda, 1^{2m}), (\mu, 1^{2m})) \geq m!$.

Case (3): $l(\lambda_0) = 0, l(\mu_0) = 2$ and $\mu_{o_1} \neq 1, \mu_{o_2} = 1$.

Let $\varphi : C \to T_{P^1}$ be a universally monotone zigzag cover of type $(g, \lambda, \mu, z)$. The string in $C$ has two out-ends. We glue the weight 1 out-end of the string in $C$ with the in-end of the string of a universally monotone zigzag cover $\tilde{\varphi} : C \to T_{P^1}$ of type $(0, (1^{2m+1}), (1^{2m+1}), \tilde{\lambda})$ (See Figure 14 for an example). By shrinking or extending the length of the glued inner edge properly, we get a universally monotone zigzag cover $\tilde{\varphi}$ of type $(g, (1^{2m}), (\mu, 1^{2m}), \tilde{\lambda})$. By a similar argument as that in the case (1), we have $\tilde{N}(\tilde{\varphi}) \geq m!$ and $\tilde{Z}_g((\lambda, 1^{2m}), (\mu, 1^{2m})) \geq m!$.

Case (4): $l(\lambda_0) = l(\mu_0) = 0$.

The proof of this case is the same as the argument in case (2), so we omit it here.

Corollary 4.5. Under the same conditions of Theorem 4.4, the logarithmic asymptotics for $\tilde{Z}_g, l, \mu(m)$ is at least $m \log m$ as $m \to \infty$, where $\tilde{Z}_g, l, \mu(m) = \tilde{Z}_g((\lambda, 1^{2m}), (\mu, 1^{2m}))$.

Proof. Since $\log m! \approx m \log m$ as $m \to \infty$, Corollary 4.5 follows from Theorem 4.4.

5. Application to real mixed double Hurwitz numbers

5.1. Mixed zigzag numbers. The construction of universally monotone zigzag covers can also be used to study the logarithmic asymptotics for the lower bounds of mixed double Hurwitz numbers.
Definition 5.1. Let $S(s) = \{s_1, s_2, \ldots, s_r\}$ be a sequence of signs with $s$ positive entries. Suppose that $(\gamma, \sigma_1, \tau_1, \ldots, \tau_r, \sigma_2)$ is a tuple of type $(g, \lambda, \mu)$ with $\tau_i = (a_i, b_i)$, where $a_i < b_i$, $i = 1, \ldots, r$. This tuple is a real $k$-mixed factorization of type $(g, \lambda, \mu; S(s), k)$, if it satisfies all the conditions listed in Definition 2.9 and the following condition:

$$b_i \leq b_{i+1}, \quad \forall i \in \{1, 2, \ldots, k-1\}.$$

We denote by $\mathcal{F}^R(g, \lambda, \mu; S(s), k)$ the set of real $k$-mixed factorizations of type $(g, \lambda, \mu; S(s), k)$. Let $H^R_g(\lambda, \mu; S(s), k) := |\mathcal{F}^R(g, \lambda, \mu; S(s), k)|$.

The number $H^R_g(\lambda, \mu; S(s), k)$ is called the real $k$-mixed double Hurwitz number with $s$ positive branch points under the sequence $S(s)$.

Let $\varphi : C \rightarrow TP^1$ be a tropical cover, and let $V$ be a subset of inner vertices of $C$. Suppose that $C' \subset C$ is a subgraph of $C$ containing $V$. The subgraph $C'$ is called a minimal subgraph containing $V$, if there does not exist a proper subgraph $C''$ of $C'$ such that $V$ is a subset of inner vertices of $C''$.

Definition 5.2. A zigzag cover $\varphi : C \rightarrow TP^1$ of type $(g, \lambda, \mu, z)$ is called $k$-mixed if there exists a string $S \subset C$ such that $\varphi$ satisfies the following two conditions:

- the restriction of $\varphi$ on the minimal subgraph $C'$ containing $\varphi^{-1}(z^k)$ is a universally monotone zigzag cover of certain type, where $z^k = \{x_1, \ldots, x_k\}$.
- if the string $S \not\subset C'$, the subgraph $S \cap (C \setminus C')$ is connected.

We denote by $\tilde{M}_g(\lambda, \mu; k)$ the set of $k$-mixed zigzag covers of type $(g, \lambda, \mu, z)$. Let $\tilde{N}_k(\varphi, S(s))$ denote the number of real $k$-mixed factorizations associated to a real $k$-mixed zigzag cover $(\varphi, \rho)$, where $S(s)$ is a sequence of signs with $s$ positive entries, and $\rho$ is the unique colouring of $\varphi$ which is determined by the splitting $z = z^+ \sqcup z^-$ associated to the sequence of signs $S(s)$. We set

$$\tilde{Z}_g(\lambda, \mu; k) := \sum_{\varphi \in \tilde{M}_g(\lambda, \mu; k)} \tilde{N}_k(\varphi),$$

where $\tilde{N}_k(\varphi) = \min_{S(s)} \tilde{N}_k(\varphi, S(s))$. The number $\tilde{Z}_g(\lambda, \mu; k)$ is called the $k$-mixed zigzag number.

Remark 5.3. The $k$-mixed zigzag numbers $\tilde{Z}_g(\lambda, \mu; k)$ do not depend on the number $s$ of the positive real branch points. We refer the readers to [37, Remark 5.3] or [6, Remark 3.9] for more details.

Proposition 5.4. Fix $g \geq 0$, $d \geq 1$, and two partitions $\lambda, \mu$ with $|\lambda| = |\mu| = d$. Then the real $k$-mixed double Hurwitz number $H^R_g(\lambda, \mu; S(s), k)$ is bounded from below by the $k$-mixed zigzag number:

$$\tilde{Z}_g(\lambda, \mu; k) \leq H^R_g(\lambda, \mu; S(s), k).$$

Proof. It is straightforward from the definition, so we omit it.

Lemma 5.5. Let $\varphi : C \rightarrow TP^1$ be a $k$-mixed zigzag cover of type $(g, \lambda, \mu, z)$, and $C'$ be the minimal subgraph of $C$ containing $\varphi^{-1}(z^k)$, where $z^k = \{x_1, x_2, \ldots, x_k\}$. Suppose that $\varphi|_{C'}$ is a degree $d_\varphi$ universally monotone zigzag cover. Then the number

$$\tilde{N}_k(\varphi) \geq (d - d_\varphi)!.$$
Proof. Let \( \rho_s \) be a coloring of the \( k \)-mixed zigzag cover \( \varphi : C \to \mathbb{T}^1 \) possessing an arbitrary splitting \( \underline{z} = \underline{z}^+ \sqcup \underline{z}^- \) with \( |\underline{z}| = s \). From Lemma 2.28, there are \( d! \cdot \text{mult}^R(\varphi, \rho_s) \) real factorizations of type \( (g, \lambda, \mu; S(s)) \) associated to \( (\varphi, \rho_s) \). Let \( C' \) be the minimal subgraph having \( \varphi^{-1}(\underline{z}^+) \) as inner vertices. Then \( \varphi|_{C'} : C' \to \mathbb{T}^1 \) is a universally monotone zigzag cover of degree \( d_\varphi \). From Lemma 3.16, there is a real monotone factorization \( (\gamma_1, \sigma_1', \tau_1, \ldots, \tau_k, \sigma_2') \) producing \( (\varphi|_{C'}, \rho_s|_{C'}) \).

If the string \( S \subset C' \), the permutation \( \sigma_1' = \sigma_1 \) and \( d_\varphi = d \). The statement of Lemma 5.5 follows from Lemma 3.16 for the case \( k = r \). In the case \( k < r \), a similar argument as in the proof of Theorem 4.2 shows that there is at least one real factorization \( (\gamma_1, (\sigma_2')^{-1}, \tau_{k+1}, \ldots, \tau_r, \sigma_2) \) such that \( (\gamma_1, \sigma_1, \tau_1, \ldots, \tau_r, \sigma_2) \) produces the real \( k \)-mixed zigzag cover \( (\varphi, \rho_s) \). Hence, we have \( \tilde{N}_k(\varphi) \geq 1 \).

If the string \( S \not\subset C' \), we know that \( S \cap (C \setminus C') \) is connected. Let \( C'' \) be the minimal connected subgraph of \( C \) containing \( \varphi^{-1}(\underline{z} \setminus \underline{z}^+) \). Suppose that the degree of the restricted zigzag cover \( \varphi|_{C''} : C'' \to \mathbb{T}^1 \) is \( d_1 \). From Lemma 2.28, there are \( d_1! \cdot \text{mult}^R(\varphi|_{C''}, \rho_s|_{C''}) \) real factorizations associated to \( (\varphi|_{C''}, \rho_s|_{C''}) \). Suppose that the weight of the in-end of the string \( S|_{C''} \), which connects to \( S|_{C'} \), is \( l \). We want to calculate the number of real factorizations \( (\gamma_2, \sigma'_1, \tau_k, \ldots, \tau_r, \sigma''_2) \) associated to \( (\varphi|_{C''}, \rho_s|_{C''}) \) such that the real factorizations \( (\gamma_1, \sigma'_1, \tau_k, \ldots, \tau_r, \sigma''_2) \) and \( (\gamma_2, \sigma'_1, \tau_k, \ldots, \tau_r, \sigma''_2) \) form real factorizations which produce the real \( k \)-mixed zigzag cover \( (\varphi, \rho_s) \). Once \( (\gamma_1, \sigma'_1, \tau_k, \ldots, \tau_r, \sigma''_2) \) is fixed, the permutation associated to the bridge edge connecting \( S|_{C'} \) with \( S|_{C''} \) is also fixed by \( \sigma''_2 \). This contributes a factor \( \frac{(d_1 - l)!}{d_1!} \) to the total number of required real factorizations associated to \( (\varphi|_{C''}, \rho_s|_{C''}) \), so there are at least \( l \cdot (d_1 - l)! \cdot \text{mult}^R(\varphi|_{C''}, \rho_s|_{C''}) \) real factorizations producing the real \( k \)-mixed zigzag cover \( (\varphi, \rho_s) \). Since \( \varphi|_{C''} : C'' \to \mathbb{T}^1 \) is a zigzag cover, it follows from [37, Proposition 4.7] and Remark 2.15 that the multiplicity \( \text{mult}^R(\varphi|_{C''}, \rho_s|_{C''}) \) is an odd number. From Definition 5.2, we get \( d_1 - l = d - d_\varphi \). Therefore, \( \tilde{N}_k(\varphi) \geq (d - d_\varphi)! \). \( \square \)

5.2. Asymptotics for real mixed double Hurwitz numbers. In this section, we prove the logarithmic equivalence of real mixed double Hurwitz numbers and complex double Hurwitz numbers under certain conditions.

Theorem 5.6. Let \( \lambda \) and \( \mu \) be two partitions of \( d \) with \( l(\lambda_o) = l(\mu_o) = 1 \). Suppose that there are two partitions \( \lambda' \) and \( \mu' \) with \( |\lambda'| = |\mu'| \leq d \) such that
- \( \lambda'_o = \lambda_o, \lambda' \setminus \lambda'_o \subset \lambda_e \) and \( \mu' \setminus \mu'_o \subset \mu_e; \)
- \( \lambda'_{o,o} = \mu'_o = \emptyset, l(\lambda'_o) = l(\mu'_o) = 1 \) and \( l(\lambda') + l(\mu') = k + 2; \)
- \( \mu'_i + \mu'_j > \max(\lambda_o, \lambda'_{\max}) \) for any two entries \( \mu'_i, \mu'_j \) of \( \mu' \), and \( \lambda'_{\max} > \mu'_o \), where \( \lambda'_{\max} \) is the maximal integer in \( \lambda'_e \).

Then for any \( m \geq 1 \), there is at least one \( k \)-mixed zigzag cover \( \varphi : C \to \mathbb{T}^1 \) of type \( (g, (\lambda, 1^{2m}), (\mu, 1^{2m}), \underline{z}) \). Moreover, there is an integer \( m_0 \) such that for any \( m \geq m_0 \) the \( k \)-mixed zigzag number
\[
\tilde{Z}_{g,\lambda,\mu; k}(m) \geq (m - m_0)!^4 \cdot (2m)!.
\]
where \( \tilde{Z}_{g,\lambda,\mu; k}(m) = \tilde{Z}_g((\lambda, 1^{2m}), (\mu, 1^{2m}); k) \).

Proof. Since \( \mu'_i + \mu'_j > \max(\lambda_o, \lambda'_{\max}) \) for any two entries \( \mu'_i, \mu'_j \) of \( \mu' \), the construction of monotone zigzag cover of type \( (0, \lambda', \mu', \underline{z}') \) in the case (1) of the proof of Theorem 4.2 produces a universally monotone zigzag cover of type \( (0, \lambda', \mu', \underline{z}') \). Let \( \varphi' : C' \to \mathbb{T}^1 \) be a universally monotone zigzag cover of type \( (0, \lambda', \mu', \underline{z}') \). From [37, Proposition 5.2], there is a zigzag cover \( \varphi'' : C'' \to \mathbb{T}^1 \) of type \( (g, (\lambda \setminus \mu', 1^{2m}), (\mu \setminus (\mu' \setminus \mu'_o), 1^{2m}); \underline{z}'') \). The out-end of the string \( S' \subset C' \) and the in-end of the string \( S'' \subset C'' \) are
of the same weight $\mu'$. We glue the out-end of the string $S' \subset C'$ with the in-end of the string $S'' \subset C''$, then we obtain a graph $C$. See Figure 24 for an example. After shrinking or extending the lengths of the edges of $C$ properly, there is a total order of the inner vertices of $C$ such that the inner vertices of $C'$ are the first $k$ ones. Then we obtain a $k$-mixed zigzag cover $\varphi : C \to \mathbb{P}^1$ of type $(g, (\lambda, 1^{2m}), (\mu, 1^{2m}), \underline{x})$.

By Lemma 5.5, the number $\tilde{N}_k(\varphi) \geq (d + 2m - d_\varphi)!$, where $d_\varphi = \deg(\varphi') = |\lambda'|$. Note that $|\lambda'| \leq |\lambda| = d$, so $\tilde{N}_k(\varphi) \geq (2m)!$. From [37, Proposition 5.9], for sufficiently large $m$, there are at least $(m - m_0)!^4$ zigzag covers of type $(g, (\lambda \setminus \lambda', \mu', 1^{1m}), (\mu \setminus (\mu' \setminus \mu'''), 1^{2m}), \underline{x''})$, where $m_0$ is a fixed integer. Hence, there are at least $(m - m_0)!^4 k$-mixed zigzag covers of type $(g, (\lambda, 1^{2m}), (\mu, 1^{2m}), \underline{x})$ with $\tilde{N}_k(\varphi) \geq (2m)!$ for sufficiently large $m$. Therefore, the $k$-mixed zigzag number $\tilde{Z}_{g,\lambda,\mu;k}(m) \geq (m - m_0)!^4 \cdot (2m)!$ for any $m \geq m_0$.

**Corollary 5.7.** Under the same conditions of Theorem 5.6, the $k$-mixed zigzag number $\tilde{Z}_{g,\lambda,\mu;k}(m)$ is logarithmically equivalent to the complex double Hurwitz number:

$$\tilde{Z}_{g,\lambda,\mu;k}(m) \sim 6m \log m \sim h_{g,\lambda,\mu}^C(m),$$

where $h_{g,\lambda,\mu}^C(m) = H_g^C((\lambda, 1^{2m}), (\mu, 1^{2m}))$.

**Proof.** Let $H_g^C(m) = H_g^C((1)_m, (1)_m)$. It follows from [9, Equation 5] and the proof of [37, Theorem 5.10] that $\log h_{g,\lambda,\mu}^C(m) \leq \log H_g^C(m) \sim 6m \log m$ as $m \to \infty$. Since $\log((m - m_0)!^4 \cdot (2m)! \sim 6m \log m$, the statement follows from Theorem 5.6. \qed

**Remark 5.8.** It follows from Proposition 5.4 and Corollary 5.7 that the real $k$-mixed double Hurwitz numbers are logarithmically equivalent to the complex double Hurwitz numbers. Our construction can also be used to analyze the asymptotic growth of $k$-mixed zigzag numbers when adding both monotone and ordinary simple branch points or only adding monotone simple branch points. When considering the asymptotics for these cases, the arguments are similar to what we have done in Section 4, so we restrict ourselves to the case that only ordinary simple branch points are added.
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