Topological superfluids on a lattice with non-Abelian gauge fields
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Abstract – Two-component fermionic superfluids on a lattice with an external non-Abelian gauge field give access to a variety of topological phases in the presence of a sufficiently large spin imbalance. We address here the important issue of superfluidity breakdown induced by spin imbalance by a self-consistent calculation of the pairing gap, showing which of the predicted phases will be experimentally accessible. We present the full topological phase diagram, and we analyze the connection between Chern numbers and the existence of topologically protected and non-protected edge modes. The Chern numbers are calculated via a very efficient and simple method.
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Introduction. – The Landau theory of symmetry breaking constitutes the fundamental tool to characterize the different phases of matter. The discovery of the Quantum Hall (QH) and Quantum Spin Hall (QSH) effects showed however, that some physical systems undergo transitions between distinguishable phases without breaking any local symmetry [1]. These transitions have a topological character, in the sense that the corresponding “order parameter” is not a local quantity, but rather an integer number describing the system as a whole.

A strong theoretical and experimental effort is now focusing over topological systems, since those are known to contain anyons, quasi-particles which are neither bosons nor fermions. These excitations may have non-Abelian statistics, and are intrinsically robust and protected against decoherence and external perturbations. Non-Abelian anyons have been proposed as the key ingredient for the realization of a topologically protected quantum computer [2]. Systems with topological phases include various classes of topological insulators [3], the $\nu = 5/2$ Fractional Quantum Hall (FQH) state, and two-dimensional (2D) polarized fermionic $p$-wave superfluids [4,5].

Ultracold gases in optical lattices are at the forefront of current research in the quest for challenging many-body states [6]. Particularly interesting appear the recent proposals for the realization of artificial gauge fields for neutral atoms [7], since these offer the appealing possibility of realizing all possible classes of topological insulators in a single experimental setup [3,8]. Artificial gauge fields for neutral atoms may be realized via the aid of, as examples, adiabatic Raman passage [9], adiabatic control of superpositions of degenerate dark states [10,11], spatially varying Raman coupling [12], or Raman-induced transitions to auxiliary states in optical lattices [13–18]. Recently Abelian fields have been successfully realized experimentally [19–21], and non-Abelian fields may be available soon.

In this paper we study a two-component fermionic gas on a 2D square lattice, with an external non-Abelian gauge field effectively yielding a spin-orbit (SO) coupling in the gas. We take a vector potential of the form $A = (\alpha \sigma_y, \beta \sigma_x)$, where $\sigma_i$ are the Pauli matrices, and $\alpha$, $\beta$ are independently tunable parameters. This potential can be generated via the techniques proposed in [7,18,22]. In the absence of interactions, the excitations of this system include massless Dirac fermions, and the associated Dirac cones may be tuned to be asymmetric in the $x$ and $y$ directions [23]. In the presence of an additional Abelian field, the ground state is the so-called squeezed Laughlin state, and the system exhibits anomalous integer QH physics [23].
Interactions are fundamental in order to access both the superfluid regime and the FQH physics. We study here the case of attractive interactions, which at low temperatures naturally yield BCS superfluid pairing. In the presence of a strong external magnetic field the superfluid enters a topological phase characterized by anyonic excitations with non-Abelian statistics [24,25]. The corresponding Hamiltonian is unitary equivalent to the one of a p-wave superfluid [24]. Nonetheless, the imbalance needed to observe a phase transition towards a topological state is larger than the one predicted to yield pair breaking, the so-called Chandrasekhar-Clogston (CC) limit [26].

We investigate here this important but still unaddressed question: is a topological phase accessible at all in ultracold s-wave superfluids? As is shown in the following, we find a positive answer to this question: the spin-orbit coupling makes a superfluid sufficiently stable to enter various topological phases. We continue by presenting the full topological phase diagram, calculated as a function of the lattice filling and the strength of the spin-flipping couplings along the x and y directions. The phase diagram is characterized in terms of the corresponding Chern numbers (CN), which we obtain via a peculiarly simple and efficient method. Topological phases may be efficiently discussed in terms of the symmetry classes introduced by Altland and Zirnbauer [27]. In our system time-reversal and spin-rotation invariances are destroyed by the Zeeman and SO terms, and as a consequence our Hamiltonian belongs to the most general symmetry class D. The periodic classification of topological insulators [3,8] predicts that the topological phases of this Hamiltonian in 2D are indexed in terms of a Z number. As we will see, phases with CN = 0, ±1, ±2 are accessible with ultracold fermionic gases in the presence of the strong SO coupling provided by a synthetic gauge field. We study different classes of edge modes in this system, evidencing their strict relation with the Chern numbers. In analogy with the QSH effect, we also find that the topological protection of the edge modes is destroyed when pairs of states with the same spin appear on the same edge. Topological protection of these modes is therefore characterized in terms of the Z2 index given by the parity of CN.

Description of the system. – We consider a spin-imbalanced mixture of two fermionic species with interspecies attractive interaction. Particles are free to move in a 2D square lattice in the presence of an external non-Abelian field. Introducing \( c_i^\dagger = (c_i^\dagger, c_i^{\dagger \uparrow}) \), the hopping contribution may be written as

\[
\mathcal{H}_{\text{KIN}+\text{SO}} = -\frac{\Delta}{2} \sum_{i} \sum_{\epsilon=\pm \tilde{\epsilon} \in \phi} \left( c_{i+\epsilon} \gamma_{\epsilon \rightarrow \tilde{\epsilon} + \epsilon} c_{i} + \text{h.c.} \right). \tag{1}
\]

The hopping terms are defined as

\[
\gamma_{\epsilon \rightarrow \tilde{\epsilon} + \epsilon} = e^{i \alpha}, \quad \gamma_{\epsilon \rightarrow \tilde{\epsilon} + \epsilon} = e^{i \beta}. \tag{2}
\]

Using the identity \( e^{i \Delta \alpha} = 1_{2 \times 2} \cos \alpha + i \sigma \sin \alpha \), it is easy to see that the spin-conserving (spin-flipping) hopping terms in the \( x \) and \( y \) directions are proportional, respectively, to \( \cos(\alpha) \) and \( \cos(\beta) \) \( (\sin(\alpha) \) and \( \sin(\beta)) \). Adding the chemical potential, Zeeman and interaction terms, we obtain the complete Hamiltonian:

\[
\mathcal{H} = \mathcal{H}_{\text{KIN}+\text{SO}} + \sum_{i} \Delta \left( c_i^\dagger c_{i+\downarrow} + c_i c_{i+\uparrow} \right) - \sum_{i} \left[ (\mu + h) c_i^\dagger c_{i+\uparrow} + (\mu - h) c_i^\dagger c_{i+\downarrow} \right]. \tag{3}
\]

Here \( V > 0 \) is the attraction strength, the BCS s-wave pairing \( \Delta_i = -V \langle c_i c_{i+\uparrow} \rangle \) has been taken real, and a constant term has been neglected. Due to the mean-field character of the BCS approximation, it is important to realize that the pairing strength \( \Delta_i \) is not an external parameter which is tunable at will, but it is a quantity that has to be calculated self-consistently. This point will be analyzed in detail in the next section.

In the presence of periodic boundary conditions, the pairing gap may be taken as constant throughout the system \( (\Delta_i = \Delta) \) and the Hamiltonian can be easily diagonalized [24]. We introduce \( \Psi_k^\dagger = (c_{k \uparrow}^\dagger, c_{k \downarrow}^\dagger, c_{-k \uparrow}, c_{-k \downarrow}) \) with \( c_k^\dagger = V^{-1/2} \sum_i e^{ik \cdot r_i} c_i^\dagger \), and obtain

\[
\mathcal{H} = \frac{1}{2} \sum_k \Psi_k^\dagger \mathcal{H}_k \Psi_k, \tag{4}
\]

\[
\mathcal{H}_k = \begin{pmatrix} \epsilon_k - h \sigma_2 + g_k \sigma_x & i \Delta \sigma_y \\ -i \Delta \sigma_y & -\epsilon_k + h \sigma_2 + g_k \sigma_x \end{pmatrix}, \tag{5}
\]

where \( \sigma = (\sigma_x, \sigma_y) \). The spin-conserving dispersion is given by

\[
\epsilon_k = -2t (\cos \alpha \cos k_x + \cos \beta \cos k_y) - \mu, \tag{6}
\]

while the spin-flipping term arising from SO coupling reads

\[
g_k^\dagger = 2t (\sin \beta \sin k_y, -\sin \alpha \sin k_x). \tag{7}
\]

The eigenvalues of this Hamiltonian are

\[
\lambda_k^2 = \epsilon_k^2 + h^2 + |g_k|^2 + \Delta^2 \pm 2 \sqrt{h^2 (\epsilon_k^2 + \Delta^2) + \epsilon_k^2 |g_k|^2}. \tag{8}
\]

In the presence of pairing \( (\Delta \neq 0) \), the spectrum is generically gapped, but the gap may close at the four distinguishable momenta which yield \( g_k = 0 \), \( i.e., k_0 \in \{ (0,0), (0, \pi), (\pi,0), (\pi,\pi) \} \). The four values of the spin imbalance at which the gap closes are given by

\[
h_{k_0} = \sqrt{\epsilon_k^2 + \Delta^2}. \tag{9}
\]

Transitions between phases with different topological properties may only happen at gap-closing points. Since the balanced superfluid \( (h=0) \) is known to be topologically trivial, the latter condition states that to access a topological phase one has to consider imbalances satisfying the condition \( h > \min_{k_0} (h_{k_0}) \).
Self-consistent calculation of the pairing gap $\Delta$. – It has been recently pointed out [24,25,28] that topologically non-trivial phases should appear in fermionic $s$-wave superfluids in the presence of both SO coupling and spin imbalance. In these works, the pairing gap was introduced as an external parameter tunable at will. This assumption should be taken with care at large spin imbalance, since it is well known that superfluidity breaks down when the Zeeman energy (proportional to $h$) becomes large as compared to $\Delta_0$, the pairing gap at $h = 0$ and $T = 0$. There, the free energy of the paired state becomes larger than the one of the normal ($\Delta = 0$) state, and the system presents a first-order phase transition from superfluid to normal. In the absence of SO coupling ($\alpha = \beta = 0$) and in the continuum, the critical value is analytic and given by the so-called Chandrasekhar-Clogston (CC) limit, $h_{CC} = \Delta_0/\sqrt{2}$ [26]. It may be seen from eq. (9) that $h_{k_0} > h_{CC}$ for every $k_0$, a condition that excludes the possibility of having topological phases for fermionic $s$-wave superfluids in the absence of SO coupling.

The self-consistent calculation of the pairing gap $\Delta$ proceeds via the minimization of the free energy

$$F = \frac{N \Delta^2}{V} + \sum_k \left( \epsilon_k - \frac{k_B T}{2} \sum_{i=1}^{4} \ln(1 + e^{-\lambda_{k_i} / k_B T}) \right).$$

(10)

Here $\lambda_{k_i}(i = 1, \ldots, 4)$ are the four solutions of eq. (8), and $N$ is the number of lattice sites. In the absence of SO coupling ($\alpha = \beta = 0$) and in the continuum limit, by solving eq. (10) we find that $\Delta$ drops abruptly to zero at $h = h_{CC}$ in agreement with the CC limit. The results of this calculation in the presence of SO on a lattice are shown in fig. 1, where we plot the magnitude of $\Delta$ as a function of the spin imbalance $h$ and the attraction strength $V$. As one cranks up the SO coupling, the sharp phase transition gets smoothened [29], and we find that values of $\Delta \gtrsim \pi / 4$ are easily reachable in the regions where $h > \min_{k_0}(h_{k_0})$. Largest gaps are obtained when the spin-conserving and spin-flipping tunneling energies have comparable magnitudes, i.e., for $|\tan(\alpha)| \sim |\tan(\beta)| \sim 1$. As we will see in the following section, all phases with $|CN| \leq 2$ may be reached at $h \gtrsim \min_{k_0}(h_{k_0})$ for particular values of $\alpha$, $\beta$, and $\mu$. In fig. 1, this imbalance yields, respectively, (from top to bottom) $CN = 1, -1, -2$. The superfluid is instead always unstable due to pairing breakdown at imbalances much larger than $\min_{k_0}(h_{k_0})$.

**Topological phase diagram.** – Our Hamiltonian has built-in particle-hole symmetry, i.e., its eigenvalues come in ± pairs. The topological state of this system may then be characterized in terms of the bulk Chern number (CN) of the upper band of the spectrum. The latter is a $\mathbb{Z}$ topological invariant which may change only when the spectral gap between two bands closes. In addition, the sum of CNs associated to an isolate set of bands is conserved before and after the band touching. We calculate the upper band’s CN following

![Fig. 1: (Colour on-line) Pairing gap $|\Delta|/t$ as a function of imbalance $h$ and attraction strength $V$. The lines represent respectively the CC limit $h_{CC} = \Delta_0/\sqrt{2}$ (continuous), and the topological boundaries $h_{00}$ (dotted), $h_0$ (wide dashed), $h_{0\pi}$ (dot-dashed) and $h_{\pi\pi}$ (fine dashed), as defined in eq. (9). The gauge field strengths and imbalance here are $\alpha = \pi / 4$, and $(\beta, \mu) = (\pi / 4, -3t)$ (top), $(3\pi / 4, -3t)$ (center), and $(\pi / 4, -\sqrt{2}t / 2)$ (bottom). The numbers inside the plots give the CNs of the most accessible phases. The Chern number vanishes when $\Delta = 0$, since a gas in the normal phase is always in a trivial topological state.](image-url)
the elegant method proposed by Bellissard in ref. [30]. Let us assume that the gap closes at point \( k_0 \) as \( h \) crosses the critical value \( h_{k_0} \). The Hamiltonian \( \mathcal{H} \) has then two eigenvectors \( |\psi_0^{(1)}\rangle \), \( |\psi_0^{(2)}\rangle \) with vanishing eigenvalue. In the neighborhood of \( (k_0, h_{k_0}) \), we may approximate the Hamiltonian with an effective \( 2 \times 2 \) matrix obtained by projecting \( \mathcal{H} \) on \( |\psi_0^{(1)}\rangle \), \( |\psi_0^{(2)}\rangle \). Using the Pauli matrices \( \vec{\sigma} = (\sigma_x, \sigma_y, \sigma_z) \), the effective Hamiltonian may be written as

\[
\mathcal{H}_{\text{eff}}(k, h) = E(k, h) + \vec{\sigma} \cdot \vec{f}(k, h).
\]

If the spectrum features a linear Dirac cone at \( (k_0, h_{k_0}) \), the Jacobian matrix \( J_f \) has a non-zero determinant at this point. In this case, as \( h \) increases above \( h_{k_0} \), the change in Chern number of the upper band is given by the sign of the determinant itself. This quantity is called the Berry index of the gap-closing point. More generally, if at a given value \( h \) the spectrum features multiple Dirac cones centered in \( k_0^{(1)}, k_0^{(2)}, \ldots \), the change in Chern number at \( h = \tilde{h} \) is given by the sum of the Berry indices at all the touching points,

\[
\Delta \text{CN}(\tilde{h}) = \sum_i \text{sign} \{ \text{det}(J_f(\tilde{h}, k_0^{(i)})) \}.
\]

From the latter formula, it is clear that each Dirac cone changes the Chern number of a band by \pm 1. If the determinant of the Jacobian at a given gap-closing point vanishes, the Chern number of a band changes there instead by 0, or \pm 2 [30]. The latter case is however rather pathological. In the present context, it is verified only when either \( \alpha \) or \( \beta \) equal integer multiples of \( \pi/2 \).

In order to investigate the topological character of various phases, we show in fig. 2 the curves corresponding to the four critical imbalances \( h_{k_0} \) defined in eq. (9). The curves are plotted as a function of \( \beta \) for fixed \( \alpha = \pi/4 \), and for four increasing values of the chemical potential \( \mu \) (from left to right). We consider only negative chemical potentials, since the Hamiltonian has built-in particle-hole symmetry, and reversing the sign of \( \mu \) produces symmetric phases to the ones found here.

At small imbalances an \( s \)-wave superfluid is topologically trivial for any \( \mu \), and \( \text{CN} = 0 \). Each time the imbalance \( h \) crosses one of the critical curves \( h_{k_0} \), the gap between the bands closes at the corresponding momentum \( k_0 \), and a topological phase transition occurs. At low lattice fillings, we find phases characterized by Chern numbers \( \text{CN} = -1, 0, 1 \).

For higher lattice filling there appear phases with Chern numbers as large as \pm 2. As we will see in the following section, where we will discuss edge states, the phases with \( \text{CN} = -1, 1 \) are topologically protected, while the phases with \( \text{CN} = -2, 0, 2 \) are not protected. The topological protection of the system is therefore characterized by the \( Z_2 \) number given by \( \text{mod}_2 \text{CN} \), in analogy with the theory of the Quantum Spin Hall effect [31]. At half-filling, \( \mu = 0 \), the phase diagram is composed of regions with \( \text{CN} = 2, 0, 2 \), and is therefore not topological for any \( \alpha, \beta \), and \( h \).

As we have seen in the previous Section, not all regions of the phase diagram plotted in fig. 2 are accessible due to pair-breaking. Nonetheless, phases with equal \( \text{CN} \) are topologically equivalent, and we have shown that phases with all \( \text{CN} \)s \((-2, -1, 0, 1, 2)\) may be realized with sufficiently large \( \Delta \sim \mu \) when \( h \gtrsim \min_{\mu_0}(h_{k_0}) \).

**Spectrum on a cylinder.** – A characteristic feature of topological phases is the presence of intra-gap modes localized on open boundaries (edges) of the system. Ultracold gases with sharp edges may be realized along the lines proposed in ref. [32]. It should also be remembered that the core of a vortex is topologically equivalent to an edge which has been closed on itself. The topologically-protected edge modes we describe here are therefore equivalent to the Majorana fermions known to exist, e.g., in the core of vortices of \( p \)-wave superfluids.

To investigate this aspect, we calculate the spectrum of the Hamiltonian (3) on a cylinder, i.e., respectively with open and periodic boundary conditions along \( x \) and \( y \). Due to the broken translational symmetry along the \( x \)-direction, we diagonalize the Hamiltonian by performing a Fourier transformation along the \( y \)-direction only.

In figs. 3 and 4 we show the spectrum of \( \mathcal{H}_{\mu, k_y} \) as a function of \( k_y \) for various combinations of \( \mu, \beta \), and \( h \). The spectrum on a torus would be generally gapped, but
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Fig. 3: (Colour on-line) Spectrum on a cylinder, plotted as a function of $k_y$. In each figure, the gauge field strength $\beta$ and the imbalance $h$ are given by the labeled dots in fig. 2(a). The lines mark the edge states, and the thick dots mark the position of the gap-closing points. The CN of the upper band is 1 (−1) in the left (right) image, while the central image depicts a topological critical point. The chemical potential is $\mu / (\sqrt{2} t) = -2$, and the energy on the vertical axis is in units of $t$.

Fig. 4: (Colour on-line) Same as fig. 3, but here the chemical potential is $\mu / (\sqrt{2} t) = -0.5$, while the gauge field strength $\beta$ and the imbalance $h$ correspond to the labeled dots in fig. 2(c). From left to right, the CN of the upper band is, respectively, $-2$, $-1$, and 0. The symbols + and * identify the eigenstates plotted in fig. 5.

Fig. 5: (Colour on-line) Edge modes on a cylinder: continuous (dashed) lines depict the amplitude of the spin $\uparrow$ ($\downarrow$) component of the wave function with $\alpha$, $\beta$, $\mu$ and $h$ as in fig. 4(I). The momenta of the edge states are given by the symbols in fig. 4(I). Here two counterpropagating modes with identical spin state are localized on the same edge. In analogy with the QSH effect, these states are not topologically protected, since a weak perturbation may induce backscattering from one mode to the other.

When open boundary conditions are taken into account isolated states appear inside the gap. The eigenvectors corresponding to these isolated eigenstates are linear superpositions of $\uparrow$ and $\downarrow$ spin components, exponentially localized on either of the boundaries, as may be seen in fig. 5. These are therefore termed “edge states”. Edge modes in this context have first been discussed in ref. [24] for the specific case $\alpha = \beta = \pi / 4$.

Given the reflection symmetry of the spectrum with respect to the sign of $k_y$, these states always appear in $\pm \tilde{k}$ pairs. Edge excitations may cross at zero energy with a linear dispersion at $k_y = 0$ or $\pi$, similarly to lattice Dirac fermions. Their origin is topological, and these zero-energy crossings may appear or disappear only at the critical points $h = h_{k_0}$, where the bulk spectra of the upper and lower bands touch in zero, see, e.g., fig. 3(II).

Since the fully balanced ($h = 0$) and the fully polarized ($h \gg t$) states are not topological and do not support any edge modes, on a lattice we find that edge states are present only for imbalances satisfying $\min_{k_0} (h_{k_0}) < h < \max_{k_0} (h_{k_0})$.

When a single pair of states is present, see, e.g., figs. 3(I) and (III), the two counterpropagating edge modes with $\pm \tilde{k}$ are localized on opposite boundaries. Since on a given boundary there is no state available for backward spin-conserving scattering, these states are topologically protected. These conditions are realized when $\text{mod}_2 (\text{CN}) = 1$.

When instead the parity of CN is 0, as depicted in fig. 4, the system contains either zero or two pairs of edge states. At sufficiently low-energy, the eigenvectors at a given energy are characterized by symmetric quasi-momenta $k_y = \pm \tilde{k}, \pm (\pi - \tilde{k})$. As may be seen in fig. 5, the counterpropagating edge states with $k_y = \pm \tilde{k}$ and $k_y = -\pi + \pm \tilde{k}$ are both localized on the same edge. When $\text{mod}_2 (\text{CN}) = 0$, we see that either edge modes can perform spin-conserving backscattering, or that there are no edge modes at all.
A phase with even parity of the CN does not contain therefore any topologically protected states.

It is interesting to note that fig. 4(III) depicts a physical state with two pairs of edge states but vanishing CN. To the best of our knowledge, this case has not been discussed so far in the context of cold atomic gases.

Conclusions. – We have studied here interacting ultracold fermions in the presence of non-Abelian gauge fields. We have demonstrated that spin imbalance can lead to a variety of intriguing topological phases. We characterized these phases by the associated Chern numbers, we presented the full phase diagram, and we discussed the link existing between edge states and Chern numbers. Furthermore, we have shown via a self-consistent calculation which of the phases can be realized experimentally, and which are non-physical due to pairing breakdown. In light of the recent ground-breaking experimental realizations of synthetic Abelian [19–21] fields in ultracold gases, and given the prospective to realize non-Abelian fields soon, the fascinating physics discussed in this manuscript should be readily accessible in the very close future.

***

We wish to thank G. Szirmai for a critical reading of the manuscript. We also acknowledge interesting discussions with M. SATO, S. FUJIMOTO, D. POLETTI, S. DAS SARMA, and N. GOLDMAN. We acknowledge funding from ESF/MEC project FERMIX (FIS2007-29996-E), Spanish MEC projects FIS2008-01236, TOQATA FIS2008-00784, QOIT (Consolider Ingenio 2010), Catalan project 2009-SGR-985, EU Integrated Project SCALA, EU STREP project NAMEQUAM, and ERC Advanced Grant QUAGATUA. AK acknowledges the Polish Government Scientific Funds 2009–2010, and ML the Humboldt Foundation Senior Research Prize.

REFERENCES

[1] WEN X. G. and NIU Q., Phys. Rev. B, 41 (1990) 9377; WEN X. G., Phys. Rev. B, 65 (2002) 165113.
[2] KITAEOV A., Ann. Phys. (N.Y.), 321 (2006) 2.
[3] HASAN M. Z. and KANE C. L., Rev. Mod. Phys., 82 (2010) 3045.
[4] READ N. and GREEN D., Phys. Rev. B, 61 (2000) 10267.
[5] MAssIGNAN P., SANPERa A. and LEWENSTEIN M., Phys. Rev. A, 81 (2010) 031607(R).
[6] BLOCH I., DALIBARD J. and ZWERGER W., Rev. Mod. Phys., 80 (2008) 885.
[7] DALIBARD J., GERBERF J., JUZELIUNAS G. and OBERBERG P., arXiv:1008.5378, to be published in Rev. Mod. Phys.
[8] SCHNYDER A. P., RYU S., FURUSAKI A. and LUDWIG A. W. W., Phys. Rev. B, 78 (2008) 195125.
[9] DUM R., CIRAC J. I., LEWENSTEIN M. and ZOLLER P., Phys. Rev. Lett., 80 (1998) 2972.
[10] JUZELIUNAS G. and OBERBERG P., Phys. Rev. Lett., 93 (2004) 033602.
[11] RUSECKAS J., JUZELIUNAS G., OBERBERG P. and FLEISCHBAUER M., Phys. Rev. Lett., 95 (2005) 010404.
[12] SPIELMAN I. B., Phys. Rev. A, 79 (2009) 063613.
[13] JAKSCH D. and ZOLLER P., New J. Phys., 5 (2003) 56.
[14] OSTERLOH K. et al., Phys. Rev. Lett., 95 (2005) 010403.
[15] MUELLER E. J., Phys. Rev. A, 70 (2004) 041603(R).
[16] SORENSEN A. S., DEMLER E. and LUKIN M. D., Phys. Rev. Lett., 94 (2005) 086803.
[17] GERBER F. and DALIBARD J., New J. Phys., 12 (2010) 033007.
[18] BERMUDEZ A. et al., Phys. Rev. Lett., 105 (2010) 190404.
[19] LIN Y. J., COMPTON R. L., PERRY A. R., PHILLIPS W. D., PORTO J. V. and SPIELMAN I. B., Phys. Rev. Lett., 102 (2009) 130401.
[20] LIN Y. J., COMPTON R. L., JIMENEZ-GARCIA K., PORTO J. V. and SPIELMAN I. B., Nature, 462 (2009) 628.
[21] GEMELKE N., SARAJLIC E. and CHU S., arXiv:1007.2677.
[22] JUZELIUNAS G., JULIUS R. and OBERBERG P., Phys. Rev. A, 51 (2010) 053403.
[23] GOLDMAN N. et al., Phys. Rev. Lett., 103 (2009) 035301.
[24] SATO M., TAKAHASHI Y. and FUJIMOTO S., Phys. Rev. Lett., 103 (2009) 020401.
[25] SAU JAY D., LUTCHYN R. M., TEWARI S. and DAS SARMA S., Phys. Rev. Lett., 104 (2010) 040502.
[26] CLOGSTON A. M., Phys. Rev. Lett., 9 (1962) 226; CHANDRASEKHAR B. S., Appl. Phys. Lett., 1 (1962) 7.
[27] ALTLAND A. and ZIRNBAUER M. R., Phys. Rev. B, 55 (1997) 1142.
[28] SATO M. and FUJIMOTO S., Phys. Rev. B, 79 (2009) 094504; SAU JAY D., TEWARI S., LUTCHYN R., STANESCU T. and DAS SARMA S., arXiv:1006.2829v1, to be published in Phys. Rev. A; SATO M., TAKAHASHI Y. and FUJIMOTO S., Phys. Rev. B, 82 (2010) 134521.
[29] FRIGERI P. A., AGTERBERG D. F., KOBA A. and SIGRIEST M., Phys. Rev. Lett., 92 (2004) 097001.
[30] BELLISIASS J., arXiv:cond-mat/9504030.
[31] KANE C. L. and MELE E. J., Phys. Rev. Lett., 95 (2005) 146802.
[32] GOLDMAN N. et al., arXiv:1002.0219v2.