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Abstract—The multiplicative and additive compounds of a matrix play an important role in several fields of mathematics including geometry, multi-linear algebra, combinatorics, and the analysis of nonlinear time-varying dynamical systems. There is a growing interest in applications of these compounds, and their generalizations, in systems and control theory. This tutorial paper provides a gentle introduction to these topics with an emphasis on the geometric interpretation of the compounds, and surveys some of their recent applications.

I. INTRODUCTION

Let $A \in \mathbb{R}^{n \times n}$. Fix $k \in \{1, \ldots, n\}$. The $k$-multiplicative and $k$-additive compounds of $A$ play an important role in several fields of applied mathematics. Recently, there is a growing interest in the applications of these compounds, and their generalizations, in systems and control theory (see, e.g. [43], [42], [21], [1], [5], [28], [44], [40], [2], [41], [13], [16], [14], [17], [15]).

This tutorial paper reviews the $k$-compounds, focusing on their geometric interpretations, and surveys some of their recent applications in systems and control theory, including $k$-positive systems, $k$-cooperative systems, and $k$-contracting systems.

The results described here are known, albeit never collected in a single paper. The only exception is the new generalization principle described in Section V.

We use standard notation. For a set $S$, $\text{int}(S)$ is the interior of $S$. For scalars $\lambda_i$, $i \in \{1, \ldots, n\}$, $\text{diag}(\lambda_1, \ldots, \lambda_n)$ is the $n \times n$ diagonal matrix with diagonal entries $\lambda_i$. Column vectors [matrices] are denoted by small [capital] letters. For a matrix $A$, $A^T$ is the transpose of $A$. For a square matrix $B$, $\text{tr}(B)$ [det$(B)$] is the trace [determinant] of $B$. $B$ is called Metzler if all its off-diagonal entries are non-negative. The positive orthant in $\mathbb{R}^n$ is $\mathbb{R}^n_+ = \{x \in \mathbb{R}^n : x_i \geq 0, i = 1, \ldots, n\}$.

II. GEOMETRIC MOTIVATION

$k$-compound matrices provide information on the evolution of $k$-dimensional polygons subject to a linear time-varying dynamics. To explain this in a simple setting, consider the LTI system:

$$\dot{x} = \text{diag}(\lambda_1, \lambda_2, \lambda_3)x,$$

with $\lambda_i \in \mathbb{R}$ and $x : \mathbb{R}_+ \rightarrow \mathbb{R}^3$. Let $e^i$, $i = 1, 2, 3$, denote the $i$th canonical vector in $\mathbb{R}^3$. For $x(0) = e^i$ we have $x(t) = \exp(\lambda_it)x(0)$. Thus, $\exp(\lambda_it)$ describes the rate of evolution of the line $e^i$ subject to (1). What about 2D areas? Let $S \subset \mathbb{R}^3$ denote the square generated by $e^1$ and $e^3$, with $i \neq j$. Then $S(t) := x(t, S)$ is the rectangle generated by $\exp(\lambda_1t)e^1$ and $\exp(\lambda_3t)e^3$, so the area of $S(t)$ is $\exp((\lambda_1 + \lambda_3)t)$. Similarly, if $B \subset \mathbb{R}^3$ is the 3D box generated by $e^1$, $e^2$, and $e^3$ then the volume of $B(t) := x(t, B)$ is $\exp((\lambda_1 + \lambda_2 + \lambda_3)t)$ (see Fig. I).

Since $\exp(At) = \text{diag}(\exp(\lambda_1t), \exp(\lambda_2t), \exp(\lambda_3t))$, this discussion suggests that it may be useful to have a $3 \times 3$ matrix whose eigenvalues are the sums of any two eigenvalues of $\exp(At)$, and a $1 \times 1$ matrix whose eigenvalue is the sum of the three eigenvalues of $\exp(At)$. With this geometric motivation in mind, we turn to recall the notions of the multiplicative and additive compounds of a matrix. For more details and proofs, see e.g. [11, Ch. 6][33].

III. COMPOUND MATRICES

Let $A \in \mathbb{C}^{n \times m}$. Fix $k \in \{1, \ldots, \min\{n, m\}\}$. Let $Q(k, n)$ denote the set of increasing sequences of $k$ integers in $\{1, \ldots, n\}$, ordered lexicographically. For example,

$$Q(2, 3) = \{\{1, 2\}, \{1, 3\}, \{2, 3\}\}.$$

For $\alpha \in Q(k, n)$, $\beta \in Q(k, m)$, let $A[\alpha|\beta]$ denote the $k \times m$ submatrix obtained by taking the entries of $A$ in the rows indexed by $\alpha$ and the columns indexed by $\beta$. For example,

$$A[\{1, 2\}|\{2, 3\}] = \begin{bmatrix} a_{12} & a_{13} \\ a_{22} & a_{23} \end{bmatrix}.$$

The minor of $A$ corresponding to $\alpha, \beta$ is $A(\alpha|\beta) := \text{det}(A[\alpha|\beta])$. For example, $Q(n, n)$ includes the single set $\alpha = \{1, \ldots, n\}$ and $A(\alpha|\alpha) = \text{det}(A)$.

Definition I: Let $A \in \mathbb{C}^{n \times m}$ and fix $k \in \{1, \ldots, \min\{n, m\}\}$. The $k$-multiplicative compound of $A$, denoted $A(k)$, is the $\binom{n}{k} \times \binom{m}{k}$ matrix that contains all the $k$-order minors of $A$ ordered lexicographically.
For example, if \( n = m = 3 \) and \( k = 2 \) then
\[
A^{(2)} = \begin{bmatrix}
A(\{1\} \{2\}) & A(\{1\} \{3\}) & A(\{2\} \{3\}) \\
A(\{2\} \{1\}) & A(\{2\} \{3\}) & A(\{3\} \{1\}) \\
A(\{3\} \{2\}) & A(\{3\} \{1\}) & A(\{1\} \{2\})
\end{bmatrix}.
\]
In particular, Definition 1 implies that \( A^{(1)} = A \), and if \( n = m \) then \( A^{(n)} = \det(A) \).

Let \( A \in \mathbb{C}^{n \times m} \), \( B \in \mathbb{C}^{m \times p} \). The Cauchy-Binet Formula (see e.g. [12]) asserts that for any \( k \in \{1, \ldots, \min\{n, m, p\}\} \),
\[
(AB)^{(k)} = A^{(k)}B^{(k)}.
\]
Hence the term multiplicative compound. Note that for \( n = m = p \), Eq. (2) with \( k = n \) reduces to the familiar formula \( \det(AB) = \det(A) \det(B) \).

Let \( I_r \) denote the \( s \times s \) identity matrix. Definition 1 implies that \( I_r^{(k)} = I_r \), where \( r := \left( \begin{smallmatrix} k \\
3\end{smallmatrix} \right) \). Hence, if \( A \in \mathbb{R}^{n \times n} \) is non-singular then \( (AA^{-1})^{(k)} = I_r \) and combining this with (2) yields \( (A^{-1})^{(k)} = (A^{(k)})^{-1} \). In particular, if \( A \) is non-singular then so is \( A^{(k)} \).

The \( k \)-multiplicative compound has an important spectral property. For \( A \in \mathbb{C}^{n \times n} \), let \( \lambda_i, i = 1, \ldots, n \), denote the eigenvalues of \( A \). Then the eigenvalues of \( A^{(k)} \) are all the products
\[
\prod_{\ell=1}^{k} \lambda_{i_{\ell}}, \text{ with } 1 \leq i_1 < i_2 < \cdots < i_k \leq n.
\]

For example, suppose that \( n = 3 \) and \( A = \begin{bmatrix} a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}\end{bmatrix} \). Then a calculation gives
\[
A^{(2)} = \begin{bmatrix}
a_{11}a_{22} & a_{11}a_{23} & a_{12}a_{23} - a_{13}a_{22} \\
a_{11}a_{33} & a_{12}a_{33} \\
a_{22}a_{33}
\end{bmatrix},
\]
so, clearly, the eigenvalues of \( A^{(2)} \) are of the form (3).

**Definition 2:** Let \( A \in \mathbb{C}^{n \times n} \). The \( k \)-additive compound matrix of \( A \) is defined by:
\[
A^{[k]} := \frac{d}{d\epsilon}(I + \epsilon A)^{(k)}|_{\epsilon=0}.
\]
Note that this implies that \( A^{[k]} = \frac{d}{d\epsilon}(\exp(A\epsilon))^{(k)}|_{\epsilon=0} \), and also that
\[
(I + \epsilon A)^{(k)} = I + \epsilon A^{[k]} + o(\epsilon),
\]
in other words, \( A^{[k]} \) is the first-order term in the Taylor expansion of \( (I + \epsilon A)^{(k)} \).

Let \( \lambda_i, i = 1, \ldots, n \), denote the eigenvalues of \( A \). Then the eigenvalues of \((I + \epsilon A)^{(k)}\) are the products \( \prod_{\ell=1}^{k} (1 + \epsilon \lambda_{i_{\ell}}) \), and (4) implies that the eigenvalues of \( A^{[k]} \) are all the sums
\[
\sum_{\ell=1}^{k} \lambda_{i_{\ell}}, \text{ with } 1 \leq i_1 < i_2 < \cdots < i_k \leq n.
\]

Another important implication of the definitions above is that for any \( A, B \in \mathbb{C}^{n \times n} \) we have
\[
(A + B)^{[k]} = A^{[k]} + B^{[k]}.
\]
This justifies the term additive compound. Moreover, the mapping \( A \rightarrow A^{[k]} \) is linear.

The following result gives a useful explicit formula for \( A^{[k]} \) in terms of the entries \( a_{ij} \) of \( A \). Recall that any entry of \( A^{[k]} \) is a minor \( A(\alpha|\beta) \). Thus, it is natural to index the entries of \( A^{[k]} \) and \( A^{[\ell]} \) using \( \alpha, \beta \in \Omega(k, n) \). \( \{1, \ldots, n\} \) and \( \beta = \{j_1, \ldots, j_k\} \). Then the entry of \( A^{[k]} \) corresponding to \( (\alpha, \beta) \) is equal to:
1. \( \sum_{\ell=1}^{k} a_{i_{\ell}j_{\ell}} \), if \( i_{\ell} \neq j_{\ell} \) for all \( \ell \in \{1, \ldots, k\} \);
2. \( (-1)^{\ell+m} a_{i_{\ell}j_{\ell}} \), if all the indices in \( \alpha \) and \( \beta \) agree, except for a single index \( i_{\ell} \neq j_{\ell} \); and
3. \( 0 \), otherwise.

**Example 1:** For \( A \in \mathbb{R}^{4 \times 4} \) and \( k = 3 \), Prop. 1 yields
\[
A^{[3]} = \begin{bmatrix}
a_{11}a_{22} + a_{12}a_{23} + a_{13}a_{22} \\
a_{11}a_{33} + a_{12}a_{33} - a_{13}a_{33} \\
a_{12}a_{22} + a_{13}a_{22} - a_{13}a_{33} + a_{13}a_{33} \\
a_{12}a_{33} - a_{13}a_{33} \end{bmatrix}.
\]

The entry in the second row and fourth column of \( A^{[3]} \) corresponds to \( (\alpha|\beta) = ([1, 2, 4]|\{2, 3, 4\}) \). As \( \alpha \) and \( \beta \) agree in all indices except for the index \( i_1 = 1 \) and \( j_2 = 3 \), this entry is equal to \((-1)^{1+2}a_{13} = -a_{13} \).

Note that Prop. 1 implies in particular that \( A^{[n]} = \text{tr}(A) \).

The next section describes applications of compound matrices for dynamical systems described by ODEs. For more details and proofs, see [33], [29].

**IV. COMPOUND MATRICES AND ODES**

Fix an interval \( [a, b] \in \mathbb{R} \). Let \( A : [a, b] \to \mathbb{R}^{n \times n} \) be a continuous matrix function, and consider the LTV system:
\[
\dot{x}(t) = A(t)x(t), \quad x(a) = x_0.
\]

The solution is given by \( x(t) = \Phi(t, a)x(a) \), where \( \Phi(t, a) \) is the solution at time \( t \) of the matrix differential equation
\[
\Phi(s) = A(s)\Phi(s), \quad \Phi(a) = I_n.
\]

Fix \( k \in \{1, \ldots, n\} \) and let \( r := \left( \begin{smallmatrix} k \\
3\end{smallmatrix} \right) \). A natural question is: how do the \( k \)-order minors of \( \Phi(t) \) evolve in time? The next result provides a beautiful formula for the evolution of \( \Phi^{(k)}(t) := (\Phi(t))^{(k)} \).

**Proposition 2:** If \( \Phi \) satisfies (3) then
\[
\frac{d}{dt}\Phi^{(k)}(t) = A^{[k]}(t)\Phi^{(k)}(t), \quad \Phi^{(k)}(a) = I_r,
\]
where \( A^{[k]}(t) := (A(t))^{[k]} \).

Thus, the \( k \times k \) minors of \( \Phi \) also satisfy an LTV. In particular, if \( A(t) \equiv A \) and \( a = 0 \) then \( \Phi(t) = \exp(At) \) so \( \Phi^{(k)}(t) = (\exp(At))^{(k)} \) and (2) gives
\[
(\exp(At))^{(k)} = \exp(A^{[k]}t).
\]

Note also that for \( k = n \), Prop. 2 yields
\[
\frac{d}{dt}\det(\Phi(t)) = \text{tr}(A(t))\det(\Phi(t)),
\]
which is the Abel-Jacobi-Liouville identity.

Roughly speaking, Prop. 2 implies that under the LTV dynamics \( \Phi(t) \), \( k \)-dimensional polygons evolve according to the dynamics \( \Phi^{(k)} \).
We now turn to consider the nonlinear system:
\[ \dot{x}(t) = f(t, x). \] (8)

For the sake of simplicity, we assume that the initial time is zero, and that the system admits a convex and compact state-space \( \Omega \). We also assume that \( f \in C^1 \). The Jacobian of the vector field \( f \) is \( J(t, x) := \frac{\partial f(t, x)}{\partial x} \).

Compound matrices can be used to analyze (8) by using an LTV called the variational equation associated with (8).

To define it, fix \( a, b \in \Omega \). Let \( z(t) := x(t, a) - x(t, b) \), and for \( s \in [0, 1] \), let \( \gamma(s) := sx(t, a) + (1 - s)x(t, b) \), i.e. the line connecting \( x(t, a) \) and \( x(t, b) \). Then
\[ \dot{z}(t) = f(t, x(t, a)) - f(t, x(t, b)) = \int_0^1 \frac{\partial f(t, \gamma(s))}{\partial s} ds, \]
and this gives the variational equation:
\[ \dot{z}(t) = A^{ab}(t)z(t), \] (9)
where
\[ A^{ab}(t) := \int_0^1 J(t, \gamma(s)) ds. \] (10)

We can use the results above to describe a powerful approach for deriving useful “k-generalizations” of important classes of dynamical systems including cooperative systems [36], contracting systems [3], [24], and diagonally stable systems [20].

V. k-GENERALIZATIONS OF DYNAMICAL SYSTEMS

Consider the LTV (5). Suppose that \( A(t) \) satisfies a specific property, e.g. property may be that \( A(t) \) is Metzler for all \( t \) (so the LTV is positive) or that \( \mu(A(t)) \leq -\eta < 0 \) for all \( t \), where \( \mu : \mathbb{R}^{n \times n} \to \mathbb{R} \) is a matrix measure (so the LTV is contracting). Fix \( k \in \{1, \ldots, n\} \), we say that the LTV satisfies k-property if \( A^{[k]}(t) \) (rather than \( A \)) satisfies property. For example, the LTV is k-positive if \( A^{[k]}(t) \) is Metzler for all \( t \); the LTV is k-contracting if \( \mu(A^{[k]}(t)) \leq -\eta < 0 \) for all \( t \), and so on.

This generalization approach makes sense for two reasons. First, when \( k = 1 \), \( A^{[k]} \) reduces to \( A^{[1]} = A \), so k-property is clearly a generalization of property. Second, we know that \( A^{[k]} \) has a clear geometric meaning, as it describes the evolution of k-dimensional polygons along the dynamics.

The same idea can be applied to the nonlinear system (8) using the variational equation (9). For example, if \( \mu(J(t, x)) \leq -\eta < 0 \) for all \( t \geq 0 \) and \( x \in \Omega \) then (8) is contracting: the distance between any two solutions (in the norm that induced \( \mu \)) decays at an exponential rate. If we replace this by the condition \( \mu(J^{[k]}(t, x)) \leq -\eta < 0 \) for all \( t \geq 0 \) and \( x \in \Omega \) then (8) is called k-contracting. Roughly speaking, this means that the volume of k-dimensional polygons decays to zero exponentially along the flow of the nonlinear system. We now turn to describe several such k-generalizations.

VI. k-CONTRACTING SYSTEMS

k-contracting systems were introduced in [42] (see also the unpublished preprint [26] for some preliminary ideas). For \( k = 1 \) these reduce to contracting systems. This generalization was motivated in part by the seminal work of Muldowney [29] who considered nonlinear systems that, in the new terminology, are 2-contracting. He derived several interesting results for time-invariant 2-contracting systems. For example, every bounded trajectory of a time-invariant, nonlinear, 2-contracting system converges to an equilibrium (but, unlike in the case of contracting systems, the equilibrium is not necessarily unique).

For the sake of simplicity, we introduce the ideas in the context of an LTV system. The analysis of nonlinear systems is based on assuming that their variational equation is a k-contracting LTV.

Recall that a vector norm \( | \cdot | : \mathbb{R}^n \to \mathbb{R}_+ \) induces a matrix norm \( || \cdot || : \mathbb{R}^{n \times n} \to \mathbb{R}_+ \) by:
\[ ||A|| := \max_{|x|=1} |Ax|, \]
and a matrix measure \( \mu(\cdot) : \mathbb{R}^{n \times n} \to \mathbb{R} \) by:
\[ \mu(A) := \lim_{\epsilon \downarrow 0} \frac{||I + \epsilon A|| - 1}{\epsilon}. \]

For \( p \in \{1, 2, \infty\} \), let \( | \cdot |_p : \mathbb{R}^n \to \mathbb{R}_+ \) denote the \( L_p \) vector norm, that is, \( |x|_p := \sum_{i=1}^n |x_i|, |x|_2 := \sqrt{x^T x}, \) and \( |x|_\infty := \max_{i \in \{1, \ldots, n\}} |x_i| \). The induced matrix measures are [39]:
to \( k \)-contraction, as combining Prop. 1 with (21) gives [29]:

\[
\begin{align*}
\mu_1(A[k]) &= \max_{\alpha \in \mathbb{Q}(k,n)} \left( \sum_{p=1}^{k} a_{p,\alpha} + \sum_{j \neq \alpha} |a_{j,\alpha}| + \cdots + |a_{j,\alpha_k}| \right), \\
\mu_2(A[k]) &= \sum_{i=1}^{k} \lambda_i(A + AT)/2, \\
\mu_\infty(A[k]) &= \max_{\alpha \in \mathbb{Q}(k,n)} \left( \sum_{p=1}^{k} a_{p,\alpha} + \sum_{j \neq \alpha} |a_{\alpha_1,j}| + \cdots + |a_{\alpha_k,j}| \right).
\end{align*}
\]

For \( k = n \), \( A[n] \) is the scalar \( \text{tr}(A) \), so condition (12) becomes \( \text{tr}(A(t)) \leq -\eta < 0 \) for all \( t \geq 0 \).

Combining Coppel’s inequality [6] with (7) yields the following result.

**Proposition 3:** If the LTV (5) is \( k \)-contracting then

\[
\|\Phi^{(k)}(t)\| \leq \exp(-\eta t)\|\Phi^{(k)}(0)\| = \exp(-\eta t)
\]

for all \( t \geq 0 \).

Geometrically, this means that under the LTV dynamics the volume of \( k \)-dimensional polygons converges to zero exponentially. The next example illustrates this.

**Example 2:** Consider the LTV (5) with \( n = 2 \) and \( A(t) = \begin{bmatrix} -1 & 0 \\ -2\cos(t) & 0 \end{bmatrix} \). The corresponding transition matrix is:

\[
\Phi(t) = \begin{bmatrix} \exp(-t) & 0 \\ -1 + \exp(-t)(\cos(t) - \sin(t)) & 1 \end{bmatrix}.
\]

This implies that the LTV is uniformly stable, and that for any \( x(0) \in \mathbb{R}^2 \) we have

\[
\lim_{t \to \infty} x(t, x(0)) = \begin{bmatrix} 0 \\ x_2(0) - x_1(0) \end{bmatrix}.
\]

The LTV is not contracting, w.r.t. any norm, as there is more than a single equilibrium. However, \( A^{[2]}(t) = \text{tr}(A(t)) = -1 \), so the system is 2-contracting. Let \( S \subset \mathbb{R}^2 \) denote the unit square, and let \( S(t) := x(t, S) \), that is, the evolution at time \( t \) of the unit square under the dynamics. Fig. 2 depicts \( S(t) + 2t \) for several values of \( t \), where the shift by \( 2t \) is for the sake of clarity. It may be seen that the area of \( S(t) \) decays with \( t \), and that \( S(t) \) converges to a line.

As noted above, time-invariant 2-contracting systems have a “well-ordered” asymptotic behaviour [29], [23], and this has been used to derive a global analysis of important models from epidemiology (see, e.g. [22]). A recent paper [30] extended some of these results to systems that are not necessarily 2-contracting, but can be represented as the serial interconnections of \( k \)-contracting systems, with \( k \in \{1, 2\} \).

**VII. \( \alpha \)-COMPOUNDS AND \( \alpha \)-CONTRACTING SYSTEMS**

A recent paper [44] defined a generalization called the \( \alpha \)-multiplicative compound and \( \alpha \)-additive compound of a matrix, where \( \alpha \) is a real number. Let \( A \in \mathbb{C}^{n \times n} \) be non-singular. If \( \alpha = k + s \), where \( k \in \{1, \ldots, n - 1\} \) and \( s \in (0, 1) \) then the \( \alpha \)-multiplicative of \( A \) is defined by:

\[
A^{(\alpha)} := (A^{(k)})^{1-s} \otimes (A^{(k+1)})^s,
\]

where \( \otimes \) denotes the Kronecker product. This is a kind of “multiplicative interpolation” between \( A^{(k)} \) and \( A^{(k+1)} \). For example, \( A^{(2,1)} = (A^{(2)})^{0.9} \otimes (A^{(3)})^{0.1} \). The \( \alpha \)-additive compound is defined just like the \( k \)-additive compound, that is,

\[
A^{[\alpha]} := \frac{d}{de}(I + eA)^{(\alpha)}|_{e=0},
\]

and it was shown in [44] that this yields

\[
A^{[\alpha]} = ((1 - s)A^{[k]} + (sA^{[k+1]})),
\]

where \( \otimes \) denotes the Kronecker sum.

The system (8) is called \( \alpha \)-contracting w.r.t. the norm \( \| \cdot \| \) if

\[
\mu(J^{[\alpha]}(t, x)) \leq -\eta < 0,
\]

for all \( t \geq 0 \) and all \( x \) in the state space [44].

Using this notion, it is possible to restate the seminal results of Douady and Oesterlé [7] as follows.

**Theorem 1:** [44] Suppose that (8) is \( \alpha \)-contracting for some \( \alpha \in [1, n] \). Then any compact and strongly invariant set of the dynamics has a Hausdorff dimension smaller than \( \alpha \).

Roughly speaking, the dynamics contracts sets with a larger Hausdorff dimension.

The next example, adapted from [44], shows how these notions can be used to “de-chaotify” a nonlinear dynamical system by feedback.

**Example 3:** Thomas’ cyclically symmetric attractor [38], [4] is a popular example for a chaotic system. It is described by:

\[
\begin{align*}
\dot{x}_1 &= \sin(x_2) - bx_1, \\
\dot{x}_2 &= \sin(x_3) - bx_2, \\
\dot{x}_3 &= \sin(x_1) - bx_3,
\end{align*}
\]

where \( b > 0 \) is the dissipation constant. The convex and compact set \( D := \{ x \in \mathbb{R}^3 : b|x|_\infty \leq 1 \} \) is an invariant set of the dynamics.

Fig. 3 depicts the solution of the system emanating from \( [1 \quad -2 \quad 1]^T \) for \( b = 0.1 \). Note the symmetric strange attractor.
The Jacobian \( J_f \) of the vector field in (14) is
\[
J_f(x) = \begin{bmatrix}
-b & \cos(x_2) & 0 \\
0 & -b & \cos(x_3) \\
\cos(x_1) & 0 & -b
\end{bmatrix},
\]
and thus
\[
J_f^{[2]}(x) = \begin{bmatrix}
-2b & \cos(x_3) & 0 \\
0 & -2b & \cos(x_2) \\
-\cos(x_1) & 0 & -2b
\end{bmatrix},
\]
and \( J_f^{[3]} = \text{trace}(J_f) = -3b \). Since \( b > 0 \), this implies that the system is 3-contracting w.r.t. any norm. Let \( \alpha = 2 + s \), with \( s \in (0, 1) \). Then
\[
J_f^{[\alpha]}(x) = (1 - s)J_f^{[2]}(x) + sJ_f^{[3]}(x)
\]
\[
= \begin{bmatrix}
-(2+s)b & (1-s)\cos(x_3) & 0 \\
0 & -(2+s)b & (1-s)\cos(x_2) \\
-(1-s)\cos(x_1) & 0 & -(2+s)b
\end{bmatrix}.
\]
This implies that
\[
\mu_1(J_f^{[\alpha]}(x)) \leq 1 - 2b - s(b+1), \text{ for all } x \in D.
\]
We conclude that for any \( b \in (0, 1/2) \) the system is \((2+s)\)-contracting for any \( s > \frac{1-2b}{1+b} \).

We now show how \( \alpha \)-contraction can be used to design a partial-state controller for the system guaranteeing that the closed-loop system has a “well-ordered” behaviour. Suppose that the closed-loop system is:
\[
x = f(x) + g(x),
\]
where \( g \) is the controller. Let \( \alpha = 2+s \), with \( s \in (0, 1) \). The Jacobian of the closed-loop system is \( J_{cl} := J_f + J_g \), so
\[
\mu_1(J_{cl}^{[\alpha]}) = \mu_1(J_f^{[\alpha]} + J_g^{[\alpha]})
\]
\[
\leq \mu_1(J_f^{[\alpha]}) + \mu_1(J_g^{[\alpha]})
\]
\[
\leq 1 - 2b - s(b+1) + \mu_1(J_g^{[\alpha]}).
\]
This implies that the closed-loop system is \( \alpha \)-contracting if
\[
\mu_1(J_g^{[\alpha]}(x)) < s(b+1) + 2b - 1 \text{ for all } x \in D. \tag{15}
\]
Consider, for example, the controller \( g(x_1, x_2) = c \text{diag}(1, 1, 0)x \), with gain \( c < 0 \). Then \( J_g^{[\alpha]} = c \text{diag}(2, 1 + s, 1 + s) \) and for any \( c < 0 \) condition (15) becomes
\[
(1+s)c < s(b+1) + 2b - 1. \tag{16}
\]
This provides a simple recipe for determining the gain \( c \) so that the closed-loop system is \((2+s)\)-contracting. For example, when \( s \to 0 \), Eq. (16) yields \( c < 2b - 1 \), and this guarantees that the closed-loop system is 2-contracting. Recall that in a 2-contracting system every nonempty omega limit set is a single equilibrium, thus ruling out chaotic attractors and even non-trivial limit cycles [23]. Fig. 3 depicts the behaviour of the closed-loop system with \( b = 0.1 \) and \( c = 2b - 1.1 \). The closed-loop system is thus 2-contracting, and as expected every solution converges to an equilibrium.

**VIII. k-positive systems**

Ref. [40] introduced the notions of \( k \)-positive and \( k \)-cooperative systems. The LTV (5) is called \( k \)-positive if \( A^{[k]}(t) \) is Metzler for all \( t \). For \( k = 1 \) this reduces to requiring that \( A(t) \) is Metzler for all \( t \). In this case the system is positive i.e. the flow maps \( \mathbb{R}^n_+ \) to \( \mathbb{R}^n_+ \) (and also \( \mathbb{R}^n_- := -\mathbb{R}^n_+ \) to \( \mathbb{R}^n_- ) [10]. In other words, the flow maps the set of vectors with zero sign variations to itself.

\( k \)-positive systems map the set of vectors with up to \( k-1 \) sign variations to itself. To explain this, we recall some definitions and results from the theory of totally positive (TP) matrices, that is, matrices whose minors are all positive [9], [31].

For a vector \( x \in \mathbb{R}^n \setminus \{0\} \), let \( s^-(x) \) denote the number of sign variations in \( x \) after deleting all its zero entries. For example, \( s^-(\begin{bmatrix} -1 & 0 & 0 & 2 \end{bmatrix}^T) = 2 \). We define \( s^-(0) := 0 \). For a vector \( x \in \mathbb{R}^n \), let \( s^+(x) \) denote the maximal possible number of sign variations in \( x \) after setting every zero entry in \( x \) to either \(-1\) or \(+1\). For example, \( s^+(\begin{bmatrix} -1 & 0 & 0 & 2 \end{bmatrix}^T) = 4 \). These definitions...
implies that $0 \leq s^{-}(x) \leq s^{+}(x) \leq n - 1$, for all $x \in \mathbb{R}^n$.

For any $k \in \{1, \ldots, n\}$, define the sets
\[ P^k_+ := \{ z \in \mathbb{R}^n : s^{+}(z) \leq k - 1 \}, \]
\[ P^k_- := \{ z \in \mathbb{R}^n : s^{-}(z) \leq k - 1 \}. \]

(17)

In other words, these are the sets of all vectors with up to $k - 1$ sign variations. Then $P^k_{\pm}$ is closed, and it can be shown that $P^k_+ = \text{int}(P^k_+)$.

For example,
\[ P^1_0 = \mathbb{R}^n \cup \mathbb{R}_+, \quad P^1_+ = \text{int}(\mathbb{R}^n_+) \cup \text{int}(\mathbb{R}_+). \]

**Definition 4:** The LTV (5) is called $k$-positive on an interval $[a, b]$ if for any $a < t_0 < b$,
\[ x(t_0) \in P^k_{\pm} \implies x(t, x(t_0)) \in P^k_{\pm} \text{ for all } t_0 \leq t < b, \]
and is called strongly $k$-positive if
\[ x(t_0) \in P^k_{\pm} \implies x(t, x(t_0)) \in P^k_{\pm} \text{ for all } t_0 < t < b. \]

In other words, the sets of up to $k - 1$ sign variations are invariant sets of the dynamics.

An important property of TP matrices is their sign variation diminishing property: if $A \in \mathbb{R}^{n \times n}$ is TP and $x \in \mathbb{R}^n \setminus \{0\}$ then $s^{+}(Ax) \leq s^{-}(x)$. In other words, multiplying a vector by a TP matrix can only decrease the number of sign variations for larger $k$.

Recall that $A \in \mathbb{R}^{n \times n}$ is called sign-regular of order $k$ if its minors of order $k$ are all non-positive or all non-negative, and strictly sign-regular of order $k$ if its minors of order $k$ are all positive or all negative.

**Proposition 4:** [5] Let $A \in \mathbb{R}^{n \times n}$ be a non-singular matrix. Pick $k \in \{1, \ldots, n\}$. Then the following two conditions are equivalent:

1. For any $x \in \mathbb{R}^n$ with $s^{-}(x) \leq k - 1$, we have $s^{-}(Ax) \leq k - 1$.
2. $A$ is sign-regular of order $k$.

Also, the following two conditions are equivalent:

I. For any $x \in \mathbb{R}^n \setminus \{0\}$ with $s^{-}(x) \leq k - 1$, we have $s^{+}(Ax) \leq k - 1$.

II. $A$ is strictly sign-regular of order $k$.

Using these tools allows to characterise the behaviour of $k$-positive LTVs.

**Theorem 2:** The LTV (5) is $k$-positive on $[a, b]$ iff $A^{[k]}(t)$ is Metzler for all $t \in (a, b)$. It is strongly $k$-positive on $[a, b]$ iff $A^{[k]}(t)$ is Metzler for all $t \in (a, b)$ and $A^{[k]}(t)$ is irreducible for all $t \in (a, b)$ except, perhaps, at isolated time points.

The proof is simple. Consider for example the second assertion in the theorem. The Metzler and irreducibility assumptions imply that the matrix differential system (7) is a positive linear system, and furthermore, that all the entries of $\Phi^{[k]}(t, t_0)$ are positive for all $t > t_0$. Thus, $\Phi(t, t_0)$ is strictly sign-regular of order $k$ for all $t > t_0$. Since $x(t, x(t_0)) = \Phi(t, t_0)x(t_0)$, applying Prop. 4 completes the proof.

This line of reasoning demonstrates a general and useful principle, namely, given conditions on $A^{[k]}$ we can apply standard tools from dynamical systems theory to the “$k$-compound dynamics” (7), and deduce results on the behaviour of the solution $x(t)$ of (5).

A natural question is: when is $A^{[k]}$ a Metzler matrix? This can be answered using Prop. 1 in terms of sign pattern conditions on the entries $a_{ij}$ of $A$. This is useful as in fields like chemistry and systems biology, exact values of various parameters are typically unknown, but their signs may be inferred from various properties of the system (37).

**Proposition 5:** Let $A \in \mathbb{R}^{n \times n}$ with $n \geq 3$. Then

1) $A^{[n-1]}$ is Metzler iff $a_{ij} \geq 0$ for all $i, j$ with $i - j$ odd, and $a_{ij} \leq 0$ for all $i, j$ with $i \neq j$ and $i - j$ even;  
2) for any odd $k$ in the range $1 < k < n - 1$, $A^{[k]}$ is Metzler iff $a_{1n}, a_{n1} \geq 0$, and $a_{ij} \geq 0$ for all $|i - j| = 1$, and $a_{ij} = 0$ for all $1 < |i - j| < n - 1$;  
3) for any even $k$ in the range $1 < k < n - 1$, $A^{[k]}$ is Metzler iff $a_{1n}, a_{n1} \leq 0$, and $a_{ij} \geq 0$ for all $|i - j| = 1$, and $a_{ij} = 0$ for all $1 < |i - j| < n - 1$.

In Case 1 there exists a non-singular matrix $T$ such that $-T A T^{-1}$ is Metzler. In other words, there exists a coordinate transformation such that in the new coordinates the dynamics is competitive. Thus, $k$-positive systems, with $k \in \{1, \ldots, n - 1\}$, may be viewed as a kind of interpolation from cooperative to competitive systems. In Case 2, $A$ is in particular Metzler. Case 3 is illustrated in the next example.

**Example 4:** Consider the case $n = 3$ and $A = \begin{bmatrix} -1 & 1 & -2 \\ 0 & 1 & 0.1 \\ 3 & 0 & 2 \end{bmatrix}$. Note that $A$ is not Metzler, yet $A^{[2]} = \begin{bmatrix} -3 & 0 & 1 \\ 0 & 0 & 1 \\ 3 & 0 & 2 \end{bmatrix}$ is Metzler (and irreducible). Thm. 2 guarantees that for any $x(0)$ with $s^{-}(x(0)) \leq 1$, we have
\[ s^{-}(x(t, x(0))) \leq 1 \text{ for all } t \geq 0. \]

Fig. 5 depicts $s^{-}(x(t, x(0))) = s^{-}(\exp(A t)x(0))$ for $x(0) = [4, -21, -1]^T$. Note that $s^{-}(x(0)) = 1$. It may be seen that $s^{-}(x(t, x(0)))$ decreases and then increases, but always satisfies the bound (18).
A. Totally positive differential systems

A matrix \( A \in \mathbb{R}^{n \times n} \) is called a Jacobi matrix if \( A \) is tri-diagonal with positive entries on the super- and sub-diagonals. An immediate implication of Prop. 5 is that \( A^{[k]} \) is Metzler and irreducible for all \( k \in \{1, \ldots, n-1\} \) iff \( A \) is Jacobi. It then follows that for any \( t > 0 \) the matrices \( \exp(A) \), \( k = 1, \ldots, n \), are positive, that is, \( \exp(A) \) is TP for all \( t > 0 \). Combining this with Thm. 2 yields the following.

Proposition 6: [33] The following two conditions are equivalent.
1) \( A \) is Jacobi.
2) for any \( x_0 \in \mathbb{R}^n \setminus \{0\} \) the solution of the LTI \( \dot{x}(t) = Ax(t), x(0) = x_0 \), satisfies

\[
s^+(t)x(t_0)) \leq s^-(x_0) \quad \text{for all} \quad t > 0.
\]

In other words, \( s^-(x(t,x_0)) \) and also \( s^+(x(t,x_0)) \) are non-increasing functions of \( t \), and may thus be considered as piece-wise constant Lyapunov functions for the dynamics.

Prop. 6 was proved by Schwarz [33], yet he only considered linear systems. It was recently shown [28] that important results on the asymptotic behaviour of time-invariant and periodic time-varying nonlinear systems with a Jacobian that is a Jacobi matrix for all \( t, x \) [34], [35] follow from the fact that the associated variational equation is a totally positive LTV.

IX. k-cooperative systems

We now review the applications of \( k \)-positivity to the time-invariant nonlinear system:

\[
\dot{x} = f(x),
\]

with \( f \in C^1 \). Let \( J(x) := \frac{\partial}{\partial x} f(x) \). We assume that the trajectories of \( f(x) \) evolve on a convex and compact state-space \( \Omega \subseteq \mathbb{R}^n \).

Recall that \( f(x) \) is called cooperative if \( J(x) \) is Metzler for all \( x \in \Omega \). In other words, the variational equation associated with \( f(x) \) is positive. The slightly stronger condition of strong cooperativity has far reaching implications. By Hirsch’s quasi-convergence theorem [36], almost every bounded trajectory converges to the set of equilibria.

It is natural to define k-cooperativity by requiring that the variational equation associated with \( f(x) \) is \( k \)-positive.

Definition 5: [40] The nonlinear system (19) is called [strongly] \( k \)-cooperative if the associated LTV (20) is [strongly] \( k \)-positive for any \( a, b \in \Omega \).

Note that for \( k = 1 \) this reduces to the definition of a cooperative [strongly cooperative] dynamical system.

One immediate implication of Definition 5 is the existence of certain invariant sets of the dynamics.

Proposition 7: Suppose that (19) is \( k \)-cooperative. Pick \( a, b \in \Omega \). Then

\[
a - b \in P^k \implies x(t, a) - x(t, b) \in P^k \quad \text{for all} \quad t \geq 0.
\]

If, furthermore, \( 0 \in \Omega \) and 0 is an equilibrium point of (19), i.e. \( f(0) = 0 \), then

\[
a \in P^k \implies x(t, a) \in P^k \quad \text{for all} \quad t \geq 0.
\]

The sign pattern conditions in Prop. 5 can be used to provide simple to verify sufficient conditions for [strong] \( k \)-cooperativity of (19). Indeed, if \( J(x) \) satisfies a sign pattern condition for all \( x \in \Omega \) then the integral of \( J \) in the variational equation (20) satisfies the same sign pattern, and thus so does \( A_{\delta} \). The next example, adapted from [40], illustrates this.

Example 5: Ref. [8] studied the nonlinear system

\[
\begin{align*}
\dot{x}_1 &= f_1(x_1, x_n), \\
\dot{x}_i &= f_i(x_{i-1}, x_i, x_{i+1}), & i = 2, \ldots, n - 1, \\
\dot{x}_n &= f_n(x_{n-1}, x_n),
\end{align*}
\]

with the following assumptions: the state-space \( \Omega \subseteq \mathbb{R}^n \) is convex, \( f_i \in C^{n-1} \), \( i = 1, \ldots, n \), and there exist \( \delta_i \in \{-1, 1\}, i = 1, \ldots, n \), such that

\[
\begin{align*}
\delta_1 \frac{\partial}{\partial x_1} f_1(x) &> 0, \\
\delta_2 \frac{\partial}{\partial x_1} f_2(x) &> 0, \\
&\vdots \\
\delta_{n-1} \frac{\partial}{\partial x_{n-2}} f_{n-1}(x) &> 0, \\
\delta_n \frac{\partial}{\partial x_{n-1}} f_n(x) &> 0,
\end{align*}
\]

for all \( x \in \Omega \). This is a generalization of the monotone cyclic feedback system analyzed in [25]. As noted in [8], we may assume without loss of generality that \( \delta_2 = \delta_3 = \cdots = \delta_n = 1 \) and \( \delta_1 \in \{-1, 1\} \). Then the Jacobian of (20) has the form

\[
J(x) = \begin{bmatrix}
* & 0 & 0 & 0 & \cdots & 0 & 0 & \text{sgn}(\delta_1) \\
>0 & * & >0 & 0 & \cdots & 0 & 0 & 0 \\
0 & 0 & * & >0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 0 & >0 & *
\end{bmatrix},
\]

for all \( x \in \Omega \). Here \( * \) denotes “don’t care”. Note that \( J(x) \) is irreducible for all \( x \in \Omega \).

If \( \delta_1 = 1 \) then \( J(x) \) is Metzler, so the system is strongly 1-cooperative.

If \( \delta_1 = -1 \) then \( J(x) \) satisfies the sign pattern in Case 1 in Prop. 5 so the system is strongly 2-cooperative. (If \( n \) is odd then \( J(x) \) also satisfies the sign pattern in Case 1 so there is a coordinate transformation for which the system is also strongly competitive.)

The main result in [40] is that strongly 2-cooperative systems satisfy a strong Poincaré-Bendixson property.

Theorem 3: Suppose that (19) is strongly 2-cooperative. Pick \( a \in \Omega \). If the omega limit set \( \omega(a) \) does not include an equilibrium then it is a closed orbit.

The proof of this result is based on the seminal results of Sanchez [32]. Yet, it is considerably stronger than the main result in [32], as it applies to any trajectory emanating from \( \Omega \) and not only to so called pseudo-ordered trajectories (see the definition in [32]).

The Poincaré-Bendixson property is useful because often it
can be combined with a local analysis near the equilibrium points to provide a global picture of the dynamics. For a recent application of Thm. 3 to a model from systems biology, see [27].

X. CONCLUSION

k-compound matrices describe the evolution of k-dimensional polygons along an LTV dynamics. This geometric property has important consequences in systems and control theory. This holds for both LTVs and also time-varying nonlinear systems, as their variational equation is an LTV.

Due to space limitations, we considered here only a partial list of applications. Another application, for example, is based on generalizing diagonal stability for the LTI \( \dot{x} = Ax \) to k-diagonal stability by requiring that there exists a diagonal and positive-definite matrix \( D \) such that \( DA(k) + (A(k))^{T}D \) is negative-definite [43].

Another interesting line of research is based on analyzing systems with inputs and outputs. A SISO system is called externally k-positive if any input with up to k sign variations induces an output with up to k sign variations [13], [16], [14], [17], [15]. For LTI systems with a zero initial condition the input-output mapping is described by a convolution with the impulse response and then external k-positivity is related to interesting results in statistics [18] and the theory of infinite-dimensional linear operators [19].
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