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Abstract—Recently, semi-supervised learning (SSL) methods, in the framework of deep learning (DL), have been shown to provide state-of-the-art results on image datasets by exploiting unlabeled data. Most of the time tested on object recognition tasks in images, these algorithms are rarely compared when applied to audio tasks. In this article, we adapted four recent SSL methods to the task of audio tagging. The first two methods, namely Deep Co-Training (DCT) and Mean Teacher (MT), involve two collaborative neural networks. The two other algorithms, called MixMatch (MM) and FixMatch (FM), are single-model methods that rely primarily on data augmentation strategies. Using the Wide ResNet 28-2 architecture in all our experiments, 10% of labeled data and the remaining 90% as unlabeled, we first compare the four methods’ accuracy on three standard benchmark audio event datasets: Environmental Sound Classification (ESC-10), UrbanSound8K (UBS8K), and Google Speech Commands (GSC). MM and FM outperformed MT and DCT significantly, MM being the best method in most experiments. On UBS8K and GSC, in particular, MM achieved 18.02% and 3.25% error rates (ER), outperforming models trained with 100% of the available labeled data, which reached 23.29% and 4.94% ER, respectively. Second, we explored the benefits of using the mixup augmentation in the four algorithms. In almost all cases, mixup brought significant gains. For instance, on GSC, FM reached 4.44% and 3.31% ER without and with mixup.

Index Terms—Audio tagging, semi-supervised deep learning.

I. INTRODUCTION

SEMI-SUPERVISED learning (SSL) aims to reduce the dependency of deep learning systems on labeled data by integrating non-labeled data during the learning phase. It is essential since the conception of a large labeled dataset is expensive, dependent on the task to be learned, and time-consuming. On the contrary, the acquisition of non-labeled data is cheaper and quicker regardless of the learning task. Using unlabeled data while maintaining high performance can be done in three different ways: Consistency regularization [1], [2], which encourages a model to produce consistent predictions whereas the input is perturbed; Entropy minimization [3]–[5], which encourages the model to output high confidence predictions on unlabeled files, and Standard regularization by using weight decay [6], [7], mixup [8] or adversarial examples [9]. The most direct approach for SSL is pseudo-labeling [5], but since then, many new and better approaches came out such as Mean Teacher [10], Deep Co-Training [11], MixMatch [12] and FixMatch [13].

In this work, we adapted these four SSL methods to the task of audio tagging. One difficulty lies in choosing which audio data augmentation techniques to use, that work for different types of sound events and spoken words. We compare the methods’ accuracy on three audio datasets with different scopes and size: Environmental Sound Classification 10 (ESC-10) Dataset [14], with audio event categories such as human noise not related to speech, natural ambient noise, UrbanSound8k (UBS8K) [15], more specific to urban noises, and Google Speech Commands (GSC) Dataset v2 [16] containing spoken words exclusively.

In the MixMatch algorithm, a successful data augmentation technique called mixup [8] is used. It consists of mixing pairs of samples, both the data samples and the labels with a random coefficient. We propose to add mixup to the three other SSL approaches, namely MT, DCT and FM, which do not already use it. The results reported in this article will highlight the positive impact of mixup in almost all our experiments.

This paper’s contributions are two-fold: i) the application and comparison of recent SSL methods for audio tagging on three different datasets, ii) the modification of these methods with the integration of mixup resulted in systematic accuracy gains. We shall see that in most cases, MixMatch outperformed the other methods, closely followed by FixMatch+mixup.

The structure of the paper is as follows. Section II describes the augmentations we used and the mixup mechanism at the core of the present work. Section III describes the four SSL methods, Section IV presents the experimental settings, and finally, Section V presents and discusses the results.

II. AUDIO DATA AUGMENTATION

Augmentations are at the heart of semi-supervised learning mechanisms to take advantage of the non-labeled examples they are provided with. In this section, we begin by describing the mixup mechanism, which we explore in this work, and the different audio data augmentations used in some of the SSL approaches.

A. mixup

Mixup [8] is a successful data augmentation/regularization technique, that proposes to mix pairs of samples (images, audio clips, etc.). If $x_1$ and $x_2$ are two different input samples (spectrograms in our case) and $y_1, y_2$ their respective one-hot encoded labels, then the mixed sample and target are obtained by a simple convex combination:

$$x^{mix} = \lambda x_1 + (1-\lambda)x_2$$
$$y^{mix} = \lambda y_1 + (1-\lambda)y_2$$

where $\lambda$ is a random coefficient in $(0, 1)$.
where $\lambda$ is a scalar sampled from a symmetric Beta distribution at each mini-batch generation:

$$\lambda \sim \text{Beta}(\alpha, \alpha)$$

where $\alpha$ is a real-valued hyper-parameter to tune (always smaller than 1.0 in our case).

In the original MM algorithm, an “asymmetric” version of mixup is used, in which the maximum value between $\lambda$ and $1 - \lambda$ is retrieved:

$$\lambda = \max(\lambda, 1 - \lambda)$$

(1)

This allows the resulting mixed batch to be closer to one of the two original batches (the one with the $\lambda$ coefficient). This is useful when the method mixes labeled and unlabeled samples.

B. Audio signal augmentation methods

For supervised learning, MM and FM, we use three different augmentations: Occlusion, StretchPadCrop, and CutOutSpec. During training, one of these augmentations is randomly applied to each sample.

- **Occlusion**: applied to the raw audio signal, Occlusion consists of setting a segment of the file to zero. The size of the segment is randomly chosen to a user-defined maximum size. The position of the segment is also chosen randomly.
- **StretchPadCrop**: also applied to the raw audio signal, StretchPadCrop consists of up-sampling or down-sampling the signal. The rate with which the signal is modified is chosen randomly within a predefined interval. The resulting augmented file is either shorter or longer. It is then necessary to apply zero padding or cropping to keep the shape of the samples constant.
- **CutOutSpec**: applied to the log-mel-spectrogram, CutOutSpec sets the values within a random rectangle area with the -80 dB value, which corresponds to the silence energy level in our spectrograms. The length and width of the removed sections are randomly chosen from predefined intervals and depend on the spectrogram size.

To select and tune these augmentations, we trained on GSC several Wide ResNet28-2 models [17], which architecture will be described in details in Section IV-B. During training, a different augmentation was applied to the input data with a 100% chance. We ran a grid search to tune the parameter values for each augmentation. In addition to the three augmentations described above, we also tried to apply uniform noise on the log-Mel spectrograms, invert the Mel-band axis or the time axis, and apply a frequency and time dropout. Table 1 details the different augmentations we tested.

FM makes use of so-called “weak” and “strong” augmentations. The difference between the two lies in the strength and frequency with which an augmentation is applied. The specific parameters of each augmentation are defined in Table 1.

Figure 1 shows examples of a weak and a strong StretchPadCrop augmentation, as well as two spectrograms mixed using mixup as done in our experiments.

| Name             | Parameters | Weak range     | Strong range   |
|------------------|------------|----------------|----------------|
| Occlusion        | max_size  | [0.25, 0.25]   | [0.75, 0.75]   |
| StretchPadCrop   | rate       | [0.50, 1.50]   | [0.25, 1.75]   |
| CutOutSpec       | scale      | [0.10, 0.50]   | [0.50, 1.00]   |

Fig. 1. Example of different augmentations on an audio file from UrbanSound8k, from top to bottom: original, weak augmentation, strong augmentation, and mixup augmentation. The weak and strong augmentations correspond to StretchPadCrop with a factor randomly taken from the interval [0.5, 1.5] and [0.25, 1.75], respectively.

III. SEMI-SUPERVISED DEEP LEARNING ALGORITHMS

This section provides a detailed description of each of the methods we decided to experiment with. We chose them for their performance and novelty. Two of these approaches, Mean Teacher (MT) [10] and Deep Co-Training (DCT) [11] use the principle of consistency regularization between the output of two models. The other methods, MixMatch (MM) and FixMatch (FM), use only one model and combine the three SSL mechanisms described in the introduction.
Fig. 2. MT workflow. Both models receive as input labeled $x_s$ and unlabeled $x_u$. A supervised loss $L_s$ is computed between the ground truth and the student model predictions, whereas a consistency cost $L_{cc}$ is computed between the student and teacher model predictions.

We considered a fifth method, ReMixMatch, that has been proposed by the same authors to enhance MM, but before introducing FM. ReMixMatch uses an additional self-supervised loss term, related to predicting a rotation angle applied to an input image. For audio, we replaced the rotations with horizontal and vertical flips on the spectrograms, but we did not obtain better results compared to MixMatch, so that we do not report results with this method.

We provide a figure to illustrate each of the four methods. In Section III-E, we explain how we add mixup to each method, except MM that already uses mixup in its original version. We included the mixup operation in a green-colored box in the method workflow figures, to show where mixup is optionally integrated. We will refer to the modified methods as “method+mixup”, for instance, FM+mixup.

### A. Mean-Teacher (MT)

We can find audio applications of MT [10] in the Detection and Classification of Acoustic Scenes and Events (DCASE) task 4 challenges, namely the weakly supervised Sound Event Detection task.

MT uses two neural networks: a “student” $f$ and a “teacher” $g$, which share the same architecture. The weights $\omega$ of the student model are updated using the standard gradient descent algorithm, whereas the weights $W$ of the teacher model are the Exponential Moving Average (EMA) of the student weights. The teacher weights are computed at every mini-batch iteration $t$, as the convex combination of its weights at $t-1$ and the student weights, with a smoothing constant $\alpha_{ema}$:

$$ W_t = \alpha_{ema} \cdot W_{t-1} + (1 - \alpha_{ema}) \cdot \omega_t $$

There are two loss functions applied either on the labeled or unlabeled data subsets. On the labeled data $x_s$, the usual cross-entropy (CE) is used between the student model’s predictions and the ground-truth $y_s$.

$$ L_{sup} = CE(f(x_s), y_s) $$

The consistency cost is computed from the student prediction $f(x_u)$ and the teacher prediction $g(x'_u)$, where $x_u$ is a sample from the unlabeled subset, and $x'_u$ the same sample but slightly perturbed with Gaussian noise and a 15 dB signal-to-noise ratio. In our case, this cost is a Mean Square Error (MSE) loss.

$$ L_{cc} = MSE(f(x_u), g(x'_u)) $$

The final loss function is the sum of the supervised loss function and the consistency cost weighted by a factor $\lambda_{cc}$ which controls its influence.

$$ L_{total} = L_{sup} + \lambda_{cc} \cdot L_{cc} $$

### B. Deep Co-Training (DCT)

DCT has been recently proposed by Qiao and colleagues [11]. It is based on Co-Training (CT), the well-known generic framework for SSL proposed by Blum and colleagues in 1998 [18]. The main idea of Co-Training is based on the assumption that two independent views on a training dataset are available to train two models separately. Ideally, the two views are conditionally independent given the class. The two models are then used to make predictions on the non-labeled data subset. The most confident predictions are selected and added to the labeled subset. This process is iterative, like pseudo-labeling.

DCT is an adaptation of CT in the context of deep learning. Instead of relying on views of the data that are different, DCT makes use of adversarial examples to ensure the independence in the “view” presented to the models. The second difference is that the whole non-labeled dataset is used during training.
Each batch is composed of a supervised and an unsupervised part. Thus, the non-labeled data are directly used, and the iterative aspect of the algorithm is removed.

Let $S$ and $U$ be the subsets of labeled and unlabeled data, respectively, and let $f$ and $g$ be the two neural networks that are expected to collaborate.

The DCT loss function is comprised of three terms, as shown in Eq. 6. These terms correspond to loss functions estimated either on $S$, $U$, or both. Note that during training, a mini-batch is comprised of labeled and unlabeled samples in a fixed proportion. Furthermore, in a given mini-batch, the labeled examples given to each of the two models are sampled differently.

\[
L = L_{sup} + \lambda_{cot} L_{cot} + \lambda_{diff} L_{diff} \quad (6)
\]

The first term, $L_{sup}$, given in Eq. 7 corresponds to the standard supervised classification loss function for the two models $f$ and $g$, estimated on examples $x_1$ and $x_2$ sampled from $S$. In our case, we use categorical Cross-Entropy (CE), the standard loss function used in classification tasks with mutually exclusive classes.

\[
L_{sup} = CE(f(x_1), y_1) + CE(g(x_2), y_2) \quad (7)
\]

In SSL and Co-Training, the two classifiers are expected to provide consistent and similar predictions on both the labeled and unlabeled data. To encourage this behavior, the Jensen-Shannon (JS) divergence between the two sets of predictions is minimized on examples $x_u$ sampled from the unlabeled subset $U$ only. Indeed, there is no need to minimize this divergence also on $S$ since $L_{sup}$ already encourages the two models to have similar predictions on $S$. Eq. 8 gives the JS analytical expression, with $H$ denoting entropy.

\[
L_{cot} = H\left(\frac{1}{2}(f(x_u) + g(x_u))\right) - \frac{1}{2}\left(H(f(x_u)) + H(g(x_u))\right) \quad (8)
\]

For DCT to work, the two models need to be complementary: on a subset different from $S \cup U$, examples misclassified by one model should be correctly classified by the other model [19]. This can be achieved in deep learning by generating adversarial examples with one model and training the other model to be resistant to these adversarial samples. To do so, the $L_{diff}$ term (Eq. 2) is the sum of the Cross-Entropy losses between the predictions $f(x_1)$ and $g(x')$, where $x_1$ is sampled from $S \cup U$ and $x'$ is the adversarial example generated with model $f$ and $x_1$ taken as input. The second term is the symmetric term for model $g$.

\[
L_{diff} = CE(f(x_1), g(x')) + CE(g(x_2), f(x')) \quad (9)
\]

For the adversarial examples generation, we use the Fast Gradient Signed Method (FGSM, [20]), as in Qiao’s work.

For more in-depth details on the technical aspects of DCT, the reader may refer to [11]. We implemented DCT as precisely as described in Qiao’s article, using PyTorch, and made sure to accurately reproduce their results on CIFAR-10: about 90% accuracy when using only 10% of the training data as labeled data (5000 images).

### C. MixMatch

MixMatch [12] (MM) is an SSL approach that uses entropy minimization and standard regularization, namely pseudo-labeling [5], mixup, and weak data augmentation, to leverage the unlabeled data and provide better generalization capabilities. Unlike MT and DCT, this approach uses only one model. The different steps are shown in Fig. 4 and detailed in the following paragraphs.

During the learning phase, each minibatch is composed of labeled $x_s$ and non-labeled $x_u$ samples in equivalent proportions. The first step consists of applying an augmentation to the labeled part of the mini-batch and $k$ augmentations to the non-labeled part. In the second step, pseudo-labels $y_u$ are generated for the non-labeled files using the model’s prediction averaged on these $k$ variants as shown in Eq. 10, where $x_{u,i}$ denotes the $i$-th variant of an unlabeled augmented file.

\[
y_u = \frac{1}{k} \sum_{i=1}^{k} f(x_{u,i}) \quad (10)
\]

For encouraging the model to produce confident predictions, a post-processing step is necessary to decrease the output’s entropy. To do so, the highest probability is increased and the other ones decreased. This process is called “sharpening” by the method authors, and it is defined as:

\[
\text{sharpen}(p, T)_i := p_i^{1/T} / \sum_{j=1}^{|p|} p_j^{1/T} \quad (11)
\]
The sharpen function is applied on the pseudo-labels $p = \hat{y}_u$. The parameter $T$, called Temperature, controls the strength of the sharpen function. When $T$ tends towards zero, the entropy of the distribution produced is lowered.

Finally, the labeled and unlabeled augmented samples are concatenated and shuffled into a $W$ set then used as a pool of training samples used by the asymmetric mixup function. Asymmetric mixup is applied separately on the labeled and unlabeled parts of the mini-batch, as formulated here:

$$x'^{\text{mix}}_s = \text{mixup}(x_s | W_{1...|x_s|})$$

$$x'^{\text{mix}}_u = \text{mixup}(x_u | W_{|x_u|...|W|})$$

The $W$ set and the corresponding labels are shuffled in the same order. Each labeled sample is then perturbed by a second labeled or unlabeled sample. Mixing the two is done so that the original labeled sample remains the main component of the resulting sample. The operation has been detailed in Section II-A. The same procedure is applied onto the unlabeled files using the remaining samples from $W$.

The original MixMatch loss function is composed of the standard cross-entropy (CE) for the supervised loss $L_s$, and a squared l2 norm for the unsupervised loss $L_u$. We replace the l2 norm with a cross-entropy in all our experiments, as proposed in the ReMixMatch paper. Indeed, it seems that CE performs better than the l2 norm in our experiments.

$$L_s = \frac{1}{B_s} \sum_{(x^s, y^s)} \text{CE}(f(x'^{\text{mix}}_s), y^{\text{mix}}_s)$$

$$L_u = \frac{1}{B_u} \sum_{(x'^{\text{mix}}_u, \hat{y}^{\text{mix}}_u)} \text{CE}(f(x'^{\text{mix}}_u), \hat{y}^{\text{mix}}_u)$$

The final loss is the sum of the two components, with a hyper-parameter $\lambda_u$ :

$$L = L_s + \lambda_u \cdot L_u$$

### D. FixMatch

FixMatch [13] (FM) is another SSL method which proposes a simplification of MM and ReMixMatch. The method also uses one model, removes mixup and replaces the sharpen function by binary pseudo-labels. FM uses both weak augmentations (weak) and strong augmentations (strong). The strong augmentations can mislead the model predictions by disrupting too much the training data. Figure 5 shows the main pipeline of FixMatch. As in the other method illustrations, we added a mixup box in blue, to indicate where we add it to the algorithm in our modified FM algorithm, thus called FM+mixup.

The supervised loss component is the standard cross-entropy applied to the weakly augmented data :

$$L_s = \text{CE} \left( f(\text{weak}(x_s)), y_s \right)$$

Then, we guess the labels of the weakly augmented unlabeled data and apply a binarization (argmax) of these predictions to have a "one-hot" encoded label. This label is used as target for training the model with strongly augmented unlabeled data. It allows the model to generalize with weak and strong augmentations and it also uses the guessed label to improve the model accuracy with unlabeled data:

$$\hat{y}_u = f(\text{weak}(x_u))$$

To avoid training on incorrect guessed labels, FM uses a threshold $\tau$ that ensures that the unsupervised cost function can only be applied to predictions made with high confidence, i.e., above this threshold. This can be easily implemented in the form of a mask:

$$\text{mask} = \mathbb{1}(\max(\hat{y}_u) > \tau)$$

$$L_u = \text{mask} \cdot \text{CE} \left( f(\text{strong}(x_u)), \argmax(\hat{y}_u) \right)$$

As in MixMatch, we sum the loss components to compute the final loss:

$$L = L_s + \lambda_u \cdot L_u$$

### E. Adding mixup to MT, DCT and FM

As we described here-above, MM already uses mixup in its workflow. In order to measure the impact of mixup in MM, we will report results when we remove mixup from MM. On the contrary, the three other SSL methods explored in our work (MT, DCT, FM) do not use mixup in their original version. How should we add mixup to those then? We explored several ways to do so, and retained the best one for each of the three methods. Note that we illustrate where the mixup operation has been added in the figures describing the different methods in the previous section.
Since the labeled and unlabeled data flow is very similar in MM and FM, we added mixup to FM at the same place as in MM: both labeled and unlabeled samples are mixed up. Similarly, it is also the asymmetric mixup variant that we in MM and FM since mixup is applied to labeled and unlabeled samples together, as in the original MM method. Using mixup on labeled and unlabeled examples separately seems to hurt performance with these two methods.

In MT, mixup is applied on labeled and unlabeled samples separately and only for the teacher model. The perturbation with Gaussian noise applied to the unlabeled samples is removed, since no gain was observed when mixup is used instead.

For DCT, mixup is applied on the unlabeled samples only, common to both models in each minibatch during training. Applying mixup on the labeled samples, which are sampled differently for the two models at each training step, lead yo worse results. It is then, not necessary to use the asymmetrical variant for MT and DCT.

Finally, in all cases, we apply mixup on the log-Mel spectrograms, which are the input features given to our deep neural networks (feature extraction is detailed in the experiment section).

IV. EXPERIMENTS

In this section, we describe our experimental setup. We give a brief description of the datasets and metrics, describe the Wide ResNet architecture we used, together with the training strategy details.

A. Datasets and evaluation metrics

Environmental Sound Classification 10 (ESC-10) [14] is a selection of 400 five-second-long recordings of audio events separated into ten balanced categories. The dataset is provided with five uniformly sized cross-validation folds that will be used to perform the evaluation. The files are sampled at 44 kHz and are converted into 431 x 64 log-Mel spectrograms.

UrbanSound8k (UBS8K) [15] is a dataset composed of 8742 files between 1 and 4 seconds long, separated into ten balanced categories. The dataset is provided with ten cross-validation folds of uniform size that will be used to perform the evaluation. The files are zero-padded to 4 seconds, resampled to 22 kHz, and converted to 431 x 64 log-Mel spectrograms.

Google Speech Commands Dataset v2 (GSC) [16] is an audio dataset of spoken words designed to evaluate keyword spotting systems. The dataset is split into 8551 training files, 10102 validation files, and 4890 testing files. The latter is used for the evaluation of our systems. We ran the task of classifying the 35 word categories of this dataset. The files are zero-padded to 1 second if needed and sampled at 16 kHz before being converted into 32 x 64 log-Mel spectrogram.

In all cases, the 64 Mel-coefficients were extracted using a window size of 2048 samples and a hop length of 512 samples. For ESC-10 and UBS8K, we used the official cross-validation folds. We report the average classification Error Rate (ER) along with standard deviations.

| Layer | Architecture |
|-------|--------------|
| input | Log Mel spectrogram |
| conv1 | BasicBlock(32) |
|       | Max pool |
| block1 | BasicBlock(32) × 4 |
| block2 | BasicBlock(64) × 4 |
| block3 | BasicBlock(128) × 4 |
|       | Avg pool |
|       | ReLU |
|       | Linear |

TABLE II
ARCHITECTURE OF WIDE RESNET28-2. DOWNSAMPING IS PERFORMED BY THE FIRST LAYERS IN BLOCK2 AND BLOCK3.

B. Models

We used the Wide ResNet 28-2 [17] architecture in all our experiments. This model is very efficient, achieving SOTA performance on the three datasets when trained in a 100% supervised setting. Moreover, its small size, comprised of about 1.4 Million parameters, allows to experiment quickly. Its structure consists of an initial convolutional layer (conv1) followed by three groups of residual blocks (block1, block2, and block3). Finally, an average pooling and a linear layer act as a classifier. The residual blocks, composed of two BasicBlock, are repeated three times and their structure is defined in Eq. 21. The number of channels of the convolution layers is referred as l, BN stands for Batch Normalization and ReLU [21] for the Rectified Linear Unit activation function. We used the official implementation available in PyTorch [22].

$$\text{BasicBlock}(l) = (\text{conv } 3 \times 3 \circ l, \text{BN}, \text{ReLU})$$ (21)

C. Training configurations

Each model was trained using the ADAM [23] optimizer. Table III shows the hyper-parameter values used for each method, such as the learning rate lr, the mini-batches’ size bs,
the warm up length \( wl \) if used, and the number of epochs \( e \). These parameters are identical regardless of the dataset used, unless otherwise specified.

For supervised training, MM and FM, the learning rate remains constant throughout training. For MT and DCT, the learning rate is weighted by a descending cosine rule:

\[
\text{lr} = 0.5 \left( 1 + \cos \left( \left( \frac{t}{e} \right) \frac{\pi}{2} \right) \right)
\]  

(22)

All the SSL approaches, but FixMatch, introduce one or more subsidiary terms to the loss. To alleviate their impact at the beginning of the training, these terms are weighted by a lambda \( \lambda \), which ramps up to its maximum value within a warm up length \( wl \). The ramp-up strategy is defined in Eq. 23 for MT and DCT, and is linear in MM during the first 16k learning iterations.

\[
\lambda = \lambda_{\text{max}} \times \left( 1 - e^{-5 \times (1-(t/wl))^2} \right)
\]  

(23)

In MT, the maximum value of \( \lambda_{cc} \) is 1 and \( \alpha_{\text{ema}} \) is set to 0.999. In DCT, the maximum values of \( \lambda_{\text{bott}} \) and \( \lambda_{\text{diff}} \) are 1 and 0.5, respectively. In MM, the maximum value of \( \lambda_u \) is 1.

In MM, we use two augmentations \( (k = 2) \), the sharpening temperature \( T \) is set to 0.5. In FM, we use a threshold \( \tau = 0.8 \) on ESC-10 and GSC datasets, and \( \tau = 0.95 \) for UBS8K.

For MM and FM, on ESC-10, the batch size is 60 because ESC-10 is a small dataset of 400 files only. During training, only four folders are used, that is, 320 files. In a 10% configuration and due to the whole division’s restrictions, this represents only 30 supervised files in total. Each mini-batch must contain as many labeled as unlabeled files, hence the batch size of 60. Moreover, because of this small number of files, the training phase only lasts for 2700 iterations, and therefore, warm-up ends prematurely.

For our proposed variants, which include mixup, we kept the same configurations and parameter values.

V. RESULTS

We first report the results obtained in a supervised setting, with and without the same data augmentation methods used in the SSL algorithms, including mixup. We compare the error rates obtained by the four SSL methods and then show that adding mixup is almost in all cases beneficial.

A. Supervised learning

This section presents the results obtained with supervised learning in different settings while using either 10% or 100% of the labeled data available. MM and FM use augmentations as their core mechanism. Therefore, it seems essential for fair comparisons to use the same augmentations in the supervised settings too. Indeed, FM uses weak and strong augmentations, while MM uses a combination of weak augmentations and mixup.

We trained models without any augmentation (Supervised), using mixup alone (mixup), weak augmentations alone (Weak), a combination of weak augmentations and mixup (Weak+mixup), strong augmentations alone (Strong), and to finish, a combination of strong augmentations with mixup (Strong+mixup). Table IV presents the results on ESC-10, UBS8K, and GSC.

**TABLE IV**

| Labeled fraction | ESC-10          |          | UBS8K          |          | GSC          |          |
|------------------|-----------------|----------|-----------------|----------|--------------|----------|
|                  | 10%             | 100%     | 10%             | 100%     | 10%          | 100%     |
| Supervised       | 32.00 ± 6.17    | 8.00 ± 5.06 | 33.80 ± 4.82    | 23.29 ± 5.80 | 10.01        | 4.94     |
| +mixup           | 36.00 ± 5.22    | 8.33 ± 4.56 | 31.41 ± 5.56    | 22.04 ± 5.99 | 8.83         | 3.86     |
| +Weak            | 22.67 ± 3.46    | 4.67 ± 3.43 | 27.08 ± 4.58    | 20.09 ± 5.50 | 7.62         | 3.90     |
| +Weak+mixup      | 24.67 ± 4.92    | 4.67 ± 1.39 | 23.75 ± 4.73    | 17.96 ± 3.64 | 6.58         | 3.00     |
| +Strong          | 23.00 ± 5.19    | 5.00 ± 2.64 | 25.58 ± 4.15    | 20.69 ± 4.92 | 7.60         | 3.27     |
| +Strong+mixup    | 24.00 ± 8.71    | 5.00 ± 4.25 | 24.73 ± 4.42    | 18.52 ± 4.38 | 6.86         | 2.98     |

In this section, we report in Table V the results of the SSL methods with and without the mixup augmentation. For MM, mixup is already used in the original method, thus, we compare MM to MM without mixup (MM-mixup). For the three other methods, we denote, for instance FM+mixup the FM algorithm augmented with mixup.
In all the three datasets, the four SSL methods brought ER decreases compared to the 10% supervised learning setup, when no augmentation is performed. Only MM and FM performed better than the best supervised training result, that used the weak augmentations.

Furthermore, MM and FM significantly outperformed MT and DCT in all cases, showing that using single-model SSL methods is more efficient than two-model-based methods, at least on these three datasets.

For ESC-10, in the 10% setting, the lowest ER was achieved by FM with a 13.33% ER, compared to a 22.67% ER for a weakly augmented supervised training. It represents a 9.34 points improvement, 41.20% relative. The difference with a fully supervised training using weak augmentations reaching a 4.67% ER is still notable with a 8.66 points difference.

On UBS8K, the best ER was achieved using MM with an 18.02% ER. The difference with the best supervised training Weak+mixup, reaching a 23.75% ER, represents a difference of 5.73 points, a 24.13% relative improvement. The performance of MM is also very close to the best fully supervised training Weak+mixup, which reached an ER of 17.96%. The difference is then only 0.06 points. Similarly to ESC-10, if MT and DCT outperformed the supervised training, they did not score better than a supervised training using Weak+mixup augmentation.

The GSC dataset results confirm the previous observations in UBS8K. The MM method is again the best method with an ER of 3.25%, representing a relative gain of 6.76 (67.53%) or 3.33 points (50.61%) compared to supervised training without and with Weak+mixup augmentations, respectively.

C. Impact of mixup

Given that the best SSL method so far was MM, and that mixup is used in MM and not in the three other methods, we decided to try to add mixup to MT, DCT and FM, in different ways for each method as explained in Section III-E.

In Table V, we reported the results when adding mixup to MT, DCT and FM, (MT+mixup, DCT+mixup, FM+mixup). We also give the ER when removing mixup from MM, in the row named MM-mixup.

As a first comment, MM-mixup is always worse than MM. For instance, on USB8K, ER increased from 18.02% to 20.42%.

With the other SSL methods, adding mixup brought performance improvements on all the datasets tested. The only counter-example observed is FM on ESC-10, which went from an ER of 13.33% to an ER of 14.67%.

Similarly, FM on UBS8K went from 21.44% ER without mixup to 18.24% with mixup. On GSC, MM once again presented the most significant improvement with 4.49% and 3.25% ERs without and with mixup.

It is also important to note that using mixup allowed to get ER values very close to the ones obtained with a fully (100% setting) supervised training using augmentations, on UBS8K and GSC. This is observable with MM and FM+mixup, which, compared to a Weak+mixup 100% supervised, have only 0.06 and 0.31 points difference on UBS8K, and 0.25 and 0.31 points difference on GSC.

When we look at our supervised training performance, we can observe that an improvement in performance does not systematically follow the use of weak or strong augmentation. However, when combined with mixup, ER is frequently improved. This can be partly explained by the fact that audio augmentations are often difficult to choose and that their impact is often dependent on the dataset and the task at hand [24]. With this in mind, mixup seems to be beneficial regardless of the dataset used.

VI. Conclusion

In this article, we reported monophonic audio tagging experiments in a semi-supervised setting on three standard datasets of different sizes and content, the very small-sized ESC-10 with generic audio events, urban noises with Urban-Sound8K, and speech with Google Speech Commands, using only 10% of the labeled data samples and the remaining 90% as unlabeled samples. We adapted and compared four SSL existing algorithms for this task, two methods that use two neural networks in parallel: Mean Teacher and Deep Co-Training, and the two single-model methods MixMatch and FixMatch, that rely in particular on data augmentation.

All the four methods brought significant gains compared to a supervised training setting using 10% of labeled data. They performed better than supervised learning without augmentation, and MixMatch and FixMatch were even better than supervised learning with augmentation. On ESC-10, FixMatch reached the best Error Rate of 13.33%. The relative gains were
58.34% and 41.20%, when compared to a supervised training using 10% of labeled data, without and with augmentation, respectively. On UrbanSound8K, MixMatch outperformed all the other methods, reaching a 18.02% Error Rate. Compared to a 10% supervised training without and with augmentation, the respective relative improvements were 46.69% and 24.13%. On Google Speech Commands, it is also MixMatch that reached the best Error Rate of 3.25%. The relative improvement was 67.53% and 49.70% when compared to a 10% supervised training without and with augmentation, respectively.

Mixup is an efficient regularization technique that is at the heart of the MixMatch mechanism. Its significant impact on this method has encouraged us to add it on the three other SSL approaches. Adding mixup systematically brought performance gains, which allowed us to get closer to supervised learning performance when using 100% of the labeled data available, and when using with data augmentation. Using FixMatch with mixup, the difference was 0.31 points (1.70%) only for UrbanSound8K and Google Speech Commands (10.33%).

In conclusion, if we were to recommend a method out of the ones tested in our work, we would recommend MixMatch, and FixMatch-mixup also, with very similar performances.

In future work, we plan to adapt these SSL methods to multi-label audio tagging, for instance on Audioset [25] or FSD50K [26]. In particular, we would have to adapt the sharpen method in MixMatch, and the thresholding operations in FixMatch. In DCT, the adversarial example generation would also need some changes. Finally, other SSL methods exist and could be added to our list, such as Unsupervised Data Augmentation (UDA) [27], and the very recent method called Meta Pseudo Labels [28].

REFERENCES

[1] M. Sajjadi, M. Javanmardi, and T. Tasdizen, “Regularization with stochastic transformations and perturbations for deep semi-supervised learning,” in Advances in Neural Information Processing Systems, D. Lee, M. Sugiyama, U. Luxburg, I. Guyon, and R. Garnett, Eds., vol. 29. Curran Associates, Inc., 2016, pp. 1163–1171.

[2] S. Laine and T. Aila, “Temporal ensembling for semi-supervised learning,” in 5th International Conference on Learning Representations, ICLR 2017, Toulon, France, April 24-26, 2017, Conference Track Proceedings. OpenReview.net, 2017. [Online]. Available: https://openreview.net/forum?id=BJ6o0Igec

[3] T. Miyato, S. ichi Maeda, M. Koyama, and S. Ishii, “Virtual adversarial training: A regularization method for supervised and semi-supervised learning,” 2018.

[4] Y. Grandvalet and Y. Bengio, “Semi-supervised learning by entropy minimization,” in Advances in Neural Information Processing Systems, L. Saul, Y. Weiss, and L. Bottou, Eds., vol. 17. MIT Press, 2005, pp. 529–536.

[5] D.-H. Lee, “Pseudo-label: The simple and efficient semi-supervised learning method for deep neural networks,” ICML 2013 Workshop: Challenges in Representation Learning (WREPL), 07 2013.

[6] I. Loshchilov and F. Hutter, “Decoupled weight decay regularization,” 2019.

[7] G. Zhang, C. Wang, B. Xu, and R. Grosse, “Three mechanisms of weight decay regularization,” 2018.

[8] H. Zhang, M. Cisse, Y. N. Dauphin, and D. Lopez-Paz, “mixup: Beyond empirical risk minimization,” 2018.

[9] R. R. Wiyatno, A. Xu, O. Dia, and A. de Berker, “Adversarial examples in modern machine learning: A review,” 2019.

[10] A. Tarvainen and H. Valpola, “Mean teachers are better role models: Weight-averaged consistency targets improve semi-supervised deep learning results,” 2018.

[11] S. Qiao, W. Shen, Z. Zhang, B. Wang, and A. Yuille, “Deep co-training for semi-supervised image recognition,” in proc. ECCV, Munich, 2018, pp. 135–152.

[12] D. Berthelot, N. Carlini, I. Goodfellow, N. Papernot, A. Oliver, and C. Raffel, “Mixmatch: A holistic approach to semi-supervised learning,” in proc. NeurIPS, Vancouver, 2019, pp. 5049–5059.

[13] K. Sohn, D. Berthelot, C.-L. Li, Z. Zhang, N. Carlini, E. D. Cubuk, A. Kurakin, H. Zhang, and C. Raffel, “Fixmatch: Simplifying semi-supervised learning with consistency and confidence,” 2020.

[14] K. J. Piczak, “Esc: Dataset for environmental sound classification,” in proc. ACM Multimedia, Brisbane, 2015, p. 1015–1018. [Online]. Available: https://doi.org/10.1145/2733737.2806390

[15] J. Salamon, C. Jacoby, and J. P. Bello, “A dataset and taxonomy for urban sound research,” in proc. ACM Multimedia, 2014, p. 1041–1044. [Online]. Available: https://doi.org/10.1145/2647868.2655045

[16] P. Warden, “Speech commands: A dataset for limited-vocabulary speech recognition,” 2018, arxiv:1804.03209.

[17] S. Zagoruyko and N. Komodakis, “Wide residual networks,” 2017.

[18] A. Blum and T. Mitchell, “Combining labeled and unlabeled data with co-training,” in proc. COLT, Madison, 1998, pp. 92–100.

[19] M.-A. Krogel and T. Scheffer, “Multi-relational learning, text mining, and semi-supervised learning for functional genomics,” in Machine Learning, 2004, pp. 61–81.

[20] I. Goodfellow, J. Shlens, and C. Szegedy, “Explaining and harnessing adversarial examples,” in proc. ICLR, San Diego, 2015.

[21] A. F. Agarap, “Deep learning using rectified linear units (relu),” 2019.

[22] A. Paszke, S. Gross, F. Massa, A. Lerer, J. Bradbury, G. Chanan, T. Killeen, Z. Lin, N. Gimelshein, L. Antiga, A. Desmaison, A. Kopf, E. Yang, Z. DeVito, M. Raison, A. Tejani, S. Chilamkurthy, B. Steiner, L. Fang, J. Bai, and S. Chintala, “Pytorch: An imperative style, high-performance deep learning library,” in proc. NeurIPS, 2019, pp. 8026–8037. [Online]. Available: http://papers.nips.cc/paper/9015-pytorch-an-imperative-style-high-performance-deep-learning-library.pdf

[23] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,” 2017.

[24] K. Lu, C.-S. Foo, K. K. Teh, H. D. Tran, and V. R. Chandrasekhar, “Semi-supervised audio classification with consistency-based regularizar,” in proc. INTERSPEECH, Graz, 2019, pp. 3654–3658.

[25] J. F. Gemmeke, D. P. W. Ellis, D. Freedman, A. Jansen, W. Lawrence, R. C. Moore, M. Piakal, and M. Ritter, “Audio set: An ontology and human-labeled dataset for audio events,” in Proc. IEEE ICASSP 2017, New Orleans, LA, 2017.

[26] E. Fonseca, X. Favory, J. Pons, F. Font, and X. Serra, “Fsd50k: an open dataset of human-labeled sound events,” 2020.

[27] Q. Xie, Z. Dai, E. Hovy, M.-T. Luong, and Q. V. Le, “Unsupervised data augmentation for consistency training,” 2020.

[28] H. Pham, Z. Dai, Q. Xie, M.-T. Luong, and Q. V. Le, “Meta pseudo labels,” 2021.