Methodological development for the optimisation of electricity cost in cement factories: the use of artificial intelligence in process variables
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Abstract
Cement factories require large amounts of energy. 70% of the variable cost goes to energy—33% to kiln thermal energy and 37% to electrical energy. This paper represents the second stage of a broader research study which aims at optimising electricity cost in a cement factory by means of using artificial intelligence. After an analysis of the different tools that could be highly useful for the optimisation of electricity cost, for which a systematic review of the literature and surveys and an expert panel of 42 professionals in the cement sector were carried out, a methodology was developed in order to reduce electricity cost by optimising not only different variables of the production process, but also regulated electricity costs and electricity market costs. Artificial neural networks and genetic algorithms will be the tools to be used in this methodology, which can be applied to any cement plant in the world, and, by extension, to any electro-intensive consumer. The innovation of this research work is based on the use of a methodology that not only combines two different variables at the same time—process variables and regulated prices—but also makes use of artificial intelligence tools techniques.
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1 Introduction: problem identification
Cement manufacturing process consists of finely grinding a series of minerals (limestone, marl and clay) and heating them at about 1450°C in a cement kiln to obtain an intermediate product called clinker. The clinker is blended with gypsum (a cement setting regulator) and other additives and then ground again into a fine powder to form cement. The process consists of 9 stages which are shown in Fig. 1.

The Spanish cement sector faced a very severe crisis which brought about a drastic reduction in consumption. From 2006 up to 2014 cement consumption decreased from 55.9 million t. to 10.8 million t. which represented a decrease of 80.67%. Spanish cement companies were forced to change their strategy and started then exporting large quantities of cement and clinker to different countries in the world.

The loss of competitiveness of cement companies in recent years has led to a drastic reduction in Spanish exports. During 2018, Spanish plants exported a total of 8,103,947 t. of cement and clinker. This amount was reduced to 6,232,043 t. in 2019—a reduction of 23.1% [26].

The energy consumption of a cement plant has a very important weight in the income statement. Energy comprises up to 70% of variable cost in a cement factory: 33% for thermal energy (Kiln) and 37% for electrical energy [17]. Therefore, the cost of electricity consumption in cement production is a fundamental competitive factor.

Electricity costs in Spanish electro-intensive industry, according to Eurostat data, can be sometimes up to 30% higher than they are in other European countries [11]. Energy price in Spain is higher than that in most direct competitor countries. Based on a consumption between 20,000 MWh and 150,000 MWh, which is the range within which 100% of Spanish cement companies were located in 2018—including taxes and levies—comparative data for the cost of electricity in electro-intensive industry in the 28 EU countries reveal that Spanish industry has one of the highest electricity costs, being only surpassed by Ireland, Malta and the UK.

While the EU-28 average electricity price for non-household consumers with a consumption between 20,000 and 150,000 MWh was 61,3 €/MWh in 2018, it reached 78,8 €/MWh in Spain.
Hence, it is essential to investigate how to optimise the cost of electricity in cement factories in order to make them more competitive.

2 Objective of the paper

The problem of the loss of competitiveness of cement industry due to its high electricity costs is a common issue in multiple countries. In the last few months (Spring/Summer 2021), the matter has acquired great relevance in countries such as Spain. Specifically, our research pursues the development of a methodology to optimise the cost of electricity in a cement plant by means of influencing internal variables of the plant: process variables and regulated electricity cost. By reducing costs, the plant may become more competitive. The methodology developed is perfectly valid for any cement factory in the world. In addition, it is worth mentioning that by modifying the initial parameters of the model, it could be applied to other electro-intensive industries, such as extractive mining—copper and other mineral production, automotive industry, aeronautical industry and agroindustry.

To apply it in other countries, it would only be necessary to analyse the regulated electricity costs to be taken into account, as well as the different factors that affect price formation in the electricity markets.

Using artificial intelligence (AI) for the optimisation of the cost of electricity in cement plants is the objective of a broader research study within which this article is framed. Our research study also includes a methodology aimed at reducing the cost of electricity by applying AI techniques to optimise the purchase of electricity [27].

3 Methodology

The tools that prove to be useful when applying AI to minimise electricity cost in the cement sector match those that could potentially be applied in other industrial sectors. They are mainly the following:

1. Internet of things (IoT): set of devices, objects and computers connected to the internet and communicated with each other, which help to collect information.
2. Data mining: it is used to extract information contained in historical or real time received data, to assist in decision making [7, 31].

3. Machine learning: it is a branch of AI based on the design of algorithms, which allow machines and computers to learn from data without the need for constant human intervention. Its strong point is that the learning process is automated and improved as it consumes more data without requiring human intervention [6, 33].

Although in the present paper these tools are tackled, we will delve into machine learning techniques in particular in order to apply them in the model proposed.

3.1 Main machine learning algorithms and techniques

There are machine learning techniques and algorithms which are extremely useful for solving the kind of problem we face in our research: the optimisation of the cost of electricity in an industrial plant. These include decision tree algorithms, support vector machines, Bayesian networks, fuzzy logic, nearest neighbours, K-means, artificial neural networks (ANN) and genetic algorithms. Attention will be focussed on the last two, since they are the most recommended ones considering the systematic study of the literature and the expert panel.

3.1.1 Artificial neural networks (ANN)

They are mathematical models which are based on the biological behaviour of brain neurons [8, 29, 30]. They are connected in a specific way. They are organised into layers and their goal is to learn by automatically tuning themselves, so that they can accomplish complex tasks that could not be performed by classical programming.

Figure 2 shows the graphical representation of an artificial neuron. The sum of the inputs multiplied by their associated weights determines the nerve impulse that the neuron receives. This value is processed inside the neuron by an activation function that returns the new value which will be sent as the output value of the neuron.

Mimicking human brain, ANN receive a series of input values, each of which reaches a node called neuron. The first step, which is crucial for the application of the model, is the proper selection of the input data. It is essential that they be relevant data, that is, that they really affect the final result that we try to predict [15].

Neurons in the network are grouped into layers. There are three types of layers [15]:

- Input layer. It is the one that gets the information from the outside world.

- Hidden layers. They process the information internally.

- Output layer. It is the one that gets the response from the network and transfers it to the outside world.

Each of the neurons in the network has a weight, a numerical value ($\omega$), which modifies the received input. The new values obtained leave the neurons and continue on their way through the network. The value obtained in each neuron would be a linear regression model to which a bias—“$b$”—would be added: $Y = X_1^*\omega_1 + X_2^*\omega_2 + X_3^*\omega_3 + b$. It is not unusual that the results obtained by the neural network ($Y$) initially do not coincide with the real result. It is due to the fact that the network should receive some training and learn how to perform its function correctly. Therefore, such training is carried out by modifying the weights of the neurons so that they get as close as possible to the desired results. Thus, one of the most widespread networks, which is known as multilayer perceptron-MLP [19], arises.

In this model, training data are entered in the network. If the result obtained with the initial weights was erroneous, weights should be adjusted until the output error is minimised or eliminated. This training algorithmic method that will be used in our research is called backpropagation. By means of derivatives, errors will be calculated by the network as the variation between the result obtained and the expected correct result for each group of weights. The goal of the backpropagation algorithm will be to minimise the error ($E$) as much as possible. The error will be expressed as the difference between the output value and the expected correct result, and it will be squared, since it is not relevant that the error has a positive or negative value. It will also be multiplied by $1/2$ to simplify the square when calculating the derivative. The derivative will provide the error variation with respect to weights variation.

$$E = 1/2(y - S)^2 \rightarrow \partial E / \partial \omega$$

$E$: Error.
$y$: Correct value.
$S$: Neural network output.

Once the end of the neural network is reached with a null or near-zero error, the network is considered to be sufficiently trained (Fig. 3).

3.1.2 Genetic algorithms

It is a method to generate the optimum solution to an optimisation problem. It starts with an initial population of individuals with a certain genetic coding. Population evolves so that only the best chromosomes will be selected to be part of the new population. To do this, mechanisms for the selec-
tion, crossover and mutation of chromosomes are applied until a certain stopping criterion is met. An example of a stopping criterion could be a certain number of generations or cycles, until a specific convergence criterion is reached [22]. This method can be used in combination with other algorithms such as ANN and support vector machines, with the aim of increasing performance and providing the model with a more robust solution [20, 22–24].

### 3.2 Selecting specific tools to solve the problem

The model introduced in this article was developed using the most appropriate tools to solve the problem raised and with the aim of reducing electricity cost in cement factories. Our approach followed the steps below.

#### 3.2.1 A systematic literature review

In scientific literature, there are two types of literature reviews [10]: the traditional or narrative review and the systematic review of literature [21, 22]. In a systematic review of literature, achieved findings can be replicated [14]. The systematic review is defined as a process of "systematic, transparent and reproducible synthesis of research, with the dual objective of improving the knowledge base and the formulation and practice of policies" [38]. Due to its structured approach, the systematic review of literature has been widely accepted in a variety of scientific fields, such as social sciences, education and supply chain management [1,12, 25, 34].

The field of study of our research is focussed on the optimisation of electricity cost in cement companies by using AI. Therefore, a search was conducted by introducing keywords (electricity, optimisation, cement, artificial intelligence, industry and energy). The sources of information selected were Scopus, Web of Science and ABI Inform Collection databases. The search period run until May 2021.

After an initial selection of the articles related to the subject that were found in the databases, a total of 12 articles were selected [2–4, 9, 16, 17, 28, 35–37, 39, 40]. The study of the previous literature provided quite a reduced number of articles dealing with the issue of our research and which contained very limited information. Only four of those articles considered the cement sector [9, 35–37]. The rest of them were either intersectoral articles [3, 16, 17, 28, 39, 40]...
or general-industry oriented articles [2, 4]. After a detailed analysis of them, the following conclusions were reached:

(a) Although all the articles dealt with issues related to the one that is object of our analysis, only four of them [9, 35–37] were specifically focussed on the cement sector and on the aspects addressed in this paper. Particularly,

+ Article [9] approached the process of optimising thermal energy consumption in La Robla cement factory in Tudela Veguín, Spain, by means of using statistical tools (AI was not applied). The initial planning, along with several initial methodological aspects of this study, served as a reference for our study.

+ Article [37] approached a simulation model conducted in four cement plants in South Africa, which enabled as much as 7.1% energy savings (electricity savings and thermal energy savings). To reach those savings, a managing methodology, which considered the crude mill, the kiln, the coal mill, crushers, cement mills and other auxiliary machinery, was carried out. Hence, a model was developed to distribute the load among the different days of the week and seasons of the year and always searching for the off-peak energy times. Although it also addressed thermal energy cost, the analysis of this methodology was extremely useful for the present research when shifting electricity consumption to the most economical off-peak periods.

+ Article [36] approached the problem of the cement market in South Africa, where a remarkable increase in electricity costs took place, which brought about an important pressure on international producers. An energy management system (EMS) was implemented in order to cut the electricity bill. This system, apart from controlling the periods of highest consumption, shifted electricity demand to the most economical daily off-peak times.

+ Article [35] focussed on managing and controlling thermal energy. Some of the factors detailed in this article were quite useful for our research, although they did not refer to electricity consumption.

(b) Six of the articles [4, 16, 17, 28, 39, 40] focussed on the study of different questions related to the optimisation of electricity purchase in the markets. Although those questions were of interest for our research as a whole, they did not tackle specific aspects that are addressed in this paper.

(c) Although two of the articles [2, 3] provided a generic reference to AI and/or to industry in general, they did not address in depth any of the aspects analysed in the present research. Therefore, they were used for general matters.

In addition to these articles, a doctoral thesis was analysed [13]. It studied thermal energy savings in a clinker kiln, as well as electricity savings in cement grinding by introducing certain modifications to different variables.

Due to the scarce contributions of the previous existing literature, the consultations with experts that are detailed in the following session were considered to be fundamental and extremely interesting. They complemented the information obtained from the literature and specified it with information collected from highly specialised sources in order to develop a proposal which was adapted to real and current needs of the sector.

3.2.2 Surveys and expert panel

Following the systematic review of literature, a study based on surveys and an expert panel was conducted thanks to the involvement of a total of 42 managers.

The expert panel has proved to be an effective method for improving the development of a research study, as well as for providing additional information on its quality [5, 18]. Surveys and the expert panel provided us with relevant information to design the methodology that will enable us to optimise the cost of electricity by using AI.

Quinlan et al. [32] state that when bringing together a group of experts it is fundamental not only to count on experts in the specific field under evaluation, but also on reviewers with an interdisciplinary experience. The experts that were chosen for our research met this requirement. In all cases, they were professionals with between 22 and 41 years of experience in different posts in the sector. Economists, civil engineers, industrial engineers, mine engineers and chemists, among others, were consulted.

In addition, it may be stated that all cement companies that operate in Spain were considered when selecting the group of experts. The involvement of the experts brought great added value to our research thanks to their high experience and knowledge of the sector.

Surveys, mainly used to obtain quantitative data, were conducted among a total of 11 managers. This information was extremely useful for arriving at another of the results of our research. A quite utterly novel quantitative study about the composition of regulated electricity cost in Spanish cement industry was carried out. It was of great use for the optimisation of regulated electricity costs in our research.

A total of 31 experts participated in the expert panel, and they provided qualitative data on electricity prices behaviour, operational costs of production machinery, the process variables that affect electricity consumption, flexibility in start/stop conditions of production machinery and
on operational routines. Five of the thirty-one experts that collaborated with qualitative data, those who were considered to be experts in AI, were asked to fill in a questionnaire in order to evaluate the adequate tools to be used for the development of our model.

For qualitative data collection from the panel of experts, two questionnaires and a phone survey were carried out:

1. A questionnaire to analyse regulated costs along with the major or minor influence of the different process variables. The variables that were selected by the experts were the ones that applied in the ANN architecture, which is represented schematically in Fig. 4.

2. A questionnaire to evaluate the most adequate tools to solve the problem raised in this article. As it has already been mentioned, five of the experts were specialists in AI. The use of ANN along with the backpropagation and genetic algorithms turned out to be the techniques selected by 80% of the experts consulted, which happened to be in line with the majorly used tools in the articles of the previous literature studied. [16, 17, 27, 38, 39].

3. Finally, to avoid group answers conditioning, phone surveys were carried out with each of the experts consulted. They aimed at deepening the answers that were given in the questionnaires.

There is all the information gathered through the systematic review of literature, surveys and the expert panel in the cement sector, the most suitable AI tools for the optimisation of electricity consumption were selected and the model to be applied was developed.

### 3.3 Development of the working methodology: application of specific tools

The information used to assess electricity consumption was provided by Malaga cement factory (Spain), which belongs to FYM HeidelbergCement Group. The case of this factory is completely analogous to the rest of cement plants. Therefore, the results obtained will apply to any cement manufacturing plant.

The development of the methodology for the fulfilment of our objective has two different levels:

#### 3.3.1 A methodology for operational electricity optimisation

The purpose is to reduce electricity consumption in a cement factory by modifying certain variables of the production process. To do this, power consumption and the variables on which it depends will be analysed in detail at each of the stages of the process [37].

There are 5 stages in the cement manufacturing process which are critical to electricity consumption (crushing, raw material grinding, clinker manufacturing, coal grinding and cement grinding). For each of those stages, the variables that affect electricity consumption and which could be easily influenced to optimise electricity consumption—without incurring large costs or investments—were identified. Then, 5 consumption functions were obtained, one for each stage, for which we will use the following nomenclature:

- \( CE_{(B)} \): electricity consumption/crusher electricity power (kW).
- \( CE_{(M)} \): electricity consumption/the raw mill electricity power (kW).
- \( CE_{(H)} \): electricity consumption/kiln electricity power (kW).
- \( CE_{(MC)} \): electricity consumption/coal mill electricity power (kW).
- \( CE_{(MCEM)} \): electricity consumption/cement mill electricity power (kW).
- \( CE_{(F_X)} \): stage X net electricity consumption (kWh).
- \( \omega_{nX} \): variable "n" weight in stage X.
- \( u \): the value obtained in each of the neurons in the network.

The selection of the variables that impact on electricity consumption, which was made for each stage of the cement manufacturing process, will be described below.

1. Raw materials extraction/crushing (Stage 1: \( F_1 \)).
   The two variables that can influence electricity consumption and which were included in the data collection process are:
   - Size of crusher 1 output product (primary crusher): \( V(1)_{F_1(t1)} \).
   - Size of crusher 2 output product (secondary crusher): \( V(2)_{F_1(t2)} \).

   For each data pair (a–b, c–d, etc.), we will get an energy consumption result \((X, Z, Y, ...)\) (Table 1). The objective will be to minimise that energy consumption, that is, to determine the pair of \( V(1)_{F_1(t1)} \) and \( V(2)_{F_1(t1)} \) values which reduce \( F_1 \) energy consumption to a minimum.

   Electricity consumption will be calculated according to the following expressions:

\[
CE(\hat{F}_1)_{(t1)} = CE_{(t1)} F[V(1)_{F_1(t1)}, \#\omega_{11} + V(2)_{F_1(t1)} * \omega_{21} + u_1] * H_{(t1)}
\]
Fig. 4 Artificial neural network operation with backpropagation algorithm. Source. Own elaboration
3. Clinker manufacturing (Stage 4: F4).
   The two variables that were identified as the ones that most influence electricity consumption at this stage are:
   - False air entering cyclones: $V(1)_{F4}$
   - Clinker granulometry: $V(2)_{F4}$

   Operating in the same way we did in the previous stage, we would get:
   \[
   CE(F4) = CE(H)F[V(1)_{F4}] \\
   \hspace{1cm} \times \omega 14 + V(2)_{F4} \times \omega 24 + u_4 \times H(H)
   \]

   CE(H): Kiln electricity consumption. 
   $H(H)$: Kiln operating hours. 
   $u_4$: Bias.

4. Coal grinding (Stage 5: F5).
   The following two variables were selected as the ones that may most influence electricity consumption at this stage:
   - Carbon size/granulometry: $V(1)_{F5}$.
   - Mill rotational speed: $V(2)_{F5}$.

   Operating in the same way we did in the previous stage, we would get:
   \[
   CE(F5) = CE(MC)F[V(1)_{F5}] \\
   \hspace{1cm} \times \omega 15 + V(2)_{F5} \times \omega 25 + u_5 \times H(MC)
   \]

   CE(MC): Coal mill electricity consumption. 
   $H(MC)$: coal mill operating hours. 
   $u_5$: Bias.

5. Cement mill (Stage 6: F6).
   In FYM Heidelberg Cement Group Malaga Factory, there are 3 cement mills: 5, 6 and 7.
   A collection of data related to the four variables which can influence electricity consumption at this stage was carried out:
   - Clinker size: $V(1)_{F6(M5,M6,M7)}$.
   - Plaster size: $V(2)_{F6(M5,M6,M7)}$.
   - Other additions size: $V(3)_{F6(M5,M6,M7)}$.
   - Mill rotational speed: $V(4)_{F6(M5,M6,M7)}$.

   Operating in the same way we did in the previous stage, we would get (Table 2).
   \[
   CE(F6) = CE(MCEM)F[V(1)_{F6}] \\
   \hspace{1cm} \times \omega 16 + V(2)_{F6} \times \omega 26 + u_6 + V(3)_{F6} \times \omega 36 + V(4)_{F6} \times \omega 46 + u_6 \times H(MCEM)
   \]

---

### Table 1: Energy consumption result for each data pair (own elaboration)

| $V(1)_{F1(t1)}$ | $V(2)_{F1(t1)}$ | $CE(F1)_{t1}$ |
|------------------|------------------|---------------|
| a                | b                | X             |
| c                | d                | Z             |
| e                | f                | Y             |

- $CE_{t1}$(1): Primary crusher electricity consumption.
- $H_{t1}$(1): Primary crusher operating hours.
- $u_1$: Bias.

Each of the two variables—$V(1)$ and $V(2)$—will affect the net energy consumption at this first stage (CE(F1)_{t1}) with a weight that will be represented by “$\omega$”.

For the secondary crusher, the consumption function would be similar:

\[
CE(F1)_{t2} = CE(t2)F[V(1)_{F1(t2)} \times \omega 11 + V(2)_{F1(t2)} \times \omega 21 + u_1] \times H(t2)
\]

- $CE_{t2}$(2): Secondary crusher electricity consumption.
- $H_{t2}$(2): Secondary crusher operating hours.
- $u_2$: Bias.

The function that would integrate the two crushers would be:

\[
CE(F1)_{t1,t2} = CE(t1)F[V(1)_{F1(t1)} \times \omega 11 + V(2)_{F1(t1)} \times \omega 21 + u_1] \times H(t1) + CE(t2)F[V(1)_{F1(t2)} \times \omega 11 + V(2)_{F1(t2)} \times \omega 21 + u_1] \times H(t2)
\]

2. Raw mill (Stage 3: F3).
   Since it is a ball mill, the four variables which most influence electricity consumption at this stage are:
   - Input raw material size: $V(1)_{F3}$.
   - Mill rotational speed: $V(2)_{F3}$.
   - Mill filling level: $V(3)_{F3}$.
   - Balls diameter: $V(4)_{F3}$.

   Acting in the same way we did in the previous stage, we would get:
   \[
   CE(F3) = CE(M)F[V(1)_{F3} \times \omega 13 + V(2)_{F3} \times \omega 23 + u_3 + V(3)_{F3} \times \omega 33 + V(4)_{F3} \times \omega 43 + u_3] \times H(M)
   \]

- $CE_{(M)}$: Raw mill power consumption.
- $H_{(M)}$: Raw mill operating hours.
- $u_3$: Bias.
The aim will be to minimise electricity consumption at these 5 stages taking into consideration the above-mentioned 14 variables, so that if changes are required in the installation or the operational process in order to minimise electricity consumption, these neither imply a significant expense nor a high investment. It is simply a matter of finding the optimal combination of variables \( V(n)F_x \) which minimise electricity consumption in the factory.

To optimise the 14 variables—\( V(n)F_x \)—we will use the artificial neuronal network structure with the backpropagation algorithm that is shown in Fig. 4. It is in effect recommended by the analysed literature and experts contacted as the most effective tool. The 14 variables are present in the input layer. Each of them will affect electricity consumption at a different "i" stage (CE \( F_i \)). Such stages are included in the second layer of the neural network. Each variable will affect the consumption of the stage with a different weight. The weights are represented as \( \omega_{ij} \).

\( i \): Number of the variable.
\( j \): Stage it affects.

In addition, the following will be made come true for each stage:

\[
\omega_{11} + \omega_{21} = 1 \parallel \omega_{13} + \omega_{23} = 1 \parallel \omega_{14} + \omega_{24} = 1 \parallel \\
\omega_{15} + \omega_{25} = 1 \parallel \omega_{16} + \omega_{26} + \omega_{36} = 1.
\]

The neural network will need to be trained. To do this, different combinations of actual values of the 14 variables—\( V(n)F_i \)—which will be taken from the information collected in the historical database of the plant, will be introduced into the model. For each combination of variables, the factory will get a CE value of the real electricity consumption observed \( (y) \). The neural network will perform a series of calculations with random weights \( (\omega_{ij}) \) for each variable, and different output values \( (s) \) will be obtained. The goal of the neural network will be to minimise the error \( (E) \) between the value actually obtained in the factory \( (y) \) and the output value obtained with the neural network \( (s) \).

\[
E = \frac{1}{2} (E)^2
\]

The error will be minimised by trying to make the differences between "\( y \)" and "\( s \)" as small as possible (hence, by minimising partial derivatives of electricity consumption depending on the weight). To simplify the result of the derivative, the error will be squared and multiplied by \( 1/2 \). Squaring will eliminate the sign of the error, since it is not relevant for our aim whether it be positive or negative. Once the error is considered acceptable, we will be able to understand that the artificial neural network is sufficiently trained and that it offers acceptable values for \( \omega_{ij} \).

After the neural network is trained, the next step will be to introduce different combinations of variables \( V(n)F_i \) into it so that it calculates the predicted electricity consumption—CE—by using the weights that were regarded as valid. The ultimate goal of training our artificial neuronal network is to reduce electricity consumption to a minimum. In order for the model to have acceptable reliability, we will give each of the 14 variables different values.

The model will provide us with the combination of values of the variables that reduces electricity consumption to a minimum. The structure of the neural network with the backpropagation algorithm would be as follows.

### 3.3.2 A methodology for the optimisation of regulated electricity prices

It is possible to improve electricity efficiency cost in a cement factory by shifting electricity consumption to the most economical off-peak periods [35].

In Spain, high voltage tariffs (with a contracted power exceeding 450 kW in one of the periods, that is 6X access tariffs) offer 6 periods of time (\( P_1, ..., P_6 \)) which range from the highest to the lowest cost. This tariff has different energy rates depending on the period of time in which it is consumed, so that the bill will reflect the energy consumed in each of the periods and the corresponding rate for each period, with \( P_1 \) being the most expensive period and \( P_6 \) the cheapest one. Periods are distributed through the year according to the following table (Fig. 5).

The objective will be to optimise the cost of energy by focussing on the €/kWh, that is always taking the different periods \( (P_1, P_2, ..., P_6) \) into consideration in order to use the cheapest possible kWh.

In this section, possible decreases in contracted power will also be determined, when possible, in order to reduce fixed cost in the electricity bill. In both cases genetic algorithms will be used.

The steps to be followed in this methodological development are as follows:

Step (B1): The electricity consumption function for each stage of the cement manufacturing process (9 functions) will be determined for each of the 6 periods \( (P_1, ..., P_6) \). The cement manufacturing process can be seen in Fig. 1. We will use the following nomenclature:

- CE(\( F_X \)). Total electricity consumption in stage \( X \). It will be measured in kWh.
Table 2  Energy consumption result for each data pair (own elaboration)

| V(1)| V(2)| V(3)| V(4)| CE |
|-----|-----|-----|-----|-----|
| f(M5, M6, M7) | f(M5, M6, M7) | f(M5, M6, M7) | f(M5, M6, M7) | (M5, M6, M7) |
| a | B | c | d | X |
| e | F | g | h | Z |
| i | J | k | l | Y |

Energy calendars in Iberian Peninsula

1.1. Extraction of raw materials/crushing It includes electricity consumption from the extraction of raw materials from the quarry to the entrance to the pre-homogenisation park (Stage 1: F1).

In the case of FYM HeidelbergCement Group factory in Malaga, there are two crushers. The function would be:

\[ CE_{FX}(1)_{(1,2)} = CE_{F1}(1)_{(1)}^{+}H_{F1}(1)_{(1)} + CE_{F1}(1)_{(2)}^{+}H_{F1}(1)_{(2)} + CE_{F1}(2)_{(1)}^{+}H_{F1}(2)_{(1)} + CE_{F1}(2)_{(2)}^{+}H_{F1}(2)_{(2)} + CE_{F1}(3)_{(1)}^{+}H_{F1}(3)_{(1)} + CE_{F1}(3)_{(2)}^{+}H_{F1}(3)_{(2)} + CE_{F1}(4)_{(1)}^{+}H_{F1}(4)_{(1)} + CE_{F1}(4)_{(2)}^{+}H_{F1}(4)_{(2)} + CE_{F1}(5)_{(1)}^{+}H_{F1}(5)_{(1)} + CE_{F1}(5)_{(2)}^{+}H_{F1}(5)_{(2)} + CE_{F1}(6)_{(1)}^{+}H_{F1}(6)_{(1)} + CE_{F1}(6)_{(2)}^{+}H_{F1}(6)_{(2)}. \]

1.2. Homogenisation It includes transportation to the raw mill on crushing belts (Stage 2: F2).

\[ CE_{F2} = CE_{F2}(1)^{+}H_{F2}(1) + CE_{F2}(2)^{+}H_{F2}(2) + CE_{F2}(3)^{+}H_{F2}(3) + CE_{F2}(4)^{+}H_{F2}(4) + CE_{F2}(5)^{+}H_{F2}(5) + CE_{F2}(6)^{+}H_{F2}(6). \]
1.3. Raw mill Electricity consumption of the mill and transportation of the elevators to the cyclone tower entrance (Stage: F3).

- \(CE(F3) = CE_F3P(1)^*H_F3P(1) + CE_F3P(2)^*H_F3P(2) + CE_F3P(3)^*H_F3P(3) + CE_F3P(4)^*H_F3P(4) + CE_F3P(5)^*H_F3P(5) + CE_F3P(6)^*H_F3P(6)\)

1.4. Clinker manufacturing Cyclones electricity consumption, clinker kiln, cooling fans, etc. (Stage: F4).

- \(CE(F4) = CE_F4P(1)^*H_F4P(1) + CE_F4P(2)^*H_F4P(2) + CE_F4P(3)^*H_F4P(3) + CE_F4P(4)^*H_F4P(4) + CE_F4P(5)^*H_F4P(5) + CE_F4P(6)^*H_F4P(6)\)

1.5. Coal grinding (Stage: F5).

- \(CE(F4) = CE_F5P(1)^*H_F5P(1) + CE_F5P(2)^*H_F5P(2) + CE_F5P(3)^*H_F5P(3) + CE_F5P(4)^*H_F5P(4) + CE_F5P(5)^*H_F5P(5) + CE_F5P(6)^*H_F5P(6)\).

1.6. Cement mill (Stage: F6).

In FYM HeidelbergCement Group factory in Malaga, there are three cement mills: (5, 6 and 7). The function would be:

- \(CE(F6)_{M_{5,6,7}} = CE_F6P(1)^{M_{5}}*H_F6P(1)^{M_{5}} + CE_F6P(1)^{M_{6}}*H_F6P(1)^{M_{6}} + CE_F6P(1)^{M_{7}} + CE_F6P(1)^{M_{7}} + CE_F6P(2)^{M_{5}}*H_F6P(2)^{M_{5}} + CE_F6P(2)^{M_{6}}*H_F6P(2)^{M_{6}} + CE_F6P(2)^{M_{7}} + CE_F6P(2)^{M_{7}} + CE_F6P(3)^{M_{5}}*H_F6P(3)^{M_{5}} + CE_F6P(3)^{M_{6}}*H_F6P(3)^{M_{6}} + CE_F6P(3)^{M_{7}} + CE_F6P(3)^{M_{7}} + CE_F6P(4)^{M_{5}}*H_F6P(4)^{M_{5}} + CE_F6P(4)^{M_{6}}*H_F6P(4)^{M_{6}} + CE_F6P(4)^{M_{7}} + CE_F6P(4)^{M_{7}} + CE_F6P(5)^{M_{5}}*H_F6P(5)^{M_{5}} + CE_F6P(5)^{M_{6}}*H_F6P(5)^{M_{6}} + CE_F6P(5)^{M_{7}} + CE_F6P(5)^{M_{7}} + CE_F6P(6)^{M_{5}}*H_F6P(6)^{M_{5}} + CE_F6P(6)^{M_{6}}*H_F6P(6)^{M_{6}} + CE_F6P(6)^{M_{7}} + CE_F6P(6)^{M_{7}} + CE_F6P(6)^{M_{7}}\)

1.7. Transportation (Stage 7: F7).

- \(CE(F7) = CE_F7P(1)^*H_F7P(1) + CE_F7P(2)^*H_F7P(2) + CE_F7P(3)^*H_F7P(3) + CE_F7P(4)^*H_F7P(4) + CE_F7P(5)^*H_F7P(5) + CE_F7P(6)^*H_F7P(6)\)

1.8. Packaging (Stage 8: F8).

- \(CE(F8) = CE_F8P(1)^*H_F8P(1) + CE_F8P(2)^*H_F8P(2) + CE_F8P(3)^*H_F8P(3) + CE_F8P(4)^*H_F8P(4) + CE_F8P(5)^*H_F8P(5) + CE_F8P(6)^*H_F8P(6)\).

1.9. Auxiliary services Offices and other services that are not directly related to production (Stage 9: F9).

- \(CE(F9) = CE_F9P(1)^*H_F9P(1) + CE_F9P(2)^*H_F9P(2) + CE_F9P(3)^*H_F9P(3) + CE_F9P(4)^*H_F9P(4) + CE_F9P(5)^*H_F9P(5) + CE_F9P(6)^*H_F9P(6)\)

Genetic algorithms will be used to optimise—reduce—electricity consumption in each of the 9 stages of the process. Since \(CE_{FX}P(Y)\) are fixed terms of the functions, genetic algorithms will operate on the variable terms \(H_{FX}P(Y)\). These algorithms continuously apply mechanisms for the selection, recombination and mutation of chromosomes. In our case, the mechanisms will consist of recombing \(H_{FX}P(Y)\), so that they are always used in descending order (P6, P5, ..., P1); that is, operating hours of the equipment in P(6) will be first used, then those in P(5), P(4), (...), and finally the operating hours of the equipment in P(1) will be used. This evolutive recombination cycle of the equation will continue until a stop or convergence criterion is met [32]. In our case, the criterion will be a certain % of reduction in electricity consumption.

**STEP B2** On the one hand, in order to avoid exceeding access rate, six functions which limit this possibility were defined. Machinery power demand (Mw) for each of the periods should never exceed the contracted power for that period.

On the other hand, by formulating other 6 algorithmic functions, the model will attempt to reduce the factory contracted power for each of the periods. Hence, if consumption for a period \(P_i\) was lower than an established % of the maximum contracted and was set in \(C_i\), less power could be contracted to lower the cost of the access rate in that period.

A total of 12 functions would be applied.

The powers contracted by Malaga factory are as follows (Table 3).

| Table 3 Powers contracted by Malaga factory (own elaboration) |
|-----------------------------|-------------------|
| Mw                          |                   |
| MAXIMUM POWER—TWO TRANSFORMERS | 20 + 20            |
| CONTRACTED POWER IN P1      | 14                |
| CONTRACTED POWER IN P2      | 14                |
| CONTRACTED POWER IN P3      | 17.2              |
| CONTRACTED POWER IN P4      | 17.2              |
| CONTRACTED POWER IN P5      | 17.2              |
| CONTRACTED POWER IN P6      | 17.4              |

To develop the functions related to access rates, the following nomenclature will be used:

\(CE(P_y)\): energy consumption in \(Y\) period. \(Y = 1, 2, ..., 6\).

Electricity consumption in each period will be the sum of the consumptions registered for each of the stages in which
we divided the cement manufacturing process. The maximum power limit for each established period can never be exceeded.

Consumption in stage 1 must take into consideration that two crushers are being used. In stage 6, three cement mills will be operating: 5, 6 and 7.

B2.1. Functions to limit energy consumption in P1:

- \( CE(P_1) = CE_{F1}P(1) + CE_{F2}P(1) + CE_{F3}P(1) + CE_{F4}P(1) + CE_{F5}P(1) + CE_{F6}P(1) + CE_{F7}P(1) + CE_{F8}P(1) + CE_{F9}P(1) \leq 14 \text{ Mw} \)
- If \( 0 < CE(P_1) \leq C' \) Mw (1 month under normal conditions) → Access rate may be reduced.

B2.2. Functions to limit energy consumption in P2:

- \( CE(P_2) = CE_{F1}P(2) + CE_{F2}P(2) + CE_{F3}P(2) + CE_{F4}P(2) + CE_{F5}P(2) + CE_{F6}P(2) + CE_{F7}P(2) + CE_{F8}P(2) + CE_{F9}P(2) \leq 14 \text{ Mw} \)
- If \( 0 < CE(P_2) \leq C' \) Mw (1 month under normal conditions) → Access rate may be reduced.

B2.3. Functions to limit energy consumption in P3:

- \( CE(P_3) = CE_{F1}P(3) + CE_{F2}P(3) + CE_{F3}P(3) + CE_{F4}P(3) + CE_{F5}P(3) + CE_{F6}P(3) + CE_{F7}P(3) + CE_{F8}P(3) + CE_{F9}P(3) \leq 17.2 \text{ Mw} \)
- If \( 0 \leq CE(P_3) \leq C' \) (1 month under normal conditions) → Access rate may be reduced.

B2.4. Functions to limit energy consumption in P4:

- \( CE(P_4) = CE_{F1}P(4) + CE_{F2}P(4) + CE_{F3}P(4) + CE_{F4}P(4) + CE_{F5}P(4) + CE_{F6}P(4) + CE_{F7}P(4) + CE_{F8}P(4) + CE_{F9}P(4) \leq 17.2 \text{ Mw} \)
- If \( 0 \leq CE(P_4) \leq C' \) (1 month under normal conditions) → Access rate may be reduced.

B2.5. Functions to limit energy consumption in P5:

- \( CE(P_5) = CE_{F1}P(5) + CE_{F2}P(5) + CE_{F3}P(5) + CE_{F4}P(5) + CE_{F5}P(5) + CE_{F6}P(5) + CE_{F7}P(5) + CE_{F8}P(5) + CE_{F9}P(5) \leq 17.2 \text{ Mw} \)
- If \( 0 \leq CE(P_5) \leq C' \) (1 month under normal conditions) → Access rate may be reduced.

B2.6. Functions to limit energy consumption in P6:

- \( CE(P_6) = CE_{F1}P(6) + CE_{F2}P(6) + CE_{F3}P(6) + CE_{F4}P(6) + CE_{F5}P(6) + CE_{F6}P(6) + CE_{F7}P(6) + CE_{F8}P(6) + CE_{F9}P(6) \leq 17.4 \text{ Mw} \)
- If \( 0 \leq CE(P_5) \leq C' \) (1 month under normal conditions) → Access rate may be reduced.

B2.7. Limiting power by extension rights: the contracted power must be <20 Mw:

The factory in our case has two parallel redundant 20 Mw transformers. The energy consumption functions of the different periods should not exceed the 20 Mw limit.

STEP B3: "operation and sales restrictions" functions

The model will use another 9 functions that will be called “Operation and Sales Restriction Functions”. They will represent the following:

- The maximum production capacity of each stage of the cement manufacturing process minus the maximum capacity of next stage should be >0, and at the same time < than the storage capacity of raw material, fuel, by-product or final product at each stage of the process (7 functions).
- Time constraints (2 functions).

For these new functions, we will take into consideration the following nomenclature and data measured in tons/hour (t/h) (Malaga factory):

- \( CP_{F1(t1)} \): maximum production capacity per hour, in the extraction of raw materials stage. 300 t/h.
- \( CP_{F1(t2)} \): maximum production capacity per hour, in the extraction of raw materials stage. 520 t/h.
- \( CAMp \): maximum storage capacity for crushed raw materials.
- \( CP_{F2} \): maximum production capacity per hour in the homogenisation stage. 320 t/h.
- \( CAMpH \): maximum homogenised raw material capacity.
- \( CP_{F3} \): maximum production capacity per hour in the crude grinding stage. 550 t/h.
- \( CACr \): maximum crude oil storage capacity.
- \( CP_{F4} \): maximum production capacity per hour in the cement manufacturing process/kiln. For raw materials: 240 t/h. For clinker: 154 t/h.
- \( CACk \): maximum clinker storage capacity.
- \( CP_{F5} \): maximum production capacity per hour in the coal grinding stage. 17.1 t/h.
- \( CACb \): maximum coal storage capacity.
- \( CP_{F6} \): maximum production capacity per hour in the cement grinding stage:
  - \( CP_{F6(M5)} \): Cement mill 5: 29.2 t/h.
  - \( CP_{F6(M6)} \): Cement mill 6: 78 t/h.
  - \( CP_{F6(M7)} \): Cement mill 7: 34.3 t/h.
  - \( CP_{F7} \): maximum production capacity per hour in the transportation stage.
• CASL_CEM(Z): maximum cement storage capacity in silo Z.
• CPF8: maximum production capacity per hour in the packing stage.

There are two packing lines with the following capacities:

• Line 1: 67 t/h (2700 sacks).
• Line 2: 55 t/h (2200 sacks).
• CAEns: maximum storage capacity in sacks storehouse.
• CPF9: maximum production capacity per hour in the auxiliary services stage.
• VECEM(Z): SALES of packaged cement type Z, being Z = 1, …, n.
• VGCEM(Z): sales of bulk cement type Z, being Z = 1, …, n.
• CC: consumption of coal, measured in t/h.

1. Crusher maximum capacity. Stage 1 Extraction of raw materials.

\[ \text{CAMp} \geq CP_{F1} \times [HF_{1}P(1) + HF_{1}P(2) + HF_{1}P(3) + HF_{1}P(4) + HF_{1}P(5) + HF_{1}P(6)] \geq 0. \]

Time constraints function:

\[ HF_{1}P(1) + HF_{1}P(2) + HF_{1}P(3) + HF_{1}P(4) + HF_{1}P(5) + HF_{1}P(6) \leq 7-23 \text{ hours} \]

2. Homogenisation stage maximum capacity.

\[ \text{CAMpH} \geq CP_{F2} \times [HF_{2}P(1) + HF_{2}P(2) + HF_{2}P(3) + HF_{2}P(4) + HF_{2}P(5) + HF_{2}P(6)] \geq 0. \]

No time constraints.

3. Raw material mill maximum capacity.

\[ \text{CACr} \geq CP_{F3} \times [HF_{3}P(1) + HF_{3}P(2) + HF_{3}P(3) + HF_{3}P(4) + HF_{3}P(5) + HF_{3}P(6)] \geq 0. \]

No time constraints.

4. Clinker manufacturing maximum capacity (kiln).

\[ \text{CACK} \geq CP_{F4} \times [HF_{4}P(1) + HF_{4}P(2) + HF_{4}P(3) + HF_{4}P(4) + HF_{4}P(5) + HF_{4}P(6)] \geq 0. \]

No time constraints.

5. Coal mill maximum capacity.

\[ \text{CACh} \geq CP_{F5} \times [HF_{5}P(1) + HF_{5}P(2) + HF_{5}P(3) + HF_{5}P(4) + HF_{5}P(5) + HF_{5}P(6)] \geq 0. \]

No time constraints.

6. Cement mill maximum capacity.

We will have one function for each of the Z types of cement that is manufactured in the factory, being Z = 1, 2, …, n.

\[ \text{CASL}_{-}\text{CEM}(Z) \geq CP_{F6} \times [HF_{6}P(1) + HF_{6}P(2) + HF_{6}P(3) + HF_{6}P(4) + HF_{6}P(5) + HF_{6}P(6)] \geq 0. \]

No time constraints.

7. Packing maximum capacity.

We will have a function for each of the Z types of cement that is manufactured in the factory, being Z = 1, 2, …, n.

\[ \text{VECEM}(Z) \] sales of already packed type Z cement, being Z = 1, …, n.

\[ \text{VECEM}(Z) \geq CP_{F8} \times [HF_{8}P(1) + HF_{8}P(2) + HF_{8}P(3) + HF_{8}P(4) + HF_{8}P(5) + HF_{8}P(6)] \geq 0. \]

No time constraints.

8. Auxiliary services maximum capacity.

In this stage, there would be no such constraints.

Taking into consideration the demand for clinker and different types of cement, electricity consumption functions, restrictions on access rates and on available transformers, as well as operating and selling restrictions, the use of genetic algorithms will make the system suggest us the changes we should make to move production to lower cost periods (P6, P5, P4, etc.).
Genetic algorithms continuously apply mechanisms of selection, recombination and mutation of chromosomes, which in our case would be the different regulated prices, until an optimal value is reached.

4 Results: innovation brought by the model

First of all, the research major novelty is that the model that evolved was an absolutely innovative model, since it was developed by applying a series of basic algorithms which were based on AI techniques, though expressly addressed to the cement sector.

Thanks to the experts contributions and the studied bibliography, it was possible to include the variables that condition not only electricity consumption, but also the knowledge of machinery behaviour and operational processes in cement plants.

Secondly, the global research developed resulted in a model that integrates three complementary aspects, which enables a higher level of electricity cost optimisation than that obtained in previous researches, which focussed on one of the aspects in isolation. This question implies an innovation in the research, as well as in the resulting model.

The three aspects on which the model for electricity cost optimisation was focussed are described below. Only the first two are the object of this paper.

1. Process variables which incur zero or very low costs [36].
2. Regulated electricity costs. Machinery running is shifted to the most economical off-peak times [37].
3. Price of electricity in the market [16, 28, 39, 40].

Thirdly, due to the scarce previous literature, a panel of experts was held, which provided qualitative and quantitative information to approach the issue from a realistic, updated and complete business viewpoint. The experts enabled the gathering of information on all Spanish cement factories. The use of the expert panel represents an innovative element in researches in this field, since none of them had previously made use of consultations with experts.

The panel of experts provided better results for the model, since their expertise made it possible to select more and better process variables to optimise the cost of electricity. Moreover, the experts were extremely useful when selecting the most appropriate AI tools.

Fourthly, quantitative data obtained from expert surveys provided another of the main results of the research. It is a quite utterly novel quantitative study about the composition of regulated electricity cost in Spanish cement industry. The study was of great use for the optimisation of regulated electricity costs in our research. It will also provide the basis for other future researches about electrical aspects in Spanish cement sector.

Fifthly, we would like to remark that the model obtained for the optimisation of electricity cost can be applied to any of the cement factories that are distributed throughout the world, since the production process is the same as that followed by the factory considered. If it was chosen to be applied in other countries, only the composition of regulated electricity costs should be considered, along with the different factors that could affect electricity price formation in the market.

Furthermore, by introducing certain modifications to the initial parameters, the model could be applied to other electro-intensive processing industries.

Consequently, we would like to highlight that the results obtained can serve as a basis for future researches, since the model is perfectly able to be reproduced for other industrial sectors. Therefore, a remarkably interesting line of research for other sectors or even for intersectoral comparison is opened.

5 Conclusions

1. It is possible to optimise electricity cost in cement factories by means of influencing certain process variables and incurring zero or very low costs, as it is shown in [36, 37]. Through ANN we will obtain the optimal combination of these variables, which minimises electricity consumption in the production process.
2. We can reduce electricity cost by optimising regulated electricity prices, that is, by shifting the use of that machinery with a higher electricity consumption in the factory to periods with lower regulated electricity costs [36, 37]. By means of using genetic algorithms we will optimise the costs of regulated electricity prices.
3. The model resulting from this research process may be applied to any cement factory in the world. By modifying initial parameters, it could be applied to other electro-intensive processing industries. It is therefore a model that offers great versatility.
4. This model enhances products development—cement and other industrial products. The methodology brought forth contributes to influence and transform the way we live and work, since it makes industries more competitive. Competitiveness helps companies generate more activity, added value and employment [2, 3].
5. Owing to its complexity, this article has its limitation, since it only addresses a part of a broader research process which integrates three different approaches to the optimisation of electricity cost in cement factories. In particular, the present paper approaches certain variables in the cement manufacturing production process and the optimisation of regulated electricity costs.
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