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Abstract. For a first-order theory $T$, the Constraint Satisfaction Problem of $T$ is the computational problem of deciding whether a given conjunction of atomic formulas is satisfiable in some model of $T$. In this article we develop sufficient conditions for polynomial-time tractability of the constraint satisfaction problem for the union of two theories with disjoint relational signatures. To this end, we introduce the concept of sampling for theories and show that samplings can be applied to examples which are not covered by the seminal result of Nelson and Oppen.

1. Introduction

Reasoning tasks for intelligent agents often require to check whether certain configurations or situations are legitimate or possible. Such decision problems can often be modelled as Constraint Satisfaction Problems (CSPs). The CSP of a first-order theory $T$ with finite relational signature $\tau$ is the computational problem of deciding whether a set of atomic $\tau$-formulas is satisfiable in some model of $T$. In fact, any decision problem is polynomial-time Turing equivalent to a CSP [5]. Often, reasoners have to decide instances of CSP($T_1 \cup T_2$) where $T_1$ and $T_2$ are first-order theories with disjoint relational signatures such that CSP($T_1$) and CSP($T_2$) are well understood. This problem has already been studied by Nelson and Oppen [17] and many others have continued this line of research (see for example Baader and Schulz [2]). CSPs of unions of theories are at the heart of SMT-Solvers (SAT Modulo Theories) and occur frequently in software verification [10].

The results of Nelson and Oppen [17, 18] provide sufficient conditions for the polynomial-time tractability of CSP($T_1 \cup T_2$), covering a great variety of theories. Schulz [19] as well as Bodirsky and Greiner [4] have shown that in many situations, the conditions of Nelson and Oppen are also necessary for polynomial-time tractability (unless $P = NP$).

In this article we will present new sufficient conditions for polynomial-time tractability of CSP($T_1 \cup T_2$), and present examples which show that our conditions are incomparable to the conditions provided by Nelson and Oppen. To prove our results, we introduce the notion of sampling for theories and show how to apply samplings in order to solve CSP($T_1 \cup T_2$) in polynomial time. In particular, we construct a sampling for $T_1 \cup T_2$ from given samplings for $T_1$ and $T_2$.

2. Sampling for a Theory

Let $\tau$ be a finite relational signature, i.e., a finite set of relation symbols, each of which endowed with a natural number denoting its arity. A $\tau$-structure $\mathfrak{A}$ is a tuple starting with a set $A$, followed by an $n$-ary relation $R^{\mathfrak{A}} \subseteq A^n$ for each symbol $R \in \tau$ of arity $n$. We will always denote structures with uppercase fraktur letters and their domain with the corresponding uppercase Latin letter. A theory is a set of first-order sentences. A $\tau$-theory is a theory where all non-logical symbols are
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in \(\tau\). By \(\text{Th}(\mathfrak{A})\) we denote the \textit{theory of} \(\mathfrak{A}\), i.e., the set of all first-order sentences which are satisfied in \(\mathfrak{A}\). A \(\tau\)-structure \(\mathfrak{A}\) is a \textit{model} of a \(\tau\)-theory \(T\), if all sentences of \(T\) are satisfied in \(\mathfrak{A}\). An \textit{atomic \(\tau\)-formula} is either of the form \(R(x_1,\ldots,x_n)\) with \(R \in \tau\) of arity \(n\) and variables \(x_1,\ldots,x_n\), of the form \(x_1 = x_2\), or of the form \(\bot\), indicating the logical “false”.

We now present the central definitions of this article.

**Definition 2.1.** Let \(\tau\) be a finite relational signature and \(T\) a \(\tau\)-theory.

- A \textit{sampling} for \(T\) is a sequence \((L_n)_{n \in \mathbb{N}}\) of finite sets of finite \(\tau\)-structures such that for all \(n \in \mathbb{N}\) and all conjunctions of atomic \(\tau\)-formulas \(\phi\) with at most \(n\) variables, there exists a model for \(T\) in which \(\phi\) is satisfiable if and only if there exists \(\mathfrak{B} \in L_n\) such that \(\phi\) is satisfiable in \(\mathfrak{B}\). An element of \(L_n\) is called \(n\)-\textit{sample}, or simply \textit{sample}, for \(T\).
- Let \((L_n)_{n \in \mathbb{N}}\) be a sampling for a theory \(T\). We define \(|L_n| := \sum_{\mathfrak{B} \in L_n} |\mathfrak{B}|\). A sampling \((L_n)_{n \in \mathbb{N}}\) is polynomial if there exists a polynomial \(p \in \mathbb{Z}[x]\) such that \(|L_n| \leq p(n)\) for all \(n \in \mathbb{N}\).
- A sampling \((L_n)_{n \in \mathbb{N}}\) is \textit{computable} if there exists an algorithm that, given \(n\), computes \(L_n\). If this algorithm runs in time polynomial in \(n\), then \((L_n)\) is \textit{computable in polynomial time}.
- A \textit{sampling} for a structure \(\mathfrak{A}\) is a sampling for \(\text{Th}(\mathfrak{A})\).
- For \(n \geq 1\), let \(S_n(T)\) be the class of all finite \(\tau\)-structures \(\mathfrak{B}_n\) such that a conjunction of atomic \(\tau\)-formulas with at most \(n\) variables is satisfiable in \(\mathfrak{B}_n\) if and only if it is satisfiable in some model of \(T\).

While we are not aware that samplings have been defined for theories before, there is a definition for structures by Bodirsky, Macpherson and Thapper \[6\] and we will now compare the two notions. We need the classical notion of a CSP which is defined for structures instead of theories. Let \(\tau\) be a finite relational signature and \(\mathfrak{A}\) a \(\tau\)-structure. CSP(\(\mathfrak{A}\)) is the computational problem of deciding whether a conjunction of atomic \(\tau\)-formulas is satisfiable in \(\mathfrak{A}\). Notice that CSP(\(\text{Th}(\mathfrak{A})\)) = CSP(\(\mathfrak{A}\)) holds for all relational structures \(\mathfrak{A}\), because \(\text{Th}(\mathfrak{A})\) explicitly states which instances are satisfiable. Therefore, the definition of 'sampling for \(\mathfrak{A}\)' in \[6\] can be attained from our definition by imposing the additional conditions on \((L_n)\) that for all \(n \in \mathbb{N}\) the set \(L_n\) may only contain one structure \(\mathfrak{B}_n\), and that \(\mathfrak{B}_n\) needs to have a homomorphism to \(\mathfrak{A}\). Hence, any structure which has 'efficient sampling' in the definition of Bodirsky, Macpherson and Thapper has a sample which is computable in polynomial time in our definition, and is thus polynomial.

We will now prove that samplings for \textit{structures} only require one element in each \(L_n\), just like in the definition of Bodirsky, Macpherson and Thapper. However, we will see in Example 3.11 that dropping the requirement that \(\mathfrak{B}_n\) is homomorphic to \(\mathfrak{A}\) allows smaller samples in some cases and can therefore reduce the runtime of algorithms that run on the samples.

**Definition 2.2.** Let \(T\) be a theory with finite relational signature. \(T\) has the \textit{Joint Homomorphism Property (JHP)} if for any two models \(\mathfrak{A}, \mathfrak{B}\) of \(T\) there exists a model \(\mathfrak{C}\) of \(T\) such that both \(\mathfrak{A}\) and \(\mathfrak{B}\) homomorphically map to \(\mathfrak{C}\).

**Proposition 2.3** (Proposition 2.1 in \[4\]). Let \(T\) be a theory with finite relational signature. Then there exists a model \(\mathfrak{A}\) of \(T\) such that CSP(\(\mathfrak{A}\)) = CSP(\(T\)) if and only if \(T\) has the \textit{Joint Homomorphism Property (JHP)}.

**Definition 2.4.** For a set \(L\) of \(\tau\)-structures we define the \textit{disjoint union} \(\bigcup_{\mathfrak{B} \in L} \mathfrak{B}\) as the structure with domain \(\bigcup_{\mathfrak{B} \in L} \mathfrak{B}\) and a \(k\)-ary relation \(R \in \tau\) holds on a tuple \(t\) if and only if there exists \(\mathfrak{B} \in L\) such that \(t \in \mathfrak{B}^k\) and \(R(t)\) holds in \(\mathfrak{B}\).
Proposition 2.5. Let \( T \) be a theory with JHP and let \( (L_n)_{n \in \mathbb{N}} \) be a sampling for \( T \). Then \( (L'_n)_{n \in \mathbb{N}} \) with \( L'_n := \{ \bigcup_{B \in L_n} B \} \) is also a sampling for \( T \). Moreover, \( |L'_n| = |L_n| \) for all \( n \in \mathbb{N} \).

Proof. Let \( \phi \) be a conjunction of atomic \( \tau \)-formulas with variables in \( V := \{ x_1, \ldots, x_n \} \).

If \( \phi \) is satisfiable in \( T \), then it is satisfiable in some \( B \in L_n \) and therefore in \( C := \bigcup_{B \in L_n} B \). Assume that \( \phi \) is satisfiable in \( C \). Let \( s : V \to C \) be a satisfying assignment. Then \( s \) induces a partition \( V_1, \ldots, V_k \) on \( V \), where two elements of \( V \) are in the same part if they are mapped into the same element of \( L_n \). However, \( \phi \) cannot contain a conjunct \( R(\ldots, x_i, \ldots, x_j, \ldots) \) with \( x_i \in V_i \) and \( x_j \in V_j \) for \( i \neq j \), as this relation would not hold in \( C \). Hence, \( \phi \) is equivalent to a conjunction \( \phi_1 \land \ldots \land \phi_k \), where each \( \phi_i \) is itself a conjunction of atomic \( \tau \)-formulas, \( s \) maps all variables of \( \phi_i \) into \( V_i \) and \( \phi_i \) and \( \phi_j \) have no common variables for \( i \neq j \).

As \( (L_n)_{n \in \mathbb{N}} \) is a sampling for \( T \), it is also a sampling for \( C \) and therefore, each \( \phi_i \) is satisfiable in \( C \). Hence, \( \phi \) is satisfiable in \( C \) and therefore in \( T \). We have \( |L'_n| = \sum_{B \in L_n} |B| = |L_n| \).

Due to Proposition 2.5 and the fact that \( \bigcup_{B \in L_n} B \) has the same size as \( |L_n| \), we will now often assume that samplings for structures contain only one element \( B \in L_n \) in \( L_n \) (for all \( n \in \mathbb{N} \)). We will write \( (B_n)_{n \in \mathbb{N}} \) instead of \( \{(B_n)_{n \in \mathbb{N}}\} \). It will become clear in Section 3 why we will not assume that sampling of structures make this assumption in general.

To justify why our definition of ‘sampling’ allows \( L_n \) to contain multiple structures in general, we would like to give an example of a theory \( T \) which has a sampling but no sampling \( (L_n) \) of \( T \) has only one element in \( L_n \) for some \( n \geq 2 \).

Example 2.6 (similar to Example 2.2 in [4]). Let \( \tau \) be a signature consisting of the unary symbols \( O, P, Q \) and the binary symbol \( I \). Let \( T \) be the set of the following sentences

\[
\forall x, y. ((O(x) \land O(y)) \Rightarrow x = y),
\forall x. \neg(P(x) \land Q(x)), \quad \text{and}
\forall x, y. (I(x, y) \iff \neg(x = y)).
\]

The following is a sampling for \( T \) which is computable in polynomial time: For \( n \in \mathbb{N} \) let \( L_n \) consist of \( B_1 \) and \( B_2 \) defined on \( \{1, \ldots, 2n\} \) where \( \overline{P}_{B_1} := \overline{P}_{B_2} := \{1, \ldots, n\} \), \( \overline{Q}_{B_1} := \overline{Q}_{B_2} := \{n+1, \ldots, 2n\} \), \( \overline{O}_{B_1} := \{1\} \) and \( \overline{O}_{B_2} := \{n+1\} \). In both structures, the \( I \)-relation denotes the inequality relation. While it is easy to check that \( (L_n)_{n \in \mathbb{N}} \) is a sampling for \( T \), there is no sampling with only one element in \( L_n \) for some \( n \geq 2 \). To prove this, consider the formulas \( \psi_1 := O(x) \land P(x) \), which is satisfiable in \( B_1 \), and \( \psi_2 := O (y) \land Q (y) \), which is satisfiable in \( B_2 \). Assume that both are satisfiable in some \( \tau \)-structure \( B \). Then there exists \( a \in \overline{O}_{B} \cap \overline{P}_{B} \) and \( b \in \overline{Q}_{B} \cap \overline{O}_{B} \). If \( a = b \), then \( \psi_1 := P(x) \land Q(x) \) is satisfiable in \( B \). If \( a \neq b \), then \( \psi_2 := O(x) \land O(y) \land I (x, y) \) is satisfiable in \( B \) or \( \psi_3 := I (x, y) \land x = y \) is satisfiable in \( B \) (in case \( \overline{P}_{B} \) is not the complement of equality). However, none of \( \psi_1, \psi_2, \psi_3 \) is satisfiable in some model of \( T \), contradiction.

To characterise theories with a computable sampling, we need the following definition.

Definition 2.7. Let \( \tau \) be a relational signature and let \( \phi \) be a conjunction of atomic \( \tau \)-formulas with variables \( x_1, \ldots, x_n \). The canonical database \( D(\phi) \) is defined as the structure with domain \( x_1, \ldots, x_n \) such that a tuple \( t \) is in a relation \( R^{D(\phi)} \) for \( R \in \tau \) if and only if \( R(t) \) is a conjunct of \( \phi \).
Clearly, there is a homomorphism from $D(\phi)$ to $\mathfrak{A}$ if and only if $\phi$ is satisfiable in $\mathfrak{A}$.

**Proposition 2.8.** Let $T$ be a theory with finite relational signature. Then, $T$ has a computable sampling if and only if $\text{CSP}(T)$ is decidable.

**Proof.** Let $\tau$ be the signature of $T$. Suppose there exists a computable sampling $(L_n)_{n \in \mathbb{N}}$ for $T$. Let $\phi$ be a conjunction of atomic $\tau$-formulas with at most $n$ variables. Then there are only finitely many maps from $D(\phi)$ to structures in $L_n$ and for each of them we can determine whether it is a homomorphism or not. Therefore $\text{CSP}(T)$ is decidable.

Conversely, suppose that $\text{CSP}(T)$ is decidable. There are only finitely many atomic formulas on $n$ variables because $\tau$ is finite and the arity of each relation is finite. Hence, there are only finitely many conjunctions of atomic formulas with at most $n$ variables such that no conjunct is repeated. Using the decision procedure for $\text{CSP}(T)$, we may determine which of the conjunctions are satisfiable in some model of $T$ and define $L_n$ as the set of all canonical databases of the satisfiable conjunctions. Then, by construction, $(L_n)$ is a sampling for $T$. $\square$

To determine whether a theory has a polynomial sampling the following general observation is helpful.

**Observation 2.9.** Let $\mathfrak{A}$ be a structure with finite relational signature $\tau$. By Proposition 2.8 determining whether a polynomial sampling for $\mathfrak{A}$ exists is equivalent to determining whether for all $n \in \mathbb{N}$ there exists $\mathfrak{B}_n \in S_n(\text{Th}(\mathfrak{A}))$ such that $(\mathfrak{B}_n)$ is a sampling for $\mathfrak{A}$. If $\mathfrak{B}_n \in S_n(\text{Th}(\mathfrak{A}))$ and there exists a homomorphism $h: \mathfrak{B}_n \to \mathfrak{A}$, then $h(\mathfrak{B}_n) \in S_n(\text{Th}(\mathfrak{A}))$ and $|h(\mathfrak{B}_n)| \leq |\mathfrak{B}_n|$. If we can prove that each element of $S_n$ homomorphically maps to $\mathfrak{A}$ we can therefore assume that $L_n$ consists of a single substructure of $\mathfrak{A}$. An element of $S_n(\text{Th}(\mathfrak{A}))$ which is a substructure of $\mathfrak{A}$ is called an $n$-universal substructure of $\mathfrak{A}$. Minimal sizes of $n$-universal substructures are easier to determine and have been explored in the past [16, 12, 15].

In general, $S_n(\text{Th}(\mathfrak{A}))$ may contain structures which are smaller than the smallest $n$-universal substructure of $\mathfrak{A}$ and Example 3.11 will provide an example for this case.

To exemplify the use of Observation 2.9 we will now use it to prove that a certain theory does not have a polynomial sampling. The theory $T$ in Lemma 2.10 is contained in the theory of every undirected, loopless graphs with a binary relation symbol $E$ for the edge relation and a binary relation symbol $N$ for the set of all pairs of distinct elements that are not related by an edge.

**Lemma 2.10.** Let $\tau$ consist of the binary relation symbols $E$ and $N$ and let $T$ contain only the sentence

$$\forall x, y. (\neg E(x, x) \land \neg (E(x, y) \land \neg E(y, x)))$$

$$\neg N(x, x) \land \neg (E(x, y) \land N(x, y))$$

Then there is a sampling for $T$ but not a polynomial sampling.

**Proof.** First notice that $\text{CSP}(T)$ is decidable (in polynomial-time) because it suffices to check, after eliminating equalities by substitution of variables, that the instance does not contain $\bot, E(x, x), E(x, y), E(x, y) \land N(x, y)$ or $E(y, x) \land N(x, y)$ for any two variables $x, y$. Therefore, there exists a sampling $(L_n)$ for $T$ by Proposition 2.8.

Fix $n \geq 2$. Notice that the disjoint union of two models of $T$ is again a model of $T$. Therefore, $T$ has the JHP and we may without loss of generality assume that $L_n$ contains only one structure $\mathfrak{B}$ due to Proposition 2.5. For the structure
(B; E^{B}) we know that it is without loops as otherwise $E(x, x)$ is satisfiable in $B$, contradiction. Furthermore, we may assume that $(B; E^{B})$ is an undirected graph, because adding the reverse direction to an edge does not increase the size of $B$ and does not change the satisfiability of instances in $B$. To prove the latter, notice that instances satisfiable in $B$ cannot become unsatisfiable in $B'$, where $E(a, b)$ has been added, because all homomorphisms to $B$ are also homomorphisms to $B'$. Suppose there exists an instance $\phi$ which is not satisfiable in $B$ but there exists a homomorphism $h: D(\phi) \to B'$. Let $\phi'$ be the instance where all conjuncts $E(x, y)$ in $\phi$ with $h(x) = a$ and $h(y) = b$ are replaced by $E(y, x)$. Then $h$ is a homomorphism from $D(\phi')$ to $B$, and therefore $\phi'$ is satisfiable in some model of $T$. As $E$ is symmetric in all models of $T$, $\phi$ is satisfiable in some model of $T$ and therefore in $B$, contradiction.

Lastly, we know that $N^B \subseteq B^2 \setminus E^{B}$ must hold, as $E(x, y) \land N(x, y)$ is satisfiable in $B$ otherwise. Therefore, $B$ is homomorphic to a model $R$ of $T$ in which $\forall x, y. (N(x, y) \iff x \neq y \land \neg E(x, y))$ holds and which contains all undirected loopless finite graphs as induced subgraphs. Then $|B|$ is at least the size of the smallest $n$-universal substructure of $R$ by Observation 2.9. However, due to results by Noga Alon [1], we know that any substructure of $R$ which contains all graphs of size at most $n$ as induced subgraphs has size exponential in $n$ and that this does not depend on the choice of $R$.

Theories with polynomial samplings include all theories of finite structures, the theory of successor on the natural numbers, and the theories of structures in Lemma 3.5 and Lemma 3.6 below.

### 3. Sampling for Unions of Theories

Let $T_1, T_2$ be two theories with disjoint relational signatures and that $T_1$ and $T_2$ have polynomial samplings. In this section we will present sufficient conditions on $T_1$ and $T_2$ such that $T_1 \cup T_2$ has polynomial sampling. To this end, we will need to construct models for $T_1 \cup T_2$. Let $\tau_1, \tau_2$ be relational signatures with $\tau_1 \subseteq \tau$ and $\mathfrak{A}$ a $\tau$-structure. The $\tau_1$-reduct of $\mathfrak{A}$, written $\mathfrak{A}^{\tau_1}$, is the structure we get when all relations with symbols not contained in $\tau_1$ are removed from $\mathfrak{A}$. The following definition goes back to Tinhofer and Ringeisen [20].

**Definition 3.1.** Let $\mathfrak{A}_1$ and $\mathfrak{A}_2$ be $\tau_1$ and $\tau_2$ structures respectively. A $\tau_1 \cup \tau_2$ structure $\mathfrak{A}$ is a fusion of $\mathfrak{A}_1$ and $\mathfrak{A}_2$ if and only if $\mathfrak{A}^{\tau_i}$ is isomorphic to $\mathfrak{A}_i$ for $i = 1$ and $i = 2$.

**Proposition 3.2** (Proposition 1 and Lemma 1 in [2]). For $i = 1, 2$, let $T_i$ be a $\tau_i$ theory. A $\tau_1 \cup \tau_2$-structure $\mathfrak{A}$ is a model of $T_1 \cup T_2$ if and only if $\mathfrak{A}$ is a fusion of a model for $T_1$ and a model for $T_2$. Furthermore, two structures have a fusion if and only if their domains have the same cardinality.

The proof of Lemma 1 in [2] essentially argues that any bijection between the domains of two structures with disjoint signatures defines a fusion of the two structures, which is a fact we will use later on.

It is an easy observation that an instance $\phi_1 \land \phi_2$ of CSP($T_1 \cup T_2$) is satisfiable if and only if for $i = 1$ and $i = 2$ there exist models $\mathfrak{A}_i$ of $T_i$ with $|A_1| = |A_2|$ such that $\phi_i$ is satisfiable in $\mathfrak{A}_i$ and the satisfying assignments of $\phi_1$ and $\phi_2$ identify exactly the same variables. The following notion describes a property of a sampling that allows us to transfer identifications of variables between models and samples.

**Definition 3.3.** We call a sampling $(L_n)_{n \in \mathbb{N}}$ for $T$ equality-matching if for all $n \in \mathbb{N}$ and all conjunctions of atomic $\tau$-formulas $\phi$ with variables in $\{x_1, \ldots, x_n\}$ and for any conjunction $\psi$ of equalities and negated equalities on $\{x_1, \ldots, x_n\}$, there exists
a model of $T$ in which $\varphi \land \psi$ is satisfiable if and only if there exists $B \in L_n$ such that $\varphi \land \psi$ is satisfiable in $B$. A sampling is equality-matching for a structure $\mathfrak{A}$ if it is equality-matching for $\text{Th}(\mathfrak{A})$.

To be equality-matching will be the property that samplings for $T_1$ and $T_2$ must satisfy in order to construct a sampling for $T_1 \cup T_2$ in Theorem 3.8. An example for an equality-matching sampling is the one constructed in Example 2.6 because $I$ is the negation of equality in all models of $T$ and the constructed samples and therefore, the instances of $\text{CSP}(T)$ themselves can specify how to identify variables. Also, the sampling constructed in the proof of Proposition 2.8 is equality-matching if there exists $I \in \tau$ such that in all models of $T$ we have $I(x, y) \Leftrightarrow \neg(x = y)$.

Another class of theories where an equality-matching sampling always exists are $\omega$-categorical theories. A theory is $\omega$-categorical if it has only one countable model (up to isomorphism). For a structure $\mathfrak{A}$, the orbit of $t \in A^k$ is $\{\alpha(t) \mid \alpha \in \text{Aut}(\mathfrak{A})\}$ where $\text{Aut}(\mathfrak{A})$ is the set of automorphisms of $\mathfrak{A}$ and $\alpha$ is applied componentwise.

**Proposition 3.4.** Let $T$ be an $\omega$-categorical theory with finite relational signature. Then there exists an equality-matching sampling for $T$.

**Proof.** If $T$ has an infinite model $\mathfrak{A}$ then there exists a countably infinite model $\mathfrak{A}'$ of $T$ such that $\text{Th}(\mathfrak{A}) = \text{Th}(\mathfrak{A}')$ by the Downward Löwenheim-Skolem Theorem (see [13], page 90). If the unique countable model $\mathfrak{A}$ of $T$ is finite, then $(L_n)$ with $L_n := \{\mathfrak{A}\}$ for all $n \in \mathbb{N}$ is an equality-matching sampling for $T$ and we are done. We may therefore assume that an instance $\varphi$ in conjunction with equalities and disequalities is satisfiable in some model of $T$ if and only if it is satisfiable in a fixed countably infinite structure $\mathfrak{A}$. By the theorem of Engeler, Ryll-Nardzewski and Svenonius (see [13] page 341) there are only finitely many orbits of $n$-tuples in $\mathfrak{A}$. To construct an $n$-sample for $\mathfrak{A}$ we pick a tuple from each of the finitely many orbits of length $n$ and define $\mathfrak{B}_n$ to be the substructure of $\mathfrak{A}$ whose domain is the union of all elements appearing in these tuples. We claim that $(\mathfrak{B}_n)$ is an equality-matching sampling for $T$.

Let $\varphi$ be a conjunction of atomic formulas and $\psi$ a conjunction of equalities and negated equalities, both on variables $x_1, \ldots, x_n$. Clearly, if there exists a homomorphism from $D(\varphi \land \psi)$ to $\mathfrak{B}_n$, then there exists a homomorphism from $D(\varphi \land \psi)$ to $\mathfrak{A}$ because $\mathfrak{B}_n$ embeds into $\mathfrak{A}$. If $h: D(\varphi \land \psi) \to \mathfrak{A}$ is a homomorphism, then the image of $h$ is a tuple $t$ of length at most $n$. Then, there is a tuple $t'$ in $\mathfrak{B}_n$ with the same orbit as $t$. Hence, we can choose $\alpha \in \text{Aut}(\mathfrak{A})$ such that $\alpha(t) = t'$ and $\alpha \circ h$ is a homomorphism from $D(\varphi \land \psi)$ to $\mathfrak{B}_n$.

It follows from Proposition 2.8 that there are are $\omega$-categorical structures without computable sampling, because some of those structures have an undecidable CSP [7]. There are also theories with a sampling computable in polynomial time, but without polynomial equality-matching sampling. Indeed, let $\tau$ contain the binary relations $E$ and $N$ and let $T$ contain only

$$\forall x, y (\neg(E(x, y) \land \neg E(y, x)) \land \neg(E(x, y) \land N(x, y) \land x \neq y)).$$

Then $L_n := \{(0), E, N\}$ with $E = N := \{(0, 0)\}$ for all $n \in \mathbb{N}$ yields a sampling for $T$. If there exists a polynomial equality-matching sampling for $T$, then there exists a polynomial sampling for $T' := T \cup \text{Th}(\mathbb{Z}; \neq)$ by Proposition 3.10. However, in $\text{CSP}(T')$ we can define relations $E', N'$ which must satisfy the theory from Lemma 2.10 by $E'(x, y) := E(x, y) \land x \neq y$ and $N'(x, y) := N(x, y) \land x \neq y$. Therefore, a polynomial equality-matching sampling for $T'$ cannot exist.

It is in general not true that if $(L_n)_{n \in \mathbb{N}}$ is equality-matching then $(L'_n)_{n \in \mathbb{N}} := (\bigcup_{B \in L_n} B)_{n \in \mathbb{N}}$ is equality-matching as well. An example is $\mathfrak{A} = (\{0, 1\}; <)$ with
$L_4$ consisting of two copies of $\mathfrak{A}$. Then $x_1 < x_2 \land x_3 < x_4 \land \bigwedge_{i<j} x_i \neq x_j$ is not satisfiable in $\mathfrak{A}$ or $L_4$, but is satisfiable in $(L'_4)$. Even homomorphic images of equality-matching samplings, such as in Observation 2.9, need not be equality-matching.

For later use, we now present two classes of structures with equality-matching sampling computable in polynomial time. If $\mathfrak{B}$ is a reduct of $\mathfrak{A}$ and all relations in $\mathfrak{A}$ have a first-order definition in $\mathfrak{B}$, then $\mathfrak{A}$ is called a first-order expansion of $\mathfrak{B}$.

**Lemma 3.5.** All reducts of first-order expansions of $(\mathbb{Q}; <)$ have an equality-matching sampling computable in polynomial time.

**Proof.** For all $n \in \mathbb{N}$ let $\mathfrak{B}_n$ be the substructure of $(\mathbb{Q}; <)$ with domain $\{1, 2, \ldots, n\}$. Then $(\mathfrak{B}_n)$ is an equality-matching sampling for $(\mathbb{Q}; <)$. This is because the orbit of a tuple $t$ is fully determined by the order and identification of the coordinates of $t$ and all possible orderings and identifications of $n$ variables homomorphically map to $\mathfrak{B}_n$. Therefore, the constructed sampling is of the same kind as the one constructed in the proof of Proposition 3.4 and therefore equality-matching.

Any relation which is first-order definable over a structure is a union of orbits of that structure. As the constructed sampling consist of substructures of $(\mathbb{Q}; <)$ and each $n$-sample includes all orbits of length $n$, the constructed sampling is also a sampling for reducts of first-order expansions of $(\mathbb{Q}; <)$. $\Box$

**Lemma 3.6.** Let $P_1, \ldots, P_m$ be a partition of $\mathbb{Q}$ where all parts are infinite and co-infinite. All reducts of first-order expansions of $(\mathbb{Q}; P_1, \ldots, P_m)$ have an equality-matching sampling computable in polynomial time.

**Proof.** For all $n \in \mathbb{N}$ define $\mathfrak{B}_n$ as the substructure of $(\mathbb{Q}; P_1, \ldots, P_m)$ with domain $\{a_{1,i}, \ldots, a_{n,m}\}$ where $a_{i,j} \in P_j$ for $1 \leq i \leq n$ and $1 \leq j \leq m$. Then $(\mathfrak{B}_n)$ is an equality-matching sampling for $(\mathbb{Q}; P_1, \ldots, P_m)$. This is because the orbit of an $n$-tuple $t$ in $(\mathbb{Q}; P_1, \ldots, P_m)$ is fully determined by identifications of coordinates of $t$ and which coordinate belongs to which $P_i$. It is easy to see that all possible identifications and assignments of $n$ variables to $P_1, \ldots, P_m$ can be realized in $\mathfrak{B}_n$. Therefore, the constructed sampling is of the same kind as the one constructed in the proof of Proposition 3.4 and therefore equality-matching.

The reason why $(\mathfrak{B}_n)$ is also an equality-matching sampling for reducts of first-order expansions of $(\mathbb{Q}; P_1, \ldots, P_m)$ is the same as in the proof of Lemma 3.5. $\Box$

Another condition we need in order to construct a sampling for the union of two theories is a primitive positive version of the classical concept of no algebraicity in model theory (see [13]). A formula is called primitive positive (pp) if it is a conjunction of atomic formulas where some variables may be existentially quantified.

**Definition 3.7.** A $\tau$-structure $\mathfrak{A}$ has no pp-algebraicity if for any primitive positive $\tau$-formula $\phi(x)$ with parameters $a_1, \ldots, a_n$ the set $\{b \in A \mid \mathfrak{A} \models \phi(b)\}$ is either contained in $\{a_1, \ldots, a_n\}$ or infinite.

It is easy to check that first-order expansions of $(\mathbb{Q}; <)$ or $(\mathbb{Q}; P_1, \ldots, P_m)$ do not have pp-algebraicity because $a < x < b$ has either no or infinitely many satisfying assignments in $(\mathbb{Q}; <)$ (for all $a, b \in \mathbb{Q}$), and in $(\mathbb{Q}; P_1, \ldots, P_m)$ any two distinct elements in $P_i$ are indistinguishable for first-order definable relations. When it is clear from context that we mean a set, we will use $[n]$ as a shorthand for $\{1, 2, \ldots, n\}$.

We are now ready to present the first main result.

**Theorem 3.8.** Let $T_1$ and $T_2$ be theories with finite relational and disjoint signatures $\tau_1, \tau_2$ respectively. If all models of $T_1$ and $T_2$ do not have pp-algebraicity and $T_1$ and $T_2$ have equality-matching samplings $(O_n), (P_n)$ respectively, then there exists an equality-matching sampling $(L_n)$ for $T := T_1 \cup T_2$ with $|L_n| = |O_n| \cdot |P_n|$.
for all \( n \in \mathbb{N} \). If \((O_n)\) and \((P_n)\) are computable in polynomial time, then \((L_n)\) is also computable in polynomial time.

**Proof.** Let \((O_n)\) and \((P_n)\) be equality-matching samplings of \(T_1, T_2\), respectively. Fix \( n \in \mathbb{N} \) and let \( \{\mathfrak{B}_{i,1}, \ldots, \mathfrak{B}_{i,j}\} \) be \( O_n \) for \( i = 1 \) and \( P_n \) for \( i = 2 \). For all \( i \in [p_1], j \in [p_2] \) we now define a \( \tau_1 \cup \tau_2 \)-structure \( \mathfrak{M}_{i,j} \) with domain \( M_{i,j} := B_{1,i} \times B_{2,j} \) as follows.

For \( R \in \tau_1 \) of arity \( k \) we define
\[
((a_1, b_1), \ldots, (a_k, b_k)) \in R^{\mathfrak{M}_{i,j}} \Leftrightarrow \forall i, j. (a_i = a_j \Leftrightarrow b_i = b_j)) \land (a_1, \ldots, a_k) \in R^{\mathfrak{A}_{i,j}}.
\]

Analogously, we define for \( R \in \tau_2 \) of arity \( k \)
\[
((a_1, b_1), \ldots, (a_k, b_k)) \in R^{\mathfrak{M}_{i,j}} \Leftrightarrow \forall i, j. (a_i = a_j \Leftrightarrow b_i = b_j)) \land (b_1, \ldots, b_k) \in R^{\mathfrak{A}_{i,j}}.
\]

Let \( \phi_1(x_1, \ldots, x_n) \) be a conjunction of atomic \( \tau_1 \)-formulas for \( i = 1 \) and \( i = 2 \). Notice that forcing \( \phi_1 \) and \( \phi_2 \) to have the same variables can be done without loss of generality by introduction of dummy constraints like \( x = x \). Suppose there exists a homomorphism \( g: D(\phi_1(x_1, \ldots, x_n)) \rightarrow \mathfrak{A} \) where \( \mathfrak{A} \) is a model of \( T \). Then \( g: D(\phi_1(x_1, \ldots, x_n)) \rightarrow \mathfrak{A}^N \) is also a homomorphism for \( i = 1 \) and \( i = 2 \). As the chosen samplings are equality-matching, there exists \( u_i \in [p_i] \) and homomorphisms \( h_i: D(\phi_1(x_1, \ldots, x_n)) \rightarrow \mathfrak{M}_{i,u_i} \) for \( i = 1 \) and \( i = 2 \) such that \( h_1 \) and \( h_2 \) both identify variables in the same way that \( g \) does. Then, by construction, \( x_i \rightarrow (h_1(x_i), h_2(x_i)) \) defines a homomorphism from \( D(\phi_1 \land \phi_2) \) to \( \mathfrak{M}_{u_1,u_2} \) identifying the same variables as \( g \).

For the reverse direction suppose that \( h \) is a homomorphism from \( D(\phi_1 \land \phi_2) \) to \( \mathfrak{M}_{u_1,u_2} \). We want to show the existence of a homomorphism \( g \) from \( D(\phi_1 \land \phi_2) \) to \( \mathfrak{A} \), where \( \mathfrak{A} \) is a model of \( T \) and \( g \) identify the same variables. To simplify presentation, we would like to assume that \( h \) is injective. Suppose there exists \( x_i, x_j \) such that \( h(x_i) = h(x_j) \). Then we replace all occurrences of \( x_j \) in \( \phi_1 \) and \( \phi_2 \) by \( x_i \) and iterate until \( h \) is injective on the remaining variables. Call the resulting formulas \( \phi'_1 \) and \( \phi'_2 \). If there exists an injective homomorphism \( g \) from \( D(\phi'_1 \land \phi'_2) \) to a model of \( T \), we can extend \( g \) to the formerly substituted variables via \( g((x)) := g(x) \) to get a homomorphism from \( D(\phi_1 \land \phi_2) \) to some model of \( T \) which has the same identifications as \( h \). Hence, it is sufficient to prove the existence of \( g \) under the assumption that \( h \) is injective.

Let \( h_i := \pi_i^2 \circ h \) for \( i \in [2], \) where \( \pi_i^2 \) is the projection to the \( i \)-th coordinate out of two coordinates. Now suppose there exists a set \( S \subseteq h(D(\bar{\phi})) \) of size at least two such that any two elements in \( S \) are equal in the first coordinate (the case with the second coordinate can be proven analogously). Without loss of generality we will assume \( S = \{h(x_1), \ldots, h(x_k)\} \). Furthermore, we may assume that \( S \) is maximal, i.e., for all \( i > k \) we have \( h_1(x_i) \neq h_1(x_1) \). For \( i \in [k] \) let \( \psi_i(x_i, x_{k+1}, \ldots, x_n) \) be the conjunction of all conjuncts in \( \phi_1(x_1, \ldots, x_n) \) which do not contain \( x_j \) for all \( j \in [k] \setminus \{i\} \). Then \( \phi_1 \) is equivalent to \( \bigwedge_{k=1}^k \psi_i(x_i, x_{k+1}, \ldots, x_n) \) because no conjunct of \( \phi_1 \) can contain more than one variable from \( x_1, \ldots, x_k \), as this conjunct would not be satisfied in the image of \( h_1 \) in \( \mathfrak{M}_{u_1,u_2} \). As \( T_1 \) has an equality-matching sampling, there exists a homomorphism \( g_1: D(\phi_1) \rightarrow \mathfrak{A}_1 \) for some model \( \mathfrak{A}_1 \) of \( T_1 \), such that \( g_1 \) has the same identifications as \( h_1 \). By the definition of no pp- algebraicity, the set
\[
\{ a \in A \mid \mathfrak{A}_1 \models \psi_i(a, g_1(x_{k+1}), \ldots, g_1(x_n)) \}
\]
is infinite for all \( i \in [k] \). Hence, there exists a homomorphism \( g'_1: D(\phi_1) \rightarrow \mathfrak{A}_1 \) such that \( g'_1(x_i) \neq g'_1(x_j) \neq g'_1(x_l) = g_1(x_i) \) for all \( i, j \in [k] \) and \( l \in [n] \setminus [k] \). As the
Proposition 3.2. Clearly, $g$ induces a fusion because it has models with pp-algebraicity, we can prove the following.

Iterated application of this argument to $h_1$ and, in an analogous way, to $h_2$ proves that there exist injective homomorphisms $h_1^*$ and $h_2^*$ such that $h^*$ defined by $x_i \mapsto (h_1^*(x_i), h_2^*(x_i))$ is a homomorphism from $D(\phi_1(x_1, \ldots, x_n) \land \phi_2(x_1, \ldots, x_k))$ to $\mathfrak{M}_{u'_1, u'_2}$. As $(O_n)$ and $(P_n)$ are equality-matching samplings there exist injective homomorphisms $g_1^* : D(\phi_1(x_1, \ldots, x_n)) \rightarrow \mathfrak{A}_1^*$ where $\mathfrak{A}_1^*$ is a model of $T_1$ for $i = 1$ and $i = 2$.

We have $|L_n| = \sum_{i \in [p_1], j \in [p_2]} |\mathfrak{M}_{1,i}| \cdot |\mathfrak{M}_{2,j}| = |O_n| \cdot |P_n|$ for all $n \in \mathbb{N}$ and to determine whether a relation $R^{\mathfrak{M}_{1,i},j}$ holds on a tuple $t$ requires at most $n^2$ checks for equality and a check if $t \in R^{\mathfrak{M}_{1,i},j}$ or $t \in R^{\mathfrak{M}_{2,j}}$. Therefore, if both samplings are computable in polynomial time, $(L_n)$ is computable in polynomial time as well.

Remark 3.9. Notice that with almost the same construction, an equality-matching sampling for any finite number of theories can be constructed as long as all theories have an equality-matching sampling and only models without pp-algebraicity.

Note that if $\mathfrak{A}$ has a finite signature and is without pp-algebraicity, then all models of $\text{Th}(\mathfrak{A})$ are without pp-algebraicity. This holds because for each primitive positive formula $\phi(x_1, \ldots, x_k)$ and $n \in \mathbb{N}$, the theory $\text{Th}(\mathfrak{A})$ contains a sentence expressing that for any choice of parameters $x_2, \ldots, x_k$ any satisfying assignment for $x_1$ is either equal to one of the parameters or there are at least $n$ different satisfying assignments for $x_1$.

If one of the theories, say $T_1$, does not satisfy the conditions of Theorem 3.8, then it has models with pp-algebraicity, we can prove the following.

Proposition 3.10. Let $T_1$ be a theory with finite relational signature and let $\mathfrak{A}_2$ be an infinite structure with signature $\tau_2$ whose relations are first-order definable over the empty signature. If $T_1$ has an equality-matching sampling $(L_n)$ and only infinite models, then the expansion of the samples in $(L_n)$ with relations in $\tau_2$ by their first-order definitions is an equality-matching sampling for $T_1 \cup \text{Th}(\mathfrak{A}_2)$.

Proof. Fix $n \in \mathbb{N}$ and let $\tau_1$ be the signature of $T_1$. Call the expanded sampling $(L'_n)$. Let $\phi_1$ be a conjunction of atomic $\tau_1$ formulas. Then $\phi_2(x_1, \ldots, x_n)$ is equivalent to $\bigwedge_{i \in [k]} \psi_i(x_1, \ldots, x_n)$, where each $\psi_i$ specifies by a conjunction of equalities and disequalities which variables must be equal and which must differ. However, for every $i \in [k]$ the formula $\phi_1 \land \psi_1$ is satisfiable in some element of $L_n$, if and only...
if it is satisfiable in some model of $T_1$ because $(L_n)$ is equality-matching. Therefore, $\phi_1 \land \phi_2$ is satisfiable in some model of $T_1$ if and only if it is satisfiable in some structure in $L'_n$.

There are also theories with a sampling but without an equality-matching sampling: for example, $\mathfrak{A} := (\mathbb{Z}; R_0, R_m)$ where $R_0 := \{(x, y, z) \mid x + y = z\}$ and $R_m := \{(x, y, z) \mid x \cdot y = z\}$ has a trivial CSP and therefore a sampling. If there exists an equality-matching sampling for $\text{Th}(\mathfrak{A})$ we can construct a sampling for $T := \text{Th}(\mathfrak{A}) \cup \text{Th}(\mathbb{Z}; \neq)$ by Proposition 3.10. Then we can define $z = 1$ by the primitive positive formula $\exists x, y (x \cdot z = x \land y \cdot z = y \land x \neq y)$. It is now easy to see that Hilbert’s tenth problem, which is undecidable, is many-to-one reducible to $\text{CSP}(T)$, contradicting Proposition 2.8.

The following example shows that we cannot drop the assumption of no pp-algebraicity in Theorem 3.8.

Example 3.11. Let $\text{succ}$ be the successor relation on $\mathbb{N}$. Let $P_0, P_1$ be two disjoint, infinite sets (two colours). Then $T_1 := \text{Th}(\mathbb{N}; \text{succ})$ and $T_2 := \text{Th}(P_0 \cup P_1; P_0, P_1)$ both have an equality-matching sampling which can be computed in polynomial time. However, any sampling $(L_n)_{n \in \mathbb{N}}$ of $T_1 \cup T_2$ has $|L_n| \geq 2^n$ for all $n \in \mathbb{N}$, and therefore no polynomial sampling exists.

To prove this, first notice that we can construct a model $\mathfrak{A}$ for $T := T_1 \cup T_2$ such that $\text{CSP}(\mathfrak{A}) = \text{CSP}(T)$. This can be done by giving each natural number the colour $P_0$ or $P_1$ in such a way that the resulting sequence over $\{0, 1\}$ includes any binary number as consecutive subsequence. Therefore, when examining lower bounds for $|L_n|$, we may assume by Proposition 2.5 that for each $n$ there is only one element $\mathfrak{B}_n \in S_n(T)$ in $L_n$. Now observe the following:

1. In any $n$-sample $\mathfrak{B}_n$, no element $x$ can satisfy $P_0(x) \land P_1(x)$ and there is no pp-formula which can force a node to have no colour. Hence, if some node in $\mathfrak{B}_n$ has no colour, we can colour this node arbitrarily and the result is again in $S_n(T)$. Therefore, without loss of generality, each node in the sampling has exactly one colour.

2. When we fix a node $c$ in $\mathfrak{B}_n$ such that $\phi_c := \text{succ}(c, x_2) \land \ldots \land \text{succ}(x_{n-1}, x_n)$ is satisfiable in $\mathfrak{B}_n$, then there exists exactly one map $s : [n] \rightarrow \{0, 1\}$ such that $\psi_{c, s} := \phi_c \land \bigwedge_{i \in [n]} P_{b(i)}(x_i)$ is satisfiable in $\mathfrak{B}_n$. If there were two distinct maps $s$ and $s'$, then $\psi_{c, s} \land \psi_{c, s'}$ would be satisfiable in $\mathfrak{B}_n$, but not in $\mathfrak{A}$.

Now observe that atomic $\tau_1 \cup \tau_2$-formulas with $n$ variables can encode a binary number $b$ of length $n$ via $\text{succ}(x_1, x_2) \land \ldots \land \text{succ}(x_{n-1}, x_n) \land \bigwedge_{i \in [n]} P_{b(i)}(x_i)$. By item 2, each element of $\mathfrak{B}_n$ is the start of at most one binary number and therefore, $\mathfrak{B}_n$ must have at least $2^n$ elements.

We would like to remark that for all $n$ there exists $\mathfrak{B}_n \in S_n(T)$ of size $2^n$ such that $(\mathfrak{B}_n)$ is an equality-matching sampling of $T$. It can be constructed via a de-Bruijn sequence. However, the smallest $n$-universal substructure of a model of $T$ has size $2^n + n - 1$, which is larger.

Even though we cannot drop no-pp-algebraicity in general, there are structures with pp-algebraicity where the sets definable by primitive positive formulas are somewhat tame and an equality-matching sampling of the union of their theories exists and is computable in polynomial time. We will demonstrate this with the following example, which will also occur in the next section.

Example 3.12. Let $E_1$ be the relation

$$\{(2a, 2a + 1), (2a + 1, 2a) \mid a \in \mathbb{N}\}.$$
Let $E_2$ be a copy of $E_1$. Then we consider $T := \text{Th}(\mathbb{N}; E_1) \cup \text{Th}(\mathbb{N}; E_2)$. For $n \in \mathbb{N}$ we will now construct $\mathfrak{B}_n \in S_n(T)$ such that $(\mathfrak{B}_n)_{n \in \mathbb{N}}$ is an equality-matching sampling for $T$ computable in polynomial time.

Consider formulas $\gamma_k$ and $\delta_k$ describing an alternating sequence and an alternating cycle, both of length $2k$, respectively. Formally, we define $\gamma_k(x_1, \ldots, x_{2k+1})$ as the formula $\bigwedge_{i \in [k]} (E_1(x_{2i-1}, x_{2i}) \land E_2(x_{2i}, x_{2i+1}))$ and $\delta_k(x_1, \ldots, x_{2k})$ as the formula $\gamma_k(x_1, \ldots, x_{2k}, x_1)$.

Let $\mathfrak{B}_n$ be the structure containing $\lceil \frac{n}{2} \rceil$ many copies of $D(\delta_k(x_1, x_2, \ldots, x_{2k}))$, for each $k \in \{1, \ldots, \lceil \frac{n}{2} \rceil \}$. Such $\mathfrak{B}_n$ has size in $O(n^2)$.

We now prove that $(\mathfrak{B}_n)_{n \in \mathbb{N}}$ is a sampling for $T$. To this end, note that $\mathfrak{B}_n$ can be extended to a model of $T$ by adding infinitely many alternating cycles of all positive even lengths. We will now analyze which instances $\phi$ of $\text{CSP}(T)$ are satisfiable and prove that these are satisfiable in $\mathfrak{B}_n$. Let $\phi$ be a conjunction of atomic $\tau_i$-formulas for $i = 1$ and $i = 2$ and suppose that $\phi := \phi_1 \land \phi_2$ contains only variables from $\{x_1, \ldots, x_n\}$ and is satisfiable in some model of $T$. If $\phi$ contains conjuncts of the form $E_i(x, y) \land E_i(y, z)$ then $x = z$ must hold in any model of $T$. Hence, we may simplify our analysis by replacing $z$ by $x$. The instance $E_i(x, x)$ is never satisfiable. Therefore, if $\phi$ contains the conjunct $E_i(x, y)$ then $x$ and $y$ do not appear in any other $E_i$ conjunct, i.e., each variable appears at most once in all $E_1$ conjuncts and at most once in all $E_2$ conjuncts. Hence, $\phi$ can only describe alternating sequences and alternating cycles, both of which homomorphically map into alternating cycles of suitable length and therefore to $\mathfrak{B}_n$.

4. Exemplary Application to CSPs

We finally show how to use the sampling $(L_n)$ constructed in Theorem 3.8 in order to prove the polynomial-time tractability of $\text{CSP}(T_1 \cup T_2)$. To do this, we use algorithms for the CSPs of the structures $\mathfrak{B}_n \in L_n$ which run in uniform polynomial time, i.e., the runtime is polynomial in the size of the instance and in $|B_n|$. The following generalises a result for CSPs of structures by Bodirsky, Macpherson, and Thapper [6] to CSPs of theories.

**Proposition 4.1.** Let $T$ be a theory with finite relational signature and let $(L_n)$ be a sampling of $T$ computable in polynomial time. If there is an algorithm that solves $\text{CSP}(\mathfrak{B}_n)$ for every $\mathfrak{B}_n \in L_n$ in uniform polynomial time, then $\text{CSP}(T)$ is polynomial-time tractable.

**Proof.** To decide an instance $\phi$ of $\text{CSP}(T)$ on $n$ variables we run the algorithm on $(\mathfrak{B}, \phi)$ for all $\mathfrak{B} \in L_n$. If the algorithm accepts on any of these tuples, we return ‘satisfiable’, otherwise we return ‘unsatisfiable’. This is correct and complete by the definition of sampling. Furthermore, the procedure runs in polynomial time, because $|L_n|$ is polynomial in $n$ and the algorithms worst-case runtime is polynomial in $n$ and $|L_n|$ and therefore polynomial in $n$. \hfill \square

To describe classes of finite structures whose CSP can be be solved by a uniform polynomial-time algorithm, the following concepts from universal algebra are important.

**Definition 4.2.** Let $\mathfrak{A}$ be a relational structure with signature $\tau$ and let $f$ be an operation of arity $k$ on $\mathfrak{A}$. We call $f$ a polymorphism of $\mathfrak{A}$ if it is a homomorphism from $\mathfrak{A}^k$ to $\mathfrak{A}$, i.e., whenever $t_1, \ldots, t_k \in \mathfrak{A}^k$, for some $R \in \tau$, then $f(t_1, \ldots, t_k) \in R^k$, where $f$ is applied componentwise. An operation $f : \mathfrak{A}^k \rightarrow A$ is totally symmetric if for all $x_1, \ldots, x_k, y_1, \ldots, y_k \in A$ we have $f(x_1, \ldots, x_k) = f(y_1, \ldots, y_k)$ whenever $\{x_1, \ldots, x_k\} = \{y_1, \ldots, y_k\}$. If $k \geq 3$ and for all $a, b \in A$ we have $f(a, b, b, \ldots, b) = f(b, a, b, \ldots, b) = \cdots = f(b, b, \ldots, b, a) = b$, then $f$ is called a near-anamnity operation.
Proposition 4.3 (Corollary 3.6 in [14]). There is an algorithm that solves CSP($\mathfrak{B}$) in uniform polynomial time for all finite relational structures $\mathfrak{B}$ with a near-unanimity polymorphism.

Results about the applicability of fast uniform algorithms for CSPs of finite relational structures with a near-unanimity polymorphism can be found in the work of Kozik (2016).

Proposition 4.3 and Proposition 4.1 can be applied to Example 3.12 with the following near-unanimity operation $f$ defined on $\mathfrak{B}_n$ for $n \in \mathbb{N}$:

$$f(x, y, z) := \begin{cases} y & \text{if } y = z, \\ x & \text{otherwise.} \end{cases}$$

Note that $f$ is a polymorphism of $\mathfrak{B}_n$, for all $n$, because if $(t_{i,1}, t_{i,2}), (t_{j,1}, t_{j,2})$ and $(t_{i,1}, t_{i,2})$ are in $E_k$ and $t_{i,1} = t_{j,1}$, then $t_{i,2} = t_{j,2}$ and therefore $f(t_{i,1}, t_{i,2}, t_{i,3}) = (t_{i,1}, t_{i,2}) \in E_k$ for all $k \in [2], i, j \in [3], i \neq j$. In particular, CSP($T$) with $T$ from Example 3.12 can be solved in polynomial time.

An example for a totally symmetric polymorphism is the minimum operation over $(\mathbb{Q}; <)$. Also, we can define minimum as an operation of any arity. The following result builds on results of Feder and Vardi [11].

Theorem 4.4 (Section 3 in [9]). Let $\mathfrak{B}$ be a finite structure with finite relational signature. Then the arc-consistency procedure solves CSP($\mathfrak{B}$) iff $\mathfrak{B}$ has totally symmetric polymorphisms of all arities.

The Arc-consistency algorithm runs in worst-case time $O(n^2 m^2)$ where $n$ is the number of variables in the instance and $m$ is the size of the domain [8]. Theorem 4.4 and Proposition 4.1 immediately yield the following.

Corollary 4.5. Let $(L_n)$ be a sampling for $T$ which is computable in polynomial time. If all samples in $(L_n)$ have totally symmetric polymorphism of all arities, then CSP($T$) is polynomial-time tractable.

We can slightly relax the requirement that all the structures in $L_n$ have totally symmetric polymorphisms.

Lemma 4.6. Let $T$ be a theory with finite relational signature and let $(L_n)$ be a sampling of $T$ computable in polynomial time. If for all $n \in \mathbb{N}$ and all $\mathfrak{B} \in L_n$ there exists a model $\mathfrak{A}_\mathfrak{B}$ of $T$ and a homomorphism $h: \mathfrak{B} \to \mathfrak{A}_\mathfrak{B}$ such that $h(\mathfrak{B})$ has totally symmetric polymorphisms of all arities, then CSP($T$) is polynomial-time tractable.

Proof. To decide an instance with $n$ variables, we run arc-consistency on each pair $(\mathfrak{B}, \phi)$ where $\phi$ is the instance and $\mathfrak{B} \in L_n$. Whenever arc-consistency returns ‘unsatisfiable’ for an instance on a structure $\mathfrak{B}$, the instance is unsatisfiable in $\mathfrak{B}$ (this holds for any finite structure). Hence, if all runs reject, the instance is unsatisfiable.

Suppose that the arc-consistency procedure returned ‘satisfiable’ on $(\mathfrak{B}, \phi)$. Then, the algorithm produced for each variable a non-empty list of values in $\mathfrak{B}$ such that no list can be shortened due to constraints in the instance. Thus, when we apply $h$ to all these values, we gain non-empty lists of values over $\mathfrak{A}_\mathfrak{B}$ where all relations that did hold in $\mathfrak{B}$ hold again. Hence, arc-consistency cannot return ‘unsatisfiable’ when run on the image of $h$. By Theorem 4.4, this means that the instance is satisfiable on the image of $h$, therefore in $\mathfrak{A}_\mathfrak{B}$ and therefore in some element of $(L_n)$, by definition of sampling. As $(L_n)$ is computable in polynomial time and arc-consistency runs in uniform polynomial time, we can decide CSP($T$) in polynomial time. □
We conclude this section with a concrete reasoning task that can be solved in polynomial time with our methods, and that is not covered by the combination results of Nelson and Oppen [17, 18].

**Example 4.7.** Given parts of a huge machine, each of which can be mounted by exactly one of two robots, and precedence constraints on the order in which parts can be mounted, calculate a possible order in which the machine can be assembled. Some parts must be mounted by one robot, some by the other robot, and some parts can be mounted by both robots. The two robots are not allowed to work simultaneously. This reasoning task can be modelled as CSP($T_1 \cup T_2$) where

- $T_1 := \text{Th}(\mathfrak{A}_1)$ for a first-order expansion $\mathfrak{A}_1$ of ($\mathbb{Q}; <$) that allows to model the precedence constraints, and
- $T_2 := \text{Th}(\mathfrak{A}_2)$ where $\mathfrak{A}_2$ has two disjoint countably infinite unary relations and their union as domain.

By Lemma 3.5 and Lemma 3.6, the theories $T_1$ and $T_2$ have polynomial-time computable samplings, and both structures have no pp-algebraicity. Hence, by Theorem 3.8 there exists a polynomial-time computable sampling ($L_n$) for $T_1 \cup T_2$. Let $\tau_i$ be the signature of $\mathfrak{A}_i$, for $i \in \{1, 2\}$. For every $n \in \mathbb{N}$ and every $\mathfrak{C}_n \in L_n$ there exists an injective homomorphism $h_1$ from $\mathfrak{C}_n^1$ to $\mathfrak{A}_1$ and an injective homomorphism $h_2$ from $\mathfrak{C}_n^2$ to $\mathfrak{A}_2$; this follows by inspection of the construction of $\mathfrak{C}_n$ in the proof of Theorem 3.8 and the proofs of Lemma 3.5 and Lemma 3.6. As $\mathfrak{A}_1$ and $\mathfrak{A}_2$ are both countably infinite and $h_1$ and $h_2$ are injective, there exists a bijection $f$ between $A_1$ and $A_2$ such that $f(h_1(a)) = h_2(a)$ for all $a \in \mathfrak{C}_n$, inducing a fusion $\mathfrak{A}$ of $\mathfrak{A}_1$ and $\mathfrak{A}_2$. By construction of $\mathfrak{A}$, the map $h_1$ is a homomorphism from $\mathfrak{C}_n$ to $\mathfrak{A}$.

Also note that the minimum operation is a polymorphism of all unary relations. Hence, if $\mathfrak{A}_1$ has the minimum operation as a polymorphism then the minimum operation is also a polymorphism of $\mathfrak{A}$. Then Lemma 4.6 implies that CSP($T_1 \cup T_2$) is polynomial-time tractable.

An example for such a structure $\mathfrak{A}_1$ is $\mathfrak{A}_1 := (\mathbb{Q}; <, R)$ where $R$ is the ternary relation defined by $R(x, y, z) \iff x = \min(y, z)$; it is easy to check that the minimum operation is a polymorphism of $\mathfrak{A}_1$. This example is not covered by the conditions of Nelson and Oppen, since Th($\mathfrak{A}_1$) is not convex: the formula $R(x, y, z) \land x \neq y$ is satisfiable, the formula $R(x, y, z) \land y \neq z$ is satisfiable, but the formula $R(x, y, z) \land x \neq y \land y \neq z$ is not satisfiable in $\mathfrak{A}_1$.

We mention that the polynomial-time tractability of CSP($\mathfrak{A}_1$) for $\mathfrak{A}_1 = (\mathbb{Q}; <, R)$ in our example was already known in the SMT community [3]. It is straightforward to generalise the example to any finite number $m$ of robots, by replacing the structure $\mathfrak{A}_2$ by the structure ($\mathbb{Q}; P_1, \ldots, P_m$) that we have already encountered in Lemma 3.6.
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