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Abstract

We propose a new space-variant anisotropic regularisation term for variational image restoration, based on the statistical assumption that the gradients of the target image distribute locally according to a bivariate generalised Gaussian distribution. The highly flexible variational structure of the corresponding regulariser encodes several free parameters which hold the potential for faithfully modelling the local geometry in the image and describing local orientation preferences. For an automatic estimation of such parameters, we design a robust maximum likelihood approach and report results on its reliability on synthetic data and natural images. For the numerical solution of the corresponding image restoration model, we use an iterative algorithm based on the Alternating Direction Method of Multipliers (ADMM). A suitable preliminary variable splitting together with a novel result in multivariate non-convex proximal calculus yield a very efficient minimisation algorithm. Several numerical results showing significant quality-improvement of the proposed model with respect to some related state-of-the-art competitors are reported, in particular in terms of texture and detail preservation.
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1 Introduction

Image restoration is the task of recovering a clean and sharp image from a noisy, and potentially blurred, observation. In mathematical terms, let $\Omega$ be a rectangular image domain of size $d_1 \times d_2$ and let $n := d_1 d_2$ be the total number of image pixels in $\Omega$. For a given blurred and noisy image $g \in \mathbb{R}^n$, the typical image restoration inverse problem can be written as

$$\text{find } u \in \mathbb{R}^n \text{ such that } g = T(Ku),$$

where $K \in \mathbb{R}^{n \times n}$ is a known linear blurring operator, while $T(\cdot)$ denotes the operator modelling the presence of noise in $g$ in a non-deterministic and very likely non-linear way.

Due to the ill-posedness of the problem (1), it is in general impossible to find $u$ from (1) due to the lack of stability and/or uniqueness properties. Therefore, in practice, the task can be reformulated as the problem of finding an estimate $u^*$ of the desired $u$ as accurate as possible via a well-posed problem. In particular, variational regularisation methods compute the restored image $u^* \in \mathbb{R}^n$ as a minimiser of a cost functional $\mathcal{J} : \mathbb{R}^n \to \mathbb{R}^+$ such that the problem can be formulated as

$$\text{find } u^* \in \arg\min_{u \in \mathbb{R}^n} \left\{ \mathcal{J}(u) := R(u) + \mu F(Ku; g) \right\},$$

The functionals $R$ and $F$ are commonly referred to as the regularisation and the data fidelity term, respectively. While $R$ encodes prior information on the desired image $u$ (such as its regularity and its
sparsity patterns), the $F$ is a data term which measures the ‘distance’ between the given image $g$ and $u$ after the action of the operator $K$ with respect to some norm corresponding to the noise statistics in the data, cf., e.g., [47]. The regularisation parameter $\mu > 0$ controls the trade-off between the two terms.

A very popular choice for $R$ is the Total Variation (TV) semi-norm [42, 11, 49], which is defined in the discrete setting as

$$R(u) = \text{TV}(u) := \sum_{i=1}^{n} \| (\nabla u)_i \|_2,$$

where for each $i = 1, \ldots, n$, by $(\nabla u)_i \in \mathbb{R}^2$ we denote the discrete gradient of image $u$ at pixel $i$. The choice of TV-type regularisations for image restoration problems became very popular in the last three decades due mainly to its convexity and, most importantly, its edge-preservation capability.

As mentioned above, the choice of $F$ depends on the noise distribution in the data. In this paper, we are particularly interested in the case of additive (zero-mean) white Gaussian noise (AWGN), i.e. we consider the following form for degradation model in (1):

$$g = \mathcal{T}(Ku) = Ku + b,$$

where the additive corruption $b \in \mathbb{R}^n$ stands for a vector of independent realisations drawn from the same univariate Gaussian distribution with zero mean and variance $\sigma^2$. Note that such noise distribution is indeed fully described by the unique scalar parameter $\sigma > 0$. Other similar noise models appearing in applications are the Additive White Laplacian Noise (AWLN) and the impulsive Salt and Pepper Noise (SPN), which can also be fully described by a unique scalar parameter, being it either the standard deviation or the probability of a pixel of being corrupted, respectively.

Finally, the regularisation parameter $\mu$ in (2) plays a crucial role in the reconstruction results since its size balances the smoothing provided by the regularisation and the trust in the data. Very often, $\mu$ is chosen empirically by brute-force optimisation with respect to some fixed image quality measure (such as the SNR or the SSIM). However, for AWGN data, when the noise level $\sigma$ is known effective techniques based on discrepancy principles or L-curve can be used [17]. More recently, similar approaches with ‘adaptive’ discrepancy principles have been proposed for possibly combined AWGN and SPN noise models in [28], while learning approaches based on the use of training sets and not requiring any prior knowledge of the noise level have been studied for optimal parameter selection in [9].

It is well known that a statistically-consistent data fidelity term modelling the presence of AWGN in the data is the squared $L^2$ norm of the residual image, which, combined with the TV regulariser (3) results in the popular TV-$L^2$ - or Rudin Osher Fatemi (ROF) [42] - image restoration model:

$$\text{find } u^* \text{ such that } u^* \in \arg \min_{u \in \mathbb{R}^n} \left\{ \text{TV}(u) + \frac{\mu}{2} \| Ku - g \|_2^2 \right\}. \tag{4}$$

Due to presence of the TV regulariser, model (4) is non-smooth, a fundamental feature which guarantees the desirable property of edge preservation. Furthermore, its convexity makes it appealing for several efficient optimisation methods - see [12] for a review - and it is often used as a reference model for the study of either higher-order regularisations (e.g. the Total Generalised Variation [8]) or of non-Gaussian [3, 35, 15, 44] and possibly combined [10, 33] noise distributions.

However, in addition to the well-known reconstruction drawbacks such as the staircasing effect, the TV regulariser in (3) suffers from additional limitations. First of all, it is global or space-invariant, i.e. its local regularisation contribution at each pixel takes exactly the same form and, as a result, it cannot adapt its functional shape to local image structures. Furthermore, it is not adapted to situations where clear local directional texture may appear, as it happens for instance in fiber and seismic imaging applications. For the mentioned problems the use of some dominant [26, 2] or local [55] anisotropy information can strongly improve the quality of the reconstruction.

The intrinsic limits of the TV regulariser have been discussed in great detail in [32] from a statistical point of view. There, the authors point out how the use of TV regularisation implicitly corresponds to consider a space-invariant one-parameter half-Laplacian Distribution (hLD) for the gradient magnitudes of $u$, which is in general too restrictive to model the actual distribution of gradient magnitudes in real images. To overcome this issue, in [32] the authors propose the more general half-Generalised Gaussian
Distribution (hGGD) as a prior which results in the following TV_p regularisation model

\[
TV_p(u) := \sum_{i=1}^{n} \| (\nabla u)_i \|_2^p, \quad p \in (0, 2].
\]

The exponent \( p \) appearing in (5) is a free parameter which provides the TV_p regulariser with higher flexibility than the TV regulariser. The parameter \( p \), however, is fixed over the whole image domain and, hence, does not allow to capture locality in the image.

In [30, 29] the authors consider a space-variant extension of the TV_p regulariser in (5) which can better adapt to local image smoothness upon suitable parameter estimation. The new TV_{α,p} regulariser is there defined by

\[
TV_{α,p}(u) := \sum_{i=1}^{n} \alpha_i \| (\nabla u)_i \|_2^{p_i}, \quad p_i \in (0, 2], \quad \alpha_i > 0 \quad \forall \ i = 1, \ldots, n,
\]

and shown to be effective on several image restoration problems.

1.1 Contribution

In this paper we propose a space-variant and directional image regulariser denoted by DTV_p to extend even further the TV_{α,p} regularization model [3] as:

\[
DTV_p(u) := \sum_{i=1}^{n} \| \Lambda_i R_{θ_i} (\nabla u)_i \|_2^{p_i}, \quad p_i > 0 \quad \forall \ i = 1, \ldots, n.
\]

For every \( i = 1, 2, \ldots, n \), the weighting and rotation matrices \( \Lambda_i, R_{θ_i} \in \mathbb{R}^{2 \times 2} \) are defined respectively by:

\[
\Lambda_i := \begin{pmatrix} \lambda_i^{(1)} & 0 \\ 0 & \lambda_i^{(2)} \end{pmatrix}, \quad \lambda_i^{(1)} \geq \lambda_i^{(2)} > 0, \quad R_{θ_i} := \begin{pmatrix} \cos θ_i & -\sin θ_i \\ \sin θ_i & \cos θ_i \end{pmatrix}, \quad θ_i \in [0, 2π),
\]

so that \( θ_i \) has to be understood as the local image orientation, while the parameters \( \lambda_i^{(1)} \) and \( \lambda_i^{(2)} \) weight at any point the TV-like smoothing along the direction \( θ_i \) and its orthogonal, respectively.

Under this definitions, we can then define our space-variant, anisotropic (or directional) and possibly non-convex DTV_p-L2 variational model for image restoration:

\[
\text{find } u^* \in \arg \min_{u \in \mathbb{R}^n} \left\{ J(u) := DTV_p(u) + \frac{μ}{2} \| Ku - g \|_2^2 \right\}, \quad μ > 0.
\]

Note here that the non-convexity arises whenever \( 0 < p_i < 1 \) for at least one \( i = 1, \ldots, n \).

The proposed DTV_p regulariser [7]-[8] is highly flexible as it potentially adapts to local smoothness and directional properties of the image at hand, provided that a reliable estimation of the parameters \( λ_i^{(1)}, λ_i^{(2)}, θ_i \) and \( p_i \) is given. In fact, in comparison to the previous work by the authors in [30, 29], our proposal extends the TV_{α,p} regularisation model [6] so as to accommodate further local directional information, which can significantly improve the restoration results in the case, for instance, of textured and/or high-detailed images.

The statistical rationale of our approach relies on a prior assumption on the distribution of the gradient magnitudes of the desired image \( u \) which we assume to be space-variant and locally drawn from a Bivariate Generalised Gaussian Distribution (BGGD) [6, 46, 45].

The main contribution of this work is twofold: on one side, we propose the highly-flexible DTV_p regulariser in [7]-[8] and justify its variational form via MAP estimation. On the other hand, to guarantee its actual applicability on image restoration problems, we propose an automated efficient method for the robust estimation of the model parameters from the observed image \( g \) by means of a Maximum Likelihood (ML) estimation approach. The effectiveness of such estimation is confirmed numerically on several synthetic and natural examples, showing a good agreement with local geometrical structures in the images considered in terms of their ‘local’ shape. From a numerical point of view, we solve the optimisation problem [9] by means of an efficient iterative minimisation algorithm based on the ADMM...
and apply it to several test images under different degradation levels, comparing the results with other relevant competing approaches. Finally, in order to get a fully-automated image restoration approach, the regularisation parameter $\mu$ in our model (9) is automatically adjusted along the ADMM iterations as described in [20], such that the computed solution $u^*$ satisfies the discrepancy principle [54], i.e. it belongs to the discrepancy set

$$D := \{ u \in \mathbb{R}^n : \| Ku - g \|_2 \leq \delta := \tau \sigma \sqrt{n} \}.$$  

In (10), the discrepancy threshold value $\delta$ depends on the a priori known or estimated noise level $\sigma$, the number of pixels $n$ and the discrepancy parameter $\tau$, which is typically chosen to be slightly greater than one, in order to avoid under-estimation of the noise.

1.2 Organisation of the paper

Firstly, in Section 2 we draw some analogies between the proposed DTV$^p$ discrete regulariser (7)-(8) and some related previous studies on its infinite-dimensional correspondent. Then, in Section 3 we show that the DTV$^p$ regularisation model can be derived via standard MAP estimation by assuming that the image gradients are drawn locally from a space-variant BGGD. In Section 4 we describe in detail the ML procedure used for automatically estimating the local parameters appearing in the DTV$^p$ regulariser from the observed corrupted image $g$. The existence of global minimisers for the total DTV$^p$-L$_2$ objective functional in (9) is then proved in Section 5 via standard arguments. Next, in Section 6 we describe in detail the ADMM algorithm used to compute such minimisers and present a novel useful result in multivariate non-convex proximal calculus. As far as our numerical tests are concerned, we report in Section 7 the results of the ML approach described above for a robust estimation of the parameter maps. In Section 8 we report the results obtained by the DTV$^p$-L$_2$ image restoration model applied to some image deblurring/denoising problems observing its good performance in terms, mainly, of texture and detail preservation. Finally, we conclude our work with some outlook for future research directions in Section 9.

2 Formulation in function spaces

The formulation of the DTV$^p$ regulariser in an infinite-dimensional function spaces defined over a regular $\Omega \subset \mathbb{R}^2$ reads as:

$$\mathcal{D}TV^p_\lambda(\cdot) := \int_\Omega |M_{\lambda,\theta}(x)\nabla u(x)|^{p(x)} \, dx,$$

where $p : \Omega \to (0, \infty)$ stands for the variable exponent and the tensor $M_{\lambda,\theta}$ is defined for any $x \in \Omega$ in terms of analogous weighting and rotation operators as in (22) by:

$$M_{\lambda,\theta}(x) := \Lambda_\lambda(x) R^T_{\theta}(x),$$

where $\lambda = (\lambda_1, \lambda_2) \in L^\infty(\Omega; \mathbb{R}_+^2)$ and $\theta : \Omega \to [0, 2\pi)$. Note that whenever $M_{\lambda,\theta} = I$, there is no directionality encoded in the problem. In the following, we will refer to this special case as isotropic model.

Several well-known image regularisation models can be cast in a functional form similar to (11) or in their corresponding PDE counterparts.

2.1 Constant exponent $p \geq 1$

In the convex and constant case $p(x) = p \in [1, \infty)$ for every $x \in \Omega$, (11) can be thought as an anisotropic image regulariser where images are chosen as elements in the Sobolev space $W^{1,p}(\Omega)$ or, more generally, modelled as Radon measures in some subspace of $BV(\Omega)$, the space of functions of bounded variation.

In the special case $p = 2$ the functional (11) can be re-written for $u \in H^1(\Omega)$ as

$$\mathcal{D}TV^2_\lambda(u) = \int_\Omega \| \nabla u(x) \|_{W_{\lambda,\theta}}^2 \, dx$$

(12)
where $\|e\|_{W_{\lambda,\theta}} := \sqrt{\langle e, W_{\lambda,\theta}e \rangle}$ is a scalar product and $W_{\lambda,\theta} := M_{\lambda,\theta}^T M_{\lambda,\theta}$ is a symmetric and positive semi-definite anisotropic tensor. By taking the $L^2$-gradient flow of the energy in (12), we can easily draw connections between this choice and the standard anisotropic diffusion PDE models proposed by Weickert in [51, 52]. Indeed, by endowing $\Omega$ with Neumann boundary conditions we get that minimising $\text{DTV}^\text{sv}_2$ corresponds to compute the stationary solution of:

$$
\begin{cases}
  u_t = \text{div} \left( W_{\lambda,\theta} \nabla u \right) & \text{on } \Omega \times (0, \infty], \\
  u(x, 0) = f(x) & \text{on } \Omega, \\
  \langle W_{\lambda,\theta} \nabla u, n \rangle = 0 & \text{on } \partial \Omega \times (0, T],
\end{cases}
$$

(13)

where $n$ stands for the outward normal vector on $\partial \Omega$. The Cauchy problem (13) is a reference model for anisotropic PDE approaches for image restoration. The tensor $W_{\lambda,\theta}$ stands for space-dependent diffusivity matrix which can introduce non-linearities in the model [53] or classically related to a structure-tensor modelling as in [51, 41, 43].

Recently, a similar formalism has been employed also in [2, 55, 27, 26] in the case $p(x) = p = 1$ for ‘dominant’ fixed principal direction $\theta(x) = \bar{\theta} \in [0, 2\pi)$ and adapted in [48, 16] to local directionalities in the context of medical imaging. In such case the functional in (11) reads:

$$
\text{DTV}^\text{sv}_1(u) := \int_{\Omega} |M_{\lambda,\theta}(x) \nabla u(x)| \, dx,
$$

(15)

where for every $x \in \Omega$ the exponent function $p : \Omega \to [1, 2]$ is defined via the following explicit formula

$$
p(x) = 1 + \frac{1}{1 + k|G_\varsigma * \nabla g(x)|}, \quad \varsigma, \ k > 0,
$$

(16)

where $G_\varsigma$ is a convolution kernel of parameter $\varsigma$ and $g$ is the given corrupted image. Under such choice, the conditions (14) are satisfied and all the possible intermediate values are allowed. In [13, 34] the regulariser (15)-(16) is combined with $L^2$-fidelity and shown to reduce staircasing compared to constant exponent models.

### 2.2 Variable exponent $p(x) \geq 1$

In the isotropic case, variable exponent models have been considered, e.g., in [3] under the modelling assumption $p(x) = p(|\nabla u(x)|)$ with:

$$
\lim_{s \to 0} p(s) = 2, \quad \lim_{s \to +\infty} p(s) = 1.
$$

(14)

Heuristically, such conditions correspond to consider a quadratic smoothing in correspondence of flat areas (small gradients) and a TV-type in correspondence with edges (large gradients). To overcome the difficulties arising from the theoretical analysis of such general modelling, in [13, 34] some easier variable exponent models have been considered. There, the image regulariser takes the following form:

$$
\mathcal{R}_{p(\cdot)}(u) := \int_{\Omega} \frac{1}{p(x)} |\nabla u(x)|^{p(x)} \, dx,
$$

(15)

where for every $x \in \Omega$ the exponent function $p : \Omega \to [1, 2]$ is defined via the following explicit formula

$$
p(x) = 1 + \frac{1}{1 + k|G_\varsigma * \nabla g(x)|}, \quad \varsigma, \ k > 0,
$$

(16)

where $G_\varsigma$ is a convolution kernel of parameter $\varsigma$ and $g$ is the given corrupted image. Under such choice, the conditions (14) are satisfied and all the possible intermediate values are allowed. In [13, 34] the regulariser (15)-(16) is combined with $L^2$-fidelity and shown to reduce staircasing compared to constant exponent models.

### 2.3 Non-convex models with constant exponents $0 < p < 1$

More recently, some non-convex image regularisation models in the form (11) with constant exponent $0 < p < 1$ have been considered. In [22, 21], for instance, non-convex $TV_p$-type regularisers have been
shown to be indeed preferable for some applications in comparison to convex \((p \geq 1)\) models as the ones described above. The analysis in function spaces covered by the authors is motivated by the use of discrete models such as the ones proposed previously in \([36, 39]\). For this type of regularisation and upon an appropriate Huber-type smoothing, efficient Trust-Region-Based optimisation solvers are designed.

Generally speaking, non-convex regularisers in the form \([11]\) with constant exponent \(p < 1\) are nowadays well-known to promote stronger sparsity in the data, improving significantly the reconstruction obtained in terms of structure preservation and edge sharpness. On the other hand, such methods may result in an over-complication of the problem in correspondence of homogeneous image regions, where a plain isotropic smoothing may still be preferable. For this reason, a space-variant image regulariser adapting its convexity to the local geometrical structures sounds desirable and appealing for imaging applications.

We stress that the fine analysis of \([11]\) in a functional setting becomes very challenging in the case \(p < 1\), since the extension of such regularising functionals to spaces similar to \(BV(\Omega)\) is not trivial at all. For some theoretical considerations in this direction we refer the reader to \([21]\). To simplify the difficulties arising in such framework, our model is studied in a purely discrete setting. Its extension and analysis in a functional framework is left for future research.

3 Statistical derivation via MAP estimation

A common statistical paradigm in image restoration is the MAP approach by which the restored image is obtained as a global minimiser of the negative log-likelihood distribution given the observed image \(g\) and the known blurring operator \(K\) combined with some prior probability on the unknown target image \(u\), see, e.g., \([25, 57]\). In formulas:

\[
u^* \in \arg \max_{u \in \mathbb{R}^n} P(u|g; K) = \arg \min_{u \in \mathbb{R}^n} \{-\log P(g|u; K) - \log P(u)\}.
\]

The equality above comes from the application of the Bayes’ formula after dropping the normalisation term \(P(g)\).

In the case of AWGN the likelihood term in \((17)\) takes the following special form

\[
P(g|u; K) = \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi\sigma}} \exp\left(-\frac{(Ku - g)^2}{2\sigma^2}\right) = \frac{1}{W} \exp\left(-\frac{\|Ku - g\|_2^2}{2\sigma^2}\right),
\]

where \(\sigma > 0\) denotes the AWGN standard deviation and \(W > 0\) is a normalisation constant.

As far as the unknown image \(u\) is concerned, a standard choice consists in its modelling via a Markov Random Field (MRF) such that its prior \(P(u)\) takes the form of a Gibbs prior, whose general form reads:

\[
P(u) = \frac{1}{Z} \prod_{i=1}^{n} \exp\left(-\alpha V_N_i(u)\right) = \frac{1}{Z} \exp\left(-\alpha \sum_{i=1}^{n} V_N_i(u)\right),
\]

where \(\alpha > 0\) is the MRF parameter and, for every \(i = 1, \ldots, n\), \(V_N_i\) denotes the set of all neighbouring pixels of \(i\) (also known as ‘clique’), \(V_N_i\) stands for the potential function on \(N_i\) and \(Z\) is the normalising partition function not depending on \(u\). Such MRF modelling has been widely explored in the context of Bayesian models for imaging and combined in \([30]\) with learning strategies to design data-driven filters over extended neighbourhoods.

For more model-oriented approaches, by setting for any \(i = 1, \ldots, n\), \(V_N_i(u) := \|\nabla u\|_2\), the Gibbs prior in \((19)\) reduces to the TV prior: \(P(u) = \frac{1}{Z} \exp\left(-\alpha \sum_{i=1}^{n} \|\nabla u\|_2\right)\) or equivalently interpreted by saying that each \(\|\nabla u\|_2\) is distributed according to an half-Laplacian distribution with parameter \(\alpha > 0\). Via similar considerations, in \([32]\) the authors have shown how such one-parameter model is in fact too restrictive to describe the statistical distribution of the gradient in real images.

For this reason, we proceed differently and model the joint distribution of the two partial derivatives of the gradient vector \(\nabla u_i\) at any pixel by a Bivariate Generalised Gaussian Distribution (BGGD) \([6]\). Namely, for all \(i = 1, \ldots, n\) we assume that

\[
P((\nabla u)_i; p_i, \Sigma_i) = \frac{1}{2\pi|\Sigma_i|^{1/2}} \frac{p_i}{\Gamma(2/p_i)} \exp\left(-\frac{1}{2}((\nabla u)^T \Sigma_i^{-1}(\nabla u)_i)^{p_i/2}\right),
\]
where \( \Gamma \) stands for the Gamma function, the covariance matrices \( \Sigma_i \in \mathbb{R}^{2 \times 2} \) are symmetric positive definite with determinant \( |\Sigma_i| \) and \( p_i/2 \) is often referred to as shape parameter. Note that when in (20) \( p_i = 2 \) for every \( i = 1, \ldots, n \), then the BGGD reduces to a standard bivariate Gaussian distribution with pixel-wise covariance matrices \( \Sigma_i \).

Proceeding similarly as above, we can then deduce the expression of the corresponding prior under such assumption. It reads:

\[
P(u) = \frac{1}{Z} \exp \left( - \frac{1}{2} \sum_{i=1}^{n} \left( (\nabla u)_i^T \Sigma_i^{-1} (\nabla u)_i \right)^{p_i/2} \right)
\]  

(21)

The symmetric positive definite matrices \( \Sigma_i \) contain information on both the directionality and the scale of the BGGD at pixel \( i \). To see that explicitly, we consider their eigenvalue decomposition:

\[
\Sigma_i = V_i^T E_i V_i, \quad E_i = \begin{pmatrix} e^{(1)}_i & 0 \\ 0 & e^{(2)}_i \end{pmatrix}, \quad e^{(1)}_i \geq e^{(2)}_i > 0, \quad V_i^T V_i = V_i V_i^T = I,
\]

(22)

where for every \( i = 1, \ldots, n \), \( e^{(1)}_i, e^{(2)}_i \) are the (positive) eigenvalues of \( \Sigma_i \), \( V_i \) is the orthonormal (rotation) modal matrix and \( I \) denotes the \( 2 \times 2 \) identity matrix. We then rewrite the terms in the sum appearing in (21) as

\[
\left( (\nabla u)_i^T \Sigma_i^{-1} (\nabla u)_i \right)^{p_i/2} = \left( (\nabla u)_i^T V_i^T E_i^{-1} V_i (\nabla u)_i \right)^{p_i/2} = \| E_i^{-1/2} V_i (\nabla u)_i \|^2_{p_i},
\]

whence by setting

\[
\Lambda_i := E_i^{-1/2}, \quad R_{\theta_i} := V_i,
\]

(23)

and after recalling the definition of the DTV\(^{sv}_p \) regulariser given in (7)-(8) we observe that the prior in (21) can indeed be expressed as:

\[
P(u) = \frac{1}{Z} \exp \left( - \frac{1}{2} \text{DTV}^{sv}_p(u) \right).
\]

(24)

By plugging the expression of the Gaussian likelihood (18) and the BGGD prior (24) in the MAP inference formula (17) and after dropping the constant terms, we finally obtain the DTV\(^{sv}_p \)-L\(_2\) image restoration model (9) for blur and AWGN removal by setting \( \mu = 2/\sigma^2 \).

4 Automatic estimation of the DTV\(^{sv}_p \) parameters

The very high flexibility of the proposed space-variant anisotropic DTV\(^{sv}_p \) regulariser (7)-(8) would be useless without an effective procedure for automatically and reliably estimating all its parameters from the observed corrupted data \( g \).

In this section we propose a statistical optimisation strategy for the estimation of the covariance matrices \( \Sigma_i \) and the parameters \( p_i \) of the BGGD defined in (20) when a collection of samples is available. Similar strategies estimating model parameters for directional regularisers from statistical priors have been proposed, e.g., in [38] for anisotropic PDEs in the form (13). For simplicity, we will drop in the following the dependence on \( i \) of the quantities appearing in (20) and denote by \( x := \nabla u \in \mathbb{R}^2 \) the local gradient of the image \( u \). Firstly, we observe that the requirement for \( \Sigma \) to be symmetric positive definite means:

\[
\Sigma = \begin{bmatrix} \sigma_1 & \sigma_3 \\ \sigma_3 & \sigma_2 \end{bmatrix} \quad \text{with} \quad \begin{cases} \sigma_1 > 0 \\ |\Sigma| = \sigma_1 \sigma_2 - \sigma_3^2 > 0 \end{cases}
\]

As suggested in [45] [37], it is possible to decouple the spread and the directionality of the BGGD by introducing a further scale parameter \( m > 0 \), so that (20) takes the following form:

\[
P(x; p, \Sigma, m) = \frac{1}{\pi \Gamma(\frac{3}{p}) 2^{\frac{3}{2}} 2m |\Sigma|^{\frac{p}{2}}} \exp \left( - \frac{1}{2m^{p/2}} (x^T \Sigma^{-1} x)^{p/2} \right).
\]
By imposing that the trace of the covariance matrix $\Sigma$ is fixed and equal to the dimension of the ambient space, i.e. $\text{tr}(\Sigma) = d = 2$, we easily get the following expression of the constraint set $\mathcal{C}$ for the parameters $p, m, \sigma_1, \sigma_2, \sigma_3$ to be well defined:

$$\mathcal{C} := \begin{cases} p > 0 \\ m > 0 \\ \sigma_1 + \sigma_2 = 2 \\ \sigma_1 \sigma_2 - \sigma_3^2 > 0 \end{cases} \quad \implies \quad \mathcal{C} = \begin{cases} p > 0 \\ m > 0 \\ \sigma_1^2 + \sigma_2^2 - 2\sigma_1 < 0. \end{cases}$$

(25)

The set $\mathcal{C}$ is an open (unbounded) semi-cylinder in $\mathbb{R}^4$. After a change of coordinates which shifts the centre of the circle in the $\sigma_1 - \sigma_3$ plane to the origin, we obtain the following expression of $\Sigma^{-1}$

$$\tilde{\sigma}_1 := 1 - \sigma_1 \quad \implies \quad \Sigma^{-1} = \frac{1}{1 - \tilde{\sigma}_1^2 - \sigma_3^2} \begin{bmatrix} 1 + \tilde{\sigma}_1 & -\sigma_3 \\ -\sigma_3 & 1 - \tilde{\sigma}_1 \end{bmatrix}. \quad (26)$$

To avoid heavy notation, we will still denote in the following by $\sigma_1$ the same variable after this change of coordinates.

### 4.1 ML estimation of the BGGD parameters

For any point $\Omega$ let $N(\Omega) = \{x_1, ..., x_N\} \subset \mathbb{R}^{2 \times N}$ denote the neighbourhood centred in $x$ of $N$ independent and identically distributed samples drawn from a BGGD with unknown parameters $p, \sigma_1, \sigma_3, m \in \mathcal{C}$. Then, the corresponding likelihood function reads:

$$\mathcal{L}(p, \Sigma, m; x) = \prod_{x_j \in N(x)} P(x_j; p, \Sigma, m) = \prod_{j=1}^{N} P(x_j; p, \Sigma, m) \quad (27)$$

$$= \left[ \frac{1}{|\Sigma|^{1/2} 2\pi^{\frac{p}{2}} \Gamma \left( \frac{p}{2} \right)} \right]^{N} \exp \left( -\frac{1}{2m^{p/2}} \sum_{j=1}^{N} (x_j^T \Sigma^{-1} x_j)^{p/2} \right)$$

We now look for $(p^*, \Sigma^*, m^*) \in \mathcal{C}$ maximising $\mathcal{L}$. Equivalently, by taking the negative logarithm, we aim to solve:

$$(p^*, \Sigma^*, m^*) \leftarrow \arg\min_{p, \Sigma, m \in \mathcal{C}} \{ \mathcal{F}(p, \Sigma, m; x) := -\log \mathcal{L}(p, \Sigma, m; x) \}, \quad (28)$$

whence, by recalling the fundamental property $\Gamma(z+1) = z\Gamma(z)$ for every $z \in \mathbb{R}$, we deduce:

$$\mathcal{F}(p, \Sigma, m; x) = -N \log \left[ \frac{1}{\sqrt{\pi} \Gamma \left( \frac{p}{2} \right) \Gamma \left( \frac{p}{2} + 1 \right)} \right] - \frac{1}{2m^{p/2}} \sum_{j=1}^{N} (x_j^T \Sigma^{-1} x_j)^{p/2} \quad (29)$$

$$= N \log \left( \frac{1}{\sqrt{\pi} \Gamma \left( \frac{p}{2} \right)} \right) + N \log m + \frac{1}{2m^{p/2}} \sum_{j=1}^{N} (x_j^T \Sigma^{-1} x_j)^{p/2}.$$

Note that $\mathcal{F}$ is differentiable on $\mathcal{C}$. Therefore, by simply imposing the first order optimality condition for $m$, we can find a closed formula for $m^*$ as follows:

$$\frac{\partial \mathcal{F}}{\partial m} = \frac{N}{m} - \frac{p}{4m^{p/2}} \sum_{j=1}^{N} (x_j^T \Sigma^{-1} x_j)^{p/2} \quad \implies \quad m^* = \left( \frac{p}{4N} \sum_{j=1}^{N} (x_j^T \Sigma^{-1} x_j)^{p/2} \right)^{\frac{2}{p}}. \quad (30)$$

We now substitute this formula in the expression of $\mathcal{F}$, thus getting:

$$\mathcal{F}(p, \Sigma; x) = N \log \left( \frac{1}{\sqrt{\pi} \Gamma \left( \frac{p}{2} \right)} \right) + \frac{2N}{p} \log \left( \frac{p}{4N} \sum_{j=1}^{N} (x_j^T \Sigma^{-1} x_j)^{p/2} \right) + \frac{2N}{p}. \quad (31)$$
By making explicit the dependence of $F$ on the entries of $\Sigma$, we have that (30) turns into:

$$
F(p, \sigma_1, \sigma_2, \sigma_3; x) = N \log \left( \frac{1}{\sqrt{1 - \varrho^2}} \frac{\pi}{p} \left( \frac{p}{2} \frac{2^2}{p} \right)^{2/p} \right) + \frac{2N}{p} + \frac{2N}{p} \log \frac{p}{4N} \tag{31}
$$

$$
+ \frac{2N}{p} \log \left( \sum_{j=1}^{N} \left( \sigma_2 x_{j,1}^2 + \sigma_1 x_{j,2}^2 - 2 \sigma_3 x_{j,1} x_{j,2} \right)^{p/2} \right).
$$

We now study the behaviour of $F$ expressed as above as $(p, \sigma_1, \sigma_2, \sigma_3)$ approach the boundary of the set $C$ defined in (25). Thanks to the formula for $m^*$ derived in (29), we start noticing that $C$ can be expressed in fact as a subset in $\mathbb{R}^3$ defined by the variables $p, \sigma_1$ and $\sigma_3$ only. By further switching to polar coordinates in the $\sigma_1 - \sigma_3$ plane, we get:

$$(\sigma_1, \sigma_3) = \varrho (\cos \phi, \sin \phi), \quad 0 \leq \varrho < 1, \quad \phi \in [0, 2\pi),$$

so that the matrices in (26) take the following form:

$$
\Sigma = \begin{bmatrix}
1 - \varrho \cos \phi & \varrho \sin \phi \\
\varrho \sin \phi & 1 + \varrho \cos \phi
\end{bmatrix}, \quad \Sigma^{-1} = \frac{1}{1 - \varrho^2} \begin{bmatrix}
1 + \varrho \cos \phi & -\varrho \sin \phi \\
-\varrho \sin \phi & 1 - \varrho \cos \phi
\end{bmatrix},
$$

and the functional $F$ in (31) becomes:

$$
F(p, \phi, \varrho; x) = N \log \left( \frac{2}{p} \left( \frac{p}{2} \right)^{2/p} \right) + \frac{2N}{p} + \frac{2N}{p} \log \frac{p}{4N} \tag{33}
$$

$$
+ \frac{2N}{p} \log \left( \sum_{j=1}^{N} \left( (1 + \varrho \cos \phi) x_{j,1}^2 + (1 - \varrho \cos \phi) x_{j,2}^2 - 2 \varrho \sin \phi x_{j,1} x_{j,2} \right)^{p/2} \right).
$$

As a conclusion, we can finally rewrite the ML problem (28) as the following constrained optimisation problem

$$(p^*, \phi^*, \varrho^*) \in \arg \min_{p \in (0, \infty), \varrho \in [0, 1), \phi \in [0, 2\pi)} F(p, \phi, \varrho). \tag{34}$$

Note, that since the problem (34) is formulated over a non-compact set of $\mathbb{R}^3$, the existence of its solution is in general not guaranteed.

4.2 Reformulation on a compact set

One possible way to overcome this problem consists in characterising explicitly the configurations of the samples $x_1, \ldots, x_N \in \mathbb{N}(x)$ for which the functional $F$ in (33) does not attain its minimum inside $C$. To do so, let us first rename the last term in (33) as:

$$
A(\phi, \varrho) := \frac{2N}{p} \log \left( \sum_{i=j}^{N} \left( (1 + \varrho \cos \phi) x_{j,1}^2 + (1 - \varrho \cos \phi) x_{j,2}^2 - 2 \varrho \sin \phi x_{j,1} x_{j,2} \right)^{p/2} \right).
$$

For any $p \in (0, +\infty)$, if $A(\phi, \varrho)$ is bounded as $\varrho \to 1^-$, then the functional $F$ in (33) tends to $+\infty$ and the minimum is necessarily attained in the interior of $C$. However, if $A(\phi, \varrho)$ is unbounded as $\varrho \to 1^-$, nothing can be said about the behaviour of $F$ at the boundary and, as a consequence, nothing can be said about its minima. In particular, in this situation there may exist one or multiple configurations of the samples $x_1, \ldots, x_N \in \mathbb{N}(x)$ for which $F$ tends to $-\infty$ at the boundary. In order to characterise such configurations, note that as $\varrho \to 1^-$ we have that by continuity:

$$
A(\phi, \varrho) \to \frac{2N}{p} \log \left( \sum_{j=1}^{N} \left( \sqrt{1 + \cos \phi x_{j,1}} - \sqrt{1 - \cos \phi x_{j,2}} \right)^p \right),
$$
which tends to $-\infty$ if and only if the argument of the logarithm tends to zero, i.e. when

$$x_{j,2} = \sqrt{\frac{1 + \cos \phi}{1 - \cos \phi}} x_{j,1}, \quad \forall j = 1, \ldots, N.$$  \hfill (35)

This situation corresponds to the case when the samples $x_j$ lie all on the line passing through the origin with slope $\sqrt{\frac{1 + \cos \phi}{1 - \cos \phi}}$.

A possible way to guarantee the existence of solutions of the problem (34) is to re-formulate the problem over a compact subset of $\mathbb{R}^3$. Although this may sound a little bit artificial, note that for imaging applications such assumption makes perfect sense for different reasons. Firstly, as far as the range for the parameter $\rho$ is concerned, note that the degenerate configurations (35) happening as $\rho$ approaches $1^-$ are easily detectable in a pre-processing step and, in practice, very unlikely for natural images since they would correspond to situations where gradient components are linearly correlated for any sample $j = 1, \ldots, N$. Therefore, provided we can perform such preliminary check, the case $\rho = 1$ becomes admissible since no other possible configurations are allowed under this choice.

Regarding the admissible values for $p$, we notice that the more we enforce sparsity (i.e. the closer $p$ is to zero), the more the BGGD will tend to a Dirac delta distribution, making the estimation of local anisotropy in a neighbourhood of the point considered very hard (see Section 4 for more details). Additionally, as it is commonly done in previous work for variable exponent models for imaging, an upper bound for such values – typically chosen as $\bar{p} \geq 2$ – can be fixed. Therefore, in practice, we can fix lower and upper bounds $0 < \varepsilon < \bar{p}$ for the exponent range.

After these observation, we can then reformulate the problem (34) as follows

$$(p^*, \phi^*, \rho^*) \leftarrow \arg \min_{p, \theta, \rho} F(p, \phi, \rho; x) \tag{36}$$

s.t. $\ p \in [\varepsilon, \bar{p}], \ 0 \leq \rho \leq 1, \ \ 0 \leq \phi \leq 2\pi,$

where now the constraint set is compact, which, combined with the continuity of $F$, guarantees that the minimisation problem admits a minimum.

Before carrying on with our discussion, we recall once again that the ML procedure described above is local, i.e. it has to be repeated for any pixel in the image domain, thus resulting in the estimation of the parameter map $(p_i^*, \phi_i^*, \rho_i^*)$ for $i = 1, \ldots, n$. For each pixel $i = 1, \ldots, n$, the triple of estimated parameters is involved in the computation of the matrices $\Lambda_i, R_{\theta_i}$ defining the regulariser in (7). Relying on (32), the eigenvalues $e_i^{(1)}, e_i^{(2)}$ can be easily computed. Observe that, due to the normalisation condition on the trace introduced in (23), the minimum eigenvalue $e_i^{(2)}$ can be directly derived by the maximum eigenvalue $e_i^{(1)}$:

$$e_i^{(1)} = 1 + \rho_i, \quad e_i^{(2)} = 2 - e_i^{(1)} = 1 - \rho_i.$$  

Therefore, recalling (23), the matrix $\Lambda_i$ is obtained as follows:

$$(\Lambda_i) := \begin{pmatrix} \lambda_i^{(1)} & 0 \\ 0 & \lambda_i^{(2)} \end{pmatrix} = \begin{pmatrix} \frac{1}{\sqrt{e_i^{(1)}}} & 0 \\ 0 & \frac{1}{\sqrt{e_i^{(2)}}} \end{pmatrix}. \tag{37}$$

Once $e_i^{(1)}$ is available, its corresponding eigenvector $(v_1)_i$, satisfying $\Sigma_i (v_1)_i = e_i^{(1)} (v_1)_i$, can be further calculated using the formula

$$(v_1)_i = \sqrt{\frac{1 + \cos \phi_i}{2}} \begin{pmatrix} \sin \phi_i \\ \sqrt{1 + \cos \phi_i} \sin \phi_i \end{pmatrix}. \tag{38}$$

As a consequence, the local angle $\theta_i$ describing the local orientation is computed by

$$\theta_i = \arctan \left( \frac{\sqrt{1 + \cos \phi_i}}{\sin \phi_i} \right),$$
and the rotation matrix $R_{\theta_i}$ is given as in (8).

Furthermore, it is helpful to represent the estimated BGGD to visualise its shape in the plane $D_h - D_v$ in terms of the eigenvalues and eigenvectors of the estimated matrix $\Sigma$. In order to draw the corresponding level curves, we only need the maximum eigenvalue $e^{(1)}_i$ and the rotation angle $\theta_i$. Such curves are the ellipses having semi-axes $a_i$, $b_i$, and eccentricity $\epsilon_i$ given by:

$$
a_i := \sqrt{e^{(1)}_i}, \quad b_i := \sqrt{e^{(2)}_i}, \quad \epsilon_i := \frac{\sqrt{a_i^2 - b_i^2}}{a_i} = \frac{\sqrt{e^{(1)}_i - e^{(2)}_i}}{\sqrt{e^{(1)}_i}}.
$$

An illustrative drawing of the anisotropy ellipses described above is reported in Figure 1.

5 Existence of solutions

In this section, we provide an existence result for the solutions of the proposed DTV$^p_v$-L$^2$ variational model (7)-(9). In general, the DTV$^p_v$-L$^2$ functional is not convex, therefore it is not guaranteed to admit a unique global minimiser. However, by applying a general lemma whose proof can be found in [14, Lemma 2.7.1] we will prove that existence of global minimisers is guaranteed. In the following, we will use the notations $\text{null}(M)$, $\text{span}(v_1, \ldots, v_m)$, $I_m$, $0_m$ and $1_m$ to denote the null space of the linear operator $M$, the linear span of the set of vectors $v_1, \ldots, v_m$, the identity matrix of order $m$ and the all-zeros and all-ones $m$-dimensional vectors, respectively. We have that the following Lemma holds true [14].

**Lemma 5.1.** Let $A_1 \in \mathbb{R}^{m \times n}$, $A_2 \in \mathbb{R}^{q \times n}$ be two linear operators satisfying

$$
\text{null}(A_1) \cap \text{null}(A_2) = \{0_n\},
$$

and let $f_1 : \mathbb{R}^m \to [-\infty, +\infty]$ and $f_2 : \mathbb{R}^q \to [-\infty, +\infty]$ be two proper, lower semicontinuous and coercive functions. Then, the function $h : \mathbb{R}^n \to [-\infty, +\infty]$ defined by

$$
h(x) := f_1(A_1 x) + f_2(A_2 x)
$$

is lower semicontinuous and coercive.

We now apply this result to the DTV$^p_v$-L$^2$ model.

**Proposition 5.2.** The DTV$^p_v$-L$^2$ functional $\mathcal{J} : \mathbb{R}^n \to \mathbb{R}$ defined in (7)-(9) is continuous, bounded from below by zero and coercive, hence it admits global minimisers.

**Proof.** Let $A_1 \in \mathbb{R}^{2n \times n}$ be the matrix defined by

$$
A_1 = LD, \quad L = \text{diag}(L_1, L_2, \ldots, L_n), \quad L_i = \Lambda_i R_{\theta_i} \in \mathbb{R}^2, \quad i = 1, \ldots, n,
$$

(38)
with $A_i, R_{	heta_i} \in \mathbb{R}^2$ the full rank matrices in [6], and $D \in \mathbb{R}^{2n \times n}$ a finite difference operator discretising the image gradient, let $A_2 = K$, and let $f_1 : \mathbb{R}^{2n} \to \mathbb{R}$, $f_2 : \mathbb{R}^n \to \mathbb{R}$ be the functions defined by

$$
\begin{align*}
f_1(y) &:= \sum_{i=1}^{n} \| (y_{2i-1}, y_{2i}) \|_2^p, \quad y \in \mathbb{R}^{2n}, \\
f_2(z) &:= \frac{\mu}{2} \| z - g \|_2^2, \quad z \in \mathbb{R}^n.
\end{align*}
$$

(39)

Then, the $\text{DTV}_p^\nu$-$L_2$ energy functional in [7]-[9] can be written as

$$\mathcal{J}(u) = f_1(A_1u) + f_2(A_2u).$$

(40)

As the block diagonal matrix $L$ in (38) has full rank (all matrices $L_i$ have full rank), the linear operator $A_i$ has the same null space as the discrete gradient operator $D$. It follows that

$$(\text{null}(A_1) = \text{null}(D) = \text{span}(1_n)) \cap (\text{null}(A_2) = \text{null}(K)) = \{0_n\},$$

(41)

in fact constant images do not belong to the null space of the linear blur operator $K$. Furthermore, functions $f_1$ and $f_2$ in (39) are clearly continuous, bounded from below by zero and coercive. It thus follows from Lemma 5.1 that the $\text{DTV}_p^\nu$-$L_2$ functional $\mathcal{J}$ in (40) is continuous, bounded from below by zero and coercive, hence it admits at least one global minimiser.

Uniqueness of solutions is in general not guaranteed. However, if the functional is strictly convex, this trivially holds.

**Corollary 5.2.1.** Let $\mathcal{J} : \mathbb{R}^n \to \mathbb{R}$ be the $\text{DTV}_p^\nu$-$L_2$ functional defined in [7]-[9]. If $p_i > 1$ for every $i = 1, \ldots, n$, then $\mathcal{J}$ is strongly convex. Hence it admits a unique global minimiser.

Note, however, that as we discussed in the introduction, in this work we are more interested in the non-convex case, e.g. when there exists at least one $i \in \{1, \ldots, n\}$ such that $p_i < 1$, since in this better regularisation properties are enforced in $\text{DTV}_p^\nu$-$L_2$. Therefore, in our applications uniqueness in general will not be guaranteed and we will be generally dealing with the case of local minima.

6 Numerical solution by ADMM

We can now describe the ADMM-based iterative algorithm [7] used to solve numerically the proposed $\text{DTV}_p^\nu$-$L_2$ model [7]-[9] once the values of all the parameters $p_i, \theta_i, \lambda_\nu^{(1)}, \lambda_\nu^{(2)}, i = 1, \ldots, n$, which define the regulariser have been set according to the procedure illustrated in Section 4. To this purpose, first we introduce two auxiliary variables $r \in \mathbb{R}^n$ and $t \in \mathbb{R}^{2n}$ and rewrite model [7]-[9] in the following equivalent constrained form:

$$\begin{align*}
\{ u^*, r^*, t^* \} &\leftarrow \text{arg min}_{u, r, t} \left\{ \sum_{i=1}^{n} \| \Lambda_i R_{\theta_i} t_i \|_2^p + \frac{\mu}{2} \| r \|_2^2 \right\}, \\
\text{subject to} : & \quad r = Ku - g, \quad t = Du,
\end{align*}$$

(42)

(43)

where $D := (D_h^T, D_v^T)^T \in \mathbb{R}^{2n \times n}$ denotes the discrete gradient operator with $D_h, D_v \in \mathbb{R}^{n \times n}$ two linear operators representing finite difference discretisations of the first-order partial derivatives of the image $u$ in the horizontal and vertical direction, respectively, and where $t_i := ((D_h u)_i, (D_v u)_i)^T \in \mathbb{R}^2$ stands for the discrete gradient of $u$ at pixel $i$. We notice that the auxiliary variable $t$ is introduced to transfer the discrete gradient operator out of the possibly non-convex non-smooth regulariser whereas the variable $r$ is aimed to adjust the regularisation parameter $\mu$ along the ADMM iterations such that the computed solution $u^*$ satisfies the discrepancy principle [34], i.e. belongs to the discrepancy set $\mathcal{D}$ in [10].

In order to solve problem (42)-(43) via ADMM, we start defining the augmented Lagrangian functional as follows:

$$\begin{align*}
\mathcal{L}(u, r, t; \rho_r, \rho_t) &:= \sum_{i=1}^{n} \| \Lambda_i R_{\theta_i} t_i \|_2^p + \frac{\mu}{2} \| r \|_2^2 - \langle \rho_t, t - Du \rangle + \frac{\beta_t}{2} \| t - Du \|_2^2 \\
&\quad - \langle \rho_r, r - (Ku - g) \rangle + \frac{\beta_r}{2} \| r - (Ku - g) \|_2^2,
\end{align*}$$

(44)
where \( \beta_r, \beta_t > 0 \) are the scalar penalty parameters, while \( \rho_r \in \mathbb{R}^n \), \( \rho_t \in \mathbb{R}^{2n} \) are the vectors of Lagrange multipliers associated with the linear constraints \( r = Ku - g \) and \( t = Du \) in (43), respectively.

By setting for simplicity \( x := (u, r, t) \), \( y := (\rho_r, \rho_t) \), \( X := \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^{2n} \) and \( Y := \mathbb{R}^n \times \mathbb{R}^{2n} \), we observe that solving (42)–(43) amounts to seek for the solutions of the following saddle point problem:

\[
\text{Find } (x^*; y^*) \in X \times Y \\
\text{such that } \mathcal{L}(x^*; y) \leq \mathcal{L}(x^*; y^*) \leq \mathcal{L}(x; y^*) \quad \forall (x; y) \in X \times Y,
\]

where the augmented Lagrangian functional \( \mathcal{L} \) is defined in (44).

Upon suitable initialisation, and for any \( k \geq 0 \), the \( k \)-th iteration of the ADMM iterative algorithm applied to solve the saddle-point problem (45) reads as follows:

\[
\begin{align*}
    u^{(k+1)} &\leftarrow \arg \min_{u \in \mathbb{R}^n} \mathcal{L}(u, r^{(k)}, t^{(k)}; \rho_r^{(k)}, \rho_t^{(k)}), \\
    r^{(k+1)} &\leftarrow \arg \min_{r \in \mathbb{R}^n} \mathcal{L}(u^{(k+1)}, r, t^{(k)}; \rho_r^{(k)}, \rho_t^{(k)}), \\
    t^{(k+1)} &\leftarrow \arg \min_{t \in \mathbb{R}^{2n}} \mathcal{L}(u^{(k+1)}, r^{(k+1)}, t; \rho_r^{(k)}, \rho_t^{(k)}), \\
    \rho_r^{(k+1)} &\leftarrow \rho_r^{(k)} - \beta_r \left( r^{(k+1)} - (Ku^{(k+1)} - g) \right), \\
    \rho_t^{(k+1)} &\leftarrow \rho_t^{(k)} - \beta_t \left( t^{(k+1)} - Du^{(k+1)} \right).
\end{align*}
\]

We notice that sub-problems (46) and (47) for the primal variables \( u \) and \( r \) admit solutions based on formulas given in [29] for identical sub-problems. In particular, sub-problem (46) for \( u \) reduces to the solution of the following \( n \times n \) system of linear equations

\[
\left( D^T D + \frac{\beta_r}{\beta_t} K^T K \right) u = D^T \left( t^{(k)} - \frac{1}{\beta_t} \rho_t^{(k)} \right) + \frac{\beta_r}{\beta_t} K^T \left( r^{(k)} - \frac{1}{\beta_r} \rho_r^{(k)} + g \right),
\]

which is solvable since

\[
\text{null} \left( D^T D + \frac{\beta_r}{\beta_t} K^T K \right) = \text{null} \left( D^T D \right) \cap \text{null} \left( K^T K \right) = \text{null} \left( D \right) \cap \text{null} \left( K \right) = \{0_n\},
\]

where last equality has been previously stated in (41). Assuming periodic boundary conditions for \( u \) such that that both \( D^T D \) and \( K^T K \) are block circulant matrices with circulant blocks (BCCB) - the linear system (51) can be solved efficiently by one application of the forward 2D Fast Fourier Transform (FFT) and one application of the inverse 2D FFT, each at a cost of \( O(n \log n) \).

The solution of the sub-problem (47) for \( r \) is obtained by computing first the vector

\[
w^{(k+1)} = Ku^{(k+1)} - g + \frac{1}{\beta_r} \rho_r^{(k)},
\]

and then, recalling [29] and the definition of the discrepancy set in (10), by computing jointly the new values of both the regularisation parameter \( \mu \) and the variable \( r \) as follows:

\[
\begin{align*}
\| w^{(k+1)} \|_2 \leq \delta &\implies \mu^{(k+1)} = 0, \\
\| w^{(k+1)} \|_2 > \delta &\implies \mu^{(k+1)} = \beta_r (\| w^{(k+1)} \|_2 / \delta - 1), \\
r^{(k+1)} &= \mu^{(k+1)} w^{(k+1)}.
\end{align*}
\]

As far as the minimisation sub-problem for \( t \) in (48) is concerned, after simple algebraic manipulations, we deduce that it can be re-written as follows:

\[
t^{(k+1)} \leftarrow \arg \min_{t \in \mathbb{R}^{2n}} \sum_{i=1}^{n} \left\{ \| A_i R \theta_i t_i \|_2^2 + \frac{\beta_t}{2} \| t_i - \left( Du^{(k+1)} \right)_i + \frac{1}{\beta_t} \left( \rho_t^{(k)} \right)_i \|_2^2 \right\}.
\]

Solving the \( 2n \)-dimensional minimisation problem above is thus equivalent to solve the \( n \) following independent 2-dimensional problems:

\[
t_i^{(k+1)} \leftarrow \arg \min_{t_i \in \mathbb{R}^2} \left\{ \| A_i R \theta_i t_i \|_2^2 + \frac{\beta_t}{2} \| t_i - q_i^{(k+1)} \|_2^2 \right\}, \quad i = 1, \ldots, n,
\]
where the vectors $q_i^{(k+1)} \in \mathbb{R}^2$ are defined explicitly at any iteration by

$$q_i^{(k+1)} := \left( Du^{(k+1)} \right)_i + \frac{1}{\beta_t} \left( \rho_i^{(k)} \right)_i, \quad i = 1, \ldots, n.$$ 

The solutions of the $n$ bivariate optimisation problems in (54) requires the computation of a special proximal mapping operator. We dedicate the following Section 6.1 to carefully discuss the solution of this optimisation problem and show that it can be eventually re-written as a one-dimensional optimisation problem and thus solved efficiently.

To summarise, we report in Algorithm 1 the pseudocode of the proposed ADMM iterative scheme used to solve the saddle-point problem (44)–(45).

Over the last decades, the ADMM algorithm has been applied to a wide range of convex and non-convex optimisation problems arising in several areas of signal and image processing. In convex settings, several convergence results have been established for ADMM-type algorithms, see for example [19] and references therein. Such convergence results cover the proposed DTV$^p_{sv}$-L$_2$ model in the special convex case when $p_i \geq 1$ for every $i = 1, \ldots, n$. However, very few studies on the convergence properties of ADMM in non-convex regimes have been performed. To the best of our knowledge, provable convergence results of ADMM in non-convex regimes are still very limited to particular classes of problems and under certain conditions, see, e.g. [23][50][5]. Nevertheless, from an empirical point of view, the ADMM works extremely well for various applications involving non-convex objectives, thus suggesting heuristically its good performance in such cases as well.

Algorithm 1 ADMM scheme for the solution of problem (7)–(9)

inputs: observed image $g \in \mathbb{R}^n$, noise standard deviation $\sigma > 0$
parameters: discrepancy parameter $\tau \simeq 1$, ADMM penalty parameters $\beta_r, \beta_t > 0$
output: approximate solution $u^* \in \mathbb{R}^n$ of (7)–(9)

1. Initialisation:
2. · estimate model parameters $p_i, R_{\theta_i}, \Lambda_i, i = 1, \ldots, n$, by ML approach in Section 4
3. · set $\delta = \tau \sigma \sqrt{n}, u^{(0)} = g, r^{(0)} = Ku^{(0)} - g, t^{(0)} = Du^{(0)}, \rho^{(0)}_r = \rho^{(0)}_t = 0, k = 0$
4. · while not converging do:
5. · · update primal variables:
6. · · · compute $u^{(k+1)}$ by solving (51)
7. · · · compute $r^{(k+1)}$ by applying (52), (53)
8. · · · compute $t^{(k+1)}$ see Section 6.1
9. · · update dual variables:
10. · · · compute $\rho^{(k+1)}_r, \rho^{(k+1)}_t$ by applying (49), (50)
11. · · · $k = k + 1$
12. · · end for
13. $u^* = u^{(k+1)}$

6.1 A non-convex proximal mapping solving (54)

In this section, we describe a novel result in multi-variate non-convex proximal calculus which is crucial to solve efficiently step 8 in the ADMM Algorithm 1 i.e. the problem (54). Such problem can be interpreted as the calculation of a non-convex proximal mapping, see [18]. We then start recalling its definition.
Definition 6.1 (proximal map for non-convex functions). Let \( f : \mathbb{R}^n \to \mathbb{R} \) be a proper, lower semi-continuous and possibly non-convex function and let \( \beta > 0 \). The proximal map of \( f \) with parameter \( \beta \) is the set-valued function \( \text{prox}_{\beta f} : \mathbb{R}^n \rightrightarrows \mathbb{R}^n \) defined for any \( q \in \mathbb{R}^n \) by:

\[
\text{prox}_{\beta f}(q) := \arg \min_{t \in \mathbb{R}^n} \left\{ f(t) + \frac{\beta}{2} \| t - q \|_2^2 \right\}.
\] (55)

Note that under such definition the set \( \text{prox}_{\beta f}(q) \) is in general not a singleton. Furthermore, for some particular choices of \( \beta > 0 \) it may also be empty.

We present in the following the results concerned with the computation of the proximal map \( \text{prox}_{\beta f} \) in (55), in the case when \( f : \mathbb{R}^2 \to \mathbb{R} \) is the function

\[
f(t) := (t^T A t)^{p/2}, \quad t \in \mathbb{R}^2, \quad A \in \mathbb{R}^{2 \times 2} \text{ symmetric positive definite}, \quad p > 0.
\] (56)

The ADMM substep (54) will then be a special instance of (55) under the choice of \( f \) as above, \( \beta = \beta_1 \), \( t = t_s \), \( A = R^T_i \Lambda_i^2 R_i \), \( p = p_i \), and \( q = q_i^{(k+1)} \), for \( i = 1, \ldots, n \) and \( k \geq 0 \).

We now ensure that under the choice (56) above the minimisation problem (55) admits solutions. Then, assuming that \( A \) has condition number \( \kappa > 1 \) we show how the calculation of the proximal map can be reduced to the solution of a one-dimensional problem, whose form depends on the input \( q \) and the matrix \( A \). Note that the case \( \kappa = 1 \) boils down to consider a scalar and diagonal matrix \( A \), which simplifies the problem and for which the results discussed in [32] can be used.

**Proposition 6.2.** Under the choice (56), the optimisation problem (55) admits at least one solution.

**Proof.** Under the choice (56), both the terms in the objective function in (55) are continuous, bounded from below by zero and coercive over the entire domain \( \mathbb{R}^2 \). It clearly follows that the total objective function is continuous, bounded from below by zero and coercive, hence it admits at least one global minimiser.

In the following, for \( v, w \in \mathbb{R}^n \) we denote by \( v \circ w, |v| \) and \( \text{sign}(v) \) the component-wise (or Hadamard) product between \( v \) and \( w \) and the component-wise absolute value and sign of \( v \), respectively.

**Proposition 6.3.** Let \( p, \beta > 0 \), \( q \in \mathbb{R}^2 \) and let \( A \in \mathbb{R}^{2 \times 2} \) be a symmetric positive definite matrix with condition number \( \kappa > 1 \) and eigenvalue decomposition

\[
A = V^T A V, \quad V^T V = VV^T = I_2, \quad \Lambda = \text{diag}(\lambda_1, \lambda_2), \quad \lambda_1 > \lambda_2 > 0.
\] (57)

Let us further define

\[
\bar{q} := V q, \quad s := \text{sign}(\bar{q}), \quad \bar{q} := |\bar{q}|, \quad \bar{\beta} := \frac{\beta}{\lambda_2^{p/2}}, \quad \bar{\Lambda} := \text{diag}(\kappa, 1), \quad \kappa = \frac{\lambda_1}{\lambda_2}.
\] (58)

Then, any solution \( t^* \in \mathbb{R}^2 \) of the problem

\[
t^* \in \arg \min_{t \in \mathbb{R}^2} \left\{ F(t) := (t^T A t)^{p/2} + \frac{\beta}{2} \| t - q \|_2^2 \right\}.
\] (59)

can be expressed as

\[
t^* = V^T (s \circ z^*), \quad z^* \in \arg \min_{z \in \mathcal{H}_1} H(z),
\] (60)

where the objective function \( H : \mathbb{R}^2 \to \mathbb{R} \) and the feasible set \( \mathcal{H}_1 \subset \mathbb{R}^2 \) are defined by

\[
H(z) := (z^T \bar{\Lambda} z)^{p/2} + \frac{\bar{\beta}}{2} \| z - \bar{q} \|_2^2, \quad \mathcal{H}_1 := \mathcal{H} \cap ([0, \bar{q}_1] \times [0, \bar{q}_2]),
\] (61)

with \( \mathcal{H} \) being the rectangular hyperbola defined by

\[
\mathcal{H} := \left\{ (z_1, z_2) \in \mathbb{R}^2 : (z_1 - c_1) (z_2 - c_2) = c_1 c_2, \quad c_1 = \frac{-\bar{q}_1}{\kappa - 1}, \quad c_2 = \frac{\kappa \bar{q}_2}{\kappa - 1} \right\}.
\] (62)
Proof.} We start noticing that the matrix $\Lambda$ in (57) can be factorised as $\Lambda = \lambda_2 \overline{\Lambda}$, where $\overline{\Lambda}$ is defined in (58). By substituting such factorisation into (57), we can reformulate problem (59) as:

$$t^* \in \arg \min_{t \in \mathbb{R}^2} \left\{ \lambda_2^{\beta/2} (t^T \overline{\Lambda} V t)^{\beta/2} + \frac{\beta}{2} \|t - q\|^2_2 \right\}. \quad (63)$$

After introducing the bijective linear change of variable

$$y := Vt \iff t = V^Ty,$$

we have that problem (63) can be equivalently expressed as

$$t^* = \overline{V}^T y^*, \quad (64)$$

$$y^* \in \arg \min_{y \in \mathbb{R}^2} \left\{ G(y) := (y^T \overline{\Lambda} y)^{\beta/2} + \frac{\beta}{2} \|y - \overline{q}\|^2_2 \right\}. \quad (65)$$

where $\overline{\beta}$ and $\overline{q}$ are defined in (58).

If $\tilde{q}_1 = \tilde{q}_2 = 0$ then one can trivially show that clearly $y^* = (0,0) \implies t^* = (0,0)$. We can then assume that $\overline{q} \in \mathbb{R}^2 \setminus \{0\}$ and exploit symmetries of the function $G$ in (65) to restrict the optimisation problem to the case where $\overline{q}$ lies in the first quadrant only. First, we notice that, for any given $a \in \mathbb{R}$ and $b \in \mathbb{R} \setminus \{0\}$, we have

$$a^2 = (\text{sign}(b))^2 a^2 = (\text{sign}(b) a)^2, \quad (66)$$

$$(a - b)^2 = (a - \text{sign}(b)|b|)^2 = \left( \text{sign}(b) \left( \frac{a}{\text{sign}(b)} - |b| \right) \right)^2 = (\text{sign}(b))^2 (\text{sign}(b)a - |b|)^2 = (\text{sign}(b)a - |b|)^2. \quad (67)$$

By now recalling definitions of function $G$ in (65) and of matrix $\overline{\Lambda}$ in (58), and then using (66)-(67), we can write

$$G(y) = (\kappa \tilde{y}_1^2 + \tilde{y}_2^2)^{\beta/2} + \frac{\overline{\beta}}{2} \left( (y_1 - \tilde{q}_1)^2 + (y_2 - \tilde{q}_2)^2 \right)$$

$$= \left( \kappa (\text{sign}(\tilde{q}_1)y_1)^2 + (\text{sign}(\tilde{q}_2)y_2)^2 \right)^{\beta/2} + \frac{\overline{\beta}}{2} \left( (\text{sign}(\tilde{q}_1)y_1 - |\tilde{q}_1|)^2 + (\text{sign}(\tilde{q}_2)y_2 - |\tilde{q}_2|)^2 \right).$$

By setting $S := \text{diag} (\text{sign} (\tilde{q}_1), \text{sign} (\tilde{q}_2))$ we can now set

$$z := Sy \iff y = S^{-1}z,$$

which is a linear bijective change of variable since $\tilde{q}_1, \tilde{q}_2 \in \mathbb{R} \setminus \{0\} \implies \text{sign} (\tilde{q}_1), \text{sign} (\tilde{q}_2) \in \{-1,1\}$. Recalling the definition of $s$ and $\overline{q}$ in (58), we thus get that the optimisation problem (65) is equivalent to

$$y^* = s \circ z^*, \quad (68)$$

$$z^* \in \arg \min_{z \in \mathbb{R}^2} \left\{ H(z) := (z^T \overline{\Lambda} z)^{\beta/2} + \frac{\overline{\beta}}{2} \|z - \overline{q}\|^2_2 \right\}. \quad (69)$$

where the vector $\overline{q} := (|\tilde{q}_1|, |\tilde{q}_1|)$ now lies in the first (open) quadrant $(0, +\infty)^2$.

We now prove that the solutions $z^*$ in (69) belong to the arc of hyperbola $\mathcal{H}_1$ defined in (61). To this aim, we consider the following one-parameter family of ellipses depending on a parameter $R > 0$:

$$\mathcal{E}_R := \left\{ (z_1, z_2) \in \mathbb{R}^2 : z^T \overline{\Lambda} z = R^2 \right\} = \left\{ (z_1, z_2) \in \mathbb{R}^2 : \kappa z_1^2 + z_2^2 = R^2 \right\}$$

$$= \left\{ (z_1, z_2) \in \mathbb{R}^2 : z_1 = z_1(\theta; R) = \frac{R}{\sqrt{\kappa}} \cos \theta, \ z_2 = z_2(\theta; R) = R \sin \theta, \ \theta \in [0, 2\pi] \right\}. \quad (70)$$

and, as a start, we show that the minimisers of the restriction of the function $H$ in (69) to any ellipse $\mathcal{E}_R$ in (70) lie on the hyperbola $\mathcal{H}$ in (62). In Figure 2, we show the hyperbola $\mathcal{H}$ (magenta solid line)
with its two orthogonal asymptotes, the arc \( H_1 \) defined in (61) (red solid thick line) and one ellipse \( E_R \) (blue dashed line) as in (70).

Let us observe first that when restricted to an ellipse \( E_R \) of the form in (70), the objective function \( H \) depends only on \( \theta \) (\( R \) can be regarded as a fixed parameter). The restriction \( H_R : \mathbb{R} \rightarrow \mathbb{R} \) takes then the following form

\[
H_R(\theta; R) = R^p + \frac{\beta}{2} \left( \left( \frac{R}{\sqrt{\kappa}} \cos \theta - q_1 \right)^2 + \left( R \sin \theta - q_2 \right)^2 \right).
\]

For any \( R > 0 \), the function \( H_R \) above is clearly periodic with period \( 2\pi \), bounded (from below and above) and infinitely many times differentiable in \( \theta \), hence the minimisers of \( H_R \) can be sought among its stationary points in the interval \([0, 2\pi)\). The first-order derivative of \( H_R \) is as follows:

\[
H'_R(\theta; R) = \beta \left( -\frac{R}{\sqrt{\kappa}} \sin \theta \left( \frac{R}{\sqrt{\kappa}} \cos \theta - q_1 \right) + R \cos \theta \left( R \sin \theta - q_2 \right) \right)
\]

where (71) follows after some simple algebraic manipulations from the parametrisation in (70), with \( c_1, c_2 \) constants defined in (62). Since \( \beta > 0, \kappa > 1 \) by assumption, the scalar quantity \( \beta (\kappa - 1) / \sqrt{\kappa} \) in (71) is positive, hence we have

\[
H_R'(\theta; R) = 0 (> 0, < 0) \iff (z_1(\theta; R) - c_1)(z_2(\theta; R) - c_2) - c_1c_2 = 0 (> 0, < 0).
\]

It thus follows that, for any fixed \( R > 0 \) (that is, for any ellipse \( E_R \) in (70)), any stationary point \( z(\theta^*_R : R) \) of \( H_R \) satisfies

\[
(z_1(\theta^*_R; R), z_2(\theta^*_R; R)) \in E_R \cap \mathcal{H},
\]

i.e. it belongs to the set of intersection points between the ellipse \( E_R \) and the hyperbola \( \mathcal{H} \) (see the two intersection points in Figure 2). It also follows from (72) that the intersection point in the first quadrant is the global minimiser for \( H_R \), whereas the one in the third quadrant is the global maximiser. Since previous considerations hold true for any ellipse \( E_R \), then any global minimiser \( z^* \) of the unrestricted objective function \( H \) in (69) must belong to the restriction of the hyperbola \( \mathcal{H} \) to the first quadrant.

Finally, it is easy to further shrink the locus of potential global minimisers \( z^* \) to the arc \( \mathcal{H}_1 \) defined in (61). Let us argue by contradiction and suppose there exists a global minimiser \( \bar{z} \) belonging to the restriction of the hyperbola \( \mathcal{H} \) to the first quadrant but not to \( \mathcal{H}_1 \) - see Figure 2. We have:

\[
H(\bar{z}) - H(q) = \left( z^T \bar{X} \bar{z} \right)^{p/2} - \left( q^T \bar{X} \bar{q} \right)^{p/2} + \frac{\beta}{2} \left( \| \bar{z} - \bar{q} \|_2^2 - \| q - \bar{q} \|_2^2 \right) > 0,
\]

with its two orthogonal asymptotes, the arc \( \mathcal{H}_1 \) defined in (61) (red solid thick line) and one ellipse \( E_R \) (blue dashed line) as in (70).

Let us observe first that when restricted to an ellipse \( E_R \) of the form in (70), the objective function \( H \) depends only on \( \theta \) (\( R \) can be regarded as a fixed parameter). The restriction \( H_R : \mathbb{R} \rightarrow \mathbb{R} \) takes then the following form

\[
H_R(\theta; R) = R^p + \frac{\beta}{2} \left( \left( \frac{R}{\sqrt{\kappa}} \cos \theta - q_1 \right)^2 + \left( R \sin \theta - q_2 \right)^2 \right).
\]

For any \( R > 0 \), the function \( H_R \) above is clearly periodic with period \( 2\pi \), bounded (from below and above) and infinitely many times differentiable in \( \theta \), hence the minimisers of \( H_R \) can be sought among its stationary points in the interval \([0, 2\pi)\). The first-order derivative of \( H_R \) is as follows:

\[
H'_R(\theta; R) = \beta \left( -\frac{R}{\sqrt{\kappa}} \sin \theta \left( \frac{R}{\sqrt{\kappa}} \cos \theta - q_1 \right) + R \cos \theta \left( R \sin \theta - q_2 \right) \right)
\]

where (71) follows after some simple algebraic manipulations from the parametrisation in (70), with \( c_1, c_2 \) constants defined in (62). Since \( \beta > 0, \kappa > 1 \) by assumption, the scalar quantity \( \beta (\kappa - 1) / \sqrt{\kappa} \) in (71) is positive, hence we have

\[
H'_R(\theta; R) = 0 (> 0, < 0) \iff (z_1(\theta; R) - c_1)(z_2(\theta; R) - c_2) - c_1c_2 = 0 (> 0, < 0).
\]

It thus follows that, for any fixed \( R > 0 \) (that is, for any ellipse \( E_R \) in (70)), any stationary point \( z(\theta^*_R : R) \) of \( H_R \) satisfies

\[
(z_1(\theta^*_R; R), z_2(\theta^*_R; R)) \in E_R \cap \mathcal{H},
\]

i.e. it belongs to the set of intersection points between the ellipse \( E_R \) and the hyperbola \( \mathcal{H} \) (see the two intersection points in Figure 2). It also follows from (72) that the intersection point in the first quadrant is the global minimiser for \( H_R \), whereas the one in the third quadrant is the global maximiser. Since previous considerations hold true for any ellipse \( E_R \), then any global minimiser \( z^* \) of the unrestricted objective function \( H \) in (69) must belong to the restriction of the hyperbola \( \mathcal{H} \) to the first quadrant.

Finally, it is easy to further shrink the locus of potential global minimisers \( z^* \) to the arc \( \mathcal{H}_1 \) defined in (61). Let us argue by contradiction and suppose there exists a global minimiser \( \bar{z} \) belonging to the restriction of the hyperbola \( \mathcal{H} \) to the first quadrant but not to \( \mathcal{H}_1 \) - see Figure 2. We have:

\[
H(\bar{z}) - H(q) = \left( z^T \bar{X} \bar{z} \right)^{p/2} - \left( q^T \bar{X} \bar{q} \right)^{p/2} + \frac{\beta}{2} \left( \| \bar{z} - \bar{q} \|_2^2 - \| q - \bar{q} \|_2^2 \right) > 0,
\]
whence \( z \) can not be a global minimiser for the function \( H \).

In the following corollary we exploit and complete the results in previous Proposition 6.3 by showing how the bivariate minimisation problem in (60) can be reduced to an equivalent univariate problem.

**Corollary 6.3.1.** The minimisers \( z^* \in \mathbb{R}^2 \) in (60) can be obtained as follows:

\[
z^* = \left( z_1^*, c_2 \left( \frac{z_1^*}{z_1^* - c_1} \right) \right),
\]

with \( c_1, c_2 \in \mathbb{R} \) defined in (62) and \( z_1^* \in \mathbb{R} \) the solution(s) of the following 1-dimensional constrained minimisation problem:

\[
z_1^* \in \arg\min_{\xi \in [0,\bar{q}_1]} \left\{ h(\xi) := (h_1(\xi))^{p/2} + \frac{\beta}{2} h_1(\xi) - \frac{\beta}{2} h_2(\xi) \right\},
\]

\[
h_1(\xi) = \xi^2 \left( \kappa + \frac{c_2^2}{(\xi - c_1)^2} \right), \quad h_2(\xi) = \xi (\kappa - 1) \left( \xi - 2c_1 + 2 \frac{c_2^2}{\kappa(\xi - c_1)} \right).
\]

**Proof.** The proof is immediate by deriving the expression of \( z_2 \) as a function of \( z_1 \) from the definition of the hyperbola \( \mathcal{H} \) in (62), then substituting this expression in the objective function \( H \) in (61) and, finally, carrying out some algebraic manipulations.

\[
\square
\]

7 Parameters estimation results

In this section, an extensive evaluation on the accuracy of the ML estimation procedure described in Section 4 is carried out.

In order to assess the quality of the estimation, we introduce in the following some useful statistical notions.

**Definition 7.1.** Let \( \omega > 0 \) be an unknown parameter of a fixed probability distribution \( p_\omega \) and for \( \ell > 0 \) let \( \omega_j, j = 1, \ldots, \ell \) be estimates of \( \omega \) obtained by a given estimation procedure. The **sample estimator** \( \hat{\omega} \) of \( \omega \) is defined as the average:

\[
\hat{\omega} := \frac{\sum_{j=1}^{\ell} \omega_j}{\ell}.
\]

We can then define the **relative bias** \( B_\omega \), the **empirical variance** \( V_\omega \) and the **relative root mean square error** \( rmse_\omega \) of the estimator \( \hat{\omega} \) as:

\[
B_\omega := \frac{E(\hat{\omega} - \omega)}{\omega}, \quad V_\omega := \frac{1}{\ell - 1} \sum_{j=1}^{\ell} (\omega_j - \hat{\omega})^2, \quad rmse_\omega := \sqrt{V_\omega + \frac{B_\omega^2}{\omega}}.
\]

In the following, the accuracy and the precision of the estimator is evaluated by analysing its performance on the estimation of the parameters \((p, e^{(1)}, \theta)\). As discussed in Section 4.2, parameters \( e^{(1)}, \theta \) can be derived from \( q, \phi \) and from (57), we recall that \( e^{(1)} = \left( \frac{1}{\lambda(m)} \right)^2 \). In addition, we also consider how the quality of the estimation of \((p, e^{(1)}, \theta)\) affects the estimation of the scale parameter \( m \), which is computed directly via the formula (29) as a non-linear function of \((p, \phi, q)\) or, equivalently, of \((p, e^{(1)}, \theta)\), as well as of the samples. The non-linearity may affect the accuracy of its estimation.

7.1 Parameter estimation: accuracy and precision

We now perform some tests assessing the accuracy and the precision of the ML estimation procedure proposed in Section 4 in terms of the quantities defined above. As a first test we compare the results obtained by applying the ML procedure to estimate a BGGD of parameters \((\bar{p}, e^{(1)}, \bar{\theta}, \bar{m}) = (1,1.4,45^{\circ},0.3)\). We run our tests for an increasing number \( N \in \{ 10, 10^2, 10^3, 10^4, 10^5, 10^6 \} \) of samples drawn from the distribution. For each value of \( N \), the estimation procedure is run \( \ell = 200 \) times. For any \( j = 1, \ldots, \ell \)
we estimate the parameter triple $(p^*, \phi^*, \varphi^*)_j$ and consider the corresponding estimators of the true parameters as defined in Definition 7.1. The results are shown in Figures 3 - 5.

For all parameters (including the scale parameter $m$), the behaviour of relative bias, variance and relative root mean square error as the number of samples increases reveals good precision and accuracy. In particular, low values of such error quantities are already obtained when $N \approx 10^2$.

7.2 Parameter estimation on synthetic neighbourhoods

We now test the ML estimation procedure on a simple synthetic image reported in Figure 6a. Here, the goal is to evaluate the effectiveness of the estimation when discriminating between different image regions such as edges, corners and circular profiles in terms of the functional shape of the estimated BGGD. In the following test, we estimate the parameters of the unknown BGGD in three different situations where a pixel surrounded by a $11 \times 11$ neighbourhood is chosen to lie on a vertical edge (Fig. 6), a corner (Fig. 7) and on a circular profile (Fig. 8). In order to avoid degenerate configurations of the gradients, such as the ones described in (35), we preliminary corrupt the image by a small Additive White Gaussian noise (AWGN) with $\sigma = 0.03$.

**Edge points** In Fig. 6b, we report the scatter plot of the gradients of the edge points in the red-bordered region countered in Figure 6a, which, as expected, shows its distribution along the $x$-axis. The parameter estimation procedure of the BGGD at one of such edge points is run by taking 121 samples of gradients in the $11 \times 11$ neighbourhood. The estimation procedure results in the following parameters $(p^*, e^{(1)*}, \theta^*, m^*) = (0.07, 1.60, -177.82^\circ, 2 \times 10^{-5})$. Note that the low value of the parameter $p$ leads to a very fat-tail distribution, as shown in Fig. 6c. The orientation and the eccentricity of the level curves are in line with the clear directionality of the samples as it can be seen in Figure 6d.

**Corner points** For the corner example in Figure 7, the scatter plot of the gradients is reported in Figure 7b. The ML procedure results in this case in the estimation $(p^*, e^{(1)*}, \theta^*, m^*) = (0.07, 1.08, 72.49^\circ, 3 \times 10^{-7})$. The estimated PDF is reported in Fig. 7c. Similarly as before, note that a very fat-tail distribution is estimated. On the other hand, since $e^{(1)*} \approx 1$, we also have $e^{(2)*} \approx 1$ and the eccentricity of the ellipse $\epsilon \approx 0$. We can conclude that, in this case, the distribution is almost isotropic and the angle $\theta$ has a negligible influence on the orientation of the level curves as it can be seen in Figure 6d.

Figure 3: Plots of relative bias for estimated $(p^*, e^{(1)*}, \theta^*, m^*)$ in semi-logarithmic scale on $x$-axis.
Figure 4: Plot of the empirical variance for estimated \((p^*, e^{(1)*}, \theta^*, m^*)\) in semi-logarithmic scale on x-axis.

**Circle points** Finally, we consider the ML parameter estimation procedure in correspondence with a pixel lying on a circular profile, see Figure 8. In this case, the estimated parameters are \((p^*, e^{(1)*}, \theta^*, m^*) = (0.08, 1.44, 49.28^\circ, 2 \times 10^{-6})\). The values obtained for \(e^{(1)*}\) and \(\theta^*\) reflect the spatial distribution of the gradients in Figure 8b.

### 7.3 Parameter estimation on synthetic images

Motivated by the good results above, we report in this section the numerical experiments concerned with the estimation of the four parameters \((p^*, e^{(1)*}, \theta^*, m^*)\) at any image pixel. For the following estimations, we fix a neighbourhood of 3 x 3 pixels. It is worth remarking here that the tests in section 7.1 have been computed on samples directly drawn from a BGGD. For such example, we remarked on how a large number of samples reflects on a reliable estimation of the BGGD parameters. When dealing with real images, however, our goal rather consists in estimating the parameters of the BGGD of the local gradient from the surrounding ones, since, clearly, one single sample is not sufficient to get a reliable estimate. However, the samples involved in the estimation procedure are in general not drawn from the same BGGD as their parameters may be different. Thus, their number has to be limited in order to reduce modelling errors as much as possible. In conclusion, the size of the neighbourhood is a trade off between the local properties of the image and the robustness of the estimate procedure, the former requiring small neighbourhoods, the latter requiring larger ones. In order to avoid degenerate configurations, we corrupt the images by AWGN with \(\sigma = 0.03\). Moreover, the search interval for the shape parameter \(p\) is set equal to \([0.1, 5]\). We start considering the synthetic test image used already in the experiment above, i.e. Figure 9a. Here we perform the estimation of the parameters at any pixel and report the local parameter maps in Figure 9c, 9d, 9e and 9f. Furthermore, we report in Figure 9b the anisotropy ellipses representing the level curves of the estimated PDF, drawn as described in Section 4.2, whose orientation, given by the \(\theta\)-map in 9e, is in line with what we expected and with the test proposed in the previous sub section (see Fig. 6 - 7). One can also observe that the higher values in the \(e^{(1)}\)-map are estimated to be along the edges, describing the strong anisotropy of the level curves there, while the higher values in the \(p\)-map are in the piece-wise constant regions. This can be explained by saying that in these regions the estimation procedure detects a plain Bivariate Gaussian Distribution characterised by a shape parameter \(p = 2\). This is of course due to the presence of AWGN.

The same experiments are proposed for geometric test image in Figure 10a. Even though such image
Remark 7.2. In order to generate the samples used in the parameter map estimation above, one has to choose a suitable discretisation of the image gradient. Here, we considered central differences schemes. Compared to standard forward/backward difference schemes, this choice avoids the undesired correlation between the horizontal and the vertical components. As preliminary numerical tests showed, such...
Figure 7: 7a. BGGD Parameter estimation for a synthetic geometrical image. Test for corner image pixel. 7b. Scatter plot of the gradients in the read-boarded region. 7c. PDF with estimated parameters $(p^*, e^{(1)*}, \theta^*, m^*) = (0.07, 1.08, 72.49^\circ, 3 \times 10^{-7})$. 7d. Level curves of the estimated PDF.

correlation may result indeed into a deviation between the estimated $\theta^*$ from the one estimated above.

Figure 8: 8a. BGGD Parameter estimation for a synthetic geometrical image. Test on image pixel lying on circular profile. 8b. Scatter plot of the gradients in the read-boarded region. 8c. PDF with estimated parameters $(p^*, e^{(1)*}, \theta^*, m^*) = (0.08, 1.44, 49.28^\circ, 2 \times 10^{-6})$. 8d. Level curves of the estimated PDF.
Figure 9: Test on synthetic image.

Figure 10: Test on geometric image.

8 Applications to image denoising and deblurring

In this section, we evaluate the performance of the DTV$^p$-L2 image reconstruction model (7)-(9) applied to the restoration of grey-scale images corrupted by (known) blur and AWGN.

Denoting by $u$ the ground-truth image, the quality of the given corrupted images $g$ and of the restored images $u^*$ is measured by means of standard image quality measures, i.e. the Blurred Signal-to-Noise Ratio

$$\text{BSNR}(u^*, u) := 10 \log_{10} \frac{\|Ku - \overline{Ku}\|^2_2}{\|u^* - Ku\|^2_2},$$

where by $\overline{Ku}$ we have denoted the average intensity of the blurred image $Ku$, and the Improved Signal-to-Noise Ratio

$$\text{ISNR}(g, u, u^*) := 10 \log_{10} \frac{\|g - u\|^2_2}{\|u^* - u\|^2_2},$$

defined also in terms of the given noisy $g$. The larger the BSNR and the ISNR values, the higher the quality of restoration. For a more visual-inspired standard quality measure, we will also quantify our
Table 1: ISNR values for the barbara test image for decreasing BSNR = 20, 15, 10 dB.

| BSNR | TV-L₂ | TV_p-L₂ | TV^{sv}_{α,p}-L₂ | DTV^{sv}_{p}-L₂ |
|------|-------|---------|------------------|-----------------|
| 20   | 2.46  | 3.14    | 3.23             | **3.61**        |
| 15   | 1.74  | 1.99    | 2.14             | **2.79**        |
| 10   | 1.59  | 2.02    | 2.13             | **2.90**        |

Table 2: SSIM values for the barbara test image for decreasing BSNR = 20, 15, 10 dB.

| BSNR | TV-L₂ | TV_p-L₂ | TV^{SV}_{α,p}-L₂ | DTV^{SV}_{p}-L₂ |
|------|-------|---------|------------------|-----------------|
| 20   | 0.80  | 0.83    | 0.83             | **0.85**        |
| 15   | 0.74  | 0.75    | 0.77             | **0.80**        |
| 10   | 0.65  | 0.68    | 0.69             | **0.74**        |

results in terms of the standard Structural Similarity Index (SSIM), [50].

The DTV_p-L₂ model will be compared with the following ones:

- The ROF or TV-L² model, [42];
- The TV_p-L² model, with constant \( p \in (0, 2] \), see [32];
- The TV^{sv}_{α,p}-L² model, with space-variant \( p_i \in (0, 2], i \in \{1, \ldots, n\} \), [30, 29].

We stress that in order to compute the following results, an accurate and reliable estimation of the parameters appearing in the DTV^{sv}_{p} needs to be performed. We do that by means of the ML procedure described in Section 4 whose accuracy has been extensively confirmed by the tests in Section 7.

For the numerical solution of the DTV^{sv}_{p}-L₂ model we use the ADMM-based algorithm [1] where for all tests we manually set the penalty parameters \( β_t \) and \( β_r \). Iterations are stopped whenever the following stopping criterion is verified:

\[
\frac{\| u^{(k)} - u^{(k-1)} \|_2}{\| u^{(k-1)} \|_2} < 10^{-4}.
\]

Finally, the parameter \( µ \) is set based on the discrepancy principle, stated in [10].

Barbara image We start testing the reconstruction algorithm on a zoom of a high resolution (1024 \times 1024) barbara test image with size 471 \times 361, characterised by the joint presence of texture and cartoon regions. The image here has been corrupted by Gaussian blur of band= 9 and sigma= 2 and AWGN resulting in BSNR values equal to 20 dB, 15 dB and 10dB. The original image and the observed image, as well as the four parameter maps, computed considering a neighbourhood of size 7 \times 7, are shown in Figure 11. In order to avoid inaccurate estimations of the parameters due to the presence of possibly large noise, the parameter \( p^* \) in the TV_p-L₂ model as well as the local maps of the parameters in the DTV^{sv}_{p}-L₂ have been computed after few iterations (usually 5) of the TV-L₂ model. Furthermore, as discussed in Section 4.2 the p parameter has been computed by restricting the admissible range to \([0, 1, 2]\). In Tables 1 and 2 the ISNR and SSIM values achieved by the TV-L₂, TV_p-L₂ (with estimated global \( p = 0.92 \)), TV^{sv}_{α,p}-L₂ (with space variant parameters estimated as in [29]) and DTV^{sv}_{p}-L₂ models for different values of initial BSNR are reported. We note that the proposed model outperforms the competing ones. As shown in Figure 12, the flexibility of the DTV^{sv}_{p} regulariser strongly improves the reconstruction quality mainly in terms of better texture preservation.

Natural image As a second test, we compared the performance of DTV^{SV}_{p}-L₂ restoration model on a 500 \times 500 portion of a high resolution (1024 \times 1024) natural test image characterised by fine-scale textures of different types. As in the previous example, we similarly corrupt the image by AWGN and Gaussian blur of band= 9 and sigma= 2 with BSNR = 20 dB, 15 dB and 10 dB. The original and the observed images, as well as the four parameter maps computed considering neighbourhoods of size
Figure 11: Parameter maps for a zoom of the *barbara* test image. Image is corrupted by AWGN and blur for a BSNR = 10 dB.

Table 3: ISNR values for the test image in [13] for BSNR = 20, 15, 10 dB.

| BSNR | TV-L_2 | TV_{p-L_2} | TV_{sv-p-L_2} | DTV_{sv-p-L_2} |
|------|--------|------------|---------------|----------------|
| 20   | 2.07   | 2.43       | 2.53          | 2.78           |
| 15   | 1.83   | 2.06       | 2.26          | 2.56           |
| 10   | 0.94   | 1.55       | 1.86          | 2.45           |

3 × 3 are shown in Figure [13]. Similarly as for the numerical test above few preliminary iterations of TV-L_2 are performed before computing the parameter maps. The research interval for the p parameter has been set equal to [0.1, 2]. It is worth remarking that the very small neighbourhood size used for the parameter estimation is the one yielding the best restoration results for this test. We believe that this is motivated by the very fine scale of details in the test image. In Tables 3 and 4, the ISNR and SSIM values achieved by the TV-L_2, the TV_{p-L_2} (with estimated global p = 0.7), the TV_{sv-p-L_2} (with space variant parameters estimated as in [29]) and the DTV_{sv-p-L_2} models for different values of BSNR are reported. Also in this case, the proposed model outperforms the competing ones. Note that the improvement is actually more significant in correspondence of higher noise levels. In Figure 14, a visual comparison between the reconstructions obtained by the different models for BSNR = 10 dB is proposed.

Table 4: SSIM values for the test image in [13] for BSNR = 20, 15, 10 dB.

| BSNR | TV-L_2 | TV_{p-L_2} | TV_{sv-p-L_2} | DTV_{sv-p-L_2} |
|------|--------|------------|---------------|----------------|
| 20   | 0.78   | 0.79       | 0.80          | 0.81           |
| 15   | 0.76   | 0.77       | 0.78          | 0.79           |
| 10   | 0.70   | 0.72       | 0.74          | 0.76           |
Figure 12: Detail of reconstruction of barbara image. Texture components are much better preserved by encoding directional information.

9 Conclusions and outlook

We presented a new space-variant anisotropic image regularisation term for image restoration problems based on the statistical assumption that the gradients of the target image are distributed locally according to a BGGD. This leads to a highly flexible regulariser characterised by four per-pixel free parameters. For their automatic and effective selection, we propose a neighbourhood-based estimation procedure relying on the ML approach. We empirically show the good asymptotic properties of the estimator and its consistency with the geometric intuition about the behaviour of the BGGD in various image regions (edges, corners and homogeneous areas). In terms of such parameters, we then study the corresponding space-variant and directional energy functional and apply it to the problem of image restoration in case of additive white Gaussian noise. Numerically, the restored image is computed efficiently by means of an iterative algorithm based on ADMM. The proposed regulariser is shown to outperform other space-variant restoration models and it is shown to achieve high quality restoration results, even when dealing with high levels of blur and noise. The directional feature of the regularisation considered results, in particular, in a better preservation of texture and details.

Future research directions include, first, the design of numerical algorithms other than ADMM with proved convergence properties also in the non-convex case such as, e.g., some suitable adaptation of the generalized Krylov subspace approaches proposed in [31, 24]. Then, automatic selection from the observed image of the “optimal” neighbourhood size for the preliminary parameter estimation step is a matter worthy to be investigated. Finally, it would be very interesting to couple the proposed regulariser with other data fidelity terms, so as to deal with noises other than additive Gaussian.
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