Abstract

Non-monotonic velocity profiles are an inherent feature of mixing flows obeying non-slip boundary conditions. There are, however, few known models of laminar mixing which incorporate this feature and have proven mixing properties. Here we present such a model, alternating between two non-monotonic shear flows which act in orthogonal (i.e. perpendicular) directions. Each shear is defined by an independent variable, giving a two-dimensional parameter space within which we prove the mixing property over open subsets. Within these mixing windows, we use results from the billiards literature to establish exponential mixing rates. Outside of these windows, we find large parameter regions where elliptic islands persist, leading to poor mixing. Finally, we comment on the challenges of extending these mixing windows and the potential for a non-exponential mixing rate at particular parameter values.
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1 Introduction

1.1 Background

Mixing a fluid in some domain $X$ by chaotic advection, essentially stirring, typically concerns the study of time-$T$ periodic incompressible laminar flows $\mathbf{v}(x, t) = \mathbf{v}(x, t + T)$, $x \in X$. The dynamical features of these flows are described by the trajectories of fluid particles within the system, in particular their positions after each time period $T$. This defines a map $f: X \rightarrow X$ which sends the initial position of a particle to its position after time $T$. The long term behaviour of the flow $\mathbf{v}$ on $X$ is then described by repeated iterations of the map $f$, denoted by $f^n$, and the incompressibility condition on $\mathbf{v}$ tells us that $f$ preserves the Lebesgue measure $\mu$ on $X$. Ergodic theory provides the mathematical framework for understanding the long term behaviour of iterating such maps, most importantly it gives a precise definition for what it means for a map to be mixing:

**Definition 1.** A $\mu$-preserving invertible map $f : X \rightarrow X$ is mixing if $\lim_{n \rightarrow \infty} \mu(f^n(B) \cap A) = \mu(A)\mu(B)$ for all measurable $A, B \subset X$, $\mu(X) = 1$.

A hallmark of chaotic advection in two dimensions is an iterative ‘stretching and folding’ type action. Starting with a blob of fluid $B$, this action transforms $f^n(B)$ into a thin fluid filament which is repeatedly folded to spread across the entire domain, or any target set $A$. A natural model for this behaviour is to compose shear maps, which stretch while preserving $\mu$, on the torus $\mathbb{T}^2$, whose periodic boundaries interweave the long fluid filaments. A canonical
example is the Cat Map $H: \mathbb{T}^2 \to \mathbb{T}^2$ (Arnold and Avez 1968). Parameterise $\mathbb{T}^2$ by $(x, y) \in (\mathbb{R}/\mathbb{Z})^2$, then $H = G \circ F$ composes horizontal and vertical shears, written in matrix form as

$$
\begin{pmatrix}
  x \\
  y
\end{pmatrix} \mapsto \begin{pmatrix}
  1 & 0 \\
  1 & 1
\end{pmatrix}
\begin{pmatrix}
  1 & 1 \\
  0 & 1
\end{pmatrix}
\begin{pmatrix}
  x \\
  y
\end{pmatrix} \mod 1 = \begin{pmatrix}
  1 & 1 \\
  1 & 2
\end{pmatrix}
\begin{pmatrix}
  x \\
  y
\end{pmatrix} \mod 1,
$$

where $DF, DG$ denote the Jacobians of the maps $F, G$. Since $H$ can be defined using a single hyperbolic matrix $M$, the map is uniformly hyperbolic, with the same magnitude and directions of expansion, contraction across the entire domain. While this allows for a straightforward proof of the mixing property, mixing in a realistic fluid flow is typically non-uniform due to the influence of walls and non-linear velocity profiles. The key barriers to mixing in this setting are elliptic islands, invariant subsets within which particle paths trace out closed curves. From a fluids perspective these curves form material lines in the flow which particles cannot penetrate (except by diffusion), leading to poor mixing (Ottino, 1989). An illustration of an island pair is given later in Figure 3(b). Previous studies which try to minimise island structures in realistic mixing flows include Franjione et al. (1992), looking at eggbeater and duct flows, and Hertzsch et al. (2007), looking at mixing in DNA microarrays.

Several mappings exist which incorporate realistic flow phenomena and still allow for a proof of the mixing property. Linked Twist Maps (Burton and Easton, 1980), hereafter LTMs, compose monotonic shears which act on annuli of the torus, leaving a region invariant which models a boundary within the domain. Mixing properties can be shown in the co-rotating case, where the shears act in the positive $x$ and $y$ directions (Wojtkowski, 1980). In the counter-rotating case, where the direction of one shear is reversed, island structures develop and can only be broken up by taking strong shears. This highlights a potential challenge for mixing by non-monotonic shears, which inherently exhibit this counter rotating quality. Indeed, there are few examples of non-monotonic toral maps with proven mixing properties. Cerbelli and Giona’s map (hereafter the CG Map), studied in Cerbelli and Giona (2005), MacKay (2006), and Cerbelli and Giona (2008), incorporates non-monotonicity into the first shear by taking

$$
F(x, y) = \begin{cases}
(x + 2y, y) \mod 1 & \text{for } y \leq \frac{1}{2}, \\
(x + 2(1 - y), y) \mod 1 & \text{for } y \geq \frac{1}{2},
\end{cases}
$$

and leaves $G$ unchanged. While this introduces a non-hyperbolic derivative matrix over half the domain, a unique geometric feature of the map ensures that this does not compromise long term stretching behaviour. Indeed, hyperbolic and mixing properties of the CG Map can be proven by quite direct means, with analysis of the unstable foliation revealing that fluid filaments get stretched and folded in a very regimented fashion. This is not the case for generic non-monotonic shears $F$, as shown in Myers Hill et al. (2021), where shears of the form

$$
F_\eta(x, y) = \begin{cases}
(x + \frac{1}{\eta - \eta} y, y) \mod 1 & \text{for } y \leq 1 - \eta, \\
(x + \frac{1}{\eta} (1 - y), y) \mod 1 & \text{for } y \geq 1 - \eta,
\end{cases}
$$

are considered with $G$ left unchanged. An illustration of this shear is given in Figure 1(a); note that parameter values $\eta = 0$ and $\eta = 1/2$ give the Cat Map and CG Map respectively. Mixing properties over subsets of the parameter space $0 < \eta < 1/2$ are shown using a scheme from Katok and Strelcyn (1986), Theorem 2 in the present work, which gives comparatively easy to verify conditions under which non-uniformly hyperbolic systems are mixing, compared to arguing by direct means. Non-uniform hyperbolicity ensures the existence (almost everywhere) of local stable and unstable manifolds which, roughly speaking, describe the characteristic local flow direction in backwards and forwards time respectively (see for example Beigie et al. 1994). The way in which blobs of fluid are stretched and spread across the domain is then described well by the images of these local manifolds, and mixing properties follow from intersection conditions on these images. Broadly speaking, the key challenge to showing these conditions for non-

*In particular non-uniformly hyperbolic systems with singularities, which are inherent to piecewise linear maps.
monotonic systems is the sign alternating property as described in Cerbelli and Giona (2005). While hyperbolicity ensures that the images of local manifolds grow exponentially in length, non-linear shears like \( F_\eta \) fold these images back on themselves, potentially inhibiting their spread across the domain (also commented on in Przytycki 1983). This challenge can often be overcome by establishing sufficiently strong stretching behaviour over one or several iterates, a method we will employ here to prove mixing properties of maps composing two non-monotonic shears. While taking \( G \) similar to \( F_\eta \) (see Figure 1(b)) means that the images of local manifolds will fold back on themselves more often, in turn the gradients defining \( G \) will become steeper, giving stronger stretching behaviour.

Alongside knowing whether a map is mixing, it is desirable to know the rate at which we approach a mixed state. That is, what is the rate of decay of \( |\mu(f^n(B) \cap A) - \mu(A)\mu(B)| \) with \( n \)? Taking indicator functions \( 1_A(x) = 1 \) if \( x \in A \), 0 otherwise, and defining the correlation function
\[
C_n(\phi, \psi, f, \mu) = \int (\phi \circ f^n) \psi \, d\mu - \int \phi \, d\mu \int \psi \, d\mu
\]
for observables \( \phi, \psi : T^2 \rightarrow \mathbb{R} \), this amounts to studying the decay of \( |C_n(1_B, 1_A, f, \mu)| \). For uniformly hyperbolic maps, proving exponential correlation decay rate is quite straightforward using a Young tower construction, shown explicitly for the Cat Map in Chernov and Young (2000), based on the theory developed in Young (1998), Young (1999). The theory has been extended to hyperbolic systems with singularities (Chernov, 1999) culminating in schemes from Chernov and Zhang (2005), which give conditions under which systems enjoy exponential or polynomial decay of correlations, provided hyperbolicity is sufficiently strong. While aimed at application to billiards systems, the scheme is readily applicable to models of fluid mixing, most recently in Springham and Sturman (2014) where the mixing rate for a wide class of linked twist maps is shown to be at worst polynomial.

1.2 Statement of results

![Figure 1: A family of area preserving maps](image)

Let \( H_{(\xi,\eta)} : T^2 \rightarrow T^2 \) be the composition of two shears \( F_\eta \) and \( G_\xi \), where \( F_\eta \) is given by (1) and \( G_\xi \) maps
\[
(x, y) \mapsto \begin{cases} 
(x, y + \frac{1}{1-\xi}x) \mod 1 & \text{for } x \leq 1 - \xi, \\
(x, y + \frac{1}{\xi}(1-x)) \mod 1 & \text{for } x \geq 1 - \xi.
\end{cases}
\]
Write \( H = H_{(\xi,\eta)} \) and partition the torus into four rectangles \( R_j \) using the lines \( x = 0, y = 0, x = 1 - \xi, \) and \( y = 1 - \eta \), as shown in Figure 2. Letting \( A_j = F_\eta^{-1}(R_j) \), the derivative \( DH \) is defined everywhere outside of the set...
Figure 2: A partition of the torus into four rectangles \( R_j \), and their images \( A_j \) under \( F^{-1} \), \( A'_j \) under \( G \). The smallest partition elements \( A_4 \) and \( A'_4 \) are left unlabelled. Case illustrated \( \xi = \eta = 0.2 \).

Figure 3: Poincaré sections for \( H(\xi, \eta) \) at parameter values (a): \( \xi = \eta = 1/10 \), (b): \( \xi = 3/10, \eta = 6/10 \), (c): \( \xi = \eta = 1/2 \). Starting point is \( z_0 = (1/\sqrt{2}, 1/\sqrt{3}) \), 50,000 iterates shown. In (a) we see fully ergodic behaviour, in (b) island structures are present, and in (c) orbits can become trapped near invariant sets of line segments.

\[ D = \bigcup_j \partial A_j \] and is constant on each of the \( A_j \). The matrices \( M_j = DH|_{A_j} \) are given by

\[
M_1 = \begin{pmatrix}
\frac{1}{1-\xi} & \frac{1-\eta}{(1-\xi)(1-\eta)} \\
1 + \frac{1-\eta}{(1-\xi)(1-\eta)} & 0
\end{pmatrix}, \quad M_2 = \begin{pmatrix}
1 & -\frac{1-\eta}{\xi(1-\eta)} \\
-\frac{1}{\xi} & 1 - \frac{1}{\xi(1-\eta)}
\end{pmatrix},
\]

\[
M_3 = \begin{pmatrix}
\frac{1}{1-\xi} & -\frac{1-\eta}{\eta(1-\xi)} \\
1 - \frac{1-\eta}{\eta(1-\xi)} & 0
\end{pmatrix}, \quad M_4 = \begin{pmatrix}
1 & -\frac{1}{\eta} \\
-\frac{1}{\eta} & 1 + \frac{1}{\eta^2}
\end{pmatrix}.
\]

Letting \( A'_j = G(R_j) = H(A_j) \), the derivative of \( H^{-1} \) is defined everywhere outside of the set \( D' = \bigcup_j \partial A'_j \) and is constant on each of the \( A'_j \). The labelled intersections with the axes are \( y_1 = (1-\xi)(1-\eta) \), \( y_2 = 1-\eta + \xi\eta \), \( x_1 = \eta(1-\xi) \), and \( x_2 = 1-\xi\eta \).

The aim of this paper is to establish mixing results on some subset of the parameter space \( 0 < \xi, \eta < 1 \). Figure 3 shows the orbit starting at \( z_0 = (1/\sqrt{2}, 1/\sqrt{3}) \) for three parameter choices, highlighting a variety of ergodic and elliptic behaviour over the parameter space. A sketch of the results in the present work is given in Figure 4.
Figure 4: Proven behaviour of $H(\xi,\eta)$ over the parameter space $0 < \xi, \eta < 1$. Regions $I_n$ and their reflections exhibit persistent elliptic island structures, explored in section 7.3.

In section 2 we state two results which give an efficient scheme for proving the mixing property. Sections 3, 4, 5 give a simplified proof of the mixing property over a subset of the one dimensional parameter space $\xi = \eta$. In particular we show:

**Theorem 1.** The map $H = H(\eta,\eta)$ has the Bernoulli property for $0 < \eta < \eta_1 \approx 0.2024$.

In section 6 we prove exponential decay of correlations for $H$ over this subset. In section 7 we generalise our results to the wider two dimensional parameter space; making a small technical adjustment to Lemmas 2 and 4 establishing parameter space symmetries, and proving our main result, Theorem 6. Section 8 looks at the special case $H(\xi,\eta)$ with $\xi = \eta = \frac{1}{2}$, which exhibits some unique dynamical features. We conclude with some final remarks in section 9.

## 2 Proof Outline

Our scheme for proving the Bernoulli property is to satisfy the qualifications given in the following theorem from Katok and Strelcyn (1986), paraphrased in Sturman et al. (2006).

**Theorem 2 (Katok and Strelcyn).** Let $f : X \to X$ be a measure preserving map on a measure space $(X, \mathcal{F}, \mu)$ such that $f$ is $C^2$ smooth outside of a singularity set $S$ where differentiability fails. Suppose that the Katok-Strelcyn conditions hold:

1. **(KS1):** $\exists a, C_1 > 0$ s.t. $\forall \epsilon > 0, \mu(B_\epsilon(S)) \leq C_1 \epsilon^a$.
2. **(KS2):** $\exists b, C_2 > 0$ s.t. $\forall z \in X \setminus S, \|D^2 f(z)\| \leq C_2 d(z, S)^{-b}$ where $D^2 f$ is the second derivative of $f$ at $z$.
3. **(KS3):** Lyapunov exponents exist and are non-zero almost everywhere.
Then at almost every $z$ we can define local unstable and stable manifolds $\gamma_u(z)$ and $\gamma_s(z)$. Suppose that the manifold intersection property holds:

\((M)\): For almost any $z, z' \in X$, $\exists m, n$ s.t. $f^m(\gamma_u(z)) \cap f^{-n}(\gamma_s(z')) \neq \emptyset$.

Then $f$ is ergodic. Furthermore the Bernoulli property holds, provided we can show the repeated manifold intersection property:

\((MR)\): For almost any $z, z' \in X$ there exists $M, N$ such that for all $m > M$ and $n > N$, $f^m(\gamma_u(z)) \cap f^{-n}(\gamma_s(z')) \neq \emptyset$.

The scheme extends Pesin theory (establishing ergodic properties of $C^2$ smooth non-uniformly hyperbolic systems, \cite{Pesin1977}) to systems which are smooth outside of some singularity set. The conditions \((KS1-2)\) ensure that this set has manageable influence, and follow easily from our map's definition. We take our map as $f = H$, our domain as $X = \mathbb{T}^2$, and our singularity set as $S = D$. Taking $\mu$ to be the Lebesgue measure on $\mathbb{T}^2$, clearly $\mu(S) = 0$. When we say ‘for almost any $z \in \mathbb{T}^2$’, we will be referring to the full measure set $X' = \mathbb{T}^2 \setminus S_{\infty}$, $S_{\infty} = \bigcup_{k \geq 0} H^{-k}(D) \cup \bigcup_{k \geq 0} H^k(D')$, where $H$ and all its powers $H^k$, $k \in \mathbb{Z}$ are differentiable. Since we can cover $D$ with arbitrarily thin rectangles, \((KS1)\) follows for some $C_1 > 0$ with $a = 1$. Since $H$ is piecewise linear, \((KS2)\) follows trivially.

Moving on to \((KS3)\), we define the (forwards-time) Lyapunov exponent at a point $z \in \mathbb{T}^2$ in direction $v \in \mathbb{R}^2$ by

$$
\chi(z,v) = \lim_{n \to \infty} \frac{1}{n} \log ||DH^n_z v||,
$$

where

$$
DH^n_z = DH_{H^{n-1}(z)} \cdot \ldots \cdot DH_{H(z)} \cdot DH_z
$$

is well defined at almost every $z$. We define $\log^+ (\cdot) = \max(\log(\cdot),0)$ and let $||\cdot||_{op}$ be the operator norm. Existence of Lyapunov exponents almost everywhere follows from Oseledets’ theorem \cite{Oseledets1968} provided that $\log^+ ||DH||_{op}$ is integrable. This clearly holds, so our first substantial task is proving that these exponents are non-zero. A particular form of Oseledets’ theorem in two dimensions is useful here. We paraphrase from \cite{Viana2014}:

\textbf{Theorem 3} \cite{Oseledets1968,Viana2014}. Let $F : X \times \mathbb{R}^2 \to X \times \mathbb{R}^2$ be given by $F(x, v) = (f(x), A(x)v)$ for some measure preserving map $f$ on a 2-dimensional manifold $X$ and some measurable function $A : X \to \text{GL}(2)$. Suppose $\log^+ ||A^{\pm 1}||$ are integrable and define

$$
\lambda_+(x) = \lim_{n \to \infty} \frac{1}{n} \log ||A^n(x)||, \quad \lambda_-(x) = \lim_{n \to \infty} \frac{1}{n} \log ||(A^n(x))^{-1}||^{-1},
$$

where $A^n(x) = A(f^{n-1}(x)) \cdot \ldots \cdot A(f(x)) \cdot A(x)$. Then for almost every $x \in X$,

1. either $\lambda_-(x) = \lambda_+(x)$ and

$$
\lim_{n \to \infty} \frac{1}{n} \log ||A^n(x)v|| = \lambda_+(x) \quad \forall v \in \mathbb{R}^2 \setminus \{0\}
$$

2. or $\lambda_+(x) > \lambda_-(x)$ and there exists a vector line $E^u_x \subset \mathbb{R}^2$ such that

$$
\lim_{n \to \infty} \frac{1}{n} \log ||A^n(x)v|| = \begin{cases} 
\lambda_-(x) & \text{for } v \in E^u_x \setminus \{0\}, \\
\lambda_+(x) & \text{for } v \in \mathbb{R}^2 \setminus E^u_x.
\end{cases}
$$

\textbf{Corollary 1}. Further assuming that $A$ takes values in $\text{SL}(2)$ gives $\lambda_-(x) = -\lambda_+(x)$. Hence if at some $x$ there exists $v_0 \in \mathbb{R}^2$ with $\lim_{n \to \infty} \frac{1}{n} \log ||A^n(x)v_0|| \neq 0$, it follows that $\lim_{n \to \infty} \frac{1}{n} \log ||A^n(x)v|| \neq 0$ for all non-zero vectors $v$.

Applying this corollary to the cocycle generated by the derivative $DH$ of our map $H$ gives an efficient scheme for establishing non-zero Lyapunov exponents. We let $A^n(z) = DH^n_z$, which takes values in $\text{SL}(2)$. If there exists $v_0$ such that $||DH^n_z v_0||$ grows exponentially with $n$, Corollary 1 gives $\chi(z,v) \neq 0$ for all $v \neq 0$. 
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3 Establishing non-uniform hyperbolicity

Proposition 1. Let $0 < \eta < 1/2$. At almost every $z$, $\chi(z,v) \neq 0$ for all $v \neq 0$.

Proof. Let $H = H_{(\eta,\eta)}$ and take matrices $M_j = DH|_{A_j}$, all of which are hyperbolic over $0 < \eta < 1/2$. Write the gradients of the unstable, stable eigenvectors of $M_j$ as $g_j^u$, $g_j^s$. One can verify that

\[ g_i^u(\eta) < g_i^u(\eta) < g_i^u(\eta) < g_i^u(\eta) < g_i^u(\eta) < g_i^u(\eta) \]  

across $0 < \eta < 1/2$. This allows us to define a cone region $C$ in the tangent space, bounded by the unstable eigenvectors of $M_2$ and $M_3$, which includes all of the unstable eigenvectors of the $M_j$, and none of the stable eigenvectors. It follows that this cone is invariant, that is, $M_j C \subset C$ for each $j$. It is easily verified that this cone is expanding, that is, there exists $\delta > 0$ such that $||M_j v|| \geq (1 + \delta)||v||$ for each $j$, vector $v \in C$, where $|| \cdot ||$ is whatever norm we put on the tangent space. Lower bounds on these expansion factors using a convenient norm, $|| \cdot ||_\infty$, are given explicitly in the next section.

For any $z \in X'$, $v_0 \in C$, it follows that $||DH^\eta v_0||$ grows exponentially with $n$. By Corollary 1, this implies $\chi(z,v) \neq 0$ for any $v \neq 0$.

Hence we have non-zero Lyapunov exponents almost everywhere, i.e. $H$ is hyperbolic.

4 Establishing ergodicity

In this section we will prove the following:

Proposition 2. Condition (M) holds for $H$ when $0 < \eta < \eta_1 \approx 0.2024$.

The proof consists of three stages. Non-zero Lyapunov exponents at $z \in X'$ implies the existence of local unstable and stable manifolds $\gamma_u(z)$ and $\gamma_s(z)$ at $z$. The first stage, Lemma 1, describes the nature of these local manifolds. In the next stage, Lemmas 2 and 3 we give an iterative scheme for growing the backwards (forwards) images of any local (un)stable manifold. We then grow the images of these manifolds up until the point where the images connect up certain partition boundaries. This then allows us, by Lemmas 4 and 5, to establish an intersection in the next several iterates.

Let $C'$ be the cone bounded by the stable eigenvectors of $M_2$ and $M_3$, including the stable eigenvectors of each of the $M_j$. It follows that this cone is invariant and expanding under $H^{-1}$. The cones $C$ and $C'$ provide bounds on the gradients of local manifolds:

Lemma 1. At every $z \in X'$, $\gamma_u(z)$ is a line segment aligned with some $v \in C$, and $\gamma_s(z)$ is a line segment aligned with some $v' \in C'$.

Proof. Since $H$ is piecewise linear, $\gamma_u(z)$ and $\gamma_s(z)$ are line segments, aligned with some vectors $v$ and $v'$ respectively. By definition, for any $\zeta, \zeta' \in \gamma_u(z)$

\[ \text{dist}(H^{-n}(\zeta), H^{-n}(\zeta')) \to 0 \]  

as $n \to \infty$. Similarly for any $\zeta, \zeta' \in \gamma_s(z)$

\[ \text{dist}(H^{n}(\zeta), H^{n}(\zeta')) \to 0 \]  

as $n \to \infty$. Note that $C$ can be described at the cone region bounded by the stable eigenvectors of $M_2^{-1}$ and $M_3^{-1}$ and including the stable eigenvectors of each $M_j^{-1}$. Clearly $v$ must be aligned in this cone, for if it falls outside of this region, repeatedly applying the $M_j^{-1}$ will pull $v$ towards the invariant expanding cone $C'$, resulting in exponential growth in its norm, which contradicts (4). Similarly $v'$ must lie in $C'$ to avoid contradicting (5).
We now move onto the growth stage. We say that a line segment has simple intersection with $A_j$ if its restriction to $A_j$ is empty or a single line segment. We define the $x$- and $y$-diameters of a line segment $\Gamma$ by $\text{diam}_x(\Gamma) = \nu(\{x \mid (x, y) \in \Gamma\})$ and $\text{diam}_y(\Gamma) = \nu(\{y \mid (x, y) \in \Gamma\})$, where $\nu$ is the Lebesgue measure on $\mathbb{R}$.

**Lemma 2 (Growth Lemma).** Let $\eta < \eta_1$. Given a line segment $\Gamma_{p-1}$, aligned with some $v \in C$ and having simple intersection with each $A_j$, there exists a line segment $\Gamma_p \subset H(\Gamma_{p-1})$ such that

(C1) $\Gamma_p$ is aligned with some vector in $C$,
(C2) $\text{diam}_y(\Gamma_p) \geq (1 + \delta) \text{diam}_y(\Gamma_{p-1})$ for some $\delta > 0$.

**Proof.** Let $|| \cdot ||$ denote the $|| \cdot ||_\infty$ norm. Since $|v_2| \geq |v_1|$ for every $v = (v_1, v_2)^T \in C$, vectors $v \in C$ have norm $||v|| = |v_2|$. Define minimum diameter expansion factors

$$K_j(\eta) = \inf_{v \in C} \frac{||M_jv||}{||v||},$$

for each of the matrices $M_j$. Over the cone, $M_1$, $M_2$ are minimal on the cone boundary given by the unstable eigenvector $v_u(M_2)$ of $M_2$, and $M_3$, $M_4$ are minimal on the other cone boundary $v_u(M_3)$. From this we can calculate the $K_j$ as

$$K_1 = \frac{2 - \eta}{1 - \eta}, \quad K_2 = \frac{1 - \eta}{\eta}, \quad K_3 = \frac{1 - \eta}{\eta}, \quad \text{and} \quad K_4 = \frac{1 - \eta + \eta^2}{\eta^2}. \quad (7)$$

Suppose $\Gamma_{p-1}$ has non-simple intersection with all the $A_j$ and each intersection is non-empty. Write the restriction of $\Gamma_{p-1}$ to $A_j$ as $\Gamma_j$. Now if for some $j$

$$K_j(\eta) \text{diam}_y(\Gamma_j) > \text{diam}_y(\Gamma_{p-1}), \quad (6)$$

we can take $\Gamma_p = H(\Gamma_j)$ to satisfy (C2). If $\Gamma_{p-1}$ was aligned with $v \in C$, $\Gamma_{p-1}$ is now aligned with $M_jv \in C$, so (C1) is also satisfied. If (6) does not hold, the proportion of $\Gamma_j$ in $\Gamma_{p-1}$ is bounded above by $K_j^{-1}$. Suppose (6) does not hold for $j = 2, 3, 4$. Then the proportion of $\Gamma_j$ in $\Gamma_{p-1}$ is bounded below by

$$\frac{\text{diam}_y(\Gamma_j)}{\text{diam}_y(\Gamma_{p-1})} > 1 - \frac{1}{K_2} - \frac{1}{K_3} - \frac{1}{K_4}. \quad (7)$$

Hence taking $\Gamma_p = H(\Gamma_j)$ satisfies (C2) provided that

$$K_1(\eta) > \frac{1}{1 - \frac{1}{K_2} - \frac{1}{K_3} - \frac{1}{K_4}}. \quad (7)$$

Plugging in the expressions for $K_j(\eta)$, the above is satisfied for $0 < \eta < \eta_1$, where $\eta_1 \approx 0.2024$ is the smallest real solution to the quartic equation $-\eta^4 + 4\eta^3 - 6\eta^2 + 6\eta - 1 = 0$. So for $\eta$ in this range, choosing one of $\Gamma_p = H(\Gamma_j)$ will always satisfy (C2). The case where $\Gamma_{p-1}$ has empty intersection with one or more of the $A_j$ follows as a trivial consequence.

The equivalent lemma for the growth of line segments under $H^{-1}$ is as follows. Recall the partition of the torus into four sets $A_j'$ given in Figure 2.

**Lemma 3.** Let $\eta < \eta_1$. Given a line segment $\Gamma_{p-1}$, aligned with some $v' \in C'$ and having simple intersection with each $A_j'$, there exists a line segment $\Gamma_p \subset H^{-1}(\Gamma_{p-1})$ such that

(C1') $\Gamma_p$ aligned with some vector in $C'$,
(C2') $\text{diam}_x(\Gamma_p) \geq (1 + \delta) \text{diam}_x(\Gamma_{p-1})$ for some $\delta > 0$.

**Proof.** Argument is entirely analogous. It is easily verified that the minimum diameter expansion of $M_j^{-1}$ over $C'$ is $K_j$ as defined before. The lemma, then, also holds for $0 < \eta < \eta_1$.  
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Let \( \Gamma \) be a line segment contained within some \( A_j \). If \( \Gamma \) has non-simple intersection with some \( A_j \), then \( H^k(\Gamma) \) contains a \( v \)-segment for some \( k \in \{1,2,3,4\} \).

**Proof.** Note that the sets \( A_1', A_2' \) are entirely contained within the strip \( \{x \leq 1 - \eta\} \), and the sets \( A_3', A_4' \) are entirely contained within the strip \( \{x \geq 1 - \eta\} \), so \( \Gamma \) lies entirely within one of these strips. Suppose first that it lies in \( \{x \leq 1 - \eta\} \), then \( \Gamma \) must have non-simple intersection with \( A_1 \) or \( A_2 \). Non-simple intersection with \( A_2 \) and \( A_4 \) is possible, but involves wrapping vertically around the torus, and in doing so implies non-simple intersection with \( A_1 \) or \( A_3 \). Assume \( \Gamma \) has non-simple intersection with \( A_1 \). Then it must either connect the segments \( 2a \) and \( 2b \) (shown in Figure 5) though \( A_2 \) or connect the segments \( 4a \) and \( 4b \) through \( A_4 \), depending which way it connects the two parts of \( A_1 \). The same is true when \( \Gamma \) has non-simple intersection with \( A_3 \).

Equivalent analysis can be applied to the strip \( \{x \geq 1 - \eta\} \). For \( \Gamma \) in this strip, it follows that \( \Gamma \) connects \( 3a \) to \( 3b \) through \( A_3 \) or connects \( 1a \) to \( 1b \) through \( A_1 \). This gives four possible cases. Denote the case where \( \Gamma \) connects \( ja \) to \( jb \) through \( A_j \) by case (j). We will show that all cases reduce to case (3). Suppose first that \( \Gamma \) satisfies case (4), connecting \( 4a \) to \( 4b \) through \( A_4 \). Then \( H(\Gamma) \) connects \( 4a' \) to \( 4b' \) through \( A'_4 \) (see Figure 5). To do this, \( H(\Gamma) \) must connect the segments \( 1a \) and \( 1b \), passing through \( A_1 \). That is, \( H(\Gamma) \) satisfies case (1). One can similarly show that if \( \Gamma \) satisfies case (1) then \( H(\Gamma) \) satisfies case (2), and that if \( \Gamma \) satisfies case (2) then \( H(\Gamma) \) satisfies case (3).

Looking at the images \( 3a' = H(3a) \) and \( 3b' = H(3b) \), we see that any line segment joining \( 3a' \) to \( 3b' \) must pass through \( y = 0 \) and \( y = 1 - \eta \), the lower and upper boundaries of \( R_1 \). It follows that if \( \Gamma \) satisfies case (3), \( H(\Gamma) \) contains a \( v \)-segment. For any of the four cases (j), \( j = 1,2,3,4 \), \( H^k(\Gamma) \) will contain a \( v \)-segment for \( k = 3,2,1,4 \).

**Lemma 5.** Let \( \Gamma \) be a line segment contained within some \( A_j \). If \( \Gamma \) has non-simple intersection with some \( A'_j \), then \( H^{-k}(\Gamma) \) contains a \( h \)-segment for some \( k \in \{1,2,3,4\} \).

**Proof.** The argument is almost entirely analogous, we say that \( \Gamma \) satisfies case (j') if \( \Gamma \) connects \( jA' \) to \( jB' \) through \( A'_j \) (see Figure 5 for an illustration of the relevant segments). \( \Gamma \) is entirely contained within one of the strips \( \{y \leq 1 - \eta\} \)
or \( \{ y \geq 1 - \eta \} \) which, together with the fact that \( \Gamma \) has non-simple intersection with some \( A_j \), implies that \( \Gamma \) satisfies case (j') for some \( j \). Again, we have that if \( \Gamma \) satisfies case (4') then \( H^{-1}(\Gamma) \) satisfies case (1'). This reduces to case (3'), and in turn reduces to case (2'). Any segment connecting 2A to 2B through \( A_2 \) must pass through the lines \( x = 1 - \eta \) and \( x = 0 \), the right and left boundaries of \( R_1 \). It follows that for \( \Gamma \) satisfying case (j'), \( j = 1, 2, 3, 4, \) \( H^{-k}(\Gamma) \) contains a \( h \)-segment for \( k = 3, 1, 2, 4 \).

We are now ready establish ergodicity.

**Proof of Proposition 2.** Given \( z \in X' \), by Lemma 1, \( \Gamma_0 = \gamma_u(z) \) is a line segment aligned with some vector \( v \in C \). By Lemma 2 we can generate a sequence of line segments \( (\Gamma_p)_{0 \leq p \leq P} \), with \( \Gamma_p \subset H^p(\gamma_u(z)) \) and the diameter of \( \Gamma_p \) growing exponentially with \( p \). It follows that after finitely many \( P \) steps, \( \Gamma_P \) must have non-simple intersection with one of the partition elements \( A_j \). Since \( H^{-1}(\Gamma_P) \) lies entirely within some \( A_j \), \( \Gamma_P \) lies entirely within some \( A_j' \).

Now by Lemma 3, \( H^k(\Gamma_P) \) contains a \( v \)-segment for some \( k \in \{1, 2, 3, 4\} \). Hence we have found \( m = P + k \) such that \( H^m(\gamma_u(z)) \) contains a \( v \)-segment. Similarly given \( z' \in X' \), by Lemmas 1, 3, and 5 we can find \( n \) such that \( H^{-n}(\gamma_u(z')) \) contains a \( h \)-segment. It follows that they must intersect. \( \square \)

We now move onto establishing stronger mixing properties.

## 5 Establishing the Bernoulli property

**Proposition 3.** Condition (MR) holds for \( H \) when \( 0 < \eta < \eta_1 \approx 0.2024 \).

**Proof.** Given \( z \in X' \), by Lemmas 4 we have found \( M_0 \) such that \( H^{M_0}(\gamma_u(z)) \) contains a segment \( \Gamma \) which joins \( 3a' \) to \( 3b' \) through \( A_3 \). As shown in the previous section, this means that \( \Gamma \) contains a \( v \)-segment. It also follows that \( \Gamma \) satisfies case (2) so, by induction, we have that \( H^{2k}(\Gamma) \) contains a \( v \)-segment for \( k \in \mathbb{N} \). Consider the quadrilateral \( Q_1 \subset A_1 \), defined by its corners

\[
q_1 = \left( \frac{(1-\eta)^3}{1+(1-\eta)^2}, 0 \right), \quad q_2 = \left( \frac{(1-\eta)^2}{1+(1-\eta)^2}, 0 \right), \quad q_3 = \left( 0, \frac{(1-\eta)^3}{1+2(1-\eta)^2} \right), \quad q_4 = \left( 0, \frac{(1-\eta)^4}{1+2(1-\eta)^2} \right).
\]
Figure 7: Diagram showing that if a segment $\Gamma$ connects $3a'$ to $3b'$ through $A'_3$, then $H(\Gamma)$ must satisfy case (2).

An illustration of $Q_1$ and its image $H(Q_1) \subset A_2$ are shown in Figure 7. One can show that each of the points $q_i$ map into the boundary of $A_2$ so that if $\Gamma$ joins the dashed boundaries of $Q_1$, then $H(\Gamma)$ satisfies case (2). For $\Gamma$ joining $3a'$ to $3b'$ through $A'_3$, $\Gamma$ must intersect the line $y = 0$ at some point $(x, 0)$ with $0 \leq x \leq x_v = \eta^2(1 - \eta)(1 - \eta + \eta^2)^{-1}$. Hence our $\Gamma$ joins the dashed lines of $Q_1$ as described, provided that $x_v(\eta) \leq q_1(\eta)$. This holds for $\eta \leq \eta_2 \approx 0.4302$. Since $\eta_2 > \eta_1$, this holds in our parameter range so $H(\Gamma)$ satisfies case (2). By the same argument as before, by induction it follows that $H^{1+2k}(\Gamma)$ contains a $v$-segment for $k \in \mathbb{N}$. Let $M = M_0 + 2$, then $H^m(\gamma_u(z))$ contains a $v$-segment for all $m \geq M$.

By an entirely analogous argument, showing that $h$-segments and their images under $H^{-1}$ must satisfy case (3) given any $z' \in X$ we can find $N = N_0 + 2$ such that $H^{-n}(\gamma_u(z'))$ contains a $h$-segment for any $n \geq N$. Since $z$ and $z'$ are arbitrary, this establishes (MR).

We are now ready to prove the main theorem.

Proof of Theorem 4. Noting that (KS1) and (KS2) were trivially satisfied, and the other conditions follow from Propositions 1, 2, 3 over $0 < \eta < \eta_1$, Theorem 2 gives the Bernoulli property for $\eta$ over this range.

6 Rate of mixing

The fact that we have strong expansive behaviour across the entire domain under just one iterate of $H$ allows us to deduce an exponential rate of mixing with minimal further analysis. Define the correlation function $C_n$ as in (2). We will show:

Theorem 4. Let $0 < \eta < \eta_1$. There exists constants $c_1, c_2 > 0$ such that $|C_n(\phi, \psi, H, \mu)| < c_1 e^{-c_2 n}$ for all Hölder continuous observables $\phi, \psi$. That is, we have exponential decay of correlations.

\footnote{Showing the equivalent to the $x_v(\eta) \leq q_1(\eta)$ bound for $H^{-1}$ requires only $\eta < \eta'_2 \approx 0.4643$.}
We will follow a scheme outlined in [Chernov and Zhang, 2005], which gives easily verifiable conditions under which a system exhibits exponentially decaying return times to a subset $\Lambda$, and subsequently exponential decay of correlations by construction of a Young Tower. We first list some basic properties for systems amenable to the scheme, paraphrased from [Chernov and Zhang, 2005].

Let $M$ be an open domain in a 2D $C^\infty$ compact Riemannian manifold $M$ with or without boundary, $f : M \to M$.

(CZ1): Smoothness. The map $f$ is a $C^2$ diffeomorphism of $M \setminus S$ onto $f(M \setminus S)$, where $S$ is a closed set of zero Lebesgue measure.

(CZ2): Hyperbolicity. At any $x \in M' \subset M$ where $Df_x$ exists, there exists two families of cones $C^u_x$ (unstable) and $C^s_x$ (stable) such that $Df_x(C^u_x) \subset C^u_{f(x)}$ and $Df_x(C^s_x) \supset C^s_{f(x)}$. There exists a constant $\lambda > 1$ such that

$$\|Df_x(v)\| \geq \|v\| \forall v \in C^u_x \quad \text{and} \quad \|Df^{-1}_x(v)\| \geq \|v\| \forall v \in C^s_x.$$ 

These families of cones are continuous on $M'$, and the angle between $C^u_x$ and $C^s_x$ is bounded away from zero. For any $f$-invariant measure $\mu'$, at almost every $x \in M$ we have non-zero Lyapunov exponents and can define local unstable and stable manifolds $W^u(x)$, $W^s(x)$.

(CZ3): SRB measure. The map $f$ preserves an measure $\mu$ whose conditional distributions on unstable manifolds are absolutely continuous, and is mixing.

(CZ4): Distortion bounds. Let $\lambda(x)$ denote the factor of expansion on the unstable manifold $W^u(x)$. If $x, y$ belong to an unstable manifold $W^u$ such that $f^m$ is defined and smooth on $W^u$, then

$$\log \prod_{i=0}^{n-1} \frac{\lambda(f^i x)}{\lambda(f^i y)} \leq \alpha(\text{dist}(f^n x, f^n y))$$

where $\alpha(\cdot)$ is some function, independent of $W^u$, with $\alpha(s) \to 0$ as $s \to 0$.

(CZ5): Bounded Curvature. The curvature of unstable manifolds is uniformly bounded by a constant $B \geq 0$.

(CZ6): Absolute continuity. If $W_1, W_2$ are two small unstable manifolds close to each other, then the holonomy map $h : W_1 \to W_2$ (defined by sliding along stable manifolds) is absolutely continuous with respect to the induced Lebesgue measures $\nu_{W_1}$ and $\nu_{W_2}$, and its Jacobian is bounded:

$$\frac{1}{C'} \leq \frac{\nu_{W_2}(h(W_1))}{\nu_{W_1}(W_1)} \leq C'$$

for some $C' > 0$, where $W_1' \subset W_1$ is the set of points where $h$ is defined.

(CZ7): Structure of the singularity set. For any unstable curve $W \subset M$ (a curve whose tangent vectors lie in unstable cones) the set $W \cap S$ is finite or countable and $\ldots$

Denote the length of an line segment $W$ by $|W|$. Denote the connected components of $W \cap (M \setminus S)$ by $W_i$. We are now ready to give the result from [Chernov and Zhang, 2005], specifically their Theorem 10 with $m = 1$.

**Theorem 5** (Chernov and Zhang). Let $f$ be defined on a 2D manifold $M$ and satisfy the requirements (CZ1-7). Suppose

$$\liminf_{\delta \to 0} \sup_{W: |W| < \delta} \sum \lambda_i^{-1} < 1$$

where the supremum is taken over unstable manifolds $W$ and $\lambda_i$ denotes the minimal expansion factor on $W_i$. Then the map $f : M \to M$ enjoys exponential decay of correlations.

**Application to our maps**

We now apply this scheme directly to establish exponential decay of correlations for $H$.

\[\text{‡}\text{There is an additional requirement in the countable case, irrelevant for our particular singularity set.}\]
Proof of Theorem 4. Take \( M = M = T^2 \) and \( f = H \). Starting with (CZ1), take \( S = D \) as defined in the introduction and let \( M' = T^2 \setminus D \). Clearly \( H : M' \to H(M') \) is a \( C^2 \) diffeomorphism and \( \mu(D) = 0 \). Moving onto (CZ2), take \( C^u_x = C \) and \( C^s_x = C' \) for all \( x \in M' \). Clearly these are continuous over \( M' \) with cone invariance, expansion transversality shown in section 3 (CZ3) follows from Theorem 1 noting that Bernoulli implies strong mixing in the ergodic hierarchy. Next (CZ4), (CZ5) follow from piecewise linearity of \( H \) and (CZ6) follows from (KS1-3). Finally since vectors tangent to \( D \) lie in \( C' \), unstable curves \( W \) (with tangent vectors in \( C \)) meet \( D \) transversally. Since \( D \) is a finite collection of segments, \( W \cap D \) is finite, satisfying (CZ7).

It remains to show the one step expansion condition (8). Note that by inspection of the partition \( A_i \) in Figure 2 we can pick \( \delta \) sufficiently small so that any unstable manifold of length \( \delta \) has at most three intersections with \( D \), giving four connected components \( W_i = W \cap A_i \). Note that each expansion factor \( \lambda_i \) is then bounded from below by \( K_i \) which are defined in the same way as the \( K_i \) in section 4 only using the \( || \cdot ||_2 \) norm rather than \( || \cdot ||_\infty \). So (8) holds provided that \( \sum_{i=1}^4 K_i^{-1} < 1 \), which can be rewritten as

\[
\frac{1}{K_1(\eta)} < 1 - \frac{1}{K_2(\eta)} - \frac{1}{K_3(\eta)} - \frac{1}{K_4(\eta)},
\]

(9)

Note the similarity with inequality 7 in section 4. Considering expansion under the \( || \cdot ||_2 \) norm results in a less stringent bound on the parameter space, so that this holds over \( 0 < \eta < \eta_1 \) as required. By Theorem 5 \( H \) then exhibits exponential decay of correlations over this parameter range.

7 The two dimensional parameter space

In this section we generalise our results to the full \( 0 < \xi, \eta < 1 \) parameter space. We begin by making a small adjustment to Lemmas 2 and 3 in the context of the \( \xi = \eta \) parameter space, which will allow us to establish a larger mixing window in section 4.

7.1 Weakening the growth condition

We begin by weakening condition 7 in section 4. Let \( \Gamma \) be a line segment which has simple intersection with each of the \( A_i \). For each \( M_j \) let \( K_j(\eta, v) = ||M_j v||_\infty ||v||_\infty^{-1} \) be the expansion factor for the matrix \( M_j \) in the direction \( v \in C \). Condition 7 can be rewritten in the form

\[
\sum_{i=1}^4 \sup_{v \in C} \frac{1}{K_i(\eta, v)} < 1
\]

which assumes \( \Gamma \) to have the least expansive gradient in each \( A_i \). But since the gradient of \( \Gamma \) is constant, an equally valid (and weaker) condition is given by

\[
\sup_{v \in C} \sum_{i=1}^4 \frac{1}{K_i(\eta, v)} < 1.
\]

(10)

Unit vectors in \( C \) are of the form \( (k, 1)^T \) for \( k_0 \leq k \leq k_1 \) with \( k_0 = \eta / (\eta - 1) \), \( k_1 = 1 \). For each \( i \) let \( M_i = \begin{pmatrix} a_i & b_i \\ c_i & d_i \end{pmatrix} \), then

\[
\sum_{i=1}^4 \frac{1}{K_i(\eta, v)} = \sum_{i=1}^4 \frac{1}{|c_i k + d_i|} = \frac{1}{c_1 k + d_1} + \frac{1}{-c_2 k - d_2} + \frac{1}{-c_3 k - d_3} + \frac{1}{c_4 k + d_4} =: \Phi(\eta, k)
\]

Expansion in the \( || \cdot ||_2 \) norm follows from a similar argument.
where we have used the fact that $M_2$ and $M_3$ are orientation reversing. Now

$$\frac{\partial^2 \Phi}{\partial k^2} = \frac{2c_1^2}{(c_1k + d_1)^3} + \frac{2c_2^2}{(-c_2k - d_2)^3} + \frac{2c_3^2}{(-c_3k - d_3)^3} + \frac{2c_4^2}{(c_4k + d_4)^3}$$

which, by comparing with the terms of $\Phi(\eta, k)$, is clearly positive. Hence for each $\eta$, $\Phi$ as a function in $k$ is convex, giving

$$\sup_{\eta,k} \frac{1}{\max_{k_0 \leq k \leq k_1} \Phi(\eta,k)} = \sup_{k_0 \leq k \leq k_1} \Phi(\eta,k) = \max\{\Phi(\eta,k_0), \Phi(\eta,k_1)\}.$$

Over $0 \leq \eta < \frac{1}{2}$ we have that $\Phi(\eta,k_0) > \Phi(\eta,k_1)$ so that (10) (and by extension the growth lemma in forwards time) holds over $0 < \eta < \eta_3$ where $\eta_3 \approx 0.2389$ solves the equation $\Phi(\eta,k_0) = 1$. The growth lemma in backwards time requires the same inequality.

### 7.2 Parameter space symmetries

Note that the system of maps $H(\xi,\eta) = G_\xi \circ F_\eta$ given in the introduction is well defined and incorporates two non-monotonic shears for all $0 < \xi, \eta < 1$. Two symmetries exist which allow us to reduce this parameter space by a factor of four. Firstly consider $\sigma_1(\xi, \eta) = (\eta, \xi)$, reflection in the line $\eta = \xi$. We claim that

$$S_1 \circ G_\xi \circ F_\eta = F_\xi \circ G_\eta \circ S_1$$

where $S_1 : \mathbb{T}^2 \to \mathbb{T}^2$ maps $(x, y) \mapsto (y, x)$. This follows from the fact that $S_1(A_j) = G_\eta^{-1}(S_1(R_j))$ for $j = 1, \ldots, 4$ and the definitions of $F$, $G$ given in the introduction. Let $\mathcal{H} = F \circ G$ (shearing vertically first instead of horizontally) then it follows that we have a semi-conjugacy between $H(\xi,\eta)$ and $\mathcal{H}(\eta,\xi) = H_{\sigma_1(\xi, \eta)}$. Clearly $H$ and $\mathcal{H}$ share the same mixing properties, so mixing properties of $H_{\sigma_1(\xi, \eta)}$ follow from those of $H(\xi, \eta)$.

Similarly take $\sigma_2(\xi, \eta) = (1 - \eta, 1 - \xi)$, reflection in the line $\eta = 1 - \xi$. One can verify that

$$S_2 \circ G_\xi \circ F_\eta = F_{1-\xi} \circ G_{1-\eta} \circ S_2$$

where $S_2 : \mathbb{T}^2 \to \mathbb{T}^2$ maps $(x, y) \mapsto (1 - y, 1 - x)$, noting that $S_2(A_j) = G_{1-\eta}(S_1(R_j))$. This gives $H(\xi, \eta)$ conjugate to $H_{\sigma_2(\xi, \eta)}^{-1}$, which has the same mixing properties as $H_{\sigma_2(\xi, \eta)}$.

Taking both of these symmetries into account, we need only study the reduced parameter space $\mathcal{P}$ defined by $\xi \leq \eta \leq 1 - \xi$ with $0 < \xi \leq 1/2$.

### 7.3 Elliptic islands

We state without proof a generic result on elliptic islands for piecewise linear toral automorphisms.

**Proposition 4.** Let $H$ be a piecewise linear, continuous, area-preserving toral map with singularity set $\mathcal{D}$. Suppose $H$ admits an order $n$ periodic orbit $\{z_1, z_2, \ldots, z_n\}$ such that the associated cocycle $M = DH_n$ satisfies $|\text{tr}(M)| < 2$ and $\text{dist}(z_k, \mathcal{D}) > 0$ for $k = 1, \ldots, n$. Then there exists an ellipse $E$ centred at $z_1$ such that $H^n(E) = E$.

We now apply the result to three periodic orbits of $H(\xi, \eta)$.

**Corollary 2.** $H$ exhibits elliptic islands of positive measure over the following parameter spaces:

1. $(\xi_1) \quad \frac{1}{2} < \eta \leq 1 - \xi$ for $0 \leq \xi < \frac{1}{2}$,
2. $(\xi_2) \quad 0 < \xi < \min \left\{ 1 - \frac{1}{\sqrt{\eta}}, \frac{8\eta^3 - 22\eta^2 + 18\eta + \sqrt{4\eta^3 - 4\eta^2 + 1 - \frac{1}{\eta}}}{2(4\eta^3 - 9\eta^2 + 7\eta - 2)} \right\},$
3. $(\xi_3) \quad \max \left\{ \frac{1}{3 - \sqrt{\eta}}, \frac{2\eta^2 - 4\eta + 1}{2\eta^2 - 3\eta + 1} \right\} < \eta < \frac{1}{2}.$
Proof. Starting with \( I_1 \), consider the periodic orbit \( \{z_1, z_2\} \) where

\[
z_1 = \left( \frac{-2\xi^2 + 5\eta - \xi - 3\eta + 1}{4\xi \eta - 4\eta + 1}, \frac{-2\xi^2 + 3\xi \eta + 2\eta^2 - 4\eta + 1}{4\xi \eta - 4\eta + 1} \right)
\]

and

\[
z_2 = \left( \frac{4\eta(2\xi^2 - 3\xi + 1)}{4\xi \eta - 4\eta + 1}, \frac{-2\xi^2 + 5\xi \eta + 2\eta^2 - 5\eta + 1}{4\xi \eta - 4\eta + 1} \right).
\]

We claim that for \( (\xi, \eta) \in I_1 \) both \( z_1 = (x_1, y_1) \) and \( z_2 = (x_2, y_2) \) are contained in the interior of \( A_3 \), i.e. both \( F(z_k) \) are in \( R_3 \). Now \( F(x_1, y_1) = (x_2, y_2) \) and \( F(x_2, y_2) = (x_1, y_1) \) so we require \( 0 < x_k < 1 - \xi \) and \( 1 - \eta < y_k < 1 \), which is easily verified for \( (\xi, \eta) \in I_1 \). It follows that \( \text{dist}(z_k, \mathcal{D}) > 0 \) and the associated cocycle is \( M_3^jM_3 \). We remark that \( \text{tr}(M^2) = (\text{tr}M)^2 - 2\det M \) so that for area preserving matrices \( M \), we have \( |\text{tr}(M^2)| < 2 \iff |\text{tr}M| < 2 \). Hence the conditions listed in Proposition \( \text{[\text{MR}]} \) are verified provided that \( |2 - 1/(\eta - \eta \xi)| < 2 \), i.e. \( 4\eta(1 - \xi) > 1 \), which clearly holds over \( I_1 \).

The analysis for \( I_2 \) and \( I_3 \) is analogous. They correspond to islands around period 6 orbits with itinerary \( A_3, A_3, A_1, A_3, A_3, A_1 \). The condition on the trace of the associated cocycle gives \( \xi < 1 - 1/(3\eta) \), equivalently \( \eta > 1/(3 - 3\xi) \). The other bounds on \( I_2, I_3 \) come from requiring \( \text{dist}(z_k, \mathcal{D}) > 0 \).

The parameter regions \( \mathcal{I}_n \) and their symmetries under \( \sigma_1, \sigma_2 \) are shown in Figure \( \text{[\text{F}]} \). These are the three largest (in terms of proportion of the parameter space) elliptic island families over \( \mathcal{P} \) but do not constitute an exhaustive list. Numerical evidence suggests that the parameter space close to \( I_2 \) and \( I_3 \) contains parameters where \( H(\xi, \eta) \) is globally hyperbolic, and others where it admits other families of elliptic islands.

### 7.4 Mixing properties

In this section we generalise our approach for proving mixing properties over the line \( \eta = \xi \) to subsets of \( \mathcal{P} \). Inequalities on generalised expansion factors dictate where in \( \mathcal{P} \) we can establish hyperbolicity, \( \text{[\text{MR}]} \), and exponential decay of correlations. Starting with hyperbolicity, across \( \mathcal{P} \) the traces of the \( M_j(\xi, \eta) \) satisfy \( |\text{tr}M_j| > 2 \) for \( j = 1, 2, 4 \). For \( M_3 \) we have \( \text{tr}M_3(\xi, \eta) = 2 - 1/(\eta - \eta \xi) \) which has absolute value greater than 2 provided that \( 1/(\eta - \eta \xi) > 2 \), i.e. for \( \eta < 1/(4 - 4\xi) \). Let \( \mathcal{P}' \) denote the points in \( \mathcal{P} \) for which this inequality is satisfied. We remark that the cone \( \mathcal{C} \) bounded by the unstable eigenvectors of \( M_2 \) and \( M_4 \), containing those of \( M_1 \) and \( M_4 \), is invariant and expanding for parameter values in \( \mathcal{P}' \). The cone \( \mathcal{C}' \) for \( H^{-1} \) is similar, bounded by the stable eigenvectors of \( M_2 \) and \( M_3 \). Under the \( \|\cdot\|_\infty \) norm, the cone boundaries of \( \mathcal{C} \) are given by the unit vectors \((k_0, 1)^T \) and \((k_1, 1)^T \), where

\[
k_0(\xi, \eta) = \frac{-2\xi}{1 + \sqrt{1 - 4\xi + 4\xi^2}} < 0 \quad \text{and} \quad k_1(\xi, \eta) = \frac{2 - 2\xi}{1 + \sqrt{1 - 4\xi + 4\xi^2}} > 0.
\]

The cone boundaries of \( \mathcal{C}' \) are given by the unit vectors \((1, m_0)^T \) and \((1, m_1)^T \), where

\[
m_0(\xi, \eta) = \frac{\sqrt{4\xi \eta - 4\xi + 1} - 1}{2\xi} \quad \text{and} \quad m_1(\xi, \eta) = \frac{\sqrt{4\xi \eta - 4\xi + 1} + 1}{2\xi - 2}.
\]

As before, write the components of \( M_j \) as \( a_j, \ldots, d_j \) then the expansion factor \( K_j(\xi, \eta, k) \) of the matrix \( M_j \) in the direction \((k, 1)^T \in \mathcal{C} \) is given by \( |c_jk + d_j| \). Noting that each matrix has determinant 1, the expansion factor \( \mathcal{K}_j(\xi, \eta, m) \) of the matrix \( M_j^{-1} \) in the direction \((1, m)^T \in \mathcal{C}' \) is given by \( |d_j - b_jm| \). Let

\[
\Phi(\xi, \eta, k) = \sum_{j=1}^{4} \frac{1}{K_j(\xi, \eta, k)} \quad \text{and} \quad \Psi(\xi, \eta, m) = \sum_{j=1}^{4} \frac{1}{\mathcal{K}_j(\xi, \eta, m)}.
\]

then by the same reasoning as before, the growth lemma for \( H \) requires \( \max\{\Phi(\xi, \eta, k_0), \Phi(\xi, \eta, k_1)\} < 1 \) and the growth lemma for \( H^{-1} \) requires \( \max\{\Psi(\xi, \eta, m_0), \Psi(\xi, \eta, m_1)\} < 1 \).
Figure 8: Plot of analytical results. The curves $c_1$ and $c_2$ define $\mathcal{P}'$, $c_3$ defines $\mathcal{B} \subset \mathcal{P}'$, $c_3$ and $c_4$ define $\mathcal{E} \subset \mathcal{B}$, on which $H$ is respectively hyperbolic, mixing, and exhibits exponential decay of correlations. Note that $c_3$ meets $c_2$ at the point $(\eta_3, \eta_3)$ defined before.

Finally for each $j$ define

$$K_j(\xi, \eta, v) = \frac{||M_jv||_2}{||v||_2},$$

the expansion factor of $M_j$ in the direction $v \in C$ using the euclidean norm. We are now ready to state the result on mixing results over $\mathcal{P}$.

**Theorem 6.** Let $H$ be defined by parameter values $(\xi, \eta) \in \mathcal{P}$.

- For $(\xi, \eta) \in \mathcal{P}'$, $H$ is non-uniformly hyperbolic.
- For $(\xi, \eta)$ satisfying $\max\{\Phi(k_0), \Phi(k_1), \Psi(m_0), \Psi(m_1)\} < 1$, $H$ is Bernoulli.
- For $(\xi, \eta)$ satisfying $\sum_j \inf_{v \in C} \frac{1}{K_j(\xi, \eta, v)} < 1$, $H$ exhibits exponential decay of correlations.

The results are shown graphically in Figure 8.

**Proof.** The argument is similar to that given in the proofs of Theorems 1 and 4, requiring only minor adjustments. One can verify that the chain of inequalities (3) holds for all $(\xi, \eta) \in \mathcal{P}'$ so that $C$ is invariant. Similarly one can verify that each of the $M_j$ expands vectors parallel to the cone boundaries, so $C$ is expanding. Existence of this invariant expanding cone implies non-zero Lyapunov exponents over a full measure set, so $H$ is hyperbolic for parameter values in $\mathcal{P}'$. Moving onto proving (M), Lemmas 1, 4, and 5 are entirely analogous. Using the weakened condition (10), Lemma 2 follows from $\max\{\Phi(\xi, \eta, k_0), \Phi(\xi, \eta, k_1)\} < 1$ and Lemma 3 follows from $\max\{\Psi(\xi, \eta, m_0), \Psi(\xi, \eta, m_1)\} < 1$. One can verify that this reduces to $\Psi(\xi, \eta, m_1) < 1$, shown as the region $\mathcal{B} \subset \mathcal{P}'$ bounded by $\xi = 0, c_2$, and the curve $c_3$ given by $\Psi(\xi, \eta, m_1) = 1$ (see Figure 8). Condition (MR) follows from adapting the $x_v(\eta) < q_1(\eta)$ inequality. Solving line intersection equations gives

$$x_v(\xi, \eta) = \frac{\eta(1-\xi)}{1-\eta(1-\xi)} \quad \text{and} \quad q_1(\xi, \eta) = \frac{(1-\eta)(1-\xi)}{1+(1-\eta)(1-\xi)}.$$
so that \( x_n(\xi, \eta) < q_1(\xi, \eta) \) reduces to
\[
\xi < \frac{(1 - \eta)^2}{1 - \eta + \eta^2}
\]
which holds over \( \mathcal{B} \). Again, the equivalent inequality to \( x_n(\xi, \eta) < q_1(\xi, \eta) \) for \( H^{-1} \) results in a less stringent condition on the parameter space, hence also holds over \( \mathcal{B} \). It follows, then, that \( H \) is Bernoulli over parameter values \( (\xi, \eta) \in \mathcal{B} \).

Moving onto the mixing rate, (CZ1-7) hold by the same argument as before, noting that vectors tangent to the singularity set \( \mathcal{D} \) for \( H(\xi, \eta) \) still lie in \( \mathcal{C}' \). Similarly we can choose \( \delta > 0 \) such that unstable manifolds \( W \) of length \(|W| < \delta \) have at most 3 intersections with \( \mathcal{D} \), splitting \( W \) into four components \( W_j = W \cap A_j \). The one step expansion condition (8) then follows from
\[
\sum_{j=1}^{4} \sup_{v \in \mathcal{C}} \frac{1}{K_j(\xi, \eta, v)} < 1,
\]
i.e.
\[
\sum_{j=1}^{4} \inf_{v \in \mathcal{C}} \frac{1}{K_j(\xi, \eta, v)} < 1 \tag{11}
\]
as required. Across \((\xi, \eta) \in \mathcal{B}\) we have that \( K_1(\xi, \eta, v) \) and \( K_2(\xi, \eta, v) \) always attain their infimum over the unstable eigenvector \( v_2 \) of \( M_2 \), \( K_3(\xi, \eta, v) \) and \( K_4(\xi, \eta, v) \) always attain their infimum over the unstable eigenvector \( v_3 \) of \( M_3 \). Hence (11) holds provided that \( \Omega(\xi, \eta) < 1 \), where
\[
\Omega(\xi, \eta) = \frac{1}{K_1(\xi, \eta, v_2)} + \frac{1}{K_2(\xi, \eta, v_2)} + \frac{1}{K_1(\xi, \eta, v_3)} + \frac{1}{K_2(\xi, \eta, v_3)}.
\]
Figure 8 shows the curve \( c_4 \) given by \( \Omega(\xi, \eta) = 1 \) in \( \mathcal{B} \), which together with \( c_3, c_2, \xi = 0 \) give the exponential mixing window \( \mathcal{E} \subset \mathcal{B} \).

8 Special case

Let \( H \) denote \( H_{\frac{1}{2}, \frac{1}{2}} \), the map on the cusp of the hyperbolic parameter space \( \mathcal{P}' \). As the composition of two orthogonal ‘tent’ shaped shears, we will colloquially refer to this as the Orthogonal Tents Map (OTM). It is the unique map in the full \( 0 < \xi, \eta < 1 \) parameter space which is not conjugate to another \( H(\xi, \eta) \) and has all integer valued derivative matrices. It is also the natural extension of Cerbelli and Giona’s Map with two non-monotonic shears, so proving its observed hyperbolic and mixing properties is desirable, in line with other generalisations (Demers and Wojtkowski 2009). We will prove the first of these, then comment on the challenges of proving the second in section 8.2.

8.1 Hyperbolicity

Proposition 5. \( H \) is non-uniformly hyperbolic.

Let \( M_j \) denote the derivative matrix \( DH \) on \( A_j \). These are given by
\[
M_1 = \begin{pmatrix} 1 & 2 \\ 2 & 5 \end{pmatrix}, \quad M_2 = \begin{pmatrix} 1 & 2 \\ -2 & -3 \end{pmatrix}, \quad M_3 = \begin{pmatrix} 1 & -2 \\ 2 & -3 \end{pmatrix}, \quad \text{and} \quad M_4 = \begin{pmatrix} 1 & -2 \\ -2 & 5 \end{pmatrix}.
\]
For any \( z \in X' \) with \( n \)-step itinerary
\[ A_{j_1}, A_{j_2}, A_{j_3}, \ldots, A_{j_n}, \]
the cocycle \( DH^n_z \) is given by
\[
DH^n_z = M_{j_n} \ldots M_{j_3} M_{j_2} M_{j_1}
\]
with each \( j_k \in \{1, 2, 3, 4\} \). Our aim is to decompose any cocycle into hyperbolic matrices which share an invariant expanding cone. Note that while \( M_1 \) and \( M_4 \) are hyperbolic, \( M_2 \) and \( M_3 \) are not. Hence when \( M_2 \) or \( M_3 \) appear in
a cocycle at $M_{jk}$, we must combine them with its neighbouring matrices $M_{jk+l}, \ldots, M_{jk+2l}, M_{jk+3l}$ for some $l \in \mathbb{N}$.

Let $\mathcal{M}$ denote the countable family of matrices $\{M_1, M_4, M_3M_2^2, M_3M_2^2, M_4M_2^2, M_1M_3^2, M_2M_3^2, M_4M_3^2\}$ with $n \in \mathbb{N}$. We claim the following:

**Lemma 6.** At almost every $z$, the cocycle $DH^a_z$ can be decomposed into blocks from $\mathcal{M}$.

**Lemma 7.** The matrices in $\mathcal{M}$ admit an invariant expanding cone $C$.

Proposition follows from the two lemmas. At any $z$ satisfying Lemma by Lemma we can take any $v_0 \in C$ to achieve exponential growth of $\|DH^a_z v_0\|$ with $n$. We will prove Lemma here, the proof of Lemma can be found in the appendix.

**Proof of Lemma.** It is sufficient to show that itineraries cannot get trapped in $A_2$ or $A_3$, barring some set of zero measure. We will consider the set $A_3$, with the argument for $A_2$ being entirely analogous. In particular we will show that $\mu(B_n) \to 0$ as $n \to \infty$ where $B_n = \{z' \in A_3 \mid H^k(z') \in A_3 \text{ for all } 1 \leq k \leq n\}$.

Let $\mathcal{H} = F \circ G$. For any $z' \in A_3$,

$$H^k(z') \in A_3 \text{ for all } 1 \leq k \leq n \iff (G \circ F)^k(z') \in A_3 \text{ for all } 1 \leq k \leq n \iff [F \circ (G \circ F)^k](z') \in R_3 \text{ for all } 1 \leq k \leq n \iff [(F \circ G)^k \circ F](z') \in R_3 \text{ for all } 1 \leq k \leq n \iff H^k(z) \in R_3 \text{ for all } 1 \leq k \leq n$$

where $z = F(z') \in R_3$. Hence recurrence in $A_3$ under $H$ can be understood by instead studying recurrence in $R_3$ under $\mathcal{H}$. Letting $B_n = \{z \in R_3 \mid H^k(z) \in R_3 \text{ for all } 1 \leq k \leq n\}$, by the above we have $B_n = F(B_n)$ and $\mu(B_n) = \mu(B_n)$ since $F$ preserves $\mu$. The simpler geometry of $R_3$ makes this a convenient choice. Iteratively define $U_1 = \mathcal{H}(R_3) \cap R_3$, $U_n = \mathcal{H}(U_{n-1}) \cap R_3$ so that $B_n = \mathcal{H}^{-n}(U_n)$. Since $\mathcal{H}$ preserves $\mu$, we have $\mu(B_n) = \mu(U_n)$. Let $V = \mathcal{H}^{-1}(R_3) \cap R_3$ be the set of points in $R_3$ which stay in $R_3$. An equivalent definition for the $U_n$ is $U_1 = \mathcal{H}(V)$, $U_n = \mathcal{H}(U_{n-1} \cap V)$. Restricting to $V$ in this way is beneficial as $\mathcal{H}|V : V \to R_3$ is an affine transformation, mapping quadrilaterals to quadrilaterals. The sets $V = V_1 \cup V_2$ and $U_1 = P_1 \cup Q_1$ are shown in Figure both composed of two quadrilaterals with corners on $\partial R_1$. Note that $V_1, P_1$ share the corners $p_1^0 = (1/4, 1/2), p_1^1 = (0, 3/4)$ and $V_2, Q_1$ share the corners $q_1^0 = (1/4, 1), q_1^1 = (1/2, 3/4)$, all of which are periodic with period 2.

The intersection $U_1 \cap V$ is made up of two quadrilaterals $P_1 \cap V_1$ and $Q_1 \cap V_2$ with corners on the period 2 points and the points $r_1 = (1/10, 3/5), r_1' = (1/6, 2/3), s_1 = (1/3, 5/6)$, and $s_1' = (2/5, 9/10)$. Mapping these quadrilaterals forward under $\mathcal{H}$ gives $U_2 = P_2 \cup Q_2$ where $P_2 = \mathcal{H}(Q_1 \cap V_2)$ and $Q_2 = \mathcal{H}(P_1 \cap V_1)$. Label the corners of these quadrilaterals by $p_2^i$ and $q_2^i$, $i = 1, 2, 3, 4$, as shown in Figure.

We claim that for general $n \in \mathbb{N}$, $U_n$ is made up of two quadrilaterals $P_n, Q_n$ with corners

$$p_n^0 = \left(\frac{1}{4}, \frac{1 + n}{4n + 2}\right), \quad p_n^1 = \left(0, \frac{3n + 1}{4n + 2}\right), \quad p_n^2 = \left(0, \frac{3}{4}\right), \quad p_n^3 = \left(\frac{n}{4n - 2}, \frac{1}{2}\right),$$

$$q_n^0 = \left(\frac{1}{4}, \frac{1}{4}\right), \quad q_n^1 = \left(\frac{1}{2}, \frac{3n + 2}{4n + 2}\right), \quad q_n^2 = \left(\frac{1}{2}, \frac{3}{4}\right), \quad q_n^3 = \left(\frac{n - 1}{4n - 2}, \frac{1}{2}\right),$$

labelled in the same way as the case $n = 2$. $P_n \cap V_1$ will be a quadrilateral with corners $p_n^0, r_n, p_n^3, r_n'$, and $Q_n \cap V_2$ will be a quadrilateral with corners $q_n^1, s_n, q_n^3, s_n'$, where

$$r_n = \left(\frac{1}{4n + 6}, \frac{3n + 3}{4n + 6}\right), \quad r_n' = \left(\frac{n + 1}{4n + 6}, \frac{2n + 2}{4n + 2}\right), \quad s_n = \left(\frac{2n + 2}{4n + 6}, \frac{3n + 6}{4n + 6}\right), \quad s_n' = \left(\frac{n + 1}{4n + 6}, \frac{4n + 1}{4n + 2}\right)$$

can be obtained by solving the line intersection equations. One can verify that $\mathcal{H}(p_n^i) = q_{n+1}^i, \mathcal{H}(r_n) = q_{n+1}', \mathcal{H}(p_n^3) = q_{n+1}^3, \mathcal{H}(r_n') = q_{n+1}'$, and $\mathcal{H}(q_n^i) = p_{n+1}^i, \mathcal{H}(s_n) = p_{n+1}^3, \mathcal{H}(q_n^3) = p_{n+1}', \mathcal{H}(s_n') = p_{n+1}'$, so that $\mathcal{H}(P_n \cap V_1) = Q_{n+1}$.
and \( \mathcal{H}(Q_n \cap V_2) = P_{n+1} \). Hence

\[
\mathcal{H}(U_n \cap V) = \mathcal{H}((P_n \cap V_1) \cup (Q_n \cap V)) \\
= \mathcal{H}(P_n \cap V_1) \cup \mathcal{H}(Q_n \cap V) \\
= Q_{n+1} \cup P_{n+1} \\
= U_{n+1}
\]

and the claim follows by induction. Now in the limit \( n \to \infty \), \( P_n \) limits onto the line segment joining \((0, 3/4)\) to \((1/4, 1/2)\) and \( Q_n \) limits onto the line segment joining \((1/4, 1)\) to \((1/2, 3/4)\). This gives \( \mu(U_n) \to 0 \) as required. The preimages of these segments under \( F \) are visible as the darker regions of the Poincaré section given in Figure 3(c). If an orbit (like that shown in the figure) maps near to the segments, it can take arbitrarily long to escape. This gives a non-uniform spatial density for the orbit in the finite time picture of the dynamics that a Poincaré section provides.

\[\square\]

### 8.2 Mixing properties

This approach of identifying non-hyperbolic regions \( A_2, A_3 \) and proving that itineraries cannot get trapped there is similar to the method used to prove hyperbolicity and the mixing property in Myers Hill et al. (2021). Unlike the maps studied there, which had finite escape times from the non-hyperbolic region, here we can find positive Lebesgue measure sets which take arbitrarily long to escape. This complicates establishing the growth lemma, requiring analysis of a countably infinite partition of returns, so that the proof of the mixing property is more involved. This is the subject of current work.

Despite this, the above analysis allows us to comment on the potential mixing rate of the OTM. By the shoelace formula we can calculate \( \mu(P_n) = \mu(Q_n) = n/(32n^2 - 8) \) so that \( \mu(B_n) \), the measure of the unmixed region in \( A_3 \), is given by \( \mu(B_n) = \mu(U_n) = n/(16n^2 - 4) \). This suggests that the mixing rate is at most polynomial, in contrast to the exponential mixing rate seen elsewhere in our parameter space. Numerical evidence supports this, and suggests exponential correlation decay rate across \( T' \) and the curve \( c_1 \) left of the OTM.
9 Discussion

9.1 Improving the (exponential) mixing windows

Numerical results suggest mixing behaviour across all of $P'$ and some way beyond. The key issue limiting our analysis from establishing mixing results over the larger parameter space is the weak hyperbolicity of $M_3$ near $\eta = 1/(4 - 4\xi)$ and non-hyperbolicity for $\eta > 1/(4 - 4\xi)$. There are methods for getting around this weak expansion, considering expansion over $n$ iterates and using the precise geometry of the singularity set for $H^n$ to derive stronger bounds on the growth of local manifolds. Several factors prevent the easy application of this method. Firstly, neighbouring partition elements defined by the singularity set for $H^n$ will always have inverse orientation preserving/reversing properties. This was not the case in Myers Hill et al. (2021) and was key in establishing an analogous growth lemma for piecewise linear curves rather than line segments. Secondly, considering $H^n$ with two non-monotonic shears involves working with a very complicated singularity set with $4^n$ partition elements. This, together with a two-dimensional parameter space, makes any analysis significantly more challenging.

Recall that the one step expansion condition in Theorem 5 (Chernov and Zhang, 2005) was the key constraint on our exponential mixing window $E$. In subsequent publications this condition has been weakened, employing image coupling methods rather than construction of a Young tower. Using similar notation to Theorem 5 above, the weakened condition from Chernov and Zhang (2009) is given as follows for our map $H$. Let $W$ be an unstable curve, $W_i$ be the restriction to $A_i$, and $V_i = H(W_i)$. The one-step expansion condition is satisfied provided that there exists $q \in (0, 1]$ such that

$$\liminf_{\delta \to 0} \sup_{W: |W| < \delta} \sum_{i} \frac{|W_i|}{|W|}^q \cdot \frac{|W_i|}{|W|} < 1, \quad (12)$$

where the supremum is taken over all unstable curves $W$. This is difficult to implement for our maps as finding the precise proportions of the curve(s) that attain this supremum in each of the four partition elements $A_i$ is challenging. Three proportion tuning parameters are required, which together with $q$ and the two dimensional parameter space results in a non-trivial optimisation problem.

9.2 Comparison with linked twist maps

Let $F, G$ be the non-monotonic shears given in section 4. Taking $\hat{F} = F, \hat{G} = G$ and imposing $\hat{F}|_{y > 1 - \eta} = \hat{G}|_{x > 1 - \xi} = \text{Id}$ gives a class of linked twist maps $\hat{H} = \hat{G} \circ F$ with known mixing properties over the $(\xi, \eta)$ parameter space (Wojtkowski, 1980). Indeed, the mixing rate for $\hat{H}$ is known to be polynomial, see Sturman and Springham (2013) and Springham and Sturman (2014), in contrast to the exponential rate shown over $E$ for $H$. It is clear, then, that the shears in the annuli $\{y > 1 - \eta\}, \{x > 1 - \xi\}$ have a significant positive impact on this aspect of the dynamics. One might ask whether including these shears improves mixing in more general linked twist maps, for example the counter-rotating LTM $\tilde{H}^- = \tilde{G}^{-1} \circ \tilde{F}$. Letting $H^- = G^{-1} \circ F$, one can show that mapping by $H^-$ rather than $\tilde{H}^-$ does not mitigate the growth of elliptic islands. For example, over $\xi = \eta < 1/2$ the maps $H^-$ and $\tilde{H}^-$ share the same pair of elliptic islands associated with the period 2 orbit

$$\left(\frac{(1 - \eta)^2}{3 - 2\eta}, \frac{(1 - \eta)^2}{3 - 2\eta}\right) \leftrightarrow \left(\frac{(1 - \eta)(2 - \eta)}{3 - 2\eta}, \frac{(1 - \eta)(2 - \eta)}{3 - 2\eta}\right)$$

and the non-hyperbolic matrix

$$M_1^- = \begin{pmatrix} 1 & \frac{1}{(1 - \eta)^2} \\ \frac{1}{1 - \eta} & 1 + \frac{1}{(1 - \eta)^2} \end{pmatrix}. $$
Appendix

Proof of Lemma \[ \text{Parameterise the tangent space by } (v_1, v_2) \in \mathbb{R}^2. \text{ Define } C \text{ as the cone contained within the region } |v_2| \geq |v_1|, \text{ bounded by and including the unstable eigenvectors of } M_1 M_2 \text{ and } M_1 M_3. \text{ As unit vectors in the } || \cdot ||_{\infty} \text{ norm, these are } v^- = (-\alpha, 1)^T \text{ and } v^+ = (\alpha, 1)^T \text{ respectively where } \alpha = \frac{1}{2}(\sqrt{5} - 1). \text{ We will show hyperbolicity, cone invariance, and finally norm expansion of vectors in } C \text{ under matrices from } M. \]

| $M$   | $(\text{tr}(M))^2 - 4$ | $g_u(M)$          | $g_s(M)$          |
|-------|-----------------------|------------------|------------------|
| $M_1$ | 32                    | $1 + \sqrt{2}$  | $1 - \sqrt{2}$  |
| $M_4$ | 32                    | $-\sqrt{2} - 1$ | $-1 + \sqrt{2}$ |
| $M_1 M_2^a$ | $4(4n + 3)^2 - 4$ | $n + \sqrt{4n^2 + 6n + 2 + 1}$ | $n - \sqrt{4n^2 + 6n + 2 + 1}$ |
| $M_1 M_3^a$ | $4(4n + 3)^2 - 4$ | $\frac{n + 1}{3n + 1}$ | $\frac{n + 1}{3n + 1}$ |
| $M_2 M_3^a$ | $64n(4n + 1)$ | $-\frac{n + 2\sqrt{n(4n + 1)}}{3n + 1}$ | $-\frac{n + 2\sqrt{n(4n + 1)}}{3n + 1}$ |
| $M_3 M_2^a$ | $64n(4n + 1)$ | $\frac{n + 2\sqrt{n(4n + 1)}}{3n + 1}$ | $\frac{n + 2\sqrt{n(4n + 1)}}{3n + 1}$ |
| $M_4 M_2^a$ | $4(4n + 3)^2 - 4$ | $\frac{-5n + \sqrt{4n^2 + 6n + 2 + 1}}{3n + 1}$ | $\frac{-5n + \sqrt{4n^2 + 6n + 2 - 1}}{3n + 1}$ |
| $M_4 M_3^a$ | $4(4n + 3)^2 - 4$ | $\frac{-n + \sqrt{4n^2 + 6n + 2 + 1}}{n + 1}$ | $\frac{-n + \sqrt{4n^2 + 6n + 2 - 1}}{n + 1}$ |

Table 1: Information necessary for establishing hyperbolicity of each $M \in M$ and for showing that they admit an invariant cone $C$.

Starting with hyperbolicity, a matrix $M \in M$ is hyperbolic if its trace satisfies $(\text{tr}(M))^2 > 4$. Table 1 shows $(\text{tr}(M))^2 - 4$ for each of the matrices, one can verify that all are positive. Hence each of the matrices $M$ have distinct unstable and stable eigenvectors, write their gradients as $g_u(M)$ and $g_s(M)$ respectively. The gradients of the cone boundaries $v^\pm$ are $\pm 1/\alpha$, so we have cone invariance $Mv \in C$ for all $v \in C$ if $|g_u(M)| \geq 1/\alpha$ and $|g_s(M)| < 1/\alpha$. Again, using Table 1 this is easily verified.

By cone invariance, for any $M \in M$, $v = (v_1, v_2)^T \in C$, the vector $(v'_1, v'_2)^T = M(v_1, v_2)^T$ will satisfy $|| (v'_1, v'_2)^T || = |v_2|$. Write the components of $M$ as $\begin{pmatrix} m_1 & m_2 \\ m_3 & m_4 \end{pmatrix}$, then the expansion in norm of unit vectors $v \in C$ under $M$ is given by $|m_3 v_1 + m_4|$. The expansion factors of hyperbolic matrices over vectors in an invariant cone are always minimal on one of the cone boundaries, so the minimum expansion factor for $M$ over $C$ is

$$\min\{ | \pm \alpha m_3 + m_4 | \} = \begin{cases} | -\alpha m_3 + m_4 | & \text{if } \text{sgn}(m_3) = \text{sgn}(m_4) \\ |\alpha m_3 + m_4 | & \text{if } \text{sgn}(m_3) \neq \text{sgn}(m_4) \end{cases}$$

since $\alpha > 0$. Write this minimum expansion factor as $K(M)$. Table 2 shows the minimum expansion factors $K(M)$ for each $M \in M$. All are greater than 1 so that the cone $C$ is expanding as required.

□
Table 2: Minimum expansion factors for each $M \in \mathcal{M}$ over the cone $\mathcal{C}$.

| $M$ | Components | $K(M)$ | $\inf_n K(M)$ |
|-----|-------------|--------|---------------|
| $M_1$ | $\begin{pmatrix} 1 & 2 \\ 2 & 5 \end{pmatrix}$ | $6 - \sqrt{5}$ | 3.763 |
| $M_4$ | $\begin{pmatrix} 1 & -2 \\ -2 & 5 \end{pmatrix}$ | $6 - \sqrt{5}$ | 3.763 |
| $M_1 M_2^n$ | $(-1)^n \begin{pmatrix} 2n+1 & 2n+2 \\ 6n+2 & 6n+5 \end{pmatrix}$ | $6n + \left(1 - \sqrt{5}\right) (3n+1) + 5$ | 6.055 |
| $M_1 M_3^n$ | $(-1)^n \begin{pmatrix} 1 - 6n & 6n + 2 \\ 2 - 14n & 14n + 5 \end{pmatrix}$ | $14n + \left(1 - \sqrt{5}\right) (7n - 1) + 5$ | 11.58 |
| $M_2 M_3^n$ | $(-1)^n \begin{pmatrix} 1 - 6n & -6n - 2 \\ 10n - 2 & -10n - 3 \end{pmatrix}$ | $10n + \left(1 - \sqrt{5}\right) (5n - 1) + 3$ | 8.055 |
| $M_3 M_4^n$ | $(-1)^n \begin{pmatrix} 1 - 6n & -6n - 2 \\ 2 - 10n & -10n - 3 \end{pmatrix}$ | $10n + \left(1 - \sqrt{5}\right) (5n - 1) + 3$ | 8.055 |
| $M_4 M_2^n$ | $(-1)^n \begin{pmatrix} 2n+1 & -2n - 2 \\ -6n + 2 & 6n + 5 \end{pmatrix}$ | $6n + \left(1 - \sqrt{5}\right) (3n+1) + 5$ | 6.055 |
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