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Abstract
Adapting a definition given by Bjerkevik and Lesnick [9] for multiparameter persistence modules, we introduce an $\ell^p$-type extension of the interleaving distance on merge trees. We show that our distance is a metric, and that it upper-bounds the $p$-Wasserstein distance between the associated barcodes. For each $p \in [1, \infty]$, we prove that this distance is stable with respect to cellular sublevel filtrations and that it is the universal (i.e., largest) distance satisfying this stability property. In the $p = \infty$ case, this gives a novel proof of universality for the interleaving distance on merge trees.
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1 Introduction

1.1 Overview

A merge tree, also known as a barrier tree [33] or a join tree [17], encodes the connectivity of the sublevel sets of a function $f : X \to \mathbb{R}$ in terms of a graph $M_f$ equipped with a map $\pi : M_f \to \mathbb{R}$; see Figure 1. Merge trees are readily computed in practice, and have found applications in topography [38, 35], chemistry [33], visualization [18, 45], cluster analysis [30, 16, 21] and stochastic processes [30, 13, 44]. As a fundamental topological descriptor, merge trees also play a central role in topological data analysis (TDA).

Merge trees are closely related to persistent homology, the most widely studied and applied TDA method. Persistent homology provides invariants of data called barcodes; a barcode is simply a collection of intervals in $\mathbb{R}$. Each merge tree $M$ has an associated barcode $B(M)$, which is obtained via a branch decomposition known as the elder rule. This barcode is in fact the same as the sublevel set persistence barcode in homological degree 0 considered in TDA [24].

1 Corresponding Author
The question of how to metrize the collection of merge trees is a fundamental one: Metrics are needed to study the continuity and stability of the merge tree construction, and to quantify sensitivity to noise. Many metrics on merge trees have been proposed in prior work, as we discuss in detail below.

In particular, metrics called interleaving distances, which generalize the well-known Hausdorff distance on subsets of a metric space, play a major role in TDA theory. Interleaving distances were first introduced by Chazal et al. \cite{Chazal2009}; subsequently, the definition has been extended in several different directions \cite{Chazal2012, Chazal2017, Chazal2020, Chazal2021, Chazal2022, Chazal2023, Chazal2024}. Morozov et al. observed that there is a natural definition of an interleaving distance for merge trees, denoted $d_I$, and used this to prove the following stability properties of merge trees and their barcodes \cite{Morozov2010, Theorems 2 and 3}:

\begin{theorem}[Stability properties of merge trees \cite{Morozov2010}]
\label{thm:stability}
(i) For any functions $f,g : X \rightarrow \mathbb{R}$ where $X$ is a topological space, we have that

$$d_I(M_f, N_g) \leq ||f - g||_\infty,$$

where $||f - g||_\infty = \sup_{x \in X} |f(x) - g(x)|$.

(ii) For any merge trees $M$ and $N$, we have that

$$d_B(\mathcal{B}(M), \mathcal{B}(N)) \leq d_I(M, N),$$

where $d_B$ denotes the bottleneck distance between barcodes; see Definition \ref{def:bottleneck}.
\end{theorem}

While $d_B$ is the most common metric on barcodes in the TDA literature, it has a property that is undesirable in some settings: Informally, $d_B$ is sensitive only to the largest difference between two barcodes and not to smaller differences. To avoid such undesirable behavior, many applications of persistent homology and some theoretical works \cite{Chazal2012, Chazal2017, Chazal2020} consider a generalization of $d_B$ called the $p$-Wasserstein distance, denoted $d_W^p$; see Page \ref{page:p-wasserstein} for the definition. Here $p \in [1, \infty]$ is a parameter and for $p = \infty$ we have that $d_W^\infty = d_B$. As the parameter $p$ decreases, the distances $d_W^p$ become more sensitive to small differences between a pair of barcodes. Because of this, the distances $d_W^p$ with small $p$, typically $p = 1$ or $2$, are often preferred in practical applications; see \cite[Section 1]{Chazal2012} for a list of applications.

\footnote{There are various definitions of the $p$-Wasserstein distance in the TDA literature, which differ from each other by at most a factor of 2 \cite{Chazal2012, Chazal2017}. In this paper, we use the version introduced by Robinson and Turner \cite{Robinson2012}, and studied in \cite{Robinson2013, Chazal2012}.}
Both the bottleneck distance $d_B$ and the merge tree interleaving distance $d_I$ turn out to be instances of a general categorical definition of interleaving distances introduced by Bubenik and Scott \[14\]: this is shown for $d_B$ in \[6\] and for $d_I$ in \[25, Proposition 3.11\]. As such, the two distances are closely related. It is perhaps unsurprising, then, that the undesirable properties of $d_B$ mentioned above carry over to $d_I$: That is, $d_I$ is only sensitive to the largest difference between a pair of merge trees, and is insensitive to the smaller differences between them.

With this in mind, it is natural to ask whether we can define an $\ell^p$-type distance on merge trees analogous to the distance $d_p^W$ on barcodes, with similar theoretical properties as those given by Theorem 1.1. In this paper, we introduce such a distance, the $p$-presentation distance, for each $p \in [1, \infty]$. This distance is an analogue of the $\ell^p$-distance on multiparameter persistence modules recently introduced in \[9\], and several of our main results are merge tree analogues of results from \[9\].

To state an analogue of Theorem 1.1 for presentation distances, we will need some definitions: Let $X$ be a regular cell complex. Following \[48\], we say $f : X \to \mathbb{R}$ is cellular if it is constant on each cell of $X$; and we say $f$ is monotone if, in addition, its value on any cell $\sigma$ is greater than or equal to the values on $\partial \sigma$. Ordering the cells of $X$ arbitrarily, we may identify $f$ with an element of $\mathbb{R}^{\text{Cells}(X)}$, so that the $\ell^p$-norm $\|f\|_p$ is well defined.

▶ Theorem 1.2 ($\ell^p$-stability properties of merge trees). For all $p \in [1, \infty]$,

(i) any pair of monotone cellular functions $f, g : X \to \mathbb{R}$ satisfies 

$$d_I^p(M_f, N_g) \leq \|f - g\|_p,$$

(ii) any pair of merge trees $M$ and $N$ satisfies

$$d_W^p(\mathcal{B}(M), \mathcal{B}(N)) \leq d_I^p(M, N).$$

Theorem 1.2 refines the degree-0 case of a fundamental $\ell^p$-stability result for persistent homology, due to Skraba and Turner \[48\]. We also establish the following universality result for $d_I^p$, which parallels a result on 1- and 2-parameter persistence modules proved in \[9\].

▶ Theorem 1.3. For any $p \in [0, \infty]$, if $d$ is any metric on merge trees satisfying the stability property of Theorem 1.2(i), then $d \leq d_I^p$.

Several $\ell^\infty$-type distances in the TDA literature have been shown to satisfy similar universal properties \[39, 10, 5, 3\]. In particular, \[5\] gives a universality result for a metric on Reeb graphs, which are closely related to merge trees.

In addition, we show the following:

▶ Theorem 1.4. $d^\infty_I = d_I$, i.e., the $\infty$-presentation distance and interleaving distance on merge trees are equal.

Together, Theorems 1.3 and 1.4 give us a universality result for the interleaving distance on merge trees. A version of this result also appears in \[8\], and was previously announced in a 2019 workshop talk \[2\]. Whereas our paper only considers merge trees with finitely many nodes, \[8\] establishes universality of the interleaving distance for locally finite merge trees.

In view of the good theoretical properties of the distances $d_I$, the question of whether these distances can be efficiently computed is interesting. Indeed, if they could be computed, then they could likely be used in practical applications in much the same ways that the Wasserstein distance on barcodes is commonly used. It is known that computing $d_I = d_I^\infty$ on merge trees is NP hard \[1\], but is fixed-parameter tractable \[32\]; we would like to know whether these results extend to $d_I^p$ for all $p < \infty$, but we leave this to future work.
1.2 Other metrics on merge trees

While our $p$-presentation distance on merge trees is novel, many metrics on merge trees have been considered. Recall that Morozov’s interleaving distance $d_I$ [40], discussed above, is one example. We mention several others: Various forms of edit distances on Merge trees have been proposed [49, 45, 50]. Since merge trees can be viewed as metric spaces in their own right, the Gromov-Hausdorff distance on metric spaces can be used to compare merge trees [1]. A Fréchet-like distance between rooted trees was introduced in [31], along with an algorithm to compute this distance. This distance was then applied to merge trees.

The $p$-cophenetic distance [15] is a metric on labeled merge trees which is similar to $d^p_I$; see Definition 5.1. In the $p = \infty$ case, an extension to unlabeled merge trees [41, 34] was shown to be equal to $d_I$. Consequently, by Theorem 1.4 the $\infty$-cophenetic distance and the $\infty$-presentation distance are the same. However, for $p < \infty$, $d^p_I$ is a lower bound for the $p$-cophenetic distance. Example 5.2 illustrates how they differ and demonstrates that the $p$-cophenetic distance lacks the stability of Theorem 1.2(i).

In addition, several metrics on Reeb graphs have been studied; since the geometric realization (Definition 2.9) of every merge tree is a Reeb graph, any metric on Reeb graphs specializes to a metric on merge trees. A definition of interleavings different from that in [1] was used to define a metric on Reeb graphs in [27]. A family of truncated interleaving distances generalizing this was introduced in [19]. The functional distortion distance on Reeb graphs [4] was shown to satisfy stability properties analogous to Theorem 1.1 and to be strongly equivalent to the interleaving distance [7]. Edit distances on Reeb graphs were defined in [29, 5], and [5] showed that its Reeb graph edit distance is universal. Recent work [11] surveys these metrics on Reeb graphs and their relationships. Finally, the contortion distance [8] was shown to be strongly equivalent to each of the distances considered in [27], [4], and [5], and to be universal on contour trees.

2 Merge trees

In this section, we define merge trees. We work primarily with a categorical definition, which is convenient for defining the interleaving and presentation distances. Recall that we may regard any partially ordered set $(P, \preceq)$ as a category with one object for each element $p \in P$ and a morphism from $p$ to $q$ whenever $p \preceq q$. We will be particularly interested in the posets $\mathbb{R}$ and $[n] = \{0, 1, \ldots, n\}$.

- **Definition 2.1.** Given a topological space $X$ and function $f : X \to \mathbb{R}$, the sublevel set filtration of $f$ is the functor $S^f : \mathbb{R} \to \text{Top}$ given by $S^f(t) = f^{-1}(-\infty, t]$, with $S^f(t \leq s)$ the inclusion $S^f(s) \hookrightarrow S^f(t)$.

- **Definition 2.2 (cf. [42, 24]).** A persistent set is a functor $M : \mathbb{R} \to \text{Set}$.

- **Example 2.3.** Letting $\pi_0 : \text{Top} \to \text{Set}$ denote the connected components functor, the composition $\pi_0 \circ S^f$ is a persistent set.

- **Definition 2.4 (cf. [42]).** We say a persistent set $M$ is constructible if there exists a set $\tau := \{s_0 < s_1 < \cdots < s_n\} \subset \mathbb{R}$ such that

1. If $M \neq \emptyset$, then $\tau \neq \emptyset$ and $M(t) = \emptyset$ for all $t < s_0$.
2. $M(s \leq t)$ is an isomorphism whenever $s, t \in [s_i, s_{i+1})$, and also for $s, t \in [s_n, \infty)$.

If $M$ is constructible, then we call the minimal such $\tau$ the set of critical times of $M$, and denote it $\tau_M$. For $s_i \in \tau$, we call $M(s_i)$ a critical set.
We declare a set realization and that $\gamma$ is a continuous function. We take the set underlying $\Gamma$ both such that

$\text{Forest}$ and the category of merge trees by $\text{Merge}$. The categorical perspective on merge trees was previously considered in [12, 42, 24] and offers the advantage of a streamlined definition of the interleaving distance; Definition 4.6.

We denote the category of merge forests by $M$ and the category of merge trees by $M$. The next example is fundamental, as it provides a notion of generators for merge trees.

$\text{Merge}$ and the category of merge trees by $\text{Forest}$. We regard $\text{Merge}$ as a poset, with $\text{Forest}$ to be open if and only if for each $t \in \text{Merge}$, there exists $\text{Forest}$ $\text{Forest}$ open strands, where $\text{Forest}(t) = \{\ast\}$ if and only if $t > s$, are not constructible. Our strands will always be closed strands. For $m \in \mathbb{Z}_{>0}$, we let $\text{Forest}^m$ denote the disjoint union of $m$ copies of $\text{Forest}$. Following [25], we define the geometric realization of a constructible persistent set; this relates our categorical definition of a merge tree to the topological and graph-theoretic definitions that one typically sees in the literature. Our definition is equivalent to that of [25] Definition A.3 in the constructible setting, though slightly different in the details.

$\text{Forest}$ and the category of merge trees by $\text{Forest}$ are constructible. One can check that if $f$ is constructible and continuous, then $\Gamma_0 \circ S^T f$ is equivalent to the topological construction of a merge tree considered in [40].

A point $u$ is an ancestor of a point $v$ if $v \preceq u$. The least common ancestor $\text{LCA}(v, w)$ of nodes $v$ and $u$ is the common ancestor of $v$ and $w$ with minimal height. $\text{LCA}(v, w)$ may not exist, but if it exists it is unique.

Note that to specify a constructible merge tree $\text{Merge}$ (up to ismorphism), it suffices to specify $\tau_{\text{Merge}}$, the critical sets $\text{Merge}(s_i)$, and the functions $m_i := \text{Merge}(s_i \leq s_{i+1})$.

$\text{Forest}$ and the category of merge trees by $\text{Forest}$ where each $\text{Forest}(t)$ is finite. A merge tree is a merge forest where $\text{Forest}(t) = \{\ast\}$ for $t$ sufficiently large.

We denote the category of merge forests by $\text{Forest}$ and the category of merge trees by $\text{Merge}$. We regard $\text{Forest}$ as a poset, with $\text{Merge}$ to be open if and only if for each $t \in \text{Merge}$, there exists $\text{Forest}$ $\text{Forest}$ open strands, where $\text{Forest}(t) = \{\ast\}$ if and only if $t > s$, are not constructible. Our strands will always be closed strands. For $m \in \mathbb{Z}_{>0}$, we let $\text{Forest}^m$ denote the disjoint union of $m$ copies of $\text{Forest}$.

Following [25], we define the geometric realization of a constructible persistent set; this relates our categorical definition of a merge tree to the topological and graph-theoretic definitions that one typically sees in the literature. Our definition is equivalent to that of [25] Definition A.3 in the constructible setting, though slightly different in the details.

$\text{Forest}$ and the category of merge trees by $\text{Forest}$ are constructible. One can check that if $f$ is constructible and continuous, then $\Gamma_0 \circ S^T f$ is equivalent to the topological construction of a merge tree considered in [40].

A point $u$ is an ancestor of a point $v$ if $v \preceq u$. The least common ancestor $\text{LCA}(v, w)$ of nodes $v$ and $u$ is the common ancestor of $v$ and $w$ with minimal height. $\text{LCA}(v, w)$ may not exist, but if it exists it is unique.
Example 2.10. We specify a merge tree $M$ by taking $\tau_M = \{0, 1, 2, 3, 5\}$, $M_0 := \{0\}$, $M_1 := \{0, 1\}$, $M_2 := \{0, 1, 2\}$, $M_3 = \{0, 2\}$, and $M_5 = \{0\}$,

$$m_2 : \begin{cases} 0 \mapsto 0 \\ 1 \mapsto 0 \\ 2 \mapsto 2 \end{cases} \quad \text{and} \quad m_3 : \begin{cases} 0 \mapsto 0 \\ 2 \mapsto 0 \end{cases}$$

and the remaining $m_i$ to be inclusions. The diagram

$$M_0 \xrightarrow{m_0} M_1 \xrightarrow{m_1} M_2 \xrightarrow{m_2} M_3 \xrightarrow{m_3} M_5$$

can be represented pictorially by:

```
  0 --1 --2 --3 --4
```

The geometric realization of $M$ can be drawn as follows:

```
  0 --1 --2 --3 --4
```

Barcodes of merge trees

Fix a field $k$. A **persistence module** is a functor $N : \mathbb{R} \to \text{Vect}$, where $\text{Vect}$ denotes the category of $k$-vector spaces. Every persistent set $M : \mathbb{R} \to \text{Set}$ has an associated persistent homology module $H_0(M) : \mathbb{R} \to \text{Vect}$ given by the free functor from $\text{Set}$ to $\text{Vect}$.

Recall that a barcode is a multiset of intervals in $\mathbb{R}$. According to a well-known structure theorem \[23\], there is a unique barcode $B(N)$ associated to any pointwise finite dimensional (PFD) persistence module $N$. Thus, any merge tree $M$ has a well-defined barcode $B(M) := B(H_0(M))$. As suggested in the introduction, $B(M) = B(H_0(S^t f))$ where $|M| = (X, f)$ is the geometric realization of $M$. Moreover, if $f : X \to \mathbb{R}$ is a constructible continuous function, then $B(\pi_0 \circ S^t f) = B(H_0(S^t f))$ \[24\].

3 Presentations of merge trees

We now define presentations of merge trees. Recall that, in the usual algebraic setting, presentations are defined in terms of generators and relations. For merge trees, generators
correspond to closed strands, as defined in Example 2.8, which can be thought of as starting branches that emanate from each leaf node. An internal/merge node above leaf nodes \(i\) and \(j\) witnesses the equality branch \(i = \text{branch}_j\) by mapping a relating strand into the generating strands for \(i\) and \(j\). Each presentation \(P_M\) of a merge tree \(M\) then gives rise to a matrix that encodes which generators are identified by which relation. We show that any pair of merge trees can be given presentations so that these matrices are identical—we call these "compatible presentations."

Definition 3.1 (Coequalizer). Given sets \(A, B\), the coequalizer of a pair of functions \(\alpha, \beta : A \rightrightarrows B\) is the set of equivalence classes \(C := B/\sim\), where \(\sim\) is the equivalence relation on \(B\) generated taking \(\alpha(x) \sim \beta(x)\) for all \(x \in A\). Let \(q : B \to C\) denote the quotient map. \(C\) satisfies the following universal property: Given a function \(\gamma : B \to D\) such that \(\gamma \circ \beta = \gamma \circ \alpha\), there is a unique function \(\delta : C \to D\) such that \(\gamma = \delta \circ q\). The definition of a coequalizer extends pointwise to persistent sets: Given persistent sets \(A\) and \(B\), the coequalizer of a pair of natural transformations \(\alpha, \beta : A \rightrightarrows B\) is the persistent set \(C\) such that for all \(t \in \mathbb{R}\), \(C(t) = \text{coequalizer of } \alpha(t), \beta(t) : A(t) \rightrightarrows B(t)\), with the maps internal to \(C\) given by universal properties. The universal property of coequalizers of persistent sets is completely analogous.

Definition 3.2 (Presentation). A collection of strands \(\{G_i\}\) and \(\{R_j\}\)—called generators and relations, respectively—and merge functions \(f_j, g_j : R_j \to G := \bigsqcup_i G_i\) of \(M\) if \(M\) is the coequalizer in Forest of the following diagram, written \(P_M\),

\[
\bigsqcup_j R_j \xrightarrow{f} \bigsqcup_i G_i \longrightarrow M.
\]

The maps \(f\) and \(g\) are induced by the merge functions \(f_j, g_j\) and the universal mapping property of disjoint unions.

Although this definition is cloaked in category theory, coequalizers and disjoint unions formalize gluing constructions in topology, which are more generally cast in terms of colimits. Intuitively, relating strands indicate where generating strands are glued together; see Figure 2.

![Figure 2 Presenting a merge tree with two branches as a coequalizer.](image)

We can encode a presentation by the presentation matrix and its label vector.

Definition 3.3 (Presentation matrix and label vector). Given a presentation \(P_M\) of a merge tree \(M\) with \(k\) generators and \(l\) relations,

\[
\bigsqcup_{j=1}^l R_j \xrightarrow{f} \bigsqcup_{i=1}^k G_i \longrightarrow M,
\]
we can pick an ordering of generators and relations to obtain a \((k \times l)\) presentation matrix where the \(i\)-th row corresponds to the \(i\)-th generator \(G_i\) and the \(j\)-th column corresponds to the \(j\)-th relation \(R_j\). The \((i,j)\)-entry of the presentation matrix is 1 if either of \(f_j, g_j : R_j \to G\) maps to \(G_i\) and 0 otherwise.

The label vector of \(P_M\) is the \((k + l)\)-vector \(L(P_M)\) where the first \(k\) entries encode the birth times of each generating strand and the remaining \(l\) entries encode the birth times of each of the relating strands. We will separate the row (generator) birth times from the column (relation) birth times by a semi-colon for legibility.

We now give several examples of presentations, presentation matrices, and their label vectors. We will see in particular that presentations are not unique. Indeed, one can always modify an existing presentation by introducing an extra generating strand that is then killed by an identical relating strand, as in Examples 3.4 and 3.5. Example 3.6 shows that once two generators have been merged, any further merge event can be encoded by a merge function that maps to either generator.

▶ Example 3.4 (Tree with one leaf node). If \(M\) is a merge tree with one leaf node born at time \(s\), then there is a presentation \(P_M\) given by

\[
\begin{align*}
F_s & \overset{id}{\longrightarrow} F_s \\
& \overset{id}{\longrightarrow} M.
\end{align*}
\]

The corresponding presentation matrix and label vector are, respectively,

\[
\begin{align*}
L(P_M) &= [s; s].
\end{align*}
\]

One can also obtain a presentation \(P'_M\) of \(M\) with one generator \(F_s\) and no relations. In this case, the presentation matrix of \(P'_M\) is an (empty) \(1 \times 0\) matrix, but whose label vector is \(L(P'_M) = [s]\).

▶ Example 3.5 (Adding a trivial generator and relation). Let \(M\) be a merge tree with two leaves born at times 0 and 1 that merge at time 2. The presentation \(P_M\) in Figure 2 uses two generators and one relation

\[
\begin{align*}
F_2 & \overset{f}{\longrightarrow} F_0 \sqcup F_1 \longrightarrow M,
\end{align*}
\]

where \(f : F_2 \to F_0\), and \(g : F_2 \to F_1\) are Merge functions. One can modify \(P_M\) to obtain a presentation \(P'_M\) by introducing an extra generator and relation \(F_a\), for any \(a \in [1, 2]\),

\[
\begin{align*}
F_a \sqcup F_2 & \overset{f_1 \circ g_2}{\longrightarrow} F_0 \sqcup F_1 \sqcup F_a \longrightarrow M,
\end{align*}
\]

with \(f_1 : F_a \to F_a\), \(g_1 : F_a \to F_1\) and \(f_2 : F_2 \to F_1\), \(g_2 : F_2 \to F_0\); see Figure 3. The corresponding presentation matrices and label vectors for \(P_M\) and \(P'_M\) are then, respectively,

\[
\begin{align*}
\begin{pmatrix} 0 & 1 \\ 1 & 1 \end{pmatrix} \quad & L(P_M) = [0, 1; 2] \quad \text{and} \quad \begin{pmatrix} 0 & a \\ 1 & 1 \\ a & 1 \end{pmatrix} \quad & L(P'_M) = [0, 1, a; 2, a].
\end{align*}
\]
Figure 3 Presentations $P_M$ (left) and $P_M'$ (right) of the merge tree from Figure 2.

Example 3.6 (Different merge functions). Consider the merge tree from Example 2.10 with three leaf nodes and two least common ancestors. Since one least common ancestor occurs after the other, there is a choice as to which generator you choose to attach to. Figure 4 shows these two possible choices. The corresponding presentation matrices for these are

\[
\begin{bmatrix}
3 & 1 & 0 \\
1 & 1 & 1 \\
0 & 1 & 1 \\
3 & 0 & 1
\end{bmatrix}
\quad \text{and} \quad
\begin{bmatrix}
3 & 1 & 1 \\
1 & 1 & 1 \\
0 & 1 & 0 \\
3 & 0 & 1
\end{bmatrix},
\]

but both of these presentations have the same label vector $L = [1, 0, 3; 3, 5]$.

Figure 4 Two different presentations for the merge tree introduced in Example 2.10. $R_2$ can be matched with either $G_1$ or $G_2$ since after $R_1$ they have already merged into one component.

We now present two key lemmas.

Lemma 3.7. Every merge tree with $n$ leaf nodes has a presentation with $n$ generators and $n - 1$ relations.

Proof. We proceed by induction on the number of leaf nodes: Example 3.5 shows that the claim holds for $n = 2$. Suppose that the claim is true for some $k > 2$ and $M$ is a
merge tree of $k + 1$ leaf nodes. Let $t$ be the highest merge time of $M$, there exists $m$
 groups of $k_1, k_2, \ldots, k_m > 0$ leaf nodes whose merge times are not larger than $t$. Notice
that each $i$-th group of $k_i$ leaf nodes can be realized as a merge tree whose presentation
consists of $k_i$ generators and $k_i - 1$ relations. Let $G_i$ be a representative strand of the
$i$-th group, $(1 \leq i \leq m)$, by pairwise relating $G_1$ and $G_i$ at the time $t$ $(2 \leq i \leq m)$, one
obtains a presentation that consists of $k + 1$ generators. The number of relations is given by
$(k_1 - 1) + \ldots + (k_m - 1) + (m - 1)$, which is $k$. □

We say that two presentations $P_M$ and $P_N$ are \textbf{compatible} if their underlying matrices
$T_M$ and $T_N$ are the same.

\begin{lemma}
Any pair of merge trees $M$ and $N$ have compatible presentations.
\end{lemma}

\begin{proof}
Given presentations of $M$ and $N$, we may add extra generators and relations to one of
them, to obtain presentations $P_M$ and $P_N$ for $M$ and $N$, respectively, with the same number
of generators. Write the matrices underlying $P_M$ and $P_N$ as $T_M$ and $T_N$, respectively, and
denote their numbers of relations by $m$ and $n$. Since $M$ and $N$ are merge trees, there exists
t $\in \mathbb{R}$ such that $M_{i'}$ and $N_{i''}$ are singleton sets for all $i' \geq t$. We construct compatible
presentations for $P_M$ and $P_N$ with underlying matrix $(\bar{P}_M, \bar{P}_N)$: For $\bar{P}_M$, we take the row
labels and the first $m$ column labels to be the same as for $P_M$, with each of the last $n$ column
labels equal to $t$; and for $\bar{P}_N$, we take the row labels and the last $n$ column labels be the
same as for $P_N$, with each of first $m$ column labels equal to $t$. Since at time $t$ all the strands
of $M$ have been related to each other, $\bar{P}_M$ is indeed a presentation for $M$. Similarly, $\bar{P}_M$ is a
presentation for $N$. □

\begin{remark}
More generally, two merge forests have compatible presentations if and only
if they have the same number of connected components.
\end{remark}

\section{Presentation metric on merge trees}

We next introduce the $p$-presentation metrics merge trees, adapting the definitions of \cite{9}. We
first define a semi-metric on merge-trees (Definition \ref{def:presentation_metric}) which measures the difference
between merge trees in terms of the $\ell^p$-distance between the birth times of the generators
and relations in a compatible presentation of $M$ and $N$. Unfortunately, as Example \ref{ex:triangle}
shows, Definition \ref{def:presentation_metric} fails to satisfy the triangle inequality, so we pass to sequences of merge
trees in Definition \ref{def:sequence_metric} to get a genuine (pseudo)metric.

\begin{definition}[$p$-presentation semi-distance]
If $P_M$ and $P_N$ are compatible presentations for merge trees $M$ and $N$, then for any $p \in [1, \infty]$ we define the \textbf{$p$-label distance} to be $\|L(P_M) - L(P_N)\|_p$. The \textbf{$p$-presentation semi-distance} between merge trees $M$ and $N$ is

$$d^p_t(M, N) = \inf\{\|L(P_M) - L(P_N)\|_p \mid P_M$ and $P_N$ are compatible\}.$$

\end{definition}

\begin{example}
The following is a close analogue of \cite{9} Example 3.1. In Figure \ref{fig:example}, we have
three merge trees $M, N$ and $Q$. We claim that for $r$ large enough

$$d^p_t(M, N) \leq 1, \quad d^p_t(M, Q) = r, \quad \text{and} \quad d^p_t(N, Q) = \sqrt[2^p]{(r - 1)^p + 2r^p}.$$

From this it follows that

$$d^p_t(N, Q) \geq \sqrt[2^p]{(r - 1)^p + 2r^p} > 1 + r \geq d^p_t(N, M) + d^p_t(M, Q),$$

which

\end{example}
and hence the triangle inequality does not hold for \( \hat{d}_p^I \).

Consider the following compatible presentations

\[
P_M := \begin{pmatrix} \epsilon & 1 \\ 0 & 1 \end{pmatrix}, \quad P_N := \begin{pmatrix} 1 \\ 0 & 1 \end{pmatrix}, \quad P_Q := \begin{pmatrix} r + \epsilon \\ r + \epsilon & 1 \end{pmatrix}.
\]

It is easy to see that \( \hat{d}_p^I(M, Q) = r \) by choosing compatible presentations with a single generator and no relations. To see that \( \hat{d}_p^I(M, N) \leq 1 \), observe that

\[
\hat{d}_p^I(M, N) \leq \|L(P_M) - L(P_N)\|_p = \sqrt[2p]{1 - \epsilon^p + \epsilon^p}.
\]

Setting \( \epsilon = 0 \) for the presentation of \( Q \) shows that \( \hat{d}_p^I(N, Q) \leq \sqrt[2p]{(r - 1)^p + 2r^p} \). Any pair of compatible presentations \( P'_N \) and \( P'_Q \) for \( N \) and \( Q \) must contain a subpresentation of the form \( P_Q \), since \( P_N \) is minimal. However, for all \( \epsilon \geq 0 \), the label vector difference \( \|L(P'_M) - L(P'_N)\|_p \) will be greater than \( \sqrt[2p]{r^p + (r + \epsilon)^p + (r + \epsilon - 1)^p} \), which is minimized at \( \epsilon = 0 \).

Although Example 4.2 shows that \( \hat{d}_p^I \) is not a metric, we can repair this as follows:

\textbf{Definition 4.3} \((p\text{-presentation distance})\). For merge trees \( M \) and \( N \) and \( p \in [1, \infty) \) we define the \( p\text{-presentation distance} \) as

\[
d_p^I(M, N) := \inf \sum_{i=0}^{n-1} d_p^I(Q_i, Q_{i+1}),
\]

where we infimize over all finite sequences of merge trees \( M = Q_0, \ldots, Q_n = N \).

The following result is a close analogue of [9, Proposition 3.6]. It has essentially the same proof and will play a similarly important role in our arguments.

\textbf{Lemma 4.4} \((\text{Largest bounded metric})\). (i) \( d_p^I \) is a metric on isomorphism classes of merge trees.
(ii) \( d^p_I \) is the largest such metric bounded above by \( \hat{d}^p_I \).

**Proof.** By Lemma 3.8, the presentation distance between any two merge trees is finite. It then follows from Lemma A.1 in the appendix (reproduced from [9, Rmk. 3.4] for convenience) that \( d^p_I \) is the largest pseudometric bounded above by \( \hat{d}^p_I \). Finally, Lemma A.2 shows that if \( d^p_I(M,N) = 0 \), then \( M \) is isomorphic to \( N \), which finishes the proof. ▷

To formalize how varying \( p \) increases the sensitivity of this distance, we recall the fundamental property of \( \ell^p \)-norms: for any vector \( x \), \( \| x \|_p \geq \| x \|_q \) whenever \( p \leq q \).

▷ **Proposition 4.5.** For any pair of merge trees \( M \) and \( N \) and for all \( 1 \leq p \leq q \leq \infty \), we have \( d^p_I(M,N) \geq d^q_I(M,N) \).

### 4.1 Equality of the \( \infty \)-presentation distance and interleaving distance

We now prove Theorem 1.4, which says that the \( \infty \)-presentation distance is equal to the interleaving distance. First, we define the interleaving distance.

▷ **Definition 4.6.** For \( \epsilon > 0 \), there is a shift functor \( S_\epsilon : \mathbb{R} \to \mathbb{R} \) given by \( t \mapsto t + \epsilon \). An \( \epsilon \)-interleaving between persistent sets \( M \) and \( N \) is given by a pair of natural transformations \( \varphi : M \to NS_\epsilon \) and \( \psi : N \to MS_\epsilon \) so that the following diagrams commute for all \( s \in \mathbb{R} \),

\[
\begin{array}{ccc}
M(s) & \xrightarrow{\varphi} & M(s+\epsilon) \\
\downarrow & & \downarrow \\
N(s) & \xrightarrow{\psi} & N(s+\epsilon)
\end{array}
\]

The **interleaving distance** between two persistent sets \( M \) and \( N \), and hence two merge trees, is defined as

\[
d_I(M,N) := \inf \{ \epsilon \mid M \text{ and } N \text{ are } \epsilon \text{-interleaved} \}.
\]

**Proof of Theorem 1.4.** Let \( M \) and \( N \) be two merge trees. By Lemma 4.4(ii) it suffices to prove that \( \hat{d}^\infty_I = d_I \) because \( d_I \) satisfies the triangle inequality and \( \hat{d}^\infty_I \) is the largest pseudometric bounded above by \( d^\infty_I \).

Suppose there exists an \( \epsilon \)-interleaving between \( M \) and \( N : \varphi : M \to NS_\epsilon \) and \( \psi : N \to MS_\epsilon \). Let \( P_M \) (resp. \( P_N \)) be the underlying matrix for a presentation of \( M \) (resp. \( N \)), whose generators and relations are \( G_M \) and \( R_M \) (resp. \( G_N \) and \( R_N \)). Here we slightly abuse notation by using generators and relations as row and column labels. We define a matrix \( P_Z \) as follows,

\[
P_Z := 
\begin{pmatrix}
G_M & R_M & R_N & G_MS_\epsilon & G_NS_\epsilon \\
\left( 
\begin{array}{cc}
P_M & 0 \\
0 & P_N
\end{array}
\right) & P_\psi & I
\end{pmatrix}
\]

where \( P_\psi \) is defined by

\[
(i,j) \mapsto \begin{cases}
1 & \text{if } \psi(\pi G_i^N)(g_i^N) = g_j^M, \\
0 & \text{otherwise},
\end{cases}
\]

and \( P_\varphi \) is defined by

\[
(i,j) \mapsto \begin{cases}
1 & \text{if } \varphi(\pi G_i^M)(g_i^M) = g_j^N, \\
0 & \text{otherwise}.
\end{cases}
\]
Here $g_i^N$ represents the element of $N(\pi G_i^N)$ representing the strand $G_i^N$. Moreover $G_M S_\epsilon$ denotes the collection of strands in $G_M$ that are obtained by $\epsilon$-shifting, likewise for $G_N S_\epsilon$.

By construction, $P_\psi$ and $P_\phi$ have exactly one nonzero entry per column. Using this matrix $P_Z$, one can obtain a pair of compatible presentations $P_M$ and $P_N$ for $M$ and $N$ respectively by relabeling $P_Z$ as follows:

$$P_M := \begin{pmatrix} R_M \ R_N S_\epsilon & G_M S_{2\epsilon} & G_N S_\epsilon \\ G_M S_\epsilon & 0 & I & P_\psi \\ G_N S_\epsilon & 0 & P_\phi & I \end{pmatrix},$$

and

$$P_N := \begin{pmatrix} R_M S_\epsilon & R_N \ G_M S_\epsilon & G_N S_{2\epsilon} \\ G_M S_\epsilon & 0 & I & P_\psi \\ G_N S_\epsilon & 0 & P_\phi & I \end{pmatrix}.$$

Since each of the generator and relation birth times for $P_M$ and $P_N$ differ exactly by $\epsilon$, we can conclude that $\|L(P_M) - L(P_N)\|_\infty = \epsilon$. Hence we have shown that $d_I(M, N) \geq \hat{d}_I^\infty(M, N)$.

Now suppose that there exists a pair of compatible presentations $P_M$ and $P_N$ for $M$ and $N$ respectively, such that $\|L(P_M) - L(P_N)\|_\infty = \epsilon$. This hypothesis guarantees generators of $P_M$ are born within $\epsilon$ of generators of $P_N$, and likewise for their relations. This allows us to construct functorial mappings:

$$\begin{array}{ccc}
\bigcup R_i^M & \longrightarrow & \bigcup G_i^M \\
\downarrow \alpha & & \downarrow \beta \\
\bigcup R_i^N S_\epsilon & \longrightarrow & \bigcup G_i^N S_\epsilon \\
\end{array}$$

where $\alpha$ and $\beta$ are defined by taking $G_i^M \rightarrow G_i^N S_\epsilon$ and $R_j^M \rightarrow R_j^N S_\epsilon$. Here $\varphi : M \rightarrow NS_\epsilon$ is obtained via the universal property of the coequalizer. Commutativity of the left square in the diagram follows from the fact that $P_M$ and $P_N$ have the same underlying matrix. Similarly, we obtain a map $\psi : N \rightarrow MS_\epsilon$. The uniqueness of the universal property guarantees $(\varphi, \psi)$ to be an interleaving pair. This shows that there exists an $\epsilon$-interleaving between $M$ and $N$, that is, $d_I(M, N) \leq \hat{d}_I^\infty(M, N)$. \hfill \qed

### 4.2 Comparison with Wasserstein distance on barcodes

Now that metric properties of the $p$-presentation distance $d_I^p$ have been established, we turn our attention to the relation between this distance and the $p$-Wasserstein distance $d_W^p$ on barcodes. Specifically, we prove Theorem 1.2(ii), which says that for $p \in [1, \infty]$ and any merge trees $M$ and $N$, we have

$$d_W^p(\mathcal{B}(M), \mathcal{B}(N)) \leq d_I^p(M, N).$$

\textbf{Lemma 4.7.} For merge trees $M$ and $N$,

$$d_I^p(M, N) \geq d_{\ell}^p(H_0(M), H_0(N)),$$

where $d_{\ell}^p(H_0(M), H_0(N))$ denotes the $\ell^p$-distance on persistent modules, as defined in [7].
The Universal $\ell^p$-Metric on Merge Trees

Proof. Let $M$ and $N$ be merge trees. We first show that $\hat{d}_i^p(M, N) \geq \hat{d}_i^p(H_0(M), H_0(N))$, where $\hat{d}_i^p(H_0(M), H_0(N))$ denotes the $p$-presentation semi-distance on persistent modules, as defined in [9]. If $P_M$, $P_N$ are compatible presentations for $M$ and $N$,

$$\bigcup_i R_i^M \xrightarrow{f^M} \bigcup_j G_j^M \quad \text{and} \quad \bigcup_i R_i^N \xrightarrow{g^N} \bigcup_j G_j^N,$$

applying $H_0$ will yield compatible presentations for $H_0(M)$ and $H_0(N)$,

$$\bigoplus_i H_0(R_i^M) \xrightarrow{f^M - g^M} \bigoplus_j H_0(G_j^M) \quad \text{and} \quad \bigoplus_i H_0(R_i^N) \xrightarrow{f^N - g^N} \bigoplus_j H_0(G_j^N),$$

whose $p$-distance is $\|L(P_M) - L(P_N)\|_p$. This implies that $\hat{d}_i^p(M, N) \geq \hat{d}_i^p(H_0(M), H_0(N))$. This is sufficient to prove the statement because we know that $\hat{d}_i^p(H_0(M), H_0(N)) \geq d_i^p(H_0(M), H_0(N))$, by [9] Prop. 3.3. Since $d_i^p(H_0(\bullet), H_0(\bullet))$ is a pseudometric on merge trees, Lemma [4.4(ii)] implies that $\hat{d}_i^p(M, N) \geq d_i^p(H_0(M), H_0(N))$. □

Remark 4.8. The inequality from Lemma [4.7] can be strict because non-isomorphic merge trees can have isomorphic persistent homology modules. This was demonstrated in [24], where the following example was considered.

![Example diagram](image)

Continuing our comparison of the $p$-presentation distance on merge trees with metrics in persistent homology, we recall the definition of the Wasserstein distance on barcodes.

Definition 4.9. A barcode $B$ is a finite collection of intervals $\{I\}$ in $\mathbb{R}$. A matching between barcodes $B$ and $C$ consists of a choice of subsets $B' \subset B$, and $C' \subset C$ and a bijection $\sigma : B' \to C'$. For any $p \in [1, \infty]$ we define the $p$-cost of $\sigma$ as

$$\text{cost}(\sigma, p) = \begin{cases} \left( \sum_{I \in B', \sigma(I) = J} \|I - J\|_p^p + \sum_{I \in \Delta} \|I - \text{mid}(I)\|_p^p \right)^{1/p}, & \text{when } 1 \leq p < \infty \\ \max \left\{ \max_{I \in B'} \|I - J\|_\infty, \max_{I \in \Delta} \|I - \text{mid}(I)\|_\infty \right\}, & \text{when } p = \infty, \end{cases}$$

where $\|I - J\|_p$ is the $\ell^p$-norm between intervals $I = [a, b]$ and $J = [c, d]$ viewed as vectors $(a, b)$ and $(c, d)$ in $\mathbb{R}^2$, $\text{mid}(I) := \left[ \frac{a+b}{2}, \frac{a+b}{2} \right]$ is the empty interval at the midpoint of $I$, and
\[ \Delta \] denotes all the intervals unmatched by \( \sigma \) in \( \mathcal{B} \sqcup \mathcal{C} \). The Wasserstein \( p \)-distance between barcodes \( \mathcal{B} \) and \( \mathcal{C} \) is then defined as the infimum of \( p \)-costs over all possible matchings, i.e.,

\[
d^p_W(\mathcal{B}, \mathcal{C}) = \inf_{\sigma} \text{cost}(\sigma, p).
\]

The distance \( d^\infty_W \) is called the bottleneck distance.

Lemma 4.7 and [9, Theorem 1.1] together establish Theorem 1.2(ii).

5 Stability and universality

In this section we consider two of the most important properties of the \( p \)-presentation metric on merge trees: stability and universality. To motivate stability, we consider another matrix-based distance on merge trees known as the \( p \)-cophenetic distance, which we show is not stable for \( p \in [1, \infty) \).

Comparison with cophenetic distances

Definition 5.1. Given a merge tree \( M \) together with a surjective ordered leaf node labelling \( \pi = \{G_1, \ldots, G_k\} \), a cophenetic vector \( C^\pi_M \) is an upper triangular matrix whose \((i, j)\)-entry is the earliest merge time (height of the least common ancestor) of nodes \( G_i \) and \( G_j \). For a pair of merge trees \( M \) and \( N \) together with a labelling \( \pi \), the labeled \( p \)-cophenetic distance is defined as \( \|C^\pi_M - C^\pi_N\|_p \), where we view these matrices as length \( k(k + 1)/2 \)-vectors. One can then define the \( p \)-cophenetic distance between two merge trees as

\[
d^p_C(M, N) = \inf_{\pi \in \Pi} \|C^\pi_M - C^\pi_N\|_p,
\]

where \( \Pi \) denotes the set of all surjective, ordered leaf labelings of \( M \) and \( N \).

We now give a counterexample to stability of the cophenetic \( p \)-distance, when \( p \neq \infty \), for cellular monotone functions; see Page 3 Section 1.1 for a reminder.

Example 5.2. Let \( X \) be the barycentric subdivision of the geometric 1-simplex. Consider the monotone cellular functions \( f, g : X \to \mathbb{R} \) where \( f \equiv 0 \) and \( g \) is 0 on 0-cells and 1 on 1-cells. By inspection, the merge tree \( M = \pi_0S^Tf \) has one leaf node and \( N = \pi_0S^Tg \) has three leaf nodes, one for each 0-cell, and a single internal node; see Figure 6.

\[ \text{Figure 6} \] Two merge trees are shown at left, associated to two functions on the cell complex \( X \), at right. In Example 5.2 these give a counterexample to stability of the \( p \)-cophenetic distance.

By allowing redundant labels for the one leaf node in \( M \), we have cophenetic vectors

\[
C_M = \begin{bmatrix} 0 & 0 & 0 \\ * & 0 & 0 \\ * & * & 0 \end{bmatrix} \quad \text{and} \quad C_N = \begin{bmatrix} 0 & 1 & 1 \\ * & 0 & 1 \\ * & * & 0 \end{bmatrix}.
\]
From [34] we know that $d_\infty^C(M_f, M_g) = d_I(M_f, M_g)$, which is stable [40], i.e.,
\[ d_\infty^C(M_f, M_g) = d_I(M_f, M_g) \]
However, for $p \in [1, \infty)$, we have $d_p^C(M_f, N_g) = \sqrt[p]{3}$, which is larger than $\|f - g\|_p = \sqrt[p]{2}$.

5.1 Stability

Definition 5.3. A distance $d$ on merge trees is said to be $p$-stable if whenever $f$ and $g$ are monotone cellular functions on a regular cell complex, the associated merge trees $M = \pi_0 S^1 f$ and $N = \pi_0 S^1 g$ satisfy $d(M, N) \leq \|f - g\|_p$.

We show that $p$-presentation distance is $p$-stable.

Proof of Theorem 1.2(i). We start by labeling vertices of $X$ by $\sigma_1, \ldots, \sigma_k$ and edges by $\tau_1, \ldots, \tau_l$. Consider the $(k \times l)$-matrix $P$ where
\[
P(i, j) := \begin{cases} 
1 & \text{if } \sigma_i \subseteq \tau_j, \\
0 & \text{otherwise.}
\end{cases}
\]
We then define labeled matrices $P_M, P_N$ with underlying matrix $P$,
\[
P_M := \begin{pmatrix} \gamma_1^M & \cdots & \gamma_l^M \\
\vdots & & \vdots \\
\gamma_k^M & \cdots & \gamma_l^M 
\end{pmatrix} \quad \text{and} \quad P_N := \begin{pmatrix} \gamma_1^N & \cdots & \gamma_l^N \\
\vdots & & \vdots \\
\gamma_k^N & \cdots & \gamma_l^N 
\end{pmatrix},
\]
where $\gamma_i^M = f(\sigma_i)$ and $\gamma_j^M = f(\tau_j)$, likewise for $P_N$. By definition of a regular cell complex each column of $P_M$ and $P_N$ must have exactly two ones. Moreover, $P_M$ and $P_N$ are compatible presentation matrices of their respective merge trees: Monotonicity guarantees that we can obtain presentations for merge trees $M, N$ with the generators and relations as described in $P_M$ and $P_N$. By construction we have that $\|L(P_M) - L(P_N)\|_p \leq \|f - g\|_p$ and by definition of $d_p^I$ it follows that $d_p^I(M, N) \leq \|f - g\|_p$. \[\leq\]

Example 5.4. If we present the merge trees $M$ and $N$ from Example 5.2 using three generators and two relations, the corresponding presentation matrices are
\[
P_M := \begin{pmatrix} 0 & 0 & 1 \\
0 & 1 & 0 \\
0 & 0 & 1 
\end{pmatrix} \quad \text{and} \quad P_N := \begin{pmatrix} 0 & 1 \\
0 & 1 \\
0 & 0 
\end{pmatrix}
\]
and the label vectors are $L(P_M) := [0, 0, 0; 0, 0]$ and $L(P_M) := [0, 0; 0, 1]$. Thus the $p$-label distance is $\sqrt[p]{2}$, which equals the $\ell^p$-distance between $f$ and $g$. Consequently, $d_p^P(M_f, N_g) \leq \sqrt[p]{2} = \|f - g\|_p$. Hence, $d_p^I(M_f, N_g) \leq \|f - g\|_p$, thus illustrating one advantage of this metric over the cophenetic $p$-distance.
5.2 Universality

In this section we prove that the $p$-presentation metric is universal among $p$-stable metrics. Here 'universal' can be interpreted as maximal or final in a certain poset category of pseudometrics. In order to prove Theorem 1.3 we need the following lemma:

Lemma 5.5 (Geometric lifting). If $M$ and $N$ are merge trees with compatible presentations $P_M$ and $P_N$ such that $\|L(P_M) - L(P_N)\|_p = \epsilon$, then there exists a regular cell complex $X$ and monotone cellular functions $f : X \to \mathbb{R}$ and $g : X \to \mathbb{R}$ such that

(i) $M \cong \pi_0 S^1 f$, $N \cong \pi_0 S^1 g$, and

(ii) $\|f - g\|_p = \epsilon$.

Proof. Let $P_M$ and $P_N$ be compatible presentations for $M$ and $N$ with presentation matrices

$$
P_M := \begin{pmatrix} 
\gamma_1^M & \cdots & \gamma_l^M \\
\vdots & & \vdots \\
\gamma_k^M & \cdots & \gamma_l^M 
\end{pmatrix} 
$$

and

$$
P_N := \begin{pmatrix} 
\gamma_1^N & \cdots & \gamma_l^N \\
\vdots & & \vdots \\
\gamma_k^N & \cdots & \gamma_l^N 
\end{pmatrix}.
$$

Using the underlying matrix for either presentation we construct a cell complex $X$ as follows: For each row $i$, add a 0-cell $\sigma_i$ to $X$, and for each column $j$, attach a 1-cell $\tau_j$ so that $P_M(i, j) = 1 \Rightarrow \sigma_i \subseteq \tau_j$. We then construct cellular functions $f, g : X \to \mathbb{R}$ using the birth times for the generators and relations for $P_M$ and $P_N$, respectively. More precisely, $f(\sigma_i) = \gamma_i^M$ and $f(\tau_j) = \rho_j^M$, likewise for $g$. Since $\|L(P_M) - L(P_N)\|_p = \epsilon$ we have that $\|f - g\|_p = \epsilon$ as well.

Proof of Theorem 1.3. It suffices to prove that for any $p$-stable distance $d$, we have $d \leq \hat{d}_p$. Let $M, N$ be merge trees with $\hat{d}_p(M, N) = \epsilon$ and let $\epsilon' > \epsilon$ be arbitrary. By Lemma 5.5 we can find $f, g : X \to \mathbb{R}$ such that $M \cong \pi_0 S^1 f$, $N \cong \pi_0 S^1 g$, and $\|f - g\|_p = \epsilon'$. By assumption $d(M, N) \leq \|f - g\|_p = \epsilon'$ and by letting $\epsilon' \to \epsilon$, we have that $d(M, N) \leq \hat{d}_p(M, N)$. By Lemma 4.4 we know that $d \leq \hat{d}_p$. □
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A Supplement to proof of Lemma 4.4

Lemma A.1 ([9, Remark 3.4]). Let \( \hat{d} : X \times X \to [0, \infty) \) be a symmetric and reflexive function. Define \( d : X \times X \to [0, \infty) \) by

\[
d(x, y) := \inf \sum_{i=0}^{n-1} \hat{d}(z_i, z_{i+1}),
\]

where the infimum is taken over all finite sequences \( z_0, \ldots, z_n \) in \( X \) with \( z_0 = x \) and \( z_n = y \). Then \( d \) is the largest pseudometric bounded above by \( \hat{d} \).

We reproduce the proof of [9, Proposition 3.3].

Proof. For \( x \in X \), it follows that \( d(x, x) \leq \hat{d}(x, x) = 0 \). For \( x, y \in X \), observe that

\[
d(x, y) = \inf \sum_{i=0}^{n-1} \hat{d}(z_i, z_{i+1}) = \inf \sum_{i=0}^{n-1} \hat{d}(z_{i+1}, z_i) = d(y, x)
\]

since \( \hat{d} \) is symmetric by hypothesis. Let \( x, y, w \in X \), and suppose \( \delta > d(x, w) \) and \( \delta' > d(w, y) \).

By definition there exist \( x = z_0, \ldots, z_n = w \) and \( w = z'_0, \ldots, z'_m = y \) such that

\[
\sum_{i=0}^{n-1} \hat{d}(z_i, z_{i+1}) < \delta \quad \text{and} \quad \sum_{i=0}^{m-1} \hat{d}(z'_i, z'_{i+1}) < \delta'.
\]

By definition of \( d \), we see that

\[
d(x, y) \leq \inf \sum_{i=0}^{n-1} \hat{d}(z_i, z_{i+1}) + \inf \sum_{i=0}^{m-1} \hat{d}(z'_i, z'_{i+1}) < \delta + \delta'.
\]

By arbitrariness of \( \delta, \delta' \), conclude that \( d(x, y) \leq d(x, w) + d(w, y) \).

Let \( d' \) be a pseudometric bounded above by \( \hat{d} \). Let \( x, y \in X \) and suppose \( \delta > d(x, y) \). By definition, there exist \( x = z_0, \ldots, z_n = y \) such that

\[
\sum_{i=0}^{n-1} \hat{d}(z_i, z_{i+1}) < \delta.
\]

Now observe that

\[
d'(x, y) \leq \sum_{i=0}^{n-1} d'(z_i, z_{i+1}) \leq \sum_{i=0}^{n-1} \hat{d}(z_i, z_{i+1}) < \delta.
\]

By arbitrariness of \( \delta > d(x, y) \), conclude that \( d'(x, y) \leq d(x, y) \).
Lemma A.2 (cf. [9 Proposition 3.6]). If $M$ and $N$ are merge trees with $d^p_I(M, N) = 0$, then $M$ and $N$ are isomorphic.

Proof. By Proposition 4.5, $d^\infty_I(M, N) \leq d^p_I(M, N)$, so it suffices to prove the result in the case that $p = \infty$. By Theorem 1.4, we have $d^\infty_I(M, N) = d_I(M, N)$. It is shown in [39 Corollary 6.2] that if a pair of finitely presented multiparameter persistence modules have interleaving distance 0, then they are isomorphic. In fact, essentially the same argument shows that if $d_I(M, N) = 0$, then $M$ and $N$ are isomorphic.