Flow Equation Calculation of Transient and Steady State Currents in the Anderson Impurity Model
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Transient and steady state currents through dc-biased quantum impurity models beyond the linear response regime are of considerable interest, both from an experimental and a theoretical point of view. Here we present a new analytical approach for the calculation of such currents based on the flow equation method (method of infinitesimal unitary transformations). Specifically, we analyze the Anderson impurity model in its mixed valence regime where the coupling to the leads is switched on suddenly at time $t = 0$. We observe the real time buildup of the current until it reaches its steady state limit.
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I. INTRODUCTION

Transport properties of quantum devices beyond the linear response regime have generated a lot of interest in the past decade. Experimentally, this is due to the recent advances in nanotechnology that permit to apply large electrical fields in low dimensional electronic structures. Theoretically, transport beyond the linear response regime is interesting since it explores genuine non-equilibrium quantum many-body phenomena. A particularly well-studied case, both experimentally and theoretically, are quantum dots in the Coulomb blockade regime that display Kondo physics [1,2]: here the shot noise generated by the steady state current serves as a source of decoherence that suppresses the Kondo quasiparticle resonance for sufficiently large voltage bias [3], thereby reducing the differential conductance [4].

However, the interplay of correlation physics and non-equilibrium is difficult to address theoretically, in spite of considerable effort in recent years. New numerical methods have been developed like the scattering state numerical renormalization group [5,6], Monte Carlo methods [7,8], the time-dependent density matrix renormalization group [9,12] and other real time methods [13,14]. Analytical approaches are perturbative Keldysh calculations [15,16], extensions of the renormalization group [16,28], generalizations of NCA (non-crossing approximation) to non-equilibrium [24,31], 1/N-expansions [32], Gutzwiller methods [33] and various approaches building on integrability [34,37]. Since all of these methods have their respective limited domain of applicability, there is still a need for new theoretical methods.

In the past few years the flow equation method (method of infinitesimal unitary transformations) [38,39] was used for a number of non-equilibrium quantum many-body problems like interaction quenches [40,42] and dc-transport beyond the linear response regime [16,17,43]. In particular, for the Kondo model numerous quantities like spin susceptibility, magnetization and T-matrix have been calculated for large voltage bias in the steady state [17,18]. In addition, the flow equation method is particularly suitable for calculating the real time evolution of non-equilibrium problems [44]. Therefore it offers the possibility to study the transient time-dependent buildup of a quantity until it reaches its steady state value, see for example the calculation of the magnetization dynamics in the ferromagnetic Kondo model [40]. This defines the question investigated in this paper: Using the flow equation method, we calculate the time-dependent buildup of the electrical current through an Anderson impurity model when the coupling between the leads and the quantum dot is suddenly switched on at time $t = 0$. Thereby we develop a new analytical method for calculating transport properties of interacting quantum systems beyond the linear response regime, both for transient and steady state behavior.

The model of a single level quantum dot coupled to two leads is described by the Anderson impurity Hamiltonian:

$$H = \sum_{\kappa \sigma} \varepsilon_\kappa c_{\kappa \sigma}^\dagger c_{\kappa \sigma} + U \sum_{\sigma} d_{\sigma}^\dagger d_{\sigma} + \sum_{\kappa \sigma} \frac{V}{\sqrt{2}} (c_{\kappa \sigma}^\dagger d_{\sigma} + h.c.) + \mu \sum_{\sigma} (d_{\sigma}^\dagger d_{\sigma}) , \quad (1)$$

$k$ denotes the wave vector, $\sigma = \uparrow, \downarrow$ the electron spin and $\alpha = L, R$ the left and right lead. For time $t < 0$ both leads are in equilibrium at different chemical potentials $\mu_L$ and $\mu_R$. The hybridization $V$ between leads and the dot is then switched on at time $t = 0$ and we are interested in the current $I(t)$ as a function of time. For simplicity we restrict ourselves to symmetric coupling to the leads, although the calculation can be generalized in a straightforward way.

An explicit expression for $I(t)$ is achieved via the forward-backward technique of the flow equation method [44]: The current operator is expressed in the diagonal basis of the Hamiltonian (1), where its time evolution can be worked out easily. Then the time-evolved operator is
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transformed back into the original basis, where the initial condition of non-interacting Fermi gases with different chemical potentials is given. This yields the final answer with an explicit expression for the current as a function of time. Approximations enter during the diagonalization step of the Hamiltonian, which limits our calculation to weak and intermediate interaction \(U\). However, the voltage bias can be large (beyond the linear response regime) and the real time evolution followed into the asymptotic steady state limit without any difficulties.

II. TRANSFORMATION OF THE HAMILTONIAN

We employ a symmetric/antisymmetric basis \(c_{k\pm\sigma} = \frac{1}{\sqrt{2}}(c_{kL\sigma} \pm c_{kR\sigma})\) and re-express the Hamiltonian as

\[
H = \sum_{k\sigma} \epsilon_k (c_{k,+\sigma}^\dagger c_{k,-\sigma} + c_{k,-\sigma}^\dagger c_{k,+\sigma}) + \epsilon_d \sum_{\sigma} d_{\sigma}^\dagger d_{\sigma} + \sum_{k\sigma} V(c_{k,+\sigma}^\dagger d_{\sigma} + h.c.) + U d_{\uparrow}^\dagger d_{\uparrow}^\dagger d_{\downarrow}^\dagger d_{\downarrow}.
\]

(2)

Notice that only the symmetric combination of lead operators couples to the impurity orbital, which plays an important role in the solution later.

In order to work out the flow equation solution for the current, it turns out to be convenient to use a finite system with a discrete level spacing. The thermodynamic limit will then be taken at the very end when the current is evaluated. We take a constant level spacing \(\Delta\) corresponding to a constant and equal density of states \(\rho = 1/\Delta\) in both leads. The symmetric non-interacting terms in the Hamiltonian can then be diagonalized [41]

\[
\sum_{k\sigma} \epsilon_k c_{k,+\sigma}^\dagger c_{k,+\sigma} + \sum_{k\sigma} V(c_{k,+\sigma}^\dagger d_{\sigma} + h.c.) = \sum_{\sigma} \epsilon_{\sigma} c_{+\sigma}^\dagger c_{+\sigma},
\]

(3)

by defining the pre-diagonalized basis

\[
c_{+\sigma} = \sum_k \frac{V}{\epsilon_k - \epsilon_k} B_{\sigma} c_{k,+\sigma} + B_{\sigma} d_{\sigma},
\]

(4)

with the transformation coefficient \(B_{\sigma} = V \sqrt{\epsilon_k^2 + \Gamma^2}\) and the linewidth \(\Gamma = \rho V^2\). The inverse transformation is \(d_{\sigma} = \sum_k B_{\sigma} c_{+\sigma}\) and through this the interaction term can also be expressed in the pre-diagonalized basis:

\[
U n_L n_R = \sum_{s_1,s_2,s_3} U B_{s_1} B_{s_2} B_{s_3} c_{s_1 \uparrow}^\dagger c_{s_1 \downarrow}^\dagger c_{s_2 \uparrow}^\dagger c_{s_2 \downarrow} c_{s_3 \downarrow}.
\]

(5)

In the sequel we will work with normal-ordered expressions. In this model we define normal ordering with respect to the non-interacting ground state in equilibrium, which is also the initial state at time \(t = 0\). The chemical potentials of the left and right lead are \(\mu_L\) and \(\mu_R\), respectively, and \(V_{sd} = \mu_R - \mu_L\) denotes the voltage bias. Strictly speaking, the Fermi function in the pre-diagonalized basis has no sharp edge even at zero temperature due to hybridization. But this effect vanishes in the thermodynamic limit and we can use

\[
n_s = \langle c_{s+\sigma}^\dagger c_{s-\sigma} \rangle_0 = \frac{1}{2} f_L(\epsilon_s) + f_R(\epsilon_s)
\]

(6)

with the usual Fermi function

\[
f_\alpha(\epsilon) = \frac{1}{1 + e^{\beta(\epsilon - \mu_\alpha)}}
\]

(7)

In this paper we will generally work at zero temperature \((\beta = \infty)\), the generalization to non-zero temperature is straightforward.

The starting point of our analysis is the following Hamiltonian

\[
H = \sum_k \epsilon_k c_{k,-\sigma}^\dagger c_{k,+\sigma} + \sum_{s\sigma} \epsilon_{s\sigma} c_{s+\sigma}^\dagger c_{s-\sigma}
\]

\[
+ \sum_{s_1,s_2,s_3} U B_{s_1} B_{s_2} B_{s_3} : c_{s_1 \uparrow}^\dagger c_{s_1 \downarrow}^\dagger c_{s_2 \uparrow}^\dagger c_{s_2 \downarrow} c_{s_3 \downarrow} : ,
\]

(8)

which corresponds to (1) with a single-particle energy \(\epsilon_d = -U/2 \sum_s B_{s}^2 (f_L(\epsilon_s) + f_R(\epsilon_s))\). Notice that the energy of the impurity level is then related to the lead chemical potentials, i.e. at zero temperature by

\[
\epsilon_d - \mu = -U - \frac{U}{2} \arctan(\mu - V_{sd}/2)
\]

\[
+ \arctan(\mu + V_{sd}/2) - \mu,
\]

(9)

where \(\mu = \mu_L + \mu_R/2\). The natural parameters in an experiment are \(\epsilon_d - \mu\), \(V_{sd}\), and \(U\) (see Fig. 1). For convenience the calculations in this paper will be expressed through the parameters \(\mu_L\), \(\mu_R\) and \(U\) (or \(\mu\), \(V_{sd}\) and \(U\)). However, one can easily solve Eq. (9) to find the corresponding value of \(\mu\) for a given \(\epsilon_0\). Obviously \(\mu = 0\) (or \(\mu_R = -\mu_L = V_{sd}/2\)) corresponds to the particle-hole symmetric point \(\epsilon_d - \mu = -U/2\) (see Fig. 1).

The flow equation approach employs suitable infinitesimal unitary transformations in order to diagonalize a given many-particle Hamiltonian. Thereby a one parameter family \(H(B)\) of unitarily equivalent Hamiltonians is

![FIG. 1: Schematic representation of the parameters in the Anderson impurity model.](image-url)
generated, where $H(B = 0)$ is the initial Hamiltonian and $H(B = \infty)$ the final diagonal Hamiltonian. Such a unitary flow can be generated as the solution of the following differential equation

$$\frac{dH(B)}{dB} = [\eta(B), H(B)],$$

where $\eta(B)$ is an anti-hermitean operator. Wegner showed that the so-called canonical choice $\eta(B) = [H(B), H_{\text{int}}(B)]$, where $H_{\text{int}}(B)$ the interaction part of the Hamiltonian, leads to the required renormalization group-like diagonalization scheme. Our key approximation will be the restriction to second order in $U$. In this approximation the generator $\eta(B) = \eta^{(1)}(B) + \eta^{(2)}(B)$ takes the following form (for more details see Ref. [45]):

$$\eta^{(1)}(B) = \sum_{s_1 s_2 s_3} (\epsilon_{s_1}^0 + \epsilon_{s_2}^0 - \epsilon_{s_1} - \epsilon_{s_2}) U B s_1 B s_2 B s_2 e^{-B(\epsilon_{s_1}^0 + \epsilon_{s_2}^0 - \epsilon_{s_1} - \epsilon_{s_2})^2} c_{s_1}^\dagger c_{s_1 \uparrow} c_{s_2}^\dagger c_{s_2 \downarrow},$$

$$\eta^{(2)}(B) = U^2 \sum_{s_1 s_2 s_3} \frac{B_{s_1} B_{s_2} B_{s_2} B_{s_2}}{\epsilon_{s_1} - \epsilon_{s_2}} Q_{s_1 s_2 s_3} e^{-B(\epsilon_{s_1} + \epsilon_{s_2} - \epsilon_{s_1} - \epsilon_{s_2})^2} - B(\epsilon_{s_1} + \epsilon_{s_2} - \epsilon_{s_1} - \epsilon_{s_2})^2 \epsilon_{s_1}^0 + \epsilon_{s_2}^0 - 2 \epsilon_{s_1}^0 - 2 \epsilon_{s_2}^0 : c_{s_1}^\dagger c_{s_2} : c_{s_1 \sigma} c_{s_2 \sigma} :$$

where

$$Q_{s_1 s_2 s_3} = n_{s_1} n_{s_2} - n_{s_1} n_{s_2} + n_{s_2}(1 - n_{s_2}).$$

The flow of the single-particle energies plays no role in the thermodynamic limit if one is interested in impurity correlation functions or the current. Therefore the final diagonal Hamiltonian takes the following simple form

$$H(B = \infty) = \sum_{k \sigma} \epsilon_k c_{k-\sigma}^\dagger c_{k-\sigma} + \sum_{s \sigma} \epsilon_s c_{s \sigma}^\dagger c_{s \sigma}.$$  \hspace{1cm} (13)

Here one should notice that energy-diagonal terms like $\delta_{s_1 s_2} \epsilon_{s_1}^0 + \epsilon_{s_2}^0 - \epsilon_{s_1} - \epsilon_{s_2} U B s_1 B s_2 B s_2 B s_2 : c_{s_1}^\dagger c_{s_1 \uparrow} c_{s_2}^\dagger c_{s_2 \downarrow} :$ still remain in $H(B = \infty)$ but have been neglected in [13]. This is permitted since these terms are thermodynamically irrelevant, that is they vanish in the thermodynamic limit.

### III. FLOW OF THE CURRENT OPERATOR

Clearly, the time evolution generated by [14] in the diagonal basis is trivial. However, the price we have to pay is to express the observable we are interested in this diagonal basis [15]. Specifically, we look at the current operator $I = I_{\uparrow} + I_{\downarrow}$, where

$$I_{\sigma} = (\partial_t N_{L\sigma} - \partial_t N_{R\sigma})/2$$

$$= i V \sum_k (d_k^0 c_{k-\sigma} - h.c.)$$

$$= i V \sum_{s, k} B_s (c_{s \sigma}^\dagger c_{k-\sigma} - h.c.).$$

Due to spin symmetry we only need to calculate the spin-up current $I_\uparrow$ since $I_\uparrow(t) = I_\downarrow(t)$.

The Hamiltonian has been diagonalized by the unitary transformation $U(B)$ corresponding to the generator $\eta(B)$ given above. We perform the same unitary transformation on the current operator

$$\frac{dI_\uparrow(B)}{dB} = [\eta(B), I_\uparrow(B)],$$

with the initial condition that $I_\uparrow(B = 0) = 0$ is given by [14]. In the current operator the anti-symmetric combinations $c_{k-\uparrow}$ stay invariant under the unitary transformation, while the commutator of $c_{s \downarrow}$ and $\eta$ generates higher order terms like $c_{s_1}^\dagger c_{s_2}^\dagger c_{s_2 \downarrow} :$. The commutator between this term and $\eta$ feeds back into the coefficient of $c_{s_1}^\dagger$.

For the lowest order correction with interaction (second order in $U$), the ansatz of the flowing current operator looks like

$$I_\uparrow(B) = \sum_{s k} \gamma_s(B) c_{s \downarrow}^\dagger c_{k-\downarrow}$$

$$+ \sum_{s_1 s_2 s_3} M_{s_1 s_2 s_3}^{s \downarrow \downarrow} \epsilon_{s_1} c_{s_1 \uparrow}^\dagger c_{s_2 \downarrow}^\dagger c_{s_3 \downarrow} : c_{k-\downarrow} : + h.c.$$  \hspace{1cm} (16)

Substituting this ansatz into Eq. (15) one finds the following flow of parameters:

$$\frac{d\gamma_s}{dB} = \sum_{s_1 s_2} (\epsilon_{s_1} + \epsilon_{s_2} - \epsilon_{s_1} - \epsilon_{s_2}) U B s_1 B s_2 B s_2 e^{-B(\epsilon_{s_1} + \epsilon_{s_2} - \epsilon_{s_1} - \epsilon_{s_2})^2} c_{s_1}^\dagger c_{s_1 \uparrow} c_{s_2}^\dagger c_{s_2 \downarrow},$$

$$\frac{dM_{s_1 s_2 s_3}^{s \downarrow \downarrow}}{dB} = \sum_{s_1 s_2 s_4} (\epsilon_{s_1} + \epsilon_{s_2} - \epsilon_{s_1} - \epsilon_{s_2}) U B s_1 B s_2 B s_2 B s_4 e^{-B(\epsilon_{s_1} + \epsilon_{s_2} - \epsilon_{s_1} - \epsilon_{s_2})^2} - B(\epsilon_{s_1} + \epsilon_{s_2} - \epsilon_{s_1} - \epsilon_{s_2})^2 \epsilon_{s_1} + \epsilon_{s_2} - 2 \epsilon_{s_1} - 2 \epsilon_{s_2} : c_{s_1}^\dagger c_{s_2} : c_{s_1 \sigma} c_{s_2 \sigma} :$$
\[
\partial_B \gamma_s = U \sum_{s_1s_2} M_{s_1s_2}^s Q_{s_1s_2} (\epsilon_s + \epsilon_{s_1} - \epsilon_{s_2}) B_s B_{s_1} B_{s_2} e^{-B(\epsilon_s + \epsilon_{s_1} - \epsilon_{s_2})^2} + U^2 \sum_{s' \neq s} \gamma_{s'} Q_{s'_{s_1}s_2} \\
\times 2(\epsilon_s + \epsilon_{s'}) B_{s_1}^2 B_{s_2}^2 (\epsilon_{s_1} - \epsilon_{s_2}) e^{-B(\epsilon_s + \epsilon_{s_1} - \epsilon_{s_2})^2 + (\epsilon_s + \epsilon_{s_1} - \epsilon_{s_2})^2}
\]
\[
\partial_B M_{s_1s_2}^s = U \sum_{s_1} \gamma_s e^{\epsilon_{s_1}} B_{s_1} B_{s_2} (\epsilon_s - \epsilon_{s_1} - \epsilon_{s_2}) e^{-B(\epsilon_s + \epsilon_{s_1} - \epsilon_{s_2})^2},
\]

(17)

The higher order term in \( \partial_B M_{s_1s_2}^s \) is neglected since we take only terms up to second order in \( U \) into account.

Next we undo the unitary transformation, that is we introduce a second time parameter \( \tau \) and to get rid of the poles by performing derivatives with respect to \( \tau \). Afterwards one can convert the sum into an integral. Finally one performs the integration with respect to \( \tau' \) and gets the original function.

current operator can be obtained easily: The quartic term in Eq. (16) is normal-ordered and does therefore not contribute to the expectation value. The time-dependent current is expressed as

\[
I_\tau(t) = \langle I_\tau(0, t) > = \text{Re} \sum_{sk} \frac{\gamma_s(0, t)e^{-i\epsilon_k \tau} V B_s (f_L(\epsilon_k) - f_R(\epsilon_k))}{\epsilon_s - \epsilon_k}.
\]

(23)

With Eq. (21) this gives an explicit expression for the current (see Appendix B). The summation over \( s_1 \) and \( s \) can be calculated analytically. However, one has to be careful since there are poles in the function and the summation cannot be simply transformed into a principal value integration. We employ the following trick to circumvent this problem. For example, when calculating \( \sum_{\tau: \epsilon_s - \epsilon_k = 0} \frac{B_s^2 e^{iD\tau}}{\epsilon_s - \epsilon_k} \), we introduce a second time parameter \( \tau' \) and write the expression as

\[
f(t, t') = \sum_s \frac{B_s^2 e^{iD\tau} - e^{i\epsilon_s t}}{\epsilon_s - D}.
\]

(24)

Obviously \( f(t, t) \) is the original function that we are interested in and \( f(t, 0) = 0 \). Now the pole at \( \epsilon_s = D \) can be eliminated by partial differentiation with respect to \( \tau' \):

\[
\frac{\partial f}{\partial \tau'} = \sum_s \frac{B_s^2 e^{iD\tau} - e^{i\epsilon_s t}}{\epsilon_s - \epsilon_k}.
\]

(25)

The poles at \( \epsilon_s = \epsilon_k \) can be eliminated likewise (see details in Ref. [46]) and the result is \( \sum_s \frac{B_s^2 e^{i\epsilon_s t}}{\epsilon_s - \epsilon_k} = \frac{e^{i\epsilon_s t}}{\epsilon_s - \epsilon_k} \). Therefore

\[
\frac{\partial f}{\partial \tau'} = -ie^{iD\tau} e^{i(\epsilon_k - D)t'} - e^{i(D + \Gamma)t'}.
\]

(26)

IV. CALCULATION OF THE CURRENT

At time \( t = 0 \) the coupling between the leads and the impurity is switched on. The initial state is the non-interacting ground state, so the expectation value of the
V. RELATION BETWEEN THE CURRENT AND THE IMPURITY SPECTRAL DENSITY

Using Green’s function methods, the current can be expressed by the lesser Green’s function as

$$I(t) = \frac{V}{\sqrt{2}} \sum_{k} \text{Re}(G_{\alpha \alpha}^{<}(t, t) - G_{\alpha \alpha}^{<}(t, t)),$$  

where

$$G_{\alpha \alpha}^{<}(t, t) = \int_{0}^{\infty} dt' \langle \tilde{d}_{\alpha}^{\dagger}(t') \tilde{d}_{\alpha}(t) \rangle.$$  

The retarded Green’s function

$$G_{\alpha \alpha}^{<}(t, t) = \int_{\Gamma}^{\infty} d\tau' \text{Re}(G_{\alpha \alpha}^{\dagger}(t, \tau') G_{\alpha \alpha}^{<}(\tau', t)),$$  

where

$$g_{\alpha \alpha}^{<}(t, t') = -i\theta(t - t') \epsilon_{\alpha}^{\dagger}_{k}(t')$$  

are the impurity Green’s functions. Eq. (33) can therefore be rewritten

$$I_{\alpha}(t) = \frac{1}{2\pi} \int d\epsilon_{k} \text{Re}(f_{k\alpha} - f_{kR}) \times \text{Im} \int_{0}^{\infty} dt' e^{i\epsilon_{k}(t' - t)} G^{<}(t, t'),$$  

where we have used the relation $G^{<}(t, t') = G^{>}(t', t)$.

The retarded Green’s function $G^{<}(t, t')$ defined above depends not only on the time difference $t - t'$. We therefore define a time-dependent impurity spectral density

$$\rho(t, \epsilon) = \frac{-1}{\pi} \text{Im} G^{<}(t, \epsilon),$$  

where $G^{<}(t, \epsilon)$ is defined via

$$G^{<}(t, \epsilon) = \int_{0}^{\infty} dt' e^{i\epsilon(t - t')} G^{<}(t, t').$$  

Now the time-dependent Meir-Wingreen formula relates the time-dependent current with the time-dependent impurity spectral density,

$$I(t) = \int d\epsilon \text{Re}(f_{R}(\epsilon) - f_{L}(\epsilon)) \rho(t, \epsilon).$$  

The flow equation result for the Heisenberg time evolution of $\tilde{d}_{\alpha}^{\dagger}(t)$ has already been given in Sect. IV. Therefore the calculation of the time-dependent impurity spectral density is straightforward, details can be found in
Appendix C. Explicit comparison of Eqs. \((28)\) and \((29)\) from the direct solution of the Heisenberg equations of motion for the current operator with Eq. \((C6)\) shows that our previous results in Sect. \([IV]\) are consistent with the time-dependent Meir-Wingreen formula as should be expected. In the steady state limit \(t \to \infty\) we find the familiar equilibrium impurity spectral density

\[
\lim_{t \to \infty} \rho(t, \epsilon) = \frac{\Gamma^2}{\pi(\epsilon^2 + \Gamma^2)} + \frac{2U^2e\Gamma}{\pi(\epsilon^2 + \Gamma^2)^2} \int dD \tilde{T}(D) \frac{\epsilon - D}{\epsilon^2 - \Gamma^2} + \frac{U^2\tilde{T}(\epsilon)(\epsilon^2 - \Gamma^2)}{(\epsilon^2 + \Gamma^2)^2}. \tag{43}
\]

This equation reproduces the result in Ref. \([15]\).

VI. TIME-DEPENDENT CURRENT AT PARTICLE-HOLE SYMMETRY

The above formulas for time-dependent current and spectral density hold for arbitrary left and right lead chemical potentials. In the sequel we will present some explicit results for the time-dependent current at the particle-hole symmetric point, \(\epsilon_d = (\mu_L + \mu_R)/2 = -U/2\).

We perform numerical integration to get the time-dependent current curves. A direct estimation of Eq. \((29)\) is difficult because there is a pole in the integrand. Alternatively, we calculate the time derivative of the current, i.e.

\[
\frac{d}{dt} \left( \frac{I^c(t)}{\Gamma/h} \right) = \frac{4U^2 \sin \frac{V_{sd}t}{\Gamma}}{\Gamma t} \int dD \tilde{T}(D) \times \left( \text{Re} \left( \frac{e^{-iDt} - e^{-\Gamma t}}{(D + i\Gamma)^2} + \frac{\Gamma te^{-\Gamma t}}{D^2 + \Gamma^2} \right) \right). \tag{44}
\]

We then perform numerical integration of the right side and employ a fourth-order Runge-Kutta method to solve \((44)\) and get the current. The symmetry of \(\tilde{T}\) function, i.e. \(\tilde{T}(-D) = \tilde{T}(D)\), is used to simplify the calculation.

Fig. 2 shows the interaction correction to the current at different voltage bias. Its time derivative at \(t = 0\) vanishes. This is contrary to the free current, which has a sharp increase at \(t = 0\) (see Figs. 3, 4), which indicates the initial condition \(n_d = 0\). However, this initial charging process is independent of \(U\) due to the lack of electrons in the impurity, which explains \(\frac{d}{dt}I^c(t = 0) = 0\).

For \(t \gg 1/\Gamma\) the current correction approaches its steady value. Larger voltage bias leads to a stronger suppression of the current due to the \(U^2\)-dependent correction term. This can be understood to arise from shot noise decoherence effects, which suppress the quasi-particle resonance, similar to the well-established effect of current-induced decoherence in the nonequilibrium Kondo model \([4]\).

The suppressed ringing oscillation in both current correction and total current can be seen at large voltage bias \(V_{sd} = 2\Gamma\) (see Figs. 3 and 4). From \([28]\) and \([44]\) one can easily deduce the ringing oscillation period \(4\pi/V_{sd}\), consistent with Ref. \([48]\).

VII. CONCLUSIONS

We have demonstrated how the flow equation method (method of infinitesimal unitary transformations) can be used to calculate transient and steady state currents in and beyond the linear response regime through interacting quantum impurities. Our approach is perturbative in nature, therefore we are restricted to weak to intermediate values of the interaction in our analysis of the
Integrating with respect to \( B \) for a given time \( t \) one finds the first order solution of \( M \),

\[
M^{s_1's_2's_3}(B, t) = iVU \sum_{s_1} B_{s_1} B_{s_2} B_{s_3} e^{i(t(\epsilon_{s_1} + \epsilon_{s_2} - \epsilon_{s_3}))}.
\] (A1)

Taking the limit \( B \to \infty \) we find

\[
M^{s_1's_2's_3}(\infty, t) = iVU \sum_{s_1} B_{s_1} B_{s_2} B_{s_3} e^{i(t(\epsilon_{s_1} + \epsilon_{s_2} - \epsilon_{s_3}))}.
\] (A3)

Substituting the above expression and the zeroth order solution of \( \gamma_s \) into Eq. (17), we find the solution of \( \gamma_s \) to second order in \( U \),

\[
\delta \gamma_s(t) = \gamma_s(\infty, t) - \gamma_s(0, t) = \frac{iVB_sU^2}{2} \sum_{s_1, s_2} T(D) B_{s_1}^2 \left[ \frac{-e^{itD}}{(\epsilon_s - D)(\epsilon_{s_1} - D)} \right] + \frac{e^{it\epsilon_{s_1}}}{(\epsilon_s - \epsilon_{s_1})(\epsilon_{s_1} - D)}
\] (A4)

where \( D = \epsilon_{s_1} + \epsilon_{s_2} - \epsilon_{s_3} \) and \( T(D) \) is defined in Eq. (22). Then we have

\[
\gamma_s(0, t) = e^{it\epsilon_s} \gamma_s(0, 0) + \delta \gamma_s(0) - \delta \gamma_s(t) = \frac{iVB_s}{2} e^{it\epsilon_s} + \frac{iVB_sU^2}{2} \sum_{s_1, s_2} T(D) B_{s_1}^2 \left[ \frac{-e^{itD}}{(\epsilon_s - D)(\epsilon_{s_1} - D)} + \frac{e^{it\epsilon_{s_1}}}{(\epsilon_s - \epsilon_{s_1})(\epsilon_{s_1} - D)} \right].
\] (A5)

**Appendix B: The calculation of the current**

We divide the expression of the current into the zeroth order term and the interaction correction, \( I_1 = I^{(0)}_t(t) + I^{(c)}_t(t) \), where

\[
I^{(0)}_t(t) = \text{Re} \sum_{s,k} \frac{iV^2 B_s^2}{2(\epsilon_s - \epsilon_k)} e^{it(\epsilon_s - \epsilon_k)} (f_L(\epsilon_k) - f_R(\epsilon_k)),
\] (B1)
and

\[ I^{(c)}_1(t) = \text{Re} \sum_{s,k,s_1,D} \frac{iV^2 B^2 U^2 e^{-i\epsilon_{st}}}{2(\epsilon_s - \epsilon_k)} T(D) B^2_s \times \left[ \frac{e^{iDt} - e^{i\epsilon_{st}}}{(\epsilon_s - D)(\epsilon_s - D)} + \frac{e^{i\epsilon_{st}} - e^{i\epsilon_{s_1} t}}{(\epsilon_s - \epsilon_{s_1})(\epsilon_s - D)} \right] \times (f_L(\epsilon_k) - f_R(\epsilon_k)). \] (B2)

The sum over \( s \) and \( s_1 \) is calculated analytically by the method introduced in Section IV. The sum over \( s \) in the zeroth order term is straightforward. Next we need to calculate

\[ \Lambda = \sum_{s,s_1} \frac{B_s^2}{\epsilon_s - \epsilon_k} B^2_{s_1} \left[ \frac{e^{iDt} - e^{i\epsilon_{st}}}{(\epsilon_s - D)(\epsilon_s - D)} + \frac{e^{i\epsilon_{st}} - e^{i\epsilon_{s_1} t}}{(\epsilon_s - \epsilon_{s_1})(\epsilon_s - D)} \right]. \] (B3)

We first calculate the sum over \( s \) and get

\[ \Lambda = \frac{1}{\epsilon_k - i\Gamma} \sum_{s_1} \frac{B_{s_1}^2}{\epsilon_{s_1} - D} \left[ \frac{e^{i\epsilon_{st}} - e^{i\epsilon_{s_1} t}}{D - \epsilon_k} + \frac{e^{i\epsilon_{s_1} t} - e^{i\epsilon_{s_1} t}}{\epsilon_{s_1} - \epsilon_k} \right]. \] (B4)

When calculating the sum over \( s_1 \), we have to get rid of the poles at \( \epsilon_{s_1} = D \). We rearrange the terms so that \( \epsilon_{s_1} - D \) in the denominator and \( e^{i\epsilon_{s_1} t} - e^{i\epsilon_{s_1} t} \) in the numerator appear simultaneously, i.e.

\[ \Lambda = \frac{1}{\epsilon_k - i\Gamma} \left[ \frac{i(e^{i\epsilon_{st}} - e^{i\epsilon_{s_1} t})}{2\Gamma(D - i\Gamma)} + \sum_{s_1} \frac{B_{s_1}^2}{\epsilon_{s_1} - D} \left( \frac{e^{i\epsilon_{st}} - e^{i\epsilon_{s_1} t}}{D - \epsilon_k} \right) \right]. \] (B5)

Employing the method from Section IV again we find

\[ \Lambda = \frac{1}{\epsilon_k - i\Gamma} \left[ \frac{1}{\epsilon_s - i\Gamma} \left( \frac{e^{i\epsilon_{st}} - e^{i\epsilon_{s_1} t}}{\epsilon_s - D} + \frac{e^{-\Gamma t} - e^{-\Gamma t}}{D - i\Gamma} \right) \right] . \] (B6)

Substituting the expression for \( \Lambda \) into (B2) we obtain an expression for \( I^{(c)} \). The pole at \( \epsilon_k = D \) is a removable singularity, so that we can change the sum over \( k \) and \( D \) into a Cauchy principal value integral. This transformation makes it easy to estimate the long time limit and to compare our result with that in Ref. [15]. The interaction correction for the current is then given by

\[ I^{(c)}_1(t) = \int dD d\epsilon \frac{U^2}{2\pi} (f_R(\epsilon) - f_L(\epsilon)) \times \text{Re} \left[ \frac{i e^{i(u-D)t} + (e^{i\epsilon_{st}} - 1)(D + i\epsilon - 2) - e^{i\epsilon_{s_1} t}}{(\epsilon + i)(D + i\epsilon)^2} \right]. \] (B7)

**Appendix C: The calculation of the spectral density**

The evolution of the \( d^\dagger \) operator is similar to the current operator and can be expressed as

\[ d^\dagger(t) = \sum_s \tilde{\gamma}_s(0,t) c^{\dagger}_{s_1 \uparrow} \]

\[ + \sum_{s_1 \neq s_2} \tilde{M}_{s_1 \uparrow s_2 \downarrow}(0,t) c^{\dagger}_{s_1 \uparrow} c_{s_2 \downarrow} ::. \] (C1)

where \( \tilde{\gamma}_s(0,t) = \frac{i}{\sqrt{2}} \gamma_s(0,t) \) and \( \tilde{M}_{s_1 \uparrow s_2 \downarrow}(0,t) = \frac{i}{\sqrt{2}} M_{s_1 \uparrow s_2 \downarrow}(0,t) \).

The anticommutator is

\[ \langle \{ d(t), d^\dagger(t') \} \rangle = \sum_s \gamma^*_s(0,t) \tilde{\gamma}_s(0,t') \]

\[ + \sum_{s_1 \neq s_2} \tilde{M}^*_s(0,t) \tilde{M}_s(0,t') \times \langle d(t), d^\dagger(t') \rangle = e^{\Gamma(t'-t)} + U^2 T(D) \times \left[ \frac{2\Gamma(t' - t)e^{\Gamma(t'-t)}}{2\Gamma(D + i\Gamma)} + \frac{e^{-2\Gamma t + id\epsilon t} - e^{-2\Gamma t}}{(D + i\Gamma)^2} \right] \times \left[ \frac{2\Gamma(t' - t)e^{\Gamma(t'-t)}}{2\Gamma(D + i\Gamma)} + \frac{e^{-2\Gamma t + id\epsilon t} - e^{-2\Gamma t}}{(D + i\Gamma)^2} \right] \]. (C2)

By using the summation method from the calculation of the current, we find

\[ \sum_s \gamma^*_s(0,t) \tilde{\gamma}_s(0,t') = e^{\Gamma(t'-t)} + U^2 T(D) \times \left[ \frac{2\Gamma(t' - t)e^{\Gamma(t'-t)}}{2\Gamma(D + i\Gamma)} + \frac{e^{-2\Gamma t + id\epsilon t} - e^{-2\Gamma t}}{(D + i\Gamma)^2} \right] \times \left[ \frac{2\Gamma(t' - t)e^{\Gamma(t'-t)}}{2\Gamma(D + i\Gamma)} + \frac{e^{-2\Gamma t + id\epsilon t} - e^{-2\Gamma t}}{(D + i\Gamma)^2} \right] \]. (C3)

Setting \( B = 0 \) and performing the summation over \( s_1 \) in Eq. (A2) we get

\[ \tilde{M}_{s_1 \uparrow s_2 \downarrow}(0,t) = UB_{s_1} B_{s_2} \epsilon_{s_1} - e^{i\epsilon_{s_1}} - \epsilon_{s_2} - \epsilon_{s_1} + i\Gamma \] (C4)

Using the definition \( D = \epsilon_{s_1} + \epsilon_{s_2} - \epsilon_{s_2} + i\Gamma \), we obtain

\[ \langle \{ d(t), d^\dagger(t') \} \rangle = e^{\Gamma(t'-t)} + U^2 T(D) \times \left[ \frac{2\Gamma(t' - t)e^{\Gamma(t'-t)}}{2\Gamma(D + i\Gamma)} + \frac{e^{-2\Gamma t + id\epsilon t} - e^{-2\Gamma t}}{(D + i\Gamma)^2} \right] \times \left[ \frac{2\Gamma(t' - t)e^{\Gamma(t'-t)}}{2\Gamma(D + i\Gamma)} + \frac{e^{-2\Gamma t + id\epsilon t} - e^{-2\Gamma t}}{(D + i\Gamma)^2} \right] \]. (C5)
The impurity orbital spectral density is therefore given by
\[
\rho(t, \epsilon) = \frac{1}{\pi(\epsilon^2 + 1)} + \frac{e^{-\Gamma t}(\epsilon \sin ct - \cos ct)}{\pi(\epsilon^2 + 1)}
\]
\[
+ \Re \frac{U^2 \tilde{T}(D)}{\pi} \left[ \frac{ie^{i(-D)t} - i}{(D - \epsilon)(D + i)^2} + \frac{te^{i\epsilon t - \Gamma t}}{(D + i)(\epsilon + i)^2} \right] 
\]
\[
+ \left( e^{i\epsilon t - \Gamma t} - 1 \right) \left( iD + i\epsilon - 2 \right) 
\]
\[
(D + i)^2(\epsilon + i)^2 \right]. \quad (C6)
\]
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