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Abstract—Predictive process analytics often apply machine learning to predict the future states of a running business process. However, the internal mechanisms of many existing predictive algorithms are opaque and a human decision-maker is unable to understand why a certain activity was predicted. Recently, counterfactuals have been proposed in the literature to derive human-understandable explanations from predictive models. Current counterfactual approaches consist of finding the minimum feature change that can make a certain prediction flip its outcome. Although many algorithms have been proposed, their application to multi-dimensional sequence data like event logs has not been explored in the literature.

In this paper, we explore the use of a recent, popular model-agnostic counterfactual algorithm, DiCE, in the context of predictive process analytics. The analysis reveals that DiCE is unable to derive explanations for process predictions, due to (1) process domain knowledge not being taken into account, (2) long traces of process execution that often tend to be less understandable, and (3) difficulties in optimising the counterfactual search with categorical variables. We design an extension of DiCE, namely DiCE4EL (DiCE for Event Logs), that can generate counterfactual explanations for process prediction, and propose an approach that supports deriving milestone-aware counterfactual explanations at key intermediate stages along process execution to promote interpretability. We apply our approach to a publicly available real-life event log and the analysis results demonstrate the effectiveness of the proposed approach.

Index Terms—Counterfactual, explainable AI, interpretability, predictive process analytics

I. INTRODUCTION

Predictive process analytics often apply machine learning to predict the future states of a running business process [1], [2]. Especially in recent years, the application of deep learning techniques has received great attention in predictive process analytics [3], given their capability in generating accurate predictions. Despite their success, the internal mechanisms of machine/deep learning models are an enigma because humans cannot scrutinize how these intelligent systems operate and what they do. This is known as the black-box problem [4].

Several factors motivated the need to turn black-box predictions transparent to human decision-makers, and this has given the rise of a new research field called explainable AI (XAI). XAI is the set of methods that allows human users to comprehend and trust the results and output created by machine learning algorithms. This implies describing an AI model, its expected impact, and potential biases [5].

We propose the topic of explainable predictive process analytics, which refers to approaches, methods, and techniques that aim to provide explanations of how and why a specific trace of process execution obtained a particular prediction. An overarching goal is to generate human-understandable, context-relevant explanations of the reasoning of specific predictions learned by an underlying process predictive model or algorithm. Also, for a model to be interpretable, it must suggest explanations that make sense not only to the decision-maker but also ensure that the predictions are in accordance with the process domain knowledge and that explanations accurately represent the actual reasons for the model’s decisions [6], [7].

Next event prediction is an important task in predictive process analytics [8]. Applying next event prediction iteratively and progressively makes it possible to obtain a sequence of future events, which corresponds to the prediction of a remaining sequence of a particular trace. This type of analysis can equip business analysts with insights that can help them to target potential unexpected outcomes, predict time-consuming process execution, and thus prepare strategies to mitigate relevant issues and problems in a timely manner. Explainability will complement this process by providing justifications of why the underlying predictive model is making certain predictions step-by-step alongside process execution, which will help engage process stakeholders in the prediction process.

There exist several methods that can be used to achieve explainability (e.g., LIME [9], SHAP [10], LINDA-BN [11]). In this paper, we explore approaches that have been so far underexplored in the literature of predictive process analytics — counterfactuals explanations. Counterfactuals are considered a fundamental approach to achieve explainability, responsibility, and accountability in AI systems. Counterfactuals (from “contrary-to-fact” [12]) describe events or states of the world that implicitly or explicitly contradict factual knowledge. In predictive process analytics, counterfactuals are an important input for helping business stakeholders understand from a prediction what underlying activities would have to be changed.
in order to achieve the desired outcomes.

A. Counterfactuals in XAI

Counterfactuals are a conditional assertion whose antecedent is false and whose consequent describes how the world would have been if the antecedent had occurred (a what-if question). In the field of XAI, counterfactuals provide interpretations as a means to point out which changes would be necessary to accomplish the desired goal (prediction), supporting the understanding of why the current situation had a certain predictive outcome. Most XAI approaches tend to focus on answering why a black-box predicted a certain outcome. Counterfactuals, on the other hand, attempt to answer this question through a hypothetical what-if scenario, which implies knowing what features would the user need to change to achieve a desired outcome [13].

In process analytics, counterfactual explanations enable users to query the predictions of autonomous systems by posing a hypothetical scenario and questioning what would need to be done to achieve a desired outcome. For instance, consider the scenario where a machine learning algorithm assesses whether a person should be granted a loan or not, and the algorithm predicts that the person had the loan denied. An example of a counterfactual explanation for this outcome would be: if the person’s income were higher than $15,000, then he/she would have been granted a loan [14].

Before we proceed, it is important to clarify the difference between predictive models and counterfactual models. A predictive model attempts to foresee the future state from observed data, e.g. to answer the question like “after I take medication X, will my headache disappear?” In a prediction task, an event we wish to predict did not occur at the moment of the query. In a counterfactual approach, the event has already taken place. This implies that all data has already been observed, including the data that resulted from some action or decision. In this case, counterfactual models answer the question like “I had a headache, and after I took medication X, my headache is now gone. What if I had chosen medication Y, would I still have a headache?”. In this example, one cannot go back in time and change to medication Y to observe the effect since a decision to take medication X already took place, and the data has already been collected. Counterfactual approaches can help in these scenarios by providing a hypothetical scenario where such variable changes would have occurred. This approach is highly useful in predictive process analytics, where alternative process execution scenarios could be provided to the decision-maker as counterfactual explanations of why a particular outcome occurred.

B. The Need for Novel Counterfactual Approaches in PPA

Although counterfactual approaches for XAI are a relatively recent topic, so far, many algorithms have already been proposed (refer to [15], [16] for recent surveys). However, in what concerns predictive process analytics (PPA) and to the best of our knowledge, counterfactual approaches have never been investigated under the realm of explaining process predictive models underpinned by machine intelligence. The nature of event logs used in this domain imposes new challenges in finding counterfactuals for process prediction. For example, existing counterfactual approaches focus on traditional datasets, which often deal with one perspective in identifying a minimum change in features that will allow a predictive model “to flip” its prediction and generate the counterfactual scenario. However, when it comes to event logs, existing algorithms do not work due to the multi-perspective nature of process execution recorded by event logs. Consequently, new solutions are needed to support generating counterfactual explanations for process prediction.

C. Contributions

We investigate the potential of applying existing counterfactual algorithms in XAI literature to predictive process analytics. We explore the use of a recent, popular counterfactual algorithm, DiCE [14], that generates diverse counterfactual explanations. We chose DiCE, because it satisfies several essential properties for generating effective counterfactuals. These properties include plausibility, proximity, diversity, and sparsity [15]. Our preliminary experiments reveal that DiCE is unable to derive counterfactual explanations using event logs.

We propose an extension of DiCE, namely DiCE4EL (which stands for DiCE for Event Logs), that aims to support generating counterfactual explanations for process prediction. Our work in this paper focuses on next event prediction for generating counterfactual explanations and propose a milestone-aware approach when analysing counterfactual explanations. The notion of milestones is used to capture those intermediate stages that one would expect to reach in order to achieve a desirable final outcome at the end of process execution. The proposed approach is evaluated using a publicly available real-life event log concerning loan applications from a financial institution and widely used in predictive process analytics.

The main contributions of this paper are as follows:

- We propose a generic neural network architecture for predicting next event that takes into account both dynamic and static features;
- We propose DiCE4EL, an extension of DiCE algorithm, that can be applied to event logs and generate counterfactual explanations for process prediction; and
- We propose a milestone-aware approach to analyse counterfactual explanations step-by-step alongside process execution thus further improving model interpretability.

II. DiCE: DIVERSE COUNTERFACTUAL EXPLANATIONS

DiCE (Diverse Counterfactual Explanations) was initially proposed by Mothilal et al. [14]. Given a query feature vector with a prediction \( \hat{y} \), DiCE computes a set of diverse counterfactual explanations by finding candidate feature vectors that are close to the query instance but with an opposite prediction \( \bar{y} \). This diversity of explanations allows the user to choose counterfactuals that are more understandable and, consequently, more interpretable. In DiCE, diversity is formalized as a determinant point process based on the determinant of the
matrix containing information about the distances between a counterfactual candidate instance and the query instance to be explained. However, when we apply DiCE to event logs, we usually obtain one of two outcomes: (1) either the algorithm cannot find any counterfactual, or (2) the counterfactuals generated make no sense according to the domain process knowledge.

Figure 1 shows an illustration of several counterfactual candidates for a data instance $x$ according to DiCE.

In DiCE, the loss function is presented in Equation 1 and is given by a linear combination of three components: (1) a hinge loss function that is a metric that minimizes the distance between the user prediction $f(x)'$ for $c_i$'s and an ideal outcome $y$, $\text{loss}(f(c_i), y)$, (2) a proximity factor, which is given by a distance function, and (3) a diversity factor $\text{dist} \_\text{diversity}(c_1, ..., c_k)$.

$$C(x) = \min_{c_1, ..., c_k} \sum_{i=1}^{k} \text{loss}(f(c_i), y) + \frac{\lambda_1}{k} \sum_{i=1}^{k} \text{dist}(c_i, x) - \lambda_2 \text{dp} \_\text{diversity}(c_1, ..., c_k)$$

(1)

The distance function used in DiCE is the $L_1$-norm normalized by the inverse of the median absolute deviation of feature $j$ over the dataset. For optimisation, DiCE Gradient descent is used to minimize Equation 1.

A. Challenges of Counterfactuals in PPA and Event Logs

Contrary to traditional datasets, event logs are multi-dimensional data that turn the process of generating counterfactuals especially challenging due to several reasons:

1) **Order matters.** One important property of event logs is the time sequence of events. When counterfactual algorithms attempt to find minimum changes in features that promote the desired outcome, these changes need to provide meaningful traces according to the process model domain knowledge.

2) **Process domain knowledge should not be ignored.** Counterfactual algorithms for predictive process analytics need to consider the underlying processes that generated the event knowledge. Otherwise, when looking at minimum feature changes in traces, these may lead to counterfactual traces that are unrealistic according to the process model domain knowledge.

3) **Traces with Lots of Activities are Beyond Human Interpretability.** Counterfactual algorithms for predictive process analytics need to consider the underlying processes that generated the event knowledge. Otherwise, when looking at minimum feature changes in traces, these may lead to counterfactual traces that are unrealistic according to the process model domain knowledge.

B. The Challenge of Generating Counterfactuals

Counterfactual algorithms such as DiCE consist of an optimization problem that minimizes the distance between the query instance and the counterfactual candidate. Although this is highly effective when the dataset’s variables are real numbers, the optimization problem becomes challenging for categorical variables. Figure 2 provides an example of this challenge. Consider a categorical feature $\text{city}$, which contains two different categories [Brisbane, Sydney]. The one-hot encoding representations of “Brisbane” and “Sydney” are given by the vectors $[1, 0]$ and $[0,1]$, respectively. In order to find a counterfactual, DiCE needs to locate a candidate vector whose distance is the minimum to the vector that represents Brisbane. To achieve this, DiCE uses a well-known optimizer widely used in neural networks called gradient descent. At each iteration of the minimization process, gradient descent will change the input vectors into real numbers. For instance, the Brisbane one-hot encoded vector would become $[0.7, -0.9]$, no longer one-hot encoded. To correct this, DiCE computes the maximum of each feature to the updated vector would become $[1, 0]$, which is the same as the original input. To summarize, the transformation process of categorical variables can cause an infinite loop during the optimization process, and the gradient descent algorithm may not find a local minimum of the loss function, resulting in no counterfactuals are found.

This problem is highly relevant in predictive process analytics since both event log activities, and resources correspond to categorical variables. Current explainable counterfactual algorithms in the literature cannot deal with event logs due to the problem of the categorical variables.

III. DiCE4EL: Diverse Counterfactual Explanations for Event Logs

We propose an extension of the DiCE algorithm to generate counterfactual explanations for process prediction using event logs, and refer to this new algorithm as DiCE4EL.

Given a prediction from a machine learning algorithm (either next activity prediction or outcome prediction), the proposed DiCE4EL algorithm starts by retrieving this prediction from the learning model and computes an opposite class to that prediction, which corresponds to the counterfactual class that we wish to get an explanation. For instance, if the learning
model predicts that a loan application was ‘not approved’, the opposite counterfactual class will be ‘approved’. DiCE4EL can deal with both the process context knowledge and categorical variables by minimizing a loss function that consists in a linear combination of four different sub-loss functions:

- **Class Loss**, which is the difference between the output of predicting model, \( y \), and the opposite class, \( \bar{y} \). We used the hinge loss is used to measure this difference;
- **Distance Loss**, which minimizes the distance between an input query and a generated counterfactual candidate. In this loss, we apply gradient descent to minimize the distance function. In this step, categorical variables are treated as numeric variables to allow for convergence of gradient descent. We used the Euclidean distance (L2 norm) to compute the similarity between the vectors;
- **Category Loss**, which corrects the categorical variables computed in the distance loss function by constraining the variables to the sum of the input query;
- **Scenario Loss**, which ensures that the generated counterfactual exists in the process domain knowledge. The scenario validity is achieved by using the training set of the event log as the background knowledge of all known plausible traces (sequences of events of a case in an event log). This approach is inspired by Case-Based Reasoning approaches for counterfactual generation, where a database of valid counterfactuals is stored in the system [17].

The proposed algorithm iteratively repeats the calculation and minimization of the above loss functions until the predictive model predicts the opposite class \( \bar{y} \). Figures 3 and 4 present a high level flowchart illustrating how DiCE4EL algorithm works. For more details about the algorithm, the reader can refer to our open-source repository, which can be found in [18].

**IV. Approach**

The proposed approach is divided into three steps: i) identifying the milestone activities given an input event log; ii) predicting the next activity of a (process execution) trace; and iii) generating milestone-aware explainable counterfactuals using DiCE4EL. This paper uses milestone events of a loan application process for predicting the next activity and
generates the respective explanations through counterfactuals using DiCE4EL. We create a neural network architecture that receives a sequence of activities, the related resources, and the loan amount of the application. Our predictive model architecture considers both dynamic (activities and resources) and static (amount) features. We then generate and analyse counterfactual explanations for process prediction towards each of the milestones.

A. Dataset

The event log that we use in this work is taken from a bank in the Netherlands and corresponds to a loan application, where customers request a certain amount of money. This dataset has been provided for the BPI Challenge in 2012 and is publicly available.

The loan application starts with a webpage from where a customer selects a certain amount of money and then submits his request. Then, the application performs some automatic tasks and checks if an application is eligible. If eligible, the customer is sent an offer by mail (or by phone). After this offer is received, it will be evaluated. In case of any missing information, the offer goes back to the client and is re-evaluated until all the required information is gathered. A final evaluation is then performed, and the application is approved.

There are several activities that can be considered milestones in this event log, as previously identified in the winning report of BPI Challenge 2012 and are illustrated in Figure 5.

B. Predicting the next activity: Neural Network Architecture

The predictive model architecture that we use in this paper is inspired by the specialized architecture initially proposed in the work of [20]. The main difference of this architecture is the separation of the dynamic features (such as activity or resource) from the static features (such as AMOUNT). The dynamic features are processed by a Long Short Term Memory (LSTM) neural network, while the static features are processed by a fully connected dense deep neural network. We concatenate these different features and compute the next activity of a given loan application. Details about the neural network architecture can be found in our open source repository [18].

Given that there are no standardized evaluation protocols for counterfactual evaluation in XAI [21], we perform a milestone-aware counterfactual generation process where we test different scenarios and analyzed the counterfactuals returned by DiCE4EL.

Given a set of milestones as indicated in Figure 5, we test traces from the test set and use the proposed neural network to predict the next activity. If the predicted next activity is different from the (desired) milestone, we ask for an explanation in the form of a counterfactual: what would I have had to change in my loan application in order to meet the milestone? To answer this question, we apply the counterfactual generator that will indicate what features need to be changed in order to meet the desired milestone. To validate the quality of the generated counterfactual, we use the process domain knowledge to understand if the generated counterfactual corresponds to a legitimate scenario or an unrealistic one. As a more concrete example, given a sequence A_SUBMITTED → A_PARTLYSUBMITTED → A_PREACCEPTED → W_Completeren aanvraag, and AMOUNT = $500,000, the next activity predicted is A_DECLINED. We then would like to understand what we need to change to have the loan application A_ACCEPTED? Our counterfactual could say that for the loan application to be accepted, an AMOUNT = 10,000 would be required, suggesting that the client is requesting a very high loan amount in his/her current application.

V. Evaluation

This section presents the main results of our approach. It is important to note that there are no standardized evaluation protocols to assess the quality of generated counterfactuals. This constitutes an open research question in the field [21]. In this paper, we evaluate the quality of the generated counterfactuals by analyzing the properties to generate good counterfactuals as presented in [15], [17]: sparsity, plausibility, proximity, diversity, and categorical. Sparsity corresponds to the average number of feature changes in the generated counterfactuals.

| Parameters | Predictive model |
|------------|------------------|
| Activity embedding dimension | 32               |
| Resource embedding dimension | 128              |
| LSTM hidden dimension | 64               |
| Fully-connected layer dimension | 64               |
| Dropout rate | 0.1              |
| Epochs | 20               |
| Batch size | 128              |
| Optimizer | Adam             |
| Learning rate | 0.005            |
| Trainable Parameters | 169,306          |
The minimum number of changes, the more interpretable the counterfactual becomes. **Plausibility** emphasizes that the generated counterfactuals should be legitimate, and the search process should ensure logically reasonable results. **Proximity** corresponds to the distance between the generated counterfactual and the input query. The smaller the distance, the more interpretable the counterfactual is. **Diversity** corresponds to the capacity of generating different types of counterfactuals. **Categorical** means if the algorithm can deal with categorical variables (this is a fundamental property for counterfactual explanations in predictive process analytics).

We also perform milestone-aware counterfactual analysis where we investigate, for specific inputs, what are the counterfactuals generated, and we assess if they make sense given the relevant process knowledge (e.g., the process map).

### A. Evaluation of Counterfactual Properties

Table III shows the comparison between the proposed DiCE4EL and the original DiCE algorithm for two perspectives of process execution: **activity** and **resource** in the context of the BPIC2012 event log. DiCE cannot find counterfactuals in event logs, because of the multi-perspective nature of the event log data, and the representation of categorical variables. Consequently, the optimization process during gradient descent will fall in an endless loop. On the other hand, one can see that the proposed DiCE4EL algorithm can find counterfactuals. The counterfactuals generated constitute plausible explanations that are present in the process map. The algorithm is also able to find counterfactuals with the minimum feature change. We measured Sparsity using the Levenshtein and proximity with resource and activity). We define the input as a query was found by changing different features for the input query: keeping AMOUNT fixed v.s. changing AMOUNT (together with resource and activity). We define the input as a query consisting of i) a sequence of events, where each event is denoted as a tuple of Activity, Resource, and Amount; ii) the current prediction; and iii) the (desired) milestone. In the following, we present examples of counterfactuals that were generated. For more details about our experiments, the reader can refer to our publicly available notebooks [18].

### B. Milestone-Aware Counterfactual Analysis

We performed different analyses where we conducted a milestone-aware counterfactual generation. The counterfactual was found by changing different features for the input query: keeping AMOUNT fixed v.s. changing AMOUNT (together with resource and activity). We define the input as a query consisting of i) a sequence of events, where each event is denoted as a tuple of Activity, Resource, and Amount; ii) the current prediction; and iii) the (desired) milestone. In the following, we present examples of counterfactuals that were generated. For more details about our experiments, the reader can refer to our publicly available notebooks [18].

1) **Generating Counterfactuals for A_ACCEPTED Milestone**

Input Query:
- (A_SUBMITTED, 112, $15,500),
- (A_PARTLYSUBMITTED, 112, $15,500),
- A_PREACCEPTED, 112, $15,500),
- (W_Complete request, 11180, $15,500),
- (W_Complete request, 11201, $15,500)

Prediction: W_Complete request
Milestone: A_ACCEPTED
Counterfactual: What would I have had to change for the loan to be A_ACCEPTED?

Table III shows the counterfactuals found by the DiCE4EL algorithm for A_ACCEPTED milestone and with AMOUNT unchanged. And Table IV shows the counterfactuals found for A_ACCEPTED milestone and with AMOUNT varying.

2) **Generating Counterfactuals for A_FINALISED milestone**

Input Query:
- (A_SUBMITTED, 112, $15,500),
- (A_PARTLYSUBMITTED, 112, $15,500),
- A_PREACCEPTED, 112, $15,500),
- (A_ACCEPTED, 10939, $15,500),
- (W_Complete request, 10138, $15,500),
- (O_SELECT, 10138, $15,500)

Prediction: O_SELECT
Milestone: A_FINALISED
Counterfactual: What would I have had to change for the loan to be A_FINALISED?

Table V shows the counterfactuals found by the DiCE4EL algorithm for A_FINALISED milestone and with AMOUNT varying. Table VI shows the counterfactuals found for MILESTONE = A_FINALISED and with AMOUNT varying.

3) **Generating Counterfactuals for A_APPROVED milestone**

Input Query:
- (A_SUBMITTED, 112, $15,500),
- (A_PARTLYSUBMITTED, 112, $15,500),
- A_PREACCEPTED, 112, $15,500),
- (A_ACCEPTED, 10138, $15,500),
- (A_FINALIZED, 10138, $15,500),
- (O_SELECT, 10138, $15,500),
- (O_CREATED, 10138, $15,500),
- (O_SENT, 10138, $15,500),
- (W_Complete request, 10138, $15,500),
- (W_CALLING, 10138, $15,500)

Prediction: W_VALIDE request
Milestone: A_APPROVED
Counterfactual: What would I have had to change for the loan to be A_APPROVED?

Table VII shows the counterfactuals found by the DiCE4EL algorithm for A_APPROVED milestone and with AMOUNT unchanged. Table VIII shows the counterfactuals found for A_APPROVED milestone and with AMOUNT varying.

### C. Discussion

There are no standard evaluation protocols in the literature to determine the effectiveness of a counterfactual approach [21], let alone in the context of predictive process analytics. To address this problem, we used DISCO [21] to extract the process

[18]: https://fluxicon.com/disco/
TABLE II
COMPARISON BETWEEN DICE [14] AND DICE4EL (THIS PAPER) IN TERMS OF DIFFERENT PROPERTIES FOR THE BPIC2012 EVENT LOG. WE MEASURED SPARSITY USING THE AVERAGE LEVENSHTEIN DISTANCE, AND PROXIMITY USING THE L2 NORM (EUCLIDEAN DISTANCE) BETWEEN THE RETURNED COUNTERFACTUALS AND THE QUERY.

| Algorithm   | Code   | Dimension | Proximity | Sparsity | Diversity | Plausibility | Categorical |
|-------------|--------|-----------|-----------|----------|-----------|--------------|-------------|
| DiCE        | [14]   | Activity  | Not Found | Not Found | ✓         | ❌            | ❌           |
| DiCE4EL     | [18]   | Activity  | 2.3531    | 5.4492   | ✓         | ✓            | ✓           |
|             |        | Resource  | 2.6564    | 8.2947   | ✓         | ✓            | ✓           |

TABLE III
COUNTERFACTUALS GENERATED FOR INPUT 1. AMOUNT WAS FIXED TO $15,500 AS INPUT QUERY.

| Counterfactual 1 | Counterfactual 2 | Counterfactual 3 |
|------------------|------------------|------------------|
| £15,500          | £15,500          | £15,500          |

TABLE IV
COUNTERFACTUALS GENERATED FOR INPUT 1.

| Counterfactual 1 | Counterfactual 2 | Counterfactual 3 |
|------------------|------------------|------------------|
| £15,500          | £15,500          | £15,500          |

TABLE V
COUNTERFACTUALS GENERATED FOR INPUT QUERY 2. AMOUNT WAS FIXED TO $15,500 AS INPUT QUERY.

| Counterfactual 1 | Counterfactual 2 | Counterfactual 3 |
|------------------|------------------|------------------|
| £15,500          | £15,500          | £15,500          |

TABLE VI
COUNTERFACTUALS GENERATED FOR INPUT 2.

| Counterfactual 1 | Counterfactual 2 | Counterfactual 3 |
|------------------|------------------|------------------|
| £15,500          | £15,500          | £15,500          |

TABLE VII
COUNTERFACTUALS GENERATED FOR INPUT 3. AMOUNT WAS FIXED TO $15,500 AS INPUT QUERY.

| Counterfactual 1 | Counterfactual 2 | Counterfactual 3 |
|------------------|------------------|------------------|
| £15,500          | £15,500          | £15,500          |

validity and meaningfulness of the generated counterfactuals. We concluded that all counterfactuals generated by the proposed algorithm are valid and correspond the shortest possible path from the input query to the desired outcome (in other words, the trace with the smallest amount of changes from the initial query).

For input 1, we applied the proposed next activity classifier and obtained the prediction W_Complete request, which suggests that this trace is in a loop. For business process analysis, it would be interesting to understand what would have needed to be changed in order to break this loop and move towards A_ACCEPTED milestone? The proposed counterfactual generator found several counterfactual scenarios to address this question. Table III presents all the counterfactuals found by considering the same AMOUNT of money requested in the original loan application process, and Table IV returns counterfactual scenarios where just changing the requested AMOUNT would lead to successfully reaching the milestone. For instance, according to the proposed algorithm, one potential change that could have been applied in the process execution to break the W_Complete request cycle would be to either: (1) use the resource 10931 after the A_PREACCEPTED milestone; (2) change the resource of A_PREACCEPTED to 10912, and process the activity W_Complete request with that same resource; or (3) change the resource of A_PREACCEPTED to 10910, and change the activity W_Complete request to W_Handling leads with resource 10910. All these scenarios are valid as the reader can verify in the portion of the process extracted from DISCO [6]. Another interesting analysis is that if the client had requested the smaller AMOUNT = 8750, the process would transition from A_PREACCEPTED →
The generated counterfactuals (Table IV) suggest that for high AMOUNTS, the process will proceed towards W_Complete request, or it would proceed towards the activity W_Handling leads. A similar analysis can be made for the experiments for the A_FINALISED and A_APPROVED milestones. A similar analysis can be done for input queries 2 and 3. For more detailed information, the reader can check our publicly available notebook that details all the steps that were taken in this research [18]. The counterfactuals generated and no standard evaluation protocols to determine the effectiveness of our approach (how to assess what makes a counterfactual a good counterfactual). For future work, we are interested in defining a standard quantitative evaluation protocol that can be used in the context of predictive process analytics. As another direction of future work, we are interested in extending the proposed analysis using other types of event logs and also explore other well-known counterfactuals in XAI literature for predictive process analytics.
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