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Abstract

Safety is a critical property for control systems in medicine, transportation, manufacturing, and other applications, and can be defined as ensuring positive invariance of a predefined safe set. This paper investigates the problems of verifying positive invariance of a semi-algebraic set as well as synthesizing sets that can be made positive invariant through Control Barrier Function (CBF)-based control. The key to our approach consists of mapping conditions for positive invariance to sum-of-squares constraints via the Positivstellensatz from real algebraic geometry. Based on these conditions, we propose a framework for verifying safety of CBF-based control including single CBFs, high-order CBFs, multi-CBFs, and systems with trigonometric dynamics and actuation constraints. In the area of synthesis, we propose algorithms for constructing CBFs, namely, an alternating-descent approach and a local CBF approach. We evaluate our approach through a case study on a linearized quadrotor model with actuation constraints.
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I. INTRODUCTION

Safety is a critical property of autonomous control systems in medical, manufacturing, transportation, and other vital applications. From a control-theoretic perspective, safety is typically characterized by positive invariance of a particular safe region, for example, ensuring that a vehicle remains a desired safe distance from humans or obstacles, or maintaining the temperature of a system within tolerated limits. Methodologies such as energy-based methods [1], counterexample-guided synthesis [2], and abstraction-based verification [3] have been proposed to verify system safety and design safe control algorithms.

Conditions for positive invariance of controlled systems have been studied for decades beginning with the seminal work of Nagumo [4]. Exact conditions for positive invariance of a set have been proposed based on tangential conditions, i.e., whether the control input causes the state trajectory to evolve in a direction that is tangent to the boundary of the safe region [5]. At present, however, there is currently a lack of computational techniques for verifying that these invariance conditions are satisfied. Verification methodologies have been proposed based on special cases, for example, when the safe set is the super-level set of a single polynomial and the control policy is given [6]. These methods, however, do not readily generalize to verifying more complicated safe sets (e.g., intersections and unions of super-level sets) as well as incorporating actuation constraints.

In this paper, we develop a framework for verification of safety constraints that are expressed as invariance of semi-algebraic sets. A semi-algebraic set is any set that can be expressed as a combination of polynomial equalities and inequalities. The key challenge is that safety verification relies on checking non-existence of certain conditions, namely, that there do not exist points on the boundary of the safe region that violate the tangential conditions. To overcome this challenge, we develop our framework based on theorems of alternatives, which map non-existence conditions of a primal problem to equivalent existence conditions of a dual problem. In particular, we leverage the Positivstellensatz from real algebraic...
geometry [7] and Farkas lemma from linear algebra [8] to formulate a collection of sum-of-squares (SOS) programs. The solutions to these programs comprise certificates that validate safety of a given system. Furthermore, we use a novel construction based on semi-algebraic triangulations to construct continuous feedback controllers that satisfy the safety criteria, and extend our approach to systems with trigonometric functions in their dynamics.

While our proposed approach is agnostic to the control law that is used to ensure safety, in practice, our techniques are motivated by the recent research interest in Control Barrier Functions (CBFs) for safe control [9]. CBF-based controllers attempt to ensure safety by applying linear constraints on the control input at each time step that enforce the tangent cone conditions for positive invariance, however, safety may still be violated if a control input satisfying the constraints does not exist. Verification of a semi-algebraic set can be interpreted as verification of a CBF-based control policy, in which different CBFs are used in different regions of the state space. We make this connection explicit in Section [V-E] where we derive conditions for existence of CBF-based control laws for a given safe region, and in Section [IV-G] where we show how existing CBF constructions can be verified within our framework.

We also consider the problem of synthesizing controlled invariant sets. We propose two heuristic algorithms. The first algorithm is an alternating-descent approach based on the SOS programs that we developed for verification. The second algorithm constructs an invariant set by linearizing around an equilibrium point. We validate our synthesis and verification methodologies through simulation study on a linearized quadrotor model with actuation constraints.

The paper is organized as follows. Section II presents the related work. Section III presents the system model and background material. Section IV presents a convex framework for verification of semi-algebraic sets. Section V presents algorithms for synthesizing invariant sets. Section VI presents simulation results. Section VII concludes the paper.

II. RELATED WORK

Safety and positive invariance of nonlinear systems has been studied extensively, dating back to the seminal work of Nagumo [4]. Much of the work in this domain focuses on conditions for the state of a dynamical system to remain within a given set and existence of (possibly discontinuous) controllers that guarantee invariance (viability) [10]. For detailed treatments of these bodies of work see [5], [11]. This paper builds on these conditions and focuses on algorithmic approaches to verifying viability and invariance of nonlinear systems. Specifically, our main contribution is to consider the sub-class of semi-algebraic sets and polynomial systems and give exact, convex conditions for viability.

While in principle our framework is agnostic to the type of control law used to ensure invariance of the safe set, we are especially motivated by the extensive recent work on Control Barrier Functions (CBFs). Control Barrier Functions (CBFs) were first proposed in the seminal works [12], [13] and have been widely studied as a framework for verifiably safe control. CBFs have been proposed for high-degree [14], actuation-limited [15], Euler-Lagrange [16], time-delayed [17], and uncertain [18] systems. As we discuss in the paper, once a semi-algebraic set has been synthesized and/or verified as viable using our approach, CBF-based control laws can be used to ensure safety. We note that our main focus is on selecting and verifying safe invariant sets, making other related works on selecting parameters for CBFs [19], [20] and analyzing performance and stability of CBF-based control laws [21], [22] orthogonal to our paper.

Sum-of-squares optimization has been used to verify properties of uncontrolled dynamical systems, starting from construction and verification of Lyapunov functions [23] and safety verification through barrier certificates [6]. Recently, sum-of-squares optimization has been used to verify safety of control systems, for example, verification of CBF-based control policies [9]. Most of the existing works in this area assume that a single CBF or HOCBF is used [24], although some recent efforts can incorporate multiple barrier functions [25]. Importantly, these existing efforts verify safety by first synthesizing a nominal control policy, and then verifying that the control policy satisfies the conditions of the CBF. As a result, the safety guarantees are highly dependent on the choice of the nominal control policy. In contrast, this paper presents exact conditions for viability of a semi-algebraic set that do not depend on the nominal
controller construction, and are general enough to include intersections and unions of invariant sets as well as trigonometric functions. Finally, we note that techniques other than sum-of-squares have been proposed for safety verification, such as sampling-based methods [26] or sufficient conditions [27].

In practical settings, safety guarantees may rely on the existence of continuous controllers that satisfy the desired safety properties. There are two general approaches to proving existence of such controllers. In the first class of approach, inspired by the original work of Artstein [28], a stabilizing controller is constructed without a closed-form representation. In the second class, a closed-form representation of the controller is provided [29], [30]. We consider the first class of existence proofs, and propose a proof of existence of continuous feedback control policies that guarantee invariance of simple algebraic sets. As a corollary, we give sufficient conditions for existence of CBF-based control policies.

A variety of methodologies have been proposed for synthesizing CBFs. Bilinear, alternating-descent sum-of-squares algorithms were proposed in [31]. Deep neural networks have shown significant promise for representing CBFs, due to their universality and the availability of efficient training algorithms [32]. When the neural networks employ semi-algebraic activation functions, such as Rectified Linear Unit (ReLU), the resulting safe region is semi-algebraic and can be verified by our proposed approach. Related data-driven methods were proposed in [33]. In [34], it was shown that, when the value function is defined appropriately to capture safety and reachability properties of the system, barrier functions can be constructed by solving a Hamilton-Jacobi-Bellman equation. HJB-based algorithms for constructing value functions include discretizing the state space [35] and developing quadratic approximations via differential dynamic programming [36]. In Section IV-G, we explain how our framework can be used to verify such methods.

The preliminary conference version of this paper presented an algebraic-geometric framework for verifying CBFs and HOCBFs, but did not consider unions of CBFs, trigonometric functions, or actuation constraints [37].

III. MODEL AND PRELIMINARIES

This section presents the system model and definitions of safety. We also present background from real algebraic geometry.

A. System Model and Safety Definitions

We consider a nonlinear control system with dynamics
\[ \dot{x}(t) = f(x(t)) + g(x(t))u(t) \] (1)
where \( x(t) \in \mathbb{R}^n \) denotes the state, \( u(t) \in \mathcal{U} \subseteq \mathbb{R}^m \) is a control input, and \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \) and \( g : \mathbb{R}^n \rightarrow \mathbb{R}^{n \times m} \) are continuous functions. We assume that \( \mathcal{U} = \{ u : Au \leq c \} \) for some \( A \in \mathbb{R}^{p \times m} \) and \( b \in \mathbb{R}^p \).

Throughout the paper, we let \( [x]_i \) denote the \( i \)-th element of \( x \in \mathbb{R}^n \).

In what follows, we define safety of the system (1) by introducing the properties of viability and controlled positive invariance. We first consider an uncontrolled system \( \dot{x}(t) = f(x(t)) \).

**Definition 1:** A set \( \mathcal{D} \) is positive invariant for an uncontrolled system \( \dot{x}(t) = f(x(t)) \) if \( x(0) \in \mathcal{D} \) implies that \( x(t) \in \mathcal{D} \) for all time \( t \geq 0 \) when the solution to (1) exists.

Positive invariance implies that, if a system initially lies in set \( \mathcal{D} \), it will remain in \( \mathcal{D} \) for all future time. We have the following preliminary result before introducing conditions for positive invariance.

**Definition 2 (11, Def. 4.6):** For any set \( \mathcal{D} \subseteq \mathbb{R}^n \), the tangent cone to \( \mathcal{D} \) at \( x \in \mathcal{D} \) is defined by
\[ \mathcal{T}_\mathcal{D}(x) = \left\{ z : \lim_{\tau \to 0} \inf_{\tau} \frac{\text{dist}(x + \tau z, \mathcal{D})}{\tau} = 0 \right\}. \]

We note that, if \( x \) is in the interior of \( \mathcal{D} \), then \( \mathcal{T}_\mathcal{D}(x) = \mathbb{R}^n \). We have the following result on the tangent cone for a class of sets \( \mathcal{D} \).
Lemma 1 ([11], Eq. (4.6)): Suppose that the set \( D = \{ x : b_i(x) \geq 0, i = 1, \ldots, M \} \) for some functions \( b_1, \ldots, b_M : \mathbb{R}^n \to \mathbb{R} \). Furthermore, suppose that, for all \( x \in S \), there exists \( \varepsilon \) such that \( b_i(x) + \nabla b_i(x)z > 0 \) for all \( i = 1, \ldots, M \). Then for any \( x \in \partial D \),
\[
\mathcal{T}_D(x) = \{ z \in \mathbb{R}^n : \frac{\partial b_i}{\partial x} z \geq 0 \ \forall i \ \text{with} \ b_i(x) = 0 \}.
\]

We note that, if \( D = \{ x : b(x) \geq 0 \} \), then the condition of the lemma reduces to there does not exist \( x \) with \( b(x) = 0 \) and \( \frac{\partial b}{\partial x} = 0 \). We now state Nagumo’s Theorem, which gives exact conditions for positive invariance.

Theorem 1 (Nagumo’s Theorem [5]): Suppose that \( D \) is locally compact and \( f \) is continuous on \( D \). Then the set \( D \) is positive invariant under dynamics \( \dot{x}(t) = f(x(t)) \) if and only if \( f(x) \in \mathcal{T}_D(x) \) for all \( x \in D \).

When the system is controlled, we define the viability property as follows.

Definition 3 ([5]): A locally compact set \( D \) is viable if, for all \( x \in \partial D \), there exists \( u \in \mathcal{U} \) such that \( f(x) + g(x)u \in \mathcal{T}_D(x) \).

Viability implies that, when the state reaches the boundary of the region \( D \), there exists a control input to ensure that the state remains in \( D \). Viability is a necessary condition for a set to be rendered positive invariant through control. However, it may also be desirable to ensure safety using a control algorithm with a particular structure, for example, a state feedback controller. We define feedback controlled positive invariance to capture this property.

Definition 4: A locally compact set \( D \) is feedback controlled positive invariant if there exists a continuous function \( \mu : D \to \mathcal{U} \) such that \( f(x) + g(x)\mu(x) \in \mathcal{T}_D(x) \) for all \( x \in \partial D \).

Clearly, feedback controlled positive invariance implies viability. Lastly, we define Control Barrier Functions (CBFs) as follows. Recall that a continuous function \( \kappa : \mathbb{R} \to \mathbb{R} \) is class-K if \( \kappa(0) = 0 \) and \( \kappa \) is strictly increasing.

Definition 5: A function \( b \) is a control barrier function for (1) if \( \frac{\partial b}{\partial x} \neq 0 \) for all \( x \) with \( b(x) = 0 \) and there is a class-K function \( \kappa \) such that, for all \( x \) with \( b(x) \geq 0 \), there exists \( u \) satisfying
\[
\frac{\partial b}{\partial x}(f(x) + g(x)u) \geq -\kappa(b(x)).
\]
The following result establishes positive invariance for systems with CBFs.

Theorem 2 ([9], Theorem 2): Suppose that \( b \) is a CBF, \( b(x(0)) \geq 0 \), and \( u(t) \) satisfies (2) for all \( t \). Then the set \( \{ x : b(x) \geq 0 \} \) is positive invariant.

B. Preliminary Results

We now give needed background results on real algebraic geometry. The results below can be found in [7].

Definition 6 ([7], Def. 2.1.4): A set \( C \subseteq \mathbb{R}^n \) is semialgebraic if there exist integers \( s, r_1, \ldots, r_s \) and polynomials \( f_{ij}(x) : \mathbb{R}^n \to \mathbb{R} \) for \( i = 1, \ldots, s, j = 1, \ldots, r_i \) such that
\[
C = \bigcup_{i=1}^{s} \bigcap_{j=1}^{r_i} \{ x : b_{ij}(x) \} \tag{3}
\]
where \( \ast_{ij} \in \{=, \geq\} \).

The following result describes properties of closed semialgebraic sets.

Lemma 2: Any closed semialgebraic set \( C \) can be written in the form
\[
C = \bigcup_{i=1}^{s} \bigcap_{j=1}^{r_i} \{ x : b_{ij}(x) \geq 0 \} \tag{4}
\]
for some \( s, r_1, \ldots, r_s \in \mathbb{Z}_{>0} \) and polynomials \( b_{ij} : \mathbb{R}^n \to \mathbb{R} \) for \( i = 1, \ldots, r, j = 1, \ldots, r_s \).
If $s = 1$, then $C$ is a simple semialgebraic set. A Sum-of-Squares (SOS) polynomial is a polynomial $f(x)$ such that

$$f(x) = \sum_{i=1}^{k} g_i(x)^2$$

for some polynomials $g_1(x), \ldots, g_k(x)$. We use the notation $f \in \text{SOS}$ to mean that $f$ is a sum-of-squares polynomial. Selecting coefficients of $f(x)$ to ensure that $f(x)$ is SOS can be represented as a semidefinite program, a procedure known as SOS optimization [38], [39]. A special case of SOS optimization is the SOS feasibility problem, which is stated as follows. Let $M$ and $N$ be positive integers and let $\eta_{ij}, i = 1, \ldots, N; j = 1, \ldots, M$ and $\phi_i, i = 1, \ldots, N$ be polynomials in $\mathbb{R}^n$. The SOS feasibility problem consists of finding polynomials $\alpha_1(x), \ldots, \alpha_M(x)$ such that

$$\left( \sum_{j=1}^{M} \alpha_j(x) \eta_{ij}(x) + \phi_i(x) \right) \in \text{SOS}$$

for all $i = 1, \ldots, N$.

The cone $\Gamma[q_1, \ldots, q_k]$ associated with polynomials $q_1, \ldots, q_k$ is equal to the set of polynomials $f$ with

$$f(x) = p_0(x) + \sum_{i=1}^{N} p_i(x) \beta_i(x),$$

where $p_0, \ldots, p_N$ are SOS and $\beta_1, \ldots, \beta_N$ are products of powers of the $q_i$’s. For a set of polynomials $f_1, \ldots, f_N$, we define the ideal generated by the polynomials as

$$\mathcal{I}[f_1, \ldots, f_N] = \left\{ \sum_{i=1}^{N} \eta_i f_i : \eta_1, \ldots, \eta_N \right\}.$$

Finally, for a set of polynomials $\mathcal{H} = \{h_1, \ldots, h_s\}$, the monoid generated by $\mathcal{H}$ is given by the products of powers of the $h_i$’s, i.e.,

$$\mathcal{M}[\mathcal{H}] = \left\{ \prod_{i=1}^{s} h_i(x)^{r_i} : r_1, \ldots, r_s \in \mathbb{Z}_{\geq 0} \right\}$$

The Positivstellensatz, stated as follows, gives equivalent conditions for existence of solutions to systems of polynomial equations and inequalities. These equivalent conditions will be used to formulate equivalent SOS programs for the safety and invariance conditions to be defined in the following sections.

**Theorem 3 (Positivstellensatz [7]):** Consider a collection of polynomials $\mathcal{F} = \{f_j : j = 1, \ldots, r\}$, $\mathcal{G} = \{g_i : i = 1, \ldots, m\}$ and $\mathcal{H} = \{h_k : k = 1, \ldots, s\}$. Then the set

$$\left( \bigcap_{j=1}^{r} \{x : f_j(x) \geq 0\} \right) \cap \left( \bigcap_{i=1}^{m} \{x : g_i(x) = 0\} \right) \cap \left( \bigcap_{k=1}^{s} \{x : h_k(x) \neq 0\} \right)$$

is empty if and only if there exist polynomials $f$, $g$, and $h$ satisfying (i) $f(x) \in \Gamma[f_1, \ldots, f_r]$, (ii) $g(x) \in \mathcal{I}[g_1, \ldots, g_m]$, (iii) $h \in \mathcal{M}[h_1, \ldots, h_s]$, and (iv) $f(x) + g(x) + h(x)^2 = 0$ for all $x$. 

When the $f_j$’s, $g_i$’s, $h_k$’s, and powers $a_1, \ldots, a_s$ of the $h_k$’s are given, attempting to find solutions of the equation $f(x) + g(x) + h(x)^2 = 0$ is an SOS feasibility problem [38]. This problem can be written as

\[(\text{Psatz-SOS}) \quad \left( \sum_{i=1}^{m} \eta_i(x)g_i(x) - \sum_{S\subseteq\{1, \ldots, r\}} \alpha_S(x) \prod_{i\in S} f_i(x) \right) - \prod_{k=1}^{s} h_k(x)^{2a_k} \in \text{SOS} \]

\[\alpha_S \in \text{SOS} \forall S \subseteq \{1, \ldots, r\}\]

We let Psatz-SOS$(\mathcal{F}, \mathcal{G}, \mathcal{H})$ denote an instance of the above SOS feasibility problem. Finally, Farkas’s Lemma is as follows.

**Lemma 3 (Farkas’s Lemma [8]):** Let $A \in \mathbb{R}^{m \times n}$ and $b \in \mathbb{R}^m$. Then exactly one of the following is true:

1) There exists $x \in \mathbb{R}^n$ with $Ax \leq b$

2) There exists $y \in \mathbb{R}^n$ with $A^T y = 0$, $b^T y < 0$, and $y \geq 0$.

Farkas’s Lemma gives equivalent conditions for existence of solutions of linear inequalities.

### IV. Problem Formulation: Safety Verification

This section presents our approach for safety verification of semi-algebraic sets. We first consider the problem of verifying viability, and then the problem of verifying feedback controlled positive invariance. We discuss several special cases and implications for construction of CBF-based control policies.

As a preliminary, we define the concept of a practical semi-algebraic set.

**Definition 7:** A closed semi-algebraic set $C$ is practical if $C = \bigcup_{i=1}^{r} C_i$ where each $C_i$ is a closed and simple semi-algebraic set with

$$C_i = \bigcap_{j=1}^{r_i} \{x : b_{ij}(x) \geq 0\}$$

and for all $x \in C_i$, there exists $z \in \mathbb{R}^n$ satisfying $\frac{\partial b_{ij}}{\partial x} z + b_{ij}(x) > 0$ for all $j = 1, \ldots, r_i$.

In other words, $C$ is a practical semi-algebraic set if it is a union of closed simple semi-algebraic sets, each of which satisfies the conditions of Lemma 1. Techniques for verifying practicality of a semi-algebraic set are discussed in Appendix II.

### A. Viability Verification

The problem studied in this section is formulated as follows.

**Problem 1:** Given a practical semialgebraic set $C$, verify whether $C$ is viable under dynamics (1) when $f$ and $g$ are polynomials in $x$.

Our solution to Problem 1 is as follows. First, we characterize the boundary of a closed semialgebraic set, and then describe the tangent cone to each point in the boundary. Next, using Nagumo’s Theorem, we develop necessary and sufficient conditions for viability of the set. Finally, we use the Positivstellensatz to construct an SOS program for verifying viability. All proofs can be found in Appendix II.

**Proposition 1:** Let $C$ be a practical semi-algebraic set defined by polynomials $b_{ij}(x)$ as in (1). If $x \in \partial C$, then there exists (i) $S \subseteq \{1, \ldots, s\}$, (ii) a set of integers $\{j_i : i \in \{1, \ldots, r\} \setminus S\}$, where $j_i \in \{1, \ldots, r_i\}$, and (iii) a collection of nonempty subsets $T_i \subseteq \{1, \ldots, r_i\}$ for $i \in S$ such that $b_{ij_i}(x) < 0$ for $i \notin S$, $b_{ij_i}(x) = 0$ for $(i, j) \in S \times T_i$, and $b_{ij_i}(x) > 0$ for $i \in S$, $j \notin T_i$.

In Proposition 1 the set $S$ corresponds to the set of $i$ such that $x \in C_i$. For each $i \notin S$, $j_i$ is an index such that $b_{ij_i}(x) < 0$. For each $i \in S$, the set $T_i$ corresponds to the set of $j$ such that $b_{ij}(x) = 0$, while
{1, \ldots, r_i} \setminus T_i$ corresponds to the set of $j$ such that $b_{ij}(x) > 0$, implying that $x$ is in the interior of $\{b_{ij}(x) \geq 0\}$.

**Example:** As an example of the notation in Proposition 1, let $C = C_1 \cup C_2 \subseteq \mathbb{R}^2$, where

$$
C_1 = \{ x : b_{11}(x) \triangleq 9 - x_1^2 - x_2^2 \geq 0 \} \\
\cap \{ x : b_{12}(x) \triangleq -x_1 - x_2 \geq 0 \} \\
C_2 = \{ x : b_{21}(x) \triangleq 1 - x_1^3 \geq 0 \} \\
\cap \{ x : b_{22}(x) \triangleq x_1^2 + x_2^2 - 1 \geq 0 \}
$$

Let $x_1 = 0$, $x_2 = 1$. We have that $x \notin C_1$ with $b_{12}(x) < 0$, so $S = \{2\}$ and $j_1 = 2$. Considering $C_2$, we have $b_{21}(x) > 0$ and $b_{22}(x) = 0$, and hence $T_2 = \{2\}$.

We let $\Delta(C)$ denote the set of $x \in C$ that satisfy the conditions (i)-(iii) in Proposition 1. Proposition 1 implies that $\partial C \subseteq \Delta(C)$. The following describes the tangent cone at each point of $\Delta(C)$.

**Lemma 4:** Suppose that $C$ is a practical semi-algebraic set. Let $x \in \Delta(C)$. Let $S$ and $\{T_i : i \in S\}$ denote the maximal sets satisfying conditions (i)-(iii) of Proposition 1 at $x$. Then

$$
\mathcal{T}_C(x) = \bigcup_{i \in S} \bigcap_{j \in T_i} \{ z : \frac{\partial b_{ij}}{\partial x} z \geq 0 \}.
$$

Lemma 4 implies that, if $C$ is practical, then the tangent cone can be written as a union of the tangent cones of the simple semi-algebraic sets comprising $C$. In the preceding example, we would have $\mathcal{T}_C(x) = \{ z : x_1 z_1 + x_2 z_2 \geq 0 \}$. Intuitively, $x(t)$ must remain within the region $C$ for all time. If $x(t) = (0, 1)$, then $x(t)$ is in the exterior of $C_1$, and so the control must be chosen to ensure that $x(t)$ remains in $C_2$. Furthermore, since $b_{21}(x) > 0$, it is only required to choose a control input at time $t$ to ensure that $x$ continues to satisfy $b_{22}(x) \geq 0$.

Before presenting our SOS approach to viability verification, we introduce the following preliminary result. This preliminary result uses Farkas lemma to prove that existence of a control $u \in \mathcal{U}$ satisfying the conditions of Nagumo’s Theorem is equivalent to the non-existence of solutions to a system of polynomial inequalities.

**Lemma 5:** Let $\Theta_1(x), \ldots, \Theta_R(x) \in \mathbb{R}^{N \times m}$ and $\psi_1(x), \ldots, \psi_R(x) \in \mathbb{R}^N$ be polynomial functions of $x$. Let $\mathcal{P}$ and $\mathcal{Q}$ be sets of polynomial functions of $x$. Then the following are equivalent:

1. For any $x$ with $p(x) > 0$ for all $p \in \mathcal{P}$ and $q(x) = 0$ for all $q \in \mathcal{Q}$, there exist $i \in \{1, \ldots, R\}$ and $u \in \mathbb{R}^m$ such that $\Theta_i(x)u \leq \psi_i(x)$

2. There exist polynomials $\lambda \in \Lambda$, $\phi \in \Phi$, and $\sigma \in \Gamma$ with $\lambda + \phi^2 + \sigma = 0$, where $\Lambda, \Phi, \Gamma \subseteq \mathbb{R}^\{x_1, \ldots, x_n, y_{ij} : i = 1, \ldots, R, j = 1, \ldots, N\}$ are defined by

$$
\Gamma = \{ y_{ij} : i = 1, \ldots, R, j = 1, \ldots, N \},
\{-\psi_i(x)^T y : i = 1, \ldots, R, (p(x) : p \in \mathcal{P})\}
\Lambda = \mathcal{I}[(\Theta_{ij}(x)^T y_{ij} : i = 1, \ldots, R, j = 1, \ldots, m),
\{q(x) : q \in \mathcal{Q}\}]
\Phi = \mathcal{M}[(\psi_i(x)^T y_{ij} : i = 1, \ldots, R, (p(x) : p \in \mathcal{P})]
$$

and $\Theta_{11}(x), \ldots, \Theta_{mR}(x)$ are the columns of $\Theta_i(x)$.

We let $\mathcal{B}(\{\Theta_1, \ldots, \Theta_R\}, \{\psi_1, \ldots, \psi_R\}, \mathcal{P}, \mathcal{Q})$ denote the set of polynomials $(\lambda, \eta, \sigma)$ satisfying the conditions of Lemma 5. For any $\Theta_1, \ldots, \Theta_R, \psi_1, \ldots, \psi_R, \mathcal{P}$, and $\mathcal{Q}$, we can check whether $\mathcal{B}(\{\Theta_1, \ldots, \Theta_R\}, \{\psi_1, \ldots, \psi_R\})$ is nonempty by solving the problem Psatz-SOS($\mathcal{F}, \mathcal{G}, \mathcal{H}$), where

$$
\mathcal{F} = \{ y_{ij} : i = 1, \ldots, R, j = 1, \ldots, N \} \\
\cup \{-\psi_i(x)^T y : i = 1, \ldots, R\} \cup \{p(x) : p \in \mathcal{P}\}
\mathcal{G} = \{ \Theta_{ij}(x)^T y_{ij} : i = 1, \ldots, R, j = 1, \ldots, m \} \\
\cup \{q(x) : q \in \mathcal{Q}\} \cup \{p(x) : p \in \mathcal{P}\}
\mathcal{H} = \{ \psi_i(x)^T y_{ij} : i = 1, \ldots, R \} \cup \{p(x) : p \in \mathcal{P}\}
$$
Before stating the main result, we introduce some notation. For any finite set \( \{1, \ldots, s\} \) and any \( S \subseteq \{1, \ldots, s\} \), we let \( \Pi(S) \) denote the set of mappings \( \pi : S \to \mathbb{Z}_+ \) with \( \pi(i) \in \{1, \ldots, r_i\} \). We let \( Z(S) = \prod_{i \in S} 2^{\{1, \ldots, r_i\}} \), i.e., collections of subsets \( (T_i : i \in S) \).

Let \( C \) be a practical semi-algebraic set defined as in (4). For any \( S \subseteq \{1, \ldots, s\} \), \( T = (T_i : i \in S) \in Z(S) \), and \( l \in S \) we define \( \Theta_{S,T,l}(x) \) to be a matrix with rows \( -\partial b_{ij} \partial x g(x) \) for \( j \in T_i \), and define \( \psi_{S,T,l}(x) \) to be a vector with entries \( \partial b_{ij} f(x) \) for \( j \in T_i \).

We now state the main result on viability of semi-algebraic sets.

**Theorem 4:** Let \( C \) be a practical semi-algebraic set defined as in (4). Suppose that a system has dynamics \( \Pi \) with \( f, g \) polynomials, and the set of inputs \( u \) satisfies \( \mathcal{U} = \{u : Au \leq c\} \). Then \( C \) is viable if and only if for every \( S \subseteq \{1, \ldots, s\} \), \( \pi \in \Pi(\{1, \ldots, s\} \setminus S) \), and \( (T_i : i \in S) \in Z(S) \), the set \( \mathcal{B}(\{\Theta_{S,T,l} : l \in S\}, \{\psi_{S,T,l} : l \in S\}, \mathcal{P}_{S,T,\pi}, \mathcal{Q}_{S,T,\pi}) \) is nonempty, where

\[
\Theta_{S,T,l} = \begin{pmatrix} \Theta_{S,T,l}(x) \\ A \end{pmatrix}, \quad \psi_{S,T,l}(x) = \begin{pmatrix} \psi_{S,T,l}(x) \\ c \end{pmatrix},
\]

\[
\mathcal{P}_{S,T,\pi} = \{-b_{i\pi}(i) : i \notin S\} \cup \{b_{ij} : i \in S, j \notin T_i\},
\]

\[
\mathcal{Q}_{S,T,\pi} = \{b_{ij} : i \in S, j \in T_i\}.
\]

From Theorem 4 the viability of a semi-algebraic set can be verified by solving a collection of SOS feasibility problems to verify that \( \mathcal{B}(\{\Theta_{S,T,l} : l \in S\}, \{\psi_{S,T,l} : l \in S\}, \mathcal{P}_{S,T,\pi}, \mathcal{Q}_{S,T,\pi}) \) is nonempty for all \( S, T, l, \) and \( \pi \).

The results of this section imply that, if the degree of the polynomials in the (Psatz-SOS) optimization are allowed to be arbitrarily large, then a solution is guaranteed to exist if and only if \( C \) is viable. Note that, in practice, numerically solving the SOS programs will require limiting the degree of the polynomials in the optimization problem. Hence, while existence of a feasible solution implies safety of the system, non-existence of feasible solutions does not necessarily imply that the system is unsafe, only that there does not exist a safety certificate with the desired degree.

We observe that the number of SOS programs that must be solved as well as the dimension of each program may be large, especially for high-dimensional polynomials with high-degree functions \( b_{ij} \). In the following section, we describe how to derive simplified SOS programs for special cases of semi-algebraic sets.

### B. Special Cases of the Semi-Algebraic Framework

In what follows, we provide derivations for several such special cases of semi-algebraic sets. Each of these cases can be motivated by different types of CBF-based control. First, we consider the case where \( s = 1 \) and \( r_1 = 1 \), i.e., when the set \( C = \{x : b(x) \geq 0\} \) is the super-level set of a single polynomial. This case corresponds to control policies with a single CBF constraint. Second, we consider the case where \( s = 1 \) and \( r_1 > 1 \), i.e., the set \( C \) is a simple semi-algebraic set. This case corresponds to control policies with multiple CBF constraints, with High-Order Control Barrier Functions (HOCBFs) as a special case. Finally, we consider the case where \( s > 1 \) and \( r_i = 1 \) for \( i = 1, \ldots, s \). This case arises when there are multiple different CBF policies for different regions of the state space and the controller must switch between them.

1) **Super-Level Set of Single Polynomial:** For simplicity, we first consider the case where \( \mathcal{U} = \mathbb{R}^m \), meaning there are no constraints on the control input. We have the following proposition that follows directly from Theorem 4.

**Proposition 2:** Suppose that \( C = \{x : b(x) \geq 0\} \) for a polynomial \( b \). Then \( C \) is viable if and only if \( \mathcal{B}(0, 0, \mathcal{P}, \mathcal{Q}) \) is empty, where

\[
\mathcal{P} = \left\{ -\frac{\partial b}{\partial x} f(x) \right\},
\]

\[
\mathcal{Q} = \left\{ b \frac{\partial b}{\partial x} g_1(x), \ldots, \frac{\partial b}{\partial x} g_m(x) \right\}.
\]
We have \( \partial b \) and \( B \) whether the set \( C \) implying that \( \Theta(x)u \leq \psi \) if and only if \( \Theta(x) = 0 \) and \( \psi \) is negative. Hence \( C \) is viable if and only if \( B(0, 0, P, Q) \) as defined in the statement of the proposition is empty.

We observe that verifying viability of \( C \) from Proposition 2 is equivalent to checking feasibility of the constraint

\[
\eta(x)b(x) + \sum_{i=1}^{m} \theta_i(x) \frac{\partial b}{\partial x} g_i(x) - \alpha_1(x) \frac{\partial b}{\partial x} f(x) + \alpha_0(x) + \left( \frac{\partial b}{\partial x} f(x) \right)^{2v} = 0
\]

for some integer \( v \), polynomials \( \eta(x), \theta_1(x), \ldots, \theta_m(x) \), and SOS polynomials \( \alpha_1(x) \) and \( \alpha_0(x) \). This is equivalent to a single SOS constraint.

In order to incorporate actuation constraints, we have the following generalization of Proposition 2:

**Proposition 3:** If the set \( C = \{ x : b(x) \geq 0 \} \) for a polynomial \( b \) and \( U = \{ u : Au \leq c \} \), then \( C \) is viable if and only if the set \( B(\Theta, \psi, P, Q) \) is nonempty, where

\[
\Theta = \left( -\frac{\partial b(x)}{\partial x} \right), \quad \psi = \left( \frac{\partial b}{\partial x} f(x) \right)
\]

\( P = \emptyset \), \( Q = \{ b \} \)

**Proof:** The proof follows directly from Theorem 4 with \( s = 1 \) and \( S = T = \{ 1 \} \).

**Example:** Consider the polynomial system

\[
\begin{align*}
\dot{x}_1(t) &= -x_1(t)^3 + u(t) \\
\dot{x}_2(t) &= x_1 + 4x_2(t)^2
\end{align*}
\]

with \( C = \{ x : x_1^2 - x_2^3 + \beta \geq 0 \} \) for some \( \beta > 0 \). Since \( \frac{\partial b}{\partial x} = 0 \) if and only if \( x_1 = x_2 = 0 \), the set \( C \) is practical. We have \( \frac{\partial b}{\partial x} g_1(x) = 2x_1 \) and \( \frac{\partial b}{\partial x} f(x) = -2x_1^4 - 3x_1 x_2^2 - 12x_2^2 \). Choosing \( \eta(x) = 0 \), \( \alpha_1(x) = 12x_2^2 \), and \( \theta(x) = 12x_1^2 x_2^2 + 18x_1^2 + 4.5x_1 x_2^2 \) yields

\[
\eta(x) + \theta \frac{\partial b}{\partial x} g(x) - \alpha_1(x) \frac{\partial b}{\partial x} f(x) - \left( \frac{\partial b}{\partial x} f(x) \right)^2 = 0 \in SOS,
\]

implying that \( C \) is viable.

Suppose that we add a constraint that \( u \in U = [-1, 1] \). Then the problem would reduce to checking whether the set \( B(\Theta, \psi, P, Q) \) is nonempty, where

\[
\Theta = \left( \begin{array}{c}
-2x_1 \\
1 \\
-1
\end{array} \right), \quad \psi = \left( \begin{array}{c}
-2x_1^4 - 3x_1 x_2^2 - 12x_2^2 \\
1 \\
1
\end{array} \right)
\]

\( P = \emptyset \), \( Q = \{ x_1^2 - x_2^3 + \beta \} \)

This can be verified by solving Psatz-SOS(\( F, G, H \)), where

\[
\begin{align*}
F &= \{ y_1, y_2, y_3, y_1(2x_1^4 + 3x_1 x_2^2 + 12x_2^2) - y_2 - y_3 \} \\
G &= \{-2x_1 y_1 + y_2 - y_3, x_1^2 - x_2^3 + \beta \} \\
H &= \{ y_1(2x_1^4 + 3x_1 x_2^2 + 12x_2^2) - y_2 - y_3 \}
\end{align*}
\]
2) Simple Semi-Algebraic Sets: We next consider the case of simple semi-algebraic sets of the form \( C = \{ x : b_i(x) \geq 0, i = 1, \ldots, r \} \), where \( b_1, \ldots, b_r \) are polynomials. The following result applies Theorem 4 to this case.

**Proposition 4:** Suppose that \( C = \{ x : b_i(x) \geq 0, i = 1, \ldots, r \} \) for some polynomials \( b_1, \ldots, b_r \). Then the set \( C \) is viable if and only if, for every \( T = \{ i_1, \ldots, i_l \} \subseteq \{1, \ldots, r \} \), the set \( \mathcal{B}(\theta_T, \psi_T, \mathcal{P}_T, \mathcal{Q}_T) \) is nonempty, where

\[
\Theta_T = \left( \begin{array}{c} -\frac{\partial b_1}{\partial x} g(x) \\ \vdots \\ -\frac{\partial b_r}{\partial x} g(x) \\ A \end{array} \right), \quad \psi_T(x) = \left( \begin{array}{c} \frac{\partial b_1}{\partial x} f(x) \\ \vdots \\ \frac{\partial b_r}{\partial x} f(x) \end{array} \right) \tag{5}
\]

\[
\mathcal{P}_T = \{ b_i : i \notin T \}, \quad \mathcal{Q}_T = \{ b_i : i \in T \} \tag{6}
\]

**Proof:** When \( s = 1 \), we only consider the case where \( S = \{1\} \). Hence the set of permutations \( \pi \) in Theorem 4 is empty and \( Z(\{1\}) = 2^{\{1, \ldots, r\}} \). Applying the conditions of Theorem 4 (and omitting the \( S \) subscript to simplify notations), we have that \( \Theta_T \) and \( \psi_T \) are defined as in (5). Since the set of permutations \( \pi \) is empty, \( \mathcal{P}_T \) and \( \mathcal{Q}_T \) reduce to (6).

**Example:** Suppose that \( x(t) \in \mathbb{R}^2 \) and
\[
\begin{align*}
\dot{x}_1(t) &= -x_1 + u \\
\dot{x}_2(t) &= x_1 + 4x_2
\end{align*}
\]

Consider the set \( C = \{ x : ||x||_1 \leq 1 \} \), where \( ||x||_1 \) denotes the 1-norm. Suppose that there are no constraints on the control \( u \), i.e., \( \mathcal{U} = \mathbb{R} \). We have that \( C = \bigcap_{i=1}^4 \{ x : b_i(x) \geq 0 \} \), where \( b_1(x) = 1 - x_1 - x_2, b_2(x) = 1 - x_1 + x_2, b_3(x) = 1 + x_1 - x_2, \) and \( b_4(x) = 1 + x_1 + x_2 \). Among all of the possible subsets \( T \) of \( \{1, \ldots, 4\} \) with \( |T| > 1 \), only two sets \( T \subseteq \{1, \ldots, 4\} \) have nonempty \( \bigcap_{i \in T} \{ x : b_i(x) = 0 \} \). These sets are \( \{1, 2\}, \{1, 3\}, \{2, 4\}, \{3, 4\} \). In order to ensure viability, the conditions of Proposition 4 must be checked for all such sets \( T \). As an example for \( T = \{1, 2\} \), we have
\[
\begin{align*}
\Theta_T &= \begin{pmatrix} -1 \\ 1 \end{pmatrix}, \quad \psi_T = \begin{pmatrix} -4x_2 \\ 2x_1 + 4x_2 \end{pmatrix} \\
\mathcal{P}_T &= \{ 1 + x_1 - x_2, 1 + x_1 + x_2 \}, \\
\mathcal{Q}_T &= \{ 1 - x_1 - x_2, 1 - x_1 + x_2 \}
\end{align*}
\]

Note that, for this choice of \( T \), the set \( \mathcal{B}(\Theta_T, \psi_T, \mathcal{P}_T, \mathcal{Q}_T) \) is nonempty, however, for \( T = \{2, 4\} \), the point \((0, 1)\) lies on the boundary \( \{ b_2(x) = 0 \} \cap \{ b_4(x) = 0 \} \) and yet fails the conditions of Nagumo’s Theorem, implying that \( C \) is not viable.

Proposition 4 provides exact SOS conditions for verifying viability of a simple semi-algebraic set, however, the number of constraints grows exponentially in the number of functions \( r \). An important special case of simple semi-algebraic sets that do not experience exponential growth in computation is sets derived from High-Order Control Barrier Functions (HOCBFs), which we define as follows. Recall that a nonlinear system
\[
\begin{align*}
\dot{x}(t) &= f(x(t)) + g(x(t))u(t) \\
z(t) &= h(x(t))
\end{align*}
\]

has relative degree \( d \) if \( L_g L_f^{i-1} h(x) = 0 \) for \( i = 1, 2, \ldots, (d-1) \) and \( L_g L_f^{d-1} h(x) \neq 0 \) for all \( x \), where \( L_f \) and \( L_g \) denote the Lie derivatives of \( h \) with respect to \( f \) and \( g \), respectively.

**Definition 8:** Suppose that the system \( \dot{x}(t) = f(x(t)) + g(x(t))u(t) \) has relative degree \( d \) with respect to a function \( h \). The functions \( \{ b_0, \ldots, b_{d-1} \} \) define a High-Order Control Barrier Function if
\[
\begin{align*}
b_0(x) &= h(x) \\
b_i(x) &= L_f b_{i-1} + \kappa_i(b_{i-1}(x))
\end{align*}
\]
for some class-$K$ functions $\kappa_1, \ldots, \kappa_{d-1}$, where $L_f b_i$ is the Lie derivative of $b_i$ with respect to $f$.

The following result gives equivalent conditions for verifying viability of HOCBF-defined semi-algebraic sets.

**Proposition 5:** Suppose that $b_0, \ldots, b_{d-1}$ are polynomial functions that define an HOCBF for system (7)–(5). Define matrix $\Theta(x) \in \mathbb{R}^{(p+1) \times m}$ and vector $\psi(x) \in \mathbb{R}^{p+1}$ by
\[
\Theta(x) = \left( \frac{-\partial b_i}{\partial x} g(x) \right), \quad \psi(x) = \left( \frac{\partial b_i}{\partial x} f(x) \right)
\]
Then the set $C = \{x : b_i(x) \geq 0, i = 0, \ldots, (d-1)\}$ is viable if and only if there exist polynomials $\lambda, \phi, \sigma \in \mathbb{R}[x_1, \ldots, x_n, y_1, \ldots, y_{p+1}]$ that satisfy $\lambda + \phi^2 + \sigma = 0$ and
\[
\begin{align*}
\lambda &\in \mathcal{I}[\Theta_1(x)^T y, \ldots, \Theta_m(x)^T y, b_{d-1}] \\
\phi &\in \mathcal{M}[\psi(x)^T y] \\
\sigma &\in \Gamma[y_1, \ldots, y_{p+1}, -\psi(x)^T y, b_0(x), \ldots, b_{d-2}]
\end{align*}
\]

**Proof:** Suppose that we apply the conditions of Proposition 4 to the region $C$. We have that the relative degree property and the definition of $b_0, \ldots, b_{d-1}$ imply that the constraint $\frac{\partial b_i}{\partial x}(f(x) + g(x)u) \geq 0$ is automatically satisfied for $i = 0, \ldots, (d-2)$ whenever $x \in C$, and hence the corresponding rows of $\Theta_T$ and $\psi_T$ can be omitted, resulting in $\Theta_T = \Theta$ and $\psi_T = \psi$ for all $T \subseteq \{0, \ldots, (d-1)\}$, where $\Theta$ and $\psi$ are defined as in (9). Furthermore, when $(d-1) \notin T$, the viability conditions are automatically satisfied since the set $\{u : Au \leq c\}$ is assumed to be nonempty.

Based on the above, we have that viability is satisfied if and only if, for any $x$ with $b_{d-1}(x) = 0$ and $b_i(x) \geq 0$ for $i = 0, \ldots, (d-1)$, there exists $u$ with $\Theta(x)u \leq \psi(x)$. Equivalently, for any $x$ with $b_{d-1}(x) = 0$ and $b_i(x) \geq 0$ for $i = 0, \ldots, (d-2)$, there does not exist $y \in \mathbb{R}_{\geq 0}^{p+1}$ with $\Theta(x)^Ty = 0$ and $\psi(x)^Ty < 0$. Viability of the HOCBF is therefore satisfied if and only if there do not exist $x \in \mathbb{R}^n$ and $y \in \mathbb{R}^{p+1}$ with $y_1, \ldots, y_{p+1} \geq 0, b_i(x) \geq 0$ for $i = 0, \ldots, (d-2), b_{d-1}(x) = 0, \Theta(x)^Ty = 0$, and $\psi(x)^Ty < 0$. These conditions are equivalent to the conditions of the proposition by Theorem 3.

3) Union of Polynomial Super-Level Sets: Finally, we consider the case where the region $C$ is defined by a union of polynomial super-level sets, i.e.,
\[
C = \bigcup_{i=1}^s \{x : b_i(x) \geq 0\}.
\]
This is the special case where $s > 1$ and $L_i = 1$ for $i = 1, \ldots, s$. We have the following result.

**Proposition 6:** Suppose that $C = \bigcup_{i=1}^s \{x : b_i(x) \geq 0\}$ for some polynomials $b_1, \ldots, b_s$. Then the set $C$ is viable if and only if $\mathcal{B}(\{\Theta_l : l \in S\}, \{\psi_l : l \in S\}, \mathcal{P}_S, \mathcal{Q}_S)$ is nonempty for all $S \subseteq \{1, \ldots, s\}$, where
\[
\Theta_l = \left( \frac{-\partial b_i}{\partial x} g(x) \right), \quad \psi_l = \left( \frac{\partial b_i}{\partial x} f(x) \right)
\]
\[
\mathcal{P}_S = \{-b_i : i \notin S\}, \quad \mathcal{Q}_S = \{b_i : i \in S\}
\]

**Proof:** The proof follows from Theorem 4 and the fact that, when $L_i = 1$ for $i = 1, \ldots, s$, there is a unique mapping $\pi$ given by $\pi(i) = 1$ for all $i \notin S$ and the set $T_i = \{b_i\}$ for all $i \in S$.

### C. Verifying Inclusion in a Given Safe Region

Safety constraints are typically expressed in the form $x(t) \in S$ for all $t$, where $S$ is a region of the state space. In order to ensure that safety requirements are met, we must verify that the invariant set $C$ is contained in $S$. We describe a procedure for verifying such conditions when $C$ is semi-algebraic and $S = \{x : h(x) \geq 0\}$ for some polynomial $h(x)$.

**Lemma 6:** Let $\hat{C} = \bigcup_{i=1}^s \bigcap_{j=1}^r \{x : b_{ij}(x) \geq 0\}$. The set $\hat{C} \subseteq S$ if and only if, for each $i = 1, \ldots, s$, there does not exist $x$ satisfying $b_{ij}(x) \geq 0$ for all $j = 1, \ldots, r_i$ and $h(x) < 0$.

The proof is straightforward. As a result, we can obtain a set of $s$ SOS programs for verifying inclusion.
Proposition 7: The set $C$ is contained in $S$ if and only if, for all $i = 1, \ldots, s$, there exists $\sigma \in \Gamma[b_1, \ldots, b_r, -h]$ and an integer $l$ such that

$$\sigma + h^{2l} = 1.$$  

The proof follows directly from Theorem 3.

D. Complexity of Problem 7

The characterizability of viability for a single polynomial level set enables us to analyze the complexity of Problem 1 as follows.

Proposition 8: Problem 1 is NP-hard.

Proof: NP-hardness of Problem 1 is weaker than NP-hardness of checking whether there exists $x$ satisfying the conditions of Proposition 2. We will show that there exists a polynomial time reduction of the NP-hard problem of checking nonnegativity of a polynomial to the problem of verifying conditions of Proposition 2.

Let $r : \mathbb{R}^n \to \mathbb{R}$ be a polynomial with degree four or more. Define $b : \mathbb{R}^{n+1} \to \mathbb{R}$ by $b(x) = x_{n+1}^T(x_1, \ldots, x_n)$ where $x = (x_1, \ldots, x_n, x_{n+1})^T$. Define $g : \mathbb{R}^{n+1} \to \mathbb{R}^{(n+1) \times m}$ by $g(x) \equiv 0$. Define $f : \mathbb{R}^{n+1} \to \mathbb{R}^{n+1}$ as $f(x) = (f_1(x), \ldots, f_{n+1}(x))^T$ with

$$f_i(x) = \begin{cases} 0, & i \neq n+1 \\ 1, & i = n+1 \end{cases}$$

We have that $\frac{\partial g}{\partial x}g(x) = 0$ and $\frac{\partial b}{\partial x}f(x) = \frac{\partial b}{\partial x}f_{n+1}(x) = r(x_1, \ldots, x_n)$. Suppose that there exists $x$ such that $b(x) = 0$ and $\frac{\partial b}{\partial x}f(x) < 0$. Then $x_{n+1}r(x_1, \ldots, x_n) = 0$ and $r(x_1, \ldots, x_n) < 0$, implying that $r$ is not nonnegative. Conversely, if no such $x$ exists, then in particular there is no $(x_1, \ldots, x_n)^T$ with $b(x_1, \ldots, x_n, 0) = 0$ and $\frac{\partial b}{\partial x}f(x) = r(x_1, \ldots, x_n) < 0$, implying that $r$ is nonnegative. Hence $r$ is nonnegative if and only if $b$ is CBF, implying NP-hardness of Problem 1.

E. Verifying Feedback Controlled Positive Invariance

The preceding subsections considered viability analysis of semialgebraic sets, however, they did not establish existence of continuous control policies that ensure positive invariance. In this section, we present sufficient conditions for feedback controlled positive invariance. We consider the case of a simple semi-algebraic set.

Theorem 5: Suppose that $C = \{x : b_i(x) \geq 0 \forall i = 1, \ldots, r\}$ for some polynomials $b_1, \ldots, b_r$ and that $C$ is closed, bounded, and locally compact. Suppose further that, for any $T \subseteq \{1, \ldots, r\}$ and $x$ with $b_i(x) = 0$ for $i \in T$, there exists $u$ such that $Au \leq c$ and $\frac{\partial b}{\partial x}(f(x) + g(x)u) > 0$ for all $i \in S$. Then $C$ is feedback controlled positive invariant.

A proof can be found in the appendix. A similar approach to Section IV-A can be used to verify feedback controlled positive invariance through sum-of-squares optimization.

Proposition 9: Let $C = \bigcap_{i=1}^{s} \{x : b_i(x) \geq 0\}$ be a simple practical semi-algebraic set. For any $S \subseteq \{1, \ldots, r\}$, define $\Theta_S(x)$ to be a matrix with rows $-\frac{\partial g}{\partial x}$ and $\psi_S(x)$ to be a vector with entries $\frac{\partial b}{\partial x}f(x)$ for $i \in S$. Suppose that, for all $S \subseteq \{1, \ldots, r\}$, the following conditions hold:

1. There do not exist $x \in \mathbb{R}^n$, $y \in \mathbb{R}^{|S|}$, and $z \in \mathbb{R}^p$ satisfying (i) $\Theta_S(x)^T y + A^T z = 0$, (ii) $\psi_S(x)^T y + c^T z < 0$, (iii) $b_i(x) = 0$ for all $i \in S$, and (iv) $b_i(x) > 0$ for all $i \in \{1, \ldots, r\} \setminus S$.

2. There do not exist $x \in \mathbb{R}^n$, $y \in \mathbb{R}^{|S|}$, and $z \in \mathbb{R}^p$ satisfying (i) $\Theta_S(x)^T y + A^T z = 0$, (ii) $\psi_S(x)^T y + c^T z < 0$, (iii) $b_i(x) = 0$ for all $i \in S$, (iv) $b_i(x) > 0$ for all $i \in \{1, \ldots, r\} \setminus S$, and (v) $y \neq 0$.

Then $C$ is feedback controlled positive invariant.

A proof can be found in the appendix. We next turn to proving the existence of CBF-based control laws.
Theorem 6: Suppose that the set $C = \{x : b_i(x) \geq 0, i = 1, \ldots, r\}$ is compact and the functions $b_1, \ldots, b_r$ satisfy the conditions of Proposition 9. Then there exist class-K functions $\kappa_1, \ldots, \kappa_r : \mathbb{R} \to \mathbb{R}$ such that, for any function $J : \mathbb{R}^n \times U \to \mathbb{R}$, the policy

$$\begin{align*}
&\text{minimize} & J(x, u) \\
&\text{s.t.} & \frac{\partial b_i}{\partial x}(f(x) + g(x)u) \geq -\kappa_i(b_i(x)), i = 1, \ldots, r \\
& & Au \leq c
\end{align*}$$

(10)

renders $C$ positive invariant, provided the minimum value of (10) exists.

Proof: It suffices to show that there exist $\kappa_1, \ldots, \kappa_r$ such that for any $x \in C$, there exists $u$ satisfying the constraints

$$\frac{\partial b_1}{\partial x}(f(x) + g(x)u) \geq -\alpha_1(b_1(x))$$

(11)

$$\vdots$$

(12)

$$\frac{\partial b_r}{\partial x}(f(x) + g(x)u) \geq -\alpha_r(b_r(x))$$

(13)

$$Au \leq c$$

(14)

If the conditions of Proposition 9 are satisfied, there exists a continuous feedback control policy $\mu : \mathbb{R}^n \to U$ that renders $C$ positive invariant. Our approach will be to show that we can construct $\kappa_1, \ldots, \kappa_r$ such that $\mu(x)$ is a solution to (11)–(14) for all $x \in C$.

Define $q_i(x) = -\frac{\partial b_i}{\partial x}(f(x) + g(x)\mu(x))$. Since $C$ is compact, there exists $K_i$ such that $q_i(x) \leq K_i$ for all $x \in C$. By construction of $\mu$, we have that $\frac{\partial b_i}{\partial x}(f(x) + g(x)\mu(x)) > 0$ for all $x$ with $b_i(x) = 0$. Hence, if we define

$$z_i = \inf \{b_i(x) : q_i(x) = 0, x \in C\},$$

we have that $z_i > 0$ by compactness of $C$ and the fact that $\{x : q_i(x) = 0\}$ is closed. Combining these ideas, we can choose

$$\kappa_i(z) = \begin{cases} K_i z, & z \in [0, z_i] \\ K_i + \epsilon(z - z_i), & z > z_i \end{cases}$$

Clearly $\kappa_i$ is class-K. If $b_i(x) \in [0, z_i]$, then

$$\frac{\partial b_i}{\partial x}(f(x) + g(x)\mu_i(x)) = -q_i(x) \geq 0 \geq -\kappa_i(b_i(x)).$$

If $b_i(x) > z_i$, then

$$\frac{\partial b_i}{\partial x}(f(x) + g(x)\mu_i(x)) \geq -K_i > -(K_i + \epsilon(z - z_i)) = -\kappa_i(b_i(x)).$$

Hence this choice of $\kappa_i$ ensures that (11)–(14) everywhere in $C$, completing the proof. □

F. Generalization to Trigonometric Dynamics

We next show that our approach can be generalized to a class of systems with trigonometric functions in the constraints and dynamics. We consider a system (1) and semialgebraic set $S$ such that there exist $l \in \{1, \ldots, n\}$ such that only trigonometric functions of the states $x_{l+1}, \ldots, x_n$ appear in the dynamics and safety constraints. More precisely, let $L = 2(n - l)$ and define $w_1, \ldots, w_L$ by $w_{2k-1} = \sin x_{l+k}$ and $w_{2k} = \cos x_{l+k}$. We assume that there exist polynomials $f : \mathbb{R}^{l+L} \to \mathbb{R}^n$, $g : \mathbb{R}^{l+L} \to \mathbb{R}^{n \times m}$, and $b_{ij} : \mathbb{R}^{l+L} \to \mathbb{R}$ for $i = 1, \ldots, s$, $j = 1, \ldots, r_i$ such that

$$f(x) = f(x_1, \ldots, x_l, w_1, \ldots, w_L)$$

$$g(x) = g(x_1, \ldots, x_l, w_1, \ldots, w_L)$$

$$b_{ij}(x) = b_{ij}(x_1, \ldots, x_l, w_1, \ldots, w_L)$$

for $i = 1, \ldots, s$, $j = 1, \ldots, r_i$. Then the problem is to find a continuous feedback control policy $\mu : \mathbb{R}^n \to U$ that renders $S$ positive invariant.
Our approach will be to convert the system (1) to a polynomial system with an extended state space so that the techniques of this section can be used for verifying safety. We define a system with state \((\hat{x}(t), \hat{w}(t))\) where \(\hat{x}(t) \in \mathbb{R}^l\) and \(\hat{w}(t) \in \mathbb{R}^{2(n-l)}\) by

\[
\begin{align*}
\dot{\hat{x}}_i(t) &= \overline{f}_i(\hat{x}, \hat{w}), \quad i = 1, \ldots, l \\
\dot{\hat{w}}_{2k-1} &= \hat{w}_{2k} \overline{f}_{l+k}(\hat{x}, \hat{w}), \quad k = 1, \ldots, (n-l) \\
\dot{\hat{w}}_{2k} &= -\hat{w}_{2k-1} \overline{f}_{l+k}(\hat{x}, \hat{w}), \quad k = 1, \ldots, (n-l)
\end{align*}
\]

We then have the following result.

**Theorem 7:** Let \(\mathcal{C}\) be defined by

\[
\mathcal{C} = \bigcup_{i=1}^{s} \bigcap_{j=1}^{r_i} \{x : b_{ij}(x) \geq 0\}
\]

where the \(b_{ij}\)'s satisfy the assumptions of this subsection. Define \(\hat{\mathcal{C}}\) by

\[
\hat{\mathcal{C}} = \left( \bigcup_{i=1}^{s} \bigcap_{j=1}^{r_i} \{(\hat{x}, \hat{w}) : \overline{b}_{ij}(\hat{x}, \hat{w}) \geq 0\} \right) \cap \left( \bigcap_{k=1}^{n-1} \{\hat{x}, \hat{w} : \hat{w}_{2k-1}^2 + \hat{w}_{2k}^2 = 1\} \right).
\]

Then \(\mathcal{C}\) is positive invariant under (1) if and only if \(\hat{\mathcal{C}}\) is positive invariant under (15)–(17).

**Proof:** Suppose first that \(\mathcal{C}\) is not positive invariant, and let \(x(0) \in \mathcal{C}\) be the initial state of a trajectory that exits \(\mathcal{C}\). Let \(\hat{x}(0)\) be defined by \(\hat{x}_i(0) = x_i(0)\) for \(i = 1, \ldots, l\), \(\hat{w}_{2k-1}(0) = \sin x_{l+k}(0)\), and \(\hat{w}_{2k}(0) = \cos x_{l+k}(0)\). We then have \((\hat{x}(0), \hat{w}(0)) \in \hat{\mathcal{C}}\). Furthermore, by construction of (15)–(17), we have that \(w_{2k-1}(t) = \sin x_{l+k}(t)\) and \(w_{2k} = \cos x_{l+k}(t)\) for all \(t \geq 0\). Hence if \(x(t) \notin \mathcal{C}\) for some time \(t\), then \((\hat{x}(t), \hat{w}(t)) \notin \hat{\mathcal{C}}\).

Now, suppose that \(\hat{\mathcal{C}}\) is not positive invariant, and let \((\hat{x}(0), \hat{w}(0)) \in \hat{\mathcal{C}}\) be an initial state such that \((\hat{x}(t), \hat{w}(t)) \notin \hat{\mathcal{C}}\) for some time \(t\). For all \(k\), we have that

\[
\frac{d}{dt}(w_{2k-1}^2 + w_{2k}^2) = 2\hat{w}_{2k-1}\hat{w}_{2k}\overline{f}_{k+l}(\hat{x}, \hat{w}) - 2\hat{w}_{2k}\hat{w}_{2k-1}\overline{f}_{k+l}(\hat{x}, \hat{w}) = 0,
\]

and hence we must have

\[
(\hat{x}(t), \hat{w}(t)) \notin \bigcup_{i=1}^{s} \bigcap_{j=1}^{r_i} \{(\hat{x}, \hat{w}) : \overline{b}_{ij}(\hat{x}, \hat{w}) \geq 0\}.
\]

Choosing \(x(0)\) such that \(x_i(0) = \hat{x}_i(0)\) for \(i = 1, \ldots, l\), \(\sin x_{k+l}(0) = \hat{w}_{2k-1}(0)\), and \(\cos x_{k+l}(0) = \hat{w}_{2k}(0)\) for \(k = 1, \ldots, (n-l)\), we have that \(\cos x_k(t) = \hat{w}_{2k}(t)\) and \(\sin x_k(t) = \hat{w}_{2k-1}(t)\) for all \(t \geq 0\). We then have \(x(t) \notin \mathcal{C}\), completing the proof.

**G. Applications of Our Approach**

We first motivate our verification framework by discussing how verifying safety of some previously proposed safe control methodologies can be viewed as special cases of our approach.
1) Polynomial CBF and HOCBF: CBFs have seen widespread applications in autonomous driving [40], aerospace [41], and robotics [42]. In many of these applications, the safety constraints can be encoded as polynomial constraints on the state space. These polynomial constraints are then used as control barrier functions, for example, the linear constraint in the adaptive cruise control scenario of [13], or the minimum-distance constraint of [40]. In this case, the set \( \{ x : b(x) \geq 0 \} \), where \( b(x) \) denotes the CBF, is semi-algebraic, and verifying that the CBF-based control policy ensures safety is equivalent to verifying invariance of this set. HOCBFs have been proposed as CBF constructions for high relative degree systems, and can also be verified using the approach of this paper (see Proposition 5).

2) Neural Control Barrier Functions: A Neural Control Barrier Function (NCBF) is a CBF \( b \) that is represented by a feedforward neural network [32]. For certain widely-used activation functions such as ReLU and sigmoid, the set \( C = \{ x : b(x) \geq 0 \} \) is equal to a union of linear polytopes [43], and hence is semi-algebraic.

3) Value Function Approximation: One line of work attempts to compute CBFs for a system by solving the Hamilton Jacobi Bellman equation to obtain a reach-avoid value function, which can then be used as a CBF [44]. In practice, since solving the HJB equation involves discretizing the state space and using polynomial interpolation, the approximate CBF \( b \) defines a semi-algebraic set. We present two specific examples as follows.

In [35], the authors present an iterative algorithm for computing the reach-avoid value function, and prove that it converges to a viable set. The algorithm for estimating the value function first discretizes the state space as a grid, solves a discrete HJB equation at each grid point, and computes an estimated barrier function as the interpolation of the value function. Suppose that the state space is partitioned into a collection of hyperrectangles \( \mathcal{R}_i \) where \( \mathcal{R}_i \) has vertices \( x_{i1}, \ldots, x_{iM} \). Suppose that, on each hyperrectangle, the CBF \( b \) is approximated by \( h_i(x, V_{i1}, \ldots, V_{iM}) \), where \( h_i \) is a polynomial and \( V_{i1}, \ldots, V_{iM} \) are the approximations of the value function at \( x_{i1}, \ldots, x_{iM} \) (for example, linear interpolation is used in [35]). The safe region to be verified is then given by

\[
C = \bigcup_{i=1}^{M} \{ \mathcal{R}_i \cap \{ x : h_i(x, V_{i1}, \ldots, V_{iM}) \geq 0 \} \},
\]

which is semi-algebraic.

In [36], an alternative approach to value function-based synthesis was proposed. In this approach, a discrete-time model \( x_{t+1} = f(x_t, u_t) \) is used. A trajectory \( \overline{x}_0, \ldots, \overline{x}_T \in \mathbb{R}^n \) and a sequence of inputs \( \overline{u}_0, \ldots, \overline{u}_T \in \mathbb{R}^m \) are computed, with \( \overline{x}_{t+1} = f(\overline{x}_t, \overline{u}_t) \) for \( t = 0, \ldots, (T - 1) \) and \( \overline{x}_T \) lying in a known invariant set. The reach-avoid value function \( V \) is then approximated using differential dynamic programming, resulting in a set of quadratic approximations

\[
V_t(x) = \nabla_t + z_t^T (x - \overline{x}_t) + \frac{1}{2} (x - \overline{x}_t)^T Z_t (x - \overline{x}_t)
\]

for some \( \nabla_t \in \mathbb{R}, \ z_t \in \mathbb{R}^n, \) and \( Z_t \in \mathbb{R}^{n \times n} \). The set \( C = \bigcup_{t=0}^{T} \{ x : V_t(x) \geq 0 \} \) then serves as a candidate invariant set. Since this set is a union of super-level sets of quadratic functions, it is semi-algebraic. Viability of this set under a continuous-time model of the form \( \Box \) can then be performed.

V. Problem Formulation: CBF Synthesis

This section considers the following problem.

Problem 2: Given a safety constraint \( S = \{ x : h(x) \geq 0 \} \), construct a CBF \( b : \mathbb{R}^n \to \mathbb{R} \) that guarantees positive invariance and \( C \subseteq S \).

We present two approaches to synthesizing CBFs. The first approach uses an alternating descent method. The second approach exploits the existence of equilibria to construct CBFs for local neighborhoods.
A. Alternating Descent Approach

Our first approach is based on the SOS constraints introduced in Section IV. When the function $b(x)$ is unknown, the constraints become non-convex. We therefore propose an alternating-descent heuristic, in which we alternate between updating the CBF candidate $b(x)$ and the polynomials used for verification. We describe our approach for synthesizing CBFs for polynomial dynamics, although a similar approach can be exploited for systems with trigonometric functions in their dynamics.

We initialize a function $b_0(x)$ arbitrarily (e.g., $b_0(x) = h_i(x)$ for some $i$) and initialize parameters $\rho_0$ and $\rho'_0$ to be infinite. At step $k$, we solve the following SOS program with variables $\rho$, $\alpha^k(x)$, $\eta^k(x)$, $\theta^k_1(x), \ldots, \theta^k_m(x)$, $w(x)$, and $\beta^k(x)$:

\[
\begin{aligned}
\text{minimize} & \quad \rho \\
\text{s.t.} & \quad \alpha^k(x) \frac{\partial b^{k-1}}{\partial x} f(x) + \sum_{i=1}^{m} \theta^k_i(x) \left[ \frac{\partial b^{k-1}}{\partial x} g(x) \right]_i \\
& \quad + \eta^k(x) b^{k-1}(x) + \rho \Lambda(x) - 1 \in \text{SOS} \\
& \quad - \beta^k(x) b^{k-1}(x) + w(x) h(x) - 1 \in \text{SOS} \\
& \quad \beta^k(x), \alpha^k(x) \in \text{SOS}
\end{aligned}
\]  

(18)

In (18), $\Lambda(x)$ is an SOS polynomial chosen to ensure that the first constraint is SOS for sufficiently large $\rho$. We let $\rho_k$ denote the value of $\rho$ returned by solving (18). The procedure terminates if $\rho_k \leq 0$ or if $|\rho_k - \rho'_{k-1}| < \epsilon$. Otherwise, we solve the SOS problem with variables $\rho$ and $b^k$ given by

\[
\begin{aligned}
\text{minimize} & \quad \rho \\
\text{s.t.} & \quad \alpha^k(x) \frac{\partial b^k}{\partial x} f(x) + \sum_{i=1}^{m} \theta^k_i(x) \left[ \frac{\partial b^k}{\partial x} g(x) \right]_i \\
& \quad + \eta^k(x) b^k(x) + \rho \Lambda(x) - 1 \in \text{SOS} \\
& \quad - \beta^k(x) b^k(x) + w(x) h(x) - 1 \in \text{SOS}
\end{aligned}
\]  

(19)

We let $\rho'_k$ denote the value of $\rho$ returned by the optimization. The procedure terminates if $\rho \leq 0$ or if $|\rho_k - \rho'_k| < \epsilon$. The following theorem establishes correctness of this approach.

Theorem 8: If the procedure described above terminates at stage $k$ with $\rho_k \leq 0$, then $b^{k-1}(x)$ is a CBF and $\{b^{k-1}(x) \geq 0\}$ is controlled positive invariant. If the procedure terminates at stage $k$ with $\rho'_k \leq 0$, then $b^k(x)$ is a CBF and $\{b^k(x) \geq 0\}$ is controlled positive invariant. The procedure converges in a finite number of iterations.

Proof: We will show that if $\rho_k \leq 0$, then $b^{k-1}(x)$ is a CBF and $\{b^{k-1}(x) \geq 0\}$ is controlled positive invariant. If $\rho_k \leq 0$, then by construction of (18) there exist SOS polynomials $\overline{\alpha}(x)$ and $\overline{\beta}(x)$ such that

\[
\overline{\alpha}(x) = \alpha^k(x) \frac{\partial b^{k-1}}{\partial x} f(x) + \sum_{i=1}^{m} \theta^k_i(x) \left[ \frac{\partial b^{k-1}}{\partial x} g(x) \right]_i \\
& \quad + \eta^k(x) b^{k-1}(x) + \rho \Lambda(x) - 1
\]  

(20)

\[
\overline{\beta}(x) = - \beta^k(x) b^{k-1}(x) + w(x) h(x) - 1
\]  

(21)

Rearranging (20) and setting $\overline{\theta} = -\theta^k_i$ and $\overline{\eta} = -\eta^k$ yields

\[
\sum_{i=1}^{m} \overline{\theta}_i(x) \left[ \frac{\partial b^{k-1}}{\partial x} g(x) \right]_i + \overline{\eta}(x) b^{k-1}(x) \\
& \quad + \overline{\alpha}(x) - \rho \Lambda(x) - \alpha^k(x) \frac{\partial b^{k-1}}{\partial x} f(x) + 1 = 0
\]

Since $\rho_k \leq 0$ and $\Lambda(x)$ is SOS, $\overline{\alpha}(x) - \rho \Lambda(x)$ is SOS. Hence, there does not exist any $x$ satisfying

\[
\frac{\partial b^{k-1}}{\partial x} f(x) \leq 0, \quad b^{k-1}(x) = 0, \quad \frac{\partial b^{k-1}}{\partial x} g(x) = 0
\]
and $b^{k-1}(x)$ is a CBF by Proposition\[2\]. The case where $\rho_k \leq 0$ is similar.

To prove convergence, we observe that $\rho_{k-1}^0$, $\alpha^{k-1}(x)$, $\eta^{k-1}(x)$, $\theta_{i}^{k-1}(x)$, $\ldots$, $\theta_{m}^{k-1}(x)$, and $\beta^{k-1}(x)$ comprise a feasible solution to (18) and $\rho_k$, $b^{k-1}(x)$ are feasible solutions to (19). Hence $\rho_1 \geq \rho_2 \geq \cdots \geq \rho_k \geq \rho_k' \geq \cdots$, i.e., the sequence is monotone nonincreasing. If the sequence is unbounded, then there exists $K$ such that $\rho_k, \rho_k' \leq 0$ for all $k > K$, and hence the algorithm terminates after $K$ iterations. If the sequence is bounded below by zero, then it converges by the monotone convergence theorem and hence $|\rho_k - \rho_k'| < \epsilon$ and $|\rho_k - \rho_{k-1}'| < \epsilon$ for $k$ sufficiently large.

We next consider synthesis of HOCBFs. We initialize functions $b^0 \theta^0, \psi^0 \theta^0, \ldots, \psi^0 \theta^0$ arbitrarily. We initialize parameters $\rho_0$ and $\rho'_0$ to be infinite. We then solve an SOS problem with variables $\rho$, $\eta^k(x)$, $\theta_i^k(x), \ldots, \theta_m^k(x)$, $\{\lambda_S(x) : S \subseteq \{0, \ldots, r + 1\}\}$, $\{\beta_S^k(x) : S \subseteq \{0, \ldots, r\}\}$, and $w^k(x)$ under two constraints. The first constraint ensures viability and is given by

$$
\rho \Lambda(x) + \eta^k(x) \psi^k_\theta(x) + \sum_{i=1}^{m} \theta_i^k(x) L_f r^{-1} b^{k-1}(x) \\
+ \sum_{S \subseteq \{0, \ldots, (r+1)\}} [\lambda_S(x)(L_f b^k(x) + O(b(x)))) \\
\cdot \prod_{l \in S} \psi^k_l(x)] + (L_f b^k(x) + O(b(x))))^{2s} \in \text{SOS} \quad (22)
$$

The second constraint ensures containment within the safe region and is given by

$$
\sum_{S \subseteq \{0, \ldots, r\}} \beta_S^k(x) \prod_{l \in S} \psi^k_\theta(x) + w^k(x) h(x) + 1 \in \text{SOS} \quad (23)
$$

Hence the overall SOS program can be stated as

$$
\begin{align*}
\text{minimize} & \quad \rho \\
\text{s.t.} & \quad (22), (23) \\
& \quad \lambda^k_S(x), \beta_S^k(x) \in \text{SOS}
\end{align*} \quad (24)
$$

We let $\rho_k$ denote the value of $\rho$ returned by solving (24). The procedure terminates if $\rho_k \leq 0$ or if $|\rho_k - \rho_{k-1}'| < \epsilon$. Otherwise, the algorithm proceeds by solving the SOS problem with variables $\rho$, $b^k$, and $\psi_0^k, \ldots, \psi^k$ and constraints

$$
\begin{align*}
\rho \Lambda(x) + \eta^k \psi^k_\theta(x) + \sum_{i=1}^{m} \theta_i^k(x) L_f r^{-1} b^{k-1}(x) \\
+ \sum_{S \subseteq \{0, \ldots, (r+1)\}} \lambda^k_S(x)(L_f b^k(x) + O(b(x)))) \\
\cdot \prod_{l \in S} \psi^k_l(x) \in \text{SOS} \quad (25)
\end{align*}
$$

and

$$
\begin{align*}
\sum_{S \subseteq \{0, \ldots, r\}} \beta_S^k(x) \prod_{l \in S} \psi^k_\theta(x) + w^k(x) h(x) + 1 \in \text{SOS} \quad (26)
\end{align*}
$$

The SOS program is stated as

$$
\begin{align*}
\text{minimize} & \quad \rho \\
\text{s.t.} & \quad (25), (26)
\end{align*} \quad (27)
$$

The procedure terminates if $\rho' \leq 0$ or if $|\rho_k - \rho_k'| < \epsilon$. Similar to Theorem\[8\] it can be shown that this approach terminates within finite time, and returns an HOCBF if $\rho \leq 0$ or $\rho' \leq 0$ at convergence.
B. CBF Computation at Equilibria

We next describe how structures such as the existence of fixed points can be leveraged to construct CBFs. We consider the case where the system $\dot{x}(t) = f(x) + g(x)u$ has a fixed point $(x^*, u^*)$ satisfying $f(x^*) + g(x^*)u^* = 0$, and have the following result.

**Lemma 7:** Suppose that $(x^*, u^*)$ as a fixed point and the linearization around $(x^*, u^*)$ is controllable. Then there exists $\epsilon > 0$ and a positive definite matrix $P$ such that $b(x) = \epsilon - (x-x^*)^T P (x-x^*)$ is a CBF.

**Proof:** Let $\dot{x}(t) = Fx(t) + Gu(t)$ be the linearization of $(1)$ in a neighborhood of $(x^*, u^*)$. Let $\tilde{u}(t) = u^* - K(x-x^*)$ be an exponentially stabilizing controller of the linearized system. Then there is a quadratic Lyapunov function $V(x) = (x-x^*)^T P (x-x^*)$ such that $(1)$ is asymptotically stable in a neighborhood of $x^*$, i.e.,

$$\frac{\partial V}{\partial x}(f(x) + g(x)\tilde{u}(t)) \leq 0.$$

This is equivalent to $\frac{\partial h}{\partial x}(f(x) + g(x)\tilde{u}) \geq 0$ for $(x-x^*)$ sufficiently small.

The preceding lemma implies that we can construct a CBF by computing a fixed point $(x^*, u^*)$ and a stabilizing linear controller $\overline{u} = -K\overline{x}$ of the linearized system and solving the Lyapunov equation $\overline{P}^T P + P \overline{F} + N = 0$ where $\overline{F} = (F - GK)$ and $N$ is a positive definite matrix. It remains to choose the parameter $\epsilon$, which can be performed via the following procedure.

**Theorem 9:** Suppose that $(x^*, u^*)$ is a fixed point of $(1)$. $P$ is a solution to the Lyapunov equation for a stabilizing controller of the linearized system at $(x^*, u^*)$, and the SOS constraints

$$\alpha(x)(-2(x-x^*)^T Pf(x)) + \sum_{i=1}^{m} \theta_i(x)[-2(x-x^*)^T Pg(x)]_i + \eta(x)(\epsilon - (x-x^*)^T P (x-x^*)) \in SOS \quad (28)$$

and

$$h(x) - \beta(x)(\epsilon - (x-x^*)^T P (x-x^*)) \in SOS \quad (29)$$

hold for some polynomials $\theta_1, \ldots, \theta_n$, $\eta(x)$ and SOS polynomials $\alpha(x)$ and $\beta(x)$. Then $b(x) = \epsilon - (x-x^*)^T P (x-x^*)$ is a CBF and $\{b(x) \geq 0\}$ is in the safe region.

**Proof:** If (28) holds, then $b$ is a CBF by Proposition [2] By nonnegativity of SOS polynomials, we have that $b(x) \geq 0$ implies $h(x) \geq 0$ if $h(x) = \beta(x)b(x) + \beta_0(x)$ for SOS polynomials $\beta$ and $\beta_0$. Rearranging terms gives (29).

VI. Simulation Study

We simulated our approach on a quadrotor UAV with state $x(t) \in \mathbb{R}^n$ and control input $u(t) \in \mathbb{R}^m$. We have

$$f(x) = \begin{pmatrix} x_4 \\ x_5 \\ x_6 \\ 0 \end{pmatrix}, \quad g(x) = \begin{pmatrix} 0 & 0 \\ 0 & 0 \\ -\sin x_4 \cos x_2 \\ \cos x_2 \end{pmatrix}$$

$$\begin{pmatrix} \frac{M_q}{L_n} \\ \frac{M_q}{L_n} \\ \frac{M_q}{L_n} \\ -\frac{M_q}{L_n} \end{pmatrix}$$

In the above $g = 9.8$ is the gravitational constant, $M_q = 0.486\text{kg}$ is the mass of the quadrotor, $L_r = 0.25m$ is the length of the rotor, and $I_n = 0.00383$. We assume that the control input $u(t)$ satisfies the constraint $u(t) \in U = \{u : ||u||_\infty \leq c\}$. We repeated the simulation for $c \in \{0, 1, 1, 10\}$ to evaluate the change in the safe region. The outer safety constraint was given by $S = \{x : ||x||_2^2 \leq 1\}$.

In order to construct a CBF, we first linearized (30) around the origin to obtain the linearized model $\dot{x}(t) = Fx + Gu$ and constructed an LQR controller. We defined $b(x) = \epsilon - x^T P x$, where $P$ is the solution
to the Lyapunov equation for the LQR controller, as in Section V-B. We found the maximum value of $\epsilon$ such that viability of $C$ was satisfied and $C \subseteq S$ by solving an SOS program as in Section V-B.

Fig. 1(a) shows the shape of the safe region for different sizes of the constraint set, confirming that the safe region contracts as the control constraints become more restrictive.

Figure 1(b) shows the trajectory of the UAV for different initial states. We choose $c = 1$ and use a CBF-based controller with $b(x)$ as defined above. The CBF-based controller selects $u$ at each time step according to

$$\begin{align*}
\text{minimize} & \quad u^T u \\
\text{s.t.} & \quad \frac{\partial b}{\partial x} (f(x) + g(x)u) \geq -kb(x) \\
& \quad ||u|| \leq 1
\end{align*}$$

(31)

with $k = 10$. As shown in the figure, if $x(0) \notin C$ (red curve), the trajectory eventually exits the safe region even if the CBF control policy (31) is used. On the other hand, if $x(0) \in C$, then $x(t) \in C \subseteq S$ for all time $t \geq 0$.

Fig. 1. Numerical evaluation of our approach on a linearized quadrotor model. (a) Geometry of the safe region for different values of the input constraint. As the input constraint becomes more restrictive, the size of the feasible safe region is reduced. (b) Comparison of trajectories from CBF-based control policies. In both cases, the control policy is given by (31) with $k = 10$. Initializing the state within $\{x : b(x) \geq 0\}$ maintains the state within the safe region $\{x : ||x||^2 \leq 1\}$, while initializing outside $C$ results in a safety violation.

VII. CONCLUSIONS

This paper studied verification and synthesis of control barrier functions and controlled positive invariant sets. We showed that verifying that a semi-algebraic set is controlled positive invariant for a system with polynomial dynamics is equivalent to the non-existence of a solution to a system of polynomial equations and inequalities. We then proved that controlled positive invariance is equivalent to a sum-of-squares optimization problem via the Positivstellensatz. We derived techniques for safety verification of CBF-based controllers based on our framework, as well as sufficient conditions for existence of continuous safe feedback control policies.

We proposed two algorithms for synthesizing control barrier functions. The first algorithm is an alternating descent heuristic based on solving a sequence of sum-of-squares programs. The second algorithm derives a local CBF in the neighborhood of a fixed point of the system. We evaluated our approach through a simulation study on a linearized quadrotor model.
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APPENDIX I
VERIFYING PRACTICABILITY OF A SEMI-ALGEBRAIC SET

In what follows, we describe an approach to verifying that a semi-algebraic set is practical. We have the following result.

Proposition 10: Let
\[ \mathcal{C} = \bigcap_{j=1}^r \{ x : b_j(x) \geq 0 \} \]
be a closed simple semi-algebraic set and let \( \epsilon > 0 \). For any \( S \subseteq \{1, \ldots, r\} \), define \( \Theta_S(x) \) and \( \Phi_S(x) \) to be the matrices with rows equal to \( \left( \frac{\partial b_i}{\partial x} : i \in S \right) \) and \( \left( \frac{\partial b_i}{\partial x} : i \notin S \right) \) respectively. The set \( \mathcal{C} \) is practical if and only if, for all \( S \subseteq \{1, \ldots, r\} \), there do not exist \( x \in \mathbb{R}^n \), \( y \in \mathbb{R}^{|S|} \), and \( w \in \mathbb{R}^{r-|S|} \) satisfying (i) \( b_i(x) = 0 \) for all \( i \in S \), (ii) \( b_i(x) > 0 \) for all \( i \in \{1, \ldots, r\} \setminus S \), (iii) \( y^T \Theta_S(x) + w^T \Phi_S(x) = 0 \), (iv) \( y, w \geq 0 \) and (v) \( y^T y \geq \epsilon^2 \).

Proof: Recall that a semi-algebraic set is practical if, for any \( x \in \mathcal{C} \), there exists \( z \) satisfying \( \frac{\partial b_i}{\partial x} z + b_i(x) > 0 \). Suppose that \( \mathcal{C} \) is practical and \( x \in \mathcal{C} \), and let \( S = \{ i : b_i(x) = 0 \} \). Since \( x \in \mathcal{C} \), we must have \( b_i(x) > 0 \) for \( i \notin S \). Hence the condition for practicality implies that there exists \( z \) satisfying \( \frac{\partial b_i}{\partial x} z > 0 \) for all \( i \in S \) and \( \frac{\partial b_i}{\partial x} z > -b_i(x) \) for all \( i \notin S \). By scaling \( z \) appropriately, we have that this is equivalent to the existence of \( z \) satisfying \( \frac{\partial b_i}{\partial x} z > 0 \) for \( i \in S \) and \( \frac{\partial b_i}{\partial x} z \geq 0 \) for \( i \notin S \). We can write these inequalities in matrix form as \( \Theta_S(x) z > 0 \) and \( \Phi_S(x) z \geq 0 \). By Motzkin’s Transportation Theorem, the existence of such a \( z \) is equivalent to the non-existence of \( y \) and \( w \) satisfying \( y^T \Theta_S(x) + w^T \Phi_S(x) = 0 \), \( y, w \geq 0 \), and \( y \neq 0 \). By scaling \( y \), this can be made equivalent to \( y^T y \geq \epsilon^2 \). Hence, if \( x \in \mathcal{C} \), then conditions (i)-(v) are satisfied.

Conversely, suppose that \( \mathcal{C} \) is not practical. By the preceding analysis, there must exist \( x \) and \( z \) violating the conditions (i)-(v).

The conditions (i)-(v) define a semi-algebraic set, and hence equivalent conditions for non-existence of \((x, y, w)\) satisfying (i)-(v) can be derived using the Positivstellensatz. In the case where \( r = 1 \), the condition to be verified reduces to non-existence of \( x \) satisfying \( b(x) = 0 \) and \( \frac{\partial b}{\partial x} = 0 \). By the Positivstellensatz, this is equivalent to the existence of polynomials \( \eta(x) \) and \( \theta_1(x), \ldots, \theta_n(x) \) satisfying
\[ \left( \eta(x)b(x) + \sum_{i=1}^n \frac{\partial b}{\partial x_i} \theta_i(x) - 1 \right) \in SOS. \]
for \( i \notin S \). If \( i \notin S \), there must exist at least one \( j_i \in \{1, \ldots, r_i\} \) such that \( b_{ij_i}(x) < 0 \). If \( i \in S \), then we must have \( b_{ij}(x) \geq 0 \) for all \( j = 1, \ldots, r_i \). Furthermore, there must exist at least one index \( j \) such that \( b_{ij}(x) = 0 \), since otherwise \( x \) would lie in the interior of \( C_i \) and hence in the interior of \( C \). Letting \( T_i \) denote the collection of such indices completes the proof. 

**Proof:** [Proof of Lemma \[3\]] The first step in the proof is to show that \( T_C(x) = \bigcup_{i \in S} T_{C_i}(x) \). Suppose that \( z \in T_{C_i}(x) \). Then

\[
\liminf_{\tau \to 0} \frac{\text{dist}(x + \tau z, C)}{\tau} \leq \liminf_{\tau \to 0} \frac{\text{dist}(x + \tau z, C_i)}{\tau} = 0,
\]

implying that \( z \in T_{C_i}(x) \).

Now, let \( z \in T_{C_i}(x) \), and suppose \( z \notin T_{C_i}(x) \) for all \( i \in S \). Then there exist \( \epsilon_i > 0 \) for \( i \in S \) such that

\[
\liminf_{\tau \to 0} \frac{\text{dist}(x + \tau z, C_i)}{\tau} = \epsilon_i
\]

Hence there exist \( \delta > 0 \) and \( \tau > 0 \) such that \( \tau < \tau \) implies that \( \frac{\text{dist}(x + \tau z, C_i)}{\tau} > \delta \) for all \( i \), implying that \( \frac{\text{dist}(x + \tau z, C)}{\tau} > \delta \) for all \( \tau < \tau \). This, however, contradicts the assumption that \( z \in T_C(x) \), and hence we must have \( z \in T_{C_i}(x) \) for some \( i \in S \).

The fact that

\[
T_{C_i}(x) = \{ z : \frac{\partial b_{ij}}{\partial x} z \geq 0 \}
\]

follows from the definition of \( C_i \) and Lemma \[1\].

**Proof:** [Proof of Lemma \[5\]] By Farkas Lemma, there exists a solution \( u \) to the system \( \Theta(x)u \leq \psi(x) \) if and only if there is no \( y \in \mathbb{R}^N \) satisfying \( y_i \geq 0 \) for \( i = 1, \ldots, N \), \( \Theta(x)^T y = 0 \), and \( \psi(x)^T y < 0 \). Hence, for all \( x \) with \( p(x) > 0 \) \( \forall p \in \mathcal{P} \) and \( q(x) = 0 \) \( \forall q \in \mathcal{Q} \), there exists a solution to at least one of \( \Theta(x)u \leq \psi(x) \) if and only if there do not exist \( (x, y) \in \mathbb{R}^{n+N} \) such that \( y_1, \ldots, y_N \geq 0 \), \( \Theta(x)^T y = 0 \) for \( i = 1, \ldots, m, -\psi(x)^T y < 0 \), \( p(x) > 0 \) for \( p \in \mathcal{P} \) and \( q(x) = 0 \) for \( q \in \mathcal{Q} \). The non-existence of such points is equivalent to the existence of the polynomials \( \lambda, \phi, \sigma \) defined in the statement of the lemma by Theorem \[3\].

**Proof:** [Proof of Theorem \[4\]] We first prove that \( C \) is viable if the conditions of the theorem are met. Suppose \( x \in \partial C \). By Proposition \[1\] there exist \( S \subseteq \{1, \ldots, s\}, \pi \in \Pi(\{1, \ldots, s\} \setminus S) \), and \( (T_i : i \in S) \in Z(S) \) such that \( b_{i\pi(i)}(x) < 0 \) for \( i \notin S \), \( b_{ij}(x) > 0 \) for \( i \in S \), \( j \notin T_i \), and \( b_{ij}(x) = 0 \) for \( i \in S \) and \( j \in T_i \). This is equivalent to \( p(x) > 0 \) for \( p \in \mathcal{P}_{ST,\pi} \) and \( q(x) = 0 \) for \( q \in \mathcal{Q}_{ST,\pi} \).

By Lemma \[5\] \( \mathcal{B}(\{\Theta_{ST,l} : l \in S\}, \{\psi_{ST,l} : l \in S\}, \mathcal{P}_{ST,\pi}, \mathcal{Q}_{ST,\pi}) \) is nonempty if and only if for every \( x \) with \( p(x) > 0 \) for \( p \in \mathcal{P} \) and \( q(x) = 0 \) for \( q \in \mathcal{Q} \), there exists \( l \in S \) and a vector \( u \) satisfying \( \Theta_{ST,l}(x)u \leq \psi_{ST,l}(x) \). By definition of \( \Theta_{ST,l} \) and \( \psi_{ST,l} \), we then have (i) \( \Theta_{ST,l}(x)u \leq \psi_{ST,l}(x) \) and (ii) \( Au \leq c \). Constraint (i) implies that

\[
-\frac{\partial b_{ij}}{\partial x} g(x) u \leq \frac{\partial b_{ij}}{\partial x} f(x)
\]

for all \( j \in T_i \), and hence \( (f(x) + g(x)u) \in T_C(x) \) by Lemma \[4\] Constraint (ii) implies that \( u \in \mathcal{U} \). Hence, at every \( x \in \partial C \), there exists \( u \in \mathcal{U} \) with \( (f(x) + g(x)u) \in T_C(x) \), implying that \( C \) is viable.

Now, suppose that the conditions of the theorem do not hold for some \( S \subseteq \{1, \ldots, s\}, \pi \in \Pi(\{1, \ldots, s\} \setminus S) \), and \( T \in Z(S) \). By Lemma \[5\] there exists \( x \) with \( b_{i\pi(i)}(x) < 0 \) for \( i \notin S \), \( b_{ij}(x) = 0 \) for \( i \in S \) and \( j \notin T_i \), and \( b_{ij}(x) > 0 \) for \( i \in S \) and \( j \notin T_i \), such that there for all \( l \) there is no \( u \in \mathcal{U} \) with \( \Theta_{ST,l}(x)u \leq \psi_{ST,l}(x) \). Equivalently, there exists \( x \in \Delta(C) \) such that there is no \( u \in \mathcal{U} \) with \( (f(x) + g(x)u) \in T_C(x) \). Finally, we observe that we must have \( x \in \partial C \), since if \( x \notin \partial C \) we would have \( T_C(x) = \mathbb{R}^n \), a contradiction. Thus there exists \( x \in \partial C \) with \( (f(x) + g(x)u) \notin T_C(x) \) for all \( u \in \mathcal{U} \), implying that \( C \) is not viable. 

\[ \square \]
APPENDIX III

PROOF OF THEOREM 5

This appendix presents the proof of Theorem 5. As a preliminary, we present background on triangulations of semi-algebraic sets. More details can be found in [7, Ch. 9.2].

Let $a_0, \ldots, a_k$ be $(k+1)$ affinely independent points in $\mathbb{R}^n$. The $k$-simplex $[a_0, \ldots, a_k]$ is the set of $x \in \mathbb{R}^n$ such that there exist nonnegative real numbers $\lambda_0, \ldots, \lambda_k$ with

$$\sum_{i=0}^{k} \lambda_i = 1, \quad x = \sum_{i=0}^{k} \lambda_i a_i.$$ 

For any subset $a_{i_0}, \ldots, a_{i_l}$ of $\{a_0, \ldots, a_k\}$, the $l$-simplex $[a_{i_0}, \ldots, a_{i_l}]$ is a face of $[a_0, \ldots, a_k]$. If $\sigma$ is a simplex, then we denote by $\sigma^0$ the set of points in $\sigma$ whose coefficients $\lambda_i$ are all positive, and denote $\sigma^0$ as an open simplex.

Definition 9: A simplicial complex $K = \{\sigma_i : i = 1, \ldots, q\}$ is a collection of simplices such that, for each $\sigma_i$, all faces of $\sigma_i$ are included in $K$ and for all $i, j = 1, \ldots, p$, either $\sigma_i \cap \sigma_j = \emptyset$ or $\sigma_i \cap \sigma_j$ is a common face of $\sigma_i$ and $\sigma_j$.

The realization of $K$ is denoted $|K|$ and defined by

$$|K| = \bigcup_{i=1}^{q} \sigma_i.$$ 

The open simplices $\sigma^0_i$ form a partition of $K$. The following theorem defines triangulations of semialgebraic sets.

Theorem 10 ([7], Theorem 9.2.1): Every closed and bounded semi-algebraic set $C \subseteq \mathbb{R}^n$ is semi-algebraically triangulable, i.e., there exists a finite simplicial complex $K = \{\sigma_i : i = 1, \ldots, q\}$ and a semi-algebraic homeomorphism $\Phi : |K| \to C$. Moreover, given a finite family $S_1, \ldots, S_r$ of semi-algebraic subsets of $C$, we can select a simplicial complex $K$ and a semi-algebraic triangulation $\Phi : |K| \to C$ such that every $S_j$ is the union of a set of open simplices $\Phi(\sigma^0_i)$.

We are now ready to provide the proof of Theorem 5.

Proof: The approach of the proof is to construct a feedback controller $\mu : C \to U$ that renders $C$ positive invariant. First, for each $T \subseteq \{1, \ldots, r\}$, define

$$C_T = C \cap \{x : b_i(x) = 0 \ \forall i \in T\}.$$ 

For each $x$, define $T$ to be the maximal set $T$ such that $x \in C_T$, and let $u(x)$ satisfy $u(x) \in U$ and $\partial_i \frac{\partial}{\partial x} (f(x) + g(x)u(x)) > 0$ for all $i \in T$. By continuity, there exists a ball $B(x)$ centered at $x$ such that, for all $z \in B(x)$, $\partial_i \frac{\partial}{\partial x} (f(z) + g(z)u(x)) > 0$. Since $C_T$ is compact, there exists a finite set of balls $B(x_{T,1}), \ldots, B(x_{T,M_T})$ such that $C_T$ is contained in their union. Furthermore, there is a continuous and positive definite function $d_T : C_T \to \mathbb{R}$ such that, for any $x \in C_T$, the ball centered at $x$ with radius $d_T$ is contained in $B(x_{T,i})$ for some $i \in 1, \ldots, M_T$. Let $d = \min_T \min \{d_T(x) : x \in C_T\}$, noting that $d > 0$.

Let $Z_1, \ldots, Z_N$ be a collection of balls centered at points in $C$ with radius $\frac{d}{2}$ such that $C \subseteq \bigcup_{i=1}^{N} Z_i$. Consider the collection of semi-algebraic sets $\{C_{T,i} : T \subseteq \{1, \ldots, r\}, i = 1, \ldots, N\}$ defined by $C_{T,i} = C_T \cap K_i$. Let $(K, \Phi)$ be a semi-algebraic triangulation satisfying the conditions of Theorem 10. We define the control policy $\mu$ as follows. First, suppose that $w_{jT}$ is a vertex of a simplex $\sigma_j \in K$, and let $T(w_{jT})$ be the maximal set $T$ with $\Phi(w_{jT}) \in C_T$. We have that $\Phi(w_{jT}) \in B_T(x_e)$ for some $e \in \{1, \ldots, M_T(w_{jT})\}$. We choose $\mu(\Phi(w_{jT})) = u(x_e)$.

Now, suppose that $x \in C_{T,i}$. By definition, we have $x \in \Phi(\sigma^0_j)$ for an open simplex $\sigma^0_j = [w_{j1}, \ldots, w_{jL}]$ such that $\Phi(\sigma^0_j) \subseteq C_{T,i}$. Defining $a_1(x), \ldots, a_L(x)$ to be the barycentric coordinates of $x$, define

$$\mu(x) = \sum_{k=1}^{L} a_k(x) \mu(\Phi(w_{jk})).$$
Note that this function is continuous in $x$. We will show that $\mu(x)$ satisfies the conditions for positive invariance.

Let $w_{jl}$ be a vertex of $\sigma^0_j$. By definition of $K$, we have that $||x - \Phi(w_{jl})|| \leq \overline{d}$, and hence $x$ is contained in the ball centered at $\Phi(w_{jl})$ with radius $d(\Phi(w_{jl}))$. By definition of $d$, we then have that $x \in B_T(x_e)$ where $x_e$ is defined as above, implying that $\frac{\partial b_i}{\partial x}(f(x) + g(x)u(\Phi(w_{jl}))) > 0$. The control $\mu(x)$ is therefore a convex combination of values of $u$ that satisfy $\frac{\partial b_i}{\partial x}(f(x) + g(x)u) > 0$, implying that $\mu(x)$ satisfies the condition as well.

By continuity, there exists a ball $B(x)$ centered at $x$ such that, for all $z \in B(x)$, $\frac{\partial b_i}{\partial x}(f(z) + g(z)u(x)) > 0$ for all $i \in T$. By local compactness of $C_T$, there is a countable set of balls $B(x)$, indexed $B_{T,1}, B_{T,2}, \ldots$, that covers $C_T$ and such that each $x \in C_T$ lies in at most finitely many balls. Moreover, for every $x \in \partial C_T$, there exists $d(x) > 0$ and a ball $B_{T,k}$ such that $B(x, d(x)) \subseteq B_{T,k}$.

**Proof:** [Proof of Proposition 9] By Theorem 5, it suffices to prove that, for each $x \in \partial C_T$, there exists $u \in \mathcal{U}$ satisfying $\frac{\partial b_i}{\partial x}(f(x) + g(x)u) > 0$ for all $i$ with $b_i(x) = 0$. The existence of such a $u$ is equivalent to the conditions of the proposition by Motzkin’s Transportation Theorem.
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