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Abstract
An important issue when using Machine Learning algorithms in recent research is the lack of interpretability. Although these algorithms provide accurate point predictions for various learning problems, uncertainty estimates connected with point predictions are rather sparse. A contribution to this gap for the Random Forest Regression Learner is presented here. Based on its Out-of-Bag procedure, several parametric and non-parametric prediction intervals are provided for Random Forest point predictions and theoretical guarantees for its correct coverage probability is delivered. In a second part, a thorough investigation through Monte-Carlo simulation is conducted evaluating the performance of the proposed methods from three aspects: (i) Analyzing the correct coverage rate of the proposed prediction intervals, (ii) Inspecting interval width and (iii) Verifying the competitiveness of the proposed intervals with existing methods. The simulation yields that the proposed prediction intervals are robust towards non-normal residual distributions and are competitive by providing correct coverage rates and comparably narrow interval lengths, even for comparably small samples.
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1. Introduction

Several prediction tasks using bagging and boosting procedures among Machine Learning (ML) algorithms have revealed favourable point predictions. Examples can be found in [1], [2], [3], [4] or [5], where point predictions have been constructed accurately when measured through $L_2$-error loss, the area-under-the-ROC-curve (AUC), the mis-classification error or other measures for evaluating prediction accuracy. The restriction to bagging and boosting as a class of ML algorithms has several advantages: the methods make use of easy to construct weak learners such as decision trees and aggregate them through a weighted voting scheme or by introducing bootstrap methods. They usually result into methods, that have few hyperparameters to tune and can be trained in reasonable time complexity, while significantly increasing prediction power compared to their single learners. Especially the Random Forest method, which is an ensemble of randomized trees,
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have shown favourable results from three aspects: accurate point predictions, less tuning efforts and the ability to select important features, see e.g. [6], [7], [8] or [9]. These trends have made recent research in statistical ML to focus on the derivation of statistical properties for such models. In [10], for example, the authors proposed a modified Random Forest model in order to establish consistency and derive central limit type theorems for these modified Random Forest models. In [11], for example, the authors focused on the original version of Breiman’s Random Forest [6] and could show under conditions such as additive regression functions that the Random Forest regression learner is $L_2$-consistent. In several other authors works such as in [12] or [13], for example, a connection between a Random Forest learner and incomplete $U$-statistics have been established. This, for the reason to make use of established central limit type theorems in order to ease the way to statistical testing procedures. The latter is closely connected to the quantification of uncertainty in point predictions, see e.g. [14]. The theoretical work conducted so far can have severe implications to the general use of ML-based methods. While applicants of such methods have criticized ML-based methods for being not interpretable in terms of lacking the involvement of uncertainty estimates in prediction tasks, the recent research trend indicates that interpretable ML is an active issue in statistical ML, see e.g. [15], [16], [17] or [18].

It is aimed to contribute to the general issue of interpretable ML from a statistical perspective through the construction of valid prediction intervals, that are mainly based on the Random Forest method. The construction of such intervals enables an answer to the general question researchers and practitioners have been stating [16]: How trustworthy is the ML-based algorithm in its point-prediction for future observations? The access to a certain range for point-predictions within a given certainty delivers a potential answer to this question. The construction of such intervals, however, requires statistical properties such as consistency of the underlying ML algorithm. As mentioned previously, consistency results have already been established such that the gap towards the construction of point prediction intervals can be settled up based on these findings. Regarding the construction of prediction intervals using the Random Forest, recent findings have been made in [19], [20] or [21]. Therein, the authors mainly derive point prediction intervals based on the Random Forest from a simulation based perspective. In [19], for example, the authors recommended the construction of uncertainty estimates in geographical maps, for e.g. forest fire behaviour. In [20], a special focus has been put on Quantile Regression Forest, the linear quantile regression and modifications of the Random Forest. Therein, the authors conducted numerical experiments and recommended not to use Quantile Regression Forests for the construction of point-prediction intervals. Regarding the latter, a theoretical work has been given in [22], where the authors delivered theoretical guarantees for the validity of quantile based prediction intervals using the Random Forest. However, assumptions regarding the tree construction process have been set, that are rarely met when using Breiman’s Random Forest method [6] as implemented in the R-package randomForest. Therefore, obtaining correct coverage rates under the Quantile Regression Forest scheme as given in [22] remains unclear and will be investigated within an extensive simulation study in this work. In addition to the stated examples, the authors in [21] proposed several prediction intervals
distinguishing between parametric- and non-parametric designs. Theoretical guarantees for its correct cov-
erage are still lacking there. This is in contrast to the work of [23], where the authors constructed both, a
theoretical framework for the validity of Random Forest based prediction intervals. In its core, they propose
to use empirical quantiles of the Random Forest method that has been computed on the Out-of-Bag set.
Under the assumptions of $L_2$-consistent Out-of-Bag Random Forests, they deliver theoretical guarantees for
several types of coverage rates for prediction intervals.

This work is focused on the derivation of theoretical guarantees for Random Forest based prediction
intervals that have been i) constructed parametrically and ii) non-parametrically. Compared to the work
of [23], assumptions are relaxed while still maintaining correct coverage rates. Furthermore, an additional
Random Forest Out-of-Bag prediction interval is proposed, that is of parametric nature and give theoretical
guarantees for their correct (asymptotic) coverage. In its core, it is based on consistently estimating residual
variance in regression learning problems. The latter can be considered as a non-trivial underpinning and has
been partly investigated in e.g. [24]. Additional residual variance estimators are proposed that correct for the
finite choices of decision trees in the ensemble. In addition to these findings, an extensive simulation study
is conducted indicating the good performance of the proposed method for obtaining parametric prediction
intervals based on the Random Forest Out-of-Bag prediction. Therein, both, coverage rates and interval
lengths for several types of prediction intervals were analyzed, as classified in [23].

This work is structured as follows: In Section 2 the general model framework is introduced, which is
restricted to the univariate-response regression. A general, theoretical framework is derived, under which
(asymptotically) valid prediction intervals can be obtained and a formal definition for different types of
prediction intervals is set, similar to [23]. In Section 3 the Random Forest regression method and the idea
of using Out-of-Bag observations in the forest is shortly introduced. Furthermore different types of residual
variance estimators are established and their consistency is proven. This way, potential sources having
impact on the speed of converges are identified and corrected for. Based on these findings, several parametric
prediction intervals are proposed. In Section 4 alternative methods such as the XGBoost or the Stochastic
Gradient Tree Boosting method together with the Quantile Regression Forest method are considered for
potential benchmarking with Random Forest based prediction intervals. The idea is to establish an analogy
to the Random Forest based prediction intervals to boosting methods. The simulation design and framework
are then presented in Section 5 while Section 6 briefly summarize the main findings in this simulation. In the
last section, the main results are summarized and a short overview on future research in this field is given.
Note that this paper consists of supplementary material covering all proofs for the theoretical guarantees and
additional simulation results.
2. Model Framework and Valid Prediction Intervals

Throughout the paper, assume that one has access to a set \( \mathcal{D}_n = \{ [X_i^\top, Y_i]^\top \in \mathbb{R}^{n \times (p+1)} : i = 1, \ldots, n \} \) consisting of iid random vectors with metric outcome \( Y \) and covariate \( X = X_1 \) can be described through a measurable function \( m : \mathbb{R}^p \rightarrow \mathbb{R} \) with

\[
Y_i = m(X_i) + \epsilon_i
\]  

for all \( i = 1, \ldots, n \), where \( \{\epsilon_i\}_{i=1}^n \) is a sequence of iid random variables with \( \mathbb{E}[\epsilon_1] = 0 \) and \( \text{Var}(\epsilon_1) = \sigma^2 \in (0, \infty) \) independent of \( \{X_i\}_{i=1}^n \). Prediction intervals usually cover the aspect of deriving a measurable region in form of an interval, for which the target at new and unseen feature input \( X_0 \), i.e. \( Y(X_0) \), lies in with a pre-specified certainty, say \( 1 - \alpha \in (0, 1) \). In order to formally define the random interval-type set, it is required to distinguish, similarly to [23], between different types of prediction intervals. Note that the obtained interval is potentially random and it is denoted by \( \mathcal{C}_{n,1-\alpha} = \mathcal{C}(\mathcal{D}_n, 1-\alpha) \) to emphasize its dependence towards the data set \( \mathcal{D}_n \) and the error rate \( \alpha \).

**Definition 1.** Consider the regression model in (1) and fix \( \alpha \in (0,1) \). Assume furthermore that \( X_0 \) is unseen. The interval-type set \( \mathcal{C}_{n,1-\alpha} \) is called a prediction interval of

1. **type-I**, if \( \mathbb{P}[Y(X_0) \in \mathcal{C}_{n,1-\alpha}] \geq 1 - \alpha \) holds.

2. **type-II**, if \( \mathbb{P}[Y(X_0) \in \mathcal{C}_{n,1-\alpha} | \mathcal{D}_n] \geq 1 - \alpha \) holds almost surely.

3. **type-III**, if \( \mathbb{P}[Y(X_0) \in \mathcal{C}_{n,1-\alpha} | X_0 = x_0] \geq 1 - \alpha \) holds for a fixed \( x_0 \in \mathbb{R}^p \).

4. **type-IV**, if \( \mathbb{P}[Y(X_0) \in \mathcal{C}_{n,1-\alpha} | \mathcal{D}_n, X_0 = x_0] \geq 1 - \alpha \) holds almost surely.

The prediction interval is said to be asymptotically type-I, type-II, type-III or type-IV valid, if the respective relation above holds for an increasing sample size \( n \rightarrow \infty \), while the almost sure statements are substituted by convergence in probability.

In practice, the type-IV prediction interval represent the most realistic quantification of uncertainty regarding future prediction points. This, because the obtained interval \( \mathcal{C}_{n,1-\alpha} \) is usually computed on an observed sample \( \mathcal{D}_n \), while the future point to be predicted is also treated as fixed \( X_0 = x_0 \). Note that a prediction interval of type-IV is also a prediction interval of type-III but not vice versa. A similar relation also holds between a type-I and type-II prediction interval. The latter implies the validity of the type-I condition, but not vice-versa. Furthermore, the type-III prediction interval also implies the type-I condition resulting into a hierarchical system of implications. Therefore, the type-I prediction interval can be considered as the weakest form of a prediction interval. This, because an averaging also happens on the future prediction inputs \( X_0 \) and makes a verbal interpretation more difficult. Instead, it can be considered as an **averaged prediction interval**, in which, on average, future observations will fall in with a probability of at least \( 1 - \alpha \).

In order to specify the structure of the interval more into detail, one distinguish between **parametric and**
non-parametric intervals. The upcoming sections state general conditions, under which prediction coverage rates as given in Definition 1 are valid. Regarding non-parametric prediction intervals, conditions for the validity of Definition 1 for the Random Forest method have been given in [23].

2.1. Parametric Prediction Intervals

Let us start by setting conditions, for which type-I prediction intervals are valid. Therefore, one denotes with \( \hat{m}_n(X_0) \) any type of estimator, that has been trained on \( D_n \) and predicts the outcome at \( X_0 \). One can guarantee the asymptotic type-I coverage, if, for example, the following conditions hold:

**Conditions** (Parametric Intervals).

(P1) The learning method is consistent in \( \mathbb{P} \)-sense, i.e. \( \hat{m}_n(X_0) \xrightarrow{\mathbb{P}} m(X_0) \), as \( n \to \infty \).

(P2) The errors \( \{\epsilon_i\} \) are Gaussian with mean 0 and variance \( \sigma^2 \).

(P3) Any type of residual variance estimator \( \hat{\sigma}^2_n \) is \( \mathbb{P} \)-consistent, i.e. \( \hat{\sigma}^2_n \xrightarrow{\mathbb{P}} \sigma^2 \), as \( n \to \infty \).

The assumptions of Gaussian error rates can be relaxed by assuming a certain other limiting, (parametric) distribution for the standardized residuals \( \{\epsilon_i/\sigma\} \) that is continuous. In order to have type-III or type-IV prediction coverage, it is required to substitute the \( \mathbb{P} \)-consistency of the first condition to a pointwise consistency for fixed \( x_0 = X_0 \). Note that the above conditions do not deal with heteroscedastic residual variance in the form of \( \sigma^2 = \sigma^2(x_0) \). The latter will not be covered in this setting. Therefore, any type of learning algorithm that fulfills conditions (P1)-(P3) will lead to a type-I prediction interval that is asymptotically valid. The corresponding type-I prediction interval has then the following form

\[
C_{n,1-\alpha} = [\hat{m}_n(X_0) + q_{\alpha/2} \cdot \hat{\sigma}_n, \hat{m}_n(X_0) + q_{1-\alpha/2} \cdot \hat{\sigma}_n],
\]

where \( q_{\alpha/2} \) denotes the corresponding \( \alpha/2 \)-quantile of the (standardized) residual distribution. A formal proof for the validity of this parametric prediction interval is given in [25] on page 51, for example.

2.2. Non-Parametric Prediction Intervals

Non-parametric prediction intervals do not make any assumptions on the residual distribution, except the conditions arising from the regression model in (1). Therefore, assumption (P2) is usually dropped and substituted by any residual distribution that is continuous. This scenario has been considered in [23], where the authors revealed under the mentioned conditions the asymptotic type-I validity of the prediction interval given by

\[
C_{n,1-\alpha}^{NP} = [\hat{m}_n(X_0) + \hat{D}_{n,\alpha/2}, \hat{m}_n(X_0) + \hat{D}_{n,1-\alpha/2}].
\]

The interval length is mainly driven by the empirical quantiles \( \hat{D}_{n,\alpha} \), which is computed based on the empirical residuals \( \hat{\epsilon}_{i,n} := Y_i - \hat{m}_n(X_i) \) using the \( \lfloor \alpha \cdot n \rfloor \)-smallest observation among the order statistic \( \hat{\epsilon}_{(1),n}, \hat{\epsilon}_{(2),n}, \ldots, \hat{\epsilon}_{(n),n} \). Slight modifications to the computed residuals do exist such as the split-conformal prediction interval, where the absolute residuals are considered among a prior training set separation. For
details on this, it is recommended to check [26] and [23]. Similarly to the previous arguments, type-III and type-IV coverage can be obtained also for $C_{n,1-\alpha}^{NP}$, if assumption $[P1]$ is substituted to the pointwise convergence for fixed $x_0 = X_0$. The benefits of relaxing the Gaussian distribution by any, potentially non-parametric distribution with continuous distribution function expects to have a certain drawback: the interval length might be larger compared to its parametric counterpart. However, this effect needs to be analyzed more thoroughly and will be considered in the simulation Sections 5 and 6. Beside the prediction interval $C_{n,1-\alpha}^{NP}$, a Random Forest based type-III asymptotic prediction interval was proposed in [22] mainly focusing on the quantiles estimating directly on obtained response values $\{\hat{Y}_i(x_0)\}_i$. A more detailed description on this will be delivered in Section 4 under the quantile regression scheme.

3. Random Forest Regression

Random Forest Regression according to [6] is an ensemble of randomized decision trees combining elements of bagging and feature sub-spacing. The final aggregation and therefore prediction is conducted by averaging the target variable falling in the same node of the tree as the input $X_0$. For a detailed algorithmic description of the Random Forest Regression, the works [6] or [11] are recommended. However, the important hyper-parameters for the Random Forest learner are shortly listed:

- The number of decision trees $M \in \mathbb{N}$.
- The cardinality of the feature-subspacing procedure at every node, i.e. $m_{try} \in \mathbb{N} \cap \{1, \ldots, p\}$.
- The number of samples points $a_n \in \{1, \ldots, n\}$ in the bagging step.
- The number of terminal nodes $t_n \in \mathbb{N}$ each decision tree can have.

The method enables the construction of internal accuracy measures through the usage of the Out-of-Bag scheme. Hence, a prediction at an input $X$ potentially being part of the training set $D_n$ is computed along all those decision trees in the ensemble, where $X$ has not been part of the tree construction process. This is possible, since Random Forest is a bagging learner resulting into decision trees, that do not include all observational points during the tree construction process. The Out-of-Bag scheme is especially used to obtain internal accuracy measures regarding prediction performance of the Random Forest. Although the Out-of-Bag scheme does not primarily impact the point prediction of the Random Forest method, it will play a key role in the estimation of the residual variance in parametric prediction intervals. This, because the unseen input $X_0$ is not part of the training set making the usage of all trees in the forest for prediction possible. Therefore, one defines a Random-Forest Out-of-Bag prediction at input $X_i$ for a fixed $i \in \{1, \ldots, n\}$ using $M$ decision trees as $m_{n,M}^{OOB}(X_i)$ and the corresponding prediction at any other prediction point $X_0$ not included in $D_n$ as $m_{n,M}(X_0)$. Note that $m_{n,M}(X_0) = m_{n,M}^{OOB}(X_0)$. One furthermore distinguishes among these point estimators by introducing a theoretically infinite number of decision trees, i.e. $m_{n,\infty}(X_0) = \lim_{M \to \infty} m_{n,M}(X_0)$ is the Random Forest prediction at $X_0$ using an infinite number of decision trees. Regarding its Out-of-Bag counterpart with an infinite number of decision trees denoted as $m_{n,\infty}^{OOB}(X_i)$,
it is proven in the Supplement (Proposition 1) that it exits and attains a conditional expectation form. Any bias introduced through the usage of a finite number of decision trees is called as the finite-M-bias theoretically given by $m_{n,M}(X_0) - m_{n,\infty}(X_0)$. That the latter is a serious source of prediction accuracy loss has been identified in [14] and [25]. This, because theoretical results such as Central Limit Theorems or consistency results are based on the infinite Random Forest. The latter results will be used in the construction of valid residual variance estimators.

The construction of Random Forest based type-I prediction intervals of the form as in (2) requires for its correct coverage the fulfillment of the conditions (P1) – (P3). Regarding condition (P1) the authors in [11] established a formal proof for the infinite Random Forest $m_{n,\infty}$ under regression functions being continuous and additive, while side conditions on the tuning parameters such as $t_n \to \infty$, $a_n \to \infty$ and $t_n (\log(a_n))^9 / a_n \to 0$ for $n \to \infty$ have been set. In addition to that, Gaussian error terms are assumed leading to the same condition as in (P2). One is therefore left with condition (P3) which mainly focuses on consistent residual variance estimators.

### 3.1. Consistent Residual Variance Estimators

The issue of consistently estimating residual variance using Random Forest Out-of-Bag predictions is relatively new. In [24], for example, the issue has been tackled for the infinite Out-of-Bag Random Forest focusing on sample variance estimates on the Out-of-Bag residuals $\hat{e}_{OOB,i,n,\infty} = Y_i - m_{n,\infty}^{OOB}(X_i)$ leading to the natural estimate of the form

$$\hat{\sigma}^2_{n,\infty} = \frac{1}{n-1} \sum_{i=1}^{n} (\hat{e}_{OOB,i,n,\infty} - \bar{e}_{OOB,n,\infty})^2.$$  

(4)

However, a central practical drawback of this type of estimator is the infinite number of decision trees used in the Random Forest model. In practice, only a finite number of decision trees can be computed leading to a potential bias for a finite choice of $M$. Therefore, a theoretical framework is established, which allows the introduction of a finite-M-bias corrected residual variance estimator. In doing so, the following conditions are set:

**Assumptions.**

(A1) *The support of the feature input is the p-dimensional hyper-rectangular unit-cell, i.e. $\text{supp}(X) = [0,1]^p$."

(A2) *The regression function is bounded, i.e. $||m||_\infty = \sup_{x \in [0,1]^p} |m(x)| =: K < \infty$."

(A3) *The residuals are centered Gaussian as in condition (P2)."

(A4) *The Random-Forest estimator $m_{n,\infty}(X_0)$ is $L_2$ consistent, i.e. $\lim_{n \to \infty} \mathbb{E}[(m_{n,\infty}(X_0) - m(X_0))^2] = 0$."

Note that assumption (A1) is not severe when using the Random Forest method. The reason is that the latter is invariant to monotone transformation (see e.g. [25], page 26) including this way a rich class of distributions for the features $\{X_i\}_{i=1}^{n}$. Assumption (A3) is in line with the assumptions given in [11] in order
to obtain consistency as required in \((A4)\). Note that the latter assumption does not imply the consistency of the finite-M Out-of-Bag Random Forest estimator \(m_{n,M}^{O2B}\). The latter, however, was treated in \([24]\) and guarantees the consistency of the Out-of-Bag Random Forest under \((A1)\) and the stated model framework in \(I\). Regarding the consistency of the residual variance estimator in \((A4)\), only assumptions \((A1)\) and \((A4)\) within regression model \(I\) together with \(E[|m(X_i)|^2] < \infty\) is required, in order to have \(\hat{\sigma}^2_{n,\infty} \overset{L_1}{\longrightarrow} \sigma^2\) as \(n \to \infty\). This has been shown in Theorem 1 in \([24]\) and is not part of this work. Instead, the focus will be on the derivation of residual variance estimators, that correct for potential bias due to the finite choice of \(M\). Denoting with \((n, M) \xrightarrow{seq} a\) the sequential limit of the form \(\lim_{n \to a} \lim_{M \to a}\), the first theoretical result in the following Theorem is stated enabling the construction of parametric prediction intervals.

**Theorem 1.** Assume the regression model \(I\) together with the conditions \((A1)\), \((A2)\) and \((A4)\). Then the estimator
\[
\hat{\sigma}^2_{n,M} = \frac{1}{n} \sum_{i=1}^{n} (c_{i,n,M}^{O2B})^2
\]
with \(c_{i,n,M} := Y_i - m_{n,M}^{O2B}(X_i)\) is consistent, i.e.
\[
\hat{\sigma}^2_{n,M} \overset{L_1}{\longrightarrow} \sigma^2,
\]
as \((n, M) \xrightarrow{seq} \infty\).

If in addition \((A3)\) holds, then the finite-M bias of the residual variance estimator \(\hat{\sigma}^2_{n,M}\) can be bounded by
\[
E[\hat{\sigma}^2_{n,M} - \hat{\sigma}^2_{n,\infty}] \leq \frac{8}{M} (||m||_\infty + \sigma^2 (1 + 4 \log(n))).
\]

Under these conditions, the finite-M corrected estimator
\[
\hat{\sigma}^2_{n,M,\text{Correct}} = \left| \hat{\sigma}^2_{n,M} - \frac{8}{M} \left( \max_{1 \leq i \leq n} |m_{n,M}^{O2B}(X_i)|^2 + \hat{\sigma}^2_{n,M} (1 + 4 \log(n)) \right) \right|.
\]

is then \(L_1\)-consistent for \(\sigma^2\), as \((n, M) \xrightarrow{seq} \infty\).

The proposed finite-M corrected residual variance estimator \(\hat{\sigma}^2_{n,M}\) for \(\sigma^2\) is more conservative than \(\hat{\sigma}^2_{n,M}\) due to the subtraction of an upper bound. In practice, it can result in the underestimation of the true residual variance, while \(\hat{\sigma}^2_{n,M}\) usually overestimates the true residual variance. The over- and underestimation of the corresponding residual variance estimators can be used to construct an additional estimator that smooths out this effect.

**Corollary 1.** Let \(\lambda_1 \in (0, 1)\) and define \(\lambda_2 = 1 - \lambda_1\). Assume that regression model \(I\) is valid together with the conditions \((A1)\)-\((A4)\). Then the estimator
\[
\hat{\sigma}^2_{n,M;W} = \lambda_1 \hat{\sigma}^2_{n,M,\text{Correct}} + \lambda_2 \hat{\sigma}^2_{n,M}
\]
is \(L_1\)-consistent, as \((n, M) \xrightarrow{seq} \infty\).

One refers to the above residual variance estimator as the weighted, finite-M-corrected residual variance estimator. Combining these findings leads to the proposal of four parametric prediction intervals of type-I using the Random Forest Out-of-Bag principle.
Corollary 2. Assume condition (A1), (A3) and (A4) Then, the interval
\[ C_{n,1-\alpha,\infty} := [m_{n,\infty}(X_0) - z_{1-\alpha/2} \cdot \hat{\sigma}_{n,\infty}, \ m_{n,\infty}(X_0) + z_{1-\alpha/2} \cdot \hat{\sigma}_{n,\infty}] \]
is an asymptotically valid type-I interval, if \( \mathbb{E}[|m(X_1)|^2] < \infty \) holds. If instead (A1)–(A4) holds, then the intervals
\[ C_{n,1-\alpha,M} := [m_{n,M}(X_0) - z_{1-\alpha/2} \cdot \hat{\sigma}_{n,M}^2, \ m_{n,M}(X_0) + z_{1-\alpha/2} \cdot \hat{\sigma}_{n,M}^2], \]
\[ C_{n,1-\alpha,MC_{or}r} := [m_{n,M}(X_0) - z_{1-\alpha/2} \cdot \hat{\sigma}_{n,MC_{or}r}, \ m_{n,M}(X_0) + z_{1-\alpha/2} \cdot \hat{\sigma}_{n,MC_{or}r}] \text{ and} \]
\[ C_{n,1-\alpha,M}^{W} := [m_{n,M}(X_0) - z_{1-\alpha/2} \cdot \hat{\sigma}_{n,M,W}^2, \ m_{n,M}(X_0) + z_{1-\alpha/2} \cdot \hat{\sigma}_{n,M,W}^2] \]
are asymptotically type-I prediction intervals for \((n, M) \xrightarrow{\text{seq}} \infty\) correcting for finite-M bias.

Remark 1. All three parametric prediction intervals \( C_{n,1-\alpha,\infty}, C_{n,1-\alpha,M} \) and \( C_{n,1-\alpha,M}^{W} \) can be extended to type-III and type-IV prediction intervals, if assumption (A4) is replaced by a stronger argument such as pointwise consistency, i.e. \( \lim_{n \to \infty} \mathbb{E}[(m_{n,\infty}(X_0) - m(X_0))^2 | X_0 = x_0] = 0 \), depending on the conditioning as given in Definition [3].

4. Other Learning Methods

It is interesting to know whether the general assumptions in (P1)–(P3) can be extended to other Machine-Learning methods than the Random Forest method. But before shortly introducing some considered boosting methods in this paper, the gap of using the Random Forest method in quantile regression is closed. A theoretical work of this can be found in [22] and is available in R through the package quantregForest.

1. Quantile Regression Forest. The key idea is to approximate the conditional distribution function
\[ F(y|X = x) = \mathbb{P}[Y \leq y|X = x], \]
which itself can be rewritten into \( \mathbb{E}[\mathbb{1}\{Y \leq y\}|X = x] \) as an analog to \( m(x) = \mathbb{E}[Y|X = x] \). The target variable then changes to \( \tilde{Y}_i = \mathbb{1}\{Y_i \leq y\} \) and a Random Forest method is constructed on the initial \( D_n \). The obtained weights from the trained Random Forest are used to approximate \( F(y|X = x) \) with the modified response variables \( \{\tilde{Y}_i\} \). The Random Forest approximation \( \hat{F}_n(y|X = x) \) of \( F(y|X = x) \) is then used to compute quantiles for \( \{Y(x_0)\} \) by considering
\[ \hat{Q}_n(x_0, \alpha) = \inf\{y : \hat{F}_n(y|X_0 = x_0) \geq \alpha\}. \]
(6)
This would result into a type-III prediction interval of the form \([\hat{Q}_n(x_0, \alpha/2), \hat{Q}_n(x_0, 1-\alpha/2)]\), whose validity is proven to hold asymptotically under rather strong assumptions such as the Lipschitz-continuity of the regression function \( m \). Practical drawbacks are given by additional assumptions on the Random Forest method used in obtaining the quantiles \( \hat{Q}_n(x_0, \alpha) \), which are practically not given when using Breiman’s Random Forest method. These include assumptions on the tree construction process such as the regularization of the node-size in each tree.
2. **Stochastic Gradient Boosting Method.** The aim of boosting is to combine weak learners such as decision trees in an additive fashion in order to obtain a strong learner, see e.g. [27]. In its core, it conducts the gradient descent method on the tree parameter space to find the best parameter settings for fitting the next tree in an additive aggregation style. Within the regression context, the used squared error loss as the optimizing functions yields to residuals from the previous iteration step being fitted to the considered covariates. The randomness applies at every iteration step, where the gradient is not computed on the whole set $D_n$, but on a random subset. Consistency results such as in $(P1)$ and $(P3)$ on this type of algorithm are not directly given, but for the general boosting method without random sampling in each iteration (see e.g. [28]). Therein, regression functions are assumed to be linear making theoretical transfer for obtaining prediction intervals more difficult.

3. **XGBoost.** The algorithm belongs to the general class of boosting methods developed in [29], but showed competitive and favourable prediction results for a variety of data examples. Several additional features such as scalable end-to-end tree boosting system with a modified tree penalization, a proportional shrinking of leaf nodes as well as additional randomization parameters have been implemented for the general purpose to increase prediction accuracy compared to the traditional gradient boosting machine, while maintaining low space and time complexity. In this work, the R-package *xgboost* is used.

The verification of the conditions $(P1)$ - $(P3)$ for the stochastic gradient boosting method and the XGBoost method is not part of this work due to the extensive theoretical work involved in establishing consistency results for these type of learners. Instead, the parametric and non-parametric prediction intervals of the form given in (2) and (3) are used by substituting the corresponding learning method in $\hat{m}_n$ and therefore also in $\hat{D}_{n, \alpha}$ with the stochastic gradient tree booster resp. the XGBoost.

5. **Simulation Design**

It is interesting to know how the different prediction intervals behave in practical problems. For this reason, an extensive simulation study is conducted in a Monte-Carlo based fashion focusing on three aspects regarding prediction uncertainty:

i) Correct (asymptotic) coverage rates for type-I, type-II, type-III and type-IV prediction intervals, while an emphasis should be placed on the type-IV interval for practical usage.

ii) Obtaining narrow intervals through the computation of interval lengths for the corresponding type of prediction interval.

iii) Exhausting interval performance in terms of coverage rates and interval lengths by deviating from the theoretical assumptions given in $(A1)$ - $(A4)$. Especially considering residual distributions that are non-normal with potential heavy tails and correlated features.
The signal-to-noise ratio can be considered as a potential source of distortion regarding interval quality. This, because prediction interval coverage and length can be affected by the signal strength coming from the regression function and the additional noise arising from the residuals through its variance \( \sigma^2 \). This source of distortion in Random Forest models have been identified in \([9]\), for example. It is theoretically given by

\[
SN = \frac{Var(m(X))}{\sigma^2},
\]

and is controlled in this study through the consideration of \( SN \in \{0.5, 1, 3\} \). One refers to noisy data, if \( SN < 1 \), while small noise data is present, if \( SN > 1 \). Various regression functions have been considered for a \( p = 10 \) dimensional covariate space. Letting \( \beta_0 = [2, 4, 2, -3, 1, 7, -4, 0, 0, 0]^T \) be the regression coefficient, the following regression functions are then taken into account for \( i = 1, \ldots, n \):

1. The **linear case** described by the relation \( m(x_i) = x_i^\top \beta_0 \).

2. The **polynomial case** given by \( m(x_i) = \sum_{j=1}^{p} \beta_{0,j} x_{i,j}^j \).

3. The **trigonometric case** using \( m(x_i) = 2 \cdot \sin(x_i^\top \beta_0 + 2) \).

4. The **non-continuous case** through the consideration of

\[
m(x_i) = \begin{cases} 
\beta_{0,1} x_{i,1} + \beta_{0,2} x_{i,2} + \beta_{0,3} x_{i,3}, & \text{if } x_{i,3} > 0.5 \\
\beta_{0,4} x_{i,4} + \beta_{0,5} x_{i,5} + 3 & \text{if } x_{i,3} \leq 0.5.
\end{cases}
\]

Note that the features \( \{X_i\}_{i=1}^n \) are iid generated using a multivariate normal distribution and the inverse rule to transform the range back to the hyper-rectangular unit sphere \([0, 1]^p\). This way, it is allowed to have potential dependencies among the features. Hence, one first generate \( \tilde{X}_1 = [\tilde{X}_{11}, \ldots, \tilde{X}_{p1}]^\top \sim N_p(\mathbf{0}, \Sigma) \) and transform each feature back to the unit sphere through \( X_1 = [F_1(\tilde{X}_{11}), \ldots, F_p(\tilde{X}_{p1})]^\top \in [0, 1]^p \). \( F_j \) denotes the normal distribution function with parameters \( [\mu_X, \sigma_X^2]^\top = [0, \Sigma_{jj}]^\top \). Various covariance structures are considered allowing the analysis of potential dependence effects on covariates. This includes positive autoregressive, negative-autoregressive, compound symmetric, linear decreasing Toeplitz and identity structures, where \( I_p \) denotes the identity matrix and \( J_p = I_p 1_p^\top \) the matrix of ones:

\[
\Sigma_1 = \{(-0.5)^{|i-j|}\}_{1 \leq i,j \leq p}, \quad \Sigma_2 = \{0.5^{|i-j|}\}_{1 \leq i,j \leq p}, \quad \Sigma_3 = I_p + J_p, \quad \Sigma_4 = \{1 - 1/p|i-j|\}_{1 \leq i,j \leq p}, \quad \Sigma_5 = I_p.
\]

Regarding the residual distribution, four different distributions are taken into consideration such as the normal, the \( t \)-, the exponential-, the log-normal distribution. Their parameters are determined by fixing the signal-to-noise ratio in (7) to its respective range \( \{0.5, 1, 3\} \). For details on the parameter derivations based on the \( SN \), see the supplementary material. Using \( MC = 1,000 \) Monte-Carlo iterations, depending on the type of interval as given in Definition \([1]\) the coverage rate \( p_\alpha \) for an interval \( I_{n,\alpha}^{(i)} \) in the \( i \)-th simulation run is then estimated by

\[
\hat{p}_{n,\alpha} = \frac{1}{MC} \sum_{i=1}^{MC} \mathbb{1}\{Y(X_{0}^{(i)}) \in I_{n,\alpha}^{(i)}\}.
\]
Fixing the nominal coverage rate at $\alpha = 0.05$ and considering sample sizes $n \in \{100, 500, 1000\}$, simulation based results are presented in the next section. Note that the presented boxplots are taken over the used covariance structures and the considered residual distributions. For the weighted, finite-$M$ corrected residual variance estimator used in the prediction interval $C_{n,1-\alpha,M}^W$, an equal weighting scheme is considered leading to $\lambda_1 = \lambda_2 = 0.5$. In addition to the used Machine Learning methods, the prediction interval obtained from a linear model is taken into consideration in order to obtain a trivial benchmark. The interval is given by

$$\left[ x_0^\top \hat{\beta}_n - t_{n-rk(X),1-\alpha/2} \cdot \hat{\sigma}_n \left( 1 + x_0^\top (X^\top X)^{-1} x_0 \right), \quad x_0^\top \hat{\beta}_n + t_{n-rk(X),1-\alpha/2} \cdot \hat{\sigma}_n \left( 1 + x_0^\top (X^\top X)^{-1} x_0 \right) \right],$$

(10)

where $\hat{\sigma}_n = \frac{1}{n-rk(X)} Y[I_n - X(X^\top X)^{-1}X^\top]Y$, $Y = [Y_1, \ldots, Y_n]^\top$ and $X$ is the design matrix of the covariates $\{X_i\}_{i=1}^n$ restructed in an $n \times (p+1)$ matrix allowing the inclusion of a model intercept. Under the assumption of a linear model and $A3$ together with $\det(X^\top X) \neq 0$, the linear prediction interval should be a valid type-IV interval.

6. Results

The simulation results for a signal-to-noise ratio of $SN = 1$ are presented. The other choices of $SN$ can be found in the Supplement on the Simulation Section. Note that the simulation results of the Stochastic Gradient Boosting Method and the XGBoost method are not presented. This, because of their relatively poor performance regarding coverage rates. On average, they resulted into rates being approximately 0.03 while interval length was comparably large. However, the results based on the derived parametric Random Forest prediction intervals are completely different.

Starting with the coverage rate of the type-I prediction interval given in Figure 1 with $SN = 1$, the non-parametric Random Forest prediction interval based on empirical quantiles (NP-RF-EQ) and the parametric Random Forest prediction interval with the usual sampling variance (P-RF) yielded even better coverage rates under the linear model than the interval in (10). The parametric Random Forest prediction interval with finite-$M$-correction (P-RF-MCor) was more conservative under the type-I prediction interval scheme leading to less accurate, but shorter prediction intervals. The weighted, finite-$M$ corrected prediction interval (P-RF-W) smoothed out the effect by being more accurate than P-RF-MCor resulting to almost perfect coverage rates on average for the trigonometric regression function. As preliminary suggested, the performance of P-RF method in terms of accurate coverage was slightly more liberal, but still very competitive. A potential reason for this is the slight overestimation of the residual variance due to the finite choice of $M$. The P-RF-W method balanced out this effect. In type-IV prediction intervals, one will see that this effect turns out to be even stronger. Comparing the interval coverage among the Random-Forest methods, NP-RF-EQ increased in coverage quality, especially when the sample size increased across the different regression function. For small to moderate sample sizes, the P-RF interval was on average more accurate. In summary, both, the NP-RF-EQ interval and the P-RF interval yielded under a neutral noise setting ($SN = 1$) compet-
itive coverage results. The Quantile Regression Forest (QRF), however, had difficulties in obtaining correct coverage rates, especially for small samples and non-linear regression functions, being sometimes even worse than the interval of the linear model. Interesting is also the effect of non-normal residuals on the coverage rate. Both, the NP-RF-EQ and the P-RF method yielded more robust results under the type-I scheme. The P-RF-MCor and the QRF method, however, were more volatile. The reason for the P-RF-MCor method can be the obtained error bound itself, which is based on the normal assumption.

![Boxplots of coverage rates for different signal-to-noise ratios](image)

**Figure 1:** Simulation results on the coverage rate for the type-I prediction interval using a signal-to-noise ratio of $SN = 1$ with $MC = 1,000$ Monte-Carlo iterations. The arranged boxplots in every sample size segment corresponds to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random Forest with simple residual variance estimator as in $C_{n,1-\alpha,M}$, Random-Forest with finite-M-corrected estimator as in $C_{n,1-\alpha,M}^{\text{Cor}}$, Random Forest with weighted residual variance as in $C_{n,1-\alpha,M}^{W}$.

Regarding type-I prediction interval length, the P-RF-MCor and the P-RF-W resulted into the most narrow intervals, while the NP-RF-EQ interval and the P-RF were slightly larger being on average similar in length. This effect can be extracted from Figure 2. Due to the more stringent assumption on the residual distribution given in [A3] for the parametric intervals, the interval length got reduced accordingly compared
to the NP-RF-EQ prediction interval, making all three parametric intervals more competitive, especially the P-RF method. The prediction interval of a linear model and the QRF method indicated much wider interval lengths. Taking both, the coverage rate and the interval length under the $SN = 1$ scenario together, the P-RF method was competitive leading to accurate coverage rates while having narrow interval lengths.

![Figure 2: Simulation results on the interval length for the type-I prediction interval using a signal-to-noise ratio of $SN = 1$ with $MC = 1,000$ Monte-Carlo iterations. The arranged boxplots in every sample size segment corresponds to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random Forest with simple residual variance estimator as in $C_{n,1−α,M}$, Random-Forest with finite-$M$-corrected estimator as in $C_{n,1−α,M}^{Cor}$, Random Forest with weighted residual variance as in $C_{n,1−α,M}^{W}$.](image)

Returning to the stronger type-IV prediction interval given in Figure 3, the proposed P-RF-MCor prediction interval yielded strong coverage rates lying slightly below 0.95 on average. When combining it with the P-RF interval yielding to the weighted, parametric interval P-RF-W, almost accurate coverage results could be obtained throughout the different sample sizes and the considered regression methods. Therefore, the P-RF, the P-RF-MCor and the P-RF-W method yielded the most competitive coverage results for type-IV prediction intervals, while the P-RF-W was even more accurate under this scheme. The QRF interval turned
out to be more accurate under the type-IV prediction interval than under the type-I interval, but indicated a higher coverage volatility being thus more sensitive to non-normal residuals and correlated features than their parametric counterparts P-RF, P-RF-MCor and P-RF-W. The non-parametric Random Forest interval NP-RF-EQ performed comparable to the P-RF interval, but was more liberal than the latter. The result indicate that the correction for a finite choice of $M$ is not neglectable and can significantly improve type-IV prediction interval coverage.

The type-IV interval length results are summarized in Figure 4 for a signal-to-noise ratio of $SN = 1$. Also here, the P-RF-MCor and the P-RF-W interval resulted into the most narrow interval in almost all considered scenario. The P-RF method also indicated narrow interval lengths, but the correction due to a finite choice of $M$ indicated a positive trend in prediction interval quality. Regarding prediction interval length the P-RF method performed comparable to the NP-RF-EQ method. Combining the simulated coverage rates and the
type-IV prediction interval length, the P-RF-W interval belonged to the most competitive one yielding almost accurate coverage rates and comparably narrow interval lengths. Its unweighted counterpart, the P-RF-MCor method, was in total competitive, too, being even more narrow.

![Simulation results](image)

Figure 4: Simulation results on the interval length for the type-IV prediction interval using a signal-to-noise ratio of $SN = 1$ with $MC = 1,000$ Monte-Carlo iterations. The arranged boxplots in every sample size segment corresponds to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random Forest with finite-M-corrected estimator as in $C_{n,1-\alpha,M}^{Cor}$, Random Forest with weighted residual variance as in $C_{n,1-\alpha,M}^{W}$.

The results regarding type-II and type-III prediction intervals for $SN = 1$ are moved to the supplement. For both types of intervals, especially the type-III prediction interval, the P-RF-W method yielded on average very competitive coverage results, while also being comparably narrow. Under the type-II scheme, the method was also competitive, but for an increased sample size. The NP-RF-EQ interval, however, performed worse than their parametric counterparts, especially when the sample size was comparably small. The effect reduced with an increased sample size, but was more sensitive towards the chosen regression function. Similarly to the previous results, the QRF interval was more volatile, especially under the type-III scheme. Regarding interval length similar results as under the type-IV and type-I scheme could be observed. Especially the
P-RF-MCor and the P-RF-W intervals yielded the tightest intervals. Combining these findings with the type-III coverage rates, the P-RF-W method resulted into competitive interval quality.

The simulation study also revealed that the signal-to-noise ratio is not neglectable. For small values of $SN$, such as $SN = 0.5$, which indicates the presence of noisy data due to the relation $Var(m(X)) < \sigma^2$, the prediction interval quality in terms of coverage and length turned even more accurate for the P-RF-W interval for all prediction interval types. Especially the more conservative type-IV version indicated preferable results for the P-RF-W and the P-RF-MCor method. The results can be found in the Simulation Section of the Supplement. Regarding the performance of the NP-RF-EQ interval, the quality in terms of length and accurate coverage suffered from noisy data. An increased sample size for this method turned prediction interval performance into a positive direction for all type of intervals according to Definition 1. For an increased signal-to-noise ratio such as $SN = 3$, the interval quality of P-RF-MCor and P-RF-W suffered under a more conservative estimation of the residual variance leading to a more conservative estimation of the coverage rate for the type-I, type-II and type-III prediction interval. This can also be seen from the simulation results on the prediction interval length. Therein, the P-RF-MCor method yielded the shortest intervals on average penalizing the estimation of the residual variance stronger than their counterpart. The reason lies in the relation that $Var(m(X)) > \sigma^2$ making the effect of a finite-$M$ bias on the final output prediction stronger and impacting therefore prediction interval quality stronger. However, for these types of intervals (type-I, type-II and type-III), the parametric and non-penalizing method P-RF and NP-RF-EQ under $SN > 1$ yielded the most favourable results. However, regarding the type-IV prediction interval, the P-RF-W method remained among the best method under the aspect of correct coverage rates and comparably narrow interval length. In this case, the NP-RF-EQ method and the P-RF method performed comparably well, resulting into interval lengths being similar.

7. Conclusions

The construction of trustworthy and interpretable models is a general issue in statistical machine learning. Beside accurate point predictions the quantification of uncertainty is of specific importance. In particular, the construction of statistically valid prediction intervals for the quantification of uncertainty regarding future point prediction contributes to the problem of constructing trustworthy machines. Focusing on the Random Forest method and other machine learning algorithms, formal conditions have been set to guarantee correct (asymptotic) coverage rates under parametric interval types. Therein, different types of prediction intervals have been considered mainly differing in the conditioning of the underlying probability measure. While type-I and type-II prediction intervals also average over unseen prediction points, their practical interpretability and usability are more restrictive. Therefore, type-III and type-IV prediction intervals, which keep unseen observations fixed, are easier to interpret and of practical importance. Based on this distinction, the problem of obtaining correct prediction intervals reduced to the issue of consistently estimating residual variance in regression learning methods. Therein, several estimators have been proposed and central sources of distortions have been identified such as the bias due to the finite choice of decision trees in the forest (finite-$M$-bias)
and the signal-to-noise ratio ($SN$). The proposed parametric prediction intervals delivered accurate coverage rates and narrow interval lengths. Especially the interval based on a weighted residual variance scheme resulted into favorable coverage rates in obtaining correct point-wise prediction intervals, such as the type-III and type-IV interval.

For noisy ($SN > 0.5$) and neutral noise containing data ($SN = 1$), the derived parametric intervals such as the weighted finite-$M$-corrected version or the interval with a simple Random Forest based residual variance estimator, delivered competitive results. They outperformed the Random Forest prediction interval based on empirical residuals (see [23]) and the Quantile Regression Forest (see [22]). For larger signal-to-noise ratios ($SN = 3$), the finite-$M$ corrected version penalized residual variance estimators stronger leading to more conservative coverage rates for type-I, type-II and type-III prediction intervals. In this case, the uncorrected Random Forest based parametric prediction interval was more accurate. However, under the type-IV prediction interval, the weighted finite-$M$ corrected version delivered in almost all scenarios accurate coverage rates while maintaining narrow interval length even under non-normal residual distributions and dependent covariate structures. Therefore, the strong type-IV prediction interval quality substantially increased when using the weighted, finite-$M$ corrected version with equal weights. The results also leave optimistic space to even enhanced results for the type-I and type-II prediction interval, if data dependent weighting as a future research field is implemented for the weighted, finite-$M$ corrected Random Forest prediction interval.

Other machine learning methods such as prediction intervals based on the stochastic gradient tree boosting method or the XGBoost method were not able to deliver accurate coverage rates in the simulation study. Future research work will cover the involvement of missing values in the covariates and its impact in accurate prediction interval coverage and length.
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1. Theoretical Results - Proofs

In this section, the proofs of Theorem 1, Corollary 1 and Corollary 2 of the main article are presented. In addition, the following Proposition is stated, which treats the Out-of-Bag Random Forest estimator with a theoretically infinite number of decision trees. It illustrates its formal expression and existence.

**Proposition 1.** Assume the same regression model (1) as in the main article and consider Breiman’s Random Forest Regression learner. Then one has for every fixed \( i \in \{1, \ldots, n\} \)

\[
m_{n, \infty}^{OOB}(X_i) = \mathbb{E}[m_{n,1}(X_i)|\Theta_{1,t}^{(1)} = 0, D_n] =: \mathbb{E}_{\Theta}[m_{n,1}(X_i)|\Theta_{i,t}^{(1)} = 0].
\]

**Proof of Proposition 1.**

Let \( i \in \{1, \ldots, n\} \) be fixed. The Random Forest method makes use of bagging and feature subspacing at every node of the tree. Therefore, defining the generic random vector \( \Theta \) responsible for the bagging and feature subspacing process, one can assume that the latter is actually a sequence of iid random vectors \( \{\Theta_t\}_{t=1}^M \).

It can be further decomposed to \( \Theta_t = [\Theta_t^{(1)}\top, \Theta_t^{(2)}\top]\top \), where \( \Theta_t^{(1)} = [\Theta_{1,t}^{(1)}, \ldots, \Theta_{n,t}^{(1)}] \) is the random vector indicating whether observation \( k \in \{1, \ldots, n\} \) in tree \( t \in \{1, \ldots, M\} \) has been selected (\( \Theta_{k,t}^{(1)} = 1 \)) or not (\( \Theta_{k,t}^{(1)} = 0 \)). \( \Theta_t^{(2)} \) is the vectorized matrix responsible for the feature subspacing procedure at every node of the tree. Note that \( \sum_{k=1}^n \Theta_{k,t}^{(1)} = a_n \), i.e. the sample size selected for every tree in the bagging step. Define the random variable \( Z_i = Z_i(M) \) as the number of decision trees not selecting the \( i \)-th observation. Then, one has \( Z_i \sim \text{Bin}(M, p_i) \), where

\[
p_i = \begin{cases} 1 - a_n/n, & \text{for subsampling}, \\ (1 - 1/n)^n, & \text{for bootstrapping with replacement}. \end{cases}
\]

Due to the strong law of large numbers, one has for fixed \( n \), but \( M \to \infty \) in almost sure sense that \( Z_i(M)/M \to \mathbb{E}[\mathbb{1}\{i\text{-th observation not selected}\}] = p_i \in (0, \infty) \). Then, the finite-\( M \) Out-of-Bag Random Forest regression estimator turns out to take the following form for \( M \to \infty \):

\[
m_{n,M}^{OOB}(X_i; \Theta_1, \ldots, \Theta_M) = \frac{1}{Z_i(M)} \sum_{t=1}^M m_{n,1}(X_i; \Theta_t) \mathbb{1}\{\Theta_{i,t}^{(1)} = 0\}
\]

\[
= \frac{1}{Z_i(M)/M} \frac{1}{M} \sum_{t=1}^M m_{n,1}(X_i; \Theta_t) \mathbb{1}\{\Theta_{i,t}^{(1)} = 0\}
\]

\[
\xrightarrow{a.s.} \frac{1}{p_i} \mathbb{E}[m_{n,1}(X_i; \Theta_t) \mathbb{1}\{\Theta_{i,t}^{(1)} = 0\}|D_n]
\]

\[
= \frac{1}{\mathbb{P}[\Theta_{i,t}^{(1)} = 0]} \mathbb{E}_{\Theta}[m_{n,1}(X_i; \Theta_t) \mathbb{1}\{\Theta_{i,t}^{(1)} = 0\}]
\]

\[
= \mathbb{E}_{\Theta}[m_{n,1}(X_i; \Theta_t)|\Theta_{i,t}^{(1)} = 0].
\]

The convergence to the conditional expectation guarantees its existence as well. \( \square \)

In the following, Theorem 1 of the main article is proved.
Proof of Theorem 1 of the main article.

Let \( Y = m(X) + \epsilon \) such that \( ||\epsilon||_\infty =: K < \infty \). Random Forest regression learners can be rewritten as the weighted sum of the response variable \( \{Y_i\}_{i=1}^n \). Hence, considering the finite-\( M \) Random Forest estimate based on Out-of-Bag samples, one obtains

\[
m_{n,M}^{(OOB)}(X; \Theta_1, \ldots, \Theta_M) = \sum_{k=1}^n W_{n,k}^{OOB}(X; \Theta_1, \ldots, \Theta_M) \cdot Y_k,
\]

where \( W_{n,k}^{OOB}(X; \Theta_1, \ldots, \Theta_M) = \frac{1}{Z_{(M)}} \sum_{i=1}^Z W_{n,k}(X_i; \Theta_i) \) and \( W_{n,k}(X_i; \Theta_i) = \frac{1}{N_{n}(A^{OOB}(X_i; \Theta_i))} \). Note that \( N_n(A) \) denotes the sample points falling in cell \( A \), which has been constructed using the mean variance reduction split-criterion. W.l.o.g., it is assumed in this representation that the first \( Z_i(M) \) trees have not used the observation \( \{X_i^T, Y_i\}^T \). Using the fact that the weights \( \{W_{n,k}(\cdot; \Theta_1, \ldots, \Theta_M)\}_{k=1}^n \) are non-negative and sum up to 1, one can find an upper bound for the Out-of-Bag Random Forest estimate with finite-\( M \):

\[
|m_{n,M}^{(OOB)}(X; \Theta_1, \ldots, \Theta_M)| \leq \sum_{k=1}^n W_{n,k}^{OOB}(X; \Theta_1, \ldots, \Theta_M)|Y_k|
\]

\[
\leq \max_{1 \leq k \leq n} |Y_k| =: f_n < \infty.
\]

Let \( m_{n,M}^{(OOB)}(X_i) = m_{n,M}^{(OOB)}(X_i; \Theta_1, \ldots, \Theta_M) \) and use the result in (2). Due to assumption (A2), one has

\[
|m(X_i) - m_{n,M}^{(OOB)}(X_i)| \leq |m(X_i)| + |m_{n,M}^{(OOB)}(X_i)| < K + f_n < \infty.
\]

Therefore, one obtains \( |m(X_i) - m_{n,M}^{(OOB)}(X_i)|^2 < (K + f_n)^2 \) due to the monotonicity of the quadratic function on the non-negative real line. Furthermore, note that the estimator \( \hat{\sigma}^2_{n,M} \) can be decomposed the following way:

\[
\hat{\sigma}^2_{n,M} = \frac{1}{n} \sum_{k=1}^n \left( \epsilon_{k,n,M}^{OOB} \right)^2 = \frac{1}{n} \sum_{k=1}^n \left( (m(X_k) - m_{n,M}^{(OOB)}(X_k)) + \epsilon_k \right)^2
\]

\[
= \frac{1}{n} \sum_{k=1}^n (m(X_k) - m_{n,M}^{(OOB)}(X_k))^2 + \frac{2}{n} \sum_{k=1}^n (m(X_k) - m_{n,M}^{(OOB)}(X_k)) \cdot \epsilon_k + \frac{1}{n} \sum_{k=1}^n \epsilon_k^2
\]

(5)

Considering the first part of the decomposition in (5), one can obtain

\[
I_{n,M}^{(1)} := \mathbb{E}\left[ \left\{ \frac{1}{n} \sum_{k=1}^n (m(X_k) - m_{n,M}^{(OOB)}(X_k))^2 \right\} \right] \leq \frac{1}{n} \sum_{k=1}^n \mathbb{E}\left[ (m(X_k) - m_{n,M}^{(OOB)}(X_k))^2 \right]
\]

\[
= \mathbb{E}\left[ (m(X_1) - m_{n,M}^{(OOB)}(X_1))^2 \right],
\]

(6)

where the last equality follows from the identical distribution of the sequence \( \{(m(X_k) - m_{n,M}^{OOB}(X_k))^2\}_{k=1}^n \). The obtained upper bound in (6) is independent of \( M \) enabling the usage of Lebesgue’s dominated convergence theorem in inequality (6). Therefore, one obtains

\[
I_{n,\infty}^{(1)} := \lim_{M \to \infty} I_{n,M}^{(1)} = \mathbb{E}\left[ \lim_{M \to \infty} (m(X_1) - m_{n,M}^{(OOB)}(X_1))^2 \right] = \mathbb{E}\left[ (m(X_1) - m_{n,\infty}^{(OOB)}(X_1))^2 \right].
\]

(7)
From [1], Corollary 1, it is known that assumption (A4) implies the $L_2$-consistency of the infinite Out-of-Bag Random Forest. Hence, one has from the previous equation

$$
\lim_{n \to \infty} I_{n,\infty}^{(1)} = 0,
$$

leading to $I_{n,M}^{(1)} \to 0$, as $(n, M) \xrightarrow{seq} \infty$.

Regarding the second part of equation (5), one can obtain

$$
I_{n,M}^{(2)} := \mathbb{E} \left[ \frac{2}{n} \sum_{k=1}^{n} (m(X_k) - m_{n,M}^{(OOB)}(X_k)) \cdot \epsilon_k \right] \leq \frac{2}{n} \sum_{k=1}^{n} \mathbb{E} \left[ |(m(X_k) - m_{n,M}^{(OOB)}(X_k)) \epsilon_k| \right]
$$

$$
= 2\mathbb{E} \left[ |(m(X_1) - m_{n,M}^{(OOB)}(X_1)) \epsilon_1| \right]
$$

$$
\leq 2\sqrt{\mathbb{E} \left[ (m(X_1) - m_{n,M}^{(OOB)}(X_1))^2 \right]} \cdot \sigma
$$

$$
= 2\sqrt{I_{n,M}^{(1)} \sigma} \to 0,
$$

as $(n, M) \xrightarrow{seq} \infty$. The first inequality results from applying the triangular inequality, while the second inequality from the Cauchy-Schwarz inequality. Note that the second equality uses the identical distribution of the sequence $\{m(X_k) - m_{n,M}^{(OOB)}(X_k)\}_{k=1}^{n}$.

Regarding the third part, one can make use of Vitali’s convergence theorem. To apply the latter, note that $\frac{1}{n} \sum_{k=1}^{n} \epsilon_k^2$ converges to $\sigma^2 \in (0, \infty)$ almost surely due to the iid structure in the considered regression model. This also implies convergence in probability. Letting $A$ be any measurable set, it then follows that

$$
\lim_{n \to \infty} \mathbb{E} \left[ \frac{1}{n} \sum_{k=1}^{n} \epsilon_k^2 \mathbb{1}\{A\} \right] \leq \lim_{n \to \infty} \sum_{k=1}^{n} \mathbb{E}[\epsilon_k^2] = \sigma^2 < \infty,
$$

$$
\mathbb{E} \left[ \frac{1}{n} \sum_{k=1}^{n} \epsilon_k^2 \right] = \frac{1}{n} \sum_{k=1}^{n} \mathbb{E}[\epsilon_k^2] = \sigma^2 < \infty,
$$

and therefore, that $\frac{1}{n} \sum_{k=1}^{n} \epsilon_k^2$ is uniformly integrable. Vitali’s convergence theorem guarantees now that

$$
\mathbb{E} \left[ \frac{1}{n} \sum_{k=1}^{n} \epsilon_k^2 - \sigma^2 \right] \to 0,
$$

as $n \to \infty$. Since the latter is independent of $M$, it also holds for $(n, M) \xrightarrow{seq} \infty$. Combining the results in (6), (9) and (12), one can conclude with (5) that $\hat{\sigma}_{n,M}^2$ is $L_1$-consistent for $(n, M) \xrightarrow{seq} \infty$.

If in addition (A3) holds, i.e. the sequence $\{\epsilon_k\}_{k=1}^{n}$ is Gaussian with finite variance $\sigma^2 \in (0, \infty)$, one can make use of Theorem 3.3 in [2], especially the following inequality:

$$
0 \leq \mathbb{E}[(m(X_1) - m_{n,M}^{(OOB)}(X_1))^2] - \mathbb{E}[(m(X_1) - m_{n,\infty}^{(OOB)}(X_1))^2] \leq \frac{8}{M}(\|m\|_{\infty}^2 + \sigma^2(1 + 4 \log(n)))
$$
Then, regarding the finite-M bias, one can obtain

\[
\mathbb{E}[(\hat{\sigma}_{n,M}^2 - \tilde{\sigma}_{n,\infty}^2)] = \frac{1}{n} \sum_{k=1}^{n} \mathbb{E} \left[ (\hat{\sigma}_{k,n,M}^{OOB})^2 - (\tilde{\sigma}_{k,n,\infty}^{OOB})^2 \right]
\]

\[
= \mathbb{E}[(Y_1 - m_{n,M}^{OOB}(X_1))^2 - (Y_1 - m_{n,\infty}^{OOB}(X_1))^2]
\]

\[
= \mathbb{E}[(m(X_1) - m_{n,M}^{OOB}(X_1))^2] - \mathbb{E}[(m(X_1) - m_{n,\infty}^{OOB}(X_1))^2]
\]

\[
\leq \frac{8}{M} (\|m\|^2 + \sigma^2(1 + 4 \log(n))).
\]

The second equality follows from the identical distribution of \{(\hat{\sigma}_{k,n,M}^{OOB})^2 - (\tilde{\sigma}_{k,n,\infty}^{OOB})^2\}_{k=1}^n, while the third equality from the fact that \(Y_1 = m(X_1) + \epsilon_1\) together with the independence of \(\epsilon_1\) and \(m_{n,M}^{OOB}(X_1)\) resp. \(\epsilon_1\) and \(m_{n,\infty}^{OOB}(X_1)\). The inequality is a direct result of (13).

Using the inequality in (3), one can deduce that the upper bound \(f_n\) is independent of \(i \in \{1, \ldots, n\}\). Therefore, one also has

\[
0 \leq C_{n,M} := \frac{8}{M} \left( \max_{1 \leq i \leq n} |m_{n,M}^{OOB}(X_i)|^2 \right) < f_n^2 < \infty.
\]

Hence, one can deduce almost surely that

\[
0 \leq C_{n,M} := \frac{8}{M} \left( \max_{1 \leq i \leq n} |m_{n,M}^{OOB}(X_i)|^2 \right) + \sigma_n^2 (1 + 4 \log(n)) \leq \frac{8f_n^2}{M} + \frac{8\tilde{\sigma}_n^2 (1 + 4 \log(n))}{M}.
\]

Note that \(8f_n^2/M \xrightarrow{L_1} 0\), as \((n, M) \xrightarrow{seq} \infty\). Since the estimator \(\hat{\sigma}_{n,M}^2\) is \(L_1\)-consistent, i.e. \(\hat{\sigma}_{n,M}^2 \xrightarrow{L_1} \sigma^2 \in (0, \infty)\), it can be immediately deduced that \(\frac{8\tilde{\sigma}_n^2}{M (1 + 4 \log(n))}\) is vanishing in \(L_1\)-sense for \((n, M) \xrightarrow{seq} \infty\). Therefore, one has \(C_{n,M} \xrightarrow{L_1} 0\), as \((n, M) \xrightarrow{seq} \infty\). Similarly, this leads to \((\hat{\sigma}_{n,M}^2 - C_{n,M}) \xrightarrow{L_1} \sigma^2\) in \(L_1\)-sense, as \((n, M) \xrightarrow{seq} \infty\). Finally, one obtains the \(L_1\)-convergence of \(\hat{\sigma}_{n,M,\text{Correct}}^2\) due to the lower triangular inequality:

\[
\mathbb{E}[|\hat{\sigma}_{n,M,\text{Correct}}^2 - \sigma^2|] = \mathbb{E}[|\hat{\sigma}_{n,M}^2 - C_{n,M}| - \sigma^2] \leq \mathbb{E}[|\hat{\sigma}_{n,M}^2 - \sigma^2| - C_{n,M}] + \mathbb{E}[|\hat{\sigma}_{n,M}^2 - C_{n,M}| - \sigma^2] \leq \mathbb{E}[|\hat{\sigma}_{n,M}^2 - \sigma^2|] + \mathbb{E}[|C_{n,M}| - \sigma^2] \xrightarrow{L_1} 0,
\]

as \((n, M) \xrightarrow{seq} \infty\).

\textit{Proof of Corollary 1 of the main article.}

Since assumptions (A1) - (A4) are valid under the regression model (1) in the main article, one can apply Theorem 1 and conclude that

\[
\hat{\sigma}_{n,M}^2 \xrightarrow{L_1} \sigma^2
\]

\[
\hat{\sigma}_{n,M,\text{Correct}}^2 \xrightarrow{L_1} \sigma^2,
\]

as \((n, M) \xrightarrow{seq} \infty\). Then, one obtains for \(\lambda_1 \in (0, 1)\) and \(\lambda_2 = (1 - \lambda_2)\) that

\[
\mathbb{E}[|\lambda_1 \hat{\sigma}_{n,M,\text{Correct}}^2 + \lambda_2 \hat{\sigma}_{n,M}^2 - \sigma^2|] \leq \mathbb{E}[|\lambda_1 \hat{\sigma}_{n,M,\text{Correct}}^2 - \lambda_1 \sigma^2|] + \mathbb{E}[|\lambda_2 \hat{\sigma}_{n,M}^2 - \lambda_2 \sigma^2|]
\]

\[
= \lambda_1 \mathbb{E}[|\hat{\sigma}_{n,M,\text{Correct}}^2 - \sigma^2|] + \lambda_2 \mathbb{E}[|\hat{\sigma}_{n,M}^2 - \sigma^2|]
\]

\[
\rightarrow \lambda_1 \sigma^2 + \lambda_2 \sigma^2 = \sigma^2,
\]

as \((n, M) \xrightarrow{seq} \infty\), since \(\lambda_1 + \lambda_2 = 1\) and \(\lambda_1, \lambda_2 > 0\).
Proof of Corollary 2 of the main article.

Let us start by considering the interval \( C_{n,1-\alpha,\infty} \). Assumption \((A4)\) implies condition \((P1)\), while \((A3)\) implies condition \((P2)\). Condition \((P3)\) is also fulfilled due to Theorem 1 in [1], since the model assumptions in the main article and conditions \((A1), (A3)\) and \((A4)\) together with \( \mathbb{E}[m(X_1)^2] < \infty \) fulfill the required conditions of the Theorem, which guarantees the \( L_1 \)-consistency of \( \hat{\sigma}^2_n \) and therefore consistency in stochastic sense \((\mathbb{P}-\text{consistency})\).

Regarding the parametric intervals \( C_{n,1-\alpha,M}, C_{n,1-\alpha,M}^{cor} \) and \( C_{n,1-\alpha,M}^{W} \), one can guarantee through Theorem 1 and Corollary 2 that the corresponding residual variance estimators are \( L_1 \)-consistent and therefore \( \mathbb{P} \)-consistent. Hence, condition \((P3)\) is met for both intervals. Note that \((P1)\) and \((P2)\) are met by assumption \((A4)\) and \((A3)\) leading to correct coverage rates for \((n,M) \xrightarrow{\text{seq}} \infty\).

2. Additional Simulation Results

2.1. Parameter Specification Residual Distribution

The simulation design covers several residual distributions in order to check for coverage robustness and narrow interval lengths, even for non-normal residuals. Therefore, the following (parametric) distributions have been considered. Their parameters have been specified based on a fixed signal-to-noise ratio \( SN \in \{0.5, 1, 3\} \) leading to a fixed \( \sigma^2 \) by reformulating \( \sigma^2 = SN^{-1} \cdot \text{Var}(m(X_1)) \).

1. Normal distribution: Considering \( \epsilon_1 \sim N(\mu, \xi^2) \), the mean parameter \( \mu \) is set to zero, while \( \xi^2 = \sigma^2 \).

2. \( t \)-distribution: Assuming that \( \epsilon_1 \sim t_{df} \), where \( df > 0 \), it follows that \( \mathbb{E}[\epsilon_1] = 0 \) and \( \text{Var}(\epsilon_1) = \frac{df}{df-2} \) leading to \( df = \frac{2}{1-1/\sigma^2} \). In order to guarantee that \( df > 1 \), which also guarantees the existence of the mean, a modified version of the degrees of freedom are used: \( df = \max\{1.01; \frac{2}{1-1/\sigma^2}\} \).

3. Exponential distribution: In case that \( \epsilon_1 \sim \text{Exp}(\lambda) \), with \( \lambda > 0 \), one has \( \mathbb{E}[\epsilon_1] = 1/\lambda \) and \( \text{Var}(\epsilon_1) = 1/\lambda^2 \) leading to \( \lambda = 1/\sigma > 0 \). Therefore, the centered residuals \( \epsilon_i - \sigma \) for \( i = 1, \ldots, n \) are considered.

4. Log-Normal distribution: Suppose that \( \epsilon_1 \sim \text{logN}(\mu, \xi^2) \), then one has \( \mu \in \mathbb{R} \) and \( \xi > 0 \). Fixing \( \mu = 0 \), one obtains \( \mathbb{E}[\epsilon_1] = \exp\{\xi^2/2\} \) and \( \text{Var}(\epsilon_1) = (\exp\{\xi^2\} - 1) \cdot \exp\{\xi^2\} \) leading to \( \xi^2 = \log\left(\frac{1+\sqrt{1+4\sigma^2}}{2}\right) \). Hence, the centered residuals are then considered: \( \epsilon_i - \sqrt{\frac{1+\sqrt{1+4\sigma^2}}{2}} \) for \( i = 1, \ldots, n \).
2.2. Simulation Results for $SN = 1$

2.2.1. Type-II Prediction Intervals

Figure 1: Simulation results on the coverage rate for the type-II prediction interval using a signal-to-noise ratio of $SN = 1$ with $MC = 1,000$ Monte-Carlo iterations. The arranged boxplots in every sample size segment corresponds to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random-Forest with simple residual variance estimator as in $C_{n,1-\alpha,M}$, Random-Forest with finite-M-corrected estimator as in $C_{n,1-\alpha,M}^{Cor}$, Random Forest with weighted residual variance as in $C_{n,1-\alpha,M}^{W}$. 


Figure 2: Simulation results on the interval length for the type-II prediction interval using a signal-to-noise ratio of $SN = 1$ with $MC = 1,000$ Monte-Carlo iterations. The arranged boxplots in every sample size segment corresponds to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random-Forest with simple residual variance estimator as in $C_{n,1-\alpha,M}$, Random-Forest with finite-M-corrected estimator as in $C_{n,1-\alpha,M}^{\text{Cor}}$, Random-Forest with weighted residual variance as in $C_{n,1-\alpha,M}^{W}$. 
2.2.2. Type-III Prediction Intervals

Figure 3: Simulation results on the coverage rate for the type-III prediction interval using a signal-to-noise ratio of $SN = 1$ with $MC = 1,000$ Monte-Carlo iterations. The arranged boxplots in every sample size segment corresponds to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random-Forest with simple residual variance estimator as in $C_{n,1-\alpha,M}$, Random-Forest with finite-M-corrected estimator as in $C^{Cor}_{n,1-\alpha,M}$, Random Forest with weighted residual variance as in $C^{W}_{n,1-\alpha,M}$. 
Figure 4: Simulation results on the interval length for the type-III prediction interval using a signal-to-noise ratio of $SN = 1$ with $MC = 1,000$ Monte-Carlo iterations. The arranged boxplots in every sample size segment corresponds to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random Forest with simple residual variance estimator as in $C_{n,1-\alpha,M}$, Random-Forest with finite-M-corrected estimator as in $C_{n,1-\alpha,M}$, Random Forest with weighted residual variance as in $C_{n,1-\alpha,M}$.
2.3. Simulation Results for $SN = 0.5$

2.3.1. Type-I Prediction Intervals

![Graph showing simulation results for type-I prediction intervals with SN = 0.5.](image)

Figure 5: Simulation results on the **coverage rate** for the **type-I** prediction interval using a signal-to-noise ratio of $SN = 0.5$ with $MC = 1,000$ Monte-Carlo iterations. The arranged boxplots in every sample size segment corresponds to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random-Forest with simple residual variance estimator as in $C_{n,1−α,M}$. Random-Forest with finite-M-corrected estimator as in $C_{n,1−α,M}^{Cor}$. Random Forest with weighted residual variance as in $C_{n,1−α,M}^{W}$. 
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Figure 6: Simulation results on the interval length for the type-I prediction interval using a signal-to-noise ratio of $SN = 0.5$ with $MC = 1,000$ Monte-Carlo iterations. The arranged boxplots in every sample size segment corresponds to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random-Forest with simple residual variance estimator as in $C_{n,1-\alpha,M}$, Random-Forest with finite-M-corrected estimator as in $C^F_{n,1-\alpha,M}$, Random Forest with weighted residual variance as in $C^W_{n,1-\alpha,M}$.
2.3.2. Type-II Prediction Intervals

![Boxplots showing coverage rate for different prediction interval methods](image)

Figure 7: Simulation results on the coverage rate for the type-II prediction interval using a signal-to-noise ratio of $SN = 0.5$ with $MC = 1,000$ Monte-Carlo iterations. The arranged boxplots in every sample size segment corresponds to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random-Forest with simple residual variance estimator as in $C_{n,1-\alpha,M}$, Random-Forest with finite-$M$-corrected estimator as in $C_{n,1-\alpha,M}^{Cor}$, Random Forest with weighted residual variance as in $C_{n,1-\alpha,M}^{W}$. 


Figure 8: Simulation results on the interval length for the type-II prediction interval using a signal-to-noise ratio of $SN = 0.5$ with $MC = 1,000$ Monte-Carlo iterations. The arranged boxplots in every sample size segment corresponds to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random Forest with simple residual variance estimator as in $C_{n,1-\alpha,M}$, Random-Forest with finite-$M$-corrected estimator as in $C_{n,1-\alpha,M}^{Cor}$, Random Forest with weighted residual variance as in $C_{n,1-\alpha,M}^{W}$. 
2.3.3. Type-III Prediction Intervals

Figure 9: Simulation results on the coverage rate for the type-III prediction interval using a signal-to-noise ratio of $SN = 0.5$ with $MC = 1,000$ Monte-Carlo iterations. The arranged boxplots in every sample size segment corresponds to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random-Forest with simple residual variance estimator as in $C_{n,1-\alpha,M}$, Random-Forest with finite-M-corrected estimator as in $C_{n,1-\alpha,M}^{Cor}$, Random-Forest with weighted residual variance as in $C_{n,1-\alpha,M}^{W}$. 
Figure 10: Simulation results on the interval length for the type-III prediction interval using a signal-to-noise ratio of $SN = 0.5$ with $MC = 1,000$ Monte-Carlo iterations. The arranged boxplots in every sample size segment corresponds to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random Forest with simple residual variance estimator as in $C_{n,1-\alpha,M}^1$, Random-Forest with finite-M-corrected estimator as in $C_{n,1-\alpha,M}^{Cor}$, Random Forest with weighted residual variance as in $C_{n,1-\alpha,M}^W$. 
2.3.4. Type-IV Prediction Intervals

Figure 11: Simulation results on the coverage rate for the type-IV prediction interval using a signal-to-noise ratio of $SN = 0.5$ with $MC = 1,000$ Monte-Carlo iterations. The arranged boxplots in every sample size segment correspond to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random Forest with simple residual variance estimator as in $C_{n,1−α,M}$, Random-Forest with finite-M-corrected estimator as in $C_{Cor}^{n,1−α,M}$, Random Forest with weighted residual variance as in $C_{W}^{n,1−α,M}$. 
Figure 12: Simulation results on the interval length for the type-IV prediction interval using a signal-to-noise ratio of $SN = 0.5$ with $MC = 1,000$ Monte-Carlo iterations. The arranged boxplots in every sample size segment corresponds to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random Forest with simple residual variance estimator as in $C_{n,1-\alpha,M}$, Random-Forest with finite-M-corrected estimator as in $C_{n,1-\alpha,M}$, Random Forest with weighted residual variance as in $C_{n,1-\alpha,M}$. 
2.4. Simulation Results for $SN = 3$

2.4.1. Type-I Prediction Intervals

Figure 13: Simulation results on the coverage rate for the type-I prediction interval using a signal-to-noise ratio of $SN = 3$ with $MC = 1,000$ Monte-Carlo iterations. The arranged boxplots in every sample size segment corresponds to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random-Forest with simple residual variance estimator as in $C_{n,1-\alpha,M}$, Random-Forest with finite-M-corrected estimator as in $C_{n,1-\alpha,M}^{Cor}$, Random Forest with weighted residual variance as in $C_{n,1-\alpha,M}^{W}$. 
Figure 14: Simulation results on the interval length for the type-I prediction interval using a signal-to-noise ratio of $SN = 3$ with $MC = 1,000$ Monte-Carlo iterations. The arranged boxplots in every sample size segment corresponds to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random-Forest with simple residual variance estimator as in $C_{n,1-\alpha,M}$, Random-Forest with finite-M-corrected estimator as in $C_{n,1-\alpha,M}^{Cor}$, Random Forest with weighted residual variance as in $C_{n,1-\alpha,M}^{W}$. 
2.4.2. Type-II Prediction Intervals

![Boxplots for different methods and sample sizes](image)

Figure 15: Simulation results on the coverage rate for the type-II prediction interval using a signal-to-noise ratio of $SN = 3$ with $MC = 1,000$ Monte-Carlo iterations. The arranged boxplots in every sample size segment correspond to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random-Forest with simple residual variance estimator as in $C_{n,1-\alpha,M}$, Random-Forest with finite-M-corrected estimator as in $C_{n,1-\alpha,M}^{Cor}$, Random Forest with weighted residual variance as in $C_{n,1-\alpha,M}^{W}$. 
Figure 16: Simulation results on the interval length for the type-II prediction interval using a signal-to-noise ratio of \( SN = 3 \) with \( MC = 1,000 \) Monte-Carlo iterations. The arranged boxplots in every sample size segment corresponds to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random-Forest with simple residual variance estimator as in \( C_{n,1-\alpha,M} \), Random-Forest with finite-M-corrected estimator as in \( C^{\text{Cor}}_{n,1-\alpha,M} \), Random Forest with weighted residual variance as in \( C^W_{n,1-\alpha,M} \).
2.4.3. Type-III Prediction Intervals

Figure 17: Simulation results on the coverage rate for the type-III prediction interval using a signal-to-noise ratio of $SN = 3$ with $MC = 1,000$ Monte-Carlo iterations. The arranged boxplots in every sample size segment corresponds to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random Forest with simple residual variance estimator as in $C_{n,1-\alpha,M}$, Random-Forest with finite-M-corrected estimator as in $C_{n,1-\alpha,M}^{Cor}$, Random Forest with weighted residual variance as in $C_{n,1-\alpha,M}^{W}$. 
Figure 18: Simulation results on the interval length for the type-III prediction interval using a signal-to-noise ratio of $SN = 3$ with $MC = 1,000$ Monte-Carlo iterations. The arranged boxplots in every sample size segment corresponds to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random Forest with simple residual variance estimator as in $C_{n,1-\alpha,M}$, Random-Forest with finite-M-corrected estimator as in $C_{n,1-\alpha,M}^{\text{Cor}}$, Random Forest with weighted residual variance as in $C_{n,1-\alpha,M}^{W}$. 
2.4.4. Type-IV Prediction Intervals

Figure 19: Simulation results on the coverage rate for the type-IV prediction interval using a signal-to-noise ratio of $SN = 3$ with $MC = 1,000$ Monte-Carlo iterations. The arranged boxplots in every sample size segment corresponds to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random-Forest with simple residual variance estimator as in $C_{n,1-\alpha,M}$, Random-Forest with finite-M-corrected estimator as in $C_{n,1-\alpha,M}^{Cor}$, Random Forest with weighted residual variance as in $C_{n,1-\alpha,M}^{W}$. 
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Figure 20: Simulation results on the **interval length** for the **type-IV** prediction interval using a signal-to-noise ratio of $SN = 3$ with $MC = 1,000$ Monte-Carlo iterations. The arranged boxplots in every sample size segment corresponds to the following methods: (from left to right) Linear Model, Quantile Regression Forest, Random-Forest with Empirical Quantiles, Random Forest with simple residual variance estimator as in $C_{n,1-\alpha,M}$, Random-Forest with finite-M-corrected estimator as in $C_{Cor,n,1-\alpha,M}$, Random Forest with weighted residual variance as in $C_{W,n,1-\alpha,M}$. 
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