ANALYTIC QUASI-PERIODIC COCYCLES WITH SINGULARITIES AND THE LYAPUNOV EXPONENT OF EXTENDED HARPER’S MODEL

S. JITOMIRSKAYA AND C. A. MARX

ABSTRACT. We show how to extend (and with what limitations) Avila’s global theory of analytic SL(2,C) cocycles to families of cocycles with singularities. This allows us to develop a strategy to determine the Lyapunov exponent for extended Harper’s model, for all values of parameters and all irrational frequencies. In particular, this includes the self-dual regime for which even heuristic results did not previously exist in physics literature. The extension of Avila’s global theory is also shown to imply continuous behavior of the LE on the space of analytic $M_2(C)$-cocycles. This includes rational approximation of the frequency, which so far has not been available.

1. Introduction

For an irrational $\beta$, consider the quasi-periodic Jacobi operators on $l^2(\mathbb{Z})$

\begin{equation}
(H_{\theta, \beta}\psi)_k := v(\theta + \beta k)\psi_k + c(\theta + \beta k)\psi_{k+1} + \tau(\theta + \beta (k - 1))\psi_{k-1}.
\end{equation}

indexed by $\theta \in [0, 1)$. In this article, $c$ and $v$ are assumed to be functions on the torus, $\mathbb{T} := \mathbb{R}/\mathbb{Z}$, with analytic extension through a band $|\text{Im}(z)| \leq \delta$. As usual, $v$ is real-valued which makes $H_{\theta, \beta}$ a bounded self-adjoint operator. We assume $c \neq 0$.

Operators of the form (1.1) arise in a tight-binding description of a crystal layer subject to an external magnetic field of flux $\beta$ perpendicular to the lattice plane $[15, 19]$. In this context, the functions $c$ and $v$ reflect the lattice geometry as well as interactions between the nuclei in the crystal; $\theta$ represents a (random) quasi-momentum.

A prominent example and the main motivation for this paper is extended Harper’s model. Here, the electron is allowed to hop between nearest and next nearest neighboring lattice sites expressed through the couplings $\lambda_2$ and $\lambda_1, \lambda_3$, respectively,

\begin{equation}
c_{\lambda}(x) := \lambda_3 e^{-2\pi i (x + \frac{\beta}{2})} + \lambda_2 + \lambda_1 e^{2\pi i (x + \frac{\beta}{2})},
\end{equation}

$v(x) := 2 \cos(2\pi x)$.

We set $\lambda := (\lambda_1, \lambda_2, \lambda_3)$ to simplify notation. The model is illustrated in Fig. 1.

Without loss of generality one may assume $0 \leq \lambda_2$, $0 \leq \lambda_1 + \lambda_3$ and at least one of $\lambda_1, \lambda_2, \lambda_3$ to be positive.
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Figure 1. Extended Harper’s model takes into account both nearest ($\lambda_2$) and next nearest neighbor interaction ($\lambda_1$, $\lambda_3$). Relevant special cases are Harper’s model ($\lambda_1 = \lambda_3 = 0$, also known as “almost Mathieu”) and the triangular lattice (one of $\lambda_1$, $\lambda_3$ equals zero). Extended Harper’s model as given here was obtained by renormalization, reducing the number of coupling parameters from four to three.

The model is sufficiently general to incorporate both rectangular and triangular (one of $\lambda_1$, $\lambda_3$ zero) lattice geometries. We also mention that $\lambda_1 = \lambda_3 = 0$ produces the well known almost Mathieu operator (in physics literature also known as Harper’s model) with coupling $\lambda_2^{-1}$. Contrary to Harper’s model, not much is known about its extension given in (1.2).

Analyzing the solutions to the generalized eigenvalue problem $H_{\theta,\beta} \psi = E \psi$ from a dynamical systems point of view leads to consideration of the analytic cocycle $(\beta, A^E(x))$ where

$$A^E(x) := \begin{pmatrix} E - v(x) & -\bar{v}(x - \beta) \\ c(x) & 0 \end{pmatrix}.$$  \hfill (1.3)

We will call $(\beta, A^E)$ a Jacobi-cocycle, generalizing the notion of Schrödinger cocycle associated with the special case $c = 1$. A precise definition of (analytic) cocycles is given in Definition 2.1.

A complication not present in the study of Schrödinger cocycles is the possibility of singularities. A Jacobi cocycle is called singular if for some $x_0 \in \mathbb{T}$, $\det A(x_0) = \bar{v}(x - \beta)c(x) = 0$ ($x_0$ correspondingly is termed a singularity of $(\beta, A^E)$).

By Oseledets’ theorem [22]; see also Appendix [3], the asymptotic behavior of solutions to $H_{\theta,\beta} \psi = E \psi$ is characterized by the Lyapunov exponent (LE)
Figure 2. Partitioning of the parameter space into regions I - III. So far duality based methods precluded a study of the self dual region III.

associated with $(\beta, A^E)$. In particular, knowledge of the LE is a crucial tool to tackle the spectral analysis for the ergodic operators $H_{\theta, \beta}$.

Our main result resolves the open problem of obtaining a complete description of the LE of extended Harper’s equation as a function of the coupling $\lambda$. Earlier attempts to compute the LE, both heuristic and rigorous, were based on an underlying symmetry of the Hamiltonian, known as duality [20, 16, 14, 26, 21]. Relying on this symmetry, however, precludes the analysis of a certain significant region of couplings.

With respect to duality, the parameter space splits into (see also Fig. 1):

- **region I**: $0 \leq \lambda_1 + \lambda_3 \leq 1$, $0 \leq \lambda_2 \leq 1$,
- **region II**: $0 \leq \lambda_1 + \lambda_3 \leq \lambda_2$, $1 \leq \lambda_2$,
- **region III**: $\max\{1, \lambda_2\} \leq \lambda_1 + \lambda_3$.

According to the action of the duality transformation, regions I and II are dual regions whereas region III is self-dual. For a precise meaning of duality for extended Harper’s model we refer the reader to Appendix F. A more general perspective on duality is given in [20]. We reiterate that the duality based approach *a priori* excludes the self dual region.

So far the only rigorous results on extended Harper’s equation have been obtained in the dual regime (regions I & II) for $\beta$ Diophantine (see (2.26) for a definition) [20, 16, 21].

Ref. [21] quantifies the LE in region I for Diophantine $\beta$. This formula for the LE in region I was obtained based on [16] which proves (spectral) localization for
Diophantine $\beta$ in the interior of region I. Consequently, as shown in [16], duality forces the LE in the interior of the dual region II to be zero.

We mention that these results for the dual regime confirm non-rigorous computations by Thouless [14, 26]. Since Thouless’ considerations were also based on duality, they could not provide insight in region III either.

As a consequence of their heuristic analysis of the Lyapunov exponent, in [14] Thouless and Hahn concluded localization within region I, and extended states for region II. Note that regions I and II can be viewed as extensions of the corresponding (metallic and insulator) regions of the almost Mathieu operator ($\lambda_1 = \lambda_3 = 0$).

The self-dual region III, however, where next-nearest-neighbor interaction dominates, does not have analogues in the almost Mathieu family. In that region, the authors of [14] had to rely on numerical studies carried out for the case $\lambda_1 = \lambda_3$, which indicated singular continuous spectrum [14, 26]. We note that $\lambda_1 = \lambda_3$ corresponds to the most physically relevant case of isotropic next-nearest-neighbor interaction, yet it turns out to be the most difficult one to study rigorously, because of the position of singularities of the associated Jacobi cocycle (see Observation 3.1).

The main achievement of the present article is to overcome the problem of analyzing the self-dual region of extended Harper’s model. We prove the following:

**Theorem 1.1.** Fix an irrational frequency $\beta$. Then the Lyapunov exponent on the spectrum is zero within both region II and III. In region I it is given by the formula,

$$
\begin{align*}
\log \left( \frac{1 + \sqrt{1 - 4\lambda_1 \lambda_3}}{2\lambda_1} \right), & \quad \text{if } \lambda_1 \geq \lambda_3, \ \lambda_2 \leq \lambda_3 + \lambda_1, \\
\log \left( \frac{1 + \sqrt{1 - 4\lambda_1 \lambda_3}}{2\lambda_3} \right), & \quad \text{if } \lambda_3 \geq \lambda_1, \ \lambda_2 \leq \lambda_3 + \lambda_1, \\
\log \left( \frac{1 + \sqrt{1 - 4\lambda_1 \lambda_3}}{\lambda_2 + \sqrt{\lambda_2^2 - 4\lambda_1 \lambda_3}} \right), & \quad \text{if } \lambda_2 \geq \lambda_3 + \lambda_1.
\end{align*}
$$

We emphasize that Theorem 1.1 holds for all irrational frequencies.

Our strategy uses complexification of the analytic cocycle $(\beta, A^E)$ introduced in [1.3]. For all $\lambda$, where $(\beta, A^E)$ does not possess singularities, our method is based on Avila’s global theory of analytic one-frequency Schrödinger operators [2], more precisely its extension to the GL$(2, \mathbb{C})$ case, that we develop in Sec. 2.1.

A complication, however, arises in extended Harper’s equation due to zeros of $\det A^E(x)$ relating to zeros of $c(x)$. Singularity of the cocycle $(\beta, A^E)$ constitutes an important difference to analytic Schrödinger cocycles. [1]

An important ingredient that allows us to both overcome singularities of the cocycle as well as extend our results to all irrational $\beta$ is continuity of the Lyapunov

---

[1] We note that the holomorphic extension $A(x + i\epsilon)$ of the transfer matrix to all of $\mathbb{C}$ will encounter zeros for some non-zero $\epsilon$ for any $\lambda$ with $(\lambda_1, \lambda_3) \neq (0, 0)$, (see Observation 3.1), however, as we will argue, these are much easier to deal with.
exponent in the energy, \( \lambda \), and \( \beta \). As will be shown, this is only a special case of a more general continuity property of the Lyapunov exponent, valid for the class of analytic cocycles.

To this end denote by \( C^\omega(T, M_2(\mathbb{C})) \) the class of 1-periodic functions on the real line, with analytic extension to some band, \( |\text{Im} z| \leq \delta \), attaining values in the complex \( 2 \times 2 \) matrices, \( M_2(\mathbb{C}) \). The space \( C^\omega(T, M_2(\mathbb{C})) \) is topologized by an inductive limit topology described at the beginning of Sec. 2.1.

**Theorem 1.2.** Given \( \beta \) irrational, the Lyapunov-exponent, \( L(\beta + \ldots) : \mathbb{T} \times C^\omega(T, M_2(\mathbb{C})) \to \mathbb{R} \) is jointly continuous.

**Remark 1.3.**
(i) It is important that \( \beta \) is irrational, since at rational \( \beta \) the theorem is known to be false even for the \( SL(2, \mathbb{C}) \)-case (see e.g. Remark 5 in [2] for a counter-example).
(ii) If \( D \equiv 0 \), \( L(\beta, D) = -\infty \) for any \( \beta \in \mathbb{R} \).

Theorem 1.2 is false when reducing the degree of regularity to even smooth cocycles. Furthermore, let \( N_0 := \mathbb{N} \cup \{0\} \). For \( k \in \mathbb{N}_0 \cup \{\infty\} \), let \( C^k(T, M_2(\mathbb{C})) \) denote the class of 1-periodic \( M_2(\mathbb{C}) \)-valued functions on the real line, topologized by the complete metric

\[
(1.5) \quad \rho_k(D, E) := \left\{ \begin{array}{l}
\max_{0 \leq j \leq k} \max_x \| \partial^j(D(x) - E(x)) \|, \quad k \in \mathbb{N}_0, \\
\sum_{n=0}^{\infty} \frac{1}{2^n} \frac{\rho_n(D, E)}{1+\rho_n(D, E)}, \quad k = \infty,
\end{array} \right.
\]

where \( \| . \| \) is any fixed matrix norm. Here, \( k = 0 \) is simply the continuous maps, formally \( \partial^0 = \text{id} \), the identity operation on functions. For \( k \in \mathbb{N} \), \( \partial^k D \) denotes the \( k \)th derivative taken componentwise. We restrict to the subset

\[
(1.6) \quad \mathcal{L}^k := \{ D \in C^k(T, M_2(\mathbb{C})) : \log \| D \| \in L^1(T, dx) \},
\]

where the LE is finite (see (2.5)). By Fatou’s Lemma \( \mathcal{L}^k \) is open in \( C^k(T, M_2(\mathbb{C})) \). Then, we can claim:

**Theorem 1.4.** Theorem 1.2 is optimal, i.e. \( L(\beta + \ldots) : \mathbb{T} \times \mathcal{L}^\infty \to \mathbb{R} \) is discontinuous. Moreover, for any \( k \in \mathbb{N}_0 \), \( L(\beta + \ldots) : \mathbb{T} \times C^\omega \to \mathbb{R} \) is discontinuous in the topology of \( \mathbb{T} \times C^k \).

**Remark 1.5.**
(i) Certainly this implies discontinuity in \( C^k(T, M_2(\mathbb{C})) \), \( k \in \mathbb{N} \cup \{\infty\} \).
(ii) Wang and You [27] have recently obtained Theorem 1.4 for \( SL(2, \mathbb{C}) \)-cocycles by explicitly producing subtle counter-examples for any degree of regularity \( C^k(T, SL(2, \mathbb{C})) \), \( k \in \mathbb{N} \cup \{\infty\} \). In case of \( M_2(\mathbb{C}) \)-cocycles, however, the construction can be done using elementary tools of harmonic analysis only, which is what is done here.

\[\text{For } k \in \mathbb{N}_0 \text{ the metric is in fact derived from a norm, which however is not true for } k = \infty.\]
Discontinuity for \( k = 0 \) is well known. In \[12\], Furman proved that for irrational \( \beta \), the LE is discontinuous at every \((\beta, D)\) where the limit \(2.6\) is not uniform. More recently, in \[3\], Bochi proved that cocycles with zero LE are dense in \( C^0(\mathbb{T}, SL(2, \mathbb{C})) \).

Theorem 1.2 was preceded by a result in \[18\] which had already obtained continuity of the LE for singular analytic cocycles but only under a Diophantine condition. The present formulation removes this limitation.

The main accomplishment here, however, is to also prove continuity in the frequency at any irrational \( \beta \), which allows to consider rational approximates of the frequency. Such rational approximations are particularly useful for practical purposes since the resulting dynamical systems are periodic. For instance, continuity in this sense was the key assumption that Thouless used to compute the LE of extended Harper’s model in region I.

It is noteworthy that Theorem 1.2 arises as a consequence of ideas developed in Sec. 2 and illustrates the power of Avila’s global theory approach \[2\]. The proof given here not only removes the problem of our earlier work to deal with Liouvillean frequencies but is also surprisingly simple. The key idea underlying this argument was communicated to us by Artur Avila (see more in the Acknowledgement).

We organize the paper as follows. Sec. 2 forms the technical heart of our strategy to determine the Lyapunov exponent of extended Harper’s equation. Based on analyticity of the cocycle \((\beta, A^E)\) we consider the complex extension \( A^E(x + i\epsilon) =: A^E_\epsilon(x), \epsilon \in \mathbb{R} \). The underlying idea is to achieve “almost constant cocycles” by considering the limits \(\epsilon \to \pm \infty\).

In Sec. 2.1, we extend Avila’s global theory of analytic Schrödinger (or more generally, \(SL(2, \mathbb{C})\)) cocycles to the non-singular Jacobi (or \(GL(2, \mathbb{C})\)) case. In particular, in Theorems 2.5, 2.9, and 2.10 we analyze the dependence of the Lyapunov exponent of the complexified cocycle on \(\epsilon\), eventually enabling us to extrapolate to \(\epsilon = 0\).

As an immediate application, in Sec. 2.2 we establish continuity of the LE for singular analytic cocycles as stated in Theorem 1.2. This is the key ingredient to deal with singularities of the cocycle. In the same section we also prove optimality of this result (Theorem 1.4).

Having summarized some simple facts about extended Harper’s model in Sec. 3, Section 4 obtains asymptotic expressions of its Lyapunov exponent. Sec. 5 carries out the extrapolation process leading to Theorem 1.1. In fact, as a result of our analysis we obtain the LE for all \(\epsilon\) (Theorem 5.1).

An interesting property of the LE of extended Harper’s equation is its independence of \(\lambda_2\) in region III (see Fig. 1). This symmetry is already revealed in the asymptotic analysis of Sec. 4 and hence inspires an alternative proof of Theorem 1.1 which we give in Sec. 6.
We mention that the strategy we develop to obtain the LE for extended Harper’s equation does not rely on the details of the functions $c, v$ in (1.2); our method is hence applicable to a general singular quasi-periodic Jacobi operator with analytic coefficients.

Finally, in view of future applications to other Jacobi operators, in Sec. 7 we point out differences and peculiarities of the Jacobi case as compared to Schrödinger cocycles which relate to possible zeros of $\det(A^E(x))$. As we will see, extended Harper’s model provides useful examples and counterexamples.

In particular, we address the question of almost reducibility which, for Schrödinger cocycles, is conjectured to provide a necessary criterion for (purely) absolutely continuous spectrum in terms of the $\epsilon$ dependence of $L(\beta, A^E_\epsilon)$ near $\epsilon = 0$ (“almost reducibility conjecture (ARC)” [2, 3, 5, 11]). Extended Harper’s equation provides a nice example that the ARC is false for the general Jacobi case due to possible zeros of $\det(A^E(x))$ on $\mathbb{T}$.

Acknowledgement. We are grateful to Artur Avila for his remarks on an earlier version of this paper where, among other things, he essentially provided a simple proof of continuity of the Lyapunov exponent of singular cocycles for all frequencies once such continuity for the Diophantine case is established, using the ideas of [2]. It turned out the same idea could be used to provide a simple proof of joint continuity (presented here), significantly simplifying our original approach. Additionally, our proof of continuity for the case of identically vanishing determinant follows his suggestions as well. We also thank Anton Gorodetski for useful discussions during the preparation of this manuscript.

2. Complexified cocycles

2.1. Jacobi cocycles - General results. We start by considering a general quasi-periodic Jacobi operator with analytic coefficients as given in (1.1). We will be dealing with analytic functions on $\mathbb{T}$. To this end, some topological remarks will come handy.

Given a Banach space $(\mathfrak{X}, \|\cdot\|\mathfrak{X})$, let $C^\omega_\delta(\mathbb{T}, \mathfrak{X})$ be the space of $\mathfrak{X}$-valued functions on $\mathbb{T}$ with holomorphic extension to a neighborhood of $|\text{Im } z| \leq \delta$, $\delta > 0$. We shall denote the band $|\text{Im } z| \leq \delta$ about $\mathbb{T}$ by $\mathbb{T}_\delta$. The set $C^\omega_\delta(\mathbb{T}, \mathfrak{X})$ naturally becomes a Banach space in its own right when equipping it with the norm $\|X\|_\delta := \sup_{|\text{Im } z| \leq \delta} \|X(z)\|_\mathfrak{X}$, for $X(.) \in C^\omega_\delta(\mathbb{T}, \mathfrak{X})$.

To obtain statements independent of $\delta$, we consider $C^\omega(\mathbb{T}; \mathfrak{X}) := \cup_{\delta > 0} C^\omega_\delta(\mathbb{T}, \mathfrak{X})$. The appropriate topology for $C^\omega(\mathbb{T}; \mathfrak{X})$ is the inductive limit topology induced by $\|\cdot\|_\delta$. In this topology, convergence of a sequence $X_n \rightarrow X$ is equivalent to existence of some $\delta > 0$ such that $X_n \in C^\omega_\delta(\mathbb{T}, \mathfrak{X})$ holds eventually and $\|X_n - X\|_\delta \rightarrow 0$ as $n \rightarrow \infty$.

If not specifically stated the sets $C^\omega_\delta(\mathbb{T}, \mathfrak{X})$ and $C^\omega(\mathbb{T}, \mathfrak{X})$ will always be understood as topological spaces with respect to the above mentioned topologies.
For $c(x) \neq 0$, we define the transfer matrix associated with the equation $H_{\theta,D}\psi = E\psi$,

\begin{equation}
B^E(x) := \frac{1}{c(x)} \begin{pmatrix} E - v(x) & -c(x) \\ c(x) & 0 \end{pmatrix} =: \frac{1}{c(x)} A^E(x),
\end{equation}

where solutions to the Schrödinger equation are obtained iteratively by

\begin{align*}
\begin{pmatrix} \psi_n \\ \psi_{n-1} \end{pmatrix} &= B^{E,n}(\beta, \theta) \begin{pmatrix} \psi_0 \\ \psi_{-1} \end{pmatrix}, \\
B^{E,n}(\beta, \theta) &:= B^E(\theta + \beta(n-1)) \ldots B^E(\theta), \\
B^{E,n}(\beta, \theta) &:= B^{E,n}(\beta, \theta - n\beta)^{-1}, n \geq 1.
\end{align*}

Equation (2.2) has a convenient dynamical formulation based on the following definition:

**Definition 2.1.**

(i) For $\beta \in \mathbb{R}$ and $D : \mathbb{T} \to M_2(\mathbb{C})$ Borel-measurable satisfying

\begin{equation}
\int_{\mathbb{T}} \log_+ \|D(x)\|\,dx < \infty,
\end{equation}

we call the pair $(\beta, D(x))$ a **cocycle** understood as a linear skew-product acting on $\mathbb{T} \times \mathbb{C}^2$ defined by $(x, v) \mapsto (x + \beta, D(x)v)$. In (2.3), $\| \|$ may be any norm on $M_2(\mathbb{C})$. If $D \in C^\alpha(\mathbb{T}, M_2(\mathbb{C}))$, $\alpha \in \mathbb{N}_0 \cup \{\infty, \omega\}$, $(\beta, D(x))$ is referred to as $C^\alpha$-cocycle (also **analytic cocycle** if $\alpha = \omega$).

(ii) A $C^\alpha$-cocycle $(\beta, D(x))$ is called **singular** if $\det D(x) = 0$ for some $x \in \mathbb{T}$, in which case $x_0$ is referred to as singularity of the cocycle $(\beta, D(x))$.

**Remark 2.2.** For any $D \in C^\omega(\mathbb{T}, M_2(\mathbb{C})) \setminus \{0\}$, analyticity guarantees $\log \|D\| \in L^1(\mathbb{T}, dx)$ (for a simple argument see e.g. the proof of Lemma 2.9 in [18]).

Since the functions $c, v$ extend analytically to some band $|\text{Im } z| \leq \delta$, we may consider the complexified transfer matrix $B^E_x := B^E(x + i\epsilon)$ for $|\epsilon| \leq \delta$. Set

\begin{equation}
I_{\epsilon}(c) := \int_{\mathbb{T}} \log |c(x + i\epsilon)|\,dx = \frac{1}{2} \int_{\mathbb{T}} \log |\det A^E_x|\,dx,
\end{equation}

and write $I_0(c) := I(c)$ to simplify notation.

Given a cocycle $(\beta, D)$ with $\beta$ irrational, the Lyapunov exponent is defined by

\begin{equation}
L(\beta, D) := \lim_{n \to \infty} \frac{1}{n} \int_{\mathbb{T}} \log \|D^{(n)}(x)\|\,dx = \inf_{n \in \mathbb{N}} \frac{1}{n} \int_{\mathbb{T}} \log \|D^{(n)}(x)\|,
\end{equation}

where

\begin{equation}
D^{(n)}(x) := D(x + (n-1)\beta) \ldots D(x)
\end{equation}

is the analogue of the $n$-step transfer matrix in (2.2). Existence and a.e. independence of the limit in (2.6) follows by the sub-additive ergodic theorem.
In particular, for the cocycles \((\beta, A^E)\) and \((\beta, B^E)\), equation (2.1) implies the following relation
\[
L(\beta, B^E) = L(\beta, A^E) - I_\epsilon(\lambda),
\]
which allows us to focus on the analytic cocycle \((\beta, A^E)\).

In view of Theorem 1.2, notice that by the sub-additive ergodic theorem the limit on the right hand side of (2.6) still exists a.e. (is \(L^1\) and invariant under rotations by \(\beta\)) even if \(\beta\) is rational but generally this limit will depend on \(x\) (and thus will not be equal to (2.5)).

For rational \(\beta = \frac{p}{q}\) with \((p,q) = 1\), we define the LE as given in (2.5) and note that by dominated convergence,
\[
L\left(\frac{p}{q}, D\right) = \frac{1}{q} \int_T \log \rho(D^{(q)}(x)) \, dx.
\]
Here and later, \(\rho(A)\) denotes the spectral radius of a matrix \(A\).

Following, we denote the spectrum of \(H_\theta; \beta\) by \(\Sigma\) and its a.s. components by \(\Sigma_{pp}, \Sigma_{ac},\) and \(\Sigma_{sc},\) respectively. Our analysis of \(L(\beta, B^E)\), for \(E \in \Sigma\), is based on the complexification of the cocycle \((\beta, A^E(x))\).

To this end, let \((\beta, D(x))\) be a fixed analytic cocycle. We introduce the acceleration,
\[
\omega(\beta, D; \epsilon) := \frac{1}{2\pi} \lim_{h \to 0^+} \frac{L(\beta, D_{\epsilon+h}) - L(\beta, D_{\epsilon})}{h}.
\]
The acceleration was first introduced in [2] for analytic \(SL(2,\mathbb{C})\)-cocycles. Existence of \(\omega(\beta, D; \epsilon)\) is a consequence of convexity of \(L(\beta, D_{\epsilon})\) w.r.t. \(\epsilon\) which is still true even if \((\beta, D)\) is singular. Albeit simple, convexity of \(L(\beta, D_{\epsilon})\) w.r.t. \(\epsilon\) for singular analytic cocycles will be shown to have far-reaching consequences in what is to come. We include a brief argument in Appendix A (see Proposition A.1).

The next two theorems, Theorem 2.5 and 2.9, extend statements proven by Avila for analytic cocycles with \(SL(2,\mathbb{C})\)-transfer matrices [2]. Avila’s proof uses continuity of the Lyapunov exponent for Schrödinger cocycles established in [7] (see Theorem 2.15 below).

It is straightforward to extend these statements to analytic cocycles whose determinants are bounded away from zero on a strip, making use of the following Lemma which we believe to be well known. For the reader’s convenience, we provide proof in Appendix B.

**Lemma 2.3.** Let \(f \in C^\omega(T; \mathbb{C})\) with \(\min_{x \in T} |f(x)| > 0\). Then, there exists \(g \in C^\omega(\mathbb{R}/2\mathbb{Z}; \mathbb{C})\) such that \(g^2 = f\).

**Remark 2.4.** (i) From basic complex analysis it is clear that \(\sqrt{f}\) can be defined holomorphically in a neighborhood of \(\mathbb{R}\), however it is not a priori obvious that this also yields a periodic function (which in general is 2- instead of 1-periodic).
(ii) The same proof shows that \( f^p \), can be defined in \( C^ω(\mathbb{R}/q\mathbb{Z}; \mathbb{C}) \).

As a consequence of Lemma 2.3, Avila’s results on analytic \( SL(2, \mathbb{C}) \)-cocycles carry over to a non-singular analytic cocycle \((β, D)\) upon consideration of the “renormalized” \( SL(2, \mathbb{C}) \)-cocycle,

\[
D' := \frac{D}{\sqrt{\det D}} , \quad D' \in C^ω(\mathbb{R}/2\mathbb{Z}; M_2(\mathbb{C})) .
\]

In this context, it is useful to notice that a given matrix-valued function \( D : \mathbb{T} \to M_2(\mathbb{C}) \) satisfying the hypotheses of Definition 2.1 (i) may also be considered as a function on \( \mathbb{R}/2\mathbb{Z} \), in which case the Lyapunov exponents of the respective cocycles (for a fixed irrational \( β \)) are related by a factor 2.

**Theorem 2.5 (Quantization of acceleration).** Consider an analytic cocycle \((β, D(x))\) where \( β \) is irrational and \( \det D(x) \) bounded away from zero on a strip \( \mathbb{T}_δ \). Then, the acceleration on \( \mathbb{T}_δ \) is integer-valued.

Using Lemma 2.3, we reduce to the original result for \( SL(2, \mathbb{C}) \)-cocycles as stated in [2], noticing that

\[
L(β, D) = L(β, D') + \frac{1}{2} \int_\mathbb{T} \log |\det(D)|dx .
\]

What is left to analyze is the second term on the right hand side of (2.12). We mention that this integral can be recast as the LE of a diagonal cocycle:

\[
\frac{1}{2} \int_\mathbb{T} \log |\det(D)|dx = L\left( β, \begin{pmatrix} \det D(z) & 0 \\ 0 & \det D(z) \end{pmatrix} \right) .
\]

In this case, however, the content of Theorem 2.5 may easily be checked directly, which is the subject of the following Lemma:

**Lemma 2.6.**

(i) For \( c \in C^ω_δ(\mathbb{T}, \mathbb{C}) \) with \( \min_{x \in \mathbb{T}_δ} |c(x)| > 0 \) the function \( I_ε(c) \) defined in (2.4) for \( ε \in [-δ, δ] \) is affine in \( ε \) with derivative in \( 2\pi\mathbb{Z} \).

(ii) If \( c \in C^ω_δ(\mathbb{T}, \mathbb{C}) \setminus \{0\} \) is not bounded away from zero, \( I_ε(c) \) is a piecewise linear, convex function in \( ε \) with right derivatives in \( 2\pi\mathbb{Z} \).

**Proof.**

(i) Since \( c(z) \) is holomorphic with no zeros on \( |\Im z| ≤ δ \), \( \log |c(z)| \) is harmonic on the same strip. Thus one computes,

\[
\frac{d^2}{dε^2} \int_\mathbb{T} \log |c(x + iε)|dx = \int_\mathbb{T} \frac{∂^2}{∂ε^2} \log |c(x + iε)|dx
\]

\[
= -\int_\mathbb{T} \frac{∂^2}{∂x^2} \log |c(x + iε)|dx = 0 ,
\]

from which we conclude that \( I_ε(c) \) is affine on \( |ε| ≤ δ \) as claimed.

To show that the derivative is in \( 2\pi\mathbb{Z} \), we first consider the case when \( c \) is a trigonometric polynomial, i.e. \( c(z) = \sum_{k=-N}^N c_k z^k \) where \( z := e^{2πi(x+iε)} \).
Since,
\begin{equation}
\log|c(z)| = -N \log|z| + \log \left| \sum_{k=0}^{2N} a_{k-N} z^k \right|,
\end{equation}

it suffices to establish the claim for \( c(z) = \sum_{k=0}^{N} c_k z^k \).

Denote by \( \mathcal{N}(c; K) \) the number of zeros of \( c \) (counting multiplicity) on a compact subset \( K \) of \( \mathbb{C} \) and let \( Z(c; K) \) denote the associated zero set.

Since \( c \) is bounded from zero on \( T_\delta \), we have
\begin{equation}
\mathcal{N} \left( c; \overline{D(0, e^{-2\pi \epsilon})} \right) = \mathcal{N} \left( c; \overline{D(0, e^{-2\pi \delta})} \right),
\end{equation}
whenever \( 0 \leq |\epsilon| \leq \delta \).

Using Jensen’s formula we thus conclude for \( 0 \leq |\epsilon| \leq \delta \),
\begin{equation}
\int_{\mathbb{T}} \log|c(x + i\epsilon)| \, dx = -2\pi \epsilon \mathcal{N}(c; \{0\}) + \sum_{z \in Z(c; \overline{D(0, e^{-2\pi \delta})}\{0\})} n(z) \log \left| \frac{e^{-2\pi \epsilon}}{z} \right| + d,
\end{equation}
where \( d = d(c) \in \mathbb{C} \) and \( n(z) \) is the multiplicity of \( z \) if \( z \) is a root of \( c \) and defined zero otherwise.

For a general \( c \), uniformly approximate \( c \) on \( T_\delta \) by trigonometric polynomials \( c_n \). As shown in \( [18] \) (see also Remark \( 2.16 \)), \( I_\epsilon(c_n) \to I_\epsilon(c) \) uniformly on \( [-\delta, \delta] \).

In summary we obtain lines, \( I_\epsilon(c_n) \), with slopes in \( 2\pi \mathbb{Z} \) converging uniformly on \( [-\delta, \delta] \) to the line \( I_\epsilon(c) \), whence forcing the derivative of the limit to be in \( 2\pi \mathbb{Z} \) (see also Fact \( 2.17 \)).

(ii) To prove statement (ii), factorize \( c \) on \( T_\delta \) according to its roots
\begin{equation}
c(x) = h(x) \prod_{j=1}^{n} \left( e^{2\pi i x} - e^{2\pi i (x_j + i\epsilon_j)} \right)^{n_j},
\end{equation}
where \( n_j \) is the multiplicity of the \( j \)th root and \( h \) is zero-free and holomorphic on \( T_\delta \).

Thus, making use of (i),
\begin{equation}
I(c) = \sum_{j=1}^{n} n_j \int_{\mathbb{T}} \log|e^{2\pi i (x + i\epsilon)} - e^{2\pi i (x_j + i\epsilon_j)}| + I(h)
\end{equation}
\begin{equation}
= \sum_{j=1}^{n} n_j \int_{\mathbb{T}} \log|e^{2\pi i (x + i\epsilon)} - e^{2\pi i (x_j + i\epsilon_j)}| + 2\pi N \epsilon,
\end{equation}
for some \( N \in \mathbb{Z} \).
Applying Jensen’s formula separately to each summand on the right hand side of (2.20), we conclude

\[
\int_T \log |e^{2\pi i(x+i\epsilon)} - e^{2\pi i(x_j+i\epsilon_j)}| = -2\pi \min\{\epsilon, \epsilon_j\}.
\]

Combining (2.20) and (2.21) yields the claim.

The following special case will turn out to be of relevance for our further development:

**Definition 2.7.** [2] If \( L(\beta, D_\epsilon) \) is affine about \( \epsilon = 0 \), the associated cocycle \( (\beta, D) \) is referred to as regular.

Next we explore the relation between regularity and the dynamics induced by the cocycle \( (\beta, D) \). To this end we define:

**Definition 2.8.** An (analytic) SL(2, \( \mathbb{C} \))-cocycle \( (\beta, D) \) is called uniformly hyperbolic if there exist (analytic) maps \( s, u : \mathbb{T} \to \mathbb{PC}^2 \) such that

\[
\begin{align*}
(i) & \quad D(x)u(x) = u(x + \beta), \quad D(x)s(x) = s(x + \beta), \\
(ii) & \quad \text{for } w \in \mathbb{C}^2, \|w\| = 1: \|D(x)w\| > 1, \text{ if } \pi(w) = u(x), \text{ and } \|D(x)w\| < 1, \text{ if } \pi(w) = s(x), \forall x \in \mathbb{T}. \text{ Here, } \pi \text{ denotes the canonical projection of } \mathbb{C}^2 \text{ onto } \mathbb{PC}^2.
\end{align*}
\]

Using Lemma 2.3 the following is obtained as a mere corollary of Theorem 6 in [2]:

**Theorem 2.9.** Consider an analytic cocycle \( (\beta, D) \) where \( \beta \) is irrational and \( \det D \) bounded away from zero on \( |\text{Im } z| \leq \delta \). Assume \( L(\beta, D') > 0 \). Then the cocycle \( (\beta, D') \) is regular if and only if it is uniformly hyperbolic.

In particular, applying Theorem 2.9 to Jacobi operators, we obtain a statement which will be central to compute \( L(\beta, B^E) \) on the spectrum:

**Theorem 2.10.** Let \( \beta \) irrational and assume \( \det A^E(z) \) bounded away from zero for \( |\text{Im } z| \leq \delta \). If \( E \in \Sigma \) with \( L(B^E, \beta) > 0 \), the cocycles \( (\beta, A^E) \) and \( (\beta, B^E) \) cannot be regular.

We note that

\[
L(\beta, (A^E_\epsilon)') = L(\beta, B^E_\epsilon).
\]

The proof of Theorem 2.10 is a consequence of the following two Lemmas and Theorem 2.9.

**Lemma 2.11.** Let \( \beta \) irrational and assume \( \det A^E(z) \) bounded away from zero for \( |\text{Im } z| \leq \delta \). Then, \( (\beta, (A^E_\epsilon)') \) is regular if and only if \( (\beta, A^E_\epsilon) \) is regular.
Proof. Lemma 2.6 implies that for $|\epsilon| \leq \delta$ we have

$$L(\beta, (A^E_\epsilon)') = L(\beta, A^E_\epsilon) + 2\pi N\epsilon + \Gamma,$$

some $\Gamma \in \mathbb{R}$ and $N \in \mathbb{Z}$. Since an analytic cocycle is not regular if and only if its acceleration has a jump discontinuity at $\epsilon = 0$, we obtain the claim. □

Lemma 2.12. Let $\beta$ irrational and assume $\det A^E(z)$ bounded away from zero for $|\text{Im } z| \leq \delta$. If $E \in \Sigma$, the cocycles $(\beta, (A^E_\epsilon)')$ and $(\beta, B^E)$ cannot be uniformly hyperbolic.

The statement is well known for $(\beta, B^E)$. The claim for $(\beta, (A^E_\epsilon)')$ is obtained by similar means, in addition making use of ergodicity. We give a proof in Appendix C.

Theorems 2.5 and 2.10 form the core of our method to determine the Lyapunov exponent of extended Harper’s model. They characterize the $\epsilon$-dependence of the Lyapunov exponent of the complexified cocycles $(\beta, A^E_\epsilon)$ and $(\beta, B^E)$ for energies in the spectrum.

2.2. Continuity of the LE for singular analytic cocycles. Before applying the results of the previous section to extended Harper’s equation, we present a surprisingly simple proof of the continuous dependence of the LE on the cocycle upon variation over the analytic category, further illustrating the use of complexified cocycles.

First recall the following basic, however very useful fact, even valid for continuous $M_2(\mathbb{C})$-cocycles:

Theorem 2.13. $L : \mathbb{T} \times C^0(\mathbb{T}, M_2(\mathbb{C})) \to \mathbb{R} \cup \{-\infty\}$ is upper-semicontinuous.

Remark 2.14. As an immediate corollary, we have that $L : \mathbb{T} \times C^0(\mathbb{T}, M_2(\mathbb{C})) \to \mathbb{R} \cup \{-\infty\}$ is continuous at every $(\beta, D)$ with $L(\beta, D) = -\infty$. By the same reason, $L : \mathbb{T} \times C^0(\mathbb{T}, SL_2(\mathbb{C})) \to \mathbb{R}_{0+}$ is continuous at every $(\beta, D)$ with $L(\beta, D) = 0$. Here, $\mathbb{R}_{0+} := \{x \in \mathbb{R} : x \geq 0\}$.

Because of its usefulness and since the argument is very short, for the reader’s convenience, we include a proof of Theorem 2.13 in Appendix D.

Given $\delta > 0$, the following subsets of $C^0_\delta(\mathbb{T}, M_2(\mathbb{C}))$ will be of interest in the subsequent discussion:

$$(2.24) \quad \mathcal{A}^\omega_\delta(\mathbb{T}, M_2(\mathbb{C})) := \{D \in C^0_\delta(\mathbb{T}, M_2(\mathbb{C})) : \det D(x) \neq 0\},$$

$$(2.25) \quad \mathcal{B}^\omega_\delta(\mathbb{T}, M_2(\mathbb{C})) := \{D \in C^0_\delta(\mathbb{T}, M_2(\mathbb{C})) : N(\det D ; \mathbb{T}) = 0\}.$$

We note that $\mathcal{A}^\omega_\delta(\mathbb{T}, M_2(\mathbb{C}))$ is open in the Banach space $C^0_\delta(\mathbb{T}, M_2(\mathbb{C}))$. As before, it is useful to consider $\mathcal{A}^\omega(\mathbb{T}, M_2(\mathbb{C})) := \cup_{\delta > 0} \mathcal{A}^\omega_\delta(\mathbb{T}, M_2(\mathbb{C}))$ which is open in $C^\omega(\mathbb{T}, M_2(\mathbb{C}))$ relative to the inductive limit topology introduced at the beginning of Sec. 2.1. Analogously, one defines $\mathcal{B}^\omega(\mathbb{T}, M_2(\mathbb{C}))$, which is open in $\mathcal{A}^\omega(\mathbb{T}, M_2(\mathbb{C}))$. 
In [18], we proved that for a given Diophantine $\beta$, $L(\beta, \cdot)$ is continuous on $A_2^\omega(T, M_2(C))$. We recall that $\beta$ is called Diophantine if there exists $0 < b(\beta)$ and $1 < r(\beta) < +\infty$ s.t. for all $j \in \mathbb{Z} \setminus \{0\}$

$$|\sin(2\pi j \beta)| > \frac{b(\beta)}{|j|^r(\beta)}. \tag{2.26}$$

The Diophantine condition was imposed in order to deal with singularities of the cocycle. Even though it was speculated in [18] (and in an earlier, related result [17]) that the theorem should hold true for all irrational $\beta$, actual proof did not follow from the method of [18].

In particular, the theorem proven in [18] does not imply continuity in the frequency $\beta$. For practical purposes, however, continuity upon rational approximation is most desirable since the LE of rational approximates takes a simple form due to periodicity of the cocycle (see (2.9)). The main result of this section, Theorem 1.2, also implies continuity in this sense.

Questions of continuity of the LE have been actively studied in the recent past; for a brief survey we refer the reader to the introduction of [18, 27]. For the present development we will make use of the continuity statement obtained for non-singular cocycles as proven in [7]; for further use we state this result here:

3Theorem 2.15 ([7]). The Lyapunov exponent $L(\beta + \cdot, \cdot) : T \times B^\omega(T, M_2(C)) \to \mathbb{R}$ is jointly continuous at every irrational $\beta$.

Let us postpone for a moment the proof of Theorem 1.2 and first show that continuity in the analytic category is the best one can expect (Theorem 1.4). Recalling (2.13), it is enough to prove the following statement:

**Proposition 2.1.**

(1) The function $I : C^\infty(T, C) \to \mathbb{R} \cup \{-\infty\}$, defined by

$$I(c) := \int_T \log|c(x)| \, dx , \quad c \in C^\infty(T, C) , \tag{2.27}$$

is discontinuous at

$$c(x) = \begin{cases} e^{-1/\sqrt{|\sin(2\pi x)|}}, & \text{if } x > 0 , \\ 0, & \text{otherwise.} \end{cases} \tag{2.28}$$

Here, $C^\infty(T, C)$ is topologized in analogy to (1.5).

(2) For $k \in \mathbb{N}_0$, $I : C^\omega(T, C) \to \mathbb{R}$ is discontinuous at $c(x) = \sin^{2k}(2\pi x)$ in the topology of $C^k(T, C)$.

**Remark 2.16.**

(i) Based on Jensen’s formula, we showed in [18] (see Lemma 2.9 therein) that $I$ is continuous when defined on $C^\omega(T, C)$ (in inductive limit topology).

---

3In [7], Theorem 2.15 was stated and proven for the Schrödinger, $SL(2, \mathbb{R})$ case; strictly speaking, the extension to $SL(2, \mathbb{C})$ follows from [17]. The obvious generalization to non-singular cocycles has been carried out explicitly in Sec. 4 of [27].
(ii) Concavity of the log and bounded convergence implies that for any \( k \in \N_0 \cup \{ \infty \} \), \( I \) is continuous at any \( c \) bounded away from zero.

**Proof.** Let \( \phi(x) \) be the standard \( C^\infty \) bump-function with \( \text{supp} \phi \in [-2, 2] \) and \( \phi(x) = 1 \) for \( x \in [-1, 1] \). Set \( \tilde{\phi}(x) := 1 - \phi(x) \) and let \( a_k = \| \phi^{(k)} \|_{[-2, 2]} \).

Consider the sequence of \( C^\infty \) functions on \( \mathbb{T} \) given by

\[
\begin{align*}
(2.29) \quad & f_n := c(x) \left[ \phi(4n(x - \frac{1}{2})) + \phi(4n(x) + \phi(4n(x - 1))) \right] \\
(2.30) \quad & + c(\frac{1}{4n}) \left[ \tilde{\phi}(4n(x - \frac{1}{2})) + \tilde{\phi}(4n(x) + \tilde{\phi}(4n(x - 1))) \right].
\end{align*}
\]

**Claim 2.1.** \( \rho(\infty, f_n, 0) \to 0 \) as \( n \to \infty \).

**Proof.** Since the remaining terms in \( (2.29) \) can be treated similarly, we will focus on showing that

\[
\rho(\infty, (4n)c(x), 0) \to 0, \quad n \to \infty.
\]

By induction, for \( k \in \N \) we have for \( x \neq 0 \)

\[
(2.32) \quad c^{(2k)}(x) = e^{-\frac{1}{\sqrt{\sin 2\pi x}}|\sin 2\pi x|^{-3k}p_{6k-1}(\sqrt{\sin 2\pi x})},
\]

\[
(2.33) \quad c^{(2k+1)}(x) = e^{-\frac{1}{\sqrt{\sin 2\pi x}}|\sin 2\pi x|^{-3(k+1)/2}p_{6k}(\sqrt{\sin 2\pi x})} \cos 2\pi x,
\]

and \( c^{(k)}(0) = 0 \), where \( p_k(x) \) is a polynomial of degree \( k \). Thus \( \forall d, k \in \N \)

\[
(2.34) \quad n^d \| c^{(k)}(x) \|_{[-\frac{1}{\pi}, \frac{1}{\pi}]} := n^db^n_k \to 0, \quad n \to \infty.
\]

Given \( \epsilon > 0 \), choose \( K \in \N \) such that \( \sum_{k > K} 2^{-k} < \epsilon \). The claim follows if we can argue that

\[
(2.35) \quad \sum_{k=1}^{K} 2^{-k} \rho_k(\phi(4nx)c(x), 0) 1 + \rho_k(\phi(4nx)c(x), 0) \leq \sum_{k=1}^{K} 2^{-k} \rho_k(\phi(4nx)c(x), 0) \to 0, \quad n \to \infty.
\]

Indeed, by \( (2.34) \) for each \( k \in \N \) we have

\[
(2.36) \quad \| \partial^k (c(x)\phi(4nx)) \| \leq \sum_{p=0}^{k} \binom{k}{p} a_p(4n) p^k b^n_{k-p} \to 0, \quad n \to \infty.
\]

Approximate \( f_n \) by trigonometric polynomials \( p_n \) satisfying \( \| f_n - p_n \|_k < (\frac{1}{2})^n \) and set \( c_n = c + p_n \). For \( n \in \N \), let \( J_n := [0, \frac{1}{4n}) \cup \frac{1}{2} - \frac{1}{4n}, \frac{1}{2} + \frac{1}{4n}, 1 - \frac{1}{4n}, 1] \).

We estimate:

\[
(2.37) \quad I(c_n) \leq -\log(2) + \int_{J_n} \log|c_n| \, dx,
\]

for all \( n \in \N \). Since the integral on the right hand side of \( (2.37) \) converges as \( n \to \infty \) to \( I(c) > -\infty \), we have \( I(c_n) \to I(c) \).

The second statement follows in the same way with \( c(x) = \sin^{2k}(2\pi x) \).

\[ \square \]
Proof of Theorem 1.2. The key observation, based on the idea of Artur Avila, is that by convexity of the LE in $\epsilon$, it suffices to show continuity of the LE away from $\mathbb{T}$, i.e. on $0 < |\epsilon| \leq \delta$ for some small $\delta > 0$.

To see that this indeed is sufficient, suppose for a moment the LE was continuous away from $\mathbb{T}$. Then for any $\delta^*$ with $0 < \delta^* < \delta$, $L(\beta + r, B_\epsilon) \to L(\beta, A_\epsilon)$ uniformly on $\delta^* \leq |\epsilon| \leq \delta$ as $r \to 0$ and $\|B - A\|_\delta \to 0$.

Lemma 2.17. Consider $\mathcal{F} := \{f : [0,1] \to \mathbb{R} \text{ convex}\}$ as a closed subset of $(C([0,1], \mathbb{R}), \|\cdot\|_{[0,1]})$. For $x \in (0,1)$ denote by $D_\pm(f)(x)$ the right(+) and left(−) derivative of $f \in \mathcal{F}$, respectively. Given $K \subset (0,1)$ compact, define $T^+_K(f) := \sup_{x \in K}|D_+(f)(x)|$ for $f \in \mathcal{F}$. Then, $T^+_K$ is locally bounded.

Remark 2.18. This is just a more elaborate version of the following basic fact for a sequence $f_n : (0,1) \to \mathbb{R}$ of convex functions: If $f_n \to f$ pointwise, then $D_-(f) \leq \lim \inf_{n \to \infty} D_-(f_n) \leq \lim \sup_{n \to \infty} D_+(f_n) \leq D_+(f)$ (e.g. [25]). We prove Lemma 2.17 in Appendix E.

Thus, the acceleration is locally bounded, i.e. there exist $\eta, \kappa, K > 0$ such that whenever $\|B - A\|_\delta < \eta$ and $|r| < \kappa$ we have

$$
\sup_{\delta^* \leq |\epsilon| \leq \delta} |\omega(\beta + r, B; \epsilon)| \leq K,
$$

which since $\omega$ monotonically increases in $\epsilon$ yields

$$
\sup_{|\epsilon| \leq \delta} |\omega(\beta + r, B; \epsilon)| \leq K.
$$

Continuity of the LE then follows upon successive approximation, i.e.

$$
|L(\beta + r, B) - L(\beta, A)| \leq |L(\beta + r, B) - L(\beta + r, B_{\delta^*})| + |L(\beta + r, B_{\delta^*}) - L(\beta, A_{\delta^*})| + |L(\beta, A_{\delta^*}) - L(\beta, A)|
\leq 2K\delta^* + |L(\beta + r, B_{\delta^*}) - L(\beta, A_{\delta^*})|,
$$

for every $\|B - A\| < \eta$ and $|r| < \kappa$.

Since $\delta^*$ was arbitrary, Theorem 1.2 would follow provided that the second term in (2.40) can be made arbitrarily small.

For $\mathcal{A}_\omega(\mathbb{T}, M_2(\mathbb{C}))$ this is an immediate consequence of Theorem 2.15, since for $\delta > 0$ sufficiently small, det $A(z) \neq 0$ if $0 < |\text{Im}(z)| < \delta$. Thus,

Theorem 2.19. Given $\beta$ irrational, Theorem 1.2 holds for the restriction of $L(\beta +, \ldots, \ldots)$ to $\mathbb{T} \times \mathcal{A}_\omega(\mathbb{T}, M_2(\mathbb{C}))$.

What is left is to consider is the case when the determinant vanishes identically on $\mathbb{T}$. From a dynamical point of view this situation is analogous to the case of uniformly hyperbolic cocycles (with obvious abuse of terminology since the determinant is identically zero), where it is known that the LE behaves continuously.

That this reasoning may be used to extend above results on continuity to the case of identically vanishing determinant, was also pointed out to us by Artur
Avila which we gratefully acknowledge. Following we give the details to this line of argument, which combined with Theorem 2.19 completes the proof of Theorem 1.2.

Fix a cocycle $(\beta, A)$ with irrational $\beta$ and $\det A \equiv 0$ on $\mathbb{T}$. Clearly, this automatically implies $\det A \equiv 0$ on $T_\delta$, the domain of holomorphicity of $A$.

Consider first the case of non-trivial $A$ (i.e. $A \not\equiv 0$ on $\mathbb{T}$). Continuity for trivial $A$ is dealt with in Lemma 2.20.

Without loss of generality we may then assume that the first row of $A$ does not vanish identically on $T_\delta$. Thus, there exists $0 < \delta^* < \delta$ such that for all $z \in T_{\delta^*} \setminus T$, $(A_{11}(z), A_{12}(z)) \neq 0$, whence $\dim \ker A(z) = \dim \text{Ran} A(z) = 1$ on $T_{\delta^*} \setminus T$.

Letting,

$$u(z) := \begin{pmatrix} -A_{12}(z) \\ A_{11}(z) \end{pmatrix}, \quad v(z) := A(z) \begin{pmatrix} A_{11}(z) \\ A_{12}(z) \end{pmatrix},$$

we thus obtain analytic functions defined on $T_{\delta^*} \setminus T$ with $\text{Span}\{u(z)\} = \ker A(z)$ and $\text{Span}\{v(z)\} = \text{Ran} A(z)$.

For $z \in T_{\delta^*} \setminus T$, define $C(z) := (v(z - \beta)|u(z))$. We distinguish the following two cases:

**Case 1:** $\det C(z) \not\equiv 0$ on $T_{\delta^*} \setminus T$. Then, making $\delta^* > 0$ sufficiently small, $\ker A(z)$ and $\text{Ran} A(z - \beta)$ are transversal i.e. $C(z) \in GL(2, \mathbb{C})$ for all $0 < |\text{Im} z| < \delta^*$.

For $z \in T_{\delta^*} \setminus T$ we thus obtain an analytic conjugacy of the cocycle $(\beta, A)$ given by

$$C(z + \beta)^{-1} A(z) C(z) = \begin{pmatrix} c(z) & 0 \\ 0 & 0 \end{pmatrix} := D(z).$$

Here, $c(z)$ is holomorphic and non-zero on $T_{\delta^*} \setminus T$.

We thus obtain,

$$L(\beta, A_\epsilon) = L(\beta, D_\epsilon) = \int_T \log |c(x + i\epsilon)| \, dx,$$

for $0 < |\epsilon| < \delta^*$. From above construction, it is clear that $c(z)$ depends continuously on both $A$ and $\beta$.

**Case 2:** If $\det C(z) \equiv 0$ on $T_{\delta^*} \setminus T$, $\ker A(z)$ and $\text{Ran} A(z - \beta)$ coincide on $T_{\delta^*} \setminus T$. In this case $A(z + \beta)A(z) \equiv 0$ on $T_{\delta^*}$. Thus $L(\beta, A_\epsilon) = -\infty$, $|\epsilon| \leq \delta^*$ which directly leads to continuity by Theorem 2.13.

Since in Case 1 ($c(z) \neq 0$ on $0 < |\text{Im} z| \leq \delta^*$),

$$L(\beta, A_\epsilon) = L(\beta, \begin{pmatrix} c(x + i\epsilon) & 0 \\ 0 & 0 \end{pmatrix}) = \int_T \log |c(x + i\epsilon)| \, dx + L(\beta, \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}),$$
we conclude that for $0 < |\epsilon| \leq \delta^*$, stability of the LE under any analytic perturbation of $(\beta, A)$ reduces to showing continuity at the constant cocycle $A = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}$.

More generally, the following is true:

**Lemma 2.20.** The Lyapunov exponent $L(.,.) : \mathbb{T} \times C^0(\mathbb{T}, M_2(\mathbb{C})) \to \mathbb{R} \cup \{ -\infty \}$ is (jointly) continuous at any constant cocycle.

**Remark 2.21.** Note that similarly to the continuity of the LE over the uniformly hyperbolic cocycles, the frequency does not have to be irrational.

**Proof.** Let $(\beta, A)$ be a constant cocycle. We distinguish three cases depending on the relative magnitude of the eigenvalues of $\lambda_1, \lambda_2$ (counting multiplicities) of $A$.

The case $|\lambda_1| \neq |\lambda_2|$, was examined (in greater generality) by Ruelle in [23]. We mention that Ruelle’s formulation only states continuity (in fact even real-analyticity) in the matrix-valued function, however it is clear from his proof that the same strategy shows joint continuity in $(\beta, B)$.

If $\lambda_1 = \lambda_2 = 0$, $L(\beta, A) = -\infty$ whence continuity follows trivially from upper-semicontinuity, Theorem [2.13].

Finally, if $|\lambda_1| = |\lambda_2| \neq 0, \det A \neq 0$, the remark to Theorem [2.13] immediately implies continuity of the LE for the “renormalized” cocycles $(\beta, B/\sqrt{\det B})$ at $(\beta, A/\sqrt{\det(A)})$. This, in turn implies the claim by Remark [2.16] (ii). \[ \square \]

3. Extended Harper’s model

To simplify notation, throughout the paper we shall suppress some of the dependencies of $H_{\Lambda, \theta, \beta}$ if the context permits. Following we summarize some statements necessary to apply above results for general Jacobi cocycles to extended Harper’s model.

First we mention:

**Observation 3.1.** Letting $z = x + i\epsilon$, $c(z)$ has at most two zeros on the strip $0 \leq x < 1$; the zeros occur if at least one of the following conditions is satisfied:

\begin{align*}
(3.1) & \quad \lambda_1 e^{-2\pi \epsilon} = \lambda_3 e^{2\pi \epsilon}, \\
(3.2) & \quad \lambda_1 e^{-2\pi \epsilon} + \lambda_3 e^{2\pi \epsilon} = \pm \lambda_2.
\end{align*}

Necessary conditions for real roots are $\lambda_1 = \lambda_3$ or $\lambda_1 + \lambda_3 = \lambda_2$. Moreover, for $\lambda_1 = \lambda_3$, $c(z)$ has real roots if and only if $2\lambda_3 \geq \lambda_2$. If $\lambda_1 \neq \lambda_3$ real roots occur if and only if $\lambda_1 + \lambda_3 = \lambda_2$. 

Application of Jensen’s formula yields (see [16] for \( \epsilon = 0 \)),

\[
I_\epsilon(\lambda) = \begin{cases} 
\log \lambda_3 + 2\pi \epsilon & \text{if } \lambda_3 e^{2\pi \epsilon} \geq \lambda_1 e^{-2\pi \epsilon} \geq 0 \\
\log \lambda_1 - 2\pi \epsilon & \text{if } \lambda_1 e^{-2\pi \epsilon} \geq \lambda_3 e^{2\pi \epsilon} \geq 0 \\
\log \left| \frac{2\lambda_1 \lambda_3}{-\lambda_2 + \sqrt{\lambda_2^2 - 4\lambda_1 \lambda_3}} \right| & \text{if } \lambda_1 e^{-2\pi \epsilon} + \lambda_3 e^{2\pi \epsilon} \leq \lambda_2 \text{ and } \lambda_1, \lambda_3 \neq 0 \\
\log \lambda_2 & \text{if } \lambda_1 e^{-2\pi \epsilon} + \lambda_3 e^{2\pi \epsilon} \leq \lambda_2, \lambda_1 \text{ or } \lambda_3 = 0,
\end{cases}
\]

where we set \( I(c) =: I(\lambda) \) in (2.4).

We note that (3.3) explicitly shows that \( I_\epsilon(\lambda) \) is jointly continuous in \( \epsilon \) and \( \lambda \).

Application of Theorem 1.2 to the model under consideration results in

**Theorem 3.1.** For fixed irrational \( \beta \), the Lyapunov exponents \( L(\beta + r; B_\epsilon E, \lambda) \) and \( L(\beta + r; A_\epsilon E, \lambda) \) are jointly continuous in \( \epsilon, \lambda, E \) and \( r \).

We emphasize that Theorem 2.5 and 2.9 require analytic cocycles with determinant bounded away from zero. As discussed in Observation 3.1, for any \( \lambda \) with \( \lambda_1 \neq \lambda_3 \) or \( \lambda_2 \neq \lambda_1 + \lambda_3 \), \( c(z) \) is non-zero on the strips \( \{|\text{Im} z| < \epsilon_1\} \) and \( \{|\text{Im} z| > \epsilon_2\} \), for some \( 0 < \epsilon_1 < \epsilon_2 \).

Thus the hypotheses of Theorem 2.5 and 2.9 apply to \( (\beta, A_\epsilon E) \) for small and large \( \epsilon \) (in magnitude) when excluding \( \lambda_1 = \lambda_3 \) and \( \lambda_2 = \lambda_1 + \lambda_3 \). Let

\[
R := \{ \lambda : \lambda_1 \neq \lambda_3, \lambda_2 \neq \lambda_1 + \lambda_3 \}.
\]

Notice that upon exclusion of the two planes described by \( R^c \), we do not lose any information; the derived statements about \( L(\beta, B_\epsilon) \) will extend to all values of \( \lambda \) using Theorem 3.1 as well as continuity of the spectrum in the Hausdorff metric.

### 4. Asymptotic Analysis

In this section we aim to obtain an expression for \( L(\beta, A_\epsilon E) \) valid for large \(|\epsilon|\) and any choice of \( \lambda \). We mention that this strategy can be employed generally to Jacobi cocycles consisting of trigonometric polynomials.

The basic idea is to reduce the non-trivial problem of computing the LE of a given non-constant cocycle to an “almost constant” cocycle by taking \(|\epsilon| \to \infty\). By Theorem 1.2 the LE is stable under small analytic perturbations, whence the task boils down to consideration of a constant cocycle whose LE can be computed trivially. Finally, quantization of acceleration, convexity and the Theorems 2.5 and 2.10 allow us extrapolate to \( \epsilon = 0 \).

Our strategy to determine the Lyapunov exponent was motivated by considerations of Avila’s in [2]. There, complexification is employed to prove the Aubry-Andrè formula (see Appendix A in [2]).
Since the present model specializes to the almost Mathieu equation when $\lambda_1 = \lambda_3 = 0$, as a warmup, we present a proof of the Aubry-Andrè formula alternative to Avila's in that it replaces a geometric argument with one along the line of what is to come.

Setting $\lambda_1 = \lambda_3 = 0$, we obtain the transfer matrix of the almost Mathieu equation
\begin{equation}
B^E(x) = \begin{pmatrix} E - 2\mu \cos(2\pi x) & -1 \\ 1 & 0 \end{pmatrix}.
\end{equation}

To simplify notation we put $\mu = \lambda - 1/2$. Here $A^E = B^E$.

Complexifying (4.1), as $\epsilon \to +\infty$
\begin{equation}
B^E(x) = \mu e^{-2\pi i x} e^{2\pi \epsilon} \begin{pmatrix} -1 + o(1) & o(1) \\ o(1) & 0 \end{pmatrix} =: \mu e^{-2\pi i x} e^{2\pi \epsilon} D_\epsilon(x)
\end{equation}
uniformly in $x \in \mathbb{T}$. Here, the the $o(1)$-terms are perturbations by trigonometric polynomials with only non-negative harmonics. We mention that for $SL(2, \mathbb{R})$ cocycles the reflection principle implies that $L(\beta, B^E_\epsilon)$ is an even function in $\epsilon$.

Applying Theorem 1.2 to (4.2) we conclude,
\begin{equation}
L(\beta, B^E_\epsilon) = \log |\mu| + 2\pi |\epsilon|, \quad |\epsilon| > \epsilon',
\end{equation}
which gives the desired asymptotic formula for the complexified Lyapunov exponent of the almost Mathieu equation.

Remark 4.1. Making use of Theorem 2.5 and 2.10, the asymptotic relation (4.3) can easily be extrapolated to $\epsilon = 0$ producing the complex Aubry-Andrè formula
\begin{equation}
L(\beta, B^E_\epsilon) \geq \max\{0, \log |\mu| + 2\pi |\epsilon|\},
\end{equation}
with equality holding for $E \in \Sigma$. For details we refer to [2], Appendix A.

Following we shall focus on the case when at least one of $\lambda_1, \lambda_3$ is nonzero.

**Proposition 4.1.** For at least one of $\lambda_1, \lambda_3$ nonzero,
\begin{equation}
L(\beta, A^E_\epsilon) = \log \left| \frac{1 + \sqrt{1 - 4\lambda_1 \lambda_3}}{2} \right| + 2\pi |\epsilon|, \quad |\epsilon| > \epsilon_0,
\end{equation}
some $\epsilon_0 > 0$.

**Proof.** **Case 1 - both $\lambda_1$ and $\lambda_3$ are nonzero:** Then, uniformly for $x \in \mathbb{T}$
\begin{equation}
A^E(x + i\epsilon) = e^{2\pi \epsilon} e^{-2\pi i x} M_{+,\epsilon}(\lambda_1, \lambda_3),
\end{equation}
\begin{equation}
M_{+,\epsilon}(\lambda_1, \lambda_3) := \begin{pmatrix} -1 + o(1) & -\lambda_1 e^{\pi i \beta} + o(1) \\ \lambda_3 e^{-\pi i \beta} + o(1) & 0 \end{pmatrix},
\end{equation}
as $\epsilon \to +\infty$. In particular, for the LE this implies,
\begin{equation}
L(\beta, A^E) = 2\pi \epsilon + L(\beta, M_{+,\epsilon}).
\end{equation}
Note that \((\beta, M_{+, \epsilon})\) is an almost constant analytic cocycle,
\[
M_{+, \epsilon}(x) = M^{(0)} + M_{+, \epsilon}^{(1)}(x), \quad M^{(0)} := \begin{pmatrix}
-1 & -\lambda_1 e^{i\pi\beta} \\
\lambda_3 e^{-i\pi\beta} & 0
\end{pmatrix},
\]
as \(\epsilon \to +\infty\). Thus, by continuity of the LE,
\[
L(\beta, M_{+, \epsilon}) = L(\beta, M^{(0)}) + o(1),
\]
as \(\epsilon \to +\infty\).

In summary, (4.7) and quantization of acceleration yield
\[
L(\beta, A^E_\epsilon) = 2\pi\epsilon + L(\beta, M^{(0)}) , \text{ all } \epsilon > 0 \text{ sufficiently large.}
\]

Since the matrix \(M\) in (4.6) is independent of \(x\), the problem is reduced

to computing the Lyapunov exponent of the constant cocycle \((\beta, M^{(0)})\). Solving the eigenvalue problem for \(M^{(0)}\), we obtain as claimed
\[
L(\beta, M^{(0)}) = \log \left| 1 + \sqrt{1 - 4\lambda_1 \lambda_3} \right|. 
\]

Using above line of argumentation, the statement about \(L(\beta, A^E_\epsilon)\) for \(\epsilon\)
large and negative readily follows since then
\[
A^E(x + i\epsilon) = e^{-2\pi\epsilon} e^{2\piix} M_{-, \epsilon},
\]
\[
M_{-, \epsilon} = \begin{pmatrix}
-1 + o(1) & -\lambda_3 e^{-i\pi\beta} + o(1) \\
\lambda_1 e^{i\pi\beta} + o(1) & 0
\end{pmatrix},
\]
and \(L(\beta, M^{(0)}) = L(\beta, M^{(0)}_{-}),\) where
\[
M^{(0)}_{-} = \begin{pmatrix}
-1 & -\lambda_3 e^{-i\pi\beta} \\
\lambda_1 e^{i\pi\beta} & 0
\end{pmatrix}.
\]

**Case 2 - one of \(\lambda_1, \lambda_3 = 0\):** Without loss, we assume \(\lambda_3 = 0\).

Taking \(\epsilon \to \pm \infty\) we obtain uniformly for \(x \in \mathbb{T},\)
\[
A^E(x + i\epsilon) = e^{2\piix} e^{-2\piix} \begin{pmatrix}
-1 + o(1) & -\lambda_1 e^{i\pi\beta} + o(1) \\
o(1) & 0
\end{pmatrix}, \quad \epsilon \to +\infty ,
\]
\[
A^E(x + i\epsilon) = e^{-2\piix} e^{2\piix} \begin{pmatrix}
-1 + o(1) & o(1) \\
\lambda_1 e^{i\pi\beta} + o(1) & 0
\end{pmatrix}, \quad \epsilon \to -\infty .
\]

The case when \(\epsilon \to -\infty\) being similar, we focus on \(\epsilon \to +\infty\). To this
end write
\[
A^E(x + i\epsilon) = e^{2\piix} e^{-2\piix} R_\epsilon(x) .
\]
Applying Theorem [1.2] we conclude \(L(\beta, R_\epsilon) = 0\) for \(\epsilon\) sufficiently large
and positive. We note that \(\epsilon \to +\infty\) in \(R_\epsilon,\) yields a constant cocycle with
identically vanishing determinant.

Making use of (4.16), by quantization of acceleration one concludes
\[
L(\beta, A^E_\epsilon) = 2\pi\epsilon , \text{ if } \epsilon > 0 \text{ sufficiently large.}
\]
We amend that for any choice of \( \lambda \) (i.e. in both of the above cases) the Lyapunov exponent of \((\beta, A^E)\) can asymptotically be written in terms of the matrix \( M \),

\[
L(\beta, A^E) = L(\beta, M) + 2\pi|\epsilon| .
\]

For later purposes, we note that the matrix \( M \) does not depend on \( \lambda \).

5. Extrapolation

In Proposition 4.1 we proved an asymptotic formula for \( L(\beta, A^E) \) valid for large \(|\epsilon|\). Using convexity of \( L(\beta, A^E) \) in \( \epsilon \), quantization of acceleration and (2.8), we obtain the following lower bound for \( L(\beta, B^E) \),

\[
L(\beta, B^E) \geq \max\{ L(\beta, M) - I(\lambda), 0 \} .
\]

Here we also made use of \( L(\beta, B^E) \geq 0 \). We emphasize that in (5.1) we do not require \( E \) to be in the spectrum.

For \( E \in \Sigma \), Theorem 2.10 will allow us to improve on (5.1) and actually extrapolate \( L(\beta, A^E) \) to \( \epsilon = 0 \). Returning to Proposition 4.1, the asymptotic expression for \( L(\beta, A^E) \) implies that for \(|\epsilon| > \epsilon_0 \) the acceleration \( \omega(\beta, A^E; \epsilon) \) is \( \pm 1 \).

Let \( 0 < \epsilon'_1 < \epsilon_0 \) such that the Theorems 2.5 and 2.10 apply on \([-\epsilon'_1, \epsilon'_1]\). Quantization of acceleration and convexity of \( L(\beta, A^E) \) require \( \omega(\beta, A^E) \) to increase on \([-\epsilon'_1, \epsilon'_1]\) with possible values in \( \{-1, 0, 1\} \).

Moreover, for \( E \in \Sigma \) with \( L(\beta, B^E) > 0 \), by Theorem 2.10 the acceleration is forced to jump when passing through \( \epsilon = 0 \). This amounts to three possible situations, a jump in \( \omega(\beta, A^E) \) from \( 0 \rightarrow 1 \), \(-1 \rightarrow 0 \), or \(-1 \rightarrow 1 \). Continuity of \( L(\beta, A^E) \) in \( \epsilon \), rules out the former two cases resulting in \( L(\beta, A^E) = L(\beta, M) + 2\pi|\epsilon| \). In particular, (5.1) holds as equality for such \( E \).

If, on the other hand, \( L(\beta, B^E) = 0 \), (5.1) yields \( L(\beta, A^E) = I(\lambda) \). Again convexity in \( \epsilon \) of \( L(\beta, A^E) \) eliminates all possibilities except for

\[
L(\beta, A^E) = \max\{ I(\lambda), L(\beta, M) + 2\pi|\epsilon| \} .
\]

Since \( L(\beta, M) > I(\lambda) \) whenever \( E \in \Sigma \) with \( L(\beta, B^E) > 0 \), we conclude that the formula in (5.2) is in fact valid for all \( \lambda \).

We thus obtain the following expression for the Lyapunov exponent of the complexified extended Harper’s model,

**Theorem 5.1.** For irrational \( \beta \),

\[
L(\beta, B^E) = L(\beta, A^E) - I_\epsilon(\lambda) , \quad L(\beta, A^E) \geq \max\{ I(\lambda), L(\beta, M) + 2\pi|\epsilon| \} ,
\]

where equality holds for \( E \in \Sigma \). \( L(\beta, M) \) and \( I_\epsilon(\lambda) \) are given in (4.11) and (3.3), respectively.

Finally, taking \( \epsilon = 0 \) in Theorem 5.1, Theorem 1.1 is obtained using the following fact, verified by a straightforward computation.
Observation 5.1. Denote $\Delta := L(\beta, M) - I(\lambda)$. Then,

$$
\Delta = \begin{cases} 
\log \left| \frac{1 + \sqrt{1 - 4\lambda_1\lambda_3}}{2\lambda_1} \right|, & \text{if } \lambda_1 \geq \lambda_3, \lambda_2 \leq \lambda_3 + \lambda_1, \\
\log \left| \frac{1 + \sqrt{1 - 4\lambda_1\lambda_3}}{2\lambda_3} \right|, & \text{if } \lambda_3 \geq \lambda_1, \lambda_2 \leq \lambda_3 + \lambda_1, \\
\log \left| \frac{1 + \sqrt{1 - 4\lambda_1\lambda_3}}{\lambda_2 + \sqrt{\lambda_2^2 - 4\lambda_1\lambda_3}} \right|, & \text{if } \lambda_2 \geq \lambda_3 + \lambda_1.
\end{cases}
$$

(5.5)

$\Delta > 0$ is positive in the interior of region $I$ and $\Delta \leq 0$ for $\lambda \in II \cup III$. Moreover,

(i) For $\lambda_1 \neq \lambda_3$, $\Delta = 0$ if and only if $\lambda$ lies on the line segments $\{\lambda_1 + \lambda_3 = 1, \lambda_2 \leq 1\}$ or $\{\lambda_1 + \lambda_3 \leq 1, \lambda_2 = 1\}$.

(ii) For $\lambda_1 = \lambda_3$, $\Delta = 0$ if and only if $\lambda \in III$ or $\{2\lambda_1 \leq 1, \lambda_2 = 1\}$.

As a corollary to Theorem 5.1, we obtain a necessary and sufficient condition for regularity of the analytic cocycle $(\beta, A_E)$. By (5.2), $(\beta, A_E)$ is regular if and only if $\Delta < 0$.

For Schrödinger cocycles, non-regular behavior for zero Lyapunov exponent proved to be interesting. In [2], Avila called such cocycles critical and analyzed (lack of) their appearance for generic almost periodic one frequency Schrödinger operators [2, 4].

Motivation for these considerations was the almost Mathieu operator. There, the critical point corresponds to the square lattice, separating sub-critical (zero Lyapunov exponent and regular) from super-critical (positive Lyapunov exponent) behavior (see Eq. (4.4)).

Implications for spectral theory for general analytic Schrödinger cocycles are conjectured (almost reducibility conjecture, see Sec. 7).

In analogy to the Schrödinger case we make following definition:

Definition 5.2. Consider a Jacobi matrix of the form (1.1) with functions $c, v$ analytic and $c \neq 0$. For given $\beta$, we call the associated analytic cocycle $(\beta, A_E)$ critical if the Lyapunov exponent $L(\beta, B_E) = 0$ and $(\beta, A_E)$ shows non regular behavior.

For extended Harper’s equation Theorem 5.1 and Observation 5.1 yield

Corollary 5.1. For extended Harper’s equation with irrational frequency $\beta$, critical behavior occurs

(i) for $\lambda_1 \neq \lambda_3$ on the line segments $\{\lambda_1 + \lambda_3 = 1, \lambda_2 \leq 1\}$ and $\{\lambda_1 + \lambda_3 \leq 1, \lambda_2 = 1\}$,

(ii) for $\lambda_1 = \lambda_3$, in region III and along $\{2\lambda_1 \leq 1, \lambda_2 = 1\}$. 

6. An alternative proof of Theorem 1.1

As pointed out in the end of Sec. 4, asymptotically \( L(\beta, A^E_\epsilon) \) is independent of \( \lambda_2 \). This interesting fact inspires an alternative proof for Theorem 1.1 given here. First note that above mentioned symmetry is already implied by (4.6) and (4.10) without any further computations\(^4\).

The arguments of Sec. 5 leading to Theorem 5.1 are independent of the remainder of Sec. 4; this yields a formal expression for the Lyapunov exponent given in (5.3) and (5.4).

We will focus here on the most interesting region III. As we will argue, Theorem 1.1 rests on the following key Lemma which shows that above mentioned asymptotic independence of \( L(\beta, B^E_\epsilon) \) on \( \lambda_2 \) persists in the limit \( \epsilon \to 0 \).

**Lemma 6.1.** Let \( \beta \) be irrational. Then, on the spectrum the Lyapunov exponent in region III is independent of the coupling \( \lambda_2 \).

**Proof.** First note that for \( \lambda_1 + \lambda_3 \geq 1 \), (3.3) implies \( I(\lambda) = \max \{ \log |\lambda_1|, \log |\lambda_3| \} \). Since the matrix \( M \) is independent of \( \lambda_2 \), within region III Proposition 5.1 implies that for fixed \( \lambda_1 \) and \( \lambda_3 \), \( L(\beta, B^E_\epsilon) \) is constant w.r.t. \( \lambda_2 \). In particular, in entire region III, \( L(\beta, B^E_\epsilon) \) is determined by its value on the plane \( \{ \lambda_1 + \lambda_3 = \lambda_2 \geq 1 \} \). \( \square \)

To see that Lemma 6.1 already implies Theorem 1.1 notice the following: As an immediate consequence of Lemma 6.1 we obtain constancy of \( L(\beta, B^E_\epsilon) \) on the spectrum along lines where \( \lambda_3 \) and \( \lambda_1 \) are fixed (see Figure 1). Hence, in region III, \( L(\beta, B^E_\epsilon) \) on the spectrum is determined by the limit when approaching the plane \( \lambda_1 + \lambda_3 = \lambda_2 \) along such lines from within region III.

Using continuity of the spectrum in Hausdorff metric as well as joint continuity of the Lyapunov exponent in \( (E, \lambda) \) (see Theorem 3.1), this limit can equally be determined by approaching the plane \( \lambda_1 + \lambda_3 = \lambda_2 \) from within region II.

Based on a duality argument, in [21] we showed zero LE on the spectrum in region II for Diophantine \( \beta \). For the readers convenience, we give a shortened, alternative proof of this fact in Appendix F.

In either case, the duality argument is based on [16] which proves that the spectrum in the interior of region I is purely point with exponentially localized eigenfunctions. This however is established under the condition that \( \beta \) is Diophantine. As far as the LE is concerned, we can remove the Diophantine condition using continuity in the frequency as asserted by Theorem 1.1.

**Theorem 6.2.** Fix \( \beta \) irrational. Then in region III, the Lyapunov exponent is zero on the spectrum.

Assembling the pieces, we finally obtain Theorem 1.1. The Theorems F.1 and 6.2 establish zero Lyapunov exponent in region II and III. Let \( \lambda \in I \). Invariance
of the density of states under duality (expressed in terms of the map $\sigma$, see (F.10) in Appendix F) and the Thouless formula for Jacobi operators imply [20],

$$L(B^E_\lambda, \beta) = -\int \log|c(\lambda)(x)|dx + \int \log|E - E'|dn(\sigma|E|)$$

(6.1) $$= \int \log \left| \frac{\lambda_2 c|\sigma(\lambda)(x)|}{c(\lambda)} \right| dx + L(B^{\lambda_2^{-1}E}_{\sigma|E|}, \beta).$$

Here, $c_\lambda$ denotes the function $c$ defined in (1.2), whereas in $c_\sigma(\lambda)$ we apply the map $\sigma$ to the coupling constants in $c$. Evaluating the integral in (6.1) for $\lambda$ in region I (see Sec. 5 in [20]) yields the formula for the Lyapunov exponent given in Theorem 1.1.

7. Implications for general quasi-periodic, analytic one frequency Jacobi matrices

The example of extended Harper’s equation not only illustrates a practicable method to obtain the Lyapunov exponent (or at least lower bounds) for analytic cocycles derived from a one-frequency almost periodic Jacobi matrix but also provides useful insights in how the theory originally developed in [2] for Schrödinger operators generalizes to the Jacobi case.

In view of future applications to other Jacobi operators, in the present section we shall point out differences and peculiarities of the Jacobi case which relate to possible zeros of the determinant of the transfer matrix $A^E$ associated with the Jacobi operator.

If not mentioned explicitly, in the following we consider a Jacobi operator on $l^2(\mathbb{Z})$ of the form (1.1) with functions $c, v$ analytic on $\mathbb{T}_\delta, c \neq 0$.

With a given Jacobi matrix one can associate the two transfer matrices $A^E$ and $B^E$ defined in (2.1). The former gives rise to an analytic cocycle whereas the latter is defined only a.e. on $\mathbb{T}_\delta$ due to possible zeros of $c(z)$. In view of the relation between the associated Lyapunov exponents, Eq. (2.8), we recall Lemma 2.6.

(1) It is crucial for the extrapolation process discussed in Sec. 5 to understand the analytic properties of $L(\beta, A^E_\epsilon)$ w.r.t. $\epsilon$. In particular, by Proposition A.1 this function is convex in $\epsilon$. Convexity however fails in general for the Lyapunov exponent associated with the cocycle $(\beta, B^E_\epsilon)$.

This can be seen on the example of Extended Harper’s equation when $\lambda_1 = 0$. Then for $\lambda_3 = 1$ and $0 < \lambda_2 < 1$,

$$I(\epsilon) = \begin{cases} 2\pi \epsilon, & e^{2\pi \epsilon} \geq \lambda_2, \\ \log \lambda_2, & e^{2\pi \epsilon} \leq \lambda_2. \end{cases}$$

(7.1)

By Lemma 2.6 and the analytic properties of $L(\beta, A^E_\epsilon)$, $L(\beta, B^E_\epsilon)$ is still piecewise affine, however, since $L(\beta, A^E_\epsilon) = 2\pi |\epsilon|$ (Theorem 5.1), convexity fails at $\epsilon = \frac{1}{2\pi} \log \lambda_2$: the right derivative changes from -1 to -2 (with increasing $\epsilon$). It can be checked that at this value of $\epsilon$ a zero of $c$ occurs.
We mention that in general by Lemma 2.6 convexity of \( L(\beta, B_\epsilon^E) \) may only fail at those \( \epsilon \) where \( c(z) \) exhibits a zero.

(2) In Theorem 2.9 we assumed the analytic cocycle \( (\beta, D) \) such that \( \det(D) \) is bounded away from zero. That this assumption is indeed necessary may be seen when considering \( (\beta, A_\epsilon^E) \) for Extended Harper’s equation. To this end recall that \( L(\beta, B_\epsilon^E) = L(\beta, (A_\epsilon^E)') \). For \( L(\beta, B_\epsilon^E) > 0 \), regularity of \( (\beta, (A_\epsilon^E)') \) does in general not imply uniform hyperbolicity if \( c(z) \) has real zeros:

Consider \( \lambda_1 = \lambda_3 \) and \( 1 > 2\lambda_1 > \lambda_2 \). Then \( I_\epsilon(\lambda) = \log \lambda_3 + 2\pi|\epsilon| \) in a neighborhood of \( \epsilon = 0 \). Thus, by (4.6) and Theorem 5.1 \( \omega(\beta, B_\epsilon^E, \epsilon) = 0 \) locally about \( \epsilon = 0 \) even though \( L(\beta, B_\epsilon^E) > 0 \) in the interior of region \( I_\epsilon \).

(3) Analysis of the Lyapunov exponent serves as an important ingredient in spectral analysis. For almost periodic Schrödinger operators with analytic potentials the almost reducibility conjecture (ARC) \[2, 3, 5, 1\] claims that sub-critical behavior of the Schrödinger cocycle on the spectrum implies purely absolutely continuous spectrum.

Section 2 and above remarks suggest to formulate the ARC for Jacobi cocycles in terms of the analytic cocycle \( (\beta, A_\epsilon^E) \) (and not for \( (\beta, B_\epsilon^E) \)). However, even for the analytic cocycle \( (\beta, A_\epsilon^E) \) the ARC is false in general.

For Extended Harper’s equation with \( \lambda_1 = 0 \) and \( \lambda_3 = \lambda_2 \geq 1 \), \( L(\beta, A_\epsilon^E) \) is regular (Corollary 5.1) even though the spectrum has no ac component. The latter follows from Observation 3.1 and the following simple Proposition.

We have learnt only recently that this result originally goes back to [11]5. Since the argument is short we include a sketch below. For details we refer to [11].

**Proposition 7.1.** Let \( \lambda \) such that \( c(z) \) has a real root. Then the ac spectrum \( (\Sigma_{ac}) \) is empty.

**Proof.** We reduce to the following toy problem: Let \( (H\psi)_n := v_n\psi_n + c_n\psi_{n+1} + \overline{c_{n-1}}\psi_{n-1} \), a Jacobi operator on \( l^2(\mathbb{Z}) \) and suppose \( (c_n)_{n\in\mathbb{N}} \) is zero infinitely often. Then, the Jacobi matrix decouples into finite dimensional blocks whence the spectrum is only pp.

Suppose now \( c(z) \) has a real zero, say at \( x_0 \in \mathbb{T} \) and fix an irrational \( \beta \). By ergodicity, for a.e. phase \( \theta \) the rotational trajectory comes arbitrarily close to \( x_0 \). Thus for such \( \theta \) the operator \( H_{\lambda,\theta,\beta} \) can be considered a trace class perturbation of above block Jacobi matrix. Invariance of the ac spectrum under trace class perturbations yields the claim. \( \square \)

---

5We are grateful to Barry Simon for this reference.
Using Observation 3.1, we obtain a glimpse on the spectral theory for Extended Harper’s equation:

**Corollary 7.1.** Let $\beta$ be irrational. Then,

(i) For $\lambda_3 \neq \lambda_1$, $\Sigma_{ac} = \emptyset$ whenever $\lambda_1 + \lambda_3 = \lambda_2$.

(ii) For $\lambda_3 = \lambda_1$, $\Sigma_{ac} = \emptyset$ along $2\lambda_3 \geq \lambda_2$.

Above example shows that, in general, ARC fails if $c(z)$ has zeros. We do however believe that the conjecture is still true whenever $\det A_\epsilon^E(x)$ is bounded away from zero:

**Conjecture 7.1** (ARC for Jacobi cocycles). For an analytic almost periodic Jacobi cocycles with determinant bounded away from zero, sub-critical behavior of $(\beta, A_\epsilon^E)$ implies (purely) absolutely continuous spectrum.

---

**APPENDIX A.**

**A.1. Convexity of $L(\beta, D_\epsilon)$ w.r.t. $\epsilon$.**

**Proposition A.1.** Let $(\beta, D)$ be an analytic cocycle in the sense of Definition 2.1. Then, $L(\beta, D_\epsilon)$ is convex in $\epsilon$.

**Proof.** The main point here is to convince the reader of convexity for singular analytic cocycles. For $D \in \mathcal{C}^\omega(\mathbb{T}, SL(2, \mathbb{C}))$ (or more generally, for $D \in \mathcal{B}^\omega(\mathbb{T}, M_2(\mathbb{C}))$), it is immediate that $L(\beta, D_\epsilon)$ is subharmonic w.r.t. $\epsilon$ (by e.g. a Craig-Simon type argument [8]), in which case convexity easily follows, as pointed out in [2]. We mention that the argument presented here can also be generalized to analytic cocycles on $\mathbb{T}^d$, $d \geq 1$.

Since convexity is preserved under pointwise limits, by the definition of the LE, (2.5), it suffices to verify that

\[
\frac{1}{n} \int_\mathbb{T} \log \|D^{(n)}(x + i\epsilon)\| \, dx,
\]

is a convex function in $\epsilon$ for each $n \in \mathbb{N}$.

Considering $M_2(\mathbb{C})$ as equipped with Hilbert-Schmidt norm, this readily follows from:

**Lemma A.1.** Let $\{f_j\}_{j=1}^N$ be a finite sequence of functions holomorphic in some neighborhood of $S^1$, and set $h_\infty := \log \sum_{j=1}^N |f_j|^2$. Then, $J(\epsilon) := \int_\mathbb{T} h_\infty(e^{2\pi i x}e^{-2\pi \epsilon}) \, dx$ is convex in $\epsilon$.

**Proof.** Follows by a simple approximation argument: For $\eta > 0$, let $h_{\eta} := \log \left(\sum_{j=1}^N |f_j|^2 + \eta\right)$ and correspondingly, $J_{\eta}(\epsilon) := \int_\mathbb{T} h_{\eta}(e^{2\pi i x}e^{-2\pi \epsilon}) \, dx$. Clearly, $J_{\eta} \downarrow J_\infty$, as $\eta \to 0^+$, whence the claim is reduced to $J_{\eta}$.
Direct computation shows that $h_\eta$ is a smooth, subharmonic function in a neighborhood of $S^1$.

Finally, considering $\epsilon$ as a complex variable, the identity
\begin{equation}
\frac{\partial^2}{\partial \epsilon \partial \epsilon} = 4\pi^2 e^{-4\pi \text{Re} \epsilon} \frac{\partial^2}{\partial \epsilon \partial \epsilon},
\end{equation}
implies that $J_\eta$ is a smooth, subharmonic function in $\epsilon$ which is constant in $\text{Im} \epsilon$, i.e. convex in $\text{Re} \epsilon$.

**Remark A.2.** Since subharmonicity is preserved under monotone decreasing limits, the proof of Lemma A.1 also shows that $J_\eta(\epsilon)$ and hence $L(\beta, D, \epsilon)$ is subharmonic in $\epsilon$.

**Appendix B. Proof of Lemma 2.3**

**Step 1:** We first establish the statement for trigonometric polynomials, where $g$ can be computed explicitly. Since,
\begin{equation}
\sum_{j=-n}^{n} c_j e^{2\pi ijx} = e^{-2\pi inx} \sum_{j=0}^{2n} c_{j-n} e^{2\pi ijx},
\end{equation}
it suffices to consider trigonometric polynomials which are monic algebraic polynomials in the variable $e^{2\pi ix}$ of degree $r \geq 1$. In particular, $f$ can be factorized according to its roots (counting multiplicity),
\begin{equation}
f = \prod_{j=1}^{r} \left( e^{2\pi ix} - e^{2\pi i(x_j + i\epsilon_j)} \right),
\end{equation}
where for some $\delta > 0$, $x_j \in [0, 1)$ and $|\epsilon_j| > \delta > 0$, $1 \leq j \leq r$.

Since $f$ is holomorphic and bounded from zero on the strip $|\text{Im} z| \leq \delta$, there exists a holomorphic function $q$ defined on $|\text{Im} z| < \delta$ such that
\begin{equation}
e^q = f ;
\end{equation}
in particular, $q$ satisfies
\begin{equation}
q'(z) = \frac{f'(z)}{f(z)}, |\text{Im}(z)| < \delta.
\end{equation}

---

\[\text{If } \{g_j\} \text{ is a finite sequence of holomorphic functions with } \sum_j |g_j(z)|^2 \neq 0, \text{ one computes:}\]

\begin{align}
\frac{\partial^2}{\partial \epsilon \partial \epsilon} \log \sum_j |g_j(z)|^2 &= \frac{1}{\sum_{j=1}^{N}|g_j|^2} \left\{ \sum_{i \neq k} |g_i|^2 |g_k|^2 - 2 \Re \left[ \sum_{i < k} g_i \overline{g_i} g_k \overline{g_k} \right] \right\} \\
&\geq \frac{1}{\sum_{j=1}^{N}|g_j|^2} \sum_{i < k} (|g_i|^2 |g_k| - |g_k|^2 |g_i|)^2 \geq 0.
\end{align}
On the other hand, for $x \in \mathbb{R}$,

\begin{equation}
\frac{f'(x)}{f(x)} = \sum_{j=1}^{r} \frac{2\pi i e^{2\pi ix}}{e^{2\pi ix} - e^{2\pi i(x_j + i\epsilon)}}.
\end{equation}

Considering the individual summands in (B.5), we compute for $1 \leq j \leq r$ and $x \in \mathbb{R}$

\begin{equation}
\frac{2\pi i e^{2\pi ix}}{e^{2\pi ix} - e^{2\pi i(x_j + i\epsilon)}} = \begin{cases} 
2\pi i \sum_{n=0}^{\infty} e^{2\pi inx}n e^{-2\pi in\epsilon} e^{-2\pi in\epsilon x} & \text{if } \epsilon_j > 0, \\
-2\pi i \sum_{n=1}^{\infty} e^{-2\pi in\epsilon x} n e^{2\pi in\epsilon} e^{2\pi in\epsilon x} & \text{if } \epsilon_j < 0.
\end{cases}
\end{equation}

Hence, for $x \in \mathbb{R}$, $q$ is given by,

\begin{equation}
q(x) - q(0) = \int_{0}^{x} \frac{f'(t)}{f(t)} dt = 2\pi in+x + h(x),
\end{equation}

where $n_+$ represents the number of $j \in \{1, \ldots, n\}$ with $\epsilon_j > 0$, and $h \in C_\delta^\omega(\mathbb{R}/\mathbb{Z}; \mathbb{C})$. Notice by construction, $q(0) = \log f(0)$, where the branch of the log is fixed by (B.3).

Let now $g(z) := e^{\frac{i}{2}q(z)}$, which by construction is holomorphic on $|\text{Im}(z)| < \delta$. For $x \in \mathbb{R}$, the explicit expression in (B.7) already implies that $g(x)$ is 2-periodic satisfying $g^2(x) = f(x)$. Upon use of the uniqueness theorem for holomorphic functions, both these properties extend to all of $|\text{Im}(z)| < \delta$.

**Step 2:** If $f \in C_\delta^\omega(\mathbb{R}/\mathbb{Z}; \mathbb{C})$ is not a trigonometric polynomial, let $\delta > 0$ such that $f(z) \neq 0$, $\forall z \in T_\delta$. Approximate $f$ uniformly on $T_\delta$ by trigonometric polynomials $p_n$.

From step 1, we obtain holomorphic $q_n$ on $|\text{Im}(z)| < \delta$ such that

\begin{align}
&g_n := e^{\frac{i}{2}q_n} \in C_\delta^\omega(\mathbb{R}/2\mathbb{Z}; \mathbb{C}) ,
g_n^2 = p_n \\
&q_n(0) = \log p_n(0) \rightarrow \log f(0),
\end{align}

defined (eventually) with respect to a common branch of the log since $f(0) \neq 0$ and $p_n \rightarrow f$.

Since $q_n$ satisfies the differential equation $q_n' = \frac{p_n'}{p_n}$ on $|\text{Im}(z)| < \delta$, and by construction $p_n \rightarrow f$ uniformly with $f$ bounded from zero on $T_\delta$, $(q_n)$ is easily seen to be uniformly Cauchy. Using (B.9), this in turn implies uniform convergence of $(q_n)$ on $T_\delta$.

Finally, letting $q := \lim_{n \rightarrow \infty} q_n$ and defining $g := e^{\frac{i}{2}q}$ we obtain the lemma’s claim.

**Appendix C. Proof of Lemma 2.12**

The proof for the cocycle $(\beta, (A^E)')$ will at the same time prove the statement for $(\beta, B^E)$. Again, the function $\log |c(z)|$ is harmonic on the strip $|\text{Im} z| < \delta$,
some $\delta > 0$. Harmonicity and Birkhoff’s ergodic theorem imply that $\forall x \in \mathbb{T}$

\begin{equation}
\frac{1}{n} \log \left| \prod_{j=0}^{n-1} \frac{c(x+j\beta)}{|\det A^E(x+j\beta)|^{1/2}} \right| \rightarrow 0, \tag{C.1}
\end{equation}
as $n \rightarrow \infty$.

Suppose $(\beta, (A^E)')$ is uniformly hyperbolic for $E \in \Sigma$. According to Definition 2.8, let $u_+(x)/s_+(x)$ be the unstable/stable directions for the positive half-line solutions of $H_x\psi = E\psi$, $x \in \mathbb{T}$. Note that uniform hyperbolicity on the positive half line implies uniform hyperbolicity on the negative half-line with $u_+ = s_-$ and $u_- = s_+$.

Let $w := (\psi(0), \psi(-1)) \in \mathbb{C}^2$, $\|w\| = 1$, be an arbitrary initial condition. For $x \in \mathbb{T}$ arbitrary, choose unit vectors $u_x \in u_+(x)$ and $s_x \in u_-(x)$. Then, $w = \beta_x u_x + \alpha_x s_x$ for some complex $\alpha_x, \beta_x$. Without loss of generality, we may assume $\beta_x \neq 0$ (otherwise apply the argument for iteration in the negative direction, since then $v = \alpha_x s_x \in u_-(x)$).

Using (C.1),

\begin{equation}
\frac{1}{n} \log \left| \prod_{j=n-1}^{0} (A^E)'(x+j\beta) \right| = \frac{1}{n} \log \left| \prod_{j=n-1}^{0} B^E(x+j\beta) \right| + o(1) \text{, as } n \rightarrow \infty.
\end{equation}

Therefore, uniform hyperbolicity of $(\beta, (A^E)')$ implies that the solution of $H_x\psi = E\psi$ associated with the initial condition $w$ increases exponentially in at least one direction. $w$ and $x$ were chosen arbitrarily, hence $\forall x \in \mathbb{T}$, $E$ is not a generalized eigenvalue of $H_x$. Since uniform hyperbolicity is an open condition, using above argument again, $\forall x \in \mathbb{T}$, $E$ cannot be a limit point of generalized eigenvalues of $H_x$ either. Hence, we obtain $E$ is not in the spectrum, a contradiction.

**Appendix D. Upper-semicontinuity of the LE; Proof of Theorem 2.13**

Since all matrix norms are equivalent, following it is convenient to equip $M_2(\mathbb{C})$ with the Hilbert-Schmidt norm. Note that Remark 2.16 also applies to $\log^+$ and continuous $M_2(\mathbb{C})$-cocycles, i.e. for every $n \in \mathbb{N}_0$, $(\beta, D) \mapsto \int_{\mathbb{T}} \log^+ \|D^{(n)}(x)\| dx$ is continuous in $C^0(\mathbb{T}, M_2(\mathbb{C}))$.

On the other hand, by Fatou’s lemma, $(\beta, D) \mapsto \int_{\mathbb{T}} \log^- \|D^{(n)}(x)\| dx$ is upper-semicontinuous. Recalling (2.5), the statement of the theorem follows since the infimum over upper-semicontinuous functions is upper-semicontinuous.

**Appendix E. Proof of Lemma 2.17**

For $K \subset (0,1)$ compact, let $m := \min K$ and $M := \max K$. Fix $f \in \mathcal{F}$. By basic properties of convex functions,

\begin{equation}
D_+(g)(M) \leq \frac{g(M+h) - g(M)}{h}, \tag{E.1}
\end{equation}
for any \( g \in \mathcal{F} \) and \( 0 < h < 1 - M \).

In particular,

\[
\inf_{\delta > 0} \sup_{\|g - f\| < \delta} D_+(g)(M) \leq \frac{f(M + h) - f(M)}{h},
\]

for any \( 0 < h < 1 - M \). Thus, taking \( h \to 0^+ \) we obtain:

\[
\inf_{\delta > 0} \sup_{\|g - f\| < \delta} D_+(g)(M) \leq D_+(f)(M).
\]

A similar argument shows,

\[
D_-(f)(m) \leq \sup_{\delta > 0} \inf_{\|g - f\| < \delta} D_-(g)(m).
\]

Recalling that \( D_\pm(g) \) is monotone increasing on \([m, M]\), we obtain the claim.

### Appendix F. Duality

In view of the alternative proof of Theorem 1.1, we establish the missing link in Theorem 6.2:

**Theorem F.1.** Throughout region II, \( L(\beta, B^E) = 0 \) for all \( E \) in the spectrum and irrational \( \beta \).

Since the Hamiltonian in (1.1) generalizes the almost Mathieu operator, it should not come as a surprise that its spectrum expressed in terms of the density of states exhibits similar symmetry w.r.t. certain permutations of the coupling constants as the almost Mathieu operator. In fact, this so called duality has been explored for the present model in previous works [20, 16, 21, 14, 26]. A more general discussion of duality can be found in [20].

In this Section we will prove Theorem F.1, adapting an idea of Delyon [10], that originally was used to establish absence of point spectrum in the sub-critical region of the almost Mathieu equation.

Let \( \sigma \) denote the map, \( \sigma(\lambda) := \frac{1}{\lambda_3}(\lambda_3, 1, \lambda_1) \), where, as earlier, \( \lambda = (\lambda_1, \lambda_2, \lambda_3) \).

Referring to the partitioning of the parameter space introduced in Sec. 1, the map \( \sigma \) acts as follows

\[
\sigma(I) = II, \quad \sigma(III) = III.
\]

In this sense, regions I and II are dual, whereas region III is self-dual.

In [10] (see Theorem 1 therein) it was proven that for Diophantine \( \beta \) and \( \lambda \) in region I, the spectrum of \( H_{\lambda, \theta} \) is only pure point (i.e. for a certain set \( T_0 \) of phases \( \theta \) with \( |T_0| = 1 \)). Fix \( \lambda \) in region I and \( \theta \in T_0 \). Let \( \phi_\theta \) be a normalized eigenvector of \( H_{\lambda, \theta} \) with associated eigenvalue \( E_\theta \). If we let

\[
\hat{\phi}_\theta(x) = \sum_{n \in \mathbb{Z}} \phi_\theta(n)e^{2\pi inx},
\]
\{ e^{2\pi i \theta m} \hat{\phi}(\eta + \beta m) \}_{m \in \mathbb{Z}} \text{ defines a random sequence indexed by points in } \mathbb{T}. \text{ Set }

(\text{F.3}) \quad \psi(\eta, m) := e^{2\pi i \theta m} \hat{\phi}(\eta + \beta m).

Since for each fixed \( m \in \mathbb{Z} \), \( \psi(\eta, m) \in L^2(\mathbb{T}) \), direct computation shows that

\begin{align*}
\sigma(\lambda)(\eta + \beta(m + 1)) \psi(\eta, m + 1) + \sigma(\lambda)(\eta + \beta(m - 1)) \psi(\eta, m - 1) \\
+ v(\eta + \beta m) \psi(\eta, m) = \lambda^{-1} E_{\theta} \psi(\eta, m),
\end{align*}

(\text{F.4})

for each \( m \in \mathbb{Z} \).

Equation (\text{F.4}) holds in the sense of \( L^2 \)-functions, whence it is true on a set \( \Omega_m \) of full measure in \( \mathbb{T} \). In particular, letting \( \Omega := \bigcap_{m \in \mathbb{Z}} \Omega_m \), for each \( \eta \in \Omega \) the sequence \( \{ \psi(\eta, m) \}_{m \in \mathbb{Z}} \) satisfies the finite difference equation

(F.5)

At the same time, for \( \epsilon > 0 \) normalization of \( \phi_{\theta} \) yields

(\text{F.6}) \quad \int \frac{1}{n} \left| \psi(\eta, n) \right|^2 = \sum_{n \in \mathbb{Z}} \frac{1}{n^{1+\epsilon}} < \infty.

Thus for every \( \epsilon > 0 \) and Lebesgue a.e. \( \eta \) there exists \( C_{\epsilon}(\eta) > 0 \) such that

(F.7) \quad \left| \psi(\eta, n) \right| \leq C_{\epsilon}(\eta) n^{1/2(1+\epsilon)}, \forall n \in \mathbb{Z}.

It is a general fact for a family of bounded ergodic Jacobi operators \( \{ H_\omega \}_{\omega \in \Omega}; \) \( (\Omega, \mathcal{F}, \mathbb{P}) \) a probability space, that fixing an energy \( E \) \[9\],

(F.8) \quad \mathbb{P}\{ E \text{ is eigenvalue for } H_\omega \} = 0.

Making use of a version of Osceledeets Theorem for Jacobi operators, Theorem \[G\] (F.8) implies that for \( \mathbb{P}\text{-a.e. } \omega \) any \( \zeta \in \mathbb{C}^\mathbb{Z} \) satisfying \( H_\omega \zeta = E \zeta \) has to exponentially increase in one direction with rate given by the Lyapunov exponent.

The sub-exponential bound in (\text{F.7}) then implies \( L \left( B^{\lambda_{\sigma(\lambda)}^{-1} E_{\theta}}_{\sigma(\lambda)}, \beta \right) = 0 \). Hence, if we let

(\text{F.9}) \quad \mathfrak{A} := \bigcup_{\theta \in \mathbb{T}_0} \sigma_{pt}(H_{\lambda, \theta}),

\( L \left( B^{\lambda_{\sigma(\lambda)}^{-1} E}_{\sigma(\lambda)}, \beta \right) = 0 \) for all \( E \in \mathfrak{A} \). In fact, continuity of the Lyapunov exponent w.r.t. the energy yields

(F.10) \quad \mathfrak{B} := \mathbb{R} \setminus \mathfrak{A},

\begin{align*}
\text{Set } \mathfrak{B} := \mathbb{R} \setminus \mathfrak{A}.
\end{align*}

Denote by dn \( \{ H_{\lambda, \theta} \}; E \) the density of states for the family of ergodic operators \( \{ H_{\lambda, \theta} \} \). As shown in a more general context in [20], duality preserves the density of states. For the present model this yields,}

(F.10) \quad \text{dn} \left( \{ H_{\lambda, \theta} \}; E \right) = \text{dn} \left( \{ \lambda_2 H_{\sigma(\lambda), \theta} \}; E \right).
Note that the spectrum of \( \{ H_{\lambda, \theta} \} \) is contained in \( \overline{\mathbb{A}} \), hence \( n(\{ H_{\lambda, \theta} \}; \mathcal{B}) = 0 \). Using (F.10), we obtain
\[
\Sigma(\{ \lambda_2 H_{\sigma(\lambda)} \}) \subseteq \overline{\mathbb{A}}.
\]

Finally, the spectral mapping theorem, (F.9), and (F.11) imply \( L(B_E^E, \sigma) = 0 \) for any \( E \in \Sigma(\{ \lambda_2 H_{\sigma(\lambda)} \}) \). Since \( \lambda \) was chosen arbitrarily in region I, this implies Theorem F.1 for Diophantine \( \beta \).

Finally, as mentioned in Sec. 6, the Diophantine condition can be removed using continuity in the frequency as asserted by Theorem 3.1.

**Appendix G. Oseledets Theorem for Jacobi operators**

In Appendix F we made use of Oseledets theorem to relate the Lyapunov exponent to the exponential decay rate of solution to the Schrödinger equation. The authors noticed that in the literature for Schrödinger operators, Oseledets theorem is usually given as a theorem for \( SL(2, \mathbb{C}) \) matrices even though Oseledets original statement allows \( GL(2, \mathbb{C}) \) [22].

The relation of one to the other is, of course, just a matter of appropriate renormalization of the determinant. We include the simple argument below and show its consequences for ergodic Jacobi operators. A more general, deterministic statement which even allows for not invertible matrices can be found in [24].

**Theorem G.1** (deterministic formulation). Let \((A_n)_{n \in \mathbb{N}}\) be a sequence in \( GL(2, \mathbb{C}) \).

Set \( d_n := (\det A_n)^\frac{1}{2}, D_n := \frac{1}{d_n} A_n, n \in \mathbb{N} \). Suppose that \( m := \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \log |d_k| \) exists and is finite, \( \lim_{n \to \infty} \frac{1}{n} \log \|A_n\| = 0 \), and that \( L = L(A) := \lim_{n \to \infty} \frac{1}{n} \log \|A_n \ldots A_1\| \) exists and is finite with \( L - m > 0 \). Then, there is a one-dimensional subspace \( S \subseteq \mathbb{C}^2 \) such that for \( v \in \mathbb{C}^2 \)
\[
\begin{align*}
(i) &\quad \frac{1}{n} \log \|A_n \ldots A_1 v\| \xrightarrow{n \to \infty} -L + 2m, \text{ if } v \in S, \\
(ii) &\quad \frac{1}{n} \log \|A_n \ldots A_1 v\| \xrightarrow{n \to \infty} L, \text{ if } v \in \mathbb{C}^2 \setminus S.
\end{align*}
\]

**Proof.** Since \( m \) exists and is finite, \( \frac{1}{n} \log |d_n| \xrightarrow{n \to \infty} 0 \), so \( \lim_{n \to \infty} \frac{1}{n} \log \|D_n\| = 0 \). Note that \( L - m = \lim_{n \to \infty} \frac{1}{n} \log \|D_n \ldots D_1\| \), hence by the \( SL(2, \mathbb{C}) \) version of Oseledets theorem, there exists a one-dimensional subspace \( S \subseteq \mathbb{C}^2 \) such that for \( v \in \mathbb{C}^2 \)
\[
\begin{align*}
\frac{1}{n} \log \|A_n \ldots A_1 v\| &\xrightarrow{n \to \infty} \frac{1}{n} \log \|D_n \ldots D_1 v\| + \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \log |d_k| \\
&\xrightarrow{n \to \infty} -L + 2m, \text{ for } v \in S, \\
\frac{1}{n} \log \|A_n \ldots A_1 v\| &\xrightarrow{n \to \infty} \frac{1}{n} \log \|D_n \ldots D_1 v\| + \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \log |d_k| \\
&\xrightarrow{n \to \infty} L, \text{ for } v \in \mathbb{C}^2 \setminus S.
\end{align*}
\]

Remark G.2. (i) Let $A : \Omega \to GL(2, \mathbb{C})$, where $(\Omega, \mathcal{F}, \mathbb{P})$ is a probability space and $T : \Omega \to \Omega$ ergodic. If $A_n(x) = A(T^n x)$, $n \in \mathbb{N}$, then by Birkhoff’s ergodic theorem the Cesaro mean $m$ becomes, $m = \mathbb{E}(\log|d_1(x)|)$. For an ergodic setup, we may hence replace the condition on finiteness of $m$ by $\mathbb{E}(\log|d_1(x)|) < \infty$.

(ii) Consider a bounded ergodic Jacobi operator, i.e.

$$(H_\omega \psi)_n := b(T^n \omega)\psi_n + a(T^n \omega)\psi_{n+1} + \overline{a}(T^{n-1} \omega)\psi_{n-1},$$

where $T$ is ergodic on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$, $a : \Omega \to \mathbb{C} \setminus \{0\}$, $b : \Omega \to \mathbb{R}$ are bounded random variables and $\mathbb{E}_\omega \log|a(\omega)| < \infty$.

In this case, above sequence $(A_n)_{n \in \mathbb{Z}}$ is the associated sequence of one-step transfer matrices,

$$A_n(E) = \frac{1}{a(T^n \omega)} \begin{pmatrix} b(T^n \omega) - E & -\overline{a}(T^{n-1} \omega) \\ a(T^n \omega) & 0 \end{pmatrix},$$

where $E \in \mathbb{R}$. Then, since $T$ is measure preserving, (i) implies $m = 0$.
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