Inter-Laboratory testing for high temperature power generation characteristics of a Ni-based alloy thermoelectric module
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ABSTRACT
Standardization of metrology for thermoelectric generator modules (TEM) is a necessary step towards an industrialization of thermoelectric applications. Unspecified uncertainty budgets of the widely used custom built characterization facilities seem insufficient to validate technological developments, industrial benchmarks or allow sound conclusions in scientific studies. Particularly, works on high-temperature TEM have to be supported by suitable characterization techniques. This shall accelerate progress towards product releases for thermoelectric energy conversion. In this article we report on a Ni-based alloy TEM which was developed at the National Institute of Advanced Industrial Science and Technology (AIST) as a prospective standard reference TEM. Comparative measurements at AIST and the German Aerospace Center (DLR) demonstrate the high repeatability and precision of custom-built TEM characterization facilities at AIST and DLR. Tests at elevated temperatures up to 773 K hot side temperature and 450 K temperature difference revealed excellent accordence of electric measurands with a standard deviation < 0.3% for the open circuit voltage and < 0.85% for electric resistance and maximum power output. Deviations of the heat flow measurement of up to 7.22% arise from individual uncertainties of the employed characterization methods and point to the importance of standardization for TEM metrology.
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1. INTRODUCTION

There is a lot of thermal energy wasted in terms of heat into the atmosphere day-to-day life. Recently, there has been paid much attention to the development of thermoelectric power generation technology, which can directly convert the wasted thermal energy into useful electrical power. This technology could play a crucial role in energy harvesting and limit the climate change through CO₂ reduction\(^\text{[1]}\). Thermoelectric generators (TEG) contain one or several thermoelectric generator modules (TEM) to convert heat into electric energy. A TEM is constructed from a variable number of thermocouples (p- and n-type legs) which are electrically connected in series by metallic bridges. A thermocouple operates under a temperature difference between a heat source and a heat sink and generates a thermovoltage at its terminals due to the Seebeck effect\(^\text{[2]}\). Beside mostly used planar types\(^\text{[7]}\), TEM can be likewise constructed as cylindrical devices\(^\text{[9]}\) in order to allow an easier installation on pipe-shaped heat reservoirs. A maximization of TEM performance can be achieved by application of functionally segmented\(^\text{[11]}\) or graded\(^\text{[13]}\) thermocouples or by application of cascaded\(^\text{[15]}\) TEMs. The latter approaches target for the use of optimized materials with respect to a present temperature interval along the heat transmission path between a heat source and heat sink, which effectively allows for a better exploitation of the overall temperature differential and a maximization of the conversion efficiency. The efficiency \(\eta\) of a TEM is defined as the ratio between electric power output \(P\) and the incident heat flow at the hot side of a TEM \(Q_{in}\). Due to energy conservation, \(\eta\) can also be expressed as the ratio between \(P\) and the sum of \(P\) and \(Q_{Out}\) which is the released heat flow at the cold side of the TEM.

\[
\eta = \frac{P}{Q_{in}} = \frac{P}{P + Q_{Out}} \tag{1}
\]

As for any other heat engine the Carnot efficiency \(\eta_C = (T_H - T_C)/T_H\) which is a function of the hot side temperature \(T_H\) and cold side temperature \(T_C\), limits the maximum efficiency \(\eta_{MAX}\) of a TEM\(^\text{[17]}\).

\[
\eta_{MAX} = \frac{T_H - T_C}{T_H \sqrt{1 + ZT_{avg}}} \frac{1}{1 + ZT_{avg}} + \frac{T_C}{T_H} \tag{2}
\]

Practically, the physical properties of the thermoelectric materials together with further properties of the module affect \(\eta_{MAX}\) by the module’s figure of merit \(ZT_{avg}\). For a single TEM \(ZT_{avg} = S^2/(\alpha R_c K)\) where \(S, K, R_c\) are effective values of the Seebeck coefficient, the thermal conductance, the electric resistance of the module, respectively, and \(T_{avg}\) as the mean temperature. Due to the interrelation of the temperature dependent material and system properties a maximization of the conversion efficiency requires usually comprehensive simulations in order to identify an optimized device design. Several works described appropriate methods and design tools to guide developers in this tasks\(^\text{[18]}\). Established Bi\(_2\)Te\(_3\)-based TEM can be ruled out for applications at elevated temperatures above 300 °C due to their limited temperature stability. The recent focus of international research on high temperature thermoelectric (TE) materials and contacting technologies for TEM integration resulted in the demonstration of various prototypes\(^\text{[25]}\) and releases of small batch production by industries\(^\text{[32]}\). Decent technological maturity was shown for many thermoelectric material classes yielding TEM efficiencies of 8.9% for nanostructured half-Heusler module\(^\text{[36]}\), 12% for segmented Bi\(_2\)Te\(_3\)/skutterudite module\(^\text{[37]}\), 11% and 12% for segmented- and cascaded-Bi\(_2\)Te\(_3\)/nanostructured PbTe module, respectively\(^\text{[38]}\).
Regardless of the type of characterization technique, the reliable specification of TEM efficiency remains still challenging due to missing guidelines for characterization protocols and standards of corresponding testing methods. Reference samples, which are still missing in the field of TEM metrology, represent a common and most effective way to set uncertainty budgets of widely used comparative measurement techniques.

In this work, we first introduce measurement facilities which are developed and operated at the German Aerospace Center (DLR) and the National Institute of Advanced Industrial Science and Technology (AIST), Japan. A Ni-based alloy module is introduced briefly, which was developed as a prospective standard reference sample[40]. Reference methods for the determination of heat flow are involved along with an absolute method to test this TEM. The suitability of the Ni-based alloy module as a reference for future metrological standard is demonstrated by the interlaboratory tests, which confirms the reproducibility and stability of thermoelectric power generation characteristics.

2. MODULE CHARACTERIZATION TECHNIQUES

TEM characterization covers determination of electric, thermal, and thermoelectric properties which have to be measured under variable installation and operation conditions. The two main approaches such as Harman method and steady state method have been used for the thermoelectric module characterization[41][42]. This article focuses on steady state methods only which involve a direct measurement of the heat flow by means of reference and absolute techniques.

After temperature stabilization the \( T_H \) and \( T_C \) can be measured either by a single or multiple temperature sensors placed in the direct vicinity of the TEM, or by an extrapolation from discretely localized temperature sensors in the direction of heat flow within the heat transfer blocks at both sides of the TEM. The open circuit voltage \( V_0 \) can be measured after temperature stabilization.

\[
V_0 = N \cdot S_{\text{eff}} \cdot \Delta T = N \cdot S_{\text{eff}} \cdot (T_H - T_C)
\]  

(3)

The effective Seebeck coefficient \( S_{\text{eff}} \) can be calculated using \( N \), the number of installed thermocouples within the TEM, and the temperature difference across the TEM \( \Delta T = T_H - T_C \).

\[
S_{\text{eff}} = \frac{V_0}{N \cdot (T_H - T_C)}
\]  

(4)

The heat flow \( \dot{Q} \) can be calculated using the one-dimensional Fourier’s law from the temperature difference \( \Delta T_{M} \) within a heat flow meter (HFM)

\[
\dot{Q} = -A_M \cdot \kappa_M \cdot \frac{\Delta T_M}{l_M}
\]  

(5)

with \( \kappa_M \), \( A_M \) and \( l_M \) as the thermal conductivity, the cross sectional area and the length of the HFM section, which is equipped with temperature sensors. The heat flow can be measured alternatively by means of an absolute method. This technique is based on a guarded hot plate (GHP)[43][44][45][46] which is a metering heater surrounded by actively controlled guard heaters. The heat flow through the TEM is determined by measurement of the liberated Joule heat in the GHP which can be obtained from measurements of the electric current flow through the GHP \( I_{\text{GHP}} \) and the voltage drop \( V_{\text{GHP}} \).
The thermal conductance $K$ of the TEM can be defined for open circuit conditions ($I = 0$) by the ratio between $Q = Q_{\text{out}} = Q_{\text{in}} \bigg|_{I=0}$ and $\Delta T$. It has to be noted that $K$ includes the contribution of the heat transfer coefficients between the TEM and the heat exchanging components within the measuring section.

$$K = \frac{\dot{Q}}{\Delta T}$$

The determination of further TEM properties requires an electric direct current (DC) flow through the TEM. This can be accomplished by means of an electronic load or passive resistor network, which has to be connected to the terminals of the TEM. Typically, the TEM current $I$ is varied from zero up to the short circuit case. Due to the Peltier effect every change of $I$ alters the heat flow through the TEM, which requires a sufficient stabilization time to reach thermal steady state for successive measurements again.

The power output of the TEM $P$ can be determined from concurrent measurements of $I$ and the terminal voltage $V$.

$$P = V \cdot I$$

The maximum power output can be determined from a polynomial approximation of the obtained power parabola (Figure 1). Figure 1 shows exemplary characterization results, which were obtained on a prototype of a Skutterudite-based TEM from DLR. As the maximum power output is given for the condition of impedance matching ($R_i = R_{\text{load}}$) $P_{\text{Max}}$ can be alternatively calculated from $V_0^*$ and $R_i$.

$$P_{\text{Max}} = \frac{V_0^{*2}}{4 \times R_i}$$

$V_0^*$ denotes the open circuit voltage, which is obtained under the equilibrium temperature conditions for $T_H$ and $T_C$ at optimum current flow for a maximum power output. Finally, the efficiency can be calculated from results of heat flow and the power output by means of equation (1). The maximum efficiency can be determined from a polynomial approximation of the current dependent TEM efficiency.
Figure 1: Measured power parabola curves of a high temperature TEM, which was tested at a constant $T_C = 323 \text{ K}$ and various hot side temperatures $T_H$ between $423 \text{ K}$ and $823 \text{ K}$. The temperatures relate to open circuit conditions.
3 THERMOELECTRIC MODULE CHARACTERIZATION FACILITIES AT AIST AND DLR

3.1 REFERENCE METHOD FOR HEAT FLOW DETERMINATION (AIST and DLR)

This section gives a brief survey on the custom-made TEM characterization facilities at AIST\textsuperscript{25,48} (Figure 2a) and DLR (Figure 2b)\textsuperscript{49} with respect to the applied techniques, construction of measuring sections, specific differences in the instrumentation and evaluation procedures which are relevant for the uncertainty of particular measurands.

Both facilities use oxygen-free copper heat exchangers and HFM with high thermal conductivity in order to improve the temperature homogeneity on the coupling faces at the hot and cold side of the TEM. After installation of the TEM, measuring sections at DLR are thermally dammed in order to decrease lateral heat losses, which impair the one-dimensionality of the heat flow and consequently the accuracy of measurements. However, at AIST the Ni-based alloy TEM is not thermally insulated, which is expected to have some influence on the heat flow (discussed in section 5.1). Figure 2c and Figure 2d shows the assemblies of the measuring sections and in case of Figure 2d prior to thermal damming.

![Figure 2](image)

**Figure 2:** TEM characterization facilities at AIST (a) and DLR (b). Measuring sections at AIST (c) and DLR (d) facilities with reference heat flow determination.

At AIST, a HFM with same cross section of the TEM was used at the cold side of the TEM, whereas a Cu block with same cross section was applied at the hot TEM side for thermal coupling towards the heater. Six Pt resistor thermometers with 1.05 mm diameter were placed in two horizontal layers at a vertical distance of 40 mm to measure the temperature drop $\Delta T_M$ along the cold side HFM. The temperatures $T_H$ and $T_C$ at the TEM are measured and controlled by two thermocouples (Type K, 1.05 mm diameter). These sensors are embedded within two AlN plates (30 x 30 x 2 mm$^3$), which are in direct contact on both sides of the TEM. A graphite foil (0.127 mm thick, Grafoil\textsuperscript{9}) was used for thermal coupling between the hot-side Cu block and the AlN ceramic plate as well as between this AlN ceramic plate and the hot side of the module. Thermal grease (KS-613, ShinÉtsu Silicone) was used for thermal coupling between the cold side of the module and the AlN ceramic plate as well as between this AlN ceramic plate and the cold side Cu HFM.
At DLR, a HF was used at the cold side of the TEM with the same cross section of the TEM. The hot side of the TEM is coupled to the heater by a truncated pyramid which has a height of 14 mm and a cross section of 30 x 30 mm² (TEM side) and 65 x 65 mm² (heater side), respectively. Three type-N thermocouples (0.5 mm diameter, Inconel sheath, 1N105/1000/MP/FM.N, Thermo Expert) are placed with a vertical distance of 2 mm within the pyramid to determine the temperature from an extrapolation towards the TEM coupling face. Similarly, in order to determine the temperature at the cold side of the TEM by extrapolation from the cold side HFM, five thermocouples (same type as used within the pyramid) are placed with a gradually decreasing vertical distance between 15 mm and 5 mm in the direction towards the TEM. These sensors are used also to measure the temperature drop along the cold side HFM for determination of the released heat flow at the cold side of the TEM. A 0.2 mm thick graphite foil (Dr. Fritsch Sondermaschinen GmbH) is used for thermal coupling between all parts of the measuring section (heater, pyramid, TEM, heat flow meter, cooling plate).

The error of the heat flow determination at AIST is estimated with ±3%. The error in the heat flow measurement is mainly due to the 2.5% uncertainty in the thermal conductivity of Cu block, which is calibrated using Standard Reference Materials of the National Institute of Standards and Technology (NIST SRM) pure electrolytic iron and partially due to the uncertainty in the temperature measured by Pt resistance thermometers. The uncertainty of the reference method at DLR was determined from repetitive measurements on a certified thermal reference material from the National Physical Laboratory (Inconel 600, NPL 2109), which yielded the derivation of the full uncertainty budget. The uncertainty of the heat flow measurement was determined in accordance to the “Guide to the expression of uncertainty in measurement” (GUM). The maximum combined uncertainty equals ±6.5% (k = 1) within the temperature range between 423 K and 823 K. The coverage probability, which is expressed by the coverage factor k, equals 68.27% in this case (for k = 1). A coverage probability of 95% is reached for k = 2, yielding u(Q) = ±13% (k = 2).

3.2 ABSOLUTE METHOD FOR HEAT FLOW DETERMINATION (DLR)

At DLR, absolute heat flow determination is based on a guarded hot plate (GHP). The GHP is a metering heater, which effectively transfers the measurement of the heat flow into an electric measurement of the consumed electrical power which is dissipated inside the heater as Joule heat. The metering heater is surrounded by guard heaters in order to establish ideally isothermal conditions to prevent side heat losses. The real conditions deviate from this ideal situation due to internal temperature gradients along the heat transmission path between the GHP and the TEM. This temperature gradient is a result of the heat flow, which is generated by the GHP, and the finite thermal conductivity of the used materials for heat transmission. The GHP is operated in a custom-made facility at DLR. Technically this facility is a duplicate of the facility described above except the GHP, its power supplies and PID multichannel temperature controllers. Figure 3 shows the GHP-based facility with the heater construction on top of the measuring section.
Figure 3: Facility at DLR for the characterization of TEM by means of an absolute method for heat flow determination (a). View into the measuring chamber with measuring section (b), with the thermal damming enclosing the measuring section being dismounted.

A thick film pyrolytic graphite heater enclosed in a boron nitride encapsulation (Boralectric®, TECTRA) is used as the GHP core element, the metering heater. The GHP is embedded within a Cu shell, for homogenization of temperature and heat flow. The lower surface of the shell is used for thermal coupling with the TEM sample or with the measuring section (Figure 4).

Investigations on the accuracy of the GHP-based heat flow determination were carried out using a certified thermal reference material (NPL 2109, Inconel600)\(^\text{[49]}\). The comparison to reference values in the temperature range between 423 K and 823 K revealed a deviation of the heat flow determination by the GHP of \( u(Q) < \pm 2.41\% (k = 2) \). This deviation is lower than the specified uncertainty of the thermal reference material which equals \( u(\varphi) = \pm 4.8\% (k = 2) \). Hence this uncertainty specification for the GHP is not meaningful. In order to determine the GHP uncertainty more reliably, the effective cross talk between the GHP and the guard heaters was determined by thermal detuning experiments. The data analysis yielded a resulting uncertainty of the heat flow determination by the GHP of \( u(Q) < \pm 0.75\% (k = 2) \) in the temperature range between 423 K and 823 K.
3.3 EVALUATION OF INTERNAL ELECTRICAL RESISTANCE

For both facilities at AIST and DLR, the TEM is connected to the electric measurement circuit in a four point scheme. Two leads are connected to the terminals of the TEM to conduct $I$. Close to this connection points two additional sensor cables are used to measure the terminal voltage $V$. This prevents the impact of electric contact resistances between the supplying leads and the TEM terminals on the measurement of $V$.

Rapid Steady State (RSS) method (DLR)

Evaluating the slope of the $I$-$V$ characteristic (black curve in Figure 5) gives access to the internal electric resistance $R_i$ of a TEM. Figure 5 shows an exemplary $I$-$V$ characteristic, which shall emphasize the appearance of such measurement curves only. These results have been obtained in DLR facility on the same prototype of a Skutterudite-based TEM, which was already introduced for the presentation of the typical appearance of the power parabola (Figure 1).

$$R_i^{SS} = \frac{V_1 - V_2}{I_1 - I_2}$$

(10)

However, the simple derivation $dV/dI$ according to equation (10) under steady state (SS) conditions leads to an overestimation of $R_i$ due to a decreasing open circuit voltage $V_0^*$, which is caused by the Peltier-induced reduction of the effective temperature difference $\Delta T$ across the TEM in presence of a direct current flow as a result of the limited thermal conductance of the heat transfer blocks when the heater and cooler temperatures are stabilized. This effect on a DC-based measurement of $R_i$ is mitigated in two ways at DLR. First, the original temperature difference (at $I = 0$) can be restored under current flow by adjustment of the temperature set points of the heater and the cooling device. This procedure needs additional stabilization time in order to reach thermal steady state conditions within the measuring section. Alternatively, the decreasing level of $V_0^*$ can be measured by a fast signal sampling during the switching event of $I$ ($I \rightarrow 0$). This technique is similar to the method, which was used by McCarty et al.\cite{52} and Mahajan et al.\cite{53}, who has called this approach earlier as the rapid steady state (RSS) method. After thermal stabilization under a constant $I$, the TEM circuit is opened. Analog to the Harman method for determination of $ZT_{avg}$\cite{41,42}, immediately after the switching event the response of the terminal voltage consists of an instantaneous step function due to the ceasing Ohmic voltage drop and a transient component, which is determined by the thermal relaxation process of the effective temperature difference. $V_0^*$ is measured by means of a fast signal sampling (2 kHz sampling frequency) of the terminal voltage $V$ during the switching event, which is repeated up to ten times in order to increase the accuracy by a static evaluation of the obtained voltage values. Determination of $V_0^*$ allows for a Peltier-corrected value of $R_i^{RSS}$, which can be calculated from measurements of $\Delta V_1$, $\Delta V_2$, and the corresponding current values $I_1$ and $I_2$, respectively (Figure 5).

$$\Delta V_1 = V|_{I_1 \rightarrow 0} - V|_{I = I_1}$$

$$\Delta V_2 = V|_{I_2 \rightarrow 0} - V|_{I = I_2}$$

$$R_i^{RSS} = \frac{\Delta V_1 - \Delta V_2}{I_1 - I_2}$$

(11)

Alternatively, the internal electric resistance can be measured likewise by application of a small alternating current (AC) signal and an evaluation using equation (10). The choice of a sufficiently high
frequency for the AC current excitation avoids the impact of the Peltier effect but requires additional measurement instrumentation, such as Lock-In amplifiers for the separation of the real part and the reactance of the measured impedance.

**AC resistance measurement (AIST)**

At AIST, AC resistance is measured by an inductance–capacitance–resistance (LCR) meter. The frequency of the signal is 1 kHz, but this AC signal does not affect the measurement of the power generation characteristics, which are DC phenomena. It should be noted that the AC resistance measured directly by the LCR meter is not the same as the resistance determined from the $I$-$V$ characteristics of the module. The DC resistance, calculated as the slope of the $I$–$V$ plot, inevitably includes the Peltier effect, meaning that the DC resistance is always larger than the AC resistance, the latter avoiding the Peltier effect.

![Figure 5](image_url)

**Figure 5:** The $I$-$V$ curve measured in DLR facility shows the TEM terminal voltage $V$ in dependence of the current flow $I$ (black curve) at fixed heater and cooler temperature. The Peltier effect causes a decreasing open circuit voltage $V_0^*$ (red curve) with increasing current flow as a result of the limited thermal conductance of the heat transfer blocks in series to the TEM (see Fig. 2).

### 4 NI-BASED REFERENCE MODULE

The use of p-type Ni$_{90}$Cr$_{10}$ (chromel) and n-type Cu$_{55}$Ni$_{45}$ (constantan) thermoelectric elements in TEM (Figure 6) for metrological purposes offers the advantage of an easy contacting and promises better functional and mechanical stability for the TEM. In order to increase the electric and thermal resistance of the legs, four holes with a diameter of 2 mm were drilled into every element, yielding a reduction of the effective density to 57.1%. The TEM was built from 8 pairs of p- and n-type legs on a Si$_3$Ni$_4$ substrate with dimensions of 28 mm x 28 mm x 0.32 mm. The integral thermal resistance of the Ni-based TEM equals $R_{th} = 6.16$ KW$^{-1}$ which matches with the value of usually tested samples. Thus, the heat flux at a certain temperature difference will fit to the appropriate interval in order to derive meaningful values for the accuracy of the applied testing method. Further
information on the Ni-based TEM including a comparison of measurement results obtained on two prototypes (with and without drilled holes within their legs) and corresponding FEM-simulations are reported in [40]. Note that a comparison of FEM simulations (without consideration of radiative heat transport inside the leg holes) and a measurement at $T_\text{H} = 773$ K revealed a heat flow difference of only 2 W (simulated: 71 W, measured 73 W)[40], which gives rise to the assumption that only a relative contribution of 1.46% of the overall heat flow is provided by radiation inside the holes.

**Figure 6**: Prototype of the Ni-based alloy thermoelectric generator module (a) and a single thermoelectric element (b).

A comparison of other thermoelectric properties of the used Ni-based alloys with those of usually applied TE materials within TEMs shows significant differences for the electric conductivity and the Seebeck coefficient, too. While the internal electric resistance is shifted to a representative level of a few tens of mΩ by the drilled leg holes (Figure 8), the Seebeck coefficient is not sensitive to any changes of the leg geometry. Consequently a reduced Seebeck coefficient will cause a measurement of lower thermovoltages, electric power output, and TEM efficiency, too. The corresponding effects on the reliability of future device calibrations by means of measurements on the Ni-based alloy TEM shall be discussed briefly at this point.

Generally, lower thermovoltages put higher requirements on the accuracy of the involved measurement instrumentation and the control of temperature differentials as the driving force for the generation of thermovoltages. If a low deviation is recognized for the low level of the specified thermovoltage of the Ni-based alloy TEM one can assume equal or even reduced uncertainty contributions during characterization of TEMs with high performance TE materials, which possess higher Seebeck coefficients and consequently generate higher thermovoltages. Consequently any observed measurement deviation in comparison to specified thermovoltage values of the Ni-based alloy TEM can be recognized as an upper uncertainty limit in first approximation. This is likewise true for the measurement of the electric power output, since the low thermovoltage of the Ni-based alloy TEM yields inevitably a significantly lowered current range, too. Any observed deviations for the low power output and the correspondingly low level of efficiency of the Ni-based alloy TEM represent upper limits for uncertainties during characterization of TEMs with better thermoelectric properties.

Due to the significantly lowered Seebeck coefficient special regard has to be paid to the impact of the reduced Peltier heat transport through the Ni-based alloy TEM. The lower the level of Peltier heat the lower the detuning of $V_0^*$ becomes in the course of variations of the electric current flow through a TEM (see section 3.3). Since the change of $V_0^*$ can be recognized as the fingerprint of the reduced temperature difference over the TEM, characterization of samples with better TE properties
might be exposed to an increased level of temperature detuning compared to calibration experiments with the use of the Ni-based alloy TEM. However, this still gives no rise to an insignificance of the underlying uncertainty for measurands like the internal electric resistance, power output and efficiency of high performant TEMs. If the significantly smaller temperature detuning and changes of $V_0^*$ are correctly measured on the Ni-based alloy TEM, users can assume similar or even lower uncertainties during characterization of high performant TEM, too.

5. MEASUREMENT RESULTS

After tests at AIST\cite{40} the TEM was send to DLR for characterization. Two measurements with intermediate re-installation of the TEM were performed at DLR (M04, M05) in order to compare with results from M01. Table 1 gives a survey of conducted measurements.

Table 1: Measurements on a Ni-based alloy TEM listed in chronological order. Thermal boundary conditions of every measurement are given, as well as information on intermediate re-installations of the TEM, used facilities, duration of stability tests, and the general purpose of each measurement.

| Measurement | Temperature Conditions [K] | Remarks / Reference |
|-------------|-----------------------------|---------------------|
| M01 – AIST  | $T_C = 323 / T_H = 473, 573, 673, 773$ | Initial full characterization (Figure S1) / \cite{40} |
| M02 – AIST  | $T_C = 323 / T_H = 773$ | Reproducibility study: 12 measurements with TEM re-installation / \cite{40} |
| M03 – AIST  | $T_C = 323 / T_H = 773$ | Stability study: 120 h total duration, Intermediate measurements after 5h / \cite{40} |
| M04 – DLR   | $T_C = 323 / T_H = 473, 573, 673, 773$ | Electric characterization: After shipping |
| M05 – DLR   | $T_C = 323 / T_H = 473, 573, 673, 773$ | Full characterization (Figure S1): TEM re-installed, absolute and reference heat flow measurement |

5.1 COMPARATIVE MEASUREMENTS AT AIST AND DLR

The data comparison between M01 (AIST) and M04 and M05 (DLR), respectively, allowed for a further verification of the module stability and a methodical assessment on similarities and differences of the measurement facilities and evaluation procedures. Despite individual means for thermal coupling of the TEM at AIST and DLR an excellent accordance of the open circuit voltage $V_0$ could be observed (Figure 7). The resulting standard deviation \( \sigma(V_0) \) remained below \~0.3% over the entire temperature range. This agreement is a strong argument for almost identical temperature conditions at the thermoelectric elements during all measurements. This indicates a high temperature homogeneity and equality of thermal transfer resistances at the TEM coupling, which reflects a high accuracy and comparability of the control of thermal and mechanical installation conditions. Secondly, the observed accordance indicates stable thermal transfer resistances between the Si$_3$Ni$_4$ substrate, the metallic bridges and the thermoelectric elements, which is in fact a proof of
the internal TEM contact quality and stability. Due to the dependence of $V_0$ on $S_{\text{eff}}$, the repeatability and accordance of $V_0$ data supports the conclusion of stable thermoelectric properties of the Ni-based alloys under the tested conditions, too.

Figure 7: Comparison of the open circuit voltage $V_0$ in dependence of the hot side temperature $T_H$, measured at AIST (M01) and DLR (M04, M05). The relative standard deviation $\sigma(V_0)$ was calculated for the temperature dependent mean value under consideration of all conducted measurements.

$R_i$ was determined at AIST from an evaluation of the steady state $I$-$V$ characteristics and secondly from an AC-based measurement by means of a small signal excitation. A comparison of these results (Figure 8a) confirms the overestimation of $R_i$ from a direct evaluation of the $I$-$V$ characteristic obtained under steady state conditions of a DC-based measurement on a TEM. This was described in [47] by an analytic expression for $V_0^*$ as a function of $I$ and the conductances of a dissipative coupling between the TEM and the heat baths. In contrast, AC-based resistance measurements cannot be influenced by the Peltier effect, if a sufficiently high frequency (1 kHz) is chosen. The corresponding results reflect a mean deviation of $\sim 8\%$ between the DC- and AC-based measurements of $R_i$ at AIST. It is worth to note, that the deviation stems from a reduced open circuit voltage due to a decreasing temperature difference in presence of a current-induced Peltier heat transport. The transported Peltier heat is directly proportional to the current flow and the effective Seebeck coefficient, which is considerably low for the Ni-based alloy TEM and equals $S_{\text{eff}} \sim 66 \, \mu V \, K^{-1}$ for a single thermocouple at a temperature difference of 450 K. Thus, the resulting deviation between DC- and AC-based measurements might even exceed 8% for TEM, which are built from typically applied high temperature TE materials, due to their higher $S_{\text{eff}}$. DLR results on $R_i$ are based on the RSS method, which reduces the impact of the Peltier effect. However, a calculation of the mean value from DLR and AC-based AIST results shows a moderate standard deviation $0.45\% < \sigma(R_i) < 0.85\%$ within the tested temperature range (Figure 8b). In view of the low value of $\sigma(V_0)$ the higher value of $\sigma(R_i)$ cannot stem from deviating temperature conditions only. One reason might be an under-correction of the Peltier impact by the applied RSS method at DLR due to a too slow signal sampling and related uncertainties of the determination of $V_0^*$. This assumption is indicated by the monotonous increase of $\sigma(R_i)$ with increasing $T_{H,0}$ which coincides with the increase of $S_{\text{eff}}$ and the thermal conductivity of the Ni-based alloys [40]. While the first yields an increase of the Peltier heat transport in general, the latter reduces the time constant of the thermal relaxation after switch-off of the electric current. However, considering the typical uncertainties of electric
measurements of the terminal voltage and the current flow through a TEM, the observed level for \( \sigma(R_i) \) can be still considered as an acceptable low value.

![Figure 8: Comparison of the internal electric resistance \( R_i \) in dependence of the hot side temperature \( T_H \) (a), measured at AIST (M01) and DLR (M04, M05). Results from AIST are based on an evaluation of the steady state \( I-V \) characteristic (DC – full black symbols) and data from an AC-based measurement (AC – blank black symbols). DLR results were obtained by means of the rapid steady state (RSS) method. The relative standard deviation \( \sigma(R_i) \) was calculated for the temperature dependent mean value leaving data from the DC measurement out of consideration (b).](image1)

Comparison of \( P_{\text{Max}} \) values measured at AIST and DLR is shown in Figure 9a. The mean deviation for \( P_{\text{Max}} \) equals 7.9% for DC- and AC-based measurements at AIST, which corresponds to the difference of measured \( R_i \) values. Neglecting again the DC-based evaluation of \( P_{\text{Max}} \), yields a reasonably low deviation to the outcome at DLR. The resulting standard deviation of the mean value was \( 0.65 < \sigma(P_{\text{Max}}) < 0.81\% \) (Figure 9b).

![Figure 9: Comparison of the maximum power output \( P_{\text{Max}} \) in dependence on the hot side temperature \( T_H \) (a), measured at AIST (M01) and DLR (M04, M05). Results from AIST are based on an evaluation of the \( I-V \) characteristic under consideration of \( R_i \) from a DC-based steady state measurement \( (R_i - \text{DC} / \text{full black symbols}) \) and an AC-based measurement \( (R_i - \text{AC} / \text{open black symbols}) \). DLR results were obtained from a fit of the power parabola \( P(I) \). The relative standard deviation \( \sigma(P_{\text{Max}}) \) was calculated for the temperature dependent mean value (b) disregarding DC-based steady state measurement of \( R_i \).](image2)

The highest deviation between the employed characterization methods was observed for the measurement of the heat flow. The standard deviation showed a monotonous increase with \( T_H \) and amounted to \( 3.73\% < \sigma(Q_{\text{Out}}) < 7.22\% \) (Figure 10a). The error bars in this figure correspond to the previously discussed uncertainties for heat flow determination of the respective characterization facilities. The uncertainties of the applied reference methods at AIST and DLR yield a hardly
overlapping confidence interval. As mentioned in section 3.1 that the TEM is thermally insulated to avoid the lateral heat losses during the heat flow measurement at DLR, whereas it is not in case of heat flow measurement at AIST. Therefore, radiation losses could be a possible reason for the discrepancy in the heat flow between AIST and DLR measurements. This is supported by the monotonous increase of deviation with increasing hot side temperature, since radiative heat transfer increases steadily as temperatures rise. A precise quantification of radiation losses and specification of resulting uncertainty contributions to the measurement of heat flow is not possible at the moment due to the lack of corresponding data. Future investigations have to be conducted on the radiation transport along the measuring sections in order to determine this elusive and parasitic effect on the heat flow measurement. However, note that the measurement data obtained at DLR by means of the reference and absolute method showed a reasonable accordance with a mean deviation of 1.5% over the entire temperature range, which reflects a general suitability to perform accurate measurements by means of both methods. The standard deviation of the maximum efficiency is mainly resulted from the deviation of $Q_{\text{out}}$, leading to the values of $3.6% < \sigma(\eta_{\text{Max}}) < 8.1\%$ (Figure 10b).

Figure 10: Comparison of the outgoing heat flow $Q_{\text{out}}$ (a) at maximum efficiency condition and the maximum efficiency $\eta_{\text{Max}}$ (b) in dependence of the hot side temperature $T_H$ measured at AIST (M01) and DLR (M05). Results from DLR show data obtained from the reference and absolute (GHP) method for heat flow determination. The relative standard deviations $\sigma(Q_{\text{out}})$ and $\sigma(\eta_{\text{Max}})$ were calculated for the temperature dependent mean values under consideration of all data.

6. CONCLUSION

A Ni-based alloy TEM, which was produced at AIST as a prospective reference sample for TEM metrology, was tested at AIST and DLR. The measurements were performed under nominally identical thermal and mechanical installation conditions but different media for thermal coupling of the TEM to the measuring head. Data comparison revealed excellent accordance of electric properties within the tested hot side temperature range of $473 K < T_H < 773 K$. The standard deviation of the open circuit voltage was within 0.3%, while for the electric resistance and the maximum power output the standard deviation did not exceed a value of 0.85%. The highest deviation was observed for the heat flow which reflects the continuing demand on standardization for TEM metrology. Comparison of a reference and an absolute measurement technique of heat flow measured at DLR revealed a reasonable deviation of 1.5%. Comparison between the reference method used at AIST and the outcome at DLR gave a maximum standard deviation of 7.22%. According to the requirements on the qualification of reference samples[54], additional
measurements are necessary to give proof of the batch homogeneity (repeatability of module properties) and the long and short time stability under application conditions. Furthermore thorough uncertainty analyses have to be provided in future for all measurands, too, in order to enable a distinction between metrological uncertainty contributions of the employed measurement facilities and possible changes on sample properties in the course long term stability investigations. Beforehand, the Ni-based alloy TEM gives a good possibility for a preliminary verification of measurement uncertainties and for the conduct of comparative measurement campaigns. This may pave the way for thermoelectric standardization in order to increase the confidence level of TEM metrology.
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