ADAPTIVE FEM FOR PARAMETER-ERRORS IN ELLIPTIC LINEAR-QUADRATIC PARAMETER ESTIMATION PROBLEMS
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ABSTRACT. We consider an elliptic linear-quadratic parameter estimation problem with a finite number of parameters. A novel a priori bound for the parameter error is proved and, based on this bound, an adaptive finite element method driven by an a posteriori error estimator is presented. Unlike prior results in the literature, our estimator, which is composed of standard energy error residual estimators for the state equation and suitable co-state problems, reflects the faster convergence of the parameter error compared to the (co)-state variables. We show optimal convergence rates of our method; in particular and unlike prior works, we prove that the estimator decreases with a rate that is the sum of the best approximation rates of the state and co-state variables. Experiments confirm that our method matches the convergence rate of the parameter error.

1. Introduction

Many applications from science and engineering employ PDE models with a finite number of physical parameters. As particular model problem, we look at a bounded Lipschitz domain $Ω ⊂ \mathbb{R}^d$ with polygonal boundary $Γ := ∂Ω$ for $d ∈ \mathbb{N}$ and consider

$$-\text{div}(A\nabla u(p)) = f(p) \quad \text{in} \quad Ω, \quad u(p) = 0 \quad \text{on} \quad Γ,$$

where $A(x) ∈ \mathbb{R}^{d×d}$ is a symmetric and uniformly positive definite matrix, and $f(p) ∈ H^{-1}(Ω) := H^1_0(Ω)'$ depends linearly on some finite dimensional parameter $p ∈ Q ⊆ \mathbb{R}^{n_Q}$ for some fixed $n_Q ∈ \mathbb{N}$. We suppose that the parameter set $Q$ is convex and closed.

The parameter $p$ for a particular application is typically unknown and usually determined by indirect measurements, e.g., thermal diffusion coefficients are determined by measuring temperatures of a sample at different locations. Mathematically, these measurements are modeled by a vector-valued measurement operator $G: H^1_0(Ω) → C := \mathbb{R}^{n_C}$ for $n_C ∈ \mathbb{N}$. A parameter $p^* ∈ Q$ is then chosen such that the simulated measurements $G(u(p^*))$ correspond to experimentally obtained measurements $G^* ∈ C$ in a least squares sense. In this regard, our parameter estimation problem can be viewed as a special case of an optimal control problem with finite dimensional control.

To approximate efficiently the state $u(p^*)$, adaptive finite element methods (AFEM), based on local mesh refinement, are an important tool, since they optimize computational effort for a given accuracy; see, e.g., [8, 18, 5, 20, 7, 9, 6]. Of particular interest are goal-oriented AFEMs, as they are able to achieve faster convergence if one is interested in functional values; see, e.g., [17, 1, 11].
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AFEMs have already been studied for numerical optimal control problems on several occasions. In [2, 12], adaptivity is driven by residual based a posteriori estimators for the energy norm \( \| \cdot \| \) of (co-)state variables, i.e.,

\[
\| p^* - p_H^* \|_Q + \| u(p^*) - u_H(p_H^*) \| + \| z(p^*) - z_H(p_H^*) \| \lesssim \eta_H(u_H(p_H^*)) + \zeta_H(z_H(p_H^*)),
\]

and optimality is shown with respect to these estimators. However, while the sum of the proposed estimators is an upper bound of the parameter error, its rate of convergence is typically slower than that of the parameter error. This issue is addressed in [16, 13] by replacing the energy norm \( \| \cdot \| \) by the \( L^2 \)-norm. Indeed, this improves the convergence rate to match that of the parameter error, but requires strong regularity assumptions to the co-state problem, thus essentially allowing only for convex domains. Other works (e.g., [3, 4]) focus on error estimators in the context of the dual-weighted residual method. While the estimators therein are experimentally confirmed to match the convergence rate of the parameter error, these works lack a rigorous convergence analysis.

In this work, we extend the ideas of [3, 4] and prove a priori and a posteriori error estimates for the parameter error alone, i.e.,

\[
\| p^* - p_H^* \|_Q \lesssim \left[ \sum_{i=0}^{n_Q} \| u_i - u_{H,i} \|^2 \right]^{1/2} \left[ \sum_{j=1}^{n_C} \| z_j - z_{H,j} \|^2 \right]^{1/2}
\lesssim \left[ \sum_{i=0}^{n_Q} \eta_{H,i}(u_{H,i})^2 \right]^{1/2} \left[ \sum_{j=1}^{n_C} \zeta_{H,j}(z_{H,j})^2 \right]^{1/2},
\]

where \( u_i \) and \( z_j \) are linked to the state and co-state problem, respectively, and \( \eta_{H,i} \) and \( \zeta_{H,j} \) are residual-type estimators for energy errors. Subsequently, this estimate is used to develop an AFEM driven by the a posteriori upper bound. Analogously to the dual-weighted residual estimator in [3, 4], we observe that the upper bound decays with the same rate as the parameter error. Moreover, we prove that our AFEM algorithm yields convergence with optimal algebraic rates under much weaker assumptions than those in [13, 16], bridging the gap between theory and practically observed convergence rates in our special situation. In particular, we stress that optimal convergence rates in (3) are generically quadratic when compared to the optimal rates in (2) due to the product structure of the right-hand side in (3) when compared to the additive structure in (2).

**1.1. Outline.** In Section 2, we give details of the problem formulation and its numerical solution, for which we employ a discretization by the finite element method (FEM). Error estimation as well as our adaptive algorithm are stated in Section 3, which also formulates our main results:

- we give a novel a priori estimate for the parameter error (Theorem 5);
- our estimator is a reliable upper bound of the parameter error (Theorem 8);
- our adaptive algorithm leads to linear convergence with optimal algebraic rates with respect to this estimator (Theorems 13 and 14).

The subsequent Sections 4 and 5 are dedicated to the proofs of our main results. Finally, we provide some numerical experiments in Section 6, which underline our theoretical results.
1.2. Notation. Throughout the paper, we use $a \lesssim b$ if there exists a constant $C > 0$ which is independent of the mesh-width such that $a \leq C b$. We write $a \simeq b$ if $a \lesssim b$ and $b \lesssim a$. The Euclidean norms on $Q$ and $C$ are denoted by $\| \cdot \|_Q$ and $\| \cdot \|_C$, respectively. Finally, for a function $J: H_1 \to H_2$ between Hilbert spaces $H_1, H_2$, we denote the gradient and Hessian of $J$ at $v \in H_1$ by $J'(v): H_1 \to H_2$ and $J''(v): H_1 \times H_1 \to H_2$, respectively.

2. Parameter estimation problem

2.1. Problem formulation. We consider the linear elliptic PDE problem (1) in weak formulation: For $p \in Q$, find $u(p) \in X := H^1_0(\Omega)$ such that 

$$a(u(p), v) := \int_{\Omega} A \nabla u(p) \cdot \nabla v \, dx = F_0(v) + b(p, v) \quad \text{for all } v \in X. \tag{4}$$

We suppose that $A$ is a piecewise constant and positive definite matrix and that there exist $f_i \in L^2(\Omega)$ as well as $f_i \in [L^2(\Omega)]^d$ for $i = 0, \ldots, n_Q$ such that 

$$F_0(v) = \int_\Omega f_0 v - f_0 \cdot \nabla v \, dx \quad \text{and} \quad b(p, v) = \sum_{i=1}^{n_Q} p_i \int_\Omega f_i v - f_i \cdot \nabla v \, dx \quad \text{for all } v \in X.$$ 

In particular, this implies that $b(\cdot, \cdot): Q \times X \to \mathbb{R}$ is linear in both arguments and that, for all $p \in Q$, $F_0, b(p, \cdot) \in X' = H^{-1}(\Omega)$ are linear and continuous functionals on $X$.

Under these assumptions, the Lax–Milgram theory implies that problem (4) has a unique solution $u(p) \in X$, which is called state (variable), for all parameters $p \in Q$.

Remark 1. We note that our analysis below readily extends to more general problems, where

$$a(u(p), v) = \int_{\Omega} A \nabla u(p) \cdot \nabla v + b \cdot \nabla u(p) v + c u(p) v \, dx,$$

and to mixed (inhomogeneous) Dirichlet / Neumann boundary data. For such problems, the obvious adaptations are to be made for solution theory and error estimation.

We suppose that, for all $i = 1, \ldots, n_C$, the components $G_i: X \to \mathbb{R}$ of the measurement operator $G: X \to C$ take the form

$$G_i(v) = \int_\Omega g_i v - g_i \cdot \nabla v \, dx \quad \text{for all } v \in X,$$

for some given $g_i \in L^2(\Omega)$ and $g_i \in [L^2(\Omega)]^d$.

We seek a parameter $p^* \in Q$ such that the modeled measurements $G(u(p^*))$ match the real measurements $G^*$ in some sense. To this end, we define the residual with respect to the parameter $p \in Q$ as $r(p) := G(u(p)) - G^* \in C$.

Allowing for an additional (regularization) constant $\alpha \geq 0$, we obtain the sought parameter as solution of the parameter problem

$$J(p) := \frac{1}{2} \| r(p) \|^2 + \frac{\alpha}{2} \| p \|^2_Q \to \min \quad \text{in } Q, \tag{5}$$

with the (regularized) least-squares functional $J$. Note that, due to $Q$ being a closed and convex set and $J$ being quadratic (due to linearity of the residual $r$), there exists a unique
minimizer of (5), which we call \( p^* \). In particular, the corresponding state \( u(p^*) \in \mathcal{X} \) also exists and is unique.

**Remark 2.** While the linear-quadratic parameter estimation problem (4)–(5) is interesting on its own account, we note that such problems also appear as linearization of nonlinear parameter estimation problems, e.g., in the course of a Gauss–Newton iteration. Nonlinear parameter estimation problems in the context of adaptive iterative linearized algorithms as presented, e.g., in [14] will be the subject of future work.

### 2.2. Solution components.

Due to the linearity of (4) with respect to the parameter \( p \), we can decompose the solution \( u(p) \) into components. To this end, we denote by \( e_i \in \mathbb{R}^{n_Q} \) the \( i \)-th unit vector and define

\[
\begin{align*}
    u_0 &\in \mathcal{X}: \quad a(u_0, v) = F_0(v) \quad \text{for all } v \in \mathcal{X}, \\
    u_i &\in \mathcal{X}: \quad a(u_i, v) = b(e_i, v) \quad \text{for all } v \in \mathcal{X}, \text{ and all } i = 1, \ldots, n_Q.
\end{align*}
\]

(6)

Considering the solution \( u(p) \) to (4) as a mapping \( u: Q \to \mathcal{X} \), we can compute the derivative \( u'(q) := u'(q)(p) \) is independent of the linearization point \( q \) and solves

\[
a(u'(p), v) = b(p, v) \quad \text{for all } v \in \mathcal{X}.
\]

(7)

Due to linearity of \( b(\cdot, \cdot) \) in both arguments and \( p = \sum_{i=1}^{n_Q} p_i e_i \), we have that

\[
\begin{align*}
    u(p) &= u_0 + \sum_{i=1}^{n_Q} p_i u_i, \\
    u'(p) &= \sum_{i=1}^{n_Q} p_i u_i.
\end{align*}
\]

(8)

### 2.3. Least squares system and solution.

By the assumptions on \( Q \) and quadraticity of \( J : Q \to \mathbb{R} \), the problem (5) is a convex optimization problem. The first-order necessary condition for the minimizer \( p^* \in \mathcal{Q} \) of (5) is

\[
J'(p^*)(p - p^*) \geq 0 \quad \text{for all } p \in Q.
\]

(9)

Since the least squares functional is quadratic, the Hessian \( J'' \in \mathbb{R}^{n_Q \times n_Q} \) is constant and, in particular, independent of the evaluation point. We assume that there exists a constant \( \kappa > 0 \) such that the second-order sufficient condition

\[
J''(p, p) \geq \kappa \| p \|^2_Q \quad \text{for all } p \in Q
\]

(10)

holds, i.e., that every solution to (9) is indeed a minimizer; see the general text [19] for existence and uniqueness of minimizers and Remark 3(ii) below for the role of \( \kappa \).

From linearity of the measurement functional \( G: \mathcal{X} \to \mathcal{C} \), we infer that \( G'(v)(u'(q)) = G(u'(q)) \) for all \( v \in \mathcal{X} \) and \( q \in Q \). Thus, it holds that

\[
\begin{align*}
J'[p^*](q) &= \langle r(p^*), r'[p^*](q) \rangle_{\mathcal{C}} + \langle \alpha, p^* \rangle_Q \\
&= \langle G(u(p^*)) - G^*, G(u(q)) \rangle_{\mathcal{C}} + \langle \alpha, p^* \rangle_Q.
\end{align*}
\]

(11)
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Defining $B \in \mathbb{R}^{n_Q \times nc}$ by $B_{ij} := G_j(u_i)$, we can use linearity in the last equation to obtain

$$J'[p^*](q) = \sum_{i,j=1}^{n_Q} \sum_{k=1}^{nc} \left[ (G_k(u_0) + p^*_i G_k(u_i) - G^*_k)(q_j G_k(u_j)) \right] + \alpha \langle p^*, q \rangle_Q$$

$$= q^T (BB^T + \alpha I) p^* + q^T B(G(u_0) - G^*). \quad (12)$$

From this representation, a solution to (9) can be computed, heeding the constraints induced by $Q$; see [19] for a comprehensive treatment of algorithms for such (possibly non-linear) numerical optimization problems.

**Remark 3.**

(i) For the unconstrained case $Q = \mathbb{R}^{n_Q}$, solving the optimality condition (9) simplifies to solving the (linear) least-squares system

$$(BB^T + \alpha I) p^* = B(G^* - G(u_0)). \quad (13)$$

(ii) From the explicit representation

$$J''(p, p) = p^T (BB^T + \alpha I) p,$$

one infers two sufficient conditions such that (10) holds: The first one is that the system matrix $BB^T$ has full rank, in which case $\alpha = 0$ is an admissible choice. In particular, this requires $nc \geq n_Q$, i.e., more measurements than parameters. The second condition is that $\alpha > 0$.

### 2.4. FEM discretization.

For a conforming triangulation $T_H$ of $\Omega \subset \mathbb{R}^d$ into compact simplices and a polynomial degree $k \geq 1$, let

$$X_H := \{ v_H \in H^1_0(\Omega) | \forall T \in T_H: v_H|_T \text{ is a polynomial of degree } \leq k \}.$$

To obtain a conforming finite element approximation $u(p) \approx u_H(p) \in X_H$ for $p \in Q$, we consider the Galerkin discretization of (4), which reads: Find $u_H(p)$ such that

$$a(u_H(p), v_H) = F_0(v_H) + b(p, v_H) \quad \text{ for all } v_H \in X_H.$$

Moreover, the functions $u_{H,0}, u_{H,i} \in X_H$ are defined analogously to (6), which is why (8) holds accordingly.

On $T_H$, an approximation of the continuous parameter $p^*$ can be obtained by minimizing a discretized version of the least-squares functional (5):

$$J_H(p) := \frac{1}{2} \| r_H(p) \|^2_Q + \frac{\alpha}{2} \| p \|^2_Q \quad \text{with} \quad r_H(p) := G(u_H(p)) - G^*.$$

(14)

The minimizer $p^*_H \in Q$ of the discrete least-squares functional satisfies

$$J_H[p^*_H](p - p^*_H) \geq 0 \quad \text{ for all } p \in Q. \quad (15)$$

We note that a discrete representation of (14) can be derived in complete analogy to (12), with $B_{H,ij} := G_j(u_{H,i})$. 
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2.5. Co-state components. In the following adaptive algorithm and its analysis we also need information about the measurement operators. To this end, we introduce the co-state components

\[ z_j \in \mathcal{X}: \quad a(v, z_j) = G_j(v) \quad \text{for all } v \in \mathcal{X}, \quad j = 1, \ldots, n \]  

(16)

and their discretizations \( z_{H,j} \in \mathcal{X}_H \).

To give a concise presentation of our analysis, we further define for \( p \in \mathcal{Q} \) the functions

\[ z(p) := \sum_{j=1}^{n_C} r_{H,j}(p) z_j \quad \text{and} \quad z_H(p) := \sum_{j=1}^{n_C} r_{H,j}(p) z_{H,j} \]

and note that they satisfy

\[ a(v, z(p)) = \langle r_H(p), G(v) \rangle_C \quad \text{for all } v \in \mathcal{X}, \]

\[ a(v_H, z_H(p)) = \langle r_H(p), G(v_H) \rangle_C \quad \text{for all } v_H \in \mathcal{X}_H. \]  

(17)

Taking the derivative of the last equations with respect to the parameter, we obtain

\[ a(v, z'(p)) = \langle G(u'_H(p)), G(v) \rangle_C \quad \text{for all } v \in \mathcal{X}, \]

\[ a(v_H, z'_H(p)) = \langle G(u'_H(p)), G(v_H) \rangle_C \quad \text{for all } v_H \in \mathcal{X}_H \]  

(18)

and note that the following identities hold:

\[ z'_H(p) = \sum_{j=1}^{n_C} G_j(u'_H(p)) z_j \quad \text{and} \quad z'_H(p) = \sum_{j=1}^{n_C} G_j(u'_H(p)) z_{H,j}. \]  

(19)

Remark 4. By considering the co-state components \( z_{H,j} \) from (16), the matrix entries \( B_{H,ij} \) can be computed by the \( n_Q \) state components \( u_{H,i} \), or the \( n_C \) co-state components \( z_{H,j} \) via

\[ B_{H,ij} = G_j(u_{H,i}) = a(u_{H,i}, z_j) = a(u_{H,i}, z_{H,j}) = b(e_i, z_{H,j}). \]  

(20)

Thus, for assembling \( B_H \), one can decide between computing state or co-state components. For our adaptive algorithm below, however, we need the state as well as the co-state components anyway to compute the necessary a posteriori estimators.

3. Adaptive algorithm and main results

3.1. A priori estimate. Our first main result is an a priori estimate for the parameter error. To the best of our knowledge, this is a novel result. Its proof is given in Section 4 below.

Theorem 5. There exists a constant \( C_Q > 0 \) such that

\[ \| p^* - p^*_H \|_Q \leq C_Q \left[ \sum_{i=0}^{n_Q} \| u_i - u_{H,i} \|_2^2 \right]^{1/2} \left[ \sum_{j=1}^{n_C} \| z_j - z_{H,j} \|_2^2 \right]^{1/2} \quad \text{for all } T_H \in \mathcal{T}. \]  

(21)

The constant \( C_Q \) depends only on \( Q, \Omega, G^*, \kappa, \alpha, \) and the data \( A, f_i, g_j, f_i, \) and \( g_j \).

Remark 6. The proof of the estimate (21) relies heavily on the linear dependence of the primal and dual solution on the parameter, as well as the finite dimension of \( Q \). Problems
which depend on the parameter in a nonlinear fashion are usually solved iteratively, such that the linearization in each step again depends linearly on the parameter. Thus, a result analogous to Theorem 5 might also hold in this case. For optimal control problems with \( \dim \mathcal{Q} = \infty \), however, it is not clear how to replace the components \( u_i \) and \( z_j \) as well as their discretizations in (21).

The estimate (21) is the fundamental result that allows to design the adaptive algorithm that is presented in the following sections.

3.2. Mesh refinement. Let \( \mathcal{T}_0 \) be a given conforming triangulation of \( \Omega \) which is admissible for \( d \geq 3 \) in the sense of [21]. For mesh refinement, we employ newest vertex bisection; see [5, 21, 15]. For each conforming triangulation \( \mathcal{T}_H \) and marked elements \( \mathcal{M}_H \subseteq \mathcal{T}_H \), let \( \mathcal{T}_h := \text{refine}(\mathcal{T}_H, \mathcal{M}_H) \) be the coarsest conforming triangulation where all \( T \in \mathcal{M}_H \) have been refined, i.e., \( \mathcal{M}_H \subseteq \mathcal{T}_H \setminus \mathcal{T}_h \). We write \( \mathcal{T}_h \in \mathcal{T}(\mathcal{T}_H) \), if \( \mathcal{T}_h \) results from \( \mathcal{T}_H \) by finitely many steps of refinement. To abbreviate notation, let \( \mathcal{T} := \mathcal{T}(\mathcal{T}_0) \). We note that there holds nestedness of finite element spaces, i.e., \( \mathcal{T}_h \in \mathcal{T}(\mathcal{T}_H) \) implies that \( \mathcal{X}_H \subseteq \mathcal{X}_h \).

We note that newest vertex bisection generates a family of shape-regular meshes, i.e., there exists a constant \( \gamma > 0 \) such that

\[
\sup_{T \in \mathcal{T}} \max_{T \in \mathcal{T}} \frac{\text{diam}(T)^d}{|T|} \leq \gamma < \infty.
\]

3.3. A posteriori error estimation. We consider standard residual error estimators, i.e., for \( \mathcal{T}_H \in \mathcal{T}, T \in \mathcal{T}_H, \) and \( v_H \in \mathcal{X}_H \) we define

\[
\eta_{H,i}(T, v_H)^2 := h_T^2 \| \partial_i f + (f + A\nabla v_H) \|_{L^2(T)}^2 + h_T \| [(f + A\nabla v_H) \cdot n] \|_{L^2(\partial T \cap \Omega)}^2,
\]

\[
\zeta_{H,j}(T, v_H)^2 := h_T^2 \| \partial_j g + (g + A\nabla v_H) \|_{L^2(T)}^2 + h_T \| [(g + A\nabla v_H) \cdot n] \|_{L^2(\partial T \cap \Omega)}^2,
\]

for all \( 0 \leq i \leq n_{\mathcal{Q}} \) and \( 1 \leq j \leq n_{\mathcal{C}} \), where \( h_T := |T|^{1/d} \) and \( [\cdot] \) is the jump across element boundaries. For a subset \( \mathcal{U}_H \subseteq \mathcal{T}_H \), we further define

\[
\eta_{H,i}(\mathcal{U}_H, v_H)^2 := \sum_{T \in \mathcal{U}_H} \eta_{H,i}(T, v_H)^2, \quad \zeta_{H,j}(\mathcal{U}_H, v_H)^2 := \sum_{T \in \mathcal{U}_H} \zeta_{H,j}(T, v_H)^2,
\]

and we abbreviate

\[
\eta_{H,i}(v_H) := \eta_{H,i}(\mathcal{T}_H, v_H), \quad \eta_{H,i}(\mathcal{U}_H) := \eta_{H,i}(\mathcal{U}_H, u_{H,i}), \quad \eta_{H,i} := \eta_{H,i}(\mathcal{T}_H),
\]

\[
\zeta_{H,j}(v_H) := \zeta_{H,j}(\mathcal{T}_H, v_H), \quad \zeta_{H,j}(\mathcal{U}_H) := \zeta_{H,j}(\mathcal{U}_H, z_{H,j}), \quad \zeta_{H,j} := \zeta_{H,j}(\mathcal{T}_H).
\]

It is well-known that, in our setting, these estimators satisfy the so-called axioms of adaptivity; see, e.g., [6].

**Proposition 7.** There exist constants \( C_{\text{stab}}, C_{\text{rel}}, C_{\text{drel}} > 0 \) and \( 0 < q_{\text{rel}} < 1 \) such that for all \( \mathcal{T}_H \in \mathcal{T}(\mathcal{T}_0), \mathcal{T}_h \in \mathcal{T}(\mathcal{T}_H), 0 \leq i \leq n_{\mathcal{Q}}, \) and \( 1 \leq j \leq n_{\mathcal{C}} \) the residual error estimators satisfy the following properties:

(A1) **Stability:** For all \( v_h \in \mathcal{X}_h, v_H \in \mathcal{X}_H, \) and \( \mathcal{U}_H \subseteq \mathcal{T}_h \cap \mathcal{T}_H, \) it holds that

\[
\left| \eta_{H,i}(\mathcal{U}_H, v_h) - \eta_{H,i}(\mathcal{U}_H, v_H) \right| + \left| \zeta_{H,j}(\mathcal{U}_H, v_h) - \zeta_{H,j}(\mathcal{U}_H, v_H) \right| \leq C_{\text{stab}} \| v_h - v_H \|.
\]
(A2) Reduction: For all \( v_H \in X_H \), it holds that
\[
\eta_{q,i}(\mathcal{T}_h \setminus \mathcal{T}_H; v_H) \leq \eta_{\text{red}} \eta_{h,i}(\mathcal{T}_h \setminus \mathcal{T}_H; v_H) \quad \text{and} \quad \zeta_{h,j}(\mathcal{T}_h \setminus \mathcal{T}_H; v_H) \leq \eta_{\text{red}} \zeta_{h,j}(\mathcal{T}_h \setminus \mathcal{T}_H; v_H).
\]

(A3) Reliability: The state and co-state components \( u_{h,i}, z_{h,j} \in X_h \) satisfy that a suitable combination of error estimators of the components is indeed an upper bound to the parameter error. Our estimate in Remark 9.

(A4) Discrete reliability: The components \( u_{h,i}, z_{h,j} \in X_h \) and \( u_{h,i}, z_{h,j} \in X_h \) satisfy that a suitable combination of error estimators of the components is indeed an upper bound to the parameter error.

Together with our a priori estimate Theorem 5, reliability (A3) immediately implies that a suitable combination of error estimators of the components is indeed an upper bound to the parameter error.

Theorem 8. With the constant \( C_\mathcal{Q} > 0 \) from Theorem 5, there holds
\[
\|p^* - p_H^*\|_{\mathcal{Q}} \leq C_\text{rel} C_\mathcal{Q} \left[ \sum_{i=0}^{n_\mathcal{Q}} \eta_{H,i}^2 \right]^{1/2} \left[ \sum_{j=1}^{n_\mathcal{C}} \zeta_{H,j}^2 \right]^{1/2} \quad \text{for all } \mathcal{T}_H \in \mathcal{T}.
\]

Remark 9. The usual (residual) a posteriori estimate for optimal control problems in the literature is an upper bound for the sum
\[
\|p^* - p_H^*\|_{\mathcal{Q}} + \|u(p_H^* - u_H^*)\| + \|z(p_H^* - z_H^*)\|.
\]

Since the error in the parameter can be expected to be of higher order than that of the state and the co-state variable, such an estimate is sub-optimal with respect to the parameter error. Our estimate in (42) neatly exploits the finite dimension of \( \mathcal{Q} \) to gain two advantages:

- it shows an improved rate of convergence compared to the usual estimator for the sum above (see the numerical experiments in Section 6);
- it does not use \( p_H^* \), so that its (possibly costly) computation can be avoided, if one is only interested in an a posteriori estimate. For instance, one can improve the mesh by use of Algorithm A below until the upper bound in (24) is sufficiently small. Then, \( p_H^* \) is only computed once for the final mesh.

3.4. Adaptive algorithm. Once Theorem 8 provides an error estimator for the parameter error on a mesh \( \mathcal{T}_H \in \mathcal{T} \) involving only (co-)state components, we can define weighted refinement indicators in the spirit of [1]:
\[
\varrho_H(T)^2 := \left[ \sum_{i=0}^{n_\mathcal{Q}} \eta_{H,i}^2 \right] \left[ \sum_{j=1}^{n_\mathcal{C}} \zeta_{H,j}(T)^2 \right] + \left[ \sum_{i=0}^{n_\mathcal{Q}} \eta_{H,i}(T)^2 \right] \left[ \sum_{j=1}^{n_\mathcal{C}} \zeta_{H,j}^2 \right].
\]

For a subset \( \mathcal{U}_H \subseteq \mathcal{T}_H \), we again define \( \varrho_H(\mathcal{U}_H)^2 := \sum_{T \in \mathcal{U}_H} \varrho_H(T)^2 \) and \( \varrho_H := \varrho_H(\mathcal{T}_H) \).

This allows us to devise an adaptive algorithm for the parameter estimation problem.

Algorithm A. Input: Initial triangulation \( \mathcal{T}_0 \), marking parameter \( \theta \in (0, 1] \).
For \( \ell = 0, 1, 2, \ldots \), do

(i) Compute \( u_{\ell,i} \) and \( z_{\ell,j} \) for \( i = 0, \ldots, n_\mathcal{Q} \) and \( j = 1, \ldots, n_\mathcal{C} \).
(ii) Compute refinement indicators $\varrho_\ell(T)$.
(iii) Find a minimal set $\mathcal{M}_\ell \subseteq T_\ell$ of elements such that $\varrho_\ell(\mathcal{M}_\ell)^2 \geq \theta \varrho_\ell^2$.
(iv) Compute $T_{\ell+1} := \text{refine}(T_\ell, \mathcal{M}_\ell)$.

**Output:** Sequence of triangulations $(T_\ell)_\ell$, components $(u_\ell,i)_\ell$, $(z_\ell,j)_\ell$, and corresponding error estimators.

**Remark 10.** We note that the proposed weighted error estimator (25) satisfies
\begin{equation}
\varrho_\ell^2 = 2 \left[ \sum_{i=0}^{n_Q} \eta_{H,i}^2 \right] \left[ \sum_{j=1}^{n_C} \zeta_{H,j}^2 \right],
\end{equation}
which is essentially the square of the upper bound of the parameter error (24) from Theorem 8. Thus, by proving convergence (with optimal rates) of Algorithm A with respect to the weighted estimator $\varrho_H$, we can draw the same conclusion for the parameter error.

**Remark 11.** Note that computing the parameter $p^*_{H\ell}$ from (15) can involve high computational effort, depending on the precise constraints imposed by $Q$. For this reason, we stress that Algorithm A relies only on the unweighted (co-)state components $u_{H,i}$ and $z_{H,j}$ for error estimation and refinement in each step. Therefore, $p^*_{H\ell}$ will only be computed once, namely when the upper bound in (24) for $T_H = T_\ell$ is sufficiently small and, hence, Algorithm A is terminated for this step $\ell$.

**Remark 12.** Instead of the weighted marking strategy in Algorithm A(iii), the marking strategies from [11] and the seminal work [17] can also be used in our analysis below. Both strategies first find minimal sets $\mathcal{M}^u_\ell$ and $\mathcal{M}^z_\ell$ that satisfy
\begin{align*}
\theta \sum_{i=0}^{n_Q} \eta_{H,i}^2 \leq \sum_{i=0}^{n_Q} \eta_{H,i}(\mathcal{M}^u_\ell)^2 \quad \text{and} \\
\theta \sum_{j=1}^{n_C} \zeta_{H,j}^2 \leq \sum_{j=1}^{n_C} \zeta_{H,j}(\mathcal{M}^z_\ell)^2,
\end{align*}
respectively. The set of marked elements is then defined as suitable subset $\mathcal{M}_\ell \subseteq \mathcal{M}^u_\ell \cup \mathcal{M}^z_\ell$ with $\#\mathcal{M}_\ell \leq C_{\text{mark}} \min\{\#\mathcal{M}^u_\ell, \#\mathcal{M}^z_\ell\}$, where $C_{\text{mark}} = 1$ in [17] and $C_{\text{mark}} = 2$ in [11]. In particular, the minimality assumption to $\mathcal{M}_\ell$, $\mathcal{M}^u_\ell$, and $\mathcal{M}^z_\ell$ can be weakened to only hold up to an arbitrary but fixed factor greater than 1; see [11].

**3.5. Convergence of Algorithm A.** Our second main result concerns linear convergence of the error estimator.

**Theorem 13.** Suppose $0 < \theta \leq 1$. Then, Algorithm A satisfies linear convergence
\begin{equation}
\varrho_{\ell+n} \leq C_{\text{lin}} q_{\text{lin}}^n \varrho_\ell \quad \text{for all } \ell, n \in \mathbb{N}_0.
\end{equation}
The constants $C_{\text{lin}} > 0$ and $0 < q_{\text{lin}} < 1$ depend only on $C_{\text{stab}}$, $q_{\text{red}}$, $C_{\text{rel}}$, and the (arbitrary) adaptivity parameter $0 < \theta \leq 1$.

For our last main result, linear convergence of the error estimator $\varrho_\ell$ with optimal algebraic rates, we introduce so-called approximation classes. Given $N \in \mathbb{N}_0$, let $T(N)$
be the set of all $T_H \in \mathbb{T}$ with $\#T_H - \#T_0 \leq N$. For all $r > 0$, we define
\[
\|u_i\|_{A_r} := \sup_{N \in {\mathbb{N}_0}} (N + 1)^r \min_{T_{opt} \in \mathbb{T}(N)} \eta_{opt,i}(u_{opt,i}) \in [0, \infty], \quad \text{for } 0 \leq i \leq n_Q,
\]
\[
\|z_j\|_{A_r} := \sup_{N \in {\mathbb{N}_0}} (N + 1)^r \min_{T_{opt} \in \mathbb{T}(N)} \zeta_{opt,j}(z_{opt,j}) \in [0, \infty], \quad \text{for } 1 \leq j \leq n_C.
\]
By definition, e.g., $\|u_i\|_{A_r} < \infty$ yields that $\eta_{opt,i}(u_{opt,i})$ decays at least with algebraic rate $r > 0$ along a sequence of optimal meshes. The following theorem states that any possible overall rate for the upper bound of (24) will indeed be realized by Algorithm A.

**Theorem 14.** Let $0 < \theta < \theta_{opt} := (1 + C_{stab}^2 C_{drel}^2)^{-1}$. Let $s_i, t_j > 0$ with
\[
\sum_{i=0}^{n_Q} \|u_i\|_{A_{s_i}}^2 + \sum_{j=1}^{n_C} \|z_j\|_{A_{t_j}}^2 < \infty.
\]
Then, there exists a constant $C_{opt} > 0$ such that for all $\ell \in {\mathbb{N}_0}$ there holds that
\[
g_{\ell} \leq C_{opt} \left[ \sum_{i=0}^{n_Q} \|u_i\|_{A_{s_i}}^2 \right]^{1/2} \left[ \sum_{j=1}^{n_C} \|z_j\|_{A_{t_j}}^2 \right]^{1/2} \left( \#T_{\ell} - \#T_0 \right)^{-\beta},
\]
where $\beta := \min\{s_i \mid 0 \leq i \leq n_Q\} + \min\{t_j \mid 1 \leq j \leq n_C\}$. The constant $C_{opt}$ depends only on $C_{cls}$, $C_{stab}$, $q_{red}$, $C_{rel}$, $C_{drel}$, $\theta$, $n_Q$, $n_C$, $s_i$, and $t_j$.

**Remark 15.** Note that our adaptive algorithm drives down only the upper bound of the parameter error with optimal rates and not the parameter error itself. However, in general, one cannot expect to obtain a rate higher than $\min\{s_i \mid 0 \leq i \leq n_Q\} + \min\{t_j \mid 1 \leq j \leq n_C\}$ for the parameter error. This is due to the fact that the assembly of the matrix entries $B_{\ell,ij}$, which are needed to compute $p_\ell^*$, uses all state or co-state components and thus its accuracy is constricted by their respective minimal rate.

**Remark 16.** Theorem 14 holds true for all mesh refinement strategies as long as there hold the son estimate
\[
\#(T_H \setminus T_h) + \#T_H \leq \#T_h \quad \text{for all } T_H \in \mathbb{T} \text{ and all } T_h \in \mathbb{T}(T_H), \tag{30}
\]
the overlay estimate
\[
\#(T_H \oplus T_h) \leq \#T_H + \#T_h - \#T_0, \quad \text{for all } T_H \in \mathbb{T} \text{ and all } T_h \in \mathbb{T}(T_H), \tag{31}
\]
and the closure estimate (with constant $C_{cls} > 0$)
\[
\#T_{\ell} - \#T_0 \leq C_{cls} \sum_{j=0}^{\ell-1} \#M_j \quad \text{for all } \ell \in \mathbb{N}, \tag{32}
\]
as well as the axioms (A1)-(A4); see [6]. In this sense, the present analysis is indeed independent of newest vertex bisection.
Lemma 17. There exists a constant $C_A > 0$ such that, for all $T_H \in \mathbb{T}$,
\begin{align}
\|u_{H,i}\| &\leq \|u_i\| \leq C_A \left[\|f_i\|_{L^2(\Omega)} + \|f_i\|_{L^2(\Omega)}\right] \quad \text{for all } 0 \leq i \leq n_Q, \\
\|z_{H,j}\| &\leq \|z_j\| \leq C_A \left[\|g_j\|_{L^2(\Omega)} + \|g_j\|_{L^2(\Omega)}\right] \quad \text{for all } 1 \leq j \leq n_C.
\end{align}
(33)
The constant $C_A$ depends only on $A$ and $\Omega$.
\[\square\]

Since $u'(p)$, $z'(p)$, and their discrete counterparts depend linearly on the parameter, we can use the a priori bounds to split parameters and component errors.

Lemma 18. There exists a constant $C > 0$ such that, for all $p \in Q$,
\begin{align}
\|u'(p) - u'_H(p)\| &\leq \|p\|_Q \left[\sum_{i=1}^{n_Q} \|u_i - u_{H,i}\|^2\right]^{1/2}, \\
\|z'(p) - z'_H(p)\| &\leq C \|p\|_Q \left[\sum_{j=1}^{n_C} \|z_j - z_{H,j}\|^2\right]^{1/2}.
\end{align}
(34)
The constant $C$ depends only on $\Omega$ as well as the data $A$, $f_i$, $g_j$, $f_i$, and $g_j$.

Proof. Let $p \in Q$. With the representation (8), the triangle inequality, and the Cauchy–Schwarz inequality, we obtain the first inequality of (34) by
\[\|u'(p) - u'_H(p)\| \leq \sum_{i=1}^{n_Q} \|p_i\|_Q \|u_i - u_{H,i}\| \leq \|p\|_Q \left[\sum_{i=1}^{n_Q} \|u_i - u_{H,i}\|^2\right]^{1/2}.\]
The same arguments, together with a priori bounds for $u_{H,i}$, can be used to show that
\[\|u'_H(p)\| \leq \|p\|_Q \left[\sum_{i=1}^{n_Q} \|u_{H,i}\|^2\right]^{1/2} \leq \|p\|_Q C_A \left[\sum_{i=1}^{n_Q} (\|f_i\|_{L^2(\Omega)} + \|f_i\|_{L^2(\Omega)})^2\right]^{1/2}.\]
(35)
For the second inequality in (34), we can again employ the triangle inequality. Together with continuity of the measurement functionals $G_j$, which depend only on $g_j$ and $g_j$, and (35) this leads to
\[\|z'(p) - z'_H(p)\| \leq \sum_{j=1}^{n_C} |G_j(u'_H(p))| \|z_j - z_{H,j}\| \leq \|G(u'_H(p))\|_C \left[\sum_{j=1}^{n_C} \|z_j - z_{H,j}\|^2\right]^{1/2} \leq \|p\|_Q \left[\sum_{j=1}^{n_C} \|z_j - z_{H,j}\|^2\right]^{1/2}.\]

This concludes the proof.
\[\square\]

Lemma 19. There exists a constant $C_* > 0$ such that, for all $T_H \in \mathbb{T}$,
\[\|p\|_Q \leq C_* \quad \text{and} \quad \|p'_{H}\|_Q \leq C_*.\]
(36)
The constant $C_\ast$ depends only on $\alpha$, $G^\ast$, $\Omega$, $\kappa$, $\min \{ \| q \|_Q \mid q \in Q \}$, and the data $A$, $f_i$, $g_j$, $f_i$, and $g_j$.

**Proof.** We first define $C := \min \{ \| q \|_Q \mid q \in Q \}$ and choose $p \in Q$ such that $p_Q = C$ (such a choice exists since $Q$ is closed and convex). From the first and second order optimality condition, (9) and (10), and the explicit form of $J'$ in (12), we have that

$$\kappa \| p^\ast \|^2_Q \leq J''(p^\ast, p^\ast) = (p^\ast)^\top (BB^\top + \alpha I) p^\ast = J'[p^\ast] - (p^\ast)^\top B(G(u_0) - G^\ast) \leq J'[p^\ast] - (p^\ast)^\top B(G(u_0) - G^\ast) = J'[p^\ast] - (p^\ast)^\top B(G(u_0) - G^\ast).$$

We denote by $\| \cdot \|_{L(Q)}$ the natural matrix norm induced by the Euclidean norm $\| \cdot \|_Q$, i.e., the spectral norm. Using the Cauchy–Schwarz inequality together with $\| p \|_Q = C$, we see that

$$\kappa \| p^\ast \|^2_Q \leq \| p^\ast \|_Q (C \| BB^\top + \alpha I \|_{L(Q)} + \| B(G(u_0) - G^\ast) \|_Q) + C \| B(G(u_0) - G^\ast) \|_Q.$$ 

In the case $\| p^\ast \|_Q < 1$, there already holds the first inequality of (36) with $C_\ast = 1$. In the case $\| p^\ast \|_Q \geq 1$, we can divide by $\kappa \| p^\ast \| \geq 1$ and further estimate the last inequality by

$$\| p^\ast \|_Q \leq \kappa^{-1} (C \| BB^\top + \alpha I \|_{L(Q)} + (1 + C) \| B(G(u_0) + G^\ast) \|_Q).$$

From the definition of $B$, we have that, for all $1 \leq i \leq n_Q$ and $1 \leq j \leq n_C$,

$$|B_{ij}| = |G_j(u_i)| = a(u_i, z_j) \leq C_A^2 \left[ \| f_i \|_{L^2(\Omega)} + \| f_i \|_{L^2(\Omega)} + \| g_j \|_{L^2(\Omega)} + \| g_j \|_{L^2(\Omega)} \right].$$

We can thus estimate the Frobenius-norm $\| \cdot \|_F$ of $B$ by

$$\| B \|^2_F = \sum_{i=1}^{n_Q} \sum_{j=1}^{n_C} |B_{ij}|^2 \leq C_A^4 \sum_{i=1}^{n_Q} \sum_{j=1}^{n_C} \left[ \| f_i \|_{L^2(\Omega)} + \| f_i \|_{L^2(\Omega)} \right]^2 \left[ \| g_j \|_{L^2(\Omega)} + \| g_j \|_{L^2(\Omega)} \right]^2.$$ 

Using these estimates together with

$$\| BB^\top + \alpha I \|_{L(Q)} \leq \| B \|^2_F + \alpha \quad \text{and} \quad \| B(G(u_0) - G^\ast) \|_Q \leq \| B \|_F \| G(u_0) - G^\ast \|_C$$

to bound the matrix norms in (37), we show the continuous estimate in (36). Since the estimate of $B_{ij}$ holds in the discrete case as well, the discrete estimate in (36) follows analogously.

The next lemma shows an estimate similar to Lemma 18, but without the additional factor $\| p \|_Q$. Note that such an additional factor cannot be expected since neither $u(p)$ nor $z(p)$ are linear in the parameter.

**Lemma 20.** There exists a constant $C > 0$ such that, for all $T_H \in T$ and $p \in \{ p^\ast, p_H^\ast \}$,

$$\| u(p) - u_H(p) \| \leq C \left[ \sum_{i=0}^{n_Q} \| u_i - u_{H,i} \|^2 \right]^{1/2},$$

$$\| z(p) - z_H(p) \| \leq C \left[ \sum_{j=1}^{n_C} \| z_j - z_{H,j} \|^2 \right]^{1/2}.$$
The constant $C$ depends only on $G^*$, the data $A, f_i, g_j, f_i$, and $g_j$, and the constants $C_A$ from Lemma 17 and $C_*$ from Lemma 19.

Proof. The estimate for the difference in the state $u$ follows along the same lines as in the proof of Lemma 18, where the parameter can be estimated by (36). For the difference in the co-state, we note that (33) and $p \in \{p^*, p^*_H\}$ imply that

$$\| u_H(p) \| \leq C < \infty,$$

where the constant $C > 0$ depends only on $C_A$ from Lemma 17, the data $f_i$ and $f_i$, and $C_*$ from Lemma 19. Thus, with continuity of the measurement functionals $G_j$, which depend only on $g_j, g_j$, we have that

$$\| z(p) - z_H(p) \| \leq \sum_{j=1}^{n_c} \left| G_j(u_H(p)) - G_j^* \right| \| z_j - z_{H,j} \|$$

$$\leq \| G(u_H(p)) - G^* \| \left[ \sum_{j=1}^{n_c} \| z_j - z_{H,j} \|^2 \right]^{1/2}$$

$$\lesssim \left( \| u_H(p) \| + \| G^* \| \left[ \sum_{j=1}^{n_c} \| z_j - z_{H,j} \|^2 \right] \right)^{1/2} \lesssim \left[ \sum_{j=1}^{n_c} \| z_j - z_{H,j} \|^2 \right]^{1/2}.$$

This concludes the proof. \hfill \square

4.2. Error bound for parameter error. The next lemma estimates the error in the derivative of the least-squares functional.

**Lemma 21.** For all $q, p \in Q$, it holds that

$$| J'[p](q) - J'_H[p](q) | \leq \| u(p) - u_H(p) \| \| z'(q) - z_H'(q) \|$$

$$+ \| u'(q) - u'_H(q) \| \| z(p) - z_H(p) \|$$

$$+ \| u(p) - u_H(p) \| \| u'(q) - u'_H(q) \| \sum_{j=1}^{n_c} \| z_j - z_{H,j} \|^2.$$  

Proof. Let $q, p \in Q$. Note that $r'(q) = G(u'(q))$ and $r'_H(q) = G(u'_H(q))$. Therefore, we have that

$$J'[p](q) - J'_H[p](q) = \langle r'(p), r'(q) \rangle - \langle r_H(p), r'_H(q) \rangle$$

$$= \langle r'(p) - r_H(p), r'(q) \rangle + \langle r_H(p), r'(q) - r'_H(q) \rangle$$

$$= \langle r'(p) - r_H(p), G(u'(q)) \rangle + \langle r_H(p), G(u'(q) - u'_H(q)) \rangle.$$
The first term in (41) can be reformulated by inserting the term $G(u_H'(q))$, the definition of $z'(q)$, and the Galerkin orthogonality. This yields that

$$\langle r(p) - r_H(p), G(u'(q)) \rangle = \langle G(u(p) - u_H(p)), G(u'(q) - u_H'(q)) \rangle + \langle G(u(p) - u_H(p)), G(u_H'(q)) \rangle$$

$$= \langle G(u(p) - u_H(p)), G(u'(q) - u_H'(q)) \rangle + a(u(p) - u_H(p), z'(q))$$

$$= \langle G(u(p) - u_H(p)), G(u'(q) - u_H'(q)) \rangle + a(u(p) - u_H(p), z'(q) - z_H'(q)) \rangle.$$  

We employ the definition of the co-state components $z_j$ and the Galerkin orthogonalities to obtain that

$$\langle G(u(p) - u_H(p)), G(u'(q) - u_H'(q)) \rangle = \sum_{j=1}^{n_c} G_j(u(p) - u_H(p)) G_j(u'(q) - u_H'(q))$$

$$= \sum_{j=1}^{n_c} a(u(p) - u_H(p), z_j) a(u'(q) - u_H'(q), z_j)$$

$$= \sum_{j=1}^{n_c} a(u(p) - u_H(p), z_j - z_{H,j}) a(u'(q) - u_H'(q), z_j - z_{H,j}).$$

For the second term in (41), we use the definition of $z(q)$ and the Galerkin orthogonality to obtain that

$$\langle r_H(p), G(u'(q) - u_H'(q)) \rangle = a(u'(q) - u_H'(q), z(p))$$

$$= a(u'(q) - u_H'(q), z(p) - z_H(p)).$$

Finally, the claim (40) results from combining above identities and using the Cauchy–Schwarz inequality.

Finally, we combine the last auxiliary results to obtain an estimate for the error in the parameter.

**Lemma 22.** There exists a constant $C > 0$ such that the approximation error in the parameter can be estimated by

$$\|p^* - p_H^*\|_{\Omega} \leq C \left[ \left\| u(p_H^*) - u_H(p_H^*) \right\| \left( \sum_{j=1}^{n_c} \|z_j - z_{H,j}\|^2 \right)^{1/2} 
\times \left( 1 + \left[ \sum_{j=1}^{n_c} \|z_j - z_{H,j}\|^2 \right]^{1/2} \left[ \sum_{i=1}^{n_\Omega} \|u_i - u_{H,i}\|^2 \right]^{1/2} \right)^{1/2} \right]^{1/2} \right]^{1/2}$$

(42)

The constant $C > 0$ depends only on $\Omega$ and $\kappa$ as well as the data $A, f_i, g_j, f_i$, and $g_j$. 
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Proof. In the following, let \( q := p^*_H - p^* \). Note that the second order optimality condition (10) holds for all \( q \in \mathbb{R}^n \), since \( J'' \) is independent of its linearization point. Therefore, we have that

\[
\kappa \|q\|^2 \leq J''(q, q) = J'[p^*_H](q) - J'[p^*](q),
\]

since \( J'[\cdot](q) \) is affine. With the continuous and discrete first order optimality conditions, (9) and (15), respectively, we see that

\[
\kappa \|q\|^2 \leq (J'[p^*_H](q) - J'_H[p^*_H](q)) + (J'_H[p^*_H](q) - J'[p^*](q)) \leq J'_H[p^*_H](q) - J'_H[p^*_H](q).
\]

This last expression can be further bounded by Lemma 21:

\[
\kappa \|q\|^2 \leq \|u(p^*_H) - u_H(p^*_H)\| \|z'(q) - z'_H(q)\| + \|u'(q) - u'_H(q)\| \|z(p^*_H) - z_H(p^*_H)\| + \|u'(q) - u'_H(q)\| \sum_{j=1}^{n_c} \|z_j - z_{H,j}\|^2.
\]

From the right-hand side, a factor \( \|q\| \) can be split off from the \( q \)-dependent terms by Lemma 18 to obtain that

\[
\kappa \|q\|^2 \leq \|u(p^*_H) - u_H(p^*_H)\| \|q\| \left[ \sum_{j=1}^{n_c} \|z_j - z_{H,j}\|^2 \right]^{1/2} + \|q\| \left[ \sum_{i=1}^{n_Q} \|u_i - u_{H,i}\|^2 \right]^{1/2} \|z(p^*_H) - z_H(p^*_H)\| + \|u(p^*_H) - u_H(p^*_H)\| \|q\| \left[ \sum_{i=1}^{n_Q} \|u_i - u_{H,i}\|^2 \right]^{1/2} \sum_{j=1}^{n_c} \|z_j - z_{H,j}\|^2.
\]

The claim follows by division through \( \kappa \|q\| = \|p^*-p^*_H\|_Q \).

From (42), we can absorb higher order terms to deduce an upper bound for the parameter error, which is the assertion of Theorem 5.

Proof of Theorem 5. Note that due to the stability estimate (33) there holds for all \( 0 \leq i \leq n_Q \) and all \( 1 \leq j \leq n_C \) that

\[
\|u_i - u_{H,i}\| \leq 2C_A \left[ \|f_i\|_{L^2(\Omega)} + \|f_i\|_{L^2(\Omega)} \right], \quad \|z_j - z_{H,j}\| \leq 2C_A \left[ \|g_j\|_{L^2(\Omega)} + \|g_j\|_{L^2(\Omega)} \right].
\]

Using these estimates on the factor in (42), we obtain that

\[
1 + \left[ \sum_{j=1}^{n_c} \|z_j - z_{H,j}\|^2 \right]^{1/2} \left[ \sum_{i=1}^{n_Q} \|u_i - u_{H,i}\|^2 \right]^{1/2} \leq 1,
\]
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where the hidden constant depends only on $C_A$ and the data $f_i$, $g_j$, $f_i$, and $g_j$. Hence, (42) reads as

$$\|\mathbf{p}' - \mathbf{p}'_H\|_Q \lesssim \|u(\mathbf{p}'_H) - u_H(\mathbf{p}'_H)\| \left[ \sum_{j=1}^{n_C} \|z_j - z_{H,j}\|^2 \right]^{1/2}$$

$$+ \left[ \sum_{i=1}^{n_Q} \|u_i - u_{H,i}\|^2 \right]^{1/2}.$$

Lemma 20 allows to bound the energy norms to finally obtain (21). This concludes the proof.

\[ \square \]

Remark 23. Note that our adaptive Algorithm A guarantees convergence

$$\left[ \sum_{j=1}^{n_C} \|z_j - z_{H,j}\|^2 \right]^{1/2} \left[ \sum_{i=0}^{n_Q} \|u_i - u_{H,i}\|^2 \right]^{1/2} \to 0 \quad \text{as } \ell \to \infty.$$

In particular, this implies that the estimate (43) is too pessimistic, as the estimated term asymptotically tends to 1.

5. Proof of Theorems 13 and 14

5.1. Linear convergence. We aim to employ the analysis of goal-oriented AFEM done by [10, 11] to prove convergence rates with optimal algebraic rates for the error estimator. To this end, we first note that the axioms presented in Proposition 7 also hold for the sums of state and co-state components, respectively. For convenience of the reader, we state the main intermediate results for proving Theorems 13 and 14.

In view of Algorithm A, we define estimators $\tilde{\eta}_H$ on $\mathcal{X}_H^{n_Q+1}$ and $\tilde{\xi}_H$ on $\mathcal{X}_H^{n_C}$ by

$$\tilde{\eta}_H(T, \mathbf{v}_H)^2 := \sum_{i=0}^{n_Q} \eta_{H,i}(T, \mathbf{v}_{H,i})^2 \quad \text{for all } \mathbf{v}_H \in \mathcal{X}_H^{n_Q+1},$$

$$\tilde{\xi}_H(T, \mathbf{w}_H)^2 := \sum_{j=1}^{n_C} \xi_{H,j}(T, \mathbf{w}_{H,j})^2 \quad \text{for all } \mathbf{w}_H \in \mathcal{X}_H^{n_C},$$

such that there holds

$$\varrho_H(T)^2 = 2 \tilde{\eta}_H(T, \mathbf{u}_H)^2 \tilde{\xi}_H(T, \mathbf{z}_H)^2,$$

where we set $\mathbf{u}_H = (u_{H,i})_{i=0}^{n_Q} \in \mathcal{X}_H^{n_Q+1}$ and $\mathbf{z}_H = (z_{H,j})_{j=1}^{n_C} \in \mathcal{X}_H^{n_C}$. We employ the same notation, e.g., $\tilde{\eta}_H(U_H, \mathbf{v}_H)$ or $\tilde{\xi}_H(\mathbf{w}_H)$, as for $\eta_{H,i}$ and $\xi_{H,j}$ in (22)–(23). Moreover, we equip the spaces $\mathcal{X}_H^{n_Q+1}$ and $\mathcal{X}_H^{n_C}$ with the norms

$$\|\mathbf{v}\|_{n_Q} := \left[ \sum_{i=0}^{n_Q} \|v_i\|^2 \right]^{1/2} \quad \text{for all } \mathbf{v} \in \mathcal{X}_H^{n_Q+1}, \quad \|\mathbf{w}\|_{n_C} := \left[ \sum_{j=1}^{n_C} \|w_j\|^2 \right]^{1/2} \quad \text{for all } \mathbf{w} \in \mathcal{X}_H^{n_C},$$

and note that $\mathcal{X}_H^{n_Q+1} \subseteq \mathcal{X}_H^{n_Q+1}$ as well as $\mathcal{X}_H^{n_C} \subseteq \mathcal{X}_H^{n_C}$ for all $T_H \in \mathcal{T}$. Then, the properties (A1)–(A4) from Proposition 7 also hold for $\tilde{\eta}_H$ and $\tilde{\xi}_H$.
Proposition 24. Let $C_{\text{stab}}, C_{\text{rel}}, C_{\text{drel}} > 0$, and $0 < q_{\text{red}} < 1$ be the constants from Proposition 7. Then, for all $T_H \in \mathbb{T}(T_0)$, and all $T_h \in \mathbb{T}(T_H)$, there hold the following properties:

(A1\textsuperscript{+}) Stability: For all $v_h \in \mathcal{X}^{n_Q+1}_h$, $v_H \in \mathcal{X}^{n_Q+1}_H$, $w_h \in \mathcal{X}^{n_C}_h$, $w_H \in \mathcal{X}^{n_C}_H$, and $U_h \subseteq T_h \cap T_H$, it holds that
\[
\begin{aligned}
&\left| \tilde{\eta}_h(U_h, v_h) - \tilde{\eta}_H(U_H, v_H) \right| \leq C_{\text{stab}} \|v_h - v_H\|_{n_Q}, \\
&\left| \tilde{\zeta}_h(U_h, w_h) - \tilde{\zeta}_H(U_H, w_H) \right| \leq C_{\text{stab}} \|w_h - w_H\|_{n_C}.
\end{aligned}
\]

(A2\textsuperscript{+}) Reduction: For all $v_H \in \mathcal{X}^{n_Q+1}_H$ and $w_H \in \mathcal{X}^{n_C}_H$, it holds that
\[
\begin{aligned}
\tilde{\eta}_h(T_h \setminus T_H, v_H) &\leq q_{\text{red}} \tilde{\eta}_h(T_H \setminus T_h, v_H), \\
\tilde{\zeta}_h(T_h \setminus T_H, w_H) &\leq q_{\text{red}} \tilde{\zeta}_H(T_H \setminus T_h, w_H).
\end{aligned}
\]

(A3\textsuperscript{+}) Reliability: The state and co-state components $u_H = (u_{H,i})_{i=0}^{n_Q} \in \mathcal{X}^{n_Q+1}_H$ and $z_H = (z_{H,i})^{n_C}_{i=1} \in \mathcal{X}^{n_C}_H$ satisfy that
\[
\|u - u_H\|_{n_Q} \leq C_{\text{rel}} \tilde{\eta}_H \quad \text{and} \quad \|z - z_H\|_{n_C} \leq C_{\text{rel}} \tilde{\zeta}_H.
\]

(A4\textsuperscript{+}) Discrete reliability: The state and co-state components $u_H \in \mathcal{X}^{n_Q+1}_H$, $u_h \in \mathcal{X}^{n_Q+1}_h$, $z_H \in \mathcal{X}^{n_C}_H$, and $z_h \in \mathcal{X}^{n_C}_h$ satisfy that
\[
\|u_h - u_H\|_{n_Q} \leq C_{\text{drel}} \tilde{\eta}_H(T_H \setminus T_h), \quad \|z_h - z_H\|_{n_C} \leq C_{\text{drel}} \tilde{\zeta}_H(T_H \setminus T_h).
\]

Proof. For stability (A1\textsuperscript{+}) of the state, the inverse triangle inequality proves that
\[
\begin{aligned}
\left| \tilde{\eta}_h(U_h, v_h) - \tilde{\eta}_H(U_H, v_H) \right| &= \left| \left[ \sum_{i=0}^{n_Q} \eta_{h,i}(U_h, v_{h,i}) \right]^{1/2} - \left[ \sum_{i=0}^{n_Q} \eta_{H,i}(U_H, v_{H,i}) \right]^{1/2} \right| \\
&\leq \left| \sum_{i=0}^{n_Q} \left[ \eta_{h,i}(U_h, v_{h,i}) - \eta_{H,i}(U_H, v_{H,i}) \right] \right|^{1/2} \\
&\leq C_{\text{stab}} \left[ \sum_{i=0}^{n_Q} \|v_{h,i} - v_{H,i}\|^2 \right]^{1/2} = C_{\text{stab}} \|v_h - v_H\|_{n_Q}.
\end{aligned}
\]

The estimate for the co-state follows analogously. Finally, the properties (A2\textsuperscript{+})–(A4\textsuperscript{+}) follow directly from the corresponding properties from Proposition 7. \qed

Since the problems for the state and co-state components, (6) and (16), fit into the Lax–Milgram setting, there hold the Pythagoras identities
\[
\|u - u_{\ell+n}\|_{n_Q}^2 + \|u_{\ell+n} - u_{\ell}\|_{n_Q}^2 = \|u - u_{\ell}\|_{n_Q}^2,
\]
\[
\|z - z_{\ell+n}\|_{n_C}^2 + \|z_{\ell+n} - z_{\ell}\|_{n_C}^2 = \|z - z_{\ell}\|_{n_C}^2,
\]
for all $\ell, n \in \mathbb{N}_0$. Overall, we get the following Proposition as an immediate consequence from, e.g., [11, Theorem 12]. From this, Theorem 13 follows readily with (45).

Proposition 25. Suppose (A1)–(A3) and $0 < \theta \leq 1$. Then, Algorithm A guarantees linear convergence
\[
\tilde{\eta}_{\ell+n} \tilde{\zeta}_{\ell+n} \leq C_{\text{lin}} q_{\text{lin}}^{n} \tilde{\eta}_{\ell} \tilde{\zeta}_{\ell} \quad \text{for all} \; \ell, n \in \mathbb{N}_0.
\]
The constants $C_{\text{lin}} > 0$ and $0 < q_{\text{lin}} < 1$ depend only on $C_{\text{stab}}, q_{\text{red}}, C_{\text{rel}},$ and the (arbitrary) adaptivity parameter $0 < \theta \leq 1.$ \hfill $\blacksquare$

5.2. Proof of optimal rates. For all $r > 0$, we define the (combined) approximation classes
\[
\|u\|_{A_r} := \sup_{N \in \mathbb{N}_0} (N + 1)^r \min_{\mathcal{T}_{\text{opt}} \in \mathcal{T}(N)} \bar{\eta}_{\text{opt}}(u_{\text{opt}}), \quad \|z\|_{A_r} := \sup_{N \in \mathbb{N}_0} (N + 1)^r \min_{\mathcal{T}_{\text{opt}} \in \mathcal{T}(N)} \bar{\zeta}_{\text{opt}}(z_{\text{opt}}),
\]
(47)

For all $r > 0$, we have that
\[
\|u\|_{A_r} \leq \|z\|_{A_r} \quad \text{for} \quad r > 0.
\]
(48)

Proposition 26. Let $0 < \theta < \theta_{\text{opt}} := (1 + C_{\text{stab}}^2 C_{\text{drel}}^2)^{-1}$. Suppose that the set of marked elements $\mathcal{M}_r$ in Algorithm A(iv) has minimal cardinality. Let $s, t > 0$ with $\|u\|_{A_s} + \|z\|_{A_t} < \infty$. Then, there exists a constant $\bar{C}_{\text{opt}} > 0$ such that
\[
\bar{\eta}_{\ell} \leq \bar{C}_{\text{opt}} \|u\|_{A_s} \|z\|_{A_t} (\# \mathcal{T}_{\ell} - \# \mathcal{T}_0)^{-s+t} \quad \text{for all} \quad \ell \in \mathbb{N}_0.
\]
(49)

The constant $\bar{C}_{\text{opt}}$ depends only on $C_{\text{stab}}, q_{\text{red}}, C_{\text{rel}}, C_{\text{drel}}, C_{\text{mark}}, \theta, s, t$, and the properties (30)–(32) of the mesh-refinement. \hfill $\blacksquare$

Finally, Theorem 14 follows from Proposition 26 by relating the different approximation classes used in both results.

Proof of Theorem 14. Let $r > 0$. We show that $\sum_{i=0}^{n_Q} \|u_i\|_{A_r}^2 \simeq \|u\|^2_{A_r}$. From the definitions (28) and (47) of the approximation classes, we immediately see that, for all $i = 0, \ldots, n_Q$,
\[
\|u_i\|_{A_r} = \sup_{N \in \mathbb{N}_0} (N + 1)^r \min_{\mathcal{T}_{\text{opt}} \in \mathcal{T}(N)} \eta_{\text{opt},i}(u_{\text{opt},i})
\]
\[
\leq \sup_{N \in \mathbb{N}_0} (N + 1)^r \min_{\mathcal{T}_{\text{opt}} \in \mathcal{T}(N)} \left[ \sum_{i=0}^{n_Q} \eta_{\text{opt},i}(u_{\text{opt},i})^2 \right]^{1/2} = \|u\|_{A_r}.
\]

Summing the last estimate for all $i = 0, \ldots, n_Q$, we obtain that
\[
\frac{1}{n_Q + 1} \sum_{i=0}^{n_Q} \|u_i\|_{A_r}^2 \leq \|u\|_{A_r}^2.
\]
(49)

For the converse estimate, we fix $N \in \mathbb{N}$ and define $K := \lfloor N/(n_Q + 1) \rfloor$. Let further be $\mathcal{T}_k \in \mathcal{T}(K)$ for $k = 0, \ldots, n_Q$ such that
\[
\eta_{k,k}(u_{k,k}) = \min_{\mathcal{T}_{\text{opt}} \in \mathcal{T}(K)} \eta_{\text{opt},k}(u_{\text{opt},k}).
\]

With the overlay estimate (31), we have that
\[
\# \bigoplus_{k=0}^{n_Q} \mathcal{T}_k = \left[ \sum_{k=0}^{n_Q} \# \mathcal{T}_k \right] - n_Q \# \mathcal{T}_0 = \left[ \sum_{k=0}^{n_Q} (\# \mathcal{T}_k - \# \mathcal{T}_0) \right] + \# \mathcal{T}_0 = \left[ \sum_{k=0}^{n_Q} K \right] + \# \mathcal{T}_0 = N + \# \mathcal{T}_0.
\]

Therefore, it holds that $\mathcal{T}_\Delta := \bigoplus_{k=0}^{n_Q} \mathcal{T}_k \in \mathcal{T}(N)$. From this, we infer that
\[
\min_{\mathcal{T}_{\text{opt}} \in \mathcal{T}(N)} \left[ \sum_{i=0}^{n_Q} \eta_{\text{opt},i}(u_{\text{opt},i})^2 \right]^{1/2} \leq \left[ \sum_{i=0}^{n_Q} \eta_{\Delta,i}(u_{\Delta,i})^2 \right]^{1/2} \leq C_{\text{lin}} \left[ \sum_{i=0}^{n_Q} \eta_{i,i}(u_{i,i})^2 \right]^{1/2}.
\]
Multiplying this by \((N + 1)^r\), we obtain that

\[
(N + 1)^r \min_{T_{opt} \in T(N)} \left[ \sum_{i=0}^{n_Q} \eta_{opt,i}(u_{opt,i})^2 \right]^{1/2} \leq \text{C}_{\text{lin}} (N + 1)^r \left[ \sum_{i=0}^{n_Q} \eta_{i}(u_{i})^2 \right]^{1/2}
\]

\[
= \text{C}_{\text{lin}} \left( \frac{N + 1}{K + 1} \right)^r (K + 1)^r \left[ \sum_{i=0}^{n_Q} \eta_{i}(u_{i})^2 \right]^{1/2}
\]

\[
= \text{C}_{\text{lin}} \left( \frac{N + 1}{K + 1} \right)^r (K + 1)^r \left[ \min_{T_{opt} \in \mathbb{P}(K)} \eta_{opt,i}(u_{opt,i})^2 \right]^{1/2}
\]

\[
\leq \text{C}_{\text{lin}} \left( \frac{N + 1}{K + 1} \right)^r \left[ \sum_{i=0}^{n_Q} \|u_i\|_{A_s}^2 \right]^{1/2}.
\]

Taking the supremum over all \(N \in \mathbb{N}\) of the last estimate and using \((N + 1)/(K + 1) \leq n_Q + 2\), we finally arrive at

\[
\|u\|_{A_t} \leq \text{C}_{\text{lin}} (n_Q + 2)^r \left[ \sum_{i=0}^{n_Q} \|u_i\|_{A_s}^2 \right]^{1/2}. \tag{50}
\]

Thus, by combining (49)–(50), we have that

\[
\frac{1}{n_Q + 1} \sum_{i=0}^{n_Q} \|u_i\|_{A_s}^2 \leq \|u\|_{A_t}^2 \leq \text{C}_{\text{lin}}^2 (n_Q + 2)^{2r} \sum_{i=0}^{n_Q} \|u_i\|_{A_s}^2.
\]

Clearly, it thus holds \(\|u\|_{A_t} < \infty\) if and only if \(s = \min\{s_i \mid 0 \leq i \leq n_Q\}\). Analogously, it follows that

\[
\frac{1}{n_C} \sum_{j=1}^{n_C} \|z_j\|_{A_t}^2 \leq \|z\|_{A_t}^2 \leq \text{C}_{\text{lin}}^2 (n_C + 1)^{2t} \sum_{j=1}^{n_C} \|z_j\|_{A_t}^2,
\]

and \(\|z\|_{A_t} < \infty\) if and only if \(t = \min\{t_j \mid 1 \leq j \leq n_C\}\).

Finally, combining the last statements with the statement of Proposition 26, we conclude the proof with \(C_{\text{opt}} := \text{C}_{\text{lin}}^2 (n_Q + 2)^{s+1/2}(n_C + 1)^{t+1/2}C_{\text{opt}}\). \hfill \Box

6. Numerical examples

For the following examples, we consider the initial mesh \(T_0\) of \(\Omega := (0, 1)^2 \subseteq \mathbb{R}^2\) shown in Figure 1 with the sets

\[
T_1 := \{x \in \mathbb{R}^2 \mid x_1 + x_2 > 3/2\} \cap \Omega,
\]

\[
T_2 := \{x \in \mathbb{R}^2 \mid x_1 + x_2 < 1/2\} \cap \Omega,
\]

\[
T_3 := \{x \in \mathbb{R}^2 \mid \max\{x_1, x_2\} < 1/4\} \cap \Omega.
\]

With the characteristic function \(\chi_{\omega}\) of a measurable subset \(\omega \subseteq \Omega\), we define

\[
f_1 := 4x_1(1 - x_1) + 4x_2(1 - x_2), \quad f_2 := 5\pi^2 \sin(\pi x_1) \sin(2\pi x_2),
\]

\[
g_1 := (1, 0)^T \chi_{T_1}, \quad g_2 := (-1, 0)^T \chi_{T_2}, \quad g_3 := \chi_{T_3},
\]

as well as \(f_0 = g_1 = g_2 = 0\) and \(f_0 = f_1 = f_2 = g_3 = 0\). In all our experiments, we set \(\alpha = 0\). Since all \(f_i, g_j, f_i, g_j\) are linearly independent, the matrix \(B^TB\) has full rank.
In particular, condition (10) is satisfied; see Remark 3. As marking parameter, we use $\theta = 0.5$.

### 6.1. Single parameter and measurement

For our first experiment, we consider the following parametrized discrete PDE problem with parameter $p \in Q := \mathbb{R}$: Find $u_H(p) \in X_H$ such that

$$
a(u_H(p), v_H) := \int_{\Omega} \nabla u_H(p) \cdot \nabla v_H \, dx = p_1 \int_{\Omega} f_1 v_H \, dx =: b(p, v) \quad \text{for all } v_H \in X_H. \quad (51)
$$

The exact (continuous) solution of this problem is known to be

$$
u(p) = p_1 u_1 = p_1 x_1 x_2 (1 - x_1)(1 - x_2).
$$

We further suppose that we have one measurement (corresponding to $p^\star = 1$)

$$
G^\star = \frac{11}{960} = G(u(p^\star)) := - \int_{\Omega} g_1 \cdot \nabla u(p^\star) \, dx = - \int_{T_1} \frac{\partial u(p^\star)}{\partial x_1} \, dx.
$$

We compute an approximation to $p^\star$ by two methods:

- The approximations $p_\ell^\star$ are obtained by our adaptive Algorithm A, which is driven by the estimator $E_\ell$ from (25).
- The approximations $\tilde{p}_\ell^\star$ are obtained by our adaptive algorithm, where $E_\ell$ is substituted by $\tilde{E}_\ell(\tilde{p}_\ell^\star) := \eta_\ell(\tilde{p}_\ell^\star) + \zeta_\ell(\tilde{p}_\ell^\star)$, which is the prevalent error estimator from the existing literature on AFEM for optimal control problems [2, 12]. Here, for $p \in Q$, $\eta_\ell(p)$ and $\zeta_\ell(p)$ are the residual error estimators of the energy errors of $u_H(p)$ from (4) and $z_H(p)$ from (17), respectively.

The results can be seen in Figure 2. We see that the classical estimator $\tilde{E}_\ell(\tilde{p}_\ell^\star)$ drastically underestimates the rate of the parameter error, whereas our estimator $E_\ell$ matches it perfectly. Also, the parameter error of our approach is uniformly better by some (small) multiplicative factor. However, this effect is negligible for large $\#T_\ell$. 

---

**Figure 1.** Left: Initial mesh $T_0$ of the unit square $(0,1)^2$ for numerical experiments. Middle: Mesh with $\#T_{10} = 11096$ elements for the setting of Section 6.1. Right: Mesh with $\#T_9 = 16080$ elements for the setting of Section 6.2.
6.2. Multiple parameters and measurements with perturbation. For our second experiment, we consider the following parametrized discrete PDE problem with parameter $p \in \mathbb{Q} := \mathbb{R}^2$: Find $u_H(p) \in X_H$ such that
\[ a(u_H(p), v_H) := \int_{\Omega} \nabla u_H(p) \cdot \nabla v_H \, dx \]
\[ = p_1 \int_{\Omega} f_1 v_H \, dx + p_2 \int_{\Omega} f_2 v_H \, dx =: b(p, v) \quad \text{for all} \ v_H \in X_H. \] (52)

The exact (continuous) solution of this problem is known to be
\[ u(p) = p_1 u_1 + p_2 u_2 = p_1 x_1 x_2 (1 - x_1)(1 - x_2) + p_2 \sin(\pi x_1) \sin(2\pi x_2). \]

We further suppose that we have three exact measurements (corresponding to the exact parameter $p^* = (2, 1/2)$
\[ \bar{G}^* = \left( \begin{array}{c} 11\pi + 160 \frac{11\pi - 160}{480\pi} \frac{121}{4608} \\ -\int_{\Omega} g_1 \cdot \nabla u(p^*) \, dx, -\int_{\Omega} g_2 \cdot \nabla u(p^*) \, dx, \int_{\Omega} g_3 u(p^*) \, dx \end{array} \right) \]
\[ = \left( -\int_{T_1} \frac{\partial u(p^*)}{\partial x_1} \, dx, \int_{T_2} \frac{\partial u(p^*)}{\partial x_1} \, dx, \int_{T_3} u(p^*) \, dx \right). \]

These exact measurements are perturbed by Gaussian random noise $X_k \sim N(0, \sigma^2)$ for $i = 1, 2, 3$ and for some standard deviation $\sigma \geq 0$, such that $G^* = \bar{G}^* + (X_1, X_2, X_3)^\top$. Note that, for non-vanishing perturbation, $G^*$ does not necessarily coincide with $G(u(p^*))$ anymore. Likewise, the sequence $(\bar{p}_\ell^*)_{\ell \in \mathbb{N}}$ does not converge to the given parameter $p^*$. 

Figure 2. Results for the problem from Section 6.1. The $p^*_\ell$ are computed by our adaptive Algorithm A driven by the estimator $\varrho_\ell$; the $\bar{p}_\ell^*$ are computed by an algorithm driven by $\bar{\varrho}_\ell(p^*_\ell) = \eta_\ell(p^*_\ell) + \zeta_\ell(p^*_\ell)$.
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but rather to some $\bar{p}^* \in Q$ which is the least-squares solution to (5) on the continuous level with the perturbed measurements $G^*$.

We compute $p^*_\ell$ by Algorithm A with different levels of perturbation. The results can be seen in Figure 3. We see that, for the different levels of perturbation, the parameter error cannot fall beyond a threshold that depends on the standard deviation $\sigma$ of the perturbation. This is to be expected, since inference of parameters from experiments is limited by the accuracy of the measurement. Our estimator, however, is independent of the discrete parameter and measurements and, hence, continues to converge independently of the perturbation. In particular, the matrix $B_\ell$ on the finest level of the algorithm can be stored and reused to compute a refined parameter value if a new set of measurements with improved accuracy becomes available. This is not the case for the sum estimator $\bar{\varrho}_\ell(p^*_\ell)$ from the last section, since it explicitly depends on the parameter estimates.
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