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ABSTRACT
Detecting anomalies over real-world datasets remains a challenging task. Data annotation is an intensive human labor problem, particularly in sequential datasets, where the start and end time of anomalies are not known. As a result, data collected from sequential real-world processes can be largely unlabeled or contain inaccurate labels. These characteristics challenge the application of anomaly detection techniques based on supervised learning. In contrast, Multiple Instance Learning (MIL) has been shown effective on problems with incomplete knowledge of labels in the training dataset, mainly due to the notion of bags. While largely under-leveraged for anomaly detection, MIL provides an appealing formulation for anomaly detection over real-world datasets, and it is the primary contribution of this paper. In this paper, we propose an MIL-based formulation and various algorithmic instantiations of this framework based on different design decisions for key components of the framework. We evaluate the resulting algorithms over four datasets that capture different physical processes along different modalities. The experimental evaluation draws out several observations. The MIL-based formulation performs no worse than single-instance learning on easy to moderate datasets and outperforms single-instance learning on more challenging datasets. Altogether, the results show that the framework generalizes well over diverse datasets resulting from different real-world application domains.

1 INTRODUCTION
Anomaly detection (AD) is a well-studied problem in machine learning and seeks to detect data points/instances that deviate from an expected behavior; the deviating instances are known as outliers or anomalies [12]. Applications of AD have been explored extensively in literature and over a variety of datasets, including data generated from sequential real-world processes [9, 14].

Despite being well-studied, AD over real-world datasets remains challenging. In many real-world settings, annotation of sequential data requires intensive human labor; annotation is also made difficult by unknown or noisy start and end times of anomalies. As a result, data collected from sequential real-world processes are often largely unlabeled, or labels are often inaccurate. This setting is particularly challenging for AD methods formulated under the umbrella of supervised learning.

In contrast, Multiple Instance Learning (MIL) has been shown effective in dealing with incomplete knowledge of labels in the training dataset. MIL was introduced in [17] in the context of binary classification as a weakly-supervised approach that reduces annotation efforts. MIL assumes that the data points/instances are organized in sets, also known as bags. Essentially, MIL deals with bag labels instead of individual instance labels [23]. The label of a bag (negative/positive) is assigned according to the instance labels the bag contains. The existence of at least one positive instance is enough for labelling the bag as positive, while negative bags need to include all negative instances [11, 21]. This provides a way of building a more robust classifier than what can be built by relying exclusively on single-instance labels.

MIL has received much attention in the machine learning community in the past two decades, and various techniques have been developed to exploit the structure of the data to enhance performance in a variety of applications [2, 3, 6, 31, 41, 42]. In particular,
computer vision, where videos are naturally structured into bags and require significant single-instance labeling efforts, has benefitted tremendously from MIL-based methods. Application of MIL for AD remains largely under-leveraged [4, 22, 38]. Yet, MIL provides an appealing formulation for semi-supervised AD over real-world datasets, and it is the primary contribution of this paper.

In this paper, we propose an MIL-based formulation and propose various algorithmic instantiations of this framework based on different design decisions for key components of the framework. In particular, we leverage the combination of MIL and the Strangeness based Outlier Detection (StrOUD) algorithm [8]. StrOUD computes a strangeness/anomaly value for each data point and detects outliers by means of statistical testing and calculation of p-value. Thus, the framework is dependent on two primary design decisions: definition of the strangeness factor and the aggregation function. The degree of outlying/strangeness is needed for recognizing anomalous data points, while the aggregate function is needed to aggregate the measures of strangeness into a single anomaly score of a bag. In this paper, we utilize two alternative scores, the ‘Local Outlier Factor’ and the Autoencoder (AE) reconstruction error. We utilize six aggregate functions (minimum, maximum, average, median, spread, dspread) for the strangeness measure of a bag. We note that we are not limited to these design decisions, and they can be easily generalized to any other choices. To the best of our knowledge, the effort we describe here is the first to truly leverage the power of MIL in AD by hybridizing the concept of bags naturally with AD methods that are routinely used in the field.

We evaluate various algorithmic instantiations of the MIL framework over four datasets that capture different physical processes along different modalities (video and vibration signals). The results show that the MIL-based formulation performs no worse than single instance learning on easy to moderate datasets and outperforms single-instance learning on more challenging datasets. Altogether, the results show that the framework generalizes well over diverse benchmark datasets resulting from different real-world application domains.

The rest of the paper is organized as follows. Section 2 relates prior work in AD. The proposed methodology is described in Section 3, and the experimental evaluation is related in Section 4. Section 5 concludes the paper.

2 PRIOR WORK

Extensive studies have been performed on AD in many application domains, from fraud detection in credit cards, to structural health monitoring in engineering, to bioinformatics in molecular biology [3, 27, 43]. Different types of data have been considered, from sequential time series data [9, 13], to image data, to molecular structure data [3, 16, 40].

Many methods have been developed for AD, varying from traditional density-based methods [25, 35] to more recent AE-based ones [7, 15]. Density-based methods assign an anomaly score to a single data point-instance by comparing the local neighborhood of a point to the local neighborhoods of its k nearest neighbours. Higher scores are indicative of anomalous instances.

The Local Outlier Factor (LOF) and its variants are density-based anomaly scores that are utilized extensively in AD literature [1, 24]. For instance, work in [35] introduced an LOF variant score called ‘Connectivity based Outlier Factor’ (COF) which differs from LOF in the way that the neighborhood of an instance is computed. ‘Outlier Detection using In-degree Number’ (ODIN) score has been presented in [24]. ODIN measures the number k of nearest neighbors of a data point which also have that data point in their neighborhood. The inverse of ODIN is defined as the anomaly score.

There are other methods, known as deviation-based methods, that also utilize anomaly scores. These methods attempt to find a lower-dimensional space of normal data by capturing the correlation among the features. The data are projected onto a latent, lower-dimensional subspace, and unseen test data points with large reconstruction errors are determined to be anomalies. As these methods only encounter normal data in the training phase that seeks to learn the latent space, they are known as semi-supervised methods.

PCA- and AE-based methods are in the category of AD methods that seek to capture linear and non-linear feature correlations, respectively [15, 32]. Due to the capability of AEs in finding more complex, non-linear correlations, AE-based AD methods tend to perform better than PCA-based ones, generating fewer false anomalies.

In [15], conventional and convolutional AE-based (CAE) methods are presented and compared with PCA-based methods. Work in [5] proposes a variational AE-based (VAE) method which takes advantage of the probabilistic nature of VAE. The method leverages the reconstruction probability instead of the reconstruction error as the anomaly score. AE-based methods, however, require setting a threshold for how large the reconstruction error or reconstruction probability has to be for an instance to be predicted as anomalous.

Generally, most AD methods require careful setting of many parameters, including the anomaly threshold, which is an ad-hoc process. This hyperparameter regulates sensitivity to anomalies and the false alarm rate (rate of normal instances detected as outliers/anomalies), and is the indicator of AD performance. To maintain a low false alarm rate, conformal AD (CAD) methods build on the conformal prediction (CFD) concept [28].

The underlying idea in CFD methods is to predict potential labels for each test data point by means of the p-value (one p-value per possible label). The non-conformity measure is utilized as an anomaly score, and p-values are calculated. To this end, the significance level needs to be determined in order to retain or reject the null hypothesis [29].

In their utilization of significance testing to avoid overfitting, CFD methods are highly similar to the classic Strangeness based Outlier Detection (StrOUD) method [8]. StrOUD was proposed as an AD method that combines the ideas of transduction and hypothesis testing. It eliminates the need for anomaly ad-hoc thresholds and can additionally be used for dataset cleaning.

Apart from determination of the anomaly score or the AD category, there are many fundamental challenges in AD, not the least of which is finding appropriate training instances. It is generally easier to obtain instances from the normal behaviour of a system rather than anomalies, especially in real-world settings (i.e. large engineering infrastructures or industrial systems) [37], where anomalous physical processes that generate anomalous data are rare events.
As a result, there is strong potential for weakly-supervised techniques such as MIL for AD. MIL has been thoroughly explored for classification problems in a variety of applications, such as face detection [41], text categorization [6], and speech context classification [42], but it has been largely under-explored for AD. A local AD method, TRASMIL, has been proposed in [38] for abnormal event detection in video clips. The method was constructed on two main concepts: trajectory segmentation and MIL. Trajectories are defined as bags, and they are partitioned into sub-trajectories to form the instances. Another connection between MIL and AD in machine learning literature is work in [31], which employs MIL on medical images for the purpose of breast cancer diagnosis in mammography screening. In this work, each image is considered as a group of regions, and features are extracted from each region. A bag is composed of regions from four images, and labels are assigned to mammography examinations instead of individual images. Recent works in video surveillance [20, 33] employ MIL to perform anomaly detection. However, they do so in the context of weakly supervised anomaly detection, assuming some anomalous labels are available. Our approach is completely unsupervised, since we wish to apply it to scenarios where such labels are not available.

In this paper we leverage MIL due to its appealing formulation for semi-supervised AD over real-world datasets. Furthermore, to avoid the determination of an anomaly threshold, our MIL framework builds on the StrOUD method. The LOF and AE reconstruction error are considered as alternative anomaly scores. Various aggregation functions are considered, and in turn various algorithmic instantiations are obtained, effectively resulting in an ablation study. Methodological details now follow.

3 METHODOLOGY

As we pointed out in Section 1, the proposed framework adapts the ideas of MIL and StrOUD to detect anomalous test bags. We first summarize key ingredients of MIL and StrOUD to set the stage for how we hybridize them in a novel MIL-StrOUD framework.

StrOUD was initially presented in [8] for the purpose of finding outliers in a pre-defined clustering setting. It utilizes the concept of transduction to directly make estimates for each data point within the training/reference set and so reason from these cases to the test set. In essence, the StrOUD algorithm places an unknown data point in a known data distribution (the baseline), and determines the fitness of the point by carrying out statistical testing.

In evidential studies, a null hypothesis is formulated first, and then a statistical testing is conducted to retain or reject the null hypothesis. The p-value as the outcome of such statistical testing is a probability value used as a measurement of evidence against the null hypothesis. The smaller the p-value, the stronger the evidence to reject the null hypothesis [18]. In statistics, by making the assumption that the null hypothesis is correct, the p-value is defined as the probability of observing results that can be considered at least as extreme as the observed results from statistical testing. To this end, StrOUD takes advantage of a strangeness value for every point of interest and utilizes the p-value significance testing formulation to support or reject a null hypothesis (i.e. a point i belongs to baseline/normal distribution).

MIL on the other hand assumes that data points are organized in sets called bags [11]. MIL can be categorized as weakly-supervised binary classification; instead of dealing with labels of individual instances within a bag, it works with negative or positive labels that are assigned to each bag [11, 21]. This provides a more robust classifier than the one which is built by relying exclusively on instance labels and relaxes the dependency on individual instance diagnosis. A classic MIL assumption is that a negative bag only contains negative instances (normal), while a positive bag contains at least one positive instance (anomalous) known as a witness. The bag classifier, \( f(X) \), is defined as:

\[
f(X) = \begin{cases} 
1, & \text{if } \exists b \in B : g(x) = 1 \\
0, & \text{otherwise.}
\end{cases}
\]

where \( b \) and \( B \) denotes an instance and a bag, respectively. \( g : X \to \{0, 1\} \) is a mapping process that corresponds negative and positive instances to the 0 and 1 classes [11]. Due to the goal of prediction at the bag-level, there is no need to identify all witnesses in a bag, and existence of one suffices to label a bag as positive (label of ‘1’).

The MIL-StrOUD approach we propose in this paper is shown in pseudocode in Algorithms 1 to 3. It uses the same strategy as MIL classification or AE-based anomaly detection, where data needs to be split into training and testing sets. We note that in the MIL setting training includes only normal data, while the testing set contains both normal data and anomalies. There is no constraint on the number of bags or the number of instances inside a bag, but we know that bag composition (the number of instances within a bag) has an impact on the performance of ML-based approaches [11]. There is no standard/general solution on how to organize bags in MIL literature. Bag size is typically determined empirically for a problem/data at hand [25]. In our problem, by reasoning on data and attempting to achieve a balanced number of positive and negative bags, we define the number of instances in bags for each dataset. This process is explained in section 4.

Algorithm 1 Create Baseline Anomaly Distribution

1: function CreateBaseline(training bags \( r_b_1, r_b_2, ..., r_b_k \))
2: for \( \forall r_b_i \in X_{train} \) do
3: \( \text{AnomalyScore}_{r_b_i} \leftarrow \text{FindAnomalyScore}(r_b_i) \)
4: \( \text{AnomalyScore}_{X_{train}} \leftarrow \text{Append}(\text{AnomalyScore}_{r_b_i}) \)
5: end for
6: \( \text{OrderedAnomalyList}_{X_{train}} \leftarrow \text{Sort}(\text{AnomalyScore}_{X_{train}}, \text{ascending}) \)
7: return \( \text{OrderedAnomalyList}_{X_{train}} \)

Algorithm 1 creates a baseline anomaly distribution from training bags which all are normal. For this purpose, the anomaly score of each bag needs to be computed first. This is what algorithm 3 carries out. Once the values are computed, all anomaly scores of the reference bags (\( r_b_1, r_b_2, ..., r_b_k \)) are merged, and a list containing strangeness values of training set (\( \text{AnomalyScore}_{X_{train}} \)) is then created (line 2–5). The final step is to order these anomaly measurements and return the baseline list which is needed for the p-value computation of a query/test bag.
Algorithm 2 Find Anomaly of a Query Bag

1: function FindQueryBagAnomaly(query bag \( q_b \), baseline anomaly
2: \( \text{OrderedAnomalyList}_{X_{strain}} \))
3: \( \text{prediction}_{q_b} \leftarrow 0 \)
4: \( \text{AnomalyScore}_{q_b} \leftarrow \text{FindAnomalyScore}(q_b) \)
5: \( \text{index}_{q_b} \leftarrow \text{index of AnomalyScore}_{q_b} \) in \( \text{OrderedAnomalyList}_{X_{strain}} \)
6: \( p = \text{value}_{q_b} \leftarrow \frac{1 + \text{index}_{q_b}}{\text{size}(\text{OrderedAnomalyList})} \)
7: \( \tau \leftarrow 1 - c_i \)
8: if \( p_{q_b} \leq \tau \) then
9: \( \text{prediction}_{q_b} \leftarrow 1 \)
10: end if
11: \( \text{Compare(GroundTruth}_{q_b}, \text{Prediction}_{q_b}) \)
12: end for
13: return \( \text{AnomalyScore}_{q_b} \)
14: end function

Algorithm 3 Find Bag Anomaly Score

1: function FindAnomalyScore(bag \( b \))
2: for \( \forall x_i \in b \) do
3: \( \text{AnomalyScore}_{x_i} \leftarrow \text{LOF}(b, x_i) \) or \( \text{MSE}(b, x_i) \)
4: \( \text{AnomalyScoreList}_{b} \leftarrow \text{Append(AnomalyScore}_{x_i}) \)
5: end for
6: \( \text{AnomalyScore}_{q_b} \leftarrow \text{Aggregate(AnomalyScoreList}_{b}, \text{Function}) \)
7: return \( \text{AnomalyScore}_{q_b} \)
8: end function

Algorithm 2 predicts the label of a query bag \( q_b \) by means of the baseline strangeness distribution calculated in Algorithm 1. The function starts with the assumption that \( q_b \) is 'normal' (line 2). Like the reference bags, the anomaly score of \( q_b \) should be computed by calling the function in 3. Once the strangeness of the bag is computed through the aggregate function, it can be compared to a sample distribution of normal bags (baseline distribution) whose strangeness is computed using the same aggregate function.

To predict the label of \( q_b \), we utilize the hypothesis testing part of the StrOUD algorithm. Thus, we need to find the appropriate index of \( q_b \), where it should be inserted to maintain the order of the baseline (line 4). The next step is to determine the \( p-value \) of the query bag by considering a fraction of reference bags whose anomaly scores are equal or greater than that of \( q_b \) (line 5). This probability value is used for statistical analysis, where the null hypothesis is that the \( q_b \) belongs to normal distribution.

Therefore, the next block (lines 6–12) is designed to support or reject the null hypothesis by defining a confidence level \( c_i \). If the \( p-value \) is less than the confidence threshold, we reject the null hypothesis and the bag is predicted as 'anomalous.' The prediction evaluation is done by comparing with the ground truth (line 11).

Algorithm 2 is given for a single test bag but needs to be repeated for all testing bags. To better evaluate the results, we report the area under the receiver-operating-characteristic (ROC) curve (AUC) instead of accuracy [23]. A wide range of confidence levels (from 0 to 1 with 0.001 step) are examined, and AUC values are calculated by means of FalsePositiveRate and TruePositiveRate.

Many MIL-based algorithms used for classification of bags solve the problem by predicting the class of each participating instance in a bag as a side feature. We follow a similar procedure by first computing the degree of outlying/strangeness for each individual instance inside a bag. Algorithm 3 is designed to do so. As related earlier, we consider two different approaches to compute the strangeness factor for an instance, LOF or MSE (lines 2–3). LOF or MSE constitute the first important design decision of our proposed MIL-StrouD framework.

The strangeness factor determination is the first design decision of the framework we propose. From all these strangeness scores, a single measure of a bag should be obtained (line 6). We propose the use of an aggregate function \( f_a(\bar{s}) \), where \( \bar{s} \) is the vector of strangeness of instances, namely \( (s_1, s_2, ..., s_k) \) and \( k \) is the number of instances in a bag. There are many choices for \( f_a(\bar{s}) \), including, but not limited to, the maximum, minimum, average, median, spread, and dspread functions. The aggregation function is the second design decision of our proposed MIL-StrOUD framework.

Details of the design choices are elaborated as follows.

3.1 I. Strangeness Factor

3.1.1 Local Outlier Factor (LOF). LOF is known as a density-based anomaly detection factor that captures relative degree of isolation for each data point. In summary, LOF detects local outliers with respect to their neighborhood and with the assumption that outliers are far away from inliners located in a dense region of the neighborhood. This value is computed by determination of a \( \text{MinPts} \) hyperparameter identifying the expected number of neighbors around each data point-instance [10]. A low LOF score is an indication of an inliner, while a high value shows an anomalous point. After computing the proximity matrix from all training/reference and test points to all reference points, as explained in [7], the LOF calculation process is performed in four steps.

First, the k-nearest distances (\( k-distance \)) for all reference and test points to every reference point are computed.

Second, the reachability distance (RD) is then calculated as:

\[
RD(a, b) = \max\{k-distance(b), \text{Euclidean} - \text{dist}(a, b)\}
\]

which depends on the query point location in the neighborhood, the output is either \( k-distance \) or the actual Euclidean distance between two points.

In the third step, the Local Reachability Distance (LRD) needs to be calculated. LRD can be interpreted as an estimated distance at which a point can be found by its neighbors. This value is computed by inverting the average reachability distance of a point from its neighbors

\[
LRD(a) = \frac{N_{\text{MinPts}(a)}}{\sum_{b \in N_{\text{MinPts}(a)}} RD(a, b)}
\]

where \( N_{\text{MinPts}} \) is the LOF hyperparameter which is the number of neighbors in data point neighborhood.

In the fourth and last step, the LRD ratio of the point and its neighbors are measured to determine if the point is close to its neighbors to be labelled as an inliner or is far away to be labelled as anomaly.

\[
LOF(a) = \frac{\sum_{b \in N_{\text{MinPts}(a)}} LRD(b)}{N_{\text{MinPts}(a)}}
\]
We allow for these various aggregation functions in our experiment. We define below the six different aggregate functions we utilize for (data not shown). We adopt the notation $x$ and reconstructed $\tilde{x}$ vary among the number of hidden layers, the layer width (number of neurons), the activation functions, and the number of latent dimensions.

We empirically select the AE architectures for each dataset. In all four architectures, three dense hidden layers along with two dropouts are utilized. An 80 → 20 split is followed to split the training dataset into training and validation sets. We use the tanh activation function in the first hidden layer and two ReLUs in the other two hidden layers. In general, the number of neural units are gradually dropped in each layer until the desired latent dimensions are reached. Different loss functions are also examined for each dataset. Furthermore, the number of training epochs is determined by plotting training versus validation loss over the number of epochs. We have explored many variations of this fundamental architecture, varying the number of hidden layer, the layer width (number of neurons), the activation functions, and the number of latent dimensions (data not shown). We adopt the notation $x \rightarrow L_1 \rightarrow L_2 \rightarrow y$ to denote the encoder architecture, with the decoder being a mirror image. We have experimented with $|L_1| \in [100, 512]$, $|L_2| \in [25, 128]$, and $|y| \in [5, 32]$.

### 3.2 Aggregate Function

We define below the six different aggregate functions we utilize for different instantiations of our framework:

- The maximum strangeness, that is $f_m(s) = \max(s_1, s_2, ..., s_k)$
- The minimum strangeness, that is $f_m(s) = \min(s_1, s_2, ..., s_k)$
- The average strangeness, that is $f_m(s) = \frac{1}{k} \sum_{i=1}^{k} s_i$
- The median strangeness, that is $f_m(s) = \text{median}(s_1, s_2, ..., s_k)$
- The average strangeness, that is $f_m(s) = \frac{1}{k} \sum_{i=1}^{k} s_i$
- The standard strangeness, that is $f_m(s) = \sum_{i=1}^{k} (s_i - \bar{s})^2 / \sqrt{\frac{1}{k} \sum_{i=1}^{k} (s_i - \bar{s})^2}$

In all the above, $s_1, s_2, ..., s_k$ are samples/instances in a bag $s$. We allow for these various aggregation functions in our experimental evaluation, but we do expect that the maximum strangeness will confer better performance. The reason for this is tied to the definition of an anomalous bag. As described above, we adopt the definition of a bag as anomalous as long as there is at least one anomalous sample in it. It is worth noting, however, that this definition is conventionally employed in applications of MIL for classification (even though this restriction is relaxed in cases where positive bags cannot be identified by a single instance but by the accumulation of several of them [11]), and we adopt it here for MIL for AD, as a first step. Future research can consider alternative definitions.

### 4 RESULTS

We first provide a brief summary of each of the four datasets before relating the experimental evaluation.

#### 4.1 Datasets

I. Case Western Reserve University (CWRU): The CWRU bearing dataset is a standardized dataset for pattern classification with mechanical systems. It has known ground-truth labels associated with five motor-bearing condition states (one ’normal’ versus four ‘damaged’). More details about this dataset can be found in [39]. All four damaged states’ measurements are considered as anomalies. The data contains 1853 instances; 300 normal instances are utilized for the training dataset, while the rest constitute the testing dataset.

We divide the data into 30 normal bags and 35 anomalous bags in order to have a balanced number of normal and anomalous test bags.

II. Smartphone-Based Recognition of Human Activities and Postural Transitions Data Set (HAPT): HAPT is a publicly-labelled dataset obtained from basic static, dynamic activities, and postural transitions performed by 30 volunteers, captured by a smartphone, and pre-processed by applying filters and using fixed-length sliding window with overlap. Each data instance is a 561-featured vector containing time and frequency domain variables. More details can be found in the UCI repository [19]. Here, we define postural transition instances (518/10,929 of the data instances) as anomalous activities. To balance the number of bags, 104 training bags are extracted from 5,200 normal instances (static and dynamic activities) while 104 test bags are formed from the remaining 5,211 data points for test set; 518 outliers are randomly assigned to half of the test bags to generate 52 normal and anomalous bags. Each bag contains at least 50 instances.

III. Virat Video Dataset: Virat is a well-known, public video surveillance dataset. It contains data collected from multiple outdoor scenes showing people doing normal activities. Typical uses of the dataset are for activity recognition; more details can be found in [30]. We consider one out of 16 available scenes. There are multiple video clips from a scene, and each clip can contain from zero to multiple activities. Normal instances are defined as those with normal human activities. Video clips that show humans with objects, such as scooters or bicycles are defined as anomalies. In this setting, the video clips are natural bags; we note that in this dataset, there are no single-instance-labels but only clip/bag labels. Our training and test datasets contain 2,000 images each, organized into 24 and 34 bags, respectively. We utilize the pre-trained InceptionV3 model on ImageNet [34] for feature extraction. By adding an extra layer of GlobalMaxPooling, we obtain 2048 features to encode each image/instance.

IV. Bridge Ambient Vibration Dataset: This dataset was collected from the Old ADA bridge in Japan over four different bridge states (ground-truth labels) of the bridge: 1) INT: no damage; 2) DMG1: half cut of one vertical member truss at the bridge midspan; 3) DMG2: fully cut of the same member; 4) DMG3: fully cut of one vertical member at the bridge 5/8th span. The experiment was conducted at 200 Hz sampling rate. Depending on a damage state, the test was repeated for a varying number of times. More details about the experiment can be found in [26]. Signals are segmented into...
We consolidate the comparisons of the MIL-derived algorithms to best AUC for MIL-StrOUD with MSE, LOF/MSE, and LOF. We relate our experiments on each of the four datasets in order. In the interest of space, we suppress the varying instantiations based on the aggregation function, and only note when presented results are representative or in contrast indicative of superior performance due to any aggregation function in particular. We note that the number of nearest neighbors needs to be specified when using LOF, but the aggregate function is only needed for MIL due to its bag-level prediction. For all datasets, the same aggregate functions are employed, but the number of neighbors depends on the number of instances in a bag. So, this value is related for each dataset separately. When MSE is considered, the best autoencoder architecture and model are identified empirically for each dataset.

4.2 Experimental Results

We relate our experiments on each of the four datasets in order. In each, we compare the AUC obtained by MIL versus StrOUD; as described in Section 3, the latter is a natural choice for single-instance learning, given our leverage of the LOF in one instantiation of MIL. We consolidate the comparisons of the MIL-derived algorithms to compare the incorporation of LOF versus MSE (by autoencoder). In the interest of space, we suppress the varying instantiations based on the aggregation function, and only note when presented results are representative or in contrast indicative of superior performance due to any aggregation function in particular. We note that the number of nearest neighbors needs to be specified when using LOF, but the aggregate function is only needed for MIL due to its bag-level prediction. For all datasets, the same aggregate functions are employed, but the number of neighbors depends on the number of instances in a bag. So, this value is related for each dataset separately. When MSE is considered, the best autoencoder architecture and model are identified empirically for each dataset.

4.2.1 Comparative Evaluation on the CWRU Dataset. CWRU is considered a clean dataset. We employ it here as a baseline or control setting. Due to the existence of at least 10 instances in each bag, a range of 2 to 10 number of nearest neighbors is examined for the LOF computation in the MIL-StrOUD setting; in StrOUD, where there is no such a limitation, a larger range of values from 2 to 50 is considered. In the encoder architecture employed for MIL-StrOUD with MSE, \( |x| = 400, |L_1| = 200, |L_2| = 50, \) and \( |y| = 10 \).

The AUC comparison is related in Table 1. It is evident that no matter what anomaly score is employed, both algorithms achieve the highest AUC; we do not repeat the results but instead relate LOF/MSE in Table 1. The results confirm that anomalies behave differently enough from normal data in the CWRU dataset that they can be distinguished even with single-instance learning. For LOF, the results achieved with the maximum and spread aggregates are the same, while for MSE, maximum and spread aggregates achieved the top performance.

| Method          | Strangeness Factor | Best AUC |
|-----------------|-------------------|----------|
| MIL-StrOUD      | LOF/MSE           | 1.0      |
| StrOUD          | LOF/MSE           | 1.0      |

4.2.2 Comparative Evaluation on the HAPT Dataset. We consider a similar range of number of neighbors for the MIL setting on the HAPT dataset (2 to 10), but a larger range of neighbours for StrOUD (2 to 70), as the HAPT dataset contains more instances than the CWRU dataset. We note that in the encoder architecture employed for MIL-StrOUD with MSE, \( |x| = 561, |L_2| = 280, |L_3| = 35, \) and \( |y| = 5 \).

Table 2 relates the comparative evaluation. As HAPT is a clean benchmark dataset, the AUCs of the MIL-based algorithms and StrOUD are close. This indicates that the extracted features are meaningful enough to distinguish postural transitions from other activities, and that labels are accurately assigned to the instances. We do observe MIL being able to produce slightly better AUCs than StrOUD using either LOF or MSE score. Fig. 1, which shows the ROC curves for MIL-StrOUD with LOF (top panel) or MSE (bottom panel) additionally relates the high performance of MIL for this dataset.

| Method          | Strangeness Factor | Best AUC |
|-----------------|-------------------|----------|
| MIL-StrOUD      | LOF               | 0.996    |
| MIL-StrOUD      | MSE               | 0.994    |
| StrOUD          | LOF               | 0.990    |
| StrOUD          | MSE               | 0.980    |

Figure 1: ROC curves are related for MIL-StrOUD with LOF (top panel) and MSE (bottom panel) for the HAPT dataset. These correspond to the setting that confers the highest performance, related in Table 2.

In general, we observe that the results related above are not overly sensitive to the number of nearest neighbors; that is, the
We observe that the results are mildly sensitive to the number of nearest neighbors; that is, there is a wide range of the number of nearest neighbors where the performance ranges from 0.897 to 0.937, reaching the latter at $NN = 3$. We again observe the maximum aggregate function as the one conferring the highest performance to MIL, as in the previous dataset.

Table 3: Results on the Virat Dataset.

| Method     | Strangeness Factor | Best AUC |
|------------|--------------------|----------|
| MIL-StrOUD | LOF                | 0.937    |
|            | MSE                | 0.911    |

4.2.4 Comparative Evaluation on the Bridge Dataset. According to the minimum number of instances in each bag (30), a range of 2 to 20 neighbours is examined for MIL. This value ranges from 2 to 50 for StrOUD. The encoder architecture employed for MIL-StrOUD with MSE, $|x| = 2048$, $|L_2| = 512$, $|L_3| = 128$, and $|y| = 32$. We observe that the results are mildly sensitive to the number of nearest neighbors; that is, there is a wide range of the number of nearest neighbors where the performance ranges from 0.897 to 0.937, reaching the latter at $NN = 3$. We again observe the maximum aggregate function as the one conferring the highest performance to MIL, as in the previous dataset.

Table 4: Results on the Bridge Dataset.

| Method     | Strangeness Factor | Best AUC |
|------------|--------------------|----------|
| MIL-StrOUD | LOF                | 0.931    |
|            | MSE                | 0.905    |
| StrOUD     | LOF                | 0.720    |
|            | MSE                | 0.729    |

In this dataset, there is a significant difference in performance between StrOUD and MIL. The lower AUC values obtained by StrOUD indicate that, although the measurements are labeled according to the bridge health status, they are likely not accurately assigned. In fact, our detailed analysis reveals that even though the bridge has been damaged, most of the anomalous vibrations resemble normal segments. We relate here one dimension of this analysis that supports this characterization. We train an AE on the normal instances of the bridge data, and then relate reconstruction errors of normal versus damaged samples. The top panel of Fig. 4 shows the histogram of reconstruction errors over the training dataset. The bottom panel shows the histogram of reconstruction errors over the testing dataset. For the latter, the reconstruction errors of samples labeled as damaged are superimposed over those of samples labeled as normal. Fig. 5 relates a similar analysis but on the LOFs.

Fig. 4-5 clearly show that it is hard to distinguish normal from damaged/anomalous samples. In fact, this analysis additionally makes the case why threshold-based AD methods, whether they utilize LOF or AE reconstruction error are not effective for real-world data. This particular dataset demonstrates that the location, spatial orientation, and proximity of a sensor to the defect will lead to very different signal response. Additionally, a sensor will not continuously respond the same way to a defect.

It is very clear from the Bridge dataset that, when we are dealing with raw real-world or manually-labeled datasets, evaluation becomes a challenging task due to very complex physical responses,
and sometimes the uncertainty about label accuracy. However, such an issue is alleviated under the MIL formulation, as MIL depends on group rather than single-instance labels.

5 CONCLUSION

Though largely under-leveraged for AD, we present in this paper an MIL formulation for AD and pursue an empirical evaluation of various algorithmic instantiations under this formulation. We evaluate the resulting algorithms over four different datasets that capture different physical processes along different modalities. The results show the superiority of the MIL-based formulation over single instance learning, as well as the ability of the MIL framework to generalize well over diverse benchmark datasets resulting from different real-world application domains. While in this paper we have focused the comparison against StrOUD, effectively carrying out an ablation study, future work will consider expanding comparisons to other AD algorithms to obtain a better understanding of their relationship with real-world datasets with varying label accuracy confidence. Future work will also leverage the versatility of the MIL framework and consider different strangeness score formulations.
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