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Abstract
Surrogate models provide an affordable alternative to the evaluation of expensive deterministic functions. However, the construction of accurate surrogate models with many independent variables is currently prohibitive because they require a large number of function evaluations for the desired accuracy. Gradient-enhanced kriging has the potential to reduce the number of evaluations when efficient gradient computation, such as an adjoint method, is available. However, current gradient-enhanced kriging methods do not scale well with the number of sampling points because of the rapid growth in the size of the correlation matrix, where new information is added for each sampling point in each direction of the design space. Furthermore, they do not scale well with the number of independent variables because of the increase in the number of hyperparameters that must be estimated. To address this issue, we develop a new gradient-enhanced surrogate model approach that drastically reduces the number of hyperparameters through the use of the partial least squares method to maintain accuracy. In addition, this method is able to control the size of the correlation matrix by adding only relevant points defined by the information provided by the partial least squares method. To validate our method, we compare the global accuracy of the proposed method with conventional kriging surrogate models on two analytic functions with up to 100 dimensions, as well as engineering problems of varied complexity with up to 15 dimensions. We show that the proposed method requires fewer sampling points than conventional methods to obtain the desired accuracy, or it provides more accuracy for a fixed budget of sampling points. In some cases, we get models that are over three times more accurate than previously developed surrogate models for the same computational time, and over 3200 times faster than standard gradient-enhanced kriging models for the same accuracy.

Keywords Gradient-enhanced kriging · Partial least squares · High-dimensions

List of symbols

1 Matrices and vectors are in bold type

d Number of dimensions
B Hypercube expressed by the product between intervals of each direction space
n Number of sampling points
h Number of principal components
x, x’ 1 × d vector
xj jth element of x for j = 1, …, d
X n × d matrix containing sampling points
y n × 1 vector containing simulation of X
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1 Introduction

Surrogate models, also known as metamodels or response surfaces, are approximate functions (or outputs) over a space defined by independent variables (or inputs) based on a limited number of function evaluations (or samples). This modeling approach replaces expensive function evaluations with much cheaper calculations. Surrogate approaches are often used in engineering applications including polynomial regression, support vector machine, radial basis function models, and kriging [14]. More details on the kriging model are given in Sect. 2.1. Surrogate models are classified based on whether they are noninterpolating, such as polynomial regression, or interpolating, such as kriging. Surrogate models can handle both deterministic and noisy functions, but we consider only deterministic functions.

Surrogate models can be particularly helpful in conjunction with numerical optimization, which requires multiple function evaluations over a design variable space [16, 19, 48]. However, noninterpolating surrogate models are not appropriate for optimization problems because additional points do not necessarily lead to a more accurate surface [19]. On the other hand, interpolating surrogate models become accurate in the specific area where new points are added. One of the most popular interpolating models is the kriging model [12, 26, 38, 44, 47], also known as Gaussian process regression [4, 43], Ch. 3, Sec. 19. Kleijnen [25] provides a general review of the kriging approach and presents the basic derivation. One of its major advantages is the built-in analytical estimate of the model error, which makes kriging a probabilistic model for which we can use statistical techniques [20].

Several researchers have shown that kriging metamodels can significantly reduce the cost of numerical analysis and optimization. Jeong et al. [18], for example, used a kriging metamodel to model a two-dimensional airfoil design including flap position in a multi-element airfoil, where the lift-to-drag ratio was maximized using a genetic algorithm. Since genetic algorithms require a large number of function evaluations, the kriging surrogate greatly reduced the computational cost. Toal et al. [50] used two kriging-based optimizations with an intermediate step using a proper orthogonal decomposition method to minimize the drag-to-lift ratio of a transonic airfoil. This approach outperformed a traditional kriging-based optimization, producing better designs and a considerable reduction of the optimization cost. This was achieved by restricting the budget of the first optimization and keeping only the relevant points for the second optimization. Bartoli et al. [5] used a mixture of experts, which is a technique that partitions the input space into different regions, so that a different metamodel can be used for each region. They used several types of kriging to model and minimize the weight of an aircraft wing structure. The structural optimization considered 12 thickness variables (spars, skins, and ribs) and two stress constraints (spars and skins). Their results showed that optimization based on the kriging models required fewer evaluations than a direct optimization method. Many other applications using the kriging model can be found in the literature [10, 22, 23, 29–31, 46].

A kriging model can be extended to utilize gradient information when available, which improves its accuracy. This is known as gradient-enhanced kriging (GEK) [31], cokriging [11, 27], or first-order kriging [28]. GEK has been shown to be effective in various studies [11, 27, 28, 33], and it is especially advantageous when the gradient is computed with an adjoint method. The adjoint method computes derivatives for models containing implicitly defined equations. The main advantage is that the computational cost, unlike that for finite-difference approximations, is independent of the number of input variables [42]. The adjoint method can be derived by linearizing the residuals of the implicit equation, or alternatively through the application of the inverse function theorem [37]. Laurenceau and Sagaut [27] compared kriging and direct–indirect GEK (using a discrete adjoint method to compute the gradients) and showed a considerable gain in global accuracy when using the indirect GEK on an aerodynamic shape optimization problem. Despite this performance, the number of input variables was kept low (2 to 6) because of the exorbitant computational cost required to build GEK for larger inputs. Liem et al. [31] used a mixture-of-experts method based on GEK to approximate the drag coefficients in a surrogate-based aircraft mission analysis. They showed that GEK models were superior to conventional surrogate models, especially in terms of accuracy. The number of input variables was again low (2 and 4).

GEK is subject to performance degradation when the number of input variables and/or the number of sampling points is high. This degradation is mainly due to the size of the GEK correlation matrix, which increases proportionally with both the number of inputs and the number of sampling points. In addition, sampling points that are close to each other lead to quasi-linearly-dependent columns in the correlation matrix. It becomes ill-conditioned, and the corresponding linear problem becomes difficult to solve. There are other challenges in high-dimensional problems because building a kriging surrogate model involves solving a multimodal optimization problem in which the number of variables is proportional to the problem dimension. We must maximize a function—the likelihood function—with respect to variables called hyperparameters.

Because it is difficult to find the hyperparameters through optimization, Laurenceau and Sagaut [27] developed a method that guesses an initial solution for the GEK
hyperparameters and then uses a gradient-based optimization method to maximize the likelihood function. This method accelerates the construction of the GEK model; however, the initial guess depends on a fixed parameter that defines the strength of the correlation between the two most directional-distant sample points. This parameter depends on the physical function being studied and thus requires trial and error. Therefore, it is not easy to generalize this approach. Lewis [28] tried to accelerate the estimation of the GEK hyperparameters by reducing their number to one for all directions. The GEK model gave better results than conventional kriging (using one hyperparameter for all directions) on a borehole flow-rate problem with eight input variables. However, Lewis assumed that the problem is isotropic, which is not the case for the engineering problems we want to tackle.

Bouhlel et al. [7] proposed an approach, KPLS, that combines the kriging model with the partial least squares (PLS) method to accelerate the kriging construction. This method introduces new kernels based on the information extracted from the PLS technique. The number of hyperparameters is then reduced to the number of principal components retained. Experience shows that two or three principal components are usually sufficient to get good accuracy [7]. There is currently no rule of thumb for the maximum number of principal components to retain because it depends on both the problem and the location of the sampling points used to fit the model. The KPLS model was shown to be efficient for several high-dimensional problems. Bouhlel et al. [7] compared KPLS and conventional kriging models on analytic and engineering problems with up to 100 inputs. Despite the reduced number of hyperparameters in KPLS, they obtained similar results in terms of accuracy for both models. The main benefit of KPLS was the reduction in the computational time to construct the model: it was up to 450 times faster than conventional kriging.

Another variant of KPLS, called KPLSK [6], extends the KPLS method by adding a new step into the construction of the model. Once the KPLS method is built, the solution for the hyperparameters is used as a first guess for a gradient-based optimization applied to a conventional kriging model. The KPLSK method is similar to that developed by [40], where a gradient-free optimization algorithm is used with an isotropic kriging model, and this is followed by a gradient-based optimization starting from the solution to the first optimization. Compared to KPLS and conventional kriging, KPLSK gives a significant improvement in terms of accuracy on analytic and engineering problems with up to 60 dimensions. In addition, KPLSK is more efficient than kriging (up to 131 times faster using 300 points for a 60D analytic function) but slightly less efficient than KPLS (22 s vs. 0.86 s for the same test case). For optimization applications using KPLS and KPLSK see [5] and [8].

To further improve the efficiency of KPLS and extend GEK to high-dimensional problems, we integrate the gradient during the construction of KPLS and use the PLS method in a different way. Our approach is based on the first-order Taylor approximation (FOTA) at each sampling point. Using this approximation, we generate a set of points around each sampling point and apply the PLS method to each of these sets. We then combine the information from each set of points to build a kriging model. We call this new model GE-KPLS since it uses both the gradient information and the PLS method. The GE-KPLS method utilizes gradient information and controls the size of the correlation matrix by adding some of the approximating points to that matrix with respect to the relevant directions given by the PLS method at each sampling point. The number of hyperparameters to be estimated remains equal to the number of principal components.

The remainder of the paper is organized as follows. First, we review the key equations for the kriging and KPLS models in Sects. 2.1 and 2.2, respectively. Then, we summarize the two GEK approaches that have already appeared in the literature in Sects. 3.1 and 3.2, followed by the development of the GE-KPLS approach in Sect. 3.3. We then compare the proposed GE-KPLS approach to previously developed methods in Sect. 4. We present the limitations of our approach in Sect. 5 and summarize our conclusions in Sect. 6.

## 2 Kriging surrogate modeling

In this section we introduce the notation and briefly describe the theory behind kriging and KPLS. The first step in the construction of surrogate models is the selection of the sample points \( \mathbf{x}^{(i)} \in \mathbb{R}^d \), for \( i = 1, \ldots, n \), where \( d \) is the number of inputs and \( n \) is the number of sampling points. We can denote this set of sample points as a matrix:

\[
\mathbf{X} = \left[ \mathbf{x}^{(1)^T}, \ldots, \mathbf{x}^{(n)^T} \right]^T.
\]  

Then, the function to be modeled is evaluated at each sample point. We write it as \( f : B \rightarrow \mathbb{R} \), where, for simplicity, \( B \) is a hypercube expressed by the product of the intervals of each direction space. We obtain the outputs \( \mathbf{y} = [y^{(1)}, \ldots, y^{(n)}]^T \) by evaluating the function

\[
y^{(i)} = f(\mathbf{x}^{(i)}), \quad \text{for } i = 1, \ldots, n.
\]  

With the choice and evaluation of sample points we have \( (\mathbf{X}, \mathbf{y}) \), which we can now use to construct the surrogate model.
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2.1 Conventional kriging

Matheron [38] developed the theoretical basis of the kriging approach based on the work of [26]. The approach has since been extended to the fields of computer simulation [44, 45] and machine learning [53]. The kriging model is essentially an interpolation method. The interpolated values are modeled by a Gaussian process with mean $\mu(\mathbf{x})$ governed by a prior spatial covariance function $k(\mathbf{x}, \mathbf{x'})$. The covariance function $k$ can be written as

$$k(\mathbf{x}, \mathbf{x'}) = \sigma^2 r(\mathbf{x}, \mathbf{x'}) = \sigma^2 r_{xx'}, \forall \mathbf{x}, \mathbf{x'} \in B,$$

where $\sigma^2$ is the process variance and $r_{xx'}$ is the spatial correlation function between $\mathbf{x}$ and $\mathbf{x'}$. The correlation function $r$ depends on the hyperparameters $\theta$, which must be estimated. In this paper, we use the Gaussian exponential correlation function for all the numerical results presented in Sect. 4:

$$r_{xx'} = \prod_{i=1}^{d} \exp \left( -\theta_i (x_i - x'_i)^2 \right), \quad \forall \theta_i \in \mathbb{R}^+, \quad \forall \mathbf{x}, \mathbf{x'} \in B. \quad (4)$$

This function relates the correlation between two points $\mathbf{x}$ and $\mathbf{x'}$ to the distance between them. It quantifies the degree of resemblance between any two points in the design space.

Let us now define the stochastic process $Y(\mathbf{x}) = \mu + Z(\mathbf{x})$, where $\mu$ is an unknown constant, and $Z(\mathbf{x})$ is a realization of a stochastic Gaussian process with $Z \sim \mathcal{N}(0, \sigma^2)$. In this study, we use the ordinary kriging model, where $\mu(\mathbf{x}) = \mu = \text{constant}$. To construct the kriging model, we must estimate a set of unknown parameters: $\theta$, $\mu$, and $\sigma^2$.

We use the maximum likelihood estimation method, and we use the natural logarithm to simplify the likelihood maximization:

$$-\frac{1}{2} \left[ n \ln(2\pi\sigma^2) + \ln \left( \det \mathbf{R} \right) + (\mathbf{y} - \mathbf{1}\mu)^T \mathbf{R}^{-1}(\mathbf{y} - \mathbf{1}\mu) / \sigma^2 \right], \quad (5)$$

where $\mathbf{I}$ denotes an $n$-vector of ones.

First, we assume that the hyperparameters $\theta$ are known, so $\mu$ and $\sigma^2$ are given by

$$\hat{\mu} = (\mathbf{1}^T \mathbf{R}^{-1} \mathbf{1})^{-1} \mathbf{1}^T \mathbf{R}^{-1} \mathbf{y}, \quad (6)$$

where $\mathbf{R} = [r_{xx;X}, \ldots, r_{xx;X}]$ is the correlation matrix with $r_{xx} = [r_{xx}, \ldots, r_{xx}]^T$, and

$$\hat{\sigma}^2 = \frac{1}{n} (\mathbf{y} - \mathbf{1}\hat{\mu})^T \mathbf{R}^{-1}(\mathbf{y} - \mathbf{1}\hat{\mu}). \quad (7)$$

Equations (6) and (7) are derived by setting the derivatives of the likelihood function to zero. Next, we insert both equations into (5) and remove the constant terms. The so-called concentrated likelihood function that depends only on $\theta$ is then given by

$$-\frac{1}{2} \left[ n \ln(\sigma^2(\theta)) + \ln \left( \det \mathbf{R}(\theta) \right) \right], \quad (8)$$

where $\mathbf{R}(\theta)$ and $\sigma(\theta)$ denote the dependency on $\theta$, and $\sigma(\theta)$ depends on $\theta$ through $\mathbf{R}^{-1}$ in Eq. (7). A detailed derivation of these equations is provided by [14] and [24]. Finally, the best linear unbiased predictor, given the output $\mathbf{y}$, is

$$\hat{\mathbf{y}}(\mathbf{x}) = \hat{\mu} + \mathbf{r}_x^T \mathbf{R}^{-1}(\mathbf{y} - \mathbf{1}\hat{\mu}), \forall \mathbf{x} \in B. \quad (9)$$

Since there is no analytical solution for the hyperparameters $\theta$, it is necessary to use numerical optimization to find the $\theta$ that maximizes the likelihood function. This step is the most challenging in the construction of the kriging model. This is because, as previously mentioned, it involves maximizing the likelihood function, which is often multimodal [36]. Maximizing this function becomes prohibitive for high-dimensional problems ($d > 10$) because of the cost of computing the determinant of the correlation matrix and the high number of evaluations needed to optimize a high-dimensional multimodal problem. This is the main motivation for the development of the KPLS approach, which we describe next.

2.2 KPLS(K): Accelerating kriging construction with partial least squares regression

As mentioned in Sect. 2.1, the estimation of the kriging hyperparameters can be time-consuming, particularly for high-dimensional problems. Bouhlel et al. [7] developed an approach that reduces the computational cost while maintaining accuracy. They use PLS regression during the hyperparameter estimation process. PLS regression is a well-known method for handling high-dimensional problems that maximizes the variance between the input and output variables in a smaller subspace, formed by the principal components, or latent variables. PLS finds a linear regression model by projecting the predicted variables and the observable variables onto a new space. The elements of the principal direction, which is a vector defining the direction of the associated principal component, represent the influence of each input on the output. On the other hand, the hyperparameters $\theta$ represent the range in any direction of the space. If, for instance, certain values are less significant in the $i$th direction, the corresponding $\theta_i$ will have a small value. Thus, the key idea behind the construction of the KPLS model is the use of PLS information to adjust the hyperparameters of the kriging model.

We compute the first principal component $\mathbf{t}_1$ by seeking the direction $\mathbf{w}^{(1)}$ that maximizes the squared covariance between $\mathbf{t}_1 = \mathbf{X}\mathbf{w}^{(1)}$ and $\mathbf{y}$, that is

$$\mathbf{w}^{(1)} = \arg \max_{\mathbf{w}} \frac{\mathbf{w}^T \mathbf{X}^T \mathbf{y} \mathbf{y}^T \mathbf{X} \mathbf{w}}{\text{such that } \mathbf{w}^T \mathbf{w} = 1}. \quad (10)$$
Next, we compute the residual matrix from $X(0) \leftarrow X$ space and from $y(0) \leftarrow y$ using

$$X(1) = X(0) - t_1 p(1),$$

$$y(1) = y(0) - c_1 t_1, \quad (11)$$

where $p(1)$ (a $1 \times d$ vector) contains the regression coefficients of the local regression of $X$ onto the first principal component $t_1$ (an $n \times 1$ vector), and $c_1$ is the regression coefficient of the local regression of $y$ onto the first principal component $t_1$. Next, the second principal component—orthogonal to the first principal component—can be sequentially computed by replacing $X(0)$ by $X(1)$ and $y(0)$ by $y(1)$ to solve the maximization problem (10). The same approach is used to iteratively compute the other principal components.

The computed principal components represent the new coordinate system obtained by rotating the original system with the axes $x_1, \ldots, x_d$ [2]. The $l$th principal component $t_l$ is

$$t_l = X(l-1) w(l) = X w(l), \quad \text{for } l = 1, \ldots, h. \quad (12)$$

The matrix $W_s = [w_s(1), \ldots, w_s(h)]$ is obtained via the following formula [49], p. 114:

$$W_s = W (P^T W)^{-1}, \quad (13)$$

where $W = [w(1), \ldots, w(h)]$ and $P = [p(1)^T, \ldots, p(h)^T]$. If $h = d$, the matrix $W_s = [w_s(1), \ldots, w_s(d)]$ rotates the coordinate space $(x_1, \ldots, x_d)$ to the new coordinate space $(t_1, \ldots, t_d)$, which follows the principal directions $w(1), \ldots, w(d)$. For more details on the PLS method see [15, 17], and [2].

The PLS method gives information on the contribution of any variable to the output. Bouhlel et al. [7] use this information to add weights to the hyperparameters $\theta$. For $l = 1, \ldots, h$, the scalars $w_l(1), \ldots, w_l(h)$ are interpreted as measuring the importance of $x_1, \ldots, x_d$ in the construction of the $l$th principal component where its correlation with the output $y$ is maximized.

To construct the KPLS kernel, we first define the linear map $F_l$ via

$$F_l : B \rightarrow B,$$

$$x \mapsto \begin{bmatrix} w_l(1) x_1, \ldots, w_l(d) x_d \end{bmatrix}, \quad (14)$$

for $l = 1, \ldots, h$. Using the mathematical property that the tensor product of several kernels is a kernel, we build the KPLS kernel:

$$k_{1:h}(x, x') = \prod_{l=1}^{h} k_l(F_l(x), F_l(x')), \forall x, x' \in B, \quad (15)$$

where $k_l : B \times B \rightarrow \mathbb{R}$ is an isotropic stationary kernel, which is invariant when translated. More details of this construction are given by [7].

If we use the Gaussian correlation function (4) and Eq. (15), we obtain

$$k(x, x') = \sigma^2 \prod_{l=1}^{h} \prod_{i=1}^{d} \exp \left[ -\theta_i \left( w_l(1) x_i - w_l(0) x_i' \right)^2 \right], \quad \forall \theta_i \in [0, +\infty), \forall x, x' \in B. \quad (16)$$

The KPLS method reduces the number of hyperparameters to be estimated from $d$ to $h$, where $h << d$, thus drastically decreasing the time to construct the model.

Bouhlel et al. [6] proposed another method to construct a KPLS-based model for high-dimensional problems, the so-called KPLSK. This method is applicable only when the covariance functions used by KPLS are of the exponential type (e.g., all Gaussian). The covariance function used by KPLSK is then exponential with the same form as the KPLS covariance. This method is basically a two-step approach for optimizing the hyperparameters. The first step optimizes the hyperparameters of a KPLS covariance using a gradient-free method on $h$ hyperparameters for a global optimization in the reduced space. The second step optimizes the hyperparameters of a conventional kriging model using a gradient-based method and the solution of the first step. This gives a local improvement in the original space ($d$ hyperparameters) of the solution provided by the first step. The idea is to use an initial guess and a gradient-based method, which is more efficient than a gradient-free method, for the construction of a conventional kriging model.

The solution of the first step with $h$ hyperparameters is expressed in the larger space with $d$ hyperparameters using a change of variables. Using Eq. (16) and the change of variable $\eta_l = \sum_{i=1}^{d} \theta_i w_l(i)^2$, we get

$$\sigma^2 \prod_{l=1}^{h} \prod_{i=1}^{d} \exp \left( -\theta_i w_l(i)^2 (x_i - x_i')^2 \right) = \sigma^2 \exp \left( \sum_{i=1}^{d} \sum_{l=1}^{h} \theta_i w_l(i)^2 (x_i - x_i')^2 \right) = \sigma^2 \exp \left( \sum_{i=1}^{d} \eta_i (x_i - x_i')^2 \right) = \sigma^2 \prod_{i=1}^{d} \exp \left( -\eta_i (x_i - x_i')^2 \right). \quad (17)$$

This is the definition of a Gaussian kernel given by Eq. (4). Therefore, each component of the starting point for the gradient-based optimization uses a linear combination of the hyperparameter values from the reduced space. This allows the use of an initial line search along a hypercube of the original space to find a relevant starting point. Furthermore, the final value of the likelihood function is better than that provided by KPLS. The KPLSK model is computationally more efficient than a kriging model and only slightly more costly than KPLS.
3 Gradient-enhanced kriging

If the gradient of the output function at the sampling points is available, we can use it to increase the accuracy of the surrogate model \([51, 52]\). Since a gradient consists of \(d\) derivatives, adding this information to the function value at each sampling point has the potential to enrich the model immensely. Furthermore, when the gradient is computed using an adjoint method, for which the computational cost is similar to that of a single function evaluation and independent of \(d\), this enrichment can be obtained at a cost that is much lower than the cost of evaluating \(d\) new function values.

Various approaches have been developed for GEK, and two main formulations exist: indirect and direct. In the following, we start with a brief review of these formulations, and then we present our approach, GE-KPLS.

3.1 Indirect gradient-enhanced kriging

The indirect GEK method uses the gradient information to generate new points around the sampling points via linear extrapolation. In each direction for each sampling point, we add one point by computing the FOTA:

\[
y(x^{(i)} + \Delta x e^{(j)}) = y(x^{(i)}) + \frac{\partial y(x^{(i)})}{\partial x_j} \Delta x_j,
\]

where \(i = 1, \ldots, n, j = 1, \ldots, d, \Delta x_j\) is the step added in the \(j\)th direction, and \(e^{(j)}\) is the \(j\)th row of the \(d \times d\) identity matrix. The indirect GEK method does not require a modification of the kriging code. However, the resulting correlation matrix can rapidly become ill-conditioned, since the columns of the matrix resulting from the FOTA are almost collinear. Moreover, this method increases the size of the correlation matrix from \(n(d + 1) \times n(d + 1)\), and it contains four blocks that include the correlation among the data, among the gradients, between the data and the gradients, and between the gradients and the data. Denoting the GEK correlation matrix by \(\mathbf{R}\), we can write

\[
\mathbf{R} = \begin{pmatrix}
R_{xx}(x^{(i)}) & \cdots & \frac{\partial R_{xx}(x^{(i)})}{\partial x_j} & \cdots & \frac{\partial^2 R_{xx}(x^{(i)})}{\partial x_j \partial x_k} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\frac{\partial R_{xx}(x^{(i)})}{\partial x_j} & \cdots & R_{xx}(x^{(i)}) & \cdots & \frac{\partial^2 R_{xx}(x^{(i)})}{\partial x_j \partial x_k} \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\frac{\partial^2 R_{xx}(x^{(i)})}{\partial x_j \partial x_k} & \cdots & \frac{\partial^2 R_{xx}(x^{(i)})}{\partial x_j \partial x_k} & \cdots & R_{xx}(x^{(i)})
\end{pmatrix},
\]

where, for \(i, j = 1, \ldots, n\), \(\partial r_{xx(x^{(i)})}/\partial x_j\), \(\partial r_{xx(x^{(i)})}/\partial x_k\), and \(\partial^2 r_{xx(x^{(i)})}/\partial x_j \partial x_k\) are given by

\[
\frac{\partial r_{xx(x^{(i)})}}{\partial x_j} = \left[ \frac{\partial r_{xx(x^{(i)})}}{\partial x_j} = -2\theta_k \left( x_k^{(i)} - x_k^{(j)} \right) r_{xx(x^{(i)})} \right]_{k=1, \ldots, d},
\]

\[
\frac{\partial r_{xx(x^{(i)})}}{\partial x_k} = \left[ \frac{\partial r_{xx(x^{(i)})}}{\partial x_k} = 2\theta_k \left( x_k^{(i)} - x_k^{(j)} \right) r_{xx(x^{(i)})} \right]_{k=1, \ldots, d},
\]

\[
\frac{\partial^2 r_{xx(x^{(i)})}}{\partial x_j \partial x_k} = \left[ \frac{\partial^2 r_{xx(x^{(i)})}}{\partial x_j \partial x_k} = -4\theta_k \theta_l \left( x_k^{(i)} - x_k^{(j)} \right) \left( x_l^{(i)} - x_l^{(j)} \right) r_{xx(x^{(i)})} \right]_{k, l=1, \ldots, d}.
\]

Once the hyperparameters \(\theta\) are estimated, the GEK predictor for any untried \(x\) is given by

\[
\hat{y}(x) = \hat{\mu} + \mathbf{r}_x^T \mathbf{R}^{-1} (y - \mathbf{1} \hat{\mu}), \forall x \in B,
\]

where the correlation vector contains the correlation between an untried point \(x\) and each training point from \(X = [x^{(1)}, \ldots, x^{(n)}]\):

\[
\mathbf{r}_x = [r_{xx(x^{(1)})}, \ldots, r_{xx(x^{(n)})}, \frac{\partial r_{xx(x^{(1)})}}{\partial x_j}, \ldots, \frac{\partial r_{xx(x^{(n)})}}{\partial x_j}]^T.
\]

Unfortunately, the correlation matrix \(\mathbf{R}\) is dense, and its size increases quadratically with both the number of variables \(d\) and the number of samples \(n\). In addition, \(\mathbf{R}\) is not symmetric, which makes it more costly to invert. In the next section, we develop a new approach that uses the gradient information with a controlled increase in the size of \(\mathbf{R}\).

3.3 GE-KPLS: Gradient-enhanced kriging with partial least squares method

GEK methods have a number of weaknesses. There is a rapid growth in the size of the correlation matrix when the number of sampling points and/or the number of inputs becomes large. Moreover, in high-dimensional problems
many hyperparameters must be estimated, and this results in challenges in the maximization of the likelihood function. To address these issues, we propose the GE-KPLS approach, which exploits the gradient information with a slight increase in the size of the correlation matrix but reduces the number of hyperparameters.

### 3.3.1 Model construction

The key idea of our method is to use the PLS method around each sampling point; we apply it several times, each time to a different point. We use the FOTA (18) to generate a set of points around each sampling point. These new approximate points are constructed by a Box–Behnken design [9], Ch. 11, Sect. 6] when \( d \geq 3 \) (Fig. 1a) and one factor at a time when \( d = 2 \) (Fig. 1b).

PLS is applied to GEK as follows. Suppose we have sets of points \( S = \{ S_i, \forall i = 1, \ldots, n \} \), where each set is defined by the sampling point \((x^{(i)}, y^{(i)})\) and the set of approximate points generated as described above. We apply PLS to each \( S_i \) to get the local influence of each direction space. Next, we compute the mean of the \( n \) coefficients \( w_{av}^{(l)} \) for each principal component \( l = 1, \ldots, h \). Denoting these new coefficients by \( w_{av}^{(l)} \), we replace Eq. (14) by

\[
F_l : B \longrightarrow B
\]

\[
x \longmapsto \left[ w_{av}^{(l)} x_1, \ldots, w_{av}^{(l)} x_d \right].
\]  

(27)

Finally, we follow the same construction used for the KPLS model, substituting \( w_{av}^{(l)} \) by \( w_{av}^{(l)} \). Thus, Eq. (16) becomes

\[
k(x, x') = \sigma^2 \prod_{i=1}^{d} \prod_{i=1}^{d} \exp \left[ -\theta_i \left( w_{av}^{(l)} x_i - w_{av}^{(l)} x_i' \right)^2 \right],
\]

\[
\forall \theta_i \in [0, +\infty), \forall x, x' \in B.
\]  

(28)

In the next section, we describe how we control the size of the correlation matrix to obtain the best trade-off between the accuracy of the model and the computational time.

### 3.3.2 Controlling the size of the correlation matrix

We have seen in Sect. 3.1 that the construction of the indirect GEK model adds \( d \) points around each sampling point. Since the size of the correlation matrix is \( n(d + 1) \times n(d + 1) \), this leads to a dramatic increase in the matrix size. In addition, the added sampling points are close to each other, leading to an ill-conditioned matrix. Thus, its inversion becomes computationally prohibitive for large numbers of sampling points. However, adding only relevant points improves both the condition number of the matrix and the accuracy of the model.

In the previous section, we locally applied PLS with respect to each sampling point, which provides the influence of each input variable around that point. We now add only \( m \) approximating points (\( m \in [1, d] \)) around each sampling point, where \( m \) is the highest coefficient of PLS. We consider only the coefficients for the first principal component, which usually contains the most useful information. This improves the accuracy of the model with respect to relevant directions and increases the size of the correlation matrix to only \( n(m + 1) \times n(m + 1) \), where \( m \ll d \).

Algorithm 1 summarizes the construction of the GE-KPLS model from the sampling data to the final predictor. After initializing the training points with the associated derivatives, the number of principal components, and the number of extra points, we compute \( w_{av}^{(1)}, \ldots, w_{av}^{(h)} \). To do this, we construct \( S_l \), apply PLS to \( S_l \), and select for each sample point the \( m \) most influential Cartesian directions from the first principal component. Then, we maximize the concentrated likelihood function given by Eq. (8), and finally, we find the prediction \( \hat{y} \) from Eq. (9).

![Fig. 1 Rectangles indicate the sampling points, and the circles indicate the newly generated points](image-url)
In GE-KPLS, PLS is locally applied around each sampling point instead of in the whole space, as in KPLS. This enables us to identify the local influence of the input variables without having to sample in the whole space, as in KPLS. The main computational advantage of GE-KPLS is the reduced size of the correlation matrix. In the conventional direct KPLS model, we consider only three principal components for KPLS(K). We also use the scikit-learn implementation [41]. The indirect GEK method does not require a modification of the kriging source code, so we again use scikit-learn.

We vary the number of extra points, $m$, from 0 to 5. In the first study we also use $m = d$. In the third study we use $m = d$ when the number of inputs is less than five, e.g., for $P_1$ we use $m = 1$ and $m = d = 2$. We denote GE-KPLS with $m$ extra points by GE-KPLS$m$. We ran preliminary tests varying the number of principal components from 1 to 3 for the KPLS(K) models, and three components always gave the best results. Using more components becomes costly and results in only a slight difference in terms of accuracy (more or less accurate depending on the problem). For simplicity, we consider only three principal components for KPLS(K).

4 Numerical experiments

To evaluate the computational cost and accuracy of GE-KPLS, we compare it to other models for a number of benchmark functions. The first set of functions consists of two analytic functions given by

$$y_1(x) = \sum_{i=1}^{d} x_i^2, \quad -10 \leq x_i \leq 10, \quad \text{for } i = 1, \ldots, d; \quad (29)$$

$$y_2(x) = x_1^3 + \sum_{i=2}^{d} x_i^2, \quad -10 \leq x_i \leq 10, \quad \text{for } i = 1, \ldots, d. \quad (30)$$

The second set corresponds to the eight engineering problems listed in Table 1.

Since, as discussed previously, the GEK model does not perform well, especially when the number of sampling points is relatively high, we performed three studies. The first study compares GE-KPLS with the indirect GEK and ordinary kriging models on the analytic functions defined by Eqs. (29) and (30). The second and third studies, which use the analytic functions and the engineering functions, respectively, compare GE-KPLS with ordinary kriging, KPLS, and KPLS(K) with more sampling points than in the first study.

The kriging and GEK models with Gaussian kernel (4) and KPLS(K) models with Gaussian kernel (16) provide the benchmark results that we compare to the GE-KPLS model with Gaussian kernel (28). We use an unknown constant, $\mu$, as a trend for all the models. For the kriging experiments, we use the scikit-learn implementation [41]. The indirect GEK method does not require a modification of the kriging source code, so we again use scikit-learn.

In the next section, we apply our method to high-dimensional benchmark functions and engineering cases.

| Problem | $d$ | $n_1$ | $n_2$ | References |
|---------|-----|-------|-------|------------|
| $P_1$   | Welded beam | 2     | 10    | 20         | [13]        |
| $P_2$   | Welded beam | 2     | 10    | 20         | [13]        |
| $P_3$   | Welded beam | 4     | 20    | 40         | [13]        |
| $P_4$   | Borehole    | 8     | 16    | 80         | [39]        |
| $P_5$   | Robot       | 8     | 16    | 80         | [3]         |
| $P_6$   | Aircraft wing | 10   | 20    | 100       | [14]        |
| $P_7$   | Vibration   | 15    | 75    | 150       | [32]        |
| $P_8$   | Vibration   | 15    | 75    | 150       | [32]        |

\[ Springer\]
The GEK and GE-KPLS models use additional information (the gradient components) compared to the other models. To make the comparison as fair as possible, the number of sampling points used to construct these models is always half the number of samples used for the other models. This accounts for the cost of computing the gradient; when an adjoint method is available, this cost is about the same as the cost of computing the function itself [21, 37].

For the generation of approximation points with FOTA, Laurenceau and Sagaut [27] recommend a step of $10^{-4}l_i$, where $l_i$ is the length between the upper and lower bounds in the $i$th direction. Because the GEK model is very expensive in some cases (see Sect. 4.1), we used this value for the GE-KPLS and GEK methods for the first study. However, our test cases indicated that it is not always the best step, so we performed an analysis to determine the best value for the second and third studies. The computational time needed to find the step is not considered, and we report only the time needed to construct the GE-KPLS models using this step.

To compare the accuracy of the various surrogate models, we compute the relative error (RE) for $n_v$ validation points as follows:

$$RE = \frac{||y - \hat{y}||}{||y||},$$  

(31)

where $\hat{y}$ contains the surrogate model values evaluated at the validation points, $y$ contains the corresponding reference function values, and $||.||$ is the $L_2$ norm. Since we use explicit functions, the reference values can be assumed to have a machine epsilon of $\mathcal{O}(10^{-16})$. In addition, the function computations are fast, so generating a large set of random validation points is tractable. We use $n_v = 5,000$ validation points for all the cases. The sampling points and validation points are generated using the Latin hypercube implementation in the pyDOE toolbox [1] with the maximin and random criteria, respectively. We perform 10 trials for each case, and we plot the mean of our results. Finally, all the computations were performed on an Intel® Core™ i7-6700K 4.00 GHz CPU.

### 4.1 Numerical results for the first study

We first use the analytic functions (29) and (30) and compare GE-KPLSm, for $m = 1, \ldots, 5$ and $m = d$, to the GEK and kriging models. We consider $m = d$ to determine the usefulness of PLS, since the number of extra points is the same as for the GEK model. We vary the number of inputs for both functions from $d = 20$ to $d = 100$ in increments of 20. In addition, we vary the number of sampling points from $n = 10$ to $n = 100$ in increments of 10 for GEK and GE-KPLS. For the kriging model, we use $2n$ sampling points for each case. We do this because the cost of computing the gradient using an adjoint method is typically the same as the cost of evaluating the function, irrespective of the number of inputs [35]. We do not use the adjoint method (we test only analytic functions, which we differentiate analytically), but we use the factor of two to emulate a real-world engineering situation where the gradients are computed using an adjoint method.

Figure 2 summarizes the results of the first study. The first two columns show the RE for $y_1$ and $y_2$, and the other two columns show the computational time. The results are presented in increasing order of dimensionality. The models are color coded as indicated in the legend. In some cases, we could not reach 100 sampling points because of the ill-conditioned covariance matrix provided by the GEK model, which explains the missing results in all cases except for the $y_1$ function with $d = 40$.

GE-KPLSd and GEK use the same points (training and approximating points) in their correlation matrices. The difference between the two models is that we reduce the number of hyperparameters using PLS for the first model, so we can verify the scalability of GE-KPLS with the input variables (through the hyperparameters). GE-KPLSd yields a more accurate model than GEK in all cases except for $y_1$ when $d \geq 40$ and $n = 10$ and for $y_2$ when $d > 40$ and $n = 10$. These results show the effectiveness of PLS in reducing the computational time, especially when $d > 60$. For example, the time for $y_2$ with $d = 80$ and $n \leq 50$ is less than 45 s for GE-KPLS whereas GEK requires 42 min. Therefore, PLS improves the accuracy of the model and reduces the time needed to construct it.

Even though the RE convergence of GE-KPLSd is the most accurate, the GE-KPLSm models for $m = 1, \ldots, 5$ are in some cases preferable. For example, the latter are over 37 times faster than the former with about a 1.5% loss in terms of error for $y_1$ with $d = 100$ and $n = 70$. In addition, including $d$ extra points around each sampling point leads to ill-conditioned matrices, especially when the number of sampling points is high. Furthermore, the GE-KPLSm models for $m = 1, \ldots, 5$ always yield a lower RE and decreased computational time compared to kriging. Compared to kriging, the time for GE-KPLSm is 10 s lower in all cases, and the RE is 10% better in some cases; e.g., $y_1$ with $d = 20$, $n = 30$ with GE-KPLS5. Compared to GEK, GE-KPLSm has better RE convergence with $y_1$, and the RE convergence with $y_2$ is slightly better with GEK when $d \leq 80$. In addition, GE-KPLSm has lower computational times than GEK; e.g., the time needed to construct GE-KPLSm with $m = 1, \ldots, 5$ for $y_1$ with 100d and 70 points is between 7 s and 9 s, compared to about 27000 s for GEK.

We note that $y_1$ and $y_2$ differ in only the first term, yet the results for the two functions are different. For example, the RE-convergence values of all the GE-KPLSm models are better than the GEK convergence for $y_1$ with $d = 40$ but not
for $y_2$ with $d = 40$. Therefore, it is preferable to select the best model for each function separately.

Finally, the construction of the GEK model can be prohibitive in terms of computational time. For instance, we need about 7.4 hours to construct a GEK model for $y_1$ with $d = 100$ and $n = 70$. Thus, this model is not appropriate when the number of sampling points is high.

In the next section, we increase the number of sampling points and compare the GE-KPLS models for $m = 1, \ldots, 5$ with kriging, KPLS, and KPLSK.

### 4.2 Numerical results for the second study

For the second study, we again use the functions $y_1$ and $y_2$. For kriging, KPLS, and KPLSK, we set the number of sampling points to $n = kd$, where $k = 2, 10$. Typically $k = 10$ is used [34], but we add $k = 2$ because in many engineering applications function evaluations are expensive, and $k = 10$ is unrealistic. We use $n/2$ sampling points to construct GE-KPLSm to keep the cost of the sampling points constant for all the test models.

In Fig. 3 we plot the computational time versus the RE to analyze the trade-off between them. Each line represents a given surrogate model and has two points corresponding to $n_1 = 2d$ and $n_2 = 10d$ (kriging, KPLS, and KPLSK) or to $n_1 / 2$ and $n_2 / 2$ (GE-KPLSm). The models are color coded as indicated in the legend. The upper plots correspond to $y_1$, and the lower plots correspond to $y_2$, with $d = 10$ on the left and $d = 100$ on the right. More detailed numerical results for the mean of the RE and the computational time are given in Table 2 in “Appendix B”.

Figure 3 shows that adding $m$ extra points to the correlation matrix improves the accuracy of the results, and the best trade-off between time and error is always obtained by a GE-KPLS model. At the expense of a slight increase in time, increasing the number of extra points yields a lower error in almost all cases. GE-KPLS5 gives a lower error for all cases except for $y_1$ and $y_2$ with 10 dimensions and 50 sampling points, where the lowest error is obtained with GE-KPLS2 and GE-KPLS3, respectively. Thus, the number of extra points must be carefully selected.

We can evaluate the performance by either comparing the time required to achieve a certain level of accuracy or comparing the accuracy for a given time. GE-KPLS1, for instance, provides an excellent compromise between error and time: it is able to achieve an RE below 1% in less than 0.1 s for $y_1$ with 10 dimensions and 50 points. Even better, GE-KPLS5 with 100 sampling points gives a lower RE than the kriging model with 1000 sampling points (1.94% vs. 2.96%) for $y_1$ with $d = 100$. In this case, the time required to build GE-KPLS3 is lower by a factor of 9 than the time needed by kriging (12.4 vs. 109.6 s). In addition, GE-KPLS is able to avoid ill-conditioned correlation matrices by reducing the number of extra points through PLS. Thus, this second study confirms the efficiency of the GE-KPLSm methods and their ability to generate accurate models.
4.3 Numerical results for the third study

We now assess the performance of GE-KPLS on the eight engineering functions listed in Table 1. \(P_1\), \(P_2\), and \(P_3\) are the deflection, bending stress, and shear stress of a welded beam problem [13]. \(P_4\) is the water flow rate through a borehole that is drilled from the ground surface through two aquifers [39]. \(P_5\) gives the position of a robot arm [3]. \(P_6\) estimates the weight of a light aircraft wing [14]. \(P_7\) and \(P_8\) are, respectively, the weight and lowest natural frequency of a torsion vibration problem [32]. The number of dimensions for the eight problems varies from 2 to 15; detailed formulations are provided in “Appendix A”. We have chosen to cover a range of engineering areas using different numbers of dimensions and complexities to verify the applicability of our approach. To build the kriging, KPLS, and KPLSK models, we use \(n_1 = 2d\) and \(n_2 = 10d\) for all the problems except for \(P_1\), \(P_2\), and \(P_3\) where \(n_1 = 5d\) (see Table 1 for more details). We use \(n_1/2\) and \(n_2/2\) sampling points for the GE-KPLS models. We use GE-KPLS to construct surrogate models for these functions and compare our results to those obtained by kriging, KPLS, and KPLSK. As in the analytic cases, we performed 10 trials for each case and compared the computational time and RE. For our GE-KPLS model we set \(m = 1, \ldots, 5\) and use one principal component for all the problems, except for \(P_1\), \(P_2\), and \(P_3\) where we use at most 2, 2, and 4 extra points, respectively.

Figure 4 shows the numerical results for the eight functions. As in the plots for the analytic cases, each line has two points corresponding to \(n_1\) and \(n_2\) sampling points (kriging, KPLS, and KPLSK) or to \(n_1/2\) and \(n_2/2\) (GE-KPLS). The models are color coded as indicated in the legend. The means of the computational time and RE are given in Table 3 in “Appendix C”.

Overall, GE-KPLS gives a more accurate solution except for \(P_2\). For \(P_2\), GE-KPLS2 is almost as accurate as kriging (the model giving the best result) using 10 and 20 sampling points, respectively, with an RE of 0.1866 for the former and 0.1859 for the latter. All the GE-KPLS results have a lower time and/or a lower error than the kriging results for the same sampling cost. This means that despite the augmented size of the GE-KPLS correlation matrices, the time required to build these models is lower than that for the kriging model. The efficiency of GE-KPLS is due to the reduced number of hyperparameters that must be estimated, which is one in our case, compared to \(d\) for kriging. In addition,
our use of the PLS coefficients to rescale the correlation matrix results in better accuracy. For example, we need only 0.12 s for $P_5$ with 80 sampling points to build a GE-KPLS5 model with a relative error of 0.3165 compared to 38.9 s for a kriging model (best error given the benchmark) with a relative error of 0.4050. In Fig. 4, we notice that the time required to train some models for $P_1$ and $P_2$ seems higher as the number of sampling points decreases, e.g., KPLSK for $P_2$. This is due to the fast construction of the model for problems with low dimensions, and the difference in time for different numbers of sampling points is less than $10^{-3}$ s.

This study shows that GE-KPLS is accurate and computationally efficient for various engineering applications. In addition, the user can choose the best compromise between time and error. For example, the user can start with the construction of a GE-KPLS1 model. Guided by these results, the user can choose a reasonable trade-off between error and time and add more approximating points to achieve this compromise. Another way to select $m$ is to define a threshold and to keep approximating points with higher PLS coefficients. We also note that $m$ should be chosen carefully with regard to the final goal. For example, if the goal is to use a surrogate model within an iterative optimization design process, it is better to select a GE-KPLS model with a relatively low number of approximating points, since the many new sampling points that are close to each other will quickly deteriorate the condition number of the correlation matrix. However, if the final goal is to construct an accurate model over the design space, the number of approximating points can be relatively high.

5 Limitations of GE-KPLS

Despite the numerous advantages of our method, there are some limitations. The main question, as for most methods in the literature, concerns the values to use for the model parameters. For example, the step size of FOTA can influence the final results, since this parameter is sensitive to the type of problem and the sampling points.

In terms of implementation, the current toolbox for building GE-KPLS cannot handle problems with both many dimensions and many sampling points. This is because of the memory required during the inversion of the correlation matrix. An approximation of this memory limit is given by $n = 30550d^{-0.427}$.
6 Conclusions

We have developed a novel approach that uses gradient information at the sampling points to efficiently build accurate kriging surrogate models for high-dimensional problems. The proposed approach differs from classical strategies, such as direct and indirect GEK, in that we exploit the gradient information without dramatically increasing the size of the correlation matrix, and we reduce the number of hyperparameters. We applied the PLS method to each sampling point and selected the most relevant approximating points to include in the correlation matrix based on the PLS information. Through some elementary operations on the kernels, we accelerated the construction of the model using the average PLS information to reduce the number of hyperparameters. Thus, our approach scales well with the number of independent variables by reducing the number of hyperparameters and with the number of sampling points by selecting only the relevant approximating points.

To demonstrate the computational efficiency and accuracy of our model, we presented a series of comparisons for analytic functions and engineering problems with varying numbers of dimensions and sampling points. We performed three studies. We first compared our approach using \( m \) extra points for \( m = 1, \ldots, 5 \) and \( m = d \) to the indirect GEK and ordinary kriging models. With \( m = d \), which is the same number of extra points used for GEK, we showed the usefulness of the PLS method in terms of computational time and error. This study also demonstrated the effectiveness and accuracy of the GE-KPLS model for \( m = 1, \ldots, 5 \). In some cases, the GE-KPLS model is over three times more accurate and over 3200 times faster than the indirect GEK model. In the second study, we increased the number of sampling points for the analytic functions to compare GE-KPLS for \( m = 1, \ldots, 5 \) with kriging, KPLS, and KPLSK. This confirmed the results of the first study: GE-KPLS had excellent performance in terms of both computational time and RE. For the first function and in comparison with both the kriging and KPLS models, the accuracy is an order of magnitude better. The third study focused on eight engineering functions using GE-KPLS for \( m = 1, \ldots, 5 \) and the kriging and KPLS(K) models. GE-KPLS gave more accurate models for seven problems regardless of the number of dimensions or sampling points. The improvement in terms of RE provided by GE-KPLS is up to 9% in some cases.

GE-KPLS is able to manage the number of approximating points to avoid ill-conditioned matrices, with an important gain in terms of time and accuracy. This flexibility is convenient in real applications, especially when the surrogate model is used within an iterative sampling method, e.g., design optimization. The user can progressively reduce the number of approximating points after a certain number of iterations to minimize the risk of ill-conditioned problems; this feature is not available with standard GEK. For the effective use of our method, we recommend a preliminary analysis of the step parameter. Unfortunately, this parameter is problem-dependent and is impossible to guess in advance; this is a common difficulty for gradient-based methods.

Although the mean of the PLS coefficients gives good results for our benchmarks, it would be interesting to use the median instead since it is less sensitive to outliers. It would also be interesting to test alternatives to the Box–Behnken design.

The code for the metamodels and test functions used in this paper is available in a GitHub repository under an open-source license\(^1\), allowing other researchers to reproduce these results, add other metamodels and functions, and improve the existing code.

Appendix A: Definition of the engineering cases

The analytical expressions for the engineering cases are as follows.

A.1 \( P_1, P_2, \) and \( P_3 \)

The responses are the deflection \( \delta \), bending stress \( \sigma \), and shear stress \( \tau \), respectively, of a welded beam problem [13].

\[
P_1 : \delta = \frac{2.1952}{t^3b}, \\
P_2 : \sigma = \frac{504000}{t^2b}, \\
P_3 : \tau = \sqrt{\frac{\pi^2 + \pi'^2 + 1t'\pi''}{0.25(t^2 + (h + t)^2)}},
\]

where

\[
t' = \frac{6000}{\sqrt{2hl}} \quad \text{and} \quad \tau'' = \frac{6000(14 + 0.5t)\sqrt{0.25(t^2 + (h + t)^2)}}{2\left[0.707hl\left(\frac{t}{12} + 0.25(h + t)^2\right)\right]}. \]

The table below gives the ranges of the input variables.

---

\(^1\) https://github.com/SMTorg/SMT.
A.2 P₄

This problem characterizes the flow of water through a borehole that is drilled from the ground surface through two aquifers [39]. The water flow rate (m³/yr) is given by

\[ P₄ : y = \frac{2\pi T_u (H_u - H_l)}{\ln \left( \frac{r}{r_w} \right) + \frac{2\pi T_u}{\ln \left( \frac{r}{r_w} \right)^2 K_w} + \frac{T_l}{T_j}}. \]

The table below gives the ranges of the input variables.

| Input variable | Range       |
|----------------|-------------|
| \( h \)        | [0.125, 1]  |
| \( b \)        | [0.1, 1]    |
| \( l, t \)     | [5, 10]     |

A.3 P₅

This function represents the position of a robot arm [3]:

\[ P₅ : y = \sqrt{\left( \sum_{i=1}^{4} L_i \cos \left( \sum_{j=1}^{i} \theta_j \right) \right)^2 + \left( \sum_{i=1}^{4} L_i \sin \left( \sum_{j=1}^{i} \theta_j \right) \right)^2}. \]

The table below gives the ranges of the input variables.

| Input variable | Range      |
|----------------|------------|
| \( L_i \)      | [0, 1]     |
| \( \theta_j \) | [0, 2\pi]  |

A.4 P₆

This is an estimate of the weight of a light aircraft wing [14]:

\[ P₆ : y = 0.036S_w^{0.728}W_w^{0.0035} \left( \frac{A}{\cos \Lambda} \right)^{-0.3} \left( N_c W_{de} \right)^{0.49} + S_w W_p. \]

The table below gives the ranges of the input variables.

| Input variable | Range     |
|----------------|-----------|
| \( d_i \)      | [1.8, 2.2] |
| \( G_i \)      | [105300000, 128700000] |
| \( a_2 \)      | [1.638, 2.002] |
| \( G_2 \)      | [5580000, 6820000] |
| \( d_3 \)      | [2.025, 2.475] |
| \( G_4 \)      | [35100000, 42900000] |
| \( D_1 \)      | [10.8, 13.2] |
| \( \rho_1 \)    | [0.252, 0.308] |
| \( t_2 \)      | [3.6, 4.4] |

A.5 P₇ and P₈

These are the weight and lowest natural frequency of a torsion vibration problem [32]:

\[ P₇ : y = \sum_{i=1}^{3} \lambda_i \pi L_i \left( \frac{d_i}{2} \right)^2 + \sum_{j=1}^{2} \rho_j \pi T_j \left( \frac{D_j}{2} \right)^2, \]

\[ P₈ : y = \frac{\sqrt{b - \sqrt{b^2 - 4c}}}{2\pi}, \]

where

\[ K_i = \frac{\pi G_i d_i}{32 L_i}, \quad M_j = \frac{\rho_j \pi T_j D_j}{4g}, \]

\[ J_j = 0.5 M_j \frac{D_j}{2}, \]

\[ b = -\left( \frac{K_1 + K_2}{J_1} + \frac{K_3 + K_3}{J_2} \right), \]

and

\[ c = \frac{K_1 K_2 + K_2 K_3 + K_3 K_1}{J_1 J_2}. \]

The table below gives the ranges of the input variables.

| Input variable | Range     |
|----------------|-----------|
| \( S_w \)      | [150, 200] |
| \( W_{re} \)   | [220, 300] |
| \( A \)        | [6, 10]   |
| \( \Lambda \)  | [−10, 10] |
| \( q \)        | [16, 45]  |
| \( t_c \)      | [0.08, 0.18] |
| \( N_c \)      | [2.5, 6]  |
| \( W_{de} \)   | [1700, 2500] |
| \( \rho_1 \)    | [0.025, 0.08] |
| \( t_2 \)      | [3.6, 4.4] |
| \( \rho_1 \)    | [0.09, 0.11] |
Appendix B: Results for the analytic cases

Table 2 Mean of the error values (upper table) and computational times (lower table) for kriging, KPLS, KPLSK, and GE-KPLSm for \( m = 1, \ldots, 5 \) with 10 trials

| \( d \) | \( n = \frac{a}{2} \) | kriging | KPLS | KPLSK | GE-KPLS1 | GE-KPLS2 | GE-KPLS3 | GE-KPLS4 | GE-KPLS5 |
|-------|-----------------|---------|------|-------|----------|----------|----------|----------|----------|
| \( y_1 \) | 10 | 100–50 | 0.0092 | 0.1043 | 0.1134 | 0.0020 | **0.0011** | 0.0013 | 0.0029 | 0.0044 |
| | | 20–10 | 0.2976 | 0.2563 | 0.2555 | 0.1752 | 0.1556 | 0.1405 | 0.1201 | **0.0903** |
| | | 100 | 1000–500 | 0.0296 | 0.0615 | 0.0562 | 0.0081 | 0.0051 | 0.0041 | 0.0032 | **0.0026** |
| | | 200–100 | 0.0805 | 0.0818 | 0.0817 | 0.0454 | 0.0302 | 0.0233 | 0.0207 | **0.0194** |
| \( y_2 \) | 10 | 100–50 | 0.0618 | 0.1393 | 0.1475 | 0.0623 | 0.0182 | **0.0110** | 0.0123 | 0.0116 |
| | | 20–10 | 0.4532 | 0.3787 | 0.3297 | 0.2976 | 0.2903 | 0.2766 | 0.2325 | **0.1920** |
| | | 100 | 1000–500 | 0.0637 | 0.0723 | 0.0695 | 0.0285 | 0.0126 | 0.0097 | 0.0083 | **0.0080** |
| | | 200–100 | 0.0984 | 0.0956 | 0.0950 | 0.0952 | 0.0678 | 0.0517 | 0.0441 | **0.0398** |
| \( y_1 \) | 10 | 100–50 | 18.57 | **0.07** | 0.09 | 0.12 | 0.10 | 0.13 | 0.16 | 0.22 |
| | | 20–10 | 0.15 | **0.02** | 0.04 | 0.03 | 0.03 | 0.06 | 0.04 | 0.05 |
| | | 100 | 1000–500 | 109.59 | **2.97** | 33.59 | 35.31 | 36.91 | 42.23 | 45.11 | 43.04 |
| | | 200–100 | 9.58 | **0.15** | 2.59 | 6.99 | 7.06 | 12.12 | 12.49 | 12.42 |
| \( y_2 \) | 10 | 100–50 | 6.39 | **0.06** | 0.11 | 0.09 | 0.11 | 0.09 | 0.15 | 0.16 |
| | | 20–10 | 0.26 | **0.02** | 0.05 | 0.03 | 0.03 | 0.06 | 0.07 | 0.05 |
| | | 100 | 1000–500 | 107.70 | **3.12** | 33.24 | 35.08 | 36.49 | 115.24 | 109.76 | 117.65 |
| | | 200–100 | 8.52 | **0.28** | 2.39 | 24.92 | 23.89 | 23.95 | 16.37 | 16.37 |

The best values are highlighted in bold type

Appendix C: Results for the engineering cases

Table 3 Mean of the error values (upper table) and computational times (lower table) for kriging, KPLS, KPLSK, and GE-KPLSm for \( m = 1, \ldots, 5 \) with 10 trials

| \( d \) | \( n = \frac{a}{2} \) | kriging | KPLS | KPLSK | GE-KPLS1 | GE-KPLS2 | GE-KPLS3 | GE-KPLS4 | GE-KPLS5 |
|-------|-----------------|---------|------|-------|----------|----------|----------|----------|----------|
| \( P_1 \) | 2 | 20–10 | 0.1796 | 0.1881 | 0.1827 | 0.2804 | **0.1791** | – | – | – |
| | | 10–5 | 0.3747 | 0.4124 | 0.4188 | 0.4639 | **0.3268** | – | – | – |
| \( P_2 \) | 2 | 20–10 | **0.1859** | 0.2132 | 0.2216 | 0.2609 | 0.1866 | – | – | – |
| | | 10–5 | **0.3474** | 0.3478 | 0.3567 | 0.4751 | 0.3904 | – | – | – |
| \( P_3 \) | 4 | 40–20 | 0.0607 | 0.0981 | 0.0906 | 0.0940 | 0.0571 | **0.0451** | 0.0692 | – |
| | | 20–10 | 0.1504 | 0.1933 | 0.1813 | 0.1897 | 0.1132 | **0.1067** | 0.1398 | – |
| \( P_4 \) | 8 | 80–40 | 0.0037 | 0.0118 | 0.0091 | 0.0046 | 0.0026 | 0.0019 | **0.0017** | 0.0078 |
| | | 16–8 | 0.41 | 0.0999 | 0.1546 | 0.0554 | 0.0325 | 0.0224 | 0.0166 | **0.0151** |
| \( P_5 \) | 8 | 80–40 | 0.4050 | 0.4347 | 0.4296 | 0.3674 | 0.3518 | 0.3376 | 0.3278 | **0.3165** |
| | | 16–8 | 0.5114 | 0.4773 | 0.4707 | 0.4493 | 0.4418 | 0.4405 | 0.4292 | **0.4264** |
| \( P_6 \) | 10 | 100–50 | 0.0023 | 0.0101 | 0.0086 | 0.0085 | 0.0039 | 0.0031 | 0.0022 | **0.0015** |
| | | 20–10 | 0.0260 | 0.0300 | 0.0551 | 0.0225 | 0.0213 | 0.0190 | 0.0158 | **0.0144** |
| \( P_7 \) | 15 | 150–75 | 0.0006 | 0.0008 | 0.0007 | 0.0012 | 0.0008 | 0.0004 | 0.0003 | **0.0002** |
| | | 30–15 | 0.0055 | 0.0072 | 0.0152 | 0.0063 | 0.0034 | 0.0016 | 0.0014 | **0.0011** |
| \( P_8 \) | 15 | 150–75 | 0.0035 | 0.0041 | 0.0037 | 0.0050 | 0.0040 | 0.0029 | 0.0024 | **0.0021** |
| | | 30–15 | 0.0191 | 0.0202 | 0.0308 | 0.0173 | 0.0115 | 0.0085 | 0.0073 | **0.0067** |
| \( P_1 \) | 2 | 20–10 | 0.05 | **0.006** | 0.01 | 0.02 | 0.01 | – | – | – |
| | | 10–5 | 0.01 | **0.006** | 0.01 | 0.01 | 0.01 | – | – | – |
## Table 3 (Continued)

| d   | n−\(\frac{5}{2}\) | kriging | KPLS | KPLSK | GE-KPLS1 | GE-KPLS2 | GE-KPLS3 | GE-KPLS4 | GE-KPLS5 |
|-----|------------------|---------|------|-------|----------|----------|----------|----------|---------|
| P_2 | 2                | 20–10   | 0.06 | 0.006 | 0.01     | 0.02     | 0.01     | –        | –       |
|     |                  | 10–5    | 0.02 | 0.006 | 0.01     | 0.01     | 0.01     | –        | –       |
| P_4 | 4                | 40–20   | 1.27 | 0.01  | 0.02     | 0.02     | 0.03     | 0.03     | 0.04    |
|     |                  | 20–10   | 0.03 | 0.01  | 0.02     | 0.02     | 0.02     | 0.02     | –       |
| P_5 | 8                | 80–40   | 0.85 | 0.03  | 0.07     | 0.09     | 0.07     | 0.13     | 0.12    |
|     |                  | 16–8    | 0.07 | 0.03  | 0.04     | 0.01     | 0.02     | 0.02     | 0.03    |
| P_6 | 10               | 100–50  | 2.23 | 0.04  | 0.10     | 0.10     | 0.11     | 0.11     | 0.15    |
|     |                  | 20–10   | 0.09 | 0.03  | 0.06     | 0.02     | 0.02     | 0.02     | 0.018   |
| P_7 | 15               | 150–75  | 4.92 | 0.05  | 0.19     | 0.16     | 0.16     | 0.27     | 0.34    |
|     |                  | 30–15   | 0.10 | 0.03  | 0.05     | 0.04     | 0.05     | 0.27     | 0.34    |
| P_8 | 15               | 150–75  | 3.01 | 0.05  | 0.18     | 0.12     | 0.15     | 0.22     | 0.27    |
|     |                  | 30–15   | 0.12 | 0.03  | 0.06     | 0.03     | 0.04     | 0.04     | 0.04    |

The best values are highlighted in bold type
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