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Abstract Finite frames can be viewed as mass points distributed in $N$-dimensional Euclidean space. As such they form a subclass of a larger and rich class of probability measures that we call probabilistic frames. We derive the basic properties of probabilistic frames, and we characterize one of their subclasses in terms of minimizers of some appropriate potential function. In addition, we survey a range of areas where probabilistic frames, albeit, under different names, appear. These areas include directional statistics, the geometry of convex bodies, and the theory of t-designs.

1 Introduction

Finite frames in $\mathbb{R}^N$ are spanning sets that allow the analysis and synthesis of vectors in a way similar to basis decompositions. However, frames are redundant systems and as such the reconstruction formula they provide is not unique. This redundancy plays a key role in many applications of frames which appear now in a range of areas that include, but is not limited to, signal processing, quantum computing, coding theory, and sparse representations, cf. [9, 20, 21] for an overview.

By viewing the frame vectors as discrete mass distributions on $\mathbb{R}^N$, one can extend frame concepts to probability measures. This point of view was developed in
under the name of probabilistic frames and was further expanded in \([16]\). The goal of this chapter is to summarize the main properties of probabilistic frames and to bring forth their relationship to other areas of mathematics.

The richness of the set of probability measures together with the availability of analytic and algebraic tools, make it straightforward to construct many examples of probabilistic frames. For instance, by convolving probability measures, we have been able to generate new probabilistic frames from existing ones. In addition, the probabilistic framework considered in this chapter, allows us to introduce a new distance on frames, namely the Wasserstein distance \([31]\), also known as the Earth Mover’s distance \([23]\). Unlike standard frame distances in the literature such as the \(\ell_2\)-distance, the Wasserstein metric enables us to define a meaningful distance between two frames of different cardinalities.

As we shall see later in Section 4, probabilistic frames are also tightly related to various notions that appeared in areas such as the theory of \(t\)-designs \([13]\), Positive Operator-Valued Measures (POVM) encountered in quantum computing \([1, 11, 12]\), and isometric measures used in the study of convex bodies \([17, 18, 26]\). In particular, in 1948, F. John \([18]\) gave a characterization of what is known today as unit norm tight frames in terms of an ellipsoid of maximal volume, called John’s ellipsoid. The latter and other ellipsoids in some extremal positions, are supports of probability measures that turn out to be probabilistic frames. The connections between frames and convex bodies could offer new insight to the construction of frames, on which we plan to elaborate elsewhere.

Finally, it is worth mentioning the connections between probabilistic frames and statistics. For instance, in directional statistics probabilistic tight frames can be used to measure inconsistencies of certain statistical tests. Moreover, in the setting of \(M\)-estimators as discussed in \([19, 29, 30]\), finite tight frames can be derived from maximum likelihood estimators that are used for parameter estimation of probabilistic frames.

This chapter is organized as follows. In Section 2 we define probabilistic frames, prove some of their main properties, and give a few examples. In Section 3 we introduce the notion of the probabilistic frame potential and characterize its minima in terms of tight probabilistic frames. In Section 4 we discuss the relationship between probabilistic frames and other areas such as the geometry of convex bodies, quantum computing, the theory of \(t\)-designs, directional statistics, and compressed sensing.

## 2 Probabilistic Frames

### 2.1 Definition and basic properties

Let \(\mathcal{P} := \mathcal{P}(\mathcal{B}, \mathbb{R}^N)\) denote the collection of probability measures on \(\mathbb{R}^N\) with respect to the Borel \(\sigma\)-algebra \(\mathcal{B}\). Recall that the support of \(\mu \in \mathcal{P}\) is
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To prove \( E_\mu = \mathbb{R}^N \), we assume that \( E_\mu^\perp \neq \{0\} \) and choose \( 0 \neq x \in E_\mu^\perp \). The left hand side of (1) then yields a contradiction.

For the reverse implication, let \( M_2(\mu) < \infty \) and \( E_\mu = \mathbb{R}^N \). The upper bound in (1) is obtained by a simple application of the Cauchy-Schwartz inequality with \( B = \int_{\mathbb{R}^N} |y|^2 \, d\mu(y) \). To obtain the lower frame bound, let
\[
A := \inf_{x \in \mathbb{R}^N} \left( \frac{\int_{\mathbb{R}^N} |\langle x, y \rangle|^2 \, d\mu(y)}{\|x\|^2} \right) = \inf_{x \in S^{N-1}} \left( \int_{\mathbb{R}^N} |\langle x, y \rangle|^2 \, d\mu(y) \right).
\]

Due to the dominated convergence theorem, the mapping \( x \mapsto \int_{\mathbb{R}^N} |\langle x, y \rangle|^2 \, d\mu(y) \) is continuous and the infimum is in fact a minimum since the unit sphere \( S^{N-1} \) is compact. Let \( x_0 \) be in \( S^{N-1} \) such that
\[
A = \int_{\mathbb{R}^N} |\langle x_0, y \rangle|^2 \, d\mu(y).
\]

We need to verify that \( A > 0 \): Since \( E_\mu = \mathbb{R}^N \), there is \( y_0 \in \text{supp}(\mu) \) such that \( |\langle x_0, y_0 \rangle|^2 > 0 \). Therefore, there is \( \varepsilon > 0 \) and an open subset \( U_{y_0} \subset \mathbb{R}^N \) satisfying \( y_0 \in U_{y_0} \) and \( |\langle x, y \rangle|^2 > \varepsilon \), for all \( y \in U_{y_0} \). Since \( \mu(U_{y_0}) > 0 \), we obtain \( A \geq \varepsilon \mu(U_{y_0}) > 0 \), which concludes the proof of the first part of the proposition.

Remark 1. A tight probabilistic frame \( \mu \) with \( M_2(\mu) = 1 \) will be referred to as \textit{unit norm tight probabilistic frame}. In this case the frame bound is \( A = \frac{1}{N} \) which only depends on the dimension of the ambient space. In fact, any tight probabilistic frame \( \mu \) whose support is contained in the unit sphere \( S^{N-1} \) is a unit norm tight probabilistic frame.

In the sequel, the Dirac measure supported at \( \varphi \in \mathbb{R}^N \) is denoted by \( \delta_\varphi \).

**Proposition 1.** Let \( \Phi = (\varphi_i)_{i=1}^M \) be a sequence of nonzero vectors in \( \mathbb{R}^N \), and let \( \{a_i\}_{i=1}^M \) be a sequence of positive numbers.

a) \( \Phi \) is a frame with frame bounds \( 0 < A \leq B < \infty \) if and only if \( \mu_\Phi := \frac{1}{A} \sum_{i=1}^M \delta_{\varphi_i} \) is a probabilistic frame with bounds \( A/M \), and \( B/M \).

b) Moreover, the following statements are equivalent:

1. (i) \( \Phi \) is a (tight) frame.
2. (ii) \( \mu_\Phi := \frac{1}{\sum_{i=1}^M \|\varphi_i\|^2} \sum_{i=1}^M \|\varphi_i\|^2 \delta_{\varphi_i} / \|\varphi_i\| \) is a (tight) unit norm probabilistic frame.
3. (iii) \( \frac{1}{\sum_{i=1}^M a_i^2} \sum_{i=1}^M a_i^2 \delta_{\varphi_i} / a_i \) is a (tight) probabilistic frame.

**Proof.** Clearly, \( \mu_\Phi \) is a probability measure, and its support is the set \( \{\varphi_k\}_{k=1}^M \), such that
\[
\int_{\mathbb{R}^N} \langle x, y \rangle^2 \, d\mu_\Phi(y) = \frac{1}{M} \sum_{k=1}^M \langle x, \varphi_k \rangle^2.
\]

Part a) can be easily derived from the above equality, and direct calculations imply the remaining equivalences.
Remark 2. Though the frame bounds of $\mu$ are smaller than those of $\Phi$, we observe that the ratios of the respective frame bounds remain the same.

Example 1. Let $dx$ denote the Lebesgue measure on $\mathbb{R}^N$ and assume that $f$ is a positive Lebesgue integrable function such that $\int_{\mathbb{R}^N} f(x) dx = 1$. If $\int_{\mathbb{R}^N} |x|^2 f(x) dx < \infty$, then the measure $\mu$ defined by $d\mu(x) = f(x) dx$ is a (Borel) probability measure that is a probabilistic frame. Moreover, if $f(x_1, \ldots, x_N) = f(x_1, \ldots, \pm x_N)$, for all combinations of $\pm$, then $\mu$ is a tight probabilistic frame, cf. Proposition 3.13 in [14]. The latter is satisfied, for instance, if $f$ is radially symmetric, i.e., there is a function $g$ such that $f(x) = g(||x||)$.

Viewing frames in the probabilistic setting that we have been developing has several advantages. For instance, we can use measure theoretical tools to generate new probabilistic frames from old ones and, in fact, under some mild conditions, the convolution of probability measures leads to probabilistic frames. Recall that the convolution of $\mu, \nu \in \mathcal{P}$ is the probability measure given by $\mu * \nu(A) = \int_{\mathbb{R}^N} \mu(A - x) d\nu(x)$. Before we state the result on convolution of probabilistic frames, we need a technical lemma that is related to the support of a probability measure that we consider later. The result is an analog of the fact that adding finitely many vectors to a frame does not change the frame nature, but affects only its bounds. In the case of probabilistic frames, the adjunction of a single point (or finitely many points) to its support does not destroy the frame property, but just changes the frame bounds:

Lemma 1. Let $\mu$ be a Bessel probability measure with bound $B > 0$. Given $\varepsilon \in (0, 1)$ set $\mu_\varepsilon = (1 - \varepsilon)\mu + \varepsilon \delta_0$. Then $\mu_\varepsilon$ is a Bessel measure with bound $B_\varepsilon = (1 - \varepsilon)B$. If in addition $\mu$ is a probabilistic frame with bounds $0 < A \leq B < \infty$, then $\mu_\varepsilon$ is also a probabilistic frame with bounds $(1 - \varepsilon)A$ and $(1 - \varepsilon)B$.

In particular, if $\mu$ is a tight probabilistic frame with bound $A$, then so is $\mu_\varepsilon$ with bound $(1 - \varepsilon)A$

Proof. $\mu_\varepsilon$ is clearly a probability measure since it is a convex combination of probability measures. The proof of the lemma follows from the following equations

$$\int_{\mathbb{R}^N} |\langle x, y \rangle|^2 d\mu_\varepsilon(y) = (1 - \varepsilon) \int_{\mathbb{R}^N} |\langle x, y \rangle|^2 d\mu(y) + \varepsilon \int_{\mathbb{R}^N} |\langle x, y \rangle|^2 d\delta_0(y)$$

$$= (1 - \varepsilon) \int_{\mathbb{R}^N} |\langle x, y \rangle|^2 d\mu(y).$$

We are now ready to understand the action of convolution on probabilistic frames.

Theorem 2. Let $\mu \in \mathcal{P}_2$ be a probabilistic frame and let $\nu \in \mathcal{P}_2$. If supp($\mu$) contains at least $N + 1$ distinct vectors, then $\mu * \nu$ is a probabilistic frame.

Proof. We shall use Theorem 1.
\[ M_2^2(\mu \ast \nu) = \int_{\mathbb{R}^N} \|y\|^2 d\mu \ast \nu(y) \]

\[ = \int_{\mathbb{R}^N \times \mathbb{R}^N} \|x+y\|^2 d\mu(x) d\nu(y) \]

\[ \leq M_2^2(\mu) + M_2^2(\nu) + 2M_2(\mu)M_2(\nu) \]

\[ = (M_2(\mu) + M_2(\nu))^2 < \infty. \]

Thus, \( \mu \ast \nu \in \mathcal{P}_2 \), and it only remains to verify that the support of \( \mu \ast \nu \) spans \( \mathbb{R}^N \), cf. Theorem \([1]\). Since \( \text{supp}(\mu) \) must span \( \mathbb{R}^N \), there are \( \{ \varphi_j \}_{j=1}^{N+1} \subseteq \text{supp}(\mu) \) that form a frame for \( \mathbb{R}^N \). Due to their linear dependency, for each \( x \in \mathbb{R}^N \), we can find \( \{ c_j \}_{j=1}^{N+1} \subseteq \mathbb{R} \) such that \( x = \sum_{j=1}^{N+1} c_j \varphi_j \) with \( \sum_{j=1}^{N+1} c_j = 0 \). For \( y \in \text{supp}(\nu) \), we then obtain

\[ x = x + 0y = \sum_{j=1}^{N+1} c_j \mu_j + \sum_{j=1}^{N+1} c_j y = \sum_{j=1}^{N+1} c_j (\mu_j + y) \in \text{span}(\text{supp}(\mu) + \text{supp}(\nu)). \]

Thus, \( \text{supp}(\mu) \subseteq \text{span}(\text{supp}(\mu) + \text{supp}(\nu)) \). Since \( \text{supp}(\mu) + \text{supp}(\nu) \subseteq \text{supp}(\mu \ast \nu) \), we can conclude the proof.

**Remark 3.** By Lemma \([1]\), we can assume without loss of generality that \( 0 \in \text{supp}(\nu) \). In this case, if \( \mu \) is a probabilistic frame such that \( \text{supp}(\mu) \) does not contain \( N + 1 \) distinct vectors, then \( \mu \ast \nu \) is still a probabilistic frame. Indeed, \( 0 \in \text{supp}(\nu) \), and \( E_\mu = \mathbb{R}^N \) together with the fact that \( \text{supp}(\mu) + \text{supp}(\nu) \subseteq \text{supp}(\mu \ast \nu) \) imply that \( \text{supp}(\mu \ast \nu) \) also spans \( \mathbb{R}^N \).

Finally, if \( \mu \) is a probabilistic frame such that \( \text{supp}(\mu) \) does not contain \( N + 1 \) distinct vectors, then \( \text{supp}(\mu) = \{ \varphi_j \}_{j=1}^{N} \) forms a basis for \( \mathbb{R}^N \). In this case, \( \mu \ast \nu \) is not a probabilistic frame if \( \nu = \delta_x \), where \( x \) is an affine linear combination of \( \{ \varphi_j \}_{j=1}^{N} \). Indeed, \( x = \sum_{j=1}^{N} c_j \varphi_j \) with \( \sum_{j=1}^{N} c_j = 1 \) implies \( \sum_{j=1}^{N} c_j (\varphi_j - x) = 0 \) although not all \( c_j \) can be zero. Therefore, \( \text{supp}(\mu \ast \nu) = \{ \varphi_j - x \}_{j=1}^{N} \) is linearly dependent and, hence, cannot span \( \mathbb{R}^N \).

**Proposition 2.** Let \( \mu \) and \( \nu \) be tight probabilistic frames. If \( \nu \) has zero mean, i.e., \( \int_{\mathbb{R}^N} y d\nu(y) = 0 \), then \( \mu \ast \nu \) is also a tight probabilistic frame.

**Proof.** Let \( A_\mu \) and \( A_\nu \) denote the frame bounds of \( \mu \) and \( \nu \), respectively.

\[
\int_{\mathbb{R}^N} |(x,y)|^2 d(\mu \ast \nu)(y) = \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} |(x,y+z)|^2 d\mu(y) d\nu(z) \\
= \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} |(x,y)|^2 d\mu(y) d\nu(z) + \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} |(x,z)|^2 d\mu(y) d\nu(z) \\
+ 2 \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} (x,y) \langle x,z \rangle d\mu(y) d\nu(z) \\
= A_\mu \|x\|^2 + A_\nu \|y\|^2 + 2 \langle \int_{\mathbb{R}^N} (x,y) x \mu(y), \int_{\mathbb{R}^N} z \nu(z) \rangle \\
= (A_\mu + A_\nu) \|x\|^2,
\]
where the latter equality is due to $\int_{\mathbb{R}^N} z d\nu(z) = 0$.

**Example 2.** Let $\{\phi_i\}_{i=1}^M \subset \mathbb{R}^N$ be a tight frame, and let $\nu$ be a probability measure with $d\nu(x) = g(||x||)dx$ for some function $g$. We have already mentioned in Example 1 that $\nu$ is a tight probabilistic frame and Proposition 2 then implies that $(\frac{1}{M} \sum_{i=1}^M \delta_{-\phi_i}) * \nu = \frac{1}{M} \sum_{i=1}^M \int f(x-\phi_i)dx$ is a tight probabilistic frame, see Figure 1 for a visualization.
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(a) The orthonormal basis is convolved with a gaussian

(b) The mercedes benz convolved with a gaussian

**Fig. 1** Heatmaps for the associated probabilistic tight frame, where $\{\phi_i\}_{i=1}^n \subset \mathbb{R}^2$ is convolved with a gaussian of increased variance (from left to right). The origin is at the center and the axes run from $-2$ to $2$. Each colormap separately scales from zero to the respective density’s maximum.

**Proposition 3.** Let $\mu$ and $\nu$ be two probabilistic frames on $\mathbb{R}^{N_1}$ and $\mathbb{R}^{N_2}$ with lower and upper frame bounds $A_\mu, A_\nu$ and $B_\mu, B_\nu$, respectively, such that at least one of them has zero mean. Then the product measure $\gamma = \mu \otimes \nu$ is a probabilistic frame for $\mathbb{R}^{N_1} \times \mathbb{R}^{N_2}$ with lower and upper frame bounds $\min(A_\mu, A_\nu)$ and $\max(B_\mu, B_\nu)$, respectively.

If, in addition, $\mu$ and $\nu$ are tight and $M_2^2(\mu)/N_1 = M_2^2(\nu)/N_2$, then $\gamma = \mu \otimes \nu$ is a tight probabilistic frame.

**Proof.** Let $(z_1, z_2) \in \mathbb{R}^{N_1} \times \mathbb{R}^{N_2}$, then
\[ \int \int_{\mathbb{R}^n \times \mathbb{R}^n} ((z_1, z_2), (x, y))^2 d\gamma(x, y) = \int \int_{\mathbb{R}^n \times \mathbb{R}^n} ((z_1, x) + (z_2, y))^2 d\gamma(x, y) \]
\[ = \int \int_{\mathbb{R}^n \times \mathbb{R}^n} (z_1, x)^2 d\gamma(x, y) + \int \int_{\mathbb{R}^n \times \mathbb{R}^n} (z_2, y)^2 d\gamma(x, y) \]
\[ + 2 \int \int_{\mathbb{R}^n \times \mathbb{R}^n} (z_1, x)(z_2, y) d\gamma(x, y) \]
\[ = \int_{\mathbb{R}^N} (z_1, x)^2 d\mu(x) + \int_{\mathbb{R}^N} (z_2, y)^2 d\nu(y) \]
\[ + 2 \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} (z_1, x)(z_2, y) d\mu(x) d\nu(y) \]
\[ = \int_{\mathbb{R}^N} (z_1, x)^2 d\mu(x) + \int_{\mathbb{R}^N} (z_2, y)^2 d\nu(y) \]

where the last equation follows from the fact one of the two probability measures has zero mean. Consequently,

\[ A_\mu ||z_1||^2 + A_\nu ||z_2||^2 \leq \int \int_{\mathbb{R}^n \times \mathbb{R}^n} ((z_1, z_2), (x, y))^2 d\gamma(x, y) \leq B_\mu ||z_1||^2 + B_\nu ||z_2||^2, \]

and the first part of the proposition follows from \( ||(z_1, z_2)||^2 = ||z_1||^2 + ||z_2||^2 \). The above estimate and Theorem 1 imply the second part.

When \( N_1 = N_2 = N \) in Proposition 3 and \( \mu \) and \( \nu \) are tight probabilistic frames for \( \mathbb{R}^N \) such that at least one of them has zero mean, then \( \gamma = \mu \otimes \nu \) is a tight probabilistic frame for \( \mathbb{R}^N \times \mathbb{R}^N \). It is obvious that the product measure \( \gamma = \mu \otimes \nu \) has marginals \( \mu \) and \( \nu \), respectively, and hence is an element in \( \Gamma(\mu, \nu) \), where this last set was defined in (3). One could ask whether there are any other tight probabilistic frames in \( \Gamma(\mu, \nu) \), and if so, how to find them.

The following question is known in frame theory as the Paulsen problem, cf. [5]: given a frame \( \{ \varphi_j \}_{j=1}^M \subset \mathbb{R}^N \), how far is the closest tight frame whose elements have equal norm? The distance between two frames \( \Phi = \{ \varphi_i \}_{i=1}^M \) and \( \Psi = \{ \psi_i \}_{i=1}^M \) is usually measured by means of the standard \( \ell_2 \)-distance \( \sum_{i=1}^M ||\varphi_i - \psi_i||^2 \).

The Paulsen problem can be recast in the probabilistic setting we have been considering, and this reformulation seems flexible enough to yield new insights into the problem. Given any nonzero vectors \( \Phi = \{ \varphi_i \}_{i=1}^M \), there are two natural embeddings into the space of probability measures, namely

\[ \mu_\Phi = \frac{1}{M} \sum_{i=1}^M \delta_{\varphi_i} \quad \text{and} \quad \mu^\Phi := \frac{1}{\sum_{j=1}^M ||\varphi_j||^2} \sum_{i=1}^M ||\varphi_i||^2 \delta_{\varphi_i}/||\varphi_i||. \]

The 2-Wasserstein distance between \( \mu_\Phi \) and \( \mu^\Phi \) satisfies

\[ M \parallel \mu_\Phi - \mu^\Phi \parallel W_2 = \inf_{\pi \in \Pi_M} \sum_{i=1}^M ||\varphi_i - \psi_{\pi(i)}||^2 \leq \sum_{i=1}^M ||\varphi_i - \psi_i||^2, \quad (4) \]
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where $\Pi_M$ denotes the set of all permutations of $\{1, \ldots, M\}$, cf. [23]. The right hand side of (4) represents the standard distance between frames and is sensitive to the ordering of the frame elements. However, the Wasserstein distance allows to rearrange elements. More importantly, the $\ell_2$-distance requires both frames to have the same cardinalities. On the other hand, the Wasserstein metric enables us to determine how far two frames of different cardinalities are from each other. Therefore, in trying to solve the Paulsen problem, one can seek the closest tight unit norm frame without requiring that it has the same cardinality.

The second embedding $\mu_{\Phi}$ can be used to illustrate the above point.

Example 3. If, for $\varepsilon \geq 0$,

$$\Phi_\varepsilon = \{(1, 0)^T, \sqrt{\frac{1}{2}}(\sin(\varepsilon), \cos(\varepsilon))^T, \sqrt{\frac{1}{2}}(\sin(-\varepsilon), \cos(-\varepsilon))^T\},$$

then $\mu_{\Phi_\varepsilon} \to \frac{1}{2}(\delta_{e_1} + \delta_{e_2})$ in the 2-Wasserstein metric as $\varepsilon \to 0$, where $\{e_i\}_{i=1}^2$ is the canonical orthonormal basis for $\mathbb{R}^2$. Thus, $\{e_i\}_{i=1}^2$ is close to $\Phi_\varepsilon$ in the probabilistic setting. Since $\{e_i\}_{i=1}^2$ has only 2 vectors, it is not even under consideration when looking for any tight frame that is close to $\Phi_\varepsilon$ in the standard $\ell_2$-distance.

We finish this subsection with a list of open problems whose solution can shed new light on frame theory. The first three questions are related to the Paulsen problem, cf. [5, 7, 8], that we have already mentioned above:

Problem 1. (a) Given a probabilistic frame $\mu \in \mathcal{P}(S^{N-1})$, how far is the closest probabilistic tight unit norm frame $\nu \in \mathcal{P}(S^{N-1})$ with respect to the 2-Wasserstein metric and how can we find it? Notice that in this case, $\mathcal{P}_2(S^{N-1}) = \mathcal{P}(S^{N-1})$ is a compact set, see, e.g., [27, Theorem 6.4].

(b) Given a unit norm probabilistic frame $\mu \in \mathcal{P}_2$, how far is the closest probabilistic tight unit norm frame $\nu \in \mathcal{P}_2$ with respect to the 2-Wasserstein metric and how can we find it?

(c) Replace the 2-Wasserstein metric in the above two problems with different Wasserstein $p$-metrics $W_p^2(\mu, \nu) = \inf_{\gamma \in \Gamma(\mu, \nu)} \int_{\mathbb{R}^N \times \mathbb{R}^N} \|x - y\|^p \, d\gamma(x, y)$, where $2 \neq p \in (1, \infty)$.

(d) Let $\mu$ and $\nu$ be two probabilistic tight frames on $\mathbb{R}^N$, such that at least one of them has zero mean. Recall that $\Gamma(\mu, \nu)$ is the set of all probability measures on $\mathbb{R}^N \times \mathbb{R}^N$ whose marginals are $\mu$ and $\nu$, respectively. Is the minimizer $\gamma_0 \in \Gamma(\mu, \nu)$ for $W_2^2(\mu, \nu)$ a probabilistic tight frame? Alternatively, are there any other probabilistic tight frames in $\Gamma(\mu, \nu)$ besides the product measure?

2.2 The probabilistic frame and the Gram operators

To better understand the notion of probabilistic frames, we consider some related operators that encode all the properties of the measure $\mu$. Let $\mu \in \mathcal{P}$ be a probabilistic frame. The probabilistic analysis operator is given by
If \( T_\mu : \mathbb{R}^N \to L^2(\mathbb{R}^N, \mu), \ x \mapsto \langle x, \cdot \rangle \).

Its adjoint operator is defined by
\[
T_\mu^* : L^2(\mathbb{R}^N, \mu) \to \mathbb{R}^N, \ f \mapsto \int_{\mathbb{R}^N} f(x) d\mu(x)
\]
and is called the probabilistic synthesis operator, where the above integral is vector-valued. The probabilistic Gram operator, also called the probabilistic Grammian of \( \mu \), is \( G_\mu = T_\mu T_\mu^* \). The probabilistic frame operator of \( \mu \) is \( S_\mu = T_\mu^* T_\mu \), and one easily verifies that
\[
S_\mu : \mathbb{R}^N \to \mathbb{R}^N, \quad S_\mu(x) = \int_{\mathbb{R}^N} y(x,y) d\mu(y).
\]

If \( \{ \varphi_j \}_{j=1}^N \) is the canonical orthonormal basis for \( \mathbb{R}^N \), then the vector valued integral yields
\[
\int_{\mathbb{R}^N} y(i,y) d\mu(y) = \sum_{j=1}^N \int_{\mathbb{R}^N} y(i,y) d\mu(y) \varphi_j,
\]
where \( y = (y^{(1)}, \ldots, y^{(N)})^\top \in \mathbb{R}^N \). If we denote the second moments of \( \mu \) by \( m_{i,j}(\mu) \), i.e.,
\[
m_{i,j}(\mu) = \int_{\mathbb{R}^N} x(i)x(j) d\mu(x), \quad \text{for } i, j = 1, \ldots, N,
\]
then we obtain
\[
S_\mu \varphi_i = \int_{\mathbb{R}^N} y(i,y) d\mu(y) = \sum_{j=1}^N \int_{\mathbb{R}^N} y(i,y) d\mu(y) \varphi_j = \sum_{j=1}^N m_{i,j}(\mu) \varphi_j.
\]
Thus, the probabilistic frame operator is the matrix of second moments.

The Grammian of \( \mu \) is the kernel operator defined on \( L^2(\mathbb{R}^N, \mu) \) by
\[
G_\mu f(x) = T_\mu T_\mu^* f(x) = \int_{\mathbb{R}^N} K(x,y)f(y) d\mu(y) = \int_{\mathbb{R}^N} \langle x, y \rangle f(y) d\mu(y).
\]
It is trivially seen that \( G \) is a compact operator on \( L^2(\mathbb{R}^N, \mu) \) and in fact it is trace class and Hilbert-Schmidt. Indeed, its kernel is symmetric, continuous, and in \( L^2(\mathbb{R}^N \times \mathbb{R}^N, \mu \otimes \mu) \subset L^2(\mathbb{R}^N \times \mathbb{R}^N, \mu \otimes \mu) \). Moreover, for any \( f \in L^2(\mathbb{R}^N, \mu) \), \( G_\mu f \) is a uniformly continuous function on \( \mathbb{R}^N \).

Let us collect some properties of \( S_\mu \) and \( G_\mu \):

**Proposition 4.** If \( \mu \in \mathcal{P} \), then the following points hold:
a) \( S_\mu \) is well-defined (and hence bounded) if and only if
\[
M_2(\mu) < \infty.
\]
b) \( \mu \) is a probabilistic frame if and only if \( S_\mu \) is well-defined and positive definite.
c) The nullspace of \( G_\mu \) consists of all functions in \( L^2(\mathbb{R}^N, \mu) \) such that
\[ \int_{\mathbb{R}^N} y f(y) d\mu(y) = 0. \]

Moreover, the eigenvalue 0 of \( G_\mu \) has infinite multiplicity, that is, its eigenspace is infinite dimensional.

For the sake of completeness, we give a detailed proof of Proposition 3.

**Proof.** Part a): If \( S_\mu \) is well-defined, then it is bounded as a linear operator on a finite dimensional Hilbert space. If \( \| S_\mu \| \) denote its operator norm and \( \{ e_i \}_{i=1}^N \) is an orthonormal basis for \( \mathbb{R}^N \), then

\[ \int_{\mathbb{R}^N} \| y \|^2 d\mu(y) = \sum_{i=1}^N \int_{\mathbb{R}^N} \langle e_i, y \rangle \langle y, e_i \rangle d\mu(y) = \sum_{i=1}^N \langle S_\mu (e_i), e_i \rangle \leq \sum_{i=1}^N \| S_\mu (e_i) \| \leq N \| S_\mu \|. \]

On the other hand, if \( M_2(\mu) < \infty \), then

\[ \int_{\mathbb{R}^N} |\langle x, y \rangle|^2 d\mu(y) \leq \int_{\mathbb{R}^N} \| x \|^2 \| y \|^2 d\mu(y) = \| x \|^2 M_2(\mu), \]

and, therefore, \( T_\mu \) is well-defined and bounded. So is \( T_\mu^* \) and hence \( S_\mu \) is well-defined and bounded.

Part b): If \( \mu \) is a probabilistic frame, then \( M_2(\mu) < \infty \), cf. Theorem 1 and hence \( S_\mu \) is well-defined. If \( A > 0 \) is the lower frame bound of \( \mu \), then we obtain

\[ \langle x, S_\mu(x) \rangle = \int_{\mathbb{R}^N} \langle x, y \rangle \langle y, x \rangle d\mu(y) = \int_{\mathbb{R}^N} |\langle x, y \rangle|^2 d\mu(y) \geq A \| x \|^2, \quad \text{for all } x \in \mathbb{R}^N, \]

so that \( S_\mu \) is positive definite.

Now, let \( S_\mu \) be well-defined and positive definite. According to part a), \( M_2(\mu) < \infty \) so that the upper frame bound exists. Since \( S_\mu \) is positive definite, its eigenvectors \( \{ v_i \}_{i=1}^N \) are a basis for \( \mathbb{R}^N \) and the eigenvalues \( \{ \lambda_i \}_{i=1}^N \), respectively, are all positive. Each \( x \in \mathbb{R}^N \) can be expanded as \( x = \sum_{i=1}^N a_i v_i \) such that \( \sum_{i=1}^N a_i^2 = \| x \|^2 \). If \( \lambda > 0 \) denotes the smallest eigenvalue, then we obtain

\[ \int_{\mathbb{R}^N} |\langle x, y \rangle|^2 d\mu(y) = \langle x, S_\mu(x) \rangle = \sum_{i,j} a_i a_j \lambda_i \lambda_j \geq \lambda \| x \|^2, \]

so that \( \lambda \) is the lower frame bound.

For part c) notice that \( f \) is in the nullspace of \( G_\mu \) if and only if

\[ 0 = \int_{\mathbb{R}^N} \langle x, f(y) \rangle d\mu(y) = \langle x, \int_{\mathbb{R}^N} y f(y) d\mu(y) \rangle, \quad \text{for each } x \in \mathbb{R}^N. \]

The above condition is equivalent to \( \int_{\mathbb{R}^N} y f(y) d\mu(y) = 0 \). The fact that the eigenspace corresponding to the eigenvalue 0 has infinite dimension follows from general principles about compact operators.

A key property of probabilistic frames is that they give rise to a reconstruction formula similar to the one used in frame theory. Indeed, if \( \mu \in \mathcal{P}_2 \) is a probabilistic
frame, set \( \tilde{\mu} = \mu \circ S_\mu \), and we obtain
\[
x = \int_{\mathbb{R}^N} \langle x, y \rangle S_\mu y \, d\tilde{\mu}(y) = \int_{\mathbb{R}^N} y \langle S_\mu y, x \rangle \, d\tilde{\mu}(y), \quad \text{for all } x \in \mathbb{R}^N.
\] (5)

This follows from \( S_\mu^{-1} S_\mu = S_\mu S_\mu^{-1} = \text{Id} \). In fact, if \( \mu \) is a probabilistic frame for \( \mathbb{R}^N \), then \( \tilde{\mu} \) is a probabilistic frame for \( \mathbb{R}^N \). Note that if \( \mu \) is the counting measure corresponding to a finite unit norm tight frame \( (\phi_i)_{i=1}^M = 1 \), then \( \tilde{\mu} \) is the counting measure associated to the canonical dual frame of \( (\phi_i)_{i=1}^M \), and Equation (5) reduces to the known reconstruction formula for finite frames.

These observations motivate the following definition:

**Definition 2.** If \( \mu \) is a probabilistic frame, then \( \tilde{\mu} = \mu \circ S_\mu \) is called the **probabilistic canonical dual frame** of \( \mu \).

Many properties of finite frames can be carried over. For instance, we can follow the lines in [10] to derive a generalization of the canonical tight frame:

**Proposition 5.** If \( \mu \) is a probabilistic frame for \( \mathbb{R}^N \), then \( \mu \circ S^{1/2}_\mu \) is a tight probabilistic frame for \( \mathbb{R}^N \).

**Remark 4.** The notion of probabilistic frames that we developed thus far in finite dimensional Euclidean spaces can be defined on any infinite dimensional separable real Hilbert space \( \mathcal{X} \) with norm \( \| \cdot \|_{\mathcal{X}} \) and inner product \( \langle \cdot, \cdot \rangle_{\mathcal{X}} \). We call a Borel probability measure \( \mu \) on \( \mathcal{X} \) a **probabilistic frame** for \( \mathcal{X} \) if there exist \( 0 < A \leq B < \infty \) such that
\[
A \|x\|^2 \leq \int_{\mathcal{X}} |\langle x, y \rangle|^2 \, d\mu(y) \leq B \|x\|^2, \quad \text{for all } x \in \mathcal{X}.
\]

If \( A = B \), then we call \( \mu \) a probabilistic tight frame and we will present a complete theory of these probabilistic frames in a forthcoming paper.

## 3 Probabilistic frame potential

The frame potential was defined in [4][14][28][32], and we introduce the probabilistic analog:

**Definition 3.** For \( \mu \in \mathcal{P}_2 \), the **probabilistic frame potential** is
\[
PFP(\mu) = \iint_{\mathbb{R}^N \times \mathbb{R}^N} |\langle x, y \rangle|^2 \, d\mu(x) \, d\mu(y).
\] (6)

Note that PFP(\( \mu \)) is well defined for each \( \mu \in \mathcal{P}_2 \) and PFP(\( \mu \)) \( \leq M^2_2(\mu) \).

In fact, the probabilistic frame potential is just the Hilbert-Schmidt norm of the operator \( G_\mu \), that is
\[
\|G_\mu\|_{HS}^2 = \iint_{\mathbb{R}^N \times \mathbb{R}^N} |\langle x, y \rangle|^2 \, d\mu(x) \, d\mu(y) = \sum_{\ell=0}^{\infty} \lambda_\ell^2,
\]
where $\lambda_k := \lambda_k(\mu)$ is the $k$-th eigenvalue of $G_\mu$. If $\Phi = \{\phi_i\}_{i=1}^M$, $M \geq N$ is a finite unit norm tight frame, and $\mu = \frac{1}{M} \sum_{i=1}^M \delta_{\phi_i}$ is the corresponding probabilistic tight frame, then

$$PFP(\mu) = \frac{1}{M^2} \sum_{i,j=1}^M \langle \phi_i, \phi_j \rangle^2 = \frac{1}{M^2} \frac{M^2}{N} = \frac{1}{N}. \tag{7}$$

According to Theorem 4.2 in [14], we have

$$PFP(\mu) \geq \frac{1}{N^2} M_2^2(\mu),$$

and, except for the measure $\delta_0$, equality holds if and only if $\mu$ is a probabilistic tight frame.

**Theorem 3.** If $\mu \in \mathcal{P}_2$ such that $M_2(\mu) = 1$, then

$$PFP(\mu) \geq 1/n,$$

where $n$ is the number of nonzero eigenvalues of $S_\mu$. Moreover, equality holds if and only if $\mu$ is a probabilistic tight frame for $E_\mu$.

Note that we must identify $E_\mu$ with the real dim($E_\mu$)-dimensional Euclidean space in Theorem 3 to speak about probabilistic frames for $E_\mu$. Moreover, Theorem 3 yields that if $\mu \in \mathcal{P}_2$ such that $M_2(\mu) = 1$, then $PFP(\mu) \geq 1/N$, and equality holds if and only if $\mu$ is a probabilistic tight frame for $\mathbb{R}^N$.

**Proof.** Recall that $\sigma(G_{\mu}) = \sigma(S_{\mu}) \cup \{0\}$, where $\sigma(T)$ denotes the spectrum of the operator $T$. Moreover, because $G_{\mu}$ is compact its spectrum consists only of eigenvalues. Moreover, the condition on the support of $\mu$ implies that the eigenvalues $\{\lambda_k\}_{k=1}^N$ of $S_{\mu}$ are all positive. Since

$$\sigma(G_{\mu}) = \sigma(S_{\mu}) \cup \{0\} = \{\lambda_k\}_{k=1}^N \cup \{0\},$$

the proposition reduces to minimizing $\sum_{k=1}^N \lambda_k^2$ under the constraint $\sum_{k=1}^N \lambda_k = 1$, which concludes the proof.

## 4 Relations to other fields

**Probabilistic frames, isotropic measures, and the geometry of convex bodies**

A finite nonnegative Borel measure $\mu$ on $S^{N-1}$ is called *isotropic* in [17, 24] if

$$\int_{S^{N-1}} |\langle x, y \rangle|^2 \, d\mu(y) = \frac{\mu(S^{N-1})}{N} \quad \forall x \in S^{N-1}.$$  

Thus, every tight probabilistic frame $\mu \in \mathcal{P}(S^{N-1})$ is an isotropic measure. The term isotropic is also used for special subsets in $\mathbb{R}^N$. Recall that a subset $K \subset \mathbb{R}^N$ is
called a convex body if $K$ is compact, convex, and has nonempty interior. According to [26, Section 1.6] and [17], a convex body $K$ with centroid at the origin and unit volume, i.e., $\int_K x \, dx = 0$ and $\text{vol}_N(K) = \int_K dx = 1$, is said to be in isotropic position if there exists a constant $L_K$ such that
\[ \int_K |\langle x, y \rangle|^2 \, dy = L_K \quad \forall \, x \in S^{N-1}. \] (8)

Thus, $K$ is in isotropic position if and only if the uniform probability measure on $K$, denoted by $\sigma_K$, is a tight probabilistic frame. The constant $L_K$ must then satisfy
\[ L_K = \frac{1}{N} \int_K \|x\|^2 \, d\sigma_K(x). \]

In fact, the two concepts, isotropic measures and being in isotropic position, can be combined within probabilistic frames as follows: given any tight probabilistic frame $\mu \in \mathcal{P}$ on $\mathbb{R}^N$, let $K_\mu$ denote the convex hull of $\text{supp}(\mu)$. Then for each $x \in S^{N-1}$ we have
\[ \int_{\mathbb{R}^N} |\langle x, y \rangle|^2 \, d\mu(y) = \int_{\text{supp}(\mu)} |\langle x, y \rangle|^2 \, d\mu(y) = \int_{K_\mu} |\langle x, y \rangle|^2 \, d\mu(y) \]

Though, $K_\mu$ might not be a convex body, we see that the convex hull of the support of every tight probabilistic frame is in “isotropic position” with respect to $\mu$.

In the following, let $\mu \in \mathcal{P}(S^{N-1})$ be a probabilistic unit norm tight frame with zero mean. In this case, $K_\mu$ is a convex body and
\[ \text{vol}_N(K_\mu) \geq \frac{(N + 1)(N+1/2)}{N!} N^{-N/2}, \]

where equality holds if and only if $K_\mu$ is a regular simplex, cf. [3] [24]. Note that the extremal points of the regular simplex form an equiangular tight frame $\{\phi_i\}_{i=1}^{N+1}$, i.e., a tight frame whose pairwise inner products $|\langle \phi_i, \phi_j \rangle|$ do not depend on $i \neq j$. Moreover, the polar body $P_\mu := \{ x \in \mathbb{R}^N : \langle x, y \rangle \leq 1, \text{ for all } y \in \text{supp}(\mu) \}$ satisfies
\[ \text{vol}_N(P_\mu) \leq \frac{(N + 1)(N+1/2)}{N!} N^{-N/2}, \]

and, again, equality holds if and only if $K_\mu$ is a regular simplex, cf. [3] [24].

Probabilistic tight frames are also related to inscribed ellipsoids of convex bodies. Note that each convex body contains a unique ellipsoid of maximal volume, called John’s ellipsoid, cf. [18]. Therefore, there is an affine transformation $Z$ such that the ellipsoid of maximal volume of $Z(K)$ is the unit ball. A characterization of such transformed convex bodies was derived in [18], see also [3]:

**Theorem 4.** The unit ball $B \subset \mathbb{R}^N$ is the ellipsoid of maximal volume in the convex body $K$ if and only if $B \subset K$ and, for some $M \geq N$, there are $\{\phi_i\}_{i=1}^M \subset S^{N-1} \cap \partial K$ and positive numbers $\{c_i\}_{i=1}^M$ such that
\[ (a) \sum_{i=1}^M c_i \phi_i = 0 \text{ and } (b) \sum_{i=1}^M c_i \phi_i^\top = I_N. \]
Note that the conditions (a) and (b) in Theorem 4 are equivalent to saying that
\[ \frac{1}{N} \sum_{i=1}^{M} c_i \theta_i \in \mathcal{P}(S^{N-1}) \] is a probabilistic unit norm tight frame with zero mean.

Last but not least, we comment on a deep open problem in convex analysis: Bourgain raised in [6] the following question: Is there a universal constant \( c > 0 \) such that for any dimension \( N \) and any convex body \( K \) in \( \mathbb{R}^N \) with \( \text{vol}_N(K) = 1 \), there exists a hyperplane \( H \subset \mathbb{R}^N \) for which \( \text{vol}_{N-1}(K \cap H) > c \)? The positive answer to this question has become known as the hyperplane conjecture. By applying results in [26], we can rephrase this conjecture by means of probabilistic tight frames: There is a universal constant \( C \) such that for any convex body \( K \), on which the uniform probability measure \( \sigma_K \) forms a probabilistic tight frame, the probabilistic tight frame bound is less than \( C \). Due to Theorem 1, the boundedness condition is equivalent to \( M_2^2(\sigma_K) \le CN \). The hyperplane conjecture is still open, but there are large classes of convex bodies, for instance, gaussian random polytopes [22], for which an affirmative answer has been established.

Probabilistic frames and positive operator valued measures

Let \( \Omega \) be a locally compact Hausdorff space, \( B(\Omega) \) be the Borel-sigma algebra on \( \Omega \), and \( H \) be a real separable Hilbert space with norm \( \| \cdot \| \) and inner product \( \langle \cdot, \cdot \rangle \). We denote by \( L(H) \) the space of bounded linear operators on \( H \).

Definition 4. A positive operator valued measure (POVM) on \( \Omega \) with values in \( L(H) \) is a map \( F : B(\Omega) \to L(H) \) such that:

(i) \( F(A) \) is positive semi-definite for each \( A \in B(\Omega) \);
(ii) \( F(\Omega) \) is the identity map on \( H \);
(ii) If \( \{ A_i \}_{i \in I} \) is a countable family of pairwise disjoint Borel sets in \( B(\Omega) \), then

\[ F(\bigcup_{i \in I} A_i) = \sum_{i \in I} F(A_i), \]

where the series on the right-hand side converges in the weak topology of \( L(H) \), i.e., for all vectors \( x, y \in H \), the series \( \sum_{i \in I} \langle F(A_i)x, y \rangle \) converges. We refer to [1, 11, 12] for more details on POVMs.

In fact, every probabilistic tight frame on \( \mathbb{R}^N \) gives rise to a POVM on \( \mathbb{R}^N \) with values in the set of real \( N \times N \) matrices:

Proposition 6. Assume that \( \mu \in \mathcal{P}_2(\mathbb{R}^N) \) is a probabilistic tight frame. Define the operator \( F \) from \( B \) to the set of real \( N \times N \) matrices by

\[ F(A) := \frac{N}{M_2^2(\mu)} \left( \int_A y_i y_j d\mu(y) \right)_{i,j}, \]

(9)

Then \( F \) is a POVM.

Proof. Note that for each Borel measurable set \( A \), the matrix \( F(A) \) is positive semi-definite, and we also have \( F(\mathbb{R}^N) = I_N \). Finally, for a countable family of pairwise disjoint Borel measurable sets \( \{ A_i \}_{i \in I} \), we clearly have for each \( x \in \mathbb{R}^N \),
Thus, any probabilistic tight frame in $\mathbb{R}^N$ gives rise to a POVM.

We have not been able to prove or disprove whether the converse of this proposition holds:

**Problem 2.** Given a POVM $F : \mathcal{B}(\mathbb{R}^N) \to \mathcal{L}(\mathbb{R}^N)$, is there a tight probabilistic frame $\mu$ such that $F$ and $\mu$ are related through (9)?

**Probabilistic frames and $t$-designs**

Let $\sigma$ denote the uniform probability measure on $S^{N-1}$. A spherical $t$-design is a finite subset $\{\phi_i\}_{i=1}^M \subset S^{N-1}$, such that,

$$\frac{1}{n} \sum_{i=1}^n h(\phi_i) = \int_{S^{N-1}} h(x) d\sigma(x),$$

for all homogeneous polynomials $h$ of total degree less than or equal to $t$ in $N$ variables, cf. [13]. A probability measure $\mu \in \mathcal{P}(S^{N-1})$ is called a probabilistic spherical $t$-design in [14] if

$$\int_{S^{N-1}} h(x) d\mu(x) = \int_{S^{N-1}} h(x) d\sigma(x),$$

for all homogeneous polynomials $h$ with total degree less than or equal to $t$. The following result has been established in [14]:

**Theorem 5.** If $\mu \in \mathcal{P}(S^{N-1})$, then the following are equivalent:

(i) $\mu$ is a probabilistic spherical 2-design.
(ii) $\mu$ minimizes

$$\frac{\int_{S^{N-1}} \int_{S^{N-1}} |\langle x, y \rangle|^2 d\mu(x) d\mu(y)}{\int_{S^{N-1}} \int_{S^{N-1}} \|x - y\|^2 d\mu(x) d\mu(y)}$$

among all probability measures $\mathcal{P}(S^{N-1})$.

(iii) $\mu$ is a tight probabilistic unit norm frame with zero mean.

In particular, if $\mu$ is a tight probabilistic unit norm frame, then $\nu(A) := \frac{1}{2} (\mu(A) + \mu(-A))$, for $A \in \mathcal{B}$, defines a probabilistic spherical 2-design.

Note that $\frac{1}{M} \sum_{i=1}^M c_i \delta_{\phi_i} \in \mathcal{P}(S^{N-1})$ derived from conditions (a) and (b) in Theorem 4 on the John ellipsoid is a probabilistic spherical 2-design.

**Probabilistic frames and directional statistics**

Common tests in directional statistics focus on whether or not a sample on the unit sphere $S^{N-1}$ is uniformly distributed. The Bingham test rejects the hypothesis of directional uniformity of a sample $\{\phi_i\}_{i=1}^M \subset S^{N-1}$ if the scatter matrix
is far from \( \frac{1}{N} I_N \), cf. [25]. Note that this scatter matrix is the scaled frame operator of \( \{ \phi_i \}_{i=1}^M \) and, hence, one measures the sample’s deviation from being a tight frame. Probability measures \( \mu \) that satisfy \( S_\mu = \frac{1}{N} I_N \) are called Bingham-alternatives in [15], and the probabilistic unit norm tight frames on the sphere \( S^{N-1} \) are the Bingham alternatives.

Tight frames also occur in relation to \( M \)-estimators as discussed in [19, 29, 30]: The family of angular central Gaussian distributions are given by densities \( f_\Gamma \) with respect to the uniform surface measure on the sphere \( S^{N-1} \), where

\[
f_\Gamma(x) = \frac{\det(\Gamma)^{-1/2}}{a_N} (x^\top \Gamma^{-1} x)^{-N/2}, \quad \text{for } x \in S^{N-1}.
\]

Note that \( \Gamma \) is only determined up to a scaling factor. According to [30], the maximum likelihood estimate of \( \Gamma \) based on a random sample \( \{ \phi_i \}_{i=1}^M \subset S^{N-1} \) is the solution \( \hat{\Gamma} \) to

\[
\hat{\Gamma} = \frac{1}{N} \sum_{i=1}^M \phi_i \phi_i^\top,
\]

which can be found, under mild assumptions, through the iterative scheme

\[
\Gamma_{k+1} = \sum_{i=1}^M \frac{1}{\phi_i^\top \Gamma_k^{-1} \phi_i} \sum_{i=1}^M \phi_i \phi_i^\top \Gamma_k^{-1} \phi_i,
\]

where \( \Gamma_0 = I_N \), and then \( \Gamma_k \to \hat{\Gamma} \) as \( k \to \infty \). It is not hard to see that \( \{ \psi_i \}_{i=1}^M := \{ \frac{\Gamma^{-1/2} \phi_i}{\| \Gamma^{-1/2} \phi_i \|} \}_{i=1}^M \subset S^{N-1} \) forms a tight frame. If \( \hat{\Gamma} \) is close to the identity matrix, then \( \{ \psi_i \}_{i=1}^M \) is close to \( \{ \phi_i \}_{i=1}^M \) and it is likely that \( f_\Gamma \) represents a probability measure that is close to being tight, in fact, close to the uniform surface measure.

**Probabilistic frames and compressed sensing**

For a point cloud \( \{ \phi_i \}_{i=1}^M \), the frame operator is a scaled version of the sample covariance matrix up to subtracting the mean and can be related to the population covariance when chosen at random. To properly formulate a result in [14], let us recall some notation. For \( \mu \in \mathcal{P}_2 \), we define \( E(Z) := \int_{\mathbb{R}^N} Z(x) d\mu(x) \), where \( Z : \mathbb{R}^N \to \mathbb{R}^{p \times q} \) is a random matrix/vector that is distributed according to \( \mu \). The following was proven in [14]:

**Theorem 6.** Let \( \{ X_k \}_{k=1}^M \) be a collection of random vectors, independently distributed according to probabilistic tight frames \( \{ \mu_k \}_{k=1}^M \subset \mathcal{P}_2 \), respectively, whose 4-th moments are finite, i.e., \( M_4^1(\mu_k) := \int_{\mathbb{R}^N} \| y \|^4 d\mu_k(y) < \infty \). If \( F \) denotes the random matrix associated to the analysis operator of \( \{ X_k \}_{k=1}^M \), then we have

\[
E(\| \frac{1}{M} F^* F - \frac{L_4}{N} I_N \|_F^2) = \frac{1}{M} (L_4 - \frac{L_2}{N}), \quad (12)
\]
where \( L_1 := \frac{1}{M} \sum_{k=1}^{M} M_2(\mu_k), L_2 := \frac{1}{M} \sum_{k=1}^{M} M_2^2(\mu_k), \) and \( L_4 = \frac{1}{M} \sum_{k=1}^{M} M_4^4(\mu_k). \)

Under the notation of Theorem 6, the special case of probabilistic unit norm tight frames was also addressed in [14]:

**Corollary 1.** Let \( \{X_k\}_{k=1}^{M} \) be a collection of random vectors, independently distributed according to probabilistic unit norm tight frames \( \{\mu_k\}_{k=1}^{M} \), respectively, such that \( M_4(\mu_k) < \infty \). If \( F \) denotes the random matrix associated to the analysis operator of \( \{X_k\}_{k=1}^{M} \), then

\[
E(\|\frac{1}{M} F^* F - \frac{1}{N} I_N\|^2_F) = \frac{1}{M} (L_4 - \frac{1}{N}),
\]

where \( L_4 = \frac{1}{M} \sum_{k=1}^{M} M_4^4. \)

Randomness is used in compressed sensing to design suitable measurements matrices. Each row of such random matrices is a random vector whose construction is commonly based on Bernoulli, Gaussian, and sub-Gaussian distributions. We shall explain that these random vectors are induced by probabilistic tight frames, and in fact, we can apply Theorem 1:

**Example 4.** Let \( \{X_k\}_{k=1}^{M} \) be a collection of \( N \)-dimensional random vectors such that each vector’s entries are independently and identically distributed (i.i.d) according to a probability measure with zero mean and finite 4-th moments. This implies that each \( X_k \) is distributed with respect to a probabilistic tight frame whose 4-th moments exist. Thus, the assumptions in Theorem 6 are satisfied, and we can compute (12) for some specific distributions that are related to compressed sensing:

- If the entries of \( X_k, k = 1, \ldots, M \), are i.i.d. according to a Bernoulli distribution that takes the values \( \pm \frac{1}{\sqrt{N}} \) with probability \( \frac{1}{2} \), then \( X_k \) is distributed according to a normalized counting measure supported on the vertices of the \( d \)-dimensional hypercube. Thus, \( X_k \) is distributed according to a probabilistic unit norm tight frame for \( \mathbb{R}^N \).
- If the entries of \( X_k, k = 1, \ldots, M \), are i.i.d. according to a Gaussian distribution with 0 mean and variance \( \frac{1}{\sqrt{N}} \), then \( X_k \) is distributed according to a multivariate Gaussian probability measure \( \mu \) whose covariance matrix is \( \frac{1}{N} I_N \), and \( \mu \) forms a probabilistic tight frame for \( \mathbb{R}^N \). Since the moments of a multivariate Gaussian random vector are well-known, we can explicitly compute \( L_4 = 1 + \frac{N}{N}, L_1 = 1, \) and \( L_2 = 1 \) in Theorem 6. Thus, the right-hand side of (12) equals \( \frac{1}{M} (1 + \frac{1}{N}) \).
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