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In this paper we relate a problem in representation theory – the study of Yetter-Drinfeld modules over certain braided Hopf algebras – to a problem in two-dimensional quantum field theory, namely the identification of integrable perturbations of a conformal field theory. A prescription that parallels Lusztig’s construction allows one to read off the quantum group governing the integrable symmetry. As an example, we illustrate how the quantum group for the loop algebra of $\mathfrak{sl}(2)$ appears in the integrable structure of the perturbed uncompactified and compactified free boson.
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1. Introduction and Summary

There are three main methods to investigate integrable field theories: factorised scattering, lattice discretisations, and perturbations around a CFT. We will be concerned with the latter, building on the approach of [BLZ96, BLZ97b, BLZ97a, BLZ99] and its formulation and generalisation in terms of perturbed defects in [Run08, MR09, Run10].

The key ingredient in our construction are one-dimensional objects in the two-dimensional CFT called defect lines. At such a defect line, the fields of the CFT may have singularities or discontinuities. For the particular type of defect we are interested in, the so-called topological defects, the fields may be discontinuous but not singular and the stress tensor remains continuous across the defect line. Consider the CFT on a cylinder of circumference $L$ and a circular topological defect labelled $X$ winding around the cylinder. This produces an operator $\mathcal{O}(X)$ on the space of states $\mathcal{H}$ of the CFT on a circle, called the defect operator. Since the defect $X$ is topological, the operator $\mathcal{O}(X)$ commutes with the conformal Hamiltonian $H_0$,

$$ [H_0, \mathcal{O}(X)] = 0 , \quad H_0 = \frac{2\pi}{L} (L_0 + T_0 - \frac{c+\tau}{2L}) . \quad (1.1) $$

We want to find a systematic way to simultaneously perturb the conformal Hamiltonian and the topological defect such that their commutator still vanishes. Fix a bulk field $\Phi$ in the space of bulk fields $\mathcal{F}$. The perturbed Hamiltonian is

$$ H_{\text{pert}}(\Phi) = H_0 + \int_0^L \Phi(x) \, dx . \quad (1.2) $$

Next consider a field $\psi$ which lives on the defect line $X$, i.e. is an element in the space of defect fields $\mathcal{F}_{XX}$ on the defect $X$ – this is discussed in more detail in Section 3.1. Inserting the perturbing term $\exp(\int_0^L \psi(x) \, dx)$ on the defect line $X$ results in the perturbed defect operator $\mathcal{O}(X, \psi)$. This operator is defined by formally expanding the exponential into a sum of ordered integrals of defect fields, see Section 3.2.

We want to find pairs $\Phi, \psi$ such that $[H_{\text{pert}}(\Phi), \mathcal{O}(X, \psi)] = 0$. This problem has two parts. The first part is analytic and concerns the definition of the perturbed theory, convergence of the individual integrals in the series defining $\mathcal{O}(X, \psi)$, convergence of the series itself, the domain and codomain of the resulting operator, etc. These points will not be addressed here; in the special case of the free boson, we will return to these questions in [BMR]. In the present paper, we will concentrate on the second and more algebraic part, which we outline next.

The starting point are two categories,

$\mathcal{C}$ - the category of representations of the chiral algebra, which we take to be braided monoidal, as is the case for example in rational CFT and for the free boson,

$\mathcal{D}$ - the monoidal category formed by topological defects, or, more precisely, by defects which are transparent to all fields from the holomorphic and anti-holomorphic copy of the chiral algebra.
The space of bulk fields $F$ and the spaces of defect fields $F_{XX}^\pm$, $X \in \mathcal{D}$, carry an action of the holomorphic and anti-holomorphic copy of the chiral algebra and can thus be considered as objects in $\mathcal{C} \boxtimes \mathcal{C}^{\text{rev}}$, where “$\boxtimes$” is the Deligne-product and “$\text{rev}$” indicates that the braiding in the second copy of $\mathcal{C}$ is inverted.

The perturbing fields we consider are described as follows. Choose two representations of the chiral algebra, $F_\pm \in \mathcal{C}$, and fix a vector in each, $\psi_\pm \in F_\pm$. The bulk field $\Phi$ is defined in terms of an intertwiner $\hat{b}$:

$$\Phi = \hat{b}(\psi^+ \otimes \psi^-). \quad (1.3)$$

The defect fields, on the other hand, are parametrised by intertwiners $\hat{m}$:

$$\psi = \hat{m}(\psi^+ \otimes \Omega + \Omega \otimes \psi^-), \quad (1.4)$$

where $\Omega \in \mathbb{1}$ is the vacuum vector. One could say that “the bulk field is split into its holomorphic and anti-holomorphic part, and these two parts serve as perturbing defect fields”.

As explained in Section 3.2 for rational CFTs there is a braided monoidal functor $\alpha$ from $\mathcal{C} \boxtimes \mathcal{C}^{\text{rev}}$ to the monoidal centre $\mathcal{Z}(\mathcal{D})$ of $\mathcal{D}$ [FPRS07]. Writing $U$ for the forgetful functor $\mathcal{Z}(\mathcal{D}) \to \mathcal{D}$, the composition $U\alpha$ has the property that for all $R, S \in \mathcal{C}$, the space of intertwiners $R \otimes \mathbb{C} S \to F_{XX}$ is naturally isomorphic to the space of morphisms $U\alpha(R \otimes \mathbb{C} S) \otimes \mathcal{D} X \to X$ in $\mathcal{D}$. For bulk fields one uses $X = \mathbb{1}$, the tensor unit in $\mathcal{D}$ describing the trivial defect, since the space of bulk fields satisfies $F = F_\mathbb{1}$. Let us abbreviate

$$F^+ = \alpha(F_+^c \otimes \mathbb{1}) \quad , \quad F^- = \alpha(\mathbb{1} \otimes \mathbb{C} F^-_c), \quad (1.5)$$

both of which are objects in $\mathcal{Z}(\mathcal{D})$. Then a morphism

$$b : U(F^+) \otimes \mathcal{D} U(F^-) \to \mathbb{1} \quad (1.6)$$

describes a bulk field via the above natural isomorphism and $\alpha$,$m$, and a morphism $m : U(F^+ \oplus F^-) \otimes \mathcal{D} X \to X$ describes a defect field via $\hat{m}$.$\psi$. Since $\Phi$ is determined by $b$, we can write $H_{\text{pert}}(b)$ instead of $H_{\text{pert}}(\Phi)$. Similarly, we will write $O(X,m)$ instead of $O(X,\psi)$.

The first main result of this paper is the observation that $H_{\text{pert}}(b)$ and $O(X,m)$ commute (assuming existence of the operators) if $b$ and $m$ satisfy a simple compatibility condition, which we call the commutation condition:

$$m_{F^+} m_{F^-} = m_{F^-} m_{F^+} \quad \Rightarrow \quad b = \begin{bmatrix} \mathcal{D} & \mathcal{D} \\ \mathcal{D} & \mathcal{D} \end{bmatrix} \quad (1.7)$$

Here we use string diagram notation for morphisms in $\mathcal{D}$, the encircled crossings stand for the half-braiding of $F^\pm \in \mathcal{Z}(\mathcal{D})$, and $m_{F^\pm}$ denotes the restriction of $m : (F^+ \oplus F^-) \otimes \mathbb{C} X \to X$.
$F^- \otimes_D X \rightarrow X \rightarrow F^+ \otimes_D X$. The commutation condition is explained in detail in Sections 3.3 and 3.4. It was first found in Run08 for minimal model CFTs; the above formulation generalises to a larger class of models which in particular includes unitary rational CFTs.

The desired systematic approach to finding joint perturbations of $H_0$ and $X$ preserving the vanishing commutator can thus be phrased as: find pairs $b : U(F^+) \otimes_D U(F^-) \rightarrow 1$ and $(X, m)$ with $m : U(F^+ \oplus F^-) \otimes_D X \rightarrow X$ satisfying the commutation condition. Of course, in order to have an integrable perturbation we need to have a whole family of such pairs $(X, m)$ for a fixed $b$, such that their defect operators mutually commute. To formulate this in terms of the category $D$, we first endow the category of pairs $(X, m)$ with a tensor product (Section 2) and call the resulting monoidal category $D_{F^+ \oplus F^-}$. The tensor product in $D_{F^+ \oplus F^-}$ is constructed to be compatible with the composition of defect operators,

\[ O(X, m) \otimes O(Y, n) = O((X, m) \otimes (Y, n)) \tag{1.8} \]

(cf. Section 3.3) always assuming that the operators involved exist. We argue in Section 3.4 that the defect operator $O(X, m)$ only depends on the class $[X, m]$ of $(X, m)$ in the Grothendieck ring $K_0(D_{F^+ \oplus F^-})$. Thus we need to find commuting families in $K_0(D_{F^+ \oplus F^-})$. Indeed, it may happen that $(X, m) \otimes (Y, n) \not\cong (Y, n) \otimes (X, m)$ but still $[X, m] \cdot [Y, n] = [Y, n] \cdot [X, m]$.

The category $D_{F^+ \oplus F^-}$ was first constructed in the Cardy-case of rational CFTs and for $F^- = 0$ in Run08, MR09; here we generalise it to a larger class of CFTs and include the simultaneous treatment of holomorphic and anti-holomorphic defect fields, which is necessary to treat perturbed CFTs.

At this point we can forget about the category $C$ and about the underlying CFT and start directly from $D$, together with objects $F^\pm \in Z(D)$ and a morphism $b : U(F^+) \otimes_D U(F^-) \rightarrow 1$. The problem we need to solve is

\[ \text{Find families } \{(X_u, m_u)\}_{u} \in D_{F^+ \oplus F^-} \text{ which are as large as possible, such} \]
\[ \text{that } b \text{ and } m_u \text{ satisfy the commutation condition for all } u, \text{ and } [X_u, m_u] = [X_v, m_v] \text{ for all } u, v. \]

This specific formulation of the problem is motivated directly from the CFT application. In the following, we will cast it into a more standard mathematical form.

Suppose that the tensor algebras $T(F^+)$ and $T(F^-)$ exist in $D$. We show in Section 2 that $D_{F^+ \oplus F^-}$ is nothing but the category of modules over $T(F^+ \oplus F^-)$ in $D$. Since $F^\pm \in Z(D)$, the tensor algebra $T(F^+ \oplus F^-)$ is a Hopf algebra and so the category of $T(F^+ \oplus F^-)$ modules is monoidal and in fact monoidally isomorphic to $D_{F^+ \oplus F^-}$ (Proposition 2.6).

The map $b$ can be extended to a Hopf pairing $\rho(b) : T(F^+) \otimes T(F^-) \rightarrow 1$. We can now consider the Yetter-Drinfeld modules for $T(F^+), T(F^-)$, $\rho(b)$ in $D$. Since the standard formulation of Yetter-Drinfeld modules is done in braided categories Bes97, for these considerations we will restrict ourselves to the case that $D$ is braided (see,
however, Remark 4.10). Yetter-Drinfeld modules are $\mathcal{T}(F^+)$-left modules and $\mathcal{T}(F^-)$-right modules such that the left and right actions satisfy a compatibility condition in terms of $\rho(b)$, see Section 4. The second main result of this paper is the insight that giving a pair $(X, m)$ satisfying the commutation condition with $b$ is equivalent to giving $X$ the structure of a Yetter-Drinfeld module for $\mathcal{T}(F^+), \mathcal{T}(F^-), \rho(b)$, see Theorem 4.8. This correspondence is compatible with the tensor product. We can therefore rephrase the above problem as follows:

Find families $\{M_u\}_u$ in the category $\mathcal{T}(F^+)-\mathcal{YD}_{\rho^-}\mathcal{T}(F^-)$ of Yetter-Drinfeld modules, which are as large as possible, such that for all $u, v$, $[M_u][M_v] = [M_v][M_u]$ holds in the Grothendieck ring of $\mathcal{T}(F^+)-\mathcal{YD}_{{\rho^-}}\mathcal{T}(F^-)$.

The role of the quantum double of the algebra of non-local conserved currents (whose modules are Yetter-Drinfeld modules of that algebra) in integrable quantum field theory was also emphasised in [BL93].

We will look at the above question in two closely related examples: the uncompactified and the compactified free boson and their perturbations to sin(h)-Gordon theories (Sections 5 and 6). This allows us to recover some results of [BLZ96, BLZ97b, BLZ97a] in our formalism.

For the category $\mathcal{C}$ we take the semisimple part of the category of representations of the Heisenberg vertex operator algebra (i.e. the $U(1)$-current algebra); this is braided-equivalent to the monoidal category of $\mathbb{C}$-graded vector spaces with a deformed braiding, see Section 5.1. The representations $F^\pm_\mathcal{C}$ are chosen to be both given by

$$F^+_\mathcal{C} = F^-_\mathcal{C} = \mathbb{C}_\omega \oplus \mathbb{C}_{-\omega}, \quad (1.9)$$

where $\omega \in \mathbb{C}^\times$ (the $U(1)$-charge of the perturbing field) and $\mathbb{C}_\omega$ denotes the one-dimensional vector space of grade $\omega$. The highest weight vectors in the corresponding representations of the Heisenberg VOA have conformal weight $h_{\text{conf}} = \frac{1}{2} \omega^2$.

The approach we take is to find a fully faithful exact monoidal functor from the representation category of an appropriate quantum group into the category $\mathcal{T}(F^+)-\mathcal{YD}_{{\rho^-}}\mathcal{T}(F^-)$ of Yetter-Drinfeld modules. This allows one to transfer results on the product in the Grothendieck ring from quantum groups to $\mathcal{T}(F^+)-\mathcal{YD}_{{\rho^-}}\mathcal{T}(F^-)$. In fact, if, following Lusztig [Lus94], one divides the tensor algebras $\mathcal{T}(F^+)$ and $\mathcal{T}(F^-)$ by the kernel of the Hopf pairing induced by the morphism $b$ in (1.6), then Yetter-Drinfeld modules of the quotients are in one-to-one correspondence with representations of the relevant quantum group (cf. Remark 5.8).

For the uncompactified free boson, we will need the quantum group $\tilde{U}_h(L\mathfrak{sl}_2)$, where $L\mathfrak{sl}_2$ denotes the loop algebra of $\mathfrak{sl}_2$. It has generators $h, e_i^\pm, i = 0, 1$, and the brackets $[e_i^+, e_j^-]$ involve $e^{ih}$ for some constant $h \in \mathbb{C}^\times$. In Theorem 5.7 we show that the category of $\tilde{U}_h(L\mathfrak{sl}_2)$-modules on which $h$ acts semisimply fully embeds into $\mathcal{T}(F^+)-\mathcal{YD}_{{\rho^-}}\mathcal{T}(F^-)$, provided that we choose (the sign is a convention)

$$h = -\frac{1}{2}i\pi \omega^2. \quad (1.10)$$
In the compactified case we have an extra parameter, the compactification radius $r$ (which one may in fact choose complex). The charge $\omega$ of the perturbing field is constrained to satisfy

$$\omega = r^{-1} t \quad , \quad t \in \mathbb{Z} \, .$$

We will restrict ourselves to $t \in 2\mathbb{Z}$ as the treatment simplifies. The relevant quantum group is now $U_q(Lsl_2)$, which has generators $e^\pm_i, \; i = 0, 1, \; \text{and} \; k, k^{-1}$. The latter are related to the generator $h$ of $\tilde{U}_\hbar(Lsl_2)$ via $k \mapsto e^{\hbar h}$. Analogously to the uncompactified case, the category of $U_q(Lsl_2)$-representations on which $k$ acts semisimply fully embeds into $T(F^+)$-$\mathcal{YD}_\rho$-$T(F^-)$, provided we choose (in our convention) $t = -2$ and

$$q = \exp\left(-\frac{1}{2}i\pi \omega^2\right) \, ,$$

see Theorem 6.11. One important difference between $\tilde{U}_\hbar(Lsl_2)$ and $U_q(Lsl_2)$ is that the latter allows for so-called cyclic representations if $q$ is a root of unity. The corresponding non-local conserved charges behave similar to $Q$-operators, see Section 6.5.

This paper is organised as follows. In Section 2 we give the definition of the category $\mathcal{D}_{F^+ \oplus F^-}$ and relate it to representations of the tensor algebra. Section 3 contains the discussion of CFT with defects: the relation between $\mathcal{D}_{F^+ \oplus F^-}$ and defect perturbations is explained, and the commutation condition for compatible bulk and defect perturbations is derived. In Section 4 the commutation condition is reformulated via Yetter-Drinfeld modules. The free boson example is treated in Sections 5 and 6.
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2. Tensor algebras and their modules

In the present section we recall the notion of a tensor algebra $T(F)$ for an object $F$ in a monoidal category $\mathcal{D}$ and of modules over $T(F)$. We also remind the reader that if $F$ is equipped with a lift to the monoidal centre $Z(\mathcal{D})$ of $\mathcal{D}$, the tensor algebra $T(F)$ carries a Hopf algebra structure. In this case the category of $T(F)$-modules is itself monoidal. Notions from categorical algebra such as the monoidal centre, (Hopf) algebras in monoidal categories, their modules, etc., are briefly collected in Appendix A.1.

Some conventions that we will use in the following are: The smallest natural number is 0, i.e. $\mathbb{N} = \{0, 1, 2, \ldots \}$. Vector spaces, algebras, etc., will be over $\mathbb{C}$ (unless when speaking about algebras in more general monoidal categories) and $\textbf{Vect}$ denotes the category of (not necessarily finite dimensional) complex vector spaces. For the graphical representation of morphisms in braided categories we use notation of e.g. [BKj00] Ch. 2.3]. In
particular, our pictures are read from bottom to top. For example, a (generic) morphism \( f : U \to V \) and the braiding \( c_{U,V} : U \otimes V \to V \otimes U \) are represented by

\[
\begin{array}{c}
V \\
\downarrow f \\
U
\end{array}
\quad \text{and} \quad
\begin{array}{c}
U \\
\downarrow U \\
V
\end{array}
\]

For an object \( V \) of the monoidal centre the half-braiding \( \varphi_{V,X} : V \otimes X \to X \otimes V \) will be represented as

\[
\begin{array}{c}
X \\
\downarrow X \\
V
\end{array}
\quad \text{and} \quad
\begin{array}{c}
V \\
\downarrow V \\
X
\end{array}
\]

To exhibit the relation to perturbed defect operators – to be described in Section 3 – it is helpful to reformulate the category of \( \mathcal{T}(F) \)-modules and the tensor product on it in terms of the generator \( F \) alone. This reformulation does not rely on the existence of the tensor algebra, which can be an advantage in applications. When working with tensor algebras, we will assume the following condition:

**Condition 2.1.** \( \mathcal{D} \) is an abelian monoidal category containing countable direct sums (coproducts) preserved by the tensor product in both variables.

Fix an abelian monoidal category \((\mathcal{D}, \otimes, \alpha, \mathbb{1}, \lambda, \rho)\). The *tensor algebra* of an object \( F \in \mathcal{D} \) is an algebra \( \mathcal{T}(F) \) in \( \mathcal{D} \) and a morphism \( \iota : F \to \mathcal{T}(F) \) such that the following universal property holds: For each algebra \( A \) in \( \mathcal{D} \) and each morphism \( f|_F : F \to A \), there exists a unique morphism \( f : \mathcal{T}(F) \to A \) of algebras making the following diagram in \( \mathcal{D} \) commute:

\[
\begin{array}{ccc}
F & \xrightarrow{\iota} & \mathcal{T}(F) \\
\downarrow f|_F & & \downarrow \exists! f \\
A & \xrightarrow{1_A} & A
\end{array}
\]

Under Condition 2.1 the tensor algebra \( \mathcal{T}(F) \) exists and can be chosen as

\[
\mathcal{T}(F) = \left( \bigoplus_{n \in \mathbb{N}} F^{\otimes n}, \mu, \eta \right)
\]

with unit \( \eta := \iota_0 \) and multiplication \( \mu := \sum_{n,m \in \mathbb{N}} \tau_n \circ \alpha_{n,m} \circ (\pi_n \otimes \pi_m) \). Here,

\[
\tau_n : F^{\otimes n} \to \bigoplus_{n \in \mathbb{N}} F^{\otimes n}, \quad \pi_n : \bigoplus_{n \in \mathbb{N}} F^{\otimes n} \to F^{\otimes n}
\]
are the canonical embeddings and projections, respectively, and $\alpha_{n,m}$ is a composition of associators moving the brackets from $X^{\otimes n} \otimes X^{\otimes m}$ to $X^{\otimes (n+m)}$. In the notation $X^{\otimes n}$ it is understood that the brackets are placed as $((\ldots (X \otimes X) \otimes \ldots) \otimes X) \otimes X$, see \cite[Ch. VII.3, Thm. 2]{ML98} for details.

If $C$ is a braided monoidal category with braiding $c$ and $(A,\mu_A,\eta_A)$ and $(B,\mu_B,\eta_B)$ are algebras in $C$, then we endow $A \otimes B \in C$ with the algebra structure

$$\mu_{A \otimes B} = (\mu_A \otimes \mu_B) \circ (\text{id}_A \otimes c_{B,A} \otimes \text{id}_B), \quad \eta_{A \otimes B} = \eta_A \otimes \eta_B.$$

That we use $c_{B,A}$ instead of $c_{-1,A,B}$ to move $B$ past $A$ sets our convention for the product on $A \otimes B$.

Recall the notation $\mathcal{Z}(D)$ for the monoidal centre of $D$ and suppose that $F \in \mathcal{Z}(D)$. Then (assuming Condition 2.1) also $\mathcal{T}(F) \in \mathcal{Z}(D)$ and $\mathcal{T}(F)$ carries a Hopf algebra structure. The coproduct $\Delta : \mathcal{T}(F) \to \mathcal{T}(F) \otimes \mathcal{T}(F)$, counit $\varepsilon : \mathcal{T}(F) \to 1$ and antipode $S : \mathcal{T}(F) \to \mathcal{T}(F)^{op}$ are obtained from the morphisms $\Delta|_F := \iota_1 \otimes \eta + \eta \otimes \iota_1$, $\epsilon|_F := 0$ and $S|_F := -\text{id}_F$ by making use of the universal property (see e.g. \cite[Sect. 2]{Sch96}). The definition of the coproduct implicitly uses convention (2.6) for the algebra structure on the tensor product of two algebras.

In the remainder of this section, we will give a description of the category of $\mathcal{T}(F)$-modules which involves just the generator $F$ and not the tensor algebra. We write an object $V \in \mathcal{Z}(D)$ as $V = (\tilde{V},\varphi_V,\cdot)$, where $\tilde{V}$ is the underlying object in $D$ and $\varphi_V,\cdot$ is the half-braiding.

**Definition 2.2.** Let $F = (\tilde{F},\varphi_{F,\cdot}) \in \mathcal{Z}(D)$. The category $\mathcal{D}_F$ is given by

- objects: pairs $(X,m)$ consisting of an object $X \in D$ and a morphism $m \in \text{Hom}_D(\tilde{F} \otimes X, X)$.
- morphisms $(X,m) \to (Y,n)$: morphisms $f \in \text{Hom}_D(X,Y)$ such that the diagram

$$
\begin{array}{ccc}
\tilde{F} \otimes X & \xrightarrow{\text{id}_F \otimes f} & \tilde{F} \otimes Y \\
\downarrow m & & \downarrow n \\
X & \xrightarrow{f} & Y
\end{array}
$$

commutes. Composition of morphisms and identity morphisms are those of $D$.

---

1 Here we do not explicitly write out all associators, unit isomorphisms and brackets between tensor products. This is done to make the expressions easier to read.
We define a tensor product $\otimes$ on $\mathcal{D}_F$ by $\langle X, m \rangle \otimes \langle Y, n \rangle := \langle X \otimes Y, T(m, n) \rangle$, where

$$T(m, n) = \left( m \otimes \text{id}_Y + (\text{id}_X \otimes n) \circ \alpha_{X,F,Y} \circ (\varphi_{F,X} \otimes \text{id}_Y) \right) \circ \alpha_{F,X,Y}^{-1},$$

(2.8)

On morphisms, $\otimes$ is just the tensor product of $\mathcal{D}$: $f \otimes_{\mathcal{D}_F} g := f \otimes_{\mathcal{D}} g$. The associators and unit isomorphisms are also those from $\mathcal{D}$. It is easy to see that if $f, g$ satisfy (2.7), so does $f \otimes g$.

**Remark 2.3.** The category $\mathcal{D}_F$ is a generalisation of the situation treated in [MR09]. Specifically, suppose that $\mathcal{D}$ is braided with braiding $c$. Then there are two braided monoidal functors

$$\iota^+: \mathcal{D} \to Z(\mathcal{D}), \quad F \mapsto (\tilde{F}, c_{F,-}) \quad \iota^-: \mathcal{D} \to Z(\mathcal{D}), \quad F \mapsto (F, c_{-F}^{-1})$$

(2.9)
defined to be identities on hom-sets. The setting of [MR09] amounts to choosing $F = \iota^+(\tilde{F}) = (\tilde{F}, c_{F,-})$ for some $\tilde{F}$ in $\mathcal{D}$. Many properties of $\mathcal{D}_F$ carry over from [MR09] to the present more general setting.

In the following we will list some properties of $\mathcal{D}_F$ and then establish the equivalence with modules over the tensor algebra.

**Lemma 2.4.** Suppose that the functor $\tilde{F} \otimes (-): \mathcal{D} \to \mathcal{D}$ is right-exact. Then a complex

$$(X, m) \to (X', m') \to (X'', m'')$$

is exact at $(X', m')$ in $\mathcal{D}_F$ if and only if $X \to X' \to X''$ is exact at $X'$ in $\mathcal{D}$.

**Proof.** The proof of [MR09] Lem. 2.4] also works in the present setting and under the weaker assumption that only $\tilde{F} \otimes (-)$ is right-exact. (In [MR09] Lem. 2.4] it is assumed that $\otimes$ is itself right-exact; this enters the proof of [MR09] Lem. A.2 (ii)] which however only involves $\tilde{F} \otimes -$).

**Proposition 2.5.** Let $F = (\tilde{F}, \varphi_{F,-})$ be in $Z(\mathcal{D})$. Then

1. $(\mathcal{D}_F, \otimes, \alpha, 1, \lambda, \rho)$ is a monoidal category.
2. If $\tilde{F} \otimes (-)$ is right-exact then $\mathcal{D}_F$ is abelian.
3. If the tensor product in $\mathcal{D}$ is right-exact, then so is that of $\mathcal{D}_F$.

---

2 The graphical notation does not capture associators and unit isomorphisms. When translating a string diagram into a morphism of the braided category, by Mac Lane’s coherence theorem there is only one way to add these natural isomorphisms. Alternatively, one can understand the diagrams as the process a) pass to an equivalent strict category [ML98 Ch. XI.3, Thm 1]; b) write out morphism for string diagram; c) transport back to original category.
4. Suppose \( \tilde{F} \otimes (-) \) is right-exact. If the tensor product in \( D \) is left-exact, then so is that of \( D_F \).

**Proof.** It is straightforward to check that the associators \( \alpha \) and unit isomorphisms \( \lambda, \rho \) are isomorphisms in \( D_F \) and turn \( D_F \) into a monoidal category. Abelianness and the exactness properties follow along the same lines as Theorem 2.3 and 2.8 in [MR09]. \( \square \)

Via the forgetful functor \( U : Z(D) \to D \) (which forgets the half-braiding of the monoidal centre), an algebra \( A \) in \( Z(D) \) becomes an algebra in \( D \). For brevity we will denote the category of \( U(A) \)-modules in \( D \) by \( A \)-Mod instead of \( U(A) \)-Mod.D.

**Proposition 2.6.** Suppose that \( D \) satisfies Condition 2.1 and that \( F \in Z(D) \). Then \( D_F \cong T(F)\)-Mod as monoidal categories.

**Proof.** We will make use of the canonical embeddings and projections \( \iota_k, \pi_k \) as in (2.5). Let \( G : T(F)\)-ModD \to D_F \) be the functor given on objects by

\[
G : (X, m) \mapsto (X, m \circ (\iota_1 \otimes \text{id}_X)), \tag{2.10}
\]

and which acts as the identity on morphisms.

\( G \) is an equivalence: Actually, \( G \) is even an isomorphism of categories. To construct its inverse, we use the following universal property of \( T(F) \): For each object \( X \) in \( D \) and each morphism \( m|_F : F \otimes X \to X \), there exists a unique left-action \( m : T(F) \otimes X \to X \) making the following diagram commute in \( D \):

\[
\begin{array}{ccc}
F \otimes X & \xrightarrow{\iota_1 \otimes \text{id}_X} & T(F) \otimes X \\
\downarrow{m|_F} & & \downarrow{\exists! m} \\
X & \end{array}
\tag{2.11}
\]

The action \( m \) is given by \( m := \sum_{k \in \mathbb{N}} m_k \circ (\pi_k \otimes \text{id}_X) \), where the \( m_k : F \otimes^k X \to X \) are defined recursively as \( m_0 := \text{id}_X \), \( m_{k+1} := m|_F \circ (\text{id}_F \otimes m_k) \).

For morphisms \( f : (X, m|_F) \to (Y, n|_F) \) in \( D_F \) we need to check that \( f \) is also a morphism for the associated \( T(F) \) modules. To this end, it suffices to show that \( f \circ m_k = n_k \circ (\text{id}_F \otimes f) \) holds for all \( k \in \mathbb{N} \). This is obvious for \( k = 0 \). For larger \( k \) we proceed inductively, using the above inductive representation of \( m \) and \( n \), namely \( f \circ m_{k+1} = f \circ m|_F \circ (\text{id}_F \otimes m_k) = n|_F \circ (\text{id}_F \otimes n_k) \circ (\text{id}_F \otimes (\text{id}_F \otimes (f \circ m_k))) \) (ind. hyp.)

The uniqueness assertion of the universal property implies that the above construction gives the inverse to \( G \) on objects.

\( G \) is monoidal: If \( (X, m) \), \( (Y, n) \) are two \( T(F) \)-modules, then we have

\[
T(F) \xrightarrow{\iota_1} F \xrightarrow{X} Y = T(m|_F, n|_F). \tag{2.12}
\]
In words, if one restricts the action via the coproduct of \( T(F) \) on \( X \otimes Y \) to \( F \), one obtains the morphism \( T(-, -) \) as defined in \( \text{(2.8)} \). This shows that \( \mathcal{G} \) becomes monoidal with structure maps \( \mathcal{G}_2 : \mathcal{G}(X, m) \otimes \mathcal{G}(Y, n) \rightarrow \mathcal{G}((X, m) \otimes (Y, n)) \) and \( \mathcal{G}_0 : (1, 0) \rightarrow \mathcal{G}(1, \pi_0 \otimes \text{id}_1) \) both given by the identity.

3. Perturbed defects in two-dimensional field theory

In this section we will indicate how the algebraic constructions presented above and those to follow in Section 4 are related to so-called non-local integrals of motion in two-dimensional conformal field theory and perturbations thereof. This is based on the original works [BLZ96, BLZ97a, BLZ99] and their reinterpretation and generalisation in terms of perturbed defects in [Run08, MR09, Run10]. As mentioned in the introduction, the application to CFT is the motivation to develop the present formalism.

As this section is quite long, a reader only interested in the mathematical definitions and theorems might as well skip ahead to Section 4 without missing any of the mathematical content.

A conformal field theory with defects assigns correlators (i.e. multilinear functions on products of vector spaces called “spaces of states/fields”) to two-dimensional Riemann surfaces with parametrised boundaries and/or marked points. The two dimensional surfaces can be decorated by embedded oriented 1-manifolds – the “defect lines” – whose connected components are labelled by a set of “defect conditions”. There is a straightforward extension of the axiomatic description of CFT (as e.g. in [Vaf87, Seg02]) to CFT in the presence of defect lines, see [RS09, DKR11] for details. Examples can be constructed in rational CFT (at least in genus 0 and 1) via its description in terms of three-dimensional topological field theory as developed in [FRS02, FRS05, FFRS07]. We will not review the general formalism but will just pick out the small part of it that we will need.

3.1. Cylinders with defect circles and defect fields

Three types of surfaces are going to appear below, namely cylinders of circumference \( L \) with none, one or two defect circles inserted, see Figure 1. To explain these diagrams and what the defect CFT assigns to them we need to introduce the space of bulk states, defect conditions and defect changing fields.

The space of bulk states: a topological vector space \( \mathcal{H} \) which we take to be a Hilbert space for concreteness. We require that \( \mathcal{H} \) contains a dense subspace \( \mathcal{F} \), the space of fields, which carries an action of \( \text{Vir} \oplus \text{Vir} \), where \( \text{Vir} \) denotes the Virasoro algebra. We denote the generators of the first copy of \( \text{Vir} \) by \( L_m, C \) and those of the second copy by \( \overline{L}_m, \overline{C} \). We require that \( \mathcal{F} \) is a direct sum of common eigenspaces \( \mathcal{F}^{(h, \overline{h})} \) of \( L_0 \) and \( \overline{L}_0 \) of non-negative eigenvalues,

\[
\mathcal{F} = \bigoplus_{h, \overline{h} \in \mathbb{R} \geq 0} \mathcal{F}^{(h, \overline{h})}.
\]
We assume that the eigenspaces $\mathcal{F}^{(\Delta)} = \bigoplus_{h+\bar{h}=\Delta} \mathcal{F}^{(h,\bar{h})}$ of the generator $L_0+\bar{L}_0$ of scale transformations are finite-dimensional, and that $C, \bar{C}$ act by multiplication by constants $c, \bar{c}$ (called the left and right central charge).

The requirements listed above are not the most general setting for conformal field theory. They exclude, for example Liouville and other non-compact CFTs, or logarithmic and other non-unitary CFTs. But they allow for all unitary rational CFTs and are sufficient to illustrate the origin of the formalism developed in the rest of this section.

The Hamiltonian of the CFT on a cylinder of circumference $L$ is

$$H_0 = \frac{2\pi}{L} \left( L_0 + \bar{L}_0 - \frac{c + \bar{c}}{24} \right)$$  \hspace{1cm} (3.2)$$

and it acts on $\mathcal{F}$. By assumption, $e^{-\varepsilon H_0}$ extends to a bounded linear operator on $\mathcal{H}$ for all $\varepsilon > 0$. This is the operator the CFT assigns to the cylinder $C_\varepsilon$ in Figure 1(a):

$$O(C_\varepsilon) = e^{-\varepsilon H_0}.$$  \hspace{1cm} (3.3)$$

The set of defect conditions: The defect circles in Figure 1(b), c) carry marked points, which we will call field insertion points. The intervals between two such insertion points are labelled by elements from a set of defect conditions. We will only consider defect conditions that correspond to topological defects, which are defects that are transparent to the stress-energy tensor. It turns out that a CFT with defects equips this set of defect

#### Figure 1: Cylinders of circumference $L$ with none, one or two defect circles; the vertical sides are identified. The $X_i$ and $Y_i$ are defect conditions, the $x_i$ and $y_i$ are insertion points of defect changing fields.
conditions with the extra structure of a monoidal category (more precisely, one passes to lists of defect conditions, see Section 2.4 for details).

In the CFT context, the monoidal category $\mathcal{D}$ in Section 2 is the category of defect conditions. For this reason, we will denote the set of defect conditions by

$$\text{Obj}(\mathcal{D})$$

(and assume that $\text{Obj}(\mathcal{D})$ is a set). The unit object $1 \in \mathcal{D}$ corresponds to the “invisible defect” in the sense that a defect segment labelled by $1$ can be omitted from the surface. Thus, the cylinder in Figure 1a is a special case of that in Figure 1b when choosing $n = 0$ and $1$ as defect condition, and Figure 1b in turn is a special case of c).

**Defect fields and defect changing fields:** For each pair of defect labels $X, Y$ there is a space of defect changing fields $\mathcal{F}_{XY}$. Fields from $\mathcal{F}_{XY}$ can be assigned (see below) to a field insertion point between a segment labelled $X$ and a segment labelled $Y$; the order is determined by the orientation of the defect circle. The spaces of defect changing fields are subject to the same conditions as the space $\mathcal{F}$ of bulk fields above. That the $\mathcal{F}_{XY}$ are again Vir $\oplus$ Vir-modules follows as all defects are topological. Elements of $\mathcal{F}_{XX}$ are also called defect fields. Defect fields on the invisible defect $1$ are nothing but bulk fields: $\mathcal{F} \equiv \mathcal{F}_{11}$.

To the cylinder $C_{\varepsilon_1,\varepsilon_2}^{X_1,\ldots,X_n}(x_1,\ldots,x_n)$ in Figure 1b the CFT assigns a multilinear map to the bounded operators on $\mathcal{H}$,

$$\mathcal{O}(C_{\varepsilon_1,\varepsilon_2}^{X_1,\ldots,X_n}(x_1,\ldots,x_n)) : \mathcal{F}_{X_1X_2} \times \mathcal{F}_{X_2X_3} \times \cdots \times \mathcal{F}_{X_nX_1} \rightarrow B(\mathcal{H}) ,$$

where the insertion points are ordered as $0 \leq x_1 < x_2 < \cdots < x_n < L$ and $X_k$ is the defect label for the segment $(x_{k-1},x_k)$, $k = 2,\ldots,n$, and for the segment between $x_1$ and $x_n$ in the case $k = 1$.

The assignment of operators to cylinders is compatible with composition. For example,

$$\mathcal{O}(C_{\varepsilon_1}^{X_1,\ldots,X_n}(x_1,\ldots,x_n)) \circ \mathcal{O}(C_{\varepsilon_2}^{X_1,\ldots,X_n}(x_1,\ldots,x_n)) = \mathcal{O}(C_{\varepsilon_1+\varepsilon_2}^{X_1,\ldots,X_n}(x_1,\ldots,x_n)),$$

and composing the two operators which the CFT assigns to two cylinders with a single defect circle as in Figure 1b) gives the operator for a cylinder with two defect circles as in Figure 1c).

In the case $n = 0$, i.e. in the absence of insertion points on the defect circle, we can try to define an operator on $\mathcal{H}$ as the limit

$$\mathcal{O}(X) = \lim_{\varepsilon_1,\varepsilon_2 \to 0} \mathcal{O}(C_{\varepsilon_1,\varepsilon_2}^{X}) .$$

This limit may not exist for general defect conditions, but for topological defects the operator $\mathcal{O}(X)$ is defined at least on $\mathcal{F}$, and in fact maps $\mathcal{F}$ to $\mathcal{F}$, and it intertwines the Virasoro actions:

$$[L_m,\mathcal{O}(X)] = 0 = [\overline{L}_m,\mathcal{O}(X)]\quad \text{for all } m \in \mathbb{Z} , \ X \in \mathcal{D} .$$

**Remark 3.1.** Let us outline how the category $\mathcal{D}$ of defect conditions can be realised in rational CFT. Fix a rational vertex operator algebra $\mathcal{V}$; by “rational” we mean that the category of modules $\mathcal{C} := \text{Rep}(\mathcal{V})$ is a modular category, see [Hua08]. In particular, $\mathcal{C}$
is braided monoidal, C-linear and semisimple. In the approach to correlators of rational CFT via three-dimensional topological field theory in [FRS02, FRS05, FFRS07, FFS12], the different CFTs with symmetry $V \otimes_{C} V$ are described by algebras $A \in C$, more precisely by special symmetric Frobenius algebras. The defects in the CFT described by $A$ which are transparent to all fields in $V \otimes_{C} V$ (not just to the stress-energy tensor) are labelled by $A|A$-bimodules. In fact, in this situation one has

$$D \cong A\text{-Mod}_{C}-A$$

as C-linear monoidal categories.

3.2. Perturbed defects and the category $D_F$

In quantum field theory, a standard method to modify a given model is “to add new terms to the action”. If expressed via correlators, this amounts to inserting a term $e^{-\Delta S}$, where $\Delta S$ is some expression in terms of the fields and the exponential is understood as a formal sum whose precise definition depends on the situation. Here we are interested in the case that $-\Delta S = \lambda \int_L^0 \psi(x)dx$, where $\psi$ is a defect field on some defect $X$ on a cylinder of circumference $L$. Let is explain this in more detail.

Pick a defect label $X \in D$ and a defect field $\psi \in F_{XX}$. In expression (3.5), choose all $X_k$ to be $X$ and use $\psi$ in each of the $n$ arguments to define

$$f_{\xi_1,\xi_2;n}^{X}(\psi; x_1, \ldots, x_n) = \mathcal{O}(C_{\xi_1,\xi_2}^{X}(x_1, \ldots, x_n))(\psi, \psi, \ldots, \psi) \in B(\mathcal{H}).$$

Next we integrate over the insertion points $x_1, \ldots, x_n$ while preserving the ordering,

$$e_{\xi_1,\xi_2;n}^{X}(\psi) = \int_0^L dx_1 \int_{x_1}^L dx_2 \cdots \int_{x_{n-1}}^L dx_n f_{\xi_1,\xi_2;n}^{X}(\psi; x_1, \ldots, x_n).$$

This integral may or may not exist, depending on the choice of $X$ and $\psi$. We assume that it exists, so that $e_{\xi_1,\xi_2;n}^{X}$ is again an operator on $\mathcal{H}$.

We can now state what we mean by “the defect $X$ perturbed by the defect field $\psi$”, or, equivalently, what we mean by “inserting $\exp(\lambda \int \psi(x)dx)$ on a defect circle $X$”. Namely, take $\lambda$ to be a formal variable and consider the formal sum (a path ordered exponential)

$$D_{\xi_1,\xi_2}^{X}(\psi; \lambda) = \sum_{n=0}^{\infty} \lambda^n e_{\xi_1,\xi_2;n}^{X}(\psi).$$

The defect operator for the topological defect $X$ perturbed by the defect field $\psi$ is defined to be the limit of zero height of the surrounding cylinder:

$$\mathcal{O}(X, \psi; \lambda) = \lim_{\xi_1,\xi_2 \rightarrow 0} D_{\xi_1,\xi_2}^{X}(\psi; \lambda).$$

Again, existence of the limit (as an operator on $\mathcal{H}$ with dense domain) will in general depend on the choice of $X$ and $\psi$. 
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Table 1: Notation for related objects in the five categories that appear in the application to CFT. Starting from the right, $F$ is the object in the monoidal centre of the defect category $\mathcal{D}$. This is the datum used to define $\mathcal{D}_F$, see Definition 2.2. As an element of the monoidal centre, $F$ is a pair $(\tilde{F}, \varphi_{F_{\mathcal{C}}})$ with $\tilde{F} \in \mathcal{D}$. Turning to the left, $\mathcal{C}$ stands for the (braided) category of representations of the underlying vertex operator algebra $\mathcal{V}$ and $F_{\mathcal{C}}$ is one such representation. Combined representations of the holomorphic and anti-holomorphic copy of the vertex operator algebra, i.e. of $\mathcal{V} \otimes \mathcal{V}$, correspond to objects $F_{2\mathcal{C}} \in \mathcal{C} \boxtimes \mathcal{C}_{\text{rev}}$. The functors in (2.9) allow one to map $\mathcal{C} \boxtimes \mathcal{C}_{\text{rev}}$ to $\mathcal{Z}(\mathcal{C})$ and so we can also think of objects $F_{2\mathcal{C}} \in \mathcal{Z}(\mathcal{C})$ as $\mathcal{V} \otimes \mathcal{V}$-modules. We will write $F_{2\mathcal{C}} = (F_{\mathcal{C}}, \varphi_{F_{2\mathcal{C}}})$, where $F_{\mathcal{C}}$ is the underlying object in $\mathcal{C}$. Finally, the functor $\alpha$ defined in (3.13) maps $\mathcal{Z}(\mathcal{C})$ to $\mathcal{Z}(\mathcal{D})$, and we write $\hat{F}$ for the image of $F_{2\mathcal{C}}$ under that functor.

The operators $O(X, \psi; \lambda)$ are the main object of our interest. For which $X, \psi$ the $O(X, \psi; \lambda)$ exist and what the radius of convergence in $\lambda$ is, are difficult questions. In the free boson example, they have been addressed in [BLZ99, App. 3] and we will further investigate them in a forthcoming paper [BMR]. A general expectation would be that the integrals (3.10) and the limit (3.12) exist if $\psi \in F_{2\mathcal{C}}(\Delta)$ with $\Delta < \frac{1}{2}$. The reason is that the leading singularity of the integrand (3.9) in the limit of two coinciding points will generically be $(x_{i+1} - x_i)^{-2\Delta}$. However, one would also expect that some regulator exists to define the integrals for $\frac{1}{2} \leq \Delta \leq 1$. Defect fields of weight $\Delta < 1$, $\Delta = 1$, $\Delta > 1$ are called relevant, marginal, and irrelevant, respectively. We do not know if there is a generic behaviour to expect regarding convergence of the power series in $\lambda$.

To make the connection to the category $\mathcal{D}_F$, we will restrict ourselves to rational CFT in the setting described in Remark 3.1. Unfortunately, in the application to CFT we have to deal with five categories, each of which contain objects related to $F$. This is described below and it is summarised once more in Table 1. We pick $F_{2\mathcal{C}} \in \text{Rep}(\mathcal{V} \otimes \mathcal{V}) = \mathcal{C} \boxtimes \mathcal{C}_{\text{rev}}$, where $\mathcal{C}_{\text{rev}}$ is $\mathcal{C}$ with inverse braiding. Via (2.9) we have a functor $\mathcal{C} \boxtimes \mathcal{C}_{\text{rev}} \to \mathcal{Z}(\mathcal{C})$; if $\mathcal{C}$ is modular, this functor is an equivalence [Müg03, Thm. 7.10]. We write $F_{2\mathcal{C}}$ for the image of $F_{2\mathcal{C}}$ in $\mathcal{Z}(\mathcal{C})$.

To $F_{2\mathcal{C}} = (F_{\mathcal{C}}, \varphi_{F_{2\mathcal{C}}}) \in \mathcal{Z}(\mathcal{C})$ we assign the $A|A$-bimodule $F$ with underlying object $A \otimes F_{\mathcal{C}}$, with left action by multiplication and with right action by first using the half-braiding to move $A$ past $F_{\mathcal{C}}$ and then multiplying. In formulas,

$$\alpha(F_{2\mathcal{C}}) = (A \otimes F_{\mathcal{C}}, \mu \otimes \text{id}_{F_{\mathcal{C}}}, (\mu \otimes \text{id}_{F_{\mathcal{C}}}) \circ (\text{id}_A \otimes \varphi_{F_{2\mathcal{C},A}})) \ . \ \ (3.13)$$

For $(X, m_l, m_r) \in A\text{-Mod}_{\mathcal{C}} \cdot A$ let $\varphi_{\alpha(F_{2\mathcal{C}}),X} : \alpha(F_{2\mathcal{C}}) \otimes_A X \to X \otimes_A \alpha(F_{2\mathcal{C}})$ be the
morphism in $A$-$\text{Mod}_C$-$A$ induced by the morphism $A \otimes F_{C} \otimes X \to X \otimes A \otimes F_{C}$,

$$
(id_X \otimes \eta \otimes id_{F_C}) \circ (m_t \otimes id_{F_C}) \circ (id_A \otimes \varphi_{F_{ZC},X}) = \begin{array}{c}
X \\
F_{ZC}
\end{array} \begin{array}{c}
A \\
F_{ZC}
\end{array} X 
$$

(3.14)

One verifies that $\varphi_{\alpha(F_{ZC}),X}$ is an isomorphism in $A$-$\text{Mod}_C$-$A$. In fact, we have:

**Proposition 3.2.** (cf. [Sch01, Prop. 3.2]) The assignment

$$
\alpha : Z(C) \to Z(A$-$\text{Mod}_C$-$A) , \quad F_{ZC} \mapsto (\alpha(F_{ZC}), \varphi_{\alpha(F_{ZC}),-}) .
$$

(3.15)

defines a braided monoidal functor.

**Remark 3.3.** Denote the functors $\alpha \circ \iota^\pm : C \to Z(A$-$\text{Mod}_C$-$A)$ by $\alpha^\pm$. There are isomorphisms $\alpha^\pm(F_{C}) \otimes_A X \cong F_{C} \otimes^\pm X$, where $F_{C} \otimes^\pm X$ are as in [FRS05, Eqn. (2.17), (2.18)]. The notation $\otimes^\pm$ is used extensively in [FRS02] and [FRS05] and this remark may be useful to compare results.

Combining the equivalence $C \boxtimes C^{\text{rev}} \to Z(C)$ with $\alpha$ from Proposition 3.2 gives a functor $C \boxtimes C^{\text{rev}} \to Z(D)$ which by abuse of notation we also call $\alpha$. The space of $\mathcal{V} \otimes_C \mathcal{V}$-intertwiners from $F_{C^2}$ to the space of defect fields $F_{XX}$ is given by (see [FRS05] [FFRS07] for details)

$$
\text{Hom}_{\mathcal{V} \otimes_C \mathcal{V}}(F_{C^2}, F_{XX}) \cong \text{Hom}_{A|A}(\alpha(F_{C^2}) \otimes_A X, X),
$$

(3.16)

which defines $F_{XX}$ as the object representing the functor (in $F_{C^2}$) on the right hand side. Thus, given $F_{C^2}$ and $\psi \in F_{C^2}$, an object

$$
(X, m) \in D_F , \quad \text{where } F = \alpha(F_{C^2}) \in Z(D),
$$

(3.17)

describes a defect field $\psi^m$ on the defect $X$, obtained by mapping $\psi \in F_{C^2}$ to $F_{XX}$ via the preimage of $m$ under the isomorphism (3.16). We will abbreviate the operator in (3.12) as

$$
\mathcal{O}(D; \lambda) \equiv \mathcal{O}(X, \psi^m; \lambda) , \quad \text{where } D = (X, m) \in D,
$$

(3.18)

and it is understood that $F_{C^2}$ and $\psi \in F_{C^2}$ are chosen once and for all.

The morphisms in $D_F$ equally have a direct interpretation in terms of defect fields. To prepare this, consider the subspace of scale- and translation-invariant states $F_{XY}^{\text{vac}} \subset F_{XY}$ (‘vac’ for vacuum), i.e.

$$
F_{XY}^{\text{vac}} = \{ \psi \in F_{XY} | L_m \psi = 0 = \overline{L}_m \psi \text{ for } m = 0, -1 \} .
$$

(3.19)

By construction of the morphism spaces of the category $D$ (see [DKR11, Sect. 2.4] for details), we have $F_{XY}^{\text{vac}} = \text{Hom}_{D}(X, Y)$. The composition in $D$ then gives the operator

---

\(^3\) Actually, the condition $L_{-1} \psi = 0$ implies $L_m \psi = 0$ for all $m \geq 0$ (and analogously for $\overline{L}_{-1}$) as in this case the vertex operator $Y(T, z)$, where $T$ is the Virasoro element, generates no negative powers of $z$ when acting on $\psi$. 

---
quantities in $\mathcal{D}$ and $\mathcal{D}_F$ | conformal field theory concept

object $X \in \mathcal{D}$ | defect condition $X$ for which the corresponding defect is topological and transparent to $\mathcal{V} \otimes_{\mathcal{C}} \mathcal{V}$

object $F \in \mathcal{Z}(\mathcal{D})$ | obtained from the representation $F_{\mathcal{C}2}$ in which the perturbing field $\psi$ lives via $F = \alpha(F_{\mathcal{C}2})$, see (3.17)

morphism $m \in \text{Hom}_{\mathcal{D}}(F \otimes X, X)$ | determines the defect field $\psi^m \in \mathcal{F}_{XX}$ as the preimage of $\psi$ under (3.16)

object $(X, m) \in \mathcal{D}_F$ | determines a topological defect $X$ together with a choice of perturbing field $\psi^m$ on $X$ as in (3.18)

morphism $f : (X, m) \rightarrow (Y, n)$ in $\mathcal{D}_F$ | a translation invariant field $f \in \mathcal{F}_{xx}^{\text{vac}}$ which satisfies the exchange condition (3.20)

Table 2: Relation between quantities in $\mathcal{D}$ and $\mathcal{D}_F$ and conformal field theory concepts. See also Table 1.

The relation between the quantities described above and conformal field theory concepts is summarised in the Table 2. While the above discussion is for rational $\mathcal{V}$, we believe that this construction applies to a wider class of vertex operator algebras. In a forthcoming paper [BMR] we will investigate the case of the free boson, i.e. of the Heisenberg vertex operator algebra, more closely.
3.3. Composition of defect operators and the tensor product in $\mathcal{D}_F$

As already mentioned above, the composition of two operators associated to a cylinder as in Figure 1(b) results in an operator associated to a cylinder as in Figure 1(c). As a formula, this reads

\[
\mathcal{O}(C_{x_1, \ldots, X}(\phi_1, \ldots, \phi_m)) \circ \mathcal{O}(C_{y_1, \ldots, Y}(\psi_1, \ldots, \psi_n)) = \mathcal{O}(C_{x_1, \ldots, X; y_1, \ldots, Y}(\phi_1, \ldots, \psi_n)),
\]

where $\vec{x} = (x_1, \ldots, x_m)$, $\vec{y} = (y_1, \ldots, y_n)$, and $\phi_i \in \mathcal{F}_{XX}$, $\psi_i \in \mathcal{F}_{YY}$, and where we chose fixed defect conditions $X, Y \in \mathcal{D}$ on each defect circle.

If $x_i \neq y_j$ for all $i, j$, we can take the limit $\varepsilon_2 + \varepsilon_3 \to 0$ on the right hand side of (3.21). The topological defects $X$ and $Y$ “fuse” into a new topological defect, which is $X \otimes Y$ by construction of the tensor product in the category $\mathcal{D}$ of topological defect conditions [DKR11 Sect. 2.4]. Let $(X, m), (Y, n) \in \mathcal{D}_F$. In the above fusion procedure, a field $\psi^m$ inserted on the defect $X$ at a point $x$ turns into the field $\psi^{T(m, 0)}$ inserted at point $x$ on $X \otimes Y$, with $T(-, -)$ as given in (2.8). Analogously, a field $\psi^n$ inserted on the defect $Y$ at a point $y$ turns into the field $\psi^{T(0, n)}$ inserted at point $y$ on $X \otimes Y$. These rules are again best understood in the TFT formalism, and we refer to [MR09 Sect. 3].

Using this, it is not hard to see that, if the multiple integrals implicit in the expression below all exist, the operators defined in (3.11) satisfy

\[
\lim_{\varepsilon \to 0} D^X_{\varepsilon, \varepsilon_2}(\psi^m; \lambda) \circ D^Y_{\varepsilon, \varepsilon_3}(\psi^n; \lambda) = D^{X \otimes Y}_{\varepsilon, \varepsilon_2}(\psi^{T(m, n)}; \lambda). \tag{3.22}
\]

The argument for this is the same as in [MR09 Thm. 3.2]. Thus, assuming that also the operators (3.18) are well-defined for this choice of $(X, m)$ and $(Y, n)$,

\[
\mathcal{O}((X, m); \lambda) \circ \mathcal{O}((Y, n); \lambda) = \mathcal{O}((X \otimes Y, T(m, n)); \lambda). \tag{3.23}
\]

This illustrates that the tensor product in $\mathcal{D}_F$ is designed to be compatible with the composition of defect operators.

3.4. Operators for perturbed defects and $K_0(\mathcal{D}_F)$

Suppose we are given an exact sequence

\[
0 \to (A, a) \xrightarrow{f} (B, b) \xrightarrow{g} (C, c) \to 0 \tag{3.24}
\]

in $\mathcal{D}_F$. We claim that if the underlying sequence in $\mathcal{D}$ splits, the perturbed defect operators satisfy

\[
\mathcal{O}((B, b); \lambda) = \mathcal{O}((A, a); \lambda) + \mathcal{O}((C, c); \lambda), \tag{3.25}
\]

where we assume the existence of the individual operators. In more detail, we ask that the underlying sequence $0 \to A \xrightarrow{f} B \xrightarrow{g} C \to 0$ in $\mathcal{D}$ splits, i.e. that we can find $\bar{f} : B \to A$ and $\bar{g} : C \to B$ such that $\bar{f} \circ f = \text{id}_A$, $g \circ \bar{g} = \text{id}_C$, and $f \circ \bar{f} + \bar{g} \circ g = \text{id}_B$. Of
course, this sequence splits automatically if \( D \) is semisimple, as is the case in rational CFT since then the category of bimodules in \( \text{[3.8]} \) is semisimple.

The reasoning behind \( \text{[3.25]} \) is actually very simple (see [MR09, Thm. 3.2]). We will verify it on the level of the integrands \( \text{[3.9]} \):

\[
f_{\varepsilon_1, \varepsilon_2; n}(\psi^b; x_1, \ldots, x_n) = O(C^{B,A,\ldots, A}_{\varepsilon_1, \varepsilon_2}(z, z', x_1, \ldots, x_n))(f, g, \psi^b, \ldots, \psi^b)
\]

\[
= O(C^{A, B, \ldots, A}_{\varepsilon_1, \varepsilon_2}(z, z', x_1, \ldots, x_n))(f, g, \psi^a, \ldots, \psi^a)
\]

\[
= O(C^{C, B, \ldots, C}_{\varepsilon_1, \varepsilon_2}(z, z', x_1, \ldots, x_n))(f, g, \psi^c, \ldots, \psi^c)
\]

\[
= f_{\varepsilon_1, \varepsilon_2; n}(\psi^a; x_1, \ldots, x_n) + f_{\varepsilon_1, \varepsilon_2; n}(\psi^c; x_1, \ldots, x_n). \tag{3.26}
\]

In step (1), \( f \circ \tilde{f} + g \circ g = \text{id}_B \) was used to rewrite the right hand side of \( \text{[3.9]} \) as a sum of two terms. The key step is (2), where \( \text{[3.20]} \) is used to drag \( f \) and \( g \) around the defect circle (in opposite directions) past all the defect fields \( \psi^b \). In step (3), \( \tilde{f} \circ f = \text{id}_A \), \( g \circ \tilde{g} = \text{id}_C \) is used to remove the additional insertions at \( z \) and \( z' \).

This shows that, at least on the semisimple part of \( D \) and provided the operators \( O(\cdot; \lambda) \) are defined, the assignment \( (X, m) \mapsto O((X, m); \lambda) \) factors through \( K_0(D_F) \).

3.5. Perturbed defects as non-local conserved charges

We will now turn to the question whether the operators \( O((X, m); \lambda) \) can be interpreted as “non-local conserved charges”, and if so, which Hamiltonian they are conserved charges for. The qualifier “non-local”, incidentally, refers to the fact that defect fields are in general not local with respect to each other.

Let us start with the perturbed Hamiltonian. Given a bulk field \( \Phi \in \mathcal{F} \) and a constant \( \mu \) we define

\[
H_{\text{pert}}(\Phi; \mu) = H_0 + \mu \cdot H_{\text{int}}, \tag{3.27}
\]

where the new interaction is \( \int_0^L \Phi(x) dx \). More specifically, in the notation of Section \( \text{[3.1]} \) we set

\[
H_{\text{int}} = \lim_{\varepsilon_1, \varepsilon_2 \to 0} \int_0^L O(C^1_{\varepsilon_1, \varepsilon_2}(x))(\Phi) dx. \tag{3.28}
\]

Next, pick fields \( \psi^+, \psi^- \in \mathcal{F}_{XX} \) such that \( \psi^+ \) is holomorphic in the sense that \( L_{-1}\psi^+ = 0 \), and \( \psi^- \) is anti-holomorphic, i.e. \( L_{-1}\psi^- = 0 \). Then if \( \psi^+ \) and \( \psi^- \) are inserted at two neighbouring points \( x, y \) on a defect circle, the limit \( x \to y \) is regular.

---

\( ^4 \) The semisimplicity requirement on \( D \) can be weakened by allowing defect fields which are not scale- and translation-invariant to split the underlying sequence in \( D \), but we will not go into this here.
Suppose that the condition
\[
\lim_{\varepsilon \to 0} \left( O \left( \frac{x_1}{\varepsilon}, \frac{x_2}{\varepsilon} \right) \Phi \right) - O \left( \frac{x_1}{\varepsilon}, \frac{x_2}{\varepsilon} \right) = \lim_{\varepsilon \to 0} \left( O \left( \frac{x_1}{\varepsilon}, \frac{x_2}{\varepsilon} \right) \psi^+ \psi^- \right) - O \left( \frac{x_1}{\varepsilon}, \frac{x_2}{\varepsilon} \right)
\]
holds, where the omissions stand for any configuration of defect field insertions on \( X \), common to all four cylinders, and we have not spelled out the arguments of \( O(\cdots) \). In formulas, the above identity reads
\[
\lim_{\varepsilon \to 0} \left( O \left( C_{\varepsilon_1, \varepsilon_2} \left( x_1, \ldots, x_n, \frac{y_1}{\varepsilon}, \ldots, \frac{y_n}{\varepsilon} \right) \Phi \right; \psi_1, \ldots, \psi_n) - O \left( C_{\varepsilon_1, \varepsilon_2} \left( x_1, \ldots, x_n, \frac{y_1}{\varepsilon}, \ldots, \frac{y_n}{\varepsilon} \right) \psi^+ \psi^- \right; \psi_1, \ldots, \psi_n) \right) = 0.
\]
Here, \( \psi_i \in F_{XX} \) and \( x_k < y < y + \varepsilon < x_{k+1} \) for some \( k \). We claim that this condition implies
\[
[H_{\text{pert}}(\Phi; -2i\lambda^2), O(X, \psi^+ + \psi^-; \lambda)] = 0.
\]
In other words, \( O(X, \psi^+ + \psi^-; \lambda) \) is a conserved charge for a perturbed Hamiltonian. Note that this includes the special cases \( \psi^+ = 0 \) or \( \psi^- = 0 \), where (3.29) holds for \( \Phi = 0 \). Thus \( O(X, \psi^+; \lambda) \) and \( O(X, \psi^-; \lambda) \) are conserved charges for the unperturbed Hamiltonian \( H_0 \). The argument leading to (3.31) is the same as given in [Run10, Sect. 3.4], but as [Run10] is formulated for Virasoro minimal models and assumes that the perturbing fields have negative weight, in Appendix A.2 we give the argument in the present setting without these restrictions.

Finally, we would like a formulation of the commutation condition (3.29) in terms of the category \( DF \). To this end, we once more restrict our attention to rational CFT and the setting in Remark 3.1.

Pick two representations \( F^+_C, F^-_C \in C \equiv \text{Rep}(V) \), and pick vectors \( \hat{\psi}_\pm \in F^\pm_C \). Since the space of bulk fields is \( \mathcal{F} \equiv \mathcal{F}_{11} \), the isomorphism (3.16) becomes
\[
\text{Hom}_V \otimes_{c} (F^+_C \otimes F^-_C, \mathcal{F}) \cong \text{Hom}_{A} (\alpha^+(F^+_C) \otimes A \alpha^-(F^-_C), A),
\]
where \( \alpha^\pm = \alpha \circ \iota^\pm \) was introduced in Remark 3.3. Writing \( F^\pm \equiv \alpha^\pm(F^\pm_C) \), we see that a morphism \( b : F^+ \otimes F^- \to 1 \) in \( D \) (rather than in \( Z(D) \) – the forgetful functor is implicit) defines a bulk field
\[
\Phi = (\hat{\psi}^+ \otimes \hat{\psi}^-)^b \in \mathcal{F}
\]
via the prescription after (3.17). For the defect perturbation we take \( F = F^+ \oplus F^- \) and pick an object \( (X, m) \in \mathcal{D}_F \). Let \( \iota_{F^\pm} : F^\pm \to F \) be the canonical embeddings and set \( m_{F^\pm} = m \circ (\iota_{F^\pm} \otimes \text{id}_X) \). Then the triple \( \psi^+ := (\hat{\psi}^+)^{m_{F^+}}, \psi^- := (\hat{\psi}^-)^{m_{F^-}} \) and \( \Phi \) satisfies condition (3.29) if and only if

\[
-m_{F^+} \circ (\text{id}_{F^+} \otimes m_{F^-}) \circ \alpha_{F^+,F^-,X} - m_{F^-} \circ (\text{id}_{F^-} \otimes m_{F^+}) \circ \alpha_{F^+,F^-,X} \circ (\varphi_{F^+,F^-} \otimes \text{id}_X) = b \otimes \text{id}_X - (\text{id}_X \otimes b) \circ \alpha_{X,F^+,F^-} \circ \varphi_{F^+\oplus F^-,X},
\]

(4.1)

where \( m_{F^\pm} := m \circ (\iota_{F^\pm} \otimes \text{id}_X) \) and \( \iota_{F^\pm} : F^\pm \to F^+ \oplus F^- \) are the canonical embeddings.

The pictorial representation of condition (4.1) was already given in (3.34). The right hand side of (4.1) is in general nonzero since \( b \) is not required to be a morphism in \( \mathcal{Z}(\mathcal{D}) \).

We say that two objects \((V, \varphi_{V,-})\) and \((W, \varphi_{W,-})\) in \( \mathcal{Z}(\mathcal{D}) \) are mutually transparent if their half-braidings satisfy \( \varphi_{W,V} \circ \varphi_{V,W} = \text{id}_{V \otimes W} \). If \( F^\pm \) are mutually transparent, the commutation condition is compatible with the tensor product on \( \mathcal{D}_F \):

Proposition 4.2. Suppose that \( F^+, F^- \in \mathcal{Z}(\mathcal{D}) \) are mutually transparent. If \((X, m), (Y, n) \in \mathcal{D}_{F^+ \oplus F^-}\) satisfy the commutation condition with \( b : F^+ \otimes F^- \to \mathbb{1} \), then so does \((X, m) \otimes (Y, n)\).
Proof. Denote the left hand side of (4.1) by \( \delta(m) \) (respectively \( \delta(n) \) for the object \((Y, n)\)). With \( T(m, n) \) as in (2.8) we have

\[
\delta(T(m, n)) = \begin{array}{c}
\begin{array}{c}
\text{Diagram 1}
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
\text{Diagram 2}
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
\text{Diagram 3}
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
\text{Diagram 4}
\end{array}
\end{array}
\]

\[
\begin{array}{c}
\begin{array}{c}
\text{Diagram 5}
\end{array}
\end{array} - \begin{array}{c}
\begin{array}{c}
\text{Diagram 6}
\end{array}
\end{array} - \begin{array}{c}
\begin{array}{c}
\text{Diagram 7}
\end{array}
\end{array} - \begin{array}{c}
\begin{array}{c}
\text{Diagram 8}
\end{array}
\end{array}
\]

\[= 0 \]

\[= T(\delta(m), \delta(n)) + \begin{array}{c}
\begin{array}{c}
\text{Diagram 9}
\end{array}
\end{array} - \begin{array}{c}
\begin{array}{c}
\text{Diagram 10}
\end{array}
\end{array} = 0 \] .

That the difference of the last two terms is zero follows from the assumption that \( F^+ \) and \( F^- \) are mutually transparent. Denote the right hand side of (4.1) by \( r_b(X) \). By assumption, \( \delta(m) = r_b(X) \) and \( \delta(n) = r_b(Y) \). The proof is thus completed by observing that

\[
T(r_b(X), r_b(Y)) = \begin{array}{c}
\begin{array}{c}
\text{Diagram 11}
\end{array}
\end{array} - \begin{array}{c}
\begin{array}{c}
\text{Diagram 12}
\end{array}
\end{array} + \begin{array}{c}
\begin{array}{c}
\text{Diagram 13}
\end{array}
\end{array} - \begin{array}{c}
\begin{array}{c}
\text{Diagram 14}
\end{array}
\end{array}
\]

\[= 0 \]

\[= r_b(X \otimes Y) . \] (4.2)

Remark 4.3. (i) If \( D \) is itself braided, there is a generic class of solutions to the requirement that \( F^+ \) and \( F^- \) must be mutually transparent, namely, \( F^+ = \iota^+(\check{F}^+) \) and \( F^- = \iota^-(\check{F}^-) \) for some \( \check{F}^+ \), \( \check{F}^- \) in \( D \), where \( \iota^\pm \) are as in (2.9). More generally, in the setting discussed in Section 3.2 and Table 1 if \( F^\pm_C \in C \) and \( \alpha^\pm \) are the functors as introduced after Proposition 3.2, then \( F^+ = \alpha^+(F^+_C) \) and \( F^- = \alpha^-(F^-_C) \) are mutually transparent.

(ii) Let \( g_1 : F^+ \to F^+ \), \( g_2 : F^- \to F^- \) be morphisms in \( D \) and assume that \((X, m) \in D_{F^+ \oplus F^-}\) satisfies the commutation condition with \( b : F^+ \otimes F^- \to 1 \). Then \((X, m \circ (g_1 \oplus g_2)) \) satisfies the commutation condition with \( b \circ (g_1 \oplus g_2) \). In particular, if \((X, m) \) satisfies the commutation condition with \( b \), then so does \((X, -m) \). Suppose that \( D \) is \( \mathbb{C} \)-linear, as is the case in the examples we study in Sections 5 and 6 below. In this case, for each \((X, m)\) which satisfies the commutation condition
with \( b \), the condition also holds for the family \( \{ X, m \circ \{( w \cdot \text{id}) \oplus (w^{-1} \cdot \text{id})\} \} \), where \( w \in \mathbb{C}^\times \).

We are now going to relate the commutation condition to Yetter-Drinfeld modules over tensor algebras. As Yetter-Drinfeld modules are defined in braided categories, we restrict ourselves to the case that \( D \) is braided and comment briefly on the general case in Remark 4.10 below.

Specifically, for \( \tilde{F}^\pm \in D \) the commutation condition in \( D_F \) with \( F = \iota^+(\tilde{F}^+) \oplus \iota^-(\tilde{F}^-) \) will turn out to be equivalent to the Yetter-Drinfeld condition for \( T(\tilde{F}^\pm) \). The Hopf algebras \( T(\tilde{F}^\pm) \) are understood to both satisfy the bialgebra axiom (see Figure 4 b in Appendix A.1) with respect to the braiding in \( D \). In order to avoid lots of tildes, up to Remark 4.10 we will depart from our previous notation and write \( F^\pm \) instead of \( \tilde{F}^\pm \). That is, \( F^\pm \) are objects in \( D \) instead of \( Z(D) \).

Given objects \( X, Y \) in a monoidal category and a morphism \( \rho : X \otimes Y \to 1 \), we define \( \rho^{*n} \) as in Figure 2 (a) (cf. [Bes97, Sect. 2.4]). It is understood that \( \rho^{*0} : 1 \otimes 1 \to 1 \) is the unit isomorphism. Two morphisms \( f : X^\otimes m \to X^\otimes n \) and \( g : Y^\otimes n \to Y^\otimes m \) are said to be \( \rho \)-dual, if the identity in Figure 2 (b) holds.

**Definition 4.4.** (cf. [Bes97, Sect. 2.4 & Def. 3.1.2])

Let \( H_1, H_2 \) be Hopf algebras in a braided category.

(i) A Hopf pairing for \( H_1, H_2 \) is a morphism \( \rho : H_1 \otimes H_2 \to 1 \) such that the (co)algebra structures on \( H_1 \) and \( H_2 \) are \( \rho \)-dual in the sense that

\[
\rho : H_1 \otimes H_2 = H_1 H_2, \quad \rho : H_2 = H_2.
\]

---

5 We call a Hopf pairing what is called bialgebra pairing in [Bes97], since the natural compatibility condition with the antipode is a consequence; Yetter-Drinfeld modules – originally called “crossed bimodules” in [Yet90] – usually carry a module- and a comodule-structure. We take the fact that the category of “generalised Yetter-Drinfeld modules”, carrying two module-structures, is denoted by \( DY \) in [Bes97] as a justification to call its objects Yetter-Drinfeld modules.
and
\[
\begin{array}{c}
\begin{array}{c}
\rho \\
H_1 \quad H_2 \quad H_2
\end{array}
\end{array}
\end{equation}
\begin{equation}
\begin{array}{c}
\begin{array}{c}
\rho \\
H_1 \quad H_2 \quad H_2
\end{array}
\end{array}
\end{equation}
\begin{equation}
\begin{array}{c}
\begin{array}{c}
\rho \\
H_1 \quad H_1
\end{array}
\end{array}
\end{equation}
\end{array}
(4.5)

hold.

(ii) Let \( \rho : H_1 \otimes H_2 \to \mathbb{1} \) be a Hopf pairing. A \textit{Yetter-Drinfeld module} \((X, m_1, m_2)\) for \( H_1, H_2, \rho \) is an \( H_1 \)-left module \((X, m_1)\) and an \( H_2 \)-right module \((X, m_2)\) satisfying the Yetter-Drinfeld condition:
\[
\begin{array}{c}
\begin{array}{c}
\rho \\
H_1 \quad X \quad H_2
\end{array}
\end{array}
\end{equation}
\begin{equation}
\begin{array}{c}
\begin{array}{c}
\rho \\
H_1 \quad X \quad H_2
\end{array}
\end{array}
\end{equation}
\begin{equation}
\begin{array}{c}
\begin{array}{c}
\rho \\
H_1 \quad H_2 \quad X
\end{array}
\end{array}
\end{equation}
\end{array}
(4.6)

Denote the category of Yetter-Drinfeld modules for \( H_1, H_2, \rho \) by \( H_1 \)-\textit{YD} \( \rho \)-\textit{H}_2.

\textbf{Example 4.5.} Suppose that \( H_1 \) and \( H_2 \) have invertible antipodes and let \( X \) be an object. Then \((X \otimes H_1, m_1, m_2)\) is a Yetter-Drinfeld module for
\[
m_1 = \begin{array}{c}
\begin{array}{c}
\rho \\
H_1 \quad H_1 \quad X
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
S
\end{array}
\end{array}
\end{equation}
\begin{equation}
\begin{array}{c}
\begin{array}{c}
\rho \\
H_1 \quad H_1 \quad X
\end{array}
\end{array}
\end{equation}
\begin{equation}
\begin{array}{c}
\begin{array}{c}
\rho \\
H_1 \quad H_1 \quad X
\end{array}
\end{array}
\end{equation}
\end{array}
(4.7)

Similarly, \((H_1 \otimes X, \tilde{m}_1, \tilde{m}_2)\) is a Yetter-Drinfeld module with
\[
\begin{array}{c}
\begin{array}{c}
\rho \\
H_1 \quad H_1 \quad X
\end{array}
\end{array}
\begin{array}{c}
\begin{array}{c}
S^{-1}
\end{array}
\end{array}
\end{equation}
\begin{equation}
\begin{array}{c}
\begin{array}{c}
\rho \\
H_1 \quad H_1 \quad X
\end{array}
\end{equation}
\begin{equation}
\begin{array}{c}
\begin{array}{c}
\rho \\
H_1 \quad H_1 \quad X
\end{array}
\end{equation}
\end{array}
(4.8)

The proof that \((X \otimes H_1, m_1, m_2)\) satisfies the Yetter-Drinfeld condition is given in \cite{Maj99} Prop. B.4 & Fig. 2 (C.4 in arXiv version) in the case \( X = \mathbb{1} \). The proof for \( X \neq \mathbb{1} \) and the proof that \( H_1 \otimes X \) is a Yetter-Drinfeld module are analogous. A related kind of modules is described in \cite{ST12}, Sect. 3.3.

\textbf{Lemma 4.6 (\cite{Sch96}).} Let \( D \) be braided and suppose that Condition 2.1 is fulfilled. Let \( F^+, F^- \in D \) and let \( b : F^+ \otimes F^- \to \mathbb{1} \) be a morphism. Then there is a unique degree preserving Hopf pairing \( \rho(b) : T(F^+) \otimes T(F^-) \to \mathbb{1} \) satisfying \( \rho(b) \circ (\iota_{F^+} \otimes \iota_{F^-}) = b \).

The Hopf pairing \( \rho(b) \) is a generalisation of Lusztig’s pairing, see \cite{Lus94} Prop. 1.2.3].
Proof. Existence: Note that the tensor algebra $T(V)$ of an object $V \in \mathcal{D}$ is $(\mathbb{N})$-graded as a bialgebra. Moreover, it is the free graded bialgebra over $V$ in the following sense: given a graded bialgebra $A \cong \bigoplus_{n \in \mathbb{N}} A_n$ in $\mathcal{D}$ such that $A_0 = \mathbb{1}$ and a morphism $f|_V : V \to A_1$, there exists a unique map of graded bialgebras $f : T(V) \to A$ with $f \circ \iota_1 = f|_V$ (cf. the comment above Def. 2.5 in \cite{Sch96}). Here, $\iota_n, \pi_n$ are the canonical embeddings and projections for $\bigoplus_{n \in \mathbb{N}} V^\otimes n$.

The tensor coalgebra $C(V)$ of $V$ is equal to $T(V) = \bigoplus_{n \in \mathbb{N}} V^\otimes n$ as an object in $\mathcal{D}$, but its coproduct is the deconcatenation coproduct $\Delta : C(V) \to C(V) \otimes C(V)$, $\Delta = \sum_{n \in \mathbb{N}} \sum_{k=0}^n (\iota_k \otimes \iota_{n-k}) \circ \pi_n$, and its counit is $\varepsilon = \pi_0$. The tensor coalgebra has a unique algebra structure with unit $\iota_0 : \mathbb{1} \to C(V)$ turning it into a graded bialgebra. This is obtained from the universal property of the tensor coalgebra, see \cite[Cor. 2.4]{Sch96}. Hence, there is a unique map of bialgebras $T(V) \to C(V)$ sending $V$ to $V$. It is given by $\text{Sym} = \sum_{n \in \mathbb{N}} \iota_n \circ \sigma_n \circ \pi_n$ \cite[Thm. 2.9]{Sch96}, where the $\sigma_n$’s are the braid group symmetrisers as in \cite[Def. 2.6]{Sch96}.

Define $\hat{\rho}(b) : (\bigoplus_{n \in \mathbb{N}} (F^+)^\otimes n) \otimes (\bigoplus_{n \in \mathbb{N}} (F^-)^\otimes n) \to \mathbb{1}$ by $\hat{\rho}(b) := \sum_{n \in \mathbb{N}} b^{\otimes n} \circ (\pi_n \otimes \pi_n)$. Observe that $\hat{\rho}(b)$ satisfies \eqref{eq:4.3} for $H_1 = T(F^+)$ and $H_2 = C(F^-)$, i.e., $\hat{\rho}(b) \circ (\mu_{T(F^+)} \otimes \text{id}) = \hat{\rho}(b) \circ (\text{id} \otimes \hat{\rho}(b) \circ \text{id}) \circ (\text{id} \otimes \text{id} \otimes \Delta_{C(F^-)})$ and the compatibility condition with the counit also holds. Similarly, $\hat{\rho}(b)$ satisfies \eqref{eq:4.4} for $H_1 = C(F^+)$ and $H_2 = T(F^-)$. Define $\rho(b)$ as

$$
\rho(b) := \sum_{n \in \mathbb{N}} b^{\otimes n} \circ (\sigma_n \otimes \text{id}) \circ (\pi_n \otimes \pi_n).
$$

Uniqueness: Let $\rho' : T(F^+) \otimes T(F^-) \to \mathbb{1}$ be a Hopf pairing. By iterating, say, property \eqref{eq:4.3} of the Hopf pairing one finds $\rho' \circ (\pi_n \otimes \pi_n) = b^{\otimes n} \circ (\pi_1 \otimes \cdots \otimes \pi_1 \otimes \Delta_{1, \ldots, 1})$. Here $\Delta_{1, \ldots, 1}$ is the $n$-fold iteration of the coproduct, giving a map $T(F^-) \to T(F^-)^\otimes n$, applied to $(F^-)^\otimes n$ and then composed with the projection to $F^-$ in each component. By \cite[Cor. 2.8]{Sch96}, $\Delta_{1, \ldots, 1} = \sigma_n$, completing the argument. □

Proposition 4.7. Let $\mathcal{D}$ be braided and suppose that Condition \ref{condition:4.1} is fulfilled. Let $F \in \mathcal{Z}(\mathcal{D})$ be of the form $F = \iota^+(F^+) + \iota^-(F^-)$ for $F^+, F^- \in \mathcal{D}$. Given a morphism $b : F^+ \otimes F^- \to \mathbb{1}$ in $\mathcal{D}$, let $\rho : T(F^+) \otimes T(F^-) \to \mathbb{1}$ be its extension to a Hopf pairing via Lemma \ref{lemma:4.6}. Let $X \in \mathcal{D}$ and $m_\pm$ be left-/right-actions of $T(F^\pm)$ on $X$. The following are equivalent:

(a) $(X, m_+, m_-)$ is a Yetter-Drinfeld module for $T(F^+), T(F^-), \rho$

(b) The object $(X, m)$ of $\mathcal{D}_F$ with $m = m_+ \circ (\iota_{F^+} \otimes \text{id}_X) + m_- \circ (\text{id}_X \otimes \iota_{F^-}) \circ e^{-1}_{X,F^-}$ satisfies the commutation condition with $b$. 
Proof. (a) ⇒ (b): If \((X, m_+, m_-)\) is a Yetter-Drinfeld module, then by

\[
\begin{align*}
\rho & \quad m_- \\
m_+ & \quad \iota_{F^+} \\
F^+ & \quad X \\
\iota_{F^-} & \quad F^-
\end{align*}
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\[ (\otimes, m^1_{\otimes Y}, m^2_{\otimes Y}), \text{ where} \]
\[ m^1_{\otimes Y} := \begin{array}{c|c}
H_1 & Y \\
\hline
X & Y \\
\end{array}, \quad m^2_{\otimes Y} := \begin{array}{c|c}
X & Y \\
\hline
H_2 & X \\
\end{array}. \] (4.12)

This makes the category of Yetter-Drinfeld modules monoidal [Bes97, Sect. 3.3]. Refining the above theorem one obtains:

**Theorem 4.8.** With the conditions and notation as in Proposition 4.7 the category \( T(F^+) \otimes \mathcal{YD}_{\rho} \otimes T(F^-) \) and the full subcategory of \( \mathcal{D}_F \) consisting of objects satisfying the commutation condition with \( b \) are isomorphic as monoidal categories.

**Proof.** Let \( \mathcal{D}'_F \) be the full subcategory of \( \mathcal{D}_F \) consisting of objects satisfying the commutation condition with \( b \). Two inverse functors \( T(F^+) \otimes \mathcal{YD}_{\rho} \otimes T(F^-) \rightarrow \mathcal{D}'_F \) and \( \mathcal{D}'_F \rightarrow T(F^+) \otimes \mathcal{YD}_{\rho} \otimes T(F^-) \) are described on objects in Proposition 4.7 above and on morphisms they are defined to be the identity. Monoidality may be shown in a similar way as in Proposition 2.6.

The statement of Theorem 4.8 is the main observation made in the present paper: In Section 3.5 we linked the existence of non-local conserved charges in a perturbed conformal field theory to the commutation condition in Definition 4.1. The above result in turn relates the commutation condition to a standard mathematical object, namely Yetter-Drinfeld modules, and shows that their tensor products agree with the composition of the corresponding non-local charges.

In the following we will briefly make a connection to the study of Nichols algebras and comment on the situation where \( \mathcal{D} \) is not braided.

An object \( X \) in a monoidal category is said to be (left-)dualisable if there are an object \( X^* \) and morphisms \( X \otimes X^* \rightarrow \mathbb{1} \) (evaluation) and \( \mathbb{1} \rightarrow X^* \otimes X \) (coevaluation), such that
\[ \begin{array}{ccc}
X & \otimes & X^* \\
\hline
X & \otimes & X^* \\
\end{array} = \mathbb{1} \quad \text{and} \quad \begin{array}{ccc}
X & \otimes & X^* \\
\hline
X & \otimes & X^* \\
\end{array} = \mathbb{1}. \] (4.13)

**Remark 4.9.** If \( H_2 \) is dual to \( H_1 \), i.e. if there is a coevaluation for \( \rho \), then \( H_1 \otimes \mathcal{YD}_{\rho} \otimes H_2 \) allows for a braiding. This is because the coevaluation can be used to turn the right-action of \( H_2 \) into a right-coaction of \( H_1 \). Hence, \( H_1 \otimes \mathcal{YD}_{\rho} \otimes H_2 \) and, with the notation as in [Bes97], \( L^1(D) \mathcal{D}(D)^{H_1^{op}} \) are monoidally isomorphic. The latter category is shown to be braided in [Bes97, Sect. 3.4].

Tensor algebras typically have no duals because they are infinite direct sums. Nonetheless, it would be desirable to have a braiding on at least part of \( T(F^+) \otimes \mathcal{YD}_{\rho} \otimes T(F^-) \) since

\text{Some care has to be taken because} \( H_1^{op} \) is a bialgebra only in \( \mathcal{D}^{rev} \); we refer to [Bes97] for details.
this would imply that the corresponding non-local conserved charges mutually commute. In special cases this can be achieved as follows.

Consider Yetter-Drinfeld modules with the additional property that the radicals of \( \rho(b) \) in \( \mathcal{T}(F^+) \) and \( \mathcal{T}(F^-) \) act trivially. In other words, consider Yetter-Drinfeld modules of the quotients of \( \mathcal{T}(F^+) \) and \( \mathcal{T}(F^-) \) by the radicals of \( \rho(b) \). If \( b : F^+ \otimes F^- \to \mathbb{1} \) is a duality (as we will assume from here on), these quotients are called the Nichols or bitensor algebras \( \mathcal{B}(F^+) \) of \( F^+ \), see e.g. [Sch96, Def. 2.5 & Prop. 2.9] or [AS02, Prop. 2.10].

The (graded) Hopf pairing \( \rho(b) \) of \( \mathcal{T}(F^+) \) and \( \mathcal{T}(F^-) \) descends to a nondegenerate graded Hopf pairing \( \tilde{\rho} = \sum_{n \in \mathbb{N}} \tilde{\rho}_n \) of \( \mathcal{B}(F^+) \) and \( \mathcal{B}(F^-) \), where each \( \tilde{\rho}_n : \mathcal{B}(F^+) \otimes \mathcal{B}(F^-) \to \mathbb{1} \) is a duality (provided that the \( F^\pm \) themselves sit in some full abelian monoidal subcategory of \( \mathcal{D} \) which has duals).

For certain choices of \( F^\pm \) and \( b \) it may happen that the quotients \( \mathcal{B}(F^\pm) \) are “small enough” for \( \tilde{\rho} \) to be a duality. By Remark 4.9 in this case the category \( \mathcal{B}(F^+) \cdot \mathcal{YD}_p \cdot \mathcal{B}(F^-) \) is braided and hence provides a full braided subcategory of \( \mathcal{T}(F^+) \cdot \mathcal{YD}_p \cdot \mathcal{T}(F^-) \) (see e.g. [AS02, Thm. 4.3] and references therein for examples where this happens). Nichols algebras with duals have recently been studied in a different context, namely in relation to screening operators in conformal field theory [ST12, Sem11b, Sem11a].

A possibility to obtain a braided subcategory of \( \mathcal{T}(F^+) \cdot \mathcal{YD}_p \cdot \mathcal{T}(F^-) \) without assuming that \( \mathcal{B}(F^\pm) \) have duals is to consider Yetter-Drinfeld modules for \( \mathcal{B}(F^+) \) and \( \mathcal{B}(F^-) \) of the form \( \mathcal{B}(F^+) \otimes X \), where the action is given in Example 4.5. To see that the subcategory generated by such modules is braided, note that \( \mathcal{B}(F^-) \) acts “locally nilpotently” on modules \( \mathcal{B}(F^+) \otimes X \). So the infinite sum occurring when writing down the formal coevaluation for \( \tilde{\rho} \) actually becomes finite (cf. [EFKj98, Prop. 6.6.3] for the case of quantum groups).

**Remark 4.10.** For the discussion of Yetter-Drinfeld modules we assumed for simplicity that \( \mathcal{D} \) is braided. Let us sketch how the results can be formulated in the more general setting of Section 2. Let thus \( \mathcal{D} \) be a monoidal category satisfying Condition 2.1, let \( F \in \mathcal{Z}(\mathcal{D}) \) be of the form \( F = F^+ \oplus F^- \) for some mutually transparent \( F^+, F^- \in \mathcal{Z}(\mathcal{D}) \), and let \( b : F^+ \otimes F^- \to \mathbb{1} \) be a morphism in \( \mathcal{D} \). Let us write \( \overline{F}^- \) instead of \( F^- \) when considering \( F^- \) as an object in \( \mathcal{Z}(\mathcal{D})^{rev} \). The corresponding Hopf algebra is \( \mathcal{T}(\overline{F}^-) \in \mathcal{Z}(\mathcal{D})^{rev} \). Note that the coproduct on \( U \mathcal{T}(\overline{F}^-) = U \mathcal{T}(F^-) \in \mathcal{D} \) changes when the tensor algebra is taken in \( \mathcal{Z}(\mathcal{D})^{rev} \) instead of \( \mathcal{Z}(\mathcal{D}) \). Similar to Lemma 4.6 one verifies that \( b \) extends to a morphism \( \rho(b) : \mathcal{T}(F^+) \otimes \mathcal{T}(\overline{F}^-) \to \mathbb{1} \) in \( \mathcal{D} \) satisfying the Hopf pairing conditions (4.4) and (4.5). Mutual transparency of \( F^+ \) and \( F^- \) is needed for showing that the \( n \)th symmetriser \( S_n \) for \( \mathcal{T}(F^+) \) is \( b^n \)-dual to the one for \( \mathcal{T}(\overline{F}^-) \). Let \( X \in \mathcal{D} \) and let \( m_+ : \mathcal{T}(F^+) \otimes X \to X \), \( m_- : X \otimes \mathcal{T}(\overline{F}^-) \to X \) be actions in \( \mathcal{D} \). Then the following are equivalent:
(a) The morphisms $m_\pm$ and $\rho(b)$ satisfy:

\[
\begin{array}{ccc}
\rho(b) & m_- & m_+ \\
\downarrow & & \downarrow \\
\mathcal{T}(F^+) & X & \mathcal{T}(F^-)
\end{array} =
\begin{array}{ccc}
m_+ & \rho(b) & m_- \\
\uparrow & & \uparrow \\
\mathcal{T}(F^+) & X & \mathcal{T}(F^-)
\end{array}
\]  

(4.14)

(b) The object $(X, m)$ with $m = m_+ \circ (\iota_{F^+} \otimes \text{id}_X) \oplus m_- \circ (\text{id}_X \otimes \iota_{F^-}) \circ \varphi_{F^-,X}$ of $\mathcal{D}_F$ satisfies the commutation condition with $b$.

This can be proven in a similar manner as in Proposition 4.7, but the assumption that $F^+$ and $F^-$ are mutually transparent is crucial. One can also check that (4.14) is compatible with tensor products. This allows to generalise Theorem 4.8.

5. Uncompactified free boson & $\sin(h)$-Gordon theory

In this section we apply our general recipe to the theories considered in [BLZ96, BLZ97a], which motivated our work. We show how to recover a deformed enveloping algebra of the loop algebra $L\mathfrak{sl}_2$ as the quantum algebra underlying the integrable structure in those theories.

In this section, all vector spaces, algebras, etc. are over $\mathbb{C}$.

5.1. Input data: the braided category $C$ and the choice of bulk field $b$

We say that an algebra $A$ acts semisimply on a vector space $V$ if $V$ decomposes into a (possibly infinite) direct sum of simple modules. We denote by $\text{Rep}^{ss}(A)$ the category of semisimple representations. If $B \subseteq A$ is a subalgebra, we write $\text{Rep}_{B}^{ss}(A)$ for the category of representations of $A$ which restrict to semisimple representations of $B$.

We will make use of the topological algebras $\mathcal{E}(\mathfrak{h}; X)$, which we now describe. Let $\mathfrak{h}$ and $X$ be either lists of “generators” or vector spaces, thought to be spanned by generators. $\mathcal{E}(\mathfrak{h}; X)$ is a topological completion of the algebra generated by variables $\mathfrak{h}$ and $X$, where the variables from $X$ are non-commuting while those from $\mathfrak{h}$ commute among themselves but not with $X$. The details have been deferred to Appendix A.3.

The completion $\mathcal{E}(\mathfrak{h}, X)$ has the property that exponentials $e^h$ of generators $h \in \mathfrak{h}$ are elements of $\mathcal{E}(\mathfrak{h}; X)$.

We will now restrict our attention to the case of a single generator $h$. Define a coproduct $\Delta$, counit $\varepsilon$ and antipode $S$ on $\mathcal{E}(h; 0)$ by

\[
\Delta(h) = h \otimes 1 + 1 \otimes h \quad , \quad \varepsilon(h) = 0 \quad , \quad S(h) = -h \ .
\]

In [BLZ96, BLZ97a] the free boson is considered with background charge. This amounts to modifying the stress tensor by a total derivative and changes the central charge away from 1. We implicitly take the free boson with $c = 1$, but this does not affect the algebraic properties we discuss.
The coproduct $\Delta$ is a map into the completed tensor product $\mathcal{E}(h; 0) \otimes \mathcal{E}(h; 0) := \mathcal{E}(h_1, h_2; 0)$, where $h_1, h_2$ are to be identified with $h \otimes 1$ and $1 \otimes h$, respectively. This equips $\mathcal{E}(h; 0)$ with the structure of a (topological) Hopf algebra, which we will abbreviate by $\mathcal{A}$. To make $\mathcal{A}$ quasitriangular, we fix a complex number $\kappa$ and define the R-matrix

$$
\mathcal{R}_A = e^{\kappa h \otimes h},
$$

which is to be seen as an element of $\mathcal{A} \bar{\otimes} \mathcal{A}$. We then let

$$
\mathcal{C} := \text{Rep}_{\text{ss}}(\mathcal{A}).
$$

The R-matrix $\mathcal{R}_A$ induces a braiding $c$ on $\mathcal{C}$, given by $c_{V,V'} := \tau_{V,V'} \circ (\rho \otimes \rho')(\mathcal{R}_A)$ for semisimple representations $V = (V, \rho)$, $V' = (V', \rho')$ of $\mathcal{A}$ and with $\tau$ being the tensor flip in $\text{Vect}$; since all $\mathcal{A}$-modules involved are semisimple, $h$ acts diagonalisably and so the action of $\mathcal{R}_A$ is well-defined.

Objects of $\mathcal{C}$ are just vector spaces together with a diagonalisable endomorphism (the action of $h$). Simple objects of $\mathcal{C}$ consist of a one-dimensional vector space on which $h$ acts by multiplication with a complex number. We denote by $\mathcal{C}_\alpha$ the representation of $\mathcal{A}$ on $\mathbb{C}$ determined by $h_1 = \alpha \in \mathbb{C}$. By definition of the coproduct on $\mathcal{A}$, the tensor product of these simple objects satisfies

$$
\mathcal{C}_\alpha \otimes \mathcal{C}_\beta \cong \mathcal{C}_{\alpha + \beta}.
$$

The braiding $c$ on two simple objects is computed from the R-matrix to be

$$
c_{\mathcal{C}_\alpha, \mathcal{C}_\beta} : \mathcal{C}_\alpha \otimes \mathcal{C}_\beta \to \mathcal{C}_\beta \otimes \mathcal{C}_\alpha, \quad 1 \otimes 1 \mapsto e^{i\kappa \beta} \cdot 1 \otimes 1.
$$

This completes the description of the braided monoidal category $\mathcal{C}$. The following remark outlines the relation to the free boson.

**Remark 5.1** (Relation to the free boson CFT). The relevance of $\mathcal{C} = \text{Rep}_{\text{ss}}(\mathcal{A})$ to free boson conformal field theories arises as follows. The Heisenberg Lie algebra is the Lie algebra with generators $a_n, n \in \mathbb{Z}$ and $K$ and brackets $[a_m, a_n] = m \delta_{m+n,0} K$ and $[K, a_n] = 0$ (see e.g. [Kac98 Sect. 2.5]). To a simple object $\mathcal{C}_\alpha$ we associate the highest weight representation $H_\alpha$ of the Heisenberg Lie algebra with highest weight $\alpha$ and with $K$ acting as the identity. This correspondence of simple objects extends to an equivalence of $\mathbb{C}$-linear categories between $\mathcal{C}$ and the category of representations of the Heisenberg algebra which are bounded below, have a diagonalisable action of $a_0$, and where $K$ acts as the identity, see [Kac98 Sect. 3.5] and [Run12 Thm. 2.4] for details.

To the highest weight vector of $H_\alpha$ we associate a chiral field $V_\alpha(z)$, namely the normal ordered exponential (vertex operator)

$$
V_\alpha(x) = : e^{i\alpha \varphi(x)} : , \quad x \in \mathbb{R}.
$$

Here, $\varphi(x)$ is the chiral bosonic field $\varphi(x) = q + a_0 \cdot x + i \sum_{n \neq 0} \frac{a_n}{n} e^{-inx}$, with $q$ being conjugate to $a_0$, i.e. $[q, a_0] = i$. The tensor product $\mathcal{C}_\alpha \otimes \mathcal{C}_\beta \cong \mathcal{C}_{\alpha + \beta}$ in $\mathcal{C}$ reflects the “fusion”

$$
V_\alpha(x) V_\beta(y) \sim (x - y)^{\alpha \beta} \left( V_{\alpha + \beta}(x) + \text{reg}(x - y) \right) , \quad x > y.
$$
The braiding $c$ reflects the behaviour of vertex operators under analytic continuation along a specified path exchanging $x$ around $y$

$$V_\alpha(x)V_\beta(y) = e^{i\pi\alpha\beta}[V_\beta(y)V_\alpha(x)]_{\text{anal.cont.}}, \quad x > y.$$  \hfill (5.8)

This agrees with (5.5) if $\kappa$ is set to $\pi i$. A detailed discussion of how to obtain tensor product, associator and braiding from free boson vertex operators can be found in Sections 3–5 and Proposition 6.1 of [Run12] (the conventions there result in the inverse braiding relative to here).

Next we choose the bulk field $b$ to be used to perturb the free boson CFT according to the prescription in Section 3.5. For the uncompactified free boson, the category $\mathcal{D}$ of Sections 2–4 is given by $\mathcal{C}$ itself. We thus need to fix objects $F^+, F^- \in \mathcal{Z}(\mathcal{C})$ and a morphism $b: F^+ \otimes F^- \to 1$ in $\mathcal{C}$ (the forgetful functor $\mathcal{Z}(\mathcal{C}) \to \mathcal{C}$ is implicit).

Fix a constant $\omega \in \mathbb{C}^\times$ and let $F_\omega = \mathbb{C}_\omega \oplus \mathbb{C}_{-\omega} \in \mathcal{C}$ and $F^\pm = i^\pm(F_\omega) \in \mathcal{Z}(\mathcal{C})$, where $i^\pm$ are the functors from (2.9). We set

$$F := F^+ \oplus F^- \in \mathcal{Z}(\mathcal{C}).$$  \hfill (5.9)

Let $i_{\alpha,\beta}$ be the canonical identifications $\mathbb{C}_\alpha \otimes \mathbb{C}_\beta \cong \mathbb{C}_{\alpha+\beta}$ determined by $1 \otimes 1 \mapsto 1$. For $\zeta, \xi \in \mathbb{C}$ define the morphism $b_{\zeta,\xi}: F^+ \otimes F^- \to 1$ in $\mathcal{C}$ (i.e. $b_{\zeta,\xi}: F_\omega \otimes F_\omega \to 1$) as

$$b_{\zeta,\xi} = \zeta \cdot i_{\omega,-\omega} + \xi \cdot i_{-\omega,\omega},$$  \hfill (5.10)

where we omitted the obvious projections $F_\omega \to \mathbb{C}_{\pm \omega}$. Note that any morphism $F_\omega \otimes F_\omega \to 1$ is of the form $b_{\zeta,\xi}$.

**Remark 5.2** (Relation to the (sin(h))-Gordon model). The Hamiltonian of the two-dimensional massless sine-Gordon model on a cylinder is given by $H_0 + \lambda \int_0^{2\pi} \cos(\omega \varphi^{\text{full}}(x)) \, dx$, where $H_0$ is the Hamiltonian of the (non-chiral) free massless boson $\varphi^{\text{full}}$ and $\lambda, \omega$ are real constants. The Hamiltonian of the sinh-Gordon model is given by the same formula but with purely imaginary $\omega$. (See e.g. [NT10] for a recent treatment and further references.) The perturbing bulk field is $\cos(\omega \varphi^{\text{full}}(x))$: $= \frac{1}{2} e^{i\omega \varphi^{\text{full}}(x)} + \frac{1}{2} e^{-i\omega \varphi^{\text{full}}(x)}$: $= \frac{1}{2} V_\omega^{\text{full}}(x) + \frac{i}{2} V_{-\omega}^{\text{full}}(x)$, where $V_\omega^{\text{full}}$ is the "full vertex operator" $V_\omega \otimes V_{-\omega}$. By construction, the full vertex operator $V_\omega^{\text{full}}$ corresponds to the morphism $i_{\omega,-\omega}$. Thus, choosing the bulk field $b = b_{\zeta,\xi}$ with $\zeta = \xi$ will describe the sine-Gordon or sinh-Gordon model, depending on whether $\omega \in \mathbb{R}$ or $\omega \in i \mathbb{R}$.

**5.2. Perturbed defects: modules of the tensor algebra $\mathcal{T}(F)$ in $\mathcal{C}$**

As argued in Section 3.2, defects perturbed by the chiral constituents $F^+$ and $F^-$ of the bulk field $b$ are determined by objects of the category $\mathcal{C}_F$ with $F$ as in (5.9), or, equivalently, by modules of the tensor algebra $\mathcal{T}(F)$ in $\mathcal{C}$. We would now like to describe $\mathcal{T}(F)$-$\text{Mod}_\mathcal{C}$ as a category of representations of an ordinary Hopf algebra. For Hopf algebras in the braided category $\mathcal{C}$ we can, by Tannaka-Krein reconstruction, describe the category of its modules in $\mathcal{C}$ as a category of representations of an ordinary Hopf
Hence, where $\chi$ denotes the representing homomorphism $\chi : A \to \text{End}(F)$ and $\phi \in F$ as above. Hence, $\mathcal{I}(V) := (V, m)$ is an object of $C_F$. On morphisms $\mathcal{I}$ is the identity.
For the converse direction observe that a morphism \( m : F \otimes V \to V \) in particular determines four linear maps on the vector space \( V \), namely \( v \mapsto m((1 \oplus 0 \oplus 0 \oplus 0) \otimes v) \), etc. Together with the action of \( h \) they determine an action of the free algebra with generators \( h, f^\pm, \bar{f}^\pm \). By Proposition A.6 and diagonalisability of the action of \( h \), it lifts to a representation of the completion \( A_F = E(h; f^\pm, \bar{f}^\pm) \). Then (5.16) shows that (5.11) holds. Hence, one obtains an object in \( \text{Rep}_{A_{ss}}(A_F) \).

This shows that \( I \) is an equivalence. To see monoidality, let \( V = (V, \rho_V) \), \( W = (W, \rho_W) \) be two objects in \( \text{Rep}_{A_{ss}}(A_F) \). Write \( I(V) = (V, m_V) \), \( I(W) = (W, m_W) \) and \( I(V \otimes W) = (V \otimes W, m_{V \otimes W}) \), and let \( R^\pm = \sum_j (R^\pm_j(1)) \otimes (R^\pm_j(2)) \) be a decomposition of \( R^\pm e^{\pm ih\otimes h} \) into elementary tensors. The action of \( \phi = e^+ \otimes \phi^- \otimes e^+ \otimes \phi^- \in F \) on \( v \otimes w \in I(V, \rho_V) \otimes I(W, \rho_W) \) is given by

\[
T(m_V, m_W)(\phi \otimes v \otimes w) = m_V(\phi \otimes v) \otimes w + \left((1 \oplus 0 \oplus 0 \oplus 0) \otimes \rho_V \right)(\phi \otimes v \otimes w) + \sum_j \rho_V \left( (R^\pm_j(1)) \right).v \otimes \rho_W \left( (\Delta(\phi^+ f^+ + \phi^- f^-)) \right) . w
\]

5.3. Conventions for \( \tilde{U}_h(\mathfrak{sl}_2) \) and \( \tilde{U}_h(L\mathfrak{sl}_2) \)

We will need two versions of quantum groups, one which uses the exponential \( e^{ih} \) for a number \( h \) and the generator \( h \), and one which uses generators \( k^{\pm 1} \) instead. The former will be used in the treatment of the uncompactified free boson and we recall its definition presently. The generators \( k^{\pm 1} \) appear in the application to the compactified free boson in Section 6.

For \( q \in \mathbb{C}^\times \setminus \{ -1, 1 \} \) let \( [n]_q := \frac{q^n - q^{-n}}{q - q^{-1}} \).

**Definition 5.4** (cf. [CP94] Def.-Prop. 6.5.1). Let \( h \in \mathbb{C} \setminus i\pi \mathbb{Z} \) and set \( q := e^h \).

(i) \( \tilde{U}_h(\mathfrak{sl}_2) \) is the topological Hopf algebra which is the quotient of \( E(h; e^+, e^-) \) modulo the closure of the two-sided ideal generated by the relations

\[
[h, e^\pm] = \pm 2e^\pm, \quad [e^+, e^-] = \frac{e^{kh} - e^{-h-kh}}{e^h - e^{-h}},
\]
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together with the coproduct and antipode given by
\begin{align}
\Delta(h) &= h \otimes 1 + 1 \otimes h, \\
\Delta(e^+) &= e^+ \otimes e^{h} + 1 \otimes e^+, \\
\Delta(e^-) &= e^- \otimes 1 + e^{-h} \otimes e^-, \\
S(h) &= -h, \\
S(e^+) &= -e^+ e^{-h}, \\
S(e^-) &= -e^{h} e^-.
\end{align}

(ii) \( \tilde{U}(L\mathfrak{sl}_2) \) is the topological Hopf algebra which is the quotient of \( E(h_0, h_1; e_0^+, e_1^+) \) modulo the closure of the two-sided ideal generated by the relations \((i, j = 0, 1)\)
\begin{align}
h_0 &= -h_1, \\
[h_i, e_i^+] &= \pm 2e_i^+, \\
[e_i^+, e_j^-] &= \delta_{i,j} \frac{e^{h_i} - e^{-h_i}}{e^h - e^{-h}}, \\
(e_i^+)^3 e_j^+ - [3]_q (e_i^+) e_j^+ e_i^+ + [3]_q e_i^+ (e_i^+) e_i^+ - e_j^+ (e_i^+)^3 &= 0, \\
(e_i^-)^3 e_j^- - [3]_q (e_i^-) e_j^- e_i^- + [3]_q e_i^- e_i^- (e_i^-) e_i^- - e_j^- (e_i^-)^3 &= 0,
\end{align}

\((i, j = 0, 1)\)

\begin{align}
\Delta(h_0) &= h_0 \otimes 1 + 1 \otimes h_0, \\
\Delta(e_i^+) &= e_i^+ \otimes e^{h_i} + 1 \otimes e_i^+, \\
\Delta(e_i^-) &= e_i^- \otimes 1 + e^{-h_i} \otimes e_i^-, \\
S(h_0) &= -h_0, \\
S(e_i^+) &= -e_i^+ e^{-h_i}, \\
S(e_i^-) &= -e^{h_i} e_i^-.
\end{align}

(iii) Denote by \( \tilde{U}(L\mathfrak{sl}_2)_h^+, \tilde{U}(L\mathfrak{sl}_2)_h^- \) the sub(Hopf)-algebras of \( \tilde{U}(L\mathfrak{sl}_2) \) generated by \( e_0^+, e_1^+, h_0 \) and \( e_0^-, e_1^-, h_0 \), respectively.

Below we will relate representations of \( \tilde{U}(L\mathfrak{sl}_2) \) to the category \( \mathcal{C}_F \) discussed in the previous section. As argued in Section 3, the objects in \( \mathcal{C}_F \) describe non-local conserved charges, and these charges commute if the corresponding elements in the Grothendieck ring \( K_0(\mathcal{C}_F) \) commute. In this context, the following theorem will be useful.

**Theorem 5.5.** Let \( h \in \mathbb{C}^\times \) and assume that \( q := e^h \) is not a root of unity. The Grothendieck ring \( K_0(\text{Rep}^{\tilde{f}}(\tilde{U}(L\mathfrak{sl}_2))) \) of the category of finite dimensional \( \tilde{U}(L\mathfrak{sl}_2) \)-modules is commutative.

The proof of this theorem is given in Appendix A.4. Our proof relates the statement to the known analogous statement on the Grothendieck ring of \( U_q(L\mathfrak{sl}_2) \) (see Definition 6.10 below), hence the restriction to the case of \( q \) being not a root of unity.

**Remark 5.6.** Note that the Grothendieck ring of \( \text{Rep}(\tilde{U}(L\mathfrak{sl}_2)) \) itself is trivial, as it contains infinite direct sums. Namely, let \( V \) be a representation of \( \tilde{U}(L\mathfrak{sl}_2) \). Then \( W = \bigoplus_{k=1}^{\infty} V \) and we have an exact sequence \( 0 \to V \to W \to W \to 0 \). Hence, the classes \([V], [W] \in K_0(\tilde{U}(L\mathfrak{sl}_2))\) satisfy \([W] = [V] + [W]\), which implies \([V] = 0\). The easiest way to avoid this is to restrict to finite-dimensional representations.
5.4. The relation of $\hat{U}_\hbar(\mathfrak{sl}_2)$ to Yetter-Drinfeld modules for the bulk field $b$

We come to the main result of this section. We show that the subcategory of $\mathcal{C}_F$ consisting of objects satisfying the commutation condition with $b_{\xi,\zeta}$ and which descend to modules of the Nichols algebras of $F^+$ and $F^-$ (see Section 4) is isomorphic to the category of representations of the quantum group $\hat{U}_\hbar(\mathfrak{sl}_2)$, at least for generic values of $\hbar$ (cf. Remark 5.8 below). The relation between the parameters is

$$h = -\frac{\kappa \omega^2}{2},$$

where $\kappa$ controls the braiding on $\mathcal{C}$ via the R-matrix (5.2) and $\omega$ defines the representation of the perturbing fields in $F$ as in (5.9); $h$ is independent of $\zeta, \xi$ and the minus sign is a convention.

Having in mind our observation in Theorem 4.7 relating the commutation condition to the Yetter-Drinfeld condition, this is not a surprising result mathematically: It was pointed out in [Maj99] that representation categories of $q$-deformed enveloping algebras can be obtained from categories of Yetter-Drinfeld modules of Nichols algebras in some braided categories. Moreover, [Lus94] constructed the Borel-like subalgebras of $q$-deformed enveloping algebras by means of Nichols algebras in some braided categories, cf. [Sch96].

Fix $\zeta, \xi \in \mathbb{C}^\times$ for the remainder of this section. Let $V = (V, \rho)$ be an object of $\text{Rep}_{A_{ss}}(A_F)$ and write $(V, m) = I(V)$ for the corresponding object in $\mathcal{C}_F$, where $I$ is the equivalence defined in Theorem 5.3. The commutation condition for $(V, m)$ and $b_{\xi,\zeta}$ reads

$$\rho(f^+ f^- - e^{-\kappa \omega^2} f^- f^+) = \zeta \cdot (\text{id}_V - \rho(e^{2\kappa \omega \hbar})),$$

$$\rho(f^- f^+ - e^{-\kappa \omega^2} f^+ f^-) = \xi \cdot \left(\text{id}_V - \rho(e^{-2\kappa \omega \hbar})\right),$$

$$\rho(f^- f^- - e^{\kappa \omega^2} f^+ f^-) = 0 = \rho(f^- f^- - e^{\kappa \omega^2} f^- f^-).$$

(5.23)

For example, the first equation is obtained as follows. We need to satisfy (4.1), which is an equation for $\mathcal{C}$-homomorphisms $F^+ \otimes F^- \otimes V \to V$, that is, for grade preserving linear maps $F^+ \otimes F^- \otimes V \to V$. It must hold, in particular, on the vector $\phi^+ \otimes \phi^- \otimes v := (1 \otimes 0) \otimes (0 \otimes 1) \otimes v \in F^+ \otimes F^- \otimes V = (\mathbb{C}_\omega \oplus \mathbb{C}_{-\omega}) \otimes (\mathbb{C}_\omega \oplus \mathbb{C}_{-\omega}) \otimes V$. On that vector we calculate for the left hand side of (4.1):

$$\left\{ m_{F^+} \circ (\text{id}_{F^+} \otimes m_{F^-}) - m_{F^-} \circ (\text{id}_{F^-} \otimes m_{F^+}) \circ (\varphi_{F^+, F^-} \otimes \text{id}_X) \right\} (\phi^+ \otimes \phi^- \otimes v)$$

$$= \rho(f^+) \rho(f^-). v - e^{-\kappa \omega^2} \left\{ m_{F^-} \circ (\text{id}_{F^-} \otimes m_{F^+}) \right\} (\phi^- \otimes \phi^+ \otimes v)$$

$$= \rho(f^+) \rho(f^-). v - e^{\kappa \omega^2} \rho(f^-). v, \quad (5.24)$$

where we have used $m_{F^+}((1 \otimes 0) \otimes v) = \rho(f^+). v$ and $m_{F^-}((0 \otimes 1) \otimes v) = \rho(f^-). v$, see the definition of $m$ in Theorem 5.3. The right-hand-side of (4.1) — evaluated on $\phi^+ \otimes \phi^- \otimes v$
It is easily checked that

\[
\{ b_{\zeta,\xi} \otimes \text{id}_V - (\text{id}_V \otimes b_{\zeta,\xi}) \circ \varphi_{F^+ \otimes F^-,V} \} (\phi^+ \otimes \phi^- \otimes v) = \zeta \cdot v - (\text{id}_V \otimes b_{\zeta,\xi}) (\rho(\epsilon^{2\kappa \omega h}).v \otimes \phi^+ \otimes \phi^-) = \zeta \cdot (v - \rho(\epsilon^{2\kappa \omega h}).v),
\]

(5.25)

where we used \( \varphi_{F^+ \otimes F^-,V} = (e_{F^+,V} \otimes \text{id}_{F^-}) \circ (\text{id}_{F^+} \otimes e_{V,F^-}) \) and \( e_{F^+,V}(\phi^+ \otimes v) = \rho(\epsilon^{\kappa \omega h}).v \otimes \phi^+ \), as well as \( e_{V,F^-}(\phi^- \otimes v) = \rho(\epsilon^{\kappa \omega h}).v \otimes \phi^- \).

By acting with \( e^{\pm \kappa \omega h} \) on the conditions in (5.23) one checks that these conditions can equivalently be obtained by applying \( \rho \) to the following expressions in terms of commutators:

\[
[f^+, e^{-\kappa \omega h}, \bar{f}^-] = \zeta \epsilon^{\kappa \omega^2} \cdot (e^{-\kappa \omega h} - e^{\kappa \omega h}),
\]

(5.26)

\[
[f^-, e^{\kappa \omega h}, \bar{f}^+] = \xi \epsilon^{\kappa \omega^2} \cdot (e^{\kappa \omega h} - e^{-\kappa \omega h}),
\]

\[
[f^+, e^{-\kappa \omega h}, \bar{f}^+] = 0 = [f^-, e^{\kappa \omega h}, \bar{f}^-].
\]

Define the bialgebra \( \widetilde{A}_F \) as the quotient of \( A_F \) by the relations (5.26). By construction, a representation of \( A_F \) satisfies the commutation condition with \( b_{\zeta,\xi} \) if and only if it descends to a representation of \( \widetilde{A}_F \). So, pulling back representations along the canonical projection \( A_F \rightarrow \widetilde{A}_F \), we can identify \( \text{Rep}_{A_{\text{ss}}}(\widetilde{A}_F) \) with the full subcategory of \( C_F \cong \text{Rep}_{A_{\text{ss}}}(A_F) \) consisting of objects satisfying the commutation condition with \( b_{\zeta,\xi} \). This implies, by Theorem 4.8, that we have an isomorphism

\[
\text{Rep}_{A_{\text{ss}}}(\widetilde{A}_F) \cong T(F^+) \cdot \mathcal{YD}_\rho \cdot T(F^-)
\]

(5.27)
of monoidal categories. Here, \( \rho \) is the Hopf pairing \( T(F^+) \otimes T(F^-) \rightarrow 1 \) induced by \( b_{\zeta,\xi} : F^+ \otimes F^- \rightarrow 1 \) according to Lemma 4.6.

We are now going to relate \( \text{Rep}_{A_{\text{ss}}}(\widetilde{A}_F) \) to representations of the quantum group \( \widetilde{U}_h(L\mathfrak{sl}_2) \). Define the bialgebra homomorphism \( \psi : A_F \rightarrow \widetilde{U}_h(L\mathfrak{sl}_2) \) as

\[
h \mapsto \frac{\omega}{2} h_0, \quad f^+ \mapsto e_0^+ e^{-h\cdot h_0}, \quad f^- \mapsto \frac{\epsilon^h - \epsilon^{-h}}{e^{2\hbar}} e_1^+ e^{-h\cdot h_1}, \quad \bar{f}^+ \mapsto e_1^- \quad \bar{f}^- \mapsto \frac{\epsilon^h - \epsilon^{-h}}{e^{2\hbar}} e_0^-.
\]

(5.28)

It is easily checked that \( \psi \) is compatible with the algebra and coalgebra structures of \( A_F \). For example,

\[
\psi([h, f^+]) = \frac{\omega}{2} [h_0, e_0^+ e^{-h\cdot h_0}] \quad \psi(e_0^+ e^{-h\cdot h_0}) = \psi(\omega f^+),
\]

(5.29)

\[
(\psi \otimes \psi)\Delta(f^+) = (\psi \otimes \psi)(f^+ \otimes 1 + e^{\kappa \omega h} \otimes f^+) = e_0^+ e^{-h\cdot h_0} \otimes 1 + e^{e_0^+ e^{-h\cdot h_0} e_0^+ e^{-h\cdot h_0}} = (e_0^+ \otimes e^{h\cdot h_0} + 1 \otimes e_0^+) (e^{-h\cdot h_0} \otimes e^{-h\cdot h_0}) = \Delta(e_0^+) \Delta(e^{-h\cdot h_0}) = \Delta(\psi(f^+)).
\]

(5.22)
Moreover, $\psi$ respects the relations (5.20), e.g.,

$$
\psi([f^+ e^{-\kappa \omega h}, f^-]) \xrightarrow{\text{(5.28)}} \zeta e^h - e^{-h} e^{2h} [e_0^+ e^{-h \omega h} e^{h \omega h}, e_0^-] \xrightarrow{\text{(5.20)}} \zeta e^{-2h} \left(e^{h \omega h} - e^{-h \omega h}\right).
$$

This results in a surjective bialgebra homomorphism $\tilde{A}_F \to \tilde{U}_h(L\mathfrak{sl}_2)$. Consequently, the pullback functor

$$
\mathcal{F}_{\zeta, \xi} : \text{Rep}_{(h_0)}(\tilde{U}_h(L\mathfrak{sl}_2)) \rightarrow \text{Rep}_{A-ss}(\tilde{A}_F) \cong C_F,
$$

where $\langle h_0 \rangle$ denotes the (topological) subalgebra of $\tilde{U}_h(L\mathfrak{sl}_2)$ generated by $h_0$, is full, faithful, exact and monoidal. Altogether we proved:

**Theorem 5.7.** The functor $\mathcal{F}_{\zeta, \xi}$ identifies the monoidal category $\text{Rep}_{A-ss}(\tilde{U}_h(L\mathfrak{sl}_2))$ with a monoidal full subcategory of $\mathcal{T}(F^+) \cdot \mathcal{YD}_{\rho}^{-} \mathcal{T}(F^-)$.

In the case that $e^h = e^{-\kappa \omega h/2}$ is transcendental, we can describe the image of $\mathcal{F}_{\zeta, \xi}$ more explicitly in terms of Nichols algebras as introduced in the end of Section 4. This is explained in the next remark.

**Remark 5.8.** Following [Lus94], consider the field of fractions $\mathbb{Q}(v)$ for a formal variable $v$ and let $\mathbf{f}$ be the free associative algebra over $\mathbb{Q}(v)$ with generators $\theta_0, \theta_1$. By assigning degree $(1,0)$ to $\theta_0$ and degree $(0,1)$ to $\theta_1$, the algebra $\mathbf{f}$ may be considered as an algebra object in the braided category $\mathcal{C}'$ of $\mathbb{Z} \times \mathbb{Z}$-graded vector spaces over $\mathbb{Q}(v)$. The braiding on two one-dimensional vector spaces of degrees $(m_1, m_2)$ and $(n_1, n_2)$ is multiplication by the element $v^{2(n_1 - m_2)(n_1 - n_2)}$ of $\mathbb{Q}(v)$. The Nichols algebra $\mathbf{f}$ of $\mathbf{f}$ is given by the quotient of $\mathbf{f}$ by the radical of the Hopf pairing described in [Lus94, Prop. 1.2.3] and Lemma 4.6 (see [Sch96, Ex. 3.1]). It was shown in [Lus94, Thm. 33.1.3(a)] that the Serre relations (the counterparts for $\mathbf{f}$ of (5.20)), generate the radical of this pairing. If $e^{\kappa \omega h/2}$ is transcendental there is a well-defined embedding $\mathbb{Q}(v) \rightarrow \mathbb{C}$ sending $v$ to $e^{\kappa \omega h/2}$. Comparing the braiding on $\mathcal{C}'$ to (5.5) shows that we get an exact, faithful (but non-full) braided monoidal functor from $\mathcal{C}'$ into our category $\mathcal{C} = \text{Rep}_{ss}(\mathbf{A})$ taking the simple object $\mathbb{Q}(v)_{(n_1, n_2)} \in \mathcal{C}'$ to the simple object $\mathbb{C}_{(n_1 - n_2)} \in \mathcal{C}$ and taking a morphism acting by multiplication with $f(v) \in \mathbb{Q}(v)$ on a simple object of $\mathcal{C}'$ to a morphism acting by multiplication with $f(e^{\kappa \omega h/2}) \in \mathbb{C}$ on the corresponding simple object of $\mathcal{C}$. It takes $\mathbf{f}$ to $\mathcal{T}(F^+)$ and the ideal generated by the Serre relations in $\mathbf{f}$ to the one generated by the Serre relations in $\mathcal{F}_{\zeta, \xi}$ for $q = e^{\kappa \omega h/2}$ (which are the same as those for $q^{-1}$). By exactness, the functor takes $\mathbf{f}$ to the Nichols algebra $\mathcal{B}(F^+)$. Analogously, $\mathcal{B}(F^-)$ is the quotient of $\mathcal{T}(F^-)$ by the ideal generated by the Serre relations. Altogether, the functor $\mathcal{F}_{\zeta, \xi}$ identifies $\text{Rep}_{A-ss}(\tilde{U}_h(L\mathfrak{sl}_2))$ with the full subcategory $\mathcal{B}(F^+) \cdot \mathcal{YD}_{\rho}^{-} \mathcal{B}(F^-)$ of $\mathcal{T}(F^+) \cdot \mathcal{YD}_{\rho}^{-} \mathcal{T}(F^-)$.
5.5. Example: Properties of $T$ and $Q$ operators

Set $q = e^h$ and denote by $V_n$, $n \in \mathbb{N}$, the representation of $\tilde{U}_h(\mathfrak{sl}_2)$ where $h, e^+, e^-$ act on the vector space $\mathbb{C}^{n+1}$ by the matrices (see e.g. [Kas95, Ch. XVII.4])

$$\rho(h) = \begin{pmatrix} n & n-2 & \cdots & -n+2 & -n \\ \vdots & \ddots & \ddots & \vdots & \vdots \\ -n & \cdots & 0 & 0 & 0 \end{pmatrix}, \quad \rho(e^+) = \begin{pmatrix} 0 & [n]_q & \cdots & 0 & 0 \\ 0 & \ddots & \ddots & \vdots & \vdots \\ 0 & \cdots & 0 & [n-1]_q & 0 \end{pmatrix}, \quad \rho(e^-) = \begin{pmatrix} 0 & 0 & \cdots & 0 & 0 \\ \cdots & \ddots & \ddots & \vdots & \vdots \\ \cdots & \cdots & 0 & [n]_q & 0 \end{pmatrix}.$$  

(5.32)

For $z \in \mathbb{C}^\times$, the evaluation homomorphism $ev_z : \tilde{U}_h(\mathfrak{sl}_2) \to \tilde{U}_h(\mathfrak{sl}_2)$ is given by (see, e.g. [CP91])

$$ev_z(e_0^\pm) = e^\pm_h z^\pm e^\pm, \quad ev_z(e_1^\pm) = e^\pm, \quad ev_z(h_0) = -h, \quad ev_z(h_1) = h.$$  

(5.33)

For an $\tilde{U}_h(\mathfrak{sl}_2)$-module $V$, denote by $V(z)$ its pullback along the evaluation homomorphism $ev_z$.

**Remark 5.9.** In Remark 4.3(ii) we saw that objects satisfying the commutation condition come in $\mathbb{C}^\times$-families. In the present example, this parameter is related to evaluation homomorphisms as follows. Recall the functor $\mathcal{F}_{\zeta, \xi} : \text{Rep}_{A^{ss}}(\tilde{U}_h(\mathfrak{sl}_2)) \to \text{Rep}_{A^{ss}}(A_F)$ from (5.31), where the constants $\zeta, \xi \in \mathbb{C}^\times$ give the bulk field morphism $b$ via (5.10). Let $(X, m)$ be $\mathcal{F}_{\zeta, \xi}(V(1))$, considered as an object in $\mathcal{C}_F$ via Theorem 5.3, for some evaluation representation $V(1)$ of $U_h(\mathfrak{sl}_2)$. Then $(X, m = ((w \cdot \text{id}) \oplus (w^{-1} \cdot \text{id})))$, $w \in \mathbb{C}^\times$, is isomorphic to $\mathcal{F}_{\zeta, \xi}(V(w^z))$.

For $q$ not a root of unity, $z \in \mathbb{C}^\times$ and a positive integer $n$, there is an exact sequence of representations [CP91, Sect. 4.9]

$$0 \to V_{n-1}(q^{n+2}z) \to V_1(z) \otimes V_n(q^{n+1}z) \to V_{n+1}(q^n z) \to 0.$$  

(5.34)

For $n \in \mathbb{N}, z \in \mathbb{C}^\times$, let $T_n(z)$ denote the class of $\mathcal{F}_{\zeta, \xi}(V_n(z))$ in the Grothendieck ring $K_0(\text{Rep}^{\text{id}}(A_F))$. By Theorems 5.5 and 5.7 the elements $T_m(z)$ and $T_n(w)$ commute for each $m, n \in \mathbb{N}$ and $z, w \in \mathbb{C}^\times$. From (5.34) one obtains the relations

$$T_1(z)T_n((q^{n+1}z) = T_{n-1}(q^{n+2}z) + T_{n+1}(q^n z), \quad z \in \mathbb{C}^\times.$$  

(5.35)

This reproduces [BLZ99, Eqn. (4.13)]. If the operators $T_n(z) := \mathcal{O}(\mathcal{F}_{\zeta, \xi}(V_n(z)))$ described in Section 3.2 exist, then by the arguments in Section 3.4 they satisfy the same relations as the $T_n(z)$ do in the Grothendieck ring; in particular they mutually commute. These are the so-called $T$-operators.

For $z \in \mathbb{C}^\times, m \in \mathbb{Z},$ and $q$ not a root of unity, denote by $Q_{+, m}(z)$ the representation of $\tilde{U}(\mathfrak{sl}_2)_h^+$ with basis $v_j, j \in -\mathbb{N}$, and action

$$e_1^+v_j = v_{j-1}, \quad e_0^+v_j = z \frac{1 - e^{2jh}}{(e^h - e^{-h})^2} v_{j+1}, \quad h_0v_j = (2j + m)h \cdot v_j.$$  

(5.36)
These representations are pullbacks of $q$-oscillator representations, see Eqns. (3.8), (3.9), (D.6) of [BLZ99], [RW02] Sect. 2.3, and [BGK+12 Sect. 3.3.5], and they were used in [BLZ97, BLZ99] to construct $Q$-operators. We have exact sequences

$$0 \rightarrow Q_{+,m-1}(zq^2) \rightarrow Q_{+,m}(z) \otimes V_1(z) \rightarrow Q_{+,m+1}(zq^2) \rightarrow 0,$$

$$0 \rightarrow Q_{+,m+1}(zq^{-2}) \rightarrow V_1(z) \otimes Q_{+,m}(z) \rightarrow Q_{+,m-1}(zq^2) \rightarrow 0.$$  

(5.37)

These may be obtained from [RW02] Prop. 2.2] noting that $Q_{+,m}(z)$ is a subrepresentation of the “$U_{\hbar}$ analogue” of $M(z,q^{-m},(zq^2)} \rightarrow 0$ as in [RW02 Def. 2.1]. Furthermore, $Q_{+,m}(z) \otimes V_1(w) \otimes Q_{+,m}(z)$ are isomorphic for $z \neq w$ (this can be seen by specialising the universal R-matrix as in [RW02 Sect. 3.3] or [BGK+12 Sect. 4.1], or by direct calculation).

Since $Q_{+,m}(z)$ is an infinite-dimensional representation, it does not give an element in $K_0(\text{Rep}_{\hbar}^\text{ad}(\mathcal{A}_F))$. There is no point in passing to the Grothendieck ring of all $\mathcal{A}_F$-modules since that is trivial (Remark 5.6). But if the operator $Q_{+,m}(z) := \mathcal{O}(Q_{+,m}(z))$ can be defined, one expects from (5.37) and from the arguments in Section 3.4 that

$$Q_{+,m}(z)T_1(z) = Q_{+,m-1}(zq^2) + Q_{+,m+1}(zq^{-2}) = T_1(z)Q_{+,m}(z).$$  

(5.38)

This reproduces the T-Q relation [BLZ99 Eqn. (4.2)]

Remark 5.10. We stress that the T-operators discussed above arise from representations of the full quantum group $\tilde{U}_{\hbar}(sl_2)$ and therefore via Theorem 5.7 provide objects in $\mathcal{T}(F^+)-\mathcal{YD}_p-\mathcal{T}(F^-)$. In terms of perturbed defects as discussed in Section 3.5, this means that – assuming existence – the operators $T_n(z)$ will commute with the perturbed Hamiltonian. The $Q$-operators, on the other hand, are only representations of the Borel half $\tilde{U}(Lsl_2)$ and therefore do a priori not give non-local conserved charges of the perturbed theory. Indeed, it is not clear to us how to define $Q$-operators in the perturbed uncompactified free boson, i.e. in $\text{sin}(\hbar)$-Gordon theory, in our formalism. (However, Q-operators are known in a lattice discretisation of $\text{sin}(\hbar)$-Gordon theory, see [NT10].)

6. Compactified free boson

The theory for a free boson with a circle as target space is more complicated than the uncompactified case since we need to introduce a nontrivial algebra $A$ and to describe the category $D$ in terms of $A A$-bimodules, see Section 3.2. It is possible to carry over results from the uncompactified to the compactified boson (see Proposition 6.4 below), but we would like to focus on a new feature: the appearance of the quantum group $U_q(Lsl_2)$, rather than $\tilde{U}_h(Lsl_2)$ which we encountered in Section 5. The difference between $\tilde{U}_h(Lsl_2)$ and $U_q(Lsl_2)$ is that the former is formulated via a generator $h$ where the latter involves $k^{\pm 1}$. The two quantum groups are related by $q = e^h$ and $k = e^{h\hbar}$. For $q$ a root of unity, $U_q(Lsl_2)$ has so-called cyclic representations; these are absent for $\tilde{U}_h(Lsl_2)$, irrespective of the value of $\hbar$. The main results of this section are:

---

* The parameter $m$ does not appear in [BLZ99 Eqn. (4.2)] since there the Q-operators are defined in a way which is independent of the particular representation chosen.
• Cyclic representations lead to non-local conserved charges which behave similarly to the Q-operators in the uncompactified boson.

• If \( q \) is an even root of unity, T- and Q-operators do not always commute.

6.1. Input data: algebra, bimodules and the bulk field \( b \)

In Remark 3.1 we stated that a rational CFT is described by a choice of a rational vertex operator algebra \( \mathcal{V} \) and of a special symmetric Frobenius algebra \( A \) in \( \mathcal{C} = \text{Rep}(\mathcal{V}) \). The defect category in this case is \( \mathcal{D} \cong A\text{-}\text{Mod}_{\mathcal{C}}A \). The Heisenberg vertex operator algebra underlying the free boson is not rational, but we will assume that the categorical description of perturbed defects works analogously.

In Section 5.1 we introduced the topological Hopf algebra \( A \), the simple \( A \)-modules \( C_\alpha \) and the canonical identifications \( i_{\alpha,\beta} : C_\alpha \otimes C_\beta \rightarrow C_{\alpha+\beta} \). In view of Remark 5.1 we set

\[
\mathcal{C} = \text{Rep}_{\text{ss}}(A) .
\]

We fix a nonzero complex number \( r \in \mathbb{C} \) and define an algebra \( A_r \) in \( \mathcal{C} \) as follows. As an object in \( \mathcal{C} \),

\[
A_r := \bigoplus_{n \in \mathbb{Z}} C_{nr} .
\]

The multiplication \( \mu : A_r \otimes A_r \rightarrow A_r \) and unit map \( \eta : 1 \rightarrow A_r \) are given by \( \eta := i_0 \) and \( \mu := \sum_{m,n \in \mathbb{Z}} i_{m+n} \circ i_{mr,nr} \circ (\pi_m \otimes \pi_n) \), where \( \pi_n : A_r \rightarrow C_{nr} \) and \( i_n : C_{nr} \rightarrow A_r \) are the canonical projection and inclusion maps. As a difference to the rational CFT setting we point out that the algebra \( A_r \) cannot be Frobenius since the underlying object is not self-dual. We define

\[
\mathcal{D} = A_r\text{-}\text{Mod}_{\mathcal{C}}A_r .
\]

According to our above assumption on the similarity of the compactified free boson and rational CFT, the category \( \mathcal{D} \) is interpreted as describing topological defects of the compactified free boson. (Of course, the algebraic considerations in this section are not affected by the validity of this interpretation.) It is easy to describe \( A_r\mid A_r\)-bimodules explicitly. This is done in the following remark.

**Remark 6.1.** Let \( (W, \rho) \) be an object of \( \mathcal{C} \) with representation \( \rho : A \rightarrow \text{End}_{\text{Vect}}(W) \) and let \( B \in \text{End}(W) \) be invertible and such that \( B \) commutes with \( \rho(h) \). From this data we obtain an \( A_r\mid A_r \)-bimodule \( X(W, B) \) as follows. The underlying object of \( \mathcal{C} \) is

\[
X(W, B) = (\bigoplus_{n \in \mathbb{Z}} W, \bigoplus_{n \in \mathbb{Z}} (\gamma_{nr} \text{id}_W + \rho))
\]

of \( \mathcal{C} \), where \( \gamma_{nr} \) is the algebra homomorphism \( A \rightarrow \mathbb{C} \) sending \( h \) to \( nr \in \mathbb{C} \). Let \( s : \bigoplus_{n \in \mathbb{Z}} W \rightarrow \bigoplus_{n \in \mathbb{Z}} W \) be the shift \( s(\bigoplus_{n \in \mathbb{Z}} w_n) := \bigoplus_{n \in \mathbb{Z}} w_{n-1} \). The left and right action of \( A_r \) on \( X(W, B) \) are

\[
m_l(1_{mr} \otimes \text{id}_W) := s^m , \quad m_r(\text{id}_W \otimes 1_{mr}) := (\bigoplus_{n \in \mathbb{Z}} B^m) \circ s^m .
\]
It is not hard to see that any $A_r|A_r$-bimodule is isomorphic to one of these. The simple bimodules are of the form $X(C^\beta, \xi \cdot \text{id}_{C^\beta})$ for $\beta \in \mathbb{C}$ and $\xi \in \mathbb{C}^\times$ and we write $X(\beta, \xi) := X(C^\beta, \xi \cdot \text{id}_{C^\beta})$, for short. We have

$$X(\beta, \xi) \cong X(\beta', \xi') \iff \beta - \beta' \in r\mathbb{Z} \text{ and } \xi = \xi'. \quad (6.6)$$

Furthermore

$$X(\beta, \xi) \otimes_A X(\beta', \xi') \cong X(\beta + \beta', \xi \xi'). \quad (6.7)$$

From this we can conclude that the bimodules $X(\beta, \xi)$ are group-like and their isomorphism classes are parametrised by the multiplicative group $\mathbb{C}^\times \times \mathbb{C}^\times$, in agreement with [FGRS07 Sect. 4.1] (there, an additional automorphism is allowed, resulting in an extra $\mathbb{Z}_2$). Recall the functor $\alpha : \mathcal{Z}(\mathcal{C}) \to \mathcal{Z}(\text{A-Mod}_{C^\beta})$ from Proposition 3.2 and the resulting two functors $\alpha^\pm : \mathcal{Z}(\text{A-Mod}_{C^\beta})$ given in Remark 3.3. We have

$$U\alpha^\pm(C^\beta) \cong X(\beta, e^{\pm\kappa r\beta}) \ , \quad (6.8)$$

where $U$ is the forgetful functor $\mathcal{Z}(\mathcal{C}) \to \mathcal{C}$.

With the detailed understanding of simple $A_r|A_r$-bimodules we can now verify that the prescription (3.16), originally formulated for rational CFTs, correctly recovers the state space of a compactified free boson:

**Remark 6.2.** The space of bulk states $\mathcal{F}$ is a representation of two copies of the Heisenberg vertex operator algebra. To compute the multiplicity $M_{p,q}$ of the highest weight representation $H_p \otimes_C H_q$ (cf. Remark 5.1) in $\mathcal{F}$, the prescription (3.16) instructs us to evaluate $M_{p,q} = \text{Hom}_{A_r|A_r}(\alpha^+(C_p) \otimes_A \alpha^-(C_q), A_r)$. By (6.7) and (6.8), we have $\alpha^+(C_p) \otimes_A \alpha^-(C_q) \cong X(p + q, e^{\kappa r(p-q)})$ and from this we read off

$$M_{p,q} = \begin{cases} 1 & \text{if } p + q \in r\mathbb{Z} \text{ and } p - q \in \frac{2\pi i}{\kappa r}\mathbb{Z} \\ 0 & \text{else.} \end{cases} \quad (6.9)$$

According to Remark 5.1, we should choose the constant $\kappa$ defining the braiding as $\kappa = i\pi$. We obtain the conditions $p + q \in r\mathbb{Z}$ and $p - q \in \frac{2\pi}{r}\mathbb{Z}$, which – for real $r$ and in appropriate conventions – describe the standard charge lattice of a free boson compactified on a circle of radius $r$.

Having described the space of bulk states $\mathcal{F}$, we now fix the representation of the perturbing field $F$ and the bulk field morphism $b$. We choose $F$ to be the same as in the uncompactified case in the sense that

$$F := F^+ \oplus F^- = \alpha(F_{\text{unc}}) \ , \quad \text{where } F^\pm = \alpha^\pm(F_{\omega}) \ . \quad (6.10)$$

Here, $F_{\omega} = C_{\omega} \oplus C_{-\omega}$ as in Section 5.1 and $F_{\text{unc}}$ is the choice for $F$ in the uncompactified boson, cf. (5.9). To specify the bulk field morphism $b : F^+ \otimes_A F^- \to A_r$, first note that by (6.7) and (6.8) we have $F^+ \otimes_A F^- \cong X(-2\omega, 0) \oplus X(0, e^{-2\kappa r\omega}) \oplus X(0, e^{2\kappa r\omega}) \oplus X(0, e^{2\kappa r\omega}) 
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$X(2\omega,0)$. We would like to restrict our attention to $b$’s that are non-vanishing only on pairs of “opposite charge”, that is, we want $b$ to factor through $X(0,e^{\pm 2\kappa r \omega})$. For there to be a nonzero bimodule map $X(0,e^{\pm 2\kappa r \omega}) \to A_r$ at all, by (6.6) we must have

$$\omega = \frac{\pi i}{\kappa r} \cdot t, \quad t \in \mathbb{Z},$$

and we will demand $t \neq 0$ to have a non-trivial perturbation. For $\omega$ of the form (6.11), the objects $A_r$ and $F_\omega$ are mutually transparent in $\mathcal{C}$, i.e. they satisfy

$$c_{F_\omega A_r} = c_{A_r F_\omega}^{-1}.$$  

Because of this, $U_{\alpha^+}(F_\omega) = U_{\alpha^-}(F_\omega)$ as $A_r|A_r$-bimodules in $\mathcal{C}$. After this preparation, we can finally specify our choice for the bulk field morphism $b$:

$$b_{\zeta,\xi} := \left[ U_{\alpha^+}(F_\omega) \otimes_{A_r} U_{\alpha^-}(F_\omega) = U_{\alpha^+}(F_\omega) \otimes_{A_r} U_{\alpha^+}(F_\omega) \right. \sim \left. U_{\alpha^+}(F_\omega \otimes F_\omega) \overset{U_{\alpha^+}(b_{\text{unc}})\zeta,\xi}{\sim} U_{\alpha^+}(1) = A_r \right],$$

where $(b_{\text{unc}})\zeta,\xi$ is the choice (5.10) of $b$ in the uncompactified case. Below, we will skip the initial isomorphism and just write $b_{\zeta,\xi} = U_{\alpha^+}(b_{\text{unc}})\zeta,\xi$.

**Remark 6.3.** The parameter $t$ has a straightforward interpretation in the $	ext{sin}(h)$-Gordon model discussed in Remark 5.2. The field $\omega^{\text{full}}(x)$ is now periodic with period $2\pi r$ (cf. Remark 6.2). The perturbing term : $\cos(\omega^{\text{full}}(x))$: must respect this period, and this requires $\omega \in \frac{1}{r}\mathbb{Z}$, in agreement with (6.11) for $\kappa = i\pi$.

Since we have chosen $F$ and $b_{\zeta,\xi}$ for the compactified boson in the same way as for the uncompactified boson, it is possible to use the functor $\alpha$ to transport results from $\mathcal{C}_{F_{\text{unc}}}$ to $\mathcal{D}_{F}$. This is made precise by the following proposition whose proof can be found in Appendix A.5. We will not elaborate further on this and instead move on to prepare the ground for new features not present in the uncompactified boson.

**Proposition 6.4.** Let $\mathcal{C}$ be an abelian braided monoidal category with right-exact tensor product, let $A$ be an algebra in $\mathcal{C}$ and write $\mathcal{D} = A\text{-Mod}_{\mathcal{C}}$. Fix objects $F^+_C, F^-_C \in \mathcal{C}$ such that $F^-_C$ and $A$ are mutually transparent.

1. Set $F_{2z_C} := \iota^+(F^+_C) \oplus \iota^-(F^-_C)$ and $F := \alpha^+(F^+_C) \oplus \alpha^-(F^-_C)$. The functor $\mathcal{C}_{F_{2z_C}} \to \mathcal{D}_F$ given by

$$(X,m) \mapsto (U_{\alpha^+}(X), U_{\alpha^+}(m)) \quad , \quad f \mapsto U_{\alpha^+}(f) \quad (6.14)$$

is monoidal.

2. If $b_C : F^+_C \otimes F^-_C \to 1$ is a morphism in $\mathcal{C}$, then the functor (6.14) maps objects satisfying the commutation condition with $b_C$ to objects satisfying the commutation condition with $U_{\alpha^+}(b_C) : U_{\alpha^+}(F^+_C) \otimes_A U_{\alpha^-}(F^-_C) \to A$.

3. If the functor $A \otimes (-) : \mathcal{C} \to \mathcal{C}$ is exact and $F^+_C \otimes (-) : \mathcal{C} \to \mathcal{C}$ are right-exact, then the functor (6.14) is exact.
6.2. A subcategory of the category for perturbed defects

In the following we will restrict our attention to a full subcategory of $D = A_r\text{-Mod}_{\mathbb{C}} A_r$ which is semisimple and consists of direct sums of simple objects isomorphic to $X(\beta,1)$ for some $\beta \in \mathbb{C}$. We will write

$$
D^1_{ss} := \langle X(\beta,1) \rangle_{\beta \in \mathbb{C}} \subset D .
$$

(6.15)

The reason for this is two-fold: firstly, this subcategory is sufficient to describe the $Q$-like operators arising from cyclic representations of $U_q(L\mathfrak{sl}_2)$, and secondly, the associativity isomorphisms can be trivialised on $D^1_{ss}$ but not on $D$ (or even on the full semisimple subcategory generated by all $X(\beta,\xi)$). The last point is explained in detail in Appendix A.6. In order for $\alpha \pm (C_{\omega}) \sim X(\omega, e^{\pm \kappa \omega}) = X(\omega, e^{\pm \pi i t})$ to be contained in $D^1_{ss}$ we will require that

$$
t \in 2\mathbb{Z} .
$$

(6.16)

Continuing along the same lines as in Section 5, we will now express $D^1_{ss}$ as the (semisimple part of the) representation category of an appropriate bialgebra $B$ over $\mathbb{C}$; eventually this will play the role of the Cartan-like subalgebra of $U_q(L\mathfrak{sl}_2)$. The bialgebra $B$ is generated as a unital algebra by elements $k, k^{-1}$ with relations

$$
k k^{-1} = 1 = k^{-1} k .
$$

(6.17)

It is equipped with the coproduct, counit and antipode determined by

$$
\Delta(k) = k \otimes k , \quad \Delta(k^{-1}) = k^{-1} \otimes k^{-1} ,

\varepsilon(k) = 1 , \quad S(k) = k^{-1} .
$$

(6.18)

Denote by $\text{Rep}_{ss}(B)$ the category of semisimple $B$-modules, that is, modules on which $k$ acts diagonalisably. We will define a functor

$$
\mathcal{I} = \left[ \text{Rep}_{ss}(B) \xrightarrow{\mathcal{I}^0} \mathcal{C} \xrightarrow{i^0} \mathcal{Z}(\mathcal{C}) \xrightarrow{\alpha} \mathcal{Z}(\mathcal{D}) \xrightarrow{U} \mathcal{D} \right] ,
$$

(6.19)

where the constituents $\mathcal{I}^0$ and $i^0$ will be described momentarily, and we will show that $\mathcal{I}$ is a monoidal equivalence onto the subcategory $D^1_{ss}$.

Let $\text{mod}_r : \mathbb{C} \to \mathbb{C}$ (“remainder mod $r$”) be the map which sends numbers in the class $z + r\mathbb{Z}$ to the unique representative $z' \in z + r\mathbb{Z}$ for which the real part of $z'$ is contained in the interval $[0, 1)$, i.e. $z'$ is in the strip $\mathcal{S} = ([0, 1) \times i\mathbb{R})$. For some choice of logarithm $\ell(z)$ of $z \in \mathbb{C}^\times$ define $\mathcal{L} : \mathbb{C}^\times \to \mathbb{C}$ by

$$
\mathcal{L}(z) := \text{mod}_r \left( r \cdot \frac{\ell(w)}{2\pi i} \right) .
$$

(6.20)

For another choice of logarithm of $z$, $\tilde{\ell}(z) = \ell(z) + 2\pi in$ for some $n \in \mathbb{Z}$, we obtain

$$
\tilde{\mathcal{L}}(z) = \text{mod}_r \left( r \cdot \frac{\tilde{\ell}(z)}{2\pi i} \right) = \text{mod}_r \left( r \cdot \frac{\ell(z) + 2\pi in}{2\pi i} \right) = \mathcal{L}(z) ,
$$

(6.21)
so that \( \mathcal{L} \) is independent of that choice.

The (non-monoidal) functor \( \mathcal{I}^0 : \text{Rep}_{\text{ss}}(\mathcal{B}) \to \mathcal{C} \) is defined as follows. A representation \((V, \rho_B) \) in \( \text{Rep}_{\text{ss}}(\mathcal{B}) \) is a direct sum of eigenspaces \( V_z = \ker(z \cdot \text{id} - \rho_B(k)) \) for eigenvalues \( z \in \mathbb{C}^\times \) of \( \rho_B(k) \). Define an \( \mathcal{A} \)-action \( \rho_A \) on \( V \) by

\[
\rho_A(h).v = \mathcal{L}(z) \cdot v \quad \text{for} \quad v \in V_z . \tag{6.22}
\]

Then \( \mathcal{I}^0 \) sends \((V, \rho_B) \) to \((V, \rho_A) \) and acts as the identity on hom-sets. Next, let \( \iota^0 : \mathcal{C} \to \mathcal{Z}(\mathcal{C}) \) be the functor

\[
V \mapsto (V, \tau_{V,-}), \quad f \mapsto f , \tag{6.23}
\]

where \( \tau_{V,W} : V \otimes W \to W \otimes V \) is the tensor flip, \( \tau_{V,W}(v \otimes w) = w \otimes v \). This completes the definition of the functor \( \mathcal{I} \) in (6.19).

**Remark 6.5.** The functor \( U \circ \alpha \circ \iota^0 \) maps a simple object \( \mathbb{C}_\beta \in \mathcal{C} \) to \( X(\beta, 1) \in \mathcal{A}_r - \text{Mod}_{\mathcal{C}} - \mathcal{A}_r \). Let \( \mathbb{C}_z \) be the simple object in \( \text{Rep}_{\text{ss}}(\mathcal{B}) \) with \( k \) acting on \( \mathbb{C} \) by \( k.1 = z \), and let \( \beta \) be in the image of \( \text{mod}_t \) and satisfy \( z = \exp(\frac{2\pi i}{r} \beta) \). Then \( \mathcal{I}(\mathbb{C}_z) = X(\beta, 1) \).

It turns out that the composition \( \mathcal{I} \) in (6.19) is monoidal, even though \( \mathcal{I}^0 \) is not:

**Proposition 6.6.** The functor \( \mathcal{I} : \text{Rep}_{\text{ss}}(\mathcal{B}) \to \mathcal{D}_{\text{ss}}^1 \) is a monoidal equivalence.

For the proof of this proposition we refer to Appendix A.6. It is easy to see that \( \mathcal{I} \) is an equivalence of categories and that \( \mathcal{I}(X \otimes Y) \cong \mathcal{I}(X) \otimes_{\mathcal{A}_r} \mathcal{I}(Y) \); the slightly lengthy part of the proof is to show that the associator can be trivialised on \( \mathcal{D}_{\text{ss}}^1 \).

Our next aim is to find an object \( E \in \mathcal{Z}(\text{Rep}_{\text{ss}}(\mathcal{B})) \) corresponding to \( F \in \mathcal{Z}(\mathcal{D}) \), together with a full monoidal embedding \( \text{Rep}_{\text{ss}}(\mathcal{B})_E \to \mathcal{D}_F \). For the remainder of this section we fix

\[
q := \exp\left(\frac{2\pi i}{r} \omega\right) \tag{6.24}
\]

The object \( E := (\tilde{E}, \varphi_{\tilde{E},-}) \) in \( \mathcal{Z}(\text{Rep}_{\text{ss}}(\mathcal{B})) \) consists of the \( \mathcal{B} \)-module

\[
\tilde{E} := \mathbb{C}_{q^2} \oplus \mathbb{C}_{q^{-2}} \oplus \mathbb{C}_{q^2} \oplus \mathbb{C}_{q^{-2}} , \tag{6.25}
\]

where \( \mathbb{C}_{q^\pm 2} \) is as in Remark 6.5 together with the half-braiding

\[
\varphi_{\tilde{E},(V,\rho)} := \tau_{E,V} \circ \left( (\text{id} \otimes \rho(k^{1/2})) \circ (p_1 \otimes \text{id}_V) \oplus (\text{id} \otimes \rho(k^{-1/2})) \circ (p_2 \otimes \text{id}_V) \right) \tag{6.26}
\]

where \( p_1, \ldots, p_4 \) are the canonical projections \( \tilde{E} \to \mathbb{C}_{q^\pm 2} \). The powers of \( \pm t/2 \) make sense because in (6.16) we assumed \( t \) to be even. Now note that since \( \mathcal{L}(q^2) = \text{mod}_r(\omega) \), by (6.6) there is an isomorphism

\[
g : \mathcal{I}(\tilde{E}) \xrightarrow{\sim} X(\omega, 1) \oplus X(-\omega, 1) \oplus X(\omega, 1) \oplus X(-\omega, 1) = UF \tag{6.27}
\]

of \( \mathcal{A}_r | \mathcal{A}_r \)-bimodules. Let us fix a choice for the isomorphism \( g \) for the rest of this section.
Lemma 6.7. The diagram
\[
UF \otimes_{A_r} \mathcal{I}(X) \xrightarrow{g^{-1} \otimes g^{-1}} \mathcal{I}(UE) \otimes_{A_r} \mathcal{I}(X) = \mathcal{I}(UE \otimes X)
\]
(6.28)
commutes for every \( X \in \text{Rep}_{\text{ss}}(\mathcal{B}) \).

Proof. It suffices to show commutativity of (6.28) in the case of \( X \) being a simple \( \mathcal{B} \)-module. So let \( X = \mathbb{C}_z \) for \( z = \exp(\frac{2\pi i}{\varphi}) \) as in Remark 6.5. Then \( \varphi_{F,X} \) is up to a tensor flip – multiplication with the matrix
\[
\begin{pmatrix}
z^{1/2} & z^{-1/2} \\
z^{-1/2} & z^{1/2}
\end{pmatrix}
\]
(6.29)
on \( UE \otimes X \cong \mathbb{C}^4 \otimes \mathbb{C} \cong \mathbb{C}^4 \) (in \textbf{Vect}). On the other hand, to describe \( \varphi_{F,\mathcal{I}(X)} \), let us restrict to the \( U\alpha^+(\mathbb{C}_\omega) \)-summand of \( UF \); the others are treated similarly. Recall from Proposition 3.2 that \( \alpha : \mathcal{Z}(C) \to \mathcal{Z}(A_r \text{-Mod}_{\mathbb{C}} A_r) \) is braided monoidal. Now \( \alpha^+(\mathbb{C}_\omega) = \alpha(\mathbb{C}_\omega, c) \) and \( \mathcal{I}(X) = U\alpha(\mathcal{C}_\beta, \tau) \), so that by definition of the braiding on \( \mathcal{Z}(C) \), the following diagram commutes:
\[
\begin{align*}
\alpha^+(\mathbb{C}_\omega) \otimes_{A_r} \mathcal{I}(X) & \xrightarrow{\sim} \alpha((\mathbb{C}_\omega, c) \otimes (\mathbb{C}_\beta, \tau)) \\
\mathcal{I}(X) \otimes_{A_r} \alpha^+(\mathbb{C}_\omega) & \xrightarrow{\sim} \alpha((\mathbb{C}_\beta, \tau) \otimes (\mathbb{C}_\omega, c))
\end{align*}
\]
(6.30)
But \( e_{\mathbb{C}_\omega, \mathbb{C}_\beta} = e^{\kappa \omega \beta} \cdot \tau_{\mathbb{C}_\omega, \mathbb{C}_\beta} \) and \( e^{\kappa \omega \beta} \exp(\frac{\pi t}{\varphi} \beta) = z^{1/2} \), matching the first entry in (6.29). \qed

Proposition 6.8. The functor \( \mathcal{I} \) and the isomorphism \( g \) induce a full, faithful, exact monoidal functor \( \mathcal{I}_g : \text{Rep}_{\text{ss}}(\mathcal{B})_E \to \mathcal{D}_F \).

Proof. The functor \( \mathcal{I}_g \) sends an object \((X, m)\) of \( \text{Rep}_{\text{ss}}(\mathcal{B})_E \) to
\[
(\mathcal{I}(X), \mathcal{I}(m) \circ (g^{-1} \otimes \text{id})) \in (A_r \text{-Mod}_{\mathbb{C}} A_r)_F
\]
(6.31)
and a morphism \( f \) to \( \mathcal{I}(f) \). This functor is monoidal by Lemma 6.7. It is exact since a complex in \( (A_r \text{-Mod}_{\mathbb{C}} A_r)_F \) is exact if and only if the underlying complex in \( A_r \text{-Mod}_{\mathbb{C}} A_r \) is exact (cf. Lemma 2.4) and since \( \mathcal{I} \) is an exact functor. \qed

We can now “bosonise” \( \text{Rep}_{\text{ss}}(\mathcal{B})_E \) in very much the same way as in Section 5.2. Define \( \mathcal{B}_E \) as the bialgebra over \( \mathbb{C} \) which, as a unital algebra, is the extension of \( \mathcal{B} \) by \( f^+, f^-, \bar{f}^+, \bar{f}^- \) with relations (\( q \) as in (6.24))
\[
kjk^{-1} = q^{\pm 2} f^\pm, \quad k\bar{f}k^{-1} = q^{\pm 2} \bar{f}^\pm,
\]
(6.32)
Then construct a functor $\text{Rep}_{B_{ss}}(B_E) \to \text{Rep}_{ss}(B_E)$ as follows: If $(V, \rho)$ is an object of $\text{Rep}_{B_{ss}}(B_E)$, then let $m : E \otimes V \to V$ be the map

$$m(\phi \otimes v) := \rho(\phi^+ \cdot f^+ + \phi^- \cdot f^- + \tilde{\phi}^+ \cdot \tilde{f}^+ + \tilde{\phi}^- \cdot \tilde{f}^-)v,$$

where $\phi = \phi^+ \oplus \phi^- \oplus \tilde{\phi}^+ \oplus \tilde{\phi}^- \in \alpha^+(C_\omega \oplus C_{-\omega}) \oplus \alpha^-(C_\omega \oplus C_{-\omega}) = F$. The functor $\text{Rep}_{B_{ss}}(B_E) \to \text{Rep}_{ss}(B_E)$ maps $(V, \rho)$ to $((V, \rho_B), m)$ and acts as the identity on hom-sets. It is in fact an isomorphism, as is seen in very much the same way as in Theorem 5.3. Altogether, we obtain:

**Proposition 6.9.** The categories $\text{Rep}_{B_{ss}}(B_E)$ and $\text{Rep}_{ss}(B_E)$ are strictly isomorphic as monoidal categories.

### 6.3. Conventions for $U_q(\mathfrak{sl}_2)$ and $U_q(L\mathfrak{sl}_2)$

In Section 5 we considered quantum groups $\tilde{U}_h(\mathfrak{sl}_2)$ and $\tilde{U}_h(L\mathfrak{sl}_2)$ whose Cartan-like subalgebras were generated by a primitive element $h$. Now we use the standard versions of the deformed enveloping algebras of $\mathfrak{sl}_2$ and $L\mathfrak{sl}_2$ with a group-like generator $k$, which satisfies the relations of $e^{ik}$ in $\tilde{U}_h(\mathfrak{sl}_2)$ and $\tilde{U}_h(L\mathfrak{sl}_2)$, respectively, if $q = e^h$.

**Definition 6.10.** (cf. [CP91]) Let $q \in \mathbb{C}^\times \setminus \{1,1\}$.

(i) Define $U_q(\mathfrak{sl}_2)$ as the Hopf algebra, generated as an associative unital algebra by elements $e^\pm$, $k$, $k^{-1}$ subject to the relations

$$kk^{-1} = 1 = k^{-1}k, \quad ke^\pm k^{-1} = q^{\pm 2}e^\pm, \quad [e^+, e^-] = \frac{k - k^{-1}}{q - q^{-1}},$$

with the coproduct and antipode given by

$$\Delta(e^+) = e^+ \otimes k + 1 \otimes e^+,$$

$$\Delta(e^-) = e^- \otimes 1 + k^{-1} \otimes e^-,$$

$$\Delta(k) = k \otimes k,$$

$$\Delta(k^{-1}) = k^{-1} \otimes k,$$

$$S(k) = k^{-1}, \quad S(k^{-1}) = k,$$

$$S(e^+) = -e^+ k^{-1}, \quad S(e^-) = -ke^-.$$

(ii) Define $U_q(L\mathfrak{sl}_2)$ as the Hopf algebra, generated as an associative unital algebra by elements $e_i^\pm$, $e_i^\pm$ and $k = k_0 = k_1^{-1}$, $k^{-1} = k_0^{-1} = k_1$ subject to the relations

$$kk^{-1} = 1 = k^{-1}k, \quad ke^\pm k^{-1} = q^{\pm 2}e^\pm, \quad [e_i^+, e_j^-] = \delta_{ij} \frac{k_i - k_i^{-1}}{q - q^{-1}},$$

$$e_i^\pm e_j^\pm - [3]_q (e_i^\pm) e_j^\pm + [3]_q e_i^\pm e_j^\pm (e_i^\pm)^2 - e_i^\pm (e_i^\pm)^3 = 0,$$

$$e_i^- e_j^- - [3]_q (e_i^-) e_j^- + [3]_q e_i^- e_j^- (e_i^-)^2 - e_j^- (e_i^-)^3 = 0.$$

[CP91] define $U_q(\mathfrak{sl}_2)$, while $U_q(L\mathfrak{sl}_2)$, as in our definition, is the quotient of $U_q(\mathfrak{sl}_2)$ by the Hopf ideal generated by $k_0 - k_1^{-1}$. 
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together with the coproduct and antipode given by
\[ \Delta(e_i^+) = e_i^+ \otimes k_i + 1 \otimes e_i^+ , \quad \Delta(e_i^-) = e_i^- \otimes 1 + k_i^{-1} \otimes e_i^- , \]
\[ \Delta(k) = k \otimes k , \quad \Delta(k^{-1}) = k^{-1} \otimes k^{-1} , \]
\[ S(k) = k^{-1} , \quad S(k^{-1}) = k , \quad S(e_i^+) = -e_i^+ k_i^{-1} , \quad S(e_i^-) = -k_i e_i^- . \]

Denote by \( U_q(\mathfrak{sl}_2)^+ \), \( U_q(\mathfrak{sl}_2)^- \) the sub-(Hopf-)algebras of \( U_q(\mathfrak{sl}_2) \) generated by \( e_0^+, e_1^+, k, k^{-1} \) and \( e_0^-, e_1^-, k, k^{-1} \), respectively.

For \( q \) not a root of unity the Grothendieck ring \( K_0(\text{Rep}^\text{id}(U_q(\mathfrak{sl}_2))) \) of the category of finite dimensional representations of \( U_q(\mathfrak{sl}_2) \) is commutative \([ FR99 \text{ Corollary 2} \]) Otherwise, if \( q \) is a root of unity, this may fail, see Section 6.5 below.

### 6.4. Commutation condition in \( \mathcal{D}_F \) and representations of \( U_q(\mathfrak{sl}_2) \)

Recall the choice of the bulk field morphism \( b_{\zeta, \xi} \) made in (6.13). We would like to formulate the commutation condition of \( \mathcal{D}_F \) for \( b_{\zeta, \xi} \) in Rep\text{sa}(\mathcal{B}) as defined in Section 6.2. To this end write \( \tilde{E} = \tilde{E}^+ \oplus \tilde{E}^- \) with \( \tilde{E}^+ , \tilde{E}^- \ := \mathbb{C} q^2 \oplus \mathbb{C} q_{-2} \) and denote by \( j_{z,z'} : C_z \otimes C_{z'} \iso \mathbb{C} z \otimes z' \) for the canonical identifications in Rep\text{sa}(\mathcal{B}) determined by \( 1 \otimes 1 \to 1 \).

Set
\[ d_{\zeta, \xi} : \tilde{E}^+ \oplus \tilde{E}^- \to 1 , \quad d_{\zeta, \xi} := \zeta \cdot j_{q^2, q^{-2}} + \xi \cdot j_{q^{-2}, q^2} . \]

Then \( \mathcal{I}(d_{\zeta, \xi}) = b_{\zeta, \xi}^\circ (g|_{\tilde{E}^+} \otimes g|_{\tilde{E}^-}) \), where \( \mathcal{I} \) was defined in (6.19) and \( g \) is the isomorphism from (6.27).

If \((V, \rho)\) is an object of Rep\text{sa}(\mathcal{B}_E), then the commutation condition (with respect to \( d_{\zeta, \xi} \)) for its image in Rep\text{sa}(\mathcal{B}) under the isomorphism of Proposition 6.9 reads
\[ \rho(f^+ f^- - q^{-1} f^- f^+) = \zeta \cdot (\text{id}_V - \rho(k^1)) , \]
\[ \rho(f^- f^+ - q^{-1} f^+ f^-) = \xi \cdot (\text{id}_V - \rho(k^{-1})) , \]
\[ \rho(f^+ f^+ - q^2 f^+ f^+) = 0 = \rho(f^- f^- - q^2 f^- f^-) . \]

This can be seen in a similar fashion as in Section 5.4. Multiplying with \( k^{\pm t/2} \), these relations may equivalently be written as
\[ \rho([f^+ k^{-t/2}, f^-]) = \zeta q^t \cdot \rho \left( k^{-t/2} - k^{t/2} \right) , \]
\[ \rho([f^- k^{t/2}, f^+]) = \xi q^t \cdot \rho \left( k^{t/2} - k^{-t/2} \right) , \]
\[ \rho([f^+ k^{-t/2}, f^+]) = 0 = \rho([f^- k^{t/2}, f^-]) . \]

Comparing to Definition 6.10(ii) this shows that for \( t = -2 \) there is a surjective bialgebra homomorphism \( \psi : \mathcal{B}_E \to U_q(\mathfrak{sl}_2) \) given by
\[ k \mapsto k_0 , \quad f^+ \mapsto e_0^+ k_0^{-1} , \quad f^- \mapsto \xi \frac{q^{-1} - q}{q^2} e_1^+ k_1^{-1} , \]
\[ \bar{f}^+ \mapsto e_1^- , \quad \bar{f}^- \mapsto \frac{q^{-1} - q}{q^2} e_0^- . \]
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As in Section 5.4 one checks that \( \psi \) respects the relations (6.41). Let \( F_{\zeta, \xi} \) be the functor from \( \text{Rep} \langle k \rangle \)-ss \( U_q (\mathfrak{sl}_2) \) to \( \text{Rep} \mathfrak{b}_E \) pulling back representations of \( U_q (\mathfrak{sl}_2) \) along \( \psi \). Here, \( \langle k \rangle \) stands for the sub-(Hopf-)algebra of \( U_q (\mathfrak{sl}_2) \) generated by \( k \).

Denote by \( D'_F \) the full subcategory of \( D_F \) satisfying the commutation condition with \( b_{\zeta, \xi} \). Combining the functor \( F_{\zeta, \xi} \) with previous results, we obtain:

**Theorem 6.11.** Suppose the parameter \( t \) in (6.11) is equal to \(-2\). The monoidal functor

\[
\text{Rep}_{\langle k \rangle \text{-ss}} (U_q (\mathfrak{sl}_2)) \xrightarrow{F_{\zeta, \xi}} \text{Rep}_{\mathfrak{b}_E \text{-ss}} (\mathcal{B}_E) \xrightarrow{\sim} \text{Rep}_{\text{ss}} (\mathcal{B})_E
\]

identifies \( \text{Rep}_{\langle k \rangle \text{-ss}} (U_q (\mathfrak{sl}_2)) \) with a full subcategory of \( \mathcal{T}(F^+) \cdot \mathcal{YD}_\rho \cdot \mathcal{T}(F^-) \).

### 6.5. Example: Cyclic representations

By (6.24) and (6.11), \( q \) is a root of unity iff \( \frac{\pi}{n^2} \in \mathbb{Q} \). In this case, \( U_q (\mathfrak{sl}_2) \) allows for so-called cyclic representations.

**Remark 6.12.** According to Remark 5.1, when relating the results in Sections 5 and 6 to the free boson, i.e. when choosing the braided category \( \mathcal{C} \) to be representations of the Heisenberg VOA, we should take \( \kappa = i\pi \). Then the above condition on the existence of cyclic representations requires \( r^2 \in \mathbb{Q} \). The conformal weights of the fields in \( A_r \) are of the form \( \frac{1}{2} m^2 r^2 \) (mod \( \mathbb{Z} \)) for \( m \in \mathbb{Z} \). This contains fields of integer weight if and only if \( r^2 \in \mathbb{Q} \). In these cases the compactified boson has an extended chiral symmetry and becomes a rational CFT. Thus the cyclic representations occur precisely for the rational free boson.

Let us now describe the cyclic representations, following [Kor03]. If \( q \) is not a root of unity, the centre of \( U_q (\mathfrak{sl}_2) \) is generated by the quadratic Casimir \( c := qk^{-1} + q^{-1}k + (q - q^{-1})e^+e^- \). For \( q \) a root of unity, as we assume here, the centre is enlarged by the additional generators

\[
\mathbf{x} := (q - q^{-1})e^-, \quad \mathbf{y} := (q - q^{-1})e^+, \quad \mathbf{z}^{\pm 1} := k^{\mp N'},
\]

where \( N' \) is the order of \( q^2 \) as a root of unity. An irreducible representation is called semi-cyclic if \( \mathbf{x} \) or \( \mathbf{y} \) act by nonzero endomorphisms and it is called cyclic if both do. A cyclic or semi-cyclic irreducible representation \( V^p \) of \( U_q (\mathfrak{sl}_2) \) is up to isomorphism determined by the eigenvalues \( p = (x, y, z, c) \) of \( \mathbf{x}, \mathbf{y}, \mathbf{z}, \mathbf{c} \). For \( w \in \mathbb{C}^x \), denote by \( V^p (w) \) the evaluation representation of \( V^p \), i.e. the pullback of \( V^p \) along the evaluation

\[\text{To write down results from [Kor03] in our conventions, we fix the bialgebra isomorphism from our } U_q (\mathfrak{sl}_2) \text{ to Korff’s } U_q (\mathfrak{sl}_2) \text{ sending } e^+ \text{ to } f, e^- \text{ to } \xi \text{ and } k \text{ to } k^{-1}; \text{ and we fix the bialgebra isomorphism from our } U_q (\mathfrak{sl}_2) \text{ to Korff’s } U_q (\mathfrak{sl}_2) \text{ determined by } e^+_j \rightarrow f_j, e^-_j \rightarrow e_j \text{ and } k_j \rightarrow k_j^{-1} (j = 0, 1). \]
homomorphism $ev_\omega: U_q(L\mathfrak{sl}_2) \rightarrow U_q(\mathfrak{sl}_2)$, defined in a similar way as in Section 5.5.  

Let $V_1$ denote the fundamental representation of $U_q(\mathfrak{sl}_2)$ analogously to Section 5.5. If $w'/w + w/w' \neq c$ and $q$ is an odd root of unity, then we have $V^p(w) \otimes V_1(w') \cong V_1(w') \otimes V^p(w)$. If $w'/w + w/w' \neq c$ and $q$ is an even root of unity, then there is no intertwiner $V^p(w) \otimes V_1(w') \rightarrow V_1(w') \otimes V^p(w)$ at all.

**Remark 6.13.** Denote by $\text{Rep}^d(-)$ the finite dimensional representations of a given algebra. One can check that $V^p(w) \otimes V_1(w')$ and $V_1(w') \otimes V^p(w)$ are irreducible in case of $w'/w + w/w' \neq c$. Since the Grothendieck ring $K_0(\text{Rep}^d(U_q(L\mathfrak{sl}_2)))$ is freely generated, as an abelian group, by the classes of simple objects (Jordan-Hölder theorem), the absence of an intertwiner implies that $K_0(\text{Rep}^d(U_q(L\mathfrak{sl}_2)))$ is not commutative for $q$ an even root of unity. By Theorem 6.14, this also implies that the subcategory of dualisable Yetter-Drinfeld modules in $\mathcal{T}(F^+)-\mathcal{YD}_p-\mathcal{T}(F^-)$ has a non-commutative Grothendieck ring. Note, however, that (semi-)cyclic representations $V^p(w)$ of $U_q(L\mathfrak{sl}_2)$ are not representations of the Nichols algebra of $F^\pm$: By definition or by [SCH96, Thm. 2.9], the Nichols algebra of $F^\pm$ is the quotient of $\mathcal{T}(F^\pm)$ by the kernel of the braided symmetriser $\text{Sym}$, as in Lemma 4.6. We have $\text{Sym}|_{\mathcal{T}(C_{F^\pm})} = \sum_{n \in \mathbb{N}} q^{-\frac{n(n-1)}{2}} [n]_q ! \cdot \iota_n \circ \pi_n$, where $[n]_q! := [1]_q [2]_q \cdots [n]_q$. In the root of unity case, $[n]_q = 0$ for $n \geq N'$. Hence, representations of $U_q(\mathfrak{sl}_2)$ where $(e^-)^{N'}$ acts nonzero cannot correspond to representations of the Nichols algebra of $F^\pm$. 

If $w'/w + w/w' = c$, then the tensor products become decomposable and there are exact sequences

$$
\begin{align*}
0 & \rightarrow V^{p_1}(qw) \rightarrow V^p(w) \otimes V_1(w') \rightarrow V^{p_2}(q^{-1}w) \rightarrow 0, \\
0 & \rightarrow V^{p_3}(q^{-1}w) \rightarrow V_1(w') \otimes V^p(w) \rightarrow V^{p_4}(qw) \rightarrow 0,
\end{align*}
$$

where

$$
p_1 = (x, q^{N'}y, q^{N'}z, q_w^w + q^{-1}w'_w), \quad p_2 = (x, q^{N'}y, q^{N'}z, q^{-1}w_w + q^w_w), \\
p_3 = (q^{N'}x, y, q^{N'}z, q^{-1}w_w + q^w_w), \quad p_4 = (q^{N'}x, y, q^{N'}z, q_w^w + q^{-1}w'_w).
$$

The first sequence is a rewriting of the sequence given in [Kor03, Sect. 4]. The second sequence may be obtained by dualising the first one.

Denote by $T_1(w')$ the class of $V_1(w')$ in the Grothendieck ring of $\text{Rep}^d(U_q(L\mathfrak{sl}_2))$, and by $Q_p(w)$ the class of $V^p(w)$. We distinguish two cases:

- $w'/w + w/w' \neq c$: If $q$ is an odd root of unity, $T_1(w')$ and $Q_p(w)$ commute, and if $q$ is an even root of unity they do not commute.

\[\text{Note:} \quad \text{The evaluation homomorphism } ev_\omega \text{ in Section 5.5 differs from the one in [Kor03, Sect. 2.3]. If we denote the latter by } ev_\omega^\text{Korf} \text{ then } ev_\omega = ev_\omega^\text{Korf}. \text{ This implies in particular that Korf's } \mu, \text{ the quotient of the evaluation parameters for a tensor product } V^p(w) \otimes V_1(w'), \text{ equals } w/w' \text{ in our conventions.}\]

\[\text{To do so, use [CP91, Prop. 4.5] and } \text{S}(x) = -xz^{-1}, \text{ S}(y) = -yz, \text{ S}(z) = z^{-1} \text{ and } \text{S}(c) = c, \text{ where } S \text{ is the antipode in } U_q(\mathfrak{sl}_2). \text{ Hence, } V^p(w)_z \cong V^p(q^z w), \text{ if } p = (x, y, z) \text{ and } p' = (-x/z, -yz, z^{-1}, c). \text{ Also, } V^p(w) \cong V^{p'}(q^{-z}w').\]
\[ w'/w + w/w' = c \]  

One obtains the \( T \)-\( Q \)-like relation

\[
Q_p(w)T_1(w') = Q_{p_1}(qw) + Q_{p_2}(q^{-1}w) = T_1(w')Q_{p_5}(w),
\]

(6.47)

where \( p_5 = (q^{N'x}, q^{N'y}, q^{N'z}, c) \). If \( q \) is an odd root of unity then \( p_5 = p \) because \( q^{N'} = 1 \), and \( T_1(w') \) and \( Q_p(w) \) commute. If \( q \) is an even root of unity, then \( T_1(w') \) and \( Q_p(w) \) do not commute, but “pulling \( T_1 \) past \( Q_p \)” flips the signs of the parameters \( x, y \) and \( z \).

This concludes our discussion of cyclic representations. We have seen two new features which arise for the free boson compactified on a circle of rational radius squared. Firstly, non-local conserved charges constructed from quantum group representations no longer necessarily commute, and secondly, there is a finite-dimensional representation of the full quantum group (rather than an infinite-dimensional representation of a Borel half, cf. Remark 5.10) which behaves similar to a \( Q \)-operator. Being representations of the full quantum group, via Theorem 6.11 and the construction in Section 3.5, such cyclic representations provide conserved charges for the perturbed compactified free boson.

### A. Appendix

#### A.1. Algebraic structures in monoidal categories: standard definitions

In order to remind the reader and to fix the notation used in the paper we collect some standard definitions such as the notion of monoidal centre, algebra, Hopf algebra, module, bimodule, ... in a (braided) monoidal category.

A monoidal category is given by the data \((\mathcal{C}, \otimes, \alpha, 1, \lambda, \rho)\), where \(\mathcal{C}\) is some category, \(\otimes : \mathcal{C} \times \mathcal{C} \to \mathcal{C}\) is the tensor unit of \(\mathcal{C}\) and \(\alpha, \lambda \) and \(\rho\) are natural isomorphisms, \(\alpha_{X,Y,Z} : (X \otimes Y) \otimes Z \to X \otimes (Y \otimes Z)\) (called associators), \(\lambda_X : 1 \otimes X \to X\), \(\rho_X : X \otimes 1 \to X\) (called unit isomorphisms), for \(X,Y,Z \in \mathcal{C}\), subject to the usual axioms (see, e.g. [BKj00, Ch 1.1]). If \(\mathcal{C}\) is an abelian monoidal category with exact tensor product, then \(K_0(\mathcal{C})\) denotes its Grothendieck ring (see, e.g. [BKj00 Ch 2.1]).

The monoidal centre of a monoidal category is defined as follows.

**Definition A.1.** (cf. [JS91, Maj95]) Let \((\mathcal{D}, \otimes, 1, \alpha, \lambda, \rho)\) be a monoidal category. The (Drinfeld or monoidal) centre \(Z(\mathcal{D})\) of \(\mathcal{D}\) is the category given by

- objects: pairs \((V, \varphi_{V,-})\) where \(V\) is an object of \(\mathcal{D}\) and \(\varphi_{V,-}\) (the half-braiding) is a natural isomorphism \(V \otimes (-) \to (-) \otimes V\) such that for all \(X,Y \in \mathcal{D}\) we have (see Figure 3(b))

\[
\alpha_{X,Y,V} \circ \varphi_{V,X \otimes Y} \circ \alpha_{V,X,Y} = (\text{id}_X \otimes \varphi_{V,Y}) \circ \alpha_{X,Y,V} \circ (\varphi_{V,X} \otimes \text{id}_Y). \quad (A.1)
\]

- morphisms: a morphism from \((V, \varphi_{V,-})\) to \((W, \varphi_{W,-})\) is a morphism \(f : V \to W\) in \(\mathcal{D}\) such that for each object \(X \in \mathcal{D}\) we have (see Figure 3(c))

\[
(\text{id}_X \otimes f) \circ \varphi_{V,X} = \varphi_{W,X} \circ (f \otimes \text{id}_X). \quad (A.2)
\]
Define a tensor product $\otimes$ on $\mathcal{Z}(\mathcal{D})$ by $(V,\varphi_{V,-}) \otimes (W,\varphi_{W,-}) := (V \otimes W,\varphi_{V \otimes W,-})$, where $\varphi_{V \otimes W,-}$ is given for objects $X \in \mathcal{D}$ by (see Figure 3 (d))

$$\varphi_{V \otimes W,X} := \alpha_{X,V,W} \circ (\alpha_{V,X,W} \otimes \text{id}_W) \circ (\varphi_{V,X} \otimes \text{id}_W) \circ (\varphi_{W,X} \otimes \alpha_{V,W,X}).$$

Define a braiding $c$ on $\mathcal{Z}(\mathcal{D})$ by $c(V,\varphi_{V,-},W,\varphi_{W,-}) := \varphi_{V,W}$. This turns $\mathcal{Z}(\mathcal{D})$ into a braided monoidal category [Maj95]. Note that the forgetful functor $U : \mathcal{Z}(\mathcal{D}) \rightarrow \mathcal{D}$, $(V,\varphi_{V,-}) \mapsto V$, $f \mapsto f$ is strictly monoidal.

Next we define (co-)algebras and modules within a monoidal category. The tensor algebras $\mathcal{T}(F)$ used in Sections 2 and 4, as well as the Frobenius algebras $A$ in rational CFT (see e.g. Remark 3.1) are of this kind. If one applies the definition below to the category of vector spaces one obtains the usual notions of algebras and modules over a field.

**Definition A.2.** Let $(\mathcal{C}, \otimes, \mathbb{1}, \alpha, \lambda, \rho)$ be a monoidal category.

(i) An algebra in $\mathcal{C}$ is a triple $(A,\mu,\eta)$ consisting of an object $A$ in $\mathcal{C}$ and morphisms $\mu : A \otimes A \rightarrow A$ (multiplication), $\eta : \mathbb{1} \rightarrow A$ (unit), such that (see Figure 4 (a))

$$\mu \circ (\mu \otimes \text{id}_A) = \mu \circ (\text{id}_A \otimes \mu) \circ \alpha_{A,A,A},$$

(A.5)

$$\mu \circ (\eta \otimes \text{id}_A) \circ \lambda_A^{-1} = \text{id}_A = \mu \circ (\text{id}_A \otimes \eta) \circ \rho_A^{-1}.$$

A morphism of algebras from $(A,\mu_A,\eta_A)$ to $(B,\mu_B,\eta_B)$ is a morphism $f : A \rightarrow B$ such that $\mu_B \circ (f \otimes f) = f \circ \mu_A$ and $f \circ \iota_A = \iota_B$.

The opposite algebra $A^{op} = (A,\mu^{op},\eta)$ has multiplication $\mu^{op} := \mu \circ c_{A,A}$. 
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(ii) A coalgebra in $\mathcal{C}$ is a triple $(A, \Delta, \epsilon)$ consisting of an object $A$ in $\mathcal{C}$ and morphisms $\Delta : A \to A \otimes A$ (comultiplication), $\epsilon : A \to 1$ (counit), such that

\begin{align*}
\alpha_{A,A,A} \circ (\Delta \otimes \text{id}_A) \circ \Delta &= (\text{id}_A \otimes \Delta) \circ \Delta, \\
\lambda_A \circ (\epsilon \otimes \text{id}_A) \circ \Delta &= \text{id}_A = \rho_A \circ (\text{id}_A \otimes \epsilon) \circ \Delta.
\end{align*}

(A.6)

A morphism of coalgebras from $(A, \Delta_A, \epsilon_A)$ to $(B, \Delta_B, \epsilon_B)$ is a morphism $f : A \to B$ such that $\Delta_A \circ f = (f \otimes f) \circ \Delta_B$ and $\epsilon_A \circ f = \iota_B$.

(iii) Let $(A, \mu, \eta)$ be an algebra in $\mathcal{C}$. An $A$-(left) module is a pair $(M, m)$ where $M$ is an object in $\mathcal{C}$ and $m : A \otimes M \to M$ is a morphism such that

\begin{align*}
m \circ (\text{id}_A \otimes m) \circ \alpha_{A,A,M} &= m \circ (\mu \otimes \text{id}_M), \\
m \circ (\eta \otimes \text{id}_M) &= \lambda_M.
\end{align*}

(A.7)

A morphism of $A$-modules from $(M, m)$ to $(M', m')$ is a morphism $f : M \to M'$ in $\mathcal{C}$ such that $f \circ m = m' \circ (\text{id}_A \otimes f)$.

Similarly, one defines an $A$-right module.

For an algebra $(A, \mu, \eta)$ in $\mathcal{C}$, the category $A\text{-Mod}_\mathcal{C}$ consists of $A$-modules and $A$-module-morphisms in $\mathcal{C}$.

Tensor algebras in a braided category are algebras and coalgebras simultaneously. In fact, the tensor algebra becomes a bialgebra and even a Hopf algebra. The definition of bialgebras and Hopf algebras involves a choice related to the braiding as we recall now.
Definition A.3. Let \((\mathcal{C}, \otimes, \mathbb{1}, \alpha, \lambda, \rho, c)\) be a braided monoidal category.

(i) A bialgebra in \(\mathcal{C}\) is a tuple \((A, \mu, \eta, \Delta, \varepsilon)\) such that \((A, \mu, \eta)\) is an algebra and \((A, \Delta, \varepsilon)\) a coalgebra in \(\mathcal{C}\) and such that \(\Delta, \varepsilon\) are morphisms of algebras in the sense that the conditions in Figure 4(b) hold.

(ii) A Hopf algebra in \(\mathcal{C}\) is a tuple \((H, \mu, \eta, \Delta, \varepsilon, S)\), where \((H, \mu, \eta, \Delta, \varepsilon)\) is a bialgebra in \(\mathcal{C}\) and \(S\) is a morphism \(H \to H\) satisfying the conditions in Figure 4(c) (see, e.g. [Maj95, Sect. 2]).

Given an algebra \(A\) in \(\mathcal{Z}(\mathcal{C})\), by a slight abuse of notation we will denote the category of \(U(A)\)-modules in \(\mathcal{C}\) by \(A\)-Mod \(\mathcal{C}\), instead of \(U(A)\)-Mod \(\mathcal{C}\). If \((A, \mu, \eta, \Delta, \varepsilon)\) is a bialgebra in \(\mathcal{Z}(\mathcal{D})\), then we equip \(A\)-Mod \(\mathcal{D}\) with a tensor product: For \(A\)-modules \((M_1, m_1), (M_2, m_2)\), define

\[
(M_1, m_1) \otimes (M_2, m_2) := (M_1 \otimes M_2, (m_1 \otimes m_2) \circ (\text{id}_A \otimes \varphi_{A,M_1} \otimes \text{id}_{M_2}) \circ (\Delta \otimes \text{id}_{M_1 \otimes M_2})).
\]

This turns \(A\)-Mod \(\mathcal{D}\) into a monoidal category.

In rational CFT, the category of topological defects is given by the category of bi-modules over an algebra (see Remark 3.1). We need this notion, in particular, in our treatment of the compactified free boson in Section 6.

Definition A.4. Let \((\mathcal{C}, \otimes, \mathbb{1}, \alpha, \lambda, \rho)\) be a monoidal category and \((A, \mu, \eta)\) an algebra in \(\mathcal{C}\). An \(A\mid A\)-bimodule is a triple \((X, m_l, m_r)\) consisting of an object \(X\) of \(\mathcal{C}\) and morphisms \(m_l: A \otimes X \to X\) and \(m_r: X \otimes A \to X\) such that \((X, m_l)\) is a left \(A\)-module and \((X, m_r)\) is a right \(A\)-module and

\[
m_r \circ (m_l \otimes \text{id}_A) = m_l \circ (\text{id}_A \otimes m_r) \circ \alpha_{A,X,A},
\]

in other words, \(m_r\) is a left module morphism and \(m_l\) is a right module morphism. Denote by \(A\text{-Mod}_{\mathcal{C}}A\) the category of \(A\mid A\)-bimodules in \(\mathcal{C}\) with morphisms given by simultaneous right and left module morphisms.

Let \(\mathcal{C}\) be an abelian monoidal category with right-exact tensor product. Then the category \(A\text{-Mod}_{\mathcal{C}}A\) is abelian (this can for example be seen using Proposition 2.5, cf. the proof of Proposition 6.4 in Appendix A.5). For \(A\mid A\)-bimodules \((X, m_l, m_r)\) and \((X', m'_l, m'_r)\), let \((\text{cok}_{X,X'}, X \otimes_A X')\) be a choice of cokernel for the morphism

\[
l - r : X \otimes A \otimes X' \to X \otimes X',
\]

where

\[
l := m_r \otimes \text{id}_{X'} \quad \text{and} \quad r := \text{id}_X \otimes m'_l.
\]

Here, \(X \otimes A \otimes X'\) and \(X \otimes X'\) are considered as \(A\mid A\)-bimodules with actions \(m_l \otimes \text{id}_A \otimes \text{id}_{X'}, \text{id}_X \otimes \text{id}_A \otimes m'_r, \text{id}_X \otimes m_l, \text{id}_X \otimes m'_r\). Define associativity constraints \(\tilde{\alpha}_{X,Y,Z}\) as the
unique morphisms making the diagrams

\[
(X \otimes Y) \otimes Z \xrightarrow{\text{cok}_X Y \otimes \text{id}_Z} (X \otimes_A Y) \otimes Z \xrightarrow{\text{cok}_X Z} (X \otimes_A Y) \otimes_A Z \quad (A.11)
\]

\[
X \otimes (Y \otimes Z) \xrightarrow{\text{id}_X \otimes \text{cok}_Y Z} X \otimes (Y \otimes_A Z) \xrightarrow{\text{cok}_X Z} X \otimes_A (Y \otimes_A Z) \quad (\bar{A}.X, Y, Z)
\]

commute. This turns \( A \text{-Mod}_c \text{-A} \) into a (non-strict) monoidal category with right-exact tensor product \( \otimes_A \). The monoidal structure is independent of the choices of cokernels up to canonical isomorphism.

**A.2. Commutation condition (3.29) implies conservation condition (3.31)**

In this appendix we use the notation set up in Section 3 and in particular \( \psi^\pm, \Phi \) as introduced in Section 3.5.

Since \( H_0 \) is the generator of translations along the \( y \)-axis, commuting \( H_0 \) past a defect circle gives a derivative with respect to the position of the defect circle.\(^{13}\)

\[
[H_0, \mathcal{O}(C_{\varepsilon - \nu}^X (x_1, \ldots, x_n)) (\psi^{\rho_1}, \ldots, \psi^{\rho_n})]) = \frac{\partial}{\partial \nu} \mathcal{O}(C_{\varepsilon - \nu}^X (x_1, \ldots, x_n)) (\psi^{\rho_1}, \ldots, \psi^{\rho_n}) , \quad (A.12)
\]

where \( \rho_i \in \{\pm 1\} \). Since \( \mathcal{L}_{-1} \psi^+ = 0 \), if \( \psi^+ \) is inserted at a point \( x + iy \), then the operator \( \mathcal{O}(...) \) for that cylinder will be annihilated by \( \frac{\partial}{\partial \nu} = \frac{i}{2} (\partial_x + i \partial_y) \). If \( \psi^- \) is inserted at \( x + iy \), the operator \( \mathcal{O}(...) \) will be annihilated by \( \partial = \frac{i}{2} (\partial_x - i \partial_y) \). We can therefore trade the derivative with respect to \( \nu \) in (A.12) for a derivative \( i \frac{\partial}{\partial x} \) for each \( \psi^+ \), and for a derivative \( -i \frac{\partial}{\partial x} \) for each \( \psi^- \). Altogether,

\[
[H_0, \mathcal{O}(C_{\varepsilon x_1, x_2}^X (x_1, \ldots, x_n)) (\psi^{\rho_1}, \ldots, \psi^{\rho_n})]) = \left( i^{\rho_1} \frac{\partial}{\partial x_1} + \cdots + i^{\rho_n} \frac{\partial}{\partial x_n} \right) \mathcal{O}(C_{\varepsilon x_1, x_2}^X (x_1, \ldots, x_n)) (\psi^{\rho_1}, \ldots, \psi^{\rho_n}) . \quad (A.13)
\]

Next we look at a regulated version of the multiple integrals. Define, for some \( \delta > 0 \),

\[
U(n, \delta) := \{(x_1, \ldots, x_n) \in (0, L - \delta)^n \mid x_j + \delta < x_{j+1} \text{ for } j = 1, 2, \ldots, n - 1 \} . \quad (A.14)
\]

Now we define the regulated multiple integrals in analogy with \( (3.10) \).

\[
\epsilon_{n, \delta}^{\rho_1, \ldots, \rho_n} = \int_{U(n, \delta)} f_n^{\rho_1, \ldots, \rho_n}(x_1, \ldots, x_n) \, d^n x , \quad (A.15)
\]

\(^{13}\) The commutators involving \( H_0 \) here and below might be understood as \( (H_0 \psi', \mathcal{O}(\ldots) \nu) - (\mathcal{O}(\ldots) \psi', H_0 \nu) = \ldots \) for all \( \nu, \nu' \in \mathcal{F} \) (\( H_0 \) is unbounded, in general; recall that we supposed that \( \mathcal{O}(\ldots) \) is bounded).

\(^{14}\) The partial derivatives with respect to \( y \) are orthogonal to the defect line and require a local deformation of the defect line. This is allowed as the defect line is topological.
where \( f^{\rho_1 \ldots \rho_n}_n(x_1, \ldots, x_n) \) is as in (3.9). Of course, by the assumption that the function 
\((x_1, \ldots, x_n) \mapsto \langle \nu', f^{\rho_1 \ldots \rho_n}_n(x_1, \ldots, x_n)\nu \rangle\) be integrable for all \( \nu, \nu' \in \mathcal{F} \), these integrals are well-defined even if we set \( \delta \) to zero. However, the right-hand-side of (A.13) is not integrable, in general. After this preparation, we can conclude from (A.13) that

\[
[H_0, e^{\rho_1 \ldots \rho_n}_n] = \sum_{k=1}^{n} i^{\rho_k} \int_{U(n,\delta)} \frac{\partial f^{\rho_1 \ldots \rho_n}_n(x_1, \ldots, x_n)}{\partial x_k} \, d^n x. \tag{A.16}
\]

We note for later use that

\[
[H_0, e_{0,\delta}] = 0 \quad \text{and} \quad \lim_{\delta \to 0} [H_0, e^{\rho_1 \ldots \rho_n}_{1,\delta}] = 0, \tag{A.17}
\]

where the equality for \( n = 0 \) follows as there are no insertions on the topological defect \( X \), and the equality for \( n = 1 \) is immediate from (A.16) and periodicity of \( f^1_1 \). In the following we will assume that

\[
n \geq 2. \tag{A.18}
\]

For \( 1 \leq k \leq n \) let

\[
U(n, k, \delta) := \{(x_1, \ldots, \widehat{x_k}, \ldots, x_n) \in (0, L - \delta)^{n-1} \mid x_j + \delta < x_{j+1} \text{ for } j = 1, \ldots, k-1, k, \ldots, n-1; x_{k-1} + 2\delta < x_{k+1}\},
\]

where we set \( x_0 := -\delta, x_{n+1} := L \) and where \( \widehat{\cdot} \) means omission of the respective element(s). Together with (A.16) we obtain

\[
[H_0, e^{\rho_1 \ldots \rho_n}_{n,\delta}] = \sum_{k=1}^{n} i^{\rho_k} \int_{U(n,\delta)} f^{\rho_1 \ldots \rho_n}_n(\ldots, x_{k-1}, x_k + \delta, x_{k+1}, \ldots) \, d^{n-1} x
- \sum_{k=1}^{n} i^{\rho_k} \int_{U(n,\delta)} f^{\rho_1 \ldots \rho_n}_n(\ldots, x_{k-1}, x_k + \delta, x_{k+1}, \ldots) \, d^{n-1} x. \tag{A.20}
\]

The omissions "\( \cdots \)" stand for the arguments of \( f \) which remained unmodified with respect to (A.16). The arguments \( x_{k-1} \) and \( x_{k+1} \) are absent for \( k = 1 \) and \( k = n \), respectively. Now, using \( (k = 1, \ldots, n-1)\)

\[
\int_{U(n,\delta)} f^{\rho_1 \ldots \rho_n}_n(\ldots, x_{k-1}, x_k + \delta, x_{k+2}, \ldots) \, d^{n-1} x
\equal{} \int_{U(n,\delta)} f^{\rho_1 \ldots \rho_n}_n(\ldots, x_{k-1}, x_{k+1} - \delta, x_{k+2}, \ldots) \, d^{n-1} x,
\tag{A.21}
\]

shift the summation variable \( k \sim k+1 \) in the second sum of (A.20) and combine the last term in the first sum and the first term in the second sum. This yields

\[
[H_0, e^{\rho_1 \ldots \rho_n}_{n,\delta}] = i^{\rho_n} \int_{U(n,\delta)} f^{\rho_1 \ldots \rho_n}_n(\ldots, x_{n-1}, L - \delta) \, d^{n-1} x
- i^{\rho_1} \int_{U(n,\delta)} f^{\rho_1 \ldots \rho_n}_n(0, x_{n}, \ldots) \, d^{n-1} x
+ \sum_{k=1}^{n-1} \int_{U(n,\delta)} (i^{\rho_k} - i^{\rho_{k+1}}) f^{\rho_1 \ldots \rho_n}_n(\ldots, x_{k-1}, x_{k+1} - \delta, x_{k+1}, \ldots) \, d^{n-1} x. \tag{A.22}
\]
Observe that
\[
\int_{U(n,n,\delta)} f_n^{p_2,\ldots,p_n}(\ldots,x_{n-1},L-\delta)\; d^{n-1}\mathbf{x} = \int_{U(n,1,\delta)} f_n^{p_1,\ldots,p_n}(0,x_2,\ldots)\; d^{n-1}\mathbf{x} \quad \text{(A.23)}
\]
by invariance of the theory under translations by \(\delta\) in \(x\)-direction. Hence, the sum over \(\rho_1,\ldots,\rho_n \in \{\pm 1\}\) of the first two terms in (A.22) vanishes. Let \(\psi \equiv \psi^\tau + \psi^-\), and abbreviate \(f_n^{p_1,\ldots,p_n}(x_1,\ldots,x_n)\) by \(\mathcal{O}(\psi_{\rho_1},\ldots,\psi_{\rho_n})\). Consider the sum over \(\rho_1,\ldots,\rho_n \in \{\pm 1\}\) of the integrand in the sum over \(k\) in (A.22). If \(\rho_k = \rho_{k+1}\) the prefactor is zero, so that we are left with
\[
\sum_{\rho_1,\ldots,\rho_n \in \{\pm 1\}} (i^{\rho_k} - i^{\rho_k+1}) f_n^{p_1,\ldots,p_n}(\ldots,x_{k-1},x_{k+1} - \delta,x_{k+1},\ldots) \\
= 2i \left( \mathcal{O}'(\psi,\ldots,\psi,\psi^+,\psi^-,\psi^+\psi^-) - \mathcal{O}'(\psi,\ldots,\psi,\psi^+,\psi^-) \right),
\]
where \(\psi^\pm\) are inserted in the \(k\)'th and \((k+1)\)'st argument. The corresponding insertion points are \(x_{k+1} - \delta\) and \(x_{k+1}\). These two points approach each other for \(\delta \to 0\). Note that the OPE of \(\psi^+\) with \(\psi^-\) is regular. For this reason we will assume that (A.24) is dominated, uniformly in \(\delta\), by an integrable function. Hence, we may interchange integration and the \(\delta \to 0\) limit, so that we can apply (3.29). We can now write:
\[
[H_0, e_{\varepsilon_1,\varepsilon_2;n}^X(\psi)] = \lim_{\delta \to 0} \sum_{\rho_1,\ldots,\rho_n \in \{\pm 1\}} [H_0, e_{\rho_1,\ldots,\rho_n}^{p_1,\ldots,p_n}]
\]
\[
= 2i \lim_{\delta \to 0} \sum_{k=1}^{n-1} \int_{U(n,k,\delta)} \left( \mathcal{O}'(\psi,\ldots,\psi,\psi^+,\psi^-,\psi\ldots) \right) d^{n-1}\mathbf{x}
\]
\[
\int_{U(n-2,0)} \left( \mathcal{O}(C_{\varepsilon_1,\varepsilon_2,\varepsilon_2}(y; x_1,\ldots,x_{n-2}))(\Phi;\psi,\ldots,\psi) \right) d^{n-2}\mathbf{x},
\]
where \(x_{\varepsilon_2,\varepsilon_2+1}\) stands for omitting the \(k\)'th and \((k+1)\)'st argument and
\[
U_k := \{(x_1,\ldots,x_{k+1},\ldots,x_n) \in \mathbb{R}^n \; | \; 0 < x_1 < \cdots < x_{k+1} < \cdots < x_n < L \}.
\]
Under the assumption that the \(\varepsilon_1,\varepsilon_2 \to 0\) limit exists, this shows that
\[
[H_0, \lim_{\varepsilon_1,\varepsilon_2 \to 0} e_{\varepsilon_1,\varepsilon_2;n}^X(\psi)] = 2i[H_{\text{int}}, \lim_{\varepsilon_1,\varepsilon_2 \to 0} e_{\varepsilon_1,\varepsilon_2;n-2}^X(\psi)],
\]
(A.27)
where $H_{\text{int}}$ was defined in (3.28). To complete the argument that condition (3.29) implies the commutator (3.31), we compute

\[
[H_{\text{per}}(\Psi; -2i\lambda^2), O(X, \psi; \lambda)] = \sum_{n=0}^{\infty} \lambda^n [H_{\text{int}}, \lim_{\epsilon_1, \epsilon_2 \to 0} e^{X_{\epsilon_1, \epsilon_2} e^{X_{\epsilon_1, \epsilon_2}} (\psi)] - 2i \sum_{n=0}^{\infty} \lambda^{n+2} [H_{\text{int}}, \lim_{\epsilon_1, \epsilon_2 \to 0} e^{X_{\epsilon_1, \epsilon_2} e^{X_{\epsilon_1, \epsilon_2}} (\psi)] (A.28)
\]

\[
\leq 2i \sum_{n=2}^{\infty} \lambda^n [H_{\text{int}}, \lim_{\epsilon_1, \epsilon_2 \to 0} e^{X_{\epsilon_1, \epsilon_2} e^{X_{\epsilon_1, \epsilon_2}} (\psi)] - 2i \sum_{n=0}^{\infty} \lambda^{n+2} [H_{\text{int}}, \lim_{\epsilon_1, \epsilon_2 \to 0} e^{X_{\epsilon_1, \epsilon_2} e^{X_{\epsilon_1, \epsilon_2}} (\psi)] = 0 ,
\]

where (*) follows from (A.17) and (A.27).

A.3. The algebras $E(\mathfrak{g}; X)$

Let $\mathfrak{g}$, $X$ be finite dimensional vector spaces. Define $E_0 = E_0(\mathfrak{g}; X)$ as the algebra freely generated by elements of $\mathfrak{g}$ as commuting variables and elements of $X$ as non-commuting variables (modulo linear relations), i.e.,

\[
E_0(\mathfrak{g}; X) := T(\mathfrak{g} \oplus X)/I ,
\]

where $T(\mathfrak{g} \oplus X)$ denotes the tensor algebra of $\mathfrak{g} \oplus X$ and $I$ is the ideal generated by $\{ h \otimes h' - h' \otimes h \mid h, h' \in \mathfrak{g} \}$. Fix some norm $\| \cdot \|$ on $\mathfrak{g} \oplus X$. For $r > 0$ define $\| \cdot \|_r$ as the norm on $E_0$ given by

\[
\| y \|_r := \inf \left\{ \sum_{n \in \mathbb{N}} r^n \sum_{i=1}^{m_n} \| y_{n,i,j} \| \mid y = \sum_{n \in \mathbb{N}} \sum_{i=1}^{m_n} \sum_{j=1}^{n} y_{n,i,j} \otimes I \right\} (A.30)
\]

for $y \in E_0$, and where $y_{n,i,j} \in \mathfrak{g} \oplus X$ denotes the $j$'th tensor factor in a decomposition of the homogeneous component of $y$ in $(\mathfrak{g} \oplus X)^{\otimes n}$ into a sum of $m_n$ pure tensors. The norm $\| y \|_r$ can be understood as a weighted sum of projective cross norms.

The algebra $E_0$ is graded by the number of elements of $X$, i.e.,

\[
E_0 \cong \bigoplus_{n \in \mathbb{N}} E_0^{(n)} ,
\]

where $E_0^{(0)} := S(\mathfrak{g}) = T(\mathfrak{g})/I$,

\[
E_0^{(n+1)} := S(\mathfrak{g}) \otimes X \otimes E_0^{(n)} . (A.31)
\]

Let $E^{(n)}$ be the completion of $E_0^{(n)}$ with respect to the family of norms $\| \cdot \|_r$, $r > 0$. Note, for example, that $E^{(1)}$ is bigger than $E^{(0)} \otimes X \otimes E^{(0)}$ since it includes convergent sums of the form $\sum_{n} e_n \otimes x \otimes f_n$ for fixed $x \in X$.

Clearly, the completion does not depend on the initial choice of norm $\| \cdot \|$ on $\mathfrak{g} \oplus X$: if $c, C > 0$ are such that $c \| x \| \leq \| x \| \leq C \| x \|'$ for all $x \in \mathfrak{g} \oplus X$ (all norms on the finite dimensional space $\mathfrak{g} \oplus X$ are equivalent), then $\| a \|_r \leq \| a \|$ holds for all $a \in E_0$.

Define

\[
E(\mathfrak{g}; X) := \bigoplus_{n \in \mathbb{N}} E^{(n)} . (A.32)
\]
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Denote the algebra $E(Ch_1 \oplus \cdots \oplus Ch_m; Cx_1 \oplus \cdots \oplus Cx_m)$ by $E(h_1, \ldots, h_m; x_1, \ldots, x_m)$.

Note that the multiplication on $E_0$ is continuous, since $\|a \otimes b\|_r \leq \|a\|_r \cdot \|b\|_r$, for all $a, b \in E_0$ (and since it respects the grading $E_0 \cong \bigoplus_{n \in N} E_0^{(n)}$). Hence, it extends to a continuous multiplication on the grade-wise completion and turns $E(\mathfrak{h}; X)$ into a topological algebra.

**Remark A.5.** The above completion may seem artificial, but it is in fact quite natural: the algebra $E(h_1, \ldots, h_m)$ is isomorphic to the algebra of entire complex analytic functions in $m$ variables with the topology of uniform convergence on compact sets. To demonstrate this, we first note two elementary facts.

- An entire complex analytic function is the same as a series

$$f(z_1, \ldots, z_m) = \sum_{\alpha \in \mathbb{N}^m} f_\alpha \cdot z^\alpha,$$

where $f_\alpha \in \mathbb{C}$ and $z^\alpha := z_1^{\alpha_1} \cdots z_m^{\alpha_m}$ such that for all $r > 0$ the series $\|f\|^r := \sum_{\alpha \in \mathbb{N}^m} |f_\alpha| \cdot r^{\alpha}$ converges (here, $|\alpha| := \alpha_1 + \cdots + \alpha_m$). This is because if $\|f\|^r = \infty$ for some $r > 0$, then for each $N \in \mathbb{N}$ there is $n > N$ and $\alpha \in \mathbb{N}^n$ such that $|f_\alpha| r^n \geq 2^{-n}$, i.e., $|f_\alpha| (2r)^n \geq 1$. Hence, the series $f(2r, \ldots, 2r)$ does not converge in $\mathbb{C}$, a contradiction.

- The topology of uniform convergence on compact sets is induced by the family of norms $\|\cdot\|^r_{\infty}$, $r > 0$: From $\lim_n \|f_n - f\|^r_{\infty} = 0$ it follows that $(f_n)$ converges uniformly to $f$ on the compact set $\{z \in \mathbb{C}^m | |z_i| \leq r\}$. On the other hand, if a sequence $(f_n)$ converges uniformly to $f$ on the set $\{z \in \mathbb{C}^m | |z_i| \leq 2r\}$, then for every $\varepsilon > 0$ there is $N \in \mathbb{N}$ such that $\|f_n - f\|_{\infty} < \varepsilon$ for all $n > N$. With Cauchy’s integral formula for the Taylor series coefficients $(f_n - f)_\alpha$ of $f_n - f$, i.e., $(f_n - f)_\alpha = \frac{1}{(2\pi i)^m} \int |z_i| = 2r \frac{f_n(z) - f(z)}{z_n = \prod_{j=1}^n (z_j - a_j)} \, dz$, one sees that $|(f_n - f)_\alpha| \leq \frac{\varepsilon}{(2r)^\alpha}$ for all $n > N$. This implies $\lim_n \|f_n - f\|^r_{\infty} = 0$.

Then denote by $\Phi$ the algebra map from $E_0(h_1, \ldots, h_m)$ to the algebra of entire complex analytic functions in $m$ variables determined by

$$\Phi(h_{i_1} \cdots \otimes h_{i_k} + I) = z_{i_1} \cdots z_{i_k}.$$

If we choose the norm $\|\cdot\|$ on $\mathfrak{h}$ such that $\|h\| := \|\Phi(h)\|_1$ for all $h \in \mathfrak{h}$, then by (A.30) we have $\|y\|_r \leq \|\Phi(y)\|_r$ for all $y \in E_0$. On the other hand, $\|\Phi(y)\|_r \leq \|y\|_r$, since if $y = \sum_{n \in \mathbb{N}} \sum_{i=1}^{m_n} \alpha_n^{(i)} y_{n,i}$, then

$$\|\Phi(y)\|_r = \left\| \sum_{n \in \mathbb{N}} \sum_{i=1}^{m_n} \prod_{j=1}^n \Phi(y_{n,i,j}) \right\|_r \leq \sum_{n \in \mathbb{N}} \sum_{i=1}^{m_n} \prod_{j=1}^n \|\Phi(y_{n,i,j})\|_r = \sum_{n \in \mathbb{N}} \sum_{i=1}^{m_n} \prod_{j=1}^n \|y_{n,i,j}\|_r.$$

In the second step, submultiplicativity of $\|\cdot\|_r$ was used ($\|f \cdot y\|_r \leq \|f\|_r \cdot \|y\|_r$). Together with the fact that the algebra of entire complex analytic functions is complete with respect to the topology of uniform convergence on compact sets (by Morera’s theorem, uniform limits of holomorphic functions are holomorphic), one finds that $\Phi$ extends to an isomorphism of topological algebras.
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The above remark implies in particular that $e^{hh}$ is an element of $\mathcal{E}(h; 0)$; this will be important in the definition of the quantum groups $\check{U}_h(\mathfrak{sl}_2)$ and $\check{U}_h(L\mathfrak{sl}_2)$.

We need the following result only for $\mathfrak{h}$ acting diagonally on a vector space $V$. Since it does not make much more effort, we prove it for $\mathfrak{h}$ acting locally finitely. By this we mean that $\dim \text{span}\{h.v \mid h \in \mathfrak{h}\} < \infty$ for each $v \in V$.

**Proposition A.6.** Let $V$ be a representation of $\mathcal{E}_0(\mathfrak{h}; X)$ in which $\mathfrak{h}$ acts locally finitely. There exists a unique extension to a representation of $\mathcal{E}(\mathfrak{h}; X)$ such that for all $\varphi \in V^*$ and $v \in V$, the function $\mathcal{E}(\mathfrak{h}; X) \to \mathbb{C}$, $x \mapsto \varphi(x.v)$, is continuous.

**Proof.** Denote the action of $\mathcal{E}_0$ on $V$ by $\rho$. We need to define an action $\tilde{\rho}$ of $\mathcal{E}(\mathfrak{h}; X)$ on $V$. As $\mathcal{E}(\mathfrak{h}; X)$ is the direct sum of $\mathcal{E}^{(n)}$'s, it suffices to define $\tilde{\rho}$ for elements of $\mathcal{E}^{(n)}$. Fix $v \in V$. As $X$ is finite dimensional and $\mathfrak{h}$ acts locally finitely, the subspace $\rho(\mathcal{E}_0^{(n)}).v \subseteq V$ is finite dimensional. Let $\|\cdot\|_v$ be any norm on $\rho(\mathcal{E}_0^{(n)}).v$. There is $r > 0$ such that $\|\rho(h).w\|_v < r \|h||w\|_v = \|h||w\|_v$ holds for all $h \in \mathfrak{h}$ and $w \in \rho(\mathcal{E}_0^{(n)}).v$ and $\|\rho(x).w\|_v < \|x||w\|_v$ holds for all $x \in X$ and $w \in \rho(\mathcal{E}_0^{(n)}).v$. This is true because $\mathfrak{h} \oplus X$ and $\rho(\mathcal{E}_0^{(n)}).v$ are finite dimensional. With (A.30) it follows that $\|\rho(a).w\|_v < \|a||w\|_v$ for all $a \in \mathcal{E}_0^{(n)}$ and $w \in \rho(\mathcal{E}_0^{(n)}).v$. Let $(y_i)_{i \in I}$ be a Cauchy net in $\mathcal{E}_0^{(n)}$ approximating $y$. Then $\|\rho(y_i - y_j).v\|_v < \|y_i - y_j\|_v \|v\|_v$ for all $i, j \in I$ and this means that $(\rho(y_i).v)_{i \in I}$ is a Cauchy net in $\mathcal{E}_0^{(n)}$. Define $\tilde{\rho}(y).v := \lim_{i \in I} \rho(y_i).v$.

Since $\rho(\mathcal{E}_0^{(n)}).v$ is finite-dimensional it is closed, and hence also $\tilde{\rho}(y).v \in \rho(\mathcal{E}_0^{(n)}).v$. Continuity of $y \mapsto \varphi(\rho(y).v)$ follows from the continuity of $y \mapsto \tilde{\rho}(y).v$ with respect to the $\|\cdot\|_v$-norm and since $\varphi(-)$ is linear and hence continuous on the finite-dimensional space $\rho(\mathcal{E}_0^{(n)}).v$. Uniqueness is clear from $\tilde{\rho}(y).v = \lim_{i \in I} \rho(y_i).v$ together with the fact that on $\rho(\mathcal{E}_0^{(n)}).v$, the forms $\varphi(-)$ are continuous and separate points.

Define the tensor product $\otimes$ by

\[
\mathcal{E}(\mathfrak{h}; X) \otimes \mathcal{E}(\mathfrak{h}'; X') := \mathcal{E}(\mathfrak{h} \oplus \mathfrak{h}'; X \oplus X')/J,
\]

where $J$ is the closure of the ideal generated by all elements $aa' - a'a \in \mathcal{E}(\mathfrak{h} \oplus \mathfrak{h}'; X \oplus X')$ for $a \in \mathfrak{h} \oplus X$ and $a' \in \mathfrak{h}' \oplus X'$.

**Remark A.7.** Any linear homogeneous (with respect to the grading (A.32)) map $f : \mathfrak{h} \oplus X \to \mathcal{E}(\mathfrak{h}'; X')$ extends uniquely to a continuous algebra homomorphism $f : \mathcal{E}(\mathfrak{h}; X) \to \mathcal{E}(\mathfrak{h}'; X')$ (which is necessarily grade-preserving). To see this, let $f|_{\mathcal{E}_0}$ be the unique extension of $f$ to $\mathcal{E}_0$, choose some norm $\|\cdot\|$ on $\mathfrak{h} \oplus X$, let $r > 0$ be a positive real number and let $C > 0$ be such that $\|f(x)||_r \leq C \cdot \|x\|$ holds for all $x \in \mathfrak{h} \oplus X$. Then, by definition of $\|\cdot\|$ and $\|\cdot\|_r$, $\|f|_{\mathcal{E}_0}(x)||_r \leq \|x\|_C$ holds true for any $x \in \mathcal{E}_0(\mathfrak{h}; X)$. Hence, $f|_{\mathcal{E}_0}$ is continuous. The claim follows as $f|_{\mathcal{E}_0}$ is homogeneous and the homogeneous components of $\mathcal{E}(\mathfrak{h}'; X')$ are complete. It follows that the coproducts in Definition 5.4 are well-defined continuous homomorphisms $\Delta : \mathcal{E} \to \mathcal{E} \otimes \mathcal{E}$.

In order to avoid the effort of introducing $\mathcal{E}(\mathfrak{h}, X)$ for the definition of $\check{U}_h$ (see Definition 5.4), it would be tempting to work with just $U_q$ (see Definition 6.10), but to be able to
consider representations of \( U_q \) as representations of \( \mathfrak{h} \) (e.g. Theorem 5.7), we would need to fix “logarithms” for the action of the generator “\( k \)” related to the braiding. As long as one is only concerned with finite dimensional representations, the only eigenvalues of \( k \) are of the form \( q^n \) for some \( n \in \mathbb{Z} \). So if \( q \) is not a root of unity, there is a canonical “logarithm” for \( k \). But the representations underlying the “\( Q \) operators” are infinite dimensional. Also, we do not a priori want to exclude the root of unity case. Hence, we prefer choosing a “logarithm” for \( k \) by introducing a generator \( h \) and letting \( k = e^{h} \) (as done in [BLZ99]). But the exponential series \( e^{h} \) is not an element of the algebra generated by \( h \). Hence we need to complete with respect to a suitable topology. In [Dr86, Ex. 6.2], Drinfeld defines \( U_h \) with primitive Cartan-like generators \( h \), but with \( h \) being a formal parameter instead of a complex number. In [EFK98, Ch. 6.2] one finds a version of \( U_q \) with \( q \) being a number and with generators “\( q^h \), \( h \in \mathfrak{h} \)”, but without any specified topology (otherwise \( h \) should be recovered as a limit). We are not aware of a version of Drinfeld’s quantum group with numerical parameter in the literature.

A.4. Proof of Theorem 5.5

Let \( U_q(Ls_{\mathfrak{sl}_2}) \) be as in Definition 6.10. We will reduce the statement to commutativity of \( \text{Rep}^\text{fd}(U_q(Ls_{\mathfrak{sl}_2})) \), which is known from [FR99, Corollary 2]. We will abbreviate \( U_q := U_q(Ls_{\mathfrak{sl}_2}) \) and \( \hat{U}_h := \hat{U}_h(Ls_{\mathfrak{sl}_2}) \).

The Hopf algebra homomorphism \( U_q \to \hat{U}_h \) determined by

\[
  k_j \mapsto e^{h}k_j, \quad e_j^\pm \mapsto e_j^\pm, \quad (j = 0, 1)
\]

(A.37)
gives rise to an exact monoidal functor \( \mathcal{G} : \text{Rep}^\text{fd}(\hat{U}_h) \to \text{Rep}^\text{fd}(U_q) \), which descends to a ring homomorphism \( g : K_0(\text{Rep}^\text{fd}(\hat{U}_h)) \to K_0(\text{Rep}^\text{fd}(U_q)) \).

Note that the only eigenvalues of \( k_0 \) in a finite dimensional module are of the form \( q^n \), \( n \in \mathbb{Z} \). The functor \( \mathcal{G} \) has a monoidal “section” \( \mathcal{S} \) defined on the tensor subcategory of \( U_q \)-modules where \( k_0 \) acts diagonalisably: it sends \( X \in \text{Rep}^\text{fd}(U_q) \) with diagonalisable \( k_0 \)-action to \( \mathcal{S}(X) \in \text{Rep}^\text{fd}(\hat{U}_h) \), which is the same vector space as \( X \) and where the generators \( e_j^\pm \), \( j = 0, 1 \), of \( \hat{U}_h \) act as the corresponding generators of \( U_q \) on \( X \), but \( h_0 \) acts on \( k_0 \)-eigenvectors \( v \in X \) for eigenvalue \( q^n \) by \( h_0.v = nhv \). Since finite dimensional representations have finite length, \( K_0(\text{Rep}^\text{fd}(U_q)) \) as well as \( K_0(\text{Rep}^\text{fd}(\hat{U}_h)) \) are freely generated as abelian groups by the classes \([X]\) of simple objects \( X \). Hence, the functor \( \mathcal{S} \) descends to a ring homomorphism \( s : K_0(\text{Rep}^\text{fd}(\hat{U}_h)) \to K_0(\text{Rep}^\text{fd}(U_q)) \) satisfying \( g \circ s = \text{id} \). For the same reason, it suffices to show that the classes \([X],[Y]\) of any two simple objects \( X,Y \in \text{Rep}^\text{fd}(\hat{U}_h) \) commute in \( K_0(\text{Rep}^\text{fd}(\hat{U}_h)) \). For \( m \in \mathbb{Z} \) let \( X_m \) be the simple \( \hat{U}_h \)-module which is \( \mathbb{C} \) as a vector space, where \( e_j^\pm \) \((j = 0, 1)\) act by 0 and \( h_0 \) acts by multiplication with \( 2\pi im/h \). Then \( g([X_m]) = 1 \) for all \( m \in \mathbb{Z} \), and we have \( X_m \otimes X \cong X \otimes X_m \), and hence \([X_m][X] = [X][X_m] \), for all \( X \in \text{Rep}^\text{fd}(\hat{U}_h) \). Note that if \( X \in \text{Rep}^\text{fd}(\hat{U}_h) \) is simple, then there is a unique \( m \in \mathbb{Z} \) such that \([X] = [X_m] \cdot s(g([X])) \). So let \( X,Y \in \text{Rep}^\text{fd}(\hat{U}_h) \) be simple and let \( m,n \in \mathbb{Z} \) be such that \([X] = [X_m] \cdot s(g([X])) \)
and $[Y] = [X_n] \cdot s(g([Y]))$. Then

$$[X][Y] = [X_m][X_n]s(g([X]))s(g([Y])) = [X_m][X_n]s(g([X])g([Y])) \quad (A.38)$$

where in (*) the commutativity of $\text{Rep}^{\text{fd}}(U_q)$ was used.

**A.5. Proof of Proposition 6.4**

**Part 1.** Denote the functor $(6.14)$ by $\mathcal{G}$. Since $F^{-\alpha}_C$ and $A$ are mutually transparent, we have $U\alpha^+(F^{-\alpha}_C) = U\alpha^{-}(F^{-\alpha}_C)$ in $\mathcal{D} = A\text{-Mod}_{C^A}$. Hence, $U\alpha^+(m)$ is indeed a morphism $UF \otimes_A U\alpha^+(X) \to U\alpha^+(X)$ in $\mathcal{D}$ if $m \in \text{Hom}_C((F^{-\alpha}_C \oplus F^{\alpha}_C) \otimes X, X)$. This shows that $\mathcal{G}$ is a functor $\mathcal{C}_{F\mathcal{C}} \to \mathcal{D}_F$. Let $(X, m)$ and $(X', m')$ be objects of $\mathcal{C}_{F\mathcal{C}}$ and write $m'_\pm := m' \circ (t_{F\mathcal{C}} \otimes \text{id}_{X'})$. Then

$$U\alpha^+(T(m, m')) \overset{(2.8)}{=} U\alpha^+\left(m \otimes \text{id}_{X'} + (\text{id}_X \otimes (m'_+ \oplus m'_-)) \circ ((c_{F^{-\alpha}_C, X'} \oplus c^{-1}_{X', F^{\alpha}_C}) \otimes \text{id}_{X'})\right)$$

$$= U\alpha^+(m \otimes \text{id}_{X'}) + U\alpha^+(\text{id}_X \otimes (m'_+ \oplus m'_-)) \circ U\alpha^+((c_{F^{-\alpha}_C, X'} \oplus c^{-1}_{X', F^{\alpha}_C}) \otimes \text{id}_{X'})$$

$$\overset{(*)}{=} U\alpha^+(m \otimes \text{id}_{X'}) + U\alpha^+(\text{id}_X \otimes (m'_+ \oplus m'_-)) \circ ((\varphi_{F^+, \mathcal{G}(X)} \oplus \varphi_{F^-, \mathcal{G}(X)}) \otimes \text{id}_{\mathcal{G}(X')})$$

$$= T(U\alpha^+(m), U\alpha^+(m')) \quad (A.39)$$

For step (*) first note that $\alpha^+(c_{F^+, X'} \oplus c^{-1}_{X', F^+}) = \alpha \circ c^+(c_{F^+, X}) = \alpha(c_{F^+, X'})$ as morphisms $A \otimes F^+_C \otimes X \to A \otimes X \otimes F^+_C$ in $\mathcal{C}$. By Proposition 3.2 $\alpha$ is braided, so that this agrees with the half-braiding $\varphi_{F^+, X}$ of $F^+$. The argument for $\varphi_{F^-, X}$ is analogous, and uses once more that $U\alpha^+(F^{\alpha}_C) = U\alpha^-(F^{-\alpha}_C)$.

The above equality shows that $\mathcal{G}$ is monoidal.

**Part 2.** That $\mathcal{G}$ preserves the commutation condition can be verified along the same lines as monoidality, we omit the details.

In the proof of Part 3, we will several times make use of the following

**Observation A.8.** A sequence $B \to C \to D$ in $A\text{-Mod}_{C^A}$ is exact if and only if $B \to C \to D$ is exact in $\mathcal{C}$, where the functor forgetting about the actions of $A$ is implicit.

This is a consequence of Lemma 2.4 regarding $A\text{-Mod}_{C^A}$ as a full abelian (non-monoidal) subcategory of $\mathcal{C}_{\text{op}(A \otimes A^\text{op})}$ (use the braiding on $\mathcal{C}$ to turn the right action of $A$ into a left action of $A^\text{op}$ and observe that kernels and cokernels of a bimodule morphism are bimodules).

**Part 3.** Let $0 \to X \to Y \to Z \to 0$ be an exact sequence in $\mathcal{C}$. Since by assumption $A \otimes (-) : \mathcal{C} \to \mathcal{C}$ is exact, also $0 \to A \otimes X \to A \otimes Y \to A \otimes Z \to 0$ is an exact sequence in $\mathcal{C}$. Observation A.8 now implies that $0 \to U\alpha^+(X) \to U\alpha^+(Y) \to U\alpha^+(Z) \to 0$ is exact.
in $A\text{-Mod}_C$. It remains to show that right-exactness of $F_c^\pm \otimes (-): A \rightarrow C$ implies right-exactness of $UF \otimes_A (-): A\text{-Mod}_C \rightarrow A\text{-Mod}_C$. With another application of Lemma 2.4 this will imply that $0 \rightarrow G \rightarrow B \rightarrow \cdots$ is exact in $(A\text{-Mod}_C)_F$.

So let $B \rightarrow C \rightarrow D \rightarrow 0$ be an exact sequence in $A\text{-Mod}_C$ and note that, by Observation A.8 this is equivalent to the exactness of $(F^\pm_c \otimes B) \rightarrow (F^\pm_c \otimes -) \rightarrow \cdots \rightarrow 0$ in $A\text{-Mod}_C$. By Observation A.8, this is equivalent to the exactness of $(F_c^\pm \otimes F_c^\pm) \otimes B \rightarrow \cdots \rightarrow 0$ in $C$, which follows from the exactness of $B \rightarrow C \rightarrow D \rightarrow 0$ in $C$ together with right-exactness of $F_c^\pm \otimes (-): C \rightarrow C$.

A.6. Proof of Proposition 6.6

Before giving the proof of Proposition 6.6 we will compute the 3-cocycle defining the tensor product such that the set of isomorphism classes of simple objects forms a group $X$. This means that for $g, g' \in G$ and $x \in g, y \in g'$, we have $x \otimes y \in gg'$. Let $C_G$ be the $\mathbb{C}$-linear abelian semisimple (with arbitrarily large direct sums) category with simple objects $x_g, g \in G$, and tensor product $x_g \otimes x_{g'} = x_{gg'}$. This category is a strict version of the category of $G$-graded vector spaces. Given a 3-cocycle $\psi \in Z^3(G, \mathbb{C}^\times)$, one obtains a monoidal structure on $C_G$ by defining associativity constraints $\alpha_{g,g',g''} := \psi(g, g', g'') \cdot \text{id}_{gg'g''}$ (the pentagon axiom is equivalent to the 3-cocycle condition, see [MSS89, App. E] or [JS93, Sect. 3]). Denote this category by $C_G(\psi)$. Cohomologous 3-cocycles yield isomorphic monoidal structures, so that $C_G(\psi)$ depends only on the cohomology class of $\psi$ in $H^3(G, \mathbb{C})$. Any pointed category containing arbitrarily large direct sums is monoidally equivalent to some $C_G(\psi)$. The class of the 3-cocycle is uniquely determined by the requirement that the equivalence takes $x_g$ to an object in the isomorphism class $g$.

By Remark 6.1 the full subcategory $(A_r\text{-Mod}_C)_\text{ss}$ of $A_r\text{-Mod}_C$, formed by arbitrarily large direct sums of simple objects is pointed, with group of simple objects $G := \mathbb{C}^\times \times \mathbb{C}^\times \cong (\mathbb{C}/r\mathbb{Z}) \times \mathbb{C}^\times$. For an element $g = (\eta, \xi) \in G$ we pick $X_g := X(\mathcal{L}(\eta), \xi)$ as representative of the corresponding isomorphism class. Recall from Remark 6.1 that

$$X_g = X(\mathcal{L}(\eta), \xi) = (\bigoplus_{n \in \mathbb{Z}} \mathbb{C}, \bigoplus_{n \in \mathbb{Z}} \gamma_{\mathcal{L}(\eta)+nr} \text{id}_\mathbb{C})$$

(A.40)

as an object in $C = \text{Rep}_{\text{ss}}(A)$, where $\gamma_{\mathcal{L}(\eta)+nr}$ is the algebra homomorphism $A \rightarrow \mathbb{C}$ sending $h$ to $\mathcal{L}(\eta)+nr \in \mathbb{C}$. We denote by $\eta_{\mathcal{L}(\eta), n}$ the canonical embedding of $\mathbb{C}$ into the $n$'th summand of the underlying vector space $\bigoplus_{n \in \mathbb{Z}} \mathbb{C}$ of $X_g$. The tensor product on $(A_r\text{-Mod}_C)_\text{ss}$ is defined through choices of cokernels $(\text{cok}_{X,Y, X \otimes_A Y})_{X,Y \in (A_r\text{-Mod}_C)_\text{ss}}$, see Appendix A.1 Different choices lead to canonically equivalent monoidal structures.
Therefore we have the freedom to pick a convenient one. For simple objects \(X_g\) and \(X_{g'}\) with \(g = (\eta, \xi)\) and \(g' = (\eta', \xi')\) we let \(\lambda_{g,g'}\) be the map

\[
\lambda_{g,g'} : X_g \otimes X_{g'} \rightarrow X_{gg'},
\]

(A.41)

\[
\iota_{\mathcal{L}(\eta),n}(a) \otimes \iota_{\mathcal{L}(\eta'),m}(b) \mapsto \iota_{\mathcal{L}(\eta \eta'),n+m+\sigma(\eta,\eta')}(\xi^m \cdot ab), \quad a, b \in \mathbb{C}, \ n, m \in \mathbb{Z},
\]

where \(\sigma\) is the 2-cocycle

\[
\sigma : \mathbb{C}^\times \times \mathbb{C}^\times \rightarrow \mathbb{Z},
\]

(A.42)

\[
(\eta, \eta') \mapsto \frac{\mathcal{L}(\eta) + \mathcal{L}(\eta') - \mathcal{L}(\eta \eta')}{r} = \begin{cases} 0 & \text{if } \Re \frac{\mathcal{L}(\eta) + \mathcal{L}(\eta')}{r} < 1, \\ 1 & \text{else}. \end{cases}
\]

The addition of \(\sigma(\eta, \eta')\) on the right hand side of (A.41) ensures that \(\lambda_{g,g'}\) is a morphism in \(\mathcal{C}\). The factor \(\xi^m\) compensates the difference of the right action \((\xi \xi')^k \cdot (\id \otimes s^k)\) of \(1_{kr}\) on the left hand side and \((\xi \xi')^k \cdot s^k\) on the right hand side, see (6.5), so that \(\lambda_{g,g'}\) is a morphism of \(A_r\)-\(A_r\)-bimodules. The factor \(\xi^m\) is also required in order for \((\lambda_{g,g'}, X_{gg'})\) to be a cokernel for the morphism \(l - r : X_g \otimes A_r \otimes X_{g'} \rightarrow X_g \otimes X_{g'}\) as in (A.10).

For \(a, b, c \in \mathbb{C}, \ n_i \in \mathbb{Z}, \ g_i = (\eta_i, \xi_i) \in G\), and writing \(X_i := X_{g_i}, i = 1, 2, 3\), we have

\[
\lambda_{g_1, g_2, g_3} \circ (\lambda_{g_1, g_2} \otimes \id_{X_3}) : \iota_{\mathcal{L}(\eta_1), n_1}(a) \otimes \iota_{\mathcal{L}(\eta_2), n_2}(b) \otimes \iota_{\mathcal{L}(\eta_3), n_3}(c) \mapsto \iota_{\mathcal{L}(\eta_1 \eta_2 \eta_3), n_1 + n_2 + n_3 + \sigma(\eta_1, \eta_2) + \sigma(\eta_2, \eta_3) + \sigma(\eta_1, \eta_3)}(\xi_1^{n_1} \cdot \xi_2^{n_2} \cdot \xi_3^{n_3} \cdot ab),
\]

(A.43)

and

\[
\lambda_{g_1, g_2, g_3} \circ (\id_{X_1} \otimes \lambda_{g_2, g_3}) : \iota_{\mathcal{L}(\eta_1), n_1}(a) \otimes \iota_{\mathcal{L}(\eta_2), n_2}(b) \otimes \iota_{\mathcal{L}(\eta_3), n_3}(c) \mapsto \iota_{\mathcal{L}(\eta_1 \eta_2 \eta_3), n_1 + n_2 + n_3 + \sigma(\eta_1, \eta_2) + \sigma(\eta_2, \eta_3) + \sigma(\eta_1, \eta_3)}(\xi_1^{n_1} \cdot \xi_2^{n_2} \cdot \xi_3^{n_3} \cdot ab).
\]

(A.44)

Hence,

\[
\lambda_{g_1, g_2, g_3} \circ (\id_{X_1} \otimes \lambda_{g_2, g_3}) \circ \alpha_{X_1, X_2, X_3} = \psi(g_1, g_2, g_3) \cdot \lambda_{g_1, g_2, g_3} \circ (\id_{X_1} \otimes \lambda_{g_2, g_3}),
\]

(A.45)

where \(\alpha_{X_1, X_2, X_3}\) are the associativity constraints in \(\mathcal{C}\) and \(\psi\) is the 3-cocycle

\[
\psi(g_1, g_2, g_3) = \xi_1^{\sigma(\eta_2, \eta_3)}.
\]

(A.46)

By the definition of associativity constraints in the category of bimodules, see (A.11), this shows that the functor sending \(x_g \in \mathcal{C}_G(\psi)\) to \(X_g\) gives rise to a monoidal equivalence of \(\mathcal{C}_G(\psi)\) and \((A_r\text{-}\text{Mod})^{A_r\text{-}\text{Mod}}\). Let us just note

**Proposition A.9.** The 3-cocycle \(\psi\) from (A.46) is not a coboundary.

**Proof.** Suppose, to the contrary, that

\[
\psi(g_1, g_2, g_3) = d \varphi(g_1, g_2, g_3) = \varphi(g_2, g_3) \varphi(g_1 g_2, g_3)^{-1} \varphi(g_1, g_2 g_3) \varphi(g_1, g_2)^{-1}
\]

(A.47)
for some map $\varphi : G \times G \to \mathbb{C}^\times$. Then for all $g, g' \in G$ we have (with $e = (1, 1) \in G$ the neutral element)

$$1 = \psi(g, e, g') = \varphi(e, g')\varphi(g, g')^{-1}\varphi(g, g')\varphi(g, e)^{-1}, \quad (A.48)$$

hence, $\varphi(g, e) = \varphi(e, g')$. Now fix $g := (-1, -1) \in G$. Then we have $\psi(g, g, g) = -1 \neq 1$, but, with $g^2 = e$,

$$d\varphi(g, g, g) = \varphi(g, g)\varphi(g^2, g)^{-1}\varphi(g, g^2)\varphi(g, g)^{-1} = 1, \quad (A.49)$$
a contradiction.

We are now in the position to prove Proposition 6.6.

Proof of Proposition 6.6 Faithfulness is clear, since $I$ acts as the identity on hom-sets. Exactness comes from $I$ taking direct sums to direct sums. As $L$ in (6.20) gives rise to an injective map $\mathbb{C}^\times \to \mathbb{C}/r\mathbb{Z}$, the functor $I$ maps non-isomorphic simple object to non-isomorphic simple objects. Hence, $I$ is full.

Let $H \subseteq G$ be the subgroup $H = \{(\xi, 1) \in G\}$. To see monoidality of $I$, the key point is that $\psi$ restricted to $H$ is trivial, $\psi|_{H^\times 3} = 1$. Indeed, an exact functor sending $C_z \in \text{Rep}_{as}(B)$ (as in Remark 6.5) to $x_{(z, 1)}$ gives rise to a monoidal equivalence of $\text{Rep}_{as}(B)$ and the subcategory $C^H(\psi|_{H^\times 3}) = C^H(1)$. Now any choices of isomorphisms $I(C_z) \cong x_{(z, 1)}$ may be used to obtain the structure maps needed to turn $I$ into a monoidal functor.
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