DEFORMED $W$–ALGEBRAS IN TYPE $A$ FOR RECTANGULAR NILPOTENT

ANDREI NEGUȚ

ABSTRACT. For any $n, r \in \mathbb{N}$, we construct an algebra $\mathcal{P}_r^n$ via generators and quadratic relations, and show that it deforms the $W$–algebra of $\mathfrak{gl}_n$ with respect to a nilpotent with Jordan block decomposition $r + \ldots + r$. We introduce a surjective morphism from half of the quantum toroidal algebra of $\mathfrak{gl}_n$ to $\mathcal{P}_r^n$, and show that the action of the quantum toroidal algebra on the $K$–theory groups of the moduli spaces of parabolic sheaves factors through $\mathcal{P}_r^n$.

1. Introduction

1.1. Fix natural numbers $n, r$. We recall the quantum toroidal algebra $U_q, q(\mathfrak{gl}_n)$:

(1.1) $U_q, q(\mathfrak{gl}_n) \cong S^+ \otimes U_q(\mathfrak{gl}_1)^{\otimes n} \otimes S^-$

where $S^\pm$ are the usual trigonometric type $\hat{A}_n$ shuffle algebras ([5, 7]) that we will recall in Section 4. We will also need another triangular decomposition ([12, 13]):

(1.2) $U_q, q(\mathfrak{gl}_n) \cong A^+ \otimes U_q(\mathfrak{gl}_n) \otimes A^-$

where $A^\pm$ are a new kind of shuffle algebra, that we will recall in Section 3. In [16], the authors construct a surjective homomorphism from the Yangian of $\mathfrak{sl}_n$ to type $A$ finite $W$–algebras for rectangular nilpotent (generalized by [3] to arbitrary nilpotent by constructing certain shifted Yangians). In the present paper, we seek the $q$–deformed affinization of this principle. Explicitly, we define certain elements:

(1.3) $W^{(k)}_{ij} \in \hat{A}^+, \forall (i, j) \in \mathbb{Z}_2^2(n,n), \ldots, k \in \mathbb{N}$

(the completion is defined in (3.20)) and show that they satisfy the quadratic relations (2.8). If we let $\mathcal{P}_n^\infty$ be the algebra generated by abstract symbols (1.3) modulo the corresponding quadratic relations, then our main result is:

Theorem 1.2. There exists an isomorphism $\mathcal{P}_n^\infty \cong \hat{A}^+$.

We then define the quotient:

(1.4) $\mathcal{P}_r^n = \mathcal{P}_n^\infty / \left( W^{(k)}_{ij} \right)^{k > r}_{(i,j) \in \mathbb{Z}_2^2(n,n)}$

and identify $\mathcal{P}_r^n$ with that quotient of (the completed half of) the quantum toroidal algebra which was shown in [14] to act on the $K$–theory groups of moduli spaces of sheaves on the plane with parabolic structure of type $(r, \ldots, r)$. Thus, we obtain:
Theorem 1.3. There exists an action:

\begin{equation}
\mathcal{P}_n^{r} \acts \bigoplus_{d_1, \ldots, d_n = 0} \infty \ K(\mathcal{M}^{(r, \ldots, r)}_{(d_1, \ldots, d_n)})
\end{equation}

(we refer to loc. cit. for a review of the moduli space in the right-hand side).

Combining Theorems 1.2 and 1.3 provides the deformed affine version of both the main result of [16] and of the AGT conjecture for sheaves with parabolic structure of type \((r, \ldots, r)\), due to the following fact about the algebra \(\mathcal{P}_n^{r}\):

Theorem 1.4. The algebra \(\mathcal{P}_n^{r}\) deforms the universal enveloping algebra of the \(W\)–algebra of \(\mathfrak{gl}_{nr}\) associated with nilpotent of Jordan type \(r + \ldots + r\).

Deformed \(W\)–algebras for principal nilpotent, i.e. corresponding to \(r = 1\) in our notation, have been studied in [2], [6], [8]. In fact, the results in the present paper can be interpreted as a generalization of the generators-and-relations presentation of [2] from the case of principal nilpotent to that of rectangular nilpotent.

In the case of nilpotent of any Jordan type \(r_1 + \ldots + r_n\), we expect the appropriate analogue of \(\mathcal{P}_n^{r}\) to be a certain quotient of the shifted quantum toroidal algebra of \(\mathfrak{gl}_n\). We give a candidate for such a quotient in formula (1.7) of [14], but the only evidence we have for this choice is the fact that it acts on the \(K\)–theory of moduli spaces of sheaves on the affine plane with parabolic structure of type \((r_1, \ldots, r_n)\).

In the non-deformed case, we note the parallel development of [19], where the author constructs a surjective homomorphism from the affine Yangian of \(\mathfrak{sl}_n\) to \(W\)–algebras of type \(A\) for rectangular nilpotent. While we expect the construction of loc. cit. to match ours, bridging the two languages is far from trivial.
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2. Deformed \(W\)–algebras

2.1. Let \(V\) be an \(n\)–dimensional vector space with a fixed basis. We will write:

\(E_{ij} \in \text{Mat}_{n \times n} \cong \text{End}(V)\)

\(\forall i, j \in \{1, \ldots, n\}\) for the elementary matrix with a single 1 at the intersection of row \(i\) and column \(j\). For a variable \(x\), we will generalize the notation above to:

\begin{equation}
E_{ij} = E_{\bar{i} \bar{j}} x^{\left\lfloor \frac{i-1}{n} \right\rfloor - \left\lfloor \frac{j-1}{n} \right\rfloor} \in \text{End}(V)[x^{\pm 1}]
\end{equation}

for all \(i, j \in \mathbb{Z}\), where:

\[\bar{i} = i - n \left\lfloor \frac{i - 1}{n} \right\rfloor\]
denotes the residue of any integer \( i \) in the set \( \{1, ..., n\} \). Consider the \( R \)-matrix:

\[
R(x) \in \text{End}_{\mathbb{Q}(q)}(V \otimes V)
\]
given by:

\[
R(x) = \sum_{1 \leq i,j \leq n} E_{ii} \otimes E_{jj} \left( \frac{q - xq^{-1}}{1 - x} \right)^{\delta_{ij}} + (q - q^{-1}) \sum_{1 \leq i,j \leq n} E_{ij} \otimes E_{ji} \frac{x^\delta_{i,j}}{1 - x}
\]

It is well-known that \( R(x) \) satisfies the Yang-Baxter equation with parameter:

\[
R_{12} \left( \begin{array}{c} \frac{z_1}{z_2} \\ \frac{z_3}{z_1} \end{array} \right) R_{13} \left( \begin{array}{c} \frac{z_1}{z_2} \\ \frac{z_3}{z_1} \end{array} \right) R_{23} \left( \begin{array}{c} \frac{z_2}{z_3} \\ \frac{z_1}{z_2} \end{array} \right) = R_{23} \left( \begin{array}{c} \frac{z_2}{z_3} \\ \frac{z_1}{z_2} \end{array} \right) R_{13} \left( \begin{array}{c} \frac{z_1}{z_2} \\ \frac{z_3}{z_1} \end{array} \right) R_{12} \left( \begin{array}{c} \frac{z_1}{z_2} \\ \frac{z_3}{z_1} \end{array} \right)
\]
as an equality in \( \text{End}(V^{\otimes 3}) (z_1, z_2, z_3) \) (where \( R_{12} = R \otimes 1 \) etc). We note that:

\[
R_{12} \left( \begin{array}{c} \frac{z_1}{z_2} \\ \frac{z_3}{z_1} \end{array} \right) R_{21} \left( \begin{array}{c} \frac{z_2}{z_1} \\ \frac{z_3}{z_2} \end{array} \right) = f \left( \frac{z_1}{z_2} \right) \cdot \text{Id}_V \otimes V
\]

where \( R_{12} = R, R_{21} = R \) with the two tensor factor switched, and:

\[
f(x) = \frac{(1 - xq^2)(1 - xq^{-2})}{(1 - x)^2}
\]

2.2. Let us consider symbols \( W^{(k)}_{i,j} \) for all \( k \in \mathbb{N} \) and \( (i, j) \in \mathbb{Z}^2/(n,n) \), and define:

\[
\mathcal{P}_{n}^\infty = \bigoplus_{k,d \in \mathbb{Z}} \prod_{k_1 + \ldots + k_t = k, \atop i_1 - j_1 + \ldots + i_t - j_t = d} \mathbb{Q}(p,q) \cdot W^{(k_1)}_{i_1,j_1} \ldots W^{(k_t)}_{i_t,j_t}
\]
as a vector space. In other words, an element of \( \mathcal{P}_{n}^\infty \) is an infinite sum of symbols \( W^{(k_1)}_{i_1,j_1} \ldots W^{(k_t)}_{i_t,j_t} \) with \( \frac{k_1 - i_1}{k_1} \) in non-increasing order, but with \( k_1 + \ldots + k_t \) and \( i_1 - j_1 + \ldots + i_t - j_t \) taking finitely many values. Consider the generating series:

\[
W^{(k)}(x) = \sum_{(i,j) \in \mathbb{Z}^2/(n,n)} W^{(k)}_{i,j} \cdot E_{ij}
\]

which takes values in \( \mathcal{P}_{n}^\infty \otimes \text{End}(V)[[x^{\pm 1}]] \). Let us write \( (12) \in \text{End}(V \otimes V) \) for the permutation, and \( \delta(z) = \sum_{k \in \mathbb{Z}} z^k \) for the delta function doubly-infinite series.

**Definition 2.3.** We make the \( \mathbb{Q}(p,q) \) vector space \((2.6)\) into an associative algebra with unit by imposing the following relations for all natural numbers \( k \leq k' \):

\[
R_{12} \left( \frac{x}{y} \cdot p^{2(k-k')} \right) W^{(k)}_1(x) R_{21} \left( \frac{y}{x} \cdot p^{2k'} \right) W^{(k')}_2(y) \prod_{i=k-k'+1}^{k'-1} f \left( \frac{x}{y} \cdot p^{-2i} \right) -
\]

\[
-W^{(k')}_2(y) R_{12} \left( \frac{x}{y} \cdot p^{2k} \right) W^{(k)}_1(x) R_{21} \left( \frac{y}{x} \right) \prod_{i=1}^{k-1} f \left( \frac{y}{x} \cdot p^{-2i} \right) =
\]

\[
= \sum_{a \in \{-k', \ldots, -k-k'+1\} \cup \{1, \ldots, k\}} \text{sgn}(a) \cdot \delta \left( \frac{x}{y} \cdot p^{2a} \right)
\]

\[
(q^{-1} - q)(12) \cdot \left[ W^{(k+a)}_1(x) R_{21} \left( p^{2k} \right) W^{(k-a)}_2(y) \prod_{i=1}^{k-1} f \left( p^{-2i} \right) \right]
\]
as an equality in $P_n^\infty \otimes \text{End}_{\mathbb{Q}(p,q)}(V \otimes V)[[x^{\pm 1}, y^{\pm 1}]].$}

**Remark 2.4.** The left-hand side of (2.8) is a particular case of the reflection equation ([18]). In fact, the $r = 1$ case of the construction of Subsection 2.13 (which already featured in [17]) implies that there exists an algebra homomorphism:

$$P_n^\infty \rightarrow \hat{U}_q(\hat{\mathfrak{gl}}_n)$$

As $P_n^\infty \cong \hat{A}^+$ is half of $U_q(\hat{\mathfrak{gl}}_n)$, this extends to an “evaluation homomorphism”:

$$U_q, q(\hat{\mathfrak{gl}}_n) \rightarrow \hat{U}_q(\hat{\mathfrak{g}}_l_n)$$

which splits the embedding $U_q(\hat{\mathfrak{g}}_l_n) \hookrightarrow U_q, q(\hat{\mathfrak{g}}_l_n)$ of the middle factor of (1.2). The morphism (2.9) is equivalent to the $r = (1, \ldots, 1)$ case of the action (1.5) of [14].

Formula (2.8) is not clear as stated, so we will rephrase it in the following steps:

1. In Subsection 2.6 we explain what it “does”
2. In Subsection 2.7 we explain how it is defined
3. In Subsection 2.8 we explain how it makes $P_n^\infty$ into an algebra

**Definition 2.5.** For any $r \in \mathbb{N}$, define:

$$P_n^r = P_n^\infty / (W^{(k)}_{ij})^{k > r} \in \mathbb{Z}^{(n,n)}$$

Clearly, if $k' > r$, both sides of (2.8) lie in the two-sided ideal $(W^{(k)}_{ij})^{k > r} \in \mathbb{Z}^{(n,n)}$.

2.6. In Section 3, we will give a representation of the generating series (2.7) in terms of a so-called shuffle algebra. With respect to a certain basis $\{v_i\}$ of this shuffle algebra, we will show that there exist matrix-valued rational functions:

(2.10) $$G_i^{(k,k')}(x, y) \in \text{End}(V \otimes V)(x, y)$$

such that:

$$R_{12} \left( \frac{xp^{2k}}{yp^{2k'}} y \right) W_1^{(k)}(x) R_{21} \left( \frac{yp^{2k'}}{x} \right) W_2^{(k')}(y) \prod_{i=k'-k+1}^{k'-1} f \left( \frac{x}{yp^{2i}} \right) = \sum_i G_i^{(k,k')}(x, y) v_i$$

expanded for $|x| \gg |y|$, and:

$$W_2^{(k')}(y) R_{12} \left( \frac{xp^{2k}}{y} \right) W_1^{(k)}(x) R_{21} \left( \frac{y}{xp^{2i}} \right) \prod_{i=1}^{k-1} f \left( \frac{y}{xp^{2i}} \right) = \sum_i G_i^{(k,k')}(x, y) v_i$$

expanded for $|x| \ll |y|$. Therefore, the left-hand side of formula (2.8) consists of the difference between the two expansions of the rational functions (2.10) at $|x| \gg |y|$ and $|x| \ll |y|$. According to the well-known identity for rational functions:

$$\left( F(z) \text{ expanded for } |z| \ll 1 \right) - \left( F(z) \text{ expanded for } |z| \gg 1 \right) =$$

1In formula (2.8), we write $W_1^{(k)}(x) = W^{(k)}(x) \otimes 1$ and $W_2^{(k')}(y) = 1 \otimes W^{(k')}(y)$. 
(2.11) \[ = - \sum_{i=1}^{d} \delta \left( \frac{z}{\alpha_i} \right) \text{Res}_{z=\alpha_i} \frac{F(z)}{z} \]

where \( \alpha_1, \ldots, \alpha_d \) are the poles of \( F \) different from 0 and \( \infty \), the right-hand side of formula (2.8) simply claims that the only poles of the rational functions (2.10) are:

(2.12) \[ y = xp^{2a} \quad \text{for} \quad a \in \{-k', \ldots, k - k' - 1\} \cup \{1, \ldots, k\} \]

and the residue at such a pole is given by:

\[ \text{Res}_{y=xp^{2a}} \frac{G_i^{(k,k')}(x,y)}{y} = (12). \]

\[
\begin{cases}
(q - q^{-1})G_{i,21}^{(k-a,k'+a)}(xp^{2a}, x)R(p^{2a})^{-1} \prod_{i=1}^{\infty} f(p^{-2i}) & \text{if } a > 0 \\
(q^{-1} - q) \left( p^{2(k'+a-k)} \right)^{-1} G_i^{(k'+a,k-a)}(x, xp^{2a}) \prod_{i=1}^{k-k'-a} f(p^{-2i}) & \text{if } a < 0
\end{cases}
\]

2.7. The main take-away from the heuristic discussion in the previous Subsection is that the two terms in the left-hand side of (2.8), namely:

\[ A^{(k,k')}(x, y) = R_{12} \left( \frac{xp^{2k}}{yp^{2k'}} \right) W_1^{(k)}(x) R_{21} \left( \frac{yp^{2k'}}{x} \right) W_2^{(k')}(y) \prod_{i=k'-k+1}^{k' - 1} f \left( \frac{x}{yp^{2i}} \right) \]

\[ B^{(k,k')}(x, y) = W_2^{(k')}(y) R_{12} \left( \frac{xp^{2k}}{y} \right) W_1^{(k)}(x) R_{21} \left( \frac{y}{x} \right) \prod_{i=1}^{k-1} f \left( \frac{y}{xp^{2i}} \right) \]

should be thought of as the expansions (as \(|x| \gg |y| \) and \(|x| \ll |y| \), respectively) of one and the same matrix-valued rational function. To convert this into a precise abstract presentation of formulas (2.8), we will use the language of [2] (although our presentation will be closer to the style of [15]). For any scalar \( \alpha \), we define:

(2.13) \[ \Gamma^{(k,k')}(x, x\alpha) = \]

\[ = \left( \frac{A^{(k,k')}(x, y)}{x\alpha - y} \text{ expanded for } |x| \gg |y| \right) - \left( \frac{B^{(k,k')}(x, y)}{x\alpha - y} \text{ expanded for } |x| \ll |y| \right) \]

With this definition, (2.13) is an element of \( \text{End}(V \otimes V)[[x^{\pm 1}, y^{\pm 1}]] \) whose coefficients are infinite sums of products of the \( W_{ij}^{(k)} \)'s, but well-defined as an element of (2.6). If all power series involved were the expansion of a rational function \( G \) as in the previous Subsection, then (2.13) would equal \( G(x, x\alpha) \) plus contributions from the residues of \( G \) at the poles \( \notin \{0, \infty\} \). Then for any \( k \leq k' \), we postulate that:

\[ A^{(k,k')}(x, x\alpha) \quad \text{and} \quad B^{(k,k')}(x, x\alpha) \]

are given by the expression:

(2.14) \[ \Gamma^{(k,k')}(x, x\alpha) + (q^{-1} - q)(12) \sum_{a \in \{1, \ldots, k\}} A^{(k-a,k'+a)}_{21}(xp^{2a}, x)R(p^{2a})^{-1} \prod_{i=1}^{\infty} f(p^{-2i}) + \]

\[ +(q-q^{-1})(12) \sum_{a \in \{-k', \ldots, k-k' - 1\}} R \left( p^{2(k'+a-k)} \right)^{-1} B^{(k'+a,k-a)}_{12}(x, xp^{2a}) \prod_{i=1}^{k-k'-a} f(p^{-2i}) \]

for any \( \alpha \neq p^{2a} \) with \( a \) as in (2.12). For any such \( \alpha \), this allows one to successively write every \( A^{(k,k')}(x, x\alpha) \) and \( B^{(k,k')}(x, x\alpha) \) as a product of various \( \Gamma^{(k,k')}(x, x\alpha) \),
the matrix-valued rational functions \( R \), and the scalar-valued rational functions \( f \). If one replaces the right-hand side of (2.8) by the resulting expressions in \( \Gamma, R \) and \( f \), then formulas (2.8) are well-defined expressions in terms of the symbols (2.7).

2.8. In the preceding Subsection, we gave a precise recipe for how to make sense of (2.8) as an element of \( \text{End}(V \otimes V)[[x^\pm 1, y^\pm 1]] \) whose coefficients are infinite sums of products of the \( W^{(k)}_{ij} \)'s. Explicitly, we can take the coefficient of:

\[
E_{ij} \otimes E_{i'j'} = E_{ij} x^\left\lfloor \frac{i-j}{2} \right\rfloor y^\left\lceil \frac{i-j}{2} \right\rceil \otimes E_{i'j'} y^\left\lfloor \frac{i'-j'}{2} \right\rfloor x^\left\lceil \frac{i'-j'}{2} \right\rceil
\]

for all \((i, j), (i', j') \in \mathbb{Z}^2 \) and \( (a, n) \), and we obtain the relation:

\[
W^{(k)}_{ij} W^{(k')}_{i'j'} q^{\delta_{ij}'} - W^{(k')}_{i'j'} W^{(k)}_{ij} q^{\delta_{ij}'} + \sum_{i-j<s-t, \ i'-j'>s'-t'} \gamma \cdot W^{(k)}_{st} W^{(k')}_{s't'} = \sum_{s-t+s'-t'=i-j+j'+j'} \gamma \cdot W^{(k)}_{st} W^{(k')}_{s't'}
\]

for various coefficients \( \gamma \in \mathbb{Q}(p, q) \) that can be computed recursively. So if \( \frac{i-j}{k} < \frac{i'-j'}{k'} \) regardless of whether \( k \leq k' \) or \( k \geq k' \), iterating the formula above yields:

\[
W^{(k)}_{ij} W^{(k')}_{i'j'} = \sum_{s-t+s'=i-j+j'+j'} \gamma \cdot W^{(k-a)}_{st} W^{(k'+a)}_{s't'} + \sum_{s-t+s'=i-j+j'+j'} \gamma \cdot W^{(k')}_{s't'} W^{(k)}_{st}
\]

As in the proof of Theorem 3.13 of [1], the formula above can be iterated to write:

\[
W^{(k)}_{ij} W^{(k')}_{i'j'} = \prod_{l+t'=k+k'} \sum_{s-t+s'=i-j+j'+j'} \gamma \cdot W^{(l)}_{st} W^{(l')}_{s't'}
\]

for various coefficients \( \gamma \in \mathbb{Q}(p, q) \). Applying this formula repeatedly shows that the product of any two infinite sums of the form (2.6) can be naturally transformed into an infinite sum of the same form, thus making \( \mathcal{P}_n^\infty \) into an associative algebra.

**Remark 2.9.** A more precise way to rephrase the latter statement is to define \( \mathcal{P}_n^\infty \) by taking the free associative algebra obtained by concatenating infinite sums of the form (2.6), and quotienting it by the two-sided ideal generated by relations (2.8). Then the discussion in the present Subsection shows that any such concatenation (a priori an infinite sum which is not of the form (2.6)) can be transformed using relations (2.8) into an infinite sum which is of the form (2.6). Thus the aforementioned quotient construction respects our notion of infinite sums.
2.10. Recall the $R$–matrix of (2.2), and let us define the quantum affine group.

**Definition 2.11.** Consider the algebra:

\[(2.14) \quad U_q(\widehat{\mathfrak{gl}}_n) := \mathbb{Q}(q)\langle s_{(i,j)}, t_{(i,j)}, c \rangle_{1 \leq i, j \leq n} / \text{relations } (2.15)-(2.18)\]

where:

\[(2.15) \quad c \text{ is central, and } s_{(i,i)}t_{(i,i)} = 1\]

\[(2.16) \quad R\left(\frac{x}{y}\right) S_1(x)S_2(y) = S_2(y)S_1(x)R\left(\frac{x}{y}\right) \]

\[(2.17) \quad R\left(\frac{x}{y}\right) T_1(x)T_2(y) = T_2(y)T_1(x)R\left(\frac{x}{y}\right) \]

\[(2.18) \quad R\left(\frac{xc}{yc}\right) S_1(x)T_2(y) = T_2(y)S_1(x)R\left(\frac{x}{yc}\right) \]

where:

\[(2.19) \quad S(x) = \sum_{1 \leq i \leq n} \sum_{i \leq j \in \mathbb{Z}} s_{(i,j)} \cdot E_{ij} x^{|\frac{n-1}{2}| - |\frac{i-1}{2}|} \in U_q(\widehat{\mathfrak{gl}}_n) \otimes \text{End}(V)[[x^{-1}]] \]

\[(2.20) \quad T(x) = \sum_{1 \leq i \leq n} \sum_{i \leq j \in \mathbb{Z}} t_{(i,j)} \cdot E_{ij} x^{|\frac{n-1}{2}| - |\frac{i-1}{2}|} \in U_q(\widehat{\mathfrak{gl}}_n) \otimes \text{End}(V)[[x]] \]

There is a bialgebra structure on $U_q(\widehat{\mathfrak{gl}}_n)$, given by the coproduct:

\[(2.21) \quad \Delta(S(x)) = (1 \otimes S(xc_1)) \cdot (S(x) \otimes 1) \]

\[(2.22) \quad \Delta(T(x)) = (1 \otimes T(x)) \cdot (T(xc_2) \otimes 1) \]

(where $c_1 = c \otimes 1$ and $c_2 = 1 \otimes c$). This coproduct preserves the subalgebras:

\[(2.23) \quad U^\geq_q(\widehat{\mathfrak{gl}}_n) = \mathbb{Q}(q)\langle s_{(i,j)} \rangle_{i \leq j} \quad \text{and} \quad U^\leq_q(\widehat{\mathfrak{gl}}_n) = \mathbb{Q}(q)\langle t_{(i,j)} \rangle_{i \leq j}\]

of $U_q(\widehat{\mathfrak{gl}}_n)$. Moreover, all aforementioned algebras are $\mathbb{Z}^n$–graded, via:

$$\deg s_{(i,j)} = -\deg t_{(i,j)} = [i; j]$$

where we write $\mathcal{S}^i = (0, \ldots, 1, \ldots, 0)$ for any integer $i$, and:

$$[i; j] = \begin{cases} \mathcal{S}^i + \ldots + \mathcal{S}^{j-1} & \text{if } i \leq j \\ -\mathcal{S}^j - \ldots - \mathcal{S}^{i-1} & \text{if } i > j \end{cases}$$

The algebra $U_q(\widehat{\mathfrak{gl}}_n)$ has a basis given by the generators $s_{(i,j)}$ and $t_{(i,j)}$ taken in non-increasing order of their total degree, which is defined as $|\deg| \in \mathbb{Z}$. We will write:

\[(2.24) \quad \psi_k = s_{(k; k)}^{-1} = t_{(k; k)} \]

for all $1 \leq k \leq n$, and extend this notation to all integers $k$ by setting $\psi_{k+n} = c\psi_k$. 
2.12. We now consider the $c = p^{-1}$ specialization of the quantum group, and replace the generating series $S(x), T(x)$ satisfying \((2.16)|-(2.18)\) by generating series:

\begin{align}
(2.25) \quad & \Lambda^+(x) = \sum_{i \leq j \in \mathbb{Z}} v_{ij}^+ \cdot E_{ij} x^{\frac{i-1}{2} - \frac{j-1}{2}} 
& \in \frac{U_q(\mathfrak{gl}_n)}{c - p^{-1}} \otimes \text{End}(V)[[x]]

(2.26) \quad & \Lambda^-(x) = \sum_{i \leq j \in \mathbb{Z}} v_{ij}^- \cdot E_{ij} x^{\frac{i-1}{2} - \frac{j-1}{2}} 
& \in \frac{U_q(\mathfrak{gl}_n)}{c - p^{-1}} \otimes \text{End}(V)[[x^{-1}]]
\end{align}

which satisfy the following relations:

\begin{align}
(2.27) \quad & R \left( \frac{x}{y} \right) \Lambda^+(x) \Lambda^+_2(y) = \Lambda^+_2(y) \Lambda^+_1(x) R \left( \frac{x}{y} \right) \\
(2.28) \quad & \Lambda^-_1(x) \Lambda^-_2(y) R \left( \frac{x}{y} \right) = R \left( \frac{x}{y} \right) \Lambda^-_2(y) \Lambda^-_1(x)
\end{align}

and:

\begin{align}
(2.29) \quad & \Lambda^-_1(x) R_{21} \left( \frac{yp^2}{x} \right) \Lambda^+_1(y) = \Lambda^+_2(y) R_{12} \left( \frac{x}{y} \right)^{-1} \Lambda^-_1(x)
\end{align}

We consider the following completion of the algebra $\frac{U_q(\mathfrak{gl}_n)}{c - p^{-1}}$:

\[
U^{(1)} = \bigoplus_{d \in \mathbb{Z}} \left( \prod_{i \leq j \in \mathbb{Z}} \mathbb{Q}(p, q) \cdot v_{i_1j_1}^+ \cdots v_{i_kj_k}^+ \cdot v_{i_{k+1}j_{k+1}}^- \cdots v_{i_{k+l}j_{k+l}}^- \right)
\]

The following is a well-defined element of $U^{(1)} \otimes \text{End}(V)[[x^{\pm 1}]]$:

\[
(2.30) \quad \Lambda(x) = \Lambda^+(x) \Lambda^- (x) = \sum_{i \leq j \in \mathbb{Z}} v_{ij} \cdot E_{ij} x^{\frac{i-1}{2} - \frac{j-1}{2}}
\]

If we call the number $i - j$ the total degree of the elements $v_{ij}^+, v_{ij}^-, v_{ij}$, then a product of such elements taken in non-increasing order of the total degree will be called normally ordered. It is a straightforward consequence of \((2.27)|-(2.29)\) that any product of normally ordered expressions can be normally ordered. Moreover:

\[
v_{i_1j_1} \cdots v_{i_kj_k} v_{i_{k+1}j_{k+1}}^+ \cdots v_{i_{k+l}j_{k+l}}^- = \text{“smaller terms”}
\]

for any sequence $\sigma = (i_1 - j_1 \geq ... \geq i_k - j_k \geq 0 \geq i_{k+1} - j_{k+1} \geq ... \geq i_{k+l} - j_{k+l})$, where “smaller terms” refers to normally ordered products whose sequence of total degrees is lexicographically greater than $\sigma$ (see the Appendix of [10] for details).

\[\text{To make relations } (2.16)|-(2.18) \text{ give rise to } (2.27)|-(2.29), \text{ we set } \Lambda^+(x) = S \left( \frac{x^2}{2} \right)^1, \text{ while:}\]

\[
\Lambda^-(x) = D \cdot T \left( \frac{p^2}{x^q n^2} \right)^{-1, \dagger} \cdot D^{-1} \cdot \exp \left( \sum_{k=1}^{\infty} \frac{p_{-k} x^k}{k} \cdot \text{Id} \right)
\]

where $p_{-1}, p_{-2}, ...$ are primitive elements of $U_q(\mathfrak{gl}_n)$ (see [10] for a review), while $\dagger$ denotes matrix transpose and $D = \text{diag}(q^2, ..., q^{2n})$. This is not the only choice, but is the one featuring in [14].
2.13. For any \( r \in \mathbb{N} \), consider \( r \) copies of the symbols defined above, denoted by:
\[
(2.31) \quad \nu_{ij}^{(a)} \quad \text{and} \quad \nu_{ij}^{(a)\pm} \quad \forall a \in \{1, \ldots, r\}
\]
and we impose upon them the same algebra relations as follow from (2.27)–(2.29).

**Definition 2.14.** For symbols (2.31), we consider the vector space:
\[
U^{(r)} = \bigoplus_{d \in \mathbb{Z}} \left( \sum_{a=1}^{r} \sum_{\mathcal{S} \subset [a]} \prod_{i=1}^{\mathcal{S}} (\nu_{ij}^{(a)} - \nu_{ij}^{(a)\pm}) = d \right) \mathcal{S} \cdot \prod_{i=1}^{\mathcal{S}} (\nu_{ij}^{(1)})_{j_1} \cdots (\nu_{ij}^{(r)})_{j_r} \left( \frac{y^{2p}x^2}{x^r} \right) \Lambda^{(a)}(y) = \right.
\]
\[
= R_{21} \left( \frac{y}{x} \right) \Lambda^{(a)}(y) R_{12} \left( \frac{xp^2}{y} \right) \Lambda^{(b)}(x) R_{12} \left( \frac{x}{y} \right)^{-1}
\]
in \( U^{(r)} \in \text{End}(V \otimes V)[[x^{\pm 1}, y^{\pm 1}]] \) (expanded as \( |x| \gg |y| \)), for all \( 1 \leq a < b \leq r \).

A product of \( \nu_{ij}^{(a)} \) in non-decreasing order of \( a \), and in non-increasing order of \( i - j \) to break ties, will be called normally ordered. When one needs to multiply two normally ordered products, one first uses (2.32) to express:
\[
u_{ij}^{(b)} \nu_{ij}^{(a)} = \sum_{s'=t'} \sum_{i' < j'} \gamma \cdot \nu_{i'j'}^{(a)} \nu_{s't'}^{(b)}
\]
for all \( i, j, s, t \) and certain coefficients \( \gamma \in \mathbb{Q}(p, q) \) that can be explicitly computed. Then, once all the \( \nu_{ij}^{(a)} \)'s are in non-decreasing order of \( a \), one uses (2.27)–(2.29) to also place them in non-increasing order of \( i - j \). This makes \( U^{(r)} \) into an algebra, and we leave the details of this procedure as an exercise to the interested reader.

2.15. Let \( D \) be the difference operator \( f(x) \sim f(xp^2) \).

**Definition 2.16.** Consider the series \( \bar{W}^{(1)}(x) \), \( \ldots \), \( \bar{W}^{(r)}(x) \in U^{(r)} \otimes \text{End}(V)[[x^{\pm 1}]] \):
\[
(2.33) \quad \sum_{k=0}^{r} (-D)^{r-k} \cdot \bar{W}^{(k)}(x) = \prod_{i=1}^{r} \left( \Lambda^{(i)}(xp^{2(r-i)}) - D \right)
\]
i.e.:
\[
(2.34) \quad \bar{W}^{(k)}(x) = \sum_{1 \leq i_1 < \cdots < i_k \leq r} \Lambda^{(i_1)}(xp^{2(k-1)}) \cdots \Lambda^{(i_{k-1})}(xp^2) \Lambda^{(i_k)}(x)
\]
and \( \bar{W}^{(k)}(x) = 0 \) for \( k > r \).
Proposition 2.17. The subalgebra of $U(r)$ generated by the currents $\tilde{W}^{(k)}(x)$ deforms the universal enveloping algebra of the $W$–algebra of $\mathfrak{gl}_{nr}$ associated with nilpotent of Jordan type $r + \ldots + r$.

Proof. We will compare (2.33) with the quantum Miura transformation for $W$–algebras in type $A$ associated with rectangular nilpotent (114). To this end, let:

$$q = e^\varepsilon, \quad p = e^{\varepsilon\beta} \quad \text{and} \quad \Lambda^{(i)}(x) = 1 + \varepsilon \tilde{\Lambda}^{(i)}(x) + O(\varepsilon^2)$$

and take the leading order term in $\varepsilon$ in all of our formulas. Since:

$$R(z) = 1 + \varepsilon \tilde{R}(z) + O(\varepsilon^2), \quad \text{where} \quad \tilde{R}(z) = \sum_{1 \leq i,j \leq n} E_{ij} \otimes E_{ji} \cdot \frac{\delta_{i<j} + \delta_{j<i}}{1 - z}$$

It is elementary to see that relations (2.27)–(2.29) mean that the coefficients of each series $\tilde{\Lambda}^{(i)}(x)$ satisfy the commutation relations of $\mathfrak{gl}_n[t^{\pm 1}]$ (in fact, this is simply restating the well-known fact that the algebra (2.14) deforms $\mathfrak{gl}_n[t^{\pm 1}]$).

Claim 2.18. The coefficients of series $\tilde{\Lambda}^{(i)}(x)$ and $\Lambda^{(j)}(x)$ commute for all $i \neq j$.

We will prove the claim after we complete the proof of the Proposition. As:

$$D = e^{2\varepsilon y \partial_x}$$

the leading order term in $\varepsilon$ of the right-hand side of (2.33) is precisely the quantum Miura transformation for $W$–algebras in type $A$ associated with rectangular nilpotent. The coefficients of the latter expression are the generators of the universal enveloping algebra of the $W$–algebra of $\mathfrak{gl}_{nr}$ associated with rectangular nilpotent, which concludes the proof of Proposition 2.17.

Proof. of Claim 2.18. Relation (2.32) can be rewritten as:

$$\left[1 + \varepsilon \tilde{\Lambda}^{(j)}_1(x)\right] \left[1 + \varepsilon \tilde{R}_{21} \left(\frac{yp^2}{x}\right)\right] \left[1 + \varepsilon \tilde{\Lambda}^{(i)}_2(y)\right] \left[1 + \varepsilon \tilde{R}_{12} \left(\frac{x}{y}\right)\right] =$$

$$= \left[1 + \varepsilon \tilde{R}_{21} \left(\frac{y}{x}\right)\right] \left[1 + \varepsilon \tilde{\Lambda}^{(i)}_2(y)\right] \left[1 + \varepsilon \tilde{R}_{12} \left(\frac{xp^2}{y}\right)\right] \left[1 + \varepsilon \tilde{\Lambda}^{(j)}_1(x)\right] + O(\varepsilon^2).$$

We note that the $O(\varepsilon^2)$ terms from each bracket do not contribute anything to the above relation, because their contributions to the left and the right-hand sides cancel. Therefore, we may equate the $\varepsilon^2$ terms in the left and right-hand sides of the above relation, and obtain:

$$\tilde{\Lambda}^{(j)}_1(x)\tilde{\Lambda}^{(i)}_2(y) - \tilde{\Lambda}^{(j)}_2(y)\tilde{\Lambda}^{(i)}_1(x) + \tilde{R}_{21} \left(\frac{yp^2}{x}\right) \tilde{R}_{12} \left(\frac{x}{y}\right) - \tilde{R}_{23} \left(\frac{y}{x}\right) \tilde{R}_{12} \left(\frac{xp^2}{y}\right) +$$

$$+ \tilde{\Lambda}^{(j)}_1(x)\tilde{R}_{21} \left(\frac{yp^2}{x}\right) + \tilde{\Lambda}^{(i)}_2(y)\tilde{R}_{12} \left(\frac{x}{y}\right) - \tilde{R}_{21} \left(\frac{y}{x}\right) \tilde{\Lambda}^{(i)}_1(x) - \tilde{R}_{12} \left(\frac{xp^2}{y}\right) \tilde{\Lambda}^{(j)}_1(x) +$$

$$+ \tilde{R}_{21} \left(\frac{yp^2}{x}\right) \tilde{\Lambda}^{(j)}_2(y) + \tilde{\Lambda}^{(i)}_2(y)\tilde{R}_{12} \left(\frac{x}{y}\right) - \tilde{R}_{21} \left(\frac{y}{x}\right) \tilde{\Lambda}^{(j)}_2(y) - \tilde{\Lambda}^{(i)}_2(y)\tilde{R}_{12} \left(\frac{xp^2}{y}\right) =$$
\begin{equation}
\frac{1}{\varepsilon} \left[ \bar{R}_{12} \left( \frac{xp^2}{y} \right) - R_{12} \left( \frac{x}{y} \right) - \bar{R}_{21} \left( \frac{yp^2}{x} \right) + R_{21} \left( \frac{y}{x} \right) \right]
\end{equation}

up to order \( \varepsilon \). The terms with the squiggly underline on the first and third rows vanish (up to order \( \varepsilon \)) for trivial reasons, while the term with the squiggly underline on the second row vanishes (up to order \( \varepsilon \)) due to the elementary identity:

\[ \bar{R}_{21} \left( \frac{1}{z} \right) = -\bar{R}_{12}(z) \]

Meanwhile, the right-hand side of \((2.35)\) vanishes due to the identity:

\[ \bar{R}_{12}(zp^2) - R_{12}(z) = -4\varepsilon \beta(12) \cdot \frac{z}{(1-z)^2} + O(\varepsilon^2) \]

so we are left with \([\bar{A}_1^{(j)}(x), \bar{A}_2^{(j)}(y)] = 0\), as we needed to prove.

**Proof of Theorem 1.4:** We must prove that relations \((2.8)\) hold and to this end, we will use the approach used by [15] in the case \(n=1\). To be more precise, we will prove the following:

**Claim 2.19.** For any \(k \leq k'\), the expansions:

\begin{equation}
R_{12} \left( \frac{xp^{2k}}{yp^{2k'}} \right) \bar{W}_1^{(k)}(x) R_{21} \left( \frac{yp^{2k'}}{x} \right) \bar{W}_2^{(k')}(y) \prod_{i=k-k+1}^{k-1} f \left( \frac{x}{yp^{2i}} \right)
\end{equation}

(as \(|x| \gg |y|\)) and:

\begin{equation}
\bar{W}_2^{(k')}(y) R_{12} \left( \frac{xp^{2k}}{y} \right) \bar{W}_1^{(k)}(x) R_{21} \left( \frac{y}{x} \right) \prod_{i=1}^{k-1} f \left( \frac{y}{xp^{2i}} \right)
\end{equation}

(as \(|x| \ll |y|\)) are both represented by the same element of \(U(r) \otimes \text{End}(V \otimes V)(x,y)\).

**Claim 2.20.** As rational functions of \(x\) and \(y\), the only poles of \((2.36)\) and \((2.37)\) are:

\begin{equation}
y = xp^{2a} \text{ for } a \in \{1, \ldots, k\} \cup \{-k', \ldots, -k' + k - 1\}
\end{equation}

and the corresponding residue is:

\begin{equation}
\text{sgn}(a)(q - q^{-1})(12) \left[ \bar{W}_1^{(k'+a)}(x) R_{21}(p^{2k}) \bar{W}_2^{(k-a)}(y) \prod_{i=1}^{k-1} f(p^{-2i}) \right] \bigg|_{y=xp^{2a}}
\end{equation}

Note that \(y = xp^{2a}\) is not among the poles of the expression \((2.36)-(2.37)\) when \((k, k')\) are replaced by \((k' + a, k - a)\) with \(a\) as above, so \((2.39)\) is well-defined.

We will prove Claims 2.19 and 2.20 simultaneously, by induction on \(k\), so let us first take care of the base case \(k = 1\). To this end, we need to show how to normally order products of \(\Lambda^{(i)}(x)\)'s. We will find it easier to work with the notation:

\begin{equation}
\Lambda^{(i_1, \ldots, i_k)} = \Lambda^{(i_k)}(xp^{2(k-a)}) \cdots \Lambda^{(i_1)}(xp^{2(k-b)})
\end{equation}
for all $i_1 < ... < i_a < ... < i_b < ... < i_k \in \{1, ..., r\}$ (the numbers $a, b, k$, although not part of the notation (2.40), will always be clear from context). By iterating relation (2.32), we obtain the following formula if $j_1 < ... < j_k < i$:

$$\Lambda_1^{(i)} R_{21} \left( \frac{y^2}{x} \right) \Lambda_2^{(j_1, ..., j_k)} = R_{12} \left( \frac{x}{y^{2(k-1)}} \right)^{1} \Lambda_2^{(j_1, ..., j_k)} R_{12} \left( \frac{xp^2}{y} \right) R_{21} \left( \frac{y}{x} \right)$$

while if $i < j_1 < ... < j_k$:

$$\Lambda_2^{(j_1, ..., j_k)} R_{12} \left( \frac{xp^2}{y} \right) \Lambda_1^{(i)} = R_{12} \left( \frac{x}{y^{2(k-1)}} \right) \Lambda_1^{(i)} R_{21} \left( \frac{yp^2}{x} \right) \Lambda_2^{(j_1, ..., j_k)} R_{21} \left( \frac{y}{x} \right)^{-1}$$

Throughout this proof, all series denoted by $\Lambda_1$ will have variable $x$, and all series denoted by $\Lambda_2$ will have variable $y$. Using the identities above, we have the following normal-ordering formulas for any numbers $i$ and $j_1 < ... < j_k' \in \{1, ..., r\}$:

$$R_{12} \left( \frac{xp^2}{y^{2k'}} \right) \Lambda_1^{(i)} R_{21} \left( \frac{y^{2k'}}{x} \right) \Lambda_2^{(j_1, ..., j_k')} =$$

$$= \Lambda_2^{(1, ..., j_{b-1})} R_{12} \left( \frac{x}{y^{2(k-b)}} \right) \Lambda_1^{(i)} R_{21} \left( \frac{yp^{2(k-b+1)}}{x} \right) \Lambda_2^{(j_b, ..., j_{k'})}$$

where $b$ is such that $j_{b-1} < i \leq j_b$, and:

$$\Lambda_2^{(j_1, ..., j_{k'}-1)} R_{12} \left( \frac{xp^2}{y} \right) \Lambda_1^{(i)} R_{21} \left( \frac{y}{x} \right) =$$

$$= \Lambda_2^{(j_1, ..., j_{k'}-1)} R_{12} \left( \frac{x}{y^{2(k'-b')}} \right) \Lambda_1^{(i)} R_{21} \left( \frac{yp^{2(k'-b'+1)}}{x} \right) \Lambda_2^{(j_{b'}, ..., j_{k'})}$$

where $b'$ is such that $j_{b'-1} \leq i < j_{b'}$. Here we have two cases:

- if $i = j_c$ for some $c$, then formulas (2.27), (2.29) imply that the right-hand sides of (2.41), (2.42) are both equal to the following normally ordered expression:

$$\Lambda_2^{(j_1, ..., j_{c-1})} \Lambda_2^{(c)} + \Lambda_1^{(i)} + \Lambda_2^{(c)} - \Lambda_2^{(j_{c+1}, ..., j_k')}$$

- if $i \notin \{j_1, ..., j_{k'}\}$, then $b = b'$, hence the RHS of (2.41) and (2.42) are equal.

The bullets above prove the $k = 1$ case of Claim 2.19. As for Claim 2.20, we need to study the poles of (2.41), (2.42) and (2.43) as rational functions in $x$ and $y$. The latter does not have any poles, while the former all come from the unique poles of the $R$-matrix:

$$y = \frac{x}{p^{2(k-b)}}$$

with residue $\Lambda_2^{(j_1, ..., j_{b-1})} (q - q^{-1})(12) \Lambda_1^{(i)} R_{21} (p^2) \Lambda_2^{(j_b, ..., j_{k'})}$

$$y = \frac{x}{p^{2(k-b+1)}}$$

with residue $\Lambda_2^{(j_1, ..., j_{b-1})} R_{12} (p^2) \Lambda_1^{(i)} (q^{-1} - q)(12) \Lambda_2^{(j_b, ..., j_{k'})}$

We note that (2.44) for a collection $(i, ... < j_b < ...)$ precisely cancels out (2.45) for the collection $(j_b, ... < i < ...)$. Therefore, as we sum over all $i$ and $j_1 < ... < j_{k'}$ in
\{1, \ldots, r\}, the only residues which survive are (2.44) when \(i > j_{k'}\) and (2.45) when \(i < j_1\). We conclude that the poles of the rational function (2.36)–(2.37) are:
\[ y = xp^2, \quad \text{with residue} \sum_{i \neq j \in \mathbb{N}} \delta \left( \frac{y}{xp^2} \right) \Lambda_2^{(j_1, \ldots, j_{k'})}(q - q^{-1})(12)\Lambda_1^{(i)} R_{21}(p^2) \]
\[ y = \frac{x}{p^2k^2}, \quad \text{with residue} \sum_{i < j \in \mathbb{N}} \delta \left( \frac{yp^{2k'}}{x} \right) R_{12}(p^2)\Lambda_1^{(i)}(q - q^{-1})(12)\Lambda_2^{(j_1, \ldots, j_{k'})} \]

This is precisely expression (2.39) for \(k = 1\), which concludes the base case of Claims 2.19 and 2.20. In particular, the fact that:
\[
\text{Res}_{z = xp^2} \left[ \tilde{W}_2^{(k-1)}(z) R_{1} \left( \frac{xp^2}{z} \right) \tilde{W}_1^{(1)}(x) R_{1} \left( \frac{z}{x} \right) \right] = (q - q^{-1})(1)\tilde{W}_1^{(k)}(x) R_{1}(p^2)
\]
(we use the notation \(\bullet\) instead of \(y, 2\)) implies that:
\[
(\text{formula } 2.36) = \text{Res}_{z = xp^2} \left[ \frac{(1\bullet)}{q - q^{-1}} \cdot \tilde{W}_2^{(k-1)}(z) R_{1} \left( \frac{xp^2}{z} \right) \tilde{W}_1^{(1)}(x) \right]
\]
\[
(\text{formula } 2.37) = \text{Res}_{z = xp^2} \left[ \frac{(1\bullet)}{q - q^{-1}} \cdot \tilde{W}_1^{(k)}(y) R_{2} \left( \frac{xp^2}{y} \right) \tilde{W}_1^{(1)}(x) \right]
\]
as identities in \(\text{End}(V \otimes V \otimes V)\), with the three copies of \(V\) being denoted by 1, 2, \(\bullet\).

By the induction hypothesis of Claim 2.19 we can rewrite the formulas above as:
\[
(\text{formula } 2.36) = \text{Res}_{z = xp^2} \left[ \frac{(1\bullet)}{q - q^{-1}} R_{12} \left( \frac{zp^{2k'-2}}{yp^{2k'}} \right) \tilde{W}_2^{(k-1)}(z) \right]
\]
\[
(\text{formula } 2.37) = \text{Res}_{z = xp^2} \left[ \frac{(1\bullet)}{q - q^{-1}} R_{21} \left( \frac{zp^{2k'-2}}{yp^{2k'}} \right) \tilde{W}_1^{(k-1)}(z) \right]
\]
and:
\[
(\text{formula } 2.36) = \text{Res}_{z = xp^2} \left[ \frac{(1\bullet)}{q - q^{-1}} R_{12} \left( \frac{zp^{2k'-2}}{yp^{2k'}} \right) \tilde{W}_2^{(k-1)}(z) \right]
\]
\[
(\text{formula } 2.37) = \text{Res}_{z = xp^2} \left[ \frac{(1\bullet)}{q - q^{-1}} R_{21} \left( \frac{zp^{2k'-2}}{yp^{2k'}} \right) \tilde{W}_1^{(k-1)}(z) \right]
\]

We observe that the right-hand sides of the formulas above are represented by the same rational function, because the factor with the squiggly underline has residue at \(z = xp^2\) equal to a multiple of the permutation matrix.
By (2.50), the residue of expressions (2.47)–(2.48) at $y$ analogous cases of the poles (2.49) and (2.51) as exercises to the interested reader.

We will do the computation for the poles (2.50) and (2.52), and leave the

where $b$

the residue at $y$

the corresponding residues of the rational functions (2.47)–(2.48). In general, if we have rational functions $F(z, y)$ with poles \( \{y = \alpha z\} \) and $G(y, x)$ with poles \( \{y = \beta x\} \), then the poles of the rational function $F(z, y)G(y, x)$ in the variable $y$ are:

\[
\begin{align*}
y &= \alpha z & \text{with residue} & \left[ \text{Res } F(z, y) \right] G(z\alpha, x) \\
y &= \beta x & \text{with residue} & F(z, x\beta) \left[ \text{Res } G(y, x) \right]
\end{align*}
\]

as long as all the poles are simple (which will be the case in our situation). In the case at hand, the induction hypothesis implies that:

\[
\tilde{W}_{2}^{(k')} (y) R_{12} \left( \frac{x p^{2}}{z} \right) \tilde{W}_{1}^{(1)} (x) R_{21} \left( \frac{y}{x} \right)
\]

has poles:

\[
\begin{align*}
y &= x p^{2} & \text{with residue} & (q - q^{-1})(12) \tilde{W}_{1}^{(k' + 1)} (x) R_{21} (p^{2}) \\
y &= \frac{x}{p^{2k'}} & \text{with residue} & (q^{-1} - q)(12) R_{21} (p^{2}) \tilde{W}_{2}^{(k' + 1)} \left( \frac{x}{p^{2k'}} \right)
\end{align*}
\]

and that:

\[
R_{2} \left( \frac{z p^{2k - 2}}{y p^{2k'}} \right) \tilde{W}_{2}^{(k - 1)} (z) R_{2} \left( \frac{y p^{2k'}}{z} \right) \tilde{W}_{2}^{(k')} (y) \prod_{i = k' - k + 2}^{k' - 1} f \left( \frac{z}{y p^{2i}} \right)
\]

has poles:

\[
\begin{align*}
y &= z p^{2b} & \text{with residue} & (q - q^{-1})(12) \cdot & \tilde{W}_{2}^{(k' + b)} (z) R_{2} \left( \frac{y p^{2k - 2}}{z} \right) \tilde{W}_{2}^{(k' - b - 1)} (z p^{2b}) \left( z p^{2b} \right) \prod_{i = 1}^{k - 2} f (p^{-2i}) \\
y &= z p^{2c} & \text{with residue} & (q^{-1} - q)(12) \cdot & \tilde{W}_{2}^{(k' + c)} (z) R_{2} \left( \frac{y p^{2k - 2}}{z} \right) \tilde{W}_{2}^{(k' - c - 1)} (z p^{2c}) \left( z p^{2c} \right) \prod_{i = 1}^{k - 2} f (p^{-2i})
\end{align*}
\]

where $b \in \{1, ..., k - 1\}$ and $c \in \{-k', ..., -k' + k - 2\}$. Since ultimately we will take the residue at $z = x p^{2}$, it is easy to see that the poles (2.49)–(2.52) are the same as those prescribed in (2.38). Let us now check that the residues also match up with (2.39). We will do the computation for the poles (2.50) and (2.52), and leave the analogous cases of the poles (2.49) and (2.51) as exercises to the interested reader.

By (2.50), the residue of expressions (2.47)–(2.48) at $y = x p^{-2k'}$ is equal to:

\[
- \text{Res}_{z = x p^{2}} \left( \frac{1}{z} \right) R_{2} \left( \frac{y p^{2}}{z} \right) \tilde{W}_{2}^{(k - 1)} (z) R_{1} \left( \frac{x p^{2}}{z} \right) R_{21} (p^{-2})
\]

\[3\]However, the factor $R_{2} \left( \frac{x p^{2}}{z} \right)$ cannot be moved past $\tilde{W}_{2}^{(k - 1)} (z)$ and $\tilde{W}_{1}^{(1)} (x)$ without changing the overall residue; fortunately, our argument does not require this.
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\[(12) R_{21}(p^2) \hat{W}_2^{(k' + 1)} \left( \frac{x}{p^{2k'}} \right) \prod_{i=2}^{k-1} f(p^{-2i}) \]

If we move the permutation \((12)\) all the way to the left-hand side of the formula (and replace the product \(R_{12}(p^{-2}) R_{21}(p^2)\) by \(f(p^{-2})\)), the expression above equals:

\[-(12) \text{Res}_{z = xp^2} \left[ (2\bullet) R_{1\bullet}(p^{2k}) \hat{W}_1^{(k-1)}(z) R_{2\bullet}(\frac{xp^2}{z}) \hat{W}_2^{(k'+1)}(\frac{x}{p^{2k'}}) \prod_{i=1}^{k-1} f(p^{-2i}) \right] \]

The underbraced term has residue equal to the expression underneath it due to the equality of the underbraced term with the expression underneath it.

The expression above equals:

\[- \text{Res}_{z = xp^2} \left[ (1\bullet)(2\bullet) \hat{W}_1^{(k'+c)}(z) R_{2\bullet}(p^{2k-2}) \right] \]

The term with the squiggly underline has residue at \(z = xp^2\) equal to a multiple of the permutation matrix \((1\bullet)\), so it can be moved left-to-right by changing the indices of various factors along the way. Hence the expression above equals:

\[- \text{Res}_{z = xp^2} \left[ (1\bullet)(2\bullet) \hat{W}_1^{(k'+c)}(z) R_{1\bullet}(\frac{xp^2}{z}) \right] \]

\[R_{21}(p^{2k-2}) \hat{W}_2^{(k'-c-1)}(xp^{2c+2}) \prod_{i=1}^{k-2} f(p^{-2i}) \]

The underbraced term is equal to the expression underneath it due to the equality between the rational functions representing \((2.36)\) and \((2.37)\) for the pair \((1, k - c - 1)\). Therefore, the expression above equals:

\[- \text{Res}_{z = xp^2} \left[ (1\bullet)(2\bullet) \hat{W}_1^{(k'+c)}(z) R_{1\bullet}(\frac{xp^2}{z}) \hat{W}_1^{(1)}(x) R_{21}(p^{2k-2}) \hat{W}_2^{(k'-c-1)}(xp^{2c+2}) \prod_{i=1}^{k-1} f(p^{-2i}) \right] \]

The underbraced term has residue equal to the expression underneath due to \((2.39)\) for the pair \((1, k' + c)\). Since the expression above matches \((2.39)\) for the pair \((k, k')\), the induction step of Claim 2.20 is complete.
3. The first shuffle algebra

3.1. We will often write elements \( X \in \text{End}(V^\otimes k) \) as \( X_{1...k} \) so as to point out the set of indices of \( X \). Letting \( E_{ij} \in \text{End}(V) \) be the usual elementary matrix, we have:

\[
(3.1) \quad X = \sum_{i_1,...,i_k,j_1,...,j_k} \gamma \cdot E_{i_1j_1} \otimes ... \otimes E_{i_kj_k}
\]

for certain coefficients \( \gamma \). For any permutation \( \sigma \in S(k) \), we write:

\[
(3.2) \quad \sigma X \sigma^{-1} = X_{\sigma(1)...\sigma(k)}
\]

where \( \sigma \curvearrowright V^\otimes k \) by permuting the factors (therefore, the effect of conjugating (3.1) by \( \sigma \) is to replace the indices \( i_{\sigma(1)},...,j_{\sigma(k)} \) by \( i_1,...,j_k \)). Moreover, we will write:

\[
(3.3) \quad X_{1...k} = X_{1...i} \otimes X_{i+1...k} \in \text{End}(V^\otimes i) \otimes \text{End}(V^\otimes k-1) \cong \text{End}(V^\otimes k)
\]

if we wish to set apart the first \( i \) tensor factors from the last \( k-i \) tensor factors of \( X \). There is an implicit summation in the right-hand side of (3.3) which we will not write down, much alike Sweedler notation. For any \( a \in \mathbb{N} \), we will write:

\[
E_{ij}^{(a)} = 1 \otimes ... \otimes E_{ij} \otimes ... \otimes 1 \in \text{End}(V^\otimes k)
\]

(the number \( k \geq a \) will always be clear from context). More generally, for any \( X \in \text{End}(V^\otimes k) \) and any collection of distinct natural numbers \( a_1,...,a_k \), write:

\[
X_{a_1,...,a_k} \in \text{End}(V^\otimes N)
\]

(the number \( N \geq a_1,...,a_k \) will always be clear from context) for the image of \( X \) under the map \( \text{End}(V^\otimes k) \to \text{End}(V^\otimes N) \) that sends the \( i \)-th factor of the domain to the \( a_i \)-th factor of the codomain, and maps to the unit in all factors \( \neq \{a_1,...,a_k\} \).

3.2. Consider a parameter \( \bar{q} \) and denote \( p = q^n \bar{q} \). Then define:

\[
(3.4) \quad \bar{R}^+(x) = R_{21} \left( \frac{1}{x\bar{q}^2} \right) \in \text{End}_{Q(q, \bar{q})}(V \otimes V)(x)
\]

\[
(3.5) \quad \bar{R}^-(x) = D_2 R_{21} \left( \frac{p^2}{x} \right) D_2^{-1} \in \text{End}_{Q(q, \bar{q})}(V \otimes V)(x)
\]

where \( D = \text{diag}(q^2, ..., q^{2n}) \in \text{End}(V) \).

Definition 3.3. For either choice of the sign \( \pm \), consider the vector space:

\[
(3.6) \quad \bigoplus_{k=0}^{\infty} \text{End}_{Q(q, \bar{q})} \left( V^\otimes k \right)^{\text{Sym}}(z_1, ..., z_k)
\]
and endow it with an associative algebra structure, by setting $X \ast Y$ equal to:

\[
(3.8) \quad \sum_{\{1, \ldots, k+l\}=(a_1, \ldots, a_k) \cup \{b_1, \ldots, b_l\}} \prod_{i=k+1}^{l} R_{a_i b_j} \left( \frac{z_{a_i}}{z_{b_j}} \right) \text{ only if } a_i < b_j
\]

\[
X_{a_1, \ldots, a_k}(z_{a_1}, \ldots, z_{a_k}) \prod_{i=1}^{k} \prod_{j=1}^{l} \tilde{R}_{a_i b_j} \left( \frac{z_{a_i}}{z_{b_j}} \right) Y_{b_1, \ldots, b_l}(z_{b_1}, \ldots, z_{b_l}) \prod_{i=k+1}^{l} R_{a_i b_j} \left( \frac{z_{a_i}}{z_{b_j}} \right) \text{ only if } a_i > b_j
\]

The operation $X \ast Y$ will be called the "shuffle product".

3.4. There is a pictorial way to represent the shuffle product above. To this end, elements of $\text{End}(V^\otimes k)(z_1, \ldots, z_k)$ (which will henceforth be called matrices) will be represented by braids on $k$ strands: every strand carries a label from $1, \ldots, k$ that represents one of the tensor factors of $V^\otimes k$, and is decorated by one of the variables $z_1, \ldots, z_k$. For example, the $R$–matrices:

\[
R_{ab} \left( \frac{z_a}{z_b} \right) \quad \text{and} \quad R_{-1}^{-1} \left( \frac{z_b}{z_a} \right)
\]

(for any indices $a, b \in \{1, \ldots, k\}$) are represented by the two braids in Figure 1.

\[
\begin{array}{c}
\alpha \quad \tilde{R}_{ab} \left( \frac{z_a}{z_b} \right) \\
\downarrow \quad b \quad z_a \\
\alpha \quad \tilde{R}_{-1}^{-1} \left( \frac{z_b}{z_a} \right) \\
\downarrow \quad z_b
\end{array}
\]

\[
\begin{array}{c}
\alpha \quad \tilde{R}_{ab} \left( \frac{z_a}{z_b} \right) \\
\downarrow \quad z_b \\
\alpha \quad \tilde{R}_{-1}^{-1} \left( \frac{z_b}{z_a} \right) \\
\downarrow \quad b \quad z_a
\end{array}
\]

\textbf{Figure 1.} The $R$–matrices as crossings

The Yang-Baxter equation (2.4) corresponds to a Reidemeister III move: this is a statement about isotopic braids representing the same matrix. We will therefore feel free to move braids around in our pictures, without changing the particular element of $\text{End}(V^\otimes k)(z_1, \ldots, z_k)$ that they represent. Similarly, changing a crossing such as in Figure 1 in a braid has the effect of multiplying the corresponding matrix by the scalar-valued rational function $f(z_a/z_b)$, due to (2.5).

The usual matrix multiplication of elements in $\text{End}(V^\otimes k)(z_1, \ldots, z_k)$ is represented as left-to-right concatenation of braids. Meanwhile, the summand of the shuffle

\[X_{1 \ldots k}(z_1, \ldots, z_k) = R_{\sigma} \cdot X_{\sigma(1) \ldots \sigma(k)}(z_{\sigma(1)}, \ldots, z_{\sigma(k)}) \cdot R_{-1}^{-1} \sigma \]

for all permutations $\sigma$, where $R_{\sigma}$ is any braid lift of the permutation $\sigma$ (see Figure 1).
product \((3.8)\) corresponding to a fixed collection of indices \(a_1 < ... < a_k\) and \(b_1 < ... < b_l\) can be represented by the braid:

![Image](figure2.png)

\(\text{Figure 2. The shuffle product as braids}\)

(we depicted the case \(\pm = +, (a_1, a_2) = (1, 3)\) and \((b_1, b_2) = (2, 4)\)) in Figure 2). We make the convention that the variable on a strand does not change, except at a box.

3.5. For any permutation \(\sigma \in S(k)\), we will consider the corresponding permutation operator \(\sigma \in \text{End}(V \otimes^k)\). Letting \((ab)\) denote the transposition of \(a\) and \(b\), we will consider the following braid, called a colon:

![Image](figure3.png)

\(\text{Figure 3. A permutation braid}\)

which we stipulate denotes the following multiple of a permutation operator:

\[(3.9) \quad (q^{-1} - q)(ab) \in \text{End}(V \otimes^k)\]

This operator is relevant to us because it matches the residue:

\[(3.10) \quad \text{Res}_{x=1} R_{ab}(x) = (q^{-1} - q)(ab)\]

We note that the label \(a, b\) of the two strands in Figure 3 changes when encountering the colon, but the variable on each strand does not. This is the case in order to ensure identities such as:

\[(ab) R_{ac} \left( \frac{x}{y} \right) = R_{bc} \left( \frac{x}{y} \right) (ab)\]
3.6. For any matrix-valued rational function $X(z_1, ..., z_k)$ with at most simple poles at $\{z_i - z_j \mid 1 \leq i < j \leq k \}$, we let:

$$\text{Res}_{\{z_i = y, z_j = yq^2, ..., z_i = yq^{2(i-1)}\}} X$$

be the rational function in $y, z_{i+1}, ..., z_k$ obtained by successively taking the residue at $z_2 = z_1 q^2$, then at $z_3 = z_1 q^4$, ..., then at $z_i = z_1 q^{2(i-1)}$ and finally relabeling the variable $z_1 \rightarrow y$. More generally, for any collection of natural numbers:

$$1 = c_1 < c_2 < ... < c_u < c_{u+1} = k + 1$$

we will write:

$$\text{Res}_{\{z_{c_s} = y_s, z_{c_s+1} = y_s q^2, ..., z_{c_s+1} = y_s q^{2(c_s+1-c_s-1)}\}_{s \in \{1, ..., u\}}} X$$

for the rational function in $y_1, ..., y_u$ obtained by applying the iterated residue (3.11) to the groups of variables indexed by $\{c_1, c_1+1, ..., c_2\}$, ..., $\{c_u, c_u+1, ..., c_{u+1}\}$.

**Definition 3.7.** Let $\mathcal{A}^+$ be the subset of (3.6) consisting of matrix-valued rational functions with at most simple poles at $z_i - z_j q^2$, such that for any sequence (3.12), the iterated residue (3.13) is of the form depicted in Figure 4, for some $X^{(\lambda_1, ..., \lambda_u)} \in \text{End}(V^{\otimes u})(y_1, ..., y_u)$, where $\lambda_s = c_{s+1} - c_s$ for all $s \in \{1, ..., u\}$.

![Figure 4. The residue conditions (for $u = 2$, $\lambda_1 = 4$, $\lambda_2 = 3$)](image)

We define $\mathcal{A}^-$ by analogy with $\mathcal{A}^+$, but with $p^{-1} = q^{-n} q^{-1}$ instead of $q$, and with the diagonal matrix $D_1...D_k$ placed in front of the braid depicted in Figure 4. It was shown in [13] that $\mathcal{A}^+$ are subalgebras of the vector space (3.6), defined with respect to the product (3.8). We will call either of them the shuffle algebra.

---

5The symbol “blue over blue” is an artifact of [13], and it refers to the rational function:

$$\left[ \prod_{1 \leq s < s' \leq u} \prod_{i=1}^{\lambda_s-1} \prod_{i'=1}^{\lambda_{s'}-1} \frac{y_s q^{2i}}{y_s q^{2i'}} \right] \left[ \prod_{s=1}^{u} \prod_{1 \leq i < i' < \lambda_s} f(q^{2(i-i')}) \right]$$
3.8. As in (2.1), we will write \( E_{ij}^{(a)} := E_{ij}^{(a)} \frac{z_a}{z_a} - \frac{z_a}{z_a} E_{ij}^{(a)} \), and more generally:

\[
E_{i_1,j_1} \otimes \ldots \otimes E_{i_k,j_k} := E_{i_1,j_1} \frac{z_{i_1}}{z_{i_1}} - \frac{z_{i_1}}{z_{i_1}} E_{i_1,j_1} \otimes \ldots \otimes E_{i_k,j_k} \frac{z_{i_k}}{z_{i_k}} - \frac{z_{i_k}}{z_{i_k}} E_{i_k,j_k}
\]

With this in mind, we grade the algebra \( A^\pm \) by the monoid \( \mathbb{Z}^n \times \pm \{0, 1, 2, \ldots\} \), via:

\[
\text{deg } X^\pm = (d, \pm k)
\]

where we write \( X^\pm \) for the element of \( A^\pm \) represented by a matrix-valued rational function \( X \), which is a linear combination of matrices of the form:

\[
f(z_1, \ldots, z_k)E_{i_1,j_1} \otimes \ldots \otimes E_{i_k,j_k}
\]

with \((\text{hom deg } f) \cdot (1, \ldots, 1) - \sum_{a=1}^k [i_a; j_a] = d\). We define:

\[
\text{slope } X^\pm = \frac{|d|}{\pm k}
\]

where \([(d_1, \ldots, d_n)] = d_1 + \ldots + d_n\). We will refer to \( d \) and \( \pm k \) of (3.15) as the horizontal and vertical degrees of \( X^\pm \), respectively, and write:

\[
\text{hdeg } X^\pm = d \\
\text{vdeg } X^\pm = \pm k
\]

and \( A_{\pm k} \) to be the subspace of \( A^\pm \) consisting of elements of vertical degree \( \pm k \).

3.9. Consider the symmetrization operator:

\[
\text{Sym } X = \sum_{\sigma \in S(k)} R_{\sigma} \cdot X_{\sigma(1), \ldots, \sigma(k)}(z_{\sigma(1)}, \ldots, z_{\sigma(k)}) \cdot R_{\sigma}^{-1}
\]

where \( R_{\sigma} \) is the product of \( R_{ij} \left( \frac{z_i}{z_j} \right) \) associated to any braid lift of \( \sigma \). For instance:

\[
R_{\omega_k} (z_1, \ldots, z_k) = \prod_{i=1}^{k-1} \prod_{j=i+1}^k R_{ij} \left( \frac{z_i}{z_j} \right)
\]

lifts the longest element of \( S(k) \). Consider the matrix-valued rational functions:

\[
\tilde{Q}^+ (x) = -q \sum_{1 \leq i,j \leq n} (xq^2)^{d_{ij}} E_{ij} \otimes E_{ji}
\]

\[
\tilde{Q}^- (x) = -q \sum_{1 \leq i,j \leq n} (xp^{-2})^{d_{ij}} E_{ij} \otimes E_{ji} \cdot q^{2(j-i)}
\]

which have (up to scalar) the same simple pole and residue as \( \tilde{R}^\pm (x) \). Define:

\[
F_{ij}^{(k)} = \text{Sym} \left( R_{\omega_k} \prod_{a=1}^k \prod_{b=1}^{a-2} \tilde{R}_{ba}^{+} \left( \frac{z_b}{z_a} \right) \tilde{Q}_{a-1,a}^{+} \left( \frac{z_{a-1}}{z_a} \right) E_{i_{a-1}a}^{(a)} \frac{q^{a}}{q^{a-1}} \right) \in A^+
\]

\[
F_{ij}^{(-k)} = \frac{1}{q^{2k}} \cdot \text{Sym} \left( R_{\omega_k} \prod_{a=1}^k \prod_{b=1}^{a-2} \tilde{R}_{ba}^{-} \left( \frac{z_b}{z_a} \right) \tilde{Q}_{a-1,a}^{-} \left( \frac{z_{a-1}}{z_a} \right) E_{i_{a-1}a}^{(a)} \frac{q^{a}}{q^{a-1}} \right) \in A^-
\]
for all \((i, j) \in \mathbb{Z}^2 / \{(n, n) \mathbb{Z}\}\text{ and } k \in \mathbb{N}\text{, where:}
\[
t_a = i + \left(\frac{(j-i)a}{k}\right)
\]
for all \(a \in \{1, ..., k\}\). If \(\mu = \frac{i-j}{k} \in \mathbb{Q}\), we will write:
\[
F_{ij}^{\pm \mu} = F_{ij}^{(\pm k)}
\]
Note that \(\deg F_{ij}^{(\pm k)} = (-[i; j], \pm k) \in \mathbb{Z}^n \times \mathbb{Z}\). We set \(F_{ij}^{\mu} = 0\) if \(i - j \notin \mu \mathbb{Z}\).

3.10. The elements \(F_{ij}^{\mu}\) are connected to the following slope filtration on \(A^\pm\).

**Definition 3.11.** For any \(\mu \in \mathbb{Q}\), we define \(A_{\leq \mu}^\pm \subset A^\pm\) to be the subset of matrix-valued rational functions \(X = X_{1...k}(z_1, ..., z_k)\) which have the property that:
\[
X = \sum_{\text{various } X', X'' \text{ with slope } X'' \leq \mu} X'_{1...i}(z_1, ..., z_i) \otimes X''_{i+1...k}(z_{i+1}, ..., z_k)
\]
when expanded as \(z_1, ..., z_i \ll z_{i+1}, ..., z_k\), for all \(i \in \{0, ..., k\}\) (recall (3.3)). We further let \(B_\mu^\pm \subset A_{\leq \mu}^\pm\) denote the subset of elements \(X\) whose slope equals \(\mu\).

It was shown in [13] that \(A_{\leq \mu}^\pm\) and \(B_\mu^\pm\) are subalgebras, and that:
\[
F_{ij}^{\pm \mu} \in B_\mu^\pm
\]
whenever \(\frac{i-j}{\mu} \in \mathbb{N}\). Moreover, if \(\mu = \frac{a}{b}\) with \(\gcd(a, b) = 1\), there is an isomorphism:
\[
B_\mu \cong U_q(\mathfrak{gl}_n^{\pm}) \otimes g
\]
where \(g = \gcd(n, a)\), under which the various \(F_{ij}^{\pm \mu}\) are sent to the root generators of quantum groups (see Section 3 of [13]). Linear bases of \(A^\pm\) are given by:
\[
A^\pm = \bigoplus_{\frac{i-j}{\mu} \geq \frac{a}{b}} \mathbb{Q}(q, q^{\pm \frac{1}{2}}) \cdot F_{i_{t+1}j_{t+1}}^{(\pm k_{t+1})} ... F_{i_{1}j_{1}}^{(\pm k_{1})}
\]
where the sum goes over all \((i_a, j_a) \in \frac{\mathbb{Z}^2}{(n, n) \mathbb{Z}}\text{ and } k_a \in \mathbb{N}\). We define the completion:
\[
\hat{A}^\pm = \bigoplus_{k, d \in \mathbb{Z}} \prod_{\frac{i_k-j_k}{\mu} = \frac{d}{\nu} \geq \frac{a}{b}} \mathbb{Q}(q, q^{\pm \frac{1}{2}}) \cdot F_{i_{t+1}j_{t+1}}^{(k_{t+1})} ... F_{i_{1}j_{1}}^{(k_{1})}
\]
In other words, an element of the completion \(\hat{A}^\pm\) is an infinite linear combination of the elements \(F_{i_{t+1}j_{t+1}}^{(k_{t+1})} ... F_{i_{1}j_{1}}^{(k_{1})}\), but with \(k_1 + ... + k_t\) and \(i_1 - j_1 + ... + i_t - j_t\) taking finitely many values. As in Proposition 3.7 of [11], one can show that this completion is closed under multiplication, and thus a well-defined algebra.
3.12. The slope filtration can be expressed in terms of the extended algebras:
\[ \widetilde{A}^+ = A^+ \otimes \mathcal{U}_{\mathbf{q}}(\mathfrak{gl}_n) / \text{relations} \]
\[ \widetilde{A}^- = A^- \otimes \mathcal{U}_{\mathbf{q}}(\mathfrak{gl}_n) / \text{relations} \]

(the explicit relations above can be found in [13], although we will not need them).

We recall the generating series (2.19) and (2.20) of elements of the algebras \( \mathcal{U}_{\mathbf{q}}(\mathfrak{gl}_n) \) and \( \mathcal{U}_{\mathbf{q}}(\mathfrak{gl}_n) \), respectively. We will henceforth use the notation:
\[ T^- (x) = T(x) \]
\[ S^- (x) = T(x^{q-2})^{-1} \]
for elements of \( \widetilde{A}^-[[x]] \supset \mathcal{U}_{\mathbf{q}}(\mathfrak{gl}_n)[[x]] \), and:
\[ S^+ (x) = S(x) \]
\[ T^+ (x) = D \left( (S(xp^2))^{-1} \right)^\dagger D^{-1} \]
for elements of \( \widetilde{A}^+[[x^{-1}]] \supset \mathcal{U}_{\mathbf{q}}(\mathfrak{gl}_n)[[x^{-1}]] \), where \( D = \text{diag}(q^2, \ldots, q^{2n}) \) and \( \dagger \) denotes transposition of matrices. This notation will allow us to define the following coproducts on the extended algebras \( \widetilde{A}^\pm \):

\[ \Delta \left( X^\pm_{1, \ldots, k}(z_1, \ldots, z_k) \right) = \sum_{i=0}^{k} \left( \begin{array}{c}
S^\pm_i(z_k) \cdots S^\pm_{i+1}(z_{i+1}) \otimes 1 \\
\prod_{1 \leq u \leq i < v \leq k} f \left( \frac{z_u}{z_v} \right)
\end{array} \right)^\pm \left( T^\pm_{i+1}(z_{i+1}) \cdots T^\pm_k(z_k) \otimes 1 \right) \]

By virtue of Definition 3.11, we have:

\[ X^\pm \in A^\pm_{\leq \mu} \Rightarrow \Delta(X^\pm) = \sum_{\text{slope } X'' \leq \mu} \sum_{\text{various } X', X''} X' \otimes X'' \]
\[ X^\pm \in B^\pm_{\mu} \Rightarrow \Delta(X^\pm) = \sum_{\text{slope } X'' \leq \mu \leq \text{slope } X'} \sum_{\text{various } X', X''} X' \otimes X'' \]

The latter observation allows us to define a coproduct \( \Delta_{\mu} \) on the subalgebra \( B_{\mu} \) by taking the leading slope summands in the coproduct \( \Delta \):

\[ \Delta_{\mu}(X^\pm) = \sum_{\text{with slope } X'' = \mu = \text{slope } X'} \sum_{\text{those summands in } (3.22)} X' \otimes X'' \]

As explained in [13], the expression in square brackets is defined by taking the rational function:
\[ \frac{X_{1, \ldots, k}(z_1, \ldots, z_k)}{\prod_{1 \leq u \leq i < v \leq k} f \left( \frac{z_u}{z_v} \right)} \]
separating the variables \( z_1, \ldots, z_i \) from \( z_{i+1}, \ldots, z_k \) by expanding in the range \( |z_1|, \ldots, |z_i| \ll |z_{i+1}|, \ldots, |z_k| \), and then separating the tensor \( X_{1, \ldots, k} \) into \( X_{1, \ldots, i} \otimes X_{i+1, \ldots, k} \) according to (3.3).
For example, the coproduct of the elements $F^\mu_{ij}$ satisfy the following formula:

\begin{equation}
\Delta_\mu (F^\mu_{ij}) = \sum_{\ast \in \{1, \ldots, n\}} \frac{\psi}{\psi_i} F^\mu_{ij} \otimes F^\mu_i
\end{equation}

where $\psi_k \in U_\delta^\ast (gl_n) \subset \tilde{A}^+$ and $\psi_k \in U_\delta^\ast (gl_n) \subset \tilde{A}^-$ are defined in (2.24).

3.13. Finally, we recall a distinguished pairing between the algebras $A^\pm$. Before recalling its definition, we will need an important fact about these algebras, namely that they are generated by the elements (3.14) in degree 1.

**Proposition 3.14.** ([13]) The algebras $A^\pm$ are generated by $\{F_{ij}^{(\pm 1)}\}_{(i,j) \in \mathbb{Z}(m,n)}$.

In other words, any element of $A^\pm$ can be written as a linear combination of:

\begin{align}
I_i^+ \ast \ldots \ast I_k^+ & \in A^+ \\
J_i^- \ast \ldots \ast J_k^- & \in A^-
\end{align}

respectively, as $I_1, \ldots, I_k$ (respectively $J_1, \ldots, J_k$) range over $\text{End}(V)[z_1^{\pm 1}]$.

**Proposition 3.15.** ([13]) There is a non-degenerate pairing:

\begin{equation}
\tilde{A}^+ \otimes \tilde{A}^- \rightarrow \mathbb{Q}(q, q^\frac{1}{n})
\end{equation}

which satisfies the following formulas for all $I_a, J_a \in \text{End}(V)[z^{\pm 1}], X^\pm \in A^\pm$:

\begin{align}
\langle I_i^+ \ast \ldots \ast I_k^+, X_{1 \ldots k}(z_1, \ldots, z_k) \rangle &= (q^2 - 1)^k \int_{|z_1| \ll \ldots \ll |z_k|} \text{Tr}_V^{\otimes k} \left( R_{\omega_1} \prod_{a=1}^k J_a^{(a)}(z_a) \prod_{b=a+1}^k J_a^{(b)} \left( \frac{z_a}{z_b} \right) X_{1 \ldots k}(z_1, \ldots, z_k) \right) \\
\langle X_{1 \ldots k}^+(z_1, \ldots, z_k), J_i^- \ast \ldots \ast J_k^- \rangle &= (q^2 - 1)^k \int_{|z_1| \ll \ldots \ll |z_k|} \text{Tr}_V^{\otimes k} \left( R_{\omega_1} \prod_{a=1}^k J_a^{(a)}(z_a) \prod_{b=a+1}^k J_a^{(b)} \left( \frac{z_a}{z_b} \right) X_{1 \ldots k}(z_1, \ldots, z_k) \right)
\end{align}

The pairing of elements of non-opposite vertical degrees is defined to be 0. Moreover, (3.28) is a bialgebra pairing, in that the dual of the product is the coproduct:

\begin{align}
\langle ab, c \rangle &= \langle b \otimes a, \Delta(c) \rangle, \quad \forall a, b \in \tilde{A}^+, c \in \tilde{A}^- \\
\langle a, bc \rangle &= \langle \Delta(a), b \otimes c \rangle, \quad \forall a \in \tilde{A}^+, b, c \in \tilde{A}^-
\end{align}

Above, the notation:

\[
\int_{|z_1| \ll \ldots \ll |z_k|} F(z_1, \ldots, z_k)
\]

refers to the iterated residue of $F$ at 0: first in $z_1$, then in $z_2$, ..., finally in $z_k$. For brevity, we do not write the differential $\prod_{a=1}^k \frac{dz_a}{2\pi i z_a}$ at the end of all our integrands, though it is always implied.
When we restrict the pairing (3.28) to the subalgebras $B_\mu$, it is also true that the dual of the product is the coproduct $\Delta_\mu$, because the pairing of any two elements is trivial unless they have opposite degrees.

**Proposition 3.16.** If $x^+ = \prod_{\mu \in \mathbb{Q}} x^+_{\mu}$, $x^- = \prod_{\mu \in \mathbb{Q}} x^-_{\mu}$ with $x^+_{\mu} \in B_\mu^+$ (the product labeled by $\leftarrow$ is taken in decreasing order of $\mu$, and the one labeled by $\rightarrow$ is taken in increasing order of $\mu$, and all but finitely many of the $x^+_{\mu}$’s are equal to 1), then:

$$\langle x^+, x^- \rangle = \prod_{\mu \in \mathbb{Q}} (x^+_{\mu}, x^-_{\mu})$$

**Proof.** We will prove the required statement by induction over the total number of elements among the $x^+_{\mu}$’s which are not equal to 1. Let us assume $\mu = \alpha$ is the greatest index for which one of the $x^+_{\mu}$’s is not equal to 1, and let us assume without loss of generality that $|\text{vdeg} \ x^+_{\alpha}| \geq |\text{vdeg} \ x^-_{\alpha}|$. Then (3.33) implies that:

$$\langle x^+, x^- \rangle = \left( x^+_{\alpha} \prod_{\mu < \alpha} x^+_{\mu} \prod_{\mu \leq \alpha} x^-_{\mu} \right) \left( \prod_{\mu < \alpha} x^+_{\mu} \otimes x^-_{\alpha} \right) \Delta(x^-_{\alpha})$$

The fact that $x^-_{\mu} \in \mathcal{A}_{\mu, \alpha} \subset \mathcal{A}_{\mu, \alpha}$ implies that the second tensor factors of all $\Delta(x^-_{\mu})$ have slope $\leq \alpha$, and equality only holds for $x^-_{\alpha}$ itself. We have:

$$\Delta(x^-_{\alpha}) = \text{(product of } \psi_k^{1 \mp 1} \text{’s)} \otimes x^-_{\alpha} + x^-_{\alpha} \otimes ...$$

where all the summands marked by the ellipsis either have second tensor factor of slope $< \alpha$, or slope $= \alpha$ but $|\text{vdeg} |$ strictly smaller than that of $x^-_{\alpha}$. Hence the only summand which pairs non-trivially with $x^+_{\alpha}$ is the first one of (3.34), so we have:

$$\langle x^+, x^- \rangle = \left( \prod_{\mu < \alpha} x^+_{\mu} \prod_{\mu < \alpha} x^-_{\mu} \right) \langle x^+_{\alpha}, x^-_{\alpha} \rangle$$

Repeating this argument finitely many times implies (3.33).

$\square$

3.17. For any $X^- \in \mathcal{A}_{-\kappa}$, recall $X^{(k)}(y) \in \text{End}(V)[y^{\pm 1}]$ from Definition 3.7

**Proposition 3.18.** (13) For any $(i, j) \in \frac{\mathbb{Z}^2}{(n, n)\mathbb{Z}}$ and $k \in \mathbb{N}$, we have:

$$\langle F^{(k)}_{ij}, X^- \rangle = \text{coefficient of } E_{-j}y^{\frac{i+1}{n}-\frac{j-1}{n}} \text{ in } (q^2 - 1)^k p^{\frac{k(j-i)+k-(j-1)\cdot \gcd(j-1,k)+2(k-1)+2}{n}} X^{(k)}(y)$$

for all $X \in B^-_{\mu}$. We recall that $p = q^a\overline{q}$.

If we apply Proposition 3.18 for $X^- = F^{(-k')}_{ji'}$, we obtain:

$$\langle F^{(k)}_{ij}, F^{(-k')}_{ji'} \rangle = \delta_{ij} \delta_j^{k'} (1 - q^{-2})$$

The reason for this is the fact that:

$$q^{-2k'} (1 - q^{-2})^{-k'+1} p^{-k'(j' - i') - k'\cdot \gcd(j' - i', k') + 2(k - 1)x' - 2j'}$$

$$\langle F^{(-k')}_{ji'}, F^{(k')}_{ij} \rangle (y) = E_{ji'} y^{\frac{j' - i'}{n} - \frac{j - 1}{n}}$$
as proved in Proposition 5.21 of [13].

**Proposition 3.19.** For any \( \mu \in \mathbb{Q} \) and indices \( i, j, a_1, ..., a_t, b_1, ..., b_t \in \mathbb{Z} \) such that \( i - j, a_1 - b_1, ..., a_t - b_t \in \mu \mathbb{N} \), we have:

\[
\left\langle F_{ij}^\mu, F_{a_1 b_1}^\mu \cdots F_{a_t b_t}^\mu \right\rangle = (1 - q^{-2})^t
\]

if \( b_1 \equiv a_2, b_2 \equiv a_3, ..., b_{t-1} \equiv a_t, \sum_{k=1}^t (a_k; b_k) = [j; i] \) and 0 otherwise.

**Proof.** By (3.32), the left-hand side of (3.37) is equal to:

\[
\left\langle \Delta^{(t-1)} \left( F_{ij}^\mu \right), F_{a_1 b_1}^\mu \otimes \cdots \otimes F_{a_t b_t}^\mu \right\rangle = \sum_{j=c_0, c_1, ..., c_{t-1}, c_t = i} \left\langle \bigotimes_{k=1}^t \psi_{c_{k-1}} F_{c_k c_k-1}^\mu \bigotimes_{k=1}^t F_{a_k b_k}^\mu \right\rangle = \sum_{j=c_0, c_1, ..., c_{t-1}, c_t = i} \prod_{k=1}^t q^{(c_k, b_k)} (1 - q^{-2})
\]

The expression above precisely matches the right-hand side of (3.37). \( \square \)

3.20. Let us now consider the following elements of \( \hat{A}^+ \):

**Definition 3.21.** For any \((i, j) \in \mathbb{Z}^2 / (n, m) \mathbb{Z} \) and \( k > 0 \), define \( W_{ij}^{(k)} \in \hat{A}^+ \) by:

\[
W_{ij}^{(k)} = \sum_{k_1, ..., k_t \in \mathbb{N}, a_0 = c_0, c_1, ..., c_{t-1}, c_t = j} F_{c_0 c_1}^{(k_1)} \cdots F_{c_{t-1} c_t}^{(k_t)} \cdot p^{\frac{2(\alpha(v)-(k-1)(1-k))}{n}}
\]

where \( p = q^n \), and we associate the integer:

\[
\alpha(v) = \sum_{k=1}^t \left[ k_s (c_s - 1 - c_s) - k_s - (c_s - 1 - c_s) + \gcd(c_s - 1 - c_s, k_s) + k_s (c_0 - c_s) \right] / 2
\]

to the sequence of lattice points \( v = \{(c_0 - c_1, k_1), ..., (c_{t-1} - c_t, k_t)\} \).

The abuse of notation between the symbols of Subsection 2.2 and the elements (3.38) is intentional, since sending the former to the latter will give rise to the isomorphism of Theorem 1.2. Let us form the generating series:

\[
W^{(k)}(y) = \sum_{(i, j) \in \mathbb{Z}^2 / (n, m) \mathbb{Z}} W_{ij}^{(k)} \cdot E_{ij}
\]

which takes values in \( \hat{A}^+ \otimes \text{End}(V)[[y^{k1}]] \), where \( E_{ij} = E_{ij} y^{\lfloor \frac{i+1}{m} \rfloor - \lfloor \frac{i+1}{n} \rfloor} \).

**Proposition 3.22.** For any \( X^- \in \mathcal{A}_{-k} \), we have:

\[
\left\langle W^{(k)}(y), X^- \right\rangle = (q^2 - 1)^k \cdot X^{(k)} \left( \frac{1}{y} \right)
\]
where $X^{(k)}(y)$ is the matrix featuring in Definition 3.7, and $\dagger$ denotes transpose.

Let us compare Proposition 3.18 with Proposition 3.22. The latter generalizes the formula in the former from $X^- \in B^-_\mu$ to all $X^- \in \mathcal{A}^-$, but at the cost of replacing the single element $F_{ij}'$ by the entire series (3.38) of products of such elements.

**Proof.** We will refer to elements $[i; j] \in \mathbb{Z}^n$ as “arcs”, in the sense that if we mark vertices $1, \ldots, n$ on a circle, then $[i; j]$ corresponds to the arc starting at the vertex $\hat{i}$ and going $j - i - 1$ steps in the positive direction. We will say that arcs $[a; b]$ and $[a'; b']$ string together to form the arc $[i; j]$ if $b \equiv a'$ and $[a; b] + [a'; b'] = [i; j]$.

Because formula (3.40) is additive, it suffices to prove it for:

$$X^- = \prod_{\mu} \left[ F_{a_1' b_1'}^{(-k_{1}^\mu)} F_{a_2' b_2'}^{(-k_{2}^\mu)} \ldots \right]$$

(the product is taken in increasing order of $\mu \in \mathbb{Q}$), for various choices of:

$$(a_\mu^\mu, b_\mu^\mu) \in \frac{\mathbb{Z}^2}{(n, n) \mathbb{Z}} \quad \text{and} \quad k_\mu^\mu \in \mathbb{N} \quad \text{such that} \quad \frac{b_\mu^\mu - a_\mu^\mu}{k_\mu^\mu} = \mu$$

By Proposition 3.16 and (3.37), the left-hand side of (3.40) vanishes for our $X^-$ unless the arcs $[a_1^\mu, b_1^\mu], [a_2^\mu, b_2^\mu], \ldots$ string together to form an arc $[j; i]$, so we have:

**LHS of (3.40) =**

$$\begin{cases} p^\frac{2(\nu(v) - (k - 1)n)}{n} (1 - q^{-2})^\# \text{ arcs } E_{ij} & \text{if the arcs string to form } [j; i] \\ 0 & \text{otherwise} \end{cases}$$

where $v$ is the sequence $\{b_2^\mu - a_2^\mu, k_2^\mu, (b_1^\mu - a_1^\mu, k_1^\mu), \ldots\}$ in increasing order of $\mu$.

Meanwhile, we have the multiplicativity property of the operation $X \sim X^{(k)}(y)$:

$$(X \star X')^{(k+k')}(y) = X^{(k)}(y)X'^{(k')}(yp^{-2k})$$

for any $X \in \mathcal{A}_{-k}, X' \in \mathcal{A}_{-k'}$ (as proved in Proposition 5.12 of [13]). Taking into account (3.36), we see that:

$$(3.41) \quad \left( \prod_{\mu} F_{a_1'^\mu b_1'^\mu}^{(-k_{1}^\mu)} F_{a_2'^\mu b_2'^\mu}^{(-k_{2}^\mu)} \ldots \right)^{(k)}(y)$$

vanishes unless the arcs $[a_1^\mu, b_1^\mu], [a_2^\mu, b_2^\mu], \ldots$ string together in increasing order of $\mu$ to form an arc $[j; i]$. Moreover, we have:

**RHS of (3.40) =**

$$\begin{cases} p^\frac{2(1 - q^{-2})^\# \text{ arcs } E_{ij}}{1} & \text{if the arcs string to form } [j; i] \\ 0 & \text{otherwise} \end{cases}$$

where:

$$d = \sum_{\mu} \left[ \sum_{s=1,2,\ldots} k_s^\mu (b_s^\mu - a_s^\mu) - k_s^\mu (b_s^\mu - a_s^\mu) + \gcd(b_s^\mu - a_s^\mu, k_s^\mu) - 2(k_s^\mu - 1)\frac{b_s^\mu - 2a_s^\mu}{n} \right]$$

$$- \sum_{\mu \neq \mu' \text{ and } s \leq s'} 2nk_s^\mu \left( \frac{a_s^\mu - 1}{n} - \left\lfloor \frac{b_s^\mu - 1}{n} \right\rfloor \right)$$
Given that the arcs $[a_1^n; b'_1], [a_2^n; b'_2], \ldots$ string together in increasing order of $\mu$ to form an arc $[j; i]$, it is an easy combinatorial exercise to see that $d = 2(\alpha(v) - (k - 1)i - j)$. This shows that the left and right hand sides of (3.40) are equal. 

\[ \Box \]

3.23. We will now deduce quadratic relations between the generating series $W^{(k)}(y)$, and show that they match (2.8) for any natural numbers $k \leq k'$ and $X^- \in A_{-k-k'}$, the rational function:

$x^{(k,k')}(x, y)$ has at most simple poles at:

$y = xp^{-2a}$ for $a \in \{1, \ldots, k\} \cup \{-k', \ldots, k - k' - 1\}$

The Proposition below computes the corresponding residues:

**Proposition 3.24.** Consider any natural numbers $k \leq k'$ and any $X^- \in A_{-k-k'}$. For any $a \in \{1, \ldots, k\}$, we have:

\begin{equation}
(3.42) \quad \text{Res}_{y=x^{p^{-2a}}} x^{(k,k')}(x, y) = \\
= R \left(p^{2a}\right) x_{21}^{(k-a,k'-a)}(xp^{-2a}, x)(q^{-1} - q) (12) \prod_{i=1}^{a-1} f(p^{-2i})
\end{equation}

while for any $a \in \{-k', \ldots, k - k' - 1\}$, we have:

\begin{equation}
(3.43) \quad \text{Res}_{y=x^{p^{-2a}}} x^{(k,k')}(x, y) = \\
= x_{12}^{(k+a,k-a)}(x, xp^{-2a}) R \left(p^{2(k-k'-a)}\right) (q^{-1} - q) (12) \prod_{i=1}^{k-k'-a-1} f(p^{-2i})
\end{equation}

\[ \text{We note that the right-hand sides of all expressions above are regular.} \]

**Proof.** We will first prove (3.42), and note that our proof only requires us to assume that $k' + a > k > a > 0$ (instead of the stronger condition $k' \geq k$). By definition:

\begin{equation}
(3.44) \quad \text{Res}_{z_1=x, z_2=xp^{-2}, \ldots, z_k=xp^{2k}, z_{k+1}=xp^{-2a}, z_{k+2}=xp^{-2a-2}, \ldots, z_{k+4}=xp^{2-2a-2k'}} x
\end{equation}

(henceforth referred to simply as “the residue of $X$”) is given by the braid in Figure 4, with $X^{(\lambda_1, \lambda_2)}$ replaced by the left-hand side of (3.42). Throughout the present proof, we will ignore the diagonal matrix $D_1 \ldots D_{k+k'}$ and the factors “blue over blue” that are required to multiply the braid in Figure 4, because they will be the same in all the braids we depict, and hence will not affect our proof.

The symmetry property (3.7) implies that the braid that represents the residue of $X$ is unchanged if we conjugate it with any product of crossings. In the figure below, we make a particular choice of such a product of crossings, and conclude that the residue of $X$ is also represented by the following braid (note that the color

\[ 9 \text{To make formulas (3.42) and (3.43) hold in the cases } a = k \text{ and } a = -k', \text{ we declare:} \]

$x_{21}^{(0,k+k')}(xp^{-2k}, x) = x_1^{(k+k')}(x)$ and $x_{12}^{(0,k+k')}(x, xp^{2k'}) = x_2^{(k+k')}(xp^{2k'})$
coding of the red, blue and purple strands doesn’t mean anything other than the fact that they will play a special role in the argument below, and having different colors will make the proof easier to follow):

\[
(3.45) \quad \text{Res}_{y=xp^{-2a}} X^{(k,k')}(x,y) = R(p^{2a}) \cdot Y \cdot (q^{-1} - q)
\]

and the goal will be to prove:

\[
(3.46) \quad Y = X_{21}^{(k-a,k'+a)}(xp^{-2a}, x) \prod_{i=1}^{a-1} f(p^{-2i})
\]

If we plug the substitution (3.45) into the braid depicted above, and slide all the colons (except for the colon involving the red and green strands) to the far right of the picture, we conclude that the residue of \(X\) is equal to:

Note now the right-most intersection of the green and purple braid. Since the variables on these two braids are the same, formula (3.10) for the residue of the \(R\)-matrix means that we can replace the crossing by a colon. Therefore, the braid above is equal to the one below (we apply some braid isotopies to simplify the left part of the picture):
If we change the crossings marked by orange circles (which is allowed because of (2.5)), then we can transform the braid above into the braid below:

and conclude that $Y = X_{21}^{(k-a,k+a)}(xp^{-2a}, x)$ times the cost of changing the crossings in question. This cost is precisely equal to:

$$
\prod_{i=a+1}^{k-1} f\left(\frac{p^{2i}}{y^{2i}}\right) = \frac{1}{\prod_{i=1}^{a-1} f(p-2i)}
$$

This implies formula (3.46), and with it (3.42). Having proved (3.42) for all $k, k', a$ such that $k' + a > k > a > 0$, we note that (3.43) for all $k, k', a$ such that $k > k' + a > 0 > a$ follows from it, due to the equality of rational functions below:

(3.47)

$$
X^{(k,k')}(x, y) =
R_{12} \left(\frac{x}{y}\right) X_{21}^{(k,k)}(y, x) R_{12} \left(\frac{xp^{2k}}{yp^{2k'}}\right)^{-1} \begin{cases} 
\prod_{i=1}^{k-k'} f\left(\frac{x}{yp^{2i}}\right) & \text{if } k \geq k' \\
\prod_{i=k-k'+1}^{0} f\left(\frac{x}{yp^{2i}}\right)^{-1} & \text{if } k < k'
\end{cases}
$$

The $k = k'$ case of (3.47) was proved in Proposition 4.12 of [13], and the general case is proved by an analogous argument. Alternatively, the interested reader could prove (3.43) directly by adapting the argument presented above.
Proposition 3.25. For any integers $k$ and $k'$, we have:

$$
\left\langle R_{12} \left( \frac{xp^{2k}}{yp^{2k'}} \right) W_1^{(k)}(x) R_{21} \left( \frac{yp^{2k'}}{x} \right) W_2^{(k')}(y), X^- \right\rangle \prod_{i=k'-k+1}^{k'-1} f \left( \frac{x}{yp^i} \right) = 
$$

(3.48)

$$
= (q^2 - 1)^{k+k'} \cdot X^{(k,k')} \left( \frac{1}{x}, \frac{1}{y} \right)^{t_1t_2}
$$

expanded for $|x| \gg |y|$, and:

$$
\left\langle W_2^{(k')}(y) R_{12} \left( \frac{xp^{2k}}{y} \right) W_1^{(k)}(x) R_{21} \left( \frac{y}{x} \right), X^- \right\rangle \prod_{i=1}^{k-1} f \left( \frac{y}{xp^{2i}} \right) = 
$$

(3.49)

$$
= (q^2 - 1)^{k+k'} \cdot X^{(k,k')} \left( \frac{1}{x}, \frac{1}{y} \right)^{t_1t_2}
$$

expanded for $|x| \ll |y|$. 

Proof. Formulas (3.48) and (3.49) are equivalent in virtue of (3.47), so we only prove the former. First, we will give a proof of (3.48) based on a "wrong assumption", and then explain how the proof can be adapted in order to give a correct solution (so in other words, the wrong assumption is simply a linguistic tool for better explanation). The assumption we make is that the series (3.39) can be written as:

$$
W_1^{(k)}(x) = [n(q^{-1} - q)]^{1-k} \cdot \text{Sym} \left[ (12) \ldots (1k) A_{1\circ} \right]
$$

$$
D_{i-1}^{1-1} \ldots D_k^{1-1} R_{k1}(p^{2-2k}) \ldots R_{21}(p^{-2}) \cdot F(x|z_1, \ldots, z_k)
$$

where:

$$
A_{1\circ} = \sum_{1 \leq i,j \leq n} E_{ij} \otimes E_{ij} \in \text{End}(V \otimes V)
$$

with the two factors of $V \otimes V$ being indexed by the labels “1” and “$\circ$”, respectively. Moreover (and this is the point which is strictly speaking wrong), we ask that $F(x|z_1, \ldots, z_k)$ be a distribution which has the formal property that:

$$
\left\langle W_2^{(k)}(x), X^- \right\rangle = (q^2 - 1)^k \left[ n(q^{-1} - q) \right]^{1-k} \int_{|z_1| \ll \ldots \ll |z_k|} F(x|z_1, \ldots, z_k) \text{Tr}_{V \otimes \kappa} \left[ (12) \ldots (1k) \right]
$$

With this convention, formally applying property (3.29) would give:

$$
\left\langle W_2^{(k)}(x), X^- \right\rangle = (q^2 - 1)^k \left[ n(q^{-1} - q) \right]^{1-k} \int_{|z_1| \ll \ldots \ll |z_k|} F(x|z_1, \ldots, z_k) \text{Tr}_{V \otimes \kappa} \left[ (12) \ldots (1k) \right]
$$

(3.52)

$$
A_{1\circ} D_{i-1}^{1-1} \ldots D_k^{1-1} R_{k1}(p^{2-2k}) \ldots R_{21}(p^{-2}) \left\langle X(z_1, \ldots, z_k) \prod_{1 \leq i < j \leq k} f(z_i/z_j) \right\rangle
$$

where $\text{Tr}_{V \otimes \kappa}$ denotes the trace over the factors of $V$ with labels $1, \ldots, k$. Then formula (3.51) implies that (3.52) is:

$$
(q^2 - 1)^k \left[ n(q^{-1} - q) \right]^{1-k} \text{Tr}_{V \otimes \kappa} \left[ (12) \ldots (1k) A_{1\circ} D_{i-1}^{1-1} \ldots D_k^{1-1} R_{k1}(p^{2-2k}) \ldots R_{21}(p^{-2}) \right]
$$
\[ \text{Res}_{z_i = \frac{x}{yp^{2k}}} \left[ \frac{X}{\prod_{1 \leq i < j \leq k} f \left( \frac{z_i}{z_j} \right)} \right] = (q^2 - 1)^k n^{-1-k} \text{Tr}_{V \otimes k} \left[ A_{10} X_{11}^{(k)} \left( \frac{1}{x} \right) \right] = (q^2 - 1)^k X_{10}^{(k)} \left( \frac{1}{x} \right) \]

as expected from Proposition 3.22. In fact, the latter computation is the only reason we make the “wrong assumption” \(3.50\). Formulas \(3.29\) and \(3.50\) imply:

\[
(3.53) \quad \left( R_{\bullet} \left( \frac{xp^{2k}}{yp^{2k'}} \right) W_{\bullet}^{(k)}(x) R_{\bullet} \left( \frac{yp^{2k'}}{x} \right) W_{\bullet}^{(k')}(y), X^- \right) \prod_{i=1}^{k'} \left( \prod_{i=k' \to k+1} f \left( \frac{x}{yp^{2i}} \right) \right) =
\]

\[
= (q^2 - 1)^{k+k'} \int_{|z_1| \ll \ldots \ll |z_{k+k'}|} F(x|z_1, \ldots, z_k) F(y|z_{k+1}, \ldots, z_{k+k'}) \text{Tr}_{V \otimes k+k'} \left[ R_{\bullet} \left( \frac{xp^{2k}}{yp^{2k'}} \right) \right.
\]

\[
\prod_{i=k+1}^{k+k'} R_{ij} \left( \frac{z_i}{z_j} \right) \prod_{i=2}^{k} (1) A_{10} \prod_{i=k}^{2} R_{ij} \left( p^{2-2i} \right) \prod_{i=1}^{k} D_{ij}^{-1} R_{ij} \left( \frac{yp^{2k'}}{x} \right) \prod_{i=1}^{k} \prod_{j=k' \to k} f \left( \frac{x}{yp^{2i}} \right) X(z_1, \ldots, z_{k+k'}) \left. \prod_{i=1}^{k} f \left( \frac{z_i}{z_j} \right) \right] \]

The formal property \(3.51\) implies that \(3.53\) equals the \(|x| \gg |y|\) expansion of:

\[
(3.54) \quad (q^2 - 1)^{k+k'} [n(q^{-1} - q)]^{2-k-k'} \text{Tr}_{V \otimes k+k'} \left[ R_{\bullet} \left( \frac{xp^{2k}}{yp^{2k'}} \right) \right. \prod_{i=k}^{2} R_{ij} \left( \frac{yp^{2j}}{xp^{2i}} \right) \]

\[
\prod_{i=2}^{k} (1) A_{10} \prod_{i=k}^{2} R_{ij} \left( p^{2-2i} \right) \prod_{i=1}^{k} D_{ij}^{-1} R_{ij} \left( \frac{yp^{2k'}}{x} \right) \prod_{i=1}^{k} \prod_{j=k' \to k} f \left( \frac{x}{yp^{2i}} \right) X(z_1, \ldots, z_{k+k'}) \left. \prod_{i=1}^{k} f \left( \frac{z_i}{z_j} \right) \right] =: \Theta
\]

where \(\text{Res}\) will henceforth denote the residue at the collection:

\[
(3.55) \quad z_1 = \frac{1}{x}, \ldots, z_k = \frac{1}{xp^{2k-2}}, z_{k+1} = \frac{1}{y}, \ldots, z_{k+k'} = \frac{1}{yp^{2k-2}}
\]

A hefty but straightforward computation, which we will do at the end of the proof, claims that:

\[
(3.56) \quad \Theta = (q^2 - 1)^{k+k'} X_{10}^{(k,k')} \left( \frac{1}{x}, \frac{1}{y} \right) \]

which concludes the proof of \(3.48\), subject to the wrong assumption \(3.50\). Now let us explain why we do not actually need the wrong assumption, and adapt the argument above to give a correct proof of \(3.48\). The left-hand side of \(3.53\) is a sum of terms of the form:

\[
(3.57) \quad \sum_{1 \leq i, j, i', j' \leq n} \frac{E_{ij}^{(o)}}{xp^{2i}} \otimes \frac{E_{i'j'}^{(o)}}{yp^{2j'}} \sum_{(u, v), (u', v') \in \mathbb{Z}^2 \times \mathbb{Z}^2} \gamma \cdot \left< W_{uv}^{(k)} W_{uv'}^{(k')}, X^- \right>
\]

for various coefficients \(\gamma\). By \(3.31\), the pairing in the formula above equals:

\[
(3.58) \quad \left< W_{uv}^{(k')} \otimes W_{uv}^{(k')}, \Delta(X^-) \right> = \left< W_{uv}^{(k')} \otimes W_{uv}^{(k')}, \text{RHS of } (3.21) \right>
\]
produced when pairing with the coefficients of the series $S$ is given by the expression (3.54) (the various double products of $R$ and $\tilde{R}^+$'s are produced when pairing with the coefficients of the series $S$, $T$, see [13]). In other words, while computationally involved and almost impossible to write down compactly, it is algorithmically clear how to show that (3.57) equals (3.54). So we are left with proving (3.56), which we will do by replacing the residue in the definition of $\Theta$ with the operator prescribed by Figure 4. We have:

$$\Theta = (q^2 - 1)^{k+k'} n^{2-k-k'} \text{Tr}_{V \otimes k+k'} \left[ R_{\bullet} \left( \frac{xp^{2k}}{yp^{2k'}} \right) \prod_{i=2}^{k'} R_{i+k+j} \left( \frac{yp^{2j}}{xp^{2i}} \right) \prod_{i=k}^{k} (1i) A_{1\circ} \right]$$

By the cyclic property of the trace and formula (2.5), the expression above equals:

$$\Theta = (q^2 - 1)^{k+k'} n^{2-k-k'} \text{Tr}_{V \otimes k+k'} \left[ \prod_{i=k}^{2} R_{k+i,1} \left( \frac{xp^{2k}}{yp^{2i}} \right) \prod_{i=k}^{2} (1i) \right]$$

In the formula above, we can send the products with squiggly lines toward each other, where they will mutually annihilate due to (2.5). In the process, we will re-order some of the $\tilde{R}^+$ terms due to the Yang-Baxter equation (2.4) (and we also need to use the fact that $R_{ij}$ and $\tilde{R}_{ij}$ commute with the operator $D_i D_j$):
\[
\prod_{i=k'}^{2} (k + 1, k + i) R_{i} \left( \frac{xp^{2k}}{yp^{2k'}} \right) \prod_{i=k+1}^{k'} R_{i} \left( \frac{yp^{2j}}{xp^{2i}} \right) \prod_{i=1}^{2} (1) A_{i} \left( \frac{yp^{2k'}}{x} \right)
\]

\[
\prod_{j=k'}^{k} \prod_{i=2}^{k'} \left[ D_{i}^{-1} R_{i}^{+} \left( \frac{yp^{2j}}{xp^{2i}} \right) D_{i} \right] \prod_{j=k'}^{k} \prod_{i=2}^{k'} \left[ D_{i}^{-1} R_{i}^{+} \left( \frac{yp^{2j}}{xp^{2i}} \right) D_{i} \right]
\]

\[
\prod_{i=2}^{k'} (k + 1, k + i) A_{k+1} \prod_{i=2}^{k'} R_{i} \left( \frac{yp^{2j-2}}{xp^{2i-2}} \right)
\]

Now we will send the permutations with squiggly underlines toward each other, where they will mutually annihilate. However, this process will change the indices on all tensors between squiggly lines, and we obtain:

\[
\Theta = (q^2 - 1)^{k+k'} n^{2-k-k'} \prod_{i=k'}^{2} \left( \frac{xp^{2k}}{yp^{2k'}} \right) \left( \frac{yp^{2k}}{x} \right) R_{k+1} \left( \frac{xp^{2k}}{yp^{2k'}} \right) \prod_{i=k'}^{k} R_{i} \left( \frac{yp^{2j-2}}{xp^{2i-2}} \right)
\]

Recall the explicit formulas (2.3) and (3.4), which imply the identity:

\[
\left[ D_{1}^{-1} R_{12}^{+} (z) D_{1} \right] \prod_{i=2}^{k'} (k + 1, k + i) A_{k+1} \left( \frac{yp^{2j-2}}{xp^{2i-2}} \right)
\]

where \( \dagger_1 \) is transposition in the first tensor factor. As a consequence, we have:

\[
\Theta = (q^2 - 1)^{k+k'} n^{2-k-k'} \prod_{i=k'}^{2} \left( \frac{xp^{2k}}{yp^{2k'}} \right) \left( \frac{yp^{2k}}{x} \right) R_{12} (zp^2) \prod_{i=k'}^{k} R_{i} \left( \frac{yp^{2j-2}}{xp^{2i-2}} \right) = \Id_{V \otimes V}
\]

where \( \dagger_1 \) is transposition in the first tensor factor. As a consequence, we have:

\[
\left[ D_{1}^{-1} R_{12}^{+} (z) D_{1} \right] \prod_{i=2}^{k'} (k + 1, k + i) A_{k+1} \left( \frac{yp^{2j-2}}{xp^{2i-2}} \right)
\]

where the trace is only taken over the tensor factors 1 and 2. In other words, formula (3.61) states that we can “cancel” factors \( R_{12} (zp^2) \) and \( D_{1}^{-1} R_{12}^{+} (z) D_{1} \) from any trace, as long as there are no terms with index 2 in the interval between these factors and no terms with index 1 outside the interval between these factors. By applying formula (3.61), we can thus cancel factors in (3.54) pairwise, and obtain:

\[
\Theta = (q^2 - 1)^{k+k'} n^{2-k-k'} \prod_{i=k'}^{2} \left( \frac{xp^{2k}}{yp^{2k'}} \right) \left( \frac{yp^{2k}}{x} \right) R_{12} (zp^2) \prod_{i=k'}^{k} R_{i} \left( \frac{yp^{2j-2}}{xp^{2i-2}} \right)
\]

\[
\prod_{i=k+1}^{k'} R_{i} \left( \frac{yp^{2j-2}}{xp^{2i-2}} \right) A_{k+1} \left( \frac{yp^{2j-2}}{xp^{2i-2}} \right)
\]

(3.62)
As a consequence of (3.60), we have the elementary identity:
\[
A_1 \circ R \circ \left( z p^2 \right)^{1+1} \left[ D^{-1} R_{12}^+(z) D_1 \right] A_2 = A_1 A_2 \circ \cdot \cdot \cdot 
\]
while as a consequence of (2.5), we have the elementary identity:
\[
R \circ \left( \frac{1}{z} \right)^{1+1} R_{12}(z) A_1 A_2 = A_1 A_2 \circ \cdot \cdot \cdot f(z) \cdot 
\]
Plugging these two identities into (3.62) yields precisely (3.56).

Proof. of Theorem 1.2: In order to show that:
\[
\mathcal{P} \to \hat{\mathcal{A}}^+, \quad W_{ij}^{(k)} \to W_{ij}^{(k)} \cdot 
\]
is an algebra homomorphism, we need to prove that the series (3.39) satisfy relations (2.8). Because the pairing (3.28) is non-degenerate, it suffices to show:
\[
\langle \text{LHS of (2.8)}, X^- \rangle (q^2 - 1)^{-k-k'} = \langle \text{RHS of (2.8)}, X^- \rangle (q^2 - 1)^{-k-k'} 
\]
for any, henceforth fixed, $X^- \in \mathcal{A}^-$. By (3.48) and (3.49), the left-hand side of (3.66) is equal to the difference between the expansions of the rational function:
\[
X^{(k,k')} \left( \frac{1}{x}, \frac{1}{y} \right)^{1+1} 
\]
at $|x| \gg |y|$ and at $|x| \ll |y|$. Therefore (2.11) implies that the right-hand side of (3.66) is equal to a sum over the poles of this rational function. More explicitly, Proposition 3.24 implies that the right-hand side of (3.66) is equal to:
\[
- \sum_{a \in \{-k', \ldots, -k-k' - 1\} \cup \{1, \ldots, k\}} \text{sgn}(a) \cdot \delta \left( \frac{x}{y} \cdot p^{2a} \right) \cdot \text{Res}_{y = x p^{2a}} \left[ X^{(k,k')} \left( \frac{1}{x}, \frac{1}{y} \right)^{1+1} \right] 
\]
Therefore, all that remains to show is that the residue above matches the pairing of the last row of (2.8) with $X^-$. Let us perform the computation for $a > 0$, as the case $a < 0$ is analogous, and we leave it to the interested reader. Formula:
\[
(q^{-1} - q)(12) \cdot \left( W_1^{(k+a)}(x) R_{21} \left( x^2 p^{2a} \right) W_2^{(k-a)}(x) \prod_{i=1}^{k-1} f(p^{-2i}) \cdot X^- \right) 
\]
equals by (3.49) (transposed, with indices swapped 1 ↔ 2 and variables swapped $x \leftrightarrow y$):
\[
(q^{-1} - q)(12) X_1^{(k-a,k'+a)} \left( \frac{1}{x p^{2a}}, \frac{1}{x} \right)^{1+1} R_{21} \left( p^{2a} \right) \prod_{i=1}^{a-1} f(p^{-2i}) 
\]
Due to (3.42), the formula above is minus the residue of (3.67) at $y = x p^{2a}$. This completes the proof of the fact that the map (3.65) is an algebra homomorphism.

Finally, we claim that the map (3.65) is an isomorphism because both $\mathcal{P}^\circ$ and $\hat{\mathcal{A}}^+$ have linear bases (as completions) consisting of products:
\[
W_{i_1 j_1}^{(k_1)} \ldots W_{i_t j_t}^{(k_t)} \text{ where } \frac{i_1 - j_1}{k_1} \geq \ldots \geq \frac{i_t - j_t}{k_t} 
\]
In the case of $\mathcal{P}_n^{\infty}$, this is due to the definition \(^{(2.6)}\), while in the case of $\hat{\mathcal{A}}^+$, this is due to \(^{(3.19)}\) and the fact that the collection of elements \(^{(3.68)}\) are upper triangular expressions in the collection of elements:

$$F^{(k_1)}_{i_1 j_1} \cdots F^{(k_t)}_{i_t j_t} \text{ where } \frac{i_1 - j_1}{k_1} \geq \cdots \geq \frac{i_t - j_t}{k_t}$$

(this is a consequence of the definition \(^{(3.38)}\), proved akin to formula \((3.47)\) of [11]).

\[\square\]

4. **The Second Shuffle Algebra**

4.1. In the present Section, we will take \(^{(1.1)}\) as the definition of $U_{q,\overline{\tau}}(\hat{\mathfrak{g}}_n)$ (although we refer the reader to Definition 3.12 of [13] for a review of the original definition in our conventions). Then \(^{(1.2)}\) states that there exists an embedding:

\[\phi : \mathcal{A}^+ \rightarrow U_{q,\overline{\tau}}(\hat{\mathfrak{g}}_n)\]

In [14], we defined a family of elements:

\[\tilde{W}^{(k)}_{ij} \in \hat{U}_{q,\overline{\tau}}(\hat{\mathfrak{g}}_n)\]

\(^{10}\) where the completion $\hat{U}_{q,\overline{\tau}}(\hat{\mathfrak{g}}_n)$ is such that it matches $\hat{\mathcal{A}}^+$ under the map \((4.1)\).

**Proposition 4.2.** We have $\phi \left( W^{(k)}_{ij} \right) = \tilde{W}^{(k)}_{ij}$ for all $(i,j) \in \mathbb{Z}^2_{(n,n)}$ and $k \in \mathbb{N}$.

The Proposition above will be proved at the end of the present Section, after we introduce the key notions that appear in \((4.1)\) and \((4.2)\).

**Proof.** of Theorem \(^{1.3}\)** By Theorem \(^{1.2}\) we have an algebra isomorphism

$$\mathcal{P}_n^{\infty} \cong \hat{\mathcal{A}}^+$$

where the elements denoted $W^{(k)}_{ij}$ in the LHS and the RHS correspond to each other. Therefore, we also have an isomorphism of the quotients:

$$\mathcal{P}_n^r \cong \hat{\mathcal{A}}^+ / \langle W^{(k)}_{ij} \rangle_{(i,j) \in \mathbb{Z}^2_{(n,n)}}$$

Combining the isomorphism above with \((4.1)\) and Proposition \(^{4.2}\) yields:

$$\mathcal{P}_n^r \cong \phi(\hat{\mathcal{A}}^+) / \langle \tilde{W}^{(k)}_{ij} \rangle_{(i,j) \in \mathbb{Z}^2_{(n,n)}}$$

It was shown in Theorem 1.2 of [13] that the algebra in the RHS above acts on the $K$–theory groups that appear in the RHS of \(^{(1.5)}\). Therefore, so does $\mathcal{P}_n^r$. \[\square\]

\(^{10}\)The elements denoted by $W^{(k)}_{ij}$ in loc. cit. are our $W^{(k)}_{ij} (-1)^k p^{\frac{2(k-1)(j-i)+2(k-1)j+2}{n}}$
4.3. We will now define the shuffle algebras that appear in (1.1). Consider variables 
\( z_{ia} \) of color \( i \), for various \( i \in \{1, ..., n\} \) and \( a \in \mathbb{N} \). We call a rational function:
\[
R(z_{11}, \ldots, z_{1d_1}, \ldots, z_{n1}, \ldots, z_{nad_n})
\]
color-symmetric if it is symmetric in the variables \( z_{1i}, \ldots, z_{id_i} \) for all \( i \in \{1, ..., n\} \).
Depending on the context, the symbol “Sym” will refer to either color-symmetric functions in variables \( z_{ia} \), or to the symmetrization operation:
\[
\text{Sym} F(..., z_{1i}, ..., z_{id_i}, ...) = \sum_{(\sigma^1, \ldots, \sigma^n) \in S(d_1) \times \ldots \times S(d_n)} F(..., z_{i, \sigma^i(1)}, ..., z_{i, \sigma^i(d_i)}, ...)
\]
Let \( d! = d_1! \ldots d_n! \). The following construction arose in the context of quantum groups in [5], by analogy to the work of Feigin-Odesskii on certain elliptic algebras.

**Definition 4.4.** Consider the vector space:
\[
(4.3) \quad \bigoplus_{d=(d_1, \ldots, d_n) \in \mathbb{N}^n} \mathbb{Q}(q, \overline{q}^\pm)(..., z_{1i}, ..., z_{id_i}, ...)^{\text{Sym}}
\]
and endow it with an associative algebra structure, by setting \( X * Y \) equal to:
\[
\text{Sym} \left[ \frac{X(..., z_{1i}, ..., z_{id_i}, ...)}{d!} Y(..., \overline{z}_{1i}, ..., \overline{z}_{id_i}, ... \overline{z}_{id_i}, ...)} \prod_{i,i'=1 \atop d_j, d_j' \leq d_i, d_i'}^n \frac{1}{a!} \zeta(\overline{z}_{ia}) \frac{1}{\overline{z}_{ia'}^a} \right]
\]
Let \( S^\pm \) be the subset of (4.3) consisting of rational functions which have at most simple poles at \( z_{ia} q^2 - z_{i+1,a} \) (for all applicable indices \( i,a,b \)), such that the residue at such a pole is divisible by \( z_{ia'} - z_{i+1,a} \) and \( z_{ia} - z_{i+1,a} \) for all \( a \neq a' \) and \( b \neq b' \) (by convention, in the discussion above we set \( z_{n+1,a} = \overline{z}_{1c} \overline{q}^{-2} \), \( z_{0c} = z_{nc} \overline{q}^2 \)).

Note that \( S^- \) and \( S^+ \) are identical subalgebras of (4.3). The reason why we make a distinction in notation is that we choose to grade these algebras differently, by:
\[
(4.4) \quad \deg R^\pm = (\pm d, k) \in \mathbb{Z}^n \times \mathbb{Z}
\]
where \( R^\pm \) is the element of \( S^\pm \) corresponding to a rational function \( R \) in the \( d \)-th direct summand of (4.3), which has total homogeneous degree \( k \). We will refer to the components of the degree vector as “horizontal” and “vertical” degree, respectively:
\[
\text{hdeg } R^\pm = \pm d \\
\text{vdeg } R^\pm = k
\]
for any \( R^\pm \) whose degree is of the form (4.4).

4.5. Let us define:
\[
S^0 = U_q(\mathfrak{gl}_1)^{\otimes n} = \mathbb{Q}(q, \overline{q}^\pm) \left\{ \psi^\pm_{i,k}, c, \overline{c} \right\}_{i \in \mathbb{Z}}^{k \in \mathbb{N} \cup 0} / \text{relations}
\]
where the \( \psi^\pm_{i,k} \) generate a rank \( n \) deformed Heisenberg algebra with central charge \( \overline{c} \), and are connected by the following identifications, for all \( i \in \mathbb{Z} \) and \( k \in \mathbb{N} \cup 0 \):
\[
\psi^+_{i,0} = (\psi^-_{i,0})^{-1} =: \psi_i \quad \text{and} \quad \psi^\pm_{i+n,k} = e^{\pm 1 \overline{q}^{2k}} \psi^\pm_{i,k}
\]
When \( \tilde{c} = 1 \), all the generators in (4.5) commute. For general \( \tilde{c} \), the defining relations in (4.5) can be found in (3.38)–(3.40) of [13], where we used the notation:

\[
\varphi^\pm_i(z) = \frac{\psi^\pm_{i+1}(2z^2)}{\psi^\pm_i(z)}
\]

where \( \psi^\pm_i(z) = \sum_{k=0}^{\infty} \frac{\psi^\pm_k}{z^k} \).

**Definition 4.6.** Consider the double shuffle algebra:

\[
S = S^+ \otimes S^0 \otimes S^{-, op} \text{/ relations}
\]

The specific relations we impose between the three factors of (4.6) can be found in Subsection 3.14 of [13], but their precise form will not be important to us.

In the present paper, we will take (4.6) as the definition of \( U_{q, \tilde{c}}(\tilde{g}_n) \). However, using the standard definition of the quantum toroidal algebra of \( \tilde{g}_n \), the fact that it is isomorphic to \( S \) as defined above is a theorem that can be found in [10].

4.7. For any choice of \( (i < j) \in \mathbb{Z}^2 / (n, n)\mathbb{Z} \) and \( \mu \in \mathbb{Q} \) such that \( \frac{i-j}{\mu} \in \mathbb{Z} \), we define:

\[
\bar{A}_{\pm[i;j]}^\mu = \text{Sym} \left[ \frac{\prod_{a=1}^{j-i-1}(z_a q^{2a})}{(-q^2)^{j-i}} \left( 1 - z_{i+1} \frac{a-i-1}{z_i q^2} \right) \cdots \left( 1 - \frac{z_{i-1}}{z_j q^2} \right) \prod_{i \leq a < b < j} \zeta \left( \frac{2b q^2}{z_a} \right) \right] \in S^\pm
\]

(4.7)

\[
\bar{B}_{\pm[i;j]}^\mu = \text{Sym} \left[ \frac{\prod_{a=1}^{j-i-1}(z_a q^{2a})}{(-q^2)^{j-i}} \left( 1 - z_{i+1} \frac{a-i-1}{z_i q^2} \right) \cdots \left( 1 - \frac{z_{i-1}}{z_j q^2} \right) \prod_{i \leq a < b < j} \zeta \left( \frac{2a q^2}{z_b} \right) \right] \in S^\pm
\]

(4.8)

In order to think of the RHS of (4.7) and (4.8) as elements of the shuffle algebra, we relabel the variables \( z_i, ..., z_{j-1} \) according to the following rule \( \forall a \in \{ i, ..., i+n-1 \} \):

\[
z_a, z_{a+n}, z_{a+2n}, ..., \mapsto z_{a1}, z_{a2} q^{-2}, z_{a3} q^{-4}, ...
\]

and thus the RHS of (4.7) and (4.8) are interpreted as elements of the vector space (4.3). If \( \frac{i-j}{\mu} \not\in \mathbb{Z} \), the LHS of (4.7) and (4.8) are defined to be 0. We will write:

\[
\tilde{A}_{\pm[i;j]}^{(k)} = \bar{A}_{\pm[i;j]}^\mu \quad \text{and} \quad \tilde{B}_{\pm[i;j]}^{(k)} = \bar{B}_{\pm[i;j]}^\mu
\]

where \( k = \frac{i-j}{\mu} \), in order to emphasize the fact that:

\[
deg \tilde{A}_{\pm[i;j]}^{(k)} = \deg \tilde{B}_{\pm[i;j]}^{(k)} = (\pm; i, j), k
\]

Consider the following subalgebras of \( S \):

- \( S^+ \) generated by \( \tilde{A}_{\pm[i;j]}^{(k)} \) and \( \psi_{i,k}^+ \) for all \( k > 0 \) and \( (i < j) \in \mathbb{Z}^2 / (n, n)\mathbb{Z} \)
- \( S^\infty \) generated by \( \tilde{A}_{[i;j]}^{(0)} \) and \( \tilde{B}_{[i;j]}^{(0)} \) for all \( (i < j) \in \mathbb{Z}^2 / (n, n)\mathbb{Z} \)
Theorem 4.8. \[ \text{There is an algebra isomorphism } \phi : \mathcal{A}^+ \cong S^\uparrow \text{ given by:} \]
\[
\begin{align*}
F_{ij}^{(k)} &\mapsto \tilde{A}_{[i,j]}(k) \cdot \left(-q^{3/2} \tilde{q}^{3/2}\right)i - i \left(-p^{3/2}\right)k \\
F_{ti}^{(k)} &\mapsto \psi_i \cdot \tilde{q}^{2i}((-1)^k) \\
F_{ji}^{(k)} &\mapsto \frac{1}{\psi_j} \tilde{A}_{[i,j]}(k) \psi_i \cdot \left(-p^{3/2}\right)k
\end{align*}
\]
for all \((i < j) \in \frac{\mathbb{Z}^2}{(n,n)}\) and \(k > 0\). Similarly, there are isomorphisms:
\[
\begin{align*}
\mathcal{A}^- &\cong S^\downarrow \\
U_q(\mathfrak{gl}_n) &\cong S^\infty
\end{align*}
\]
With this in mind, (4.9) yields the triangular decomposition (1.2).

4.9. Consider the following elements of the shuffle algebra, defined akin to (4.7):
\[
A_{\pm[i:j],k} = \text{Sym} \left[ \left(1 - \frac{2q^2}{z_a z_b} \right) \prod_{i \leq a < b < j} \zeta \left( \frac{z_h}{z_a} \right) \right] \in S^\pm
\]
for all \(k > 0\) and \((i < j) \in \frac{\mathbb{Z}^2}{(n,n)}\). We also make the following conventions:
\[
A_{\pm[i:j],0} = 0 \quad \text{and} \quad A_{\pm[i:j],k} = \delta_k^0
\]
for all \(i \in \mathbb{Z}/n\mathbb{Z}\), \(k \geq 0\) and \((i < j) \in \frac{\mathbb{Z}^2}{(n,n)}\).

Proposition 4.10. \[ \text{We have } A_{\pm[i:j],k} \in S^\uparrow \text{ for all applicable } (i, j) \text{ and } k \in \mathbb{N}. \]

4.11. Let \(\tilde{S}^\uparrow\) denote the completion which corresponds to \(\tilde{A}^+\) under the isomorphism \(\phi\) of Theorem 4.8, see (2.31) of \[14\]. We will consider the following elements:
\[
\tilde{W}_{ij}^{(k)} = \sum_{a+b+c=k} (-1)^k \left(-q^{3/2} \tilde{q}^{3/2}\right)^i - s p^{2(k-1)(i-s) - 2(k-1)i - 2j} n
\]
\[
\begin{align*}
\frac{1}{\psi_i} A_{[s],a} \psi_s \cdot \frac{\psi_j}{\psi_s} \frac{2eb}{q^{2eb}} \cdot A_{-[s],c}
\end{align*}
\]
of \(\tilde{S}^\uparrow\); for all \((i,j) \in \frac{\mathbb{Z}^2}{(n,n)}\) and \(k \in \mathbb{N}\). Meanwhile, applying \(\phi\) to (3.38) yields:
\[
\phi \left( W_{ij}^{(k)} \right) = \sum_{k_1,\ldots,k_n} \phi \left( F_{c_0/c_1}^{(k_1)} \right) \cdots \phi \left( F_{c_{n-1}/c_n}^{(k_n)} \right) p^{2(n(a_0 - a_1)) - (k-1)i - j - 2} n
\]
Letting $s = c_{u-1} = c_u$, $a = k_0 + \ldots + k_{u-1}$, $b = k_u$, $c = k_{u+1} + \ldots + k_i$, we note that the formula above matches (4.12), thus proving Proposition 4.2 once we establish:

**Proposition 4.12.** We have the following equality in $S^+$:

\[
\sum_{i=0, c_1, \ldots, c_{i-1} = c_i = j} \sum_{\frac{2a-j}{a+1} > \ldots > \frac{c_i-j}{c_{i+1}} > 0} p^{2a+b+j} A^{(k_1)}_{[s_1, c_0]} \cdots A^{(k_i)}_{[c_i, c_{i-1}]} = A_{[i]; k}
\]

as well as the following equality in $S^-$:

\[
\sum_{i=0, c_1, \ldots, c_{i-1} = c_i = j} \sum_{\frac{2a-j}{a+1} > \ldots > \frac{c_i-j}{c_{i+1}} > 0} p^{2a+b+j} A^{(k_1)}_{[c_i, c_{i+1}]} \cdots A^{(k_i)}_{[c_{i+1}]; c_0} = A_{[i]; k}
\]

for all $k \in \mathbb{N}$ and $(i < j) \in \frac{2^2}{(n,n) \mathbb{Z}}$.

**Proof.** We will only take care of the $\pm = +$ case, as the $\pm = -$ case is analogous, and left to the interested reader. According to formula (4.7), we have:

\[
\text{LHS of (4.14)} = \text{Sym} \left[ X(z_1, \ldots, z_{j-1}) \prod_{i \leq a < b < j} \zeta \left( \frac{z_b}{z_a} \right) \right] \in S^-
\]

where:

\[
X(z_1, \ldots, z_{j-1}) = \sum_{k_1, \ldots, k_i \in \mathbb{N}} \sum_{\frac{2a-j}{a+1} > \ldots > \frac{c_i-j}{c_{i+1}} > 0} p^{2a+b+j} (-q^2)^{-i-j} \prod_{s=1}^{t} \prod_{a=c_s}^{c_{s-1}} \left( z_a q^2 \right)^{\frac{a-c_s+1}{c_{s-1}-c_s k_s}} \left( z_{c_s} - z_a \right)^{t-i-1}
\]

Then (4.13) follows from the fact that $p = q^n \overline{q}$ and the identity:

\[
X(z_1, \ldots, z_{j-1}) = \left( z_i q^\overline{q} \right)^k \frac{z_{j-1}}{z_i (-q^2)^{j-1-1}}
\]

If we perform the substitutions:

\[
c_{s-1} = c_s \rightarrow d_s, \quad z_{c_s} = q^2(c_s - \bullet) w_1 + \ldots + d_s + \bullet
\]
then (4.16) is an immediate consequence of formula (7.26) of [9] and the following straightforward combinatorial identity:

$$\sum_{s=1}^{t} \sum_{a=c_s}^{c_{s-1}-1} a \left( \left\lfloor \frac{a - c_s + 1}{c_s - c_{s-1}} k_s \right\rfloor - \left\lfloor \frac{a - c_s}{c_s - c_{s-1}} k_s \right\rfloor \right) = \sum_{s=1}^{t} \left( c_{s-1} k_s - \sum_{i=1}^{c_{s-1}-c_s} \left\lfloor \frac{ik_s}{c_{s-1} - c_s} \right\rfloor \right)$$

$$= \sum_{s=1}^{t} \left( c_{s-1} k_s - k_s (c_{s-1} - c_s) + k_s - (c_{s-1} - c_s) + \gcd(k_s, c_s - c_{s-1}) \right) = k j - k - \alpha(v)$$
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