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Abstract—In this paper, we investigate the problem of communication over cognitive interference channel (CIC) with partially cooperating (PC) destinations (CIC-PC). This channel consists of two source nodes communicating two independent messages to their corresponding destination nodes. One of the sources, referred to as the cognitive source, has a noncausal knowledge of the message of the other source, referred to as the primary source. Each destination is assumed to decode only its intended message. In addition, the destination corresponding to the cognitive source assists the other destination by transmitting cooperative information through a relay link. We derive a new upper bound on the capacity region of discrete memoryless CIC-PC. Moreover, we characterize the capacity region for two new classes of this channel: (1) degraded CIC-PC, and (2) a class of semideterministic CIC-PC. The first class is the degraded CIC-PC, where the channel output at destination 1 (relay) is a deterministic function of the message of the other source, referred to as the cognitive source, has a noncausal knowledge to their corresponding destination nodes. One of the sources, referred to as the primary source, knows only message 2. The rest of the paper is organized as follows. In Section II, we provide a formal definition for the discrete memoryless CIC-PC. In Section III, we establish a new upper bound on the capacity region of this channel. Finally, in Section IV, we characterize the capacity region of the degraded CIC-PC and more capable semideterministic CIC-PC.

I. INTRODUCTION

Discrete memoryless cognitive interference channel (CIC) is the channel model introduced in [1] to investigate the information theoretic limits of communication over cognitive radio networks. Interference, which undeniably arises in cognitive radio networks, affects adversely the data communication rates. Therefore, a model of CIC with partially cooperating (PC) destinations was introduced in [2], where relay links are exploited into standard CIC to improve the throughput and reliability through cooperative relaying of information.

In this paper, we study the discrete memoryless CIC-PC which, as shown in Fig. 1, is a network with two sources communicating two independent and uniformly distributed messages to two destinations. Source 1, referred to as the cognitive source, knows both messages 1 and 2, whereas source 2, referred to as the primary source, knows only message 2. Each destination needs to decode only its intended message. In addition, destination 1 acts as a standard relay node [3]–[5] and assists destination 2 by transmitting cooperative information through a relay link.

We derive a new upper bound on the capacity region of the discrete memoryless CIC-PC. We then study two classes of this channel. The first class is the degraded CIC-PC, where the channel output at destination 2 is degraded with respect to the channel output at destination 1 (relay). We derive the capacity region for the degraded CIC-PC. The second class is the semideterministic CIC-PC, where the channel output observed by destination 1 (relay) is a deterministic function of the channel inputs. We characterize the capacity region for a variation of this channel where the channel model satisfies a certain condition, ensuring that the destination 1 (relay) can decode better than destination 2. We refer to this condition as the "more capable" regime. We show that other classes of semideterministic CIC-PC for which the capacity region had been established are special cases of more capable semideterministic CIC-PC.

The rest of the paper is organized as follows. In Section II, we provide a formal definition for the discrete memoryless CIC-PC. In Section III, we establish a new upper bound on the capacity region of this channel. Finally, in Section IV, we characterize the capacity region of the degraded CIC-PC and more capable semideterministic CIC-PC.

II. NOTATIONS AND DEFINITIONS

A. Notations

Random variables (RVs) are indicated by upper case letters, (e.g. $X$) and their realizations are shown by the respective lower case letters (e.g. $x$). The probability mass function (p.m.f.) of a random variable $X$ over its corresponding finite alphabet set $\mathcal{X}$ is indicated by $p_X(x)$ where occasionally subscript $X$ is omitted. The conditional p.m.f. of a random variable $X$ given random variable $Y$ is denoted by $p_{X|Y}(x|y)$. Random vector $(X_1, X_2, \ldots, X_n)$ is indicated by $X^n$ or $X$; a sequence of random variables $(X_1, X_1+1, \ldots, X_j-1, X_j)$ is denoted by $X^j$. For brevity, $X^j$ is used instead of $X^j_r$. Entropy of a RV and mutual information between two RVs are indicated by $H(\cdot)$ and $I(\cdot; \cdot)$, respectively.


B. Definitions

Definition 1. Discrete memoryless CIC-PC, as shown in Fig. 1, consists of two finite discrete source input alphabets $X_1$, $X_2$, a finite discrete relay input alphabet $X_r$, two discrete output alphabets $Y_1$ and $Y_2$ and a set of transition probability distributions $p(y_1, y_2|x_1, x_2, x_r)$ describing the relationship between transmitted symbols $(x_1, x_2, x_r) \in X_1 \times X_2 \times X_r$ and received symbols $(y_1, y_2) \in Y_1 \times Y_2$.

Definition 2. A $(2^{nR_1}, 2^{nR_2}, n)$ code for the CIC-PC consists of the following: (1) Two message sets $W_i = \{1, 2, ..., 2^{nR_i}\}, i = 1, 2$; (2) Two messages $W_1$ and $W_2$ which are independent random variables uniformly distributed over $W_1$ and $W_2$, respectively; (3) encoder $f_1 : W_1 \times W_2 \rightarrow X_1^n$, which maps message pair $(\omega_1, \omega_2) \in W_1 \times W_2$ to a codeword $x_1^n \in X_1^n$, encoder $f_2 : W_2 \rightarrow X_2^n$ which maps message $\omega_2 \in W_2$ to a codeword $x_2^n \in X_2^n$ and a set of relay functions $\{\varphi_i\}_{i=1}^{n}$ such that $x_{r,i} = \varphi_i(y_{i-1}^i)$, $i = 1, ..., n$; (4) Decoder $g_i : Y_i^n \rightarrow X_i$, which maps a received sequence $y_i^n$ to a message $\hat{w}_i \in W_i$, $i = 1, 2$.

Definition 3. The rate pair $(R_1, R_2)$ is said to be achievable for the CIC-PC if there exists a sequence of $(2^{nR_1}, 2^{nR_2}, n)$ codes such that the average error probability $P_e(n) = Pr(g_1(Y_1^n) \neq W_1)$ or $g_2(Y_2^n) \neq W_2) \rightarrow 0$ as $n$ goes to infinity. The capacity is defined as the closure of the set of achievable rate pairs $(R_1, R_2)$.

III. NEW UPPER BOUND FOR THE CIC-PC

In this section, we derive a new upper bound on the capacity region of the general CIC-PC. This new upper bound will be used later when we study the discrete memoryless semideterministic CIC-PC.

Theorem 1. Achievable rate pairs $(R_1, R_2)$ belong to the union of rate regions given by

\begin{align*}
R_1 &< I(X_1; Y_1 | X_2, X_r) \quad (1a) \\
R_2 &< I(V, X_2; Y_1 | X_r) \quad (1b) \\
R_2 &< I(X_1, X_2, X_r; Y_2) \quad (1c) \\
R_1 + R_2 &< I(V, X_2, X_r; Y_1) + I(X_1; Y_1 | V, X_2, X_r) \quad (1d) \\
R_1 + R_2 &< I(T, X_1, X_2; Y_1 | X_r) + I(V; Y_2 | T, X_r) \quad (1e) \\
R_1 + R_2 &< I(X_1, X_2; Y_1, Y_2 | X_r) \quad (1f)
\end{align*}

where the union is over all joint probability mass functions $p(v, t, x_1, x_2, x_r, y_1, y_2)$ which satisfies the Markov chain

\begin{equation}
(V, T) \rightarrow (X_1, X_2, X_r, Y_1) \rightarrow Y_2. \quad (2)
\end{equation}

Proof. Consider a $(2^{nR_1}, 2^{nR_2}, n)$ code with average error probability $P_e(n)$. The probability distribution on the joint ensemble space $W_1 \times W_2 \times X_1^n \times X_2^n \times X_r^n \times Y_1^n \times Y_2^n$ is given by

\begin{align*}
p(\omega_1, \omega_2, x_1^n, x_2^n, x_r^n, y_1^n, y_2^n) &= p(\omega_1) p(\omega_2) p(x_1^n | \omega_1, \omega_2) p(x_2^n | \omega_2) \times \prod_{i=1}^{n} p(x_{r,i} | y_{i-1}^i) p(y_{i-1}^i, y_{i+1}^i | x_{1,i}, x_{2,i}, x_{r,i}). \quad (3)
\end{align*}

By Fano’s inequality, we have

\begin{align*}
H(W_i | Y_i^n) &\leq n R_i P_e(n) + 1 \Rightarrow n \delta_{i,n}, \text{ for } i = 1, 2 \quad (4a)
\end{align*}

where $\delta_{1,n}$ and $\delta_{2,n}$ tends to zero when $n$ goes to infinity. We define the auxiliary random variables

\begin{align*}
T_i &= (Y_1^{i-1}, Y_{2,i+1}^n), \quad (5) \\
V_i &= (W_2, Y_1^{i-1}, Y_{2,i+1}^n) \quad (6)
\end{align*}

for $i \in \{1, ..., n\}$. We first bound $R_1$ as follows:

\begin{align*}
n &R_1 - n \delta_{1,n} = H(W_1) - n \delta_{1,n} \leq I(W_1; Y_1^n | W_2) \quad (7) \\
&= \sum_{i=1}^{n} I(W_1; Y_{1,i} | W_2, Y_{1,i-1}^n) \quad (8) \\
&= \sum_{i=1}^{n} I(W_1; Y_{1,i} | Y_{2,i-1}^{i-1}, X_{2,i}, X_{r,i}) \quad (9) \\
&\leq \sum_{i=1}^{n} [H(Y_{1,i} | X_{2,i}, X_{r,i}) \\
&- H(Y_{1,i} | W_1, W_2, Y_{1,i-1}^{i-1}, X_{2,i}, X_{r,i})] \quad (10) \\
&= \sum_{i=1}^{n} [H(Y_{1,i} | X_{2,i}, X_{r,i}) \quad (11) \\
&- H(Y_{1,i} | X_{1,i}, X_{2,i}, X_{r,i})] \quad (12)
\end{align*}

where (7) follows since $W_1$ and $W_2$ are independent, (8) follows from the chain rule, (9) is due to the fact that $X_{r,i}$ is a deterministic function of $Y_{1,i-1}^{i-1}$ and $X_{2,i}$ is a deterministic function of $W_2$, (10) follows because conditioning does not increase the entropy, and finally (11) follows from the Markov chain $(W_1, W_2, Y_{1,i-1}^{i-1}) \rightarrow (X_{1,i}, X_{2,i}, X_{r,i}) \rightarrow Y_{1,i}$. We then bound $R_2$ as follows:

\begin{align*}
n &R_2 - n \delta_{2,n} = H(W_2) - n \delta_{2,n} \leq I(W_2; Y_2^n) = \sum_{i=1}^{n} I(W_2; Y_{2,i} | Y_{2,i+1}^n) \quad (13) \\
&\leq \sum_{i=1}^{n} H(Y_{2,i}) - H(Y_{2,i} | Y_{1,i-1}^{i-1}, Y_{2,i+1}^n, W_2) \quad (14) \\
&= \sum_{i=1}^{n} [H(Y_{2,i}) \quad (15) \\
&- H(Y_{2,i} | Y_{1,i-1}^{i-1}, Y_{2,i+1}^n, W_2, X_{2,i}, X_{r,i})] \quad (16)
\end{align*}
where (14) follows from the fact that conditioning does not increase the entropy, (15) follows because $X_{r,i}$ is a deterministic function of $Y_{i}^{i-1}$, and $X_{2,i}$ is a deterministic function of $W_2$, and (16) follows from the definition of $V_r$, given in (6).

To establish the second bound on $R_2$, we have

$$nR_2 - n\delta_{2,n} = H(W_2) - n\delta_{2,n}$$

$$\leq I(W_2; Y_2^n) = \sum_{i=1}^{n} I(W_2; Y_{2,i}|Y_2^{i-1})$$

$$\leq \sum_{i=1}^{n} H(Y_{2,i}) - H(Y_{2,i}|Y_2^{i-1}, W_1, W_2)$$

$$= \sum_{i=1}^{n} [H(Y_{2,i}) - H(Y_{2,i}|Y_2^{i-1}, 2, X_{r,i}, 1, W_1, W_2)]$$

$$= \sum_{i=1}^{n} H(Y_{2,i}) - H(Y_{2,i}|X_{r,i}, Y_{r,i})$$

$$= \sum_{i=1}^{n} I(X_{r,i}, Y_{r,i}, X_{r,i}, Y_{r,i}),$$

where (17) follows from the fact that conditioning does not increase entropy, (18) follows because $X_{r,i}, X_{2,i}$ and $X_{r,i}$ are deterministic functions of $(W_1, W_2), W_2$ and $Y_{i}^{i-1}$, respectively; finally (19) follows from the Markov chain $(W_1, W_2, Y_{i}^{i-1}, Y_{r,i}) \rightarrow (X_{r,i}, Y_{r,i}, X_{r,i}, Y_{r,i}) \rightarrow Y_{2,i}$.

For the sum rate, we now obtain the following bound:

$$n(R_1 + R_2) - n(\delta_{1,n} + \delta_{2,n})$$

$$\leq I(W_1; Y_1^n) + I(W_2; Y_2^n)$$

$$= \sum_{i=1}^{n} [I(W_2; Y_2,i|Y_2,i)] + I(W_1; Y_1,i|W_2)$$

$$\leq \sum_{i=1}^{n} [I(W_2; Y_2,i|Y_2,i) - I(Y_2,i|W_2, W_2,i) + I(Y_2,i|W_2, W_2,i)]$$

$$= \sum_{i=1}^{n} I(W_2; Y_2,i|Y_2,i) + I(W_1; Y_1,i|W_2)$$

$$\leq \sum_{i=1}^{n} I(W_2; Y_2,i)$$

$$= \sum_{i=1}^{n} I(W_2; Y_2,i)$$

where (20) and (21) and (22) and (23) follow from the chain rule, (24) follows from applying Csiszar-Koerner's Lemma [10] to (23); (25) is due to the fact that conditioning does not increase the entropy, (26) follows because $X_{r,i}$ is a deterministic function of $Y_{i}^{i-1}$, and $X_{2,i}$ is a deterministic function of $W_2$, and finally (27) follows from the Markov chain $(W_1, W_2, Y_{i}^{i-1}) \rightarrow (X_{r,i}, X_{2,i}, X_{r,i}, Y_{r,i}) \rightarrow Y_{2,i}$.

We now consider the second bound on the sum rate $R_1 + R_2$:

$$n(R_1 + R_2) - n(\delta_{1,n} + \delta_{2,n})$$

$$= H(W_1) + H(W_2) - n(\delta_{1,n} + \delta_{2,n})$$

$$\leq I(W_1; Y_1^n) + I(W_2; Y_2^n)$$

$$\leq \sum_{i=1}^{n} H(Y_{2,i}|X_{r,i})$$

$$\leq \sum_{i=1}^{n} I(T_1, Y_{r,i}, X_{2,i}, Y_{2,i}, Y_{2,i})$$

$$= \sum_{i=1}^{n} [I(T_1, Y_{2,i}) - I(T_1, Y_{2,i})]$$

where (21) follows as $W_1$ and $W_2$ are independent, (22) and (23) follow from the chain rule, (24) follows from applying Csiszar-Koerner's Lemma [10] to (23); (25) is due to the fact that conditioning does not increase the entropy, (26) follows because $X_{r,i}$ is a deterministic function of $Y_{i}^{i-1}$, and $X_{2,i}$ is a deterministic function of $W_2$, and finally (27) follows from the Markov chain $(W_1, W_2, Y_{i}^{i-1}) \rightarrow (X_{r,i}, X_{2,i}, X_{r,i}, Y_{r,i}) \rightarrow Y_{2,i}$.

For the first term in (30), we have:

$$I(W_1, W_2; Y_1^n) = \sum_{i=1}^{n} I(W_1, W_2; Y_1,i|Y_1^{i-1}, X_{r,i})$$

$$\leq \sum_{i=1}^{n} [H(Y_{1,i}|X_{r,i}) - H(Y_{1,i}|Y_1^{i-1}, X_{r,i})]$$

$$\leq \sum_{i=1}^{n} H(Y_{1,i}|X_{r,i})$$

$$\leq \sum_{i=1}^{n} I(T_1, X_{r,i}, Y_{2,i})$$

where (31) follows as $X_{r,i}$ is a deterministic function of $Y_{i}^{i-1}$, (32) follows because conditioning does not increase the entropy, and (33) follows from the Markov chain $(W_1, W_2, Y_{i}^{i-1}) \rightarrow (X_{r,i}, X_{2,i}, X_{r,i}) \rightarrow Y_{2,i}$; finally (34) follows from (5). For the sum of the second and third terms in (30), we obtain the following bound:

$$I(W_2; Y_2^n) - I(W_2; Y_2^n)$$

$$= \sum_{i=1}^{n} [I(W_2; Y_2,i|Y_2^{i-1}) - I(W_2; Y_2,i|Y_2^{i-1})]$$

(36)
= \sum_{i=1}^{n} [I(W_2, Y_1^{i-1}; Y_{2,i}; Y_{2,i+1}^{n-i}) - I(W_2, Y_{2,i+1}^{n-i}; Y_{1,i}Y_{1,i}^{i-1})]
- (Y_{1,i}^{i-1}; Y_{2,i}; Y_{2,i+1}^{n-i}, W_2)
+ (Y_{2,i+1}^{n-i}; Y_{1,i}Y_{1,i}^{i-1}, W_2)]
\leq \sum_{i=1}^{n} [I(W_2, Y_1^{i-1}; Y_{2,i}; Y_{2,i+1}^{n-i}) - I(W_2, Y_{2,i+1}^{n-i}; Y_{1,i}Y_{1,i}^{i-1})]
\leq \sum_{i=1}^{n} [I(W_2, Y_1^{i-1}; Y_{2,i}; Y_{2,i+1}^{n-i}) - I(W_2, Y_{2,i+1}^{n-i}; Y_{1,i}Y_{1,i}^{i-1})]
= \sum_{i=1}^{n} [I(W_1, W_2; Y_1^{i-1}; Y_{2,i}; Y_{2,i+1}^{n-i}) - I(W_1, W_2; Y_{2,i+1}^{n-i}; Y_{1,i}Y_{1,i}^{i-1})]
\leq \sum_{i=1}^{n} [H(Y_1^{i-1}; X_{r_1,i})
- H(Y_1^{i-1}; |W_1, W_2, Y_{2,i+1}^{n-i}; Y_{1,i}Y_{1,i}^{i-1}, X_{r_1,i})]
= \sum_{i=1}^{n} [I(X_1, X_2, I_1; Y_1, Y_{2,i}; X_{r_1,i})],
(43)
where (43) follows from the fact that X_{r_1,i} is a deterministic function of Y_{2,i}^{i-1}, and (44) follows from the Markov chain
(W_1, W_2, Y_1^{i-1}, Y_{2,i}^{i-1}) \rightarrow (X_1, X_2, I_1, X_{r_1,i}) \rightarrow Y_{1,i}, Y_{2,i}.
Now, we define T = (T_Q, Q), V = (V_Q, Q), W_1 = X_{r_1,i}, X_{m} = X_{m,Q} and Y_{m} = Y_{m,Q}\text{ for } m = 1, 2, \ldots, n.\text{ Following standard steps, it is straightforward to show that applying the defined random variables to (12), (16), (20), (28), (42) and (44) results in the single letter bounds presented in Theorem 1.}

IV. CAPACITY RESULTS FOR THE CIC WITH PC DESTINATIONS

In this section, we study two classes of the discrete memoryless CIC-PC. We first consider the degraded CIC-PC and characterize the capacity region of this channel. Then we consider the semideterministic CIC-PC, and derive the capacity region for a variation of this channel which we call more capable semideterministic CIC-PC. We use the following lower bound when we derive the capacity results in this section.

**Theorem 2.** The capacity region of the discrete memoryless CIC-PC contains the union of rate-pairs \((R_1, R_2)\) satisfying
\[\begin{align*}
R_1 &< I(X_1; Y_1 | U, X_2, X_{r_1}) \quad (45a) \\
R_2 &< \min \{I(U, V, X_2, X_{r_1}; Y_2), I(U, V, X_2, Y_1 | X_{r_1})\} \quad (45b) \\
R_1 + R_2 &< \text{RHS of } (45b) + I(X_1; Y_1 | U, V, X_2, X_{r_1}), \quad (45c)
\end{align*}\]
where the union is over all joint probability mass functions of the form
\[\begin{align*}
p(u, v, x_1, x_2, x_{r_1}, y_1, y_2) &= p(x_1) p(u, x_2 | x_{r_1}) p(v | u, x_2, x_{r_1}) \\
&\times p(x_1 | u, v, x_2, x_{r_1}) p(y_1 | y_2 | x_1, x_2, x_{r_1}). \quad (46)
\end{align*}\]

Proof. Due to space considerations, we present only the outline of the coding strategy. The codebook generation, encoding, and decoding steps are exactly similar to the steps followed in the proof of [6, Theorem 1]. The proof is based on the rate splitting [10] and superposition coding [11] at the cognitive source node, and decode and forward relaying scheme at the relay node. The primary source node independently encodes its message. We adopt the regular encoding/slide window decoding strategy for decode-and-forward relaying scheme [11].

A. Degraded CIC with PC Destinations

In this subsection, we characterize the capacity region of the discrete memoryless degraded CIC-PC.

**Definition 4.** A discrete memoryless CIC-PC is degraded if the channel transition probability distribution satisfies
\[\begin{align*}
p(y_1, y_2 | x_1, x_2, x_{r_1}) &= p(y_1 | x_1, x_2, x_{r_1}) p(y_2 | y_1, x_{r_1}). \quad (47)
\end{align*}\]

**Theorem 3.** For the discrete memoryless degraded CIC-PC, the capacity region is given by the union of rate regions
\[\begin{align*}
R_1 &< I(X_1; Y_1 | U, X_2, X_{r_1}) \quad (48a) \\
R_2 &< \min \{I(U, V, X_2, X_{r_1}; Y_2), I(U, V, X_2, Y_1 | X_{r_1})\} \quad (48b) \\
R_1 + R_2 &< \text{RHS of } (48b) + I(X_1; Y_1 | U, V, X_2, X_{r_1}), \quad (48c)
\end{align*}\]
where the union is over all joint probability mass functions of the form
\[\begin{align*}
p(u, v, x_1, x_2, x_{r_1}, y_1, y_2) &= p(x_1) p(u, x_2 | x_{r_1}) p(v | u, x_2, x_{r_1}) \\
&\times p(x_1 | u, v, x_2, x_{r_1}) p(y_1 | y_2 | x_1, x_2, x_{r_1}). \quad (49)
\end{align*}\]

Proof. Achievability follows from Theorem 2. For the converse proof see Appendix.

Remark 1. Theorem 3 reduces to the capacity region of the degraded partially cooperative relay broadcast channel given in [12] by setting \(V = X_2 = \emptyset, X_1 = X\) and \(X_{r_1} = X_1\).
B. Semideterministic CIC with PC Destinations

In this subsection, we characterize the capacity region of the more capable semideterministic CIC-PC.

Definition 5. A discrete memoryless CIC-PC is more capable if the channel satisfies
\[ I(V, X_2; Y_1 | X_{r_1}) > I(V, X_2, X_{r_1}; Y_2) \]  
(50)
for all \( P_{X,V,X_{r_1},Y_1,Y_2} \) satisfying \( V \rightarrow (X_1, X_2, X_{r_1}) \rightarrow (Y_1, Y_2) \).

Definition 6. A discrete memoryless CIC-PC is semideterministic if the transition probability distribution \( p(y_1 | x_1, x_2, x_{r_1}) \) takes on the values 0 and 1 only.

Theorem 4. For the discrete memoryless semideterministic CIC-PC satisfying the more capability condition given in Definition 5, the capacity region is given by the union of rate regions
\[
R_1 < H(Y_1 | X_2, X_{r_1}) \]  
(51a)
\[ R_2 < I(V, X_2, X_{r_1}; Y_2) \]  
(51b)
\[ R_1 + R_2 < I(V, X_2, X_{r_1}; Y_2) + H(Y_1 | V, X_2, X_{r_1}), \]  
(51c)
where the union is over all joint probability mass functions of the form
\[
p(v, x_1, x_2, x_{r_1}, y_1, y_2) = p(x_1)p(x_2)p(v|x_2, x_{r_1}) \times p(x_1|v, x_2, x_{r_1})p(y_1, y_2|x_1, x_2, x_{r_1}). \]  
(52)

Proof. Achievability follows from Theorem 2 by setting \( U = \emptyset \), and then using
\[
\min\{I(V, X_2, X_{r_1}; Y_2), I(V, X_2; Y_1 | X_{r_1})\} = I(V, X_2, X_{r_1}; Y_2), \]  
(53)
which follows from satisfying more capability condition, and using \( H(Y_1 | X_2, X_{r_1}) = 0 \) which follows from being semideterministic. To prove the converse, we first prove that when the CIC-PC is semideterministic, the derived upper bound in Theorem 1 satisfies Markov chain \( (V, T) \rightarrow (X_1, X_2, X_{r_1}) \rightarrow (Y_1, Y_2) \):
\[
H(Y_2 | V, T, X_1, X_2, X_{r_1}) = H(Y_2 | V, T, X_1, X_2, X_{r_1}, Y_1) \]  
(54)
\[ = H(Y_2 | X_1, X_2, X_{r_1}, Y_1) \]  
(55)
\[ = H(Y_2 | X_1, X_2, X_{r_1}), \]  
(56)
where (54) and (56) follows because \( Y_1 \) is a deterministic function of \( (X_1, X_2, X_{r_1}) \), and (55) follows from (2). Hence, (56) implies the Markov chain \( (V, T) \rightarrow (X_1, X_2, X_{r_1}) \rightarrow (Y_1, Y_2) \), i.e., for the semideterministic CIC-PC, \( p(v, x_1, x_2, x_{r_1}, y_1, y_2) \) satisfies the same Markov chain for both the upper bound (Theorem 1) and the lower bound (Theorem 2). Therefore, the converse follows from Theorem 1 using \( H(Y_1 | X_1, X_2, X_{r_1}) = 0 \).

Remark 2. The capacity of the “semideterministic CIC-PC in the high-gain-interference regime” was derived in [2]. The “more capable semideterministic CIC-PC” for which we derived the capacity region in Theorem 4 includes this channel as a special case. To prove this claim, we show that more capable condition is weaker than the high-gain-interference condition. The CIC-PC is in high-gain-interference regime if the channel satisfy
\[
I(X_2; Y_1 | X_{r_1}) > I(X_2, X_{r_1}; Y_2) \]  
(57)
\[ I(V; Y_1 | X_2, X_{r_1}) > I(V; Y_2 | X_2, X_{r_1}) \]  
(58)
for all \( P_{X,V,X_{r_1},Y_1,Y_2} \) satisfying \( V \rightarrow (X_1, X_2, X_{r_1}) \rightarrow (Y_1, Y_2) \). Summing (57) and (58) results in (50). Therefore, the more capability condition stated in Definition 5 is weaker than the high-gain-interference condition. Hence, The “more capable semideterministic CIC-PC” is more general than the “semideterministic CIC-PC in high-gain-interference regime”.

V. CONCLUSIONS

We derived a new upper bound on the capacity region of the discrete memoryless cognitive interference channel (CIC) with partially cooperative (PC) destinations (CIC-PC). In addition, we characterized the capacity region for the degraded CIC-PC as well as more capable semideterministic CIC-PC.

APPENDIX

First, we obtain the following upper bound on \( R_1 \):
\[
nR_1 - n\delta_{1,n} = H(W_1) - n\delta_{1,n} \leq I(W_1; Y_1^n | W_2) \]  
(59)
\[ = \sum_{i=1}^{n} I(W_1, X_{1,i} | W_2, Y_{1,i}^{i-1}) \]  
(60)
\[ = \sum_{i=1}^{n} I(W_1, X_{1,i}; Y_{1,i} | W_2, Y_{1,i}^{i-1}, X_{2,i}, X_{r,i}) \]  
(61)
\[ = \sum_{i=1}^{n} [H(Y_{1,i} | W_2, Y_{1,i}^{i-1}, X_{2,i}, X_{r,i}) \]  
\[ - H(Y_{1,i} | W_2, Y_{1,i}^{i-1}, X_{1,i}, X_{2,i}, X_{r,i})] \]  
(62)
\[ = \sum_{i=1}^{n} I(X_{1,i}; Y_{1,i} | U_{1,i}, X_{2,i}, X_{r,i}), \]  
(63)
where (59) follows as \( W_1 \) and \( W_2 \) are independent, (60) follows from the chain rule, and (61) follows because \( X_{1,i}, X_{2,i}, \) and \( X_{r,i} \) are deterministic functions of \( (W_1, W_2) \), \( W_2 \) and \( Y_{1,i}^{i-1} \), respectively; (62) follows from the Markov chain \( (W_1, W_2, Y_{1,i}^{i-1}) \rightarrow (X_{1,i}, X_{2,i}, X_{r,i}) \rightarrow Y_{1,i} \), and finally, (63) follows from the following definition:
\[
U_i = (W_2, Y_{1,i}^{i-1}). \]  
(64)

We now establish the following upper bound on \( R_2 \):
\[
nR_2 - n\delta_{2,n} = H(W_2) - n\delta_{2,n} \leq I(W_2; Y_2^n) = \sum_{i=1}^{n} I(W_2; Y_{2,i} | Y_{2,i}^{i-1}) \]  
\[ \leq \sum_{i=1}^{n} H(Y_{2,i}) - H(Y_{2,i} | Y_{1,i}^{i-1}, Y_{2,i}^{i-1}, W_2). \]
where (65) follows because $X_{2,i}$ and $X_{r_{1,i}}$ are deterministic functions of $W_2$ and $Y_{1,i}^{1-1}$, respectively, and (66) follows from (64) and the following definition:

$$V_i = (W_2, Y_{1,i}^{1-1}, Y_{2,i}^{1-1})$$

To establish the second upper bound on $R_2$, we have:

$$nR_2 - n\delta_{2,n} = H(W_2) - n\delta_{2,n}$$

$$\leq I(W_2; Y_{2,n}^n) \leq I(W_2; Y_{2,1}^n, Y_{2,2}^n)$$

$$= \sum_{i=1}^{n} I(W_2; Y_{1,i}, Y_{2,i}|Y_{1,i}^{1-1}, Y_{2,i}^{1-1}, X_{r_{1,i}})$$

$$= \sum_{i=1}^{n} I(W_2; Y_{1,i}|Y_{1,i}^{1-1}, Y_{2,i}^{1-1}, X_{r_{1,i}})$$

$$+ \sum_{i=1}^{n} I(W_2; Y_{2,i}|Y_{1,i}^{1-1}, Y_{2,i}^{1-1}, Y_{2,i}^{1-1}, X_{r_{1,i}})$$

$$= \sum_{i=1}^{n} I(W_2; Y_{2,i}|Y_{2,i}^{1-1}, Y_{1,i}^{1-1}, Y_{2,i}^{1-1}, X_{r_{1,i}})$$

$$\leq \sum_{i=1}^{n} I(W_2, Y_{1,i}^{1-1}, Y_{2,i}^{1-1}, X_{r_{1,i}})$$

where (69) follows from the chain rule, and (70) follows from (47) which implies the Markov chain $(W_1, W_2, Y_{1,i}^{1-1}, Y_{2,i}^{1-1}) \rightarrow (X_{r_{1,i}}, Y_{1,i}) \rightarrow Y_{2,i}$.

We now derive the following upper bound on the sum rate:

$$n(R_1 + R_2) - n(\delta_{1,n} + \delta_{2,n})$$

$$\leq I(W_2; Y_{2,n}^n) + I(W_1; Y_{1,n}^n, Y_{2,n}^n | W_2)$$

$$\geq \sum_{i=1}^{n} I(W_2; Y_{2,i}|Y_{2,i}^{1-1})$$

$$+ I(W_1; Y_{1,i}, Y_{2,i}|W_2, Y_{1,i}^{1-1}, Y_{2,i}^{1-1}, X_{r_{1,i}})$$

$$\geq \sum_{i=1}^{n} I(W_2; Y_{2,i}|Y_{2,i}^{1-1})$$

$$+ I(W_1; Y_{1,i}|W_2, Y_{1,i}^{1-1}, Y_{2,i}^{1-1}, X_{r_{1,i}})$$

$$\geq \sum_{i=1}^{n} I(W_2; Y_{2,i}|Y_{2,i}^{1-1})$$

$$+ I(W_1; Y_{1,i}, Y_{2,i}|W_2, Y_{1,i}^{1-1}, Y_{2,i}^{1-1}, X_{r_{1,i}})$$

Finally, from (44) we have:

$$n(R_1 + R_2) - n(\delta_{1,n} + \delta_{2,n}) \leq \sum_{i=1}^{n} I(X_{1,i}, X_{2,i}, Y_{1,i}, Y_{2,i} | X_{r_{1,i}})$$

(79)
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