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Abstract

Interacting-particle reaction dynamics (iPRD) combines the simulation of dynamical trajectories of interacting particles as in molecular dynamics (MD) simulations with reaction kinetics, in which particles appear, disappear, or change their type and interactions based on a set of reaction rules. This combination facilitates the simulation of reaction kinetics in crowded environments, involving complex molecular geometries such as polymers, and employing complex reaction mechanisms such as breaking and fusion of polymers. iPRD simulations are ideal to simulate the detailed spatiotemporal reaction mechanism in complex and dense environments, such as in signalling processes at cellular membranes, or in nano- to microscale chemical reactors. Here we introduce the iPRD software ReaDDy 2, which provides a Python interface in which the simulation environment, particle interactions and reaction rules can be conveniently defined and the simulation can be run, stored and analyzed. A C++ interface is available to enable deeper and more flexible interactions with the framework. The main computational work of ReaDDy 2 is done in hardware-specific simulation kernels. While the version introduced here provides single- and multi-threading CPU kernels, the architecture is ready to implement GPU and multi-node kernels. We demonstrate the efficiency and validity of ReaDDy 2 using several benchmark examples. ReaDDy 2 is available at the https://readdy.github.io/ website.

1 Introduction

The physiological response of biological cells to stimuli can be a many-stage process. A widely studied example is the MAPK pathway \cite{56,45}. Many of such signaling pathways incorporate G-protein coupled receptors (GPCR) \cite{48} and cyclic adenosine monophosphate (cAMP) \cite{8}. These are related to various diseases \cite{47,17,1}. An extracellular stimulus can activate the membrane bound GPCRs and lead to localized synthesis of cAMP as second messengers. Their transport through the cell is diffusive, however due to the geometry of cellular compartments cAMP molecules are non-uniformly distributed \cite{2,27}. Their presence needs to be resolved in space and time to understand their function.

Particle-based reaction dynamics (PBDR) simulations \cite{19,52,16} are amongst the most detailed approaches to model reaction kinetics computationally as they simulate each reactive molecule as a particle and therefore can be used as a tool to investigate systems of the aforementioned kind. Reactions can occur when reactive particles are in proximity, resembling the physical process. PBDR is suitable when the spatial distribution of molecules does not equilibrate rapidly and must therefore be resolved, and some reactants are locally scarce, such that their discrete number must be kept track of \cite{9}. There is a wide range of simulation tools
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for PBRD \cite{43}, including Smoldyn \cite{4}, MCell \cite{31}, Cell++ \cite{37}, eGFRD \cite{15}, mesoRD \cite{24}, spatiocyte \cite{4}, SpringSaLaD \cite{33}, and SRSim \cite{22}.

PBRD simulations usually contain purely reactive particles that are not subject to interaction forces, e.g., to model space exclusion with repulsive interactions or clustering with attractive interactions. On the other hand, molecular dynamics (MD) simulations are designed to model particle dynamics including complex interactions between the particles or particles and an external field. The particles in MD simulations are often atoms or groups of atoms and higher-order structures such as molecules are represented by topology graphs that define the bonding structure between particles and thus, together with a MD force field, imply which pair, triplets and quadruplets or particles interact by means of bond, angle and torsion potentials. While reactive force fields \cite{26,30,50} include reactivity on the chemistry scale, and soft matter MD simulation tools include breakable bonds \cite{6,32}, current MD models and simulation packages do not incorporate generic particle reactions.

Interacting-particle reaction dynamics (iPRD) was introduced in \cite{42} to combine the benefits of PBRD and MD simulations by modeling particle-based reaction dynamics while enabling full-blown interactions between particles as well as particles and the environment. On mesoscopic length scales these interactions can be used to induce structure, e.g., volume-exclusion in crowded systems \cite{25,42}, clustering of weakly interacting macromolecules \cite{49}, restriction of diffusing particles to arbitrarily-shaped membranes \cite{42,23,43}. Furthermore it allows to study the large-scale structure of polymers and membranes \cite{33}. When not only considering interactions but also reactions, a wide range of reactive biochemical systems are in the scope of the model. For example, the reaction dynamics of photoreceptor proteins in crowded membranes \cite{39} including cooperative effects of transmembrane protein oligomers \cite{29} have been investigated. Another example is endocytosis, in which different proteins interact in very specific geometries \cite{35,40}.

The price of resolving these details is that the computation is dominated by computing particle-particle interaction forces. Although non-interacting particles can be propagated quickly by exploiting solutions of the diffusion equation \cite{38,51,52,15}, interacting particles are propagated with small time-steps \cite{53,54}, restricting the accessible simulation timescales whenever parts of the system are dense. As this computational expense is not entirely avoidable when the particle interactions present in iPRD are needed to model the process of interest realistically, it is important to have a simulation package that can fully exploit the computational resources.

Here we introduce the iPRD simulation framework ReaDDy 2, which is significantly faster, more flexible, and more conveniently usable than its predecessor ReaDDy 1 \cite{42,10}. Specifically, ReaDDy 2 includes the following new features:

- **Computational efficiency and flexibility**: ReaDDy 2 defines computing kernels which perform the computationally most costly operations and are optimized for a given computing environment. The current version provides a single-CPU kernel that is four to ten times (depending on system size) faster than ReaDDy 1, and a multi-CPU kernel that scales with 80% efficiency to number of physical CPU cores for large particle systems (Sec. 3.2). Kernels for GPUs or parallel multi-node kernels can be readily implemented with relatively little additional programming work (Sec. 3).

- **Python user interface**: ReaDDy 2 can be installed via the conda package manager and used as a regular python package. The python interface provides the user with functionality to compose the simulation system, define particle interactions, reactions and parameters, as well as run, store and analyze simulations.

- **C++ user interface**: ReaDDy 2 is mainly implemented in C++. Developers interested in extending the functionality of ReaDDy 2 in a way that interferes with the compute kernels, e.g., by adding new particle dynamics or reaction schemes, can do that via the C++ user interface.

- **Reversible reaction dynamics**: ReaDDy 2 can treat reversible iPRD reactions by using steps that obey detailed balance, as described in \cite{21} (iPRD-DB), and thus ensure correct thermodynamic behavior for such reactions (Sec. 4.1).
**Topologies:** We enable building complex multi-particle structures, such as polymers, by defining topology graphs (briefly: topologies, see Sec. 2.4). As in MD simulations, topologies are an efficient way to encode which bonded interactions (bond, angle and torsion terms) should act between groups of particles in the same topology. Note that particles in topologies can still be reactive. For example, it is possible to define reactions that involve breaking or fusing polymers (Sec. 4.4).

This paper summarizes the features of ReaDDy 2 and the demonstrates its efficiency and validity of ReaDDy 2 using several benchmarks and reactive particle systems. With few exceptions, we limit our description to the general features that are not likely to become outdated in future versions. Please see [https://readdy.github.io/](https://readdy.github.io/) for more details, tutorials and sample code.

### 2 interacting-Particle Reaction Dynamics (iPRD)

The ReaDDy 2 simulation system consists of particles interacting by potentials and reactions (Fig. 1) at a temperature $T$. Such a simulation system is confined to a box with repulsive or periodic boundaries. A boundary always has to be either periodic or be equipped with repulsive walls so that particles cannot diffuse away arbitrarily. To simulate iPRD dynamics in complex architectures, such as cellular membrane environments with specific shapes, additional potentials can be defined that confine the particle to a sub-volume of the simulation box (Sec. 2.2).

#### 2.1 Interacting particle dynamics

ReaDDy 2 provides a developer interface to flexibly design models of how particle dynamics are propagated in time. The default model, however, is overdamped Langevin dynamics with isotropic diffusion as this is the most commonly used PBRD and iPRD model. In these dynamics a particle $i$ moves according to the stochastic differential equation:

$$\frac{dx_i(t)}{dt} = -\frac{D_i(T)}{k_BT}f_i(t) + \sqrt{2D_i(T)}\xi_i(t),$$  \hspace{1cm} (1)

where $x_i(t) \in \mathbb{R}^3$ contains the particle position at time $t$, $D_i(T)$ is its diffusion coefficient, $k_B$ is the Boltzmann constant, and $T$ the system temperature. The particle moves according to the deterministic force $f_i$ and the stochastic velocity $\sqrt{2D_i(T)}\xi_i$, in which $\xi_i$ are independent, Gaussian distributed random variables with moments

$$\langle \xi_i(t) \rangle = 0, \quad \langle \xi_i(t)\xi_j^\top(t') \rangle = I\delta(t - t'),$$

where $I$ is the identity matrix. The stochastic terms $\xi_i$ and $\xi_j$ are uncorrelated for particles $i \neq j$. In ReaDDy 2 the default assumption is that the diffusion coefficients $D_i(T)$ are given for the simulation temperature $T$. Additionally, we offer the option to define diffusion coefficients for a reference temperature $T_0 = 293K$ and then generate the diffusion coefficients at the simulation temperature $T$ by employing the Einstein-Smoluchowski model for particle diffusion in liquids [55, 18]:

$$D_i(T) = D_i(T_0)\frac{T}{T_0}.$$  

This way, simulations at different temperatures are convenient while only having to specify one diffusion constant. Using this model, the dynamics are

$$\frac{dx_i(t)}{dt} = -\frac{D_i(T_0)}{k_BT_0}f_i(t) + \sqrt{2D_i(T_0)\frac{T}{T_0}}\xi_i(t).$$  \hspace{1cm} (2)

This means that the mobility is preserved if the temperature changes and (1) is recovered for $T = T_0$.

The simplest integration scheme for (1) is Euler-Maruyama, according to which the particle positions evolve as:
Figure 1: ReaDDy 2 simulation model. (a) Potentials: Particles are subject to position-dependent external potentials, such as boundary potentials or external fields and interaction potentials involving two, three or four particles. As in molecular mechanics force fields, bonded potentials are defined within particle groups called “topologies” whose bonding structure is defined by a connectivity graph. (b) Reactions: Most reactions are unimolecular or bimolecular particle reactions. Topology reactions act on the connectivity graphs and particle types and therefore change the particle bonding structure.

\[
x_i(t + \tau) = x_i(t) - \tau \frac{D_i(T_0)}{k_B T_0} f_i(t) + \sqrt{2D_i(T_0) \frac{T}{T_0}} \tau \eta_i.
\]

Where \( \tau > 0 \) is a finite time step size and \( \eta_i \sim \mathcal{N}(0, 1) \) is a normally-distributed random variable. The
diffusion constant $D_i$ effects the magnitude of the random displacement. The particles’ positions are loosely bound to a cuboid simulation box with edge lengths $\ell_x, \ell_y, \ell_z$ (Fig. 1). If a boundary is non-periodic it is equipped with a repulsive wall given by the potential

$$V_{\text{wall}}(x_i^{(j)}) = \frac{1}{2} k d(x_i^{(j)}, W_j)^2$$

acting on every component $j$ of the single particle position $x_i$, where $k$ is the force constant, $W = \prod_{j=1}^{3} W_j = \prod_{j=1}^{3} [x_{\text{origin}}^{(j)}, x_{\text{origin}}^{(j)} + x_{\text{extent}}^{(j)}]$ the cuboid in which there is no repulsion contribution of the potential, and $d(\cdot, W_j) := \inf\{d(\cdot, w) : w \in W_j\}$ the shortest distance to the set $W_j$. The cuboid can be larger than the simulation box in the periodic directions. In non-periodic directions there must be at least one repulsive wall for which this is not the case.

Due to the soft nature of the walls particles still can leave the simulation box in non-periodic directions. In that case they are no longer subject to pairwise interactions and bimolecular reactions however still are subject to the force of the wall pulling them back into the box.

Other types of dynamical models and other integration schemes can be implemented in ReaDDy 2 via its C++ interface. For example, non-overdamped dynamics, anisotropic diffusion [54, 34], hydrodynamic interactions [20] or employing the MD-GFRD scheme to make large steps for noninteracting particles will all affect the dynamical model and can be realized by writing suitable plugins.

### 2.2 Potentials

The deterministic forces are given by the gradient of a many-body potential energy $U$ (Fig. 1a):

$$f_i = \nabla_i \left( \sum_i U_{\text{ext}}(x_i) + \sum_{i \neq j} U_{\text{pair}}(x_i, x_j) + \sum_{i \neq j \neq k} U_{\text{triple}}(x_i, x_j, x_k) + \ldots \right)$$

The potentials are defined by the user. ReaDDy 2 provides a selection of standard potential terms, additional custom potentials can be defined via the C++ interface and then included into a Python simulation script.

External potentials only depend on the absolute position of each particle. They can be used, e.g., to form softly repulsive walls [1] and spheres, or to attach particles to a surface, for example to model membrane proteins. Furthermore the standard potential terms enable the user to simulate particles inside spheres and exclude particles from a spherical volume. The mentioned potential terms can also be combined to achieve more complex geometrical structures. Pair potentials generally depend on the particle distance and can be used, e.g., to model space exclusion at short distances, or to model screened electrostatic interactions between particles.

ReaDDy 2 has a special way of treating interaction potentials between bonded particles. Topologies define graphs of particles that are bonded and imply which particle pairs interact via bond constraints, which triples interact via angle constraints, and which quadruplets interact via a torsions potential. See Sec. 2.4 for details.

### 2.3 Reactions

Reactions are discrete events, that can change particle types, add, and remove particles (Fig. 1b). Each reaction is associated with a microscopic rate constant $\lambda > 0$ which has units of inverse time and represents the probability per unit time of the reaction occurring. The integration time-steps used in ReaDDy 2 should be significantly smaller than the inverse of the largest reaction rate, and we therefore compute discrete reaction probabilities by:

$$p(\lambda; \tau) = 1 - e^{-\lambda \tau}.$$  

(5)

In the software it is checked whether the time step $\tau$ is smaller than the inverse reaction rate up to a threshold factor of 10, otherwise a warning is displayed as discretization errors might become too large. In general,
ReaDDy 2 reactions involve either one or two reactants. At any time step, a particle that is subject to an unary reaction will react with probability $p(\lambda; \tau)$. If there are two products, they are placed within a sphere of specified radius $R_a$ around the educt’s position $x_0$. This is achieved by randomly selecting an orientation $n \in \mathbb{R}^3$, distance $d \leq R_d$, and weights $w_1 \geq 0, w_2 \geq 0$, s.t. $w_1 + w_2 = 1$. The products are placed at $x_1 = x_0 + dw_1 n$ and $x_2 = x_0 - dw_2 n$. Per default, $w_1 = w_2 = 0.5$ and the distances $d$ are drawn such that the distribution is uniform with respect to the volume of the sphere. When it is necessary to produce new particles, we suggest to use to define a producing particle $A$ and use the unary reaction $A \rightarrow A + B$ with corresponding placement weights $w_1 = 0, w_2 = 1$ so that the $A$ particle stays at its position.

The basic binary reaction scheme is the Doi scheme \cite{14} in which a reactive complex is defined by two reactive particles being in a distance of $R_b$ or less, where $R_b$ is a parameter, e.g., see Fig. 1b Fusion or Enzymatic reaction. The reactive complex then forms with probability $p(\lambda; \tau)$ while the particles are within distance.

Optionally ReaDDy 2 can simulate reversible reactions using the reversible iPRD-DB scheme developed in \cite{21}. This scheme employs a Metropolis-Hastings algorithm that ensures the reversible reaction steps to be made according to thermodynamic equilibrium by accounting for the system’s energy in the educt and product states.

### 2.4 Topologies

Topologies are a way to group particles into superstructures. For example, large-scale molecules can be represented by a set of particles corresponding to molecular domains assembled into a topology. A topology also has a set of potential energy terms such as bond, angle, and torsion terms associated. The specific potential terms are implied by finding all paths of length two, three, and four in the topology connectivity graph. The sequence of particle types associated to these paths then is used to gather the potential term specifics, e.g., force constant, equilibrium length or angle, from a lookup table (Fig. 1).

Reactions are not only possible between particles, but also between a topology and a particle (Fig. 1b) or two topologies. In order to define such reactions, one can register topology types and then specify the consequences of the reaction on the topology’s connectivity graph. We distinguish between global and local topology reactions.

Global topology reactions are triggered analogously to unary reactions, i.e., they can occur at any time with a fixed rate and probability as given in \cite{5}. Any edge in the graph can be removed and added. Moreover, any particle type as well as the topology type can be changed, which may result in significant changes in the potential energy. If the reaction causes the graph to split into two or more components, these components are subsequently treated as separate topologies that inherit the educt’s topology type and therefore also the topology reactions associated with it. Such a reaction is the topology analogue of a particle fission reaction.

A local topology reaction is triggered analogously to binary reactions with probability $p(\lambda; \tau)$ if the distance between two particles is smaller than the reaction radius. At least one of the two particles needs to be part of a topology with a specific type. The product of the reaction is then either yielded by the formation of an edge and/or a change of particle and topology types. In contrast to global reactions only certain changes to particle types and graphs can occur:

- Two topologies can fuse, i.e., an additional edge is introduced between the vertices corresponding to the two particles that triggered the reaction.
- A topology and a free particle can fuse by formation of an edge between the vertex of the topology’s particle and a newly introduced vertex for the free particle.
- Two topologies can react in an enzymatic fashion, i.e., particle types of the triggering particles and topology types can be changed.
- Two topologies and a free particle can react in an enzymatic fashion analogously.

In all of these cases the involved triggering particles’ types and topology types can be changed.
2.5 Simulation setup and boundary conditions

Once the potentials, the reactions (Fig. 1a,b), and a temperature $T$ have been defined, a corresponding simulation can be set up. A simulation box can be periodic or partially periodic, see Fig. 1c. Periodicity in a certain direction means that with respect to that direction particle wrapping and the minimum image convention are applied. Non-periodic directions require a harmonically repelling wall as given in $\geq \ldots$

In order to define the initial condition, particles and particle complexes are added explicitly by specifying their 3D position and type. A simulation can now be started by providing a time step size $\tau$ and a number of integration steps.

3 Software

ReaDDy 2 is mainly written in C++ and has Python bindings making usage, configuration, and extension easy while still being able to provide high performance. To encourage usage and extension of the software, it is Open Source and licensed under the BSD-3 license. It therefore can not only be used in other Open Source projects without them requiring to have a similar license, but also in a commercial context.

3.1 Design

The software consists of three parts. The user-visible toplevel part is the python user interface, see Fig. 2a. It is a language binding of the C++ user interface (Fig. 2b) and has additional convenience functionality. The workflow consists out of three steps:

1. The user is creating a readdy.ReactionDiffusionSystem, including information about temperature, simulation box size, periodicity, particle species, reactions, topologies, and physical units. Per default the configurational parameters are interpreted in a unit set well suited for cytosolic environments (lengths in nm, time in ns, and energy in kJ/mol), e.g., particles representing proteins in solution. The initial condition, i.e., the positions of particles, is not yet specified.

2. The system can generate one or many instances of readdy.Simulation, in which particles and particle complexes can be added at certain positions. When instantiating the simulation object, a compute kernel needs to be selected, in order to specify how the simulation will be run (e.g., single-core or multi-core implementation). Additionally, observables to be monitored during the simulation are registered, e.g., particle positions, forces, or the total energy. A simulation is started by entering a time step size $\tau > 0$ in units of time and a number of integration steps that the system should be propagated.

3. When a simulation has been performed, the observables’ outputs have been recorded into a file. The file’s contents can be loaded again into a readdy.Trajectory object that can be used to produce trajectories compatible with the VMD molecular viewer [28].

Running a simulation based on the readdy.Simulation object invokes a simulation loop. The default simulation loop is given in Alg. 1. Individual steps of the loop can be omitted. This enables the user to, e.g., perform pure PBRD simulations by skipping the calculation of forces. Performing a step in the algorithm leads to a call to the compute kernel interface, see Fig. 2b. Depending on the selected compute kernel the call is then dispatched to the actual implementation. Compute kernel implementations (Fig. 2c) are dynamically loaded at runtime from a plugin directory. This modularity allows ReaDDy 2 to run across many platforms although not every computing kernel may run on a given platform, such as a CUDA-enabled computing kernel. ReaDDy version 2.0.0 includes two iPRD computing kernels: a single threaded default computing kernel, and a dynamically-loaded shared-memory parallel kernel.

The computing kernels contain implementations for the single steps of the simulation loop. Currently, integrator and reaction handler are exchangable by user-written C++ extensions. Hence, there is flexibility considering what is actually performed during one step of the algorithm or even what kind of underlying model is applied.
readdy.ReactionDiffusionSystem and defines particle species, reactions, and potentials. From a config-
ured system, a “readdy.Simulation” object is generated, which can be used to run a simulation of the system
given an initial placement of particles. (b) C++ core library: The core library serves as an adapter between
the actual implementation of the algorithms in a compute kernel and the user interface. (c) Compute kernel
implementation: Implements the compute kernel interface and contains the core simulation algorithms.
Different compute kernel implementations support different hard- or software environments, such as serial
and parallel CPU implementations. The compute kernel is chosen when the “readdy.Simulation” object is
generated and then linked dynamically in order to provide optimal implementations for different computing
environments under the same user interface.

3.2 Performance

To benchmark ReaDDy 2, we use a reactive system with three particle species A, B, and C introduced in [41]
with periodic boundaries instead of softly repelling ones. The simulation temperature is set to \( T = 293 \text{ K} \)
and the diffusion coefficients are given by \( D_A = 143.1 \mu m^2 s^{-1} \), \( D_B = 71.6 \mu m^2 s^{-1} \), and \( D_C = 68.82 \mu m^2 s^{-1} \).
Particles of these types are subject to the two reactions \( A + B \rightarrow C \) with microscopic association rate
constant \( \lambda_{\text{on}} = 10^{-3} \text{ ns}^{-1} \) and reaction radius \( R_1 = 4.5 \text{ nm} \), and \( C \rightarrow A + B \) with microscopic
dissociation rate constant \( \lambda_{\text{off}} = 5 \times 10^{-5} \text{ ns}^{-1} \) and dissociation radius \( R_2 = R_1 \). Particles are subject to an harmonic
repulsion interaction potential which reads

\[
U(r) = \begin{cases} 
\frac{\kappa}{2} (r - \sigma)^2, & \text{for } r \leq \sigma, \\
0, & \text{otherwise,}
\end{cases}
\]

(6)
Algorithm 1: ReaDDy 2 default simulation loop. Each of the calls are dispatched to the compute kernel, see Fig. 2. Furthermore, the user can decide to switch off certain calls in the simulation loop while configuring the simulation.

```plaintext
Initialize compute kernel;
if has output file then
  Write simulation setup;
Set up neighbor list;
Compute forces;
Evaluate observables;
while continue simulating do
  Call integrator;
  Update neighbor list;
  Perform reactions;
  Perform topology reactions;
  Update neighbor list;
  Calculate forces;
  Evaluate observables;
Tear down compute kernel;
```

where $\sigma$ is the distance at which particles start to interact and $\kappa = 10\,\text{kJ mol}^{-1}\,\text{nm}^{-2}$ is the force constant. The interaction distance $\sigma$ is defined as sum of radii associated to the particles’ types, in this case $r_A = 1.5\,\text{nm}$, $r_B = 3\,\text{nm}$, and $r_C = 3.12\,\text{nm}$. All particles are contained in a cubic box with periodic boundaries. The edge length is chosen such that the initial number density of all particles is $\rho_{\text{tot}} = 3141\,\text{nm}^{-3}$. This total density is distributed over the species, such that the initial density of $A$ is $\rho_A = \rho_{\text{tot}}/4$, the initial density of $B$ is $\rho_B = \rho_{\text{tot}}/4$, and the initial density of $C$ is $\rho_C = \rho_{\text{tot}}/2$. For the chosen microscopic rates these densities roughly resemble the steady-state of the system. The performance is measured over a simulation timespan of 300 ns which is much shorter than the equilibration time of this system. Thus the overall number of particles does not vary significantly during measurement and we obtain the computation time at constant density.

In the following the benchmark results are presented. A comparison between the sequential reference compute kernel, the parallel implementation, and the previous Java-based ReaDDy 1 [42] is made with respect to their performance when varying the number of particles in the system keeping the density constant. Since the particle numbers fluctuate the comparison is based on the average computation time per particle and per integration step (Fig. 3). The sequential kernel scales linearly with the number of particles, whereas the parallelized implementation comes with an overhead that depends on the number of threads. The previous Java-based implementation does not scale linearly for large particle numbers, probably owing to Java’s garbage collection. The parallel implementation starts to be more efficient than the sequential kernel given sufficiently many particles.

Fig. 4 shows the strong scaling behavior of the parallel kernel, i.e. the speedup and efficiency for a fixed number of particles as a function of the used number of threads. For sufficiently large particle numbers, the kernel scales linear with the number of physical cores and an efficiency of around 80%. In hyperthreading mode, it then continues to scale linear with the number of virtual cores with an efficiency of about 55–60%.

The number of steps per day for a selection of particle numbers and kernel implementation is displayed in Tab. 1. For a system with 13,000 particles and a time step size of $\tau = 1\,\text{ns}$ (e.g., membrane proteins [41]), a total of 17 ms simulation time per day can be collected on a six-core machine (Fig. 3 for details). The current ReaDDy kernels are thus suited for the detailed simulation of processes in the millisecond- to second timescale, which include many processes in sensory signalling and signal transduction at cellular membranes.
The sequential kernel (orange) has a constant per-particle CPU cost independent of the particle number. For large particle numbers, the parallel kernels are a certain factor faster (see scaling plot Fig. 4). For small particle numbers of a few hundred the sequential kernel is more efficient. ReaDDy 2 is significantly faster and scales much better than the previous Java-based ReaDDy 1 [42].

**Table 1:** Number of time steps per day for benchmark system of Sec. 3.2 using the machine described in Fig. 3. In case of the parallelized implementation the peak performance with respect to the number of threads is shown.
Figure 4: Parallel speedup and efficiency of the benchmark system of Sec. 3.2 as a function of the number of cores using the machine described in Fig. 3. (a) Speedup with different numbers of cores compared to one core. Optimally one would like to have a speedup that behaves like the identity (black dashed line). (b) Efficiency is the speedup divided by the number of threads, i.e., how efficiently the available cores were used.

4 Results

In the following, several aspects of the model applied in ReaDDy 2 are validated and demonstrated by considering different application scenarios and comparing the results to analytically obtained results, simulations from other packages, or literature data.

4.1 Reaction kinetics and detailed balance

We simulate the time evolution of particle concentrations of the benchmark system described in Sec. 3.2. In contrast to the benchmarks, the considered system initially only contains A and B particles at equal numbers. It then relaxes to its equilibrium mixture of A, B, and C particles (Fig. 5). Since the number of A and B molecules remain equal by construction, only the concentrations of A and C are shown.

In addition we compare the solutions with and without harmonic repulsion potentials [6] between all particles, as well as two different methods for executing the reactions: The Doi reaction scheme as described in Sec. 2.3 and the detailed-balance reaction scheme iPRD–DB described in [21].

In contrast to Sec. 3.2, we construct a macroscopic reference system with rate constants $k_{on} = 3.82 \times 10^{-1} \text{nm}^3\text{s}^{-1}$ and $k_{off} = 5 \times 10^{-5} \text{s}^{-1}$ resembling a cellular system. The microscopic reaction rate constants...
4.2 Diffusion

Next we simulate and validate the diffusive behavior of noninteracting particle systems and the subdiffusive behavior of dense interacting particle system. The simulation box contains the particles with diffusion coefficient $D$ and is equipped with softly repelling walls, in order to introduce finite size effects. The observations are carried out without interaction potentials and with harmonic repulsion potentials [6] and, if available, compared to an analytic solution. Particle diameters are $\sigma$, time $t$ is given in units of $\sigma^2/D$, length $x$ is given in units of $\sigma$, and energy is given in units of $k_B T$. The cubic box has an edge length of $\ell \approx 20.6\sigma$.

The noninteracting particle simulation has a mean square displacement of particles in agreement with the analytic solution given by Fick’s law for diffusion in three dimensions

$$\langle (x_t - x_0)^2 \rangle = 6Dt,$$

where $x$ is the position of a particle and $t$ is time (Fig. 6). For long timescales $t \geq 10^4$ transport is obstructed by walls, resulting in finite size saturation.

Fig. 6 also shows that more complex transport can be modeled, as, e.g., found in crowded systems. Particles interact via harmonic repulsion (Eq. 6) with a force constant of $\kappa \approx 79k_BT\sigma^{-2}$, $\sigma$ being the particle diameter. The particle system is dense, having a volume occupation of 84%. In such a dense particle system, the mean squared displacement differs significantly from the analytical result for free diffusion after an initial time $t \geq 10^{-2}$ in which particles travel their mean free path length with diffusion constant $D$. At intermediate timescales $t \in [10^{-2}, 10^{-1}]$, particle transport is subdiffusive due to crowding. At long timescales, $t \in [10^{-1}, 10^0]$, the particles are again diffusive with an effective diffusion coefficient that is reduced to reflect the effective mobility in the crowded systems. For large timescales $t \geq 10^1$ finite size saturation can be observed again, as previously.

4.3 Thermodynamic equilibrium properties

We validate that ReaDDy 2’s integration of equations of motion yields the correct thermodynamics of a Lennard-Jones colloidal fluid in an $(N, V, T)$ ensemble. To this end, we simulate a system of $N$ particles confined to a periodic box with volume $V$ at temperature $T$. The results and comparisons with other simulation
Figure 5: Concentration time series of the reaction-diffusion system introduced in Sec. 3.2 with the reversible reaction \( A + B \rightleftharpoons C \). Compared are cases with and without harmonic repulsion (6). Additionally we compare two different reaction mechanisms, the Doi reaction scheme and the detailed balance (iPRD-DB) method for reversible reactions.

- (a) 30% volume occupation and no interaction potentials.
- (b) 30% volume occupation with harmonic repulsion between all particles.
- (c) 60% volume occupation and no interaction potentials.
- (d) 60% volume occupation with harmonic repulsion between all particles.

The particles interact via the Lennard-Jones potential

\[
U(r) = 4\varepsilon \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6},
\]

with \( \varepsilon \) being the depth of the potential well and \( \sigma \) the diameter of particles. The potential is cut off at \( r_C = 4\sigma \) and shifted to avoid a discontinuity. The rescaled temperature is \( T^* = k_B T \varepsilon^{-1} = 3 \). We perform simulations of the equilibrated Lennard-Jones system for \( 10^6 \) integration steps with rescaled time step size \( \tau^* = 10^{-4} \). Time units are \( \sigma^2/D \) and are determined by the self-diffusion coefficient \( D \) of the particles. We measure the rescaled pressure \( P^* = P \sigma^3 \varepsilon^{-1} \) by estimating the virial term from forces acting in the system as
Figure 6: Mean squared displacement as a function of time for multiple particles diffusing with diffusion coefficient $D$ in a cubic box with harmonically repulsing walls. Without interaction potentials, the mean square displacement agrees with the analytical result for free diffusion, see Eq. (7). Using harmonic repulsion potentials between all particles results in reduced mobility. On timescales $t \in [10^{-1}, 10^1]$ the mean squared displacement is linear with a reduced effective diffusion coefficient, indicated by the dashed line.

|                              | density $\rho^*$ | pressure $P^*$            | energy $u^*$            |
|------------------------------|------------------|---------------------------|-------------------------|
| ReaDDy 2                     | 0.3              | $1.0253 \pm 0.0004$       | $-1.6704 \pm 0.0003$   |
| HALMD [11]                   | 0.3              | $1.0234 \pm 0.0003$       | $-1.6731 \pm 0.0004$   |
| Johnson et al. [29]          | 0.3              | $1.023 \pm 0.002$         | $-1.673 \pm 0.002$     |
| Ayadim et al. [7]            | 0.3              | 1.0245                    | $-1.6717$               |
| ReaDDy 2                     | 0.6              | $3.711 \pm 0.002$         | $-3.2043 \pm 0.0004$   |
| HALMD [11]                   | 0.6              | $3.6976 \pm 0.0008$       | $-3.2121 \pm 0.0002$   |
| Johnson et al. [29]          | 0.6              | $3.69 \pm 0.01$           | $-3.212 \pm 0.003$     |
| Ayadim et al. [7]            | 0.6              | 3.7165                    | $-3.2065$               |

Table 2: Thermodynamic equilibrium properties of a Lennard–Jones colloidal fluid in a $(N, V, T)$ ensemble. Results of the ReaDDy 2 framework are compared to other simulation frameworks and analytical results for validation.
Two representative particle configurations showing the initial state and the end state at time involved topology reactions.

Pressure and potential energy are calculated every 100th time step. This sampling gives rise to the mean and described in [3]. Additionally we measure the rescaled potential energy per particle \( u^* = UN^{-1}e^{-1} \). Both pressure and potential energy are calculated every 100th time step. This sampling gives rise to the mean and its error of the mean given for the ReaDDy 2 results in Tab. 2. Comparing HALMD [11] and ReaDDy 2, the latter shows larger energy and pressure in the third decimal place for the lower density \( \rho^* = 0.3 \). For the higher density \( \rho^* = 0.6 \) pressure differs in the first decimal place and energy in the second. This can be explained by ReaDDy 2 using an Euler scheme [3] to integrate motion of particles, which has a discretization error of first order in the time step size \( O(\tau) \). On the other hand HALMD uses a Velocity-Verlet method [14], which has a discretization error of second order in the time step size \( O(\tau^2) \).

### 4.4 Topology reactions

Finally, we illustrate ReaDDy 2’s ability to model complex reactions between multi-particle complexes, called “topology reactions”. We model polymers as linear chains of beads, held together by harmonic bonds and stiffened by harmonic angle potentials. These beads can have two different particle types. Either they are head particles and located at the ends of a polymer chain or they are core particles and located between the head particles, as shown in Fig. 7a, c in blue and orange, respectively.

There are two different topology reactions in the system (Fig. 7):

1. Association: Two nearby head particles (distance \( \leq R \)) can connect with rate \( \lambda_1 \). The topology is changed by adding an edge between the connected particles, resulting in the addition of one bond and two angle potentials. Additionally, the particle types of the two connected particles change from “head”
to “core”.

2. Dissociation: A chain with \( n \) particles can dissociate with microscopic rate \( n\lambda_2 \), such that longer chains have a higher probability to dissociate than shorter chains. When a dissociation occurs, a random edge between two core particles is removed. The particle types of the respective core particles are changed to “head”. As a result, the graph decays into two connected components which subsequently are treated as autonomous topology instances.

The temporal evolution of the average length of polymer chains is depicted in Fig. 7b. The simulation was performed 15 times with an initial configuration of 500 polymers containing four beads each. After sufficient time \( \langle n(t) \rangle \) reaches an equilibrium value. Over the course of the simulation the polymers diffuse and form longer polymers. This can also be observed from the two snapshots shown in Fig. 7c, depicting a representative initial configuration at \( t_{\text{begin}} \) and a representative configuration at the end of the simulation at time. In that case, there are polymers of many different lengths.

5 Conclusions and outlook

We have described the iPRD simulation framework ReaDDy 2, a simulation framework for combined particle interaction dynamics and reaction kinetics, which permits to conduct highly realistic simulations of signal transduction in crowded cellular environments or chemical nanoreactors with complex geometries. ReaDDy 2 follows up upon and significantly extends the simulation package ReaDDy 1. ReaDDy 2 is significantly faster than its predecessor, it can be easily installed as a Python conda package, and it can be flexibly used and reconfigured via its Python interface.

We have conducted a set of numerical studies, showing that ReaDDy 2 produces quantitatively accurate results where references from analytical solutions or other simulation packages were available, and physically meaningful results where reference solutions were not available.

For a quick and easy start into simulating and developing with ReaDDy 2 step by step tutorials, sample code, and further details are available online (https://readdy.github.io/). The software itself is Open Source and available under a permissive licence in order to enable a broad group of people to run simulations without forcing them to make their own work public.

ReaDDy 2 has been designed to be easily extensible. Planned extensions include simulation kernels for specialized hardware platforms, such as graphics processors and highly parallel HPC environments. Also planned is a MD-GFRD integrator \([38]\) to speed up computations in dilute systems, and a particle-based membrane model as described in \([36]\) that reproduces mechanical properties of cellular membranes.

Acknowledgements

The authors are grateful to the Center for Theoretical Biological Physics (CTBP, supported by NSF PHY-1427654) at Rice University for hosting their sabbatical visit, during which part of this work was performed.

We gratefully acknowledge funding from Deutsche Forschungsgemeinschaft (SFB 958 / Project A04, TRR 186 / Project A12, SFB 1114 / Project C03), Einstein Foundation Berlin (ECMath Project CH17) and European Research Council (ERC CoG 772230 “ScaleCell”). We are grateful for inspiring discussions with Manuel Dibak, Luigi Sbailò, Mohsen Sadeghi, Felix Höfling and Christof Schütte.

References

[1] Rinat Abramovitch, Einat Tavor, Jasmine Jacob-Hirsch, Evelyne Zeira, Ninette Amariglio, Orit Pappo, Gideon Rechavi, Ethan Galun, and Alik Honigman. A Pivotal Role of Cyclic AMP-Responsive Element Binding Protein in Tumor Progression. Cancer Research, 64(4):1338–1346, 2004-02.

[2] Shailesh R. Agarwal, Colleen E. Clancy, and Robert D. Harvey. Mechanisms Restricting Diffusion of Intracellular cAMP. Scientific Reports, 6(1):19577, 2016-04.
[3] M P Allen and D J Tildesley. *Computer Simulation of Liquids*. Oxford University Press, New York, 1987.

[4] Steven S. Andrews. Smoldyn: Particle-based simulation with rule-based modeling, improved molecular interaction and a library interface. *Bioinformatics*, 33(5):710–717, 2017.

[5] Satya Nanda Vel Arjunan and Masaru Tomita. A new multicompartamental reaction-diffusion modeling method links transient membrane attachment of e. coli mine to e-ring formation. *Systems and synthetic biology*, 4(1):35–53, 2010.

[6] A. Arnold, O. Lenz, S. Kesselheim, R. Weeber, F. Fahrenberger, D. Roehm, P. Košovan, and C. Holm. ESPResSo 3.1 — Molecular Dynamics Software for Coarse-Grained Models. In M. Griebel and M. A. Schweitzer, editors, *Meshfree Methods for Partial Differential Equations VI*, volume 89 of *Lecture Notes in Computational Science and Engineering*, pages 1–23. Springer, 2013.

[7] A. Ayadim, M. Oettel, and S. Amokrane. Optimum free energy in the reference functional approach for the integral equations theory. *Journal of Physics Condensed Matter*, 21(11), 2009.

[8] Joseph A. Beavo and Laurence L. Brunton. Cyclic nucleotide research — still expanding after half a century. *Nature Reviews Molecular Cell Biology*, 3(9):710–717, 2002-09.

[9] Upinder S. Bhalla. Signaling in Small Subcellular Volumes. I. Stochastic and Diffusion Effects on Individual Pathways. *Biophysical Journal*, 87(2):733–744, 2004-08.

[10] Johann Biedermann, Alexander Ullrich, Johannes Schöneberg, and Frank Noé. ReaDDyMM: Fast interacting particle reaction-diffusion simulations using graphical processing units. *Biophysical journal*, 108(3):457–61, feb 2015.

[11] Peter H Colberg and Felix Höfling. Highly accelerated simulations of glassy dynamics using gpus: Caveats on limited floating-point precision. *Computer Physics Communications*, 182(5):1120–1129, 2011.

[12] Manuel Dibak, Christoph Fröhner, Felix Höfling, and Frank Noé. Diffusion influenced reaction rates in the presence of a pair potential. in preparation.

[13] Masao Doi. Theory of diffusion-controlled reactions between non-simple molecules. I. *Chemical Physics*, ll:107–113, 1975.

[14] Masao Doi. Stochastic theory of diffusion-controlled reaction. *Journal of Physics A: Mathematical and General*, 9(9):1479, 1976.

[15] Aleksandar Donev, Vasily V. Bulatov, Tomas Oppelstrup, George H. Gilmer, Babak Sadigh, and Malvin H. Kalos. A First-Passage Kinetic Monte Carlo algorithm for complex diffusion-reaction systems. *Journal of Computational Physics*, 229(9):3214–3236, 2010.

[16] Aleksandar Donev, Chiao-yu Yang, and Changho Kim. Efficient reactive Brownian dynamics. *The Journal of Chemical Physics*, 148(3):034103, 2018-01.

[17] Duska Dragun, Aurélie Philippe, Rusan Catar, and Björn Hegner. Autoimmune mediated G-protein receptor activation in cardiovascular and renal pathologies. *Thrombosis and Haemostasis*, 101(4):643–648, 2009-03.

[18] Albert Einstein. Über die von der molekularkinetischen theorie der wärme geforderte bewegung von in ruhenden flüssigkeiten suspendierten teilchen. *Annalen der physik*, 322(8):549–560, 1905.

[19] Radek Erban and S Jonathan Chapman. Stochastic modelling of reaction–diffusion processes: algorithms for bimolecular reactions. *Physical biology*, 6(4):046001, 2009.

[20] Donald L Ermak and JA McCammon. Brownian dynamics with hydrodynamic interactions. *The Journal of Chemical Physics*, 69(4):1352–1360, 1978.
[21] Christoph Fröhner and Frank Noé. Reversible Interacting-Particle Reaction Dynamics. in preparation.

[22] Gerd Gruenert, Bashar Ibrahim, Thorsten Lenser, Maiko Lohel, Thomas Hinze, and Peter Dittrich. Rule-based spatial modeling with diffusing, geometrically constrained molecules. *BMC bioinformatics*, 11(1):307, 2010.

[23] Monika Gunkel, Johannes Schöneberg, Weaam Alkhaldi, Stephan Irsen, Frank Noé, U. Benjamin Kaupp, and Ashraf Al-Amoudi. Higher-Order Architecture of Rhodopsin in Intact Photoreceptors and Its Implication for Phototransduction Kinetics. *Structure*, 23(4):628–638, apr 2015.

[24] Johan Hattne, David Fange, and Johan Elf. Stochastic reaction-diffusion simulation with mesord. *Bioinformatics*, 21(12):2923–2924, 2005.

[25] Felix Höfling and Thomas Franosch. Anomalous transport in the crowded world of biological cells. *arXiv*, pages 1–55, 2013.

[26] Detlef WM Hofmann, Liudmila Kuleshova, and Bruno D’Aguanno. A new reactive potential for the molecular dynamics simulation of liquid water. *Chemical Physics Letters*, 448(1-3):138–143, 2007.

[27] Miles D. Houslay. Underpinning compartmentalised cAMP signalling through targeted cAMP breakdown. *Trends in Biochemical Sciences*, 35(2):91–100, 2010-02.

[28] William Humphrey, Andrew Dalke, and Klaus Schulten. Vmd: visual molecular dynamics. *Journal of molecular graphics*, 14(1):33–38, 1996.

[29] J. Karl Johnson, John A. Zollweg, and Keith E. Gubbins. The Lennard-Jones equation of state revisited. *Molecular Physics*, 78(3):591–618, 1993.

[30] Shina CL Kamerlin and Arieh Warshel. The empirical valence bond model: theory and applications. *Wiley Interdisciplinary Reviews: Computational Molecular Science*, 1(1):30–45, 2011.

[31] Rex A Kerr, Thomas M Bartol, Boris Kaminsky, Markus Dittrich, Jen-Chien Jack Chang, Scott B Baden, Terrence J Sejnowski, and Joel R Stiles. Fast monte carlo simulation methods for biological reaction-diffusion systems in solution and on surfaces. *SIAM journal on scientific computing*, 30(6):3126–3149, 2008.

[32] H. J. Limbach, A. Arnold, B. A. Mann, and C. Holm. ESPResSo – an extensible simulation package for research on soft matter systems. *Comp. Phys. Comm.*, 174(9):704–727, May 2006.

[33] Paul J Michalski and Leslie M Loew. Springsalad: a spatial, particle-based biochemical simulation platform with excluded volume. *Biophysical journal*, 110(3):523–529, 2016.

[34] Tobias Munk, Felix Höfling, Erwin Frey, and Thomas Franosch. Effective perrin theory for the anisotropic diffusion of a strongly hindered rod. *EPL (Europhysics Letters)*, 85(3):30003, 2009.

[35] York Posor, Marielle Eichhorn-Gruenig, Dmytro Puchkov, Johannes Schöneberg, Alexander Ulrich, André Lampe, Rainer Müller, Sirus Zarbakhsh, Federico Gulluni, Emilio Hirsch, Michael Krauss, Carsten Schultz, Jan Schmaranzer, Frank Noé, and Volker Haucke. Spatiotemporal control of endocytosis by phosphatidylinositol-3,4-bisphosphate. *Nature*, 499(7457):233–237, 2013-07.

[36] Mohsen Sadeghi, Thomas R. Weikl, and Frank Noé. Particle-based membrane model for mesoscopic simulation of cellular dynamics. *The Journal of Chemical Physics*, 148(4):044901, 2018-01.

[37] Chris Sanford, Matthew LK Yip, Carl White, and John Parkinson. Cell++—simulating biochemical pathways. *Bioinformatics*, 22(23):2918–2925, 2006.

[38] Luigi Sbailò and Frank Noé. An efficient multi-scale green’s function reaction dynamics scheme. *The Journal of Chemical Physics*, 147(18):184106, 2017.
[39] Johannes Schöneberg, Martin Heck, Klaus Peter Hofmann, and Frank Noé. Explicit Spatiotemporal Simulation of Receptor-G Protein Coupling in Rod Cell Disk Membranes. *Biophysical Journal*, 107(5):1042–1053, 2014.

[40] Johannes Schöneberg, Martin Lehmann, Alexander Ullrich, York Posor, Wen-ting Lo, Gregor Lichtner, Jan Schmaranzer, Volker Hancke, and Frank Noé. Lipid-mediated PX-BAR domain recruitment couples local membrane constriction to endocytic vesicle fission. *Nature Communications*, 8(May):15873, 2017.

[41] Johannes Schöneberg and Frank Noé. ReaDDy—a software for particle-based reaction-diffusion dynamics in crowded cellular environments. *PloS one*, 8(9):e74261, 2013.

[42] Johannes Schöneberg and Frank Noé. Readdy—a software for particle-based reaction-diffusion dynamics in crowded cellular environments. *PLoS One*, 8(9):e74261, 2013.

[43] Johannes Schöneberg, Alexander Ullrich, and Frank Noé. Simulation tools for particle-based reaction-diffusion dynamics in continuous space. *BMC Biophysics*, 7(1):11, dec 2014.

[44] William C Swope, Hans C Andersen, Peter H Berens, and Kent R Wilson. A computer simulation method for the calculation of equilibrium constants for the formation of physical clusters of molecules: Application to small water clusters. *The Journal of Chemical Physics*, 76(1):637–649, 1982.

[45] Koichi Takahashi, Sorin Tanase-Nicola, and Pieter Rein ten Wolde. Spatio-temporal correlations can drastically change the response of a MAPK pathway. *Proceedings of the National Academy of Sciences*, 107(6):2473–2478, 2010-02.

[46] Ei Teramoto and Nanako Shigesada. Theory of bimolecular reaction processes in liquids. *Progress of Theoretical Physics*, 37(1):29–51, 1967.

[47] Amantha Thathiah and Bart De Strooper. The role of G protein-coupled receptors in the pathology of Alzheimer’s disease. *Nature Reviews Neuroscience*, 12(2):73–87, 2011-02.

[48] B Trzaskowski, D Latek, S Yuan, U Ghoshdastider, A Debinski, and S Filipek. Action of Molecular Switches in GPCRs - Theoretical and Experimental Studies. *Current Medicinal Chemistry*, 19(8):1090–1109, 2012-03.

[49] Alexander Ullrich, Mathias A. Böhme, Johannes Schöneberg, Harald Depner, Stephan J Sigrist, and Frank Noé. Dynamical Organization of Syntaxin-1A at the Presynaptic Active Zone. *PLOS Computational Biology*, 11(9):e1004407, 2015-09.

[50] Adri CT Van Duin, Siddharth Dasgupta, Francois Lorant, and William A Goddard. Reaxff: a reactive force field for hydrocarbons. *The Journal of Physical Chemistry A*, 105(41):9396–9409, 2001.

[51] Jeroen S van Zon and Pieter Rein Ten Wolde. Green’s-function reaction dynamics: a particle-based approach for simulating biochemical networks in time and space. *The Journal of chemical physics*, 123(23):234910, 2005.

[52] Jeroen S van Zon and Pieter Rein Ten Wolde. Simulating biochemical networks at the particle level and in time and space: Green’s function reaction dynamics. *Physical review letters*, 94(12):128103, 2005.

[53] Adithya Vijaykumar, Peter G. Bolhuis, and Pieter Rein ten Wolde. Combining molecular dynamics with mesoscopic Green’s function reaction dynamics simulations. *The Journal of Chemical Physics*, 143(21):214102, 2015-12.

[54] Adithya Vijaykumar, Thomas E Ouldridge, Pieter Rein ten Wolde, and Peter G Bolhuis. Multiscale simulations of anisotropic particles combining molecular dynamics and green’s function reaction dynamics. *The Journal of Chemical Physics*, 146(11):114106, 2017.
[55] Marian Von Smoluchowski. Zur kinetischen theorie der brownschen molekularbewegung und der suspensionen. *Annalen der physik*, 326(14):756–780, 1906.

[56] Jun Xing, David D. Ginty, and Michael E. Greenberg. Coupling of the RAS-MAPK Pathway to Gene Activation by RSK2, a Growth Factor-Regulated CREB Kinase. *Science*, 273(5277):959–963, 1996-08.