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Abstract. In present paper the applying of an optimization approach in modeling the effects of technological disasters are studied. Mathematical models of the pollutants propagation in the water or in air, based on the convection-diffusion-reaction equation are used. The problems of recovering the diffusion and reaction coefficients by the pollutant concentration measured in a certain subdomain are studied. In framework of optimization approach these problems are reduced to the multiplicative control problems. Solvability of considered control problems are proved and the local stability estimates are obtained. The recovering of the diffusion coefficients and the reaction from the measured concentration makes it possible to realistically estimate the intensity of the diffusion of pollutants and the effectiveness of the processes aimed at the decomposition of the pollutant (reaction coefficient).

1. Introduction

In present paper the problems of recovering the diffusion and reaction coefficients included in the convection-diffusion-reaction equation which are measured substance concentration in some control subdomain are studied.

Recovering the diffusion coefficient allows us to estimate the diffusion propagation of the pollutant. Unlike convection, where we can know the rose of winds or the directions and velocities of currents, the diffusion process is more hidden. In turn, the recovery of the reaction coefficient will allow us to find out how the pollutant decomposes, both without interfering with the process, and under the influence of reagents that destroy pollutants.

In frame work of optimization approach (see [1-3]) the inverse coefficient problems reduced to the multiplicative control problems. The role of controls in these problems is played by the desired coefficients. In present paper the solvability of two-parameter multiplicative control problem is proved. For considered control problem the optimality system is derived. Based on analysis of this system the local stability estimates of optimal solutions are obtained and numerical algorithm for solution of control problem is constructed. Along with the study of extremum problems in this work, a qualitative analysis of the boundary value problems solution was carried out and its applications were shown.

We note that the interest in the study of boundary value and extremum problems for linear, semi-linear and non-linear models of mass transfer is only increasing. Note here both recent works [4-12] and earlier works [13-19].
2. Statement of the boundary value problem

We study the following admixture transfer model:
\[ -\text{div}(\lambda \nabla \varphi) + \mathbf{u} \cdot \nabla \varphi + k \varphi = f \quad \text{in} \quad \Omega, \quad \varphi|_\Gamma = \psi \]  
considered in a bounded domain \( \Omega \) in the space \( \mathbb{R}^d, d=2,3 \) with Lipschitz boundary \( \Gamma \). Here \( \lambda = \lambda(\mathbf{x}) > 0 \) is a variable diffusion coefficient, \( \mathbf{u} = \mathbf{u}(\mathbf{x}) \) is the velocity concentration in the fluid, \( k = k(\mathbf{x}) \geq 0 \) is a quantity characterizing disintegration of pollutant by chemical reactions, \( f = f(\mathbf{x}) \) is a volume source density, \( \psi(\mathbf{x}) \) is a function given on boundary \( \Gamma \).

As usual we will use the functional spaces \( H^1(\Omega), H^s(\Omega), L^\infty(\Omega), L^2_+(\Omega) = \{ k \in L^2(\Omega): k \geq 0 \} \), \( Z = \{ \mathbf{u} \in H^1(\Omega): \text{div} \mathbf{u} = 0 \} \), \( V = \{ \varphi \in H^1(\Omega): \varphi|_{\Gamma} = 0 \} \) and sets \( H^s_{\lambda_0}(\Omega), L^s_{\lambda_0}(\Omega), \lambda_0 = \text{const} > 0 \) while studying problem (1) and corresponding identification problem. The properties of these spaces and denotations can be found in [19].

Let the following conditions hold:
(i) \( \Omega \) is a bounded domain in \( \mathbb{R}^3 \) with boundary \( \Gamma \in C^{0,1} \);
(ii) \( \lambda \in H^s_{\lambda_0}(\Omega), \lambda_0 = \text{const} > 0, s > d/2, k \in L^2(\Omega), f \in L^2(\Omega), \varphi \in H^{1/2}(\Gamma) \).

We define the weak solution of problem (1) as the function \( \varphi \in V \) satisfying the identity
\[ (\lambda \nabla \varphi, \nabla \varphi) + (\mathbf{u} \cdot \nabla \varphi, \lambda \varphi) + (k \varphi, h) = (f, h) \quad \forall h \in V. \]  

The following theorem holds (see in details [19]).

**Theorem 1.** If conditions (i), (ii) holds there exists a unique weak solution of (1) and the following estimate takes place:
\[ ||\varphi||_1 \leq C(||\lambda||_1 + ||f||_{L^2}) \]  

3. Statement of the identification problem, reduction to an extremum problem, and necessary optimality conditions

The boundary value problem (1), considered in Section 2, involves four functional parameters, namely, the diffusivity \( \lambda \), the decay coefficient \( k \), the function \( f \) describing the source density and the function \( \psi \) given on boundary. The boundary value problem (1) contains a number of parameters that must be given to ensure the uniqueness of the solution. In practice, situations can arise when some of the parameters are unknown. For this reason, we need additional information about the solution \( \varphi \) of problem (1). As this information we can use, for example, concentration \( \varphi(\mathbf{x}) \) measured in some subdomain \( Q \subset \Omega \) (see fig. 1). Let coefficients \( \lambda \) and \( k \) be unknown functions and we must determine these functions along with the solution \( \varphi \) of problem (1). For the study of this identification problem we apply optimization method and reduce solution of this problem to the corresponding extremum problem (see [19]).

Following this method, as distributed controls we will choose the functions \( \lambda \) and \( k \), which are changed in some sets \( K_1 \) and \( K_2 \).

![Figure 1. The geometry of the domain.](image-url)
More concretely, we assume that the following conditions take place:

(i) \( K_1 \subset H^1_0(\Omega), \lambda > 0, s > d/2, K_2 \subset L^2(\Omega) \) are nonempty convex closed sets.

Setting \( K = K_1 \times K_2, \ u = (\lambda, k) \), we introduce an operator \( F: V \times K \times L^2(\Omega) \to V' \) acting by formula

\[
\langle F(\varphi, \lambda, k, f), h \rangle = (\lambda \varphi, h) + (u \cdot \varphi, h) + (k \varphi, h) - (f, h) \quad \forall h \in V
\]

where \( \varphi \in V \) is the weak solution of problem (1).

Let \( I: V \to \mathbb{R} \) be a weakly lower semicontinuous cost functional. Consider the extremum problem:

\[
\frac{\mu_0}{2} I(\varphi) + \frac{\mu_1}{2} \|\varphi\|^2_\Omega + \frac{\mu_2}{2} \|k\|^2 \to \inf, \quad F(\varphi, u, f) = 0, \quad (\varphi, u) \in V \times K.
\]

Here, \( \mu_0, \mu_1, \mu_2 \) are nonnegative parameters that specify the relative importance of each of the terms in (4). Another purpose of introducing \( \mu \) is to ensure the uniqueness and stability of solutions of particular extremum problems.

As admissible cost functionals, we use

\[
I_1(\varphi) = \|\varphi - \varphi_d\|^2_\Omega = \int_\Omega |\varphi - \varphi_d|^2 \, dx = \int_\Omega r(\varphi - \varphi_d)^2 \, dx, \quad I_2(\varphi) = \|\varphi - \varphi_d\|^2_\Omega.
\]

Here \( \varphi_d \in L^2(Q) \) is a given function in \( Q \), \( r = \chi_Q \) is the characteristic function of \( Q \), and \( \varphi_d \in L^2(\Omega) \) is a function that is equal to \( \varphi_d \) in \( Q \) and vanishes outside of \( Q \). It is well known, that each of the functionals in (5) is weakly lower semicontinuous. The set of admissible pairs \((\varphi, u)\) for problem (4) is defined as

\[
Z_{ad} = \{(\varphi, u) \in V \times K : F(\varphi, u, f) = 0, \quad J(\varphi, u) < \infty\}.
\]

In addition to (j), let the following condition hold:

(jj) \( \mu_0 > 0, \mu_1 \geq 0, \mu_2 \geq 0 \) and \( K_1 \) and \( K_2 \) are bounded sets or \( \mu_0 > 0, \ l = 0, 1, 2 \) and the functional \( I \) is bounded from below.

**Theorem 2.** Let conditions (i), (ii) and (jj) hold and \( I: V \to \mathbb{R} \) be a weakly semicontinuous below cost functional and \( Z_{ad} \) be a nonempty set. Then problem (4) has at least one solution \((\varphi, u) \in V \times K\).

Note that Theorem 2 remains valid for the functionals \( I_1 \) and \( I_2 \), since they are nonnegative and weakly lower semicontinuous, while \( Z_{ad} \) is not empty.

Let us derive necessary optimality conditions for problem (4). For this purpose, the extremal principle is applied to smooth convex extremum problems. According to the general theory of extremum problems (see [20, 21]), we introduce a Lagrange multiplier \( \eta \in V \) which is interpreted as an “adjoint” concentration.

Additionally, the Lagrangian \( \mathcal{E}: V \times K \times L^2(\Omega) \to \mathbb{R} \) is defined as

\[
\mathcal{E}(\varphi, u, f, \eta) = J(\varphi, u) + \langle F(\varphi, u, f), \eta \rangle = (\mu_0/2) \|\varphi\|^2_\Omega + (\mu_1/2) \|\lambda\|^2_\Omega + (\mu_2/2) \|k\|^2 + \langle F(\varphi, u, f), \eta \rangle.
\]

The result of [21, p. 79] implies the following assertion.

**Theorem 3.** Under the assumptions (i), (ii) and (jj) let the element \((\varphi, u) \in V \times K\) be a local minimizer in problem (4), and let the cost functional \( I(\cdot): V \to \mathbb{R} \) be continuously differentiable with respect to \( \varphi \) at the point \( \hat{\varphi} \). Then there exists a unique Lagrange multiplier \( \eta \in V \) such that the Euler-Lagrange equation takes place

\[
\mathcal{E}'(\varphi, u, f, \eta) = F'(\varphi, u, f), \eta + \mu_0/2 F'(\varphi) = 0 \quad \text{in} \quad V^*
\]

and the minimum principle \( \mathcal{E}(\varphi, u, f, \eta) \leq \mathcal{E}(\hat{\varphi}, u, f, \eta) \) \( \forall u \in K \) holds which is equivalent to the inequalities

\[
\left\{ \begin{array}{l}
\langle \mathcal{E}(\varphi, u, f, \eta), \lambda - \hat{\lambda} \rangle = \mu_1(\hat{\lambda}, \lambda - \hat{\lambda}), \Omega + (\hat{\lambda} - \lambda \nabla \hat{\varphi}, \nabla \eta) \geq 0 \quad \forall \lambda \in K_1, \\
\langle \mathcal{E}(\varphi, u, f, \eta), k - \hat{k} \rangle = \mu_2(k, k - \hat{k})_\Omega + (\hat{k} - k \nabla \hat{\varphi}, \nabla \eta) \geq 0 \quad \forall k \in K_2.
\end{array} \right.
\]

It follows from (6) that
\[ \left\langle F'_\varphi \left( \hat{\varphi}, \hat{u}, f \right), \eta, \tau \right\rangle = \left\langle F'_\varphi \left( \hat{\varphi}, \hat{u}, f \right), \eta, \tau \right\rangle = \left( \lambda \nabla \tau, \nabla \eta \right) + \left( \dot{u} \cdot \nabla \tau, \eta \right) + \left( \dot{k} \tau, \eta \right) \quad \forall \tau \in V. \quad (10) \]

From (10), we conclude that the Euler–Lagrange equation (7) is equivalent to the identity
\[ \left( \lambda \nabla \tau, \nabla \eta \right) + \left( \dot{u} \cdot \nabla \tau, \eta \right) + \left( \dot{k} \tau, \eta \right) = -\left( \mu_0 / 2 \right) \left\langle I'_\varphi \left( \hat{\varphi} \right), \tau \right\rangle \quad \forall \tau \in V. \quad (11) \]

Identity (11) is a weak formulation of a boundary value problem for the adjoint concentration \( \eta \). Its form depends on a type of the cost functional \( I \). The problem (11) is referred formally as the adjoint problem below. We emphasize that the direct problem (2), adjoint problem (11), and inequalities (8), (9) comprise an optimality system describing the necessary conditions for a minimum in problem (4). Below, based on the analysis of this optimality system, we formulate sufficient conditions on the input data under which the solution of problem (4) is unique and stable for particular cost functionals.

4. Stability estimates for solutions of control problems

Assume that the function \( f \) for the equation of state \( F(\varphi, u, f) = 0 \) ranges over a set \( F_{ad} \subset L^2(\Omega) \). Denote by \( (\varphi, u, f) = (\varphi, \lambda, k) \in V \times K \) an arbitrary solution of problem (4) with a given function \( f = f_i \in F_{ad} \). Let \( (\varphi, u, f) = (\varphi, \lambda, k) \in V \times K \) denote the solution of the problem
\[ \frac{\mu_0}{2} \left( \hat{\varphi} \right) + \frac{\mu_1}{2} \left\| \lambda \right\|_{L^2(\Omega)}^2 + \frac{\mu_2}{2} \left\| k \right\|_{L^2(\Omega)}^2 \rightarrow \inf \quad F(\varphi, u, f) = 0, \quad (\varphi, u) \in V \times K, \quad (12) \]

which is obtained from (4) by replacing \( I \) with a close functional \( \tilde{I} \) and by replacing \( f_i \) with a close function \( \tilde{f} = f_i \in F_{ad} \). Assuming that \( K_1 \) and \( K_2 \) are bounded sets, the functions \( \varphi \) satisfy the estimates
\[ \left\| \varphi \right\| \leq M_\varphi = C_0 \sup_{f_i \in F_{ad}} \left\| f \right\|, \quad C_0 = \left( \delta_i \lambda_i \right)^{-1}, \quad i = 1, 2, \quad (13) \]

where \( \delta_i = \text{const} > 0, \lambda_i = \text{const} > 0 \) are certain constants. Clearly, \( M_\varphi \rightarrow 0 \) if the sets \( K_1, K_2 \) and \( F_{ad} \) are all bounded.

Relying on the results of [9], we now establish sufficient conditions for the uniqueness and stability of the solution \( \left( \hat{\varphi}, \hat{\lambda}, \hat{k} \right) \) of the following control problem corresponding to the cost functional
\[ I_1(\varphi) = \left\| \varphi - \varphi_i \right\|_Q^2 \quad (14) \]

**Theorem 4.** Let under conditions (i), (ii) and (j), (jj) \( K_1, K_2 \) and \( F_{ad} \subset L^2(\Omega) \) are bounded sets. Let the triple \( (\varphi, \lambda, k) \in V \times K \times K \) be a solution of problem (14) corresponding to given functions \( \varphi_i \in L^2(Q) \) and \( f_i \in F_{ad} \), \( i = 1, 2 \), where \( Q \) is an arbitrary open bounded set. Let
\[ M_\varphi = M_\varphi + \max \left\{ \left\| \varphi_j \right\|_Q, \left\| \varphi_j \right\|_Q \right\} \quad (15) \]

and let the following conditions
\[ \mu_0 \left( 1 - \varepsilon \right) > 5 \mu_0 \gamma_0 C_0 M_\varphi, \quad \mu_2 \left( 1 - \varepsilon \right) > 5 \mu_0 \gamma_0 C_0 M_\varphi, \quad \mu_0 > 0, \quad (15) \]

be satisfied for some constant \( \varepsilon \in (0, 1) \), where \( M_\varphi \) is defined in (13). Then the following stability estimates hold:
\[ \left\| \varphi_i - \varphi_j \right\|_Q \leq \left\| \varphi_i - \varphi_j \right\|_Q + \beta \left( f_i - f_j \right) \quad (16) \]
\[ \left\| \lambda_i - \lambda_j \right\|_{L^2(\Omega)} \leq \sqrt{\mu_0 / \varepsilon \mu_\Delta}, \quad \left\| k_i - k_j \right\|_{L^2(\Omega)} \leq \sqrt{\mu_0 / \varepsilon \mu_\Delta} \quad (17) \]
\[ \left\| \varphi_i - \varphi_j \right\|_{L^2(\Omega)} \leq \left( \sqrt{\mu_0 / \varepsilon \mu_\Delta} + \gamma_1 \sqrt{\mu_0 / \varepsilon \mu_\Delta} \right) \Delta + \left\| f_i - f_j \right\|_{L^2(\Omega)} \quad (18) \]

Here \( \Delta \) and \( \beta \) are defined by
\[ \Delta = \left\| \varphi_i - \varphi_j \right\|_Q + \beta \left( f_i - f_j \right), \quad (19) \]
\[ \beta(\|f\|_{\Omega}) = a\|f\|_{\Omega} + b\|f\|_{\Omega}^2 = 2C_0M_0\|f\|_{\Omega} + 2C_0^2M_0^2M_0^{-1}\|f\|_{\Omega}^2. \]  

(20)

5. Numerical algorithm

The optimality system plays an important role in investigating properties of solutions of the control problem. On the basis of the analysis of optimality systems sufficient conditions for the input data which provide the uniqueness and stability of solutions to individual extremum problems can be formulated. Optimality system derived above can be used to design effective numerical algorithms for solving control problem (14). The simplest numerical algorithm can be obtained by applying simple iteration method for solving the optimality system. The n-th iteration of the algorithm consists in finding values \( \phi^n, \eta^n, \lambda^{n+1} \) and \( k^{n+1} \) for given \( \lambda^n \) and \( k^n \) by sequentially solving following problems

\[ (\lambda^n \nabla \phi^n, \nabla h) + (\mathbf{u} \cdot \nabla \phi^n, h) + (k^n \phi^n, h) = (f, h) \quad \forall h \in V, \]

\[ (\lambda^n \nabla \tau, \nabla \eta^n) + (\mathbf{u} \cdot \nabla \tau, \eta^n) + (k^n \eta^n, \tau) = -\left(\frac{1}{\mu_0} + \frac{1}{2}\right)\left(I_{\phi^n}, \tau\right) \quad \forall \tau \in V, \]

\[ \mu_1(\lambda^{n+1} - \lambda^n) + \left((\lambda - \lambda^{n+1}) \nabla \phi^n, \nabla \eta^n\right) \geq 0 \quad \forall \lambda \in K_1, \]

\[ \mu_2(k^{n+1} - k^n) + \left((k - k^{n+1}) \nabla \phi^n, \nabla \eta^n\right) \geq 0 \quad \forall k \in K_2. \]  

(21)

Direct and adjoint problems in (21) can be solved by finite element method using FreeFem++.

6. Conclusion

In this paper, boundary value and inverse coefficient problems for the linear mass transfer equation are formulated and studied. In the framework of optimization approach, the problem of restoring of diffusion and reaction coefficients is reduced to the two-parameter multiplicative control problem. From an applied point of view, the numerical solution of direct problems allows us to predict the propagation of pollutants in space during an accident at a hazardous production site. In calculating the economic efficiency of enterprises, life safety of people will be taken into account, and the prognosis of the propagation of pollutants will determine the location of safe places for people to live near hazardous industries. However, the solving of direct problems is possible when environmental parameters are known. The determination of diffusion and reaction coefficients is particularly difficult. In the framework of the proposed approach, these coefficients can be restored from the concentration of a substance measured in a certain subdomain.

References

[1] Alekseev G V, Levin V A 2016 An optimization method for the problems of thermal cloaking of material bodies *Dokl. Phys.* vol 61 11 pp 546-550

[2] Alekseev G V, Levin V A and Tereshko D A 2017 Optimization analysis of the thermal cloaking problem for a cylindrical body *Dokl. Phys.* vol 62 pp 71-75

[3] Brizitski R V, Saritskaya Z Y 2018 Optimization analysis of the inverse coefficient problem for the nonlinear convection-diffusion-reaction equation *J. Inv. Ill-Posed Probl.* vol 9 pp 821-834

[4] Alekseev G V, Tereshko D A 2011 Two-parameter extremum problems of boundary control for stationary thermal convection equations *Comp. Math. Math. Physics.* vol 51 9 pp 1539-1557

[5] Korotkii A I, Kovaltsov D A 2011 Optimal boundary control of a system describing thermal convection *Proc. Steklov Inst. Math.* vol 272 pp S74-S100

[6] Grenkin G V, Chebotarev A Yu 2015 A nonhomogeneous nonstationary complex heat transfer problem *Sib. El. Math. Rep.* vol 12 pp 562-576

[7] Alekseev G V, Brizitskii R V and Saritskaya Z Y 2016 Stability estimates of solutions to extremal problems for a nonlinear convection-diffusion-reaction equation *J. Appl. Ind. Math.* vol 10 pp 155-167
Pyatkov S G 2017 Some classes of inverse problems of determining the source function in convection-diffusion systems *Dif. Eq.* vol 55 pp 1352-1363

[9] Brizitskii R V, Saritskaya Zh Yu 2017 Stability of solutions of control problems for the convection-diffusion-reaction equation with a strong nonlinearity *Dif. Eq.* vol 53 pp 485-496

[10] Brizitskii R V, Saritskaya Zh Yu 2018 Inverse coefficient problems for a non-linear convection-diffusion-reaction equation *Izv. Math.* vol 82 pp 14-30

[11] Shelukhin V V 2018 Thermodynamics of two-phase granular fluids *J. Non-Newtonian Fluid Mech.* vol 262 pp 25-37

[12] Mamontov A E, Prokudin D A 2018 Solvability of unsteady equations of multi-component viscous compressible fluids *Izv. Math.* vol 82 pp 140-185

[13] Marchuk G I 1986 *Mathematical models in environmental problems* (New York: Elsevier)

[14] Ito K, Kunisch K 1997 Estimation of the convection coefficient in elliptic equations *Inverse Problems* vol 14 pp 995-1013

[15] Alekseev G V 1998 Solvability of stationary boundary control problems for heat convection equations *Sib. Math. J.* vol 39 5 pp 844-858

[16] Alekseev G V 2001 Solvability of inverse extremal problems for stationary heat and mass transfer equations *Sib. Math. J.* vol 42 pp 811-827

[17] Alekseev G V 2002 Inverse extremal problems for stationary equations in mass transfer theory *Comp. Math. Math. Phys.* vol 42 pp 363-376

[18] Alekseev G V, Soboleva O V, Tereshko D A 2008 Identification problems for a steady-state model of mass transfer *J. Appl. Mech. Tech. Phys.* vol 5 pp 478-490

[19] Alekseev G V, Tereshko D A 2008 *Analysis and optimization in viscous fluid dynamics* (Vladivostok: Dalnauka) p 365

[20] Ioffe A D, Tikhomirov V M 1978 *Theory of extremal problems* (Amsterdam: Elsevier) p 460

[21] Fursikov A V 2000 *Optimal control of distributed systems: theory and applications* (Am. Math. Soc., Providence, R.I) p 305

**Acknowledgements**

This work was supported by the state assignment of Institute of Applied Mathematics of Far Eastern Branch of Russian Academy of Sciences (Theme No. 075-00400-19-01).