Object detection based on Yolov4-Tiny and Improved Bi-directional feature pyramid network
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Abstract—In the field of small object detection, Yolov4-Tiny is inadequate in feature extraction and does not make best of multi-scale features. In this paper, an improved BiFPN framework is proposed based on Yolov4-Tiny to increase object detection precision. Moreover, the Yolov4-Tiny is taken as the backbone network and introduce spatial pyramid pooling (SPP) to connect and merge multi-scale regions. Finally, our method can achieve 79.53% mAP on Pascal VOC dataset, which is 2.12% higher than the original Yolov4-Tiny model.

1. Introduction
Object detection has become the foundation for solving more complex and advanced visual tasks, such as instance segmentation[1], scene understanding[2], target tracking[3] and so on. However, object detection methods are not only locating the different object in an image, also for classifying object category. Recently, these methods of object detection based on deep neuro network have been widely taken in pedestrian detection, worker's helmet detection, medical diagnosis et.al.

Early stage, object detection had low precision and less scope of application, so it is tough to achieve landing in practical application. The traditional object detection methods used many candidate regions by sliding window and extracting the features from the candidate regions, such as Haar-like feature[4], HOG[5], LBP[6] and DPM[7](Deformable Part Models). Various target detection methods based on handcrafted features had been proposed, and performed well on Pascal VOC dataset.[8] However, the above methods determine the candidate regions by window sliding that will lead to increase computational complexity.

More efficient methods begin to emerge in the field of image vision with the development of computer technology, especially the emergence of deep learning. Krizhevsky et al. proposed a convolutional neural networks (CNN) called AlexNet[9] in 2012 which got the best image classification accuracy in ILSRVC, It is proved that using CNN to extract features can classify images more accurately than traditional machine learning feature extraction methods. Meanwhile, in terms of target detection, AlexNet opens up a new method.

Since then, more and more researchers have begun to pay attention to deep learning, and people have gradually begun to try to use CNN to solve the problems in target detection[10]. In the field of target detection, traditional methods have been replaced, and convolutional neural networks have been rapidly developed and applied. Generally speaking, according to whether the network generates candidate frames, two mainstream methods have gradually formed in the field of target detection. One of them is a stage, and the other is one-stage. The main object detection methods based on two-stage are R-CNN [11], SPPnet [12], Fast R-CNN[13], and Faster R-CNN[14]. By using the selective search algorithm to
generate 2000 candidate boxes on each image, and sending these 2000 candidate boxes into CNN to extract features and SVM for classification in R-CNN. Using these candidate boxes does improve the performance of detection, but it also slows down the running speed of the network, especially when the data set is relatively large. In response to the question of the slow detection speed of R-CNN, SPPnet and Fast R-CNN were proposed. SPPnet is a spatial pyramid pooling at the top of R-CNN last convolution layer for a fixed-length feature map. Although, the SPPnet detection speed has improved, the training speed is still slow. Fast R-CNN can not only improve training speed and detection speed but also improve accuracy via sharing convolutional computing regions. Faster R-CNN propose a region proposal network (RPN) to generate candidate regions to replace the traditional selective search algorithm, and the speed is improved. Object detection methods based on one-stage include Yolo [15] and SSD [16], etc. The core idea of Yolo is that target detection is regarded as regression problem. The size of the input image is cropped to the set size, and then separated into S×S grid units. Each grid cell predicts B bounding boxes, and the position information, confidence and category of bounding boxes are obtained by regression in the output layer. For the one-stage target detection method SSD, selecting VGG16 as the backbone network when extracting features, borrow the anchor idea in Faster R-CNN to detect in different receptive fields, and uses Yolo regression idea to output boundary boxes and categories.

Multiple versions have evolved due to the Yolo and its variants [17][18]being highly representative and the potential for improvement in a single-stage inspection framework. Among them, Yolov4[19] and Yolov4-Tiny have excellent performance in accuracy and speed respectively and have a large space for improvement.

The multi-feature map fusion method improves the detection accuracy by fusing the feature maps of different scales and the receptive field information to form a new feature map. Therefore, CNN models don’t need to fix the size of the input images, but also have robustness to detect multi-scale objects by fusing multi-scale features. Therefore, the finer layer of the network can take advantage of the context information learned from the coarser layer of the network. Lin et al. Proposed FPN (feature pyramid network)[20] method based on the inherent multi-scale pyramid structure of deep convolution neural network which a top-down transverse connection structure was designed to improve the accuracy of multi-scale detection. In recent years, FPN has been widely cited in the image field by using the advantages of fusing multi-scale features to obtain global information. PANet[21], NAS-FPN[22] and BiFPN[23]More network structures have been developed for cross-scale feature fusion to obtain more discriminative information which aiming to fuse feature outputs from different network layers, to enhance feature information and improve target detection accuracy.

Yolov4-Tiny target detection framework cannot make best of multi-scale features and insufficient feature extraction ability inspired by these classic research methods. This paper uses Yolov4-Tiny as the backbone network, then, introduces SPP and improved BiFPN feature extraction network to enhance the feature extraction ability. This paper aims to maintain the fast detection speed and small network volume as the premise to improve the accuracy of target detection. The major work and contributions are as follows:

1) We introduce the SPP module. The SPP module is mainly composed of three maximum pooling layers of different sizes. The pooling layers of different sizes extract features from different angles to form feature maps of receptive fields of different sizes.
2) We embed an improved BiFPN into the structure of Yolov4-Tiny that can fuse the features between different scales.
3) The improvements above are introduced in Yolov4-Tiny, which effectively alleviate the problems of insufficient feature extraction ability and inadequate utilization of multi-scale features.

2. Yolov4-Tiny network architecture
As a simplified version of Yolov4-Tiny, which has a relatively simple network structure, a small amount of computing, and a lower requirement on hardware, so it is easy to run in mobile terminal or device terminal. The Yolov4-Tiny network architecture (Figure 1) consists of the backbone network, neck, and
the head.

The main network of Yolov4-Tiny uses the network structure of CSPDarknet53-tiny, consisting mainly of two normal convolution processes and three CSP structure. The common convolution process adopts CBL structure, which is composed of the convolution layer, BatchNorm layer and LeakyRelu; BatchNorm layer can reduce the difference of range between different samples, speed up the training and convergence speed of the model on the computer, and prevent gradient explosion and gradient disappearance problems during the back propagation process. For the part of input less than zero, LeakyReLU can calculate the gradient, and avoid the phenomenon of neuron inactivation. This structure can reduce model parameters to reduce computational complexity while ensuring the accuracy of the network. CSPBlock compares the structural features of CSPNet and divides the features of base layer into two parts. The main function of the first part is to directly form the residual edge, and the final output can be obtained by convolution using the splicing of the second part. This network structure can reduce computational complexity while maintaining network performance.

In Neck part, Yolov4-Tiny adopts FPN structure, which can integrate features of different scales for implementing rich semantic information of deep network and geometric details of shallow network for strengthening the ability of extracting features. Yolo head used the feature map obtained by FPN to make the final prediction, and finally formed two prediction scales of 26×26 and 13×13.

In Yolov4-Tiny, the input image size is 416×416, and then multi-scale detection is carried out by fusing FPN idea, and two detection layers are output. The two detection layers divide the image into 26×26 and 13×13 respectively. Then each grid cell has predicted three bounding box, each boundary box contains (x, y, w, h, Ci) five elements. Among them, the x and y are referred to the width and height after normalization based on bounding box of the entire image corresponding to the cell w and h of the offset. Ci means the bounding box confidence score, reflects a box contains the possibility of detecting target, and the accuracy of the test box. In order to better predict bounding boxes, Yolov4-Tiny generates six anchor boxes through k-means clustering algorithm, which serves as suggestion boxes during detection. In addition, the loss function of Yolov4-Tiny consists of three parts: including bounding box regression loss, confidence loss and classification loss. The bounding box regression loss function adopts CIOU function, and the latter two use the same cross entropy function as Yolov3 [18].

![Image of Network Architecture of Yolov4-Tiny](image-url)

**Figure 1 Network architecture of Yolov4-Tiny**

3. Methods
In this work, an improved target detection method based on Yolov4-Tiny is proposed. (hereinafter referred to as Yolov4-Tiny-Bi). The backbone network adopts CSPDarknet53-tiny, and the head uses a
spatial pyramid pool and the improved BiFPN is introduced to make most use of the multi-scale information between different layers. Figure 2 shows the network structure.

3.1 Improved BiFPN

Yolov4-Tiny contains two prediction scales only, 13×13 and 26×26, two feature maps are output from the deeper network, while the deeper network is easy to lose the shallow edge information. The semantics of features can change low dimension to high dimension with the deepening of the network level. Each layer of the network will cause the loss of features to a certain extent. It is necessary to integrate features at different levels to enrich the semantic information of features. BiFPN make the most of the features between shallow network and deep network, and carries out bidirectional fusion of network features from bottom-up and from top-down. Therefore, the improved BiFPN is used to replace the original FPN.

BiFPN (Figure 3) use the idea of bidirectional fusion to construct a bottom-up and top-down bidirectional channel to carry out bidirectional fusion of information from diverse layers of the trunk network, so as to alleviate the loss of feature information caused by too many network layers.
BiFPN is an improvement of PANet which removes the node with only one input edge, adding an edge from the primordial input to the last output node. Each bidirectional path is considered as a characteristic network layer and can be repeated several times. Bidirectional cross scale connections and the fast normalized fusion is integrated in our final BiFPN, the feature fusion method is shown in Equation (1):

\[
P_{5}^{td} = \text{conv} \left( \frac{\omega_1 + P_{5}^{in} + \omega_2 + \text{Resize}(P_{5}^{td})}{\omega_1 + \omega_2 + \epsilon} \right)
\]

\[
P_{5}^{out} = \text{conv} \left( \frac{\omega_1 + P_{5}^{in} + \omega_2 + P_{5}^{td} + \omega_3 + \text{Resize}(P_{4}^{out})}{\omega_1 + \omega_2 + \omega_3 + \epsilon} \right)
\]

In this formula \(P_{5}^{td}\) and \(P_{5}^{out}\) is the intellectual feature and the output feature at level 4, respectively.

The improved BiFPN is introduced between the backbone network and the head in Figure 4. We extract features of three different scales from the backbone network, we first carry out five convolution for these three feature layers of different scales, which consists of two 1x1 convolution layers and three depth separable convolution layers. We integrate the three different scale feature layers after five convolution into the improved BiFPN network, fusing the multi-scale features and setting the prediction branches of 13x13, 26x26 feature resolutions. In order to fully integrate the shallow features, we change the BiFPN bi-directional channel top down and bottom up. The improved feature fusion method is shown in Equation (2):

\[
P_{4}^{td} = \text{conv} \left( P_{4}^{in} + \text{Resize}(P_{5}^{in}) \right)
\]

\[
P_{4}^{out} = \text{conv} \left( P_{4}^{in} + P_{4}^{td} + \text{Resize}(P_{3}^{out}) \right)
\]

In this formula \(P_{4}^{td}\) and \(P_{4}^{out}\) is the intellectual feature and the output feature at level 4, respectively.

Different from the BiFPN proposed by Google et al. our new BiFPN in Yolov4-Tiny-Bi does not integrate the network features from bottom-up and top-down. Instead, we first convolved layers P3, P4 and P5 for five times, then carried out two-way fusion of deep and shallow layer features from bottom-up and top-down, and output only two prediction scales of 13x13, 26x26 at the end.

![Figure 4 Network architecture of improved BiFPN](image)

### 3.2 SPP

Spatial pyramid pooling (SPP) was proposed by He et al. SPP uses three sliding Windows of different sizes to maximize the pooling of the input feature graphs, the feature map is assembled by sliding windows whose size is the same as that of the plane elements, and one-dimensional feature vectors are obtained. Therefore, it is not feasible to apply it in full convolutional networks. Therefore, Redmon and Farhadi improve the SPP module to a series of maximum pool outputs with the kernel size of \(k \times k\), where \(k = \{1, 5, 9, 13\}\) and the span is equal to 1 in the design of Yolov3\cite{18}. The receptive field of the backbone features is effectively increased by a relatively large \(k \times k\) maximum pool. We add the SPP block to P5 because it effectively increases the receptive field, isolating above all contextual features that results in almost no reduction in network speed.
4. Experimental Analysis

4.1 Dataset
The PASCAL VOC [24] dataset is used in this article. This data includes 20 categories of objects. The 20 categories include planes, trains, people, potted plants, birds and so on. Yolov4-tiny is one of the most popular convolutional neural networks for embedded computing devices, its model size is small and their computational complexity is low, so they are used as a reference. The VOC2007 training set was used to train Yolov4-Tiny-Bi network, and average accuracy was calculated on the test set to evaluate the detection accuracy.

4.2 Model training
The detailed hardware configuration in this experiment is: the CPU of the computer is Intel(R) Core(TM) i7-10750H, frequency is 2.60GHz, the memory is 16GB, and the graphics card model is NVIDIA GeForce GTX 3060. The operating system for 64-bit Windows10 system, deep learning development platform uses Pytorch1.8. The parallel computing framework is CUDA10.0, and the deep neural network accelerator library is CUDNN V11.1.

When Pascal VOC2007 is trained, the initial learning rate is set to 0.001 and the batch size is set to 32.

4.3 Experimental results and analysis
The precision of Yolov4-Tiny-Bi is greatly improved due to its lightweight network structure by comparison with the Yolov4-Tiny. Compared with Yolov4-Tiny, MAP is 2.12 percentage points higher due to the introduction of improved BiFPN structure to enhance the feature fusion between different levels and make full use of shallow features. Meantime, the detection speed of the improved BiFPN structure has little change because the calculation amount is small. Finally, the map of Yolov4-Tiny-Bi algorithm using 416×416 resolution, SPP structure and improved BiFPN structure reached 79.53%, which was higher than that of Yolov4-Tiny, and achieved the expected effect.

| Table 1. Comparison of the accuracy on the VOC2007 dataset |
|----------------------------------------------------------|
| method         | dataset  | MAP/%   |
| Yolov4-Tiny    | VOC2007  | 77.41   |
| Yolov4-Tiny-Bi | VOC2007  | 79.53   |

Figure 5 shows the comparison of detection results between Yolov4-Tiny and Yolov4-Tiny-Bi, indicating that Yolov4-Tiny has poor detection effect on occlusive objects and the problem of missing detection, while Yolov4-Tiny-Bi proposed in this paper detect most of the targets.

5. conclusion
Yolov4-Tiny algorithm has insufficient feature extraction ability in small target detection and can't take advantage of multi-scale features. In this paper, a bidirectional feature pyramid network target detection algorithm based on Yolov4-Tiny is proposed. An improved BiFPN is proposed and spatial pyramid pooling is introduced to improve the generalization ability of the model in actual detection scenes and make the model more geared for object detection tasks. Experimental results show that compared with the original algorithm Yolov4-Tiny, MAP improves by 2.12% on Pascal VOC dataset, and the detection rate reaches 72 frame/s.
Experimental results show the Yolov4-Tiny network model combining the improved BiFPN and SPP structure can meet the timeliness and accuracy of object detection, and has a good engineering application. The accuracy of the Yolov4-Tiny-Bi target detection algorithm in this article is less than that of some large-scale detection networks. In future research work, we will further study and optimize Yolov4-Tiny-Bi to make the model more suitable for more detection scenarios.
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