Comparison of Distance Performances of Modulation Schemes in Intelligent Transport System Image Sensor Communication
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Abstract: This study describes intelligent transport image sensor communication (ITS-ISC) systems that use LED arrays as transmitters that imitate traffic lights. Three signal-transmission schemes –luminance modulation, spatial modulation, and combined luminance and spatial modulation– use LED array. However, their suitability for ITS-ISC has not been explored yet. Therefore, we compare the communication performance of these three systems under strong saturation and present the results.
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1 Introduction

Intelligent transport systems (ITSs) facilitate information exchange among people, roads, and vehicles, which enable automatic-driving and driving-assistance technologies. Applications such as visual aids for automated driving, object detection, and drive recorders use image sensors. LED lights are used as transmitters in image sensor communications (ISC) in which an image sensor, as a receiver, is applied to traffic signals and vehicle tail lights [1]. Since a sensor can be used as a transmitter and receiver, ISC can be used with other ITS applications [2]. However, the image sensors used in smartphones and other devices are not suitable for mobile environments due to their slow frame rate of 30 frames per second. In this study, we consider the intelligent transport image sensor communication (ITS-ISC) systems that employ LED traffic lights and high-speed image sensors mounted in cars as transmitters and receivers, respectively [3].

Communication performance decreases as the distance between a transmitter and receiver increases since the data are received as pictures. To compensate, multiple LEDs are used in a single block to transmit one symbol. Increasing the number of transmission symbols per block increases transmission rates. In this configuration, a multilevel modulation in a spatial, luminance, or combined spatial and luminance domain [4] is a strategy to increase data transmission rates. For example, spatial multilevel schemes boost data rates by increasing the number of LEDs in one block from four to eight. In contrast, multilevel luminance systems improve data rates by increasing the brightness level in one block, from four to eight, four pulse width modulations (PWMs) to represent the brightness of LEDs.

However, their suitability for ITS-ISC has not been explored.

This study compares the distance performance of three modulation schemes by using a simulation. Scheme 1 is a luminance modulation, scheme 2 is a spatial modulation, and scheme 3 is a combined luminance and spatial modulation.

In [5], the tolerance of saturation was not discussed. Therefore, this study compares the distance performance under strong saturation by simulation.

2 System Overview

Figure 1 illustrates the ITS-ISC system model with a high-speed camera. PWM drives the transmitter LED array with 256 voltage levels; the LED brightness changes linearly with voltage levels. In an actual communication environment, LEDs are placed in a traffic signal circularly. However, in this simulation, we use a square LED array with 16×16 LEDs for simplicity and consider this array to be transmitting $k \times k$ symbols simultaneously.

One block is defined as $16/k \times 16/k$ LEDs. To enable communication over long distances, we consider multiple LEDs that transmit one symbol as one block.
Fig. 1: System model for visible light communication using an LED array and modulation schemes compared in this study

A high-speed image sensor acts as a receiver for capturing an image of the LED array and receives optical signals. The images are captured in grayscale and assigned integer values of 0–255/pixel (8-bit). The receiver detects and tracks the LED arrays that transmitted signals in the images. The received image, shown in Fig. 1, was captured using a high-speed image sensor. Then, the LED array is detected and the average brightness value of each block is processed to make a symbol decision.

3 Modulation Schemes Using LED Arrays and Image Sensors

ITS-ISC communication rate can be improved by increasing the number of multilevel symbol schemes in one block. Two parameters—luminance and spatial distribution—can be used to add symbols in multilevel modulation schemes. In addition, we can expand the number of symbols in both parameters. Therefore, this study compares the performance of three modulation schemes: luminance only, spatial only, and combined luminance and spatial. Modulation schemes of Fig. 1 shows an example of the display patterns for each of the symbols of the three modulation schemes compared in this study. The number of transmitted bits for each modulation per captured image is the same.

Scheme 1 boosts the transmitted bits by increasing the luminance levels in one block. For example, to transmit an M-level symbol, a \(\log_2 M\)-bit signal can be conveyed by increasing the applied voltage duty ratio to the \(M\) level of \(0, 1/(M - 1), 2/(M - 1), \ldots, (M - 2)/(M - 1), 1\) for one block of LEDs. In modulation schemes of Fig. 1, the display pattern of scheme 1 transmits 16-level (4-bit) symbols.

To expand the number of symbol levels in a space, a transmitter increases the
number of blocks rather than the number of levels in the luminance. In modulation schemes of Fig. 1, \(2 \times 2\) LEDs are considered as one block, so the total number of blocks in one LED pattern of scheme 2 is four times greater than that of scheme 1.

Scheme 3 transmits a signal by turning off some LEDs in a block. In modulation schemes of Fig. 1, \(2 \times 2\) LEDs from one block are turned off to multiply the number of symbols in the space so that scheme 3 turns off one of the four blocks (top–left, top–right, bottom–right, or bottom–left) and transmits four levels of spatial symbols. A block can also display a luminance symbol by maintaining the state of the block that is turned off and changing the brightness of the remaining LEDs. In scheme 3, luminance modulation adjusts at the M level of \(1/M, 2/M, \ldots, (M−1)/M, 1\) without using the duty ratio of 0. So the turned-off part can be identified. In Fig. 1, one block transmits four levels of luminance symbols.

Scheme 1 and scheme 2 must capture each block with at least \(2\times2\) pixels from the sampling theorem. Since scheme 3 has to decide which LEDs inside the block light should be on or off, we need to sample the block with \(4\times4\) pixels.

Note that a pilot signal must be sent as a header for demodulation when luminance modulation occurs; this is employed for the turned-off block is employed. The pilot signal transmits all luminance symbols.

4 Comparing Modulation Methods Using Simulation

We compare the communication performance of the three modulation schemes using a simulation that employs the same number of transmitted bits per display pattern, as shown in Fig. 1.

4.1 Simulation setup

The simulator creates LED array images that are captured using the image sensor and performs three processes that determine the LED array’s shape, the convolution of the point spread function (PSF), and sampling.

When determining the shape of the LED array, the number and shape of LEDs and their positions and luminance are established to generate the transmitted images. The simulator generates images with more pixels than a received image size. Here, 256 circular LEDs are allocated to equally spaced squares.

The PSF is widely used in imaging techniques, such as image restoration. It represents the diffusion of light from the point source [6]. In the simulation, the PSF is defined by the two-dimensional Gaussian function and the gain \(G(F)\), which varies with the F-number, as

\[
\text{PSF}(x, y, \sigma, F) = \left(\frac{1.04}{F^2} + \frac{0.04}{F} - 0.001\right) \exp\left(-\frac{x^2 + y^2}{2\sigma^2}\right)
\]

where \(x\) and \(y\) denote the distance from the point source, and \(\sigma^2\) denotes the degree of diffusion that depends on the focus. The F-number is defined as the diameter of the aperture divided by the focal length of the camera, so the maximum PSF is inversely proportional to the square of the F-number. Table I lists the equipment specifications used to derive (1). The simulator performs a convolution of (1) into the transmitted image of the LED array.
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Table I: Equipment and simulator specifications

| Equipment specifications          |        |
|----------------------------------|--------|
| Transmitter                      | HW-LEDARRAY2 |
| Transmitter size                 | 46×46 cm²   |
| Frequency                        | 0.5[kHz]   |
| Receiver                         | Photron IDP-Express R2000-F made by photon |
| Focus length                     | 35[mm]    |

| Simulator specifications         |        |
|----------------------------------|--------|
| LED array base image size        | 400 × 400 pixel |
| PSF size                         | 401 × 401 pixel |
| PSF variance σ²                  | 10      |
| Transmitted bit number           | 6208 bit |
| F-numbers                        | 16      |

The sampling process is imitated by reducing the number of pixels from the transmitted image by an area average method in which an image resizing algorithm transforms the average of pixel values within an area of one pixel after resizing it to a new pixel value. The number of pixels to be resized is inversely proportional to the distance between the LED array and camera. The relationship between the distance and number of pixels per side of the LED array is shown below.

\[ S(d) = \text{ceil}\left(\frac{1673}{d} - 0.467\right) \quad (2) \]

where \(d\) denotes the distance between the LED array and camera, and \(\text{ceil}(\cdot)\) denotes the ceiling function. Table I lists the equipment specifications used to derive (2).

We compare the performance changes in the distance of each modulation scheme by using the simulator shown. We measure the number of correctly received bits over the range of 20–258 m with 1 m as step sizes. Note that when \(d < 45\) m, the pixel size of the received image does not change for each measurement point. Therefore, for distances greater than 45 m, we measure spaces at intervals corresponding to changes that are more than one pixel.

We demodulate data from the received images generated using the simulator. In a real environment, a receiver would detect and track LED arrays from the captured images. However, these processes are not performed so the simulator only generates images of the LED arrays.

4.2 Simulation results

Figure 2 shows the simulation results. Note that 6,208 bits were transmitted in this simulation and the number of pixels given in the figure is the number of received pixels at the capturing point.

Scheme 1 has the worst performance due to interference with neighboring blocks. Light diffused from neighboring blocks causes varying luminance in the receiving blocks, thus decreasing performance.

Scheme 2 achieved the best performance. For scheme 2, we can achieve almost error-free communication up to 108 m, where we can sample one block by \(2 × 2\). This result shows that scheme 2 can communicate stably up to the Nyquist rate and that the lower bound of the sampling rate can reproduce the signal. In this case, the
Fig. 2: Simulation results showing relation between communication distance and the number of correctly received bits

Sampling number when sampling at $2 \times 2$ pixels per block is equal to the Nyquist rate.

Scheme 3 performs better than scheme 1 but is degraded by the luminance symbols, since they require more pixels.

This simulation has stronger saturation than the simulation in [5]. Since luminance symbols are significantly affected by saturation effects, the performance of scheme 1 and scheme 3 is degraded from the results in [5]. Since scheme 2 is not affected by saturation, it is able to maintain its performance unaffected by saturation.

Therefore, luminance modulation is not suitable for communication over long distances, since it is sensitive to interference from neighboring blocks and sampling artifacts. Thus, in ITS-ISC, we recommend increasing the number of transmitted bits by expanding the number of blocks in scheme 2.

5 Conclusions

In this study, we measured the performance change with distances of the luminance and spatial modulation of ITS-ISC using a simulation and compared the results. Scheme 1 increases the number of symbols in luminance, scheme 2 boosts the number of symbols spatially, and scheme 3 expands the number of symbols both spatially and in luminance. The simulation results show that an exclusively spatial modulation of scheme 2 achieves better communication performance and has tolerance to saturation than the modulation schemes by incorporating luminance modulation. Therefore, it is the most suitable for long-distance communication and should be used without luminance modulation for ITS-ISC.
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