Recognizing Families through Images with Pretrained Encoder
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Abstract—Kinship verification and kinship retrieval are emerging tasks in computer vision. Kinship verification aims at determining whether two facial images are from related people or not, while kinship retrieval is the task of retrieving possible related facial images to a person from a gallery of images. They introduce unique challenges because of the hidden relations and features that carry inherent characteristics between the facial images. We employ 3 methods, FaceNet, Siamese VGG-Face, and a combination of FaceNet and VGG-Face models as feature extractors, to achieve the 9th standing for kinship verification and the 5th standing for kinship retrieval in the Recognizing Family in The Wild 2020 competition. We then further experimented using StyleGAN2 as another encoder, with no improvement in the result.

I. INTRODUCTION

Over the last few years, the application of computer vision in kinship verification has been gaining attention with many benchmark datasets released by several research groups such as KinshipW [18], UB Kinface 2.0 [28], Family101 [5], Families In the Wild [26]. The goal of kinship verification is to determine if two people are related to each other through some kin relationship (e.g., father-son), using only facial features retrieved from images. Inputting a pair of facial images and the output is a binary value of 0 or 1 correspond to the relationship being non-kin or kin.

Kinship search and retrieval is essentially an extension of kinship verification in the sense that it is a many-to-many problem rather than one-to-one. The goal of this task is to retrieve a ranked list of family member given a set of photos from a subject person. More formally, given two sets of facial images probe and gallery of sizes \( K \) and \( N \), respectively. Each subject in the probe set contains one or more images of the subject person. The output is a \( K \times N \) matrix, in which the \( j \)-th cell on the \( i \)-th row denotes the gallery index of the rank \( j \)-th photo in the query of the \( i \)-th subject.

This particular application of computer vision is worth investigating because it can play a crucial role in forensic science and other pressing tasks [24]. One notable example is the application of looking for missing children after many years. In such cases, it is impossible to have a direct reference to people in search. With visual kinship techniques, we can instead rely on the similarity between the features of parents to that of candidates, in their current appearance, to look for them with surveillance databases.

In this research, our main concerns are with two problem statements: kinship verification and kinship search and retrieval, which correspond to Track I and Track III of the Recognizing Family in The Wild (RFIW) 2020 competition, respectively.

The rest of the paper is organized as follows: Section II review previous works in the realm of visual kinship, in particular methods involving metric learning; Section III describes methods correspond to our submissions in the RFIW 2020 competition; Section IV contains information about the RFIW 2020 dataset as well as the result of discussed methods; Section V concludes our work and suggests possible improvements.

II. LITERATURE REVIEW

Early attempts in kinship verification task focus on learning the manual engineered features from the images and then make inferences based on these features, with learning schemes such as spatial pyramid learning-based [35]. The authors in [31] propose an ensemble learning model for kinship tasks with several kernels to find clusters among the examples and to ensure smaller dissimilarity between kin samples compared to non-kin samples. The authors in [20] introduced a new Neighborhood Repulsed Metric Learning (NRML) method for kinship verification, aiming at learning a novel metric distance that maximizes interclass (non-kin samples) distance while minimizing intraclass distance.

Another trend of approaches is based on treating kinship verification as a multi-view problem based on the multiple features that complement each other. The authors in [20], [10] introduced learning multiple similarity metrics. Similarly, the authors in [34] proposed Multiple Kernel Similarity Metric (MKSM) for kinship verification by using a weighted combination of similarities to introduce feature fusion. However, these approaches suffer from losing some properties from each view when project multiple presentations of the data into a metric space. To mitigate this problem, the authors in [9] suggested a new method that merges common information among the features while preserving the information in each view. Recently, the authors in [4] proposed a framework to efficiently select the deep visual features in the kinship verification task using a three-stage procedure. The authors in [15] introduced a new framework named Side-Information based Linear Discriminant Analysis integrating Within Class Covariance Normalization, which involves projecting deep visual features through a special discriminative subspace proposed by the method.

What most of the above approaches are assuming is that kinship can be learned by using symmetric distance. In fact, there are also asymmetric relations in kinship (e.g., father vs. daughter in terms of age and gender). Therefore, the authors in [21] propose utilizing both the asymmetric distance and the symmetric distance for kinship verification.
With the explosion in popularity of neural networks, many recent approaches also employ deep structures. For instance, CNNs are used as descriptors [33] or used in conjunction with metric learning by distilling the information before applying metrics [19]. Another direction is based on hierarchical facial representation, where the authors in [14] use anthropological facial features for Deep Belief Networks feature extraction. Generative adversarial networks also help materializing intuition, such as comparing potential children images generated from parents with actual children [22].

However, it is worth noticing that deep techniques might come with severe defects. Notably, the authors in [2] and [1] point out that current visual kinship benchmarks can be exploited with the "from same photograph" (FSP) features. This is due to the fact that researchers construct these benchmarks with cropped images of family photos. Hence, the impressive performance of deep networks might have a significant attribution for their ability to extract FSP features.

### III. Methods

#### A. Inception-ResNet-v1 with Triplet Loss from FaceNet

A facial image going through our system is first L2-normalized before its feature vector is extracted by the FaceNet feature extractor. After that, the FaceNet loss between the two images is calculated, giving us the distance between a pair of images in the test dataset. In order to convert the distance into a probability score, we use cumulative distance (CD) and inverse distance weighting (IDW) [30] as interpolation functions. However, using interpolation to convert the distance into a probability score is not a robust method if the data is not evenly distributed.

#### B. ResNet-50v2 with Additive Angular Margin Loss from ArcFace

Similar to FaceNet, ArcFace [3] is not an architecture or a family of architectures, but a family of loss functions that aim to discriminate the latent representation of deep neural networks. Although softmax-based and triplet loss-based methods obtain excellent results on many benchmarks [3], [29], there are studied drawbacks that need to overcome. For the softmax loss: (1) the size of the linear transformation matrix $W \in \mathbb{R}^{d \times n}$ increase linearly with growing $n$; (2) the learned features are only separable for the closed dataset and not discriminative enough for open face recognition problems. For the triplet loss: (1) there is an explosion in the number of face triplets on large datasets, which directly correspond to the significant growth in the number of iteration steps; (2) sample mining is quite a difficult problem for effective training.

The primary idea of ArcFace is to correspond the dissimilarity of feature vectors to geodesic distance on a hypersphere. Particularly, the training objective becomes maximizing the geodesic margin between the sample and representative centers. Based off of softmax and the angular margin discussed in SphereFace [17] and CosFace [32], the loss function of ArcFace is as follows:

$$L = -\frac{1}{N} \sum_{i=1}^{N} \log \frac{e^{\langle \cos(\theta_i + m) \rangle}}{\sum_{j=1, j \neq y_i}^{n} e^{\langle \cos(\theta_i + m) \rangle}}$$

where there are $N$ samples in a batch, each sample $x_i$ belongs to class $y_i$, $\theta_i$ is the angle between the $j$-th column of the weight $W \in \mathbb{R}^{d \times N}$, $d$ is the size of the embedding feature, usually set to 512, $m$ is the additive angular margin penalty between $x_i$ and $W_{y_i}$. The embedding feature $\|x_i\|$ is also L2-normalized and then rescale to $s$ [3].

The ArcFace loss lent its numerical resemblance from SphereFace and CosFace as all three margin penalties correspond to the angular margin on a hypersphere. In fact, ArcFace improves on SphereFace by using the arc-cosine function on the dot product between the deep features and weight normalization for the angular logit $\theta_j$, instead of angular approximation, hence stabilizing the training without the need of a hybrid loss function. It also improves the discriminative power of CosFace by adding an additive angular margin $m$ to the angle before obtaining the target logit by the cosine function and rescaling all logits.

---

**Fig. 1.** FaceNet model structure. [29]
As kinship tasks resemble clustering tasks, we use a pretrained ResNet-50v2 [7] with the maximum ArcFace loss of 0.5 on MS1MV2 [6] as the feature extractor. Then the similarity of the extracted features is compared pairwise for both competing tasks.

C. Siamese VGG-Face-ResNet-50

The VGG-Face-ResNet-50 is a ResNet-50 model trained on the VGG-Face2 data set [23]. This is a large-scale face data set with 3.3 million face images and 9000+ identities in a wide range of different ethnicities, accents, professions, and ages. The VGG-Face-ResNet-50 model archive state-of-the-art performance on many famous datasets [25]. We also use the pretrained model to reduce overfitting and achieve a much faster convergence rate, especially if the source task and target task are close.

For each image as the input, the output of the VGG-Face-ResNet-50 model is a 2048-length vector. After a layer of $L_2$ normalization, this vector becomes a feature vector. For a pair of images, we have two descriptors $v_1$ and $v_2$, using for calculating the distance between two images by the square of the difference between $v_1$ and $v_2$. Finally, the distance is fed into a fully connected layer for classification.

D. FaceNet and VGG-Face joint descriptor

This is an engineering exploitation of previously discussed feature descriptors, implemented according to mattemli0 winning solution[5]. Particularly, extracted features from VGG-Face-ResNet-50 and FaceNet are enhanced by concatenating different vector combination: $x_1+x_2$, $x_1-x_2$, $x_1 \times x_2$, $\sqrt{x_1^2 + x_2^2}$, and $x_1^2 + x_2^2$, with $x_1$ and $x_2$ being the feature description embeddings of the input images. Extracted features of pairs from both FaceNet and VGG-Face are concatenated before being processed for verification.

E. Naive StyleGAN2 Encoder

There is an interesting constraint that should be imposed on the problem is that family members should be recognized on the basis of physical facial features. Hence, the employed latent features should not escape the space of facial features (e.g., to other feature spaces such as lighting conditions). However, mentioned attempts ignore this constrain and do not employ any facial landmark prior. Hence, our next run of experiments should incorporate a facial landmark map for more concrete performances.

At the same time, StyleGAN2 achieves a remarkable performance in high-quality human face synthesis [13]. As it is infeasible for us to train a large network as StyleGAN2 from scratch, we employ a pretrained model instead. Particularly, we use the pretrained model of StyleGAN2 on FFHQ, which facilitates a 68-landmark weight mask and VGG16 as the feature extractor [12]. We hypothesize that the deep capacity of the model, along with the weight mask, should provide a good latent representation of faces.

Since StyleGAN2 is pretrained on FFHQ with high-resolution 1024x1024 images, we scale up the original face images using ImageMagick\footnote{https://imagemagick.org/} before feeding to the encoder. Due to time and resource constraints, we only encode images of the test set and compute the cosine similarities between test pairs. We then use IDW [30] to interpolate the calculated scores of the test set before binarizing them by rounding.

IV. EVALUATION

A. Dataset

Our datasets for two tasks are subsets of the FIW Dataset\footnote{https://www.kaggle.com/c/recognizing-faces-in-the-wild/discussion/103670} with over 13,000 family photos of 1,000 family trees with 4-to-38 members. Interestingly, the dataset is released under several versions for different competitions. This work is produced in response to the Recognizing Families in the Wild 2020 (RFIW2020) competition and is evaluated using this specific distribution of the FIW dataset. We participated with handles danbo3004 and huanghia160799.

RFIW2020 is a competition held in conjunction with the 14th IEEE International Conference on Automatic Face and
| Experiment                              | Average Acc. |
|----------------------------------------|--------------|
| StyleGAN2 Encoder                      | 0.548        |
| ResNet-50v2-ArcFace                    | 0.563        |
| Inception-ResNet-v1-FaceNet-CD         | 0.681        |
| Inception-ResNet-v1-FaceNet-IDW        | 0.697        |
| Siamese VGG-Face                       | 0.703        |
| Siamese Inception-ResNet-v1-FaceNet    | 0.720        |
| FaceNet+VGG-Face                       | 0.730        |

Gesture Recognition (FG2020) The competition supports 3 competing tracks with different data splits for each Track:
1) Kinship verification (one-to-one)
2) Tri-subject verification (one-to-two)
3) Search and Retrieval (many-to-many)

Our experiments concern only Track I and Track III of the competition with the following distribution:
- **Track I: Kinship verification:**
  - **Train:** 21920 images from 571 families; 6983 pairs of relationship
  - **Validation:** 5045 images from 192 families; 71584 pairs of relationship
  - **Test:** 5226 images; 39742 queries
- **Track III: Search and retrieval:**
  - **Train:** 20924 images from 562 families
  - **Validation:** 334 images from 61 families for probes; 5116 images from 192 families for the gallery
  - **Test:** 1487 probe images; 3897 gallery images

**B. Environment setup**

For preparing the submission to the test server of RFIW2020, we employ Google Colaboratory with the following specifications:
- **CPU:** 1 x single core hyperthreaded (i.e., 1 core, 2 threads) Xeon Processors @2.3Ghz (No Turbo Boost), 45MB Cache
- **GPU:** 1 x NVIDIA Tesla T4
- **RAM:** 25GB

**C. Experimental results**

1) **Kinship verification:** For the task of kinship verification, we simply perform binary classification between pairs of faces. For the ArcFace experiment, we compute the cosine similarity between extracted features and impose a hard threshold of 0.6 to classify kin and non-kin pairs. In the FaceNet experiment, we use a threshold of 0.5 for the probability produced by cumulative distance and inverse distance weighting and get similar performance. The Siamese VGG-Face and VGG-Face + FaceNet experiments use an end-to-end model with softmax loss as the last layer for classification. Within the competition time frame, our best result is achieved using VGG-Face + FaceNet and stand at the 9th rank on the public leaderboard. Our naive attempt to use StyleGAN2 after the competition does not yield an expected improvement. We postulate this is due to the lack of a proper classification. Details are reported in Tab. I.

2) **Search and Retrieval:** For the task of search and retrieval, we simply compute the pairwise cosine similarity between each probe and the whole gallery and sort the gallery by similarity with respect to the probe. We adapt the ArcFace and VGG-Face experiments from Track I with similar settings. Within the competition time frame, our best result in the competition is a MAP of 0.290, achieved using Siamese VGG-Face and stand at the 5th rank on the public leaderboard. We later adapt the Inception-ResNet-v1-FaceNet after the competition and achieves an improved MAP result of 0.316. Details performance are reported in Tab. II.

**V. CONCLUSION AND FUTURE WORK**

Kinship-related tasks in computer vision, such as kinship verification and kinship retrieval, are gaining popularity as they propose unique and interesting domain problems. In this work, we evaluate a variety of encoders based methods using existing models as feature extractors on the RFIW2020 dataset. Among these methods, FaceNet [29] combining with VGG-Face [25] descriptors show the best result for kinship verification. Along with that, Inception-ResNet-v1-FaceNet yields the best result for kinship search and retrieval. To prevent the overkill capacity of deep neural networks, which might undesirably employ FSP features, we attempted using StyleGAN2, which incorporates a facial landmark mask for anthropological features. However, this does not yield an expected improvement and needs further investigation.
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