Air pollution models in epidemiologic studies with geostatistics and machine learning
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Abstract. Development of air pollution models for large regions is a priority for population-based epidemiologic studies. The rapid development of big data information systems and machine learning algorithms have opened new grounds for refinements of current model frameworks. This commentary overviews recent contributions and outlines extensions from geostatistics and machine learning perspectives. For the coming years, expected advances will expand the use of learning algorithms to model spatial trends and incorporate spatial covariance models in the learning processes. These extensions will refine existing modelling frameworks contributing to improve accuracy of air pollution models for exposure assessment.
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1 Overview

Cancers, respiratory and cardiovascular diseases have been the most common reasons for premature death attributable to air pollution around the globe. Still, apart from few exceptions, there is not a definite knowledge about the impacts of air pollution on populations. Therefore the development of accurate models predicting air pollution is critical to better understand the health impacts of exposure to air pollution.

Air pollution models require data collection, which often comes from monitoring by local or national institutions [6], using a set of ground-based stations geographically dispersed over locations selected for regulatory purposes. Although these provide air pollutants information with high accuracy and high temporal resolution, they are sparse in space and have limited area coverage. In such cases, monitoring data can be combined with statistical models predicting pollution gradients between ground-based monitoring stations and in areas where no stations exist at all [32]. To this end, remotely sensed data [14], chemical transport models [15] or Copernicus Atmospheric Monitoring Service (CAMS) products [20] have been used. Similarly, meteorological data [35] and other auxiliary information such as land-use data or distance to roads are useful for modelling, predict and describe smaller-scale variations [5, 30] and are a solution to obtain high-resolution air pollution maps [29, 33].
More traditional modelling approaches are supported on linear combinations of potential predictors while considering their geographic locations. More specifically, land use regressions \([17,21]\), employ linear regression combining geographic data collected on air pollutants and on potential predictors, and are a relatively cheap and practical approach to predict air pollution exposure in urban areas; spatial regressions \([30,35]\), allow linear regression parameters to vary smoothly as a function of spatial neighborhoods and increase the potential to capture non-stationary relations between predictors and air pollutants; geostatistical models \([24,33]\), take into account for spatial trends and spatial autocorrelation, capturing the intensity and direction of the spatial processes underlying air pollution concentrations, which is especially relevant in large regions, where variations in their intensity and direction are likely to occur.

In the last decade, approaches integrating machine learning techniques have been applied to handle non-linear interactions between predictors \([2]\), and hybrid models have been developed to account for spatial dependence of air pollutants \([28]\). Mostly focused on supervised learning, some popular algorithms used are decision trees \([7]\), random forest \([19,37]\), artificial neural networks \([1]\). Compared to the abovementioned linear models, the superiority of these algorithms relies in their capability to deal better with such complex non-linearities \([18]\).

In addition to air pollution mapping, assessment of spatial uncertainty of predictions (hereinafter referred to as "uncertainty") is also required, since predictions have uncertainty that typically varies spatially and temporally. In fact, quantifying uncertainty (e.g. prediction intervals) provides important information about the prediction error in the air pollutant values used in exposure assessment, and addresses spatial misalignment of pollutant and health data \([9]\). Not taking uncertainty into account may produce misleading conclusions about the potential impacts on population’s health and weaken the scientific validity of its findings. In Bayesian framework, uncertainty can be assessed using a hierarchical formulation \([3]\), or with geostatistical algorithms using stochastic modelling \([23]\). Yet, quantification of spatial uncertainty is still in its infancy.

After this first section with an overview, the commentary is divided into 2 sections (second, third): section \([2]\) presents some basics on geostatistical and machine learning and section \([3]\) present some possible ways ahead in the perspective of combining geostatistical and machine learning methods.

## 2 Models

While geostatistics is widely used in environmental applications of spatial data modelling, it shows at the same time, difficulties to model non-linear and complex dependency structures. Similarly, machine learning algorithms are powerful tools to solve complex real-world problems. Yet, they usually do not consider sample locations and spatial autocorrelation in the learning process. Combining the strengths of both approaches extends the existing methods to model air pollution, which is challenging due to the complex non-linear physical and chemical
underlying processes and interactions affecting air pollution concentrations at different spatiotemporal scales.

2.1 Geostatistical models

Geostatistics includes a set of statistical techniques suited to model spatially correlated data, providing optimal unbiased predictions with minimum mean squared prediction error. Geostatistics are based on the assumption that sample data are a single realization of a spatial random process, \( Y(s) \). In (1), \( S \) represents a finite spatial continuous domain and \( s \) is a spatial index.

\[
\{ Y(s) : s \in S \}
\]

To model spatially correlated data variogram functions are used, and Kriging (univariate case) or Cokriging (multivariate case) estimators are used for optimal linear prediction. There are different types of Kriging techniques, and the choice depends on data available and the aims of analysis. For a comprehensive review about Kriging methods please refer to [8].

When the objective of analysis is to assess spatial uncertainty, Kriging techniques are not adequate. Specifically, Kriging techniques aim at minimizing the prediction error, and this involves smoothing data variability. To assess spatial uncertainty, geostatistical algorithms using stochastic simulations should be preferred, as they reproduce the fluctuations observed in the sample data, instead of producing optimal prediction. These algorithms generate simulated maps with similar statistical properties to those of the observed data (e.g., histogram, spatial covariance), and have been applied to quantify air quality uncertainty to assess health impacts of exposure [23,24,34].

2.2 Machine learning models

In the past decade, many different learning algorithms have been applied to model air pollution for epidemiology studies [2]. Currently, these models use modelling frameworks with high dimensional input spaces including features such as air pollution (e.g., remotely sensed data, CTM, ground-based stations), meteorological-based models (e.g., temperature, wind, pressure, humidity), other relevant biophysical and socio-economic information (e.g., land-use land cover, seasonality, elevation, distance to roads, population density).

Mostly focused on supervised learning regression algorithms, the learning processes use the input features, \( x \), for training and choose a function \( f(x) \) with parameters \( w \), that better fits the output values \( y \). To decide which function \( f(x, w) \) provides the best approximation to \( y \), a measure of loss is computed. A popular choice for regression problems is to tune \( w \) from data with the following loss function, \( L \):

\[
L[y, f(x, w)] = [y - f(x, w)]^2
\]
Random forest are one of the most used algorithms to predict air pollution [23], as they provide an excellent trade-off between interpretability and performance, when compared with other learning methods (e.g., neural networks, support vector machine). Simpler learning methods such as linear regression approaches have a long tradition in science and are also widely used [18]. Following the principle of Occam’s razor, when no major interactions and approximately linear associations exist, these models perform well and should be preferred instead of more complex algorithms. Neural networks are more complex than the abovementioned algorithms and are more efficient to solve non-linear problems. Several algorithmic variants are well established (e.g., artificial, convolutional neural networks) in air pollution modelling [27]. In complex non-linear and high dimensional feature spaces, this algorithm can achieve high model performances [4].

The trade-off between model performance and the ability to generalize is a relevant issue to be taken into consideration, as the models should avoid over-fitting the data (leading to low performance on new data). Moreover, the better performance of some complicated models may be hard to interpret. For example, in neural networks or in support vector machine algorithms, transfer functions and kernels used to fit the data, are rather artificial models and hard to interpret. A clearer understanding of the internal mechanisms leading to some output will contribute to improve their use in environmental applications.

3 Geostatistical learning models

A modelling framework combining geostatistical and machine learning methods and explored in recent years, relies on the grounds of supervised machine learning with Regression Kriging [12], also known as Kriging with External Drift (KED). Typically, KED decomposes a spatial random process $Y(s)$ into a function representing the deterministic part of the variation (e.g. linear model), $m(s)$, and a stochastic residual, $r(s)$, describing the spatially dependent part of variability:

$$Y(s) = m(s) + r(s)$$ (3)

Real-world environments are highly non-linear and exhibit spatially dependent underlying processes. Therefore, simplistic linear model assumptions like linearity and independency are a limitation of traditional KED technique. The performance of the deterministic part, $m(s)$, can be improved with machine learning algorithms, as they do not require normally distributed data and are able to handle interactions and non-linear relationships between input features. In regression settings, random forests [19] or neural networks [27] are some of the algorithmic models that could be applied to model the deterministic part of RK.

Uncertainty The spatial covariance model of the residual part, $r(s)$ can be inferred from data and incorporated in a geostatistical simulation algorithm to
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predict (map) spatially continuous surface of air pollution residuals. In fact, these simulation algorithms do characterize the spatial parameters of interest providing the means to generate realizations that reproduce spatial anisotropic correlation structure, and the empirical histogram of the stochastic residuals, $r(s)$. Then, simulated results are added to the learned/tuned model outputs to create the final simulated air pollutant maps. Two key maps may be drawn from the set of geostatistical simulations: a pointwise median map of the variable of interest and the spatial uncertainty attached, which can be quantified by the pointwise interquartile range (IQR).

Parallelization and multithreading processes can be used as optimization techniques to run geostatistical simulation algorithms. In fact, these algorithms provide a measure of spatial uncertainty but at a computational high cost [10]. Several geostatistical simulation algorithms are available to assess spatial uncertainty of predictions (e.g., Sequential Gaussian Simulation, Direct Sequential Simulation, or Turning Bands). The performance of different algorithms can be measured using some loss-function, to select the best model. Readers may refer to Gómez-Hernandez and Srivastava [11] for a comprehensive review of simulation algorithms.

**Further extensions** The ability to model and predict accurately air pollution with spatial data can be further refined by extending research in the perspective of machine learning tuning parameters. It is well known that air pollution exhibits spatial trends and spatial autocorrelation [22]. Relying on learning approaches based on random samples of spatial data to tune model parameters, fails to assess a model’s performance in terms of spatial mapping and only validate its ability to reproduce sampling data [20]. Therefore, instead of leaving spatial interactions to be learned from data, spatial parameters or functions (e.g., geostatistical semi-variogram) could be used as tuning parameter within the algorithmic model to control the optimal space and time ranges to sample [13]. The idea can easily be extended to models aiming at predicting in the multipollutant case [31], by extending the spatial tuning parameters to cross-variograms.

The influential work of Kanevski [16] offers a solid perspective on the grounds of machine learning developments for analysis and modelling of spatial environmental data, that can be easily transferable to air pollution modelling. In future work, researchers could extend the model framework, considering refinements in the assessment of spatial uncertainty, and optimization of parameters tuning by incorporating spatial properties of data.
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