Error Exponents of Low-Density Parity-Check Codes on the Binary Erasure Channel
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Abstract — We introduce a thermodynamic (large deviation) formalism for computing error exponents in error-correcting codes. Within this framework, we apply the heuristic cavity method from statistical mechanics to derive the average and typical error exponents of low-density parity-check (LDPC) codes on the binary erasure channel (BEC) under maximum-likelihood decoding.

I. INTRODUCTION

Assessing the performance of error-correcting codes is a founding topics of information theory. Amongst the simplest codes are the binary block codes, where a source generates with equal probability one of $2^L$ codewords, each a sequence of $N$ bits. As a codeword is transmitted through a discrete memoryless channel, a noise $\xi$ alters independently each bit with some probability. The binary erasure channel (BEC), for instance, erases a bit with a prescribed probability $p \in [0,1]$. Given the received message, the decoding task consists in inferring the most likely original codeword. The probability of error $P(\xi,|C_N)$ then provides a simple characterization of the performance of a code $C_N$.

The properties of error-correcting codes are conveniently studied through ensembles of codes $C_N$, consisting for instance of the set of all block codes with length $N$ and rate $R = L/N$. Shannon showed that, in the limit $N \rightarrow \infty$, a typical code in such an ensemble has a vanishing probability of error if (and only if) $R < R_c(p)$, where $R_c(p)$ corresponds to the channel capacity. This capacity is simply $R_c(p) = 1 - p$ for the BEC. We are here interested in refining the description of the error probability beyond the channel capacity. Error exponents give the exponential rate of decay of $P(\xi,|C_N)$ with $N$, for $C_N \in C_N$, and offer the most appealing generalization. Of particular interest is the so-called reliability function, which gives the lowest achievable exponents as a function of the rate $R$.

However, despite significant efforts to estimate error exponents, resulting in the establishment of a number of bounds, exact expressions are scarce and restricted to a few extreme cases.

In this note, we put forward a thermodynamic (or large deviation) formalism for evaluating error exponents in error-correcting codes. This formalism coherently encompasses two types of exponents: if $C = \{C_N\}_{N \geq 1}$ denotes a sequence of ensembles of codes, we can indeed define, depending on the procedure for choosing the codes $C_N$ in the ensembles $C_N$, an average and a typical error exponents as

$$E_{av} = -\lim_{N \rightarrow \infty} \frac{1}{N} \log E_{C_N} \{ P(\xi,|C_N) \}, \quad (1)$$

$$E_{typ} = -\lim_{N \rightarrow \infty} \frac{1}{N} E_{C_N} \{ \log P(\xi,|C_N) \}, \quad (2)$$

where $E_{C_N}$ denotes the expectation value when $C_N$ is drawn uniformly from the ensemble $C_N$ (log is base 2 throughout). Although the typical error exponent is the most interesting from the practical point of view, the average error exponent is usually simpler to estimate theoretically.

We analyze in the thermodynamic formalism one of the most promising family of block codes, the low-density parity-check (LDPC) codes. The codewords of these codes correspond to the kernel of a sparse $M \times N$ parity-check matrix $A$, with $M = N - L$. Different choices for $A$ lead to different ensemble of codes $C_N$, the simplest example being regular ensembles defined with $A$ having $\ell$ 1’s per column and $k$ per line, and zeros otherwise (in which case $R = 1 - \ell / k$). LDPC codes have been shown to formally map to physical models of disordered systems on random graphs, and we shall exploit this analogy to apply the (non-rigorous) cavity method recently proposed in this context (see also for a related approach).

II. THERMODYNAMIC FORMALISM

Given a received word, consisting of a codeword from a code $C_N$ altered by a noise $\xi$ on the BEC, let $N(\xi, C_N)$ be the number of codewords from which it could come from (this quantity is independent of the initial codeword with LDPC codes). By definition, decoding is achievable if and only if $N(\xi, C_N) > 1$ for random codes, the geometry of the space of codewords indicates that, at least in

1 In this paper we restrict to regular codes, even though our method can be generalized to any irregular ensemble.

2 While the exponential scaling of the error probability is guaranteed when the ensemble of codes comprises all block codes, the average error probability of LDPC codes is known to be polynomial in $N$. Following Gallager, we shall ignore the few atypical codes responsible for this behavior, and consider the average error exponent associated with an expurgated ensemble where they have been excluded.
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the vicinity of the channel capacity, an error most probably involves an exponential number of potential codewords (see e.g. [1]). In such situations, we characterize \( \mathcal{N}_N(\xi, C_N) \) by an entropy, defined as

\[
S_N(\xi, C_N) = \log \mathcal{N}_N(\xi, C_N). \tag{3}
\]

In the limit \( N \to \infty \), for sequences of codes \( C = \{ C_N \}_N \) taken from the sequence of ensembles \( C = \{ C_N \}_N \), the entropy density \( s = S_N/N \) concentrates to a well defined value \( \bar{s} \), and the channel coding theorem takes the following form: there exists \( p_c \), such that \( \bar{s} = 0 \) for \( p < p_c \), and \( \bar{s} > 0 \) for \( p > p_c \) [4]. More generally, we postulate that, for a typical sequence of codes \( C^0 = \{ C^0_N \}_N \), the entropy \( S_N \) satisfies a large deviation principle [3], i.e.,

\[
P_\xi[S_N(\xi, C^0_N)/N = s] \asymp 2^{-N L_0(s)}, \tag{4}
\]

with \( a_N \asymp b_N \) meaning that \( \log a_N/\log b_N \to 1 \). The typical value \( \bar{s} \) corresponds here to the minimum of the rate function \( L_0 \), with \( L_0(\bar{s}) = 0 \). In cases where \( L_0 \) is strictly convex, the typical error exponent is obtained as

\[
E_{\text{typ}} = -\lim_{N \to \infty} \frac{1}{N} \log \sum_{s \geq 1/N} P_\xi[S_N(\xi, C^0_N)/N = s] \tag{5}
\]

\[
= L_0(s = 0).
\]

A simpler quantity to compute than \( L_0(s) \) is \( L_1(s) \), the rate function for the large deviations of \( S_N(\xi, C_N) \) with respect to both the noise \( \xi \) and the codes \( C_N \),

\[
P_\xi[S_N(\xi, C_N)/N = s] \asymp 2^{-N L_1(s)}. \tag{6}
\]

In the so-called thermodynamic formalism [13], \( L_1(s) \) is associated with a potential \( \phi(x) \) defined through the relation

\[
2^N \phi(x) = \mathbb{E}_{\xi, C_N}[2^{x S_N(\xi, C_N)}] = \int ds 2^N[xs - L_1(s)]. \tag{7}
\]

Under the assumption that it is convex, the rate function \( L_1(s) \) is derived from the knowledge of \( \phi(x) \) by Legendre transformation:

\[
L_1(s) = \max_x \{xs - \phi(x)\}. \tag{8}
\]

The average exponent, obtained from \( E_{\text{av}} = L_1(s = 0) \), may differ from the typical exponent \( E_{\text{typ}} \). Typical codes \( C^0_N \) can however also be described within a thermodynamic formalism, provided an extra "temperature" \( y \) is introduced, together with a generalized potential \( \psi(x, y) \) satisfying

\[
2^N \psi(x, y) = \mathbb{E}_{\xi, C_N} \left[ \left( \mathbb{E}_\xi[2^{x S_N(\xi, C_N)}] \right)^y \right]. \tag{9}
\]

The average case is here recovered for \( y = 1 \), with \( \psi(x, y = 1) = \phi(x) \). Typical error exponents are associated with \( y = 0 \) (see [11] for details and exceptions), with

\[
E_{\text{typ}} = L_0(s = 0) = -\partial_y \psi(x^*, y = 0) = 0, \tag{10}
\]

where \( x^* \) selects for \( s = \frac{1}{y} \partial_x \psi(x^*, y) \big|_{y=0} = 0 \).

### III. Cavity method

Disordered systems constructed out of random ensembles, of which LDPC codes are particular examples, have been the subject of intensive studies in statistical mechanics. One of the most elaborate analytical tools developed in this context is the cavity method [10], which allows to extract the typical properties of models defined on random graphs. While yielding virtually equivalent predictions than the similar replica method, this method has both more sound probabilistic foundations, and an attractive relation to message-passing algorithms, such as belief propagation (BP). The cavity method has also been recently extended to deal with large deviations [12], making it perfectly suited to the evaluation of error exponents.

As far as typical codes and typical noise are concerned, the cavity method is equivalent to a BP density evolution analysis. Belief propagation, also known as the "peeling decoder" in the context of the BEC [5], consists in propagating messages between bits (the \( N \) letters of a word) and checks (the \( M \) linear equations encoded in the parity-check matrix \( A \) that each codeword must satisfy). The messages can take three different values: * (eraser) or 0 or 1. Initially, each bit sends its value 0 or 1, or * if erased, to each of the parity checks it is involved in. Check-to-bit and bit-to-check messages are then sent alternatively. If a check \( a \) receives non-eraser messages from all its bits but \( i \), it sends to \( i \) the sum (modulo 2) of these messages; otherwise, the check \( a \) sends * to \( i \). If an erased bit \( i \) receives at least one non-eraser message from any of its checks but \( a \), it sends it to \( a \) (if more than one, they are necessarily identical); otherwise, the bit \( i \) sends its value, 0 or 1, or * if erased, to \( a \). The algorithm stops after convergence of the iterations.

The (typical) cavity method, or BP density evolution, analyzes the outcome of this procedure in the limit where the codeword length \( N \) is infinite. It introduces \( \eta \), the probability that a bit sends an erasure message to a check, and \( \zeta \) the probability that a check sends an erasure message to a bit, both taken after BP has reached convergence. The cavity equations satisfied by these two probabilities,

\[
\zeta = 1 - (1 - \eta)^k, \quad \eta = p (1 - \eta)^k, \tag{11}
\]

characterize the fixed point of the BP density evolution (see Fig. 1).

Once BP has converged, bits receiving at least one non-eraser message are fixed to their correct value, as are the non-erased bits. When eliminated, along with the checks receiving no more than one erasure message, they leave the so-called core. The dimensions \( M_c \times N_c \) of the associated residual matrix are, with high probability:

\[
N_c = p(1 - \eta)^k + o(N),
\]

\[
M_c = \frac{\ell}{k}[1 - (1 - \eta)^k - \eta(1 - \eta)^k - 1]N + o(N). \tag{12}
\]
For $p < p_d(\ell, k)$, the only solution to (11) is $\zeta = 0, \eta = 0$, meaning that BP is able to decode the whole word with high probability. For $p > p_d$ however, BP gets stuck at some $\zeta > 0, \eta > 0$. In this case, it can be proved that the residual matrix has full-rank with high probability [9]. Therefore, the problem has exactly $2^{N_c-M_c}$ solutions if $N_c > M_c$, and one solution (the original codeword) otherwise. In this approach, the critical noise $p_c(\ell, k)$ is obtained from the condition $N_c = M_c$, and $\bar{s}$ is given by $\max(0, \bar{s}_{cav})$, with $\bar{s}_{cav} = \lim_{N \to \infty} (N_c - M_c)/N$.

The large deviation cavity method is built on the same ideas but incorporates a biased measure over the noise and code ensemble, as prescribed by Eq. (9). When we consider the value of a bit-to-check message as a function of its $(\ell - 1)(k - 1)$ “grandparents”, we also evaluate the “entropy shift” $\Delta S$ associated with the addition of the bit and its $\ell - 1$ checks, i.e. the difference between the numbers of columns and lines contributed by the bit and its checks to the residual matrix. Then the message is sent with a probability proportional to

$$\left( E_{2^x \Delta S}^x \right)^y. \quad (13)$$

For regular LDPC codes, we thus obtain for the potential

$$\psi(x, y) = \log Z_\ell - \frac{\ell(k - 1)}{k} \log \left[ (1 - \eta)^k + (1 - \zeta)^\ell \right] 2^{-xy} \quad (14)$$

with

$$Z_\ell = (\zeta 2^{-xy} + 1 - \zeta)^\ell - (\zeta 2^{-xy})^\ell + \zeta \ell (p2^x + 1 - p)^y 2^{-\ell xy} \quad (15)$$

and

$$\eta = \frac{\zeta^{\ell - 1} (p2^x)^y 2^{-(\ell - 1)xy} Z_{\ell - 1}^{-1}}{1 - \eta^{k - 1}}. \quad (16)$$

Note that the entropy conjugated with $x$ is not the “real” entropy $s$, but $s_{cav} = (N_c - M_c)/N$. When $x = 0$, the fixed point of the usual density evolution equations [11] is recovered, with $(1/y)\partial_x \psi(x = 0, y)$ giving back $s_{cav}$.

The energetic version of the cavity method is also referred to as “replica symmetric” in the physics literature, while the entropic version is known as “one-step replica symmetry breaking”.

IV. LDPC Codes

We first discuss average error exponents. The calculation of the average rate function $L_1(s)$ reveals four distinct regimes when the noise level $p$ is varied, as illustrated and explained in Fig. 2. In particular, we find that the rate function $L_1(s)$ is no longer defined for $s = 0$ when $p$ is too small ($p < p_{1rsb}$), which points to the inadequacy of our method in this low-noise regime.

Indeed, by retaining $s = 0$ as criterion for correct decoding, we assumed that an error implicates an exponential number of codewords. An error may however also be caused by the presence of one (or a few) isolated codeword(s). Estimating this probability requires an alternative, “energetic”, scheme, as opposed to the “entropic” scheme discussed so far3. Equations for the energetic average and typical error exponents can also be obtained from the large deviation cavity method [11], but their solutions are confined to a restricted interval $p > p_{rs}$, indicating again that the lowest noise levels are not appropriately described. The entropic and energetic exponents are found to cross at $p_c$, which corresponds to the so-called critical rate [11, 3]. We conjecture that the entropic
and the random linear code limit (19) are also plotted for comparison.

Fig. 3 shows our predictions for the average exponent in the energetic regime leads us to introduce an additional threshold,

$$E_{av}(RLC) = \begin{cases} 1 - R - \log(1 + p) & \text{if } p < p_c, \\ D(1 - R||p) & \text{if } p_c < p < p_e. \end{cases}$$

It coincides with the average error exponent of the random linear code (RLC) ensemble, where the $M \times N$ parity-check matrix is chosen at random with uniform probability among all possible parity-check matrices. Assuming that the inversion of the limits $N \to \infty$ and $k, \ell \to \infty$ is justified, we interpret this result as a validation of our approach (note that here, $p_c = 0$).

The analysis of the typical error exponent in the energetic regime yields us to introduce an additional threshold,

$$p_y = \frac{\delta_{GV}(R)}{1 - \delta_{GV}(R)},$$

where $\delta_{GV}(R)$, the minimal reduced distance of a typical linear code, is given by the smallest solution of $-\delta \log \delta - (1 - \delta) \log(1 - \delta) = 1 - R$. Below $p_y$, physical arguments [11] indicates that the typical error exponent must differ from the average one, with:

$$E_{typ}(RLC) = \begin{cases} -\delta_{GV}(R) \log p & \text{if } p < p_y, \\ E_{av}(RLC) & \text{if } p > p_y. \end{cases}$$

We are not aware of any previous report of this expression in the literature, but the fact that it matches the union bound suggests that it is exact. Fig. 4 presents the error exponents as a function of $R$, with $p = 0.4$ fixed.

The two thresholds $p_c$ and $p_y$ are presumably generic features of block codes, and are also found with random codes on the binary symmetric channel [11].

**Table 1**: Thresholds $p_{trsh}$, $p_{rs}$, $p_c$, $p_d$ and $p_e$ (see text and Fig. 2) for two regular ensembles of LDPC codes.
VI. Discussion

Despite being one of the earliest and most basic topics in information theory, error exponents still retain today a number of unsolved issues. We advocated here a novel, thermodynamical, formulation of this problem. Using the cavity method from statistical mechanics, we worked out in this framework expressions for the average and typical error exponents of LDPC codes on the BEC.

While non rigorous, the cavity method aims at providing exact formulæ. Accordingly, our expressions are consistent with the various rigorous studies reported in the literature. The quest for rigorous proofs of formulæ obtained from the cavity method is currently an active fields of mathematics [15]. Remarkably, predictions from the cavity method on the maximum-likelihood threshold $p_c$ could be turned into rigorous theorems [9]. This may inspire alternative derivations of our results.

Perhaps not too surprisingly, the entropic range $p_c < p < p_e$ where we conjecture our results to be exact also coincides with the limited interval for which the related problem of determining the reliability function of block codes has been solved so far. Extending our method to $p < p_c$, where we could obtain only approximate results (except in the infinite connectivity limit), remains a challenging open problem.

Using the same approach, we also analyzed the case of the binary symmetric channel, obtaining comparable results [11]. A more interesting extension would be to iterative decoding, such as BP. Although arguably quite academic, studying maximum-likelihood decoding, as we did, is nevertheless certainly an essential preliminary step.
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