Forecasting of Daily Outpatient Visits Based on Genetic Programming
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Abstract

Background: The forecasting of daily outpatient visits has significant practical implications in outpatient clinic operation management, not only contributing to guiding long-term resource planning and scheduling but also making tactical resolutions for short-term adjustments on special days such as holidays. We here propose an effective genetic programming (GP)-based forecasting model to predict daily outpatient visits (OV) in a primary hospital.

Methods: In the GP-based model, the holiday-based distance outlier mining algorithm was used to determine the holiday effect. In addition, solar terms were applied as the smallest unit to more accurately determine the impact of a change in the climate on the outpatient volume. A segmental learning strategy also was used to predict the daily outpatient volume for the time series data.

Results: The GP-based prediction could more effectively extract depth information from a finite training sample size and achieve a better performance for predicting daily outpatient visits, with lower root mean square error (RMSE) and higher coefficient of determination (R²) values, than the seasonal autoregressive integrated moving average (SARIMA) model in the time range of holidays and the holiday effect.

Conclusion: GP-based model can achieve better prediction performance by overcoming the shortcomings of the SARIMA model. The results can be applied to support decision-making and planning of outpatient clinic resources, to help managers implement periodic scheduling of available resources on the basis of periodic features, and to perform proactive scheduling of additional resources.
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Introduction

The accurate forecasting of outpatient visits (OV) plays a key role in the planning and allocation of healthcare resources. Currently, outpatient clinics use formal and informal systems to forecast patient demands and acuity levels, thereby allocating clinical resources efficiently and effectively for better service. Tandberg and Qualls (1) first developed a time series model as the benchmark to predict demands for medical services. Since then, several forecasting applications have been developed to predict OV mainly using three different models: traditional statistical models, artificial intelligence models, and hybrid models.
Statistical prediction methods such as the autoregressive integrated moving average (ARIMA) model have been widely used to forecast OV (2-8). Furthermore, ARIMA models have been extended and modified to form the seasonal ARIMA (SARIMA) model and the multiplicative SARIMA model (3-5) to capture cycles over a weekly period in daily time series data for better prediction of monthly OV. However, the relationship between the target variables and factors in many time series data is nonlinear and complex, resulting in a poor prediction for nonlinear data. Artificial intelligence (AI) models such as the neural network and the genetic algorithm have been applied to predict OV (9-15). AI strategies based on data-driven and nonparametric models provide a higher prediction accuracy with some limitations including unknown or difficult-to-describe underlying relationships among datasets. Recently, several hybrid methods that integrate statistical prediction with AI have been proposed as a new platform for the prediction of OV (16-20). The statistical, AI, and hybrid prediction methods have bottlenecks that hinder improving the accuracy of predicting the number of patient visits. First, the current prediction models mainly use the quarter or month as the unit to predict the OV. In fact, the daily OV is more instructive to the daily allocation of clinical resources. Second, the prediction of OV during holidays has barely been included in the prediction models. Finally, the holiday effect has not been considered yet in the prediction of the number of OV, where the holiday effect is defined as an abnormal change in the number of OV during a period before or after holidays.

To address the shortcomings of the current prediction models, we herein propose a genetic programming (GP)-based model to predict the number of daily OV. In this model, the solar term is used as the minimum time unit to represent the change in the climate, and the distance-based outlier mining algorithm is used to determine the effective time range of the holiday effect.

**Materials and Methods**

**Data preprocessing and determination of the holiday effect**

**Data description**

The historical data with a total of 1096 daily OV from Jan 1, 2015 to Dec 31, 2017 at the top three hospitals in Dalian City, China, were collected (Fig. 1). The number of overall daily OV increased every year, with a large seasonal fluctuation. The number of daily OV ranged from 619 to 9639, with an average of 5500 ($\sigma^2 = 4,653,076$).

![Fig. 1: The number of daily OV from January 1, 2015 to December 31, 2017 in a primary hospital located in Dalian City, China](image)

**Data preparation**

The data attributes of daily outpatient volume in clinics were set as follows:

{Year, season, month, day, weekday, festival, festIndex, outpaNo}
Where year ∈ {2015, 2016, 2017}; season ∈ {1, 2, 3, 4}, “1” for the first quarter, “2” for the second quarter, and so forth; month ∈ {1, 2, …, 12}, “1” for Jan, “2” for Feb, and so forth; day ∈ {2015/01/01, …, 2017/12/31}, presenting a specific date, “2015/01/01” for Jan 1, 2015; weekday ∈ {1, 2, …, 7}, presenting the day of the week, “1” for Monday, “2” for Tuesday, and so forth; festival ∈ {0, 1, 2, 3, 4, 5, 6, 7}, representing holiday types, “0” for nonfestival, “1” for New Year’s Day, “2” for Chinese Spring Festival, “3” for Qingming Festival, “4” for Labor Day, “5” for Dragon Boat Festival, “6” for Mid-Autumn Festival, and “7” for National Day; festIndex ∈ {1, 2, …, n}, representing the days of the festival, “1” for the first day of the festival, “2” for the second day of the festival, and so forth; and outpaNo represents the number of OV for a specific day. Table 1 lists the daily OV within a period before and after the 2016 Chinese Spring Festival, showing a great decrease of daily outpatient volume during the Spring Festival.

**Table 1:** The number of daily OV with the SARIMA model and the repredicted number of daily OV with the adjusted model during the period around the 2016 Chinese Spring Festival

| Daily OV | Repredicted daily OV with the adjusted model |
|----------|---------------------------------------------|
| Day      | Season| Month| Weekday| Festival| FestIndex| OutpaNo | SolarTerm| Mont h| WeekIndex| Festival| FestIndex| FestEff| OutpaNo |                     |
|----------|-------|------|--------|---------|----------|--------|---------|-------|----------|---------|----------|--------|---------|                     |
| 2016/2/1 | 201   | 1    | 2      | 1       | 0        | -      | 6638    | 1     | 2        | 2       | 1        | 0      | -       | 6638 |
| 2016/2/2 | 201   | 1    | 2      | 2       | 0        | -      | 6106    | 1     | 2        | 2       | 2        | 0      | -       | 6106 |
| 2016/2/3 | 201   | 1    | 2      | 3       | 0        | -      | 5483    | 1     | 2        | 2       | 3        | 0      | -       | 5483 |
| 2016/2/4 | 201   | 1    | 2      | 4       | 0        | -      | 4945    | 2     | 2        | 1       | 4        | 0      | -       | 4945 |
| 2016/2/5 | 201   | 1    | 2      | 5       | 0        | -      | 4211    | 2     | 2        | 1       | 5        | 2      | -       | 4211 |
| 2016/2/6 | 201   | 1    | 2      | 6       | 0        | -      | 2708    | 2     | 2        | 1       | 6        | 2      | -       | 1    2708 |
| 2016/2/7 | 201   | 1    | 2      | 7       | 2        | 1      | 747     | 2     | 2        | 1       | 7        | 2      | 1       | 747  |
| 2016/2/8 | 201   | 1    | 2      | 1       | 2        | 2      | 963     | 2     | 2        | 2       | 1        | 2      | 2       | 963  |
| 2016/2/9 | 201   | 1    | 2      | 2       | 2        | 3      | 1101    | 2     | 2        | 2       | 2        | 2      | 3       | 1101 |
| 2016/2/10| 201   | 1    | 2      | 3       | 2        | 4      | 1136    | 2     | 2        | 2       | 3        | 2      | 4       | 1136 |
| 2016/2/11| 201   | 1    | 2      | 4       | 2        | 5      | 2670    | 2     | 2        | 2       | 4        | 2      | 5       | 2670 |
| 2016/2/12| 201   | 1    | 2      | 5       | 2        | 6      | 2761    | 2     | 2        | 2       | 5        | 2      | 6       | 2761 |
| 2016/2/13| 201   | 1    | 2      | 6       | 2        | 7      | 1664    | 2     | 2        | 2       | 6        | 2      | 7       | 1664 |
| 2016/2/14| 201   | 1    | 2      | 7       | 0        | -      | 3427    | 2     | 2        | 2       | 7        | 2      | -       | 1    3427 |
| 2016/2/15| 201   | 1    | 2      | 1       | 0        | -      | 6402    | 2     | 2        | 3       | 1        | 2      | -       | 2    6402 |
| 2016/2/16| 201   | 1    | 2      | 2       | 0        | -      | 6792    | 2     | 2        | 3       | 2        | 2      | -       | 3    6792 |
| 2016/2/17| 201   | 1    | 2      | 3       | 0        | -      | 6921    | 2     | 2        | 3       | 3        | 2      | -       | 4    6921 |
| 2016/2/18| 201   | 1    | 2      | 4       | 0        | -      | 6539    | 2     | 2        | 3       | 4        | 0      | -       | 6539 |
| 2016/2/19| 201   | 1    | 2      | 5       | 0        | -      | 6114    | 3     | 2        | 1       | 5        | 0      | -       | 6114 |

Available at:  [http://ijph.tums.ac.ir](http://ijph.tums.ac.ir)
**Evaluation indicators**

The root mean square error (RMSE) and coefficient of determination ($R^2$) values were used as the forecasting evaluation indicators and are defined as follows:

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}
\]

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2}
\]

Where \(\bar{y} = \frac{\sum_{i=1}^{n} y_i}{n}\), \(n\) is the number of total daily outpatient visits, \(y_i\) is the \(i^{th}\) daily outpatient visit, and \(\hat{y}_i\) is the predicted value corresponding to \(y_i\).

**Adjustment of data attributes**

The SARIMA model was used for the preliminary prediction, and the evaluation indicators $R^2$ and RMSE were 0.773 and 1029.418, respectively. The numbers of predicted daily OV for all three years and in February 2016 are shown in Fig. 2 and Fig. 3, respectively. On Feb 7, 2016, the date of the Chinese Spring Festival, the actual daily outpatient volume was 747; however, the predicted volume with SARIMA was 4532. The great difference between the predicted and actual daily number of OV mainly resulted from large fluctuations in the special holiday effect. Compared with normal working days, holidays including the Chinese Spring Festival and National Day have significant effects on the numbers of daily outpatient visits. Furthermore, the numbers of daily OV were significantly associated with the climatic conditions where the outpatient clinics are located (21). Two time series attributes (season and month) cannot really reflect a change in the climate. The climate conditions on the same day among different years might be significantly different.

Medical studies have demonstrated that the “24 solar terms” have a significant effect on disease (22). The solar terms fully consider the variation of natural phenomena and reflect the changes in climate more precisely than the season and month alone.

![Fig. 2: The number of predicted daily OV with SARIMA from Jan 1, 2015 to Dec 31, 2017](image-url)
Based on the prediction results of the SARIMA model and the effects of the solar terms on disease, the data attributes of the daily OV were adjusted as follows:

\{Year, month, solarTerm, weekIndex, weekday, festival, festIndex, festEffitive, outpaNo\}

Where solarTerm = \{1, 2, ..., 24\}, representing the 24 solar terms, “1” for Xiaohan, “2” for Da-han, and the others following the order of the 24 solar terms; weekIndex = \{1, 2, 3\}, representing the weeks within the current solar term, “1” for the first week corresponding to solar terms, “2” for the second week, and so forth. The maximum weekIndex is 3 because each solar term has at most 16 days. 

\[\text{festEffitive} = \{-n_b, ..., -1, 1, ..., n_a\}\]

, representing the time range of the holiday effect, “-1” for the first day before the holiday with a holiday effect, “1” for the first day after the holiday with a holiday effect, and so forth. The holiday effect variables \(n_b\) and \(n_a\) have the following characteristics: 1) the \(n_b\) day before the holiday and the \(n_a\) day after the holiday must have a holiday effect; 2) the \(n_b + 1\) day before the holiday and the \(n_a + 1\) day after the holiday must have no holiday effect; and 3) \(n_b\) may not be equal to \(n_a\) for the same holiday.

The numbers of daily OV during the 2016 Chinese Spring Festival were estimated using the adjusted data attributes \((n_b = 2n_a = 4)\) (Table 1). Any day of the year can be uniquely determined by the values of the attributes (year, solarTerm, weekIndex, and weekday).

** Determination of the holiday effect on the outpatient volume **

The time range of the holiday effect, namely \(n_b\) and \(n_a\), was determined to estimate the holiday effect on the daily outpatient volume: if the number of daily OV for a specific day before or after a holiday changed abnormally, the number of daily OV for that day was defined as an outlier relative to the daily outpatient volume set within a certain time range. A distance-based outlier mining algorithm (\(\text{Lth}_\text{Day}_\text{Check}\)) was developed to determine \(n_b\) and \(n_a\) with two steps. Step 1 determines whether the daily outpatient volume on the \(lth\) day has a holiday effect according to the characteristics of the daily outpatient volume \(\text{outpaNo}_x\) on the \(lth\) day before or after the holiday \(x\) as follows:

\[
\text{outpaNo}_{x}^{l} \geq v_{u} = \text{Mean}_{\text{outpaNo}_{db(x,l,k)}} + \lambda (\max_{db(x,l,k)} - \min_{db(x,l,k)})
\]

or

\[
\text{outpaNo}_{x}^{l} \leq v_{l} = \text{Mean}_{\text{outpaNo}_{db(x,l,k)}} - \lambda (\max_{db(x,l,k)} - \min_{db(x,l,k)})
\]

![Fig. 3: The number of predicted daily OV with SARIMA in February 2016](image-url)
Where  
\[ kb(x,l,k) = \{outpaNo_{x,l}, outpaNo_{x,1}, outpaNo_{x,2}, ..., outpaNo_{x,k}\} \]
and  
\[ outpaNo_{x,l, weekday} = outpaNo_{x,l}. weekday \]
represents a subdataset composed of \( k + 1 \) daily OV including  
\[ outpaNo_{x,l, weekday} \text{ with a certain period around holiday } x; \]
\[ outpaNo_{x,l} \text{ is the normal daily outpatient volume without a holiday effect, } i = 1,2, ..., k. \]
\[ Mean\_outpaNo_{db(x,l,k)} = \frac{\sum_{i \in db(x,l,k)} outpaNo_i}{k+1} \]  
\( \lambda \in [0,6,1] \) is the adjustment coefficient.  
\[ max_{db(x,l,k)} \text{ and } min_{db(x,l,k)} \] are the maximum and minimum daily outpatient volumes in the dataset \( db(x,l,k) \), respectively.

Step 2 determines whether \( outpaNo_{x,l,k} \) is an outlier. If the distance between \( outpaNo_{x,l,k} \) and at least \( p \times 100\% \) of the data points in the dataset \( db(x,l,k) \) is greater than \( r \), \( outpaNo_{x,l,k} \) is defined as an outlier. The parameters \( p \) and \( r \) are defined as follows:

\[ p = \frac{k + 1}{k} \]  
\[ r = \frac{\sum_{i \in db(x,l,k), \{x\}} |outpaNo_i - outpaNo|}{k+1} \]  
\[ \sum_{i \in db(x,l,k), \{x\}} \] represents the sum of daily outpatient volumes excluding \( x \).

The outpatient volume data during the 2016 Spring Festival shown in Table 1 were used as an example to determine if the first day (Feb 14, 2016, Sun) after the Spring Festival has a holiday effect. Given \( k = 8 \) and \( \lambda = 0.6 \), the actual outpatient volume in the dataset \( db(7,1,9) \) is \{3427, 2158, 1725, 1687, 2053, 2074, 2250, 2469, 2277\}, where the first data point (3427) is the outpatient volume on the first day after the Spring Festival; and the other numbers are the daily OV in the four normal Sundays before (4 Sundays) and after (4 Sundays) Feb 14, 2016; \( Mean\_outpaNo = 2236.56 \); \( max_{db(7,1,9)} = 3427; \) and \( min_{db(7,1,9)} = 1687 \). According to equation (1), \( v_u = 3280.56 \), which is less than 3427. Therefore, the day (Feb 14, 2016) has a holiday effect. According to formula [2] and formula [3], \( P = 0.89 \) and \( r = 98.56 \). The distances between the daily outpatient volume on February 14, 2016 and the daily outpatient volume of other days excluding Feb 14, 2016 in the dataset \( db(7,1,9) \) are greater than \( r \), indicating that the number of daily OV on Feb 14, 2016 is the outlier. Therefore, the first day after the 2016 Spring Festival has a holiday effect.

The complete steps for determination of the time range of the holiday effect of the holiday \( x \) are as follows:

Step 1: \( sum_n_b = sum_n_a = 0 \)
Step 2: for each \( y \in year \)
Step 2.1: determine the parameters \( n_{b,y} \) and \( n_{a,y} \) of the holiday effect for the holiday in the year using the \( l^{th} \_Day\_Check \) algorithm.

Step 2.2: \( += n_{b,y}sum_n_a += n_{a,y} \)
Step 3: end for

Step 4: export \( n_{b,y} \) and \( n_{a,y} \): \( n_b = \lceil \frac{sum_n_b}{\lceil year \rceil} \rceil, n_a = \lceil \frac{sum_n_a}{\lceil year \rceil} \rceil \), where \( \lceil a \rceil \) represents the smallest integer greater than or equal to \( a \).

The outpatient volume data during the 2016 Spring Festival shown in Table 1 were used as an example for the \( l^{th} \_Day\_Check \) algorithm: \( n_{a,2015} = 4, n_{a,2016} = 3n_{a,2017} = 4, n_{b,2015} = 1n_{b,2016} = 2, \) and \( n_{b,2017} = 1 \). According to \( l^{th} \_Day\_Check, n_a = \lceil \frac{4+3+4}{3} \rceil = 4, \) and \( n_b = \lceil \frac{1+2+1}{3} \rceil = 2 \).

**GP-based daily OV forecasting algorithm**

**GP-based daily outpatient volume prediction algorithm review**

As an artificial intelligence algorithm (23), GP uses a hierarchical structure with variable space to represent the solution space. We proposed a GP-based daily outpatient volume prediction model algorithm by integrating function symbol sets and terminal symbol sets to randomly generate the predicted daily outpatient volume (initial population) for learning operations such as selection, crossover, and mutation.

**Coding**

The gene value of the individual code is derived from the function symbol set composed of mathematical operation symbols consisting of the input variables and constants of the problem. The individual codes are organized in a tree
structure to generate the initial group with the “growth method.” The steps are as follows: the maximum depth of a tree (i.e., the number of node layers) is predetermined, and then an element is randomly selected from the function symbol set as the root node to randomly generate the same number of subtrees as the number of operands of the function corresponding to the element. If the depth of a node is less than the given maximum depth, an element is randomly selected from the function symbol set or terminal symbol set to fill the node. If the depth is equal to the maximum depth, an element is selected from the terminal symbol set to fill the node.

**Fitness evaluation and selection**
The tournament selection strategy is a fitness-based selection scheme used to select individuals that participate in crossover and variation as follows. A set of \( m \) individuals is randomly selected from the parental population that is known as the tournament set \( (m) \), from which the individual with the best fitness is selected. In addition, the elitist strategy is used to save the individuals with the best-fitness in each generation.

**Crossover**
Crossover is the main operation for generating new individuals that inherit the parental genes and generate new genes. Two individuals \( (P_1, P_2) \) are randomly selected from the population as the parents, and a point is then randomly selected from each parent as the crossover point. Two parents exchange the crossover point as the root node of a subtree to generate new individuals \( (O_1, O_2) \).

**Mutation**
Mutation increases the diversity of the population, which helps the algorithm to jump out of the local optimum. An individual from the population is randomly selected as the parent, then a node from the parent is randomly selected as the point. The subtree rooted in the mutation point is deleted, and a new subtree is randomly generated and inserted into the mutation point.

**Segment learning**
We proposed a segmented learning strategy to realize the segmental learning of the daily outpatient forecast function. A fitness threshold is preset for the GP algorithm to learn the prediction functions. If the fitness of the GP-generated prediction functions is lower than the threshold, an attribute is randomly selected to establish a segmental boundary in which the prediction function is generated to perform prediction learning until the fitness reaches the threshold.

The segmental boundary of the piecewise functions is often determined by the dichotomy (24). If we assume that the feature to be segmented is \( R \) with an interval of \([t_i, t_{i+1}]\), the midpoint of \( R \) \( (t_{\text{mid}} = \frac{t_{i}+t_{i+1}}{2}) \) is used as a segmental point for learning between \( R_1 = [t_i, t_{\text{mid}}] \) and \( R_2 = [t_{\text{mid}}, t_{i+1}] \). If the fitness of the prediction function reaches the threshold, \( t_{\text{mid}} \) is determined as is determined as the segmental point. If the fitness of the prediction function is lower than the threshold, the segmental boundary with dichotomy is repeated in the interval below the fitness threshold, until it reaches the threshold.

Fluctuations in the number of daily OV are mainly caused by holidays. Therefore, the festival feature is prioritized for segmental learning with the dichotomy method.

**Results**
Totally, 1096 historical data of daily outpatient volume from a primary hospital were used for the experimental sample to validate the forecasting model. The data were first preprocessed by definition of the features and algorithm for the time range of the holiday effect, and then GP-based prediction function learning was performed to determine the daily outpatient volume. The GP parameters were defined as follows: population size, 200; maximum depth, 10; crossover probability, 0.8; mutation probability, 0.1; and number of iterations, 500. The function symbol set was \( \{+, -, *, /\} \).
, \sin, \cos, \tan, \log_{10}, \exp, \ln, \sqrt{\cdot} \}, \text{ and the terminal symbol set was } \{X_0, X_1, X_2, X_3, X_4, X_5, X_6, X_7\} \cup \{1, 2, 3, 5, 7, 11, 13, 100\}, \text{ where } X_0 \text{ represents the year; } X_1 \text{ for represents the month; } X_2 \text{ represents the solar term; } X_3 \text{ represents the week of the solar term; } X_4 \text{ represents the day of the week; } X_5 \text{ represents the day of a certain holiday; and } X_7 \text{ represents the time range of the holiday effect. The constant set } \{1, 2, 3, 5, 7, 11, 13, 100\} \text{ was mainly composed of the prime numbers of 1–13 and helped to mine the constant terms in the prediction functions (24).}

In order to avoid the issues of over-fitting and under-fitting during the learning process, the validation was performed as follows: if the number of samples in a certain learning interval is greater than 50, 75% of the samples are used as the learning set and 25% of samples are used as the testing set. Otherwise, the “leave one method” is adopted, meaning among \(k\) samples, only one sample is left at a time as the testing set, and the other samples are used as the learning set for learning \(k\) times in total. The prediction function with the highest fitness is selected as the final result. \(R^2\) remains above 0.9 in all cases, indicating that the prediction function of the daily outpatient volume explains more than 90% of the factors in the outpatient volume prediction. Our forecasting model for daily OV was proven to have a high prediction accuracy. \(R^2\) for the non-holiday daily outpatient volume \((X_5 = 0 \text{ and } X_7 = 0)\) was 0.9381 (RMSE = 498.6147) in the learning set and 0.98163 (RMSE = 463.0586) in the testing set. It is clear from Fig. 4 that the predicted values of the daily OV on nonholiday days are very close to the actual values.

![Fig. 4: Comparisons between the predicted daily OV with the GP-based model and the actual numbers of daily OV](image)

**Discussion**

To the best of our knowledge, we demonstrated a GP-based prediction for the first time to more effectively extract depth information from a finite training sample size that achieves a better performance for predicting daily outpatient visits, with lower RMSE and higher \(R^2\) values, than the SARIMA model. Time series analysis for forecasting ED arrivals has been pronounced in studies with acceptable results (1-5).

As indicated by the preliminary results of SARIMA prediction, the number of daily OV greatly fluctuates during holidays. The ARIMA algorithm proposed in our study was able to accurately predict ED visits, with a margin of error of 1.001 and an RMSE of 1.55. Further, we developed a GP-based prediction model that has the highest prediction accuracy with respect to the prediction of daily patient arrivals. In the GP-based forecasting model, the holiday-based distance outlier mining algorithm was used to determine the holiday effect. The solar terms were applied as the smallest unit to more accurately determine the impact of a change in the climate on the outpatient volume. In addition, a segmental learning strategy was proposed to realize the prediction of daily outpatient volume. Based on
error measures and visual interpretation of the results, we can infer that the prediction provides a useful assessment to forecast daily ED visits. The proposed GP-based forecasting algorithm can predict daily OV with an R² value greater than 0.9, which is a significant improvement in the forecasting performance compared to the SARIMA model. The proposed model is designed to improve the forecasting accuracy by overcoming the shortcomings of the SARIMA model in the time range of holidays and the holiday effect. The results can be applied to support decision-making and planning of outpatient clinic resources, to help managers implement periodic scheduling of available resources on the basis of periodic features, and to provide proactive scheduling of additional resources.

Conclusion

We developed and validated a GP-based prediction model that achieves better prediction performance by overcoming the shortcomings of the SARIMA model in the time range of holidays and the holiday effect, with a lower residual variance and a lower mean of residual errors.
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