Deep transfer learning for the classification of variable sources
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ABSTRACT

Ongoing or upcoming surveys such as Gaia, ZTF, or LSST will observe the light curves of billions or more astronomical sources. This presents new challenges for identifying interesting and important types of variability. Collecting a sufficient amount of labeled data for training is difficult, especially in the early stages of a new survey. Here we develop a single-band light-curve classifier based on deep neural networks and use transfer learning to address the training data paucity problem by conveying knowledge from one data set to another. First we train a neural network on 16 variability features extracted from the light curves of OGLE and EROS-2 variables. We then optimize this model using a small set (e.g., 5%) of periodic variable light curves from the ASAS data set in order to transfer knowledge inferred from OGLE and EROS-2 to a new ASAS classifier. With this we achieve good classification results on ASAS, thereby showing that knowledge can be successfully transferred between data sets. We demonstrate similar transfer learning using HIPPARCOS and ASAS-SN data. We therefore find that it is not necessary to train a neural network from scratch for every new survey; rather, transfer learning can be used, even when only a small set of labeled data is available in the new survey.
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1. Introduction

In recent years deep learning has achieved outstanding success in various research areas and application domains. For instance, convolutional neural networks (CNNs; Lecun et al. 2015) use convolutional layers to regularize and build space-invariant neural networks to classify visual data (Krizhevsky et al. 2012; Goodfellow et al. 2014; Szegedy et al. 2015). AlphaGo, which is one of the most astonishing achievements of deep learning and is based on reinforcement learning, defeated several world-class Go players (Silver et al. 2016). In astronomy, deep learning has become popular and has been used in many types of studies, such as star-galaxy classification (Kim & Brunner 2017), astroseismology classification of red giants (Hon et al. 2017), photometric redshift estimation (D'Isanto & Polsterer 2018), galaxy-galaxy strong lens detection (Lanusse et al. 2018), exoplanet finding (Pearson et al. 2018), point source detection (Vafaei Sadr et al. 2019), and fast-moving object identification (Duev et al. 2019), to name just a few examples.

Training a deep learning classification model requires a huge amount of labeled data, which are not always readily available. This can be addressed using “transfer learning”, a method that preserves prior knowledge inferred from one problem that has sufficient samples (the “source”) and applies it to a related problem (the “target”) (Hinton et al. 2015; Yim et al. 2017; Yeo et al. 2018). Transfer learning starts with a machine learning model that has been trained on a large number of labeled samples from the source. It then optimizes parameters in the model using a small number of labeled samples from the target. The source and target samples can be different but need to be related such that extracted features to train the model are general and relevant in both samples. Period, amplitude, and variability indices could be such features when the problem is one of classifying the light curves of variable stars.

Transfer learning has been used in a number of ways, such as for medical image classification (Shin et al. 2016; Maqsood et al. 2019; Byra et al. 2020), recommender-system applications (Pan et al. 2012; Hu et al. 2019), bioinformatics applications (Xu et al. 2010; Petegrosso et al. 2016), transportation applications (Di et al. 2018; Wang et al. 2018; Lu et al. 2019), and energy saving applications (Li et al. 2014; Zhao & Grace 2014). Some studies in astronomy have also used transfer learning, such as Ackermann et al. (2018), Domínguez Sánchez et al. (2019), Lieu et al. (2019), and Tang et al. (2019). These studies used transfer learning to analyze image data sets of either galaxies or Solar System objects and confirmed that transfer learning is successful even when using a small set of data.

The advantages of transfer learning are as follows. First, transfer learning uses accumulated knowledge from the source. Therefore, it works with a small set of samples from the target. Second, transfer learning uses a pretrained model, obviating the need to design a deep neural network from scratch for every survey, which is a challenging and time-consuming task. A pretrained model furthermore contains better initialization parameters than randomly initialized parameters. Thus, it is likely that transferring a pretrained model shows faster convergence than training from scratch. Finally, it is possible to either add or remove certain output classes from the pretrained model during transfer-learning processes. This is particularly useful when the target data set are mostly different from the classes of the source data set.

In our previous work, UPSILoN: AUtomated Classification for Periodic Variable Stars using Machine LearnIng (Kim & Bailer-Jones 2016), we provided a software package that automatically classifies light curves into one of seven periodic variable classes. Other groups have used UPSILoN to classify light curves of periodic variable stars (e.g., Jayasinghe et al. 2018; Kains et al. 2019; Hosenie et al. 2019).
In this paper we introduce UPSILoN-T: UPSILoN using Transfer Learning. UPSILoN-T is substantially different from UPSILoN in several respects. First, UPSILoN-T can be transferred to other surveys, whereas the UPSILoN’s random forest model cannot. Second, UPSILoN-T is not only able to classify periodic or semi-periodic variables but also nonperiodic variables, such as quasi-stellar objects (QSOs) or blue variables. Third, UPSILoN-T uses the Matthews correlation coefficient (MCC; Matthews 1975) rather than F1 as a performance metric. The MCC is known to give a relatively robust performance measure for imbalanced samples (Boughorbel et al. 2017). We use the generalized MCC (Chicco 2017) for multi-class classification. Finally, UPSILoN-T uses deep learning, whereas UPSILoN used a random forest. The UPSILoN-T model has three hidden layers, with 64, 128, and 256 neurons, respectively. This is a much smaller model (∼200 KB) than UPSILoN’s random forest model (∼3 GB).

As far as we know, no previous work has applied transfer learning based on deep learning to time-variability features extracted from light curves. In addition to developing the method, we provide a python library so that readers can easily adapt our method to their data sets (see the appendix). The library classifies a single-band light curve as one of nine variable classes. If multiple optical bands exist, the library can be applied to each of them independently. It should be noted that one of the goals of our method, as with its predecessor UPSILoN, is to not be dependent on colors and, as such, to be independent of the availability or number of bands in a survey.

We give an introduction of a neural network in Sect. 2. In Sect. 3.1 we introduce the training set, and in Sect. 3.2 we explain the 16 time-variability features that we use to train a classification model. From Sects. 3.3–3.5, we explain training processes and the feature importance of the trained model. Section 4 demonstrates the application of transfer learning and the feature importance of the trained model. Section 5 gives the classification problem, the UPSILoN-T method, we provide a python library so that readers can easily learn based on deep learning to time-variability features extracted from light curves. An example of ANN architecture is shown in Fig. 1. We define input nodes, hidden nodes, and output nodes as \( x, h, \) and \( y \), respectively, and these are vectors. Let the weights and biases between \( x \) and \( h \) and weights between \( h \) and \( y \) be \( W_1, b_1 \) and \( W_2, b_2 \), respectively. Then, \( W_1 \) and \( W_2 \) are matrices and \( b_1 \) and \( b_2 \) are vectors. We can then express \( x, h, \) and \( y \) as follows:

\[
\begin{align*}
    h &= \sigma_1(x^TW_1 + b_1) \\
    y &= \sigma_2(h^TW_2 + b_2),
\end{align*}
\]

where \( \sigma_1(\cdot) \) and \( \sigma_2(\cdot) \) denote the activation function between \( x \) and \( h \) and between \( h \) and \( y \), respectively. In classification problems, \( \sigma_1 \) and \( \sigma_2 \) are typically the ReLU function and the softmax function, respectively. The values of the output nodes give the probabilities of the input (i.e., \( x \)) belonging to each of the output classes. The goal of a classification problem is learning the weights so that the true classes receive the highest probabilities. Given an input \( X = \{x_1, x_2, \cdots, x_m\} \), this learning process is done by minimizing a loss function such as cross entropy, which is defined as follows:

\[
L(X; W) = -\frac{1}{m} \sum_{i=1}^{m} \log P(l_i | y_i)
\]

where \( l_i \) is the true label for each \( x_i \) and is a one-hot encoded vector, which is a vector representation of categorical data, such as class labels. That is, \( l_i = [l_{i1}, l_{i2}, \cdots, l_{ic}] \) and \( l_{ij} \in \{0, 1\} \) for \( k = \{1, 2, \cdots, m\} \) and \( j = \{1, 2, \ldots, c\} \). The \( c \) is the number of classes, \( W = \{W_1, b_1, W_2, b_2\} \), and “\( \circ \)” denotes an inner product. In the cases of imbalanced data set classification, a weighted cross entropy is often used, which is defined as follows:

\[
L(X; W) = -\frac{1}{m} \sum_{i=1}^{m} \alpha_i \cdot (l_i \circ \log(y_i))
\]

where \( \alpha = [\alpha_1, \alpha_2, \cdots, \alpha_c] \) and \( \circ \) denotes an element-wise product. The \( \alpha_i \) is a weight for a given class and is a nonnegative real number, where \( \sum_{i=1}^{c} \alpha_i = 1 \).
Inferring the weights (i.e., learning) is done by minimizing a loss function, such as that in Eqs. (2) or (3), using a gradient descent method:

\[ W_{\text{new}} \leftarrow W_{\text{old}} - \lambda \nabla_W L(X; W_{\text{old}}), \]  

where \( \lambda \) is a learning rate for the gradient descent optimization and is a positive constant. The minimization is often done by using a stochastic gradient descent (SGD) optimization (Hinton et al. 2012; Graves et al. 2013) or a modified SGD optimization (Kingma & Ba 2014). In the case of SGD optimization, the input data are split into several batches (i.e., mini-batches), and then SGD is applied to each mini-batch as the pseudo-code shown in Algorithm 1.

---

**Algorithm 1 ANN learning procedure**

**Input:**
- Initialized weights of ANN to be learned: \( W = \{W_1, b_1, W_2, b_2\} \)

**Output:**
- Learned weights of ANN: \( W \)

1: while \( W \) does not converge do
2:     Choose a mini-batch \( X_B \) of size \( n \)
3:         \( X_B = \{x_{B,1}, \ldots, x_{B,n}\} \subset X \)
4:         \( W_{\text{new}} \leftarrow W_{\text{old}} - \lambda \nabla_W L_{CE}(X_B; W_{\text{old}}) \)
5:     \( \triangleright \) Update \( W \) using SGD
6: end while

---

### 3. UPSILoN-T classifier

#### 3.1. Training set

The training set consists of single-band light curves of variable sources from two independent surveys, Optical Gravitation Lensing Experiment (OGLE: Udalski et al. 1997) and Expérience pour la Recherche d’Objets Sombres (EROS-2; Tisserand et al. 2007). We mixed variable sources from the two surveys in order to build a rich training set. The training set comprises non-variable and seven classes of periodic variables: \( \delta \) Scti stars, RR Lyrae stars, Cepheids (CEPHs), Type II Cepheids (T2CEPHs), eclipsing binaries (EBs), and long period variables (LPVs). We also used the subclasses (e.g., cepheids, 1O, and Other) of each class if these exist. These seven classes of variable sources are from Kim & Bailer-Jones (2016), who originally compiled and cleaned the list of periodic variable stars from several sources, including Rosyński et al. (2008), Rosyński et al. (2008, 2009), Rosyński et al. (2009), Poleski et al. (2010), Graczyk et al. (2011), and Kim et al. (2014). As described in these papers, light curves are visually examined and cleaned in order to remove light curves that do not show variability. In the present work we also added the QSOs and blue variables from Kim et al. (2014) to the training set. These two types of variables generally show nonperiodic and irregular variability. It should be noted that the training set is not exhaustive, since it does not contain all types of variable sources in the real sky. Thus, a model trained on the training set will classify a light curve that does not belong to the training classes into a “most similar” training class based on variability.

The observation duration is about eight years for the OGLE light curves and about seven years for the EROS-2 light curves. We used OGLE \( I \)-band light curves and EROS-2 blue-band, \( B_6 \), light curves because these generally have more data points and better photometric accuracy than OGLE \( V \)-band and EROS-2 red-band, \( R_6 \), respectively. The average number of data points in the light curves is about 500. Table 1 shows the number of objects per class in the training set. There is a total of 21 variable classes.

#### 3.2. Variability features

We extracted 16 variability features from each light curve in the training set. These features, listed in Table 2, are taken from von Neumann (1941), Shapiro & Wilk (1965), Lomb (1976), Ellaway (1978), Grison (1994), Stetson (1996), Long et al. (2012), Kim et al. (2014), and Kim & Bailer-Jones (2016). These features have proven to be useful for classifying both periodic and nonperiodic variables (e.g., QSOs) in our previous works (Kim et al. 2011, 2012, 2014; Kim & Bailer-Jones 2016). They are generic and can be extracted from any single-band light curves. Four of the features (\( \psi_{\phi}, \phi_{\psi}, \phi_{\psi}, \phi_{\sigma} \)) are based on a phase-folded light curve. We excluded survey-dependent features, such as colors, because we want to transfer accumulated knowledge from one survey to another.

We took the logarithm base 10 of nine of the features (period, \( \gamma_1, \gamma_2, \psi_{\phi}, \phi_{\psi}, Q_{\beta+1}, A, H_1 \), and \( m_{p10} \)) because we found empirically that a model trained using these log \( 10 \) applied features improved the performance over using the features directly. We scaled each of the nine feature sets as follows: First, we derived the minimum value of a feature set; second, we subtracted the minimum value minus one from each feature in the feature set; and third, we took the logarithm base 10 of the features.

Performance did not improve when taking the logarithm of the other features, so those features were used directly. Finally, we normalized each of the 16 feature sets by calculating the standard score.

#### 3.3. Model training

##### 3.3.1. Classification performance metric

In order to measure the classification performance of a trained model and then select the one that gives the best performance, we used the MCC metric (Matthews 1975) rather than the mode traditional \( F \) or accuracy metrics. For two-class problems, the MCC, accuracy, and \( F \) are defined as follows:

\[
\text{MCC} = \frac{TP \times TN - FP \times FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}},
\]

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}.
\]

\[
F_1 = 2 \times \frac{\text{precision} \times \text{recall}}{\text{precision} + \text{recall}},
\]

where \( TP, TN, FP, \) and \( FN \) are the numbers of true positives, true negatives, false positives, and false negatives, respectively. Precision and recall in Eq. (7) are defined as follows:

\[
\text{precision} = \frac{TP}{TP + FP}, \quad \text{recall} = \frac{TP}{TP + FN}.
\]

The MCC is a more informative measure for imbalanced data sets than the other two measures because the MCC utilizes all four categories of a confusion matrix (Powers 2011; Boughorbel et al. 2017). The \( F \) does not take account of true negative and thus is less informative for imbalanced data sets. Accuracy is inappropriate for imbalanced data sets because high accuracy does not necessarily indicate high classification quality, due to the “accuracy paradox” (Fernandes et al. 2010;
Table 1. Number of sources per true class in the OGLE and EROS-2 training set.

| Superclass (Acronym) | Subclass | Number | Note |
|----------------------|----------|--------|------|
| QQSO                 | 165      |        |      |
| δ Scuti (DSCT)       | 3209     |        |      |
| Type II Cepheid (T2CEPH) | 300 |        |      |
| Blue variable (BV)   | 735      |        |      |
| Non-variable (NonVar) | 8050     |        |      |
| RR Lyrae (RRL)       |          |        |      |
| ab                   | 19921    |        |      |
| c                    | 4974     |        |      |
| d                    | 1077     |        |      |
| e                    | 1327     |        |      |
| Cepheid (CEPH)       |          |        |      |
| F                    | 2981     |        | Fundamental |
| 1O                   | 2043     |        | First overtone |
| Other                | 443      |        |      |
| Eclipsing binary (EB)|          |        |      |
| EC                   | 1398     |        | Contact |
| ED                   | 19075    |        | Detached |
| ESD                  | 7339     |        | Semi-detached |
| Long period variable (LPV) | |        |      |
| Mira AGB C           | 1361     |        | Carbon-rich |
| Mira AGB O           | 783      |        | Oxygen-rich |
| OSARG AGB            | 25284    |        |      |
| OSARG RGB            | 29516    |        |      |
| SRV AGB C            | 6062     |        | Carbon-rich |
| SRV AGB O            | 8780     |        | Oxygen-rich |
| Total                | 144823   |        |      |

Valverde-Albacete & Peláez-Moreno 2014). The MCC ranges from $-1.0$ to 1.0, where 1.0 indicates that the predictions match exactly with the true labels, 0.0 indicates that the predictions are random, and $-1.0$ means that the predictions are completely opposite to the true labels. It is claimed that the MCC is the most informative value for measuring the classification quality using a confusion matrix (Chicco 2017). In the case of multi-class problems, the MCC is generalized as follows (Gorodkin 2004):

\[
MCC = \frac{\sum_k \sum_l \sum_m C_{kl} C_{lm} - C_{kl} C_{mk}}{\sqrt{\left(\sum_k \left(\sum_l C_{kl}\right) \left(\sum_m C_{kl}\right)\right)} \cdot \sqrt{\left(\sum_k \left(\sum_l C_{kl}\right) \left(\sum_m C_{kl}\right)\right)}}. \tag{9}
\]

For convenience, we mapped MCC to the range $[0,1]$, as suggested in Chicco & Jurman (2020):

\[
M_c = \frac{1 + MCC}{2}. \tag{10}
\]

Hereinafter, we use $M_c$ to report the classification quality of neural networks.

3.3.2. Training DNN models

In order to find the best architecture for classifying the OGLE and EROS-2 training set, we trained many DNN models with different combinations of the number of hidden layers, the number of neurons in each hidden layer, loss functions, and activation functions between layers. The model training processes are as follows.

First, we randomly split the data set shown in Table 1 into an 80% training set and a 20% validation set while preserving the class ratio (i.e., stratified sampling).

Second, we trained a DNN model from scratch using the training set with the batch size of 1024 and learning rate $= 0.1$. This counts as one training epoch. The $M_c$ was then calculated using the validation set.

Third, we ran the training process in the second step for 500 iterations (i.e., 500 training epochs). If $M_c$ is not improved for three consecutive epochs, we decreased the learning rate by 10. If the learning rate becomes lower than $10^{-10}$, we increased it back to 0.1, according to a technique called the cyclical learning rate (CLR; Smith 2015).

Fourth, we took the highest $M_c$ value (i.e., the best $M_c$ value) from the 500 epochs. Finally, we repeated steps 1 to 4 a total of 30 times and calculated the mean of the best $M_c$ values and the standard error of this mean (SEM), which is defined as:

\[
SEM = \frac{\sigma}{\sqrt{n}}, \tag{11}
\]

where $\sigma$ is the standard deviation of the $n M_c$ values from the $n = 30$ cycles.

The loss function that we chose is cross entropy, which is explained in Sect. 2. While training DNN models, we used the SGD (Hinton et al. 2012; Graves et al. 2013) optimizer because we empirically found that SGD gives a better classification performance than other optimizers (e.g., ADAM; A22, page 4 of 16
Table 2. 16 variability features.

| Feature | Description                                                                 | Reference                        |
|---------|-----------------------------------------------------------------------------|----------------------------------|
| Period  | Period derived by the Lomb-Scargle algorithm                                | Lomb (1976)                      |
| γ1      | Skewness                                                                    |                                  |
| γ2      | Kurtosis                                                                    |                                  |
| ϕ/η     | η (von Neumann 1941) of a phase-folded light curve                           | Kim et al. (2014)                |
| ϕ/CS    | Cumulative sum (Ellaway 1978) index of a phase-folded light curve            | Kim et al. (2014)                |
| Q₁₋₁    | 3rd quartile (75%) – 1st quartile (25%)                                     | Kim et al. (2014)                |
| A       | Ratio of magnitudes brighter or fainter than the average magnitude          | Kim & Bailer-Jones (2016)        |
| H₁      | Amplitude derived using the Fourier decomposition                           | Grison (1994)                    |
| mₚ₉₀    | 90% percentile of slopes of a phase-folded light curve                      | Long et al. (2012)               |
| mₚ₁₀    | 10% percentile of slopes of a phase-folded light curve                      | Long et al. (2012)               |
| R₃₁     | 2nd to 1st amplitude ratio derived using the Fourier decomposition           | Grison (1994)                    |
| R₃₃     | 3rd to 1st amplitude ratio derived using the Fourier decomposition           | Grison (1994)                    |
| φ₁₂     | Difference between 2nd and 1st phase derived using the Fourier decomposition  | Grison (1994)                    |
| φ₃₁     | Difference between 3rd and 1st phase derived using the Fourier decomposition  | Grison (1994)                    |
| K       | Stetson K index                                                             | Stetson (1996)                   |
| W       | Shapiro–Wilk normality test statistics                                       | Shapiro & Wilk (1965)            |

Fig. 2. Neural network architecture that we adopted in this work. The input is a vector of 16 variability features. Each linear unit contains one batch normalization layer and one fully connected layer. We use ReLU as an activation function between layers. The last linear unit has 21 outputs, which is the number of variable classes in our training set. We use the softmax function before the output layer to scale the outputs to lie between 0 and 1 in order to represent probabilities for the 21 output classes.

Kingma & Ba (2014); ADADELT: Zeiler (2012); and ADA-GRAD: Duchi et al. (2011). We also used a batch normalization method that converts the inputs to layers into a normal distribution in order to mitigate “internal covariate shift” (Ioffe & Szegedy 2015). Ioffe & Szegedy (2015) showed that this method makes training faster and more stable.

After training many DNN models, we finally chose the architecture that had the highest validation-set $M_c$, which was 0.9043. This is shown in Fig. 2. It should be noted that we used $M_c$ to choose the best model, but we did not use it as a loss function to optimize neural networks. We refer to this best model as the “U model”, an abbreviation of “UPSILON-T model”. The number of trainable parameters in the U model is 48 799. Given that the number of training samples is 1 448 823 and that there are 16 features per sample, we presumed that there exist enough features to train the parameters. Furthermore, the parameters in a network are not, and need not be, independent. Therefore, it is not theoretically necessary to have more training features than the number of trainable parameters.

Some examples of the DNN architectures that we trained are shown in Table 3, where the U model is shown in bold text. As the table shows, increasing the number of layers and the number of neurons in each hidden layer increases the classification performance. On the other hand, using too many neurons degrades the classification performance, as can be seen in the bottom three rows, due to an overfitting of the training data. The $M_c$ differences between the models are statistically significant at the several sigma level. Whether the differences are practically significant or not is, however, another issue. In order to confirm that the differences are practically significant, we would need to apply every trained DNN model to many different time-series databases that have labels for light curves and then check their classification performances. We have not done this, as we just chose the best model, but this does not preclude a simpler model being almost as good in practice.

We classified each light curve according to the highest probability of all the classes. The top panel in Fig. 3 shows the highest and the second highest probabilities for each source in the training sample. As the panel shows, the majority of the highest probabilities are larger than 0.8, while the majority of the second highest probabilities are lower than 0.2. In the bottom panel, we show the histogram of the differences between the two. As expected, the differences are generally larger than 0.5. This means that the classifier is reasonably confident about its class assignments. The U model returns both the predicted class and the probabilities of all classes, so users can set a threshold on a probability if they desire.

3.3.3. Classification quality of the U model

In Fig. 4 we show the U model’s confusion matrix normalized by the number of true objects per class. The numbers on the leading diagonal represent recall values for each variable class. The
Table 3. Classification performance of the neural network models.

| The number of hidden layers and neurons in each layer | Best $M_c$ | Avg. of $M_c$ | SEM \(^{(2)}\) | Model size |
|------------------------------------------------------|------------|---------------|--------------|------------|
| 32                                                   | 0.8878     | 0.8848        | $3.9 \times 10^{-4}$ | 9 KB       |
| 64                                                   | 0.8926     | 0.8891        | $3.1 \times 10^{-4}$ | 14 KB      |
| 128                                                  | 0.8940     | 0.8925        | $1.9 \times 10^{-4}$ | 24 KB      |
| 256                                                  | 0.8957     | 0.8929        | $2.1 \times 10^{-4}$ | 44 KB      |
| 32 $\to$ 64                                          | 0.9005     | 0.8970        | $2.2 \times 10^{-4}$ | 21 KB      |
| 64 $\to$ 128                                         | 0.9017     | 0.8999        | $1.9 \times 10^{-4}$ | 55 KB      |
| 128 $\to$ 256                                        | 0.9027     | 0.9002        | $2.4 \times 10^{-4}$ | 171 KB     |
| 256 $\to$ 128                                        | 0.8996     | 0.8934        | $1.6 \times 10^{-4}$ | 169 KB     |
| 32 $\to$ 64 $\to$ 128                                | 0.9027     | 0.9004        | $1.9 \times 10^{-4}$ | 63 KB      |
| 64 $\to$ 128 $\to$ 256                               | **0.9043** | **0.9015**    | **2.2 \times 10^{-4}** | **202 KB** |
| 128 $\to$ 256 $\to$ 512                              | 0.9031     | 0.9008        | $2.2 \times 10^{-4}$ | 726 KB     |
| 256 $\to$ 512 $\to$ 1024                             | 0.9018     | 0.9002        | $1.5 \times 10^{-4}$ | 3 MB       |
| 512 $\to$ 1024 $\to$ 2048                            | 0.9032     | 0.9001        | $2.4 \times 10^{-4}$ | 11 MB      |

Notes. \(^{(1)}\)The integer values indicate the number of neurons in each hidden layer. For instance, “32 $\to$ 64” means there are two hidden layers, which have 32 and 64 neurons. \(^{(2)}\)The $n$ in Eq. (11) is 30.

The classification performance of the neural network models. The top panel of Fig. 5 shows the change in the training-set $M_c$ and validation-set $M_c$ as a function of the training epoch. The figure shows 500 epochs of training. The figure is obtained after several iterations of CLR.

For comparison purposes, we trained random forest (Breiman 2001) models with the same data set and variability features. We trained the models using 80% of the data as a training set and derived $M_c$ using the remaining 20%, just as we did for the DNN model training. We optimized the model hyper-parameters using the 80% training set and using ten-fold cross-validation and a brute-force grid search over a two-dimensional grid of $t$ and $m$, where $t$ is the number of trees and $m$ is the number of randomly selected features for each node in a tree. The grid values are [100, 200, 300, 400, 500, 600, 700, 800, 900, 1000, 1100, 1200] and [4, 6, 8, 10, 12, 14], respectively.

In the top panel of Fig. 5, we show $M_c$ and the learning rate as a function of the training epoch. The figure shows 500 epochs of training.

In the case of “random” light curves that do not belong to any of the training classes, we found empirically that most of them are classified as non-variables as follows.

First, we generated 1000 light curves consisting of purely random values, extracted 16 variability features from them, and...
predicted their classes using the U model. The U model predicted \( \sim 800 \) of them as non-variables and \( \sim 100 \) as LPVs. The predicted classes of the remaining \( \sim 100 \) light curves were dispersed through other variable classes.

Second, we randomly shuffled data points in each light curve of the ASAS variable stars (Table 4 in Sect. 3.4), extracted 16 variability features, and used the U-model to predict their classes. As a result, \( \sim 7000 \) light curves were classified as non-variables, and \( \sim 3000 \) light curves were classified as detached eclipsing binaries (EB ED in Table 1). The predicted classes of the remaining \( \sim 1000 \) light curves were dispersed through other classes.

3.4. Application to ASAS light curves of periodic variable stars

To validate the classification quality of the U model in general, we applied it to the ASAS light curves of periodic variable stars that contain \( \delta \) Scuti stars, RR Lyraes, CEPHs, EBs, and LPVs (Pojmanski 1997). The duration of the light curves is about nine years. The average number of data points is about 500. We collected the light curves from Kim & Bailer-Jones (2016). The number of samples per true variable class and the classification quality is shown in Table 4. We derived the \( F_1 \) measure of the same data set as well, and it was 0.87. This is slightly higher than the \( F_1 = 0.85 \) from Kim & Bailer-Jones (2016), who used the same training set and the 16 variability features to train a random forest. Nevertheless, this does not necessarily mean that the U model is always superior to the random forest. For instance, we applied the U model to light curves from the MACHO data set that Kim & Bailer-Jones (2016) also used. In this case, the \( F_1 \) measures for both the U model and the random forest model are identical at 0.92.

3.5. Feature importance

We used the SHapley Additive exPlanations (SHAP; Lundberg & Lee 2017) method to measure the feature importance in the U model. SHAP values represents how strongly each feature impacts a model’s predictions. They are derived from the Shapley value (Shapley 1953) used in cooperative game theory. Conceptually, the Shapley value measures the degree of contribution of each player to a game where all the players...
Fig. 5. $M_c$ and the learning rate as a function of the training epoch. 
Top panel: training-set $M_c$ (blue line) and validation-set $M_c$ (orange line) as a function of training epochs. Bottom panel: changes in the learning rate as a result of the CLR application. The red arrow indicates the training epoch where the best validation-set $M_c$ is achieved.

Table 4. Number of objects per true class in the ASAS data set.

| Superclass | Subclass | Number | $M_c$ |
|------------|----------|--------|-------|
| EB         | EC       | 2550   | 0.91  |
|            | ED       | 2167   | 0.96  |
|            | ESD      | 823    | 0.86  |
| RRL        | ab       | 1218   | 0.97  |
|            | c        | 305    | 0.82  |
| CEPH       | F        | 567    | 0.84  |
|            | 1O       | 179    | 0.78  |
| DSCT       |          | 520    | 0.88  |
| LPV        |          | 2450   | 0.97  |
| Total      |          | 10 779 | 0.91  |

coopera cooper. Although there are few SHAP applications in physics, Pham et al. (2019), Amacker et al. (2020), and Scillitoe et al. (2021) used SHAP to measure feature importances for their machine learning applications, such as predicting solar flare activities, Higgs self-coupling measurements, and data-driven turbulence modeling.

Figure 6 shows the SHAP feature importance for the U model. This shows the mean absolute value of SHAP over all samples for each feature. We see that the period is the most important feature, which has also been found in other studies (e.g., Kim et al. 2014; Kim & Bailer-Jones 2016; Elorrieta et al. 2016). All other features also contribute to the classification of variable classes, although their contributions are lower than the period’s contribution.

We trained two independent DNN models with the same architecture as shown in Fig. 2. Both were trained with periods removed, and the second with the period-related features ($\psi^7$, $\psi^{CS}$, $m_{p90}$, and $m_{p10}$) also removed. As a result, the $M_c$ drops from 0.90 to 0.87 in the first case and to 0.82 in the second case. Given that the SEM values (Table 3) are quite small, these decreases are significant, again confirming that periods are critical for variable classification. We note, however, that periods of some training classes do not have a strict physical “period” meaning, such as in the case of quasars. In such cases, they are just used as a variability feature.
4. Transferring the U model’s knowledge to other light-curve data sets of variable sources

4.1. Transfer learning

Transfer learning is a research field in machine learning that aims to preserve knowledge accumulated while solving one problem (source) and then utilize this knowledge to solve other related problems (target; Cowan et al. 1994; Pan & Yang 2010). Depending on the problem at hand, conditions of the source and target could vary in several ways. In this work, which aims to transfer the U model to data from other surveys, we deal with the following three issues.

The first issue is a different class label space. The number of variable classes (21, as shown in Table 1) of the OGLE and EROS-2 training set is different from the number of variable classes of the ASAS data set (9, as shown in Table 4). Moreover, not only does the number of variable classes differ, but so do the variable types. For instance, there are no QSOs or blue variables in the ASAS data set.

The second issue is the different frequencies of class members. The number of contacted eclipsing binaries (EB EC in Table 1) in the OGLE and EROS-2 training set is 1398 (see Table 1), which is less than 1% of the data set, but their number in the ASAS data set is 2550 (see Table 4), which is ∼24% of the data set.

The third issue is the different distribution of variability features. Magnitude ranges, filter wavelengths, and noise characteristics differ between surveys. This implies that the distribution of the 16 variability features extracted from light curves is not identical between source and target.

The widely used transfer-learning approach for dealing with these issues is to transfer the weights from the pretrained model. We started with the same neural network model with the same weights (i.e., the U model). We then continued with the training in one or two different ways. The first was to optimize the weights of every layer, and the second was to optimize the weights of only the last fully connected layer while freezing the other layers. In Fig. 2 the last fully connected layer is in the fourth linear unit (i.e., the last linear unit). In both approaches we adjusted the number of output nodes at the last linear unit so that the number of output nodes is equal to the number of variable classes from the target data set. By doing this, we were able to obtain appropriate prediction results with regard to the target data set’s classes.

In order to show the benefit of transfer learning, we defined a base model as the non-transferred and directly trained model, and compared it to the transferred models. We also compared a model directly trained on a small data set (scratch models) with the transferred models. The six-step process for the transfer learning that we applied to each target data set (i.e., ASAS, HIPPARCOS, and ASAS-SN) is as follows.

First, we randomly split the target data set into the 80% and 20% groups while preserving the class ratio (stratified sampling). We call the 80% data set \( D_{0.8} \) and the 20% data set the test set.

Second, we trained a DNN model from scratch with the same architecture shown in Fig. 2. We used the entire \( D_{0.8} \) to train the model. We call this the “base model”. The training process is the same as that from Sect. 3.3.2. We then calculated the \( M_c \) of the base model using the test set. We note that this base model does not use any accumulated knowledge from the U model (i.e., weights in the U model).

Third, we randomly chose a 3% subset of \( D_{0.8} \) and then used this subset to train a DNN model from scratch, which has the same architecture as the one shown in Fig. 2. We used the same training process in Sect. 3.3.2. We call this the “scratch model”. It should also be noted that we did not transfer any of the U model’s accumulated knowledge. After the training, we computed the \( M_c \) for the scratch model on the test set.

Fourth, we used the same 3% subset of \( D_{0.8} \) used for training the scratch model to transfer the U model. As mentioned above, we transferred the U model according to two different approaches (1) optimizing weights of every layer and (2) optimizing weights of only the last fully connected layer while freezing the weights of all other layers. We call the former an “every-layer model” and the latter a “last-layer model”. We note

---

3 Technically, we replaced the fully connected layer in the fourth linear unit with a new fully connected layer that has the same number of output nodes as the number of the target’s variable classes.
that both approaches start from the initial weights of the U model rather than from random initialization. We again used the same training process as in Sect. 3.3.2 to optimize the weights. We computed the $M_c$ of these models using the test set.

Fifth, we repeated the third and fourth steps using 5%, 10%, 15%, 20%, 50%, and 100% of $D_{0.8}$. Theoretically, the classification quality of the base model should be identical to that of the scratch model trained using 100% of $D_{0.8}$ because the base model is also trained using the same 100% of $D_{0.8}$.

Sixth, we repeated the steps one to five a total of 30 times and used these values to compute the mean and SEM value of $M_c$.

In the following three subsections, we show and analyze the results of using this transfer-learning procedure on three different data sets.

### 4.2. Application to the ASAS data set

The results of applying the transfer-learning process to the ASAS data set described in Sect. 3.4 are given in Fig. 7. The base model’s average $M_c$ is 0.9501, and its SEM is $1.8 \times 10^{-3}$. The figure also shows the results for the other models (described in the previous section), which we now briefly discuss.

The $M_c$ of the scratch models increase as the size of a subset of $D_{0.8}$ increases. The scratch model trained using 100% of $D_{0.8}$ shows $M_c = 0.9513$, which is very similar to the $M_c$ of the base model.

The $M_c$ of the every-layer models are generally higher than those of the scratch models, even when their training set is small.

This result shows the benefit of transfer learning, even with a small target data set. For larger samples (50%–100% subset), the results of the transferred models and scratch models are similar.

The last-layer models preserve more knowledge from the U model than the every-layer models do. For the same reason, the last-layer model could give a worse performance because new knowledge from the target data set cannot be transmitted to every layer. The results show that which effect dominates depends on the training sample size. For small training sets, the last-layer models produce a higher $M_c$, and vice versa for large training sets. We also see that the SEM values of the last-layer models are smaller than those of other models because optimizing the

### Table 5. Number of objects per true class in the HIPPARCOS data set.

| Type           | HIPPARCOS class | Number | UPSILoN-T class |
|----------------|-----------------|--------|-----------------|
| Eclipsing binary |                 |        |                 |
| Detached       | EA              | 222    | EB              |
| Semi-detached  | EB              | 246    | EB              |
| Contact        | EW              | 99     | EB              |
| RR Lyrae       | RRAB            | 71     | RRL ab          |
|                | RRC             | 19     | RRL c           |
| δ Cepheid      |                 |        |                 |
| Fundamental mode | DCEP            | 170    | CEPH F          |
| First overtone | DCEPS           | 28     | CEPH 1O         |
| Multi-mode     | CEP(B)          | 11     | CEPH Other      |
| δ Scuti        | DSCT            | 45     | DSCT            |
| Low amplitude  | DSCTC           | 80     | DSCT            |
| Long-period variable | LPV        | 254    | LPV             |
| Ellipsoidal    | ELL             | 27     |                 |
| RS Canum Venaticorum | RS+BY   | 35     |                 |
| + BY Draconis  |                 |        |                 |
| Slowly pulsating B star | SPB       | 78     |                 |
| α Cygni       | ACYG            | 17     |                 |
| α² Canum Venaticorum | ACV       | 75     |                 |
| β Cephei      | BCEP            | 29     |                 |
| γ Doradus     | GDOR            | 25     |                 |
| B emission line star | BE+GCAS     | 12     |                 |
| + γ Cassiopeiae |                 |        |                 |
| W Virginis    |                 |        |                 |
| Long-period (>8 days) | CWA      | 9      |                 |
| Short period (<8 days) | CWB     | 6      |                 |
| SX Arietis    | SXARI           | 7      |                 |
| RV Tauri      | RV              | 5      |                 |
| Total         |                 | 1570   |                 |

**Notes.** (1) Corresponding classes in the training set.

### Table 6. Transfer learning application using the HIPPARCOS data set.

| Model                        | Avg. of $M_c$ | SEM (1)  |
|------------------------------|---------------|----------|
| Scratch model                | 0.7398        | $1.3 \times 10^{-2}$ |
| Transfer model (every-layer model) | 0.7770      | $8.6 \times 10^{-3}$ |
| Transfer model (last-layer model) | 0.8230    | $1.8 \times 10^{-3}$ |

**Notes.** (1) The $n$ in Eq. (11) is 30.
Table 7. Number of objects per true class in the ASAS-SN data set.

| Type                    | ASAS-SN class | Number | UPSILoN-T class (1) |
|-------------------------|---------------|--------|---------------------|
| Cepheid                 | DCEP          | 743    | CEPH F              |
| δ Cephei-type variable  | DCEPS         | 207    | CEPH 1O             |
| with a symmetrical light curve |             |        |                     |
| δ Scuti                 | DSCT          | 1412   | DSCT                |
| High amplitude δ Scuti  | HADS          | 1901   | DSCT                |
| RR Lyrae                |               |        |                     |
| with an asymmetric light curve | RRAB     | 23 891 | RRL ab              |
| with a symmetric light curve | RRC        | 6226   | RRL c               |
| Double mode RR Lyrae    | RRD           | 296    | RRL d               |
| Eclipsing binary        |               |        |                     |
| W Ursae Majoris type    | EW            | 38 284 | EB EC               |
| Detached Algol-type     | EA            | 22 483 | EB ED               |
| Beta Lyrae type         | EB            | 10 857 | EB ESD              |
| W Virginis type variable| CWA           | 230    | T2CEPH              |
| with period > 8 days    |               |        |                     |
| Mira variable           | M             | 7498   | LPV                 |
| Red irregular variable  | L             | 53 598 |                     |
| Semi-regular variable   | LSP           | 160    |                     |
| Yellow semi-regular variable | SRD    | 135    |                     |
| Young stellar object    | YSO           | 189    |                     |
| Suspected rotational variable | ROT   | 11 395 |                     |
| Suspected semi-regular variable | SR  | 108 943|                     |
| Uncertain type of variable | VAR       | 250    |                     |
| Total                   |               | 288 698|                     |

Notes. (1) Corresponding classes in the training set.

weights in only the last layer gives less freedom to update the weights than optimizing the weights in every layer does.

Overall, we see that transfer learning produces good results when the size of the target data set is small, which is one of the advantages of using transfer learning. Transferring only the last layer is not a good choice when there is a relatively large number of target samples. In such cases, training from scratch (base model) or transferring every layer works better, although it requires more computation time. In addition, we show a confusion matrix of the every-layer model trained on the 100% subset in Fig. 8. This shows a good classification performance.

4.3. Application to the Hipparcos data set

We then applied transfer learning to the HIPPARCOS data set (Dubath et al. 2011), which has more classes but fewer samples than the ASAS data set (see Table 5). The 1570 HIPPARCOS light curves that we extracted from Kim & Bailer-Jones (2016) is substantially smaller than the 10 779 light curves in the ASAS data set. The duration of the light curves varies from one to three years, and the average number of data points is about 100.

Overall, the training process is the same as the one described in Sect. 4.1. To ensure sufficient samples for training, however, we split the HIPPARCOS data into 50% training and 50% testing sets ($D_{0.5}$), rather than the 80% and 20% that we used for ASAS. We used the entire set of $D_{0.5}$ to train scratch models and also to transfer the U model. We did not train separate base models since these are now the same as the scratch models.

The result of transfer learning is shown in Table 6. The scratch model’s average $M_c$ is 0.7398, whereas the every-layer model’s average $M_c$ is 0.7770. The last-layer model achieves the highest average $M_c$ of all models tested, 0.8230. Due to the small number of target samples, learning from scratch is significantly inferior to transfer learning in this case. Figure 9 is a confusion matrix of the last-layer model, which also shows a relatively high confusion between the classes because of the insufficient target samples.

4.4. Application to the ASAS-SN data set

In this section we apply transfer learning to the ASAS-SN database of variable stars (Shappee et al. 2014; Jayasinghe et al. 2019). We obtained a catalog of the variable stars and their corresponding light curves from the ASAS-SN website4. We selected only the light curves with class probabilities higher than 95%
Fig. 9. Confusion matrix of the transferred HIPPARCOS model. Labels are the same as in Table 5.

and whose classification results are certain. The average number of data points in the light curves is about 200, and the duration is about four years. We extracted 16 time-variability features from each light curve, excluding light curves that had fewer than 100 data points. In Table 7 we show the number of selected light curves for each variable class and their corresponding classes\(^5\) in the training set (if any). The larger number of samples, 288 698, is sufficient to train DNNs from scratch. Yet even in such cases transfer learning could be useful because it could achieve the highest \(M_c\) faster than training from scratch would.

We trained scratch, every-layer, and last-layer models using the entire set of \(D_{0,8}\) according to the training process described in Sect. 4.1. Because base models are now the same as the scratch models, we did not train them. The average of \(M_c\) and the SEM are shown in Table 8. The average \(M_c\) of the scratch model and the every-layer model are similar, as expected, whereas that of the last-layer model is smaller. It should be noted that we did not train models using a subset of the ASAS-SN data set because its result would be similar to what we explained in Sects. 4.2 and 4.3. Figure 10 is a confusion matrix of the every-layer model. The classification quality is relatively good, but a lot of the yellow semi-regular variables (SRDs), red irregular variables (Ls), young stellar objects (YSOs), long secondary period variables (LSPs), and variable stars of unspecified type (VARs) are misclassified as long period semi-regular variables (SRs). Most of these variables are either semi-regular or irregular variables, and thus their variability characteristics are expected to be similar to one another (i.e., no clear periodicities in their light curves). Furthermore, the number of SRDs, YSOs, LSPs and VARs is relatively small, a few hundred per class, whereas the number of SRs is 108 943, which could cause the bias toward the majority (SR).

Figure 11 shows four examples of validation-set \(M_c\) at the first 40 training epochs from the \(n = 30\) cycles (see Sect. 3.3.2). From the figure, we see that the every-layer models reach the highest \(M_c\) faster than the scratch models do. We confirmed that the remaining 26 cases out of the \(n = 30\) cycles show similar behavior. However, the difference is not significant, which implies that, given enough training samples and computing resources, transfer learning is not really necessary because training from scratch gives as good a classification performance as transfer learning does.

\(^5\) We manually assigned the corresponding classes.
5. Performance of a transferred model as a function of light-curve length and sampling

In this section we examine the classification performance of the transferred model as a function of the observation durations, $d$, and the number of data points in a light curve, $n$. For this experiment, we used the every-layer model transferred using the 20% subset of ASAS D08 (see Sect. 4.2). The $M_c$ of the model is 0.94.

We constructed a set of light curves by resampling the ASAS light curves shown in Table 4 using $d = 30, 60, 90, 180, 365, 730,$ and $1470$ days and $n = 20, 40, 80, 100, 150, 200,$ and $300$. In order to resample a given light curve, we first extracted measurements observed between the starting epoch and $d$ days after the starting epoch. We then randomly selected $n$ unique data points from the extracted measurements to make a resampled light curve. The left panel of Fig. 12 shows the classification quality of the transferred model applied to these resampled light curves. As the panel shows, $M_c$ quickly reaches its maximum value once the number of data points reaches 300. Even with a lower $n$, 100 or 150, or a lower $d$, 365 or 730, $M_c$ is fairly high. When $n = 20$, we see that $M_c$ decreases as $d$ increases. This is because $n = 20$ is too small a number of data points to construct a well-sampled light curve.

From this experiment, we see that if the number of data points, $n$, is larger than or equal to 100, $M_c$ is not significantly lower than what we can achieve using more data points. For comparison, we show the $M_c$ of the U model for the same data set in the right panel of Fig. 12. The $M_c$ of the U model is lower than that of the transferred model, as expected, but the overall patterns of $M_c$ are similar to those of the transferred model. For the HIPPARCOS and ASAS-SN data sets, we did not resample their light curves to carry out the same experiment due to a lack
of either $n$ or $d$. Nevertheless, if enough $n$ and $d$ are given, we would expect to see similar variations in $M_c$ for the other data sets considered because those models were also derived from the U model using transfer learning.

6. Summary

We have introduced deep transfer learning for classifying light curves of variable sources in order to diminish difficulties in collecting sufficient training samples with labels, in designing an individual neural network for every survey, and in applying inferred knowledge from one data set to another. Our approach starts with training a DNN using 16 variability features that are relatively survey independent. These features were extracted from a training set composed of the light curves of OGLE and EROS-2 variable sources. We then applied transfer learning to optimize the weights in the trained network to be able to extend the original model to new data sets, here ASAS, HIPPARCOS, and ASAS-SN. From these applications we see that transfer learning successfully utilizes knowledge inferred from the source data set (i.e., OGLE and EROS-2) to the target data set even with a small number of the target samples. In particular, we see that:

- Transferring only the last layer of the network shows better classification quality than transferring every layer when there are few samples. For instance, the last-layer models’ classification performance is 3%−7% higher than that of the scratch models when a small number of ASAS samples (i.e., 3%−15% of the entire ASAS data set) is used (see Fig. 7).

- As shown in Fig. 7, when there exists a sufficient number of samples (i.e., 20%−100% of the entire ASAS data set), the every-layer models give a better classification performance, 1%−2% higher than the last-layer models.

- Transfer learning works successfully even when label spaces are different between the source and the target. For instance, the HIPPARCOS data set contains many types of variable sources that differ from those of the training samples (i.e., OGLE and EROS-2), as shown in Table 5. Transfer learning works: The every-layer and the last-layer models show ~4% and ~9% better classification performances, respectively, relative to the scratch models (see Table 6).

From these results of using transfer learning, we see that transfer learning is useful for the classification of variable sources from time-domain surveys that have a few training samples. This is a significant benefit since it is not always possible to build a robust training set with a sufficient number of samples. For instance, many ongoing and upcoming time-domain surveys, such as Gaia (Gaia Collaboration 2016), the Zwicky transient facility (ZTF; Bellm et al. 2019), SkyMapper (Keller et al. 2007), and Pan-STARRS (Chambers et al. 2016), will produce a large number of light curves of astronomical sources. Assembling a sufficiently large set of labeled light curves for training for each survey, however, is a difficult and time-consuming task, especially in the early stage of the survey. Given that transfer learning works even when using a small set of data, transfer learning would prove useful for classifying light curves and thus building an initial training set for such surveys. Nevertheless, if enough training samples are readily available, transfer learning does not provide much benefit; however, it does not do any worse, as can be seen from the results of the every-layer models (e.g., Fig. 7 and Table 8).

We have not used any survey-specific features, such as colors. It would nonetheless be interesting to test whether including such features improves the classification performance. For instance, one could replace the lowest important feature, $\phi_2$ (see Fig. 6), with a color. One could then train a DNN model from scratch with this and transfer the trained model to another survey that uses different colors.

We provide a python software package containing a pre-trained network (the U model) and functionality to transfer the U model to any time-domain survey. The package can also train a DNN model from scratch with this and transfer the trained model to another survey that uses different colors.
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Appendix A: Python library

A.1. How to predict variable classes using UPSILoN-T

The following pseudo-code shows how to use the UPSILoN-T python software library\(^6\)\(^7\) to extract variability features from a set of light curves and then predict their classes.

```python
from upsilonnt import UPSILoNT
from upsilonnt.features import VariabilityFeatures

# Extract features from a set of light-curves.
features_list = []
for light_curve in set_of_light_curves:
    # Read a light-curve.
    date = np.array([])
    mag = np.array([])
    err = np.array([])
    # Extract features.
    var_features = VariabilityFeatures(date, mag, err)
    .get_features()
    feature_list.append(var_features)
features = pd.DataFrame(feature_list)

ut = UPSILoNT()
lablel, prob = ut.predict(features, return_prob=True)
```

lablel and prob are lists of predicted classes and class probabilities, respectively.

A.2. How to transfer UPSILoN-T knowledge to another data set

The library can transfer the U model as follows:

```python
ut.transfer(features, labels, "/path/to/transferred/model/")
```

features is a list of features extracted from a set of light curves, and labels is a list of corresponding labels. The library writes the transferred model and other model-related parameters to a specified location (i.e., "/path/to/transferred/model/" in the above pseudo-code). The transferred model can predict variable classes as follows:

```python
ut.load("/path/to/transferred/model/")
lablel, prob = ut.predict(features, return_prob=True)
```

A.3. How to deal with an imbalanced data set

As shown in Table 1, the training set is often imbalanced. For instance, there are approximately 179 more OGLE small ampli-

tude red giant branch pulsating stars (OSARG RGBs) than QSOs (i.e., 29 516/165 ≈ 179). Due to such class imbalance, the training of a network could be biased toward the more dominant classes, even though this dominance is just a consequence of the relative frequency of available training samples that we do not want to learn.

There are several approaches to deal with imbalanced data sets, such as weighting a loss function according to the sample frequencies, synthesizing artificial samples (e.g., SMOTE, introduced in Chawla et al. 2002, or ADASYN, introduced in He et al. 2008), over- or under-sampling methods that repeat or remove samples in order to balance the sample frequency per class, and Bayesian methods (Bailer-Jones et al. 2019). Bailer-Jones et al. (2019) introduced a method to accommodate class imbalance in probabilistic multi-class classifiers. The UPSILoN-T library provides two of these approaches when training or transferring a model.

A.3.1. Weighting a loss function

In Eq. (3) we weight a loss function using \(\alpha\), which is proportional to the number of samples per class. In brief, we give a higher weight to the minority class, and vice versa. The \(\alpha\) for each class is defined as follows:

\[
\alpha_i = \frac{f_i}{\sum_{i=1}^{c} f_i}, \quad \text{where } f_i = \frac{1}{N_i}
\]  

(A.1)

where \(N_i\) is the number of samples per class and \(c\) is the number of variable classes.

A.3.2. Over-sampling technique

Conceptually, an over- or under-sampling method builds an artificial training set by balancing the number of each class in the original training set. The over-sampling method resamples the original training set by randomly duplicating samples from the minority class. For instance, if there are 20 samples of class A and 40 samples of class B, over-sampling randomly selects twice as many samples from class A as class B. The disadvantage of this approach to addressing imbalance is that the training time is increased. Another disadvantage is that a trained model could overfit the minority class since it just duplicates samples.

The following pseudo-code shows how to use these two methods.

```python
# Over-sampling.
ut.train(features, labels, balanced_sampling=True)

# Weighting a loss function.
ut.train(features, labels, weight_class=True)

# Do both.
ut.train(features, labels, balanced_sampling=True, weight_class=True)
```

---

\(^6\) [https://etrioss.kr/ksh/upsilon-t](https://etrioss.kr/ksh/upsilon-t)

\(^7\) Due to Electronics and Telecommunications Research Institute (ETRI) policy, permission is required to access the UPSILoN-T repository after registration for the ETRI GitLab website. The access permission can be obtained simply by emailing the author (D.-W. Kim).
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