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1 Introduction

Notions of friction and stickiness are widely accepted to exist in organizations, economies, and financial systems. Drawing intuition from mathematical physics, one can infer that a system with (dry) friction should have a continuum of equilibrium states. For example, an object can achieve an equilibrium on a curved surface at any point where the slope does not exceed the dry friction coefficient because the friction balances gravity.

There are various empirical regularities found in micro-, macro-, and organizational economic data, such as path-dependence, permanence, hysteresis, boom blessings and recession curses that are hard to replicate or explain with unique-equilibrium models. However, they can be accounted for quite naturally by the meta-stable states, with associated long timescale dynamics, that frictions at the micro-level introduce into such systems.
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Based on this observation, in our first model we study how the introduction of internal frictions affects the dynamical properties of well-established single-equilibrium economic models. It is a fundamental economic question to determine what kinds of friction can actually arise from the behavior of economic agents and how these can be modeled. For example, some frictions may be a rational response to transaction costs while others may be caused by aspects of human psychology.

However friction can also be introduced at the macro-level via the action of a single large economic actor. In our second model we investigate this in the case of a Central Bank that operates a ‘sticky’ interest rate policy.

In this paper, we shall take a phenomenological approach to modeling frictions and use play operators which are common in physics and engineering applications. In an economic context, they are associated with notions of ‘thresholds’ and ‘inaction bands’. These operators can be described in several equivalent ways, including piecewise linear (PWL) functions and via variational inequalities. We proceed by positing that both the current actual inflation rate and the current expectations of future inflation are related by a play operator (or by a combination of them in the multi-agent variant of the model) in a simple Dynamic Stochastic General Equilibrium (DSGE) macroeconomic model. Our analysis focuses on one particular feature of the adapted model with frictions. Namely, we consider local and global stability of this discrete-time PWL system, which naturally possesses a continuum of equilibrium states.

In the remainder of this section we provide some economic background and outline the structure of the paper.

**Economic background and motivation.** Seminal work by the likes of Walras and Jevons in the late 1800’s steered the field of economics away from the domain of philosophy, and laid the foundations for what they hoped would develop into a mathematically tractable (i.e. quantitatively predictive) scientific discipline. Early pioneers of what became known as *Neoclassical Economics* saw parallels between economic systems and the equilibrating forces in nature, and thus borrowed heavily from mathematical physics to derive both intuition and methodologies [1]. Despite concerns about the simplifying assumptions needed for this tâtonnement-driven view (e.g. [2, 3]), the single-equilibrium approach is still considered good enough in many settings, and has not been supplanted by any widely-accepted, complete system. Significant developments have come from introducing concepts such as Rational Expectations and Sticky Models.

The former is the assumption of aggregate consistency in dynamic models [4] with the modeling assumptions. This view admits that agents’ expectations about future uncertainties may be wrong individually, but in aggregate are in agreement with the model itself. In other words, although the future is not fully predictable, agents’ expectations are assumed not to be systematically biased and to collectively use all relevant information in forming expectations of economic variables.

Meanwhile the latter includes the widely-used sticky models of Calvo [5] and the sticky-information of Mankiw and Reis [6]. These models are concerned with similar observations about the way in which real life agents do not instantaneously all move to the ‘correct’ price or opinion but rather do so at a fixed rate and can be represented mathematically by introducing a delay term into the relevant equations. In the absence of noise the same optimal equilibrium solution will be reached as if the stickiness were absent. Continua of possible equilibria can also occur in such models (see for example [7, 8]) but usually in certain special cases (such as a passive interest-rate policy environment [5, 9]) and are
considered an extreme form of indeterminacy.

We note that there are other ways in which inaction can be justified as a rational response. The Rational Inattention literature (see for example [10, 11]) treats economic agents as finite-capacity channels (in Information Theoretic terms) that can only (or choose to only) process new information at a finite rate. They then react optimally in the presence of these constraints but this can involve long delays and periods of non-reaction to changing economic circumstances (see [12] for a DSGE model with rational inattention).

There are also Instantaneous Control Models [13] where a (costly) control mechanism ensures that some quantity never leaves a specified interval by kicking in at the boundaries of the interval. For example, the inventory in a warehouse might be regulated by selling the surplus at a discount when it is full and having to buy at a premium when it is empty. A play operator can indeed fit into this framework but we shall focus upon dynamic rather than stochastic properties.

A robust empirical feature of economic output for developed countries is that output and output growth are non-normally distributed, exhibiting fat tails and excess kurtosis. In many models such booms and busts are explained by the occurrence of large (unpredictable) exogenous shocks followed by tranquil periods when nothing leads to non-normality. Explaining such regularities within linear unique-equilibrium economic models often involves adding a posteriori assumptions such as the existence of an eigenvalue with largest modulus close to, but inside, the unit circle (the Unit Root Hypothesis). A better model should generate non-normality of the output data from within the theory.

The critique of unique-equilibrium models has a long history which we shall not attempt to detail here. For example, many have eloquently pointed out fundamental issues with the assumed equilibrating processes and the ways in which the “aggregation problem” was being solved (e.g. [14–17]). This approach is taken by multi-agent models including models of agents’ behavior under imperfect information, cognitive limitations, or endogenously generated “animal spirits” [18]. Here, the themes of confusion, rational inattention, simplification, and bounded rationality take center stage (e.g. [19,20]). Non-normality in these models can be associated with a lack of independence between agents’ actions that violates a key condition of the Central Limit Theorem. Most of these models are however purely numerical, and incorporate assumptions inspired by the social sciences (e.g. psychology and sociology) in order to add more realistic behavior to the modeling construct of individual actors (much recent work has focused on the question of whether individual actors can ever be sufficiently rational).

Our approach is complementary to many of the above-referenced views. In this paper, we argue that the lingering constraint of a single equilibrium in many such models is unnecessary. Hysteresis is a well-understood property that describes the “stickiness” observed in many physical systems (e.g. plasticity, magnetism), and which explains how multiple stable equilibria can arise. Hysteresis has only recently been explicitly considered in economic time series such as the unemployment rate [21–23]. The form of stickiness that we use is, to our knowledge, new in a macroeconomic setting and differs from, for example, the stickiness of the Calvo pricing model [5] where hypothetical agents are only allowed to adjust (to the correct price) at a fixed rate. The way in which we incorporate stickiness into the model will be justified and described more fully below but, briefly, our sticky variables can only be in one of two modes. They are either currently ‘stuck’ at some value or they are being ‘dragged’ along by some other (related) variable because the maximum
allowable difference between them has been reached. Hence, our agents are truly stuck (not just delayed) until forced to adjust by some discrepancy. If an equilibrium is reached it is determined by the prior states of the system, and a continuum of feasible equilibria is an intrinsic feature of the model (note that other forms of discontinuity, unrelated to stickiness or the play operator, have also been found to induce history dependence [24]).

Real-world economic actions are rarely predictable or reproducible enough for a single model to be definitively ‘accurate’ and we believe there is much to be gained by studying phenomenological models that focus on particular qualitative features. For example, the empirical research into how inflation expectations are formed is extensive but far from conclusive, see [25–29]. However the idea of threshold effects and a ‘harmless interval’ of inflation is not new to economics [30–34] and is naturally captured using a play operator. A population may concurrently be subject to many human limitations (e.g. rational inattention and bounded rationality and confusion, etc.), but for our purposes it is enough to assume that, when aggregated, individual actors behave according to the play operator we describe, and we remain relatively agnostic as to which mechanism may be driving the general features of the play operator.

We also believe that introducing new, plausible, classes of perturbations to standard models can provide valuable insights into the robustness of the standard solutions to changes in the modeling assumptions [35], especially if they are amenable to mathematical analysis. Play operators provide such a class.

In a sense, the object of study of this paper is not an actual economy but instead the class of standard unique-equilibrium DSGE models that are supposed to mimic actual economies. This means that we can leave the defense of many of the DSGE modeling assumptions to economists (indeed we hope that work such as this will help undermine some of those assumptions). For example, the rationale behind the Taylor Rule is shaky at best but it has the benefit of fitting easily within a standard mathematical framework. Our insertion of a play operator into the Taylor Rule, and its rational interpretation, is a plausible mechanism for adding stickiness into the interest rate setting mechanism whose effect on stability etc can be investigated analytically.

We take a similar position on the questions of how to measure the various system parameters. For a dynamical systems study, where we attempt to identify basic properties of the phase and parameter spaces, we regard such considerations as secondary.

Structure of the paper. In the next section, we present a discrete-time 3-dimensional PWL macroeconomic model with sticky inflation expectations modeled by a play operator. The model uses the notion of a representative agent. When the exogenous noise terms are absent from the system, it has a line segment of equilibrium points. Section 3 contains the main results. In particular, in the system without exogenous noise, a simple condition ensures that the line segment of equilibrium points is the global attractor (Section 3.1). In the presence of uniformly bounded noise we obtain an estimate of the globally attracting domain which is proportional to the supremum norm of the noise. Interestingly, this estimate is uniform with respect to the parameter that controls the amount of stickiness in the expectation of future inflation rate. We then consider further variants of the model. First, we add stickiness into the response of the Central Bank (Section 3.2). This can destabilize the equilibrium states (leading to periodic, quasiperiodic or more complex dynamics [36] with associated border collision bifurcations that are typical of piecewise smooth systems [37]) but the system still possesses a bounded globally attracting domain. Then we consider a multi-agent variant of the model (Section 3.3).
This is an \((n + 2)\)-dimensional PWL system with \(2n\) switching surfaces. We show that the \(n\)-dimensional continuum of equilibrium states of this system is the global attractor and each solution trajectory converges exponentially to one of the equilibria. Finally, the proofs based on constructing a family of Lyapunov functions are presented in Section 4. In order to apply the Lyapunov function to the multi-agent model, we adapt a technique from the theory of hysteresis operators \([38, 39]\). Namely, an explicit formula for the inverse of the Prandtl-Ishlinskii operator acting in the space of discrete time inputs and outputs is derived and used. We conclude with a summary of the main results and some suggestions for future work.

\section{The model}

\subsection{DSGE modeling framework}

The standard approach to the problem of aggregating expectations is to introduce a ‘Representative Agent’ whose expectations are fully-informed and rational and consistent with the model itself. Here, an aggregation of \textit{boundedly} rational agents into a similar Representative is required. Our approach is similar in spirit to that of De Grauwe \([18]\) but we use a different model of boundedly rational agents’ behavior.

We start from a toy dynamic stochastic general equilibrium (DSGE) macroeconomics model, which includes aggregate demand and aggregate supply equations

\begin{align}
  x_t &= b_1 p_t + (1 - b_1) x_{t-1} + b_2 y_t + \eta_t, \\
  y_t &= (1 - a_1) y_{t-1} - a_2 (r_t - p_t) + \epsilon_t, \\
\end{align}

augmented with the interest rate-setting Taylor rule

\[ r_t = c_1 x_t + c_2 y_t + \xi_t, \]

where \(y_t\) is the employment rate (or output gap), \(x_t\) is the inflation rate, \(r_t\) is the interest rate, \(p_t\) is the economic agents’ aggregate expectation of future inflation rate, \(\eta_t, \epsilon_t, \xi_t\) are exogenous noise terms, and \(t \in \mathbb{N}\). The parameters satisfy

\[ 0 \leq a_1 < 1, \quad 0 < b_1 < 1, \quad a_2, b_2, c_1, c_2 > 0. \]

The variables are all relative to reference values so that the unique equilibrium in the noise-free system is at the origin. When the noise-free system (1)–(2) is closed using Rational Expectations to define \(p_t\) the equilibrium is unstable if \(c_1 < 1\). Intuitively, this is due to runaway inflation caused by an under-responsive Central Bank and occurs in our variant models. Thus we also enforce \(c_1 > 1\).

This model (and the parameters used) is close to the model used in \([18]\) but simpler in that we do not include the aggregate expectation of the employment rate and the correlation between the subsequent values of the interest rate. The inclusion of such factors does not affect our most significant qualitative observations, but would complicate some aspects of the rigorous analysis that we present.\(^1\)

\(^1\)More complicated variants of DSGE models, employing many more variables to represent different sectors of the economy, are widely used by central banks to help determine interest rate policy \([40–43]\). The DYNARE software platform supporting both DSGE models relying on the rational expectations hypothesis and some models where agents have limited rationality or imperfect knowledge of the state of the economy is available at \([44]\).
The novelty of our modeling strategy is in how we define the relationship between the aggregate expectation of inflation $p_t$ and the inflation rate $x_t$.

### 2.2 Sticky expectations of inflation

We start from the empirical evidence cited above that an individual agent’s expectations are often sticky and may lag behind the currently observable values before they start to move. We also posit that this gap between future expectations and current reality cannot grow too large. We then imbue our now boundedly rational Representative Agent with these same properties. More precisely, we assume the following rules that define the variations of the expectation of future inflation rate $p_t$ with the actual inflation rate $x_t$ at integer times $t$:

(i) The value of the difference $|p_t - x_t|$ never exceeds a certain bound $\rho$;

(ii) As long as the above restriction is satisfied, the expectation does not change, i.e. $|x_t - p_{t-1}| \leq \rho$ implies $p_t = p_{t-1}$;

(iii) If the expectation has to change, it makes the minimal increment consistent with constraint (i).

Rule (ii) introduces stickiness in the dependence of $p_t$ on $x_t$, while (i) states that the expected inflation rate cannot deviate from the actual rate more than prescribed by a threshold value $\rho$. Hence $p_t$ follows $x_t$ reasonably closely but on the other hand is conservative because it remains indifferent to variations of $x_t$ limited to a (moving) window $p - \rho \leq x \leq p + \rho$. The last rule (iii) enforces continuity of the relationship between $p_t$ and $x_t$ and, in this sense, can be considered as a technical modeling assumption that is mathematically convenient.

Rules (i)–(iii) are expressed by the formula

$$p_t = x_t + \Phi_\rho(p_{t-1} - x_t), \quad t \in \mathbb{N}$$

with the piecewise linear saturation function

$$\Phi_\rho(v) = \begin{cases} 
\rho & \text{if } v \geq \rho, \\
v & \text{if } -\rho < v < \rho, \\
-\rho & \text{if } v \leq -\rho.
\end{cases}$$

Equations (1) and (2), completed with formulas (3) and (4), form a closed 3-dimensional PWL model for the evolution of the aggregated variables $x_t, y_t, p_t$. Another variant of this model has been considered in [36]. Iterations of the system (1)–(4) must start from a set of initial conditions $x_0, y_0, p_0$ satisfying $|x_0 - p_0| \leq \rho$.

Some further terminology will be useful. Denote by $\mathcal{S}$ the set of all real sequences $x = (x_0, x_1, \ldots)$. For a given parameter $\rho > 0$, the play operator $p_\rho : [-\rho, \rho] \times \mathcal{S} \rightarrow \mathcal{S}$ is defined as the mapping which with a given initial condition $s_0 \in [-\rho, \rho]$ and a sequence $x \in \mathcal{S}$ associates the sequence

$$p = (p_0, p_1, \ldots) = \{p_\rho[s_0, x] t; t \in \mathbb{N} \cup \{0\}\} \in \mathcal{S}$$
Figure 1: Graphical representation of the play and stop operators with the threshold $\rho = 1$. Left: Example of an input-output sequence $(x_t, p_t)$ of the play operator. For each $t$, $(x_t, p_t)$ is the nearest point to $(x_{t-1}, p_{t-1})$, which belongs to the band $|x-p| \leq 1$ (shown in grey) and has $x = x_t$. Right: The corresponding input-output sequence $(x_t, s_t) = (x_t, x_t - p_t)$ of the stop operator satisfies $|s_t| \leq 1$ for all $t$.

Figure 2: Continuous time mechanical interpretations of the stop operator. Left: The position $x$ of the center of the frame, which has length $2\rho$, is the input; the relative position $s$ of the center of the frame with respect to the center of the grey box is the output. The frame moves and drags the box creating the input-output sequence $(x, s)$. Right: Schematic of the Prandtl’s model of quasi-static elastoplasticity [45]. The grey box is not moving unless the absolute value of the force $s$ of the ideal spring reaches the maximal value $\rho$ of the Coulomb friction force between the box and the surface (equivalently, $s$ can denote the elongation of the spring); $x$ is the coordinate of the end of the spring.

according to the formula (3) with $p_0 = x_0 - s_0$ [38]. The parameter $\rho$ is called the threshold, see Fig. 1 (left). A dual mapping $s_\rho : [-\rho, \rho] \times \mathcal{S} \to \mathcal{S}$, which is defined by the relationship

$$s_t = \Phi_\rho(x_t - x_{t-1} + s_{t-1}), \quad t \in \mathbb{N}$$  \hspace{1cm} (6)

for an arbitrary pair $(s_0, x) \in [-\rho, \rho] \times \mathcal{S}$, is known as the stop operator

$$s = (s_0, s_1, \ldots) = \{s_\rho[s_0, x]; t \in \mathbb{N} \cup \{0\}\} \in \mathcal{S},$$  \hspace{1cm} (7)

see Fig. 1 (right). By definition the play and stop operators sum up to the identity:

$$p_t + s_t = x_t$$

for the sequences (5), (7).

One can think of the play operator as having two modes, see Fig. 2 (left). A ‘stuck mode’ where it will not respond to small changes in the input $x_t$ and a ‘dragged mode’ where the absolute difference between the input $x_t$ and output $p_t$ are at the maximum allowable and changes to the input, in the correct direction, will drag the output along with it. Further, in the context of our model, the output of the stop operator $s_t$ measures the difference between the inflation rate and the expectation of the future inflation rate, hence $s_t$ remains within the bound $|s_t| \leq \rho$ at all times. We shall refer to the variable $s_t = x_t - p_t$ as the perception gap. Interestingly the explicit relationship (6) has been observed in actual economic data [46, 47]. Fig. 2 (right) gives an interpretation of the stop operator combing an ideal spring and a dry friction element as used in mechanics.
2.2.1 The Aggregation Problem

The standard approach to the problem of aggregating expectations is to introduce a Representative Agent whose expectations are fully-informed, rational and consistent with the model itself. Here, even if we suppose that each agent acts like a play operator, then an aggregation of boundedly rational agents into a single Representative is required.

The aggregate of even just two play operators with differing thresholds is no longer a play operator — although the output will still display inactive (as well as less active) modes and there is still a maximum allowable difference between the input and output. However play (and stop) operators are just special cases of a wider class of Prandtl-Ishlinskii or PI operators.

PI operators have a remarkable aggregation/composition property. When connected together in an arbitrary network (under mild technical conditions) they collectively act as a single, but different, PI operator. Thus, as long as individual agents are represented by PI operators, there is a rigorous aggregation process by which a network of interacting heterogeneous agents can be reduced to a single Representative Agent. This ability to rigorously aggregate non-trivial agents is very unusual — and not just within economics. The result and further references to PI operators can be found in [48]. Furthermore this new composite PI operator can be identified analytically in simple cases or, in general, by measuring the network’s response to a monotonic input.

So let us return to the expectations aggregation problem. We can imagine the agents in the economy/model being connected in a way that reflects how much influence expectations (or, say, wage increases) affect their neighbors. Then each agent’s individual inflation expectation is modeled by a play operator (or by something ‘close’ within the space of PI operators) whose input is some combination of both the actual inflation rate and the expectations of their neighbors. By the composition property of PI operators, the aggregate response will also be a (probably quite complicated) PI operator that should nevertheless still have stuck, less active, and more active regimes while limiting the difference between the actual and aggregated expected inflation.

Importantly, when agents are connected into a network structure, internal ‘cascades’ of changes in expectations can occur. For example, if one especially significant agent suddenly starts to increase their expectation of inflation, this may trigger increases in its network neighbors’ expectations and so on. Nevertheless the possibility of such cascades is still captured by the composite PI operator — if cascades can occur then the output of the operator when given a smoothly varying input has discontinuities that correspond to the cascades (see [48]).

Rather than study a sticky expectations model with a single, complicated, aggregate PI operator we choose to leave this for later work. We instead assume that the aggregated PI function is itself just a single play operator — this case can be analyzed in detail and is a necessary first step for a deeper understanding of the dynamics of such systems (although we present simulations for a three-agent model in Appendix F). Also, the space of all possible boundedly rational perturbations to rational models is very large and very hard to study rigorously or even define. This makes the analysis of tractable, plausible, boundedly-rational variants of rational models of independent interest and provides an additional justification for our non-standard but conceptually simple Representative Agent.
3 Main results

3.1 Autonomous system

We first consider system (1)–(3) without noise terms:

\[
\begin{align*}
    x_t &= b_1 p_t + (1 - b_1) x_{t-1} + b_2 y_t, \\
    y_t &= (1 - a_1) y_{t-1} - a_2 (c_1 x_t + c_2 y_t - p_t), \\
    p_t &= x_t + \Phi(\rho)(p_{t-1} - x_t).
\end{align*}
\]

Equilibrium points of this system form a line segment

\[
\mathcal{A} = \left\{ (x_*, y_*, p_*)(u) : x_*(u) = \kappa u, \ y_*(u) = \frac{b_1}{b_2} u, \ p_*(u) = (\kappa - 1) u, \ |u| \leq \rho \right\}
\]

with

\[
\kappa = \frac{a_2(b_2 + b_1 c_2) + a_1 b_1}{a_2 b_2 (1 - c_1)}.
\]

Theorem 3.1. If \(c_1 > 1\), then the line segment \(\mathcal{A}\) of equilibrium points is the global attractor for system (8). Further, any trajectory converges to an equilibrium point \((x_*, y_*, p_*) \in \mathcal{A}\).

We note that system (8) is written in an implicit form. If \(c_1 > 1\) as in Theorem 3.1, it is easy to rewrite this system as an explicit PWL map \((x_t, y_t, p_t) = f(x_{t-1}, y_{t-1}, p_{t-1})\).

3.2 Sticky Central Bank response

The Central Bank policy can potentially exhibit stickiness too. To explore this scenario in this section we replace the Taylor rule (2) with the relation

\[
r_t = p_\sigma[c_1 x + c_2 y]_t + \xi_t
\]

also involving a play operator with an initial condition \(r_0\) such that \(|r_0 - (c_1 x_0 + c_2 y_0)| \leq \sigma\). The play operator \(p_\sigma\) with a threshold \(\sigma \geq 0\) independent of \(\rho\) in (10) should express the fact that the Central Bank’s decisions do not immediately follow the instantaneous value of \(c_1 x_t + c_2 y_t\), but they are activated only if the difference between \(r_t\) and \(c_1 x_t + c_2 y_t\) risks exceeding a given value \(\sigma\). For \(\sigma = 0\), \(p_\sigma\) is the identity mapping and (10) becomes (2).

It is worth noting that for \(\sigma > 0\) and a sequence \(\{v_t\}\), \(r_t = p_\sigma[v]_t\) is the sequence with minimal variation in the \(\sigma\)-neighborhood of \(\{v_t\}\), that is, the implication

\[
\hat{r}_0 = r_0, \ |\hat{r}_t - v_t| \leq \sigma \ \forall t \in \mathbb{N} \cup \{0\} \ \Rightarrow \ \sum_{t=1}^{T} |\hat{r}_t - \hat{r}_{t-1}| \geq \sum_{t=1}^{T} |r_t - r_{t-1}|
\]

holds for every sequence \(\{\hat{r}_t\}\) and any \(T \in \mathbb{N}\) as a special case of [49, Theorem 1.2 and Corollary 1.6]. The rule (10) can thus be interpreted as the optimal strategy requiring \(r_t\) to stay in a \(\sigma\)-neighborhood of the input sequence while minimizing any “costs” incurred by varying the interest rate (and so this second application of the play operator can be considered a ‘rational’ variant of the underlying model in that the Central Bank is still engaging in a form of optimizing behavior).
we obtain a 4-dimensional PWL system (1), (3), (12). In the absence of noise, i.e. when \( \eta_t = \epsilon_t = \xi_t = 0 \) for all \( t \), this system has the following set of equilibrium points:

\[
\mathcal{M} = \left\{ (x_*, y_*, p_*, r_*) : \begin{aligned} x_* &= \kappa u + \frac{v}{c_1 - 1}, \\
y_* &= \frac{b_1}{b_2} u, \\
p_* &= (\kappa - 1)u + \frac{v}{c_1 - 1}, \\
r_* &= \left( c_1 \kappa + \frac{b_1 c_2}{b_2} \right) u + \frac{v}{c_1 - 1}, \end{aligned} \right. \quad |u| \leq \rho, \quad |v| \leq \sigma \right\}.
\]

The subset

\[
\mathcal{A}_0 = \left\{ (x_*, y_*, p_*, r_*) \in \mathcal{M} : v = 0 \right\}
\]

of \( \mathcal{M} \) can be considered as a natural embedding of the equilibrium set (9) into the 4-dimensional phase space of system (1), (3), (12).

It should be pointed out right away that stickiness in the Taylor rule can have a destabilizing effect on the equilibrium states. To see this, consider for simplicity the case where \( \rho = 0 \), which implies \( p = x \) and \( s = 0 \), i.e., we remove stickiness in the inflation expectation. Note that the system is locally linear in a vicinity of every equilibrium point belonging to \( \mathcal{M} \) and satisfying \( |v| < \sigma \). Further, a simple calculation shows that the determinant of the linearization at such equilibrium points equals \((1 - a_1)(1 - b_1)/(1 - b_1 - a_2 b_2)\). If \( 1 - b_1 > a_2 b_2 > a_1 (1 - b_1) \), then this determinant is greater than 1, hence these equilibria are unstable (in particular, they are unstable in the important case of \( a_1 = 0, 1 - b_1 > a_2 b_2 \)). Numerical examples of several attractors including periodic orbits of different periods, a quasiperiodic orbit or a union of two equilibrium points corresponding to \( v = \pm \sigma \) (end points of the line segment of equilibrium points) can be found in [50].

The goal of this section is to estimate how far trajectories can deviate from the equilibrium set \( \mathcal{A}_0 \) due to stickiness in the Taylor rule and a uniformly bounded noise.

**Theorem 3.2.** Consider the system (1), (3), (12) with uniformly bounded exogenous terms \( \eta_t, \epsilon_t, \xi_t \) and with \( c_1 > 1 \). There exist constants \( L_1, L_2 \), which depend on the parameters \( a_1, a_2, b_1, b_2, c_1, c_2 \) but are independent of the threshold \( \rho \) of the inflation expectation (see (3)), such that every trajectory satisfies

\[
\limsup_{t \to \infty} |x_t - x_*(s_t)|, \limsup_{t \to \infty} |y_t - y_*(s_t)| \leq L_1 \sigma + L_2 m,
\]

where \( (x_*, y_*, p_*)(\cdot) \) is defined in (9), \( s_t = x_t - p_t \), \( \sigma \) is the threshold of the play operator in the central bank’s policy (see (10)) and

\[
m = \sup_t \max\{|\epsilon_t|, |\eta_t|, |\xi_t|\} < \infty.
\]

The proof presented below suggests an explicit upper bound for the coefficients \( L_1, L_2 \) in (14). Due to relations \( p = x - s \) and (12), estimates (14) imply similar estimates for \( p_t \) and \( r_t \):

\[
\limsup_{t \to \infty} |p_t - p_*(s_t)| \leq L_1 \sigma + L_2 m,
\]

\[
\limsup_{t \to \infty} |r_t - c_1 x_*(s_t) - c_2 y_*(s_t)| \leq (c_1 + c_2)(L_1 \sigma + L_2 m) + \sigma + m.
\]
According to Theorem 3.2, estimates (14)–(17) are uniform with respect to $\rho$. In particular, if $\sigma = 0$ and hence system (1), (3), (12) becomes equivalent to system (1)–(3), then every trajectory converges to a neighborhood

$$\mathfrak{A}(R) = \{ (x, y, p) : \min_{(x^*, y^*, p^*) \in \mathfrak{A}} \max \{ |x - x^*|, |y - y^*|, |p - p^*| \} \leq R \}$$

of the set (9) of equilibrium points, and the size of this neighborhood is proportional to the supremum norm of the noise terms, $R = L_2 m$, and is independent of the threshold $\rho$ of inflation expectations (cf. Theorem 3.1).

### 3.3 A multi-agent model

Model (1)–(3) can be easily extended to account for differing types of agent with different inflation rate expectation thresholds. To this end, we replace the simple relationship (5) between $p_t$ and $x_t$ (which is equivalent to (3)) with the equation

$$p_t = \sum_{i=1}^{n} \nu_i p_{\rho_i}[\beta_i, x_t]. \quad (18)$$

Here the play operator $p_{\rho_i}$ models the expectation of inflation by the $i$-th agent; $p_t$ is the aggregate expectation of inflation; $\nu_i > 0$ is a weight measuring the contribution of that agent’s expectation of inflation to the aggregate quantity; $\rho_i$ is an individual threshold characterizing the behavior of the $i$-th agent; $\beta_i$ is the initial condition for the corresponding play operator; and we assume the ordering $0 < \rho_1 < \cdots < \rho_n$.

Operator (18) is known as a (discrete) Prandtl-Ishlinskii (PI) operator [38, 45, 51]. In analysing this operator, it is convenient to restrict the set of initial conditions of the play operators in (18). In what follows, we assume that $|\beta_1| < \rho_1$ and $|\beta_i - \beta_{i-1}| \leq \rho_i - \rho_{i-1}$ for all $2 \leq i \leq n$. Further, the coefficients $\nu_i$ are assumed to fulfill the condition

$$\nu_i > 0 \quad \text{for} \quad i = 1, \ldots, n, \quad \nu_0 := 1 - \sum_{i=1}^{n} \nu_i \geq 0. \quad (19)$$

It will be useful to define the quantity $s_t$ similarly as in (7), that is

$$s_t = x_t - p_t = \nu_0 x_t + \sum_{i=1}^{n} \nu_i s_{\rho_i}[^{[\beta_i, x_t], 20)}$$

where $s_{\rho_i}[^{[\beta_i, x_t], t} = x_t - p_{\rho_i}[^{[\beta_i, x_t], t}$, for all $t \in \mathbb{N} \cup \{0\}$.

Equations (1), (2), (18) form an $(n + 2)$-dimensional PWL system. Similarly, if the Taylor rule (2) is replaced with its sticky counterpart (12), we obtain a PWL system of dimension $n + 3$. One can formulate natural analogs of Theorems 3.1, 3.2 for these systems. For example, let us consider the analog of Theorem 3.1 for the autonomous system

$$\begin{align*}
x_t &= b_1 p_t + (1 - b_1) x_{t-1} + b_2 y_t, \\
y_t &= (1 - a_1) y_{t-1} - a_2 (c_1 x_t + c_2 y_t - p_t)
\end{align*} \quad (21)$$

coupled with formula (18) for the aggregate expectation of inflation.

\[\text{2}\] The continuous-time counterpart of this operator is widely used as a friction model in mechanical applications [52] as well as for modeling elastoplastic systems [53], constitutive laws of smart materials [54], and material fatigue [55].
**Theorem 3.3.** If $c_1 > 1$, then any trajectory of system (18), (21) converges to an equilibrium point of this system.

We note that equilibrium points of system (18), (21) form an $n$-dimensional parallelepiped in its phase space. The proof of Theorem 3.3 uses the constructions from the proof of Theorem 3.1 but additionally relies on an inversion formula for the Prandtl-Ishlinskii operator. This proof also shows a possible way to extend Theorem 3.2 to the multi-agent model (1), (12), (18) with sticky inflation expectation and exogenous noise.

4 Proofs

4.1 Play and stop operators

For the reader’s convenience, we summarize here some well-known properties of the discrete time stop operator $s = s_\rho [s_0, x]_t$ and play operator $p = p_\rho [s_0, x]_t$ which are needed in the sequel.

**Lemma 4.1.** Let $\{x_t; t \in \mathbb{N} \cup \{0\}\}$ be a given sequence. Then $p_t, s_t$ satisfy (5), (7) if and only if $|s_t| \leq \rho$ for all $t \in \mathbb{N} \cup \{0\}$ and the variational inequality

$$ (p_t - p_{t-1}, s_t - z) \geq 0 \quad \forall t \in \mathbb{N} \cup \{0\} $$

holds for every $z \in [-\rho, \rho]$.

**Proof.** Relations (5), (7) are equivalent to the series of implications

$$ p_t - p_{t-1} > 0 \Rightarrow p_t = x_t - \rho \Rightarrow s_t = \rho, \quad p_t - p_{t-1} < 0 \Rightarrow p_t = x_t + \rho \Rightarrow s_t = -\rho, $$

which is in turn equivalent to (22) under the condition $|s_t| \leq \rho$ for all $t \in \mathbb{N}$. \hfill \Box

For a generic sequence $\{z_t; t \in \mathbb{N} \cup \{0\}\}$, we introduce the notation

$$ \nabla_t z := z_t - z_{t-1} \quad \text{if} \quad t \geq 1; \quad \nabla_t^2 z := z_t - 2z_{t-1} + z_{t-2} \quad \text{if} \quad t \geq 2. $$

We will systematically use the identity

$$ \nabla_t z = \frac{1}{2} (z_t^2 - z_{t-1}^2) + \frac{1}{2} (\nabla_t z)^2. $$

Choosing in (22) the value $z = s_{t-1}$, we obtain that $\nabla t p \nabla t s \geq 0$, hence

$$ \nabla_t x \nabla_t s \geq (\nabla_t s)^2. $$

Furthermore, summing the inequalities

$$ (p_t - p_{t-1})(s_t - s_{t-1}) \geq 0, $$

$$ (p_{t-1} - p_t)(s_{t-1} - s_t) \geq 0, $$

which follow from (22) by the choice $z = s_{t-1}$ and $z = s_t$, respectively, we obtain that $\nabla_t^2 p \nabla_t s \geq 0$, hence

$$ \nabla_t^2 x \nabla_t s \geq \nabla_t^2 s \nabla_t s = \frac{1}{2} ((\nabla_t s)^2 - (\nabla_{t-1} s)^2) + \frac{1}{2} (\nabla_t^2 s)^2, $$
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and similarly
\[ \nabla_t^2 x \nabla_t x = \frac{1}{2} ((\nabla_t x)^2 - (\nabla_{t-1} x)^2) + \frac{1}{2} (\nabla_t^2 x)^2, \]  
which is a special case of identity (24) with \( z_t = \nabla_t x \) and \( z_t = \nabla_t x \).

**Lemma 4.2.** For a given sequence \( \{x_t : t \in \mathbb{N} \cup \{0\}\} \), put \( p_t = p_\rho|s_0, x|_t \), \( s_t = x_t - p_t \) with some given initial condition \( s_0 \in [-\rho, \rho] \). Let \( q_t = x_t + \delta s_t = (1 + \delta)x_t - \delta p_t \) for some \( \delta > -1 \). Then
\[ x_t = \frac{1}{1 + \delta} \left( q_t + \delta p_{(1+\delta)p|(1+\delta)s_0, q}|t \right). \]  

**Proof.** We have \( q_t - p_t = (1 + \delta)s_t \), hence \( |q_t - p_t| \leq (1 + \delta)|\rho| \), and
\[ (p_t - p_{t-1}, q_t - p_t - (1 + \delta)|\rho|) \geq 0 \quad \forall t \in \mathbb{N} \quad \forall |x| \leq 1. \]  
By Lemma 4.1, this implies that \( p_t = p_{(1+\delta)p|(1+\delta)s_0, q}|t \) and the assertion follows.

**Lemma 4.3.** For a given sequence \( \{x_t : t \in \mathbb{N} \cup \{0\}\} \), put \( p_t = p_\rho|s_0, x|_t \) with some given initial condition \( s_0 \in [-\rho, \rho] \). Then for every \( t, j \in \mathbb{N} \) we have
\[ |p_{t+j} - p_t| \leq \max_{i=1,\ldots,j} \{|x_{t+i} - x_t|\}. \]  

**Proof.** We fix \( t \in \mathbb{N} \cup \{0\}, J \in \mathbb{N} \) and for \( j = 0, 1, \ldots, J \) set
\[ S_j = \max\{||p_{t+j} - p_t|^2, \max_{i=1,\ldots,j} \{|x_{t+i} - x_t|^2\}\}. \]  
The proof will be complete if we prove that the sequence \( \{S_j\} \) is nonincreasing for \( j = 0, 1, \ldots, J \). Indeed, then \( S_J \leq S_0 \), which is precisely the desired statement.

Assume for contradiction that \( S_j > S_{j-1} \) for some \( j = 1, \ldots, J \). Then
\[ |p_{t+j} - p_t| > \max_{i=1,\ldots,j} \{|x_{t+i} - x_t|\}, \quad (p_{t+j} - p_t)^2 > (p_{t+j-1} - p_t)^2. \]  
Inequality (32) can be equivalently written as
\[ (p_{t+j} - p_{t+j-1})(p_{t+j} - p_t) > \frac{1}{2} (p_{t+j} - p_{t+j-1})^2 > 0. \]  
We now replace in (22) written for \( t + j \) instead of \( t \) the element \( z \) by \( s_t \) and obtain
\[ (p_{t+j} - p_{t+j-1})(s_{t+j} - s_t) \geq 0, \]  
which implies that
\[ (p_{t+j} - p_t)(s_{t+j} - s_t) \geq 0, \]  
in contradiction with (31). This completes the proof of Lemma 4.3.
4.2 Long time asymptotics

This section is devoted to the study of the asymptotic behavior of system (1), (10) as $t \to \infty$. Put $z_t = s_t(s_0, c_1 p + c_2 y_t)|_t = c_1 x_t + c_2 y_t - r_t + \xi_t$. This allows us, with the notation (23), to rewrite (1), (10) in the form

$$
(1 - a_1)\nabla_t y + (a_1 + a_2 c_2) y_t + a_2 (c_1 - 1) x_t + a_2 s_t = a_2 (z_t - \xi_t) + \epsilon_t,
$$

$$
(1 - b_1)\nabla_t x + b_1 s_t - b_2 y_t = \eta_t.
$$

(35)

As a consequence of (35), we have

$$
(1 - b_1)\nabla_t^2 x + b_1 \nabla_t s - b_2 \nabla_t y = \nabla_t \eta
$$

with the notation (23). This enables us to eliminate $y_t$ from the system (35) and reformulate it as a second order equation

$$
\nabla_t^2 x + A \nabla_t x + B \nabla_t s + C x_t + D s_t = h_t, \quad t \geq 2,
$$

(36)

with positive constants

$$
A = \frac{a_1 + a_2 c_2}{1 - a_1}, \quad B = \frac{b_1}{1 - b_1}, \quad C = \frac{a_2 b_2 (c_1 - 1)}{(1 - a_1)(1 - b_1)}, \quad D = \frac{b_1 (a_1 + a_2 c_2) + a_2 b_2}{(1 - a_1)(1 - b_1)},
$$

(37)

and with the right-hand side

$$
h_t = \frac{1}{(1 - a_1)(1 - b_1)} ((1 - a_1) \nabla_t \eta + b_2 (a_2 (z_t - \xi_t) + \epsilon_t) + (a_1 + a_2 c_2) \eta_t).
$$

(38)

The sequence $\{h_t\}$ contains the term $z_t$ which is bounded above by $\sigma$, and the noise terms $\epsilon_t, \xi_t, \eta_t$, and $\nabla_t \eta$.

Equation (36) always has a solution $x_t$ at each time step $t$, since the right-hand side of (36) is for each fixed $t$ a bounded function of $x_t$ and the left hand side is an increasing piecewise linear function of $x_t$. In some cases, the solution may not be unique if the coefficient $D^* := a_2 b_2 /((1 - a_1)(1 - b_1))$ in front of $x_t$ on the right-hand side is large. Our computations below show, however, that all solutions have the same asymptotic convergence towards a small neighborhood of a particular equilibrium point depending on the trajectory.

4.2.1 Auxiliary estimate 1

We put

$$
q_t := C x_t + D s_t,
$$

(39)

and multiply the equation (36) by $\nabla_t q = C \nabla_t x + D \nabla_t s$. Putting

$$
V_t^1 := \frac{1}{2} (C (\nabla_t x)^2 + D (\nabla_t s)^2 + q_t^2)
$$

(40)

and using the relations (24)–(25) we obtain that

$$
V_t^1 - V_{t-1}^1 + \frac{C}{2} (\nabla_t^2 x)^2 + \frac{D}{2} (\nabla_t^2 s)^2 + AC (\nabla_t x)^2 + (BC + AD + BD) (\nabla_t s)^2 + \frac{1}{2} (\nabla_t q)^2 \leq h_t \nabla_t q.
$$

(41)
4.2.2 Auxiliary estimate 2

We now rewrite (36) in the form

\[
\nabla_t^2 x + \frac{A}{C} \nabla_t q + \left( B - \frac{AD}{C} \right) \nabla_t s + q_t = h_t
\]

(42)

with \( q_t \) given by (39), and multiply it by \( q_t \). We use (24) again and find constants \( E, F > 0 \) depending on \( A, B, C, D \) such that

\[
\nabla_t x q_t - \nabla_{t-1} x q_{t-1} + \frac{A}{2C} (q_t^2 - q_{t-1}^2) + \frac{1}{2} q_t^2 \leq (\nabla_t x - \nabla_{t-1} x) \nabla_t q + E(\nabla_t s)^2 - \frac{A}{2C}(\nabla_t q)^2 + h_t q_t
\]

\[
\leq F \left( \frac{1}{2}(\nabla_t^2 x)^2 + A(\nabla_t x)^2 \right) + h_t q_t .
\]

(43)

We now set

\[
V_t^0 := \nabla_t x q_t + \frac{A}{2C} q_t^2,
\]

(44)

so that (43) has the form

\[
V_t^0 - V_{t-1}^0 + \frac{1}{2} q_t^2 \leq F \left( \frac{1}{2}(\nabla_t^2 x)^2 + A(\nabla_t x)^2 \right) + h_t q_t .
\]

(45)

Finally, we choose \( \lambda > 0 \) such that \( \lambda F < C \), and \( \lambda V_t^0 \geq -\frac{1}{2} V_t^1 \) for all \( t \in \mathbb{N} \), and put

\[
W_t = V_t^1 + \lambda V_t^0.
\]

(46)

Then, due to (41) and (45), there exists a constant \( \mu > 0 \) such that

\[
W_t - W_{t-1} + \mu W_t \leq L|h_t|\sqrt{W_t}
\]

(47)

for all \( t \in \mathbb{N} \) as a consequence of (40), (41), and (45), with some constant \( L > 0 \).

4.2.3 Asymptotic behavior: Proof of Theorems 3.1–3.2

Let \( c_1 > 1 \). If \( h_t = 0 \), that is, no noise is present and the reaction of the Central Bank is instantaneous with \( \sigma = 0 \), then \( W_t \) is a Lyapunov function of the system which decays exponentially to 0. In particular, \( q_t \) defined by (39), converges exponentially to \( q_\infty = 0 \). Then, it follows from Lemmas 4.2 and 4.3 that \( x_t \) converges to some value \( x_\infty \), hence \( s_t = s_\mu[s_0, x] \) converges to some \( s_\infty \) such that

\[
Cx_\infty + Ds_\infty = 0,
\]

(48)

and \( p_t = x_t - s_t \to x_\infty - s_\infty \). Further, equations (8) imply that \( y_t \to y_\infty \) and the point \((x_\infty, y_\infty, p_\infty)\) belongs to the set (9). This completes the proof of Theorem 3.1.

In the case of a general right-hand side \( h_t \), we have for every \( t > T > 0 \), as a consequence of (47), that

\[
W_t \leq (1 + \mu)^{-T} W_{t-T} + L \sum_{j=t-T+1}^{t} |h_j|\sqrt{W_j}(1 + \mu)^{j-1-t}.
\]

(49)
Assume that there exists $T > 0$ such that for all $t_0 \in \mathbb{N}$ we have
\[ \frac{1}{T} \sum_{j=t_0+1}^{t_0+T} |h_j| \leq \hat{\sigma}. \] (50)

Then it follows from (49) that
\[ W_t \leq (1 + \mu)^{-T} W_{t-T} + \frac{LT\hat{\sigma}}{1 + \mu} \max_{j=t-T+1, \ldots, t} \sqrt{W_j} \] (51)
for all $t > T$. Assume first that there exists $t > T$ such that $W_t \geq W_j$ for all $j = t-T, \ldots, t$.
Then (51) yields that
\[ W_t \leq (1 + \mu)^{-T} W_t + \frac{LT\hat{\sigma}}{1 + \mu} \sqrt{W_t}, \]
giving
\[ W_t \leq \left( \frac{LT\hat{\sigma} (1 + \mu)^{T-1}}{(1 + \mu)^T - 1} \right)^2. \]
This implies in particular that $W_t$ is bounded and we put
\[ W^* := \limsup_{t \to \infty} W_t < \infty. \]

For an arbitrary $\delta > 0$ we find $t_0$ sufficiently large such that for all $t > t_0 - T$ we have $W_t \leq W^* + \delta$. Then for $t > t_0$ we obtain from (51) that
\[ W_t \leq (1 + \mu)^{-T} (W^* + \delta) + \frac{LT\hat{\sigma}}{1 + \mu} \sqrt{W^* + \delta}, \]
hence,
\[ W^* \leq (1 + \mu)^{-T} (W^* + \delta) + \frac{LT\hat{\sigma}}{1 + \mu} \sqrt{W^* + \delta}, \]
that is,
\[ W^* + \delta \leq \frac{LT\hat{\sigma} (1 + \mu)^{T-1}}{(1 + \mu)^T - 1} \sqrt{W^* + \delta} + \frac{\delta (1 + \mu)^T}{(1 + \mu)^T - 1}, \]
and we conclude that
\[ W^* \leq \left( \frac{LT\hat{\sigma} (1 + \mu)^{T-1}}{(1 + \mu)^T - 1} \right)^2 + \frac{\delta (1 + \mu)^T + 1}{(1 + \mu)^T - 1}. \] (52)

Since $\delta > 0$ is arbitrary, we obtain that
\[ \limsup_{t \to \infty} W_t \leq \left( \frac{LT\hat{\sigma} (1 + \mu)^{T-1}}{(1 + \mu)^T - 1} \right)^2. \] (53)

Estimate (53) gives a uniform upper bound for the value of $\limsup_{t \to \infty} W_t$ independent of the initial condition if the noise terms $\epsilon_t, \xi_t, \eta_t$. In particular, if $|h_t| \leq \hat{\sigma}$ for all $t \in \mathbb{N}$, then formula (53) holds with $T = 1$, that is,
\[ \limsup_{t \to \infty} W_t \leq \left( \frac{L\hat{\sigma}}{\mu} \right)^2. \] (54)
Since by construction \((Cx_t + Ds_t)^2 = q_t^2 \leq 2V_t^1 \leq 4W_t^1\) and by definition \(x_s(s_t) = \kappa s_t = -s_tD/C\), it follows that

\[
\limsup_{t \to \infty} (x_t - x_s(s_t))^2 \leq \left(\frac{2L\hat{\sigma}}{\mu C}\right)^2.
\]  

(55)

Condition (15) of Theorem 3.2 and the definition of \(h_t\) (see (38)) imply that the estimate \(|h_t| \leq \hat{\sigma}\) holds with \(\hat{\sigma} = L\sigma + L''m\), hence (55) implies the first of the estimates (14). Further, the first equation in (1) implies that

\[
y_t - y_s(s_t) = y_t - \frac{b_1s_t}{b_2} = \frac{1 - b_1}{b_2} \nabla_t x - \frac{\eta_t}{b_2},
\]

hence the second of the estimates (14) follows from the relations \(C(\nabla_t x)^2 \leq 2V_t^1 \leq 4W_t^1\) and (54) combined with \(\hat{\sigma} = L\sigma + L''m\) and (15). This completes the proof of Theorem 3.2.

A few remarks are in order. First, estimate (53) can be useful if system (1) is obtained as a time discretization of a continuous time system and the increments of noise are of class \(\ell_{1 \text{loc}}\). Second, counterparts of Theorems 3.1–3.2 can be obtained by the same method if \(p_t\) is allowed to depend also on \(y_t\), for example, if \(p_t = p_{\rho}[s_0, x + \delta y]_t\) with a small \(\delta > 0\).

### 4.3 Stability of the multi-agent model

As mentioned earlier, the proof of Theorem 3.3 is parallel to the proof of Theorem 3.1 but additionally relies on an inversion formula for the Prandtl-Ishlinskii operator. We start by deriving the inverse operator.

#### 4.3.1 Inversion of the discrete-time Prandtl-Ishlinskii operator

The main tool in our analysis is the following identity which, being inspired by the developments in [38, §34], is essentially due to M. Brokate, see [39, Proposition 2.2.16].

**Lemma 4.4** (Brokate identity). Let \(\rho > 0\), \(\sigma > 0\), \(\beta \in [-\rho, \rho]\), \(\gamma \in [-\sigma, \sigma]\), and \(x \in S\) be given. Put \(p = p_\rho[\beta, x]\), \(q = p_\sigma[\gamma, p]\). Then \(q = p_{\rho+\sigma}[\beta + \gamma, x]\). Moreover, the implication

\[
q_t - q_{t-1} \neq 0 \implies (p_t - p_{t-1})(q_t - q_{t-1}) > 0
\]  

(56)

holds for every \(t \in \mathbb{N}\).

**Proof.** Put \(\varphi = p_{\rho+\sigma}[\beta + \gamma, x]\). We have by definition

\[
(p_t - p_{t-1})(x_t - p_t - \rho z) \geq 0,
\]  

(57)

\[
(q_t - q_{t-1})(p_t - q_t - \sigma z) \geq 0,
\]  

(58)

\[
(\varphi_t - \varphi_{t-1})(x_t - \varphi_t - (\rho + \sigma)z) \geq 0,
\]  

(59)

for all \(t \in \mathbb{N}\) and all \(z \in [-1, 1]\). In (58), we may choose \(\sigma z = p_{t-1} - q_{t-1}\) and obtain

\[
(q_t - q_{t-1})^2 \leq (q_t - q_{t-1})(p_t - p_{t-1}),
\]  
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and the implication (56) follows. In particular, the inequality (57) remains valid if we replace \( p_t - p_{t-1} \) with \( q_t - q_{t-1} \), that is,

\[
(q_t - q_{t-1})(x_t - p_t - \rho z) \geq 0
\]

for all \( t \in \mathbb{N} \) and all \( z \in [-1, 1] \). Adding (60) to (58) yields

\[
(q_t - q_{t-1})(x_t - q_t - (\rho + \sigma)z) \geq 0
\]

for all \( t \in \mathbb{N} \) and all \( z \in [-1, 1] \). We have indeed \(|x_t - q_t| \leq |x_t - p_t| + |p_t - q_t| \leq \rho + \sigma\), hence we may replace \((\rho + \sigma)z\) in (59) with \( x_t - q_t\), in (61) with \( x_t - \varphi_t\), and sum the two inequalities to obtain

\[
((q_t - \varphi_t) - (q_{t-1} - \varphi_{t-1}))(q_t - \varphi_t) \leq 0. \tag{62}
\]

From (62) and (24) for \( z = q - \varphi \) it thus follows \((q_t - \varphi_t)^2 \leq (q_0 - \varphi_0)^2\) for all \( t \in \mathbb{N} \). We have \( \varphi_0 = x_0 - \beta - \gamma, q_0 = p_0 - \gamma = x_0 - \beta - \gamma = \varphi_0 \), and this completes the proof. \(\blacksquare\)

We now recall the definition of a Prandtl-Ishlinskii operator as a linear combination of play operators. More specifically, let \( n \in \mathbb{N}, \nu_0, \ldots, \nu_n \in \mathbb{R}, 0 = \rho_0 < \rho_1 < \cdots < \rho_n \), and \( \beta_i \in [-\rho_i, \rho_i] \) be given numbers (in particular, \( \beta_0 = 0 \)). For \( x \in \mathcal{S} \) and \( \beta = (\beta_1, \ldots, \beta_n) \) we put

\[
\mathcal{F}[\beta, x] = \sum_{i=0}^{n} \nu_i p_{\rho_i}[^{\beta_i} x]
\]

with the convention \( p_0[0, x] = x \). The mapping \( \mathcal{F} : [-\rho_1, \rho_1] \times \cdots \times [-\rho_n, \rho_n] \times \mathcal{S} \to \mathcal{S} \) is called a (time and memory discrete) Prandtl-Ishlinskii operator.

**Hypothesis 4.5.** Let \( \mathcal{F} \) be a Prandtl-Ishlinskii operator as in (63). The following conditions are assumed to hold:

(i) \( |\beta_i - \beta_{i-1}| \leq \rho_i - \rho_{i-1} \) for \( i = 1, \ldots, n \);

(ii) \( A_i := \sum_{j=0}^{i} \nu_j > 0 \) for \( i = 0, \ldots, n \).

We prove the following statement which shows that the inverse of a discrete Prandtl-Ishlinskii operator is again a Prandtl-Ishlinskii operator. In the continuous case, this result goes back to [56]. Finite collections of stops have been considered in [57]. A substantially more general situation in the space of regulated functions is considered in [58,59]. In fact, the explicit inversion formula presented below can also be deduced from [58, Corollary 3.3] which uses deeper results from the Kurzweil integration theory. In the discrete case, there exists an elementary proof that we present here. Note that Lemma 4.2 is a special case of Theorem 4.6 in the case \( n = 1 \).

**Theorem 4.6.** Let Hypothesis 4.5 hold. Define \( B_i := 1/A_i \) and

\[
\sigma_0 = \gamma_0 = 0, \quad \sigma_i - \sigma_{i-1} = A_{i-1}(\rho_i - \rho_{i-1}), \quad \gamma_i - \gamma_{i-1} = A_{i-1}(\beta_i - \beta_{i-1}),
\]

\[
\zeta_0 := B_0, \quad \zeta_i := B_i - B_{i-1}
\]

for \( i = 1, \ldots, n \). For an arbitrary \( x \in \mathcal{S} \) put

\[
v = \sum_{i=0}^{n} \nu_i \rho_i[^{\beta_i} x].
\]
Then,

\[ x = \sum_{i=0}^{n} \zeta_i \mathbf{p}_{\sigma_i}[\gamma_i, v]. \]

We start with an auxiliary identity.

**Proposition 4.7.** Let the hypotheses of Theorem 4.6 hold. For \( i = 1, \ldots, n \) put

\[ x^{(i)} = \mathbf{p}_{\rho_i-\rho_{i-1}}[\beta_i - \beta_{i-1}, x^{(i-1)}], \quad v^{(i)} = \mathbf{p}_{\sigma_i-\sigma_{i-1}}[\gamma_i - \gamma_{i-1}, v^{(i-1)}] \]

with \( x^{(0)} = x, v^{(0)} = v \). Then for \( j = 1, \ldots, n \) we have

\[ v^{(j)} = A_j x^{(j)} + \sum_{i=j+1}^{n} \nu_i x^{(i)}. \]

**Proof of Proposition 4.7.** The definition of the play states that

\[
\begin{align*}
(x_t^{(i)} - x_{t-1}^{(i)})(x_t^{(i-1)} - x_t^{(i)}) - (\rho_i - \rho_{i-1})z 
&\geq 0, \quad (64) \\
(v_t^{(i)} - v_{t-1}^{(i)})(v_t^{(i-1)} - v_t^{(i)}) - (\sigma_i - \sigma_{i-1})z 
&\geq 0, \quad (65)
\end{align*}
\]

for all \( i = 1, \ldots, n, t \in \mathbb{N}, \) and \( |z| \leq 1 \). For \( j = 1, \ldots, n \) put

\[ (\varphi_0^{(j)}, \varphi_1^{(j)}, \ldots) = \varphi^{(j)} := A_j x^{(j)} + \sum_{i=j+1}^{n} \nu_i x^{(i)}. \]

Then we have

\[ \varphi^{(0)} = v^{(0)}, \quad \varphi_i^{(j)} - \varphi_i^{(i-1)} = A_{i-1}(x_i^{(i)} - x_i^{(i-1)}). \]

Hence, we may choose in (64)–(65) suitable values of \( z \) in order to obtain

\[
\begin{align*}
(x_t^{(i)} - x_{t-1}^{(i)})(\varphi_t^{(i-1)} - \varphi_t^{(i)}) - v_t^{(i-1)} + v_t^{(i)} 
&\geq 0, \quad (67) \\
(v_t^{(i)} - v_{t-1}^{(i)})(v_t^{(i-1)} - v_t^{(i)}) - \varphi_t^{(i-1)} + \varphi_t^{(i)} 
&\geq 0, \quad (68)
\end{align*}
\]

for \( i = 1, \ldots, n \) and \( t \in \mathbb{N} \). We now use the implication (56) to conclude that for all \( n \geq j \geq i \geq 1 \) we have

\[
\begin{align*}
(x_t^{(j)} - x_{t-1}^{(j)})(\varphi_t^{(i-1)} - \varphi_t^{(i)}) - v_t^{(i-1)} + v_t^{(i)} 
&\geq 0, \\
(v_t^{(j)} - v_{t-1}^{(j)})(v_t^{(i-1)} - v_t^{(i)}) - \varphi_t^{(i-1)} + \varphi_t^{(i)} 
&\geq 0.
\end{align*}
\]

Summing the above inequalities over \( i = 1, \ldots, j \) yields (note that \( \varphi^{(0)} = v^{(0)} \) by (66))

\[ (x_t^{(j)} - x_{t-1}^{(j)})(v_t^{(j)} - \varphi_t^{(j)}) \geq 0, \quad (v_t^{(j)} - v_{t-1}^{(j)})(\varphi_t^{(j)} - v_t^{(j)}) \geq 0 \]

for \( j = 1, \ldots, n, t \in \mathbb{N} \). In particular, for \( j = n \), we have \( \varphi^{(n)} = A_n x^{(n)} \). Multiplying the first inequality of (69) by \( A_n \) and adding the second inequality yields

\[ (\varphi_t^{(n)} - v_t^{(n)} - \varphi_{t-1}^{(n)} + v_{t-1}^{(n)})(\varphi_t^{(n)} - v_t^{(n)}) \leq 0 \]

for all \( t \in \mathbb{N} \). Hence, by (24),

\[ (\varphi_t^{(n)} - v_t^{(n)})^2 \leq (\varphi_0^{(n)} - v_0^{(n)})^2. \]
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Note that by (66), \( \varphi^{(i)} - \varphi^{(i-1)} = A_{i-1}(x_0^{(i)} - x_0^{(i-1)}) = A_{i-1}(\beta_i - \beta_{i-1}) = \gamma_i - \gamma_{i-1} = v_0^{(i)} - v_0^{(i-1)} \), hence
\[
\varphi^{(i)}_0 = v_0^{(i)} \quad \text{for} \quad i = 0, \ldots, n, \tag{71}
\]
and from (70) it follows that
\[
\varphi^{(n)} = v^{(n)}. \tag{72}
\]
We now continue by backward induction and assume that \( \varphi^{(j)} = v^{(j)} \) for some \( 2 \leq j \leq n \). From (69) written with \( j - 1 \) instead of \( j \) we obtain, using the induction hypothesis, that
\[
-(x_t^{(j-1)} - x_t^{(j-1)})(v_t^{(j)} - \varphi_t^{(j)} - v_t^{(j-1)} + \varphi_t^{(j-1)}) \geq 0, \tag{73}
\]
\[
-(v_t^{(j-1)} - v_t^{(j-1)})(\varphi_t^{(j)} - \varphi_t^{(j-1)} - v_t^{(j-1)} + v_t^{(j-1)}) \geq 0. \tag{74}
\]
We now add (74) to (68), multiply the sum of (73) with (67) by \( A_{j-1} \), use (66), and sum the two resulting inequalities to conclude that
\[
((v_t^{(j)} - \varphi_t^{(j)} - v_t^{(j-1)} + \varphi_t^{(j-1)}) - (v_t^{(j)} - v_t^{(j-1)} - \varphi_t^{(j-1)} + v_t^{(j-1)}))(v_t^{(j)} - \varphi_t^{(j)} - v_t^{(j-1)} + \varphi_t^{(j-1)}) \leq 0.
\]
This is an inequality of type (24) which, together with the induction assumption \( \varphi^{(j)} = v^{(j)} \) yields
\[
(v_t^{(j-1)} - \varphi_t^{(j)})^2 \leq (v_t^{(j-1)} - \varphi_t^{(j-1)})^2. \tag{75}
\]
Referring to (66) and (71) completes the proof. \( \qed \)

**Proof of Theorem 4.6.** Let \( x^{(i)}, v^{(i)} \) be as in Proposition 4.7. By Lemma 4.4 we have \( v^{(i)} = p_{\sigma_i}[\gamma_i, v] \) for all \( i = 0, 1, \ldots, n \). We now use Proposition 4.7 and the summation by parts formula, which yields
\[
\sum_{j=0}^{n} \zeta_j v^{(i)} = \sum_{j=0}^{n} \zeta_j \left( A_j x^{(j)} + \sum_{i=j+1}^{n} \nu_i x^{(i)} \right) = x^{(0)} + \sum_{i=1}^{n} x^{(i)}(A_i \zeta_i + \nu_i B_{i-1}) = x,
\]
and the proof is complete. \( \qed \)

### 4.3.2 Proof of Theorem 3.3

We can now use Theorem 4.6 to adapt the proof of Theorem 3.1 to the multi-agent case. The multi-agent system (18), (21) can still be rewritten as the equation
\[
\nabla_t^2 x + A \nabla_t x + B \nabla_t s + C x_t + D s_t = 0 \tag{76}
\]
with positive constants \( A, B, C, D \) given by (37) and \( s_t \) as in (20). From the inequalities (25)–(27) we easily obtain their counterparts
\[
\nabla_t x \nabla_t s = \nu_0 (\nabla_t x)^2 + \sum_{i=1}^{n} \nu_i (\nabla_t x \nabla_t s^{(i)}) \geq \nu_0 (\nabla_t x)^2 + \sum_{i=1}^{n} \nu_i (\nabla_t s^{(i)})^2, \tag{77}
\]
\[
\nabla_t^2 x \nabla_t s = \nu_0 \nabla_t^2 x \nabla_t x + \sum_{i=1}^{n} \nu_i \nabla_t^2 x \nabla_t s^{(i)} \geq \nu_0 \nabla_t^2 x \nabla_t x + \sum_{i=1}^{n} \nu_i \nabla_t^2 s^{(i)} \nabla_t s^{(i)}
\]
\[
\geq \frac{\nu_0}{2} ((\nabla_t x)^2 - (\nabla_{t-1} x)^2 + (\nabla_t^2 x)^2) + \sum_{i=1}^{n} \frac{\nu_i}{2} ((\nabla_t s^{(i)})^2 - (\nabla_{t-1} s^{(i)})^2 + (\nabla_t^2 s^{(i)})^2), \tag{78}
\]
where we denote \( s^{(i)} := s_{\beta_i}[\beta_i, x] \).

As in Section 4.2, we define \( q_t \) by formula (39) and multiply equation (76) by \( \nabla_t q \). It follows from (77)–(78) that

\[
\nabla_t^2 x \nabla_t q = (C+\nu_0 D)\nabla_t^2 x \nabla_t x + D \sum_{i=1}^n \nu_i \nabla_t^2 x \nabla_t s^{(i)} \geq (C+\nu_0 D)\nabla_t^2 x \nabla_t x + D \sum_{i=1}^n \nu_i \nabla_t^2 x \nabla_t s^{(i)}
\]

\[
\geq \frac{C+\nu_0 D}{2}(\nabla_t x)^2 - (\nabla_{t-1} x)^2 + \sum_{i=1}^n \nu_i \nabla_t^2 s^{(i)} + \frac{\nu_0}{2} ((\nabla_t s^{(i)})^2 - (\nabla_{t-1} s^{(i)})^2 + (\nabla_t^2 s^{(i)})^2)
\]

and

\[
(A \nabla_t x + B \nabla_t s) \nabla_t q \geq (AC+\nu_0 (BC+AD))(\nabla_t x)^2 + BD(\nabla_t s)^2 + (BC+AD) \sum_{i=1}^n \nu_i (\nabla_t s^{(i)})^2.
\]

Putting

\[
\tilde{V}_t^1 := \frac{1}{2} \left( (C+\nu_0 D)(\nabla_t x)^2 + D \sum_{i=1}^n \nu_i (\nabla_t s^{(i)})^2 + q_t^2 \right),
\]

we obtain (cf. (41) with \( h_t = 0 \))

\[
\tilde{V}_t^1 - \tilde{V}_{t-1}^1 + \frac{C+\nu_0 D}{2}(\nabla_t^2 x)^2 + D \sum_{i=1}^n \nu_i (\nabla_t^2 s^{(i)})^2 + (AC+\nu_0 (BC+AD))(\nabla_t x)^2 + BD(\nabla_t s)^2 + (BC+AD) \sum_{i=1}^n \nu_i (\nabla_t s^{(i)})^2 + \frac{1}{2}(\nabla_t q)^2 \leq 0.
\]

We continue as in Section 4.2 and multiply (76) by \( q_t \). Similarly to (43), we obtain

\[
\nabla_t x q_t - \nabla_{t-1} x q_{t-1} + \frac{A}{2C}(q_t^2 - q_{t-1}^2) + \frac{1}{2} q_t^2 \leq (\nabla_t x - \nabla_t^2 x) \nabla_t q + E(\nabla_t s)^2 - \frac{A}{2C}(\nabla_t q)^2
\]

\[
\leq F \left( \frac{1}{2}(\nabla_t^2 x)^2 + (\nabla_t x)^2 + \sum_{i=1}^n \nu_i (\nabla_t s^{(i)})^2 \right)
\]

with some constants \( E, F > 0 \) depending only on \( A, B, C, D \). We set

\[
\tilde{V}_t^0 := \nabla_t x q_t + \frac{A}{2C} q_t^2
\]

and rewrite (79) in the form

\[
\tilde{V}_t^0 - \tilde{V}_{t-1}^0 + \frac{1}{2} q_t^2 \leq F \left( \frac{1}{2}(\nabla_t^2 x)^2 + (\nabla_t x)^2 + \sum_{i=1}^n \nu_i (\nabla_t s^{(i)})^2 \right),
\]

which is parallel to (44)–(45). We now define an auxiliary energy functional

\[
\tilde{W}_t = \tilde{V}_t^1 + \lambda \tilde{V}_t^0
\]
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with $\lambda > 0$ such that $\lambda \tilde{V}_t^0 \geq -\frac{1}{2} \tilde{V}_t^1$ and $\lambda < \min\{C + \nu_0 D, AC + \nu_0 (BC + AD), BC + AD\}$. We then find $\mu > 0$ and $L > 0$ such that for all $t \in \mathbb{N}$ we have the inequality

$$\tilde{W}_t - \tilde{W}_{t-1} + \mu \tilde{W}_t \leq 0.$$ 

Therefore, the decay of $\tilde{W}_t$ is exponential according to the formula

$$\tilde{W}_t \leq \left(\frac{1}{1 + \mu}\right)^t \tilde{W}_0,$$

hence also

$$\lim_{t \to \infty} q_t = 0. \quad (80)$$

Using (20), we can rewrite formula (39) as

$$q_t = (C + \nu_0 D) x_t + D \sum_{i=1}^{n} \nu_i s_{p_i} [\beta_i, x]_t = (C + D) x_t - D \sum_{i=1}^{n} \nu_i p_{p_i} [\beta_i, x]_t.$$ 

Hence, $q_t$ is given by a Prandtl-Ishlinskii operator of the form

$$q_t = \tilde{\nu}_0 x_t + \sum_{i=1}^{n} \tilde{\nu}_i p_{p_i} [\beta_i, x]_t,$$

with $\tilde{\nu}_0 = C + D$, $\tilde{\nu}_i = -\nu_i D$ for $i = 1, \ldots, n$. The hypotheses of Theorem 4.6 are satisfied for

$$\tilde{A}_i := \sum_{j=0}^{i} \tilde{\nu}_j \geq C + D \left(1 - \sum_{j=0}^{i} \nu_j\right) \geq C > 0.$$ 

Consequently, by Theorem 4.6, we have

$$x_t = \tilde{\zeta}_0 q_t + \sum_{i=1}^{n} \tilde{\zeta}_i p_{p_i} [\gamma_i, q]_t$$

with suitable constants $\tilde{\zeta}_i, \sigma_i, \gamma_i$. From (80) and from Lemma 4.3 we conclude that $x_t$ and $s_t$ are Cauchy sequences that converge to some limits $x_\infty$, $s_\infty$, respectively, which completes the proof of Theorem 3.3.

5 Conclusions

We first replaced rational expectations about future inflation with a form of boundedly-rational aggregated ‘sticky’ expectation, modeled using a play operator, in a simple standard macroeconomic model. It was shown that a model with $n$ sticky representative agents has $2n$ switching surfaces and an $n$-dimensional continuum of equilibria. We then introduced a similar form of stickiness (but motivated quite differently) into the action of the Central Bank. These conceptually quite elementary changes transformed a unique-equilibrium linear system to a PWL system with an entire continuum of equilibrium states.

By constructing Lyapunov functions and developing a technique for inverting the play operator, it was proved that in the absence of exogenous noise the continuum of equilibria
is the global attractor of the system. The size of the basin of attraction of a particular equilibrium varies, typically becoming smaller towards the boundary of the set of equilibrium states.

We believe that play operators, and Prandtl-Ishlinskii operators more generally, may be a useful analytical tool for studying path-dependent economic and financial systems. The main modeling requirement is that the path-dependent characteristics are dominated by the effects of (a subset of) the previous extreme values encountered along the path. Indeed play operators have already been applied to microeconomics [46] and finance [48] and the techniques presented here may be applicable in those areas.

This paper has focused on questions of equilibria, stability and long-time dynamics but we conclude with some observations on the consequences of our analysis.

For the models studied in this paper, after sufficiently small shocks (whether exogenous or applied by policy makers) the system will indeed revert to the same equilibrium but larger shocks will move the system from the basin of attraction of one equilibrium to the basin of attraction of a different one (at the same model parameters). The path to this new equilibrium may be long with a highly unpredictable endpoint and there is no tendency to return to its pre-shocked state — the model displays true permanence.

The fact that equilibria close to the border of the equilibrium set are less stable means that the system may suddenly leave the vicinity of the equilibrium set and embark upon a long, highly-unpredictable (but bounded) excursion before returning to the neighbourhood of an equilibrium. This may happen suddenly, triggered perhaps by an unremarkable exogenous shock, after a long period of reacting proportionately to exogenous forces drifting around the equilibrium set. A numerical study of such effects will be presented elsewhere.
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Response to referee's reports on 'The global stability of a class of history-dependent macroeconomic models' by H. Lamba, P. Krejci and D. Rachinskii

Dear Editor,

We thank the Reviewers for their valuable comments. We made an effort to address all the critiques in the new version of the paper.

The Authors

Referee 2.

The play operator doesn't minimize losses. Rather it is the optimal response to a changing input when the output is constrained to remain within a certain distance of the input but 'unnecessary' changes in output are to be avoided. This was stated precisely in (11) and the sentences that follow have been expanded.

The paragraph at the bottom of page 1 has been rewritten slightly to make it clearer.

We only state that the noise-free version of (1)-(3) can be written explicitly. Various conditions under which the original implicit equations (or variants of them) converge or remain bounded are given in later sections.

Equation (8) does use (2) but the r_t variable is then removed by substitution.

The reference to (43) on page 8 should indeed be (10).

Referee 1.

Our responses do not exactly follow the order of the referee's comments since some non-consecutive comments are better explained together.

1) In the paper we introduce frictions in two ways. The first is at the micro-level via inflation expectations (which are then aggregated, see 3) below) and the second is at the macro-level through the interest rate policy of the Central Bank. This has been clarified in the Introduction and elsewhere.
2) There is a huge literature on stickiness in economics that mostly pertains to delays in attaining equilibrium. The most important of these were referenced but we have added a few more (the works of Sims and Stokey) that study stickiness similar to play operators although in an optimization rather than dynamical systems context.

3) We have added a subsection 2.2.1 to help justify the use of (iii) (and thus a single play operator) in representing the aggregated expectation. Briefly, if one models each individual agent's expectation by a generalized Prandtl-Ishlinskii operator (of which a play operator is a special case) then under mild technical conditions the aggregate expectation will also be a generalized PI operator (even when network interactions between the agents are allowed). This also helps answer the referee's question as to why stickiness at the micro-level is likely to survive aggregation over many agents. Our aggregation into a single play operator is a necessary first step that allows for analytical solutions and a deeper understanding of the changes from the single-equilibrium base case.

4) If $c_1 < 1$ then the underlying DSGE model with Rational Expectations has an unstable equilibrium. This is runaway inflation caused by a Central Bank under-responding to the actual inflation rate. The same instability is observed in our sticky models and so we have added the restriction $c_1 > 1$ when the DSGE model is first introduced. As for the question of whether $c_1$ is observable see 6) below.

The variables $x, y, r$ are all relative to reference values (the 'natural rates' of unemployment, inflation etc) so that the equilibrium in the standard DSGE model is at the origin. Unfortunately the sign of the output gap is often reversed in economics causing confusion. To avoid this we have instead referred throughout to $y_t$ as the unemployment rate.

5) The referee makes good points regarding the underlying toy DSGE model that we are modifying. It is a standard new-Keynesian model and we chose it as a starting point because the paper by De Grauwe uses a very similar (but slightly more complicated) version of it to also investigate changes to the Rational Expectations assumption. De Grauwe's rule for $p_t$ (Discrete Choice Theory) is sufficiently different from our own that we feel its inclusion is not necessary. Nowhere in that (now well-known) paper does De Grauwe explain where his parameters came from and we couldn't find them explained in the literature. But they appear to be 'generically reasonable' in numerical simulations and so we also used them.

6) In a sense, the object of study of this paper is not an actual economy but instead the class of standard unique-equilibrium DSGE models that are supposed to mimic actual economies. This means that we
can leave the defense of many of the DSGE modeling assumptions to economists (indeed we hope that work such as this will help undermine some of those assumptions). For example, the rationale behind the Taylor Rule is shaky at best but it has the benefit of fitting easily within a standard mathematical framework. Our insertion of a play operator into the Taylor Rule, and its rational interpretation, is a plausible mechanism for adding stickiness into the interest rate setting mechanism whose effect on stability etc can be investigated analytically.

We take a similar position on the questions of how to measure Taylor Rule parameters, \( \rho \), model validation etc. For a dynamical systems study, where we attempt to identify basic properties of the phase and parameter spaces, we regard such considerations as secondary. These comments have been added near the end of Section 1.

7) The last few paragraphs of the Conclusions point out some of the practical consequences of our form of stickiness for economic modeling.

As the referee correctly points out, Taylor Rule stickiness is destabilizing while agent expectations stickiness is not (and Lyapunov functions can be found). The difference can be seen by considering a continuous time version of (36) without any stickiness

\[ x'' + A x' + Cx = 0 \]

which is an oscillator with dissipation. Adding stickiness of an agent gives

\[ x'' + A x' + Cx + B s' + Ds = 0 \]

where \( s \) is an extra elastoplastic element which creates extra dissipation. However adding Central Bank stickiness results in a hysteresis term on the RHS which has the wrong sign (negative friction) and so destabilizes the system.

8) The referee is correct in noting that for all non-zero equilibrium points the \( x^* \) and \( y^* \) components have opposite signs. This means that one extreme equilibrium simultaneously has higher employment rate and lower inflation rate than the other extreme equilibrium. Hence, one extreme equilibrium is more desirable (better) than the other both in terms of the employment and inflation rate. More generally, the employment rate increases and the inflation rate decreases along the line segment of equilibrium points as one moves from one to the other end of the line segment.

9) The statement has been changed to point out the aspirational nature of Jevons et al's belief in a mathematically tractable, predictive economic science.
10) Aggregate consistency is with respect to the modeling assumptions.

11) Replaced with ‘non-normality is associated with a lack of independence between agents' actions.

12) Replaced ‘structural stability’ with ‘robustness of the standard solutions to changes in the modeling assumptions’

13) We are unclear what the question about the exterior of the bounded globally attracting domain is asking. However, the existence of the domain excludes the possibility of, say, runaway inflation.

14) Presumably is the wrong word. In principle the Central Bank can choose to modify interest rates only infrequently.

15) The nonuniqueness of equilibria in the work of Drábek and Robinson is related to the generic nonuniqueness of solutions to ODEs with non-Lipschitzian right-hand sides of the kind $x' = \sqrt{x}$, $x(0) = 0$.
Our model has a different context in which the nonuniqueness is a result of memory effects (or, as another interpretation, nonuniqueness results from the presence of dry friction).