Intrinsic rotation in tokamaks: theory
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Abstract

Self-consistent equations for intrinsic rotation in tokamaks with small poloidal magnetic field $B_p$ compared to the total magnetic field $B$ are derived. The model gives the momentum redistribution due to turbulence, collisional transport and energy injection. Intrinsic rotation is determined by the balance between the momentum redistribution and the turbulent diffusion and convection. Two different turbulence regimes are considered: turbulence with characteristic perpendicular lengths of the order of the ion gyroradius, $\rho_i$, and turbulence with characteristic lengths of the order of the poloidal gyroradius, $(B/B_p)\rho_i$. Intrinsic rotation driven by gyroradius scale turbulence is mainly due to the effect of neoclassical corrections and of finite orbit widths on turbulent momentum transport, whereas for the intrinsic rotation driven by poloidal gyroradius scale turbulence, the slow variation of turbulence characteristics in the radial and poloidal directions and the turbulent particle acceleration can be become as important as the neoclassical and finite orbit width effects. The magnetic drift is shown to be indispensable for the intrinsic rotation driven by the slow variation of turbulence characteristics and the turbulent particle acceleration. The equations are written in a form conducive to implementation in a flux tube code, and the effect of the radial variation of the turbulence is included in a novel way that does not require a global gyrokinetic formalism.
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1. Introduction

Rotation quenches large-scale MHD instabilities [1], and a moderate rotation shear can reduce turbulence levels [2–4]. Tokamak plasmas can rotate freely around their axis of symmetry [5, 6]. They can reach velocities of the order of the sound speed when large amounts of momentum are injected into them, but momentum injection is not the only way to obtain rotation in tokamaks. It has been observed that tokamak plasmas rotate even in the absence of any obvious external sources of momentum. This natural rotation is known as intrinsic rotation. The origin of intrinsic rotation is a redistribution of momentum within the tokamak.

While intrinsic rotation is routinely observed in tokamaks, its characteristics are far from universal. The experimental observations of intrinsic rotation show complex dependences on magnetic geometry, boundary conditions, and heating sources [7–22]. The direction of the rotation depends on different parameters such as the density and the plasma current [9, 21], and it is not the same across the plasma. There is ample evidence that gradients in density and temperature play an important role in deciding the rotation magnitude [10, 13, 18, 20, 22], but they do not seem to be the only causes since different RF heating and current drive mechanisms cause different changes in the intrinsic rotation profile [7, 11, 14–16, 19]. Magnetic geometry and boundary conditions affect both the direction and the magnitude of the rotation [8, 12, 17]. Any comprehensive modeling effort needs to consider the effect of the gradients, the heating and the magnetic geometry, and must allow them to compete to obtain the variety of intrinsic rotation profiles observed in experiments.

Theory and simulation efforts attempting to explain intrinsic rotation have proliferated in recent years. There have been several effects that have been proposed as causes...
of intrinsic rotation: RF heating and current drive [23, 24], up–down asymmetry of the magnetic flux surfaces [25–27], the radial variation of the gradients of density and temperature [28–31], the neoclassical flows of particles and heat parallel to the flux surface [32–37], finite orbit width effects [32, 33], and the poloidal variation of the turbulence characteristics [38]. The main problem with modeling intrinsic rotation is the need to use reduced kinetic equations that are accurate to an order higher in the small parameter $\rho_i = \rho_i/\alpha < 1$ than is usual in the literature [39, 40]. Here $\rho_i$ is the characteristic ion gyroradius, and $\alpha$ is the minor radius of the tokamak. The lowest order reduced kinetic equations that describe the turbulent fluctuations, the gyrokinetic equations [41, 42], satisfy a symmetry in up–down symmetric tokamaks that precludes momentum redistribution. This symmetry was first discovered for the linear equations [43], and later extended to the nonlinear equations [44, 45]. We need the $O(\rho_i)$ corrections to the fluctuations and their relative phases to break the symmetry and find net momentum flux from one flux surface to the next. The gyrokinetic equations correct to next order in $\rho_i$ are cumbersome, having a large number of terms of different origin in them. As a result, previous work on intrinsic rotation has focused on individual effects. In some cases, the models were not derived from first principles and just gave a simple physical interpretation of one of the effects [28, 29]; in other cases, the equations were derived from first principles, but the results were obtained using a quasilinear approach that cannot give the turbulence amplitude saturation [25, 26, 31, 38]; and, finally, there are nonlinear simulations that do not have all the effects included [30, 34–37].

This article and its companion [46] present a complete, self-consistent treatment of intrinsic rotation in the core. We have simplified the equations using an expansion in $B_p/B \ll 1$ similar to the one proposed in [32, 33]. Here $B$ is the magnitude of the magnetic field and $B_p$ is the poloidal magnetic field; in most tokamaks $B_p/B \sim r_i q R \sim 0.1$, where $q$ is the safety factor, $R$ is the major radius, and $r_i$ is the minor radius of the flux surface of interest. The expansion in $B_p/B \ll 1$ can be relaxed to include tokamaks with $B_p/B \sim 1$, i.e. spherical tokamaks and regular tokamaks with strong shaping that have large poloidal magnetic fields in regions of the plasma. The equations for tokamaks with $B_p/B \sim 1$ are in [52–54]. The differences between the equations presented in this article and the results in [32, 33], which were the first attempt to find a self-consistent formulation for $B_p/B \ll 1$, are five: first, we consider different ion species; second, we include the effect of ion-electron collisions that lead to a rotation drive proportional to the difference between the electron and ion temperatures; third, we include the effect of the injection of energy and momentum; fourth, the new equations are derived for a turbulent eddy size that can range from the ion gyroradius $\rho_i$ to the ion poloidal gyroradius $(B/B_p)\rho_i$ [47], whereas the model in [32, 33] only considered eddies of the order of the ion gyroradius; and fifth, we present a new treatment of the corrections to the spatial derivatives due to the slow radial and poloidal variation of the turbulence characteristics. Our treatment of the slow derivatives is useful because it makes the model implementable in flux tube gyrokinetic codes [48–51], which are the least computationally costly tokamak turbulence codes. The implementation of these equations in a flux tube code is described in the companion paper [46].

In addition to computational efficiency, the equations derived in this article give a natural classification for the different intrinsic rotation drives. Using the new equations, we calculate how the rotation driven by each mechanism scales with different parameters (turbulent eddy size, $B/B_p$, $\rho_i$...). Importantly, to determine these scalings, one needs a new symmetry of the lowest order gyrokinetic equations different from the one given in [44, 45] and valid for turbulent eddies smaller than the ion poloidal gyroradius. Finally, we also give physical pictures to explain the scalings that we have obtained. These physical pictures can be used to guide the analysis of experimental data.

The remainder of the article is organized as follows. In section 2 we give the equation for plasma rotation, which depends on the momentum flux across flux surfaces. Most of the momentum flux will be due to turbulence. In section 3 we discuss the separation of time and length scales between turbulence and background density, temperature and electric field profiles. We present a formalism for momentum flux that includes in a natural way this separation of scales in sections 4 and 5, where we give a simple form of the momentum flux and the equations for the distribution function and the potential. The symmetry of the lowest order gyrokinetic equations given in [44] plays an important role in the derivation because it is the reason for needing next order corrections in the gyrokinetic equation. Thus, we review this symmetry in section 6. In the rest of the article we expand in $B_p/B \ll 1$ to simplify the equations. To do so, we need the scaling of the turbulence amplitude and characteristic length scales with $B_p/B$. In section 7 we describe the two turbulence regimes that we consider: a regime in which the turbulent eddies are of the order of the ion poloidal gyroradius, studied in [47], and a regime in which the turbulence characteristic lengths are of the order of the ion gyroradius, considered in [32, 33] and justified in [55]. In section 7 we also give the new symmetry of the lowest order gyrokinetic equations valid for turbulence with eddies much smaller than the ion poloidal gyroradius. In section 8, we find the equations for intrinsic rotation valid in the two turbulence regimes described in section 7. Finally, in section 9 we identify the possible intrinsic rotation drives in the limit $B_p/B \ll 1$, and we provide physical pictures for them. We also give the scaling of the intrinsic rotation driven by these mechanisms with different important parameters. We conclude with a summary of the results in section 10.

The main results of this article are the equations given in section 8, and the discussion of the different effects in section 9. A reader interested in the final equations and not the details of their derivation may simply read sections 8 and 9.

2. Rotation in a tokamak

In this section we discuss how to calculate the rotation in a tokamak. We first present the basic equations for the plasma in section 2.1. We only treat low $\beta$ plasmas in which magnetic
field fluctuations are negligible. After presenting the basic equations, we give the toroidal angular momentum equation in section 2.2, and we discuss the accuracy needed to calculate the radial flux of toroidal angular momentum.

2.1. Basic Equations

The distribution function for species \( s, f_s(\mathbf{r}, \mathbf{v}, t) \), is determined by the Fokker–Planck equation,

\[
\frac{\partial f_s}{\partial t} + \mathbf{v} \cdot \nabla f_s + \frac{Z_e}{m_s} \left( \mathbf{E} + \frac{1}{c} \mathbf{v} \times \mathbf{B} \right) \cdot \nabla_v f_s = \sum_x C_{ss}[f_s, f_x] + \mathcal{Q}_s. \tag{1}
\]

Here \( \mathbf{E} \) and \( \mathbf{B} \) are the electric and magnetic fields, \( m_s \) and \( Z_e \) are the mass and charge of species \( s \), \( c \) is the speed of light, \( e \) is the charge of the proton, \( \mathcal{Q}_s \) are sources and sinks of particles, momentum and energy representing the effect of the transformer electric field, neutral beams, pellet injection and RF heating and current drive, and \( C_{ss}[f_s, f_x] \) is the Fokker–Planck collision operator for collisions between species \( s \) and \( s' \).

\[
C_{ss}[f_s, f_x] = \frac{\chi_s}{m_s} \nabla_v \left[ \int \frac{d^3v}{m_v} v \mathbf{v} \cdot \left( \frac{f_s(v)}{m_s} \nabla_v f_s(v) - \frac{f_x(v)}{m_v} \nabla_v f_x(v) \right) \right]. \tag{2}
\]

Here \( \chi_s = 2\pi Z_s^2 Z_e^4 \ln \Lambda \). \( \ln \Lambda \) is Coulomb logarithm, \( w = \mathbf{v} - \mathbf{v}' \), \( w = |w| \), \( v = (w^2 - \mathbf{w} \cdot \mathbf{w})^{1/2} \) and \( \mathbf{I} \) is the unit matrix.

We assume an axisymmetric magnetic field,

\[
\mathbf{B} = I \nabla \zeta + \nabla \zeta \times \nabla \psi, \tag{3}
\]

where \( \psi(\mathbf{r}) \) is the poloidal magnetic flux, \( \zeta(\mathbf{r}) \) is the toroidal angle, \( \nabla \zeta = \hat{\zeta} / R, \hat{\zeta} \) is the unit vector in the toroidal direction, \( R \) is the major radius, \( I(\psi) = RB_\psi \) is a flux function to lowest order, and \( B_\psi \) is the toroidal component of the magnetic field. The poloidal magnetic flux \( \psi \) is determined by the Grad–Shafranov equation, and the time evolution of the function \( I \) is controlled by the current diffusion. The form for the magnetic field in (3) is appropriate for very low \( \beta \) plasmas in which the turbulence is basically electrostatic and the magnetic field is axisymmetric to a very high order. Based on this assumption, we find that the electric field is

\[
\mathbf{E} = -\nabla \phi, \tag{4}
\]

where \( \phi \) is the electrostatic potential. The quasineutrality equation determines the electrostatic potential,

\[
\sum_s Z_s \int d^3v f_s = 0. \tag{5}
\]

To lowest order in the expansion parameter \( \rho_s \ll 1 \), the quasineutrality equation does not determine the long wavelength, flux surface averaged piece of the potential [53, 56, 57]; this piece of the potential can only be calculated in up–down symmetric tokamaks using the quasineutrality equation if the expansion in \( \rho_s \) is performed to fourth order [39, 57]. Thus, from here on it would be useful to think of the quasineutrality equation as only determining the potential up to a long wavelength, flux surface averaged piece that must be obtained from the conservation of toroidal angular momentum. Proceeding in this manner, the expansion in \( \rho_s \) only needs to be performed to second order, as we show in section 4.

Note that in equation (5), we have neglected the term \( \nabla^2 \psi \) because we assume that the Debye length \( \lambda_D = \sqrt{T_e/4\pi ne^2} \) is smaller than the characteristic scale length of the problem. Here \( T_e \) is the electron temperature and \( n_e \) is the electron density. In our case, the Debye length has to be compared to the ion gyroradius \( \rho_i \), i.e.

\[
\frac{\lambda_D}{\rho_i} \ll 1. \tag{6}
\]

In the following sections we will keep in the equations terms that are small, but among these small terms we will never consider the term \( \nabla^2 \psi / 4\pi e \). The reason is that this term does not break the symmetry described in section 6 and as a result, it does not lead to momentum redistribution.

The Fokker–Planck equation (1) for each species and the quasineutrality equation (5) are in principle all we need to describe the plasma, but it will be convenient to take moments of the Fokker–Planck equation to find transport equations for particles, energy and momentum. These equations are of the form

\[
\frac{\partial h}{\partial t} + \nabla \cdot \mathbf{H} = S_h, \tag{7}
\]

where \( h(\mathbf{r}, t), \mathbf{H}(\mathbf{r}, t) \) and \( S_h(\mathbf{r}, t) \) are functions of space and time. In these equations and in the Fokker–Planck equation, we will use flux coordinates that follow the surfaces parallel to the magnetic field. We choose the flux coordinates \( (\psi, \theta, \zeta) \), where \( \theta(\mathbf{r}) \) is a poloidal angle. The determinant of the Jacobian of the transformation \( r(\psi, \theta, \zeta) \) is

\[
\mathcal{J}(\psi, \theta, \zeta) = \frac{\partial r}{\partial \psi} \left( \frac{\partial r}{\partial \theta} \times \frac{\partial r}{\partial \zeta} \right) = \frac{1}{\nabla \psi \cdot (\nabla \theta \times \nabla \zeta)} = \frac{1}{\mathbf{B} \cdot \nabla \theta}. \tag{8}
\]

Transport equations such as (7) will become

\[
\frac{\partial h}{\partial t} + \frac{1}{\mathcal{J}} \frac{\partial}{\partial \psi} \left( \mathbf{H} \cdot \nabla \psi \right) + \frac{1}{\mathcal{J}} \frac{\partial}{\partial \theta} \left( \mathbf{H} \cdot \nabla \theta \right) + \frac{1}{\mathcal{J}} \frac{\partial}{\partial \zeta} \left( \mathbf{H} \cdot \nabla \zeta \right) = S_h, \tag{9}
\]

in the new variables. On several occasions we will use the flux surface average, defined as

\[
\langle \ldots \rangle_{\psi} = \frac{1}{V'} \int d\theta d\zeta \mathcal{J}(\ldots), \tag{10}
\]

where

\[
V' = \int d\theta d\zeta \mathcal{J} \tag{11}
\]

is the derivative with respect to \( \psi \) of the volume \( V(\psi) \) bounded by the flux surface \( \psi \). The flux surface average applied to (9) gives
is the radial flux of toroidal angular momentum.

Our objective is to calculate \( \Pi \) to the accuracy necessary to solve equation (15). We will see in section 9 that in an up–down symmetric tokamak without torque \( (T_i = 0) \) the ion velocity is of order

\[
V_i \sim \frac{B}{B_p} \rho_e v_i,
\]

where \( v_i = \sqrt{2T_i/m_i} \) is the ion thermal speed, \( T_i \) is the ion temperature, and \( m_i \) is the ion mass. The characteristic time scale of variation of the background rotation is the energy transport time \( \tau_E \), which we take to be bounded by

\[
\rho_e^2 v_i^3 \eta \approx \frac{1}{\tau_E} \lesssim \frac{B}{B_p} \rho_e^2 v_i^3 \frac{\eta}{a}.
\]

The two bounds on \( \tau_E \) are considered in detail in section 8 (see equation (213)).

In the first sections of this article, we consider \( \rho_e \ll B_p/B \sim 1 \) so that we first expand in \( \rho_e \) (section 5) and only later perform a subsidiary expansion in \( B_p/B \) (sections 7 and 8). If we impose that all the terms in (15) are of the same order in \( \rho_e \), we find for \( B_p \sim B \)

\[
\frac{\partial}{\partial t} \left\langle \sum_s R_n m_s V_s \zeta \right\rangle_w + \frac{1}{V'} \frac{\partial}{\partial \psi} \left( V' \left( \sum_s R_n m_s \int d^3 v f_s \left( \nabla \psi \right) \left( \nabla \psi \right) \right) \right\rangle_w = \frac{1}{c} \left( J \nabla \psi \right)_w + \frac{1}{c} \left( \sum_s R_n m_s \int d^3 Q_s \nabla \zeta \right)_w,
\]

where \( n_s, J = \sum Z_s e n_s V_s \) is the current density. To obtain (13) we have used that \( \left( \nabla R \right)_w = \nabla R \hat{\zeta} - \hat{\zeta} \nabla R \) is an antisymmetric tensor.

From quasineutrality we see that \( \left( J \nabla \psi \right)_w = 0 \). In addition, we average over the time and length scales of the turbulence using the coarse grain average

\[
\langle \ldots \rangle_T = \frac{1}{\Delta t \Delta \psi \Delta \theta \Delta \zeta} \int \frac{dt}{\Delta t} \int \frac{d\psi}{\Delta \psi} \int \frac{d\theta}{\Delta \theta} \int \frac{d\zeta}{\Delta \zeta} \langle \ldots \rangle,
\]

where \( \Delta t \ll \tau_E, \Delta \psi \ll a R_B, \Delta \theta \ll 2 \pi \) and \( \Delta \zeta \ll 2 \pi \) are the time and length scales of the turbulence that are much smaller than the energy transport time \( \tau_E \) and the size of the device \( a \) [58]. Then, the conservation of toroidal angular momentum becomes

\[
\frac{\partial}{\partial t} \left\langle \sum_s R_n m_s V_s \zeta \right\rangle_T + \frac{1}{V'} \frac{\partial}{\partial \psi} \left( V' \Pi \right)_T = T_c,
\]

where

\[
T_c = \left\langle \sum_s R_m \int d^3 Q_s \nabla \zeta \right\rangle_T
\]

is the toroidal torque due to neutral beams, RF and other external sources, and

\[
\Pi = \left\langle \sum_s R_m \int d^3 v f_s \left( \nabla \zeta \right) \left( \nabla \psi \right) \right\rangle_T
\]

is the toroidal rotation due to neutral beams, RF and other external sources, and

\[
\frac{\partial \langle h \rangle}{\partial t} + \frac{\partial}{V'} \frac{\partial}{\partial \psi} \left( V' \langle \mathbf{H} \nabla \psi \rangle_w \right) = \langle S_h \rangle_w.
\]
gyrokinetic and quasineutrality equation requires \( f \) through fourth order in [39, 57].

3. Orderings

We see from (22) that we need to calculate the radial flux of toroidal angular momentum to third order in \( \rho^s \). To do so, we obtain an expression for the radial flux of toroidal angular momentum \( I \) in section 4 that is more convenient than (17). This equation for \( I \) depends on certain pieces of the distribution functions \( f_z \) and the potential \( \phi \) that are determined by the equations given in section 5. To simplify \( I \) and obtain the equations for the distribution function and the potential, we need to order the different time and length scales and the different pieces of the distribution function and the potential. We assume \( B_i/B \sim 1 \) initially. We impose \( B_i/B \ll 1 \) as a subsidiary expansion later, in sections 7 and 8.

We are interested in the tokamak core, where

\[
\nu_0 \lesssim \frac{\nu_i}{a}.
\]  

(24)

We are assuming that there are many collisions in a transport time scale \( \tau_E \); in particular,

\[
\nu_{ee} \sim \nu_{ei} \gg \nu_{ii} \sim \nu_{ij} \gg \frac{1}{\tau_E} \sim \rho_i^2 \frac{\nu_i}{a},
\]

(25)

where \( \nu_{ee} \sim n_n \nu_{ee} / m_i^{1/2} T_i^{3/2} \) is the electron–electron collision frequency, \( \nu_{ei} \sim n_n \nu_{ee} / m_i^{1/2} T_i^{3/2} \) is the electron–ion collision frequency, \( \nu_{ii} \sim n_n \nu_{ee} / m_i^{1/2} T_i^{3/2} \) is the ion–ion collision frequency, and \( \nu_{ij} \sim n_n \nu_{ee} / m_i^{1/2} T_i^{3/2} \) is the ion–impurity collisional thermalization frequency. Here \( m_i \) is the electron mass, and \( m_z \) and \( T_i \) are the impurity \( z \) mass and temperature. The collision frequencies \( \nu_{ee} \) and \( \nu_{ii} \) are much larger than any other collision frequencies because \( \sqrt{m_i / m_i} \ll 1 \) and \( \sqrt{m_i / m_i} \ll 1 \). Assumption (25) implies that the distribution functions of the ions, electrons and impurities are Maxвелlians to lowest order. We will not consider \( Z_i \gg 1 \) or \( \sqrt{m_i / m_i} \ll 1 \), giving

\[
\nu_{ee} \sim \nu_{iz} \sim \nu_{iz} \ll \nu_{ei} \sim \nu_{ii}
\]  

(26)

for any impurities \( z \) and \( z' \). Here the frequency for collisions between impurity \( z \) particles, \( \nu_{zz} \sim n_{iz} \nu_{ee} / m_i^{1/2} T_i^{3/2} \), the frequency for collisions between impurities \( z \) and \( z' \), \( \nu_{zz} \sim n_{iz} \nu_{ee} / m_i^{1/2} T_i^{3/2} \), and the frequency for ion–impurity \( z \) collisions, \( \nu_{iz} \sim n_{iz} \nu_{ee} / m_i^{1/2} T_i^{3/2} \), are smaller than \( \nu_{ii} \) when the impurity density \( n_z \) is smaller than the ion density \( n_i \sim n_e \). Since we assume \( \sqrt{m_i / m_i} \sim 1 \), the impurity temperatures and the ion temperature are the same, i.e. \( T_i = T_e \) for every \( z^4 \). Combining (24)–(26), we obtain

\[
\rho_i^2 \ll \frac{\nu_{ei} \nu_i}{\nu_{ii} \nu_{ee}} \sim \frac{\nu_{ei} \nu_i}{\nu_{ee} \nu_{ii}} \ll 1
\]

and

\[
\frac{\nu_{ei} \nu_i}{\nu_{ii} \nu_{ee}} \sim \frac{\nu_{ei} \nu_i}{\nu_{ee} \nu_{ii}} \leq \frac{\nu_{ei} \nu_i}{\nu_{ee} \nu_{ii}}.
\]

(27)

(28)

\(^4\) In [60] the assumption \( T_i = T_e \) is relaxed for partially ionized, heavy impurities.

for any impurities \( z \) and \( z' \). Here \( \nu_{ee} = \sqrt{2T_i / m_e} \) and \( \nu_{ii} = \sqrt{2T_i / m_i} \) are the electron and impurity \( z \) thermal speed. Assumptions (27) and (28) are modified to include factors \( B_i / B \ll 1 \) in section 8.

Even though \( T_i = T_e \), we want an ordering that permits different ion and electron temperatures, \( T_i \neq T_e \). For this reason, we order \( \sqrt{m_e / m_i} \sim \sqrt{m_i / m_i} \) as small. In particular, we require that the collisional temperature equilibration time be of the same order as the transport time scale,

\[
\frac{m_i}{m_i} \nu_i \sim \frac{1}{\tau_E} \sim \rho_i^2 \frac{\nu_i}{a}.
\]

(29)

Then,

\[
\sqrt{\frac{m_e}{m_i}} \sim \sqrt{\frac{m_i}{m_z}} \sim \frac{\nu_i}{a} \rho_i^2 \ll 1.
\]

(30)

The consequences of this ordering are a simplification of the electron-ion and electron-impurity collision operator, and the neglect of the ion-electron and impurity-electron collisions in several places. The equations that we give in this article are correct as long as \( \sqrt{m_i / m_i} \sim \sqrt{m_i / m_i} \ll 1 \). The detailed balance in (30) is only a way to make \( T_e \geq T_i \) possible. If for example, \( \sqrt{m_i / m_i} \gg (\nu_i / a \nu_{ii}) \rho_i^2 \), our equations will just give \( T_e \geq T_i \).

We order the sources \( Q_i \) in (1) to be consistent with the transport time scale \( \tau_E \),

\[
Q_i \sim \frac{f_{Mi}}{\tau_E} \sim \rho_i^2 f_{Mi} \frac{\nu_i}{a},
\]

(31)

where we have used that to lowest order \( f_i \approx f_{Mi} \), and \( f_{Mi} \) given below in (73). Note that we must order the momentum input term in \( Q_i \), as smaller by \( \rho_i^2 \) than the energy and particle source terms since according to (21)

\[
\int d^3V Q_i \nabla \sim \rho_i^2 \frac{\nu_i}{a} f_{Mi} \ll Q_i \nu_i^3.
\]

(32)

Before ordering the distribution functions and the electrostatic potential, we use the coarse grain average (14) to split the distribution functions and the electrostatic potential into long wavelength and turbulent components. For example, the long wavelength potential is

\[
\phi_{lw} = \langle \phi \rangle_T,
\]

(33)

and the turbulent piece is

\[
\phi_{tb} = \phi - \langle \phi \rangle_T = \phi - \phi_{lw}.
\]

(34)

A similar separation applies to the distribution functions, \( f_i = f_{lw}^{ib} + f_{tb}^{ib} \), although in the case of \( f_i \), the scale separation will be performed in guiding center space (see section 3.3). The turbulent pieces describe the turbulent fluctuations in density, temperature, velocity and electric field, characterized by being small compared to the background density, temperature, velocity and electric field profiles [58] that are contained in the long wavelength pieces.

It is useful to discuss the assumptions for the size of the gradients and time derivatives of the potential and the distribution functions separately because the distribution function
is most conveniently written in gyrokinetic variables, and the assumptions must be expressed in terms of those variables. For this reason, we give the assumptions for the electrostatic potential in section 3.1, and we use them to present the gyrokinetic coordinates in section 3.2. Then, with these variables, we will give our assumptions for the size of the gradients and the time derivatives of the distribution function in section 3.3. Our assumptions for the distribution functions are expressed in terms of gyrokinetic coordinates, but in section 3.3 we also discuss the implications of our ordering in real space coordinates.

### 3.1. Electrostatic potential

We write the potential as

\[
\phi_{lw}^{ib}(r, t) = \phi_0(\psi(r), t) + \phi_1^{ib}(\psi(r), \theta(r), t) + \phi_2^{ib}(\psi(r), \theta(r), t) + \ldots
\]

and

\[
\phi^{ib}(r, t) = \phi_0^{ib}(r, t) + \phi_1^{ib}(r, t) + \phi_2^{ib}(r, t) + \ldots,
\]

where

\[
e_{\phi_0}/T_e \sim 1
\]

and

\[
e_{\phi_1^{ib}}/T_e \sim e_{\phi_1^{ib}}/T_e \sim \rho_i^2
\]

for \( n \geq 1 \). Note that the turbulent potential fluctuations are small compared to the background potential. The lowest order long wavelength potential is a flux function, \( \phi_0(\psi, t) \), due to quasineutrality. The long wavelength higher order corrections \( \phi_1^{lw}(\psi, \theta, t) \) and \( \phi_2^{lw}(\psi, \theta, t) \) are axisymmetric, but unlike \( \phi_0(\psi, t) \), they depend on \( \theta \). The toroidal velocity and \( \phi_0(\psi, t) \) are related to each other (see (269)), and as a result, \( \phi_0(\psi, t) \) is determined by the conservation of toroidal angular momentum (15), where the radial flux of toroidal angular momentum (102) is comprised of the contributions (256)–(265). The higher order components \( \phi_1^{lw}, \phi_1^{ib}, \phi_2^{lw}, \phi_2^{ib} \) are calculated as functions of \( \phi_0 \) and the background gradients of density and temperature.

The long wavelength components have characteristic length scales of the size of the machine and time scales of the order of the transport time scale \( \tau_T \). Then,

\[
\frac{\partial}{\partial t} \ln \phi_{lw}^{ib} \sim \rho_i^2 \frac{v_{ti}}{a}
\]

and

\[
\nabla \ln \phi_{lw}^{ib} \sim \frac{1}{a}
\]

For the turbulent piece of the electrostatic potential, we need to distinguish between the two directions perpendicular to the magnetic field line and the direction parallel to it. The reason is that the size of the turbulent structures is of order \( \rho_i \) in the directions perpendicular to the magnetic field, and of order \( a \sim R \) in the parallel direction. We use the spatial coordinates \( \psi \) and \( \alpha \), which are defined such that \( \mathbf{B} = \nabla \alpha \times \nabla \psi \), as the coordinates for the two directions perpendicular to the magnetic field line. The coordinate \( \psi \) determines the flux surface, and the coordinate \( \alpha \) determines the magnetic field line within the flux surface,

\[
\alpha = \zeta - \int d\psi \frac{J(\psi, \theta)}{[R(\psi, \theta)]^2}.
\]

The Jacobian \( J \) is defined in (8). The third spatial coordinate determines the position along the magnetic field line is the poloidal angle \( \theta \). In the perpendicular direction, we assume statistical periodicity, i.e. the plasma properties at points that are one correlation length apart should be statistically the same, and as a result, we can use Fourier analysis, giving

\[
\phi_n^{ib}(r, t) = \sum_{k_\psi, k_\alpha} \phi_{n}^{ib}(k_{\psi}, k_{\alpha}, \psi(r), \theta(r), t)
\]

\[
\times \exp(ik_{\psi}\psi + ik_{\alpha}\alpha) + \ldots.
\]

From here on we use the underline _ to denote Fourier coefficients of any function with turbulent pieces. We assume that

\[
k_{\psi} \sim \frac{1}{\rho_i R B_p}
\]

and

\[
k_{\alpha} \sim \frac{R}{\rho_i}
\]

giving characteristic perpendicular lengths of order \( \rho_i \) for the turbulence. The turbulent fluctuations also have long characteristic length scales that show the dependence of the turbulent fluctuations on the slow background profiles of density and temperature. The slow length scales are captured by the dependence of \( \phi_n^{ib} \) on \( \psi \) and \( \theta \),

\[
\frac{\partial}{\partial \psi} \ln \phi_n^{ib} \sim \frac{1}{a R B_p}
\]

and

\[
\frac{\partial}{\partial \theta} \ln \phi_n^{ib} \sim 1.
\]

The dependence on \( \theta \) also gives the length of the turbulent eddies along magnetic field lines. The turbulent time scale is assumed to be

\[
\frac{\partial}{\partial t} \phi_n^{ib} \sim \frac{v_{ti}}{a}
\]

We will use the slow derivatives in \( \psi \) and \( \theta \), ordered as in (45) and (46), to capture the effect of the slow variation of the turbulence characteristics on intrinsic rotation.

With the form in (42), the perpendicular component of the gradient of \( \phi_n^{ib} \) is

\[
\nabla_{\perp} \phi_n^{ib} = \sum_{k_\psi, k_\alpha} \left( i k_\psi \phi_{n}^{ib} + \nabla_{\perp} \frac{\partial \phi_{n}^{ib}}{\partial \psi} + \nabla_{\perp} \theta \frac{\partial \phi_{n}^{ib}}{\partial \theta} \right)
\]

\[
\times \exp(ik_{\psi}\psi + ik_{\alpha}\alpha) + \ldots.
\]
where the term proportional to
\[ k_e = k_y \nabla y + k_x \nabla \alpha \sim \frac{1}{\rho_i} \] (49)
is the dominant term. The parallel gradient is
\[ \mathbf{b} \cdot \nabla \phi^b = \sum_{k_p, k_a} \mathbf{b} \cdot \nabla \left( \frac{\partial \phi^b}{\partial \theta} \exp \left( ik_y y + ik_a \alpha \right) \right) \sim \frac{\phi^b}{a} . \] (50)

Note that the orderings (37), (38), (40) and (48) imply
\[ \nabla \phi^w \sim \nabla \phi^b \sim \frac{T_c}{\epsilon a} . \] (51)

This size for the electric field is consistent with (18) because it implies that the \( \mathbf{E} \times \mathbf{B} \) drift is of order \( \rho_s v_i \).

### 3.2. Gyrokinetic variables

Before expanding the distribution functions \( f_i \) in \( \rho_s \ll 1 \), it is convenient to write the distribution functions in gyrokinetic variables. Gyrokinetics \([41, 42]\) separates the fast gyromotion time scale \( \Omega_s^{-1} \) from the slower turbulent time \( \tau v_i \) by expanding in the small parameter \( \rho_s / a \ll 1 \) while still allowing wavelengths comparable to the gyroradius. Here \( \Omega_s = Z e B / m_i c \), \( v_i = \sqrt{2T_i / m_i} \) and \( \rho_s = v_i / \Omega_s \) are the gyrofrequency, thermal speed and gyroradius of species \( s \). Gyrokinetics defines new phase space variables order by order in the small parameter \( \rho_s / a \ll 1 \) such that the Fokker–Planck equation (1) written in these new coordinates satisfies certain properties (see section 5 and in particular, equations (110)–(113)). We can obtain the gyrokinetic variables \( \{ \mathbf{R}, u, \mu, \varphi \} \) up to second order in \( \rho_s / a \ll 1 \) following the recursive procedure in [56] that can be applied to an electrostatic electric field \( \mathbf{E} = -\nabla \phi \) that satisfies assumptions (37)–(40), (47), (48) and (50). In this article, due to the expansion in \( B_p / B \ll 1 \) performed in sections 7 and 8, it is sufficient to know that the expansion can be carried out to second order. The details of the second order calculation are not needed\(^5\). The gyrokinetic variables are the guiding center position
\[ \mathbf{R} = \mathbf{R}_e + \mathbf{R}_v + \ldots, \] (52)
the guiding center parallel velocity
\[ u = v_y + u_1 + u_2 + \ldots, \] (53)
the magnetic moment
\[ \mu = \mu_0 + \mu_1 + \mu_2 + \ldots \] (54)
and the gyrokinetic gyrophase
\[ \varphi = \varphi_0 + \varphi_1 + \varphi_2 + \ldots \] (55)
Here
\[ \mathbf{R}_v = \mathbf{r} + \frac{1}{\Omega_s} \mathbf{v} \times \mathbf{b} \] (56)
is the lowest order Catto transformation [41], \( \nu_s = \mathbf{v} \mathbf{b} \) is the particle velocity parallel to the magnetic field, \( \mathbf{b}(\mathbf{r}) = \mathbf{B} / B \) is the unit vector in the direction of the magnetic field,
\[ \mu_0 = \frac{\nu_s^2}{2B} \] (57)
is the lowest order magnetic moment, \( v_i = \mathbf{v} \mathbf{b} \) is the particle velocity perpendicular to the magnetic field,
\[ \varphi_0 = \arctan \left( \frac{\mathbf{v} \cdot \hat{z}}{\nu_s} \right) \] (58)
is the lowest order gyrophase, and \( \hat{e}_1(\mathbf{r}) \) and \( \hat{e}_2(\mathbf{r}) \) are two unit vectors perpendicular to each other and perpendicular to \( \mathbf{b}(\mathbf{r}) \) that satisfy \( \hat{e}_1 \times \hat{e}_2 = \mathbf{b} \). The quantities \( u_1 \sim (\rho_s / a) v_i \), \( \mu_1 \sim (\rho_s / a) v_i^2 / B \) and \( \varphi_1 \sim \rho_s / a \) are the first order corrections to the gyrokinetic variables, and the quantities \( R_s \sim (\rho_s / a)^2 a \), \( u_2 \sim (\rho_s / a)^2 v_i \), \( \mu_2 \sim (\rho_s / a)^2 v_i^2 / B \) and \( \varphi_2 \sim (\rho_s / a)^2 \) are the second order corrections. For most of this article, we only need to know that \( u_1, \mu_1, \varphi_1, R_s, u_2, \mu_2, \varphi_2 \) exist and can be calculated recursively. When calculating the quasineutrality equation, we will need the first order corrections to the parallel velocity and the magnetic moment, given by [56]
\[ u_1 = \frac{\nu_s^2}{4\Omega_s} \mathbf{b} \cdot (\mathbf{v} \times \mathbf{b}) + \frac{1}{4\Omega_s} \left[ v_i (\mathbf{v} \times \mathbf{b}) + (\mathbf{v} \times \mathbf{b}) v_i \right] : \mathbf{b} \times \mathbf{b} \] (59)
and
\[ \mu_1 = \frac{Z e \nu_s}{m_i B} - \frac{\nu_s^2}{2B^2\Omega_s} \mathbf{b} \cdot \mathbf{v} \mathbf{b} \cdot \mathbf{b} \cdot \mathbf{v} \mathbf{b} - \frac{1}{2B\Omega_s} \left[ v_i (\mathbf{v} \times \mathbf{b}) + (\mathbf{v} \times \mathbf{b}) v_i \right] : \mathbf{b} - \frac{\nu_s^2}{4B\Omega_s} \mathbf{b} \cdot \mathbf{v} \mathbf{b} . \] (60)

Our double-dot convention is \( \mathbf{ac} = \mathbf{a} \cdot \mathbf{c} \mathbf{a} \). The function \( \ddot{\phi} \) is\(^6\)
\[ \ddot{\phi}(\mathbf{R}, \mu, \varphi, t) = \phi(\mathbf{R} + \rho(\mathbf{R}, \mu, \varphi), t) - \dot{\phi}(\mathbf{R}, \mu, t) , \] (61)
where
\[ \ddot{\phi}(\mathbf{R}, \mu, t) = \frac{1}{2\pi} \int_0^{2\pi} d\varphi \, \phi(\mathbf{R} + \rho(\mathbf{R}, \mu, \varphi), t) \] (62)
is the average of \( \phi(\mathbf{r}, t) \) around a circular gyro-orbit, and
\[ \rho(\mathbf{R}, \mu, \varphi) = \frac{m_i c}{Z e} \sqrt{\frac{2\mu}{B(\mathbf{R})} } \left( -\sin \varphi \hat{e}_1(\mathbf{R}) + \cos \varphi \hat{e}_2(\mathbf{R}) \right) \] is the gyroradius. (63)

The functions \( \ddot{\phi} \) and \( \dddot{\phi} \) can be rewritten in more convenient forms. We show how to obtain these different forms of \( \dddot{\phi} \) and \( \dddot{\phi} \) in appendix A. In particular, we obtain

\(^5\) The complete expansion to second order in \( \rho_s / a \ll 1 \) is given in [52] following a formalism slightly different from the one used here.

\(^6\) The definitions of \( \ddot{\phi} \) and \( \dddot{\phi} \) here are the definitions given in [52, 61], and they are slightly different from the definitions in [56]. The difference is discussed in detail in [62] and it is \( O(\rho_s^2 T_c / e) \).
\[
\bar{\phi}(\mathbf{R}, \mu, t) = \bar{\phi}^{\text{lw}} + \bar{\phi}^{\text{tb}},
\]
where
\[
\bar{\phi}^{\text{lw}} = \phi_0(\mathbf{R}, t) + \bar{\phi}_1^{\text{lw}} + \bar{\phi}_2^{\text{lw}} + O\left(\frac{\rho^3 T_c}{e}\right)
\]
is the long wavelength component of \(\bar{\phi}\), and
\[
\bar{\phi}^{\text{tb}} = \sum_{k_1,k_2} (\bar{\phi}_{1}^{\text{tb}} + \bar{\phi}_{2}^{\text{tb}}) \exp\left(\frac{\imath k_\perp k_a}{\psi} + \imath k_\parallel a(\mathbf{R})\right) + O\left(\frac{\rho^3 T_c}{e}\right)
\]
is the turbulent piece. The first order pieces \(\bar{\phi}_1^{\text{lw}}\) and \(\bar{\phi}_1^{\text{tb}}\) are
\[
\bar{\phi}_1^{\text{lw}} = \phi_1^{\text{lw}}(\mathbf{R}, t)
\]
and
\[
\bar{\phi}_1^{\text{tb}} = J_0(\Lambda_0) \phi_1^{\text{tb}}(k_\psi, k_\alpha, \psi(\mathbf{R}), \theta(\mathbf{R}), t),
\]
where \(J_0\) is the \(n\)th order Bessel function of the first kind,
\[
\Lambda_0(\mathbf{R}, \mu) = \frac{k_\psi(\mathbf{R}) m_e^2}{Z_c^e} \sqrt{\frac{2\mu}{B(\mathbf{R})}}
\]
and \(k_\perp(\mathbf{R})\) is the function
\[
k_\perp(\mathbf{r}) = |k_\perp(\mathbf{r})| = \left(k_\psi^2 \psi + 2k_\alpha k_a \psi \sqrt{\alpha + k_\alpha^2 \sqrt{\alpha}}\right)^{1/2}
\]
with \(\mathbf{r}\) replaced by \(\mathbf{R}\). The second order pieces \(\bar{\phi}_2^{\text{lw}}\) and \(\bar{\phi}_2^{\text{tb}}\) are given in appendix A, in equations (A.2) and (A.4).

### 3.3. Distribution functions

Using the gyrokinetic variables \(\{\mathbf{R}, u, \mu, \psi, \theta\}\), the distribution function \(f_s = f_s^{\text{lw}} + f_s^{\text{tb}}\) can be written as
\[
f_s^{\text{lw}}(\mathbf{R}, u, \mu, \psi, \theta, t) = f_{\text{Me}}(\psi(\mathbf{R}), \theta(\mathbf{R}), u, \mu, t)
\]
\[
\quad + f_{s1}^{\text{lw}}(\psi(\mathbf{R}), \theta(\mathbf{R}), u, \mu, t)
\]
\[
\quad + f_{s2}^{\text{lw}}(\psi(\mathbf{R}), \theta(\mathbf{R}), u, \mu, \psi, \theta, t) + \ldots
\]
(71)
and
\[
f_s^{\text{tb}}(\mathbf{R}, u, \mu, \psi, \theta, t) = f_{s1}^{\text{tb}}(\mathbf{R}, u, \mu, \theta, t) + f_{s1}^{\text{tb}}(\mathbf{R}, u, \mu, t) + \ldots
\]
(72)

The distribution function to lowest order only has a long wavelength component and it is Maxwellian because of assumption (25),
\[
f_{\text{Me}} = n_s(\psi(\mathbf{R}), t) \left(\frac{m_s}{2\pi T_c(\psi(\mathbf{R}), t)}\right)^{3/2}
\]
\[
\times \exp\left(-\frac{m_s (u^2 + 2\mu B(\psi(\mathbf{R}), \theta(\mathbf{R})))}{2 T_c(\psi(\mathbf{R}), t)}\right).
\]
(73)

Note that the density \(n_s(\psi, \theta, t)\) and the temperature \(T_c(\psi, \theta, t)\) are flux functions because of assumption (24). The Maxwellian is stationary because we are assuming that the velocity is subsonic (see (18)). The long wavelength corrections to the distribution function \(f_{s1}^{\text{lw}}(\psi, \theta, u, \mu, t)\) and \(f_{s2}^{\text{lw}}(\psi, \theta, u, \mu, \psi, \theta, t)\) are axisymmetric. The size of the corrections to the Maxwellian for ionic species \((s \neq e)\) is
\[
\frac{f_{s1}^{\text{lw}}}{f_{\text{Me}}} \sim \frac{f_{s2}^{\text{lw}}}{f_{\text{Me}}} \sim \rho^s_c.
\]
(74)

The electron distribution function is an exception to this rule as shown below. Note that in (71) and (72), only the second order pieces \(f_{s1}^{\text{lw}}(\psi, \theta, u, \mu, \psi, \theta, t)\) and \(f_{s2}^{\text{lw}}(\psi, \theta, u, \mu, \psi, \theta, t)\) depend on the gyrophase \(\varphi\). We will prove that this is the case in section 5, although in section 8 we are able to show that this gyrophase dependence is negligible in the \(B_e/B \ll 1\) expansion.

The electron distribution function does not follow equation (74) because \(\sqrt{m_e/m_i} \ll 1\). The pieces of the distribution function even in \(u\) are of order
\[
\frac{f_{s1}^{\text{lw}}(u) + f_{s2}^{\text{lw}}(-u)}{f_{\text{Me}}} \sim \frac{f_{s1}^{\text{lw}}(u) + f_{s2}^{\text{lw}}(-u)}{f_{\text{Me}}} \sim \rho^e_c.
\]
(75)

Equation (75) is deduced from quasineutrality: the higher order corrections to the electron density,
\[
\int d^3v f_e^{\text{lw}} \sim \frac{f_{s1}^{\text{lw}}(u) + f_{s2}^{\text{lw}}(-u)}{f_{\text{Me}}} n_e
\]
(76)
and
\[
\int d^3v f^{\text{tb}}_e \sim \frac{f_{s1}^{\text{tb}}(u) + f_{s2}^{\text{tb}}(-u)}{f_{\text{Me}}} n_{ce},
\]
(77)

have to be of the same order as the higher order corrections to the ion density, \(\int d^3v f^{\text{lw}}_i \sim \rho^e_c n_e\) and \(\int d^3v f^{\text{tb}}_i \sim \rho^e_c n_e\). The pieces of the distribution function odd in \(u\) are
\[
\frac{f_{s1}^{\text{lw}}(u) - f_{s2}^{\text{lw}}(-u)}{f_{\text{Me}}} \sim \frac{f_{s1}^{\text{lw}}(u) - f_{s2}^{\text{lw}}(-u)}{f_{\text{Me}}} \sim \frac{m_e}{m_i} \rho^e_c \ll \rho^e_c.
\]
(78)

The reason for this estimate is that the higher order electron flows,
\[
\int d^3v f^{\text{lw}}_e \cdot \mathbf{v} \sim \frac{f_{s1}^{\text{lw}}(u) - f_{s2}^{\text{lw}}(-u)}{f_{\text{Me}}} n_{e\nu_i}
\]
(79)
and
\[
\int d^3v f^{\text{tb}}_e \cdot \mathbf{v} \sim \frac{f_{s1}^{\text{tb}}(u) - f_{s2}^{\text{tb}}(-u)}{f_{\text{Me}}} n_{e\nu_i},
\]
(80)

must be of the same order as the higher order corrections to the ion flow, \(\int d^3v f^{\text{lw}}_i \cdot \mathbf{v} \sim \rho^e_c n_{i\nu_i}\), \(\int d^3v f^{\text{lw}}_i \cdot \mathbf{v} \sim \rho^e_c n_{i\nu_i}\), again due to quasineutrality.

We assume that the time and length scales of the distribution functions and the electrostatic potential are similar. The long wavelength piece of the distribution function satisfies
\[
\frac{\partial}{\partial t} \ln f_{s1}^{\text{lw}} \sim \frac{\rho^e_c \nu_i}{a},
\]
(81)
and
\[
\nabla R \ln f_{s1}^{\text{lw}} \sim \frac{1}{a}.
\]
(82)
We write the turbulent piece of the distribution function as
\[ f^{\text{th}}_{\ell n}(\mathbf{R}, u, \mu, \varphi, t) = \sum_{k_{\psi},k_{\alpha}} f^{\text{th}}_{\ell n}(k_{\psi}, k_{\alpha}, \psi(\mathbf{R}), \theta(\mathbf{R}), u, \mu, \varphi, t) \]
\times \exp \left( ik_{\psi} \psi(\mathbf{R}) + ik_{\alpha} \alpha(\mathbf{R}) \right),
\tag{83}
where \( k_{\psi} \) and \( k_{\alpha} \) are ordered as in (43) and (44). The dependence of \( f^{\text{th}}_{\ell n} \) on \( \psi \) and \( \theta \) represents the long wavelength of the turbulence along the magnetic field and the slow radial and poloidal variation of the turbulence fluctuations due to the spatially varying background profiles and magnetic field. Then,
\[ \frac{\partial}{\partial \psi} \ln f^{\text{th}}_{\ell n} \sim \frac{1}{a RB_{\psi}}, \tag{84} \]
and
\[ \frac{\partial}{\partial \theta} \ln f^{\text{th}}_{\ell n} \sim 1. \tag{85} \]
The time derivative is ordered as
\[ \frac{\partial}{\partial t} \ln f^{\text{th}}_{\ell n} \sim \frac{\nabla_{\psi}}{a}. \tag{86} \]
Finally, we order the velocity space derivatives as
\[ \frac{\partial}{\partial u} \ln f^{\text{th}}_{\ell n} \sim \frac{\partial}{\partial \psi} \ln f^{\text{th}}_{\ell n} \sim \frac{1}{\nu_{\text{ts}}}, \tag{87} \]
\[ \frac{\partial}{\partial \mu} \ln f^{\text{th}}_{\ell n} \sim \frac{\partial}{\partial \psi} \ln f^{\text{th}}_{\ell n} \sim \frac{B}{\nu_{\text{ts}}}, \tag{88} \]
and for \( n \geq 2 \)
\[ \frac{\partial}{\partial \varphi} \ln f^{\text{th}}_{\ell n} \sim \frac{\partial}{\partial \psi} \ln f^{\text{th}}_{\ell n} \sim 1. \tag{89} \]

From (83), we find that the perpendicular gradient of the \( n \)th order distribution function is
\[ V_{R \perp} f^{\text{th}}_{\ell n}(\mathbf{R}, u, \mu, \varphi, t) = \sum_{k_{\psi},k_{\alpha}} \left( ik_{\psi} f^{\text{th}}_{\ell n} + V_{R \perp} \psi \frac{\partial f^{\text{th}}_{\ell n}}{\partial \psi} + V_{R \perp} \theta \frac{\partial f^{\text{th}}_{\ell n}}{\partial \theta} \right) \]
\times \exp \left( ik_{\psi} \psi + ik_{\alpha} \alpha \right) \sim \frac{f^{\text{th}}_{\ell n}}{\rho_{i}}, \tag{90} \]
where \( \rho_{i} \) is defined in (49), and the term proportional to \( k_{\perp} \) in (90) is the largest term. The parallel gradient is
\[ \hat{b}(\mathbf{R}) \cdot V_{R \perp} f^{\text{th}}_{\ell n}(\mathbf{R}, u, \mu, \varphi, t) = \sum_{k_{\psi},k_{\alpha}} \hat{b}(\mathbf{R}) \cdot V_{R \perp} \theta \frac{\partial f^{\text{th}}_{\ell n}}{\partial \theta} \]
\times \exp \left( ik_{\psi} \psi + ik_{\alpha} \alpha \right) \sim \frac{f^{\text{th}}_{\ell n}}{\rho_{i}}, \tag{91} \]
Assumptions (74), (82) and (90) give
\[ V_{R \perp} f^{\text{th}}_{\ell n} \sim V_{R} f^{\text{th}}_{\ell n} \sim \frac{f_{\text{Me}}}{\rho_{i}}. \tag{92} \]

Since the distribution functions are functions of the gyrokinetic variables, we need to write them as functions of \( \{ r, v \} \) to be able to integrate over velocity space to find densities, flows and pressures. We change variables in appendix B. The long wavelength component of \( f_{i} \) written in \( \{ r, v \} \) is
\[ [f_{i}]^{\text{w}} = f_{\text{Me}}(r, v_{\parallel}, \mu_{0}, t) + [f_{i}]^{\text{w}} + [f_{i}]^{\text{th}} + O(\rho_{i}^{2} f_{\text{Me}}), \tag{93} \]
and the turbulent piece is
\[ [f_{i}]^{\text{th}} = \sum_{k_{\psi},k_{\alpha}} \left( [f_{i}]^{\text{th}} + [f_{i}]^{\text{th}} \right) \exp \left( ik_{\psi} \psi(r) + ik_{\alpha} \alpha(r) \right) \]
\times \exp \left( ik_{\psi} \psi + ik_{\alpha} \alpha \right) \sim \frac{f_{\text{Me}}}{\rho_{i}^{2} f_{\text{Me}}}. \tag{94} \]
The square brackets denote that \( f_{i} \) is written in \( \{ r, v \} \) coordinates instead of \( \{ \mathbf{R}, u, \mu, \varphi \} \) coordinates. Note that \( f^{\text{th}}_{\ell n} \neq [f_{i}]^{\text{w}} \) and \( f^{\text{th}}_{\ell n} \neq [f_{i}]^{\text{w}} \). The first order pieces are
\[ [f_{i}]^{\text{th}} = f_{i}^{\text{th}}(r, v_{\parallel}, \mu_{0}, t) + \Delta f_{i}^{\text{th}}, \tag{95} \]
and
\[ [f_{i}]^{\text{th}} = f_{i}^{\text{th}}(k_{\psi}, k_{\alpha}, \psi(r), \theta(r), v_{\parallel}, \mu_{0}, t) \]
\times \exp \left( \frac{ik_{\psi} \psi(\hat{b})}{\Omega_{e}} \right) + \Delta f_{i}^{\text{th}}, \tag{96} \]
where using (59) and (B.4),
\[ \Delta f_{i}^{\text{th}} = \frac{1}{\Omega_{e}} (v \times \hat{b}) \cdot \left[ \frac{\nabla n_{i}}{n_{i}} + \frac{Z_{e} e \nabla \phi_{0}}{T_{i}} \right. \]
\[ + \left. \left( \frac{m_{i} T_{0}}{2T_{i}} - 3 \right) \frac{T_{i}}{T_{e}} \right] f_{\text{Me}} \sim \frac{\rho_{i}}{a} f_{\text{Me}}. \tag{97} \]
and
\[ \Delta f_{i}^{\text{th}} = - \frac{Z_{e} e f_{\text{Me}}}{T_{i}} \left[ 1 - \delta_{i}(\lambda_{i}) \exp \left( \frac{ik_{\psi} \psi(\hat{b})}{\Omega_{e}} \right) \right] \]
\times \phi_{i}^{\text{th}}(k_{\psi}, k_{\alpha}, \psi(r), \theta(r), t). \tag{98} \]
Here
\[ \delta_{i}(r, \psi_{i}) = \frac{k_{\parallel}(r) \psi_{i}}{\Omega_{e}(r)}. \tag{99} \]
The second order pieces of the distribution function written in \( \{ r, v \} \) coordinates are
\[ [f_{i}]^{\text{w}} = f_{i}^{\text{w}}(r, v_{\parallel}, \mu_{0}, \psi_{0}, t) + \Delta f_{i}^{\text{w}}, \tag{100} \]
and
\[ [f_{i}]^{\text{th}} = f_{i}^{\text{th}}(k_{\psi}, k_{\alpha}, \psi(r), \theta(r), v_{\parallel}, \mu_{0}, \psi_{0}, t) \]
\times \exp \left( \frac{ik_{\psi} \psi(\hat{b})}{\Omega_{e}} \right) + \Delta f_{i}^{\text{th}}, \tag{101} \]
where \( \Delta f_{i}^{\text{w}} \) and \( \Delta f_{i}^{\text{th}} \) are given in appendix B, in equations (B.6) and (B.7). When we expand in \( B_{\parallel}B \ll 1 \) in section 8, we will see that the complicated functions \( \Delta f_{i}^{\text{w}} \) and \( \Delta f_{i}^{\text{th}} \) simplify considerably.

4. Radial flux of toroidal angular momentum

To find the radial flux of toroidal angular momentum \( \mathcal{I} \), we first manipulate expression (17) using the Fokker–Planck equations (1). We follow the same procedure as in [32, 33].
The equation for \( \Pi \) given here is different from the expression in \([32, 33]\) because in this derivation we consider multiple ion species, inter-species collisions and the sources and sinks \( Q_s \).

We want to find an expression for \( \Pi \) that does not require high order pieces of the distribution functions and the potential. According to the estimate \((22)\), the distribution functions \( f_i \) would have been known to \( O(\rho^2B^2m) \) to find the correct \( \Pi \) using \((17)\), and the contributions to \( O(pR\nabla\psi) \), \( O(p^\rho pR/V\psi) \) and \( O(\rho^2pR/V\psi) \) must vanish. Using moments of the Fokker–Planck equations \((1)\) as explained in appendix C, we find that \( \Pi \) can be written as

\[
\Pi = \Pi_{-1} + \Pi_0, \tag{102}
\]

where

\[
\Pi_{-1} = -\left\langle \sum_{s, \rho, c} \frac{R_{m,c} \epsilon}{Z_e e^2} \int d^3\psi \left[ f_{i,s} \right]_{\psi} \left( \nabla \phi \right) \right\rangle_{\psi} \tag{103}
\]

is the lowest order radial flux of toroidal angular momentum, formally of order \( \rho^2 p R V \psi \), and

\[
\Pi_0 = \frac{\partial}{\partial t} \left[ \sum_{s, \rho, c} \frac{R_{m,c}}{2 Z_e e^2} \right] + \frac{1}{V^*} \frac{\partial}{\partial \psi} \left[ V^* \right]
\]

\[\times \left\langle \sum_{s, \rho, c} \frac{R_{m,c} \epsilon}{Z_e e^2} \int d^3\psi \left[ f_{i,s} \right]_{\psi} \left( \nabla \phi \right) \right\rangle_{\psi} \tag{104}\]

\[\times \left\langle \sum_{s, \rho, c} \frac{R_{m,c} \epsilon}{Z_e e^2} \int d^3\psi \left[ f_{i,s} \right]_{\psi} \left( \nabla \psi \right) \right\rangle_{\psi} \tag{105}\]

\[\times \left\langle \sum_{s, \rho, c} \frac{R_{m,c} \epsilon}{Z_e e^2} \int d^3\psi \left[ f_{i,s} \right]_{\psi} \left( \nabla \psi \right) \right\rangle_{\psi} \tag{106}\]

is the linearized collision operator for \( s \neq e \) and \( s' \neq e \) (see appendices D and E), and

\[
u_{ci} = \frac{4 \sqrt{2\pi}}{3} \frac{Z_e e^4 n_i \ln A}{m_i^{1/2} T^{3/2}} \tag{107}\]

is the collision frequency for collisions between electrons and species \( s \). In the linearized collision operator \((106)\), we use a semicolon to separate the two arguments to emphasize that it is not a bilinear operator, but the sum of two linear operators: one linear on \( g_i \) and another linear on \( g_{i'} \).

In \((102)\) the \( O(\rho^2 p R V \psi) \) contribution \( \Pi_{-1} \) vanishes for up–down symmetric tokamaks due to the symmetry described in \([44, 45]\) and revisited in section 6. Expression \((102)\) only requires a distribution function correct to \( O(\rho^2 B^2 m) \) to find \( \Pi \) to \( O(\rho^2 p R \nabla \psi) \). Equation \((102)\) is not the only way to write the radial flux of toroidal angular momentum. A detailed explanation of why this form is convenient for \( \nu_{ci} \) \( 0 \) \( \omega_t/a \) is given in appendix B of \([33]\).

5. Gyrokinetic equations

In this section we discuss the gyrokinetic equations valid to second order in \( \rho^2 \) without performing the subsidiary expansion in \( B_2/B \ll 1 \). The gyrokinetic equations that we present here are different from the gyrokinetic equations in previous work \([32, 33]\) for several reasons: we consider several ion species, the ion-electron collisions are included, we include the effect of sources of particles and energy, and we present a new treatment of the radial variation of the background gradients that does not require global gyrokinetic simulations.

The gyrokinetic equation for the distribution function \( f_i (R, u, \mu, \psi, t) \) is given by

\[
\frac{\partial f_i}{\partial t} + \mathbf{R}_i \cdot \nabla f_i + u \frac{\partial f_i}{\partial u} + \mu \frac{\partial f_i}{\partial \mu} + \psi \frac{\partial f_i}{\partial \psi} = - \nabla \cdot \left[ C_{\psi} \left[ f_{i,s} \right] \right] + Q, \tag{108}
\]

where the time derivative is taken holding \( \mathbf{R}, u, \mu \) and \( \psi \) fixed, and the Vlasov operator applied to a function \( h (r, v, t) \) is denoted by
\[
\dot{h} = \frac{\partial h}{\partial t} + \mathbf{v} \cdot \nabla h + \frac{Ze}{a} \left( -\nabla \phi + \frac{1}{c} \mathbf{v} \times \mathbf{B} \right) \cdot \nabla \phi. \tag{109}
\]

The gyrokinetic variables \( \mathbf{R}, u \) and \( \phi \), given in (52), (53) and (55), are chosen such that the coefficients \( \mathbf{R}_s \sim v_{ts}, u_s \sim v_{ts}^2/a \) and \( \phi_s \sim \Omega_s \) do not depend on the gyrophase to a very high order in \( \rho_s \) [56]; in particular,

\[
\frac{\partial \mathbf{R}_s}{\partial \phi} = O(\rho_s^3 \nu_{ts}), \tag{110}
\]

\[
\frac{\partial u_s}{\partial \phi} = O(\rho_s^2 \nu_{ts}^2/a^2) \tag{111}
\]

and

\[
\frac{\partial \phi_s}{\partial \phi} = O(\rho_s^3 \Omega_s). \tag{112}
\]

The gyrokinetic variable \( \mu \), given in (54), is defined such that the coefficient \( \mu_s \) is zero to a very high order,

\[
\mu_s = O\left( \rho_s^3 \nu_{ts}^2/B_a \right). \tag{113}
\]

The coefficients \( \mathbf{R}_s, u_s \) and \( \phi_s \) are calculated to lowest order in [56]. For our purposes, it is sufficient to know that

\[
\mathbf{R}_s = u \hat{b} + \mathbf{v}_{M_s} - \frac{c}{B} \nabla \mathbf{R} \cdot \mathbf{b} \times \mathbf{b} + \mathbf{R}_{s2} \tag{114}
\]

and

\[
\dot{u}_s = -\left( \mathbf{b} + \frac{u}{\Omega_s} \mathbf{b} \times \mathbf{k} \right) \left( \mu \nabla \mathbf{R} + \frac{Z e}{m_s} \nabla \mathbf{R} \cdot \mathbf{b} \right) + \dot{u}_{s2}, \tag{115}
\]

where

\[
\mathbf{v}_{M_s} = \frac{\mu}{\Omega_s} \mathbf{b} \times \nabla \mathbf{R} + \frac{u^2}{\Omega_s} \mathbf{b} \times \mathbf{k} \tag{116}
\]

are the \( \nabla B \) and curvature drifts,

\[
\mathbf{k} = \mathbf{b} \times \nabla \mathbf{b} \tag{117}
\]

is the magnetic field line curvature, and the terms \( \mathbf{R}_{s2} \) and \( u_{s2} \) are of order

\[
\mathbf{R}_{s2} \sim \rho_s^3 \nu_{ts} \tag{118}
\]

and

\[
u_{s2} \sim \rho_s^2 \nu_{ts}^2/a^2. \tag{119}
\]

For the rest of the paper, we will only need to know that \( \mathbf{R}_{s2} \) and \( u_{s2} \) can be calculated and that their size is given by (118) and (119).

The gyrophase dependent piece of \( f_s \) is

\[
\tilde{f}_s = f_s - \{ f_s \}. \tag{120}
\]

The triangular brackets denote the gyroaverage holding \( \mathbf{R}, u, \mu \) and \( t \) fixed, i.e.

\[
(h)(\mathbf{R}, u, \mu, \phi, t) = \frac{1}{2\pi} \int_0^{2\pi} \! \! d\phi' h(\mathbf{R}, u, \mu, \phi', t). \tag{121}
\]

From (108), we find [53, 56, 63]

\[
\tilde{f}_s = -\frac{1}{\Omega_s} \sum_r \int \mathbf{d} \phi' \left( C_{s[r]}^{[f_s]} \right) (\mathbf{R}, u, \mu, \phi', t)
\]

\[
- \left\{ C_{s[r]}^{[f_s]} \right\} (\mathbf{R}, u, \mu, t). \tag{122}
\]

Using the fact that the lowest order distribution functions are Maxwellians with temperatures consistent with the mass of the species (see (25) and (29) and the discussion around them), the long wavelength and short wavelength pieces of the gyrophase dependent piece of the distribution function can be calculated, giving

\[
\tilde{f}^\text{lsw} = -\frac{1}{\Omega_s} \int \mathbf{d} \phi' \left( C_{s[r]}^{[f_s]} \left[ \Delta f^{\text{lsw}}_s : \Delta f^{\text{fsw}}_s \right] \right) \tag{123}
\]

and

\[
\tilde{f}^\text{fsw} = -\frac{1}{\Omega_s} \int \mathbf{d} \phi' \left( C_{s[r]}^{[f_s]} \left[ \Delta f^{\text{lsw}}_s : \Delta f^{\text{fsw}}_s \right] \exp (ik_s \rho) \right) \tag{124}
\]

where \( \rho \) is defined in (63). Expression (125) is derived in appendix F. The linearized collision operators \( C_{s[r]}^{[f_s]} \) are defined in (106), and we have used (27) and (28) for the size of the collision frequencies to estimate the size of \( \tilde{f}^\text{lsw} \) and \( \tilde{f}^\text{fsw} \), given in (123) and (124). These estimates led us to assume that the first order terms \( f^{\text{lsw}}_s \) and \( f^{\text{fsw}}_s \) did not depend on gyrophase in (71) and (72).

To find the equation for the gyroaveraged distribution function \( \langle f_s \rangle (\mathbf{R}, u, \mu, t) \), we gyroaverage (108), and we use equations (123) and (124) for the gyrophase dependent part \( \tilde{f}_s \) and equation (113) for \( \mu_s \). The final result is an equation correct to order \((\rho_s/a^2)^2\)

\[
\frac{\partial \langle f_s \rangle}{\partial \mathbf{v}_R} + \mathbf{R}_s \nabla \mathbf{R} \langle f_s \rangle + u_s \frac{\partial \langle f_s \rangle}{\partial u_s} = \sum_r \left\{ C_{s[r]} \left[ \langle f_s \rangle + \tilde{f}_s + \langle f_s \rangle + \tilde{f}_s \right] \right\} + \left\{ Q_{ss} \right\}. \tag{126}
\]

In addition to the gyrokinetic equation (126), we need to solve the quasineutrality equation (5) to find the potential. Since \( f_s \) \( (\mathbf{R}, u, \mu, \phi, t) \) is calculated as a function of the gyrokinetic variables, we need expressions (95), (96), (100) and (101) that
give the distribution function $f_i$ written in $\{r, v\}$ coordinates to order $(\rho_e/\mu_e)^2$. Equations (95), (96), (100) and (101) are also needed inside the collision operator in (126) because the collision operator is more easily written in $\{r, v\}$ coordinates.

With $\mathbf{R}$, and $\dot{u}$, given to the accuracy in (114) and (115), and the expressions (95), (96), (100) and (101) for the distribution function $f_i$ written in $\{r, v\}$ coordinates, the gyrokinetic equation and the quasineutrality equation are sufficiently accurate to give $f_i^{lw}$, $\phi_i^{lw}$, $f_i^{th}$, $\phi_i^{th}$, $f_i^{pb}$, and $\phi_i^{pb}$. These first and second order pieces are necessary to calculate the momentum flux $\Pi$ in (102). The corrections $\mathbf{R}_2$, $u_2$, $\mu_2$ and $\phi_1$, and the terms $\mathbf{R}_2$ and $\dot{u}_2$ are then, in principle, needed. These higher order terms are calculated in [52], but they are messy. We want to write simplified equations that are less complicated and easier to implement in existing codes. To do that, we will exploit the small parameter $B/\Omega \ll 1$ in sections 7 and 8.

Before expanding in $B/\Omega \ll 1$, we give and discuss the equations for $f_i^{lw}$, $\phi_i^{lw}$, $f_i^{th}$ and $\phi_i^{th}$ in sections 5.1 and 5.2. Finally, in sections 5.3 and 5.4 we briefly discuss the second order equations.

5.1. Long wavelength, first order equations

Taking the first order long wavelength terms of equation (126) (see, for example, [53]), we obtain

\[
u_\lambda \frac{\partial}{\partial \vartheta} \dot{v}_e - \mu_e \frac{\partial}{\partial \eta} \dot{v}_e^e = \sum_{\nu'} C_{\nu'\lambda}^{(0)} [f_i^{lw}, f_i^{lw}]
\]

\[= -v_{M\nu'} \dot{v}_{\lambda} \psi \left[ \frac{\partial}{\partial \eta} \ln \eta_0^e + \frac{Z_e \frac{\partial \phi_0}{\partial \eta}}{T_e} \right] + \frac{m_e (u^2 + 2\mu B)}{2T_e} \frac{\partial}{\partial \eta} \ln T_e + \frac{Z_e \frac{\partial \phi_0}{\partial \eta}}{T_e} f_{\mathcal{M}i} - \frac{Z_e \frac{\partial \phi_0}{\partial \eta}}{T_e} \frac{\dot{v}_{\mathcal{M}i} \dot{v}}{\partial \eta}.
\]  

(127)

We have used the decompositions (65) and (71).

The linearized collision operator $C_{\nu'\lambda}^{(0)}$ in (106) is written more naturally in the $\{r, v\}$ coordinates, or, equivalently, in the $\{r, v\}$, $(\mu_e, \phi_0)$ coordinates. We need to transform it to the $\{r, u, \mu, \phi\}$ coordinates, but since to lowest order, $\mathbf{R} \simeq 0$, $u \simeq \mu$ and $\phi \simeq \phi_0$, to this order it is sufficient to replace $\{r, v\}$, $(\mu_e, \phi_0)$ by $\{r, u, \mu, \phi\}$. This is what is done in (127).

In equation (127) for ionic species ($s = e$), the linearized ion-electron and impurity-electron collision operators, $C_{\nu'\lambda}^{(0)}$, are negligible. We explain why in appendix D. If we want to consider the electron neoclassical particle flux, these terms cannot be neglected. The effect of the electron neoclassical particle flux is, however, usually small. In equation (127) for the electrons ($s = e$), we use a simplified form for the linearized electron-ion and electron-impurity collision operator because $\sqrt{m_e/m_i} \sim \sqrt{m_e/m_e} < 1$ (see appendix E).

\[C_{\nu'\lambda}^{(1)} [g_\lambda, g_s] \simeq \frac{4\nu_s}{3} \left( \frac{E_{\nu_s} T_e}{m_i} \right)^{3/2} \times \left[ V_i \dot{v}_s V_i \left( g_s - \frac{m_e v_i}{T_e} \dot{v}_{\mathcal{M}i} f_{\mathcal{M}i} \right) \right],
\]  

(128)

where $\nu_{se}$ is defined in (107), and

\[U_i = \frac{1}{\nu_i} \int d^3v g_i (v).
\]  

(129)

The first order long wavelength electrostatic potential $\phi_i^{lw}$ can be obtained from quasineutrality,

\[2 \pi \sum_{s \neq e} Z_s \int d^3v \mu_0 B f_i^{lw} (r, v, \mu_0, t) = \frac{e \phi_i^{lw}}{T_e} n_e,
\]  

(130)

where we have taken the determinant of the Jacobian of the transformation between $\{v\}$ and $\{v_\lambda, \mu_0, \phi_0\}$ is $B$, and we have taken into account that the electrons are adiabatic to lowest order (see (134) below).

To estimate the size of $f_i^{lw}$ and compare it to our orderings (74), (75) and (78), we define the function

\[g_i^{lw} = f_i^{lw} + \frac{I u}{\Omega_i} \left[ \frac{\partial}{\partial \mu} + \frac{Z_e}{T_e} \frac{\partial \phi_0}{\partial \eta} \right] f_{\mathcal{M}i} + \frac{1}{2} \frac{\partial \mu_0}{\partial \eta} f_{\mathcal{M}i} + \frac{Z_e \phi_i^{lw}}{T_e} f_{\mathcal{M}i},
\]  

(131)

with $I = RB_\varepsilon$ (see (3)). The equation for $g_i^{lw}$ is obtained from the equation for $f_i^{lw}$, (127), by realizing that

\[v_{M\nu'} \dot{v}_{\lambda} \psi = \left( \frac{\mu_e}{\mu} \frac{\partial}{\partial \eta} \right) g_i^{lw} \sum_{\nu'} C_{\nu'\lambda}^{(0)} [f_i^{lw}, f_i^{lw}] = 0.
\]  

(133)

From equation (133), we see that (74) is satisfied for ionic species ($s \neq e$). We also find that the lowest order piece of $f_i^{lw}$ that is even in $u$ is the Maxwell–Boltzmann response

\[\frac{1}{2} \left( f_i^{w_0} (u) + f_i^{w_0} (-u) \right) \approx \frac{e \phi_i^{lw}}{T_e} f_{\mathcal{M}i} + O \left( \frac{m_e}{\mu_i} \nu_i f_{\mathcal{M}i} \right),
\]  

(134)

giving (75). Solving (127) to next order shows that the piece of $f_i^{lw}$ odd in $u$ follows (78).

The solution to (127) gives the long wavelength flow of the different ionic species, which in general has the form [64, 65]

\[n_i V_i^{lw} = \int d^3v \left( f_i (r, u, \mu, \phi, t) \right) v
\]

\[\simeq \int d^3v \left( f_i^{lw} (r, \eta, \mu_0, t) + \Delta f_i^{lw} \right) v =
\]

\[\left( \frac{\partial \phi_0}{\partial \eta} + \frac{c}{Z_e \mu_0 \phi_0} \frac{\partial \eta}{\partial \eta} \right) n_i R_i^2 + K_e (\eta, t) B,
\]  

(135)

where we have used (95). The flux function $K_e(\eta, t)$ depends on the ion temperature gradient and the pressure gradients of the ions and the impurities. If the impurity density is very small, $K_e(\eta, t)$ only depends on the ion temperature gradient. The velocity $V_i^{lw}$ is then completely determined except for the radial electric field $\partial \phi_0/\partial \eta$ (in particular, the poloidal component of the flow is completely determined due to collisional damping). Thus, the toroidal angular momentum equation (15) can be understood as an equation for the lowest order radial electric field, $\partial \phi_0/\partial \eta$.
5.2. Short wavelength, first order equations

The turbulent pieces of the distribution functions are more easily given in terms of Fourier components (see (83)). Then, taking the short wavelength component of (126) to first order in $\rho_s$, and Fourier analyzing it, we find

$$\frac{\partial f_{1b}^{tb}}{\partial t} + \left( \mathbf{a}_b \cdot \nabla_R \theta + \mathbf{b}_b \cdot \nabla_R B \right) f_{1b}^{tb} + \left[ -i k_{c} \cdot \frac{\partial f_{0}^{tb}}{\partial \theta} + i k_{c} \cdot \nabla_{M} \right] f_{1b}^{tb} - \sum_{s} C_{s}^{NK} \left[ f_{s}^{tb} ; f_{s}^{tb} \right] = -f_{M} \left[ \frac{Z e f_{0}^{tb}}{T_{e}} (\mathbf{a}_b \cdot \nabla_R + i k_{c} \cdot \nabla_{M}) + i k_{c} \cdot \nabla_{M} \right] \nabla_{M} \left( \frac{\partial f_{0}^{tb}}{\partial \theta} \right) L_{1} f_{0}^{tb} + \sum_{s} C_{s}^{NK} \left[ \frac{Z e f_{0}^{tb}}{T_{e}} f_{0}^{tb} \right] f_{M} f_{0}^{tb} + \sum_{s} C_{s}^{NK} \left[ \frac{Z e f_{0}^{tb}}{T_{e}} f_{0}^{tb} \right] f_{s}^{tb} f_{M}^{*} f_{0}^{tb} \right] f_{M}^{*} \right] \left[ f_{s}^{tb} ; f_{s}^{tb} \right].$$

(136)

Here we have used the decompositions (66) and (72), and we have neglected the smallest terms in the formula (90) for $\nabla_{R} f_{1}^{tb}$. The term

$$\left\{ f_{1}^{tb} J_{0}(k_{w} \rho_{s} - k_{w} \rho_{s}) \times f_{s}^{tb} f_{s}^{tb} \right\} = c \sum_{k_{w}} (k_{w} \rho_{s} - k_{w} \rho_{s}) \times f_{s}^{tb} f_{s}^{tb} \times f_{s}^{tb} f_{s}^{tb}$$

is the nonlinearity due to the turbulent $E \times B$ drift. Here $\lambda_{i} = (k_{i}^{2} m_{i} / Z e e)^{2} \mu_{i} / B$ and $k_{\perp} = k_{\parallel}' \rho_{R} / \rho_{i} + k_{\parallel} \rho_{R} / \rho_{i}$. The operator

$$C_{s}^{NK} \left[ f_{s}^{tb} ; f_{s}^{tb} \right] = \left\{ \sum_{i} C_{s}^{NK} \left[ f_{s}^{tb} f_{s}^{tb} \right] f_{M} f_{0}^{tb} \right\} \exp \left( i k_{c} \cdot \nabla_{M} \right) \nabla_{M} \left( \frac{\partial f_{0}^{tb}}{\partial \theta} \right) L_{1} f_{0}^{tb} + \sum_{s} C_{s}^{NK} \left[ f_{s}^{tb} f_{M} f_{0}^{tb} \right] f_{s}^{tb} f_{M}^{*} \right\} \left[ f_{s}^{tb} ; f_{s}^{tb} \right].$$

(138)

is the linearized gyrokinetic collision operator. It is discussed in detail in appendix F.

In equation (136) for ion species ($s \neq e$), the gyrokinetic ion-electron and impurity-electron collision operators, $C_{s}^{NK}$, are negligible. In equation (136) for the electrons ($s = e$), the gyrokinetic electron-ion and electron-impurity collision operators are constructed as in (138), but with the simplified linearized collision operator (128).

Equation (136) is solved in conjunction with the quasineutrality equation

$$2 \pi \sum_{s} Z_{e} \int d \mathbf{v} d \mu_{R} B_{J0}(\lambda_{s}) f_{s}^{tb} \left( k_{w} \rho_{s} - k_{w} \rho_{s}, \mathbf{v}, \theta(\mathbf{R}), \mathbf{v}_{\parallel}, \mu_{R}, \mu_{T} \right) = 0,$$

(139)

where

$$J_{0}(k_{b}) = J_{0}(k_{b}) \exp \left( -k_{b} \right),$$

(140)

and $I_{n}$ is the $n$th order modified Bessel function of the first kind. To find this equation, we have taken the first order, short wavelength component of the quasineutrality equation (5), and we have used (96) to write the distribution function in terms of $\left( \mathbf{r}, \mathbf{v} \right)$. In addition, we have employed that

$$\int d^{3}v \exp \left( \frac{\mathbf{v} \cdot (\nabla \times \mathbf{b})}{\Omega_{e}} \right) g(\mathbf{r}, \mathbf{v}, \mu_{R}, \mu_{T}, \mu_{T}) =$$

(142)

for any function of phase space $g(\mathbf{r}, \mathbf{v}, \mu_{R}, \mu_{T}, \mu_{T})$ that is independent of $\phi_{0}$, and that

$$\int d x \int d^{3}v \left( \times \sqrt{b} \right) \exp \left( -x^{2}/2 \right) = I_{0}(b) \exp \left( -b \right).$$

(143)

5.3. Long wavelength, second order equations

Taking the second order piece of the long wavelength component of (126), we find the equation for $\tilde{f}_{2}^{tb}$ (the gyrophase dependent piece is given by (123)). At the end of this subsection, we will see that for momentum transport, we only need $\tilde{f}_{2}^{tb}$ for ion species ($s \neq e$),

$$\mathbf{a}_b \cdot \nabla_R \theta - \mathbf{b}_b \cdot \nabla_R B \left( \tilde{f}_{2}^{tb} \right) - \sum_{s} C_{s}^{NK} \left[ \tilde{f}_{2}^{tb} ; \tilde{f}_{2}^{tb} \right]$$

(144)

Here $\tilde{R}_{2}^{tb}$ and $\tilde{u}_{2}^{tb}$ are the long wavelength components of $\tilde{R}_{2}$ and $\tilde{u}_{2}$, and the underlined symbols $\tilde{R}_{2}^{tb} \left( k_{w}, k_{w} \right)$ are the Fourier
coefficients of the turbulent pieces of \( \mathbf{R}_{s2} \) and \( u_{s2} \). The collisional piece \( C_{se}^{(2)} \) is described in appendix F, and following appendix D, the ion-electron and impurity-electron collision operators simplify to

\[
C_{se} \left[ f_{1s}, f_{2s} \right] \approx \frac{n_m n_e}{m_m} \left( \frac{T_Z}{T_e} - 1 \right) \left( \frac{m_e^2}{m_s} - 3 \right) f_M \cdot (145)
\]

The frequency \( \nu_{se} \) is defined in (107).

The piece \( \phi_i^{lw} \) of the electrostatic potential enters in \( \phi_i^{lw} \) (see (A.2)), but it is unimportant for the momentum transport because the only effect that \( \phi_i^{lw} \) has on the distribution function is to add a Maxwell–Boltzmann response \( -Z_e e \phi_i^{lw} / T_i / f_M \), and this Maxwell–Boltzmann response does not drive momentum flux, as is clear from (104), where \( f_i^{lw} \) enters within a collision operator. For this reason we do not need to calculate \( \phi_i^{lw} \) and we do not need the second order, long wavelength quasi-neutrality equation. The second order piece \( f_i^{lw} \) of the electron distribution function is then not needed for quasi-neutrality, and in addition, it does not enter in (104). As a result, we do not have to calculate it.

5.4. Short wavelength, second order equations

The equation for the gyroaveraged, second order, short wavelength piece of the distribution function is

\[
\frac{\partial \left( f_i^{lw} \right)}{\partial t} + \left( u_b V_R \theta + \mu_b V_R \theta \frac{\partial}{\partial \theta} \right) \left( f_i^{lw} \right) + \left( -i k_s c_b \phi_i^{lw} + i k_s c_s \phi_i^{lw} \right) \left( f_i^{lw} \right)
\]

\[
+ \sum_{l=2}^{\infty} C_{se}^{(l)} \left[ f_i^{lw}, f_i^{lw} \right] + \left( \phi_i^{lw}, f_i^{lw} \right) + \left( \phi_i^{lw}, f_i^{lw} \right)
\]

\[
= -f_M \left[ \frac{Z_e}{T_i} \left( u_b V_R + k_s c_s \right) + \frac{\partial}{\partial \psi} \ln n_i + \left( \frac{m_s (u_s^2 + 2 u_b B)}{2 T_i} - \frac{3}{2} \right) \frac{\partial}{\partial \psi} \ln T_i \right] \phi_i^{lw} \left[ B \left( \psi, \phi_i^{lw} \right) \right]
\]

\[
+ \frac{Z_e}{m_s} \frac{\partial}{\partial u_s} \left( u_b V_R + \frac{u}{\Omega_s} k_s c_s \right) \left( f_i^{lw} \right) \left( \phi_i^{lw} \right)
\]

\[
- f_M \left[ \frac{Z_e}{T_i} \left( V_R \phi_i^{lw} + \frac{\partial}{\partial \theta} \right) + \frac{1}{\Omega_s} \ln n_i + \left( \frac{m_s (u_s^2 + 2 u_b B)}{2 T_i} - \frac{3}{2} \right) \frac{\partial}{\partial \psi} \ln T_i \right] \left( V_R \phi_i^{lw} \right) \left( f_i^{lw} \right)
\]

\[
+ \left[ \frac{Z_e}{m_s} \left( V_R \phi_i^{lw} + \frac{u}{\Omega_s} k_s c_s \right) \right] \left( \frac{\partial}{\partial u_s} \right) f_i^{lw} + \left[ -i k_s c_s \left( \mathbf{R}_{s2} - \frac{c}{B} V_R \phi_i^{lw} \right) \right] f_i^{lw}
\]

\[
+ \sum_{l=2}^{\infty} C_{se}^{(l)} \left[ f_i^{lw}, f_i^{lw} \right] + \frac{\partial}{\partial \psi} \left( f_i^{lw} \right) + \left( \phi_i^{lw}, f_i^{lw} \right) + \left( \phi_i^{lw}, f_i^{lw} \right)
\]

\[
= -k_s \frac{c}{B} \left( \phi_i^{lw} \right) + \sum_{l=2}^{\infty} C_{se}^{(l)} \left[ f_i^{lw}, f_i^{lw} \right] + \sum_{l=2}^{\infty} \left( \phi_i^{lw} \right)
\]

where \( \mathbf{R}_{s2} \) is the long wavelength piece of \( \mathbf{R}_{s2} \), \( \mathbf{R}_{s2}^{(k_e)} (k_e, k_a) \), and \( \mathbf{R}_{s2}^{(k_e)} (k_e, k_a) \) are the Fourier coefficients of the turbulent pieces of \( \mathbf{R}_{s2} \) and \( u_{s2} \), and the collisional contribution \( C_{se}^{(2)} \) is described in appendix F. From here on, a prime on a Fourier component such as \( \phi_i^{(b)} \) indicates that it depends on \( k_e' \) and \( k_a' \), e.g. \( \left( \phi_i^{(b)} \right) = \phi_i^{(b)} (k_e', k_a', \psi (R), \theta (R), t) \), and two primes indicate that it depends on \( k_e'' \) and \( k_a'' \), e.g. \( \left( \phi_i^{(b)} \right)'' = \phi_i^{(b)} (k_e'', k_a'', \psi (R), \theta (R), t) \), where

\[
k_e'' = k_e - k_e', \quad (147)
\]

and

\[
k_a'' = k_a - k_a'. \quad (148)
\]

In equation (146) for ionic species \((s \neq e)\), the gyrokinetic ion-electron and impurity-electron collision operators, \( C_{se}^{K} \), are negligible. In equation (146) for the electrons \((s = e)\), the gyrokinetic electron-ion and electron-impurity collision operators and the collisional piece \( C_{se}^{(2)} \) must be simplified taking into account that \( \sqrt{m_e / m_i} \sim \sqrt{m_e / m_e} \ll 1 \) (see appendix E).

Equation (146) is solved in conjunction with the quasi-neutrality equation

\[
\frac{\partial \left( f_i^{lw} \right)}{\partial t} + \left( u_b V_R \theta + \mu_b V_R \theta \frac{\partial}{\partial \theta} \right) \left( f_i^{lw} \right) + \left( -i k_s c_b \phi_i^{lw} + i k_s c_s \phi_i^{lw} \right) \left( f_i^{lw} \right)
\]

\[
+ \sum_{l=2}^{\infty} C_{se}^{(l)} \left[ f_i^{lw}, f_i^{lw} \right] + \left( \phi_i^{lw}, f_i^{lw} \right) + \left( \phi_i^{lw}, f_i^{lw} \right)
\]

\[
= -f_M \left[ \frac{Z_e}{T_i} \left( u_b V_R + k_s c_s \right) + \frac{\partial}{\partial \psi} \ln n_i + \left( \frac{m_s (u_s^2 + 2 u_b B)}{2 T_i} - \frac{3}{2} \right) \frac{\partial}{\partial \psi} \ln T_i \right] \phi_i^{lw} \left[ B \left( \psi, \phi_i^{lw} \right) \right]
\]

\[
+ \frac{Z_e}{m_s} \frac{\partial}{\partial u_s} \left( u_b V_R + \frac{u}{\Omega_s} k_s c_s \right) \left( f_i^{lw} \right) \left( \phi_i^{lw} \right)
\]

\[
- f_M \left[ \frac{Z_e}{T_i} \left( V_R \phi_i^{lw} + \frac{\partial}{\partial \theta} \right) + \frac{1}{\Omega_s} \ln n_i + \left( \frac{m_s (u_s^2 + 2 u_b B)}{2 T_i} - \frac{3}{2} \right) \frac{\partial}{\partial \psi} \ln T_i \right] \left( V_R \phi_i^{lw} \right) \left( f_i^{lw} \right)
\]

\[
+ \left[ \frac{Z_e}{m_s} \left( V_R \phi_i^{lw} + \frac{u}{\Omega_s} k_s c_s \right) \right] \left( \frac{\partial}{\partial u_s} \right) f_i^{lw} + \left[ -i k_s c_s \left( \mathbf{R}_{s2} - \frac{c}{B} V_R \phi_i^{lw} \right) \right] f_i^{lw}
\]

\[
+ \sum_{l=2}^{\infty} C_{se}^{(l)} \left[ f_i^{lw}, f_i^{lw} \right] + \frac{\partial}{\partial \psi} \left( f_i^{lw} \right) + \left( \phi_i^{lw}, f_i^{lw} \right) + \left( \phi_i^{lw}, f_i^{lw} \right)
\]

\[
= -k_s \frac{c}{B} \left( \phi_i^{lw} \right) + \sum_{l=2}^{\infty} C_{se}^{(l)} \left[ f_i^{lw}, f_i^{lw} \right] + \sum_{l=2}^{\infty} \left( \phi_i^{lw} \right).
\]

(146)
\[ 2\pi \sum_s Z_s \int d\Omega d\mu_0 B \left( \left( \tilde{f}^{th}_{s^2} \right) + \tilde{Z}^{th}_{s^2} \right) \right) \]

\[ \times \exp \left( \frac{i k_\perp \cdot (r \times \tilde{b})}{\Omega} \right) + \Delta f^{th}_{s^2} = 0, \tag{149} \]

where we have used (101) to write \( f_s \) as a function of \( \{ r, v \} \).

Importantly, the gyrophase dependent piece \( \tilde{f}^{th}_{s^2} \) and the slow radial derivatives \( \frac{\partial f_s^{th}}{\partial \psi} \) and \( \frac{\partial f_s^{th}}{\partial \psi} \) enter in both (146) and (149). The gyrophase dependent piece \( \tilde{f}^{th}_{s^2} \) is given as a function of \( f_s^{th} \) and \( \theta_{s^2} \) in (124). The slow radial derivatives \( \frac{\partial f_s^{th}}{\partial \psi} \) and \( \frac{\partial f_s^{th}}{\partial \psi} \) can be found by integrating in time the equations obtained from taking the radial derivative of (136) and (139). These equations are

\[ \frac{\partial}{\partial \psi} \left( \frac{\partial f_s^{th}}{\partial \psi} \right) + \left( \mathbf{u} \cdot \mathbf{b} \right) \mathbf{V}_R \frac{\partial}{\partial \theta} - \mu \mathbf{b} \cdot \mathbf{V}_R B \frac{\partial}{\partial \mu} \frac{\partial f_s^{th}}{\partial \psi} + \left( -i k_\perp c \frac{\partial f_0^{th}}{\partial \psi} + i k_\perp c \mathbf{v}_{M0} \right) \frac{\partial f_s^{th}}{\partial \psi} \]

\[ = -f_{s^2} \left( \frac{Z e}{T_i} (\mathbf{u} \cdot \mathbf{b} \cdot \mathbf{V}_R + i k_\perp c \mathbf{v}_{M0}) \right) + \frac{Z e}{T_i} \left( \ln n_s + \left( \frac{m_s (u^2 + 2 \mu B)}{2 T_i} - \frac{3}{2} \frac{\partial}{\partial \psi} \ln T_i \right) \right) \frac{\partial f_1^{th}}{\partial \psi} \]

\[ + \sum_{s^2} C_{\text{gs}}^{\text{gk}} \left[ \frac{Z e}{T_i} \frac{\partial f_1^{th}}{\partial \psi} \right] \left( J_0(A_s) \right) \]

\[ - \left\{ \frac{Z e}{T_i} \left( \frac{\partial}{\partial \psi} \right) \left( J_0(A_s) \right) \right\} - \frac{Z e}{T_i} \mathbf{v}_R \mathbf{b} \frac{\partial}{\partial \psi} \left( \frac{\partial f_1^{th}}{\partial \psi} \right) \]

\[ - \frac{Z e}{T_i} \mathbf{v}_R \mathbf{b} \frac{\partial}{\partial \psi} \left( \frac{\partial f_1^{th}}{\partial \psi} \right) \]

\[ = - \phi_1^{th} \frac{\partial}{\partial \psi} \left[ \left( \frac{Z e}{T_i} \left( \frac{\partial}{\partial \psi} \right) \left( J_0(A_s) \right) \right) \right] + \frac{Z e}{T_i} \mathbf{v}_{M0} \frac{\partial}{\partial \psi} \left( \frac{\partial f_1^{th}}{\partial \psi} \right) \]

\[ + \left( \frac{m_s (u^2 + 2 \mu B)}{2 T_i} - \frac{3}{2} \frac{\partial}{\partial \psi} \ln T_i \right) \frac{\partial f_1^{th}}{\partial \psi} \]

\[ + \sum_{s^2} C_{\text{gs}}^{\text{gk}} \left[ \frac{Z e}{T_i} \left( \frac{\partial}{\partial \psi} \right) \left( J_0(A_s) \right) \right] - \frac{Z e}{T_i} \mathbf{v}_{M0} \frac{\partial}{\partial \psi} \left( \frac{\partial f_1^{th}}{\partial \psi} \right) \]

\[ + \sum_{s^2} C_{\text{gs}}^{\text{gk}} \left[ \phi_1^{th} \frac{\partial}{\partial \psi} \left( \frac{Z e}{T_i} \left( J_0(A_s) \right) \right) \right] \frac{\partial}{\partial \psi} \left( \frac{\partial f_1^{th}}{\partial \psi} \right) \left( J_0(A_s) \right) \right] \]
6. Symmetry of the first order equations

In section 4, we have seen that the radial momentum flux has a piece, $\Pi_{-1}$ in (103), that is formally of lower order in the expansion in $\rho_\perp$. This piece vanishes in up–down symmetric tokamaks. The reason is a symmetry of equations (127), (130), (136) and (139) [44, 45]. In an up–down symmetric tokamak, under the transformation

$$k_\perp \rightarrow -k_\perp, \theta \rightarrow -\theta, u \rightarrow -u,$$  
(152)

we find that [44]

$$\hat{b} \cdot \nabla_R \theta \rightarrow \hat{b} \cdot \nabla_R \theta, B \rightarrow B, k_\perp \cdot \nabla_M \rightarrow -k_\perp \cdot \nabla_M, k_\parallel \rightarrow k_\parallel,$$  
(153)

and that

$$\nabla_M \cdot \nabla \psi \rightarrow -\nabla_M \cdot \nabla \psi, k_\parallel \cdot \nabla \psi \rightarrow -k_\parallel \cdot \nabla \psi.$$  
(154)

Then, the long wavelength pieces of the distribution functions and the potential, determined by (127) and (130), satisfy the symmetries

$$f_{\perp}^{lw}(\psi(R), \theta(R), u, \mu, t) = -f_{\perp}^{lw}(\psi(R), -\theta(R), -u, \mu, t)$$  
(155)

and

$$\phi_{\perp}^{lw}(\psi(r), \theta(r), t) = -\phi_{\perp}^{lw}(\psi(r), -\theta(r), t).$$  
(156)

To see the effect of this symmetry on $\Pi_{-1}$, we rewrite the second term in (103). Using

$$R_\perp^C = \frac{f}{B} - \frac{1}{B} \hat{b} \cdot \nabla \psi$$  
(157)

that can be deduced from (3), and taking into account that $\Delta f_{\perp}^{lw}$ in (97) is even in $\psi$, we find that the second term in (103) is

$$-\left\{ \sum_{\ell \neq 0, \ell' \neq 0} \frac{m_\ell^2 C_{in}^{\ell \ell'}}{2Z_\perp e B^2} \int d^3v C_{in}^{\ell \ell'}[f_{\perp}^{lw}]^{\ell \ell'} \bigg|_{\psi'} \right\}$$  
(158)

The first term in this equation vanishes because of the symmetry in (155), and the second term vanishes because it is proportional to the average over the gyrophase $\psi_0$ of $v_\perp, v_\parallel, v_\perp$.

To prove that the first term of $\Pi_{-1}$ in (103) also vanishes for up–down symmetric tokamaks, we rewrite it using that

$$\int d^3v \text{exp} \left( \frac{i k_{\perp} \cdot (v \times \hat{b})}{\Omega_{ei}} \right) g(r, \nu, \mu_0, t) = i \hat{b} \times k_\perp \int d^3v \frac{\nu^2}{2 \Omega_{ei}} 2J_1(\lambda_s) g(r, \nu, \mu_0, t)$$  
(159)

for any function $g(r, \nu, \mu_0, t)$ independent of gyrophase $\psi_0$, and that

$$\sqrt{b} \int_0^\infty dx x^2 J_0(x \sqrt{b}) J_1(x \sqrt{b})$$  
(160)

with these results and (157), the first term in (103) becomes

$$- \left\{ \sum_{\ell \neq 0, \ell' \neq 0} \frac{m_\ell^2 C_{in}^{\ell \ell'}}{2Z_\perp e B^2} \int d^3v C_{in}^{\ell \ell'}[f_{\perp}^{lw}]^{\ell \ell'} \bigg|_{\psi'} \right\}$$  
(158)

$$- \left\{ \sum_{\ell \neq 0, \ell' \neq 0} \frac{m_\ell^2 C_{in}^{\ell \ell'}}{2Z_\perp e B^2} \int d^3v C_{in}^{\ell \ell'}[\Delta f_{\perp}^{lw}]^{\ell \ell'} \bigg|_{\psi'\psi'} \right\} = 0.$$  
(158)

The result in (161) vanishes due to the symmetry in (152)–(154). The reason is that in an up–down symmetric tokamak, for every solution to equations (136) and (139),

$$f_{\perp}^{lw}(k_\perp, k_\parallel, \psi(R), \theta(R), u, \mu, t), \phi_{\perp}^{lw}(k_\perp, k_\parallel, \psi(R), \theta(R), t),$$  
(163)

we can form another solution by using the symmetry in (152)–(154), i.e.,

$$- f_{\perp}^{lw}(-k_\perp, k_\parallel, \psi(R), -\theta(R), -u, \mu, t),$$  
(164)

$$- \phi_{\perp}^{lw}(-k_\perp, k_\parallel, \psi(r), -\theta(r), t)$$  
(164)

is also a solution to equations (136) and (139). These two solutions have opposite momentum flux, that is, the quantity in (161) evaluated using the solution (164) is equal in magnitude but opposite in sign to the quantity in (161) evaluated using the solution (163). These solutions differ only because they correspond to two different initial conditions. After time averaging, the flux cannot depend on the initial condition, so it must be that the momentum flux is equal to its negative, that is, it vanishes (see [44] for numerical evidence).

Therefore, in up–down symmetric tokamaks, we need to keep higher order terms, as explained in the introduction. For extreme up–down asymmetry, $\Pi_{-1}$ is the dominant contribution to the momentum flux [25–27].

7. Expansion in $B_\parallel/B \ll 1$

The equations for the second order pieces of the distribution function and the electrostatic potential given in sections 5.3 and 5.4 are not only difficult to implement, but the different physical effects in them are not apparent. To simplify these equations we assume that the poloidal component of the magnetic field is much smaller than the magnetic field itself, $B_\parallel/B \ll 1$. In previous work [32, 33], the expansion $B_\parallel/B \ll 1$ was performed assuming that the turbulence characteristics did not depend strongly on $B_\parallel/B \ll 1$. In this section we relax this assumption by allowing the turbulent eddy characteristic length to vary between the ion gyroradius and the ion poloidal gyroradius. Importantly, for turbulence with characteristic lengths much smaller than an ion poloidal gyroradius, the lowest order gyrokinetic equations satisfy a new nonlinear
symmetry different from the one in [44, 45]. This symmetry is discussed in section 7.2.2.

In this section, we assume that $B_p/B = r/qR \ll 1$ and $r/R \sim 1$. This choice may seem to imply that we always take the safety factor $q$ much larger than unity, but this is not the case. Using this ordering, it is possible to take a subsidiary expansion in $r/R \ll 1$ in which $B_p/B \ll 1$ and $q \sim 1$. This subsidiary expansion is appropriate for the plasma around the magnetic axis.

In this section we study the implications that $B_p/B \ll 1$ has for the first order equations. The scaling of the long wavelength components with $B_p/B \ll 1$ is described in section 7.1, and the scaling of the turbulent pieces is given in section 7.2. We use the results of these two subsections to simplify the second order equations in section 8.

7.1. First order, long wavelength pieces

The size of the long wavelength first order pieces $f_{1w}^s$ and $\phi_{1w}^s$ scales linearly with $B_p/B_p$. To see this, note that the first term on the right side of (127) determines the size of $f_{1w}^s$, and it is of order $(\rho/a) (v_0/a) f_{ms}$. This term is balanced by the first term on the left side of (127), of order $(B_p/B) (v_0/a) f_{1w}^s$. By making these two terms comparable, we find

$$ f_{1w}^s = \frac{B_p}{B_p} \rho_s \gg \rho_s, \tag{165} $$

for $s \neq e$. For electrons, the piece of $f_{1w}^s$ even in $u$ is of order

$$ f_{1w}^s (u) + f_{1w}^s (-u) \sim \frac{B_p}{B_p} \rho_s \gg \rho_s. \tag{166} $$

as we will see shortly, whereas the odd piece is

$$ f_{1w}^s (u) - f_{1w}^s (-u) \sim \frac{B_p}{B_p} a \rho_s / a. \tag{167} $$

The size of $\phi_{1w}^s$ is obtained from quasineutrality equation (130),

$$ \frac{\phi_{1w}^s}{T_e} \sim \frac{f_{1w}^s}{f_{ms}} \sim \frac{B_p}{B_p} \rho_s \gg \rho_s. \tag{168} $$

Since the piece of $f_{1w}^e$ even in $u$ is just the adiabatic response (see (134)), this result leads to (166). For $B_p/B \ll 1$, the long wavelength first order pieces of the distribution function and the potential are large by $B_p/B \gg 1$ because their size is related to the width of the drift orbits, of order $(B_p/B_p) \rho_s \gg \rho_s$.

7.2. First order, turbulent pieces

To study the scaling of turbulence with $B_p/B \ll 1$, we distinguish between two turbulent regimes with different perpendicular length scales. Before doing so, we give some basic balances that determine the other turbulent characteristics once the perpendicular length scale of the turbulence is known.

We need to determine the scaling of $f_{1b}^e$, $\phi_{1b}^e$, $k_{\perp}$, $k_\parallel$ and $l_\parallel$ with $B_p/B$ at the outer scale of the turbulence, i.e. at the scale where most of the free energy is contained. Here $l_\parallel$ is a measure of the characteristic parallel eddy size and $B_p R/k_\perp B$ and $(k_\parallel R B_p)^{-1}$ are the eddy characteristic lengths in the perpendicular directions $\alpha$ and $\psi$. We use four simple assumptions to relate all these quantities to $k_\parallel \sim k_p R B_p$. These assumptions are

(a) balance between different terms in the quasineutrality equation (139), giving

$$ \frac{f_{1b}^b}{f_{ms}} \sim \frac{f_{1b}^b (u) + f_{1b}^b (-u)}{f_{ms}} \sim \frac{e \phi_{1b}^b}{T_e}, \tag{169} $$

(b) balance between the nonlinear term and the drive term proportional to the density and temperature gradients in (136),

$$ c k_a k_\parallel \phi_{1b}^b \sim c k_a k_\parallel \phi_{1b}^b \frac{f_{1b}^b (u) + f_{1b}^b (-u)}{f_{ms}} \sim \frac{c k_a}{a R B_p} \phi_{1b}^b, \tag{170} $$

where we have assumed $\nabla \ln n_a \sim \nabla \ln T_e \sim a^{-1}$;

(c) critical balance between the parallel streaming and the nonlinear terms in (136),

$$ \frac{\nu_a}{\eta} f_{1b}^b \sim \frac{\nu_e}{\eta} f_{1b}^b (u) - f_{1b}^b (-u) \sim c k_a k_\parallel \phi_{1b}^b \frac{f_{1b}^b}{f_{ms}} \sim c k_a k_\parallel \phi_{1b}^b \frac{f_{1b}^b (u) + f_{1b}^b (-u)}{f_{ms}}; \tag{171} $$

(d) and isotropy in the perpendicular direction,

$$ k_\parallel R B_p \sim k_a B / R B_p \sim k_\perp. \tag{172} $$

Note that we have distinguished between ionic species, $s \neq e$, and electrons, and that we have considered the symmetry in $u$ of the different terms in (136) and (139) to obtain equations for the pieces of $f_{1b}^e$ odd and even in $u$. These assumptions were numerically checked and used to successfully predict the scaling of turbulent characteristics with the safety factor $q$ and the temperature gradient in [47].

From (169), (170) and (172), we find

$$ \frac{\phi_{1b}^b}{T_e} \sim f_{1b}^b \sim \frac{f_{1b}^b (u) + f_{1b}^b (-u)}{f_{ms}} \sim \frac{1}{k_a a}. \tag{173} $$

From (169)–(172), we obtain

$$ \frac{\nu_a}{\eta} - \frac{1}{k_a a} \gg \rho_s \tag{174} $$

and

$$ f_{1b}^b (u) - f_{1b}^b (-u) \sim \frac{m_e}{m_i} \frac{1}{k_a a}. \tag{175} $$

We only have to determine $k_\perp$ to have the scaling of all the interesting turbulent quantities with $B_p/B$. We consider two different cases: when the perpendicular length scale of the turbulence is of the order of the poloidal gyroradius, described in section 7.2.1, and when the turbulent characteristic length scale is the gyroradius, discussed in section 7.2.2.
7.2.1. Poloidal gyroradius scale turbulence. In [47] it was shown that for certain turbulent regimes, the parallel extent of the eddies is determined by the finite size of the tokamak, i.e.

\[ l_{\|} \sim \frac{B}{B_p a}. \]  

(176)

As a result, equation (174) gives

\[ k_{\perp} \sim \frac{B_p}{B} \frac{1}{\rho_i} \]  

(177)

and equations (173) and (175) give

\[ \frac{e\phi_{1b}^b}{T_e} \sim \frac{B}{B_p \rho_i}, \]  

(178)

\[ \frac{f_{s1}^{1b}}{f_{s1}} \sim \frac{B}{B_p \rho_i}, \]  

(179)

\[ \frac{f_{s1}^{1b}(u) + f_{s1}^{1b}(-u)}{f_{s1}} \sim \frac{B}{B_p \rho_i}. \]  

(180)

and

\[ \frac{f_{s1}^{1b}(u) - f_{s1}^{1b}(-u)}{f_{s1}} \sim \frac{B}{B_p \rho_i}. \]  

(181)

Note that due to critical balance (171) and the finite size of the tokamak in the parallel direction, we have obtained that the turbulent eddies can reach perpendicular scales of the order of the poloidal gyroradius \( (B/B_p)\rho_i \), and as a consequence, the fluctuating pieces of the distribution function and the electrostatic potential are large by a factor of order \( 1 \). Bigger eddies cause bigger perturbations.

7.2.2. Gyroradius scale turbulence. The turbulent regime studied in [47] is observed when the instability driving the turbulence extends to very long wavelengths [55]. There are circumstances in which the instability does not exist for \( k_{\perp} \) smaller than some cut off value [55]. In cases like this, assumption (177) is not correct and the scalings change. We expect \( k_{\perp} \) to satisfy

\[ \frac{B_p}{B} \ll k_{\perp} \rho_i \ll 1. \]  

(182)

We will obtain equations valid for this range of \( k_{\perp} \). We call this type of finite gyroradius scale turbulence because we keep finite gyroradius effects in the equations in order to be able to describe turbulence with \( k_{\perp} \rho_i \sim 1 \).

The size of the turbulent pieces of the distribution function and the electrostatic potential are given in equations (173) and (175). Importantly, equations (174) and (182) lead to

\[ \frac{B_p}{B} \ll \frac{B}{B} \frac{l_{\|}}{a} \sim \frac{B_p}{B k_{\perp} \rho_i} \ll 1. \]  

(183)

Thus, the turbulence has a very small characteristic parallel length scale compared to the connection length \( (B/B_p) a \). This estimate for \( l_{\|} \) implies

\[ \frac{\partial}{\partial \theta} \ln \phi_{1b}^b \sim \frac{\partial}{\partial \theta} \ln f_{s1}^{1b} \sim \frac{B}{B_p} \frac{l_{\|}}{a} \sim \frac{B}{B_p} k_{\perp} \rho_i \gg 1. \]  

(184)

The effect of this fast variation in \( \theta \) on the turbulent momentum flux is affected by two factors. On the one hand, the fast variation in \( \theta \) is due to the small parallel length scales of the turbulence, and as a result, it affects the parallel component of the gradient and not the poloidal component, as we show in (194) below. On the other hand, the fast variation in \( \theta \) introduces a new symmetry that the lowest order gyrokinetic equations satisfy.

When \( l_{\|} \ll (B/B_p) a \), the dependence of \( f_{s1}^{1b} \) and \( \phi_{1b}^b \) on the position along the magnetic field line has two different characteristic lengths: one due to the turbulence, and the other due to the tokamak size. We choose

\[ \int_0^\theta d\theta \frac{I(\psi, \theta)}{|R(\psi, \theta)^2|} = \zeta - \alpha \]  

(185)

instead of \( \theta \) to describe the fast variation in the parallel direction for reasons that will become clear shortly. Using this new variable to describe the fast variation along the magnetic field line, the functions \( \phi_{1b}^b \) and \( f_{s1}^{1b} \) can be written as

\[ \phi_{1b}^b(k_{\perp}, k_{\|}, \psi(\mathbf{r}), \theta(\mathbf{r}), t) = \sum_{k_{\perp}} \phi_{s1b}^b(k_{\parallel}, k_{\perp}, k_{\|}, \psi(\mathbf{r}), \theta(\mathbf{r}), t) \exp(\imath k_{\perp}(\zeta(\mathbf{r}) - \alpha(\mathbf{r}) \) \)  

(186)

and

\[ f_{s1}^{1b}(k_{\perp}, k_{\|}, \psi(\mathbf{r}), \theta(\mathbf{r}), u, \mu, t) = \sum_{k_{\perp}} f_{s1}^{1b}(k_{\parallel}, k_{\perp}, k_{\|}, \psi(\mathbf{r}), \theta(\mathbf{r}), u, \mu, t) \]  

(187)

\[ \times \exp(\imath k_{\perp}(\zeta(\mathbf{R}) - \alpha(\mathbf{R}) \) \). \]

The functions \( \phi_{s1b}^b(k_{\perp}, k_{\|}, \psi(\mathbf{r}), \theta(\mathbf{r}), t) \) and \( f_{s1}^{1b}(k_{\perp}, k_{\|}, \psi(\mathbf{r}), \theta(\mathbf{r}), u, \mu, t) \) contain the slow dependence on \( \theta \) due to the different characteristics of the turbulence at different poloidal locations, i.e.

\[ \frac{\partial}{\partial \theta} \ln \phi_{s1b}^b \sim \frac{\partial}{\partial \theta} \ln f_{s1}^{1b} \sim 1. \]  

(188)

whereas the wavenumber

\[ k_{\perp} \sim \frac{R}{l_{\|}} \]  

(189)

represents the large parallel gradients of the turbulence. Note that we are considering the functions \( \phi_{s1b}^b(k_{\perp}, k_{\|}, \psi(\mathbf{r}), \theta(\mathbf{r}), t) \) and \( f_{s1}^{1b}(k_{\perp}, k_{\|}, \psi(\mathbf{r}), \theta(\mathbf{r}), u, \mu, t) \) as dependent on \( k_{\|} = k_{\|} - k_{\perp} \) instead of \( k_{\perp} \) because the new symmetry of the equations will be clearer in \( k_{\parallel} \). Substituting (186) and (187) into equations (42) and (83), we find
\[ \phi^{tb}_{1} = \sum_{k_y, k_z, k_{\alpha}} \left( ik_y \psi(r) + i k_{\alpha} \alpha(r) + i k_z \zeta(r) \right) \]

\[ \times \exp \left( i k_y \psi(r) + i k_{\alpha} \alpha(r) + i k_z \zeta(r) \right) \] \hspace{1cm} (191)

and

\[ f^{tb}_{1} = \sum_{k_y, k_z, k_{\alpha}} \left( \frac{ik_y}{R^2B} \right)^{tb} \left( k_y, k_z, k_{\alpha}, \psi(R), \theta(r), u, \mu, t \right) \]

\[ \times \exp \left( i k_y \psi(r) + i k_{\alpha} \alpha(r) + i k_z \zeta(r) \right) \] \hspace{1cm} (192)

The Fourier decompositions (191) and (192) are not meant to be implemented in a code; they are just a way to analyze turbulence with short characteristic parallel lengths. The form (186) for \( \phi^{tb}_{1} \) that in turn leads to the decomposition (191) is chosen such that the gradients of \( \phi^{tb}_{1} \) satisfy

\[ \hat{b} \nabla \phi^{tb}_{1} = \sum_{k_y, k_z, k_{\alpha}} \left( \frac{ik_y}{R^2B} \right)^{tb} \hat{b} \nabla \left( \phi^{tb}_{1} \right) \]

\[ \times \exp \left( i k_y \psi(r) + i k_{\alpha} \alpha(r) + i k_z \zeta(r) \right) \] \hspace{1cm} (193)

and

\[ \nabla_{L} \phi^{tb}_{1} = \sum_{k_y, k_z, k_{\alpha}} \left( \frac{ik_y}{R^2B} \right)^{tb} \nabla_{L} \left( \phi^{tb}_{1} \right) \]

\[ + \nabla_{L} \left( \phi^{tb}_{1} \right) \] \hspace{1cm} (194)

where

\[ \vec{k}_{L} = k_y \psi + \vec{k}_z, \alpha \rightleftharpoons \vec{k}_{L}. \] \hspace{1cm} (195)

The form (187) for \( f^{tb}_{1} \) gives similar expressions for the gradients of \( f^{tb}_{1} \). As mentioned in (185), we chose \( \zeta - \alpha \) to describe the short parallel wavelength of the turbulence. The reason is clear in (194) where the term containing \( k_z \) is smaller than the terms containing the slow derivatives \( \partial \psi/\partial \theta \) and \( \partial \psi/\partial \theta \) by a factor of \( (B_p/B)(al_{1}) \ll 1 \) because \( V \psi \) is very close to being parallel to \( \vec{B} \) when \( B_p/B \ll 1 \). Equations (193) and (194) show that the correction to \( \nabla_{L} \) due to \( \partial \psi/\partial \theta \) is of order \( \alpha^{-1} \) even when \( \vec{B} \nabla \psi \) is of order \( l_{1}^{-1} \gg (B_p/B)^{-1} \). The new fast dependence on \( \theta \) introduced in (186) and (187) is due to short parallel length scales. For this reason, it should not affect the poloidal gradient as much as it does the parallel gradient. In equation (194), the large poloidal component of the gradient due to \( k_z \) has been absorbed into the lowest order perpendicular component of the gradient by defining the new wavevector \( \vec{k}_L \) in (195).

The Fourier decompositions (191) and (192) not only give the right order of the correction to \( \nabla_{L} \) due to \( k_z \) and \( \partial \psi/\partial \theta \), but they show that there is a new symmetry in the system in addition to the symmetry described in section 6. Using (193), the parallel streaming term becomes

\[ u \hat{b}_r \nabla \phi^{tb}_{1} - m B \nabla \phi^{tb}_{1} \frac{\partial \psi}{\partial \theta} \approx \sum_{k_y, k_z, k_{\alpha}} \frac{ik_y}{R^2B} \frac{\psi}{\partial \theta} \] \hspace{1cm} (196)

and equation (136) for ionic species \((s \neq e)\) simplifies to

\[ \frac{\partial \psi}{\partial \theta} \approx \frac{ik_y}{R^2B} \frac{\psi}{\partial \theta} \]

\[ + \frac{\partial \psi}{\partial \theta} \] \hspace{1cm} (197)

Here \( \dot{\Lambda} \) and the collision operator \( C^{GK} \) are as defined in (69) and (138), but with \( k_{\alpha} \) replaced by \( \vec{k}_{L} \). The nonlinear term \( \left( \frac{\psi}{\partial \theta} \right) \) is slightly different from the one in (137) because it has to be rewritten in terms of \( k_{\alpha} \) and \( k_z \).

\[ \left\{ \frac{\psi}{\partial \theta} \right\} \] \hspace{1cm} (198)

Electrons need to be treated independently in this limit of short parallel lengths. We need to order \( B_p/B \) with respect to \( (m_e/m_i) \). We assume

\[ k_p \rho_i \frac{m_e}{m_i} \frac{B}{B_p} \ll 1 \] \hspace{1cm} (199)

because \( (m_e/m_i)(B/B_p) \) is usually around 0.1. Assumption (199) implies that the characteristic time scale of an electron orbit, \( (B_p/B)(al_{1}) \), is much shorter than the turbulent time scale, \( (k_p/\rho_i)^{-1} \) (we estimate this time from the nonlinear term using (173)). Expanding the Fokker–Planck equation (136) for electrons \((s \neq e)\) in \( (m_e/m_i) \ll 1 \), and using the
For \( k_z = 0 \), we use the next order correction to the parallel gradient in (193) and assumption (199) to find that
\[
\mathcal{J}_{z,s}^{th} (k_z = 0) = \mathcal{J}_{z,s}^{th} \left( k_z = 0 \right) = \frac{e \Phi_{z,s}^{th} (k_z = 0)}{T_e} f_{Me} , \tag{201}
\]
where \( \mathcal{J}_{z,s}^{th} (k_p, \tilde{k}_a, \psi(R), \epsilon, \mu, \sigma, t) \) is independent of \( k_z \), and it is constant along the lowest order particle trajectories that are the characteristics of the operator \( \mathbf{\hat{b}} \cdot \mathbf{V}_R - \mu \mathbf{b} \cdot \mathbf{V}_R B (\partial / \partial \mathbf{u}) \), i.e.
\[
\mathcal{J}_{z,s}^{th} (k_p, \tilde{k}_a, \psi(R), \epsilon, \mu, \sigma, t) \text{ is independent of } \theta \text{ when written as a function of } \psi,
\]
the kinetic energy
\[
\epsilon = \frac{u^2}{2} + \mu B(R) , \tag{202}
\]
the magnetic moment \( \mu \) and the sign of the parallel velocity \( \sigma = u / |u| \). Finally, the function \( \mathcal{J}_{z,s}^{th} \) can be determined by going to next order in \( k_P \sqrt{m_i / m_e} (B / B_0) \) in equation (136) and orbit averaging the equation. For a function \( h \) of phase space, the orbit average is
\[
\langle h \rangle = \left( \oint d\theta \frac{h (\psi, \theta, \alpha, \epsilon, \mu, \sigma)}{\sqrt{2 (e - \mu B(\psi, \theta)) / \mathbf{b} \cdot \mathbf{V}_R \theta}} \right) \times \left( \oint d\theta \frac{h (\psi, \theta, \alpha, \epsilon, \mu, \sigma)}{\sqrt{2 (e - \mu B(\psi, \theta)) / \mathbf{b} \cdot \mathbf{V}_R \theta}} \right)^{-1} \tag{203}
\]
Note that \( h \) has been written as a function of \( \psi, \theta, \alpha, \epsilon, \mu \) and \( \sigma \) before integrating over \( \theta \). The same has been done with \( u = \sqrt{2 (e - \mu B(\psi, \theta)) / \mathbf{b} \cdot \mathbf{V}_R \theta} \). The integral over \( \theta \) is between 0 and \( 2\pi \) for passing particles, and between the two bounce points and summing over the two directions of velocity \( (\sigma = +1 \text{ and } \sigma = -1) \) for trapped particles. After orbit averaging, equation (136) for electrons \( (s = e) \) becomes
\[
\left( \frac{\partial}{\partial \tau} - i k_c c \frac{\partial \phi_0}{\partial \psi} \right) \left( \mathcal{J}_{z,s}^{th} \left( k_z = 0 \right) \right)_{\tau} f_{Me} + \frac{e \Phi_{z,s}^{th} (k_z = 0)}{T_e} \mathcal{J}_{z,s}^{th} = e \sum_{s \neq e} \left( c_{s,e} \mathcal{J}_{s,e}^{th} \right)_{\tau} \mathcal{J}_{z,s}^{th} - \sum_{s \neq e} \left( c_{s,e} \mathcal{J}_{s,e}^{th} \right)_{\tau} \mathcal{J}_{z,s}^{th} (k_z = 0)_{\tau} \right)
\]
\[
+ \left( \left\{ \Phi_{z,s}^{th} (k_z = 0) \right\}_{\tau} \mathcal{J}_{z,s}^{th} \right)_{\tau} \left( \sum_{s \neq e} \left( c_{s,e} \Phi_{z,s}^{th} \right)_{\tau} \mathcal{J}_{z,s}^{th} \right)_{\tau} - \sum_{s \neq e} \left( c_{s,e} \Phi_{z,s}^{th} \right)_{\tau} \mathcal{J}_{z,s}^{th} \left( k_z = 0 \right)_{\tau} \right)
\]
\[
+ \left( \left\{ \frac{m_e (u^2 + 2\mu B)}{2T_e} - \frac{3}{2} \frac{\partial}{\partial \psi} \ln T_e \right\} \Phi_{z,s}^{th} \left( k_z = 0 \right)_{\tau} \right) , \tag{204}
\]
where there is no sum over \( k_z \) in the nonlinear term,
the symmetry in (210) and (211), we do not need to reverse $u$. These new symmetries are only valid to lowest order in $B_p/B \ll 1$, but they will affect our estimates for different intrinsic rotation generation mechanisms.

8. Final second order equations and momentum flux

In this section, we simplify the equations presented in subsections 5.3 and 5.4 and the momentum flux given in section 4 using the ordering assumptions described in section 7. The equations given in this section are different from the ones in [32, 33] because we have included sources of particles and energy, we have considered several ion species, and the assumptions for the turbulence are different (i.e. we allow eddies of the order of the ion poloidal gyroradius, whereas in [32, 33] the turbulent eddies where assumed to be of the order of the ion gyroradius). The size estimates for the different terms are also different from the ones in [32, 33]. The new symmetry in (208) and (209) is partially responsible for these different estimates.

From the orderings given in section 7.2, the eddy turnover time (the size of the time derivative of the turbulent pieces) is

$$\frac{\partial}{\partial t} \ln \phi^{1b} \sim k_i \rho_i \frac{v_i}{a},$$

(212)

and we will see in section 8.1 that the transport time becomes

$$\frac{\partial}{\partial t} \ln \phi^{1w} \sim \frac{1}{\tau_i} \sim \frac{1}{k_i \rho_i} \frac{v_i}{B_p^2 \rho_i^2} \frac{v_i}{a},$$

(213)

if turbulence dominates, and

$$\frac{\partial}{\partial t} \ln \phi^{2w} \sim \frac{1}{\tau_i} \frac{B^2}{B_p^2 \rho_i^2} \frac{v_i}{a}$$

(214)

if neoclassical transport dominates. Turbulent transport dominates for $a v_i \rho_i \lesssim (k_i \rho_i)^{-1} (B_p/B)^2$. Due to (212)–(214), we need to adjust slightly our assumptions about sources, (31), collisionality, (27), and $\sqrt{m_e/m_i}$, (30). We assume

$$Q_s - \frac{1}{k_i \rho_i} \frac{v_i}{a} f_{Ms},$$

(215)

where we have imposed that the sources must give a characteristic time comparable to the turbulent time scale (213),

$$\frac{B}{B_p} \rho_i^2 \ll \frac{v_i}{\nu_i} \sim \frac{v_i}{\nu_i} \sim \frac{v_i}{\nu_i} \sim \frac{v_i}{\nu_i} \lesssim \frac{B_i^2}{B_p^2} \frac{1}{k_i \rho_i},$$

(216)

where we have imposed $a v_i \rho_i \lesssim (k_i \rho_i)^{-1} (B_p/B)^2$ to make turbulent transport dominate over neoclassical transport, and

$$\sqrt{m_e/m_i} \sim \sqrt{m_e/m_i} \sim \frac{1}{k_i \rho_i} \frac{v_i}{a} \rho_i^2 \ll \frac{B_p}{B} \frac{1}{k_i \rho_i}.$$  

(217)

Note that the upper bound of (217) and the lower bound of (216) have been chosen to be consistent with each other and to imply that the electron characteristic orbit time, $(B/B_p)(a/v_i)$, is much shorter than the eddy turnover time (see (199)).

To simplify the equations in sections 5.3 and 5.4, we use that according to (165)–(168), (173) and (175), $\phi^{1w}$ and $f_{s1}^{1w}$ scale as $B/B_p$, becoming large for $B_p/B \ll 1$, and $\phi^{1b}$ and $f_{s1}^{1b}$ scale as $(k_i \rho_i)^{-1}$, becoming large for $k_i \rho_i \ll 1$, and comparable to $\phi^{1w}$ and $f_{s1}^{1w}$ for poloidal gyroradius scale turbulence, $k_i \rho_i \sim B_p/B$. Conversely the corrections $u_1, \mu_1, q_1, R_2, u_2$, and $\mu_2$ to the gyrokinetic variables, and the corrections $R_{s2}$ and $\tilde{u}_{s2}$ to the drifts and the acceleration do not scale at all with $B_p$ or $k_i$. The reason why these pieces do not scale with $B_p$ is that the gyrokinetic expansion relies on the magnitude of the magnetic field being sufficiently large to make the gyroradius small compared to the characteristic length of the plasma, and as a result, the expansion is unaffected if the size of one of the components of the magnetic field is small. The size of $k_i$ does not matter as long as the size of the gradients of the potential are bounded as in (51). Thus, for $B_p/B \to 0$ or $k_i \rho_i \to 0$, the size of the corrections $u_1, \mu_1, q_1, R_2, u_2, \mu_2, R_{s2}$ and $\tilde{u}_{s2}$ does not change.

The pieces $\phi^{1w}$ and $f_{s1}^{1w}$ are the largest contributions unless $k_i \rho_i \sim B_p/B$, in which case $\phi^{1b}$ and $f^{1b}$ are comparable. As a result, in general, terms that are quadratic in $\phi^{1b}$ and $f^{1b}$ are only important when $k_i \rho_i \ll 1$, and we can neglect the finite gyroradius effects in them. In addition, the upper bound of (216) implies that collisions are small for $k_i \rho_i \gg B_p/B$, and consequently, when collisional terms are important, the finite gyroradius effects can be neglected, that is, in every collisional term we will neglect finite gyroradius corrections.

When $k_i \rho_i \gg B_p/B$, the turbulent pieces $f_{s1}^{1w}$ and $\phi^{1w}$ have characteristic parallel scale lengths small compared to the connection length, and we can use forms of (186) and (187) for the Fourier coefficients $\hat{f}^{1w}_s$ and $\hat{\phi}^{1w}_s$. Then, the parallel and perpendicular gradients of $\hat{f}^{1w}_s$ and $\hat{\phi}^{1w}_s$ are as given in (193) and (194), and the Fourier coefficients $\hat{f}^{1w}_s$ and $\hat{\phi}^{1w}_s$ satisfy the symmetry in (208) and (209). We will only use these properties of turbulence with $k_i \rho_i \gg B_p/B$ to estimate the size of different terms.

We give the equations for the long wavelength, second order pieces in section 8.1, the equations for the turbulent, second order pieces in section 8.2, and the formulas for the momentum flux in section 8.3. To compare to derivations of gyrokinetic equations for sonic flows, it is convenient to have these equations in a frame rotating with speed $\Omega_{CE} = - c (\partial \phi/\partial \psi)$. We give these equations in appendix H.

8.1. Long wavelength, second order equations

Applying the orderings discussed above to (144), we can neglect several terms. In particular, the terms proportional to $\tilde{R}_{s2}$ and $\tilde{u}_{s2}$ are small in $B_p/B \ll 1$. The function $\bar{f}^{1w}_s$, defined in (A.2), becomes

$$\bar{f}^{1w}_s \approx \phi^{1w}_s,$$

(218)

and $C^{1w}_{ss2}$, defined in (F.8), simplifies to

$$C^{1w}_{ss2} \approx C_s \left( \hat{f}^{1w}_{s1} \cdot \hat{f}^{1w}_{s1} \right) + \sum_{k_s k_s} C_s \left( \left( \hat{f}^{1w}_{s1} \cdot f^{1w}_{s1} \right)_{k_s k_s} \right).$$

(219)

To obtain this last expression, we have neglected the finite gyroradius corrections in the second term (see the discussion
at the beginning of this section), and \( \Delta r_{zz}^{\text{tw}} \sim (B / B_0) \rho_s / \delta_s \), defined in (B.6), in the first term. With these approximations, we obtain

\[
\begin{align*}
(\mathbf{u} \cdot \nabla_R \theta - \mu_B \nabla_B \mathbf{R} \frac{\partial}{\partial \theta} f_{z z}^{w}) & = -\frac{Z e f_m u}{T_i} \mathbf{b} \nabla_R \psi \frac{\partial}{\partial \theta} f_{z z}^{w} = -\frac{Z e f_m u}{T_i} \left[ \sum_{s \neq e} C_{se} \left( \frac{f_{z z}^{w}}{f_{z z}^{w}} \right) \right] - \frac{Z e f_m u}{T_i} \mathbf{b} \nabla_R \psi \frac{\partial}{\partial \theta} f_{z z}^{w} \\
- \frac{Z e f_m u}{T_i} \mathbf{b} \nabla_R \phi^{w}_{zz} + 2 v_{y}^{w} f_{z z}^{w,nc} + F_{z z,2,\text{AT}} + F_{z z,2,Q} \quad (220)
\end{align*}
\]

for ionic species \((s \neq e)\). We have divided the right side of (220) into different pieces with different physical origins,

\[
F_{z z,nc}^{w} = \left( \mathbf{u} \cdot \nabla_R \theta - \mu_B \nabla_B \mathbf{R} \frac{\partial}{\partial \theta} \right) \Delta h_{z z,nc}^{w} + \frac{\mathbf{b} \cdot \nabla_R \theta - \mu_B \nabla_B \mathbf{R} \frac{\partial}{\partial \theta} \frac{1}{\Omega_s} \sum_{s \neq e} C_{se} \left( \frac{f_{z z}^{w}}{f_{z z}^{w}} \right) }{m_u} + \frac{Z e f_m u}{m_u} \sum_{s \neq e} C_{se} \left( \frac{f_{z z}^{w}}{f_{z z}^{w}} \right) \right] - \frac{Z e f_m u}{m_u} \nabla_R \phi^{w}_{zz} + 2 v_{y}^{w} f_{z z}^{w,nc} + F_{z z,2,\text{AT}} + F_{z z,2,Q} \quad (221)
\]

where \( \Delta h_{z z,nc}^{w} \) is defined in (G.6) (see discussion around (225) below),

\[
F_{z z,2,\text{AT}} = -\frac{m_u}{m_i} \left( \frac{1}{n_i} \frac{\partial}{\partial t} \right) \nabla_R \phi^{w}_{zz} + \frac{Z e f_m u}{m_u} \sum_{s \neq e} C_{se} \left( \frac{f_{z z}^{w}}{f_{z z}^{w}} \right) \right] - \frac{Z e f_m u}{m_u} \nabla_R \phi^{w}_{zz} + 2 v_{y}^{w} f_{z z}^{w,nc} + F_{z z,2,\text{AT}} + F_{z z,2,Q} \quad (222)
\]

The subindex nc indicates that the piece is of neoclassical origin, the subindex tb that it is of turbulent origin, the subindex \( \Delta T \) that it has to do with the temperature difference \( T_r - T_c \), and \( Q \) that it has to do with the sources \( Q \). This separation of the right side of (220) into different pieces is based on the physical pictures given in section 9.

Two important comments about (220) are appropriate. First, expression (221) for \( F_{z z,nc}^{w} \) is the result of manipulating

| Table 1. Size of the pieces of the long wavelength, second order distribution function \( h_{i j}^{w} \) for \( B / B_0 \lesssim k_{\perp} \rho_i \lesssim 1 \). |
|-----------------|-----------------|
| \( h_{i j}^{w,\rho} \) | \( (B / B_0)^2 \rho_i^2 f_{M1} \) |
| \( h_{i j}^{w,\phi} \) | \( (k_B B)^{-1} (v_i / a_B) \rho_i^2 f_{M1} \) |
| \( h_{i j}^{w,\Omega} \) | \( \sqrt{m_i / I_i} (T_r / T_i - 1) f_{M1} \) |
| \( h_{i j}^{w,\mathcal{Q}} \) | \( \mathcal{Q} / \Omega_i \) |

in the limit \( B / B_0 \ll 1 \), as explained in appendix G. Second, the first three terms in \( F_{z z,nc}^{w} \) are the only terms quadratic in \( f_{z z}^{w} \) and \( f_{z z}^{w,nc} \) for which we need to keep finite gyroradius corrections. The reason is that even though \( F_{z z,nc}^{w} \) is small compared to \( F_{z z,nc}^{w} \), when \( k_{\perp} \rho_i \gg B / B_0 \) in this case, \( f_{z z}^{w} \) and \( f_{z z}^{w,nc} \) are smaller than \( \phi_{zz}^{w} \) and \( f_{i j}^{w} \), the piece of the distribution function \( f_{i j}^{w} \) that \( F_{z z,nc}^{w} \) gives is large due to the upper bound that we have imposed on the collision frequency in (216) (see the estimates in table 1 and the discussion at the end of this subsection).

In equation (220), one of the terms is

\[
\frac{\partial f_{M1}}{\partial t} = \frac{1}{n_i} \frac{\partial}{\partial t} \left( \frac{m_i (v_i^2 + 2 \mu_B) B}{2 T_r} - \frac{3}{2} \right) \frac{\partial T_r}{\partial t} f_{M1} \quad (226)
\]

The equation for \( \partial n_i / \partial t \) is obtained by integrating over velocity space and flux surface averaging equation (220) (see the discussion on solvability conditions in [53]),

\[
\frac{\partial n_i}{\partial t} = \left\{ 2 \pi \left\langle \int d\mu B (F_{z z,nc}^{w} + F_{z z,2,\rho} + F_{z z,2,Q}) \right\rangle \right\}_{\mu} \quad (227)
\]

The equation for \( \partial T_r / \partial t \) is found by multiplying (220) by \( m_i (v_i^2 + 2 \mu_B) / 3 - T_r \), integrating over velocity, flux surface averaging, and summing over ionic species,

\[
\sum_{s \neq e} \frac{\partial T_r}{\partial t} = \sum_{s \neq e} \left\{ 2 \pi \left\langle \int d\mu B (F_{z z,nc}^{w} + F_{z z,2,\rho} + F_{z z,2,\text{AT}} + F_{z z,2,Q}) \right\rangle \right\}_{\mu} \quad (228)
\]

Note that the time derivatives \( \partial n_i / \partial t \) and \( \partial T_r / \partial t \) do not depend on \( f_{z z}^{w} \).

Using the orderings for the turbulent fluctuations given in section 7.2, the turbulent terms \( F_{z z,2,\rho} \) dominant for \( a_B / v_i \lesssim (k_B B)^{-1} (B / B_0)^{1/2} \), give
\[
\frac{\partial n_i}{\partial t} \sim \frac{F_{lw,12,db}^{n_i}}{f_{M_0}} \sim \frac{1}{k_0 \rho_1} \rho_i^2 n_i \frac{v_i}{a} \tag{229}
\]

and
\[
\frac{\partial T_i}{\partial t} \sim \frac{F_{lw,12,db}^{T_i}}{f_{M_0}} \sim \frac{1}{k_0 \rho_1} \rho_i^2 T_i \frac{v_i}{a} \tag{230}
\]

To obtain
\[
\frac{F_{lw,12,db}^{n_i}}{f_{M_0}} \sim \frac{1}{k_0 \rho_1} \rho_i^2 \frac{v_i}{a} \tag{231}
\]

for \(k_0 \rho_1 \gg B_\parallel / B_0\), we need to recall that for short parallel characteristic lengths, \(\hat{q}_{1}^{th}\) and \(\int_{s_1}^{th}\) can be written in terms of the new Fourier coefficients \(\hat{q}_{1}^{th}\) and \(\int_{s_1}^{th}\) defined in (186) and (187). Using \(\hat{q}_{1}^{th}\) and \(\int_{s_1}^{th}\) instead of \(\hat{q}_{1}^{th}\) and \(\int_{s_1}^{th}\), the parallel gradient \(\mathbf{b} \cdot \nabla V\) is of order \(l_{f}^{−1} \gg (B_\parallel / B_0) a^{-1}\), whereas the correction to the lowest order perpendicular gradient \(\mathbf{k}_\perp\) is of order \(a^{-1}\), that is, its size does not depend on \(l_f\) (see (193) and (194)). For example, according to (173) and (184), terms like the first term on the right side of (222) seem to be of order \((B_\parallel / B_0) \rho_1^2 f_{M_0} v_i / a\).

However, using \(\hat{q}_{1}^{th}\) and \(\int_{s_1}^{th}\), defined in (186) and (187), most of the large terms can be ignored. They become part of the lowest order equation, i.e., part of the wavevector \(\mathbf{k}_\perp\), and can then be ignored because they do not give momentum flux. The final form of the last term on the right side of (222) becomes

\[
- \left( \sum_{s_{1,2} \neq 0} \left( c_{1}^{th} \sum_{i} J_{0}(A_{1}) \right) \right) \frac{v_i}{B} \hat{b} \tag{232}
\]

\[
\cdot \left( \nabla_{R} \psi \frac{\partial}{\partial \psi} + \nabla_{R} \theta \frac{\partial}{\partial \theta} \right) \int_{s_1}^{th} \right) \]
where as explained at the beginning of this section, we neglect the finite gyroradius effects such as $\Delta F_{\perp,2}^{th}$, defined in \(\text{(B.7)}\), because this is a collisional term. However, for $k_{\perp} r_{\parallel} \sim 1$ the function $\Delta F_{\perp,2}^{th}$ is not negligible in terms that are not collisional. This function hence, to lowest order, satisfies

$$
\Delta F_{\perp,2}^{th} \approx \frac{Z e \phi_{\perp}^{th}}{m_B B} \left( 1 - J_0(\lambda_s) \right) \exp \left( \frac{\mathbf{k}_\perp \cdot (\mathbf{v} \times \mathbf{b})}{\Omega_s} \right),
$$

and

$$
\frac{\partial F_{\perp,2}^{th}}{\partial t} + \left( \mathbf{v} \cdot \nabla \mathbf{v} \right) = - \frac{m_B}{\Omega_s^2} \mathbf{F}_{\perp,2}^{th}.
$$

The subindex nc indicates that the corrections are due to the effect of neoclassical flows on turbulent fluctuations, the subindex grad that they are due to the slow radial and poloidal variation of the turbulence characteristics, and the subindex acc indicates the way the distribution function and the potential have to do with the turbulent acceleration and deceleration of particles. This separation into different pieces is based on the physical pictures given in section 9. The equations for the different pieces of the distribution function and the potential are

$$
\frac{\partial F_{\perp,2}^{th}}{\partial t} + \left( \mathbf{v} \cdot \nabla \mathbf{v} \right) = - \frac{m_B}{\Omega_s^2} \mathbf{F}_{\perp,2}^{th}.
$$

and

$$
\Delta F_{\perp,2}^{th} = \frac{Z e \phi_{\perp}^{th}}{m_B B} \left( 1 - J_0(\lambda_s) \right) \exp \left( \frac{\mathbf{k}_\perp \cdot (\mathbf{v} \times \mathbf{b})}{\Omega_s} \right),
$$

and

$$
\Delta F_{\perp,2}^{th} = \frac{Z e \phi_{\perp}^{th}}{m_B B} \left( 1 - J_0(\lambda_s) \right) \exp \left( \frac{\mathbf{k}_\perp \cdot (\mathbf{v} \times \mathbf{b})}{\Omega_s} \right).
$$

(240)

Since equations (146) and (149) are linear, we can split the functions $F_{\perp,2}^{th}$ and $\phi_{\perp}^{th}$ into different pieces of different physical origin, namely

$$
\left( F_{\perp,2}^{th} \right) = F_{\perp,2,nc}^{th} + F_{\perp,2,grad}^{th} + F_{\perp,2,acc}^{th}
$$

(242)

and

$$
\phi_{\perp}^{th} = \phi_{\perp,2,nc}^{th} + \phi_{\perp,2,grad}^{th} + \phi_{\perp,2,acc}^{th}.
$$

(243)

Here a prime on a Fourier coefficient indicates that it depends on $k_{\theta}^{\prime}$ and $k_{\phi}^{\prime}$, and two primes that it depends on $k_{\theta}^{\prime\prime} = k_{\theta} - k_{\theta}^{\prime}$ and $k_{\phi}^{\prime\prime} = k_{\phi} - k_{\phi}^{\prime}$. The right sides of (243) are

$$
\Delta F_{\perp,2,nc}^{th} = \sum_{k_{\theta},k_{\phi}} \frac{Z e}{m_B} \left( \mathbf{k}_\perp \cdot \mathbf{b} \right) \frac{\partial \phi_{\perp}^{th}}{\partial \theta}.
$$

(248)

and

$$
\sum_{k_{\theta},k_{\phi}} \frac{Z e}{m_B} \left( \mathbf{k}_\perp \cdot \mathbf{b} \right) \frac{\partial \phi_{\perp}^{th}}{\partial \theta}.
$$

(249)

Here a prime on a Fourier coefficient indicates that it depends on $k_{\theta}^{\prime}$ and $k_{\phi}^{\prime}$, and two primes that it depends on $k_{\theta}^{\prime\prime} = k_{\theta} - k_{\theta}^{\prime}$ and $k_{\phi}^{\prime\prime} = k_{\phi} - k_{\phi}^{\prime}$. The right sides of (243) are

$$
\Delta F_{\perp,2,nc}^{th} = \sum_{k_{\theta},k_{\phi}} \frac{Z e}{m_B} \left( \mathbf{k}_\perp \cdot \mathbf{b} \right) \frac{\partial \phi_{\perp}^{th}}{\partial \theta}.
$$

(248)

and

$$
\Delta F_{\perp,2,nc}^{th} = \sum_{k_{\theta},k_{\phi}} \frac{Z e}{m_B} \left( \mathbf{k}_\perp \cdot \mathbf{b} \right) \frac{\partial \phi_{\perp}^{th}}{\partial \theta}.
$$

(249)

for $\beta = \text{grad, acc}$. In the equations for ionic species ($s = e$), the ion-electron and impurity-electron collisions are negligible (see appendix D), and in the equations for electrons ($s = e$), the electron-ion and electron-impurity collision operators can be simplified using $m_s / m_s \ll 1$, as shown in appendix E. To evaluate $F_{\perp,2,grad}$, we need $\frac{\partial F_{\perp,1}^{th}}{\partial \theta}$ and $\frac{\partial \phi_{\perp}^{th}}{\partial \theta}$.

These derivates can be calculated by neglecting terms of
order $B_B/B \ll 1$ in equations (150) and (151) while assuming
$k_{\bot} \rho_1 \sim B_B/B$.

\[
\frac{\partial}{\partial t} \left( \frac{\partial f_{tb}^{th}}{\partial \varphi} \right) + \left( \hat{u} \cdot \nabla \varphi \right) \varphi \frac{\partial f_{tb}^{th}}{\partial t} = \mu \hat{b} \cdot \nabla \varphi \frac{\partial f_{tb}^{th}}{\partial u} \frac{\partial f_{tb}^{th}}{\partial \varphi} \right)
\]

\[
+ \left\{ -i k_{\ell} \frac{\partial \phi_{tb}}{\partial \varphi} + i k_{\ell} \cdot \mathbf{v}_{Mf} \right\} \frac{\partial f_{tb}^{th}}{\partial \varphi} + \left\{ \frac{\partial \phi_{tb}}{\partial \varphi} \ln n_s + \left( \frac{m_s (u^2 + 2 \rho B)}{2 T_s} - 3 \right) \frac{\partial}{\partial \varphi} \ln T_s \right\}
\]

\[
\frac{\partial \phi_{tb}}{\partial \varphi} - u \frac{\partial}{\partial \varphi} \left( \hat{b} \cdot \nabla \varphi \right) \frac{\partial f_{tb}^{th}}{\partial t} + \mu \frac{\partial}{\partial \varphi} \left( \hat{b} \cdot \nabla \varphi \right)
\]

\[
+ \frac{\partial}{\partial \ell} \left( f_{tb}^{th} \right) = -f_{tb} \left[ \frac{Z e}{T_s} \left( \hat{b} \cdot \nabla \varphi \right) \frac{\partial}{\partial \varphi} \ln T_s \right]
\]

\[
\frac{\partial f_{tb}^{th}}{\partial \varphi} = \frac{\partial}{\partial \varphi} \left[ \frac{Z e f_{tb}^{th}}{T_s} i k_{\ell} \cdot \mathbf{v}_{Mf} \right] - \frac{\partial}{\partial \varphi} \left( \frac{m_s (u^2 + 2 \rho B)}{2 T_s} - 3 \right) \frac{\partial}{\partial \varphi} \ln T_s \right]
\]

and

\[
2 \pi \sum \int \left[ \frac{d \nu_i}{d m_{\ell_1}} B \frac{\partial f_{tb}^{th}}{\partial \varphi} \right] = -2 \pi \sum Z_s \int \left[ \frac{d \nu_i}{d m_{\ell_1}} B \frac{\partial f_{tb}^{th}}{\partial \varphi} \right].
\]

Note that we have kept finite gyroradius effects only in $E_{tb,nc}$, which is the piece that dominates for $k_{\bot} \rho_1 \sim 1$ according to tables 2 and 3 and the discussion in the next paragraph.

Table 2: Size of the pieces of the short wavelength, second order distribution function $f_{tb}^{th}$ for $B_B/B \leq k_{\bot} \rho_1 \leq 1$.

| $f_{tb}^{th}$ | $f_{tb}^{th}$ | $f_{tb}^{th}$ |
|---------------|---------------|---------------|
| $f_{tb,nc}$   | $(k \rho_1)^{-1} (B / B_B) \rho_1 \rho_f \rho_M$ |
| $f_{tb,grad}$ | $(k \rho_1)^{-2} \rho_1 \rho_f \rho_M$ |
| $f_{tb,acc}$  | $(k \rho_1)^{-2} \rho_1 \rho_f \rho_M$ |

Even in u: $f_{tb,nc}$, $f_{tb,grad}$ and $f_{tb,acc}$.

| $f_{tb}^{th}$ | $f_{tb}^{th}$ |
|---------------|---------------|
| $f_{tb,nc}$   | $(k \rho_1)^{-1} (B / B_B) \rho_1 \rho_f \rho_M$ |
| $f_{tb,grad}$ | $(k \rho_1)^{-2} \rho_1 \rho_f \rho_M$ |
| $f_{tb,acc}$  | $(k \rho_1)^{-2} \rho_1 \rho_f \rho_M$ |

Odd in u: $f_{tb,nc}$, $f_{tb,grad}$ and $f_{tb,acc}$.

8.3. Momentum flux

Using the orderings discussed at the beginning of this section, and the results of sections 8.1 and 8.2, we simplify the formula for the radial momentum flux $\Pi = \Pi_{-1} + \Pi_0$ given in (102). The size of the pieces of the distribution function and the potential that contribute to the momentum flux is given in tables 1–3. The pieces $f_{tb}^{th}$ and $f_{tb,nc}$ given in (123) and (125), and the pieces $\Delta f_{tb}^{th}$ and $\Delta f_{tb,nc}$ in (97) and (B.6), are all small in $B_B/B \ll 1$ compared to the other pieces of the distribution function, giving

\[
| f_{tb}^{th} | \approx | f_{tb,nc} |.
\]

\[
| \Delta f_{tb}^{th} | \approx | \Delta f_{tb,nc} |.
\]

\[
| \Delta f_{tb}^{th} | \approx | \Delta f_{tb,nc} |.
\]

The piece $\Delta f_{tb}^{th}$, defined in (B.7) simplifies to the result in (241). Finally, to lowest order in $B_B/B \ll 1$,

\[
\Pi_{-1} = \Pi_{-1,rad} + \Pi_{-1,oct}.
\]

\[
| \Pi_{-1} | \approx | \Pi_{-1,rad} | + | \Pi_{-1,oct} |.
\]

where
\[ \Pi_{0,1,ad}^b = -\left( \sum_{s \neq c, k_s, k_c} \frac{Im_c}{B} ik_d(\phi_{1}^{by}) \int d^3v \left\{ \int_{1,2} f_{s1} J_0(\lambda_s) v \right\} \right) \]  

and  

\[ \Pi_{0,nc}^b = -\left( \sum_{s \neq c, k_s, k_c} \frac{Im_c}{2\sqrt{2} Z_c e B^2} \int d^3v C_{s}\left[f_{s1}^{lw}, f_{s1}^{lw}\right] v^2 \right) \]  

are the lowest order turbulent and neoclassical momentum fluxes that only give a contribution when the tokamak is up-down asymmetric (see section 6). Using the equations for \( \partial n_c/\partial t \) and \( \partial T_i/\partial t \), (227) and (228), and the split into different pieces of the distribution functions and the potential given in (236), (242) and (243), we obtain that \( \Pi_0 \) is  

\[ \Pi_0 = \Pi_0^b + \Pi_0^{\text{nc}} + \Pi_0^{\text{FOW}}, \]  

where  

\[ \Pi_0^b = \Pi_0^{b,nc} + \Pi_0^{b,\text{grad}} + \Pi_0^{b,\text{acc}} \]  

is the turbulent momentum flux,  

\[ \Pi_0^{b,\text{nc}} = -\frac{1}{V} \frac{\partial}{\partial \phi} \left[ v^3 \left\{ \sum_{s \neq c, s', \neq c'} \frac{I_m c^2}{2Z_e e B^4} \int d^3v C_{s'} \left[f_{s1}^{lw}, f_{s1}^{lw}\right] v^2 \right]\right] \]  

\[ + \left( \sum_{s \neq c, s', \neq c'} \frac{I_m c^2}{2Z_e e B^4} \int d^3v C_{s'} \left[f_{s1}^{lw}, f_{s1}^{lw}\right] v^2 \right) \]  

\[ + \left( \frac{I_m^2}{2Z_e e B^4} \sum_{s' \neq c} \sum_{s \neq c} n_c \int d^3v F_{s1}^{lw,nc} \left[ m_c \right] \right) \left( \frac{m_c v^2}{3T_i} - 1 \right) \]  

(260)  

is the neoclassical momentum flux, and  

\[ \Pi_0^{\text{FOW}} = \Pi_0^{\text{FOW},b} + \Pi_0^{\text{FOW},\text{nc}} + \Pi_0^{\text{FOW},Q} \]  

(261)  

is the momentum flux driven by finite orbit widths (see the discussion in section 9.5). The turbulent momentum flux \( \Pi_0^{b} \) has been divided into three pieces, defined by  

\[ \Pi_0^{b,\phi} = -\left( \sum_{s \neq c, k_s, k_c} \frac{Im_c}{B} ik_d(\phi_{1}^{by}) \int d^3v f_{s1}^{lw,by} J_0(\lambda_s) v \right) \]  

\[ -\left( \sum_{s \neq c, k_s, k_c} \frac{Im_c}{B} ik_d(\phi_{2,by}) \int d^3v f_{s1}^{lw,by} J_0(\lambda_s) v \right) \]  

(262)  

for \( \beta = nc, \text{ grad}, \text{ acc} \). Similarly, the momentum flux due to finite orbit widths \( \Pi_0^{\text{FOW}} \) has been divided into three other pieces:  

\[ \Pi_0^{\text{FOW}} = \Pi_0^{\text{FOW},b} + \Pi_0^{\text{FOW},\text{nc}} + \Pi_0^{\text{FOW},Q} \]  

Note that we have not used \( R(\nu, \zeta) \approx \nu/v B \) in (265) because \( Q_c \) could have a large gyrophase dependent piece. This cannot happen in \( h_{s1}^{\text{nc},Q} \) because the fast gyration of the particles would average it out.

The size of the different pieces of \( \Pi \) is given in table 4. The size of the different terms is deduced from the estimates given in tables 1–3. For \( \Pi_{0,1,ad}^{b} \) and \( \Pi_{0,nc}^{b} \), to indicate that they depend strongly on the up-down asymmetry of the flux surface, we have used the formal parameter \( \Delta_{ad} \) that measures how close the flux surface is to being up–down symmetric (\( \Delta_{ad} = 0 \) for perfect up–down symmetry, and \( \Delta_{ad} \sim 1 \) for extreme up–down asymmetry). In addition to up-down asymmetry, we have taken into account that turbulence...
with \( k_{\perp} \rho_i \gg B_i/B \) also satisfies the symmetry described by equations (208) and (209) to lowest order in \((k_{\perp}\rho_i)^{-1}\) (\(B_i/B\) \(\ll 1\)) and \(k_{\rho_i}\sqrt{m_i/m} (B_i/B) \ll 1\) (see discussion around (199) for the parameter \(k_{\rho_i}\sqrt{m_i/m} (B_i/B) \ll 1\)). Then, \(\Pi^{a}_{2,1,ad}\) vanishes to lowest order in \((k_{\perp}\rho_i)^{-1}\) (\(B_i/B\) \(\ll 1\)) and \(k_{\rho_i}\sqrt{m_i/m} (B_i/B) \ll 1\) even for up-down asymmetric flux surfaces. In Table 4, we have indicated that we need to choose the biggest of the two expansion parameters \((k_{\perp}\rho_i)^{-1}\) (\(B_i/B\) \(\ll 1\)) and \(k_{\rho_i}\sqrt{m_i/m} (B_i/B) \ll 1\).

The other contributions to the momentum flux do not depend on up-down asymmetry. The reason is that for an up-down symmetric tokamak, unlike \(k_{\perp}\rho_i\sqrt{m_i/m} (B_i/B) \ll 1\), the rotation frequency \(\Omega_\zeta\) enters only in the higher order terms, in particular, in \(\Pi^{nc}_{2,1,ad}\) do not depend on \(\partial\phi_0/\partial \psi\) because these pieces of the momentum flux do not change with the change of frame, i.e. they are the same even when the radial electric field is zero. The rotation frequency \(\Omega_\zeta\) enters only in the higher order pieces \(\Pi^{nc}_{2,1,ad}\) and in particular, in \(\Pi^{nc}_{0,ad}\) do not depend on \(\partial\phi_0/\partial \psi\) which was the case for electrons that were ignored. The electron equations were then derived in \([32]\), with the exception of the equations for \(\Pi^{nc}_{0,ad}\) and \(\Pi^{nc}_{1,ad}\) for electrons that were not considered.

Using (135) we find

\[
\Omega_\zeta = -c \frac{\partial \phi_0}{\partial \psi} + \left( \sum_{s=\psi} \rho_s \right)^{-1} \left( \sum_{s=\psi} \left( \frac{m_e}{Z_e} \frac{\partial s}{\partial \psi} + \frac{m_i}{\rho_i} \frac{\partial \psi}{(R_\psi^2)^2} \right) \right).
\]

Using (268)

\[
\frac{\partial}{\partial t} \left( \sum_{s=\psi} \rho_s \right)^{-1} \Omega_\zeta = - \frac{\partial}{\partial \psi} \left( V \frac{V}{\rho_1} \psi \right) + \Omega_\zeta.
\]

In order to find the contributions \(\Pi^{a}_{2,1,ad}\) and \(\Pi^{nc}_{2,1,ad}\) in (256) and (257) do not depend on \(\Omega_\zeta\) because they do not depend on \(\partial\phi_0/\partial \psi\). The equations in the rotating frame where the radial electric field is zero, derived in Appendix H, show that \(\Pi^{a}_{2,1,ad}\) and \(\Pi^{nc}_{2,1,ad}\) do not depend on \(\partial\phi_0/\partial \psi\) because these pieces of the momentum flux do not change with the change of frame, i.e. they are the same even when the radial electric field is zero. The rotation frequency \(\Omega_\zeta\) enters only in the higher order pieces \(\Pi^{nc}_{2,1,ad}\) and in particular, in \(\Pi^{nc}_{0,ad}\) and \(\Pi^{nc}_{1,ad}\) do not depend on \(\partial\phi_0/\partial \psi\) which was the case for electrons that were ignored. The electron equations were then derived in \([32]\), with the exception of the equations for electrons that were not considered.

9. Interpretation of the equations

Using the momentum flux \(\Pi\) calculated in section 8.3 and the conservation equation for toroidal angular momentum in (15), we can calculate the potential \(\phi_0\) in the tokamak (the densities \(n_s\) and the temperatures \(T_s\)) can be calculated using the particle and ion energy conservation equations, given in (227) and (228), and \(T_s\) is determined by the electron energy conservation equation, not given in this article). The momentum flux \(\Pi\) depends on the geometry of the flux surface and on first and second radial derivatives of the pressure, the potential \(\phi_0\) and the temperature. Instead of working with the potential \(\phi_0\), we use the plasma rotation. The plasma does not rotate rigidly because it has a parallel component of the velocity that is not exactly toroidal, given by the last term in (135). For this reason, we define the rotation of a flux surface \(\Omega_\zeta\) as the rotation the flux surface should have to have the same total toroidal angular momentum, that is,

\[
\sum_{s} n_s m_s (R^2)_{s,\psi} \Omega_\zeta = \sum_{s} \langle n_s m_s RV_{s,\psi} \cdot \zeta \rangle_{\psi}.
\]

Using (135) we find

\[
\Omega_\zeta = -c \frac{\partial \phi_0}{\partial \psi} + \left( \sum_{s=\psi} \rho_s \right)^{-1} \left( \sum_{s=\psi} \left( \frac{m_e}{Z_e} \frac{\partial s}{\partial \psi} + \frac{m_i}{\rho_i} \frac{\partial \psi}{(R_\psi^2)^2} \right) \right).
\]

All the equations in this section can be written in terms of \(\Omega_\zeta\) and \(\partial \phi_0/\partial \psi\) if we use (268) to write \(\partial \phi_0/\partial \psi\) as a function of \(\Omega_\zeta\), \(\partial n_s/\partial \psi\) and \(\partial T_s/\partial \psi\). In particular, the conservation equation for toroidal angular momentum equation becomes

\[
\frac{\partial}{\partial t} \left( \sum_{s=\psi} \rho_s \right)^{-1} \Omega_\zeta = - \frac{\partial}{\partial \psi} \left( \frac{V}{\rho_1} \psi \right) + \Omega_\zeta.
\]

where the intrinsic momentum flux \(\Pi_{inn}\) is the momentum flux for \(\Omega_\zeta = 0\) and \(\partial \phi_0/\partial \psi = 0\). The characteristic size of the momentum diffusivity \(\chi_t\) and the momentum convection \(P_\zeta\) can be deduced from the sizes given in tables 1–4. The momentum diffusivity \(\chi_t^\mathrm{lb, nc}\) and \(\chi_t^\mathrm{grad}\) and \(\Pi_{nc}^\mathrm{nc}\) are linear in the second order pieces, the momentum flux must depend linearly on \(\Omega_\zeta\) and \(\partial \phi_0/\partial \psi\), i.e.

\[
\Pi = -\chi_t^\mathrm{nc} \frac{\partial \Omega_\zeta}{\partial \psi} + P_\zeta \Omega_\zeta + \Pi_{inn}.
\]
\[ \chi_\tau^{\text{nc}} \sim \frac{B^2}{B^o_p} \eta n_i n_m R^2 |\nabla \psi|^2. \]  

(273)

The momentum convection \( P_i = \Gamma_i^b + \Gamma_i^o + \Gamma_i^\theta \) has three components: the piece due to the turbulent particle transport \( \Gamma_i^b \), the piece due to the neoclassical particle transport \( \Gamma_i^o \), and the Coriolis pinch \( \Gamma_i^\theta \) described in [66]. The convection due to particle fluxes is

\[ \Gamma_i^b = -\left( \frac{\Omega^2}{B^2} \sum_{s \neq \ell} \sum_{k \neq k_u} i k_s m_c e f_i^{\text{th}} \int d^3 v J_i(\lambda_s) v_i \right) \]  

(274)

and

\[ \Gamma_i^o = -\left( \sum_{s \neq \ell, \ell \neq s} \frac{p^2 \kappa_{\ell, s}}{Z e^2 B^2} \int d^3 v C_i^{\text{eq}} f_i^{\text{th}} v_i \right) \]  

(275)

Their size is given by

\[ \Gamma_i^b \approx \frac{1}{k_{\ell, a}} \rho_s v_i n_i n_m R^2 |\nabla \psi| \]  

(276)

and

\[ \Gamma_i^o \sim \frac{B^2}{B^o_p} \rho_s v_i n_i n_m R^2 |\nabla \psi|. \]  

(277)

The turbulent momentum pinch \( P_i^b \) is momentum flux that is proportional to \( \Omega \) and that is present even in the absence of particle flux [66]. Its characteristic size is

\[ P_i^b = P_i - \Gamma_i^b - \Gamma_i^o \sim \frac{1}{k_{\ell, a}} \rho_s v_i n_i n_m R^2 |\nabla \psi|. \]  

(278)

Recall that \( P_i^b \), used in the equation above, is defined by (271). It may be surprising that in a model for intrinsic rotation based on turbulent momentum redistribution, the dependence on the rotation \( \Omega \) is linear. The reason is that we have assumed that \( R(\Omega \tau) \ll v_i \) so that the rotation is too small to affect the turbulent diffusivity and convective flux. This assumption is incorrect for extreme up–down asymmetric configurations, or for large toroidal \( T_\tau \).

The steady state solution to equations (270) and (271) is

Here we have used the boundary conditions \( \Pi = 0 \) at the magnetic axis, \( \psi = 0 \), and \( \Omega_\tau = \Omega_\tau(\psi = \psi_o) \) at the last closed flux surface, \( \psi = \psi_o \). Equation (279) shows that in the absence of external torque, \( T_\tau = 0 \), the rotation does not depend on the size of \( \Pi_{\text{intr}} \) but on the relative size \( \Pi_{\text{intr}}/\chi_\tau \). Since both \( \Pi_{\text{intr}} \) and \( \chi_\tau \) are proportional to the square of the turbulence amplitude, the final rotation does not depend on turbulence amplitude. Assuming that turbulence is the dominant mechanism for diffusion, i.e. \( k_{\ell, a} \rho_s v_i n_i n_m R^2 |\nabla \psi|^2 \), the momentum diffusivity is \( \chi_\tau \sim (k_{\ell, a})^{-1} \rho_s v_i n_i n_m R^2 |\nabla \psi|^2 \), and using table 4, we can calculate the size of the intrinsic rotation that the different mechanisms give,

\[ \Delta \Omega_{\text{intr}}(\psi) = -\int \frac{\Pi_{\text{intr}}(\psi')}{\chi_\tau(\psi')} \exp \left( \int \frac{P_i(\psi'')}{\chi_\tau(\psi'')} d\psi'' \right) d\psi'. \]  

(280)

The different sizes of \( \Delta \Omega_{\text{intr}} \) are given in table 5. Ignoring up–down asymmetries, the size of the intrinsic rotation is \( \Delta \Omega_{\text{intr}} \sim (B(B_s^o) / \rho_s v_i n_i n_m R^2 |\nabla \psi|) \) and it is mostly driven by \( \Pi_{\text{nc}} \) and the different pieces of \( P_i^\text{FOW} \). Note that due to energy balance (see equation (228)),

\[ \frac{m_e}{m_i} v_{\text{i}, \ell} \frac{T_e - T_i}{T_i} \frac{q_{\text{fs}}}{f_{\text{fs}}} \sim \frac{1}{\epsilon} \frac{1}{k_{\ell, a}} \rho_s v_{\text{i}, \ell}, \]  

(281)

and the momentum fluxes \( P_i^\text{FOW} \) and \( P_i^\text{FOW} \) will always be important. The pieces \( P_i^\text{grad} \) and \( P_i^\text{acc} \) become important for turbulence with large eddies, \( k_{\ell, a} \sim B_s / B_s \). The estimate \( \Delta \Omega_{\text{intr}} \sim (B(B_s^o) / \rho_s v_i n_i n_m R^2 |\nabla \psi|) \) was successfully checked with a large experimental database in [22].

The different drives in table 5 have different physical origin, but all of them drive intrinsic rotation because they break the symmetry of the lowest order kinetic equations, given in section 6. From here on we focus on the symmetry of the turbulence. To discuss the origin of the different drives of intrinsic rotation, we consider the equations with and without magnetic drift. The reason is that the magnetic drift is indispensable for several of the intrinsic rotation drives that we have deduced in section 8. We need to change the sign of \( k_{\psi} f_i^{\text{th}} \) and \( f_i^{\text{th}} \) in the symmetry described by equations (163) and (164) because tokamaks have a radial magnetic drift \( v_{\psi} B / v_{\psi} B \) and magnetic shear. If in equations (136) and (139) we artificially make the magnetic shear and the radial component of the magnetic drift zero, there is a new symmetry of the equations in an up–down symmetric flux surface, given by

\[ \theta = -\theta, \ u = -u, \ f_i^{\text{th}} v_i \rightarrow f_i^{\text{th}} v_i, \ f_i^{\text{th}} \rightarrow f_i^{\text{th}}. \]  

(282)
particles have moved radially outwards, as indicated in the figure, and as a result we have particle and energy turbulent transport. There is no net toroidal angular momentum flux because the toroidal projection of the parallel velocity of one of the particles cancels the projection of the other. Thus, if the background distribution function of particles is symmetric in \( \nu \), there is no momentum flux. If the background distribution function is not symmetric in \( \nu \), there are more particles with one sign of \( \nu \) than particles with the other sign, and the picture in figure 1 just gives the momentum flux due to the turbulent particle flux, \( I^b_{z,\tau_R} \), given in (274).

The partial symmetry (282) is only valid when the magnetic shear and \( v_{\perp,\!M}, V_{\perp,\!B} \) are zero. When we have \( v_{\perp,\!M}, V_{\perp,\!B} \neq 0 \), the particles follow drift orbits that break symmetry (282), as shown in figure 2(a), where at the highlighted point, particles with positive parallel velocity move radially inwards, and particles with negative parallel velocity move radially outwards. These orbits make symmetry (282) invalid, and we need to use the full symmetry in (163) and (164) where \( \kappa_{\nu \rho} \) and \( \phi^b_{\nu \rho} \) must reverse. The reversal in \( \kappa_{\nu \rho} \) is necessary because it means that the particles experience the same turbulence fluctuations when they move radially outwards as they do when they move radially inwards, and hence, the asymmetry imposed by the particle orbits is not important. The turbulence is the same radially out and radially in because we have assumed that the turbulence characteristics vary very slowly in the radial direction, that is, the turbulent eddies are very small compared to characteristic length of the background density and temperature gradients. There is a next order asymmetry in the radial direction due to the slow derivatives \( \partial \kappa^b_{\nu \rho} / \partial \nu \) and \( \partial \phi^b_{\nu \rho} / \partial \nu \). The finite gyroradius effects that give the terms with \( J_0 \left( \lambda_i \right) \) and \( J_0 \left( \lambda_\perp \right) \) in (136) and (139). In the case of the terms with \( k_{\perp,\!M}, v_{\perp,\!B} \), symmetry (282) is only broken when \( v_{\perp,\!M}, V_{\perp,\!B} \neq 0 \), that is, it is related to the drift orbits sketched in figure 2(a). The finite gyroradius effects that give the terms with \( J_0 \left( \lambda_i \right) \) and \( J_0 \left( \lambda_\perp \right) \) in (136) and (139) are the only effects that the magnetic shear has by itself on the turbulence. The magnetic shear determines how the perpendicular structure of an eddy changes along the magnetic field. The effect of the magnetic shear is sketched in figure 2(b), where an eddy with a given tilt at \( \theta = 0 \) and \( \zeta = 0 \) has different tilts at different \( \zeta \) for positive magnetic shear \( \partial \kappa / \partial \nu \) > 0. In the same figure, we compare the eddy width with the gyroradius of a characteristic particle. As the particle moves in its gyromotion, it averages over the eddy, so it is clear that the particle will experience a different \( E \times B \) for \( \zeta > 0 \) than for \( \zeta < 0 \), and as a result, particles with opposite parallel velocities will not experience the same turbulence. The full symmetry given in (163) and (164) solves this problem because it indicates that eddies do not have a preferred tilt at \( \theta = 0 \), and hence, there will be eddies with a tilt opposite to the tilt depicted in figure 2(b) that will compensate for the momentum flux driven by the eddy in this figure.

In this article, we have rigorously deduced the main symmetry breaking mechanisms for \( B_p / B \ll 1 \). The main mechanisms that break the symmetry of the turbulence and drive intrinsic rotation are: up–down asymmetry, neoclassical flows, the slow variation of the turbulence characteristics, the turbulent acceleration of the particles, and finite orbit widths. These different drives correspond to \( I^b_{\nu \rho,\!1,\!adv} \), \( I^b_{\nu \rho,\!acc} \), \( I^b_{\nu \rho,\!grad} \), \( I^b_{0,\!acc} \), and \( I^b_{0,\!FOW} \), respectively. We discuss each of these mechanisms below.

**Table 5.** Size of the intrinsic rotation \( \Delta \Omega_{z,\!intr} \) driven by the different pieces of (1) for \( B_p / B \ll k_p \rho_p \ll 1 \).

| Drive mechanism | Size of \( \Delta \Omega_{z,\!intr} \) |
|-----------------|------------------|
| \( I^b_{\nu \rho,\!1,\!adv} \) | max \( \left\{ (k_p \rho_p)^2 \left( B_p / B \right), \sqrt{m_p / m_i} \left( B / B_p \right) \right\} (k_p \rho_p) \Delta v_{\nu,\!adv} / R \) |
| \( I^b_{\nu \rho,\!acc} \) | \( (B / B_p)^2 \left( k_p \rho_p \right) \left( \nu / \nu_i \right) \Delta v_{\nu,\!adv} / R \) |
| \( I^b_{\nu \rho,\!grad} \) | \( (k_p \rho_p)^2 \nu / \nu_i \) |
| \( I^b_{0,\!acc} \) | \( (k_p \rho_p)^2 \nu / \nu_i \) |
| \( I^b_{0,\!FOW} \) | \( (B / B_p)^2 \left( k_p \rho_p \right) \left( \nu / \nu_i \right) \rho / \nu / R \) |
| \( I^b_{0,\!FOW} \) | \( \sqrt{m_p / m_i} \left( T_e / T_i - 1 \right) \left( \nu / \nu_i \right) \rho / \nu / R \) |
| \( I^b_{0,\!FOW} \) | \( \left( Q_a / R^2 \right) \left( k_p \rho_p \right) (B / B_p) \rho / \nu / R \) |

Figure 1. Sketch of two particles with opposite parallel velocity moving in an up–down symmetric tokamak. The axis of axisymmetry is represented by the dash-dot line, the black circle is a flux surface, the toroidal magnetic field is out of the page, and the poloidal magnetic field is pointing counter-clockwise. The trajectory of the particle with positive parallel velocity is plotted in red, and the trajectory of the particle with negative parallel velocity is given in blue.
The poloidal electric field breaks the symmetry because it creates a potential \( \phi^{lw} \) that satisfies \( \phi^{lw}(\theta) = -\phi^{lw}(-\theta) \), that is, it is odd in \( \theta \). Due to this correction to the potential, particles with positive parallel velocity experience a different background potential than particles with negative parallel velocity, breaking the turbulence symmetry. Similar effects are obtained from poloidal perturbations to the background density and temperature.

The effect of neoclassical flows on momentum transport is more subtle. The momentum flux driven by an existing flow is not an intrinsic rotation drive, but neoclassical flows lead to intrinsic rotation. Consider a situation in which \( \Omega_L = 0 \), where \( \Omega_L \) is defined in (269). If for \( \Omega_L = 0 \), \( \Pi^{b}_{\Omega=0} \neq 0 \), then we can say that neoclassical flows drive intrinsic rotation. This can happen because \( \Omega_L = 0 \) does not imply that each one of the contributions to \( \Omega_L \) given in (269) vanish, but that they cancel each other. The piece of \( \Omega_L \) proportional to the radial electric field \( \partial \phi / \partial r \) modifies particle orbits and makes them precess toroidally, whereas the pressure and temperature gradient flows are due to the finite orbit width of the particles, but do not modify particle orbits. The pressure and temperature gradient drive flows with different poloidal dependence and direction. Due to these differences, the value of the turbulent diffusivity and pinch for each of the flows in (269) is different. As a result, even if these flows combine to give \( \Omega_L = 0 \), the momentum flux they produce does not add to zero, and produces momentum redistribution and intrinsic rotation. The different turbulent diffusivities and pinches have been studied in [35–37].

The size of these neoclassical corrections is related to the width of the drift orbits depicted in figure 2(a). These orbits have a radial width of order the poloidal gyroradius, \( (B/B_p)\rho_s \), and as a result, they drive intrinsic rotation that is small compared to the thermal speed by \( (B/B_p)\rho_s \).

For tokamaks with \( B_p/B \ll 1 \) and gyroradius scale turbulence in [32, 33], the effect of neoclassical corrections on turbulence was predicted to be the most important effect for intrinsic rotation along with the finite orbit width effects described in section 9.5. This prediction has been confirmed in this article where we have allowed poloidal gyroradius scale turbulence in addition to gyroradius scale turbulence. Only when the turbulent eddies have large perpendicular scales can other effects such as the slow variation of the turbulence characteristics or the turbulent acceleration compete. We discuss these two important effects in sections 9.3 and 9.4.

### 9.3. Momentum flux driven by the variation of the turbulence characteristics

The characteristics of the turbulence change radially and poloidally because the plasma density and temperature change with radius, and the magnetic field magnitude and direction change with poloidal angle. The length of variation of the turbulence characteristics is long compared to the characteristic eddy size, and it does not affect the turbulence to lowest order, but it is important for intrinsic rotation. This effect is included in our model via \( \Pi^{\Omega=0}_{\text{grad}} \), and has been considered in detail in [30, 38].
When we discussed the symmetry of the turbulence in section 9, we mentioned that due to the drift orbits sketched in figure 2(a), particles with positive parallel velocity move inwards, and particles with negative parallel velocity move outwards, but this asymmetry did not cause momentum transport because the turbulence was statistically the same radially in and radially out. This uniformity of the turbulence was only true to lowest order, and was based on the fact that turbulence eddies were small compared to the characteristic length of variation of the background density and temperature. By considering the next order slow radial variation of \( f_{1,\alpha}^b \) and \( \phi_{1,\alpha}^b \), we break the symmetry. The ratio between characteristic size of the eddies and the background radial scale length is \((k_1 a)^{-1} \ll 1\). Then, we expect the characteristic size of the momentum flux due to the slow radial variation of the turbulence characteristics to scale with \((k_1 a)^{-1}\). If we compare \((k_1 a)^{-1}\) to the characteristic size of \( \Pi_{0,nc}^b \), we can see why only turbulence with large eddies, of the order of the poloidal gyroradius, can produce sufficient intrinsic momentum flux \( \Pi_{0,grad}^b \) to compete with \( \Pi_{0,nc}^b \).

The poloidal variation of the turbulence characteristics also matters for momentum transport. The reason is that perpendicular drifts such as the magnetic drift and the turbulent \( \mathbf{E} \times \mathbf{B} \) drift move particles in the poloidal direction. This means that even in the absence of the radial magnetic drift \( v_{\text{M,R}} \) and hence, drift orbits, magnetic drifts can break the partial symmetry in (282). For example, a downwards magnetic drift imposed on the situation presented in figure 1 breaks the symmetry because it means that positive parallel velocity particles move to the region \( \theta > 0 \) more slowly than particles with negative parallel velocity move to the region \( \theta < 0 \). Due to magnetic and turbulent \( \mathbf{E} \times \mathbf{B} \) drifts, particles move in \( \theta \) and as a result, they experience a slow gradient due to the poloidal variation of the turbulence characteristics.

Note that magnetic shear is important for the symmetry of the turbulence, but we have not considered it in the physical picture presented here. The slow variation of the turbulence characteristics only matters for turbulence with large eddies, and in this case the finite gyroradius effects become unimportant. Without finite gyroradius effects, the magnetic shear only enters in a term proportional to \( v_{\text{M,R}} \) (see the discussion following equation (282)). Thus, for \( B_z / B \ll 1 \) the magnetic shear does not drive intrinsic rotation by itself, but in conjunction with the radial magnetic drift \( v_{\text{M,R}} \). A consequence of this result is that \( \Pi_{0,grad}^b \) must depend mainly on the magnetic drift; on the radial component \( v_{\text{M,R}} \) due to the radial variation of the turbulence characteristics, and on the poloidal component \( v_{\text{M,R}} \theta \) due to the poloidal variation.

### 9.4. Momentum flux driven by turbulent acceleration

In an eddy turnover time, \((k_1 a)^{-1} (a/v_i)\), the particle is accelerated by a parallel electric field \( \rho \cdot T_e / e a \), giving a change in the parallel velocity of order \((k_1 a)^{-1} v_i \ll v_p\). This small change in the parallel velocity can break the symmetry of the turbulence if there is a finite radial magnetic drift \( v_{\text{M,R}} \) to be zero, the piece of the momentum flux due to the turbulent acceleration, \( \Pi_{0,acc}^b \) vanishes because the partial symmetry (282) is satisfied. Then, \( \Pi_{0,acc}^b \) must depend strongly on the radial component of the magnetic drift, \( v_{\text{M,R}} \). To see why the radial magnetic drift is necessary, we need to explain why \( f_{1,\alpha}^b \) and \( \phi_{1,\alpha}^b \) change sign in the full symmetry in (163) and (164). This change of sign is needed because the radial component of the \( \mathbf{E} \times \mathbf{B} \) drift must change sign, as we proceed to explain. We focus on the turbulence around the magnetic field line defined by \( v_i = v_p \) and \( \alpha = a_0 \). The idea behind the full symmetry in (163) and (164) is that if at time \( t = t_1 \) we have a turbulent potential configuration \( \phi_{1,\alpha}^b (v_i - v_p(\alpha - a_0, \theta, t_1) \approx \phi_{1,\alpha}^b (v_i - v_p(0)) \) and particles with parallel velocity \( -u \) at \( -\theta \). To determine the relation between \( \phi_{1,\alpha}^b (v_i - v_p(\alpha - a_0, \theta, t_1)) \) and \( \phi_{1,\alpha}^b (v_i - v_p(\alpha - a_0, \theta, t_2)) \), we must consider the radial component of the magnetic and \( \mathbf{E} \times \mathbf{B} \) drifts. The radial components of the turbulent \( \mathbf{E} \times \mathbf{B} \) drift and the magnetic drift, \( v_{\text{M,R}} \cdot \mathbf{E} = -c (\phi_{1,\alpha}^b / \alpha a) \) and \( v_{\text{M,R}} \cdot \mathbf{B} \), at \( t = t_1 \) are sketched in figure 3(c). A particle with positive parallel velocity \( u \) leaving from \( \theta = 0 \) (sketched as an arrow to the right in figure 3(a)) sees then a positive radial \( \mathbf{E} \times \mathbf{B} \) and a negative radial magnetic drift. At time \( t = t_2 \), a particle with parallel velocity \( -u \) leaving from \( \theta = 0 \) (sketched as an arrow to the left in figure 3(b)) must feel the same radial drift to give a contribution to the momentum flux that exactly opposes the momentum
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flux due to a particle with parallel velocity \( u \) at \( \theta = 0 \) and \( t = t_1 \). Since the radial magnetic drift \( \nabla \times B \) at \( t = t_2 \) must be related to the radial \( \nabla \times B \) at \( t = t_1 \) by
\[
(\psi_{b}^{2} / \psi_{b}) (\theta, t = t_2) = - (\psi_{b}^{2} / \psi_{b}) (\theta, t = t_1).
\]
When this is satisfied, the particle with positive parallel velocity \( u \) leaving from \( \theta = 0 \) at \( t = t_1 \) and the particle with parallel velocity \( -u \) leaving from \( \theta = 0 \) at \( t = t_2 \) feel total radial drifts of the same magnitude. The fact that the radial drifts have opposite signs at \( t = t_1 \) and \( t = t_2 \) is not important because the turbulence is uniform in the radial direction to lowest order. Then, as a consequence of having a radial magnetic drift \( \nabla \times B \), the radial \( \nabla \times B \) drift at \( t = t_2 \) must be the one sketched in figure 3(a).

The corresponding turbulent piece of the potential is
\[
\phi_{b}^{1} (\psi - \psi_{0}, \alpha - \alpha_{0}, \theta, t_2) = - \phi_{b}^{1} (-(\psi - \psi_{0}), \alpha - \alpha_{0}, -\theta, t_1),
\]
and it is sketched in figure 3(b).

The symmetry between the potentials in figures 3(a) and (b) is broken by the turbulent parallel acceleration. In the potential in figure 3(a), a particle with positive parallel velocity \( u \) leaving from \( \theta = 0 \) (sketched in the figure as an arrow to the right) is accelerated by the potential, whereas a particle with parallel velocity \( -u \) leaving from \( \theta = 0 \) in figure 3(b) (sketched as an arrow to the left) is decelerated. As a result, a particle with positive parallel velocity \( u \) at \( t = t_1 \) spends more time in the region \( \theta > 0 \) than a particle with parallel velocity \( -u \) at \( t = t_2 \) spends in the region \( \theta < 0 \), and the contributions to momentum flux from these two particles do not cancel exactly, giving \( \Pi_{b,\text{acc}}^{0} \neq 0 \). The size of \( \Pi_{b,\text{acc}}^{0} \) can be estimated from the typical change in the parallel velocity due to the turbulent acceleration, \((k_{,a})^{-1} v_{||} \), giving intrinsic rotation speeds small in \((k_{,a})^{-1} \ll 1 \). This effect can only be comparable to the effect of the neoclassical corrections for turbulent eddies of the order of the poloidal gyroradius.

9.5. Momentum flux driven by finite orbit widths

Due to the presence of drift orbits such as the ones sketched in figure 2(a), the parallel velocity and the radial position are correlated. Then, fluctuations in the parallel velocity will be correlated to fluctuations in the radial position and any mechanism that changes the parallel velocity of particles will induce momentum flux. This effect is captured by the finite orbit width momentum flux \( \Pi_{b,\text{FOV}}^{0} \). This momentum flux is better understood using quasineutrality. The momentum flux \( \Pi_{b,\text{FOV}}^{0} \) is the result of a local increase or decrease of the average energy of the plasma at a radial position that can be driven by turbulence, the collisional transfer of energy between electrons and ions, or sources, leading to the momentum fluxes \( \Pi_{b,\text{FOV}}^{0,\text{ST}}, \Pi_{b,\text{FOV}}^{0,\text{AT}} \) and \( \Pi_{b,\text{FOV}}^{0,\text{Q}} \). When the plasma average energy is increasing at a given radial position, the average width of the particle orbits increases. The easiest way to calculate this increase is to use the canonical angular momentum,
\[
\psi_{c} = \psi - m_{e} c / Z_{e} R (\hat{\psi} \cdot \hat{\xi}),
\]
which must be conserved unless momentum is injected. To give a simple physical picture, we take a plasma formed by single ion species and electrons in which we increase the average energy at a flux surface by heating, but we do not inject toroidal angular momentum, i.e. \( R \hat{\psi} \cdot \hat{\xi} \) does not change in time. Here \( \hat{\psi} (\ldots) \) is an average over particles and over the flux surface. An increase in energy gives an increase in the average value \( R^{2} (\hat{\psi} \cdot \hat{\xi}) \) and as a consequence, in the average width of the orbits \( (\Delta \psi)^{2} \). Before we heat up the plasma to increase \( R^{2} (\hat{\psi} \cdot \hat{\xi}) \), the plasma is quasineutral. After \( R^{2} (\hat{\psi} \cdot \hat{\xi}) \) has increased, the ion density change because of the average increase in particle orbits. The difference between the ion density before and after the increase in \( R^{2} (\hat{\psi} \cdot \hat{\xi}) \) is sketched in figure 4, and can be estimated by Taylor expanding the ion density \( n_{i} (\psi) \) around \( \psi_{0} \) to find
\[
n_{i}(\psi) \approx n_{i}(\psi_{0}) + m_{e} c / Z_{e} R (\hat{\psi} \cdot \hat{\xi}) \frac{\partial n_{i}}{\partial \psi} + m_{i} c^{2} / 2 Z_{i}^{2} e^{2} R^{2} (\hat{\psi} \cdot \hat{\xi})^{2} \frac{\partial^{2} n_{i}}{\partial \psi^{2}}.
\]
Averaging over this equation and subtracting the density before increasing \( R^{2} (\hat{\psi} \cdot \hat{\xi}) \) from the density after increasing it, we obtain the change in ion density
\[
\Delta n_{i} = \frac{m_{i} c^{2} / 2 Z_{i}^{2} e^{2}}{\Delta \{R^{2} (\hat{\psi} \cdot \hat{\xi})^{2}\} \frac{\partial^{2} n_{i}}{\partial \psi^{2}}},
\]
where \( \Delta \{R^{2} (\hat{\psi} \cdot \hat{\xi})^{2}\} \) is the increase in \( R^{2} (\hat{\psi} \cdot \hat{\xi})^{2} \) (recall that we are assuming \( \Delta \{R^{2} (\hat{\psi} \cdot \hat{\xi})^{2}\} = 0 \)). The electrons have orbits with a much smaller radial width, so the equivalent change in electron density, \( \Delta n_{e} \), is negligible, and as a result, we have a charge imbalance \( \Delta Z n_{i} \). A radial electric field is set up to compensate this charge imbalance. Considering the polarization of the plasma due to ion drift orbits, of width \( (B / B_{0}) v_{||} \), we find that the radial electric field \( \nabla \psi (\partial \phi / \partial \psi) \) produces a polarization ion density \( [67, 68] \) of order
\[
n_{i,\rho} \sim - \frac{n_{m} m_{R} c^{2} \frac{\partial \phi}{\partial \psi}}{Z_{e} e}.
\]
By balancing \( n_{i,\rho} \) with \( \Delta n_{i} \) and taking a time derivative we find
\[
\frac{\partial}{\partial t} \left( n_{m} m_{R} c^{2} \frac{\partial \phi}{\partial \psi} \right) \sim \frac{\partial}{\partial \psi} \left[ \frac{m_{e} c}{Z_{e} e} \frac{\partial}{\partial t} \left( n_{m} m_{R} R^{2} (\hat{\psi} \cdot \hat{\xi})^{2} \right) \right].
\]
By identifying the time derivative of \( c (\partial \phi / \partial \psi) \) with the time derivative of \( \Omega_{R} \), we can identify
\[ \Pi_{\text{lw}}^{\text{OW}} \approx -\frac{m_e}{2\pi} \frac{\partial}{\partial t} (n_i m_i R_i^2 \langle \nabla \cdot \mathbf{\Omega}_i \rangle^2) \]  
(288)

with a piece of the momentum flux. Here the time derivative of \( n_i m_i R_i^2 \langle \nabla \cdot \mathbf{\Omega}_i \rangle^2 \) can be due to turbulence, collisional energy exchange between ions and electrons, or energy injection. This is not meant to be a rigorous derivation, but just a physical picture to indicate how finite orbit widths affect momentum transport. Note that expressions (263)–(265) are more complicated than (288). The more complex formulas (263)–(265) are the result of being more careful with the derivation and taking into account that \( \Omega_i \) is not only \(-c (\partial f_0 / \partial \psi)\).

10. Conclusions

We have obtained the equations for the evolution of intrinsic rotation in conventional tokamaks by exploiting the smallness of the poloidal magnetic field with respect to the total magnetic field, \( B_p/B \ll 1 \). The momentum redistribution that leads to intrinsic rotation is most difficult to calculate in an up–down symmetric tokamak, in which the momentum flux is zero to lowest order in \( \rho \), due to a symmetry of the turbulent fluctuations. In this case, the turbulent momentum flux, and consequently the distribution function and the electrostatic potential, are needed to a higher order in \( \rho \) than is usual in gyrokinetics. The full higher order equations are difficult to implement in a code, and have been attempted before in [32, 33], but in these articles, the turbulence was assumed to have characteristic perpendicular lengths of the order of the ion gyroradius. In this article, we have allowed turbulence with characteristic lengths of the order of the poloidal gyroradius, that is, with perpendicular wavelengths of the order of \((B/B_p)\rho_i\). The final higher order equations are given in section 8. In [32, 33], for gyroradius scale turbulence, we found that the momentum flux was mostly driven by the effect of the neoclassical corrections on the turbulence, and by finite orbit widths. This conclusion is confirmed here, but in addition, we find that for poloidal gyroradius scale turbulence, we have some new intrinsic rotation drives: the slow variation of the turbulence characteristics, and turbulent acceleration. These effects must be retained for ion poloidal gyroradius turbulence. In section 9, all these drives are discussed in detail.

The equations of section 8 are written for flux tube simulations. Unlike previous flux tube gyrokinetic equations, they capture the effect of the slow radial variation of the density and temperature gradients. This effect is contained in the second order piece \( \Pi_{\text{lw}}^{\text{OW}} \) that depends on the slow radial derivatives \( \partial f_1^{\text{th}} / \partial \psi \) and \( \partial f_1^{\text{th}} / \partial \psi \). These derivatives can be calculated by integrating equations (251) and (252).

Acknowledgments

The authors would like to thank Peter J Catto, Ivan Calvo, Jungpyo Lee, Greg Hammett and John Krommes for many helpful discussions. This work has been carried out within the framework of the EUROfusion Consortium and has received funding from the European Union’s Horizon 2020 research and innovation programme under grant agreement number 633053. The views and opinions expressed herein do not necessarily reflect those of the European Commission. This research was supported in part by the RCUK Energy Programme (grant number EP/1501045) and by US Department of Energy Grant No. DE-SC008435.

Appendix A. Calculation of \( \bar{\mathbf{f}} \) and \( \bar{\Phi} \)

We can evaluate part of \( \bar{\mathbf{f}} \), defined in (62), by Taylor expanding the long wavelength pieces of \( \phi \) in \( \mathbf{R} \) to find

\[
\phi_{1w}(\mathbf{R}, t) = \phi_0(\mathbf{R}, t) + \phi_{1w}(\mathbf{R}, t) + \rho \cdot \nabla R \phi_0(\mathbf{R}, t) + \phi_{2w}(\mathbf{R}, t) + \rho \cdot \nabla R \phi_{1w}(\mathbf{R}, t) + \frac{1}{2} \rho \rho : \nabla R \nabla R \phi_0(\mathbf{R}, t) + O \left( \rho_0^2 \frac{T_e}{e} \right) .
\]

(A.1)

Then, it is clear that \( \bar{\phi}_{1w} = (2\pi)^{-1} \int_{0}^{2\pi} d\psi \phi_{1w} \) gives (65) with

\[
\bar{\phi}_{1w}^2 = \frac{\mu B}{2\Omega_i^2} (\mathbf{r} \cdot \mathbf{b} ; ) : \nabla R \nabla R \phi_0 \phi_0 (\mathbf{R}, t) + O \left( \rho_0^2 \frac{T_e}{e} \right) .
\]

(A.2)

where we have used \( \langle \rho \rho \rangle = (\mu B / \Omega_i^2) (\mathbf{r} \cdot \mathbf{b} ; ) \). Note that the arguments of the functions \( \phi_0, \phi_{1w} \) and \( \phi_{2w} \) are given by \( \phi_{0,1w,2w} = \phi_{0,1w,2w}(\mathbf{R}, t) \) and \( \phi_{1w} = \phi_{1w}(\mathbf{R}, t) \).

Similarly, we can Taylor expand \( \phi_{1w,2w} \) in (42) to find

\[
\phi_{1w,2w} = \sum_{k_x,k_y} \left( \frac{1}{2} \phi_{1w} + i \frac{1}{2} \frac{1}{2} \rho \rho : \nabla R \nabla R \phi_0 + \rho \cdot \nabla R \phi_0 \right) \times \exp \left( i k_x \psi(R) + i k_y \alpha(R) \right) + O \left( \rho_0^2 \frac{T_e}{e} \right) ,
\]

(A.3)

where the arguments of the functions \( \phi_{1w} \) and \( \phi_{2w} \) are given by \( \phi_{1w} = \phi_{1w}(k_x, k_y, \psi(R), \theta(R), t) \) and \( \phi_{2w} = \phi_{2w}(k_x, k_y, \psi(R), \theta(R), t) \). The gradients \( \nabla R \phi_0 \) and \( \nabla R \phi_i \) indicate derivatives with respect to the slow variables \( \psi(R) \) and \( \theta(R) \). According to (A.3), \( \bar{\phi}_{1w} = (2\pi)^{-1} \int_{0}^{2\pi} d\psi \phi_{1w} \) is given by (66) with

\[
\bar{\phi}_{1w} = \frac{J_0(\lambda_i)}{\lambda_i} \phi_{1w} + \frac{2 J_1(\lambda_i)}{\lambda_i} \frac{i \mu B}{2 \Omega_i^2} (\mathbf{r} \cdot \mathbf{b} ; ) : \nabla R \nabla R \phi_0 - G(\lambda_i) \frac{i k_x B}{4 \Omega_i^2} k_y \cdot \nabla R \nabla R \phi_0 + \frac{2 J_1(\lambda_i)}{\lambda_i} \frac{i \mu B}{2 \Omega_i^2} k_y \cdot \nabla R \phi_{1w} ,
\]

(A.4)

where

\[
G(\lambda_i) = \frac{8 J_1(\lambda_i) - 4 \lambda_i J_0(\lambda_i) - J_2(\lambda_i)}{\lambda_i^3}
\]

(A.5)

is defined such that \( G \to 1 \) for \( \lambda_i \to 0 \), and \( \lambda_i \) is defined in (69). Here we have used

\[
\frac{1}{2\pi} \int_{0}^{2\pi} d\psi \exp \left( i k_x \rho \right) = J_0(\lambda_i) ,
\]

(A.6)
\[
\frac{1}{2\pi} \int_0^{2\pi} d\varphi \, \rho \exp(i k_t \cdot \rho) = \frac{2|I(\lambda_i)| k_i \mu B}{\Omega_i} \frac{2\lambda_i \Omega_i}{\varphi_0} \exp\left(\frac{i k_i \varphi}{\Omega_i} \right) \quad (A.7)
\]

and

\[
\frac{1}{2\pi} \int_0^{2\pi} d\varphi \, \rho \rho \exp(i k_t \cdot \rho) = \frac{2|I(\lambda_i)| \mu B}{\Omega_i} \left(\frac{1}{\lambda_i} \nabla \cdot \hat{\mathbf{b}} - G(\lambda_i) \frac{\mu^2 B^2}{2\Omega_i^2} k_t k_i \right). \quad (A.8)
\]

The function \(\tilde{\phi}_{lw}\) will be needed in \(\{r, v\}\) coordinates. We Taylor expand (65) around \(r\) and \(\mu_0\), and we subtract the result from \(\phi_{lw}\) to find

\[
\tilde{\phi}_{lw}(r, v, t) = \phi_{lw} - \tilde{\phi}_{lw} = \frac{1}{\Omega_i} (\mathbf{v} \times \hat{\mathbf{b}}) \cdot \nabla \phi_0 - \frac{1}{\Omega_i} (\mathbf{v} \times \hat{\mathbf{b}}) \cdot \nabla \phi_{lw} - \frac{1}{2\Omega_i^2} \left[ (\mathbf{v} \times \hat{\mathbf{b}})(\mathbf{v} \times \hat{\mathbf{b}}) + \frac{v^2}{2} (\mathbf{I} \cdot \hat{\mathbf{b}}) \right] \cdot \nabla \phi_0 - \mathbf{R}_2 \cdot \nabla \phi_0 + O\left(\frac{r^2 T_e}{e}\right), \quad (A.9)
\]

where the arguments of the functions \(\phi_0\), \(\phi_{lw}\) and \(\phi_{lw}^{\phi}\) are given by \(\phi_0 = \phi_0(r, t)\), \(\phi_{lw} = \phi_{lw}(r, t)\) and \(\phi_{lw}^{\phi} = \phi_{lw}^{\phi}(r, t)\).

We need \(\tilde{\phi}_{lw}^{\phi}\) in \(\{r, v\}\) coordinates as well. We Taylor expand (66) around \(r\) and \(\mu_0\), and then we subtract the result from \(\phi_{lw}^{\phi}\) to find

\[
\tilde{\phi}_{lw}^{\phi}(r, v, t) = \phi_{lw}^{\phi} - \tilde{\phi}_{lw}^{\phi} = \sum_{k_x, k_y} \left\{ \left(1 - J_0(\lambda_i) \right) \exp\left(\frac{i k_t \cdot (\mathbf{v} \times \hat{\mathbf{b}})}{\Omega_i} \right) \left( \phi_{lw}^{\phi} + \phi_{lw}^{\phi} \right) \right. \left. + \left(\frac{v^2}{\Omega_i^2} \mathbf{v} \cdot \nabla \phi_0 + \frac{1}{2\Omega_i^2} \mathbf{v} \cdot \nabla \phi_{lw}^{\phi} - \frac{J_0(\lambda_i)}{\Omega_i} \mathbf{v} \cdot \phi_{lw}^{\phi} - \frac{2J_0(\lambda_i)}{\Omega_i} \frac{iv^2}{4\Omega_i^2} \mathbf{v} \cdot \phi_{lw}^{\phi} + \frac{G(\lambda_i)}{16\Omega_i^2} k_i \cdot \nabla k_t \phi_{lw}^{\phi} \right. \right. \left. + \frac{2J_0(\lambda_i)}{\Omega_i} \frac{iv^2}{4\Omega_i^2} k_i \cdot \nabla \phi_{lw}^{\phi} \right\} \exp\left(\frac{i k_t \cdot (\mathbf{v} \times \hat{\mathbf{b}})}{\Omega_i} \right) \exp(i k_t \mu B(r) \mathbf{v} \cdot \phi_{lw}^{\phi} + i k_t \alpha(r) \phi_{lw}^{\phi} + O\left(\frac{r^2 T_e}{e}\right), \quad (A.10)
\]

where we have Taylor expanded \(\Lambda_i(\mathbf{R}, \mu)\) around \(r\) and \(\mu_0\) to obtain

\[
J_0(\lambda_i) \approx J_0(\lambda_i) - J_1(\lambda_i) \left(\frac{v}{\Omega_i} \mathbf{v} \times \hat{\mathbf{b}} \cdot \nabla \lambda_i(\mathbf{R}, \mu_0) \right) + \mu_i \frac{\partial \lambda_i}{\partial \mu_0}(\mathbf{R}, \mu_0) \right) = J_0(\lambda_i) \right)
\]

\[
- J_1(\lambda_i) \left(\frac{v}{\Omega_i} \mathbf{v} \times \hat{\mathbf{b}} \cdot \nabla \left(\frac{k_t}{\sqrt{\Omega_i^2}} + \frac{k_t \mu B}{Z_e e v_{\perp}} \right) \right). \quad (A.11)
\]

The arguments of the functions \(\phi_{lw}^{\phi}\) and \(\phi_{lw}^{\phi}\) are given by \(\phi_{lw}^{\phi} = \phi_{lw}^{\phi}(k_y, k_x, \psi(r), \theta(r), t)\) and \(\phi_{lw}^{\phi} = \phi_{lw}^{\phi}(k_y, k_x, \psi(r), \theta(r), t)\).

From (A.9) and (A.10), we can deduce the long wavelength and short wavelength components of \(\tilde{\phi}\),

\[
\tilde{\phi} = [\tilde{\phi}_{lw}] + [\tilde{\phi}_{lw}^{\phi}], \quad (A.12)
\]

The long wavelength component of \(\tilde{\phi}\) does not coincide with \(\tilde{\phi}_{lw}\) because \(R_z\) and \(\mu_1\) depend on the electrostatic potential and hence have turbulent components. We find that the long wavelength piece is

\[
[\tilde{\phi}_{lw}] = [\phi_{lw}^{\phi} + \phi_{lw}^{\phi}], \quad (A.13)
\]

with

\[
[\tilde{\phi}_{lw}] = -\frac{1}{\Omega_i} (\mathbf{v} \times \hat{\mathbf{b}}) \cdot \nabla \phi_0 \quad (A.14)
\]

and

\[
[\tilde{\phi}_{lw}^{\phi}] = -\frac{1}{2\Omega_i^2} \left[ (\mathbf{v} \times \hat{\mathbf{b}})(\mathbf{v} \times \hat{\mathbf{b}}) + \frac{v^2}{2} (\mathbf{I} \cdot \hat{\mathbf{b}}) \right] \cdot \nabla \phi_0 - \mathbf{R}_2 \cdot \nabla \phi_0 + \sum_{k_x, k_y} \left[ \frac{k_t \mu B (\lambda_i)}{Z_e e v_{\perp}} \phi_{lw}^{\phi} \right] \phi_{lw}^{\phi}, \quad (A.15)
\]

Here \(\mathbf{R}_2^{\phi}\) is the long wavelength piece of \(\mathbf{R}_2\), and \(\mu_1^{\phi}\) and \(\mu_2^{\phi}\) are the Fourier coefficients of the turbulent pieces of \(\mu_1\) and \(\mu_2\).

The function \(\tilde{\phi}(r, v, t)\) also has short wavelength components,

\[
\tilde{\phi} = \sum_{k_x, k_y} \left[ (\tilde{\phi}_{lw}^{\phi}) + (\tilde{\phi}_{lw}^{\phi}) \right] \exp(\frac{i k_t \psi(r) + i k_t \alpha(r)}{\Omega_i} \phi_{lw}^{\phi} + i k_t \alpha(r)), \quad (A.16)
\]

with

\[
\tilde{\phi} = \left(1 - J_0(\lambda_i) \exp\left(\frac{i k_t \cdot (\mathbf{v} \times \hat{\mathbf{b}})}{\Omega_i} \right) \right) \phi_{lw}^{\phi}, \quad (A.17)
\]
\[
[\tilde{\phi}]_1^{\text{ub}} = \left(1 - J_0(\lambda_0)\right) \exp \left(\frac{ik_v \cdot (v \times \hat{b})}{\Omega_v}\right) \tilde{\phi}_2^{\text{ub}} - \frac{R_{\text{ub}}}{\Omega_v} \cdot \nabla \phi_0
\]

\[
+ \left[\frac{v_y \sqrt{B}}{\Omega_v} (v \times \hat{b}) \cdot \nabla \left(\frac{k_0 m c \mu_0}{Z e v_1}\right) J_0(\lambda_0) \tilde{\phi}_1^{\text{ub}}\right]
\]

\[
- i R_{\text{ub}} \left(\begin{array}{c}
\frac{1}{2\Omega_v} (v \times \hat{b}) \cdot \nabla \tilde{\phi}_1^{\text{ub}} + \frac{1}{\Omega_v} (v \times \hat{b}) \cdot \nabla \tilde{\phi}_1^{\text{ub}} + i \frac{\Omega_v}{2} \frac{d \tilde{\phi}_1^{\text{ub}}}{d \mu_0} + \frac{\Omega_v}{2} \frac{d \tilde{\phi}_1^{\text{ub}}}{d \mu_0} \end{array}\right)
\]

\[
\times \exp \left(\frac{ik_v \cdot (v \times \hat{b})}{\Omega_v}\right) \left(\begin{array}{c}
O(\gamma^2) \left(\begin{array}{c}
\phi_v \cdot (v \times \hat{b}) \\
\phi_0
\end{array}\right)
\end{array}\right)
\]

where the prime ‘ indicates that the term depends on \(k_v'\) and \(k_\theta'\), and the double prime ‘’ that it depends on \(k_v'' = k_\theta - k_v'\) and \(k_\theta'' = k_\theta - k_v'\). Here \(\mu_1^{\text{lw}}\) is the long wavelength piece of \(\mu_1\).

**Appendix B. Distribution functions written in \(\{r, v\}\) variables**

To express the distribution functions as functions of \(\{r, v\}\), we Taylor expand them around \(r, v\), \(\mu_0\) and \(\phi_0\). We find

\[
f^{\text{lw}} = f_{\text{M1}} + f_{\text{M2}} + \frac{1}{\Omega_v} (v \times \hat{b}) \cdot \nabla f_{\text{M1}} + u_i \frac{\partial f_{\text{M1}}}{\partial \mu_0}
\]

\[
+ i \frac{\Omega_v}{2} \frac{d f_{\text{M1}}}{d \mu_0} + \frac{1}{2\Omega_v^2} (v \times \hat{b}) \cdot (v \times \hat{b}) \cdot \nabla f_{\text{M1}}
\]

\[
\times \exp \left(\frac{ik_v \cdot (v \times \hat{b})}{\Omega_v}\right) \left(\begin{array}{c}
O(\gamma^2) \left(\begin{array}{c}
\phi_v \cdot (v \times \hat{b}) \\
\phi_0
\end{array}\right)
\end{array}\right)
\]

where \(f_{\text{M1}}^{\text{ub}}\) and \(f_{\text{M2}}^{\text{ub}}\) are given by \(f_{\text{M1}}\) and \(f_{\text{M2}}\) in (A.13) and (A.16) to write \(f_{\text{M1}}^{\text{ub}}\) explicitly. To write \(f_{\text{M1}}^{\text{ub}}\) and \(f_{\text{M2}}^{\text{ub}}\) in a compact form, we have defined the functions

\[
\Delta f_{\text{M1}}^{\text{ub}} = \frac{Z e f_{\text{M1}}}{\Omega_v} \left[\frac{1}{\Omega_v} (v \times \hat{b}) \cdot \nabla \phi_0 + \frac{1}{2\Omega_v^2} (v \times \hat{b}) \cdot (v \times \hat{b}) \cdot \nabla f_{\text{M1}}
\]

\[
+ \frac{1}{2\Omega_v^2} (v \times \hat{b}) \cdot (v \times \hat{b}) \cdot \nabla f_{\text{M1}} + \frac{1}{\Omega_v} (v \times \hat{b}) \cdot \nabla f_{\text{M1}}
\]

\[
+ \frac{1}{\Omega_v} (v \times \hat{b}) \cdot \nabla f_{\text{M1}} + \frac{1}{\Omega_v} (v \times \hat{b}) \cdot \nabla f_{\text{M1}}
\]

\[
\times \exp \left(\frac{ik_v \cdot (v \times \hat{b})}{\Omega_v}\right) \left(\begin{array}{c}
O(\gamma^2) \left(\begin{array}{c}
\phi_v \cdot (v \times \hat{b}) \\
\phi_0
\end{array}\right)
\end{array}\right)
\]

and

\[
f^{\text{ub}} = \sum_{k_y k_\theta} \left(f^{\text{ub}}_{\text{ub}} + f^{\text{ub}}_{\text{ub}}\right)
\]

\[
+ i \frac{\Omega_v}{2} \frac{d f^{\text{ub}}_{\text{ub}}}{d \mu_0} + \frac{1}{2\Omega_v^2} (v \times \hat{b}) \cdot (v \times \hat{b}) \cdot \nabla f^{\text{ub}}_{\text{ub}}
\]

\[
\times \exp \left(\frac{ik_v \cdot (v \times \hat{b})}{\Omega_v}\right) \left(\begin{array}{c}
O(\gamma^2) \left(\begin{array}{c}
\phi_v \cdot (v \times \hat{b}) \\
\phi_0
\end{array}\right)
\end{array}\right)
\]

where the arguments of the functions \(f_{\text{M1}}, f_{\text{M2}}, f_{\text{M3}},\) and \(f^{\text{ub}}_{\text{ub}}\) are given by \(f_{\text{M1}}\) and \(f^{\text{ub}}_{\text{ub}}\).
where we have used that $\mathbf{R}$ is an antisymmetric tensor. The term $\frac{\partial}{\partial \gamma_0} \mathbf{R}^{\mathbf{k}}$ indicates that the term depends on $k'_\alpha$ and $k''_\alpha$, and the double prime ‘''’ that it depends on $k'_\alpha = k''_\alpha = k''_\alpha = k''_\alpha$. For the third and fourth terms on the right side of (C.5) we have used that $\mathbf{R} \times \mathbf{R} = \nabla \mathbf{R}$ and that $\mathbf{R} \times \mathbf{R} = \nabla \mathbf{R}$ is an antisymmetric tensor. The term on the left side of (C.1) comes from integrating by parts $(\partial^2 \mathbf{V} / \partial x_i \partial x_j) \mathbf{R}^i \mathbf{V} \cdot \mathbf{R}^j \mathbf{V} \cdot \nabla f_\alpha$. Flux surface averaging (C.1) (see (12)), summing over species and coarse grain averaging, we find a new expression for $\Pi$,

$$
\Pi = \frac{1}{\gamma_0} \left\langle \left( \sum_i \mathbf{R}^i \mathbf{V} \cdot \mathbf{R}^j \mathbf{V} \cdot \nabla f_\alpha \right) \right\rangle_T + \frac{1}{\gamma_0} \left\langle \left( \sum_i \mathbf{R}^i \mathbf{V} \cdot \mathbf{R}^j \mathbf{V} \cdot \nabla f_\alpha \right) \right\rangle_T
$$

We apply the ordering assumptions in section 3 to (C.2). Here we assume that $R \sim a$ and $B \sim B_0$. The expansion in $B_0 / B \ll 1$ is treated as a subsidiary expansion in sections 7 and 8. From (35), (38), (48) and (50), we find that

$$
c \frac{\partial \phi_{\alpha}}{\partial \gamma_0} = c R^\alpha_0 \mathbf{V} \cdot \mathbf{R}^\alpha \mathbf{V} \cdot \nabla f_{\alpha} \approx -\frac{c}{B} \mathbf{V} \times \mathbf{R}^\alpha \mathbf{V} \cdot \nabla f_{\alpha} \approx \mathbf{R}^\alpha \mathbf{V} \cdot \nabla f_{\alpha} \sim \mathbf{V} \cdot \nabla f_{\alpha} \sim \rho_{\alpha} \nabla \mathbf{V} \cdot \nabla f_{\alpha},
$$

where we have neglected $\mathbf{R} \cdot \mathbf{V} \cdot \nabla f_{\alpha}$ because of (50), and we have used (157). To simplify the terms with collision operators, we use that $f_\alpha$ is to lowest order a Maxwellian with a temperature consistent with the rest of the species and its mass (see (25) and (29) and the discussion around them), and that we have ordered the collision frequencies according to (27) and (28), giving

$$
\left\langle C_{s\alpha} \left[ f_{\alpha} \cdot f_{\alpha} \right] \right\rangle_T = C_{s\alpha}^{(0)} \left[ f_{\alpha}^{(0)} \cdot f_{\alpha}^{(0)} \right] + C_{s\alpha}^{(1)} \left[ f_{\alpha}^{(1)} \cdot f_{\alpha}^{(1)} \right] + C_{s\alpha} \left[ f_{\alpha}^{(0)} \cdot \left[ f_{\alpha}^{(0)} \cdot f_{\alpha}^{(0)} \right] \right] + O \left( \frac{\gamma_0}{\gamma_0} \right)
$$

for $s' = e$. The pieces of the distribution function $[f_{\alpha}^{(0)} \cdot f_{\alpha}^{(0)}]$ and $[f_{\alpha}^{(0)} \cdot f_{\alpha}^{(0)}]$ are defined in (95), (96) and (100). The ion-electron and impurity-electron collision operators are an exception to (C.4) due to our assumption (30). Following appendix D, the ion-electron and impurity-electron collision operators simplify to (145). Finally, after coarse grain averaging, the time derivatives are of order of the inverse of the transport time scale, giving

$$
\frac{\partial}{\partial \gamma_0} \approx \frac{1}{\gamma_0} \sim \rho_{\alpha} \frac{\gamma_0}{\gamma_0}
$$

Then, to find the contribution of the first term of the right side of (C.2) to order $\rho_{\alpha}^{2} \rho_{\alpha} \nabla \mathbf{V} \cdot \nabla f_{\alpha}$, it is sufficient to use the Maxwellian, $f_\alpha \approx f_{\alpha0}$. For the third and fourth terms on the right side of (C.2), we need the distribution functions to second order. With these considerations, we obtain
\[
\Pi = \Pi_{\text{star}} \frac{d}{dt} \left( \sum_{s=\pm} \langle R^2 \rangle_{m_c} m_c c \right) + \frac{1}{V} \frac{\partial}{\partial \phi} \left[ V' \left( \sum_{s=\pm} \frac{R^2 m_c^2}{2Z_e} \int d^3v f_s \left( \mathbf{v} \cdot \mathbf{\xi} \right)^2 \left( \mathbf{v} \cdot \nabla \phi \right) \right) \right] \\
- \sum_{s=\pm} \sum_{k=\pm} \sum_{\mathbf{k} \neq \mathbf{k}_s} \left( R^2 m_c^2 \int d^3v C^0_{\mathbf{k}} \left[ f_s \left[ f_s \right] \right] \left( \mathbf{v} \cdot \mathbf{\xi} \right)^2 \right) \\
- \sum_{s=\pm} \sum_{k=\pm} \sum_{\mathbf{k} \neq \mathbf{k}_s} \left( R^2 m_c^2 \int d^3v C^0_{\mathbf{k}} \left[ f_s \left[ f_s \right] \right] \left( \mathbf{v} \cdot \mathbf{\xi} \right)^2 \right) \\
- \sum_{s=\pm} \sum_{k=\pm} \sum_{\mathbf{k} \neq \mathbf{k}_s} \left( R^2 m_c^2 \int d^3v C_{\mathbf{k}} \left[ f_s \left[ f_s \right] \right] \left( \mathbf{v} \cdot \mathbf{\xi} \right)^2 \right) \\
- \sum_{s=\pm} \sum_{k=\pm} \sum_{\mathbf{k} \neq \mathbf{k}_s} \left( R^2 m_c^2 \int d^3v C_{\mathbf{k}} \left[ f_s \left[ f_s \right] \right] \left( \mathbf{v} \cdot \mathbf{\xi} \right)^2 \right) \\
- \sum_{s=\pm} \left( \frac{R^2 m_c^2}{Z_e} n_{\mathbf{\xi}_s} (T_s - T) - \sum_{s=\pm} \frac{R^2 m_c^2}{2Z_e} \int d^3v Q_s \left( \mathbf{v} \cdot \mathbf{\xi} \right)^2 \right) .
\]

where we have used (145) to write
\[
\int d^3v C_{\mathbf{k}} \left[ f_s \left[ f_s \right] \right] \left( \mathbf{v} \cdot \mathbf{\xi} \right)^2 \approx 2 n_{\mathbf{\xi}_s} (T_s - T) / m_e^2 \text{ for } s \neq e,
\]
and we have dropped many of the terms having to do with electrons because \( \sqrt{n_e / m_e} \ll 1 \) (recall (75) and (78)). The piece \( \Pi_{\text{star}} \) is defined in (103).

The third term on the right side of (C.6) can be written in a more convenient form employing another moment of equation (1). Multiplying equation (1) by \( \left( m_e c^2 / 24 Z_e^2 \right) R^0 \left( \mathbf{\xi} \right)^3 \), integrating over velocity space, flux surface averaging, coarse grain averaging and summing over species, we find
\[
\left\langle \sum_s \frac{R^2 m_c^2}{2Z_e} \int d^3v f_s \left( \mathbf{v} \cdot \mathbf{\xi} \right)^2 \left( \mathbf{v} \cdot \nabla \phi \right) \right\rangle_{\tau} = \frac{1}{V} \frac{\partial}{\partial \phi} \left[ V' \left\langle \sum_s \frac{R^2 m_c^2}{2Z_e} \int d^3v f_s \left( \mathbf{v} \cdot \mathbf{\xi} \right)^2 \left( \mathbf{v} \cdot \nabla \phi \right) \right\rangle_{\tau} \right] \\
+ \frac{1}{V} \frac{\partial}{\partial \phi} \left[ V' \left\langle \sum_s \frac{R^2 m_c^2}{2Z_e} \int d^3v f_s \left( \mathbf{v} \cdot \mathbf{\xi} \right)^2 \left( \mathbf{v} \cdot \nabla \phi \right) \right\rangle_{\tau} \right] \\
+ \sum_s \frac{R^2 m_c^2}{2Z_e} \frac{\partial}{\partial \phi} \left\langle \sum_s \frac{R^2 m_c^2}{2Z_e} \int d^3v f_s \left( \mathbf{v} \cdot \mathbf{\xi} \right)^2 \left( \mathbf{v} \cdot \nabla \phi \right) \right\rangle_{\tau} \\
- \sum_s \frac{R^2 m_c^2}{2Z_e} \int d^3v C_{\mathbf{k}} \left[ f_s \left[ f_s \right] \right] \left( \mathbf{v} \cdot \mathbf{\xi} \right)^3 \\
- \sum_s \frac{R^2 m_c^2}{2Z_e} \int d^3v Q_s \left( \mathbf{v} \cdot \mathbf{\xi} \right)^3 .
\]

Using (C.6) and (31), we see that the first and fifth terms on the right side of (C.7) are negligible. Finally, using (C.3), (C.4) and (145), we find that only first order corrections are needed to find the third and fourth terms up to order \( \rho_s^2 pa R |V \phi|^2 \). Then,
\[
\left\langle \sum_s \frac{R^2 m_c^2}{2Z_e} \int d^3v f_s \left( \mathbf{v} \cdot \mathbf{\xi} \right)^2 \left( \mathbf{v} \cdot \nabla \phi \right) \right\rangle_{\tau} = \left\langle \sum_s \frac{R^2 m_c^2}{2Z_e} \int d^3v C_{\mathbf{k}} \left[ f_s \left[ f_s \right] \right] \left( \mathbf{v} \cdot \mathbf{\xi} \right)^3 \right\rangle_{\tau} .
\]

Here we have also neglected the second term on the right side of (C.7) because it is negligible compared to \( \rho_s^2 pa R |V \phi|^2 \), the size needed for the left side of (C.7) to give a contribution comparable to the other terms in (C.6). Indeed, multiplying (1) by \( \left( m_e c^2 / 24 Z_e^2 \right) R^0 \left( \mathbf{\xi} \right)^3 \), integrating over velocity space, flux surface averaging, coarse grain averaging and summing over species, we find
\[
\left\langle \sum_s \frac{R^2 m_c^2}{2Z_e} \int d^3v f_s \left( \mathbf{v} \cdot \mathbf{\xi} \right)^3 \left( \mathbf{v} \cdot \nabla \phi \right) \right\rangle_{\tau} = \frac{1}{V} \frac{\partial}{\partial \phi} \left[ V' \left\langle \sum_s \frac{R^2 m_c^2}{24 Z_e^2} \int d^3v f_s \left( \mathbf{v} \cdot \mathbf{\xi} \right)^4 \left( \mathbf{v} \cdot \nabla \phi \right) \right\rangle_{\tau} \right] \\
+ \sum_s \frac{R^2 m_c^2}{24 Z_e^2} \int d^3v C_{\mathbf{k}} \left[ f_s \left[ f_s \right] \right] \left( \mathbf{v} \cdot \mathbf{\xi} \right)^3 \\
- \sum_s \frac{R^2 m_c^2}{24 Z_e^2} \int d^3v Q_s \left( \mathbf{v} \cdot \mathbf{\xi} \right)^3 .
\]

Using (C.5) and (31), we see that the first and fifth terms on the right side of (C.7) are negligible. Using (C.3), (C.4) and (145), we find that the third and fourth terms are also negligible. The second term in (C.9) vanishes to lowest order because \( f_s \approx f_{M_s} \) is sufficient to evaluate this term to order \( \rho_s^2 pa R |V \phi|^2 \).

Substituting (C.8) into (C.6), we finally obtain (102).

**Appendix D. Ion-electron and impurity-electron collision operators**

In this appendix, we simplify the operator for collisions between species \( s \) and electrons,
\[
C_{\mathbf{k}} \left[ f_s \left[ f_s \right] \right] = \frac{v_{rel}}{m_s} \left[ \int d^3v \left[ \nabla_n \cdot \mathbf{v} \right] w \left( \frac{f_s (\mathbf{v})}{m_s} \right) \nabla_n f_s (\mathbf{v}) \right] \\
- \frac{f_s (\mathbf{v})}{m_e} \nabla_n f_s (\mathbf{v}) .
\]
using assumptions (30), (75) and (78). We expand (D.1) to first order in $\sqrt{m_e/m_i}$. Since $v' \sim v_{te} \gg v \sim v_{ts}$,

$$
\nu_v \nu_v w = \nu_v \nu_v v' - v \nu_v \nu_v v' + O \left( \frac{m_e}{m_i} \frac{1}{v_{te}} \right).
$$

(D.2)

Using this result, $f_e \approx f_{Me}$ and the notation $g_s = f_s - f_{Ms}$, equation (D.1) simplifies to

$$
C_v[f_e, f_s] \approx \frac{\gamma_e}{m_e} \nu_v \left[ \int d^3\nu \nu_v v' \left( \frac{f_{Me} (\nu)}{m_e} \right) \nu_v f_{Me} (\nu) 
- \frac{f_{Me} (\nu)}{m_e} \nu_v g_s (\nu) \right] + \int d^3\nu \nu_v v' \nu_v f_{Me} (\nu', v') \nu_v g_s (\nu),
$$

(D.3)

where we have already employed

$$
\nabla_v f_{Me} (\nu) = \frac{-m_v^2 v}{T_e} f_{Me} (\nu)
$$

(D.4)

and

$$
v' \cdot \nabla_v \nu_v v' = 0.
$$

(D.5)

to cancel one term. Using (D.4) and

$$
v' \cdot \nabla_v \nu_v \nu_v v' = \nu_v (v' \cdot \nabla_v \nu_v v') - \nu_v v' \nu_v v' = -\nu_v \nu_v v',
$$

(D.6)

and integrating by parts the term that contains $g_s$, we obtain

$$
C_v[f_e, f_s] \approx \frac{\gamma_e}{m_e} \nu_v \left[ \frac{1}{T_e} - \frac{1}{T_i} \right] v' \int d^3\nu \nu_v v' f_{Me} (\nu')
+ \frac{f_{Me} (\nu)}{m_e} \int d^3\nu \nu_v v' g_s (\nu').
$$

(D.7)

Using

$$
\nu_v \nu_v^2 v' = -\frac{2v'}{(v')^3}
$$

(D.8)

and

$$
\int d^3\nu \nu_v v' f_{Me} (\nu') = (2\sqrt{2}/3 \sqrt{\pi}) n_e \sqrt{m_e/T_e} \bar{I},
$$

we find

$$
C_v[f_e, f_s] \approx \frac{n_e n_m n_i m_e}{m_i} \left( \frac{T_e}{T_i} - 1 \right) \frac{m_v^2}{T_i} - 3
+ \frac{2\gamma_e}{m_e T_e} v' \int d^3\nu g_s (\nu') \left( \frac{v'}{(v')^3} \right) f_{Me}. \tag{D.9}
$$

According to (78), (97) and (98), the largest pieces of $g_s = f_s - f_{Ms}$ that are either odd in the parallel velocity or are gyrophase dependent are of order $(\rho \sin \alpha) f_{Ms}$. Then, the last term in (D.9) is of order $\nu_v (m_e/m_i) \rho f_{Ms}$, being much smaller than the first, of order $\nu_v (m_e/m_i) f_{Ms}$. By neglecting the second term, we finally obtain (145).

Note that the pieces of $C_v$ given in (145) are of order $\nu_v (m_e/m_i) f_{Me} \sim f_{Ms}/n_e \sim \rho^2 f_{Ms} v_e/L$ (recall (29)), and hence we need not keep higher order terms.

**Appendix E. Electron-ion and electron-impurity collision operators**

In this appendix, we simplify the operator for collisions between electrons and species $s$.

$$
C_v[f_e, f_s] = \frac{\gamma_e}{m_e} \nu_v \left[ \int d^3\nu \nu_v w \left( \frac{f_e (\nu)}{m_e} \right) \nu_v f_s (\nu) - \frac{f_s (\nu)}{m_e} \nu_v f_e (\nu') \right] \tag{1.1}
$$

Defining $g_s = f_s - f_{Ms}$ and $g_t = f_t - f_{Ms}$, we find that

$$
C_v[f_e, f_s] = C_{et}[f_{Me}, f_{Ms}] + C_{es}[g_s, g_t] + C_{es}[g_s, g_s], \tag{E.2}
$$

where

$$
C_{et}[g_i, g_s] = C_{et}[g_s, f_{Ms}] + C_{et}[f_{Ms}, g_i]
= \frac{\gamma_e}{m_e} \nu_e \left[ \int d^3\nu \nu_e w \left( \frac{f_{Me} (\nu)}{m_e} \right) \nu_e g_s (\nu) - \frac{v}{T_e} f_{Ms} (\nu) \nu_e g_s (\nu) \right]
+ \frac{v}{T_e} f_{Ms} (\nu) \left( \frac{v}{T_e} g_s (\nu') \nu'_e (v') \right) \tag{E.3}
$$

To obtain (E.3) we have used (D.4). The linearized collision operator $C_{et}[g_i, g_s]$ cannot be obtained from the general formula (106) for the linearized collision operator between species $s$ and $s'$ because to deduce (106) we assumed that $T_s = T_{se}$. We proceed to simplify each one of the terms in (E.2) independently.

The collision operator applied on the Maxwellians can be simplified by realizing that $v \sim v_{te} \gg v' \sim v_{ts}$. Then,

$$
\nu_v \nu_v w = \nu_v \nu_v v - v' \nu_v \nu_v v + \frac{1}{2} v' v' \nu_v \nu_v v + O \left( \frac{m_v}{m_i} \right)^{3/2} \frac{1}{v_{te}}, \tag{E.4}
$$

Using this result, we find

$$
C_v[f_{Ms}, f_{Ms}] \approx \frac{\gamma_e}{m_e} \nu_v \int d^3\nu f_{Ms} (\nu) \left( -\frac{1}{2T_e} v' v' + \nu_v \nu_v \nu_v v \right)
- \frac{1}{T_e} \nu_v v' \nu_v \nu_v v \nu_v v', \tag{E.5}
$$

where we have employed (D.4), (D.5) and

$$
\int d^3\nu f_{Ms} (\nu) v' v' = 0 \tag{E.6}
$$

to cancel several terms. Using (D.6), we find

$$
\nu_v \nu_v \nu_v v v = \nu_v \nu_v \nu_v v v' - \nu_v v_v v - 2 \nu_v \nu_v \nu_v v, \tag{E.7}
$$

Employing this result, (D.8), $\nu_v^2 v^2 = -8\pi \sigma (v)$, with $\delta (v)$ the Dirac delta function, and $\int d^3\nu f_{Ms} (\nu) v' v' = (n_T \sqrt{m_e} \bar{I})$, equation (E.5) finally becomes

$$
C_v[f_{Ms}, f_{Ms}] \approx \frac{3\sqrt{2\pi}}{2} \frac{m_{de}}{m_e} \sqrt{\frac{T_e}{m_{e} v^2}} \left( \frac{T_e}{T_i} - 1 \right)
\times \left( m_e v^2 - 4\pi^3 \delta (v) \right) f_{Ms}, \tag{E.8}
$$

where the frequency $\nu_v$ is defined in (107). Note that $C_v[f_{Ms}, f_{Ms}]$ is of order $\nu_v (m_e/m_i) f_{Ms} \sim f_{Ms}/n_e \sim \rho^2 f_{Ms} v_e/L$ (recall
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(29), and hence it is negligible except for the very high order piece \( f_{3,3} \), which is not relevant for momentum transport as we explain in section 5.3.

The linearized collision operator for collisions between electrons and ions \((E.3)\) can be simplified using the two lowest order terms in the expansion \((E.4)\), \( V_u V_{uv} \approx V_u V_{uv} - v' V_u V_{uv} \). It may seem that in fact it is sufficient with \( V_u V_{uv} \approx V_u V_{uv} \) because to lowest order in \( \sqrt{m_e/m_i} \ll 1 \), equation \((E.3)\) is formally

\[
C_{i,j}^{(2)}[g_i;g_j] \approx \frac{\gamma_e}{m_e} V \left( \int d^3v' f_{\text{M}}(v) V_u V_{uv} V_{uv} g_i(v) \right),
\]

(E.9)

where we have neglected the third and fourth term in \((E.3)\) as small in \( \sqrt{m_e/m_i} \), and we have used \((D.5)\) to eliminate the second term. However, there are pieces of \( g_i f_{\text{M}} \) that are small by \( \sqrt{m_e/m_i} \), compared to \( g_i f_{\text{M}} \) (see the estimate for the piece of \( g_i \) odd in \( u \) given in \((78)\) and compare it to \((74)\)). To correctly determine these pieces, we have to go to higher order in \( \sqrt{m_e/m_i} \) and use \( V_u V_{uv} \approx V_u V_{uv} - v' V_u V_{uv} V_{uv} \). Then, equation \((E.3)\) becomes

\[
C_{i,j}^{(2)}[g_i;g_j] = \frac{\gamma_e}{m_e} V \left( n_i V_u V_{uv} V_{uv} g_i(v) \right) + \frac{f_{\text{M}}(v)}{T_e} v' V_u V_{uv} V_{uv} \int d^3v' g_i(v') v',
\]

(E.10)

where we have used \((D.5)\) and \((E.6)\), \( d^3v' f_{\text{M}}(v') = n_i \), and

\[
\int d^3v' \left( V_u V_{uv} V_{uv} g_i(v') \right) = 0,
\]

(E.11)

to simplify some terms. Using \((D.6)\) and \( f_{\text{M}}(v) V_u V_{uv} V_{uv} = V_u V_{uv} v' \), \((E.10)\) is written into \((128)\).

Finally the nonlinear piece \( C_{i,j}^{(3)} \) can be simplified using the two lowest order terms in the expansion \((E.4)\), \( V_u V_{uv} \approx V_u V_{uv} - v' V_u V_{uv} \). The second term in the approximation for \( V_u V_{uv} \), of higher order in \( \sqrt{m_e/m_i} \), is needed for the same reason that it was neglected in the linearized collision operator \( C_{i,j}^{(2)}[g_i;g_j] \): there are pieces of \( g_i \) that are small by \( \sqrt{m_e/m_i} \) (see the estimate for the piece of \( g_i \) odd in \( u \) in \((78)\) and compare it to \((74)\)). Using \( V_u V_{uv} \approx V_u V_{uv} - v' V_u V_{uv} \), we find

\[
C_{i,j}^{(3)}[g_i;g_j] \approx \frac{\gamma_e}{m_e} V \left( \frac{g_i(v)}{m_e} V_u V_{uv} V_{uv} g_j(v) - \frac{g_j(v)}{m_e} V_u V_{uv} V_{uv} g_i(v) \right),
\]

(E.12)

Employing \((E.11)\) and

\[
v' V_u V_{uv} V_{uv} = - \frac{1}{v^3} (v v' + v' v) - \frac{v v'}{v^3} (v^2 \bar{V} - 3 v v'),
\]

(E.13)

we finally obtain

\[
C_{i,j}^{(3)}[g_i;g_j] \approx \frac{\gamma_e}{m_e} V \left( \int d^3v' \left( \frac{g_i(v')}{n_i} \right) v^2 \bar{V} - 3 v v' \right) V_u V_{uv} V_{uv} g_j(v)\]

\[
+ \frac{U_i + U_v}{v^3} + \frac{U_i + U_v}{v^3} (v^2 \bar{V} - 3 v v') V_u V_{uv} V_{uv} g_j(v),
\]

(E.14)

where \( U_i \) is defined in \((129)\).

**Appendix F. Collision operators in the gyrokinetic equation**

Collision operators are more naturally applied to distribution functions written in \( \{r, v\} \) coordinates. We use \((93)\) and \((94)\) to write the distribution function in the \( \{r, v\} \) variables, finding

\[
C_{i,j}^{(5)}[f_i, f_j] = C_{i,j}^{(5)}[f_i^{lw}, f_j^{lw}] + C_{i,j}^{(5)}[f_i^{lw}, f_j^{lw}] + C_{i,j}^{(5)}[f_i^{lw}, f_j^{lw}] + C_{i,j}^{(5)}[f_i^{lw}, f_j^{lw}]
\]

\[
+ \sum_{k_0, k_0'} C_{i,j}^{(5)} \left[ \left( f_i^{lw} \right)^2 - \left( f_i^{lw} \right)^2 \right] + \sum_{k_0, k_0'} C_{i,j}^{(5)} \left[ \left( f_i^{lw} \right)^2 - \left( f_i^{lw} \right)^2 \right] \exp \left( i k_0 \psi (r) + i k_0 \alpha (r) \right).
\]

(F.1)

Here a prime on a Fourier coefficient indicates that it depends on \( k_0' \) and \( k_0'' \), and two primes that it depends on \( k_0' = k_0 - k_0'' \) and \( k_0'' = k_0 - k_0'' \). We have kept \( C_{i,j}^{(5)}[f_i, f_j] \) because it can be non-zero for ion-electron, impurity-electron, electron-ion and electron-impurity collisions (see appendices D and E).

Equation \((F.1)\) is written in \( \{r, v\} \) variables, and we need to rewrite it in \( \{R, u, \mu, \varphi, t\} \) variables. We first rewrite \( C_{i,j}^{(5)}[f_i, f_j] \) as a function of the variables \( \{r, \mu, \varphi, t\} \), that is, \( C_{i,j}^{(5)}[f_i, f_j] \) \( \{r, \mu, \varphi, t\} = C_{i,j}^{(5)}[f_i, f_j] \) \( \{r, \mu, \varphi, t\} \) and we invert relations \((52)\)–\((55)\) to find

\[
r(R, u, \mu, \varphi, t) = R + \rho (R, \mu, \varphi) + r_2 (R, u, \mu, \varphi, t),
\]

(F.2)

\[
v_{\mu t} (R, u, \mu, \varphi, t) = u + v \nu t (R, u, \mu, \varphi, t),
\]

(F.3)

\[
\mu_0 (R, u, \mu, \varphi, t) = \mu + \mu_0 (R, u, \mu, \varphi, t),
\]

(F.4)

and

\[
\varphi_{qt} (R, u, \mu, \varphi, t) = \varphi + \varphi (R, u, \mu, \varphi, t).
\]

(F.5)

The corrections \( r_2, v_{\mu t} \) and \( \mu_0 \) are of order \( (\rho / a)^2 \). Importantly, these corrections remain of this order when the subsidiary expansion \( B / L \ll 1 \) is performed in sections 7 and 8 because the corrections \( r_2, v_{\mu t}, \mu_0 \) and \( \varphi_{qt} \) do not scale with \( B / L \) in any particular way.

Using \((F.2)\)–\((F.5)\), we Taylor expand \( C_{i,j}^{(5)}[f_i, f_j] \) \( \{r, \mu, \varphi, t\} \). We split the result into a long wavelength piece and a turbulent piece,

\[
C_{i,j}^{(5)}[f_i, f_j] = C_{i,j}^{(5)} + \sum_{k_0, k_0'} C_{i,j}^{(5)} \exp \left( i k \psi (R) + i k_0 \alpha (R) \right).
\]

(F.6)

The long wavelength piece is
Here a prime on a Fourier coefficient indicates that it depends on $k_2$ and $k_3$, and two primes that it depends on $k_2$ and $k_3$. The lowest order pieces of (F.9) determine the gyrophase dependent piece $\mathcal{L}_{\text{ss}}^{\text{tb}}$ in (125) and the collisional terms in (136). The collisional terms in (146) come from the second order pieces of (F.7).

Appendix G. Derivation of equation (221)

In this appendix, we derive (221) from (225) following the procedure in appendix H of [53]. To rederive (225), we use the definition of $g_{\text{ss}}^{\text{bw}}$ in (131) and the relations
\[ \frac{Z_e e^2}{m} \mathbf{b} \cdot \nabla \mathbf{v}_R + \sum_{k=1}^{m} \frac{\partial g_{\text{lw}}}{\partial \mu} = \left( u \mathbf{b} \cdot \nabla \mathbf{v}_R - \mu \mathbf{b} \cdot \nabla B \frac{\partial}{\partial u} \right) \left( \frac{Z_e e^2}{m} \frac{\partial g_{\text{lw}}}{\partial \mu} \right) \]

\[ = -\frac{\partial}{\partial u} \left[ \frac{Z_e e^2}{m} \frac{\partial g_{\text{lw}}}{\partial \mu} \right] \left( u \mathbf{b} \cdot \nabla \mathbf{v}_R - \mu \mathbf{b} \cdot \nabla B \frac{\partial}{\partial u} \right) \frac{\delta_{\text{lw}}}{\delta t} \]  

\[ (G.4) \]

and

\[ -\frac{Z_e e^2}{m} \mathbf{b} \cdot \nabla \mathbf{v}_R + \sum_{k=1}^{m} \frac{\partial g_{\text{lw}}}{\partial \mu} \left( \frac{Z_e e^2}{m} \frac{\partial g_{\text{lw}}}{\partial \mu} \right) = \left( u \mathbf{b} \cdot \nabla \mathbf{v}_R - \mu \mathbf{b} \cdot \nabla B \frac{\partial}{\partial u} \right) \frac{\delta_{\text{lw}}}{\delta t} \]  

\[ \times \left[ \frac{1}{2} \left( \frac{Z_e e^2}{m} \frac{\partial g_{\text{lw}}}{\partial \mu} \right)^2 \right] \frac{\delta_{\text{lw}}}{\delta t} . \]  

\[ (G.5) \]

In equations (G.1) and (G.3), the terms proportional to \( \mathbf{b} \times \mathbf{b} \) are negligible because for \( B_z/B \ll 1, \mathbf{b} \cdot \mathbf{v}_R \times \mathbf{b} \approx 0 \).

Using equations (G.1)–(G.5), neglecting the terms proportional to \( \mathbf{b} \cdot \mathbf{v}_R \times \mathbf{b} \) and employing (133) to rewrite \( u \mathbf{b} \cdot \nabla \mathbf{v}_R \frac{\delta_{\text{lw}}}{\delta t} = \mathbf{b} \cdot \nabla \mathbf{v}_R \frac{\delta_{\text{lw}}}{\delta t} \) in terms of the collision operator, we finally obtain (221), with

\[ \Delta h_{l,w}^{l,w} = \frac{1}{\Omega} \left( Z_e e^2 \frac{\partial \phi_0}{\partial \mu} + \mu \mathbf{b} \cdot \nabla \frac{\partial \phi_0}{\partial \mu} - \frac{1}{2} \frac{\partial \phi_0}{\partial \mu} \right) \frac{1}{\Omega} \frac{\partial \phi_0}{\partial \mu} + \frac{1}{2} \frac{\partial \phi_0}{\partial \mu} \]  

\[ \left( \frac{m_s(u^2 + 2\mathbf{b} \cdot \mathbf{b})}{2T_t} \frac{\partial T_t}{\partial \mu} \right) \frac{1}{\Omega} \frac{\partial \phi_0}{\partial \mu} + \frac{1}{2} \frac{\partial \phi_0}{\partial \mu} \]  

\[ \left( \frac{m_s(u^2 + 2\mathbf{b} \cdot \mathbf{b})}{2T_t} \frac{\partial T_t}{\partial \mu} \right) \frac{1}{\Omega} \frac{\partial \phi_0}{\partial \mu} + \frac{1}{2} \frac{\partial \phi_0}{\partial \mu} \]  

\[ \Delta h_{l,w}^{l,w} = \frac{1}{\Omega} \left( Z_e e^2 \frac{\partial \phi_0}{\partial \mu} + \mu \mathbf{b} \cdot \nabla \frac{\partial \phi_0}{\partial \mu} - \frac{1}{2} \frac{\partial \phi_0}{\partial \mu} \right) \frac{1}{\Omega} \frac{\partial \phi_0}{\partial \mu} + \frac{1}{2} \frac{\partial \phi_0}{\partial \mu} \]  

\[ \times \left[ \frac{1}{2} \left( \frac{Z_e e^2}{m} \frac{\partial g_{\text{lw}}}{\partial \mu} \right)^2 \right] \frac{\delta_{\text{lw}}}{\delta t} . \]  

\[ (G.6) \]

**Appendix H. Equations in the frame rotating with \( \Omega_{CE} \)**

Several gyrokinetic codes solve the gyrokinetic equation in the frame rotating with velocity \( \Omega_{CE} = -c(\partial \phi_0/\partial \mu) \) [48–51]. We are going to rewrite the equations in section 8 so that they are valid in the frame rotating with \( \Omega_{CE} \).

The new parallel velocity in the frame rotating with \( \Omega_{CE} \) is

\[ u - \Omega_{CE} \mathbf{b} \cdot \mathbf{b} = u + c \frac{\partial \phi_0}{B \partial \mu} \]  

\[ (H.1) \]

Using this relation, the long wavelength piece of the distribution function in the laboratory frame, \( f_{l,w} \), can be written in terms of the long wavelength piece of the distribution function in the rotating frame, \( f_{l,w}^{R,lw} \).

\[ f_{l,w}^{R,lw} (\psi(R), \theta(R), u, \mu, \varphi, t) = f_{l,w}^{R,lw} (\psi(R), \theta(R), u + (c l / B) (\partial \phi_0 / \partial \psi), \mu, \varphi, t) . \]

\[ (H.2) \]

Since in our ordering, \( c l / B (\partial \phi_0 / \partial \psi) \sim (B / \mu^2) \rho \approx \mu \ll \mu_{in} \), we can Taylor expand to find

\[ f_{l,w}^{R,lw} \approx f_{l,w}^{R} + \frac{c l}{B} \frac{\partial \phi_0}{\partial \psi} \frac{\partial f_{l,w}^{R}}{\partial \mu} + \frac{1}{2} \frac{c l}{B} \frac{\partial \phi_0}{\partial \psi} \frac{\partial f_{l,w}^{R}}{\partial \mu} \frac{\partial f_{l,w}^{R}}{\partial \mu} \frac{\partial f_{l,w}^{R}}{\partial \mu} \]  

\[ (H.3) \]

Using the expansion in (71), we obtain that \( f_{l,w}^{R} \) is lowest order \( \alpha_{in} \), and to higher order,

\[ f_{l,w}^{R,lw} = f_{l,w}^{R} + \frac{c l}{B} \frac{\partial \phi_0}{\partial \psi} \frac{\partial f_{l,w}^{R}}{\partial \mu} \frac{\partial f_{l,w}^{R}}{\partial \mu} \frac{\partial f_{l,w}^{R}}{\partial \mu} \]  

\[ (H.4) \]

and

\[ f_{l,w}^{R,lw} = f_{l,w}^{R} + \frac{c l}{B} \frac{\partial \phi_0}{\partial \psi} \frac{\partial f_{l,w}^{R}}{\partial \mu} \frac{\partial f_{l,w}^{R}}{\partial \mu} \frac{\partial f_{l,w}^{R}}{\partial \mu} \]  

\[ (H.5) \]

The long wavelength potential in the rotating frame is

\[ \phi_{l,w}^{R,lw} = \phi_{l,w}^{R} + \phi_{l,w}^{R,lw} , \]

that is, there is no lowest order potential. The lowest order potential transforms to zero because \(- \nabla \phi_0 + c^2 \Omega_{CE} E \hat{R}_x \times \mathbf{B} = 0 \).

The turbulent pieces of the distribution function and the potential in the rotating frame, \( f_{R,lw}^{R} \) and \( \phi_{R,lw}^{R} \), depend on \( \zeta = \Omega_{CE} E \).

As a result, we can write them as

\[ \phi_{R,lw}^{R} = \sum_{k \neq k_s} \phi_{R,lw}^{R} (k \psi, k \varphi, \psi, \varphi, t) \exp \left( ik \psi \psi + ik \varphi (\alpha - \Omega_{CE} E) \right) \]

\[ (H.9) \]

and

\[ f_{R,lw}^{R} = \sum_{k \neq k_s} f_{R,lw}^{R} (k \psi, k \varphi, \psi, \varphi, t) \exp \left( ik \psi \psi + ik \varphi (\alpha - \Omega_{CE} E) \right) \]

\[ \times \exp \left( ik \psi \psi + ik \varphi (\alpha - \Omega_{CE} E) \right) \]

\[ (H.10) \]

Comparing this result with (42) and (83), we find that the turbulent pieces of the distribution function and the potential in the rotating frame are related to the same pieces in the laboratory frame by

\[ \phi_{R,lw}^{R} (k \psi, k \varphi, \psi, \varphi, t) = \frac{1}{2} \phi_{R,lw}^{R} (k \psi, k \varphi, \psi, \varphi, t) \exp \left( -ik \Omega_{CE} E \right) \]

\[ (H.11) \]

and

\[ f_{R,lw}^{R} (k \psi, k \varphi, \psi, \varphi, t) = \frac{1}{2} f_{R,lw}^{R} (k \psi, k \varphi, \psi, \varphi, t) \exp \left( -ik \Omega_{CE} E \right) \]

\[ \times \exp \left( -ik \Omega_{CE} E \right) \]

\[ (H.12) \]
Using the expansions (36) and (72), we find
\[ \phi_{1}^{tb} = \frac{\phi_{1}^{R,\text{th}}}{2} \exp \left( ik_{c}c \frac{\partial \phi_{0}}{\partial \psi} t \right) \] (H.13)
and
\[ \phi_{2}^{tb} = \phi_{2}^{R,\text{th}} \exp \left( ik_{c}c \frac{\partial \phi_{0}}{\partial \psi} t \right) \] (H.14)
for the potential, and
\[ \begin{align*}
H_{1}^{tb} = & \frac{\phi_{1}^{tb}}{2} = \frac{\phi_{1}^{R,\text{th}}}{2} \exp \left( ik_{c}c \frac{\partial \phi_{0}}{\partial \psi} t \right) \\
\end{align*} \] (H.15)
and
\[ \begin{align*}
H_{2}^{tb} = & \frac{\phi_{2}^{tb}}{2} = \phi_{2}^{R,\text{th}} \exp \left( ik_{c}c \frac{\partial \phi_{0}}{\partial \psi} t \right) \\
\end{align*} \] (H.16)
for the distribution function.

We use all these expressions to find the equations for the distribution function and the potential in the rotating frame. We give the equations for the long wavelength, first order pieces in appendix H.1, the equations for the short wavelength, first order pieces in appendix H.2, the equations for the long wavelength, second order pieces in appendix H.3 and the equations for the short wavelength, second order pieces in appendix H.4. We find the momentum flux in appendix H.5.

H.1. Long wavelength, first order equations

Substituting (H.4) and (H.7) into (127) and (130), and using equations (132) and
\[ C_{ss}^{(i)} \left[ \frac{m_{s} \Delta t}{T_{i}} f_{M_{i}}; \frac{m_{s} \Delta t}{T_{f}} f_{M_{f}} \right] = 0, \] (H.17)
we find
\[ \left( u \frac{\partial }{\partial \psi} - \mu \frac{\partial }{\partial \psi} B \frac{\partial }{\partial \psi} \right) f_{1}^{R,\text{lw}} + \sum_{s'} C_{ss'}^{(i)} \left[ f_{s'}^{R,\text{lw}}; f_{1}^{R,\text{lw}} \right] = 0, \] (H.18)
and
\[ 2 \pi \sum_{s' \neq s} Z_{s'} \int d\psi d\mu_{Q} B_{f}^{s,\text{lw}} f_{s}^{R,\text{lw}} = \frac{e \phi_{1}^{R,\text{lw}}}{T_{i}} n_{e}. \] (H.19)

As in section 5.1, we define a new function \( g_{s}^{R,\text{lw}} \) that is convenient for some calculations,
\[ g_{s}^{R,\text{lw}} = f_{1}^{R,\text{lw}} + \frac{I_{\text{th}}}{2 \Delta t} \left[ 1 + \frac{1}{p_{s} \Delta \psi} \right] \] (H.20)
Note that \( g_{s}^{R,\text{lw}} = g_{s}^{\text{lw}} \) and as a result, the equation for \( g_{s}^{R,\text{lw}} \) is (133).

H.2. Short wavelength, first order equations

Substituting (H.13) and (H.15) into (136) and (139), we find
\[ \frac{\partial }{\partial t} \left[ \frac{m_{s} \Delta t}{T_{i}} f_{M_{i}}; \frac{m_{s} \Delta t}{T_{f}} f_{M_{f}} \right] = \frac{e \phi_{1}^{R,\text{th}}}{T_{i}} J_{0}(\lambda_{s}) \] (H.21)
and
\[ 2 \pi \sum_{s} Z_{s} \int d\psi d\mu_{Q} B_{J} f_{s}^{R,\text{th}} = \frac{e \phi_{1}^{R,\text{th}}}{T_{i}} J_{0}(\lambda_{s}) f_{M_{i}} \] (H.22).

H.3. Long wavelength, second order equations

As in section 8.1, we define the function
\[ h_{s}^{R,\text{lw}} = \left( f_{s}^{R,\text{lw}} \right) + \frac{E e \phi_{2}^{R,\text{lw}}}{T_{i}} f_{M_{i}} \] (H.23)
for ionic species (\( s \neq e \)). Since in section 8.1, \( h_{s}^{R,\text{lw}} \) is split into pieces of different physical origin (see (236)), we do the same for \( h_{s}^{R,\text{lw}} \).
\[ h_{s}^{R,\text{lw}} = h_{s}^{R,\text{lw}, \text{nc}} + h_{s}^{R,\text{lw}, \text{th}} + h_{s}^{R,\text{lw}, \text{AT}} + h_{s}^{R,\text{lw}, \text{Q}}. \] (H.24)

We define the different pieces of \( h_{s}^{R,\text{lw}} \) in terms of the corresponding pieces in the laboratory frame using (H.5) and (H.8),
\[ h_{s}^{R,\text{lw}, \text{nc}} = h_{s}^{R,\text{lw}, \text{nc}} + \frac{e C_{s}^{(i)}}{B \Delta \psi} \frac{1}{T_{i}} \] (H.25)
and
\[ h_{s}^{R,\text{lw}, \text{th}} = h_{s}^{R,\text{lw}, \text{th}} \] (H.26)
for \( \beta = \text{th}, \Delta \text{T}, \text{Q} \). Substituting these expressions for \( h_{s}^{R,\text{lw}} \) into (237), and using (H.4), (H.7), (H.13), (H.15), (H.17),
\[ C_{ss}^{(i)} \left[ \frac{m_{s} \Delta t}{T_{i}}; \frac{m_{s} \Delta t}{T_{f}} \right] f_{M_{i}}; \frac{m_{s} \Delta t}{T_{i}} - 1 \] (H.27)
and the expression
\begin{align}
C_{xfs}^{(r)} \left[ \frac{\partial g_s}{\partial u} \right] = C_{xf} \left[ \frac{m_{u,fs} T_y f_{M,fs}}{T_s} \right] - C_{xs} \left[ \frac{m_{u,fs} T_y f_{M,s}}{T_s} \right] \\
= \frac{\partial}{\partial u} \left( C_{xfs}^{(r)} |_{g_s,g_f} \right),
\end{align}
(H.28)
valid for any set of functions \( g_s, g_f \), we find that the equation for \( h_{1,2,2,2} \) is (237) with \( h_{1,2,2,2} \) and \( F_{1,2,2,2} \) replaced by \( h_{1,2,2,2} \) and \( F_{1,2,2,2} \). The functions \( F_{1,2,2,2} \) and \( F_{1,2,2,2} \) are equal to \( F_{1,2,2,2} \) and \( F_{1,2,2,2} \) given in (223) and (224), \( F_{1,2,2,2} \) is defined by (222) with \( f_{1,2} \) and \( q_{1,2,2} \) replaced by \( F_{1,2,2} \) and \( f_{1,2,2} \), and
\begin{align}
F_{1,2,2,2} = \left( \frac{1}{\mu B} \text{grad} \right) \Delta h_{1,2,2,2} \\
+ \frac{\mu}{B} \left( \frac{1}{\mu B} \text{grad} \right) \Delta h_{1,2,2,2} \\
- \frac{\mu}{B} \left( \frac{1}{\mu B} \text{grad} \right) \Delta h_{1,2,2,2} \\
+ \frac{\mu}{B} \left( \frac{1}{\mu B} \text{grad} \right) \Delta h_{1,2,2,2} \\
+ \frac{\mu}{B} \left( \frac{1}{\mu B} \text{grad} \right) \Delta h_{1,2,2,2}.
\end{align}
(H.29)

In this last equation,
\begin{align}
\Delta h_{1,2,2,2} &= \Delta h_{1,2,2,2} \\
= &- \frac{m_c T^2}{2T_s B^2} \left( \frac{\partial \phi_0}{\partial \psi} \right) \left( \frac{m_c T^2}{2T_s B^2} - 1 \right) f_{M,fs} \\
= &\frac{c f^2}{B \Omega_{0,fr}} \left( \frac{1}{\mu B} \text{grad} \right) \Delta h_{1,2,2,2} \\
&+ \frac{Z_e e f_{1,2,2,2}}{T_s} \left( \frac{1}{\mu B} \text{grad} \right) \Delta h_{1,2,2,2} \\
&+ \frac{f_{1,2,2,2}}{2 \Omega_{0,fr}} \left( \frac{1}{\mu B} \text{grad} \right) \Delta h_{1,2,2,2} \\
&+ \frac{Z_e e f_{1,2,2,2}}{m_f} \left( \frac{1}{\mu B} \text{grad} \right) \Delta h_{1,2,2,2}.
\end{align}
(H.30)

H.4. Short wavelength, second order equations

In section 8.2 we split \( f_{1,2}^{(r)} \) and \( f_{1,2}^{(r)} \) into pieces of different physical origin (see (232) and (243)). We do the same for \( f_{1,2}^{(r)} \) and \( f_{1,2}^{(r)} \).
\begin{align}
\frac{f_{1,2}^{(r)}}{f_{1,2}^{(r)}} = \frac{f_{1,2}^{(r)}}{f_{1,2}^{(r)}} + \frac{f_{1,2}^{(r)}}{f_{1,2}^{(r)}} + \frac{f_{1,2}^{(r)}}{f_{1,2}^{(r)}}
\end{align}
(H.31)

We write the different pieces in terms of the corresponding functions in the laboratory frame using (H.14) and (H.16),
\begin{align}
\frac{f_{1,2}^{(r)}}{f_{1,2}^{(r)}} = \frac{f_{1,2}^{(r)}}{f_{1,2}^{(r)}} \exp \left( \frac{i k_{0,fr} }{\mu B} \frac{\partial \phi_0}{\partial \psi} \right)
\end{align}
(H.32)

for \( \beta = \text{nc, grad, acc} \),
\begin{align}
\frac{f_{1,2}^{(r)}}{f_{1,2}^{(r)}} = \left( \frac{f_{1,2}^{(r)}}{f_{1,2}^{(r)}} + \frac{1}{B} \frac{\partial \phi_0}{\partial \psi} \right) \exp \left( \frac{i k_{0,fr} }{\mu B} \frac{\partial \phi_0}{\partial \psi} \right)
\end{align}
(H.33)

and
\begin{align}
\frac{f_{1,2}^{(r)}}{f_{1,2}^{(r)}} = \frac{f_{1,2}^{(r)}}{f_{1,2}^{(r)}} \exp \left( \frac{i k_{0,fr} }{\mu B} \frac{\partial \phi_0}{\partial \psi} \right)
\end{align}
(H.34)

for \( \beta = \text{grad, acc} \). Substituting these expressions into (244) and (245), we find the equations for \( f_{1,2}^{(r)} \) and \( f_{1,2}^{(r)} \). When substituting (H.34) into equation (244), we find a kinetic equation with several unintuitive terms that contain \( \frac{\partial \phi_0}{\partial \psi} \). To eliminate these terms, we use (equation (244) for \( \beta = \text{nc} \))
\begin{align}
- \frac{c f^2}{B} \left( \frac{\partial \phi_0}{\partial \psi} \right) (\text{equation (136)}) = 0,
\end{align}
(H.36)

where equation (136) is taken in the limit \( B_j / B \ll 1 \) with \( k_{1,1} \). We also use (H.4), (H.7), (H.13), (H.15), (H.28), and the approximation
\begin{align}
V \left( \frac{1}{B} \right) = V \approx -R \kappa
\end{align}
(H.37)
valid for \( B_j / B \ll 1 \).

The equations for \( f_{1,2}^{(r)} \) are equations (244) and (245) with \( f_{1,2}^{(r)} = f_{1,2}^{(r)} \) replaced by \( f_{1,2}^{(r)} + f_{1,2}^{(r)} \) and \( \Delta f_{1,2}^{(r)} \) replaced by \( f_{1,2}^{(r)} \) and \( \Delta f_{1,2}^{(r)} \). The function \( f_{1,2}^{(r)} \) is (248) with \( f_{1,2}^{(r)} \) and \( \phi_{1,2}^{(r)} \) replaced by \( f_{1,2}^{(r)} \) and \( \phi_{1,2}^{(r)} \). The functions \( f_{1,2}^{(r)} \) and \( f_{1,2}^{(r)} \) are
\begin{align}
\frac{f_{1,2}^{(r)}}{f_{1,2}^{(r)}} = \left[ \frac{c}{B} \left( i k_{0,fr} \times \hat{b} \right) \right] V R^{(r)}
\end{align}
(H.38)
where
\[ v_{Co,s} = \frac{2\mu Q_{\xi,E}}{\Omega_{s}} (V R \times \xi) \perp = \frac{2\mu R Q_{\xi,E}}{\Omega_{s}} \hat{b} \times \kappa \] (H.39)

is the Coriolis drift, and

\[ F_{R,\text{grad}}^{R,\text{tb}} = -f_{M_{s}} \left[ \frac{Z e}{T_{s}} v_{M_{s}} \left( \nabla_{R} \psi \left( -i k_{a} \frac{\partial Q_{\xi,E}}{\partial \psi'} + \frac{\partial}{\partial \psi} \right) + \frac{\partial}{\partial \theta} \right) \right] \left( f_{R,\text{tb}}^{R,\text{tb}} \right)'' \]

\[ \frac{c}{B} \left( \nabla_{R} \psi \times \hat{b} \right) \nabla_{R} \psi \theta \frac{\partial}{\partial \psi} \left( f_{R,\text{tb}}^{R,\text{tb}} \right)'' \]

\[ -c \left( f_{R,\text{tb}}^{R,\text{tb}} \right) \frac{i(k'_{s} \times \hat{b})}{B} \left( \nabla_{R} \psi \left( -i k_{a} \frac{\partial Q_{\xi,E}}{\partial \psi'} + \frac{\partial}{\partial \psi} \right) + \frac{\partial}{\partial \theta} \right) \]

\[ \frac{\partial}{\partial \psi} \left( f_{R,\text{tb}}^{R,\text{tb}} \right)'' \]

\[ + \nabla_{R} \psi \theta \frac{\partial}{\partial \theta} \left( f_{R,\text{tb}}^{R,\text{tb}} \right)'' \] (H.40)

and quasineutrality equation (252) with \( \frac{\partial f_{\text{tb}}^{R}}{\partial \psi'} \) and \( f_{\text{tb}}^{R} \) replaced by \( \frac{\partial f_{\text{tb}}^{R,\text{tb}}}{\partial \psi'} \) and \( f_{\text{tb}}^{R,\text{tb}} \). Note that \( L_{\text{grad}}^{R} \) contains terms linear in time, such as \( i k_{a} \left( \frac{\partial Q_{\xi,E}}{\partial \psi} \right) \nu_{M_{s}} \nabla_{R} \psi f_{\text{tb}}^{R,\text{tb}} \). In gyrokinetic equations derived in the frame rotating with \( \Omega_{\xi,E} \), these terms correspond to the use of the perpendicular wavevector

\[ k_{\perp} = \left( k_{\perp} - k_{a} \frac{\partial Q_{\xi,E}}{\partial \psi'} \right) \nabla_{R} \psi + k_{a} \nabla_{R} \alpha \] (H.44)

instead of the wavevector \( k_{\perp} \) defined (49). Equation (H.44) is a convenient representation of the shearing of turbulent structures due to the background \( \mathbf{E} \times \mathbf{B} \) velocity. In our formulation, these terms are second order in \( \rho_{s} \) because we have ordered \( R \Omega_{\xi,E} \sim (B/B_{p}) \rho_{s} \). We do not need to consider the time dependent term in our finite gyroradius terms because due to our ordering, the background \( \mathbf{E} \times \mathbf{B} \) shear is negligible unless the turbulent eddies are of the order of the ion poloidal gyroradius, in which case finite gyroradius effects are unimportant.

### H.5. Momentum flux

Using (H.4), (H.5), (H.7), (H.8) and (H.13)–(H.16) in the expressions for the momentum flux given in section 8.3, we find

\[ \Pi = \Pi_{R,\text{grad}} + \Pi_{R,\text{nc}}^{0,\text{nc}} + \Pi_{R,\text{tb}} + \Pi_{R,\text{tb}}^{0,\text{nc}} + \Pi_{R,\text{tb}}^{0,\text{nc}} + \Pi_{R,\text{tb}}^{0,\text{nc}} + \Pi_{R,\text{tb}}^{0,\text{nc}} + \Omega_{s} \left( f_{\text{tb}}^{R} + \frac{\rho_{s}}{\xi} \right) \] (H.45)
The pieces $\Gamma_{\theta}^f$ and $\Gamma_{\phi}^f$ give the flux of angular momentum due to particle flux of turbulent and neoclassical origin, and they are defined in (274) and (275). To calculate $\Gamma_{\theta}^f$ and $\Gamma_{\phi}^f$ in the rotating frame, we just need to replace $f_{\theta 1}^f$, $\phi_{\theta 1}^f$, $f_{\phi 1}^f$ and $\phi_{\phi 1}^f$ by $f_{\theta 1}^{R,\theta}$, $\phi_{\theta 1}^{R,\theta}$, $f_{\phi 1}^{R,\phi}$ and $\phi_{\phi 1}^{R,\phi}$ in (274) and (275). Similarly, the other pieces of the momentum flux in (H.45) can be obtained from the corresponding expressions (256), (257), (260) and (262)–(265) by replacing $f_{\theta 1}^{R,\theta}$, $\phi_{\theta 1}^{R,\theta}$, $\phi_{\phi 1}^{R,\phi}$ and $\phi_{\phi 1}^{R,\phi}$ by $f_{\theta 2}^{R,\theta}$, $\phi_{\theta 2}^{R,\theta}$, $f_{\phi 2}^{R,\phi}$ and $\phi_{\phi 2}^{R,\phi}$ respectively.
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