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ABSTRACT

Optical clusters identified from red-sequence galaxies suffer from projection effects, where interloper galaxies along the line-of-sight to a cluster are mistakenly identified as genuine members of the cluster. In the previous study (Sunayama et al. 2020), we found that the projection effects cause the boost on the amplitudes of clustering and lensing on large scale compared to the expected amplitudes in the absence of any projection effects. These boosts are caused by preferential selections of filamentary structure aligned to the line-of-sight due to distance uncertainties in photometric surveys. We model the projection effects with two simple assumptions and develop a novel method to quantify the size of the boost using cluster-galaxy cross-correlation functions. We validate our method using mock cluster catalogs built from cosmological N-body simulations and find that we can obtain unbiased constraints on the boost parameter with our model. We then apply our analysis on the SDSS redMaPPer clusters and find that the size of the boost is roughly $20\%$ for all the richness bins except the cluster sample with the richness bin $\lambda \geq 30$ – 40. This is the first study to constrain the boost parameter independent from cluster cosmology studies and provides a self-consistency test for the projection effects.
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1 INTRODUCTION

Galaxy clusters are the most massive gravitationally self-bound objects in the Universe. These clusters form at the rare high peaks of the initial density field and the abundance of clusters and its time evolution are sensitive to the growth of structure in the Universe. Hence, clusters have been used to constrain cosmological parameters (White et al. 1993; Haiman et al. 2001; Vikhlinin et al. 2009; Rozo et al. 2010; Takada & Bridle 2007; Oguri & Takada 2011) (also see Weinberg et al. 2013, for a review). Many ongoing and future galaxy surveys, such as the Hyper Suprime-Cam (HSC) survey (Aihara et al. 2018), the Dark Energy Survey (DES) (The Dark Energy Survey Collaboration 2005), the Kilo Degree Survey (KiDS) (Kuijken et al. 2015), the Rubin Observatory Legacy Survey of Space and Time (LSST) (LSST Science Collaboration et al. 2009), Euclid (Amendola et al. 2018), and the Nancy Grace Roman Telescope (Dore et al. 2019), will provide unprecedented numbers of clusters and enable us to carry out cluster cosmology analyses with great precision if all the systematic effects are under control. In particular, these optically identified clusters from the photometric surveys are known to be susceptible to the systematic effects due to the photometric redshift uncertainties of galaxies.

One of the main systematic effects for optically identified clusters is so-called “projection effects” that interloper galaxies along the line-of-sight (LOS) to a cluster are mistakenly identified as members of the cluster. The projection effects alter the mass-observable relation such that the observable for the optical clusters, which is the weighted sum of member galaxies (referred to “richness”), is boosted concerning its halo mass (e.g. Costanzi et al. 2019a). In addition to the alternation of the mass-richness relation, Sunayama et al. (2020) found that projection effects boost the amplitude of cluster lensing and clustering signals on large scales due to the preferential identification of filaments aligned with the LOS direction as a cluster. This results in the anisotropic distribution of matter around the optical clusters. The predicted size of this anisotropic boost from Sunayama et al. (2020) is roughly 20–30%. These anisotropic boosts have been parameterized in a few cluster cosmology analysis. To et al. (2021) modeled the boost in their combined cosmology analysis with clusters and galaxies and obtained a similar size of the boost as the study by Sunayama et al. (2020). Park et al. (2021)
also employed this boost model in their cluster cosmology analyses and applied their full forward modeling method to the red-sequence Matchedfilter Probabilistic Percolation (redMaPPer) cluster catalog (Rykoff et al. 2014), constructed from the Sloan Digital Sky Survey (SDSS) DR8 data (Aihara et al. 2011). While the constrained value for the boost parameter in Park et al. (2021) was consistent with To et al. (2021), the result for the cosmological parameters favored low \( \Omega_m \) and high \( \sigma_8 \). This questions how the boost exactly manifests in the real data observables, i.e., in the measured lensing and clustering signals.

Even though the boost of the lensing and clustering amplitudes has been modeled and constrained in these cosmology analyses, no study finds a direct evidence of this effect. The goal of this study is to quantitatively constrain the size of this anisotropic boost in the amplitude of clustering and lensing signals seen in Sunayama et al. (2020). For this, we develop a novel method to quantify the boost caused by the projection effects with two simple assumptions using cluster-galaxy cross-correlation functions. The cross-correlation with spectroscopic galaxies provides a way to evaluate the anisotropic structure around the optical clusters. We first validate our method using mock cluster catalogs built from cosmological N-body simulations, and measure the anisotropic boost parameter in the SDSS redMaPPer clusters using this method. This is the first study to directly constrain the boost parameter using cluster-galaxy cross-correlation functions and provide a self-consistency test for the projection effects.

This paper is organized as follows: in Section 2 we describe the details of the mock cluster catalog as well as the galaxy cluster sample. In Section 3 we explain our method to quantify the boost using the cluster-galaxy cross-correlation functions. In Section 4, we first validate our method using the mock cluster catalog and apply it to the SDSS redMaPPer clusters. We summarize our work and discuss its implication in Section 5.

## 2 DATA

In this section, we describe the details of the simulations as well as how we build the galaxy and cluster mock catalogs. In principle, we are following these procedures from Sunayama et al. (2020).

### 2.1 N-body Simulations and Halo Catalogs

We use the N-body simulations and halo catalogs from Nishimichi et al. (2019). These N-body simulations were performed with 2048\(^3\) particles in a comoving cubic box with side lengths of \( 1 h^{-1} \) Gpc, assuming the best-fit flat \( \Lambda \)CDM model\(^6\) from Planck Data Release 2 (Planck Collaboration et al. 2016). The initial displacement vector and the initial velocity of each \( N \)-body particle was set by (Lewis et al. 2000), and high \( \Omega \) model has been used for the Hubble parameter. The particle mass is \( h = 0.672 \) for the Hubble parameter. The particle mass is \( 1.02 \times 10^{10} h^{-1} M_\odot \).

To generate halo catalogs, we first take simulation snapshots at redshift \( z = 0.251 \) – chosen to be close to the mean redshift of SDSS redMaPPer clusters – and identify halos using the Friends-of-Friends (FoF) halo finder Rockstar developed in Behroozi et al. (2013) (also see Nishimichi et al. 2019, for details). We use the “200m” halo definition, defining halo masses as \( M \equiv M_{200m} = (4\pi/3)(R_{200m})^3(200\rho_{200}) \) where \( R_{200m} \) is the spherical halo boundary radius within which the mean mass density is \( 200 \times \rho_{200} \), where we use the present-day mean mass density \( \rho_{200} \) using comoving coordinates. Note that we use comoving length units for \( R_{200m} \).

Our definition of halo mass includes all particles within the radius \( R_{200m} \) from the halo center, i.e. includes particles even if they are not gravitationally bound to the halo. We only keep halos with masses above \( 10^{12} h^{-1} M_\odot \) in the final halo catalog used in this paper. The “minimum halo” at \( M = 10^{12} h^{-1} M_\odot \) consists of 100 \( N \)-body particles.

### 2.2 Mock Catalogs of Red-Sequence Galaxies/LowZ Galaxies

We construct two types of mock catalogs from the \( N \)-body simulations discussed in Section 2.1. One is mock red-sequence galaxies which represent the SDSS DR8 photometric galaxy catalog (Aihara et al. 2011) to build a cluster mock catalog, and the other is mock bright galaxies whose number in a halo and spatial distribution are similar to the BOSS LOWZ galaxies (Parejko et al. 2012). To construct these mock catalogs, we use the halo occupation distribution (HOD) formulation (Jing et al. 1998; Seljak 2000; Peacock & Smith 2000; Zheng et al. 2005) to populate mock galaxies in halos. Our HOD model gives the expected numbers of central and satellite galaxies, \( N_{cen}(M) \) and \( N_{sat}(M) \), as a function of halo mass \( M \):

\[
N_{cen}(M) = \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{\log M - \log M_{\text{cut}}}{\alpha \log M} \right) \right]
\]

and

\[
N_{sat}(M) = N_{cen}(M) \left( \frac{M - \kappa M_{\text{cut}}}{M_1} \right)^\alpha,
\]

where \( M_{\text{cut}}, M_1, \sigma_{\text{log} M}, \kappa \), and \( \alpha \) are model parameters.

With the HOD prescription in hand, we populate galaxies in halos by following (also see Kobayashi et al. 2020):

(i) **Central galaxies** – a central galaxy is populated at the center of each halo with \( M \geq 10^{12} h^{-1} M_\odot \). We do not consider any off-centering between central galaxies and halo centers in this work for simplicity. We also set the velocity of the central galaxy to be equal to the velocity of the host halo.

(ii) **Satellite galaxies** – For each halo with \( M \geq 10^{12} h^{-1} M_\odot \), the number of satellite galaxies \( N_{sat} \) is determined from a Poisson random draw with mean given by Eq. (2). Once \( N_{sat} \) is set, we distribute each satellite galaxy according to a Navarro-Frenk-White (Navarro et al. 1997, hereafter NFW) profile specified by the halo mass and the Diemer & Kravtsov (2015) mass-concentration relation. Note that we limit the extent of the NFW profile to within the \( R_{200m} \) boundary.

For velocity assignment, we assume that satellite galaxies are randomly moving inside the host halos. Therefore, the velocities of the satellite galaxies are the sum of their host halo velocity and a random virial component. For this random component, we draw

---

\( \{\Omega_b, \Omega_m, \Omega_\Lambda, \ln(10^{10} A_s), n_s\} = \{0.02225, 0.1198, 0.6844, 3.094, 0.9645\} \)
from a Gaussian distribution with zero mean and variance given by
\[ \langle v_x^2 \rangle = \langle v_y^2 \rangle = \langle v_z^2 \rangle = \frac{1}{3} \frac{GM_{\text{200m}}}{R_{\text{200m}}}. \] (3)

Following Costanzi et al. (2019b), we use parameter values of

\[ M_{\text{cut}} = 10^{11.7} h^{-1} M_{\odot}, M_1 = 10^{12.9} h^{-1} M_{\odot}, \sigma_{\log M} = 0.1, \kappa = 1.0, \text{and } \alpha = 1.0 \] for the red-sequence galaxy mock catalog. This parameter configuration implies \( N_{\text{cen}}(M) = 1 \) for \( M \geq 10^{12} h^{-1} M_{\odot} \), i.e. all identified halos in our halo catalogs receive a central galaxy.

The resulting galaxy number density of our mock catalogs is about \( 7.4 \times 10^{-5} \) \( (h^{-1}\text{Mpc})^{-3} \) on average, which is roughly consistent with the number density of red galaxies used to identify the SDSS redMaPPer clusters.

In addition, we generate a galaxy mock catalog for SDSS LOWZ galaxies with \( M_{\text{cut}} = 10^{11.75} h^{-1} M_{\odot}, M_1 = 10^{13.18} h^{-1} M_{\odot}, \sigma_{\log M} = 0.70, \kappa = 1.04, \text{and } \alpha = 0.94 \) following Parejko et al. (2012).

We perform this procedure on 19 independent realizations of the \((1 h^{-1}\text{Gpc})^3\) box simulations.

### 2.3 Cluster Finder and Mock Cluster Catalogs

With the mock red-sequence galaxies in hand, we construct the cluster mock catalog using the cluster finder based on the redMaPPer cluster finder (Rykoff et al. 2014; Rozo & Rykoff 2014; Rozo et al. 2015a,b). The details of the algorithm and its implementation are described in the following Sunayama & More (2019) and Sunayama et al. (2020).

At first, we consider all the galaxies in the catalog as potential cluster central galaxies with a probability \( p_{\text{free}} = 1 \). \( p_{\text{free}} \) is the prior that the galaxy does not belong to any other rich galaxy cluster, and a membership probability \( p_{\text{mem}} \) is the probability to be a member of the cluster. \( p_{\text{mem}} \) and \( p_{\text{free}} \) have a simple relation of \( p_{\text{free}} = 1 - p_{\text{mem}} \). We model the photometric redshift uncertainty by assuming the specific projection length \( d_{\text{proj}} \). This is the simplifying assumption that the photometric redshift filter used to group galaxies along the redshift direction will have a poor resolution and therefore identify galaxies within a certain distance along the LOS as cluster members. Then, we compute the initial richness \( \lambda \) for each candidate central galaxy by taking all the galaxies within a radius of \( 0.5h^{-1}\text{Mpc} \) and the LOS length \( |\pi| < d_{\text{proj}} \).

We use \( d_{\text{proj}} = 120h^{-1}\text{Mpc} \) as our default choice, but we generate cluster mock catalogs with \( d_{\text{proj}} = 30h^{-1}\text{Mpc} \) and \( d_{\text{proj}} = 60h^{-1}\text{Mpc} \) as well. In this first step, the membership probability will not be changed even after the galaxy is assigned to one of the cluster candidates and the cluster finder continues to go down the list of galaxy centers to find overall over-density regions. Once the first iteration is done, we eliminate all the cluster candidates with \( \lambda < 3 \) from the list of the candidates. Then, we rank-order the clusters in a descending order based on the initial richness \( \lambda \) and take percolation steps iteratively. Starting from the cluster with the largest richness, we take the following steps.

(i) Given the \( \ell \)th central galaxy in the list, recompute \( \lambda \) and the membership probability based on the percolated galaxy catalog.

(ii) Compute the radius of \( R_c(\lambda) \) and take all the galaxies within the radius of \( R_c(\lambda) \) and the projection length \( d_{\text{proj}} \). The radial cut scales with \( \lambda \) defined as

\[ R_c(\lambda) = R_0(\lambda/100.0)^\beta \] (4)

where \( R_0 = 1.0h^{-1}\text{Mpc} \) and \( \beta = 0.2 \) as adopted in redMaPPer.

(iii) Among all the member galaxies, if there is a more massive central galaxy than the currently considered one (i.e., the central galaxy in a more massive halo), check whether that galaxy is already considered as a cluster center or not. If not, consider that central galaxy as a new cluster center and recompute \( \lambda \) and \( R_c(\lambda) \).

(iv) Determine the membership probability by numerically solving Eqs. 5 and 6, using all the galaxies within the radius of \( R_c(\lambda) \) and the projection length \( d_{\text{proj}} \). The membership probability is defined as

\[ p_{\text{mem}} = \frac{A\mu(x|\lambda)}{A\mu(x|\lambda) + b(x)} \] (5)

where \( x \) denotes the projected distance of the galaxy from the cluster center and \( b(x) \) denotes the background contamination, which is assumed to be a constant to model the uncorrelated galaxies in the foreground and the background. We use the projected NFW profile (Navarro et al. 1997; Bartelmann 1996) for \( u(x|\lambda) \) and the profile is truncated smoothly at a projected radius \( R = R_c \) with an error function as described in Rykoff et al. (2014). The richness \( \lambda \) is defined as

\[ \lambda = \sum_{R < R_c} p_{\text{free}} p_{\text{mem}}(x|\lambda). \] (6)

where the sum goes over all members of a galaxy cluster within a cluster radius \( R < R_c(\lambda) \) and the LOS separation \( |\pi| < d_{\text{proj}} \).

(v) Update the probability \( p_{\text{free}} \) for each galaxy to be \( p_{\text{free}}(1 - p_{\text{mem}}) \) based on their membership probabilities of the current cluster.

(vi) Repeat the steps for the next galaxy cluster in the ranked list.

By running this cluster finder to the mock red galaxy catalog, we generate the mock cluster catalogs. We select clusters with richness \( 20 \leq \lambda \leq 200 \) at \( z = 0.25 \).

### 2.4 SDSS redMaPPer galaxy clusters

We use the publicly available catalog of galaxy clusters identified from the SDSS DR8 photometric galaxy catalog v5.10 by the redMaPPer cluster finding algorithm (Rykoff et al. 2014; Rozo & Rykoff 2014). The cluster finder uses the \textit{ugriz} magnitudes and their errors, to identify overdensities of red-sequence galaxies with similar colors as galaxy clusters. For each cluster, the catalog contains an optical richness estimate \( \lambda \), a entering probability \( p_{\text{ent}} \), position as well as a photometric redshift \( z_{\text{spec}} \) and a spectroscopic redshift \( z_{\text{spec}} \), if available. This redMaPPer cluster catalog is volume-limited up to \( z = 0.33 \), and we select galaxy clusters with \( 20 \leq \lambda \leq 200 \) at \( 0.1 \leq z \leq 0.33 \). We limit our cluster sample to the ones with a spectroscopic redshift. This is to reduce uncertainties due to the photometric redshift in the clustering measurement. In total, we have 8648 clusters, which is 81.5\% of all the clusters selected in the same condition with a photometric redshift. Throughout this paper, we use the position of the most probable central galaxy in each cluster region as a proxy of the cluster center.

We also use the random catalogs provided along with the redMaPPer cluster catalog. These catalogs contain corresponding position information, redshift, richness, and a weight for each random cluster.

### 2.5 BOSS DR12 LOWZ sample

We will carry out a cross-correlation of the redMaPPer galaxy clusters with spectroscopic galaxies to study the effect of the projection.
effects on the redMaPPer clusters. We use the spectroscopic galaxies in the large-scale structure catalogs constructed from SDSS DR12 (Alam et al. 2015). In particular, we will use the LOWZ sample, since it has a large overlap in redshift range as our galaxy cluster sample. We restrict ourselves to LOWZ galaxies with redshifts between 0.1 ≤ z ≤ 0.33, the same redshift range as our galaxy clusters. The galaxy catalogs also come with associated random galaxy catalogs that we use to perform our cross-correlation analysis.

3 METHODS

In this section, we introduce necessary tools to quantitatively constrain the size of the anisotropic boost in the amplitude of clustering and lensing signals caused by the projection effects.

3.1 Projected Correlation Functions

To measure the boost of the cluster sample, we first calculate the cluster-galaxy cross-correlation function ξcg via the Landy-Szalay estimator (Landy & Szalay 1993), and then compute the projected correlation function by integrating ξcg(r) over the LOS direction (denoted as π),

\[ w_{p, cg}(R, \pi_{\text{max}}) = 2 \int_0^{\pi_{\text{max}}} dr \pi \xi_{cg}(R, r\pi), \]

where \( \pi_{\text{max}} \) is the maximum integral scale. For mocks, we simply split each \((1h^{-1}\text{Gpc})^3\) box into eight \((0.5h^{-1}\text{Gpc})^3\) sub-boxes and compute the covariance matrix using these sub-boxes. In total, we use 136 sub-boxes to compute the covariance matrix. For observational data, we use 83 jackknife regions, which is about 10 × 10 square degrees corresponding to roughly 100 × 100 (h^{-1}\text{Mpc})^2 for our cluster and galaxy samples.

Due to the anisotropic distribution of matter/galaxy around clusters, the clustering amplitude of \( w_{p, cg}(R) \) depends on the choice of \( \pi_{\text{max}} \). As a demonstrative purpose, we use two mock cluster catalogs based on the N-body simulations described in Sec. 2.1 and compute the cluster-galaxy projected correlation functions. We refer the halos identified by the halo finder Rockstar and \( M_{200\text{m}}>10^{14}h^{-1}\text{M}_\odot \) as “True” cluster catalog. These cluster-sized halos do not suffer from the projection effects, because they are identified based on six-dimensional phase-space information of dark matter particles and there is no preferential selection of filamentary structure aligned to the LOS direction. So, the distribution of cluster-sized halos identified by Rockstar is isotropic. The left panel of Fig. 1 shows the ratio of \( w_{p, cg}/w_{p, gg} \) for the case of “True” clusters. The distribution of the clusters is isotropic, and therefore the ratio does not depend on \( \pi_{\text{max}} \). The right panel of Fig. 1 shows the same ratio but for the clusters identified by the cluster finder. We call the clusters identified by our cluster finder described in Sec. 2.3 as “Observed” clusters. Due to the anisotropic distribution of matter around “Observed” clusters, the ratio increases as the integral scale \( \pi_{\text{max}} \) increases. The reason we use the galaxy auto-correlation functions \( w_{p, gg} \) to extract the anisotropic boost from \( w_{p, cg} \) is that we need some reference objects whose distribution is isotropic.

3.2 Theoretical Modeling of Projection Effects

We model the anisotropic boost on \( w_{p, cg}(R) \) with two parameters \( \alpha_0 \) and \( d_{\text{proj}} \).

\[ w_{p, cg}(R, \pi_{\text{max}}) = (1 + \alpha_0(\pi_{\text{max}}, d_{\text{proj}}))w_{\text{iso, cg}}(R) \]

where \( \alpha_0 \) is the boost parameter \( \alpha_0 \) is scale-independent on large scales. To model \( \alpha_0 \), we make the following assumptions:

(i) \( \alpha_0 \) increases constantly as \( \pi_{\text{max}} \) increases,
(ii) the increase of \( \alpha_0 \) stops when \( \pi_{\text{max}} > d_{\text{proj}} \).
Anisotropic boost of galaxy clusters

These two assumptions are made based on the findings in Busch & White (2017) and Sunayama & More (2019). Both studies investigated the cause of large assembly signals detected in Miyatake et al. (2016). These studies found that the projection effects can boost the clustering amplitude and therefore can give a false detection of the assembly bias. These studies built a cluster finder with the projection effects and found that the anisotropic matter distribution around the clusters due to the projection effects can only extend up to \( \pi \leq d_{\text{proj}} \) (see Fig. 12 in Busch & White (2017) and Fig. 4 in Sunayama & More (2019)). The above two assumptions are based on these findings.

With these assumptions, we can describe \( a_0 \) as

\[
a_0 = \begin{cases} 
  \alpha, & \text{if } \pi_{\text{max}} > d_{\text{proj}} \\
  \frac{\pi_{\text{max}}}{d_{\text{proj}}}, & \text{otherwise}
\end{cases}
\] (9)

The top panels of Fig. 2 show the ratio of \( w_{\text{p, cg}}/w_{\text{p, gg}} \) for “Observed” clusters with richness 20 \( \leq \lambda \leq 30 \). Each panel shows the clusters identified with \( d_{\text{proj}} = 30 h^{-1} \text{Mpc} \) (left), \( 60 h^{-1} \text{Mpc} \) (middle), and \( 120 h^{-1} \text{Mpc} \) (right). We compute the projected correlation functions in real-space. This is the supportive evidence for the second assumption that the increase of the boost stops roughly after \( \pi_{\text{max}} > d_{\text{proj}} \) for the case of \( \pi_{\text{max}} = 60 h^{-1} \text{Mpc} \) and \( 120 h^{-1} \text{Mpc} \), but not for the case of \( \pi_{\text{max}} = 30 h^{-1} \text{Mpc} \). This means that our model is only valid for clusters with the large projection length. Since velocity dispersion of galaxies in clusters is roughly \( \sigma_v \sim 3000 \text{km/s} \), we can only achieve \( d_{\text{proj}} = 30 h^{-1} \text{Mpc} \) even for the case of spectroscopically identified clusters, and therefore assuming larger projection lengths than \( 30 h^{-1} \text{Mpc} \) is a fine assumption. In real-space, the ratio of the projected correlation functions is assumed to be constant, and therefore its model requires only three parameters \( b_c/b_g \), \( \alpha \), and \( d_{\text{proj}} \):

\[
\frac{w_{\text{cg}}(R, \pi_{\text{max}})}{w_{\text{gg}}(R, \pi_{\text{max}})} = \frac{b_c}{b_g} \left(1 + a_0 \left(\frac{\pi_{\text{max}}}{d_{\text{proj}}}\right)\right).
\] (10)

The projected correlation function, however, is sensitive to the redshift-space distortion (RSD) effect when a sufficiently small value of \( \pi_{\text{max}} \) is taken (see Fig. 6 in van den Bosch et al. (2013)). Even though we take the ratio of the two projected correlation functions, the scale-dependence induced by the RSD effect is different for the cluster-galaxy cross-correlation functions and galaxy auto-correlation functions. The model with the RSD effect has the following additional term to Eqn. 10,

\[
(1 + \frac{2\beta_c\beta_p}{3} + \frac{4\beta_c\beta_g}{3} + \frac{4\beta_p\beta_g}{3})w_{p,0} + (\frac{2\beta_c\beta_p}{3} + \frac{4\beta_c\beta_g}{3} + \frac{4\beta_p\beta_g}{3})w_{p,2} + \frac{8\beta_c\beta_p}{3}w_{p,4},
\] (11)

\[
(1 + \frac{2\beta_c\beta_p}{n} + \frac{4\beta_p\beta_g}{n})w_{p,0} + (\frac{2\beta_c\beta_p}{n} + \frac{4\beta_c\beta_g}{n} + \frac{4\beta_p\beta_g}{n})w_{p,2} + \frac{8\beta_c\beta_p}{n}w_{p,4}
\] (11)

where \( \beta_c \) and \( \beta_g \) are the growth rate divided by cluster and galaxy biases \( b_c \) and \( b_g \) respectively, \( w_{p,0}(R) \), \( w_{p,2}(R) \), and \( w_{p,4}(R) \) are the monopole, quadrupole, and hexadecapole of the projected correlation function:

\[
w_{p,n}(R) = 2 \int_R^\infty \xi_n(r) L_n(\mu) \frac{r \, dr}{\sqrt{(r^2 - R^2)}},
\] (12)

where \( L_n(\mu) \) is the \( n \)th Legendre polynomials with \( \mu =
The richness is from 20 to 30. The posterior distribution of our model parameters using the ratio of the cross and autocorrelation functions with various integral scales. The measured parameters for the anisotropic boost parameter $\alpha$ and the projection length of $d_{\text{proj}}$ are 0.283 and 108$h^{-1}$Mpc, while the expected parameter values (shown as dotted lines) are $\text{boost}=0.273$ and $d_{\text{proj}}=120h^{-1}$Mpc.

$$\sqrt{(r^2-R^2)/r}.$$ Following Eqn. 52-54 in van den Bosch et al. (2013), we define $\xi_n(r)$ as

$$\xi_0(r) = \xi_{\text{NL}}(r),$$

$$\xi_2(r) = \xi_{\text{NL}}(r) - 3J_3(r),$$

$$\xi_4(r) = \xi_{\text{NL}}(r) + \frac{15}{2}J_3(r) - \frac{35}{2}J_3(r),$$

where $\xi_{\text{NL}}(r)$ is the non-linear matter correlation function and

$$J_n(r) = \frac{1}{r^n} \int_0^r \xi_{\text{lmt}}(y)y^{n-1}dy.$$  

The bottom panels of Fig. 2 show the ratio $w_{cg}(R)/w_{gg}(R)$ in redshift-space for the case of $d_{\text{proj}}=30h^{-1}$Mpc, 60$h^{-1}$Mpc, and 120$h^{-1}$Mpc. Compared to the case of real-space (top panels), the ratio $w_{cg}(R)/w_{gg}(R)$ in redshift-space shows a stronger scale-dependence due to the RSD effect, and the second assumption (i.e., the increase of the boost stops roughly after $\pi_{\text{max}} > d_{\text{proj}}$) seems violated. However, as long as the second assumption holds in real-space, this seeming violation of the assumption can be modeled following van den Bosch et al. (2013) and will not be a problem. For the rest of the paper, we use the mock cluster catalog with $d_{\text{proj}}=120h^{-1}$Mpc if it is not specified.

### 3.3 Parameter Inference

We assume a Gaussian likelihood model and compute the likelihoods with the measurements $d$ and the model predictions $\mu(\theta)$, where $\theta$ are the parameters, with covariances $C$:

$$\ln \mathcal{L}(\theta|\theta) = -\frac{1}{2} [d - \mu(\theta)]^T C^{-1} [d - \mu(\theta)].$$  

The data vector $d$ is given by the ratios $w_{\text{pcg}}/w_{\text{pgg}}$ for $\pi_{\text{max}} = 30, 60, 90, 120, 150h^{-1}$Mpc on scales $R$. The parameters used for the model are $b_c$, $b_g$, $\alpha$, and $d_{\text{proj}}$. We use flat priors for $\alpha$ and $d_{\text{proj}}$: $\alpha \in [0, 1]$, and $d_{\text{proj}} \in [30, 150]$. For $b_g$ and $b_c$, we use Gaussian priors: $b_g \sim \mathcal{N}(1.5, 1)$ and $b_c \sim \mathcal{N}(3, 1)$. This is
because the values of $b_{e}$ and $b_{c}$ are constrained independently only from the difference in the scale-dependence due to the RSD effect, and therefore these parameters are not strongly constrained with flat priors.

To estimate the covariance matrix, we use roughly 80 independent realizations either by sub-dividing a set of the simulation realizations or by using the jackknife resampling method. Due to the large size of our data vector, the number of realizations or the jackknife regions is not enough to obtain the unbiased inverse covariance matrix. To mitigate this issue, we use a Principal Component Analysis on the covariance matrix $C$ following the way described in Appendix C7 of Behroozi et al. (2019). We first diagonalize the covariance matrix through an orthogonal matrix $U$, $C = U D U^{-1}$, where $D = \text{diag}(\sigma_{1}, \sigma_{2}, \ldots)$, and then replace the $i$-th diagonal element $\sigma_{i}$ with the effective error $\sigma_{\text{eff},i} = \text{max}(0,1,\sigma_{i})$ for the case of mock analysis. This is to include the systematic errors due to observational measurements such as fiber collisions and edge effects.

The corresponding data vector for this diagonal covariance matrix $D$ is $U^{-1}(d - \mu(0))$.

We perform Bayesian parameter inferences with the above likelihoods to obtain the posterior distribution of the parameters. To do that, we use the affine invariant Monte Carlo Markov Chain (MCMC) ensemble sampler emcee (Foreman-Mackey et al. 2013).

## 4 RESULTS

In this section, we first show the results from the mock cluster catalog described in Sec. 2.2 and validate our model of the projection effects. Then, we apply our model to SDSS redMaPPer cluster catalog (details in Sec. 2.4).

### 4.1 Simulations

We show the derived posterior constraints of our model parameter for the mock cluster catalog with $20 \leq \lambda \leq 30$ and $d_{\text{proj}} = 120h^{-1}\text{Mpc}$ in Fig. 3. For this analysis, we use the ratios $w_{pcp}/w_{gg}$ for $\pi_{\text{max}} = 30, 60, 90, 120$, and $150h^{-1}\text{Mpc}$ on scales $12h^{-1}\text{Mpc} \leq R \leq 40h^{-1}\text{Mpc}$ with 13 bins each, and the covariance matrix is computed from $136 (0.5h^{-1}\text{Mpc})^{3}$ sub-boxes. The diagonal panels show the one-dimensional marginalized posterior distributions of each of the four parameters and the contours in the off-diagonal panels are the $1\sigma$ confidence region for each of the parameter combinations.

Since the value of $\alpha$ is not an input parameter, we measured it using a different method to validate our model. Using the same cluster mock catalog, we first measured the lensing signal and compared it with the prediction from the emulator darkemu (Nishimichi et al. 2019). darkemu takes the halo masses of the clusters as an input and gives the predicted lensing signal. Since darkemu assumes that the distribution of halos is isotropic, the deviation of the measured lensing signal from the prediction is the size of the anisotropic boost. The measured value of $\alpha$ from the lensing signal is $\alpha = 27.6 \pm 4.7\%$. The details of the measurements and the results for other cluster catalogs with different richness bins and other projection lengths are in Appendix A.

Fig. 3 shows that the posterior distribution of $\alpha$ from our method nicely agrees with the measured value of $\alpha$ from lensing. However, the posterior distribution of $d_{\text{proj}}$ is not well-constrained and the best-fit value is smaller than the expected value of $d_{\text{proj}} = 120h^{-1}\text{Mpc}$. This may be because the second assumption (i.e., the increase of the amplitude ratio stops at $\pi_{\text{max}} = d_{\text{proj}}$) is too simple. However, the important thing here is not to precisely constrain the value of $d_{\text{proj}}$, but rather to get some rough ideas of how long the distribution of member galaxies is extended along the LOS. At least, the posterior distribution of $d_{\text{proj}}$ is not significantly under/over-estimating $d_{\text{proj}}$. Further improvements to constrain $d_{\text{proj}}$ on our model will be future work.

Fig. 4 compares the amplitude ratio of $w_{cg}(R)/w_{gg}(R)$ predicted by the best-fit values from the posterior distributions (solid
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**Figure 4.** The projected cross-correlation functions of clusters and galaxies relative to the galaxy auto-correlation functions with $\pi_{\text{max}} = 30, 60, 90, 120$, and $150h^{-1}\text{Mpc}$. The circles with error bars are based on the mock measurements and the solid lines are the predictions based on our model with the best-fit parameters.
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**Figure 5.** The best-fit values of the anisotropic boost parameter $\alpha$ as a function of richness $\lambda$. As richness increases, the value of $\alpha$ decreases (i.e., smaller anisotropic boost due to the projection effects).
Fig. 6. The same figures as Fig. ?? but using SDSS redMaPPer clusters and DR12 galaxies at $0.1 \leq z \leq 0.33$ with richness $20 \leq \lambda \leq 30$. The posterior distribution of cluster projection model parameters given the ratio of the cross and autocorrelation functions with various integral scales. The measured parameters for boost and $d_{\text{proj}}$ are 0.16 and $136h^{-1}\text{Mpc}$.

Fig. 5 shows the anisotropic boost $\alpha$ as a function of richness $\lambda$. For larger richness clusters, the value of $\alpha$ gets smaller. This is mainly because the fraction of the "projected" clusters, whose member galaxies are mostly interlopers, gets smaller for more massive clusters. Sunayama et al. (2020) showed that these clusters are the cause of the anisotropic boost and the size of the boost mostly depends on the fraction of these "projected" clusters.

4.2 Observations

In this section, we present the results using the SDSS redMaPPer clusters and LOWZ spectroscopic galaxies. As is described in Sec. 2.4 and 2.5, we select clusters and galaxies at $0.1 \leq z \leq 0.33$ and measure the cluster-galaxy projected correlation functions as well as galaxy auto-correlation functions with $\pi_{\text{max}} = 30, 60, 90, 120$, and $150h^{-1}\text{Mpc}$ on scales $10h^{-1}\text{Mpc} \leq R \leq 42h^{-1}\text{Mpc}$ with 8 bins each. To look for the features of the projection effect in the ratio of $w_{p,\text{cg}}(R)/w_{p,\text{gg}}(R)$, we limit to use the redMaPPer clusters with spectroscopic redshifts. This is because the photometric redshift uncertainties dilute the dependence of the ratio on the choice of integral scale $\pi_{\text{max}}$. We use 83 jackknife regions in order to compute the error in the measurements and its covariance matrix. The typical size of each of these jackknife patches is about $10^2 \times 10^2$ square degrees, which corresponds to roughly $100 \times 100 (h^{-1}\text{Mpc})^2$ for our cluster and galaxy samples. Note that we do include the correction factors in Hartlap et al. (2007).

Fig. 6 shows the derived posterior constraints of our model pa-
parameters for the redMaPPer clusters with richness $20 \leq \lambda \leq 30$. The anisotropic boost factor $\alpha$ is constrained to $\alpha = 18.4 \pm 8.6\%$, which is consistent with the values from Park et al. (2021) and To et al. (2021). The predicted value for $d_{\text{proj}}$ is $d_{\text{proj}} = 136h^{-1}\text{Mpc}$. Due to the limited range of $d_{\text{proj}}$ up to $150h^{-1}\text{Mpc}$, our posterior is truncated on the large $d_{\text{proj}}$ end, but the size of the $1\sigma$ error on the small $d_{\text{proj}}$ is roughly $\Delta d_{\text{proj}} = 30h^{-1}\text{Mpc}$. This large $d_{\text{proj}}$ does not mean that the structure of all the clusters is extended to $156h^{-1}\text{Mpc}$, but rather member galaxies of some clusters are distributed to roughly $136h^{-1}\text{Mpc}$ along the LOS. While the simulation analysis in Fig. 3 shows a weak degeneracy between $\alpha$ and $b_1/b_g$, Fig. 6 shows no degeneracy between these parameters. This is because the scale-dependence of $w_{cg}(R)/w_{gg}(R)$ is weaker for the observational data than the mock data as shown in Fig. 7.

Fig. 7 compares the amplitude ratio of $w_{cg}(R)/w_{gg}(R)$ predicted by the best-fit values from the posterior distributions (solid line) to the observational measurements (circles with error bars). Overall the model predictions agree well with the measurements.

Lastly, Fig. 8 shows the best-fit value for the anisotropic boost $\alpha$ as a function of richness $\lambda$. Unlike the result from the simulation analysis whose $\alpha$ values decrease as richness $\lambda$ increases, the $\alpha$ values are almost constant ($\sim 20\%$) across all the richness bins except the one with $30 \leq \lambda \leq 40$. The value of $\alpha$ for the cluster sample with $30 \leq \lambda \leq 40$ is $55 \pm 15\%$, which is unexpectedly large. To investigate further the cause of this large $\alpha$ value, Fig. 9 shows the measured ratio $w_{cg}(R)/w_{gg}(R)$ and the prediction from the best-fit parameters for the case of $30 \leq \lambda \leq 40$. Unlike Fig. 7, the best-fit model does not fit well with the measured ratio, in particular for the case of large $\pi_{\text{max}}$. While the ratio with $\pi_{\text{max}} = 30h^{-1}\text{Mpc}$ is almost constant on $10h^{-1}\text{Mpc} \leq R \leq 42h^{-1}\text{Mpc}$, the ratios with other $\pi_{\text{max}}$ increase as $R$ increases. This increase is against the predicted scale-dependence by the RSD effect, and it is unclear what can cause this increase in the ratio. We tried different $R$ ranges to constrain the value of $\alpha$. However, any choice of $R$ did not significantly change the best-fit value of $\alpha$. We will leave the further investigation of the cause to the future work.

5 SUMMARY

In this paper, we implemented the model and the method to quantitatively evaluate the anisotropic boost to the cluster clustering and lensing due to the projection effects. We validated our model against the mock cluster catalogs and then applied it to the SDSS redMaPPer cluster catalog. We summarize our conclusions as follows:

- The anisotropic boosts can be quantitatively measured using the cluster-galaxy projected correlation functions concerning galaxy auto-correlation functions. We assume that the selection of galaxies is isotropic, and varying integral scales is a key to measure the boost.
- To model the projection effects, we made two assumptions: $\alpha$ increases constantly as $\pi_{\text{max}}$ increases, and the increase of $\alpha$ stops when $\pi_{\text{max}} > d_{\text{proj}}$.
- Upon validation with the mock cluster catalog using the projection length of $d_{\text{proj}} = 120h^{-1}\text{Mpc}$, our model was able to measure the expected anisotropic boost through the cluster-galaxy cross-correlation functions.
- We applied our model to the SDSS redMaPPer cluster catalog and measured the boost factor to be roughly $\sim 20\%$ for all the richness bins except the $\lambda \in [30, 40]$ bin. The size of the boosts is consistent with the constraints in the cluster cosmology analysis by Park et al. (2021) and To et al. (2021).
- While the ratios $w_{cg}(R)/w_{gg}(R)$ of the mock cluster samples exhibit the scale-dependence consistent with the prediction from the RSD effect, the ratios measured from the SDSS redMaPPer clusters show little or opposite scale-dependence. Understanding the cause of this is our future work.
- Our model also enabled to constrain the projection length of clusters along the LOS. Even though the accuracy is somewhat
questionable based on the validation from the mock, our model constrained $d_{\text{proj}}$ to be $\geq 100h^{-1}\text{Mpc}$.

In this work, we develop a method to measure the anisotropic boost on the amplitude of cluster clustering through cluster-galaxy cross-correlation functions and measure the anisotropic boost in the SDSS redMaPer clusters is roughly 20% except the clusters with $30 \leq \lambda \leq 40$. We plan to investigate further the cause of large anisotropic boost ($\sim 60\%$) for these clusters in our future work. Additionally, we plan to extend our method for clusters without spectroscopic follow-ups in our future work.
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Figure 9. The projected cross-correlation functions of SDSS RM clusters and galaxies relative to the galaxy auto-correlation functions with $\pi_{\text{max}} = 30, 60, 90, 120,$ and $150h^{-1}\text{Mpc}$ with $30 \leq \lambda \leq 40$. The circles with error bars are from the measurements and the solid lines are the predictions based on our model with the best-fit parameters.

\[\chi^2/\text{dof} = 23.67/40\]
APPENDIX A: BOOSTS MEASURED FROM LENSING SIGNALS FOR ALL RICHNESS BINS AND THE PROJECTION LENGTHS

To validate our method, we used the values of $\alpha$ measured from the mock lensing measurements. In Sunayama et al. (2020), the value of the boost for the lensing signals $\Delta \Sigma(R)$ and cluster auto-correlation functions $w_{cc,obs}(R)$ were consistently proportional to $(1 + \alpha)$ and $(1 + \alpha)^2$ such as

\[
\Delta \Sigma_{\text{obs}}(R) = (1 + \alpha) \Delta \Sigma_{\text{emu}}(R) \quad \text{(A1)}
\]
\[
w_{cc,\text{obs}}(R) = (1 + \alpha)^2 w_{cc,\text{emu}}(R). \quad \text{(A2)}
\]

So, the measured value of $\alpha$ from the lensing signals can be used as a reference.

In this Appendix, we describe how we measured $\alpha$ from the mock lensing signals. To measure lensing signals, we used the same cluster mock catalog and made measurements of the cluster lensing signals following Valageas & Nishimichi (2011). The details are discussed in Sec. 2.5 of Sunayama et al. (2020). We compared the measured lensing signal $\Delta \Sigma_{\text{obs}}(R)$ to the theoretical prediction $\Delta \Sigma_{\text{emu}}(R)$ to measure the value of $\alpha$. To compute theoretical predictions, we used the emulator darkemu developed in Nishimichi et al. (2019). The darkemu takes a cosmological model, halo mass, and redshift as input parameters and makes predictions for the halo statistics assuming statistical isotropy. We make use of this isotropic prediction to compare against the measured lensing signals to isolate the boost due to the projection effects.

Fig. A1 shows the lensing profiles measured from the cluster samples against the corresponding emulator predictions. The emulator predictions are based on the mass of the primary (most massive) halo within the cluster region. The figures are for all richness bins (from top to bottom) as well as $d_{\text{proj}} = 30h^{-1}\text{Mpc}, 60h^{-1}\text{Mpc}$, and $120h^{-1}\text{Mpc}$ (from left to right). The fractional difference between $\Delta \Sigma_{\text{obs}}(R)$ and $\Delta \Sigma_{\text{emu}}(R)$ is equal to the size of the anisotropic boost $\alpha$, and the size of the boost is almost identical for all richness bins with the same $d_{\text{proj}}$, while it is proportionally larger for a larger $d_{\text{proj}}$.

We measured $\alpha$ using this fractional difference through the least $\chi^2$ fitting:

\[
\chi^2 = \sum_{ij} \left( \frac{\Delta \Sigma_{\text{meas},i} - \Delta \Sigma_{\text{pred},i}}{\Delta \Sigma_{\text{meas},i} - (1 - \alpha)} \right) C^{-1}_{ij} \left( \frac{\Delta \Sigma_{\text{meas},j}}{\Delta \Sigma_{\text{pred},j}} - (1 - \alpha) \right), \quad \text{(A3)}
\]

where $i, j$ are the indices of $R$ bins and $\Delta \Sigma_{\text{meas}/\text{pred},i}$ are the measured and predicted lensing profiles at $R_1$. The covariance matrix $C_{ij}$ is computed from the mock lensing measurements using the $(0.5h^{-1}\text{Gpc})^3$ sub-boxes,

\[
C_{ij} = \frac{N}{N - 1} \sum_{l=1}^{N} \langle \Delta \Sigma_{\text{obs},i}^l - \langle \Delta \Sigma_{\text{obs},i} \rangle \rangle \langle \Delta \Sigma_{\text{obs},j}^l - \langle \Delta \Sigma_{\text{obs},j} \rangle \rangle.
\]
Figure A1. Comparison of the measured cluster lensing signal for the mock cluster sample (blue) against the lensing signal predicted by the emulator using the primary (most massive) halo mass distribution of the sample (orange). From top to bottom, we show the results for the richness bins of $\lambda \in [20, 30], [30, 40], [40, 55], [55, 200]$. From left to right is for the projection lengths of $d_{proj} = 30h^{-1}\text{Mpc}, 60h^{-1}\text{Mpc}$, and $120h^{-1}\text{Mpc}$. 
Figure A2. The best-fit values of the anisotropic boost parameter $\alpha$ as a function of richness $\lambda$ measured from the mock lensing profiles for all the cluster samples with $d_{\text{proj}} = 30h^{-1}\text{Mpc}$, $60h^{-1}\text{Mpc}$, and $120h^{-1}\text{Mpc}$. 
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