Research on Adaptive Grasping of Robotic Manipulator with Depth Visual Perception
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Abstract. Aiming at the problem of poor grasping performance and low repetitive teaching efficiency when traditional machine vision-based robots are facing the grasping tasks of objects with unknown heights, an adaptive grasping method of robotic manipulator based on depth visual perception feedback control is proposed. The RGB-D image is acquired through the depth camera, and the embedded computing device is used to process the RGB-D image based on ROS (Robot Operating System) to obtain the object positioning information. Finally, the coordinate information of the object is used to control the joint motion of the robot to perform the grasping task. The experimental results show that the method is robust and requires a small amount of data, and it can grasp the target object with unknown height without teaching.

1. Introduction
Manipulators are the most widely used automation devices, which is widely used in industry, construction, logistics, medical and other fields [1-3]. With the increasing requirements for production automation and the rise of service robots, how to solve the problem of poor grasping adaptability and the need for multiple teachings when grasping objects with high randomness and different placement heights of the manipulator is crucial for the development of industrial robots [4]. Most of the manipulators used at this stage are teaching-type [5]. They need to perform operation demonstrations before production and record working parameters. Their movement methods are simple, and they can only grab parts of a single specification, which cannot meet the needs of future industrial production, let alone adapting to the complexity of future industrial production and its required flexibility [6]. In this regard, this paper proposes a control method for industrial robots combining with deep visual perception technology to improve grasping efficiency, and conducts research under the ROS framework.

2. Overall system structure
The adaptive grasping manipulator system consists of embedded computing device, depth camera, manipulator, manipulator control box, end effector and monitor screen, as shown in Figure 1. As the eyes of the manipulator, the depth camera is mainly responsible for collecting images. The embedded computing device is the main computing unit and is mainly responsible for processing the image data returned by the depth camera. The control box controls the end effector of the manipulator to grab the target object. Using the Inception_v3 model to train data set [7] and image segmentation algorithm [8] determines whether there is a target object in the image and calculates the three-dimensional coordinate information of the geometric center point of the target object in the image. Then use ROS to create a
topic to publish the data and then perform the conversion from the camera coordinate to the base coordinate of the manipulator. When the end effector of the manipulator moves to the position of the target object, the vacuum gripper is controlled to grab the target object. The depth camera is responsible for collecting color images and depth images [9]. The color images can be processed to identify the object category in the image and calculate the two-dimensional coordinates of the object [10]. The depth image can process the depth information of the target object in the image. The control box is the secondary controller, which is mainly responsible for receiving the three-dimensional coordinate data of the target object in the world coordinate system processed by the embedded computing device, and sending this data to the manipulator joint to control the movement of manipulator.

![Diagram of the adaptive grasping manipulator system](image)

**Figure 1.** The adaptive grasping manipulator system diagram

### 3. Grasping process

The workflow of the system is shown in Figure 2.

![System workflow diagram](image)

**Figure 2.** System workflow

The depth camera acquires the image and identifies the object to be grasped in the image and obtains its two-dimensional pixel coordinates \((x, y)\). The motion of the manipulator makes the depth camera
reach directly above the geometric center point of the object to obtain the depth information from the camera to the geometric center point of the object, and obtain the camera’s three-dimensional coordinates \((x_c, y_c, z_c)\). Since the relative spatial position relationship between the camera and the end effector of the manipulator is known, the spatial position relationship between the end effector of the manipulator and the object and the coordinates of the object in the base coordinate system \((x_w, y_w, z_w)\) can be obtained through coordinate conversion. Through \((x_w, y_w, z_w)\) and the posture \((\alpha, \beta, \gamma)\) of the end effector of the manipulator determined according to the demand and environment, we can calculate the rotation angle of each motor of the manipulator joint and control each motor to rotate until the end effector reaches the grasping point, and finally complete the grasp of the target object.

4. Kinematics analysis of manipulator

The six-degree-of-freedom manipulator used in this article is the Xarm manipulator. According to the description of the link coordinate system above, the coordinate system shown in Figure 3 can be established on the link of this manipulator.

![Xarm manipulator coordinate system](image)

**Figure 3.** Xarm manipulator coordinate system

By observing the relationship between the coordinate systems of each link of the Xarm manipulator, the DH parameter table of the six-degree-of-freedom manipulator used in this article can be obtained, as shown in Table 1.

| link \(i\) | \(\alpha_i(\degree)\) | \(a_i(m)\) | \(d_i(m)\) | \(\theta_i(\degree)\) | Angle limit  |
|------------|-----------------|-----------|-----------|-----------------|--------------|
| 1          | 0               | 0         | 0.2670    | \(\theta_1\)    | [-360, 360]  |
| 2          | -90             | 0         | 0         | \(\theta_2\)    | [-124.9, 124.9] |
| 3          | 0               | 0.3055    | 0         | \(\theta_3\)    | [-360, 360]  |
| 4          | 90              | 0.0775    | 0.3425    | \(\theta_4\)    | [-360, 360]  |
| 5          | 90              | 0         | 0         | \(\theta_5\)    | [-100.2, 180]  |
| 6          | -90             | 0.0760    | 0.0970    | \(\theta_6\)    | [-360, 360]  |

According to the data provided in Table 1, it is easy to deduce the homogeneous transformation matrix between two adjacent link coordinate systems in the Xarm manipulator can be obtained as:
In the above formula, \( i = 1, 2, 3, 4, 5, 6 \). After bringing the data in the table 1 into formula (1), transformation matrices \( ^0T_i, ^1T_i, ^2T_i, ^3T_i, ^4T_i, ^5T_i \) can be obtained. Multiply these 6 matrices one by one, and the result of the multiplication is the pose transformation matrix of coordinate system 6 in coordinate system 0, and the pose transformation matrix is the result of the forward kinematics solution of the six-degree-of-freedom manipulator in this laboratory.

\[
^iT_j = \begin{bmatrix}
\cos \theta_i & -\sin \theta_i & 0 & a_{i-1} \\
\sin \theta_i \cos \alpha_{i-1} & \cos \theta_i \cos \alpha_{i-1} & -\sin \alpha_{i-1} & -d_i \sin \alpha_{i-1} \\
\sin \theta_i \sin \alpha_{i-1} & \cos \theta_i \sin \alpha_{i-1} & \cos \alpha_{i-1} & d_i \cos \alpha_{i-1} \\
0 & 0 & 0 & 1
\end{bmatrix}
\] (1)

In Formula (2), the \( n, o, a \) vectors respectively represent the projections of the coordinate axes of the coordinate system 6 on the coordinate axes of the coordinate system 0, and the \( p \) vector refers to the position of the origin of the coordinate system 6 in the coordinate system 0. When the joint angles of the manipulator are known, the pose of the end effector of the manipulator can be uniquely determined by Formula (2).

\[
^0T = ^0T_1^1T_1^2T_2^3T_3^4T_4^5T_5^6T_6
\] (2)

5. Experimental results and analysis
When the manipulator reaches the designated shooting position, the hand depth camera takes pictures to obtain the RGB-D image of the object to be captured, as shown in Figure 4, and the manipulator grasping process is shown in Figure 5. In order to verify the effectiveness of the depth visual perception method, the experiment provides cylinders, cubes and cuboids of different colors (red, green and blue) and different heights to verify the error.

Exporting the depth data of the target geometric center point and using MATLAB for data processing, the comparative analysis curve at different distances is drawn using the actual value to subtract the measured value and take the absolute value, as shown in Figure 6. It can be seen that when the distance is between 35cm and 45cm, the data fitting effect is better. When the distance exceeds 45cm, the difference between the theoretical value and the actual value gradually increases. Therefore, when measuring from 35cm to 45cm, there is no need to eliminate errors in the measured data.
Figure 6. Comparison of actual value and theoretical value measured by depth camera

Robot joint motion information is collected in teaching mode and adaptive grasping mode respectively. We can obtain the real-time angle array of the manipulator joints, and export the topic data to a text file format, and use MATLAB for data import and curve fitting. The joint position curve of each joint over time in the teaching mode and in the depth visual perception mode is shown in Figure 7.

Figure 7. The angle change of each joint is in teaching mode and adaptive grasping mode

It can be seen from the experimental results that when grasping the same object, the manipulator in the teaching mode has a faster grasping speed than the manipulator based on depth visual perception. But in the teaching mode, the noise robustness is poor, the pertinence is weak, and the adaptability is low. The manipulator with visual perception is more adaptable when performing the task of grasping a large number of objects of unknown height, avoiding multiple teaching.

6. Conclusion
In order to solve the problem of poor grasping adaptability and the need for multiple teaching when grasping objects with freely place and different placement heights, this paper proposes an adaptive grasp control method based on depth visual perception. The robot control system is designed with ROS. The
depth camera obtains the position and pose of the grasping target. Through the inverse kinematics solution, the control variables of each joint of the manipulator are obtained to control the robot to perform adaptive grasping operations. Contrast with traditional teaching methods, the experimental results show that the method is simple and effective, and the manipulator grasping system combined with deep visual perception solves the problem of poor grasping adaptability when grasping objects with high random placement and different placement heights and requiring multiple teachings.
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