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Abstract

In this paper, types of Leibniz Rule for Riemann-Liouville Variable-Order fractional integral and derivative Operator is developed. The product rule, quotient rule, and chain rule formulas for both integral and differential operators are established. In particular, there are four types of product rule formulas: Product rule type-I, Product rule type-II, Product rule type-III and Product rule type-Iv. Quotient rule type-I, quotient rule type-II, quotient rule type-III, and quotient rule type-Iv formulas developed from product rule types. There are four types of chain rule formulas: chain rule type-I, chain rule type-II, chain rule type-III, and chain rule type-Iv.
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1. Introduction

Fractional calculus, that is fractional derivative and integral of an arbitrary real order, has a history of more than three hundred years (see [1],[2] and the references therein). In 1993, Samko and Ross [3] firstly proposed the notion of variable-order integral and differential operators and some basic properties. Lorenzo and Hartley [4] summarized the research results of the variable-order fractional operators and then investigated the definitions of variable-order fractional operators in different forms. After that, some new extensions and valuable application potentials of the variable-order fractional differential equation models have been further explored [5]. It has become a research hotspot and has aroused wide concern in the last ten years. Different kind of definitions of fractional derivatives and integrals are available in the literature. For example, Riemann-Liouville, Riesz, Caputo, Coimbra, Hadamard, Grünwald-Letnikov, Marchaud, Weyl, Sonin-Letnikov, conformable
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and others (see [6],[7], [15] and the references therein). Excepting conformable fractional derivative (see [9]) the other definition violates basic properties of Leibniz rule that holds for integer order calculus, like product rule and chain rule. V.E. Tarasov proved that fractional derivatives of non-integer orders can not satisfy the Leibniz rule (see [13],[14]). There are some attempts to define new type of fractional derivative such that the Leibniz rule holds (see [10],[11],[12]). This paper established a Leibniz rule type formula like product rule, quotient rule and chain rule for Riemann-Liouville variable-order fractional derivative and integral operator. We will leave linearity property for the reader to check, since it is obvious and straightforward.

2. Preliminaries

Throughout this paper, we will use the following definitions.

**Definition 1.** Given $\Re(z) > 0$, we define the gamma function, $\Gamma(z)$, as

$$
\Gamma(z) = \int_0^\infty t^{z-1}e^{-t}dt
$$

$\Gamma(z)$ is a holomorphic function in $\Re(z) > 0$.

In the following definition of Riemann-Liouville variable-order fractional integral, we used the abbreviation RL stands for Riemann-Liouville.

**Definition 2.** (see[8]) Let $\alpha : [a, b] \times [a, b] \rightarrow (0, \infty)$. Then the left Riemann-Liouville fractional integral of order $\alpha(,..)$ for function $f(t)$ is defined by

$$
^RL_a I_t^{\alpha(,..)}f(t) = \int_a^t \frac{(t-s)^{\alpha(t,s)-1}}{\Gamma(\alpha(t, s))}f(s)ds, t > a
$$

**Definition 3.** (see[8]) Let $\alpha : [a, b] \times [a, b] \rightarrow (0,1)$. Then the left Riemann-Liouville fractional derivative of order $\alpha(,..)$ for function $f(t)$ is defined by

$$
^RL_a D_t^{\alpha(,..)}f(t) = \frac{d}{dt}\left(^RL_a I_t^{1-\alpha(,..)}f(t)\right) = \frac{d}{dt}\int_a^t \frac{(t-s)^{-\alpha(t,s)}}{\Gamma(1-\alpha(t, s))}f(s)ds, t > a
$$

3. Main Result

For the Reimann-Liouville variable-order fractional integral operator, from Theorem (1), we get, product rule formulas and from the consequence of this Theorem, product rule type-I, product rule type-II, product rule type-III and product rule type-IV are obtained.
Theorem 1. Let $\alpha, \beta : [a, b] \times [a, b] \to (0, \infty)$, $a, c \in \mathbb{R}$, $t > a, s > c$. Then for functions $f$ and $g$ the following equality holds

$$\left( \int_a^t (t-x)^{\alpha(t,x)-1} \frac{f(x)g(x)}{\Gamma(\alpha(t,x))} \right) dx$$

$$= \left( \int_a^t (t-x)^{\alpha(t,x)-1} \frac{(f(x) - f(y))(g(x) - g(y))}{\Gamma(\alpha(t,x))} \right) dx$$

$$+ \int_a^t (t-x)^{\alpha(t,x)-1} \frac{f(x)g(x)dx}{\Gamma(\alpha(t,x))} + \int_a^t (t-x)^{\alpha(t,x)-1} \frac{f(x)g(y)dx}{\Gamma(\alpha(t,x))}$$

$$- \int_a^t (t-x)^{\alpha(t,x)-1} \frac{f(y)g(y)dx}{\Gamma(\alpha(t,x))}$$

which means

$$\left( \int_a^t (t-x)^{\alpha(t,x)-1} \frac{f(x)g(x)}{\Gamma(\alpha(t,x))} \right) dx$$

$$= \left( \int_a^t (t-x)^{\alpha(t,x)-1} \frac{(f(x) - f(y))(g(x) - g(y))}{\Gamma(\alpha(t,x))} \right) dx$$

$$+ \int_a^t (t-x)^{\alpha(t,x)-1} \frac{f(x)g(x)dx}{\Gamma(\alpha(t,x))} + \int_a^t (t-x)^{\alpha(t,x)-1} \frac{f(x)g(y)dx}{\Gamma(\alpha(t,x))}$$

$$- \int_a^t (t-x)^{\alpha(t,x)-1} \frac{f(y)g(y)dx}{\Gamma(\alpha(t,x))}$$

Now, multiplying equation (5) by $(s-y)^{\beta(s,y)-1}/\Gamma(\beta(s,y))$ and integrate from $c$ to $s$ with
respect to $y$, we get,

$$\\int_c^s \frac{(s-y)^{\beta(s,y)-1}}{\Gamma(\beta(s,y))} a^{\alpha}(f g)(t) dy$$

$$= \int_c^s \frac{(s-y)^{\beta(s,y)-1}}{\Gamma(\beta(s,y))} \left( a^{\alpha}(f(t) - f(y))(g(t) - g(y)) \right) dy$$

$$+ \int_c^s \frac{(s-y)^{\beta(s,y)-1}}{\Gamma(\beta(s,y))} f(y) \left( a^{\alpha}(g(t)) \right) dy$$

$$+ \int_c^s \frac{(s-y)^{\beta(s,y)-1}}{\Gamma(\beta(s,y))} g(y) \left( a^{\alpha}(f(t)) \right) dy$$

$$- \int_c^s \frac{(s-y)^{\beta(s,y)-1}}{\Gamma(\beta(s,y))} \left( f(y)g(y) \right) \left( a^{\alpha}(1) \right) dy$$

which means

$$\left( a^{\alpha}(f g)(t) \right) \left( a^{\beta}(1) \right)$$

$$= \left( a^{\beta}(1) \right) \left( a^{\alpha}(f(t) - f(s))(g(t) - g(s)) \right)$$

$$+ \left( a^{\alpha}(g(t)) \right) \left( a^{\beta}(f(s)) \right) + \left( a^{\alpha}(f(t)) \right) \left( a^{\beta}(g(s)) \right)$$

$$- \left( a^{\alpha}(1) \right) \left( a^{\beta}(f g)(s) \right)$$

which means

$$\left( a^{\alpha}(f g)(t) \right) \left( a^{\beta}(1) \right) + \left( a^{\alpha}(1) \right) \left( a^{\beta}(f g)(s) \right)$$

$$= \left( a^{\beta}(1) \right) \left( a^{\alpha}(f(t) - f(s))(g(t) - g(s)) \right) + \left( a^{\alpha}(g(t)) \right) \left( a^{\beta}(f(s)) \right)$$

$$\times \left( a^{\beta}(f(s)) \right) \left( a^{\alpha}(1) \right) \left( a^{\beta}(g(s)) \right)$$

\[ \square \]

From Theorem (1), we established the following corollary (1), corollary (2), corollary (3), and corollary (4).

**Corollary 1 (Product rule type-I).** Let $\alpha, \beta : [a, b] \times [a, b] \rightarrow (0, \infty)$, $a, c \in \mathbb{R}$, $t > a$, and $t > c$. Then

$$\left( a^{\alpha}(f g)(t) \right) \left( a^{\beta}(1) \right) + \left( a^{\alpha}(1) \right) \left( a^{\beta}(f g)(t) \right)$$
\[ (RL I_t^\alpha(\ldots)g(t)) (RL I_t^\beta(\ldots)f(t)) + (RL I_t^\alpha(\ldots)f(t)) (RL I_t^\beta(\ldots)g(t)) \] (6)

**Proof.** From Theorem (1), equation (3). Letting \( s = t \) completes the proof. \( \square \)

**Corollary 2 (Product rule type-II).** Let \( \alpha, \beta : [a, b] \times [a, b] \rightarrow (0, \infty), a \in \mathbb{R}, t > a. \) Then
\[ (RL I_t^\alpha(\ldots)(fg)(t)) (RL I_t^\beta(\ldots)(1)) + (RL I_t^\alpha(\ldots)(1)) (RL I_t^\beta(\ldots)(fg)(t)) \]
\[ (RL I_t^\alpha(\ldots)g(t)) (RL I_t^\beta(\ldots)f(t)) + (RL I_t^\alpha(\ldots)f(t)) (RL I_t^\beta(\ldots)g(t)) \] (7)

**Proof.** From Theorem (1), equation (3). Letting \( s = t \) and \( a = c \) completes the proof. \( \square \)

**Corollary 3 (Product rule type-III).** Let \( \alpha : [a, b] \times [a, b] \rightarrow (0, \infty), a \in \mathbb{R}, t > a. \) Then
\[ (RL I_t^\alpha(\ldots)(fg)(t)) = (RL I_t^\alpha(\ldots)(1))^{-1} (RL I_t^\alpha(\ldots)g(t)) (RL I_t^\alpha(\ldots)f(t)) \] (8)

**Proof.** From Theorem (1), equation (3). Letting \( s = t, a = c, \) and \( \alpha(\ldots) = \beta(\ldots) \) completes the proof. \( \square \)

**Corollary 4 (Product rule type-IV).** Let \( \alpha : [a, b] \times [a, b] \rightarrow (0, \infty), a \in \mathbb{R}, t > a. \) Then
\[ (RL I_t^\alpha(\ldots)f^2(t)) = (RL I_t^\alpha(\ldots)(1))^{-1} (RL I_t^\alpha(\ldots)f(t))^2 \] (9)

**Proof.** From Theorem (1), equation (3). Letting \( s = t, a = c, \) and \( \alpha(\ldots) = \beta(\ldots) \) and \( f = g \) completes the proof. \( \square \)

**Remark 1.** Quotient rule type-I, quotient rule type-II, quotient rule type-III, and quotient rule type-IV formulas is the same as product rule types, that is, from equation (6), equation (7), equation (8), and equation (9) respectively by letting \( g = 1/h \) such that \( h \) is non-zero.

**Theorem 2.** Let \( \alpha : [a, b] \times [a, b] \rightarrow (0, \infty), a \in \mathbb{R}, t > a, n \in \mathbb{N}. \) Then for function \( f^n \) the following equality holds
\[ (RL I_t^\alpha(\ldots)f^n(t)) = (RL I_t^\alpha(\ldots)(1))^{-(n-1)} (RL I_t^\alpha(\ldots)f(t))^n \] (10)

**Proof.** Use mathematical induction. For \( n = 2, \) equation (10) becomes product rule type-Iv. Now, assume that equation (10) is true for \( n = k. \) Let us show that equation (10) also holds for \( n = k + 1, \) we have,
\[ (RL I_t^\alpha(\ldots)f^{k+1}(t)) = (RL I_t^\alpha(\ldots)f^k(t)f(t)) \] (11)
now, use product rule type-III for the right-hand side of equation (11). Then we have,

\[ \left( RL_a I_t^{\alpha(\ldots)} f^{k+1}(t) \right) \]
\[ = \left( RL_a I_t^{\alpha(\ldots)} f^k(t) f(t) \right) \]
\[ = \left( RL_a I_t^{\alpha(\ldots)}(1) \right)^{-1} \left( RL_a I_t^{\alpha(\ldots)} f(t) \right) \left( RL_a I_t^{\alpha(\ldots)} f^k(t) \right) \]

now, using our assumption for \( n = k \) is true, equation (12) becomes,

\[ \left( RL_a I_t^{\alpha(\ldots)} f^{k+1}(t) \right) \]
\[ = \left( RL_a I_t^{\alpha(\ldots)} f^k(t) f(t) \right) \]
\[ = \left( RL_a I_t^{\alpha(\ldots)}(1) \right)^{-1} \left( RL_a I_t^{\alpha(\ldots)} f(t) \right) \left( RL_a I_t^{\alpha(\ldots)} f^k(t) \right) \]
\[ = \left( RL_a I_t^{\alpha(\ldots)}(1) \right)^{-1} \left( RL_a I_t^{\alpha(\ldots)} f(t) \right) \left( RL_a I_t^{\alpha(\ldots)}(1) \right)^{-(k-1)} \left( RL_a I_t^{\alpha(\ldots)} f(t) \right)^k \]
\[ = \left( RL_a I_t^{\alpha(\ldots)}(1) \right)^{-k} \left( RL_a I_t^{\alpha(\ldots)} f(t) \right)^{k+1}. \]

This completes the proof.

For the Reimann-Liouville variable-order fractional integral operator, the following Theorem (3) established chain rule type-I and from the consequence of this Theorem we can obtain Chain rule type-II, chain rule type-III and chain rule type-IV.

**Theorem 3.** Let \( \alpha, \beta : [a, b] \times [a, b] \rightarrow (0, \infty) \), \( a, c \in \mathbb{R} \), \( t > a \), \( g(f) = (g \circ f)(x) \), where \( f := f(x) \) and for \( f(t) \) is true, equation (12) becomes,

\[ \left( RL_a I_t^{\alpha(\ldots)}(g \circ f)(t) \right) = \left( RL_a I_t^{\beta(\ldots)}(1) \right) \]
\[ = \left( RL_c I_{f(t)}^{\alpha(\ldots)} g(f(t)) \right) \left( RL_c I_{f(t)}^{\beta(\ldots)}(1) \right) \]

**Proof.** This Theorem can be proved in two different approaches.
**Method-I:** Using Riemann-Liouville variable-order fractional integral definition, we’ve

\[
\left[ \frac{RL}{c} I_s^{\beta(\cdot)} \left( \frac{RL}{a} I_t^{\alpha(\cdot)} f(t) g(s) \right) \right]
\]

\[
= \left( \frac{RL}{c} I_s^{\beta(\cdot)} \left( g(s) \frac{RL}{a} I_t^{\alpha(\cdot)} f(t) \right) \right)
\]

\[
= \left( \frac{RL}{a} I_t^{\alpha(\cdot)} f(t) \right) \left( \frac{RL}{c} I_s^{\beta(\cdot)} g(s) \right)
\]

which implies

\[
\left( \frac{RL}{c} I_s^{\beta(\cdot)} \left( \frac{RL}{a} I_t^{\alpha(\cdot)} f(t) g(s) \right) \right) = \left( \frac{RL}{a} I_t^{\alpha(\cdot)} f(t) \right) \left( \frac{RL}{c} I_s^{\beta(\cdot)} g(s) \right)
\]  

(14)

now suppose \( s = f(t) \), then equation (14) becomes

\[
\left( \frac{RL}{c} I_f^{\beta(\cdot)} \left( \frac{RL}{a} I_t^{\alpha(\cdot)} f(t)(g \circ f)(t) \right) \right) = \left( \frac{RL}{a} I_t^{\alpha(\cdot)} f(t) \right) \left( \frac{RL}{c} I_f^{\beta(\cdot)} g(f(t)) \right)
\]  

(15)

use product rule type-III for the left-hand side of equation (15), that is,

\[
\frac{RL}{c} I_f^{\beta(\cdot)} \left( \left[ \frac{RL}{a} I_t^{\alpha(\cdot)} (1) \right]^{-1} \left( \frac{RL}{a} I_t^{\alpha(\cdot)} f(t) \right) \left( \frac{RL}{a} I_t^{\alpha(\cdot)} (g \circ f)(t) \right) \right)
\]

\[
= \left( \frac{RL}{c} I_f^{\beta(\cdot)} \left( \frac{RL}{a} I_t^{\alpha(\cdot)} f(t)(g \circ f)(t) \right) \right) = \left( \frac{RL}{a} I_t^{\alpha(\cdot)} f(t) \right) \left( \frac{RL}{c} I_f^{\beta(\cdot)} g(f(t)) \right)
\]

which means

\[
\left( \frac{RL}{a} I_t^{\alpha(\cdot)} (1) \right]^{-1} \left( \frac{RL}{a} I_t^{\alpha(\cdot)} f(t) \right) \left( \frac{RL}{a} I_t^{\alpha(\cdot)} (g \circ f)(t) \right) \left( \frac{RL}{c} I_f^{\beta(\cdot)} (1) \right)
\]

\[
= \frac{RL}{c} I_f^{\beta(\cdot)} \left[ \left( \frac{RL}{a} I_t^{\alpha(\cdot)} (1) \right]^{-1} \left( \frac{RL}{a} I_t^{\alpha(\cdot)} f(t) \right) \left( \frac{RL}{a} I_t^{\alpha(\cdot)} (g \circ f)(t) \right) \right] \]

\[
= \left( \frac{RL}{c} I_f^{\beta(\cdot)} \left( \frac{RL}{a} I_t^{\alpha(\cdot)} f(t)(g \circ f)(t) \right) \right) = \left( \frac{RL}{a} I_t^{\alpha(\cdot)} f(t) \right) \left( \frac{RL}{c} I_f^{\beta(\cdot)} g(f(t)) \right)
\]

this implies
\[
\left( RL I^\alpha_{t}(1) \right)^{-1} \left( RL I^\alpha_{t}(f(t)) \right) \left( RL I^\alpha_{t}(g \circ f(t)) \right) \left( RL I^\beta_{f(t)}(1) \right) \\
= \left( RL I^\alpha_{t}(f(t)) \right) \left( RL I^\beta_{f(t)}(g(f(t))) \right)
\]

this implies

\[
\left( RL I^\alpha_{t}(g \circ f(t)) \right) = \left( RL I^\beta_{f(t)} \right) \left( RL I^\alpha_{t}(1) \right)
\]

Method-II: Let \( g(f) = (g \circ f)(x) \), where \( f := f(x) \) and then multiplying this equation by \((t - x)^{\alpha(t,x) - 1}/\Gamma(\alpha(t, x))\) and integrate with respect to \( x \) from \( a \) to \( t \), we get,

\[
\int_a^t \frac{(t - x)^{\alpha(t,x) - 1}}{\Gamma(\alpha(t, x))} g(f) dx = \int_a^t \frac{(t - x)^{\alpha(t,x) - 1}}{\Gamma(\alpha(t, x))} (g \circ f)(x) dx
\]

which means

\[
g(f) \left( RL I^\alpha_{t}(1) \right) = RL I^\alpha_{t}(g \circ f)(t)
\]

multiply equation (16) by \((f(t) - f(x))^{\beta(f(t), f(x)) - 1}/\Gamma(\beta(f(t), f(x)))\) and integrate with respect to \( f(x) \) from \( c \) to \( f(t) \), that is,

\[
\int_c^{f(t)} \frac{(f(t) - f(x))^{\beta(f(t), f(x)) - 1}}{\Gamma(\beta(f(t), f(x)))} \left( RL I^\alpha_{t}(1) \right) g(f(x)) df(x) = \int_c^{f(t)} \frac{(f(t) - f(x))^{\beta(f(t), f(x)) - 1}}{\Gamma(\beta(f(t), f(x)))} RL I^\alpha_{t}(g \circ f)(t) df(x)
\]

which means

\[
\left( RL I^\alpha_{t}(1) \right) \left( RL I^\beta_{f(t)}(g(f(t))) \right) = \left( RL I^\alpha_{t}(g \circ f)(t) \right) \left( RL I^\beta_{f(t)}(1) \right)
\]

this implies

\[
\left( RL I^\alpha_{t}(g \circ f)(t) \right) = \left( RL I^\beta_{f(t)}(g(f(t))) \right) \frac{RL I^\alpha_{t}(1)}{RL I^\beta_{f(t)}(1)}
\]

\[
\square
\]
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From Theorem (3), we established the following corollary (5), corollary (6), and corollary (7).

**Corollary 5 (Chain rule type-II).** Let \( \alpha : [a, b] \times [a, b] \rightarrow (0, \infty) \), \( a, c \in \mathbb{R} \), \( t > a \), \( g(f) = (g \circ f)(x) \), where \( f := f(x) \) and for \( f(t) > c \). Then we have,

\[
\left( RL_{a}^{\alpha} \right) (g \circ f)(t) = \left( RL_{c}^{\alpha} \right) g(f(t)) \left( RL_{a}^{\alpha} \right) f(f(t))
\]

Proof. From Theorem (3), equation (13). Letting \( \alpha = \beta \) completes the proof.

**Corollary 6 (Chain rule type-III).** Let \( \alpha : [a, b] \times [a, b] \rightarrow (0, \infty) \), \( a \in \mathbb{R} \), \( t > a \), \( g(f) = (g \circ f)(x) \), where \( f := f(x) \) and for \( f(t) > c \). Then we have,

\[
\left( RL_{a}^{\alpha} \right) (g \circ f)(t) = \left( RL_{c}^{\alpha} \right) g(f(t)) \left( RL_{a}^{\alpha} \right) f(f(t))
\]

Proof. From Theorem (3), equation (13). Letting \( \alpha = \beta \) and \( a = c \) completes the proof.

**Corollary 7 (Chain rule type-IV).** Let \( \alpha : [a, b] \times [a, b] \rightarrow (0, \infty) \), \( a \in \mathbb{R} \), \( t > a \), \( g(f) = (g \circ f)(x) \), where \( f := f(x) \) and for \( f(t) > c \). Then we have,

\[
\left( RL_{a}^{\alpha} \right) (f \circ f)(t) = \left( RL_{c}^{\alpha} \right) f(f(t)) \left( RL_{a}^{\alpha} \right) f(f(t))
\]

Proof. From Theorem (3), equation (13). Letting \( \alpha = \beta \), \( a = c \) and \( f = g \) completes the proof.

In the following Theorem (4), equation (20) mentions the relationship between variable-order Riemann-Liouville integrals of addition, subtraction and product of two functions with respect to two different variables beautifully. The consequences of this theorem becomes more beautifull.

**Theorem 4.** Let \( \alpha, \beta : [a, b] \times [a, b] \rightarrow (0, \infty) \), \( a, c \in \mathbb{R} \), \( t > a \), \( s > c \). Then for functions \( f \) and \( g \):
\[
\begin{align*}
RL I_s^{\beta(\cdot, \cdot)} & \left( RL I_t^\alpha(\cdot) (f(t) - f(s))(g(t) - g(s)) \right) \\
= & \left( RL I_t^\alpha(\cdot) (f(t)g(t)) \right) \left( RL I_s^{\beta(\cdot, \cdot)} (1) \right) + \left( RL I_t^\alpha(\cdot) (1) \right) \left( RL I_s^{\beta(\cdot, \cdot)} f(s)g(s) \right) \\
& + \frac{1}{2} \left[ \left( RL I_t^\alpha(\cdot) (f(t) - g(t)) \right) \left( RL I_s^{\beta(\cdot, \cdot)} (f(s) - g(s)) \right) \\
& - \left( RL I_t^\alpha(\cdot) (f(t) + g(t)) \right) \left( RL I_s^{\beta(\cdot, \cdot)} (f(s) + g(s)) \right) \right]
\end{align*}
\] (20)

**Proof.** Since,

\[
(f(t) - f(s))(g(t) - g(s)) = f(t)g(t) + f(s)g(s)
\]

\[
+ \frac{1}{2} \left[ (f(t) - g(t))(f(s) - g(s)) - (f(t) + g(t))(f(s) + g(s)) \right]
\] (21)

applying the operator \( RL I_t^\alpha(\cdot) \) on equation (21) and use linearity property, we have,

\[
\begin{align*}
RL I_t^\alpha(\cdot) \left( (f(t) - f(s))(g(t) - g(s)) \right) \\
= & RL I_t^\alpha(\cdot) \left( f(t)g(t) \right) + RL I_t^\alpha(\cdot) \left( f(s)g(s) \right) \\
& + \frac{1}{2} \left[ RL I_t^\alpha(\cdot) \left( f(t) - g(t) \right) \left( f(s) - g(s) \right) \\
& - RL I_t^\alpha(\cdot) \left( f(t) + g(t) \right) \left( f(s) + g(s) \right) \right]
\end{align*}
\] (22)

which means using linearity property,

\[
\begin{align*}
RL I_t^\alpha(\cdot) \left( (f(t) - f(s))(g(t) - g(s)) \right) \\
= & RL I_t^\alpha(\cdot) \left( f(t)g(t) \right) + f(s)g(s) \left( RL I_t^\alpha(\cdot) (1) \right) \\
& + \frac{1}{2} \left[ (f(s) - g(s)) \left( RL I_t^\alpha(\cdot) (f(t) - g(t)) \right) \\
& - (f(s) + g(s)) \left( RL I_t^\alpha(\cdot) (f(t) + g(t)) \right) \right]
\end{align*}
\] (23)
applying the operator $^{RL}_c I^\beta_{s}(\cdot)$ on equation (23) and use linearity property, we get,

$$^{RL}_c I^\beta_{s}(\cdot)\left(\frac{RL}{a} I^\alpha_{t}(\cdot)(f(t) - f(s))(g(t) - g(s))\right)$$

$$= \frac{RL}{c} I^\beta_{s}(\cdot)\left(\frac{RL}{a} I^\alpha_{t}(\cdot)(f(t)g(t))\right) + \left(\frac{RL}{c} I^\beta_{s}(\cdot)(f(s)g(s))\left(\frac{RL}{a} I^\alpha_{t}(\cdot)(1)\right)\right) + \frac{1}{2}\left[\left(\frac{RL}{c} I^\beta_{s}(\cdot)(f(s) - g(s))\left(\frac{RL}{a} I^\alpha_{t}(\cdot)(f(t) - g(t))\right)\right)\right] - \left(\frac{RL}{c} I^\beta_{s}(\cdot)(f(s) + g(s))\left(\frac{RL}{a} I^\alpha_{t}(\cdot)(f(t) + g(t))\right)\right]$$

which means

$$^{RL}_c I^\beta_{s}(\cdot)\left(\frac{RL}{a} I^\alpha_{t}(\cdot)(f(t) - f(s))(g(t) - g(s))\right)$$

$$= \frac{RL}{a} I^\alpha_{t}(\cdot)(f(t)g(t))\left(\frac{RL}{c} I^\beta_{s}(\cdot)(1)\right) + \frac{RL}{a} I^\alpha_{t}(\cdot)(1)\left(\frac{RL}{c} I^\beta_{s}(\cdot)(f(s)g(s))\right) + \frac{1}{2}\left[\left(\frac{RL}{c} I^\beta_{s}(\cdot)(f(t) - g(t))\left(\frac{RL}{a} I^\alpha_{t}(\cdot)(f(s) - g(s))\right)\right)\right] - \frac{1}{2}\left(\frac{RL}{c} I^\beta_{s}(\cdot)(f(s) + g(s))\left(\frac{RL}{a} I^\alpha_{t}(\cdot)(f(t) + g(t))\right)\right]$$

\[\square\]

**Corollary 8.** Let $\alpha, \beta : [a, b] \times [a, b] \rightarrow (0, \infty)$, $a, c \in \mathbb{R}$, $t > a, s > c$. Then for functions $f$ and $g$ the following equality holds

$$\frac{RL}{a} I^\alpha_{t}(\cdot)(1)^{-1} \frac{RL}{c} I^\beta_{s}(\cdot)(1)^{-1} \frac{RL}{c} I^\beta_{s}(\cdot)\left(\frac{RL}{a} I^\alpha_{t}(\cdot)(f(t) - f(s))\right)^2$$

$$= \frac{RL}{a} I^\alpha_{t}(\cdot)\left(\frac{RL}{a} I^\alpha_{t}(\cdot)(1)^2\right) \left(\frac{RL}{c} I^\beta_{s}(\cdot)(1)^{-1}\left(\frac{RL}{c} I^\beta_{s}(\cdot)(1)\right)\right) + \frac{RL}{a} I^\alpha_{t}(\cdot)\left(\frac{RL}{c} I^\beta_{s}(\cdot)(1)^2\right)\left(\frac{RL}{c} I^\beta_{s}(\cdot)(1)^{-1}\right) - 2\frac{RL}{a} I^\alpha_{t}(\cdot)(f(t))\left(\frac{RL}{c} I^\beta_{s}(\cdot)(f(s))\right)$$

\[\square\]

**Proof.** From equation (20), let $f = g$ and use product rule type-IV.

**Corollary 9.** Let $\alpha, \beta : [a, b] \times [a, b] \rightarrow (0, \infty)$, $a, c \in \mathbb{R}$, $t > a, s > c$. Then for functions $f$ and $g$ the following equality holds

\[\square\]
Applying product rule type-III repeatedly, that is,

\[
\left( RL_{a} I_{t}^{\alpha} (f(t)g(t)) \right) \left( RL_{c} I_{t}^{\beta} (1) \right) + \left( RL_{a} I_{t}^{\alpha} (1) \right) \left( RL_{c} I_{t}^{\beta} f(t)g(t) \right) \\
+ \frac{1}{2} \left[ \left( RL_{a} I_{t}^{\alpha} (f(t) - g(t)) \right) \left( RL_{c} I_{t}^{\beta} (f(t) - g(t)) \right) \\
- \left( RL_{a} I_{t}^{\alpha} (f(t) + g(t)) \right) \left( RL_{c} I_{t}^{\beta} (f(t) + g(t)) \right) \right] = 0
\]  

(25)

**Proof.** From equation (20), letting \( s = t \) completes the proof. \( \square \)

The next Theorem (5) will show us how to operate with Riemann-Liouville variable-order fractional integral operator of the product of two functions with two-variable.

**Theorem 5.** Let \( \alpha, \beta : [a, b] \times [a, b] \rightarrow (0, \infty), a, c \in \mathbb{R}, t > a, s > c. \) Then for functions \( F \) and \( G \) the following equality holds

\[
RL_{a} I_{t}^{\alpha} RL_{c} I_{s}^{\beta} F(t, s)G(t, s) \\
= \left( RL_{c} I_{s}^{\beta} (1) \right)^{-1} \left( RL_{a} I_{t}^{\alpha} (1) \right)^{-1} \left( RL_{a} I_{t}^{\alpha} \left( RL_{c} I_{s}^{\beta} F(t, s) \right) \right) \\
\times \left( RL_{a} I_{t}^{\alpha} \left( RL_{c} I_{s}^{\beta} G(t, s) \right) \right)
\]  

(26)

**Proof.** Applying product rule type-III repeatedly, that is,

\[
RL_{a} I_{t}^{\alpha} RL_{c} I_{s}^{\beta} F(t, s)G(t, s) \\
= \left( RL_{a} I_{t}^{\alpha} \right) \left( RL_{c} I_{s}^{\beta} F(t, s)G(t, s) \right) \\
= \left( RL_{a} I_{t}^{\alpha} \right) \left( RL_{c} I_{s}^{\beta} (1) \right)^{-1} \left( RL_{a} I_{t}^{\alpha} \left( RL_{c} I_{s}^{\beta} F(t, s) \right) \right) \\
= \left( RL_{a} I_{t}^{\alpha} \right) \left( RL_{c} I_{s}^{\beta} (1) \right)^{-1} \left( RL_{a} I_{t}^{\alpha} \left( RL_{c} I_{s}^{\beta} F(t, s) \right) \right) \\
\times \left( RL_{a} I_{t}^{\alpha} \left( RL_{c} I_{s}^{\beta} G(t, s) \right) \right)
\]

this implies

\[
RL_{a} I_{t}^{\alpha} RL_{c} I_{s}^{\beta} F(t, s)G(t, s) \\
= \left( RL_{a} I_{t}^{\alpha} \right) \left( RL_{c} I_{s}^{\beta} (1) \right)^{-1} \left( RL_{a} I_{t}^{\alpha} \left( RL_{c} I_{s}^{\beta} F(t, s) \right) \right) \\
\times \left( RL_{a} I_{t}^{\alpha} \left( RL_{c} I_{s}^{\beta} G(t, s) \right) \right)
\]

\( \square \)
Remark 2. To find the product rule, quotient rule, and chain rule formulas for Riemann-Liouville variable-order fractional derivative operator, use definition (2), that is,

$$RL_a D_t^{\alpha(...)} f(t) = \frac{d}{dt} \left( RL_a I_t^{1-\alpha(...)} f(t) \right)$$ \hspace{1cm} (27)

where $\alpha : [a, b] \times [a, b] \rightarrow (0, 1)$, $a \in \mathbb{R}$ and $t > a$. For example, let’s see the next Theorem (6) which is product rule type-III.

Theorem 6. Let $\alpha : [a, b] \times [a, b] \rightarrow (0, 1)$, $a \in \mathbb{R}$, $t > a$. Then

$$\left( RL_a D_t^{\alpha(...)} (fg)(t) \right)$$

$$= -\left( RL_a I_t^{1-\alpha(...)} (1) \right)^{-2} \left( RL_a I_t^{1-\alpha(...)} g(t) \right) \left( RL_a I_t^{1-\alpha(...)} f(t) \right) \left( RL_a D_t^{\alpha(...)} (1) \right)$$

$$+ \left( RL_a I_t^{1-\alpha(...)} (1) \right)^{-1} \left( RL_a I_t^{1-\alpha(...)} g(t) \right) \left( RL_a D_t^{\alpha(...)} f(t) \right)$$

$$+ \left( RL_a I_t^{1-\alpha(...)} (1) \right)^{-1} \left( RL_a I_t^{1-\alpha(...)} g(t) \right) \left( RL_a D_t^{\alpha(...)} f(t) \right)$$ \hspace{1cm} (28)

Proof. From definition (2), we have,

$$RL_a D_t^{\alpha(...)} f(t) g(t) = \frac{d}{dt} \left( RL_a I_t^{1-\alpha(...)} f(t) g(t) \right)$$ \hspace{1cm} (29)

now use product rule type-III for the right-hand side of equation (29), we have,

$$RL_a D_t^{\alpha(...)} f(t) g(t) = \frac{d}{dt} \left( RL_a I_t^{1-\alpha(...)} f(t) g(t) \right)$$

$$= \frac{d}{dt} \left( RL_a I_t^{1-\alpha(...)} (1) \right)^{-1} \left( RL_a I_t^{1-\alpha(...)} f(t) \right) \left( RL_a I_t^{1-\alpha(...)} g(t) \right)$$ \hspace{1cm} (30)
now use Leibniz product Rule for the right-hand side of equation (30), we have,

\[
\begin{align*}
&\frac{RL}{a}\frac{D_t^{a(\cdot)}}{t} f(t) g(t) = \frac{d}{dt} \left( \frac{RL}{a} I_t^{1-a(\cdot)} f(t) g(t) \right) \\
&= \frac{d}{dt} \left( \left( \frac{RL}{a} I_t^{1-a(\cdot)} (1) \right)^{-1} \left( \frac{RL}{a} I_t^{1-a(\cdot)} f(t) \right) \left( \frac{RL}{a} I_t^{1-a(\cdot)} g(t) \right) \right) \\
&= \left( \frac{RL}{a} I_t^{1-a(\cdot)} f(t) \right) \left( \frac{RL}{a} I_t^{1-a(\cdot)} g(t) \right) \frac{d}{dt} \left( \frac{RL}{a} I_t^{1-a(\cdot)} (1) \right)^{-1} \\
&\quad + \left( \frac{RL}{a} I_t^{1-a(\cdot)} (1) \right)^{-1} \left( \frac{RL}{a} I_t^{1-a(\cdot)} f(t) \right) \frac{d}{dt} \left( \frac{RL}{a} I_t^{1-a(\cdot)} g(t) \right) \\
&\quad + \left( \frac{RL}{a} I_t^{1-a(\cdot)} (1) \right)^{-1} \left( \frac{RL}{a} I_t^{1-a(\cdot)} g(t) \right) \frac{d}{dt} \left( \frac{RL}{a} I_t^{1-a(\cdot)} f(t) \right) \\
&= -\left( \frac{RL}{a} I_t^{1-a(\cdot)} (1) \right)^{-2} \left( \frac{RL}{a} I_t^{1-a(\cdot)} f(t) \right) \left( \frac{RL}{a} I_t^{1-a(\cdot)} g(t) \right) \left( \frac{RL}{a} I_t^{1-a(\cdot)} (1) \right) \\
&\quad + \left( \frac{RL}{a} I_t^{1-a(\cdot)} (1) \right)^{-1} \left( \frac{RL}{a} I_t^{1-a(\cdot)} f(t) \right) \left( \frac{RL}{a} I_t^{1-a(\cdot)} g(t) \right) \left( \frac{RL}{a} D_t^{a(\cdot)} (1) \right) \\
&\quad + \left( \frac{RL}{a} I_t^{1-a(\cdot)} (1) \right)^{-1} \left( \frac{RL}{a} I_t^{1-a(\cdot)} g(t) \right) \left( \frac{RL}{a} D_t^{a(\cdot)} (1) \right) \\
\end{align*}
\]
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