Predicting the patterns of spatio-temporal signal propagation in complex networks
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A major achievement in the study of complex networks is the observation that diverse systems, from sub-cellular biology [1–3] to social networks [4–6], exhibit universal topological characteristics [7–14]. Yet this universality does not naturally translate to the dynamics of these systems [15–18], hindering our progress towards a general theoretical framework of network dynamics. The source of this theoretical gap is the fact that the behavior of a complex system cannot be uniquely predicted from its topology, but rather depends also on the dynamic mechanisms of interaction between the nodes [19], hence systems with similar structure may exhibit profoundly different dynamic behavior. To bridge this gap, we derive here the patterns of network information transmission, indeed, the essence of a network’s behavior [20–22], by offering a systematic translation of topology into the actual spatio-temporal propagation of perturbative signals. We predict, for an extremely broad range of nonlinear dynamic models, that the propagation rules condense around three highly distinctive dynamic universality classes, characterized by the interplay between network paths, degree distribution and the interaction dynamics. Our formalism helps us leverage the major advances in the mapping of real world networks, into predictions on the actual dynamic propagation, from the spread of viruses in social networks [23–27] to the diffusion of genetic information in cellular systems [28, 29].

The spread of information in a complex system is mediated by its underlying topology, with the metric of network paths commonly assumed to be the main determinant of the propagation [24, 29–31]. This rationale has motivated a widespread effort to retrieve the structure of many real world networks [32–34], which in turn emerged as a powerful tool to visualize and predict information propagation, such as epidemic spreading via air-traffic [24, 35] or neuronal activity patterns along the pathways of the connectome [36]. In all these cases, the network topology exposes the natural geometry of the propagation, with network distance being the main predictor of the spreading behavior. Yet, network topology does not always capture information propagation in such a transparent fashion, due to the diverse forms of nonlinear interactions that may take
place between the nodes [37, 38]. Indeed, as we demonstrate below, slight modifications in the system’s dynamics can potentially have a profound impact on the observed propagation, causing similar networks to exhibit fundamentally different spreading patterns. This results in a seemingly unpredictable zoo of highly irregular propagation patterns, severely limiting our ability to systematically translate network topology into spatio-temporal propagation. Therefore, our goal here is to (i) expose the potential propagation patterns; (ii) derive, analytically, the rules that predict these observed patterns and (iii) translate, based on our theoretical findings, the network topology into its predicted spatio-temporal spread, thus strengthening networks as the predictive tool of information propagation they are designed to be.

Observing signal propagation

To illustrate the challenge we begin with a specific example, using the human protein-protein interaction network [39] to track the propagation of biochemical signals in a sub-cellular environment. Denoting the abundance of the ith protein by \(x_i(t)\), we can capture the system’s dynamics through \(\dot{x}_i = -B_i x_i^\alpha + \sum_{j=1}^{N} A_{ij} H(x_j)\), in which the first term describes a protein’s self-dynamics, e.g., degradation (\(\alpha = 1\)), dimerization (\(\alpha = 2\)) or a more complicated chain reaction (fractional \(\alpha\), [41]), and the second term depicts i’s regulation by its interacting partners, often captured by a Hill function of the form [42] \(H(x_j) = x_j / (1 + x_j)\); \(A_{ij}\) is the protein interaction network (Fig. 1c). Changes in the abundance of one protein propagate, through \(A_{ij}\), to affect the abundance levels of all other proteins, representing a spread of biochemical information in the system [29]. Hence we initiate a biochemical signal by introducing a perturbation \(\Delta x_j\) to the steady state abundance of the source \(j\), and then track its propagation, as it penetrates the network, to impact all target nodes \(i = 1, \ldots, N\) (Fig. 1a,b). This process is analogous to, e.g., an over-expression perturbation, a common procedure to track the spread of sub-cellular information [43].

In Fig. 1d-f we visualize this propagation, in selected time points, as obtained for three different values of the parameter \(\alpha\). The signal source is at the center of each layout, and the response of all target nodes is represented by their size and color depth, hence proteins that receive the signal at earlier times appear first in each snapshot. We find that the patterns of propagation are highly irregular, with the signal appearing in different locations, depending on the system’s dynamics \((\alpha)\). For instance, in case \(\alpha = 1\) the signal propagates, roughly, from the center to the periphery (blue), a rather intuitive form of propagation. Yet, on the same network, a slight modification
of the dynamics ($\alpha = 1/2$) leads to different behavior, as now the signal seems to skip the most adjacent nodes and appear first at more distant neighbors (red). To deepen our observation of the different response patterns, we focus on a specific pair of target nodes, highlighted in grey and black. In case $\alpha = 1$ (blue) we find that these two nodes exhibit similar behavior, featuring an almost synchronous response (Fig. 1g). The picture dramatically changes, however, when $\alpha = 1/2$ (red), in which case the signal impacts the black node at a much later time (Fig. 1h). Strikingly, the sequence of responses is reversed when we set $\alpha = 2$, now reaching black significantly before impacting grey (Fig. 1i).

This diversity of propagation patterns is also expressed by the time-scales of the traveling signal, ranging from $t \sim 10^{-2}$ in case $\alpha = 2$ (green), to $t \sim 1$ for $\alpha = 1$ (blue), reaching $t \sim 10^3$ for $\alpha = 1/2$ (red), several orders of magnitude difference in time-scales exhibited by the same network. Together, these results clearly show that signal propagation is not determined solely by the network topology, but rather by the intricate interplay between this topology and the system’s intrinsic dynamics, with even slight changes (value of $\alpha$) having rather dramatic consequences. This illustrates the challenges in predicting information spread in networked systems, where even the relative response times, e.g., which nodes respond first and which later, or the typical time scales of the spread, ranging from $10^{-2}$ to $10^3$, are seemingly diverse and unpredictable.

**Dynamic classes of propagation**

To advance from the specific observation above towards a systematic investigation of network signal propagation, we seek to separate the role of the network topology versus that of the dynamics. Therefore, we constructed a systematic testing ground combining a diverse body of model and empirical networks with a set of frequently encountered dynamical models. This includes Erdős-Rényi (ER) and scale-free [44] networks with different link weight distributions (SF, SF1, SF2), as well as empirical networks from social [45, 46], biological [39, 47] and ecological [48] domains. To scan the dynamics space, we collected relevant dynamic models, capturing epidemic spreading ($\mathcal{E}$ [49–51]), ecological interactions ($\mathcal{M}$ [52]), regulatory dynamics ($\mathcal{R}_1$, $\mathcal{R}_2$ [3, 42]) and population dynamics ($\mathcal{P}_1$, $\mathcal{P}_2$ [53–55]), together a broad spectrum of nonlinear models from diverse application fields. We arrive at a combination totaling 36 systems - each pairing a network with its relevant dynamics, e.g., ECO with population dynamics $\mathcal{P}$ - comprising together a rich testing ground on which we can systematically observe and decipher the potential signal propagation patterns (Fig. 2a,b).
Introducing activity perturbations, as in Fig. 1, we examined signal propagation in each of our 36 combined networks/dynamics. An example of the results, obtained from the weighted scale-free network SF, across all six dynamic models, is presented in Fig. 3a - f. As before, we find that despite the fact that the networks and layouts in all panels are identical, the spatio-temporal propagation patterns are visibly different, depending on the type of dynamics: in some cases propagating from the core to the periphery ($R_1, P_1$, blue), in others advancing from the periphery inwards ($R_2, P_2$, red) and finally, in $M$ and $E$, featuring a seemingly random scatter of early responding nodes (green).

To quantitatively analyze these different spreading patterns we measure the propagation time $T(j \rightarrow i)$ for the signal in $j$ to reach the target node $i$. This is captured by $\Delta x_i(t = T(j \rightarrow i)) = \eta \Delta x_i(t \rightarrow \infty)$, namely $T(j \rightarrow i)$ represents the time when $i$ has reached an $\eta$-fraction of its final response to the $j$-signal (typically setting $\eta \sim 1/2$, the half-life of $i$’s response; Fig. 1b and Supplementary Section 3.2). We then measured the probability density function $P(T)$ for $T(j \rightarrow i)$ to be between $T$ and $T + dT$. In Fig. 3g - l we show the resulting density functions as obtained from the ER (top) and SF (bottom) networks. We find that the diversity of observed propagation patterns condenses around three highly distinctive classes of spatio-temporal spread, helping us systematically categorize the observed zoo of propagation patterns:

**Distance driven propagation** (Fig. 3g,h, blue). For $R_1$ and $P_1$ the density $P(T)$ is identical in both ER (top) and SF (bottom), indicating that $T(j \rightarrow i)$ is unaffected by the network’s degree distribution. The sharp peaks in $P(T)$ express the fact that the propagation occurs in discrete time intervals, corresponding to the countable steps along the paths between node pairs. Hence the spatio-temporal propagation is driven by the path length $L_{ij}$ between the source and the target nodes. Indeed, Fig. 3m,n shows that $T(j \rightarrow i)$ is linearly dependent on $L_{ij}$, confirming the distance driven propagation. Such dynamics, in which the propagation is naturally depicted by the network paths, has been previously observed, e.g., in disease propagation [24], yet, our results expose that it represents but one of a variety of potential propagation patterns.

**Degree driven propagation** (Fig. 3i,j, red). $R_2$ and $P_2$ portray a fundamentally different propagation pattern, with $P(T)$ unaffected by the discrete nature of $L_{ij}$. The weighted degree distribution, on the other hand, has a profound effect on $P(T)$: for ER (top) we find that $P(T)$ is bounded, while for SF (bottom) it is extremely heterogeneous, with $T(j \rightarrow i)$ spanning several orders of magnitude. This represents a degree-driven propagation, in which the weighted degree distribution is the main determinant of the spatio-temporal spreading patterns. Consequently, we find that $T(j \rightarrow i)$ is almost independent of $L_{ij}$, and in fact, for the SF network, even decreases with
distance—a striking disparity between the network topology and the actual patterns of information transfer (Fig. 3o,p).

**Composite propagation** (Fig. 3k,l, green). The third class is represented by \( \mathbb{M} \) and \( \mathbb{E} \), where \( P(T) \) is affected both by \( L_{ij} \) and by the SF topology. To observe this we show both \( P(T) \), the general \( T(j \rightarrow i) \) distribution, and \( P(T|L_{ij}) \), which represents \( T(j \rightarrow i) \) at given distances, depicted by the inner peaks in different shades of green. We find that \( P(T|L_{ij}) \) shows a distance driven delay, with the peak density successively progressing as \( L_{ij} \) is increased. On the other hand, the variance of these inner peaks depends on the degrees, narrow in ER, and broad, and therefore overlapping, in SF. Hence, the resulting spreading patterns are a composition of network distance and degree heterogeneity: on the one hand \( T(j \rightarrow i) \sim L_{ij} \), as confirmed by Fig. 3q,r, a distance driven feature, yet on the other hand, within each \( L_{ij} \) shell we observe heterogeneity (i.e. variance of \( P(T|L_{ij}) \)), that is driven by the bounded/fat-tailed nature of the degree distribution.

This classification represents our first key observation, advancing us towards systematically understanding the rules of information propagation on networks. It indicates that the irregular and seemingly unpredictable propagation presented in Figs. 1d - f and 3a - f, features recurring characteristic patterns, suggesting the existence of hidden rules that bind together these diverse behaviors. While Fig. 3 covers our 24 model systems, in Supplementary Section 4 we further verify these dynamics classes on our set of 12 additional empirical systems, detailed in Fig. 2a.

Along the way our classification exposes a delicate balance between diversity and universality, whose theoretical roots we explore below: (i) identical networks may exhibit highly distinctive spreading patterns, depending on the dynamics; (ii) different networks (SF vs. ER) may sometimes follow similar propagation patterns (Fig. 3g,h); (iii) the observed propagation patterns can be binned into discrete universality classes (blue, red, green), with similar behavior within each class.

Next, we show that this extremely rich behavior can be analytically derived from the complex interplay between the network structure and the system’s intrinsic nonlinear interaction dynamics.

**Analytically predicting the patterns of spatio-temporal propagation**

To understand the roots of the observed propagation patterns we develop a general formulation, that can capture, within a unified framework, the behavior of all the diverse dynamic models used in Figs. 1 and 3. Therefore we consider the universal equation (Fig. 2c)

\[
\frac{dx_i}{dt} = M_0(x_i(t)) + \sum_{j=1}^{N} A_{ij} M_1(x_i(t)) M_2(x_j(t)), \tag{1}
\]
in which the nonlinear functions $\mathbf{M} = (M_0(x), M_1(x), M_2(x))$ can cover each of the systems included in our testing ground (Fig. 2a,b), as well as a broad range of additional steady-state dynamics, in the context of social [56], biological [40, 57], neuronal [58, 59] and technological [55] interactions. For instance, the regulatory models $\mathbb{R}_1, \mathbb{R}_2$ are covered by (1) through $\mathbf{M} = (-Bx, 1, x/(1 + x))$; similarly, the classic susceptible-infected-susceptible (SIS) model $\mathbb{E}$ can be cast into (1) using $\mathbf{M} = (-Bx, 1 - x, x)$. Therefore Eq. (1) provides a universal description of network dynamics, applicable for a broad range of relevant systems.

To link the dynamics (1) to the observed spatio-temporal propagation patterns, we first focus on each node’s individual response time $\tau_i$ to a directly incoming signal. Indeed, the signal propagation time, $T(j \rightarrow i)$, which captures the complete spatio-temporal propagation, is an aggregation of all individual responses along the trajectory from $j$ to $i$. Hence predicting $\tau_i$ can help us construct the desired $T(j \rightarrow i)$ as a sequence of individual responses. In Supplementary Section 1 we show, based on linear response theory, that we can link $\tau_i$ to $i$’s weighted degree $S_i = \sum_{j=1}^{N} A_{ij}$ through the universal scaling relationship

$$\tau_i \sim S_i^\theta,$$

where

$$\theta = -2 - \Gamma(0).$$

The parameter $\Gamma(0)$ is fully determined by the system’s dynamics $\mathbf{M} = (M_0(x), M_1(x), M_2(x))$ through the leading powers of the Hahn series expansion [60]

$$Y\left( R^{-1}(x) \right) = \sum_{n=0}^{\infty} C_n x^{\Gamma(n)},$$

where $Y(x) = \left( \frac{d[M_1 R]}{dx} \right)^{-1}$, $R(x) = -M_1(x)/M_0(x)$ and $R^{-1}(x)$ denotes its inverse function. The Hahn expansion in (4) is a generalization of the Taylor expansion, to include both negative and real powers; hence $\Gamma(n)$, $n = 0, \ldots, \infty$, represents a sequence of real powers in ascending order, i.e. $\Gamma(n + 1) > \Gamma(n)$. Equation (3) relates the exponent $\theta$ in (2) to the leading power $\Gamma(0)$ of (4), hence directly linking $\tau_i$ to the system’s dynamics $\mathbf{M}$ (see Supplementary Section 2 for detailed application of (3) and (4) on all dynamics of Fig. 2b).

Equations (2) - (4) represent our first analytical prediction, showing that the individual response times of all nodes are driven by the interplay between the topology $A_{ij}$, through $S_i$ in (2), and the dynamics $\mathbf{M}$ through $\theta$ (3). Therefore, the exponent $\theta$ advances us towards our main goal: it helps us translate the static network structure into dynamic insight, by mapping a node’s temporal response ($\tau_i$), a dynamic property, to that node’s weighted degree ($S_i$), a topological characteristic.
To test this prediction, we measured $\tau_i$ vs. $S_i$ for each of the 36 systems summarized in Fig. 2a. The results, presented in Fig. 4, are in excellent agreement with our theoretically predicted scaling: for $R_1$ and $P_1$, Eq. (3) predicts $\theta = 0$ (Fig. 4a,b); for $R_2$ and $P_2$ it predicts $\theta = 3/2$ (Fig. 4c) and $\theta = 1$ (Fig. 4d), respectively; for $M$ and $E$ the prediction is $\theta = -1$ (Fig. 4e,f), all perfectly confirmed by our simulation results.

Another important aspect of our prediction is that $\theta$ is intrinsic to the system's dynamics $M$, independent of the network topology $A_{ij}$. Indeed, we observe that Fig. 4 groups together our 36 systems into six classes, each exhibiting the exact same scaling relationship (2), based on their shared dynamics. This exposes a striking universality sustained across diverse networks, ranging in size, density and structural heterogeneity. More broadly, it indicates that $\theta$ is a fingerprint of the system's dynamic model, providing the desired separation of topology vs. dynamics: the topology ($A_{ij}$) determines the degrees $S_i$ and hence the weighted degree distribution $P(S)$; the dynamic model ($M$) translates these into $\tau_i$ through $\theta$ (Fig. 2d).

Next, we show that $\theta$ (3) not only provides the local response times $\tau_i$, but also exposes the origins of the three universality classes observed in Fig. 3:

**Distance driven propagation** ($R_1$, $P_1$, blue). In case $\theta = 0$ we have $\tau_i$ in (2) independent of $S_i$. This implies that regardless of $P(S)$, fat-tailed or bounded, all nodes exhibit approximately uniform response times. Therefore, as the signal propagates along the network paths, each node in its trajectory causes, on average, the same delay, and hence the propagation time $T(j \to i)$ is primarily governed by the number of nodes along the path from $j$ to $i$, precisely the distance driven propagation observed in Fig. 3m,n. This form of propagation condenses all nodes into discrete shells, comprising the nearest neighbors of the signal, the next nearest neighbors and so on. In each of these shells, the signal reaches all nodes approximately simultaneously, resulting in the discrete time intervals, which shape the separated peaks of $P(T)$ (Fig. 3g,h). Finally, with response time being independent of degree the structure of $P(T)$ is unaffected by the degree distribution, explaining the similar propagation patterns observed across the highly distinct ER and SF networks.

**Degree driven propagation** ($R_2$, $P_2$, red). In case $\theta > 0$ Eq. (2) predicts that hubs respond at a slower rate than low degree nodes, in effect being the bottlenecks of signal propagation. This gives rise to the degree driven propagation observed in Fig. 3i,j where SF networks (bottom) exhibit a much broader $P(T)$, in comparison to ER networks (top), a consequence of the delayed propagation caused by the hubs. The greater is $\theta$, the more pronounced is the effect. In this class the path length $L_{ij}$ between the source and the target is of little importance compared to the degrees of
the nodes along these paths. Indeed, in SF networks paths are extremely short (of order $\sim \log N$ or smaller [61]), while degrees range over orders of magnitude. Consequently, the propagation patterns are dominated by $P(S)$ rather than by $L_{ij}$, as confirmed by Fig. 3o,p.

**Composite propagation** ($E$, $M$, green). For $\theta < 0$ the hubs respond rapidly, hence signal propagation is primarily limited by the path length from the source to the target. However, within each shell around the signal source we observe a diversity in $T(j \rightarrow i)$, driven by the degree heterogeneity ($P(S)$), with hubs responding earlier than small nodes. The result is composite dynamics, combining separated peaks, which overlap due to degree heterogeneity (Fig. 3k,l).

Hence we find that the zoo of diverse spreading behaviors observed in Figs. 1 and 3 is, in fact, a consequence of a deep universality that can be fully predicted by our formalism through the single, analytically tractable, universal exponent $\theta$ in (3). This exponent helps shed light on the link between structure and dynamics, a central theoretical challenge in the study of complex systems [19, 33]. For example, we can now uncover the dynamic consequences associated with two of the most profound characteristics of real networks: (i) most real networks exhibit extremely short paths between all nodes, with the average path length often following $\langle L_{ij} \rangle \sim \log N$ [61]; (ii) the (weighted) degree distribution $P(S)$ of many real systems is fat-tailed, often scale-free, with highly connected hubs coexisting alongside a majority of low degree nodes [9]. Here we show that these two topological hallmarks impact the propagation of signals in a rather distinctive fashion. While the short paths accelerate the propagation of signals, the impact of degree heterogeneity depends on the dynamics of the system through $\theta$: hubs may either expedite the propagation of signals ($\theta < 0$, green, Fig. 5c), have no effect on the propagation ($\theta = 0$, blue, Fig. 5a) or cause delays ($\theta > 0$, red, Fig. 5b).

To observe the consequences of this interplay between $P(S)$ and $T(j \rightarrow i)$, we consider the average propagation time $\langle T \rangle$, representing the typical time-scale for signals to penetrate the entire network. The smaller is $\langle T \rangle$ the more efficient is the network in spreading local information. Our dynamic universality classes predict three levels of propagation efficiency: **Efficient spread** ($\theta = 0, R_1, P_1$, Fig. 5d). For distance driven dynamics we have $T(j \rightarrow i) \sim L_{ij}$, and hence, for a random network $\langle T \rangle \sim \langle L_{ij} \rangle \sim \log N$, a rapid coverage that grows only logarithmically with the system’s size. **Slow spread** ($\theta > 0, R_2, P_2$, Fig. 5e). For degree driven dynamics the propagation times are governed by the hubs, whose degrees increase with $N$, hence for a large system ($N \rightarrow \infty$), signals require an extremely long time to penetrate the network. For a scale free network this leads to a scaling behavior $\langle T \rangle \sim N^\alpha$, an inefficient propagation in which $\langle T \rangle$ diverges polynomially with the size of the system. Therefore, despite the fact that the scale-free property decreases
the topological distance \( L_{ij} \) [61], under degree driven dynamics it dramatically increases the effective temporal distance \( T(j \rightarrow i) \), emphasizing again the non-trivial translation from topology to dynamics that our theory allows us to predict. Ultra-efficient spread \((\theta < 0, E, M, \text{ Fig. 5f})\). In composite dynamics signals rapidly propagate thanks to the hubs, which effectively shrink the paths between all nodes. Consequently, the propagation time is primarily determined by the response of the target nodes, which is independent of \( N \) or of the path length. The resulting propagation is extremely efficient, with \( \langle T \rangle \sim \text{const} \), being effectively independent of \( N \). Indeed, in Fig. 5f we find that networks of vastly different size, ranging over more than four orders of magnitude, are all covered within approximately the same \( \langle T \rangle \), a counter-intuitive form of propagation, that is yet fully predicted by our formalism.

**Universal dynamic metric for signal propagation**

To simplify the observed flow of information we seek a predictive metric, \( \mathcal{L}(j \rightarrow i) \) that transparently reflects the actual propagation times \( T(j \rightarrow i) \) [24], namely we seek a temporal distance \( \mathcal{L}(j \rightarrow i) \), for which \( T(j \rightarrow i) \sim \mathcal{L}(j \rightarrow i) \). Consider the shortest path from the source \( j \) to the target \( i \), denoted by the sequence \( \Pi(j \rightarrow i) = j \rightarrow p \rightarrow q \rightarrow \cdots \rightarrow i \). This path, being shortest, will dominate the spread of the signal \( \Delta x_j \) to the target \( i \) [37], hence \( T(j \rightarrow i) \) depends mainly on the travel time along \( \Pi(j \rightarrow i) \). We can evaluate this travel time using (2) to be \( T(j \rightarrow i) \sim S_{\theta}^p + S_{\theta}^q + \cdots + S_{\theta}^i \), the total lag time accumulated on all nodes along \( \Pi(j \rightarrow i) \) (Fig. 6a). In general, we can write

\[
\mathcal{L}(j \rightarrow i) = \min_{\Pi(j \rightarrow i)} \left\{ \sum_{p \in \Pi(j \rightarrow i), \ p \neq j} S_{\theta}^p \right\}
\]  

(5)

where the minimization selects the fastest of all shortest paths between \( j \) and \( i \). Equation (5) represents our final result, providing the temporal distance between all pairs of nodes \( i \) and \( j \), designed to naturally capture the system’s dynamic signal propagation. As opposed to other common metrics, \( \mathcal{L}(j \rightarrow i) \) depends not only on the topology, but also on the dynamics \( M \) through the exponent \( \theta \) (3), therefore accounting for the interplay between structure and dynamics. Hence, for a given \( A_{ij} \) the distances \( \mathcal{L}(j \rightarrow i) \) are adaptive, relocating all nodes depending on the nature of the system’s nonlinear interactions.

To test (5) we used it to layout the scale-free networks shown in Fig. 3a - f, placing each node in its appropriate location, at distance \( \mathcal{L}(j \rightarrow i) \) from the perturbed source (Fig. 6b - g; for the layout
of our empirical networks see Supplementary Section 4). The originally unpredictable spreading patterns (Fig. 3) collapse into a concentric propagation, with the desired $T(j \to i) \sim L(j \to i)$. The crucial point is that these layouts, which we predict \textit{a priori}, \textit{i.e.} before observing the simulation results, are dynamically adaptive, appropriately locating the nodes according to the predicted dynamic universality class. Hence, despite using the same $A_{ij}$ the nodes are located differently as the dynamics is shifted from $R_1$ and $P_1$ (blue, $\theta = 0$) to $R_2$ and $P_2$ (red, $\theta > 0$), and further to $M$ and $E$ (green, $\theta < 0$). In Fig. 6h - j we show the observed $T(j \to i)$ vs. the analytically calculated $L(j \to i)$ for all of our 36 model/empirical systems - each in the appropriate class (blue, red, green). We find that (5) consistently captures the actual patterns of propagation, satisfying the desired $T(j \to i) \sim L(j \to i)$, thus providing a highly predictive, dynamically adaptive universal distance metric for signal propagation (few minor discrepancies appearing in specific systems are discussed in Supplementary Section 4).

**Discussion and outlook**

Predicting the spread of information in complex networks is at the heart of our ability to understand their dynamic behavior, hence the widespread efforts to collect data on the topology of real biological, social and technological networks. Yet, if we wish to leverage these data into actual dynamic insights, we must systematically translate our findings on network structure into dynamic predictions on information flow. Our formalism offers such translation by separating the contribution of the topology, $A_{ij}$, from that of the dynamics, $M$, through the analytically predicted exponent $\theta$, exposing highly distinctive dynamic universality classes that characterize the connection between $A_{ij}$ and the dynamic spreading behavior. The distinctions between these classes are multi-faceted, providing an array of testable predictions, from $P(T)$, through $\tau_i$ (2) to the scaling of $\langle T \rangle$ with $N$, highly distinctive features that provide a set of clear observable \textit{fingerprints} by which to classify a system’s dynamics.

While complex system dynamics can take almost unlimited forms, our formalism shows that the determinants of information spread are restricted to the few leading powers of $M$, as encapsulated within $\Gamma(0)$ in (4). This groups together fundamentally different dynamics under the same universality class, \textit{e.g.}, ecological interactions ($M$) and epidemics ($E$), which exhibit identical spreading patterns - a surprising observation, predicted by (3).

Most importantly, these powers ($\Gamma(n)$) as opposed to the coefficients ($C_n$) are intrinsic to the system’s dynamics, depending on the functional form of $M$, but not on its specific rate constants.
For instance, in the SIS model (E) we have $M_0(x) \sim -x$, $M_1(x) \sim 1 - x$ and $M_2(x) \sim x$ (Fig. 2b). The structure of these three functions, and hence their leading powers, is intrinsic to the dynamic mechanisms of infection and recovery. Therefore our prediction that E is in the composite universality class ($\theta = -1$, green) is not sensitive to the microscopic rates of infection/recovery, which vary across different diseases, but rather represents a robust property of the SIS model, unifying all communicable diseases whose spreading mechanism is captured by the SIS framework. Such universality is a crucial component in our effort to construct a theory of complex system dynamics, as most complex systems are multi-parametric [52], allowing no access, or analytical treatment, of their detailed microscopic parameters. Hence we seek empirically observable macroscopic functions that can be directly traced to a small number of the system’s relevant and intrinsic parameters, such as the leading powers of M. An analogous approach was successfully employed in the past to expose universality in particle systems [62] - we believe that this line of thought may lead to similar breakthroughs in our understanding of complex networked systems.
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FIG. 1: Propagation of signals in a complex networks. The dynamic behavior of a complex network is captured by its patterns of information, or signal, propagation. (a) A local signal in the form of an activity perturbation $\Delta x_1$, applied on the source node 1 (black) spreads through the network, impacting all other nodes 2, 3, ... (b) This spatio-temporal propagation is captured by the response $\Delta x_i(t)$, here depicted for nodes 2 and 3. The propagation time $T(j \rightarrow i)$ captures the time in which $\Delta x_i$ reaches an $\eta$-fraction of its final response, here illustrated for $\eta = 1/2$ (half-life). (c) To model network dynamics we use a two layer description, exemplified here on the human protein-protein interaction network [39]. The first layer is the topology $A_{ij}$ (top). The second layer is the system’s dynamics (equation, bottom), designed to capture the inner mechanisms driving the system’s observed behavior. Here proteins are depleted at a rate $\alpha_i$ and activated by their neighboring proteins via the Hill function $H(x_j) = x_j^h / (1 + x_j^h)$, where we set $h = 1$ [3, 42]. (d) Signal propagation as obtained for $\alpha = 1$. The response $\Delta x_i(t)$ is represented by the node’s size and color depth. (e) - (f) Changing the value of $\alpha$ impacts the propagation patterns, showing that $A_{ij}$ alone is insufficient to predict information spread. (g) The temporal response, $\Delta x$ vs. $t$, of two specific nodes, marked in black and grey in the network layouts. For $\alpha = 1$ these two nodes exhibit a synchronous response, namely the signal reaches both at approximately the same time. (h) When $\alpha = 1/2$, however, the same two nodes receive the signal at different times, with grey responding approximately $10^2$ times earlier than black. (i) The sequence of responses is reversed for $\alpha = 2$, as now black responds before grey. Hence, minor changes in the dynamic equation in (c), may have profound and unpredictable consequences on the propagation.
FIG. 2: Testing ground for network signal propagation. (a) We tested signal propagation on 36 relevant combinations constructed from 10 networks and 6 dynamic models, for example, epidemic spreading $E$ on the social networks UCIonline and Epoch (shaded boxes). The networks (Supplementary Section 3.4): ER - Erdős-Rényi; SF, SF1, SF2 - scale-free networks with binary, uniformly and scale-free distributed weights, respectively; PPI1/2 - yeast/human protein interaction networks [39, 47]; ECO1/2 - plant-pollinator network of Carlinville Illinois [48], collapsed on to the plants/pollinators; UCIonline - University of California Irvine online instant messaging network [45]; Epoch - email correspondence network [46]. We tested all dynamic models on our four model networks (24 shaded boxes - top) and on the appropriate empirical networks (12 shaded boxes - bottom). (b) The dynamics (Supplementary Section 2): $R_1, R_2$ represent gene regulation via the Michaelis-Menten model [3, 42] with different exponents for the self-dynamics (1 vs. 0.4) and for the regulating Hill function (1 vs. 0.2); $P_1, P_2$ capture population dynamics through birth-death processes [53–55]; $M$ describes mutualistic interactions, e.g., plant-pollinator relationships in ecological networks [52] and $E$ is the susceptible-infected-susceptible (SIS) model for epidemic spreading [49–51]. (c) We offer to capture all these dynamics, as well as a broad family of additional pairwise dynamics [37] through the universal equation (1). Its generic nonlinear terms capture the mechanisms driving each node’s self dynamics ($M_0(x)$) and its pairwise interaction with its direct neighbors ($M_1(x), M_2(x)$). (d) The propagation patterns emerge from the interplay of the weighted topology $A_{ij}$ and the system’s intrinsic dynamics $M = (M_0(x), M_1(x), M_2(x))$. The topology provides the path lengths $L_{ij}$ and the weighted degree distribution $P(S)$; the dynamics determine how these topological features translate into $\tau_i$ through $\theta$ (2). Combining the two contributions, e.g., Eq. (5), provides the spatio-temporal propagation $T(j \rightarrow i)$. 
FIG. 3: Classifying the zoo of propagation patterns. (a) Propagation on the weighted scale-free network SF under regulatory dynamics $R_1$. At $t = 0$ we introduce a perturbation in the activity of a randomly selected source node (center), then track the propagation, presenting three snapshots observed at selected time points. The size and color depth of each node represent its response, hence nodes that received the signal at earlier times appear first. (b) - (f) We repeated this experiment on the same network and the same source node, using different dynamic models (Fig. 2b). We observe different propagation patterns depending on the dynamics, resulting in a zoo of seemingly unpredictable propagation patterns, reminiscent of the ones observed in the specific example of Fig. 1d - f. (g) - (h) The probability density function $P(T)$ vs. $T$ as obtained from $R_1$ and $P_1$ on ER (top) and SF (bottom). We find that $P(T)$ exhibits multiple sharp peaks in both ER and SF, indicating that the (weighted) degree distribution $P(S)$ has little impact on the propagation. (i) - (j) In $R_2$ and $P_2$ $P(T)$ has a fundamentally different form with no discrete peaks. Here $P(T)$ is broader in SF (bottom) compared to ER (top), showing that now $P(S)$ has a significant impact on the propagation. (k) - (l) M and E exhibit a third class with $P(T)$ featuring multiple overlapping peaks. To highlight these peaks we show (in shades of green) $P(T|L_{ij})$, capturing the distribution of $T(j \rightarrow i)$ among $i,j$ pairs at equal distance, i.e. all pairs at distance $L_{ij} = 1, 2, \ldots$. The total density $P(T)$ equals to the sum of these peaks. The inner peaks are broader and hence overlap in SF (bottom) compared to ER (top). Therefore in this class the propagation is affected both by distance, i.e. discrete peaks, and by $P(S)$, i.e. variance within each peak. (m) - (n) $T(j \rightarrow i)$ vs. $L_{ij}$ exhibits a linear relationship for both SF and ER. (o) - (p) $T(j \rightarrow i)$ is almost independent of $L_{ij}$ in the case of $R_2$ and $P_2$, exhibiting a propagation that is indifferent to network distance. (q) - (r) For M and E we again have $T(j \rightarrow i) \sim L_{ij}$. Together our analysis shows that the diverse propagation patterns of (a) - (f) categorize into three discrete classes - blue (distance driven), red (degree-driven) and green (composite). Similar results from all our 36 model/empirical systems, i.e. the testing ground of Fig. 2, appear in Supplementary Section 4.
FIG. 4: Dynamic universality classes of signal propagation. We measured the local response times \( \tau \) of all nodes vs. their weighted degree \( S \), for our 36 networks and dynamics, detailed in Fig. 2a. (a) - (b) For \( R_1 \) and \( P_1 \) (symbols) we find that \( \tau \sim S^\theta \) with \( \theta = 0 \) (black solid line), in perfect agreement with the prediction of Eqs. (2) and (3). This scaling relationship is sustained across diverse model (ER, SF, SF1, SF2) and empirical networks (PPI1, PPI2, ECO1, ECO2), confirming that \( \theta \) is independent of \( A_{ij} \). (c) - (d) For \( R_2 \) and \( P_2 \) we predict \( \theta = 3/2 \) and \( \theta = 1 \) respectively (solid lines), in perfect agreement with the observed results (symbols). (e) - (f) For \( M \) and \( E \) we predict \( \theta = -1 \), as confirmed for both the model and relevant empirical networks. The value of \( \theta \) defines the dynamic universality class of each system, determined by the dynamics through (3), and independent of \( A_{ij} \), hence grouping together highly distinct networks, that feature the exact same scaling relationship within each dynamic class (panels). This scaling relationship helps us bridge between the topological characteristics \( S, P(S) \) and their dynamic translation into \( \tau, P(T) \), and ultimately \( T(j \rightarrow i) \) (Eq. 5)). Data points represent logarithmic bins [63] in \( S \) (Supplementary Section 3.3).
FIG. 5: The efficiency of signal propagation. The average propagation time $\langle T \rangle$ on an Erdős-Rényi (ER) and a scale-free (SF) network with identical average degree. (a) For distance driven dynamics ($R_1$, $P_1$, $\theta = 0$) $\langle T \rangle$ is not significantly affected by the ER/SF networks, other than a minor decrease in $\langle T \rangle$ for SF, a consequence of the typically shorter paths characterizing SF networks [61]. (b) For degree driven dynamics ($R_2$, $P_2$, $\theta > 0$) the hubs delay the propagation, and hence the SF topology translates to a significant increase in $\langle T \rangle$. Therefore, in this class, degree heterogeneity causes inefficient propagation, slowing the rate of information spread. The effect is more pronounced when $\theta$ is large: indeed, for $R_2$ ($\theta = 3/2$) we observe a 612% increase in $\langle T \rangle$, while for $P_2$ ($\theta = 1$) the delay is less than half, 278%. (c) For composite dynamics (M, E, $\theta < 0$) $\langle T \rangle$ is again unaffected by hubs, dominated mainly by the response time of the small nodes, which is roughly the same in ER and SF. For both ER and SF, however, $\langle T \rangle$ is much smaller than in the two other classes (blue, red) due to the fast response of the hubs along the pathways from source to target, leading to an ultra-efficient propagation. (d) The average propagation time $\langle T \rangle$ vs. the number of nodes $N$ as obtained from $R_1$ (triangles) and $P_1$ (circles). In distance driven propagation we find that $\langle T \rangle \sim \log N$ (solid line), a logarithmic dependence on system size, corresponding to the efficient spread predicted by our theory. (e) In degree driven dynamics we predict slow spread, in which $\langle T \rangle \sim N^\alpha$ (solid line represents $\alpha = 1/2$). Here, despite the fact that SF shrinks the topological distance $\langle L \rangle$, it dramatically inflates the temporal distance $\langle T \rangle$. (f) In composite dynamics we predict ultra-efficient spread, namely $\langle T \rangle \sim \text{const}$, independent of system size. Here $N$ spans four orders of magnitude, while $\langle T \rangle$ is practically constant, confirming our prediction. Data points represent logarithmic bins [63] in $N$ (Supplementary Section 3.3).
FIG. 6: The universal temporal distance $L(j \rightarrow i)$. (a) A signal propagating from the source $S$ to two targets $X$ and $Y$, both at distance $L_{SX} = L_{SY} = 2$. The signal will reach $X$ and $Y$ simultaneously if the dynamics is distance driven (top, blue); $X$ before $Y$ in case of degree driven dynamics (center, red) due to the slowly responding hubs along the path $\Pi(S \rightarrow Y)$, and $Y$ before $X$ in composite dynamics (bottom, green). The temporal distance $L(j \rightarrow i)$ in (5) is designed to locate $X$ and $Y$ at the appropriate distance from $S$, depending on the dynamic class of the propagation. (b) - (g) We used $L(j \rightarrow i)$ to layout the nodes in each of our 36 test systems (Fig. 2), here displaying the results obtained for SF, as appear in the original layouts of Fig. 3a - f. The unpredictable and inconsistent behavior, i.e. the zoo of Fig. 3, transforms into a well-organized concentric propagation pattern, in which the distance from the source naturally captures the actual travel time of the propagating signal. These layouts locate all nodes differentially, according to the system’s dynamics. For the distance-driven $R_1$ and $P_1$ (blue) nodes are condensed into separated shells, corresponding to the discrete nature of the path lengths (peaks in $P(T)$, Fig. 3). In the degree-driven $R_2$ and $P_2$ (red) the hubs become bottlenecks, and hence $L(j \rightarrow i)$ assigns a larger distance to paths that are enriched with hubs. In the composite $M$ and $E$ our universal $L(j \rightarrow i)$ places the slower low degree nodes in the network periphery and shifts hubs towards the center. Additional layouts from our empirical networks are shown in Supplementary Section 4. (h) $T(j \rightarrow i)$ vs. $L(j \rightarrow i)$ for all networks under $R_1$ (dark) and $P_1$ (light) dynamics. The linear relationship indicates that $L(j \rightarrow i)$ precisely captures the actual patterns of propagation. (i) $T(j \rightarrow i)$ vs. $L(j \rightarrow i)$ in the degree-driven $R_2$ (dark) and $P_2$ (light). Here, since $\theta > 0$, $T(j \rightarrow i)$ and $L(j \rightarrow i)$ span several orders of magnitude, hence we use a logarithmic scale (black solid line represents a linear slope). (j) For the composite $M$ (light) and $E$ (dark) $L(j \rightarrow i)$ and $T(j \rightarrow i)$ inversely scale with the weighted degrees of nodes along each path. Therefore we use inverted axes $1/T(j \rightarrow i)$ vs. $1/L(j \rightarrow i)$. In (i) and (j) we employed logarithmic binning [63] (Supplementary Section 3.3). Together (h) - (j) feature results from all our 36 systems; a specific focus on our 12 empirical systems appears in Supplementary Section 4.
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1 Analytical derivations - from M to $\tau_i$

To construct the propagation times $T(j \rightarrow i)$ we must first obtain the individual response times $\tau_i$, capturing the transient response of each node $i$ to direct incoming perturbations from its interacting neighbors. Indeed, as we show in the main paper (Eq. (5)), the propagation times $T(j \rightarrow i)$ can be constructed from the sequence of local responses $\tau_i$ along each path, giving rise to the observed universality classes. Hence we use a perturbative approach to derive the response time of a node to a neighboring perturbation $\Delta x_j$. Starting from the dynamic equation

$$\frac{dx_i}{dt} = M_0(x_i(t)) + \sum_{j=1}^{N} A_{ij} M_1(x_i(t)) M_2(x_j(t)), \quad (1.1)$$

we obtain the steady state $x_i$ by setting the derivative on the l.h.s. to zero, and then introduce a time-independent perturbation $x_m(t) = x_m + \Delta x_m$ on the activity of node $m$, one of $i$’s nearest neighbors. Node $i$’s response will follow

$$x_i(t) = x_i + \Delta x_i(t), \quad (1.2)$$

with $\tau_i$ representing the relaxation time of $\Delta x_i(t)$. Below, we show in detail how to calculate $\tau_i$.

Our theoretical framework. Our derivation predicts the scaling relationship between $\tau_i$ and each node’s weighted degree $S_i$, directly from the system’s dynamics $M = (M_0(x), M_1(x), M_2(x))$ in (1.1). Throughout this derivation we rely on two main approximate assumptions:

- **Perturbative limit.** We assume that the signal $\Delta x_m$ is small, namely we take the limit $\Delta x_m \rightarrow dx_m$, allowing us to employ the tools of linear response theory to treat (1.1) analytically.

- **Configuration model.** We allow $A_{ij}$ to feature any arbitrary degree/weight distribution, including scale-free or other fat-tailed density functions, but assume that
it is otherwise random [1]. Such approximation may overlook certain characteristics pertaining to the network’s fine-structure, such as degree-degree correlations [2], or clustering, which, in the limit of sparse networks \((k) \ll N \to \infty\) become negligible due to the random connectivity.

In Sec. 5 we systematically test the robustness of our predictions against these approximations. We examine the impact of large perturbations, including the system’s response to complete node knockout, an unambiguously large perturbation. We also observe our theory’s performance under increasing levels of degree-correlations and clustering. We find, that our predictions are highly insensitive to these approximations, successfully withstanding empirically relevant levels of clustering and degree-correlations as well as large signals, all of which have but a marginal - and in fact non-visible - effect on our predicted scaling and universality classes. The origins of this robustness are also discussed in Sec. 5.

1.1 Configuration model

Throughout our analysis below we use the configuration model framework to analyze \(A_{ij}\) [1]. Within this framework \(A_{ij}\) represents a general weighted network with arbitrary degree and weight distributions, but otherwise random structure. Hence we assume negligible correlation between the number of neighbors of a node \(k_i\), and its link weights \(A_{ij}\), namely \(P(A_{ij} = a|k_i) = P(A_{ij} = a)\). Another significant implication of the configuration model assumption is that we neglect minor structural correlations between nodes and their immediate environment. For instance, while two nodes, \(i\) and \(j\), may have extremely different topological characteristics, say \(i\) is a hub and \(j\) is a low degree node, their neighborhoods are assumed to share similar statistical properties, namely \(i\)’s (many) neighbors are extracted from the same statistical pool as \(j\)’s (few) neighbors. Specifically, let us denote by \(G(S)\) the group of all nodes whose weighted degrees are between \(S\) and \(S + dS\). This group can be characterized by one or more random variables \(Q_i\), capturing, for instance the activity \(x_i(t)\) or the relaxation time \(\tau_i\) associated with a randomly selected node \(i \in G(S)\). The corresponding distribution

\[
P_S(Q_i = q) = P(Q_i = q| i \in G(S)) \tag{1.3}
\]
is unique to $G(S)$, since nodes in $G(S)$ are distinct from nodes in $G(S')$, hence, in general $P_S(Q_i = q) \neq P_{S'}(Q_i = q)$. This distinction translates also to statistical properties extracted from $G(S)$, for instance the mean value of $Q_i$, expressed by

$$Q(S) = \frac{1}{|G(S)|} \sum_{i \in G(S)} Q_i,$$

(1.4) $\quad (|G(S)|$ represents the number of nodes in $G(S)$) may differ from $Q(S')$. For example, the typical response time of nodes in $S$ is potentially different than that of nodes in $S'$.

Next we consider the random variable

$$Q_{i,\odot} = \frac{1}{S_i} \sum_{n=1}^{N} A_m Q_n,$$

(1.5) a weighted average over $i$’s nearest neighbors, whose probability distribution is given by $P(Q_{i,\odot} = q)$. Averaging over nodes in $G(S)$ we obtain

$$Q_{\odot}(S) = \frac{1}{|G(S)|} \sum_{i \in G(S)} Q_{i,\odot} = \frac{1}{|G(S)|} \sum_{i \in G(S)} \frac{1}{S} \sum_{n=1}^{N} A_m Q_n,$$

(1.6) analogous to $Q(S)$ in (1.4). According to the configuration model the nearest neighbors of $i \in G(S)$ and $j \in G(S')$ follow similar statistics, hence we have

$$P(Q_{i,\odot} = q | i \in G(S)) = P(Q_{i,\odot} = q | i \in G(S')),$$

(1.7) or more generally

$$P(Q_{i,\odot} = q | i \in G(S)) = P(Q_{i,\odot} = q),$$

(1.8) substituting the specific distribution extracted from nodes in $G(S)$ by the general distribution over all nodes in the network. The meaning is that while the statistical properties of $Q_i$ may, generally, depend on $S$, with $Q(S) \neq Q(S')$, those of $Q_{i,\odot}$ are independent of $S$, providing $Q_{\odot}(S) = Q_{\odot}(S')$, ultimately providing $Q_{\odot}(S) = \langle Q \rangle_{\odot}$, an average over all nodes in the network. This translates to
\[ Q_{\odot}(S) \equiv \frac{1}{|G(S)|} \sum_{i \in G(S)} \frac{1}{S} \sum_{n=1}^{N} A_{in}Q_n = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{S_i} \sum_{n=1}^{N} A_{in}Q_n \equiv \langle Q \rangle_{\odot} \]  \hspace{1cm} (1.9)

where the l.h.s. represents a nearest neighbor average over nodes within \( G(S) \) and the r.h.s. represents a nearest neighbor average over all nodes, a characteristic of the network, independent of \( S \).

### 1.2 Steady state analysis

We consider systems of the form (1.1) that exhibit at least one fully positive steady state \( x_i \) \( (i = 1, \ldots, N) \). We focus on the dependence of this steady-state, \( x_i \), on a node’s weighted (incoming) degree \( S_i = \sum_{j=1}^{N} A_{ij} \). Therefore, we seek the average (time-dependent) activity \( x(S,t) \) characterizing all nodes \( i \in G(S) \), which, substituting \( x_i(t) \) for the random variable \( Q_i \) in (1.4), provides

\[ x(S,t) = \frac{1}{|G(S)|} \sum_{i \in G(S)} x_i(t). \]  \hspace{1cm} (1.10)

Using (1.1) we write

\[ \frac{d x(S,t)}{dt} = \frac{1}{|G(S)|} \sum_{i \in G(S)} \left[ M_0(x_i(t)) + \sum_{n=1}^{N} A_{in}M_1(x_i(t))M_2(x_n(t)) \right], \]  \hspace{1cm} (1.11)

which we approximate by

\[ \frac{d x(S,t)}{dt} = M_0(x(S,t)) + M_1(x(S,t)) \frac{1}{|G(S)|} \sum_{i \in G(S)} \sum_{n=1}^{N} A_{in}M_2(x_n(t)). \]  \hspace{1cm} (1.12)

Equation (1.12) is exact in the limit where

\[ \frac{1}{|G(S)|} \sum_{i \in G(S)} M_q(x_i) \approx M_q \left( \frac{1}{|G(S)|} \sum_{i \in G(S)} x_i \right), \]  \hspace{1cm} (1.13)

\( (q = 0, 1) \). We can now use (1.9) to express the sum on the r.h.s. of (1.12) as
\[ \frac{1}{|G(S)|} \sum_{i \in G(S)} \sum_{n=1}^{N} A_{in} M_2(x_n(t)) = S \left\langle M_2(x(t)) \right\rangle_{\odot}, \quad (1.14) \]

where \( \left\langle M_2(x(t)) \right\rangle_{\odot} \), an average over all nearest neighbor nodes in the network, is independent of \( S \). Equation (1.12) then takes the form

\[ \frac{dx(S,t)}{dt} = M_0(x(S,t)) + SM_1(x(S,t)) \left\langle M_2(x(t)) \right\rangle_{\odot}. \quad (1.15) \]

To obtain the steady state we set the l.h.s. of (1.15) to zero, providing

\[ R(x(S)) = \frac{1}{\left\langle M_2(x) \right\rangle_{\odot} S}, \quad (1.16) \]

where

\[ R(x) = -\frac{M_1(x)}{M_0(x)}. \quad (1.17) \]

Extracting \( x(S) \) from (1.16) we write

\[ x(S) \sim R^{-1}(\lambda), \quad (1.18) \]

where \( R^{-1}(x) \) is the inverse function of \( R(x) \) and

\[ \lambda = \frac{1}{\left\langle M_2(x) \right\rangle_{\odot} S} \sim S^{-1} \quad (1.19) \]

is the inverse weighted degree. Equation (1.18) expresses the average steady-state activity over all nodes with in-degree \( S \) \((i \in G(S))\) in function of their inverted degree \( \lambda \sim S^{-1} \).

### 1.3 The scaling of \( \tau_i \)

We now calculate the response time \( \tau_i \) of a node to a neighboring perturbation. Hence, we induce a small permanent perturbation \( dx_m \) on the steady state activity of node \( m \), a nearest neighbor of \( i \), setting

\[ x_m(t) = x_m + dx_m. \quad (1.20) \]
The dynamic equation (1.1) then becomes

\[
\frac{d}{dt}(x_i + dx_i) = M_0(x_i + dx_i) + \sum_{j=1}^{N} A_{ij}M_1(x_i + dx_i)M_2(x_j + dx_j) \\
+ A_{im}M_1(x_i + dx_i)M_2(x_m + dx_m),
\]

(1.21)

where \(dx_i\) and \(dx_j\) \((j = 1, \ldots, N, j \neq m)\) are all time dependent, while \(dx_m\) is constant. Linearizing around the steady state we obtain

\[
\frac{d}{dt}(dx_i) = \left( M'_0(x_i) + M'_1(x_i) \sum_{j=1}^{N} A_{ij}M_2(x_j) \right) dx_i(t) \\
+ M_1(x_i) \sum_{j=1}^{N} A_{ij}M'_2(x_j)dx_j(t) + O(dx^2),
\]

(1.22)

where \(M'_q(x)\) \((q = 0, 1, 2)\) represents the derivative \(dM_q/dx\) with \(x\) taken at the steady state, which according to (1.18) can be expressed by \(x = R^{-1}(\lambda)\). Next, following a similar derivation as the one leading to (1.15), we average of over all nodes in \(G(S)\) to obtain a direct equation for the response of nodes with weighted degree \(S\)

\[
dx(S,t) = \frac{1}{|G(S)|} \sum_{i \in G(S)} dx_i(t).
\]

(1.23)

Using (1.22) to express the time derivative of \(dx_i(t)\) in (1.23) and neglecting the higher order terms \(O(dx^2)\), we obtain

\[
\frac{d}{dt}(dx(S,t)) = \left( M'_0(x(S)) + M'_1(x(S)) \frac{1}{|G(S)|} \sum_{i \in G(S)} \sum_{j=1}^{N} A_{ij}M_2(x_j) \right) dx(S,t) \\
+ M_1(x(S)) \frac{1}{|G(S)|} \sum_{i \in G(S)} \sum_{j=1}^{N} A_{ij}M'_2(x_j)dx_j(t),
\]

(1.24)

where \(x(S)\) is the steady state activity of nodes in \(G(S)\), as expressed in (1.18). Finally,
the configuration model assumption, allows us to simplify the first sum on the r.h.s. using (1.9), providing us with

\[
\frac{d}{dt} \left( dx(S, t) \right) = \left( M_0'(x(S)) + S M_1'(x(S)) \langle M_2(x) \rangle \circ \right) dx(S, t) + f(S, t),
\]

where

\[
f(S, t) = M_1(x(S)) \frac{1}{|G(S)|} \sum_{i \in G(S)} \sum_{j=1}^N A_{ij} M_2'(x_j) dx_j(t).
\]

Equation (1.25) can be written in the form

\[
\frac{d}{dt} \left( dx(S, t) \right) = -\frac{1}{\tau(S)} dx + f(S, t),
\]

in which the average relaxation time \( \tau(S) \) follows

\[
\frac{1}{\tau(S)} = M_0'(x(S)) + S M_1'(x(S)) \langle M_2(x) \rangle \circ.
\]

Equation (1.27) is a non-homogeneous linear differential equation, describing the average time dependent response \( dx(S, t) \) of nodes in \( G(S) \) to a neighboring permanent perturbation \( dx_m \). Its solution takes the form

\[
dx(S, t) = Ce^{-\frac{t}{\tau(S)}} + e^{-\frac{t}{\tau(S)}} \int_0^t f(S, t')e^{\frac{t'}{\tau(S)}} dt',
\]

where the constant \( C \) is set to zero to satisfy the initial condition \( dx(S, t = 0) = 0 \). The relaxation of \( dx(S, t) \) (1.29) to its final, perturbed, state is governed by \( \tau(S) \) (1.28), which depends on the weighted degree \( S \), both explicitly, and implicitly through \( x(S) \) in (1.18). To observe this we focus on each of the two terms on the r.h.s. of (1.28) independently. First we write

\[
M_0'(x(S)) = \frac{dM_0}{dx} \bigg|_{x=R^{-\lambda}(x)},
\]

a derivative around the steady state \( x(S) \), which we expressed using (1.18). Using the definition of \( R(x) \) (1.17) we further develop (1.30) and write
\[M_0'(x(S)) = \left(- \frac{M'_1(x)}{R(x)} + \frac{M_1(x)R'(x)}{R^2(x)}\right) \bigg|_{x= R^{-1}(\lambda)}\]

\[= - \frac{M'_1(R^{-1}(\lambda))}{\lambda} + \frac{M_1(R^{-1}(\lambda))R'(R^{-1}(\lambda))}{\lambda^2}, \tag{1.31}\]

where in the last step we used \(R(R^{-1}(\lambda)) = \lambda\). In a similar fashion we express the second term of (1.28) as

\[SM_1'(x(S)) \langle M_2(x) \rangle_\odot = \langle M_2(x) \rangle_\odot \frac{M_1'(R^{-1}(\lambda))}{\lambda}. \tag{1.32}\]

Collecting all the terms we arrive at

\[\frac{1}{\tau(S)} \sim c_1 \frac{M'_1(R^{-1}(\lambda))}{\lambda} + c_2 \frac{M_1(R^{-1}(\lambda))R'(R^{-1}(\lambda))}{\lambda^2}, \tag{1.33}\]

where the coefficients are

\[c_1 = 1 - \langle M_2(x) \rangle_\odot\]
\[c_2 = -1. \tag{1.34}\]

As we are only interested in the scaling of \(\tau(S)\) with \(S\) (or \(\lambda\)) in the limit of large \(S\) (small \(\lambda\)), we can rewrite (1.33) without the coefficients. Indeed, for sufficiently large \(S\), only the leading terms where \(S\) is raised to the highest power dominate the equation, providing \(1/\tau(S) \sim c_1 S^a + c_2 S^b \sim S^{\max(a,b)}\), independent of \(c_1\) and \(c_2\). Hence, preserving only the terms relevant to the scaling, Eq. (1.33) becomes

\[\frac{1}{\tau(S)} \sim \frac{1}{\lambda^2} \left[R(R^{-1}(\lambda)) M'_1(R^{-1}(\lambda)) + M_1(R^{-1}(\lambda)) R'(R^{-1}(\lambda))\right] \]

\[= \frac{1}{\lambda^2} \frac{d}{dx}(M_1(x)R(x)) \bigg|_{x= R^{-1}(\lambda)}, \tag{1.35}\]

where, once again, we used \(\lambda = R(R^{-1}(\lambda))\), leading to the extracted pre-factor of \(\lambda^{-2}\).
We can now write

\[ \tau(S) \sim \lambda^2 Y(R^{-1}(\lambda)) \]  \tag{1.36}

where

\[ Y(x) = \left( \frac{d(M_1R)}{dx} \right)^{-1}. \]  \tag{1.37}

Equation (1.36) expresses \( \tau(S) \) as a function of \( \lambda \) \( (1.19) \), from which its dependence on \( S \) can be obtained. It indicates that the scaling of \( \tau(S) \) with \( S \) is determined directly by the dynamical functions \( M_1(x) \) and \( R(x) \), or, using (1.17), \( M_1(x) \) and \( M_0(x) \). Next we express \( Y(R^{-1}(\lambda)) \) as a Hahn series \[3\] around \( \lambda = 0 \)

\[ Y(R^{-1}(\lambda)) = \sum_{n=0}^{\infty} C_n \lambda^{\Gamma(n)}, \]  \tag{1.38}

allowing us to systematically consider the asymptotic behavior at \( S \to \infty \), equivalent to \( \lambda \to 0 \). The Hahn series is a generalization of the Taylor expansion to allow for both negative and real powers, as represented by \( \Gamma(n) \), a countable set of real numbers, ordered such that \( \Gamma(n-1) < \Gamma(n) < \Gamma(n+1) \). Hence the leading power of (1.38) is \( \Gamma(0) \), the next leading power is \( \Gamma_R(1) \), etc. For large \( S \) we only keep the leading order term, namely \( \lambda^{\Gamma(0)} \). This provides us with (1.36)

\[ \tau(\lambda) \sim \lambda^2 \lambda^{\Gamma(0)}, \]  \tag{1.39}

or, substituting \( S^{-1} \) for \( \lambda \),

\[ \tau(S) \sim S^{\theta}, \]  \tag{1.40}

where

\[ \theta = -2 - \Gamma(0), \]  \tag{1.41}

as presented in Eqs. (2) - (4) in the main paper text.
2 Classification of the dynamic models

We analyzed the propagation patterns in six different frequently used dynamic models, for each obtaining $\theta (1.41)$, and hence their class as distance driven ($\theta = 0$), degree driven ($\theta > 0$) or composite ($\theta < 0$). The detailed derivations appear below.

2.1 Regulatory dynamics - $\mathbb{R}_1$ and $\mathbb{R}_2$

Gene regulation is often modeled using Michaelis-Menten dynamics, in which the activity, \textit{i.e.} expression, of all genes follows [4, 5],

$$\frac{dx_i}{dt} = -Bx_i^a + \sum_{j=1}^{N} A_{ij} \mathcal{H}(x_j),$$

(2.1)

where $\mathcal{H}(x_j)$ is the Hill function describing the activation/inhibition of $x_i$ by $x_j$. Since regulation depends primarily on the presence or absence of $x_j$, with little sensitivity to $j$’s specific abundance, the Hill function is designed to be a \textit{switch-like} function satisfying $\mathcal{H}(x_j) \to 1$ ($\mathcal{H}(x_j) \to 0$) for large (small) $x_j$ in case $x_j$ activates $x_i$, or $\mathcal{H}(x_j) \to 1$ ($\mathcal{H}(x_j) \to 0$) for small (large) $x_j$ in the case of inhibition. A most common choice is [4, 5]

$$\frac{dx_i}{dt} = -Bx_i^a + \sum_{j=1}^{N} A_{ij} \frac{x_j^h}{1 + x_j^h},$$

(2.2)

where the Hill coefficient $h$ governs the rate of saturation of $\mathcal{H}(x_j)$. Equation (2.2) can be cast in the form (1.1) with $M_0(x) = -Bx^a$, $M_1(x) = 1$ and $M_2(x) = x^h/(1 + x^h)$. Hence $R(x)$ (1.17) becomes $R(x) = -B^{-1}x^{-a}$, and its inverse follows

$$R^{-1}(x) = B^{-\frac{1}{2}}x^{-\frac{1}{2}} \sim x^{-\frac{1}{2}}.$$ 

(2.3)

Next we use (1.37) to write

$$Y(x) = \left( \frac{dM_1R}{dx} \right)^{-1},$$

(2.4)
which taking the above $R(x)$ becomes

$$Y(x) = \left( \frac{dx^{-a}}{dx} \right)^{-1} \sim x^{(a+1)}. \quad (2.5)$$

Using (2.3) in (2.5) we arrive at the Hahn expansion of (1.38)

$$Y(R^{-1}(\lambda)) \sim Y(\lambda^{-\frac{1}{2}}) \sim \lambda^{-\frac{a+1}{b}}, \quad (2.6)$$

whose leading (indeed, only) power is $\Gamma(0) = -(a + 1)/a$. Finally, we predict $\theta$ from (1.41) to be

$$\theta = -2 - \Gamma(0) = -2 + \frac{a + 1}{a} = \frac{1 - a}{a}. \quad (2.7)$$

For $R_1$ we set $a = 1$ and $h = 1$, predicting $\theta = 0$, a distance driven dynamics; for $R_2$ we set $a = 0.4$ and $h = 0.2$, predicting $\theta = 3/2$, a degree driven system. Both predictions are perfectly confirmed on both model and real networks in Fig. 3 of the main text.

### 2.2 Population dynamics - $\mathbb{P}_1$ and $\mathbb{P}_2$

Birth-death processes have many applications in population dynamics [6], queuing theory [7] or biology [6]. We consider a network in which the nodes represent sites, each site $i$ having a population $x_i$, where population flow is enabled between neighboring sites. This process can be described by

$$\frac{dx_i}{dt} = -Bx_i^b + \sum_{j=1}^{N} A_{ij}x_j^a, \quad (2.8)$$

where the first term on the r.h.s. represents the internal dynamics of site $i$, characterized by the exponent $b$, which distinguished between processes such as [8] in/out flux ($b = 0$), mortality ($b = 1$), pairwise annihilation ($b = 2$), etc.. The second term describes the nonlinear flow from $i$'s neighboring sites $j$ into $i$. Here we have $M_0(x) = -Bx^b$, $M_1(x) = 1$ and $M_2(x) = x^a$, therefore $R(x) = -B^{-1}x^{-b}$. Following the same steps leading from (2.3) to (2.6) we find
\[ Y(R^{-1}(\lambda)) \sim \lambda^{-\frac{b+1}{b}}, \]  

(2.9)

predicting

\[ \theta = -2 - \Gamma(0) \sim -2 + \frac{b+1}{b}. \]  

(2.10)

For \( \mathbb{P}_1 \) we set \( b = 1 \) and \( a = 0.25 \), predicting \( \theta = 0 \), a distance driven dynamics; for \( \mathbb{P}_2 \) we set \( b = 0.5 \) and \( a = 0.2 \), predicting \( \theta = 1 \), a degree driven system, both in perfect agreement with Fig. 3 of the main text.

2.3 Epidemics - \( \mathbb{E} \)

In the susceptible-infected-susceptible (SIS) model, each node may be in one of two potential states: infected (\( I \)) or susceptible (\( S \)). The spreading dynamics is driven by the two process

\[ I + S \rightarrow 2I, \]  

(2.11)

where a susceptible node becomes infected by contact with one of its infected neighbors, and

\[ I \rightarrow S, \]  

(2.12)

an infected node recovering and becoming susceptible again. The activity \( x_i(t) \) denotes the probability that \( i \) is in the infected state. The infection and recovery processes above can be captured by [9]

\[ \frac{dx_i}{dt} = -Bx_i + \sum_{j=1}^{N} A_{ij}(1-x_i)x_j. \]  

(2.13)

The first term on the r.h.s. accounts for the process of recovery and the second term accounts for the process of infection, where a node could only become infected if its in
the susceptible state, with probability $1 - x_i$, and its neighbor is in the infected state, with probability $x_j$. We have $M_0(x) = -Bx$, $M_1(x) = 1 - x$ and $M_2(x) = x$, providing (1.17)

$$R(x) = \frac{1 - x}{Bx},$$

(2.14)

and therefore

$$R^{-1}(x) = \frac{1}{1 + Bx}.$$ 

(2.15)

Equation (1.37) takes the form

$$Y(x) = \left(\frac{d}{dx} \left(\frac{(1 - x)^2}{x}\right)\right)^{-1} \sim \frac{1}{1 - x^{-2}},$$

(2.16)

allowing us to obtain the Hahn expansion (1.38) as

$$Y(R^{-1}(\lambda)) = Y\left(\frac{1}{1 + B\lambda}\right) \sim \frac{1}{1 - (1 + B\lambda)^2} \sim \frac{1}{2B} \lambda^{-1} + \frac{1}{4} \lambda^0 + \frac{1}{8} B\lambda^1 + O(\lambda^2),$$

(2.17)

whose leading power is $\Gamma(0) = -1$. Using (1.41) this predicts

$$\theta = -2 - \Gamma(0) = -2 - (-1) = -1,$$

(2.18)

a composite dynamics, in which hubs respond most rapidly (Fig. 3 in main paper).

### 2.4 Mutualistic dynamics in ecology - $M$

We consider symbiotic eco-systems, such as plant-pollinator networks, in which the interacting species exhibit symbiotic relationships. The species populations follow the dynamic equation

$$\frac{dx_i}{dt} = Bx_i(t) \left(1 - \frac{x_i^a(t)}{C}\right) + \sum_{j=1}^{N} A_{ij} x_i(t) F(x_j(t)).$$

(2.19)

The self dynamics
\[ M_0(x) = Bx \left(1 - \frac{x^a}{C}\right) \]  

\[(2.20)\]

is a generalization of the frequently used logistic growth: when the population is small, the species reproduce at a rate \(B\), yet, as \(x_i\) approaches the carrying capacity of the system \(C\), growth is hindered by competition over limited resources \([10]\), captured by the nonlinear \(-x_i^{a+1}\) term. For \(a = 1\) we arrive at the classic quadratic growth deficiency term, in which competition scales with the number of competing pairs. In case \(a > 1\) growth is hindered through higher order internal competition within a species.

The mutualistic inter-species interactions are captured by

\[
M_1(x) = x \\
M_2(x) = F(x),
\]

where \(F(x)\) represents the functional response, describing the positive impact that species \(j\) has on species \(i\). This functional response can take one of several forms \([11]\):

**Type I:** linear impact

\[ F(x) = \alpha x. \]

\[(2.22)\]

**Type II:** saturating impact

\[ F(x) = \frac{\alpha x}{1 + \alpha x}. \]

\[(2.23)\]

**Type III:** A generalization of Type II, where

\[ F(x) = \frac{\alpha x^h}{1 + \alpha x^h}. \]

\[(2.24)\]

In our simulations we used Type II mutualistic interactions and set the competition term to \(a = 2\), providing

\[
M_0(x) = Bx \left(1 - \frac{x^2}{C}\right) \\
M_1(x) = x \\
M_2(x) = \frac{\alpha x}{1 + \alpha x},
\]

\[(2.25)\]

where, for simplicity, we set \(B = C = \alpha = 1\). Hence we have (1.17)
\[ R(x) = \frac{1}{1 - x^2}, \quad (2.26) \]

and therefore

\[ R^{-1}(x) \sim \left( \frac{x - 1}{x} \right)^{\frac{1}{2}}. \quad (2.27) \]

Next we use (1.37) to write

\[ Y(x) = \left( \frac{1}{dx} \left( \frac{x}{1 - x^2} \right) \right)^{-1} = \frac{(1 - x^2)^2}{1 + x^2}. \quad (2.28) \]

Consequently, the Hahn expansion (1.38) takes the form

\[ Y(R^{-1}(\lambda)) = Y \left( \left( \frac{\lambda - 1}{\lambda} \right)^{\frac{1}{2}} \right) = \frac{1}{2\lambda^2 - \lambda} = -\lambda^{-1} - 2\lambda^0 + 5\lambda^1 + O(\lambda^2), \quad (2.29) \]

for which the leading power \( \Gamma(0) = -1 \). As a result we predict (1.41)

\[ \theta = -2 - \Gamma(0) = -1, \quad (2.30) \]

classifying \text{M} in the composite dynamics class, as fully confirmed by the results presented in Fig. 3 of the main paper.
| Model                           | Dynamic equation                                                                 | $\theta$ | Dynamic universality class |
|--------------------------------|----------------------------------------------------------------------------------|----------|---------------------------|
| Regulatory Dynamics ($\mathbb{R}_1$) | $\frac{dx_i}{dt} = -x_i + \sum_{j=1}^{N} A_{ij} \frac{x_j}{1 + x_j}$             | 0        | Distance Driven           |
| Population Dynamics ($\mathbb{P}_1$) | $\frac{dx_i}{dt} = -x_i + \sum_{j=1}^{N} A_{ij} x_j^{0.25}$                   | 0        | Distance Driven           |
| Regulatory Dynamics ($\mathbb{R}_2$) | $\frac{dx_i}{dt} = -x_i^{0.4} + \sum_{j=1}^{N} A_{ij} \frac{x_j^{0.2}}{1 + x_j^{0.2}}$ | $\frac{3}{2}$ | Degree Driven             |
| Population Dynamics ($\mathbb{P}_2$) | $\frac{dx_i}{dt} = -x_i^{0.5} + \sum_{j=1}^{N} A_{ij} x_j^{0.2}$              | 1        | Degree Driven             |
| Epidemics ($\mathbb{E}$)          | $\frac{dx_i}{dt} = -x_i + \sum_{j=1}^{N} A_{ij} (1 - x_i) x_j$                 | -1       | Composite                 |
| Mutualistic Dynamics ($\mathbb{M}$) | $\frac{dx_i}{dt} = x_i (1 - x_i^2) + \sum_{j=1}^{N} A_{ij} \frac{x_i x_j}{1 + x_j}$ | -1       | Composite                 |

Table 1: **Dynamic models.** Summary and classification of all dynamic models.
3 Methods and data analysis

3.1 Numerical integration

To numerically test our predictions we constructed Eq. (1.1) for each of the systems in Table 1, using the appropriate $A_{ij}$ (Scale-free, Erdős-Rényi, empirical, etc.). We then used a fourth-order Runge-Kutta stepper (Matlab’s ode45) to numerically solve the resulting equations. Starting from an arbitrary initial condition $x_i(t = 0), i = 1, \ldots, N$ we allowed the system to reach its steady state by waiting for $\dot{x}_i \to 0$. To numerically realize this limit we implemented the termination condition

$$\max_{i=1}^{N} \left| \frac{x_i(t_n) - x_i(t_{n-1})}{x_i(t_n) \Delta t_n} \right| < \varepsilon,$$

where $t_n$ is the time stamp of the $n$th Runge-Kutta step and $\Delta t_n = t_n - t_{n-1}$. As the system approaches the steady-state, the activities $x_i(t_n)$ become almost independent of time, and the numerical derivative $\dot{x}_i = x_i(t_n) - x_i(t_{n-1})/\Delta t_n$ becomes small compared to $x_i(t_n)$. The condition (3.1) guarantees that the maximum of $\dot{x}_i/x_i$ over all activities $x_i(t_n)$ is smaller than the pre-defined termination variable $\varepsilon$. Across the six systems we tested we set $\varepsilon \leq 10^{-12}$, a rather strict condition, to ensure that our system is sufficiently close to the true steady state.

3.2 Measuring $T(j \rightarrow i)$ and $\tau_i$

To observed the spatio-temporal propagation of a perturbation we set the initial condition of the system to its numerically obtained steady-state above. We then introduce a boundary condition on the source node $j$, as

$$x_j(t) = x_j + \Delta x_j,$$

where $\Delta x_j$ is a signal in the form of a permanent perturbation to $j$’s steady state activity $x_j$. In our simulated results we used $\Delta x_j = \alpha x_j$, setting $\alpha = 0.1$, a 10% perturbation. The remaining $N - 1$ nodes continue to follow the original dynamics (1.1), responding to the
propagating signal $\Delta x_j$. To be explicit, we simulate this propagating perturbation by numerically solving the perturbed Eq. (1.1), which now takes the form

\[
\begin{align*}
\frac{dx_j}{dt} & = 0 \\
\frac{dx_i}{dt} & = M_0(x_i) + \sum_{n=1}^{N} A_{ij} M_1(x_i) M_2(x_n) \quad i \neq j
\end{align*}
\] (3.3)

in which the perturbation on $j$ is held constant in time, and the remaining $N-1$ nodes respond via the system’s intrinsic dynamics. The system’s response is then obtained as

\[x_i(t) = x_i + \Delta x_{ij}(t), \quad (3.4)\]

in which $\Delta x_{ij}(t)$ represents $i$’s temporal response to the signal $\Delta x_j$. We continue running (3.3) until the termination condition (3.1) is realized again, and the system reaches its new perturbed state with $\Delta x_{ij}(t \to \infty) = \Delta x_{ij}$, $i$’s final response to $j$’s signal. To focus on the response time of each node, we define $i$’s normalized response as

\[f_{ij}(t) = \frac{\Delta x_{ij}(t)}{\Delta x_{ij}}, \quad (3.5)\]

which transitions smoothly between $f_{ij}(t) = 0$ at $t = 0$ to $f_{ij}(t) = 1$ at $t \to \infty$, as $i$ approaches its final response. The function $f_{ij}(t)$ captures the spatio-temporal response of the system in the discrete network space, namely the level of response obtained at time $t$ in location $i$. When $f_{ij}(t) = \eta$, we say that $i$ has reached an $\eta$-fraction of its final response to the traveling signal $\text{d}x_j$. For instance, setting $\eta = 1/2$ allows us to evaluate the half-life of $i$’s response. This allows us to evaluate the propagation time $T(j \to i)$ as the time when

\[f_{ij}(t = T(j \to i)) = \eta \quad (3.6)\]

or alternatively

\[T(j \to i) = f_{ij}^{-1}(\eta). \quad (3.7)\]

The parameter $\eta$ can be set to any value between zero and unity, $\eta \in (0, 1)$, with the
typical choice being of order $\eta \sim 1/2$. All results presented in the main paper were obtained for $\eta = 0.7$, however, as we show in Fig. 1 changing the value of $\eta$ has no detectable effect on the observed behavior of $\tau_i$ and hence of $T(j \rightarrow i)$.

**Local response.** To obtain the local response $\tau_i$ we must measure the response time to a signal in the direct vicinity of $i$, namely $T(j \rightarrow i)$ where $j$ is directly linked to $i$. Hence we denote by $K_i$ the group of incoming neighbors of $i$

$$K_i = \{j = 1, \ldots, N | A_{ij} \neq 0\} \quad (3.8)$$

and average $i$'s response time to these neighbors as

$$\tau_i = \frac{1}{|K_i|} \sum_{j \in K_i} T(j \rightarrow i), \quad (3.9)$$

where $|K_i|$ is the number of nodes in $K_i$.

**Visualizing the spatio-temporal spread.** To construct the visualizations of Fig. 2a - f in the main paper we used Gephi [12] to layout the weighted scale-free network SF, placing the source node $j$ at the center. As the propagation unfolds we measured the response of all nodes $i = 1, \ldots, N$, setting the size and color depth of each node to be linearly proportional to $f_{ij}(t) \quad (3.5)$. Later, in Fig. 5 of the main text we present the exact same data only this time we laid out the nodes according to our universal metric $L(j \rightarrow i)$, as described in Eq. (5) of the main text. Hence we located $j$ at the center as before ($L(j \rightarrow j) = 0$), and placed all target nodes $i$ at a radial distance $r$ proportional to $L(j \rightarrow i)$, with randomly selected azimuth $\varphi \in [0, 2\pi]$. In the case of degree-driven propagation ($\theta > 0$, red) since $L(j \rightarrow i)$ (and $T(j \rightarrow i)$) span several orders of magnitude we set $r \sim \ln L(j \rightarrow i)$.

### 3.3 Logarithmic binning

The scaling $\tau_i \sim S_i^\theta$ is shown in log-scale in Fig. 3 of the main paper, with $\theta$ captured by the linear slope of $\tau_i$ vs. $S_i$. To construct these plots we employed logarithmic binning [13]. First we divide all nodes into $W$ bins.
The impact of the arbitrary parameter $\eta$. Measuring the response times requires to select the value of $\eta$ in (3.7), an arbitrary parameter between zero and unity. To test the impact of this parameter we tested our results for the scaling $\theta$ (1.40) under different selected values of $\eta$. As expected, we find that our results are not affected by $\eta$. 

Figure 1: The impact of the arbitrary parameter $\eta$. Measuring the response times requires to select the value of $\eta$ in (3.7), an arbitrary parameter between zero and unity. To test the impact of this parameter we tested our results for the scaling $\theta$ (1.40) under different selected values of $\eta$. As expected, we find that our results are not affected by $\eta$. 
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\[ \mathcal{B}(w) = \{ i = 1, \ldots, N \mid c^{w-1} < S_i \leq c^w \}, \quad (3.10) \]

where \( w = 1, \ldots, W \) and \( c \) is a constant. In (3.10) the \( w \)-th bin includes all nodes \( i \) whose weighted degrees \( S_i \) are between \( c^{w-1} \) and \( c^w \). The parameter \( c \) is selected such that the unity of all bins \( \bigcup_{w=1}^{W} \mathcal{B}(w) \) includes all nodes, hence we set \( c^W = \max S_i \). We then plot the average degree of the nodes in each bin

\[
S_w = \langle S_i \rangle_{i \in \mathcal{B}(w)} = \frac{1}{|\mathcal{B}(w)|} \sum_{i \in \mathcal{B}(w)} S_i
\quad (3.11)
\]

versus the average response time of nodes in that bin

\[
\tau_w = \langle \tau_i \rangle_{i \in \mathcal{B}(w)} = \frac{1}{|\mathcal{B}(w)|} \sum_{i \in \mathcal{B}(w)} \tau_i,
\quad (3.12)
\]

To evaluate the measurement error for each bin we first calculated the variance in the observed \( \tau_i \) across all nodes in the bin \( \sigma_w^2 = \langle \tau_i^2 \rangle_{i \in \mathcal{B}(w)} - \langle \tau_i \rangle_{i \in \mathcal{B}(w)}^2 \). We then set the error-bar to represent the 95% confidence interval as [14]

\[
E_w = \frac{1.96 \sigma_w}{\sqrt{|\mathcal{B}(w)|}}.
\quad (3.13)
\]

A similar scheme was used to present \( \langle T(j \rightarrow i) \rangle \) vs. \( N \) in Fig. 4d - f and \( T(j \rightarrow i) \) vs. \( \mathcal{L}(j \rightarrow i) \) in Fig. 5h - j of the main paper. In most cases the error bars were tiny, smaller than the size of the plot markers.

### 3.4 Model and empirical networks

To test our predictions we constructed several model and real networks with highly diverse topological characteristics, as summarized below:

**ER.** An Erdős-Rényi random network with \( N = 6,000 \) nodes and an average degree of \( \langle S \rangle = 4 \).

**SF.** A binary scale-free network with \( N = 6,000 \) nodes, \( \langle S \rangle = 4 \) and a degree distribution following \( P(S) \sim S^{-\gamma} \) with \( \gamma = 3 \), constructed using the Barabási-Albert model [15].

**SF1.** Using the underlying topology of SF we added uniformly distributed weights ex-
Table 2: Model networks. Summary of all model networks used to exemplify our formalism.

| Network         | $N$  | $\langle S \rangle$ | $P(S)$  | $P(w)$       | Used Models          |
|-----------------|------|---------------------|---------|--------------|----------------------|
| ER              | 6,000| 4                   | Poisson | Binary       | $R_1, P_1, R_2, P_2, M, E$ |
| SF              | 6,000| 4                   | SF, $\gamma = 3$ | Binary     | $R_1, P_1, R_2, P_2, M, E$ |
| SF1             | 6,000| 3                   | SF, $\gamma = 3$ | Uniform    | $R_1, P_1, R_2, P_2, M, E$ |
| SF2             | 6,000| 8                   | SF, $\gamma = 3$ | SF, $v = 3$| $R_1, P_1, R_2, P_2, M, E$ |

tracted from $W \sim U(0.1 - 0.9)$.

SF2. Using the underlying topology of SF we extracted the weights $W_{ij}$ from a scale-free probability density function $P(w) \sim w^{-\nu}$ with $\nu = 3$, resulting in an extremely heterogeneous network, featuring a scale-free topology with scale-free weights.

UCI online. An instant messaging network from the University of California Irvine [16], capturing 61,040 transactions between 1,893 users during a $T = 218$ day period. Connecting all individuals who exchanged messages throughout the period, we obtain a network of 1,893 nodes with 27,670 links, exhibiting a fat-tailed degree distribution.

Email Epoch. This dataset monitors $\sim 3 \times 10^5$ emails exchanged between 3,185 individuals over the course of $T \sim 6$ months [17], giving rise to a scale-free social network with 63,710 binary links.

Protein-protein interaction network PPI1. The yeast scale-free protein-protein interaction network, consisting of 1,647 nodes (proteins) and 5,036 undirected links, representing chemical interactions between proteins [18].

PPI2. The human protein-protein interaction network, a scale-free network, consisting of $N = 2,035$ nodes (protein) and $L = 13,806$ protein-protein interaction links [19].

ECO1 and ECO2. To construct mutualistic networks we collected data on symbiotic ecological interactions of plants and pollinators in Carlinville Illinois from [20]. The resulting $456 \times 1,429$ network $M_{ik}$ is a bipartite graph linking the 456 plants with their 1,429 pollinators. When a pair of plants is visited by the same pollinators they mutually benefit each other indirectly, by increasing the pollinator populations. Similarly pollina-
Table 3: Real networks. We implemented our theory on a set of highly diverse empirical networks, including social, biological and ecological networks. For each network we characterize the weighted degree distribution \( P(S) \), bounded versus scale-free (SF), and show the empirically extracted scaling exponent \( \gamma \), where relevant. For the weighted networks ECO1/2 we also present the scaling exponent \( \nu \) of \( P(w) \). On each network we ran the relevant models, e.g., epidemic spreading (\( \mathbb{E} \)) on the social networks.

| Network | \( N \) | \( \langle S \rangle \) | \( P(S) \) | \( P(w) \) | Used Models |
|---------|--------|----------------|-------------|-------------|--------------|
| PPI1    | 1,647  | 3              | SF, \( \gamma = 2.7 \) | Binary      | \( \mathbb{R}_1, \mathbb{R}_2 \) |
| PPI2    | 2,035  | 7              | SF, \( \gamma = 2.3 \) | Binary      | \( \mathbb{R}_1, \mathbb{R}_2 \) |
| ECO1    | 1,044  | 14             | SF, \( \gamma = 2.0 \) | SF, \( \nu = 2.9 \) | \( \mathbb{M}, \mathbb{P}_1, \mathbb{P}_2 \) |
| ECO2    | 456    | 62             | Bounded     | SF, \( \nu = 3.2 \) | \( \mathbb{M}, \mathbb{P}_1, \mathbb{P}_2 \) |
| UCIcons | 1,893  | 15             | SF, \( \gamma = 2.1 \) | Binary      | \( \mathbb{E} \) |
| Epoch   | 3,185  | 20             | SF, \( \gamma = 2.4 \) | Binary      | \( \mathbb{E} \) |

Table 3: Real networks. We implemented our theory on a set of highly diverse empirical networks, including social, biological and ecological networks. For each network we characterize the weighted degree distribution \( P(S) \), bounded versus scale-free (SF), and show the empirically extracted scaling exponent \( \gamma \), where relevant. For the weighted networks ECO1/2 we also present the scaling exponent \( \nu \) of \( P(w) \). On each network we ran the relevant models, e.g., epidemic spreading (\( \mathbb{E} \)) on the social networks.

... tors sharing the same plants also posses an indirect mutualistic interaction. Hence we can collapse \( M_{ik} \) to construct two mutualistic networks: The \( 1,429 \times 1,429 \) pollinator network ECO1 and the \( 456 \times 456 \) plant network ECO2. The resulting networks are

\[
B_{kl} = \sum_{i=1}^{456} \frac{M_{ik} M_{il}}{\sum_{s=1}^{n} M_{is}},
\]

(3.14)

for the pollinator network (ECO1), and

\[
A_{ij} = \sum_{k=1}^{1,429} \frac{M_{ik} M_{jk}}{\sum_{s=1}^{n} M_{sk}},
\]

(3.15)

for the plant network (ECO2). In both networks the numerator equals to the number of mutual plants (\( B_{kl} \) or pollinators (\( A_{ij} \)). For each mutual plant \( i \) (pollinator \( k \) we divide by the overall number of plants (pollinators) that share \( i \) (\( k \). Hence, the weight of the mutualistic interaction in, e.g., \( A_{ij} \) is determined by the density of mutual symbiotic relationships between all plants, where: (i) the more mutual pollinators \( k \) that plants \( i \) and \( j \) share the stronger the mutualistic interaction between them; (ii) on the other hand

23
the more plants pollinated by \( k \) the smaller is its contribution to each plant. A similar logic applies also for the pollinator network \( B_{ij} \). This process potentially allows us to have isolated components, e.g., single disconnected nodes. The state of these isolated nodes is decoupled from the state of the rest of the network, and hence in our analysis we only focused on the giant connected component of \( A_{ij} \) and \( B_{ij} \), comprising all 456 plants, rendering \( A_{ij} \) to be a fully connected component, but only 1,044 pollinators, eliminating 385 isolated pollinators.

4 Additional results from empirical networks

To complement the results presented in the main paper we include here observations extracted from our set of empirical networks (Sec. 3.4), comprising 12 combinations of networks and dynamics, as appear in Table 3. The scaling relationship \( \tau_i \sim S_i^\theta \) has already been tested in the main text (Fig. 4) on all 36 systems, including our empirical networks, hence we focus below on the structure of \( P(T) \) and the layouts predicted by our universal metric \( L(j \rightarrow i) \) (Eq. (5) in main text).

4.1 Distance driven propagation

In Fig. 2a - d we show \( P(T) \) vs. \( T \) (blue) as obtained for the distance driven \( R_1 \) and \( P_1 \) implemented on PPI1 and PPI2 (\( R_1 \)) and on ECO1 and ECO2 (\( P_1 \)). As predicted for these distance driven dynamics, \( P(T) \) exhibits separated sharp peaks, corresponding to the discrete lengths of all paths \( L_{ij} \). The effect is clearly pronounced in PPI1 and PPI2, and slightly less sharp in ECO1 and ECO2. The reason is that these ecological networks have distributed weights (Table 3), and hence at each distance, we observe some level of variance in the response times, a consequence of the weight heterogeneity along all paths, which is reflected in \( P(T) \) by the width of the observed peaks. Also note, that ECO1 and ECO2 are rater dense, and therefore have only two or three shells, with \( \max(L_{ij}) \) being only 2 for ECO2 and 3 for ECO1, hence the small number of peaks for these systems.

We further tested our universal dynamic metric \( L(j \rightarrow i) \), as predicted in Eq. (5) of the main text. The results, presented in Fig. 4 confirm that indeed, these four systems all exhibit distance driven propagation, expressed through the discrete shells characterizing
Figure 2: Response time density function in empirical networks. (a) - (b) $P(T)$ vs. $T$ as obtained from $R_1$ on the protein interaction networks PPI1 and PPI2. (c) - (d) $P(T)$ vs. $T$ as obtained from $P_1$ on the ecological networks ECO1 and ECO2. Here we observe fewer peaks due to the short paths in these systems. The width of the peaks is driven by the weight distribution, creating variance within each shell of equidistant nodes. (e) - (h) $P(T)$ for the degree driven $R_2$ and $P_2$ on the same networks as above. (i) - (l) In the composite dynamics $M$ and $E$, $P(T)$ is characterized by multiple overlapping peaks. The density $P(T|L_{ij})$, capturing the response times within each $L_{ij}$-shell, is also shown (shades of green). ECO2, whose diameter equals 2 shows only two peaks, as expected. ECO1, Epoch and UCIonline exhibit each two or three peaks within each shell - a consequence of the composite dynamics, in which low degree nodes respond at later times.
the traveling signals. For ECO1 and ECO2 we only observe 2 or 3 shells, due, again, to the relatively small diameter of these systems.

### 4.2 Degree driven propagation

Our testing ground includes four degree driven systems: \( R_2 \) combined with PPI1/2 and \( P_2 \) combined with ECO1/2. The density \( P(T) \) for these systems is presented in Fig. 2e - h (red), following precisely the anticipated form, as predicted and observed on the model networks of Fig. 3 of the main text. The spatio-temporal layout, \( L(j \rightarrow i) \), for these four systems appears in Fig. 5. While the results for PPI1/2 and ECO1 follow our predictions with high accuracy, we find that for ECO2, the \( L(j \rightarrow i) \) prediction exhibits rather high levels of noise (Fig. 5d). Still, the average propagation is well approximated by \( L(j \rightarrow i) \) (Fig. 5f). Indeed, ECO2, a small \((N = 456)\) and relatively dense \((\langle S \rangle = 62)\) network, is characterized by many loops \((C \approx 0.1)\), and extremely short paths \((\text{max}(L_{ij}) = 2)\), and hence does not adhere to our model assumptions. This has little effect on our macroscopic predictions, \( \theta \), \( P(T) \), average \( L(j \rightarrow i) \) vs. \( T(j \rightarrow i) \), but does impact the quality of the more node-specific layouts of Fig. 5d.

### 4.3 Composite propagation

Our four empirical systems in the composite class include \( M \), applied to ECO1 and ECO2, and \( E \), applied to UCIonline and Epoch. In Fig. 2i - l we show \( P(T) \) (green), as obtained from these four systems. As predicted, we find multiple overlapping peaks - the fingerprint of the composite dynamic class. Interestingly, in these empirical settings the composite interplay between \( L_{ij} \) and \( P(S) \) is more complex that that observed on the model networks. For instance in ECO1, Epoch and UCIonline, the inner functions representing \( P(T|L_{ij}) \) (shades of green) indeed show the anticipated effect of network distance, with the progression of the inner peaks as \( L_{ij} \) is increased. However, these three systems also feature secondary peaks within the same shell, i.e. \( P(T) \) within \( L_{ij} = 2 \) (dark green) is bi-modal, showing that within the same distance, we observe two typical response times. This is a direct consequence of the composite dynamics, in which \( P(T) \) depends both on \( L_{ij} \) and on \( S_i \). To observe this we focus on these three systems in Fig.
Figure 3: A close up on the composite structure of $P(T)$. We focus on $P(T)$ vs. $T$ on (a) $M$ on ECO1; (b) $E$ on Epoch and (c) $E$ on UCIonline. The different peaks, in these systems, correspond to the low degree target nodes, which respond late (large $T$) under composite dynamics. This structure of $P(T)$ exposes the interplay of distance and degrees, characterizing the composite universality class.

3, this time showing $P(T|S_i)$, the $T(j \rightarrow i)$ density of target nodes with a given degree $S_i$. We find, indeed, that the secondary peaks are driven by the low degree nodes within each shell, whose response time is large, due to their low weighted degree ($\theta < 0$). This illustrates the essence of the composite class, where $T(j \rightarrow i)$ is determined both by the $L_{ij}$-shells, but also by the distribution of $S_i$ within each shell, leading, in the case of these empirical networks, to such non-trivial structure of $P(T)$. The spatio-temporal layouts for these systems appear in Fig. 6.
Figure 4: The universal distance $\mathcal{L}(j \rightarrow i)$ in empirical networks. Results obtained from our four distance driven systems.
Figure 5: The universal distance $\mathcal{L}(j \rightarrow i)$ in empirical networks. Results obtained from our four degree driven systems.
Figure 6: The universal distance $\mathcal{L}(j \rightarrow i)$ in empirical networks. Results obtained from our four composite systems.
5 Additional validation

Our analytical derivations, outlined in Secs. 1 and 2 are exact under two main assumptions: (i) the perturbative limit of small signals $dx$, which allows us to use linear response theoretic tools; (ii) the configuration model [1] pertaining to $A_{ij}$, according to which node $i$’s nearest neighbor statistics are independent of $i$. In real scenarios we are often confronted by large perturbations, or by empirical networks, which may violate, to some extent, the clean picture of the configuration model. Therefore we tested the robustness of our analytically predicted scaling, (1.40), against deviations from assumptions (i) and (ii) above. Specifically, regarding (i), we test the impact of large perturbations, ranging from 10% to 100%, culminating in full node knockout. Regarding (ii) we introduce two topological features that are frequently observed in real networks, but violate the configuration model framework: degree-degree correlations [2] and clustering. These non-local topological characteristics are a fingerprint of non-random connectivity, overriding the essential ingredient of the configuration model.

5.1 The effect of large perturbations

Measuring $T(j \rightarrow i)$ entails introducing a signal, $\Delta x_j$, to the steady state activity $x_j$ of the source node $j$, and observing the flow of information as it propagates from $j$ to $i$. In our derivations we resort to the perturbative limit ($\Delta x_j \rightarrow dx_j$), where $\alpha = dx_j/x_j \ll 1$, a small perturbation, that allows us to use linearization to achieve analytical advances. Specifically, in our numerical experiments we set the magnitude of our signals to 10% of the source’s steady state, namely $\alpha = 0.1$. In Fig. 7 we examine the impact of larger perturbations, setting $\alpha = 0.4$ (squares), a 40% perturbation, $\alpha = 0.7$ (down-triangles), a larger perturbation of 70%, and even $\alpha = 1$ (up-triangles) a signal of the same size as the node’s unperturbed activity. We find that the predicted scaling $\theta$ is extremely robust, with the size of the perturbation having no visible effect. We further tested information propagation under the full knockout of the source node, namely removing node $j$ and observing the spatio-temporal system response (diamonds). Such node removal represents a common procedure to observe sub-cellular dynamics via controlled genetic knockouts [21]. It also arises in naturally occurring settings, such as in spontaneous component
failure in e.g., the power grid [?]. We find that even under these extreme conditions our predicted scaling remains valid, indicating that our predictions are highly robust against perturbation size.

This lack of sensitivity is rooted in the well-established robustness of scaling relationships, which are often unaffected by small deviations and discrepancies [22]. This is especially relevant in a network environment, where local perturbations rapidly decay (exponentially) as they penetrate the network [23]. Under these conditions even a large local perturbations will have only a small effect on all individual nodes in its vicinity. Therefore, the consequent responses of the signal’s direct neighbors, next neighbors and so on, can be well-approximated by the perturbative limit, even if the original j-signal was in violation of this limit. Hence we find that the linear response framework remains valid even under unambiguously large perturbations.

5.2 The effect of clustering

Next we consider the impact of clustering $C$, representing the network’s tendency to from triads, in which there is an increased probability for an $n,m$ link, if $n$ and $m$ share a mutual neighbor $i$. Under the configuration model assumption, clustering tends to zero if the network is sparse and $N \to \infty$ [1]. Most empirical networks, however, feature non vanishing levels of clustering, in some cases reaching an order of $C \sim 10^{-1}$ [24], significantly higher than that expected in a random connectivity. To measure node $i$’s clustering we write

$$C_i = \sum_{m,n=1}^{N} A_{im}A_{in}A_{nm} \left( \frac{k_i}{2} \right),$$

(5.1)

in which the numerator counts the number of actual triads involving nearest neighbors of $i$, and the denominator equals to the number of possible triads around $i$, i.e. the number of potential pairs among $i$’s $k_i$ nearest neighbors. Hence $0 \leq C_i \leq 1$ is the fraction of potential triads that are actually present among $i$’s neighbors. The clustering of the network is then obtained by averaging over all nodes as
\[ C = \frac{1}{N} \sum_{i=1}^{N} C_i. \] (5.2)

In Table 4 we show the clustering \( C \) as obtained from our set of empirical networks. We find that for some of these networks \( C \) is rather high, in some cases reaching as much as \( C = 0.2567 \) (Epoch). Still, as demonstrated in the main text, our analytical predictions performed well, even under these challenging conditions of extreme clustering. This indicates that our predictions are robust against empirically observed levels of clustering. To further examine the effects of clustering in a controlled fashion, we used the scale-free network SF, and gradually rewired it to increase its clustering to \( C_1 = 0.05, C_2 = 0.1 \) and \( C_3 = 0.15 \) (Table 4), generating three model networks, SFC1 - SFC3, with controlled levels of clustering. We then measured \( \tau_i \) vs. \( S_i \) on each of these networks. We find again that even extreme levels of clustering (\( C = 0.15 \) is two orders of magnitude higher than the configuration model expectation value), our theoretical predictions are consistently sustained (Fig. 8).

### 5.3 The effect of degree-degree correlations

As our final test, we examine the effect of degree correlations \( Q \), as defined in Ref. [2]. As before, we first observe the correlation levels exhibited by our set of empirical networks, finding that they feature rather high levels of degree correlations (Table 4). The fact that our predictions cover these networks is, as before, an indication of our theory’s robustness against empirically observed correlations. To complement this finding we rewired SF, once again, this time to exhibit increasing levels of positive and negative degree correlations, producing SFQ1 - SFQ4, as detailed in Table 4. As in the case of clustering, the results, presented in Fig. 9, show that our predictions are largely unharmed by \( Q \), indicating their low sensitivity to the configuration model assumption of Sec. 1.

**Robustness of predicted universality classes.** Our theory provides both quantitative as well as qualitative predictions. At the quantitative level, we predict the precise value of \( \theta \), allowing us to provide the precise response times of all nodes (Fig. 4 in main text). No less important are, however, our qualitative predictions, that allow us to
translate $\theta$ into direct insights on the macroscopic propagation patterns of a networked system. This is observed by the distinct structures of $P(T)$ (Fig. 3g - l in main text), the different roles of network paths $L_{ij}$ (Fig. 3m - r in main text), and the class-specific contribution of $P(S)$ (Fig. 5 in main text). All of these observations represent macro-level dynamic patterns that determine how the system (as opposed to specific nodes) manifests information propagation. Such intrinsic characteristics are seldom sensitive to microscopic discrepancies.

We further argue that even if the precise value of $\theta$ deviates due to some specific departures from our model assumptions - deviations that we have not observed in our extensive numerical tests - still, the implications on the macro-scale behavior of the system, indeed, the qualitative insight that our theory aims to provide, will ultimately be marginal. For instance, consider a deviation in one of our dynamics, say the degree driven $R_2$, which under some hypothetical conditions features, e.g., a decrease in its observed $\theta$ from the theoretically predicted $\theta = 3/2$ to, say, $\theta \approx 1$. This may constitute a significant discrepancy in terms of our quantitatively predicted scaling, but will not significantly impact the observed propagation patterns, which will remain within the degree-driven class. Indeed, micro, or even meso-scopic discrepancies from our model assumptions cannot cause a qualitative shift to a different class, turning, for instance from degree-driven to distance-driven or composite. Such transition can only be done by altering the system’s internal mechanisms, such as shifting from $R_2 (\theta = 3/2)$ to $E (\theta = -1)$, a change in the physics of the node interactions, which requires a fundamental intervention, unattainable by minor discrepancies.
Table 4: Degree correlations ($Q$) and clustering ($C$) of our model and empirical networks. We measured $Q$ and $C$ from our set of empirical networks. Our results seem to have been unaffected by the high levels of $Q, C$. We also rewired our model scale-free network SF to increase its clustering (SFC1 - SFC3) and degree-correlations (SFQ1 - SFQ4) in a controlled fashion.

| Network     | Degree Correlation ($Q$) | Clustering Coefficient ($C$) |
|-------------|--------------------------|------------------------------|
| PPI1        | -0.1059                  | 0.1908                       |
| PPI2        | -0.2192                  | 0.0437                       |
| ECO1        | -0.1740                  | 0.0376                       |
| ECO2        | -0.0216                  | 0.1082                       |
| UCIonline   | -0.1880                  | 0.1097                       |
| Epoch       | -0.2583                  | 0.2567                       |
| SF          | -0.0530                  | 0.0082                       |
| SFC1        | -0.0348                  | 0.0506                       |
| SFC2        | 0.0022                   | 0.1012                       |
| SFC3        | 0.0918                   | 0.1503                       |
| SFQ1        | -0.1855                  | 0.0002                       |
| SFQ2        | -0.1065                  | 0.0070                       |
| SFQ3        | 0.1182                   | 0.0044                       |
| SFQ4        | 0.2258                   | 0.0054                       |
The effect of perturbation size. To test the limits of our linear response framework we measured $\tau_i$ vs. $S_i$, as obtained for large signals, representing an $\alpha = 10\%$ (circles), 40\% (squares), 70\% (down-triangles) and 100\% (up-triangles) perturbation. We also tested the scaling under complete node knockout (Removal, diamonds). We find that perturbation size has no visible effect on the macroscopic patterns of flow, with $\theta$ consistently adhering to the theoretically predicted value (solid lines).
Figure 8: The impact of clustering $C$. $\tau_i$ vs. $S_i$ as obtained from SFC1 - SFC3, featuring increasing levels of clustering $C = 0.05$ to 0.15. Despite the clustering the predicted scaling in each dynamics ($\theta$, solid lines) remains valid.
Figure 9: The impact of degree correlations $Q$. $\tau_i$ vs. $S_i$ as obtained from SFQ1 - SFQ4, featuring negative and positive degree correlations. Despite these correlation levels the predicted scaling in each dynamics ($\theta$, solid lines) remains valid.
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