1. Introduction

Plasma discharge at atmospheric pressure has attracted increasing interest in recent decades owing to the low operating cost and valuable applications in combustion enhancement [1–3], surface treatment [4], welding [5], nanoparticle synthesis [6], decontamination [7], etc. Typical plasma sources operable at atmospheric pressure include arc discharge, dielectric barrier discharge (DBD), corona discharge, glow discharge and nanosecond pulsed discharge. These plasma sources always have specific applications, depending on their thermal states, which can be quantified by the electron ($T_e$), translational ($T_g$), rotational ($T_{rot}$), and vibrational ($T_{vib}$) temperatures and qualitatively characterized by thermal equilibrium or non-equilibrium. Generally, an arc discharge, which has temperatures exceeding 6000K and $T_e$, $T_{vib}$, $T_{rot}$ and $T_g$ close to each other is thermal, while DBD, corona and glow discharges are always in non-thermal equilibrium with a temperature ordering of $T_e > T_{vib} > T_{rot} > T_g$ [8–10]. For a more quantitative characterization of the thermal states of various plasma sources, quantitative measurements of $T_e$, $T_{vib}$, $T_{rot}$ and $T_g$ are necessary. $T_e$ can be measured by the Thomson scattering technique [11, 12] or estimated from the reduced...
electric field strength \((E/N)\) [8]. \(T_{\text{rot}}\) and \(T_{\text{vib}}\) can be derived from optical emission spectroscopy (OES) [8, 13, 14] or the Raman scattering technique [15–17]. It should be stressed that the so-called vibrational or rotational temperature is not accurately defined in a realistic non-equilibrium plasma. Different species in the plasma can have discrepant vibrational or rotational temperatures. For instance, the rotational temperature of the excited OH(A) species is larger than that obtained from \(\text{N}_2(\text{C–B})\) emission [14]. \(T_g\) can be calculated by Rayleigh scattering thermometry (RST) [8, 18, 19] or estimated from the rotational temperature [20]. Typical ranges for these different temperatures were measured for a gliding arc discharge by Zhu et al [8], listing electron, vibrational, rotational and translational temperatures of 8700 K, 5900 K, 4300 K and 1100 K, respectively.

Recently, an atmospheric pressure glow discharge has been stabilized at an intermediate current range (50–200 mA) [21], and its translational temperature spans a large range from 2000 K to 5000 K. An intermediate-current glow discharge is always contracted (referred to as arcing) but still has different \(T_g\) and \(T_T\). It can be regarded as a hybrid discharge lying between diffusive glow discharge and the thermal arc [21]. Driven by gas flow, this type of glow discharge can also move, forming a so-called gliding glow discharge [22]. A glow discharge with intermediate current has a high power density and could have numerous potential applications in industry. However, because of its non-stationary and contracted properties, the thermal state of an intermediate-current glow discharge in flow is difficult to investigate and not well characterized.

To characterize the thermal states of a glow discharge, OES has been widely used for measurements of \(T_g\), \(T_{\text{rot}}\) and \(T_{\text{vib}}\) [8, 13, 14, 20], but this technique detects the line-integrated spontaneous emissions from the luminous zone and only focuses on the central plasma column without much consideration of the surroundings. Actually, the surrounding translational temperature distribution and flow field are highly interactive with the central plasma column. Two-dimensional (2D) RST seems to be the most-promising technique for detecting the translational temperature profile of the plasma core and its surroundings.

For a glow discharge at atmospheric pressure, the flow disturbance needs to be considered. But with the addition of a flow disturbance, the explanation and description of the thermal properties of plasma become more complicated. Due to the influence of the flow, the electrical discharge characteristics and the temperature profiles vary over time. Absence of information about the local flow field hinders further exploration of the thermal states of plasma in flow.

This article aims to investigate the thermal state of an intermediate-current contracted glow plasma discharge under flow disturbance and provide a detailed explanation of the energy transport surrounding the plasma column through a combination of the RST technique and a numerical method. RST with a pulsed laser was used to visualize the translational temperature profiles around the non-stationary plasma column. Numerical simulations by combining the fluid dynamics and heat transfer process were performed to clarify the impacts of flow on the heat transfer. The numerical simulations can qualitatively predict the whole thermal history of the discharge from breakdown to plasma propagation, and thus shed light on the heating process during discharge. Based on the experimental and numerical results, the thermal properties of a plasma column under different flow conditions and current–voltage inputs are discussed.

2. Methodology

2.1. Experimental setup

Figure 1 shows a schematic of the experimental setup. A hybrid McKenna-type burner, featuring a central tube (ID 2 mm) to provide a jet flow and a 60 mm diameter brass porous plug to produce a laminar co-flow, is used to manipulate the flow field. The co-flow, which has a flow rate of 160 l min\(^{-1}\) at room temperature to get a mean velocity of 0.94 m s\(^{-1}\), is employed here to shield the particles from the open air. Hence, the strong Mie scattering from dust particles can be reduced to a minimum during the Rayleigh scattering measurement. The flow rate of the central jet is varied from 0 l min\(^{-1}\) to 20 l min\(^{-1}\) to produce a laminar or a turbulent jet flow in the central zone. Two tungsten needles, which are used as electrodes for the discharge, are located approximately 2 cm above the exit of the central tube. One electrode is connected to an AC power supply (Generator 9030 E, SOFTAL Electronic GmbH) whereas the other is grounded. In order to control the duration of the discharge, the power supply is set to the burst mode [23], which means that the AC high voltage trains from the power supply are loaded for a certain time period \((t_{\text{on}})\) and off for another time period \((t_{\text{off}})\). \(t_{\text{on}}\) and \(t_{\text{off}}\) can be independently adjusted by the pulse generator (BNC 575, Berkeley Nucleonics Corp.). A current monitor (Pearson Electronics) and voltage probe (Tektronix P6015A) were employed to measure the waveforms of the current and voltage simultaneously. The typical current and voltage waveforms are presented in the inset of figure 1. This indicates that as the high voltage reaches the breakdown threshold the discharge is initialized, along with current spikes. After the breakdown stage, the discharge transits to a glow discharge with relatively low current and voltage. The glow regime is confirmed by estimation of the cathode fall (about 460 V) and the low current peak value of around 400 mA. During this stage, the plasma column moves downstream, driven by flow, and elongates. Meanwhile, the value of the peak current changes slightly with elongation of the plasma column at the glow discharge stage.

The planar Rayleigh scattering measurements were conducted using the second harmonic of a Brilliant B laser (Quantel). A half-wave plate was inserted to change the polarization of the laser beam for the maximum Rayleigh scattering signal. An intensified charge-coupled device (ICCD) camera (PI Max II, Princeton Instruments) equipped with a visible Nikon lens (f/1.4, 50 mm) was used to acquire the Rayleigh signals. For synchronization, the BNC pulse generator was used to externally trigger the Brilliant B laser and the power generator while the ICCD camera was externally triggered by the output signal from the laser. The current and voltage
signals together with the ICCD gate signal were simultaneously recorded using a four-channel oscilloscope (PicoScope 4424, PS) at a sampling rate of 2 GHz.

2.2. Principle of Rayleigh scattering thermometry [8, 24]

The intensity of the Rayleigh scattering signal ($I_R$) from a gas mixture is given as

$$ I_R = \text{Const} \times I_0 \times \left( \sum_i N_i \sigma_i \right), \quad (1) $$

where Const is a constant determined by the collection efficiency, the probe volume and so on, $I_0$ is the incident laser intensity, and $N_i$ and $\sigma_i$ are the number density and the Rayleigh cross-section of individual species i in the probed gas mixture, respectively. The number density of species is dependent on pressure, temperature and mole fraction, which has been formulated by the ideal gas law:

$$ N_i = \frac{P C_i}{k_B T_g}, \quad (2) $$

where $P$ is the pressure, $C_i$ is the mole fraction of species i, $k_B$ is the Boltzmann constant and $T_g$ is the translational temperature of the gas.

Substituting equation (2) into equation (1) yields equation (3):

$$ I_R = \text{Const} \times I_0 \times \left( \frac{P}{k_B T_g} \bar{\sigma} \right), \quad (3) $$

where $\bar{\sigma}$ is the averaged Rayleigh cross-section of the probed gas mixture. Equation (3) indicates that the Rayleigh scattering intensity is inversely proportional to the gas temperature, provided that the gas composition and the Rayleigh cross-sections are constant.

To calculate the absolute gas temperature around the plasma column, the Rayleigh scattering signal is compared with a reference target, which is usually the open air at room temperature (RT), as indicated by equation (4)

$$ \frac{I_{R,a}}{I_{R,RT}} = \left[ \frac{I_0,a \bar{\sigma}_a}{P T_{g,a}} \right] \times \left[ \frac{I_{R,RT} \bar{\sigma}_{RT}}{T_{g,RT}} \right], \quad (4) $$

where the subscripts a and RT denote the plasma and room temperature, respectively. Rearranging equation (4) yields a formula for the gas temperature around the plasma column ($T_{g,a}$) (see equation (5))

$$ T_{g,a} = T_{g,RT} \times \left( \frac{I_{R,RT}/I_{R,a}}{I_{0,a} \bar{\sigma}_a/I_{0,RT} \bar{\sigma}_{RT}} \right). \quad (5) $$

In the experiment, 100 single-shot images of the scattering signal from air at room temperature are collected to calculate the averaged $I_{R,RT}$ in the post-processing, while $I_{R,a}$ is derived from a single-shot image. This means that $I_{R,a}$ is an averaged value, the same as $I_{R,RT}$, while $I_{0,a}$ is a single-shot value. Since...
the laser pulse is not perfectly repeatable but varies slightly from pulse to pulse, the ratio of $I_{0,RT}$ and $I_{0,a}$ is not exactly equal to 1, which can lead to uncertainties.

### 2.3. Uncertainty analysis of Rayleigh scattering thermometry

Based on equation (5), the overall uncertainties of temperature from RST can be formulated as equation (6):

$$\frac{\Delta T_{g,a}}{T_{g,a}} = \frac{\Delta T_{0,RT}}{T_{0,RT}} + \frac{\Delta (I_{0,RT})}{I_{0,RT}} - \frac{\Delta (I_{0,a})}{I_{0,a}} + \frac{\Delta (\sigma_{g,RT})}{\sigma_{g,RT}}$$

(6)

where the first term on the right-hand side represents the uncertainty of room temperature, the second and third terms represent the uncertainties from the Rayleigh scattering signals of air and plasma, the fourth term represents the uncertainty from the shot-to-shot laser jittering and the fifth term represents the uncertainty of the cross-sections of gaseous species.

In the laboratory the uncertainty of room temperature is small and can be neglected. The uncertainties of $I_{0,RT}$ and $I_{0,a}$ are mainly from the stray light. So $I_R$ can be divided into two parts, the Rayleigh scattering signal of probed gas molecules ($I_{R,str}$) and the signal due to the stray light ($I_{R,str}$), as represented by equation (7):

$$I_R = I_{R,str} + I_{R,str}.$$  

(7)

An estimation of this uncertainty is performed as follows. The stray light intensity is assumed to be linearly dependent on the laser intensity, which is clearly proportional to Rayleigh scattering signal at room temperature, i.e.

$$I_{R,str} = Const_1 \times I_{R,str}.$$  

(8)

Hence, the second and third terms on the right-hand side of equation (6) can be reframed as:

$$\frac{\Delta (I_{0,RT})}{I_{0,RT}} = Const_1 \times \frac{I_{R,str} - I_{R,str}}{I_{0,RT}}$$

(9)

$$\frac{\Delta (I_{0,a})}{I_{0,a}} = Const_1 \times \frac{I_{R,str} - I_{R,str}}{I_{0,a}}.$$  

(10)

Assuming $Const_1$ be equal to 1%, the uncertainties due to the stray light in the air and plasma are respectively estimated to be 1% and $T_{0,RT}T_{g,a} \times 1\%$. This means that the impact of stray light is amplified at higher temperatures. The uncertainty of laser sheet signal, together with the pixel uncertainty, is estimated to be 4.5% by post-processing 100 single-shot laser sheet images without plasma using Matlab software.

The Rayleigh cross-section of gaseous species, depending on the chemical compositions in the plasma column, is uncertain. Some numerical simulations found that the oxygen molecules could be largely dissociated into atomic oxygen in the plasma [25, 26]. This greatly influences the averaged Rayleigh scattering signal, according to the cross-sections of different species listed in table 1 [27–29]. In this article the plasma discharge is driven by an AC power supply. According to the previous investigation [30], the chemical compositions inside the plasma column can be approximated using a chemical equilibrium model which assumes the chemical composition is close to an equilibrium state corresponding to an effective temperature (~4500 K). Using the CEA program [31], the chemical compositions in the plasma column is thus estimated. The corrected average cross-section ($\bar{\sigma}$) is 20% lower than that of pure air. This means that the temperature derived from RST can be overestimated by nearly 20% when the change of chemical composition is not considered.

In short the uncertainty of temperature can be estimated by equation (11)

$$\frac{\Delta T_{g,a}}{T_{g,a}} = \frac{T_{g,a} - T_{g,RT}}{T_{g,RT}} \times Const_1 - 20\% \pm 4.5\%.$$  

(11)

It is worth noting that uncertainty about the cross-section occurs in the plasma region, where the temperature is the highest. Therefore, the measured peak temperature has large potential error bars; however, away from the plasma column the measured temperature is more accurate. The impact of stray light (Const1) is difficult to estimate but its impact diminishes with the decrease in temperature. So the temperature outside the plasma core has smaller uncertainties than that in the plasma core.

### 2.4. Numerical model of the heat transfer process during discharge

The governing equations of heat transfer during discharge can be expressed by the Navier–Stokes equation and the energy conservation equation, given by equations (12) and (13)

$$\rho \frac{\partial u_g}{\partial t} + \rho u_g \cdot \nabla u_g = \nabla \cdot (\rho p_g I + \mu_g (\nabla u_g + \nabla u_g^T))$$

(12)

$$\rho c_p \frac{\partial T_g}{\partial t} + \rho c_p u_g \cdot \nabla T_g - \nabla \cdot k \nabla T_g = Q_s,$$  

(13)

where $\rho$ is the gas density, $u_g$ is the gas velocity, $p_g$ is the gas pressure, $\mu_g$ is the gas viscosity, $I$ is the unit matrix (the superscript $T$ represents the tensor transpose operation), $c_p$ is the heat capacity at constant pressure, $k$ is the gas thermal conductivity and $Q_s$ is the heating power density.

The whole discharge process is basically divided into two sub-processes, i.e. breakdown and plasma propagation. The breakdown process occurs quite fast and violently, so the gas must be treated as a compressible flow, while the plasma propagation process is gentle, and thus the gas flow can be approximated as an incompressible flow. Because of this difference, the breakdown process and the propagation process are simulated separately. Here Comsol commercial software
is chosen to perform the simulation since it provides appropriate modules to simulate the breakdown and plasma propagation processes. The breakdown process is modeled using the high Mach number flow module while the plasma propagation process is simulated using the common heat transfer module and the incompressible flow module. In this work, a two-dimensional (2D) simulation on the cross-section of the plasma column is performed. Different simulation geometries are chosen for the given simulation cases, as shown in figure 2. For the breakdown case, a relatively large round-shaped volume is used. The breakdown is assumed to occur in the center, where a pulsed heat source with a Gaussian profile is imposed to model the heating process during breakdown. The initial temperature is 300 K and the initial flow is static. The radius of the simulation volume is 0.1 m, large enough to allow the pressure wave produced by breakdown to propagate away from the initial source. A square-shaped volume with a size of 67.2 mm × 67.2 mm × 1 m is adopted for the simulation of propagation process. The plasma column is confined to a small volume so the input energy is represented by a heat source with a radius of 0.5 mm. The temperature profile obtained from the breakdown simulation at 200 μs is used as the initial temperature profile for the propagation simulation and the initial flow is still assumed static. The boundary conditions for the heat transfer and the flow processes are thermal insulation and constant pressure, respectively. In order to study the effect of flow on the temperature profiles and heat dissipation, a jet flow is further introduced, as shown in figure 2(c).

3. Results and discussion

3.1. Temperature profile around the plasma channel under different flow conditions

In the experiment, a laser sheet forms across the moving plasma column to detect the translational temperature profiles on the cross-section of the plasma, as shown in the inset of figure 3. The jet flow rate and the discharge time together with the distance between the laser sheet and the electrodes are varied to study their influences on the temperature profiles around the plasma column. Figure 3 shows the temperature distributions with respect to the jet flow rate and discharge time and figure 4 demonstrates the corresponding peak translational temperatures as a function of the flow rate and discharge time. The peak temperature in figure 4 is an averaged value in a volume with a radius of 0.5 mm without any temperature
correction. It basically decreases from 4400 K to 3500 K with the increase in jet flow rate. The peak temperature can also increase with discharge duration when the flow rate is quite slow. As analyzed in section 2.3, the value of peak temperature is quite uncertain and some corrections need to be made. When the decomposition of oxygen molecules is considered but the impact of stray light is ignored, the peak temperature is estimated to vary from 3500 K to 2800 K. When the stray light is further considered by assuming Const1 = 1%, the peak temperature can be around 4000–3200 K according to equation (11).

As shown in figure 3, the temperature profiles change a lot due to the jet flow and the discharge duration. When the jet flow rate is 0 l min$^{-1}$, the flow field is laminar and the temperature profile is not stretched by convection, the heat transfer is mainly governed by heat conduction, resulting in a roughly round-shaped profile. From the $T_g$ profile, the temperature gradient can be estimated to be ~730 kK m$^{-1}$. Using a conductivity of 0.1 W m$^{-1}$ K$^{-1}$ and a radius of 5 mm, the heat dissipation rate is 2.3 kW per meter of plasma column. As the jet flow rate increases, the temperature profiles become unstable and stretched or twisted by the flow, resulting in the higher local temperature gradient. Furthermore, the size of the hot region decreases as the jet flow rate increases. The size of the hot region around the plasma column is dependent on the discharge duration time because the heat from the plasma column needs time to spread out. For the case controlled by heat conduction, the size can be estimated by the thermal diffusion length, which is given by equation (14)

$$L_{\text{diff}} \approx \sqrt{D_{\text{diff}} t_{\text{diff}}}.$$ (14)

where $D_{\text{diff}}$ is the thermal diffusivity and $t_{\text{diff}}$ is heat conduction time. When the convection is included, the hot region shrinks, mainly due to the improved heat dissipation to reduce the temperature.

3.2. Numerical analysis of the translational temperature profile

The time-resolved translational temperature profiles during the breakdown process as well as the plasma gliding stage in the flow could not be acquired by experiment. Nevertheless, through numerical simulation, the breakdown process and the impacts of flow can both be analyzed.

3.2.1. Discharge-induced heating process in a static flow condition. The heating process during breakdown is approximated to that caused by a pulsed heating source. The duration and total energy input of the heating pulse determine the propagation speed of the pressure wave and the peak temperature. By shortening the pulse duration, the pressure wave propagates faster since more energy can be converted to kinetic energy of the gas. An increment in pulsed energy can result in a higher temperature. For the current simulation case, the pulsed heat source is assumed to follow a spatio-temporal Gaussian profile, expressed as equation (15)

$$Q_s = 3 \times 10^6 \exp \left[ -\frac{r^2}{2r_{\text{arc}}^2} \right] / 2\pi r_{\text{arc}}^2 \times \exp \left[ -\frac{(t - t_0)^2}{2\tau^2} \right] / \sqrt{2\pi},$$ (15)

where $r_{\text{arc}}$ is the effective size of the plasma column, equal to 0.5 mm, and $\tau$ is the standard deviation of the temporal Gaussian profile, equal to 1.7 $\mu$s. The simulated peak temperature variation and the velocity profiles are demonstrated in figure 5. This indicates that the maximum temperature can reach 6373 K during the breakdown process, and after the pulse heating the temperature drops to 4500 K within 150 $\mu$s due to the rapid heat dissipation. The initial propagation speed of the pressure wave can be 200 m s$^{-1}$ because of the fast gas heating, but drops quickly along the radial direction. The disturbance on the local flow field from breakdown almost disappears after 50 $\mu$s in the discharge zone.

After breakdown, the heating process is simulated using an incompressible flow module. The temperature variation is governed by the input power of the heating source ($Q_s$). Provided that the power of the heat source is constant and...
large, the peak temperature in the plasma drops first but starts to increase 1.6 ms later, as shown in figure 6. The initial heating process during breakdown is localized in the plasma column since the breakdown occurs much faster than the heat transfer process. It results in a huge temperature gradient around the plasma column just after breakdown. Later the temperature decreases because of rapid heat conduction driven by the large temperature gradient. With the thermal energy spreading out, the temperature gradient decreases and meanwhile the rate of heat conduction declines. The peak temperature starts to increase when the input heat power is larger than that dissipated by heat conduction. In order to control the peak temperature, a heat source with decreasing power is needed. Figure 6 also shows the peak temperature over time when the heating power follows the curve in the inset. The peak temperature can stop increasing provided that the heating power decreases properly. In the experiment, when the jet flow rate is small the peak temperature could increase with discharge duration time. If the flow rate is high enough, the plasma column can elongate fast with the flow, so the power per meter of plasma column decreases with the flow and thus the plasma can be maintained in a glow state instead of thermalization.

The simulated temperature profile is compared with the experiment, as illustrated in figure 7. Since the temperature in the plasma core is so high that the error bar is large, it is not appropriate to compare the peak temperature directly. Instead the temperature profile in the outer layer is more relevant for comparison. The simulation indicates that the temperature profile is determined by the size of heat source and the diffusion length when heat conduction is dominant. Assuming a thermal diffusivity of $5 \times 10^{-4} \text{ m}^2 \text{s}^{-1}$ and a time span of 20 ms, the diffusion length according to equation (14) is around 3 mm. In this simulation, the radius of the heat source is set to 0.5 mm to provide good fitting of the temperature profile.

3.2.2. Effect of flow on the temperature profile. A jet flow is introduced near the plasma column to study the effect of a free shear layer on the temperature profile, as shown in figure 8. Due to heat convection, the peak temperature drops with increase in flow rate while the temperature profiles are stretched.

Here, to simplify the analysis, a hot volume around the plasma column is defined using the contour line of temperature (e.g. 2000 K). Then the rate of heat transfer across the boundary of this hot volume can be estimated as:

$$Q_{\text{dist}} = k \times \frac{\delta T}{\delta l} \times A, \quad (16)$$

where $\delta T/\delta l$ is the average temperature gradient along the contour line and $A$ is the length of the contour line from the 2D viewpoint or the boundary area of the hot volume from the 3D viewpoint. When a cold gas jet impinges on this hot volume, its geometry is modified while a shear layer forms to increase the temperature gradient. Because of the increased temperature gradient and the boundary area, the peak temperature decreases.

The temperature gradient is known to be correlated with the local velocity gradient due to the similarity between the thermal shear layer and the momentum shear layer. For instance, the peak temperature gradient is plotted as a function of the local velocity gradient for different heating times, as shown in figure 9. With a fixed heating time, the temperature gradient increases with the velocity gradient. For a given velocity gradient, the temperature gradient can change in the opposite manner to the heating time. When the velocity gradient is smaller than $5 \text{ s}^{-1}$, the thermal diffusion is more dominant than convection. The initial temperature gradient is large because of the fast heating during breakdown. Afterwards the temperature gradient drops due to heat conduction. However, when the velocity gradient is larger than $10 \text{ s}^{-1}$, the temperature gradient is mainly governed by the local velocity gradient, i.e. it is controlled by convection. The temperature gradient builds up with the heating time since the surrounding cold flow becomes closer to the hot volume over time.

Because of the correlation between the temperature gradient and the velocity gradient, the temperature profile can be used to study the velocity field qualitatively. An important concept related to the velocity field around the plasma column is the so-called slip velocity, which has been proposed for a long time in the study of gliding arc discharges [32]. Theoretically, the slip velocity ($U_{\text{slip}}$) can be evaluated from the mean velocity gradient and the distance to plasma column ($l_{\text{slip}}$), given by:

\[ U_{\text{slip}} = \frac{\delta U}{\delta x} \times l_{\text{slip}}. \]
According to figure 9, a velocity gradient of 30 s\(^{-1}\) results in a remarkable increment in the temperature gradient. Assuming a distance to the plasma column of 5 mm, a slip velocity of 0.15 m s\(^{-1}\) should be distinguished in the temperature profile. Using this method, the temperature profiles under different flow rate conditions (see figure 3) can be interpreted. When the jet flow rate is 0 l min\(^{-1}\), the temperature profile is consistent with that simulated in a static flow. This means that no slip velocity exists when the discharge occurs in a laminar flow without a steep velocity gradient. However, as a jet flow is present, the \(T_g\) profile is modified. The temperature gradient becomes inhomogeneous so that in some region the temperature gradient can be much larger than that in static flow, indicating a large velocity gradient. This infers that the discharge column generated in this work cannot stimulate the slip velocity automatically in a flow without an initial velocity gradient.

### 3.3. Analysis of the thermal state of a plasma column in air

The basic energy branching and transfer pathways in an air plasma discharge are presented as follows [33]. The input electrical energy is first absorbed by the electrons and later used to excite species, mainly the vibrational levels of nitrogen molecules in the air. Finally, the vibrationally excited nitrogen molecules transfer their energy to heat through vibrational–translational (V–T) relaxation. Under low-temperature conditions, the V–T transition process is slow and thus the vibrational temperature can be higher than the translational temperature of the molecules. To quantitatively analyze the difference between translational and vibrational temperatures in the plasma column, a two-temperature energy balance model, which was applied in [34], is introduced. Briefly, the translational temperature and the vibrational temperature of nitrogen are separately defined to describe the translational and vibrational thermal states of plasma. Using the axisymmetric approximation along the plasma column, the energy conservation equations of the translational and vibrational temperatures can be expressed by equations (18) and (19):
Since the V–T transition process is much faster than the mass diffusion [36], the diffusion term on the left-hand side of equation (24) can be neglected, yielding

\[ J \times E \approx Q_{VT} = \frac{n_{N_2} (\varepsilon_v (T_g) - \varepsilon_v (T_y))}{\tau_{VT}} \]

(25)

Equation (25) indicates that the difference between \( T_g \) and \( T_y \) is dependent on the input electrical power density, the heat dissipation rate and the V–T relaxation time. A larger input power density and a longer V–T relaxation time can give rise to a bigger difference between \( T_g \) and \( T_y \). However, the input power density and the V–T relaxation time are always correlated through \( T_g \) in practical cases. Integration of equation (25) around the plasma column yields

\[ J \times E \times \pi r_{arc}^2 = -k \frac{dT_g}{dr} \times 2\pi r_{arc}. \]

(26)

The temperature gradient is linearly approximated with equation (27)

\[ \frac{dT_g}{dr} \approx \frac{\left(T_{g,arc} - T_{g,sub}\right)}{\delta r}, \]

(27)

where \( T_{g,arc} \) is the temperature in the center of the plasma, \( T_{g,sub} \) is the temperature of the surrounding cold gas and \( \delta r \) represents the distance from \( T_{g,arc} \) to \( T_{g,sub} \). We assume that \( \delta r \) is equal to \( r_{arc} \). \( T_{g,arc} \) can be derived from equations (26) and (27), given by equation (28)

\[ T_{g,arc} = \frac{J \times E \times \pi r_{arc}^2}{2\pi k} + T_{g,sub}. \]

(28)

This means that \( T_{g,arc} \) increases linearly with the input power. Combining equations (21), (22), (25) and (27), \( T_g \) and \( T_y \) in the plasma column can be estimated with the knowledge of input power and the radius of the plasma column. Figure 10 shows \( T_g \) and \( T_y \) as functions of input power per length of plasma column. It is found that a lower power results in a lower gas temperature but a larger difference between \( T_g \) and \( T_y \). This is mainly due to the large relaxation time at low temperature. Under high-power conditions the discrepancy between \( T_g \) and \( T_y \) becomes smaller but still exists due to the energy flux from vibrational states to heat. It should also be noted that at extremely high temperature the energy conversion mechanisms could be changed, and thus the proposed two-temperature model may fail to predict the temperature difference.

Since the heat dissipation rate can be enhanced by the flow convection, the heat dissipation rate is artificially increased twice to see its impact on \( T_g \) and \( T_y \), as shown in figure 10. It is seen that the increment of heat dissipation reduces \( T_g \) and increases \( T_y \). So the flow convection around the plasma column can assist in sustaining the plasma in a non-thermal state as the power increases. According to this steady-state analysis, we can understand that the thermalization of the plasma column is dependent on the input power and the heat dissipation. Reducing the input power and introducing turbulent convection are ways to sustain a non-thermal plasma. In
practice, the plasma column is always fluctuating and far from the steady state. Hence, the plasma column could be easier to maintain in a non-thermal state.

4. Conclusions

Using a combination of Rayleigh scattering thermometry and numerical simulation, the thermal state of a high-power glow-type plasma column in flowing air is investigated. The numerical simulation indicates that during the initial breakdown a huge temperature increase occurs in a localized spot but its temperature drops rapidly due to the large temperature gradient between the surrounding cold gas. In the gliding glow stage, the translational temperature profiles and the peak translational temperature changes with the flow conditions. In laminar and slow flow, the $T_g$ profile can be almost circular and well simulated by the conductive heat transfer model. The peak temperature increases with time as the input power is higher than the dissipated power. When a jet flow is introduced, the $T_g$ profile becomes more dynamic and changes over time. Flow-induced elongation, stretching and twisting of the plasma column can reduce the local input power density. Furthermore, flow convection increases the temperature gradient to enhance the heat dissipation around the plasma column. In the end, the peak translational temperature and the hot volume around the plasma are reduced.

A two-temperature model, which combines the translational temperature and the vibrational temperature, is further applied to analyze the non-thermal state of a plasma. It indicates that the plasma becomes more thermal when the translational temperature is high and the $V$–$T$ relaxation time is short. Turbulent flow can improve the heat dissipation to reduce $T_g$ and the $V$–$T$ relaxation rate for a given input power density, and thus delay or prevent the thermalization of plasma column. Therefore, introducing turbulent flow is an important method for sustaining and even manipulating the thermal state of an intermediate-current plasma.

In brief, the current work presents detailed knowledge of the energy transfer and balance in an intermediate-current glow discharge, especially under the impact of flow disturbance. It provides a method to analyze the thermal state of a high-power glow discharge, which is of interest for practical applications, and confirms that the introduction of jet flow around the plasma column is an efficient way to manipulate the thermal states.
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