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Abstract

In this article, we derive and discuss a physics-based model for impedance spectroscopy of lithium batteries. Our model for electrochemical cells with planar electrodes takes into account the solid-electrolyte interphase (SEI) as porous surface film. We present two improvements over standard impedance models. Firstly, our model is based on a consistent description of lithium transport through electrolyte and SEI. We use well-defined transport parameters, e.g., transference numbers, and consider convection of the center-of-mass. Secondly, we solve our model equations analytically and state the full transport parameter dependence of the impedance signals. Our consistent model results in an analytic expression for the cell impedance including bulk and surface processes. The impedance signals due to concentration polarizations highlight the importance of electrolyte convection in concentrated electrolytes.

1 Introduction

Impedance spectroscopy is an essential tool for the characterization of electrochemical devices. This method gives insight into phenomena that are otherwise difficult to access. Its non-destructive nature makes it especially suitable for monitoring delicate surface films such as the solid electrolyte interphase (SEI) in lithium-ion batteries.

Interpretation of impedance measurements requires a modeling approach. Today, equivalent circuit models remain the most prominent model type for this purpose. However, such models often mask the way some parameters influence the impedance. Physics-based models include these dependencies at the cost of an increased modeling effort. Numerous comprehensive models exist and describe a diverse amount of electrochemical processes and systems. These include cell level models of standard lithium-ion batteries, Li-Sulfur batteries, metal-air batteries, and fuel cells. Other models focus on selected electrochemical processes of interest, such as membranes, interface reactions, electrochemical double layers, and growth of surface layers. Such models accurately capture reactions and transport in the complex geometry and morphology of the corresponding system. They are also used for impedance calculations by taking into account interface capacities. Then, one can calculate the cell impedance with a single voltage step simulation.

Several models discuss the impedance of lithium-ion batteries. Most of these models go to great lengths to describe the porous electrode and the frequency dependent response of single electrode particles. This is described within the framework of 1+1D Newman models. Advanced models consider a particle size distribution and anisotropic particles. More recent publications also discuss the distribution of relaxation times and consider higher harmonics. Most of the impedance models cited above are either semi-analytic or fully numeric. However, only exact analytic models allow the use of impedance spectroscopy to determine parameters and physical quantities, e.g., diffusion coefficient, Tafel slope, and double layer capacitance. This is the added value of exact analytic results as demonstrated by Kulikovsky et al. with multiple impedance models for fuel cells.

In our impedance model we consider a simple cell geometry with two planar electrodes. This results in exact analytical expressions which elucidate the full parameter dependence of the complex resistance. We give particular attention to the electrolyte which is described with a thermodynamically consistent theory. Our theory describes a concentrated and non-ideal binary electrolyte with convection. We use the Poisson equation which naturally describes charged surface lay-
ers. These layers cause the standard capacitive response in impedance spectroscopy. The Poisson equation is rarely used in literature as most studies simplify the equation system and assume local electroneutrality. They then model interface capacitances phenomenologically. Our impedance model also takes into account the SEI as a surface film covering the electrode. We assume electrolyte transport in the SEI pores and gain insights into the nature of lithium-ion transport through the SEI by comparing our model with a recent experiment.

We briefly summarize our theory based model, and outline our calculation procedure for impedance in sec. 2 These calculations are presented in sec. 3 and discussed in sec. 4. In sec. 5 we validate our impedance model with a comparison to experimental data. Finally, in sec. 6 we give our conclusion.

2 Theory

![Figure 1: Sketch of the symmetric cell used for the impedance calculation listing relevant variables of each phase. The SEI thickness \( \hat{L} \) determines \( L' = L - \hat{L} \). The orange boundary between SEI and electrode marks the location of the interface reaction.](image)

We calculate the half-cell impedance of the symmetric cell depicted in fig. 1. It consists of two identical planar electrodes which are separated by the SEI and a binary electrolyte. This setup represents a common electrochemical cell, e.g., two lithium metal electrodes with LP30 electrolyte. We describe liquid phases such as the electrolyte and the pore space of the SEI with and without the assumption of local electroneutrality. Additionally, we consider a simplified model without SEI in each of these scenarios. Thus, we discuss a total of four impedance models. In this way we guide the reader through calculations and discussions as the model complexity increases.

We perform a virtual experiment to calculate the impedance response of our model cells. To this aim, we apply an oscillating potential or current. Specifically, we choose a boundary condition for which the temporal progression of the “applied” quantity is proportional to \( e^{i\omega t} \). Here, \( i \) is the imaginary unit and \( \omega = 2\pi f \) is a fixed frequency. We then calculate the corresponding response for this frequency, i.e., current or potential. All governing equations are linearized for this calculation such that a real-valued solution can be obtained easily from the complex one. We find the general solution for each primary variable listed in fig. 1. General solutions are a linear superposition of multiple partial solutions because of the linear nature of the problem. The correct linear combination follows from physical boundary conditions. Considering these constraints naturally results in a linear system of equations. Its solution gives the half cell impedance with the conventional definition

\[
Z(\omega) = \frac{U}{2I} = \frac{1}{2} \cdot \frac{\phi_S^- - \phi_S^+}{j_1 + j_S}, \tag{1}
\]

where the sign in the definition of the voltage difference \( U \) considers the difference between technical and physical current. \( j_1 \) is the current density corresponding to the rate of the interface reaction. \( j_S \) describes charge that moves between the electrodes to screen charged surface species, see sec. 3.2.1. Equation (1) gives the impedance in \( \Omega m^2 \) because \( j_1, j_S \), and \( I \) are current densities. Division of \( Z(\omega) \) by \( A \), the cross section area of the cell, results in the actual cell resistance.

2.1 Transport Theory

We describe transport in the electrolyte phase with a theory derived by Schammer et al. based on previous works in refs 35–38. The theory is discussed in the Electronic Supporting Information, see secs. SI-1 and SI-3. It describes the fluxes of a binary electrolyte consisting of cations, anions and neutral solvent molecules (labelled with subscript +, −, and \( \bar{N} \)). Two independent flux expressions are sufficient to describe the motion of this mixture relative to the center-of-mass velocity \( v \), e.g.,

\[
N_\alpha = -\sum_{\beta=\pm} D_{\alpha\beta} \nabla c_\alpha - \frac{t_{\alpha\beta}}{z_\alpha F} \nabla \phi_E, \tag{2}
\]

where \( \alpha = \pm \). This representation is well suited to describe a general electrolyte. If we assume local electroneutrality, however, we choose the anion flux \( N_- \) and the ionic current \( \mathcal{J} \) as independent fluxes

\[
N_- = -D_{nalt} \nabla c_- + \frac{F}{z_-} \mathcal{J}, \tag{3a}
\]

\[
\mathcal{J} = \frac{t_{\alpha F} d\bar{\mu}_{salt}}{dF} \nabla c_\alpha - \kappa \nabla \hat{\phi}, \tag{3b}
\]

where \( F \) is the Faraday constant and \( \mathcal{N} = \frac{n_+ + n_-}{n_+ n_-} \). Note that \( N_n \) and \( \mathcal{J} \) are flux and current densities. Fluxes in eqs. (2) and (3) are driven by gradients of concentration \( c_\alpha \), electric potential \( \phi_E \), and effective electrochemical potential \( \hat{\phi} = \phi_E + \frac{\Delta \mu}{z_\alpha F} \). Effective quantities are marked with a tilde and appear frequently in this work. They originate from the description relative to the center-of-
mass velocity. The effective chemical potential of cation $\mu_+$ and salt $\mu_{\text{salt}}$ are directly related to the conventional quantities, see eqs. (SI-3) and (SI-4). Transport in the electrolyte is parametrized by the salt diffusion coefficient $D_{\text{salt}}$, conductivity $\kappa$, and the transference number $t_+$ ($t_+ + t_- = 1$). The diffusion matrix $D$ with entries $D_{\alpha\beta}$ in eq. (2) is determined by these three parameters, see sec. [SI-1B] Transport parameters are related to the more fundamental Onsager coefficients by the chemical potentials $\mu_\alpha$. We use the standard definition of the chemical potentials,

$$\mu_\alpha = RT \ln \left( \frac{f_\alpha c_\alpha}{c_{\alpha,0}} \right), \quad \alpha = \pm, \text{salt},$$

where $c_{\alpha,0}$ are the reference concentrations. The activity coefficients $f_\alpha$ describe the non-ideal behaviour of species $\alpha$ and are related to the thermodynamic coefficient $F_\alpha = 1 + \frac{\partial \ln \mu_\alpha}{\partial c_\alpha}$, see sec. [SI-3A].

The center-of-mass velocity $\mathbf{v}$ is used to express the complete flux expressions

$$N_\alpha^* = N_\alpha + c_\alpha \mathbf{v},$$

Below, the superscript $*$ labels quantities and parameters that are associated with the complete flux expressions. These flux expressions are used in mass balance equations

$$\partial_t c_\alpha = -\nabla \cdot N_\alpha^*, \quad \alpha = \pm, \text{salt},$$

which determine the temporal evolution of a concentration with the corresponding flux density. As outlined in sec. [SI-1B] we consider incompressibility as an additional constraint to express $\mathbf{v}$.

### 2.2 Linearization of Model Equations

Impedance measurements are performed around an equilibrium state, the reference state. They capture the linear response of this system to an applied potential/current which is oscillating at a given frequency. Because the reference shall not be perturbed, the applied voltage/current must be small. In our analytical approach, these oscillations are chosen to have an infinitesimal amplitude. As a result, any deviation from the reference state in our virtual measurement becomes infinitesimal. Therefore, all governing equations can be linearized around the reference state. Considering eqs. (2) and (3), the most simple such reference state has a constant concentration and potential distribution

$$c_\pm(x) = c_{\pm,0} = n_{\pm,\text{salt},0}, \quad \phi_E(x) = \phi_{E,0}, \quad \text{etc.}$$

Henceforth, we mark all quantities referring to the reference state with the subscript 0. We refer the interested reader to sec. [SI-2] where the linearization procedure is described in detail. Linearization of the flux expressions relative to the center-of-mass velocity results in

$$N_\alpha = - \sum_{\beta=\pm} D_{\alpha\beta} \nabla \delta c_\beta - \frac{t_\alpha \kappa}{z_\alpha F} \nabla \delta \phi_E, \quad \alpha = \pm, \text{salt}$$

$$N_- = -D_{\text{salt}} \nabla \delta c_- + \frac{t_- \mathcal{J}}{z_- F},$$

$$\mathcal{J} = \frac{N t_- \kappa}{z_+ F} \frac{d\mu_{\text{salt}}}{dc_{\text{salt}}} \nabla \delta c_- - \kappa \nabla \delta \phi_E, \quad \alpha = \pm, \text{salt}$$

Linearizing the full flux expressions given by eq. (5) results in

$$N_\alpha^* = - \sum_{\beta=\pm} D_{\alpha\beta}^* \nabla \delta c_\beta - \frac{t_\alpha \kappa}{z_\alpha F} \nabla \delta \phi_E + c_\alpha v_{\text{off}}, \quad \alpha = \pm, \text{salt}$$

$$N_-^* = -D_{\text{salt}}^* \nabla \delta c_- + \frac{t_- \mathcal{J}^*}{z_- F} + c_- v_{\text{off}}, \quad \alpha = \pm, \text{salt}$$

$$\mathcal{J}^* = \frac{N t_- \kappa}{z_+ F} \frac{d\mu_{\text{salt}}}{dc_{\text{salt}}} \nabla \delta c_- - \kappa \nabla \delta \phi_E = \mathcal{J}, \quad \alpha = \pm, \text{salt}$$

where, $v_{\text{off}}$ is a constant offset velocity. Note that eq. (8c) is identical to eq. (6c) because the charge density in our reference state is zero. The linearized flux expressions have three significant properties. Firstly, all original variables are replaced with the corresponding deviation variables. They consider the deviation from the reference state

$$c_\alpha \rightarrow \delta c_\alpha = c_\alpha - c_{\alpha,0}, \quad \phi_E \rightarrow \delta \phi_E = \phi_E - \phi_{E,0}, \quad \text{etc.}$$

Secondly, all quantities beside these deviation variables are constant after linearization. This not only applies to transport parameters but also to the concentrations $c_\alpha$ and partial derivatives such as $\frac{d\mu_\alpha}{dc_\alpha}$. These quantities are consistently evaluated at the reference state. We therefore omit the corresponding notation in each linearized expression. Thirdly, a new set of apparent transport parameters ($D_{\alpha\beta}^*$, $D_{\alpha\beta}^*$, and $t_\alpha^*$) consistently replaces the original ones in the linearized full flux expressions. These quantities combine diffusion/migration and convection in a single diffusion/migration term. This is a result of linearizing the expression for the center-of-mass velocity. Equation (SI-6) relates the apparent transport parameters to the parameters used in flux expression relative to the center-of-mass velocity.

### 2.3 Interface Reaction

We use a linearised Butler-Volmer rate expression to describe the interface reaction rate

$$j_\text{I} = \frac{\eta_{\text{lin}}}{\mathcal{R}}.$$

Here, $\mathcal{R}$ is the interface resistance parameter of our model. It is inversely proportional to the exchange current density. Note that eq. (11) does not depend on the charge transfer coefficient and the electrolyte/electrode concentration. These dependencies are part of the non-linearized rate expression. They vanish because the
expression is linearized at the reference state where \( \eta = 0 \). The linearized overpotential is equal to
\[
\eta_{\text{lin}} = \delta \phi_S - \delta \varphi^{\text{bulk}} - \frac{\partial U}{\partial \rho_S} \delta \rho_S,
\]
(12)
see ref. [41] This expression takes into account the electrode potential \( \delta \phi_S \), the electrochemical potential in the electrolyte \( \delta \varphi^{\text{bulk}} \), and the concentration of intercalated particles in the electrode \( \delta \rho_S \). The label “bulk” indicates that the evaluation of \( \delta \varphi \) is non-trivial in the case of spatially resolved double layers. For simplicity we restrict ourselves to metallic electrodes, i.e., \( \frac{\partial U}{\partial \rho_S} = 0 \), in the main text. The impact of an intercalation electrode is discussed in sec. [SI-6]. In our definition, \( \eta \) is negative for intercalation or plating processes.

2.4 SEI Model

Experimental and theoretical studies report that SEI is at least partially porous [31,14,35]. Our recent findings suggest that solvent molecules are effectively immobilized within these pores [40]. However, this result does not apply to smaller and more mobile lithium ions. They are also charged and subject to large electric forces. We follow this idea in this work and model the SEI with nano-sized pores. These pores are filled with electrolyte and enable charge transport through the surface film. Parameters, quantities and variables in the SEI pores are marked with a hat. We use porous electrode theory to describe transport in this pore space [31,14,35]. This means that we employ the same flux expressions that are used for the electrolyte phase, see eq. [8]. However, the original bulk transport parameters are replaced with effective ones
\[
\hat{D}_{\text{salt}} = \frac{\varepsilon}{\tau} D_{\text{salt}}, \quad (13a)
\]
\[
\hat{k} = \frac{\varepsilon}{\tau} k. \quad (13b)
\]
Parameters \( \varepsilon \) and \( \tau \) (porosity and tortuosity) capture the morphology of the SEI. They are constant in space and time. Additionally, we introduce \( i_+ \), a dedicated cation transference number for the SEI phase. This is motivated by findings of Popovic et al. [32]. They show that the lithium transference number of a liquid electrolyte can be increased and become close to one if the anion species is immobilized in a mesoporous structure.

2.5 Boundary Conditions

The binary electrolyte is in contact with the electrodes which take up lithium ions only. Therefore, the anion flux density \( N_\alpha^- \) vanishes at the electrode interface. At the same time, \( N_\alpha^+ \) is equal to the interface reaction rate \( \frac{j_0}{z_+ F} \). For the electrodes at \( x = L \), we obtain the following boundary conditions for the fluxes relative to the center-of-mass velocity
\[
N_\alpha(L) = \frac{j_0}{z_+ F} \left\{ \begin{array}{ll}
1 - \frac{\rho_+}{\rho} & \alpha = +, \\
- \frac{z_+}{z} & \alpha = -.
\end{array} \right.
\]
(14)
Here, \( \rho_+ \) and \( \rho \) are the cation mass density and the mass density of the electrolyte. Sections [SI-1B] and [SI-3D] contain a detailed derivation of the expression above.

3 Theory of Impedance Spectroscopy

The most common simplification in the modeling of electrochemical systems is the assumption of local electroneutrality. We use this assumption for impedance calculations in sec. [3.1] (neutral models). These calculations are then repeated without the electroneutrality assumption in sec. [3.2] (non-neutral models). We discuss all impedance results in sec. [4].

3.1 Electroneutral Impedance

Local electroneutrality means that the charge density \( \rho \) is zero and that the ionic current \( J \) is constant in space. This assumption also implies that charge does not accumulate at interfaces, therefore the double layer screening charge \( Q_S \) and the corresponding current \( j_S \) vanish. In this case, we apply an oscillating cell current \( I(t) = I_0 e^{i \omega t} \). This is convenient because electroneutrality implies \( J = I \) such that eqs. (8c) and (9b) can be used to solve for \( \delta c_- \) and \( \delta \varphi \).

We first calculate the impedance without considering SEI. Thus, the electrolyte phase spans form \(-L\) to \(L\) and is in direct contact with the electrode. We add SEI in sec. [3.1.3].

In the first step we insert the linearized flux expression for \( N_\alpha^- \) into the mass balance equation of the anion concentration eq. [6]. This results in a linear partial differential equation in \( \delta c_- \),
\[
\partial_t \delta c_- = D_{\text{salt}}^* \Delta \delta c_-,
\]
(15)
as \( \nabla \cdot J = 0 \). We solve it with an exponential Ansatz in \( x \) and \( t \), i.e. \( \delta c_- \propto e^{kx} e^{i \omega t} \). Only anti-symmetric solutions in \( x \) contribute to the impedance calculation, see eq. [1]. The solution of eq. (15) then becomes
\[
\delta c_- = C e^{i \omega t} \sin (kx),
\]
(16)
where \( C \) is a coefficient and the wave number \( k \) is given by the dispersion relation,
\[
k = (1 - i) \sqrt{\frac{\omega}{2 D_{\text{salt}}}}.
\]
(17)
The inverse of \( k \) describes the spatial width of salt concentration oscillations at a given frequency \( \omega \). We determine \( C \) with the flux boundary condition for the anion
species, see eq. (14),
\[ C_{\text{tot}} = \frac{I_0 e^{i\omega t}}{z-F} \frac{\rho}{\rho_N} \frac{1}{D_{\text{salt}}} \left( t - \frac{\rho_+}{\rho} \right) \frac{1}{k \cos(kL)} . \] (18)

The extrapolated density \( \bar{\rho}_N \) is given by \( \bar{\rho}_0 = \frac{M_a}{v_a} \) (\( M_a \)

is the molar weight and \( v_a \)

is the partial molar volume of species \( \alpha \)). We find that \( C \) is proportional to the amplitude of the applied current \( I_0 \).

Next, we calculate the deviation of the electrochemical potential \( \delta \varphi \) at \( x = L \). This quantity is needed to express the rate of the interface reaction with eq. (12).

We express the effective electrochemical potential \( \tilde{\varphi} \) in this equation with \( \varphi \), the conventional one. Equations (SI-4b) and (SI-61) relate these quantities,

\[ \tilde{\varphi} = \varphi - \frac{M_+}{M_N} \frac{\mu_N}{z_+ F} . \] (19)

We eliminate the chemical potential of the solvent \( \mu_N \) with the Gibbs-Duhem relation, see eq. (SI-46). The differential version of eq. (19) then becomes

\[ \frac{\partial \delta \tilde{\varphi}}{\partial x} = \frac{\partial \delta \varphi}{\partial x} + \frac{N}{z_+ F} \frac{\rho_+}{\rho} \frac{\partial \rho_\text{salt}}{\partial x} \frac{\partial \delta c_-}{\partial x} , \] (20)

where, electrolyte density \( \rho \) and cation density \( \rho_+ \) are constant and evaluated at the reference state. We use eq. (20) in eq. (19) and rearrange for \( \nabla \varphi \). Integration from \( 0 \) to \( x \) results in

\[ \delta \varphi = -\frac{I}{k} + \frac{N}{z_+ F} \left( t - \frac{\rho_+}{\rho} \right) \frac{\partial \rho_\text{salt}}{\partial x} \cdot \delta c_- (x) . \] (21)

The anti-symmetry of concentration and electrochemical potential implies that both \( \delta c_- \) and \( \delta \varphi \) vanish at \( x = 0 \).

### 3.1.1 Interface Reaction

We describe the interface reaction rate \( j_I \) with the linearized Butler-Volmer expression given by eq. (11). In the electroneutral model, we evaluate the electrochemical potential at the interface \( \delta \varphi^{\text{bulk}} = \delta \varphi (L) \). The current between the electrodes \( I \) and the interface reaction rate \( j_I \) are related by

\[ I = -j_I = -\eta_{\text{lin}} R^{-1} , \] (22)

where the sign considers the orientation of the interface. Inserting the linearized overpotential \( \eta_{\text{lin}} \) from eq. (12) gives the potential of the electrode

\[ \delta \phi^+_E = \delta \phi_E (L) = -IR + \delta \varphi (L) . \] (23)

### 3.1.2 Impedance

Considering the symmetry of the solution implies \( U = \phi_E - \phi^+_E = -2\delta \phi_E^+ \). Equation (1) then implies \( Z = \delta \phi^+_E / I \) if \( j_S = 0 \) is considered. Therefore, we obtain the complex impedance by inserting eq. (21) in eq. (23), considering eqs. (16) and (18), and dividing by \( I \). We find that \( Z \) is the sum of three distinct contributions

\[ Z(\omega) = R_E + R_I + \frac{\tan (kL) \rho N}{kL} . \] (24)

The complex impedance depends on frequency \( \omega \) through the dispersion relation \( k(\omega) \), see eq. (17). Here, the ohmic contributions \( R_E \), \( R_I \) and \( R_D \) are constant and do not depend on frequency.

\[ R_E = \frac{L}{k}, \] (25a)

\[ R_I = R, \] (25b)

\[ R_D = \frac{-N}{z_+ z_- F^2 D^* \rho S} \left( t - \frac{\rho_+}{\rho} \right)^2 \frac{\rho^2}{\rho S} \frac{d \rho S}{d \rho} . \] (25c)

We attribute \( R_E \) and \( R_I \) to the resistance of the electrolyte and the interface reaction. \( R_D \) and \( Z_D \) describe a finite-length Warburg impedance or Warburg Short (\( W_S \)). This is the impedance increase of the electrolyte as salt concentration gradients form at low frequencies. The cation density \( \rho_+ = M_+ c_+ \) and solvent density \( \rho_S = M_NC_N \) as well as \( \bar{\rho}_S = M_S \nu^1 \) determine \( R_S \) in eq. (25c). The relative cation density \( \rho_+ / \rho \) appears as a correction of the transference number \( t_- \).

It vanishes in the dilute limit. We rewrite the factor \( \mathcal{M} \) as a function of \( \alpha = c_\text{salt} \nu^\text{salt} \) and \( \beta = \bar{\rho}_\text{salt} / \bar{\rho}_N \) \((\bar{\rho}_\text{salt} = M_\text{salt} / \rho_\text{salt})\)

\[ \mathcal{M} = \frac{\rho^2}{\rho N \bar{\rho}_N} = (1 - \alpha) \left( 1 + \frac{\alpha \beta}{1 - \alpha} \right)^2 . \] (26)

This factor has a non-linear dependence on the salt concentration through \( \alpha \). It approaches one in the dilute limit and diverges at the maximum salt concentration \( \nu^\text{salt}^{-1} \).

### 3.1.3 Solid-Electrolyte Interphase

The SEI covers negative electrodes in Li-ion batteries. In this subsection, we take SEI into account as a porous surface film, see sec. 2.4 and fig. 1. As described in sec. 2 we use porous electrode theory to describe transport in this interphase. To this aim, we replace the transport parameters in eqs. (9b) and (9c) with effective parameters for the SEI phase. We use these expressions in the modified mass balance equation, eq. (6), and consider SEI porosity

\[ \partial_t (\varepsilon \delta c_-) = \hat{D}^\text{salt} \Delta (\varepsilon \delta c_-) . \] (27)

This equation describes the temporal evolution of the anion concentration in the SEI pores. In analogy to eq. (16), an exponential Ansatz results in the dispersion
Here, the symmetry does not simplify the solution. Thus, the anion concentration in the SEI pores contains leftmoving and rightmoving waves

\[ \delta \hat{c}_- = e^{-i \omega t} \left( \hat{C}^+ e^{i k x} + \hat{C}^- e^{-i k x} \right). \]  

(29)

The concentration in the electrolyte phase is given by eq. (16), also in this case. We now determine the three coefficients \( C, \hat{C}^+, \) and \( \hat{C}^- \) with interface boundary conditions. Electrolyte and SEI phase share the interface at \( x = \pm L' \). Both phases must have the same salt concentration at this point, i.e., \( \delta c_- (L') = \delta c_- (L) \). The anion flux must also be continuous, i.e., \( N_-(L') = N_-(L') \). As the convective flux is identical in both phases we can use \( N_-(L') = N_-(L') \) instead. The anion flux must satisfy the boundary condition at the electrode interface, see eq. (14). We combine these three constraints in a linear system of equations

\[
\begin{pmatrix}
\sin (kL') & e^{i k L'} & e^{-i k L'} \\
n \cos (kL') & -i k \hat{\xi} e^{i k L'} & i k \hat{\xi} e^{-i k L'} \\
0 & i k \hat{\xi} e^{i k L'} & -i k \hat{\xi} e^{-i k L'}
\end{pmatrix}
\begin{pmatrix}
\hat{C}
\end{pmatrix}
= \frac{I e^{-i \omega t}}{z F D_{\text{salt}}} \begin{pmatrix}
t_+ - \hat{t}_+ \\
\hat{t}_- - \hat{t}_-
\end{pmatrix},
\]

(30)

where \( \hat{C} = (C, \hat{C}^+, \hat{C}^-)^T \) is the coefficient vector. These equations are solved analytically, see eq. (SI-66).

Next, we calculate \( \varphi (L) \), the electrochemical potential at the electrode interface. In analogy to eq. (21), we rearrange eq. (31) and find \( \delta \varphi \) by integration and by considering eq. (20)

\[
\delta \varphi (L) = -\frac{I}{\kappa} \left( L' + \frac{\tau}{\varepsilon} L \right) + \frac{N'}{\varepsilon z + F} \frac{d \hat{\mu}_{\text{salt}}}{dc_{\text{salt}}}
\left[
(t_- - \hat{t}_-) \delta \hat{c}_-(L') + (\hat{t}_- - \hat{\rho} / \rho) \delta \hat{c}_-(L)
\right].
\]

(31)

We integrate over the electrolyte and the porous SEI phase which have different transference numbers \( t_- \) and \( \hat{t}_- \). The concentration deviations \( \delta \hat{c}_- \) at \( x = L' \) and \( x = L \) are given by eq. (29) and the solution of eq. (30). Next, we insert \( \delta \varphi (L) \) in eq. (23) to express the electrode potential \( \delta \phi_E \). As in sec. 3.1.2 the half-cell impedance \( Z \) is given by \( \delta \phi_E / I \),

\[
Z(\omega) = R_E + R_{\text{SEI}} + R_1 + Z_{D, \text{SEI}} + Z_D'.
\]

(32)

where \( R_E' = L' / \kappa \) is the adjusted resistance of the electrolyte and \( R_{\text{SEI}} = \hat{L} / \kappa \) is the resistance of the SEI. Here, quantities labeled with \(' \) replace the corresponding quantities in the model without SEI eq. (24). The interface resistance \( R_1 \) is still given by eq. (25). \( Z_{D, \text{SEI}} \) and \( Z_D' \) are stated in eq. (33). They describe the impedance increase due to the build-up of salt concentration profiles in SEI and electrolyte phase. The length and diffusion coefficient of each phase \( (L', \hat{L} \text{ and } D_{\text{salt}}, D_{\text{salt}}') \) determine a characteristic frequency for this process in each domain.

\[
Z_D = \frac{L' \Theta}{D_{\text{salt}}'} \left( 2 (i_- - t_-) \frac{(i_- - \hat{\rho} / \rho)}{\sec(k \hat{L})}
+ (i_- - t_-)^2 \frac{(i_- - \hat{\rho} / \rho)^2}{\tan (k \hat{L})} \right) \frac{\tan (k \hat{L})}{\Psi \cdot k \hat{L}}.
\]

(33a)

\[
Z_{D, \text{SEI}} = \frac{L \Theta}{D_{\text{salt}}}(i_- - \hat{\rho} / \rho)^2 \frac{\tan (k \hat{L})}{\Psi \cdot k \hat{L}}.
\]

(33b)

where

\[
\Theta = -\frac{N'}{z \varepsilon z' F^2} \frac{d \mu_{\text{salt}}}{dc_{\text{salt}}},
\]

\[
\Psi = 1 - e^{\sqrt{\tau / \varepsilon}} \tan (k \hat{L}) \tan (k \hat{L}).
\]

(34a)

(34b)

3.2 General Impedance

In this section, we calculate the impedance without the assumption of local electroneutrality. Without electroneutrality, the number of independent concentrations in the electrolyte increases by one \( (c_+ \text{ and } c_-) \). We use the Poisson equation to account for this new variable

\[
-\frac{\varphi}{\varepsilon_0 \varepsilon_R} = \Delta \varphi_E = \Delta \delta \varphi_E.
\]

(35)

It relates the electrostatic potential in the electrolyte \( \varphi_E \) with the ionic charge density \( \varphi \). The direct appearance of \( \varphi_E \) in one of the primary equations makes it reasonable to use \( \varphi_E \) as a variable instead of the electrochemical potential \( \varphi \). As a consequence, we use a different set of flux expressions for the non-neutral system (eq. (37a) instead of eqs. (9b) and (9c)). Inserting eq. (37a) into a mass-balance equation for \( c_+ \) and \( c_- \) results in

\[
\partial_t \delta c_\alpha = \sum_{\beta=\pm} D_{\alpha \beta}' \Delta \delta c_\beta + \frac{t_{\alpha \beta}}{z_\alpha F} \Delta \delta \varphi_E.
\]

(36)

because \( \nu_{\text{ef}} \) is constant. Now, we use the Poisson equation to eliminate the electric field

\[
\partial_t \delta c_\alpha = \sum_{\beta=\pm} \left( D_{\alpha \beta}' \Delta \delta c_\beta + \frac{t_{\alpha \beta}}{z_\alpha F} \delta \varphi_E \right).
\]

(37)

Using the vector \( \delta c = (\delta c_+, \delta c_-)^T \) and the matrix

\[
\mathbf{T}^* = \frac{\kappa}{\varepsilon_0 \varepsilon_R} \begin{pmatrix}
t_+ & -n_+ n_-^{-1} t^*_- \\
n_+ n_-^{-1} t^*_+ & t_-
\end{pmatrix},
\]

(38)

we write eq. (37) in matrix form

\[
\partial_t \delta c = \mathbf{D} \Delta \delta c - \mathbf{T}^* \delta c,
\]

(39)
where differential operators are applied element wise. Equation (39) is a coupled linear ODE in $\delta c$. We solve this equation with an exponential ansatz

$$\delta'c = \vec{\eta} \cdot e^{i\omega t} e^{i k x}, \quad (40)$$

$\vec{\eta}$ is a coefficient vector and $\omega$ is a fixed frequency. This results in an algebraic matrix equation

$$0 = \left( k^2 \mathbf{I} + D^*^{-1} (T^* + i \omega \mathbf{I}) \right) \vec{\eta}, \quad (41)$$

where $\mathbf{I}$ is the identity matrix. If $\vec{\eta}$ is an eigenvector of $\mathbf{A}$ with eigenwert $\lambda$, we obtain

$$k^2 = -\lambda. \quad (42)$$

The matrix $\mathbf{A}$ has two eigenvectors $\vec{\eta}_1$ and $\vec{\eta}_2$ with eigenvalues $\lambda_1$ and $\lambda_2$. Note that these eigenvectors and eigenvectors depend on the frequency $\omega$. Below, we scale the eigenvectors of $\mathbf{A}$ so that their second entry equals 1, i.e., $\tilde{\eta}_\alpha = (\eta_\alpha, 1)^T$. We then obtain four possible solutions for $k$

$$k^\pm_\alpha = \pm \sqrt{-\lambda_\alpha}, \quad \alpha = 1, 2. \quad (43)$$

Due to the superposition principle, we obtain the general solution for the concentration deviation

$$\delta'c = e^{i\omega t} \sum_{\alpha=1,2} \tilde{\eta}_\alpha \Gamma_\alpha. \quad (44)$$

The solution is determined by four coefficients $C^\pm_\alpha$ which are contained in the function $\Gamma_\alpha(x)$

$$\Gamma_\alpha(x) = \Gamma_\alpha = C_\alpha e^{ik_\alpha x} + C_\alpha' e^{-ik_\alpha x}, \quad (45a)$$

$$\Gamma'_\alpha(x) = \Gamma'_\alpha = C_\alpha e^{ik_\alpha x} - C_\alpha' e^{-ik_\alpha x}, \quad (45b)$$

where $\alpha = 1, 2$. These functions are introduced for readability.

The electrostatic potential $\phi_E$ in the electrolyte is differentially directly linked to the free charge density via the Poisson equation. We use the concentrations $\delta c_+$ and $\delta c_-$ given by eq. (44) to express $\rho = F \sum_\alpha z_\alpha \delta c_\alpha$. We then insert it in the Poisson equation and obtain

$$\delta\phi_E = e^{i\omega t} F \left( \sum_{\alpha=1,2} \Pi_\alpha \Gamma_\alpha + \Phi' x + \Phi \right), \quad (46)$$

by integrating twice. Here, $\Phi'$ and $\Phi$ are integration constants and $\Pi_\alpha$ is

$$\Pi_\alpha = \frac{z_+ \eta_\alpha + z_-}{e_0 \varepsilon_R k^2_\alpha}, \quad \alpha = 1, 2. \quad (47)$$

Six coefficients $C^\pm_\alpha$, $C^\pm_\alpha'$, $\Phi'$, and $\Phi$ define the general solution of $\delta c$ and $\delta\phi_E$ for a given frequency $\omega$. We determine these constants with physical boundary conditions in secs. 3.2.5 and 3.2.6. To this aim, the expressions for $\delta c$ and $\delta\phi_E$ from eqs. (44) and (46) are inserted into the flux expression eq. (8a). We then obtain the linearized flux expression relative to the center-of-mass velocity

$$N_\alpha = -e^{i\omega t} \left( \sum_{\beta=1,2} \Omega_{\alpha\beta} \Gamma'_\beta + \frac{t_\alpha \kappa}{z_\alpha} \Phi' \right), \quad (48)$$

where the 2x2 matrix $\Omega$ with indices $\alpha = \pm$ and $\beta = 1, 2$ is given by

$$\Omega_{\alpha\beta} = ik_\beta \left( \frac{\kappa t_\alpha}{z_\alpha} \Pi_\beta + D_{\alpha+\eta_\beta} + D_{\alpha-} \right). \quad (49)$$

### 3.2.1 Double Layer Screening Current

Usually, solid electrodes are electronically highly conductive. We assume that this conductivity is infinite which is a good approximation for metal electrodes or graphite. Thus, the potential within the electrode is spatially constant, see fig. 3. Therefore, the electric potential has a kink at the interface between the electrode and the electrolyte. This implies charge accumulation at the interface according to Gauss’ law. This charge is provided by free charge carriers (electrons) from the electrode. It is determined by the potential gradient in the electrolyte at the interface

$$Q_S = e_0 \varepsilon_R \frac{\partial \phi_E}{\partial x} \bigg|_{x=L} = e_0 \varepsilon_R \frac{\partial \phi_E}{\partial x} \bigg|_{x=L}. \quad (50)$$

The current which supplies these charges is obtained from the temporal derivative of $Q_S$

$$j_S = \frac{\partial Q_S}{\partial t} = i \omega e_0 \varepsilon_R \frac{\partial \phi_E}{\partial x} \bigg|_{x=L}$$

$$= i \omega e_0 \varepsilon_R e^{i \omega t} \left( \sum_{\alpha=1,2} ik_\alpha \Pi_\alpha \Gamma'_\alpha(L) + \Phi' \right). \quad (51)$$

### 3.2.2 Dispersion Relation

The relation between the wave-numbers $k_\alpha$ and the frequency $\omega$ is called dispersion relation. We find this expression with the eigenvalues $\lambda_\alpha$ of the matrix $\mathbf{A}$, see eq. (47). The analytic solution is presented in sec. 3.2. The dispersion relation and both eigenvectors for LP30 electrolyte in fig. 2. Here, a distinct physical meaning emerges for each wave number/eigenvalue pair at frequencies below a transition frequency. We identify this frequency as the “far-field” eigenvalue/vector-pair.

In contrast, imag $k_1$ quickly attains a constant value below the critical frequency $f_{\text{trans}}$. We refer to the in-
Figure 2: Frequency dependence of $k_\alpha$ and $\eta_\alpha$ for a monovalent salt (LiPF$_6$ EC/DMC). The parameters used are listed in table SI-1. The grey lines illustrate the dependence on $E_R$ which we change in multiples of 4 around the base value, i.e., $E_R = 1.96, 7.85, 31.41, 125.6,$ and $502.6$.

The value of $\eta_1$ at frequencies below $f_{\text{trans}}$ corresponds to a non-electroneutral electrolyte. Therefore, $\eta_1 \Gamma_1$ describes diffuse and charged double layers which decay exponentially with $\lambda_{DL}$. Solutions of this eigenvalue/vector-pair become only relevant near the interfaces and are referred to as “near-field” solutions below.

Electrochemical impedance measurements are usually not performed with frequencies larger than $10^6$ Hz. This means that all experimentally relevant frequencies are smaller than $f_{\text{trans}}$. The relative permittivity does not depend on the frequency in this frequency range as well. For instance, in the case of ethylene carbonate, $\varepsilon_R$ begins to change at frequencies larger than $10^9$ Hz. We therefore conclude that $\eta_1, \eta_2,$ and $k_1 = -i\lambda_{DL}^{-1}$ are constant in the relevant frequency range. Additionally, $k_2$ can be approximated by $k$, see eq. (17).

### 3.2.3 Real Double Layer and Interface Capacity

An important distinction that sets our model apart from other similar models is the non-ideal electrolyte that we consider. Non-ideal behaviour is captured by the thermodynamic coefficient $F_{salt}$ and the asymmetry factor $\gamma$, see eq. (SI-51a). Additionally, we consider ionic interactions and ionic association with the Onsager matrix, specifically the transference numbers. However, our theory does not consider the finite size of individual ions and molecules. This can result in a wrong prediction of the double layer thickness $\lambda_{DL}$. We take such errors into account by manually adjusting $\lambda_{DL}$ with the dimensionless parameter $\zeta$.

$$\lambda_{DL} \to \zeta \cdot \lambda_{DL}, \quad \text{and} \quad \hat{\lambda}_{DL} \to \zeta \cdot \hat{\lambda}_{DL}. \quad (53)$$

This modification adjusts the double layer capacity $C_I$ which determines $f_I$, the resonance frequency of the interface reaction, see eq. (75).

In realistic systems, $C_I$ includes capacitive contributions from a layer of specifically adsorbed ions. However, such a layer is not considered in our model, see eq. (59). Equation (53) also corrects for this simplification.

Our impedance model assumes a reference state without a diffuse layer at the interface. This is similar to the assumption that the electrodes are polarized to the potential of zero charge and requires that the electrodes are polarized to a specific potential. If the electrodes are polarized to any other potential, charged double layers will be part of the reference state. These double layers become several nm thick in ionic liquids. In this scenario, our theory does not predict the double-layer thickness correctly.

In conclusion, some model simplifications result in the incorrect prediction of $f_I$, the resonance frequency of the interface reaction. We use eq. (53) in sec. 5 for comparing our model with experimental impedance data.

### 3.2.4 Interface Reaction

The interface reaction is driven by the linearized overpotential given in eq. (12). This expression depends on the electrochemical potential in the electrolyte

$$\delta \phi_{\text{bulk}} = \delta \phi_E^{\text{bulk}} + \frac{1}{z_F} \frac{\partial \mu_+}{\partial c_+} \delta c_+^{\text{bulk}}. \quad (54)$$

In electroneutral models, we evaluate these quantities directly at the interface as these theories do not resolve
charged double layers. As illustrated in fig. 3, charged double layers can contribute significantly to the concentration and potential deviation despite being only a few Å thick. The combination of a Butler-Volmer rate expression and a locally electroneutral electrolyte is a well established method. Therefore, agreement with the neutral theory is a prerequisite for the non-neutral model. This can only be achieved if the double layer contributions to concentration and potential deviation in eq. (54) are not included in the definition of the “bulk” values. Figure 3 illustrates three methods which achieve this:

1. **Fixed distance:** We can evaluate the deviation variables at a fixed distance $\xi$ in front of the interface

   \[ \delta \phi_{E,\text{fix}}^{\text{bulk}} = \delta \phi_{E}(\xi). \]  

   This has two disadvantages. First, an additional parameter $\xi$ is introduced by this definition. Note that the bulk values are used to define the overpotential which is in turn used to express the reaction rate. This reaction rate is used in the flux boundary condition at the interface. Then, the boundary conditions depend on variables which are not evaluated at the boundary itself.

2. **Linear extrapolation:** This problem can be bypassed by using linear extrapolation to obtain the bulk value

   \[ \delta \phi_{E,\text{ext}}^{\text{bulk}} = \delta \phi_{E}(0) + \xi' \cdot \frac{\partial \delta \phi_{E}}{\partial x} \bigg|_{x=0}. \]  

   In this method, both the deviation variable and its derivative are evaluated at the interface. Note that this definition also requires one additional parameter $\xi'$.

3. **Solution separation:** This method can be used if the deviation variable can be uniquely decomposed into a part that describes the diffuse layer in front of the interface and a bulk contribution. Then, the near-field contribution can be subtracted from the value at the interface to obtain the far-field value

   \[ \delta \phi_{E,\text{sep}}^{\text{bulk}} = \delta \phi_{E}(0) - \delta \phi_{E,1}(0) = \delta \phi_{E,2}(0). \]  

   The advantage of this definition over the other methods is that no additional interface length $\xi$ has to be defined. It also clearly connects to neutral models.

Figure 3 illustrates that the bulk values $\delta \phi_{E,\text{fix}}^{\text{bulk}}$, $\delta \phi_{E,\text{ext}}^{\text{bulk}}$, and $\delta \phi_{E,\text{sep}}^{\text{bulk}}$ nearly coincide for a reasonable choice of the additional parameters. Here, we assume $\xi \gg \lambda_{DL}$ for the first method and $\xi' = \lambda_{DL}$ for the second method.

As discussed in sec. 3.2.2, our solution is clearly divided into a near-field and a far-field part in the relevant frequency range. We therefore use the solution separation method which yields simple expressions for the boundary values, simplifying the analytical calculations,

\[ \delta \phi_{E,\text{sep}}^{\text{bulk}} = e^{i\omega t} \tilde{\eta}_{2} \Gamma_{2}(L), \]  

\[ \delta \phi_{E}^{\text{bulk}} = e^{i\omega t} F (\Pi_{2} \Gamma_{2}(L) + \Phi' + \Phi). \]  

In the neutral system we connect electrode and electrolyte potential with the rate expression, see eq. (23). This is possible because the reaction rate $j_{1}$ is equal to $I$, the external current between the electrodes. However, in the non-neutral system charge can accumulate in the diffuse layer and in the double layer screening charge $Q_{S}$, see sec. 3.2.1. Then, $I$ is equal to $j_{1} + j_{S}$ and a new equation is needed to relate electrode and electrolyte potential. We assume that the potential deviation is a continuous function of space so that

\[ \delta \phi_{S}^{+} = \delta \phi_{E}(L). \]  

This is illustrated in fig. 3. Most theories of the electrochemical double layer consider a diffuse layer and a layer of specifically adsorbed ions. Specifically adsorbed ions have at least partially lost their solvation shell and are in direct contact with the interface. This layer can have a net charge and a dipole moment. By using eq. (59) we neglect the dynamics of these quantities.

Modeling the dynamics of the inner Helmholtz plane is beyond the scope of this work. An interested reader is referred to dedicated works on this subject.

We now express the linearized overpotential $\eta_{\text{lin}}$, see
The document begins with an equation involving the Poisson equation and effective transport parameters. It discusses connecting the electrolyte phase with the SEI phase and calculating the averaged charge density in the SEI. The dimensionless parameter of the chemical potential is introduced. The solution of the non-neutral electrolyte is transferred, and the analytic solution is given in the SI. The document then delves into the solution without solid electrolyte interphase. The electrolyte spans from -L to L, and the solution for neutral electrolyte is given. The analytic solution in the SI is discussed, and the solution with solid electrolyte interphase is presented, including the modification of the Poisson equation and the modified concentration and potential deviation. The document concludes with noting the continuity of the solutions at x = L'.
2. The particle fluxes $N_+$ and $N_-$ are continuous at $x = L$.

3. No charge is stored at the interface between the electrolyte and the SEI phase and Gauss’s law implies $\varepsilon \partial_x \delta \phi (L') = \varepsilon \partial_x \delta \phi (L)$.

These six additional equations are linear in the coefficients. We write them in matrix form with the expanded coefficient vector $\vec{C} = \{C_1, C_2, \Phi_1, C_1^+, C_1^-, C_2^+, C_2^-, \Phi_1', \Phi_2\}^T$. This results in the $8 \times 9$ matrix $\mathbf{S}$ if the two flux boundary conditions at $x = L$ are considered, see eq. (14). We denote this matrix in the SI in sec. SI-5D.

The coefficient vector must satisfy

$$\mathbf{S} \vec{C} = 0. \quad (69)$$

Because of the increased size of the system of equations we do not perform this calculation analytically. Instead, we solve eq. (69) numerically to obtain the coefficient vector for each frequency of interest. We then use this result in the expressions for $\delta \phi$, $j_1$, and $j_S$, to calculate the impedance $Z$ with eq. (1).

4 Discussion

In this section we analyze and discuss the impedance models derived in the previous section. We first discuss the models without SEI and compare the differences between the neutral and non-neutral approach in sec. 4.1.1. The impedance models with SEI are then discussed in sec. 4.1.2. An essential part of our analysis is the approximation and simplification of the non-neutral models. Our simplified models bring out the parameter dependence of the impedance signal over a large parameter range. The corresponding equivalent circuits are discussed in sec. 4.3.

4.1 Impedance - Without SEI

Figure 4 shows the impedance of the half-cell without SEI. It consists of three distinct features, for both, the neutral and the non-neutral model, namely

- the resistance of the electrolyte $R_E/Z_E$,
- the interface resistance $R_I/Z_I$,
- the polarization impedance $R_D/Z_D$.

We label real impedance contributions that do not depend on frequency with $R$. In contrast, complex impedance contributions that depend on frequency are labelled with $Z$. Our neutral model does not predict the frequency dependence of electrolyte and interface resistance. However, neutral models give the polarization impedance $Z_D$ in sec. 4.1.1. The frequency dependent impedance of interface reaction $Z_I$ and electrolyte $Z_E$ are discussed with our non-neutral model in sec. 4.1.2.

![Figure 4: Schematic impedance spectrum of the symmetric cell without SEI. (a) Nyquist plot. (b) Bode plot. The solid blue line shows the impedance of the non-neutral model whereas the dashed red ones show the impedance of the neutral one. Crosses mark the resonance frequencies.](image)

4.1.1 Diffusion Impedance

The neutral impedance without SEI is given by eqs. (24) and (25). The assumption of local electroneutrality is incompatible with charge accumulation at the interface. Therefore, the only complex and frequency dependent impedance contribution in the neutral model is the diffusion resistance

$$Z_D = R_D \tan \left(\frac{kL}{kL} \right). \quad (70)$$

This function is illustrated in fig. 5a. $R_D$ is given by eq. (25c). $Z_D$ describes the impedance increase of the electrolyte as salt concentration gradients emerge at low frequencies. We illustrate these salt concentration gradients for different frequencies in fig. 5b. The label $Z_D$ denotes that this process is governed by salt diffusion. In literature, it is referred to as a diffusion, Warburg Short (W_S), and finite-length Warburg impedance. $R_D$, the amplitude of this effect is determined by numerous parameters, namely the distance between the electrodes $L$, the transference number $t_+$, and the salt diffusion coefficient $D_{salt}^+$. Note that $t_+$ is referenced to the center-of-mass velocity, whereas $D_{salt}^+$ is an apparent parameter as defined in sec. 2.2. $R_D$ is proportional to $\frac{\partial \rho_{salt}^+}{\partial c_{salt}^+}$ which depends on the salt concentration $c_{salt}$ and the thermodynamic factor $F_{salt}$. The relative cation density $\rho_+ / \rho$ appears as correction of the transference number $t_+$ in
Figure 5: (a) Illustration of the finite-length Warburg impedance. (b) Envelops of the salt concentration profile in the cell for five different frequencies marked in part (a). The profiles are obtained for the LP30 electrolyte with a current density of $I_0 = 10\,\mu A cm^{-2}$. Parameters are listed in table SI-1. (c) The factor $M$ is a function of $c_{\text{salt}}\nu_{\text{salt}}$, see eq. (26). $M$ scales $R_D$, the amplitude of the diffusion impedance, see eq. (25c). Parameters to calculate the marked values are listed in table SI-1.

concentrated electrolytes. Additionally, $R_D$ is proportional to the factor $M = \rho^2 \rho_N^{-1} \tilde{\rho}_N^{-1}$ which is rewritten in eq. (26). $M$ is equal to $0.977$ and $1.965$ for the LP30 and LiTFSI electrolyte, see table SI-1. We illustrate this factor in fig. 5c showing that it diverges if the salt concentration reaches its theoretical maximum. It approaches unity for dilute solutions. In conclusion, the amplitude of the diffusion resistance has a complex parameter dependence.

In contrast, we find that the frequency dependence of $Z_D$ is simply given by the frequency dependence of $k$, see eq. (17). The wave number $k$ depends only on $D_{\text{salt}}^*$, the apparent salt diffusion coefficient. The characteristic timescales of the diffusion impedance $Z_D$ also depend on $L$, the distance between the electrodes. We calculate the resonance frequency of $Z_D$ numerically and obtain the following approximation

$$f_D \approx \frac{1.2703 D_{\text{salt}}^*}{\pi L^2}. \tag{71}$$

Figure 5b illustrates the oscillations in the concentration profiles at various frequencies close to $f_D$.

$Z_D$ is typically not observed in modern batteries or test cells. It is covered by other contributions such as diffusive processes in intercalation electrodes. Therefore, $Z_D$ is best observed if non-intercalation electrodes are used, i.e., metallic lithium. Another challenge in measuring $Z_D$ are the low frequencies that have to be considered (sub mHz). Such measurements take a long time and require great care to avoid the initial state from being perturbed. $f_D$ can be shifted towards higher values by reducing the distance between the electrodes, see eq. (71). However, this reduces the amplitude of the effect.

### 4.1.2 Electrolyte and Interface Impedance

Our neutral models predict a real valued and frequency independent resistance for electrolyte and interface ($R_E$ and $R_I$), see eqs. (25a) and (25b). We therefore use the non-neutral impedance model without SEI, see sec. 3.2.5, to discuss $Z_E$ and $Z_I$. The full expression for $Z$ is given by eq. (SI-80). In contrast to the electroneutral case, both, the resistance of the electrolyte $Z_E$ and the interface resistance $Z_I$, are frequency dependent. Their Nyquist plots have the common semicircle shape, see fig. 4.

The full expression for $Z$ is too intricate for a direct analysis. However, we find a simplified approximation when three conditions are met. Firstly, the distance between the electrodes is larger than the double layer thickness, i.e., $L \gg \lambda_{DL}$. Secondly, the interface reaction is parametrized such that its resonance frequency $f_I$ is smaller than $f_{\text{trans}} = \frac{k^2}{2\pi^2 \sigma_{\text{R}} E_0}$, see sec. 3.2.2. We show below that these assumptions are equivalent to $R \gg \lambda_{DL}/k$. This allows us to approximate $k_i$, $\eta_1$, and $\eta_2$ as constants as discussed in sec. 3.2.2. Finally, we assume $f_D \ll f_E$ which allows us to approximate eq. (SI-80) with three distinct contributions,

$$Z(\omega) = Z_E + Z_I + Z_D. \tag{72}$$

The expression we obtain for $Z_D$ aligns with the dif-
The capacity and ohmic resistance of these elements are equal to
\[ Z_E = \frac{L}{\kappa + i \omega \varepsilon_0 \rho}, \quad (73a) \]
\[ Z_I = \frac{\lambda_{DL}}{\lambda_{DL} \varepsilon_0 \rho + i \omega \varepsilon_0 \rho}, \quad (73b) \]

Alternatively, we can derive these expressions with equivalent circuits. Both electrodes form a parallel-plate capacitor filled with electrolyte, a polarizable medium. In parallel to this capacitance, the electrolyte acts as an ohmic resistor. The capacity and ohmic resistance of these elements are equal to \( C_E = \frac{\varepsilon_0 \rho}{L} \) and \( R_E = L / \kappa \). We then obtain eq. (73a) according to Kirchhoff’s rule. The resonance frequency of this semicircle is given by
\[ f_E = \frac{\kappa}{2 \pi \varepsilon_0 \rho} = f_{\text{trans}}. \quad (74) \]

Only the conductivity \( \kappa \) and the dielectric constant \( \varepsilon_R \) of the electrolyte influence this frequency. Note that \( f_E \) is equal to \( f_{\text{trans}} \), see sec. 3.2.3. It marks the transition from the simple low frequency behavior of \( k_\alpha \) and \( \eta_0 \) to the more complicated high frequency one. It is in the 100 – 1000 MHz range for common parameters, making it too large to be observed in an electrochemical impedance measurement. Consequently, the electrolyte impedance \( Z_E \) is typically treated as a constant and purely ohmic contribution.

The interface resistance \( Z_I \) corresponds to the charge-transfer reaction. We obtain \( Z_I \) with a parallel circuit of the interface capacitance \( C_I = \frac{\varepsilon_0 \rho}{\lambda_{DL}} \) (see eq. (SI-74)) and the interface resistance \( R_I = \mathcal{R} \). The resonance frequency of the interface reaction is equal to
\[ f_I = \frac{\lambda_{DL}}{2 \pi \varepsilon_0 \rho \mathcal{R}} \quad (75) \]
and depends on \( \lambda_D, \varepsilon_R, \) and \( \mathcal{R} \). The complex parameter dependence of the double layer thickness \( \lambda_{DL} \) is given in eq. (52). We discuss eventual shortcomings and corrections of this prediction in sec. 3.2.3.

The agreement between the sum of the three simplified expressions and the full expression for \( Z \) is excellent. It is retained even if the resonance frequencies of the interface reaction and the diffusion impedance overlap. Differences between our simplification and the full expression become relevant if the electrodes are less than 10\( \lambda_{DL} \sim 5 \text{ nm} \) apart. Furthermore, we observe deviations if \( f_I \) or \( f_D \) are larger than \( f_E / 10 \). Such conditions do not appear in standard battery cells. To conclude, the impedance without SEI is given by two conventional semicircles and the Warburg diffusion element which is derived with the neutral model.

### 4.2 Impedance - With SEI

The presence of the SEI complicates the impedance calculation so that an analytical solution of the non-neutral impedance is no longer feasible. Therefore, this model is only solved numerically. However, we find that it is well approximated by the sum of five distinct impedance contributions,
\[ Z(\omega) = Z'_E + Z_{SEI} + Z'_I + Z_{D,SEI} + Z'_{DL}. \quad (76) \]

We illustrate this result in fig. 6. It shows that the SEI adds two impedance features to our model. One semicircle represents the ionic transport resistance of the surface film which we label \( Z_{SEI} \). Furthermore, a second diffusion resistance, \( Z_{D,SEI} \), appears. This is a consequence of modeling charge transport through the SEI with a liquid electrolyte. Liquid electrolytes allow the formation of concentration gradients as opposed to solid electrolytes. All three remaining impedance contributions in eq. (76) are marked with an ‘. This indicates that the expressions given in sec. 4.1 must be adjusted to account for the slightly modified geometry (\( L \rightarrow L' \)).

#### 4.2.1 Electrolyte and Interface Impedance

We revisit the impedance contributions in eq. (76) that appear in the impedance model without SEI, see sec. 4.1. The presence of SEI reduces the size of the electrolyte phase. It is now given by \( L' = L - \hat{L} \) where \( \hat{L} \) is the thickness of the SEI. We consider this and modify
the expression for the electrolyte resistance

\[ R'_E = \frac{L'}{\kappa}, \quad \text{and} \quad Z'_E = \frac{L'}{\kappa + i \omega \varepsilon_0 \varepsilon_R}. \quad (77) \]

This change does not affect the corresponding resonance frequency, \( f' \sim \omega_d \).

We denote the double-layer thickness in the SEI pores with \( \lambda_{DL} \). It is different from the double-layer thickness in the bulk electrolyte \( \lambda_{DL} \). Thus, the expression for the interface impedance becomes

\[ Z'_I = \frac{\lambda_{DL}}{\lambda_{DL}/R + i \omega \varepsilon_0 \varepsilon_R}, \quad (78a) \]

\[ f'_I = \frac{\lambda_{DL}}{2 \pi \varepsilon_0 \varepsilon_R R}. \quad (78b) \]

The presence of SEI also affects the diffusion impedance of the electrolyte \( Z_D \). It is replaced by \( Z'_D \), which is given by eq. \( \text{(33a)} \). We discuss this in sec. 4.2.3.

### 4.2.2 SEI Impedance

\( Z_{SEI} \) describes the ionic impedance of the SEI. In analogy to sec. 4.1.2, we find a good approximation for this expression with an equivalent circuit. To this aim we model the SEI as a parallel circuit consisting of a capacitor and an ohmic resistance,

\[ C_{SEI} = \frac{\varepsilon_0 \varepsilon_R}{L'}, \quad \text{and} \quad R_{SEI} = \frac{L}{\kappa}. \quad (79) \]

The capacitive and ohmic impedance contribution depends on the SEI thickness \( L' \), the conductivity \( \kappa \), and the relative permittivity \( \varepsilon_R \). This corresponds to the common assumption that SEI resistance depends mostly on its thickness. We then obtain

\[ Z_{SEI} = \frac{L}{\kappa + i \omega \varepsilon_0 \varepsilon_R} = \frac{L}{\varepsilon \kappa + i \omega \varepsilon_0 \varepsilon_R} \quad (80) \]

from Kirchhoff’s law. The resonance frequency of this semicircle is given by

\[ f_{SEI} = \frac{\varepsilon \kappa}{2 \pi \varepsilon_0 \varepsilon_R} = \frac{\varepsilon R}{\tau \varepsilon_R} f_E. \quad (81) \]

### 4.2.3 Diffusion Impedance in SEI and Electrolyte

In this section, we discuss and simplify the expressions for the diffusion resistance of the SEI and the electrolyte phase \( Z_{SEI} \) and \( Z'_D \), see eq. \( \text{(33)} \). We calculate these expressions with the neutral impedance model in sec. 3.1.3. As discussed in sec. 2.4, we assume that the SEI is nano porous. This implies that the SEI porosity \( \varepsilon \) is small and suggests that the SEI tortuosity \( \tau \) is large. Therefore, we assume \( \frac{\varepsilon}{\kappa} \ll 1 \). Taking into account that both \( |\tan(kL')| \) and \( |\tan(kL)| \) are bounded by 1.2 then implies \( \Psi \approx 1 \), see eq. \( \text{(34b)} \). This results in an approximate expression for \( Z_{D,SEI} \),

\[ Z_{D,SEI} \approx \frac{\hat{L} \Theta}{D_{salt}^*} \left( \frac{\hat{t} - \rho_+}{\rho} \right)^2 \tan(\hat{k}L). \quad (82) \]

This equation has the same structure as the expression for \( Z_D \) derived in sec. 4.1.1. We therefore transfer the results from sec. 4.1.1 and apply them to eq. \( \text{(82)} \). In this way, we obtain an approximation for the resonance frequency of the SEI diffusion impedance

\[ f_{D,SEI} \approx \frac{1.2703 D_{salt}^*}{\pi L^2}. \quad (83) \]

We also use \( \Psi \approx 1 \) to simplify the electrolyte diffusion impedance \( Z_D^* \) which is given by eq. \( \text{(33a)} \). To further simplify this expression, we assume that the resonance frequency of the diffusion impedance in the SEI \( f_{D,SEI} \) is larger than the resonance frequency of the diffusion impedance in the electrolyte \( f_D \). This implies that sec \( kL \approx 1 \) in the relevant frequency range in eq. \( \text{(33a)} \), resulting in

\[ Z_D' \approx \frac{\hat{L} \Theta}{D_{salt}^*} \left( \frac{\hat{t} - \rho_+}{\rho} \right)^2 \frac{\tan(kL)}{kL}. \quad (84) \]

This is the same expression as the original expression for \( Z_D \) in eq. \( \text{(70)} \), besides the replacement of \( L \) with \( L' \). We use this similarity to find the equation for the resonance frequency of \( Z_D' \),

\[ f_D' \approx \frac{1.2703 D_{salt}^*}{\pi L'^2}. \quad (85) \]

Equations \( \text{(44)} \) and \( \text{(45)} \) are important results. They show that the SEI does not influence electrolyte impedance contributions \( (Z_E' \approx Z_E \text{ and } Z_D' \approx Z_D) \), if we consider that the SEI is thin \( (L' \approx L) \).

Next, we compare the amplitude of \( Z_{D,SEI} \) with the amplitude of \( Z_D' \). No approximation is used for this comparison. We divide eq. \( \text{(33b)} \) by eq. \( \text{(33a)} \) in the stationary limit \( \omega \rightarrow 0 \)

\[ \frac{R_{D,SEI}}{R_D} = \frac{R_{SEI}}{R_E} \left( \frac{\hat{t} - \rho_+}{\rho} \right)^2 \left( \frac{\hat{t} - \rho_+}{\rho} \right)^{-2}. \quad (86) \]

Here, we consider that \( \frac{\varepsilon L'}{\varepsilon L} \) is equal to \( \frac{R_{SEI}}{R_E} \). In most impedance experiments the resistance of the electrolyte \( R_E \) is found to be smaller than \( R_{SEI} \), the resistance of the SEI. \( \text{If we assume } R_{SEI} > R_E, \text{ we obtain the following inequality} \)

\[ \frac{R_{D,SEI}}{R_D} > \left( \frac{\hat{t} - \rho_+}{\rho} \right)^2 \left( \frac{\hat{t} - \rho_+}{\rho} \right)^{-2}. \quad (87) \]

Thus, if \( \hat{t} \gg t \) - the diffusion impedance of the SEI would be larger than the diffusion impedance of the electrolyte. Because this is not observed in experiments, we conclude that the transference number in the SEI pores is different from the bulk value. Specifically, \( \hat{t} = 1 - \hat{t} \).
must be close to $1 - \rho_+/\rho$ to reduce the amplitude of $Z_{D,SEI}$ such that our theory agrees with experimental observations. Note that this value is close to unity in lithium-ion electrolytes. Large cation transference numbers have been observed in mesoporous systems which immobilize anions. A similar situation could emerge in nano-sized SEI pores. In principle, we could use other parameters such as the thermodynamic coefficient in the SEI to reduce the amplitude of $Z_{D,SEI}$. However, this leads to unreasonable parameter choices because of the quadratic appearance of $L$ in eq. (25c).

In summary, large transference numbers $\hat{t}_+ \approx 1$ are necessary to avoid contradicting experimental observations. Therefore, charge transport in the SEI has “solid electrolyte character” even if we assume ion transport in a liquid pore space.

4.3 Summary: Equivalent Circuits

In figs. 7c and 7d are an excellent approximation of the corresponding double layer thickness, i.e., $L \gg \lambda_{DL}$. This guarantees that diffuse layers do not overlap. We assume this in our interface reaction model.

Secondly, the interface reaction can only be represented as a standard RC element if the double layer width is constant in this frequency range. This width is given by the inverse value of $k_1$ or $k_2$. These quantities become constant below the transition frequency $f_{\text{trans}}$, see fig. 2. This transition coincides with the resonance frequency of the electrolyte semicircle. Therefore, our analysis requires $f_1 \ll f_E$ or $R \gg \lambda_{DL}/\kappa$.

Equations (72) and (76) are based on the green wiring in figs. 7c and 7d. These approximations are valid if certain resonance frequencies are well separated, i.e., $f_D < f_E$, $f_D' < f_E'$, or $f_{SEI} < f_{\text{trans}}$. This assumption separates the impedance into several distinct contributions. The dotted alternatives do not require these assumption, but they result in a single convoluted impedance expression instead.

5 Validation with Experiments

We now compare our impedance model to the experiment performed by F. Wohde et al. They measured the impedance of a symmetric Li-metal cell with planar electrodes. The measurements were performed in a custom cell that allowed varying the distance between the electrodes. After flooding the cell, its impedance was measured continuously in the high to intermediate frequency range. In this way, the interface resistance was probed during the initial formation of the SEI. It became constant after $24 - 48$ hours, indicating that stable surface films had formed. Impedance measurements were performed only after this time.

We use the impedance data for the Li-TFSI electrolyte in a tetraglyme (G4) solution. The Li-TFSI concentration of the electrolyte was equal to $c_{\text{salt}} = 2.75 \text{ mol}^{-1}$. Measurements were performed for electrode distances of 130, 150, 290, and 330 $\mu$m. The impedance data is shown in fig. 8. At first glance, four distinct features can be identified:

Firstly, the ohmic resistance of the electrolyte $R_E$ is equal to 7.5, 8.8, 17.6, and 19.3 $\Omega$, increasing in proportion to the distance between the electrodes. This contribution is subtracted from the data shown in fig. 8. In this way, all remaining features align in the figure.

Secondly, the high frequency semicircle observed in these measurements is not influenced by the electrode distance. Therefore, only interfacial processes like charge transfer reaction $Z_t$ or the SEI resistance $Z_{SEI}$ can be assigned to this resonance. A closer investigation reveals that this semicircle is depressed, suggesting that it contains at least two of these resonances which overlap in frequency space. These processes occur between 30 and 3000 Hz and contribute approximately $250 \Omega$.

Thirdly, a small impedance contribution of approximately $30 \Omega$ is present in the intermediate frequency range between 10 and 0.1 Hz. This resonance slightly overlaps with other resonances such that we cannot dis-
Figure 8: (a) Nyquist plot. (b) Bode plot, the x-axes of the inset aligns with the main x-axes. Both plots show the impedance of a symmetric Li-Li cell with a Li-TFSI tetraglyme electrolyte. Crosses mark experimental data points measured by Wohde et al.\(^{33}\) Solid lines show our simplified impedance model according to eq. (76). The main sets show this model with parameter set I whereas parameter set II is used in the insets. Both parameter sets are listed in tables SI-1 and SI-2.

...tistinguish whether it has a semicircle or a Warburg type shape. Due to its low frequency, only \(Z_I\) and \(Z_{D,SEI}\) are reasonable candidates. We conclude this because the amplitude of this resonance does not scale with the electrode distance. Additionally, typical resonance frequencies of the SEI are much larger, such that only these two candidates remain.

Fourthly, the measurements contain a diffusion type impedance contribution at very low frequencies (10\(^{-4}\) – 10\(^{-3}\) Hz). Its amplitude scales linearly with the electrode distance so that it can be identified as \(Z_D\).

In conclusion, \(Z_D\) can be directly identified in these measurements. Assigning \(Z_{SEI}\), \(Z_I\), and \(Z_{D,SEI}\) to the features observed in the experiment is not as simple. We suggest two different parametrizations of the impedance model for this reason. Figure 8 shows the main parametrization in the outer plot and the alternative parametrization in the insets. Let us first discuss parameters that these two options share.

The impedance model itself is over-parametrized. This means that an impedance measurements alone is insufficient to determine each parameter of the model. Instead, a subset of parameters must be known from independent experiments so that the remaining parameters can be identified. Not all parameters are experimentally accessible. For instance, the porosity \(\varepsilon\) and tortuosity \(\tau\) of the SEI. These parameters are chosen as \(\varepsilon = 0.1\) and \(\tau = 3450\). Note that these parameters and the SEI thickness \(\hat{L}\) determine \(R_{SEI}\), the resistance of the SEI see eq. (79). Then, according to eq. (81), the only parameter remaining to tune the corresponding resonance frequency is \(\hat{E}\).

The resistance of the interface reaction is defined by the parameter \(\mathcal{R}\). Originally, the model predicts that the corresponding resonance frequency is determined by \(\mathcal{R}\) and \(\lambda_{DL}\) which depends on \(F_{salt}, \varepsilon_{R}\) and \(\gamma\), see eqs. (SI-71) and (75). As discussed in sec. 3.2.3, model simplifications can lead to an incorrect prediction of the interface capacitance in real systems. We consider this by adjusting the double layer thickness with the dimen-
sionless parameter $\zeta$, see eq. (59). In principle, $\lambda_{DL}$ could also be adjusted with other model parameters such as $F_{\text{salt}}$, see eq. (SI-71). However, this would lead to inconsistencies with other impedance contributions.

As mentioned above, we identify the diffusion impedance $Z_{D}$ clearly in the experiment. The resonance frequency of this effect is equal to 1.16, 0.59, 0.15, and 0.11 mHz for the four different electrode distances. From this we obtain $D_{\text{salt}}^{*}$ by inverting eq. (71) and averaging the four results, resulting in $D_{\text{salt}}^{*} = 8.8 \times 10^{-12}$ m$^2$s$^{-1}$. We estimate the partial molar volumes of the electrolyte with literature data for a different salt concentration.\textsuperscript{33} $R_D$, the amplitude of $Z_D$ is then used to identify another parameter, see eq. (25c). At this point, only the thermodynamic coefficient $F_{\text{salt}}$ and the transference number $t_+$ are unknown. Typically, $F_{\text{salt}}$ can be measured independently, e.g., in a concentration cell experiment. However, data for $F_{\text{salt}}$ is not available in literature for the highly concentrated solution at hand. We use a different approach for this reason. The transference number is taken from\textsuperscript{33,60} which is calculated as follows

$$t_+ = \frac{R_E}{R_E + R_D} = 0.0245. \quad (88)$$

As discussed by Doyle and Newman\textsuperscript{61} this equation correctly gives the transference number for a dilute/ideal electrolyte. Note that neither of these assumptions are applicable to this system. After choosing $t_+$, we calculate the thermodynamic factor with the impedance data resulting in $F_{\text{salt}} = 6.2$. The large thermodynamic factor illustrates the non-ideal behavior of the system. This implies that eq. (88) gives a flawed estimate for the transference number. However, this uncertainty could be removed by measuring the thermodynamic factor independently\textsuperscript{62} and using the impedance measurement to determine the transference number.

We now elaborate on the differences between both parameter sets. They are summarized in the SI, see tables SL-1 and SL-2.\textsuperscript{61} In our main parametrization, both $Z_{SEI}$ and $Z_{I}$ overlap and form the high frequency semicircle. $R_{SEI}$ and $R_{I}$, the resistances of the SEI and the interface reaction are determined by choosing $L$ and $R$. With the choice listed in table SL-1 these contributions amount to $R_{SEI} = 102 \Omega$ and $R_{I} = 168 \Omega$. The resonance frequencies are then adjusted with the choices $\zeta = 5$ and $\bar{\varepsilon}_R = 131$. Then, $Z_{D,SEI}$ must be assigned to the intermediate resonance. At this point, $\hat{t}_+$ is the only parameter left to scale this impedance contribution. The model fits well to the data if we choose $\hat{t}_+ = 0.9$.

In the alternative parametrization, we attribute the high frequency resonance to $Z_{SEI}$ alone. To this aim, we increase $R_{SEI}$ by increasing the SEI thickness to 67 nm. Then, the SEI resistance accounts for $R_{SEI} = 273 \Omega$. At the same time we adjust the relative permittivity of the SEI to move this semicircle to the correct resonance frequency, $\bar{\varepsilon}_R = 347$. $Z_{I}$ is attributed to the intermediate frequency resonance resulting in a lower value for $R$ so that $R_{I} = 23 \Omega$. However, shifting the corresponding resonance frequency to the intermediate regime requires a significant correction of the interface capacity, i.e., $\zeta = 0.02$. Finally, $Z_{D,SEI}$ is parametrized so that its amplitude is small. In this case, $Z_{D,SEI}$ can be neglected if $\hat{t}_+ = 0.97$.

Both models show good qualitative agreement with the experiment, see fig. 8. Naturally, the first parametrization has a better quantitative agreement with the data as it correctly predicts the depressed semicircle. However, this depression could also be caused by an inhomogeneous distribution of SEI properties. The main parametrization also requires more reasonable corrections. For instance, the interface capacity needs to be corrected by a factor of 5 in the main whereas a factor of 50 is needed in the alternative one. Both parametrization require large values for the relative permittivity of the SEI. However, the value needed in the alternative option is even larger so that it is difficult to justify (135 vs. 347). A better understanding of which parametrization is correct can be obtained by observing the high frequency impedance during the initial SEI formation. This would easily allow the identification of SEI impedance contributions which increase during this time.

Both parametrization share a large lithium transference number to describe the transport in the SEI pores. Here, the values 0.9 and 0.97 are used, indicating that transport in the SEI pores is qualitatively different from transport in the bulk electrolyte. As argued above, this behavior can be explained by immobilization of anions in the porous SEI structure.\textsuperscript{33} Although these two values are similar, they cause a significant change in the cell impedance. In the first parametrization, $R_{D,SEI}$ is equal to 15 $\Omega$ creating a visible resonance between the interface semicircle and the low frequency infinite-length Warburg. In contrast, in the second parametrization, $R_{D,SEI}$ is equal to 1.5 $\Omega$ so that $Z_{D,SEI}$ is overshadowed and not visible. Note that a smaller value of $\hat{t}_+$ would result in a much larger amplitude of $Z_{D,SEI}$ and can be ruled out. Therefore, the model predicts lithium-ion transference numbers close to one in the SEI phase.

In conclusion, the assumption that charge transfer in the SEI is facilitated by liquid electrolyte in small SEI pores predicts the emergence of an additional feature in the cell impedance. For the experiment at hand, this feature dominates the impedance response if the lithium-ion transference number in the SEI is not adjusted ($\hat{t}_+ = 0.0245 \rightarrow R_{D,SEI} = 1868 \Omega$). Our model only agrees with the experiment if large lithium-ion transference numbers are chosen in the SEI phase. This indicates that lithium ions move in the solid phase of the SEI or that lithium-ion transport in the SEI pores has solid-electrolyte character.
6 Conclusions

In this article, we present an analytical impedance model for a symmetric cell with planar electrodes. We model the solid-electrolyte interphase (SEI) as a porous surface layer. Our model relies on a thermodynamically consistent theory for electrolyte transport. We take special care that transport parameters as the diffusion coefficient and the transfer numbers are well defined. This implies the consistent definition of a reference velocity, the center-of-mass velocity in our case. Our analytic expressions for impedance spectroscopy show that this is especially relevant for concentrated electrolytes.

To reveal the parameter dependence of the impedance spectrum, we perform a step-by-step procedure. We begin by calculating the impedance spectrum for locally electro-neutral systems without SEI. Finally, we relax the condition of local electro-neutrality and include transport through a porous SEI. Most importantly, we describe diffusion impedances or Warburg short elements and reveal their dependence on the transfer number. Thus, we suggest to use impedance spectroscopy for the determination of the transference number or the thermodynamic factor in the bulk electrolyte and the SEI.

Our analytical impedance expressions are approximately described with common equivalent circuit models. We identify and discuss the frequency range and parameter space in which equivalent circuit methods are valid.

We predict the thickness of charged electrochemical double-layers based on the Poisson equation. Thus, in our model, the standard Debye length defines the double-layer capacitance and the resonance frequency of the interface reaction semicircle. However, this frequency does not agree with experimental data for a Li-TFSI tetraglyme solution with Li-metal electrodes. This indicates that charged double-layers of the reference state cannot be neglected when calculating the impedance response. Furthermore, ion adsorption on the electrode surface contributes significantly to the interface capacitance of this system.

Our model explores the assumption that charge transport through the SEI is enabled by small pores which are filled with electrolyte. This results in a second finite-length Warburg element in the impedance response of the cell. Only a SEI specific L$i^{+}$ transfer number close to one reduces the amplitude of this impedance contribution to levels that align with experiments. Therefore, charge transport in the SEI shows the characteristics of a solid electrolyte even if transport in a liquid environment is assumed. We therefore propose to describe lithium-ion transport in the SEI with a specific theory for solid electrolytes.
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