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Abstract. Image recognition and classification using a convolution neural network is an important application of image processing. How too reasonably to design the convolutional layer of the convolutional neural network, the number of hidden layers and optimize the parameters of the convolutional neural network to ensure high accuracy and efficiency in image recognition and classification are an extremely important part. The core of this thesis is the model design and parameter optimization of deep convolutional neural networks. This paper mainly designs, implements, optimizes and adjusts the model structure of the convolutional network of Tensor Flow framework platform. We redesigned the convolutional neural network model to a depth of 19 layers and used two data sets for training, testing and parameter optimization. Experimental results show that the convolution neural network models presented in this paper is superior to other neural network models in accuracy and efficiency of image recognition and classification, and has a good guiding role in solving practical engineering problems.

1. Introduction
For convolutional neural networks, it is a kind of neural network with deep structure and containing convolution calculation, which is one of the representative algorithms of deep learning [13, 14]. The study of convolutional neural networks began in the 1980s and 1990s, with TDNN [46] and LeNet-5[28] being the first convolutional neural networks. With the continuous development of the theoretical discipline of deep learning, convolutional neural networks have also developed rapidly. The convolutional neural network structure can be roughly composed of three parts, which are called the input layer, hidden layer, and output layer. Taking LeNet-5 as an example, the order of the three common structures in the hidden layer is usual: input → convolution layer → pooling layer → convolution layer → pooling layer → fully connected layer → output. As shown in Figure 1:
The function of the input layer is to input the reprocessed data onto the neural network model. Specifically, the data is input into the hidden layer, the convolution layer, the pooling layer, and the fully connected layer. The function of the convolution layer is to extract features of the input data. The convolution layer contains multiple convolution kernels, and each element of the convolution kernel corresponds to one weight and one deviation. Like a neural network neuron, the size of the convolution kernel is manually set. The size of the commonly used convolution kernel is 1x1, 3x3, and 5x5. In this paper, multiple convolution kernels are used, and the characteristics of size extraction of different convolution kernels are different. The purpose is to improve the ability to extract features. The activation functions as the convolution layer plays an important role in the ability of the model to enhance learning. Deep learning activation functions include Sigmoid function, Tanh function, pReLU function, ELU function, Maxout function, Leaky ReLu function, ReLu function and so on [15, 16, 20, 30, 33, 4, 26, 21, 5, 9, 17, 36, 37, 8]. Commonly used deep learning activation functions are sigmoid function, Tanh function, and ReLu function. The Sigmoid and Tanh have a very obvious disadvantage: when z is large or small, the derivative is almost zero, which is almost impossible to update in the gradient descent optimization. However, the most popular in machine learning is the correction of the linear unit ReLu. The ReLu function is shown in the Figure 2:
From the figure above, it is not difficult to see that the ReLu function is actually a piecewise linear function, which changes all the values less than zero into zero, while the values greater than zero remain unchanged. This operation is known as unilateral suppression from an academic perspective. This operation can make the neurons in the neural network sparsely active. Especially in the deep neural network model (such as CNN) plays an extremely important role.

In this paper, the entire model is activated using the ReLu function. After the feature map was extracted, the main function of the pooling layer are to perform feature selection and information filtering. The pooling operation in the convolution neural network not only reduces the dimensional of the data, but also improves the distortion tolerance of the model’s small amount of translation, scaling, and rotation in the input sample. At present, the most commonly used pooling methods are general pooling, overlapping pooling, empty pyramid pooling, maximum pooling method, average pooling method, etc.[24, 25]. This article uses the maximum pooling method. In this paper, behind the pooling layer are two fully connected layers, each neuron in the fully connected layer is fully connected with all neurons in the previous layer. The fully connected layer can integrate local information on class discrimination in the convolution layer or the pooled layer. To improve the performance of convolution neural networks, in this paper, the excitation function of each neuron in the two-layer fully connected layer uses the ReLu function. The output value of the last layer of the fully connected layer is passed to an output. This paper uses softmax-linear logistic regression for classification. The final layer of the convolution neural network model is also known as the softmax-linear layer. For a specific classification task, it is very important to choose a suitable loss function. The loss functions as deep learning guides the network parameter learning by the error back propagation generated by the prediction sample and the real sample marker. In deep learning, the commonly used loss functions are hinge loss function, ramp loss function, large interval cross-entropy loss function, central loss function, loss function of regression task, Tukey’s weight loss function, cross-entropy loss function. The cross-entropy loss function was also called the softmax loss function [45, 38, 10, 39, 22, 32, 7, 18]. It is the most commonly used classification target loss function of convolution neural networks, so the cross-entropy loss function was used in this paper. For the design of convolution neural network model, different comprehensive analysis of different application scenarios is needed. This paper mainly classifies different objects, adopts two data sets, one is a five-category flower data set, and the other is a five-category object data set with input sizes set to 64x64 RGB images.
2. Related work

2.1. Structure of the Paper

As shown in Figure 3. In this paper, the training process used roughly the same as that of other neural network training. The focus is on the structural design of the convolution neural network. Different data sets are placed under the same neural network structure model for training and testing, tuning, and optimization. As can be seen from the above flow chart, the first step is to obtain data, and the data is the basis. Without data, other steps cannot be performed. The second step is to process the data to remove unwanted noise and factors that harm the classification target so that the data can be better adapted to the neural network model to achieve better results. The third is that this paper reconstructs a convolution neural network models. The fourth is to put the reprocessed data onto the convolution neural network model for model training. The fifth is that after the training model is completed, the model is evaluated, and the parameters such as the learning rate in the model are adjusted and optimized to achieve the best purpose. The sixth is to save the trained model and test the trained model to realize the function of image classification and recognition.

2.2. Development Environment Construction

In this paper, the development of the convolution neural network models is based on TensorFlow–CPU. TensorFlow [2] is a symbolic mathematics system based on data flow programming. It is widely used in the programming implementation of various machine learning algorithms. TensorFlow is developed and maintained by Google’s artificial intelligence team Google Brain. Its predecessor is Google’s neural network algorithm library Disbelief [1]. During the environment construction process, the computer used in this program is ubuntu16.04, first install anaconda3, python3.7, TensorFlow, PIL, etc.

Figure 3. Overall structure diagram
2.3. Data Sets

2.3.1. Introduction to data sets. This article uses the flower photos data set and the yang data data set. The yang data data set is our dataset. The flower photos data set was created by Google’s research department and can be downloaded from http://download.tensorflow.org/example. Images/flower_photos.tgz. In this paper, the two data sets are processed and input into the designed convolution neural network model for training. The flower photos data set includes a total of 3,672 images of 5 flower types: daisies, dandelions, roses, sunflowers, and tulips. There are approximately 600-900 training sample images for each of these categories. The yang data data set includes five categories of objects: a backpack, a computer monitor, a computer mouse, a Segway, and a self-propelled-lawn-mower, for a total of 494 images. The main distribution of the data set is shown in Figure 4 and Table 1:

![Figure 4. Ten different objects](image)

| Yang-data data set                      | backpack | Computer-monitor | Computer-mouse | Segway | Self-propelled-lawn-mower |
|----------------------------------------|----------|------------------|----------------|--------|---------------------------|
| Number of objects                      | 100      | 100              | 94            | 100    | 100                       |

| Flower-photos data set                 | roses    | tulips           | dandelion     | sunflowers | daisy                     |
|----------------------------------------|----------|------------------|---------------|-------------|---------------------------|
| Number of flowers                      | 641      | 799              | 898           | 699         | 633                       |

2.3.2. Data set processing. The two methods of data collection used in this paper use the same data processing method. The total number of samples were generated: yang data data set generates 500 images with labels, and flower photos data set to generate 4000 images of labels. Since the original data set has different image sizes, the original image needs to be converted to 64x64 size. The detailed steps are as follows:

The first step is to create TFRecords data. Why do you want to make Records data? The TFRecord data file is a binary file that stores images and tags in a unified manner. It can make better use of memory. This article runs under the TensorFlow framework, it can be quickly copied, moved, stored, read, etc. in TensorFlow. TFRecord automatically assigns the same label to each class based on the input file class. In the data set of this paper, there are five categories, 0, 1, 2, 3, and 4. After running the code, a file in the form train.tfrecords is generated.

The second step is to read the tfrecord file. After the TFRecord file is created, the file is read into the data stream. In this paper, we want to check whether the classification is wrong, or in the subsequent network training process can monitor, output pictures, to observe the results of the classification and other operations, so we have read the TFRecord picture from the stream, and then save.

The third step is to preprocess the data. The third step is to process the data. First, we get all the image path names, store them in the corresponding list, and paste the labels into the label list. Second, the
generated image path and the tag list are scrambled. Next, batch processing, passing the generated list of get-batch (), converting the type, generating an input queue, and then reading the image of the queue of tf. Read-file (). Again, the image is decoded, and different types of images can’t be mixed, either with the jpg type or with the png type. After that, data processing is performed to rotate, scale, crop, and normalize the image, so that the calculated model is more robust. Finally, generate a batch. The processed data is input to the designed convolution neural network model structure.

2.4. Structural Design of Convolution Neural Network Model

The convolution neural network model structure designed in this paper consists of 8 layers of convolution layer, 6 layers of maximum pooling layer, 2 layers of Google Net [6] based convolution layer Mixed1 and Mixed2, 2 layers of fully connected layer, and 1 layer of Softmax classification layer. Initially, the preprocessed 64x64 image is fed to the convolution neural network, the 3x3 convolution kernel, and the RGB is 3. The convolution neural network padding='SAME' designed in this paper represents the graph of the padding after padding and the original image size is the same. The activation function ReLu (), stride is all 1, and the detailed convolution neural network model layer structure and parameter information are shown in Table 2.

| type         | Patch size/stride | Input size     | Output size     |
|--------------|-------------------|----------------|-----------------|
| Conv1        | 3x3/1             | 64x64x3        | 64x64x64        |
| Conv11       | 3x3/1             | 64x64x64       | 64x64x64        |
| Pooling1-1lrn| 3x3/2             | 64x64x64       | 32x32x64        |
| Conv2        | 3x3/1             | 32x32x64       | 32x32x64        |
| Pooling2-1lrn| 3x3/2             | 32x32x64       | 16x16x64        |
| Conv2d-1a-3x3| 3x3/1             | 16x16x64       | 16x16x64        |
| Conv2d-2a-3x3| 3x3/1             | 16x16x64       | 16x16x64        |
| Pooling3-1lrn| 3x3/2             | 16x16x64       | 8x8x64          |
| Mixed1       |                   |                |                 |
| Conv2d-1a-3x3| 3x3/1             | 8x8x64         | 8x8x64          |
| Conv2d-2a-5x3| 3x3/1             | 8x8x64         | 8x8x64          |
| Conv2d-2a-3x3| 3x3/1             | 8x8x64         | 8x8x64          |
| Conv2d-2a-3x3| 3x3/1             | 8x8x64         | 8x8x64          |
| Pooling4-1lrn| 3x3/2             | 8x8x64         | 4x4x256         |
| Mixed2       |                   |                |                 |
| Conv2d-1a-3x3| 3x3/1             | 4x4x256        | 4x4x256         |
| Conv2d-2a-3x3| 3x3/1             | 4x4x256        | 4x4x256         |
| Conv2d-1a-3x3| 3x3/1             | 4x4x256        | 4x4x256         |
| Conv2d-2a-3x3| 3x3/1             | 4x4x256        | 4x4x256         |
| Pooling5-1lrn| 3x3/2             | 4x4x256        | 2x2x1024        |
| Conv2d-11a-3x3| 3x3/1             | 2x2x1024       | 2x2x1024        |
| Conv2d-21a-3x3| 3x3/1             | 2x2x1024       | 2x2x1024        |
| Pooling6-1lrn| 3x3/2             | 2x2x1024       | 1x1x1024        |
| FC-loca13     | liner             | 1x1x1024       | 128             |
| FC-loca14     | liner             | 128            | 128             |
| Softmax-linear| classifier        | 128            | n-classes       |

Table 2. Structural Design of Convolutional Neural Network Model

Convolutional neural network model structure is shown in Figure 5. The figure is generated by the visualization tool Tensor Board, which represents the convolutional neural network model structure designed in this paper.
Figure 5. The neural network model structure consists of the following parts: data processing part, convolutional layer, pooling layer, Mixed1(Fig.7) and Mixed2(Fig.8), fully connected layer, classification layer, and finally calculates the loss and accuracy. Among them, Mixed1 and Mixed2, each layer consists of 4 parallel convolutional layers, and all neural network layers are optimized(Fig.6).
3. Training And Testing
I have introduced the overall organization chart, data set configuration and convolution neural network model design and convolution neural network model layer structure and parameter information. Next, I will introduce the training process and testing process of convolution neural networks.
3.1. Training
For the training process, the paper published by Krizevsky et al. [23] at NIPS 2012 details the training of the model in ILSVRC 2012. That is, training is performed by using small-batch gradient descent (based on backpropagation [29]) and momentum-optimized polynomial logistic regression targets. In this paper, in the training process of the convolution neural network model, the data set size of the input dataset is 64x64 for both data sets, the batch size is set to 20, and the learning rate is initially set to 0.1, but the accuracy of the verification set is not ideal. Finally, the learning rate is set to 0.0001, and the maximum number of steps for training is 10,000. The optimization function uses the Adam function. Of course, you can also use BGD gradient descent, SGD random gradient descent, momentum, AdaGrad, RMSprop and other optimization functions [3, 34, 27, 11, 40, 12, 31]. This article only uses the Adam function to optimize the network model. During the running of the code, the training error and accuracy are output every 10 steps. After the training is completed, the training results are evaluated. If not, the parameters of the neural network model are debugged, optimized, and retrained until the expected Effect. Finally save the results.

3.2. Testing
In this paper, two kinds of data sets are used to train the same designed neural network. The main function is to classify the problem and test it from the collected pictures to see if it can achieve the intended purpose. The experimental results show that the convolution neural network structure model designed in this paper can achieve the intended purpose, and in the process of testing, not only can the purpose of classification and identification be achieved, but also the probability of inputting to the object.

4. Training Results
The following part is the structure of the training and verification obtained by the two data sets in this paper. The result is realized by the programmed code. During the training process, the parameters are saved once every round. Parameters include input batch size, maximum number of steps to train, training loss, training accuracy, and more. The results of the following chart are implemented by the visualization tool TensorBoard.

4.1. Results of Training with Yang data Set

![Figure 9. Loss-1](image1)

![Figure 10. Loss](image2)
The above is the result of training the yang data set through data processing into the convolutional neural network model. Fig.9 is a training 10,000 step, outputting an error every 10 steps, and Fig.9 shows the error stability range during a training. Fig.10 showing the downward trend of the training loss value during the training. As can be seen from Fig.10, the training error is declining. When the training reaches about 1000 steps, the training error tends to be the smallest, which is exactly what we expect. Fig.11 reflects the training of 10,000 steps, outputting accuracy every 10 steps, and Fig.11 shows the range of precision stability during a training. As can be seen from Fig.12, when training to the 800th step, the training accuracy rate is the highest, which proves that the training loss value is getting smaller and smaller, the accuracy rate is getting larger and larger, and the expected effect can be achieved.

4.2. Results of Training with Flower photos Data
The above is the result of using the flower photos data set to be trained by data processing into the convolution neural network model. Fig.13 is a training 10,000 steps, outputting an error every 10 steps, the stability range during the whole training process and Fig.14 is the trend of the training error. As can be seen from Fig.14, the training error is decreasing, when the training is reached. At about 9500, the training error tends to be minimal, which is exactly what we expected. Fig.15 is a training of 10,000 steps, outputting an accuracy rate every 10 steps, indicating the range of stability during the entire training process, and Fig.15 is the trend of training accuracy. As can be seen from Fig.16, the training accuracy is constantly improving. When the training reaches about 9,500 steps, the training accuracy tends to be the largest, which is also the result we want.

5. Verification Results
The yang data data set was applied to the convolution neural network model for training after data processing, and the training model was obtained. I collected 50 pictures from the network, named yang-val-data verification set, and verified the network model with 10 pictures of each type. The verification results are shown in Table 3.

| Yang-Val-data | Backpack (accuracy (%)) | Computer-monitor (accuracy (%)) | Computer-mouse (accuracy (%)) | Segway (accuracy (%)) | Self-propelled-lawn-mower (accuracy (%)) |
|---------------|-------------------------|---------------------------------|-------------------------------|----------------------|------------------------------------------|
| 1             | 94.0148                 | 66.9741                         | 99.9733                       | 100.0000             | 99.9999                                   |
| 2             | 100.0000                | 99.997                         | 88.389                        | 100.0000             | 99.9999                                   |
| 3             | 99.9789                 | 99.9992                        | 99.9861                       | 99.5974              | 100.0000                                 |
| 4             | 100.0000                | 99.9992                        | 99.9321                       | 59.1519              | 92.1306                                   |
| 5             | 100.0000                | 99.9996                        | 99.9979                       | 98.7866              | 98.2689                                   |
| 6             | 97.0852                 | 99.991                         | 99.995                        | 75.5642              | 100.0000                                 |
| 7             | 99.9912                 | 99.9954                        | 99.9951                       | 99.9996              | 99.9766                                   |
| 8             | 99.9604                 | 99.7762                        | 88.9416                       | 99.7657              | 100.0000                                 |
| 9             | 97.4838                 | 43.9528                        | 100.0000                      | 99.9999              | 100.0000                                 |
| 10            | 100.0000                | 100.0000                       | 99.9999                       | 99.9999              | 99.9947                                   |
| Average       | 98.85143                | 91.06422                       | 97.721                        | 93.28625             | 99.03706                                  |
| Overall accuracy (%) | 95.991992            |                                 |                               |                     |                                          |

Table 3. The yang-val-data verification set is divided into five types of objects, and there are 10 pictures for each type of objects. The names of these 10 pictures are named with Numbers, and the Numbers of each type of objects are numbered from 1 to 10. Verify the accuracy of all pictures, calculate the average accuracy of each category, and finally calculate the accuracy of all verified pictures as the verification result of this experiment.

The flower photos data set was processed into the convolution neural network model for training, and the training model was obtained. I collected 50 pictures from the network and named them as flower-photos-val-data verification set. 10 pictures of each type were used to verify the network model. The verification results are shown in Table 4.
Table 4. Verification Results

| Flower-photos-Val-data | Roses (accuracy (%)) | Tulips (accuracy (%)) | Dandelion (accuracy (%)) | Sunflowers (accuracy (%)) | Daisy (accuracy (%)) |
|------------------------|----------------------|-----------------------|--------------------------|---------------------------|---------------------|
| 1                      | 99.5858              | 67.7543               | 89.3952                  | 99.2597                   | 95.5429             |
| 2                      | 99.8014              | 99.875                | 99.4264                  | 99.8941                   | 99.3655             |
| 3                      | 98.75                | 99.6056               | 92.1319                  | 99.4332                   | 99.8825             |
| 4                      | 66.7943              | 85.9854               | 97.0716                  | 99.9296                   | 93.9432             |
| 5                      | 99.9524              | 99.3161               | 86.6512                  | 93.6375                   | 88.8055             |
| 6                      | 96.2451              | 97.9132               | 99.2857                  | 99.8844                   | 99.9206             |
| 7                      | 95.5656              | 97.9422               | 84.1936                  | 98.7341                   | 98.3271             |
| 8                      | 99.0375              | 99.3779               | 92.2862                  | 90.4665                   | 99.3953             |
| 9                      | 97.9202              | 92.6182               | 99.2182                  | 98.5249                   | 97.9999             |
| 10                     | 99.1148              | 99.3124               | 99.8441                  | 96.6088                   | 44.1493             |
| Average accuracy (%)   | 95.27671             | 93.97003              | 93.95041                 | 97.63728                  | 91.73318            |
| Overall accuracy (%)   | 96.313522            |                       |                          |                           |                     |

Table 4. Flower-photos-val-data verification set is divided into five types of objects. Each type of object has 10 pictures. Verify the accuracy of all pictures, calculate the average accuracy of each category, and finally calculate the accuracy of all verified pictures as the verification result of this experiment.

6. Comparison of Results

Compare with existing ILSVRC classification methods. My model method is called “YANG”. The results of the existing ILSVRC classification methods in the following list are compared with the results of the model method in this paper, which proves that the method is feasible and achieves a good classification recognition effect. Table 5:

Table 5. The Training Accuracy And Testing Accuracy of Different Models In Object Classification And Recognition

| Method                          | Train accuracy (%) | Test accuracy (%) |
|---------------------------------|--------------------|-------------------|
| Zeiler & Feng [44] (6 nets)     | 85.3               | 85.2              |
| Clarifai [35] (multiple nets)   | -                  | 88.3              |
| MSRA [19] (11 nets)             | -                  | 91.9              |
| CoogLeNet [41] (7 net)          |                    | 93.3              |
| VGG (2 nets, multi-crop & dense eval.) [42] | 93.2            | 93.2              |
| YANG                            |                    |                   |
| Yang-data                       | 99.9778            | 95.991992         |
| Flower-photos                   | 99.9987            | 96.313522         |

Table 5. This table is the training accuracy and test accuracy of different models in object classification and recognition tasks in recent years. The YANG model is designed by myself, and theyang data data set and flower photos are adopted for training and testing, which are compared with the results of other models.

7. Conclusion

In this paper, the designed convolution neural network structure performs maximum pooling every two convolution layers. In Mixed1 and Mixed2, we have widened the neural network. Finally, two fully connected layers and one Softmax layer are added, and experiments are carried out through two different
data sets. Experiments show that the convolution neural network structure designed in this paper can achieve the purpose of classifying images well. A good result has been achieved in classification accuracy. Besides, this article only uses an activation function, a loss function, a classifier, and other functions that have not been tried in this article. In future work, I think it is also a problem worth studying.
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