Test case generation for agent-based models: A systematic literature review

Andrew G. Clark, Neil Walkinshaw, Robert M. Hierons
The University of Sheffield, UK
{agclark2, n.walkinshaw, r.hierons}@sheffield.ac.uk

Abstract

Context: Agent-based models play an important role in simulating complex emergent phenomena and supporting critical decisions. In this context, a software fault may result in poorly informed decisions that lead to disastrous consequences. The ability to rigorously test these models is therefore essential.

Objective: Our objective is to summarise the state-of-the-art techniques for test case generation in agent-based models and identify future research directions.

Method: We have conducted a systematic literature review in which we pose five research questions related to the key aspects of test case generation in agent-based models: What are the information artifacts used to generate tests? How are these tests generated? How is a verdict assigned to a generated test? How is the adequacy of a generated test suite measured? What level of abstraction of an agent-based model is targeted by a generated test?

Results: Out of the 464 initial search results, we identified 24 primary publications. Based on these primary publications, we formed a taxonomy to summarise the state-of-the-art techniques for test case generation in agent-based models. Our results show that whilst the majority of techniques are effective for testing functional requirements at the agent and integration levels of abstraction, there are comparatively few techniques capable of testing society-level behaviour. Furthermore, the majority of techniques cannot test non-functional requirements or “soft goals”.

Conclusions: This paper reports insights into the key developments and open challenges concerning test case generation in agent-based models that may be of interest to both researchers and practitioners. In particular, we identify the need for test case generation techniques that focus on societal and non-functional behaviour, and a more thorough evaluation using realistic case studies that feature challenging properties associated with a typical agent-based model.
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1 Introduction

In recent years, computational models have become increasingly popular in a variety of domains, with applications ranging from economic modelling [1] to public health [2]. The ability to model and understand vast quantities of data, coupled with the increased availability of data, have helped to establish the computational model as an essential research tool. Agent-based models are one variety of computational model that are used to simulate complex scenarios involving many individuals, often to inform social and economic policies, including national responses to the recent COVID-19 pandemic [3, 4, 5]. With such critical applications, poor modelling assumptions or software faults can lead to serious repercussions. Software testing is an essential software engineering practice that aims to ensure the quality of software products, including the identification and removal of faults. The time and effort necessary to test software and achieve such quality are significant, often accounting for over 50% of total project costs [6]. In recent years, a variety of techniques have been proposed to alleviate the cost of testing, from search-based testing [7] to fuzzing [8], that automate or partially-automate various testing activities such as the creation of test cases.

Of all software testing activities, perhaps the most labour-intensive and time-consuming activity is the creation of test cases [9]. As a consequence, the topic of test case generation has received significant attention in recent years, leading to a variety of surveys, techniques and tools supporting the automatic or semi-automatic derivation of test suites [10]. However, for many real-world applications, it remains unclear how effective these tools and techniques are, with areas such as scientific software requiring further empirical study to establish their applicability [11].

Agent-based modelling is one area where the applicability of existing test case generation techniques is unclear. Due to their often non-deterministic nature coupled with their complex emergent behaviour, agent-based models present significant challenges for test case generation [12, 13]. For example, in response to the ongoing COVID-19 pandemic, the UK government has used an agent-based model developed at Imperial College London to inform an economic policy estimated to cost £192.3bn over the 2020-2021 financial year [3, 14]. Despite the importance of testing such critical software, the model contains only basic integration tests configured to a specific set of parameters [15]. To this end, there have been several recent calls for improved techniques for validation and testing of predictive models [16, 17].

Clearly, there is a need for tools and techniques that make software testing an accessible practice for both researchers and practitioners regardless of their discipline. In this review we aim to identify the current state-of-the-art techniques and future research directions for test case generation in agent-based modelling, paying particular attention to their potential real-world applications. In order to achieve a fair and comprehensive survey of the
existing test case generation literature in the agent-based modelling field, 
this paper reports the results of a systematic literature review in accordance 
to the guidelines proposed by Kitchenham and Charters [18].

The remainder of this work is organised as follows: in Section 2, we pro-
vide an overview of agent-based models and test case generation. In Section
3, we present the research methodology including the research questions and 
review procedure. In Section 4, the results of the systematic literature re-
view are presented, followed by a discussion of some particularly interesting 
observations in Section 5. In Section 6 we conclude the review and present 
potential future directions for research.

2 Background

In this section, we introduce the context and core concepts that concern this 
review, namely test case generation and agent-based models. An informal 
definition of test case generation will be provided and then revisited in the 
context of an agent-based model. In addition, the challenges associated with 
testing an agent-based model and their impact on the test case generation 
process are highlighted.

2.1 Agent-based models

An agent-based model is a system of autonomous processes characterised by 
sets of individual and collective goals which, upon execution, typically result 
in complex emergent behaviour. Whilst there is no universal definition of 
an agent, there are several criteria introduced by Crooks et al. [19] that are 
generally agreed upon as defining features of an agent:

1. Autonomy: agents are self-governing individuals that make decisions 
and act without centralised influence.

2. Heterogeneity: agents are diverse individuals that are distinguished by 
differences in their characteristics (e.g. age, gender, height).

3. Active: agents percept and affect their environment, including other 
agents, to achieve their goals.

Many different forms of agent-based model and similar paradigms exist, 
from the beliefs, desires and intentions framework [20] (BDI agents) to cel-

ular automata [21], however, in practice the concepts tend to overlap. In 
this review we consider an agent-based model to be an umbrella term that 
captures all of the above criteria.1

1For reasons of practicality a line is drawn at physical and cyber-physical systems as these topics fall into the field of robotics, though one could argue that they also fall into the agent-based category.
Agent-based models lend themselves to modelling theory-driven phenomena [22] such as the impact of social policies [23] or the spread of infectious disease [24], where the underpinning mechanisms are well-understood, but their larger-scale implications are not. A recent example of a significant agent-based model is the COVID-19 pandemic model developed at Imperial College London; a complex simulation that has been used to inform the United Kingdom’s response to the COVID-19 pandemic [3]. However, COVID-19 models have received criticism [25, 17] highlighting a lack of transparency, reproducibility, and an urgent need for more rigorous validation. To this end, software testing techniques may be applied to generate test cases that exercise the system under different conditions to reveal software faults and validate the model.

2.2 Test case generation

Informally, test case generation is the activity in which test cases are created either manually, semi-automatically or automatically to expose faulty behaviour in a software system. In general, an approach to testing relies on four key components: an information artifact, a generation mechanism, test data adequacy criteria and a test oracle. Here we define these components alongside fundamental testing concepts that will be mentioned throughout the paper and present an overview of the test case generation process used to frame and motivate our research questions.

- **Test** - The act of exercising software with test cases with the goal of discovering faults or demonstrating correctness [26].

- **Test case** - A set of inputs, preconditions and expected outcomes associated with a particular program behaviour [26].

- **Test suite** - A collection of test cases [27].

- **Test execution** - An execution of the system-under-test constrained to the conditions specified by a given test case.

- **Information artifact** - A source of information from which test cases may be derived. An information artifact can take the form of a formal specification, a design document or source code, and provides information about the functionality or goals of the system that are necessary to produce meaningful test cases.

- **Generation mechanism** - An algorithm or strategy used to produce a test case from an information artifact. A generation mechanism is central to the creation of test cases, such as the application of mutation operators to seed test cases or the use of user-defined input generation rules.
• **Test data adequacy criterion** - A measure of test case quality with respect to a testing goal such as coverage [28]. A test data adequacy criterion is often used to guide test case generation towards achieving the defined goal.

• **Test oracle** - A procedure that determines whether a given test execution of the system-under-test is correct or not [29]. A test oracle may be specified, derived, implicit, or human.

In light of these definitions, test case generation may be described as the process by which a test suite is generated from an information artifact using a generation mechanism, often guided by a test data adequacy criterion. Following the generation of a test case, its execution on the system-under-test should be judged by a test oracle to determine whether it passes or fails. However, it is important to note that these features are not essential for test case generation, but are necessary to consider as part of the larger testing process. A generalised overview of the testing process is presented in Figure 1 below.

![Figure 1: An overview of the testing process.](image)

### 2.3 Testing agent-based models

Software testing is a significant challenge in the context of agent-based models. This is partly due to the challenging features of an agent-based model [30], but may also be attributed to the domain in which agent-based models are typically developed, such as epidemiology and social sciences, where
there are few formally trained software engineers with testing experience [11]. Additionally, with multiple levels of abstraction, an agent-based model requires the consideration of several different testing objectives. Nguyen et al. propose five levels of abstraction to consider when testing agent-based models [31], these are as follows:

1. Unit: Testing of individual units that make up an agent, including code, goals and plans.

2. Agent: Testing the integration of the different units of an agent, amounting to their ability to act as an individual.

3. Integration: Testing the interaction of agents, the interaction of agents with their environment, and communication protocol and semantics.

4. Society: Testing the multi-agent system as a collective, including the macroscopic and emergent behaviour of the overall system.

5. Acceptance: Testing the multi-agent system in the real execution environment to verify whether the implementation meets stakeholder goals.

Agent-based models have unique properties that pose significant challenges for software testing. These challenges affect all levels of abstraction, including individual agents, interacting agents, and the resulting society of agents.

Agents are autonomous; they can proactively plan and adapt their behaviour to achieve specific goals [32]. With control over their state [33], agents may derive new plans of their own accord to tackle problems in previously unknown ways [34]. However, autonomous behaviour also exacerbates the test oracle problem [29]: how can we determine whether newly introduced behaviour is correct or incorrect, given that it is absent in the specification?

Agents can interact with many other agents and their environment concurrently, leading to a potentially intractable number of different interactions and scenarios [35]. As a consequence, integration-level testing suffers from the problem of controllability [36]. Due to the large number of autonomous interactions, it is difficult to instantiate test cases that will consistently lead to the desired output. Therefore, it is particularly difficult to control and test social behaviour in an agent-based system.

On a macroscopic scale, autonomy and agent interaction lead to complex patterns of social behaviour, known as emergent behaviour. Emergent behaviour is difficult to test as it may require significant time to develop, is not always guaranteed to occur, and cannot be predicted from the characteristics of the involved agents alone [37]. Additionally, a tester must
first address the challenges that hinder the lower levels of testing to achieve society level testing.

Testing an agent-based model generally involves executing the model under a particular set of conditions for the agents and their environment. To ascertain whether the model is correct, the resulting outcome is then compared to the expected outcome, which may be captured in either a formal or informal specification. However, due to the wide variety of different agent-based modelling paradigms, frameworks, and tools, the testing process will vary. For example, a technique developed for testing the conformance of messages sent between message-passing agents may not be compatible with a model involving proximity-based interactions.

In the context of an agent-based model, test case generation involves the creation of valid and invalid input data that trigger a particular sequence of events [38]. Test case generation may be manual, or may be automated in various ways to support the testing process outlined in Section 2.2. A comprehensive technique may also cover other aspects of the testing process, such as an agent-specific test adequacy criterion to guide test case generation towards achieving a testing goal. A test oracle may also be provided to assign verdicts to test cases.

2.4 Related work

To the best of the authors’ knowledge, there are no existing systematic literature reviews on the topic of test case generation for agent-based models. However, there are several systematic reviews of related topics.

Bakar and Selamat [39] conducted a systematic literature review and mapping on the topic of agent systems verification, focusing on techniques for checking agent properties and fault detection during the stages of the agent-based development process. In comparison to our own literature review, Bakar and Selamat’s review has a wider scope as it investigates testing techniques for agent systems in general, mapping the different properties and faults that existing techniques may detect, whereas our review focuses on test case generation specifically and explores this process in greater detail. Despite having a different scope, many of the results from Bakar and Selmat’s review support our own observations. For example, Bakar and Selmat’s mapping of the types of properties tested by existing techniques reveal that functional requirements can be tested using many techniques, whilst non-functional requirements cannot. This aligns with our own observation that techniques for generating functional test cases are well-established, whilst there are fewer techniques that target non-functional requirements.

Blanes et al. [40] present a systematic review of requirements engineering in the development of multi-agent systems. Whilst this work does not focus on testing or test case generation for agent-based models, it covers different aspects of requirements engineering including specification and validation
that have some relevance to our own review. In this work, ontologies are recognised as a technique to deal with requirements, supporting the use of ontologies as a formal information artifact in our taxonomy. Blanes et al. also indentified that roughly a quarter of the literature they reviewed provided some form of automated validation, highlighting the need for new automatic approaches to test agent-based models.

Arora and Bhatia [41] conduct a systematic review of agent-based test case generation for regression testing. Whilst this approach is relevant to test case generation, it reviews agent-based approaches to test case generation, whereas our literature review is concerned with test case generation approaches for agent-based models. That is, this review investigates the use of agents for testing rather than how agents can be tested. Although this review does not have any significant relevance to our own, it is necessary to highlight the difference as, based on the title alone, it would appear to be similar.

Existing reviews have covered verification in agent systems, requirements engineering for multi-agent systems, and the use of agents to generate test cases for regression testing. However, these reviews do not consider the components supporting test case generation, such as specification languages or test oracles, in-depth. Our review addresses this gap by reviewing the artifacts used to form tests cases, generation mechanisms, test oracles, test adequacy metrics, and levels of testing abstraction achieved. To that end, our review covers not only the state-of-the-art test case generation techniques for agent-based models but also the individual components on which these techniques depend.

3 Research methodology

In recent years agent-based technology has increased in popularity across a variety of domains ranging from epidemiology [42] to economics [43]. Meanwhile, significant advances in software testing have revolutionised the way we test complex systems, such as the emergence of fuzzing techniques to enhance the automatic discovery of security vulnerabilities [44]. Despite significant progress in both agent-based modelling and software testing, the need for better validation of agent-based models has been highlighted recently [45, 16, 17].

This paper reviews existing state-of-the-art test case generation techniques for agent-based models. In this section, we outline the research methodology used to conduct the review, including the review protocol and our research questions.
3.1 Research questions

We pose five research questions that focus on the individual aspects of the testing process outlined in Section 2.2. To help answer each question, a taxonomy grouping similar techniques will be introduced in Section 4, facilitating a collective discussion of the key similarities and differences amongst the state-of-the-art.

3.1.1 RQ1: What artifacts are used to drive test case generation for agent-based models?

An approach to test case generation requires knowledge of the system-under-test if it is to produce meaningful inputs, identify errors or measure the adequacy of the generated test cases. This knowledge is provided by some information artifact (defined in Section 2.2). In this research question, we identify the information artifacts specific to agent-based models that have been used to drive test case generation.

3.1.2 RQ2: What mechanisms are used to generate tests?

An approach to test case generation requires some form of generation mechanism (defined in Section 2.2) that can utilise the knowledge contained in an information artifact to create test cases. Given that there are different types of agent-based models, each with potentially different purposes, it follows that there are also many different forms of generation mechanisms. Additionally, due to the lack of software testing experience amongst scientific developers [11], commonplace approaches to test case generation that rely on knowledge of specific technology or languages, such as unit testing in JUnit, may be unsuitable for testing agent-based models. In this research question, we look at the existing approaches used to generate test cases for agent-based models.

3.1.3 RQ3: How are verdicts assigned to generated test cases?

Given the often exploratory nature of agent-based models [46], the expected outcome of an execution may be unknown and it may be difficult to assign a verdict to a test case. This is known as the test oracle problem [29]. In evaluating an approach to test case generation it is essential to consider the test oracle, as a test case without a verdict provides no information about the validity or quality of the system-under-test. This issue has been discussed in detail by Staats et al. [47]. In the context of agent-based models, it is unclear how oracles are used to assign verdicts to test cases. In this research question, we investigate this issue.
3.1.4 **RQ4: How is the adequacy of a generated test suite measured?**

Test data adequacy is a measure of how good a test suite is with respect to some testing goal, such as coverage (see Section 2.2). The definition of a test data adequacy criterion is essential to the fault detection capabilities of a generated test suite [28], as it can be used to drive test case generation towards areas of the system-under-test that are yet to be tested. It follows from our previous research questions that different test case generation techniques will involve different information artifacts and mechanisms, and therefore are likely to have different testing goals too. In this research question, we aim to identify the test data adequacy criterion used to judge the extent to which such goals have been met.

3.1.5 **RQ5: What level of abstraction do the generated test cases target?**

Due to the complex, multi-layered nature of agent-based models, Nguyen et al. propose five levels of abstraction in terms of which agent-based models should be tested: unit, agent, integration, society and acceptance as described in Section 2.3. Previous work has identified a lack of testing approaches for agent-based models that target the society and acceptance levels of testing [31]. However, this is yet to be investigated for the activity of test case generation. In this research question, we aim to investigate the different levels of abstraction that generated test suites are capable of testing.

3.2 **Review protocol**

To conduct this systematic literature review, we followed the guidelines presented by Kitchenham et al. [18] and Petersen et al. [48]. This involved the following steps:

- Selecting data sources from which the primary publications were collected.
- Constructing a search string to capture all relevant publications.
- Defining inclusion and exclusion criteria to systematically determine the relevance of publications.
- Designing a quality assessment questionnaire to assess the quality of the relevant publications with respect to the goals of the review.

To conduct the search procedure, we initially considered the title and abstract of all papers retrieved using the search string, removing only those
that were irrelevant according to the screening criteria. In the next phase we considered the full-text of the remaining papers, and where there was any doubt over the relevance of a study, each researcher would independently review and discuss the paper until a consensus could be met. After identifying the primary publications, forward snowballing was conducted on the primary publications by searching their references to identify any literature missed by the search that may satisfy the screening criteria. The search procedure was then repeated for the snowballed papers. To reduce any potential bias, the components of the protocol have been independently reviewed by each author and a validation procedure has been conducted where necessary. An overview of the search procedure is given in Figure 2.

![Figure 2: Overview of the search procedure.](image)

In the following sections, we will explain each stage of the review protocol in greater detail.

### 3.3 Data sources

Following the guidelines presented by Petersen et al. [48], we selected five reputable digital libraries as our data sources, including both scientific and indexed databases. The data sources were selected based on their coverage of high-impact agent-based test case generation papers, in addition to the search functionality offered. To validate the choice of data sources, each author identified a number of papers that were relevant to the goals of the review, and we ensured that each paper was available from at least one of the data sources. The selected data sources alongside the number of studies retrieved from each are shown in Table 1.

### 3.4 Search string

We defined a targeted search string to retrieve the relevant studies from each data source. To form the search string, we adapted the PICO criteria suggested by Kitchenham et al. [18]. PICO is an acronym designed to help produce a more effective search string by breaking up the focus of the search into the categories: Population, Intervention, Comparison and Outcome.
Table 1: Literature retrieved from each data source.

| Digital Library    | URL                              | Studies Retrieved |
|--------------------|----------------------------------|-------------------|
| ScienceDirect      | https://www.sciencedirect.com/   | 77                |
| IEEE               | https://ieeexplore.ieee.org/     | 58                |
| Scopus             | https://www.scopus.com/          | 42                |
| ACM                | https://dl.acm.org/              | 91                |
| SpringerLink       | https://link.springer.com/       | 196               |
| **Total**          |                                  | **464**           |

Population concerns the target group of the publication, such as a certain demographic, industry or users of a particular tool. For this survey, we identified the population as publications that involve a form of agent-based model.

Intervention covers the technique, technology or software used to solve a particular problem in the context of the selected population. We identified the intervention as a test case generation technique, given that we are investigating test case generation for agent-based models.

Comparison concerns an alternative intervention that is to be compared with the identified intervention. Given that this review is exploratory in nature, we decided that it would not be appropriate to include the comparison category in the search. For instance, if we included “search-based” and “random testing” as terms for comparison, any literature that does not mention one of these techniques would be excluded.

Outcome relates to the qualities or results of the study focus that a researcher or practitioner would identify as important. In this study, we identified the outcome as a test, given that any test case generation technique should produce at least one test case if successful.

Using the above criteria, we formulated the following search string by identifying synonyms for each group of search terms, joining these by the boolean OR operator, and then joining the resulting clauses with the boolean AND operator, as shown below in Listing 1. The one exception is the population search terms, which are split into two OR clauses joined by an AND, such that a study may refer to the population as an agent-based model, agent-based system, agent-based simulation, multi-agent system, multi-agent model, or a multi-agent simulation.

Similar to the validation procedure employed for the selection of data sources, each researcher independently identified a collection of papers relevant to the literature review that was used as a benchmark to judge the validity of the search string. The search string was modified until it was capable of obtaining all of the benchmark studies from the selected data sources, resulting in the search string displayed in Listing 1. This included
the separation of the population terms by the OR operator as described above, inclusion of the “simulation” term, and inclusion of the term “parameter selection” which was often used to describe a process that resembles test case generation. During this process the format of the search string was also modified to fit the syntax of each individual search engine, preserving the same meaning as much as possible, within the constraints of the differing functionality of the data sources.

Whilst the validation procedure improves our confidence in the search string, it does not guarantee that it will capture all relevant papers. In fact, we identified a further 4 relevant papers through forward snowballing. These papers were not captured by the initial search as they included population or intervention terms that were too general or niche to include in the search string. Inclusion of the former would increase the rate of false positives, making it infeasible to review each paper. Inclusion of the latter would not have improved the precision beyond the snowballed paper, making the search string overly-specific (an issue for digital libraries constrained to a maximum number of search terms such as ScienceDirect).

3.5 Screening criteria

In order to systematically decide which of the retrieved studies were relevant, we applied the inclusion and exclusion criteria shown in Table 2. In order to satisfy the inclusion criteria, a paper must satisfy both IC1 and IC2 in addition to at least one of IC3, IC4 or IC5. This ensures that a relevant paper focuses on the topic of test case generation for agent-based models and has been peer-reviewed. On the other hand, if any of the exclusion criteria are satisfied then the paper is deemed irrelevant. The criteria were applied during each phase of the search process, namely the title and abstract review, the full-text review and snowballing as shown in Figure 2.

After applying the inclusion and exclusion criteria to an initial selection of 464 papers, we identified 20 relevant papers. A large number of false positives were obtained as there exists a significant body of research on the application of agents to testing activities, such as agent-based test case generation [41]. This research concerns a similar but irrelevant topic and thus uses terminology that is difficult to distinguish from relevant research. To address this issue, we introduced a specific exclusion criterion: EC2.
| ID | Criteria |
|----|----------|
| **IC1** | Evaluates or proposes at least one test case generation method for an agent-based model |
| **IC2** | Study is published in either a journal or conference proceedings |
| IC3 | Mentions how the expected outcomes for generated test cases are known i.e. whether a test case should pass or fail for a given input |
| IC4 | Mentions the information artifact from which test cases are derived e.g. a specification |
| IC5 | Mentions a test adequacy measure |
| **EC1** | Focus of the study does not relate to test case generation for agent-based models |
| EC2 | Study involves using agent-based models to generate test cases for a system that is not agent-based |
| EC3 | Non-English study |
| EC4 | Duplicate study |
| EC5 | Study is unavailable in hard or electronic format |

Table 2: Inclusion and exclusion criteria for determining relevance of retrieved papers.

### 3.6 Quality assessment

To appraise the quality of the selected studies, we produced a quality assessment questionnaire adapted from the example questionnaires presented by Kitchenham and Charters [18], as shown in Table 3. We primarily judge the credibility of a study based on the clarity of its objectives and evaluation, its reproducibility and its real-world impact. Concerning each criterion, a study may be scored as either 0, 0.5 or 1, corresponding to not fulfilled, partially fulfilled and fulfilled respectively. To ensure the credibility of selected studies, we set a minimum quality threshold of 1.5 such that any paper with a quality score less than or equal to 1.5 is ignored due to a perceived lack of credibility.

### 4 Results

In this section, we outline the results for each research question according to a derived taxonomy. It is important to note that the purpose of the proposed taxonomy is to group and discuss similar approaches to test case generation for agent-based models, rather than to act as a concrete definition. As a result, there may be some overlap between categories within a taxonomy. A
ID | Criteria
---|---
QA1 | Are the aims of the study clear?
QA2 | Have all aims of the study been addressed in the evaluation?
QA3 | Is sufficient information available to reproduce the study?
QA4 | Does the study consider real-life applications?

Table 3: Quality assessment criteria for assessing the quality of relevant literature.

A separate bibliography for the reviewed literature is included as an Appendix, where citations to this bibliography are prefixed with “P” e.g. [P1].

4.1 RQ1: What artifacts are used to drive test case generation?

All of the reviewed approaches use some form of specification as an information artifact to drive test case generation. The types of information artifact can be divided into two different categories: formal and informal artifacts.

4.1.1 Formal artifacts

Formal artifacts express unambiguous behaviour or functionality of the system-under-test in a well-defined format. Four different forms of formal artifact have been identified in the literature: design documents, state machines, contracts and assertions, and ontologies as shown in Figure 3a.

*Design documents* - Design documents comprise a series of structured artifacts that are used in development methodologies such as Prometheus [49] and Tropos [50] to specify requirements, goals and scenarios for the design and development of agent-based systems. These documents contain details about the system-under-test that span the system architecture, agent communication protocol and testing goals, often taking the form of a directed graph or an AUML document. AUML is an agent-based variant of the Unified Modelling Language [51] that is predominantly used to specify agent interaction protocols describing the semantics and structure of agent communication [P4, P9, P11]. Design documents from the Prometheus design methodology can be enriched with “testing descriptors” that map design variables to implementation variables, highlighting the necessary information for test input generation [P22]. Prometheus design documents have also been used as the basis for test generation in [P3, P7], and similarly, Tropos design documents have appeared in [P1, P14]. Prior to the development of the Tropos design methodology, BDI agent plans had also been used to
drive test case generation [P19].

*State machines* - An alternative approach is to develop state machine-based agents. In these approaches the expected behaviour of an agent-based system can be expressed using a state machine, such as an X-machine [52] or stream X-machine [53], which enables existing automata testing theory to be applied. Regardless of their exact form, state machine specifications all contain the same basic components: states joined by transitions, where a transition corresponds to an action that moves the system from one state to another. A path through the specification corresponds to an execution of the system-under-test, and therefore a state machine specification expresses the paths through the system that may be tested [54]. A variety of different state machine information artifacts have been seen in the literature, including extended and abstract state machines [P10, P18], as well as X-machines and stream X-machines [P8, P12].

Figure 3: A taxonomy (a) and the distribution (b) of information artifacts that appear in the literature.
Contracts and assertions - A different approach to formally specifying the expected behaviour of an agent-based system is the use of contracts and assertions. In contract-based testing, a contract specifies a number of pre-conditions, post-conditions, and invariants that assert the expected behaviour of a system before, after, and during execution [55]. These conditions are a form of assertion - a logical statement that places a constraint on some state of computation [56] - that can be used as the basis for both test case generation and an oracle. Using the formal programming language Maude [57], [P5] and [P6] have used rewrite rules to specify the functional behaviour of an agent-based system in terms of pre-conditions and post-conditions. The functional programming language Haskell has also been used as an executable specification to assert properties that must be satisfied during an execution and drive test case generation [P2]. Additionally, structured test scenarios containing assertion-like constructs that describe the expected outcome for a given scenario have been used as the basis for test case generation in [P17] and [P23].

Ontologies - Ontologies are another form of formal artifact that have appeared in several of the reviewed techniques. An ontology is a collection of concepts from a given domain, including properties of the concepts and relationships between them [58]. In the context of agent-based models, two forms of ontology have been used as an information artifact: “interaction ontologies” and “domain ontologies” [P13]. An interaction ontology defines the concepts, relationships and interaction semantics of a model as entities and relations, providing a specification of the system that dictates how agents can interact. Whereas a domain ontology contains information specific to a domain or subject, for example, ontologies describing a production system [P20] or an environment [P21]. Using a technique known as ontology alignment, publicly available domain ontologies can be harnessed to supplement existing ontologies, enhancing the information artifact used for test case generation [P13].

| Formal Information Artifact Type | Papers                  |
|---------------------------------|-------------------------|
| Design documents                | [P1, P3, P4, P7, P9, P11, P14, P19, P22] |
| State machine                   | [P8, P10, P12, P18]     |
| Contracts and assertions        | [P2, P5, P6, P17, P23]  |
| Ontologies                      | [P1, P13, P20, P21]     |

Table 4: Summary of formal information artifacts used in the evaluated literature.
4.1.2 Informal artifacts

Informal artifacts concern qualitative features of the system-under-test that are difficult to express formally. In comparison to formal artifacts, informal artifacts appeared significantly less in the literature, as shown in Figure 3b, and therefore we do not divide them further. However, it is important to distinguish between formal and informal artifacts based on the type of information they contain and the techniques that use them.

Informal artifacts typically capture qualitative features of an agent-based model such as stakeholder requirements expressed as soft goals. A soft goal is a goal that does not have a clear satisfiability definition and is often used for modelling non-functional requirements such as security, usability and flexibility [59]. Therefore, it is not possible to definitively prove whether a soft goal has been satisfied as the threshold for satisfaction is subjective. Instead, judgements are informed by an expert opinion or a fitness function that approximates the soft goal, transforming the task of test case generation into a search problem where the objective is to find test cases that satisfy the fitness function.

Informal artifacts do not provide the same level of detail about the system-under-test as their formal counterparts, but instead, approximate desired qualities of the system-under-test that cannot be expressed formally. As a consequence, informal artifacts are generally expressed using natural language rather than a formal specification language, however, soft goals may also appear in design documents as additional information [59]. In the reviewed literature, informal artifacts have been used to drive evolutionary approaches to test case generation, where fitness functions representing soft goals are used to continuously evolve more challenging test cases [P16, P24]. Examples of soft goals seen in the agent-based test case generation literature include reliability, efficiency and robustness [P15, P16].

4.2 RQ2: What approaches are used to generate tests from the artifacts?

Four different groups of generation mechanism have been identified in the agent-based literature: path traversal, information extraction, random testing and rule-based, as shown in Figure 4a.

4.2.1 Path-traversal

Path-traversal generation mechanisms are approaches that explore the different possible paths through a traversable representation of the system-under-test, such as a Petri net [60] or a state machine [61], where different paths through the system correspond to different possible executions and therefore test cases. The identified path-traversal generation mechanisms
Figure 4: A taxonomy (a) and the distribution (b) of generation mechanisms that appear in the literature.

can be further divided into three categories based on their subject: state machines, Petri nets and AUML.

State machine - Several of the reviewed approaches adopt state machine-based specifications, where different paths correspond to different sequential behaviours of the system-under-test. State machines are supported by a range of automated testing techniques that make them particularly effective for specifying and testing complex systems such as agent-based models [62]. Informally, these techniques derive sequences of inputs from the specification representing paths through the system, that are used to determine whether the implementation conforms to the specification. One such technique known as the W-method [54] has been used as a generation mechanism for agent-based systems that are equipped with X-machine specifications [P8, P12]. A similar approach has also been used to generate test cases from an extended state machine specification [63] for the unit and
pair testing of BDI agents [P10]. Test cases have also been generated using a model-checker to identify paths through a multi-agent abstract state machine that satisfy a series of data-flow coverage criteria [P18].

**Petri net** - Path-traversal mechanisms also appear in the literature where Petri nets have been used as a graphical representation of the system-under-test. A Petri Net is an abstract, formal model used to describe the flow of information in systems, where dynamic components are captured by tokens that can move between states, enabling asynchronous and concurrent behaviour to be captured [64]. Given that agents are often required to perform multiple tasks concurrently [65], Petri nets are a particularly effective tool for specifying and testing the behaviour of agent-based systems. In the reviewed literature, Petri nets have been used to represent and test the structure of BDI agent plans [P5]. Recursive coloured Petri nets [66] have also been used, enabling multiple levels of abstraction of an agent-based model to be captured and accessed via recursive unfolding of nested Petri nets [P11]. To automate the generation of test cases from Petri nets, algorithms have been used that first transform the nets into a machine-readable format such as a state table, before traversing the individual paths and extracting their corresponding input sequences [P11].

**AUML** - Another form of graphical representation appearing in the literature that facilitates test generation through path-traversal is AUML. Similar to Petri Nets, AUML also provides support for concurrent behaviour amongst other agent-related characteristics [67], however, AUML is arguably more accessible due to its similarity to UML [68]. In the reviewed literature, algorithms have been presented that convert AUML sequence diagrams into a traversable format in order to identify paths through the system corresponding to test cases. For example, in an approach for testing holonic multi-agent systems [69], a hierarchical AUML sequence diagram is converted into a traversable format known as a graph sequence diagram. A series of algorithms are presented to identify the different paths through the graph, before extracting the pre-conditions and post-conditions necessary to form a covering test suite [P4]. Later this approach was extended to include OCL annotations, allowing tests to identify which agent caused an error in a scenario or interaction that contains multiple agents [P9]. AUML sequence diagrams have also been translated into recursive coloured Petri nets, using its corresponding state table as the basis for test case generation [P11].

### 4.2.2 Information extraction

Information extraction generation mechanisms comprise approaches to test case generation that are driven by the extraction of test information from an information artifact, such as the extraction of variable-value pairs from design documents. In the literature, information extraction techniques have generally been applied to two different forms of information artifact: design
documents and ontologies (see Figure 4b).

Design documents - As discussed in Section 4.1.1, design documents comprise a series of artifacts that are used for the design of agent-based models in agent development methodologies. For testing, useful information can be extracted from design documents and used to form test cases, such as agent goals and plans. For example, by following a structured approach, integration test suites can be derived from Tropos design documents concerning the system goals of an agent-based system [P14]. Design documents can also be enriched with test descriptors to provide additional information for test case generation, such as highlighting variables that influence a testing scenario. With this additional information, a test case specification can be extracted from design documents that highlights any initialisation procedures and relevant variables involved in a scenario that can be modified to form new test cases [P3]. Whilst this approach is only semi-automatic, a similar approach automates the extraction of variable-value pairs from Prometheus design documents. This is achieved using equivalence class partitioning and boundary value analysis to generate a minimal set of values for each influencing variable [P22]. Later, this approach was used alongside a model-based test oracle generation technique to provide automatic unit testing for agent systems [P7].

Ontology - Another form of artifact containing useful information that may be extracted for testing is an ontology. An ontology [70] is a formal model of knowledge representation for a given domain, detailing a set of concepts and how they are related to facilitate the exchange and organisation of knowledge [71]. In the context of an agent-based model, ontologies are used to model a vast variety of information ranging from properties of agents and their context to interaction protocols. It follows that information extraction approaches have been proposed in the literature to utilise the information hosted by ontologies for the purpose of test case generation. One approach to ontology-based test case generation focusing on message-passing agents combines both agent interaction ontologies and domain ontologies, generating test cases in the form of messages that conform to an interaction protocol. The task of test generation then consists of generating meaningful message content that is to be sent by a TesterAgent to an agent-under-test in order to provoke a particular behaviour. To generate the message content, valid and invalid inputs are generated by selecting an existing instance of a concept from the ontology that conforms to OCL constraints. Alternatively, if there is no existing concept then a new one is generated according to a series of input generation rules which will be discussed in Section 4.2.4. A technique known as ontology alignment (or ontology matching) [72] is also used to expand existing ontologies by supplementing them with additional information from publicly available ontologies [P13]. Ontology-based techniques have also been used to generate test cases that focus on industry specific applications [P20] and the context of an agent-based system [P21].
4.2.3 Random testing

Random testing [73] is a well-known testing strategy where inputs are generated at random to exercise a system-under-test. As the name suggests, the generation mechanism behind random testing is the process by which random inputs are generated or selected. In comparison to other test case generation mechanisms, random testing has not received as much attention in the agent-based testing literature.

Random generation of numerical inputs is the most basic example of random testing, where in general, generation of a test case corresponds to randomly selecting a series of numerical values as input to the system-under-test. Depending on the system-under-test, the domain could be restricted to a user-defined range of numerical values or a particular set such as the natural or real numbers. Perhaps due to the challenging characteristics of an agent-based model such as communication through message-passing [32], richer inputs are required and therefore random generation of numerical inputs has not been used as a generation mechanism alone.

Instead, this approach has been used to support other forms of generation mechanism, such as an ontology-based technique, by selecting numerical values within a range specified as an OCL constraint to form valid and invalid inputs [P13]. Random testing can also involve sampling non-numerical, user-specified domains to generate more sophisticated test cases. For example, one approach uses random testing to sample a domain data model which defines the range and structure of messages permitted by a specific agent-interaction protocol [P1]. In addition, QuickCheck [74] - a library for random testing of program properties - has also been used to check whether a series of formally specified properties hold in an agent-based system. To achieve this, QuickCheck can automatically generate simple test inputs and provides the functionality to define custom test data generators for more complex inputs. In this work, QuickCheck is demonstrated on a simple SIR (susceptible-infectious-recovered) model [75] and on a more complex model of an artificial society, SugarScape [76]. In the former, QuickCheck generates a series of agent populations as test cases, whilst in the latter, a custom data generator is used to generate complex SugarScape environments [P2].

4.2.4 Rule-based

The final group of test generation mechanisms used in the agent-based literature concern rule-based approaches. Rule-based generation mechanisms involve a series of user-defined or automatically derived rules that describe how a test case can be manipulated to create new ones. Two types of rule-based generation mechanism have been identified in the literature: transformation rules and genetic operators.

Transformation rules - Transformation rule-based generation mecha-
nisms concern test generation techniques that are driven by a series of rules describing how one test case can be transformed to form a new one, by a logical transformation. User-defined transformation rules have been applied to testing agent-based models for infrastructure protection and emergency response simulation, targeting models of marine safety and security operations in particular [P17]. To this end, structured textual descriptions of example scenarios, known as vignette specifications, are modified by a library of user-defined transformation rules in order to produce different variations of the same scenarios as test cases. These transformation rules can be applied to selected variables in the vignette specification such as the number of boats involved in a scenario, their positions and their physical dimensions. Similar approaches have also used transformation rules as a generation mechanism to manipulate “test data models” to create new test data [P21], as well as applying them to XML definitions of an interaction protocol to form “mock agents” [P23].

A number of the reviewed techniques used Maude rewrite rules as a generation mechanism. In rewriting logic [77], a rewrite rule is a procedure which describes how an object can be transformed into another object. Maude [57] is a formal language based on rewriting logic which allows users to specify components of the system-under-test and their expected behaviour as an executable specification using rewrite rules. In Maude, a rewrite rule is a local transition rule \( t \Rightarrow t' \) that describes a valid transformation of term \( t \) into another term \( t' \); for example, the rule \( r_1 \) \([\text{buy-drink}] : \text{coin} \Rightarrow \text{drink}\) describes the action of buying a drink for a coin. In the agent-based literature, Maude rewrite rules have been used as a rule-based mechanism for generating test cases alongside their expected results from a specification expressed in Maude [P5, P6].

Genetic operators - In the context of software testing, genetic algorithms [78] can be harnessed to evolve new test cases. Informally, a genetic algorithm is an algorithm inspired by evolution in which a solution to a specific problem, such as a test case for test case generation, is encoded as a data structure that resembles a chromosome. A series of genetic operators, namely mutation and crossover, are then applied to chromosomes repeatedly to modify them in such a way that preserves favourable features [79]. Mutation is the process by which the chromosomes are randomly changed, and crossover is the process in which the genetic information of two parent chromosomes are combined. To guide the algorithm towards an optimal solution, it is also necessary to define a fitness function as a measure of how well the solution attains its objective.

For testing agent-based models, genetic operators can be considered as rule-based generation mechanisms as they are applied to existing test cases to form new, potentially more challenging ones. For example, an evolutionary approach to test case generation has been proposed in the agent-based literature where the aim is to evolve test cases that are challenging with
respect to soft goals such as efficiency, as discussed in Section 4.1.2. This is achieved using a multi-objective genetic algorithm, NSGA-II [80], with multiple fitness functions that represent the soft goals. The genetic algorithm applies mutation operators and crossover with a given probability to a chromosome representing the agent-under-test’s environment, producing new environments as test cases that are potentially more challenging. The approach is evaluated in an example scenario where a CleanerAgent is tasked with cleaning a grid whilst maintaining a certain power level and avoiding obstacles efficiently. Test cases are generated with multiple obstructions and difficult to reach charging stations, presenting a significant challenge for the agents [P16]. This approach was later adopted to support AgentTest, a specification language for agent-based system testing [P15], before being improved with a preference-based multi-objective algorithm, r-NSGA-II, that is capable of prioritising a subset of the multiple objectives, such that generated test cases are most challenging with respect to those objectives [P24].

| Generation Mechanism Type | Papers            |
|---------------------------|-------------------|
| Path-traversal            | [P4, P5, P8-P12, P18] |
| Information extraction    | [P1, P3, P7, P13, P14, P20-P22] |
| Random testing            | [P1, P2, P13]     |
| Rule-based                | [P1, P5, P6, P15-P17, P21, P23, P24] |

Table 5: Summary of different generation mechanisms used in the literature.

4.3 RQ3: How are verdicts assigned to generated test cases?

Due to the exploratory nature of an agent-based model, the “correct” outcome of an execution is often unknown and it may be particularly difficult to assign a verdict to a test case. This is known formally as the test oracle problem, where the test oracle is the mechanism behind the decision. In the reviewed literature, three of the four different categories of oracle introduced by McMinn et al. [29] have been identified: specified, human and derived (see Figure 5a).

4.3.1 Specified

Specified test oracles are mechanisms that assign test verdicts based on a formal specification of the system-under-test [29]. Formal specifications, including design documents, state machines, contracts and assertions, and ontologies, express the expected behaviour of the system-under-test under various conditions, defining what should happen and implicitly what should not. Given that the majority of the reviewed approaches involve a formal specification (discussed in Section 4.1.1), it follows that most of the ap-
Figure 5: A taxonomy (a) and the distribution (b) of test oracles that appear in the literature.

Approaches also include a specified oracle as shown in Figure 5b. Whilst the oracle information is present in these approaches, several have not explained how it can be compared to the test execution in order to assign a verdict [P3, P12, P14, P19, P20, P22, P23]. On the other hand, one of the reviewed approaches focuses on the automatic generation of partial, passive test oracles from Prometheus agent design documents for BDI agent-based systems alongside a technique for test case generation [P7]. Using this approach, a selection of faults in BDI agent plans, events and beliefs can be automatically detected in an implementation of a BDI agent system, based on the expected behaviour specified in Prometheus design documents.

4.3.2 Derived

Derived test oracles are mechanisms that assign test verdicts based on information derived from artifacts of the system-under-test, rather than information that is explicitly defined in a formal specification [29]. Whilst most of the reviewed approaches use a formal specification as an information artifact, three approaches focus on generating test cases that satisfy soft goals, or non-functional requirements, of the system-under-test that cannot be formally expressed [P15, P16, P24]. To address this issue, fitness functions have been used to approximate the fulfilment of a particular soft
goal, acting as an oracle that measures whether a certain quality or non-functional requirement is satisfied by agents. Fitness functions are typically derived from qualities of the system-under-test, rather than a feature of a formal specification. For example, the efficiency of an agent cleaning a grid can be measured by a pair of fitness functions [P16]:

$$f_{\text{power}} = \frac{1}{\text{Total power consumption}}$$

$$f_{\text{obs}} = \frac{1}{\text{Number of obstacles encountered}}$$

In this scenario, a threshold value can be set such that any agent that exceeds the threshold is to be considered efficient, providing an approximation of correctness and a goal for test case generation.

### 4.3.3 Human

A human oracle is used where no information artifact can be used as the basis of a test oracle, and instead, a human must make the decision as to whether a test case should pass or fail using domain expertise [29]. In the reviewed literature, all of the approaches use a formal or informal specification as an information artifact and thus provide at least a derived oracle. However, many of the approaches focus entirely on how test cases are generated and not how verdicts are assigned. Even in the case that the information artifact contains the information necessary to determine whether an execution is as expected, human judgement may still be required to compare the execution to the specification. Whilst this comparison is straightforward in some instances, for models with visual or otherwise complex outputs, the comparison may be subjective. In such cases, the distinction between different forms of an oracle is less clear. For example, in one state machine-based approach, a human must observe the visual output produced by the system-under-test and compare it with the expected output expressed by a stream X-machine specification [P12]. In this situation, the type of oracle used is unclear: the stream X-machine specification is a specified oracle, but it requires a subjective human decision which could itself constitute a human oracle. Whilst only one approach explicitly mentions the need for human comparison [P12], several others may also require the same treatment [P3, P14, P19, P20, P22, P23].

### 4.4 RQ4: How is the adequacy of a generated test suite measured?

An effective approach to test case generation should be guided by some measure of how good a test suite is [81], known more formally as a measure of test adequacy. In the literature, we have identified two core measures
Table 6: Summary of test oracles used in the evaluated literature.

| Test Oracle Type | Papers            |
|------------------|-------------------|
| Specified        | [P1-P14, P17-P23] |
| Derived          | [P15, P16, P24]   |
| Human            | [P12]             |

4.4.1 Coverage criteria

Coverage criteria are a measure of test adequacy that focus on how thoroughly a test suite covers a specified portion of the information artifact that represents some functionality in the system-under-test. Where a state machine specification is available, test adequacy is often measured using state and transition coverage [10, 12], or alternatively, test adequacy can be measured using statement coverage, branch coverage and path coverage [28].
However, the latter criteria are not directly applicable to agent-based models as the notions of branches and paths from other programming paradigms do not translate to agent-based models clearly [82]. To address this, several works have proposed coverage criteria specific to agent-based frameworks and testing approaches, including the following particularly interesting criteria: BDI artifact coverage, data-flow coverage and ontology coverage.

**BDI artifact coverage** - A series of belief-desire-intention coverage criteria have been defined which draw parallels to existing coverage criteria such as branch and statement coverage, but instead apply to the equivalent BDI artifacts: plan-based and node-based criteria [P19]. The group of node-based criteria are designed to generate test cases that cover all possible states of the system, whereas the group of path-based criteria aim to test how agent plans are related to one another. Additionally, a subsumption hierarchy is defined, indicating the minimal necessary coverage criteria for generating a satisfactory test suite. Alternative definitions for coverage of BDI events, beliefs, context conditions and plans have also been given in later works [P7], including a series of state machine-based coverage criteria that are applicable when BDI agents can be modelled as an extended state machine [P10].

**Data-flow coverage** - An alternative test case generation technique has been developed that focuses on data flow [83]. In this approach, a series of data flow coverage criteria are introduced to enable data flow testing of multi-agent abstract state machines, focusing on the interaction of agent components. Data flow testing [84] concerns a family of testing techniques that explore how variables are defined and subsequently used in a system to reveal unreasonable data usage, such as declaring but never using a variable. Typically, data flow testing is based on the control flow graph of the system-under-test, however, an agent-based model does not have a one-to-one mapping from code to control flow graph and therefore traditional approaches to data flow testing are not directly applicable. Instead, this approach adapts traditional data flow testing techniques to handle abstract state machine representations of agent-based models, including a series of abstract state machine-specific data flow coverage criteria [P18].

**Ontology coverage** - Test case generation has also been guided by the coverage of an ontology in ontology-based approaches [P13]. In this approach, concepts and instances from an ontology that have not been previously selected for test cases are prioritised to provide greater coverage of the input space, instead of focusing on a narrow subset of information. In the case that an instance must be reused in a test case, the most infrequently used instance is selected in order to maximise the diversity of the test suite. As a consequence of the thorough exploration of the input space, the fault detection capability of the generated test suite is shown to be superior to manual testing. In other approaches, coverage of concepts derived from context ontologies [P21] and coverage of the possible test cases that can be formed
from a given testing scenario derived from a domain ontology [P20] have been used as measures of test data adequacy.

### 4.4.2 Fitness functions

A fitness function evaluates how well a particular solution satisfies a problem-specific objective, providing a ranking over all potential solutions [79]. For the activity of test case generation, a fitness function can be used to measure the adequacy of a test case with respect to a problem-specific objective, including satisfaction of stakeholder goals such as collision avoidance [P16] or the ability to reveal known faults [P21]. In the literature, fitness functions have also been defined to capture soft goals of agent-based systems, where the adequacy of a generated test suite is measured by the fulfilment of non-functional requirements such as efficiency and reliability [P15, P16, P24]. Consequently, fitness functions have been used to guide evolutionary approaches to test case generation in which genetic operators are applied to evolve test suites that are challenging with respect to a defined objective, as described in Section 4.2.4. As part of the eCAT test case generation tool for multi-agent systems, mutation adequacy score has been used as a measure of adequacy for test suites generated using the EVOL-MUTATION approach [P1]. Mutation adequacy is the fraction of injected faults that are detected by the test suite, summarising the ability of a test suite to detect known faults in the system-under-test [85].

| Test Data Adequacy Criterion | Papers |
|-----------------------------|--------|
| Coverage criteria           | [P1, P3-P10, P12, P13, P18-P22] |
| Fitness function            | [P1, P15, P16, P21, P24] |

Table 7: Summary of test data adequacy critria used in the evaluated literature.

### 4.5 RQ5: What level of abstraction do the generated test cases target?

Agent-based models comprise multiple levels of abstraction, from the individual units that form a single agent up to a society composed of multiple interacting agents, each containing different functionality and testing objectives. Nguyen et al. have distinguished five different testing objectives that should be considered when testing a typical agent-based model: unit, agent, integration, society and testing [31] as shown in Figure 7a.
4.5.1 Unit

The lowest level of abstraction to consider when testing an agent-based model is that of the constituent units that make up an agent, such as goals, plans and rules. Several approaches from the reviewed literature have focused on the generation of unit tests for agent-based systems alone [P7, P19, P22], whilst a further three approaches have also considered additional levels of abstraction, such as the agent-level [P2, P6, P15]. For example, the beliefs, plans and events of a BDI agent-based model have been subjected to boundary value analysis and equivalence class partitioning in order to generate variable-value pairs as test cases that exercise these units of the system-under-test [P22].

4.5.2 Agent

Agent-level testing concerns the integration of the units that compose an agent (covered individually in unit testing), such as goals and plans, that collectively make up the behaviour of an individual. A significant majority of the approaches from the reviewed literature focus on generating test cases
that exercise agent-level behaviour alone or in addition to other levels of abstraction \[P2, P5, P6, P8, P10-P13, P15, P16, P18, P21, P23, P24\]. For example, using the random testing tool QuickCheck, test cases focusing on unit and agent-level behaviour have been generated for property-based testing \[86\] of agent-based models \[P2\].

### 4.5.3 Integration

Integration-level testing concerns the interaction between individual agents and their environments towards cooperative behaviour. Several works have focused on both the agent-level and integration-level of interaction \[P6, P10, P18, P23\], where test cases target both individual agent behaviour and behaviour that is the result of agent-to-agent or agent-to-environment interactions. In addition, a pair of techniques focusing solely on integration-level testing have been proposed \[P9, P14\]. For example, BDI agents have been modelled as extended state machines where pair-wise interaction can be captured by the product machine composed of two individual extended state machines. As a consequence, existing testing techniques can be used to generate both agent and integration-level test cases corresponding to testing individual and cooperative behaviour \[P10\].

### 4.5.4 Society

Perhaps the most complicated level of abstraction to test is the society level, concerning the complex emergent behaviours that are the product of the lower levels of abstraction. Emergence in agent-based systems can be described as “the arising of novel and coherent structures, patterns and properties during the process of self-organisation in complex systems”, as defined by Goldstein \[87\]. Society level test case generation has received little attention with only three approaches considering this level of abstraction \[P4, P6, P23\]. One of the approaches targets test case generation for holonic multi-agent systems \[69\], focusing on testing emergent behaviours that have been acquired over time in order to deal with challenging and previously unseen situations \[P4\]. Another approach introduces a testing framework for agent-based models that supports the testing of agent, integration and society-level testing through the generation of mock agents from XML protocol specifications that trigger a testing scenario \[P23\]. The third approach involves conformance testing of agent-interaction protocols specified in Maude, where the specified transition sequences are extracted and used to conduct testing at the unit, agent, integration and society levels of testing \[P6\].
4.5.5 Acceptance

The final level of abstraction to consider when testing an agent-based model is acceptance. Acceptance testing is a well-known software testing practice that involves testing whether high-level acceptance criteria are met, such as the fulfilment of user requirements [88]. In the reviewed literature, a couple of approaches for acceptance testing have been proposed that focus on generating alternative versions of the same user-specified scenario. One approach focuses on generating different variations of a specified marine safety and security scenario as test cases [P17], whilst the other approach is a more general testing framework that enables acceptance testing of scenarios specified as part of the Prometheus agent development methodology [P3]. In addition, evolutionary approaches to test case generation have been proposed that are suitable for requirements testing [P16, P24]. In these approaches, stakeholder goals are formulated as fitness functions which act as both the generation mechanism, as discussed in Section 4.2.4, and an oracle for evaluating whether a particular execution meets the stakeholder goal, as discussed in Section 4.3.2. This approach has also been used as a complementary testing methodology for the AgentTest specification language that covers unit, agent and acceptance level testing [P15].

| Level of abstraction | Papers |
|---------------------|--------|
| Unit                | [P2, P6, P7, P15, P19, P22] |
| Agent               | [P2, P5, P6, P8, P10-P13, P15, P16, P18, P21, P23, P24] |
| Integration         | [P6, P9, P10, P14, P18, P23] |
| Society             | [P4, P6, P23] |
| Acceptance          | [P3, P15-P17, P24] |

Table 8: Summary of levels of abstraction tested in the evaluated literature.

4.6 Publication trends

In this section, the publication trends collected during the data extraction are presented, including publication venues and the results of the quality assessment. Notice that the quality assessment presented in Table 10 does not include any literature with quality $\leq 1.5$, as any study below this threshold would be excluded due to a perceived lack of quality in accordance to the quality assessment procedure discussed in Section 3.6.

As shown in Table 9, the reviewed literature has been published in a variety of conferences and journals spanning multiple subject areas. Whilst this demonstrates that agent-based models and test case generation are multidisciplinary research topics, it also highlights the lack of an established publication channel.
| Venue                                                                 | Count |
|----------------------------------------------------------------------|-------|
| International Conference on Autonomous Agents and Multi-Agent Systems | 4     |
| International Workshop on Agent-Oriented Software Engineering        | 2     |
| IEEE/ACS International Conference on Computer Systems and Applications | 2     |
| International Conference on Software Engineering and Knowledge Engineering | 1     |
| International Conference on Informatics in Control, Automation and Robotics | 1     |
| International Conference on Agents and Artificial Intelligence       | 1     |
| IEEE Transactions on Software Engineering                            | 1     |
| IEEE International Conference on Software Maintenance                | 1     |
| Summer Simulation Conference                                         | 1     |
| Engineering Applications of Artificial Intelligence                  | 1     |
| Science and Information Conference                                   | 1     |
| Federated Conference on Computer Science and Information Systems     | 1     |
| International Conference on Networking and Advanced Systems          | 1     |
| International Symposium on Search Based Software Engineering          | 1     |
| Asia-Pacific Software Engineering Conference                          | 1     |
| Journal of Computer Science                                          | 1     |
| Neurocomputing                                                       | 1     |
| Security Informatics                                                 | 1     |
| Formal Aspects of Computing                                          | 1     |

Table 9: Publication venues of reviewed work.

| ID  | QA1 | QA2 | QA3 | QA4 | Total |
|-----|-----|-----|-----|-----|-------|
| [P1]| 1   | 1   | 0   | 1   | 3     |
| [P2]| 1   | 1   | 0.5 | 1   | 3.5   |
| [P3]| 1   | 1   | 0.5 | 0.5 | 3     |
| [P4]| 1   | 1   | 1   | 1   | 4     |
| [P5]| 1   | 1   | 0.5 | 0.5 | 3     |
| [P6]| 1   | 1   | 0.5 | 0.5 | 3     |
| [P7]| 1   | 1   | 0.5 | 1   | 3.5   |
| [P8]| 1   | 1   | 0.5 | 0.5 | 3     |
| [P9]| 1   | 0.5 | 1   | 0   | 2.5   |
| [P10]| 1  | 1   | 1   | 0   | 3     |
| [P11]| 1  | 1   | 0.5 | 0.5 | 3     |
| [P12]| 1  | 1   | 0.5 | 0.5 | 3     |
| [P13]| 1  | 1   | 0.5 | 0.5 | 3     |
| [P14]| 1  | 0.5 | 0.5 | 0.5 | 2.5   |
| [P15]| 1  | 1   | 0.5 | 0.5 | 3     |
| [P16]| 1  | 1   | 1   | 0.5 | 3.5   |
| [P17]| 1  | 1   | 0.5 | 1   | 3.5   |
| [P18]| 1  | 1   | 0.5 | 0.5 | 3     |
| [P19]| 1  | 1   | 0.5 | 0.5 | 3     |
| [P20]| 1  | 1   | 0.5 | 0.5 | 2     |
| [P21]| 1  | 1   | 0.5 | 0.5 | 2     |
| [P22]| 1  | 1   | 0.5 | 0.5 | 3     |
| [P23]| 1  | 1   | 1   | 0.5 | 3.5   |
| [P24]| 1  | 1   | 0.5 | 0.5 | 3     |

Table 10: Quality assessment scores of the reviewed literature.
As shown in Table 10, the majority of the reviewed publications scored highly in QA1 and QA2 as a result of having well-defined aims that were clearly met. However, many of the publications did not include a thorough evaluation of the proposed technique and did not include sufficient details for replication. Consequently, studies did not score as highly in QA3 and QA4 in general.
5 Discussion

This section provides a collective discussion of the reviewed literature, highlighting the advantages and disadvantages of the reviewed techniques, interesting observations from each research questions, and future research directions.

5.1 Advantages and disadvantages

In response to RQ1 and RQ2, we reviewed a range of information artifacts and generation mechanisms, each having different advantages and disadvantages that make it more or less suitable for particular applications. In Tables 11 and 12, we summarise the relevant advantages and disadvantages of the reviewed information artifacts and generation mechanisms respectively.

| Information Artifact | Advantage | Disadvantage |
|----------------------|-----------|--------------|
| Design documents     | Widely used in agent-oriented development and therefore applicable to many existing systems [89]. | Requires the user to follow particular design methodologies which are time consuming to learn [90]. |
| State machines       | Supports the use of a range of established test generation techniques [91]. | Requires the user to learn how to formally specify state machines [92]. |
| Contracts and assertions | Users can specify behaviour independent of the implementation i.e. what the model should do, not how the model should do it [46]. | No guarantee that a test case will be generated that, upon execution, covers a specified contract or assertion [93]. |
| Ontologies           | Supported by many popular agent development platforms including JADE [30]. | Converting domain expertise into an ontology is difficult and time consuming [94]. |

Table 11: Advantages and disadvantages of the different information artifacts
| Generation Mechanism                      | Advantage                                                                 | Disadvantage                                                                 |
|------------------------------------------|---------------------------------------------------------------------------|------------------------------------------------------------------------------|
| Path-traversal (State machine)           | Under specific design-for-test conditions, certain techniques can guarantee correctness of the implementation [95]. | Suffers from state-explosion problem, particularly in concurrent systems [92]. |
| Path-traversal (Petri net)               | Provides a natural representation for concurrent behaviour [96], a defining feature of agent-based models.       | Suffers from the complexity problem. That is, they quickly become too large to analyse for even modest-size systems [97]. |
| Path-traversal (AUML)                    | Effective for generating test cases that exercise agent interactions and scenarios [96, 98].                   | Agents are represented as objects in AUML, limiting the ability to express and test proactive behaviour [99]. |
| Information extraction (Design documents) | Supports class partitioning and boundary value analysis to efficiently achieve a particular level of coverage [100]. | Additional testing information must be added manually to design documents to enable test case generation [100, 101]. |
| Information extraction (Ontology)        | Supports ontology alignment to expand and diversify the available testing information [30].                     | Ontology-based approaches require greater effort than manual testing to set up initially, but are more efficient in the long term [71]. |
| Random testing                           | Capable of generating large amounts of test cases for a relatively small cost [102].                           | Requires manual intervention or custom data generators to handle complex, non-numerical inputs [46]. |
| Rule-based (Transformation rules)        | Enables the automatic generation of domain-relevant test cases using reusable transformation rules [103].      | Transformation rules must be manually specified based on domain expertise [103], often using a formal language such as Maude [104]. |
| Rule-based (Genetic operators)           | Enables the generation of test cases that are challenging with respect to a specific user-defined testing objective [105]. | Performance is dependent on how accurately the fitness function captures the testing objective [105]. |

Table 12: Advantages and disadvantages of the different generation mechanisms
5.2 Discussion of results

In response to RQ1, two different groups of information artifacts were identified: formal and informal. The results to RQ1 showed that significantly more approaches use formal information artifacts than informal information artifacts as the basis for test generation. As a consequence, the majority of the reviewed approaches focus on well-defined, functional properties of an agent-based system that can be verified using existing, well-established testing techniques. For example, where state machines have been used as a formal specification of the system-under-test, the W-method may be used to generate test cases. However, a state machine does not support the specification and testing of non-functional, qualitative properties intrinsic to agent-based models such as efficiency and reliability. Conversely, only a small number of approaches have used informal information artifacts to drive test case generation, that instead focus on approximating soft goals and testing whether they are fulfilled.

Observation 1: The majority of reviewed information artifacts do not facilitate specification and testing of non-functional requirements such as soft goals.

In response to RQ2, four groups of generation mechanism were found: information extraction, path traversal, rule-based and random testing. Following the outcome of RQ1, most of these generation mechanisms harness information expressed by a formal information artifact, such as a Petri net, state machine or ontology, to form new test cases that test different behaviour. Whilst path-traversal, information extraction and rule-based mechanisms were extensively used, only a small number of approaches used random testing as a mechanism for test case generation.

Observation 2: Information extraction, path traversal and rule-based mechanisms have been used as techniques for generating test cases that exercise functional requirements.

We found that in the few approaches where informal artifacts had been used, genetic algorithms had been adopted as a solution to generate test cases that satisfy a non-functional requirement. In these approaches, the genetic operators known as mutation and crossover are repeatedly applied to seed test cases to form new, potentially more challenging tests with respect to a non-functional requirement expressed as a fitness function.

Observation 3: Genetic algorithms have been used as a technique for evolving test cases that exercise non-functional requirements.

In response to RQ3, three forms of test oracle were discussed: specified,
derived, and human. Due to most approaches involving some form of specification as an information artifact, the vast majority of approaches involved a specified oracle. Where informal specifications of non-functional requirements were used, oracles were generally derived from the system-under-test or domain knowledge in the form of fitness functions that approximate soft goals. One approach also required a human oracle to judge whether the visual output of an agent-based model matched the specification. This research question proved particularly difficult to answer as most of the reviewed literature did not discuss the test oracle in great detail, neglecting information about how the outcome of a test execution is compared to the specification in order to assign a verdict. Whilst in some cases this is a trivial comparison, in others, it is not so straightforward and it appears that domain expertise are needed to compare the actual execution to the expected execution, raising questions over whether the oracle should be considered specified or human. Therefore, it is necessary to communicate all details of the oracle.

**Observation 4:** Most of the reviewed approaches do not provide sufficient details regarding the test oracle.

In response to RQ4, two forms of test data adequacy criterion were identified: coverage criteria and fitness functions. Where a formal information artifact has been used to specify the behaviour of the system-under-test, we found that a variety of different agent-based coverage metrics were used as a measure of test data adequacy. For example, in some BDI agent systems, test suites have been created with the aim of covering various different artifacts specific to the BDI agent architecture such as agent plans.

**Observation 5:** The adequacy of a functional test suite is generally measured by some form of agent-based coverage.

Where an informal information artifact has been used, fitness functions capturing application-specific soft goals have generally been used as a measure of test adequacy, such that an adequate test suite is one that poses a significant challenge with respect to the non-functional requirement in question. Therefore, the goal of techniques driven by informal artifacts is not to cover a particular component of the system-under-test, but to develop test cases that force the system-under-test into extreme conditions under which soft goals such as efficiency become increasingly difficult to satisfy.

**Observation 6:** The adequacy of a non-functional test case is generally measured using a fitness function that represents fulfilment of the non-functional requirement.
In response to RQ5, we classified each of the reviewed approaches according to the level of abstraction that the generated test suites target: unit, agent, integration, society, and acceptance. We found that the significant majority of approaches target the agent level of testing, generating test cases that target the functionality of individual agents. Several approaches also targeted the unit, integration and acceptance levels of testing. However, the society level of testing has received far less attention than the other levels of abstraction.

**Observation 7:** Most of the reviewed approaches target the agent-level of abstraction, whilst the society-level has received the least attention.

After conducting the quality assessment, we found that the quality of the reviewed approaches was generally high, with most of the reviewed literature scoring highly in QA1 and QA2 reflecting clear definition and fulfilment of aims. However, we found that in most cases there were insufficient details to replicate the approach, and in particular, only a few approaches were evaluated on “real-world” agent-based systems.

Whilst the majority of techniques were demonstrated on toy examples, one technique was evaluated thoroughly on a complex production automation system [71]. The evaluation focused on the feasibility, cost-reducing capability, and coverage of possible scenarios achieved using an ontology-based test case generation technique. The authors demonstrated that in the long-term, ontology-based test case generation outperforms manual test case generation in all dimensions. Given the success of this technique in an industrial context, future work should also consider real-world case studies for evaluation in order to demonstrate their potential in industry.

**Observation 8:** Evaluation is rarely performed on real-world systems that include typical agent-based properties such as concurrency and nondeterminism.

Most of the reviewed literature did not include an experimental evaluation. Instead, most techniques were demonstrated on example systems ranging from bibliographic management systems to implementations of agent interaction protocols. However, these did not incorporate a controlled comparison with other techniques. In the few papers that did conduct an experimental evaluation, mutation testing was generally applied to an example system. These works report the mutation score or fault detection rate of their test generation technique with respect to a number of known or seeded faults.

Whilst mutation testing provides a measure of fault detection capability, multiple confounding factors must be considered in order to provide a robust comparison between techniques [106]. In particular, the results of mutation
testing depend on the introduced faults and the system-under-test. Therefore, to achieve a fair comparison, techniques should be compared in terms of their ability to reveal faults in identical systems. To this end, future work would benefit from a database of benchmark agent-based systems seeded with faults, similar to the Defects4J framework in Java [107].

**Observation 9:** Existing techniques are difficult to compare due to a lack of consistent experimental evaluation methodology.

5.3 Impact on research and practice

The findings of this literature review have several implications for both research and practice concerning agent-based models:

1. Testing of non-functional requirements needs greater attention from researchers. There are comparatively few test case generation techniques that support the specification and testing of non-functional requirements in agent-based models. This is a significant limitation as agent-based models often have soft goals as requirements, such as reliability and safety, that the majority of approaches cannot test.

2. To advance the reproducibility and comparability of techniques, researchers should provide greater detail about the test oracle. Without full details of the test oracle, the reader is left to make implicit assumptions about the testing procedure, making the comparison of research difficult [47].

3. Additionally, future work would be more comparable if experimental evaluations used the same subject systems. To that end, we recommend that a collection of faulty agent-based models, similar to the Defects4J framework in Java [107], should be developed to be used as a baseline for comparing agent-based testing techniques.

4. Due to a lack of rigorous experimental evaluation, it is currently unclear how effective the reviewed approaches would be in practice. In order to achieve more rigorous and realistic evaluations, future work should consider using real-world case studies as examples, such as the complex automation system studied by Moser et al. [71].

5. In RQ1, we identified a number of forms of information artifact. A potential barrier to their adoption in industry is the time required to learn and construct them. Future work should investigate methodologies for developing user-friendly artifacts in a timely manner so as to encourage wider adoption.
6. Only one of the reviewed test case generation techniques covered both functional and non-functional test input generation. Therefore, practitioners will usually have to adopt multiple techniques in order to generate test cases that exercise both functional and non-functional requirements. To address this, future tools would benefit from providing both functional and non-functional test case generation.

7. Most of the reviewed test case generation techniques are only applicable to a particular form of agent-based model or development methodology. Future work should consider techniques that could be applied more generally to any form of agent-based model, without requiring significant additional effort. We believe that this is one of the necessary steps towards adoption in industry.

5.4 Threats to validity

Following Kitchenham and Charter’s guidelines for conducting systematic literature reviews, we have considered potential threats to validity that may affect the results presented in this systematic literature review. We discuss the following categories of threats to validity defined by Zhu et al. [108]: construct validity, internal validity, external validity and conclusion validity.

5.4.1 Construct validity

Construct validity primarily concerns the review protocol and how inclusive the selected search string, data sources and screening criteria were with respect to the research questions. To minimise threats to construct validity, we included a validation procedure for each of the components of the review protocol. For example, when designing the search string the authors each selected a sample of three papers that they believed the search should retrieve. The search string was then iteratively improved until it could retrieve all of the selected literature. However, it is still possible that some relevant literature may have been missed by the search due to the choice of search terms, data sources and screening criteria.

5.4.2 Internal validity

Internal validity concerns the trustworthiness of the cause-effect relationship between the results and the review methodology. In this review, the search procedure was primarily conducted by a single researcher, and therefore the results may be subject to selection bias. To reduce this, a validation procedure was conducted where a randomly selected collection of papers were reviewed by the other authors, such that each paper was reviewed by both the first author and at least one other author. Out of a set of 32 papers, 84% yielded the same verdict by both authors, and after group
discussion over the studies yielding a disagreeing verdict, 90% of the other authors’ verdicts were in agreement with the primary authors. Furthermore, the search procedure has been conducted to favour false positives over false negatives, such that a study was only rejected if the author was certain that it was irrelevant according to the screening criteria. In the case of any doubt, a paper would be moved forwards to the next stage, and if after a full-text review the verdict of a paper was still unclear, it would be reviewed by all authors independently and discussed until a group consensus was reached.

5.4.3 External validity

External validity concerns the applicability of the results to a given domain, which in our case is testing for agent-based models. Due to the lack of an agreed-upon definition of an agent-based model, it is possible that some of the reviewed approaches do not conform to a particular definition of an agent-based model. To minimise this threat, we provided an inclusive definition of an agent-based model in Section 2.1 and designed our review protocol accordingly. Furthermore, we carefully designed a taxonomy to group similar responses to each research question under a generalised category, providing results that generalise to various forms of agent-based model regardless of their exact details.

5.4.4 Conclusion validity

Conclusion validity concerns the reproducibility of the results. In order to maximise the reproducibility of our results, we followed Kitchenham and Charter’s guidelines for systematic literature reviews to provide details including the choice of search string, data sources and screening criteria. We also introduced a taxonomy based on the reviewed literature to provide a more structured approach for answering the qualitative research questions. However, there remains subjectivity over the classification of an approach according to the taxonomy and therefore we cannot guarantee that upon replication the exact same conclusions would be met.

6 Conclusion

With the need for drastic improvements in model validation and testing being highlighted recently [17, 16], it is clear that more effective and accessible techniques must be developed for testing agent-based models. In this review, we have collected, organised, and presented the literature on test case generation for agent-based models, providing insights into the current state-of-the-art for test case generation in agent-based models. The systematic literature review was conducted using five digital libraries, yielding a total of 464 papers from which 24 relevant studies were identified. We used the
relevant studies to answer five research questions related to the key aspects of test case generation: the information artifact, the generation mechanism, the test oracle, the test data adequacy criterion, and the level of abstraction tested.

The results showed that 88% of the reviewed approaches focus on generating test cases that test functional requirements, and conversely, that only 12% of approaches focus on testing non-functional requirements. This statistic suggests that testing of soft goals is not well supported by the majority of the existing approaches, limiting the potential of these techniques in practice. We also found that the majority of the techniques could be classified as information extraction, path-traversal or rule-based in terms of the mechanism used to create test cases. Furthermore, we identified a number of agent-based coverage criteria used to measure the adequacy of functional test suites and described the use of fitness functions to measure the adequacy of non-functional test suites.

This review has also revealed a lack of information regarding test oracles in the agent-based literature. To increase reproducibility and comparability of results and techniques, the procedure for assigning a verdict to a test case based on the provided information must be clearly communicated. It is not enough to state that “the expected outcome can then be compared to the actual outcome”. Most of the reviewed approaches were also found to generate test cases that exercise agent-level behaviour, whereas the emergent societal behaviours inherent to agent-based systems have been largely ignored. Similarly, we found that evaluation of the reviewed approaches were often conducted using simplistic examples that do not exhibit properties typical of an agent-based system that would make test case generation considerably more difficult. Therefore, future techniques should consider society-level testing and use more realistic examples for evaluation that exhibit challenging agent-based properties such as non-determinism and concurrency.
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