Atom-molecule conversion with particle losses
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Based on the mean-field approximation and the phase space analysis, we study the dynamics of an atom-molecule conversion system subject to particle loss. Starting from the many-body dynamics described by a master equation, an effective nonlinear Schrödinger equation is introduced. The classical phase space is then specified and classified by fixed points. The boundary, which separate different dynamical regimes have been calculated and discussed. The effect of particle loss on the conversion efficiency and the self-trapping is explored.
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I. INTRODUCTION

Association of ultracold atoms into molecules is currently an active topic in the field of ultracold quantum physics, it attracts much attention due to its important applications ranging from the production of molecular Bose-Einstein condensates to the search for the permanent electric dipole moment, see for example [12]. By applying a time varying magnetic field in the vicinity of Feshbach resonance, a pair of atoms can bound into a diatomic molecule [13, 14], this conversion can be described by the Gross-Pitaevskii (GP) equations within the mean-field theory (MFT) [15–20]. Such an treatment reduces the full many-body problem into a set of coupled nonlinear Schrödinger equations and the complicated many-body dynamics is then turned into a two-mode dynamics. Earlier study shows that the nonlinearity, which arises from both the atom-atom and molecule-molecule couplings, plays an important role in the system. Four distinct regimes, each has different feature in dynamics can be classified, accordingly the bifurcation of the fixed points in the classical phase space [16, 21] is identified.

Decoherence that arises from the unavailable coupling between the environment (thermal atoms or molecules) and the condensed system plays an important role in the condensed system. It makes the system in the meta-stable features of the system under the decoherence. By calculating the corresponding Jacobian matrix, we find that a sudden transition in the fixed point from elliptic point to attractor or repeller happens with non-zero decoherence rate, which reflects the meta-stable features of the system under the decoherence. The atom-molecule conversion efficiency for the molecular condensate as well as the self-trapping are also studied.

The paper is organized as follows. In Sec. II, we introduce the model and transform the master equation to a non-Hermitian nonlinear Schrödinger equation. Conditions that determine the fixed points are derived. In Sec. III we define different regimes by the bifurcation of the fixed points and study the dynamics of system in these regimes. In Sec. IV we investigate the effect of particle loss on the conversion efficiency. In Sec. V we shed light on the self-trapping taking the decoherence into account, an explanation for the observed features is given in the framework of mean-field theory. Finally, we conclude our results in Sec. VI.

II. MODEL

Based on the two-mode approximation, the Hamiltonian that includes the atom-atom collision $U_{aa}$, atom-molecule conversion with rate $V$, and molecule-molecule couplings $U_{bb}$, takes the following form [16, 17]

$$H = \mu_\ell \hat{a}^\dagger \hat{a} + \mu_b \hat{b}^\dagger \hat{b} + U_{aa} \hat{a}^\dagger \hat{a} \hat{a}^\dagger \hat{a} + U_{bb} \hat{b}^\dagger \hat{b} \hat{b}^\dagger \hat{b} + V (\hat{a}^\dagger \hat{a} \hat{b} + \hat{b}^\dagger \hat{a} \hat{a})$$

The master equation [21] that takes the particle loss into account can be derived as in the textbook [21],

$$\dot{\rho} = -i[H, \rho] - \frac{\Gamma_a}{2}(\hat{a}^\dagger \hat{a}\rho + \rho \hat{a}^\dagger \hat{a} - 2\hat{a}\rho \hat{a}^\dagger) - \frac{\Gamma_b}{2}(\hat{b}^\dagger \hat{b}\rho + \rho \hat{b}^\dagger \hat{b} - 2\hat{b}\rho \hat{b}^\dagger),$$

$$\hat{a}^\dagger \hat{a}^\dagger \hat{a} - 2\hat{a}\rho \hat{a}^\dagger) - \frac{\Gamma_b}{2}(\hat{b}^\dagger \hat{b}\rho + \rho \hat{b}^\dagger \hat{b} - 2\hat{b}\rho \hat{b}^\dagger),$$

$$\hat{b}^\dagger \hat{b}\rho + \rho \hat{b}^\dagger \hat{b} - 2\hat{b}\rho \hat{b}^\dagger),$$
where $\Gamma_a$ and $\Gamma_b$ represent decoherence rates for atomic and molecular modes, respectively. In the mean-field approximation, the quantum fluctuation is negligible. It is appropriate to replace $a$ and $b$ with complex numbers $a = |a|e^{i\theta_a}$ and $b = |b|e^{i\theta_b}$. With these considerations, the master equation (2) can be cast into the following nonlinear Schrödinger equation,

$$i\frac{d}{dt}\begin{pmatrix} a \\ b \end{pmatrix} = H\begin{pmatrix} a \\ b \end{pmatrix},$$

where $z = |a|^2 - 2|b|^2$ describing the number difference for atoms in the two modes. $U = \frac{1}{4}U_{ab} - \frac{1}{2}U_{aa} - \frac{1}{8}U_{bb}$ represents a coupling strength and $V$ is the conversion rate. $R = \frac{1}{4}(2\mu_a - \mu_b + 2U_{aa} - \frac{1}{4}U_{bb})$ denotes the energy difference between the two modes, which can be effectively tuned by a time-varying external field $\Gamma_a$. Here and hereafter, we rescale $R, U, \Gamma_a, \Gamma_b$ in units of $V$, and the units of $1/V, h = 1$ has been set, hence all parameters in this paper are of dimensionless.

Similar to the two-mode Bose-Hubbard model, the projective Hilbert space for such an atom-diatomic molecule conversion system can be spanned by a set of Bloch vectors. Under the mean-field approximation, the Bloch vectors can be written as

$$\mathbf{h} = (2\sqrt{2} R e^{i(a^*)^2 b}, 2\sqrt{2} I m[(a^*)^2 b], |a|^2 - 2|b|^2).$$

With the normalization condition $|a|^2 + 2|b|^2 = 1$, the projective space is a tear-drop shaped surface as shown in Fig. 2.

To analyze the dissipative dynamics of the system in its classical phase space, we define relative phase $\theta$, particle number $n$ and normalized population difference $S$ as

$$\theta = 2\theta_a - \theta_b,$$

$$n = 2|b|^2 + |a|^2,$$

$$S = \frac{z}{n}.$$  

Inserting these definitions into Eq. (3), a set of evolution equations is obtained

$$\dot{S} = -2V\sqrt{n}(1 + S)^{1/2} - S \sin \theta - \Gamma_n(1 - S^2),$$

$$\dot{n} = -\frac{1}{2}(\Gamma_a + \Gamma_b)n,$$

$$\dot{\theta} = 4Us - 4R - V\sqrt{n}\frac{1 - 3S}{\sqrt{1 - S}} \cos \theta,$$

with $\Gamma_+ = \frac{1}{2}(\Gamma_a + \Gamma_b)$ and $\Gamma_- = \frac{1}{2}(\Gamma_a - \Gamma_b)$ representing the total and relative decoherence rates for the two modes, respectively. Ignoring the coupling between the system and its environment ($\Gamma_a = \Gamma_b = 0$), the dynamics of the system can be described by an effective Hamiltonian as

$$H = 2V(1 + S)^{1/2} - 2US^2 + 4RS.$$  

It is found that the bifurcation of the fixed points falls into four regimes in the parameter space $[16, 20]$ as shown in Fig. 1. Due to inelastic collisions between particles in the condensates and that in the thermal cloud, the loss of atoms and molecules as one source of decoherence is unavoidable in practices. Thus it is interesting and desired to study the dynamics of this system with decoherence. By the standard procedure used in non-Hermitian systems [27, 31], we study the dynamics of the system with notations $C = Un, \Omega = V\sqrt{n}$. With these knowledge, the effects of the particle loss on the dynamics as well as the features of fixed point can be clearly revealed in classical phase space. For simplicity, in the following discussion, we set $\Gamma = \Gamma_-$ and rewrite the equations for the population difference and relative phase as

$$\dot{S} = -2\Omega(1 + S)\sqrt{1 - S}\sin \theta - \Gamma_n(1 - S^2),$$

$$\dot{\theta} = 4CS - 4R - \Omega\frac{1 - 3S}{\sqrt{1 - S}} \cos \theta.$$  

The fixed points of the system are determined by

$$\dot{S} = \dot{\theta} = 0.$$  

To be specific, the fixed points on the boundary are $S = -1, \theta = \arccos(\frac{-\sqrt{3}(C + R)}{4})$, while the other fixed points are determined by

$$(9\Gamma^2 + 64C^2)S^3 - (\Gamma^2 - 4\Omega^2 + 64R^2) - (15\Gamma^2 - 36\Omega^2 + 64C^2 + 128CR)S^2 - (24\Omega^2 - 7\Gamma^2 - 64R^2 - 128CR)S = 0,$$

$$\sin \theta = -\frac{\Omega}{2\Gamma}\sqrt{1 - S}.$$  

Through a Jacobian matrix defined by

$$J = \begin{pmatrix} \frac{\partial S}{\partial \theta} & \frac{\partial S}{\partial S} \\ \frac{\partial \theta}{\partial \theta} & \frac{\partial \theta}{\partial \theta} \end{pmatrix},$$

we can study the stability of the fixed points as did in the literature [32–34].

From Eqs. (13) and (14), we find that the dynamics of the system depends only on the relative decoherence rate $\Gamma$, but not on the total decoherence rate. The total decoherence rate affect the system through $n = a_0e^{-\Gamma t}$. With zero relative decoherence rate ($\Gamma = 0$), the effective Hamiltonian can be written as

$$H = 2\Omega(1 + S)\sqrt{1 - S}\cos \theta - 2CS^2 + 4RS.$$  

which differs from the case without decoherence only at the conversion amplitude $\Omega$ and coupling strength $C$. In the next section, we shall discuss the effect of relative decoherence rate on the dynamics of the system.
The fixed points on the boundary behave like the fixed points in the region labeled by a smaller number (e.g., boundary that separate regions I and II belongs to the region I). Figure 1(c) shows Poincaré section of the classical Hamiltonian for the region I. The only fixed point is located near the boundary of the phase space \((S = 1)\) and the dynamics of the system is localized. When taking the decoherence into consideration, the fixed point near \(S = 1\) turns into an attractor, where Figs. 2(a) and 2(b) show trajectories on the tear-drop shaped Bloch sphere. The dynamics of the system becomes delocalized due to the appearance of such an attractor.

By changing the energy difference \(R\) and the nonlinearity \(C\) (see Fig. 1(a)), the system can go across the boundary into region II, the fixed point in region I bifurcates into two elliptic points and a hyperbolic one as Fig. 1(d) shows. The region II shares similar features with the self-trapping in the two-mode Bose-Hubbard model. With a negative decoherence rate, both of the two elliptic fixed points transit to attractors in this region (see Figs. 2(c) and 2(d)). While the locations of the stable attractors are just slightly changed due to the decoherence (see Fig. 2(b)).

Figure 2(e) illustrates the Poincaré section of the classical Hamiltonian for region III without decoherence. In this region, large amplitude oscillations around the elliptic fixed can be observed, see Fig. 2(e). With \(U = 0\) and
$R = 0$, the location of the fixed points in this region can be derived analytically

$$(S, \theta) = \left( \frac{1}{2}, \pi + \arcsin \left( \frac{\sqrt{\Delta}}{\sqrt{6}} \right) \right), \quad (20)$$

where we assume the decoherence rate positive, and the relative phase was restricted in $\theta \in [0, 2\pi]$. From Eq. (20), we find that in addition to the feature changes of the fixed points, the relative phase between the two fixed points decreases and the fixed points becomes asymmetric due to the decoherence as shown in Fig. 2(f). As the decoherence rate increases, the area of regime III is compressed (see blue dashed line in Fig. III(a)). The two boundaries coincides and region III vanishes (see dash dotted line in Fig. III(a)), when decoherence rate is larger than a threshold ($\Gamma > \sqrt{2\Omega}$), a hyperbolic fixed point arises from the bottom of the phase space (see dash-dotted line in Fig. III(a)), which is an witness for the bifurcation of fixed points in classical phase space.

The dynamics in region IV behaves similarly as that in region I. The elliptic fixed point turns into an attractor due to negative decoherence rate, the dynamics in this region then becomes delocalized (see Figs. II(a) and II(b)).

Next, we focus on the changes of the fixed points. Such a change in classical phase space is fundamental for non-hermitian Bose-Hubbard system. However, we find that, in the atom-molecule conversion system, the change differs from Bose-Hubbard model in two respects. Firstly, the type of the fixed point (a repeller or an attractor) is determined by the the sign of decoherence rate $\Gamma$ and the location of the fixed point $S$. If $\Gamma$ and $S$ are different in sign, i.e., one of them is positive while another is negative, the original elliptic fixed point transits into a stable attractor. Otherwise, the original fixed point turns into an unstable repeller. Secondly, the transition is sudden, in other words, the transition happens provided the decoherence rate is not zero. This is different from the decoherence effect on Bose-Einstein condensates in a double-well potential, namely there exists a critical value for the decoherence rate. In the atom-molecule conversion system, the transition happens once the decoherence exists, regardless of how small the decoherence being. The phenomenon reflects not only the meta-stable behavior of the open many-particle system, but also the sensitivity of the atom-molecule conversion system to particle loss.

IV. CONVERSION EFFICIENCY FOR MOLECULAR CONDENSATE

In experiments, the association of ultracold atoms into diatomic molecules can be achieved by applying a time-dependent magnetic field in the vicinity of a Feshbach resonance, which corresponds to the change between different regimes ($I \rightarrow III \rightarrow IV$) in the parameter space (see Fig. III). To examine the effect of decoherence on the conversion process, we define conversion efficiency, relative efficiency and sweeping rate of the external field as

$$W = \frac{|b(T)|^2}{n(T)}, \quad (21)$$

$$M = \frac{W(\Gamma) - W(0)}{W(0)}, \quad (22)$$

$$\beta = \dot{R}, \quad (23)$$

where $T$ denotes the terminal time for the conversion, $W(\Gamma)$ and $W(0)$ denote the conversion efficiency with and without decoherence, respectively. $M$ describes the relative increases or decreases of the efficiency between decoherence and decoherence-free case. By adjusting the external magnetic field, $R$ can be linearly manipulated to across the Feshbach resonance point ($R = R_0 + \beta t$, $R_0 = \beta T$, $t \in [0, T]$), until the system relaxes into a steady state. The conversion efficiency with decoherence can be calculated with the same parameters except the decoherence rate. Here we choose the initial state of the system to be in pure atomic mode ($|a(0)|^2 = 1$).

The results of $W$ show that conversion efficiency increases with positive decoherence rate. While a negative decoherence rate decreases the conversion efficiency (see Fig. 4). This can be interpreted by the appearance of attractor or repeller in the phase space. With a negative decoherence rate, the elliptic fixed points near the atomic mode turns into an attractor and the atoms are attracted to stay away from molecular mode. (see Figs. III(b) and III(f)). The conversion process is depressed by such an attractor and the conversion efficiency decreases. Similarly, a positive decoherence rate will increase the conversion efficiency.

![Graph](image-url)

FIG. 4: (color online) Conversion efficiency $W$ in (a) and relative efficiency $M$ in (b) as a function of the sweeping rate $\beta$ under different decoherence rate $\Gamma$. 
In regime III, the atoms oscillate between atomic mode and molecular mode (see Fig. 2(e)). When the relative decoherence rate is positive, the fixed point transits from elliptic to a repeller, the amplitude of the oscillation is increased (see dash dotted line in Fig. 5(a)). While the relative decoherence rate is positive, which indicates a repeller in the phase space, the self-trapping in atomic mode is ruined, because the atoms are repelled and converted into molecules, as dash dotted line shows in Fig. 5(b).

A physics understanding is coming ......

VI. CONCLUSION

In summary, we have investigated the effect of particle loss on the dynamics of the atom-molecule conversion system. Within the mean-field approximation, the classical phase space is specified and the fixed points are calculated. Due to the bifurcation of the fixed points in the phase space, the parameter space can be divided into different regimes. We find that the boundary, which separates different regimes are changed by the decoherence. A sudden transition for the fixed points from elliptic to attractor or repeller happens. Such a transition not only reflects the meta-stable behavior of the system, but also characterizes the phase-space structure of the atom-molecule conversion system. The effect of decoherence on the conversion efficiency and the self-trapping is explored with the mean-field approximation.
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