Thermalization of dipole oscillations in confined systems by rare collisions
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We study the relaxation of the center-of-mass, or dipole oscillations in the system of interacting fermions confined spatially. With the confinement frequency \(\omega_\perp\) fixed the particles were considered to freely move along one (quasi-1D) or two (quasi-2D) spatial dimensions. We have focused on the regime of rare collisions, such that the inelastic collision rate, \(1/\tau_{in} \ll \omega_\perp\). The dipole oscillations relaxation rate, \(1/\tau_\perp\) is obtained at three different levels: by direct perturbation theory, solving the integral Bethe-Salpeter equation and applying the memory function formalism. As long as anharmonicity is weak, \(1/\tau_\perp \ll 1/\tau_{in}\), the three methods are shown to give identical results. In quasi-2D case \(1/\tau_\perp \neq 0\) at zero temperature. In quasi-1D system \(1/\tau_\perp \propto T^3\) if the Fermi energy, \(E_F\) lies below the critical value, \(E_F < 3\omega_\perp/4\). Otherwise, unless the system is close to integrability, the rate \(1/\tau_\perp\) has the temperature dependence similar to that in quasi-2D. In all cases the relaxation results from the excitation of particle-hole pairs propagating along unconfined directions resulting in the relationship \(1/\tau_\perp \propto 1/\tau_{in}\), with the inelastic rate \(1/\tau_{in} \neq 0\) as the phase-space opens up at finite energy of excitation, \(\hbar \omega_\perp\). While \(1/\tau_\perp \propto \tau_{in}\) in the hydrodynamic regime, \(\omega_\perp \ll 1/\tau_{in}\), in the regime of rare collisions, \(\omega_\perp \gg 1/\tau_{in}\), we obtain the opposite trend \(1/\tau_\perp \propto 1/\tau_{in}\).

I. INTRODUCTION

Interacting systems confined to one dimension are often characterized by very slow or approach to equilibrium or even by no relaxation \[1\,4\]. This stimulates the active research on the mechanisms of thermalization in such systems \[5\,10\].

In an extended, 3D systems the relaxation normally is reached on the time scale of an inter-particle collisions. In contrast, in some confined systems the relaxation does not take place on the observation scale. The collective oscillations of the center of mass, or dipole oscillations (DOs) of cold gases of fermions in harmonic trapping potential show very slow decay \[11\,12\]. In the “quantum Newton’s cradle” experiment \[13\] the breathing mode excited in the effectively 1D Bose liquid does not thermalize even though the inter-particle interactions are not weak. In the very recent experiment \[14\] the thermalization of momentum distribution has been studied in the array of dipolar quantum Newton’s cradles. The two-time scale decay processes contains fast and short decay followed by slower near-exponential thermalization. In the work \[14\] the second, thermalization regime has been linked to the integrability-breaking interactions mediated by the long range magnetic dipole-dipole interactions. The reported thermalization rates scale with the square of integrability breaking interaction strength.

Recently, the numerical solutions of the generalized hydrodynamic equations \[15\,16\] has been obtained for harmonic and weakly anharmonic trap potentials \[17\]. In the harmonic case the reported change of the phase space distribution function is small. It is not the case for weak anharmonicity for which the relaxation to the almost time-independent state has been observed. The anharmonicity therefore noticeably affects the dynamics. In fact, in purely harmonic trap the DOs do not relax \[18\,20\] according to the generalization of the Kohn theorem \[21\]. This property holds for interacting electrons \[22\,23\] as well as systems of cold atoms \[11\,12\,24\]. The KTh restrictions are also lifted in mixtures of isotopes as different species have different oscillation frequency along the confinement direction. This scenario has been considered theoretically in Refs. \[25\,26\], and realized as mixture of Bose and Fermi superfluids in experiment \[27\].

In this paper we study the basic model designed to help to clarify the role of the weak anharmonicity, of different kinds of integrability breaking perturbations, and of dimensionality in approach to equilibrium. Our goal is to evaluate the relaxation rate, \(1/\tau_\perp\) of the DOs. Specifically, we consider interacting fermions in the two settings referred to as quasi-2D (quasi-two-dimensional) and quasi-1D (quasi-one-dimensional). In the first, quasi-2D setting the particles are confined only in one, \(\hat{z}\) direction and free to move in the other two. The degree of the lateral confinement is characterized by the finite frequency of oscillations \(\omega_\perp\) in the confining potential. In the second, quasi-1D setting, the particles move freely in only one direction, confined along \(\hat{z}\) direction as before, and have their motion in the third direction is suppressed by strong confinement. Here we do not address the important problem of crossover between integrable and thermalizing behavior, and rather focus on the long time near-exponential in time relaxation as reported in \[14\].

Once the system is not integrable the inelastic processes with the rate \(1/\tau_{in}\) take place causing the local equilibration on a macroscopic scale. The hydrodynamic regime sets in when the inelastic rate, \(1/\tau_{in}\) exceeds the typical frequency of macroscopic motion \(\sim \omega_\perp\). The relaxation on the macroscopic scale of DOs \[28\] or of collective modes in higher dimensions \[1\] is controlled by the viscosity and thermal conductivity coefficients that are non-zero in the non-integrable systems \[29\,31\].

Here we focus on the opposite regime of weak scat-
tering, $1/\tau_{\text{int}} \ll \omega_{\perp}$. Then the constrains imposed by energy-momentum conservations (kinematic constrains), integrability and by the KTh can be understood by applying the Fermi golden rule. As we show in Sec. III the kinematic constrains in quasi-1D are the same as in 1D only below some critical occupation. The integrability is broken by virtual inter-band transitions in quasi-1D systems [32]. Above the critical filling this effect is stronger as the real inter-band transition become available. In the hydrodynamic regime the inter-band scattering drastically modifies the bulk viscosity [31].

The Paper is organized as follows. In Sec. II we formulate the model, and introduce the dimensional anharmonicity parameter. The golden rule is employed in Sec. III in order to estimate the relaxation rate of the DOs, $1/\tau_{\perp}$ based on the perturbation theory and a simple ansatz of the dipole correlation function. In this section we explore the distinct role of the inter-band excitations in quasi-1D and quasi-2D cases. In Sec. IV we go beyond the perturbation theory by summing up all the contributions to the dipole correlation function that are most divergent in powers of $\tau_{\perp}^{-1}/(\omega - \omega_{\perp})$. This program is achieved by solving the integral Bethe-Salpeter equation. In Sec. V we compute the relaxation rate, $1/\tau_{\perp}$ using a complementary approach based on memory function formalism [33]. The results are discussed in Sec. VI.

\section{II. Formulation of the model}

We consider the system of interacting fermions of a mass $m$ with their motion along $z$-direction being confined and free otherwise. The Hamiltonian of the system contains four parts,

$$H = H_0 + H_{0,\perp} + H_{e,\perp} + H_{\text{int}},$$

where $H_0$ is a kinetic energy of a motion in the $x$-$y$ plane, $H_0 = \sum_j (p_{j,x}^2 + p_{j,y}^2)/2m_n$, with index $j$ enumerating fermions and $p_j$ is the momentum operator of $j$-th fermion. Here for definiteness we assume confinement in one spatial dimension.

The confining potential is weakly anharmonic. In the absence of anharmonicity the motion along the $z$- direction is determined by a single confining frequency, $\omega_{\perp}$,

$$H_{0,\perp} = \sum_j \left[ \frac{p_{j,z}^2}{2m} + \frac{m\omega_{\perp}^2 z_j^2}{2} \right].$$

Here the position of the $j$th fermion is given by the vector, $r_j = (x_j, y_j, z_j)$.

The energies and eigenstates of $H_0 + H_{0,\perp}$ are respectively,

$$E_{n,k} = (n + 1/2)\omega_{\perp} + \epsilon_k,$$

$$\psi_{n,k}(r) = \phi_n^{(0)}(z)e^{i(k_xx + k_y y)},$$

where the in-plane momentum, $k = (k_x, k_y)$ defines the kinetic energy, $\epsilon_k = k^2/2m, \phi_n(z), n = 0, 1, \ldots$ is the $n$-th normalized eigenstate of the harmonic oscillator [2].

The energies and eigenstates of $H_{\text{int}}$ can be understood by applying the Fermi golden rule. As we show in Sec. III the integrability is broken by virtual inter-band transitions in quasi-1D systems [32]. Above the critical filling this effect is stronger as the real inter-band transition become available. In the hydrodynamic regime the inter-band scattering drastically modifies the bulk viscosity [31].

The interaction Hamiltonian, $H_{\text{int}}(r_j, r_j') = U(|z_j - z_{j'}|/\ell_{\perp})V(x_j - x_{j'}, y_j - y_{j'})$ is assumed to be separable as none of our conclusions depend on the exact form of $H_{\text{int}}(r_j, r_j')$ in any essential way. In second quantization notations, Eq. (5) the interaction, Eq. (7) takes the form (see Fig. II),

$$H_{\text{int}} = \frac{1}{2} \sum_{n_1, n_2, n_3, n_4} \sum_{k, k', q} U_{n_1 n_2}^{n_3 n_4} V_q \psi_{n_1, k}^\dagger \psi_{n_1, k'}^\dagger \psi_{n_2, k'} \psi_{n_4, k},$$

where the dimensionless matrix elements of the transversal-motion interaction

$$U_{n_1 n_2}^{n_3 n_4} = \int dz_1 \int dz_2 \phi_{n_1}^*(z_1) \phi_{n_2}^*(z_2) U(|z_1 - z_2|/\ell_{\perp}) \times \phi_{n_3}(z_2) \phi_{n_4}(z_1)$$
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\caption{The interaction amplitude defined by Eq. (8).}
\end{figure}

\end{align}

FIG. 1. The interaction amplitude defined by Eq. (8).
and the matrix element for an in-plane interaction

\[ V_q = \int dx dy e^{-i(q_x x + q_y y)} V(x, y) \]  \hspace{1cm} (10)

has a dimensionality of the inverse density of states. We emphasize that in the anharmonic confining potential, \( \epsilon \neq 0 \), and the wave-functions \( \phi_n(z) \) in Eq. (9) differ from the wave-functions, \( \phi_n^{(0)}(z) \) in Eq. (4).

Note the following properties of the transversal matrix elements, Eq. (9)

\[ U_{n_3 n_2}^{n_4 n_1} = U_{n_2 n_1}^{n_3 n_4}, \quad U_{n_1 n_2}^{n_3 n_4} = U_{n_4 n_3}^{n_1 n_2}. \]  \hspace{1cm} (11)

The first property in Eq. (11) follows from the symmetry of the interaction under the exchange of the coordinates \( z_1 \) and \( z_2 \). The second property follows from the time reversal symmetry as the wave-functions and the interaction potential are real. The properties Eq. (11) allow us to switch rows and columns in the band arguments of the matrix elements of interaction. We use this property extensively throughout the paper.

III. PERTURBATION THEORY RESULTS FOR A SINGLE OCCUPIED BAND

In this section we perform the perturbative evaluation of the decay rate of the DOs. Strictly speaking the perturbation theory is ill defined at \( \omega \approx \omega_{\perp} \) because the excitation energy \( \omega_{\perp} \) is infinitely degenerate. Nevertheless, it provides us with the useful insight into mechanisms of DOs relaxation and gives a well defined prediction for the actual rates if interpreted in a physically sensible way. We start with the case of singly occupied band.

Let us introduce the correlation function of the observables \( A \) and \( B \),

\[ K_{A,B}(\omega) = -i \int_0^\infty dt e^{i\omega t} \langle [A(t), B(0)] \rangle, \]  \hspace{1cm} (12)

where \([A, B] = AB - BA\), and the time dependence is specified by the Heisenberg equations of motion, \( \dot{A} = i[H, A(t)] \) where \( \dot{A} = \partial A/\partial t \). The natural choice of collective variables representing the transitions between the adjacent bands is

\[ A_n = \sum_k \psi_{n,k}^\dagger \psi_{n-1,k}, \]  \hspace{1cm} (13)

where the index \( n = 1, 2, \ldots \). In a non-interacting system

\[ K_{A_n, A_n'}^{(0)}(\omega) = \delta_{n,n'} \frac{N_{n-1} - N_n}{\omega - \omega_{\perp} + i0^+}, \]  \hspace{1cm} (14)

where \( N_n \) is the total occupation of the \( n \)-th band and \( 0^+ \) is positive infinitesimal. The Eq. (14) shows that only the occupied bands are of importance. We, therefore focus on \( K_{A_1, A_1} \). In generic situation, the DOs are induced by the dipole operator,

\[ \mathcal{F}_1 = \sum_{n=1}^\infty \sqrt{n} A_n. \]  \hspace{1cm} (15)

Let us compute the correlation function \( K_{A_1, A_1} \), up to the second order in the interaction, \( K_{A_1, A_1} \approx K_{A_1, A_1}^{(0)} + K_{A_1, A_1}^{(1)} + K_{A_1, A_1}^{(2)} \). The first order correction, \( K_{A_1, A_1}^{(1)} \propto \nu_{\perp}/(\omega - \omega_{\perp})^2 \) accounts for the renormalization of \( \omega_{\perp} \). See Ref. [34] and we proceed to the analysis of the second order corrections.

\[ \text{FIG. 2. (color online)} \] The three scattering processes with the amplitudes \( A_1, A_2 \) and \( A_3 \) given by Eq. (17) are shown as panels a), b) and c) respectively. On the left the lowest and the next bands separated by \( \omega_{\perp} \) in energy, \( E \) are shown as thick(black) and thin(blue) parabolic lines. The Fermi level at \( E = E_F \) crosses only the lowest energy band. All panels show the same set of particles with momenta \( k' + q \) and \( k - q \) and holes with momenta \( k \) and \( k' \) in the final state (black). The virtual state includes, a) a particle at the momentum \( k' + q \) (red), b) a particle at momentum \( k' \) (red) and c) a hole at the momentum \( k - q \) (red). On the right the amplitudes of the scattering process is represented diagrammatically. The dashed(blue) and thick(black) lines denote propagators of the excitations in the upper and lower bands respectively.
A. Second order perturbation theory

By utilizing the golden rule, we write

\[
\text{Im} K^{(2)}_{A_1, A_2}(\omega) = -\pi \left(1 - e^{-\omega/T}\right) \sum_{k,k',q} \left| \sum_{i=1}^3 A_i \right|^2 \times (1 - f_{0,k'+q}) f_{0,k} \times \delta (\omega - \xi_{0,k'+q} + \xi_{0,k'} - \xi_{1,k-q} + \xi_{0,k}),
\]

(16)

where \(\xi_{n,k} = E_{n,k} - \mu\) is the energy in Eq. (3) measured relative to the chemical potential \(\mu\), and \(f_{n,k} = (e^{\xi_{n,k}/T} - 1)^{-1}\) is the Fermi-Dirac function. Furthermore, ignoring the exchange processes for brevity, the three amplitudes, \(A_i, i = 1, 2, 3\) of the scattering processes shown in Fig. 2 read

\[
A_1 = \frac{V_q U_1}{\omega - \omega_-}, \quad A_2 = \frac{V_q U_1}{\omega - \omega_+}, \quad A_3 = -\frac{V_q U_0}{\omega - \omega_-},
\]

(17)

where we have introduced shortened notations, \(U^{00} = U_0, U^{01} = U_1\), and \(U^{10} = U_1\). Equations (16) and (17) express in a compact form the result of the summation of eight diagrams shown in Fig. 3. The exchange terms in the scattering amplitude are further discussed in Sec. V.
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FIG. 3. (color online) The diagrammatic representation of the second order correction to the correlation function, \(K^{(2)}_{A_1, A_1}\), resulting from the scattering processes indicated in Fig. 2. The solid thick (black) lines represents the propagator of particles in the first unoccupied band. The dashed (blue) lines represents the propagator of holes in the lowest band. The expression Eq. (16) represents the total contribution from the processes with the four quasi-particles in the final state. The propagators of these quasiparticles are crossed by the thin (black) line. Panels: (a) and (b) represent two kinds of the self energy of the particles, (c) represents the self energy of the holes, (d),(e),(f) and (g) represent all vertex corrections diagrams to the second order in interaction.

To obtain an insight into Eq. (16) it is useful to write it in alternative form more closely related to the life time of a single particle excitations. The inelastic scattering rate of a particle in the band \(m = 1\) with momentum \(k\), \(1/\tau_{1k}\) contains two contributions, \(1/\tau_{1k} = 1/\tau_{1ak} + 1/\tau_{1bk}\), represented by the self energy insertions in Fig. 3a,b respectively. The quantities \(1/\tau_{1ak} = U_1^{-2}/\tau_{1ak}\) and \(1/\tau_{1bk} = U_1^{-2}/\tau_{1bk}\) do not depend on the confining potential and are described solely in terms of the motion in the unconfined direction(s). Similarly, for the hole relaxation rate \(1/\tau_{0k}\) see Fig. 3c we define the rate \(1/\tau_{0k} = U_0^{-2}/\tau_{0k}\) which is independent of the form of the confining potential. These rates are given in terms of the golden rule as well,

\[
\frac{1}{\tau_{1ak}} = \frac{2\pi}{1 - f_{1k}} \sum_{k',q} V_q^2 (1 - f_{1,k-q})(1 - f_{0,k'+q}) f_{0,k'} \times \delta (\xi_{1,k} - \xi_{0,k'+q} + \xi_{0,k'} - \xi_{1,k-q}),
\]

(18a)

\[
\frac{1}{\tau_{1bk}} = \frac{2\pi}{1 - f_{1k}} \sum_{k',q} V_q^2 (1 - f_{0,k-q})(1 - f_{1,k'+q}) f_{0,k'} \times \delta (\xi_{1,k} - \xi_{1,k'+q} + \xi_{0,k'} - \xi_{0,k-q}),
\]

(18b)

\[
\frac{1}{\tau_{0k}} = \frac{2\pi}{f_{0k}} \sum_{k',q} V_q^2 f_{0,k+q}(1 - f_{0,k'+q}) f_{0,k'} \times \delta (\xi_{0,k} - \xi_{0,k+q} + \xi_{0,k'} - \xi_{0,k'}). \quad (18c)
\]

Equations (18) are further elaborated in App. C1. With each of the definitions Eq. (18) one can rewrite Eq. (16) in one of the three equivalent ways,

\[
\text{Im} K^{(2)}_{A_1, A_1} = \frac{(U_0 - U_1 - U_1^2)}{(\omega - \omega_-)^2} \sum_k \frac{f_{1,k} - f_{0,k}}{2\tau_{1ak}},
\]

(19a)

\[
= \frac{(U_0 - U_1 - U_1^2)}{(\omega - \omega_+)^2} \sum_k \frac{f_{1,k} - f_{0,k}}{2\tau_{1bk}},
\]

(19b)

\[
= \frac{(U_0 - U_1 - U_1^2)}{(\omega - \omega_-)^2} \sum_k \frac{f_{1,k} - f_{0,k}}{2\tau_{0k}},
\]

(19c)

where the identity \((1 - e^{-\omega_-/T})f_{0k}(1 - f_{1k}) = f_{0k} - f_{1k}\) has been used.

In order to relate \(K^{(2)}_{A_1, A_1}\) to the actual decay rate of the DOs, \(1/\tau_{1}\) in this section we adopt a simple guess

\[
K_{A_1, A_1}(\omega) \approx \frac{N_0 - N_1}{\omega - \omega_+ + i/\tau_{1}^{(2)}},
\]

(20)

which as we show in Sec. IV holds under conditions of weak anharmonicity, \(\epsilon \ll 1\). By matching the result, Eq. (19) with the expansion of Eq. (20) in \(1/\tau_{1}\) we obtain to the second order,

\[
\frac{1}{\tau_{1}^{(2)}} = \frac{(U_0 - U_1 - U_1^2)}{N_0 - N_1} \sum_k \frac{f_{0,k} - f_{1,k}}{2\tau_{0,a,b,k}}.
\]

(21)

Alternative form of this equation relates \(1/\tau_{1}\) to the average quasiparticle relaxation rate,

\[
\frac{1}{\tau_{1}^{(2)}} = \frac{(U_0 - U_1 - U_1^2)}{2\sum_k (f_{0,k} - f_{1,k})(2\tau_{0,a,b,k})^{-1}}.
\]

(22)
Equation (22) up to a prefactor \((U_0 - U_1 - U_1)^2\) and replacement \(f_{1,k} \to f_{2,k}\) is identical to the expression for the decay rate of quadruple excitations in a quasi-two-dimensional system of fermionic polar molecules created by the lattice modulation pulse used in Ref. 35. We stress that the prefactor in Eq. (22) is absolutely crucial as it results from finite state interactions, and in our case guarantees the KTh.

Below we point out two immediate consequences of Eq. (21). First, KTh is satisfied in view of the identity, \(U_0 - U_1 - U_1 = 0\) valid for harmonic confinement for any interaction. For anharmonic potential \(U_0 - U_1 - U_1 \neq 0\) and in general, \(1/\tau_⊥ \neq 0\). So that \(1/\tau_⊥\) can be non-zero only in an anharmonic trap. Secondly, according to Eq. (18c) the relaxation rate of the hole, \(1/\tau_∥\) is determined by the intra-band processes, and hence identical to the inelastic rate of the hole in the pure 1D or 2D case. In the 2D systems this rate is non-zero and as a result \(1/\tau_⊥\) \(\neq 0\). In contrast, in 1D systems with quadratic dispersions the inelastic rate vanishes, in fact to all orders in interactions, see Ref. 36. Therefore, according to Eq. (21) in quasi-1D to the second order in interaction the DOs have vanishing relaxation rate even in anharmonic trap at least at \(T = 0\).

By representing Eq. (19a) as a convolution of the polarization operators,

\[
\Pi_{nm}(\mathbf{q}, \omega) = \sum_{\mathbf{k}} \frac{f_{m,k} - f_{n,k+q}}{\omega + i0 - \xi_{n,k+q} + \xi_{m,k}},
\]

we obtain an alternative form of the result, Eq. (21),

\[
\frac{1}{\tau_⊥} = \frac{(U_1 + U_1 - U_0)^2}{N_0 - N_1} \times \int_{\Delta_⊥} d\Omega \sum_{\mathbf{q}} V_φ^2 \text{Im}\Pi_{10}(\mathbf{q}, \omega_⊥ - \Omega) \text{Im}\Pi_{00}(\mathbf{q}, \Omega).
\]

Equation (21) has a transparent meaning. The finite relaxation rate of DOs is obtained when the two particle-hole excitations can be found: one inter- and the other intra-band such that their total momentum is zero and their total energy is \(\omega_⊥\). Each of the two kinds of particle-hole excitations forms a continuum shown in Figs. 4 and 5 in quasi-1D and quasi-2D systems respectively. In these graphs each excitation is shown on a momentum-energy plane forming the shaded regions on these graphs. Below we address the quasi-1D and quasi-2D cases separately based on the above interpretation.

### B. \(1/\tau_⊥\) in quasi-2D systems

We start with verifying the statement \(1/\tau_⊥ \neq 0\) based on Eq. (21). Fig. 4(d) represents the familiar intra(inter)-band continuum in 2D. The intra-band excitations with momentum \(q < 2k_F\) and energy \(\omega = \sqrt{v_F q - q^2/2m}\) are represented by the dashed line in Fig. 4b. The inter-band excitations with momentum \(-q\) and energy \(\omega = \omega_⊥ - \sqrt{v_F q + q^2/2m}\) are shown as the lowest boundary of the inter-band continuum in Fig. 4b. Clearly, when the total momentum of two such pairs is zero, the total energy is \(\omega_⊥\). Since there are intra-band excitations both below and above the dashed line...
FIG. 6. (color online) (a) The intra-band continuum of excitations in quasi-1D. The shaded area bounded from below by \( \omega^{0\rightarrow 0}(q) \) represents all possible pairs of momentum and energy, \( q \) and \( \omega \) of all intra-band excitations. (b) The continuum of excitations in quasi-1D with exactly one inter-band particle-hole excitation and arbitrary number of intra-band pairs. The shaded area represents bounded from below by \( \omega^{0\rightarrow 1}(q) \), Eq. (26) includes all points \((q, \omega)\) of kinematically allowed excitations of this kind.

on Fig. [4], the frequency \( \omega_{\perp} \) falls within the continuum of two particle-hole excitations. This implies the finite life-time of DOs already in the second order of perturbation theory.

For completeness we have computed this rate starting from Eq. (24),

\[
\frac{1}{\tau_{\perp}} = \tilde{C}^2 (V m)^2 E_F ,
\]

where \( \tilde{C} \) is non-universal constant, which for a quartic anharmonicity and for short-range interaction evaluates to \( \tilde{C} \approx 0.94 (3/4)^2 / (2\pi)^3 \), (see App. [A] for details). The result, Eq. (25) corresponds to the Fermi liquid relaxation rate if the energy window available for the decay is identified as \( E_F \). It is however smaller by a factor of \( \epsilon^2 \) because of the matrix elements suppression imposed by the KTh.

C. Relaxation of DOs in quasi-1D systems at \( T = 0 \)

We now discuss the relaxation of the DOs in quasi-1D. The \( T = 0 \) result, \( 1/\tau_{\perp}^{(2)} = 0 \) can be understood in two ways. First, based on the representation (21) we have traced it back to the vanishing of the hole inelastic relaxation rate in pure 1D [39]. Alternative interpretation we adopt in this section is based on the representation [24]. The latter is formulated in terms of the intra- and inter-band continua shown in Fig. 5a and Fig. 5b, respectively. The excitations available at the second order in interaction contain one intra-band pair with momentum \( q \) and one intra-band pair with the opposite momentum, \(-q\). For \( |q| > 2k_F \) the inter-band pairs have energy exceeding \( \omega_{\perp} \). Therefore the total energy of the two pairs is above \( \omega_{\perp} \). For \( |q| < 2k_F \) the lowest possible energy of the inter-band pairs is \( \omega = \omega_{\perp} - v_F q + q^2/2m \) while the lowest energy of the intra-band pair is \( \omega = v_F q - q^2/2m \).

As a result, in contrast to the quasi-2D case, \( \omega_{\perp} \) is a lower edge of the continuum of the two particle-hole excitations, and \( 1/\tau_{\perp}^{(2)} = 0 \).

It is natural to ask whether \( 1/\tau_{\perp} = 0 \) to all orders in
interaction. Below we argue that it is the case provided that \( E_F < E_F^* = 3\omega_\perp/4 \), and in general the rate \( 1/\tau_\perp \) is finite otherwise.

As the confinement potential is assumed to be symmetric the parity is conserved. The perturbation \( A_1 \), Eq. \( \text{(18)} \) connects neighboring states of transversal quantization of opposite parity and therefore is parity odd. As a result, the sum of the band indices of all the excitations in the finite state has to be likewise odd. Furthermore, the excitations to the second or higher unoccupied bands are not of interest as they carry energy which exceeds \( \omega_\perp \). We therefore limit the consideration to the excitation to the first unoccupied band. The allowed finite states include any odd number of particles in the first band. Below we separately consider the finite states with one and three particles in the first band.

1. Contribution of finite states with a single particle in the first unoccupied band to \( 1/\tau_\perp \)

It is illuminating to think of these finite states as composites of the two types of excitations. The first type includes all the possible intra-band particle-hole excitations. These excitations form a continuum which is identical to the particle-hole continuum in the pure 1D case, see Fig. 3. It is unbounded from above and bounded from below by \( \omega^{0-0}(q) = \max_{n=-\infty}^{\infty} [v_F (q-2kFn) + (q-2kFn)^2/2m], [36, 37] \). The second category includes a single inter-band particle-hole pair in addition to an arbitrary number of intra-band ones. These excitations likewise form a continuum unbounded from above and shown in Fig. 4. It’s lower boundary is

\[
\omega^{0-1}(q) = \omega_\perp - \omega^{0-0}(q). \tag{26}
\]

An excitation with one particle in the unoccupied band has energy \( \omega > \min_q [\omega^{0-0}(q) + \omega^{0-1}(q)] = \omega_\perp \). Therefore, \( \omega_\perp \) forms a boundary of a continuum considered, and DOs remain protected against the decay. The same conclusion would be reached if one would consider just a single inter-band particle-hole pair without any intra-band excitations with the lower boundary, \( \omega^{0-1}(q) = \omega_\perp - v_F q + q^2/2m \). Here the subscript in curly brackets denote the total number of particle-hole excitations.

2. Contribution of finite states with more than one particle in the first unoccupied band to \( 1/\tau_\perp \)

Now we explore the possibility of the relaxation into excitations which contain 3, 5 or more particles in the first unoccupied band. As the Fermi energy, \( E_F \) approaches the inter-band separation, \( \omega_\perp \), the energy cost of an inter-band excitation \( \omega_\perp - E_F \) decreases. This makes it necessary to consider the excitations with more than one particle in the unoccupied band as a possible decay channel.

Consider the lower boundary of these continua, \( \omega^{0-1}(q), \omega^{0-1}(q) \) or in general \( \omega^{0-1}(q) \) where as before, \( l \) denotes the total number of particle-hole excitations, all of which are inter-band. The rate \( 1/\tau_\perp \) remains zero provided \( \omega_\perp < \omega^{0-1}(q) \) for some \( l \), and \( 1/\tau_\perp \neq 0 \) otherwise.

It is again expedient to view an arbitrary excitation with \( 2l + 1 \) as composite of two,

\[
\omega^{0-1}(q) = \min_q [\omega^{0-1}(q) + \omega^{0-1}(q)]. \tag{27}
\]

By combining Eqs. \( \text{(26)} \) and \( \text{(27)} \) we conclude that \( 1/\tau_\perp \) is finite if and only if there exists a wave-number \( q^* \) such that \( \omega^{0-1}(q^*) < \omega^{0-0}(q^*) \). In fact since for \( n > 0 \), \( \omega^{0-1}(q^*) > \omega^{0-1}(q^*) \) our condition is \( \omega^{0-1}(q^*) < \omega^{0-0}(q^*) \).

The boundaries \( \omega^{0-1}(q) \) are presented in Fig. 7 for different filling of the lowest band. Explicitly, (see App. 3)

\[
\omega^{0-1}(q) = 2l(\omega_\perp - E_F) + \min_{u=0, \pm 1, \ldots, \pm l} \frac{(q - 2ukF)^2}{4lm}. \tag{28}
\]

The important observation is that for low enough fillings, \( E_F < E_F^* = 3\omega_\perp/4 \), Fig. 7, \( \omega^{0-1}(q) > \omega^{0-0}(q) \) for all \( q \), and \( 1/\tau_\perp = 0 \). The two continua touch at \( E_F = E_F^* \), Fig. 7. At \( E_F > E_F^* \) the inequality \( \omega^{0-1}(q) < \omega^{0-0}(q) \) is satisfied for a finite range of momenta, and \( 1/\tau_\perp \neq 0 \) as a result.

So far we have obtained the following results. According to KTH if the confining potential is strictly harmonic, \( 1/\tau_\perp = 0 \) regardless of other details. We have observed that it results from the cancellation of the matrix elements of arbitrary translationally invariant interaction between states of the harmonic oscillator. Once the confinement is anharmonic the DOs in general have a finite lifetime. In quasi-2D it decays even at \( T = 0 \) regardless of the band occupations, and is weakly temperature dependent. In quasi-1D at \( T = 0 \) the decay is possible only if the occupation of the lowest band is large enough to open the phase space for the inter-band processes. In this case the relaxation of the DOs in quasi-1D and quasi-2D is qualitatively similar. Below the critical filling only intra-band processes are available. These processes are inefficient in relaxing the DOs. At finite \( T \) the relaxation rate due to the intra-band processes is finite.

Let us remark that in quasi-1D case \( 1/\tau_\perp = 0 \) if the transverse matrix elements are equal to the same constant and fermion interact via the singular interaction, \( V_c \propto q^2 \). The latter is the case of Cheon-Shigehara model [[35]], dual to the Lieb-Liniger model. As a result in such a model the relaxation does not occur [[39, 40]].
D. Relaxation of DOs in quasi-1D systems at $T \neq 0$

Let us now briefly consider the relaxation of the DOs in quasi-1D system at finite yet low temperatures, $T \ll E_F$. The scaling of $1/\tau_\perp$ with temperature readily follows from the representation, Eq. (21) based on the results of Refs. [41, 42] on the energy-relaxation rate of the hot particles in quantum wires. The finite hole energy-relaxation rate, $1/\tau_\parallel$ is obtained and solved for the marginal Fermi liquid [45].

As we consider the case of a single occupied band, the correlation function we specifically study is $K_{A_1,A_1}(\omega_n)$. The amputated Matsubara vertex function, $\Gamma_k(\epsilon_m, \omega_n)$ is defined by the relation,

$$ K_{A_1,A_1}(\omega_n) = T \sum_{\epsilon_m, k} G_{1,k}(\epsilon_m + \omega_n) G_{0,k}(\epsilon_m) \Gamma_k(\epsilon_m, \omega_n), $$

where the single-particle Green function read,

$$ G_{0(1),k}(\epsilon_m) = -\int_0^\beta d\tau e^{i\epsilon_m \tau} \langle \psi_{0(1),k}(\tau) \psi_{0(1),k}^\dagger \rangle. $$

The Bethe-Salpeter equation is presented graphically.
in Fig. 8 and can be written in the form,

\[
T \sum_{\epsilon} S_{1,k}(\epsilon + \omega)S_{0,k}(\epsilon)\Gamma_{k,\epsilon}(\omega) = \\
T^2 \sum_{\epsilon,\epsilon',k'} S_{1,k}(\epsilon + \omega)S_{0,k}(\epsilon) \\
\times \left[ U_0U_1T_{1kk'}(\epsilon - \epsilon') + U_0U_1T_{2kk'}(\epsilon - \epsilon') \\
+ U_1U_2T_{3kk'}(\epsilon' + \epsilon + \omega) + U_1U_2T_{4kk'}(\epsilon' + \epsilon + \omega) \right] \\
\times S_{1,k'}(\epsilon' + \omega)S_{0,k'}(\epsilon')\Gamma_{k',\epsilon'}(\omega),
\]

where the four scattering amplitudes,

\[
T_{1kk'}(\Omega) = T \sum_{p,\epsilon} |V_{k-k'}|^2 \tilde{G}_{0,p-k+k'}(\epsilon - \Omega)\tilde{G}_{0,p}(\epsilon), \\
T_{2kk'}(\Omega) = T \sum_{p,\epsilon} |V_{k-p}|^2 \tilde{G}_{0,p-k+k'}(\epsilon - \Omega)\tilde{G}_{0,p}(\epsilon), \\
T_{3kk'}(\Omega) = T \sum_{p,\epsilon} |V_{p-k'}|^2 \tilde{G}_{0,\epsilon+k'-k}(\epsilon' - \Omega), \\
T_{4kk'}(\Omega) = T \sum_{p,\epsilon} |V_{p-k'}|^2 \tilde{G}_{0,\epsilon+k'-k}(\epsilon' + \epsilon + \Omega) \\
\]

(33)

The central object is the vertex function \(\Gamma_k(\omega)\) constructed from the Matsubara vertex in the following way. The vertex, \(\Gamma_{k,\epsilon_n}(\omega_n)\) appearing in Eq. (33) is first analytically continued in the frequency plane, \(i\epsilon_n \rightarrow \epsilon - i0\), \(\epsilon_n + i\omega_n \rightarrow \epsilon + \omega + i0\) which signifies the pair of Green functions adjacent to the vertex as so called RA (retarded-advanced) pair playing the central role in the theory of Fermi liquid. The next step is the reduction to the on-mass-shell vertex function achieved by setting \(\epsilon = \xi_0,k\). The second possible choice, \(\epsilon + \omega = \xi_1,k\) is equivalent to the first one. Indeed, since we consider \(\omega \approx \omega_\perp\), \(\xi_1,k = \xi_0,k + \omega_\perp\), and the analytically continued vertex is assumed to be smooth on the scale, \(|\omega - \omega_\perp| \approx 1/\tau_\perp\) the two on-mass-shell conditions introduced above are equivalent. Obtained in this way the RA, on-mass-shell vertex is a function of momentum \(k\) and the frequency \(\omega\), which we denote \(\Gamma_k(\omega)\).

The self-energies are also expressible through the functions, Eq. (34). The holes at the \(n = 0\) band has a single type of self-energy, that can be written in the two alternative forms,

\[
\Sigma_{0,k}(\epsilon) = U_0^2 T \sum_{k',\epsilon_n} T_{1kk'}(\epsilon_n - \epsilon_n')\tilde{G}_{0,k'}(\epsilon_n') \\
= U_0^2 T \sum_{k',\epsilon_n} T_{2kk'}(\epsilon_n - \epsilon_n')\tilde{G}_{0,k'}(\epsilon_n') \\
\]

(35)

The self-energy of the particles in the \(n = 1\) band contains the two distinct contributions,

\[
\Sigma_{1,k}(\epsilon) = \Sigma_{1,k}^{(a)}(\epsilon) + \Sigma_{1,k}^{(b)}(\epsilon),
\]

(36)

where

\[
\Sigma_{1,k}^{(a)}(\epsilon_n + \omega_n) = U_1^2 T \sum_{k',\epsilon_n'} T_{1kk'}(\epsilon_n - \epsilon_n' + \omega_n) \\
\]

\[
\times \tilde{G}_{0,k'}(\epsilon_n') \tilde{G}_{0,k'}(\epsilon_n') \\
= U_1^2 T \sum_{k',\epsilon_n'} T_{4kk'}(\epsilon_n + \epsilon_n' + \omega_n)\tilde{G}_{0,k'}(\epsilon_n'),
\]

(37)

and

\[
\Sigma_{1,k}^{(b)}(\epsilon + \omega) = U_1^2 T \sum_{k',\epsilon_n'} T_{2kk'}(\epsilon_n - \epsilon_n' + \omega_n)\tilde{G}_{0,k'}(\epsilon_n') \\
\times \tilde{G}_{0,k'}(\epsilon_n') \\
= U_1^2 T \sum_{k',\epsilon_n'} T_{3kk'}(\epsilon_n + \epsilon_n' + \omega_n)\tilde{G}_{0,k'}(\epsilon_n').
\]

(38)

The quasi-particle life time,

\[
\frac{1}{\tau_{n,k}} = -2\text{Im} \Sigma_{n,k}(\xi_{n,k})
\]

(39)

is a meaningful concept as long as the self-energy on the right hand side of Eq. (39) is smooth function of the energy variable, \(\epsilon\) at the mass shell, \(\epsilon = \xi_{n,k}\) on a scale defined by Eq. (39). This condition is satisfied as the scale associated with the self-energy frequency dependence is typically of the order of \(\omega_\perp\). Corresponding to the separation of the particle self-energy, Eq. (35) we introduce the two contributions to the hole life time,

\[
\frac{1}{\tau_{1,k}} = \frac{1}{\tau_{1a,k}} + \frac{1}{\tau_{1b,k}}, \\
\frac{1}{\tau_{1a,b,k}} = -2\text{Im} [\Sigma_{1,k}^{(a,b)}(\xi_{1,k})].
\]

(40)

The frequency summation in the Eq. (35) followed by the analytic continuation to the real frequency yields (see App. C)

\[
\frac{1}{\tau_{0,k}} = U_0^2 \sum_{k'} \left[ \frac{\text{tanh} \frac{\xi_{k'}}{2T} - \coth \frac{\xi_{k'} - \xi_k}{2T}}{\tau_{k'}} \times \text{Im} T_{1kk'}^R(\xi_{k'} - \xi_k) \right].
\]

(41a)

Similarly we have for each of the two inelastic relaxation rates introduced in Eq. (10) two equivalent expressions,

\[
\frac{1}{\tau_{1a,k}} = U_1^2 \sum_{k'} \left[ \frac{\text{tanh} \frac{\xi_{k'} + \omega_\perp}{2T} - \coth \frac{\xi_{k'} - \xi_k}{2T}}{\tau_{k'}} \times \text{Im} T_{1kk'}^R(\xi_{k'} - \xi_k) \right],
\]

(41b)

and

\[
\frac{1}{\tau_{1b,k}} = U_1^2 \sum_{k'} \left[ \frac{\text{tanh} \frac{\xi_{k'} + \omega_\perp}{2T} - \coth \frac{\xi_{k'} - \xi_k}{2T}}{\tau_{k'}} \times \text{Im} T_{3kk'}^R(\xi_{k'} - \xi_k) \right].
\]

(41c)
The Bethe-Salpeter equation satisfied by \( \Gamma_k(\omega) \) is obtained from Eq. (33) by performing the summation over the frequencies \( \epsilon \) and \( \epsilon' \) within the interval, \( -\omega < \epsilon, \epsilon' < 0 \) by the standard method of analytical continuation [50]. The other frequencies make a contribution that is smaller than the one we retain in the parameter, \( (\omega_{\perp} \tau_{in})^{-1} \ll 1 \).

We write the Bethe-Salpeter equation in the matrix form,

\[
\sum_{k'} D_{kk'}(\omega) \Gamma_{k'} = \sum_{k'} \left[ U_0U_1 \tilde{T}_{1kk'}(\omega) + U_0U_1 \tilde{T}_{2kk'}(\omega) \right] + U_1U_1 \tilde{T}_{3kk'}(\omega) + U_1U_1 \tilde{T}_{4kk'}(\omega) \right] \Gamma_{k'} .
\] (42)

The functions \( D_{kk'}(\omega) \) and \( \tilde{T}_{1kk'}(\omega) \) in Eq. (12) are obtained from the left and right side of Eq. (33) respectively. Our strategy will be to consider Eq. (12) at a given frequency, \( \omega \), as a homogeneous linear, matrix equation on the vector \( \Gamma \) with components labeled by the subscript \( \text{k} \). In this way the functions \( D_{kk'}(\omega) \) and \( \tilde{T}_{kk'}(\omega) \) are to be understood as matrices acting on a vector \( \Gamma \). The explicit evaluation of these matrices is relegated to the App. [E] The solution, Eq. (45) has a transparent meaning. As we discussed previously the DOs are a coherent superposition of the inter-band particle-hole excitation consistent with the Fermi statistics. To reach this excitation the external driving has to be stronger for those particle-hole pairs that decay faster. The form, Eq. (45) expresses the direct expression of this observation.

To show that Eq. (45) solves Eq. (42) at \( \omega = \omega_{\perp} \) we first note that according to Eq. (43),

\[
\sum_{k'} D_{kk'}(\omega_{\perp}) \Gamma_{k'} = \frac{1}{2} \left[ \tanh \frac{\xi_k + \omega_{\perp}}{2T} - \tanh \frac{\xi_k}{2T} \right] .
\] (46)

Next we consider the first term on the right hand side of Eq. (42) for the choice Eq. (45),

\[
U_0U_1 \sum_{k'} \tilde{T}_{1kk'}(\omega_{\perp}) \Gamma_{k'} = U_0U_1 \sum_{k'} \frac{i}{2} \tanh \frac{\xi_k + \omega_{\perp}}{2T} - \tanh \frac{\xi_k}{2T} \\
\left[ \text{Im} T_{1kk'}(\xi_k - \xi_k') \right] + \left[ \tanh \frac{\xi_k' + \omega_{\perp}}{2T} + \tanh \frac{\xi_k' - \xi_k}{2T} - 2 \coth \frac{\xi_k' + \xi_k}{2T} \right] .
\] (47)

We then make use of the relations, Eqs. (41a) and (41b) to bring the last equation to the form,

\[
U_0U_1 \sum_{k'} \tilde{T}_{1kk'}(\omega_{\perp}) \Gamma_{k'} = \frac{1}{2} \left[ \tanh \frac{\xi_k + \omega_{\perp}}{2T} - \tanh \frac{\xi_k}{2T} \right] \\
\left[ \text{Im} T_{1kk'}(\xi_k - \xi_k') \right] + \frac{U_0U_1}{1/\tau_{1,k} + 1/\tau_{0,k}} .
\] (48a)

The other terms in Eq. (42) are obtained in a very similar way,

\[
U_0U_1 \sum_{k'} \tilde{T}_{2kk'}(\omega_{\perp}) \Gamma_{k'} = \frac{1}{2} \left[ \tanh \frac{\xi_k + \omega_{\perp}}{2T} - \tanh \frac{\xi_k}{2T} \right] \\
\left[ \text{Im} T_{2kk'}(\xi_k + \xi_k') \right] + \frac{U_0U_1^{-1}/\tau_{1,k}}{1/\tau_{1,k} + 1/\tau_{0,k}} ,
\] (48b)

\[
U_1U_1 \sum_{k'} \tilde{T}_{3kk'}(\omega_{\perp}) \Gamma_{k'} = -\frac{1}{2} \left[ \tanh \frac{\xi_k + \omega_{\perp}}{2T} - \tanh \frac{\xi_k}{2T} \right] \\
\left[ \text{Im} T_{3kk'}(\xi_k) \right] + \frac{U_1U_1^{-1}/\tau_{1,k}}{1/\tau_{1,k} + 1/\tau_{0,k}} ,
\] (48c)

\[
U_1U_1 \sum_{k'} \tilde{T}_{4kk'}(\omega_{\perp}) \Gamma_{k'} = -\frac{1}{2} \left[ \tanh \frac{\xi_k + \omega_{\perp}}{2T} - \tanh \frac{\xi_k}{2T} \right] \\
\left[ \text{Im} T_{4kk'}(\xi_k) \right] + \frac{U_1U_1^{-1}/\tau_{0,k}}{1/\tau_{1,k} + 1/\tau_{0,k}} .
\] (48d)

It is crucial for the forthcoming discussion that the matrices, \( \tilde{T}_{nkkk'} \) in Eqs. (41a) and (41b) are symmetric. Even though this property is not transparent from the above equations, it follows from the definitions of these matrices and can be easily checked numerically. Before we address the DOs attenuation we have to establish the consistency of the developed formalism with the KTH to the first place. This task is implemented in the following Sec. [IV-A]

A. KTH from the Bethe-Salpeter equation

In order to verify the consistency of the Bethe-Salpeter equation, [12] one has to show that the latter possesses a non-trivial solution for \( \omega = \omega_{\perp} \) provided the confining potential is harmonic. As we demonstrate below such a solution reads,

\[
\Gamma_{k'} = \frac{i}{2\tau_{1,k}} + \frac{i}{2\tau_{0,k}} .
\] (45)
The Eqs. (48c) and (48d) compared to Eqs. (48a) and (48b) have opposite sign and contain only one term. The reason for the presence of only one contribution in Eqs. (48c) and (48d) is that the remaining part vanishes because it describes the excitations of holes in the unoccupied band, \( n = 1 \).

Adding up Eqs. (48) reproduces Eq. (46) thanks to the relationship between the matrix elements \( U_0 - U_1 = 0 \) listed in Eq. (41) which holds for strictly parabolic confining potential. This shows how the KTh is obtained in the framework of the Bethe-Salpeter equation formalism. In the next Sec. IV B we compute the relaxation rate for the non-parabolic confining potential.

**B. Life time, \( \tau_\perp \) in a weakly anharmonic confinement potential from Bethe-Salpeter equation**

At finite anharmonicity, \( \epsilon \neq 0 \) the matrix element do not satisfy the relationships, Eq. (41). In result, Eq. (45) ceases to be a solution of Bethe-Salpeter Eq. (42). Instead, a different solution exists for complex frequency,

\[
\omega^* = \omega_\perp - i/\tau_\perp
\]

(49)
on the physical sheet in accord with the causality. Hence knowledge of frequency \( \omega^* \) provides us with the relaxation rate we are after. Our strategy is to rewrite the Bethe-Salpeter equation, Eq. (42) in the form of the eigenvalue problem,

\[
[\hat{D}(\omega) - \hat{W}(\omega, \epsilon)] \Gamma = \lambda(\omega, \epsilon) \Gamma
\]

(50)
where the operators on the left hand side act in the space of functions of the quasi-particle momentum, \( \langle k|\Gamma \rangle = \Gamma_k \).

The matrix elements of the diagonal operator, \( \hat{D} \), are given explicitly by the Eq. (43), and those of the operator \( \hat{W} \), by the right hand side of Eq. (42).

The equivalent of the KTh is

\[
\left[ \hat{D}(\omega_\perp) - \hat{W}(\omega_\perp, 0) \right] \Gamma^\perp = \lambda(\omega_\perp, 0) \Gamma^\perp
\]

(51)
namely at \( \omega = \omega_\perp \) and \( \epsilon = 0 \), \( \Gamma^\perp \) is the eigenvector with the eigenvalue \( \lambda(\omega_\perp, 0) = 0 \). Our goal is to find the complex frequency, \( \omega^* \) such that there exists a vector \( \Gamma^* \) satisfying

\[
\left[ \hat{D}(\omega^*) - \hat{W}(\omega^*, \epsilon) \right] \Gamma^* = \lambda(\omega^*, \epsilon) \Gamma^*
\]

(52)
under the condition \( \lambda(\omega^*, \epsilon) = 0 \). The latter translates to the requirement,

\[
\langle \Gamma^\perp \left[ \hat{D}(\omega^*) - \hat{W}(\omega^*, \epsilon) \right] \Gamma^\perp \rangle
\]

\[
= \langle \Gamma^\perp \left[ \hat{D}(\omega_\perp) - \hat{W}(\omega_\perp, 0) \right] \Gamma^\perp \rangle
\]

(53)

obtained in the standard perturbation theory by treating the difference between the operators in Eqs. (51) and (52) as small perturbation. In view of Eq. (51) with \( \lambda(\omega_\perp, 0) = 0 \), Eq. (53) reduces to

\[
\langle \Gamma^\perp \left[ \hat{D}(\omega^*) - \hat{W}(\omega^*, \epsilon) \right] \Gamma^\perp \rangle = 0.
\]

(54)
Making the series expansion of Eq. (54) for \( \omega \approx \omega_\perp \) we obtain the condition,

\[
\langle \Gamma^\perp \left[ \hat{D}(\omega_\perp) - \hat{W}(\omega_\perp, \epsilon) \right] \Gamma^\perp \rangle = -\langle \omega^* - \omega_\perp \rangle \langle \Gamma^\perp \left[ \frac{d\hat{D}}{d\omega} - \frac{d\hat{W}}{d\omega} \right] \Gamma^\perp \rangle,
\]

(55)
where the derivatives can be evaluated at \( \omega = \omega_\perp \) and \( \epsilon = 0 \).

We start with the left hand side of Eq. (55). From (48) and (49),

\[
\langle \Gamma^\perp | \hat{D}(\omega_\perp) \rangle \Gamma^\perp \rangle = -\frac{i}{2} \sum_k \left[ \tanh \frac{\xi_k + \omega_\perp}{2T} - \tanh \frac{\xi_k}{2T} \right]
\]

\[
\times \left( \frac{U_0^2}{2T_0} + \frac{U_1^2}{2T_1} + \frac{U_0U_1}{2T_0T_1} \right),
\]

(56)
where the rates \( 1/\tau_{0,a,b,k} \) have been introduced previously in Sec. III A. From Eqs. (48)

\[
\langle \Gamma^\perp \hat{W}(\omega_\perp, \epsilon) \Gamma^\perp \rangle = -\frac{i}{2} \sum_k \left[ \tanh \frac{\xi_k + \omega_\perp}{2T} - \tanh \frac{\xi_k}{2T} \right]
\]

\[
\times \left( \frac{U_0U_1}{2T_0T_1} + \frac{U_0U_1}{2T_0T_1} + \frac{U_0U_1}{2T_0T_1} \right)
\]

(57)
To make a connection to the perturbation theory analysis given in Sec. III we make use of Eq. (21) Eqs. (56) and (57) we obtain for the left hand side of Eq. (55)

\[
\langle \Gamma^\perp \left[ \hat{D}(\omega_\perp) - \hat{W}(\omega_\perp, \epsilon) \right] \Gamma^\perp \rangle = -\frac{1}{\tau_\perp(2)} N_0 - N_1
\]

(58)
Turning to the right hand side of Eq. (55) we notice that the strong frequency dependence originates from the energy denominators, \( \omega - \omega_\perp + i/2T_0 + i/2T_1 \). As a result, the derivatives with respect to \( \omega \) operate on these denominators. With this remark we readily obtain

\[
\langle \Gamma^\perp \frac{d\hat{D}}{d\omega} \rangle \Gamma^\perp \rangle = \frac{1}{2} \sum_k \left[ \tanh \frac{\xi_k + \omega_\perp}{2T} - \tanh \frac{\xi_k}{2T} \right]
\]

\[
= N_0 - N_1.
\]

(59)
In computing the contribution of the \( d\hat{W}/d\omega \) we notice that because of the symmetry \( W_{kk'} = W_{k'k} \) one may take the derivative of one of the two energy denominators and multiplying the result by a factor of two. The convenient choice is to differentiate the leftmost of the
two denominators in Eqs. (14a) and (14b). This gives
\[
\langle \Gamma^\perp_{\downarrow} | \frac{d\hat{W}}{d\omega} | \Gamma^\perp_{\downarrow} \rangle = - \sum_k \frac{\tanh \frac{\xi_k + \omega}{2T}}{1/\tau_{0,k} + 1/\tau_{1,k}} \times \left( \frac{U_0 U_1 + U_0 U_1}{2\tau_{0,k}} + \frac{U_0 U_1 - U_1 U_1}{2\tau_{1,a,k}} + \frac{U_0 U_1 - U_1 U_1}{2\tau_{1,b,k}} \right).
\]
(60)

Since the expression Eq. (60) may be evaluated at \( \epsilon = 0 \), in view of the relation \( U_0'' - U_1 - U_1'' = 0 \) we use the relations \( U_0 U_1 + U_0 U_1 = U_0^2 \), \( U_0 U_1 - U_1 U_1 = U_1^2 \) and \( U_0 U_1 - U_1 U_1 = U_1^2 \) to bring it to the simple form,
\[
\langle \Gamma^\perp_{\downarrow} | \frac{d\hat{W}}{d\omega} | \Gamma^\perp_{\downarrow} \rangle = \sum_k \left[ \frac{\tanh \frac{\xi_k + \omega}{2T}}{2T} - \frac{\tanh \frac{\xi_k}{2T}}{2T} \right] = 2(N_0 - N_1).
\]
(61)

Note that contribution Eq. (61) is twice larger than Eq. (59). The cancellation of the matrix elements does not hold for the matrix elements derivatives, because \( \hat{W} \) contain two singular energy denominators while \( \hat{D} \) has only one. Subtracting Eq. (61) from Eq. (59) gives
\[
\langle \Gamma^\perp_{\downarrow} | \left[ \frac{d\hat{D}}{d\omega} - \frac{d\hat{W}}{d\omega} \right] | \Gamma^\perp_{\downarrow} \rangle = -(N_0 - N_1) \cdot (62)
\]

Substituting Eqs. (58) and (62) in Eq. (55) we obtain,
\[
\frac{1}{\tau_{\perp}^{(2)}} = i(\omega^* - \omega),
\]
(63)

which in view of the definition, Eq. (49) gives a simple result,
\[
\frac{1}{\tau_{\perp}} = \frac{1}{\tau_{\perp}^{(2)}},
\]
(64)

namely the relaxation rate obtained by solving the Bethe-Salpeter equation agrees with the naive guess, Eq. (21) based on the perturbation theory in Sec. III We stress that the condition \( 1/\tau_{\perp} \ll 1/\tau_{\perp} \) needed for the result Eq. (64) to hold is not obvious from the perturbation theory. The result, Eq. (64) is also confirmed within the memory function formalism in Sec. IV below.

Let us emphasize that the above discussion as is does not apply to quasi-1D case. The logarithmic singularities crucial in 1D are absent in the present analysis. Yet, based on the representation Eq. (24) we conjecture that the inter-band correlation function in 1D acquire the power law frequency dependence, \( K_{A_1, A_1} \propto \int_{0}^{2k_F} dq(\omega - \omega_\perp + i/2\tau_{0,k_F} - \omega_\perp)^{-1} \mu_\perp(q) \). Here the exponent \( \mu_\perp(q) \) introduced in [37] controls the power law frequency dependence of the (intra-band) density correlation function at the lower edge of the particle-hole continuum, and \( 1/\tau_{0,k} \) is the hole life time, Eq. (29).

V. MEMORY FUNCTION APPROACH APPLIED TO THE CALCULATION OF \( 1/\tau_{\perp} \).

The memory function is a method alternative to the solution of the integral Bethe-Salpeter equation. This formalism outlined in Sec. VA is exact. To make a further progress one has to relate it to the more familiar correlation functions. This is done to the leading order in Sec. VA were we discuss the approximations and their region of validity.

Although these approximations are physically transparent, the whole approach is harder to justify as compared to the Bethe-Salpeter equation. The great advantage of the present formalism is that its physically intuitive. Here we are not trying to emulate all its virtues. Rather we limit the discussion to the life time of the DOs. In a sense, it replaces the integral Bethe-Salpeter equation by the algebraic one. The latter is similar to the Dyson equation for a single particle excitations, and gives the life time of a particle in terms of the self-energy evaluated on a mass shell. The memory function is an analog of the self energy for the collective excitations.

A. Summary of the memory function formalism

The basic quantity central to the MF formalism is the Kubo correlation function, \( C_{ij}(t) = \langle A_i(t) | A_j \rangle \)
(65)

which is a matrix on the space of slow variables \( A_i \) labeled by index \( i \). In our problem this set is given by Eq. (13). The scalar product in Eq. (65) is by definition
\[
\langle A|B \rangle = \int_{0}^{\beta} d\lambda \left[ \langle A|B(i\lambda) \rangle - \langle A'|B(i\lambda) \rangle \right],
\]
(66)

where \( \langle \ldots \rangle \) stands for the thermodynamic average. Strictly speaking, Eq. (66) defines a scalar product for normal ordered operators, i.e. with their average subtracted, (see Ref. [51] and App. [1]). This, however, is inconsequential because all the final results are formulated in terms of commutators. The time evolution in this space is specified by the Liouvillian super-operator defined by its action on an observable \( X \),
\[
\hat{L}[X] = \hbar^{-1}[H, X].
\]
(67)

Equation (67) is formally solved by \( X(t) = \exp(-i\hat{L}t)X(t = 0) \).
(68)

Consider the Laplace transformation,
\[
\hat{C}(z) = \int_{0}^{\infty} dt e^{-zt} \hat{C}(t),
\]
(69)

where \( \hat{C}(t) \) is the matrix in the space of slow variables with matrix elements defined by Eq. (66). With the definition Eq. (68), Eq. (69) formally evaluates to
\[
C_{ij}(z) = \langle A_i| \frac{i}{z - \hat{L}} | A_j \rangle
\]
(70)
Though formally exact the expression (70) is not always practically useful. The Kubo function is related to the retarded correlation functions introduced in Eq. (12).

\[ C_{ij}(z) = \frac{1}{i\pi} \left[ K_{A_i,A_j}(z = i0^+) - K_{A_i,A_j}(z) \right], \tag{71} \]

where \( \text{Im} z > 0, \) \( 0^+ \) is a positive infinitesimal.

We make use the relationship (71) on the real axis \( z = \omega + i0^+ \). The detailed proof of Eq. (71) is given in App. [3]

The memory function formalism builds on separation of scales. Once the set of slow variables are identified the Dyson-equation-like representation of the Kubo matrix exists,

\[ \hat{C}(z) = i[z - \hat{\Omega} + i\hat{\Sigma}(z)]^{-1}\hat{\chi}, \tag{72} \]

where \( z \) is meant to multiply a unit matrix and the matrices are defined below. The matrix \( \hat{\chi} \) is defined by the equal time scalar product and as shown in App. [3] is the negative of the static, \( \omega = 0 \) response function,

\[ [\hat{\chi}]_{ij} = \langle A_i|A_j \rangle = - K_{A_i,A_j}(\omega = 0). \tag{73} \]

The matrices \( \hat{\Omega} \) and \( \hat{\Sigma} \) referred to as frequency renormalization and memory matrices respectively. They represent the frequency and relaxation of collective modes. These quantities are of the central interest. We have,

\[ \hat{\Omega} = \hat{\omega}\hat{\chi}_s^{-1}, \quad \hat{\omega}_{ij} = i(\hat{A}_i|A_j). \tag{74} \]

Similarly to the two equivalent expressions in Eq. (73) for \( \hat{\chi} \), the \( \hat{\omega} \) is equivalently represented as the retarded correlation function,

\[ \hat{\omega}_{ij} = iK_{A_i,A_j}(\omega = 0) \tag{75} \]

of the forces \( \hat{A} \) with the variables \( A \) themselves evaluated in the static limit.

To introduce the memory function the projection onto the space of slow variables is defined as

\[ \hat{P} = \sum_i \frac{|A_i\rangle\langle A_i|}{\langle A_i|A_i \rangle}. \tag{76} \]

Then the operator projecting out the slow dynamics is \( \hat{Q} = 1 - \hat{P} \). The relaxation of the slow modes due to their coupling to the thermal bath of fast degrees of freedom is contained in the memory matrix,

\[ \hat{\Sigma}(z) = \hat{\sigma}(z)\hat{\chi}_s^{-1}, \tag{77} \]

where

\[ \langle A_i|\hat{\sigma}(z)|A_j \rangle = \int_0^\infty dt e^{izt} \langle \hat{A}_i|\hat{Q} e^{-i\hat{Q}\hat{L}\hat{Q}^\dagger} \hat{Q} \hat{A}_j \rangle = \langle A_j|\hat{Q} \left( \frac{i}{z - Q\hat{L}\hat{Q}} \right) \hat{Q} \hat{A}_j \rangle. \tag{78} \]

**B. The DOs relaxation rate to the second order in interaction**

The above equations are formally exact. However, to turn them into the useful tool usually further approximations are required based on the specifics of the regime studied. We focus on the regime of week scattering. So that the inverse inelastic life time of a particle is smaller than the confinement frequency, \( 1/\tau_{in} \ll \omega. \) As the DOs relaxation is hindered by the KTh we have \( 1/\tau_{L} < 1/\tau_{in} \) such that \( 1/\tau_{L} \ll \omega. \) Now based on this input we first consider the evaluation of the generalized forces \( \hat{A}_i = i\hbar^{-1}[H, A_i] \) entering the memory matrix, Eq. (77). Following the decomposition, Eq. (11) we note that \( [H_0, A_i] = 0. \) Furthermore, \( [H_{0,\perp}, A_i] \neq 0 \) is filtered out by the projection operator \( \hat{Q} \). So that the only relevant parts of the Hamiltonian for the calculation of the velocities are \( H_{r,\perp} \) and \( H_{int}. \) In the absence of interactions we may in principle include the anharmonicity as a perturbation and work with the operators \( \hat{\Sigma} \) written in terms of the renormalized operators \( \psi_{n,k}. \) The latter annihilates the particles in the state that is a superposition of harmonic oscillator states, Eq. (11). As the anharmonicity is assumed to be weak, for a given \( n, \) the state \( \phi_{n,k} \) is renormalized by small admixture of states \( \phi_{n'} \) with \( n' \neq n. \) Upon the renormalization, the presence of the projection operators, \( \hat{Q} \) in Eq. (77) excludes the contributions of the anharmonicity to the generalized forces entering the memory function. The contribution to the generalized forces \( \hat{A}_i \) describing the dissipation comes therefore from interactions.

Once the interactions are present the effect of anharmonicity cannot be completely eliminated by the above renormalization of the single particle spectrum. Crucially, matrix elements of interaction defined by (9) change upon the inclusion of the anharmonicity effects on the wave-functions of the transversal motion. This breaks the KTh and allows for the DOs relaxation.

Unlike the standard situation, where the frequency renormalization matrix, Eq. (74) plays no special role, in the present discussion it is essential. Note first that although all the observables \( A_i \) are time reversal even, the matrix \( \hat{\omega} \) is non-zero. This is because unlike the standard situation, operators \( A_i \) are non-Hermitian. The importance of careful study of the matrix \( \hat{\omega} \) stems from the immense degeneracy of the space of the slow variables. Specifically, the variables \( A_i \) are degenerate with all the observables of the type \( \sum_k g(k)\psi_{n+1,k}^\dagger\psi_{nk} \) with suitably chosen functions \( g(k) \) to ensure the mutual orthogonality of slow variables. Let us stress that the space of all such variables is infinite as even for a given \( n \) there are infinitely many choices for the functions \( g(k) \). For instance, the choice \( g(k) = \delta(k - k_0) \) defines a single particle-hole excitation.

The interaction of generic type lifts this degeneracy leaving the DOs unaffected. In Sec. V D 2 we illustrate this point by computing the splitting of the center of mass and breathing oscillations in the system with two occu-
plied bands. In Sec. VI D 3 the same results are obtained by performing the direct RPA-like calculation.

To the first order in interaction, the DOs are unaffected by interaction in the harmonic potential and is represented by the special linear superposition of the slow variables. We denote them as $\mathcal{F}_n$, $n = 1, 2, \ldots$. The dipole operator, Eq. (15) is one such variable. In practice, the summation in Eq. (15) can be limited to the occupied bands because the unoccupied bands support no particle-hole excitations at frequency $\approx \omega_\perp$. The dipole operator $\mathcal{F}_1$, Eq. (15) is the only slow variable satisfying, $\langle \mathcal{F}_1(t) \rangle \propto e^{-i\omega_\perp t}$. All the other linear combinations of $\mathcal{F}_n$ that are orthogonal to $\mathcal{F}_1$ are affected by interactions and split off by an amount of the order $\omega_\perp v_{\text{int}}$. Provided that this splitting is big enough we can reduce the space of slow variables to a single variable, namely the dipole operator, Eq. (15). The calculation shows that the life time $1/\tau_\perp \propto c^2(1/\tau_m)$ and $1/\tau_m \propto \omega_\perp v_\text{int}^2$, we have therefore the following hierarchy of scales, $1/\tau_n \ll 1/\tau_m \ll \omega_\perp v_\text{int} \ll \omega_\perp$ that follows from a single assumption of weak interaction, $v_{\text{int}} \ll 1$. Since the scale of variation of the operator $\Sigma$ is $1/\tau_m \gg 1/\tau_n$ the definition (72) yields a pole at $z = \omega_\perp + i/\tau_\perp$. In other words, the relaxation rate of DOs, $|\mathcal{F}_1\rangle$, Eq. (15) is given by

$$\frac{1}{\tau_\perp} = \text{Re}(\mathcal{F}_1|\Sigma(\omega = \omega_\perp)|\mathcal{F}_1). (79)$$

The relationship (79) holds provided the rate $1/\tau_\perp$ as defined by (79) is much smaller than the typical frequency range of variation of $\text{Re}\Sigma(\omega)$. In our problem the latter is determined by the single-particle relaxation rate due to the interactions, $1/\tau_m$. As the KTh is violated only weakly the rate $1/\tau_\perp$ indeed turns out to be parametrically smaller than the relaxation rate of individual quasi-particles.

We now evaluate the relaxation rate, Eq. (79) to the leading order in interaction. Based on the representation, Eq. (77) we discuss the static susceptibility, $\chi_s$ and the matrix $\hat{\sigma}$ separately. The static susceptibility is real and therefore the imaginary contribution to the memory matrix originates from the matrix $\hat{\sigma}$. Hence, to the leading order the susceptibility matrix can be approximated by its value in the non-interacting system,

$$\chi_s \approx \chi_s^{(0)}. (80)$$

The corrections to $\chi_s$, scale as $\propto v_\text{int}^2$ and therefore are anyway small. In Eq. (78) defining $\hat{\sigma}$ the projection operators $\hat{Q}$ allow us to compute the force, $\hat{A}_L$ by commuting $\hat{A}_L$ only with the interaction part of the Hamiltonian. In result, to the second order in interaction we have

$$\langle \mathcal{F}_1|\hat{\sigma}|\mathcal{F}_1\rangle \approx \int_0^\infty dt e^{i\omega_\perp t} |\mathcal{F}_1, H_{\text{int}}\rangle e^{-i\hat{L}^{(0)} t}|\mathcal{F}_1, H_{\text{int}}\rangle, (81)$$

where $\hat{L}^{(0)}$ is the Liouvillian of the non-interacting systems. The relationship (81) has a form of a non-interacting Kubo correlation function, Eq. (15). Following the relationship Eq. (71) we write

$$\langle \mathcal{F}_1|\hat{\sigma}|\mathcal{F}_1\rangle \approx \frac{1}{i2} \int \frac{dz}{|z|} \left[ K^{(0)}|\mathcal{F}_1, H_{\text{int}}\rangle,|\mathcal{F}_1, H_{\text{int}}\rangle(z = i0) - K^{(0)}|\mathcal{F}_1, H_{\text{int}}\rangle,|\mathcal{F}_1, H_{\text{int}}\rangle(z) \right], (82)$$

where $K^{(0)}$ denote the correlation function in Eq. (12) computed in the non-interacting system.

Summarizing the above arguments, the DOs relaxation rate is based on Eqs. (73), (77), (79), (80) and (82) leads us to the approximate expression based on the memory function formalism,

$$\frac{1}{\tau_\perp} = \frac{1}{\omega_\perp} \text{Im} \left[ \frac{K^{(0)}|\mathcal{F}_1, H_{\text{int}}\rangle,|\mathcal{F}_1, H_{\text{int}}\rangle(\omega_\perp)}{K^{(0)}|\mathcal{F}_1, H_{\text{int}}\rangle,|\mathcal{F}_1, H_{\text{int}}\rangle(\omega = 0)} \right]. (83)$$

The KTh is built into Eq. (83) since in the harmonic confinement, the mode $\mathcal{F}_1$ as defined by Eq. (15) satisfies the Heisenberg equation of motion, $\hat{A}_L = i\omega_\perp \mathcal{F}_1$ to all orders in interaction, which in particular means that $|\mathcal{F}_1, H_{\text{int}}\rangle = 0$ exactly. Moreover, the DOs decouple from the rest of the excitations at different frequencies.

C. One occupied band

In this section we implement the program outlined in Sec. VI B to compute the life time of DOs in the simplest situation of one occupied band. In this case the only possible resonant inter-band transitions are from the lowest to the nearest unoccupied band. Therefore the slow variable, Eq. (15) excited by the sloshing is $\mathcal{F}_1 = A_1$. We discuss its frequency and life time in the Secs. VI C 1 and VI C 2 respectively. The more detailed discussion of the mode splitting is given in Sec. VI D for the case of two occupied bands.

1. Frequency of DOs

In this section we demonstrate the consistency of the memory function formalism in the simplest case of single occupied band. For clarity, here we consider the harmonic confining potential. In the noninteracting system all the particle-hole excitations carrying zero-momentum and energy $\omega_\perp$ are degenerate. According to the degenerate perturbation theory, the interaction induced energy splitting is of the order $\propto v_\text{int}$. This splitting allows us to focus on a one-dimensional space of observables spanned by a single variable, Eq. (15) as discussed above. Furthermore, as only the lowest band is occupied we can truncate Eq. (15), $\mathcal{F}_1 = A_1$. To all orders in interactions, $A_1 = i\omega_\perp A_1$ and therefore by the definitions Eq. (73) and Eq. (74),

$$\langle A_1|\hat{Q}|A_1\rangle = \frac{\langle A_1|\hat{\omega}|A_1\rangle}{\langle A_1|\chi_s|A_1\rangle} = \omega_\perp (84)$$
In a one-dimensional space of observables spanned by $A_1$, the Kubo relaxation matrix, Eq. (72) reduces to the scalar function of frequency. The static response for weak interactions,

$$x_s^{(0)} = \frac{N_0 - N_1}{\omega}$$  

(85)

is found from Eq. (73) by setting $\omega = 0$ in the expression (14). Substitution of Eqs. (84) and (85) along with $\Sigma(z) = 0$ in Eq. (72) yields

$$C(z) = i\frac{N_0 - N_1}{\omega} \frac{1}{z - \omega}.$$  

(86)

The Eq. (86) can also be obtained by substitution of Eq. (14) into the relation Eq. (71). This demonstrates the consistency of the present formalism.

2. Lifetime of the DOs

We now turn to the evaluation of the lifetime of the DOs in the case of a single occupied band. As in Sec. III we project the full interaction Hamiltonian, $\hat{H}$ onto a space of the first two lowest bands. The projected Hamiltonian contains three terms,

$$H'_{\text{int,1}} = U_1 \sum V_q \psi_{1,k,q}^\dagger \psi_{0,k'}^\dagger + U_1 \sum V_q \psi_{1,k,q}^\dagger \psi_{0,k'} \psi_{1,k} + U_0 \sum \frac{V_q}{2} \psi_{0,k,q}^\dagger \psi_{0,k'} + \psi_{0,k}.$$  

(87)

To apply the relation, (83) we compute the commutator relations of the observable $A_1$ with the projected Hamiltonian, $\hat{M}$. These commutation relations are summarized in App. H (see Eqs. (H1a), (H4a) and (H5a)), and give

$$[A_1, H'_{\text{int,1}}] = U_0 \sum V_q \psi_{1,k,q}^\dagger \psi_{0,k'}^\dagger \psi_{1,k'} \psi_{0,k} + U_1 \sum V_q \psi_{1,k,q}^\dagger \psi_{0,k'} \psi_{1,k} \psi_{0,k'} + U_0 \sum \frac{V_q}{2} \psi_{0,k,q}^\dagger \psi_{0,k'} \psi_{0,k}.$$  

(88)

Note that the terms in Eq. (88) proportional to $\psi_{1,k,q}^\dagger \psi_{1,k'}^\dagger \psi_{0,k'} \psi_{0,k}$ do not contribute to the correlation function in (83) as only the lowest, $n = 0$ band is occupied, while the next, $n = 1$ band is empty, and cannot accommodate holes. The remaining terms form the combination, $(U_0 - U_1 - U_1)M$, with the operator

$$M = \sum_{k,k',q} V_q \psi_{1,k,q}^\dagger \psi_{0,k',q}^\dagger \psi_{0,k'} \psi_{0,k}. $$  

(89)

It follows that,

$$\text{Im} K^{(0)}_{[\hat{H}_{\text{int}}, H_{\text{int}}]}(\omega = \omega_\perp) = (U_0 - U_1 - U_1)^2 \times \text{Im} K^{(0)}_{\hat{M}}(\omega = \omega_\perp)$$  

(90)

The correlation function on the right hand side of Eq. (90) is (see App. F for details),

$$\text{Im} K^{(0)}_{\hat{M}}(\omega) = -\pi \left(1 - e^{-\omega/\tau}\right) \sum \frac{1}{2} (V_q - V_{q-k+k'})^2 \times (1 - f_{0,k'+q}) f_{0,k'} (1 - f_{1,k-q}) f_{0,k} \times \delta(\omega - \xi_{0,k'+q} + \xi_{0,k'} - \xi_{1,k-q} + \xi_{0,k}).$$  

(91)

As before, we omit the contribution of the exchange processes to the correlation functions by replacing in Eq. (91), $(V_q - V_{q-k+k'})^2/2$ with $V_q^2$. By comparison of Eq. (91) with Eq. (10) we obtain

$$\text{Im} K^{(0)}_{[\hat{H}_{\text{int}}, H_{\text{int}}]}(\omega = \omega_\perp) = \tau \text{Im} K^{(2)}_{A_1}(\omega_\perp).$$  

(92)

Substituting Eq. (92) along with the expression for the static susceptibility, Eq. (85) in the basic Eq. (83) we write the latter in the form,

$$\text{Im} K^{(0)}_{\hat{M}}(\omega_\perp) = \frac{1}{\tau_\perp} \frac{\omega - \omega_\perp}{N_0 - N_1} \text{Im} K^{(2)}_{A_1}(\omega_\perp).$$  

(93)

Which exactly corresponds to the naive guess, Eq. (20) and we conclude that the lifetime obtained within the memory function formalism coincides with the results obtained by the naive perturbation theory in Sec. III, namely,

$$\frac{1}{\tau_\perp} = \frac{1}{\tau^{(2)}_\perp}.$$  

(94)

D. Two occupied bands

Before we discuss the effect of interaction let us summarize the results in the non-interacting case and harmonic confining potential, $\epsilon = 0$.

1. Non-interacting fermions

Compared to the previously considered case of a single occupied band there are at least two independent slow variables in the problem,

$$A_1 = \sum_p \psi_{1,p}^\dagger \psi_{0,p}, \quad A_2 = \sum_p \psi_{1,p}^\dagger \psi_{1,p}.$$  

(95)

In the absence of interactions the two-by-two memory matrix, $\Sigma$ vanishes and we focus on the frequency renormalization matrix $\Omega$, Eq. (74).
As in the case of a single occupied band considered in Sec. V C 4, \( \hat{\Omega} \) trivially follows from the Heisenberg equation of motion, \( \hat{A}_{1,2} = \omega_1 \hat{A}_{1,2} \). In this case the comparison of Eq. (73) and (74) gives the relation, \( \hat{\omega} = \omega_1 \hat{\chi}_s \) which from Eq. (71) gives \( \hat{\Omega} = \omega \), as expected. Clearly for any number \( N_m \) of occupied bands the matrix \( \hat{\Omega} \) in the space of variables \( A_n, n = 1, 2, \ldots, N_m \) is the product of \( \omega \) and a unit matrix of dimension \( N_m \). In the interacting system the frequency renormalization matrix, \( \hat{\Omega} \) in general is non-diagonal. Even in this case the dipole operator, \( \hat{1} \) with the summation extending up to \( N_m \) remains an eigenstate of \( \hat{\Omega} \) if the confining potential is parabolic.

In the subsequent sections we will also need the static response matrix, Eq. (73). The latter is obtained from Eqs. (73) and (13),

\[
\hat{\chi}_s^{(0)} = \frac{1}{\omega_1} \begin{pmatrix} N_0 - N_1 & 0 \\ 0 & N_1 \end{pmatrix}.
\]  

(96)

We have considered the pair of slow variables \( A_{1,2} \) which define two degenerate long-lived coherent sloshing oscillations. Let us stress again that the space of all oscillations in \( n \) sloshing oscillations of particles in \( n = 0 \) and \( n = 1 \) bands respectively. Interaction mixes the two types of sloshing oscillations. The mixed modes are in- and out-of-phase oscillations in \( n = 0 \) and \( n = 1 \) bands that are split in frequency. The former, in-phase combination is the dipole operator of entire system that according to KTh retains the unrenormalized frequency, \( \omega_1 \). The out-of-phase oscillations are expected to have a renormalized frequency and finite life-time.

Our goal is to find the renormalized frequencies of collective modes to the first order in interaction. In the memory function formalism it amounts to calculating the frequency renormalization matrix, \( \hat{\Omega} \) to the first order in interaction. From Eq. (74),

\[
[\hat{\Omega}]_{i,j} = \sum_{l=1,2} \langle [H_0, A_l] | A_l | \chi_s^{-1} \rangle_{lj} + \langle [H_{int}, A_l] | A_l | \chi_s^{-1} \rangle_{lj}.
\]  

(97)

Since \( [H_0, A_l] = \omega_1 A_l \) and in view of the definition Eq. (73) the first term in Eq. (97)

\[
\sum_{l=1,2} \langle [H_0, A_l] | A_l | \chi_s^{-1} \rangle_{lj} = \omega \delta_{lj}
\]  

(98)
even in the presence of interactions. This observation is akin to the cancellation of disconnected graphs in the diagrammatic technique. It remains to evaluate the second term in Eq. (97). As a result, to the first order in interactions

\[
[\hat{\Omega}]_{i,j} \approx \sum_{l=1,2} \langle [H_{int}, A_l] | A_l | \chi_s^{(0)} \rangle_{lj}^{-1},
\]  

(99)

where both the correlation function \( \langle [H_{int}, A_l] | A_l \rangle \) should be evaluated in the non-interacting system, and the non-interacting static correlation function \( \chi_s^{(0)} \) is explicitly given by Eq. (90). In result we have reduced the calculation of the frequency renormalization matrix, \( \hat{\Omega} \) to the evaluation of the non-interacting static correlation functions of the observables \( A_l \) and their commutation relations with the interaction Hamiltonian, \( [H_{int}, A_l] \), \( i, j = 1, 2 \). Since the observables \( A_{1,2} \) operate within the first three bands, the commutation relations \( [H_{int}, A_l] \) can be evaluated with the interaction projected onto these three bands,

\[
H'_{int} = H'_{int,a} + H'_{int,b} + H'_{int,c}.
\]  

(100)

\[
H'_{int,a} = U_{10}^{01} \sum_{l=1,2} V_q \psi_{1,k}^\dagger q \psi_{1,k'} q \psi_{0,k'} \psi_{1,k},
\]  

(101a)

\[
H'_{int,b} = U_{12}^{11} \sum_{l=1,2} V_q \psi_{2,k}^\dagger q \psi_{1,k'} q \psi_{1,k} \psi_{1,k'},
\]  

(101b)

\[
H'_{int,c} = U_{20}^{20} \sum_{l=1,2} V_q \psi_{0,k}^\dagger q \psi_{2,k} q \psi_{2,k'} q \psi_{0,k'},
\]  

(101c)
where $\sum'$ stands for $\sum_{k,k',q}$. The commutation relations with each of the terms appearing in Eq. (101) are computed in the App. \[H\] Summarizing this straightforward calculation we obtain,

$$[A_1, H'_{\text{int}}] = (U_{00}^{0} - U_{01}^{0} - U_{10}^{0}) \sum' V_{q} \phi_{1,k-q}^{\dagger} \phi_{0, k'} \phi_{0,k} \psi_{0,k}$$

$$+ (U_{01}^{0} + U_{10}^{1} - U_{11}^{1}) \sum' V_{q} \phi_{1,k-q}^{\dagger} \phi_{1,k'} \psi_{0,k}$$

$$- U_{11}^{0} \sum' V_{q} \phi_{1,k-q}^{\dagger} \phi_{1,k'} \psi_{0,k} \psi_{0,k}$$

$$+ U_{11}^{0} \sum' V_{q} \phi_{1,k-q}^{\dagger} \phi_{1,k'} \psi_{0,k} \psi_{0,k}$$

$$+ (U_{02}^{0} - U_{12}^{2}) \sum' V_{q} \phi_{1,k-q}^{\dagger} \phi_{2,k'} \psi_{0,k} \psi_{0,k}$$

$$- (U_{02}^{0} - U_{12}^{2}) \sum' V_{q} \phi_{1,k-q}^{\dagger} \phi_{2,k'} \psi_{0,k} \psi_{0,k}$$

(102)

$$[A_2, H'_{\text{int}}] = (U_{01}^{0} - U_{02}^{0}) \sum' V_{q} \phi_{2,k-q}^{\dagger} \phi_{0, k'} \phi_{0,k} \psi_{0,k}$$

$$+ (U_{01}^{0} - U_{02}^{0}) \sum' V_{q} \phi_{2,k-q}^{\dagger} \phi_{0, k'} \phi_{0,k} \psi_{0,k}$$

$$- U_{12}^{2} \sum' V_{q} \phi_{2,k-q}^{\dagger} \phi_{1,k'} \psi_{0,k} \psi_{0,k}$$

$$+ U_{12}^{2} \sum' V_{q} \phi_{2,k-q}^{\dagger} \phi_{1,k'} \psi_{0,k} \psi_{0,k}$$

$$+ (U_{12}^{1} - U_{22}^{1}) \sum' V_{q} \phi_{2,k-q}^{\dagger} \phi_{2,k'} \psi_{0,k} \psi_{0,k}$$

$$- (U_{12}^{1} - U_{22}^{1}) \sum' V_{q} \phi_{2,k-q}^{\dagger} \phi_{2,k'} \psi_{0,k} \psi_{0,k}$$

(103)

To illustrate the formalism we compute the $\omega_{11}$ entry of the matrix $\hat{\omega}$. As the correlation functions are computed in the non-interacting system, all the terms in Eq. (102) which contain the operators acting on the band $n=2$ do not contribute to $\omega_{11}$. The remaining, first two terms in Eq. (102) give,

$$\omega_{11} = (U_{00}^{0} - U_{01}^{0} - U_{10}^{0}) \sum' \langle \psi_{1,k-q}^{\dagger} \phi_{0,k'} \phi_{0,k} \psi_{0,k} \rangle$$

$$+ (U_{01}^{0} + U_{10}^{1} - U_{11}^{1}) \sum' \langle \psi_{1,k-q}^{\dagger} \phi_{1,k'} \psi_{0,k} \psi_{0,k} \rangle$$

(104)

In the non-interacting systems,

$$\langle \psi_{0,k}^{\dagger} \phi_{0,k'}^{\dagger} \phi_{0,k} \phi_{0,k'} \psi_{0,k} \rangle =$$

$$\langle \psi_{0,k}^{\dagger} \phi_{0,k'} \psi_{0,k} \phi_{0,k'} \psi_{0,k} \rangle$$

$$- \langle \psi_{0,k}^{\dagger} \phi_{0,k'} \psi_{0,k} \phi_{0,k'} \psi_{0,k} \rangle$$

(105)

as can be deduced from Eq. (23). The two terms in Eq. (105) represent the direct and exchange contributions to the frequency renormalization respectively. For the sake of clarity we exclude the direct contributions by setting $V_{q}=0$. It is straightforward to include it. In addition, we make another simplifying but not essential assumptions of weak momentum dependence of the the interaction matrix elements, $V_{q} \approx V_{0}$. Under these assumptions substitution of Eq. (105) in Eq. (104) yields

$$\omega_{11} = -V_{0} \langle A_{1} | A_{1} \rangle [N_{0}(U_{00}^{0} - U_{01}^{0} - U_{10}^{0})$$

$$+ N_{1}(U_{01}^{1} + U_{10}^{1} - U_{11}^{1})]$$.

(106)

Proceeding in the similar fashion we obtain the full matrix, $\hat{\omega}$. Then by Eq. (127) the matrix $\hat{\Omega} \approx \hat{\omega}^{0}_{\text{out-of-phase}}^{-1}$ reads

$$\hat{\Omega} = \begin{pmatrix} \Omega_{11} & \Omega_{12} \\ \Omega_{21} & \Omega_{22} \end{pmatrix},$$

(107)

where

$$\Omega_{11} = -V_{0} N_{0}(U_{00}^{0} - U_{01}^{0} - U_{10}^{0})$$

$$\Omega_{12} = \Omega_{21} = N_{0} - N_{1} U_{02}^{0}$$

$$\Omega_{22} = -V_{0} N_{0}(U_{00}^{0} - U_{01}^{0} - U_{10}^{0})$$

The diagonalization of the matrix, Eq. (107) gives the collective modes we are after. Let's first clarify the transformation properties of the matrix, $\hat{\Omega}$. By their very definitions, Eqs. (128) and (129) these matrices, $\hat{\omega}$ and $\hat{\chi}$ defined via the collective variables,

$$\mathcal{F}_{t} = \sum_{j=1}^{2} O_{ij} A_{j}$$

(108)

are related to the corresponding matrices in terms of the variables $A_{1}$ as $\hat{\omega} = \hat{\Omega} \hat{\omega} \hat{\Omega}^{\dagger}$, and $\hat{\chi} = \hat{\Omega} \hat{\chi} \hat{\Omega}^{\dagger}$. It follows that $\hat{\Omega} = \hat{\Omega}^{\dagger} \hat{\Omega}$. The matrix $\hat{\Omega}$ is fixed by KTh. Indeed, one of the modes, Eq. (108) must be the dipole operator, (130), namely $\mathcal{F}_{t} = A_{1} + \sqrt{2} A_{2}$. The second out-of-phase mode, $\mathcal{F}_{2}$ should be orthogonal to $\mathcal{F}_{1}$ with respect to the scalar product, Eq. (65). This orthogonality, according to Eq. (128) means that perturbation coupled to $\mathcal{F}_{2}$ leaves $\langle \mathcal{F}_{1} \rangle = 0$. It finally fixes the matrix,

$$\hat{\Omega} = \begin{pmatrix} 1 & \sqrt{2} \\ \sqrt{2} & \sqrt{2} / \sqrt{3} \end{pmatrix}.$$
translational invariant interactions. We derive and discuss these and other identities of the same kind in Sec. V D 4.

With the help of Eq. (110) the matrix, \( \hat{\Omega} \), Eq. (107) simplifies,

\[
\hat{\Omega} = -V_0 U_{02}^{11} \begin{bmatrix} \sqrt{2} N_1 & N_1 - N_0 \\ -N_1 & -(N_1 - N_0)/\sqrt{2} \end{bmatrix}.
\]  

(111)

As a result,

\[
\hat{\Omega} = -V_0 \frac{U_{12}^{11}}{\sqrt{2}} \begin{bmatrix} 0 & 0 \\ 0 & N_0 + N_1 \end{bmatrix}.
\]  

(112)

The renormalization of the frequencies of the in- (DOs) and out-of-phase collective modes are given as diagonal entries of the matrix, Eq. (112). The frequencies of the two modes become therefore,

\[
\bar{\omega}_1 = \omega_\perp, \quad \bar{\omega}_2 = \omega_\perp - V_0 U_{02}^{11} (N_0 + N_1).
\]  

(113)

Consider, for illustration the point-like interaction,

\[
f((z_j - z_j')) = U_0 \ell \perp \sqrt{2} \pi \delta(z_j - z_j').
\]  

(114)

In this case, the frequency renormalization of the out-of-phase mode reads

\[
\bar{\omega}_2 - \omega_\perp = V_0 U_{02} (N_0 + N_1)/8.
\]  

(115)

The results, Eq. (113) and Eq. (115) agree with the frequency renormalization obtained by a direct diagrammatic technique as is demonstrated in Sec. V D 3.

3. In- and out-of-phase modes splitting: diagrammatic analysis

In the previous section we have evaluated the interaction induced frequency splitting between the in- (DOs) and out-of-phase collective modes. The goal of this section is to find both frequencies using the standard perturbation theory. Here as in the Sec. V D 2 we do not include the direct interaction processes and set \( V_0 = V_0 \). Evaluation of the frequency renormalization to the first order in interaction amounts to the summation of the diagrams of all orders that are most singular at \( \omega = \omega_\perp \), \[34\]. This is a basis of the Random Phase Approximation (RPA)-like approaches to finding the spectrum of collective excitations at weak interactions. For long range Coulomb interactions RPA holds at long wave lengths \[52, 53\]. Such a scheme is consistent with KTh, \[32, 50\]. It yields the RPA-like expression for the correlation matrix, \( [\hat{K}]_{ij} = K_{n_i n_j} \), defined by Eq. (122),

\[
[\hat{K}]_{ij} = [\hat{\Pi}^{-1}(\omega) + \hat{V}]^{-1},
\]  

(116)

where the inverse polarization operator

\[
[\hat{\Pi}^{-1}(\omega)]_{ij} = \begin{bmatrix} \omega - \omega_{\perp} - \Sigma_0 & 0 \\ 0 & \omega - \omega_{\perp} - \Sigma_0 \end{bmatrix}.
\]  

(117)

includes the contributions of the self-energy renormalizations of the bands,

\[
\Sigma_0 = N_0 V_0 (U_{00}^{10} - U_{01}^{10}) + N_1 V_0 (U_{01}^{10} - U_{11}^{10}),
\]

\[
\Sigma_1 = N_0 V_0 (U_{01}^{10} - U_{02}^{10}) + N_1 V_0 (U_{11}^{10} - U_{12}^{10})
\]  

(118)

and the interaction matrix reads,

\[
\hat{V} = V_0 \begin{bmatrix} U_{01}^{12} & U_{12}^{12} \\ U_{01}^{12} & U_{12}^{12} \end{bmatrix}.
\]  

(119)

The expressions Eq. (117), (118) and (119) are derived and discussed in details in Ref. \[34\].

The frequencies of the collective modes are determined by the condition,

\[
\det[\hat{\Pi}^{-1}(\omega) + \hat{V}] = 0.
\]  

(120)

It is convenient to introduce the diagonal matrix,

\[
\hat{D} = \begin{bmatrix} \sqrt{N_0 - N_1} & 0 \\ 0 & \sqrt{N_1} \end{bmatrix}
\]  

(121)

because

\[
\hat{D}(\hat{\Pi}^{-1} + \hat{V}) \hat{D} = \omega - \omega_{\perp}
\]

\[
+ V_0 U_{01}^{12} \begin{bmatrix} -\sqrt{2} N_1 \\ \sqrt{N_1 (N_0 - N_1)} \end{bmatrix} \begin{bmatrix} \sqrt{N_1 (N_0 - N_1)} \\ -(N_0 - N_1)/\sqrt{2} \end{bmatrix},
\]  

(122)

and therefore the condition (120) amounts to a regular eigenvalue problem. The relations, Eq. (110) allow us to write Eq. (122) in the form,

\[
\hat{D}(\hat{\Pi}^{-1} + \hat{V}) \hat{D} = \omega - \omega_{\perp}
\]

\[
+ V_0 U_{01}^{12} \begin{bmatrix} \sqrt{N_0 - N_1} \\ \sqrt{N_1 (N_0 - N_1)} \end{bmatrix} \begin{bmatrix} \sqrt{N_1 (N_0 - N_1)} \\ -(N_0 - N_1)/\sqrt{2} \end{bmatrix},
\]  

(123)

The frequencies that nullify the determinant of the matrix, Eq. (123) coincides with Eq. (113) demonstrating the equivalence of the memory function and diagrammatic approaches. The eigenvectors of the symmetric matrix, Eq. (123),

\[
\bar{\nu}_1 = \begin{bmatrix} \sqrt{N_0 - N_1} \\ \sqrt{2} N_1 \end{bmatrix}^T, \quad \bar{\nu}_2 = \begin{bmatrix} \sqrt{2} N_1 \\ \sqrt{N_0 - N_1} \end{bmatrix}^T
\]  

(124)

are related to but do not coincide with the relative waits of \( A_{1,2} \) in the collective modes. To find the collective excitations we following Ref. \[33\] consider the time evolution of expectation values, \( \langle A_{1,2}(t) \rangle \) given their values at \( \langle A_{1,2}(t = 0) \rangle \) at initial time, \( t = 0 \). In terms of Fourier transformations the following relationship holds,

\[
\langle A_i(\omega) \rangle = \sum_{j=1}^{2} R_{ij}(\omega) \langle A_j(0) \rangle.
\]  

(125)

The response matrix, \[33\]

\[
\hat{R}(\omega) = \frac{1}{\omega} [\hat{K}(\omega) \hat{K}^{-1}(\omega = 0) - 1].
\]  

(126)
The collective modes are the eigenvectors of the matrix \( R_i \), given by \( v_{1,2} = D\hat{v}_{1,2} \). So that the in- and out-of-phase modes read,
\[
v_1 = \left[ N_0 - N_1, \sqrt{2}N_1 \right]^{tr}, \quad v_2 = \left[ -\sqrt{2}, 1 \right]^{tr}.
\]

The Eq. (127) has a transparent meaning. Note that each of the vectors \( v_{1,2} \) has two components equal to expectation values of operators \( A_{1,2} \). The expectation values \( N_0 - N_1 \) and \( \sqrt{2}N_1 \) are induced by the operator \( \mathcal{F}_1 = [\hat{x}_s^{(0)}]^{-1}v_\| \propto A_1 + \sqrt{2}A_2 \) which is exactly the projection of the dipole operator, Eq. (125) on the first two bands. Therefore, the in-phase collective mode, \( v_1 \) is the expected DOs.

We now turn to the significance of the second mode, \( v_2 \). This vector results from the operator, \( \mathcal{F}_2 = [\hat{x}_s^{(0)}]^{-1}v_\| \propto -\sqrt{2}A_1/(N_0 - N_1) + A_2/N_1 \). It follows that the expectation value, \( \mathcal{F}_1(2) \) vanishes for the ground state modified by the operators \( \mathcal{F}_2(1) \). Equivalently, \( \mathcal{F}_1(2) \) does not induce finite \( \mathcal{F}_2(1) \). In terms of the memory function formalism this can be summarised as the orthogonality statement, \( \langle \mathcal{F}_1 \rangle = \mathcal{F}_2 = 0 \).

4. DOs dissipation rate, \( 1/\tau_\perp \): memory function formalism

To compute the life time of a Kohn mode, \( \mathcal{F}_1 = A_1 + \sqrt{2}A_2 \) in the memory function formalism we use the basic relation, Eq. (32) in the same way as in a singly occupied band. Inspection of (102) and (103) shows that the Kohn mode, \( \mathcal{F}_1 \) has four kinematically allowed relaxation channels labeled by index \( c = 1, 2, 3, 4 \). As different channels do not interfere their contributions to the relaxation rate add, with expectation values of operators \( \psi \).

\[
\frac{1}{\tau_\perp} = \frac{1}{\omega_\perp(\mathcal{F}_1)} \sum_{c=1}^{4} U_c^{2}\text{Im}K_{M_c,M_c}(\omega_\perp).
\]

In Eq. (128), \( \langle \mathcal{F}_1 \rangle = \langle A_1 | A_1 \rangle + 2\langle A_2 | A_2 \rangle = \omega_\perp^{-1}[(N_0 - N_1) + 2N_1] = \omega_\perp^{-1}(N_0 + N_1) \) is the normalization of the DOs,
\[
M_1 = \sum_{k,k',q} V_{q}\psi_{k-q}^{\dagger}\psi_{k}\psi_{0,k'}^{\dagger}\psi_{0,k'}
\]
\[
M_2 = \sum_{k,k',q} V_{q}\psi_{k-q}^{\dagger}\psi_{k}\psi_{0,k'}^{\dagger}\psi_{0,k'}
\]
\[
M_3 = \sum_{k,k',q} V_{q}\psi_{k-q}^{\dagger}\psi_{k}\psi_{0,k'}^{\dagger}\psi_{0,k'}
\]
\[
M_4 = \sum_{k,k',q} V_{q}\psi_{k-q}^{\dagger}\psi_{k}\psi_{0,k'}^{\dagger}\psi_{0,k'}
\]

and the matrix elements for the transitions are listed in Eq. (110). We conclude that vanishing of the combinations of the matrix elements, Eq. (110) follows from KT. The identities, Eq. (110) represent just few of the infinite set of relationships imposed by the KT. For instance, we have for all \( l > 0 \),
\[
U_{l,l+1} = \sqrt{l+1} \left( U_{l+1}^{l} - U_{l-1}^{l} \right),
\]
\[
U_{l,l+1} = \sqrt{l+1} \left( U_{l, l+1} - U_{l-1, l+1} \right),
\]
\[
U_{l,l+1} = \sqrt{l+1} \left( U_{l}^{l+1} - U_{l-1}^{l} \right).
\]

Explicitly, Eq. (130) are the integral relations that are satisfied by the eigenstates of the harmonic oscillator, \( \phi^{(0)}_n \), Eq. (4). For instance, the last of identities, Eq. (130) means that for any even function \( f(x,y) \),
\[
\int dx \int dy \left\{ \sqrt{l+1} \left[ f(0)(x) \phi^{(0)}_n(x) \phi^{(0)}_n(y) \right] - \phi^{(0)}_n(x) \phi^{(0)}_n(y) \right\} f(x,y) = 0.
\]

The relation \( \sqrt{l+1} \) guarantees that the DOs do not decay into three excitations in the band \( l \) and one excitation in the band \( l+1 \), as illustrated in Fig. 9. The \( \sqrt{l+1} \) coefficients naturally appear in as the matrix elements of the center of mass operator.

To each of the decay channels corresponds the identity similar to Eq. (131). As an example consider the decay processes into a final state containing the two particles in the bands \( l + 1 \) and \( m \), and two holes in the bands \( l \) and \( m \), such that \( m \neq l, l+1 \). Vanishing of the amplitude of such a processes gives rise to the following identity,
\[
\sqrt{l+1} \left( U_{m,l+1}^{m} + U_{l,m}^{l+1} - U_{m,l}^{m} - U_{l,m}^{l} \right)
\]
which could be illustrated by the figure similar to Fig. 9. In its explicit form, Eq. (132) reads,

\[
\int dx \int dy \left\{ \sqrt{1 + \frac{1}{\omega \tau}} \left[ \phi_{m}^{(0)}(x)\phi_{l+1}^{(0)}(y) \right]^2 + \phi_{m}^{(0)}(x)\phi_{l+1}^{(0)}(y)\phi_{m}^{(0)}(y)\phi_{l+1}^{(0)}(y) \\
- \phi_{m}^{(0)}(x)\phi_{l}^{(0)}(y)\phi_{m}^{(0)}(y) - \left[ \phi_{l}^{(0)}(x)\phi_{m}^{(0)}(y) \right]^2 \right\}
+ \sqrt{m + 1} \left[ \phi_{m+1}^{(0)}(x)\phi_{l+1}^{(0)}(y)\phi_{m+1}^{(0)}(y) \phi_{l+1}^{(0)}(y) \\
+ \phi_{m+1}^{(0)}(x)\phi_{l}^{(0)}(y)\phi_{m+1}^{(0)}(y) \phi_{l+1}^{(0)}(y) \\
- \sqrt{m} \left[ \phi_{m-1}^{(0)}(x)\phi_{l+1}^{(0)}(y)\phi_{m}^{(0)}(y) \phi_{l+1}^{(0)}(y) \\
+ \phi_{m-1}^{(0)}(x)\phi_{l}^{(0)}(y)\phi_{m}^{(0)}(y) \phi_{l+1}^{(0)}(y) \right] \right] U(x - y) = 0
\] (133)

for any even function \(U(x - y)\).

We are not aware of an analytical proof of Eqs. (131) and (133). Instead, we have verified them numerically. The identities, Eqs. (131), (132) do not exhaust the list of relations imposed by KTh. The remaining identities have the same underlying origin, and we do not bring them here for brevity.

In the presence of finite anharmonicity, the above identities do not hold, because the eigenfunctions of the transversal motion are no longer given by Eq. (4). As a result the rate \(1/\tau_\perp \neq 0\) in both quasi-1D and quasi-2D for the two occupied bands. The actual value of the relaxation rate in this case is up to a numerical coefficient coincides with Eq. (25).

VI. DISCUSSION

In summary, we have studied the relaxation of the DOs in the quasi-1D and quasi-2D systems. In both geometries the ultimate relaxation was produced by emission of soft particle-hole excitations along the direction orthogonal to the direction of confinement. We looked at this problem from three different perspectives. Assuming the interactions are weak we have started with applying perturbation theory to compute the leading correction to the dipole-dipole correlation function. The latter possess an infinitely sharp peak at frequency \(\omega_\perp\) without interactions and broadens because of the inelastic processes. In the quasi-2D case the relaxation rate at \(T = 0\) is finite and scales as \(1/\tau_\perp \propto (\delta \omega_\perp/\omega_\perp)^2 (1/\tau_m)\). Here \(\delta \omega_\perp\) is the typical variation of the classical oscillation frequency due to anharmonicity, and \(1/\tau_m\) is the usual Fermi-liquid-like inelastic relaxation rate controlled by the phase space available for scattering. The proportionality, \(1/\tau_\perp \propto (\delta \omega_\perp/\omega_\perp)^2\) reflects the KTh satisfied by virtue of an infinite set of identities obeyed by the matrix elements of interaction computed using the wavefunctions of harmonic oscillator, see e.g. Fig. 9. At \(\delta \omega_\perp \neq 0\) the transversal matrix elements are non-zero, and produce the above scaling.

The direct perturbation theory does not apply when at finding the shift of the pole of the dipole correlation function away from \(\omega = \omega_\perp\) neither along the real, (frequency shift), nor imaginary (life time) axis in the complex \(\omega\) plane. Instead the resummation of infinite set of most singular contributions is required. In the present case such resummation is achieved by solving the integral Bethe-Salpeter equation satisfied by the properly defined vertex function. The solution of the Bethe-Salpeter equation revealed that the result obtained in perturbation theory is valid only if the two conditions are met. First, as usual the interaction in units of inverse density of states has to be small. Second requirement, \(1/\tau_\perp \ll 1/\tau_m\) amounts to the weak anharmonicity condition, \(\delta \omega_\perp \ll \omega_\perp\).

The latter condition also justifies the memory function approach to the problem. The DOs relaxation can be paralleled to the relaxation of velocity of the Brownian particle \(\delta \omega\). In this case, the decay time is related to the force correlation function for the Brownian particle that is infinitely heavy. The whole procedure holds when the Brownian particle is much heavier than the particles in a surrounding liquid. And as a result the velocity relaxation time is much larger than the collisional time. In our problem the role of the mass ratio is played by the anharmonicity parameter.

The kinematical constrains are substantially more restrictive in 1D than in 2D \[4\]. Only if the Fermi-energy, \(E_F\) of the lowest transversal band lies below the critical value, \(E_F < 3\omega_\perp/4\) the same distinction holds between quasi-1D and quasi-2D systems. Above it, \(E_F > 3\omega_\perp/4\) the relaxation in quasi-1D is qualitatively similar to the relaxation in quasi-2D, unless the system is close to integrability. This happens because at \(E_F > 3\omega_\perp/4\) the inter-band relaxation processes become kinematically allowed. Moreover, for \(E_F < 3\omega_\perp/4\) the DOs relaxation is kinematically forbidden to all orders in interaction at \(T = 0\) even if the trapping potential is anharmonic. At finite temperature, \(T \ll E_F, 1/\tau_\perp \propto T^3\).

Let us consider the quasi-1D system in the regime, \(E_F > 3\omega_\perp/4\) and assume that the underlying system is close to integrability. To be specific, consider bosons interacting via the local interaction \(\propto c_\delta(r - r')\). If only a single band is included, the 3D local interaction translates into the 1D Lieb-Liniger model \[54\] with the interaction \(V_B(x - x') \propto c_\delta(x - x')\). With such interactions the inelastic life time indeed vanishes, \[38\] as expected in the integrable case. We speculate that for large number of modes occupied the variation of the matrix elements with the band index may be neglected, and as a result starting with the Lieb-Liniger model we would recover \(1/\tau_\perp \approx 0\).

Finally, in this work we have studied the regime of
rare collisions, $1/\tau_{in} \ll \omega_\perp$ which is complementary to the hydrodynamic regime, $1/\tau_{in} \gg \omega_\perp$. Since the inelastic rate $1/\tau_{in}$ grows upon heating, the crossover between the two regimes occurs at temperature $T_{cr}$ such that $1/\tau_{in}(T_{cr}) \approx \omega_\perp$. As a result, the rate $1/\tau_\perp$ is expected to exhibit a non-monotonic temperature dependence reaching maximum at the crossover $T \approx T_{cr}$, see Fig. 10. Such behaviour is typical to other collective excitations such as quadrupole mode in the quasi-2D dipolar Fermi gas. 59. In addition, specifically for the dipole oscillations, the effect of anharmonicity becomes more pronounced as the atomic cloud expands with heating. This causes the second crossover in the form of upturn in the scattering rate at higher temperatures, see Fig. 10. In fact, the described temperature dependence agrees qualitatively with that reported in Ref. 24 based on the data of Ref. 60.
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Appendix A: Calculation of $1/\tau_\perp$ for a one occupied band in quasi-2D for the model specified in Sec. III

Our goal is to compute the relaxation rate $1/\tau_\perp$ as given by Eq. (24) for the specific choice of anharmonicity and interaction. Namely, we consider the quartic anharmonicity with $u(x) = x^4$ in Eq. (6) and $f(x) = \delta(x)$ in Eq. (7). The calculation naturally splits into two parts. First we compute the polarization operators, Eq. (117) and their convolution appearing in the second line of Eq. (24). Next we compute the prefactor in the same equation for a given anharmonicity and the interaction strength.

1. Polarization operators entering the relaxation rate, Eq. (24)

We start with the calculation of $\Pi_{10}(q, \omega)$. The Fermi energy, $E_F$ lies in between the partially occupied $n = 0$ and empty $n = 1$ bands. Therefore, $f_{1,k} = 0$, and $f_{0,k} = \theta(k_F - k)$, where Fermi momentum is $k_F = \sqrt{2mE_F}$. In result, the definition, Eq. (117) yields,

$$\text{Im}\Pi_{10}(q, \omega) = \frac{1}{4\pi} \int_0^{k_F} dk k \int_0^{2\pi} d\phi \delta(\omega - \omega_\perp - kq \cos \phi/m - q^2/2m), \quad (A1)$$

where $\theta$ is the angle between the vectors $k$ and $q$. Note that in Eq. (A1) there is no summation over spin variables as we are considering spinless fermions throughout the paper. It is convenient to measure the momentum and energy in units of $k_F$ and $E_F$ respectively. We hence introduce the dimensionless variables, $k = k/k_F$, $\bar{\omega} = \omega/E_F$, $\bar{q} = q/k_F$ and $\bar{\omega}_\perp = \omega_\perp/E_F$. In terms of new variables, Eq. (A1) takes the form,

$$\text{Im}\Pi_{10}(\bar{q}, \bar{\omega}) = -\frac{m}{2\pi} \int_0^1 \bar{k} \int_0^{2\pi} d\phi \delta(\bar{\omega} - \bar{\omega}_\perp - 2\bar{k}\bar{q} \cos \phi - \bar{q}^2), \quad (A2)$$

To evaluate Eq. (A2) note first that it is non-zero only for $\bar{\omega}$ satisfying, $\bar{\omega}_- < \bar{\omega} < \bar{\omega}_+$, where $\bar{\omega}_\pm = \bar{\omega} + \bar{q}^2 \pm 2\bar{q}$. For these values of $\bar{\omega}$ the finite angular integration results only for $1 > \bar{k} > \bar{k}_d$, where

$$\bar{k}_d = |\bar{\omega} - \bar{\omega}_- - \bar{q}^2|/(2\bar{q}). \quad (A3)$$
Evaluating the integral over $\theta$, we obtain,
\[
\text{Im}\Pi_{10}(q, \omega) = -\frac{m}{2\pi q} \int_{k_d}^{1} dk k \frac{1}{\sqrt{k^2 - k_d^2}}
\] (A4)

The remaining integration is straightforward and yields,
\[
\text{Im}\Pi_{10}(q, \omega) = -\frac{m}{2\pi q} \sqrt{1 - k_d^2}
\] (A5)

Returning to the original variables, we obtain,
\[
\text{Im}\Pi_{10}(q, \omega) = -\frac{m^2}{2\pi q} \sqrt{(\omega_\perp + v_F q + q^2/2m - \omega)(\omega - \omega_\perp + v_F q - q^2/2m)}
\] (A6)

For $\omega$ satisfying $\omega_\perp + q^2/2m - v_F q < \omega < \omega_\perp + q^2/2m + v_F q$. For $\omega$ outside of this interval, $\text{Im}\Pi_{10}(q, \omega) = 0$.

We now turn to the evaluation of $\text{Im}\Pi_{00}(q, \omega)$, which according to Eq. (117) is given in terms of the dimensionless variables introduced above, by
\[
\text{Im}\Pi_{00}(q, \omega) = -\frac{m}{2\pi} \int_{0}^{1} \tilde{k} d\tilde{k} \int_{0}^{2\pi} d\phi \theta(\tilde{k}^2 - 1) \delta(\tilde{\omega} - 2\tilde{k}\tilde{q}\cos \phi - \tilde{q}^2),
\] (A7)

where $|\tilde{k} + \tilde{q}| = \sqrt{k^2 + 2k\tilde{q}\cos \phi + \tilde{q}^2}$. It is convenient to change from the variables, $\tilde{k}$ and $\phi$ to the variables, $\bar{\omega}$ and $\tilde{p} = |\tilde{k} + \tilde{q}|$. In terms of new variables Eq. (A7) takes the form,
\[
\text{Im}\Pi_{00}(q, \omega) = -\frac{m}{\pi} \int_{0}^{1} \tilde{k} d\tilde{k} \int_{|\tilde{k} - \tilde{q}|}^{|\tilde{k} + \tilde{q}|} d\tilde{p} \theta(\tilde{p} - 1) \frac{2p\delta(\tilde{\omega} + \tilde{k}^2 - \tilde{p}^2)}{\sqrt{\tilde{p}^2 - (\tilde{k} - \tilde{q})^2 \tilde{p}^2}}.
\] (A8)

Let’s denote $\tilde{p}_0 = \sqrt{\omega + k^2}$. The limitation $\tilde{p} > 1$ may become relevant only for $\tilde{\omega} < 1$. We therefore consider the two cases separately.

First assume $\tilde{\omega} > 1$. In this case Eq. (A8) is
\[
\text{Im}\Pi_{00}(q, \omega) = -\frac{m}{\pi} \int_{0}^{1} \tilde{k} d\tilde{k} \int_{|\tilde{k} - \tilde{q}|}^{|\tilde{k} + \tilde{q}|} d\tilde{p} \theta(\tilde{p} - 1) \frac{2p\delta(\tilde{\omega} + \tilde{k}^2 - \tilde{p}^2)}{\sqrt{\tilde{p}^2 - (\tilde{k} - \tilde{q})^2 \tilde{p}^2}}.
\] (A9)

The limitations imposed on the $\tilde{k}$ integration, are $|\tilde{k} - \tilde{q}| < \tilde{p}_0 < |\tilde{k} + \tilde{q}|$ amounts to $k > k_1 = |\tilde{\omega} - \tilde{q}^2|/2\tilde{q}$. It follows that the non-zero range of integration exists provided, $k_1 < 1$, or $|\omega - \tilde{q}^2| < 2\tilde{q}$, or equivalently, $\tilde{q}^2 - 2\tilde{q} < \omega < \tilde{q}^2 + 2\tilde{q}$. For values of $\omega$ in this range, Eq. (A9) gives,
\[
\text{Im}\Pi_{00}(q, \omega) = -\frac{m}{\pi} \int_{k_1}^{1} \frac{\tilde{k}}{\sqrt{\tilde{\omega} + 2k\tilde{q} - \tilde{q}^2|2k\tilde{q} + \tilde{q}^2 - \omega}|}.
\] (A10)

Introducing the new variable, $\xi = \tilde{k}^2$ and recalling the definition of $k_1$ we obtain,
\[
\text{Im}\Pi_{00}(q, \omega) = -\frac{m}{2\pi(2q)} \int_{k_1^2}^{1} \frac{1}{\sqrt{\xi - k_1^2}} = -\frac{m}{2\pi q} \sqrt{1 - k_1^2}. \tag{A11}
\]

If $\tilde{\omega} < 1$ the additional constrain $\tilde{p}_0 > 1$ in Eq. (A8) translates into the limitation on the rage of integration as $k > k_2 = \sqrt{1 - \tilde{\omega}}$. Since $k_2 < 1$ this constrain does not further limit the interval of $\tilde{\omega}$. It limits the range of $\tilde{k}$ integration in addition to $k_1 < 1$ only if $k_2 > k_1$. The latter condition amounts to $\tilde{\omega} < -\tilde{q}^2 + 2\tilde{q}$. Because $-\tilde{q}^2 + 2\tilde{q} < 1$, the condition $\tilde{\omega} < 1$ is satisfied automatically. The condition $-\tilde{q}^2 + 2\tilde{q} < 1$ also implies that $|\tilde{\omega} - \tilde{q}^2| < 2\tilde{q}$. It follows that for $\tilde{\omega} < -\tilde{q}^2 + 2\tilde{q}$, instead of Eq. (A11) we obtain,
\[
\text{Im}\Pi_{00}(q, \omega) = -\frac{m}{2\pi(2q)} \int_{k_1^2}^{1} \frac{1}{\sqrt{\xi - k_1^2}} = -\frac{m}{2\pi q} \left[ \sqrt{1 - k_1^2} - \sqrt{k_2^2 - k_1^2} \right]. \tag{A12}
\]

In summary,
\[
\text{Im}\Pi_{00}(q, \omega) = -\frac{m}{2\pi q} \times \left\{ \frac{\sqrt{1 - k_1^2}}{\sqrt{1 - k_1^2} - \sqrt{k_2^2 - k_1^2}} \right\} \left\{ \begin{array}{ll}
|\tilde{q}^2 - 2\tilde{q}| < \omega < \tilde{q}^2 + 2\tilde{q} \\
\omega < -\tilde{q}^2 + 2\tilde{q}
\end{array} \right. \tag{A13}
\]
Returning to the original variables, we obtain

\[
\text{Im}\Pi_{00}(q,\omega) = -\frac{m^2}{2\pi q^2} \times \left\{ \begin{array}{ll}
\sqrt{(v_F q + q^2/2m - \omega)(\omega + v_F q - q^2/2m)}, & |q^2/2m - v_F q| < \omega < q^2/2m + v_F q \\
\sqrt{(v_F q + q^2/2m - \omega)(\omega + v_F q - q^2/2m)}, & \omega < q^2/2m + v_F q.
\end{array} \right.
\] (A14)

Now we compute the frequency and momentum integrals appearing in Eq. (24) using the explicit expressions, Eqs. (A6) and (A14). Let’s first clarify the implication of the kinematic restrictions on the region of integration. Note first that, Im\Pi_{10}(q,\omega) = 0 only for \(-q^2/2m - v_F q < \Omega < -q^2/2m + v_F q\). As \Omega > 0 this effectively defines the integration region as \(0 < \Omega < -q^2/2m + v_F q\).

\[
\int_{0}^{\omega_{\perp}} \frac{d\Omega}{\pi} \sum_q \text{Im}\Pi_{10}(q,\omega_{\perp} - \Omega)\text{Im}\Pi_{00}(q,\Omega) = \int_{0}^{2k_F} \frac{q dq}{2\pi} \left( \frac{m^2}{2\pi q^2} \right)^2 \int_{0}^{v_F q - q^2/2m} \frac{d\Omega}{\pi} \times \left[ \sqrt{v_F q + q^2/2m + \Omega}(-\Omega + v_F q - q^2/2m) \right] \times \left[ \sqrt{(v_F q + q^2/2m - \Omega)(\Omega + v_F q - q^2/2m)} - \sqrt{(v_F q - q^2/2m - \Omega)(\Omega + v_F q + q^2/2m)} \right].
\] (A15)

We change in Eq. (A15) to new variables, \(y = \Omega/E_F, \; x = q/k_F\) and write

\[
\int_{0}^{\omega_{\perp}} \frac{d\Omega}{\pi} \sum_q \text{Im}\Pi_{10}(q,\omega_{\perp} - \Omega)\text{Im}\Pi_{00}(q,\Omega) = \frac{2E_F^3 m^4}{(2\pi)^4 k_F^4} \int_{0}^{2x-x^2} dx \int_{0}^{2x-x^2} dy \sqrt{(2x + x^2 + y)(-y + 2x - x^2)} \times \left[ (2x + x^2 - y)(y + 2x - x^2) - \sqrt{(2x - x^2 - y)(y + 2x - x^2)} \right].
\] (A16)

The remaining integration in Eq. (A16) is trivially computed numerically giving,

\[
\int_{0}^{\omega_{\perp}} \frac{d\Omega}{\pi} \sum_q \text{Im}\Pi_{10}(q,\omega_{\perp} - \Omega)\text{Im}\Pi_{00}(q,\Omega) = \frac{k_F^4 m}{4(2\pi)^4} C,
\] (A17)

where \(C \approx 0.94\).

2. Calculation of the combination of the matrix elements, \(U_{01}^{01} + U_{10}^{10} - U_{00}^{00}\) in the relaxation rate, Eq. (23)

To compute the matrix elements of interaction in the presence of anharmonicity we consider the anharmonicity, \(H_{\varepsilon}\perp\), Eq. (10) as a perturbation to the harmonic potential, \(H_{0}\perp\), Eq. (2). The unperturbed wave-functions are given by Eq. (1). The standard expression for the corrections to the first order in \(\epsilon\) corrections wave-functions, \(\phi_n^{(1)} \propto \epsilon\) reads,

\[
\phi_n^{(1)}(z) = \sum_{m=0}^{\infty} \frac{\epsilon (\phi_m^{(0)}|H_{\varepsilon}\perp|\phi_n^{(0)})}{(n-m)\omega_{\perp}} \phi_n^{(0)}(z),
\] (A18)

where the prime specifies that the summation excludes \(m = n\), and we used the expressions for the energies of the harmonic oscillator, \(H_{0}\perp\phi_n^{(0)} = (n + 1/2)\phi_n^{(0)}\). Taking for definiteness the quartic anharmonicity, \(H_{\varepsilon}\perp \propto z^4\) as specified at the beginning of the section we obtain by evaluating the matrix elements in Eq. (A18),

\[
\phi_0^{(1)} = -\frac{3}{2\sqrt{2}}\phi_2^{(0)} - \frac{\sqrt{3}}{4\sqrt{2}}\phi_4^{(0)}, \\
\phi_1^{(1)} = -\frac{5\sqrt{3}}{2\sqrt{2}}\phi_3^{(0)} - \frac{15\sqrt{3}}{4\sqrt{2}}\phi_5^{(0)}.
\] (A19)

Substituting Eq. (A19) into the definition of the interaction matrix elements, Eq. (9) with the point-like interaction as stated at the beginning of the section gives to the first order in the anharmonicity parameter, \(\epsilon\)

\[
U_{01}^{01} + U_{10}^{10} - U_{00}^{00} \approx \frac{3\epsilon}{2\sqrt{2\pi}}.
\] (A20)
3. Relaxation rate $1/\tau_{\perp}$

The occupation of a single occupied band is $N_0 = k_F^2/(2\pi^2)$ and clearly, $N_1 = 0$. Therefore the substitution of Eqs. (A17) and (A20) in Eq. (24) yields Eq. (25).

Appendix B: Boundaries of continua on frequency-wave-number, $(q, \omega)$ plane

In this section we find the lower edge of the the two inter-band particle-hole continuum, $\omega_{(2)}^{0-1}(q)$ and four particle-hole continuum, $\omega_{(4)}^{0-1}(q)$ and show that the critical filling $E_F^c = 3k_F \sqrt{2}/4$.

The boundary is determined by minimization of the excitation energy, $E_{2,k_1,q_1} - E_{1,k_1} + E_{2,k_2,q_2} - E_{1,k_2}$ under the condition, $q_1 + q_2 = q$, and $|k_{1,2}| < k_F$. Let us first show that the minimum is achieved for $|k_{1,2}| = k_F$. Introducing the Lagrange multiplier $\lambda$ we minimize the function $E_{2,k_1,q_1} - E_{1,k_1} + E_{2,k_2,q_2} - E_{1,k_2} - \lambda(q_1 + q_2 - q)$ with the constraint on $q_{1,2}$ lifted. Differentiating this function with respect to $k_{1,2}$ we obtain the condition $q_1 = q_2 = 0$ which can be realized only for a special case of $q = 0$. Even for $q = 0$ the energy of $q_1 = q_2 = 0$, $2\omega_\perp$ is larger then the energy $2(\omega_\perp - E_F)$ resulting for $q_1 = -q_2 = k_F$. We conclude that the minimum must be found at the boundaries of the domain, i.e. at $|k_{1,2}| = k_F$. Which is in fact obvious as at finite $q_{1,2}$ the energy difference $E_{2,k_1,q_1} + E_{1,k_1} - E_{1,k_2} - E_{2,k_2,q_2}$ has finite derivative with respect to $k_{1,2}$. There are only three possibilities, $k_1 = -k_2 = k_F$, and $k_1 = k_2 = \pm k_F$. Consider the first option and find the $q_1$ that minimizes $E_{2,k_1,q_1} - E_{1,k_1} + E_{2,k_2,q_2} - E_{1,k_2} = 2(\omega_\perp - E_F) + (k_p + q_1)^2/2m - (k_F - (q - q_1))^2/2m$. As the function $f(x) = x^2$ is convex, we have an inequality, $(k_p + q_1)^2/2m - (k_F - (q - q_1))^2/2m \leq 2(q^2/2m) = q^2/4m$. So that the resulting condition reads $\omega_{(2)}^{0-1} \leq 2(\omega_\perp - E_F) + q^2/4m$. Now the possibility of $k_1 = k_2 = \pm k_F$ results in the similar way in the condition $\omega_{(2)}^{0-1} \leq 2(\omega_\perp - E_F) + (q \pm 2k_F)^2/4m$. As a result we obtain

$$\omega_{(2)}^{0-1} = 2(\omega_\perp - E_F) + \min_{q \in [0, \pm 1]} [(q + 2uk_F)^2/4m],$$

which agrees with Eq. (28) in the particular case $l = 1$. The generalization of Eq. (31) to arbitrary even number of inter-band particle hole pairs proceeds using the Jensen’s inequality applied to the convex function, $f(x) = x^2$ and is straightforward.

Appendix C: Derivation of expressions for the self energies and the inelastic relaxation rates used in the text

Consider the auxiliary sum over Matsubara frequencies of the product of the fermion Green function and the boson propagator

$$S_{\Sigma_{ph}}(k, \epsilon_n) = T \sum_{\epsilon_{n'}} \sum_{k'} G_{m,k'}(\epsilon_{n'}) \chi_{kk'}(\epsilon_n - \epsilon_{n'})$$

which describes the dressing of fermions by the fluctuations in the particle-hole channel with the correlation function $\chi_{kk'}(\Omega_n)$. Using the method of analytic continuation one arrives at the expression,

$$\text{Im} S^R_{\Sigma_{ph}}(k, \epsilon) = \int \frac{d\epsilon'}{2\pi} \sum_{k'} \left[ \tanh \frac{\epsilon'}{2T} - \coth \frac{\epsilon'}{2T} \right] \text{Im} G^R_{m,k'}(\epsilon') \text{Im} \chi_{kk'}^R(\epsilon - \epsilon').$$

It is also useful to write the expression, Eq. (C2) in a slightly different form as,

$$\text{Im} S^R_{\Sigma_{ph}}(k, \epsilon + \omega) = \int \frac{d\epsilon'}{2\pi} \sum_{k'} \left[ \tanh \frac{\epsilon' + \omega}{2T} - \coth \frac{\epsilon' + \omega}{2T} \right] \text{Im} G^R_{m,k'}(\epsilon' + \omega) \text{Im} \chi_{kk'}^R(\epsilon - \epsilon').$$

In addition we will need to consider the effect of the quasi-particle dressing by interactions in the Cooper channel. To this end we study the auxiliary function,

$$S_{\Sigma_{c}}(k, \epsilon_n + \omega_n) = T \sum_{\epsilon_{n'}} \sum_{k'} \chi_{kk'}(\epsilon_n + \epsilon_{n'} + \omega_n) G_{m,k'}(\epsilon_{n'})$$

analogous to the function $S_{\Sigma_{ph}}$ we have introduced before in Eq. (C1) to analyze the effect of interactions in the particle-hole channel. The summation in Eq. (C4) followed by the analytic continuation gives

$$\text{Im} S^R_{\Sigma_{c}}(k, \epsilon + \omega) = \int \frac{d\epsilon'}{2\pi} \sum_{k'} \left[ \tanh \frac{\epsilon' + \omega}{2T} - \coth \frac{\epsilon' + \omega}{2T} \right] \text{Im} \chi_{kk'}^R(\epsilon + \epsilon' + \omega) \text{Im} G^R_{mk'}(\epsilon').$$
1. Derivation of Eqs. (18) for the quasi-particle inelastic relaxation rates

The scattering rates $1/\tau_{0k}$, $1/\tau_{1a(b)k}$ are obtained by computing the on-mass-shell self energies,

$$\frac{1}{\tau_{1a(b)k}} = -2U_1^{-2} \text{Im} \Sigma_{1a(b)k}^{R}(\xi_{1k}), \quad \frac{1}{\tau_{0k}} = -2U_0^{-2} \text{Im} \Sigma_{0k}^{R}(\xi_{0k}).$$  \hspace{1cm} (C6)

Let’s consider first Eq. (18a). The self energy appearing in Fig. 3a takes the form similar to Eq. (C1),

$$\Sigma_{1ak}(i\epsilon_n) = -U_1^2 T \sum_{\epsilon_{n'}, k'} V_q^2 \Sigma_{1, k-q}(\epsilon_{n'}) \Pi_{00}(q, \epsilon_n - \epsilon_{n'}),$$  \hspace{1cm} (C7)

where the intra-band polarization operator,

$$\Pi_{00}(q, \Omega_n) = T \sum_{\epsilon_{n', k'}} \mathcal{G}_{0k' + q}(\epsilon_{n' + \Omega_n}) \mathcal{G}_{0k'}(\epsilon_{n'}) = \sum_{k'} \frac{f_{0k'} - f_{0k' + q}}{\Omega_n + \xi_{0k'} - \xi_{0k' + q}}.$$  \hspace{1cm} (C8)

As a result Eq. (C3) gives

$$U_1^{-2} \text{Im} \Sigma_{1ak}(\xi_{1k}) = -\pi \sum_{k', q} V_q^2 \left[ \tanh \frac{\xi_{1,k-q} - \xi_{1,k}}{2T} \coth \frac{\xi_{1,k-q} - \xi_{1,k}}{2T} \right] (f_{0,k'} - f_{0,k' + q}) \delta(\xi_{1k} - \xi_{1,k-q} + \xi_{0k'} - \xi_{0k' + q}).$$  \hspace{1cm} (C9)

Finally using the identity

$$\frac{1}{2} \left[ \tanh \frac{b}{2} - \coth \frac{b-a}{2} \right] [f(c) - f(d)] = \frac{1 - f(b)}{1 - f(a)} [1 - f(d)] f(c)$$  \hspace{1cm} (C10)

with $f(x) = (e^x + 1)^{-1}$ which holds provided $a - b + c - d = 0$, and Eq. (C9), we obtain,

$$\frac{1}{\tau_{1ak}} = 2\pi \sum_{k', q} V_q^2 \frac{1 - f_{1,k-q}}{1 - f_{1,k}} (1 - f_{0,k' + q}) f_{0,k'} \delta(\xi_{1k} - \xi_{1,k-q} + \xi_{0k'} - \xi_{0k' + q}),$$  \hspace{1cm} (C11)

which is Eq. (18a). The derivation of Eq. (18b) reduces to the one above upon replacement of $\xi_{0,k' + q}$ and $\xi_{1,k-q}$ with $\xi_{1,k' + q}$ and $\xi_{0,k-q}$ respectively.

For the derivation of Eq. (18c) we write the self-energy appearing on Fig. 3c in the form,

$$\Sigma_{0k}(i\epsilon_n) = -U_0^{-2} T \sum_{\epsilon_{n'}, k'} V_q^2 \Sigma_{0,k' + q}(\epsilon_{n'}) \Pi_{00}(-q, \epsilon_n - \epsilon_{n'}),$$  \hspace{1cm} (C12)

where the polarization operator,

$$\Pi_{00}(-q, \Omega_n) = T \sum_{\epsilon_{n', k'}} \mathcal{G}_{0k' + q}(\epsilon_{n' + \Omega_n}) \mathcal{G}_{0k'}(\epsilon_{n'}) = \sum_{k'} \frac{f_{0k'} - f_{0k' + q}}{\Omega_n + \xi_{0k'} - \xi_{0k' - q}}.$$  \hspace{1cm} (C13)

Repeating the steps leading to Eq. (C9) we obtain

$$U_0^{-2} \text{Im} \Sigma_{0k}^{R}(\xi_{0k}) = -\pi \sum_{k', q} V_q^2 \left[ \tanh \frac{\xi_{0,k+q} - \xi_{0,k}}{2T} \coth \frac{\xi_{0,k+q} - \xi_{0,k}}{2T} \right] (f_{0,k'} - f_{0,k}) \delta(\xi_{0k} - \xi_{0,k+q} + \xi_{0k'} - \xi_{0k'}).$$  \hspace{1cm} (C14)

And using the identity

$$\frac{1}{2} \left[ \tanh \frac{b}{2} - \coth \frac{b-a}{2} \right] [f(c) - f(d)] = \frac{f(b)f(d)}{f(a)} [1 - f(c)]$$  \hspace{1cm} (C15)

valid under condition $a - b + c - d = 0$ and Eq. (C6) we obtain

$$\frac{1}{\tau_{0k}} = 2\pi \sum_{k', q} V_q^2 \frac{f_{0,k+q} f_{0,k'}}{f_{0k} f_{0k'}} (1 - f_{0,k'+q}) \delta(\xi_{0k} - \xi_{0,k+q} + \xi_{0k'} - \xi_{0k'})$$  \hspace{1cm} (C16)

which is Eq. (18c).
2. Derivation of the expressions, Eqs. (41a), (41b) and (41c) for the quasi-particle inelastic relaxation rates

Since the Eqs. (35) are of the form identical to Eq. (C1) we have for the analytic continuation of the hole self-energy at the \( m = 0 \) band two equivalent expressions,

\[
\mathrm{Im} \Sigma_{0,k}^R(\epsilon) = U_0^2 \int \frac{d\epsilon'}{2\pi} \sum_{k'} \left[ \tanh \frac{\epsilon'}{2T} - \coth \frac{\epsilon - \epsilon'}{2T} \right] \mathrm{Im} G_{0,k'}^R(\epsilon') \mathrm{Im} T^R_{1(2)kk'}(\epsilon - \epsilon'). \tag{C17}
\]

As we compute the imaginary part of the self energy to the leading order in interactions we set in Eq. (C17),

\[
\mathrm{Im} G_{0,k'}^R(\epsilon') = -\pi \delta(\epsilon' - \xi_{k'}) \tag{C18}
\]

to obtain,

\[
\mathrm{Im} \Sigma_{0,k}^R(\epsilon) = -\frac{1}{2} U_0^2 \sum_{k'} \left[ \tanh \frac{\xi_{k'}}{2T} - \coth \frac{\epsilon - \xi_{k'}}{2T} \right] \mathrm{Im} T^R_{1(2)kk'}(\epsilon - \xi_{k'}). \tag{C19}
\]

With the definition, Eq. (39) of the life time we obtain the two alternative expressions, Eqs. (41a).

By making a comparison of Eqs. (37) and (38) to Eq. (C3) we obtain for the self-energies of the hole,

\[
\mathrm{Im} \Sigma_{1,k}^{(a)R}(\epsilon + \omega) = U_1^2 \int \frac{d\epsilon'}{2\pi} \sum_{k'} \left[ \frac{\epsilon' + \omega}{2T} - \frac{\epsilon - \epsilon'}{2T} \right] \mathrm{Im} G_{1,k'}^R(\epsilon' + \omega) \mathrm{Im} T^R_{1,2kk'}(\epsilon - \epsilon'), \tag{C20}
\]

and in the same fashion,

\[
\mathrm{Im} \Sigma_{1,k}^{(b)R}(\epsilon + \omega) = U_1^2 \int \frac{d\epsilon'}{2\pi} \sum_{k'} \left[ \frac{\epsilon' + \omega}{2T} - \frac{\epsilon - \epsilon'}{2T} \right] \mathrm{Im} G_{1,k'}^R(\epsilon' + \omega) \mathrm{Im} T^R_{1,2kk'}(\epsilon - \epsilon'). \tag{C21}
\]

With the approximation, \( \mathrm{Im} G_{1,k'}^R(\epsilon' + \omega) = -\pi \delta(\epsilon' + \omega - \xi_{k'} - \omega_\perp) \) the definition Eq. (40) yield one of the expressions in each of the two equation Eqs. (41b) and (41c).

Making use of the definition of the scattering rates, Eq. (40), the correspondence between Eq. (C4) and Eqs. (37) and (38) and the approximation Eq. (C18) we recover the other two expressions in Eqs. (41b) and (41c).

Appendix D: Derivation of expression Eq. (43)

In order to derive the expression Eq. (43) we define the auxiliary function \( Q_{kk'}(i\omega_n) \) to coincide with the left hand side of Eq. (33),

\[
Q_{kk'}(i\omega_n) = T \sum_{\epsilon_n < \omega_n < 0} \mathbb{G}_{1,k}(\epsilon_n + \omega_n) \mathbb{S}_{0,k}^*(\epsilon_n) \Gamma_{k,\epsilon_n}(\omega_n) \tag{D1}
\]

The summation over \( \epsilon_n \) in Eq. (D1) is done by the method of analytic continuation, \( i\epsilon_n \to z \). The analytic continuation of the vertex function \( \Gamma_{k,\epsilon_n}(\omega_n) \) is regular in the strip \( -\omega \leq \text{Im} z < 0 \). For any function for any function \( f(i\epsilon_n, i\omega_n) \) satisfying this condition we have

\[
T \sum_{\epsilon_n < \omega_n < 0} f(i\epsilon_n, \omega_n) = \int \frac{d\epsilon}{4\pi i} \left[ \frac{\epsilon + \omega}{2T} - \frac{\epsilon}{2T} \right] f(\epsilon, \omega), \tag{D2}
\]

where the right hand side is analytic continuation of the sum on the left hand side. Making use of the relation Eq. (E5) we obtain for the analytic continuation of the function \( Q_{kk'}(i\omega_n) \),

\[
Q_{kk'}(\omega) = \int \frac{d\epsilon}{4\pi i} \left[ \frac{\epsilon + \omega}{2T} - \frac{\epsilon}{2T} \right] G^R_{1,k}(\epsilon + \omega) G^A_{0,k}(\epsilon) \Gamma_{\epsilon,\omega;k}, \tag{D3}
\]

The Green functions in Eq. (D3) read

\[
G^R_{1,k}(\epsilon + \omega) = \frac{1}{\epsilon + \omega - \xi_{1,k} + i/2\tau_{1,k}}, \quad G^A_{1,k}(\epsilon) = \frac{1}{\epsilon - \xi_{0,k} - i/2\tau_{0,k}}, \tag{D4}
\]
where we have omitted the effects of the spectrum renormalization, and the scattering rates are assumed to be smooth functions of energy. As such $1/\tau_{0,k,\epsilon}$ and $1/\tau_{1,k,\epsilon}+\omega$ are evaluated at the corresponding mass shells, $\epsilon = \xi_0,k$ and $\epsilon + \omega = \xi_1,k$ respectively. The energy argument of the scattering rates can therefore be suppressed. The product of the two Green functions in Eq. (D4) can be transformed as follows,

$$G_{1,k}^R(\epsilon + \omega)G_{1,k}^A(\epsilon) = \frac{1}{\omega - \omega_\perp + i/2\tau_{1,k} + i/2\tau_{0,k}} \left[ \frac{1}{\epsilon - \xi_{0,k} - i/2\tau_{0,k}} - \frac{1}{\epsilon + \omega - \xi_{1,k} + i/2\tau_{1,k}} \right].$$  \hfill (D5)

The product of the retarded and advanced Green functions, Eq. (D5) multiplies functions of energy $\epsilon$ having the scale of variation parametrically exceeding the quasi-particle relaxation rates $1/\tau_{1,k,\epsilon}$ and $1/\tau_{0,k,\epsilon}$. The example of such a function is the vertex function $\Gamma_{k,\epsilon}(\omega)$. The scattering rates control the $\epsilon$ dependence of the Green function product in Eq. (D5) contained entirely in the difference of the two Green functions in the square brackets in Eq. (D5). The real part of the difference of the retarded and advanced Green functions is convergent upon $\epsilon$ integration. As the function multiplying this combination are smooth functions of $\epsilon$ the real part of the expression in square brackets of expression Eq. (D5) gives negligible contribution to the integrals over $\epsilon$. To the contrary, the imaginary part of this combination produces a finite contribution. Under the above assumptions we can approximate, $$(\epsilon + \omega - \xi_{1,k} + i/2\tau_{1,k})^{-1} \approx -i\pi\delta(\epsilon + \omega - \xi_{1,k}).$$ These two forms are equivalent close to the resonance, $\omega \approx \omega_\perp$ and we write

$$G_{1,k}^R(\epsilon + \omega)G_{1,k}^A(\epsilon) \approx \frac{2\pi i\delta(\epsilon - \xi_{0,k})}{\epsilon - \omega_\perp + i/2\tau_{1,k} + i/2\tau_{0,k}}.$$  \hfill (D6)

Note that the strong $\omega$ dependence of the product, Eq. (D5) has been isolated in the denominator of Eq. (D6). Equation (D6) is readily obtained from substitution of Eq. (D6) in Eq. (D3).

**Appendix E: Derivation of the expression, Eq. (44a) for the matrix $T_{kk'}$**

To derive the Eq. (44a) we obtain the analytic continuation of the expression of the generic type,

$$S_{kk'}(i\omega_n) = T^2 \sum_{\epsilon_n} \sum_{\epsilon_{n'}} G_{k}^R(\epsilon_n + \omega_n)S_{k}^A(\epsilon_n)\varphi_{kk'}(i\epsilon_n - i\epsilon_{n'})G_{k'}^R(\epsilon_{n'})\varphi_{kk'}(i\epsilon_{n'} + \omega_n)\varphi_{kk'}(i\epsilon_{n'} + \omega_n)\varphi_{kk'}(i\epsilon_{n'} + \omega_n),$$ \hfill (E1)

where the summations over $\epsilon_n$ and $\epsilon_{n'}$ are limited by the $-i\omega_n$ from below and by zero from above, the superscript of the correlation functions denote the sign of the imaginary part of the frequency argument. Hence, the analytic continuation of $S_{k}^\pm(\epsilon_n)$ to the real axis, $i\epsilon_n \rightarrow \epsilon \pm i0$ gives retarded and advanced Green functions, $C_{k}^{R(A)}(\epsilon)$ respectively.

We start with the summation over $\epsilon_{n'}$. This summation is standard and is performed by the method of analytic continuation into a complex $\zeta'$ plane, $i\epsilon_{n'} \rightarrow \zeta'$, see [50] for details. The resulting expression contains four terms, $S_{kk'}(i\omega_n) = S_{kk'}^{B+}(i\omega_n) + S_{kk'}^{B-}(i\omega_n) + S_{kk'}^{C+}(i\omega_n) + S_{kk'}^{C-}(i\omega_n)$ obtained by the transformation of the discrete sums over Matsubara frequencies to the integrals along the four contours $A$, $B_\pm$ and $C$ parametrized by the real integration variable $\epsilon'$ in the complex $\zeta'$ plane, respectively. The contour $A$ is horizontal and runs in the negative direction just below the real axis. It is parametrized by the real integration variable $\epsilon'$ as $\zeta' = \epsilon' - i\omega_n + i0$. Similarly, the contours $B_\pm$ are $\zeta' = \epsilon' + i\epsilon_n \pm i0$, run in positive and negative directions respectively, and finally the contour $C$ is $\zeta' = \epsilon' - i\omega_n + i0$ and runs in the positive direction. The contributions of each one of the four contours read

$$S^A = -T \sum_{\epsilon_n} \int \frac{d\epsilon'}{4\pi i} \tanh \frac{\epsilon'}{2T} S_{k}^R(\epsilon_n + \omega_n)S_{k}^A(\epsilon_n)\varphi_{kk'}(i\epsilon_n - \epsilon')S_{k'}^{R}(\epsilon' + i\omega)G_{k'}^{R}(\epsilon')\Gamma_{k',\epsilon',\omega},$$ \hfill (E2)

$$S^{B+} + S^{B-} = -2iT \sum_{\epsilon_n} \int \frac{d\epsilon'}{4\pi i} \coth \frac{\epsilon'}{2T} \left[ S_{k}^R(\epsilon_n + \omega_n)S_{k}^A(\epsilon_n)\text{Im} \chi_{kk'}^{R}(\epsilon')S_{k'}^{R}(\epsilon' + i\epsilon_n + \omega_n)S_{k'}^{R}(\epsilon' + i\epsilon_n + \omega_n)\Gamma_{k',\epsilon',+\epsilon,\omega} \right],$$ \hfill (E3)

$$S^C = T \sum_{\epsilon_n} \int \frac{d\epsilon'}{4\pi i} \tanh \frac{\epsilon'}{2T} S_{k}^R(\epsilon_n + \omega_n)S_{k}^A(\epsilon_n)\varphi_{kk'}^+(i\epsilon_n - \epsilon')S_{k'}^R(\epsilon' - \omega)G_{k'}^{R}(\epsilon')\tilde{\varphi}_{kk'}^{-}(\epsilon' - \omega),$$ \hfill (E4)

In deriving Eq. (E3) we have used the relation $\tanh(x \pm i\pi/2) = \coth(x)$ and the jump of the function $\varphi_{kk'}^+(i\epsilon_n - z')$ across the contours $B_\pm$ being equal to $-2i \text{Im} \varphi_{kk'}^-(\epsilon')$. 


The remaining summation over $\epsilon_n$ again can be done by the same method of analytic continuation, $i\epsilon_n \rightarrow z$ in the same fashion as the summation over $\epsilon_n$ above. In this case, however the function of $z'$ is analytic in the whole strip, $-\omega_n < \text{Im}z < 0$ which allows us to use the general relation

$$T \sum_{-\omega_n < \epsilon_n < 0} f(i\epsilon_n, \omega_n) = \int \frac{d\epsilon}{4\pi i} \left[ \tanh \frac{\epsilon + \omega}{2T} - \tanh \frac{\epsilon}{2T} \right] f(\epsilon, \omega)$$

where the right hand side is analytic continuation of the sum on the left hand side. The relation, Eq. (E5) holds for any function $f(i\epsilon_n)$ such that its analytic continuation, $f(z)$ is analytic in the region $-\omega_n < \text{Im}z < 0$. We hence perform the summation over $\epsilon_n$ in Eqs. (E2), (E3) and (E4) using Eq. (E5),

$$S^A = -\int \frac{d\epsilon}{4\pi i} \left[ \tanh \frac{\epsilon + \omega}{2T} - \tanh \frac{\epsilon}{2T} \right] \int \frac{d\epsilon'}{4\pi i} \tanh \frac{\epsilon'}{2T} G_k^R(\epsilon + \omega)G_k^A(\epsilon)\varphi_{kk'}^A(\epsilon - \epsilon')G_k^R(\epsilon' + \omega)G_k^A(\epsilon')\Gamma_{kk',\epsilon',\omega}.$$  

(E6)

$$S^{B+} + S^{B-} = -2i \int \frac{d\epsilon}{4\pi i} \left[ \tanh \frac{\epsilon + \omega}{2T} - \tanh \frac{\epsilon}{2T} \right] \int \frac{d\epsilon'}{4\pi i} \coth \frac{\epsilon'}{2T} G_k^R(\epsilon + \epsilon')G_k^A(\epsilon + \omega)G_k^R(\epsilon' + \omega)G_k^A(\epsilon') \times \text{Im}\chi^R(\epsilon')G_k^R(\epsilon - \epsilon')G_k^A(\epsilon - \epsilon')G_k^R(\epsilon' - \omega)G_k^A(\epsilon' - \omega)\Gamma_{kk',\epsilon',\omega}.$$ 

(E7)

$$S^C = \int \frac{d\epsilon}{4\pi i} \left[ \tanh \frac{\epsilon + \omega}{2T} - \tanh \frac{\epsilon}{2T} \right] \int \frac{d\epsilon'}{4\pi i} \tanh \frac{\epsilon'}{2T} G_k^R(\epsilon + \omega)G_k^A(\epsilon)\varphi_{kk'}^R\epsilon R(\epsilon - \epsilon')G_k^R(\epsilon' + \omega)G_k^A(\epsilon')\Gamma_{kk',\epsilon',\omega}.$$ 

(E8)

We keep the imaginary part of the correlation function, $\varphi_{kk'}(\epsilon - \epsilon')$ by replacing $\varphi_{kk'}^{R(A)}(\epsilon - \epsilon')$ with $\pm \text{Im}\varphi_{kk'}^R(\epsilon - \epsilon')$ in Eqs. (E6) and (E8) and shift the integration variable, $\epsilon'$ by $\omega$ in the latter to write,

$$S^A = i \int \frac{d\epsilon}{4\pi i} \left[ \tanh \frac{\epsilon + \omega}{2T} - \tanh \frac{\epsilon}{2T} \right] \int \frac{d\epsilon'}{4\pi i} \tanh \frac{\epsilon'}{2T} G_k^R(\epsilon + \omega)G_k^A(\epsilon)\varphi_{kk'}^R(\epsilon - \epsilon')G_k^R(\epsilon' + \omega)G_k^A(\epsilon')\Gamma_{kk',\epsilon',\omega}.$$ 

(E9)

$$S^C = i \int \frac{d\epsilon}{4\pi i} \left[ \tanh \frac{\epsilon + \omega}{2T} - \tanh \frac{\epsilon}{2T} \right] \int \frac{d\epsilon'}{4\pi i} \varphi_{kk'}^R(\epsilon - \epsilon')G_k^R(\epsilon' - \omega)G_k^A(\epsilon')\Gamma_{kk',\epsilon',\omega}.$$ 

(E10)

We rewrite Eq. (E7) by shifting the $\epsilon'$ integration variable to $\epsilon' - \epsilon$, and using the property, $\varphi_{kk'}^R(\epsilon - \epsilon') = -\varphi_{kk'}^R(\epsilon)$ as

$$S^{B+} + S^{B-} = -2i \int \frac{d\epsilon}{4\pi i} \left[ \tanh \frac{\epsilon + \omega}{2T} - \tanh \frac{\epsilon}{2T} \right] \int \frac{d\epsilon'}{4\pi i} \coth \frac{\epsilon'}{2T} G_k^R(\epsilon + \epsilon')G_k^A(\epsilon)\varphi_{kk'}^R(\epsilon - \epsilon') \times \text{Im}\varphi_{kk'}^R(\epsilon - \epsilon')G_k^R(\epsilon + \omega)G_k^A(\epsilon')\Gamma_{kk',\epsilon',\omega}.$$ 

(E11)

Adding up the contributions (E9), (E11) and (E10) we obtain for the analytic continuation of the sum $S_{kk'}(\omega)$ defined in Eq. (E11),

$$S_{kk'}(\omega) = i \int \frac{d\epsilon}{4\pi i} \left[ \tanh \frac{\epsilon + \omega}{2T} - \tanh \frac{\epsilon}{2T} \right] \int \frac{d\epsilon'}{4\pi i} \left[ \tanh \frac{\epsilon + \omega}{2T} + \tanh \frac{\epsilon'}{2T} - 2\coth \frac{\epsilon' - \epsilon}{2T} \right] \times G_k^R(\epsilon + \omega)G_k^A(\epsilon)\varphi_{kk'}^R(\epsilon - \epsilon')G_k^R(\epsilon' + \omega)G_k^A(\epsilon')\Gamma_{kk',\epsilon',\omega}.$$ 

(E12)

Integration of (E12) over $\epsilon$ and $\epsilon'$ using the representation, (D6) yields Eq. (44a).

Appendix F: Correlation functions and memory function formalism

In this appendix we summarize the basic definitions and properties of the correlation functions within the linear response theory. We then summarize the memory function formalism. Although the presentation follows closely the Ref. [33] we generalize the latter to include properties used in the present work. We focus on the dy-
namic of slow variables $A_n$, $n = 1, 2, \ldots$. The system is assumed to be symmetric under the time reversal operation $O$, such that $O^{-1}HO = H$. Furthermore, the slow variables are assumed to have a definite signature under time reversal, $O$, such that $O^{-1}A_nO = \epsilon_n A_n$. The variables $A_n$ are not in general Hermitian and the general scheme requires generalization as outlined below. In the main text we work with variables defined by (13). These variables are non-Hermitian and time reversal even. Indeed, they are proportional to the raising operator of the harmonic operator, $z + ip_z$ projected onto a pair of adjacent bands. In the text the variables $A_n$ are singled out thanks to their simple harmonic time dynamics, $A_n(t) = A_n e^{-i\omega_n t}$ in the leading approximation. As a result these variables would be more properly referred to as resonant rather than slow variables. Since the crucial element of the whole analysis is the time scales separation this distinction plays no role, and we follow the standard terminology. For the sake of generality we allow for the $r$-dependence of the operators, $A_n(r,t)$.

The response functions are introduced via modifying the Hamiltonian, $H$ to include the perturbation,

$$K = H - \sum_i \int dr A_i(r) \delta a_i^{\text{ext}}(r,t), \quad (F1)$$

where $\delta a_i^{\text{ext}}(r,t)$ is a time dependent perturbation field coupled to a variable $A_i(r)$. The response obtained from the equations of motion,

$$\delta \langle A_i^\dagger (r,t) \rangle = \sum_j \int_{-\infty}^t dt' \int dr' 2i \chi_{ij}''(r,t,t') \delta a_j^{\text{ext}}(r',t')$$

where we have defined the function,

$$\chi_{ij}''(r,t,t') = \frac{1}{2\hbar} \langle [A_i^\dagger (r,t), A_j(r',t')] \rangle$$

and the time dependence, $A_n(r,t) = e^{iHt/\hbar} A_n(r)e^{-iHt/\hbar}$ is according to the Heisenberg representation. In the stationary, and translationally invariant system, $\chi_{ij}''(r,t,t') = \chi_{ij}(r - r', t - t')$.

With the definition of the Fourier transform of a function, $F(r,t)$ as

$$F(k,\omega) = \int_{-\infty}^\infty dt \int dr e^{i\omega t - kr} F(r,t) \quad (F4)$$

the response function $\chi_{ij}(k,\omega)$ satisfying

$$\delta \langle A_i^\dagger (k,\omega) \rangle = \sum_j \chi_{ij}(k,\omega) \delta a_j^{\text{ext}}(k,\omega). \quad (F5)$$

It is often useful to define the Laplace transformation of a function $F(t)$ for $\text{Im}z \geq 0$,

$$F(z) = \int_0^\infty dt e^{itz} F(t) \quad (F8)$$

The Laplace transformation, Eq. (F8) is related to the Fourier transformation, Eq. (F1) as (Im$z > 0$),

$$F(z) = \int_{-\infty}^{\infty} \frac{d\omega}{2\pi i} \frac{F(\omega)}{\omega - z} \quad (F9)$$

The response function in (F5) is related to the function of the complex variable $z$ (Im$z \neq 0$) defined as

$$\chi_{ij}(k,\omega) = \int_{-\infty}^{\infty} d\omega' \chi_{ij}'(k,\omega') \frac{\omega'}{\omega - \omega'} \quad (F10)$$

via the analytic continuation,

$$\chi_{ij}(k,\omega) = \lim_{\epsilon \to 0} \chi_{ij}(k,\omega)|_{z = \omega + i\epsilon} \quad (F11)$$

from the upper complex half plain, Im$z > 0$, where the definition (F10) is equivalent to

$$\chi_{ij}(k,\omega) = 2i \int_0^\infty dt e^{itz} \chi_{ij}''(k,t) \quad (F12)$$

Now introduce the Kubo relaxation function,

$$C_{ij}(r,r',t-t') = \int_0^\beta d\beta' [\langle A_i^\dagger (r,t) A_j(r',t' + i\hbar\beta') \rangle - \langle A_i^\dagger \rangle \langle A_j \rangle] \quad (F13)$$

This function has the several properties crucial in constructing the formalism.

1. Equivalence of equal time Kubo correlation function and the scalar product in the space of observables

The function (F13) defines the scalar product at coinciding times,

$$C_{ij}(r,r',t = t') \equiv \langle A_i | A_j \rangle$$

$$= \int_0^\beta d\beta' \left[ \langle A_i^\dagger (r) A_j(r', i\hbar\beta') \rangle - \langle A_i^\dagger \rangle \langle A_j \rangle \right] \quad (F14)$$

provided that all participating variables are normal ordered, i.e. their equilibrium or invariant part has been subtracted out, in such a way that $\langle A_i \rangle = 0$. This property is important to construct the memory matrix formalism. However, the use of the original operators, $A_i$ and their normal ordered counterpart, $A_i - \langle A_i \rangle$ leads to identical expressions. We will comment on this below. For now let us show the property (F14). The properties, $\langle A | c_1 B_1 + c_2 B_2 \rangle = c_1 \langle A | B_1 \rangle + c_2 \langle A | B_2 \rangle$ and
\[ \langle c_1 A_1 + c_2 A_2 | B \rangle = c_1^* \langle A_1 | B \rangle + c_2^* \langle A_2 | B \rangle \] are obvious. Another property, \[ \langle A | B \rangle^* = \langle B | A \rangle \] is shown as follows

\[
Z^{-1} \int_0^\beta d\tau \text{Tr}[e^{-\beta H} A^\dagger e^{-\tau H} B e^{+\tau H}]^* \\
= Z^{-1} \int_0^\beta d\tau \text{Tr}[e^{-\beta H} A^\dagger e^{-\tau H} B e^{+\tau H}]^* \\
= Z^{-1} \int_0^\beta d\tau \text{Tr}[e^{+\tau H} e^{-\beta H} A^\dagger e^{-\tau H} B]^* \\
= Z^{-1} \int_0^\beta d\tau \text{Tr}[e^{+\tau H} B^\dagger e^{-\beta H} A e^{-\tau H}]^* \\
= Z^{-1} \int_0^\beta d\tau \text{Tr}[e^{+\tau H} B^\dagger e^{-\beta H} A e^{-\tau H}]^* \\
= Z^{-1} \int_0^\beta d\tau \text{Tr}[e^{-\beta H} B^\dagger e^{-\tau H} A e^{+\tau H}]^*. \tag{F15}
\]

And since \[ [(A^\dagger B)]^* = (B^\dagger A) \] the postulated property follows, where \( Z = \text{Tr} e^{-\beta H} \) is the partition function.

It remains to show that \( \langle A | A \rangle = 0 \) implies \( A = 0 \). To show this we denote \( p_n = Z^{-1} e^{-\beta E_n} \). We have,

\[
\langle A | A \rangle = \int_0^\beta d\tau \left[ \sum n, m p_n A^*_m n A_{m n} e^{-(E_m - E_n) \tau} \\
- \sum n p_n A_{n n} \sum m p_m A_{m m} \right] \\
= \int_0^\beta d\tau \sum n, m p_n \left| A_{n m} - \delta_{n m} \sum k p_k A_{k k} \right|^2 e^{-(E_m - E_n) \tau} \\
\geq 0 \tag{F16}
\]

as it should be. However, \( \langle A | A \rangle = 0 \) implies \( A = 0 \). We see, therefore that strictly speaking \( \langle A | A \rangle \) is not a scalar product. To remedy for this, one can decide to work with quantities that have zero equilibrium statistical averages. Or in other words with their fluctuation part subtracted, \[ [51] \]. Alternatively one could refer to normal ordered operators only to avoid the above complication. Then \[ (F13) \] is a scalar product. The reason why this formal point is usually omitted, \[ [33] \] is that computing the frequency shift and the memory matrix with observables, \( A_i - \langle A_i \rangle \) and \( A_i \) gives exactly the same answers. This is physically obvious, and formally is a consequence of the structure of the memory function formalism. Namely that all the correlation functions are expressed in terms of the commutators of the observables with Hamiltonian, and clearly subtracting the invariant part, \( \langle A_i \rangle \), as referred by \[ [51] \] does not affect final expressions even though it is formally important at the intermediate stages of the derivations.

2. Asymptotic behavior of the Kubo correlation function at long times

\[
\lim_{t-t' \to \infty} C_{ij}(r, r', t-t') = 0. \tag{F17}
\]

This follows from the subtraction of the product of the expectation \( \langle A_i \rangle \langle A_j \rangle \) values in \[ (F13) \].

3. Time derivative of the Kubo correlation function

Let's demonstrate the important property,

\[
i \partial_t C_{ij}(r, r', t-t') = 2\chi''_{ij}(r, r', t-t'). \tag{F18}
\]

To see this property we perform the transformations,

\[
i \partial_t C_{ij}(r, r', t-t') = i \partial_t \int_0^\beta d\beta' \langle A_i^\dagger (r, t) A_j (r', t'+i\hbar\beta') \rangle \\
= i \int_0^\beta d\beta' \langle \partial_t A_i^\dagger (r, t) A_j (r', t'+i\hbar\beta') \rangle \\
= -i \int_0^\beta d\beta' \langle A_i^\dagger (r, t) \partial_t A_j (r', t'+i\hbar\beta') \rangle \\
= -i \int_0^\beta d\beta' \langle A_i^\dagger (r, t) \partial_{\beta'} A_j (r', t'+i\hbar\beta') \rangle \\
= \frac{1}{\hbar} \left[ \langle A_i^\dagger (r, t) A_j (r', t') \rangle - \langle A_i^\dagger (r, t) A_j (r', t'+i\hbar\beta) \rangle \right]. \tag{F19}
\]

Now observe that

\[
\langle A_i^\dagger (r, t) A_j (r', t'+i\hbar\beta) \rangle = \\
Z^{-1} \text{Tr} \left[ e^{-\beta H} A_i^\dagger (r, t) e^{i(\beta\hbar)H/\hbar} A_j (r', t') e^{-i(\beta\hbar)H/\hbar} \right] \\
= \langle A_j (r', t') A_i^\dagger (r, t) \rangle. \tag{F20}
\]

Therefore, substituting \[ (F20) \] in \[ (F19) \] gives by comparison with \[ (F3) \],

\[
i \partial_t C_{ij}(r, r', t-t') = \frac{1}{\hbar} \left[ \langle A_i^\dagger (r, t) A_j (r', t') \rangle - \rangle \right] = 2\chi''_{ij}(r, r', t-t'). \tag{F21}
\]

4. Equivalence of the equal time Kubo correlation function and static, zero frequency response function

Equal time Kubo relaxation function, \[ (F13) \] is equal to the zero frequency response function \[ (F11) \],

\[
C_{ij}(r, r', t=0) = \langle A_i | A_j \rangle = \chi_{ij}(r, r', \omega = 0) \\
= \chi^s_{ij}(r, r') = -K_{A_i A_j} (r, r', \omega = 0), \tag{F22}
\]

where the superscript \( s \) stands for the static correlation function. Integrate \[ (F21) \] using that our system is time translational invariant, so all the correlation functions
depend on the time difference \( t - t' \), and use the property of the (retarded) response and correlation functions,

\[
\text{Im} K^\tau_{\bar{M}M} = -\frac{1}{2}(1 - e^{-\omega/T})iK^{\tau}_{\bar{M}M}(\omega),
\]

where the \( iK^{\tau}_{\bar{M}M}(t) = (\bar{M}(t)M(0)) \) Within the Keldysh diagrammatic technique \[ 61 \] \[ iK^{\tau}_{\bar{M}M}(\omega) = \sum_{k,k',q} \int \frac{d\epsilon d\Omega}{(2\pi)^3}(V_{q}^2 - V_{q}V_{q-k'+k}iG_{0,k}(\epsilon))
\times iG_{k,-q-\epsilon}(\epsilon + \Omega)iG_{0,k'}(\epsilon'). \] (G2)

The functions \( G^{\tau,<} \) defined in the standard way, \[ 62 \] in the non-interacting limit take the form, \( G_{m,k}^{\tau}(\epsilon) = 2\pi(1 - f_{m,k})\delta(\epsilon - \xi_{m,k}) \), and \( G_{m,k}^{<}(\epsilon) = -2\pi f_{m,k}\delta(\epsilon - \xi_{m,k}) \) With these definitions combination of Eqs. (G1) and (G2) reproduces Eq. (91).

### Appendix H: Commutation relations

The commutations relations used in the main text can be conveniently evaluated using the relation, \([A, BC]_n = [A, B]_n C + B[A, C]_n, [A, BC]_{n+1} = (A, B)_{n+1} C - B[A, C]_{n+1} \). And for the fermions \([\psi^1_1\psi^2_2, \psi^1_3\psi^3_4] = [\psi^1_1\psi^2_2, \psi^1_3\psi^3_4] - [\psi^1_1\psi^2_1, \psi^1_3\psi^3_4] = [\psi^1_1\psi^2_2, \psi^1_3\psi^3_4] = \psi^1_1\psi^2_2 \psi^1_3\psi^3_4 + \psi^1_1\psi^2_2 \psi^1_3\psi^3_4 = \psi^1_1\psi^2_2 \psi^1_3\psi^3_4 \]

\[
\begin{align*}
A_1 &= \sum_{p} \psi^\dagger_{p,1} \psi_{p,0} \quad \text{and} \quad A_2 = \sum_{p} \psi^\dagger_{p,2} \psi_{p,1}. \\
\end{align*}
\]

\[
\begin{align*}
[A_1, \frac{1}{2} \psi^\dagger_{0,k'-q} \psi^\dagger_{0,k'+q} \psi_{0,k,0} \psi_{0,k,0}] &= \psi^\dagger_{0,k-q} \psi^\dagger_{1,k'} \psi_{0,k} \psi_{0,k} \quad \text{(H1a)} \\
[A_2, \frac{1}{2} \psi^\dagger_{0,k'-q} \psi^\dagger_{0,k'+q} \psi_{0,k,0} \psi_{0,k,0}] &= 0 \quad \text{(H1b)}
\end{align*}
\]

\[
\begin{align*}
[A_1, \frac{1}{2} \psi^\dagger_{1,k'+q} \psi^\dagger_{1,k-q} \psi_{1,k,1} \psi_{1,k,1}] &= -\psi^\dagger_{1,k',q} \psi^\dagger_{1,k-q} \psi_{1,k} \psi_{0,k'} \quad \text{(H2a)} \\
[A_2, \frac{1}{2} \psi^\dagger_{1,k'+q} \psi^\dagger_{1,k-q} \psi_{1,k,1} \psi_{1,k,1}] &= \psi^\dagger_{2,k',q} \psi^\dagger_{1,k-q} \psi_{1,k} \psi_{1,k} \quad \text{(H2b)}
\end{align*}
\]

(H2b) is obtained from (H1a) by shifting all the band indices by one up.

\[
\begin{align*}
[A_1, \psi^\dagger_{2,k'+q} \psi^\dagger_{2,k-q} \psi_{2,k,2} \psi_{2,k,2}] &= 0 \quad \text{(H3a)} \\
[A_2, \psi^\dagger_{2,k'+q} \psi^\dagger_{2,k-q} \psi_{2,k,2} \psi_{2,k,2}] &= -\psi^\dagger_{2,k',q} \psi^\dagger_{2,k-q} \psi_{2,k} \psi_{2,k} \quad \text{(H3b)}
\end{align*}
\]
\[ [A_1, \psi_{1,k-q}^{\dagger} \psi_{0,k+q}^{\dagger} \psi_{0,k} \psi_{1,k}] = -\psi_{1,k-q}^{\dagger} \psi_{0,k+q}^{\dagger} \psi_{0,k} \psi_{1,k} + \psi_{1,k-q}^{\dagger} \psi_{0,k+q}^{\dagger} \psi_{0,k} \psi_{1,k} \]  
\[ \text{(H4a)} \]

\[ [A_2, \psi_{1,k-q}^{\dagger} \psi_{0,k+q} \psi_{0,k} \psi_{1,k}] = \psi_{2,k-q}^{\dagger} \psi_{0,k+q}^{\dagger} \psi_{0,k} \psi_{1,k} \]  
\[ \text{(H4b)} \]

\[ [A_1, \psi_{1,k-q}^{\dagger} \psi_{0,k+q} \psi_{1,k} \psi_{0,k}] = -\psi_{1,k-q}^{\dagger} \psi_{0,k+q} \psi_{1,k} \psi_{0,k} + \psi_{1,k-q}^{\dagger} \psi_{0,k+q} \psi_{1,k} \psi_{0,k} \]  
\[ \text{(H5a)} \]

\[ [A_2, \psi_{1,k-q}^{\dagger} \psi_{0,k+q} \psi_{1,k} \psi_{0,k}] = \psi_{2,k-q}^{\dagger} \psi_{0,k+q}^{\dagger} \psi_{1,k} \psi_{0,k} \]  
\[ \text{(H5b)} \]

\[ [A_1, \psi_{2,k-q}^{\dagger} \psi_{0,k+q} \psi_{1,k} \psi_{0,k}] = -\psi_{2,k-q}^{\dagger} \psi_{0,k+q} \psi_{1,k} \psi_{0,k} + \psi_{2,k-q}^{\dagger} \psi_{0,k+q} \psi_{1,k} \psi_{0,k} \]  
\[ \text{(H6a)} \]

\[ [A_2, \psi_{2,k-q}^{\dagger} \psi_{0,k+q} \psi_{1,k} \psi_{0,k}] = \psi_{2,k-q}^{\dagger} \psi_{0,k+q}^{\dagger} \psi_{1,k} \psi_{0,k} \]  
\[ \text{(H6b)} \]

\[ [A_1, \psi_{1,k-q}^{\dagger} \psi_{1,k+q} \psi_{0,k} \psi_{2,k}] = 0 \]  
\[ \text{(H7a)} \]

\[ [A_2, \psi_{1,k-q}^{\dagger} \psi_{1,k+q} \psi_{0,k} \psi_{2,k}] = 0 \]  
\[ \text{(H7b)} \]
of collective oscillations in the bec-bcs crossover,” Phys. Rev. Lett. 98, 040401 (2007)
[13] T. Kinoshita, T. Wenger, and D. S. Weiss, “A quantum neutron’s cradle,” Nature 440, 900 EP (2006)
[14] Y. Tang, W. Kao, K.-Y. Li, S. Seo, K. Mallaya, M. Rigol, S. Gopalakrishnan, and B. L. Lev, “Thermalization near integrability in a dipolar quantum Newton’s cradle,” ArXiv e-prints (2017), arXiv:1707.07031 [cond-mat.quant-gas]
[15] O. A. Castro-Alvaredo, B. Doyon, and T. Yoshimura, “Emergent hydrodynamics in integrable quantum systems out of equilibrium,” Phys. Rev. X 6, 041065 (2016)
[16] B. Bertini, M. Collura, J. De Nardis, and I. Ferrier-Barbut, M. Delehaye, S. Laurent, A. T. Iqbal, A. Levchenko, and M. Khodas, “Optical and magneto-optical absorption in parabolic quantum wells,” Phys. Rev. Lett. 117, 207201 (2016)
[17] J.-S. Caux, B. Doyon, J. Dubail, R. Konik, and T. Yoshimura, “Hydrodynamics of the interacting Bose gas in the Quantum Newton Cradle setup,” ArXiv e-prints (2017), arXiv:1711.00873 [cond-mat.stat-mech]
[18] L. Brey, N. F. Johnson, and B. I. Halperin, “Alphen oscillations of an interacting electron gas,” Phys. Rev. B 40, 10647 (1989)
[19] S. K. Yip, “Magneto-optical absorption by electrons in the presence of parabolic confinement potentials,” Phys. Rev. B 43, 1707 (1991)
[20] J. F. Dobson, “Harmonic-potential theorem: Implications for approximate many-body theories,” Phys. Rev. Lett. 73, 2244 (1994)
[21] W. Kohn, “Cyclotron resonance and de haas-van alphen oscillations of an interacting electron gas,” Phys. Rev. 123, 1242 (1961)
[22] A. Wixforth, M. Kaloudis, C. Rocke, K. Euslins, M. Sundaram, J. H. English, and A. C. Gossard, “Dynamic response of parabolically confined electron systems,” Semiconductor Science and Technology 9, 215 (1994)
[23] H. Drexler, W. Hansen, J. P. Kotthaus, M. Holland, and S. P. Beaumont, “Nonparabolic confinement in quantum wire superlattices,” Phys. Rev. B 46, 12849 (1992)
[24] P.-A. Pantel, D. Davesne, S. Chiachiera, and M. Urban, “Trap anharmonicity and sloshing mode of a fermi gas,” Phys. Rev. A 86, 023635 (2012)
[25] S. Chiachiera, T. Macri, and A. Trombettoni, “Dipole oscillations in fermionic mixtures,” Phys. Rev. A 81, 033624 (2010)
[26] R. Banlzer and A. Rosch, “Equilibration and approximate conservation laws: Dipole oscillations and perfect drag of ultracold atoms in a harmonic trap,” Phys. Rev. A 91, 063604 (2015)
[27] I. Ferrier-Barbut, M. Delehaye, S. Laurent, A. T. Grier, M. Pierce, B. S. Rem, F. Chevy, and C. Salomon, “A mixture of Bose and Fermi superfluids,” Science 345, 1035 (2014)
[28] A. Iqbal, A. Levchenko, and M. Khodas, “Decay of the kohn mode in hydrodynamic regime,” Phys. Rev. B 92, 024303 (2015)
[29] D. M. Gangardt and A. Kamenev, “Quantum decay of dark solitons,” Phys. Rev. Lett. 104, 190402 (2010)
[30] K. A. Matveev and M. Pustilnik, “Viscous dissipation in one-dimensional quantum liquids,” Phys. Rev. Lett. 119, 036801 (2017)
[31] W. DeGottardi and K. A. Matveev, “Viscosity of a multichannel one-dimensional fermi gas,” Phys. Rev. B 97, 045135 (2018)
[32] I. E. Mazets, T. Schumm, and J. Schmiedmayer, “Breakdown of integrability in a quasi-1d ultracold bosonic gas,” Phys. Rev. Lett. 100, 210403 (2008)
[33] D. Forster, Hydrodynamic Fluctuations, Broken Symmetry, and Correlation Functions (Benjamin, Massachusetts, 1975).
[34] A. Iqbal and M. Khodas, “Effects of interaction on field-induced resonances in a confined fermi liquid,” Phys. Rev. B 90, 155439 (2014)
[35] M. Babadi and E. Demler, “Collective phenomena in a quasi-two-dimensional system of fermionic polar molecules: Band renormalization and excitons,” Phys. Rev. A 84, 033636 (2011)
[36] M. Khodas, M. Pustilnik, A. Kamenev, and L. I. Glazman, “Fermi-luttinger liquid: Spectral function of interacting one-dimensional fermions,” Phys. Rev. B 76, 155402 (2007)
[37] M. Pustilnik, M. Khodas, A. Kamenev, and L. I. Glazman, “Dynamic response of one-dimensional interacting fermions,” Phys. Rev. Lett. 96, 196405 (2006)
[38] T. Cheon and T. Shiogehara, “Fermion-boson duality of one-dimensional quantum particles with generalized contact interactions,” Phys. Rev. Lett. 82, 2536 (1999)
[39] A. M. Lunde, K. Flensberg, and L. I. Glazman, “Three-particle collisions in Quantum wires: Corrections to thermopower and conductance,” Phys. Rev. B 75, 245418 (2007)
[40] A. Levchenko, Z. Ristivojevic, and T. Micklitz, “Interaction-induced corrections to conductance and thermopower in quantum wires,” Phys. Rev. B 83, 041303 (2011)
[41] T. Karzig, L. I. Glazman, and F. von Oppen, “Energy relaxation and thermalization of hot electrons in quantum wires,” Phys. Rev. Lett. 105, 226407 (2010)
[42] T. Micklitz and A. Levchenko, “Thermalization of nonequilibrium electrons in quantum wires,” Phys. Rev. Lett. 106, 196402 (2011)
[43] G. M. Eliashberg, Soviet Physics JETP 41, 1241 (1961).
[44] G. M. Eliashberg, Soviet Physics JETP 42, 1658 (1962).
[45] A. Shekhter and C. M. Varma, “Long-wavelength correlations and transport in a marginally fermi liquid,” Phys. Rev. B 79, 045117 (2009)
[46] K. Yamada and K. Yosida, “Fermi liquid theory on the basis of the periodic anderson hamiltonian,” Progress of Theoretical Physics 76, 621 (1986)
[47] P. Wölfle and R. N. Bhatt, “Electron localization in anisotropic systems,” Phys. Rev. B 30, 3542 (1984).
[48] D. H. Berman, M. Khodas, and M. E. Flatté, “Spin polarization oscillations without spin precession: Spin-orbit entangled resonances in quasi-one-dimensional spin transport,” Phys. Rev. X 4, 011048 (2014)
[49] I. Ipatova and G. M. Eliashberg, “Spin waves and paramagnetic relaxation in a fermi liquid,” Soviet Physics JETP 16, 1269 (1963).
[50] A. Abrikosov, L. Gorkov, and I. Dzyaloshinski, Methods of quantum field theory in statistical physics (Dover, New York, N.Y., 1963).
[51] H. Mori, “Transport, collective motion, and brownian motion,” Progress of Theoretical Physics 33, 423 (1965)
[52] Q. Li and S. Das Sarma, “Collective excitation spectra of one-dimensional electron systems,” Phys. Rev. B 40, 5860 (1989)
[53] Q. P. Li and S. Das Sarma, “Elementary excitation
spectrum of one-dimensional electron systems in confined semiconductor structures: Zero magnetic field,” Phys. Rev. B 43, 11768 (1991)

[54] L. Wendler and R. Haupt, “Plasmons in imperfect parabolic quantum-well wires: Self-consistent calculations,” Phys. Rev. B 52, 9031 (1995)

[55] D. E. Nikonov, A. m. c. Imamoglu, L. V. Butov, and H. Schmidt, “Collective intersubband excitations in quantum wells: Coulomb interaction versus subband dispersion,” Phys. Rev. Lett. 79, 4633 (1997)

[56] J. Li and C. Z. Ning, “Interplay of collective excitations in quantum-well intersubband resonances,” Phys. Rev. Lett. 91, 097401 (2003)

[57] E. H. Lieb and W. Liniger, “Exact analysis of an interacting Bose gas. i. the general solution and the ground state,” Phys. Rev. 130, 1605 (1963)

[58] E. H. Lieb, “Exact analysis of an interacting Bose gas. ii. the excitation spectrum,” Phys. Rev. 130, 1616 (1963)

[59] M. Babadi and E. Demler, “Collective excitations of quasi-two-dimensional trapped dipolar fermions: Transition from collisionless to hydrodynamic regime,” Phys. Rev. A 86, 063638 (2012)

[60] S. Riedl, E. R. Sánchez Guajardo, C. Kohstall, A. Altmeier, M. J. Wright, J. H. Denschlag, R. Grimm, G. M. Bruun, and H. Smith, “Collective oscillations of a Fermi gas in the unitarity limit: Temperature effects and the role of pair correlations,” Phys. Rev. A 78, 053609 (2008)

[61] A. Kamenev, Field Theory of Non-Equilibrium Systems (Cambridge University Press, 2011).

[62] H. Bruus and K. Flensberg, Many-Body Quantum Theory in Condensed Matter Physics (Oxford University Press, 2004).