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Abstract

Correspondence selection aims to correctly select the consistent matches (inliers) from an initial set of putative correspondences. The selection is challenging since putative matches are typically extremely unbalanced, largely dominated by outliers, and the random distribution of such outliers further complicates the learning process for learning-based methods. To address this issue, we propose to progressively prune the correspondences via a local-to-global consensus learning procedure. We introduce a “pruning” block that lets us identify reliable candidates among the initial matches according to consensus scores estimated using local-to-global dynamic graphs. We then achieve progressive pruning by stacking multiple pruning blocks sequentially. Our method outperforms state-of-the-arts on robust line fitting, camera pose estimation and retrieval-based image localization benchmarks by significant margins and shows promising generalization ability to different datasets and detector/descriptor combinations.

1. Introduction

Accurate pixel-wise correspondences act as a premise to tackle many important tasks in computer vision and robotics, such as Structure from Motion (SfM) [39], Simultaneous Location and Mapping (SLAM) [30], image stitching [7], visual localization [31], and virtual reality [41]. Unfortunately, feature correspondences established by off-the-shelf detector-descriptors [26, 30, 28, 11] tend to be sensitive to challenging cross-image variations, such as rotations, scale changes, viewpoint changes, and illumination changes. Much recent research has therefore focused on correspondence selection [4, 27, 29], aiming to identify correct matches (inliers) while rejecting false ones (outliers).
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Figure 1. Progressive correspondence pruning via local-to-global consensus learning. Given initial correspondences (bottom-left image) with dominant outliers, correctly identifying inliers remains challenging. Instead of classifying correspondences in a one-shot fashion, we propose to gradually prune the correspondences to obtain a subset of reliable candidates based on correspondence consensus scores estimated from local-to-global graphs, encouraging accurate inlier identification.

In this context, deep learning has been utilized as a powerful solution [29, 48, 47, 40], typically casting correspondence selection as a per-match classification task, and adopting Multi-Layer Perceptrons (MLPs) to classify putative matches into inliers and outliers. However, the resulting learning problem is significantly complicated by the fact that the initial matches are general extremely unbalanced, with around 90% of outliers [48](refer to the bottom-left image in Fig 1), which are randomly distributed in real-world scenarios [48]. We therefore employ a toy line-fitting example shown in Fig. 2 to explain this issue, in which 100 inliers are identically sampled from the same line, while 900 outliers are randomly located. The standard PointCN [29] baseline may fail to detect the same set of inliers depending on the outliers included in the data, because, given a finite training time, learning a distinctive feature embedding from
Figure 2. Robustness against different distributions of outliers. The inliers are the same in both cases while the outliers are randomly sampled. PointCN fails to find the correct line in the second case, showing its lack of robustness to the outlier distribution. By contrast, by gradually pruning the 2D points into reliable candidates for further line fitting, our method mitigates the effects of randomly-sampled outliers and consistently identifies the line.

Arbitrarily located outliers is non-trivial.

In this paper, motivated by the classical $L_\infty$ minimization method [38], we propose to progressively prune the initial set of correspondences into a subset of candidates instead of classifying correspondences in a one-shot fashion.

As the majority of outliers are expected to be filtered out after progressive pruning, this approach lets us identify reliable inliers among the candidates (bottom-right image in Fig. 1). This process, however, requires defining a pruning strategy.

Leveraging the intuition that one cannot classify an isolated correspondence as inlier or outlier without context information, we therefore introduce a local-to-global consensus learning framework, which explicitly captures local and global correspondence context via dynamic graphs to facilitate the correspondence pruning process.

Specifically, we dynamically construct a local graph for each input correspondence, whose nodes and edges represent the neighbors of the correspondence and their affinities in feature space, respectively. We then introduce an annular convolutional layer to aggregate local features and produce a consensus score for each local graph. Guided by local consensus scores, we further merge multiple local graphs into a global one, from which we obtain a global consensus score via a spectral graph convolutional layer [21]. Together, the local and global consensus learning layers form a novel “pruning” block, which preserves potential inliers with higher consensus scores while filtering out outliers with lower scores. Correspondence pruning is then progressively achieved by stacking multiple pruning blocks. Such an architecture design encourages the refinement of local and global consensus learning at multiple scales. In contrast to previous works [29, 40] that implicitly model contextual information via feature normalization, our network explicitly exploits context thanks to our local-to-global graphs.

Our contributions can be summarized as follows.

- We propose to progressively prune correspondences for better inlier identification, which alleviates the effects of unbalanced initial matches and random outlier distribution.
- We introduce a local-to-global consensus learning network for robust correspondence pruning, achieved by establishing dynamic graphs on-the-fly and estimating both local and global consensus scores to prune correspondences.
- Our approach explicitly captures contextual information to identify inliers from outliers.

We empirically demonstrate the effectiveness of our method on the tasks of robust line fitting, camera pose estimation and retrieval-based image localization. Our approach outperforms the state-of-the-art methods by a considerable margin.

2. Related Work

Generation-verification framework. The generation-verification framework has been widely used for robust model estimation, e.g., RANSAC [12], LO-RANSAC [9], PROSAC [8], USAC [33], NG-RANSAC [5], etc. It iteratively generates hypotheses and verifies the hypothesis confidence. Specifically, RANSAC [12] randomly samples a minimal subset of data to estimate a parametric model, and then verifies its confidence by evaluating the consistency between the data and generated parametric model. NG-RANSAC [5] proposes a two-stage approach which improves the sampling strategy of RANSAC by a pre-trained deep neural network. RANSAC and its variations have been proven sensitive to outliers in the literature [49], since the sampled subset is prone to including inevitable outliers in the case of consumed data extremely unbalanced with enormous outliers. They appear as powerful solutions of robust model estimation when the majority of outliers is removed in advance [49, 18] by correspondence pruning methods [29, 48, 47].

Per-match classification. Inspired by the tremendous success of deep learning [16, 34, 22], correspondence selection is now typically performed using deep networks. Due to the

1Code is available at: https://sailor-z.github.io/projects/CLNet
irregular and unordered characteristics of correspondences, 2D convolutions cannot be easily applied. PointCN [29] proposes to treat the correspondence pruning as a per-match classification problem, using MLPs to predict the label (inlier or outlier) for each correspondence. Since then, per-match classification has become the de facto standard. NMS [48] expects to extract reliable local information for correspondences via a compatibility-specific mining, which relies on the known affine attributes. OANet [47] presents differentiable pooling and unpooling techniques to cluster input correspondences and upsample the clusters for a full size prediction (predicting labels for all input correspondences), respectively. An attentive context normalization is proposed in [40], which implicitly represents global context by the weighted feature normalization. Although existing methods have shown satisfactory performance, they still suffer from the dominant outliers included in the putative correspondences. To address this issue, we suggest progressively pruning correspondences into a subset of candidates for easier inlier identification and more robust model estimation. We illustrate empirically that our approach effectively mitigates the effects of outliers in Sec. 4.

### Consensus in correspondences

Correct matches are consistent in epipolar geometry or under the homography constraint [15], while mismatches are inconsistent because of their random distribution. The idea of correspondence consensus has therefore been studied, but mostly within handcrafted methods. For instance, GTM [1] computes a game-theoretic matching based on a payoff function that utilizes affine information around keypoints to measure the consistency between a pair of correspondences. LPM [27] assumes that local geometry around correct matches does not change freely; the geometry variation is represented by the consensus of $k$-nearest neighbors on keypoint coordinates. GMS [4] proposes to indicate the consensus by the number of correspondences located in small regions. However, in [49], the hand-crafted methods are shown to be sensitive to specific nuisances such as rotation, translation, and viewpoint changes. Inspired by these hand-crafted efforts, we also exploit the notion of consensus, but propose to learn it using local-to-global graphs.

### 3. Method

Let us introduce our local-to-global Consensus Learning framework (CLNet) to tackle the challenge of dealing with massive amounts of outliers in a putative set of correspondences. The key innovation of our framework lies in progressively pruning the putative correspondences into more reliable candidates by exploiting their consensus scores. As illustrated in Fig. 3, we achieve the progressive pruning via sequential “pruning” blocks that learn consensus using dynamic local-to-global graphs. Inliers are then identified from the pruned candidates and employed to estimate a parametric model. The parametric model is subsequently used to conduct a full-size verification [12] for the correspondences. Inliers are then identified via sequential “pruning” blocks that learn consensus using reliable candidates by exploiting their consensus scores. As progressively pruning the putative correspondences into a subset of candidates, respectively. An attentive context normalization is proposed in [40], which implicitly represents global context by the weighted feature normalization. Although existing methods have shown satisfactory performance, they still suffer from the dominant outliers included in the putative correspondences. To address this issue, we suggest progressively pruning correspondences into a subset of candidates for easier inlier identification and more robust model estimation. We illustrate empirically that our approach effectively mitigates the effects of outliers in Sec. 4.

### 3.1. Problem Formulation

Given an image pair $(I, I')$, putative correspondences $C$ can be established via nearest neighbor matching between the descriptors of extracted keypoints. Let us denote the correspondences as $C = [c_1, \cdots, c_N] \in \mathbb{R}^{N \times 4}$. $c_i = [x_i, y_i, x'_i, y'_i]$ indicates a correspondence between keypoint $(x_i, y_i)$ in image $I$ and keypoint $(x'_i, y'_i)$ in image $I'$. Any off-the-shelf detectors and descriptors can be used for this task, either handcrafted methods [26, 35] or learned ones [28, 11]. In any event, the putative correspondences $C$ often contain a huge proportion of mismatches, and correspondence pruning thus aims to identify the correct matches (inliers) $C_p$ while rejecting the incorrect ones (outliers) $C_n$.

Existing learning-based methods [29, 40] typically cast the correspondence pruning as an inlier/outlier classification problem, adopting permutation-invariant neural networks to predict inlier weights $w = \text{tanh}(\text{ReLU}(o)) \in [0, 1]$ for all putative correspondences $C$, where $o$ is the output of network. $c_i \in C$ is then categorized as an outlier if its predicted weight $w_i = 0$. The predicted weights $w$ are not only utilized to identify inliers but also as auxiliary input for model estimation, e.g., to compute the essential matrix $E$ for camera pose estimation [15]. In other words, predicting accurate weights $w$ is at the core of learning-based correspondence pruning methods. This, however, is complicated by the dominant presence of outliers in $C$. Furthermore, the fact that existing methods [29, 40] do not explicitly model the contextual information across $C$ makes the pruning process even more difficult.

In this paper, we advocate for progressively pruning $C$ into a subset of candidates $\hat{C}$, mitigating the effect of dominant presence of outliers. By predicting inlier weights $\hat{w}$ for the pruned subset $\hat{C}$ which is expected to be more reliable than $C$, inliers $\hat{C}_p$ can be obtained more easily. We then estimate a parametric model (essential matrix $\hat{E}$ as an example) from $\hat{C}_p$. In turn, this model is adopted to per-

![Figure 3. Overall framework](image)
form a full-size verification on the entire set $C$. Some inliers falsely rejected by pruning are expected to be recovered after the verification. Our solution therefore follows the “generation-verification” paradigm, as the classical and effective RANSAC algorithm [12].

Formally, our approach can be expressed as

$$
\hat{C} = f_\phi(C), \quad (\hat{w}_p, \hat{C}_p) = f_\psi(C)
$$

$$
\hat{E} = g(\hat{w}_p, \hat{C}_p), \quad w = h(E, C), \tag{1}
$$

where $f_\phi$ and $f_\psi$ are deep neural networks with learnable parameters $\phi$ and $\psi$ that perform correspondence pruning and inlier identification, respectively; $g(\cdot, \cdot)$ denotes the parametric model estimation (generation) process; the optional $h(\cdot, \cdot)$ performs a full-size verification (prediction).

### 3.2. Local-to-Global Consensus Learning

To design the network $f_\phi()$, we leverage the intuition that inliers should be consistent in both their local and global contexts, and thus propose to estimate consensus scores from local-to-global graphs. Correspondences with high scores are preserved whereas those with low scores are removed as outliers.

As illustrated in Fig. 3, our framework includes a sequence of “pruning” blocks, which progressively prune correspondences, i.e., $C \rightarrow \cdots \rightarrow \hat{C}$. Each block consists of local and global consensus layers, the detail of which is shown in Fig. 4. In what follows, without loss of generality and for ease of notation, we denote the input to a “pruning” block as $C \in \mathbb{R}^{N \times 4}$ and its output as $\hat{C} \in \mathbb{R}^{N \times 4}$, where $N < N$. Note, however, that each block truly takes as input the output of the previous block. Let us now define the operations of a pruning block in more detail.

**Local consensus.** We propose to leverage local context for each correspondence $c_i$ by building a $k$-nearest neighbor graph denoted as

$$
G^i = (V^i, E^i), \quad 1 \leq i \leq N, \tag{2}
$$

where $V^i$ is the set of vertices $\{c^i_1, \cdots, c^i_{N_i}\}$ and $E^i$ indicates the set of directed edges that connect $c_i$ and its neighbors in $V^i$. Specifically, given $c_i \in C$, we extract a feature representation $z_i$ via a series of ResNet blocks [16]. The $k$-nearest neighbors of $c_i$ are determined by ranking the Euclidean distances between $z_i$ and $\{z_j | 1 \leq j \leq N, j \neq i\}$. Following [45], we describe the features between $c_i$ and each neighbor as

$$
e^i_j = [z_i, \Delta z^i_j], \quad 1 \leq j \leq k \tag{3}
$$

where $[\cdot, \cdot]$ represents the concatenation; $\Delta z^i_j = z_i - z^i_j$ is the residual feature of $c_i$ and the $j$-th neighbor $c^i_j$.

Our goal then is to compute a local consensus score from the local graph $G^i$ for $c_i$. Intuitively, we split such a process into two steps: 1) Aggregating the features $\{e^i_j | 1 \leq j \leq k\}$ to $\tilde{z}_i$ by passing messages along graph edges $E^i$, and 2) predicting a consensus score from $\tilde{z}_i$ via MLPs. A naive way for feature aggregation consists of using MLPs followed by pooling layers [45]. However, this operation may discard the structural information in the graphs, i.e., the fine-grained relations among graph nodes, because the $1 \times 1$ kernels of MLPs extract features from neighbors separately. To make the most of the graph knowledge, we therefore introduce an *annular* convolutional layer which considers both the affinities of neighbors to the anchor and the relative relationships among neighbors in each annulus. Specifically, as shown in Fig. 5, nodes are sorted based on
the affinities to the anchor and then assigned into $k/p$ annuli, where $p$ denotes the number of nodes in each annulus and $k$ is expected to be divisible by $p$. We aggregate the features in each annulus via $1 \times p$ convolution kernels as

$$\hat{e}_i^t = \sum W e_i^t + b, \quad (t-1)p \leq j \leq tp$$

(4)

where $\hat{e}_i^t$ denotes the aggregated feature of the $t$-th annulus; $W$ and $b$ are learnable parameters. \{ $\hat{e}_i^t | 1 \leq t \leq k/p$ \} are further integrated by another annular convolution, i.e., the second one in Fig. 5, with its own set of trainable parameters. These operations are followed by ResNet blocks to extract a feature vector $\tilde{z}_i$, which we further transform into a local consensus score $w_i^1$. $w_i^1$ reflects the consistency of $c_i$ in the local receptive field. In other words, $w_i^1$ roughly measures the inlier weight of $c_i$ when only considering its local context.

**Global consensus.** To encode global contextual information, we connect the local graphs into a global one. The global graph is denoted as

$$G^g = (V^g, E^g)$$

(5)

where nodes $V^g$ are represented by $C$, with local aggregated features \{ $\tilde{z}_1, \ldots, \tilde{z}_N$ \}, and edges $E^g$ connect every two correspondences $(c_i, c_j), 1 \leq i, j \leq N, i \neq j$. We encode the affinity of $(c_i, c_j)$ using the local consensus scores as

$$e_{ij}^g = w_i^1 \cdot w_j^1, 1 \leq i, j \leq N.$$  

(6)

The product of $(w_i^1, w_j^1)$ enables $e_{ij}^g$ to indicate the compatibility of $(c_i, c_j)$. An adjacency matrix $A \in \mathbb{R}^{N \times N}$ is then built with $A_{ij} = e_{ij}^g$ to explicitly describe the global context. Specifically, we exploit $A$ to compute a global embedding

$$f^g = L[\tilde{z}_1, \ldots, \tilde{z}_N] W^g, \quad L = D^{-\frac{1}{2}} \tilde{A} D^{-\frac{1}{2}} A,$$

(7)

(8)

where $\{ \tilde{z} \}$ are the aggregated features obtained from local consensus learning; $W^g$ is a learnable matrix; $L$ is the graph Laplacian [21]; $\tilde{A} = A + I_N$ for numerical stability; $\tilde{D} \in \mathbb{R}^{N \times N}$ is the diagonal degree matrix of $A$. In short, $L$ modulates $\{ \tilde{z} \}$ into the spectral domain, considering the isolated local embeddings in a joint manner, and the feature filter $W^g$ in the spectral domain enables the propagated features to reflect the consensus from the global graph Laplacian. Similar to local consensus learning, global consensus scores $w^g$ are estimated by encoding the aggregated features via a ResNet block followed by MLPs.

**Consensus-guided pruning.** Since the global consensus scores jointly consider both global and local context, we prune the putative correspondences based on their global consensus scores $w^g$. Specifically, the elements in $C$ are sorted by a descending value of $w^g$. We preserve the top-$\tilde{N}$ correspondences and discard the remaining ones as outliers. The back propagation can be achieved by only keeping the gradients of top-$\tilde{N}$ correspondences. Furthermore, inspired by [47], we take local and global consensus scores as additional input to the next pruning block. A ResNet block and MLPs are used after the last pruning block to predict inlier weights $\hat{w}$ for the pruned candidates.

**Training objectives.** Learning-based correspondence pruning methods [29, 40] generally combine an inlier/outlier classification loss and a regression loss as the training objective. For camera pose estimation, on widely-used benchmarks [29, 47, 18], the ground-truth labels $s$ of $C$ are assigned using the epipolar distances with an ad-hoc threshold $d_{thr}$, empirically set to $1e^{-4}$ [47].

Although training with a conventional binary cross-entropy loss has achieved satisfactory performance [29, 48, 47], we argue that inevitable label ambiguity exists, especially for the correspondences whose epipolar distances are close to $d_{thr}$. Typically, the confidence of $c_i$ should be negatively correlated with the corresponding epipolar distance $d_i$, i.e., $d_i \rightarrow 0$ for an inlier. To reflect this intuition, we introduce an adaptive temperature for putative inliers ($d_i < d_{thr}$) to alleviate the effect of label ambiguity, computed as

$$\tau_i = \exp(-\frac{\|d_i - d_{thr}\|_1}{d_{thr}}).$$

(9)

For outliers $c_i$ with $d_i > d_{thr}$, we set $\tau_i = 1$.

The overall training objective is then denoted as

$$L = L_{cls} + \lambda L_{reg}(\hat{E}, E),$$

(10)

where $L_{cls}$ is a binary classification loss with our proposed adaptive temperature, $L_{reg}$ represents a geometric loss [47] on estimated parametric model $E$, and $\lambda$ is a weighting factor. $L_{cls}$ is formulated as

$$L_{cls} = \sum_{j=1}^{K} \left( \ell_{bce}(\sigma(\tau_j \circ o_j^1), y_j) + \ell_{bce}(\sigma(\tau_j \circ o_j^2), y_j) \right) + \ell_{bce}(\sigma(\hat{\tau} \circ \hat{o}), y),$$

(11)

where $o_j^1, o_j^2$ are the outputs of local and global consensus learning layers in $j$-th pruning block, respectively; $\hat{o}$ is the output of the last MLP in CLNet; $\tau$ is a vector of temperatures estimated by Eq. 9; $\sigma$ represents the sigmoid function; $\circ$ indicates the Hadamard product; $y$ denotes the set of binary ground-truth labels; $\ell_{bce}$ indicates a binary cross-entropy loss; $K$ is the number of pruning blocks. As a result, an inlier $c_i$ with a smaller $d_i$ would be more confident to enforce larger regularization on the model optimization via a smaller temperature.
4. Experiments

We conduct experiments on four datasets, covering the tasks of robust line fitting (Section 4.2), camera pose estimation (Section 4.3), and retrieval-based image localization (Section 4.4). In Section 4.5, we provide a comprehensive analysis of our method to demonstrate the effectiveness of its components.

4.1. Implementation Details

In our experiments, we use two sequential pruning blocks, pruning the $N$ putative correspondences into $N/4$ candidates, i.e., pruning by half in each block. We set the number of nearest neighbors used to establish the local graphs to $k = 9$ and $k = 6$ for the two blocks, respectively. We use $p = 3$ for annular convolutions and $\lambda = 0.5$ in Eq. (10). $h(\cdot)$ in Eq. (1) is implemented by the epipolar constraint [15] for camera pose estimation and image localization. For training, we use the Adam [20] optimizer with a batch size of 32 and a constant learning rate of $10^{-3}$.

4.2. Robust Line Fitting

As a first experiment, to evaluate robustness to different outlier distributions, we focus on the task of robust line fitting [40]. Note that this task differs from the correspondence selection problem, showing the ability of our method to address general inlier/outlier classification tasks. In this case, the input data to our network consists of 2D points $[x, y]$ instead of 4D correspondences $[x, y, x', y']$. Specifically, we create synthetic data by considering a 2D line $ax + by + c = 0$ with parameters $(a, b, c)$ randomly sampled in $[0, 1]$. We generate inliers by randomly sampling $x \in [-5, 5]$ and estimating $y$ using the line equation. Outliers are obtained via uniformly randomly sampling $(x, y)$ in $[-5, 5]$. For each line, we generate $N = 1000$ points, from which we seek to identify the inliers. We then compute $(a, b, c)$ using the least-square solution of [23]. 6000, 2000, and 2000 data are used for training, validation, and testing, respectively. In addition to our method, we retrained PointCN [29], OANet [47], and PointACN [40] using the official implementations released by the authors.

Fig. 6 summarizes the results of our line-fitting experiment for an outlier ratio ranging from 50% to 90%. We report the $L_2$ distance between the ground-truth $(a, b, c)$ and the predicted ones. While all methods perform well for relatively low outlier ratios, ours significantly outperforms the competitors for high ones, i.e., 90% outliers. This evidences the benefits of pruning the input data instead directly trying to classify each input sample.

4.3. Camera Pose Estimation

For camera pose estimation, we exploit the outdoor YFCC100M [43] and indoor SUN3D [46] datasets, following the settings in [47, 36] (more results on ScanNet [10] and the benchmark of [47] can be found in the appendix). Initial matches are generated by nearest neighbor matching with SIFT [26], unless otherwise specified. The keypoint coordinates in $C$ are normalized using the camera intrinsics, as in [29]. Following [36], we report the AUCs of the pose error at different thresholds ($5^\circ$, $10^\circ$, $20^\circ$).

Table 1 provides the quantitative results on YFCC100M and SUN3D. For RANSAC [12], MAGSAC [3], and NGRANSAC [5], we cleaned the initial correspondences using the ratio test of [26] with a threshold of 0.9, because we observed the results without ratio test to be significantly worse. For the other methods, following [36], we employ RANSAC as a robust estimator when estimating the essential matrices. Our CLNet delivers the best AUCs on both two datasets, even outperforms the most recent SuperGlue.
Table 2. Pose estimation without a robust estimator on YFCC100M. For these results, we used the weighted 8-point algorithm [29] instead of a robust estimator, e.g., RANSAC, to estimate the essential matrices.

| Method          | AUC@5° (%) | AUC@10° (%) | AUC@20° (%) |
|-----------------|------------|-------------|-------------|
| PointCN [29]    | 12.38      | 28.15       | 48.04       |
| NM-Net [48]     | 12.59      | 30.62       | 52.07       |
| OANet [47]      | 16.86      | 36.74       | 57.40       |
| PointACN [40]   | 18.64      | 38.76       | 59.56       |
| Our CLNet       | **26.19**  | **46.33**   | **65.48**   |

Table 3. Generalization ability. All models were trained on YFCC100M [43] with SIFT [26], and tested on SUN3D [46] with SIFT, and on YFCC100M with ORB [35], DoG-HardNet [28], or SuperPoint(SP) [11]. AUC@5°(%) is reported.

| Method          | SUN3D [46] (%) | YFCC100M [43] (%) |
|-----------------|----------------|-------------------|
| SIFT [26]       | 6.00           | 5.70              |
| ORB [35]        | 5.78           | 5.26              |
| DoG-HardNet [28]| 5.60           | 6.35              |
| SuperPoint(SP)  | 5.55           | 5.56              |
| Our CLNet       | **6.25**       | **6.78**          | **35.10**    | **18.82**  |

which requires descriptors as input (please refer to the appendix for more comparison with SuperGlue).

We further consider the case of estimating the essential matrices without a robust estimator, i.e., without RANSAC. In this case, we use a weighted 8-point algorithm, as suggested in [29, 47, 40]. As shown in Table 2, our CLNet achieves remarkably superior results, showing that our iterative pruning scheme makes our approach effective even without requiring an additional RANSAC step.

To evaluate generalization ability, we test all learning-based methods on SUN3D with SIFT, and on YFCC100M with ORB, SIFT, and on YFCC100M with ORB, DoG-HardNet, or SuperPoint(SP), or our CLNet. AUC@5°(%) is reported.

4.4. Retrieval-based Image Localization

Accurate retrieval is the premise of image localization [37, 42, 6], providing initial locations of query images by identifying nearby reference images with geographical tags [13]. Existing image-based methods [2, 13] take an image as input and learn a global description of the image for retrieval. We introduce to refine the retrieval results using correspondences as re-ranking of the image-based approaches. We study the benchmark of the famous NetVLAD [2] and its follow-up works [13, 19, 25]. Here, we achieve the coarse-to-fine retrieval with the following three steps: 1) Use image-based methods [2, 13] to search for the top-k (k is empirically set to 100) images for each query. We did not use all reference images for re-ranking due to the computational cost. 2) Perform feature matching, with either an existing method [12, 29] or our approach, on each query-retrieved image pair. 3) Re-rank the top-k images using a refined similarity measure defined as $S_{img} + S_{rel}$, where $S_{img}$ represents the original similarity estimated by image-based methods, and $S_{rel}$ is the number of selected inliers normalized within $[0, 1]$. This approach leveraged the fact that image-based methods exploit global description while correspondence-based ones focus on local patterns, making these two kinds of methods complementary. Note that the correspondences can be further used to estimate camera pose of query images [14], but we concentrates on accurate image retrieval in this section.

In our experiments, we use the state-of-the-art SFRS [13] as image-based method and employ RANSAC [12], PointCN [29] or our CLNet as the post-processing technique. Note that PointCN and CLNet were pretrained on YFCC100M [43]. As shown in Table 4, CLNet improves SFRS by a considerable margin of 6.0 percentage points in terms of Recall@1. The superiority of our method can be also observed by comparing “CLNet-SFRS” with “RANSAC-SFRS” and “PointCN-SFRS”, with our CLNet yielding the best results.

4.5. Ablation Studies

Consensus-guided pruning. An intuitive solution to acquire candidates from initial data could consist of sampling matches according to the weights predicted by off-the-shelf methods, e.g., PointCN [29]. We therefore evaluate the benefits of our consensus learning strategy over this baseline.
Specifically, as baseline, we iteratively perform PointCN twice, which progressively prunes putative correspondences into candidates with a specific sampling ratio; inliers are then identified from the candidates and used to estimate the essential matrix. Fig. 7(a) compares the baseline to our method with different sampling ratios on YFCC100M. Our CLNet consistently surpasses the baseline by a large margin, which demonstrates the superiority of our consensus-guided pruning strategy. The best AUC of our CLNet is observed with a sampling ratio of 25%, i.e., 25% correspondences are sampled as candidates. In Fig. 7(b) we further explain the effectiveness of our consensus learning by providing inlier ratios of the nodes in the local graphs of our CLNet. The grouped neighbors contain more inliers for graphs anchored on inliers than for graphs anchored on outliers. This demonstrates that our method is capable of enlarging the correspondence consensus in inlier-anchored graphs, while decreasing the correspondence consensus in outlier-anchored ones.

Since we achieve pruning in an iterative fashion, by stacking pruning blocks, we analyze the effect of the number of pruning iterations on candidate consistency and pose estimation accuracy. As shown in Fig. 8, iterative pruning yields an increase of inlier ratio, i.e., from 20% to 80%, which indicates that the candidates are increasingly more consistent as more pruning iterations are performed. The AUC drops after the second iteration, because the number of remaining matches is too small to carry out robust model estimation. Some visual results are shown in Fig. 9. The imbalance of initial matches is alleviated by progressively removing the outliers, making it increasingly easier to identify the inliers.

To further understand the importance of each component in CLNet, in Table 5, we compare the proposed annular convolution with the mlp-pooling strategy that has been employed in [32, 45]. Our annular convolution yields a 0.80 percentage point AUC improvement on YFCC100M, demonstrating its effectiveness. Furthermore, we evaluate different combinations of our method’s components in Table 6. As expected, all components contribute to the optimal performance of our approach. In particular, local-to-global consensus learning leads to a 1.71 percentage point AUC improvement (third row vs. first row), and the performance is further boosted by applying adaptive temperatures. Note that progressive pruning is utilized in all cases.

| Local Cons. | Global Cons. | Adaptive temp. | AUC@5° (%) |
|-------------|--------------|----------------|------------|
| ✓           | ✓            | ✓              | 32.79      |
| ✓           | ✓            | ✓              | 30.94      |
| ✓           | ✓            | ✓              | 31.70      |
| ✓           | ✓            | ✓              | 32.79      |

Table 6. Influence of the individual components of CLNet. All models were trained and tested on YFCC100M [44].

Figure 9. Visualization of progressive pruning. Outliers and inliers are indicated by red lines and green lines, respectively.

5. Conclusion

To overcome the negative impact of the dominant outliers, we have proposed to progressively prune the putative correspondences into more reliable candidates with a local-to-global consensus learning network. Our framework builds local and global graphs on-the-fly, which explicitly describe the correspondence consensus in local and global contexts, facilitating pruning. Our experiments in diverse scenarios have demonstrated that the proposed progressive pruning strategy largely alleviates the effect of randomly distributed outliers, showing significant improvements over state-of-the-arts on multiple benchmarks. As the candidates are sampled using a constant ratio in our current framework, we will consider about a pruning strategy with adaptive ratios in our future work.
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