Multilayer Interval Type-2 Fuzzy Controller Design for Hyperchaotic Synchronization

Tien-Loc Le, (Member, IEEE)
Faculty of Mechatronics and Electronics, Lac Hong University, No. 10, Huynh Van Nghe, Bien Hoa, Dong Nai, Vietnam.
Corresponding author: Tien-Loc Le (e-mail: tienloc@lhu.edu.vn). Tel.: +84-949391937

This work was supported by Lac Hong University, Bien Hoa, Dong Nai, Vietnam.

ABSTRACT This study presents a multilayer interval type-2 fuzzy controller, which applies to synchronize the hyperchaotic systems. The main contribution of this study is the design of a multilayer structure in the membership function space, which can improve the learning ability and flexibility of the type-2 fuzzy network. Using the proposed multilayer structure, the fuzzy network can reduce the number of rules while ensuring synchronization performance. Particularly, the design of 3-dimensional Gaussian membership functions (3-DGMFs) enhances the ability to against system uncertainties and external disturbances. Moreover, the structure of the proposed network can autonomously construct by using the self-evolving algorithm. The parameters of the proposed network are online updated using an adaptive law obtained by the gradient descent method. Finally, numerical simulations on the synchronization of hyperchaotic systems are conducted to validate the efficiency and performance of the proposed method.

INDEX TERMS interval type-2 fuzzy neural network, 3-D Gaussian membership functions, self-evolving algorithm, hyperchaotic systems, adaptive control.

I. INTRODUCTION

The concept of fuzzy sets, also known as type-1 fuzzy systems (T1FSs), was proposed by Zadeh in 1965 [1]. Since then, it was attracted many researchers in various fields due to its advantages such as flexibility, intuitive knowledge, and easy computation [2-7]. The type-2 fuzzy systems (T2FSs), which can be seen as an extension of T1FSs, were developed by Zadeh in 1975 [8]. In T2FSs, the membership grade is determined by a fuzzy set, while in T1FSs, the membership grade is a crisp number. Therefore, the T2FSs can better cover the system uncertainties than the T1FSs, especially in cases where it is difficult to determine the membership functions exactly [9]. In the last decades, many contributions based on type-2 fuzzy have been applied in various fields [10-16]. The interval type-2 fuzzy systems (IT2FSs) are provided in [17] to reduce the computational cost of T2FSs. Since then, by the advantages of being easy to design and simple in computation, IT2FSs have attracted the increasing attention of many researchers [18-26]. In 2017, Herman et al. proposed an interval type-2 fuzzy logic system for handling uncertainty effects in electroencephalography (EEG) patterns [19]. In 2019, Du et al. introduced an IT2FSs sampled-data $H_\infty$ controller to control nonlinear systems [21]. In 2020, Kavikumar et al. provided a robust model reference tracking control for interval type-2 fuzzy stochastic systems [24]. Compared with traditional fuzzy logic systems, the IT2FSs have advantages such as better handling the uncertainties, more design degrees of freedom, and being more general than IT1FL [27, 28].

Determining a suitable structure for the FNN is very important, and it has a significant influence on the system performance [29]. In literature, many studies used the trial-and-error approach to obtain a suitable structure [30]. Still, it takes a long time to achieve an optimal solution, and the system performance can be further improved. Recently, self-evolving and self-organizing algorithms have been proposed to construct the network structure automatically [31-42]. These algorithms can automatically generate a new membership function if the current membership functions cannot cover the inputs well. On the other hand, if a membership function has less contribution, it can be eliminated.

Recently, the synchronization of the hyperchaotic systems has received increasing attention from many authors due to its special characteristics such as nonlinear behaviors and sensitivity to the initial values [43]. Hyperchaotic synchronization is a process that two or more hyperchaotic systems (slave hyperchaotic systems) adjust their properties for following the behaviors and bifurcations of the master hyperchaotic system. Recently, some remarkable methods for hyperchaotic systems synchronization have been provided in [44-51]. In 2017, Mohammadzadeh and Ghaemi...
proposed a new self-evolving non-singleton type-2 fuzzy neural network for secure communication [46]. In 2019, Zhou et al. introduced a dynamic analysis and finite-time synchronization of hyperchaotic systems with coexisting attractors [49]. In 2021, Singh et al. provided a multi-switching synchronization of nonlinear hyperchaotic systems via backstepping control [51]. However, most of their methods are complex, and the performance can be further improved. The hyperchaotic systems are always sensitive to initial values and disturbances. Thus, the design of an adaptive synchronizer to better scope with system uncertainties and external disturbances is necessary.

Based on the above discussions, this study presents a self-evolving multilayer interval type-2 fuzzy controller (SMIT2FC) to enhance the synchronization performance of the hyperchaotic synchronization system. In our previous work [52] a type-2 fuzzy CMAC controller was developed for chaotic system synchronization. The main improvements of this study with [52] are the design of multilayer structure and the 3-DGMFs for type-2 fuzzy controller. Compared with the studies in [52-54], the proposed SMIT2FC controller has some advantages such as the network structure can be automatically constructed; strengthen the learning ability and flexibility. In the design of our proposed SMIT2FC, the membership functions are divided into several layers instead of putting all of them into one layer as the conventional fuzzy system. The main contributions of this study can be list as follow: (1) The design of multilayer structure to improve the learning ability and flexibility of the interval type-2 fuzzy network; (2) The design of the self-evolving algorithm can help the network automatically construct its structure with suitable membership functions and rules; (3) The 3-DGMFs are used to better scope with system uncertainties and external disturbances.

The rest of this paper is organized as follows. Section II introduces the problem formulation. Section III provides structure of the SMIT2FC. Section IV presents the numerical simulation and discussion of the 5-D hyperchaotic synchronization system. Finally, Section V draws the conclusions of this study.

II. FORMULATION OF 5-D LORENZ HYPERCHAOTIC SYSTEM

According to [50], the differential equations of 5-D Lorenz hyperchaotic system are:

\[
\begin{align*}
\dot{x}_1(t) &= \chi (x_2(t) - x_1(t)) + x_4(t) \\
\dot{x}_2(t) &= \varphi x_1(t) - x_1(t)x_3(t) + x_3(t) \\
\dot{x}_3(t) &= -\gamma x_3(t) + x_1(t)x_2(t) \\
\dot{x}_4(t) &= -\varepsilon_2 x_3(t) - x_1(t)x_3(t) \\
\dot{x}_5(t) &= -\varepsilon_3 x_3(t) - \varepsilon_3 x_3(t)
\end{align*}
\]  

(1)

\[
\begin{align*}
\dot{y}_1(t) &= \chi (y_2(t) - y_1(t)) + y_4(t) + \beta(t) + \Delta f(y_1) + u(t) \\
\dot{y}_2(t) &= \varphi y_1(t) - y_1(t)y_3(t) + y_3(t) + \beta(t) + \Delta f(y_2) + u(t) \\
\dot{y}_3(t) &= -\gamma y_3(t) + y_1(t)y_2(t) + \beta(t) + \Delta f(y_3) + u(t) \\
\dot{y}_4(t) &= -\varepsilon_2 y_3(t) - y_1(t)y_3(t) + \beta(t) + \Delta f(y_4) + u(t) \\
\dot{y}_5(t) &= -\varepsilon_3 y_3(t) - \varepsilon_3 y_3(t) + \beta(t) + \Delta f(y_5) + u(t)
\end{align*}
\]  

(2)

where \( \chi, \varphi, \gamma, \beta, \) and \( \varepsilon_2, \varepsilon_3 \) respectively are the parameters for determining the behaviors and bifurcations of the hyperchaotic system, \( \chi, \varphi, \) and \( \beta \) are nonzero parameters; \( \Delta f = [\Delta f(y_1), \Delta f(y_2), \Delta f(y_3), \Delta f(y_4), \Delta f(y_5)] \) presents for the system uncertainty, which may come from the unknown nonlinear characteristics of the systems, the internal disturbances, and the measurement precision.

Defining the tracking error vector as

\[
e(t) = [e_1(t), e_2(t), e_3(t), e_4(t), e_5(t)]
\]

(3)

Obtaining error the dynamics as follow:

\[
\begin{align*}
\dot{e}_1(t) &= \chi (e_2(t) - e_1(t)) + e_1(t) + \beta(t) + \Delta f(y_1) + u(t) \\
\dot{e}_2(t) &= \varphi e_1(t) - e_1(t)e_3(t) + e_3(t) + \beta(t) + \Delta f(y_2) + u(t) \\
\dot{e}_3(t) &= -\gamma e_3(t) + e_1(t)e_2(t) + \beta(t) + \Delta f(y_3) + u(t) \\
\dot{e}_4(t) &= -\varepsilon_2 e_3(t) - e_1(t)e_3(t) + \beta(t) + \Delta f(y_4) + u(t) \\
\dot{e}_5(t) &= -\varepsilon_3 e_3(t) - \varepsilon_3 e_3(t) + \beta(t) + \Delta f(y_5) + u(t)
\end{align*}
\]  

(4)

Then (4) can be rewritten in the vector form as follow:

\[
\dot{e}(t) = Ke(t) + \mathcal{G}(t) + \Delta f(t) + u(t)
\]

(5)

where

\[
K = \begin{bmatrix}
-\chi & \chi & 0 & 1 & 0 \\
\varphi & -\gamma & 0 & 0 & 0 \\
x_2 & y_1 & -\gamma & 0 & 0 \\
-\gamma & 0 & -x_1 & -\varepsilon_2 & 0 \\
-\varepsilon_2 & -\varepsilon_3 & 0 & 0 & 0
\end{bmatrix}
\]

From (5), the ideal control vector can be given as:

\[
u^*(t) = -Ke(t) - \mathcal{G}(t) - \Delta f(t) - \dot{e}(t)
\]

(6)
However, the terms $\mathcal{G}(t)$ and $\Delta f(t)$ usually cannot be precisely known. Hence, this study proposed the SMIT2FC synchronizer to approach the ideal control signals in (6).

III. STRUCTURE OF THE SMIT2FC

A. THE STRUCTURE OF THE SMIT2FC

The $l^{th}$ rule of the SMIT2FC is described as below:

$$\text{Rule } \ell: \text{IF } (i_1, i_2) \text{ is } \lambda_{i_1,l} \text{ and } (i_2, i_3) \text{ is } \lambda_{i_2,l} \ldots \text{ and } (i_m, i_n) \text{ is } \lambda_{i_n,l} \text{ THEN } \hat{y} = \beta_{\lambda_{i_1,l}} \beta_{\lambda_{i_2,l}} \ldots \beta_{\lambda_{i_n,l}}$$

(6)

where $I = [i_1, i_2, \ldots, i_n]^T \in \mathbb{R}^n$ and $\hat{I} = [\hat{i}_1, \hat{i}_2, \ldots, \hat{i}_n]^T \in \mathbb{R}^n$ respectively are the vector input and its derivative value; $\lambda_{ij,k}$ is input membership functions (MFs); $\beta_{\lambda_{ij,k}}$ is the fuzzy weight. $i = 1, 2, \ldots, n_i$, $j = 1, 2, \ldots, n_j$, $k = 1, 2, \ldots, n_k$, $l = 1, 2, \ldots, n_l$ and $m = 1, 2, \ldots, n_m$ respectively are the number of inputs, the number of MFs, the number of layers, the number of rules, and the number of outputs.

1) Input space:

Each node in this space presents the input variables $I = [i_1, i_2, \ldots, i_n]^T$ and $\hat{I} = [\hat{i}_1, \hat{i}_2, \ldots, \hat{i}_n]^T$. It is directly transferred to the next space without any computation. The complexity of this step in the big-O notation is $O(1)$.

2) Membership function space:

The MFs are divided into several layers in this space. Instead of putting all MFs into one layer as the conventional fuzzy system (see Fig. 2). The 3-DGMFs (see Fig. 3) are used in this space to better handle system uncertainties and external disturbances. Then, the membership grades are calculated as follows:

FIGURE 1. The structure of the SMIT2FC using 3DMFs.

FIGURE 2. The fuzzy rule base using multilayer 3DMFs.

FIGURE 3. The illustrate of 3DMFs.
\[
\begin{align*}
\lambda_{ijk} &= \exp \left( -\frac{1}{2} \left( i - m_{ijk} \right)^2 + \left( i - m_{ijk} \right)^2 \right) \\
\tilde{\lambda}_{ijk} &= \exp \left( -\frac{1}{2} \left( i - m_{ijk} \right)^2 + \left( i - m_{ijk} \right)^2 \right)
\end{align*}
\]

where \( \lambda_{ijk} \) and \( \tilde{\lambda}_{ijk} \) are the upper and lower membership grades, respectively; \( \sigma_{ijk} \) and \( \tilde{\sigma}_{ijk} \) and \( m_{ijk} \) are the variances and the mean of the T2GMFs, respectively. The complexity of this step in the big-O notation is \( O(n_i \times n_j \times n_k) \).

3) Fuzzy firing space:

In this space, the fuzzy firing strength is calculated by using the corresponding MFs as follow:

\[
\begin{align*}
\bar{\phi}_{kl} &= \prod_{i=1}^{n_j} \lambda_{ijk} \\
\lambda_{ijk} &= \prod_{i=1}^{n_j} \lambda_{ijk}
\end{align*}
\]

The complexity of this step in the big-O notation is \( O(n_j \times n_k) \).

4) Fuzzy weight space:

The fuzzy weight is denoted as:

\[
\begin{align*}
\bar{\beta}_{jk} &= \left[ \bar{\beta}_{11} \cdots \bar{\beta}_{1n_k}; \bar{\beta}_{21} \cdots \bar{\beta}_{2n_k}; \cdots; \bar{\beta}_{n_1} \cdots \bar{\beta}_{n_{n_j}} \right] \\
\bar{\beta}_{jk} &= \left[ \bar{\beta}_{11} \cdots \bar{\beta}_{1n_k}; \bar{\beta}_{21} \cdots \bar{\beta}_{2n_k}; \cdots; \bar{\beta}_{n_1} \cdots \bar{\beta}_{n_{n_j}} \right]
\end{align*}
\]

\[
\begin{align*}
\bar{\beta}_{jk} &= \left[ \bar{\beta}_{11} \cdots \bar{\beta}_{1n_k}; \bar{\beta}_{21} \cdots \bar{\beta}_{2n_k}; \cdots; \bar{\beta}_{n_1} \cdots \bar{\beta}_{n_{n_j}} \right] \\
\bar{\beta}_{jk} &= \left[ \bar{\beta}_{11} \cdots \bar{\beta}_{1n_k}; \bar{\beta}_{21} \cdots \bar{\beta}_{2n_k}; \cdots; \bar{\beta}_{n_1} \cdots \bar{\beta}_{n_{n_j}} \right]
\end{align*}
\]

The complexity of this step in the big-O notation is \( O(1) \).

5) Output space:

The \( k \)-th output of SMIT2FC is represented as:

\[
u_{SMIT2FC}^m = o_m = \frac{1}{2} \left( \sum_{k=1}^{n_j} \sum_{i=1}^{n_i} (\bar{\phi}_{ik} \bar{\beta}_{klm}) + \sum_{k=1}^{n_j} \sum_{i=1}^{n_i} (\phi_{ik} \beta_{klm}) \right)
\]

Choosing the Lyapunov cost function as

\[
E = \frac{1}{2} (e_m(t))^2,
\]

where \( m=1,2,...,5 \). The adaptive laws for adjusting the proposed network’s parameters can be calculated through chain rule as:

Using the gradient descent method, the online adaptive laws for updating the proposed controller’s parameters are given as:

\[
\begin{align*}
\dot{\beta}_{klm}(t+1) &= \dot{\beta}_{klm}(t) - \eta_{\beta} \frac{\partial E(t)}{\partial \beta_{klm}} \\
&= \dot{\beta}_{klm}(t) - \frac{1}{2} \eta_{\beta} e_m(t) \frac{\partial \bar{\phi}_{kl}}{\partial \beta_{klm}} \\
\dot{\lambda}_{ijk}(t+1) &= \dot{\lambda}_{ijk}(t) - \lambda_{ijk} \frac{\partial E(t)}{\partial \lambda_{ijk}} \\
&= \dot{\lambda}_{ijk}(t) - \frac{1}{2} \eta_{\lambda} e_m(t) \frac{\partial \tilde{\lambda}_{ijk}}{\partial \lambda_{ijk}} \\
\dot{\mu}_{ijk}(t+1) &= \dot{\mu}_{ijk}(t) - \mu_{ijk} \frac{\partial E(t)}{\partial \mu_{ijk}} \\
&= \dot{\mu}_{ijk}(t) - \frac{1}{2} \eta_{\mu} e_m(t) \frac{\partial \mu_{ijk}}{\partial \mu_{ijk}}
\end{align*}
\]
where \( \hat{\eta}_\beta, \hat{\eta}_m, \hat{\eta}_\sigma \) are the positive learning rates.

The total complexity of steps in big-O notation is given as:

\[
L = O(1) + O(n_t \times n_k) + O(n_t \times n_k) + O(1) + O(n_k \times n_m) \tag{19}
\]

Proof: Considering the Lyapunov cost function below:

\[
V(t) = \frac{1}{2} \left( e_m(t) \right)^2 \tag{20}
\]

Thus,

\[
\Delta V(t) = V(t+1) - V(t) = \frac{1}{2} \left[ \left( e_m(t+1) \right)^2 - \left( e_m(t) \right)^2 \right] \tag{21}
\]

Using the Taylor expansion for \( \hat{\beta}_{\text{kin}} \), obtains

\[
e_m(t+1) = e_m(t) + \Delta e_m(t) \equiv e_m(t) + \left[ \frac{\partial e_m(t)}{\partial \hat{\beta}_{\text{kin}}} \right] \Delta \hat{\beta}_{\text{kin}} \tag{22}
\]

where \( \Delta \hat{\beta}_{\text{kin}} = \hat{\beta}_{\text{kin}}(k+1) - \hat{\beta}_{\text{kin}}(k) \)

From (14),

\[
\frac{\partial e_m(t)}{\partial \hat{\beta}_{\text{kin}}} = \frac{1}{2} \frac{1}{\phi_{ki}} \tag{23}
\]

Rewrite (22) using (23) and (14), obtains

\[
e_m(t+1) = e_m(t) - \left( \frac{1}{2} \frac{1}{\phi_{ki}} \right) \frac{1}{2} \left( \hat{\beta}_{\text{kin}} e_m(t) \phi_{ki} \right)
\]

\[
= e_m(t) \left[ 1 - \hat{\eta}_m \left( \frac{1}{2} \frac{1}{\phi_{ki}} \right)^2 \right] \tag{24}
\]

Rewrite (21) using (24), obtains

\[
\Delta V(t) = \frac{1}{2} \left( e_m(t) \right)^2 \left[ 1 - \hat{\eta}_m \left( \frac{1}{2} \frac{1}{\phi_{ki}} \right)^2 \right] - 1
\]

\[
= \frac{1}{2} \left( e_m(t) \right)^2 \left[ \hat{\eta}_m \left( \frac{1}{2} \frac{1}{\phi_{ki}} \right)^2 - 2 \hat{\eta}_m \left( \frac{1}{2} \frac{1}{\phi_{ki}} \right)^2 \right]
\]

\[
= \frac{1}{2} \hat{\eta}_m \left( e_m(t) \right)^2 \left( \frac{1}{2} \frac{1}{\phi_{ki}} \right)^2 \left( \hat{\eta}_m \left( \frac{1}{2} \frac{1}{\phi_{ki}} \right)^2 - 2 \right) \tag{25}
\]

From (25), if \( \hat{\eta}_m \) is chosen to satisfy \( 0 < \hat{\eta}_m < \frac{8}{\left( \frac{1}{\phi_{ki}} \right)^2} \), then

\[
\Delta V(t) < 0
\]

Therefore, the convergence of the designed adaptation laws is guaranteed according to the Lyapunov theorem. Similarly, the convergence proof for \( \hat{\eta}_m \) and \( \hat{\eta}_\sigma \) can be obtained.

### B. STRUCTURE LEARNING ALGORITHM

In this section, the self-evolving algorithm is designed to construct the network structure of the proposed SMIT2FC synchronizer autonomously. The procedure of online self-evolving algorithm is given as follow:

**Step 1:** Initialize the structure of the SMIT2FC network with a few membership functions and initial corresponding rules.

**Step 2:** Evaluate the maximum contribution of the membership functions by considering its membership grade. The evaluation criteria for generating a new membership function is given as:

\[
\lambda_i^m < \lambda_i^d \tag{26}
\]

\[
\lambda_{\max}^i = \max \left[ \lambda_{ij1}, \lambda_{ij2}, \ldots, \lambda_{ijn_i} \right] \quad \lambda_i^d = \frac{\lambda_{ij1} + \lambda_{ijk}}{2} \tag{27}
\]

where \( \lambda_i^d \) is the predefined generating threshold; \( \lambda_{\max}^i \) is the maximum membership grade for the \( i \)-th input.

If the criteria in (26) are satisfied, the initial parameters of the new membership function are set by

\[
m_{ij(k+1)} = i(t) \tag{28}
\]

\[
\left[ \sigma_{ij(k+1)}^s, \sigma_{ij(k+1)}^g \right] = \left[ \left( \sigma_{ij}^s - \Delta \sigma \right), \left( \sigma_{ij}^s + \Delta \sigma \right) \right] \tag{29}
\]

where \( \sigma_{ij}^s \) and \( \Delta \sigma \) are the initial value and the uncertainty term for the variance of the new Gaussian membership function.

**Step 3:** Evaluate the minimum contribution of the membership functions by considering its membership grade. The evaluation criteria for deleting a less contribution membership function is given as:

\[
\lambda_{\min}^i < \lambda_i^d \tag{30}
\]

\[
\lambda_{\min}^i = \min \left[ \lambda_{ij1}, \lambda_{ij2}, \ldots, \lambda_{ijn_i} \right] \tag{31}
\]

where \( \lambda_i^d \) is the predefined deleting threshold; \( \lambda_{\min}^i \) is the minimum membership grade for the \( i \)-th input.

If the criteria in (26) are satisfied, the less contribution membership function will be deleted.

**Step 4:** When the next state of \( \hat{I}_k \) arrives, go to Step 2. Then, repeat until the synchronization is terminated.

By applying the proposed self-evolving algorithm, the SMIT2FC synchronizer can obtain a suitable structure with suitable membership functions and rules.

The illustration for the operation of the self-evolving algorithm is given in Figs. 4 and 5. Figure 4a shows that when the current layers do not better cover the new input value, and the maximum membership grade for this input is smaller than the predefined generating threshold, then a new layer and new rules should be added as Fig. 4b. Figure 5a shows that when the new input value is far from one layer, and the minimum membership grade for this layer is smaller than the predefined deleting threshold, this inessential layer and its rules should be deleted as Fig. 5b.

At the beginning of the control process, it only needs to design a few layers with some initial membership functions and rules. After that, the self-evolving algorithm can add a new essential layer or delete an inessential layer. Therefore, the network structure of the proposed method can automatically construct by using the self-evolving algorithm.
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IV. SIMULATION RESULTS

In this section, the validity of the proposed SMIT2FC controller is verified by conducting two cases simulation of synchronization hyperchaotic system. The initial parameters for the SMIT2FC controller are chosen as \( \sigma_{\text{init}} = 0.3 \), \( \Delta \sigma = 0.05 \), \( n_i = 5 \), \( n_j = 3 \), \( n_k = 2 \), \( \lambda_i = 0.1 \), \( \lambda_d = 0.01 \). The initial conditions for the master and slave system are respectively set as

\[
\begin{align*}
\mathbf{x}_M \bigg|_{t=0} &= [20, 20, 20, 20, 20]^T, \\
\mathbf{x}_S \bigg|_{t=0} &= [0, 0, 0, 0, 0]^T.
\end{align*}
\]

The external disturbances is chosen as

\[
\begin{align*}
\mathbf{d}(t) &= \begin{bmatrix} 0.2 \cos \pi t, 0.2 \cos \pi t, 0.2 \cos \pi t, 0.2 \cos \pi t, 0.2 \cos \pi t \end{bmatrix}^T.
\end{align*}
\]

The system uncertainties is chosen as

\[
\begin{align*}
\mathbf{r}(t) &= \begin{bmatrix} 0.1 \sin \pi t, 0.1 \sin \pi t, 0.1 \sin \pi t, 0.1 \sin \pi t, 0.1 \sin \pi t \end{bmatrix}^T.
\end{align*}
\]

The scheme for the hyperchaotic synchronization system using the proposed the SMIT2FC controller is shown in Fig. 6.

The proposed controller \( u_{\text{SMIT2FC}}^m \), in (13) is then applied to synchronize the slave hyperchaotic system in (2). The tracking error vector in (3) is used as the input space of the SMIT2FC controller. The membership grades in (7), (8) and conditions (26), (30) are used to determine whether a new layer should be added or delete an inessential layer. The adaptive laws (14)-(18) are used to update the network’s parameters online.

FIGURE 6. The scheme for the SMIT2FC hyperchaotic synchronization system.

**Case 1:**

In this case, the parameters for determining the behaviors and bifurcations of the 5-D hyperchaotic systems are set by \( a = 10, b = \frac{8}{3}, c = 28, h_1 = -2, h_2 = 0.4, h_3 = 8 \).

The simulation results in Figs 7 – 11 have demonstrated the effectiveness of the proposed method. Figure. 7 shows the synchronized trajectories of master and slave hyperchaotic systems in three dimensions. Figure. 8 shows the synchronized trajectories of each element in the time domain. The control signals and the tracking errors for synchronization of the 5-D hyperchaotic systems are shown in Fig. 9 and Fig. 10, respectively. The change in number of layers using the self-evolving algorithm is shown in Fig. 11.

The above simulation results show that the proposed controller can quickly synchronize the 5-D hyperchaotic system fastly with minor tracking errors. The root mean square error (RMSE) in this case is 2.257.
FIGURE 7. The synchronized trajectories of the 5-D hyperchaotic systems in three dimension.

FIGURE 8. The synchronized trajectories of the 5-D hyperchaotic systems in the time domain.

FIGURE 9. The control signals for synchronization of the 5-D hyperchaotic systems.
Case 2:

In this case, the parameters for determining the behaviors and bifurcations of the 5-D hyperchaotic systems are set by

\[ a = 10, \quad b = \frac{8}{3}, \quad c = 28, \quad h_1 = -2.5, \quad h_2 = -0.12, \quad h_3 = 11.3. \]

The simulation results in Figs 12–16 have demonstrated the effectiveness of the proposed method. Figure 12 shows the synchronized trajectories of master and slave hyperchaotic systems in three dimension. Figure 13 shows the synchronized trajectories of each element in time domain. The control signals and the tracking errors for synchronization of the 5-D hyperchaotic systems are shown in Fig. 14 and Fig. 15, respectively. The change in number of layers using the self-evolving algorithm is shown in Fig. 16. The above simulation results show that the proposed controller can quickly synchronize the 5-D hyperchaotic system fastly with minor tracking errors. The root mean square error (RMSE) in this case is 2.261.
The results show that the proposed SMIT2FC controller can fastly synchronize the master and slave hyperchaotic synchronization systems in both cases. Thus, the synchronization errors between them quickly converge to zero. The self-evolving algorithm can automatically adjust the number of layers to achieve a suitable structure during the synchronization process. In summary, the proposed controller has strong robustness since the RMSE varies in a small range, even under the influence of external disturbances and system uncertainties.

In the self-developed algorithm, the choice of predefined thresholds for adding or removing layers has dramatically influenced the efficiency of the synchronization performance process. If the generating
threshold is too large, it will be challenging to create new layers. On the contrary, if the generating threshold is too small, it will create many further layers, and the computation cost will be high. Similarly, if the generating threshold is too small, it will rarely delete an insessional layer. On the contrary, If the deletion threshold is too large, it will delete most of the layers, and result in the remaining layers not covering the inputs well. In this study, we used the trial-and-error method to achieve suitable thresholds.

V. CONCLUSION

In this study, the design and implementation of SMIT2FC have been proposed to synchronize the hyperchaotic system. The multilayer structure is applied to enhance the learning ability and flexibility of the proposed network. The adaptive online laws for adjusting the network’s parameters are derived by the gradient descent method. The network structure can automatically construct by using the self-evolving algorithm. The 3-DGMFs are applied to handle system uncertainties and external disturbances better. The efficiency and performance of the designed network are validated by numerical simulations on the synchronization of hyperchaotic systems. Apply some meta-heuristic algorithms to optimal predefined thresholds in the self-evolving algorithm will be our future work.
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