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Abstract: The ever increasing requirements of data sensing applications result in the usage of IoT networks. These networks are often used for efficient data transfer. Wireless sensors are incorporated in the IoT networks to reduce the deployment and maintenance costs. Designing an energy efficient data aggregation method for sensor equipped IoT to process skyline query, is one of the most critical problems. In this paper, we propose two approximation algorithms to process the skyline query in wireless sensor networks. These two algorithms are uniform sampling-based approximate skyline query and Bernoulli sampling-based approximate skyline query. Solid theoretical proofs are provided to confirm that the proposed algorithms can yield the required query results. Experiments conducted on actual datasets show that the two proposed algorithms have high performance in terms of energy consumption compared to the simple distributed algorithm.
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1 Introduction

An increase in the urban population has made everyday sustainability an uphill problem leading to new challenges like, constant power supply, public safety, disaster prediction, and traffic maintenance. Deploying smart cities has become inevitable to address these challenges. Many cities have adopted various technologies, and are working towards smart city development[1–3]. Although these applications are designed for urban living, they should also be incorporated in rural areas, so that more resources could be preserved. Smart city networks should collect sensory data from all over the city in order to provide better information. Therefore, to collect such well spread data and interpret information at the city level, they exploit various sensor-equipped devices in the city[4,5].

Nowadays, all the devices from smart home systems to intelligent transport systems are well connected by the means of internet, and such a network is called Internet-Of-Things (IoT)[6–8]. With an increase in the network’s scale, our need for intelligent devices emerges along with the need to sense various activities for the convenient living of city dwellers. The main objective of IoT is to reduce cost and provide faster access to the sensory data[9–13]. However, the primary challenge is that the deployment of IoT network is expensive due to its requirement of large number of sensing devices[14]. Moreover, it is also critical to collect data autonomously and provide intelligent methods that address the issues of dynamic traffic, accommodating new services, channel conditions, and ever-increasing user requirements.

Sensors are the building blocks for many IoT devices. Using sensors as a communication media helps us resolve many issues, like the ones discussed above.
IoT devices do not need external infrastructure for communication. In previous works, researchers have studied the issues of routing, topology control, and time synchronization in networks that include sensors for communication\cite{15–18}.

Although using sensors reduces the communication cost, it causes the problem of processing cost. Sensors collect data for an extended period of time, thus there is a massive amount of data to be processed at a single node for information retrieval. Therefore increasing the processing cost to solve this problem, we need data aggregation at the sensor level. When sensory data is aggregated, just the aggregated partial data can be sent into the network instead. However, this raises the energy consumption issue as the aggregation costs more energy and the sensors are not equipped with huge amounts of power supply. According to Ref. [19], cost of transmitting one bit of sensory data using wireless link is equivalent to the cost of executing 1000 instructions. Therefore, reducing data transmission is one of the mainstream methods to decrease the energy consumption in IoTs. Hence, it is critical to design energy efficient data aggregation algorithms for sensor-equipped IoT networks. A method of aggregation named skyline queries filters results to keep only those data that are no worse than other data and are essential for a given network. For example, in smart cities applications, skyline query can be used to find hotels which are cheap and close to the beach or close to a wireless link is equivalent to the cost of executing 1000 instructions. In the field of environment monitoring, skyline query results can be used to find potential pollution sources\cite{21–22}. Therefore, an energy efficient data aggregation model should accommodate this query in its development. In practice, exact query results are not always necessary. On the other hand, approximate query results may be acceptable for energy conservation\cite{24, 25}. Therefore, in this paper, we propose two algorithms to process approximate skyline queries in IoTs. These algorithms are based on uniform sampling and Bernoulli sampling, respectively. The proposed algorithms can return the δ-approximate skyline query results. In summary, the main contributions of this paper can be summarized as follows.

1. Mathematical estimators for the skyline aggregation operations are provided.
2. Mathematical methods to determine the required sample size and sample probability for calculating δ-approximate skyline are designed.
3. Distributed algorithms for approximate skyline query are provided. Additionally, the energy costs of these two algorithms are analyzed.

4. Simulation results are presented which indicate that the proposed algorithms have high performance in terms of energy consumption.

The rest of the paper is organized as follows. Section 2 defines the approximate skyline query problem. Section 3 provides the mathematical proof for the δ-approximate skyline query algorithms. Section 4 explains the proposed δ-approximate skyline query algorithms. Section 5 shows the simulation results. The related works are discussed in Section 6. Section 7 concludes the whole paper.

2 Problem Definition

Assume that we have a sensor-equipped IoT network with \( n \) sensor nodes, \( s_{t1} \) is the sensory value of node \( i \) at time \( t \), and \( S_t = \{s_{t1}, s_{t2}, \ldots, s_{tn}\} \) is the set of all the sensory data in the network at time \( t \). Moreover, each sensory data \( s_i \) has \( d \) dimensions, \( s_i, D_1, s_i, D_2, \ldots, s_i, D_d \). In this paper, we assume that the data is distributed randomly in the network, and the spatial and temporal correlation for the sensory data is ignored. Moreover, we also assume that the different dimensions of the sensory data are independent of each other.

In this paper, we focus on the skyline query operations on \( S_t \), whose definition is as follows.

**Definition 1** (cominate) For two given sensory data readings \( s_{t1} \) and \( s_{t2} \) with \( d \) dimensions, we define \( s_{t1} \) dominates \( s_{t2} \), which is written as \( s_{t1} \rightarrow s_{t2} \) as follows:

\[
\begin{align*}
& s_{t1}, D_i \geq s_{t2}, D_i, \quad \forall 1 \leq i \leq d, \\
& \exists 1 \leq i \leq d \quad s_{t1}, D_i > s_{t2}, D_i.
\end{align*}
\]

**Definition 2** (skyline) For a given sensory data set \( S_t \), the skyline of \( S_t \) is defined as

\[
\text{Skyline}(S_t) = \{s \in S_t | \forall v \in S_t, v \rightarrow s\}.
\]

An example of the skyline query in a 2-dimension data set with 14 readings is shown in Fig. 1. The black dots are used to denote the skyline set. We can see that no sensory data in the data set can dominate the black nodes.

A naive method that solves the skyline query problems has four main steps:

1. All the nodes in the network are organized into an aggregation tree.
2. The sink node broadcasts the skyline query operation in the network.
3. All the nodes in the network submits its sensory data along the aggregation tree.
(4) During the data transmission, the intermediate nodes in the aggregation tree aggregates the partial results. However, the above method will lead to a huge communication cost and computation cost for calculating exact aggregation result. Therefore, we propose the definition of δ-approximate result for the skyline query operation.

**Definition 3** (δ-approximate skyline) For a given sensory data set $S_t$, let $\text{Max}(S_t, D_i)$ denote the maximum value of the sensory data in the $i$-th dimension, then $\text{Skyline}(S_t)$ is called the δ-approximate skyline of the sensory data set $S_t$ if

$$\Pr(\text{Max}(S_t, D_i) = \text{Max}(\text{Skyline}(S_t), D_i)) \geq 1 - \delta,$$

where $\forall 1 \leq i \leq d$.

According to Definition 3, we can see that for a δ-approximate skyline, in each dimension, we need to make sure that the actual maximum value exists with a probability of at least $1 - \delta$. Moreover, in order to calculate the required sample size and sample probability to calculate the δ-approximate skyline, we need to make use of the definition of δ-estimator proposed in Ref. [26]. Let $I_t$ and $\tilde{I}_t$ be the exact aggregation result and approximate aggregation result of $S_t$ at time $t$, respectively. The definition of the δ-estimator is as follows.

**Definition 4** (δ-estimator) For any $\delta$ $(0 < \delta \leq 1)$, $\tilde{I}_t$ is called the δ-estimator of $I_t$ if $Pr(\tilde{I}_t \neq I_t) \leq \delta$. According to Definition 3, the problem of computing δ-approximate skyline is defined as follows.

**Input:** (1) A sensor-equipped IoT network with $n$ nodes; (2) the sensory data set $S_t$; and (3) $\delta$ $(0 \leq \delta \leq 1)$.

**Output:** δ-approximate skyline query result.

# 3 Preliminary

In this paper, we use two sampling techniques to sample the sensory data, which are uniform sampling and Bernoulli sampling. The preliminaries of calculating the approximate skyline, required sample size, and required sample probability are presented in the following subsections.

## 3.1 Uniform Sampling based Approximate Skyline (USAS) query

Let $u_1, u_2, \ldots, u_m$ denote $m$ simple random samplings with replacement from the sensory data set $S_t$, and $\text{Max}(S)$ denote the maximum value of sensory data set $S$. Let $U(m) = \{u_1, u_2, \ldots, u_m\}$ denote a uniform sample of $S_t$ with sample size $m$, then we have the following theorem which is proposed in Ref. [26].

**Theorem 1** Let $n_{\text{Max}S_t}$ denote the number of appearances of the maximum value, then we have

$$\Pr(\text{Max}(U(m)) \neq \text{Max}(S_t)) = \left(1 - \frac{n_{\text{Max}S_t}}{n}\right)^m.$$

Let $\text{Skyline}(S_{t})_{\text{USAS}}$ denote the uniform sampling-based estimator of exact result $\text{Skyline}(S_{t})$. Then $\text{Skyline}(S_{t})_{\text{USAS}}$ is defined as

$$\text{Dis}(S_{t})_{\text{USAS}} = \text{Skyline}(U(m)).$$

Based on Theorem 1, we have the following theorem.

**Theorem 2** $\text{Skyline}(S_{t})_{\text{USAS}}$ is a δ-approximate skyline of $S_t$ if

$$m \geq \frac{\ln(1 - d\sqrt{1 - \delta})}{\ln(1 - n_{\text{min}}/n)},$$

where $n_{\text{min}}$ is the number of appearances of the least appearing data.

**Proof** Based on the condition, we have

$$m \ln(1 - n_{\text{min}}/n) \leq \ln(1 - d\sqrt{1 - \delta}),$$

$$(1 - n_{\text{min}}/n)^m \leq 1 - d\sqrt{1 - \delta},$$

$$1 - (1 - n_{\text{min}}/n)^m \geq d\sqrt{1 - \delta},$$

$$(1 - (1 - n_{\text{min}}/n)^m)^d \geq 1 - \delta.$$

According to Theorem 1, we can see that for each dimension, the probability for its maximum value to appear in the final result is at least $1 - (1 - n_{\text{min}}/n)^m$. Now the condition $(1 - (1 - n_{\text{min}}/n)^m)^d \geq 1 - \delta$ is satisfied, which in turn satisfies Definition 3. Then this theorem is proved.

## 3.2 Bernoulli Sampling Approximate Skyline (BSAS) query

Let $B(q) = \{b_1, b_2, \ldots, b_{B(q)}\}$ denote a Bernoulli sample of sensory data set $S_t$ with sample probability $q$. Using the similar strategy in Ref. [26], we have the following theorem.
Theorem 3  Let \( n_{\text{Max}} \) denote the number of appearances of the maximum value, then we have
\[ \Pr(\text{Max}(B(q)) \neq \text{Max}(S_t)) = (1 - q)^{n_{\text{Max}}}. \]

Let \( \text{Skyline}(S_t)_b \) denote the Bernoulli sampling-based estimator of exact result \( \text{Skyline}(S_t) \). Then \( \text{Skyline}(S_t)_b \) is defined as
\[ \text{Skyline}(S_t)_b = \text{Skyline}(B(q)). \]

Based on Theorem 3, we have the following theorem.

Theorem 4  \( \text{Skyline}(S_t)_b \) is a \( \delta \)-approximate skyline of \( S_t \) if
\[ q \geq 1 - n_{\text{min}} \sqrt{1 - \sqrt{1 - \delta}}, \]
where \( n_{\text{min}} \) is the number of appearances of the least appearing data.

Proof  According to the condition, we have
\[
1 - q \leq n_{\text{min}} \sqrt{1 - \sqrt{1 - \delta}}, \\
(1 - q)^{n_{\text{min}}} \leq 1 - \sqrt{1 - \delta}, \\
1 - (1 - q)^{n_{\text{min}}} \geq \sqrt{1 - \delta}, \\
(1 - (1 - q)^{n_{\text{min}}})^d \geq 1 - \delta.
\]

According to Theorem 3, we can see that for each dimension, the probability of its maximum value appearing in the final result is at least \( 1 - (1 - q)^{n_{\text{min}}} \). Now the condition \( (1 - (1 - q)^{n_{\text{min}}})^d \geq 1 - \delta \) is satisfied, which in turn satisfies Definition 3. Then this theorem is proved.

4  \( \delta \)-Approximate Skyline Query Algorithms

The theorems mentioned in Section 3 are about calculating the required sampling size and sampling probability according to a given \( \delta \). However, we still have the following critical problems:

(1) How does the sink node broadcast the sampling information in the network.
(2) How to sample the sensory data.
(3) How to aggregate and transmit the partial aggregation results.

The method to solve the above mentioned problems will be introduced in the following two subsections.

4.1 USAS query algorithm

When the sample size \( m \) is calculated using the theorems in Section 3.1, the sink node needs to broadcast the sample information to each node in the network. Obviously, there is a simple method to sample the sensory data, and the basic process is introduced as follows:

1. The sink generates \( m \) random numbers in \( \{1, 2, \ldots, n\} \) and broadcasts these random numbers.
2. For each sensor node, if its ID belongs to the \( m \) numbers, the node will send its sensory data to the sink node.

However, in the above algorithm, the first step has an energy cost, due to the transmission of a large amount of sampling information. In order to further reduce the energy cost, we divide the whole network into \( k \) disjoint clusters \( C_1, C_2, \ldots, C_k \). All the cluster-heads in the network are organized as a minimum hop-count spanning tree rooted at the sink node. An example of the network topology is shown in Fig. 2. We can see that all the cluster-heads are organized as a minimum hop-count spanning tree. Since the communication range of a sensor node may be limited, some ordinary nodes may also be included in the spanning tree to ensure network connectivity. We adopt the uniform sampling algorithm proposed by Ref. [28], which is described as follows:

1. The sink generates random numbers \( Y_i \) satisfying \( \Pr(0 = l) = |C_l|/n (1 \leq i \leq m) \).
2. Let \( m_l \) be the sample size of \( C_l \). Calculate \( m_l \) by \( m_l = \lfloor |Y_l|/n \rfloor \).
3. The sink node sends the sample size \( \{m_l | 1 \leq l \leq k\} \) to each cluster head.
4. Then each cluster-head samples the sensory data in the cluster using the above naive sampling algorithm.

When the cluster head of the \( l \)-th cluster receives the sensory data \( U(m_l) \), it calculates the partial aggregation result \( \text{Skyline}(U(m_l)) \). The partial aggregation result \( \text{Skyline}(U(m_l)) \) is transmitted along the spanning tree to the sink node. In order to further reduce the transmission cost, the intermediate nodes aggregate the received partial results while transmitting the data. The above process is explained in Algorithm 1.

According to the analysis in Section 3.1, we have
\[
m = \begin{bmatrix} \ln(1 - \sqrt{1 - \delta}) \\ \ln(1 - n_{\text{min}}/n) \end{bmatrix}.
\]

Fig. 2  Network topology example.
Algorithm 1  USAS query algorithm

Input: $\delta$

Output: $\delta$-approximate skyline result

1: $m = \left\lceil \frac{\ln(1 - \sqrt{1 - \delta})}{\ln(1 - \frac{n_{\min}}{n})} \right\rceil$
2: generate $Y_i$ following $Pr(Y_i = l) = \frac{C_l}{\sum_{l=1}^{k} C_l}$
3: $m_j = |\{Y_i | Y_i = l\}|$ (1 \(\leq i \leq m, 1 \leq l \leq k\)), the sink sends $m_j$ to each cluster head by multi-hop communication
4: for each cluster-head of the clusters $C_i$ (1 \(\leq l \leq k\)) do
5: generate random numbers $k_1, k_2, \ldots, k_{m_l}$ then broadcast inside the cluster
6: end for
7: for each cluster member of $C_i$ (1 \(\leq l \leq k\)) do
8: send sensory value to cluster head if its ID $\in \{k_1, k_2, \ldots, k_{m_l}\}$
9: end for
10: for each cluster-head of the clusters $C_i$ (1 \(\leq l \leq k\)) do
11: receive sample data $U(m_j)$ and calculate partial result $Skyline(U(m_j))$
12: end for
13: for each node $j$ in the spanning tree do
14: if $j$ is the leaf node then
15: send Skyline, to its parent node
16: else
17: receive partial results $Skyline_{j_1}, Skyline_{j_2}, \ldots, Skyline_{j_c}$ from its children
18: $Skyline_j = Skyline(\bigcup_{i=1}^{c} Skyline_{j_i})$
19: if $j$ is the sink node then
20: return $Skyline_j$
21: else
22: send Skyline, to its parent node
23: end if
24: end if
25: end for

Therefore, we have

$$m = O\left(\frac{1}{\ln(1 - \sqrt{1 - \delta})}\right).$$

In practice, we can assume $|Skyline_j|$ to be a constant. According to Ref. [28], the communication and energy cost of the USAS query algorithm is

$$O\left(\frac{1}{\ln(1 - \sqrt{1 - \delta})}\right).$$

4.2 BSAS query algorithm

Unlike the USAS query algorithm, the sampling information of BSAS query algorithm utilizes only the sampling probability $q$. Moreover, Bernoulli-based method provides a method for each node to do the sampling independently. Therefore, the following method is used in the BSAS query algorithm to perform sampling, and there is no need to divide the network into clusters.

1: Sink node broadcasts the sampling probability.
2: Each node in the network generates a random number $rand \in [0, 1]$ and submits its sensory data to the parent node if $rand < q$.

When the intermediate nodes receive the submitted sensory data, they will calculate the partial aggregation results, and transmit them along the spanning tree. During the process of transmitting partial aggregation results to the sink node, the intermediate nodes aggregate the received partial results. The above process is explained in detail in Algorithm 2. The symbol $j$.data is used to denote the sensory data of node $j$.

According to the analysis in Section 3.2, for the sample probability $q$, we have

$$q = 1 - \frac{n_{\min}}{\sqrt{1 - \delta}}.$$

Similarly, the communication and energy cost of the BSAS query algorithm is $O(n - n_{\min})$.

5 Simulation Result

To evaluate the proposed algorithms, we have simulated a network with 1000 nodes. These nodes are randomly distributed in a rectangular region of size 300 m \(\times\) 300 m and the sink is located in the center of the region. For the USAS algorithm, we use the following strategy to form the clusters:

Algorithm 2  BSAS query algorithm

Input: $\delta$

Output: $\delta$-approximate skyline result

1: $q = 1 - (1 - (1 - \delta)^{n_{\max}}/n^{1/n_{\max}}$
2: sink node broadcasts $q$ in the network
3: for each leaf node $j$ in the spanning tree do
4: if $rand < q$ then
5: send its own sensory data to its parent node
6: end if
7: end for
8: for each non-leaf node $j$ in the spanning tree do
9: receive partial results $Skyline_{j_1}, Skyline_{j_2}, \ldots, Skyline_{j_c}$ from its children
10: $Skyline_j = Skyline(\bigcup_{i=1}^{c} Skyline_{j_i})$
11: if $rand < q$ then
12: $Skyline_j = Skyline(Skyline_j \cup \{j$.data$\})$
13: end if
14: if $j$ is the sink node then
15: return $Skyline_j$
16: else
17: Send Skyline, to its parent node
18: end if
19: end for
(1) Divide the whole region into $10 \times 10$ grids.
(2) All the nodes in the same grid are grouped into one cluster.
(3) For each cluster, randomly select a node among all the nodes in the same grid as the cluster-head.

According to Ref. [29], for each node, the energy cost to send and receive one byte is set as 0.0144 mJ and 0.0057 mJ, respectively. According to the experiment results in Ref. [30], the communication radius of each sensor node is set to be $30\sqrt{2}$ m, which allows every sensor node to communicate with its cluster-head by a one-hop message.

The sensory data set is generated based on an actual data set named AADF Data Traffic Counts Metadata[31]. The default parameters of the simulation are summarized in Table 1.

### 5.1 USAS query algorithm

The first group of simulations is about the relationship between $\delta$ and the required sample size. The results are presented in Fig. 3. Two groups of results with different values of $n/n_{min}$ are listed. These results indicate that the sample size increases with the decline of $\delta$. Moreover, we can see that the sample sizes are much smaller than the size of the network. For example, when $\delta = 0.01$, the sample size is about 105 for deriving $\delta$-approximate skyline if $n/n_{min} = 15$, which indicates that we just need to sample about 10% sensory data from the network to calculate an approximate skyline. Therefore, our USAS query algorithm saves a huge amount of energy since it only needs a little amount of sensory data to be sampled and transmitted.

The second group of simulations is about the relationship between $\delta$ and the energy cost. The results are shown in Fig. 4. These results show that the energy cost increases as $\delta$ decreases, since more data needs to be sampled.

The third group of simulations is to compare the energy cost between the USAS query algorithm and the simple distributed algorithm. The basic idea of the simple distributed algorithm is as follows:

1. Collect all the raw sensory data.
2. Aggregate the partial results during the transmission.

From Fig. 5, we can see that the simple distributed algorithm can always achieve accurate results. For the USAS query algorithm, we set $\delta = 0.1$, $n/n_{min} = 15$, and the network size changes from 500 to 1500. The results are listed in Fig. 5. We can see that for both the USAS query algorithm and the simple distributed algorithm, the energy cost increases with an increase

| Parameter          | Value       |
|--------------------|-------------|
| Network size $n$   | 1000        |
| Rectangular region size | $300 \times 300$ m |
| Grid size          | $30 \times 30$ m |
| Energy cost to send one byte | 0.0144 mJ |
| Energy cost to receive one byte | 0.0057 mJ |
| $\delta$           | 0.01        |
| $n_{min}$          | 67          |

![Table 1 Default parameters.](image)

**Fig. 3** Relationship between $\delta$ and the sample size.

**Fig. 4** Relationship between $\delta$ and the energy cost for the USAS query algorithm.

**Fig. 5** Energy cost comparison between the USAS query algorithm and the simple distributed algorithm.
in the network size. For the same network size, the USAS query algorithm has a much lower energy cost compared with the simple distributed algorithm. This is because, for the USAS query algorithm, only a small number of nodes need to submit their sensory data. This indicates that the USAS query algorithm has much better performance in energy consumption although it returns approximate skyline query results. Moreover, we can see that with an increase in the network size, the energy cost of the simple distributed algorithm proliferates. On the other hand, the energy cost of the USAS query algorithm remains the same for most of the time. The above phenomenon indicates that the USAS query algorithm has better performance for large scale networks.

The fourth group of simulations is about the relationship between \( d \) and the required sample size, where \( d \) is the number of dimensions of the sensory data. The results are shown in Fig. 6. Two groups of results with different values of \( n/n_{\text{min}} \) are listed for comparison. These results indicate that the sample size increases with the increase of \( d \). Similarly, we can see that the sample sizes are much smaller than the size of the network, which indicates that the proposed USAS query algorithm has high performance in terms of energy cost with different number of sensory data dimensions.

The fifth group of simulations is about the relationship between \( d \) and the energy cost. The results are shown in Fig. 7. Two groups of results with different values of \( n/n_{\text{min}} \) are listed for comparison. These results show that the energy cost increases with an increase in \( d \), as more data need to be sampled. Moreover, for the same value of \( d \), the simulation with less \( n/n_{\text{min}} \) has lower energy cost.

### 5.2 BSAS query algorithm

The first group of simulations is about the relationship between \( \delta \) and the required sample probability. These results are shown in Fig. 8. The results indicate that the sample probability increases as \( \delta \) decreases. Moreover, the required sample probabilities are much smaller than 1. For example, when \( \delta = 0.01 \), the sample probability is about 0.1 when \( n_{\text{min}} = 67 \). Therefore, the proposed BSAS query algorithm saves a huge amount of energy.

The second group of simulations is to show the relationship between \( \delta \) and the energy cost. The results are shown in Fig. 9. We can observe from these results...
that the energy cost increases as $\delta$ decreases, as more data are sampled.

The third group of simulations is to compare the energy cost between the BSAS query algorithm and the simple distributed algorithm. For the BSAS query algorithm, we set $\delta = 0.1$ and $n_{min} = 67$. The network size changes from 500 to 1500 nodes. The results are listed in Fig. 10. We can see that for the same network size, the energy cost of the BSAS query algorithm is much lower than that of the simple distributed algorithm. This indicates that the BSAS query algorithm has high performance in terms of energy consumption. Moreover, we can also see that the BSAS query algorithm has even better performance in large-scale networks.

The fourth group of simulations is to compare the energy cost between the BSAS query algorithm and the USAS query algorithm. In this group of simulation, we set $\delta = 0.1$, $n/n_{min} = 15$, and the communication radius to 60 m. The results are presented in Fig. 11. From these results, we can see that for both the USAS query algorithm and the BSAS query algorithm, the energy cost increases as the network size increases. Moreover, the BSAS query algorithm has lower energy cost when the network size is small, while the USAS query algorithm has lower energy cost when the network size is large. From the above results, we can see that the BSAS query algorithm has the following advantages:

1. The BSAS query algorithm can be used in unclustered networks.

2. The BSAS query algorithm has lower energy cost in small-scale networks.

While on the other hand, the uniform sampling algorithm is good for large-scale clustered networks.

The fifth group of simulations is about the relationship between $d$ and the required sample probability, where $d$ is the number of dimensions for the sensory data. These results are shown in Fig. 12. Two groups of results with different values of $n/n_{min}$ are listed for comparison. The results indicate that the sample probability increases as $d$ increases. Moreover, the required sample probabilities are much smaller than 1. Therefore, the proposed BSAS query algorithm has high performance in terms of energy cost. For the same value of $d$, the simulation with less $n/n_{min}$ has lower required sampling probability.

The sixth group of simulations is about the relationship between $d$ and the energy cost. The results are shown in Fig. 13. Two groups of results with different values of $n/n_{min}$ are listed for comparison. These results show that the energy cost increases as $d$ increases, as more data needs to be sampled. Moreover, for the same value of $d$, the simulation with less $n/n_{min}$ has lower energy cost.

6 Related Work

The sampling technique has been widely used in many fields like, quantile calculation, data collection, and top-k query. For example, Ref. [32] proposed an approximate algorithm to calculate the quantiles in wireless sensor networks. This algorithm reduces energy cost by using
the sampling technique. Reference [33] develops ASAP, an adaptive sampling approach for energy-efficient periodic data collection in sensor networks. Reference [34] uses samples of past sensory data to formulate an optimization problem to approximate top-k queries. However, all the above techniques cannot be used in our problem directly, as the above operations differ a lot from the skyline query.

Skyline query in wireless sensor networks has been widely studied in many existing works, such as Refs. [20] and [35]. In Ref. [20], the author considers the problem of efficient multi-source skyline query processing in road networks. Three different query processing algorithms are proposed and evaluated. Extensive experiments using large actual road network datasets have been conducted, which show that the proposed algorithm has high performance. In Ref. [35], the author proposes a solution that satisfies the three desiderata. The proposed method can control the amount of query forwarding, limit the number of peers involved and the amount of messages transmitted. Experiments on real and synthetic datasets confirm the proposed method has high performance.

Data aggregation in IoT are widely studied in many existing works, such as Refs. [36] and [37]. In Ref. [36], the author proposed a uniform sampling-based approximate aggregation algorithms for four different aggregation operations. Solid theoretical proofs are included, which confirm that the final aggregation results satisfy the required conditions. In Ref. [37], the author proposed Bernoulli sampling-based approximate algorithm to do frequency query in dynamic networks. Simulation results show that the algorithms proposed in both Refs. [36] and [37] have high performance in terms of energy cost.

7 Conclusion

In this paper, two δ-approximate algorithms for the skyline query in sensor equipped IoT networks are proposed. These algorithms are based on the uniform sampling and Bernoulli sampling, respectively. We also proposed mathematical estimators for both algorithms. Moreover, we have derived the values for the required sample size and the required sample probability, that satisfy the specified failure probability requirements of the final result. Finally, a uniform sampling-based approximate skyline query algorithm and a Bernoulli sampling-based algorithm approximate skyline query algorithm are provided.

Experiments are conducted for varying the δ values and network sizes. The performance of the proposed algorithms are then compared to the simple distributed query method. The simulation results indicate that the proposed algorithms have high performance in terms of energy cost.
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