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Abstract

Several multiscale methods account for sub-grid scale features using coarse scale basis functions. For example, in the Multiscale Finite Volume method the coarse scale basis functions are obtained by solving a set of local problems over dual-grid cells. We introduce a data-driven approach for the estimation of these coarse scale basis functions. Specifically, we employ a neural network predictor fitted using a set of solution samples from which it learns to generate subsequent basis functions at a lower computational cost than solving the local problems. The computational advantage of this approach is realized for uncertainty quantification tasks where a large number of realizations has to be evaluated. We attribute the ability to learn these basis functions to the modularity of the local problems and the redundancy of the permeability patches between samples. The proposed method is evaluated on elliptic problems yielding very promising results.

1 Introduction

Uncertainty quantification is an important task in practical engineering where some parameters are unknown or highly uncertain (Elsheikh et al., 2012, 2013, 2015). After selecting adequate priors for the uncertain parameters, simulations are performed for a large number of realizations. In the particular case of reservoir simulations, the problem is further aggravated where very fine details of the geological models are needed (large number of cells) for accurate description of the flow. One traditional approach to address this problem is to upscale the geological models Babaei et al. (2013). Another more recent approach is to use multiscale methods (Jenny et al., 2003; Hou and Wu, 1997). In these methods, the global fine scale problem is decomposed into many smaller local problems. The solution of these smaller local problems results in a set of numerically computed basis functions which are then used to build a coarse system of equations. After solving the coarse system, an interpolation is performed with the basis functions to obtain the fine scale solution.

We note that in multiscale methods, a large number of local problems are solved under the same boundary conditions to obtain the required basis functions. This process is repeated
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for each geological realization in uncertainty quantification tasks. Our aim is to exploit the redundancy that may arise in solving these local problems for several geological realizations by introducing a data-driven approach for estimating the basis functions efficiently. Specifically, we exploit the large number of local problem solutions that become available after a given number of full runs to construct a computationally cheap function that generates approximate solutions to local problems, i.e. approximate basis functions. In effect, what we propose is a type of hybrid surrogate model by embedding a data-driven approach into the multiscale numerical method. In this work, we focus on one multiscale method called the Multiscale Finite Volume method (MsFV) introduced by Jenny et al. (2003). However, the proposed approach can be applied to any multiscale method where the explicit construction of basis functions is performed such as in the more recent multiscale method based on restriction-smoothed basis functions (MsRSB) (Møyner et al., 2015).

Aarnes and Efendiev (2008) introduced a multiscale mixed finite element (MsMFE) method for porous media flows with stochastic permeability field where a set of precomputed basis functions is constructed based on selected set of realizations of the permeability field. These basis functions are then used to build a low-dimensional approximation space for the velocity field. We note that the cost of solving the upscaled problem (i.e. coarse scale) in (Aarnes and Efendiev, 2008) increases with the number of selected set of realizations. In contrast, in this manuscript we directly address the generation of basis functions via a “black box” surrogate modeling approach using machine learning. The generated basis functions are then directly employed in the multiscale formulation without any further modification. Another major difference is that our method directly benefits from increasing the number of realizations used to build the surrogate model without any increase in the computational cost of solving the coarse scale problems for new realizations.

This paper presents the first attempt to combine/embed machine learning techniques within multiscale numerical methods with very promising results. The motivation for our work comes from the observation that computational power and data storage capacity are ever increasing. This trend is likely to continue for some time and results in an increased ability to store and data-mine large volumes of simulation data. Another source of motivation comes from the renewed interest in machine learning among the research community, specially in the branch of deep learning to tackle AI-complete tasks such as computer vision and natural language processing. Neural network models are regarded as universal function approximators (Hornik et al., 1989, 1990; Cybenko, 1989) with capacity to learn highly non-linear maps. Therefore, they seem to be suitable for our current application.

The rest of the paper is organized as follows: In section 2, we give a brief description of the multiscale finite volume method (MsFV) and neural networks (NN). In section 3, we present
Figure 1: A square domain with a fine discretization of size $15 \times 15$ (grey thin lines). A coarse primal grid of size $3 \times 3$ is defined on top of the fine grid (black bold lines). A primal cell $\Omega_i^C$ is highlighted in green. The centers of each primal cell are marked with red dots. From these centers, the dual grid is defined (blue dashed lines). A dual cell $\Omega_j^D$ is highlighted in light red.

the methodology for the proposed approach for machine learning the basis. In section 4, we examine the effectiveness of the presented method for uncertainty quantification in two test cases. Finally, in section 5 we report the conclusions of this work along with a brief discussion of future directions.

2 Background

In this section we briefly describe the two main components of the proposed method: multiscale finite volume (MsFV) methods and neural networks (NN) for surrogate modelling. A number of variants of the MsFV method have been proposed since its introduction in (Jenny et al., 2003). In this manuscript, we employ the MsFV method as described in (Lunati and Jenny, 2006, 2008).

2.1 Multiscale finite volume method

We consider an elliptic equation describing the pressure field

$$- \nabla \cdot (K \nabla p) = q$$  \hspace{1cm} (1)

where $p$ denotes the fluid pressure, $q$ denotes fluid sources, and $K$ denotes the permeability tensor. Discretizing Eq. (1) by the finite volume method results in a system of equations of the form $Ap = q$, which for some applications (such as reservoir simulation) tends to be extremely
Figure 2: Shown in blue is the support region of basis function $\phi^5$ corresponding to coarse node 5 (green cell). Basis function $\phi^5$ is obtained by solving the local problems in Eq. (2) for $i = 5$, then $\phi^5 = \sum_{j=1}^{N_D} \phi_j^5$. In this example, only $\phi^5$ is an interior basis function (see Section 3).

(a) A partial basis function.  (b) A complete basis function.

Figure 3: Illustration of a local solution (partial basis function) and a basis function within its support region.
large. The MsFV method tackles this problem by constructing and solving a much coarser system of equations \( \mathbf{A}_C \mathbf{p}_C = \mathbf{r}_C \), the solution of which is then used to obtain an approximation of \( \mathbf{p} \) by interpolation. For this, it relies on a set of basis functions which are obtained by solving local problems. In this sense, the method slightly resembles the finite element method, except that the basis functions employed are not analytic functions but numerically computed functions.

The method begins with the definition of a pair of overlapping coarse grids, namely the **primal grid** and the **dual grid**, as shown in Figure 1. In principle, the primal grid can be any coarse partition defined over the fine grid. Next, we define the **coarse nodes** as the fine cells at the centers of each primal cell. Lastly, the dual grid is defined by the lines connecting these coarse nodes. We denote the primal cells with \( \Omega_i^C \), \( i \in \{1, \cdots, N_C\} \), and the dual cells with \( \Omega_j^D, j \in \{1, \cdots, N_D\} \).

A set of (partial) basis functions are obtained by solving the local problems

\[
\begin{align*}
\nabla \cdot (\mathbf{K} \cdot \nabla \phi^j_i) &= 0 \quad \text{in } \Omega_j^D \\
\nabla \cdot ||(\mathbf{K} \cdot \nabla \phi^j_i)|| &= 0 \quad \text{on } \partial \Omega_j^D \\
\phi^j_i(x_k) &= \delta_{ik} \quad k \in \{1, \cdots, N_C\},
\end{align*}
\]

(2)

where \( \phi^j_i \) denotes the (partial) basis function on dual cell \( \Omega_j^D \) (see Figure 3a) associated with coarse node \( i \), \( x_k \) denotes the coordinate of coarse node \( k \), and \( \cdot \cdot \cdot \cdot \cdot \cdot \) denotes the tangential component over the dual cell boundary \( \partial \Omega_j^D \). In the 2D case, this means solving 1D problems over \( \partial \Omega_j^D \), the solutions of which become the boundary conditions for the 2D problem on \( \Omega_j^D \).

Another component of the MsFV formulation employed are the correction functions, obtained by solving the local problems

\[
\begin{align*}
\nabla \cdot (\mathbf{K} \cdot \nabla \hat{\phi}_j) &= q \quad \text{in } \Omega_j^D \\
\nabla \cdot ||(\mathbf{K} \cdot \nabla \hat{\phi}_j)|| &= q \quad \text{on } \partial \Omega_j^D \\
\hat{\phi}_j(x_k) &= 0 \quad k \in \{1, \cdots, N_C\},
\end{align*}
\]

(3)

where \( \hat{\phi}_j \) denotes the correction function on dual cell \( \Omega_j^D \).

Once the basis and correction functions are obtained, we approximate the fine scale pressure \( p \) as an interpolation of coarse scale pressure values \( \mathbf{p}_C \) plus a correction term

\[
p \approx \sum_{j=1}^{N_D} \left( \sum_{i=1}^{N_C} \phi^j_i p^i_C + \hat{\phi}_j \right)
\]

(4)

Substituting Eq. (4) in Eq. (1), and applying finite volume discretization over the primal grid, we get the coarse system of equations \( \mathbf{A}_C \mathbf{p}_C = \mathbf{r}_C \).

In the current work, it is more convenient to express the basis and correction functions in a global point of view (see Figure 3b) by writing \( \phi^i = \sum_{j=1}^{N_D} \phi^j_i \) and \( \hat{\phi} = \sum_{j=1}^{N_D} \hat{\phi}_j \) (for the
basis functions, we actually only need to sum over supporting dual cells, i.e. dual cells that are associated with the corresponding node). Then, Eq. (4) has a simpler interpolation expression of the form:

$$p \approx \sum_{i=1}^{N_C} \phi^i p_C^i + \hat{\phi}$$

(5)

In the case that the pressure solution will be utilised to drive a transport problem at the fine scale, a flux reconstruction step consisting of solving additional local Neumann problems is necessary (Lunati and Jenny, 2006).

2.2 Feedforward neural networks for surrogate modelling

A feedforward neural network $f$ is a function consisting of a compositional chain of simpler functions, i.e. $f(x) = f^{(n)}(f^{(n-1)}(\cdots (f^{(1)}(x)) \cdots ))$. Here, $f$ is said to have $n$ layers, where $f^{(1)}$ is the first layer, $f^{(2)}$ the second layer, etc. The first layer is also called the input layer, the last layer the output layer, and the layers in between are called hidden layers. The size or number of units of a layer $f^{(i)} : \mathbb{R}^{d_{in}} \rightarrow \mathbb{R}^{d_{out}}$ refers to its output dimension, i.e. $d_{out}^i$. Neural networks are typically represented as a graph as shown in Figure 4.

The input layer encompasses any pre-processing of the data, while the output layer may take many forms depending on the learning task. For example, in classification tasks, the softmax
function is normally employed where the output layer size (number of units) equals the number of classes, and the softmax output represents the probability of the input sample belonging to each class. This is a way of embedding prior information of the learning task into the model. For regression tasks, the identity function is normally employed, but other functions can also be chosen to embed any prior information of the output space.

A conventional hidden layer is an affine transformation followed by an element-wise nonlinear function or activation, i.e., \( f^{(i)}(x) = \sigma_i(W_i x + b_i) \). Some popular choices for \( \sigma_i \) are the hyperbolic tangent, the sigmoid function, and more recently, the rectified linear unit (Jarrett et al., 2009).

### 2.2.1 Neural network optimization

Once the network architecture is defined (number of layers \( n \), layer sizes \( d_{out}^i \), activation functions \( \sigma_i \), etc.), the optimization problem is to find \( \theta = [W_1; b_1, \ldots, W_n; b_n] \) such that \( f \) best describes the observations. Let \( \{(x_1, y_1), \ldots, (x_N, y_N)\} \) be the set of observations used to train the model (the training set), then the minimization problem is formulated as:

\[
\arg \min_\theta \frac{1}{N} \sum_{i=1}^{N} ||y_i - f(x_i; \theta)||^2_2
\]

where \( J(\theta) := \frac{1}{N} \sum_{i=1}^{N} ||y_i - f(x_i; \theta)||^2_2 \) is the cost function. This problem can be solved using gradient-based algorithms such as gradient descent:

\[
\theta^{k+1} = \theta^k - \epsilon \nabla_\theta J(\theta)
\]

where \( \epsilon \) is the learning rate. The derivative \( \nabla_\theta J \) can be obtained with numerical differentiation schemes. In neural networks, this is typically the backpropagation algorithm (Rumelhart et al., 1988).

More recent gradient-based algorithms improve over gradient descent by offering adaptive learning rates such as AdaGrad (Duchi et al., 2011), RMSProp (Tieleman and Hinton, 2012) and Adam (Kingma and Ba, 2014). The basic idea in these methods is to use a separate learning rate for each scalar parameter, and adapt these rates throughout the training process based on the historical values of the partial derivatives with respect to each parameter. The initial global learning rate \( \epsilon_0 \) is a tunable hyperparameter.

A recent important development regarding neural network optimization is batch normalization (Ioffe and Szegedy, 2015), which has shown to significantly speed up the optimization process. The method consists of adaptive reparametrization of inputs to each activation function. This is to address the simplifying assumptions made during the optimization where the gradients update each parameter assuming that the other layers do not change. In essence, the values after the affine transformation in a layer are normalized by the mean and standard deviation before being fed into the layer activation function.
2.2.2 Regularization

The optimization of $\theta$ from Eq. (6) alone yields a model that is prone to overfitting, i.e. it does not necessarily perform well for samples not seen in the training set. Hence, validation assessment is necessary where a separate set of samples that are not used in optimizing Eq. (6), called the validation set, is employed to assess the accuracy of the model. One simple regularization technique is early stopping, where the model is assessed after each update (or number of updates) of $\theta$ in Eq. (7); when the cost function on the validation set begins to increase, the optimization is early stopped. This is the stopping criteria in neural network optimization, which differs from conventional optimization where the criteria is generally based on the gradient norm. Another set of regularization techniques are parameter norm penalties, where an additional term is added to the cost function:

$$J_{reg}(\theta) := \frac{1}{N} \sum_{i=1}^{N} ||y_i - f(x_i; \theta)||_2^2 + \alpha \Omega(\theta) \quad (8)$$

For example, for $L^2$ parameter norm, $\Omega(\theta) = \frac{1}{2} ||\theta||_2^2$. The additional parameter $\alpha$ is a regularization hyperparameter that is chosen using the validation set.

More recently, Dropout (Srivastava et al., 2014) has shown to be a very effective regularization technique that approximates model averaging in neural networks. The technique consists of randomly dropping out units of the network during the optimization iteration, by which the optimizer “sees” a number of different “models” in the process. Since traditional model averaging in neural networks is usually intractable, this approach serves as a proxy for averaging an exponential number of models. In practice, a dropout rate is chosen which indicates the probability of a unit being dropped out. This hyperparameter is tuned using a validation set. The authors in (Srivastava et al., 2014) suggested using a max-norm constraint along with dropout, which consists of constraining the norm of some of the weights by a fixed constant $c$, tuned with a validation set. This allows for more aggressive optimization search without the possibility of weights blowing up.

2.2.3 Architecture design and hyperparameter tuning

The design of the network architecture, i.e. defining the number of layers, the number of units for each layer, activation functions, regularizers, etc. is not a straightforward task. In principle, one can consider these parameters as additional hyperparameters and tune them using a validation set. However, hyperparameter optimization is an expensive task given that the objective function (performance on the validation set) is non-linear and non-differentiable with respect to the hyperparameters. In practice, heuristics and expertise are heavily employed in the design process to reduce the number of hyperparameters. Nevertheless, general guidelines
do exist for the design of neural network models. The following is a compilation of guidelines extracted from (Goodfellow et al., 2016; Bengio, 2012):

– Begin with a few number of layers and units, and well-tested optimizers and regularizers.

– Start with as few hyperparameters as possible to enable quick manual search to obtain some insight of the learning task.

– Overfit, then regularize: increase the number of layers/units to overfit the training set, then apply regularization techniques to improve generalization. That is, we first want the network to be complex enough to approximate the target function, and then regularize it to perform well outside the training set.

– Regarding the choice of activation functions, the current default recommendation is to use rectified linear units (ReLUs). These have beneficial properties for the optimization such as non-vanishing gradients.

– Whether to use few large layers, or many small layers is an open debate. It is generally believed that many small layers generalize better, although the ultimate decision will largely depend on implementation and trial and error.

– Early stopping should almost always be employed.

– The learning rate $\epsilon_0$ is very influential in the model performance and should be fine-tuned.

– If there is an architecture that performs well for a similar task, use it as the base architecture.

Once the general architecture is selected, key hyperparameters should be optimized. Traditional techniques such as grid search and random search are normally prohibitive. In the current manuscript we employed the Tree-Parzen Estimator (Bergstra et al., 2011), a sequential model-based hyperparameter optimization approach where a model is sequentially constructed to approximate the performance of hyperparameters based on historical measurements, and then subsequently choose new hyperparameters to test based on this model. Other hyperparameter optimization techniques include Bayesian optimization for neural networks (Snoek et al., 2012) and Hyperband (Li et al., 2016).

3 Methodology

We first introduce some terminology to simplify the presentation. A basis function is interior if its support region does not touch the domain boundary (see Figure 2). For practical purposes, we limit the learning process to interior basis functions, i.e. we build a predictor to generate
Generate a set of realizations $\mathbf{K}_1, \ldots, \mathbf{K}_M$

Run MsFV for $\mathbf{K}_1, \ldots, \mathbf{K}_m$, where $m \ll M$ to obtain $(\kappa^1, \phi^1), \ldots, (\kappa^N, \phi^N)$

Use $(\kappa^1, \phi^1), \ldots, (\kappa^N, \phi^N)$ to train basis predictor

Use hybrid model to solve for $\mathbf{K}_{m+1}, \ldots, \mathbf{K}_M$

Evaluate statistical distributions for quantities of interest

Figure 5: Workflow of the proposed method.

interior basis functions while computing the remaining basis functions as usual from the local problems defined by Eq. (2). In practice, this should not be a major concern given that the number of interior basis functions is normally much larger than the number of non-interior basis functions (basis functions on the edges and vertices of the domain). In any case, it is pretty straightforward to train additional predictors for the remaining types of basis functions.

We define a permeability patch $\kappa^i$ as the cropped region of the permeability field $\mathbf{K}$ that corresponds to the support region of a basis function $\phi^i$. In the learning framework, the permeability patches $\kappa^1, \kappa^2, \ldots, \kappa^N$ are our inputs, and the corresponding basis functions $\phi^1, \phi^2, \ldots, \phi^N$ are our outputs. In practice, it is more convenient to work with the log-permeabilities, i.e. $\log \kappa^1, \ldots, \log \kappa^N$.

For clarification, suppose we have an $81 \times 81$ Cartesian grid, over which we defined a $9 \times 9$ primal grid. Then there are $7 \times 7 = 49$ interior basis functions, each with array size (number of fine cells in the support region) of $19 \times 19$. The array size of each input permeability patch is $19 \times 19 \times d$, where $d = 1$ for isotropic fields, and $d = 2$ in the anisotropic case.

The method we propose aims to speedup uncertainty quantification studies where multiscale methods are employed in the propagation task. In particular, we focus on the use of the MsFV method to solve Eq. (1) for large number of realizations of the permeability field $\mathbf{K}$. Our method however could be applied to any multiscale method where the explicit generation of the basis functions is performed. Consider an uncertainty propagation task of solving Eq. (1) for $\mathbf{K}_1, \ldots, \mathbf{K}_M$. Let $m \ll M$ be the number of full MsFV runs that we can af-
ford. For each $K_i$ where $i = 1, \ldots, m$, the MsFV simulation delivers a set of basis functions with their corresponding permeability patches. The union of these sets provides the learning dataset $\{(\kappa^1, \phi^1), \ldots, (\kappa^N, \phi^N)\}$. This dataset is used to train a predictor model that maps from permeability patches $\kappa$ to basis functions $\phi$ that has an evaluation cost that is much cheaper than solving the local problems. The model we employed here is a neural network. Once the model is trained, it is used to predict the basis functions in the subsequent runs for $K_{m+1}, K_{m+2}, \ldots, K_M$. The end result is a hybrid approach where the MsFV formulation is modified to obtain the basis functions through a data-driven model instead of being computed from the local problems. Figure 5 summarises the workflow of the proposed method.

To ensure the partition of unity property of the basis functions (which is not necessarily fulfilled in the learning model), we perform a post-processing step on the generated basis functions as follows:

$$
\phi_{\text{new}}^i(x) = \frac{\phi^i(x)}{\sum_k \phi^k(x)}
$$

We note that the presented method benefits from the use of structured grids with coarse cells of same size. In the case of structured grids with cells of different sizes, the patches could be scaled to a unique input size. This is a standard preprocessing step in computer vision to handle images of different sizes. We also note that handling unstructured grids is not a straightforward task and is beyond the scope of the current manuscript.

### 3.1 Implementation and computational aspects

The computational gain of the proposed method is achieved by replacing the solution of local problems by a constant number of matrix-vector multiplications followed by element-wise function evaluations. For a network of input and output sizes $n$ and hidden layers of size $m$, this means an evaluation complexity of $O(mn)$. The constants associated with the evaluation cost will depend on the number of layers of the network.

Efficient algorithms for solving systems of $n$ linear equations exist where complexities of $O(n \log n)$ (FFT) or even $O(n)$ (multigrid methods) are achieved, however the constants associated with these algorithms are large, usually requiring a large value of $n$ to be economical. This is in contrast to the MsFV approach where small local problems are preferred. Likewise, there exist efficient algorithms to perform matrix-vector multiplications that are only justified in practice when the matrices and vectors are very large.

Regarding the training of the neural network, this is performed in an offline phase as with other surrogate modelling techniques, and the justification of the cost will depend on the particular uncertainty quantification task at hand. The larger the uncertainty quantification task, the larger the time budget that can be assigned to the surrogate modelling process. As a practical note, it is worth mentioning that due to the surge of interest in neural networks and AI in gen-
eral, efficient implementations have been intensively developed in recent years, both from the software and hardware sectors. Indeed, dedicated hardware devices are currently being released for various neural network implementations.

3.2 Other machine learning techniques

The proposed algorithm is not limited to neural networks and other traditional machine learning techniques are indeed applicable such as Gaussian processes and support vector machines to model the basis function predictor. A number of reasons led us to choose the neural network model. First, neural networks are universal approximators (Hornik et al., 1989), meaning that they can fit any measurable function with arbitrary accuracy. This practically covers any function encountered in engineering applications. Secondly, neural networks scale very well with the size of the dataset, in contrast to Gaussian processes and support vector machines. This is desirable where the trends of the cost of numerical simulations and data storage are ever decreasing. Lastly, research in neural networks is characterized by a remarkably large and evolving body of literature from which we can benefit in the near future. Advances in the field is specially strong in problems related to computer vision, which shares a lot of features with our work.

4 Numerical experiments

We consider the task of solving Eq. (1) over a unit square \([0, 1]^2 \subset \mathbb{R}^2\). The domain is discretized into \(81 \times 81\) fine grid, with a primal coarse grid of \(9 \times 9\). For estimating the statistical distributions, we utilize \(M = 1000\) realizations of isotropic log-permeability fields generated assuming a zero mean gaussian random field with an exponential covariance of the form

\[
\text{Cov}(x_1, x_2) = \sigma^2 \exp\left(-\|x_1 - x_2\| L\right)
\]

where \(\|\cdot\|\) denotes the Euclidean norm. We choose \(\sigma = 1.0\), and we investigate three values for the correlation length: \(L = 0.1, 0.2,\) and \(0.4\).

4.1 Learning process

We assume a budget of \(m = 20\) full MsFV runs, obtaining a dataset of 980 samples (since each run yields 49 samples). The array sizes of the inputs (permeability patches) and outputs (basis functions) are \(19 \times 19\). We set aside 20% of the dataset for validation (this should be done at the level of the realizations, i.e. samples generated from 4 full MsFV runs).

The architecture employed is a fully connected network with 1-hidden layer of size 1024 and ReLU activation function. Naturally, the input and output layers are of size \(19 \times 19 =\)
Table 1: $R^2$-scores on different permeability types

| Correlation length | $R^2$-score |
|--------------------|-------------|
| $L = 0.1$          | 0.927       |
| $L = 0.2$          | 0.953       |
| $L = 0.4$          | 0.964       |

Figure 6: Performance of basis function predictor, case $L = 0.1$
Figure 7: Performance of basis function predictor, case $L = 0.2$
Figure 8: Performance of basis function predictor, case $L = 0.4$
361, matching the size of the permeability patch and basis function. Additionally, we employ the hard sigmoid function as the activation of the output layer. This is to embed the prior knowledge that basis functions take values between 0 and 1. The hard sigmoid is the function $x \in \mathbb{R} \mapsto \max(0, \min(1, 0.2x + 0.5))$. Although this choice of function is usually problematic for gradient-based optimizations, it gave good results when coupled with dropout and batch normalization.

To train the network, the gradient-based optimizer Adam (Kingma and Ba, 2014) seemed more robust during our trials. The initial learning rate was set to $\epsilon_0 = 10^{-3}$. For regularization, a dropout rate of 5% after the hidden layer, and a max-norm constraint of 4 have proven useful. Additionally, early stopping is employed. All these hyperparameter values were chosen based on default recommendations along with some manual explorations.

A convenient metric employed to report the performance of a trained model is the coefficient of determination (or $R^2$-score):

$$R^2(f) = 1 - \frac{\sum \| \phi^i - \hat{\phi}^i \|^2}{\sum \| \phi^i - \bar{\phi} \|^2}$$

where $\| \cdot \|$ denotes the $L^2$ norm, $f$ is the trained model, $\hat{\phi}^i = f(\log \kappa^i)$, $i = 1, 2, \cdots, N_{val}$ are the predicted basis functions, $\phi^1, \phi^2, \cdots, \phi^{N_{val}}$ are the true basis functions, and $\bar{\phi} = \frac{1}{N_{val}} \sum \phi^i$ is the sample mean of the true basis functions. A score of 1.0 corresponds to perfect prediction, while a score below 0 means that the predictor performance is worse than a model that always predicts the sample mean. Table 1 shows the validation scores obtained on the three permeability types considered, i.e. correlation lengths $L = 0.1$, 0.2 and 0.4. Figures 6, 7 and 8 show some of the predicted basis functions for cases $L = 0.1$, 0.2 and 0.4, respectively. We see that the prediction is more challenging for the case of shortest correlation length. This is likely due to the permeability field being more heterogeneous for shorter correlation lengths.

4.1.1 Predictor uncertainty

Error estimations of the predicted basis functions might be of interest to fully quantify the uncertainties in the results. Such estimations are readily available in machine learning models such as Gaussian processes. For neural networks, a number of methods such as Bootstrap aggregating (bagging) and others as discussed in (Tibshirani, 1996) could be employed. Another possibility is to employ the dropout technique as a Bayesian approximation method (Gal and Ghahramani, 2016). In our work, we consider the uncertainties in the predicted basis functions to be of second order and the presented numerical results support this assumption.
4.2 Hybrid model

Once the neural network model is trained, we can use it to compute the basis functions in the MsFV formulation. To assess the effectiveness of this hybrid approach (MsFV-NN), we consider two test cases:

*Quarter-five spot problem:* In this problem, injection and production points are located at \((0, 0)\) and \((1, 1)\) of the unit square, respectively. No-flow boundary conditions are imposed. We assume unit injection/production rates, i.e. \(q(0, 0) = 1\) and \(q(1, 1) = -1\).

*Uniform flow problem:* Here, uniformly distributed inflow and outflow conditions are imposed on the left and right sides of the unit square, respectively. No-flow boundary conditions are imposed on the remaining top and bottom sides. A total inflow/outflow rate of 1 is assumed. For the unit square, this means \(v \cdot \hat{n} = -1\) and \(v \cdot \hat{n} = 1\) on the left and right sides, respectively, where \(\hat{n}\) denotes the outward-pointing unit normal to the boundary.

In both cases, a pressure value of 0 is imposed at the center of the square to close the problem. The pressure Eq. (1) is solved using three methods: a standard cell-centered finite volume method at the fine-scale level which is taken as the reference “true” solution, the standard MsFV method, and the proposed hybrid method (MsFV-NN). Additionally, we also compute and compare the total velocities, which can be derived from the corresponding pressure solutions. In the reference solution, the total velocity can be derived using Darcy’s law \((v = -\lambda K \nabla p)\) where \(\lambda\) is the total mobility, here assumed as \(\lambda = 1\), whereas in the MsFV and MsFV-NN methods, the total velocities are derived via a flux reconstruction step, as mentioned before. We take a further step and use the total velocity to solve a tracer flow problem. In this case, we solve the following advection equation:

\[
\varphi \frac{\partial c}{\partial t} + \nabla \cdot (cv) = \frac{q_w}{\rho_w}
\]

where \(c\) denotes the concentration of the injected fluid (in this case water), \(\varphi\) denotes the domain porosity, \(q_w\) denotes sources/sinks of the injected fluid, and \(\rho_w\) denotes the density of the injected fluid. In all cases, we assume water with dimensionless density of \(\rho_w = 1\) that is injected into a reservoir with constant porosity \(\varphi = 0.2\) initially containing only oil, i.e. \(c(x, t = 0) = 0\), which we assume to have the same viscosity as the injected fluid. Under these conditions the total velocity \(v\) does not change in time. The simulation time for both test cases is from \(t = 0\) until \(t = 0.4\). In reservoir engineering, it is more convenient to work with pore volume injected (PVI) as the time unit, which expresses the ratio of the total volume of fluid injected until time \(t\) and the reservoir pore volume (for constant injection, \(t_{PVI} = q_{in} t / V_\varphi\) where \(V_\varphi\) is the pore volume).

Figures 9 and 10 show sample solutions for one realization of correlation length \(L = 0.1\), for the two test cases considered. We also show the contour plot of the difference between the reference and MsFV, the reference and MsFV-NN, and MsFV and MsFV-NN.
Figure 9: **Quarter-five spot problem:** Sample solution for one realization based on the reference (standard FVM), MsFV and MsFV-NN.
Figure 10: **Uniform flow problem:** Sample solution for one realization based on the reference (standard FVM), MsFV and MsFV-NN.
Table 2: Results of hyperparameter tuning.

| Hyperparameter | Value       |
|----------------|-------------|
| Dropout rate   | 5.4%        |
| Learning rate  | $3.1 \times 10^{-3}$ |
| $R^2$-score    | 0.97        |

4.2.1 Comparison of errors

The errors of the solutions (pressure, velocity, concentration) of MsFV and MsFV-NN are measured with respect to the reference solution using an area weighted norm. Let $u = (u_1, \cdots, u_n)$ be a vector of values corresponding to cells $\Omega_1, \cdots, \Omega_n$ and let $|\Omega_i|$ be the area of cell $i$, we define the area weighted norm as $\|u\| = (\sum_i |u_i|^2 |\Omega_i|)^{1/2}$. Using this notation, the pressure error ($e_p$), the velocity error ($e_v$), and the concentration error ($e_c$) are:

$$e_p = \frac{\|p_{ref} - p\|}{\|p_{ref}\|}$$  \hspace{1cm} (10)

$$e_v = \frac{\|v_{ref}^x - v_x\| + \|v_{ref}^y - v_y\|}{\|v_{ref}^x\| + \|v_{ref}^y\|}$$  \hspace{1cm} (11)

$$e_c = \frac{1}{T} \int_0^T \frac{\|c_{ref}(\cdot, t) - c(\cdot, t)\|}{\|c_{ref}(\cdot, t)\|} dt$$  \hspace{1cm} (12)

Figures 11 and 12 show scatter plots of the errors obtained by the MsFV and MsFV-NN. As expected, a better predictor performance (in terms of the $R^2$-score) corresponded to a better correlation between both errors.

4.2.2 Estimated distributions

Finally, we compare all three methods in an uncertainty quantification task where we estimate the pressure $p$ at $(1/4, 1/4)$, the total production $Q$, and the water breakthrough time $t_{wb}$ (time when water fraction reaches 1% at the production well).

Figures 13 and 14 show the estimated distributions according to each method. We can see that the distributions given by MsFV and MsFV-NN are almost indistinguishable even for the less accurate predictor ($L = 0.1$). From these results, it is clear that the effectiveness of the hybrid model is attached to the effectiveness of the target model (MsFV). The hybrid model is expected to perform well as long as the target model itself serves as a good proxy to the “true” solution.

4.3 Hyperparameter tuning

In this section, we show how to further improve the learning performance by fine-tuning the model with a hyperparameter optimization algorithm. Specifically, we employ the Tree-Parzen
Figure 11: **Quarter five spot problem:** Comparison of errors in MsFV and MsFV-NN.
Figure 12: **Uniform flow problem:** Comparison of errors in MsFV and MsFV-NN.
Figure 13: **Quarter five spot problem:** Estimated distributions by MsFV (orange dashed line), MsFV-NN (green dotted line), and reference (blue line).
Figure 14: **Uniform flow problem**: Estimated distributions by MsFV (orange dashed line), MsFV-NN (green dotted line), and reference (blue line).
Figure 15: Comparison of errors in MsFV and MsFV-NN (tuned model, $L = 0.1$). Improvements can be seen with respect to Figures 11(a) and 12(a).

Estimator algorithm. We shall consider the case of $L = 0.1$ where the trained predictor performed with a score of 0.927. Previously, a dropout rate of 5% and a default learning rate of $10^{-3}$ have been fixed. Here we let the hyperparameter optimization algorithm tune the values for the dropout rate and the learning rate. Moreover, we also employ batch normalization to enhance the optimization process.

Table 2 summarizes the hyperparameter optimization results under a budget of 20 iterations where we observe significant improvement in the $R^2$-score. Figure 15 shows the error scatter plot for the resulting hybrid model. An improvement in the correlation is observed (please compare with Figures 11 and 12). Figure 16 compares the estimated distributions for the quantities of interest where a strong agreement between the data-driven approach and the MsFV is observed. Finally, Table 3 presents summary statistics of the results obtained. Overall, we see that there are improvements in both the errors and the estimated distributions when the learning performance increases, as is expected. Of course, even more improvements can be achieved by further tuning the model, for example by increasing the number of iterations of the hyperparameter optimization, or by employing additional tools such as $L^1$ and $L^2$ regularizers.
Figure 16: Estimated distributions (tuned model, $L = 0.1$) by MsFV (orange dashed line), MsFV-NN (green dotted line), and reference (blue line). Compare with Figures 13(a) and 14(a).
Table 3: Summary statistics and point estimates ($L = 0.1$).

(a) Quarter five spot problem

|                | Reference | MsFV   | MsFV-NN | Untuned |
|----------------|-----------|--------|---------|---------|
| $\bar{e}_p$    | -         | 0.0525 | 0.0560  | 0.0586  |
| $s_{e_p}$      | -         | 0.0228 | 0.0226  | 0.0232  |
| $\bar{e}_v$    | -         | 0.1312 | 0.1463  | 0.1654  |
| $s_{e_v}$      | -         | 0.0216 | 0.0243  | 0.0231  |
| $\bar{e}_c$    | -         | 0.0268 | 0.0298  | 0.0326  |
| $s_{e_c}$      | -         | 0.0053 | 0.0068  | 0.0058  |
| $\bar{p}_{(1/4,1/4)}$ | 0.5283 | 0.5297 | 0.5303  | 0.5240  |
| $s_{p_{(1/4,1/4)}}$ | 0.2075 | 0.2081 | 0.2092  | 0.2036  |
| $\bar{Q}$      |            | 0.1910 | 0.1906  | 0.1904  |
| $s_{Q}$        |            | 0.0060 | 0.0062  | 0.0062  |
| $\bar{t}_{wb}$ | 0.4488    | 0.4404 | 0.4406  | 0.4402  |
| $s_{t_{wb}}$   | 0.0639    | 0.0646 | 0.0650  | 0.0639  |

(b) Uniform flow problem

|                | Reference | MsFV   | MsFV-NN | Untuned |
|----------------|-----------|--------|---------|---------|
| $\bar{e}_p$    | -         | 0.0301 | 0.0357  | 0.0408  |
| $s_{e_p}$      | -         | 0.0093 | 0.0105  | 0.0141  |
| $\bar{e}_v$    | -         | 0.2412 | 0.2876  | 0.3504  |
| $s_{e_v}$      | -         | 0.0267 | 0.0338  | 0.0420  |
| $\bar{e}_c$    | -         | 0.0205 | 0.0228  | 0.0267  |
| $s_{e_c}$      | -         | 0.0039 | 0.0043  | 0.0050  |
| $\bar{p}_{(1/4,1/4)}$ | 0.2724 | 0.2722 | 0.2732  | 0.2677  |
| $s_{p_{(1/4,1/4)}}$ | 0.1160 | 0.1162 | 0.1181  | 0.1135  |
| $\bar{Q}$      |            | 0.2339 | 0.2345  | 0.2352  | 0.2365  |
| $s_{Q}$        |            | 0.0589 | 0.0590  | 0.0591  |
| $\bar{t}_{wb}$ | 0.7460    | 0.7423 | 0.7436  | 0.7479  |
| $s_{t_{wb}}$   | 0.1746    | 0.1743 | 0.1738  | 0.1737  |
Table 4: Time to generate 1000 basis functions using different methods.

| Method                                | Time [sec] |
|---------------------------------------|------------|
| Sparse direct solver (UMFPACK)        | 2.14       |
| GMRES (tol=1e-5)                      | 7.21       |
| GMRES (tol=1e-16)                     | 23.77      |
| NN prediction                         | 0.389      |
| NN (batch eval)                       | 0.083      |
| NN (batch eval) (GPU)                 | 0.017      |

4.4 Computational gains

For an estimate of the computational speedup provided by the proposed method, we compared the time taken to generate 1000 basis functions using the predictor vs. the standard approach of solving local problems. Since the MsFV method obtains the basis functions by solving local problems which involve many intermediary steps, and this could lead to data-derived overheads which are implementation-dependent, we decided to measure the time of solving the four local 2D problems only, i.e. without accounting for the overheads of getting the local boundary conditions (which are obtained by solving the 1D problems) and assembling the local matrices. We employed two solvers for the local problems: GMRES iterative solver and UMFPACK direct solver, both highly optimized C-compiled packages provided in numpy/scipy.

Table 4 summarises the run times obtained. These results were obtained using one thread (except for the last row which is run on GPU). Here, “batch eval” refers to the prediction of the $N$ basis functions “at once”: for a given input vector $\kappa_i, i = 1, 2, ..., N$, the predictor performs a matrix-vector multiplication on $\kappa_i$. But this can be implemented as a matrix-matrix multiplication simply by building the matrix $K$ whose columns are the vectors $\kappa_i$, allowing for additional numerical optimizations.

In this case, we see that the direct solver outperformed the iterative solver for the local problems since the local matrices are small, which is the common scenario in multiscale methods. We also see that the data-driven approach clearly outperforms the solver component, and if we add the overheads of solving the 1D problems plus the local matrix assembly, the computational advantage will be amplified. We note however that these times can vary depending on the implementation. In particular, different neural network architectures and different solvers for the system of equations may yield different times. Nevertheless, it is unlikely that solving the local problems will outperform a forward pass of a neural network, i.e. direct matrix-vector computations.
5 Conclusions and remarks

We have seen that for the presented subsurface flow problems, shallow neural networks performed very well as a simple surrogate for the computation of basis functions in the multiscale finite volume method. Further, we draw the following remarks:

– Results obtained for uncertainty propagation using MsFV and the proposed MsFV-NN method were practically indistinguishable.

– The proposed method is applicable to any multiscale method where the sub-grid scales are captured numerically by solving local problems.

– The proposed method is scalable with large coarse partitions (since more data samples are obtained per simulation run).

In addition, we note that if the data distribution remains unchanged (or is similar to that of the training data), then the same trained predictor can be used for different problem conditions (for example, to perform well location optimization), and further computational gains can be achieved since we avoid training a new predictor. This is the situation in cases such as steady state flow or tracer flow.

We have presented the first application of machine learning to capture sub-grid scale heterogeneities within a multiscale method. As our next step, we aim to study the application of the presented method for multiphase flow in porous media. Other possible research directions include extensions to more general permeability fields with anisotropy and channelized structures.
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