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Abstract

We prove joint universality theorems on the half plane of absolute convergence for general classes of Dirichlet series with an Euler-product, where in addition to vertical shifts we also allow scaling. This generalizes our recent joint universality results for Dirichlet $L$-functions. In contrast to classical universality, we do not need that the Dirichlet series in question have an analytic continuation beyond their region of absolute convergence. Also we may allow weaker orthogonality conditions for pairs of Dirichlet series than in the previous joint universality results of Lee-Nakamura-Pańkowski. We take care to avoid using the Ramanujan conjecture in our proof and hence as a consequence of our universality theorem, we obtain stronger results on zeros of linear combinations of $L$-functions in the half plane of absolute convergence than previous results of Booker-Thorne and Righetti. For example as a consequence of our main universality result we have that certain linear combinations of Hecke $L$-series coming from Maass wave forms have infinitely many zeros in any strip $1 < \text{Re}(s) < 1 + \delta$.

1 Introduction and main results

In a recent paper [1], we introduced a new idea that allow us to prove a new type of universality theorem for a Dirichlet series with an Euler-product. In [2] we further explored this idea and applied it to study universality results for the Hurwitz zeta-function. For rational parameters an important ingredient is a new type of joint universality result for Dirichlet $L$-functions [2, Theorem 4], that also holds in the half plane of absolute convergence. In this paper we will explore this idea further.
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**Definition 1.** We say that a Dirichlet series

\[ L(s) = \sum_{n=1}^{\infty} a(n)n^{-s}, \]

is of standard type of order \((\lambda, \Lambda)\) if it can be written as

\[ L(s) = L_2(s)L_1(s) + L_3(s), \]  

where

\[ L_2(s) = 1 + \sum_{n=2}^{\infty} b(n)n^{-s}, \quad L_3(s) = \sum_{n=1}^{\infty} d(n)n^{-s} \]

are absolutely convergent Dirichlet series for \(\text{Re}(s) \geq 1\), and

\[ L_1(s) = \sum_{n=1}^{\infty} c(n)n^{-s} = \prod_{p} \sum_{k=0}^{\infty} c(p^k)p^{-ks} \]

has an Euler-product such that

\[ \lim \inf_{N \to \infty} \sum_{N \leq p < N^{1+\xi}} \frac{|c(p)|}{p} \geq \lambda \log(1 + \xi), \]

and

\[ \lim \sup_{N \to \infty} \sum_{N \leq p < N^{1+\xi}} \frac{|c(p)|^4}{p} \leq \Lambda \log(1 + \xi) \]  

for each \(\xi > 0\), and that

\[ \sum_{p} \sum_{k=2}^{\infty} \frac{|c(p^k)|k \log p}{p^k} < \infty, \quad |c(p^k)| < p^k. \]

So for example, by a weak version of the prime number theorem, the Dirichlet \(L\)-functions are Dirichlet series of standard type and of order \((1, 1)\). We also define orthogonality of pairs of Dirichlet series of standard type:

**Definition 2.** Assume that the Dirichlet series

\[ A(s) = \sum_{n=1}^{\infty} a(n)n^{-s} \quad \text{and} \quad B(s) = \sum_{n=1}^{\infty} b(n)n^{-s} \]
are of standard type. Then we say that the Dirichlet series \( A(s) \) and \( B(s) \) are orthogonal if for each \( \xi > 0 \) then

\[
\lim_{N \to \infty} \left| \sum_{p \text{ prime}} \frac{a(p)b(p)}{p} \right| = 0,
\]

Our definition of orthogonality is similar to Righetti [6, Definition 1.1]. It is easy to see that \( A(s) \) and \( B(s) \) are orthogonal if and only if \( A_1(s) \) and \( B_1(s) \) are orthogonal where \( A_1(s) \), \( B_1(s) \) correspond to \( L_1(s) \) in (1). Our joint universality theorem which proof follows in the same way as [2, Theorem 4] is the following

**Theorem 1.** Let \( L_1(s), \ldots, L_n(s) \) be pairwise orthogonal Dirichlet series of standard type. Let \( K \subset \{ s \in \mathbb{C} : \text{Re}(s) > 0 \} \) be a compact set with connected complement and let \( f_1, \ldots, f_n \) be continuous functions on \( K \) that are analytic in its interior. Then for any \( \varepsilon > 0 \) there exists some \( C_0, \delta_0 > 0 \), such that for any \( |C_k| > C_0 \) and \( 0 < \delta \leq \delta_0 \) then

\[
\liminf_{T \to \infty} \frac{1}{T} \max_{1 \leq k \leq n} \max_{s \in K} |L_k(1 + it + \delta s) + C_k - f_k(s)| < \varepsilon
\]

Recently Lee-Nakamura-Pańkowski [4] proved a version of a conjecture of Steuding [7] about joint universality of functions of the Selberg class satisfying certain properties. Although they have similar orthogonality conditions, it should be noted that our conditions on orthogonality are weaker than their orthogonality conjectures [4, eq (4)].

In particular by the prime number theorem

\[
\sum_{N \leq p < M} p^{ia} \approx \int_{N}^{M} \frac{x^{ia-1}dx}{\log x} = \left[ y = \log x \quad \frac{x^{-1}dx = dy} \right] = \int_{\log N}^{\log M} \frac{e^{iy}}{y} dy \ll \frac{1}{|a| \log N},
\]

we have that for any real \( a \neq 0 \) that

\[
\lim_{N \to \infty} \left| \sum_{N \leq p < M} p^{ia} \right| = 0,
\]

and we have that the Dirichlet series \( \zeta(s + ia_1) \) and \( \zeta(s + ia_2) \) are orthogonal for \( a_1 - a_2 = a \in \mathbb{R} \setminus \{0\} \). We may thus use the functions \( L_k(s) = \zeta(s + ia_k) \) in Theorem 1 and we obtain the following corollary for the Riemann zeta-function:

**Corollary 1.** Let \( a_1, \ldots, a_k \) be distinct real numbers. Let \( K \subset \{ s \in \mathbb{C} : \text{Re}(s) > 0 \} \) be a compact set with connected complement and let \( f_1, \ldots, f_n \) be continuous functions on \( K \) that are analytic in its interior. Then for any \( \varepsilon > 0 \) there exists some \( C_0, \delta_0 > 0 \), such that for any \( |C_k| > C_0 \) and \( 0 < \delta \leq \delta_0 \) then

\[
\liminf_{T \to \infty} \frac{1}{T} \max_{1 \leq k \leq n} \max_{s \in K} |\zeta(1 + ia_k + it + \delta s) + C_k - f_k(s)| < \varepsilon
\]

> 0.
It is clear that \( \zeta(s + ia_1) \) and \( \zeta(s + ia_2) \) are not jointly universal in the classical sense, since we may choose the compact set \( K \) sufficiently large so that both \( s + ia_1 \in K \) and \( s + ia_2 \in K \).

As a consequence of Theorem 1, we obtain in the same manner as we proved that [2, Theorem 4] implies [2, Theorem 1] the following theorem.

**Theorem 2.** Let \( L(s) = \sum_{k=1}^{n} a_k L_k(s) \) be a linear combination of pairwise orthogonal Dirichlet series of standard type such that at least two of its coefficients \( a_k \) are non-zero. Let \( K \subset \{ s \in \mathbb{C} : \text{Re}(s) > 0 \} \) be a compact set with connected complement and let \( f \) be a continuous function on \( K \) that is analytic in its interior. Then for any \( \varepsilon > 0 \) there exists some \( \delta_0 > 0 \), such that for any \( 0 < \delta \leq \delta_0 \) then
\[
\liminf_{T \to \infty} \frac{1}{T} \text{meas} \left\{ t \in [0, T] : \max_{s \in K} |L(1 + it + \delta s) - f(s)| < \varepsilon \right\} > 0.
\]

**Proof.** Define \( a := |a_1|^2 + \cdots + |a_n|^2 \) and let \( b_k \) be non-zero constants such that \( b_1 a_1 + \cdots + b_n a_n = 0 \). By Theorem 1 the approximation
\[
\max_{1 \leq k \leq n} \max_{s \in K} \left| L_k(1 + it + \delta s) + Cb_k - \frac{a_k f(s)}{a} \right| < \varepsilon
\]
holds with positive lower density in \( t \) for some sufficiently large \( C \). An application of the triangle inequality concludes the proof. \( \square \)

By the observation that \( \zeta(s) \) and \( \zeta(s + ia) \) are orthogonal if \( a \neq 0 \) is real, we obtain as a consequence of Theorem 2 that

**Corollary 2.** Let \( A \neq 0, B \neq 0 \) be complex numbers and \( a \neq 0 \) be a real number. Let \( K \subset \{ s \in \mathbb{C} : \text{Re}(s) > 0 \} \) be a compact set with connected complement and let \( f \) be a continuous function on \( K \) that is analytic in its interior. Then for any \( \varepsilon > 0 \) there exists some \( \delta_0 > 0 \), such that for any \( 0 < \delta \leq \delta_0 \) then
\[
\liminf_{T \to \infty} \frac{1}{T} \text{meas} \left\{ t \in [0, T] : \max_{s \in K} \left| A\zeta(1 + ia + it + \delta s) + B\zeta(1 + it + \delta s) - f(s) \right| < \varepsilon \right\} > 0.
\]

In Corollary 1 and Corollary 2 it is not actually neccessary to assume that \( K \) lies in the half plane \( \text{Re}(s) > 0 \). This is because the Riemann zeta-function has a nice analytic continuation beyond the line \( \text{Re}(s) = 1 \). The reason why we include this condition is that in this case we may state them as corollaries of Theorem 1 and Theorem 2 which also holds for more general Dirichlet series. Another consequence of Theorem 2 is that it gives a new proof for the infinitude of zeros of linear combinations of Dirichlet series of Righetti [5, 6] and Booker-Thorne [3] for \( \text{Re}(s) > 1 \). Since we do not assume the
Ramamujan conjecture and it is known that (2) and (3) holds for Maass wave-form $L$-functions, the same holds also for linear combinations of Maass wave-form $L$-functions. We remark that although in contrast to the result of Lee-Nakamura-Panikowski [4] we need to add constants in Theorem 1, in some of its important applications like Theorem 2 this is no longer necessary. In fact for these applications it is no longer necessary to add constants. Like in [1] we may also state a version of Theorem 1 when this is no longer necessary. Then however we need additional restraints on the functions $f_k$. We will find it convenient to assume the somewhat stricter condition that the Dirichlet series in question have an Euler product, but in addition we will also prove a version of so called \textit{hybrid universality theorem}.

**Theorem 3.** Let $|a_p| = 1$ for primes $2 \leq p \leq N$, let $L_1(s), \ldots, L_n(s)$ be pairwise orthogonal Dirichlet series of standard type, where $L_k(s)$ are of order $(\lambda, \Lambda)$ and have Euler products. Let $K \subset \{s \in \mathbb{C} : \operatorname{Re}(s) > 0\}$ be a compact set and let $f_1, \ldots, f_n$ be continuous functions on $K$ that are analytic in its interior, where

$$f_k(s) = C_k + \int_0^\infty g_k(x)e^{-sx}dx, \quad (s \in K)$$

are Laplace-transforms of the functions $g_k(x)$ so that

$$|xg_k(x)| \leq \frac{1}{8} \sqrt{\frac{\lambda^3}{n^3 \Lambda}}, \quad (k = 1, \ldots, n; x \geq 0). \quad (4)$$

Then for any $\varepsilon > 0$ there exist some $\delta_0 > 0$ such that for each $0 < \delta \leq \delta_0$ then

$$\liminf_{T \to \infty} \frac{1}{T} \operatorname{meas} \left\{ t \in [0, T] : \max_{2 \leq p \leq N} |p^it - a_p| < \varepsilon, \max_{1 \leq k \leq n} \max_{s \in K} |\log L_k(1+it+\delta s) - f_k(s)| < \varepsilon \right\} > 0.$$

## 2 Proof of Theorem 3

Like in [1], Theorem 1 follows from Theorem 3 (see section 3), so we will start by proving Theorem 3. We need the following fundamental lemma (for its proof, see section 4) which replaces the Pechersky rearrangement theorem in classical universality proofs.

**Lemma 1.** For any $N, \varepsilon > 0$, numbers $|a_p| = 1$ for primes $2 \leq p \leq N$, compact set $K \subset \mathbb{C}$, coefficients $c_1, \ldots, c_k$ of pairwise orthogonal Dirichlet series of standard type and with Euler products, and functions $f_1, \ldots, f_n$, satisfying the conditions of Theorem 3 there exists some $\delta_0 > 0$ such that for any $0 < \delta \leq \delta_0$ there exists some completely

1Booker-Thorne remarked that their method could also be extended to cover this case, see [3, remark (3)].

2This means that $L_2(s) = 1$ and $L_3(s) = 0$ in (1).
multiplicative unimodular function \( \omega : \mathbb{Z}^+ \to \mathbb{C} \) such that \( \omega(p) = a_p \) for the primes \( p \leq N \) and such that

\[
\max_{k=1, \ldots, n} \max_{s \in K} \left| \sum_p \frac{\omega(p)c_k(p)}{p^{1+\delta s}} - f_k(s) \right| < \varepsilon.
\]

We are now ready to prove Theorem 3. We will let \( \omega : \mathbb{Z}^+ \to \mathbb{C} \) denote a completely multiplicative unimodular function and define

\[
L_k(s, \omega) := \sum_{n=1}^\infty \frac{\omega(n)c_k(n)}{n^s},
\]

and

\[
E_k(s, \omega) := \exp \left( \sum_p \frac{\omega(p)c_k(p)}{p^s} \right) \frac{1}{L_k(s, \omega)} = \sum_{j=1}^\infty \frac{\omega(j)e_k(j)}{j^s}.
\]

It is clear that \( E_k(s, \omega) \) is an zero-free and absolutely convergent Dirichlet series for \( \Re(s) \geq 1 \). Let \( \omega_1(p) = a_p \) for primes \( 2 \leq p \leq N \) and \( \omega_1(p) = 1 \) for primes \( p > N \). Since \( E_k(1, \omega_1) \neq 0 \) is absolutely convergent there exists some \( N_0 \geq N \) such that for any \( |\omega_2(n)| = 1 \) where \( \omega_2(n) = \omega_1(n) \) for \( n \leq N_0 \) we have that

\[
\left| \log E_k(1, \omega_1) - \log \left( \sum_{j=1}^{N_0} \frac{\omega_2(j)e_k(j)}{j} \right) \right| < \frac{\varepsilon}{4}.
\]

Define

\[
D_k := C_k + \log E_k(1, \omega_1).
\]

By Lemma 1 we may find a unimodular completely multiplicative function \( \omega_2 : \mathbb{Z}^+ \to \mathbb{C} \) such that \( \omega_2(p) = \omega_1(p) \) if \( p \leq N_0 \) and such that

\[
\max_{1 \leq k \leq n} \max_{s \in K} \left| \sum_p \frac{\omega_2(p)c_k(p)}{p^{1+\delta s}} - f_k(s) - D_k \right| < \frac{\varepsilon}{4}.
\]

Since \( L_k(s, \omega_2) \) is absolutely convergent for \( \Re(s) > 1 \) we may now choose \( N_1 > N_0 \) sufficiently large such that

\[
\sum_{N_1 \leq p} \frac{|c_k(p)|}{p^{1+\delta_s}} < \frac{\varepsilon}{4}, \quad \text{where} \quad \xi = \min_{s \in K} \Re(s) > 0.
\]
It is clear that if
\[
\max_{2 \leq p < N_1} |p^{-it} - \omega_2(p)| < \varepsilon_2.
\] (8)
for some sufficiently small \( \varepsilon_2 > 0 \) then
\[
\max_{1 \leq k \leq n} \max_{s \in K} \left| \sum_{p < N_1} \frac{\omega_2(p)c_k(p)}{p^{1+\delta s}} - \sum_{p < N_1} \frac{c_k(p)}{p^{1+it+\delta s}} \right| < \frac{\varepsilon}{4}.
\] (9)
It follows by (5), (6), (7), (9) and the triangle inequality that
\[
\max_{2 \leq p \leq N} |p^t - a_p| < \varepsilon, \quad \text{and} \quad \max_{1 \leq k \leq n} \max_{s \in K} |\log L_k(1+it+\delta s) - f_k(s)| < \varepsilon,
\]
whenever \( t \) satisfies the inequalities (8) for some sufficiently small \( \varepsilon_2 > 0 \). By Weyl’s version (see [8] or [7, Lemma 1.8]) of the Kroenecker’s approximation theorem the set of \( 0 \leq t \leq T \) where (8) holds has positive lower density as \( T \to \infty \).

3 Proof that Theorem 3 implies Theorem 1

The next lemma appears as [1, Lemma 1] and is a consequence of Mergelyan’s theorem and the theory of Laplace transforms.

**Lemma 2.** Assume that \( f \) is any zero-free function on a compact set \( K \) with connected complement, that is analytic in the interior of \( K \). Then given \( \varepsilon > 0 \) there exist some \( A, B, N > 0 \) and continuous function \( g : [A, B] \to \mathbb{C} \) such that \( |g(x)| \leq N \) and that if
\[
G(s) = \int_A^B g(x)e^{-sx}dx,
\]
then
\[
\max_{s \in K} |G(s) - f(s)| < \varepsilon,
\]

**Proof.** See [1, Lemma 1].

**Proof of Theorem 1.** Let
\[
L_k(s) = L_{1,k}(s)L_{2,k}(s) + L_{3,k}(s)
\]
where
\[
L_{1,k}(s) = \sum_{j=1}^{\infty} c_k(j)j^{-s} = \prod_{p} \sum_{l=0}^{\infty} c_k(p^l)p^{-ls}
\]
has an Euler product and the Dirichlet series

\[ L_{2,k}(s) = 1 + \sum_{j=2}^{\infty} b_k(j)j^{-s}, \quad \text{and} \quad L_{3,k}(s) = \sum_{j=1}^{\infty} d_k(j)j^{-s} \]

are absolutely convergent for \( \Re(s) \geq 1 \). Since \( L_{2,k}(s) \) for each \( 1 \leq k \leq n \) are absolutely convergent and not identically zero for \( \Re(s) \geq 1 \) there must exist some \( t_0 \in \mathbb{R} \) such that

\[
\min_{k=1,\ldots,n} |L_{2,k}(1 + it_0)| = \xi > 0. \quad (10)
\]

Let

\[ F_k(s) = f_k(s) - L_{3,k}(1 + it_0). \quad (11)\]

By Lemma 2 there exist some \( 0 < A < B \) and continuous functions \( g_k : [A, B] \to \mathbb{C} \) such that

\[
\max_{s \in K} |G_k(s) - F_k(s)| < \frac{\varepsilon}{8}, \quad (12)
\]

where

\[ G_k(s) = \int_A^B g_k(x)e^{-sx}dx. \quad (13)\]

Let

\[
|C_k| \geq 8n^{3/2} \Lambda^{1/2} \lambda^{-3/2} \max_{A \leq x \leq B} |xg_k(x)| \quad (14)
\]

be given. Since \( L_{2,k}(s) \) and \( L_{3,k}(s) \) are absolutely convergent for \( \Re(s) \geq 1 \) it follows from (10) that for any \( \varepsilon > 0 \) there exists some \( N \in \mathbb{Z}^+ \), \( \delta_1 > 0 \) and \( \varepsilon_1 > 0 \) such that if

\[
\max_{1 \leq p \leq N} |p^{-it} - p^{-it_0}| < \varepsilon_1, \quad (15)
\]

and \( 0 < \delta \leq \delta_1 \) then

\[
\max_{1 \leq k \leq n, s \in K} |\log(L_{2,k}(1 + \delta s + it)) - \log(L_{2,k}(1 + it_0))| < \frac{\varepsilon}{8|C_k|}, \quad (16)
\]

and

\[
\max_{1 \leq k \leq n, s \in K} |L_{3,k}(1 + \delta s + it) - L_{3,k}(1 + it_0)| < \frac{\varepsilon}{8}, \quad (17)
\]
The conditions (13) and (14) ensures us that \( G_k(s)/C_k \) satisfies the condition of Theorem 3 so that we may use\(^3\) Theorem 3 with \( a_p = p^{-it_0} \) for \( p \leq N \) and there exists some \( \delta_2 > 0 \) such that (15) (and thus also (16) and (17)) and

\[
\max_{s \in K} \left| \log L_{1,k}(1 + it + \delta s) - \frac{G_k(s)}{C_k} \right| \leq \frac{\varepsilon}{2|C_k|} \quad (18)
\]

holds for any \( 0 < \delta \leq \delta_2 \) with a positive lower measure \( 0 \leq t \leq T \) as \( T \to \infty \). It is clear that

\[
\log(G_k(s) - C_k) = \log \left( -C_k \left( 1 - \frac{G_k(s)}{C_k} \right) \right) = \log(-C_k) + \log \left( 1 - \frac{G_k(s)}{C_k} \right). \quad (19)
\]

Since

\[
\max_{1 \leq k \leq n} \max_{s \in K} \left| \frac{G_k(s)}{C_k} + \log \left( 1 - \frac{G_k(s)}{C_k} \right) \right| < \frac{\varepsilon}{8|C_k|}, \quad (20)
\]

for \( C_k \) sufficiently large, it follows by (16), (18), (20) and the triangle inequality that

\[
\max_{s \in K} |\log (L_{1,k}(1 + it + \delta s)L_{2,k}(1 + it + \delta s)) - \log(G_k(s) - C_k)| < \frac{3\varepsilon}{8|C_k|} \quad (21)
\]

holds as well as (17) holds for \( 0 < \delta \leq \delta_0 := \min(\delta_1, \delta_2) \) with positive lower measure \( 0 \leq t \leq T \) as \( T \to \infty \). From the elementary inequality \(|e^z - 1| \leq 3|z|/2 \) if \(|z| \leq 1/2\) it follows that

\[
|X - Y| = |Y| \cdot |e^{\log(X/Y)} - 1| < 3|Y|/2 \cdot |\log X - \log Y|, \quad (22)
\]

when \(|\log X - \log Y| \leq 1/2\). Now let \( X = L_{1,k}(1 + it + \delta s)L_{2,k}(1 + it + \delta s) \) and \( Y = G_k(s) - C_k \). From (14) it follows that \(|Y| \leq 5|C_k|/4 \) for \( s \in K \), and from (21) it follows that \(|\log X - \log Y| \leq 1/2\). Thus from (21) and (22) it follows that

\[
\max_{s \in K} |L_{1,k}(1 + it + \delta s)L_{2,k}(1 + it + \delta s) + C_k - G_k(s)| < \frac{3\varepsilon}{2} \cdot \frac{5|C_k|}{4} < \frac{3\varepsilon}{4} \quad (23)
\]

holds for any \( \delta, t \) such that (18) and (16) holds. By (11), (12), (17), (23), and the triangle inequality it follows that

\[
\max_{s \in K} |L_k(1 + it + \delta s) + C_k - f_k(s)| < \varepsilon,
\]

holds when \( 0 < \delta \leq \delta_0 \) with positive lower measure \( 0 \leq t \leq T \) as \( T \to \infty \). \( \square \)

\(^3\)It is clear that if \( L_k \) are jointly orthogonal then also \( L_{1,k} \) are jointly orthogonal, see remark under Definition 2.
4 Proof of Lemma 1

4.1 Some preliminary Lemmas

We are going to need the following Lemma [7, Lemma 5.2] on Hilbert-spaces:

**Lemma 3.** Let \( x_1, \ldots, x_m \) be points in a complex Hilbert space \( \mathcal{H} \) and let \( a_1, \ldots, a_m \) be complex numbers with \( |a_j| \leq 1 \) for \( 1 \leq j \leq m \). Then there exist complex numbers \( b_1, \ldots, b_m \) with \( |b_j| = 1 \) for \( 1 \leq j \leq n \) satisfying the inequality

\[
\left\| \sum_{j=1}^{m} a_j x_j - \sum_{j=1}^{m} b_j x_j \right\|^2 \leq 4 \sum_{j=1}^{m} \|x_j\|^2
\]

In our approach it is sufficient to apply this result on the Hilbert space \( \mathcal{H} = \mathbb{C}^n \).

Assuming a Ramanujan-Petersson conjecture for the Dirichlet series \( L_k(s) \) would be convenient at this stage but the next Lemma shows that (2) is a sufficient replacement.

**Lemma 4.** Let \( \mathbf{v} \in \mathbb{C}^n \) be such that \( \mathbf{v} \neq \mathbf{0} \). Let \( c(p) := p^{-1}(c_1(p), \ldots, c_n(p)) \) where \( c_1(p), \ldots, c_n(p) \) are the coefficients of the pairwise orthogonal Dirichlet series \( L_1(s), \ldots, L_n(s) \) of standard type and order \((\lambda, \Lambda)\). Then there exist for any sufficiently large \( N \) some coefficients \( |d_p| \leq 1 \) and some \( N_0 > N \) such that

\[
\left\| \mathbf{v} - \sum_{N \leq p < N_0} d_p c(p) \right\|_2 \leq \left( 1 - \frac{1}{4n} \right) \|\mathbf{v}\|_2,
\]

where furthermore we may choose \( N_0 \) as

\[
N_0 \leq N \exp \left( 2(1-(8n)^{-1})^{-1} \sqrt{n\Lambda/\lambda^3} \|\mathbf{v}\|_\infty \right)
\]  

(24)

**Proof.** By (2) we find that

\[
\sum_{N \leq p < N_0 + \xi} \frac{1}{p} \leq \frac{\Lambda \log(1 + \xi)}{B^4} + o(1), \quad (\xi > 0),
\]

(25)

where the little ordo notation, as in the rest of the proof, is with respect to \( N \). By a

---

4This Lemma has important application on the classical Voronin universality theorem since it together with the Riesz representation theorem is used to prove the Pechersky rearrangement theorem which is the standard tool to prove classical universality.
repeated application of the Cauchy-Schwarz inequality and then using (2) we get
\[ \left| \sum_{N \leq p < N^{1+\xi}} \frac{c_k(p)c_j(p)}{p} \right|^2 \leq \sum_{N \leq p < N^{1+\xi}} \frac{|c_k(p)|^2}{p} \sum_{N \leq p < N^{1+\xi}} \frac{|c_j(p)|^2}{p}, \]
\[ \leq \left( \sum_{N \leq p < N^{1+\xi}} \frac{|c_k(p)|^4}{p} \right) \left( \sum_{N \leq p < N^{1+\xi}} \frac{|c_j(p)|^4}{p} \right) \sum_{N \leq p < N^{1+\xi}} \frac{1}{p}, \]
\[ \leq \left( \log(1 + \xi) + o(1) \right) \sum_{N \leq p < N^{1+\xi}} \frac{1}{p}, \]
\[ \leq \left( \log(1 + \xi) \right)^2 + o(1), \]
where the last inequality follows by (25). Thus by taking the square roots we have
\[ \left| \sum_{N \leq p < N^{1+\xi}} \frac{c_k(p)c_j(p)}{p} \right| \leq \frac{\log(1 + \xi) + o(1)}{B^2} + o(1). \]  
(26)

By the Cauchy-Schwarz inequality and the inequalities (25) and (26) we obtain
\[ \left| \sum_{N \leq p < N^{1+\xi}} \frac{c_k(p)}{p} \right| \leq \frac{\log(1 + \xi) + o(1)}{B^3} + o(1). \]  
(27)

By the fact that \( L_k(s) \) is of order \( (\lambda, \Lambda) \) and (27), (29) we get that
\[ \sum_{N \leq p < N^{1+\xi}} \frac{|c_k(p)|}{p} > \left( \lambda - \frac{\Lambda}{B^3} \right) \log(1 + \xi) + o(1), \]  
(28)

for \( \xi > 0 \). In the rest of the proof we will let \( 1 \leq k \leq n \) be chosen such that
\[ |v_k| = \|v\|_{\infty}. \]

Define \( B \) by
\[ B := 2 \sqrt{\frac{n\lambda}{\Lambda}}. \]  
(29)
By (28) with this choice of \( B \) we get that
\[
\sum_{N \leq p < N_0} \frac{|c_k(p)|}{p} \geq \left(1 - \frac{1}{8n}\right) \lambda \log(1 + \xi) + o(1),
\] (30)
for \( \xi > 0 \). Define
\[
d_p := \begin{cases} 
\exp(i \arg v_k) \frac{c_k(p)}{B}, & |c_k(p)| \leq B, \\
0, & \text{otherwise},
\end{cases}
\] (31)
and \( N_0 > N \) that minimizes
\[
|v_k - \sum_{N \leq p < N_0} \frac{d_p c_k(p)}{p}|.
\]
Let \( \xi \) be defined so that
\[
N_0 = N^{1+\xi}.
\] (32)
It follows by (30) and the definition of \( N_0 \) that
\[
\frac{1}{B} \left(1 - \frac{1}{8n}\right) \lambda \log(1 + \xi) \leq \|v\|_{\infty} + o(1),
\]
and thus
\[
\log(1 + \xi) \leq \left(1 - \frac{1}{8n}\right)^{-1} B \frac{\|v\|_{\infty}}{\lambda} + o(1),
\] (33)
\[
= 2 \left(1 - \frac{1}{8n}\right)^{-1} \sqrt{\frac{n \Lambda}{\lambda^3}} \|v\|_{\infty} + o(1).
\]
Define
\[
\mathbf{w} := \sum_{N \leq p < N_0} d_p \mathbf{c}(p).
\]
We get the inequality (24) from (32), (33) and our assumption. By (2), (30), (31) and (32) it follows that
\[
|v_k - w_k| = o(1).
\] (34)
By (26) and (33) it follows that

\[
|w_j| < \frac{\Lambda \log(1 + \xi_0)}{B^3} + o(1),
\]

\[
\leq \left(1 - \frac{1}{8n}\right)^{-1} \frac{\|v\|_\infty A}{\lambda B^2} + o(1),
\]

\[
\leq \left(1 - \frac{1}{8n}\right)^{-1} \frac{\|v\|_\infty}{4n} + o(1),
\]

(35)

where the last inequality follows from (29). It follows from (34) and (35) that

\[
\|v - w\|_2^2 \leq \sum_{j \neq k} |v_j - w_j|^2 + o(1),
\]

\[
\leq \sum_{j \neq k} |v_j|^2 + \sum_{j \neq k} |2v_j w_j| + \sum_{j \neq k} |w_j|^2 + o(1),
\]

\[
\leq \|v\|_2^2 - \|v\|_\infty^2 + \frac{n - 1}{2n - 1/4} \|v\|_2^2 + \frac{n - 1}{(4n - 1/2)^2} \|v\|_\infty^2 + o(1),
\]

\[
\leq \|v\|_2^2 - \frac{\|v\|_\infty^2}{2} + o(1),
\]

\[
\leq \left(1 - \frac{1}{2n}\right) \|v\|_2^2 + o(1),
\]

and thus by taking the square roots

\[
\|v - w\|_2 \leq \sqrt{1 - \frac{1}{2n}} \|v\|_2 + o(1),
\]

and by using the elementary strict inequality

\[
\sqrt{1 - \frac{1}{2n}} < 1 - \frac{1}{4n}, \quad (n \geq 1),
\]

it follows that if \(N\) is sufficiently large then

\[
\|v - w\|_2 \leq \left(1 - \frac{1}{4n}\right) \|v\|_2.
\]

\[\square\]

**Lemma 5.** Let \(L_1(s), \ldots, L_n(s)\) be pairwise orthogonal Dirichlet series of standard type and of order \((\lambda, \Lambda)\), where

\[
L_k(s) = \sum_{j=1}^{\infty} \frac{c_k(j)}{j^s},
\]
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Then for any \( \xi > 0 \) and \( \varepsilon > 0 \) there exists some \( P_0 > 0 \) such that if \( b_k \) satisfies
\[
|b_k| \leq \frac{1}{8} \sqrt{\frac{\lambda^3}{n^3 \Lambda}}, \quad (k = 1, \ldots, n),
\] (36)
and \( P > P_0 \), then there exists some unimodular numbers \( |\omega(p)| = 1 \) for primes \( P \leq p < P^{1+\xi} \) such that
\[
\max_{1 \leq k \leq n} \left| \frac{1}{\log(1 + \xi)} \sum_{p \leq p < P^{1+\xi}} \frac{\omega(p)c_k(p)}{p} - b_k \right| < \varepsilon.
\]

Proof. Define
\[
v_0 := \log(1 + \xi)(b_1, \ldots, b_n), \quad c(p) := p^{-1}(c_1(p), \ldots, c_n(p)), \quad P_1 = P,
\] (37)
and use Lemma 4 to define \( |d_p| \leq 1 \) and
\[
v_k := v_{k-1} + \sum_{P_k \leq p < P_{k+1}} d_pc(p),
\]
recursively for \( k = 1, 2, \ldots \) such that
\[
\|v_k\|_2 \leq \left(1 - \frac{1}{4n}\right)^k \|v_0\|_2.
\]
Since the right-hand side of the inequality tend to zero as \( k \to \infty \) we may now choose \( k \) sufficiently large such that
\[
\|v_k\|_2 \leq \frac{\varepsilon \log(1 + \xi)}{2\sqrt{n}},
\]
and we have that
\[
\left\| v_0 - \sum_{P \leq p < P_k} d_pc(p) \right\|_2 \leq \frac{\varepsilon \log(1 + \xi)}{2\sqrt{n}}.
\] (38)
It remains to estimate \( P_k \) by using (24). It follows that \( P_k = P^{1+\xi_0} \) where
\[
1 + \xi_0 < \exp \left( \sum_{k=1}^{\infty} \left(1 - \frac{1}{8n}\right)^{-1} \left(1 - \frac{1}{4n}\right)^k \frac{n\Lambda}{\lambda^3 \|v_0\|_\infty} \right),
\]
\[
= \exp \left( \left(1 - \frac{1}{4n}\right) \left(1 - \frac{1}{8n}\right)^{-1} 8n^{3/2} \lambda^{1/2} \lambda^{-3/2} \|v_0\|_\infty \right),
\]
\[
< \exp (8n^{3/2} \lambda^{1/2} \lambda^{-3/2} \|v_0\|_\infty),
\]
\[
\leq \exp (\log(1 + \xi)) = 1 + \xi,
\]
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where the last inequality follows by (36) and (37). Thus $P < P_k < P^{1+\xi}$. Define $d_p := 0$ for $P_k < p < P^{1+\xi}$. By Lemma 3 we may find some unimodular numbers $|\omega(p)| = 1$ such that

$$\left\| \sum_{P \leq p < P^{1+\xi}} d_p c(p) - \sum_{P \leq p < P^{1+\xi}} \omega(p)c(p) \right\|_2 \leq 2 \sqrt{\sum_{P \leq p < P^{1+\xi}} \frac{1}{p^2}} < \frac{\varepsilon \log(1 + \xi)}{2\sqrt{n}},$$

(39)

where the final inequality is true for $P$ sufficiently large. By the norm-inequality $\|u\|_\infty \leq \sqrt{n} \|u\|_2$, the inequalities (38), (39) and the triangle inequality it follows that

$$\left\| v_0 - \sum_{P \leq p < P^{1+\xi}} \omega(p)c(p) \right\|_\infty < \varepsilon \log(1 + \xi).$$

By recalling the definition (37) and by dividing both sides of this inequality by $\log(1+\xi)$ we obtain our result. \hfill \Box

The following Lemma may be proved directly but is also a consequence of lemma 5

**Lemma 6.** Let $a_k$ for $k = 1, \ldots, n$, $N_0$ be defined as in Lemma 5. Then given any constants $C_1, \ldots, C_n$ and $\varepsilon > 0$ there exists some $P_0$ such that for any $P_1 > P_0$ we can find some unimodular numbers $|\omega(p)| = 1$ for primes $p < P_1$ where $\omega(p) = a_p$ if $p < N_0$ such that

$$\max_{1 \leq k \leq n} \left| \sum_{p < P} \frac{\omega(p)c_k(p)}{p} - C_k \right| < \varepsilon.$$

**Proof.** We follow the proof of [1, Lemma 7]. Choose\textsuperscript{5} $|\omega_0(p)| = 1$ such that $\omega_0(p) = a_p$ for $p \leq N$ and such that the series

$$\sum_p \frac{\omega_0(p)c_k(p)}{p} = D_k$$

are convergent for each $k = 1, \ldots, n$. Let us now define

$$E_k := \frac{C_k + D_k}{N},$$

where $N \in \mathbb{Z}^+$ is sufficiently large so that

$$|E_k| < \frac{\lambda^{3/2} \log 2}{8\Lambda^{1/2}n^{3/2}}$$

\textsuperscript{5}It follows if $\omega_0$ is chosen randomly a suitable sense.
for \( k = 1, \ldots, n \). Let \( P_1 > N \) be sufficiently large such that if \( P \geq P_1 \) then
\[
\max_{1 \leq k \leq n} \left| \sum_{p < P} \frac{\omega_0(p)c_k(p)}{p} - D_k \right| < \frac{\varepsilon}{2}, \tag{40}
\]
and such that for each \( Q \geq P_1 \) we can use Lemma 5 with \( \xi = 1 \) to define \( |\omega(p)| = 1 \) for \( Q \leq p < Q^2 \) such that
\[
\max_{1 \leq k \leq n} \left| \sum_{Q \leq p < Q^2} \frac{\omega(p)c_k(p)}{p} - E_k \right| < \frac{\varepsilon}{2N}. \tag{41}
\]
By defining \( \omega(p) = \omega_0(p) \) for \( p < P \) and by (41) for \( Q \leq p < Q^2 \) for \( Q = P_1^j \) for each \( j = 0, \ldots, N - 1 \) then the conclusion of the lemma follows with \( P_0 = P_1^N \) by the inequalities (40), (41) and the triangle inequality.

4.2 Proof of Lemma 1.
We follow the proof of [1, Lemma 2]. Choose\(^6 \ |\omega_0(p)| = 1 \) such that
\[
A_k(s) = \sum_p \frac{\omega_0(p)c_k(p)}{p^s}
\]
are convergent to analytic functions on the half plane \( \text{Re}(s) > 1/2 \) for each \( k = 1, \ldots, n \). Choose \( P_0 \geq N \) and \( \delta_1 \) sufficiently small such that \( 1 + \delta_1 K \subset \{ s \in \mathbb{C} : \text{Re}(s) > 3/4 \} \) and such that
\[
\sup_{P \geq P_0} \max_{0 \leq \delta \leq \delta_1} \max_{s \in K} \left| \sum_{s \leq p} \frac{\omega_0(p)c_k(p)}{p^{1+\delta s}} \right| < \frac{\varepsilon}{9}. \tag{42}
\]
By Lemma 6 we may find some \( P_1 \geq P_0 \) and \( |\omega(p)| = 1 \) for \( p \leq P_1 \) such that \( \omega(p) = a_p \)
for \( p \leq N \) and
\[
\max_{1 \leq k \leq n} \left| \sum_{p < P_1} \frac{\omega(p)c_k(p)}{p} - C_k \right| < \frac{\varepsilon}{9}. \tag{43}
\]
Let us now choose \( B > 0 \) such that
\[
\max_{1 \leq k \leq n} \left| g_k(x) e^{-sx} dx - f_k(s) \right| < \frac{\varepsilon}{9}, \tag{44}
\]
\(^6\)The convergence is well-known for “almost all” \( \omega_0 \) in a suitable sense. By Carleson’s theorem we may even choose \( \omega_0(p) = e^{2\pi ipx} \) for almost all \( 0 \leq x \leq 1 \)
and $M \in \mathbb{Z}^+$ sufficiently large such that

$$
\max_{1 \leq k \leq n} \max_{s \in \mathbb{C}} \max_{0 \leq x, y \leq B} \left| e^{-sx} g_k(x) - e^{-sy} g_k(y) \right| < \frac{\varepsilon}{9B}.
$$

(45)

From (45) it follows that the Riemann integral may be estimated by a Riemann sum

$$
\max \max_{1 \leq k \leq n} \max_{s \in \mathbb{C}} \left| \sum_{m=1}^{M} g \left( \frac{mB}{M} \right) e^{-smB/M} B/M - \int_{0}^{B} g_k(x) e^{-sx} \, dx \right| < \frac{\varepsilon}{9}.
$$

(46)

For a given $\delta$, define

$$
P_2 := \exp \left( \frac{B}{M \delta} \right), \quad P_3 := \exp \left( \frac{B(M+1)}{M \delta} \right).
$$

(47)

Now assume that $0 < \delta_0 \leq \delta_1$ is sufficiently small so that if $0 < \delta \leq \delta_0$ then

$$
\max \max_{s \in \mathbb{C}} \max_{1 \leq k \leq n} \sum_{p<P_1} \left| \frac{\omega(p)c_k(p)}{p} - \frac{\omega(p)c_k(p)}{p^{1+\delta}} \right| < \frac{\varepsilon}{9},
$$

(48)

and such that $P_2$ defined by (47) is sufficiently large so that $P_2 \geq P_1$ and that we may for each $m = 1, \ldots, M$ apply Lemma 5 with $\xi = \frac{1}{m}$ and $P = P_2^m = \exp(mB/M\delta)$ so that

$$
\max \max_{s \in \mathbb{C}} \max_{1 \leq k \leq n} \left| \sum_{mB/M \leq \delta \log p < (m+1)B/M} \frac{\omega(p)c_k(p)}{p} - \frac{\omega(p)c_k(p)}{p^{1+\delta}} - g \left( \frac{mB}{M} \right) B/M \right| < \frac{\varepsilon}{9M},
$$

(49)

for some $|\omega(p)| = 1$ defined for $mB/M \leq \delta \log p < (m+1)B/M$. Also assume that $M$ is sufficiently large such that

$$
\max \max_{s \in \mathbb{C}} \max_{1 \leq k \leq n} \sum_{m=1}^{M} \sum_{mB/M \leq \delta \log p < (m+1)B/M} \frac{|c_k(p)|}{p} \left| p^{-\delta s} - e^{-mB/M s} \right| < \frac{\varepsilon}{9}.
$$

(50)

By the inequalities (44), (46), (50) and (49) for each $m = 1, \ldots, M$ and the triangle inequality it follows that

$$
\max \max_{s \in \mathbb{C}} \max_{1 \leq k \leq n} \left| \sum_{P_2 \leq p < P_3} \frac{\omega(p)c_k(p)}{p^{1+\delta}} - f_k(s) \right| < \frac{3\varepsilon}{9}.
$$

(51)

By defining $\omega(p) := \omega_0(p)$ when $P_1 < p \leq P_2$ and when $p > P_3$ it follows that

$$
\max \max_{s \in \mathbb{C}} \max_{1 \leq k \leq n} \left| \sum_{P_1 \leq p < P_2} \frac{\omega(p)c_k(p)}{p^{1+\delta}} \right| < \frac{2\varepsilon}{9}, \quad \max \max_{s \in \mathbb{C}} \max_{1 \leq k \leq n} \left| \sum_{P_3 \leq p} \frac{\omega(p)c_k(p)}{p^{1+\delta}} \right| < \frac{\varepsilon}{9},
$$

(52)

by applying the inequality (42) twice (combined with the triangle inequality) and once respectively. The conclusion of our lemma follows by the inequalities (43), (48), (51), (52) and the triangle inequality. \hfill \Box
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