Measuring Distances to Low-luminosity Galaxies Using Surface Brightness Fluctuations

Johnny P. Greco1,7, Pieter van Dokkum2,3, Shany Danieli2,3,4, Scott G. Carlsten1,6, and Charlie Conroy1,6

1 Center for Cosmology and AstroParticle Physics (CCAPP), The Ohio State University, Columbus, OH 43210, USA; jgreco.astro@gmail.com
2 Yale Center for Astronomy and Astrophysics, Yale University, New Haven, CT 06511, USA
3 Department of Physics, Yale University, New Haven, CT 06520, USA
4 Department of Astronomy, Yale University, New Haven, CT 06511, USA
5 Department of Astrophysical Sciences, 4 Ivy Lane, Princeton University, Princeton, NJ 08544, USA
6 Harvard-Smithsonian Center for Astrophysics, 60 Garden Street, Cambridge, MA, USA

Received 2020 April 16; revised 2020 November 24; accepted 2020 December 1; published 2021 February 9

Abstract

We present an in-depth study of surface brightness fluctuations (SBFs) in low-luminosity stellar systems. Using the MIST models, we compute theoretical predictions for absolute SBF magnitudes in the LSST, HST ACS/WFC, and proposed Roman Space Telescope filter systems. We compare our calculations to observed SBF–color relations of systems that span a wide range of age and metallicity. Consistent with previous studies, we find that single-age population models show excellent agreement with observations of low-mass galaxies with 0.5 ≤ g – i ≤ 0.9. For bluer galaxies, the observed relation is better fit by models with composite stellar populations. To study SBF recovery from low-luminosity systems, we perform detailed image simulations in which we inject fully populated model galaxies into deep ground-based images from real observations. Our simulations show that LSST will provide data of sufficient quality and depth to measure SBF magnitudes with precisions of ~0.2–0.5 mag in ultra-faint (10^4 ≤ M_∗/M_⊙ ≤ 10^6) and low-mass classical (M_∗ ≤ 10^7 M_⊙) dwarf galaxies out to ~4 Mpc and ~25 Mpc, respectively, within the first few years of its deep-wide-fast survey. Many significant practical challenges and systematic uncertainties remain, including an irreducible “sampling scatter” in the SBFs of ultra-faint dwarfs due to their undersampled stellar mass functions. We nonetheless conclude that SBFs in the new generation of wide-field imaging surveys have the potential to play a critical role in the efficient confirmation and characterization of dwarf galaxies in the nearby universe.

Unified Astronomy Thesaurus concepts: Dwarf galaxies (416); Distance indicators (394); Stellar populations (1622); Low surface brightness galaxies (940)

1. Introduction

Current and future generations of imaging surveys—which are simultaneously wide, deep, and sharp—will uncover thousands of diffuse dwarf galaxy candidates beyond the Local Group (e.g., Bennet et al. 2017; Müller et al. 2017; Greco et al. 2018; Prole et al. 2019; Zaritsky et al. 2019; Carlsten et al. 2020). Reliable distances will be required to confirm the nature of these candidates and to study their numbers and physical properties as a function of environment. Unfortunately, measuring precise distances to low surface brightness (LSB) objects is extremely difficult and time consuming, especially for quenched spheroidal systems that lack emission lines for measuring redshifts (e.g., van Dokkum et al. 2015; Kadowaki et al. 2017; Gu et al. 2018).

Even if redshift measurements are feasible, there remains an enormous LSB discovery space within the Local Volume (≤10 Mpc; Danieli et al. 2018), where redshift-based distances are highly uncertain due to the local peculiar velocity field. It is, therefore, important and timely to study velocity-independent distance indicators in the ultra-LSB dwarf galaxy regime (e.g., van Dokkum et al. 2018; Danieli et al. 2020b; Trujillo et al. 2019). After trigonometric parallax distances, robustly calibrated standard candles (and rulers) are the gold standard for measuring metric distances (Jacoby et al. 1992; Beaton et al. 2018), the most important of which have been variable stars along the instability strip (Leavitt & Pickering 1912; Freedman et al. 2001) and the tip of the red giant branch (Lee et al. 1993; Madore & Freedman 1995). While these methods have been essential for establishing the cosmic distance ladder, they require the detection of individual stars, which significantly limits the range of distances that they can probe from the ground.

Surface brightness fluctuations (SBFs) provide a method for measuring distances to semiresolved galaxies using imaging data alone, making it one of the most promising tools for confirming and studying dwarf galaxies with current and future wide-field imaging surveys. Tonry & Schneider (1988) first established the theoretical framework for SBFs and demonstrated the feasibility of determining extragalactic distances through careful analysis of ground-based imaging.

In essence, the SBF method takes advantage of the discrete nature of stellar systems. The stochasticity in the number of stars within each resolution element of a galaxy image leads to pixel-to-pixel brightness fluctuations, which have a variance that decreases as the square of the galaxy’s distance. Figure 1 illustrates the appearance of SBFs as a function of distance for a simple stellar population of intermediate age and mean surface brightness 24 mag arcsec^{-2}. The simulations assume a ground-based observatory with 0.6″ seeing. The text box in each panel lists the number of stars per resolution element for various phases of stellar evolution. At 0.5 Mpc, individual giant stars are visible, with 0.11 red giant branch (RGB) stars per resolution element. In contrast, the same population at 8 Mpc has 27.8 RGB stars per resolution element, reducing the pixel-to-pixel variance in surface brightness by a factor of ~250.

In the decades that followed the seminal work of Tonry & Schneider (1988), enormous effort has been devoted to developing the SBF method and applying it to early-type systems and spiral bulges from the ground (e.g., Tonry et al. 1990, 1997, 2001)
and space (e.g., Cantiello et al. 2007; Blakeslee et al. 2009, 2010; Jensen et al. 2015; Cantiello et al. 2018b). There has also been considerable work on SBFs in early-type dwarfs (e.g., Jerjen et al. 1998, 2000, 2001; Mieske et al. 2003; Cantiello et al. 2018a). More recently, SBF distance measurements have been obtained for ultra-LSB dwarfs using both space- and ground-based imaging (Blakeslee & Cantiello 2018; Cohen et al. 2018; van Dokkum et al. 2018; Carlsten et al. 2019a).

A challenging but also potentially powerful feature of this method is that the amplitude of luminosity fluctuations in a galaxy depends sensitively on its underlying stellar population. This effect is generally accounted for using the correlation between the SBF signal and integrated color (Tonry et al. 1989) —the so-called fluctuation–color relation. Decades of effort have been devoted to calibrating this relation using both stellar population synthesis (e.g., Buzzoni 1993; Worthey 1993; Liu et al. 2000; Cantiello et al. 2003) and empirical methods (e.g., Tonry et al. 1997; Blakeslee et al. 2000; Cantiello et al. 2018a). This dependence on stellar population parameters can also be seen as a strength of the SBF method, as it provides additional stellar population information that complements integrated light measurements (e.g., Cantiello et al. 2007; Lee et al. 2010; Conroy & van Dokkum 2016; Cook et al. 2019).

Although SBFs have most often been measured in early-type systems in dense environments, much bluer systems are also observed to follow a fluctuation–color relation (e.g., Jerjen et al. 2001; Rekola et al. 2005). The challenge with low-mass blue systems is that they are generally young and actively forming stars, and because young stars tend to cluster, such systems may break the fundamental assumption of the SBF method that the stars are Poisson distributed. Nevertheless, if regions in a blue galaxy that are apparently free of star-forming lumps can be isolated, it is still possible to use SBFs to constrain its distance and stellar population. Indeed, Carlsten et al. (2019a) used archival Canada–France–Hawaii Telescope (CFHT) imaging of dwarf galaxies with tip of the RGB distances to extend the fluctuation–color relation to dwarf galaxies with colors as blue as $g - i \sim 0.3$.

With new and upcoming ground-based imaging surveys such as the Dark Energy Survey (Dark Energy Survey Collaboration et al. 2016), the Hyper Suprime-Cam Subaru Strategic Program (Aihara et al. 2018), and ultimately the Legacy Survey of Space and Time (LSST; Ivezić et al. 2019) with the Rubin Observatory, we are entering a new era for ground-based SBF measurements. From space, the Roman Space Telescope (RST; Spergel et al. 2015) will provide HST-quality imaging in the infrared over large areas of the sky, significantly increasing the number of systems for which it will be possible to measure accurate distances and study stellar populations in both the resolved and semiresolved regimes.

In this work, we study SBFs with stellar population modeling and numerical simulations of astronomical images, with a particular emphasis on low-luminosity stellar systems. The paper is organized as follows. In Section 2, we describe our procedure for generating synthetic stellar populations and modeling their luminosity fluctuations, and we present new theoretical predictions for the fluctuation–color relation for simple stellar populations (SSPs) in the LSST, HST, and RST filter systems. In Section 3, we compare our models with observations of dwarf galaxies that have independently measured distances. In Section 4, we describe our image simulations, which we use in Section 5 to study the feasibility of measuring SBFs in low-luminosity galaxies with LSST-like data. In Section 6, we present the limiting SBF distance, as a function of galaxy stellar mass, that can be reached using images that are comparable to what is expected for 2 yr LSST stacks. Finally, we conclude with a brief summary in Section 7.

2. Modeling Luminosity Fluctuations

2.1. Stellar Population Generation

We adopt the stellar isochrones from the Modules for Experiments in Stellar Astrophysics (MESA; Paxton et al. 2011, 2013, 2015) Isochrones and Stellar Tracks (MIST) project8 (Dotter 2016; Choi et al. 2016). Specifically, we use

---

8 http://waps.cfa.harvard.edu/MIST
version 1.2 of the rotating models with \( v/v_{\text{crit}} = 0.4 \). We restrict our calculations to age and metallicity ranges of \( 8 \leq \log(\text{Age yr}^{-1}) \leq 10.15 \) and \(-2.5 \leq [\text{Fe/H}] \leq 0 \), respectively. We are currently limited to models with solar-scaled abundance ratios but plan to explore SBFs with non-solar-scaled models in the future.

Because rare, luminous stars dominate the SBF signal (see Section 2.3), the treatment of post-main-sequence evolution is especially important for modeling luminosity fluctuations (e.g., Cantiello et al. 2003). In MIST, mass loss in stars with masses below 10 \( M_\odot \) is treated with the prescription of Reimers (1975) along the RGB and that of Bloecker (1995) along the asymptotic giant branch (AGB). The free parameters of these prescriptions are tuned to match observational constraints, including the initial–final stellar mass relation, the AGB luminosity function in the Magellanic Clouds, and asteroseismic measurements from cluster members in the Kepler fields. We refer the reader to Paxton et al. (2011) and Choi et al. (2016) for more details about MIST’s treatment of post-main-sequence evolution.

To generate single-burst stellar populations, we assume the initial mass function from Kroupa (2001), with a minimum mass of 0.1 \( M_\odot \). The maximum masses are set by the MIST isochrones for each combination of age and metallicity. For reference, the maximum mass of an SSP with [\text{Fe/H}] = -1 is 5.1, 2.0, and 0.9 \( M_\odot \) at ages of 100 Myr, 1 Gyr, and 10 Gyr, respectively. For the range of metallicities presented in this work, the maximum masses vary with respect to these values by \( \sim 5\%–15\% \). Note that the choice of mass function is not crucial, as previous work has shown that the SBF signal is relatively insensitive to it (Worthey 1993; Blakeslee et al. 2001; Cantiello et al. 2003). Given a set of initial masses, we then linearly interpolate the MIST isochrones to predict stellar magnitudes.

For our fiducial calculations, we adopt the filter systems of LSST \textit{ugriz}, HST ACS/WFC, and RST, which represent the most important current and future observatories for measuring SBFs from the ground and space. To compare our models to observations, we additionally perform calculations in the Two Micron All Sky Survey (2MASS) \textit{JHK}, (Cohen et al. 2003), \textit{UBVRI} (Bessell & Murphy 2012), and CFHT\footnote{http://www.cfht.hawaii.edu/Instruments/Imaging/Megacam/specsinfo.html} filter systems. Throughout this work, \textit{UBVRIJHK} magnitudes are presented in the Vega system, and all other magnitudes are in the AB system (Oke & Gunn 1983).

### 2.2. Identifying Stellar Evolutionary Phases

Throughout this work, we label phases of stellar evolution according to the MIST primary equivalent evolutionary phases.
(EEPs; Choi et al. 2016; Dotter 2016), which are physically defined reference points that can be identified across a full set of stellar evolution tracks. While this is very useful from a computational point of view, it means that in some cases our terminology will differ from standard nomenclature.

For example, we classify RGB stars as having an MIST EEP number between the terminal age main sequence (EEP = 454) and the tip of the RGB (EEP = 605). Physically, this corresponds to the evolutionary phase between hydrogen exhaustion and core helium burning (CHeB), regardless of initial stellar mass. This makes it possible to identify an RGB phase for high-mass stars, which do not go through a “red giant” phase in the traditional sense. Additionally, the subgiant branch is part of the RGB in this framework. Similarly, the AGB corresponds to the post-CHeB evolutionary phase. Unless explicitly noted, we use the term AGB to refer to the combination of the early and thermally pulsating phases of the AGB.

2.3. The SBF Signal

The SBF signal is traditionally quantified by the ratio of the second moment to the first moment of the stellar luminosity function (Tonry & Schneider 1988):

$$\bar{L} \equiv \frac{\sum n_j L_j^2}{\sum n_j L_j} \equiv \frac{\sigma_L^2}{\langle L \rangle},$$

where $n_j$ is the number of stars of type $j$ with luminosity $L_j$, $\sigma_L^2$ is the luminosity variance, and $\langle ... \rangle$ denotes the expectation value. Equivalently, $\bar{L}$ may be viewed as the luminosity-weighted mean luminosity of a population of stars. The corresponding absolute and apparent fluctuation magnitudes of $\bar{L}$ are denoted as $\bar{\bar{L}}$ and $\bar{\bar{L}}$, respectively. As noted by Blakeslee et al. (2001), $\bar{L}$ is well defined for any population of stars in any bandpass.

As is clear from Equation (1), the SBF signal is a function of the underlying stellar population. In general, the most luminous (and hence rare) stars contribute most to the fluctuation signal, and the specific stellar phase that dominates is a strong function of age, metallicity, and the observation bandpass (e.g., Liu et al. 2000). We illustrate this point in Figure 2, which shows the fraction of $(L)$ and $\sigma_L^2$ in the $g$ and $z$ bands that is contributed by different phases of stellar evolution. Note that the signal fractions presented here are subject to large model uncertainties and are primarily meant to provide an approximate sense of the dominant stellar contributors to these two important observables, as predicted by the MIST models.

Each panel of Figure 2 summarizes the signal fractions from 1000 realizations of an SSP of stellar mass $10^7 M_\odot$ with the indicated age (top of each column) and metallicity (far right of each row). The error bars indicate the 1σ spread of the realizations, which is due to incompletely sampling the mass function (see Section 2.6). The median values of the data points are consistent with an SSP that fully samples the mass function. For a $10^7 M_\odot$ SSP, all error bars are comparable in size to the symbol sizes.

The $g$-band luminosity variance is always dominated by post-main-sequence stars. In contrast, $\sim25\%$–$50\%$ of the luminosity in this bandpass originates from the main sequence (MS), regardless of age and metallicity. RGB stars are often named as the dominant source of SBFs, but this is only true for stellar populations with log(Age yr$^{-1}$) $\gtrsim$ 9.5. At younger ages, AGB stars are important contributors to the SBF signal, with significant stochasticity in their contribution to low-mass stellar systems due to the short lived and luminous nature of this phase of stellar evolution. The age at which the RGB begins to contribute SBFs is a function of metallicity, with RGB stars in young SSPs. The reason for this trend with metallicity is that the CHeB stars become hotter and more luminous as the metal content decreases due to a lower Rosseland mean opacity (e.g., Choi et al. 2016), leading to their larger contribution to both the integrated flux and SBF signals.

In contrast to the $g$ band, AGB stars generally do not contribute much to the $z$-band signals, leading to far less scatter
becomes fainter with decreasing wavelength, and SBFs from older SSPs in redder bandpasses have a weaker dependence on metallicity, making them best suited as distance indicators. In contrast, $u$-band SBF is an excellent metallicity tracer, with little age dependence for ages $\geq 3$ Gyr, though its intrinsic faintness and the $u$ band’s poor filter throughput make it difficult to observe in practice.

between SSP realizations in this bluer band. Similar to the $z$ band, the RGB dominates the $g$-band luminosity variance at the oldest ages, though CHeB stars become important contributors in old SSPs with high metallicity.

For a metal-poor stellar population, at what age—or equivalently, color—does the RGB become a subdominant contributor to the SBF signal? At this transition color, we might expect an inflection point in the fluctuation–color relation. We explore this question in the top panel of Figure 3, which shows the LSST $g$- and $i$-band luminosity variance contributed by RGB, AGB (which includes both early and thermally pulsating AGB stars), and CHeB stars for an SSP with $[\text{Fe}/\text{H}] = -1.5$, plotted as a function of $g - i$ color and age. The bottom panel shows the relative number of stars in each of the phases shown in the top panel compared to the number of main-sequence stars. For colors redward of $g - i \sim 0.5$, RGB stars dominate the fluctuations. In contrast, fluctuations from bluer populations begin to be dominated by AGB and CHeB stars, with the relative fractions depending on bandpass and metallicity. The $g$-band fluctuation magnitude in particular is an excellent probe of CHeB stars for SSPs with $g - i < 0.4$.

Figures 2 and 3 illustrate the well-known idea that, in principle, it is possible to use SBFs to isolate and study specific phases of stellar evolution in semiresolved galaxies (e.g., Liu et al. 2000; Raimondo et al. 2005; González-Lópezlira et al. 2010; Lee et al. 2010; van Dokkum & Conroy 2014; Conroy & van Dokkum 2016; Mitzkus et al. 2018; Cook et al. 2019), provided the distance to the system is known and it is relatively simple both in terms of its stellar population and morphology.

2.4. The Fluctuation–Color Relation

Here, we present the MIST predictions for absolute fluctuation magnitudes ($M_{\text{fl}}$) and their dependence on SSP parameters for ground- (LSST) and space-based (HST and RST) observatories. In order to convert apparent fluctuation magnitudes into absolute units, information about the underlying stellar population is necessary. This is usually parameterized using galaxy colors, because for old SSPs ($\geq 5$ Gyr), $M_{\text{fl}}$ is an approximately linear or constant function of integrated color, depending on the bandpass (e.g., Tonry 1991; Blakeslee et al. 2001). The “fluctuation–color relation” must be calibrated empirically with systems of known distance (e.g., Tonry et al. 1997; Jerjen et al. 2001; Blakeslee et al. 2010; Carlsten et al. 2019a) or theoretically using stellar populations synthesis (e.g., Worthey 1993; Liu et al. 2000; Cantiello et al. 2003; Raimondo et al. 2005).

In Figure 4, we show absolute fluctuation magnitudes in the LSST $ugrizy$ filter system as a function of metallicity, age, and $g - i$ color. The data for this figure are in Table 1. As previous studies have shown, the fluctuation magnitude generally brightens with increasing bandpass wavelength, regardless of the stellar population parameters. This trend is due to the increasing contribution of giant stars to the fluctuation signal in redder bandpasses (see Figure 2). Consistent with observations, the signal becomes fainter as the metallicity increases for wavelengths blueward of $\sim 1 \mu$m, and the amplitude of this trend decreases with increasing wavelength. As first predicted by Worthey (1993), the SBF signal from old SSPs in the $y$ band, which falls between $\sim 0.8 \mu$m and $1.2 \mu$m, is roughly independent of metallicity (color), making it a promising distance indicator.

At the other end of the spectrum, the $u$ band has a steep metallicity dependence and, similar to the other filters, a weak age dependence for SSPs that are older than $\sim 3$ Gyr. Although SBFs in the $u$ band are exceedingly difficult to observe in practice due to their intrinsic faintness and the $u$ band’s poor filter throughput, they have great potential as a stellar metallicity tracer, as well as a general probe of stellar populations. This was previously pointed out by Cantiello et al. (2003) for the Johnson–Cousins $U$ and $B$ bands.
In the top panel of Figure 5, we show absolute fluctuation magnitudes in the HST ACS/WFC filter system as a function of metallicity, age, and F475W − F814W color. The ranges of age and metallicity are the same as in Figure 4. The trends between bandpass and stellar population parameters are qualitatively similar to the LSST predictions. Extensive work has been done on empirically and theoretically calculating the fluctuation–color relation in the HST filter system, with a particular focus on stellar populations that are similar to early-type galaxies in groups and clusters (e.g., Blakeslee et al. 2001; Cantiello et al. 2003).

The solid black line in the top-right panel shows the F814W SBF versus F475W − F814W color empirical calibration from Blakeslee et al. (2010), which is approximately linear in the color range 1.06 < F475W − F814W < 1.32. The dotted black line shows the linear extrapolation of this calibration, with the 1σ uncertainties indicated by the gray shaded region.

The zero point of the MIST relation is in good agreement with the empirical calibration, but the slope of the model prediction is slightly steeper within this color range—a qualitatively similar discrepancy is seen in the model comparison in Figure 6 of Blakeslee et al. (2010).

With the resolution of HST but 100× the field of view, RST has the potential to become our most powerful SBF observatory. Importantly, RST’s proposed infrared filter set has four filters in the wavelength range 1–2 μm, and SBFs are much brighter at infrared wavelengths than at optical wavelengths (Worthey 1993). Infrared SBFs have long been recognized as a way to extend the reach of the SBF method from the ground (Jensen et al. 1998) and space (Jensen et al. 2003). For bright elliptical galaxies, Jensen et al. (2015) showed that it is possible to measure ~5% distances out to ~80 Mpc using a single-orbit observation with the Wide Field Camera 3 Infrared Channel on HST.
In the bottom panel of Figure 5, we show the SBF predictions for the proposed RST filter set. As expected from previous work, the fluctuation magnitude brightens with increasing metallicity for wavelengths $\gtrsim 1 \mu m$. Similar to the LSST’s $y$ band, the Y106 SBF signal is nearly independent of metallicity for old SSPs. For the reddest filters, the fluctuation magnitude can be as much as $\sim 4-5$ magnitudes brighter than the corresponding optical signal. However, the metallicity dependence steadily steepens for filters redward of $1 \mu m$, which is a challenge for calibrating infrared SBFs as a distance indicator. We provide HST and RST fluctuation magnitudes and mean magnitudes for color calculations in Tables 2 and 3, respectively.

2.5. Isochrone Comparison

Many theoretical SBF predictions exist in the literature, which make different assumptions about important and often uncertain aspects of stellar evolution such as the treatment of mass loss along the RGB and AGB (e.g., Blakeslee et al. 2001; Cantiello et al. 2003; Raimondo et al. 2005; Raimondo 2009; González-Lópezlira et al. 2010). However, the large number of assumptions and input parameters required to run stellar population synthesis codes (e.g., Conroy 2013) makes it difficult to directly compare different model predictions.

To compare our results with SBF predictions based on different isochrones, we use the Flexible Stellar Population Synthesis software package (Conroy et al. 2009; Conroy & Gunn 2010) to consistently calculate fluctuation magnitudes based on the MIST, BaSTI (Pietrinferni et al. 2004; Cordier et al. 2007), and PARSEC (Bressan et al. 2012) isochrones. By holding all other model inputs fixed (e.g., initial mass function, spectral library, and filter throughput functions), we isolate the effect that varying the isochrones has on the SBF signal.

For each isochrone set, we calculate SBF predictions as a function of SSP age in standard $UBVRIJHK_s$ filters to cover
wavelengths from the optical to near-infrared. In Figure 6, we show the difference in fluctuation magnitudes \( \delta M = M_{\text{BaSTI}} - M_{\text{MIST}} \), where \( x \) is the bandpass and “compare” refers to the BaSTI (red lines) and PARSEC (blue lines) isochrones, the comparison isochrones. We show results for SSPs with [Fe/H] = −1.5 (solid lines) and [Fe/H] = 0 (dotted lines).

The agreement between MIST and the comparison isochrones is generally better for older ages, as expected given the large uncertainties and timescales associated with the flux contributed by short-lived massive stars. For ages older than 3 Gyr, MIST differs with PARSEC at the \( \sim 10\% - 30\% \) level in bandpasses blueward of \( \sim 1 \mu m \). The disagreement with BaSTI over this same wavelength and age range is much larger, with differences at the \( \sim 15\% - 90\% \) level, depending on bandpass. In both comparisons, the agreement is generally better in the blue bandpasses, with the exception of the \( U \) band at solar metallicity near 10 Gyr. At near-infrared wavelengths, there is excellent agreement between MIST and PARSEC, with differences at the \( \sim 5\% \) level for low-metallicity SSPs with ages \( \geq 3 \) Gyr. In contrast, the low-metallicity BaSTI near-infrared SBF magnitudes are typically offset by nearly 1 mag. That the largest discrepancies are in the near-infrared is not too surprising, as the uncertain AGB phase dominates the flux at these red wavelengths.

The overall level of disagreement in Figure 6 is concerning, though it is in line with known isochrone-driven differences between evolutionary calculations (e.g., see Figures 33–34 in Choi et al. 2016). The great challenge is that clean, simple filter system. Calculations assume the Kroupa (2001) IMF, and magnitudes are in the AB magnitude system.
overshooting and mass-loss. For additional isochrone comparisons, we refer the reader to Choi et al. (2016).

### 2.6. Undersampling the Mass Function

Theoretical predictions for fluctuation magnitudes generally assume the mass function has been fully populated, an assumption that is easily satisfied in giant elliptical galaxies but is likely false in low-luminosity stellar systems such as star clusters and low-mass dwarf galaxies (e.g., Santos & Frogel 1997; Raimondo et al. 2005). For systems with stellar masses \( < 10^4 M_\odot \), stochasticity in the number of stars in rare, luminous evolutionary phases leads to “sampling scatter” in the fluctuation signal. Furthermore, SBFs are often measured within a subset of a galaxy’s pixels, because some regions of the image might not be suitable for SBF measurements (e.g., due to foreground/background objects, star-forming knots, and/or dust lanes); thus, sampling of the mass function may be an important consideration for more massive dwarf galaxies, depending on the fraction of their surface area that must be masked.

In Figure 7, we show fluctuation magnitudes in LSST griz filters for SSPs with masses of \( 10^4 \) (left), \( 10^5 \) (middle), and \( 10^6 M_\odot \) (right). The calculations assume a metallicity of [Fe/H] = −1.5 and ages of 1 Gyr (bottom row) and 10 Gyr (top row). The dotted lines indicate \( \bar{M} \) for a fully sampled mass function. As expected, the sampling scatter increases with decreasing stellar mass. Interestingly, at fixed stellar mass, the sampling scatter is lower for bluer bandpasses, with little to no bias in the \( g \) band across this range of SSP parameters. A similar effect is also apparent in the models of Raimondo et al. (2005), as can be seen in Figure 2.

The lower sampling scatter in blue compared to red bandpasses is due to the \( \sim 1-6 \) mag fainter flux from rare AGB stars, as well as the increased signal contribution from
comparatively less rare CHeB stars. Therefore, for very low-mass galaxies, SBFs in bluer bands such as $u$ or $g$ have potential as distance indicators, though this comes at the cost of much fainter SBF magnitudes and a steeper metallicity dependence than in redder bandpasses (see Section 2.4). The stronger dependence of blue bandpasses on stellar population parameters (see Figure 4) means a robust SBF–color calibration and accurate color measurements would be required to take advantage of the smaller sampling scatter.

The strongly non-Gaussian shapes of the distributions in Figure 7, particularly those in the bottom row, are primarily driven by the number of thermally pulsating AGB stars. Note, for example, the bottom-left panel, for which the distributions of the red bands ($riz$) are bimodal, with one peak corresponding to zero thermally pulsating AGB stars and the other corresponding to a nonzero number. The better-behaved distributions in the top row can be understood from an inspection of the second and fourth rows of Figure 2. For an SSP of age 1 Gyr, the thermally pulsating AGB dominates the SBF signal in the $z$-band, whereas the RGB and CHeB phase dominate it in the $g$-band, and when the SSP reaches 10 Gyr in age, the RGB dominates both bandpasses, leading to more stability in the predicted fluctuation signal.

In practice, the stellar mass (or absolute magnitude) within an SBF measurement aperture determines the amount of scatter in $\overline{M}$. In Figure 8, we show the sampling scatter in LSST $ugrizy$ fluctuation magnitudes as a function of SSP age for a metal-poor SSP of age 1 Gyr (solid lines) and 10 Gyr (dashed lines). Denoted as $\sigma_{M}$, we quantify the sampling scatter as the standard deviation of the model absolute SBF magnitudes. At 10 Gyr, the scatter ranges from $\lesssim 0.1$ at $M_{i} = -10$ (which corresponds to $M_{i} \sim 10^{6} M_{\odot}$) to larger than a magnitude for the lowest-mass systems. In red bandpasses, the scatter from young to intermediate-age populations is generally larger by $\sim 0.3$–0.5 mag compared to old populations, except for the lowest luminosities, where $\sigma_{M} \geq 1$ mag for older populations and the distribution of $\overline{M}$ is bimodal in younger populations (see Figure 7).

In massive elliptical galaxies, the “cosmic scatter” in the fluctuation–color relation due to intrinsic stellar population variations was measured by Blakeslee et al. (2009) to be $\sim 0.06$ mag. Intrinsic scatter (whether due to sampling or stellar population effects) has yet to be measured in low-mass galaxies.
with $M_* \sim 10^6 M_\odot$. The typical observational uncertainties in SBF measurements of such systems are on the order of 0.3 mag (Cohen et al. 2018; Carlsten et al. 2019a), which is larger than the predicted sampling scatter by ~0.2 mag.

### 3. Comparison to Observations

#### 3.1. Optical SBFs in Dwarf Galaxies

In this section, we compare MIST optical fluctuation–color relations to observations of dwarf galaxies, which have bluer colors and lower luminosities than galaxies used for most previous comparisons between theory and observations. Our comparison data come from the CFHT (Carlsten et al. 2019a) and HST (Cohen et al. 2018). Importantly, all of the galaxies in this comparison sample have independently measured distances based on the tip of the RGB method, which we use to directly convert apparent fluctuation magnitudes into absolute units.

The tip of the RGB distance measurements from Carlsten et al. (2019a) were mostly drawn from the nearby galaxy catalog of Karachentsev et al. (2013), with additional distances taken from Cohen et al. (2018) and Martínez-Delgado et al. (2018). The characteristic uncertainty in determining the tip of the RGB is ~0.1 mag or 5% in...
3.1.1. Models with Simple Stellar Populations

In the top row of Figure 9, we compare MIST predictions for simple stellar populations (SSPs) with the indicated metallicities and ages spanning 100 Myr to 12.5 Gyr. In the bottom row, we show predictions for composite stellar populations (CSPs). The red lines show our double-burst model, which is described by Equation (2). The dashed black lines show the predictions for a stellar population that has undergone constant star formation, where we vary the time since the star formation ended ($t_{\text{end}}$). We indicate some values of $t_{\text{end}}$ with the squares in the bottom-right panel. For reference, the two gray error bars without data points in each panel show the SBF magnitude uncertainty associated with fractional distance errors of 10% and 25%. Red and old stellar populations are well described by SSPs, but for the bluest and youngest galaxies, the double-burst model shows better agreement than single-age populations.

3.1.1. Models with Simple Stellar Populations

In the top row of Figure 9, we compare MIST predictions for SSPs with the observed CFHT $M_i$ versus $(g - i)$ and HST $M_{814}$ versus $(V_{606} - I_{814})$ relations. It is well established that theoretical SSP colors and SBF magnitudes are consistent with the observed fluctuation–color relation for old, red galaxies (e.g., Cantiello et al. 2018a), as can be seen in our comparison with the empirical calibration of Blakeslee et al. (2010) in the top-right panel of Figure 5. However, the extent to which models agree with observations of bluer and lower-luminosity systems—a regime that will become increasingly more relevant as the next generation of wide-field surveys come online—remains an open question. While resolved-star observations of nearby dwarf galaxies reveal that they have generally undergone complex star formation histories (McQuinn et al. 2010a, 2010b; Weisz et al. 2011, 2014), SSPs are still a useful point of comparison, because they are easy to interpret, and we might expect them to become more accurate as we push to the lowest-luminosity systems.

The purple lines in Figure 9 show the MIST predictions for ages spanning 100 Myr to 12.5 Gyr. We show predictions for SSPs with metallicities of $[\text{Fe/H}] = -1.5, -1, \text{ and } -0.5$; higher metallicities are unlikely for such low-luminosity systems (Kirby et al. 2013) and lead to predictions that are less consistent with the data. For reference, the two gray error bars without data points in each panel show the SBF magnitude uncertainty associated with fractional distance errors of 10% and 25%.

Consistent with Cantiello et al. (2018a), we find that the MIST SSPs are in excellent agreement with the CFHT
observations for colors $g - i \gtrsim 0.5$. We also see that the bluest galaxies observed by Carlsten et al. (2019a) are consistent with very young SSPs with [Fe/H] = −1, but there are currently only three galaxies with published data in this regime. Intriguingly, there is a region of parameter space near $g - i \sim 0.4$ that is inconsistent with pure SSPs—this color is also near the transition color where AGB stars begin to dominate the i-band fluctuation signal in metal-poor systems (Figure 3).

For the comparison with HST, the data are fully consistent with the SSP predictions, though the observational uncertainties are large and the fluctuation–color relation is steep, making it difficult to distinguish between different model predictions. Note the Cohen et al. (2018) objects are predominantly quenched spheroidal systems in group environments, whereas the Carlsten et al. (2019a) objects span group and field environments, with the bluest systems being in the field. We, therefore, expect the stellar populations of the CFHT sample (left column of Figure 9) to be more diverse than the HST sample (right column). In fact, nine of the Cohen et al. (2018) objects are included in the Carlsten et al. (2019a) sample, eight of which have $g - i \gtrsim 0.5$ and i-band SBFs that are consistent with old, metal-poor SSPs.

### 3.1.2. Models with Composite Stellar Populations

In the top-left panel of Figure 9, the SSP models predict fluctuation magnitudes that are too faint near $g - i \sim 0.4$. While there are large model uncertainties in this color regime (e.g., the contribution from AGB stars), this discrepancy may suggest that composite stellar populations (CSPs) are needed to explain the data. This hypothesis is consistent with the visual appearance of the blue ($g - i \lesssim 0.5$) galaxies from the CFHT sample, most of which have irregular morphologies and show clear evidence of the presence of a young stellar population (e.g., ultraviolet emission and bright blue knots, which must be masked for the SBF measurement) embedded within an older, redder stellar population.

We explore this CSP scenario using a simple “double-burst” model composed of two SSPs. The primary SSP is old with an age of 12.5 Gyr and [Fe/H] = −1.5, and the secondary SSP is very young with an age of 200 Myr and [Fe/H] = −1. We then vary the contribution from the secondary population from 0%–50% to generate a sequence of double-burst models.

The total fluctuation luminosity is calculated as

$$L = \frac{\beta \sum n_j L_j^{2, \text{young}} + (1 - \beta) \sum n_k L_k^{2, \text{old}}}{\beta \sum n_j L_j^{2, \text{young}} + (1 - \beta) \sum n_k L_k^{2, \text{old}}}$$

where the old and young subscripts refer to the two subpopulations, and $\beta \in [0, 0.5]$ is the fraction of stars contributed by a second instantaneous burst of star formation—in other words, $\beta$ parameterizes the scale of the second burst of star formation compared to the stellar population that formed at early times.

The double-burst models are indicated by the red lines in the bottom row of Figure 9. The agreement with the observed CFHT relation is very good across the entire color range, and it is generally much better than that of pure SSPs. Although dwarf galaxy formation histories are certainly more complex and diverse than the double-burst scenario, this simple model nevertheless demonstrates that composite populations can reproduce the observed fluctuation–color relation of dwarf galaxies.

To explore the sensitivity of the theoretical predictions to star formation history, we generated a set of constant star formation models using the model library `PCMDpy` (Cook et al. 2019). The dashed black lines in the bottom row of Figure 9 show the predictions for a stellar population that has undergone constant star formation, where we vary the time since the star formation ended ($t_{\text{end}}$). The solid black squares indicate where the star formation ended $10^{10}$, $10^9$, and $10^8$ yr ago. For all of the constant star formation models, we assume a metallicity of [Fe/H] = −1.5; we verified that our results are not significantly changed if we instead assume a Gaussian metallicity distribution centered at [Fe/H] = −1.5 with a width of 0.2 dex.

For the models considered here, the overall shape of the observed CFHT relation is best matched by the double-burst model, particularly in the color range $0.25 \lesssim g - i \lesssim 0.65$. There are, however, regions of parameter space that are degenerate between the double-burst, constant star formation, and SSP models, especially given the relatively large observational uncertainties. This degeneracy between different star formation histories is encouraging for measuring SBF distances to blue stellar populations. On the other hand, it limits the stellar population information content that can be extracted from such systems using luminosity fluctuations.

Composite stellar populations have previously been invoked to explain SBF observations (e.g., Tonry et al. 1990; Liu et al. 2002). For more massive early-type systems, three-component models from Blakeslee et al. (2001) reproduce the observed i-band SBF slope and are consistent with infrared SBF observations (Jensen et al. 2003). For dwarf spheroidals, Jerjen et al. (2000) adopted a two-component model composed of an old, metal-poor population and an intermediate-age population of solar metallicity that contributes 10%–30% of the signal. These authors identified two “branches”—one linear branch and one curved branch—in the observed and theoretical fluctuation–color planes. They suggest the curved branch is due to very old, metal-poor populations, and the linear branch requires increasing fractions of younger stars.

The dwarf spheroidal sample of Jerjen et al. (2000) spanned the color range $1 < B - R < 1.3$, which for a metal-poor SSP of age 10 Gyr, corresponds to approximately $0.6 < g - i < 0.9$ in the CFHT filter system. While we are exploring much bluer colors and younger stellar populations than Jerjen et al. (2000), our double-burst model results are also consistent with the fluctuation–color relation for dwarf galaxies consisting of two branches. The first branch is linear and is well-described by old SSPs (not shown in Figure 9), and the second branch curves away from an extrapolation of the linear branch toward fainter SBF magnitudes and is associated with composite stellar populations.

### 3.2. Optical SBFs in Luminous Red Galaxies

Although our primary focus is SBFs in low-luminosity galaxies, it is still useful to compare our models with SBF observations of more-luminous systems, which tend to be redder and more metal rich. In Figure 10, we compare the MIST models with the observed CFHT i band versus $g - i$ color relation for luminous red galaxies in the Virgo cluster (Cantiello et al. 2018a). To convert the apparent fluctuation magnitudes to absolute units, we use the SBF distance measurements from Mei et al. (2007), which were derived from high-quality HST data from the ACS Virgo Cluster.
related to the RGB temperature in high-metallicity MIST models, which will be addressed in future work.

In Figure 10, dotted black lines show models of constant metallicity (with $3 \, \text{Gyr} \leq \text{Age} \leq 14 \, \text{Gyr}$), and dashed green lines show models of constant age (with $-0.75 \leq [\text{Fe/H}] \leq 0$). The model parameters are indicated in the figure. While the MIST models show good agreement with the data, the inferred metallicities are lower than expected for this galaxy sample. We speculate this issue is related to the RGB temperature in high-metallicity MIST models, which will be addressed in future work.

3.3. Near-infrared SBFs in Star Clusters

As shown in previous work (e.g., Worthey 1993; Jensen et al. 1998) and Section 2.4, the large luminosities and red colors of giant stars make SBFs much more luminous in the infrared than the optical. Infrared observations thus provide a powerful test for theoretical SBF calculations. In Figure 11, we compare our models with 2MASS observations of star clusters in the Large and Small Magellanic Clouds. González et al. (2004) carried out the SBF and color measurements by stacking the star clusters in bins of age to reduce the impact of stochastic stellar population effects (e.g., Section 2.6). We show SBF–color relations using both near-infrared (first three columns) and optical (rightmost column; González-Lópezlira et al. 2005) colors. The star clusters span a wide age range of $\sim 10 \, \text{Myr}$ to $14 \, \text{Gyr}$, with a low average metallicity of $\sim 0.3$ to 0.5 times solar (Cohen 1982), making this an excellent comparison data set for our models.

For the infrared SBF versus $V - I$ relations in the rightmost panel, MIST is in excellent agreement with the observations. The inferred SSP parameters are consistent with expectations based on previous work (e.g., Cohen 1982; González et al. 2004)—the oldest star clusters have an average metallicity of $[\text{Fe/H}] \approx -1.5$, and younger clusters have an average metallicity of roughly half the solar value. For near-infrared colors, however, the results are mixed. MIST is in good agreement with observations of the youngest and oldest star clusters, but its predicted near-infrared colors are $\sim 0.05$–0.1 mag bluer than observations of intermediate-age star clusters. This discrepancy is particularly clear in the third column, which shows $H - K_s$ colors.

One possible explanation for the near-infrared color offset may be that MIST underpredicts the number of AGB stars in SSPs with the parameters considered here. Choi et al. (2016) showed that MIST does indeed underpredict the number of AGB stars in the Large Magellanic Cloud, but its predictions are in relatively good agreement with the observed AGB population of the Small Magellanic Cloud. This issue will be explored in more detail in a future version of MIST. For now, we caution that—at intermediate SSP ages—the near-infrared colors presented in this work are likely too blue, and if the reason is related to underpredicting the number of AGB stars, this will impact our calculations of the SBF contributions from AGB stars in Section 2.3.

The near-infrared color discrepancies notwithstanding, it is worth noting the clear separation of age and metallicity in near-infrared SBF versus $H - K_s$ parameter space, where the SBF magnitudes depend mostly on metallicity and the colors depend mostly on age. The potential of near-infrared SBF measurements to break the age–metallicity degeneracy is well known (e.g., Blakeslee et al. 2001), and such measurements will likely play a major role in extragalactic studies in the RST era.

4. Image Simulations

To study the measurement of SBFs in practice, we use image simulations in which dwarf galaxies are built star by star from the faint end of the main sequence to the most-luminous phases of stellar evolution. Tonry & Schneider (1988) used conceptually similar image simulations (Bahcall & Schneider 1988) to demonstrate the efficacy of their novel method, though their simulations were necessarily limited. More recently, SBFs have generally been simulated by injecting Poisson variance into mock galaxies with smooth surface brightness distributions (e.g., Mei et al. 2001, 2005; Mieske et al. 2003; Cantiello et al. 2007; Carlsten et al. 2019a).

Because we are interested in low-luminosity galaxies composed of $\sim 10^5$–$10^8$ stars, it is computationally feasible to build a large number of synthetic galaxy images one star at a time. This means that SBFs in our simulations are exactly analogous to real observations. Furthermore, by selectively injecting stars, we can straightforwardly disentangle the SBF and luminosity signals from various phases of stellar evolution and use our mock images to build intuition for how stellar populations appear in real observations with arbitrary galaxy properties and observing conditions. In this work, we focus on ground-based observing conditions that are similar to what is expected to be typical for LSST.
4.1. ArtPop

We create our image simulations using an updated version of the code ArtPop, which was introduced in Danieli et al. (2018). An expanded and generalized implementation of the code will be made publicly available in the near future (J. Greco & S. Danieli, in preparation). Here, we give a brief overview of the relevant aspects of the code.

ArtPop takes the following parameters as input: the total stellar mass or number of stars to be simulated, stellar population and galaxy morphology parameters, the distance to the stellar system, the pixel scale, the photometric system, the point-spread function (PSF), and various other parameters that control the noise and count level in the image.

Given a set of observational parameters, ArtPop calculates stellar magnitudes based on the MIST isochrones using the procedure described in Section 2.1. Stellar magnitudes in bandpass $x$ are converted to photon counts using the analytic expression

$$C_x = A \frac{t_{\text{exp}} \Delta \lambda_x}{h} \frac{10^{-0.4(m_x + 48.6)}}{\lambda_{\text{eff},x}},$$

(3)

where $A$ is the collecting area of the telescope, $t_{\text{exp}}$ is the exposure time, $h$ is the Planck constant, $\Delta \lambda_x$ and $\lambda_{\text{eff},x}$ are the width and effective wavelength of bandpass $x$, and $m_x$ is the stellar AB magnitude in bandpass $x$.

ArtPop then injects the stars into an image according to a user-specified spatial distribution and convolves with the PSF. Finally, noise is added to the image. For a fully artificial observation, Poisson noise is generated from the combined counts of the source and sky, and the read noise is assumed to be Gaussian. If instead the galaxy is injected into a real image, Poisson noise is optionally generated from the source counts before converting into the image flux units, provided the necessary parameters for Equation (3) are given as input.

In Figure 12, we show example ArtPop mock observations of two dwarf galaxies at a distance of 5 Mpc. The dwarf galaxies are both composed of an SSP with stars distributed according to a Sérsic surface brightness distribution (Sérsic 1968) with $n = 0.8$. All of their physical properties are the same except one (top) is very young with $\log(\text{Age yr}^{-1}) = 8.5$ and the other (bottom) is of intermediate age with $\log(\text{Age yr}^{-1}) = 9.5$. The stellar mass, metallicity, and effective radius of both galaxies are $M_* = 10^6 M_\odot$, $[\text{Fe}/H] = -1.5$, and $r_{\text{eff}} = 550$ pc, respectively. The mock observations are tuned to resemble an LSST-like observatory.
The cutouts are gri-composite images (Lupton et al. 2004) with exposure times of 1.5 hr in $i$ and 45 minutes in $g$ and $r$.

For each dwarf, the four images on the right deconstruct the full SSP image, which is shown in the inset of the left panel, into the four indicated phases of stellar evolution. As throughout this
work, the RGB includes the subgiant branch, and the AGB includes the early and thermally pulsating AGB—see Section 2.2 for a note about how we label stellar evolutionary phases. The Hertzsprung–Russell diagrams on the left show the temperatures and luminosities of the stars that were injected into the corresponding mock images.

The images in Figure 12 are excellent intuition builders for interpreting semiresolved images of dwarf galaxies. At a glance, we see the smooth Sérsic distribution of the blue main sequence and SBFs dominated by CHeB stars at early times and the RGB at later times, consistent with our calculations in Figure 2. The AGB is the most luminous and rarest phase in both galaxies and thus contributes non-negligible luminosity fluctuations that are clearly visible in the full SSP images. Intriguingly, AGB stars are easy to identify in the younger galaxy due to the high contrast between their red colors and the blue light from the main sequence and CHeB stars, which suggests ground-based surveys with LSST-quality imaging have the potential to shed light upon this rare phase of stellar evolution using nearby dwarf galaxies.

4.2. Dwarf Galaxy Physical Parameters

In the sections that follow, we simulate thousands of dwarf galaxies with stellar masses ranging from the ultra-faint \(10^4 \leq M_* \leq 10^5 M_\odot\) to low-mass classical \((M_* \leq 10^7 M_\odot)\) regimes. The galaxies are assumed to be pure SSPs with Sérsic surface brightness distributions. For all galaxies, we use an ellipticity of 0.3 and Sérsic index of \(n = 0.8\), consistent with the median values of LSB galaxies observed with the Hyper Suprime-Cam Survey (Greco et al. 2018).

For a given stellar mass, we assume empirical scaling relations to derive effective radii and stellar metallicities. For effective radii, we use the mass–size relation compiled by Danieli et al. (2018). Because we are particularly interested in diffuse stellar systems, we use radii that are larger by 1σ = 0.32 dex than this relation:

\[
\log(r_{\text{eff}}/\text{kpc}) = 0.23 \log(M_*/M_\odot) - 1.93 + 0.32. \tag{4}
\]

For stellar metallicity, we use the mean mass–metallicity relation for dwarf galaxies from Kirby et al. (2013):

\[
[\text{Fe/H}] = -1.69 + 0.3 \log \left( \frac{M_*}{10^6 M_\odot} \right). \tag{5}
\]

We note that using surface brightness to derive stellar metallicity (e.g., van Dokkum et al. 2019) leads to metallicities that are typically higher by ~0.4 dex compared to those derived from Equation (5)—we verified that our results are not significantly impacted by this choice.

5. Measuring SBFs in Practice

SBFs from a semiresolved stellar system are traditionally measured using the azimuthally averaged power spectrum of its image, as first demonstrated by Tonry & Schneider (1988). The advantage of this method is that it cleanly separates sources of fluctuations that are PSF convolved—such as Poisson fluctuations in the number of giant stars in each pixel—from those that are due to noise in the detector. Assuming random phases from pixel to pixel, the latter fluctuations produce white noise and thus contribute a constant offset to the power spectrum. In contrast, power from PSF-convolved sources boosts the amplitude of the PSF power spectrum.

A major challenge to this approach is that astrophysical sources such as globular clusters and background galaxies also produce fluctuations on the scale of the PSF. While the power from these sources can be modeled and subtracted under reasonable assumptions, fluctuations arising from sources like star-forming regions and/or dust lanes need to be aggressively masked. There is extensive literature that addresses the subtleties of measuring SBFs via the power spectrum method (e.g., Tonry & Schneider 1988; Blakeslee & Tonry 1995; Liu et al. 2002; Mei et al. 2005; Cantiello et al. 2007; Jensen et al. 2015). In this section, we describe the procedure we follow to measure SBFs (Section 5.1), which we then apply to idealized (Section 5.2) and realistic (Section 5.3) mock dwarf galaxy images.

5.1. The Power Spectrum Method

In outline, the major steps for measuring SBFs in a galaxy image are (1) model and subtract the galaxy’s mean surface brightness distribution, and divide the residual image by the square root of the model to normalize the scale of fluctuations; (2) mask sources of fluctuations that are not due to stellar SBFs arising in the galaxy of interest; (3) Fourier transform the masked residual image and calculate the azimuthally averaged power spectrum, from which the variance of fluctuations may be determined as described below; (4) depending on the image quality, data reduction procedure, and the nature of the target galaxy, it may also be necessary to subtract the additional signal from contaminating sources such as globular clusters, faint background galaxies, and/or correlated noise from resampling.

Assuming steps (1) through (3) have been completed, the azimuthally averaged power spectrum of the normalized residual image is modeled as

\[
P(k) = \sigma_{\text{SBF}}^2 \times E(k) + \sigma_{\text{WN}}^2, \tag{6}
\]

where \(\sigma_{\text{SBF}}^2\) is the variance from PSF-convolved sources (the desired signal), \(\sigma_{\text{WN}}^2\) is the white (uncorrelated) noise variance associated with the detector, and \(k\) is the spatial frequency in units of inverse pixels. The multiplicative factor \(E(k)\) is the azimuthally averaged “expectation power spectrum” (Tonry et al. 1990), which is given by the two-dimensional convolution of the power spectra of the PSF and object mask:

\[
E(k_x, k_y) = |\text{PSF}(k_x, k_y)|^2 \oplus |M(k_x, k_y)|^2. \tag{7}
\]

We zero-pad the PSF before calculating its Fourier transform to increase its frequency sampling rate to match that of the object mask. To solve Equation (6) for \(\sigma_{\text{SBF}}^2\) and \(\sigma_{\text{WN}}^2\), we use standard nonlinear least-squares fitting implemented in the scipy software package.

The recovered fluctuation magnitude is sensitive to the range of \(k\) values over which the fit is performed (e.g., Mieske et al. 2003; Cantiello et al. 2005). At low \(k\) (large spatial scales), residual structure from imperfect galaxy subtraction often compromises the expected power spectrum. At large \(k\) (small spatial scales), correlated noise between pixels can lead to spurious fits (Mei et al. 2005). This issue is usually addressed on a per-object basis because it depends on the quality of the galaxy subtraction, or by iteratively fitting the power spectrum while varying the range of \(k\) values to quantify the statistical uncertainty of the fit (e.g., Cohen et al. 2018).
If astrophysical sources such as globular clusters and/or unresolved background galaxies are also present, then their residual variance $\sigma_{\text{res}}^2$ must be subtracted from $\sigma_{\text{SBF}}^2$. This may be done analytically by assuming or measuring the form of their luminosity function(s). It is also possible to empirically measure residual variance from contaminating sources, which are not associated with the target galaxy, by measuring the SBF signal in blank fields near the source of interest (Carlsten et al. 2019a). The apparent fluctuation magnitude is then given by

$$m = m_{\text{rpt}} - 2.5 \log \left( \frac{\sigma_{\text{SBF}}^2 - \sigma_{\text{res}}^2}{N_{\text{pix}}} \right),$$

where $N_{\text{pix}}$ is the number of unmasked pixels, and $m_{\text{rpt}}$ is the zero-point magnitude. Dividing by $N_{\text{pix}}$ is necessary because $\sigma_{\text{SBF}}^2$ is equal to the sum of the pixel variances, whereas we are interested in the per-pixel luminosity fluctuations, which we have normalized to have a constant amplitude across the residual image.

5.2. SBF Recovery from Idealized Simulations

For a known stellar population, how well does $\sigma_{\text{SBF}}^2$ in Equation (6) measure $\bar{L}$ in Equation (1)? Tonry & Schneider (1988) explored this question using three simulations of a galaxy at different distances and found a $\sim 3\%$–$10\%$ bias in their recovered distances, which they attributed to truncation of the PSF. Here, we revisit this question using idealized ArtPop simulations, where the target galaxy is the only source in the image and we have perfect knowledge of both the signal and noise.

Throughout this work, we discuss the precision of recovered SBF magnitudes in terms of both magnitude differences and fractional distance errors, which are simply related by $\delta m \approx 2.17D/D$. Our reported fractional distance errors should therefore be interpreted as a lower limit on the (potentially much larger) total uncertainty.

5.2.1. Idealized Simulations: Setup

We simulate many realizations of galaxies with old stellar populations (12.6 Gyr) and stellar masses of $10^7 M_\odot$ and $5 \times 10^7 M_\odot$, with physical parameters given by the relations in Section 4.2. We inject the galaxies into mock observations that are tuned to resemble an LSST-like observatory with an effective aperture of 6.4 m, pixel scale of 0."

5.2.2. Idealized Simulations: Results

In Figure 13, we show a summary of our fits to the power spectra. Each panel shows results from 500 realizations of the galaxy shown in the inset images. The light gray shaded region of each power spectrum indicates the 5th–95th percentile of the measured data points, and the dark gray region indicates the 5th–95th percentile of the best-fit models. The colored dashed lines indicate the median best-fit models. The top row shows the power spectra for the galaxies at 8 Mpc, and the bottom row shows the power spectra for the galaxies at 18 Mpc. The higher mass ($10^7 M_\odot$) galaxy results are shown in the left column, and the lower mass ($5 \times 10^5 M_\odot$) galaxy results are shown in the right column.

The peak of the power spectrum relative to the constant offset, which we have normalized to unity, is a measure of the signal-to-noise ratio of the measurement. From the higher mass galaxy at 8 Mpc (top-left panel) to the lower mass galaxy at 18 Mpc (bottom right panel), the median best-fit power spectrum transitions from sharply peaked to nearly flat. For the former, we typically recover the distance to within a few percent, whereas it is not possible to place any meaningful constraints on the distance for the latter.

To study the errors on the recovered parameters in more detail, we show the joint parameter covariance distribution in Figure 14. The lines in the main panel show the 68th percentile contours from the 500 simulations for each combination of mass and distance, and the histograms on the top and right show the marginalized distributions. The colors of the lines correspond to those in Figure 13. The gray shaded region indicates where the fractional distance error is less than 25%.

At 8 Mpc (solid lines in Figure 14), the apparent SBF magnitudes of the lower and higher mass galaxy are recovered to $\sim 0.2$ and 0.05 mag (10% and 2.5% in distance), respectively, where we calculate the typical magnitude difference using the standard deviation of the $\sigma_{\text{SBF}}$ error distribution. In both cases, the recovered SBF signal is unbiased, with a median offset of $\bar{m}_{\text{truth}} - \bar{m}_{\text{recovered}} \approx 0.003$ mag, which corresponds to $<0.14\%$ in distance. Note that the “true” SBF signal is calculated directly from Equation (1) for each mock galaxy realization. This
means that \( \delta m \) does not capture the uncertainty associated with the SBF sampling scatter, as shown in Figures 7 and 8.

At 18 Mpc (dashed lines in Figure 14), the recovered SBF signal of the higher mass galaxy remains unbiased, but with a lower distance precision of 10%. In contrast, the average recovered SBF signal of the lower mass galaxy is consistent with zero, resulting in an unconstrained distance and relatively flat \( \sigma_{SBF}^2 \) error distribution.

Lastly, we note the anticorrelation between the errors of \( \sigma_{SBF}^2 \) and \( \sigma_{WN}^2 \), which is particularly clear for the galaxy of mass \( 10^7 M_\odot \). If the white noise component is underestimated, the SBF signal is likely to be overestimated and vice versa, highlighting the importance of understanding both the signal and the noise when measuring SBFs.

5.3. SBF Recovery from Images with Realistic Noise

While the idealized simulations in the previous section are useful for testing and developing our SBF recovery methodology, they ignore several important sources of uncertainty that occur in real observations. They do not include other astrophysical sources of SBFs such as globular clusters and background galaxies. They also assume uncorrelated noise between pixels, which is incorrect if, for example, the data have been resampled, as is often the case for wide-field surveys.

In this section, our goal is to assess the feasibility of measuring SBFs in low-luminosity galaxies using LSST-like data. Importantly, we emphasize that our aim is to study, as a function of stellar mass, the limiting distance at which SBFs can be recovered from deep ground-based data in the absence

---

**Figure 13.** Summary of our fits to the power spectra of mock galaxies with old stellar populations (12.6 Gyr) and stellar masses of \( 10^7 M_\odot \) (left column) and \( 5 \times 10^5 M_\odot \) (right column). Each panel shows power spectra from 500 realizations of the galaxy shown in the inset images, which show the original image and the masked residual image from which we measure the SBF signal. The light gray shaded regions show the 5th–95th percentile of the “observed” data points, and the dark gray regions indicate the 5th–95th percentile of the best-fit models. The median best-fit models are indicated by the colored dashed lines. The galaxies are placed at 8 Mpc (top row) and 18 Mpc (bottom row). The mock observation parameters are tuned to resemble 2 yr stacks from LSST, as described in Section 5.2.1.
Note. All artificial galaxies are SSPs of age 12.6 Gyr, with effective radii and metallicities derived from the scaling relations presented in Section 4.2. Additionally, we list the ensemble means and standard deviations of integrated photometric parameters in the LSST filter system: the $i$-band absolute magnitude, central surface brightness, absolute SBF magnitude, and $g-i$ color.

5.3.1. Realistic-noise Simulations: Setup

We inject mock galaxies into three quasi-random fields from HSC–SSP’s wide layer, avoiding regions that would render SBF measurements exceedingly difficult if not impossible such as near saturated stars or in front of dense galaxy clusters. The FWHM of the $i$-band PSFs in the selected fields ranges from $\sim 0^\prime.5-0^\prime.6$, comparable to good-seeing nights at Cerro Pachón (Ivezić et al. 2019). We obtained the PSF for each field using HSC–SSP’s PSF Picker tool, which is available on the HSC–SSP data release website.\footnote{\url{https://hsc-release.mtk.nao.ac.jp/doc/}}

For our main suite of simulations, the mock galaxies are composed of old SSPs of age 12.6 Gyr, spanning a stellar-mass range of $10^7 < M_\ast/M_\odot < 10^7$. Table 4 lists the stellar mass, metallicity, effective radius, and average $i$-band central surface brightness and $g-i$ color of the simulated galaxies. The galaxy parameters are derived from the scaling relations presented in Section 4.2. For each stellar mass, we inject 500 realizations of the galaxy with a random position angle into the $i$-band image of each of the three HSC–SSP fields. Using our idealized simulations as guidance, we place the mock galaxies at various distances to study the limiting SBF distance as a function of stellar mass.

Within each field, we mask any source that—if it were at the same distance of the mock galaxy—would have an absolute $i$-band magnitude brighter than $M_i = -4$, which roughly corresponds to the luminosity of the most-luminous giant stars for our assumed SSP parameters. To identify these sources, we select objects in the HSC–SSP catalog based on their $c\text{model}$ magnitude, requiring the magnitude uncertainty to be less than 0.2 mag to limit the catalog to high signal to noise ratio detections. At each source position, we apply a circular mask that scales with the object flux.

Our masking algorithm assumes prior knowledge of the galaxy’s distance. In real targets, this assumption is generally not satisfied. However, the goal of dwarf galaxy SBF observations is very often to confirm association with a more massive host galaxy or group of galaxies of known distance. In this case, it is reasonable to assume

\begin{table}[h!]
\centering
\begin{tabular}{|c|c|c|c|c|c|}
\hline
$M_\ast$ [M$\odot$] & $r_{\text{eff}}$ (kpc) & [Fe/H] & $M_i$ (mag) & $\mu_{\text{eff}}$ (mag arcsec$^{-2}$) & $M_e$ (mag) & $g-i$ (mag) \\
\hline
1$\times 10^7$ & 0.93 & -1.4 & -12.7 ± 0.02 & 24.5 ± 0.004 & -1.49 ± 0.02 & 0.77 ± 0.002 \\
5$\times 10^6$ & 0.80 & -1.5 & -11.9 ± 0.02 & 25.0 ± 0.007 & -1.47 ± 0.02 & 0.75 ± 0.004 \\
1$\times 10^6$ & 0.55 & -1.7 & -10.2 ± 0.08 & 25.9 ± 0.018 & -1.48 ± 0.08 & 0.71 ± 0.009 \\
5$\times 10^5$ & 0.47 & -1.8 & -9.5 ± 0.09 & 26.3 ± 0.027 & -1.47 ± 0.09 & 0.70 ± 0.012 \\
1$\times 10^5$ & 0.32 & -2.0 & -7.7 ± 0.19 & 27.2 ± 0.059 & -1.47 ± 0.19 & 0.64 ± 0.029 \\
5$\times 10^4$ & 0.28 & -2.1 & -7.0 ± 0.23 & 27.6 ± 0.084 & -1.48 ± 0.23 & 0.62 ± 0.038 \\
1$\times 10^4$ & 0.19 & -2.3 & -5.4 ± 0.50 & 28.4 ± 0.180 & -1.42 ± 0.50 & 0.58 ± 0.081 \\
\hline
\end{tabular}
\caption{Artificial Galaxy Parameters}
\end{table}
the host distance to generate an object mask (e.g., Carlsten et al. 2019b). If the target is a potential isolated dwarf galaxy (i.e., there is no host) in the Local Volume, this masking method will need to be modified. For example, a range of distances, and hence object masks, may be used to place constraints on its distance and possibly motivate follow-up observations.

The final object mask for each field is given by the union of the above source mask and an elliptical mask generated as described in Section 5.2.1. For fixed image quality and depth, the optimal semimajor axis of the ellipse depends on the galaxy’s mass and distance, as well as on the density of nearby contaminating sources, because an increasing number of sources will fall within the aperture as the semimajor axis increases. In addition, the impact of dividing by the model is larger in the galaxy outskirts, as the surface brightness approaches zero at large radii. We, therefore, select the aperture sizes on a per-field basis for each combination of galaxy mass and distance that we simulate. For galaxies with \( M_\star \leq 10^7 M_\odot \), we use semimajor axes of \( 0.5-0.75 \times r_{\text{eff}} \). For more massive galaxies, we use somewhat larger semimajor axes of \( 0.75-1.5 \times r_{\text{eff}} \).

Similar to our idealized simulations, we model each galaxy’s surface brightness distribution using \texttt{imfit}. The main difference in this case is that before performing the fit, we aggressively mask sources that are not associated with the target galaxy using \texttt{sep}12 (Barbary 2016). Note this mask is for fitting purposes and is different from the SBF object mask. For galaxies with masses \( M_\star < 10^7 M_\odot \), we fix the centroid and structural parameters to their known values during the fit. Given the extremely low mean surface brightness of such objects, the data lack the necessary surface brightness sensitivity to robustly constrain their average structure. This means, of course, that our fitting results for galaxies with \( M_\star \leq 10^7 M_\odot \) are overly optimistic. However, an analogous scenario may occur in reality, as one can imagine detecting and measuring the structure of an ultra-faint dwarf in the Local Volume with an LSB-optimized, low-resolution survey (e.g., Danieli et al. 2020a), the results of which could serve as a prior for measurements that use data from a higher-resolution survey like HSC–SSP or LSST.

We use the best-fit \texttt{imfit} model to generate the normalized residual image, from which we measure the fluctuation signal following the procedure described in Section 5.1. As we have noted, the best-fit parameters depend strongly on the range of \( k \) values used in the fit to Equation (6). To automate the fitting process, we perform the fit 10 times per SBF measurement, where the minimum and maximum \( k \) values are drawn from uniform distributions with \( 0.05 \leq k_{\text{min}} \leq 0.1 \) and \( 0.35 \leq k_{\text{max}} \leq 0.45 \). We then calculate the SBF signal as the average of the 10 measurements, where we weight each measurement by the \( \chi^2 \) associated with its fit, similar to the method used in Cohen et al. (2018).

We do not include globular clusters in our simulations, but galaxies in the stellar mass range we are studying generally have zero to a few globular clusters (Forbes et al. 2018). We therefore do not need to subtract the fluctuation signal from unmasked globular clusters. We do, however, expect there to be residual variance from faint background galaxies and correlated noise between pixels. Following Carlsten et al. (2019a), we empirically measure this residual variance using blank fields near our target galaxies. For each SBF measurement, we perform identical measurements in 10 nearby blank fields, where the blank fields are normalized using the same model as the target field.

In Figure 15, we illustrate the above steps for a galaxy of mass \( 10^7 M_\odot \) at 10 Mpc (top row), 15 Mpc (middle row), and 20 Mpc (bottom row). From left to right, the columns show the original images, the normalized residual images, the masked residual images, and the normalized power spectra of the masked residual images. In the leftmost column, we see the galaxy transition from visibly semiresolved at 10 Mpc to mostly smooth at 20 Mpc. For each row, the red line in the first panel indicates the scale of 20′, and the white line in the third panel indicates the size of the galaxy’s effective radius.

The errors on the apparent fluctuation magnitudes for these particular mock galaxy realizations are indicated in the power spectra panels in the rightmost column. The corresponding statistical distance errors are \( \sim2\% \) at 10 and 15 Mpc and \( \sim14\% \) at 20 Mpc. Importantly, this demonstrates that SBFs can be recovered from low-luminosity galaxies even when the galaxy appears smooth to the eye. Note that the errors do not necessarily decrease with distance (compare the top and middle rows), because the signal-to-noise ratio depends on a complicated interplay between the strength of the intrinsic signal relative to the sky and detector noise, the size and aggressiveness of the object mask, the quality of the Sérsic fit, and the residual variance from contaminating sources within the SBF measurement aperture.

### 5.3.2. Realistic-noise Simulations: Results

In Figure 16, we show representative results from different combinations of stellar mass and distance, for which the apparent SBF magnitudes are typically recovered to within \( \sim0.3-0.45 \) mag \( \sim15\%-20\% \) in distance). In the top row, we show example mock galaxy realizations and their associated object masks (transparent purple regions) for the indicated mass–distance combinations. For the galaxies with \( M_\odot \leq 10^7 M_\odot \), the diffuse stellar component is more or less invisible, but individual AGB stars are clearly detected, because these galaxies are necessarily at relatively small distances. Nevertheless, it is in principle possible to measure the fluctuation signal of such objects from the ground, provided their centroid and structure are independently known.

The bottom row of Figure 16 shows the apparent fluctuation magnitude error distributions from the 500 realizations in each of the three HSC–SSP fields (1500 simulations for each mass–distance combination). In each panel, we list the median, mean, and standard deviations of the distributions. The apparent SBF magnitudes are generally recovered to \( \lesssim0.45 \) mag. Though the distributions are noisier than our idealized simulations, as expected, the recovered signals in all cases are unbiased, with median offsets that are \( \lesssim5 \) mmag.

As indicated by the negative mean values, each distribution has a small tail at \( \delta m \lesssim -1 \), which corresponds to the recovered signal being fainter than the input signal. These are failures of our automated masking and measurement routines, which arise from rare (less than 1%–3% of simulations) but unfortunate combinations of the HSC–SSP field, the mock galaxy realization, and the random position angle of the galaxy relative to nearby sources. Such failures can generally be ameliorated by fine-tuning the masking by hand (e.g., the size of the elliptical aperture and dilation of the object mask), but we choose to keep the simulations fully automated.

---
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6. Limiting Ground-based SBF Distances

The main result from the simulations presented in this paper is summarized in Figure 17. This figure shows the best-case limiting SBF distance of 2 yr LSST stacks, as a function of stellar mass. The solid red line indicates the distance at which we typically recover SBF magnitudes to within 0.3 mag. For stellar masses \( \lesssim 5 \times 10^5 M_\odot \) (red hatched region), we expect theoretical and observational systematics to become very significant (>0.5 mag). This expectation is based in part on the SBF simulations of Carlsten et al. (2019a), who injected mock galaxies into deep CFHT imaging before sky subtraction.

At \( \sim 5 \times 10^5 M_\odot \), Carlsten et al. (2019a) recovered total luminosities and integrated colors with errors on the order of 0.4 and 0.2 mag, respectively, with a strong dependence on the quality of the sky measurement. Furthermore, SBF sampling scatter becomes non-negligible in this mass range; at the lowest masses, the scatter may be as large as \( \sim 1 \) mag. Still, even highly uncertain distance measurements can be useful in certain situations. For example, such measurements can be used to motivate follow-up observations to measure the tip of the RGB or to determine whether a particular galaxy is likely to be associated with another galaxy or group of known distance.

The solid black line and gray region show where it is possible to detect the galaxy via resolved stars. To calculate this limit, we count the median number of stars in the galaxy that are brighter than the detection limit of \( m_{\text{lim}} \equiv m_{\text{true}} - m_{\text{recovered}} \) is indicated in each power spectrum panel. For each row, 20'' is indicated by the red line in the first panel, and the galaxy’s effective radius is indicated by the white line in the third panel.

![Figure 15. Illustration of the SBF recovery steps for a mock galaxy of stellar mass \( 10^7 M_\odot \) that has been placed at 10 Mpc (top row), 15 Mpc (middle row), and 20 Mpc (bottom row) and injected into an i-band image from the wide layer of HSC–SSP. From left to right, the columns show the original images, the normalized residual images, the masked (normalized) residual images, and the azimuthally averaged normalized power spectra of the masked residual images. In each power spectrum panel, the solid black line shows the measured power spectrum, the solid red line shows the best fit to Equation (6), and the non-zero-slope dashed black line shows the normalized PSF power spectrum. The solid purple line indicates the median power spectrum of 10 blank fields near the target galaxy, with the gray shaded region indicating the 68th percentile of the distribution. The error on the recovered apparent fluctuation magnitude \( \delta m = m_{\text{true}} - m_{\text{recovered}} \) is indicated in each power spectrum panel. For each row, 20'' is indicated by the red line in the first panel, and the galaxy’s effective radius is indicated by the white line in the third panel.](image-url)
galaxy’s structure and integrated color are well measured, which is nontrivial in this mass regime. Additionally, it would likely depend on significant progress in stellar population modeling and LSB-optimized observing strategies and reduction methods.

For more massive galaxies, the limiting distance for resolving giant stars decreases with stellar mass, as indicated by the dashed black line. This is due to giant stars becoming confusion-limited with the background of the galaxy’s mean stellar distribution. We define the confusion limit as when the surface brightness from the flux of a star at the tip of the RGB, spread over 30 resolution elements, is equal to the mean surface brightness of the galaxy (e.g., Olsen et al. 2003).

We assumed old SSPs in our main set of simulations because the agreement between theory and observation is generally quite good in this regime (e.g., Figure 9). SBF distances to younger populations should in principle be feasible out to larger distances, because at fixed stellar mass, the fluctuation luminosity increases with decreasing SSP age (middle panel of Figure 4). For a metal-poor SSP, the i-band fluctuation magnitude fades by \( \Delta i \approx 1.5 \text{ mag} \) from 300 Myr to 12.6 Gyr, which corresponds to nearly a factor of 4 decrease in the amplitude of the SBF signal.

Following the procedure presented in Section 5.2.1, we ran a smaller set of simulations for young SSPs of age 300 Myr. Indeed, the distance limits increase by \( \Delta i \approx 1 \text{ Mpc} \) and \( \Delta i \approx 20 \text{ Mpc} \) at the low-mass and high-mass end of our mass range of interest, respectively. We do not include these limits in Figure 17 because SBF distances to young stellar populations are even more rife with systematic uncertainty (see below). More empirical and theoretical studies are necessary to fully understand the viability of SBF distances to young stellar populations.
6.1. Important Caveats

It is important to note the following caveats about our simulation results. Dwarf galaxies are neither pure SSPs nor perfect Sérsic galaxies, as we have assumed in this work. While these assumptions are reasonable approximations for dwarf elliptical galaxies, they are inconsistent with the stellar populations and morphologies of dwarf irregular galaxies. Additionally, star-forming regions and dust within galaxies that have recently undergone star formation are a particularly concerning source of SBFs, which we have not attempted to model.

In addition, we have quantified the uncertainties using the fluctuation magnitude offset directly, whereas in practice one must use a theoretically or empirically calibrated fluctuation–color relation, which currently introduces systematic uncertainties on the order of ~0.2 mag or ~9% in distance. This also means that our predicted uncertainties do not include the potentially significant sampling scatter expected for ultra-faint systems. Finally, because we inject the artificial galaxies into postprocessed HSC–SSP images, our simulations do not include the impact of imperfect sky subtraction on the measured galaxy properties such as its structure and integrated color, which can contribute ~0.2 mag to the SBF magnitude uncertainty, depending on the stellar mass.

Notwithstanding the above caveats, our simulation results suggest that the SBF method will play an essential role in confirming and studying low-luminosity galaxies with the next generation of wide-field imaging surveys. LSST’s deep-wide-fast survey mode will uniformly observe at least 18,000 deg² with similar image quality and depth to our simulations after 2 yr of data collection. At the end of its main 10 yr survey, the stacked images will be approximately 1 mag deeper than the 2 yr stacks. This will undoubtedly lead to larger limiting SBF distances, but in practice, the measurement will be more difficult because of the larger density of background sources. Stated succinctly, LSST will deliver SBF distances to dwarf galaxies out to ~25 Mpc within the first few years of its deep-wide-fast survey.

7. Summary and Conclusion

In this work, we have presented a detailed study of the SBF method using stellar population synthesis modeling and realistic image simulations. With an eye toward the next generation of wide-field imaging surveys, we have placed an emphasis on low-luminosity galaxies. Our primary results may be summarized as follows.

1. Using the MIST isochrones, we provide new predictions for absolute fluctuation magnitudes for single-age stellar populations in the LSST, HST, and proposed RST filter systems.
2. The choice of isochrone model remains a major source of uncertainty in calculating SBF magnitudes, particularly for young to intermediate-age stellar populations in red bandpasses, where the predictions from different models can differ by as much as ~2 mag (Figure 6).
3. SBFs in very low-luminosity galaxies ($M_r < 10^6 M_\odot$) have a sampling scatter of ~0.2–1.2 mag, depending on stellar mass and bandpass, which is due to incomplete sampling of the stellar mass function (Figure 8).
4. Consistent with previous work, we find that the predictions for simple stellar populations are in excellent agreement with the observed fluctuation–color relation for metal-poor, old stellar populations with colors $g - i > 0.5$ (Figure 9).
5. For bluer and younger galaxies, composite double-burst stellar populations provide better agreement with the observations than single-age populations, particularly in the color range $0.25 < g - i < 0.65$ (Figure 9). This is also the color range where MIST predicts AGB stars begin to dominate the luminosity variance in metal-poor systems (Figure 3).
6. Through comparisons with observed SBF–color relations, we identify two apparent shortcomings of the MIST version 1.2 models: (i) at high metallicity ([Fe/H] ≈ 0), the MIST $i$-band SBF magnitudes in old SSPs are ~0.3 mag fainter than other widely used models (Figure 10), and (ii) the near-infrared colors of intermediate-age SSPs are ~0.05–0.1 mag bluer than that of observed star clusters (Figure 11). In Section 3, we discuss potential sources of these discrepancies, which will be addressed in a future version of MIST.
7. Based on recovered SBF distances to thousands of artificial galaxies that were injected into HSC–SSP imaging data, LSST will provide data of sufficient quality and depth to measure SBF magnitudes (to within ~0.2–0.5 mag) in old dwarf galaxies in the ultra-faint ($10^4 < M_r/M_\odot < 10^5$) and low-mass classical ($M_r < 10^7 M_\odot$) regimes out to ~4 Mpc and ~25 Mpc, respectively, within the first few years of its deep-wide-fast survey (Figure 17). See Section 6.1 for important caveats about our simulation results.

While there are significant practical challenges and systematic uncertainties that will make it difficult (or in some cases impossible) to fully exploit the SBF method in dwarf galaxy research, this work has shown that we will soon have tens of thousands of square degrees over which SBFs have the potential to play an essential role in confirming and studying low-luminosity galaxies in the nearby universe.
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