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ABSTRACT

This paper addresses the challenge of grading visual features in lumbar spine MRI using Deep Learning. Such a method is essential for the automatic quantification of structural changes in the spine, which is valuable for understanding low back pain. Multiple recent studies investigated different architecture designs, and the most recent success has been attributed to the use of transformer architectures. In this work, we argue that with a well-tuned three-stage pipeline comprising semantic segmentation, localization, and classification, convolutional networks outperform the state-of-the-art approaches. We conducted an ablation study of the existing methods in a population cohort, and report performance generalization across various subgroups. Our code is publicly available to advance research on disc degeneration and low back pain.
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1. INTRODUCTION

Lumbar Disc Degeneration (LDD) was found to be one of several reasons causing Low Back Pain [1]. Although there are several grading systems to quantify LDD, the Pfirrmann and Schneiderman scales are commonly used [2]. Pfirrmann et al. proposed a 5-scale grading system using T2-weighted MR imaging [3]. The grading system uses an algorithmic approach for LDD using signal intensity and disc homogeneity, demonstrated in Fig. 1. Over the past few years, several Deep Learning based methods were built to quantify LDD using MR imaging and the Pfirrmann grading system.

In a study by da Silva Barreiro et al. [4], the intervertebral discs (IVDs) were extracted using manually segmented binary masks, and an artificial neural network was used to perform Pfirrmann grading (PG). Later, SpineNet [5] – a framework that can automatically grade spine MRIs for different spine disorders, including LDD using the PG system was proposed. The authors used a graph-based approach to detect and group the vertebral bodies (VB) and discs in their work.

Fig. 1: Pfirrmann grades in L5-S1 as graded in the Northern Finland Birth Cohort dataset

Then, a VGG-M based architecture was used as the classifier. Newer architectures and methods were subsequently exploited in other works. For instance, SpineNetV2 [6] used a UNet [7] based architecture to improve vertebrae detection, and a ResNet [8] architecture was used for the classification of the spine disorders. Although the improvement was not substantial, this work highlighted the impact of design choices on the overall outcome.

More recently, a transformer [9] based architecture for spine grading [10] was proposed and it outperformed the architecture designs proposed in the earlier works. In another related work, DeepSpine [11] used a ResNeXt50 [12] architecture with the UNet model for spine segmentation to detect stenosis. Additionally, it is noteworthy to see an external validation of these methods [13].

Although there is continuous improvement to create better spine grading models with newer architectures, we find a lack of thorough empirical evaluation in the existing research. Furthermore, current studies leveraged clinical data, but in reality, population cohorts are used in research. In this study, we take a step towards addressing these two challenges. Specifically, the contributions of our work are:

1. We revisit the design choices used to create architectures for lumbar spine MRI grading, and propose a strong convolutional neural network (CNN) based method that outperforms the existing approaches in a systematic evaluation.
2. Compare to the existing methods, we evaluate our methodology on a population cohort, which reflects the transferability of our results to downstream research applications.
3. Finally, we make the code of this paper and the pre-trained
models available to benefit further research.

2. MATERIALS AND METHODS

2.1. The Northern Finland Birth Cohort 1966

The Northern Finland Birth Cohort (NFBC 1966) dataset contains lumbar spine MRI data for 1500 participants born in 1966. Imaging data were acquired when the participants turned 46 – 47 years old using 1.5 Tesla GE Signa HDxt. Each slice has a resolution of 512 × 512 with a slice thickness of 4mm and a pixel spacing of 0.5mm.

For 1315 subjects, the per-disc PGs were provided by a consensus of three experienced readers. Compared to the original definition, in the NFBC dataset, PGs 1 and 2 were treated as grade 2 [14]. In addition to the MR imaging, the participants from the same sub-group of NFBC were followed up with questionnaires to record information related to LBP.

2.2. Spine segmentation dataset

A useful initial step for spine grading (Fig. 2), is to perform localization of functional spine units (FSUs) [10] – i.e. regions of interest (ROIs), containing two vertebral bodies and the associated disc. We approached this problem using semantic segmentation with 12 classes: 6 VBs, 5 discs, and the background.

An experienced clinician (T.M.), annotated a set of 250 mid and para-sagittal slices with detailed boundaries for VBs and the discs (512 × 512 pixels; original image resolution). Subsequently, we used an active learning approach by training UNet++ [15] with EfficientNetB3 [16] to produce an initial segmentation model.

To extend the available data for model training, we used our initial model to produce predictions for unlabeled data, re-annotated poorly segmented samples, and included them in the training set. This process has been repeated several times to obtain segmentations for the whole dataset.

2.3. Lumbar Spine segmentation

An evaluation of segmentation architectures such as FPN [17], UNet [7], and UNet++ [15] was done through a series of ablation experiments that included encoder selection and hyperparameter tuning.

We trained our models for 100 epochs with an initial learning rate of 0.0001 and a batch size of 10 having an input shape of 512 × 512. The augmentation pipeline included random brightness, contrast, gamma, ±15 degrees of rotation, and Gaussian blur. A weight decay of 0.0001 was incorporated with the Adam optimizer [18], and Jaccard loss [19] was used for the optimization.

We split the whole dataset into 2 portions: 80% for training and validation, and 20% for independent testing. We then took 20% of the former set for model selection. The mean Intersection over Union (mIoU) over independent runs based on 5 random seeds was used to evaluate the model performance.

2.4. Functional spine unit localization

After finalizing the model architecture for segmentation, a post-processing step was incorporated to delineate 5 FSUs from each slice of the lumbar spine MRI. As such, we defined the FSU ROIs adaptively based on the bounding boxes inferred from the resulting segmentation mask. Subsequently, we rescaled these ROIs to 224 × 224 pixels. Due to the volumetric nature of MRI, we obtained multiple slices with a shape of 224 × 224 associated with each FSU. For efficiency, we utilized a subset of n slices for PG.

2.5. Pfirrmann grading

We utilized a common CNN to assess the LDD severity of the FSUs extracted in the previous step. As such, we built a DL architecture consisting of a feature extraction module for learning the representations of FSU slices, and a multi-layer perception (MLP) for PG. The candidates for the feature extractor were variants of ResNet [8] and EfficientNet [16].

Fig. 2: An end-to-end pipeline for quantifying LDD in the lumbar spine using Pfirrmann grading.
The MLP was a parametric non-linear function mapping the FSU representations to 4 PGs.

We optimized the focal loss [20], which is defined in the multi-class setting as

\[
\mathcal{L}_{\text{Focal}} = -\alpha_t (1 - p_t)^\gamma \log p_t, \tag{1}
\]

where \( p_t \) is the predicted probability of class \( t \), and \( \alpha \) and \( \gamma \) are the loss hyperparameters. In our experiments, we used inverse class frequency to specify \( \alpha \) and set \( \gamma = 2 \).

The data here were also split to have 20\% for testing. Similar to segmentation, we used 20\% of the training set for model selection. We trained all models using the Adam optimizer with a learning rate of 0.001, a batch size of 20, and a weight decay of 0.0001.

### 3. EXPERIMENTS

#### 3.1. Implementation details

##### 3.1.1. Setup

Through a series of ablation studies, we aimed to find the best models for each stage of our pipeline comprising vertebral segmentation, FSU localization, and spine grading. The pipeline was decoupled, and the training was performed independently for each stage. We implemented all the methods using the PyTorch framework, and conducted all the experiments on 2 × NVIDIA RTX A4000.

##### 3.1.2. Spine grading: Ablation study

To analyze the importance of different components, we conducted ablation studies over loss functions, samplers, schedulers, and slice volumes. To process the slice volumes and inputs, we replaced the first layer in the grading network with a randomly initialized one so that the number of input channels is equal to \( n \).

3.2. Results

##### 3.2.1. Lumbar Spine segmentation

A comparison of different architectures is shown in Fig. 3. From model comparisons, we found similar performance exhibited by UNet++ and FPN with the ResNet34 encoder. However, UNet++ suffered from high variance, making the FPN with ResNet34 the model of choice. FPN + ResNet34 combination scored an mIoU of \( 97.5 \pm 0.1 \) over 5 random seeds.

##### 3.2.2. Spine grading model

The base model was further trained with incremental settings such as consensus labels, ImageNet weights, augmentations, and Test Time Augmentations (TTA). At each incremental setting, the improvement is recorded. For augmentations, we used grid distortion & downscaling in addition to the augmentations used for segmentation. We used a validation set to assess improvements.

##### 3.2.3. Spine grading: Comparison to baselines

We compared our work with the current state-of-the-art methods that quantified LDD using PG. To ensure a fair compar-
ison with our work, all the models are trained on the NFBC dataset with the weights initialization, hyperparameters, and loss functions prescribed by the authors in their work. While SpineNet V1 and SpineNet V2 are trained with their proposed architectures, we modified Context-Aware Transformers for our baseline by implementing the encoder part of the original network. This is due to the limitation on data availability for our baseline.

Table 2: Benchmark performance of our model against state-of-the-art spine grading models

| Setting                  | Balanced Accuracy | Cohen’s Kappa | Lin’s CCC |
|--------------------------|-------------------|---------------|-----------|
| Base Model               | 75.5 ± 0.3        | 69.0 ± 0.6    | 85.1 ± 0.3|
| With Consensus Grading   | 77.6 ± 0.3        | 69.6 ± 0.3    | 85.8 ± 0.4|
| With Imagenet weights    | 78.8 ± 1.3        | 70.7 ± 0.6    | 86.8 ± 0.5|
| With Augmentations       | 81.1 ± 0.8        | 72.6 ± 0.6    | 88.1 ± 0.4|
| With TTA                 | 81.7 ± 0.6        | 73.8 ± 0.4    | 88.5 ± 0.1|

Fig. 4: Inter-rater reliability and BA of our model compared to other methods at more granular levels of Sex, IVD, and PGs
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