The effect of split gate size on the electrostatic potential and 0.7 anomaly within one-dimensional quantum wires on a modulation doped GaAs/AlGaAs heterostructure
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We study 95 split gates of different size on a single chip using a multiplexing technique. Each split gate defines a one-dimensional channel on a modulation-doped GaAs/AlGaAs heterostructure, through which the conductance is quantized. The yield of devices showing good quantization decreases rapidly as the length of the split gates increases. However, for the subset of devices showing good quantization, there is no correlation between the electrostatic length of the one dimensional channel (estimated using a saddle point model), and the gate length. The variation in electrostatic length and the one-dimensional subband spacing for devices of the same gate length exceeds the variation in the average values between devices of different length. There is a clear correlation between the curvature of the potential barrier in the transport direction and the strength of the “0.7 anomaly”: the conductance value of the 0.7 anomaly reduces as the barrier curvature becomes shallower. These results highlight the key role of the electrostatic environment in one-dimensional systems. Even in devices with clean conductance plateaus, random fluctuations in the background potential are crucial in determining the potential landscape in the active device area such that nominally identical gate structures have different characteristics.

I. INTRODUCTION

Low dimensional systems are platforms for research into a variety of quantum behavior. However, the broader application of such devices in an engineering context is limited due to unpredictable local variations in the electrostatic landscape in the device’s active area. When considering their practical application it is important to study the statistical spread in device characteristics. We have previously studied identical devices fabricated on the modulation doped heterostructure which show variations in their conductance properties ¹. In this paper we investigate the effect of gate size on two important quantum properties of split gate devices—the conductance quantization ²,³ and the occurrence of 0.7 anomaly ⁴.

The split gate is the simplest mesoscopic device that can be used to study how device behavior is affected by gate size. The conductance through a split gate ⁴ is quantized in multiples of $G_0 = 2e^2/h$ as a function of the voltage applied to the gates ²,³ due to the formation of one-dimensional (1D) subbands. For an ideal 1D conductor, this does not depend on the length as long as transport remains ballistic. The effect of split gate size can be investigated either by varying lithographic dimensions ⁶,⁹, or fabricating several split gates in close-proximity which act in series to modify the potential of a single 1D channel ¹⁰,¹³. So far it has been shown that the split-gate voltage ($V_{sg}$) at which the conductance through the 1D channel is pinched off occurs closer to zero for longer and narrower devices ⁵,⁶. Additionally, the quality of conductance quantization degrades as the gate length increases ⁶,⁹. This latter effect is related to the higher probability of encountering an impurity in the channel with longer/wider split gates, and fluctuations in the background disorder potential which modifies the potential landscape in the channel area.

Some studies of the effect of split gate size have focused on the 0.7 anomaly ⁷,⁸,¹¹, a conductance feature which occurs near $0.7G_0$ ⁴,¹³,¹⁰ which arises from enhanced electron interactions at low conductance. A reduction in the conductance of the 0.7 anomaly for longer split gates has been reported ⁸. Another study using split gates in series has shown periodic modulations in the value of the 0.7 anomaly as a function of 1D channel length ¹¹. The origin of the 0.7 anomaly is currently debated, theories proposed for its occurrence include spontaneous spin polarization ⁴,¹⁷, the Kondo effect ¹¹,¹⁵,¹⁹, Wigner crystallization ²¹,²², and inelastic scattering plus the local enhancement (smeared van Hove singularity) of the 1D density of states ²³,²⁴.

We use a multiplexing scheme ¹,²⁶–³⁰ to measure 95 split gates of 7 different sizes on a GaAs/AlGaAs modulation-doped heterostructure. This is the first study of the impact of split gate dimensions using data obtained from a large number of split gates fabricated on a single chip and measured during one cool down. The
array contains groups of devices, where the dimensions of each split gate in the group are the same, and dimensions are changed between groups. Measuring groups in this way provides enough statistical information to determine typical device properties.

Our technique allows us to compare incremental changes in gate design. This is important in the context of device development, for example if it is necessary to design a device with a specific set of operating parameters, or find ways of improving a particular design. The traditional approach to nanostructure measurement requires many cool downs to build up the statistical information that we obtain in a single cool down.

We systematically compare the accuracy of conductance quantization between split gates of different dimension, and find a rapid reduction in quality of quantization as gate length increases. We obtain average values of pinch off voltage and definition voltage as a function of gate length and width which show how the pinch off voltage occurs closer to zero for longer and narrower split gates, as expected from electrostatics [31]. For longer gates the voltage at which the 1D channel is defined also occurs closer to zero, and the 1D subband spacing reduces.

A key finding of this paper is that the background disorder potential is at least as important as the split gate dimension in governing the potential landscape in the 1D channel. This is shown in three separate ways. Firstly, the spread in both the measured 1D subband spacing and the estimated 1D barrier curvature for split gates at fixed gate lengths exceed variations in the mean value of these parameters between devices of different length. Secondly, the strength of coupling between the split gates and the 1D channel does not monotonically increase with device length. A monotonic increase is expected if one only considers the electric field generated by the gates themselves. Thirdly, changes in the 1D barrier curvature from device to device—which indicates the length of the 1D channel—do not depend on split gate length.

We also directly compare the 0.7 anomaly in devices of different gate length. This is possible since—for a non-interacting system—the shape of the conductance trace depends on $\hbar \omega_{x,1}$. We use a technique developed in Ref. [29] to remove the trivial geometric dependence from the conductance data, leaving differences that are only due to electron interactions. Our data are consistent with Ref. [29] in that the 0.7 anomaly occurs at lower conductance values for devices with a shallower longitudinal barrier. However, the present dataset is gathered from devices of different dimensions (data in Ref. [29] are from lithographically identical gates). By obtaining the same result from devices with various dimensions we show that the electrostatic length of the 1D channel is the decisive factor governing the conductance of the 0.7 anomaly.

II. METHODS

Our data are obtained from 95 split gates of various dimensions located within a single array (of total area $1.5 \times 1.95 \text{ mm}^2$). Two widths were chosen, $W = 0.4$ and $0.6 \mu$m [the dimensions are indicated on a schematic diagram of a split gate in Fig. 1(a)]. For both widths, 15 devices of each length $L$ were measured, where $L = 0.4, 0.7, \text{ and } 1.0 \mu$m. One of the devices did not define a 1D channel ($L/W = 1.0/0.4 \mu$m). A further 6 devices with $L/W = 1.3/0.4 \mu$m were also measured.

The sample is fabricated on a GaAs/AlGaAs heterostructure in which the 2DEG forms 90 nm below the surface of the wafer, separated from a 40 nm wide Si-doped AlGaAs layer by 40 nm of undoped AlGaAs. The carrier density and mobility are $2.0 \times 10^{11} \text{ cm}^{-2}$ and $3.0 \times 10^6 \text{ cm}^2\text{V}^{-1}\text{s}^{-1}$, respectively, determined by measuring a Hall bar on a nearby piece of the wafer. The electron mean free path is 22 μm.

The split gates are defined by electron-beam lithography. Other surface gates are defined by optical lithography, and all gates are metallized by thermally evaporating Ti/Au. A two-terminal, constant voltage technique is used to measure the differential conductance through the split gates as a function of gate voltage, using an ac excitation voltage of $100 \text{ μV}$ at 17 Hz. All measurements are carried out at 1.4 K and $B = 0 \text{ T}$.

The device measured here is different to that used in our previous work on multiplexed split gates [1, 26, 27, 29]. The earlier work used an array of identical split gates, where both the length and width were 0.4 μm. The multiplexed array measured here contains split gates of 7 different length/width combinations and is fabricated on a higher mobility heterostructure. This paper presents a self-contained story of the influence (or lack thereof) of gate length on conductance in 1D devices. We investigate the effect of split gate dimensions on device yield, 1D conductance properties, the electrostatic potential profile and the 0.7 anomaly. Such a systematic study on many split gates with different dimensions and measured under identical conditions is the first of its kind.

III. CONDUCTANCE PROPERTIES AS A FUNCTION OF SPLIT GATE SIZE

A. Electrical properties

We begin by investigating the effect of split gate length and width on the definition voltage $V_d$ and pinch-off voltage $V_p$. Figure 1(a) shows a typical plot of the conductance as a function of the voltage applied to the split gate $V_{sg}$. A 1D channel is formed when the 2DEG beneath the gates is fully depleted, indicated by a sudden change in the gradient of the conductance trace [corresponding to voltage $V_d$ and conductance $G_d$ in Fig. 1(a)]. As $V_{sg}$ decreases further the conductance reduces (showing a series of plateaus) until the channel is completely pinched
FIG. 1: (a) Typical trace of conductance $G$ as a function of the voltage applied to the split gate $V_{sg}$. The vertical and horizontal dotted lines indicate the 1D definition voltage ($V_d$) and conductance ($G_d$), respectively. The left-hand arrow indicates pinch-off voltage $V_p$. The inset shows a schematic split gate device with dimensions $L$ and $W$ labeled. Source and drain ohmic contacts are marked S and D, respectively. (b) Scatter plot of pinch-off voltage as a function of split-gate length $L$. The triangles (circles) represent data from devices of width $W = 0.4$ (0.6) $\mu$m. The diamonds/error bars show the mean and standard deviation for each $L$, respectively, offset horizontally by $0.1$ $\mu$m for clarity. Panels (c) and (d) show $V_d$ as a function of $L$, for $W = 0.4$ and 0.6 $\mu$m, respectively.

FIG. 2: Percentage of devices showing clean quantization as a function of split-gate length $L$. Panels (a) and (b) show data for widths $W = 0.4$ and 0.6 $\mu$m, respectively. The triangles (circles) indicate devices for which the first and second (first, second, and third) plateaus occur within $\pm 0.1 G_0$, after correcting for series resistance.

**B. Yield**

We investigate the role of disorder as a function of device length/width. The values of conductance plateaus are used to define a yield criterion, since when disorder affects the transmission through a 1D channel the conductance plateaus deviate from expected values. For systematic analysis the data are first corrected for series resistance ($R_s$) using $R_s = 1/G$ at $V_{sg} = 0$ V (i.e. the open-channel resistance). Two cases (A and B) are considered. Case A follows Ref. [26] and requires the first two conductance plateaus to occur within $\pm 0.1 G_0$. Case B extends this to include the third plateau.

Figures 1(c) and 1(d) show $V_d$ against $L$ for $W = 0.4$ and 0.6 $\mu$m devices, respectively. In both cases the magnitude of $V_d$ reduces as $L$ increases, which can be attributed to the higher electric field strength in the center of the channel for longer devices. For each $L$, the range and average values of $V_d$ are similar for both widths.

The specific form of the relationship between yield and $\mu$m may reflect the increased role of disorder. However, the spread as a percentage of the mean is similar for both $W$.

Figures 2(a) and 2(b) show the number of devices which pass the yield criterion as a function of $L$, for $W = 0.4$ and 0.6 $\mu$m, respectively. In both cases the magnitude of $V_d$ reduces as $L$ increases, which can be attributed to the higher electric field strength in the center of the channel for longer devices. For each $L$, the range and average values of $V_d$ are similar for both widths.
FIG. 3: (a) Grayscale diagram of the transconductance $dG/dV_{sd}$ as a function of $V_{sg}$ and source-drain bias $V_{sd}$, from a typical device with dimensions $L/W = 0.4/0.4$. Black (white) regions correspond to high (low) transconductance, i.e. transitions between plateaus (the plateaus themselves). The 1D subband spacings are estimated by the crossings of peaks in the transconductance, highlighted by dashed lines. Subband spacing $\Delta E_{2,3}$ is labeled for illustrative purposes. (b) Cumulative 1D subband spacings $\Delta E_{n,m}$ as a function of pinch-off voltage $V_p$. The blue, red, and green symbols correspond to $\Delta E_{1,2}$, $\Delta E_{1,3}$, and $\Delta E_{1,4}$, respectively. Unique symbols represent devices of each size, as described in the legend. The error bars show the cumulative error in the estimate. (c)-(e) Scatter plots of $\Delta E_{n,n+1}$ against $L$ for $n = 1, 2$ and 3, respectively (to avoid confusion the error bars on individual data points are not shown). The diamonds show the average for each $L$ (offset horizontally by 0.1 $\mu$m for clarity), and error bounds indicate the average error.

IV. DEPENDENCE OF THE ELECTROSTATIC POTENTIAL LANDSCAPE ON GATE LENGTH

Having characterized the length- and width-dependence of two electrical properties of the 1D conductance trace ($V_p$ and $V_{sd}$), we now consider the length-dependence of the potential profile for a subset of devices. We first investigate the transverse confining potential by extracting the 1D subband spacing $\Delta E_{n,n+1}$ for 18 split gates. Figure 3(a) shows an example grayscale plot of the transconductance $dG/dV_{sd}$ as a function of source-drain bias $V_{sd}$ and $V_{sg}$ (dark/light regions correspond to high/low transconductance). The data are corrected for series resistance following the procedure outlined in the supplementary material of Ref. [34].

As $|V_{sd}|$ increases, dark regions representing peaks in the transconductance diverge into two (highlighted by the dashed lines), corresponding to the bottom of the 1D subband reaching either the source or drain chemical potential $\mu_d$. Two lines cross when $V_{sd}$ is equal to the energy difference between consecutive 1D subbands, giving the 1D subband spacing $\Delta E_{n,n+1}$ ($n$ is the subband index). For example, $\Delta E_{2,3}$ is marked in Fig. 3(a).

Figure 3(b) shows cumulative 1D subband spacings $\Delta E_{n,m}$ as a function of $V_p$ for 18 devices. The spacing between the first and second ($\Delta E_{1,2}$), first and third ($\Delta E_{1,3}$), and first and fourth ($\Delta E_{1,4}$) subbands are shown (unique symbols represent devices of different $L$, described in the legend). In each case $\Delta E_{n,m}$ reduces as $V_p$ becomes closer to zero. We plot the cumulative data to better accentuate this trend, although the spacing between consecutive subbands [shown in Figs. 3(c)-(e)], all show a downward trend with $V_p$. The trend can be attributed to the weakening of the electric field at pinch off for smaller $|V_p|$, since this leads to shallower confinement and therefore closer subband spacings.

Figures 3(c)-(e) show individual 1D subband spacings as a function of $L$. Panels (c), (d), and (e) show $\Delta E_{1,2}$, $\Delta E_{2,3}$, and $\Delta E_{3,4}$, respectively. The diamonds represent average values for each $L$ (offset horizontally for clarity), and error bounds show the average error for each $L$ [35]. The average subband spacing reduces with $L$ in agreement with electrostatic modeling of a saddle point potential [4, 31]. However, the spread in $\Delta E_{n,n+1}$ for individual values of $L$ is larger than or similar to the av-
average change in $\Delta E_{n,n+1}$ across all values of $L$. Since variations in device characteristics likely arise from fluctuations in the background potential, these data highlight the importance of unique electrostatic environment near each split gate. They suggest that background variations are as significant as the lithographic dimensions in governing the potential landscape in the device active area.

B. Coupling between the split gate and the 1D channel

The degree of coupling between the split gate and the 1D channel is given by lever arm $\alpha = \Delta E/e\Delta V_{sg}$, where $\alpha = \partial V_{sd}/\partial V_{sg}$ (estimated from DC bias spectroscopy measurements). Figure 4(a) shows $\alpha$ (the lever arm for the first subband), as a function of $L$ for 18 split gates. The diamonds indicate the average value, offset horizontally for clarity. The error bounds indicate the average error [36].

The lever arm $\alpha$ almost doubles between $L = 0.4$ and 0.7 $\mu$m. This trend is expected since $\alpha$ scales with $\Delta E$, which, for a given $\Delta V_{sg}$, will be larger in the center of a channel formed by a longer gate. However, as $L$ increases further, $\alpha$ reduces, deviating from the expected trend. This also occurs for subbands 2 and 3.

A length of 0.7 $\mu$m is consistent with the correlation length of fluctuations in the background potential. In Ref. [37], calculations of the effect of potential fluctuations in the 2DEG on split gate devices are performed, for a heterostructure with a similar donor density to the one measured here [38]. The fluctuations were assumed to arise from the random positioning of donors in the doped layer. The correlation length of these fluctuations was found to be comparable with the device active area for split gate lengths of 0.2 and 0.6 $\mu$m. Our data show $\alpha$ depends on split gate length up to $L = 0.7$ $\mu$m, which may suggest the correlation length of potential fluctuations is slightly greater than this value for the heterostructure used in our experiment.

Figure 4(b) shows $\alpha$ as a function of $\Delta E_{1,2}$. Data from each length split gate are represented using different symbols, described in the legend. Overall, no trend is apparent. Data from the same length devices appear to be grouped, and a weak positive correlation exists for the $L = 0.4$ $\mu$m data. This does not occur for longer devices, consistent with the increased effect of disorder.

C. Curvature of the 1D potential barrier

We now estimate the curvature of the potential barrier in the transport direction $\hbar\omega_x$ by assuming the confining potential is described by a saddle-point model [29]. We achieve this by fitting the measured data with a conductance calculated using the Landauer-Büttiker formalism [1, 29], simulating a system of non-interacting electrons traversing a saddle-point potential with transmission probability $T_n = [1 + \exp(-2\pi(E - E_n)/\hbar\omega_{x,n})]^{-1}$, where $E_n$ is the energy of the bottom of subband $n$. The saddle-point approximation can be used for the first few subbands even for devices with a large length-to-width ratio, since $G$ is governed by transmission through the narrowest part of the channel.

Figure 4(c) shows measured conductance (solid line) and the fit (dashed line) for an example device, as a function of $V_{sg}$. The fit is achieved as follows: Trans-
mission probability $T_n$ is calculated for the first three subbands individually as function of $E$, using an initial input of $\hbar \omega_{x,n} = \Delta E_{n,n+1}$. Subband-dependent lever arms $\alpha_n$ measured for each device individually are used to convert $E$ to a voltage scale. A minimization routine then optimizes $\hbar \omega_{x,n}$ to find the best fit between the calculated and measured traces. The use of subband-dependent values of $\hbar \omega_{x,n}$ reflects how the barrier profile for higher subbands is modified by the increased presence of electrons. The sum of $T_n$ for $n = 1, 2$ and 3 gives the final trace shown by the dashed line in Fig. 4(c).

The transition between $G = 0$ and $0.5G_0$ is almost independent of temperature up to at least $T \approx 1.5$ K [4]. Therefore, for $n = 1$ the fit is performed with $T = 0$, such that the calculated conductance $G_n = G_0 T_n$. For higher subbands a temperature dependence is observed experimentally; therefore for $n = 2$ and 3 we calculate $G_n$ at $T = 1.4$ K using

$$G_n = G_0 \int dE \left( -\frac{\partial f}{\partial E} \right) T_n,$$

where $f$ is the Fermi-Dirac distribution. We find that using either $T = 0$ or $T = 1.4$ for $n = 1$ does not affect the trends observed [24].

Good fits are obtained for 11 of the 18 split gates. For the other seven devices, conductance plateaus are weakened or suppressed due to strong disorder effects, therefore these data are discarded in the following analysis. The saddle-point model assumes a parabolic potential barrier, which has a characteristic length $l_x = \sqrt{\hbar / m^* \omega_{x,n}}$, where $m^*$ is the effective mass of the electrons. Barrier length $l_x$ is therefore the distance over which the potential changes by $\hbar \omega_{x}/2$.

Figure 4(d) shows $l_{x,1}$ as a function of $L$. Diamonds show the average $l_x$ for each $L$, and error bounds indicate the average error, offset horizontally for clarity. We would expect the barrier length to scale with the gate length. However, our data show the opposite trend with $l_x$ initially reducing for $L$ from 0.4 to 0.7 μm. This change is very small compared to the change of $L$: $\Delta l_x \approx 2.5$ nm (a decrease of 11%), as $L$ increases by 175%. As $L$ increases further, $l_x$ then increases slightly. For our devices therefore, the split gate length is not a good indicator of the length of the potential barrier.

For $L = 0.4, 0.7$ and 1 μm, the spread of $l_{x,1}$ at fixed $L$ is larger than or similar to the overall change in average $l_{x,1}$ as $L$ varies. This highlights the crucial importance of the background potential in determining the electrostatic landscape in the active device area, even between devices with nominally identical length. This is further supported by Fig. 3(e), which shows $\hbar \omega_{x,1}$ as a function of $\Delta E_{1,2}$. For a given $L$, there is no correlation between these parameters. The trends for subbands 2 and 3 are similar.

\[\text{FIG. 5: (a) Fitted conductance } G_f/G_0 \text{ for the first 1D subband from 11 devices. Data are collapsed onto a universal curve by aligning } G_f/G_0 = 0.5 \text{ with } V_{sg} = 0, \text{ then scaling } V_{sg} \text{ by } \alpha_1 e/\hbar \omega_{x,1}. \quad \text{(b) Corresponding experimentally-measured conductance } G_{ex}/G_0, \text{ where the data are offset and scaled using the same parameters as (a). For } G_f/G_0 < 0.5 \text{ the traces collapse onto a similar curve. Above } 0.5G_0, \text{ variations arise due to the differences in the 0.7 anomaly. (c) } G_{ex}/G_0 \text{ as a function of barrier curvature } h \omega_{x,1}, \text{ at fixed values of the scaled voltage axis } \kappa. \text{ From bottom-to-top, } \kappa \text{ increases from } -0.5 \text{ to 0.75 in steps of 0.25 } \text{corresponding to vertical dashed lines, left-right, in panel (b).} \quad \text{(d) Conductance } G_{ex}/G_0 \text{ as a function of spacing between the first and second 1D subbands } \Delta E_{1,2}. \text{ In panels (c)-(d), data points for each length split gate are indicated by the symbols defined in the legend.} \]

V. 0.7 ANOMALY IN DIFFERENT LENGTH SPLIT GATES

In this section 0.7 anomalies from devices of different gate length are compared. Following Bauer et al. [24], we refer to the conductance between 0.5$G_0$ and $G_0$ as the ‘sub-open’ regime. Additionally, we refer to experimentally measured (fitted) conductance data as $G_e$ ($G_f$).

Direct comparison of the 0.7 anomaly between devices is possible by removing the trivial – that which can be accounted for in a non-interacting scenario [25] – depen-
dence of the conductance transition between $G = 0$ and $G_0$ on barrier curvature. This is achieved by offsetting the conductance traces horizontally to align $G_f/G_0 = 0.5$ to $V_{sg} = 0$ and scaling each $V_{sg}$ axis by $\alpha_1 e/\hbar \omega_{x,1}$ [29]. Differences in conductance that remain are only due to electron interactions. The strength of these interactions still depends on barrier shape [23, 24].

Figure 5(a) shows the fitted conductance $G_f$ for the first subband as a function of the scaled voltage axis $\kappa = \alpha_1 V_{sg}/\hbar \omega_{x,1}$. Data from all 11 split gates are plotted. The traces collapse onto a universal curve since these data are obtained using a non-interacting model. Figure 5(b) shows the corresponding $G_e/G_0$ data after applying the same scaling procedure. For $\kappa \leq 0$, the traces collapse onto a very similar curve. For $\kappa > 0$, differences occur due to the 0.7 anomaly (a spread in $G_e/G_0 > 1$ arises due to the different $\Delta E_{1,2}$). The variation in the 0.7 anomaly between traces is related to the varying barrier curvature from device to device.

In order to compare the 0.7 anomaly between devices, $G_e/G_0$ is plotted as a function of $\hbar \omega_{x,1}$ in Fig. 5(c), for 6 fixed values of $\kappa$. From bottom-to-top, $\kappa$ increases from -0.5 to 0.75 in steps of 0.25 [corresponding to the vertical lines in Fig. 5(b)]. For $\kappa = -0.5$, $-0.25$ and 0, $G_e/G_0$ is independent of $\hbar \omega_{x,1}$. This is expected since $G_e/G_0$ is below or close to 0.5. Unique symbols are used to represent data from split gates of each length. The dashed lines are linear fits as a guide to the eye [14].

In the sub-open regime $G_e/G_0$ reduces with decreasing $\hbar \omega_{x,1}$. This is consistent with our previous work [24]. However, in Ref. [29], an array of identical length split gates was measured in which differences in the electrostatic profile between devices arose only from variations in the background potential. In Fig. 5(c) data from split gates of different length all follow the same trend line for a given $\kappa$. This implies that the profile of the longitudinal barrier—rather than the gate length—is the most significant factor governing the conductance value of the 0.7 anomaly.

The data in Fig. 5 are presented in a similar way to Fig. 2 of Ref. [29] for ease of comparison. We emphasize that these are entirely different datasets, from separate devices. The similarity arises because the same technique developed in Ref. [29] to analyze the 0.7 anomaly is applied here.

The importance of device-specific confining potential has been highlighted in Ref. [22], which summarizes numerous studies of the 0.7 anomaly as a function of carrier density. The conductance of the 0.7 anomaly has been seen to both increase and decrease as a function of carrier density. These conflicting trends likely arise due to the extreme sensitivity of the 0.7 anomaly to differences in the electrostatic potential between devices [22].

The trend in Fig. 5(c) is also consistent with the split-gate length dependence reported in Ref. [8]. The 0.7 anomaly occurred at lower values as gate length increased (three devices $\approx 0, 0.5$ and $2 \mu m$ long were measured). A stronger link between the longitudinal profile and gate length may exist for devices measured in Ref. [8] because they are fabricated on an undoped heterostructure [44], where the absence of dopants may lead to smaller variations in the background potential.

Calculations of the conductance transition between zero and $G_0$ using the inelastic scattering model plus the local density of states enhancement [23, 24] predict a lowering of the conductance in the sub-open regime as $\hbar \omega_x$ decreases. These calculations are shown in Fig. 5(d) in supplementary material of Ref. [24], and are in agreement with our data. Unfortunately, our data do not allow us to distinguish between theories for the occurrence of the 0.7 anomaly since the same trend is predicted in both the spontaneous spin polarization [40] and Kondo scenarios [41] (this is discussed in more detail in Ref. [29]). However, the inelastic scattering scenario is the only theory for which detailed calculations have been performed as a function of $\hbar \omega_x$.

Figure 5(d) shows $G_e/G_0$ as a function of 1D subband spacing $\Delta E_{1,2}$. There is a slight reduction of $G_e$ with increasing $\Delta E_{1,2}$ in the sub-open regime, although the trend is weak. As seen in Fig. 5(b), a larger $\Delta E_{1,2}$ occurs for devices with a more negative pinch off voltage. This suggests a possible explanation for the trend in Fig. 5(d): the strength of transverse confinement is stronger for the devices with larger $\Delta E_{1,2}$, leading to an increase of strength of electron interactions, thus affecting the conductance value of the 0.7 anomaly. This may be understood within the framework of the inelastic scattering model, which makes predictions of the effect of electron interaction strength on the conductance of the 0.7 anomaly. For example, Fig. S14(c) of supplementary material for Ref. [24] shows a reduction of the conductance in the sub-open regime with increasing interaction strength, for a constant barrier curvature. As a final point of interest, the trends in Figs. 5(c) and 5(d) do not depend on the split gate length, compatible with the inelastic scattering model which is based purely on the shape of the potential barrier.

VI. CONCLUSION

We have systematically studied the effect of changing split gate size on device behavior. This is achieved using a multiplexing technique which allows many nanostructure devices to be compared on a single cooldown. Multiple devices of each size are measured, providing statistical information on the variance of conductance properties between individual designs. In total, we measured 95 split gates with 7 different length/width combinations. Increasing the gate length and/or reducing the width moves the average voltage required to define a 1D channel and the pinch off voltage closer to zero. The 1D subband spacing also reduces for devices with longer gates. Further, the percentage of devices displaying accurate quantization of conductance reduces dramatically as the area of the channel increases.
The electrostatic environment in the 2DEG is very influential on the 1D potential profile. The significance of the background potential is highlighted by three key results reported here. Firstly, the spread in values of the 1D subband spacing and the 1D barrier curvature for a given gate length are as large as the overall variation in the average values of these properties over the range of gate lengths measured. Secondly, the lever arm $\alpha$ which depends on the coupling between the gate and the 1D channel does not continue to increase as a function of gate length beyond $L = 0.7$ $\mu$m, a deviation from the expected result. Thirdly, the curvature of the longitudinal potential barrier estimated using a saddle-point model is not strongly related to gate length.

These results imply that $i$) gate size cannot be relied upon as a good indicator of the length of the 1D channel, and $ii$) the background disorder potential is at least as significant as gate size in determining the potential landscape in the 1D channel.

The 0.7 anomaly is compared between split gates of different length. The conductance value of the 0.7 anomaly reduces as the barrier curvature becomes shallower, rather than depending specifically on the split gate length. The particular confining potential in each device, and principally the barrier curvature, may be the primary factor governing the conductance of the 0.7 anomaly at a given temperature and magnetic field.

This study has characterized split gates on a modulation doped GaAs/AlGaAs heterostructure. A potential avenue for future work is to perform measurements on undoped heterostructures where the absence of Si donors results in a reduction of background disorder, leading to more reproducible behavior both between split gate devices and after thermal cycling. Measuring an array of devices on an undoped structure may also give insight on the degree to which disorder affects nanostructures fabricated on undoped heterostructures.
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