The Impact of Problem-Based Serious Games on Learning Motivation

MEISAM MORADI AND NURUL FAZMIDAR BINTI MOHD NOOR
Faculty of Computer Science & Information Technology, University of Malaya, Kuala Lumpur 50603, Malaysia
Corresponding authors: Meisam Moradi (moradizx@gmail.com) and Nurul Fazmidar Binti Mohd Noor (fazmidar@um.edu.my)

ABSTRACT
Students’ motivation in computer graphic courses is a challenge for educators. Computer courses entail abstract notions and algorithmic features, and these difficulties affect the students’ motivation. A problem-based learning serious game framework named Immersivio was designed. The researchers designed a quantitative study with a between subject design and implemented a treatment course using the problem-based serious game. The game was designed based on the principles of problem-based learning and serious games, i.e., higher order thinking, collaborative learning, and cognitive thinking and information visualization theory. A non-random sampling procedure (purposive sampling) was used in this quasi-experimental study and the participants formed to 2 groups, the experimental group (n = 24) and the control group (n = 26). MANOVA test results indicated that the experimental group participants who had experienced the Immersivio game were more motivated to learn computer graphics in terms of extrinsic motivation, intrinsic motivation, interest, attainment, cost, identification with academics, self-efficacy, and instrumentality. This study has implications for basic and advanced computer graphic lecturers and educators in this field.
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I. INTRODUCTION
Three-dimensional representation of geometric data in computer courses is known as computer graphics. Recent studies that have been conducted on learning computer graphics, such as the one conducted by Suselo, Wünsche and Luxton-Reilly revealed that the approaches to learning computer graphics should be novel [1]. They assume that the traditional forms of teaching computer graphics, such as the text books, are very challenging for the students. This requires according attention to recent forms of education and to merge them with learning computer graphics. In addition, Nishino, Sueyasu, Kagawa, and Utsumiya assert that the current learning aids such as 2D images in textbooks for understanding 3D theories and program codes for explaining specific algorithms make learning computer graphics difficult for the learners [2]. They further explain that learning computer graphics requires understanding 2D and 3D environment aspects and acquiring skills such as modelling and programming for 2D and 3D computational environments.

It seems that making use of cognitive and metacognitive psychology can enhance learning of computer graphics courses. Kim, Park, and Baek point to the positive features of cognitive educational psychology which can not only motivate the learners, but also affect their learning [3]. These features are accompanied by the use of technology which can further facilitate learning. This idea formed the basis of Serious Games (SG) in education [4]. Serious Games (SG), as defined by Junaeti, Sutarno, and Nurmalasari is a game that has a purpose beyond pure entertainment, i.e., education [5]. Jung, Yi, and Choi also posit that SG has two main dimensions, i.e., education and entertainment [6]. They indicate that both aspects should be taken into account in designing SG, and one should not be ignored in favour of the other.

In addition, research has shown that motivation is among the most significant aspects of education in any field to the extent that Donnelly speculates that what the learners need for learning is only motivation [7]. Traditional forms of education, which are lecture-based and less interactive, usually do not motivate the learners to learn [8]. It also justifies why SG should be motivating, as the level of engagement with the learning content is high. In comparison to SGs, lecture-based instruction lacks interaction with the learning content. As a result, the learners in lecture-based instruction are passive recipients of knowledge, whereas, through SG, the
learners play the most active role in learning. Lack of interaction and being passive learners reduces motivation and causes boredom [9]. Motivation is usually a student-centred concept and gains more significance in learner-centred approaches to learning. SG is also a learner-centred approach to learning. Thus, it is of prime significance to know how a particular form of SG can motivate the learners.

II. PROBLEM

Borrego, Fernández, Blanes, and Robles believe that students who take computer courses have a lack of motivation to the extent that it affects their overall score and performance [10]. Similarly, Papastergiou found motivation as a problem for learning computer science in Greek [11]. Also, and in order to justify the need for this study, the researcher conducted a preliminary study and examined the motivation of 39 Malaysian undergraduate students at Asia Pacific University (APU) where the researcher intended to conduct the study. It was observed that the students’ motivation for learning computer graphics is low. To be more specific, it was found that the students are not willing to take challenges to learn as the course content, as the course does not arouse their curiosity to learn. The students also noted that they do not feel confident that they learn the concepts in the 3D computer course, especially the complicated ones.

Many scholars support the idea that computer games can motivate the learners to learn computer programs and computer graphics [11], [12]. These studies also support games as a possibility to solve the learning problem. For example, Papastergiou reported that the motivational appeal of a computer game for learning computer memory concepts is higher than traditional forms of education [11].

However, not all the games that have been designed so far for learning computer programming and computer graphics been successful. Romero report that a common problem of SGs is that they do not consider both the pedagogical and technical perspectives [13]. Elsewhere, Hirumi, Appelman, Rieber and Van Eck posit that problem-solving and collaboration should be included in the games designed for learning any form of computer programming [14]; however, these aspects are usually missing. Among the papers which have reviewed game-based education, the one by Walker & Shelton provides useful insights [15]. They claim that the existing educational games are similar to the works in Problem-Based Learning (PBL). This claim is made based on conceptual and empirical literature. However formal efforts to investigate the similarities between educational games and problem-based learning warrants more research. Thus, this issue should be subject to research. Therefore, what is the effect of a problem-based SG (Immersivio) on learning motivation of computer graphics?

III. THEORIES AND CONCEPTS

A. LUDOLOGY

According to Cailllois Avedon and Sutton-Smith, games are not considered only as entertainment [16], [17]. They are the focus of educational and philosophical debates. Such debates form the basis of science of Ludology. Ludology discusses the effects of games on education through meticulous designs and functions [18]. Although ludology is a term seen across many disciplines, its definition varies. Bragge and Storgards posit that this diversity is the result of intricacies attributed to each discipline [19]; especially as the objective of ludology in different disciplines varies. The discipline of computer science is a core discipline in ludology [20]. This claim is based on two significant reasons. Firstly, many games are designed using the computer technology [21]. Secondly, the human-computer interaction is among the most significant areas in gaming [22]. The main research trends based on these two assumptions include user research [23] and psychophysiology communities [20]. Thus, the focus of ludology is not solely on analysing games or creating a design terminology [24], [25]. One of the main debates in ludology is the need for a methodology with a psychological perspective [26]. Elsewhere, Lindley and Sennersten argue that psychological concepts such as cognition, schema, and motivation should be added be considered in this methodology [26]. Therefore, the researchers in this study made use of a problem-based SG which considers cognitive thinking as a core concept which effects the motivation. As motivation and cognition are concepts relevant to the users as players who experience the game, the next section of this paper is discussed the users’ experience.

B. USER EXPERIENCE

There has been extensive research on gamification and user experience [27]–[29]. Most of these studies have used an experimental design to study the users’ experience. Nacke and Lindley who reviewed this study believe that there is a lack of well-accepted and common theoretical definition of the constructs that are often studied in user experience and gamification [30]. They also indicate that the reason game play industry has hindrances in its growth is a lack of common understand of such concepts. However, it can be inferred that the game industry is based on the users’ experience [20]. It makes user experience one of the significant concepts in this study.

C. PROBLEM-BASED LEARNING THEORY

According to Norman and Schmidt, this theory has its roots in the experiential learning theory which emphasizes on hands-on experiences while learning [31]. The theory advocates use of the learners’ cognitive skills such as problem-solving while learning; believing that through cognitive learning and in line with principles of higher-order thinking, learning can begin with evaluation of the learning problem and ends it understanding. Selecting PBL as the main educational aspect of this study is based on the above firm reason. The researcher has reviewed the previous games designed for learning computer graphics. The shortcoming of these games can be well covered by using a problem-based design. For example, TUGS (The Universal Graphics System) designed by Clevenger,
Information visualization theory explains that visualization is learning achievements in computer graphics is investigated. The interplay of problem-based learning, motivation and the new aspect which is introduced in this framework in which has in many cases showed promising results [41].

Jiambon and Chaddock, and Bendig [32] lacks a psychological basis for defining learning, whereas PBL is underpinned in cognitive learning and considers psychology of learning one of the main aspects of learning. A game based on OpenGL designed by Woo, Neider, Davis and Shreiner [33], lacks an educational underpinning and looks at learning computer graphics from a computer-based perspective solely. However, PBL is an educational approach which can suit learning computer graphics when implemented in a SG. Finally, collaboration which is a fundamental aspect of successful learning has not been in neither of the games mentioned above. Even recent games such as the CodeRunner GL designed by Wünsche [34] has not defined collaboration in the game and in the learning process. These pieces of evidence can prove that a problem-based SG should be more successful than previous games designed for learning computer graphics.

### D. LEARNING MOTIVATION

Learning motivation is not a new concept. There are evidences of studying this variable for decades. Ford believes that motivation is not only a pattern for pursuing goals, but also, it is the force that energizes, directs, and sustains behaviour among students [35]. In line with this idea, Fredricks et al consider learning motivation as the main power for educational success [36]. Thus, it plays a vital role in learning processes. Motivational theories that can explain students’ motivation for learning vary. One of theories that suits the purpose of this study is that of intrinsic vs. extrinsic motivation. This theory explains that the source of motivation are compulsion and punishment [37]. There is also a relationship between intrinsic and extrinsic motivation. Tohidi note that a student may be extrinsically motivated at the initial stages of the learning process [38]; however, they may become intrinsically motivated as they go deeper in the learning process. On the other hand, Newman pinpoints motivation as an integral aspect of PBL which stimulates contextualized learning [39]. The concepts evaluated in this study through the questionnaire refer to achieving good grades, enjoying learning, time management, confidence in learning, academic success, competing others, and achieving a suitable job in future. These concepts refer to both intrinsic motivation (enjoyment, confidence in learning), and extrinsic motivation (achieving good grades, and acquiring a job).

### IV. SOLUTION

The researcher argues that there is a logical relationship between the theories and the objectives of this study. Higher order thinking, collaborative learning, and experiential learning are among the main aspects of problem-based learning theory [40]. Motivation, on the other hand, is a learning feature investigated in numerous problem-based studies which has in many cases showed promising results [41]. The new aspect which is introduced in this framework in the interplay of problem-based learning, motivation and learning achievements in computer graphics is investigated. Information visualization theory explains that visualization is a cognitive skill. Thus, the researcher hypothesized that learning geometric concepts (i.e., transformation, scaling, and rotating) can be affected by a cognitive learning approach, i.e., PBL. This innovation is the contribution of this research to Problem-based learning theory and serious games.

### V. METHOD

#### A. QUASI-EXPERIMENTAL DESIGN

The sampling method for selecting the participants in this study is non-random; believing that all basic and advanced computer graphic learners in Malaysia did not have the chance to be part of the study; therefore, this study is a quasi-experimental one.

#### B. CONTEXT

This study was conducted in the context of Asia Pacific University of Technology & Innovation known as APU in Malaysia during the second semester of the year 2019/2020.

#### C. PARTICIPANTS

The participants of the study were both male and female undergraduate students taking a computer graphics course at APU in semester 1, 2019/2020. These participants came from 3 different ethnicities of Malay, Chinese, and Indian. Their age range was between 18 and 22, and they had all gained their high school diploma degree. They all had at least 1 year experience in studying at APU in computer related courses and were all taking computer graphic course as an obligation to receive bachelor degree in computer games, multimedia technology, computer science and information technology.

#### TABLE 1. Demographics of the participants.

| N  | Age  | Gender | Ethnicity          | Educational Level     |
|----|------|--------|--------------------|-----------------------|
| 50 | 18-22| Male=20| Malaysian=12 China=30 Indian=8 | Bachelor Degree student |

These participants formed to 2 groups, the experimental group (n = 24) and the control group (n = 26). The control group received traditional lecture while the experimental group received the treatment.

#### D. INSTRUMENTATION

One of the challenges of this study was selecting an appropriate instrument to measure learning motivation. The main reason for such a difficulty was that the motivational traits in different subject areas are different and the items in some questionnaires may not be appropriate for all subject areas. Another limitation is that many questionnaires to measure motivation, as noted by Velayutham, Aldridge and Fraser are developed by psychologist; thus, the intricacies of a specific subject area may not have been considered in them [42]. To find the appropriate questionnaire of the purpose of this study, the research reviewed previously designed and used questionnaires. Unfortunately, a learning motivation questionnaire on computer graphics was not found and
the researcher came to the conclusion that a questionnaire should be adapted from studies in similar areas. A number of questionnaires in different areas were found and investigated. Although each of these questionnaires have a merit, the researcher finally decided to use the learning motivation questionnaire designed by McCord and Matusovich [43] which were originally designed for the field of thermodynamic but its constructs were most appropriate to this study. The questionnaire consists of 26 items on extrinsic motivation, intrinsic motivation, interest, attainment, cost, identification with academics, self-efficacy, and instrumentality. The questionnaire designed by McCord and Matusovich [43] was used in this study as the constructs in the questionnaire were related to problem-based learning. The designers consider their questionnaire the intersection between motivation and cognitive perspectives of learning. Another reason for selecting this questionnaire is that the questionnaire is very comprehensive. As noted by McCord and Matusovich, primarily, the researchers considered a wide range of motivational constructs and surveyed their participants and finally shortened their constructs and came up with 8 constructs [43]. The third reason for selecting this questionnaire is the nature of the constructs under investigation. The constructs include: extrinsic motivation, intrinsic motivation, interest, attainment, cost, identification with academics, self-efficacy, and instrumentality. These constructs are relevant to the concept of learning, whereas the constructs found in the other questionnaires seemed to be more general, and not as related to the concept of learning as the construct in this questionnaire.

E. PROCEDURE

The study was conducted in the first semester of the educational year 2019-2020 and lasted for 8 weeks. In order to conduct ethical research and to comply with rules of research, a consent form was prepared and given to all participants prior to the main study.

The first phase included piloting the Likert scale questionnaire on learning motivation by McCord and Matusovich [43]. The aim of this pilot study was not to reduce the subscales and the items of the questionnaire, as the items were already designed and validated by the designers. However, the questionnaire was administered to 30 undergraduate students studying at APU in order to check the reliability and validity of the questionnaire prior to the main study, and to find out whether or not there is a need to attempt to enhance the students’ motivation. To make sure the questionnaire suits the purpose of the study, it was emailed to 5 experts in the field of problem-based learning. The experts were asked to rate each item of the questionnaire. Using the results Cohen Kappa was measured for each item of the questionnaire. As the score gained for each item was 0.8 to 1, it was observed that the questionnaire has content and face validity. In order to check the construct validity of the questionnaire and as the questionnaire was adapted from an original study, exploratory factor analysis (EFA) was run. EFA measures construct validity by underlying relationships between measured variables and is based on a common factor model [44].

As noted by Gliem and Rosemary, when a Likert scale questionnaire is used, it is imperative to use Cronbach Alpha to measure internal consistency [45]. Also, as noted by Adeniran, in case the Likert Scale questionnaire is used to measure multiple concepts, Cronbach Alpha should be calculated for each concept (subscale) [46]. Therefore, to measure the reliability of the questionnaire, Cronbach Alpha was measured for each subscale. Table 2 shows the results of reliability test.

### TABLE 2. Reliability of each construct in the questionnaire using cronbach alpha.

| Subscale                        | Number of Items | Reliability |
|---------------------------------|-----------------|-------------|
| extrinsic motivation            | 3               | .89         |
| intrinsic motivation            | 4               | .78         |
| interest                        | 3               | .88         |
| attainment                      | 3               | .86         |
| cost                            | 2               | .78         |
| identification with academics   | 3               | .74         |
| self-efficacy                   | 4               | .86         |
| instrumentality                 | 2               | .95         |

As can be observed in Table 2, the reliability index for all 8 subscales of the questionnaire is above .74. Based on George and Mallery, this indicates that the questionnaire is a reliable one [47].

F. TREATMENT

The main and most significant phase of the study is the treatment phase. The treatment last for 8 weeks and a session per week. Each session of the treatment last for 1 hour and 45 minutes. While the participants in the control group experienced the conventional education for computer graphics as APU syllabus, the participants in the experimental group went through the problem-based SG designed for the course. The number of session and the amount of time spent for education in both groups was equal.

To present the computer graphics concepts to the students and by considering the aforementioned features for a PBL design for SG, the Immersivio game was designed based on the Immersivio framework. The overall goal of each level of the game is to solve a puzzle by using provided tools and programming which is a problem presentation based on Hmelo-Silver’s PBL tutorship [48].

The focus of the game is on APU’s syllabus. The game was sent to experts in both fields along with an evaluation form. The evaluation form measured each item on the scale of 1 (Completely Disagree) to 5 (Completely Agree). Using the data collected from the experts, Cohen Kappa index was calculated. As in both cases, the Cohen Kappa index fell between .8 and 1.00, it can be assumed that the game correctly measures knowledge of computer graphics test in a problem-based game format.
The game is designed in 3 levels and each level these which all aforementioned geometric concepts. The procedure of the game is shown in the figure 1.

![ FIGURE 1. Immersivio game flow. ](image)

The player should initially interact with the game. Following the game user interface, the player interacts with 3 different levels. As an example, the demographics of level 3 is demonstrated in figure 2. As can be seen in Figure 2, interactive and fixed prefabs are used. This figure visualizes the game at Level 3 in a solved state which leads the student to goal achieved page and shows the final results. At the same time the participants game data will be collected and saved.

VI. DATA ANALYSIS AND RESULTS

The data collected in this study were analysed through multivariate ANOVA (MANOVA) which assumes normality of the data, homogeneity of variances of the groups and homogeneity of covariance matrices. The normality of the data was probed using skewness and kurtosis indices and their ratios over the standard errors. The absolute values of the ratios were lower than 1.96, hence normality of the data was assumed.

A. PRE-TESTS COMPARISON

A multivariate ANOVA (MANOVA) was run to compare the two groups’ means on the pre-tests of components of motivation; in order to prove that they were homogenous in terms of their level of motivation prior to the administration of the treatments. MANOVA has two specific assumptions; i.e., homogeneity of covariance matrices and homogeneity of variances. The assumption of homogeneity of covariance matrices, which is tested through the Box’s statistics, requires that the correlations between any two components be roughly the same across the two groups. The non-significant results (Box’ M = 27.52, p = .962) indicated that the assumption of homogeneity of covariance matrices was retained.

MANOVA also requires that the groups’ variances be roughly the same; i.e., homogeneity of variances. Based on the results displayed in Table 3, it can be claimed that the assumption of homogeneity of variances was met on pre-tests of extrinsic motivation (F (1, 47) = .152, p = .698), intrinsic motivation (F (1, 47) = .036, p = .850), interest (F (1, 47) = .941, p = .337), attainment (F (1, 47) = .006, p = .939), cost (F (1, 47) = 1.43, p = .237), identification with academics (F (1, 47) = .267, p = .608), self-efficacy (F (1, 47) = .122, p = .728), and instrumentality (F (1, 47) = 1.48, p = .232).

Table 4 displays the main results of the MANOVA. Based on these results (F (8, 40) = .322, p = .953, Partial $\eta^2 = .061$ representing a moderate effect size) it can be concluded that there were not any significant differences between the two groups’ overall means on the pre-tests of components of motivation.

Table 5 displays the descriptive statistics for the experimental and control groups on the pre-tests of components of motivation. Based on these results and the MANOVA results for comparing groups on each of the components of motivation in the table, it can be concluded that:

A: There was not any significant difference between the experimental (M = 3.68) and control (M = 3.80) groups’ means on pertest of extrinsic motivation (F (1, 47) = .395, p = .533, partial $\eta^2 = .002$ representing a weak effect size).

B: There was not any significant difference between the experimental (M = 4.02) and control (M = 4.07) groups’ means on pertest of intrinsic (F (1, 47) = .083, p = .775, partial $\eta^2 = .002$ representing a weak effect size).

C: There was not any significant difference between the experimental (M = 3.52) and control (M = 3.49) groups’ means on pertest of interest (F (1, 47) = .063, p = .803, partial $\eta^2 = .001$ representing a weak effect size).
TABLE 3. Levene’s test of equality of error variances; pre-tests of components of motivation.

| Based on       | Levene Statistic | df1 | df2 | Sig. |
|----------------|------------------|-----|-----|------|
| Pre-Extrinsic  |                  |     |     |      |
| Mean           | .186             | 1   | 47  | .668 |
| Median         | .152             | 1   | 47  | .698 |
| Median with    | .152             | 46  |     | .698 |
| adjusted df    | trimmed mean     | 666 |     |      |
| Pre-Intrinsic  |                  |     |     |      |
| Based on Mean  | .063             | 1   | 47  | .803 |
| Mean           | .036             | 1   | 47  | .850 |
| Median         | .036             | 45  |     | .850 |
| Mean with      | .021             | 585 |     |      |
| adjusted df    | trimmed mean     | 231 |     |      |
| Pre-Interest   |                  |     |     |      |
| Mean           | 1.433            | 1   | 47  | .237 |
| Median         | .941             | 1   | 47  | .337 |
| Median with    | .941             | 46  |     | .337 |
| adjusted df    | trimmed mean     | 231 |     |      |
| Pre-Attainment |                  |     |     |      |
| Mean           | .026             | 1   | 47  | .873 |
| Median         | .006             | 1   | 47  | .939 |
| Median with    | .006             | 46  |     | .939 |
| adjusted df    | trimmed mean     | 989 |     |      |
| Pre-Cost       |                  |     |     |      |
| Mean           | 1.529            | 1   | 47  | .222 |
| Median         | 1.438            | 1   | 47  | .237 |
| Median with    | 1.438            | 40  |     | .238 |
| adjusted df    | trimmed mean     | 193 |     |      |
| Pre-Identification |            |     |     |      |
| Mean           | .681             | 1   | 47  | .413 |
| Median         | .267             | 1   | 47  | .608 |
| Median with    | .267             | 43  |     | .608 |
| adjusted df    | trimmed mean     | 158 |     |      |
| Pre-Self-      |                  |     |     |      |
| Efficacy       | .071             | 1   | 47  | .791 |
| Mean           | .122             | 1   | 47  | .728 |
| Median         | .122             | 46  |     | .728 |
| Median with    | .122             | 60  |     |      |
| adjusted df    | trimmed mean     | 60  |     |      |
| Pre-Instrumentality |            |     |     |      |
| Mean           | 2.842            | 1   | 47  | .988 |
| Median         | 1.463            | 1   | 47  | .233 |
| Median with    | 1.463            | 40  |     | .233 |
| adjusted df    | trimmed mean     | 704 |     |      |

D: There was not any significant difference between the experimental (M = 4.18) and control (M = 4.14) groups’ means on pre-test of attainment (F (1, 47) = .029, p = .865, partial $\eta^2 = .001$ representing a weak effect size).

E: There was not any significant difference between the experimental (M = 3.97) and control (M = 3.96) groups’ means on pre-test of cost (F (1, 47) = .007, p = .935, partial $\eta^2 = .000$ representing a weak effect size).

F: There was not any significant difference between the experimental (M = 4.16) and control (M = 4.28) groups’ means on pre-test of identification (F (1, 47) = .567, p = .455, partial $\eta^2 = .012$ representing a weak effect size).

TABLE 4. Multivariate tests; pre-tests of components of motivation by groups.

| Effect            | Pillai's Trace | Wilks' Lambda | Hotelling's Trace | Roy's Largest Root |
|-------------------|----------------|---------------|-------------------|--------------------|
| Value             | .995           | .005          | 181.269           | 181.269            |
| df                | 906.345        | 906.345       | 8                 | 8                  |
| Sig.              | .000           | .000          | .995              | .995               |
| Partial $\eta^2$  | .995           | .995          | .995              | .995               |

G: There was not any significant difference between the experimental (M = 4.22) and control (M = 4.18) groups’ means on pre-test of self-efficacy (F (1, 47) = .106, p = .746, partial $\eta^2 = .002$ representing a weak effect size).

H: There was not any significant difference between the experimental (M = 3.81) and control (M = 3.80) groups’ means on pre-test of achievement (F (1, 47) = .706, p = .409, partial $\eta^2 = .000$ representing a weak effect size).
TABLE 6. Tests of between-subjects effects; pre-tests of components of motivation by groups.

| Source       | Dependent Variable | Type III Sum of Squares | df  | Mean Square | F      | Partial η² | Squared |
|--------------|--------------------|-------------------------|-----|-------------|--------|------------|---------|
| Group        |                    |                         |     |             |        |            |         |
| Pre-Extrinsic| .175               | 1                       | .175| .395        | .533   | .008       |         |
| Pre-Intrinsic| .030               | 1                       | .030| .083        | .775   | .002       |         |
| Pre-Interest | .015               | 1                       | .015| .063        | .803   | .001       |         |
| Pre-Attainment| .014              | 1                       | .014| .029        | .865   | .001       |         |
| Pre-Cost     | .004               | 1                       | .004| .007        | .935   | .000       |         |
| Pre-Identification| .157          | 1                       | .157| .567        | .455   | .012       |         |
| Pre-Self-Efficacy| .022         | 1                       | .022| .106        | .746   | .002       |         |
| Pre-Instrumentality| .002       | 1                       | .002| .006        | .936   | .000       |         |
| Error        |                    |                         |     |             |        |            |         |
| Pre-Extrinsic| 20.773             | 47                      |     | 442         |        |           |         |
| Pre-Intrinsic| 16.805             | 47                      |     | 358         |        |           |         |
| Pre-Interest | 10.897             | 47                      |     | 232         |        |           |         |
| Pre-Attainment| 22.680            | 47                      |     | 483         |        |           |         |
| Pre-Cost     | 31.200             | 47                      |     | 664         |        |           |         |
| Pre-Identification| 13.040         | 47                      |     | 277         |        |           |         |
| Pre-Self-Efficacy| 9.644           | 47                      |     | 205         |        |           |         |
| Pre-Instrumentality| 13.906       | 47                      |     | 296         |        |           |         |
| Total        |                    |                         |     |             |        |            |         |
| Pre-Extrinsic| 706.889            | 49                      |     |             |        |           |         |
| Pre-Intrinsic| 818.938            | 49                      |     |             |        |           |         |
| Pre-Interest | 614.667            | 49                      |     |             |        |           |         |
| Pre-Attainment| 872.000           | 49                      |     |             |        |           |         |
| Pre-Cost     | 803.250            | 49                      |     |             |        |           |         |
| Pre-Identification| 887.667        | 49                      |     |             |        |           |         |
| Pre-Self-Efficacy| 874.306        | 49                      |     |             |        |           |         |
| Pre-Instrumentality| 723.750       | 49                      |     |             |        |           |         |

**FIGURE 3.** Means on pre-tests of components of motivation by groups.

**B. POST-TESTS COMPARISON**

A multivariate ANOVA (MANOVA) was run to compare the two groups’ means on the post-tests of components of motivation; i.e., extrinsic motivation, intrinsic motivation, interest, attainment, cost, identification with academics, self-efficacy, and instrumentality in order to probe the null-hypothesis raised in this study. Besides assumption of normality, MANOVA also assumes homogeneity of covariance matrices and homogeneity of variances. The assumption of homogeneity of covariance matrices, which is tested through the Box’s statistics, requires that the correlations between any two components be roughly the same across the two groups. The non-significant results (Box’ M = 32.93, p = .864) indicated that the assumption of homogeneity of covariance matrices was retained.

MANOVA also requires that the groups’ variances be roughly the same; i.e., homogeneity of variances. It can be claimed that the assumption of homogeneity of variances was met on post-tests of extrinsic motivation (F (1, 47) = .006, p = .936), intrinsic motivation (F (1, 47) = .721, p = .400), attainment (F (1, 47) = .120, p = .731), cost (F (1, 47) = .269, p = .607), identification with academics (F (1, 47) = 1.89, p = .176), self-efficacy (F (1, 47) = .002, p = .964), and instrumentality (F (1, 47) = .010, p = .921). However, the assumption of homogeneity of variances was violated on post-test of interest (F (1, 47) = 4.59, p = .037).

There is no need to worry about the violation of this assumption. In case this assumption is violated, Tabachnick and Fidell suggested reducing alpha level [49]. They noted, Violations of homogeneity usually can be corrected by transformation of the DV scores. Interpretation, however, is then limited to the transformed scores. Another option is to use untransformed variables with a more stringent a level (for nominal a, use .025 with moderate violation and .01 with severe violation). The results of the MANOVA; i.e., Table 7, to be on the safe side, were reported at .01 levels of significance.

Table 8 displays the main results of the MANOVA. Based on these results (F (8, 40) = 30.48, p = .000 < .01, Partial η² = .859 representing a large effect size) it can be concluded that there were significant differences between the two groups’ overall means on the post-tests of components of motivation. Thus, the null-hypothesis as “problem-based SG did not have any significant effect on learning motivation by undergraduate students” was rejected.

Table 8 displays the descriptive statistics for the experimental and control groups on the post-tests of components of motivation. Based on these results and the MANOVA results for comparing groups on each of the components of motivation, it can be concluded that:

A: The experimental group (M = 6.11) significantly outperformed the control group (M = 4.06) on post-test of extrinsic motivation (F (1, 47) = 64.94, p = .000 < .01, partial η² = .580 representing a large effect size).

B: The experimental group (M = 5.91) significantly outperformed the control group (M = 4.28) on post-test of intrinsic motivation (F (1, 47) = 67.39, p = .000 < .01, partial η² = .589 representing a large effect size).
TABLE 7. Levene’s test of equality of error variances; post-tests of components of motivation.

| Based on | Levene Statistic | df1 | df2 | Sig.  |
|----------|-----------------|-----|-----|-------|
| Pre-Extrinsic | Mean        | .022 | 47  | .882  |
|           | Median        | .006 | 47  | .936  |
|           | Median with adjusted df trimmed mean | .006 | 485 | .936  |
|           | .008 | 47  | .930  |
| Pre-Intrinsic | Based on Mean | .911 | 47  | .345  |
|           | Median        | .721 | 47  | .400  |
|           | Median with adjusted df trimmed mean | .721 | 155 | .400  |
|           | .833 | 47  | .366  |
| Pre-Interest | Mean        | 5.845 | 47  | .020  |
|           | Median        | 4.598 | 47  | .037  |
|           | Median with adjusted df trimmed mean | 4.598 | 47  | .038  |
|           | 5.446 | 47  | .024  |
| Pre-Attainment | Mean        | .084 | 47  | .773  |
|           | Median        | .120 | 47  | .731  |
|           | Median with adjusted df trimmed mean | .120 | 47  | .731  |
|           | .041 | 47  | .840  |
| Pre-Cost | Mean        | .234 | 47  | .631  |
|           | Median        | .269 | 47  | .607  |
|           | Median with adjusted df trimmed mean | .269 | 47  | .607  |
|           | .277 | 47  | .601  |
| Pre-Identification | Mean        | 1.908 | 47  | .174  |
|           | Median        | 1.890 | 47  | .176  |
|           | Median with adjusted df trimmed mean | 1.890 | 47  | .177  |
|           | 1.888 | 47  | .176  |
| Pre-Self-Efficacy | Mean        | .066 | 47  | .798  |
|           | Median        | .002 | 47  | .964  |
|           | Median with adjusted df trimmed mean | .002 | 47  | .964  |
|           | .060 | 47  | .807  |
| Pre-Instrumentality | Mean        | .002 | 47  | .969  |
|           | Median        | .010 | 47  | .921  |
|           | Median with adjusted df trimmed mean | .010 | 47  | .921  |
|           | .002 | 47  | .969  |

C: The experimental group (M = 5.84) significantly outperformed the control group (M = 3.65) on post-test of interest (F (1, 47) = 140.91, p = .000 < .01, partial $\eta^2 = .750$ representing a large effect size).

D: The experimental group (M = 5.97) significantly outperformed the control group (M = 4.38) on post-test of attainment (F (1, 47) = 49.47, p = .000 < .01, partial $\eta^2 = .513$ representing a large effect size).

E: The experimental group (M = 5.77) significantly outperformed the control group (M = 4.12) on post-test of cost (F (1, 47) = 44.64, p = .000 < .01, partial $\eta^2 = .487$ representing a large effect size).

TABLE 8. Multivariate tests; post-test of components of motivation by groups.

| Effect | Value | p | Hyp. df | Error df | Sig. | Partial $\eta^2$ | Squared Error |
|--------|-------|---|---------|----------|------|-----------------|---------------|
| Intercept | Pillai's Trace | .994 | 858.389 | 8 | 40 | .000 | .994 |
| Wilks' Lambda | .006 | 858.389 | 8 | 40 | .000 | .994 |
| Hotelling's Trace | 171.678 | 858.389 | 8 | 40 | .000 | .994 |
| Roy's Largest Root | 171.678 | 858.389 | 8 | 40 | .000 | .994 |
| Group | Pillai's Trace | .859 | 30.480 | 8 | 40 | .000 | .859 |
| Wilks' Lambda | .141 | 30.480 | 8 | 40 | .000 | .859 |
| Hotelling's Trace | 6.096 | 30.480 | 8 | 40 | .000 | .859 |
| Roy's Largest Root | 6.096 | 30.480 | 8 | 40 | .000 | .859 |

TABLE 9. Descriptive statistics; post-tests of components of motivation by groups.

| Dependent Variable | Group | Mean | Std. Error | 95% Confidence Interval |
|--------------------|-------|------|------------|-------------------------|
|                    | Lower Bound | Upper Bound |
| Pre-Extrinsic | Experimental | 3.681 | .136 | 3.408 | 3.954 |
| Control | 3.800 | .133 | 3.533 | 4.067 |
| Pre-Intrinsic | Experimental | 4.021 | .122 | 3.775 | 4.266 |
| Control | 4.070 | .120 | 3.829 | 4.311 |
| Pre-Interest | Experimental | 3.528 | .098 | 3.330 | 3.726 |
| Control | 3.493 | .096 | 3.300 | 3.687 |
| Pre-Attainment | Experimental | 4.181 | .142 | 3.895 | 4.466 |
| Control | 4.147 | .139 | 3.867 | 4.426 |
| Pre-Cost | Experimental | 3.979 | .166 | 3.645 | 4.314 |
| Control | 3.960 | .163 | 3.632 | 4.288 |
| Pre-Identification | Experimental | 4.167 | .108 | 3.950 | 4.383 |
| Control | 4.280 | .105 | 4.068 | 4.492 |
| Pre-Self-Efficacy | Experimental | 4.222 | .092 | 4.036 | 4.408 |
| Control | 4.180 | .091 | 3.998 | 4.362 |
| Pre-Instrumentality | Experimental | 3.813 | .111 | 3.589 | 4.036 |
| Control | 3.800 | .109 | 3.581 | 4.019 |

F: The experimental group (M = 6.11) significantly outperformed the control group (M = 4.42) on post-test of identification (F (1, 47) = 74.08, p = .000 < .01, partial $\eta^2 = .612$ representing a large effect size).
TABLE 10. Tests of between-subjects effects: post-tests of components of motivation by groups.

| Source          | Dependent Variable | Type I SS | df | Mean Square | F    | Sig. | Partial η² |
|-----------------|--------------------|-----------|----|-------------|------|------|------------|
| Pre-Extrinsic   |                   | 51,181    | 1  | 51,181      | 64.948 | .000 | .580       |
| Pre-Intrinsic   |                   | 32,800    | 1  | 32,800      | 67.398 | .000 | .589       |
| Pre-Interest    |                   | 58,937    | 1  | 58,937      | 140.913 | .000 | .750       |
| Pre-Per-Attainment |             | 30,784    | 1  | 30,784      | 49.475 | .000 | .513       |
| Pre-Cost        |                   | 33,370    | 1  | 33,370      | 44.664 | .000 | .487       |
| Pre-Identification |               | 34,743    | 1  | 34,743      | 74.084 | .000 | .612       |
| Pre-Self-Efficacy |                | 43,394    | 1  | 43,394      | 181.081 | .000 | .794       |
| Pre-Instrumentality |             | 41,044    | 1  | 41,044      | 60.951 | .000 | .565       |
| Pre-Extrinsic   |                   | 37,037    | 47 | 37,037      | 788   | .000 | .794       |
| Pre-Intrinsic   |                   | 22,873    | 47 | 22,873      | 487   | .000 | .794       |
| Pre-Interest    |                   | 19,658    | 47 | 19,658      | 418   | .000 | .794       |
| Pre-Per-Attainment |             | 29,244    | 47 | 29,244      | 622   | .000 | .794       |
| Pre-Cost        |                   | 35,130    | 47 | 35,130      | 747   | .000 | .794       |
| Pre-Identification |               | 22,041    | 47 | 22,041      | 469   | .000 | .794       |
| Pre-Self-Efficacy |                | 11,263    | 47 | 11,263      | 240   | .000 | .794       |
| Pre-Instrumentality |             | 31,650    | 47 | 31,650      | 673   | .000 | .794       |
| Pre-Extrinsic   |                   | 1346,778  | 49 | 1346,778    | 49    | .673 | .000       |
| Pre-Intrinsic   |                   | 1321,000  | 49 | 1321,000    | 49    | .673 | .000       |
| Pre-Interest    |                   | 1173,889  | 49 | 1173,889    | 49    | .673 | .000       |
| Pre-Per-Attainment |             | 1366,333  | 49 | 1366,333    | 49    | .673 | .000       |
| Pre-Cost        |                   | 1258,750  | 49 | 1258,750    | 49    | .673 | .000       |
| Pre-Identification |               | 1408,222  | 49 | 1408,222    | 49    | .673 | .000       |
| Pre-Self-Efficacy |                | 1414,861  | 49 | 1414,861    | 49    | .673 | .000       |
| Pre-Instrumentality |             | 1468,250  | 49 | 1468,250    | 49    | .673 | .000       |

G: The experimental group (M = 6.22) significantly outperformed the control group (M = 4.34) on post-test of self-efficacy (F (1, 47) = 181.08, p = .000 < .01, partial η² = .794 representing a large effect size).

H: The experimental group (M = 6.27) significantly outperformed the control group (M = 4.40) on post-test of extrinsic motivation (F (1, 47) = 60.95, p = .000 < .01, partial η² = .565 representing a large effect size).

VII. DISCUSSION

In line with the findings of the current study, there are numerous studies that show motivation is a significant aspect of SGs [50], [51]. These studies have studied the effects of serious games on motivation in different disciplines; however, the consistency with regard to their results with the findings of the current study can be well observed. For example, Järvinen states that one of the main reasons for motivation in serious games is the self-functioning character given to the players [50]. He defines self-function as the degree to which the player understands the goals of the game and attempts to fulfil them. This situation results in engagement and eventually increases motivation. In the current study, engagement can be the result of increased cognitive load of the learning tasks. As stated by Jonassen, problem-based designs require the learners to analyse the learning problem on their own [52]; as a result, their cognitive engagement with the learning content increases. Cognitive engagement also results in self-efficacy [53]. This can explain why an increase in self-efficacy, as one of the main components of motivation, was also observed in this study.

Elsewhere, Watson and Lipford reported that SG is an effective tool to increase the students’ motivation to learn computer science [54]. They made this conclusion by studied students at a software computer engineering course who played an SG to learn their course materials and were even more eager to continue optional levels of the game. Although the findings of their study in congruent with the results of the current study, they did not look into the components of motivation as was done in this study. Thus, the current study had a more detailed look at the concept of motivation.

Westera who focused on serious games and motivation asserts that the SGs that use experiential-learning as the main learning procedure are more motivating than those which use non experiential approaches [55]. Problem-based learning is an experiential learning approach with its roots in Dewey’s experiential learning procedure [56]. In this approach, the learners are not provided by lecturers on how to play; rather they should explore the learning problem and find the solution on their own. This explanation can justify why problem-based SG affected the learners’ motivation through using Immersivio framework.

Fukuzawa, Boyd, and Cahn explain the impact of problem-based activities on the learners’ motivation as a result of 1) self-directed learning, 2) collaborative learning, and 3) use of problem-solving skills [57]. They explain that such features of problem-based activities increase the learners’ engagement with the learning content, and as a result, their motivation is increased. Similarly, Savin-Baden asserts that using critical thinking skills in problem-based courses increased the learners’ engagement with the content and
eventually affects their motivation [58]. The findings of the current study are in line with Fukuzawa, Boyd, and Cahn and Savin-Baden [57], [58]. In the current study, collaborative learning through problem-based groups was encouraged and the learners’ problem-solving and critical thinking skills were put to work by asking the learners to analyse the learning procedure on their own. This process was facilitated by designing a game environment.

VIII. CONCLUSION

The motivation of the participants was sought using McCord and Matusovich questionnaire which has 8 distinct constructs [43]. The researcher observed significant improvements in all constructs including extrinsic motivation, intrinsic motivation, interest, attainment, cost, identification with academics, self-efficacy, and instrumentality. Using MANOVA analysis, it was observed that all constructs were significantly affected as a result of implementing the proposed problem-based SG in this study. Thus, it is concluded that problem-based SG can significantly affect students’ motivation in learning computer graphics.

This study can have pedagogical implications for the lecturers who are involved in teaching basic and advanced computer graphic courses. As it was observed that the Immersivio framework-based games are also useful for teaching the students who are demotivated and are looking for a new approach to learning. University lecturers who find explaining abstract notions to their students difficult can also use Immersivio. This problem-based SG is based on psychological concepts such as higher-order-thinking and aims at giving the learners an experience of the end results. This characteristic reduces the complexity of abstraction notions in the field of computer graphics.

This study has a number of theoretical implications as well. Serious games, problem-based learning, and computer graphics are distinct areas of science. Records reporting the emergence of these three areas in one theoretical framework were missing in the literature. However, this study bridged the gap between these three areas and reported a problem-based SG for learning computer graphics. In this way, this study contributes to the theory of learning computer graphics through problem-based SG.

Several suggestions are made by the researcher to continue this line of research. As this study only focused on learning of geometric concepts such as transformation, other researchers can focus on the effects of problem-based SG on concepts such as object modelling and animations. Such research can contribute to the literature in the field.

More research is required to realize the dynamics of interactions between the players and the games. As of now, we have only looked at products, i.e., the effects of problem-based SG on learning 3D computer graphics and motivation. However, processes such as the human-computer interactions should be subject to more research. This query can be fulfilled through qualitative studies.

By playing Immersivio game, the players will receive an automatic play-score. This score can be used as an index of their computer-graphics skills and can be used to assess knowledge of computer graphics among all students in the field and also can be used as raw data in future related researches.
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