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Abstract: The aim of this study is to investigate the long-term relationship between real gross domestic product (GDP), energy consumption (EC), and carbon dioxide (CO\textsubscript{2}) emissions using: (i) fully modified ordinary least square (FMOLS) and dynamic ordinary least square (DOLS) estimates, to deal with the bias of endogeneity regressors and the countries’ heterogeneity, and (ii) a pooled mean group (PMG) estimator, to involve both pooling and averaging for a dynamic specification based on the auto-regressive distributed lag (ARDL) model. Regarding five North African countries (Morocco, Algeria, Tunisia, Libya and Egypt) over the period of 1971–2014, our empirical findings seem relevant in the light of economic developments, and indicate that increased energy consumption gives rise to both GDP growth and increased CO\textsubscript{2} emissions, as a result of more pollution. This leads us to conclude that North African countries should improve the productivity of their energy by increasing: (i) the implementation of energy-saving projects, energy conservation, energy efficiency, and energy infrastructure, while outsourcing to achieve GDP growth as well as increasing their investment in full-energy-potential projects, and (ii) the use of more renewable energy in order to mitigate emissions.
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1. Introduction

In the last few years, many states have been challenged with the agreement of producing energies to meet their economic development growth, while at the same time dealing with the issue of reducing pollution levels. One of the main reasons behind focusing on this topic is that the dynamic relationship between economic indicators, energy consumption, and carbon emissions is a desired pathway to finding the best model, which can be applied to all states and/or regions. This idea may help scientists to find theoretical studies and empirical methods that lead to a reduction in energy consumption, mitigation of emission levels, and finally an increase in the efficiency of economic policies. According to the authors of [1], there are two streams of thought: the first one is that environmental sustainability requires economic development suspension. The second one stipulates, however, that a researcher can adopt new technological methods and processes in order to save the environment and ensure economic development. In fact, this topic has been the subject of
several studies, as many states are placing increasing importance on balancing economic growth and environmental quality. Most studies have confirmed the link between economic growth, energy use, and greenhouse gas (GHG) emissions [2–4]. Other authors have found no linking evidence between the three variables, indicating that there is no relationship between economic growth and CO$_2$ emissions, and that only energy use Granger-causes CO$_2$ emissions [5]. Along the same line, the authors of [6] did not find any relationship between economic growth and CO$_2$ emissions. In the North African region, the present work observes an increase in energy demand due to rapid growth of economic activities, prior the global economic crisis.

Working on the case of Morocco, the World Bank Development Report [7] reveals that energy consumption depends on energy needs coming from imports. Concerning petroleum and oil products, Morocco imports gas and coal from Algeria. Its electricity supply hails from a quantity of imported coal (with 43%), Spanish transmission (with 18%), an existing quantity of fuel oil (with 15%), natural gas imports (with 12%), an existing quantity of hydro power (with 10%), and an existing quantity of wind (with 2%). To meet increasing electricity demands in the next decade, Morocco devised an investment strategy of more than $20 billion in order to rise the installed capacity by over 6750 MW (the installed capacity was 5292 MW, and the electricity consumption was 23.6 TWh at the end of 2009).

In the case of Algeria in 2008, gas and oil production explained 60% of the budget revenue. This value accounted for over 97% of its export earnings, and nearly 30% of the country’s GDP. The domestic supply of gas reserves is about 159 Tcf. In fact, the sector of development dates back to the late 1950s. This period was characterized by the discovery of two large associated fields of gas and oil at Hassi-R’Mel and Hassi-Messaoud. As the initial target was natural gas and crude oil production, since 1961, Algeria became the first liquefied natural gas producer in the world in 1964. In 2009, oil production levels remained relatively steady at 2.13 million barrels per day (bbl/d). In the same context, consumption of domestic oil reached nearly 325,000 bbl/d, presenting approximately 15% of total production. Notably, Algeria produced 81 billion cubic meters (bcm) of natural gas in 2009, of which 34% was consumed and 66% was exported domestically.

In Tunisia’s case, the quantities of energy resources are very limited, and are highly related to natural gas imports coming from neighboring countries. In fact, its oil production and oil reserves are also very limited. Moreover, its gas reserves are presently approximated at 2.8 Tcf. This is due to the fact that its gas production remained at 4.25 bcm in 2009, while its gas use added up to 5.5 bcm (approximately 70% headed for power); the shortage of 1.25 bcm came from Algeria. A huge part of Algeria’s electricity generation depends on natural gas (nearly 99%), while a simple percentage depends on hydropower and wind plants (nearly 1%). A program over the next five years intends to realize an anticipated expansion of about 3316 MW in the installed generating capacity. This expansion depends on gas, 90% of which is offered by power generation. The new government’s strategy is related to the huge use of gas in the power sector, and can be viewed in its use of coal as one of the studied plans, while nuclear is beginning to be considered for the long-term.

The case of Libya shows another view. Gas and oil production explained 95% of its export earnings, and 70% of the total GDP. Libya’s oil reserves are the largest in Africa, with 44 billion barrels, while Nigeria comes second, with 36 billion barrels, and Algeria is third, with 12 billion barrels. Oil production in Tunisia was approximately 1.88 million bbl/d in 2009. Furthermore, Libya produced nearly 15 bcm of gas in 2009, while consumption was still under 5 bcm.

For the last country, Egypt, the increased use of fossil fuels has generated a 4.6% growth in annual energy demands during the last two decades. Through the 1980s and 1990s, Egypt exported substantial quantities of oil, although its level of oil production has decreased since its peak in 1996, which was close to 935,000 bbl/d, compared to the current level of about 685,000 bbl/d. Conversely, since the early 1990s, quantities of gas reserves have quadrupled, and reached 77 Tcf in 2009. These reserves represented the third highest
quantities in Africa, after 185 Tcf in Nigeria and 159 Tcf in Algeria. Regarding this, the use of oil in both domestic consumption and energy exports has been replaced by natural gas. In 2009, the total quantity of Egypt’s natural gas production reached 60 bcm, while consumption and exports quantities were, respectively, 42 bcm and 18.3 bcm.

As shown by the World Bank Development Report [7], these five North African countries depend significantly on energy consumption. Furthermore, regional energy links have been directly related to increased energy demand. Figure 1 shows the energy interconnections of the North African region with its bordering countries.

![Figure 1. North Africa energy links (Source: Authors).](image)

Additionally, the above mentioned five countries of North Africa have the highest water stress levels in the world. This situation can be explained by environmental problems related to climate change and pollution, and will likely make the region drier and hotter over the next few decades. Regional studies show that temperatures are predicted to change by varying degrees in different countries—between 1 °C and 5 °C on average—over the course of the 21st century. In 2020, mean precipitation dropped between 5% and 20% per year, compared to a reference climate from 1960–1990. To fight against climate change, the majority of countries in North Africa have made considerable efforts to attack climate change. Certainly, all countries in the region have validated the United Nations Framework Convention on Climate Change (UNFCCC) by signature and ratification. Altogether, most of them have participated, by sending their first national intercommunications, as well as validating the Kyoto Protocol by signature and ratification. Concerning climate change regional activities, Libya and Tunisia have not yet established research or policy activities linked to climate change [8].

Given the fact that GHG emissions are the first cause of climate resilience, the issue is therefore the achievement of economic development under the condition of environmental protection. To deal with that, the present paper attempts to study the link between economic growth, energy consumption, and carbon emissions in the five North African countries mentioned above, during the period of 1971–2014. In general, the empirical analyses and adopted models in the literature depend highly on the expansion level and economic growth of the selected states.

Knowing the delicate environmental situation of the selected five North African countries, and using sharp methodology, the contribution of this paper consists of setting up a model of these countries regarding the issue of ensuring economic development under the condition of environmental protection.

The remainder of the paper is ordered as follows. The Section 2 presents a literature review. Data and empirical methodology are detailed in Section 3. Econometric results and interpretations are presented in Section 4. Conclusion and policy implications are stated in Section 5.
2. Literature Review

The existing literature has taken a long time to build a rich and convincing bibliography explaining the consequences endured by the environment for several decades. Several empirical studies have shown that environmental quality depends on several determining factors. The main factor explaining the growth of pollution rates (CO₂ emissions) is economic growth. Indeed, this dynamic relationship has been discussed in several empirical and theoretical studies. Generally, if the relation is linear, then the effect of the added value of growth is very positive at a certain level. Other empirical papers have cited a non-linear growth–pollution relation, inspired through testing the environmental Kuznets curve (EKC) applicability. The results differ depending on the sample and/or the methodology of the empirical study.

A wide range of econometric techniques and procedures (auto-regressive distributed lag (ARDL), vector auto-regressive (VAR), vector error correction (VEC), cointegration techniques, the Granger causality test, etc.) have been utilized in several surveys examining the connection between CO₂ emissions, GDP, and EC; however, the observed results and implications are clearly determined by the underlying variables, data, and empirical methodology of a country or a region.

The authors of [9], for example, studied the link between income inequality, CO₂ emissions, and temporal shifts based on panel data from North, Central, and South America, Western and Eastern Europe, Oceania, Japan, Asia, and Africa over the period of 1960–1990. Their empirical methodology included EKC and Granger causality tests. The final findings showed a Granger causality running from CO₂ to GDP in North America, along with Western and Eastern Europe, while in Central and South America, Oceania, and Japan the results show a Granger causality running from GDP to CO₂. Finally, they found bidirectional causality between GDP and CO₂ in both Asia and Africa. In another study [10], researchers examined a decomposition formula related to the effects of changes in population, economic growth (GDP), energy intensity indicators, energy consumption, the share of fossil fuels, and the carbon intensity of fossil fuel combustion in OECD countries during the period of 1982–1997. Their findings showed that emissions growth (GHG, CO₂) was mainly driven by economic growth (GDP). In the same countries, over the period of 1975–1990, The author of [11] revealed that including energy consumption (EC) in the regression results in a negative link between GDP and CO₂ emissions, which is contrary to earlier findings. The authors of [12] also examined the case of OECD countries, and proved that there is limited support for a turning point in the link between GDP and per capita EC, and/or CO₂ emissions. These findings led to an observation of the absence of any turning point in the link between GDP and either EC or CO₂ emissions for non-OECD countries during the period of 1973–1997. By using vector error correction model (VECM) cointegration techniques, and the Granger causality test, when studying the case of France during the period of 1960–2000, the author of [2] found a Granger causality running from GDP to EC, as well as from GDP to CO₂, in the long term, and running from EC to GDP in the short term. Similarly, in the case of the USA, the authors of [5] concluded that income growth (GDP) does not Granger-cause CO₂ emissions in the long term, though EC does. Consequently, GDP by itself cannot be considered a solution to environmental problems from 1960–2004. The authors of [13] developed a panel VAR model, using the GMM-SYS approach, for 82 countries over the period of 1972–2020. Moreover, they divided their work into three income groups (low, middle, and high). In the case of the low-income group, the authors did not find a causal relationship between GDP and EC. In the case of the middle-income groups (lower and upper middle), they proved that GDP positively causes EC; however, in the high income group, they concluded that GDP negatively causes EC. The authors of [14] also provided VECM techniques, the Granger causality test, and EKC applicability in Central America during the period of 1971–2004. Their results showed that EC had a positive and statistically significant impact on CO₂ emissions, while real GDP revealed the existence of an inverted U-shape pattern aligned with the EKC hypothesis, in terms of long-term equilibrium. The short-term equilibrium showed the presence of a
unidirectional causality running from EC and real GDP to emissions; additionally, there was a bidirectional causality between real GDP and EC. In the long-term, a bidirectional causality between EC and CO$_2$ emissions seemed to be present. In another type of work, the authors of [15] examined the strong relationship between SO$_2$ (sulfur emissions), PM$_{10}$ (particulate matter less than 10 µm in diameter), CO$_2$ emissions, and GDP in Turkey in 1992–2001, as well as in a panel of 58 provinces of Turkey in 1968–2003. Their empirical results showed that a monotonically rising relationship between CO$_2$ and GDP was detected, in the long-term, by time series analysis, while for the 58 provinces the panel data analysis showed an N-shaped relationship between SO$_2$ and PM$_{10}$ emissions. The authors of [16] also considered the case of Turkey over the period of 1960–2000, and concluded that CO$_2$ emissions Granger-cause EC, but the reverse is not true. The lack of a long term causal relationship between GDP and CO$_2$ emissions plays a vital role in reducing CO$_2$ emissions. This means that Turkey does not need to refrain from economic growth. The authors of [17] also examined the case of Turkey during the period of 1968–2005, using the ARDL bounds testing approach to cointegration. In their results, they revealed no Granger causality between CO$_2$ emissions per capita, EC per capita, and real GDP per capita. In another work, the authors of [18] showed that VECM and Granger causality tests, in China, revealed a long-term Granger causality running from GDP to EC, as well as from EC to CO$_2$, over the period of 1960–2007. The author of [19] also examined the case of China over the period of 1981–2006, using multivariate cointegration Granger causality tests. He concluded that a long-term policy target of lowering CO$_2$ emissions and EC will lead to a closed-form interaction, at the expense of the economy (GDP). Furthermore, pursuing economic growth solely for the sake of GDP will raise both CO$_2$ emissions and EC, as well as resulting in negative consequences for global climate change. Due to the heterogeneity of 18 countries, as well as data frequency (Germany: 1970–2005, Hungary: 1965–2005, the rest of countries: 1960–2005), the authors of [20] used the ARDL bounds testing approach to cointegration, ECM based on the Granger causality test, and EKC applicability. They proved that the bounds F-test of cointegration, in the case of European economies, showed the existence of a long-term relationship between real GDP, real GDP squared, CO$_2$ emissions, and EC in only Germany, Switzerland, Iceland, Denmark, Portugal, Greece, and Italy. The estimated parameters were likewise stable during the sample period, according to the cumulative sum and squares tests. Furthermore, the authors of [21] studied the Granger-causal link between real GDP, EC, and CO$_2$ emissions for the Commonwealth of Independent States during the period of 1992–2004. Their empirical results revealed that the dynamics in the short term showed a unidirectional causality from real GDP and EC, respectively, to CO$_2$ emissions, along with a bidirectional causality between EC and real GDP. There was a bidirectional causality between EC and CO$_2$ emissions in the long term. In the same vein, the short- and the long-term Granger causality results, based on [22], showed that the connection between pollution (CO$_2$ and SO$_2$) and income (GDP) in Tunisia, in 1961–2004, showed a unidirectional causality running from GDP to the environment. The findings of [23] show that the long-term GDP elasticity was less than the short-term GDP elasticity in developing countries in 1980–2004. Thus, it is clear that a country’s CO$_2$ emissions decrease as its GDP has increases. In addition, the long-term elasticity of GDP is lower than the short-term, though only for panels in the Middle East and South Asia, which suggests that CO$_2$ emissions have fallen with a rise in GDP. In another way, the author of [24] examined the same methodology for MENA countries during the period of 1980–2009, and found that there was a bi-directional Granger causality between EC, CO$_2$ emissions, and GDP in both the short- and the long-term. The findings of this study supported the vital role of oil consumption in the increase of MENA countries’ economic growth. In newly industrialized countries (NIC), the author of [25] used panel cointegration and Granger causality tests for the period of 1971–2007. Furthermore, he stated that the outcomes of the Granger causality test show that there is no evidence of a long-term causal association between CO$_2$ emissions, EC, GDP, trade openness and urbanization. However, there are short-term unidirectional causal connections from trade openness and GDP to CO$_2$ emis-
sions, from trade openness and urbanization to GDP, from trade openness to urbanization, and from GDP to EC. The authors of [26] studied Asian-Pacific countries during the period of 1971–2005, and showed that there were long-term equilibrium links between EC, GDP, and CO₂ emissions. In 28 provinces in China, the authors of [27] used panel cointegration and panel VECM techniques to indicate that there were bidirectional causality relationships between CO₂ emissions and EC, as well as between EC and GDP. The results also show that, in the long-term, EC and GDP cause CO₂ emissions, while GDP and CO₂ emissions cause EC. In addition, four other studies provide insight on the link between GDP, EC, and CO₂ emissions. First, study [3], of the case of MENA countries during the period of 1981–2005, examined bootstrap panel unit roots, plus cointegration techniques, and showed that, in the long-term, EC had a positive significant impact on CO₂ emissions, and GDP exhibited a GDP squared (GDP²) relationship with CO₂ emissions. Second, study [28], also of MENA countries, applied a panel empirical analysis to investigate the link between EC, GDP, and CO₂ emissions for 15 MENA countries over the period of 1973–2008. Its findings revealed that EC did not present a causal relationships with GDP and/or CO₂ emissions in the short-term. However, a unidirectional causal relationship, running from GDP and CO₂ emissions to EC, was detected in the long-term. Third, study [29], of thirty sub-Saharan African countries, examined the effect of EC and CO₂ emissions on GDP, as well as financial development, over the period of 1980–2008. The results showed that high EC gave rise to increased GDP and financial development in the studied economies, though it also resulted in increased pollution, as more CO₂ emissions are produced. Finally, the authors of [30] used the Granger causality test to show a one-way causal link running from GDP to CO₂ emissions, as well as from EC to CO₂ emissions, in both short- and long-term analysis, in Pakistan during the period of 1971–2009. They also found that trade openness may mitigate CO₂ emissions in the long-term, though it is still negligible in the short-term.

The authors of [31] investigated the link between CO₂ emissions, GDP, and coal consumption in both China and India over the period of 1965–2009. Empirical findings proved the existence of a unidirectional causality running from GDP to CO₂ emissions in China. In addition, causal links between CO₂ emissions and coal consumption, as well as between GDP and coal consumption, were detected. The findings also confirmed the presence of a bidirectional causality link between GDP and CO₂ emissions, plus a unidirectional causality running from GDP to coal consumption, only in India.

Along the same lines, using VECM and the cointegration approach, the authors of [32] studied the short- and long-term causality between three variables: environmental degradation, economic growth, and oil use, in the Philippines during the period of 1965–2012. The results confirmed the presence of a bidirectional causality between oil use and economic growth, as well as between oil use and CO₂ emissions, added to the presence of unidirectional causal link running from CO₂ emissions to economic growth.

In 2016, the authors of [33] analyzed the impact of environmental degradation, energy use, trade, and human capital on economic growth in selected higher-CO₂ emission economies, namely China, the USA, India, and Japan, during the period of 1971–2013. Using the fully modified ordinary least squares (FMOLS) method, the panel results revealed that CO₂ emissions and energy use had significant negative impacts on economic growth, while trade and human capital tended to have significantly positive impacts on economic growth. However, in individual analyses across countries, the panel estimate suggests that CO₂ emissions have a significant positive relationship with economic growth in China, Japan, and the USA, while the relationship was found to be significantly negative in the case of India.

More recently, applying panel analysis, the authors of [34] examined the relationship between coal consumption, GDP, and CO₂ emissions in 10 countries (India, China, Germany, Russia, United States, South Africa, Australia, South Korea, Poland, and Japan) over the period of 1992–2009. The findings proved that CO₂ emissions and coal consumption have a long-term relationship with GDP.
Based on the stochastic impacts by regression on population, affluence and technology (STIRPAT) modeling framework, the author of [35] explored the link between disaggregated energy consumption, economic growth, and CO\textsubscript{2} emissions in five emerging market economies, namely Brazil, Russia, India, China, and South Africa (BRICS), during the period of 1992–2016. In the long-term, capital, labor, and non-renewable energy consumption positively affected economic growth. Contrarily, the impact of renewable energy consumption on economic growth was found to be positive, though statistically insignificant. Moreover, population, per-capita income, and non-renewable energy consumption were found to increase emissions, whereas renewable energy consumption decreased emissions. Therefore, along with proper emission controls, BRICS countries should design and implement effective support policies, so as to ensure economic growth along with environmental sustainability.

Based on the work presented in [36], a bootstrap ARDL model was used in order to study the nexus between GDP, coal consumption, and CO\textsubscript{2} emissions in both China and India from 1969 to 2015. The authors reported the absence of a long-term link between those three variables in both countries.

Likewise, the authors of [37] employed panel analysis to explore the relationship between GDP, gas consumption, and environmental degradation in a group of 14 Asian-Pacific countries during the period of 1970–2016.

In order to better understand the qualitative systematic review and meta-analysis of the nexus CO\textsubscript{2} emissions–economic growth, the authors of [38] used a method called preferred reporting items for systematic reviews and meta-analyses (PRISMA). The results showed that this nexus provided some reasons for policy options that led to reduced emissions by imposing limiting factors on economic growth. They also showed that a bidirectional causality exists; as far as economic growth increases or decreases, further CO\textsubscript{2} emissions are stimulated in higher or lower levels, and, consequently, a potential reduction of emissions should have an adverse influence on economic growth.

Recently, using the panel ARDL model for African OPEC countries, covering the period of 1970–2016, the authors of [39] found that, in the long-term, economic growth had an impact on CO\textsubscript{2} and methane emissions. In the short-term, economic growth had an impact on methane, but not on CO\textsubscript{2} emissions. However, energy consumption did not have an impact on CO\textsubscript{2}, nitrous oxide, or methane emissions in either the short- or long-term.

More recently, the authors of [40] studied the effects of carbon emissions, rainfall, temperature, inflation, population, and unemployment on economic growth in Saudi Arabia during the period of 1990–2019. Using the ARDL approach to cointegration, the authors found that: (i) Saudi Arabia can still achieve higher economic growth without effectively addressing its unemployment problem; (ii) CO\textsubscript{2} emissions had a negative effect on the economic growth, (iii) rainfall showed a negative cointegrated link into the economic growth, while temperature showed a positive cointegrated link into the economic growth; and (iv) the effects of inflation and population on economic growth varied in the short-term, while in the long-term the effects were similar and positive.

Also in 2021, the authors of [41] gained novel insights into the complex role of sustainable development goals (SDGs) in shaping productivity growth. Using dynamic panel regressions on data collected from 138 countries between 2000 and 2017, the authors found that: (i) rising temperatures negatively affected growth and mitigated the impact of other SDGs on growth, (ii) CO\textsubscript{2} emissions had a U-shaped relationship with growth, (iii) life expectancy negatively influenced growth, and (iv) food security positively impacted growth.

3. Data and Empirical Methodology
3.1. Data

Annual data for real GDP (GDP) (measured in constant 2010 US$ per capita), energy consumption (EC) (measured in kg of oil equivalent per capita), and carbon dioxide emissions (CO\textsubscript{2}) (measured in metric tons per capita) were collected from the recent World Bank Development Indicators online databank. Data were selected for the period
of 1971–2014. A panel analysis was used, and considered a sample composed of North African countries, namely Egypt, Libya, Tunisia, Algeria, and Morocco. All data were transformed into natural logarithms to minimize heterogeneity. Descriptive statistics for the variables in our panel analysis are presented in Table 1.

Table 1. Descriptive statistics of North African countries (1971–2014).

|       | LNGDP | LNEC  | LNCO² |
|-------|-------|-------|-------|
| Mean  | 7.997949 | 6.612999 | 0.845502 |
| Median | 7.984966 | 6.562463 | 0.776946 |
| Maximum | 9.398046 | 8.117768 | 2.302338 |
| Minimum | 6.610536 | 5.196845 | −0.729667 |
| Std. Dev. | 0.643226 | 0.737948 | 0.771590 |
| Skewness | 0.188839 | 0.409725 | 0.352818 |
| Kurtosis | 2.437432 | 2.437763 | 2.316229 |
| Jarque-Bera | 4.591235 | 9.876092 | 9.654640 |
| Probability | 0.100699 | 0.007169 | 0.008008 |
| Sum | 1919.508 | 1587.120 | 202.9205 |
| Sum Sq. Dev. | 98.88363 | 130.1515 | 142.2889 |
| Observations | 220 | 220 | 220 |
| Cross sections | 5 | 5 | 5 |

Notes: LN, natural logarithm form; GDP, real gross domestic product per capita; EC, energy consumption per capita; CO², carbon dioxide emissions per capita.

3.2. Econometric Methodology

Three objectives were proposed for empirical training. The first was to study the stationarity characteristics of individual datasets in panel samples, employing a combination of panel unit root tests ([42] “LLC”; [43] “IPS”; [44] “MW”; and [45] “Hadri”). The second aim involved inspecting whether there is a long-term association between the underlining variables, using various cointegration tests, such as [46,47]’s and [48]’s panel cointegration tests. The third objective consisted of estimating the parameters of the long-term link using suitable approaches (FMOLS, DOLS, and PMG), including the VECM technique, in order to determine the Granger-causality links.

3.2.1. Panel Unit Root Tests

The authors of [42] suggested an ADF-based panel of the [49] test, assuming that all panel units are cross-sectionally independent, and that the autoregressive coefficient dynamics are homogeneous. They investigated the following equation:

$$\Delta W_{it} = \alpha_i + \beta_i W_{i,t-1} + \gamma_i t + \sum_{j=1}^{k} \theta_{ij} \Delta W_{i,t-j} + \epsilon_{it}$$  (1)

where $\Delta$ indicates the first forward difference operator; $W_{it}$ is the endogenous variable; $\epsilon_{it}$ is white-noise disturbance with a variance of $\sigma^2$; and $i = 1, 2, \ldots, N$ and $t = 1, 2, \ldots, T$ indicate countries and time, respectively. The LLC test suggests the null hypothesis $H_0: \beta_i = 0$ against the alternative hypothesis $H_1: \beta_i < 0$, for all “$i$”, where the last hypothesis corresponds to $W_{it}$ being stationary. The test is based on the t-statistic $t_{\hat{\beta}_i} = \hat{\beta}_i / \sigma(\hat{\beta}_i)$ (where $\hat{\beta}_i$ is the OLS estimate of $\beta_i$ in Equation (1) and $\sigma(\hat{\beta}_i)$ is its standard error). Generally, the LLC test shows that the panel analysis may provide a significant result with finite samples. Thus, a new panel version, given by Equation (2), can be considered, where $\hat{\beta}_i$ has been restricted by conserving it in the identical across countries as follows:

$$\Delta W_{it} = \alpha_i + \beta W_{i,t-1} + \gamma_i t + \sum_{j=1}^{k} \theta_{ij} \Delta W_{i,t-j} + \epsilon_{it}$$  (2)
The test, noted by IPS, is based on the mean group analysis, which uses the mean of the \( t_{\beta_i} \) statistics from Equation (1) to execute the following \( Z \) statistic:

\[
Z = \sqrt{N} \frac{\bar{t} - E(\bar{t})}{\sqrt{V(\bar{t})}}
\]

(3)

where \( \bar{t} = \frac{1}{N} \sum_{i=1}^{N} t_{\beta_i}, E(\bar{t}) \), and \( V(\bar{t}) \) are, respectively, the mean and variance of each \( t_{\beta_i} \) statistic, and engendered by simulations. \( Z \) converges in distribution to the standard normal.

The MW technique of [44] is based on a combination of the test-statistics’ \( p \)-values for each individual unit root test for cross-sections, where \( p_i \) defines this \( p \)-value. Then, under the null hypothesis, which indicates the presence of a unit root for all cross-sections, the techniques of this test propose the asymptotic result as:

\[
P_{MW} = -2 \sum_{i=1}^{N} \ln(p_i) \rightarrow \chi^2(2N)
\]

(4)

This test applies the same hypotheses used by IPS.

The KPSS test of [45,50] attempts to study the residuals that existed in the individual OLS regressions. Including both constant and trend, the test comes to derive estimates from the following equation:

\[
w_{it} = \alpha_i + \lambda_i t + e_{it}
\]

(5)

Taking into account the stationarity that existed under the null hypothesis, the asymptotic result is obtained via:

\[
Z = \frac{\sqrt{N}(LM - \xi)}{C} \rightarrow N(0,1)
\]

(6)

where \( LM = \frac{1}{c_{\xi} T} \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T} S_{i,t}, S_{i,t} = \sum_{j=1}^{T} \hat{e}_{ij} \) is the cumulative sum of the residuals, and \( \hat{\sigma}^2_{e} = \frac{1}{NMT} \sum_{i=1}^{N} \sum_{t=1}^{T} \hat{e}_{ij}^2 \) is the estimator of \( \sigma^2_{e} \). The author of [45] also proposes two cases:

\[
\begin{align*}
\zeta &= 1/6 \text{ and } C = 1/45, \text{ if the model only includes constant} \\
\zeta &= 1/15 \text{ and } C = 11/6300, \text{ if the model includes both constant and trend}
\end{align*}
\]

The Monte Carlo simulations examined in [45] seem to provide more precise results when \( T \) and \( N \rightarrow \infty \).

3.2.2. Panel Cointegration Tests

If all the highlighted variables are stationary after their first difference, the long-term link between the variables can be checked using the [46–48] panel cointegration tests.

Based on the residuals’ terms that existed in the [51] cointegration regression, the authors of [46,47] tried to develop a number of statistics. By supposing a panel with \( N \) countries, \( T \) observations, and \( m \) regressors \( (V_{m}) \), refs. [46,47] considered the following regression equation:

\[
W_{it} = \alpha_i + \lambda_i t + \sum_{j=1}^{m} \beta_{ij} V_{j,it} + \tilde{\epsilon}_{it}; \forall i = 1, \ldots, N; \forall t = 1, \ldots, T
\]

(7)

where \( W_{it} \) and \( V_{j,it} \) are integrated into order 1, I(1).

The authors of [46,47] also developed two series of panel cointegration tests. The first one, known as panel cointegration tests, relies on the intra-dimensional method and consists of four statistics: the panel ADF-statistic \( (Z_{ADF}) \), panel rho-statistic \( (Z_{\rho}) \), panel v-
statistic \((Z_v)\), and panel PP-statistic \((Z_{pp})\). These statistics combine the autoregressive (AR) coefficients from several nations to perform unit root tests related to the estimated residuals, while considering country heterogeneity and common temporal factors. The second one, known as group-mean panel cointegration tests, relies on the between-dimensional perspective that involves three statistics: the group ADF-statistic \((\tilde{Z}_{ADF})\), \((\tilde{Z}_p)\), group PP-statistic \((\tilde{Z}_{pp})\), and group rho-statistic. These statistics are derived from the individual mean autoregressive coefficients related to the residual unit root tests for each country (see [52] for further information). All seven tests confirm the non-existence of cointegration under the null hypothesis; however, the alternative hypothesis is provided by \(H_1: \rho_i = \rho < 1; \forall i\), where \(\rho_i\) is the AR factor of the residuals, given by the alternative hypothesis yielded by the next equation:

\[
\xi_{i,t} = \rho \xi_{i,t-1} + u_{i,t}
\]  

The authors of [46] showed that all seven statistics have a standard normal distribution, which is indicated in the Brownian motions’ independent movements when \(T\) and \(N\) → \(∞\):

\[
Z - \omega \sqrt{\frac{N}{\sigma}} \to_{N,T \to \infty} \mathcal{N}(0,1)
\]  

where \(Z\) presents one of the seven statistics; \(\omega\) and \(\sigma\) are tabulated in [46].

The authors of [48] proposed the following form of the next regression equation:

\[
W_{i,t} = \alpha_i + \beta V_{i,t} + \xi_{i,t}
\]  

where \(W_{i,t} = \sum_{i=1}^{T} w_{i,t}\), \(V_{i,t} = \sum_{i=1}^{T} v_{i,t}\); \(\forall i = 1, \ldots, N\) \(\forall t = 1, \ldots, T\).

The test of [48] is based on the residual and variants of [53], noted by PP, and [49], noted by ADF. This test is given by:

\[
\xi_{i,t} = \rho \xi_{i,t-1} + \sum_{j=1}^{p} \varphi_j \Delta \xi_{i,t-j} + \mu_{i,t,p}
\]  

where \(\mu_{i,t,p}\) are uncorrelated under the null hypothesis, implying that, for the non-cointegration, \(\rho\) is chosen. Then, the statistical ADF test can be defined as:

\[
ADF = \frac{t_{ADF} + \sqrt{6N\nu_0}}{2\nu_0} \to_{under H_0} \mathcal{N}(0,1)
\]  

where \(t_{ADF}\) is the t-statistic of \(\rho\) in Equation (11), and \(\nu_0\) is calculated from the covariance matrix \(\Omega = \begin{bmatrix} \sigma_{w}^2 & \sigma_{wv} \sigma_{wv}^2 \sigma_{v}^2 \end{bmatrix}\) of the bi-varied process \((w_{i,t}, v_{i,t})\)'.

3.2.3. FMOLS, DOLS and PMG Estimates

Although the cointegrated vectors’ OLS estimators are superconvergents with non-linear models, their distribution is asymptotically biased, and depends on nuisance parameters associated with the existence of serial correlation (see [54–56]). Such issues, which appear in time series data, also appear in panel data, and they seem to be more pronounced when heterogeneity is present (see [56]).

As a result, methods of effective estimation must be used to conduct tests based on cointegrated vectors. Several strategies are available, including fully modified ordinary least squares (FMOLS), which was first proposed in [57], and the dynamic ordinary least squares (DOLS) method, proposed in [58,59]. The authors of [56] demonstrated that both approaches generate normally distributed estimators for panel data. According to these
methods, it is indicated that OLS and FMOLS both have a small sample bias, though DOLS seems to surpass both estimators. The authors of [55,60] obtained similar outcomes for the FMOLS method. Another intermediate estimator, called pooled mean group (PMG), was used in [61] in order to show the short-term dynamic specification that may differ from one country to another, while the long-term coefficients are forced to be the same, and involve both pooling and averaging.

The FMOLS estimator used in [54,55] consists of solving the problem of the regressors’ endogeneity. The work on this technique is based on the following equation:

\[ W_{i,t} = a_i + b_i V_{i,t} + \zeta_{i,t} \quad \forall i = 1, \ldots, N, \forall t = 1, \ldots, T \]  

(13)

where \( W_{i,t} \) and \( V_{i,t} \) are cointegrated with slopes \( b_i \) and \( b_j \) may or may not be homogeneous across \( i \). Based on the ADF analysis, the transformation of Equation (13) are given by:

\[ W_{i,t} = a_i + b_i V_{i,t} + \sum_{k=-K_i}^{K_i} \gamma_{i,k} \Delta V_{i,t-k} + \zeta_{i,t} \quad \forall i = 1, \ldots, N, \forall t = 1, \ldots, T \]  

(14)

The empirical work considers that \( \zeta_{i,t} = (\zeta_{i,t}, \Delta V_{i,t}) \) and \( \Omega_{i,t} = \lim_{T \to \infty} \frac{1}{T} \left( \sum_{t=1}^{T} \zeta_{i,t} \right) \left( \sum_{t=1}^{T} \zeta_{i,t}' \right) \) indicate the vector process’s long-term covariance, and can be decomposed into \( \Omega_i = \Omega_i^0 + \Gamma_i + \Gamma_i' \) where \( \Omega_i^0 \) is the contemporaneous covariance and \( \Gamma_i \) is a weighted sum of autocovariance.

According to the panel FMOLS technique, its estimator is calculated as follows:

\[ \hat{b}_{FMOLS}^* = \frac{1}{N} \sum_{i=1}^{N} \left[ \left( \sum_{t=1}^{T} (V_{i,t} - \bar{V}_i)^2 \right)^{-1} \left( \sum_{t=1}^{T} (V_{i,t} - \bar{V}_i) W_{i,t}^* - T \bar{\gamma}_i \right) \right] \]  

(15)

where \( W_{i,t}^* = W_{i,t} - \bar{W}_i - \frac{\Omega_{1,1}}{\Omega_{2,2}} \Delta V_{i,t} \) and \( \bar{\gamma}_i = \Gamma_{2,1,i} + \Omega_{2,1}^0 - \frac{\Omega_{1,1}}{\Omega_{2,2}} \left( \Gamma_{2,2,i} + \Omega_{2,2}^0 \right) \).

The DOLS estimator was originally described in [58] for the study of time series, and later used in [56,62] for the study of panel data framework. This technique is based on the study of advanced and delayed values in a cointegrated relationship, in order to avoid the correlation problem between regressors and error terms.

According to the panel DOLS technique, its estimator is calculated as follows:

\[ \hat{b}_{DOLS}^* = \frac{1}{N} \sum_{i=1}^{N} \left[ \left( \sum_{t=1}^{T} Z_{i,t} Z_{i,t}' \right)^{-1} \left( \sum_{t=1}^{T} Z_{i,t} \bar{W}_{i,t} \right) \right] \]  

(16)

where \( Z_{i,t} = [V_{i,t} - \bar{V}_i, \Delta V_{i,t-K_i}, \ldots, \Delta V_{i,t+K_i}] \) is the regressors’ vector, and \( \bar{W}_{i,t} = W_{i,t} - \bar{W}_i \).

The difference between PMG and both FMOLS and DOLS is that the PMG estimator can, firstly, use the short-term dynamic specification to mark differences from country to another country, while the long-term coefficients are forced to be the same. Secondly, it can consider averaging separate estimates for each group in the panel, without considering potential homogeneity between groups. Based on this approach, the authors of [61] propose an ARDL model, ARDL (\( p,q \)), given as:

\[ W_{i,t} = a_i + \sum_{k=1}^{p} b_{i,k} W_{i,t-k} + \sum_{s=0}^{q} \delta_{i,s} V_{i,t-s} + \epsilon_{i,t} \]  

(17)

The cross-section countries and the time periods are, respectively, denoted by \( i = 1, 2, \ldots, N_i \) and \( t = 1, 2, \ldots, T \). \( V_{i,t-s} \) is a vector of regressors for country \( i \), \( a_i \) represents the fixed effect, \( b_{i,k} \) is the coefficient of the lagged dependent variables, \( \delta_{i,s} \) are \( (r \times 1) \) coefficient vectors, and the lag length of “\( p \)” and “\( q \)” is selected using the modified schwarz information criteria (SIC).
The transformation of Equation (17) is given by the following re-parametrization:

$$\Delta W_{i,t} = a_i + \phi_i W_{i,t-1} + \rho_i V_{i,t-1} + \sum_{k=1}^{p-1} b_{i,k}^* \Delta W_{i,t-k} + \sum_{s=0}^{q-1} \delta_{i,s}^* \Delta V_{i,t-s} + \epsilon_{i,t}$$

where $\phi_i = -\left(1 - \sum_{k=1}^{p} b_{i,k}\right)$, $\rho_i = \sum_{s=0}^{q} \delta_{i,s}$, $b_{i,k}^* = -\left(\sum_{m=k+1}^{p} b_{i,m}\right)$, and $\delta_{i,s}^* = -\left(\sum_{m=s+1}^{q} \delta_{i,m}\right)$.

4. Econometric Results and Interpretations

The results of the panel unit root tests are reported in Table 2. The outcomes of these tests show that, in the first difference, all panel variables are stationary at 5% significance. Thus, the findings show that all variables are integrated into order 1, I(1).

Table 2. Panel unit root test results in North African countries from 1971 to 2014.

| Method                      | LNCO2     | LNEC       | LNEP       |
|-----------------------------|-----------|------------|------------|
| **LLC t**                   |           |            |            |
| (a) Level                   | 0.76317 (0.7773) | -1.87004 (0.0307) ** | -0.99203 (0.1606) |
| (with trend)                | -1.83406 (0.0333) ** | -5.00237 (0.0000) ** | -3.93438 (0.0000) ** |
| (without trend)             | -2.32732 (0.0100) ** | -6.77214 (0.0000) ** | -8.17930 (0.0000) ** |
| (b) First difference        | -2.57578 (0.0050) ** | -6.60241 (0.0000) ** | -8.32372 (0.0000) ** |
| IPS W-stat                  |           |            |            |
| (a) Level                   | 0.40906 (0.6588) | -0.78619 (0.2159) | -2.30765 (0.0105) ** |
| (with trend)                | -0.18025 (0.4265) | -3.09734 (0.0010) ** | -2.70883 (0.0034) ** |
| (without trend)             | -5.99199 (0.0000) ** | -8.47429 (0.0000) ** | -9.83138 (0.0000) ** |
| (b) First difference        | -6.79125 (0.0000) ** | -7.93134 (0.0000) ** | -10.1512 (0.0000) ** |
| MW Fisher-Chi-square        |           |            |            |
| (a) Level                   | 9.45382 (0.4896) | -11.9570 (0.2579) * | 22.5713 (0.0133) ** |
| (with trend)                | 15.8019 (0.1054) | -35.4562 (0.0030) ** | 23.7616 (0.0083) ** |
| (without trend)             | 53.9304 (0.0000) ** | 77.8957 (0.0000) ** | 93.0953 (0.0000) ** |
| (b) First difference        | 66.2480 (0.0000) ** | 78.3385 (0.0000) ** | 105.125 (0.0000) ** |
| Hadri Z-stat                |           |            |            |
| (a) Level                   | -3.20294 (0.0007) ** | -6.01993 (0.0000) ** | -4.11983 (0.0000) ** |
| (with trend)                | -10.0737 (0.0000) ** | -9.69801 (0.0000) ** | -10.2798 (0.0000) ** |
| (without trend)             | -1.46795 (0.0711) * | -2.97203 (0.0015) ** | -1.57339 (0.0000) ** |
| (b) First difference        | -0.85204 (0.1971) | -5.79656 (0.0000) ** | -0.53142 (0.3626) ** |

Note: LLC, IPS, MW-Fisher, and Hadri tests consider the absence of stationarity in the null hypothesis, and * and ** indicate levels of statistical significance at 10% and 5%, respectively. According to the authors of [63], the probabilities of the Fisher test were determined based on an asymptotic $\chi^2$ distribution. Asymptotic normality is considered for all others tests. The modified Schwarz information criteria (SIC) was used to select the appropriate lag length.

Given that all highlighted variables were stationary after their first difference, the long-term link between variables can be checked using the [46–48] panel cointegration tests. The outcomes of these cointegration tests are reported, respectively, in Tables 3 and 4. These inspect the existence of heterogeneity in the studied panels, in which heterogeneous slope coefficients, fixed effects, and individual specific deterministic trends are allowed in [46,47]’s test, and only fixed effects used in [48]’s test.

Table 3. Residual cointegration test results from [46,47] (LNCO2 as an endogenous variable).

| Method          | Statistic Test | Prob   | Method          | Statistic Test | Prob   |
|-----------------|----------------|--------|-----------------|----------------|--------|
| Within-Dimension|                |        | Between-Dimension|                |        |
| Panel v-stat    | 2.197592       | 0.0140 **|                |                |        |
| Panel r-stat    | -3.000778      | 0.0013 **| Group r-stat    | -1.830518      | 0.0336 **|
| Panel PP-stat   | -3.195549      | 0.0007 **| Group PP-stat   | -2.626453      | 0.0043 **|
| Panel ADF-stat  | -1.304750      | 0.0960 | Group ADF-stat  | 0.697912       | 0.7574 |

Note: The null hypothesis indicates the absence of cointegration between studied variables. ** denotes a 5% statistical significance level.
Table 4. Residual cointegration test results from [48] (LNGDP as an endogenous variable).

| Method | Statistic Test | Prob |
|--------|----------------|------|
| ADF    | −4.427797 **   | 0.0000 |

Note: The null hypothesis indicates the absence of cointegration between studied variables. ** denotes a 5% statistical significance level.

Considering heterogeneity, a panel cointegration model, in which economic growth (GDP) is considered as a dependent variable, was used in the present work, as follows:

\[ \text{LNGDP}_{i,t} = \alpha_i + \beta_i \text{LNEC}_{i,t} + \gamma_i \text{LNCO}_2_{i,t} + \epsilon_{i,t}; \forall i = 1, \ldots, N; \ \forall t = 1, \ldots, T \] (19)

According to the results of the [46,47] heterogeneous panel tests, the null hypothesis of no cointegration can be rejected at the 5% significance level, except for the ADF-stat, as shown in Table 3. Confirmation of the null hypothesis, indicating no cointegration, was also shown by the residual panel cointegration tests of [48]. This finding leads us to conclude the presence of a panel long-term link between these three variables.

The findings of the panel cointegration estimates are shown in Table 5. Regarding the FMOLS and DOLS estimates, our models propose the regression presented in Equation (20), where GDP and EC slopes are denoted as \( b_i \), and GDP and \( \text{CO}_2 \) slopes are denoted as \( \delta_i \), which may or may not be homogeneous across country \( i \). Regarding the PMG estimator, the general equation (Equation (18)) given in [61] is based on the model ARDL (1,1,1).

Table 5. FMOLS, DOLS, and PMG estimates of North African countries from 1971 to 2014.

| Country  | LNEC | LNCO_2 |
|----------|------|--------|
| Egypt    | 0.302882 ** | 0.217838 ** |
| Libya    | 0.488978 ** | 0.311123 * |
| Tunisia  | 1.900196 ** | 2.053885 ** |
| Algeria  | 0.311024 ** | 0.414824 ** |
| Morocco  | 1.179060 ** | 1.166619 ** |
| Panel    | 1.242549 ** | 1.249666 ** |

Note: * and ** denote 10% and 5% statistical significance levels, respectively.

Thus, the transformation of Equation (18) is given by:

\[ \text{LNGDP}_{i,t} = a_i + \sum_{k=1}^{1} b_{i,k} \cdot \text{LNGDP}_{i,t-k} + \sum_{s_1=0}^{1} \delta_{i,s_1} \cdot \text{LNEC}_{i,t-s_1} + \sum_{s_2=0}^{1} \delta_{i,s_2} \cdot \text{LNCO}_2_{i,t-s_2} + \epsilon_{i,t} \] (20)

Starting with the relationship running from EC to GDP, all countries’ data produced acceptance at the 5% and 10% levels in the FMOLS, DOLS and PMG estimates between the individual country tests. Furthermore, GDP and EC have a positive association. This suggests that if EC grows, at least these five countries’ GDP will grow. Regarding the relationship running from \( \text{CO}_2 \) to GDP, these countries’ data produced acceptance at the 5% level for the three estimators (FMOLS, DOLS and PMG), except for Libya, Algeria, and Morocco. Moreover, the results showed a negative relationship between GDP and \( \text{CO}_2 \) for all countries, except the estimators’ values of FMOLS and PMG related to Egypt and Algeria, and the estimators’ values of DOLS concerning Egypt and Libya. Based on the total panel results, it can be seen that strong relationships, which run from EC to GDP and from \( \text{CO}_2 \) to GDP, were overwhelmingly accepted. In addition, the coefficients estimated by FMOLS, DOLS, and PMG, running from EC to GDP, were, respectively, 1.242549, 1.249666, and 1.237309. In addition, the coefficients estimated by FMOLS, DOLS and PMG, running from \( \text{CO}_2 \) to GDP, were, respectively, (−0.337334), (−0.392698), and (−0.361694) for the pool of all five countries. Regarding the FMOLS estimators, we found that an increase
in energy consumption by 1% leads to an increase GDP by 1.242549%; additionally, an increase in CO\textsubscript{2} emissions by 1% leads to decrease GDP by 0.337334% in the pooled region. Moreover, using DOLS estimators’ approximate estimates, we found that a 1% increase in energy consumption correlates to a 1.249666% rise in GDP, and that a 1% in CO\textsubscript{2} emissions leads to a 0.392698% decrease in GDP in the pool of all countries. On the other hand, the work on the PMG estimators showed that a 1% increase in energy consumption increases GDP by 1.237309%, while a 1% rise in CO\textsubscript{2} emissions decreases GDP by 0.361694% in the pool of all countries.

In general, the coefficients are statistically significant. This finding suggests that, in this circumstance, a more aggressive energy conservation program should be adopted [64]. In this situation, public and monetary policymakers need to comprehend the connection between GDP and EC, since relative changes in energy use are directly related to relative changes in output and income [65]. The authors of [66–70] showed that increased energy consumption results in increased income and outputs, for both positive and negative factors. These findings show that CO\textsubscript{2} emissions, EC, and energy efficiency in underdeveloped countries are significantly lower than in developed ones. However, total energy demand will rapidly increase with economic progress. Furthermore, developing countries have consistently attempted to reduce CO\textsubscript{2} emissions by supporting new energy technology, transforming the electricity system, and implementing clean development processes to achieve economic expansion while conserving energy, mitigating emissions, and responding to climate change worldwide [31]. Empirical findings also suggest that appropriate and prudent policies are required in order to control CO\textsubscript{2} emissions other than energy consumption. The ultimate impact of CO\textsubscript{2} emissions will help to support sustainable economic growth and maturation, as well as largely improving region welfare [33].

5. Conclusions and Policy Implications

This paper examines the impact of energy consumption (EC) and CO\textsubscript{2} emissions on economic development (GDP) in five North African countries, from 1971 to 2014. To define what matters, a panel cointegration analysis, based firstly on FMOLS and DOLS estimates for the long-term relationship to deal with the endogeneity bias in regressors and the heterogeneity in countries, and secondly dependent on the PMG estimator, which involves both pooling and averaging for a dynamic specification using the ARDL approach, was employed.

Based on the empirical findings, there is evidence of a long-term panel connection between these three variables, which shows that EC plays a vital role in increasing GDP in the studied economies, although there is a negative impact on the environment as more pollution is caused. Indeed, as part of a comprehensive discussion of environmental development, the use of fossil fuels, which contributes to GHG emissions, has been gradually expanding in the area since the 1990s, resulting in simultaneous increases in GHG emissions. Consequently, these countries should increase energy productivity, the implementation of energy savings projects, and energy conservation to achieve GDP expansion and boost their investments in energy sectors, as well as mitigating pollutant emissions. Mitigation activities usually entail increasing the use of renewable energy to replace and reduce the huge proportion of total energy produced by fossil fuel burning. Energy efficiency and conservation activities that may decrease the global amount of fossil fuel utilization, especially regarding electricity consumption, are also part of the mitigation efforts. In the North African region, there is a huge potential for wind and solar resources, as well as hydro resources in Morocco specifically. These countries can, therefore, substitute the partial use of fossil fuel with the consumption of renewable energy. In other words, they can create a suitable combination of fossil energy and renewable energy that allows them to maximize economic growth and protect the environment.

In a future work, it would be interesting to deal with mixed energy; this would consist of trying to set an efficient combination of renewable energy and fossil energy.
This combination would be ideal for achieving economic growth under the condition of environmental protection.
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