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Abstract

Deep convolutional neural networks (DCNNs) have revolutionized computer vision and are often advocated as good models of the human visual system. However, there are currently many shortcomings of DCNNs, which preclude them as a model of human vision. For example, in the case of adversarial attacks, where adding small amounts of noise to an image, including an object, can lead to strong misclassification of that object. But for humans, the noise is often invisible. If vulnerability to adversarial noise cannot be fixed, DCNNs cannot be taken as serious models of human vision. Many studies have tried to add features of the human visual system to DCNNs to make them robust against adversarial attacks. However, it is not fully clear whether human vision inspired components increase robustness because performance evaluations of these novel components in DCNNs are often inconclusive. We propose a set of criteria for proper evaluation and analyze different models according to these criteria. We finally sketch future efforts to make DCCNs one step closer to the model of human vision.
1. Introduction

Deep convolutional neural networks (DCNN) have revolutionized computer vision. DCNNs reach near or even super-human performance in many tasks, such as image classification (He et al., 2016), image segmentation (He et al., 2017), image captioning (Karpathy & Fei-Fei, 2015), and image generation (Choi et al., 2020). There is now a fierce debate whether DCNNs are also a good model for the human visual system. On the one hand, proponents argue that DCNNs perform like humans in many object recognition tasks, and their architecture indeed resembles the human one (Kubilius et al., 2018; Schrimpf et al., 2020). On the other hand, DCNNs often solve vision tasks very differently than humans (Geirhos et al., 2020), indicating that comparable performance levels per se do not tell whether DCNNs are good models.

In this contribution, we look at this pro-con dichotomy from the perspective of robustness, that is, the ability of DCNNs to make proper object classifications even when data are slightly perturbed or coupled with noise. Specifically, we consider adversarial attacks, which present a major problem for DCNNs (Sharif et al., 2016; Y. Zhang et al., 2019). These attacks are small, crafted perturbations that cause major misclassifications of the DCNNs even though they are imperceptible to humans (Szegedy et al., 2014). Figure 1 shows two adversarial examples where the image of a dog with imperceptible noise is misclassified as red wine or toilet paper by DCNNs. Obviously, humans and DCNNs show very different behavior, hence at first glance, DCNNs should be discarded as proper models for human vision. However, it may be that minor fixes can make DCNNs robust to adversarial attacks, for example, by taking inspiration from human vision models. Such attempts may help to bridge the performance gap that still exists between DCNNs and human vision.
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Figure 1. Adversarial examples, using PGD with $L_\infty$ and with noise constraint of $\epsilon = 16/255$ on 'n02085936_6883.jpeg' of ImageNet (Deng et al., 2009) dataset. The left image is the original, and the right image is the original plus the noise image shown in the middle. For humans, the differences between the original image and the original plus noise image are hardly visible. For DCNNs, the noise leads to serious misclassification.

Many investigations have proposed improvements against adversarial attacks from both the Computer vision (e.g., Athalye et al., 2018b; Carlini et al., 2019; Croce et al., 2020; Tramer et al., 2020) and the Neuroscience communities (e.g., Choksi et al., 2020; Kiritani & Ono, 2020; Marchisio et al., 2020; Rusak et al., 2020; Zoran et al., 2020). Improving robustness is crucial not only to reduce vulnerability to adversarial attacks but also for improving the transfer of learning (Salman et al., 2020; Utrera et al., 2020), image segmentation (Salman et al., 2020), generalization (Bochkovskiy et al., 2020; Song et al., 2020; Xie et al., 2020), etc. (see Fig. 2). In this paper, we focus on bio-inspired methods, with the main objective to establish stronger connections between DCNNs and human vision.

Unfortunately enough, different bio-inspired approaches trying to protect DCNNs against adversarial attacks by including components of the biological visual system have often reached unresolved conclusions. We advocate that one of the main reasons for this situation is the non-uniform ways of evaluating and analyzing these components.

In this paper, we try to remedy this situation by proposing criteria to standardize the evaluation and analysis methods that each study needs to meet. We first review definitions of robustness and adversarial attacks, and evaluation methods in Section 2. We then explore different studies and
summarize their results and analysis in Sec 3 and 4. Finally, we summarize the main learning messages and propose new insights for future research directions towards understanding better how the joint development of DCNN architectures and human vision models could lead to cross-fertilization, which could for example lead to better and more robust computer vision systems.

**Robustness**

![Diagram showing the relationship between human vision and machine vision]

Figure 2. Robust features are transferable to other tasks. Since most Deep Learning models are solely optimized to be highly accurate for a given task, they do not generalize to other tasks, unlike humans (Lapuschkin et al., 2019). Ilyas et al., 2019 showed that by design, Deep Learning models tend to use highly predictive, non-robust features (which include background, texture/high-frequency information, etc.) instead of robust features (which include foreground, shape/low-frequency information; Zhang & Zhu, 2019, etc.). This explains, to some extent, the high vulnerability of DCNNs to adversarial attacks. Hence, by forcing DCNNs to utilize robust features, we may obtain more human-vision-like representations (Engstrom et al., 2019; Kaur et al., 2019; Tsipras et al., 2018). Since robust networks utilize global information like shapes, they have a better “understanding” of the overall features of each class, which improves generalization to unseen distributions (Bochkovskiy et al., 2020; C. Song et al., 2020; Cihang Xie et al., 2020), better image segmentation and object detection abilities (Salman et al., 2020), and adaptation across domains since the features learned are now generic for each class (transfer learning; Salman et al., 2020; Utrera et al., 2020).

2. Adversarial Robustness

2.1. Adversarial Attacks and Defenses

In adversarial attacks, carefully chosen noise added to images containing objects leads to gross misclassification of these objects (Szegedy et al., 2014, Fig. 1). Interestingly, the noise is usually imperceptible for humans. For example in Fig. 1, humans can hardly distinguish the original image with the dog and the same image with additive noise. Adversarial attacks are mathematically defined
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as follows: for a given image $x$, and a classifier $f: \mathbb{R}^n \rightarrow \mathbb{R}^c$, where $x \in \mathbb{R}^n$ and $y$ is the true class label, we define the adversarial noise $\Delta x$ as:

$$\arg \max (f(x + \Delta x)) \neq \arg \max (f(x)) \text{ s.t } \| \Delta x \|_p \leq \epsilon$$  \hspace{1cm} (Eq. 1)

The true label class ($y$) that the input ($x$) belongs to is referred to as the source class, and the target class is the class to which the adversarial sample ($x + \Delta x$) is misclassified by the DCNN model. In the above equation, the upper bound on the noise $\epsilon$ is added to ensure that the noise remains small.

In Eq. 1, Adversarial perturbations are defined w.r.t. an $L_p$ norm. The usual values for $p$ are 0, 1, 2, and $\infty$ can be summarized as follows:

- $L_0$ norm: Constrains the number of non-zero pixels in the adversarial perturbation (sparsity).
- $L_1$ norm (Manhattan distance): Constrains the absolute value of the magnitude of the adversarial perturbation.
- $L_2$ norm (Euclidean distance): Constrains the squared value of the magnitude of the adversarial perturbation.
- $L_\infty$ norm: Constrains the maximum element of the adversarial perturbation.

The upper bound for adversarial perturbations, $\epsilon$ is chosen w.r.t. an $L_p$ norm (Fezza et al., 2019; Jordan et al., 2019) such that the noise is imperceptible to humans (Bouniot et al., 2021).

Adversarial perturbations in Eq. 1 may be defined w.r.t. any norm or distance metrics other than the $L_p$ norm metrics (Jordan et al., 2019). But, the $L_p$ metrics are most studied, well understood, and are much simpler to use than other distance metrics (Akhtar & Mian, 2018; Ortiz-Jimenez et al., 2020). Hence throughout this paper, we focus on $L_p$ norm based adversarial attacks and robustness.

There are different algorithms to generate adversarial attacks, including the Fast Sign Gradient Method (FGSM; Szegdy et al., 2014), Projected gradient descent (PGD; Madry et al., 2017), Jacobian Based Saliency Map Attacks (JSMA; Papernot et al., 2016), DeepFool (Moosavi-Dezfooli et al., 2016), Decision boundary attacks (DBA; Brendel et al., 2018), Carlini-Wagner attacks (Carlini & Wagner, etc.).
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DCNNs, unlike humans, do not have any understanding of object features. DCNNs learn discriminative features that are maximally capable of providing high accuracy on the trained data and construct decision boundaries based on these features. These learned features focus on local information of the image, such as texture (Song et al., 2020). It is this over-reliance on local features that makes DCNNs an easy prey for small adversarial noises (Ilyas et al., 2019).

The machine learning community has explored different ways to make DCNNs more robust (defend) against adversarial perturbations. Adversarial training (Madry et al., 2017; Moosavi-Dezfooli et al., 2016) is regarded as the state-of-the-art defense method. This method trains DCNNs by utilizing adversarial samples generated by attacks and augmenting the training dataset with these samples. By doing so, the DCNN is forced to change its decision boundaries to make sure that the adversarial samples belong to the same class as the original input sample. However, this type of training comes with a large computational load. For each input sample, the DCNN must first create adversarial perturbations via attacks and then learn to classify them correctly. Considering humans do not have to follow a similar procedure, there might be a simpler way to make DCNNs robust to adversarial perturbations. Many works have tried to use human vision-like features for creating more robust DCNNs (Chakraborty et al., 2018). These studies mainly focus on changing the decision boundaries of the DCNNs by learning global rather than local features similar to human vision (Engstrom et al., 2019).

However, as shown by Carlini et al., 2019 due to the failure to systematically evaluate the robustness of a defense, it is unclear how good these methods are (Brendel & Bethge, 2017 vs. Nayebi & Ganguli, 2017).

2.2. Evaluation of Robustness

2.2.1 Evaluation

There are different ways to measure the robustness of a DCNN against adversarial attacks, including:

**Adversarial Accuracy:** Defined as the fraction of correctly classified adversarial samples out of all adversarial samples created on a dataset:
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\[
\text{Adversarial Accuracy} = \frac{\# \text{correctly classified adversarial samples}}{\# \text{adversarial samples}} \tag{Eq. 2}
\]

Most work uses this metric to measure robustness.

**Attack success rate:** Defined as the fraction of adversarial samples generated by a given attack that succeeds in fooling the DCNN model out of all the generated adversarial samples.

\[
\text{Attack success rate} = \frac{\# \text{misclassified adversarial samples}}{\# \text{adversarial samples}} \tag{Eq. 3}
\]

**Mean Distortion:** Defined as the median distance of all pairs built on a source image in a given dataset \((D)\) and the corresponding adversarial sample.

\[
\text{Mean distortion} = \text{median} \left( \sum_{\forall x \in D} || x_{\text{adv}} - x ||_p \right) \text{ where } p \in \{0, 1, 2, \infty\} \tag{Eq. 4}
\]

In general, the evaluation of robustness heavily depends on the attack used for generating the adversarial samples. The adversarial attack itself depends on parameters such as the number of iterations, the \(\epsilon\) values, step sizes, etc. Typically, as many adversarial attacks are constructed on the estimation of gradients in Eq. 1, one has to make sure that the evaluation really captures the intrinsic robustness of the model, and not merely the impossibility to compute adversarial examples through specific, gradient-based methods, referred to as *gradient masking*.

DCNNs learn through backpropagation and minimize the classification loss by using the gradient of the loss function. Adversarial perturbations are created by maximizing the classification loss to cause misclassification. Thus, adversarial perturbations need gradients to maximize the classification loss.

Gradient masking refers to hiding this gradient information by using non-differentiable operations like subsampling (Hosseini et al., 2019), input transformations (Guo et al., 2018), or stochasticity (Dhillon et al., 2018). Gradient masking does not lead to adversarial robustness, it only makes it difficult for gradient-based adversarial attacks to find adversaries (Athalye et al., 2018). If an attack succeeds in finding a hidden adversarial sample (despite gradient masking), the DCNN still ends up misclassifying it. Gradient masking does not improve the decision boundary, it just avoids existing gradient-based adversarial attacks.
Given the high variability of methods for the evaluation of adversarial robustness, for any defense algorithm that aims at improving robustness, it is necessary to follow the basic defense evaluation guidelines provided by Carlini et al., 2019. Specifically, we stress the importance of checking for gradient masking phenomena, as explained above.

### 2.2.2 Bio-inspired robustness evaluation

As explained earlier, if bio-inspired defenses use gradient masking, they are not truly making DCNNs functioning closer to human visual perception. Hence, bio-inspired robustness methods need to ensure that they are not using gradient masking. Here, we summarize the sanity checks to identify gradient masking (for 1-4 Athalye et al., 2018):

1. **One-step attacks perform better than iterative attacks**: When an adversarial attack comes with multiple iterations (Madry et al., 2017), it has a better chance to succeed than an attack with a single iteration (Szegedy et al., 2014), e.g., PGD (multi-iteration attack) vs. FGSM (1 iteration attack). Failure to see this usually indicates gradient masking.

2. **Observing irregularities in perturbation budget curves**: Perturbation budget refers to the maximum value of $\epsilon$ used to generate adversarial examples as in Eq. 1. The higher the perturbation budget, the better the chance of attack success. Plots of the Attack success rate vs. perturbation budget are called perturbation budget curves. Ideally, the attack success rate should increase with the perturbation budget (larger noise) and for extremely high values of $\epsilon$ the attack success rate would be 100%. If this behavior is not seen in the perturbation curve, there is likely gradient masking.

3. **Random sampling finds adversarial perturbations**: Adversarial attacks are optimized to find adversarial perturbations and hence have a much higher chance of causing misclassification than any randomly sampled perturbation. If the success rate of adversarial attack is lower than random perturbations there is likely gradient masking.

4. **Black-box attacks are better than white-box attacks**: In order to generate adversarial perturbations, most attacks typically need information about the model being used, especially its parameters. When attacks are generated with complete access to model information, they are called white-box attacks. Attacks without any access to the model and its parameters are called black-box attacks. Black-box attacks usually have a lower attack success rate than white-box attacks. Failure to see this usually indicates gradient masking.
5. **Non-gradient-based adversarial attacks**: Other than the above suggested by Athalye et al., 2018, non-gradient-based adversarial attacks like Decision Boundary attacks (DBA; Brendel et al., 2018) can also be used to identify gradient masking. Let us consider the robustness of a standard model (without any defense method) evaluated on a non-gradient-based attack to be $r_s$, and for the defended model the robustness is $r_d$. If the defense uses gradient masking, it will be broken by the non-gradient-based attack, since masked (hidden) gradient information makes no difference to such attacks. Hence, for defenses with gradient masking, $r_d \approx r_s$. If there is no gradient masking $r_d > r_s$.

Since the use of non-differentiable layers or stochasticity could result in gradient masking, the above checklist can be used to validate the evaluation of the actual robustness of a model. Additionally, the adversarial attacks proposed by Athalye et al., 2018, which are specially designed to break gradient masking based defenses, can also be used to evaluate defenses with similar components.

3. **Biologically Inspired Components**

We review a series of methods, which propose to increase robustness against adversarial attacks by adding features of the human visual system to DCNNs. We first review some design guidelines, and then we highlight specific bio-inspired components and their properties. These methods were selected from the recent machine learning literature and are summarized in Table 1.

3.1. **Choice of Bio-Inspired Components**

In bio-inspired robustness, the idea is to make DCNN robust like humans while employing the concepts used by the latter. One problem is that it is rather unclear how the visual system acquires robustness. Hence, when implementing a new component, it is important to motivate, analyze, and validate the suggested components. Accordingly, when applying bio-inspired components for robustness, evidence should be provided that these components actually improve the DCNN.

In particular, it is necessary to test whether the contribution of each component indeed increases robustness. We can do so by “freezing” the component and analyze the change in robustness in comparison when the component is active. Alternatively, we can use simpler variants of the bio-inspired component.
Finally, it is also important to validate the design choices by verifying that the proposed bio-inspired component is indeed increasing robustness for the reasons it was motivated. For example, if Gaussian filtering is thought to improve robustness because it filters out adversarial noises, the authors should show that indeed adversarial noise is filtered out, on top of other robustness measures (Xie et al., 2019). Methods for validation include weight visualization, representation visualization, saliency maps, etc.

We review below different recent studies, which have proposed to include bio-inspired components in order to improve the robustness of DCNNs, and discuss motivations, design choices, and expected benefits.

### 3.2. Early visual processes

In human vision, the visual inputs are processed in the following order:

\[ \text{Retina} \rightarrow \text{Lateral Geniculate thalamic Nucleus (LGN)} \rightarrow \text{Primary Visual Cortex (V1)} \]

The retina has a higher density of photoreceptors in the fovea than in the periphery. This uneven distribution of photoreceptors results in a non-linear sampling of the visual input. Therefore, the image resolution is increased in the fovea and blurred towards the periphery. This, in turn, increases the Signal-to-Noise Ratio (SNR) of the input, which was proposed to increase robustness (Elsayed et al., 2018).

Retinal neurons use lateral inhibition, which attenuates redundant and irrelevant signals (decorrelation; Segal et al., 2015). Thus, only significant signals (Bakshi & Ghosh, 2017), which are required to properly classify the object, survive. Thus, we suggest lateral inhibition may be useful for increasing robustness.

The Lateral geniculate nucleus (LGN), then modulates output signals from the retina using feedback signals from higher visual areas (Usrey & Alitto, 2015), to ensure better classification.

In the primary visual cortex (V1), neural processing is similar to a bank of Gabor filters (GFB) with multiple orientations, spatial frequencies, etc. (De Valois, Albrecht, et al., 1982; De Valois, William Yund, et al., 1982; Ringach, 2002). Due to its diversity, the GFB decomposes the signal into a large number of disentangled features. These features pass through either simple or complex cells. Simple cells have a linear response and discard irrelevant information. Complex cells have a non-linear
response to detect more complex features (Vintch et al., 2015). It may be that features generated by GFB, simple cells, and complex cells are necessary for downstream areas to increase robustness (Dapello et al., 2020).

In V1, multiple layers of neurons are organized as cortical minicolumns. Each minicolumn receives inputs from the same receptive field and all minicolumns have the same receptive field size. Thus, each minicolumn is similar to a vector encoding features like pose, orientation, scale, etc. (Hinton, 1981; Hubel & Wiesel, 1963). This preserves the spatial relationships within an object, which is crucial for downstream object perception, and, thus, we suggest that it may increase robustness.

From V1 to V4, pooling takes place (Freeman & Simoncelli, 2011) causing an increase in receptive field sizes and hence creating different scales across the visual stream. Pooling may help to reduce dimensions by removing irrelevant information and creating abstractions of the object (Poggio et al., 2014), and, thus, we suggest that it may increase robustness.

Functionally, the entire cortex is known to encode the input signals in a sparse way, which improves the selectivity of the class-relevant features (Paiton et al., 2020), and, thus, we suggest that it may increase robustness.

Additionally, all neuronal processes always include stochasticity, and such stochasticity is thought to contribute to the generalization of the signals (Echeveste & Lengyel, 2018), and, thus, we suggest that it may increase robustness.

Among the works that take inspiration from early vision models to improve the robustness of DCNNs, we can first outline the study of Reddy et al., 2020, which implemented two sampling methods from biological vision. One is the non-uniform sampling of the retina, and the other is the multi-scale sampling (due to pooling) of the cortex. The authors implemented both methods similarly, as briefly illustrated in Fig. 3. S1. First, samples were sampled with either method. Then each sample was processed by a DCNN. The outputs of all the processed samples were averaged to obtain the final classification output. The authors trained the DCNN with these sampling methods to increase robustness.

Then, Dapello et al., 2020 imitated neuronal features of V1. The authors prefixed the DCNN with their custom model of V1, called VOOneBlock. It consists of the GFB with parameters picked from empirical distributions (De Valois, Albrecht, et al., 1982; De Valois, William Yund, et al., 1982; Ringach, 2002); simple cell linearity implemented with ReLU and complex cell non-linearity.
implemented with quadrature phase-pair spectral power (Carandini et al., 1997); neuronal stochasticity with Poisson distribution parameters obtained from primate V1 (Softky & Koch, 1993). The authors trained the DCNN prefixed with their VOneBlock to increase robustness.

3.3. Feedback

Throughout the cortical visual system, information is processed through feedforward and feedback connections (Pennartz et al., 2019). Through feedback connections, higher layer contextual information modulates the activation patterns in the lower layers. Thus, it is implementing strong long-range spatial dependencies, global information extraction, perceptual grouping (Kreiman & Serre, 2020), and recognition of challenging images (Kar et al., 2019; Kietzmann et al., 2019). Since feedback encourages the use of more global information, we suggest that it may increase robustness (Elsayed et al., 2018; Olshausen, 2013).

One possible way of implementing feedback is Predictive Coding (Aitchison & Lengyel, 2017), which proposes that the brain continuously updates itself based on the prediction error between the input signal and its prediction.

We note the following studies that build on bio-inspired feedback mechanisms to improve robustness. Huang et al., 2020 used predictive coding to construct a DCNN with feedback. Feedback is implemented with a modified Deconvolutional Generative Model (DGM; Nguyen et al., 2019). DGM takes the output from layer \( l + 1 \) of the DCNN, and then deconvolutes (transpose of convolution; reverse of convolution) to generate (predict) the output of layer \( l \). Input images \( \hat{h} \), are processed by the feedforward DCNN to produce intermediate representations \( \hat{z} \) and predict the output label \( \hat{y} \). In the feedback pass, the predicted labels \( \hat{y} \) are used to reconstruct the intermediate representations, \( \hat{z} \), and then eventually to reconstruct the input as \( \hat{h} \). As illustrated in Fig. 3. S4, the reconstruction \( \hat{h} \) of the input image \( h \), intermediate latent representation \( z \), and predicted output label \( y \) are dynamically modulating each other through feedforward and feedback processes. The authors trained their DCNN+feedback model using classification and reconstruction based losses to increase robustness of the DCNN.

Then, Capsule Networks (CapsNets) by Sabour et al., 2017 implement cortical minicolumn-like structure and also a predictive coding based feedback process. A Capsule is a vector of neurons that
captures object features as well as its instantiation parameters, such as pose, orientation, lighting, etc (Fig 3. S3). CapsNets implement feedback using Routing by Agreement. The weights between the capsules in layer \((l + 1)\) and capsules in layer\(l\) are updated based on how well the lower layer capsule is able to predict the output of the higher layer capsule. This is done by finding the correlation (agreement) between the predictions of the higher and lower layer capsules. If the correlation is very high then the weight is increased (excitatory connection) else the weight is decreased to suppress irrelevant capsules (inhibitory connection). CapsNets use classification and reconstruction losses to update themselves.

Qin et al., 2019 found that since CapsNets bear a very high resemblance to human representations (Sabour et al., 2017), it takes a very large amount of adversarial noise to misclassify them. When large adversarial noise is added to the image, it resembles the target class more than the original/source class of the image (Santurkar et al., 2019). This causes the reconstructed image to resemble the target class more than the original class of the input. The authors used this discrepancy between the original and the reconstructed image for the successful detection of adversarial perturbations. For a given input sample \(x\), the CapsNet reconstructs it using the predicted class information, as \(x'\). Then the \(L_2\) (euclidean) distance between them is found as \(d(x, x')\). If this distance exceeds a preset threshold, then the input \(x\) is said to be adversarial. Else, it is declared a normal image. The authors showed that their CapsNet based detection is successful in the detection of adversarial samples.

Finally, Kim et al., 2020 implemented the entire visual system (i.e., retina, LGN, V1-V4, feedback and lateral inhibition, neuronal stochasticity, and sparse coding) as closely as possible. The authors then prefixed it to a DCNN to increase robustness.

3.4. Miscellaneous

In addition to early vision and feedback, other bio-inspired components have been studied recently. Actually, it has been argued that neurophysiological data itself may contain robust representations that are used in the human visual system. Thus, as a proof of concept, Li et al., 2019 regularized DCNNs using neurophysiological data obtained from mice V1. The authors first measured the mouse V1 neuronal responses for each image and then computed the response similarity matrix for the image pairs. Then, the similarity matrix was used to regularize the DCNN to increase robustness.
In addition, sleep is thought to be significant for the retention of memory. The short-term memory content is transmitted to long-term memory when sleeping (Rasch & Born, 2013), i.e., memory consolidation. Memory consolidation (Rasch & Born, 2013) reduces overfitting and improves generalization (Lewis & Durrant, 2011; Wamsley et al., 2010; González et al., 2020; Wei et al., 2018), thus, we suggest it may increase robustness. Tadros et al., 2020 thus implemented a sleep-like algorithm by using Spiking Neural Networks (SNNs; Diehl et al., 2015). The authors used SNNs and spike time-dependent plasticity (STDP; Song et al., 2000) to implement the sleep-like algorithm. They first trained the DCNN and then transformed it into an SNN. Then the training images were fed into the SNN to induce the reactivation of the neurons, which leads to STDP. STDP enables the weights of highly related neurons to be strengthened and weakly related neurons to be weakened, to increase robustness.

Table 1. Summary of studies. We refer to each paper as S# instead of cross-referencing. ‘Components’ refers to the bio-inspired feature the authors used. ‘Contribution’ refers to the possible reasons for robustness.

| Study | Main Author | Components | Contribution |
|-------|-------------|------------|--------------|
| S1    | Reddy et al., 2020 | Non-uniform and Multiscale sampling | High SNR, Scale and translation invariance |
| S2    | Dapello et al., 2020 | V1 neuronal features | Feature extraction and generalization |
| S3    | Qin et al., 2019 | Cortical minicolumn and Feedback | Object based representation |
| S4    | Huang et al., 2020 | Feedback (self consistency) | Predictive coding |
| S5    | Kim et al., 2020 | Anatomical features of visual stream and Feedback | Decorrelation and sparse coding |
| S6    | Li et al., 2019 | Neurophysiological data | Inductive bias |
| S7    | Tadros et al., 2019 | SNN + STDP | Feature abstraction |
Figure 3. Biologically inspired components. **S1.** Retinal non-uniform and multi-scaling sampling methods implemented by Reddy et al., 2020. Samples were sampled from an image using either non-uniform or multi-scale methods. A DCNN processes each sample and then averages the outputs to obtain the final classification prediction. **S2.** V1-like block, VOneBlock, prefixed on DCNN proposed by Dapello et al., 2020. VOneBlock consists of a Gaussian Filter Bank (GFB), linear and non-linear activation functions, and stochasticity. It pre-processes the input image and feeds the output into a DCNN. **S3.** Capsule Network (CapsNet) and the adversarial noise detection method suggested by Qin et al. (2020). Qin et al. (2020) detected the adversarial sample by using the $L_2$ (Euclidean) distance between the input image and the reconstructed image from CapsNet. **S4.** Recurrent model proposed by Huang et al., 2020. Input images $h$, are processed by the feedforward DCNN to produce intermediate representations $z$ and predict the output label $y$. In the feedback pass, the predicted labels $y$ are used to reconstruct $z$ and then $h$. The reconstruction ($\hat{h}$) of the input image ($h$), the intermediate latent representation ($z$), and predicted output label ($y$) are dynamically modulating each other through feedforward and feedback processes. **S5.** Overall visual components implemented in the model proposed by Kim et al., 2020. Retina to V4 processes are implemented as a pre-processing module. The input images are first pre-processed by the module and then fed into the DCNN. **S6.** Mice V1 activity based DCNN regularization implemented by Li et al., 2019. The authors measured mouse V1 neuronal activation similarities given two different images and then used this similarity measure to regulate the activation patterns of DCNNs. **S7.** Sleep model implemented by Tadros et al., 2019. DCNNs are first trained in a standard way and then transformed to SNN, finally, the weights are consolidated by STDP.
4. Analysis

We have seen how different components of biological vision can help to obtain more robustness against adversarial attacks. In this section, we analyze the evaluation of robustness as carried out by these studies (Table 1) and offer insights for future evaluation.

4.1. Evaluation

In Table 2, we summarize the list of attacks, metrics, datasets, and norms used for different works. As we can see, it is very difficult to compare across methods and understand the significance of the respective bio-inspired component (Table 1).

4.1.1 Experimental Settings

Evaluation of robustness is dependent on the dataset used to generate adversarial perturbations. The robustness of a DCNN on a more complex and realistic dataset like ImageNet (Deng et al., 2009) usually indicates the robustness of the DCNN on less complex datasets (Shafahi et al., 2020) like CIFAR10 (Krizhevsky, 2009). Datasets like ImageNet have more natural and realistic images, and hence more human vision-like features can be learned (Salman et al., 2020). Thus, evaluation of the robustness of DCNN on more complex datasets is a stronger result than on less complex datasets. S1, 2, and 5 have evaluated the robustness of their models with the more complex ImageNet dataset, while the other studies show their robustness on less complex datasets (Table 2). Furthermore, for evaluating a models’ robustness, adversarial perturbations should be created w.r.t. the model. All studies (except S5) indeed attack their proposed models.

Then, the choice of $\epsilon$ values has a crucial role in analyzing the performance of the different proposals. In S2, for example, accuracy is hard to evaluate since accuracy was averaged across $\epsilon$ values and $L_p$ norms (Table 2). While integrating adversarial accuracy over $\epsilon$ values is acceptable (Bouniot et al., 2021), it becomes problematic when averaged over two values $\left\{\frac{1}{1020}, \frac{1}{255}\right\}$.

Secondly, as mentioned in Sec 2.1, each $L_p$ norm has a very different meaning (Tramèr & Boneh,
2019). Therefore, for a fair comparison with other studies, we obtained the non-averaged adversarial accuracy for the main model from the supplementary material provided by the authors. Further, we re-evaluated the robustness of the base models used in the paper without any averaging and presented them in Fig. 4. We observe that the authors reported an average adversarial accuracy (across $\epsilon$ values and $L_p$ norms) of 51.1% for their method and 52.3% for Adversarially trained DCNN, but in actuality with the $L_\infty$ norm, the adversarial accuracy differences ($\Delta acc = \text{adv. acc. of their model} - \text{adv. acc. of AT DCNN}$) were different for different $\epsilon$ values ($\epsilon=\frac{1}{1020}$, $\Delta acc = 1.1\%$; $\epsilon=\frac{1}{255}$; $\Delta acc = -25\%$; $\epsilon=\frac{4}{255}$; $\Delta acc = -33.58\%$).

Table 2. Evaluation ‘*’ indicates a customized version of the adversarial attack created by the authors. AA indicates Adversarial accuracy, UDR (undetected rate) refers to the fraction of adversarial samples undetected by the method from all the generated samples, MD Indicates the median noise distortion. All the above metrics are calculated for a given value of $\epsilon$ and a given $L_p$ norm. ‘+’ indicates adversarial accuracy that had been averaged over various $L_p$ norms and $\epsilon$ values as mentioned by the authors of S2.

| Study | Image Dataset       | $L_p$ norm | Metric | Attacks used                      |
|-------|---------------------|------------|--------|-----------------------------------|
| S1    | CIFAR10, ImageNet   | 1, 2, ∞    | AA     | PGD, FGSM, PGD ADAM, L2 CW, DBA, PGD BPDA |
| S2    | ImageNet-Val        | 1, 2, ∞    | +      | PGD+MC                            |
| S3    | MNIST, F-MNIST, SVHN| 2, ∞       | UDR    | PGD, PGD-R*, CW, BIM              |
| S4    | F-MNIST, CIFAR10    | ∞          | AA     | PGD, PGD*, SPSA                   |
| S5    | ImageNet-Val        | x          | AA     | PGD                                |
| S6    | CIFAR10             | 0, 1, 2, ∞ | MD     | PGD, DBA, etc following list of attacks by Brendel et al., 2019 |
| S7    | Patch, MNIST        | 2          | MD     | DeepFool, JSMA, DBA, FGSM         |
Figure 4. Evaluation summary. The orange bar indicates robustness w.r.t. the metrics used (Table 2) from the proposed contributions, except for S3 where we used (1-UDR) metric for ease of understanding. For all studies, the higher the orange bar is, the better is the adversarial robustness of the respective method. From Table 2, we see that many of the studies have worked with multiple datasets and norms. For the sake of easier understanding, we chose to only present the results for the most complex image dataset used (Complexity is approximately: ImageNet (Deng et al., 2009) > CIFAR10 (Krizhevsky, 2009) > SVHN (Netzer et al., 2011) > F-MNIST (Xiao et al., 2017) > MNIST (LeCun & Cortes, 2010)). We also chose to present the results of the common $L_\infty$ norm for all works with the exception of S7, which only tested on the $L_2$-norm. Additionally, for S4, we present the results from F-MNIST instead of CIFAR10 since it is the only dataset from the paper for which standard and adversarially trained feedback models are compared. Similarly, for S1, we chose to present the results for ImageNet10, a 10 class subset of ImageNet, since it had a more comprehensive evaluation. For S2 and S5, the ImageNet dataset was used. For S3, we use SVHN; for S6 we use CIFAR10; and for S7, we use MNIST since it was the most complex image dataset used.
Currently, most of the adversarial attack methods used for evaluation are iterative (Madry et al., 2017; Athalye et al., 2018; Carlini et al., 2019). Madry et al., (2017) showed that with a small increase of the number of iterations (from 7 to 20), adversarial accuracy deteriorates significantly (~ 5%; Table 2 of Madry et al., 2017). This indicates that one should always have enough iterations to create the adversarial samples.

A simple way of finding the required number of iterations for an attack is to pit the number of iterations against adversarial accuracy. After the required number of iterations, the adversarial accuracy will saturate close to 0, indicating that more iterations after this point do not result in better adversarial samples. Only S2 did such an analysis to decide the number of iterations (Table 3). Since this analysis requires large computational resources, it is not easy to do. The alternative is to just give a sufficiently large number of iterations as suggested by Madry et al., (2017) and carried out by S3.

Table 3. Worst-case evaluation parameters: For each study, we picked the most complex image dataset and the strongest attack. All attacks in the table are for $L_\infty$ norm. *?* Indicates values missing in the original paper. We excluded S6 and 7 from the table since the authors used the mean distortion metric to find the minimum perturbation needed to cause a misclassification. For doing so, by definition, a large number of iterations are needed (1000 or more).

| Study | Dataset            | Attack | $\epsilon$ ranges | #iterations | #iterations vs Adv. Acc analysis |
|-------|--------------------|--------|-------------------|-------------|---------------------------------|
| S1    | ImageNet10         | PGD    | {0.001, 0.005, 0.01, 0.02, 0.05, 0.1, 0.5} | 5 or 20     | x                               |
| S2    | ImageNet-Val       | PGD-MC | $\left\{ \frac{1}{1020}, \frac{1}{255} \right\}$ | 64          | ✓                               |
| S3    | SVHN               | PGD-R* | 0.1               | 200         | Not required                    |
| S4    | CIFAR10            | PGD*   | 8/255             | 7           | x                               |
| S5    | ImageNet-Val       | PGD    | ?                 | ?           | ?                               |

Further, for S1 and 2, we can see that for the Imagenet dataset (ImageNet10 is a 10 class subset of ImageNet), and the $L_\infty$ norm based attacks, a very different range of $\epsilon$ values are used for evaluation. For each dataset and $L_p$ norm, the values of $\epsilon$ are commonly agreed upon to be imperceptible (Madry et al., 2017; Bouniot et al., 2021). For example for ImageNet, the $L_\infty$ norm
perturbations are tested with $\epsilon \in \{\frac{4}{255}, \frac{8}{255}, \frac{16}{255}\}$. Note that Elsayed et al. (2018) showed that $L_{\infty}$ norm perturbations up to $\epsilon \approx \frac{32}{255}$ are imperceptible to humans, which is much larger than the values tested by S2.

4.1.2 Understanding the bio-inspired components

Component analysis (Sec. 3.1). All the studies did the component analysis by freezing each component or alternating the bio-inspired component with a simpler variant (Table 4).

S2 used the Gabor filter parameters sampled from empirical distribution from primate brain (V1 Gabor filter bank), and used the parameters from a uniform distribution (GFB parameters chosen uniformly) as the baseline model. Also, S2 implemented stochasticity using Poisson noise, which is inspired by primate V1 neurophysiology. However, it remains unclear whether bio-inspired noises are any better than random noise. It might be interesting to replace the bio-inspired Poisson noise in the S2 model with random noise to see whether the Poisson noise, determined from empirical data, really matters (Dhillon et al., 2018; Fawzi et al., 2016; Rakin et al., 2018).

S6 used a pairwise similarity matrix based on V1 neuronal activations (Neural similarity) as a regularizer. Thus, S6 was tested against two baselines: a random shuffle of their proposed similarity matrix (Shuffled similarity) and a VGG based similarity matrix (VGG similarity).

Validate components. For S3, 4, 5, and 7, since these studies mainly propose concepts like feedback and sleep for improving robustness, it is hard to find a simpler version of their model to be compared with. The baseline for such studies is the DCNN itself and all seven studies made this comparison.

S3 and 4 visualized the reconstructions using their feedback processes (Table 4). S4 also used Grad-CAM (Selvaraju et al., 2020) visualizations and showed that with more iterations of feedback, their model learned to extract better features from the images. S7 verified memory consolidation by weight visualization of the output layer weights, showing that indeed the connections with weak weights were pruned, and those with stronger weights were strengthened by their method.

Table 4. Summary of the component analysis. Bio-inspired components of each study are listed in the ‘Components’ column. Under the ‘Compared with’ column, we list the baseline comparison models, which can either be the full model removing the corresponding component (ablated model) or a simplified model. Under
the ‘Visualization’ column, we listed the visualization method if the functionalities of the component were visualized.

| Study | Components | Compared with | Visualization |
|-------|------------|---------------|---------------|
| S1    | Non-uniform Samp. | Uniform Sampling | - |
| S2    | Multi-scale samp. | Single scale sampling | - |
|       | V1 Gabor filter bank | GFB parameters chosen uniformly | - |
|       | Simple cell | Removal | - |
|       | Complex cell | Removal | - |
|       | Stochasticity | Removal & Random noise | - |
| S3    | Feedback | Removal: baseline DCNN | Reconstruction |
| S4    | Feedback | Removal: baseline DCNN | Reconstruction, Grad-CAM |
| S5    | Retinal structure | Removal: baseline DCNN | - |
|       | Sparse coding | Removal | - |
|       | Feedback | Removal | Reconstruction, weight visualization |
| S6    | Neural similarity | Shuffled and VGG similarities | - |
| S7    | SNN | Removal: baseline DCNN | Weight visualization |

**Attacks for Feedback.** Feedback based models usually relay the feedback output from each iteration to the feedforward sweep of the next iteration. These types of models, when unrolled across iterations, are equivalent to extremely deep feedforward models (Kreiman & Serre, 2020). Athalye et al., 2018 have shown that for these deep feedforward models, there is a chance that gradients vanish or explode while calculating the adversarial perturbation (Eq. 1). This is because existing adversarial attack algorithms are not optimized for such deep architectures (taking too many iterations). The authors of both S3 and 4 designed their own variants of the adversarial attacks to account for the vanishing/exploding gradient effect. The robustness evaluation results in S5 are unfortunately incomplete from that point of view.
### 4.1.3 Evaluation Completeness

**Check for gradient masking.** As stated in Sec.2.2.2, gradient masking gives a false sense of robustness. As seen in Table 5, most of the studies checked for gradient masking specially the ones which have potential components that could cause gradient masking.

*Table 5. Checklist for gradient masking and relevant attacks.* 'Components' refers to the feature that possibly causes gradient masking. The numbering in the 'Checklist' column corresponds to the checklist for gradient masking provided in Section 2.2.2. 'Relevant attacks' column refers to similar adversarial attacks, which were used to break gradient masking based defenses having similar components which have been listed in the column, titled ‘Similar defenses’. ‘Compared to AT’ column refers to the studies which have compared themselves to Adversarial Training. For all columns, untick ‘✓‘ represents the studies that did respective columns’ analysis and ‘x’ represents the opposite; ‘-‘ represents not relevant to the study. Since all studies, except S3, change decision boundaries by training hence need to be compared to Adversarial Training (AT).

| Study | Components     | Checklist | Relevant attacks | Similar defense | Compared to AT |
|-------|----------------|-----------|------------------|-----------------|----------------|
| S1    | Downsampling   | 1, 2, 4, 5| PGD+BPDA         | Guo et al., 2018| ✓Only for CIFAR10 but trained on different ε |
| S2    | Stochasticity  | 2         | PGD-MC           | Dhillon et al., 2018| ✓ but trained on different ε |
| S3    | -              | 4         | -                | -               | -              |
| S4    | -              | 2, 3      | -                | -               | -              |
| S5    | Stochasticity  | x         | x                | Dhillon et al., 2018| x              |
| S6    | -              | 6         | -                | -               | x              |
| S7    | -              | 2, 6      | -                | -               | ✓              |

As seen in Table 5, S2 acknowledges that stochasticity based defenses (Dhillon et al., 2018) have been broken in the past (Carlini et al., 2019). By finding the averaged value of the gradient for each attack over many random trials, the stochastic nature of the defense can be broken (PGD-MC; Athalye et al., 2018). Similarly, S1 recognizes that defenses with non-differentiable operations like downsampling and Gaussian blur (Guo et al., 2018) have been broken by utilizing a differentiable approximation of these operations (PGD+BPDA; Athalye et al., 2018). Both S1 and S2 showed that
their models were extremely robust even when tested with the PGD-MC and PGD-BPDA attacks, respectively.

**Comparison to Adversarial Training.** Finally, for defenses, which aim to make DCNNs robust to adversarial perturbations by modifying their decision boundary, the gold standard is to compare their robustness with an Adversarially Trained DCNN. Except for S6 and 7, this was true for all studies (Table 5; Fig. 4).

Further, Adversarial Training depends on the attack used to generate the adversarial samples, which depend on the \( \varepsilon \) parameter and the \( L_p \) norm. The robustness of Adversarial training depends heavily on the \( \varepsilon \) value (Madry et al., 2017). For a fair comparison of methods, DCNNs should, hence, be adversarially trained and tested on the same \( \varepsilon \) values. However, S1 and 2 compare their model with an adversarially trained DCNN with a fixed \( \varepsilon_{\text{train}} \) value whereas the testing was carried out with much lower \( \varepsilon_{\text{test}} \) values (S1 used \( \varepsilon_{\text{train}} = 8/255 \) and \( \varepsilon_{\text{test}}: \{0.001, 0.005, 0.01, 0.05, 0.1, 0.5\} \); S2 used \( \varepsilon_{\text{train}} = 4/255 \) and \( \varepsilon_{\text{test}}: \{\frac{1}{1020}, \frac{1}{255}\} \).

### 4.2. Modeling Insights

Many models have proposed that adding biological components can improve robustness to adversarial attacks. However, as we have seen in the last section, whether these attempts were successful cannot easily be judged because often evaluation is hard to carry out. Here, we provide some useful insight gained from these studies and insights for future research directions.

**Signal-to-noise ratio (SNR).** It seems that S1 and S5 improve robustness by increasing the SNR, which is definitely a viable method. We suggest that this is the case because a high SNR may increase the relevant signals and discard the irrelevant signals (similar to Xie et al., 2019).

**Stochasticity.** S2 and 5 used stochasticity to improve generalization hence increasing robustness. While in biological systems, all neurons are noisy, S2 and 5 implement stochasticity in only one layer of the DCNN. It would be interesting to see how multiple layers of stochasticity would affect the robustness of the DCNN (Rakin et al., 2018).
**Feedback process for the inference and error correction.** As seen in Figure 4, S3 and 4 are extremely robust to adversarial perturbations by using feedback connections. Furthermore, with multiple runs of feedforward and feedback processing, it would be possible to learn more abstract and global features capable of generalizing, as shown by Doerig, Bornet, et al., 2020; Doerig, Schmittwilken, et al., 2020 and Kreiman & Serre, 2020, which should in turn increase robustness to adversarial attacks.

Currently, the only limiting factor for running multiple feedback loops in larger models is the large computational requirement, mainly because recurrent models are hard to parallelize for current GPUs. In the future, it may be possible to implement more recurrent long-short range connections like S4 along with inhibitory and excitatory connections as it is done in S3 (Zhao & Huang, 2019).

**Other Mechanisms.** In S7, a sleep mechanism was implemented using SNN and STDP (memory consolidation). S7 provides good evidence that a well-established cognitive-behavioral component can help to increase robustness. Therefore, we expect that further cognitive features can increase robustness.

S6 showed the possibility of using neurophysiological data for robustness. S6 visualized its proposed similarity matrix to show the V1 neuronal similarity between different image pairs. However, the authors did this only for images without any adversarial noise. It would be interesting if the same similarity matrix could be obtained for a small validation set of adversarial samples to show that the current approach of S6 is already capable of having similar neural activations for adversarial images (like humans).

In summary, the features that improve adversarial robustness are as follows: 1) Increasing the signal-to-noise ratio, as in S1, 2, and 5. 2) Generalization by using stochasticity, as in S2 and 5. 3) Force the network to learn better representations, as in S3, 4, 6, and 7.
5. Discussion

Adversarial Attacks pose a serious problem for state-of-the-art DCNNs in general. In particular, if there are no easy fixes found, it is clear that DCNNs cannot be good models for the human visual system. For this reason, many researchers have tried to defend DCNNs against Adversarial Attacks by using inspirations from the human visual system. Here, we have reviewed the most important recent approaches and found that indeed some bio-inspired components that reproduce stochasticity and feedback phenomena increase robustness. However, due to the immense diversity of evaluation metrics, parameters, or datasets chosen for performance evaluation, it is very hard to judge if a certain component of biological vision is actually useful for increasing robustness (Sec. 4.2). We have reviewed evaluation criteria that could help standardize the evaluation for bio-inspired components. Finally, we summarized insights for future research directions towards designing more robust DCNNs, and generally better understanding of human vision and DCNNs in the presence of perturbations of data.

While we believe such an approach could help the robustness study of DCNN, a question remains.

**One man’s trash, another man’s treasure?** Humans primarily use global rather than local visual information. Hence, it may be attractive to encourage the use of more global information for DCNNs through bio-inspired components. However, it is an open question whether including global information can lead to side effects, such as susceptibility to illusions (Watanabe et al., 2018; Pang et al., 2021; Lonnqvist et al., 2021), which, if true, would lead to an explanation of why human vision is often non-veridical.

Through our paper, we have seen how components from the human visual system can help DCNNs to become more robust to adversarial perturbations. However, it is also possible to gain insights from DCNNs to explain phenomena of the human visual system, similar to reinforcement learning (Hassabis et al., 2017). We believe that studying the high vulnerability of current DCNNs can help to explain the adversarial robustness of humans. For example, both Dhillon et al., 2018 and Rakin et al., 2018 showed that random noise increases the robustness of DCNNs. They proposed that this may be due to the generalization properties induced by random noise. This, in turn, tells us that neuronal stochasticity may make humans robust to adversarial attacks. We suggest that such inferences made from the adversarial robustness of DCNNs may, in fact, give us more understanding of how different components of the human visual system function.
In summary, current DCCNs are not good models of the human visual system because they are vulnerable to adversarial attacks. As we have shown, there is not yet a single, simple fix to this vulnerability, as, for example, proposed by Firestone (2019). However, adding many features of the human visual system into DCNNs, in particular feedback and noise, clearly increases the robustness of DCNNs and thus helping bridge the gap between DCNNs and human visual processing. We further argue that we can learn important issues about human visual processing by studying why DCCNs fail to be robust, i.e., we may learn from imperfect models as much as having a perfect model (Lonnqvist et al., 2021). However, commonly agreed criteria on how to evaluate methods to increase robustness are crucial for all these efforts. Our review is a contributive step towards this goal.
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