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Abstract—The optimal control problem for the kinematic bicycle model is considered where the trajectories are required to satisfy the safety constraints in the continuous-time sense. Based on the differential flatness property of the model, necessary and sufficient conditions in the flat space are provided to guarantee safety in the state space. The optimal control problem is relaxed into three second-order cone programs (SOCPs) solved sequentially, which find the safe path, the trajectory duration, and the speed profile, respectively. Solutions of the three SOCPs provide a sub-optimal but feasible trajectory in the original optimal control problem. Simulation examples and comparisons with state-of-the-art optimal control solvers are presented to demonstrate the effectiveness of the proposed approach.

Index Terms—Constrained motion planning, motion and path planning, optimization and optimal control, safety-critical control.

I. INTRODUCTION

The vehicle motion planning problem is well-studied. However, fast algorithms tend to lack formal safety guarantees while robust and safe planning methods are usually slow, making them unfit for real-time implementation. The search for fast and safe planning algorithms is key to achieving provably safe driving autonomy [1], [2].

The literature addressing the vehicle motion planning problem is vast. A common approach is the spatio-temporal division of the problem. On the one hand, most path-finding (spatial) algorithms parse the configuration space in search of minimum length or curvature sequences [3], [4], [5]. For example, in [4], the authors used RRT and B-splines to explore the space and generate kinodynamically feasible paths; however, their approach is computationally demanding because it needs to verify feasibility at each RRT sampling step. In [5], a multi-layer planning framework was proposed where sampling techniques modify a global path for obstacle avoidance; however, they rely on nonconvex minimization of the path’s curvature to enforce kinodynamic feasibility. On the other hand, speed profile optimization (temporal) algorithms focus on minimum time and maximum rider comfort while navigating a given path [6], [7], [8]. For example, [6] showed that a minimum-time objective function can be reformulated in terms of the path parameter, and the problem was generalized for certain classes of systems in [7]. In [8], the authors used spatio-temporal separation to alternatively optimize the path and the speed profile; both problems are convex but the stopping criteria is ambiguous.

The kinematic bicycle model is widely used and captures the nonholonomic constraint present in vehicle dynamics. It has been used in optimal control problems for motion planning. For example, [9] studied the consistency of using the kinematic bicycle model for motion planning by comparing its results with a higher-fidelity model; [10] formulated an MPC problem based on the kinematic bicycle model, but it is nonconvex and provides no safety guarantees in the continuous-time sense; [11] demonstrated the high performance of stochastic MPC in a miniature racing environment, but their safety guarantees are given in the probabilistic sense.

In this work, we formulate an optimal control problem for vehicle motion planning using the kinematic bicycle model (see Fig. 1). The state and input safety constraints include maximum steering angle, position constraints, maximum velocity, and bounded acceleration. We use differential flatness to formulate conditions that guarantee continuous-time constraint satisfaction in the state space. We then use spatio-temporal separation and the convexity of B-splines to relax the original optimal control problem into three sequential SOCPs yielding a path, a trajectory duration, and a speed profile. We show that the SOCP solutions constitute a suboptimal but feasible solution.
to the original optimal control problem. The convex SOCPs are solvable by off-the-shelf solvers in real-time. The remainder of the letter is organized as follows: Section II describes the preliminaries and the considered problem; Section III provides necessary and sufficient conditions in the flat space that guarantee safety in state space; Section IV presents convex relaxations and formulates the three SOCPs; Section V provides simulation examples and Section VI concludes the letter.

II. PRELIMINARIES & PROBLEM STATEMENT

A. Kinematic Bicycle Model

The kinematic bicycle model is a commonly used, simple model which captures the nonholonomic constraint present in most wheeled vehicles, and it can be expressed as [12]:

$$\dot{x}(t) = f(x(t)) + g(x(t))u(t),$$

where $f(x) = (v \cos \psi, v \sin \psi, 0, 0)^T$, $g(x) = (0_{2 \times 2}, L_2)^T$. State and input vectors are, respectively, $x = (x, y, v, \psi)^T$ and $u = (d, \psi)^T$, where $(x, y)$ is the position of the rear wheel, $v$ is the speed and $\psi$ is the heading angle (see Fig. 2). The steering angle $\gamma$ is also relevant and is given by $\gamma = \arctan(L_\psi/v)$, where $L > 0$ is the wheelbase length.

The kinematic bicycle model (1) is a special case of the classical $n$-cart system and is known to be differentially flat [13]. By choosing flat outputs as $y = (x, y)^T$, the state and input can be expressed as functions of $y$ and its derivatives:

$$x = \Phi(y, \dot{y}), \quad u = \Psi(y, \dot{y}, \ddot{y}),$$

where the flat maps $\Phi$ and $\Psi$ are given as in [13]: $v = \|\dot{y}\|_2$, $\psi = \arctan(\dot{y}/\dot{x})$, $\dot{\psi} = \dot{y}^T \dot{y}^T / v$ and $\dot{\psi} = (\dot{x} \ddot{y} - \ddot{x} \dot{y}) / v^2$. Generating a trajectory for differentially flat systems reduces to finding a sufficiently smooth flat output trajectory [14]. For system (1), $y(t)$ needs to be at least twice-differentiable.

B. B-Spline Curves

B-splines are common in trajectory generation [4], [15], [16]. A $d$-th degree B-spline basis $x_{i,d}(t)$ with $d \in \mathbb{Z}_{>0}$ is defined over a given knot vector $\tau = (\tau_0, \ldots, \tau_\eta)^T$ satisfying $\tau_i \leq \tau_{i+1}$ for $i = 0, \ldots, \eta - 1$ and is computed recursively by the Cox-De Boor recursion formula [17]. Additionally, we consider the clamped, uniform B-spline basis, which is defined over knot vectors satisfying:

(clamped) $\tau_0 = \cdots = \tau_d$, $\tau_{\eta-d} = \cdots = \tau_\eta$, \hspace{1cm} (3a)
(uniform) $\tau_{d+1} - \tau_d = \cdots = \tau_{N+1} - \tau_N$, \hspace{1cm} (3b)

where $N = \eta - d - 1$. A $d$-th degree B-spline curve $s(t)$ is a $m$-dimensional parametric curve built by linearly combining control points $p_i \in \mathbb{R}^m, i = 0, \ldots, N$ and B-spline bases of the same degree. Given that $s(t) = PA_d(t)$, we compute a B-spline curve’s $r$-th order derivative with:

$$\frac{d^r s}{dt^r}(t) = \sum_{i = 0}^{N} p_i b_i^r A_{d-r}(t) = PB_r A_{d-r}(t),$$

where the control points are grouped into a matrix $P = (p_0, \ldots, p_N) \in \mathbb{R}^{m \times (N+1)}$, the basis functions are grouped into a vector $A_d(t) = (\lambda_0, d-r(t), \ldots, \lambda_{N-r+d-r}(t))^T \in \mathbb{R}^{N+r+1}$, and $b_i^r$ is the $j$-th row of a time-invariant matrix $B_r \in \mathbb{R}^{(N+1) \times (N+r+1)}$ constructed as $B_r = M_{d-r} C_r$, where matrices $M_{d-r} \in \mathbb{R}^{(N+1) \times (N+r+1)}$ and $C_r \in \mathbb{R}^{(N+r+1) \times (N+r+1)}$ are defined in [16], [18].

Definition 1: [16] The columns of $P^{(r)} \triangleq PB_r$ are called the $r$-th order virtual control points (VCPs) of $s(t)$ and denoted as $p_i^{(r)}$ where $i = 0, 1, \ldots, N + r$, i.e.,

$$P^{(r)} = PB_r = \begin{bmatrix} p_0^{(r)} & \ldots & p_N^{(r)} \end{bmatrix}.$$ 

Note that we use parenthesized exponent $p_i^{(r)}$ only to indicate the order of VCPs. B-splines have some nice properties such as continuity, convexity, and local support. The following result ensures continuous-time set inclusion by using such properties.

Proposition 1 ([16]): Given a convex set $S$ and the $r$-th derivative of a clamped B-spline curve $s^{(r)}(t)$ defined as in (4), if $p_j^{(r)} \in S$, with $j = r, \ldots, N$ holds, then $s^{(r)}(t) \in S$, $t \in [\tau_0, \tau_\eta)$. Furthermore, if $p_j^{(r)} \in S$, with $j = i - d + r, \ldots, i$ and $i \in \{d, \ldots, N\}$ holds, then $s^{(r)}(t) \in S$, $t \in [\tau_i, \tau_{i+1})$.

C. Second-Order Cone Constraints

Second-order cone programs (SOCPs) are convex optimization problems of the following form [19]:

$$\min \quad f^T x \quad \text{s. t.} \quad \|A_i x + b_i\|_2 \leq c_i^T x + d_i, \quad i = 1, \ldots, m,$$

where $x \in \mathbb{R}^n$ is the decision variable, $f \in \mathbb{R}^n$, $A_i \in \mathbb{R}^{(n-1) \times n}$, $b_i \in \mathbb{R}^{n-1}$, $c_i \in \mathbb{R}^n$ and $d_i \in \mathbb{R}$. The constraint above is the second-order cone (SOC) constraint. SOCPs are a generalization of more specialized types of convex optimization problems such as linear programs (LPs) and quadratic programs (QPs) [19]. SOCPs can be solved in polynomial time by interior-point methods, and specialized SOCP solvers also exist [20].

D. Problem Statement

We formulate the motion planning problem as the following constrained optimal control problem with variable horizon:

$$\min_{x(t), u(t)} \int_0^{t_f} L(x(t), u(t)) \, dt \quad \text{(OPT)}$$

s. t. \hspace{1cm} x(0) = x_0, \quad x(t_f) = x_{f}, \quad 0 \leq v(t) \leq \bar{v}, \quad \forall t \in [0, t_f],$$

Fig. 2. Kinematic bicycle model and world (inertial) coordinate frame.
\[ |v(t)| \leq \pi, \quad \forall t \in [0, t_f], \quad (6d) \]
\[ |\gamma(t)| \leq \tau, \quad \forall t \in [0, t_f], \quad (6e) \]
\[ r(t) \in D, \quad \forall t \in [0, t_f], \quad (6f) \]

where \( f \) and \( g \) are defined in the kinematic bicycle model (1), \( x_0 \) and \( x_f \) are given initial and final states, respectively, \( \pi > 0 \) is the speed limit, \( D \subseteq \mathbb{R}^2 \) is the obstacle-free region, \( r = (x, y)^T \) is the position vector, \( \pi > 0 \) is the acceleration bound and \( 0 < \tau < \pi/2 \) is the steering angle limit. The Lagrange cost and
\[
|\dot{\gamma}(t)| \leq a \equiv \begin{cases} \in D & v(t) \neq 0 \\ r(t) \in D & v(t) = 0 \end{cases}
\]

is the steering angle limit. The Lagrange cost and
\[
[0 \leq \tau \leq \pi/2, \quad r(t) \in D, \quad \forall t \in [0, t_f], \quad (6f) \]

where \( r(t) \in D \subseteq \mathbb{R}^2 \) is the obstacle-free region, \( r = (x, y)^T \) is chosen to promote smoothness properties for the trajectory, and the parameter \( \nu > 0 \) encodes the tradeoff between time-optimality and smoothness. The optimal control problem (OPT) is generally non-convex and computationally demanding to solve in real-time. Furthermore, constraints (6c)-(6f) are difficult to satisfy strictly in the continuous-time sense because optimal control solvers rely on discretization and these constraints are often enforced only at discrete time instances [21], [22].

In this letter, we solve (OPT) by proposing a sequential SOCP approach, which guarantees that the constraints (6c)-(6f) are rigorously satisfied in the continuous-time. While we won’t compromise on safety (feasibility), we will trade optimality for computational efficiency. Our approach leverages the differential flatness property of the bicycle model and parameterizes flat outputs using a pair of convoluted B-spline curves. We consider a separation between space (\( \mathbb{R}^2 \)) and time to first find a path with desirable properties; then, we use these properties to find a speed profile for navigating it. Convolving the path with its speed profile results in the flat output trajectory required to recover the state-space trajectory.

### A. Path Safety
Define the steering angle safety set and drivable safety set, respectively, as:
\[
S_\gamma \equiv \{(x, u) \in \mathbb{R}^4 \times \mathbb{R}^2 : |\gamma| \geq \tau \leq \pi/2 \},
\]
\[
S_D \equiv \{x \in \mathbb{R}^4 : r = (x, y)^T \in D\},
\]

where \( \gamma \) is the steering angle and \( D \subseteq \mathbb{R}^2 \) the obstacle-free space.

**Lemma 1:** The state-space trajectory \( (\Phi(t), (\Psi(t)) \in S_\gamma \) for all \( t \in [0, t_f] \) if and only if
\[
[\|\theta(s) \times \theta''(s)||_2/\|\theta'(s)||_2^2 \leq \tan(\gamma/L), \quad \forall s \in [0, 1].
\]

**Proof:** It can be shown from the expression of \( \gamma \) given in Section II-A and the considered parameterization (7a) that \( \gamma(t) = \arctan(L(y''(s)/x'(s) - x''(s)y'(s))/||\theta'(s)||^2_s) \). Furthermore, over the range \( \gamma = (-\pi/2, \pi/2) \), \( \tan(\gamma) = |\tan(\gamma)| \). Therefore, \( \|\theta'(s) \times \theta''(s)||_2/||\theta'(s)||^2_s \leq \tan(\gamma) \). Observing that \( \tan(\gamma) \leq \tan(\gamma/L) \), \( \gamma \in (-\pi/2, \pi/2) \iff |\gamma| \leq \gamma \leq \pi/2 \), the conclusion follows immediately.

**Lemma 2:** The state-space trajectory \( \Phi(t) \in S_D \) for all \( t \in [0, t_f] \) if and only if
\[
\theta(s) \in D, \quad \forall s \in [0, 1].
\]

**Proof:** Recall that the speed profile \( s \in C^2 : [0, t_f] \rightarrow [0, 1] \). Thus, the condition \( y(t) = \theta(s(t)) \in D \) must hold for all \( t \in [0, t_f] \). The conclusion follows by the definition of \( S_D \).

### B. Speed Profile Safety
Define the forward speed safety set and linear acceleration safety set, respectively, as:
\[
S_v \equiv \{x \in \mathbb{R}^4 : 0 \leq v \leq \pi\};
\]
\[
S_a \equiv \{u \in \mathbb{R}^2 : |\dot{v}| \leq \pi\},
\]

with \( \pi \) and \( \pi \) the speed and acceleration bounds, respectively.

**Lemma 3:** Let \( \theta \) be a path. The state-space trajectory \( \Phi(t) \in S_v \) for all \( t \in [0, t_f] \) if and only if
\[
\dot{s}(t) \geq 0, \quad \dot{s}(t)||\theta'(s(t))||_2 \leq \tau, \quad \forall t \in [0, t_f].
\]

**Proof:** The conclusion follows from the flat map (2) describing the state \( v \) and the parameterization of \( y(t) \) given in (7b).

**Lemma 4:** Let \( \theta \) be a path. The input trajectory \( \Psi(t) \in S_v \) for all \( t \in [0, t_f] \) if and only if
\[
|a_t(t) + a_n(t)| \leq \pi, \quad \forall t \in [0, t_f],
\]

where \( a_t \equiv \dot{s}(t)||\theta'(s(t))||_2 \) and \( a_n \equiv \dot{s}(t)||\theta'(s(t)) - \theta'(s)||_2 \).
C. Flattened Optimal Control Problem

Consider now the following functional optimization problem:

\[
\min_{\theta, (s), (t); j, t} \nu t_f \Rightarrow \int_0^{t_f} L(\Phi(t), \Psi(t)) \, dt, \quad \text{(FLAT-OPT)}
\]

s.t. \( \Phi(0) = x_0, \Phi(t_f) = x_f \),

\( (10), (11), (14), (15) \) hold,

where \( \theta \in C^2 : [0, 1] \rightarrow \mathbb{R}^2 \) and \( s \in C^2 : [0, t_f] \rightarrow [0, 1] \).

Proposition 2: If the duration \( t_f \), path \( \theta \) and speed profile \( s \) is a solution of (FLAT-OPT), then the corresponding trajectory given by \( x(t) = \Phi(t) \) and \( u(t) = \Psi(t) \) is a solution of (OPT).

Proof: The constraints on the initial and final states hold: \( \Phi(0) = x(0) = x_0 \) and \( \Phi(t_f) = x(t_f) = x_f \). By the definition of each safety set \( S_\gamma, S_D, \), and \( S_\alpha \), it is satisfied that the state-space trajectory \( x(t) \) and \( u(t) \) satisfies all safety constraints in (OPT). The differential constraint in (OPT) is automatically satisfied by virtue of the differential flatness property [14] and \( C^2 \) smoothness of the path \( \theta \) and speed profile \( s \). Finally, notice that the objective functionals are identical in both problems.

Proposition 2 is a particular case of the observation in [25] that for differentially flat systems, optimal control problems can be cast as functional optimization problems without differential constraints by virtue of the flatness property. Intuitively, the state differential constraint is translated into a smoothness constraint in the flat output. However, (FLAT-OPT) is still intractable because the problem is nonconvex and we are minimizing over functions instead of vectors. In the next section, we will let the path \( \theta \) and the speed profile \( s \) be B-spline curves and optimize over their control points. We also use their convexity properties to reformulate the constraints into convex conditions with respect to their control points.

IV. CONVEXIFICATION OF PROBLEM (FLAT-OPT)

In this section, we describe a convexification approach for (FLAT-OPT) by splitting the problem into three sequential SOCP: the first SOCP finds a safe path \( \theta(s) \), the second SOCP finds a duration \( t_f \) for the trajectory, and the third SOCP computes a safe speed profile \( s(t) \) (see Fig. 1). The solution of these three convex programs together provides a feasible and possibly sub-optimal solution to (FLAT-OPT) with rigorous continuous-time constraint satisfaction guarantees.

Definition 2 (B-spline path): A B-spline path is a \( C^2 \), 2-dimensional, \( d_s \)-degree B-spline curve defined as in (4) over a clamped, uniform knot vector \( \zeta \) segmenting the interval \([0, 1]\) and control points \( \Theta_j \in \mathbb{R}^2, j = 0, \ldots, N_\Theta \).

Definition 3 (B-spline speed profile): A B-spline speed profile is a \( C^2 \), 1-dimensional, \( d_s \)-degree B-spline curve defined as in (4) over a clamped, uniform knot vector \( \tau \) segmenting the interval \([0, t_f]\) and control points \( \rho_j \in \mathbb{R}, j = 0, \ldots, N_\rho \).

A. B-Spline Path Optimization

The following propositions provide convex relaxations to the conditions of Lemma 1 and Lemma 2.

Proposition 3: Let \( \theta(s) \) be a B-spline path. If there exist positive constant \( \alpha > 0 \), column unit vector \( \hat{r} \in \mathbb{R}^2 \), and variables \( \psi_0, \psi_0, \beta \in \mathbb{R} \) such that the B-spline path \( \theta(s) \) satisfies the following conditions:

\[
\begin{align*}
\hat{r}^T \Theta_1(1) &\geq \psi_0, & j = 1, \ldots, N_\theta, \\
\|\Theta_1(2)\|_2 &\leq \psi_0, & j = 2, \ldots, N_\theta, \\
\|2\alpha &+ \frac{4\tan \beta \gamma/L}{L} \beta - 1\|_2 &\leq 4\beta \tan \gamma/L + 1, \\
\rho_\theta &\leq \alpha \rho_\beta - \beta, & \beta, \rho_\theta \geq 0,
\end{align*}
\]

then the state-space trajectory \((x(t), u(t)) \in S_\gamma, \forall t \in [0, t_f]\) where \( S_\gamma \) is the steering angle safety set defined in (8).

Proof: By Proposition 1, conditions (16a)–(16b) imply that \( \psi_0 \leq \|\theta(s)\|_2 \) and \( \|\theta'(s)\|_2 \leq 2 \rho_\theta \). Expand (16c) to observe that \( 0 \geq \alpha^2 - 4\beta \gamma \tan \gamma/L \beta \leq \Delta_\alpha \). Notice that \( \Delta_\alpha \) is the discriminant of the quadratic polynomial: \( p(\psi_0) \leq \psi_0^2 \tan \gamma/L - \alpha \psi_0 + \beta \). It follows from \( \Delta_\alpha \leq 0 \) that the roots of \( p(\psi_0) \) are either repeated and real, or complex conjugates. Therefore, the polynomial \( p(\psi_0) \) does not change sign. Since \( p(0) \geq 0 \) (because \( \beta \geq 0 \)), we must have that \( p(\psi_0) \geq 0 \). In particular, we can now observe that \( \rho_\theta \leq \alpha \rho_\beta - \beta \leq 2 \rho_\theta \tan \gamma/L \Rightarrow \|\theta''(s)\|_2 \leq \|\theta'(s)\|_2 \tan \gamma/L \leq \|\theta'(s)\|_2 \beta \leq [\|\theta'(s)\|_2 + \|\theta''(s)\|_2]2 \). The conclusion follows directly from Lemma 1.

Proposition 4: Let \( D \subset \mathbb{R}^2 \) be a given SOC. If the control points \( \Theta_j \) of the B-spline path \( \theta(s) \) satisfy:

\[
\Theta_j \in D, \quad j = 0, \ldots, N_\theta,
\]

then the state-space trajectory \((x(t), u(t)) \in D, \forall t \in [0, t_f]\).

Proof: Condition (17) implies, by Proposition 1, that \( \theta(s) \in D \) for all \( s \in [0, 1] \). The conclusion follows from Lemma 2.

Remark 2: While the obstacle-free space \( D \) is generally non-convex, the convexity assumption is easily relaxed by considering the concept of “safe corridor” (union of convex sets) and enforcing the conditions of Proposition 4 segment-wise instead of globally. The reader is referred to our previous work [16] and to [26], [27] for more information.

For fixed values of \( \alpha \) and \( \hat{r} \), the conditions of Proposition 3 are convex and we can formulate the following SOCP to find a safe path \( \theta(s) \):

\[
\begin{align*}
\min_{\Theta_0, \Theta} &\int_0^1 \|\theta''(s)\|_2^2 \, ds + \psi_0 - \psi_0 + \psi_0 \quad \text{(PATH-SOCP)} \\
\text{s.t.} \quad &\Theta_0 = r_0, \quad \Theta_N = r_f, \\
&\Theta_1(1) = \psi_0 (\cos \psi_0, \sin \psi_0)^T, \\
&\Theta_{N_\theta}(1) = \psi_0 (\cos \psi_0, \sin \psi_0)^T, \\
&\|\Theta_1(1)\|_2 \leq \psi_0, \quad j = 1, \ldots, N_\theta,
\end{align*}
\]

(16) and (17) hold, with decision variables \( \beta, \psi_0, \psi_0, \psi_0 \) and \( \Theta_0, \ldots, \Theta_{N_\theta} \), where \( \gamma \) is the maximum steering angle, \( r_m = (x_m, y_m)^T, \) \( m \in \{0, f\} \).
is the initial/initial position vector and \(v_{im}\) is the initial/initial heading angle. Note that the resulting B-spline path \(\theta\) has bounded derivatives given by \(\tau_0\) and \(\tau_\theta\) which will be used to guarantee the safety of speed profiles in Section IV-C.

**Remark 3:** Proposition 3 contains two convex relaxations by lower-bounding a norm and a convex, quadratic function. Because of the relaxations, the size of the feasible region of (PATH-SOCP) depends on the choice of parameters \(\alpha\) and \(\hat{r}\). We found the following heuristics worked well:

\[
\alpha = \frac{2 \tan \tau}{L} \|r_f - r_0\|_2^2, \quad \hat{r} = \frac{r_f - r_0}{\|r_f - r_0\|_2^2}.
\]

**B. Temporal Optimization**

In this subsection, we find an appropriate trajectory duration \(t_f\) by considering a minimization of both \(t_f\) and the magnitude of the acceleration vector. Consider a B-spline path \(\theta(s)\) feasible in (PATH-SOCP), and the functions \(b(s) \equiv \hat{s}\) and \(a(s) \equiv \bar{s}\), which must satisfy the differential condition \(b'(s) = 2a(s)\). Following [6], we have that

\[
t_f = \int_0^{t_f} 1 \, dt = \int_0^1 \frac{1}{s} \, ds = \int_0^1 b(s)^{-1/2} \, ds.
\]

Purely minimizing the trajectory duration given by \(t_f\) results in maximum-speed velocity profiles. We additionally minimize the acceleration to encourage trajectories with mild friction circle profiles [28] by choosing a Lagrange cost functional

\[
L(x(t), u(t)) \equiv \hat{v}^2(t) + \bar{v}^2(t),
\]

where \(\bar{v}\) and \(\hat{v}\) are the decision variables representing \(a(s)\) and \(b(s)\), respectively. Assuming that \(a(s)\) is piecewise constant over each segment \([s_i, s_{i+1}]\), \(i = 0, \ldots, N_t - 1\) where \(s_i \equiv i\Delta s, \Delta s\) we can exactly evaluate the integral (18) to avoid the case when \(s = 0\) is known, one can skip (TIME-SOCP) and proceed to the next SOCP after solving (PATH-SOCP).

**C. Speed Profile Optimization**

Assume that \(t_f\) is given by the solution of (TIME-SOCP) or specified a priori. Let \(\theta(s)\) be a B-spline path feasible in (PATH-SOCP) and \(s(t)\) be a B-spline speed profile. The following propositions provide convex relaxations to the conditions of Lemma 3 and Lemma 4.

**Proposition 5:** If the condition

\[
0 \leq \tau_0 p_j^{(1)} \leq \tau, \quad j = 1, \ldots, N_s,
\]

holds, then the state-space trajectory \(x(t) \in S_t, \forall t \in [0, t_f]\) where \(S_t\) is the forward speed safety set defined in (12).

**Proof:** By Proposition 1, (19) implies that \(0 \leq \tau_0 s(t) \leq \tau\) for all \(t \in [0, t_f]\). Because \(\tau \geq \tau_0 s(t) \geq s(t)\|\theta(s(t))\|_2 = v(t) \geq 0\), the conclusion follows.

**Proposition 6:** For any given nonnegative vectors \(\bar{\mathbf{r}} = (\bar{r}_0, \ldots, \bar{r}_{N_s - d_s})^T\) and \(\bar{\mathbf{e}} = (\bar{e}_0, \ldots, \bar{e}_{N_s - d_s})^T\), if the following conditions

\[
0 \leq p_j^{(1)} \leq \bar{r}_k, \quad j = k + 1, \ldots, k + d, \quad (20a)
\]

\[-\bar{e}_k \leq p_j^{(2)} \leq \bar{e}_k, \quad j = k + 2, \ldots, k + d, \quad (20b)
\]

\[\|A_\theta(\bar{r}_k, \bar{e}_k)^T + \bar{b}_e\|_2 \leq \bar{r}_k \bar{e}_k + d_e, \quad (20c)
\]

hold for all \(k \in \{0, \ldots, N_s - d_s\}\), where \(A_\theta = diag(\sqrt{\tau_{\theta_0}}, \sqrt{\tau_{\theta}})\), \(b_e = \left(0, (\pi - 1)/\sqrt{2}\right)^T\), \(c_\theta = \left(0, -\bar{\mathbf{r}}_\theta/\sqrt{2}\right)^T\) and \(d_e = \left(\bar{e}_s + 1)/\sqrt{2}\right)\) then the trajectory \(u(t) \in S_u, \forall t \in [0, t_f]\) where \(S_u\) is the linear acceleration safety set defined in (13).

**Proof:** The first two conditions imply, by Proposition 1, that for any \(k \in \{0, \ldots, N_s - d_s\}\), \(0 \leq s(t) \leq \bar{r}_k\) and \(|\dot{s}(t)| \leq \bar{e}_k\) hold \(\forall t \in [\tau_{k+d_s}, \tau_{k+d_s+1}]\). Expanding the last condition, we determine that for any \(k \in \{0, \ldots, N_s - d_s\}\),

\[0 \leq \bar{r}_k \bar{e}_\theta + \bar{e}_k \bar{\mathbf{r}}_\theta = [\bar{r}_k \bar{\mathbf{r}}_\theta + \bar{e}_k \bar{\mathbf{r}}_\theta] \leq \tau.\]

Notice that for any

**TABLE I**

| Proposed method | Avg solve time (ms) | Objective value [-] |
|-----------------|--------------------|---------------------|
| Proposed        | 25.8               | 6.8495              |
| CES (8-iter)    | 93.1               | 7.1334              |
| OpenCL [30]     | 94.3               | 6.5534              |
| ICUCL (31)      | 257                | 6.8134              |

**Efficiency and Optimality of Compared Solvers**

| TABLE I |
Fig. 3. The state (top) and input (bottom) trajectories of Example 1 show that the required safety constraints are all satisfied for all \( t \in [0, t_f] \): the speed respects \( v(t) \leq 4 \text{ m/s} \), the acceleration respects \( |\dot{v}(t)| \leq 0.6 \text{ m/s}^2 \) and the steering angle respects \( |\gamma(t)| \leq 0.25 \text{ deg} \).

\[ k \in \{0, \ldots, N_s - d_s\}, \] the following conditions hold for all \( t \in [\tau_{k+d_s}, \tau_{k+d_s+1}) \):

\[ |\tau_k \tau_0| \geq |\ddot{s}(t)| \|\theta'(s(t))\| \quad |\theta_k \theta_0| \geq |\dddot{s}(t)| \|\theta'(s(t)) \cdot \theta''(s(t))\| \|\theta'(s(t))\| = |a_t(t)|, \]

where \( a_t \) and \( a_n \) are defined in (15). Therefore, by the triangle inequality \( a \geq |a_t(t)| + |a_n(t)| \geq |a_t(t) + a_n(t)| \) holds for all \( t \in [\tau_{k+d_s}, \tau_{k+d_s+1}) \). Recalling that the knot vector \( \tau \) is clamped and uniform (3), segmenting the interval \([0, t_f]\), and that the above inequality holds for all \( k \in \{0, \ldots, N_s - d_s\} \), we can establish that the inequality holds, in fact, for all \( t \in [0, t_f] \).

The conclusion now follows by Lemma 4. □

The vectors \( \vec{\kappa}, \vec{\varepsilon} \in \mathbb{R}^{N_s - d_s + 1} \) represent segment-wise bounds on the first and second order derivatives of \( s(t) \), respectively. We will introduce them as optimization variables in the following SOCP to obtain the speed profile.

\[
\begin{align*}
\min_{\vec{\kappa}, \vec{\varepsilon}, p_0, \ldots, p_{N_s}} & \int_0^{t_f} \dddot{s}(t) \, dt \\
\text{s. t.} & \quad p_0 = 0, \quad p_{N_s} = 1, \\
& \quad \tau_0 \tau_1^{(1)} = v_0, \quad \tau_0 \tau_{N_s}^{(1)} = v_f,
\end{align*}
\]

where \( v_0 \) and \( v_f \) are given initial and final speeds, respectively.

**Remark 5:** The spatio-temporal separation presents both a challenge and an opportunity: on the one hand, we lose optimality with respect to the original optimal control problem because the divided cost functions usually fail to represent the original one; on the other hand, we gain the flexibility to separately define desirable paths, trajectory durations and speed profiles. We found that the cost functions for the SOCPs yielded trajectories with small costs when evaluated in the original optimal control problem’s cost function.

**D. Safety Analysis**

The following theorem summarizes the main theoretical contributions of this letter.
Theorem 1: Let \( \mathbf{\theta}(s) \) and \( s(t) \) be, respectively, a B-spline path feasible in (PATH-SOCP) and a B-spline speed profile feasible in (SPEED-SOCP) with duration \( t_f \). The state-space trajectory of (1) obtained by passing the parameterized flat outputs (7a) through the flat map (2) satisfies the initial \( \mathbf{x}(0) = \mathbf{x}_0 \) and final \( \mathbf{x}(t_f) = \mathbf{x}_f \) conditions as well as safety specifications:

\[
(\mathbf{x}(t), \mathbf{u}(t)) \in \mathcal{S}_r, \quad \mathbf{x}(t) \in \mathcal{S}_D \cap \mathcal{S}_v, \quad \mathbf{u}(t) \in \mathcal{S}_v, \quad (21)
\]

\( \forall t \in [0, t_f] \). Thus, \( t_f, \mathbf{x}(t) \) and \( \mathbf{u}(t) \) are feasible in (OPT).

Proof: The initial and final positions \( (x, y) \) are satisfied by \( \mathbf{\theta}(0) = \mathbf{r}_0 = (x_0, y_0)^T \) and \( \mathbf{\theta}(1) = \mathbf{r}_f = (x_f, y_f)^T \). Also, \( ||\mathbf{\theta}(s)||_2 = \tau_s \) for \( s \in [0, 1] \). Since \( s(0) = 0, s(t_f) = 1, \tau_t s(t_f) = \tau_0, \) and \( \tau_t s(t_f) = \tau_f \), the flat map (2) implies that the obtained state trajectory \( \mathbf{x}(t) \) satisfies the specified initial and final velocities \( v_0 \) and \( v_f \). For \( \psi_0 \) and \( \psi_f \), notice that \( \mathbf{\theta}'(m) = (x'(m), y'(m))^T = \tau_0 (\cos \psi_q, \sin \psi_q)^T \), with \( (m, q) \in \{(0, 0), (1, 1)\} \). Since the heading \( \psi(t) \) is given only by the path \( \mathbf{\theta}(s) \), it follows that \( \psi(p) = \arctan(\tau_0 \sin \psi_q / (\tau_0 \cos \psi_q)) = \psi_q, (p, q) \in \{(0, 0), (1, 1)\} \). Finally, (21) follows by Propositions 3, 4, 5 and 6. \( \square \)

V. SIMULATION EXAMPLES

We evaluate the performance and efficiency of the proposed approach\(^1\) by three simulation examples. In all examples, we use B-spline path \( \mathbf{\theta} \) parameters \( d_\theta = 4 \) and \( N_\theta = 20 \), and B-spline speed profile \( s \) parameters \( d_s = 4 \) and \( N_s = 20 \). For (TIME-SOCP), we use \( N_t = 40 \). We solve the three SOCPs using YALMIP [29] with MOSEK solver [20].

Example 1: Consider (OPT) with the following problem data: initial state \( \mathbf{x}_0 = 0_s \times 1 \), final state \( \mathbf{x}_f = (100, 4, 0, 0)^T \), obstacle-free space \( \mathcal{D} = \mathbb{R}_2 \), maximum steering angle \( \gamma = 0.0044 \text{ rad (0.25 degrees)} \), maximum speed \( \tau = 4.2 \text{ m/s} \), acceleration bound \( \tau = 0.6 \text{ m/s}^2 \), duration penalty factor \( \nu = 1 \) and wheelbase length \( L = 2.601 \text{ meters} \). Note that this problem requires rest-to-rest motion to be solved and, as described in previous sections, the flat map has singularities when the speed is zero. Nonetheless, our approach is able to handle this gracefully. We continue by solving the three proposed SOCP problems sequentially. We then pass the resulting path and speed profile through the flat map (2) to obtain corresponding state \( \mathbf{x}(t) \) and input \( \mathbf{u}(t) \) trajectories. The resulting state and input trajectories are shown in Fig. 3 along with the steering angle \( \gamma(t) \). The speed \( \nu \) the acceleration \( \tau \) and the steering angle \( \gamma \) respect their bounds for all time \( t \in [0, t_f] \).

Example 2: We compare the performance and optimality of the proposed framework with two general optimal control solvers, ICLOCS2 [31] and OpenOCL [30], and a state-of-the-art algorithm for vehicle motion planning, Convex Elastic Smoothing (CES) [8]. The vehicle considered is a 2021 Bolt EV by Chevrolet with a wheelbase length of \( L = 2.601 \text{ meters} \). We assume a 2-lane, straight, road with a posted speed limit of 40 miles per hour and consider a left lane change. The initial and final states are specified as \( \mathbf{x}_0 = (0, 0, 16, 0)^T \) and \( \mathbf{x}_f = (75, 3.7, 17.5, 0)^T \), respectively. The other parameters, when applicable, are chosen as \( \gamma = 0.785 \text{ (45 degrees)}, \mathcal{D} = \mathbb{R}_2, \tau = 19 \text{ m/s}, \nu = 2 \text{ m/s}^2 \) and \( \nu = 1 \). With these parameters, we solve the optimal control problem (OPT) with the proposed framework, ICLOCS2 with analytical derivatives provided, direct collocation transcription and 40 discretization samples, OpenOCL with fast, automatic differentiation using CasADi [32] and 40 discretization samples, and we use 40 trajectory samples and iterate 5 times over the CES algorithm alternating between elastic stretching and speed optimization. The resulting trajectories \( \mathbf{x}(t) \) and \( \mathbf{u}(t) \) are shown in Fig. 4. To compare the computational burden of each algorithm, we collect average solve times with each approach. The results are shown in Table I. In this example, the proposed approach achieved solve times nearly four times faster than the next leading method. In addition, the objective value of the proposed approach, while higher than some, was still comparable to that of the other solvers.

Example 3: We demonstrate the real-time capabilities of the proposed approach in a simulated scenario located at Mcity’s main roundabout. The vehicle begins from rest at the roundabout entrance and adjusts to existing traffic to take the roundabout’s second exit. We enforce the constraint \( \nu(t) \leq \tau = 11.176 \text{ m/s} \) (25 mph). We also consider two actors driving around the

\(^1\)Source code: https://github.com/wisc-arclab/FlatVCP.
roundabout with constant speed of 5 m/s. The adjustment to traffic is done by simple behavioral logic as follows: If the planned trajectory, with desired final position $r_f$ located 15 meters ahead on the road, is obstacle-free, it is used; otherwise, if it collides with the vehicle in front, we adjust the endpoint of the trajectory to be 8 meters behind the leading vehicle (but still on the road’s center line) and enforce a final speed $v_f = 2.5$ m/s. The proposed framework is executed at 25 Hz in the sense that the computation (including all three SOCPs and other algebraic operations) of each iteration can be done within 0.04 seconds. The scenario is rendered in MATLAB’s 3D simulation environment powered by Unreal Engine [33]. We show snapshots of the trajectory at five different time steps in Fig. 5. The figure also shows a bird’s eye view of the scenario and the planned trajectory at the current time step (gray line).

VI. CONCLUSION

We presented a sequential SOCP approach to solve the optimal control problem with a kinematic bicycle model where solutions are guaranteed to satisfy the constraints in the continuous-time sense. We also compared the performance of the proposed method with state-of-the-art optimal control solvers/algorithms to demonstrate its efficiency in simulated scenarios. In future work, we will further explore the flexibility of the proposed approach such as achieving dynamic obstacle avoidance by only resolving the SPEED-SOCP with added constraints. We will also generalize our work to more realistic settings such as considering dynamic obstacle constraints and imperfect system models.
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