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Abstract

Although energy management of a microgrid is generally performed using a day-ahead scheduling method, its effectiveness has been questioned by the research community due to the existence of high uncertainty in renewable power generation, power demand and electricity market. As a result, real-time energy management schemes are recently developed to minimise the operating cost of a microgrid while high uncertainty presents in the network. This paper develops modified particle swarm optimisation (MPSO) algorithms to solve optimisation problems of energy management schemes for a community microgrid and proposes a scheduling approach after taking into consideration high uncertainty to effectively minimise the operational cost of the microgrid. The optimisation problems are formulated for real-time and scheduling approaches, and solution methods are developed to solve the problems. It is observed that the scheduling program demonstrates superior performance in all the cases, including uncertainty in prediction, as compared to the other energy management approaches, although solutions have significant deviations due to prediction errors.
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Nomenclature

- PSO: Particle swarm optimisation
- RESs: Renewable energy sources
- ESS: Energy storage system
- TOU: Time-of-use
- RTP: Real-time pricing
- WT: Wind turbine
- PV: Photovoltaic
- SI: Solar irradiation
- PCC: Point of common-coupling
- $F_{RT}$: Real-time objective function
- EMS: Energy management system
- RE: Renewable energy
- $P_{wT}$: Total wind power
- $P_{sT}$: Total solar power
- $BL$: Battery energy level
- $BL_{max}$: Maximum battery energy level
- $BL_{min}$: Minimum battery energy level
- $P_g$: Import/export grid power
- $L(t)$: Load at time $t$
- $C(t)$: Electricity price at time $t$
- $F$: Objective function of schedule
- $u$: Battery command signals
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1. Introduction

Due to the concerns of minimising greenhouse gas emission and growing power demand around the globe, renewable energy sources (RESs) are being integrated into existing power networks. However, their integration leads to both technical and economic challenges because of intermittent power generation [1, 2]. These challenges can be minimised by systematic use of renewable sources in a microgrid, which consists of small-scale emerging generators, loads, energy storage elements and a control unit. “Any typical microgrid is a controlled, small-scale power system that can be operated in an islanded and/or grid-connected mode in a defined area to facilitate the provision of supplementary power and/or maintain a standard service” [3]. In a microgrid, the energy management system (EMS) is responsible for its coordination among different components and economical operation.

Energy management of a microgrid becomes complex as compared to the energy management of the conventional power systems because of variable power generation and power demand, with the integration of non-dispatchable generators, such as solar and wind [3]. To effectively and efficiently manage a network’s power, different schemes, such as time-of-use (TOU), direct load control and real-time pricing, are proposed in the literature [3]. Among them, real-time pricing (RTP) works to control a network’s power effectively and efficiently due to its dependence on the current situation of the network [4]. As the pricing scheme is notified an hour ahead, it is easy to manage the network power without any issue relating to prediction errors in power generation and power demand. Another way to manage intermittent power generation is to install energy storage systems, such as a battery, that has flexible charging-discharging characteristics to efficiently operate the microgrid. The battery can store energy during excess power generation or low RTP and it can release energy at the time of low generation or high RTP.

In the literature, three types of energy management schemes, including baseline [5, 6], real-time [7, 8, 9, 10, 11, 12] and schedule [5, 13, 14, 15, 16, 17, 18], are implemented to manage energy of a microgrid. The baseline method controls the energy based on predetermined rules for each time step, whereas real-time energy management works based on available data measured to compensate for the effect of uncertainty on energy management of a network. In the scheduling approach, optimisation algorithms are used to solve an optimisation problem for a predetermined time horizon, such as a day-ahead schedule, where predicted data are used to find optimal solutions. As prediction errors become higher with the increasing uncertainty levels, solutions of the scheduling program may not work effectively.

A day-ahead scheduling program of battery energy after considering the impact of uncertainty and battery cost on an energy management scheme is developed in [18] that reduces operating cost by around 40 per cent. The optimisation problem is solved using a developed framework. In [19], an energy scheduling program for a renewable-based microgrid to minimise operating cost using an interior search algorithm is presented. A
coordinated energy management approach for operating a microgrid as grid-connected and islanded modes is developed in [17]. In [14], a stochastic model predictive control approach considering RES in energy management of a microgrid is presented. A day-ahead scheduling with distributed generators and load is co-investigated in [15], where mixed-integer linear programming (MILP) is used as solver in the GAMS tool. In [16], a day-ahead scheduling approach with several objective functions is presented, where dynamic programming is used to solve the optimisation problem. For energy management of an office building, various optimisation techniques based on energy consumption of rooms are presented and solved using action dependent hierarchical dynamic programming in [13]. Although several schedule programs are present in the literature, real-time energy management schemes are gradually being implemented to avoid uncertain effects [20].

In [8], an online energy management strategy for the real-time operation of a microgrid is developed. The study considers the constraints of power flow and system operation on a distribution network and it models online energy management as a stochastic optimal power flow problem. Lyapunov optimisation approach is used to solve the optimisation problem. In [10], a binary particle swarm optimisation algorithm is developed to improve a microgrid’s performance in a real-time operation in terms of minimising energy cost and CO₂ emission. In [21], a stochastic continuous time model for a microgrid energy management using dynamic programming is demonstrated. A real-time energy management strategy for a battery-swapping station of a smart community microgrid is presented in [9], where RESs supply power to loads and batteries. The optimisation problem is solved using queueing theory-based Lyapunov optimisation framework. In [5], both real-time and scheduling approaches are presented to reduce the energy cost of a house and it is concluded that real-time energy management performs better in practice than scheduling, although a full comparison is not provided. In the majority of the literature, researchers are suggesting applying real-time energy management instead of using a scheduling approach since high uncertain existence in a renewable power generation, but they have not compared extensively the methods.

While real-time energy management schemes are gradually applied in managing energy of a microgrid, their effectiveness should be systematically justified before implementing in practice. To the best of the authors’ knowledge, there is no existing literature that extensively demonstrates the performance analysis of several energy management schemes under high uncertain environment to systematically present their results. Therefore, to bridge the gap, this paper contributes to the existing knowledge as follows:

- A nature inspired meta-heuristic algorithm, modified particle swarm optimisation (MPSO), is proposed to solve the optimisation problems of real-time and scheduling energy management schemes developed, the modification is carried out in the structural change of the PSO algorithm by introducing a correction method during variable selection;
- This paper extensively analyses various energy management approaches while considering uncertain effects on energy schedule and their explicit impact on the scheduling problems;
- Mathematical models for the components of a microgrid, such as solar and wind generation, are presented to facilitate the analysis; and
- A comparative analysis of several advanced optimisation algorithms is conducted to measure their effectiveness to solve an optimisation problem of discrete time.

In this study, we have developed MPSO algorithm to solve the optimisation problems for a number of reasons, including faster convergence rate that is suitable for the application of real-time energy management and
improved performance in the scheduling approach as compared to the advanced algorithms. It is worth mentioning that while the PSO algorithms are sometimes criticised for stuck in local optima, this is not an issue for small scale optimisation problems like microgrids. From the case study of this paper, it is observed that the scheduling program demonstrates better performance even after confronting high uncertainty in input data or error in input data prediction.

The remainder of this paper is structured as follows. Section 2 presents a short description of a community microgrid and its components are modelled for facilitating a comparative study. In Section 3 optimisation problems are formulated as real-time and scheduling approaches to manage the energy of the microgrid under uncertainty in electricity prices. Separate solution methods using the MPSO algorithm are presented in Section 4. In Section 5 simulation results with a comparative analysis of advanced optimisation algorithms are discussed. Section 6 provides concluding remarks.

2. System description and modeling

This study considers a community microgrid that is located in a remote area with a grid-connected power supply as shown in Figure 1. The microgrid has seven solar generators with each 5 kW capacity, eight wind turbines with each 5 kW capacity and an energy storage system with 40 kWh capacity. The capacities of the microgrid’s components are given in Table 1. The microgrid can exchange power with the grid utility depending on available energy sources and there are no limits on the transmission line for exchanging powers. The EMS is the main responsible controller for assuring a supply-demand balance in the microgrid. In the following
Table 1: Input parameters.

| Parameter       | Value | Unit |
|-----------------|-------|------|
| **PV generators** |       |      |
| Covered area, A | 34    | m²   |
| Efficiency, ηs  | 16    | %    |
| Maximum power   | 5     | kW   |
| No of PV panels | 7     |      |
| **Wind generators** |     |      |
| Cut-in velocity | 3     | m/s  |
| Cut-out velocity| 25    | m/s  |
| Rated speed     | 12    | m/s  |
| Maximum power   | 5     | kW   |
| No of wind turbines | 8  |      |
| **Battery**     |       |      |
| Energy capacity | 40    | kW h |
| Maximum energy level, BL_{max} | 36 | kW h |
| Minimum energy level, BL_{min}  | 7.2  | kW h |
| Initial energy level, BL_0      | 18   | kW h |
| Maximum charging rate           | 4    | kW h |
| Maximum discharging rate        | -4   | kW h |

In subsections, the mathematical models of the microgrid’s components are provided.

2.1. Solar generators

The output power from solar irradiation, shown in Figure 2, for a solar panel can be determined as follows [22]:

\[ P_s = η_s \times A \times SI(1 - 0.005(t_o - 25)) \]  

where η_s indicates the conversion efficiency (%), A refers to the area of PV panels (m²), and t_o is the outside air temperature (°C).

For a number of solar panels, the total output power can be expressed as follows:

\[ P_{sT} = \sum_{i=1}^{I} P_{s,i} \]  

where i(= 1, 2, 3......I) is the number of solar generators, seven in this study.
2.2. Wind turbine

The wind power generation depends on wind velocities, as shown in Figure 3, at the power rating and site of a wind turbine. The electric power as a piece-wise function of the wind speed can be expressed as follows [22]:

\[
P_w = \begin{cases} 
0 & \text{if } v_f \leq v \text{ or } v \leq v_c \\
P_r \times \frac{v^3 - v_c^3}{v_f^3 - v_c^3} & \text{if } v_c < v < v_r \\
P_r & \text{if } v_r \leq v < v_f
\end{cases}
\] (3)

where \(P_r\) is the rated electrical power; \(v_r\) is the rated wind speed; \(v\) represents wind speed; \(v_c\) refers to cut-in wind speed; and \(v_f\) is the cut-off wind speed.

For a number of wind turbines, the total output power can be calculated as follows:

\[
P_{wT} = \sum_{j=1}^{J} P_{w,j}
\] (4)

where \(j(=1,2,3,\ldots,J)\) is the number of wind generators, which are eight in our study.

2.3. Storage systems

Battery energy levels for the charging/discharging cycles of the battery can be represented as follows [22].

\[
BL(t) = BL(t-1) + \Delta t P_c(t)/\eta_c \quad \text{if the battery is charged}
\] (5)

\[
BL(t) = BL(t-1) + \Delta t P_d(t)/\eta_d \quad \text{if the battery is discharged}
\] (6)
subject to:

**Power limits**

\[ P_{c,\text{max}} > P_c(t) > 0 \]
\[ P_{d,\text{max}} < P_d(t) < 0 \]

**Battery energy level limits**

\[ BL_{\text{max}} > BL(t) > BL_{\text{min}} \]

“where \( P_c(t) \) is the charging powers of the battery at time \( t \); \( P_d(t) \) the discharging powers of the battery; \( BL(t) \) the battery energy level; \( \Delta t \) the interval of the time period; and \( \eta_c \) and \( \eta_d \) are the charging and discharging efficiency, respectively.”

2.4. **Loads and grid utility**

The load profile, \( L(t) \), of the locality is shown in Figure 4. The loads, including basic household equipment of the community, such as refrigerators, TVs, fans, lights and computers, fluctuate over the time period with a time step of one hour.

Real-time electricity prices usually depend on the wholesale electricity market and vary over time. In this study, those varied price-rates are considered due to their effectiveness over others [23]. The purchasing and
selling RTP are represented by \( C(t) \) (cents/kWh) and considered identical, i.e. \( C_{\text{buy}}(t) = C_{\text{sell}}(t) = C(t) \), for simplicity purpose. The variation of RTP is adopted from [24] and illustrated in Figure 5. The electricity rate is converted by considering the present electricity rate and future electricity market in Australia.

The exchange power at time \( t \) with the grid utility is marked as \( P_g(t) \) kW and it can be calculated as follows.

\[
P_g(t) = L(t) - P_{sT}(t) - P_{wT}(t) + u(t)
\]

(7)

with the following conditions:

- \( P_g(t) > 0 \), i.e. \( P^+ \), for power buying from the utility, and
- \( P_g(t) < 0 \), i.e. \( P^- \), for power selling to the utility.

3. Problem formulations

This study presents three different energy management strategies, namely, baseline, real-time and schedule, which exist in the literature for the use of the community microgrid to measure their efficiency and effectiveness in the presence of uncertainty. For comparison purposes, we have used a baseline method as a point of reference to compare energy management approaches. We have only considered the uncertainty of electricity prices, as it has a significant impact on energy schedule, whereas uncertainty in power generation and demand has no effect due to grid connection facility as demonstrated in our previous study in [18]. The reason is that the battery is charged/discharged based on electricity prices of the grid utility, and the distribution network of the community microgrid has no limit to exchange power with the grid; as a result, power supply and demand has no effect. In the following subsections, the simple rules of the baseline approach are first described in subsection 3.1 and then optimisation problems for real-time energy management and energy scheduling approaches described in subsections 3.2 and 3.3 respectively, are formulated.

3.1. Base-line approach

Simple rules to control the battery energy are used in the baseline approach for managing the community microgrid and therefore this method is easy to implement in practice. However, this method cannot guarantee the optimal operation of the microgrid. The simple rules at each time slot are described as follows [5, 22]:

- “If the load demand is greater than power generation, then power demand is supplied from the battery. If the battery cannot supply the required power, then the power is imported from the grid utility.”
- “If the power generation is higher than the power demand, then the extra power is used to charge the battery while maintaining the charging rate. If surplus power is greater than the charging rate or the battery is already full, the remained energy is exported to the grid.”

3.2. Real-time energy management

Real-time energy management of the microgrid involves managing energy with respect to measured data of solar generation, wind generation, load demand and electricity prices. As decisions are taken based on real-time measurement, the problem formulation is required to be more balanced to charge and discharge the battery.
with appropriate time of RTP [20]. This is unlike the problem formulation of an energy scheduling approach. Therefore, both the charging and discharging terms are included in the objective function as follows:

$$F_{RT}(t) = \sum_{t} \sqrt{\zeta_1(t)^2 + \zeta_2(t)^2}$$  \hspace{1cm} (8)

where,

$$\zeta_1(t) = f_{pc}(C) \times \{BL_{max} - (BL(t) + u(t))\}$$  \hspace{1cm} (9)

$$\zeta_2(t) = C(t) \times \{L(t) - (P_{ST}(t) + P_{WT}(t) - u(t))\}.$$  \hspace{1cm} (10)

where $BL_{max}$ and $u(t)$ are the maximum battery energy levels allowed and the command for battery power, respectively; and $f_{pc}(C) = k - C(t)$ is a penalty function for charging the battery. The $u(t)$ is a variable of power at time $t$ that need to be solved by the optimisation algorithm to minimise the operating cost. The positive value of $u(t)$ indicates the charging power of battery, $P_c(t)$, while negative value refers to the discharging power of battery, $P_d(t)$. Changing the value of $k$ has a direct effect in charging the battery and thus this value needs to be precisely calculated. Eq. (9) represents the charging expression of the battery, while Eq. (10) refers to the discharging expression of the battery. It should be noted that power and energy expressions are interchanging used as time step is taken as one hour.

The lower values of the objective function ($F_{RT}(t)$) refer to discharging the battery energy during higher electricity prices and the hours of low power generation. These also indicate charging the battery during higher power generation and lower electricity prices. These values depend on the command signals, $u$, of the battery as RESs are operated as maximum power point tracking modes to maximise their benefits. The command signals, $u$, must fulfil the constraints of battery to avoid premature degradation of the battery capacity. To implement this in the algorithmic process, we have considered only the variables that satisfy the constraints, and discards the solutions that violate constraints with a high penalty cost. As the algorithm works on real-time measurement, it is free from uncertainty in power generation, power demand and electricity prices.

### 3.3. Energy scheduling program

The performance of the scheduling program depends on a problem formulation referring to minimise targeted objective, here the objective is to reduce the operational cost. In our study, the operational cost can be minimised by buying energy during low RTP and selling it at the time of high RTP. This can be achieved using the following formula that is mostly used in the literature [7, 25, 13]:

$$F = \sum_{t=0}^{T} P_g^+(t)C_{buy}(t) + \sum_{t=0}^{T} P_g^-(t)C_{sell}(t)$$  \hspace{1cm} (11)

where $C_{buy}$ is the purchasing electricity price, $C_{sell}$ the selling electricity prices, and $P_g^+$ the purchasing power from the grid and $P_g^-$ the selling power to the grid. The first part of Eq. (11) represents the purchasing cost of the power imported from the grid, whereas the second part indicates selling power to the grid for time periods given.

### 3.4. Constraints:

To obtain effective solutions of the optimisation problem, the following constraints must be fulfilled.
Energy balance: The power of the microgrid should be always balanced in terms of power supply and demand as follows [22]:

\[ P_g(t) + P_sT(t) + P_wT(t) = L(t) + u(t). \]  

(12)

As charging the battery is positive value of \( u(t) \) similar to a power consumption by load, the \( u(t) \) is placed at the right-hand side of the equation.

Battery energy: The commanded signals, \( u(t) \), must fulfill the following constraints for extending battery life.

1) “The charging and discharging rates must be within the given limitations, i.e., \( P_{c,\text{max}} < u(t) < P_{d,\text{max}} \).”

2) “The energy level of the battery must maintain the upper and lower limits, i.e., \( BL_{\text{min}} < BL(t) + u(t) < BL_{\text{max}} \).”

4. Proposed solution approaches

Several optimisation algorithms can be applied to solve the optimisation problem formulated. We have developed modified PSO algorithm to solve both the real-time and scheduling energy management schemes as this algorithm can solve the problem quite faster than other algorithms [5] that helps for the application of real-time energy management. The MPSO algorithm has also demonstrated better performance for the scheduling program than other optimisation algorithms in our previous study [18].

PSO, a population-based optimisation method, has been successfully applied to solve many power system problems [26, 27] in recent times. An overview of the PSO along with its performance of different constituents and variants for the use in power system optimisation problems are discussed in [28]. A standard PSO algorithm has mainly two equations for the position and velocity vectors in an \( N \)-dimensional solution space [29, 30]. The movement and position of each particle \( i \) can be represented as \( v_{i}^{k+1} \) and \( x_{i}^{k+1} \) vectors, respectively, as follows:

\[ v_{i}^{k+1} = wv_{i}^{k} + c_{1}r_{1}(p_{i}^{k} - x_{i}^{k}) + c_{2}r_{2}(p_{g}^{k} - x_{i}^{k}) \]  

(13)

\[ x_{i}^{k+1} = x_{i}^{k} + v_{i}^{k+1} \]  

(14)

“where \( v_{i}^{k} \) and \( x_{i}^{k} \) refer to the \( i^{th} \) particle velocity for \( k^{th} \) iteration in \( N \)-dimension and to the \( i^{th} \) particle position for \( k^{th} \) iteration in \( N \)-dimension, respectively; \( p_{i} \) and \( p_{g} \) are the best position of an individual particle \( i \) and the best position achieved among all particles, respectively. In addition, \( w \) refers to inertia weight; \( r_{1} \), \( r_{2} \) represent the random numbers of the uniform distribution within the range of \([0 \ 1]\), and \( c_{1} \), \( c_{2} \) are the learning factors used to regulate the best solution.”

To keep the particle velocity within the prescribed limits, constriction coefficients are used in [31], which regulates the movement of particles to reach in satisfactory solutions. Therefore, modified velocities can be expressed as follows:

\[ v_{i}^{k+1} = w_{CF}v_{i}^{k} + C_{1}r_{1}(p_{i}^{k} - x_{i}^{k}) + C_{2}r_{2}(p_{g}^{k} - x_{i}^{k}) \]  

(15)

“where \( w_{CF} = w \times CF \), and \( C_{1} \), \( C_{2} \) refer to the cognitive and social components, respectively.” The \( C_{1} \) and \( C_{2} \) can be represented as follows:

\[ C_{1} = CF \times \phi_{1} \]  

(16)

\[ C_{2} = CF \times \phi_{2} \]  

(17)
where

\[
CF = \frac{2}{|\phi - 2 + \sqrt{\phi^2 - 4\phi}|} \quad (18)
\]

\[
\phi = \phi_1 + \phi_2 \quad (19)
\]

\[
\phi_1 + \phi_2 \geq 4 \quad (20)
\]

“where \(CF\) and \(\phi\) represent a constriction factor and co-efficient, respectively.”

To implement the PSO algorithm for solving optimisation problems formulated, subsection 4.0.1 describes the PSO procedures to solve the real-time optimisation problem, while subsection 4.0.2 provides the steps of the proposed MPSO algorithm to solve the scheduling problem.

### 4.0.1. Solution steps for real-time energy management

The following procedure is applied while evaluating the objective function of each hour [20].

**Part I: Initialisation**

1. Load parameters from Table 1;
2. Load data of wind speed, solar irradiation and load profile;
3. Determine total wind power, loads and solar power;
4. Use the following parameter of the PSO:
   - (a) Search space dimension = 1;
   - (b) Population size = 50;
   - (c) Maximum number of iteration = 100;
   - (d) Constriction co-efficient, \(\phi = 4.1\);
   - (e) Damping ratio of inertia coefficient, \(w_{damp} = 0.99\);
   - (f) Inertia coefficient, \(w = 0.73\);
   - (g) Penalty factor = \(10^6\);

**Part II: Iterations**

1. The position and velocity vectors are randomly chosen for each particle;
2. Compute the objective function for each particle;
3. Internal iteration start:
   - (a) Modify the velocity and position of each particle according to Eqs. (15) and (14), respectively, with their limits;
   - (b) Evaluate the objective function satisfying all constraints, otherwise impose a penalty factor to discard the solution;
   - (c) Determine the individual best and global best values;
   - (d) Update inertia weight;
   - (e) Continue the process from 3 until the maximum number of iterations is reached.
4.0.2. Solution steps for the scheduling approach

The following steps are proposed for the MPSO algorithm to solve the optimisation problem of energy scheduling approach with the objective function in Eq. (11).

Start: Initialisation

1. Take the parameter values according to Table 1;

2. Load the data of electricity price, solar irradiation, wind speed and load profile. The data of scenario generated in subsection 4.1 are used in case of uncertainty consideration in RTP;

3. Compute the total solar power, wind power and loads;

4. Start the MPSO algorithm;

5. Initialise the position and velocity vectors of all particles randomly within their limits;

6. Calculate the objective function in Eq. (11);

7. Run the algorithm (iteration)

   (a) Initialise positions and velocities of all the particles again;

   (b) Modify the velocities and positions of all particles using Eqs. (15) and (14), respectively;

   (c) Measure the battery energy in the forecasting horizon, impose particle limits if battery constraints are unsatisfied;

   (d) Compute the objective function in Eq. (11);

   (e) Adjust the global best and individual best values by comparing objective function values;

8. Continue the steps from 7 until the maximum iteration reaches.

4.1. Scenario generation

Scenarios are produced around the predicted data, i.e., mean values ($\mu$) with a standard deviation ($\sigma$), relying on historical errors [32]. The mean values of a scenario in this study change every hour and are considered the predicted values of reference data. The scenario generation procedures with a normal distribution (Nor) over the time period (T) are described as follows:

1. Use forecasting data as mean data

2. Choose a $\sigma$ for input data

3. Provide the number of scenarios (ns)

4. Start Iteration

   (a) Using normal distribution, generate a number of random variables, as: $Y_{t,s} = \text{Nor} (\mu_t, \sigma_t), \quad s = 1, 2, 3, ..., ns$ and $t = 1, 2, 3, ..., T$

5. Continue from 4 until the time horizon (T), i.e. termination criterion, is reached
Figure 6: Baseline energy management without uncertainty: (a) charging/discharging cycles of the battery energy and (b) energy exchange with the grid.

Figure 7: Real-time energy management without uncertainty: (a) charging/discharging cycles of the battery energy and (b) energy exchange with the grid utility.

5. Simulation results

This section performs the computer simulations of the community microgrid for analysing the results of the three energy management schemes to demonstrate their capabilities in minimising operational cost. The lower operating cost can be achieved by controlling battery energy with respect to RTP while maintaining a balanced power supply in the network in addition to the constraints using EMS. The parameters shown in Table 1 are used for the analysis. Simulations of a two-day energy schedule that makes the optimisation problem complex to solve it are carried out to demonstrate the performance of energy management schemes.

Figure 8: Convergence curve of real-time energy management for an hour.
5.1. Energy management without uncertainty

In this subsection, different energy management approaches are described with their comparative performance with respect to real-time and time-of-use pricing. Advanced optimisation algorithms are applied to solve the energy scheduling problem with minimum operating cost and thereby to demonstrate the effectiveness of the proposed MPSO algorithm. In addition, the uncertain effects of the scheduling program are also demonstrated to measure the impact of inaccurate prediction in electricity prices.

5.1.1. Baseline approach

This approach works based on sets of rules (i.e., if-else statement) to reduce the operational cost of the microgrid. It provides straightforward actions without guaranteed the lowest operational cost to control the battery energy of the microgrid. Therefore, it is easy to implement this baseline approach in practice. Figure 6a shows the charging-discharging behaviours of the battery. The battery charges during higher renewable power generation than power demand, and it discharges when there is lower power generation than power demand. Due to the constraints of the battery operation, such as the charging/discharging rate and the upper/lower energy limits, the grid utility requires to supply power to satisfy the power demand of the microgrid as shown in Figure 6b. The convergence curve of the algorithm for an hour is shown in Figure 8. In this method, the operating cost of the baseline approach for two days of energy management is 994.58 cents.
5.1.2. Real-time management

In this method, the data measured are used to find the optimal solutions of the energy management problem using an optimisation algorithm. This algorithm determines the best solution through the lowest value in Eq. 8. The outcomes of this method for charging-discharging cycles of the battery and energy exchange with the grid are depicted in Figure 7 from where it is observed that the battery charges during lower electricity prices and higher power generation than power demand. On the other hand, it discharges at the time of higher power demand than power generation and higher electricity prices than usual. Figure 7b illustrates the energy exchange program with the grid and it is noticed that energy is exported to the grid utility around \( t = 24 \) h even after the battery is not fully charged. Similarly, energy is imported from the grid around \( t = 18 \) h during discharging the battery energy. This is because of battery constraints that allow only 10% of the total battery capacity at each time step (i.e., one hour), as a result, power is exported to the grid to satisfy the equality constraints. From this method, the operating cost of the microgrid is 791.40 cents, leading to 20.43 per cent saving than the baseline approach. The cost-saving in percentage is determined as follows [22]:

\[
\%\text{Saving} = \frac{\text{Reference electricity cost} - \text{Measured electricity cost}}{\text{Reference electricity cost}} \times 100. \tag{21}
\]

5.1.3. Scheduling management

The accuracy of data prediction is the main part of a scheduling program as it fully depends on the predicted data and based on this it schedules next actions in the network. If the predicted data change, then solutions
Table 2: Comparison of energy management schemes without uncertainty.

| Energy management | Electricity cost | % Saving |
|-------------------|------------------|----------|
| Baseline          | 994.58           | 0        |
| Real-time         | 791.40           | 20.43    |
| Schedule          | 243.55           | 75.51    |

Table 3: Statistical comparison of optimisation algorithms for 51 runs.

| Cost function (F₁) | Min     | Max     | Average | STD    | Median   |
|--------------------|---------|---------|---------|--------|----------|
| MPSO               | 173.73  | 376.32  | 248.38  | 45.75  | 243.55   |
| PSO                | 261.94  | 459.17  | 363.56  | 48.39  | 361.01   |
| FPA                | 299.3   | 550.04  | 402.16  | 50.96  | 394.18   |
| ALO                | 386.60  | 649.06  | 526.67  | 64.12  | 530.08   |
| GA                 | 308.66  | 499.40  | 386.59  | 45.52  | 382.52   |
| NBAT               | 330.29  | 704.78  | 449.70  | 74.91  | 438.30   |
| CS                 | 362.66  | 505.23  | 449.31  | 27.99  | 451.27   |
| GWO                | 338.73  | 605.61  | 428.10  | 46.88  | 423.66   |

may not work effectively and efficiently. In this subsection, we assume predicted data are precise and thereby the scheduling program works effectively. Figure 9a depicts the energy scheduling of the battery and it is observed that the battery charges at the time of low electricity prices and it discharges during the higher electricity prices. This is because of the attachment of energy exchange with the electricity prices as the problem formulated in Eq. (11). The buying and selling energy is shown in Figure 9b and it is observed that power is imported and exported even after the battery discharges and charges, respectively, due to the battery constraints. The battery commands for the scheduling program are shown in Figure 10. Operating cost of this method is 243.55 cents and the method reduces operating cost by 75.51% as compared to the baseline approach, shown in Table 2. A comparison of the energy management shown in Figure 11 demonstrates that the baseline and real-time methods have a similar pattern, but the scheduling program is different from them. This is because of a predicted long horizon in the scheduling program that works looking at the future. In contrast, both the baseline and real-time approaches act only the measurement of current data. The convergence curve of the scheduling algorithm is shown in Figure 12 and it can be observed that the algorithm converges the solutions within only 50 iterations. This indicates the efficiency of the MPSO algorithm. For further clarifying the capability of the proposed algorithm to solve a complex optimisation problem, in the next subsection, a comparative analysis of several advanced optimisation algorithms are investigated.

5.1.4. Comparative analysis of advanced optimisation algorithms

In this subsection, different types of optimisation algorithms are compared to measure an effective solution approach of optimisation algorithms. Optimisation algorithms are basically compared using the scheduling
approach as it is difficult to solve as compared to the real-time energy management. Several algorithms were applied to solve the optimisation problem, but only competitive approaches are demonstrated in this study. The competitive algorithms include genetic algorithm (GA) [33], particle swarm optimisation (PSO) [18], grey wolf optimizer (GWO) [34], flower pollination algorithm (FPA) [35], cuckoo search (CS) [36], novel bat (NBAT) algorithm [37] and ant lion optimizer (ALO) [38].

Although it is a difficult task to compare different optimisation algorithms, we have tuned the parameters of each algorithm several times to solve the optimisation problem with minimum cost. The population size and the maximum number of epoch for every algorithm are considered thirty-five and one thousand, respectively, to facilitate the same features of all algorithms. As the algorithm takes random seed to generate random variables, we runs algorithms fifty-one times to statistically present the suitability of the proposed method. The number of runs can be determined any value, such as 20 or 30, but the higher number of runs indicate a stable solution approach. In addition, we have chosen odd number to easily determine a median value.

Fig. 13 demonstrates the box plot of fifty-one operations for representing the statistical results of every optimisation algorithm. The optimisation problem of the energy scheduling is solved using several advanced algorithms as solving the problem of real-time energy management is comparatively easy. Due to a longer prediction horizon of the scheduling program, it becomes complex to solve the problem with the lowest objective value. It is observed, from Table 3, that the MPSO algorithm has achieved the best solution for managing the energy of the microgrid, with only 243.55 cents of operational cost. Median value is considered as operating cost of the microgrid as this is the middle point of all runs. The PSO followed by GA is after the MPSO algorithm and the ALO algorithm has demonstrated the less capable to efficiently solve the problem for this study. The highest standard deviation can be seen in the NBAT algorithm, which is 74.91. To further compare the algorithm, a Wilcoxon test that indicates statistical significance of the proposed algorithm (MPSO) by showing P-values less than 0.05 has been conducted. From the Table 4, it can be concluded that the MPSO

| Algorithms (MPSO vs) | PSO | FPA | ALO | GA | NBAT | CS | GWO |
|----------------------|-----|-----|-----|----|------|----|-----|
| P-value              | 4.3693e-15 | 3.1869e-17 | 3.3037e-18 | 7.073e-17 | 6.6833e-18 | 3.5043e-18 | 6.3037e-18 |
| Significant MPSO    | Yes | Yes | Yes | Yes | Yes | Yes | Yes |

Figure 13: Comparisons of algorithms using box plot for 51 runs.
algorithm has shown better performance than other algorithms.

5.1.5. Energy management under uncertainty

This subsection demonstrates the effect of uncertainty on the scheduling program through the introduction of several electricity prices on the predicted data, as our previous study concludes its effect on the scheduling program [18]. Initially, one thousand data with a standard deviation of five are generated using normal distribution process described in subsection 4.1 and then sample reduction techniques described in [39] are applied to reduce the data to only three samples as shown in Figure 14. With these sample data, the cost of the scheduling program for the microgrid is calculated as it is performed using the predicted data and it has no relationship with the current data or error in forecasting and measuring data. In contrast, the real-time and baseline approaches are evaluated based on the sample data of electricity prices due to the fact that they work in current data and therefore are free from uncertainty. The operating costs of the energy management approaches for different electricity prices are tabulated in Table 5. It is found that the scheduling program demonstrates higher cost-saving than the baseline and real-time approaches for all the cases. It should be noted that the operating cost in the scheduling program for price, $C_{t1}$, is negative and percentage saving is above 100%, indicating profit rather than saving due to higher power generation at the time of high electricity prices and this was possible because of a long time horizon in this program. If power generation installed is higher

| EMS | Baseline (cents) | Real-time (% Saving w.r.t BL/RT) | Schedule (% Saving w.r.t BL/RT) |
|-----|-----------------|---------------------------------|-------------------------------|
| $C_{t1}$ | 634.82          | 358.73 (43.49/–)                | -113.19 (117.83/131.55)      |
| $C_{t2}$ | 1946.81         | 1634.72 (16.03/–)               | 1415.96 (27.27/13.38)       |
| $C_{t3}$ | 1518.41         | 1389.54 (8.49/–)                | 714.37 (52.95/48.59)        |

Figure 14: Scenario generation and reduction.
Table 6: Comparison of different schemes for uncertain prices with standard deviation of eight.

| RTP | EMS | Baseline (cents) | Real-time (% Saving w.r.t BL/RT) | Schedule (% Saving w.r.t BL/RT) |
|-----|-----|-----------------|----------------------------------|---------------------------------|
| C14 | RTP | 1373.15         | 1107.56 (19.34/–)                | 714.95 (47.93/35.45)           |
| C15 | EMS | 2887.03         | 2350.33 (18.59/–)                | 1738.70 (39.78/26.02)          |
| C16 |     | 1319.16         | 784.42 (40.54/–)                 | 143.93 (89.09/81.65)           |

Table 7: Analysis of energy scheduling programs under uncertainty.

| Electricity prices | Schedule | Repaired Schedule | % Deviation |
|--------------------|----------|-------------------|-------------|
| C1     | -113.19  | -148.23           | 27.15%      |
| C12    | 1415.96  | 1017.62           | 28.13%      |
| C13    | 714.37   | 674.50            | 5.58%       |
| C14    | 714.95   | 180.00            | 74.82%      |
| C15    | 1738.70  | 1355.43           | 22.04%      |
| C16    | 143.93   | -233.36           | 262.13%     |

than power demand, then the owner can get this type of benefit. The BL in Table 5 stands for baseline and RL real-time.

To increase uncertain levels into the predicted electricity prices, we have considered a standard deviation of eight of which the negative data are omitted using a conditional statement. The uncertain electricity prices are shown in Figure 15b, with the predicted price marked as red. Simulation results tabulated in Tables 6 demonstrate that the scheduling program has still superior performance as compared to the real-time and baseline approaches to reduce operational cost. From the above analysis, it can be concluded that a scheduling program has higher cost-saving capability even after it is affected by uncertain input data as compared to the baseline and real-time energy management approaches.

To extend the analysis further with the scheduling program, the scheduling method has adopted the un-
certain electricity prices and new experimental simulations, called repaired schedule, are carried out with the uncertain prices. Table 7 shows new results from this scheduling program. It is observed that there is a large deviation between scheduling with precise data and with errors in prediction. It is worth noting that in the repaired scheduling, i.e. no error in prediction, operating cost can be reduced significantly. In the case of electricity price, $C_{6}$, the owner can even earn profit out of the scheduling, if the prediction is accurate. Therefore, from Table 7, it can be concluded that the scheduling program get affected with the increase of uncertainty levels (standard deviation 8), numerically on average 119.66% based on three scenarios, where percentage deviation is comparatively higher than the uncertain levels of five standard deviations, numerically on average 20.29%.

5.1.6. Energy management using time-of-use

In this subsection, energy management of three separate methods is performed using TOU to demonstrate their differences in performance. TOU is used in many places around the world to shift load demand from peak to off-peak periods, although this approach may not effectively work when there exists the high penetration of RESs in a distribution network due to uncertainty in their power generation. The TOU price in Australian Capital Territory is adopted in this study to compare energy management schemes as shown in Figure 16. It has three different electricity prices, namely peak, off-peak and shoulder, at different times of the day. The peak price indicates the highest price of the day while off-peak refers to the lowest price of the day. Shoulder
Figure 18: Real-time energy management with TOU: (a) charging/discharging cycles of the battery energy and (b) energy exchange with the grid utility.

Figure 19: Base-line energy management with TOU: (a) charging/discharging cycles of the battery energy and (b) energy exchange with the grid utility.
price is located in between the peak and off-peak period. The results of the scheduling program are shown in Figure 17 from where it can be observed that the battery charges during lower electricity prices and it discharges during higher electricity prices to minimise operational cost. The energy exchange with the grid utility is shown in Figure 17b. The profit from this scheduled program under TOU price is 42.55 cents. The results of the real-time and baseline energy management approaches for energy exchange with the grid utility are depicted in Figure 18 and 19, respectively. It is observed that the energy levels of the battery are similar with different operating costs. Their comparative results are shown in Figure 20 and Table 8. It is observed from Table 8 that the scheduling program not only save the electricity bill 100% but also it makes a profit, whereas real-time energy management saves only 23.88% as compared to the baseline approach. This high percentage saving of the scheduling program is because of the known prediction value in advance, where the real-time energy management works only on the current data measured.

6. Conclusion

This paper develops modified particle swarm optimisation algorithms to minimise the operating cost of a community microgrid by extensively analysing several energy management schemes and proposes the scheduling approach to minimise its operating cost under exposure of uncertain input data. To accomplish the tasks, optimisation problems are first formulated, then separate solution methods using the MPSO algorithms are developed and applied to solve those problems. A comparative analysis between advanced optimisation algorithms and the one proposed in this study is carried out to demonstrate their effectiveness. It is observed that the MPSO algorithm developed has superior performance than other optimisation algorithms to solve the energy scheduling problem. As a baseline method follows simple rules to control the battery energy and a real-time energy management approach works based on data measurement, they are both free from uncertain
effects. Although a scheduling program that needs predicting input data to find a solution is prone to uncertain input data, this program demonstrates superior performance even in an uncertain environment over the energy management schemes to minimise the operating cost of the microgrid against other methods. Therefore, it can be concluded that the scheduling program is an effective approach to manage a microgrid’s energy under uncertain environments.

In future, the degradation cost of a battery system will be considered in the comparative analysis. In addition, the constraints of a distribution limit will also be considered and thereby an equality constraint in the optimisation problem will be imposed to enlarge the analysis.
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