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Abstract: Artificial intelligence and algorithmic decision-making causes new (technological) challenges for the normative environment around the globe. Fundamental legal principles (such as non-discrimination, human rights, transparency) need to be strengthened by regulatory interventions. The contribution pleads for a combination of regulatory models (hard law and soft law); based on this assessment, the recent European legislative initiatives are analyzed.
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1. Introduction

Artificial intelligence (AI) offers new informational interaction and data processing opportunities enabling the implementation of innovative communications and business models [1] (pp. 1–2). The use of intelligent “devices” and the availability of algorithms include the potential to replace human activities by software and/or machines. Instead of a human intervention, the programming of the code, which executes the tasks, becomes important.

Artificial intelligence allows one to establish a “regime” of automated decision-making, being conducted in a very timely and effective manner. Automation of this kind is mainly feasible in situations not requiring a specific human input, for example, in the case of an algorithm-driven search or in case of a standardized exchange platform. However, the automated decision-making can also cause many socio-ethical and legal challenges.

The following contribution addresses the potential normative framework for a trust-oriented environment with regulatory tools being suitable to minimize the occurrence of technological risks. Therefore, different elements of a suitable normative framework are considered, in particular the relevant international and national instruments as well as soft law sources. The notion that legalization requires a specific form of discourse no longer reflects the needs of society; moreover, the inclusion of all concerned stakeholders is justified (leading to co-regulation as a new model). Thereafter, those normative key principles that are particularly exposed to specific challenges in the AI context are discussed.

Based on these general considerations, the ongoing regulatory debates in the Council of Europe and the recently published proposal of the European Commission for an AI Regulation are assessed in light of the developed normative environment. The contribution closes with a future-oriented outlook.

Since the contribution is a theoretical analysis, a case study will not be presented by purpose, but a future-oriented outlook offers ideas about how the practical developments could be tackled.

2. Need for a Comprehensive Legal Framework

2.1. Legitimacy for Regulatory Intervention

Law constitutes a structural system that is composed of an organized or connected group of objects (terms, units, or categories) forming a complex structure. The function of law is crystallized in a system of rules and institutions that underpin civil society, facilitate orderly interaction, and resolve conflicts and disputes arising in spite of the rules [2] (p. 13...
with further references). Law can be created through different processes, for example by negotiations among the concerned norm addressees, by imposition of legal rules through the governing body, or by evolution of self-regulatory mechanisms [2] (p. 13). The legal system is not a predetermined construct but is embedded by way of rulemaking in other socially relevant systems.

In this context, some key questions are to be asked and answered [3] (p. 105 et seqq.): (i) Who is entitled to set the rules? (ii) In whose interest? (iii) By which mechanisms? (iv) For which purposes? The need is given to develop overarching networks and negotiation systems between the different stakeholders, thus forming a cooperative approach to rule-making that includes the whole society, hence dividing responsibilities between public and private actors [3] (pp. 112–113).

Applying a theoretical perspective, rule-making issues can be addressed from the angle of different disciplines [1] (pp. 3–4 and pp. 4–5); nevertheless, also in private matters encompassing AI methods, the discussions must concentrate on the appropriate allocation of duties and responsibilities as well as the adequate structuring of the concerned “organization” that is developing AI systems. In other words, rulemaking, at whatever level of social organization it may take place, refers to setting norms for the conduct of the business in an appropriate way.

The traditional rule-making approach in international matters, namely the conclusion of multilateral treaties, does not fit the objectives of a regulatory framework setting guidelines for AI systems. Moreover, other mechanisms have to play a more important role. A new rule-making model that has been developed (and partly also applied) in the Internet governance (as well as in the climate change and sustainability) context is the multistakeholder participation model [4]. If all concerned persons and organizations of the public and the private sphere are involved in the discussions and negotiations of the regulatory framework for AI processes, the chances increase that the developments are in the interest and to the benefit of the whole society [5] (pp. 249 et seqq.).

Practical experience conveys the lesson that some basic challenges need to be addressed in order to make the multistakeholder concept successful, particularly if several forms of cooperation based on a variety of actors involved are considered. Thereby, four fundamental questions must be tackled [5] (p. 249) [6] (pp. 1 et seqq.): (i) How do concerned groups best match challenges with the organizations and networks? (ii) How can governing bodies/entities be most able to help develop legitimate, effective, and efficient solutions? (iii) How should the flow of information and knowledge necessary for successful legal regime be structured? (iv) How can different groups approach the coordination between the available normative networks in order to avoid conflicting interest? Answers to these questions need a differentiated thinking depending on the given environment. As items of shortcomings, the identification of adverse effects of automated decision-making in the relevant policy field, the facilitation of networking opportunities, and the public support of civil society interventions are to be considered.

2.2. Implementation of a Co-Regulatory Approach

International legal instruments (Conventions, Treaties) usually qualify as hard law. From a theoretical perspective, hard law constitutes an institutional normative order [7] (pp. 42–43). In contrast, technological standards as well as social and ethical guidelines (only) build an informal normative order. During the last years, however, the borders have blurred, and the regulatory bodies are becoming intertwined, i.e., the hard/soft law dichotomy does not anymore correspond to the reality [8].

The often-expressed assumption that hard law is qualitatively better than soft law does not hold in the present normative environment. Soft law can entail functions previously tied to hard law, for example the notion of coordinating the concerned actors and of improving the transactional efficiency [9] (p. 11) [10] (pp. 188 et seqq.). So far, the term soft law has not found a generally acknowledged definition. Partly, soft law is seen as a normative model entailing opinions and recommendations of authorities (e.g., the European Union
Aviation Safety Agency (EASA) in European Union (EU) civil aviation law or the European Data Protection Board (EDPB) in EU data protection law. However, soft law is also used as a term for rules created by the participants of a specific community; these rules are usually efficient since they respond to real needs, mirror the technology, and provide the opportunity to flexibly adapt the legal framework to the changing environment. Since such rules are negotiated by the involved communities, the likelihood is high that they enjoy broad acceptance [7] (p. 27). Furthermore, the concerned persons/entities are incentivized to conduct permanent consultation processes to develop and implement the rules [10] (pp. 179 et seqq.). A private or inter-agency process laying down a set of rules might also more easily realize new solutions than hard law [11] (p. 897). In addition, this regulatory model develops and establishes rules independently of the principle of territoriality, i.e., soft law has a global reach at least in principle.

Soft law also carries risks since the private rules are not always transparent and not every relevant group concerned is always involved. Furthermore, the active participants spending human and/or financial resources are also confronted with a “free-rider problem” [7] (p. 28). In addition, self-regulation has a lower democratic legitimization and, particularly, non-compliance with private rules might be confronted with problems of enforcement and does not mandatorily cause sanctions [12] (pp. 282–284). Nevertheless, the role of the governmental regulation could be limited to situations in which the private actors do not find suitable solutions themselves [9] (p. 12) [13] (p. 589).

In a nutshell, soft law must fit into the overall legal environment with the objective of realizing a non-discriminatory and socially acceptable legal framework [9] (p. 13). As experience shows, by overcoming the traditional dichotomy, the concepts of hard law and soft law have moved closer to each other or even intermingled (see also Table 1).

Table 1. Intermingling of the concepts of hard law and soft law.

| Hard Law            | Soft Law               |
|---------------------|------------------------|
| Legitimized         | Partly legitimized      |
| Top-down bodies     | Bottom-up bodies        |
| Stable/inflexible   | Adaptable/flexible      |
| Enforceable         | Partly enforceable      |

As expressed by the arrows, soft law is moving towards hard law, i.e., notwithstanding the term “soft”, the respective rules and guidelines are becoming (or have already become) quite robust and are relatively narrow to the characteristics of the traditional hard law. It is to be expected that this movement will continue during the coming years.

Rules considered by the “governed” persons as adequate guidelines appear to be legitimate since private incentives lead to a need-driven rule-setting process [7] (pp. 22 et seqq.). Insofar, soft law contributes to a more extensive capacity building and its enabling functionality serves to easing the coordination process while at the same time providing directionality to the provision of cross-border standards. Soft law quality allows regulators to enter into arrangements by varying scope and specificity and then to clarify (or change) the expectations of the involved actors [9] (p. 12).

If soft law does not cover the whole scope of a socially desirable legal framework, it must be backed by a governmental “regime”, for example in the case that some basic rules should not be left to the private actors. In such a situation, legal doctrine refers to the concept of “co-regulation” (also called regulated self-regulation) [14] (pp. 43, 139–148, 230) [15]. In some circumstances, it makes sense to have soft law approved by a public authority as experiences in certain regulatory ecosystems (financial markets, media markets, Internet markets) have evidenced [16] (pp. 9 et seqq.). Nevertheless, in view of the rapid growth, the complex inter-relationships, and the dynamic changes having taken place in the new technological environment, it appears to be broadly accepted that a more flexible and innovation-friendly model of regulation is required [17] (pp. 32 et seqq.).
Hereinafter, the described theoretical framework encompassing hard law and soft law will be discussed with a special focus on AI communications and business models. AI causes normative challenges in respect of some key legal principles such as non-discrimination or transparency. Therefore, these principles merit a general analysis before specific regulatory approaches are discussed.

2.3. Identification of Substantive AI Principles

As shown, the AI era needs a broader and more complex consideration of values exceeding a narrow perception of rights contained in the traditional legal instruments, particularly the multilateral treaties. Therefore, a values-oriented approach, not restricted to aspects related to the “autonomy” of automated systems and robot devices, respectively [18] (pp. 163 et seqq.) [19] (pp. 154–155), or to the legal personhood of self-learning machines [18] (p. 162) [19] (p. 164) [20] (pp. 819 et seqq.), is needed to tackle the challenges in the digital world. Acting in compliance with ethical principles improves the moral reputation, which in turn helps to gain the trust of users and citizens [21] (p. 4). Hereinafter, the impact caused by AI on the legal framework will be discussed at the hand of three prominent principles, namely (i) non-discrimination, (ii) transparency, and (iii) informational self-determination (i.e., data protection). The subsequent analysis will show how high-value standards in a democratic society can serve the interests of all concerned individuals.

Apart from the three mentioned principles, trust is a key element of human interaction [22] since it also relates to accountability and to good governance; publicly assessable accounts are a pre-condition for a sustainable society [1] (p. 7). In order to improve to foreseeability of AI systems’ effects, it is important to implement standards that design the behavioral requirements in a concise manner. Thereby, the mirroring of compliance in reality means to also rely on soft law instruments and/or provide for cooperative models, which are appropriate and fair without replicating an asymmetrical private ordering [21] (pp. 4–5).

2.3.1. Non-Discrimination

Artificial intelligence systems cause a risk of discrimination. Many examples already exist that show a certain degree of structural inequality or problems of foreseeable or unforeseeable biases, amongst others, in respect of gender considerations or the treatment of colored people [23] (pp. 7 et seqq.) [24] (nos. 21 et seqq.). Technologically, self-learning algorithmic programs do exercise the code implemented in the software; however, the design of the code is influenced by the programming person/device.

Most international legal instruments (such as the Declaration of Human Rights of the United Nations) as well as practically all national constitutions around the globe contain a provision prohibiting undue discrimination. Usually, without going into the details, the wording of the respective provisions is rather broad and encompasses direct and indirect discrimination [25] (p. 39 with further references). However, the problem of indirect discrimination consists in the fact that specific criteria seem to be “neutral” even if in their application some persons are more affected than others [24] (no. 27) [26] (pp. 10–13) [27] (pp. 680–687). In such case, the discrimination is solely based on the relation of a person to the protected group [28] (pp. 394–412).

Another practically important aspect concerns the legal situation that—at least in principle—the non-discrimination rules may only be invoked against States as users of algorithmic systems, not directly against private enterprises and individuals, except if the so-called horizontal effect of human rights against private persons is acknowledged in a given legal order. Therefore, by further developing the fundamental rights, it should be generally accepted that the right of non-discrimination constitutes an obligation to analyze and mitigate, throughout AI systems’ life cycle, the risk of unjust biases [29] (p. 23).

Furthermore, the non-discrimination principle should also encompass aspects of “fairness” playing an important role in the AI context. Fairness is an aspect showing compliance
with behavioral rules of a conscious human being. The constitutional provisions available usually do not literally refer to this term; nevertheless, it appears to be adequate to apply a broad understanding of “discrimination” [24] (nos. 25–26) [30] (pp. 22–27).

In the meantime, some legislators have become active by implementing secondary legal instruments that contain specific provisions forbidding the discrimination based on gender, race, or ethnic origin in connection with work, social support, or insurance coverage. Respective laws are particularly known in the Western hemisphere but not around the globe [23] (p. 56). Justification reasons for an “unequal” treatment are usually also foreseen but their scope is mostly restricted.

The non-discrimination principle can equally be based on the personality rights being widely recognized by State legislators. The personality rights are expressions of the individual self-determination principle and of human dignity. The exact scope depends on the wording of the stated personality rights [24] (no. 29) [25] (p. 40). Irrespective of the concrete design, such rights’ position is always linked to the already generally mentioned concepts of trust and accountability.

The protection against discrimination is also foreseen in soft law guidelines developed and published by international and regional organizations; such guidelines (as for example drafted by an expert group of the EU) often state the principle that AI systems must be based on transparent analyses and enshrine equal treatment principles [31] (nos. 80 et seqq.). According to the Organisation for Economic Co-operation and Development (OECD) Principles, AI actors playing an active role in the lifecycle of AI systems have to see to it that human rights and equal treatment principles are observed in the technological design [32] (no. 1.2). Similarly, private enterprises such as Google [33] and Microsoft [34] state the principle of non-discrimination.

The implementation of the non-discrimination principle can cause difficulties in practice since AI systems are not tailored to the specificities of the available legal instruments. Even if an actual legal vacuum does not exist, experience and academic research studies have shown that the prevailing fundamental rights principles as well as secondary normative provisions do have certain limits and are not in a position to secure a comprehensive non-discrimination protection [29] (pp. 21–22).

2.3.2. Transparency and Accountability

“Transparent” means clear, evident, and obvious. In the AI context, a culture of transparency enshrining the disclosure of the used AI applications, a description of their logic, as well as access to the structure of algorithms and to the introduced datasets should be provided [1] (p. 6). Transparency requires robust and general rules, not necessarily more regulation. Therefore, the improvement of transparency does not mean to have a quantitative increase of information, but “more” in terms of higher information quality [1] (p. 7 with further references).

The transparency principle is only partly contained in international legal instruments and national constitutions. Indirectly, however, transparency can be seen as an expression of the rule of law on a rather abstract level. In addition, access rights to data collections of governmental bodies and—with a more limited scope—to the data processing of private enterprises are also a reflection of the transparency principle [25] (p. 36). In practice, transparency plays a particularly important role in the health sector (“early warning scores”) [24] (no. 8).

In real life, transparency means explainability and interpretability of specific AI processes. Only if the concerned persons in their given environment are able to understand how the processes work and which objectives are to be envisaged can an agreement to the automated or algorithmic decision-making be assumed [35] (p. 663) [36] (pp. 41–47 and 189–207). Apart from the technical challenges in making neural networks explainable, the legal issue of existing business secrets and know how protection should not be underestimated and require a diligent balancing of interests [24] (no. 10).

In the meantime, some valuable examples can be found in the existing legislation:
• Article 5 of the EU Regulation 2019/1150 on the Promotion of Fairness and Transparency for the Commercial Users of Online Intermediary Services [37] requires the offerors of intermediary services to make transparent the ranking of the main parameters of the search, the reasons for the relative impact of such parameters, and the potential possibility to influence the ranking by paying a certain sum of money. However, the providers do not have to disclose the algorithms of the programs.

• Similar transparency requirements in favor of the consumers are contained in the EU Directive 2015/29 about illegal business practices in its newly revised version [38,39]. Further specific transparency requirements are found in legal instruments regulating the health sector.

• Many transparency requirements are usually contained in data protection laws, particularly in the EU Data Protection Regulation (GDPR) 2016/679; a person can only give the consent to the data processing if its scope and purpose is known (see below Section 2.3.3 and [24] (nos. 11, 13 and 15)).

• The transparency requirement is now also foreseen in Art. 13 of the new EU proposal for an AI Regulation (see below Section 3.2.2).

 Nevertheless, the transparency principle seems to be more clearly addressed in soft-law instruments. Most declarations and guidelines of international and regional organizations having been developed and published in connection with the more widespread use of algorithms contain specific transparency requirements. Examples can be found in the guidelines of the High-Level Group of the EU [31] (nos. 76 et seqq.) as well as in the OECD Principles [32] (no. 1.3). Google also promised to develop AI systems in a way that an adequate feedback mechanism is implemented, which discloses the relevant information to the concerned persons [33] (no. 4). Microsoft equally declares in its AI Principles that the algorithmic systems must be transparent [34] (principle “transparency”).

 However, some deficits in respect of the transparency requirements related to AI systems cannot be overlooked, particularly since—as mentioned—more transparency does not always have an added value for the concerned person and does not necessarily reach the intended purpose [25] (p. 38). A reason for this assessment has to be seen in the fact that the addressees of information often do not fully understand its contents or do not take proper note of it; furthermore, an information overload leads to confusion [40] (pp. 77–78, 79–81). This problem can even become bigger in case of AI systems due to the high complexity of machine learning systems. Therefore, special efforts of soft law should be guided in the direction of increasing the comprehensibility of information [25] (pp. 38–39).

 An often-discussed topic in connection with transparency is the matter of interpretability, which can be divided into local interpretability and global interpretability. While local interpretability tries to understand decisions made by AI for just one instance or person, global interpretability addresses the understanding of general rules that are essential for the functionality of machine learning models. The latter is also connected to the problem of non-discrimination discussed in Section 2.3.1.

 As an additional issue being closely related to transparency [41] (p. 320 et seqq. with further references), the topic of accountability must be briefly addressed. Accountability as a pervasive concept includes political, legal, philosophical, and other aspects with each of them casting a different shade on the meaning of the term. As a fundamental principle, accountability can be outlined with three elements: (i) Providing information in a timely manner, (ii) introducing standards that hold governing bodies accountable, and (iii) implementing mechanisms of sanctions [2] (p. 70 et seqq. for new discussions on accountability, with further references).

2.3.3. Data Protection

 If AI systems are processing personal data, the applicability of data protection laws is obvious. Even if some applications of AI, such as certain forms of predictive policing do not process personal data, it must be assumed that in many cases, the data protection principles of the applicable legal instrument need to be observed [42,43]. In fact, data
protection is probably the most discussed issue in connection with AI systems [26] (pp. 9–10) [42–44] (pp. 18 et seqq. and p. 44 et seqq.). Thereby, several data protection issues play a role.

The most prominent topic is the prohibition of automated decisions (with certain exceptions). According to Article 22 GDPR, the technological and socio-technical design of each automated decision-making system has to be performed in accordance with the data subject’s rights and freedoms as well as based on legitimate interests; therefore, a full assessment of the positive and negative impacts of AI systems is required [42] (p. 848).

In addition, most modern data protection laws contain (partly far-reaching) information duties of the processor of data as well as access rights of the concerned person to his/her data, partly similar to existing consumer law. These general principles apply in all cases of processing personal data, but particularly so in case of AI systems [24] (nos. 16 et seqq.) [25] (p. 35 with further references). Therefore, each AI project does have to include a data privacy analysis even if the risk cannot be overlooked that an efficient and broad realization of the respective principles meets technological difficulties in the AI environment.

Recent data protection laws have introduced the obligation of data processors to conduct a so-called data protection impact assessment if the processing of data can cause substantial risks to the concerned person. Such a data protection impact assessment is usually a complex undertaking and must be planned in view of the given data security environment of the data processor [25] (p. 35); the details of protective measures in the case of AI systems depend on the given circumstances.

Nevertheless, certain challenges of the existing data protection laws with respect to AI systems and algorithmic programs cannot be overlooked: AI technologies are constantly improving their capacity to solve tasks causing the processing of more and more data. Partly, an AI system seemingly performs the impossible by doing tasks thought to be the exclusive purview of human intelligence [42] (p. 849). In addition, a problem in assessing AI concerns the fact that it denotes the whole set of technologies [45] and that those technologies have a general-purpose nature. Therefore, the performance of a socio-technical impact assessment, which is able to weigh and balance all aspects, is necessary; in other words, a law-by-design approach is required [42] (p. 868).

3. Assessment of Regulatory Initiatives in Europe

During the last two years, organizations in Europe have been particularly active in the development of AI guidelines and are in the process of concretizing the need for legal action in normative instruments. The key drivers are the Council of Europe and the Commission of the European Union.

3.1. Council of Europe: Project for an AI Legal Instrument

3.1.1. Analysis of the Normative Environment

The Council of Europe (CoE), incorporated in 1949, with its 47 Members (extending across Europe to the Western part of Asia) has the objective to ensure human rights, democracy, and the rule of law. The basic legal instrument is the European Convention on Human Rights (ECHR) being applicable in all areas of life, including online and offline as well as regardless of the technology.

On 11 September 2019, an Ad hoc Committee on Artificial Intelligence (CAHAI) has been mandated to analyze in a report, on the basis of broad multi-stakeholder consultations, the feasibility and potential elements of a normative framework for the development, design, and application of artificial intelligence. On 17 December 2020, the CAHAI published a feasibility study not only addressing opportunities and risks arising from AI on the values of the ECHR, but also analyzing the possible legal instruments for a normative framework for governing AI processes (CAHAI-Report) [29] (p. 2).

After a discussion of the opportunities and risks arising from the design, development, and application of AI on human rights, the rule of law, and democracy, the CAHAI Report
assesses the impact of AI on the different fundamental rights, which are contained in the ECHR, namely [29] (pp. 7 et seqq.):

- Liberty and security; fair trials; no punishment without law; effective remedy (Articles 5, 6, 7, 13 ECHR);
- Private and family life; physical, psycho-social and moral integrity (Article 8 ECHR);
- Freedom of expression; freedom of assembly and association (Articles 10, 11 ECHR);
- Equality and non-discrimination (Article 14 ECHR, Protocol 12);
- Social and economic rights (Articles 2, 3, 5, 11, 12, 13 and 20 of the European Social Charter).

Furthermore, the CAHAI-Report analyzes the impact of AI on democracy; obviously, a functional democracy relies on open social and political discourse, as well as on the absence of improper voter influence or manipulation [29] (p. 10 et seqq.). In general, the concentration of power in the hands of a few private platforms influencing the public sphere can amplify risks if no regulation is in place.

Furthermore, AI systems might also affect the rule of law [29] (p. 12). In the mission of the CoE, the rule of law exercises a particularly important role; it prescribes that all public authorities act within the constraints set out by law. Therefore, the rule of law requires respect for principles such as legality, transparency, accountability, legal certainty, and effective judicial protection.

3.1.2. Discussions about the Form of the Legal Instrument

Since the Council of Europe is very much engaged in efforts that are suitable to realize normative principles to the benefit of the whole society, it is not surprising that a special and long chapter of the CAHAI-Report is devoted to the “Mapping of Instruments Applicable to Artificial Intelligence” [29] (p. 18 et seqq.). At the outset, the (few) international legal instruments applicable to artificial intelligence are shortly described; from this analysis, the conclusion is drawn that the existing instruments do not always provide adequate safeguards to the challenges raised by AI systems. The frequently available ethics guidelines on AI systems are also described [29] (p. 20). The CAHAI experts have reviewed not less than 116 documents on “ethical AI”; the CAHAI-Report notes that ethics guidelines are useful tools to exert some influence on the public decision-making over AI and to steer its developments towards social good; however, these guidelines cannot substitute mandatory governance [29] (p. 20). Therefore, the CAHAI-Report arrives at the result that, while there is no legal vacuum as regards AI regulation, a number of substantive and procedural legal gaps nevertheless exist and these gaps should be filled [29] (p. 22 et seqq.).

Since a number of essential principles that are relevant for the protection of human rights, democracy, and the rule of law in the context of AI are currently not clearly legally assured, the CAHAI-Report outlines the main elements of a legal framework for the design, development, and application of AI by addressing the key values, rights, and principles derived—in a bottom-up perspective—from sectoral approaches and ethics guidelines as well as—in a top-down perspective—from the requirements of basic fundamental principles as follows [29] (p. 27 et seqq.):

- Human dignity;
- Prevention of harm to human rights, democracy, and the rule of law;
- Human freedom and human autonomy;
- Non-discrimination, gender equality, fairness, and diversity;
- Principles of transparency and explainability of AI systems;
- Data protection and the right to privacy;
- Accountability and responsibility;
- Democracy;
- Rule of law.

For each of the mentioned basic values, the CAHAI-Report contains a list of the “key-substantive rights” and of the “key obligations”. The analysis gives a valuable overview of
the concerned legal challenges and can serve as a foundation for further discussions about the design and contents of the normative framework.

The mentioned basic values and their concretization in the form of substantive rights and obligations appear to be a good guideline for the subsequent legislative activities. In this respect, the CAHAI-Report describes a couple of policy options that have been submitted to the multistakeholder environment for comments. Possible legal instruments are the adoption of a new binding legal treaty (Convention or Framework Convention) or, alternatively, different forms of non-binding legal guidelines [29] (p. 46 et seqq.). Partly, a certain complementarity is diagnosed between the horizontal and cross-cutting elements that could form part of a conventional-type instrument and the vertical and sectoral work that could give rise to specific instruments of a different nature [29] (p. 50).

The CAHAI-Report is an excellent feasibility study, which not only addresses the major AI challenges in light of the fundamental normative principles of the ECHR, but also assesses the possible legal instruments that could be developed in order to have governed the AI systems by an appropriate legal framework. Particularly, the CAHAI-Report acknowledges that hard law and soft law instruments, preferably in a co-regulatory framework, should be considered in the design of an appropriate normative environment.

3.2. European Union: Proposal for a New AI Regulation

On 21 April 2021, the European Commission published a proposal for a Regulation of the European Parliament and of the Council “Laying Down Harmonised Rules on Artificial Intelligence” [46]. With this Regulation, the European Commission intends to implement a dense framework that should prevent or mitigate the risks caused by AI systems.

3.2.1. Background of the Regulation

As mentioned, in 2018, the European Commission appointed a High-Level Expert Group that had the task to assess the chances and risks of AI systems in an interdisciplinary way. The purpose of the efforts consisted of the attempt to issue AI guidelines that would particularly address ethics issues; the respective guidelines were published in spring 2019 [31].

In 2020, the Commission published a White Paper on artificial intelligence, setting out policy options on how to achieve the twin objective of promoting the update of AI and of addressing the risks associated with certain uses of such technology [47]. On 21 October 2020, the Council of the European Union published so-called “Conclusions” addressing the opacity, complexity, bias, unpredictability, and the partially autonomous behavior of certain AI systems with the objective of ensuring their compatibility with fundamental rights [48].

The European Parliament has also undertaken a considerable amount of work in the area of artificial intelligence. Between fall 2020 and spring 2021, several resolutions concerning AI topics (for example on ethics, liability, copyright, criminal matters, education, culture, etc.) were discussed and adopted [46] (p. 2 for further details).

The EU Commission’s proposal for a new Regulation is designed with the aim to realize the following objectives [46] (p. 3):

- Ensure that AI systems placed on the Internal Market and used are safe and respect existing law on fundamental rights and Union values;
- Ensure legal certainty to facilitate investment and innovation in AI;
- Enhance governance and effective enforcement of existing law on fundamental rights and safety requirements applicable to AI systems;
- Facilitate the development of a single market for lawful, safe, and trustworthy AI applications and prevent market fragmentation.

The proposed AI Regulation states quite detailed harmonized rules for the development, placement on the market, and use of the AI systems in the EU following a risk-based approach; the European Commission is of the opinion that such an approach would be most appropriate and proportional. The legislative project seems to be the first general
and broad attempt worldwide of introducing a legislative instrument that is designed to regulate the AI phenomenon [49].

The form of a Regulation, not of a Directive, has been chosen in order to avoid fragmentation regarding essential normative elements of the Internal Market in the EU and to increase legal certainty for both providers and users of AI systems [46] (p. 6). Between different potential policy options, the quite dense approach of a horizontal legislative instrument with mandatory requirements for high-risk AI systems and codes of conduct for non-high-risk AI systems has been chosen [46] (p. 9).

3.2.2. Contents of the Regulation

After a long Preamble of more than twenty pages, Title I of the Regulation contains rules governing its scope and outlining definitions. The important subject matter is described in Article 1; the contents are (i) harmonized rules for the placing on the market, the putting into service, and the use of AI systems; (ii) prohibitions of certain AI practices; (iii) specific requirements for high-risk AI systems and obligations for their operators; (iv) harmonized transparency rules for AI systems, intended to interact with natural persons, emotion recognition systems, and biometric categorization systems, and AI systems used to generate or manipulate image, audio, or video content, as well as (v) rules on market monitoring and surveillance. Surprisingly, however, the non-discrimination principle is not expressly laid down (see above Section 2.3.1 and [24] (no. 30)). By purpose, liability issues are not addressed, and a proposal for regulating AI liability will be published in the second half of 2021 [49] (p. 362 no. 4).

An “artificial intelligence system” is defined as “software that is developed with one or more of the techniques and approaches listed in Annex I and can, for a given set of human defined objectives, generate outputs such as content, predictions, recommendations, or decisions influencing the environments they interact with” (Article 3 para. 1). In particular, deep learning and machine learning are covered. The choice for a wide definition and its concretization in an Annex that can be adapted more easily should serve the purpose of having a technology-neutral AI description. However, whether this intention will be fully realized remains doubtful, not at least due to the fact that the proposed AI Regulation distinguishes between “embedded” AI systems and “stand-alone” AI systems being submitted to different regulatory regimes [49] (p. 363 no. 13). The data protection rules as stated in the GDPR are not affected by the new AI Regulation.

Since the AI Regulation is based on a risk-oriented approach, the first provisions deal with the completely prohibited activities. Specifically, Title II of the Regulation contains rules that state which practices shall be prohibited; the respective Article 5 is quite long and lists those AI practices that cannot be justified at all (for example social scoring, biometric recognition under certain circumstances) [49] (p. 365 nos. 25–28 for further details). Insofar, however, the long-term problem should not be underestimated that some AI systems are qualified as “forbidden” even if future technological developments would be able to minimize the risks.

The long Title III of the Regulation addresses high-risk AI systems. The detailed Article 6 distinguishes between two main groups of AI systems, namely the (i) embedded systems that have to comply with the requirements contained in several legal instruments providing for a product safety framework and the (ii) stand-alone systems to be implemented in accordance with Annex II of the Regulation. In addition, the EU Commission will be entitled to amend and modify the specific technological requirements listed in Annex III in order to diminish potential risks of AI systems (Article 7).

A concerned AI provider must fulfil different requirements, for example establish a risk management system (Article 9), implement appropriate data and data governance measures (Article 10), draw up the necessary technical documentation (Article 11), and safeguard the record-keeping (Article 12). The transparency obligations and the duties to provide information to the users are particularly important (Article 13). Furthermore, high-risk AI systems shall be designed and developed in such a way (including appropriate
human–machine interface tools) that they can be effectively overseen by natural persons during the period in which the AI system is in use (Article 14) [49] (pp. 366–368 nos. 33–44, with references to German publications).

In view of this long list of obligations imposed on AI systems providers, the compliance of AI systems with the legal framework will have to be done on the basis of quality management systems in the future (Article 17). Additional provisions address the accuracy, robustness, and cybersecurity elements, the conformity assessments, and the specific obligations of AI systems’ providers. Further transparency obligations are foreseen for certain AI systems that (i) interact with humans, (ii) are used to detect emotions or determined association with (social) categories based on biometric data, or (iii) generate or manipulate content (deep fakes).

Title V of the Regulation contributes to the objective of creating an innovation-friendly legal framework by allowing the setup of regulatory sandboxes that are resilient to disruption. The instrument of regulatory sandboxes is already known from financial market regulations and has shown its merits in dealing with newly developing technologies [50]. AI regulatory sandboxes establish a controlled environment allowing for the testing of innovative technologies for a limited time [51].

In case of an AI use other than a high-risk AI system, the implemented risk minimization measures can be based on codes of conduct. Such codes may be drawn up by individual providers of AI systems with the support of the concerned stakeholders or (more likely) by organizations representing the providers or both the providers and users (Article 69). However, in contrast to the legal situation in the data protection context (Art. 40 GDPR), the compliance with such codes of conduct does not relieve the providers of AI systems from the observation of the general compliance and risk management measures [49] (p. 371 no. 70).

The Regulation is complemented with many provisions on governance and implementation issues (including the establishment of a new “European Artificial Intelligence Board”) as well as with provisions on criminal sanctions. In the case that an enterprise is violating the proposed AI Regulation, a fine amounting to a maximum 6% of the yearly turnover of the concerned enterprise can be levied [49] (pp. 372–373 nos. 72–82).

3.2.3. Assessment of the Regulation

The proposed AI Regulation is a very detailed legal instrument being directly applicable in the Member States of the EU; the “softer” instrument of a Directive that must be transformed into national law is no longer chosen by the European Commission in the context of the Internal Market regulations (incl. digital services) in order to avoid a normative fragmentation within the EU. Such an approach has certain merits; however, it deprives nation States more and more from their legislative competences in civil law matters.

The proposal for an AI Regulation encompassing a wide variety of AI systems follows a strict risk-based approach. Such a policy option can be chosen; however, other options should also be analyzed in the preparation of the new provisions, for example a rights-oriented model (similar to the GDPR), a damages-based approach, or a cost–benefit analysis (looking at the cheapest cost avoider). The pure risk-orientation is exposed to the problem of over-regulation as the length of the proposed AI Regulation clearly shows [49] (p. 374 no. 86; slightly critical).

As far as the theoretical regulatory model is concerned, obviously, if in place, the AI Regulation will constitute hard law. Even if some instruments foreseen therein—similarly as in the case of the GDPR—belong to the category of soft law (such as the codes of conduct), the question can be raised whether it is appropriate to limit the room for co-regulatory or self-regulatory instruments to such a far-reaching extent. As outlined throughout the above general observations to the fundamental legal principles (see above Sections 2.3.1–2.3.3), a combination of regulatory models (including co-regulation) appears to be the most fruitful way to go forward [52] (pp. 97–112).
4. Outlook

Artificial intelligence confronts the legal environment with substantial but not unsurmountable challenges. The key tension consists in the fact that the use of AI systems impacts fundamental normative principles (such as non-discrimination, human rights, transparency, etc.) and not solely certain sectoral law areas (see above Section 2.3 (introduction)). Therefore, an appropriate normative concept must address the trust and ethics expectations of civil society and include its interests in the decision-making processes. As a result, AI systems can only be implemented in a normative framework securing compliance with the generally accepted fundamental rights.

The most recent initiatives presented in Europe, particularly by the Commission of the European Union, tend to implement a hard law instrument. This approach, with a detailed and dense AI Regulation harmonizing the rules on the Internal Market of the EU, is confronted with the risk that the legal provisions limit innovation by the private actors in overly tight clothes, not leaving much room for maneuver. Often, soft law instruments appear to be more suitable. If the “governed” persons are involved in the rulemaking, the chances increase that the respective legal provisions are timely as well as more business-oriented, more need-driven, and also more likely to be observed.

In the new technological environment, a flexible and innovation-friendly model of regulation is required. Insofar, the model of co-regulation appears to be particularly apt to design and frame the regulatory environment as the experience in the Internet governance context has shown. Co-regulation as a newly developed normative model between soft law and hard law allows regulators to enter into arrangements by varying scope and specificity and then—with the purpose of improving the normative quality of the rules—to clarify (or change) the expectations of the involved actors.

The ongoing discussions within the Council of Europe have concluded that several policy options should be submitted to the stakeholders for further deliberations. This approach allows for weighing and balancing the advantages and disadvantages of the different regulatory models. As outlined in this contribution, a combination of normative frameworks merits attracting more attention. The ongoing debates in Europe appear to be an appropriate laboratory for other countries around the world being confronted with the task of how the design of the legal environment for AI systems should be determined.
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