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Abstract

We consider a class of autonomous Hamiltonian systems subject to small, time-periodic perturbations. When the perturbation parameter is set to zero, the energy of the system is preserved. This is no longer the case when the perturbation parameter is non-zero.

We describe a topological method to establish orbits which diffuse in energy for every suitably small perturbation parameter \( \varepsilon > 0 \). The method yields quantitative estimates:

(i) the existence of orbits along which the energy drifts by an amount independent of \( \varepsilon \); the time required by such orbits to drift is \( O(1/\varepsilon) \);

(ii) the existence of orbits along which the energy makes chaotic excursions;

(iii) explicit estimates for the Hausdorff dimension of the set of such chaotic orbits;

(iv) the existence of orbits along which the time evolution of energy approaches a stopped diffusion process (Brownian motion with drift), as \( \varepsilon \) tends to 0. For each \( \varepsilon \) fixed, the set of initial conditions of the orbits that yield the diffusion process has positive Lebesgue measure, and in the limit the measure of these sets approaches 0. Moreover, we can obtain any desired values of the drift and variance for the limiting Brownian motion for appropriate sets of initial conditions.

A key feature of our topological method is that it can be implemented in computer-assisted proofs. We give an application to a concrete model of the planar elliptic restricted three-body problem, on the motion of an infinitesimal body relative to the Neptune-Triton system. © 2021 The Authors. Communications on Pure and Applied Mathematics published by Wiley Periodicals LLC.
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1 Introduction

1.1 Motivation

The Arnold diffusion problem concerns global instability in Hamiltonian systems under arbitrarily small perturbations, which yield the existence of orbits undergoing large effects over time. While Arnold illustrated such an instability mechanism in a particular example [2], he conjectured that it ‘is applicable to the general case (for example, to the problem of three bodies)’. Quantitative properties of Arnold’s mechanism were first explored by Chirikov [20], who conjectured that the energy of perturbed orbits can follow a diffusion process. For this reason he coined the term ‘Arnold diffusion’ to describe this behaviour.

In this paper, we develop a topological method to study Arnold diffusion in concrete models, under verifiable conditions. We consider an autonomous Hamiltonian system, in which the energy is preserved, and study its dynamics under small, time-dependent perturbations. We show that for every value of the perturbation parameter within some range, there exist orbits that drift in energy, as well as orbits that undergo chaotic excursions in energy, over an explicit energy range that is independent of the size of the perturbation. We will refer to them as ‘diffusing orbits’. Further, we extract quantitative information on the diffusing orbits: an explicit estimate on the diffusion time; an explicit estimate on the Lebesgue measure of orbits that drift in energy for every fixed perturbation parameter; an explicit estimate on the Hausdorff dimension of chaotic orbits; and an explicit description of the limiting stochastic process—as the perturbation parameter tends to 0—associated to diffusing orbits.

Some of the existing results on Arnold diffusion are devoted to arbitrarily small perturbations of ‘generic type’ in ‘generic systems’. The novelty of our work is that we obtain a mechanism of diffusion that can also be applied to concrete systems, for concrete perturbations, and for perturbation parameters from arbitrarily close to 0 up to some physically relevant value.
Besides deriving our results via a traditional mathematical proof, we produce a method that is implementable in computer-assisted proofs that use validated numerical methods. We develop a topological method that allows us to obtain—by verifying only a finite number of explicit conditions up to finite precision—asymptotic results for infinitely many parameter values (an interval with one endpoint at 0), and for infinite sets of initial conditions (of positive Lebesgue measure or of large Hausdorff dimension).

We apply this method to study diffusion in the elliptic restricted three-body problem (PER3BP), on the motion of a small body (e.g., asteroid or spaceship) under the gravity exerted by two larger bodies moving on Keplerian ellipses. We regard the eccentricity of the orbits of the large bodies as a perturbation parameter, where the unperturbed case corresponds to the planar circular restricted three-body problem (PCR3BP). We consider the PER3BP for physically relevant values of the mass ratio of the large bodies and of the eccentricity of their orbits. In particular, our results hold for the observed values in the Neptune-Triton system (which has the smallest eccentricity in the solar system). We expect that with extra work we can extend the range of applicability. For simplicity, in the rest of the paper we will describe results for the PER3BP with the same mass ratio and eccentricity as the Neptune-Triton system. Of course, since our results are quite robust, it is to be expected that they also apply to models that incorporate more small effects (such as the unrestricted three-body problem with small mass of the small body).

While in this work we focus on the PER3BP, the underlying topological method can be applied to other models, for instance, to time-dependent, generic perturbations of the geodesic flow, the so-called Mather acceleration problem.

1.2 Brief description of the main results

Consider a class of Hamiltonian systems of the form

$$H_\varepsilon(p, q, r, \phi) = H_0(p, q, r, \phi) + \varepsilon H_1(p, q, r, \phi, t; \varepsilon),$$

where \((p, q, r, \phi)\) takes values in some subdomain of \(\mathbb{R}^{n_u} \times \mathbb{R}^{n_s} \times \mathbb{R}^{n_c} \times T^{n_c},\)

\(n_u = n_s > 0, n_c > 0,\) and \(t \in T^1.\) Here \(T^k, k \geq 1,\) stands for the \(k\)-dimensional torus, and the symplectic form is \(\omega = dp \wedge dq + dr \wedge d\phi.\)

Suppose that, for the unperturbed system, when \(\varepsilon = 0,\) there exists a \((2n_c)\)-dimensional normally hyperbolic invariant manifold \(\Lambda_0,\) corresponding to \(q = p = 0,\) which can be described via action-angle coordinates \((r, \phi),\) where \(r\) is an integral of motion; that is, \(r = \text{const}\) along each trajectory in \(\Lambda_0.\) Suppose that the stable and unstable manifolds \(W^s(\Lambda_0)\) and \(W^u(\Lambda_0)\) of \(\Lambda_0\) intersect transversally. The energy \(H_0\) is preserved along trajectories; in particular, each homoclinic orbit is bi-asymptotic to the same action level set \(r = \text{const}\) in \(\Lambda_0.\) There is no diffusion in the action variable \(r.\)

When we add the perturbation, i.e., we let \(\varepsilon \in (0, \varepsilon_0],\) with \(\varepsilon_0\) sufficiently small, we have persistence of the normally hyperbolic invariant manifold \(\Lambda_0\) to some manifold \(\Lambda_\varepsilon.\) The stable and unstable manifolds \(W^s(\Lambda_\varepsilon)\) and \(W^u(\Lambda_\varepsilon)\) of \(\Lambda_\varepsilon\)
continue intersecting transversally. Take a neighborhood of \( \Lambda_\varepsilon \) where the action variable \( r \) is well-defined, and a family of return maps to that neighborhood. To show the existence of diffusing orbits, that is, orbits along which \( r \) changes by \( O(1) \), as well as symbolic dynamics relative to \( r \), it is sufficient to show that these properties can be achieved by iterating the return maps in suitable ways.

The class of systems considered above, when the unperturbed Hamiltonian has periodic/quasiperiodic orbits whose stable and unstable manifolds intersect transversally, is sometimes referred to as *a priori chaotic*. Equivalently, we can formulate the diffusion problem in terms of changes in the energy \( H_0 \) of the unperturbed system. Let \( I = H_0 - h_0 \), where \( h_0 \) is some initial energy level.

When we let \( \varepsilon > 0 \) small, the system is not autonomous, so the energy is no longer preserved. There exist diffusing orbits that follow \( W^u(\Lambda_\varepsilon) \) and \( W^s(\Lambda_\varepsilon) \) and return to a neighborhood of \( \Lambda_\varepsilon \) with an \( O(\varepsilon) \)-change in the coordinate \( I \), and implicitly an \( O(\varepsilon) \)-change in their energy. The effects of the small perturbation can accumulate over time. The existence of orbits whose \( I \)-coordinate explores a \( O(1) \)-region of the energy amounts to the Arnold diffusion phenomenon in this setting.

Our methods allow us to prove the following results:

- There exists an explicit constant \( C_{h_0} > 0 \), independent of the perturbation, such that, for each \( \varepsilon \in (0, \varepsilon_0] \), there exist orbits for which \( \| I(t(\varepsilon)) - I(0) \| \geq C_{h_0} \) for some \( t(\varepsilon) > 0 \). We provide estimates on the Lebesgue measure of such orbits. Moreover, we show that the corresponding diffusion time \( t(\varepsilon) \) satisfies \( t(\varepsilon) \leq T/\varepsilon \) for some explicit constant \( T > 0 \). This order of time for diffusion is optimal for the class of a priori chaotic systems considered in this paper.
- Given a sequence of level sets \( (I^\sigma)_{\sigma \geq 0} \), with \( \| I^{\sigma+1} - I^\sigma \| > 2\eta \varepsilon \) for some suitable \( \eta > 0 \), there exists an orbit with \( \| I(t^\sigma) - I^\sigma \| < \eta \varepsilon \) for some increasing sequence of times \( t^\sigma > 0 \) and all \( \sigma \geq 0 \).
- The set of all initial points whose orbits \( (\eta \varepsilon) \)-shadow, in terms of the variable \( I \), any prescribed sequence of level sets \( (I^\sigma)_{\sigma \geq 0} \) as above, has Hausdorff dimension strictly greater than 4.
- Consider the stochastic process \( X^\varepsilon_t(\varepsilon) \) given by the energy path along an orbit starting from \( z \), with appropriately rescaled time \( t \). Then, for every choice of \( \mu \in \mathbb{R} \), \( \sigma \in \mathbb{R}^+ \), there exists a set of points \( z \in \Omega_\varepsilon \), of positive Lebesgue measure, such that \( X^\varepsilon_t \) converges to \( \mu \mu + \sigma W_t \) as \( \varepsilon \to 0 \), where \( W_t \) is the standard Brownian motion. The convergence is in the sense of the functional central limit theorem (see Section [10]).

The situation described above is present in the PER3BP. In this case \( n_{nu} = n_x = n_c = 1 \). The PER3BP can be described as a time-periodic Hamiltonian perturbation of the autonomous Hamiltonian associated to the PCR3BP, with the perturbation parameter \( \varepsilon \) equal to the eccentricity of the orbits of the primaries. In the PCR3BP, we choose one of the equilibrium points of center-saddle type. The
typical geometric picture is the following. There is a family of Lyapunov periodic orbits around this point that forms a two-dimensional normally hyperbolic invariant manifold (NHIM) $\Lambda_0$. The dynamics restricted to $\Lambda_0$ is integrable and can be described in action-angle coordinates $(r, \phi)$ on $\Lambda_0$; each Lyapunov orbit corresponds to a unique value of $r$. The action coordinate $r$ is uniquely determined by the energy of the PCR3BP, and implicitly by $I = H_0 - h_0$. With an abuse of terminology, in what follows we will also refer to $I$ as action. The stable and unstable manifolds $W^S(\Lambda_0)$ and $W^U(\Lambda_0)$ turn around the main bodies and intersect along transverse homoclinic orbits. After the perturbation $\Lambda_0$ is perturbed to $\Lambda_\varepsilon$, with a Cantor set of Lyapunov orbits surviving as KAM tori in the extended phase space $[12]$.

1.3 Methodology

Our argument has several components that involve different tools. We first use topological methods to identify a mechanism that, given some conditions verifiable by finite computations in a concrete system, leads to the existence of orbits that diffuse and for which we have symbolic dynamics in energy. We also use some stochastic analysis and geometry to show that the topological description leads to a set of orbits—with initial conditions of positive Lebesgue measure for finite time approximation and a fixed perturbation parameter, and of positive Hausdorff dimension for arbitrarily long time—whose dynamics can be described as a stochastic process. In other words, we use traditional mathematical methods to show that some structures verifiable with finite precision, lead to dynamical, stochastic, and geometric consequences.

In a second part, we use computer-assisted proofs to verify these conditions in a concrete model of astronomical interest, namely the Neptune-Triton system. The code and the documentation for the computer-assisted proof is available on the web page of the first author.

1.4 Overview

Our argument relies on topological methods and their implementation into computer-assisted proofs. The main topological tool is correctly aligned windows with cone conditions; see [81,82].

A window is a multidimensional rectangle with some distinguished ‘topologically unstable’ and ‘topologically stable’ directions. Two windows are correctly aligned under some mapping if the image of the first window stretches across the second window along its ‘topologically unstable’ directions. Given a family of cones, a mapping is said to satisfy a cone condition if it maps cones in the family inside cones in the family. The correct alignment of windows with cone conditions can be validated using rigorous numerics with interval arithmetic.

We construct windows inside some surfaces of sections along the NHIM and along its hyperbolic stable and unstable manifolds mentioned in Section 1.2. The
NHIM and its hyperbolic stable and unstable manifolds induce stable and unstable hyperbolic coordinates as well as centre coordinates on the aforementioned surfaces of sections. The constructed windows have their ‘topologically unstable’ directions aligned with the hyperbolic unstable directions, and their ‘topologically stable’ directions aligned with the hyperbolic stable directions and centre directions combined. The correct alignment of windows is achieved by the appropriate section-to-section mappings.

To control the behavior of the windows in the centre directions, in our theoretical arguments we consider topological discs inside the windows, which are aligned with their ‘topologically unstable’ directions. These discs also satisfy cone conditions; they are uniformly bounded in the centre directions. Given a finite sequence of correctly aligned windows with cone conditions, for every such disc inside the first window there exists a disc inside the last window, which is the image of a subset of the first disc. Consequently, there exist orbits that ‘shadow’ the given sequence of windows. If the resulting disc in the last window of a sequence can be fitted inside the first window of another sequence of windows, the ‘shadowing’ can be continued through this new sequence of windows. In our constructions, we continue this ‘shadowing’ process indefinitely by concatenating only a finite collection of finite sequences of correctly aligned windows. Using these discs is a novel contribution to the method of correctly aligned windows, which allows us to obtain infinite ‘shadowing’ for systems with center coordinates by using only finitely many windows.

In constructing our diffusion results, certain sequences of correctly aligned windows from the collection yield a growth in the action variable $I$ by $O(\varepsilon)$. Other sequences yield a decay in the action $I$ by $O(\varepsilon)$. Checking the growth (resp., decay) in action $I$ by $O(\varepsilon)$ is done by computing the derivative with respect to $\varepsilon$ of the action $I$ along the underlying composition of section-to-section mappings, and showing that this derivative is larger than some positive constant (resp., smaller than some negative constant). The verification can be done via rigorous numerics. This is the key step that allows us to quantify the change in action $I$ along sequences of correctly aligned windows, for all $\varepsilon$ (including values arbitrarily close to 0).

We can follow repeatedly the sequences of windows that yield growth in action $I$ until we obtain a growth of order $O(1)$. We can also alternate sequences of windows that yield growth in action $I$ with sequences that achieve decay in action $I$ to obtain symbolic dynamics, hence chaotic orbits. The conclusions is the existence of diffusing orbits and symbolic dynamics for every value of the perturbation parameter $\varepsilon \in (0,\varepsilon_0]$. We emphasize that our procedure involves the construction of only finitely many windows, and the rigorous verification of only finitely many correct alignments with cone conditions.

The orbits that achieve diffusion and symbolic dynamics have initial points lying on $C^0$-families of discs. This allows us to obtain information about the Lebesgue measure and the Hausdorff dimension of such orbits.
Moreover, we use the symbolic dynamics to show the existence of orbits whose time evolution of the action variable $I$ follows a random walk. For $\varepsilon > 0$ fixed, the set of initial points that follow such a random walk for finitely many steps has positive Lebesgue measure. When we let $\varepsilon \to 0$, we obtain in the limit a stopped diffusion process (Brownian motion with drift). Moreover, we can obtain any Brownian motion with drift that we wish, for suitable choices of sets of initial points.

1.5 Related works

In the recent years, the Arnold diffusion problem has taken a central role in the study of Hamiltonian dynamics. Significant works, using variational methods or geometric methods, include [3, 5, 7, 10, 11, 15, 19, 22, 24, 26, 32, 35, 38–40, 45, 47, 48, 58, 60, 65, 72–74, 83]. There are also numerical approaches, including [33, 43, 44, 51, 53, 55, 70, 71, 79]. Part of the interest in Arnold diffusion is owed to the seminal work of John Mather in the field [61, 62], as well as to possible applications to celestial mechanics, dynamical astronomy, particle accelerators, and plasma confinement; see, e.g., [21, 52, 58].

In particular, various mechanisms for Arnold diffusion in the $N$-body problem have been examined in several papers, including [12, 13, 27, 28, 31, 34, 63, 77, 78]. The present work is closely related to [12], in which Arnold diffusion is shown in the PERTBP, using a shadowing lemma for NHIM’s [38] and numerical arguments. The paper [12] assumes the existence of a NHIM, and does not provide quantitative estimates on diffusion; also, the numerical experiments are nonrigorous. In the present paper we develop an entirely new methodology, which does not need to assume or to verify the existence of a NHIM. Moreover, we provide quantitative estimates via computer-assisted proofs. In particular, we show that diffusing orbits exist in the concrete system under consideration, with the given mass parameter and up to the true value of the eccentricity.

Several works, including [4, 6, 8, 35–37, 42, 56, 65, 73, 83], obtain estimates on the diffusion time. A novelty of our results is that we provide optimal estimates on the diffusing time with explicit constants, and for the full range of parameters under consideration.

Estimates on the Hausdorff dimension of the set of initial conditions for unstable orbits appear, for example, in [31], where they study oscillatory motions in the Sitnikov problem and in the PCR3BP. In this paper we provide estimates on the Lebesgue measure of the set of initial conditions for orbits that drift on energy, and on the Hausdorff dimension of the set of initial conditions for orbits undergoing symbolic dynamics.

Related works that provide analytic results on the stochastic process followed by diffusing orbits in random iterations of the maps appear in [14, 49, 67, 68]. There are also heuristic arguments and numerical work, e.g., [20, 46, 54]. A novelty of this paper is that we provide rigorous results, via a computer-assisted proof, on the stochastic process underlying diffusing orbits, as the perturbation parameter tends.
to 0. Moreover, we can obtain in the limit any Brownian motion with drift, that is, any value of the drift and variance.

2 Statement of the Main Theorem

Our results on Arnold diffusion in the PER3BP are stated in Theorem 2.1. They are derived from the general results obtained in this paper—Theorems 4.2, 4.5, 4.7, and 4.9. These general results and the underlying methodology can be applied to other models, for instance, to time-dependent, generic perturbations of the geodesic flow [22, 24, 37].

2.1 Model

We first briefly introduce the model and then state the main result. Our model describes the motion of a massless particle (e.g., an asteroid or a spaceship), under the gravitational pull of two large bodies, which we call primaries. The primaries rotate in a plane along Keplerian elliptical orbits with eccentricity \( \varepsilon \), while the massless particle moves in the same plane and has no influence on the orbits of the primaries. We use normalized units, in which the masses of the primaries are \( 1 - \mu \) and \( 1 \). We consider a frame of ‘pulsating’ coordinates that rotates together with the primaries, making their position fixed on the horizontal axis [69]. The motion of the massless particle is described via the Hamiltonian \( H_\varepsilon : \mathbb{R}^4 \times T \to \mathbb{R} \)

\[
H_\varepsilon(X, Y, P_X, P_Y, \theta) = \frac{(P_X + Y)^2 + (P_Y - X)^2}{2} - \frac{\Omega(X, Y)}{1 + \varepsilon \cos(\theta)},
\]

\[
\Omega(X, Y) = \frac{1}{2} \left( X^2 + Y^2 \right) + \frac{(1 - \mu)}{r_1} + \frac{\mu}{r_2},
\]

\[
r_1^2 = (X - \mu)^2 + Y^2,
\]

\[
r_2^2 = (X - \mu + 1)^2 + Y^2.
\]

The corresponding Hamilton equations are

\[
\begin{align*}
\frac{dX}{d\theta} &= \frac{\partial H_\varepsilon}{\partial P_X}, & \frac{dP_X}{d\theta} &= -\frac{\partial H_\varepsilon}{\partial X}, \\
\frac{dY}{d\theta} &= \frac{\partial H_\varepsilon}{\partial P_Y}, & \frac{dP_Y}{d\theta} &= -\frac{\partial H_\varepsilon}{\partial Y},
\end{align*}
\]

where \( X, Y \in \mathbb{R} \) designate the position coordinates of the massless particle, and \( P_X, P_Y \in \mathbb{R} \) are the associated linear momenta. The variable \( \theta \in T \) is the true anomaly of the Keplerian orbits of the primaries, where \( T \) denotes the one-dimensional torus. The system is nonautonomous; thus we consider it in the extended phase space, of dimension 5, which includes \( \theta \) as an independent variable. We use the notation \( \Phi_\varepsilon^\theta \) to denote the flow of (2.2) in the extended phase space, which includes \( \theta \in T \).
When $\varepsilon = 0$ the corresponding Hamiltonian $H_0$ describes the PCR3BP, and
the variable $\theta$ represents the physical time. An important feature of our model
is that the Hamiltonian $H_0$ is autonomous; hence the energy is preserved. The energy
$H_0$ is no longer preserved when $\varepsilon > 0$. The main objective of this paper is to
investigate the changes in the energy when $\varepsilon > 0$.

There are certain geometric structures that organize the dynamics. The Hamil-
tonian vector field of $H_0$ has five equilibrium points. One of these points, denoted
by $L_1$, is located between the primaries, and is of center-stable linear stability type.
There exists a family of Lyapunov periodic orbits about $L_1$. Each Lyapunov pe-
riodic orbit is uniquely characterized by some fixed value of the energy $H_0$. The
family of Lyapunov orbits form a normally hyperbolic invariant manifold (NHIM)
with boundary in the phase space, which we denote as $\Lambda_0$. The NHIM has
associated stable and unstable manifolds, $W^s(\Lambda_0)$ and $W^u(\Lambda_0)$, respectively. For
certain values of the mass ratio and energy, one can observe numerically that $W^s(\Lambda_0)$
and $W^u(\Lambda_0)$ intersect transversally.

The NHIM $\Lambda_0$ and the homoclinic orbits to $\Lambda_0$ are the geometric objects on
which the computer-assisted proof is based. We emphasize that in the computer-
assisted proof we do not need an explicit knowledge of these objects. We only use
numerical approximations of these objects to construct the tools—correctly aligned
windows with cone condition—which are used in the computer-assisted proof.

2.2 Main theorem

Below we state our main theorem.

THEOREM 2.1. Consider the Neptune-Triton PER3BP, with mass ratio $\mu = 2.089 \cdot 10^{-4}$,
and orbit eccentricity $e_0 = 1.6 \cdot 10^{-5}$. Let $h_0$ be a fixed energy level,
specified below, and $I = H_0 - h_0$ be the rescaled energy. We have the following
results:

(1) (Diffusing orbits) There exist $C_{h_0} > 0$ and $T > 0$ such that for every $\varepsilon \in (0, e_0]$, there exists a point $z(\varepsilon)$ and a time $t(\varepsilon) \in (0, T/\varepsilon)$ such that

$$ I(\Phi_{t(\varepsilon)}^\varepsilon(z(\varepsilon))) - I(z(\varepsilon)) > C_{h_0}. $$

The Lebesgue measure of the set of points $z$ satisfying (2.3) has a lower
bound given by Theorem 4.2, where the respective constants are defined in
Theorem 5.14 and (5.23).

(2) (Symbolic dynamics) There exists $\eta > 0$ such that for every $\varepsilon \in (0, e_0]$ and
every sequence $\{I^n\}_{n \in \mathbb{N}}$, $I^n \in [2\eta \varepsilon, C_{h_0} - 2\eta \varepsilon]$ with $|I^{n+1} - I^n| > 2\eta \varepsilon$
there exists a point $z$ and an increasing sequence of times $t^n > 0$ for $n \in \mathbb{N}$
such that

$$ |I(\Phi_{t^n}^\varepsilon(z)) - I^n| < \eta \varepsilon \quad \text{for all } n \in \mathbb{N}. $$

(3) (Hausdorff dimension) Given $\{I^n\}_{n \in \mathbb{N}}$ as in (2), the Hausdorff dimension
of the set

$$ \{z : \exists (t^n)_{n \in \mathbb{N}} \text{ positive and increasing s.t. } \forall n \in \mathbb{N}, |I(\Phi_{t^n}^\varepsilon(z)) - I^n| < \eta \varepsilon\} $$
is strictly greater than 4 (in the five-dimensional extended phase space).

(4) (Stochastic behavior) Let $\gamma > \frac{3}{2}$. For each $X_0 \in (0, C_{h_0}), \mu \in \mathbb{R}, \sigma > 0$, consider the stochastic processes

$$X^0_t := X_0 + \mu t + \sigma W_t \quad \text{for } t \in [0, 1].$$

For $\varepsilon > 0$ and a given point $z$, define the energy path

$$X^\varepsilon_t(z) := I(\Phi^\varepsilon_{\varepsilon t}(z)) \quad \text{for } t \in [0, 1].$$

Define the stopping time

$$\tau = \tau(X^\varepsilon) := \inf\{t : X^\varepsilon_t \geq C_{h_0} \text{ or } X^\varepsilon_t \leq 0\}.$$

Then for every $0 < \varepsilon < \varepsilon_0$ there exists a set $\Omega_\varepsilon$ of positive Lebesgue measure, such that the process $X^\varepsilon_t : \Omega_\varepsilon \to \mathbb{R}$ for $t \in [0, 1]$ has the limit

$$\lim_{\varepsilon \to 0} X^\varepsilon_{t \wedge \tau} = X^0_{t \wedge \tau},$$

where $t \wedge \tau = \min(t, \tau)$. Above, $\Omega_\varepsilon$ is endowed with the sigma field of Borel sets and the normalized Lebesgue measure (i.e., $\mathbb{P}_\varepsilon(\Omega_\varepsilon) = 1$), and the limit is in the sense of the functional central limit theorem (see Section 10).

The constants in the statements (1)–(4) above can be chosen as

$$h_0 = -1.5050906397016, \quad C_{h_0} = 10^{-6}, \quad T = \frac{1}{4}, \quad \eta = 10^{-2}.$$  

Remark 2.2. In the statement of Theorem 2.1, $\varepsilon_0 = 1.6 \cdot 10^{-5}$ represents the true value of the eccentricity of the orbit of Triton. This is among the lowest values of orbital eccentricities among the planets and moons in our solar system. Triton is believed to have been captured by Neptune about 1 billion years ago in a highly eccentric orbit, which decayed in time to the currently observed value [1].

The PRE3BP is a simplified model, which neglects the effects of the other bodies in the solar system on the small particle. In the case of the Neptune-Triton system such effects are not negligible. We therefore do not claim that our results are fully physical. They should be viewed as a mathematical model of some planet-moon or star-planet system, which is isolated from other effects. We have chosen the Neptune-Triton system due to its small eccentricity. When eccentricity is small, it is hard to observe diffusion directly by integrating the system and measuring the change in energy along the trajectory.

Remark 2.3. The constant $h_0$ in the statement of Theorem 2.1 is the energy of some Lyapunov orbit, depicted in Figure 5.1. This is merely a choice of convenience.

Statement (1) of Theorem 2.1 shows the existence of orbits that diffuse in energy for the whole range of eccentricities from 0 up to the current value of the eccentricity of the orbit of Triton. In particular, there exist orbits whose energy changes

\footnote{Alternatively we could define the energy paths as $X^\varepsilon_t(z) := I(\Phi^\varepsilon_{\varepsilon t}(z))$ by taking sufficiently large $\gamma > 0$. The explicit size of such a $\gamma$ and the related details are outlined in the footnotes in Section 10.}
by at least \( C_{h_0} = 10^{-6} \), in a time at most \( T / \varepsilon_0 = \frac{5}{\varepsilon} \cdot 10^5 \), in normalized units. In real units these values are physically significant. Indeed, the energy drift \( C_{h_0} \) corresponds to a distance of order 1 km between two Lyapunov orbits whose energy differs by \( C_{h_0} \). Since the orbital period of Triton is 6 days, which corresponds to \( 2\pi \) in our model, the time \( T / \varepsilon_0 \) needed to achieve this change is under 42 years. Yet the Lebesgue measure of the set of initial points of diffusing orbits which we establish is exponentially small in \( \varepsilon \).

Statement (2) of Theorem 2.1 shows that any sequence of energy levels within the range \((0, C_{h_0})\) can be \( \mathcal{O}(\varepsilon) \)-shadowed by true orbits. There is a mild condition that these level sets should be chosen \( \mathcal{O}(\varepsilon) \) apart from one another as well as from the endpoints of the energy range.

Statement (4) of Theorem 2.1 shows that for any prescribed Brownian motion with drift, there exist sets of initial conditions \( \Omega_{\varepsilon} \) for which the corresponding energy paths approach asymptotically as \( \varepsilon \to 0 \), the given Brownian motion with drift. This fact is consistent with Chirikov’s empirical observations in [20] that different sets of initial conditions yield different stochastic processes. The obtained sets \( \Omega_{\varepsilon} \) have positive Lebesgue measure that goes to 0 as \( \varepsilon \to 0 \). The broader question on characterizing the limiting stochastic process for a fixed set of initial points of positive measure is an open question.

We emphasize that the methodology in this paper can be used to obtain results similar to those in Theorem 2.1 for other concrete three-body problems, with higher values of the eccentricity.

**Remark 2.4.** The diffusion time of order \( \mathcal{O}(1/\varepsilon) \) in (1) is optimal for a priori chaotic Hamiltonian systems in the sense that the energy \( H_0(z(t)) \), hence the action \( I \), cannot grow in time faster than \( \mathcal{O}(\varepsilon) \) (see, e.g., [35, 37]). Indeed, if \( z(t) \) is a solution of a Hamiltonian of the form

\[
H_0(z, t) = H_0(z) + \varepsilon H_1(z, t; \varepsilon),
\]

then we have

\[
\frac{d}{dt} H_0(z(t)) = \varepsilon [H_0, H_1](z(t), t; \varepsilon),
\]

where \([\cdot, \cdot]\) denotes the Poisson bracket. In our setting, both \( H_0 \) and \( H_1 \) and their derivatives are bounded since we restrict to \( z \) in a compact neighborhood of some homoclinic orbit, \( t \in T^1 \), and \( \varepsilon \in [0, \varepsilon_0] \); see Section 5 and in particular Figure 5.1. This implies that there is a constant \( A > 0 \) such that

\[
|H_0(z(t)) - H_0(z(0))| \leq \varepsilon At \quad \text{for all} \ t \geq 0;
\]

hence the energy \( H_0(z(t)) \) cannot grow faster than linearly in time, with an \( \mathcal{O}(\varepsilon) \) growth rate.

3 Tools

Our diffusion mechanism will be based on some abstract topological results—Theorems 4.2, 4.5, 4.7, and 4.9—from which the proof of Theorem 2.1 will follow.
These results are formulated in the general context of a nonautonomous, parameter-dependent \( C^r \)-smooth Hamiltonian \( H_\varepsilon : \mathbb{R}^{n_u + n_s + 2n_c} \times T \to \mathbb{R} \) of the form
\[
H_\varepsilon (z, t) = H_0(z) + \varepsilon H_1(z, t; \varepsilon),
\]
where \( r \geq 3, n_u = n_s \geq 1, n_c \geq 1, \) and \( \varepsilon \in [0, \varepsilon_0] \). The associated ODE is
\[
z'(t) = J \nabla_z H_\varepsilon (z(t), t),
\]
where \( J \) is the standard, almost complex structure on \( \mathbb{R}^{n_u + n_s + 2n_c} \). Although \( n_u = n_s \), we will keep the two notations separate for convenience. (In what follows, \( n_u \) will play the role of the dimension of the ‘unstable’ variables, \( n_s \) of the ‘stable’ variables, and \( 2n_c \) of the ‘center’ ones).

We denote by \( \Phi_\varepsilon^t(z, \theta) \) the flow induced by (3.2) in the extended phase space, where \( (z, \theta) \in \mathbb{R}^{n_u + n_s + 2n_c} \times T \) and \( \theta'(t) = 1 \). Note that for \( \varepsilon = 0 \) the system (3.1) is autonomous, so \( H_0 \) is preserved along the solutions.

In the context of the PER3BP it is enough to consider \( n_u = n_s = n_c = 1 \), but we formulate the general results in the higher-dimensional setting when \( n_u = n_s \geq 1 \) and \( n_c = 1 \), since this can be done at no expense. The results can also be generalized to \( n_c \geq 1 \). We refrain from doing so here since the statements become too technical. We comment on such generalization in Sections 7, 8, 9, and 10, where we prove the four general results.

### 3.1 Iterated function systems

In our general results that lead to the proof of the Main Theorem [2.1], we use a system of maps as defined below, rather than the flow.

Let
\[
\{(\Sigma_{\ell,0}, \ldots, \Sigma_{\ell,k_\ell})\}_{\ell \in L}
\]
be a finite collection of sections in the extended phase space \( \mathbb{R}^{n_u + n_s + 2n_c} \times T \), where \( L \) is a finite set, and \( k_\ell \geq 0 \) for each \( \ell \in L \). We assume that each section \( \Sigma_{\ell,i} \) is (locally) transverse to the flow \( \Phi_\varepsilon^t \), and is homeomorphic to \( \mathbb{R}^{n_u} \times \mathbb{R}^{n_s} \times \mathbb{R} \times T \),
\[
\Sigma_{\ell,i} \simeq \mathbb{R}^{n_u} \times \mathbb{R}^{n_s} \times \mathbb{R} \times T,
\]
with local coordinates
\[
v = (x, y, I, \theta), \quad x \in \mathbb{R}^{n_u}, \quad y \in \mathbb{R}^{n_s}, \quad (I, \theta) \in \mathbb{R} \times T.
\]

The coordinate \( I \) on each section \( \Sigma_{\ell,i} \) is defined by \( I = H_0 - h_0 \), where \( H_0 \) is the energy of the unperturbed Hamiltonian when \( \varepsilon = 0 \) in (3.1), and \( h_0 \) is some initial level of the energy \( H_0 \).

Further, we assume that
\[
\Sigma_{\ell,0} = \Sigma_{\ell,k_\ell} = \Sigma_0,
\]
where \( \Sigma_0 \) is a fixed section for all \( \ell \in L \). The sections are assumed to be independent of \( \varepsilon \).
For a given \( \ell \in L \) and \( i \in \{1, \ldots, k_\ell \} \), we define \( \tau_{\ell,i} : \Sigma_{\ell,i-1} \to \mathbb{R} \) by
\[
\tau_{\ell,i}(z, \theta) := \inf\{t > 0 : \Phi^\varepsilon_{\ell,i}(z, \theta) \in \Sigma_{\ell,i}\}.
\]
Then we define the family of maps \( f_{\ell,i,e} : \Sigma_{\ell,i-1} \to \Sigma_{\ell,i} \) for \( i \in \{1, \ldots, k_\ell \} \) to be the section-to-section mappings along the flow, i.e., \( f_{\ell,i,e} = \Phi^\varepsilon_{\ell,i} \). Note that \( \tau_{\ell,i} \) and \( f_{\ell,i,e} \) are only locally defined.

We use the section-to-section mappings to define return maps \( F_{\ell,e} : \Sigma_0 \to \Sigma_0 \) associated to each family of sections associated to \( \ell \in L \), i.e.,
\[
F_{\ell,e} = f_{\ell,k_\ell,e} \circ \cdots \circ f_{\ell,1,e}.
\]
The dynamics of primary interest is that of the iterated function system (IFS)
\[
\mathcal{F}_e = \{F_{\ell,e} \}_{\ell \in L},
\]
which depends on \( e \in [0, \varepsilon_0] \). For a fixed \( e \), an orbit of a point \( z_0 \) under the IFS is given by
\[
z_n = F_{\ell_n,e} \circ \cdots \circ F_{\ell_1,e}(z_0),
\]
for some choice of \( \ell_1, \ldots, \ell_n \in L \). Note that the same point \( z_0 \) can yield different orbits depending on the choice of successive maps that are applied.

We express the maps \( f_{\ell,i,e} \) as well as \( F_{\ell,e} \) in the local coordinates of the sections, i.e.,
\[
f_{\ell,i,e} : \mathbb{R}^{n_u} \times \mathbb{R}^{n_s} \times \mathbb{R} \times T \to \mathbb{R}^{n_u} \times \mathbb{R}^{n_s} \times \mathbb{R} \times T \quad \text{for} \ i \in \{1, \ldots, k_\ell\},
\]
\[
F_{\ell,e} : \mathbb{R}^{n_u} \times \mathbb{R}^{n_s} \times \mathbb{R} \times T \to \mathbb{R}^{n_u} \times \mathbb{R}^{n_s} \times \mathbb{R} \times T \quad \text{for} \ \ell \in L.
\]

Since \( I \) is defined by \( I = H_0 - h_0 \), it is a first integral of the Hamiltonian vector field of \( H_0 \). A change in \( I \) is equivalent to a change in the energy \( H_0 \). We will refer to \( I \) as the ‘action variable’ and to the \( \theta \) as the ‘angle’ variable. We point out that we do not require the coordinate systems \((x, y, I, \theta)\) to be symplectic though.

For the unperturbed system, with \( e = 0 \), the ODE that drives our IFS is autonomous, and hence the energy \( H_0 \), and implicitly the action \( I \), are both preserved by the maps, i.e.,
\[
\pi_I \int_{\ell,1,e=0} (z) = \pi_I z.
\]

**Remark 3.1.**

1. In the case of the PER3BP, in the definition of the action \( I = H_0 - h_0 \), the energy \( h_0 \) is chosen as the energy level of some Lyapunov orbit.
2. In the case of the PER3BP, for each index \( \ell \in L \), we construct a sequence of sections \((\Sigma_{\ell,0}, \ldots, \Sigma_{\ell,k_\ell})\) so that some of the sections are positioned along a homoclinic orbit to \( \Lambda_0 \), and some other sections are positioned along the NHIM \( \Lambda_0 \) itself. In our constructions we will always use the same number of sections along the homoclinic orbit, but we will use a varying number of sections along the NHIM. (For example, after a homoclinic excursion we can cross different numbers of sections around the normally hyperbolic invariant manifold in order to return to the manifold at different angles.) Different
sequences of sections, corresponding to different indices $\ell$, may share some common sections. Overall, there is a finite number of sections, and therefore a finite number of sequences of sections that we use.

The index $\ell$ plays the role of a selector, which we use to designate a particular sequence of sections in order to achieve a desired effect on the dynamics.

More generally, if we use more than one homoclinic orbit, we can associate different sets of indices $\ell$ to sequences of sections associated to different homoclinics.

For the general results, we consider the case of using more than one homoclinic orbit; therefore we allow multiple sets of sections, corresponding to different homoclinics.

3. The dynamics of interest for establishing diffusion is that of the maps $F_{\ell,e}$ in the IFS. The section-to-section maps $f_{\ell,i,e}$ play a technical role in the computer-assisted proof. They allow for shorter integration times between respective sections. This helps in the setting of strong expansion along the unstable coordinate and improves the accuracy of the estimates.

3.2 Cone conditions

Let $\mathbb{R}^n = \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}$, and let $Q : \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \to \mathbb{R}$ be a function given by

$$Q(z_1, z_2) = \|z_1\|_{n_1}^2 - \|z_2\|_{n_2}^2,$$

where $\| \cdot \|_{n_i}$ are some norms on $\mathbb{R}^{n_i}$ for $i = 1, 2$. For a point $z \in \mathbb{R}^n$ we define the $Q$-cone at $z$ as the set $\{z' \in \mathbb{R}^n : Q(z - z') > 0\}$.

**Definition 3.2.** Let $Q_1, Q_2 : \mathbb{R}^{n_1} \times \mathbb{R}^{n_2} \to \mathbb{R}$ be cones of the form (3.9). We say that a continuous map $f : \mathbb{R}^n \to \mathbb{R}^n$ satisfies a $(Q_1, Q_2)$-cone condition if

$$Q_1(z - z') > 0 \quad \text{implies} \quad Q_2(f(z) - f(z')) > 0$$

for all $z, z'$.

Condition (3.10) means that if $z'$ is inside the $Q_1$-cone based at $z$, then $f(z')$ is inside the $Q_2$-cone based at $f(z)$.

For the general results, in (3.9) we will take

$$n_1 = n_u, \quad n_2 = n_s + 2, \quad z = (z_1, z_2) \in \mathbb{R}^{n_u + n_s + 2},$$

with $z_1 = x \in \mathbb{R}^{n_u}, z_2 = (y, I, \theta) \in \mathbb{R}^{n_s + 2}$. and the norms

$$\|z_1\|_{n_1} = \|x\| \text{ and } \|z_2\|_{n_2} = \max \left\{ \frac{1}{a_y} \|y\|, \frac{1}{\varepsilon a_I} \|I\|, \frac{1}{a_\theta} \|\theta\| \right\},$$

where $\| \cdot \|$ denotes the Euclidean norm and $a_y, a_\theta, a_I > 0$ are constants independent of $\varepsilon$. Then the mapping defining the corresponding cone is given by

$$Q^e(x, y, I, \theta) = \|x\|^2 - \left( \max \left\{ \frac{1}{a_y} \|y\|, \frac{1}{\varepsilon a_I} \|I\|, \frac{1}{a_\theta} \|\theta\| \right\} \right)^2.$$
Note that $Q^\varepsilon$ represents a family of functions, parametrized by $\varepsilon > 0$. If we also want to emphasize the dependence on $a = (a_y, a_I, a_\theta) \in \mathbb{R}^3_+$, we write $Q^\varepsilon_a$ instead of $Q^\varepsilon$.

We shall keep in mind that $Q^\varepsilon(x, y, I, \theta) > 0$ implies

\begin{equation}
\label{eq:3.12}
a_y \|x\| \geq \|y\|, \quad a_\theta \|x\| \geq \|\theta\|, \quad \varepsilon a_I \|x\| \geq \|I\|.
\end{equation}

### 3.3 Correctly aligned windows

We shall write $B^n(\cdot, r)$ to denote a ball in $\mathbb{R}^n$ of radius $r$ centered at $\cdot$, $\partial B^n(\cdot, r)$ for its closure, $\partial B^n(\cdot, r)$ for its boundary, and $B^n$ for a unit ball in $\mathbb{R}^n$ centered at $0$. Here the balls are considered under some norms on $\mathbb{R}^n$.

A window in $\mathbb{R}^n = \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}$ is a set of the form $N = \overline{B}^{n_1}(z_1, r_1) \times \overline{B}^{n_2}(z_2, r_2) \subset \mathbb{R}^n$ with a choice of an ‘exit set’ and ‘entry set’, respectively, given by

\[ N^- := \partial \overline{B}^{n_1}(z_1, r_1) \times \overline{B}^{n_2}(z_2, r_2), \quad N^+ := \overline{B}^{n_1}(z_1, r_1) \times \partial \overline{B}^{n_2}(z_2, r_2). \]

**Definition 3.3.** ([82, def. 6]) Assume that $N$ and $M$ are windows in $\mathbb{R}^n$, and let $f : N \to \mathbb{R}^n$ be a continuous mapping.

We say that $N$ is correctly aligned with $M$, and write

\[ N \xrightarrow{f} M \]

if the following conditions are satisfied:

1. There exists a continuous homotopy $\chi : [0, 1] \times N \to \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}$ such that the following conditions hold true:
   \[ \chi_0 = f, \quad \chi([0, 1], N^-) \cap M = \emptyset, \quad \chi([0, 1], N) \cap M^+ = \emptyset. \]

2. There exists a linear map $A : \mathbb{R}^{n_1} \to \mathbb{R}^{n_1}$ such that
   \[ \chi_1(z_1, z_2) = (Az_1, 0) \] for all $(z_1, z_2) \in N \subset \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}$,
   \[ A(\partial B^{n_1}) \subset \mathbb{R}^{n_1} \setminus \overline{B}^{n_1}. \]

Intuitively, Definition 3.3 states that $f(N)$ is topologically aligned with $M$ as in Figure 3.1. The coordinate $z_1$ corresponds to the ‘topologically unstable’ directions, and $z_2$ to the ‘topologically stable’ directions.

The terminology of a ‘window’ and ‘correctly aligned windows’ was introduced by Easton in [29]. An alternative terminology which refers to ‘windows’ as ‘h-sets’, and to ‘correct alignment’ as ‘covering relation’, has been introduced in [82], where the method of [29] has been generalized.

**Definition 3.4.** If $N$ is correctly aligned with $M$, and the function $f$ also satisfies a $(Q_1, Q_2)$-cone condition, then we say that we have a correct alignment with cone conditions, and denote this by

\[ (N, Q_1) \xrightarrow{f} (M, Q_2). \]
Remark 3.5. Correct alignment of windows and cone conditions are robust. When they hold for \( f \), then they will also hold for functions that are sufficiently \( C^1 \)-close to \( f \).

For the general results we will consider windows of the form

\[
N = \overline{B}^{u_x} \times \overline{B}^{s_x} \times [I^1, I^2] \times [\theta^1, \theta^2] \subset \mathbb{R}^{n_u} \times \mathbb{R}^{n_s} \times \mathbb{R} \times \mathbb{T}^1,
\]

where \( I^1, I^2 \in \mathbb{R} \), \( I^1 < I^2 \), \( \theta^1, \theta^2 \in [0, 2\pi) \), \( \theta^1 < \theta^2 \).

In terms of coordinates, \( z = (z_1, z_2) \in N \) if \( z_1 = x \in \overline{B}^{u_x}, z_2 = (y, I, \theta) \), where \( y \in \overline{B}^{s_y}, I \in [I^1, I^2] \), and \( \theta \in [\theta^1, \theta^2] \). The coordinate \( x \) is the topologically unstable coordinate, and \( y, I, \theta \) the topologically stable coordinates.

The exit set of \( N \) is defined by

\[
N^- = \partial(\overline{B}^{u_x} \times \overline{B}^{s_x} \times [I^1, I^2] \times [\theta^1, \theta^2]),
\]

and the entry set by

\[
N^+ = \overline{B}^{u_x} \times \partial(\overline{B}^{s_x} \times [I^1, I^2] \times [\theta^1, \theta^2]).
\]

Remark 3.6. In the context of the PER3BP, we will construct windows contained in the Poincaré sections \( \Sigma_{\ell,i} \), which are correctly aligned under the section-to-section mappings \( f_{\ell,i,e} : \Sigma_{\ell,i-1} \rightarrow \Sigma_{\ell,i} \). The sections and the section-to-section mappings are as in Section 3.1. Via the local coordinates of the sections, the windows are given as subsets of \( \mathbb{R}^{u+u_s+2} \) and the section-to-section mappings as maps \( f_{\ell,i,e} : \mathbb{R}^{u+u_s+2} \rightarrow \mathbb{R}^{u+u_s+2} \). Relative to these local coordinates, we will verify that the coordinate \( x \) is expanded and the coordinate \( y \) is contracted by the maps \( f_{\ell,i,e} \). The coordinates \( I, \theta \) play the role of centre coordinates, as they remain ‘neutral’ under the maps \( f_{\ell,i,e} \), which means that the expansion and contraction rates in \( I, \theta \) are dominated by those in \( x, y \). In the context of the windowing method, we treat the \( x \)-coordinate as topologically unstable, and the \( (y, I, \theta) \) as topologically stable. In order to achieve topological stability in \((I, \theta)\), at each step of the correct alignment we choose the successive windows \( N \) and \( M \) such that the \((I, \theta)\)-component of \( M \) contains inside it the projection of the image of \( N \) onto the \((I, \theta)\)-coordinates.

### 3.4 Connecting sequences

We work in the framework of the IFS introduced in Section 3.1.
Consider two sets in $\Sigma_0$, which we shall refer to as energy strips:

\[
S^u = \overline{B}^{n_u} \times \overline{B}^{n_u} \times \mathbb{R} \times S_0^u \quad \text{and} \quad S^d = \overline{B}^{n_d} \times \overline{B}^{n_d} \times \mathbb{R} \times S_0^d,
\]

where

\[
S_0^u = [\theta^u_1, \theta^u_2] \quad \text{and} \quad S_0^d = [\theta^d_1, \theta^d_2].
\]

The indices $u, d$ are meant to suggest that when an orbit starts from $S^u$ and returns to $S^u$, the action variable $I$ goes up, and when it starts from $S^d$ and returns to $S^d$, the action variable $I$ goes down.

**Definition 3.7. (Connecting sequence)**

1. A connecting sequence consists of a sequence of windows

\[
N_{\ell,0}, N_{\ell,1}, \ldots, N_{\ell,k_\ell-1}, N_{\ell,k_\ell},
\]

a sequence of cones

\[
Q^e_{\ell,0}, Q^e_{\ell,1}, \ldots, Q^e_{\ell,k_\ell-1}, Q^e_{\ell,k_\ell},
\]

and a sequence of maps

\[
f_{\ell,i,e}, \quad i = 1, \ldots, k_\ell,
\]

for some $\ell \in L$ such that the following correct alignments with cone conditions hold:

\[
(N_{\ell,0}, Q^e_{\ell,0}) \xrightarrow{f_{\ell,1,e}} (N_{\ell,1}, Q^e_{\ell,1}) \xrightarrow{f_{\ell,2,e}} \cdots \xrightarrow{f_{\ell,k_\ell,e}} (N_{\ell,k_\ell}, Q^e_{\ell,k_\ell}).
\]

Above, we assume that the cone $Q^e_{\ell,0}$ corresponding to the initial window $N_{\ell,0}$ and the cone $Q^e_{\ell,k_\ell}$ corresponding to the final window $N_{\ell,k_\ell}$ are the same cone, i.e.,

\[
Q^e_{\ell,0} = Q^e_{\ell,k_\ell} = Q^e
\]

with $Q^e$ independent of $\ell \in L$.

2. Let $\kappa_1, \kappa_2 \in \{u, d\}$. A connecting sequence from $S^{\kappa_1}$ to $S^{\kappa_2}$ is a connecting sequence as above such that

\[
N_{\ell,0} \subseteq S^{\kappa_1}, \quad N_{\ell,k_\ell} \subseteq S^{\kappa_2}, \quad \pi_{x,y} N_{\ell,0} = \pi_{x,y} S^{\kappa_1}, \quad \text{and} \quad \pi_{x,y} N_{\ell,k_\ell} = \pi_{x,y} S^{\kappa_2}.
\]

To simplify notation we refer to a connecting sequence (3.14) by writing out the sequence of sets $(N_{\ell,0}, \ldots, N_{\ell,k_\ell})$.

**Definition 3.8.** We will say that the orbit of a point $z \in N_{\ell,0}$ passes through a connecting sequence $(N_{\ell,0}, \ldots, N_{\ell,k_\ell})$ for $\ell \in L$ if

\[
f_{\ell,1,e} \circ \cdots \circ f_{\ell,i,e}(z) \in N_{\ell,i} \quad \text{for} \quad i = 1, \ldots, k_\ell.
\]

For each connecting sequence as in (3.14), we have a map $F_{\ell,e}$ in the IFS defined as in (3.6). Each $F_{\ell,e}$ is associated with a connecting sequence from $S^{\kappa_1}$ to $S^{\kappa_2}$ for some $\kappa_1, \kappa_2 \in \{u, d\}$. Note that $F_{\ell,e}(z)$ is well-defined for any $z$ that passes through the connecting sequence. For a fixed $\epsilon$, an orbit of the IFS starting from a point $z_0$ can be expressed using the functions $F_{\ell,e}$ as in (3.8).
4 Master Theorems

4.1 Master theorem for establishing diffusion

Consider an energy strip $S^u$ as in (3.13), and assume that we have an IFS with a finite set $L$ of connecting sequences of the form (3.14) satisfying (3.15) with $Q^e$ independent of $\ell \in L$.

We will assume that the following condition holds:

**Condition C1.**

(C1.i) For each $\ell \in L$ and $\varepsilon \in (0, \varepsilon_0]$ there is a connecting sequence $(N_{\ell,0}, \ldots, N_{\ell,k_1})$ from $S^u$ to $S^{u'}$;

(C1.ii) The projection of the initial windows $N_{\ell,0}$ onto the $(I, \theta)$-coordinates covers $[0,1] \times S^u_\theta$, i.e.,

\[
\bigcup_{\ell \in L} \pi_{I,\theta}(N_{\ell,0}) = [0,1] \times S^u_\theta.
\]

(C1.iii) Whenever $N_{\ell,0} \cap N_{\ell',0} \neq \emptyset$ and $(\ell', \theta') \in \pi_{I,\theta}(N_{\ell,0} \cap N_{\ell',0})$, the multidimensional rectangle

\[
\bar{B}^{nu} \times \bar{B}^{ns} \times (\bar{B}(I', \varepsilon_0 a_I) \cap [0,1]) \times (\bar{B}(\theta', a_\theta) \cap S^u_\theta)
\]

is contained in $N_{\ell,0}$ or in $N_{\ell',0}$, where $a_I, a_\theta$ are associated to $Q^e = Q^e_a$.

(C1.iv) There exists a fixed constant $c > 0$ such that, for each each $\ell \in N_{\ell,0}$ that passes through the connecting sequence we have

\[
\varepsilon \cdot c < \pi_I F_{\ell,\varepsilon}(z) - \pi_I(z).
\]

**Remark 4.1.** In the above, we require that the constant $c$ from condition (4.2) is independent from the choice of a connecting sequence.

Also, in condition (C1.iii) when $\bar{B}^{nu}$ and $\bar{B}^{ns}$ are balls of radius $r$ instead of unit balls, then we require that

\[
\bar{B}^{nu} \times \bar{B}^{ns} \times (\bar{B}(I', \varepsilon_0 a_I r) \cap [0,1]) \times (\bar{B}(\theta', a_\theta r) \cap S^u_\theta)
\]

be contained in $N_{\ell,0}$ or $N_{\ell',0}$.

**Theorem 4.2 (Existence of diffusing orbits).** Assume that condition C1 holds. Then for each $\varepsilon \in (0, \varepsilon_0]$, there exist $z \in S^u$ and a sequence of functions $F_{\ell_1,\varepsilon}, \ldots, F_{\ell_m,\varepsilon}$ of the form (3.6) such that $z = (F_{\ell_m,\varepsilon} \circ \cdots \circ F_{\ell_1,\varepsilon})(z) \in S^u$ satisfies

\[
\| \pi_I(z) - \pi_I(z) \| \geq 1,
\]

for some

\[
m \leq \frac{1}{\varepsilon c}.
\]

In other words, there exists an orbit of the IFS with a change in $I$ of order $O(1)$.

Moreover, if $\alpha \in \mathbb{R}$ is a number such that

\[
\alpha > \sup_{\ell \in L, \varepsilon \in [0, \varepsilon_0]} \{ \| DF_{\ell,\varepsilon}(z) \| : z \in N_{\ell,0} \},
\]

then for each $\varepsilon \in (0, \varepsilon_0]$, there exist $z \in S^u$ and a sequence of functions $F_{\ell_1,\varepsilon}, \ldots, F_{\ell_m,\varepsilon}$ of the form (3.6) such that $z = (F_{\ell_m,\varepsilon} \circ \cdots \circ F_{\ell_1,\varepsilon})(z) \in S^u$ satisfies
then for every $\varepsilon \in (0, \varepsilon_0]$ the set
\[
\Omega := \left\{ z : \pi_I z \in [0, 1/3] \text{ and } \| \pi_I(F_{\ell_0, \varepsilon} \circ \cdots \circ F_{\ell_1, \varepsilon})(z) - \pi_I(z) \| \geq \frac{1}{3} \right\}
\]
has positive Lebesgue measure $\mu(\Omega)$ lower-bounded by
\[
\mu(\Omega) \geq \alpha^{-2n_u/(3\varepsilon c)} \mu(S^u \cap \{ I \in [0, 1/3] \}).
\]

The proof is given in Section 7.

Remark 4.3. The second part of Theorem 4.2 provides an explicit lower bound estimate for the Lebesgue measure of a set of points whose action changes by $O(1)$. This lower bound is clearly positive but exponentially small in $\varepsilon$.

4.2 Master theorem for establishing symbolic dynamics

Consider two energy strips $S^u$ and $S^d$ as in (3.13).

We assume that there is a finite collection of connecting sequences as in (3.14), with $L = L^{uu} \cup L^{ud} \cup L^{du} \cup L^{dd}$, with $L^{a\beta} , \alpha, \beta \in \{ u, d \}$, mutually disjoint. We assume that the connecting sequences for $\ell \in L^{a\beta}$ are from $S^\alpha$ to $S^\beta$ for $\alpha, \beta \in \{ u, d \}$, and satisfy (3.15), with $Q^\beta$ independent of $\ell \in L$.

We assume the following condition:

Condition C2.

(C2.i) For each $\ell \in L^{a\beta}, \alpha, \beta \in \{ u, d \}$, and each $\varepsilon \in (0, \varepsilon_0]$, there is a connecting sequence $(N_{\ell,0}, \ldots, N_{\ell,k})$ from $S^\alpha$ to $S^\beta$.

(C2.ii) We have
\[
\bigcup_{\ell \in L^{a\beta}} \pi_I(\theta)(N_{\ell,0}) = [0, 1] \times S^\beta_0 \quad \text{for } \alpha, \beta \in \{ u, d \}.
\]

(C2.iii) Whenever $N_{\ell,0} \cap N_{\ell',0} \neq \emptyset$ for $\ell, \ell' \in L^{a\beta}$, for every $(I^*, \theta^*) \in \pi_I(\theta)(N_{\ell,0} \cap N_{\ell',0})$ the multidimensional rectangle
\[
\overline{B}^{n_u} \times \overline{B}^{n_d} \times (\overline{B}(I^*, \varepsilon_0 a_I) \cap [0, 1]) \times (\overline{B}(\theta^*, a_0) \cap S^\beta_0)
\]
is contained in $N_{\ell,0}$ or $N_{\ell',0}$, where $a_I$ and $a_0$ are associated to $Q^\alpha = Q^\beta$.

(C2.iv) There exists a constant $C > 0$ such that, if the orbit of $z$ passes through a connecting sequence, then
\[
|\pi_I F_{\ell, \varepsilon}(z) - \pi_I(z)| < \varepsilon \cdot C \quad \text{for } \ell \in L^{uu}, L^{ud}, L^{du}, L^{dd}.
\]

(C2.v) There exists a $c > 0$ such that, if the orbit of $z$ passes through a connecting sequence, then
\[
\varepsilon \cdot c \lesssim \pi_I F_{\ell, \varepsilon}(z) - \pi_I(z) \quad \text{if } \ell \in L^{uu},
\]
\[
\varepsilon \cdot c < \pi_I(z) - \pi_I F_{\ell, \varepsilon}(z) \quad \text{if } \ell \in L^{dd}.
\]
Remark 4.4. In the above, we require that the constants $c$ and $C$ are independent of the choice of a connecting sequence.

Also, in condition (C2.iii) when $\overline{B}^{n_u}$ and $\overline{B}^{n_s}$ are balls of radius $r$ instead of unit balls, then we require that

$$\overline{B}^{n_u} \times \overline{B}^{n_s} \times (\overline{B}(I^*, \varepsilon_0 a_I r) \cap [0, 1]) \times (\overline{B}(\theta^*, a_\theta r) \cap S^\theta)$$

is contained in $N_{\varepsilon, 0}$ or $N_{\varepsilon, 0}$.

Theorem 4.5 (Symbolic dynamics). Let $\eta > 0$ be a constant that satisfies $\eta \geq 2a_I + C$. Assume that condition (C2) holds. Then, for every $\varepsilon \in (0, \varepsilon_0]$ and every infinite sequence of 1-level sets $(I^n)_{n \in \mathbb{N}}$ with

$$2\eta \varepsilon \leq I^n \leq 1 - 2\eta \varepsilon \quad \text{and} \quad |I^{n+1} - I^n| > 2\eta \varepsilon,$$

there exists an orbit $(z_n)_{n \in \mathbb{N}}$ of the IFS

(4.5) \quad $z_n = F_{\ell_{1}, \varepsilon} \circ \cdots \circ F_{\ell_{1}, \varepsilon}(z_0),$

where $\{\ell_{1}, \varepsilon\} \subset L$, and an increasing sequence $k_n$ such that, for every $n \in \mathbb{N}$, we have

(4.6) \quad $|\pi_I z_{k_n} - I^n| < \eta \varepsilon$.

The proof is given in Section 8.

Remark 4.6. In Theorem 4.5 when $\overline{B}^{n_u}$ and $\overline{B}^{n_s}$ are balls of radius $r$ instead of unit balls, it is enough that $\eta \geq 2\eta a_I + C$ (instead of $\eta \geq 2a_I + C$).

4.3 Master theorem for estimating the Hausdorff dimension of orbits that undergo symbolic dynamics

Condition C3. If

$$\ell_1, \ell_2 \in L^{uu}, \ell'_1 \in L^{dd}, \ell'_2 \in L^{du} \quad \text{or} \quad \ell_1, \ell_2 \in L^{du}, \ell'_1 \in L^{dd}, \ell'_2 \in L^{dd},$$

then the domain of $F_{\ell_2, \varepsilon} \circ F_{\ell_1, \varepsilon}$ is disjoint from the domain of $F_{\ell'_2, \varepsilon} \circ F_{\ell'_1, \varepsilon}$.

The theorem below gives us the lower bound on the Hausdorff dimension of a set of orbits that follow the symbolic dynamics from Theorem 4.5.

Theorem 4.7 (Hausdorff dimension). Assume that condition (C2) holds, $\eta \geq 2a_I + C$, and $(I^n)_{n \in \mathbb{N}}$ is such that $2\eta \varepsilon \leq I^n \leq 1 - 2\eta \varepsilon$ and $|I^{n+1} - I^n| > 2\eta \varepsilon$.

Then the set

(4.7) \quad $\{z_0 : z_0(z_n)_{n \in \mathbb{N}} \text{ as in } (4.5), \exists(k_n)_{n \in \mathbb{N}} \text{ increasing s.t. } \forall n |\pi_I z_{k_n} - I^n| < \eta \varepsilon\}$

has Hausdorff dimension greater than or equal to $n_s + 2$.

If in addition $n_u = n_s = 1$ and condition (C3) holds, then the Hausdorff dimension of the set (4.7) is strictly greater than $n_s + 2 = 3$.

The proof is given in Section 9.
Remark 4.8. We can divide \((0, \varepsilon_0]\) into finitely many subintervals
\[(0, \varepsilon_0] = (0, \varepsilon_1] \cup [\varepsilon_1, \varepsilon_2] \cup \cdots \cup [\varepsilon_{k-1}, \varepsilon_k]\]
with \(\varepsilon_k = \varepsilon_0\), and validate \(\text{C1} \text{ C2} \text{ C3}\) on each subinterval. In the computer-aided proof, the connecting sequences used for each subinterval \([\varepsilon_{k-1}, \varepsilon_k]\) are independent of \(\varepsilon\), but may be different from one subinterval to another.

4.4 Master theorem for establishing stochastic behavior

We start by introducing some notation. We write \(W_t\) for the standard Brownian motion and assume that it is defined on a probability space \((\Omega, \mathcal{F}, P)\). By \(C[0, 1]\) we denote the space of continuous real functions on \([0, 1]\). We endow \(C[0, 1]\) with the Borel \(-\)field denoted as \(\mathcal{C}\), generated by open sets with topology induced by the supremum norm.

Recall that for a stochastic process \(X_t: \Omega \to \mathbb{R}\) and for \(\omega \in \Omega\), a path is the function \(t \mapsto X_t(\omega)\) for \(t \in [0, 1]\). All stochastic processes that we shall deal with have continuous paths. We can therefore view a stochastic process \(X_t\) as \(X_t: \Omega \to C[0, 1]\) by assigning to \(\omega\) the corresponding path. See [9].

Let \((\Omega_\varepsilon, \mathcal{F}_\varepsilon, P_\varepsilon)\) be a family of probability spaces parametrized by \(\varepsilon \in (0, \varepsilon_0]\). We say that stochastic processes \(X_\varepsilon: C[0, 1]\) converge to \(X_\varepsilon\) in distribution on \(C[0, 1]\) as \(\varepsilon \to 0\) if for every \(A \in \mathcal{C}\) with \(P(X_\varepsilon \notin A) \to 0\) as \(\varepsilon \to 0\), we have \(P(\varepsilon^{-1} A) \to P(X \in A)\) as \(\varepsilon \to 0\). (In our setting all considered \(X_\varepsilon: C[0, 1]\) and \(X: \Omega \to C[0, 1]\) will be measurable.)

We now state our theorem concerning the convergence of energy paths to a diffusion process.

Theorem 4.9 (Stochastic behaviour). Let \(\gamma > \frac{3}{2}\). For every \(X_0 \in (0, 1), \mu \in \mathbb{R}, \) and \(\sigma > 0\), consider the stochastic processes \(X_t^0 := X_0 + \mu t + \sigma W_t\) for \(t \in [0, 1]\).

Let \(I = H_0 - h_0\). For \(\varepsilon > 0\) and a given point \(z\) define the energy path\(^2\)
\[X_t^\varepsilon(z) := I\left(\Phi_{t, e^{-\gamma}}(z)\right)\] for \(t \in [0, 1]\).

Define the stopping times
\[\tau = \tau(X^\varepsilon) := \inf\left\{t : X_t^\varepsilon \geq 1 \text{ or } X_t^\varepsilon \leq 0\right\}.

If condition \(\text{C2}\) is satisfied, then for every \(0 < \varepsilon \leq \varepsilon_0\) there exists a set \(\Omega_\varepsilon \subset \mathbb{R}^n + \mathbb{S}^+ + 1\) of positive Lebesgue measure such that
\[\Omega_\varepsilon\] projects onto the \(y, I, \theta\) coordinates as \(\pi_{y, I, \theta}\Omega_\varepsilon = \pi_{y, I, \theta}(\mathbb{S}^u \cup \mathbb{S}^d) \cap \{I \in [X_0 - \varepsilon, X_0 + \varepsilon]\}.

\(^2\) Alternatively we could define the energy paths as \(X_t^\varepsilon(z) := I(\Phi_{y^{-1/2}}(z))\) by taking sufficiently large \(\gamma > 0\). The explicit size of such \(\gamma\) and the related details are outlined in the footnotes in Section 10.
Let $\Omega_\varepsilon$ be endowed with the sigma field of Borel sets and the normalized Lebesgue measure (i.e., $P_\varepsilon(\Omega_\varepsilon) = 1$). Then the family of processes $X^\varepsilon : \Omega_\varepsilon \to C[0, 1]$ has the following limit in distribution on $C[0, 1]$:

$$\lim_{\varepsilon \to 0} X^\varepsilon_{t \wedge \tau} = X^0_{t \wedge \tau},$$

where $t \wedge \tau = \min(t, \tau)$.

The proof is given in Section 10.

5 Proof of the Main Theorem

5.1 Computer-assisted proofs

It is well-known that numerical integration of differential equations inherently carries numerical errors, due to computer rounding or to the numerical methods involved. Therefore, the results obtained through numerical experiments are in general nonrigorous. Computer-assisted proofs provide methods that use numerical experiments to produce rigorous results. Instead of a numerical computation of an approximate solution, the computer is utilized to return an enclosure, which is a set containing the true solution.

One basic tool that we use in this paper is interval arithmetic. This involves enclosing numbers in intervals that account for roundoff errors and performing arithmetic operation on these intervals. The output of these operations are intervals as well, which account for the numerical error and contain the true result. Interval arithmetic methods have been extended to operations with elementary functions, to solving linear systems, and to computing high-order derivatives of functions [66]. Combined with the Lohner algorithm [57, 76, 80], interval arithmetic can be used to obtain rigorous enclosures of solutions of ordinary differential equations, together with their partial derivatives with respect to initial conditions, up to any given order. These methods can also be used to obtain enclosures of images of Poincaré maps as well as of their partial derivatives. All these have been implemented in the CAPD library [50], which is our tool of choice for our computer-assisted proof.

To obtain a computer-assisted proof, we use interval arithmetic methods to validate the assumptions of the mathematical theorems. This is done by a finite number of computations. The use of interval arithmetic eliminates the problem of having to control rounding errors resulting from numerical methods or from the floating point computer representation of numbers.

Computer-assisted proofs are usually conducted in a two-step procedure:

---

3 Computer Assisted Proofs in Dynamics group: [http://capd.ii.uj.edu.pl/]

4 The code and the documentation for the computer-assisted proof is available on the web page of the first author.

5 This methodology was also used to obtain a computer-assisted proof of Smale’s 14th problem in [75].
• First, compute via standard (nonrigorous) numerical experiments some geometric objects of interest in order to obtain an intuitive understanding of the properties of the system.

• Second, perform rigorous, interval-arithmetic-based estimates to validate the assumptions of the appropriate theorems that establish the properties observed in the nonrigorous numerical experiments.

For the computer-assisted proof in this paper we verify rigorously the conditions $C_1$ and $C_2$, which are sufficient for Theorems 4.2, 4.5, 4.7, and 4.9. These conditions are formulated in terms of:

• correctly aligned windows,

• cone conditions,

• estimates on the change of energy along orbits.

In the subsequent sections we discuss in detail how these are validated. Here we just mention that correct alignment of windows can be validated by checking inequalities between various projections of images of sets by section-to-section maps. Our validation of cone conditions and of $[C_{1,iv}]$ and $[C_{2,iv} - C_{2,v}]$ is based on the enclosures of partial derivatives of section-to-section maps, with respect to the initial conditions and with respect to the parameter. Computation of enclosures of both the images and partial derivatives of such maps with respect to the initial conditions are a part of the CAPD library. Partial derivatives that include the parameter can also be automatically obtained in CAPD by adding the parameter as one of the variables of the system.

5.2 Outline of the proof

In Section 5.3 we give the theoretical tools that we use for the validation of correct alignment of windows, for validation of cone conditions, and for establishing estimates on the change of energy along orbits.

In the next three subsections we describe how we choose the local maps for the connecting sequences used in the proof of the main theorem. We choose these maps to be section-to-section maps along the flow, expressed in appropriate local coordinates. Section 5.4 describes how we choose the local coordinates. In Section 5.5 we discuss how we choose the sections along the flow. In Section 5.6 we describe how we choose our connecting sequences.

It is important to emphasize that our computer-assisted proof is conducted in the two-step procedure outlined in Section 5.1. The choices described in Sections 5.4, 5.5, and 5.6 are associated with the first step (nonrigorous numerics). The local maps for connecting sequences are chosen based on the nonrigorous numerical investigation of the properties of the system. Once these choices are made, we conduct rigorous, interval arithmetic-based estimates to validate $C_1$ and $C_2$, which leads to the proof of our main theorem. This is done in Section 5.7.
5.3 Tools for validating correct alignment of windows, cone conditions, and changes of energy along trajectories

We start by introducing some notation. For $E \subset \mathbb{R}$ and $N \subset \mathbb{R}^n$ consider a family of $(k \times n)$-matrices $B(\varepsilon, x)$, with $\varepsilon \in E$ and $x \in N$. We will use the following notation for the following subsets of $\mathbb{R}^{k \times n}$:

\begin{equation}
[B(E, N)] = \left\{ B : B_{ji} \in \left[ \inf_{\varepsilon \in E, x \in N} B(\varepsilon, x)_{ji}, \sup_{\varepsilon \in E, x \in N} B(\varepsilon, x)_{ji} \right] \right\}.
\end{equation}

We refer to a subset of $\mathbb{R}^{k \times n}$ that on each projection is a closed interval as an interval matrix. For an interval matrix $A \in \mathbb{R}^{k \times n}$, we shall write

$$k(A) = \sup \{ k(A) : A \in A \}.$$

For a matrix $A \in \mathbb{R}^{k \times k}$ we write

$$m(A) = \begin{cases} 
\inf_{x \in \mathbb{R}} \|Ax\| = \|A^{-1}\|^{-1} & \text{if } \det(A) \neq 0, \\
0 & \text{otherwise}.
\end{cases}$$

For an interval matrix $A \subset \mathbb{R}^{k \times k}$ we define

$$m(A) = \inf \{ m(A) : A \in A \}.$$

We now describe how we validate correct alignment of windows. To simplify the discussion, here we restrict to the simple case when the dimension of expanding coordinate is 1. (This is the setting we encounter in the PER3BP.)

For $z = (z_1, z_2) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}$ we shall write $\pi_{z_1}$ and $\pi_{z_2}$ for the projections onto the coordinate $z_1$ and $z_2$, respectively. To validate correct alignment, in our computer-assisted proof we use the following lemma.

**Lemma 5.1.** Let $N, M$ be two windows in $\mathbb{R}^{n_1} \times \mathbb{R}^{n_2}$, with $n_1 = 1$, of the form

$$N = M = [1, 1] \times \overline{B}^{n_2}.$$

If $\pi_{z_2} f_{\varepsilon}(N) \subset B^{n_2}$, $\pi_{z_1} f_{\varepsilon}([-1] \times \overline{B}^{n_2}) < -1$, and $\pi_{z_1} f_{\varepsilon}([1] \times \overline{B}^{n_2}) > 1$, then $N \iff M$.

**Proof.** Let $\chi : [0, 1] \times N \to \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}$ be defined as

$$\chi(\lambda, z_1, z_2) = (1 - \lambda) f_{\varepsilon}(z_1, z_2) + (\lambda, 0).$$

It follows directly that $\chi$ satisfies the conditions from Definition 3.3. \hfill $\square$

For the case when $n_1 > 1$, there are established methods for the validation of correct alignment, and we direct the reader to [81, 82].

We now describe the method with which we validate cone conditions. Consider cones $Q^e_a$ defined as in (3.11) with $a = (a_y, a_I, a_0)$. Let $E$ be an interval of parameters in $\mathbb{R}$. We consider a $C^2$-function

$$f : E \times \mathbb{R}^u \times \mathbb{R}^s \times \mathbb{R} \times T \to \mathbb{R}^u \times \mathbb{R}^s \times \mathbb{R} \times T.$$
(Here it will be more convenient to write \( f(\varepsilon, z) \) than \( f_\varepsilon(z) \) for \( \varepsilon \in E \).) We consider

\[
N = \overline{B^u} \times \overline{B^s} \times J \times S,
\]

where \( J \) is a closed interval in \( \mathbb{R} \) and \( S \) is a closed interval in \([0, 2\pi)\). Our objective will be to find \( b = (b_y, b_I, b_\theta) \) so that \( Q^\varepsilon_a(z - z') > 0 \) will imply \( Q^\varepsilon_b(f(\varepsilon, z) - f(\varepsilon, z')) > 0 \).

We use the following notation (below are interval matrices defined as in (5.1):

\[
\begin{bmatrix}
\frac{\partial f_k}{\partial h} \\
\frac{\partial^2 f_k}{\partial h^2}
\end{bmatrix} = \begin{bmatrix}
\frac{\partial f_k}{\partial h}(E, N) \\
\frac{\partial^2 f_k}{\partial h^2}(E, N)
\end{bmatrix},
\]

for \( h, \kappa \in \{x, y, I, \theta\} \).

The next lemma is the main tool for validating cone conditions.

**Lemma 5.2.** If \( b = (b_y, b_I, b_\theta) \in \mathbb{R}_+^3 \) we have

\[
0 < \frac{\partial f_k}{\partial h} \begin{bmatrix}
\frac{\partial f_k}{\partial h} \\
\frac{\partial^2 f_k}{\partial h^2}
\end{bmatrix} = \begin{bmatrix}
a_y + \varepsilon_0 \\
1 + \varepsilon_0
\end{bmatrix} \begin{bmatrix}
a_I + \varepsilon_0 \\
1 + \varepsilon_0
\end{bmatrix} a_\theta < b_k \quad \text{for } \kappa \in \{y, \theta\},
\]

\[
0 < \frac{\partial f_k}{\partial h} \begin{bmatrix}
\frac{\partial f_k}{\partial h} \\
\frac{\partial^2 f_k}{\partial h^2}
\end{bmatrix} = \begin{bmatrix}
a_y - \varepsilon_0 \\
1 - \varepsilon_0
\end{bmatrix} \begin{bmatrix}
a_I - \varepsilon_0 \\
1 - \varepsilon_0
\end{bmatrix} a_\theta < b_k,
\]

then

\[
Q^\varepsilon_a(z - z') > 0 \implies Q^\varepsilon_b(f(\varepsilon, z) - f(\varepsilon, z')) > 0.
\]

**Proof.** The proof is given in the Appendix. \( \square \)

Lemma 5.2 is used as follows. When validating cone conditions for a connecting sequence \((N_\ell, 0, \ldots, N_\ell, k_\ell)\) for some \( \ell \in L \), we start with the cone \( Q^\varepsilon_a \) in \( N_\ell, 0 \). We recall that by (3.15) we take the same \( a = (a_y, a_I, a_\theta) \) for all \( \ell \in L \). We take \( b_0 = a \) and validate the cone conditions for the maps \( f_{\ell, i, \varepsilon} \) for \( i = 1, \ldots, k_\ell \) by inductively applying Lemma 5.2. This way we obtain a sequence \( b_i = (b_i, y, b_i, I, b_i, \theta) \) for \( i = 0, \ldots, k_\ell \), which implies that if \( z, z' \in N_{\ell, i-1} \) and \( Q^\varepsilon_{b_{\ell-1}}(z - z') > 0 \), then

\[
Q^\varepsilon_{b_i}(f_{\ell, i, \varepsilon}(z) - f_{\ell, i, \varepsilon}(z')) > 0 \quad \text{for } i = 1, \ldots, k_\ell.
\]

Our objective is to return back to the cone \( Q^\varepsilon_a \) in \( N_{\ell, k_\ell} \). This is established when \( b_{k_\ell, y} \leq a_y, b_{k_\ell, I} \leq a_I, \) and \( b_{k_\ell, \theta} \leq a_\theta \), since in such case \( Q^\varepsilon_{b_{k_\ell}}(z - z') > 0 \) implies \( Q^\varepsilon_a(z - z') > 0 \).

We now give two lemmas that we use to verify conditions [(C1.iv)] and [(C2.iv–C2.v)].
Consider two families of functions $f_{1,\varepsilon}$ and $f_{0,\varepsilon}$ for $\varepsilon \in [0, \varepsilon_0]$. Consider also two windows $N_0$ and $N_1$. If for any $q_0 \in N_0$ and $q_1 \in N_1$ and any $\varepsilon \in [0, \varepsilon_0]$, 

$$\pi_1 q_0 + \varepsilon c_0 < \pi_1 f_0,\varepsilon(q_0) < \pi_1 q_0 + \varepsilon C_0,$$

$$\pi_1 q_1 + \varepsilon c_1 < \pi_1 f_1,\varepsilon(q_1) < \pi_1 q_1 + \varepsilon C_1,$$

then for any $q_0 \in N_0$ for which $f_0,\varepsilon(q_0) \in N_1$, and for any $\varepsilon \in [0, \varepsilon_0]$, 

$$\pi_1 q_0 + \varepsilon c_0 + \varepsilon c_1 < \pi_1 f_1,\varepsilon \circ f_0,\varepsilon(q_0) < \pi_1 q_0 + \varepsilon C_0 + \varepsilon C_1.$$

**Proof.** Taking $q_1 = f_0,\varepsilon(q_0)$ we have 

$$\pi_1 f_1,\varepsilon \circ f_0,\varepsilon(q_0) = \pi_1 f_1,\varepsilon(q_1) > \pi_1 q_1 + \varepsilon c_1$$

$$= \pi_1 f_0,\varepsilon(q_0) + \varepsilon c_1 > \pi_1 q_0 + \varepsilon c_0 + \varepsilon c_1.$$ 

The upper bound follows from mirror computation, but with reversed inequalities and by using $C_0$ and $C_1$ instead of $c_0$ and $c_1$, respectively. □

Lemma 5.3 can be iterated by passing through a connecting sequence. One can verify assumptions of Lemma 5.3 as follows (denoting $f_i,\varepsilon(q)$).

**Lemma 5.4.** Assume that

$$c < \left[ \min_{(\varepsilon, q) \in [0, \varepsilon_0] \times N} \frac{\partial \pi_1 f}{\partial \varepsilon}(\varepsilon, q), \max_{(\varepsilon, q) \in [0, \varepsilon_0] \times N} \frac{\partial \pi_1 f}{\partial \varepsilon}(\varepsilon, q) \right] < C.$$

Then for every $q \in N$ and every $\varepsilon \in [0, \varepsilon_0]$ 

$$\pi_1 q + \varepsilon c < \pi_1 f(\varepsilon, q) < \pi_1 q + \varepsilon C.$$ 

**Proof.** For any $q \in N$ and any $\varepsilon \in [0, \varepsilon_0],$

$$\pi_1 f(\varepsilon, q) = \pi_1 f(0, q) + \int_0^1 \frac{d}{ds} \pi_1 f(\varepsilon, q) ds = \pi_1 q + \varepsilon \int_0^1 \frac{\partial}{\partial \varepsilon} \pi_1 f(\varepsilon, q) ds$$

$$\in \pi_1 q + \varepsilon \left[ \frac{\partial \pi_1 f}{\partial \varepsilon}((0, \varepsilon_0), N) \right] \in (\pi_1 q + \varepsilon c, \pi_1 q + \varepsilon C),$$

which completes the proof. □

**5.4 Construction of local coordinates**

Here we discuss the local coordinates that we use for our maps. At any given point $q^* = (X^*, Y^*, P_X^*, P_Y^*, \theta^*) \in \mathbb{R}^4 \times T$, we define a four-dimensional section $\Sigma = \Sigma(q^*) \subset \mathbb{R}^4 \times T$ as in (3.4). Let $F_Y^* := P_Y^* + Y^*, F_X^* := P_X^* - X^*$, which correspond to the vector field (2.2) at $q^*$ along the $X, Y$ coordinates, respectively.

We consider two cases:

**Case 1.** $|F_X^*| > |F_Y^*|$. Let $a := -F_Y^*/F_X^*$ and define

$$\Sigma := \{(X(Y), Y, P_X, P_Y, \theta)|X(Y) = a(Y - Y^*) + X^*\}.$$
This means that \( \Sigma \) is parametrized by \((Y, P_X, P_Y, \theta)\). On this section we define local coordinates \( v = (x, y, I, \theta) \in \mathbb{R}^3 \times \mathbb{T} \) as in \((3,5)\). These are given by
\[(5.5) \quad (X, Y, P_X, P_Y, \theta) = \Psi_e(v) := R_1(p + \varepsilon w + Av),\]
where \(p, w \in \mathbb{R}^3 \times \mathbb{T} \) and \(A\) is a suitable \(4 \times 4\) matrix (the particular choices of \(p, w, \) and \(A\) we make are given by \((5,12), (5,13), \) and \((5,14)\)), and where
\[
R_1(Y, P_Y, h, \theta) := \begin{cases} 
(X(Y), Y, \psi_1(Y, P_Y, h) - Y, P_Y, \theta) & \text{if } F_X^* > 0, \\
(X(Y), Y, -\psi_1(Y, P_Y, h) - Y, P_Y, \theta) & \text{otherwise},
\end{cases}
\]
\[
\psi_1(Y, P_Y, h) := \sqrt{2(h + \Omega(X(Y), Y)) - (P_Y - X(Y))^2}.
\]
Note that the inverse of \(R_1\) is \(R_1^{-1} : \Sigma \to \mathbb{R}^3 \times \mathbb{T}\)
\[(5.6) \quad R_1^{-1}(X, Y, P_X, P_Y, \theta) = (Y, P_Y, H_0(X, Y, P_X, P_Y), \theta).\]

**Case 2.** If \(|F_X^*| \leq |F_Y^*|\), then we let \(a := -F_X^*/F_Y^*\) and define the section as
\[(5.7) \quad \Sigma = \{(X, Y(X), P_X, P_Y, \theta) | Y(X) = a(X - X^*) + Y^*\},
\]
This means that \( \Sigma \) is parametrized by \((X, P_X, P_Y, \theta)\). We define local coordinates \( v = (x, y, I, \theta) \) on \( \Sigma \) as
\[(5.8) \quad (X, Y, P_X, P_Y, \theta) = \Psi_e(v) := R_2(p + \varepsilon w + Av),\]
where \(A\) is some \(4 \times 4\) matrix, \(p, w\) are some points in \(\mathbb{R}^3 \times \mathbb{T}\), and
\[
R_2(X, P_X, h, \theta) := \begin{cases} 
(X, Y(X), P_X, \psi_2(X, P_X, h) + X, \theta) & \text{if } F_Y^* > 0, \\
(X, Y(X), P_X, -\psi_2(X, P_X, h) + X, \theta) & \text{otherwise},
\end{cases}
\]
\[
\psi_2(X, P_X, h) := \sqrt{2(h + \Omega(X, Y(X))) - (P_X + Y(X))^2}.
\]
Note that the inverse of \(R_2\) is \(R_2^{-1} : \Sigma \to \mathbb{R}^3 \times \mathbb{T}\):
\[(5.9) \quad R_2^{-1}(X, Y, P_X, P_Y, \theta) = (X, P_X, H_0(X, Y, P_X, P_Y), \theta).\]

When dealing with Case 1, the section \( \Sigma \) is transverse to the flow at \(q^*\) since the vector \((F_X^*, F_Y^*)\) is orthogonal to the line \((X(Y), Y)\) in the \((X, Y)\)-plane. The coordinate change \(R_1(Y, P_Y, h, \theta)\) allows us to use the energy \(h\) instead of the coordinate \(P_X\). The function \(R_1\) was chosen so that
\[(5.10) \quad H_0(R_1(Y, P_Y, h, \theta)) = h.
\]
Similarly, when dealing with Case 2, the section \( \Sigma \) is transverse to the flow since \((F_X^*, F_Y^*)\) is orthogonal to \((X, Y(X))\), and \(R_2(X, P_X, h, \theta)\) allows us to use \(h\) instead of \(P_Y\). We also have
\[(5.11) \quad H_0(R_2(X, P_X, h, \theta)) = h.
\]
Remark 5.5. We stress that a section $\Sigma$ as in (5.4) (resp., (5.7)) is rigorously defined, as it is obtained by fixing one coordinate $Y$ (resp., $X$) and solving for the remaining coordinates $X, P_X, P_Y, \theta$ (resp., $Y, P_X, P_Y, \theta$). These coordinates are later transformed into the coordinates $v = (x, y, I, \theta)$, which are then used in the numerical computations.

In all of our coordinate changes, we will always choose

\begin{equation}
(5.12) \quad p = \begin{cases} 
(Y^*, P_Y^*, H_0(q^*), \theta^*) & \text{if } q^* \text{ is as in Case 1,} \\
(X^*, P_X^*, H_0(q^*), \theta^*) & \text{if } q^* \text{ is as in Case 2,}
\end{cases}
\end{equation}

always take $w$ of the form

\begin{equation}
(5.13) \quad w = (w_x, w_y, 0, 0),
\end{equation}

and always choose $A$ of the form

\begin{equation}
(5.14) \quad A = \begin{pmatrix}
a_{11} & a_{12} & a_{13} & 0 \\
a_{21} & a_{22} & a_{23} & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\end{equation}

Lemma 5.6. If $p, w, \text{ and } A$ are of the form (5.12)–(5.14), then

\[ H_0(\Psi_0(x, y, I, \theta)) = H_0(q^*) + I. \]

Proof. In Case 1, by (5.5), (5.12), and (5.14) we have

\[ \pi_1 R_1^{-1}(\Psi_0(x, y, I, \theta)) = \pi_1(p + \varepsilon w + A(x, y, I, \theta)) = H_0(q^*) + 0 + I, \]

and the result follows from (5.6). In Case 2 the proof is identical, using $R_2$ instead of $R_1$ and (5.9) instead of (5.6). $\square$

From now on we assume that all subsequent coordinate changes defined by (5.5) or (5.8) involving $p, w, \text{ and } A$ take the form (5.12)–(5.14). The choice of the coefficients of $w$ and $A$ can depend on the choice of $q^*$.

Theorem 5.7. Consider a sequence of points $q_0^*, \ldots, q_k^*$ with $q_k^* = q_0^*$ at which we position sections $\Sigma_0, \ldots, \Sigma_k$, with $\Sigma_k = \Sigma_0$. Consider section-to-section maps along the flow $\mathcal{P}_i^e : \Sigma_{i-1} \to \Sigma_i$ together with local maps $f_{i,e} = \Psi_{i,e}^{-1} \circ \mathcal{P}_i^e \circ \Psi_{i-1,e}$ for $i = 1, \ldots, k$. If $w_k = w_0$ and $A_k = A_0$, then for $q = \Psi_{0,e}(v)$

\[ H_0(\mathcal{P}_k^e \circ \cdots \circ \mathcal{P}_1^e(q)) - H_0(q) = \pi_1 f_{k,e} \circ \cdots \circ f_{1,e}(v) - \pi_1 v. \]

Proof. Since $q_k^* = q_0^*$, $w_k = w_0$, and $A_k = A_0$, we see that $\Psi_{k,e} = \Psi_{0,e}$, so from the definition of the maps $f_{i,e}$ it follows that

\[ \Psi_{0,e} \circ f_{k,e} \circ \cdots \circ f_{1,e}(v) = \mathcal{P}_k^e \circ \cdots \circ \mathcal{P}_1^e \circ \Psi_{0,e}(v). \]
From the fact that $q = \Psi_{0,\varepsilon}(v)$ and by applying Lemma 5.6 we see that

$$H_0(P^e_k \circ \cdots \circ P^e_1(q)) - H_0(q)$$

$$= H_0(\Psi_{0,\varepsilon}(f_{k,\varepsilon} \circ \cdots \circ f_{1,\varepsilon}(v))) - H_0(\Psi_{0,\varepsilon}(v))$$

$$= H_0(q_0^e) + \pi_I f_{k,\varepsilon} \circ \cdots \circ f_{1,\varepsilon}(v) - H_0(q_0^e) - \pi_I v$$

$$= \pi_I f_{k,\varepsilon} \circ \cdots \circ f_{1,\varepsilon}(v) - \pi_I v,$$

as required. □

**Remark 5.8.** Theorem 5.7 ensures that regardless of the choices of the particular coefficients of $w_i$ and $A_i$, if we return to the same local coordinates, then the change in $I$ in the local coordinates corresponds precisely to the change in $H_0$ in the original coordinates.

Let $q_1^e$ and $q_2^e$ be two points that lie on a trajectory of the flow. Let $\Sigma_1$ and $\Sigma_2$ be two sections at $q_1^e$ and $q_2^e$, respectively, and let $P^e : \Sigma_1 \to \Sigma_2$ be a section-to-section map along the flow. We will choose the matrices $A_1, A_2$ of the form (5.14) to define local coordinate changes $\Psi_{1,\varepsilon}, \Psi_{2,\varepsilon}$, respectively, to have coefficients so that for the local map

$$f_e := \Psi_{2,\varepsilon}^{-1} \circ P^e \circ \Psi_{1,\varepsilon},$$

we obtain

$$Df_{e-0}(0) = \begin{pmatrix}
\lambda & 0 & 0 & 0 \\
0 & \lambda & 0 & 0 \\
0 & 0 & 1 & 0 \\
\Theta_1 & \Theta_2 & \Theta_3 & 1
\end{pmatrix},$$

where $\lambda > 1$ and $\Theta_1, \Theta_2, \Theta_3$ are some numbers. (The presence of $\Theta_1, \Theta_2, \Theta_3$ is a result of having zeros in the lower left part of the matrices (5.14).)

A good choice of $w_1, w_2$ of the form (5.13) is one for which

$$\frac{d}{d\varepsilon} \pi_{x,y} f_e(0)|_{\varepsilon=0} = 0,$$

or, if this is not possible, one that makes the left-hand side of (5.17) as close to 0 as possible.

The reason for (5.16) and (5.17) is that then for $v = (x, y, I, \theta)$, which is close to 0 and for $\varepsilon$ also close to 0, we will have $\pi_{x,y} f_e(v) \approx (\lambda x, y/\lambda)$. This is useful for the validation of correct alignment of windows.

**Remark 5.9.** We choose $A_i$ and $w_i$ for $i = 1, 2$, by solving (5.16) and (5.17). We do not need though to solve these equations analytically. It is sufficient to find their solutions by means of nonrigorous numerical computations. It is then important to compute rigorous enclosures of $\Psi_{i,\varepsilon}$ and $\Psi_{i,\varepsilon}^{-1}$ (for the particular choices of $w_i$ and $A_i$ that we decide on) when performing rigorous, interval-arithmetic-based validation of the needed conditions.
Figure 5.1. The Lyapunov orbit to the left, and its homoclinic orbit to the right. The point $L_1$ is depicted with a cross, and the smaller primary is depicted with a dot. Along the homoclinic we have a sequence of points, at which we position sections, which are transversal to the flow. The dot on the Lyapunov orbit indicates where the strips $S_u$ and $S_d$ are positioned.

5.5 Construction of sections and energy strips

In this section we describe how we choose a sequence of points at which we position sections. The section $\Sigma = \{Y = 0\}$ will play a special role in our construction, since on this section we shall position our energy strips $S^u$ and $S^d$ as in (3.13). We define the local coordinates on $\Sigma = \{Y = 0\}$ by choosing

\[
q^* = (-0.9513385, 0, 0, -1.02124587611, 0),
\]

\[
p = (\pi_X q^*, \pi_P X q^*, H_0(q^*), 0),
\]

\[
w = (0, 0, 0, 0),
\]

and taking

\[
A = \begin{pmatrix}
0.377372287914 & 0.377372287914 & 1.53559852923 & 0 \\
0.926061637427 & -0.926061637427 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]

At $q^*$ the vector field in the direction $X$ is 0, which means that at the section $\Sigma = \{Y = 0\}$ we associate the local coordinates from Case 2. This way we obtain a change to local coordinates at $\Sigma = \{Y = 0\}$ defined as

\[
\Psi(v) = R_2(p + Av).
\]

We note that since we take $w = 0$ to define $\Psi$, it is independent of $\varepsilon$. (This will not always be the case, and on other sections that are used in our construction, we can choose $w$ to be nonzero.) The particular coefficients of $A$ in (5.21) have been chosen so that we obtain (5.16) for the local maps used in the connecting sequences, which are introduced in Section 5.6.
We consider two energy strips in the local coordinates given by $\Psi_e$ as

\begin{align}
S^u &= [-r, r] \times [-r, r] \times \mathbb{R} \times [\theta^u_1, \theta^u_2], \\
S^d &= [-r, r] \times [-r, r] \times \mathbb{R} \times [\theta^d_1, \theta^d_2],
\end{align}

where $r = 10^{-6}$ and

\begin{align*}
\theta^u_1 &= \frac{1}{2} \pi - 0.08, & \theta^u_2 &= \frac{1}{2} \pi + 0.08, \\
\theta^d_1 &= \frac{3}{2} \pi - 0.08, & \theta^d_2 &= \frac{3}{2} \pi + 0.08.
\end{align*}

The coordinates in the above Cartesian product represent: expansion, contraction, energy, and angle, respectively. (In this case $n_u = n_s = n_c = 1$.)

Both strips lie on the same section $\Sigma = \{Y = 0\}$. We shall make a distinction though and write

$\Sigma_u := \{Y = 0\} \cap \{\theta \in [\theta^u_1, \theta^u_2]\}$ and $\Sigma_d := \{Y = 0\} \cap \{\theta \in [\theta^d_1, \theta^d_2]\}$.

The remainder of the points around which we position the sections are on a homoclinic orbit to the Lyapunov orbit of the PCR3BP. The homoclinic orbit is computed via nonrigorous numerics, and the corresponding points are depicted in the right-hand plot in Figure 5.1. We will take sequences of points $\{q_i\}_{i=0}^n$ on the homoclinic, with $q_0 \in \Sigma = \{Y = 0\}$, and define a sequence of sections $\{\Sigma_1\}_{i=0}^n$ and corresponding local coordinates as discussed in Cases 1 and 2 from Section 5.4. The sections $\Sigma_i$ are rigorously defined as per Remark 5.5.
If we consider the homoclinic orbit in the extended phase space that includes \( \theta \), then we can observe the change of \( \theta \) along \( \{q_i \}_{i=0}^{n} \). We shall use the notation

\[
\theta_0 = \pi_\theta q_0.
\]

We have chosen our Lyapunov orbit and its homoclinic from Figure 5.1 so that for any choice of \( \theta_0 \in [0, 2\pi] \) we have the following properties. (The discussion below is complemented by Figure 5.2 which corresponds to the case when \( \theta_0 = \pi/2 \).

Depending on the number of turns the homoclinic orbit makes around the Lyapunov orbit, it returns to \( \Sigma = \{Y = 0\} \) at a different angle. If we start from \( q_0 \in \Sigma = \{Y = 0\} \) and take two turns around the Lyapunov orbit, go around the smaller primary, and make two turns around the Lyapunov orbit again, then we arrive at a point \( q_{50} \in \Sigma = \{Y = 0\} \) for

\[
\pi_\theta q_{50} = \theta_0 - 0.0750229.
\]

(For the case when \( \theta_0 = \pi/2 \), this feature is depicted in Figure 5.2. On the plot, the points \( q_i \) are depicted by the crosses. The red and blue vertical lines represent the positions of center angles of strips \( S^u \) and \( S^d \), respectively. The projection of the point \( q_{50} \) onto the \( \theta, X \) coordinates is depicted by the red dot above 6.5\( \pi \).)

When we take another turn along the homoclinic, we return to a point \( q_{58} \in \Sigma = \{Y = 0\} \), for which

\[
\pi_\theta q_{58} = \theta_0 + 0.0249904. 
\]

(For the case when \( \theta_0 = \pi/2 \) the projection of the point \( q_{58} \) onto the \( \theta, X \) coordinates is depicted by the blue dot above 7.5\( \pi \) in Figure 5.2.)

After another turn around the Lyapunov orbit we arrive at \( q_{66} \in \Sigma = \{Y = 0\} \), for which

\[
\pi_\theta q_{66} = \theta_0 + 0.0250421. 
\]

(Red dot above 8.5\( \pi \) in Figure 5.2.)

Yet another turn around the Lyapunov orbit results in \( q_{74} \in \Sigma = \{Y = 0\} \), for which

\[
\pi_\theta q_{74} = \theta_0 + 0.0750746. 
\]

(Blue dot above 9.5\( \pi \) in Figure 5.2.)

From (5.24), (5.25), (5.26), and (5.27), and looking at Figure 5.2, we can see that for \( q_0 \in \Sigma_u \) we will have:

- When \( \theta_0 \geq \pi/2 \), the composition of \( n_1^{uu} := 50 \) section-to-section maps takes the point \( q_0 \in \Sigma_u \) to \( q_{n_1^{uu}} \in \Sigma_u \).
- When \( \theta_0 \geq \pi/2 \), the composition of \( n_1^{ud} := 58 \) section-to-section maps takes the point \( q_0 \in \Sigma_u \) to \( q_{n_1^{ud}} \in \Sigma_d \).
- When \( \theta_0 \leq \pi/2 \), the composition of \( n_2^{uu} := 66 \) section-to-section maps takes the point \( q_0 \in \Sigma_u \) to \( q_{n_2^{uu}} \in \Sigma_u \).
Figure 5.3. The homoclinic orbit starting from $\Sigma_d$. (Compare with Figures 5.1 and 5.2). The red and blue dots are where the orbit intersects with $\{Y = 0\}$. The red lines are at $\theta = \frac{1}{2} \pi$ and the blue lines are at $\theta = \frac{3}{2} \pi$ modulo $2 \pi$.

- When $0 \leq \theta_0 \leq \pi/2$, the composition of $n^{ud}_2 := 74$ section-to-section maps takes the point $q_0 \in \Sigma_u$ to $q_{n^{ud}_2} \in \Sigma_d$.

The choices of the superscripts in $n^{ud}_1$ and $n^{ud}_2$ for $i \in \{u, d\}$ are to indicate that it takes such numbers of section-to-section maps to get from $\Sigma_u$ to $\Sigma_i$.

The above was possible because we have chosen our Lyapunov orbit carefully. Our Lyapunov orbit has a homoclinic orbit such that after we pass through an excursion along it from $\{Y = 0\}$ to $\{Y = 0\}$ we ‘move with the angle to the left’. Our Lyapunov orbit has a period slightly longer than $\pi$, so by making turns around it from $\{Y = 0\}$ to $\{Y = 0\}$, we ‘move with the angle to the right’.

We can also choose $q_0 \in \Sigma_d$. (The case of $0 = 3\pi/2$ is depicted in Figure 5.3) Then from (5.24), (5.25), (5.26), and (5.27) and looking at Figure 5.3 we see that:

- When $0 \geq 3\pi/2$, the composition of $n^{ud}_1 := 50$ section-to-section maps takes the point $q_0 \in \Sigma_d$ to $q_{n^{ud}_1} \in \Sigma_d$.
- When $0 \geq 3\pi/2$, the composition of $n^{du}_1 := 58$ section-to-section maps takes the point $q_0 \in \Sigma_d$ to $q_{n^{du}_1} \in \Sigma_u$.
- When $0 \leq 3\pi/2$, the composition of $n^{ud}_2 := 66$ section-to-section maps takes the point $q_0 \in \Sigma_d$ to $q_{n^{ud}_2} \in \Sigma_d$.
- When $0 \leq 3\pi/2$, the composition of $n^{du}_2 := 74$ section-to-section maps takes the point $q_0 \in \Sigma_d$ to $q_{n^{du}_2} \in \Sigma_u$.

Remark 5.10. In the language of the scattering map theory [25], the above construction can be expressed by saying that we obtain pseudo-orbits generated by
composing the scattering map from the Lyapunov NHIM (consisting of a family of Lyapunov orbits over some energy interval) to itself, with iterates of the inner map restricted to the Lyapunov NHIM. Following the scattering map yields a shift of the angle $\theta$ to the left, while following the inner dynamics along the Lyapunov NHIM yields a shift of the angle $\theta$ to the right. These pseudo-orbits are shadowed by true orbits [38]. In this paper we find these latter orbits directly, without constructing the underlying pseudo-orbits.

**Remark 5.11.** Our construction admits many generalizations. Here we have chosen to work with a single homoclinic orbit and to combine it with the inner dynamics. For instance, we could combine several homoclinic orbits instead of just one, as was done in [12].

**Remark 5.12.** We have chosen $S^u$ and $S^d$ to be at particular angles for the following reason. It turns out that for $\varepsilon > 0$ following the homoclinic orbit from $S^u$ to $S^u$ yields a gain in energy. Following the homoclinic orbit from $S^d$ to $S^d$ yields a reduction in the energy. We establish this rigorously in our computer-assisted proof in Section 5.7. The change of energy happens as a trajectory goes around the primary. This part of the excursion is the lowest ‘wedge’ from the plots in Figures 5.2 and 5.3. If the tip is at $2k\pi - \pi/2, k \in \mathbb{Z}$, then we are gaining energy; when it is at $2k\pi + \pi/2, k \in \mathbb{Z}$, then we are losing energy. Traveling along the Lyapunov orbits does not yield significant energy changes.

### 5.6 Construction of connecting sequences

Around the homoclinic points for PCRTBP described in Section 5.5 we construct connecting sequences. As the corresponding homoclinic orbit results from an intersection of a two-dimensional unstable manifold and a two-dimensional stable manifold of a Lyapunov orbit, there are well-defined unstable and stable directions along the homoclinic orbit. These are given by the corresponding tangent vectors to the unstable and stable leaves from of the foliations of the corresponding invariant manifolds. In the sequel, we only need approximations of the unstable/stable directions which are obtained via nonrigorous numerics.

We fix a sequence of points $q_0^*, \ldots, q_n^*$ along the homoclinic orbit, and along these points we position sections $\Sigma_0, \ldots, \Sigma_n$, as discussed in Section 5.5 see Figure 5.1. We choose this orbit in the extended phase space which includes $\ell$, by selecting $\pi_{\theta} q_0^* = 0$. Recall that $q_0^* \in \Sigma = \{ Y = 0 \}$ and also that we have chosen our points along the homoclinic so that for $k \in \{50, 58, 66, 74\}$ we have $q_k^* \in \Sigma = \{ Y = 0 \}$.

Each connecting sequence will always start with a window on the section $\Sigma = \{ Y = 0 \}$ and finish also with a window on $\Sigma = \{ Y = 0 \}$. At the section $\Sigma = \{ Y = 0 \}$ we use the local coordinate change $\Psi$ given by (5.22). In our connecting sequences we allow the local coordinates $\Psi_{\ell,i,e}$ on the intermediate sections $\Sigma_i$ for $i = 1, \ldots, k_\ell - 1$ to be dependent on the choice of $\ell, i, e$, but we always start and finish at $\Sigma = \{ Y = 0 \}$, and always in the same local coordinates given by $\Psi$. The $A_{\ell,i}$ and $w_{\ell,i}$ for the coordinates $\Psi_{\ell,i,e}$ at the sections $\Sigma_i$ for $i = 1, \ldots, k_\ell - 1$
are chosen so that we obtain (5.16) and (5.17) along the connecting sequence for the local maps of the form (5.15). (Our choices of \( A_{\ell, i} \) and \( u_{\ell, i} \) for such local coordinates are established numerically by using nonrigorous computations.)

On the strips \( S^u \) and \( S^d \) at \( \hat{\sigma} = 0 \) (see Section 5.5) we consider cones \( Q^u_a \) as in (3.11), with
\[
a_y = 10^{-3}, \quad a_I = 1, \quad a_\theta = 10.
\]

We construct connecting sequences from \( S^u \) to \( S^d \) by subdividing \( S^u \cap \{ I \in [0, 10^{-6}] \} \) into \( 16 \times 30 = 480 \) windows \( N_{\ell,0} \), overlapping along the \( I, \theta \) coordinates. Their projections onto \( I, \theta \) are depicted on the left-hand side plot in Figure 5.4. We ensure that the windows overlap so that conditions [C1.iii] and [C2.iii] are fulfilled.

We take the windows \( N_{\ell,0} \) on the \( x, y \) coordinates to be \([-r, r] \times [-r, r]\), the same as for the strip \( S^d \). We label the window with \( \theta > \pi / 2 \) with a set of labels denoted \( L_{\ell}^{u\mu} \) and the windows with \( \theta < \pi / 2 \) with a set of labels denoted \( L_{\ell}^{d\mu} \). For each \( \ell \in L_{\ell}^{u\mu} \) we consider a connecting sequence of length \( n_{\ell}^{d\mu} \) for \( j \in \{1, 2\} \) and construct a connecting sequence
\[
(N_{\ell,0}, Q^u_a) \xrightarrow{f_{\ell,1,0}} \cdots \xrightarrow{f_{\ell,n_{\ell}^{d\mu},0}} (N_{\ell,n_{\ell}^{d\mu}} \equiv Q^u_a), \quad \ell \in L_{\ell}^{u\mu}, \; j \in \{1, 2\}.
\]

In a similar way we construct connecting sequences from \( S^d \) to \( S^d \). These sequences are of the lengths \( n_1^{d\mu} \) and \( n_2^{d\mu} \) for \( L_1^{d\mu} \) and \( L_2^{d\mu} \), respectively; see Figure 5.5.

We construct connecting sequences from \( S^u \) to \( S^d \) by subdividing \( S^u \cap \{ I \in [0, 10^{-6}] \} \) into \( 16 \times 4 = 64 \) windows \( N_{\ell,0} \) as in Figure 5.6. (The reason that we

---

\[ \text{Figure 5.4. Transition from } S^u \text{ to } S^u. \text{ The strip } S^u \text{ is in grey. On the left we see the windows } N_{\ell,0} \text{ for } \ell \in L_1^{u\mu} \text{ in blue and for } \ell \in L_2^{u\mu} \text{ in red. On the right we have the windows } N_{\ell,k_\ell}. \text{ For } \ell \in L_1^{u\mu} \text{ we take } k_\ell = n_1^{u\mu} = 50 \text{ and for } \ell \in L_2^{u\mu} \text{ we take } k_\ell = n_2^{u\mu} = 66 \text{ as the length of the connecting sequences.} \]
5.7 Proof of Theorem 2.1

Here we start the rigorous, interval-arithmetic validation of conditions $C_1$ and $C_2$ that lead to the proof of the main theorem.
Earlier sections provided a description of the choices of local maps (5.15) we use in our program. The key issue is that due to the form of the coordinate changes we consider, regardless of the particular choices of the coefficients for our local maps, we are sure that the change in \( I \) reflects precisely the change of the energy \( H_0 \). This is ensured by Theorem 5.7 and the fact that our connecting sequences always start and finish in the same section \( \Sigma = \{Y = 0\} \), with the same local coordinates \( \Psi \).

In the computer-assisted proof, for each map \( f_{\ell,\epsilon,\theta} \) involved in conditions [C1] and [C2] our program validates the cone conditions and the correct alignment of windows, and establishes estimates on the change in energy. If at any point one of the required conditions would not be fulfilled, our program will stop and report an error.

Using Lemmas 5.1 and 5.2, we validate the correct alignment and cone condition along each step of the connecting sequences constructed in Section 5.6. We do this by subdividing the parameter interval \([0, \epsilon_0]\) into eight smaller subintervals of equal length, and on each of them we perform the validation separately, as described in Remark 4.8. The plots from Figures 5.4, 5.5, 5.6, and 5.7 show in fact the results obtained through the computer-assisted proof and have been validated using rigorous interval-arithmetic computations. Note that the windows that pass through \( n_{1u} \) sections shift in the angle \( \theta \) to the left (blue), and those passing through \( n_{2u} \) sections (red) shift in the angle \( \theta \) to the right, just as discussed in Section 5.5.

Thus we obtain a computer-assisted proof of the following result.

**Theorem 5.13.** In the Neptune-Triton system, for every \( \epsilon \in (0, \epsilon_0] \), with \( \epsilon_0 = 1.6 \cdot 10^{-5} \), for every \( \kappa, r \in \{u, d\} \), there exist connecting sequences from \( S^\kappa \) to \( S^r \)

\[
(\mathcal{N}_\ell, \mathcal{Q}_a^\kappa)^{f_{\ell,1,\epsilon}} \Rightarrow \cdots \Rightarrow (\mathcal{N}_\ell, \mathcal{Q}_a^r)^{f_{\ell,n_{r\kappa},\epsilon}}, \quad l \in L_{\kappa r}, \ j \in \{1, 2\},
\]

which fulfill conditions \([C1.i]–[C1.iii]\) and \([C2.i]–[C2.iii]\).

To estimate the change of \( I \) along the connecting sequences, we need to obtain estimates on the derivative of the return map with respect to the parameter \( \epsilon \in (0, \epsilon_0] \). For this we use Lemmas 5.3–5.4, which together with computer-assisted validation allows us to prove the following theorem.

**Theorem 5.14.** Let

\[
c = 0.00012 \quad \text{and} \quad C = 0.0076.
\]

In the Neptune-Triton system, for every \( \epsilon \in (0, \epsilon_0] \), with \( \epsilon_0 = 1.6 \cdot 10^{-5} \), for every \( \zeta \) that passes through the corresponding connecting sequence, we have the following bounds:

\[
\begin{align*}
|\pi_{F,\epsilon}(\zeta) - \pi(\zeta)| < C\epsilon & \quad \text{for} \ \ell \in \mathcal{L}_{1u}^u \cup \mathcal{L}_{2u}^u, \\
|\pi_{F,\epsilon}(\zeta) - \pi(\zeta)| < C\epsilon & \quad \text{for} \ \ell \in \mathcal{L}_{1d}^d \cup \mathcal{L}_{2d}^d, \\
|\pi_{F,\epsilon}(\zeta) - \pi(\zeta)| < C\epsilon & \quad \text{for} \ \ell \in \mathcal{L}_{1u}^d \cup \mathcal{L}_{2u}^d \cup \mathcal{L}_{1d}^u \cup \mathcal{L}_{2d}^u.
\end{align*}
\]
The main difficulty in the computer-assisted validation of the above theorem was obtaining the lower bound $c$. This is the reason that we needed more subdivisions of the strips for the transitions from $S^u$ to $S^u$ and from $S^d$ to $S^d$ than for $S^u$ to $S^d$ and $S^d$ to $S^u$. (The smaller the sets, the sharper the interval arithmetic bounds.)

We are ready to prove the main theorem.

**Proof of Theorem 2.1.** The initial level of the energy $h_0$ is the energy of the Lyapunov orbit of the PCR3BP, which passes through $q^*$ from (5.18),

$$h_0 = H_0(q^*) = -1.5050906397016.$$  

By Theorems 5.13 and 5.14 conditions $C_1$ and $C_2$ are satisfied, which by Theorems 4.2, 4.5, and 4.9 gives (1), (2), and (4), respectively.

We will now show that $C_3$ is satisfied. Let $\ell_1, \ell_2 \in L^{uu}$ and $\ell'_1, \ell'_2 \in L^{ud}$, $\ell'_2 \in L^{du}$. Trajectories starting from points from the domain of $F_{\ell_2, \epsilon} \circ F_{\ell_1, \epsilon}$ make different numbers of turns around the Lyapunov orbit between the homoclinic excursions than trajectories starting from the domain of $F_{\ell'_2, \epsilon} \circ F_{\ell'_1, \epsilon}$ (see Figures 5.2, 5.3); hence the domains are disjoint. The same argument can be applied when $\ell_1, \ell_2 \in L^{dd}$ and $\ell'_1, \ell'_2 \in L^{ld}$, which means that condition $C_3$ is fulfilled. By Theorem 4.7 the Hausdorff dimension of the set of initial points for orbits that shadow a given energy sequence is strictly greater than 3 in the four-dimensional section $\{Y = 0\}$. Due to the smooth dependence of solutions on initial conditions, we know that cone conditions, covering relations, and energy change bounds will also hold for connecting sequences that start and finish at sections $\{Y = Y\}$ for all $|Y| < Y_0$ and for sufficiently small $Y_0 > 0$. This means that in the full phase space the Hausdorff dimension of the sets of orbits that shadow an energy sequence is strictly greater than four.

Now we verify the choice of $T$ and $\eta$ from Theorem 2.1. From Theorem 4.2 we know that to diffuse the distance of 1 along $I$ we need no more than $1/(\epsilon \varepsilon)$ transitions between strips. Here we diffuse over a shorter distance $C_{h_0} = 10^{-6}$, so the number of needed transitions is $C_{h_0}/(\epsilon \varepsilon)$. Each transition takes less time than $(9 + \frac{1}{10})\pi$ (see Figures 5.2 and 5.3). This means that the time needed to diffuse over the distance $C_{h_0}$ is less than

$$\frac{(9 + \frac{1}{10})\pi C_{h_0}}{\epsilon \varepsilon} < \frac{1}{4\epsilon} = \frac{1}{\varepsilon} T.$$

From Theorem 4.5 (see also Remark 4.6) we know that we need

$$\eta \geq 2 r a_l + C = 2 \cdot 10^{-6} + 1 + 0.0076.$$  

Clearly $\eta = 10^{-2}$ satisfies this condition. □

The total CPU time of the computer-assisted proof was 186 406 seconds. The proof was conducted using a parallel computation on eight threads of an iMac desktop computer with four 3.1 GHz Intel i7 cores. Running it once takes under six and a half hours.
6 Propagation of Discs

In this section we introduce the notion of horizontal discs that satisfy the $Q^\varepsilon$-cone condition. Such discs will be the main building blocks used for the proofs of Theorems 4.2, 4.5, 4.7, and 4.9. We stress that discs are not directly used in the computer-assisted proof of Theorem 2.1. That proof relies on the construction of connecting sequences.

**Definition 6.1.** A continuous map $h : \overline{B}^n \to \mathbb{R}^{n_u} \times \mathbb{R}^{n_s} + 2$ that satisfies a graph condition that $h(x) = (x, \pi_y, I, 0, h(x))$ for all $x \in \overline{B}^n$ will be referred to as a horizontal disc. If $h(\overline{B}^n) \subseteq N$, then $h$ is said to be a horizontal disc in $N$.

Recall that in (3.11) we have considered $Q^\varepsilon : \mathbb{R}^{n_u} \times \mathbb{R}^{n_s} \times \mathbb{R} \to \mathbb{R}$, which defines cones, and that we have observed that $Q^\varepsilon$ satisfies condition (3.12).

**Definition 6.2.** Given a cone $Q^\varepsilon : \mathbb{R}^{n_u} \times \mathbb{R}^{n_s} + 2 \to \mathbb{R}$, a horizontal disc $h : \overline{B}^n \to \mathbb{R}^{n_u} \times \mathbb{R}^{n_s} + 2$ is said to satisfy a $Q^\varepsilon$-cone condition if $Q^\varepsilon(h(x) - h(x')) > 0$ for all $x, x' \in B^u$ with $x \neq x'$. We shall refer to such $h$ as a $Q^\varepsilon$-disc.

The image $h(\overline{B}^n)$ of a $Q^\varepsilon$-disc is an $n_u$-dimensional topological disc. In what follows, we will use the same notation $h$ for the image $h(\overline{B}^n)$ of the map $h$ as for the map itself. From now on in the case of a $Q^\varepsilon$-disc, we shall add a superscript and write $h^\varepsilon$.

**Remark 6.3.** Definition 6.1 is an analogue of the definition of a ‘horizontal disc’ from [81]. It is slightly simplified compared to [81]. A horizontal disc in the sense of [81], which satisfies the cone condition, is a $Q^\varepsilon$-disc in the sense of Definition 6.1 and vice versa. (See [81, lemma 5].)

**Remark 6.4.** An important feature is that the length of a $Q^\varepsilon$-disc $h^\varepsilon$ is bounded along the $\theta, I$ directions, with the bound in $I$ of order $O(\varepsilon)$. This is because by (3.12) for any $x, x' \in B^u$ from $Q^\varepsilon(h^\varepsilon(x) - h^\varepsilon(x')) > 0$, it follows that

$$
\|\pi_0(h^\varepsilon(x) - h^\varepsilon(x'))\| \leq a_0 \|\pi_x(x - x')\| \leq 2a_0,
$$

$$
\|\pi_I(h^\varepsilon(x) - h^\varepsilon(x'))\| \leq \varepsilon a_I \|\pi_x(x - x')\| \leq 2\varepsilon a_I.
$$

Let us now turn to our IFS (3.7) from Section 3.1. Let us assume that for this IFS we have a finite collection of connecting sequences indexed by $L$ as in Section 3.4.

**Theorem 6.5.** [81, theorem 7] Given $\ell \in L$, for every connecting sequence (3.14) and for every $Q^\varepsilon$-disc $h^\varepsilon$ in $N_{\ell,0}$, there exists a topological disc $\mathcal{D} \subset h^\varepsilon$ such that for all $z \in \mathcal{D}$ it holds that

$$(f_{\ell,m,e} \circ f_{\ell,m-1,e} \circ \cdots \circ f_{\ell,1,e})(z) \in N_{\ell,m} \text{ for } m = 1, \ldots, k_{\ell} - 1,$$

and $F_{\ell,e}(\mathcal{D}) = (f_{\ell,k_{\ell},e} \circ f_{\ell,k_{\ell}-1,e} \circ \cdots \circ f_{\ell,1,e})(\mathcal{D})$ is a graph of some $Q^\varepsilon$-disc $h^\varepsilon$ in $N_{\ell,k_{\ell}}$; i.e., $\tilde{h}^\varepsilon(\overline{B}^n) = F_{\ell,e}(\mathcal{D})$. 


When applying Theorem 6.5 we shall say that the $Q^e$-disc $h^e$ is propagated (or moved) through the connecting sequence to become the $Q^e$-disc $\tilde{h}^e$.

Remark 6.6. From Remark 6.4 we know that horizontal discs are ‘slim’ along the central coordinates. The sizes of successive windows in a connecting sequence can grow along central coordinates. After propagating a horizontal disc through such a sequence, we obtain a horizontal disc, which remains ‘slim’ in the central coordinates. We can then enclose it in another window, which is again ‘slim’ in the central coordinates, and propagate once more through another connecting sequence. We can repeat such procedure infinitely many times. The fact that the propagated horizontal discs do not grow along the central coordinates is the key feature that allows us to topologically control the central coordinate and obtain infinite orbits. For this, we require both correct alignment of windows as well as cone conditions. The latter ensure that the discs remain ‘slim’.

7 Existence of Diffusing Orbits

In this section we will give the proof of Theorem 4.2. We first give a version of this theorem in terms of $Q^e$-discs—Theorem 7.1—from which we derive Theorem 4.2.

7.1 Diffusion under conditions on $Q^e$-discs

Consider an iterated function system (3.7) as described in Section 3.1 and the strip $S_u$ defined in (3.13). We formulate the following condition.

**Condition A1.** There exists a constant $0 < c$ such that for every $\varepsilon \in (0, \varepsilon_0]$ and every $Q^e$-disc $h^e \subseteq S^u$, the following hold:

(A1.1): There exist $F_{\ell, \varepsilon}$ in $\mathcal{F}_\varepsilon$ and a $Q^e$-disc $\tilde{h}^e : \tilde{B}^n_u \to S^u$ satisfying

$$\tilde{h}^e \subseteq F_{\ell, \varepsilon}(h^e).$$

(A1.2): For each $z, \tilde{z} \in h^e$ and $\tilde{z} = F_{\ell, \varepsilon}(z) \in \tilde{h}^e$, we have that

$$\pi_I(\tilde{z}) - \pi_I(z) > c\varepsilon.$$

**Theorem 7.1.** Assume that the IFS $\mathcal{F}_\varepsilon$ satisfies condition A1. Then, for every $M > 0$ and every $\varepsilon \in (0, \varepsilon_0]$, there exist $z \in S^u$, $m \leq M/(c\varepsilon)$, and a sequence of functions $F_{\ell_1, \varepsilon}, \ldots, F_{\ell_m, \varepsilon}$ in the IFS $\mathcal{F}_\varepsilon$ such that $\tilde{z} = (F_{\ell_m, \varepsilon} \circ \cdots \circ F_{\ell_1, \varepsilon})(z)$ satisfies

$$\pi_I(\tilde{z}) - \pi_I(z) > M.$$

**Proof.** Fix $\varepsilon \in (0, \varepsilon_0]$. We start with any $Q^e$-disc $h^e_0 : \tilde{B}^n_u \to S^u$. (We can let, for instance, $h^e_0(x) = (x, y_0, l_0, \theta_0)$ for some $y_0 \in \tilde{B}^n_u$, $l_0 \in \mathbb{R}$, and $\theta_0 \in S^u_\theta$.) By our assumptions, there exists a $Q^e$-disc $h^e_1 \subseteq F_{\ell_1, \varepsilon}(h^e_0)$ as in (A1.1) The set of points $z_0 \in h^e_0$ for which $z_1 = F_{\ell_1, \varepsilon}(h^e_0(z_0)) \in h^e_1$ forms an $n_u$-dimensional topological disc $\mathcal{D}^e_0 \subseteq h^e_0$, which is the image under $h^e_0$ of an $n_u$-dimensional disc in $\tilde{B}^n_u$. By (A1.2) we have $\pi_I(z_1) - \pi_I(z_0) > c\varepsilon$. 

Inductively, at the $n$th step, there exist a topological disc $D_{n+1}^e \subseteq h_n^e$, a $Q^e$-disc $h_n^e$, and some functions $F_{\ell_1, e}, \ldots, F_{\ell_n, e}$ in the IFS $\mathcal{F}_e$ such that $z_n = (F_{\ell_n, e} \circ \cdots \circ F_{\ell_1, e})(z_0) \in h_n^e$ for every $z_0 \in D_{n-1}^e$, with the disc $D_n^e$ satisfying

$$D_{n-1}^e \subseteq D_{n-2}^e \subseteq \cdots \subseteq D_0^e,$$

where $D_{n-2}, \ldots, D_0$ are the discs constructed at the previous steps. Also, $\pi_I(z_n) - \pi_I(z_0) > n\epsilon - c$.

For the induction step, there exists a $Q^e$-disc

$$h_{n+1}^e \subseteq F_{\ell_{n+1}, e}(h_n^e).$$

The set of points $z_{n+1} = F_{\ell_{n+1}, e}(z_n) \in h_{n+1}^e$ with $z_n \in h_n^e$ of the form $z_n = (F_{\ell_n, e} \circ \cdots \circ F_{\ell_1, e})(z_0)$ corresponds to a set of points $z_0 \in D_n^e \subseteq D_{n-1}^e$. We also have $\pi_I(z_{n+1}) - \pi_I(z_0) > c(n + 1)\epsilon$.

Repeating the iterative procedure for $m$-steps, with $m \leq M/(c\epsilon)$, yields an orbit along which the change in the action $I$ is more than $M$, which concludes the proof of the theorem.

For future reference, note that the points $z_0 \in h_0^e$, for which $z_m = (F_{\ell_m, e} \circ \cdots \circ F_{\ell_1, e})(z)$ is as in the statement of the theorem, form a disc $D_m^e$, and we have $D_{m-1}^e \subseteq D_{m-2}^e \subseteq \cdots \subseteq D_0^e$.

7.2 Diffusion under conditions on connecting sequences

In this section we give the proof of Theorem 4.2 and remark how it can be generalized to the setting when action angle coordinates are higher dimensional.

**Proof of Theorem 4.2** The result follows from an analogous construction to the proof of Theorem 7.1 which is based on propagating $Q^e$-discs from $S^u$ to $S^u$. There are some technical differences though that we will point out below. In this new construction, we choose the initial $Q^e$-disc $h_0^e$ to be $h_0^e : \mathbb{B}^{n_s} \to S^u$ (see proof of Theorem 7.1), defined as $h_0^e(x) := (x, y_0, \theta_0, I_0)$, for some (arbitrary) fixed $y_0 \in \mathbb{B}^{n_s}$, $\theta_0 \in S^u_0$, and for $I_0 = 0$.

By Theorem 6.5, assumption (A1.1) from Theorem 7.1 follows from (C1.i–C1.iii) In more detail, by Remark 6.4 any $Q^e$-disc $h^e$ in $S^u \cap \{I \in [0, 1]\}$ is contained in a multidimensional rectangle

$$\mathbb{B}^{n_u} \times \mathbb{B}^{n_s} \times \mathbb{B}(I^*, \varepsilon_0 a_1) \cap [0, 1] \times \mathbb{B}(0, a_0) \cap \{\theta^{a, 1}, \theta^{a, 2}\}$$

for $I^* = \pi_I h^e(0)$ and $\theta^* = \pi_\theta h^e(0)$. Condition (C1.i) combined with (C1.iii) implies that the multidimensional rectangle is in some set $N_{\ell, 0}$. (In case that $(I^*, \theta^*) \in \pi_I, \theta N_{\ell, 0}$ for just one $\ell \in L$, we use (C1.iii) with $\ell = \ell'$.) This ensures that we can enclose $h^e$ in some set $N_{\ell, 0}$ and use Theorem 6.5 to obtain \(\widetilde{h}^e = F_{\ell, e}(\mathcal{D})\).
We note that by \([\text{C1.ii}]\) we can only ensure that \(\widehat{h}^e\) is in \(N_{\ell, k_\ell} \subset S^u\); we can not ensure that \(\pi_I h^e \subset [0, 1]\). This means that it is possible that after repeatedly propagating the \(Q^e\)-disc \(h^e\), the resulting \(Q^e\)-disc \(\widehat{h}^e\) is no longer contained in \(S^u \cap \{I \in [0, 1]\}\). In that case, we might not be able to keep propagating \(\widehat{h}^e\) further along another connecting sequence. Having \(\widehat{h}^e \not\subset S^u \cap \{I \in [0, 1]\}\) implies that, for some \(z \in \widehat{h}^e\), we have \(\pi_I z > 1\), in which case \((4.3)\) is obtained, and we do not need to propagate further. In short, for any \(Q^e\)-disc \(h^e\) in \(S^u \cap \{I \in [0.1, 1]\}\) we can either obtain the \(Q^e\)-disc \(\widehat{h}^e\) in \(S^u \cap \{I < 1\}\), as in condition \((\text{A1.1})\) from Theorem 7.1, which enables us to continue with another step of the construction, or the \(Q^e\)-disc \(\widehat{h}^e\) contains a point outside of \(\{I < 1\}\), implying that we have already achieved the required change in \(I\) and do not need to propagate the \(Q^e\)-disc any more.

Condition \((\text{C1.iv})\) is equivalent to condition \((\text{A1.2})\) from Theorem 7.1. It implies that the \(Q^e\)-discs that are propagated from \(S^u\) to \(S^u\) by our construction must exit \(\{I \leq 1\}\) after a finite number of iterates of the maps.

Now we will show how we obtain the bound on the Lebesgue measure for orbits that diffuse the distance \(\frac{1}{3}\) in \(I\). Take a \(Q^e\)-disc \(h^e_0(x) = (x, y_0, I_0, \theta_0)\) with \(y_0 \in \mathbb{B}^{n_s}, I_0 \in [0, 1/3], \theta \in S^u_\theta\). By the construction from our proof, we know that there exists an \(m\), a sequence \(\ell_1, \ldots, \ell_m \in L\), a topological disc \(\mathcal{D} \subset h^e_0\), and a \(Q^e\)-disc \(\widehat{h}^e = F_{\ell_m, e} \circ \cdots \circ F_{\ell_1, e}(\mathcal{D})\) such that \(\pi_I \widehat{h}^e > 2/3\). Since as we propagate \(h^e_0\) with each transition we gain more than \(\varepsilon c\) in \(I\), we see that \(m \geq 2/(3\varepsilon c)\).

Let us now take two points \(z_0, z_1 \in \mathcal{D}\) such that \(F_{\ell_m, e} \circ \cdots \circ F_{\ell_1, e}(z_1) = z \in \widehat{h}^e(\partial B^{n_u})\), and \(F_{\ell_m, e} \circ \cdots \circ F_{\ell_1, e}(z_0) = \widehat{h}^e(0)\). From \((4.4)\), by the mean value theorem,

\[
1 = \left\| \pi_x(z - \widehat{h}^e(0)) \right\| = \left\| \pi_x(F_{\ell_m, e} \circ \cdots \circ F_{\ell_1, e}(z_1) - F_{\ell_m, e} \circ \cdots \circ F_{\ell_1, e}(z_0)) \right\| \leq \alpha^m \left\| z_1 - z_0 \right\|,
\]

which means that \(B^{n_u}(z_0, \alpha^{-m}) \subset \pi_x \mathcal{D} \subset h^e_0\). This holds for any choice of \(y_0 \in \mathbb{B}^{n_s}, I_0 \in [0, 1/3], \theta \in S^u_\theta\), which, since \(\alpha^{-m} \leq \alpha^{-2/(3\varepsilon c)}\), implies the claim; the \(n_u\) in the bound \(\alpha^{-2n_u/(3\varepsilon c)}\) in the statement of the theorem comes from the fact that for any \(r > 0\) we have \(\mu(B^{n_u}(z_0, r)) = r^{n_u} \mu(B^{n_u})\). \[\square\]

**Remark 7.2.** Theorems 7.1 and 4.2 can be generalized to a setting where the action angle coordinates are higher dimensional \((I_1, \ldots, I_{n_c}, \theta_1, \ldots, \theta_{n_c})\).

To obtain a higher-dimensional version of Theorem 7.1, we can proceed as follows. We define the strip \(S^u = \mathbb{B}^{n_u} \times \mathbb{B}^{n_s} \times \mathbb{R}^{n_c} \times S^u_\theta\) with \(S^u = \prod_{i=1}^{n_c} [0^{I_{i1}}, 0^{I_{i2}}]\). Under the conditions as in Theorem 7.1, if \((7.1)\) holds for one of the action variables \(I_{i*}\) for \(i* \in \{1, \ldots, d\}\), i.e., \(\pi_{I_{i*}}(z) > c\varepsilon\), then we obtain diffusion along \(I_{i*}\).
For Theorem 4.2, to obtain diffusion of length $\frac{1}{2}$ in one of the actions, we can proceed as follows. We define the strip $S'$ as above and consider $I \in [0, 1]^{n_1}$. We need the condition $C1$ but it is enough that (4.2) holds for one action $I_{i_n}$, that is, $\pi_{I_{i_n}} F_{t,e}(z) - \pi_{I_{i_n}} (z) > ce$. We can then repeat the construction from the proof of Theorem 4.2 taking $h^e = \pi_{I_{i_n}} F_{t,e}(x) = (x, y_0, I_0, \theta_0)$ for arbitrary $y_0 \in B^{n_s}$, $I_0 = \left(\frac{1}{2}, \ldots, \frac{1}{2}\right)$, and any $\theta_0 \in S_{0}^{n_s}$. As we propagate $h^e$ through successive connecting sequences, we increase in $I_{i_n}$. There is a possibility that as we propagate the discs, some of them will leave $\{I \in [0, 1]^{n_1}\}$ along some other action than $I_{i_n}$. Nevertheless, for this to happen we also achieve a change of order $O(1)$ in the $I_{i_n}$-direction. In such case we obtain diffusion in the $I_{i_n}$-direction as well as in some other action direction.

8 Symbolic Dynamics

In this section we prove Theorem 4.5. We do so by first formulating a version of this theorem in terms of $Q^e$-discs—Theorem 8.1—which we then use for the proof of Theorem 4.5. We also discuss how the results can be generalized to higher-dimensional $I$.

8.1 Symbolic dynamics under conditions on $Q^e$-discs

Here we introduce a theorem that establishes the symbolic dynamics under assumptions on propagation of $Q^e$-discs. As before, for $\ell \in L$ we let $F_{\ell,e} = f_{\ell, k_{\ell,e}} \circ \cdots \circ f_{\ell,1_e} \in \mathcal{F}_e$, where $\mathcal{F}_e$ is our IFS from (3.7). We formulate the following condition.

Condition A2. There exist constants $0 < c < C$ such that for every $\varepsilon \in (0, \varepsilon_0]$ and every $Q^e$-disc $h^e \subseteq S^u \cup S^d$ the following holds:

(A2.1): For each $\kappa \in \{u, d\}$ there exist $F_{\ell,e}$ in $\mathcal{F}_e$ and a $Q^e$-disc $\tilde{h}^e : \tilde{B}^u \to S^e$ with $\tilde{h}^e \subseteq F_{\ell,e}(h^e)$.

(A2.2): For $h^e, \tilde{h}^e$ as in (A2.1), for all pairs of points $z \in h^e, \tilde{z} \in \tilde{h}^e$ with $\tilde{z} = F_{\ell,e}(z)$, we have the following:

(A2.2.1):

(8.1) $|\pi_I(\tilde{z}) - \pi_I(z)| < C \varepsilon$.

(A2.2.11): If $h^e \subseteq S^u$ (resp., $S^d$) and $\tilde{h}^e \subseteq S^u$ (resp., $S^d$) we have the following:

(8.2) $c \varepsilon < \pi_I(\tilde{z}) - \pi_I(z)$ (resp., $c \varepsilon < \pi_I(z) - \pi_I(\tilde{z})$).

Theorem 8.1. Assume that the IFS $\mathcal{F}_e$ satisfies condition A2. Let $\eta = 2a_1 + C$.

Then for every $\varepsilon \in (0, \varepsilon_0]$ and every infinite sequence of $I$-level sets $(I^n)_{n \in \mathbb{N}} \subseteq \mathbb{R}$, with $|I^{n+1} - I^n| > 2n\varepsilon$, there exists an orbit $(z_n)_{n \in \mathbb{N}}$ of the IFS and an increasing sequence $(k_n)_{n \in \mathbb{N}} \subseteq \mathbb{N}$ such that for every $n \in \mathbb{N}$ we have

(8.3) $|\pi_I(z_{k_n}) - I^n| < \varepsilon n$.
PROOF. The main idea is the following. If we want to increase the $I$-coordinate we move the $Q^e$-disc by iterating from the energy strip $S^u$ to itself. If we want to decrease the $I$-coordinate, we propagate the disc from the energy strip $S^d$ to itself. If we want to switch from increasing the $I$-coordinate to decreasing the $I$-coordinate, or from decreasing the $I$-coordinate to increasing the $I$-coordinate, we propagate the $Q^e$-disc from $S^u$ to $S^d$, or from $S^d$ to $S^u$, respectively. We provide the details below.

Case 1.A. Assume that $I^0 < I^1$. Start with any $Q^e$-disc $h^e_0$ in $S^u$ such that $\pi_I(h^e_0) \subseteq (I^0 - \eta, I^0 + \eta)$. By assumption (A2.1) there is a map $F_{\ell, e} \in \mathcal{F}_e$ and a $Q^e$-disc $\tilde{h}^e$ in $S^u$ such that $\tilde{h}^e \subseteq F_{\ell, e}(h^e_0)$. By (A2.2.1) and (A2.2.ii) for each point $z_0 \in h^e_0$ with $\tilde{z} = F_{\ell, e}(z_0) \in \tilde{h}^e$ we have

$$\varepsilon C < \pi_I(\tilde{z}) - \pi_I(z_0) < \varepsilon C.$$ 

That is, moving the $Q^e$-disc $h^e_0$ along the composition of maps to a $Q^e$-disc $\tilde{h}^e$, each point on $h^e_0$ that lands on $\tilde{h}^e$ changes its $I$-coordinate by at least $\varepsilon C$ and at most $\varepsilon C$. This means that, by repeating this procedure for finitely many times we can obtain a $Q^e$-disc $h^e_1$ such that, for some point $z_* \in h^e_1$ we have $|\pi_I(z_*) - I^1| < \varepsilon C$. Then by Remark 6.4 for any $z_1 \in h^1$, we have

$$(8.4) \quad |\pi_I(z_1) - I^1| \leq |\pi_I(z_1) - \pi_I(z_*)| + |\pi_I(z_*) - I^1| < 2\varepsilon a_I + \varepsilon C \leq \varepsilon \eta,$$

as required for (8.3).

Case 1.B. If $I^0 > I^1$, we proceed with a similar construction starting with any $Q^e$-disc $h^e_0$ contained in $S^d$, and moving the disc from $S^d$ to $S^d$ until we obtain a $Q^e$-disc $h^e_1$ satisfying

$$|\pi_I(z_1) - I^1| \leq \varepsilon \eta \quad \text{for all } z_1 \in h^1.$$ 

Case 2.A. Assume that we are as in Case 1.A, and that $I^1 < I^2$. Then, starting with the $Q^e$-disc $h^e_0$ obtained at the end of the construction, we proceed in the same way as in Case 1.A, moving the disc $h^e_1$ repeatedly by passing from $S^u$ to $S^u$ (by doing so we increase $I$), until we obtain a $Q^e$-disc $h^e_2$ satisfying $|\pi_I(z_2) - I^2| < \varepsilon \eta$, for all $z_2 \in h^2$.

If we are as in Case 1.B and $I^1 > I^2$, we proceed in a similar fashion.

Case 2.B. Assume that we are as in Case 1.A, that is, $I^0 < I^1$ and that $I^1 > I^2$. Consider the $Q^e$-disc $h^e_0$ obtained at the end of the construction of Case 1.A. If for some $z \in h^e_0$ we have $\pi_I(z) - I^2 < C \varepsilon$, then we propagate the disc $h^e_1$ by passing from $S^u$ to $S^u$ (by doing so we increase $I$) until we end up with a $Q^e$-disc $h^e_1, \kappa$ such that for any $z \in h^e_1, \kappa, \pi_I(z) - I^2 < C \varepsilon$. Once this is achieved, we choose a mapping $F_{\ell, e} \in \mathcal{F}_e$ satisfying (A2.1) and (A2.2) with $\kappa = d$ and obtain a $Q^e$-disc $\tilde{h}$ in $S^d$, $\tilde{h} = F_{\ell, e}(h^e_1, \kappa)$. For any $\tilde{z} \in \tilde{h}$, $\tilde{z} = F_{\ell, e}(z)$ for some $z \in h^e_1, \kappa$, we have

$$\pi_I(\tilde{z}) - I^2 = (\pi_I(\tilde{z}) - \pi_I(z)) + (\pi_I(z) - I^2) > (C \varepsilon) + (C \varepsilon) = 0.$$
If for all $z \in \tilde{h}^e$, we have $|\pi_I(z) - I^2| < \varepsilon \eta$, then we take $h^e_2 = \tilde{h}^e$ and the step is finished. If not, then we proceed with the construction from Case 1.B., i.e., propagate the disc $\tilde{h}^e$ by passing from $S^d$ to $S^d$, as in Case 1.B (by doing so we decrease $I$) until we end up with $h^e_2$ for which for all $z_2 \in h^e_2$ we have $|\pi_I(z_2) - I^2| < \varepsilon \eta$.

If we are as in Case 1.B and $I^1 < I^2$, that is, $I^0 > I^1$ and $I^2 > I^1$, we proceed in a similar fashion, but switching from the energy strip $S^d$ to the energy strip $S^u$.

Repeating these constructions for all $\{I^n\}_{n \in \mathbb{N}}$, we obtain at each step a $Q^e$-disc $h^e_0$ such that for all $z_0 \in h^e_0$ we have $|\pi_I(z_0) - I^0| < \varepsilon \eta$. We reach a $Q^e$-disc $h^e_0$ by iterating the $Q^e$-disc $h^e_{n-1}$ by successively applying some maps of the IFS $\mathcal{F}_e$, i.e.,

$$h^e_n \subset F_{\ell^e_1, e} \cdots F_{\ell^e_n, e}(h^e_{n-1}) \quad \text{for some } \ell^e_1, \ldots, \ell^e_n \in L.$$ 

This means that there exists a topological disc $\mathcal{D}_n^e \subset h^e_0$ such that

$$h^e_n = \left( F_{\ell^e_1, e} \cdots F_{\ell^e_n, e} \right) \circ \cdots \circ \left( F_{\ell^e_1, e} \cdots F_{\ell^e_1, e} \right)(\mathcal{D}_n^e).$$

Since $\mathcal{D}_n^e \subset \cdots \subset \mathcal{D}_1 \subset \mathcal{D}_0$, using the nested compact set theorem, we obtain an orbit $(z_n)_{n \in \mathbb{N}}$ of the IFS together with the sequence $k_n = i_1 + \cdots + i_n$ as in the statement of the theorem.

8.2 Symbolic dynamics under conditions on connecting sequences

In this section we give the proof of Theorem 8.1 and later comment how it can be generalized to higher dimensional $I$.

**Proof of Theorem 4.5** The proof follows the same construction as the proof of Theorem 8.1.

As in the proof of Theorem 4.2, condition (A2.1) of Theorem 8.1 follows from (C2.i)–(C2.iii) combined with Theorem 6.5. Conditions (A2.2.i) and (A2.2.ii) of Theorem 8.1 follow from (C2.iv) and (C2.v) combined with Theorem 6.5. The shadowing of $I^n$ is therefore obtained identically as in the proof of Theorem 8.1.

One technical detail is to show that we can obtain $Q^e$-discs whose $I$-coordinates $(\varepsilon \eta)$-shadow the given action level sets so that these discs never leave $(S^u \cup S^d) \cap \{I \in [0, 1]\}$. More precisely, we need to ensure that we can propagate these discs through connecting sequences such that the successive iterates of the discs under $F_{\ell^e, e}$ return to $(S^u \cup S^d)$ without leaving $\{I \in [0, 1]\}$.

Assume that the $Q^e$-disc $h^e$ is such that $\pi_I h^e \subset (I^n - \varepsilon \eta, I^n + \varepsilon \eta)$. Since $(I_n)_{n \in \mathbb{N}} \subset [2\varepsilon \eta, 1 - 2\varepsilon \eta]$, it follows that

$$\pi_I(h^e) \subset (\varepsilon \eta, 1 - \varepsilon \eta).$$
Let \( h^e \) be the image of \( h^e \) in \( S^u \cup S^d \) under some appropriate mapping \( F_{\ell,e} \) from \( \mathcal{F}_e \). Since \( \eta = 2a_I + C \), we have
\[
\pi_I h^e > \min_{z \in \mathcal{F}_e} \pi_I z - \epsilon C > \epsilon \eta - \epsilon C > 0,
\]
(8.6)
\[
\pi_I h^e < \max_{z \in \mathcal{F}_e} \pi_I z + \epsilon C < 1 - \epsilon \eta + \epsilon C < 1.
\]
(8.7)

If in our construction we have a \( Q^e \)-disc in \( S^u \) (resp., in \( S^d \)), and we need to increase its \( I \)-coordinate from an \( (\epsilon \eta) \)-neighborhood of \( I^n \) to an \( (\epsilon \eta) \)-neighborhood of \( I^{n+1} \), with \( I^n < I^{n+1} \) (resp., to decrease its \( I \)-coordinate from an \( (\epsilon \eta) \)-neighborhood of \( I^n \) to an \( (\epsilon \eta) \)-neighborhood of \( I^{n+1} \)), then we propagate the \( Q^e \)-disc from \( S^u \) to \( S^u \) (resp., from \( S^d \) to \( S^d \)). By \( (8.6) \) we can do that without the discs having to leave \( \{ I \in (\epsilon \eta, 1-\epsilon \eta) \} \).

If in our construction we have a \( Q^e \)-disc in \( S^u \) and we need to decrease its \( I \)-coordinate from an \( (\epsilon \eta) \)-neighborhood of \( I^n \) to an \( (\epsilon \eta) \)-neighborhood of \( I^{n+1} \), with \( I^n > I^{n+1} \), we first propagate the disc to \( S^d \) without leaving \( \{ I \in [0,1] \} \), which is ensured by \( (8.6) \). Then we continue to propagate the disc from \( S^d \) to \( S^d \). This means that the successive \( Q^e \)-discs will be in \( \{ I \in [0,1] \} \), and they will subsequently return to \( \{ I \in (\epsilon \eta, 1-\epsilon \eta) \} \).

By mirror arguments, if we have a \( Q^e \)-disc in \( S^d \) and we need to increase its \( I \)-coordinate from an \( (\epsilon \eta) \)-neighborhood of \( I^n \) to an \( (\epsilon \eta) \)-neighborhood of \( I^{n+1} \), with \( I^n < I^{n+1} \), we first propagate the disc to \( S^u \) without leaving \( \{ I \in [0,1] \} \), which is ensured by \( (8.6) \). Then we propagate from \( S^u \) to \( S^u \). This means that the successive \( Q^e \)-discs will be in \( \{ I \in [0,1] \} \), and they will subsequently return to \( \{ I \in (\epsilon \eta, 1-\epsilon \eta) \} \).

\( \square \)

**Remark 8.2.** Theorem 8.1 can be generalized to the higher-dimensional case where the action angle coordinates are \( (I_1, \ldots, I_{n_c}, \theta_1, \ldots, \theta_{n_c}) \) by taking the strip \( S^e = \overline{B}^u \times \overline{B}^s \times \mathbb{R}^{n_c} \times S^u \) with \( S^u = \prod_{\ell=1}^{n_c} [S^u_{\ell,1}, S^u_{\ell,2}] \) for \( k \in \{u, d\} \), and assuming conditions \( (A.1) \), \( (A.2.1) \), and \( (A.2.2) \) from Theorem 8.1 with the difference that conditions \( (8.1) \)–\( (8.2) \) are needed only for one of the components \( I_{2i} \) of \( I \). Then for the sequence of \( I_{2i} \)-level sets \( (I^n_{2i})_{n \in \mathbb{N}} \) with \( |I^{n+1}_{2i} - I^n_{2i}| > 2\eta \), we can find an orbit \( (z_n)_{n \in \mathbb{N}} \) of the IFS, which \( \bar{e} \eta \) shadows the sequence of the IFS, i.e., such that for every \( n \in \mathbb{N} \) we have \( |\pi_{2i} (z_n) - I^n_{2i}| < \epsilon \eta \).

Generalizing Theorem 4.5 to the setting of higher dimensional \( I \) is more subtle. In the case when \( n_c = 1 \), condition C2 ensures that \( Q^e \)-discs can be propagated as long as we have \( I \in [0,1] \) for all points on these disc. In higher dimensions we need an analogue of this. We restrict to the setting of \( n_c = 2 \). This is enough to demonstrate the ideas with which we can achieve this without getting too technical.

When \( n_c = 2 \) we define the strips \( S^{iu}, S^{id}, S^{du}, \) and \( S^{dd} \) with
\[
S^{iu} = \overline{B}^u \times \overline{B}^s \times \mathbb{R}^{2} \times S_{\theta}^{iu},
\]
\[
S_{\theta}^{iu} = \prod_{k=1}^{2} [\theta_k^{iu,1}, \theta_k^{iu,2}],
\]
for \( i, i_2 \in \{u, d\} \).
The role of these strips will be that propagating a $Q^\varepsilon$-disc from $S^{i_1j_2}$ to $S^{i_1j_2}$ will increase the coordinate $I_k$ if $i_k = u$ and decrease $I_k$ if $i_k = d$ for $k = 1, 2$.) We define

$$L = \bigcup_{i_1, i_2, j_1, j_2 \in \{u, d\}} L^{i_1j_1j_2},$$

and make the following modification of condition $C_2$.

**Condition $C_2'$.**

(C2'.i) For each $\ell \in L^{i_1j_2j_1j_2}$, $i_1, i_2, j_1, j_2 \in \{u, d\}$, and each $\varepsilon \in (0, \varepsilon_0]$, there is a connecting sequence $(N_{\ell,0}, \ldots, N_{\ell,k_\ell})$ from $S^{i_1j_2}$ to $S^{i_1j_2}$.

(C2'.ii) On the $I, \theta$-coordinate we have

$$\bigcup_{\ell \in L^{i_1j_2j_1j_2}} \pi_{I, \theta}(N_{\ell,0}) = [0, 1]^2 \times S^{i_1j_2}_{\theta} \quad \text{for } i_1, i_2, j_1, j_2 \in \{u, d\}.$$

(C2'.iii) Whenever $N_{\ell,0} \cap N_{\ell',0} \neq \emptyset$ for $\ell, \ell' \in L^{i_1j_2j_1j_2}$, for every $(I^*, \theta^*) \in \pi_{I, \theta}(N_{\ell,0} \cap N_{\ell',0})$ the multidimensional rectangle

$$\bar{B}^{nu} \times \bar{B}^{ns} \times \bar{B}(I^*, \varepsilon_0 a_I) \cap [0, 1]^2 \times \bar{B}(\theta^*, a_\theta) \cap S^{i_1j_2}_\theta$$

is contained in $N_{\ell,0}$ or $N_{\ell',0}$.

(C2'.iv) There exists a constant $C > 0$ such that if $z$ passes through a connecting sequence $(N_{\ell,0}, \ldots, N_{\ell,k_\ell})$, we have

$$|\pi_I F_{\varepsilon}(z) - \pi_I(z)| < \varepsilon \cdot C.$$

(C2'.v) There exists a $c > 0$ such that for $z$ passing through a connecting sequence:

$$\varepsilon \cdot c < \pi_{I_1} F_{\varepsilon}(z) - \pi_{I_1}(z), \quad \text{if } \ell \in L^{uu, uu}, L^{ud, ud},$$

$$\varepsilon \cdot c < \pi_{I_2} F_{\varepsilon}(z) - \pi_{I_2}(z), \quad \text{if } \ell \in L^{uu, uu}, L^{du, du},$$

$$\varepsilon \cdot c < \pi_{I_1} F_{\varepsilon}(z) - \pi_{I_1}(z), \quad \text{if } \ell \in L^{dd, dd}, L^{du, du},$$

$$\varepsilon \cdot c < \pi_{I_2} F_{\varepsilon}(z) - \pi_{I_2}(z), \quad \text{if } \ell \in L^{dd, dd}, L^{ud, ud}.$$
PROOF OF THEOREM 4.7. Let \( \varepsilon \in (0, \varepsilon_0] \) be fixed and let \( C_2 \) hold.

For any given sequence of action levels \( \mathcal{I} = (I^n)_{n \in \mathbb{N}} \subset (2\varepsilon\eta, 1 - 2\varepsilon\eta) \) satisfying \( |I^{n+1} - I^n| > 2\varepsilon\eta \), let \( z = z(\mathcal{I}) = (z^n(\mathcal{I}))_{n \in \mathbb{N}} \) be an orbit of the IFS that \((\eta\varepsilon)\)-shadows the sequence as in (8.3). The existence of such an orbit follows from Theorem 8.1. Denote

\[
V_{\mathcal{I}} := \{ z^0(\mathcal{I}) \in S^u \cup S^d : z^0(\mathcal{I}) \text{ is an initial point of } z(\mathcal{I}), \text{ for which (8.3) holds} \}.
\]

As in the proof of Theorem 8.1, for every \( Q^\varepsilon \)-disc \( h_0^\varepsilon \) of the form

\[
(9.2) \quad h_0^\varepsilon(x) = h_{y^*}^{\varepsilon, I^*, \theta^*}(x) = (x, y^*, I^*, \theta^*),
\]

with fixed \( y^* \in \overline{B}^{n_s}, I^* \in (I^0 - \varepsilon\eta, I^0 + \varepsilon\eta), \text{ and } \theta^* \in S^u_\theta \cup S^d_\theta, \) there exists an initial point \( z^0(\mathcal{I}) \) on that disc that is in \( V_{\mathcal{I}} \). This implies that

\[
\forall y, I, \theta \in V_{\mathcal{I}} \supset \overline{B}^{n_s} \times (I^0 - \varepsilon\eta, I^0 + \varepsilon\eta) \times S^u_\theta \cup S^d_\theta;
\]

hence from (9.1) we conclude

\[
\dim_H(V_{\mathcal{I}}) \geq \dim_H(\pi_{y, I, \theta} V_{\mathcal{I}}) = n_s + 2.
\]

We now assume the special case when \( n_u = n_s = 1 \) and prove the second part of Theorem 4.7, i.e., that the Hausdorff dimension of the set of orbits which follow a prescribed sequence of actions is strictly greater than \( n_s + 2 = 3 \). This special case corresponds to the setting of the PER3BP.

We will construct a family of one-dimensional Cantor sets inside of \( V_{\mathcal{I}} \). We will use Lemma 9.1 below to show that each Cantor set has positive Hausdorff measure. Then we will apply Lemma 9.2 below to show that \( V_{\mathcal{I}} \) has Hausdorff dimension strictly greater than \( n_s + 2 = 3 \).

**LEMMA 9.1 ([30]).** Consider a one-dimensional Cantor set \( \mathcal{D} \), which is formed by creating \( m_k \) gaps in each interval at the \( k \)-th step of the construction. Assume that gaps created at the \( k \)-th step are of length at least \( \delta_k \), with \( 0 < \delta_k < \delta_k \) for each \( k \). Then

\[
\dim_H(\mathcal{D}) \geq \lim_{k \to \infty} \inf_{l > k} \frac{\log(m_1 \cdots m_l - 1)}{\log(m_1 \delta_l)}.
\]

**LEMMA 9.2 ([30]).** Let \( V \) be a Borel subset of \( \mathbb{R}^n \). For \( y \in \mathbb{R}^{n-1} \) let \( L_y \subset \mathbb{R}^n \) be \( L_y = \{(x, y) : x \in \mathbb{R}\} \). If \( n - 1 \leq s \leq n \), then

\[
\int_{\mathbb{R}^{n-1}} \mathcal{H}^{s-(n-1)}(V \cap L_y) dy \leq \mathcal{H}^s(V).
\]

Let \( N \) be an integer satisfying

\[
(9.3) \quad N > \frac{2}{c\varepsilon},
\]

where \( c \) is as in (8.2). This choice ensures that by taking \( N \) applications of maps \( F_{\xi, \varepsilon} \) from the IFS, any \( Q^\varepsilon \)-disc can be moved both up and down in action by 1.
Consider the following compact sets:

\[
A_{uu,uu} = \bigcup_{\ell_1, \ell_2 \in L^{uu}} F_{\ell_1, e}^{-1} \circ F_{\ell_2, e}^{-1}(S^u \cap \{I \in [0, 1]\}),
\]

\[
A_{dd,dd} = \bigcup_{\ell_1, \ell_2 \in L^{dd}} F_{\ell_1, e}^{-1} \circ F_{\ell_2, e}^{-1}(S^d \cap \{I \in [0, 1]\}),
\]

\[
A_{ud,du} = \bigcup_{\ell_1 \in L^{ud}, \ell_2 \in L^{du}} F_{\ell_1, e}^{-1} \circ F_{\ell_2, e}^{-1}(S^u \cap \{I \in [0, 1]\}),
\]

\[
A_{du,ud} = \bigcup_{\ell_1 \in L^{du}, \ell_2 \in L^{ud}} F_{\ell_1, e}^{-1} \circ F_{\ell_2, e}^{-1}(S^d \cap \{I \in [0, 1]\}).
\]

By condition \(C_3\) there exists a \(\delta\) satisfying

\[
0 < \delta = \min\{\text{dist}(A_{uu,uu}, A_{ud,du}), \text{dist}(A_{dd,dd}, A_{du,ud})\}.
\]

By the compactness of \((S^u \cup S^d) \cap \{I \in [0, 1]\}\) there exist \(\lambda > 1\) such that

\[
\lambda > \sup\{\|D(F_{\ell_n, e} \circ \cdots \circ F_{\ell_1, e})(z)\|\},
\]

where the supremum is taken over all

\[
z \in (F_{\ell_n, e} \circ \cdots \circ F_{\ell_1, e})^{-1}((S^u \cup S^d) \cap \{I \in [0, 1]\}) \quad \text{for } \ell_i \in L \text{ and } n \leq N.
\]

Suppose that \(I^1 > I^0\) (the case \(I^1 < I^0\) is similar). As in the proof of Theorem \(8.1\), start with a \(Q^e\)-disc \(h_0^e(x)\) of the form (9.2), with \(\pi I h_0^e \subseteq (I^0 - \eta e, I^0 + \eta e)\).

We can propagate this disc until we obtain an image disc \(h_1^e\) with

\[
\pi I (h_0^e) \subseteq (I^1 - \eta e, I^1 + \eta e)
\]

in two different ways: (i) by propagating the disc only through \(S^u\) up to \((I^1 - \eta e, I^1 + \eta e)\), or (ii) by propagating the disc through \(S^d\), switching back to \(S^u\), and propagating it through \(S^u\) up to \((I^1 - \eta e, I^1 + \eta e)\). The choice in (9.3) ensures that each of these propagations can be achieved by applying at most \(N\) applications of maps \(F_{\ell, e}\) from the IFS. The points in \(h_0^e\) that get propagated in these two ways yield two disjoint subdiscs \(D^0, D^1\) of \(h_0^e\). By (9.4) and (9.5), the distance between \(D^0\) and \(D^1\) is at least \(\delta_1 = \lambda^{-1}\delta\).

Continuing this procedure, we obtain recursively a nested sequence of finite unions of discs such that the gaps between the discs at step \(k\) are at least \(\delta_k = \lambda^{-k}\delta\). The resulting Cantor set \(D(y^*, I^*, \theta^*)\) depends on the choice of the initial \(Q^e\)-disc \(h_0^e\) given by (9.2). From Lemma \(9.1\)

\[
\dim_H(D(y^*, I^*, \theta^*)) \geq \lim_{k \to \infty} \frac{\log(2^k)}{-\log(2\lambda^{-(k+1)}\delta)} = \log_\lambda 2 > 0.
\]
By Lemma 9.2,
\[ H^{s+2d+\log_2 2}(V'_t) \]
\[ \geq \int_{B_{\eta}(S^\delta_0) \times (S^\delta_0 \cup S^\delta_0)} H^{\log_2 2}(\mathcal{D}(y, I, \theta)) \, dy \, dI \, d\theta > 0, \]
so \( \dim_H(V) \geq n_s + 2d + \log_2 2 \), proving our claim. \( \square \)

10 Stochastic Behavior

Our proof will be based on the Donsker’s functional central limit theorem. We start by recalling the result.

Consider a sequence \( Y_n \) of independent identically distributed random variables with \( \mathbb{E}(Y_n) = 0 \) and \( \text{Var}(Y_n) = 1 \) and define
\[ S_n = Y_1 + \cdots + Y_n, \]
\[ S(t) = S_{\lfloor t \rfloor} + (t - \lfloor t \rfloor)(S_{\lfloor t \rfloor + 1} - S_{\lfloor t \rfloor}) \quad \text{for} \ t \in [0, +\infty), \]
\[ S_n^*(t) = \frac{S(nt)}{\sqrt{n}} \quad \text{for} \ t \in [0, 1]. \]

**Theorem 10.1** ([64] Donsker’s functional central limit theorem). On the space \( C[0, 1] \) of continuous functions on the unit interval with the metric induced by the sup-norm, the sequence \( S_n^* \) converges in distribution \( ^7 \) to a standard Brownian motion \( W_t \).

10.1 Stochastic behavior under conditions on \( Q^\varepsilon \)-discs

Let \( \Omega_\varepsilon \subseteq \mathbb{R}^\mu \times \mathbb{R}^s \times \mathbb{R}^2 \times \mathbb{T} \) be a set of positive Lebesgue measure. (We add the subscript \( \varepsilon \) in \( \Omega_\varepsilon \) since in the result stated below the choice of this set will depend on \( \varepsilon \).) On \( \Omega_\varepsilon \) we define a probability space \( (\Omega_\varepsilon, \mathbb{F}_\varepsilon, \mathbb{P}_\varepsilon) \) by taking \( \mathbb{F}_\varepsilon \) to be the sigma field of Borel sets on \( \Omega_\varepsilon \) and
\[ \mathbb{P}_\varepsilon(B) := \frac{|B|}{|\Omega_\varepsilon|}. \]

(10.1)

We introduce the following notation. For a point \( z \) in the extended phase space we denote by \( \pi_t(z) \) the time coordinate \( t \) of the point \( z \), where \( t \) is the covering space \( \mathbb{R} \) of \( \mathbb{T}^1 \). Thus the ‘angle’ coordinate \( \theta \) is given by \( \theta = t \pmod{2\pi} \). The quantity \( \pi_t(\Phi_t^\varepsilon(z)) - \pi_t(z) \) represents the time \( \tau \) it takes for a point \( z \) to flow to \( \Phi_t^\varepsilon(z) \). For \( \tilde{h}^\varepsilon \subseteq F_{\varepsilon}(h^\varepsilon) \) as in condition [A2.1] for each pair of points \( z, \tilde{z} \in h^\varepsilon \), \( \tilde{z} = F_{\varepsilon}(z) \in \tilde{h}^\varepsilon \), there is an associated time \( \pi_t(\tilde{z}) - \pi_t(z) \). We denote by \( \pi_t(h^\varepsilon) - \pi_t(h^\varepsilon) \) the time interval consisting of all \( \pi_t(\tilde{z}) - \pi_t(z) \) for all \( z, \tilde{z} \) as above.

Below we define some uniformity conditions for all pairs of \( Q^\varepsilon \)-discs \( h^\varepsilon, \tilde{h}^\varepsilon \) as in condition [A2]

\[ \text{See Section 4.4 for more details on the convergence.} \]

\[ ^7 \]
Condition A3.

(A3.1): There exists $T_0 > 0$ such that for every pair of points $z, \tilde{z}$ as in condition [A2] we have

\begin{equation}
\pi_t(\tilde{z}) - \pi_t(z) < T_0. \tag{10.2}
\end{equation}

(A3.2): There exists $M_0 > 0$ such that for every $\gamma \in S^u \cup S^d$ and $t \in [0, T_0]$

\begin{equation}
\left| \pi_I(\Phi^e_t(z)) - \pi_I(z) \right| < M_0 \varepsilon. \tag{10.3}
\end{equation}

Condition (A3.1) says that the first-return times to $S^u \cup S^d$ via any of the maps $\ell$ in $\mathcal{F}_e$, for any $\ell \in L$, are uniformly bounded for $z \in S^u \cup S^d$. Condition (A3.2) says that the change in $I$ along the flow $\Phi^e_t$ is uniformly bounded for the length of time it takes a point $z \in S^u \cup S^d$ to return to $S^u \cup S^d$.

We recall that $S^u \cup S^d$ is noncompact. If we restrict to the dynamics on a compact subset of $S^u \cup S^d$, for instance to $(S^u \cup S^d) \cap \{ I \in [0, 1] \}$, then both assumptions in condition A3 are automatically satisfied.

The theorem below will be used in the subsequent section to prove Theorem 4.9.

**Theorem 10.2.** Assume that the IFS $\mathcal{F}_e$ satisfies the conditions A2 and A3. Let $I = H_0 - h_0$, let $\mu, \sigma, X_0$ be any fixed real numbers, and let $\gamma > 3/2$. Then for sufficiently small $\varepsilon$ there is a set $\Omega_\varepsilon \subset \mathbb{R}^{\mathbb{N}} \times \mathbb{R}^{\mathbb{N}} \times \mathbb{R}^2 \times \mathbb{T}$ of positive Lebesgue measure such that $\pi_{\gamma, I, 0} \Omega_\varepsilon = \pi_{\gamma, I, 0}(S^u \cup S^d) \cap \{ I \in [X_0 - \varepsilon, X_0 + \varepsilon] \}$, and the stochastic processes defined as energy paths

\begin{equation}
X^e_t : \Omega_\varepsilon \rightarrow \mathbb{R}, \tag{10.4}
\end{equation}

\begin{equation}
X^e_t(z) := I(\Phi^e_{\gamma - \gamma t}(z)) \text{ for } t \in [0, 1]. \tag{10.5}
\end{equation}

have the following limit in distribution on $C[0, 1]$

\begin{equation}
\lim_{\varepsilon \rightarrow 0} X^e_t = X_0 + \mu t + \sigma W_t.
\end{equation}

For the proof of Theorem 10.2 we will need two technical lemmas.

**Lemma 10.3.** Assume that the IFS $\mathcal{F}_e$ satisfies the conditions A2 and A3 and let $\eta$ be a constant as given by Theorem 8.1. Then there exist constants $T > 0$ and $M > 1$ such that for every $k \in \mathbb{N}$, every $\varepsilon \in (0, \varepsilon_0]$, and every $Q^e$-disc $h^e$ in $S^u \cup S^d$ satisfying

\begin{equation}
\pi_I h^e \subset [I_0 - \varepsilon \eta, I_0 + \varepsilon \eta],
\end{equation}

there exists a sequence $\ell_1, \ldots, \ell_m \in L$ ($m$ depends on $k, \varepsilon$ and $h^e$) and a disc $D \subset \mathbb{B}^u$ such that

\begin{equation}
h^{\ell_1} = F_{\ell_1, \varepsilon} \circ \cdots \circ F_{\ell_m, \varepsilon} \circ h^e(D)
\end{equation}

---

8 Alternatively we can define the energy paths as $X^e_t(z) := I(\Phi^e_{\gamma - \gamma t})(z)$ by taking $\gamma \in \mathbb{R}$, which satisfies $\gamma > T_0 \sigma / c$, where $c$ and $T_0$ are the constants from the conditions A2 and A3 respectively. We highlight this alternative in footnotes while giving the proof.
Figure 10.1. The \( Q^\varepsilon \)-disc \( h^\varepsilon \) is moved to \( h^{\varepsilon t} \) by constructing successive \( Q^\varepsilon \)-discs that travel up and down between the two regions in darker grey. Any trajectory that passes through the full excursion stays within the light grey area. This plot is a sketch of what is happening in Lemma 10.3 for \( k = 1 \).

is a \( Q^\varepsilon \)-disc satisfying

\[
\pi_I h^{\varepsilon t} \subset (I_0 - \varepsilon M, I_0 + \varepsilon M),
\]

\[
\pi_I h^{\varepsilon t} - \pi_I h^\varepsilon \subset [kT, (k + 1)T].
\]

Moreover, for every \( z \in h^\varepsilon (D) \) and \( \tilde{z} = F_{l_{m,e}} \circ \cdots \circ F_{l_{1,e}} (z) \in h^{\varepsilon t} \), we have

\[
\pi_I \Phi_t (z) \in (I_0 - \varepsilon M, I_0 + \varepsilon M) \quad \text{for every } t \in [0, \pi_I \tilde{z} - \pi_I z].
\]

Proof. The idea behind the proof is depicted in Figure 10.1.

Consider a sequence \( \{I^n\}_{n \in \mathbb{N}} \) of \( I \)-level sets whose values alternate between \( I_0 \) and \( I_0 + 3\eta \), i.e.,

\[
(10.6) \quad I_0, I_0 + 3\eta, I_0, I_0 + 3\eta, \ldots.
\]

Note that the consecutive values are more than \((2\eta\varepsilon)\) apart. By Theorem 8.1 there exists a trajectory whose \( I \)-coordinate \((\varepsilon \eta)\)-shadows \( \{I^n\} \). Following the construction of the proof of Theorem 8.1, we start with a \( Q^\varepsilon \)-disc \( h^\varepsilon \) whose \( I \)-projection is contained in \([I_1 - \eta\varepsilon, I_1 + \eta\varepsilon] \) and take successive iterates of this disc under the IFS \( \mathcal{F}_e \).

In order to move from \( I^n \) to \( I^{n+1} \), we make repeated transitions from \( S^u \) to \( S^u \) in the case \( I^n < I^{n+1} \) or from \( S^d \) to \( S^d \) in the case \( I^n > I^{n+1} \). Each transition corresponds to one application of some return map \( F_{l_{e}} \) to \( S^u \cup S^d \). From the lower bounds from condition \((A2.2.i)\) there exists an upper bound \( K \) for the number of transitions necessary to move from \( I^n \) to \( I^{n+1} \), where \( K \) is independent of \( \varepsilon \) and
of the initial $Q^\varepsilon$-disc $h^\varepsilon$. By condition [A3.1] the time $t$ for each transition is upper-bounded by $T_0$. Hence the time to move from $I^n$ to $I^{n+1}$ is upper-bounded by $T_1 := KT_0$, where $T_1$ is independent of $\varepsilon$ and of the initial $Q^\varepsilon$-disc $h^\varepsilon$.

By condition [A3.2] there exists $M_0 > 0$ such that the change in $I$ along the flow $\Phi_t^\varepsilon$ between successive returns to $S^u \cup S^d$ is upper-bounded by $M_0 \varepsilon$. Therefore, the change in $I$ along the flow as we move from $I^n$ to $I^{n+1}$ is upper-bounded by $\varepsilon K M_0$. We note that the change in $I$ by each return map $F_{\ell, \varepsilon}$ is at most $5 \varepsilon \eta$, since each level set $I^n$ is visited within a distance of $\varepsilon \eta$, and two successive level sets $I^n$ and $I^{n+1}$ are $3 \eta \varepsilon$ apart. Note that by condition [A3.2] we must have $5 \varepsilon \eta < \varepsilon K M_0$.

We let $M$ be an number bigger than $K M_0$ and bigger than 1. Thus, when we move $Q^\varepsilon$-discs between $I^n$ and $I^{n+1}$ the $I$-coordinate along the trajectory stays in $(I_0 - \varepsilon M, I_0 + \varepsilon M)$.

For each $Q^\varepsilon$-disc in our construction by (3.12), its $t$-projection has diameter less than or equal to $2 a \theta$. Let $T_2 = 2 T_1 = 2 K T_0$, which is an upper bound for the time needed to move from $I^n$ to $I^{n+1}$ and then to $I^{n+2}$. Let $T = T_2 + 4 a \theta$.

Our result now follows from the following construction. We start with our $Q^\varepsilon$-disc $h^\varepsilon$. This disc is already in $[I^1 - \varepsilon \eta, I^1 + \varepsilon \eta] = [I_0 - \varepsilon \eta, I_0 + \varepsilon \eta]$, so we move this disc up in $I$ (using transitions from $S^u$ to $S^u$) to reach $[I^2 - \varepsilon \eta, I^2 + \varepsilon \eta] = [I_0 + 2 \varepsilon \eta, I_0 + 4 \varepsilon \eta]$, and then down in $I$ (using transitions from $S^d$ to $S^d$) to return to $[I^3 - \varepsilon \eta, I^3 + \varepsilon \eta] = [I_0 - \varepsilon \eta, I_0 + \varepsilon \eta]$. We repeat such trips until we obtain a $Q^\varepsilon$-disc $h^{\varepsilon\prime}$ with $\pi_I h^{\varepsilon\prime} > k T + \pi_I h^\varepsilon(0)$, where $k$ is given in the statement of the lemma. The last transition to reach $h^{\varepsilon\prime}$ takes less time than $T_2$, and the $t$-projection of every $Q^\varepsilon$-disc has diameter no bigger than $2 a \theta$. This implies $\pi_I h^{\varepsilon\prime} < (k + 1) T + \pi_I h^\varepsilon$. From our construction we already know that the $I$-coordinate along the trajectory of the flow for the points that start in $h^\varepsilon$ and arrive in $h^{\varepsilon\prime}$ is between $(I_0 - \varepsilon M, I_0 + \varepsilon M)$. We define $D$ as the set of points that start in $h^\varepsilon$ and arrive in $h^{\varepsilon\prime}$ through this construction. The $I$-coordinate along the trajectory of the flow for the points that start in $h^\varepsilon$ and arrive in $h^{\varepsilon\prime}$ is between $(I_0 - \varepsilon M, I_0 + \varepsilon M)$. This concludes the proof. □

**Lemma 10.4.** Assume that the IFS $F_\varepsilon$ satisfies the conditions [A2] and [A3]. Let $T$ and $M$ be constants as in Lemma 10.3. Let $\gamma > 3/2$ and $s \in \mathbb{R}$ be fixed constants.

Then, for every sufficiently small $\varepsilon > 0$, and every $Q^\varepsilon$-disc $h^\varepsilon$ satisfying

$$\pi_I h^\varepsilon \subset I_0 + [0, 2T], \quad \pi_I h^\varepsilon \subset (I_0 - \varepsilon M, I_0 + \varepsilon M),$$

there exists $\ell_1, \ldots, \ell_m \in L$ and a set $D \subset \overline{B}^u$ such that

$$\pi_I \bigl\{ \Phi_{t_0 + \varepsilon^{-\gamma+1} - \pi_I z}(z) : z \in h^\varepsilon(D) \bigr\} \subset I_0 + s \sqrt{\varepsilon} + (-\varepsilon M, \varepsilon M),$$

and

$$h^{\varepsilon\prime} = F_{\ell_m, \varepsilon} \circ \cdots \circ F_{\ell_1, \varepsilon} \circ h^\varepsilon(D)$$
is a $Q^\varepsilon$-disc satisfying\(^9\)

$$\pi_t h^{\varepsilon t} \subset I_0 + \varepsilon^{-\gamma + 1} + [0, 2T], \quad \pi_I h^{\varepsilon t} \subset I_0 + s \sqrt{\varepsilon} + (-\varepsilon M, \varepsilon M).$$

**Proof.** The idea behind the proof is depicted in Figure 10.2. Here we conduct the proof for $s > 0$. For $s < 0$ the proof will be analogous and we comment on the difference at the end of the proof. If $s = 0$ the result follows directly from Lemma 10.3.

Let $\eta$ be a constant as given by Theorem 8.1. Consider a sequence $\{I^n\}_{n \in \mathbb{N}}$ of $I$-level sets whose values alternate between $I_0 + s \sqrt{\varepsilon}$ and $I_0 + s \sqrt{\varepsilon} + 3\eta \varepsilon$, i.e.,

\begin{equation}
I^1 = I_0 + s \sqrt{\varepsilon}, \quad I^2 = I_0 + s \sqrt{\varepsilon} + 3\eta \varepsilon, \\
I^3 = I_0 + s \sqrt{\varepsilon}, \quad I^4 = I_0 + s \sqrt{\varepsilon} + 3\eta \varepsilon, \ldots
\end{equation}

By Theorem 4.5 we know that we can $(\varepsilon \eta)$-shadow this sequence. To reach $I^1 = I_0 + c \sqrt{\varepsilon}$ we move $h^{\varepsilon t}$ up using transitions from $S^t$ to $S^u$. We reach this level by moving $h^{\varepsilon t}$ to a $Q^\varepsilon$-disc that we denote here as $h^1_\varepsilon$ (see Figure 10.2). By condition (A2.2.ii) this requires no more than $s \sqrt{\varepsilon}/(c \varepsilon)$ applications of maps $F_{\varepsilon}$. Recall that $T_0$ is an upper bound on the time along the flow to follow an application of a map $F_{\varepsilon}$. The time needed to reach $h^1_\varepsilon$ is less than or equal to $(T_0/s)(c^{-1}2/\varepsilon)$. Since $\gamma > \frac{3}{2}$, for sufficiently small $\varepsilon$ we have

\begin{equation}
\varepsilon^{-\gamma + 1} - (T_0/s)(c^{-1}2/\varepsilon) = \varepsilon^{-1/2} \left(\varepsilon^{-\gamma + \frac{1}{2}} - (T_0/s/c)\right) > 0.
\end{equation}

This means that we reach $h^1_\varepsilon$ in a time less than $\varepsilon^{-\gamma + 1}$. We now apply Lemma 10.3, which ensures that we can stay in $I_0 + s \sqrt{\varepsilon} + (-\varepsilon M, \varepsilon M)$ as we shadow $I^n$. By Lemma 10.3 we can move $h^1_\varepsilon$ to obtain a $Q^\varepsilon$-disc $h^{\varepsilon t}$ with

$$\pi_t h^{\varepsilon t} \subset \left[\pi_t h^1_\varepsilon(0) + kT, \pi_t h^1_\varepsilon(0) + (k + 1)T\right].$$

---

\(^9\)If we consider instead the energy paths $X^\varepsilon(\cdot) := I((\phi^\varepsilon_{\gamma^{1/2}t})(\cdot))$, then here we require that $\pi_t h^t \subset I_0 + y \varepsilon^{-1/2} + [0, 2T]$ by taking $\gamma \in \mathbb{R}$ such that $\gamma > T_0/s/c$. This enters in (10.9) during the course of the proof.
The idea behind the proof of Theorem 10.2 is to shadow the changes of $I$ so that they follow a random walk from the above tree.

with any $k \in \mathbb{N}$ of our choosing; this interval has length $T$. We can choose $k$ so that the above interval is within the interval $I_0 + \varepsilon^{-\gamma + 1} + [0, 2T]$, which has length $2T$. By Lemma 10.3 we also know that the trajectories of points leading from $h^\varepsilon$ to $h^{\varepsilon'}$ remain in $I_0 + s\sqrt{\varepsilon} + (-\varepsilon M, \varepsilon M)$. This in particular implies that at time $t_0 + \varepsilon^{-\gamma + 1}$ (see Figure 10.2) we obtain the condition (10.7). This concludes the proof for $s > 0$.

For $s < 0$ the argument is almost identical, with the only difference being that to reach $I_1$ instead of going up we move down using transitions from $S^d_u$ to $S^d_d$. □

PROOF OF THEOREM 10.2. The intuition behind the proof is to define $\Omega_{\varepsilon}$ as a set of points in $S^u \cup S^d$ for which the $I$-coordinate $O(\varepsilon)$-shadows the random walk in Figure 10.3.

Let $M$ be the constant from Lemma 10.3 and consider the following two sets:

\begin{align*}
A^e_u &= \{ z \in \mathbb{R}^{n_u + n_s + 2} \times T : \pi_I \Phi_{\varepsilon^{-\gamma + 1}}(z) \in X_0 + \mu \varepsilon + \sigma \sqrt{\varepsilon} + (-\varepsilon M, \varepsilon M) \}, \\
A^e_d &= \{ z \in \mathbb{R}^{n_u + n_s + 2} \times T : \pi_I \Phi_{\varepsilon^{-\gamma + 1}}(z) \in X_0 + \mu \varepsilon - \sigma \sqrt{\varepsilon} + (-\varepsilon M, \varepsilon M) \}.
\end{align*}

The subscript $u$ in $A^e_u$ is meant to suggest that for $z \in A^e_u$ the trajectory moves ‘up’ in $I$. Similarly, $d$ in $A^e_d$ is meant to suggest that for $z \in A^e_d$ the trajectory moves ‘down’ in $I$.

By Lemma 10.4 $A^e_u$ and $A^e_d$ are nonempty. (We apply the lemma with $I_0 = X_0$, and with $s = \mu \varepsilon / \sqrt{\varepsilon} + \sigma$ for $A^e_u$ and with $s = \mu \varepsilon / \sqrt{\varepsilon} - \sigma$ for $A^e_d$. We restrict to $\varepsilon < (\sigma / M)^2$ so that $A^e_u \cap A^e_d = \emptyset$.) We obtain in fact more. For every fixed $y_0 \in \overline{B}^{n_s}$, $I_0 \in (X_0 - \varepsilon M, X_0 + \varepsilon M)$, and $\theta_0 \in S^u_0 \cup S^d_0$, choose an initial

---

If we consider instead the energy paths $X^\varepsilon_{y_{\varepsilon^{-\gamma + 1}}}(z) := I(\Phi_{y_{\varepsilon^{-\gamma + 1}}}^\varepsilon(z))$, as indicated in the footnote for Theorem 10.2 then in the reminder of the proof we have: in $A^e_u$ and $A^e_d$ we have $y_{\varepsilon^{-\gamma + 1}}$ instead of $\varepsilon^{-\gamma + 1}$; in $A^e_u$, $A^e_d$, $A^e_u$, $A^e_d$ we have $2y_{\varepsilon^{-\gamma + 1}}$ instead of $2\varepsilon^{-\gamma + 1}$; and in $A^e_{\varepsilon}$ we have $k y_{\varepsilon^{-\gamma + 1}}$ instead of $k \varepsilon^{-\gamma + 1}$, with mirror changes carried throughout the argument.
For each string $f_u$; the number of steps 'down', and

$$Q^e$$-disc $h^e$ of the form

$$h^e(x) = (x, y_0, I_0, \theta_0), \quad x \in \overline{B^n}.$$  

(10.10)

Applying Lemma 10.4 yields a point $z \in h^e$ so that $z \in A^e_{u}$. For such a point $z$ we have $\pi_y, I, \theta(z) = (y_0, I_0, \theta_0)$. This implies that $\pi_y, \theta(A^e_u) = \pi_y, \theta(S^u \cup S^d)$ and $\pi_I(A^e_u) = (X_0 - \varepsilon M, X_0 + \varepsilon M)$. By mirror arguments, $\pi_y, \theta(A^e_d) = \pi_y, \theta(S^u \cup S^d)$ and $\pi_I(A^e_d) = (X_0 - \varepsilon M, X_0 + \varepsilon M)$.

We now define the following subsets of $\mathbb{R}^{n_u+n_d+2} \times \mathbb{T}$:

$$A^e_{uu} = A^e_u \cap \{ z : \pi_I \Phi_{2e-\gamma+1}(z) \in X_0 + 2\mu \varepsilon + 2\sigma \sqrt{\varepsilon} + (-M\varepsilon, M\varepsilon) \},$$

$$A^e_{du} = A^e_u \cap \{ z : \pi_I \Phi_{2e-\gamma+1}(z) \in X_0 + 2\mu \varepsilon + (-M\varepsilon, M\varepsilon) \},$$

$$A^e_{ud} = A^e_d \cap \{ z : \pi_I \Phi_{2e-\gamma+1}(z) \in X_0 + 2\mu \varepsilon + (-M\varepsilon, M\varepsilon) \},$$

$$A^e_{dd} = A^e_d \cap \{ z : \pi_I \Phi_{2e-\gamma+1}(z) \in X_0 + 2\mu \varepsilon - 2\sigma \sqrt{\varepsilon} + (-M\varepsilon, M\varepsilon) \}.$$

The set $A^e_{uu}$ is the set of points that first go up to $2\mu \varepsilon + \sigma \sqrt{\varepsilon}$ at time $\varepsilon^{-\gamma+1}$, and then go up again to $2\mu \varepsilon + 2\sigma \sqrt{\varepsilon}$ at time $2\varepsilon^{-\gamma+1}$. This is the reason for the subscript $uu$. The set $A^e_{du}$ is the set of points that first go up to $2\mu \varepsilon + \sigma \sqrt{\varepsilon}$ at time $\varepsilon^{-\gamma+1}$, and then go down to $2\mu \varepsilon$ at time $2\varepsilon^{-\gamma+1}$. This is the reason for the subscript $du$.

Similar descriptions can be made for $A^e_{ud}$ and $A^e_{dd}$.

We apply Lemma 10.4 twice for $Q^e$-discs of the form (10.10), obtaining that the sets $A^e_{uu}$, $A^e_{ud}$, $A^e_{du}$, and $A^e_{dd}$ are nonempty. Due to (10.10), we have that $\pi_y, \theta(A^e_{k\omega}) = \pi_y, \theta(S^u \cup S^d)$ and $\pi_I(A^e_{k\omega}) = (X_0 - \varepsilon M, X_0 + \varepsilon M)$ for $k, k' \in \{u, d\}$.

We continue to subdivide these sets in a similar manner using an inductive procedure. First we introduce the following notation. For a given sequence of symbols $\omega = \omega_k \ldots \omega_1$, where $\omega_i \in \{u, d\}$, we denote

$$|\omega| := k,$$

$$U(\omega) := \#\{ \omega_i : \omega_i = u, i = 1, \ldots, |\omega| \},$$

$$D(\omega) := \#\{ \omega_i : \omega_i = d, i = 1, \ldots, |\omega| \},$$

$$N(\omega) := U(\omega) - D(\omega).$$

(10.11)

For each string $\omega$, $|\omega|$ represents the length of $\omega$, $U(\omega)$ the number of steps ‘up’, $D(\omega)$ the number of steps ‘down’, and $N(\omega)$ the ‘net’ number of ‘up-down’ steps.

For a given string $\omega = \omega_{k-1} \ldots \omega_1$ and $k \in \{u, d\}$, we now inductively define $A^e_{k\omega} \subset \mathbb{R}^{n_u+n_d+2} \times \mathbb{T}$ as

$$A^e_{k\omega} = A^e_{\omega} \cap \{ z : \pi_I \Phi_{ke-\gamma+1}(z) \in X_0 + k\mu \varepsilon + N(k\omega)\sigma \sqrt{\varepsilon} + (-M\varepsilon, M\varepsilon) \}. $$

(10.12)

By construction, the sets $A^e_{\omega}$ with $\omega$ of the same length are disjoint, i.e., if $|\omega| = |\omega'|$ and $\omega \neq \omega'$, then $A^e_{\omega} \cap A^e_{\omega'} = \emptyset$. Also, because we take the points in $A^e_{\omega}$ by inductively applying Lemma 10.4 for $t \in [ek, \varepsilon(k+1)]$ we obtain (see Figure
(10.2)

\[ \Phi_{\varepsilon - y, t}(z) \in \Phi_{\varepsilon - y + 1, K}(z) + [-2\varepsilon \sqrt{\varepsilon}, 2\varepsilon \sqrt{\varepsilon}] \]

Let

(10.13)

\[ K_\varepsilon := [\varepsilon^{-1}] \in \mathbb{N}. \]

Let us consider paths of length \(|\omega| = K_\varepsilon\) and define the set

\[ B = (S^u \cup S^d) \cap \{ I \in [X_0 - \varepsilon, X_0 + \varepsilon] \}. \]

The set \( B \) is compact and has finite Lebesgue measure. We will show that for a fixed \( \varepsilon \) we can restrict the sets \( A^e_\omega \) to \( \tilde{A}^e_\omega \subset A^e_\omega \cap B \) so that

(10.15)

\[ 0 < \mu(\tilde{A}^e_\omega) = \mu(\tilde{A}^t_\omega) < \infty \]

for any \( \omega, \sigma \) with \(|\omega| = |\sigma| = K_\varepsilon\).

(10.16)

\[ \pi_{\omega, I, \theta}(\tilde{A}^e_\omega) = \pi_{\omega, \theta}(S^u \cup S^d) \cap \{ I \in [X_0 - \varepsilon, X_0 + \varepsilon] \}. \]

In order to show (10.15)–10.16 let us fix \( \varepsilon \) and first consider a fixed \( \omega \) of length \(|\omega| = K_\varepsilon\). Since \( M > 1 \), \( [X_0 - \varepsilon, X_0 + \varepsilon] \subset (X_0 - M\varepsilon, X_0 + M\varepsilon) \), so we know that for every \((y_0, I_0, \theta_0) \in \pi_{\omega, I, \theta}B\) there exists an \( x_0 \) such that \((x_0, y_0, I_0, \theta_0) \in A^e_\omega\). By the continuity of the solutions of ODEs with respect to the initial conditions, we can choose a small neighborhood of \((x_0, y_0, I_0, \theta_0)\) that will also be in \( A^e_\omega\). We can take this neighborhood to be of the form \( B^n(B^n(x_0, \delta) \times B^{n+2}(y_0, I_0, \theta_0)) \cap B \), where \( \delta, r \) are some small positive numbers depending on \( \omega \) and \((x_0, y_0, I_0, \theta_0)\). By the compactness of \( \pi_{\omega, I, \theta}B \) we can choose finite sequences \((y_i, I_i, \theta_i)\) and \( r_i \) for \( i = 1, \ldots, n \) such that

(10.17)

\[ \pi_{\omega, I, \theta}B = \bigcup_{i=1}^n B^{n+2}((y_i, I_i, \theta_i), r_i) \cap \pi_{\omega, I, \theta}B. \]

Each \((y_i, I_i, \theta_i)\) has a \( \delta_i = \delta(y_i, I_i, \theta_i) \) associated with it. For \( \delta < \min_{i=1,\ldots,n} \delta_i \) we define

(10.18)

\[ \tilde{A}^e_\omega(\delta) := \bigcup_{i=1}^n B^n(x_0, \delta) \times B^{n+2}((y_i, I_i, \theta_i), r_i) \cap B \subset A^e_\omega. \]

The measure of this set depends continuously on \( \delta \). There is a finite number of \( \omega \) of length \( K_\varepsilon \). This means that we can choose a finite sequence of \( \delta(\omega) \) such that \( \tilde{A}^e_\omega := \tilde{A}^e_\omega(\delta(\omega)) \) satisfies (10.15). Condition (10.16) follows from (10.17) and (10.18).

We now define the set \( \Omega_\varepsilon \) that appears in the statement of Theorem 10.2

\[ \Omega_\varepsilon := \bigcup_{|\omega| = K_\varepsilon} \tilde{A}^e_\omega. \]

By construction, \( \mu(\Omega_\varepsilon) > 0 \). Moreover, by (10.16), we also have

\[ \pi_{\omega, I, \theta}(\Omega_\varepsilon) = \pi_{\omega, \theta}(S^u \cup S^d) \cap \{ I \in [X_0 + \varepsilon, X_0 - \varepsilon] \}. \]
We now define a sequence of random variables $Y_n^\varepsilon : \Omega_\varepsilon \to \mathbb{R}$ for $n = 1, \ldots, K_\varepsilon$ as

$$
Y_n^\varepsilon(z) = \begin{cases} 
1 & \text{if } z \in \tilde{A}_{n\varepsilon}^\varepsilon \text{ and } \omega_n = u, \\
-1 & \text{if } z \in \tilde{A}_{n\varepsilon}^\varepsilon \text{ and } \omega_n = d.
\end{cases}
$$

(10.19)

Since the sets $\tilde{A}_{n\varepsilon}^\varepsilon$ satisfy (10.15), the random variables $Y_n^\varepsilon$ are independent and identically distributed with $P(Y_n^\varepsilon = 1) = P(Y_n^\varepsilon = -1) = \frac{1}{2}$; moreover, $E(Y_n^\varepsilon) = 0$, $\text{Var}(Y_n^\varepsilon) = 1$.

As in the setup for Theorem 10.1, we define $S_n^\varepsilon = Y_1^\varepsilon + \cdots + Y_n^\varepsilon$ for $n \in \{1, \ldots, K_\varepsilon\}$, define $S^\varepsilon(t) = S_{\lfloor t \rfloor}^\varepsilon + (t - \lfloor t \rfloor)(S_{\lfloor t \rfloor + 1}^\varepsilon - S_{\lfloor t \rfloor}^\varepsilon)$ for $t \in [0, K_\varepsilon]$, and define

$$
S_n^{\varepsilon,*}(t) = \frac{S^\varepsilon(n(t))}{\sqrt{n}} \quad \text{for } t \in [0, 1] \text{ and } n \in \{1, \ldots, K_\varepsilon\}.
$$

Since $Y_n^\varepsilon$ is a distribution independent of $\varepsilon$ (for $n \leq K_\varepsilon$), we see that $S_n^{\varepsilon,*}(t)$ also is distribution independent of $\varepsilon$ (for $n \leq K_\varepsilon$); hence by Theorem 10.1

$$
\lim_{\varepsilon \to 0} S_n^{\varepsilon,*}(t) = W_t,
$$

(10.20)

where the limit is in distribution on $C[0, 1]$.

Our objective will be to use the process $S_n^{\varepsilon,*}(t)$ for the proof of convergence of $X_n^\varepsilon$. Before that we need to prepare some auxiliary facts.

First, from (10.19) we see that $S_n^\varepsilon(z)$ counts the ‘net’ number of ‘up-down’ steps along the trajectory starting from $z$, so for $z \in \tilde{A}_{n\varepsilon}$ with $|\omega| = n \leq K_\varepsilon$ we have (see (10.11))

$$
N(\omega) = S_n^\varepsilon(z).
$$

(10.21)

For $t \in [0, 1]$ let $k \in \mathbb{N}$ be a number such that $t \in [\varepsilon k, \varepsilon (k + 1)]$. We then have

$$
k\varepsilon \in [t - \varepsilon, t + \varepsilon],
$$

(10.22)

and also, by (10.14) for such $t$ and $k$, it holds that $k \in [tK_\varepsilon - 1, tK_\varepsilon + 2]$; hence

$$
S_k^\varepsilon(z) \in S^\varepsilon(tK_\varepsilon) + [-2, 2].
$$

(10.23)

Since $K_\varepsilon = \lceil \varepsilon^{-1} \rceil$,

$$
\sqrt{\varepsilon} \leq \frac{1}{\sqrt{K_\varepsilon}} + \left[\frac{-1}{2} K_\varepsilon^{-3/2}, \frac{1}{2} K_\varepsilon^{-3/2}\right].
$$

(10.24)
We are now ready for our proof of convergence of $X^\theta_t$. We compute

$$X^\theta_t(z) = \pi_I \Phi^\theta_{k \gamma} (z)$$

$$\in \pi_I \Phi^\theta_{k \gamma+1} (z) + \left[ -2\sigma \sqrt{e} , +2\sigma \sqrt{e} \right]$$

$$\subset X_0 + k \mu e + S^D_k (z) \sqrt{e} + \left[ -Me - 2\sigma \sqrt{e} , Me + 2\sigma \sqrt{e} \right]$$

$$\subset X_0 + \mu t + S^D_k (z) \sigma \sqrt{e}$$

$$+ \left[ -(M + \mu) e - 2\sigma \sqrt{e} , (M + \mu) e + 2\sigma \sqrt{e} \right]$$

$$\subset X_0 + \mu t + S^D_k (z) \sigma \sqrt{e} + \left[ -3\sigma \sqrt{e} , 3\sigma \sqrt{e} \right]$$

for small $e$

$$\subset X_0 + \mu t + S^D_k (tK_e) (z) \sigma \sqrt{e} + \left[ -5\sigma \sqrt{e} , 5\sigma \sqrt{e} \right]$$

$$\subset X_0 + \mu t + \sigma S^{K_e, \ast}(t) (z) \left( \frac{-1}{2K_e} , \frac{1}{2K_e} \right)$$

$$+ \left( -6\sigma \sqrt{K_e} , 6\sigma \sqrt{K_e} \right)$$

We have therefore shown that

$$X^\theta_t = X_0 + \mu t + \sigma (S^{K_e, \ast}(t) + Z_e(t))$$

where

$$|Z_e(t)| \leq \frac{1}{K_e} \left| S^{K_e, \ast}(t) \right| + \frac{6}{\sqrt{K_e}}.$$

Since $Z_e(t)$ converges to 0 in probability and $S^{K_e, \ast}(t)$ converges in distribution to $W_t$, we obtain that $S^{K_e, \ast}(t) + Z_e(t)$ converges in distribution to $W_t$. This means that from (10.25) we obtain (10.5), which concludes our proof.

Remark 10.5. By a modification of the proof of Theorem 10.2 by shadowing a random walk with time-dependent coefficients, we can obtain convergence to $\mu(t) + \sigma(t)W_t$ for deterministic, continuous functions $\mu(t), \sigma(t), t \in [0, 1]$.

10.2 Stochastic behavior under conditions on connecting sequences

Proof of Theorem 4.9. By Theorem 4.5 we know that we can $\eta e$ shadow any sequence of $I^t \in [2\eta e, 1 - 2\eta e]$. As long as we remain in $I \in [2\eta e, 1 - 2\eta e]$, we can shadow the energy levels from the binomial process from Figure 10.3. Our result follows from the same construction as the proof of Theorem 10.2 with the only difference being that once $X^\theta_t$ leaves the set $\{ I \in [0, 1] \}$, the assumption $C2$ can no longer be used to propagate $Q^\theta$-discs. This is why we stop the considered processes as soon as we exit this set.

One issue we can comment on is the existence of $T_0$ and $M_0$ from condition $A3$ which is part of the assumption of Theorem 10.2. The $T_0$ exists, since any map $F_{\ell, e}$ associated with the connecting sequence with $\ell \in L$ has a compact domain. We have a finite number of such maps; hence the time needed for the flow to pass through these maps is finite.

For $T_0 > 0$ since the set

$$A(T_0) := [0, T_1] \times [0, \varepsilon_0] \times (S^u \cup S^d) \cap \{ I \in [0, 1] \}$$
is compact, we can find $M_0 = M_0(T_0)$ such that
\[
\pi_I \Phi_0^\varepsilon(z) - \pi_I z \in [-M_0\varv, M_0\varv] \quad \text{for} \ (t, \varv, z) \in A(T_0).
\]
Such $M_0$ will be the bound for (10.3).

**Appendix: Proof of Lemma 5.2**

**Proof.** To establish (5.2) it is enough to show that for all $\varv \in E$ and $z_1, z_2 \in N$ satisfying $Q_0^\varepsilon(z_1 - z_2) > 0$, we have
\begin{align}
(A.1) \quad & \frac{\|f_k(\varv, z_1) - f_k(\varv, z_2)\|}{\|f_k(\varv, z_1) - f_k(\varv, z_2)\|} < b_k \quad \text{for} \ \kappa \in \{y, \theta\}, \\
(A.2) \quad & \frac{\|f_I(\varv, z_1) - f_I(\varv, z_2)\|}{\|f_k(\varv, z_1) - f_k(\varv, z_2)\|} < \varepsilon b_k.
\end{align}

Take $Q_0^\varepsilon(z_1 - z_2) > 0$. Let $z_1 - z_2 = (x, y, I, \theta)$. This means that $\|x\| \neq 0$ and
\begin{align}
(A.3) \quad & \|y\|/\|x\| \leq a_y, \quad \|I\|/\|x\| \leq \varepsilon a_I, \quad \|\theta\|/\|x\| \leq a_\theta.
\end{align}

For $\kappa \in \{x, y, \theta\}$ we compute
\begin{align}
(A.4) \quad & f_k(\varv, z_1) - f_k(\varv, z_2) = \left( \int_0^1 \frac{\partial f_k}{\partial z}(\varv, z_2 + s(z_1 - z_2)) ds \right) (z_1 - z_2).
\end{align}

Using (A.4) and (A.3), for $\kappa \in \{y, \theta\}$ we have
\begin{align}
\frac{\|\pi_\kappa(f_k(\varv, z_1) - f_k(\varv, z_2))\|}{\|\pi_\kappa(f(\varv, z_1) - f(\varv, z_2))\|} & \leq \frac{\sum_{\kappa \in \{y, \theta\}} \left\| \frac{\partial f_k}{\partial \kappa} \right\| \|h\|}{m \left( \frac{\partial f_k}{\partial x} \right) \|x\| - \sum_{\kappa \in \{y, \theta\}} \left\| \frac{\partial f_k}{\partial \kappa} \right\| \|h\|} \\
& \leq \frac{\left\| \frac{\partial f_k}{\partial y} \right\| + \left\| \frac{\partial f_k}{\partial \theta} \right\| a_y + \left\| \frac{\partial f_k}{\partial I} \right\| \varepsilon a_I + \left\| \frac{\partial f_k}{\partial \theta} \right\| a_\theta}{m \left( \frac{\partial f_k}{\partial x} \right) - \left\| \frac{\partial f_k}{\partial y} \right\| a_y + \left\| \frac{\partial f_k}{\partial I} \right\| \varepsilon a_I - \left\| \frac{\partial f_k}{\partial \theta} \right\| a_\theta} < b_k.
\end{align}

We now turn to establishing (A.2). We compute
\begin{align}
f_I(\varv, z_1) - f_I(\varv, z_2) & = f_I(0, z_1) - f_I(0, z_2) + \varv \int_0^1 \left( \frac{\partial f_I}{\partial \varv}(\varv u, z_1) - \frac{\partial f_I}{\partial \varv}(\varv u, z_2) \right) du \\
& = \pi_I(z_1 - z_2) + \varv \left( \int_0^1 \int_0^1 \frac{\partial f_I}{\partial \varv}(\varv u, z_2 + s(z_1 - z_2)) du ds \right) (z_1 - z_2).
\end{align}
This gives
\[
\frac{\|f_I(\varepsilon, z_1) - f_I(\varepsilon, z_2)\|}{\|f_x(\varepsilon, z_1) - f_x(\varepsilon, z_2)\|} \leq \frac{\|I\| + \varepsilon \sum_{h \in \{x, y, I, \theta\}} \left[ \left\| \frac{\partial f_I}{\partial \varepsilon h} \right\| \right\| h \right\|}{m \left( \frac{\partial f_x}{\partial x} \right) \|x\| - \sum_{h \in \{y, I, \theta\}} \left[ \left\| \frac{\partial f_x}{\partial \varepsilon h} \right\| \right\| h \right\|}
\]
\[
\leq \varepsilon a_I + \left\| \frac{\partial f_I}{\partial \varepsilon x} \right\| \left[ \left\| \frac{\partial f_x}{\partial \varepsilon y} \right\| \right\| y \right\| + \left\| \frac{\partial f_I}{\partial \varepsilon I} \right\| + \left\| \frac{\partial f_I}{\partial \varepsilon \theta} \right\| \|\theta\| \right) \|a_I\| \leq \varepsilon b_I.
\]

We have established (A.1)–(A.2), which concludes our proof. □
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