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Abstract

The consequence of a change in school leadership (e.g., principal turnover) on student achievement has important implications for education policy. The impact of such an event can be estimated via the popular Difference in Difference (DiD) estimator, where those schools with a turnover event are compared to a selected set of schools that did not have such an event. The strength of this comparison depends on the plausibility of the “parallel trends” assumption that the “treated group” of those schools which had leadership turnover, absent such turnover, would have changed “similarly” to those which did not. To bolster such a claim, one might generate a comparison group, via matching, that is similar to the treated group with respect to pre-treatment outcomes and/or pre-treatment covariates. Unfortunately, as has been previously pointed out, this intuitively appealing approach also has a cost in terms of bias. To assess the tradeoffs of matching in our application, we first characterize the bias of matching prior to a DiD analysis under a linear structural model that allows for time-invariant observed and unobserved confounders with time-varying effects on the outcome. Given our framework, we verify that matching on baseline covariates generally reduces bias. We further show how additionally matching on pre-treatment outcomes has both cost and benefit. First, matching on pre-treatment outcomes partially balances unobserved confounders, which mitigates some bias. This reduction is proportional to the outcome’s reliability, a measure of how coupled the outcomes are with the latent covariates. Offsetting these gains, matching also injects bias into the final estimate by undermining the second difference in the DiD via a regression-to-the-mean effect. Consequently, we provide heuristic guidelines for determining to what degree the bias reduction of matching is likely to outweigh the bias cost. We illustrate our guidelines by reanalyzing a principal turnover study that used matching prior to a DiD analysis and find that matching on both the pre-treatment outcomes and observed covariates makes the estimated treatment effect more credible.
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1 Introduction

Principal turnover rates in the United States are high, with some estimates at 18% nationally, which has led to much policy attention and research to understand the effect of principal turnover on student achievement (Goldring and Taie, 2018; Barnes and Benjamin, 2007; Grissom, Kalogrides and Loeb, 2015). In particular, a recent empirical study (Bartanen, Grissom and Rogers, 2019) found statistically significant negative effects of principal turnover on student achievement through a difference in difference (DiD) estimator. The DiD estimator is a popular method in causal inference for measuring treatment effects in observational panel data (Abadie, 2005; Ryan, Burgess and Dimick, 2014; Wharam et al., 2007). The DiD estimator uses the change of a control group to estimate how much change a targeted treated group would have experienced over time, absent treatment. In such an approach, researchers assume that the control group’s change over time is equivalent to the treatment group’s change over time absent any treatment effect. This assumption is often referred to as the “parallel trend assumption” (Abadie, 2005) and is used as the main identifying assumption justifying the DiD estimator. One core concern with this assumption is whether the chosen comparison group is suitable.

To bolster the plausibility of the parallel trends assumption, Bartanen, Grissom and Rogers performed matching prior to the DiD analysis to select a control group where parallel trends seems more plausible. Matching methods are a class of methods in causal inference that allows direct comparison of the treated and control groups by selecting units from a pool of possible control units that resemble the treatment group in terms of baseline, observable characteristics (Stuart, 2010; Rubin, 2006). The hope is, if our observed characteristics are informative enough, that the control units would be, other than the receipt of treatment, just like the treatment units in other aspects. For the DiD case, in particular, we would hope our matched controls would change just like the treated units would have, absent treatment. Given this intuition, many other previous empirical works have also used matching prior to their DiD analysis (Heckman et al., 1998; A. Smith and E. Todd, 2005; Imai, Kim and Wang, 2021); in these studies, the authors believe that the key parallel trend assumption is more likely to hold conditional on similar observed covariates and lagged outcomes. This assumption is often referred as “conditional parallel trends”: the evolution of treated and control units would be the same, absent treatment, for units with the same observable characteristics. Although conditional parallel trends may be more likely to hold in certain scenarios, Daw and Hatfield (2018) show that when unconditional parallel trends hold, matching on pre-treatment outcomes can actually induce bias into a perfectly unbiased estimator. We are thus faced with a dilemma: matching intuitively gives us a more plausible control group, but the act of matching injects bias into our estimator. This is the dilemma we explore in this paper.

Engaging with this dilemma is not new. Many works analyze matching prior to a DiD analysis and show that matching may actually hurt or help depending on different scenarios (Daw and Hatfield, 2018; Ding and Li, 2019; Lindner and McConnell, 2018; Zeldow and Hatfield, 2021; Chabé-Ferret, 2015; Chabé-Ferret, 2017; Kim and Steiner, 2021, 2020). These existing works can be roughly grouped into three categories. The first are those that characterize the bias when either parallel trends or conditional parallel trends perfectly holds (Ding and Li, 2019; Daw and Hatfield, 2018). The second are those that characterize the bias in more general settings via simulations (Lindner and McConnell, 2018; Zeldow and Hatfield, 2021). The third give sufficient conditions for when matching combined with DiD gives perfectly unbiased estimates, as opposed to comparing which of the biased estimates may lead to the minimum bias (Chabé-Ferret, 2017; Chabé-Ferret, 2015).  

1The work by this author also considers a different data generating model than ours; we discuss this
We seek to provide exact mathematical characterizations of the bias under a general framework that allows for both imperfect conditional and unconditional parallel trends driven by unobserved and observed time-invariant confounders with time-varying relationships to the outcome. In other words, all estimators, regardless of matching, are biased in our setting as neither parallel trends nor conditional parallel trends necessarily holds, and we explore how to identify which strategy produce the least (as opposed to zero) bias.

In particular, we characterize the bias of different matching DiD estimators in a linear structural equation model (detailed in Section 3) as a function of the underlying relationship between covariates, pre-treatment outcomes, breakage in parallel trends, and amount of confounding. In Section 4 we present the main results of the bias for the simple unmatched DiD estimator, the DiD estimator after matching on observed covariates, and the DiD estimator after matching additionally on the pre-treatment outcome. We find that matching on observed covariates generally leads to a reduction in bias. This improvement is guaranteed unless unlikely scenarios occur such as pre-existing biases cancelling each other out. This result is also consistent with the “pre-treatment criterion” that suggests practitioners always control for observed covariates when estimating a causal effect (Rosenbaum, 2002; Rosenbaum and Rubin, 1983; Shpitser, VanderWeele and Robins, 2010), although our additional results do undermine this principle.

In contrast to matching on our baseline covariates, matching on the pre-treatment outcome exhibits a trade off. On one hand, matching on the pre-treatment outcome does indirectly partially match on the latent confounders, thus mitigating their bias contribution. The amount in reduction is proportional to a key quantity known as reliability, a measure of how coupled the outcomes are with these latent covariates (Prasad, Vaidya and Vemula, 2016; Trochim, 2006). On the other hand, matching on the pre-treatment outcome undermines the second “difference” in the DiD estimator by forcing the treated and control group’s pre-treatment outcomes to be equal (Kim and Steiner, 2021, 2020). Therefore, if parallel trends originally held, matching on the pre-treatment outcome breaks an initially unbiased estimator. On balance, as we show in Lemma 4.2 if the reliability is higher than the breakage of parallel trends, it is better to match on the pre-treatment outcome.

If we view pre-treatment outcomes as just another baseline covariate, the above results connect to matching on covariates measured with error (Webb-Vargas et al., 2017; Lenis, Ebnesajjad and Stuart, 2017; Rudolph and Stuart, 2018). In particular, when we match on such variables, we only imperfectly match on the underlying, latent, variable directly connected to our post-treatment outcomes, leaving residual imbalance. The DiD estimator can then exacerbate this residual imbalance by, as described in (Daw and Hatfield, 2018), via a regression to the mean effect. These results show the “pretreatment criterion” does not always apply for difference-in-difference contexts.

For clarity of exposition we initially focus on the simple pre-post (or two time point) DiD. After we present these results, however, we extend to a more general setting with multivariate covariates and multiple pre-treatment outcomes in Section 5. We find that matching on multiple pre-treatment outcomes helps further recover the latent confounder, leading to a greater reliability and reduction in bias. In addition to characterizing the bias of the DiD after matching, we also provide heuristic guidelines in Section 6 to practitioners on whether matching prior to their DiD analysis is sensible, along with a method for roughly estimating the reduction in bias. Finally in Section 7 we revisit our principal turnover application, where the authors found a statistically negative treatment effect of principal turnover on student achievement. We show that matching on both observed covariates and pre-treatment outcomes helped reduce the bias of the estimate, providing further support for the authors’ justification to match, and lending further credibility for their reported treatment effect.

Further in Section 3.1...
2 Empirical Application - Impact of Principal Turnover

Many studies suggest principals play a crucial role in building a learning climate, supporting teacher improvement, and instructional leadership (Grissom and Bartanen, 2019; Boyd et al., 2011; Grissom, Loeb and Master, 2013; Coelli and Green, 2012); we might believe that turnover would undermine such benefits. In this vein, a recent study by (Bartanen, Grissom and Rogers, 2019) indeed found short term negative effects of principal turnover on public schools in Missouri and Tennessee. The Missouri data, initially obtained by the Department of Elementary and Secondary Education, contains 2,400 public schools in 565 districts, and span the years of 1991 to 2016. These data record whether there was a turnover in any given year, and also contain outcomes such as school-average math scores on statewide exams in Grades 3 to 8. The original authors also drew on school demographics from the Common Core of Data (CCD) that contained information about student enrollment size, proportion of Black and Hispanic students, and the proportion of students receiving free lunch (Bartanen, Grissom and Rogers, 2019). The main years of analysis were between 2001-2015 to allow for multiple lagged outcomes. As our running example, we use these Missouri data, generously provided by the initial authors.

In our analysis, the main treatment variable is a binary principal turnover variable, which takes value of 1 if a principal in a school in year $t$ is not the principal in the school in year $t + 1$ and 0 otherwise. We focus on estimating the immediate impact of principal turnover on student’s math scores. To answer this, the initial authors estimated a causal effect using a DiD analysis after matching. Bartanen, Grissom and Rogers matched prior to DiD because “even conditional on school fixed effects and the other controls in the model … parallel trends do not hold between treatment and comparison schools.” The authors argue that since principals could be leaving due to factors that are also negatively impacting the schools, the schools that have principals departing most likely already have a declining student achievement trend in the years leading to the principal turnover.

To address this challenge, the authors construct a matched comparison group, matching on school demographics and pre-treatment outcomes. Then they obtain an estimated treatment effect via a DiD analysis through regression. We replicated their analysis, with results on Figure 1. Details of our replication of this matching step and the model we used for the DiD analysis are in Appendix C. The difference in Year 1 (first post-treatment year) between the treated and control schools indicate a substantial negative impact of principal turnover. Furthermore, matching provided a control group (in triangles) with a similar downward trend prior to the principal turnover as we see for the treatment group (in circles). Consequently, the authors argue that matching on the pre-treatment outcomes was essential in forming a valid control and treatment group comparison.

In this paper, we work to formalize this choice. On one hand, Daw and Hatfield (2018) shows matching can break parallel trends, but on the other, parallel trends is not initially holding. We investigate this bias-bias trade-off in Section 7 with our practical guidelines that we present in Section 6. As part of this we also calculate rough estimates of the reduction in bias obtained from matching due to the covariates, and due to the covariates along with pre-treatment outcomes. We find that the authors’ decision to match on observed covariates and pre-treatment outcomes was indeed likely to have reduced overall bias, providing a more credible treatment effect estimate.
Figure 1: This event-study style plot shows the estimated margins for treatment and comparison schools relative to year of a principal change (Year 0) for Missouri. The estimates are obtained via a DiD after obtaining a comparable control group through matching on both covariates and lagged outcomes.

3 A Working Model for Evaluating Matching Prior to DiD

3.1 A Linear Structural Equation Model

We present our main results assuming a linear structural equation model following similar studies related to DiD and matching (see [Zeldow and Hatfield 2021, Daw and Hatfield 2018] for examples). Although our model assumes a specific parametric setting, we believe it nevertheless serves as a useful starting point for understanding the main tradeoffs at play.

Let $Y_{i,t}$ be the measured outcome of individual $i$ at time $t$. We first focus on the classic DiD setting with one pre-treatment period at $t = 0$ and one post-treatment period at $t = 1$. In this pre-post setting, $Y_{i,1}$ is our post-treatment outcome and $Y_{i,0}$ is the pre-treatment outcome. No one has received treatment at $t = 0$, and some of our units have received treatment at $t = 1$. We extend our results to multiple pre-treatment periods in Section 5.

Denote $Z_i$ as a binary treatment indicator for individual $i$, with $Z_i = 1$ indicating membership in the treatment group. We have an observed covariate $X_i$ for each individual $i$ and an unobserved latent covariate $\theta_i$. We first focus on the case when both $X_i$ and $\theta_i$ are one-dimensional and extend our results to a multivariate setting in Section 5. We assume a model of both the latent and observed covariates with the following conditional multivariate Gaussian distribution,

$$
(\theta_i, X_i) \mid Z_i = z \sim N \left( \begin{pmatrix} \mu_{\theta,z} \\ \mu_{x,z} \end{pmatrix}, \begin{pmatrix} \sigma^2_{\theta} & \rho \sigma_{\theta} \sigma_x \\ \rho \sigma_{\theta} \sigma_x & \sigma^2_x \end{pmatrix} \right) \quad z = 0, 1, \tag{1}
$$

$$Z_i \sim \text{Bern}(p).$$

Both $\theta$ and $X$ are imbalanced across treatment groups when $\mu_{\theta,1} \neq \mu_{\theta,0}$ and $\mu_{x,1} \neq \mu_{x,0}$.

The above model implies a selection mechanism of

$$P(Z_i = 1 \mid X_i = x, \theta_i = \theta) = \frac{pN_1(\theta, x)}{pN_1(\theta, x) + (1 - p)N_0(\theta, x)}, \tag{2}$$

where $N_z(\theta, x)$ is the probability density of $(\theta, X)$ in Equation (1) given $Z_i = z$. I.e., our model is equivalent to first generating $(\theta_i, X_i)$ pairs from some distribution and then assigning treatment to
the units with the above probabilities (see Remark 3.2 for alternate assignment mechanisms found in the literature).

We use the potential outcomes framework, and assume the Stable Unit Treatment Value Assumption, i.e., no interference between units and no multiple forms of treatment (see Neyman, Dabrowska and Speed (1990) for their historical introduction and Rosenbaum (2009) for an overview). In particular, we generate the potential outcomes $Y_{i,t}(z)$, which denotes the outcome we would see at time $t$ had unit $i$ received treatment $z$, and the observed outcome $Y_{i,t}$, with the following linear model,

$$
Y_{i,t}(0) = \beta_{0,t} + \beta_{\theta,t} \theta_i + \beta_{x,t} X_i + \epsilon_{i,t},
Y_{i,t}(1) = Y_{i,t}(0) + \tau_i 1(t = 1),
Y_{i,t} = Z_i Y_{i,t}(1) + (1 - Z_i) Y_{i,t}(0),
$$

where $\epsilon_{i,t} \sim N(0, \sigma^2_{\epsilon,t}) \perp (\theta_i, X_i, Z_i)$ (we assume homoscedastic errors across time), $\epsilon_{i,t} \perp \epsilon_{i,t'}$ for all $t, t'$, and $\beta_{0,t}, \beta_{\theta,t}, \beta_{x,t}$ are fixed constants that denote the intercept at time period $t$ and the slopes of $\theta$ and $X$ at time $t$, respectively. The vector of random variables $(Z_i, \theta_i, X_i, Y_{i,t}(0), Y_{i,t}(1), Y_{i,t})$ are independently and identically distributed according to the data generating process described in Equations 1. and 3. across individuals. While both $\theta$ and $X$ have time varying effects on the outcome as represented by the $\beta_{x,t}$, $\theta$ and $X$ themselves are time invariant, i.e., they do not change over time (although the pre-treatment outcome, viewed as a covariate, does in the case of multiple pre-treatment periods). See Remark 3.1 for further details and connection to time varying confounders and Section 3.2 for connections to the principal turnover motivating example.

We let individual units have individual treatment effects $\tau_i = Y_{i,1}(1) - Y_{i,1}(0)$, with our estimand being the average treatment effect on the treated (ATT) of

$$
\tau := E(Y_{i,1}(1) - Y_{i,1}(0) \mid Z_i = 1).
$$

We assume no anticipation of treatment effect, with $Y_{i,t}(0) = Y_{i,t}(1)$ for $t = 0$; this is ensured by the above indicator $1(t = 1)$.

We critically allow the slopes of $\theta, X$ ($\beta_{\theta,t}, \beta_{x,t}$) to differ across time, which allows the confounders $\theta$ and $X$ to have a time varying effect on the response, thus breaking the parallel trends assumption. To capture the breakage in parallel trends succinctly, define the imbalance of $\theta$ and the time varying change in the effect of $\theta$ as $\delta_\theta$ and $\Delta_\theta$, respectively, where,

$$
\delta_\theta := \mu_{\theta,1} - \mu_{\theta,0} \quad \text{imbalance,}
\Delta_\theta := \beta_{\theta,t} - \beta_{\theta,t} \quad \text{time variation of effect.}
$$

We define $\delta_x$ and $\Delta_x$ similarly for the imbalance and time varying effect of $X$. Finally, define $\Delta_0 = \beta_{0,1} - \beta_{0,0}$ as the baseline growth. Under this notation, the growth of a unit $i$ from pre to post is a function of the observed and latent covariates, with an expected growth of $\Delta_0 + \Delta_\theta \theta_i + \Delta_X X_i$; if the treatment and control groups have different covariate distributions, they can have systematically different growth rates if $\Delta_\theta$ or $\Delta_x$ are nonzero.

Although we simplify our model by not including interactions between $\theta$ and $X$, we analyze the interaction case in Appendix F; we find that it does not offer more insight than that already provided in the no-interaction case. We end this subsection with two remarks connecting our setup to existing literature.

**Remark 3.1** (Time varying confounders). The outcome model we consider in Equation (3) is nearly equivalent to the one considered in (Zeldow and Hatfield, 2021) except our covariates $(\theta_i, X_i)$ are time invariant while the aforementioned authors consider time varying $(\theta_{it}, X_{it})$ covariates. We
do not consider the time varying covariate case (other than the pre-treatment outcome) for three reasons: 1) As also noted by Zeldow and Hatfield (2021), the time invariant covariate case is interesting in itself as it allows imperfect parallel trends and leads to surprising and illustrative results when some covariates are unobserved, as shown in Section 4. 2) By focusing on time-invariant covariates, we examine DiD in a context where we are interested in the ideal of matching units with similar characteristics; time varying covariates are then a consequence of these stable characteristics, and we represent them via the changing coefficients. 3) The time varying covariate case would require more structural assumptions on how the covariates evolve over time. Zeldow and Hatfield (2021) detail that time varying covariates may evolve either a) completely unrelated to the treatment (such as with an AR(1) process), b) related to the treatment, or c) with a combination of the treatment and other factors. All three cases would require structurally modeling the time varying confounder, where settings b) and c) poses thorny issues due to post-treatment matching. For these reasons, we choose to present our paper with the more simplified, but still widely used, time invariant covariates that have time varying effects as a starting point. That said, also see discussion in Section 8 for further discussion of time-varying settings.

Remark 3.2 (Alternate assignment mechanisms). The assignment mechanism we consider in Equation (2) presumes that the units select themselves into treatment or control as a function of \((X_i, \theta_i)\), their baseline characteristics (both observed and latent), as opposed to the actual pre-period outcome \(Y_{i,0}\). Other evaluations have used alternative selection mechanisms; for example, Chabé-Ferret (2017; Chabé-Ferret, 2015; Ryan, Burgess and Dimick, 2015) instead consider assignment mechanisms that are purely a function of the pre-period outcome with no covariates. In other words, this alternate mechanism can assign units to treatment due to chance deviations in the pre-period (this is the mechanism that would generate, for example, Ashenfelter’s dip (Ashenfelter, 1978)). We leave the connection and extension of our results for this setting to future work.

3.2 Parallel Trends

The key assumption behind DiD is the parallel trend assumption. The parallel trends assumption states that the change between the pre-treatment and post-treatment control potential outcomes for treatment units is the same, on average, as that of the control units. More formally,

\[
\begin{align*}
\mathbb{E}(Y_{i,1}(0) - Y_{i,0}(0) | Z_i = 1) &= \mathbb{E}(Y_{i,1}(0) - Y_{i,0}(0) | Z_i = 0).
\end{align*}
\]

Under our linear model in Equation (3), Equation (5) is equivalent to,

\[
\beta_{0,1} - \beta_{0,0} + \Delta_\theta \mu_{\theta,1} + \Delta_x \mu_{x,1} = \beta_{0,1} - \beta_{0,0} + \Delta_\theta \mu_{\theta,0} + \Delta_x \mu_{x,0},
\]

or

\[
\Delta_\theta (\mu_{\theta,1} - \mu_{\theta,0}) + \Delta_x (\mu_{x,1} - \mu_{x,0}) = \Delta_\theta \delta_\theta + \Delta_x \delta_x = 0.
\]

Since the pre-treatment period’s potential outcome is unaffected by the treatment status, the potential outcome \(Y_{i,0}(0)\) is observed for both the treatment and control group. The post-treatment potential outcome, \(Y_{i,1}(0)\), is also observed for the control group. However, \(Y_{i,1}(0)\) for the treatment group is unobserved, making it the main quantity to identify in a DiD analysis. Equation (5) allows us to impute this quantity to obtain an estimate of the ATT (Equation 4).

Any departure from Equation (5), i.e., if

\[
\Delta_{PT} := \mathbb{E}(Y_{i,1}(0) - Y_{i,0}(0) | Z_i = 1) - \mathbb{E}(Y_{i,1}(0) - Y_{i,0}(0) | Z_i = 0) \neq 0,
\]
leads to a biased DiD estimator. Parallel trends holds despite the presence of observed or unobserved imbalance between the covariates as long as the expected change across time in both the treatment and control is still same. Consequently, Zeldow and Hatfield (2021) state that typical confounders, i.e., covariates with different means within a single time point, are not necessarily confounders in a DiD study. Instead, they say covariates “that differ by treatment group and are associated with outcome trends are confounders” (pg. 2). In our model, not only are \((\theta, X)\) typical confounders but also (time invariant) confounders in a DiD study since \((\theta, X)\) can break parallel trends due to their time varying effects \((\beta_{\theta,t}, \beta_{x,t})\) on the response. Therefore, we refer to \((\theta, X)\) as confounders throughout this paper.

For concreteness, consider the principal turnover application. Say we observe the proportion of students on Free and Reduced Price Lunch for each school (this is an indicator of the proportion of the student body that live in lower income families). This may be imbalanced since schools that have more principals departing may also be schools with higher or lower proportion of FRPL students, thus \(\delta_x \neq 0\). Now say there was increased state-wide government sponsored funding for schools above some threshold of FRPL in the post-treatment years. This could change the relationship between the proportion of FRPL students and overall student achievement from the pre-treatment to post-treatment years, i.e., \(\Delta_x \neq 0\). An example of an unobserved confounder \(\theta\) could be how well the school is able to adapt to statewide changes in the curriculum. Furthermore, we would expect \(\theta\) to be correlated, \(\rho \neq 0\), with many observed covariates \(X\) (e.g., some underfunded schools may be less able to adapt to changing curriculum).

### 3.3 DiD and Matching

We now formally introduce the relevant DiD and matching estimators. For the rest of this section, we work with the expected values of each estimator (as opposed to the finite-sample estimators) to focus on the bias. We first introduce the classic unmatched DiD estimator \(\hat{\tau}_{DiD}\) (Abadie, 2005). The expected value of \(\hat{\tau}_{DiD}\) is,

\[
E[\hat{\tau}_{DiD}] = \{E(Y_{i,1} | Z_i = 1) - E(Y_{i,1} | Z_i = 0)\} - \{E(Y_{i,0} | Z_i = 1) - E(Y_{i,0} | Z_i = 0)\},
\]

where the expectation is over the joint distribution of \((X_i, \theta_i, \epsilon_{i,0}, \epsilon_{i,1})\). We refer to \(\hat{\tau}_{DiD}\) as the naïve DiD estimator as it does not use matching at all. The naïve DiD estimator simply takes the difference of the differences between each control and treated group. It is unbiased if the parallel trend assumption in Equation (6) is satisfied.

For a matched DiD estimator, we would first find a control unit for each treatment unit that shares the same value of \(X\) (or both \(X\) and \(Y_0\), if matching on both). We do this for each treatment unit and fit the resulting DiD estimator to this matched data. For the purpose of the paper, we assume arbitrarily close-to-perfect matching. In other words, if we are matching on \(X\), we assume that for every treated individual \(i\), we obtain a control individual \(j\) such that \(X_i = X_j\). Although perfect matching rarely occurs in practice, it allows us to isolate bias from matching as an approach vs. its implementation. It can also be viewed from an asymptotic argument, if the matching variable has finite support; see, e.g., (Abadie and Imbens, 2006). Additionally, many empirical works that assume conditional parallel trends also implicitly assume they have achieved perfect matching since conditional parallel trends requires parallel trends to hold given both the treated and control group have the exact same values of the matched variable(s) (Imai, Kim and Wang, 2021). We leave fully characterizing the bias under imperfect matches to future work.

Before introducing the matched DiD estimators, we define some additional notation to formally denote the matching step. Suppose we are matching a treatment unit with value \(X_i = x\). Denote
the expected observed outcome of the matched control unit as \( E(Y_{i,1} \mid Z_i = 0, X_i = x) \). Now, we will have a control unit for each treated unit, so the average of these control units would be the average of the above over the distribution of \( X_i \) in the treated group, giving an overall expected average outcome of

\[
E_{x \mid Z_i = 1}[E(Y_{i,1} \mid Z_i = 0, X_i = x)],
\]

where \( E_{x \mid Z_i = 1}(\cdot) \) denotes the integral over the distribution of \( X_i \) conditioned on \( Z_i = 1 \).

We have three estimators, depending on how we match: matching on \( X_i \), matching on pre-treatment outcomes, and matching on both. We found matching only on the pre-treatment outcome and not on an available covariate \( X \) was both practically unsound and also unhelpful for providing insight to the benefits of matching. Consequently, we relegate the analysis for this estimator to Appendix E, although we do analyze the case of matching on a pre-treatment outcome when there is no \( X \) below.

The expected outcomes of the two remaining matching estimators (assuming perfect matches) of matching on the observed covariates \( X \) and matching on both \( X \) and the pre-treatment outcome \( Y_0 \) are then:

\[
E[\hat{\tau}_{DiD}^X] = E(Y_{i,1} \mid Z_i = 1) - E(Y_{i,0} \mid Z_i = 1)
\]

\[
- (E_{x \mid Z_i = 1}[E(Y_{i,1} \mid Z_i = 0, X_i = x)] - E_{x \mid Z_i = 1}[E(Y_{i,0} \mid Z_i = 0, X_i = x)]),
\]

\[
E[\hat{\tau}_{DiD}^{X,Y_0}] = E(Y_{i,1} \mid Z_i = 1) - E(Y_{i,0} \mid Z_i = 1)
\]

\[
- (E_{(x,y) \mid Z_i = 1}[E(Y_{i,1} \mid Z_i = 0, X_i = x, Y_{i,0} = y)]
\]

\[
- E_{(x,y) \mid Z_i = 1}[E(Y_{i,0} \mid Z_i = 0, X_i = x, Y_{i,0} = y)]),
\]

\[
= E(Y_{i,1} \mid Z_i = 1) - E_{(x,y) \mid Z_i = 1}[E(Y_{i,1} \mid Z_i = 0, X_i = x, Y_{i,0} = y)].
\]

Importantly, the expression for \( E[\hat{\tau}_{DiD}^{X,Y_0}] \) reveals one consequence of matching: we no longer have a second difference correction term because we have matched it away (see Kim and Steiner, 2020, 2021 for a further discussion). We will later see that if the matching did not achieve true balance on the latent aspects, this lack of correction term leads to bias.

As a final baseline of comparison, we also consider the simple difference in means estimator \( E[\hat{\tau}_{DiM}] = E(Y_{i,1} \mid Z_i = 1) - E(Y_{i,1} \mid Z_i = 0) \), which takes the difference in means for the treated and control using only the post-treatment outcomes. We will refer to this estimator as the simple DiM estimator. We now present the main results of when matching prior to a DiD analysis may help or hurt.

### 4 The Biases of the Estimators

We first present the bias results in full generality and then consider special cases to gain intuition on what is driving the bias.

**Theorem 4.1 (Bias of DiD and Matching DiD estimators).** If \((Z_i, X_i, \theta_i, Y_{i,t})\) are independently and identically drawn from the data generating process as shown in Equations 1-3 then the bias
of our estimators are the following,

\[
E[\hat{\tau}_{DiM}] - \tau = \beta_{\theta,1}\delta_{\theta} + \beta_{x,1}\delta_{x},
\]

\[
E[\hat{\tau}_{DiD}] - \tau = \Delta_{\theta}\delta_{\theta} + \Delta_{x}\delta_{x},
\]

\[
E[\hat{\tau}_{DiD}^X] - \tau = \Delta_{\theta}\left[\delta_{\theta} - \frac{\sigma_{\theta}}{\sigma_{x}}\delta_{x}\right],
\]

\[
E[\hat{\tau}_{DiD}^{X,Y}] - \tau = \beta_{\theta,1}\left[(1 - r_{\theta|x})(\delta_{\theta} - \frac{\sigma_{\theta}}{\sigma_{x}}\delta_{x})\right].
\]

where

\[
r_{\theta|x} = 1 - \frac{Var(Y_{i,0} \mid Z_i = 0, X_i, \theta_i)}{Var(Y_{i,0} \mid Z_i = 0, X_i)} = \frac{(\beta_{\theta,0})^2\sigma_\theta^2(1 - \rho^2)}{(\beta_{\theta,0})^2\sigma_\theta^2(1 - \rho^2) + \sigma_E^2}.
\]

The proof is provided in Appendix D.1. Before moving to simpler cases, we make a few remarks. First, the bias of the naive DiD estimator is \(\Delta_{PT} = \Delta_{\theta}\delta_{\theta} + \Delta_{x}\delta_{x}\), i.e. is the degree to which parallel trend is broken. Second, the simple DiM estimator is biased proportionally to the imbalance in \(\theta\) and \(X\) (\(\delta_{\theta}, \delta_{x}\), respectively) and to how connected these are to the outcome \((\beta_{\theta,1}, \beta_{X,1})\) post-treatment. Lastly, the \(r_{\theta|x}\) term is related to the reliability or consistency of a measure (Prasad, Vaidya and Vemula 2016; Trochim 2006). The reliability of a measure \(Y\) captures how much \(Y\) is a function of what it is measuring \(\theta\) over noise \(\epsilon\). More formally stated:

**Definition 4.1 (Reliability).** The reliability \(r_{\theta}\) of a random variable \(Y\) as a measure of a random variable \(\theta\) is

\[
0 \leq r_{\theta} = 1 - \frac{Var(Y \mid \theta)}{Var(Y)} \leq 1.
\]

In particular, we use \(r_{\theta|x}\), the (conditional) reliability of the pre-treatment outcome with respect to \(\theta\) within the control group after controlling for \(X\). In our linear framework, \(r_{\theta|x}\) can be interpreted as the population \(R\)-squared statistic if we were able to regress the pre-treatment outcome \(Y_{i,0}\) on \(\theta_i\) after accounting for \(X_i\) within the control group. Alternatively put, \(r_{\theta|x}\) can be interpreted as the square of the correlation between \(\theta\) and the pre-treatment response after accounting for \(X\) within the control group: \(r_{\theta|x} = Cor^2(Y_{i,0}, \theta_i \mid X_i, Z_i = 0)\). Throughout this paper, we often refer to \(r_{\theta|x}\) as simply the reliability term. This reliability cannot generally be directly estimated from the data and may differ greatly depending on the specific application and context. We provide a heuristic way to estimate the reliability with multiple pre-treatment time points under some further assumptions in Section 6.

Because it is not immediately obvious from the expressions in Theorem 4.1 how matching on each variable is helping/hurting the DiD estimator, we will build intuition for these results by going through simple sub-cases first. We first build intuition when there exist no covariate \(X\) in Section 4.1. We then bring back covariate \(X\) but force a zero correlation with \(\theta\) \((\rho = 0)\) in Section 4.2 and finally return to the general correlated case in Section 4.3.

### 4.1 No Covariate Case

If there is no observed \(X\) (equivalently, if all \(\beta_{x,t} = 0\)), then the bias expressions of matching only on \(Y_0\) prior to a DiD analysis simplify.
Corollary 4.1.1 (Bias with no covariates). Assume the same conditions in Theorem 4.1 but with no effect from $X$, i.e., $\beta_{x,0} = \beta_{x,1} = \rho = 0$. The bias expressions in Theorem 4.1 then reduce to the following:

$$
E[\hat{\tau}_{DiM}] - \tau = \beta_{\theta,1}\delta_0,
$$

$$
E[\hat{\tau}_{DiD}] - \tau = \Delta_\theta \delta_0,
$$

$$
E[\hat{\tau}_{DiD}] - \tau = \beta_{\theta,1}\delta_0(1 - r_\theta) = \beta_{\theta,1}\delta_0 \left[ 1 - \frac{\beta^2_{\theta,0}\sigma^2_{\theta}}{\beta^2_{\theta,0}\sigma^2_{\theta} + \sigma^2_E} \right],
$$

where $r_\theta = 1 - \frac{\text{Var}(Y|\theta)}{\text{Var}(Y)}$.

The naïve DiD, as explained in Section 3.2, has two interpretable terms contributing to the bias. The first term, $\delta_0$, is how imbalanced $\theta$ is. The second term, $\Delta_\theta$, represents a potentially time varying relationship with the outcome that can break parallel trends. The matched estimator, if the reliability is greater than zero, uniformly dominates (has less bias than) the simple DiM estimator, but the comparison to DiD is less direct.

The key intuition of why matching on pre-treatment outcome before DiD could give more credible causal estimates than simple DiD is that matching should reduce imbalance between the treatment and control groups by reducing the differences driven by $\delta_\theta$. Unfortunately, $\theta$ is not directly observed, but we hope that matching on the pre-treatment outcome will indirectly match on $\theta$. The reliability term, $r_\theta$, is a natural measure of how good the pre-treatment outcome proxies $\theta$.

To compare matching with DiD to DiD without matching, we rewrite the bias of $E[\hat{\tau}_{DiD}]$ as

$$
E[\hat{\tau}_{DiD}] - \tau = \beta_{\theta,1}\delta_0(1 - r_\theta) = \Delta_\theta \delta_0 - \frac{\Delta_\theta \delta_0 r_\theta}{\text{Reduction in Bias}} + \frac{\beta_{\theta,0}\delta_0(1 - r_\theta)}{\text{Amplification in Bias}}.
$$

This expression confirms that matching helps reduce the bias proportionally to how high the reliability $r_\theta$ is (note the bias offsetting term of $\Delta_\theta \delta_0 r_\theta$). It also reveals an additional bias term due to matching, $\beta_{\theta,0}\delta_0(1 - r_\theta)$, that grows larger as reliability declines.

Indeed, if $Y_0$ is completely dominated by noise, i.e., $r_\theta \approx 0$, implying that $Y_0 \approx \epsilon$ (assuming no observed covariates $X$), then the matching estimator achieves the maximum possible bias since one is matching on noise. On the other hand, if the pre-treatment outcome perfectly proxies $\theta$, i.e., $r_\theta = 1$, implying that $Y_0 = \beta_\theta \theta$, then our bias is exactly zero as matching on $Y_0$ is equivalent to the ideal of matching directly on $\theta$. Finally, if parallel trends perfectly held ($\Delta_\theta = 0$), then matching on the pre-treatment outcome would result in a non-zero bias of $\beta_{\theta,0}\delta_0 (1 - r_\theta)$; this is the regression to the mean phenomenon discussed in Daw and Hatfield (2018).

On one hand, matching on the pre-treatment outcome reduces the bias compared to the naïve DiD by recovering the latent confounder $\theta$ proportional to the reliability $r_\theta$. On the other hand, matching also incurs additional bias by effectively removing the second “difference” in the DiD estimator in terms of $\theta$. We next provide, for this simple no-covariate case, necessary and sufficient conditions to determine when it is better to match on the pre-treatment outcomes as compared to not matching at all.

Lemma 4.2 (Sufficient and necessary condition to match on pre-treatment outcome in the no-covariate case). Under the assumptions of Corollary 4.1.1, the absolute bias of matching on the pre-treatment outcomes is smaller or equal to the absolute bias of the naïve DiD, i.e., $|E[\hat{\tau}_{DiD}] - \tau| \leq |E[\hat{\tau}_{DiD}] - \tau|$, if and only if

$$
r_\theta \geq 1 - |1 - s| \quad \text{with} \quad s = \frac{\beta_{\theta,0}}{\beta_{\theta,1}}.
$$

(8)
Figure 2: Values of the breakage in parallel trends ($s$, on x-axis) and reliability ($r_\theta$, on y-axis) such that matching on pre-treatment outcomes before DiD leads to less bias (darker areas) or not (lighter areas). See Lemma 4.2.

The proof comes from an algebraic simplification of the main result. Intuitively, we should expect the trade off to depend on the reliability vs. how well parallel trends is satisfied. The ratio of the pre-treatment outcome and post-treatment outcome slopes, $s$, is a scale invariant measure of how non-parallel the outcome-covariate relationship is before and after treatment. When parallel trends hold, with $s = 1$, the condition reduces to $r_\theta \geq 1$, showing that matching on the pre-treatment outcome is never recommended in this case.

Parallel trends can break in two different ways. The first is when the post-treatment slope is bigger than the pre-treatment slope $\beta_{1} > \beta_{0}$, and they have the same sign, i.e., $0 < s < 1$. In this case, the absolute value in Equation (8) is irrelevant and the condition reduces to $r_\theta > s$, directly illustrating the trade off between reliability and the breakage in parallel trends. For example, if the breakage in parallel trends is very minimal, i.e., $s = 0.99$ (close to 1) then the reliability has to be at least 99% for the matching estimator to have lower bias than the naïve DiD. In the second case when $s > 1$, there is a similar interpretation. For example, if $s = 1.01$, we need our reliability to be at least 99% to have a lower bias. Lastly, if the pre and post slopes of $\theta$ have differing signs, i.e., $s < 0$, or when $s > 2$, then Equation (8) always holds because the right hand side is less than zero and reliability is always greater than zero.

We summarize the above relationship in Figure 2, which shows the two-dimensional regions of $(s, r_\theta)$ such that Lemma 4.2 holds. As expected, when parallel trends is almost satisfied (near one), one would generally not want to match (the lighter region) unless reliably is very high. On the other hand, when parallel trends is far from perfect (far from one), we benefit from matching more often, even with modest reliability.

4.2 Uncorrelated Case with Covariate

We next consider the more general situation when the observed covariates do affect the outcome, i.e., $\beta_{x,0} \neq 0$ and $\beta_{x,1} \neq 0$, but the covariate is uncorrelated with the latent confounder ($\rho = 0$). This model is quite general as we could define the latent confounder as only those unexplained differences beyond what can be explained by $X$.

Corollary 4.2.1 (Bias with zero correlation). Assume the same conditions in Theorem 4.1 but
the observed covariate is uncorrelated with \( \theta \) within the treatment groups, i.e., \( \rho = 0 \). The bias expressions in Theorem 4.1 then reduce to the following:

\[
E[\hat{\tau}_{DiM}] - \tau = \beta_{\theta,1} \delta_x + \beta_{x,1} \delta_x,
\]

\[
E[\hat{\tau}_{DiD}] - \tau = \Delta \theta \delta_x + \Delta_x \delta_x,
\]

\[
E[\hat{\tau}_{DiD}] - \tau = \Delta \theta \delta_x,
\]

\[
E[\hat{\tau}_{DiD}^X | Y_0] - \tau = \beta_{\theta,1} \delta_x (1 - r_{\theta|x}) = \beta_{\theta,1} \delta_x \left[ 1 - \frac{\beta_{\theta,0}^2 \sigma_{\theta}^2}{\beta_{\theta,0}^2 \sigma_{\theta}^2 + \sigma_E^2} \right].
\]

Unlike matching on \( Y_0 \), matching on \( X \) directly gets rid of the bias terms related to \( X (\Delta_x \delta_x) \). Although this is generally an improvement from the naïve DiD, the naïve DiD bias could still be lower than the bias from matching on \( X \) if preexisting bias from \( X \) and \( \theta \) were cancelling each other. For example, if the time varying effects of \( \theta \) and \( X \) are the same (\( \Delta_x = \Delta \theta \)) but the imbalance of \( \theta \) and \( X \) were in opposite direction (\( \delta_x = -\delta \theta \)), then the bias contribution of \( X \) and \( \theta \) would perfectly cancel without matching, and matching on \( X \) would result in non-zero bias. Lastly, the bias of matching on both \( X \) and pre-treatment outcome reduces to the same bias expression when matching only on pre-treatment outcome without covariates in Section 4.1. This is not a coincidence: matching on \( X \) removes any effect \( X \) had on the response and the situation simplifies to the no covariate case.

### 4.3 General Correlated Case

Given the results explained in Section 4.1, we return to understanding the results presented in Theorem 4.1 where there exists a correlation between \( \theta \) and \( X \) (\( \rho \neq 0 \)). Theorem 4.1 now has two additional complications as compared to Corollary 4.2.1. The first is regarding the reliability \( r_{\theta|x} \), i.e., the proportion of variance of the pre-treatment outcome explained by \( \theta \) after accounting for \( X \). Because accounting for \( X \) via conditioning gives information about \( \theta \) due to the non-zero correlation, it consequently reduces the total conditional variance of the pre-treatment outcome, \( \text{Var}(Y_{1,0} | X, Z_i = 0) \). The consequence of this “extra” information is captured by the \((1 - \rho^2)\) term in the expression for \( r_{\theta|x} \). This means that as \( X \) is increasingly correlated with \( \theta \), the conditional reliability decreases, suggesting an increase in the cost of matching additionally on lagged outcomes.

The second complication is a countervailing force where the more correlated \( X \) and \( \theta \) are, the smaller (in general) the post-matched imbalance in \( \theta \) because as we match on \( X \) we are also likely bringing \( \delta_x \) towards zero. This is not guaranteed, however, as we can illustrate with the maximal \( \rho = 1 \) case. As a reminder, \( \rho = 1 \) does not imply that \( \theta \) and \( X \) are perfectly correlated but instead implies that \( \theta \) and \( X \) are perfectly correlated within each of the treatment and control groups. Therefore, even if \( \rho = 1 \), matching on the same value of \( X \) will not necessarily lead to the same value of \( \theta \) for both the treatment and control group if the group averages of \( \theta \) differ. Consequently, the usefulness of the extra information we gain from matching on a correlated \( X \) depends not only on the strength of the correlation \( \rho \) but also on how much the imbalance of \( X (\delta_x) \) is similar to the imbalance of \( \theta (\delta \theta) \) (after scale adjustment with a \( \sigma_x^2 \) term to put \( X \) on the scale of \( \theta \)). In other words, if the imbalances \( \delta \theta \) and \( \delta_x \) are the same (once \( \delta X \) is rescaled by \( \sigma_x^2 \)) then the bias from matching on a perfectly correlated \( X \) would be zero, as stated by Theorem 4.1.

Overall, the correlation term can decrease the conditional reliability, and thus increase the bias as discussed initially, but it also can allow matching on \( X \) to indirectly match on \( \theta \). We generally find that the more correlated \( X \) and \( \theta \), the less benefit of matching additionally on pre-treatment
Figure 3: Bias of the naïve DiD estimator (dotted line), matching on $X$ DiD estimator (dashed line), and matching on both $X$ and the pre-treatment outcome (solid line) according to the results in Theorem 4.1. We initially fix $\beta_{\theta,1} = \beta_{x,1} = 1.5$, $\beta_{\theta,0} = \beta_{x,0} = \delta_{\theta} = \delta_{x} = \sigma_{\theta} = \sigma_{x} = 1$, $r_{\theta|x} = 0.5$, and $\rho = 0$. We then vary one of the fixed parameters for each of the three panels in Figure 3.

outcomes. In the extreme, Theorem 4.1 shows that the bias will always increase if $\rho \delta_{x}$ is in the opposite direction of $\delta_{\theta}$, i.e., $\text{sign}(\rho \delta_{x}) \neq \text{sign}(\delta_{\theta})$, where $\text{sign}(\cdot)$ is the sign function. In such a case, the correlation actually harms our matching DiD estimator and fails to recover $\theta$ by pushing it further (in the opposite direction) from the desired value. Additionally, even if the confounding effects were in the same direction as the correlation, if $\delta_{x} \gg \delta_{\theta}$ then $X$ can “over-correct” the confounding effect of $\theta$, leading to possibly greater bias. We formalize the necessary conditions that removes these “edge cases” in Section 6.1, where we give a rule-of-thumb guide for determining whether to additionally match on lagged outcome.

4.4 Takeaways

There is unfortunately no simple condition such as Lemma 4.2 that guarantees that it is always better to match on $X$ or both $X$ and the pre-treatment outcome under a more complicated general setting. We instead visually illustrate our findings by plotting the bias of the naïve DiD estimator and the two matching estimators across three panels in Figure 3. To produce the plots, we initially fix $\beta_{\theta,1} = \beta_{x,1} = 1.5$, $\beta_{\theta,0} = \beta_{x,0} = \delta_{\theta} = \delta_{x} = \sigma_{\theta} = \sigma_{x} = 1$, $r_{\theta|x} = 0.5$, and $\rho = 0$. We then vary one of the fixed parameters for each of the three panels in Figure 3. For example, in the left panel we vary $\delta_{x}$. Although the results of the plot are sensitive to the initial parameter values (which were chosen based off our application in Section 7), we show the plots to visually summarize the main findings and show the complex ways the biases can differ.

The left panel in Figure 3 shows that matching on $X$ generally reduces the bias relative to doing nothing since the bias of the naïve DiD estimator (dotted line) increases as the imbalance in $X$ increases, while both matching estimators are unaffected by this imbalance (in this uncorrelated case). This confirms the guideline on why it is generally better to match on observed covariates. However, as mentioned in Section 4.1, matching on $X$ is not uniformly better than the naïve DiD: when $\delta_{x}$ is negative, the bias of $X$ cancels with the positive bias of $\theta$ to allow the naïve DiD (dotted line) to have a lower bias than that of the matching estimator that matches on $X$ only (dashed line).
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The second panel shows that as the reliability grows, it is better to additionally match on pre-treatment outcome as illustrated by the solid bias curve decreasing to zero.

The third panel shows how matching on $X$ improves as the correlation of $X$ and $\theta$ increases. As expected, the bias of both matching estimators is exactly zero when the correlation is one since in this scenario the imbalance of $\theta, X$ are the same, allowing matching on $X$ to perfectly recover $\theta$. When the correlation is negative, however, the bias increases for both matching estimators since matching on $X$ actually pushes $\theta$ in the opposite direction, as explained in Section 4.3.

Overall, given the above, we find that, regardless of whether parallel trends hold or not, matching on observable covariates $X$ is generally always advised for the following reasons:

1. Matching on $X$ directly gets rid of all biases and confounding that results directly from $X$ (i.e., it removes the $\Delta_x \delta_x$ term).

2. Matching on $X$ may further help recover the unobserved confounder $\theta$ when they are correlated. This shows up in the bias by offsetting the effect of $\delta_\theta$ by $\rho X \delta_x$.

That being said, matching on $X$ does not always reduce the bias since pre-existing bias from $\theta$ and $X$ may have been cancelling each other out. Furthermore, a non-zero correlation between $\theta$ and $X$ does not always help reduce the bias since the correlation $\rho$ and the imbalances, $\delta_x, \delta_\theta$, may act in opposite directions or matching on $X$ may “over-correct” the bias.

Matching on the pre-treatment outcome $Y_0$ has a more complex trade-off that depends on the following two quantities:

1. The reliability of the pre-treatment outcome for latent variation beyond what is explained by $X$. If the conditional reliability is high it will generally favor matching on $Y_0$ since it helps us recover the latent confounder $\theta$.

2. The amount of breakage in parallel trends of the unobserved confounder $\theta$. Because matching on the pre-treatment outcome erodes the second “difference” in the DiD estimator, matching on the pre-treatment outcome is only favored if parallel trends does not hold.

This means that the decision to additionally match on pre-treatment $Y_0$ depends on the size of these quantities. Given these tensions, we provide some guidance on how to decide when to match on what variables in Section 6 after extending the above to multiple pre-treatment time periods.

## 5 Multiple Time Periods and Multivariate Confounders

So far we have focused on the setting when there is only one pre-treatment time point and univariate confounders $X, \theta$. It is common, however, to have outcome measures for more than one pre-treatment time point and multiple covariates. For example, in our motivating empirical examples introduced in Section 2 [Bartanen, Grissom and Rogers] matched on seven observed covariates and six pre-treatment outcomes. In cases such as these, we may want to match on all available pre-treatment outcomes and multiple covariates prior to the DiD analysis.

We generalize our linear structural equation model introduced in Section 3.1 to account for $T$ pre-treatment outcomes and multivariate confounders with the following model,

\[
Y_{i,t}(0) = \beta_{0,t} + \beta_{\theta, i, t} \theta_i + \beta_{x, i, t} X_i + \epsilon_{i,t}, \\
Y_{i,t}(1) = Y_{i,t}(0) + \tau_t 1(t = T), \\
Y_{i,t} = Z_i Y_{i,t}(1) + (1 - Z_i) Y_{i,t}(0),
\]

(9)
We index \( 0 \leq t \leq T - 1 \) for the \( T \) periods prior to post-treatment period \( t = T \). Additionally, \( \tilde{\beta}_{x,t} \) is a \( p \)-dimensional column of slopes at time \( t \) for \( \mathbf{X}_i = (X_{i,1}, \ldots, X_{i,p}) \), where \( X_{i,j} \) represents individual \( i \)'s value of covariate \( j \) for up to \( p \) observed covariates. We define \( \tilde{\beta}_{\theta,t}, \theta_i \) similarly for a \( q \)-dimensional number of latent confounders. We keep the data generating model for our confounders similar to Equation (1) but allow arbitrary covariances across the multivariate confounders, we would obtain, if using the above two-way fixed effects model for estimation, is then:

\[
\mathbf{Y}_i^T = (Y_{i,0}, \ldots, Y_{i,T-1})
\]

where \( W_t \) is an indicator that is 1 if in the post-treatment period \( (t = T) \) and zero otherwise, \( \alpha_t, \gamma_i \) are fixed effects for time and unit, respectively, and \( \epsilon_{i,t} \) is the error. The estimate \( \hat{\beta}_{ZW} \) for the interaction term would then be taken as the DiD estimate of the ATT.

It is well known that in a balanced panel data with multiple pre-treatment outcomes, \( \hat{\beta}_{ZW} \) is equivalent to the estimate one would obtain using a classical two-period DiD using the average of all the \( T \) pre-treatment outcomes, \( \bar{Y}_{i,0:(T-1)} = \sum_{t=0}^{T-1} Y_{i,t}/T \), for the pre-treatment measure (Callaway and Sant’Anna, 2020; Wooldridge, 2021; Card and Sullivan, 1987; Tyler, Murnane and Willett, 2000). In particular, the following two-way fixed effects linear regression is especially prevalent:

\[
Y_{i,t} = \alpha_t + \gamma_i + \beta_Z Z_{i,t} + \beta_W W_t + \beta_{ZW} Z_{i,t} W_t + \epsilon_{i,t},
\]

where \( \Sigma_{XX} \in \mathbb{R}^{p \times p} \) and \( \Sigma_{\theta\theta} \in \mathbb{R}^{q \times q} \) are the covariance matrix for \( \mathbf{X}_i \) and \( \theta_i \) within each treatment and control group respectively, and \( \Sigma_{\theta X} \in \mathbb{R}^{q \times p} \) is the covariance matrix between \( \theta_i \) and \( \mathbf{X}_i \). As before, each individual’s \( (\theta_i, \mathbf{X}_i) \) is drawn independently and identically according to Equation (10), where \( \mu_{\theta,z} \) is a \( q \)-dimensional column vector for the average of \( \theta \) in treatment group \( z \) and \( \mu_{x,z} \) is defined similarly. Lastly, we denote \( \mathbf{Y}_i^T = (Y_{i,0}, \ldots, Y_{i,T-1}) \) to represent the vector of \( T \) pre-treatment period outcomes.

The biases of our estimators are then as stated in the following theorem:

**Theorem 5.1** (Bias under multiple time periods). If \((Z_i, \mathbf{X}_i, \theta_i, Y_{i,t})\) are independently and identically drawn from the data generating process in Equations 9 and 10, then the bias of our estimators
are the following:

\[
E[\hat{\tau}; DiD] - \tau = \Delta^\top \delta_\theta + \Delta^\top x \delta_x,
\]

\[
E[\hat{\tau}; X; DiD] - \tau = \Delta^\top \delta_\theta - \Sigma_{\theta X} \Sigma_{X X}^{-1} \delta_x,
\]

\[
E[\hat{\tau}; X; Y^T; DiD] - \tau = \beta^T \delta_\theta - \Sigma_{\theta Y^T}^{-1} \Sigma_{\theta Y^T} \beta^T \delta_x - \Sigma_{\theta X} \Sigma_{X Y^T} \beta^T \delta_x - \Sigma_{\theta Y^T}^{-1} \Sigma_{\theta Y^T} \beta^T \delta_x - \Sigma_{\theta X} \Sigma_{X Y^T} \beta^T \delta_x - \Sigma_{\theta Y^T}^{-1} \Sigma_{\theta Y^T} \beta^T \delta_x
\]

with vector analogs to baseline imbalance and breakage of parallel trends of

\[
\delta_\theta := \mu_{\theta,1} - \mu_{\theta,0}
\]

\[
\Delta_\theta := \beta_{\theta,T} - \frac{1}{T} \sum_{t=0}^{T-1} \beta_{\theta,t},
\]

with \( \delta_x \), \( \Delta_x \) defined similarly, and \( \Sigma_{Y^T} \in \mathbb{R}^{T \times T} \) the covariance matrix of all pre-treatment periods \( Y_0, \ldots, Y_{T-1} \), with \( \Sigma_{\theta Y^T} \in \mathbb{R}^{q \times T} \), \( \Sigma_{XY^T} \in \mathbb{R}^{p \times T} \) defined similarly.

The proof is provided in Appendix D.2. The interpretation for the naïve DiD and the DiD estimator that matches only on \( X \) remains similar to that already discussed in Section 4. For example, the naïve DiD is biased again by the amount the multivariate confounders \( \theta, X \) are breaking the parallel trends. Matching on \( X \) similarly reduces bias contribution from \( X \) and offsets the confounding effect of the latent confounder via the correlation in \( \Sigma_{\theta X} \) and the imbalance \( \delta_x \). However, it is unclear from the expression above how matching on the \( T \) additional pre-treatment outcomes reduces/harms the bias. To explore this further, we apply Theorem 5.1 to a simpler case that allows us to simplify the bias expression.

### 5.1 No Covariate Case

To understand how matching on multiple pre-treatment outcome may impact bias, we first assume a univariate unobserved confounder \( \theta \), i.e., we let \( q = 1 \) and, similar to Section 4.4, assume no observed covariates. Unless one has strong subject-matter knowledge regarding missing confounders, one loses little generality by representing all latent confounding with a single confounder \( \theta \) with arbitrary breakage in parallel trends (\( \Delta_\theta \)) and imbalance (\( \delta_\theta \)).

Since we have no observed covariates \( X \), we state the simplified bias result only for the matching estimator that matches additionally on the \( T \) pre-treatment outcome.

**Theorem 5.2** (Bias). If \((Z_i, \theta_i, Y_{i,t})\) are independently and identically drawn from the data generating process in Equations [9] and [10] with \( q = 1 \) and \( p = 0 \) (no observed covariates), then the bias of matching on \( T \) pre-period outcomes is then

\[
E[\hat{\tau}; X; Y^T; DiD] - \tau = \beta_{\theta,T} \delta_\theta (1 - r^T_\theta),
\]

where

\[
r^T_\theta = \frac{T \beta^2_{\theta, \text{pre}} \sigma^2_\theta}{T \beta^2_{\theta, \text{pre}} \sigma^2_\theta + \sigma^2_E}, \quad \beta^2_{\theta, \text{pre}} := \frac{1}{T} \sum_{t=0}^{T-1} \beta^2_{\theta,t}.
\]
With a slight abuse of notation, we define $\bar{\beta}_{\theta, \text{pre}}^2$ as the average of the squared coefficients as opposed to the square of the average. The proof is provided in Appendix D.2. The result is similar to Corollary 4.2.1 (and exactly equivalent when $T = 1$), except our new “reliability” term, $r_{\theta}^T$, increases as a function of $T$, assuming the average $\bar{\beta}_{\theta, \text{pre}}$ does not shrink as $T$ grows. Therefore, the more pre-treatment period outcomes we match on, the more we decrease bias resulting from our latent confounder $\theta$.

To illustrate how much our reliability increases, suppose $r_{\theta}^{T=1} = 0.5$. Then if $T = 2$, i.e., we have one more additional pre-treatment period, $r_{\theta}^{T=2} \approx 0.67$ (assuming the average $\bar{\beta}_{\theta, \text{pre}}$ remains the same). If $T = 3$, then $r_{\theta}^{T=3} = 0.75$, which is a 50% increase of reliability with only two additional time periods. In practice, when the effects of $\theta$ vary in the pre-treatment periods, using more pre-period measures will only help if the average $\beta_{\theta}$ coefficient does not shrink so much as to offset the gain from $T$ in the reliability expression.

Matching on multiple pre-treatment time points has close ties to synthetic controls, where one would construct a synthetic comparison unit as a weighted average of “donor” (control) units such that the synthetic unit closely matches the measured characteristics (in particular pre-treatment outcomes) of a target treated unit. In particular, the regression to the mean phenomenon shown in Theorem 4.1 and 5.2 is also present in synthetic controls with multiple pre-period outcomes (Abadie, Diamond and Hainmueller 2010; Bouttell et al. 2018; Illenberger, Small and Shaw 2020). Our findings would suggest, then, that one should attend to reliability of the pre-treatment outcome as a measure of latent characteristics in the synthetic control context as well. Further, it also shows that when the number of pre-period outcomes in synthetic controls are few, the reliability will be lower and thus the bias induced by the weighting of units larger. Of course, as D’Amour et al. (2021) shows, perfect matching becomes impractical when the number of periods grows due to the curse of dimensionality. Further adjustment (Ben-Michael, Feller and Rothstein 2019) may avoid some of these difficulties. We leave the exploration of how to estimate reliability here, as well as this tension, to future work.

We can also extend Lemma 4.2, which provided the changeover point between matching and not matching in the no-covariate case, to this more general setting of our multiple time-point:

**Lemma 5.3** (Sufficient and necessary condition to match on $T$ pre-treatment outcomes). Suppose a data matrix of $D_i = (Y_{i,0}, \ldots, Y_{i,T}, Z_i)$ for $i = 1, 2, \ldots, n$ follows the same setting as that listed in Theorem 5.2. Then the absolute bias of matching on the $T$ pre-treatment outcomes is smaller or equal to the absolute bias of the naive DiD, i.e., $|E[\hat{\tau}_{g \text{DiD}}] - \tau| \leq |E[\hat{\tau}_{g \text{DiD}} - \tau]|$, if and only if

$$r_{\theta}^T > 1 - \left| 1 - \frac{\tilde{\beta}_{\theta, \text{pre}}}{\beta_{\theta, T}} \right|,$$

(12)

where $r_{\theta}^T$ is as defined in Theorem 5.2 and

$$\tilde{\beta}_{\theta, \text{pre}} = \frac{1}{T} \sum_{t=0}^{T-1} \beta_{\theta, t}.$$

In other words, when Equation (12) holds, matching on $Y^T$ has less bias than not matching.

The proof is in Appendix G.2.

### 5.2 Stable Pretreatment Case With Covariates

In Section 5.1, we assumed away all observed covariates $X$ to gain further intuition on the bias expression in the no-covariate case. In this section, we keep univariate $\theta$ and bring back all observed
covariates but make a different simplifying assumption in order to gain insight on the bias when additionally matching on the observed covariates $X$. In particular, we assume $\beta_{x,t}$ and $\beta_{t,t}$ are unchanging across the pre-treatment period outcomes, i.e., parallel trends hold in the pre-treatment periods, as given in the following assumption:

**Assumption 1** (Unconditional parallel trends for pre-treatment outcomes). For all pre-treatment periods, $0 \leq t, t' \leq T - 1$, assume there is no time varying effects of either confounders $\theta$ or $X$. i.e., $\beta_{t,t} = \beta_{t,t'}$ and $\beta_{x,t} = \beta_{x,t'}$ for all $t, t'$ such that $0 \leq t, t' \leq T - 1$.

This assumption effectively states that we have $T$ independent and identical measurements of pre-treatment outcome $Y$ available, i.e., for all the pre-treatment outcomes the parallel trends hold perfectly (unconditional on $X$ or $\theta$).

We emphasize that we use Assumption 1 only in this section for pedagogical reasons to give more interpretable bias expression that include observed covariates $X$.

**Theorem 5.4** (Bias with Multiple Time Periods under Stability Assumption). If $(Z_i, X_i, \theta_i, Y_{i,t})$ are independently and identically drawn from the data generating process in Equations 9 and 10 and Assumption 1 holds with $q = 1$, then the biases of our matching estimators are then

$$E[\tilde{r}_{gDiD}^X] - \tau = \Delta \tilde{\theta}_\theta,$$

$$E[\tilde{r}_{gDiD}^{XY}] - \tau = \beta_{t,T} \tilde{\theta}_\theta (1 - r_{\theta|x}^T),$$

where

$$\tilde{\theta}_\theta = \theta_\theta - \sum_{X} \sum_{X}^{-1} \delta_x,$$

$$r_{\theta|x}^T = \frac{T \beta_{t,T}^2 \bar{\sigma}_E^2}{T \beta_{t,T}^2 \bar{\sigma}_E^2 + \bar{\sigma}_E^2},$$

$$\bar{\sigma}_E^2 = \sigma_\theta^2 - \sum_{X} \sum_{X}^{-1} \sum_{X} \sum_{X}. $$

The proof is provided in Appendix D.2. The result is similar to Theorem 5.2. Our new “reliability” term, $r_{\theta|x}^T$, again increases as a function of $T$ similar to that in Theorem 5.2. The second difference, however, is that the average of the pre-period slopes, $\bar{\beta}_{t,pre}$, simplifies to $\beta_{t,T-1}$ under Assumption 1. The second difference arises from matching on the observed covariates $X$. The tildes in the expressions in Theorem 5.4 represent a “residualization” of the outcome and $\theta$ by $X$, driven by the correlation of $X$ and $\theta$. Namely, $\delta_\theta$ and $\sigma_\theta^2$ are adjusted by the extra information gained from matching on correlated $X$ (see Section 4.3 for detailed explanation). In other words, the more tightly coupled $X$ and $\theta$, the less the potential benefit for additionally matching on pre-treatment outcomes beyond just matching on $X$, as represented by a smaller $\sigma_\theta^2$ and generally lower $r_{\theta|x}^T$.

Note that if $p = 1$, then $\sum_{X} = \rho \sigma_\theta \sigma_x$, $\tilde{\delta}_\theta = \delta_\theta - \rho^2 \sigma_\theta \delta_x$, and $\bar{\sigma}_\theta^2 = \sigma_\theta^2 (1 - \rho^2)$, which recovers Theorem 4.1.

The “when to match” Lemma 5.3 directly extends here by replacing $r_{\theta|x}^T$ with $r_{\theta|x}^T$ and $\tilde{\beta}_{t,pre}$ with $\beta_{t,T-1}$. The intuition is that by first taking out the predictive element of $X$ both directly and through its correlation with $\theta$, we can reduce our covariate case to the no-covariate case, and then follow the ideas in Section 4.1 with $\delta_\theta$ replaced with $\tilde{\delta}_\theta$, the imbalance of the “residualized” latent confounder. We later leverage this result to motivate our guideline for determining when to additionally match for the pre-period outcomes.

---

Strictly speaking $r_{\theta|x}^T$ is not the reliability of our outcome as defined in Definition 4.1. However, it can still be roughly interpreted as the ratio of how much total variance from the $T$ pre-period outcome is explained by $\theta$. 

---
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6 Determining When to Match

Using our model as a working approximation, we now use the theoretical results in Sections 4 and 5 to provide heuristic guidance on what to match on, along with a means of roughly estimating the reduction (or increase) in bias due to matching. We also provide a publicly available script to run our proposed guidelines. We assume a univariate \( \theta \), and allow for arbitrary breakage in parallel trends and degree of imbalance.

6.1 Guidance for Matching on Covariates

Guideline 1 (Matching on \( X \) guideline). Always match on \( X \).

One can estimate the reduction in bias (relative to the naïve DiD) from matching on \( X \) as:

\[
\hat{\Delta}_{\tau x} := \left| \hat{\delta}_x^T \hat{\Delta}_x \right| = \left| (\hat{\delta}_x)^T \left( \hat{\beta}_{x,T} - \frac{1}{T} \sum_{t=0}^{T-1} \hat{\beta}_{x,t} \right) \right|,
\]

where \( \hat{\delta}_x \) is the difference in means of \( X \) between the treated and control group and \( \hat{\beta}_{x,t} \) are the \( p \)-dimensional regression coefficients from linear regressions of \( Y_{i,t} \) on \( X_i \) within the control group, one regression for each time point.

This advice is consistent with the current advice on how practitioners should generally account for as many observed covariates as possible (Rosenbaum, 2002; Rosenbaum and Rubin, 1983; Shpitser, VanderWeele and Robins, 2010; Ding and Miratrix, 2015), which is often referred to as the “pre-treatment criterion.”

\( \hat{\Delta}_{\tau x} \) is a rough estimate of the degree of bias reduction (relative to the naïve DiD). More formally \( \hat{\Delta}_{\tau x} \) estimates \( \Delta_{\tau x} \), where

\[
\Delta_{\tau x} := \left| E[\hat{\tau}_{gDiD}] - \tau \right| - \left| E[\hat{\tau}_{D\overline{\tau}DiD}] - \tau \right|.
\]

Section 4.2 shows that, when \( X \) and \( \theta \) are uncorrelated, matching directly on the observed covariates \( X \) reduces the bias contribution from \( X \), i.e., gets rid of the \( \Delta_x \delta_x \) term in the bias. As long as biases are not cancelling, this term would then be the bias reduction. It turns out that, even if \( \Sigma_{\theta X} \neq 0 \), naïvely taking the difference of the estimated slopes from a linear regression still accounts for how the correlation affects the bias, because the correlation with \( \theta \) gets picked up by the estimated slope coefficients themselves being biased. We formalize how this bias estimate works in the following theorem:

**Theorem 6.1** (Conditions for matching on \( X \) reducing bias).

Suppose a data matrix of \( D_i = (X_i, Y_{i,0}, \ldots, Y_{i,T}, Z_i) \) for \( i = 1, 2, \ldots, n \) follows the linear structural equation model in Equations 9 and 10 and the following three sign conditions hold:

1) \( \text{sign}(\Delta_x^T \hat{\delta}_x) = \text{sign}(\Delta_\theta \delta_\theta) \),

2) \( \text{sign}(\Delta_\theta \Sigma_{\theta X} \Sigma_{XX}^{-1} \hat{\delta}_x) = \text{sign}(\Delta_\theta \delta_\theta) \),

3) \( \text{sign}(\delta_\theta) = \text{sign}(\delta_\theta - \Sigma_{\theta X} \Sigma_{XX}^{-1} \hat{\delta}_x) \).

Then \( \Delta_{\tau x} \geq 0 \), i.e., matching on \( X \) will have less bias than the naïve DiD. Additionally, \( \hat{\Delta}_{\tau x} \) is a consistent estimator for \( \Delta_{\tau x} \).

---

See [https://github.com/daewoongham97/DiDMatching](https://github.com/daewoongham97/DiDMatching)
The proof is provided in Appendix \[G.1\]. In general, while matching on \(X\) removes bias from the observed covariates, doing so does not guarantee overall bias reduction due to the “edge cases” mentioned in Section \[4.4\]. The three sign conditions in Theorem \[6.1\] remove these edge cases. The first sign condition says the pre-existing biases of \(\theta\) and \(X\) are not in opposite directions. The second sign condition ensures the imbalance of \(\delta_\theta\) is reduced, not increased, by the extra information we gain about \(\theta\) by matching on a correlated \(X\). In other words, the second sign condition does not allow the confounding effects of \(\theta\) and \(X\) to go in the opposite direction of the correlation. The third sign condition does not allow the additional reduction in bias gained from matching on a correlated \(X\) to over-correct the bias. We leave the assessment of the plausibility of these sign conditions to future empirical work. Importantly, these conditions are not necessary, in that there are many cases where they do not hold, but matching on \(X\) is still beneficial.

\[6.2\] Guidance for Matching on Pre-treatment Outcome(s)

While the guidance for matching on \(X\) is relatively straightforward, the same is not true for matching on the available pre-treatment outcome(s). On one hand, matching on pre-treatment outcomes reduces the effect of imbalance on \(\theta\) (\(\delta_\theta\)) by a factor proportional to the reliability. On the other hand, matching on pre-treatment outcomes erodes the second “difference” in the DiD analysis, which can add bias to the overall estimate. Since these quantities are consequences of how latent parameters relate to the outcome, a general data-driven guideline will have to also rely on some untestable assumptions and heuristics. Here, we use our simplified model from above to provide such a guideline.

Guideline 2 (Matching on \(X, Y_T\) guideline).

Match on all available pre-treatment outcome(s) if the following inequality holds.

\[
\hat{r}_T^T > 1 - \left| 1 - \frac{\hat{\beta}_{\theta,\text{pre}}}{\hat{\beta}_{\theta,T}} \right|
\]

where the reliability and regression coefficients can be estimated as described below.

We can estimate the reduction in bias from matching additionally on \(T\) pre-treatment outcomes (relative to matching only on \(X\)) as

\[
\hat{\Delta}_{\tau_x, y} := |\Delta_{\theta|\theta} - |\hat{\beta}_{\theta,T}\hat{\delta}_\theta(1 - \hat{r}_T^T)|
\]

where \(\hat{\Delta}_{\tau_x, y}\) is an estimate for \(\Delta_{\tau_x, y}\), the additional bias reduction from matching on both observed covariates pre-treatment outcomes relative to matching on observed covariates only, formally defined as

\[
\Delta_{\tau_x,y} := \left| E[\hat{z}_y^{X_i\text{DiD}}] - \tau - E[\hat{z}_y^{X_i\text{DiD}}] - \tau \right|.
\]

We describe how to estimate the components of the guideline below.

Guideline 2 is motivated by Lemma \[5.3\] which provided conditions of when to match on the pre-period outcomes under the general multiple pre-period outcome case when there exist no observed covariates. Theorem \[5.4\] under Assumption \[1\] shows that matching on observed covariates effectively residualizes out any effect on \(X\), reducing the covariate case to the no covariate case of Theorem \[5.2\]. Therefore, we present Guideline 2 as a general heuristic guideline that targets the main trade-off between reliability and the breakage in parallel trends. We have shown that this residualization works when Assumption \[1\] holds. In Appendix \[B\] we show robustness results...
of Guideline 2 to violations of Assumption 1, finding that even when Assumption 1 does not hold, the guideline is correct except near the boundary of whether to match or not.

To estimate the quantities needed conduct the guideline check, we first residualize our outcomes for each time point (we require multiple pre-treatment observations, i.e., $T > 1$):

$$\tilde{Y}_{i,t} := Y_{i,t} - \hat{\beta}_{t} X_{i},$$

where the $\hat{\beta}_{t}$ are the regression coefficients for regressing the outcomes at timepoint $t$ onto the covariates. In Appendix G.2 we show that

$$\tilde{Y}_{i,t} \xrightarrow{d} \beta_{t} (\theta_{i} - \Sigma_{X} \Sigma^{-1}_{X} X_{i}) + \epsilon_{i,t} = \beta_{t} \tilde{\theta}_{i} + N(0, \sigma_{E}^2),$$

showing that this regression returns us to the no-covariate case of Section 4.1, with new latent variable $\tilde{\theta}$ as shown in Theorem 5.4.

We then estimate the residual variance of the residualized model with

$$\hat{\sigma}_{E}^2 = \frac{1}{2} \text{Var}(\tilde{Y}_{i,T} - \tilde{Y}_{i,T-2} | Z_{i} = 0).$$

If $\beta_{t} = \beta_{t,m}$, then the variance of the differences allow for estimation of the residual variance. If these $\beta$ differ, this estimate will be biased upward, reducing the reliability term and thus shifting the recommendation towards not matching. Therefore, our matching guideline is conservative, i.e., when it tells to match it is correct despite the aforementioned stability assumption. On the other hand, if our guideline suggests to not match, it may still be beneficial to match if $\beta_{t,m-2} \neq \beta_{t,m-2}$. Different time periods are possible here; we recommend the researcher select two periods that seem the most stable. Other estimation approaches are possible here; see discussion and robustness results in Appendix B.

We can use these residualized outcomes and estimated residual variance to obtain empirical estimates of the quantities given in Lemma 5.3’s Equation (12):

$$\hat{\beta}_{t} = \sqrt{\text{Var}(\tilde{Y}_{i,t} | Z_{i} = 0) - \hat{\sigma}_{E}^2}, \quad t = 0, 1, 2, \ldots, T,$$

$$\hat{\epsilon} = \frac{T \hat{\beta}_{\text{pre}}^2}{T \hat{\beta}_{\text{pre}}^2 + \hat{\sigma}_{E}^2} \quad \text{with} \quad \hat{\beta}_{\text{pre}}^2 = \frac{1}{T} \sum_{t=0}^{T-1} \hat{\beta}_{t}^2.$$

The additional quantities in the formula for bias reduction are estimated as

$$\Delta_{t} = \hat{\beta}_{t,m} - \hat{\beta}_{\text{pre}} \quad \text{with} \quad \hat{\beta}_{\text{pre}} = \frac{1}{T} \sum_{t=0}^{T-1} \hat{\beta}_{t}, \quad \text{and}$$

$$\hat{\delta}_{t} = \frac{\hat{E}(\tilde{Y}_{i,0:T-1} | Z_{i} = 1) - \hat{E}(\tilde{Y}_{i,0:T-1} | Z_{i} = 0)}{\hat{\beta}_{\text{pre}}^{\text{pre}}}.$$

The above estimation formulae may seem as if we are forgetting to account for $\hat{\sigma}_{\theta}$. We show in Appendix G.2 that the final estimates do not require estimating $\hat{\sigma}_{\theta}$ because $\hat{\sigma}_{\theta}$ cancels out. Equivalently, we can think of our latent, residualized $\tilde{\theta}$ as having unit variance.

The above guideline technically rely on a linear model and some degree of stability (here, between the final two pre-treatment periods). Although these assumptions are unlikely to hold exactly in practice, they do provide a heuristic for deciding on the benefits of matching. We leave
the extension of our guideline when linearity and stable pre-treatment trends fail to future work. We also acknowledge that other approaches, e.g., ones that incorporate additional information or data, may lead to superior performance. Alternative approaches for estimation are also possible (such as averaging coefficients over multiple time periods); we leave exploring the benefits and shortcomings of these to future work. When we only have a single pre-period outcome \((T = 1)\), we cannot estimate the reliability and thus implement the above guideline. We can, however, instead directly assume different reliability values to calculate the guideline. See Appendix A for details of this sensitivity analysis approach.

We demonstrate estimating these quantities in our applied example in Section 7. We also formally summarize the assumptions that theoretically justify Guideline 2 and show consistency in the above estimation procedure in the following theorem:

**Theorem 6.2** (Conditions for consistently estimating Guideline 2). Assume \(T > 1\) and the general model of Equations 9 and 10 with \(q = 1\). Further suppose that we have stable effects of \(\theta\) in the last two pre-treatment period, i.e., \(\beta_{\theta,T-1} = \beta_{\theta,T-2}\). In this case, \(\hat{r}_{T|\theta}^T\) is a consistent estimator for \(r_{T|\theta}^T\), and \(\hat{\beta}_{\theta,pre}^T\) is a consistent estimator for \(\beta_{\theta,pre}^T\).

See proof in Appendix G.2.

To account for estimation error, we recommend using a case-wise bootstrap to assess the uncertainty of the guidelines with respect to measurement error and to obtain confidence intervals for the estimated parameters (Efron, 1979). We illustrate this with our principal turnover example in Section 7 below. Our provided scripts implement this approach.

7 Application - The Impacts of Principal Turnover

As introduced in Section 2 (Bartanen, Grissom and Rogers, 2019) are interested in determining whether the impact of principal turnover has any causal impact on student achievement a year after the principal has changed. We follow the guidelines in Section 6 using the same data the authors used with a few adjustments. We first include all seven standardized observed covariates as \(X\) (further details in Section 2).4 Although Figure 1 shows the original matching DiD estimates by Bartanen, Grissom and Rogers, we do not actually need to perform any matching to use our guidelines detailed above.

This application has staggered adoption, in that we have a set of years, and in a given year some schools are treated (lost a principal) and other schools are not. We, therefore, apply our guidelines to each year in turn, and then average the results, weighting by the number of treated units in a given year.

We also look at the individual year recommendations to assess the stability of the guidelines across time. Our provided script automates both this aggregation and per-year analysis.

To quantify the reduction in bias from matching on \(X\) only, we estimate the bias contribution by following Guideline 1. More specifically, we estimate \(\Delta_x\) by obtaining the post-treatment and pre-treatment slopes of \(X\) through seven separate linear regression of \(Y_{i,t}\) for \(t = 0, 1, \ldots, 6\) on \(X_i\) in the control group. We also estimate \(\delta_x\) by taking the simple difference in means of \(X\) from the treatment and control group across the seven covariates. We repeat this for years 2005 through 2016, and then weight across all years, weighting by number of treatment units in each year.

---

4For time varying covariates we take the average of these covariates over the relevant years and treat them as time invariant covariates. We standardized with respect to the treatment group, i.e., we divide each \(X_i\) by the standard deviation of the treatment group’s respective covariate.
Estimated Parameters

| Match on X | Match on X and Y_T |
|------------|-------------------|
| $\delta_x = (-0.37, 0.034, -0.0029, 0.032, 0.013, -0.071, -0.0022)$ | $r_T^\theta = 0.937; [0.93, 0.94]$ |
| $\Delta_x = (-0.010, -0.23, 0.25, -0.12, -0.19, -0.00073, -0.041)$ | $\hat{s} = \frac{\hat{\beta}_{\theta,pre}}{\hat{\beta}_{\theta,T}} = 0.936; [0.91, 0.96]$ |

Match

| Default to Yes | Yes, because $r_T^\theta > 1 - |\hat{s}|$ [53% bootstrap samples also agree] |

Estimated Reduction in Bias

| $\Delta_{r_x} = 0.012; [0.009, 0.018]$ | $\Delta_{r_Y} = 0.0027; [0.0006, 0.0062]$ |

Table 1: Results from applying guidelines in Section 6 on principal turnover empirical application. The first row contains key parameters that summarize how the matching may help or not for matching on X (left) and additionally on Y_T (right). The second row is a binary answer on whether the practitioner should match on the respective variables prior to their DiD analysis. The last row contains an estimate of the reduction in bias from the resulting matching. 95% bootstrapped confidence intervals for key parameters are also provided in square brackets.

Final estimates are shown in the top left entry of Table 1. The estimates correspond (left to right) to school enrollment size, proportion of students with free lunch, proportion of Hispanic students, proportion of Black students, proportion of new-to-school teachers, principal experience, and average number of principal transition in the past five years.

The authors reported an estimated treatment effect of about $\hat{\tau} = -0.035$ (Bartanen, Grissom and Rogers, 2019). The first column of Table 1 shows that matching on observed covariates X reduces bias by about $\hat{\Delta}_{r_x} = 0.012$. The estimated breakage in parallel trends for X, $\hat{\Delta}_x$ (estimated by taking the difference between the linear regression slope of X on the post-treatment outcome and the average slope of X across all the pre-treatment outcomes), is high for some variables but low for others. Altogether, matching on X appears to reduce the bias by 0.012, roughly one-third of the original authors’ reported estimated treatment effect size, affirming the authors decision to match on X.

To determine whether to additionally match on the six available pre-treatment outcomes ($T = 6$), we estimate the conditional reliability and breakage in parallel trends of our latent covariate (see Guideline 2). For each possible treatment year, we begin by obtaining “residualized” responses $\tilde{Y}_{i,t}$ for all time periods through the residuals of the same seven separate linear regression of $Y_{i,t}$ on X_i within the control group used above in the match-on-X evaluation. Using the residualized outcomes as the new outcome, we then obtain an estimate of the variance of the noise in the outcome, $\sigma^2_E$, by leveraging the information from only the last two pre-treatment outcomes and the fact that the error of the variance is assumed homoscedastic throughout the pre-treatment periods. We next use the equations in Section 6.2 to obtain estimates of the pre- and post-treatment $\theta$ coefficients by exploiting the fact that, e.g., the variance of the residualized pre-treatment outcome is a simple function of the pre-treatment slope and $\sigma^2_E$. This gives (averaged across all treatment years) $\hat{\beta}_{\theta,pre} = 0.54$ and $\hat{\beta}_{\theta,T} = 0.58$, with $\hat{s} = 0.936$, suggesting a slight break in parallel trends.

We also estimate the imbalance of $\theta$, getting $\hat{\delta}_0 = -0.11$, using the fact that the difference in means of the treated and control group’s residualized pre-treatment outcome is proportional to $\delta_0$ under our linear model.
Finally, we estimate the reliability $\hat{r}^{T}_{\theta} = 0.937$ by using a simple plug-in estimator, using the estimate of $\hat{\beta}_{\theta,\text{pre}}^2$ and $\hat{\sigma}_E^2$. For the individual years, the reliability values were generally above 0.92, with a low outlier of 0.86. The $s$-values were generally near one, with a low of 0.77. The second column of Table I summarizes the key estimated parameters, and Appendix C gives further details of the by-year results.

As our reliability is higher than our $s$-value, we recommend matching on the six available pre-treatment outcome in addition to the baseline covariates. Similarly, 7 of the 12 years had a match recommendation (across bootstraps, the middle 95% of number of years with a match recommendation was 6 through 10, suggesting stable match recommendations for at least half of all years). The right hand side of Table I shows an estimated additional reduction in bias, beyond matching on $X$, of around 0.0027. The small reduction in bias is because the breakage in parallel trends, $\hat{\beta}_{\theta,\text{pre}} / \hat{\beta}_{\theta,T} = 0.936$, is relatively small (close to one) for $\tilde{\theta}$. We, nevertheless, recommend to match because Guideline 2 holds and because the estimated reliability ($\hat{r}^{T}_{\theta}$) is very high, meaning the risk of bias amplification from matching is low. We additionally found that the decision to match (second row third column) remained “Yes” for over 50% of all 1000 bootstrapped runs, when we perform a clustered bootstrapped sample by resampling each school’s entire current and past outcome series. Our provided script again automates all of these estimation steps.

Although the original authors Bartanen, Grissom and Rogers (2019) emphasised the importance of matching on different pre-treatment trends to account for the latent confounders, our results interestingly suggest that matching on the observed covariates was actually more important. That being said, we note that matching on $X$, insofar as it is correlated with the outcome, makes matching on the outcome less necessary. Furthermore, our guideline is biased towards underestimating the benefit of matching on lagged outcome if the conditional relationship between outcome and latent confounder is not parallel pre-treatment (see Appendix B), which further supports the match recommendation here.

8 Concluding Remarks

We explore the bias of matching prior to a DiD analysis when parallel trends does not initially hold by mathematically characterizing the bias under a linear structural equation. We verify that matching on observed covariates likely leads to a reduction in bias. Further, we find that matching on pre-treatment outcomes exhibits a bias-bias trade off between recovering the latent confounder and undermining any pre-existing parallel trend.

We use our results to create guidelines for determining whether matching is recommended, and further provide an estimate of the resulting reduction in bias. We apply this strategy to a recent application of a DiD analysis involving matching to evaluate the impact of principal turnover on student achievement (Bartanen, Grissom and Rogers 2019). We find evidence that the authors’ decision to match on all available pre-treatment outcomes and especially on observed covariates $X$ did in fact reduce bias and create a more credible causal estimate.

Our work, however, is not comprehensive. First, our results are specific to the linear structural equation model. Although this is a useful starting point that allows for flexible exploration, it still contains strong parametric limitations. For example, our setup does not explicitly allow for time varying covariates, instead focusing on time varying relationships between covariate and outcome (see Remark 3.1). We did, however, consider interaction effects in Appendix F, these findings did not substantively differ from those found in Theorem 4.1.

We believe our framing could be connected to time-varying contexts, however. For example, in the simple pre-post case, let $(\theta_{i,t}, X_{i,t})$ be evolving through an AR(1) process, i.e., $X_{i,t+1} = \ldots$
\[ \rho^X X_{i,t} + \kappa^X_{i,t}, \] where \( \kappa^X_{i,t} \) is an independent Gaussian random variable, \( |\rho^X| \leq 1 \), and \( \theta_{i,t+1} \) is defined similarly. Then our model in Equation (3) can be re-parameterized to account for this time varying covariate as:

\[
Y_{i,0}(0) = \beta_{0,0} + \beta_{\theta,0} \theta_{i,0} + \beta_{x,0} X_{i,0} + \epsilon_{i,0},
\]

\[
Y_{i,1}(0) = \beta_{0,1} + \beta_{\theta,1} \theta_{i,1} + \beta_{x,1} X_{i,1} + \epsilon_{i,1} = \beta_{0,1} + \tilde{\beta}_{\theta,1} \theta_{i,0} + \tilde{\beta}_{x,1} X_{i,0} + \tilde{\epsilon}_{i,1},
\]

where \( \tilde{\beta}_{x,1} = \rho^X \beta_{x,1}, \tilde{\beta}_{\theta,1} \) is defined similarly, and \( \tilde{\epsilon}_{i,1} = \epsilon_{i,1} + \beta_{x,1} \kappa^X_{i,1} + \beta_{\theta,1} \kappa^\theta_{i,1} \). This suggests that Equation (3) could account for time varying confounders.

The tests for whether to match, discussed in Section 6, are based on our linear model and additional stability assumptions. We acknowledge that there are potentially other interesting directions and more robust ways to determine whether matching is suitable for a specific application; this could be fruitful area for future work. More fully assessing how rigorous our proposed guidelines are in the face of model misspecification is also an interesting question. Additionally, we also only consider an assignment mechanism where units self-select into treatment or control based on observed and unobserved confounders as opposed to selection based on the actual pre-period outcome as detailed in Remark 3.2.

Lastly, we only consider the theoretical bias under a perfect matching scheme. In most applications, perfect matches do not exist and in some cases having even an approximately good match is difficult. An interesting future direction would be to quantify the bias under imperfect matching, perhaps even accounting for systematic imperfect matching based on covariates.
A. Smith, Jeffrey and Petra E. Todd. 2005. “Does matching overcome LaLonde’s critique of nonexperimental estimators?” *Journal of Econometrics* 125:305–353. Experimental and non-experimental evaluation of economic policy and models. 
URL: https://www.sciencedirect.com/science/article/pii/S030440760400082X

Abadie, Alberto. 2005. “Semiparametric Difference-in-Differences Estimators.” *Review of Economic Studies* 72:1–19.

Abadie, Alberto, Alexis Diamond and Jens Hainmueller. 2010. “Synthetic Control Methods for Comparative Case Studies: Estimating the Effect of California’s Tobacco Control Program.” *Journal of the American Statistical Association* 105:493–505. 
URL: https://doi.org/10.1198/jasa.2009.ap08746

Abadie, Alberto and Guido W. Imbens. 2006. “Large Sample Properties of Matching Estimators for Average Treatment Effects.” *Econometrica* 74:235–267. 
URL: https://onlinelibrary.wiley.com/doi/abs/10.1111/j.1468-0262.2006.00655.x

Ashenfelter, Orley. 1978. “Estimating the Effect of Training Programs on Earnings.” *The Review of Economics and Statistics* 60:47–57. 
URL: http://www.jstor.org/stable/1924332

Barnes, Gary and Crowe Benjamin. 2007. “The Cost of Teacher Turnover in Five School Districts: A Pilot Study.” *National Commission on Teaching and America’s Future*.

Bartanen, Brendan, Jason A. Grissom and Laura K. Rogers. 2019. “The Impacts of Principal Turnover.” *Educational Evaluation and Policy Analysis* 41:350–374.

Ben-Michael, Eli, Avi Feller and Jesse Rothstein. 2019. The Augmented Synthetic Control Method. Technical Report. arXiv:1811.04170.

Bouttell, Janet, Peter Craig, James Lewsey, Mark Robinson and Frank Popham. 2018. “Synthetic control methodology as a tool for evaluating population-level health interventions.” *Journal of epidemiology and community health* 72.

Boyd, Donald, Pam Grossman, Marsha Ing, Hamilton Lankford, Susanna Loeb and James Wyckoff. 2011. “The Influence of School Administrators on Teacher Retention Decisions.” *American Educational Research Journal* 48:303–333. 
URL: https://doi.org/10.3102/0002831210380788

Callaway, Brantly and Pedro H.C. Sant’Anna. 2021. “Difference-in-Differences with multiple time periods.” *Journal of Econometrics* 225:200–230. Themed Issue: Treatment Effect 1. 
URL: https://www.sciencedirect.com/science/article/pii/S0304407620303948

Card, David and Daniel Sullivan. 1987. Measuring the Effect of Subsidized Training Programs on Movements In and Out of Employment. Working Paper No. 2173. National Bureau of Economic Research. 
URL: http://www.nber.org/papers/w2173

Chabé-Ferret, Sylvain. 2017. Should We Combine Difference In Differences with Conditioning on Pre-Treatment Outcomes?
Chabé-Ferret, Sylvain. 2015. “Analysis of the bias of Matching and Difference-in-Difference under alternative earnings and selection processes.” *Journal of Econometrics* 185:110–123. [URL: https://www.sciencedirect.com/science/article/pii/S0304407614002437]

Coelli, Michael and David A. Green. 2012. “Leadership effects: school principals and student outcomes.” *Economics of Education Review* 31:92–109. [URL: https://www.sciencedirect.com/science/article/pii/S0272775711001488]

Daw, Jamie R. and Laura A. Hatfield. 2018. “Matching and Regression to the Mean in Difference-in-Differences Analysis.” *Health Services Research* 53:4138–4156.

Ding, Peng and Fan Li. 2019. “A Bracketing Relationship between Difference-in-Differences and Lagged-Dependent-Variable Adjustment.” *Political Analysis* 27:605–615.

Ding, Peng and Luke W. Miratrix. 2015. “To Adjust or Not to Adjust? Sensitivity Analysis of M-Bias and Butterfly-Bias.” *Journal of Causal Inference* 3:41–57. [URL: https://doi.org/10.1515/jci-2013-0021]

D’Amour, Alexander, Peng Ding, Avi Feller, Lihua Lei and Jasjeet Sekhon. 2021. “Overlap in observational studies with high-dimensional covariates.” *Journal of Econometrics* 221:644–654. [URL: https://www.sciencedirect.com/science/article/pii/S0304407620302694]

Efron, B. 1979. “Bootstrap Methods: Another Look at the Jackknife.” *The Annals of Statistics* 7:1 – 26. [URL: https://doi.org/10.1214/aos/1176344552]

Goldring, Rebecca and Westat Soheyla Taie. 2018. Principal attrition and mobility: Results from the 2016–17 principal follow-up survey. Technical Report. National Center for Education Statistics.

Grissom, Jason A. and Brendan Bartanen. 2019. “Strategic Retention: Principal Effectiveness and Teacher Turnover in Multiple-Measure Teacher Evaluation Systems.” *American Educational Research Journal* 56:514–555. [URL: https://doi.org/10.3102/0002831218797931]

Grissom, Jason A., Demetra Kalogrides and Susanna Loeb. 2015. “Using Student Test Scores to Measure Principal Performance.” *Educational Evaluation and Policy Analysis* 37:3–28. [URL: https://doi.org/10.3102/0162373714523831]

Grissom, Jason A., Susanna Loeb and Benjamin Master. 2013. “Effective Instructional Time Use for School Leaders: Longitudinal Evidence From Observations of Principals.” *Educational Researcher* 42:433–444. [URL: https://doi.org/10.3102/0013189X13510020]

Heckman, James, Hidehiko Ichimura, Jeffrey Smith and Petra Todd. 1998. “Characterizing Selection Bias Using Experimental Data.” *Econometrica* 66:1017–1098.

Illenberger, Nicholas, Dylan Small and Pamela Shaw. 2020. “Impact of Regression to the Mean on the Synthetic Control Method: Bias and Sensitivity Analysis.” *Epidemiology (Cambridge, Mass.)* 31.
Imai, Kosuke, In Song Kim and Erik H. Wang. 2021. “Matching Methods for Causal Inference with Time-Series Cross-Sectional Data.” *American Journal of Political Science* n/a. 
**URL:** https://onlinelibrary.wiley.com/doi/abs/10.1111/aps.12685

Kim, Yongnam and Peter M. Steiner. 2021. “Gain Scores Revisited: A Graphical Models Perspective.” *Sociological Methods & Research* 50:1353–1375. 
**URL:** https://doi.org/10.1177/0049124119826155

Kim, Yongnam and Peter Steiner. 2020. “Causal graphical views of fixed effects and random effects models.” *British Journal of Mathematical and Statistical Psychology* 74.

Lenis, David, Cyrus F Ebnesajjad and Elizabeth A Stuart. 2017. “A doubly robust estimator for the average treatment effect in the context of a mean-reverting measurement error.” *Biostatistics* 18:325–337.

Lindner, Stephan R. and K. John McConnell. 2018. “Difference-in-differences and matching on outcomes: a tale of two unobservables.” *Health Services and Outcomes Research Methodology.*

Miller, Ashley. 2013. “Principal turnover and student achievement.” *Economics of Education Review* 36:60–72. 
**URL:** https://www.sciencedirect.com/science/article/pii/S0272775713000800

Prasad, Kdv, Rajesh Vaidya and Anil Vemula. 2016. “An Empirical Analysis of the Training Program Characteristics on Training Program Effectiveness: A Case Study with Reference to International Agricultural Research Institute, Hyderabad.” *Journal of Human Resource and Sustainability Studies* 04:143–154.

Rosenbaum, Paul R. 2002. “Covariance adjustment in randomized experiments and observational studies (with Discussion).” *Statistical Science* 17:286–327.

Rosenbaum, Paul R. 2009. *Design of Observational Studies*. Springer Science & Business Media Springer Science & Business Media. 
**URL:** http://books.google.com/books?id=hRtHAAAAQBAJ&pg=PA144&dq=intitle:Design+of+Observational+Studies&hl=&cd=1&source=gbs_api

Rosenbaum, Paul R. and Donald B. Rubin. 1983. “The Central Role of the Propensity Score in Observational studies for Causal Effects.” *Biometrika* 70:41–55.

Rubin, Donald B. 2006. *Matched Sampling for Causal Effects*. Cambridge University Press.

Rudolph, Kara E and Elizabeth A Stuart. 2018. “Using sensitivity analyses for unobserved confounding to address covariate measurement error in propensity score methods.” *American Journal of Epidemiology* 187:604–613.

Ryan, Andrew, James Burgess and Justin Dimick. 2014. “Why We Should Not Be Indifferent to Specification Choices for Difference-in-Differences.” *Health Services Research* 50.

Ryan, Andrew, James Burgess and Justin Dimick. 2015. “Why We Should Not Be Indifferent to Specification Choices for Difference-in-Differences.” *Health Services Research* 50.

Shpitser, Ilya, Tyler VanderWeele and James M. Robins. 2010. On the Validity of Covariate Adjustment for Estimating Causal Effects. In *Proceedings of the Twenty-Sixth Conference on Uncertainty in Artificial Intelligence.*
Splawa-Neyman, Jerzy, D M Dabrowska and T P Speed. 1990. “On the application of probability theory to agricultural experiments. Essay on principles. Section 9.” Statistical Science 5:465 – 472. 
URL: http://projecteuclid.org/euclid.ss/1177012031

Stuart, Elizabeth. 2010. “Matching Methods for Causal Inference: A Review and a Look Forward.” Statistical Science : a review journal of the Institute of Mathematical Statistics 25:1–21.

Trochim, William. 2006. “Types of Reliability.” Research Methods Knowledge Base, Web Center for Social Research Methods 04. URL: http://www.socialresearchmethods.net/kb/reltypes.php

Tyler, John H., Richard J. Murnane and John B. Willett. 2000. “Estimating the Labor Market Signaling Value of the GED*. ” The Quarterly Journal of Economics 115:431–468. URL: https://doi.org/10.1162/003355300554818

Webb-Vargas, Yenny, Kara E Rudolph, David Lenis, Peter Murakami and Elizabeth A Stuart. 2017. “An imputation-based solution to using mismeasured covariates in propensity score analysis.” Statistical methods in medical research 26:1824–1837.

Wharam, J. Frank, Bruce E. Landon, Alison A. Galbraith, Ken P. Kleinman, Stephen B. Soumerai and Dennis Ross-Degnan. 2007. “Emergency Department Use and Subsequent Hospitalizations Among Members of a High-Deductible Health Plan.” JAMA 297:1093–1102. URL: https://doi.org/10.1001/jama.297.10.1093

Wooldridge, Jeffrey. 2021. “Two-Way Fixed Effects, the Two-Way Mundlak Regression, and Difference-in-Differences Estimators.”

Zeldow, Bret and Laura A. Hatfield. 2021. “Confounding and regression adjustment in difference-in-differences studies.” Health Services Research 56:932–941. URL: https://onlinelibrary.wiley.com/doi/abs/10.1111/1475-6773.13666
A Guideline in two time period setting - sensitivity analysis

Section 6 provides a heuristic guideline for determining whether to additionally match on lagged outcomes. That guideline uses an estimation strategy that relies on having multiple pre-period outcomes (T > 1), so as to be able to estimate properties of the latent structure. In particular, we use the multiple periods to estimate the reliability of the outcome as a measure of the latent covariate. Classic DiD settings, however, only have a single pre-treatment period, making this approach not tenable. As an alternative, we can simply directly assume a value of the reliability \( r_\theta \) to obtain our guideline recommendation, and then explore a range of hypothetical reliability values to assess how consistent the guideline is, given the observable characteristics of the data.

The process is similar to that presented in Section 6.2, but with the order of estimation slightly altered. First, given an assumed value for \( r_\theta \), estimate \( \hat{\sigma}_E^2 \) as:

\[
\hat{\sigma}_E^2 = \sqrt{\text{Var}(\tilde{Y}_{i,0} \mid Z_i = 0)} \times (1 - r_\theta),
\]

where \( T = 1 \). This is consistent because

\[
r_\theta = 1 - \frac{\sigma_E^2}{\text{Var}(\tilde{Y}_{i,0} \mid Z_i = 0)}.
\]

Once we have an estimate of \( \sigma_E^2 \), the guidelines remain exactly the same. For example, we have

\[
\hat{\beta}_{\theta,t} = \sqrt{\text{Var}(\tilde{Y}_{i,t} \mid Z_i = 0)} - \hat{\sigma}_E^2 = \sqrt{\text{Var}(\tilde{Y}_{i,t} \mid Z_i = 0)r_\theta}, \quad t = 0, 1,
\]

\[
\hat{\Delta}_\theta = \hat{\beta}_{\theta,1} - \hat{\beta}_{\theta,0} \quad \text{and}
\]

\[
\hat{\delta}_\theta = \frac{\hat{E}(\tilde{Y}_{i,T-1} \mid Z_i = 1) - \hat{E}(\tilde{Y}_{i,T-1} \mid Z_i = 0)}{\hat{\beta}_{\theta,0}}.
\]

To determine whether to match additionally on the pre-treatment outcome, check Lemma 4.2 with the estimated values and the given \( r_\theta \) as before. To finally get the estimated reduction in bias, compute

\[
\hat{\Delta}_{\tau,\gamma} := \left| \hat{\Delta}_\theta \hat{\delta}_\theta - |\hat{\beta}_{\theta,1} \hat{\delta}_\theta (1 - r_\theta)| \right|,
\]

using the above values and the given \( r_\theta \).

B Robustness of Guideline 2

The idea behind Guideline 2 is that we can residualize out the relationship of the observed covariates to the outcome, and then assess whether the pre-treatment residualized outcomes offer enough information on the latent covariate \( \theta \) that it is worth matching on them. Technically, the guidelines are based on an assumption of parallel trends holding for multiple time periods before treatment (Assumption 1), but we suggest it can be used even when that is not believed to be the case. We explore this suggestion in this section via a small simulation study that suggests that when Assumption 1 does not hold, the guideline tends towards not recommending matching, but that the general principle of larger breaks in parallel trends and higher levels of reliability both correspond with greater likelihood of a match recommendation. In other words, we find that in the models we
have explored, Guideline $2$ gives the correct decision to match nearly 100% of the time except for cases where matching or not both result in similar biases regardless of Assumption $1$

There are two areas of possible concern. The first is whether the guideline is even true when Assumption $1$ is violated. The second is what impact there is on the estimation of the guideline when the weaker version of Assumption $1$, i.e., that $\beta_{\theta,T-1} = \beta_{\theta,T-2}$, is violated (see Theorem 6.2).

To assess robustness to these assumptions, we conduct a variety of simulations with different types of violation of Assumption 1, and see how our guideline tends to compares to the ground truth bias that we can directly calculate using our overall Theorem 5.1.

In our simulation settings, we assume four pre-treatment periods $T = 4$. For our base simulation we set the post-slope $\beta_{\theta,T} = 0.8$ and pre-slopes $\beta_{\theta,t} = 0.0, 0.2, 0.4, 0.6$ for $t = 0, 1, 2, 3$, thus violating the stability assumption and Assumption $1$ with a similar magnitude of the violation of the parallel trends as we have in the post-period. $0.25 0.50 0.60 0.35 0.40 0.30 0.05 0.25$ We include two observed covariates, where, for our base simulation, $\tilde{\beta}_{x,t} = (0.25, 0.40), (0.50, 0.30), (0.60, 0.05), (0.35, 0.25)$, and $(0.70, 0.50)$ for $t = 0, 1, 2, 3, 4$. We initially allow Cor($X, \theta) = (0.3, 0.6)$ so that matching on $X$ impacts balance in $\theta$. We also initially set the correlation of the two $X$ to 0.5. All our covariates have unit variance, and the mean of the treatment group is 1 and the control group is 0. We then explore a range of $\sigma_{t}^2$ values to see how overall reliability impacts our results.

For each scenario, we conduct 1,000 trials where we repeatedly generate a synthetic dataset according to our model and then estimate our guideline based on those data. We compare these 1,000 estimates of guidance and bias to the the true guidance and bias given the parameters. We plot the results in Figure 4 with how often Guideline $2$ recommends one to match (left figure) and the average estimated reduction in bias (right figure). The $x$-axis shows different levels of residual noise, with higher noise corresponding to smaller reliability and reduced benefit of matching. Consequently, at a certain threshold of $\sigma_{t}^2$, the bias from matching will exceed that of not matching. We label this turnover point, calculated with our general theorem, with a dotted vertical red line.

We correctly classify to match (left of red dotted line) or to not match (right of red dotted line) nearly 100% of the time as long as one is not in a scenario where matching makes little difference. The right plot of Figure 4 shows the estimated reduction in bias $\hat{\Delta}_{x,y}$ is approximately a constant factor away from the true $\Delta_{x,y}$. For example, when $\sigma_{t}^2 = 0.30$, the true reduction in bias is 0.13 while our estimated reduction in bias is 0.081. When $\sigma_{t}^2 = 1.20$, a setting where matching would actually result in a greater average bias (making the difference in bias negative), the true gain in bias from matching is 0.056 while the estimated gain in bias is 0.074.

We then explored how this pattern would shift with different aspects of the parallel trends assumption and different correlations between covariates. In particular, we extended our base scenario into a multifactor experiment with three factors. The first is whether we impose parallel trends on theta, impose the same coefficient only for the last two pre-treatment time periods, or let theta fully vary. The second is whether we set all the correlations between our covariates to 0, just set the correlation of the observed covariates to 0, just set the correlation of the covariates and theta to 0, or let all be non-zero. All combinations allow exploring how the structure of our covariates impacts our guidelines. The third is whether we have parallel trends on the observed covariates, or not.

We plot the results in Figure 5 with the $x$-axis now showing different levels of residual noise. The $y$-axis now shows the true additional reduction in bias from matching, and each scenario is a dot colored by whether Guideline $2$ generally gives the correct advice. That advice should be to match when above the zero line and to not match when below it. When parallel trends holds pre-treatment, our advice is correct. When the assumption does not hold, we generally see that we only give the wrong advice when the benefit of matching is slight. In other words, we tend
to be overly pessimistic about matching, only recommending matching when there are substantial benefits.

Overall, we believe our results suggest our proposed decision rule on when to match or not is very robust to deviations of the stability assumption. To further explore our results, we plot, on Figure 6, the difference between the average estimated bias reduction from the guideline minus the true bias reduction calculated from our general theorem which does not require the stability assumptions. Overall, the estimated bias is all negative, again showing how various violations of stability cause us to underestimate the benefits of matching.

To further understand why our guideline is robust to violations in the stability assumption, we also show the average estimated parameters from following Guideline 2 in Table 2 for our core scenario. In particular, Table 2 shows that our estimated parameters are not far off from the truth despite a violation of the assumption. Therefore, we believe that our heuristic guideline is still useful to guide when to match or not even when the stability assumption of \( \theta \) is violated.

Lastly, one can calculate the exact theoretical bias of \( \hat{\sigma}_E^2 \) under the violation of our assumption. More specifically, we estimate \( \hat{\sigma}_E^2 \) by

\[
\hat{\sigma}_E^2 = \frac{1}{2} \text{Var} \left( \tilde{Y}_{i,T-1} - \tilde{Y}_{i,T-2} \mid Z_i = 0 \right).
\]

We show that

\[
\text{Var} \left( \tilde{Y}_{i,T-1} - \tilde{Y}_{i,T-2} \mid Z_i = 0 \right) = (\beta_{\theta,T-1} - \beta_{\theta,T-2})^2 \hat{\sigma}_\theta^2 + 2\sigma_E^2.
\]

Therefore, if \( \beta_{\theta,T-1} \neq \beta_{\theta,T-2} \) we always overestimate \( \sigma_E^2 \), giving a more conservative guideline. In other words, if Guideline 2 suggests to match, it should always be correct (under our linear model). If Guideline 2 suggests to not match, it may be still favorable to match. This is also reflected in the left plot of Figure 4 since we over-conservatively state to not match (most of the time) near the red dotted-line (from the left) even when one should match.

### Additional Details of Application

We here give additional details of how the original authors [Bartanen, Grissom and Rogers](#) performed the matching and analysis steps. We also give the year-by-year guideline recommendations, analyzing each cohort of schools that had a principal turnover in that given year in turn.

In Missouri 96.5% of the schools experienced at least one principal turnover between 2001-2015 with 50% of schools experiencing more than three principal turnovers ([Bartanen, Grissom and Rogers](#) 2019). Therefore, most schools actually received the treatment more than once. To address this challenge, [Bartanen, Grissom and Rogers](#) treat the principal transition as the unit of observation and arrange the data to have one observation per event per time. This is often known as the “stacking method” due to “stacking” the data ([Miller](#) 2013). For example, if a school was treated in 2010 and 2012 and untreated in all other years between 2001-2015, then this school would appear in fifteen rows as two treated observations and thirteen control observations. Each row would have columns for the lagged outcomes relative to that year.

The authors then construct a matched comparison group that experience the same downward trend in student achievement, has similar demographic characteristics, and has similar history of teacher and principal turnover using propensity score matching. In particular, they match on (a) current and lagged (up to 5 years) school achievement levels in math, (b) current and lagged proportion of new-to-school teachers, (c) binary indicators for principal transitions in each
Figure 4: Guideline 2 performance under model misspecification: all parameters match those in the model presented on Figure 3 of the main paper except we violate Assumption 1 with two observed covariates Red dotted line represents the turning point on when one should match or not. We have 4 pre-period time points with \( \beta_{\theta,t} = 0.0, 0.2, 0.4, 0.6, \beta_{\theta,T} = 0.8 \) (a violation of the stability of \( \theta \) slopes). We also break stable trends for \( X \) similarly. Left plot shows if we naively followed Guideline 2 (pretending Lemma 5.3 holds without Assumption 1 and also pretending \( \beta_{\theta,T-1} = \beta_{\theta,T-2} \) is true) we still correctly classify when to match or not mostly all the time except when near the decision boundary in red. Right plot shows both the true difference in bias of matching only on \( X \) and matching on both observed covariates and pre-period outcome DiD (in green) and the estimated difference, \( \Delta_{r,\theta,y} \), obtained from Guideline 2 (in blue).

Figure 5: True bias reduction and match recommendation across multifactor simulation scenarios. The columns correspond to the correlation structure of the covariates, with all correlated, the observed correlated with \( \theta \) but not themselves, the observed not correlated with \( \theta \) but themselves, and all independent. The rows correspond to how \( \beta_{\theta} \) varies: stable, stable in the last two time periods, and fully varying. The final factor of varying coefficients for the observed covariates, or not, does not change the simulation results.

of the prior 5 years, (d) current and lagged principal experience, and (e) four school demographics variables. To perform the matching step, the authors estimate the propensity scores of all stacked events using a logistic regression with the above predictors (see Bartanen, Grissom and Rogers
Figure 6: Bias in estimating bias reduction of matching on both covariates and lagged outcomes across multifactor simulation scenarios. All lines are on or below 0, showing that the benefits of matching tend to be underestimated when stability does not hold.

(2019) for more details). They then use the constructed matching weights (inverse propensity score weighting) as weights in the subsequent regression analysis to construct a comparable control set. More specifically, the authors run a regression (using the propensity score weights) with the interaction between time and treatment (both as categorical variables), where time takes a value of 0 when it is the final year before the principal departs. For example, if a treated school A had a principal depart in 2012, then school A would appear with treatment value 1 at \( t = 0 \) while the control units would be any schools that did not have principals departing in 2012.

Given this model, the DiD estimate is the estimated coefficient of the interaction between treatment and time \( t = 1 \), where the baseline category is when \( t = 0 \). The authors further account for school and time fixed effects, the four school demographics listed above, and five lagged outcomes. Finally, the standard errors are clustered by school. Equation 1 in (Bartanen, Grissom and Rogers, 2019) further details the exact regression model.

Extending Section 7 of the main paper, we next show in Table 3 the year by year results of Table 1. Overall, the estimates appear relatively stable across years, with similarly high reliabilities and low breakages in parallel trends near 1.0 (with 2005 being a notable exception). We note that middle 95% of number of years with a match recommendation is 6-10 years out of the 12 years.

D Proofs of Primary Theorems

D.1 Proof of Theorem 4.1

The proofs for the bias of the naïve DiD and the difference in means estimator are straight forward, thus we omit them. We also leave out all time intercept term \( \beta_0 \), when evaluating the relevant expectations because they cancel out. Before proving the bias of the various matching estimators, we will use a well known and useful fact of the multivariate normal distribution.

Lemma D.1 (Multivariate Normal Conditional Distribution). Suppose random variables \((X, Y)\) jointly follow a normal distribution:

\[
\begin{pmatrix}
  X \\
  Y
\end{pmatrix}
\sim N
\left( \begin{pmatrix}
  \mu_1 \\
  \mu_2
\end{pmatrix},
\begin{pmatrix}
  V_{11} & V_{12} \\
  V_{21} & V_{22}
\end{pmatrix}
\right),
\]
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Table 2: Parameter estimates from Figure 4. The first column represents the different noise level used in the x-axis in Figure 4. Columns 2-4 shows the average estimated parameters ($\hat{\sigma}_E^2$, $\hat{\beta}_{\theta,\text{pre}}$, $\hat{\beta}_{\theta,T}$, $\hat{\delta}_{\theta}$) applying Guideline 2 when the stability assumption, i.e., $\beta_{\theta,T-1} = \beta_{\theta,T-2}$, and Assumption 1 are violated. We report up to three significant digits.

| $\sigma_E$ | $\hat{\sigma}_E^2$ | $\hat{\beta}_{\theta,\text{pre}}$ ($\hat{\beta}_{\theta,\text{pre}} = 0.30$) | $\hat{\beta}_{\theta,T}$ ($\hat{\beta}_{\theta,T} = 0.80$) | $\hat{\delta}_{\theta}$ ($\delta_{\theta} = 1$) |
|------------|------------------|--------------------------------|--------------------------------|----------------|
| 0.300      | 0.318            | 0.433                          | 0.989                          | 1.01           |
| 0.400      | 0.418            | 0.431                          | 0.981                          | 1.00           |
| 0.500      | 0.513            | 0.432                          | 0.983                          | 1.00           |
| 0.600      | 0.612            | 0.433                          | 0.982                          | 1.00           |
| 0.700      | 0.709            | 0.434                          | 0.981                          | 1.00           |
| 0.800      | 0.802            | 0.433                          | 0.981                          | 1.00           |
| 0.900      | 0.901            | 0.432                          | 0.981                          | 1.00           |
| 1.00       | 1.01             | 0.430                          | 0.974                          | 1.00           |
| 1.10       | 1.11             | 0.431                          | 0.970                          | 1.00           |
| 1.20       | 1.21             | 0.420                          | 0.983                          | 1.00           |
| 1.30       | 1.31             | 0.425                          | 0.982                          | 1.00           |
| 1.40       | 1.41             | 0.428                          | 0.972                          | 1.00           |
| 1.50       | 1.51             | 0.423                          | 0.982                          | 1.00           |

Table 3: Detailed year-by-year results from applying guidelines in Section 6 on principal turnover empirical application. Table 3 presents the year-by-year analysis of applying our Guidelines in Section 6 to the principal turnover application. Column 1 shows the year of the post-treatment period. Column 2 presents the match recommendation from Guideline 2. Column 3-4 shows the estimated reduction in bias from matching only on X and then additionally on the pre-treatment outcomes, respectively. The last two columns shows the estimated reliability ($\hat{r}_T^T$) and the estimated breakage in parallel slope ($\hat{s} := \hat{\beta}_{\theta,\text{pre}}/\hat{\beta}_{\theta,T}$), respectively.

| Year | Match on $Y_T$ | Bias Reduction (X) | Bias Reduction (Y) | Reliability $\hat{r}_T^T$ | Slopes $\hat{s}$ |
|------|----------------|-------------------|--------------------|----------------------------|------------------|
| 2005 | Yes            | 0.0056            | 0.0033             | 0.90                       | 0.76             |
| 2006 | No             | 0.014             | NA                 | 0.88                       | 1.05             |
| 2007 | No             | 0.023             | NA                 | 0.85                       | 1.02             |
| 2008 | No             | 0.028             | NA                 | 0.95                       | 1.02             |
| 2009 | Yes            | 0.0064            | 0.0034             | 0.96                       | 0.91             |
| 2010 | Yes            | 0.00084           | 0.0028             | 0.93                       | 0.88             |
| 2011 | Yes            | 0.022             | 0.0087             | 0.95                       | 0.89             |
| 2012 | Yes            | 0.0048            | 0.0036             | 0.96                       | 0.90             |
| 2013 | Yes            | 0.0093            | 0.0061             | 0.96                       | 0.88             |
| 2014 | Yes            | 0.018             | 0.0064             | 0.97                       | 0.93             |
| 2015 | No             | 0.0045            | NA                 | 0.97                       | 0.97             |
| 2016 | No             | 0.0060            | NA                 | 0.95                       | 0.99             |
then
\[ E(Y \mid X) = \mu_2 + V_2 V_{11}^{-1} (X - \mu_1). \]

### D.1.1 Matching on covariates

\[
E[\tau_{DiD}] - \tau = \Delta_\theta [\delta_\theta - \rho \frac{\sigma_\theta}{\sigma_x} \delta_x]
\]

**Proof.**

\[
E[\tau_{DiD}] - \tau = E(Y_{i,1} \mid Z_i = 1) - E(Y_{i,0} \mid Z_i = 1) - \tau
\]

\[
=E_{x | Z_i=1}[E(Y_{i,1} \mid Z_i = 0, X_i = x)] - E_{x | Z_i=1}[E(Y_{i,0} \mid Z_i = 0, X_i = x)]
\]

\[
= \mu_{\theta,1}(\beta_{\theta,1} - \beta_{\theta,0}) + \mu_{x,1}(\beta_{x,1} - \beta_{x,0})
\]

\[
= \mu_{\theta,1}(\beta_{\theta,1} - \beta_{\theta,0}) + \mu_{x,1}(\beta_{x,1} - \beta_{x,0})
\]

\[
= (\mu_{\theta,1} - \mu_{\theta,0})(\beta_{\theta,1} - \beta_{\theta,0}) - \rho \frac{\sigma_\theta}{\sigma_x} (\mu_{x,1} - \mu_{x,0})(\beta_{x,1} - \beta_{x,0})
\]

The fourth line follows because \( E(\theta_i \mid Z_i = z, X_i = x) = \mu_{\theta,z} + \rho \frac{\sigma_\theta}{\sigma_x} (x - \mu_{x,z}) \) from Lemma D.1.

### D.1.2 Matching on covariates and past outcome

\[
E[\tau_{DiD}] - \tau = \beta_{\theta,1} \left( (1 - r_{\theta | x})(\delta_\theta - \rho \frac{\sigma_\theta}{\sigma_x} \delta_x) \right)
\]

**Proof.**

\[
E[\tau_{DiD}] - \tau = E(Y_{i,1} \mid Z_i = 1) - E(x,y) | Z_i=1 [E(Y_{i,1} \mid Z_i = 0, X_i = x, Y_{i,0} = y)] - \tau
\]

\[
= \beta_{\theta,1} \mu_{\theta,1} - E(x,y) | Z_i=1 [E(\theta_i \mid Z_i = 0, X_i = x, Y_{i,0} = y)]
\]

The key is that we have the following multivariate Gaussian,

\[
\begin{pmatrix}
\theta_i \\
X_i \\
Y_{i,0}
\end{pmatrix}
\mid Z_i = 0 \sim N
\begin{pmatrix}
\mu_{\theta,0} \\
\mu_{x,0} \\
\beta_{\theta,0}\mu_{\theta,0} + \beta_{x,0}\mu_{x,0}
\end{pmatrix},
\Sigma
\]

where \( \Sigma = \)

\[
\begin{pmatrix}
\sigma_\theta^2 & \sigma_\theta \sigma_x \rho & \beta_{\theta,0} \sigma_\theta^2 + \beta_{x,0} \sigma_{\theta x} \rho \\
\sigma_\theta \sigma_x \rho & \sigma_x^2 & \beta_{x,0} \sigma_\theta^2 + \beta_{\theta,0} \sigma_{\theta x} \rho \\
\beta_{\theta,0} \sigma_\theta^2 + \beta_{x,0} \sigma_{\theta x} \rho & \beta_{x,0} \sigma_\theta^2 + \beta_{\theta,0} \sigma_{\theta x} \rho & (\beta_{\theta,0})^2 \sigma_\theta^2 + (\beta_{x,0})^2 \sigma_{x}^2 + (\beta_{\theta,0})^2 + 2 \beta_{\theta,0} \beta_{x,0} \sigma_{\theta x} \rho
\end{pmatrix}
\]
Next, we apply Lemma D.1 to obtain $E(\theta_i \mid Z_i = 0, Y_{i,0} = y, X_i = x) = 
\mu_{\theta,0} + (\sigma_x \sigma_x \rho \beta_{\theta,0} \sigma_x^2 + \beta_x \sigma_x \rho) 
\frac{1}{\det(m_1 \ m_2)} \begin{pmatrix} m_1 & m_2 \end{pmatrix} \begin{pmatrix} x - \mu_x,0 
y - \beta_{\theta,0} \sigma_x,0 - \beta_x \sigma_x,0 \end{pmatrix}^{-1} 
\begin{pmatrix} y - \beta_{\theta,0} \mu_{\theta,0} - \beta_x \mu_{x,0} \end{pmatrix},$

where we define the following to avoid long algebraic expressions $m_1 = -\beta_x \sigma_x,0 \sigma_x^2 (1 - \rho^2) + \rho \sigma_x \sigma_x^2 E_{\theta,0}, m_2 = \beta_{\theta,0} \sigma_x^2 (1 - \rho^2),$ and $\det = \sigma_x^2 ((\beta_{\theta,0})^2 \sigma_x^2 (1 - \rho^2) + \sigma_x^2).$ Finally, the bias is,

$$E[\tau_{\text{DiD}}(x,y)] - \tau = \beta_{\theta,1} (\mu_{x,1} - E(x,y | Z_i = 0, X_i = x, Y_i = y)) \begin{pmatrix} \mu_{\theta,0} & \mu_{x,0} \end{pmatrix} \begin{pmatrix} \beta_{\theta,0} \sigma_x \rho + \beta_x \sigma_x \rho \mid X \end{pmatrix}^{-1} \begin{pmatrix} \mu_{y,0} \mid Y \end{pmatrix}. $$

The rest follows from simple algebraic manipulation. \qed

**D.2 Proof of Multiple covariates and time points (Section 5)**

We first prove Theorem 5.1. We omit the proof of the bias of the naïve DiD estimator and matching on only $X$ as the results come directly from elementary calculation or applying Lemma D.1 to find $E[\tau_{\text{DiD}} | Z_i = 1]$. We now prove the bias of matching on both observed covariate and the $T$ pre-treatment outcomes.

**Proof.** To compute this bias, we must find $E(x,y | Z_i = 0, X_i = x, Y_i^T = y^t).$ Similar to the above proofs, the key is to realize that:

$$\begin{pmatrix} \theta_i 
X_i 
Y_i^T \end{pmatrix} \mid Z_i = 0 \sim N \begin{pmatrix} \bar{\mu}_{\theta,0} 
\bar{\mu}_{x,0} 
\bar{\mu}_{y,0} \end{pmatrix} \begin{pmatrix} \beta_{\theta,0} \sigma_x \rho \beta_x \sigma_x \rho \beta_x \sigma_x \rho \end{pmatrix}^{-1} \begin{pmatrix} \Sigma_{\theta \theta} 
\Sigma_{\theta X} 
\Sigma_{\theta Y} 
\Sigma_{X \theta} 
\Sigma_{X X} 
\Sigma_{X Y} 
\Sigma_{Y \theta} 
\Sigma_{Y X} 
\Sigma_{Y Y} \end{pmatrix},$$

We again apply Lemma D.1 to obtain the desired result. \qed

We now prove Theorem 5.2. \noindent **Proof.** The key is to utilize the general result in Theorem 5.1 and directly compute $(\Sigma_{Y^T Y^T})^{-1}$ assuming no $X$. We have that

$$\Sigma_{Y^T Y^T} = \sigma_x^2 I + a', \ a := (\beta_{\theta,0} \sigma_x^2, \ldots, \beta_{\theta,T-1} \sigma_x^2),$$

where we purposefully write the covariance matrix in this form to apply the well known Sherman-Morrison inverse formula. Consequently, we have that

$$(\Sigma_{Y^T Y^T})^{-1} = \frac{1}{\sigma_x^2} I - \frac{a' a / (\sigma_x^2)^2}{1 + a a' / \sigma_x^2}.$$
The denominator simplifies to the following

\[ 1 + \frac{aa'/\sigma^2_E}{1 + \sum_{t=0}^{T-1} \frac{\beta_{\theta,t}^2 \sigma^2_{\theta}}{\sigma^2_E}} = 1 + \frac{\sum_{t=0}^{T-1} \beta_{\theta,t}^2 \sigma^2_{\theta} + \sigma^2_E}{\sigma^2_E} \]

Let \( l = \sum_{t=0}^{T-1} \beta_{\theta,t}^2 \sigma^2_{\theta} + \sigma^2_E \). Then we have that

\[ (\Sigma_{\theta Y_T} Y_T)^{-1} = \frac{l}{l \sigma^2_E} I - \frac{a' a}{\sigma^2_E l} \]

Writing this out as matrix we have that

\[
(\Sigma_{\theta Y_T} Y_T)^{-1} = \frac{1}{l \sigma^2_E} \begin{pmatrix}
1 - \beta_{\theta,0}^2 \sigma^2_{\theta} & -\beta_{\theta,1} \beta_{\theta,j} \sigma^2_{\theta} \\
-\beta_{\theta,1} \beta_{\theta,j} \sigma^2_{\theta} & 1 - \beta_{\theta,1}^2 \sigma^2_{\theta} \\
& & \ddots \\
& & & 1 - \beta_{\theta,T-1}^2 \sigma^2_{\theta}
\end{pmatrix}
\]

Next, we have that \( \Sigma_{\theta Y_T} = (\beta_{\theta,0} \sigma^2_{\theta}, \ldots, \beta_{\theta,T-1} \sigma^2_{\theta}) \). Therefore, we have that

\[
\Sigma_{\theta Y_T} (\Sigma_{\theta Y_T})^{-1} = \begin{pmatrix}
(\beta_{\theta,0} \sigma^2_{\theta} (1-1))/l \sigma^2_E & \ldots & (\beta_{\theta,T-1} \sigma^2_{\theta} (1-1))/l \sigma^2_E
\end{pmatrix}
\]

\[
= \begin{pmatrix}
(\beta_{\theta,0} \sigma^2_{\theta} / l) & \ldots & (\beta_{\theta,T-1} \sigma^2_{\theta} / l)
\end{pmatrix}
\]

Finally we have that

\[
\Sigma_{\theta Y_T} (\Sigma_{\theta Y_T})^{-1} \begin{pmatrix}
\bar{\beta}_{\theta,0} \sigma^2_{\theta} & \ldots & \bar{\beta}_{\theta,T-1} \sigma^2_{\theta}
\end{pmatrix} = \delta_\theta \frac{\sum_{t=0}^{T-1} \beta_{\theta,t}^2 \sigma^2_{\theta}}{\sum_{t=0}^{T-1} \beta_{\theta,t}^2 \sigma^2_{\theta} + \sigma^2_E}
\]

Putting this into the final formula in the last line of Theorem 5.1 gives the desired claim. \( \square \)

We now prove Theorem 5.4. We first state two useful Lemmas about matrix inversions:

**Lemma D.2 (Matrix Inversion).** Suppose we have a matrix \( Q_{(T+1) \times (T+1)} \) such that:

\[
Q = \begin{pmatrix}
x & y & y & \ldots & y \\
y & x \\
y & x & \ddots \\
y & \ldots & \ldots & x
\end{pmatrix}
\]

where \( x, y \in \mathbb{R} \) such that \( x - y \neq 0 \) and \( (x + Ty) \neq 0 \). Given such \( Q \), we have that,

\[
Q^{-1} = \begin{pmatrix}
\frac{x+(T-1)y}{(x-y)(x+Ty)} & \frac{y}{(x-y)(x+Ty)} & \frac{y}{(x-y)(x+Ty)} & \ldots & \frac{y}{(x-y)(x+Ty)} \\
\frac{y}{(x-y)(x+Ty)} & \frac{y}{(x-y)(x+Ty)} & \frac{y}{(x-y)(x+Ty)} & \ldots & \frac{y}{(x-y)(x+Ty)} \\
\frac{y}{(x-y)(x+Ty)} & \frac{y}{(x-y)(x+Ty)} & \frac{y}{(x-y)(x+Ty)} & \ldots & \frac{y}{(x-y)(x+Ty)} \\
\frac{y}{(x-y)(x+Ty)} & \frac{y}{(x-y)(x+Ty)} & \frac{y}{(x-y)(x+Ty)} & \ldots & \frac{y}{(x-y)(x+Ty)} \\
\frac{x+(T-1)y}{(x-y)(x+Ty)} & \frac{y}{(x-y)(x+Ty)} & \frac{y}{(x-y)(x+Ty)} & \ldots & \frac{y}{(x-y)(x+Ty)}
\end{pmatrix}
\]
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Lemma D.3 (Block Matrix Inversion). Suppose we have a block matrix \( P = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \) then
\[
P^{-1} = \begin{pmatrix}
A^{-1} + A^{-1}B(D - CA^{-1}B)^{-1}CA^{-1} - A^{-1}B(D - CA^{-1}B)^{-1} \\
-(D - CA^{-1}B)^{-1}CA^{-1} \\
-(D - CA^{-1}B)^{-1}
\end{pmatrix}
\]

The proofs of these Lemmas are omitted because these are well established properties of matrix inverses.

Proof. (of Theorem 3.4) We first assume that \( \Sigma_{\theta X} = 0 \), i.e., \( \theta \) and \( X \) are uncorrelated. We prove the case when \( \Sigma_{\theta X} \neq 0 \) later. We remind readers that we are under Assumption [\( \dagger \)] that states that all slopes of \( \theta \) and \( X \) are the same in the pre-treatment periods. Also, \( \theta \) is univariate. Consequently, without loss of generality we write all the pre-treatment slopes of \( \theta \) and \( X \) as \( \beta_{\theta,0} \) and \( \beta_{x,0} \), respectively.

We start the proof by writing the bias as,
\[
E[g_{Di} | Y^T] = \beta_{\theta,0} - E_{(x,y^T) | Z_i = 1}[E(\theta_i | Z_i = 0, X_i = x, Y_i^T = y^T)]
\]

Focusing on the inner expectation \( E(\theta_i | Z_i = 0, X_i = x, Y_i^T = y^T) \), we notice the following multivariate Gaussian distribution using the fact that \( \theta \) and \( X \) are uncorrelated,
\[
\begin{pmatrix}
\theta_i \\
X_i \\
Y_{i,T-1} \\
Y_{i,T-2} \\
\vdots \\
Y_{i,0}
\end{pmatrix} \mid Z_i = 0 \sim N
\begin{pmatrix}
\mu_{\theta,0} \\
\mu_{x,0} \\
\beta_{\theta,0} \mu_{x,0} + \beta_{x,0} \mu_{x,0} \\
\vdots \\
\beta_{\theta,0} \mu_{x,0} + \beta_{x,0} \mu_{x,0}
\end{pmatrix}, \Sigma
\]

where
\[
\Sigma = \begin{pmatrix}
\Sigma_{XX} & \Sigma_{XP} \\
\Sigma_{XP}^T & A_{T \times T}
\end{pmatrix}
\]
\[
B = \begin{pmatrix}
\sigma_{\theta}^2 & 0 \\
0 & \sigma_{\theta}^2 \\
0 & \sigma_{\theta}^2 \\
\vdots & \vdots \\
0 & \sigma_{\theta}^2
\end{pmatrix}
\]
\[
D = \begin{pmatrix}
\Sigma_{XX} & C_{T \times P} \\
C_{T \times P}^T & A_{T \times T}
\end{pmatrix}
\]
\[
A = Var(Y_i^T),
\]

and \( A \) has the matrix structure of matrix \( Q \) in Lemma D.2 with \( x = (\beta_{\theta,0})^2 \sigma_{\theta}^2 + \beta_{x,0} \Sigma_{XX} \beta_{x,0} + \sigma_{E}^2 \) and \( y = x - \sigma_{E}^2 \) by definition of \( Y_i^T \) in our linear structural model.

To calculate \( E(\theta_i | Z_i = 0, X_i = x, Y_i^T = y^T) \), we need to invert matrix \( D \). This can be done by first applying Lemma D.3 to matrix \( D \) giving us,
\[
D^{-1} = \begin{pmatrix}
\Sigma_{XX}^{-1} + \Sigma_{XX}^{-1}C(A - C^T \Sigma_{XX}^{-1}C)^{-1}C^T \Sigma_{XX}^{-1} \\
-(A - C^T \Sigma_{XX}^{-1}C)^{-1}C^T \Sigma_{XX}^{-1} \\
-(A - C^T \Sigma_{XX}^{-1}C)^{-1}
\end{pmatrix}
\]
Next, we simplify \( M := (A - C^T \Sigma_{XX}^{-1} C)^{-1} \). The key is that
\[
C^T \Sigma_{XX}^{-1} C = \begin{pmatrix}
\beta_{x,0}^T \Sigma_{XX} \beta_{x,0} & \ldots & \beta_{x,0}^T \Sigma_{XX} \beta_{x,0} \\
\vdots & \ddots & \vdots \\
\beta_{x,0}^T \Sigma_{XX} \beta_{x,0} & \ldots & \beta_{x,0}^T \Sigma_{XX} \beta_{x,0}
\end{pmatrix}_{T \times T}.
\]

Thus, \( M \) is again the same matrix structure as matrix \( Q \) in Lemma D.2 with \( x' = (\beta_{\theta,0})^2 \sigma_{\theta}^2 + \sigma_E^2 \) and \( y' = (\beta_{\theta,0})^2 \sigma_{\theta}^2 \). Consequently, we can apply Lemma D.2 to get \( M^{-1} \), which is again the same form as the matrix \( Q \) in Lemma D.2 with \( x = (T-1)(\beta_{\theta,0})^2 \sigma_{\theta}^2 + \sigma_E^2 \) and \( y = -(\beta_{\theta,0})^2 \sigma_{\theta}^2 \). Putting everything together we have:
\[
D^{-1} = \begin{pmatrix}
a & \left( \begin{array}{c}
\beta_{x,0} \\
\vdots \\
\beta_{x,0}
\end{array} \right)
\end{pmatrix}_{p \times T} M^{-1} \begin{pmatrix}
\left( \begin{array}{c}
\beta_{x,0} \\
\vdots \\
\beta_{x,0}
\end{array} \right)_{T \times p} \\
M^{-1} \\
M^{-1}
\end{pmatrix}
\]

where \( a \) is some matrix that will be irrelevant to further calculations. Returning back to calculating \( E(\theta_i | Z_i = 0, X_i = x, Y_i^T = y^t) \), we have that
\[
E(\theta_i | Z_i = 0, X_i = x, Y_i^T = y^t)) = \mu_{\theta,0} + BD^{-1} \begin{pmatrix}
x - \mu_{x,0} \\
y - \beta_{\theta,0} \mu_{x,0} - \beta_{x,0}^T \mu_{x,0} \\
\vdots \\
y_0 - \beta_{\theta,0} \mu_{x,0} - \beta_{x,0}^T \mu_{x,0}
\end{pmatrix}.
\]

We also have from simple matrix multiplication that
\[
BD^{-1} = \begin{pmatrix}
- \frac{\beta_{\theta,0} \beta_{x,1} \sigma_{\theta}^2 T}{(T\beta_{\theta,0})^2 \sigma_{\theta}^2 + \sigma_E^2} & \ldots & - \frac{\beta_{\theta,0} \beta_{x,p} \sigma_{\theta}^2 T}{(T\beta_{\theta,0})^2 \sigma_{\theta}^2 + \sigma_E^2} \\
\vdots & \ddots & \vdots \\
- \frac{\beta_{\theta,0} \beta_{x,1} \sigma_{\theta}^2 T}{(T\beta_{\theta,0})^2 \sigma_{\theta}^2 + \sigma_E^2} & \ldots & - \frac{\beta_{\theta,0} \beta_{x,p} \sigma_{\theta}^2 T}{(T\beta_{\theta,0})^2 \sigma_{\theta}^2 + \sigma_E^2}
\end{pmatrix},
\]

where \( \beta_{x,0}^T = (\beta_{x,1} \beta_{x,2} \ldots \beta_{x,p}) \). We then finally take the outer expectation to obtain
\[
E_{(x,y^T)\mid Z_i=1}[E(\theta_i | Z_i = 0, X_i = x, Y_i^T = y^t))] = \mu_{\theta,0} + \frac{T(\beta_{\theta,0})^2 \sigma_{\theta}^2}{T(\beta_{\theta,0})^2 \sigma_{\theta}^2 + \sigma_E^2} \delta_{\theta}
\]

We now return to the more general case of arbitrarily correlated \( \theta \) and \( X \), i.e., we let \( \Sigma_{\theta X} \neq 0 \). First define a \( \tilde{\theta} \) as our latent covariate after partialing out what can be explained by \( X \):
\[
\tilde{\theta}_i = \theta_i - \Sigma_{\theta X} \Sigma_{XX}^{-1} X_i.
\]

This new latent confounder is purposely constructed to be uncorrelated with \( X \). In other words, we have the following facts about \( \theta \),
\[
\text{Cov}(\tilde{\theta}_i, X_i | Z_i = z) = \Sigma_{\theta X} - \Sigma_{\theta X} = 0 \\
\text{Cov}(\tilde{\theta}_i, Y_{i,t} | Z_i = z) = \beta_{\theta,t} \sigma_{\theta}^2
\]
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We can then rewrite our new latent confounder by,

\[ Y_{i,t} = \beta_{0,t} + \beta_{0,t}\tilde{\theta}_i + \beta_{1,t}X_i + \beta_{0,t}(\theta_i - \tilde{\theta}_i) + \epsilon_{i,t} \]  

(16)

Then, using Equation \[16\], we can write the bias (in this more general setting) as,

\[
E[\hat{\tau}_g_{DiD}] - \tau = \beta_{\theta,T}(\mu_{\theta,1} - E(x,y)_{Z_i=1}[E(\tilde{\theta}_i \mid Z_i = 0, X_i = x, Y_i^T = y^T)] - \Sigma_{\theta \cdot X}^{-1}\Sigma_{x,1}.)
\]  

(17)

It remains to find \( E(\tilde{\theta}_i \mid Z_i = 0, X_i = x, Y_i^T = y^T) \). However, the key is that \( Cov(\tilde{\theta}_i, X_i \mid Z_i = 0) = \Sigma_{\theta \cdot X} - \Sigma_{\theta \cdot X} = 0 \) (by construction). Thus, we are back in the uncorrelated case. More formally, we have the following multivariate normal distribution,

\[
\begin{pmatrix}
\tilde{\theta}_i \\
X_i \\
Y_{i,T-1} \\
Y_{i,T-2} \\
\vdots \\
Y_{i,0}
\end{pmatrix}
| Z_i = 0 \sim N
\begin{pmatrix}
\tilde{\mu}_{\theta,0} \\
\tilde{\mu}_x,0 \\
\beta_{\theta,0}\mu_{\theta,0} + \beta_{1,x,0}\tilde{\mu}_x,0 \\
\beta_{\theta,0}\mu_{\theta,0} + \beta_{1,x,0}\tilde{\mu}_x,0 \\
\vdots \\
\beta_{\theta,0}\mu_{\theta,0} + \beta_{1,x,0}\tilde{\mu}_x,0
\end{pmatrix}, \Sigma
\]

where

\[
\Sigma = \begin{pmatrix}
\tilde{\sigma}_\theta^2 & B_{1 \times (T+p)} \\
B_{(T+p) \times 1} & D_{(T+p) \times (T+p)}
\end{pmatrix}
\]

\[
B = \begin{pmatrix}
\tilde{\mu}_1 \beta_{\theta,0}\tilde{\sigma}_\theta^2 & \beta_{\theta,0}\tilde{\sigma}_\theta^2 & \ldots & \beta_{\theta,0}\tilde{\sigma}_\theta^2
\end{pmatrix},
\]

and \( C \) is defined similarly as above and \( A \) is again the same matrix structure as the matrix \( Q \) in Lemma \[D.2\] with \( x = (\beta_{\theta,0})^2\tilde{\sigma}_\theta^2 + \beta_{1,x,0}\Sigma_{X \cdot X}\beta_{x,0} + \tilde{\sigma}_E^2 \) and \( y = x - \sigma_E^2 \). Finally, following the same steps as the above proof for the uncorrelated case, we realize that

\[
E(\tilde{\theta}_i \mid Z_i = 0, X_i = x, Y_i^T = y^T) = \tilde{\mu}_{\theta,0} + \frac{T(\beta_{\theta,0})^2\tilde{\sigma}_\theta^2}{T(\beta_{\theta,0})^2\tilde{\sigma}_\theta^2 + \sigma_E^2}(\tilde{\mu}_{\theta,1} - \tilde{\mu}_{\theta,0})
\]

Putting this back into Equation \[17\] gives the desired result since \( \beta_{\theta,0} = \beta_{\theta,T-1} \) under Assumption \[I.1\].

\section{Matching only on Pre-treatment Outcome}

In this section we explore the matching estimator that matches only on the pre-treatment outcome \( Y_0 \). We show that it does not offer more insights than that already offered by Theorem \[I.1\]. We first introduce the estimator that matches only on pre-treatment outcome and state our results under the same univariate confounder setting in Section \[I.4\].

\[
E[\hat{\tau}_g_{DiD}] = E(Y_{i,1} \mid Z_i = 1) - E(Y_{i,0} \mid Z_i = 1) - (E_{y \mid Z_i=1}[E(Y_{i,1} \mid Z_i = 0, Y_{i,0} = y)] - E_{y \mid Z_i=1}[E(Y_{i,0} \mid Z_i = 0, Y_{i,0} = y)])
\]

\[
= E(Y_{i,1} \mid Z_i = 1) - E_{y \mid Z_i=1}[E(Y_{i,1} \mid Z_i = 0, Y_{i,0} = y)]
\]

We now provide the bias result for this matching estimator that matches only on the pre-treatment outcome under the same linear model described in Section \[I.3\].
Theorem E.1 (Bias of DiD and Matching only on Pre-treatment Outcome). If \((Z_i, X_i, \theta_i, Y_{i,t})\) are independently and identically drawn from the data generating process as shown in Equations 1-3, then the bias of matching only on the pre-treatment outcome is the following,

\[
E[\tau_{DiD}] - \tau = \beta_{\theta,1} \delta_{\theta}(1 - r_{\theta}) + \beta_{x,1} \delta_x(1 - r_x) - \beta_{\theta,1} \beta_{x,0} r_{\theta} \delta_x - \beta_{x,1} \beta_{\theta,0} r_x \delta_{\theta},
\]

where

\[
\begin{align*}
    r_{\theta} &= \frac{(\beta_{\theta,0})^2 \sigma_{\theta}^2 + \beta_{x,0} \beta_{\theta,0} \sigma_{\theta,0} \rho}{(\beta_{\theta,0})^2 \sigma_{\theta}^2 + (\beta_{x,0})^2 \sigma_x^2 + 2 \beta_{x,0} \beta_{\theta,0} \sigma_{\theta,0} \rho + \sigma_E^2}, \\
    r_x &= \frac{(\beta_{x,0})^2 \sigma_x^2 + \beta_{\theta,0} \beta_{x,0} \sigma_{\theta,0} \rho}{(\beta_{\theta,0})^2 \sigma_{\theta}^2 + (\beta_{x,0})^2 \sigma_x^2 + 2 \beta_{x,0} \beta_{\theta,0} \sigma_{\theta,0} \rho + \sigma_E^2}.
\end{align*}
\]

In the case where we do not match on the observed covariate \(X\), both \(X\) and \(\theta\) are treated as “unobserved” since we do not directly match on \(X\). Therefore, the pre-treatment outcome aims to proxy both of these confounders. Consequently, matching on \(Y_0\) partially recovers both \(\theta\) and \(X\) proportional to their respective contribution to the reliability of \(Y_0\) as represented by the \(r_{\theta}, r_x\), respectively. \(r_{\theta}, r_x\) terms approximately captures the proportion of variance of \(Y_0\) each variable captures respectively. If \(\theta\) accounts for more variance of \(Y_0\), then matching on \(Y_0\) reduces the confounding effect of \(\theta\) through a larger term of \(r_{\theta}\). Finally, even if both \(X\) and \(\theta\) do not have time varying effects on the outcome \((\Delta_{\theta} = \Delta_x = 0)\), then matching on the pre-treatment outcome does not result in zero bias since it again erodes the second difference in the DiD estimator as shown by the bias expression above.

The main difference in this matching estimator compared to the matching estimator that matches on both \(X\) and \(Y_0\) is the third and fourth terms in the above bias expression. Unlike the case when we are able to match on \(X\) and perfectly get rid of the effect of \(X\), matching only on \(Y_0\) allows the confounders’ imbalance \((\delta_x, \delta_{\theta})\) to continue making an impact on the match, leading to the third and fourth terms. To illustrate this point, we consider the following hypothetical scenario. Suppose that \(\theta\) accounted for all the total variance of \(Y_0\), i.e., \(r_{\theta} = 1, r_x = \sigma_E = 0\). Therefore, we should hope to perfectly recover \(\theta\) when matching for \(Y_0\). Further suppose that \(\mu_{x,1} = 5\) and \(\mu_{x,0} = 3\) while \(\beta_{x,1} = \beta_{\theta,1} = 1\). Consequently, \(Y_{i,0} | (Z_i = 0) = \theta_i + 3\) for the control while \(Y_{i,0} | (Z_i = 1) = \theta_i + 5\) for the treatment (ignoring the intercept). If we observe a treatment unit with \(Y_{i,0} | (Z_i = 1) = 6\), thus \(\theta_i = 1\), and find a match \(j\) from the control unit \(Y_{j,0} | (Z_j = 0) = 6\), then \(\theta_j = 3 \neq \theta_i\). We see that the difference between \(\theta_i\) and \(\theta_j\) is proportional (in this case exactly equal since all slopes are one) to \(\delta_x\). Even if \(\theta\) accounted for the total variance of the pre-treatment outcome, matching on the pre-treatment outcome does not recover \(\theta\) due to the imbalance of \(X\). Therefore, the third term in the bias expression captures this shift of \(\theta\) due to the imbalance of \(X\). The fourth term is the symmetrical shift for \(X\) due to the imbalance of \(\theta\).

In summary, the main insight from matching on just the pre-treatment outcome is similar to that presented in Section 4. On one hand matching on the pre-treatment helps correct for the bias contribution of both \(\theta\) and \(X\) through the reliability terms of the respective variable. On the other hand, if parallel trends originally held matching on the pre-treatment outcome biases the DiD estimator. From the point of the practitioners, it is insensible to not match on the observed covariate \(X\) while matching on the pre-treatment outcome as the pre-treatment outcome now has to proxy both \(X\) and \(\theta\). Putting all this together, we chose to not present this matching estimator as
it is both undesirable and does not lead to further insight than that already provided in Section 4. We now state the proof of Theorem E.1.

Proof. The proof is very similar to the proof of matching on both X and pre-treatment outcome bias. We first have that:

\[
E[\hat{\tau}^{Y_0}_{D_iD}] - \tau = E(Y_{i,1} | Z_i = 1) - E_y|Z_i=1[E(Y_{i,1} | Z_i = 0, Y_{i,0} = y)] - \tau \\
= \beta_{\theta,1}(\mu_{\theta,1} - E_y|Z_i=1[E(\theta_i | Z_i = 0, Y_{i,0} = y)]) \\
+ \beta_{x,1}(\mu_{x,1} - E_y|Z_i=1[E(X_i | Z_i = 0, Y_{i,0} = y)])
\]

We then characterize the following multivariate distribution

\[
\left( \begin{array}{c}
\theta_i \\
y_{i,0} \\
\end{array} \right) | \ Z_i = 0 \sim N \left( \left( \begin{array}{c}
\mu_{\theta,0} \\
\mu_{x,0} \\
\end{array} \right), \Sigma \right),
\]

where

\[
\Sigma = \left( \begin{array}{cc}
\sigma_\theta^2 & \beta_{\theta,0}\sigma_\theta \sigma_x \rho \\
\beta_{\theta,0}\sigma_\theta \sigma_x \rho & \beta_{x,0}\sigma_\theta^2 + \beta_{x,0}\sigma_\theta \sigma_x \rho + \beta_{x,0}\sigma_x^2 + \sigma_E^2 + 2\beta_{x,0}\beta_{x,0}\sigma_\theta \sigma_x \rho
\end{array} \right).
\]

Now we can apply the Lemma D.1 to obtain

\[
E(\theta_i | Z_i = 0, Y_{i,0} = y) = \mu_{\theta,0} + \frac{\beta_{\theta,0}\sigma_\theta^2 + \beta_{x,0}\sigma_\theta \sigma_x \rho}{d}(y - \beta_{\theta,0}\mu_{\theta,0} + \beta_{x,0}\mu_{x,0}),
\]

where d is defined shortly after. Symmetrically we have that

\[
E(X_i | Z_i = 0, Y_{i,0} = y) = \mu_{x,0} + \frac{\beta_{x,0}\sigma_\theta^2 + \beta_{\theta,0}\sigma_\theta \sigma_x \rho}{d}(y - \beta_{\theta,0}\mu_{\theta,0} + \beta_{x,0}\mu_{x,0}).
\]

To avoid long algebraic expressions, we define the following variables:

\[
c_1 = \beta_{\theta,0}\sigma_\theta^2 + \beta_{x,0}\sigma_\theta \sigma_x \rho \\
c_2 = \beta_{x,0}\sigma_\theta^2 + \beta_{\theta,0}\sigma_\theta \sigma_x \rho \\
d = (\beta_{\theta,0})^2\sigma_\theta^2 + (\beta_{x,0})^2\sigma_x^2 + \sigma_E^2 + 2\beta_{x,0}\beta_{x,0}\sigma_\theta \sigma_x \rho.
\]

Finishing off the proof:

\[
E[\hat{\tau}^{Y_0}_{D_iD}] - \tau = \beta_{\theta,1}(\mu_{\theta,1} - E_y|Z_i=1[E(\theta_i | Z_i = 0, Y_{i,0} = y)]) + \beta_{x,1}(\mu_{x,1} - E_y|Z_i=1[E(X_i | Z_i = 0, Y_{i,0} = y)]) \\
= \beta_{\theta,1}(\mu_{\theta,1} - \mu_{\theta,0}) + \beta_{x,0}\sigma_\theta \sigma_x \rho \frac{\beta_{\theta,0}(\mu_{\theta,1} - \mu_{\theta,0}) + \beta_{x,0}(\mu_{x,1} - \mu_{x,0})}{d} \\
+ \beta_{x,1}(\mu_{x,1} - \mu_{x,0}) - \beta_{x,0}\sigma_\theta \sigma_x \rho \frac{\beta_{\theta,0}(\mu_{\theta,1} - \mu_{\theta,0}) + \beta_{x,0}(\mu_{x,1} - \mu_{x,0})}{d} \\
= \beta_{\theta,1}(\mu_{\theta,1} - \mu_{\theta,0})(1 - \frac{\beta_{x,0}c_1}{d}) + \beta_{x,1}(\mu_{x,1} - \mu_{x,0})(1 - \frac{\beta_{x,0}c_2}{d}) \\
- \beta_{\theta,1}\beta_{x,1}\frac{c_1}{d}(\mu_{x,1} - \mu_{x,0}) - \beta_{x,1}\beta_{\theta,0}\frac{c_2}{d}(\mu_{\theta,1} - \mu_{\theta,0})
\]

The final result follows after algebraic simplification. \[\square\]
F Extending to Include Interactions

In this section, we analyze the case when we add an interaction between $\theta$ and $X$. The idea of an interacted model is to allow for the relationship between the latent confounder and outcome to change for different levels of the observed covariate $X$. The interacted model is

$$Y_{i,t}(0) = \beta_{0,t} + \beta_{\theta,t} \theta_i + \beta_{x,t} X_i + \beta_{\theta x,t} X_i \theta_i + \epsilon_{i,t},$$

with $Y_{i,t}(1), Y_{i,t}$ defined as they were in Equation (3).

In this section, we show the bias results of the naïve DiD and the two main matching estimators when $\rho = 0$ for this model. We focus on the uncorrelated case to clearly show how the interaction term does not lead to any new insights than those provided in Section 

Adding a correlation between $\theta$ and $X$ only contributes by further offsetting the bias of $\theta$ with the correlation, as described in Section 4.3.

Letting the interaction imbalance and time varying effects be

$$\delta_{\theta x} := \mu_{\theta,1} \mu_{x,1} - \mu_{\theta,0} \mu_{x,0}$$
$$\Delta_{\theta x} := \beta_{\theta x,1} - \beta_{\theta x,0},$$

we then have the following theorem.

**Theorem F.1** (Bias of DiD and Matching DiD estimators with interactions). If $(Z_i, X_i, \theta_i, Y_{i,t})$ are independently and identically drawn from the data generating process as shown in Equations 1 & 18 with $\rho = 0$, then the bias of our estimators are the following:

$$E[\hat{\tau}_{DiD}] - \tau = \Delta_{\theta} \delta_{\theta} + \Delta_{x} \delta_{x} + \Delta_{\theta x} \delta_{\theta x}$$
$$E[\hat{\tau}_{DiD}^X] - \tau = \Delta_{\theta} \delta_{\theta} + \Delta_{\theta x} \mu_{x,1} \delta_{\theta}$$
$$E[\hat{\tau}_{DiD}^{X,Y}] - \tau = \beta_{\theta,1} \delta_{\theta} (1 - \tilde{r}_{\theta|X}) + \beta_{\theta x,1} \mu_{x,1} \delta_{\theta} (1 - \tilde{r}_{\theta|X}) - (\beta_{\theta,1} + \beta_{\theta x,1} \mu_{x,1}) L,$$

where

$$\tilde{r}_{\theta|X} = \frac{(\beta_{\theta,0})^2 \sigma_\theta^2 + \beta_{\theta,0} \beta_{\theta x,0} \mu_{x,0} \sigma_{\theta,0}^2}{(\beta_{\theta,0})^2 \sigma_\theta^2 + 2 \beta_{\theta,0} \beta_{\theta x,0} \mu_{x,0} \sigma_{\theta,0}^2 + \beta_{\theta x,0}^2 \sigma_{\theta,0}^2 + 2 \sigma_{\theta,0}^2 + \sigma_{\theta,0}^2}$$
$$L = \frac{(\beta_{\theta,0})^2 \sigma_\theta^2 + \beta_{\theta,0} \beta_{\theta x,0} \mu_{x,0} \sigma_{\theta,0}^2 + \beta_{\theta x,0}^2 \sigma_{\theta,0}^2}{(\beta_{\theta,0})^2 \sigma_\theta^2 + 2 \beta_{\theta,0} \beta_{\theta x,0} \mu_{x,0} \sigma_{\theta,0}^2 + \beta_{\theta x,0}^2 \sigma_{\theta,0}^2 + 2 \sigma_{\theta,0}^2 + \sigma_{\theta,0}^2}$$

**Proof.** We derive each estimator separately, except for the naïve DiD bias as it is straightforward.

**Proof for matching on observed covariates:**

The first two terms of the DiD estimator are unchanged by the matching process:

$$E(Y_{i,1} \mid Z_i = 1) - E(Y_{i,0} \mid Z_i = 1) = \mu_{\theta,1} (\beta_{\theta,1} - \beta_{\theta,0}) + \mu_{x,1} (\beta_{x,1} - \beta_{x,0}) + \mu_{\theta,1} \mu_{x,1} (\beta_{\theta x,1} - \beta_{\theta x,0})$$

Now focusing on last two term’s inner expectation:

$$(E(Y_{i,1} \mid Z_i = 0, X_i = x) - E(Y_{i,0} \mid Z_i = 0, X_i = x))$$

$$= \mu_{\theta,0} (\beta_{\theta,1} - \beta_{\theta,0}) + x (\beta_{x,1} - \beta_{x,0}) + \mu_{\theta,0} x (\beta_{\theta x,1} - \beta_{\theta x,0})$$

Taking expectation of $x$ over the distribution of $Z_i = 1$ gives us the desired result.

**Proof for matching on observed covariates and pre-treatment outcome:**
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where we again define the following variables to avoid long algebraic expressions

\[
\begin{align*}
E[\hat{\tau}_{DiD}] - \tau &= E(Y_{i,1} \mid Z_i = 1) - E(x,y)z_i=1[E(Y_{i,1} \mid Z_i = 0, X_i = x, Y_{i,0} = y)] - \tau \\
&= \beta_{x,1}(\mu_{\theta,1} - (\mu_{\theta,0} + \frac{1}{det}(\delta_x(\beta_{x,0}\sigma_x^2c_1 - c_1c_2) + \delta_{\theta}\beta_{x,0}\sigma_x^2c_1 + \beta_{x,0}\sigma_x^2c_1(\mu_{\theta,1}\mu_{x,1} - \mu_{\theta,0}\mu_{x,0})))) + \beta_{x,1}\mu_{x,1}(\mu_{\theta,0} + \frac{1}{det}(\delta_x(\beta_{x,0}\sigma_x^2c_1 - c_1c_2) + \delta_{\theta}\beta_{x,0}\sigma_x^2c_1 + \beta_{x,0}\sigma_x^2c_1(\mu_{\theta,1}\mu_{x,1} - \mu_{\theta,0}\mu_{x,0}))))
\end{align*}
\]

The result follows from algebraic simplifications.

\[\square\]

### F.1 Interpretation of Bias Results

We first focus on the bias of matching on \(X\) only. Section 4 shows matching on the observed covariates helped mitigate the bias contribution of \(X\) but does not fully reduce the bias to zero due to the latent confounder. The interaction case is similar, except matching on \(X\) partially removes the bias contribution of the interaction by allowing the bias contribution of the interaction term to come through the imbalance of \(\theta\) (as opposed to both the imbalance of \(\theta\) and \(X\) via \(\delta_{\theta x}\)). Contrary to what one may have expected, matching on \(X\) when \(X\) and \(\theta\) are interacted does not improve the plausibility of the conditional parallel trend (conditional on \(X\)) compared to the no-interaction case. Similar to the results in Section 4 the conditional parallel trends (conditional on \(X\)) only holds when the unconditional parallel trends originally held due to the latent confounder \(\theta\).

When matching additionally on the pre-treatment outcome, we again have a similar story to the no-interaction results presented in Section 4. First, \(\tilde{r}_{\theta|x}\) acts as the new “reliability” when we have interactions. In this case, matching on the pre-treatment outcome reduces the bias by both main effect and interaction effect of \(\theta\) through this new reliability term. The only difference is the “leftover” terms \((\beta_{\theta,1} + \beta_{x,1}\mu_{x,1})L\) in the bias expression. These terms appear because matching on \(X\) does not cleanly get rid of all contribution of \(X\) due to the interaction similar to the results presented in Appendix C. Therefore, we see \(\delta_x\) and \(\delta_{\theta x}\) continuously making an impact on the bias
by acting as a hindrance to how well we recover \( \theta \). This “leftover” effect of \( X \) is captured by the \( L \) term and will be exactly zero if the interaction effect did not exist, i.e., if \( \beta_{x,0} = 0 \). In summary, because the main ideas presented in Section 4 still hold in the interaction case, we choose to leave this interaction case in the Appendix.

G Proofs of Guidelines

G.1 Proof of Theorem 6.1

\textbf{Proof.} We prove the first part of Theorem 6.1, i.e., that the three sign conditions guarantee that \( \Delta_{\tau_x} > 0 \). Although Section 6.1 states the results assuming \( \theta \) is univariate, the result holds generally for multivariate \( \theta \), thus we prove it in this more general case. In other words, we want to show that given our three sign conditions we have the following,

\[
\Delta_{\tau_x} \geq 0 \iff |\Delta^\top \delta_\theta + \Delta^\top \delta_x| \geq |\Delta^\top [\delta_\theta - \Sigma_{\theta X} \Sigma_{XX}^{-1} \delta_x]|.
\]

We have two cases. The first case is if \( \Delta^\top \delta_\theta > 0 \). We can then drop the absolute value for the left side because of the first sign condition. \( \Delta^\top \delta_\theta > 0 \) can hold in two ways. The first is when \( \Delta^\top > 0,\delta_\theta > 0 \). In this case, we can drop the absolute value for the right side because of the third sign condition, leading to the following inequality

\[
|\Delta^\top \delta_\theta + \Delta^\top \delta_x| \geq |\Delta^\top [\delta_\theta - \Sigma_{\theta X} \Sigma_{XX}^{-1} \delta_x]| \iff \Delta^\top \delta_x \geq \Delta^\top [-\Sigma_{\theta X} \Sigma_{XX}^{-1} \delta_x].
\]

By the second sign condition, the left hand side is positive while the right hand side is negative, thus we are done. \( \Delta^\top \delta_\theta > 0 \) holds also when \( \Delta^\top < 0,\delta_\theta < 0 \). In this case, we can similarly drop the absolute value for the right side after the same steps as above, thus proving the first case.

The second case is if \( \Delta^\top \delta_\theta < 0 \). Using the first sign condition, we can drop the left hand side’s absolute value after multiplying by negative one. Following the same steps as above, \( \Delta^\top \delta_\theta < 0 \) when \( \Delta^\top < 0,\delta_\theta > 0 \). In this case, we can similarly drop the absolute value for the right side after multiplying by negative one because of the third sign condition, leading to the following inequality

\[
|\Delta^\top \delta_\theta + \Delta^\top \delta_x| \geq |\Delta^\top [\delta_\theta - \Sigma_{\theta X} \Sigma_{XX}^{-1} \delta_x]| \iff -\Delta^\top \delta_x \geq \Delta^\top [\Sigma_{\theta X} \Sigma_{XX}^{-1} \delta_x].
\]

This again follows from the second sign condition since the left hand side is positive while the right hand side is negative. In the other case when \( \Delta^\top > 0,\delta_\theta < 0 \) the proof is symmetrical. \( \Box \)

\textbf{Proof.} We now prove the second part of Theorem 6.1. In other words, we want to show that our estimator consistently estimates:

\[
\Delta_{\tau_x} = |\delta_x^\top (\Delta_x + \Delta_\theta \Sigma_{\theta X} \Sigma_{XX}^{-1} \delta_x)|,
\]

where \( \theta \) is univariate and \( \Sigma_{\theta X} \) is an arbitrary covariate matrix. We are also able to simplify \( \Delta_{\tau_x} \) (without some absolute values) because of the three sign conditions.

First we note that estimating \( \delta_x \) with \( \tilde{\delta}_x \) is an unbiased and consistent estimator for \( \delta_x \). It remains to show that \( \tilde{\beta}_{x,T} - \Sigma_{\theta X} \Sigma_{XX}^{-1} \tilde{\beta}_x \) consistently estimates \( \Delta_x + \Delta_\theta \Sigma_{\theta X} \Sigma_{XX}^{-1} \).

Because \( \tilde{\beta}_{x,T} \) is the resulting \( p \)-dimensional regression coefficient from a linear regression of \( Y_{i,t} \) on \( X_i \) within the control group, we have from elementary results of linear regression that \( \tilde{\beta}_{x,T} \).
converges to the coefficient of $X_i$ in $E(Y_{i,t} | Z_i = 0, X_i)$. It is simple to show that (ignoring intercept),

$$E(Y_{i,t} | Z_i = 0, X_i) = \beta_{\theta,t} \mu_{\theta,0} + \Sigma_{\theta X} \Sigma_{XX}^{-1} (X_i - \mu_{x,0}) + \beta^T_{x,t} X_i$$

which holds because

$$E(\theta_i | Z_i = 0, X_i) = \mu_{\theta,0} + \Sigma_{\theta X} \Sigma_{XX}^{-1} (X_i - \mu_{x,0}).$$

Therefore, we have that $\hat{\beta}_{x,t}$ converges to $(\hat{\beta}^T_{x,t} - \beta_{\theta,t} \Sigma_{X} \Sigma_{XX}^{-1} X_i)$. Consequently, $(\hat{\beta}_{x,T} - \beta_{\theta,T} \Sigma_{X} \Sigma_{XX}^{-1} X_i)$ converges to $\Delta_x + \Delta_{\theta} \Sigma_{\theta X} \Sigma_{XX}^{-1}$ as desired.

### G.2 Proof of Lemma 5.3 and Theorem 6.2

Lemma 5.3 directly follows from Lemma 4.2. More formally, we have that

$$\Delta_{r_{x,y}} = |\Delta_{\theta} \delta_\theta| - |\beta_{\theta,T} \delta_\theta (1 - \hat{r}_{\theta|z})|$$

We then directly use the proof for Lemma 4.2.

We now prove Theorem 6.2. In other words, we want to show that

$$\hat{r}_{\theta} \to r_{\theta}, \quad \hat{\beta}_{\theta,pre} \to \beta_{\theta,pre}$$

Proof. First, we start with what $\tilde{Y}_{i,t}$ converges to. As shown in Appendix G.1, the regression coefficient of regressing $Y_{i,t}$ on $X_i$ within the control (or treatment) group converges to $\beta^T_{x,t} + \beta_{\theta,t} \Sigma_{\theta X} \Sigma_{XX}^{-1}$, or a shifted estimand that contains the explanatory aspect of $\theta$ on $Y$ obtainable via $X_i$.

If we residualize using this model, we get that $\tilde{Y}_{i,t}$ converges to (by Slutsky’s Theorem)

$$\tilde{Y}_{i,t} \overset{d}{\to} \beta_{\theta,0} (\theta_i - \Sigma_{\theta X} \Sigma_{XX}^{-1} X_i) + \epsilon_{i,t} = \beta_{\theta,0} \tilde{\theta}_i + N(0, \sigma_{\theta}^2).$$

Consequently, instead of the old latent confounder $\theta_i$, we have a new latent confounder $\tilde{\theta}_i = \theta_i - \Sigma_{\theta X} \Sigma_{XX}^{-1} X_i$.

We next show the consistency of $\hat{\sigma}_{E}^2$. First, with a slight abuse of notation we define the population version of $\tilde{Y}_{i,t}$ as

$$\tilde{Y}_{i,t} = \beta_{\theta,i} \tilde{\theta}_i + \epsilon_{i,t}.$$ 

We then have that

$$Var(\tilde{Y}_{i,T-1} - \tilde{Y}_{i,T-2}) = (\beta_{\theta,T-1} - \beta_{\theta,T-2})^2 \hat{\sigma}_\theta^2 + 2\sigma_{E}^2.$$ 

Since we assume $\beta_{\theta,T-1} = \beta_{\theta,T-2}$ we have that $\hat{\sigma}_{E}^2$ is a consistent estimator using the continuous mapping theorem and Slutsky’s Theorem.

Now, since $Var(\tilde{Y}_{i,t} | Z_i = z) = \beta_{\theta,t}^2 \hat{\sigma}_\theta^2 + \sigma_{E}^2$ for every $t$, we have that

$$\beta_{\theta,t} = \sqrt{Var(\tilde{Y}_{i,t} | Z_i = 0) - \hat{\sigma}_E^2} \overset{p}{\to} \beta_{\theta,t} \hat{\sigma}_\theta.$$
Although this is not consistent for $\beta_{\theta,t}$ by a scale factor of $\tilde{\sigma}_{\theta}$, we show later that this is irrelevant. Putting this together we have, by Slutsky’s theorem, that
\[
\frac{\hat{\beta}_{\theta,\text{pre}}}{\beta_{\theta,T}} \xrightarrow{p} \frac{\hat{\beta}_{\theta,\text{pre}}\tilde{\sigma}_{\theta}}{\beta_{\theta,T}\tilde{\sigma}_{\theta}} = \frac{\hat{\beta}_{\theta,\text{pre}}}{\beta_{\theta,T}},
\]
giving us the desired consistency for $\frac{\hat{\beta}_{\theta,\text{pre}}}{\beta_{\theta,T}}$. We now turn to how we can estimate $\hat{\delta}_{\theta}$. We have that,
\[
E(Y_{i,0:(T-1)} | Z_i = 1) - E(Y_{i,0:(T-1)} | Z_i = 0) = \hat{\beta}_{\theta,\text{pre}}\delta_{\theta}.
\]
Therefore, a plug-in estimator is,
\[
\hat{\delta}_{\theta} = \frac{\hat{E}(\tilde{Y}_{i,0:(T-1)} | Z_i = 1) - \hat{E}(\tilde{Y}_{i,0:(T-1)} | Z_i = 0)}{\hat{\beta}_{\theta,\text{pre}}}
\]
Lastly, $r_{\theta}^T = \frac{T(\hat{\beta}_{\theta,\text{pre}})^2\tilde{\sigma}_{\theta}^2}{T(\hat{\beta}_{\theta,\text{pre}})^2\tilde{\sigma}_{\theta}^2 + \sigma_E^2}$ can also be consistently estimated via the plug-in estimator,
\[
\hat{r}_{\theta}^T = \frac{\frac{T\hat{\beta}_{\theta,\text{pre}}^2}{T\hat{\beta}_{\theta,\text{pre}}^2 + \tilde{\sigma}_E^2} p \frac{T(\hat{\beta}_{\theta,\text{pre}})^2\tilde{\sigma}_{\theta}^2}{T(\hat{\beta}_{\theta,\text{pre}})^2\tilde{\sigma}_{\theta}^2 + \sigma_E^2}} = r_{\theta}^T,
\]
proving we have a consistent estimator of the reliability.

Lastly, we remark that although we took the positive square root when obtaining $\hat{\beta}_{\theta,t}$, even if we took $\hat{\beta}_{\theta,t} = -\sqrt{\bar{V}ar(Y_{i,t} | Z_i = 0) - \tilde{\sigma}_E^2}$ the bias estimates will remain identical since $\hat{\beta}_{\theta,t}$ gets squared, i.e., the sign does not matter. \qed