Influence of trust in the spreading of information
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The understanding and prediction of information diffusion processes on networks is a major challenge in network theory with many implications in social sciences. Many theoretical advances occurred due to stochastic spreading models. Nevertheless, these stochastic models overlooked the influence of rational decisions on the outcome of the process. For instance, different levels of trust in acquaintances do play a role in information spreading, and actors may change their spreading decisions during the information diffusion process accordingly. Here, we study an information-spreading model in which the decision to transmit or not is based on trust. We explore the interplay between the propagation of information and the trust dynamics happening on a two-layer multiplex network. Actors’ trustable or untrustable states are defined as accumulated cooperation or defection behaviors, respectively, in a Prisoner’s Dilemma set up, and they are controlled by a memory span. The propagation of information is abstracted as a threshold model on the information-spreading layer, where the threshold depends on the trustability of agents. The analysis of the model is performed using a tree approximation and validated on homogeneous and heterogeneous networks. The results show that the memory of previous actions has a significant effect on the spreading of information. For example, the less memory that is considered, the higher is the diffusion. Information is highly promoted by the emergence of trustable acquaintances. These results provide insight into the effect of plausible biases on spreading dynamics in a multilevel networked system.

PACS numbers: 89.65.-s, 89.75.Fb, 89.75.Hc

I. INTRODUCTION

Epidemics, innovation, rumors, gossips and opinions spread on social networks [1–19]. With the availability of large-scale data on social networks, the study of modeling information, rumor and gossip diffusion has recently attracted a great deal of attention [14–18, 20–23].

A fundamental step toward understanding information diffusion was the adoption of threshold and cascade models [24–26] applied to spreading in social networks. In this last context, an actor’s diffusion behavior depends on the number of other individuals already engaged in the process [5, 27, 28]. These works have recently been generalized to multilevel networks [29–32]. The diffusion of information has also been modeled using game theory, giving players a positive payoff if they spread the information [8, 23, 33, 34]. Moreover, the topological factors that may affect the spreading have been investigated in detail in [27, 35, 36]. Other applications related to information diffusion, such as finding the influential spreaders [37], maximizing or restraining the information propagation [38, 39], predicting the information diffusion on real-world social networks [10, 40–42], and revealing general patterns of the diffusion of the temporal information [43], have also been studied extensively.

Nevertheless, most of the existing works on information diffusion focus mainly on network structure, while the decision on whether or not to transmit the information in a conscious manner is ignored. However, certainly a person’s decision on whether or not to transmit a given piece of information relies on many factors, one of them being trust in the sources [44]. In a network context, where spreading takes place using the topological structure, this trust is conceived at the level of individual nodes. In our approach, we consider that the decision whether to transmit a certain piece of information depends on the number of trustable and untrustable acquaintances involved in the process. For example, a person who receives a piece of information from a few untrustable neighbors may decide not to forward it because of the lack of reliable evidence, but the behavior changes if these neighbors are trustable. Within this scenario, an untrustable individual is one that you do not know if you can trust; other meanings could be assigned to untrustability, but this one is the more appropriate in our framework.

The interactions of being trustable or untrustable can be modeled using game theory. In this paper, we consider an evolutionary game on graphs [45–48] to model the trustable and untrustable interactions, and the propagation of the information is abstracted as a modified version of the threshold model [26, 27] in which trustable neighbors are given more credit in the decision of activation. Similar to [12, 49], each dynamic takes place in a different layer of a multiplex network, thus taking into account the possibility of having different connections between individuals in the trust and information-spreading layers, respectively. Note that the interaction between both layers is limited to the following: each actor has a game dynamics that specifies the state of being trustable or not. This state is visible for the actors in the spreading phase that takes place on the second layer. In this sense, the trust in one layer influences the spreading on the other.

The paper is structured as follows. In Section II we describe the proposed model and how the information propagation and trust dynamics work. Section III describes a tree approximation theory to predict the fraction of active individuals in the population (spreaders) of the proposed model. Section IV introduces the validation of the tree approximation theory and the numerical results of the proposed model on random and scale-free multiplex networks. Section V contains some concluding remarks.
II. TRUST-DRIVEN INFORMATION-SPREADING MODEL

We are interested in the introduction of a model of information spreading in which one’s individual decision to become an active spreader is influenced by trust in one’s neighbors. A common model of choice for information spreading is the threshold model [26, 27], in which an Inactive individual becomes Active whenever the fraction of its active neighbors is above a certain threshold $\theta$. Thus, in order to take into account the trust in the neighbors, we have modified the threshold rule incorporating into it the number of trustable (T) and untrustable (U) neighbors, either active or inactive. For the trust evolution we have chosen a Prisoner’s Dilemma [48, 50, 51] evolutionary game dynamics, in which we assimilate persistent cooperators (defectors) as trustable (untrustable) individuals. We show a schematic representation of the system in Fig. 1, where $G$ and $H$ represent the game (trust) and information-spreading layers, respectively. The connectivity between individuals is encoded in the corresponding adjacency matrices $G_{ij}$ and $H_{ij}$, which take the value 1 if nodes $i$ and $j$ are connected, and 0 otherwise.

This Trust-Driven Information Spreading (TDIS) model works as an iterative two-stage process on the two-layer multiplex network: one step of the Prisoner’s Dilemma game to update the trustable and untrustable states of nodes in layer $G$, followed by one step of the information spreading in which some of the inactive nodes (non-spreaders) in layer $H$ become active (spreaders). Note that, according to the semantics of our model, the interaction between layers is one-directional, from the trust to the information-spreading layer, but not in the opposite direction. Other extensions are possible, e.g., bidirectional dependencies, which could produce a coordination between layers [52], but they are beyond the scope of the present work.

We next introduce the details of the rules governing our TDIS model.

A. Trust dynamics

Each individual may adopt, in the trust layer, one of two possible strategies, regardless of its state in the information dynamics layer: cooperation ($C$), which will be used to define a trustable individual, or defection ($D$), for untrustable ones. The benefit of an actor $i$, playing a weak Prisoner’s Dilemma game with one of its neighbors, depends on their game strategies, as dictated by a general payoff matrix [45, 48]:

\[
\begin{pmatrix}
C & D \\
C & (1 \quad 0) \\
D & b & 0
\end{pmatrix}
\]

(1)

where $b \geq 1$ is the temptation to defect, i.e., the payoff obtained by a defector when playing with a cooperator.

In every round of the game, each player interacts with all its neighbors on the trust layer, and collects its corresponding accumulated payoff, $\Pi_i$, as the sum of the payoffs of all its game interactions. For the next round, the strategy is updated according to the Replicator Rule [53]: player $i$ imitates the strategy of player $j$ with probability

\[
P_{i \rightarrow j} = \frac{\Pi_j - \Pi_i}{b \max(k_i, k_j)},
\]

(2)

where $k_i$ is the degree (number of neighbors) of node $i$. After all players have had the opportunity to update their strategies, the players’ payoffs are reset to zero and a new round of the game starts.

Since trust is usually a long term opinion on people, we do not directly describe trustable individuals as cooperators (and untrustable as defectors), but rather as the most common behavior in a certain time span $\Delta t \geq 1$. More precisely, an individual is considered Trustable ($T$) if, in the last $\Delta t$ time steps, it has been acting as a cooperator more than 50% of the times, and Untrustable ($U$) otherwise. Only when $\Delta t = 1$ do the concepts of cooperation and trust coincide. The choice of 50% is rather flexible, and changing this value simply unbalances the system towards more cooperation or defection, nevertheless we think this choice is a plausible bound.

B. Information spreading dynamics

Once the trustability of all nodes has been established in the previous stage of the TDIS model, one step of the information-spreading dynamics takes place. Each Inactive individual becomes Active whenever the influence $I(m, k; \alpha)$ from its neighbors is larger than a threshold $\theta (0 \leq \theta \leq 1)$, where

\[
I(m, k; \alpha) = \frac{(1 + \alpha)m_T + (1 - \alpha)m_U}{(1 + \alpha)k_T + (1 - \alpha)k_U}.
\]

(3)
Here, \(k_T\) (\(k_U\)) is the number of trustable (untrustable) neighbors, and \(m_T\) (\(m_U\)) is the number of active trustable (untrustable) neighbors, satisfying \(m_T \leq k_T\) and \(m_U \leq k_U\). For convenience, we have defined the activity and degree vectors, \(\textbf{m} = (m_T, m_U)\) and \(\textbf{k} = (k_T, k_U)\), respectively. Influence parameter \(\alpha\) (0 \(\leq\) \(\alpha\) \(\leq\) 1) controls the level of influence of trustable neighbors versus untrustable ones, i.e., the larger \(\alpha\) is, the more importance we give to our trustable neighbors in the decision between becoming active or remaining inactive.

There are two important particular cases:

- When \(\alpha = 0\), the standard threshold model is recovered [27],
  \[
  I(m, k; \alpha = 0) = \frac{m_T + m_U}{k_T + k_U} = \frac{m}{k},
  \]
  where \(k = k_T + k_U\) is the total degree of the node, and \(m = m_T + m_U\) is the number of active neighbors. In this case, the trust layer decouples from the information-spreading layer, thus having two independent dynamics.

- When \(\alpha = 1\), only trustable neighbors are taken into account,
  \[
  I(m, k; \alpha = 1) = \frac{m_T}{k_T}.
  \]

For intermediate values of the influence parameter, both trustable and untrustable neighbors, with different levels of influence, contribute to the activation condition \(I(m, k; \alpha) > \theta\). Note that the spreading process is still deterministic but influenced via threshold by the trustability state of nodes. In this sense, the spreader mimics the decision-making process to spread according to a certain threshold based on trustability.

### III. ANALYSIS OF THE INFORMATION SPREADING

The information-spreading process in our model belongs to the class of binary-state dynamics, the transmitting rate of which can be described as depending on the number of nearest neighbors in the two possible active or inactive states. In this section, we make use of the tree approximation theory [54–56] to predict the extension of the information spreading when trust in the neighbors is taken into account. We first analyze the case in which the distribution of trustable and untrustable nodes does not change, i.e., when there is no trust dynamics.

In the tree approximation approach, the network is supposed to have a locally treelike structure, with low clustering. A random node is selected as the root of the tree, using the degree distribution of the network \(p(k)\), and the rest of the tree is built following the degree distribution \(P(k, k')\), i.e., the probability that a randomly chosen edge connects two nodes of degrees \(k\) and \(k'\). The cascade of information is started by an initial fraction \(\rho_0\) of active nodes, distributed by degree as \(\rho_0(k)\), thus satisfying \(\rho_0 = \sum_k \rho_0(k)\). The analysis starts in the leaves of the tree (level \(n = 0\)), and goes up towards the root, which is reached at level \(n \to \infty\). Alternatively and equivalently, we could consider \(n\) as a time step in a synchronous update of the spreading dynamics through the tree; here we prefer to use the tree-level interpretation to avoid confusion with the time in the TDIS dynamics.

The expected fraction of active nodes \(\rho\) at the steady state can be obtained by considering the root:

\[
\rho = \sum_k \rho(k)\rho(k),
\]

where

\[
\rho(k) = \rho_0(k) + (1 - \rho_0(k)) \sum_{m_T=0}^{k_T} \sum_{m_U=0}^{k_U} F(m, k) B_\infty(m, k).
\]

This equation expresses that the root with degree \(k\) is active either if it was initially active (with probability \(\rho_0(k)\)), or if it was initially inactive (with probability \(1 - \rho_0(k)\)) but was activated by its children. The probability of activation from the children has two terms: the probability \(B_\infty(m, k)\) of having \(m\) active neighbors among the total \(k\) children (i.e., \(m_T\) active trustable neighbors and \(m_U\) active untrustable neighbors, among the total \(k_T\) trustable and \(k_U\) untrustable children), and the probability \(F(m, k)\) that these \(m\) children activate the parent.

For our information-spreading dynamics, the response function \(F(m, k)\) is just

\[
F(m, k) = \begin{cases} 1 & \text{if } I(m, k; \alpha) > \theta, \\ 0 & \text{otherwise}, \end{cases}
\]

and the distribution of active children can be written as the product of two independent binomial distributions, one for the trustable children and the other for the untrustable ones:

\[
B_\infty(m, k) = \binom{k_T}{m_T} (\pi_\infty(k, T)^{m_T}) (1 - \pi_\infty(k, T))^{k_T - m_T} \times \binom{k_U}{m_U} (\pi_\infty(k, U)^{m_U}) (1 - \pi_\infty(k, U))^{k_U - m_U}.
\]

Variable \(r_n(k, T)\) (\(r_n(k, U)\)) represents the probability that a trustable (untrustable) child of an inactive level \(n\) node of degree \(k\) is active. We can put them in terms of the probabilities \(q_n(k, T)\) (\(q_n(k, U)\)) that a level \(n\) trustable (untrustable) node of degree \(k\) is active conditional on its parent being inactive, leading to

\[
r_n(k, T) = \frac{\sum_{k'} P(k, k') q_n(k', T)}{\sum_{k'} P(k, k')},
\]

\[
r_n(k, U) = \frac{\sum_{k'} P(k, k') q_n(k', U)}{\sum_{k'} P(k, k')}.
\]

Probabilities \(q_{n+1}(k, T)\) and \(q_{n+1}(k, U)\) of a node on level \(n + 1\)}
satisfy expressions similar to Eq. (7):

\[
q^{(k, T)}_{n+1} = \rho_0^{(k)} + (1 - \rho_0^{(k)}) \times \left[ \sum_{m_T=0}^{k_T} \sum_{m_U=0}^{k_U} F(m, k) B_{n+1}^{(T)}(m, k) \right],
\]

\[
q^{(k, U)}_{n+1} = \rho_0^{(k)} + (1 - \rho_0^{(k)}) \times \left[ \sum_{m_T=0}^{k_T} \sum_{m_U=0}^{k_U} F(m, k) B_{n+1}^{(U)}(m, k) \right],
\]

where \( z^{(T)} = \sum_k k p(k, T) \) and \( z^{(U)} = \sum_k k p(k, U) \) are the average degrees of trustable and untrustable nodes, respectively, and

\[
B_{n+1}^{(T)}(m, k) = \left( \frac{k_T - 1}{m_T} \right) \left( \frac{r_{n+1}}{m_T} \right) \left( 1 - r_{n+1} \right)^{m_T - m_U} \left( 1 - r_{n+1} \right) B_{n+1}^{(T)}(m, k),
\]

\[
B_{n+1}^{(U)}(m, k) = \left( \frac{k_U - 1}{m_U} \right) \left( \frac{r_{n+1}}{m_U} \right) \left( 1 - r_{n+1} \right)^{m_T - m_U} \left( 1 - r_{n+1} \right) B_{n+1}^{(U)}(m, k),
\]

The idea is that, for a node at level \( n + 1 \) with degree \( k \), we have to subtract the parent from the list of inactive neighbors, due to the definitions of \( q_{n+1}^{(k, T)} \) and \( q_{n+1}^{(k, U)} \). Additionally, the degree distribution in the tree is, by construction, equivalent to the degree distribution of the nearest neighbors in the original network, and it also depends on whether the node is either trustable or untrustable. For instance, the probability of having a trustable node in the tree with degree \( k \) is equal to \( k p(k, T)/z_T \), which reduces to \( k_T p(k, T)/z_T \) when you add the condition that the parent is trustable, and \( k_U p(k, T)/z_T \) for an untrustable parent.

The solution of these equations is obtained by just starting with an initial condition for \( q_0^{(k, T)} \) and \( q_0^{(k, U)} \), and iterating them \((n = 1, 2, 3, \ldots)\) until a stationary value is reached. If we suppose the fraction of trustable nodes \( s^{(T)} \) is fixed and uncorrelated with the initial fraction of active nodes \( \rho_0^{(k)} \), then we can set \( q_0^{(k, T)} = \rho_0^{(k)} \) and \( q_0^{(k, U)} = \rho_0^{(k)} (1 - s^{(T)}) \). Note that the two main conditions for the applicability of the tree approximation approach are satisfied, namely the permanently active property (i.e., active nodes cannot become inactive) and the nondecreasing character of the response function \( F(m, k) \) for increasing values of \( m \) (maintaining \( k \) fixed); see [36, 54].

In our full TDIS model, the trust dynamics is independent of the information spreading, but the opposite does not hold, i.e., the number and distribution of trustable nodes may affect the size of the information cascade. Moreover, the trust dynamics makes the distribution of trustable individuals change in time, thus interfering with the information spreading. However, since we suppose the trust is a long-term effect of the game dynamics, governed by the memory span \( \Delta t \), we may use an adiabatic approximation in which, for each time step \( t \) of the trust dynamics, we calculate the extension \( \rho(t) \) of the information spreading as it were instantaneous (using as input to the equations the current distribution of trustable and untrustable nodes). The final outcome is then \( \rho = \max_t \rho(t) \), meaning that, during the trust evolution, there is a moment at which the information spreading extends the largest, and the rest of the TDIS dynamics is not able to increase it any more. Unfortunately, we do not know in advance when this peak of spreading is going to happen, and simulations show that in many occasions it appears in the transitory of the trust evolution, thus forcing us to follow the whole trust dynamics to perform the prediction of the information spreading.

IV. RESULTS

We first validate the accuracy of the tree approximation theory in Sect. IV A, then we show the results for the TDIS model in Sect. IV B, and finally we explore the effect of the distribution of trustable and untrustable nodes on the information spreading in Sect. IV C. Throughout the simulations, we make use of two reference multiplex networks, both with \( N = 1000 \) nodes and average degree \( z = 6 \) in each layer. In the first multiplex the layers are random Erdős-Rényi networks (ER), and in the second they are scale-free networks built using the Barabási-Albert model (BA); in both cases the trust and information-spreading layers are uncorrelated between them. We also set the threshold value to \( \theta = 0.3 \), the initial fraction of spreaders in the information layer to 1\% (\( \rho_0 = 0.01 \)), and we make 150 repetitions of the Monte Carlo simulations, each one consisting of 20000 time steps. Note that a classical threshold dynamics for these networks and with the selected threshold has no global cascades; see [27].

A. Validation of the tree approximation

In Fig. 2 we compare the fraction of active nodes \( \rho \) predicted using the tree approximation in Sect. III with respect to Monte Carlo simulations. A fraction \( s^{(T)} \) of trustable nodes is randomly assigned, for varying values of \( s^{(T)} \) and of the influence parameter \( \alpha \) in the range [0, 1]. The state of the nodes, trustable or untrustable, remains fixed during the information spreading dynamics. The results show a good agreement be-
between the tree approximation predictions and the Monte Carlo simulations.

Note that, for the current set-up, if the influence of trustable and untrustable nodes is the same (i.e. \( \alpha = 0 \), which recovers the standard threshold model), the information spreading is very low, almost negligible. However, as \( \alpha \) increases, the trust in the neighbors allows larger spreading, with maximums of \( \rho \) at about 0.7 (ER) and 0.2 (BA), respectively, for certain values of the influence parameter and of the fraction of trustable nodes. The differences between the ER and BA networks are just a higher level of diffusion for the ER network. Therefore, we may state that the trust in the neighbors enhances the information spreading, provided the fraction of trustable nodes is neither too large nor too small. The same behavior is also observed in the next section, when the full TDIS is taken into account.

### B. Results for the trust-driven information spreading model

As explained in Sect. II, the TDIS model has a trust dynamics based on a weak Prisoner’s Dilemma, which depends on the temptation parameter \( b \) and the memory time span \( \Delta t \). In Fig. 3 we show as a reference the average fraction of trustable nodes in the stationary state for the two considered networks, with a memory span \( \Delta t = 1 \) and an initial fraction of cooperators at 50%. It shows that, tuning the temptation, we are able to scan from full trustability \( s^{(T)} = 1 \) to full untrustability \( s^{(T)} = 0 \). For larger values of \( \Delta t \), the fraction of trustable nodes does not change in a significant way. Note that we have selected \( b \in [1, 2] \) for the ER network and \( b \in [1, 3] \) for the

FIG. 2. Comparison of the fraction of active nodes \( \rho \) (in color code) obtained with Monte Carlo simulations (first row) and with theoretical predictions using the tree approximation (second row), for a fixed and randomly distributed fraction \( s^{(T)} \) of trustable nodes, and varying values of the influence parameter \( \alpha \). The left column corresponds to a random ER network, and the right corresponds to a scale-free BA network. The third row shows the absolute difference between theory and Monte Carlo results, which amounts to a global relative error of 6.4% (ER) and 8.3% (BA), respectively.

FIG. 3. Fraction of trustable nodes as a function of the temptation for the two considered networks with average degree \( z = 6 \): (a) random ER network; (b) scale-free BA network. The parameters of the Monte Carlo simulations are as follows: memory span \( \Delta t = 1 \), 50% of initial randomly distributed trustable nodes, and average of the fraction of trustable nodes over all the repetitions and for the last 1000 time steps.

BA network.

Figure 4 shows a comparison between the Monte Carlo and theoretical predictions of the fraction of active nodes for the two considered multiplex networks (ER and BA), for different values of the temptation \( b \), the influence \( \alpha \), and the memory span \( \Delta t \) parameters. The theoretical prediction is performed using the scheme specified at the end of Sect. III. The agreement between them is remarkable, with global relative errors ranging from 1.6% in the best case (ER, \( \Delta t = 1 \)) to 9.3% in the worst one (BA, \( \Delta t = 1000 \)).

We first observe in Fig. 4 that, for the current threshold \( \theta = 0.3 \), the activity does not spread when there is no distinction between trustable and untrustable nodes (\( \alpha = 0 \)). However, when we start increasing the influence of trustable neighbors, the fraction of active nodes quickly rises, easily covering the whole population. This effect is more important for intermediate values of the temptation \( b \) and shorter memory time spans. Taking into account the results in Figs. 2 and 3, it becomes evident that the information spreading is not just a consequence of the fraction of trustable nodes in the stationary state of the trust dynamics, but it must also depend on its transitory states. For example, when \( b \) is close to 1, all nodes are trustable in the steady state \( (s^{(T)} = 1) \), which corresponds to a region in Fig. 2 where the activity cannot propagate, but it does. Therefore, the only possibility is that, during the transitory of the trust dynamics, the number of trustable nodes changes continuously from the initial fraction 50% to a final value (not necessarily in a monotonic way), and it is in these
intermediate states when the information spreading achieves its maximum level. Moreover, the fact that the influence $\alpha$ can be small for full spreading unlike in Fig. 2, points to the importance of the whole trust dynamics to explain the spreading, which cannot be understood by just accounting for the fraction of trustable individuals.

The reduction of information spreading as memory grows can also be explained through its effect on the transitory of the trust dynamics: from the point of view of the information spreading dynamics, when $\Delta t$ grows, the fluctuations of the transitory are smoothed, and consequently nodes remain in the same state (trustable or untrustable) for longer times. Thus, the fraction of trustable nodes approaches a constant value that, in the limit $\Delta t \to \infty$, is equal to the stationary value in Fig. 3. In this situation, we expect to have a level of spreading similar to those in Fig. 2, hence explaining the important reduction in information spreading as memory rises.

The results are equivalent for both the ER and BA multiplex networks, except for a larger and smoother transition region (in the parameters space) between no spreading and full diffusion for the BA multiplex, whereas the ER presents a much abrupt boundary between them.

In summary, we have seen that, in simple terms, trust in the neighbors helps in the spreading of information, while long term memory in the assignment of trust restrains it. Moreover, major spreading is accomplished at intermediate values of the temptation, for which the population of trustable and untrustable individuals is more balanced.

FIG. 4. Fraction of active nodes $\rho$ (in color code) as a function of the temptation $b$ and the influence $\alpha$ for the full TDIS model running on top of the two considered multiplex networks: (a) random ER multiplex; (b) scale-free BA multiplex. In each panel, the first row corresponds to Monte Carlo simulations, the second row to the theoretical predictions using the tree approximation, and the last one to the absolute difference between them. The columns correspond to four different values of the memory span $\Delta t$, with respective global relative errors between theory and Monte Carlo of 1.6%, 1.8%, 2.4% and 5.1% for the ER multiplex, and 3.3%, 3.3%, 4.2% and 9.3% for the BA multiplex. Same Monte Carlo parameters as in Fig. 3, and the fraction of active nodes is the average of their values in the last time step over all the repetitions.
C. The effect of the distribution of trustable individuals

Although the fraction of trustable individuals is very important for the spreading of information, as established in the previous Sects. IV A and IV B, it remains to be seen if their distribution across the network produced by the trust dynamics is also relevant or not. To this end, we compare Monte Carlo simulations of the full TDIS model (first rows in Fig. 5) to new simulations with randomized assignments of the trust states (second rows in Fig. 5). More precisely, for every TDIS Monte Carlo simulation, we build a randomized instance in which, for each time step, the fraction of trustable nodes is preserved but their distribution is randomly reshuffled.

The results in Fig. 5 show a general enlargement of the regions with maximum information spreading, thus confirming the importance of the distribution of the trustable nodes. Since the fraction of trustable nodes is not enough to account for the final spreading of the information, we cannot avoid the tracking of the trust dynamics to obtain good predictions, using the procedure in Sect. III. Again, both the ER and BA multiplex networks show a qualitatively similar behavior.

V. CONCLUSION

In this work, we have introduced a model of information spreading, based on the standard threshold model, which takes into account trust in the neighbors in the decision on whether or not to spread the information. Three factors affecting this personal behavior are taken into account: the degree of influence of trustable acquaintances versus untrustable ones, the memory span to consider trustable individuals as such, and the temptation to not cooperate in the next action. The result is a trust-driven information spreading model, on top of a two-layer multiplex network, in which individuals participate in two processes, a trust dynamics in one layer and an information spreading in the other. The influence and distribution of trustable actors affect the diffusion of information, while there is no interaction in the opposite direction, from the spreading to the trust layer. For the diffusion of the information, individuals become spreaders when the influence of their neighbors exceeds a certain threshold. We have shown that this model allows an analytical treatment of the information diffusion, based on a tree approximation, in good agreement with Monte Carlo simulations.

The results show how an increasing influence of trustable neighbors promotes information diffusion, which is easily diffused to all the population. However, the information is restrained when a long term memory of previous behaviors is used to assign the trustable or untrustable character of individuals. Additionally, intermediate values of the temptation enhance the spreading thanks to the fact that they yield balanced populations of trustable and untrustable individuals, which is the most favorable configuration to satisfy the threshold condition and become a spreader. We have also shown that not only the fraction but also the distribution and evolution of trustable nodes are important to predict the final outcome of the spreading process, and that all the previous results apply both for random ER and heterogeneous scale-free BA multiplex networks. These results provide clues to understand and quantify the effects of a rational individual’s decision making in the propagation of all kinds of information.
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