The Bron-Kerbosch Algorithm with Vertex Ordering is Output-Sensitive
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Abstract

The Bron-Kerbosch algorithm is a well known maximal clique enumeration algorithm. So far it was unknown whether it was output sensitive or not. In this paper we partially answer this question by proving that the Bron-Kerbosch Algorithm with vertex ordering, first introduced and studied by Eppstein, Löffler and Strash in “Listing all maximal cliques in sparse graphs in near-optimal time. International Symposium on Algorithms and Computation. Springer, Berlin, Heidelberg, 2010” is output sensitive.

1 Introduction

Finding communities, which are essentially densely connected subgraphs of a graph, is an important question and find many applications in various domains, such as biology [13], sociology [11], as well as physics [14], for instance. Modeling communities can be done using the notion of maximal cliques, that is, maximal subgraphs in which all vertices are pairwise connected.

This question has been extensively studied from a theoretical point of view. We can essentially distinguish between two families of algorithms. On one side, worst-case output size algorithms have been proposed. Their complexities match the maximal number of maximal cliques one can find in the considered graphs. For instance, Tomita et al. [19] propose an algorithm enumerating all maximal cliques of a general n-order graph in time $O(3^{n/3})$ (excluding time to print the output). This is worst-case output size optimal in general graphs, as for instance the Moon-Moser graphs have $\Theta(3^{n/3})$ cliques [4, 18]. Thus, even printing the cliques of these graphs would require at least $\Omega(3^{n/3})$ time. Similarly, for k-degenerate graphs (degeneracy is a measure of sparsity), Eppstein et al. [9] prove a $O((n - k)3^{k/3})$ bound on the maximal number of maximal cliques and then show a fixed-parameter tractable algorithm running in time $O(kn3^{k/3})$. They later improve the complexity in [10]. The two algorithms of Tomita et al. and Eppstein et al. are both variations of the well known Bron-Kerbosch algorithm [3]. All these algorithms are described in the next section.

In the worst case, the number of cliques can be exponential, therefore any algorithm for this problem has exponential complexity. On the other hand, if the specific input graph has few cliques, it may be relevant to achieve better
time complexity than in the general case. Thus, this is why algorithms whose running time depends on the number of maximal cliques of the graph have also been considered. This family of algorithms is often referred to as output sensitive algorithms. Their time complexities can be divided into a preprocessing phase followed by an enumeration phase whose complexity is polynomial in the number of maximal cliques of the input graph. There has been quite a few such algorithms [5, 6, 7, 8, 12, 15, 16, 20]. Many of them are based on the reverse search technique of Avis and Fukuda [1].

Our contribution. It was unknown if a Bron-Kerbosch algorithm was output sensitive, which could explain somehow why they are quite efficient in practice. We show in this paper that the Bron-Kerbosch variant proposed by Eppstein et al. in [9, 10] is output sensitive. This is the first such result.

2 Preliminaries

2.1 The Bron-Kerbosch Algorithms
The Bron-Kerbosch algorithm [3] is a well known backtracking algorithm used to enumerate all maximal cliques in a graph. It is described in Figure 1. The algorithm has three disjoint sets of vertices $R$, $P$, and $X$ as arguments, where $R$ is a clique being constructed and where the set $P \cup X$ are the vertices that are adjacent to every vertex in $R$. The vertices in $P$ are candidate vertices to add to clique $R$, while those in $X$ must be excluded from the clique. The algorithm chooses a candidate $v$ in $P$ to add to the clique $R$ and makes a recursive call in which $v$ has been moved from $P$ to $R$. When the recursive call returns, $v$ is moved to $X$ to eliminate duplicate work. When the recursion reaches a level at which $P$ and $X$ are empty, $R$ is a maximal clique and is reported.

In the same paper, Bron and Kerbosch also describe a variant of their algorithm where a pivot is used, to limit the number of recursive calls made by the algorithm. Tomita et al. [19] show that choosing the pivot $u$ from $P \cup X$ in order to maximize $|P \cap N(u)|$ (with $N(u)$ the neighborhood of $u$ in the graph) guarantees that the Bron-Kerbosch algorithm has optimal worst-case running time $O(3^{n/3})$. We give their algorithm in Figure 2.

Later, Eppstein et al. [9] proposed a new algorithm for maximal clique enumeration, which is fixed-parameter tractable, with parameter the degeneracy $k$ of the input graph. Their algorithm essentially performs the outer level of recursion of the BronKerbosch algorithm without pivoting, using a degeneracy ordering to order the sequence of recursive calls made at this level. Then it switches at inner levels of recursion to the pivoting rule of Tomita et al [19]. We give their algorithm in Figure 3. The authors prove in the conference paper that their algorithm has complexity $O(nk3^{n/3})$, which is near worst-case optimal. They later improved the complexity in [10] and reached worst-case output size optimality. In this paper we actually show that their algorithm is output sensitive. We will not use exactly the same pivot rule as Tomita et al. We recall that they choose as pivot a vertex $u$ in $P \cup X$ which maximizes $|P \cap N(u)|$. Instead we will always choose a vertex (arbitrarily) in $P$ as long as $P$ is not empty. When $P$ becomes empty, then the algorithm terminates. Thus, Line 4 of their algorithm is equivalent to “choose a pivot vertex $u$ in $P$”. Note that this choice
of pivot only changes the complexity of the algorithm, but not its correctness, since this pivot rule is the one proposed by Bron and Kerbosch in [3].

1: **procedure** BronKerbosch(P, R, X)
2:     if P ∪ X = ∅ then
3:         report R as a maximal clique
4:     for each vertex v ∈ P do
5:         BronKerbosch(P ∩ N(v), R ∪ {v}, X ∩ N(v) )
6:     P ← P \ {v}
7:     X ← X ∪ {v}

Figure 1: The original maximal clique enumeration algorithm, presented by Bron and Kerbosch in [3]. No complexity bound is given.

1: **procedure** BronKerboschPivot(P, R, X)
2:     if P ∪ X = ∅ then
3:         report R as a maximal clique
4:     Choose a pivot vertex u in P ∪ X
5:     for each vertex v ∈ P \ N(u) do
6:         BronKerboschPivot(P ∩ N(v), R ∪ {v}, X ∩ N(v) )
7:     P ← P \ {v}
8:     X ← X ∪ {v}

Figure 2: A variation of the Bron-Kerbosch algorithm, with pivot, presented by Tomita et al. [19]. It has worst-case output size optimal complexity $O(3^{n/3})$ when u is chosen from $P \cup X$ to maximize $|P \cap N(u)|$.

2.2 Definitions

The graphs we consider are of the form $G = (V, E)$ with $V$ the vertex set and $E$ the edge set. If $X \subset V$, the subgraph of $G$ induced by $X$ is denoted by $G[X]$. When not clear from the context, the vertex set of $G$ will be denoted by $V(G)$.

The set $N(x)$ is called the open neighborhood of the vertex $x$ and consists of the vertices adjacent to $x$ in $G$. The closed neighborhood of $x$, denoted by $N[x]$, is defined as the set $\{N(x) \cup \{x\}\}$. Given an ordering $v_1, ..., v_n$ of the vertices of $G$, set $V_i$ is the vertices following $v_i$ including itself in this ordering, that is, the set $\{v_i, v_{i+1}, ..., v_n\}$. By $c(G)$ we denote the number of maximal cliques of $G$ and by $q$ the maximum clique size of the graph.

In our proofs we consider the call tree of the Bron-Kerbosch algorithm with degeneracy ordering, that is, the algorithm of Figure 3. The root of this tree is the call to the procedure **BronKerboschDeg(G)** in Line 1. A leaf of this tree corresponds to a final recursive call, after which there is either an output or no output. In our proofs we will denote the leaves of the call trees by $l_1, \ldots, l_r$ with $r$ an arbitrary finite integer. Moreover, to each such leaf $l_j$ (and more generally
procedure BronKerboschDeg\((G = V, E)\)

for each vertex \(v_i\) in a degeneracy ordering \(v_0, v_1, \ldots, v_n\) of \(G\) do

\[P \leftarrow N(v_i) \cap \{v_{i+1}, \ldots, v_n\}\]

\[X \leftarrow N(v_i) \cup \{v_1, \ldots, v_{i-1}\}\]

BronKerboschPivot\((P, \{v_i\}, X)\)

Figure 3: The Bron-Kerbosch algorithm with vertex ordering, presented by Eppstein et al. in [9]. It has complexity \(O(kn^{3k/3})\), which is near worst-case output size optimal.

to any vertex of the call tree of the algorithm), we associate the sets \(P_l, X_l\) and \(R_l\) corresponding to the input values of the last recursive call to the function. Set \(P\) corresponds to a set of candidate vertices of the graph while set \(X\) refers to non-candidate vertices. Set \(R\) is the clique being currently constructed (that we call result set through the proofs). In the proofs we will distinguish between two types of leaves of the call tree. On one side we have the set \(D\) of leaves with no output (that is where set \(R\) is not reported as a maximal clique). On the other side we will have set \(C\) of leaves with output. Note that a leaf of the call tree belongs to either \(C\) or \(D\).

Observe that the root of the call tree of \(\text{BronKerboschDeg}\) has \(n\) children if the input graph is of order \(n\). Each such child corresponds to a call to the procedure \(\text{BronKerboschPivot}(P, \{v_i\}, X)\) in Line 5 of procedure \(\text{BronKerboschDeg}\), for \(v_i\) a vertex in a degeneracy ordering. We denote these \(n\) subtrees as \(S_1, S_2, \ldots, S_n\).

We now define a family of induced subgraphs of \(G\), defined with respect of some ordering of its vertices. By \([n]\) we denote the set of integers \(\{1, 2, \ldots, n\}\).

Definition 1. Let \(G\) be a graph of order \(n\) and \(v_1, \ldots, v_n\) some ordering of its vertices. Graph \(G_i, i \in [n]\), is the induced graph \(G[N[v_i] \cap V_i]\).

The degeneracy of a graph can be defined in a few different ways. The one relevant to this paper is the following. A graph has degeneracy \(k\), or is \(k\)-degenerate, if \(k\) is the smallest integer such that there is an ordering \(v_1, \ldots, v_n\) of its vertices such that for all \(i \in [n]\), we have \(|N(v_i) \cap V_i| \leq k\). The degeneracy ordering can be computed in \(O(m)\) time [2]. The idea is essentially to remove iteratively vertices of minimum degree until the graph is empty. The order in which the vertices are removed yields the degeneracy ordering. In the following, when not specified, we consider the family of subgraphs \(G_i, i \in [n]\) constructed following a degeneracy ordering of the graph.

3 Proof

The proof is as follows. We characterize the sets \(R\) of the leaves of the call tree of Algorithm \(\text{BronKerboschDeg}\) described in Figure 3. There are two types of leaves, the one for which there is an output of some maximal clique of the graph and the ones for which there is not. By correctness of the algorithm, the set of leaves with output is of size \(c(G)\), with \(G\) the input graph. Therefore, to show that the algorithm is output sensitive, it is necessary to show that the set
of leaves with no output is bounded polynomially by some function of $c(g)$ (and possibly some other graph parameters). The main idea is to show that the sets $R$ of these leaves are somehow related to the maximal cliques of the graphs $G_i$ for $i \in [n]$. Then, using Lemma 3 we will be able to bound the number of these leaves with no output.

We first recall some results concerning the family of subgraphs $G_i$, $i \in [n]$, proved in [17]. They link somehow the maximal cliques of the input graph $G$ to the maximal cliques of the graphs $G_i$, $i \in [n]$. We think that the key lemmas of this paper are Lemmas 3 and 11. Lemma 3 bounds the number of maximal cliques of graphs $G_i$, $i \in [n]$ which are not maximal in $G$, while Lemma 11 shows how these maximal cliques appear in the execution of the algorithm. The output sensitivity of the algorithm is shown in Theorem 13.

Lemma 2. [17] Every maximal clique of $G$ is a subgraph of exactly one graph $G_i$, $i \in [n]$.

Lemma 3. [17] We have that $\sum_{j=1}^{n} c(G_i) \leq c(G)q$ where we recall that $c(G_i)$ is the number of maximal cliques of graph $G_i$, that $c(G)$ the number of maximal cliques of $G$, and that $q$ is the maximum clique size.

We now recall some general results concerning procedure BronKerboschDeg and more specifically its correctness and some properties on the input sets $P$, $R$ and $X$.

Theorem 4. [9] Procedure BronKerboschDeg generates all and only maximal cliques without duplication.

Lemma 5. [19] Procedure BronKerboschPivot generates all and only maximal cliques containing all vertices in $R$, some vertices in $P$, and no vertices in $X$, without duplication.

We show in the next corollary a first simple link between the algorithm and the family of graphs $G_i$, $i \in [n]$.

Corollary 6. When BronKerboschPivot is called in Line 5 of procedure BronKerboschDeg on vertex $v_i$, it enumerates all maximal cliques of graph $G_i$ which are maximal in graph $G$.

Proof. Observe that when BronKerboschPivot is called on vertex $v_i$, the set $\{\{v_i\} \cup P\}$ is exactly the vertex set of graph $G_i$. This, together with the correctness of procedure BronKerboschDeg shown in Theorem 4 and Lemma 5 yields the proof.

In the following lemmas, we characterize the $P$, $R$ and $X$ sets of the leaves of the call tree of algorithm BronKerboschDeg. Recall that the pivot we chose is an arbitrary vertex in $P$, as described in Section 2.1.

Lemma 7. For any leaf $l$ of the call tree of procedure BronKerboschDeg, its set $P$ is empty.

Proof. This holds otherwise we could still apply Line 4 of the algorithm and that would yield a contradiction by definition of $l$. 
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Lemma 8. Vertex $v_i$ belongs to the $R$ set of every leaf of subtree $S_i$.

Proof. At the root of $S_i$, the recursive call is initially done with $R = \{v_i\}$. Since no vertices are removed from this $R$ set during the lower level recursive calls, but only added, then the lemma holds.

Lemma 9. Consider the root of some subtree $S_i$. Let $X_i$ be its non-candidate set and $P_i$ its candidate set. Let $l$ be a leaf of $S_i$ and $R_l$ its result set. Then no vertex of $X_i$ appears in $R_l$.

Proof. Since no vertices of $X_i$ are added to the $R$ sets (only vertices from $P_i$) during the lower level recursive calls, then the lemma holds.

Lemma 10. Let $l_i, l_j$ be two leaves of the call tree of Algorithm 3. Assume that $l_i, l_j \in D$ with $i < j$. Then $R_{l_i} \neq R_{l_j}$.

Proof. Assume by contradiction that $R_{l_i} = R_{l_j}$. Assume first that $l_i$ and $l_j$ belong to two different subtrees $S_i$ and $S_j$, respectively. Since the root of tree $S_i$ consists of a recursive call with $v_i$ as the $R$ set, then by Lemma 8 vertex $v_i$ belongs to all the $R$ sets of the subtree $S_i$. Similarly, the root of subtree $S_j$ consists of a recursive call with set $X$ such that $v_i \in X$ since we assumed $i < j$. Therefore by Lemma 9 $v_i$ cannot belong to $R_{l_j}$, which yields the contradiction.

Thus assume now that leaves $l_i$ and $l_j$ belong to the same subtree, say $S_i$ and that $R_{l_i} = R_{l_j}$. Let $t$ be the least common ancestor of $l_i$ and $l_j$ and let $P_t, R_t$ and $X_t$ be the sets associated to the recursive call of $t$. Then $t$ has at least two children $x$ and $y$ (ancestors of $l_i$ and $l_j$ respectively). Let $v_x$ (resp. $v_y$) be the vertex chosen in $P$ in the recursive call of node $t$ which creates node $x$ (resp. node $y$). Let $P_x, R_x, X_x$ and $P_y, R_y, X_y$ be the sets of nodes $x$ and $y$. Assuming that $v_x$ is chosen before $v_y$, when the recursive call which generates $x$ terminates, then vertex $v_x$ will be in the set $X_y$. Since no vertices of $X_y$ are added to the $R$ sets during the lower level recursive calls, vertex $v_x$ will not be in $R_{l_j}$ and this concludes the proof.

Lemma 11. Let $l$ be a leaf in $D$ and $R_l$ its associated set. Assume that $l$ belongs to subtree $S_i$ for some $i \in [n]$. Then $R_l$ forms a maximal clique in subgraph $G_i$.

Proof. Observe first that $R_l$ forms a clique in $G_i$. Assume by contradiction that it is not maximal in graph $G_i$. Then there exists a non empty set $K$ of vertices such that $K \subseteq V[G_i]$ and such that $R_l \cup K$ forms a maximal clique in $G_i$. Let $k$ be a vertex in $K$. First observe that at the root of $S_i$, the recursive call is initially done with some set candidate set $P$ such that $k \in P$, by definition of $G_i$. Moreover, $k$ belongs to the neighborhood of every vertex in $R_l$. Thus, for every recursive call corresponding to a vertex on the path of the call tree from the root of $S_i$ to $l$, vertex $k$ will never be excluded from the current candidate set since this set is updated by intersection operations with the neighborhoods of vertices in $R_l$. This yields a contradiction since by Lemma 10 set $P_l$ of leaf $l$ must be empty.

Theorem 12. Let $D$ be the set of non output leaves of the call tree of BronKerboschDeg and $C$ the set of output leaves. Then $|D| + |C| = \mathcal{O}(c(G)q)$ with $c(G)$ the number of maximal cliques of the input graph $G$ and $q$ its maximum clique size.
Proof. Let us consider first set $D$. By Lemma 11, the set $R_l$ of a leaf $l$ in $D$ forms a maximal clique in some graph $G_i$. Since this set corresponds to non output leaves, then by definition clique $R_l$ is maximal in $G_i$ but not in $G$. Moreover by Lemma 10, each such clique appears in exactly one subgraph $G_i$ for some $i \in [n]$ (since all the sets $R$ of leaves in $D$ are distinct). Concerning the maximal cliques of the input graph $G$, we know by Lemma 2 that each such clique appears in exactly one subgraph $G_i$ for some $i \in [n]$. Putting these two observations together, we get that $|D| + |C| = n \sum_{j=1}^{c(G_i)}$, where $c(G_i)$ is the number of maximal cliques of graph $G_i$. Finally, the proof holds by Lemma 3.

Theorem 13. The Bron-Kerbosch algorithm with vertex ordering as described in Figure 3 is output sensitive.

Proof. The call tree of the algorithm has $O(c(g)q)$ leaves, by Theorem 12. It has height at most $k$, the degeneracy of the input graph, since the $P$ sets of the roots of the subtrees $S_1, S_2, \ldots, S_n$ are of size at most $k$. Thus, there are at most $O(c(g)qk)$ recursive calls in total. Moreover, in each recursive call only polynomial time set operations are done. Therefore, overall, the complexity of the algorithm is polynomial in $c(g), k, q, n$, which yields the proof.
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