QUANTITATIVE ESTIMATES FOR FRACTIONAL SOBOLEV MAPPINGS IN RATIONAL HOMOTOPY GROUPS

WOONGBAE PARK AND ARMIN SCHIKORRA

Abstract. Let $\mathcal{N} \subset \mathbb{R}^M$ be a smooth simply connected compact manifold without boundary. A rational homotopy subgroup of $\pi_N(\mathcal{N})$ is represented by a homomorphism

$$\deg : \pi_N(\mathcal{N}) \to \mathbb{R}.$$ 

For maps $f : \mathbb{S}^N \to \mathcal{N}$ we give a quantitative estimate of its rational homotopy group element $\deg([f]) \in \mathbb{R}$ in terms of its fractional Sobolev-norm. That is, we show that for all $\beta \in (\beta_0(\deg), 1],$

$$|\deg([f])| \leq C(\deg) \|f\|_{W^{\beta, N}(\mathbb{S}^N)}^{N + L(\deg)}.$$ 

Here $C(\deg) > 0$, $L(\deg) \in \mathbb{N}$, $\beta_0(\deg) \in (0, 1)$ are computable from the rational homotopy group represented by $\deg$. This extends earlier work by Van Schaftingen and the second author on the Hopf degree to the Novikov’s integral representation for rational homotopy groups as developed by Sullivan, Novikov, Hardt and Rivièrè.
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1. Introduction

Let $\mathcal{N} \subset \mathbb{R}^M$ be a smooth simply connected compact manifold without boundary and $N \in \mathbb{N}$. We denote $\pi_N(\mathcal{N})$ the $N$-th homotopy group of $\mathcal{N}$.
In [6], Gromov introduced the notion of quantitative homotopy theory, which very roughly could be described like this: given a continuous map \( \varphi : \mathbb{S}^N \to \mathcal{N} \) can we find a formula which estimates the element in \( \pi_N(\mathcal{N}) \) it represents by using only analytic estimates of the map \( \varphi \)?

But even for a simple manifold \( \mathbb{S}^n \), its homotopy groups are nontrivial and very difficult to predict in higher degree. In this generality this question is very difficult, so we are going to restrict our attention here to rational homotopy groups and estimates in fractional Sobolev spaces.

A rational homotopy (sub-)group of \( \pi_N(\mathcal{N}) \) in the sense of Sullivan [22] is a homomorphism

\[
\deg : \pi_N(\mathcal{N}) \to \mathbb{R}.
\]

We are going to identify any such rational homotopy subgroup \( \deg \) with its induced map acting on the continuous maps \( \mathbb{S}^N \to \mathcal{N} \),

\[
\deg : C^0(\mathbb{S}^N, \mathcal{N}) \to \mathbb{R}, \quad \deg(\varphi) := \deg([\varphi]),
\]

where \([\varphi] \in \pi_N(\mathcal{N})\) is the class of maps homotopic to \( \varphi \). We stress that in particular \( \deg(\varphi) = 0 \) for any map \( \varphi \in C^0(\mathbb{S}^N, \mathcal{N}) \) which is constant or homotopic to a constant.

There are two fundamental examples of rational homotopy groups: the classical degree between spheres

\[
\deg_{\mathbb{S}^N} : \pi_N(\mathbb{S}^N) \to \mathbb{Z},
\]

and the Hopf degree [10], see also [1, §18],

\[
\deg_H : \pi_{4N-1}(\mathbb{S}^{2N}) \to \mathbb{Z}.
\]

For \( \beta \in (0, 1) \) and \( p \in [1, \infty) \) the fractional Sobolev space \( W^{\beta, p}(\mathbb{S}^N, \mathbb{R}^M) \) consists of all \( \varphi \in L^p(\mathbb{S}^N, \mathbb{R}^M) \) such that

\[
[\varphi]_{W^{\beta, p}(\mathbb{S}^N)} := \left( \int_{\mathbb{S}^N} \int_{\mathbb{S}^N} \frac{|\varphi(x) - \varphi(y)|^p}{|x-y|^{N+\beta p}} \, dx \, dy \right)^{\frac{1}{p}} < \infty.
\]

While we will focus on estimates in fractional Sobolev spaces, notice that any \( \alpha \)-Hölder continuous map \( \varphi \in C^\alpha(\mathbb{S}^N, \mathcal{N}) \) belongs to \( W^{\beta, p} \) for any \( \beta \in (0, \alpha) \) and \( p \in [1, \infty) \), so our considerations include the Hölder-continuous case.

A natural question related quantitative homotopy theory is: Given a rational homotopy group \( \deg : \pi_N(\mathcal{N}) \to \mathbb{R} \), can we prove

\[
(1.1) \quad \deg(\varphi) \leq [\varphi]_{W^{\beta, p}(\mathbb{S}^N)}^q
\]

for some \( q \in [0, \infty) \)? The answer is no if \( p < \frac{N}{\beta} \) and \( \deg \) is nontrivial. Indeed, for any \( p < \frac{N}{\beta} \) by scaling arguments one can construct a map \( \varphi \) with small norm \( [\varphi]_{W^{\beta, p}(\mathbb{S}^N)} \) but with \( \deg(\varphi) \neq 0 \). Consequently, we focus on the borderline case \( p = \frac{N}{\beta} \). This is the case where any map \( \varphi \in W^{\beta, \frac{N}{\beta}}(\mathbb{S}^N, \mathbb{R}^M) \) belongs to BMO (even VMO), cf (3.1), and
qualitatively BMO controls homotopy, as was obtained in the celebrated works [20, 4, 5], see also Lemma 3.1.

The question at hand is motivated by a question posed by Van Schaftingen in [23]. He showed that the number of homotopy classes to which a map $\varphi : S^N \to N$ can belong can be estimated by its $W^{\beta, N/\beta}(S^N)$-seminorm for any given $\beta > 0$, however without obtaining a power estimate for some finite $q$ as in (1.1), rather he obtained a double exponential-type estimate. As a particular example, he mentioned the question if it was possible to extend the seminal work by Bourgain-Brezis-Mironescu, [2], to the Hopf degree. Bourgain-Brezis-Mironescu’s work shows that in the case of $\pi_N(S^N)$ an estimate of the form (1.1) is true for any $\beta \in (0, 1]$ and $p = \frac{N}{\beta}$, and they obtained a sharp exponent $q$. It is unknown if the same is true for the Hopf degree – however, in [19] Van Schaftingen and the second author were able to obtain an estimate for the Hopf degree as in (1.1) for any $\beta \geq \beta_0$ and $p = \frac{N}{\beta}$ with sharp exponent $q$, where $\beta_0$ is a computable threshold (which for large $N$ is close to 1). Let us mention that in the realm of Lipschitz and Hölder continuous maps, estimates for Lipschitz maps imply corresponding estimates for Hölder maps by approximation, cf. Lemma A.1. This is quite different in the category of Sobolev maps.

In this work, we extend the arguments of [19] from the Hopf degree to general rational homotopy groups deg : $\pi_N(N) \to \mathbb{R}$. The following is our main result.

**Theorem 1.1.** Let deg : $\pi_N(N) \to \mathbb{R}$ represent a rational homotopy group. Then there exist two numbers $L = L(\text{deg}) \in \{0, 1, \ldots, N-2\}$ and $\beta_0 > 0$ and a constant $C = C(\text{deg})$ such that the following holds for any $\beta > \beta_0$:

Let $f \in \text{Lip}(S^N, N)$ then

$$|\text{deg}([f])| \leq C \left[ f \right]_{W^{\beta, N/\beta}(S^N)}^{N+L}.$$

$L$ is the number obtained from the corresponding tree-graph of deg, cf. Proposition 3.2; but let us mention that $L = 0$ in the case of usual degree $S^N \to S^N$ and $L = 1$ in the case of the Hopf degree $S^{4N-1} \to S^{2N}$.

As previously discussed, Theorem 1.1 extends the estimates for the Hopf degree in [19] – it was shown there that the exponent $\frac{N+L}{\beta}$ is sharp in that case. See also Section 4. What is unclear, however, is whether the lower bound $\beta_0$ is sharp – and there are substantial indications it is not: for the degree deg$_{S^N} : \pi_N(S^N) \to \mathbb{Z}$, the already mentioned seminal work by Bourgain-Brezis-Mironescu [2] shows that $\beta_0$ can be taken zero in that case. Slightly extending the question from [23, 19] we could then ask

**Question 1.2.** Can we choose $\beta_0 = 0$ in Theorem 1.1?

One of the main ingredients for the proof of Theorem 1.1 is an integral representation formula due to Hardt and Rivi`ere [9], which we will describe in Proposition 3.2, combined with Harmonic Analysis estimates that we describe in the proposition below.
We need some notation:

A tree-graph $T$ is a connected, simply connected and oriented planar graph. $T$ is oriented in the sense that, all edges have direction and at each vertex $A$, except one, there is only one segment leaving. The vertex without leaving segment is at the top of the graph $T$ where all attached segments are arriving. For each vertex $A$ of $T$ we can form a sub tree-graph $T_A$ such that its top vertex is $A$ and its other vertices and segments are those of $T$ that can arrive $A$. And at each vertex $A$ of $T$ we assign a closed form $\omega_A \in \text{Lip}(\bigwedge^* \mathcal{N})$.

Given a degree $\deg : \pi \mathcal{N}(\mathcal{N}) \to \mathbb{R}$ and $f : S^N \to \mathcal{N}$, we assign a signed sum of tree-graphs $T = \sum (-1)^n T_i$, where $T_i$ are tree graphs. Then

$$\deg([f]) = \int_{S^N} f^*(T)$$

where the tree form $f^*(T)$ is obtained inductively as follows. First, if $T$ is a single vertex $A$, then $f^*(T) = f^* \omega_A$. For a smooth $\ell$-form $\eta \in \text{Lip}(\bigwedge^\ell S^N)$, $\ell \in \{1, \ldots, N-1\}$ we set

$$d^{-1}\eta = d^* \Delta^{-1}\eta$$

where $\Delta$ denotes the Laplace-DeRham operator for $\ell$-forms (which is invertible since the $\ell$-th and $(N-\ell)$-th De Rham cohomology group of $S^N$ is trivial) and $d^*$ is the co-differential. Then $f^*(T)$ is defined by

$$f^*(T) = \sum (-1)^n f^*(T_i),$$

$$f^*(T_i) = f^* \omega_{A_i} \wedge \bigwedge_j d^{-1} f^*(T_{ij})$$

where $A_i$ is the top vertex of $T_i$, $A_{ij}$ are vertices directly arriving $A_i$ and $T_{ij}$ are sub tree-graphs of $T_i$ having $A_{ij}$ as the top vertices, and $f^*(T_{ij})$ are defined inductively.
For example, in the Figure 1, denoting $T_i$ as the sub tree-graph with top vertex $A_i$,
\[
\begin{align*}
    f^*(T) &= f^*(\omega_{A_0}) \wedge d^{-1} f^*(T_1) \\
    f^*(T_1) &= f^*(\omega_{A_1}) \wedge d^{-1} f^*(T_2) \wedge d^{-1} f^*(\omega_{A_3}) \wedge d^{-1} f^*(T_4) \\
    f^*(T_2) &= f^*(\omega_{A_2}) \wedge d^{-1} f^*(\omega_{A_5}) \wedge d^{-1} f^*(\omega_{A_6}) \\
    f^*(T_4) &= f^*(\omega_{A_4}) \wedge d^{-1} f^*(\omega_{A_7}) \wedge d^{-1} f^*(\omega_{A_8}).
\end{align*}
\]
Note that the order of wedge product is left-to-right according to the tree-graph.

**Proposition 1.3.** Assume that $T$ is a tree-graph as above, e.g. in Figure 1, with $L$ vertical arrows. Also assume on each vertex of $T$, the assigned form is at most $M_{\max}$ form. Then there exists a $\beta_0 > 0$ such that for any $\beta > \beta_0$ the following estimate holds.

For a constant $C = C(\beta, T)$, we have for any $f \in \text{Lip}(\mathbb{S}^N, \mathbb{R}^M)$,
\[
\left| \int_{\mathbb{S}^N} f^*(T) \right| \leq C \left( [f]_{W^{\frac{N+L}{M}, \frac{N}{M}}(\mathbb{S}^N)} + 1 \right).
\]

Let us remark on one possible application that will be the subject of future research. As in [8], see also [18, 23, 7], one can use the integral formulas for degree, Hopf degree, or more generally rational homotopy groups to define a “homotopy invariant” for maps $f : \mathbb{S}^N \to \mathbb{R}^M$ with a rank restriction $\text{rank } Df \leq K$. Since our analysis is based mostly on harmonic analysis, it applies also to this case – as was discussed in [23, Proposition 4.3.]. In [8] this was used to obtain nontrivial Lipschitz topology results for the Heisenberg group, in [7] this will be used to do the same for Hölder-topology results. One of the main motivations of this work is to provide via the framework of rational homotopy group a large number of topological invariants which possibly could be applied in Heisenberg groups or more generally Carnot groups.

The remainder of this paper is structured as follows. In Section 2 we prove the crucial estimate Proposition 1.3. Using the Hardt–Rivière representation formula for rational homotopy groups, Proposition 3.2, we discuss in Section 3 how to conclude the proof of Theorem 1.1 from Proposition 1.3. Lastly, in Section 4 we show in the concrete examples developed in [9] how our estimates extend theirs.
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## 2. Harmonic Analysis Estimates: Proof of Proposition 1.3

In order to prove Proposition 1.3 we first extend the result in [19, Proposition 3.2].

**Lemma 2.1.** Let $\alpha_0 \in (0, \frac{M_0}{M_0+1}]$, $1 \leq M_0 < N$ and $f \in \text{Lip}(\mathbb{R}^N, \mathbb{R}^M)$ with compact support. For any smooth $M_0$-form $\omega$, for any $\beta > 1 - \frac{\alpha_0}{M_0}$ we have for any $\alpha \in [\alpha_0, M_0)$,
we have

\[ \| I^\alpha f^*(\omega) \|_{L^\frac{N}{M_0-\gamma}(\mathbb{R}^N)} \leq C \left( [f]_{W^{\beta, \frac{N}{\gamma}}}^{M_0} + 1 \right) \]

where the constant \( C > 0 \) depends on \( \| f \|_{L^\infty} \), \( \omega \), \( \alpha \), and \( \beta \), and the support of \( f \).

Here for \( \alpha \in (0, N) \) and functions \( G : \mathbb{R}^N \to \mathbb{R} \)

\[ I^\alpha G(x) := \int_{\mathbb{R}^N} |x - y|^\alpha G(y) \, dy \]

denotes the Riesz potential. It acts on forms component-wise.

**Proof.** By Sobolev embedding, for \( \alpha \geq \alpha_0 \),

\[ \| I^\alpha f^*(\omega) \|_{L^\frac{N}{M_0-\gamma}(\mathbb{R}^N)} \lesssim \| I^{\alpha_0} f^*(\omega) \|_{L^\frac{N}{M_0-\alpha_0}(\mathbb{R}^N)} \]

so we may assume \( \alpha = \alpha_0 \).

First we may assume that \( \omega = \tilde{h}\theta_1 \land \ldots \land \theta_{M_0} \), where \( \theta_i = dp^i \) are closed 1-forms and \( \tilde{h} := \tilde{h} \circ f \in \text{Lip}(\mathbb{R}^N) \).

Take (for now) any \( \gamma \in (0, \alpha_0] \), and denote \( p_\gamma := \frac{N}{M_0-\gamma} \) and \( p_0 := \frac{N}{M_0-\alpha_0} \). Observe \( p_\gamma \in (1, p_0] \) and

\[ \frac{Np_\gamma}{N + \gamma p_\gamma} = \frac{N}{M_0} \in (1, \infty). \]

By duality, there exists a test-form \( \varphi \in C^\infty_c(\wedge^N \mathbb{R}^N) \) with \( \| \varphi \|_{L^{p_\gamma}(\mathbb{R}^N)} \equiv \| \varphi \|_{L^{\frac{N}{N-M_0+\gamma}}(\mathbb{R}^N)} \leq 1 \), such that, using Sobolev embedding in the first inequality,

\[ \| I^{\alpha_0} f^*(\omega) \|_{L^{p_0}(\mathbb{R}^N)} \lesssim \| I^{\gamma} f^*(\omega) \|_{L^{p_\gamma}(\mathbb{R}^N)} \lesssim \int_{\mathbb{R}^N} \tilde{h} \circ f f^*(\theta_1) \land \ldots f^*(\theta_{M_0}) \land I^\gamma \varphi \]
\[ = \int_{\mathbb{R}^N} h f^*(\theta_1) \land \ldots f^*(\theta_{M_0}) \land \psi \]

where we set \( \psi := I^\gamma \varphi \). Observe that by Sobolev embedding,

\[ \| \psi \|_{L^{\frac{N}{N-M_0}}(\mathbb{R}^N)} = \| I^\gamma \varphi \|_{L^{\frac{N}{N-M_0+\gamma}}(\mathbb{R}^N)} \lesssim \| \varphi \|_{L^{p_\gamma}(\mathbb{R}^N)} \leq 1. \]
Denote $H$, $F$, $\Psi$ the harmonic extensions to $\mathbb{R}^{N+1}_+$ of $h$, $f$, $\psi$. We find from Stokes’ theorem (using that $d\theta_i = 0$)

$$\|I^\gamma f^*(\omega)\|_{L^p(\mathbb{R}^N)}$$

$$\lesssim \left| \int_{\mathbb{R}^{N+1}_+} d(H F^*(\theta_1) \wedge \ldots \wedge F^*(\theta_{M_0}) \wedge \Psi) \right|$$

(2.1)

$$\lesssim \left| \int_{\mathbb{R}^{N+1}_+} dH \wedge F^*(\theta_1) \wedge \ldots \wedge F^*(\theta_{M_0}) \wedge \Psi \right| + \left| \int_{\mathbb{R}^{N+1}_+} H F^*(\theta_1) \wedge \ldots \wedge F^*(\theta_{M_0}) \wedge d\Psi \right|$$

$$\lesssim \left| \int_{\mathbb{R}^{N+1}_+} |DH| |DF|^{M_0}\Psi \right| + \|H\|_{L^\infty} \int_{\mathbb{R}^{N+1}_+} |DF|^{M_0}|DF|. $$

We estimate the first term on the right-hand side of (2.1).

By the representation formula for harmonic functions

$$|\Psi(x,t)| \approx \mathcal{M}\psi(x),$$

where $\mathcal{M}$ is the Hardy-Littlewood maximal function.

Moreover, see e.g. [12, Proposition 10.2], since $1 - \frac{\gamma}{M_0} \in (0,1),

$$\left( \int_{\mathbb{R}^{N+1}_+} \left( t^{\gamma - \frac{\gamma}{M_0}} |DF|^{M_0}\right)^{p_\gamma} \right)^{\frac{1}{p_\gamma}} \approx [f]^{M_0}_{W^{1,\frac{1}{p_\gamma}}_N, M_0 p_\gamma}.$$

And from [12, Theorem 10.8], since $\gamma \in (0,1),

$$\left( \int_{\mathbb{R}^N} \left( \int_{\mathbb{R}_+} \left( t^{-\gamma + \frac{\gamma}{M_0}} |DH| \right) \frac{N}{N-M_0+\gamma} \right) dt \right)^{\frac{N-M_0+\gamma}{\gamma}} \approx \|h\|_{F_N^N, N-M_0+\gamma}$$

where $F_N^N, N-M_0+\gamma$ is the Triebel-Lizorkin space; see also the presentation in [11].

Then we have (here we use $M_0 > \gamma$ which is true since $M_0 > \alpha \geq \gamma$)

$$\int_{\mathbb{R}^{N+1}_+} |DH| |DF|^{M_0}\Psi |$$

$$\lesssim [f]^{M_0}_{W^{1,\frac{1}{p_\gamma}}_N, M_0 p_\gamma} \left( \int_{\mathbb{R}^N} |\mathcal{M}\psi(x)| \frac{N}{N-M_0+\gamma} \int_{\mathbb{R}_+} \left( t^{-\gamma + \frac{\gamma}{M_0}} |DH| \right) \frac{N}{N-M_0+\gamma} \right)^{\frac{N-M_0+\gamma}{\gamma}} dx$$

$$\lesssim [f]^{M_0}_{W^{1,\frac{1}{p_\gamma}}_N, M_0 p_\gamma} \|\psi\|_{L^\infty, \mathcal{M}\psi(\mathbb{R}^N)} \left( \int_{\mathbb{R}^N} \left( \int_{\mathbb{R}_+} \left( t^{-\gamma + \frac{\gamma}{M_0}} |DH| \right) \frac{N}{N-M_0+\gamma} \right) dx \right)^{\frac{N-M_0+\gamma}{\gamma}}$$

$$\lesssim [f]^{M_0}_{W^{1,\frac{1}{p_\gamma}}_N, M_0 p_\gamma} \|h\|_{F_N^N, N-M_0+\gamma}.$$
Let now $\beta > \gamma$. We use the Gagliardo-Nirenberg estimate for Triebel-Lizorkin spaces [3, Proposition 5.6] and obtain for any $\tilde{\gamma} < \gamma < \beta$, taking $\theta \in (0, 1)$ such that $\gamma = \theta \beta + (1 - \theta) \tilde{\gamma}$,

$$
\| h \|_{\dot{F}^{\gamma} \dot{W}^{-N} \dot{M}_0^{p \beta}} \lesssim \| h \|_{\dot{F}^{\beta} \dot{W}^{-N} \dot{M}_0^{p \beta}} \| h \|_{\dot{F}^{-\theta \gamma} \dot{W}^{-N} \dot{M}_0^{p \beta}}
$$

$$
\approx [h]_{W^{\beta, \infty}} [h]_{W^{\beta, \infty}} \| h \|_{L^\infty}^{(1 - \theta) \frac{N}{M_0^{p \beta}}} [h]_{W^{\beta, \infty}}^{(1 - \theta) \frac{N}{M_0^{p \beta}}}
$$

$$
= [h]_{W^{\beta, \infty}} \| h \|_{L^\infty}^{1 - \frac{\gamma}{M_0^{p \beta}}}.
$$

If we additionally we assume $\beta > 1 - \frac{\gamma}{M_0}$, then the above estimates lead to

$$
\int_{\mathbb{R}^{N+1}_+} |DH| |DF|^M_0 \| \Psi \| \lesssim [f]_{M_0^{1 - \frac{M_0^{p \beta}}{N}}} [f]_{W^{\beta, \infty}}^{\frac{N}{M_0^{p \beta}}}
$$

$$
\approx [f]_{W^{\beta, \infty}} \| f \|_{L^\infty}^{\frac{N}{M_0^{p \beta}}}.
$$

Here the constants depend on $\| f \|_{L^\infty}$. In a similar fashion we estimate the second term on the right-hand side of (2.1).

By the maximum principle,

$$
\| H \|_{L^\infty} \lesssim \| h \|_{L^\infty}.
$$

Moreover, for any $\beta \in (0, 1)$, again by [12, Proposition 10.2],

$$
\left( \int_{\mathbb{R}^{N+1}_+} \left( t^{M_0 - \frac{M_0^{p \beta}}{N} - M_0 \beta} |DF|^M_0 \right)^{\frac{N}{M_0^{p \beta}}} \right)^{\frac{M_0^{p \beta}}{N}} \approx [f]_{W^{\beta, \infty}}^{\frac{N}{M_0^{p \beta}}}.
$$

Also, whenever $\beta \in (0, 1)$ satisfies $(1 - \beta)M_0 < \gamma$,

$$
\left( \int_{\mathbb{R}^{N+1}_+} \left( t^{1 - \frac{N - M_0 \beta}{N} - M_0 (1 - \beta)} |D \Psi| \right)^{\frac{N}{N - M_0 \beta}} \right)^{\frac{N - M_0 \beta}{N}} \approx [\psi]_{W^{M_0 (1 - \beta), \frac{N}{N - M_0 \beta}}}^{\frac{N}{N - M_0 \beta}}
$$

$$
= [T^\gamma \varphi]_{W^{M_0 (1 - \beta), \frac{N}{N - M_0 \beta}}} \approx [T^\gamma \varphi]_{F^{M_0 (1 - \beta), \frac{N}{N - M_0 \beta}}}
$$

$$
= [I - M_0 (1 - \beta) + \gamma \varphi]_{F^{0, \frac{N}{N - M_0 \beta}}} \approx [\varphi]_{L^{p \gamma'}} \lesssim 1.
$$
With these observations,
\[ \int_{\mathbb{R}^{N+1}} |D F|^{M_0} |D \Psi| = \int_{\mathbb{R}^{N+1}} t^{M_0 - \frac{M_0 \beta}{N} - M_0 \beta} |D F|^{M_0} t^{1 - \frac{N - M_0 \beta}{N} - M_0 (1 - \beta)} |D \Psi| \]
\[ \leq \left( \int_{\mathbb{R}^{N+1}} \left( t^{M_0 - \frac{M_0 \beta}{N} - M_0 \beta} |D F|^{M_0} \right)^{\frac{N}{M_0 \beta}} \right)^{\frac{M_0 \beta}{N}} \cdot \left( \int_{\mathbb{R}^{N+1}} \left( t^{1 - \frac{N - M_0 \beta}{N} - M_0 (1 - \beta)} |D \Psi| \right)^{\frac{N}{N - M_0 \beta}} \right)^{\frac{N - M_0 \beta}{N}} \]
\[ \lesssim [f]^{M_0}_{W^\beta, N}. \]

In conclusion, we have shown
\[ \| I^\alpha f^*(\omega) \|_{L^\infty(\mathbb{R}^N)} \lesssim [f]^{M_0}_{W^\beta, N} + [f]^{M_0}_{W^\beta, N} \lesssim [f]^{M_0}_{W^\beta, N} + 1. \]

The above holds whenever the following conditions are met by \( \gamma \in (0, 1) \) and \( \beta \in (0, 1) \):
- \( 0 < \gamma \leq \alpha_0 \)
- \( (1 - \beta)M_0 < \gamma \)
- \( \beta > \gamma \).

That is
\[ \beta > \max \left\{ \frac{M_0 - \gamma}{M_0}, \gamma \right\}. \]

That is, we can make this argument work whenever
\[ \beta > \inf_{\gamma \in (0, \alpha_0]} \max \left\{ \frac{M_0 - \gamma}{M_0}, \gamma \right\} = \begin{cases} \frac{M_0}{M_0 + 1} & \text{if } \alpha_0 \geq \frac{M_0}{M_0 + 1} \\ 1 - \frac{\alpha_0}{M_0} & \text{if } \alpha_0 < \frac{M_0}{M_0 + 1} \end{cases} \]

To extend Lemma 2.1 from an estimate for \( f^*(\omega) \) to an estimate of \( f^*(T) \), we observe the following iterative estimate which essentially follows from the fractional Leibniz rule.

**Lemma 2.2.** Assume that \( T \) is a tree as in the beginning of our paper as in Figure 2, where \( T_1, \ldots, T_L \) are themselves again trees, assume that
\[ f^*(T) \equiv f^*(\omega_0) \land d^{-1} f^*(T_1) \land \ldots \land d^{-1} f^*(T_L) \]
is an \( M \)-form, \( \omega_0 \) is an \( M_0 \)-form, \( f^*(T_\ell) \) is an \( M_\ell \) form.

Assume \( \alpha \in (0, 1] \), then for any \( \sigma \in [0, \alpha] \),
\[ \| I^\alpha f^*(T) \|_{L^\infty(\mathbb{R}^N)} \lesssim \| I^\sigma f^*(\omega_0) \|_{L^\infty(\mathbb{R}^N)} \| I^{1 - \sigma} f^*(T_1) \|_{L^\infty(1 - \sigma)(\mathbb{R}^N)} \ldots \| I^{1 - \sigma} f^*(T_L) \|_{L^\infty(1 - \sigma)(\mathbb{R}^N)} \].
Proof. By duality, for some \( \varphi \in C^\infty_c(\Lambda^{M-N}\mathbb{R}^N) \), \( \| \varphi \|_{L^{\frac{N}{N+\alpha-M}}(\Lambda^{M-N}\mathbb{R}^N)} \leq 1 \),

\[
\| I^\alpha f^*(T) \|_{L^{\frac{N}{M-M}}(\Lambda^M\mathbb{R}^N)} \lesssim \int_{\mathbb{R}^N} f^*(T) \wedge I^\alpha \varphi
\]

\[
= \int_{\mathbb{R}^N} f^*(\omega_0) \wedge d^{-1} f^*(T_1) \wedge \ldots d^{-1} f^*(T_L) \wedge I^\alpha \varphi
\]

\[
= \int_{\mathbb{R}^N} I^\sigma f^*(\omega_0) \wedge (-\Delta)^{\frac{n}{2}} (d^{-1} f^*(T_1) \wedge \ldots d^{-1} f^*(T_L) \wedge I^\alpha \varphi).
\]

Observe that

\[
M = M_0 + \sum_{k=1}^L (M_k - 1).
\]

Then, using the fractional Leibniz rule, see e.g. [12], we find

\[
\| I^\alpha f^*(T) \|_{L^{\frac{N}{M-M}}}
\lesssim \| I^\sigma f^*(\omega_0) \|_{L^{\frac{N}{M_0-M}}} \| I^\alpha \varphi \|_{L^{\frac{N}{N-M}}}
\]

\[
\cdot \left( (\| (-\Delta)^{\frac{n}{2}} d^{-1} f^*(T_1) \|_{L^{\frac{N}{M_1-1}}} \| d^{-1} f^*(T_2) \|_{L^{\frac{N}{M_2-1}}} \ldots \| d^{-1} f^*(T_L) \|_{L^{\frac{N}{M_L-1}}} + d^{-1} f^*(T_1) \|_{L^{\frac{N}{M_1-1}}} \| (-\Delta)^{\frac{n}{2}} d^{-1} f^*(T_2) \|_{L^{\frac{N}{M_2-1}}} \ldots \| d^{-1} f^*(T_L) \|_{L^{\frac{N}{M_L-1}}} + \ldots + d^{-1} f^*(T_1) \|_{L^{\frac{N}{M_1-1}}} \| d^{-1} f^*(T_2) \|_{L^{\frac{N}{M_2-1}}} \ldots \| (-\Delta)^{\frac{n}{2}} d^{-1} f^*(T_L) \|_{L^{\frac{N}{M_L-1}}} \right)
\]

\[
+ \| I^\sigma f^*(\omega_0) \|_{L^{\frac{N}{M_0-M}}} \| I^{\alpha-\sigma} \varphi \|_{L^{\frac{N}{N+\alpha-M}}}
\]

\[
\cdot \left( \| d^{-1} f^*(T_1) \|_{L^{\frac{N}{M_1-1}}} \| d^{-1} f^*(T_2) \|_{L^{\frac{N}{M_2-1}}} \ldots \| d^{-1} f^*(T_L) \|_{L^{\frac{N}{M_L-1}}} \right).
\]

By Sobolev embedding, and using that we can write \( d^{-1} = d^* \Delta^{-1} = I^1 R \) where \( R \) is a zero-multiplier (a combination of Riesz transforms) and thus bounded on \( L^q \) for any
\(q \in (1, \infty),\)
\[
\lesssim \left\| I^\alpha f^*(\omega_0) \right\|_{L^{N\frac{M}{M_0-\alpha}}(\mathbb{R}^N)} \left\| \varphi \right\|_{L^{N\frac{M}{M_0+\alpha-M}}(\mathbb{R}^N)} \\
\cdot \left( \left\| I^{1-\sigma} f^*(T_1) \right\|_{L^{M_1-\frac{N}{1-\sigma}}(\mathbb{R}^N)} \left\| I^{1-\sigma} f^*(T_2) \right\|_{L^{M_2-\frac{N}{1-\sigma}}(\mathbb{R}^N)} \ldots \left\| I^{1-\sigma} f^*(T_L) \right\|_{L^{M_L-\frac{N}{1-\sigma}}(\mathbb{R}^N)} \right)
\]

This proves the claim. \(\square\)

Now we can obtain a version of Lemma 2.1, only for trees \(T\). Observe that the best choice of \(\beta_0\) is computable by combinatorial observations, in particular for every \(T\) it is easy to compute the best \(\beta_0\). But here we give an easy choice of \(\beta_0\).

**Lemma 2.3.** Let \(1 \leq M_0 < N\) and \(f \in \text{Lip}(\mathbb{R}^N, \mathbb{R}^M)\) with compact support.

Let \(T\) be a tree, such that \(f^*(T)\) is an \(M_0\)-form and on each vertex of \(T\), the assigned form is at most \(M_{\text{max}}\) form. Assume \(\alpha_0 \in (0, \frac{M_0}{M_0+1})\). Then for any \(\alpha \in [\alpha_0, M_0)\) there exists \(\beta_0 = \beta(\alpha, T) > 0\) such that for any \(\beta \in (\beta_0, 1]\):

\[
\left\| I^\alpha f^*(T) \right\|_{L^{\frac{N}{M_0-\alpha}}(\mathbb{R}^N)} \leq C(T, \alpha_0) \left[ f \right]^{\frac{M_0+L}{\beta \cdot M_0+\alpha}}_{W^\beta, N} + 1.
\]

Here \(L\) is the number of vertical lines in \(T\) (or equivalently the number of \(d^{-1}\) in the formula of \(f^*(T)\)).

**Proof.** Since by Sobolev embedding, for \(\alpha \geq \alpha_0\),

\[
\left\| I^\alpha f^*(T) \right\|_{L^{\frac{N}{M_0-\alpha}}(\mathbb{R}^N)} \lesssim \left\| I^{\alpha_0} f^*(T) \right\|_{L^{\frac{N}{M_0-\alpha_0}}(\mathbb{R}^N)}
\]

so we may assume that \(\alpha = \alpha_0\).

If \(T\) consists of exactly one \(M_0\)-form \(\omega_0\), then the claim follows directly from Lemma 2.1.

**Case 1**

Consider the case when \(f^*(T) = f^*(\omega) \wedge d^{-1} f^*(\omega_1) \wedge \ldots \wedge d^{-1} f^*(\omega_L)\) where \(\omega\) is an \(M\) form and \(\omega_i\) is an \(M_i\) form. Similar in Lemma 2.2, for \(\alpha_0 \in (0, \frac{M_0}{M_0+1})\) and for any \(\alpha_1 \in [0, \alpha_0]\),

\[
\left\| I^{\alpha_0} f^*(T) \right\|_{L^{\frac{N}{M_0-\alpha_0}}(\mathbb{R}^N)} \lesssim \left\| I^{\alpha_1} f^*(\omega) \right\|_{L^{\frac{N}{M_0-\alpha_0}}(\mathbb{R}^N)} \left\| I^{1-\alpha_1} f^*(\omega_1) \right\|_{L^{\frac{N}{M_0-\alpha_0}}} \ldots \left\| I^{1-\alpha_1} f^*(\omega_L) \right\|_{L^{\frac{N}{M_0-\alpha_0}}} \\
\lesssim \left( \left[ f \right]^{\frac{M_1}{\beta \cdot M_0+\alpha_0}}_{W^\beta, N} + 1 \right) \left( \left[ f \right]^{\frac{M_1}{\beta \cdot M_0+\alpha_0}}_{W^\beta, N} + 1 \right) \ldots \left( \left[ f \right]^{\frac{M_1}{\beta \cdot M_0+\alpha_0}}_{W^\beta, N} + 1 \right)
\]

whenever \(\beta \in (0, 1)\) is large enough.

**Case 2**
Next we assume $T$ has the structure

Here $\omega$ is an $M$-form ($M < M_0$) and $T_1, \ldots, T_L$ create $M_1, \ldots, M_L$-forms via the pullback $f^*$, respectively.

We get from Lemma 2.1 and Lemma 2.2

$$\|I^{0_0} f^*(T)\|_{L^{\frac{N}{M_0 - \alpha_0}}(\mathbb{R}^N)}$$

$$\lesssim \|I^{\alpha_1} f^*(\omega)\|_{L^{\frac{N}{M_0 - \alpha_1}}(\mathbb{R}^N)} \|I^{1 - \alpha_1} f^*(T_1)\|_{L^{\frac{N}{M_1 - (1 - \alpha_1)}}(\mathbb{R}^N)} \cdots \|I^{1 - \alpha_1} f^*(T_L)\|_{L^{\frac{N}{M_L - (1 - \alpha_1)}}(\mathbb{R}^N)}$$

$$\lesssim \left( \left[ f \right]_{W^{\beta, \frac{N}{M}}}^{\frac{M}{\beta}} + 1 \right) \left( \left[ f \right]_{W^{\beta, \frac{N}{M}}}^{\frac{M_1 + K_1}{\beta}} + 1 \right) \cdots \left( \left[ f \right]_{W^{\beta, \frac{N}{M}}}^{\frac{M_0 + L + K_1 + \ldots + K_L}{\beta}} + 1 \right)$$

whenever $\alpha_1 \in [0, \alpha_0]$ and $\beta > 1 - \frac{\alpha_1}{M}$. Suppose for each $i$,

$$f^*(T_i) = f^*(\omega_i) \wedge d^{-1} f^*(\omega_{i,1}) \wedge \ldots \wedge d^{-1} f^*(\omega_{i,K_i})$$

where $f^*(\omega_i)$ is an $M_0$ form and $f^*(\omega_{i,j})$ is an $M_{i,j}$ form. Then as above,

$$\|I^{1 - \alpha_1} f^*(T_i)\|_{L^{\frac{N}{M_0 - \alpha_1}}(\mathbb{R}^N)}$$

$$\lesssim \|I^{\alpha_1} f^*(\omega)\|_{L^{\frac{N}{M_0 - \alpha_1}}(\mathbb{R}^N)} \|I^{1 - \alpha_1} f^*(\omega_{i1})\|_{L^{\frac{N}{M_{i1} - (1 - \alpha_1)}}(\mathbb{R}^N)} \cdots \|I^{1 - \alpha_1} f^*(\omega_{iK_i})\|_{L^{\frac{N}{M_{iK_i} - (1 - \alpha_1)}}(\mathbb{R}^N)}$$

$$\lesssim \left[ f \right]_{W^{\beta, \frac{N}{M}}}^{\frac{M_{i1} + K_i}{\beta}} + 1$$

for $\alpha_i \leq 1 - \alpha_1$ and $\beta > 1 - \frac{\alpha_i}{M_0}, 1 - \frac{1 - \alpha_1}{M_{ij}}$ for all $j$.

In conclusion, we get

$$\|I^{0_0} f^*(T)\|_{L^{\frac{N}{M_0 - \alpha_0}}(\mathbb{R}^N)}$$

$$\lesssim \left( \left[ f \right]_{W^{\beta, \frac{N}{M}}}^{\frac{M}{\beta}} + 1 \right) \left( \left[ f \right]_{W^{\beta, \frac{N}{M}}}^{\frac{M_1 + K_1}{\beta}} + 1 \right) \cdots \left( \left[ f \right]_{W^{\beta, \frac{N}{M}}}^{\frac{M_0 + L + K_1 + \ldots + K_L}{\beta}} + 1 \right)$$

$$\lesssim \left[ f \right]_{W^{\beta, \frac{N}{M}}}^{\frac{M_0 + L + K_1 + \ldots + K_L}{\beta}} + 1$$

since $M_0 = M + (M_1 - 1) + (M_2 - 1) + \ldots + (M_L - 1)$. Note that $L + K_1 + \ldots + K_L$ is the number of vertical arrows in $T$. 

General Case

Arguing by induction over the depth of the tree, denoting by $K_i$ the number of vertical arrows in $T_i$ we find

$$
\|I^{\alpha_0}f^*(T)\|_{L^{M_0-\alpha_0}(\mathbb{R}^N)}
\preceq\|I^{\alpha_1}f^*(\omega)\|_{L^{M_1-\alpha_1}(\mathbb{R}^N)}\|I^{1-\alpha_1}f^*(\omega_1)\|_{L^{M_1-(1-\alpha_1)}(\Lambda^{M_1}\mathbb{R}^N)} \cdots \|I^{1-\alpha_1}f^*(\omega_K)\|_{L^{M_K-(1-\alpha_1)}(\Lambda^{M_K}\mathbb{R}^N)}
\preceq \left(\left[f\right]_{W^\beta}^{M_0} + 1\right) \left(\left[f\right]_{W^\beta}^{M_1+K_1} + 1\right) \cdots \left(\left[f\right]_{W^\beta}^{M_L+K_1+\ldots+K_L} + 1\right)
\preceq \left[f\right]_{W^\beta}^{M_0+L+K_1+\ldots+K_L} + 1.
$$

\[\square\]

Combining Lemma 2.1 and Lemma 2.2 and Lemma 2.3, we obtain

Proof of Proposition 1.3. The case where $T$ is a tree of depth 0 can be found in [19]. So from now on we assume that $M_0 < N$ and $T$ has the structure

Let

$$p_0 = \frac{N}{M_0 - \alpha_0}.$$

By localization we need to find an estimate in $\mathbb{R}^N$

$$
\int_{\mathbb{R}^N} f^*(\omega_0) \land d^{-1}f^*(T_1) \land \ldots \land d^{-1}f^*(T_L)
= \int_{\mathbb{R}^N} I^{\alpha_0}f^*(\omega_0) \land |D|^{\alpha_0} \left(d^{-1}f^*(T_1) \land \ldots \land d^{-1}f^*(T_L)\right)
\preceq \|I^{\alpha_0}f^*(\omega_0)\|_{L^{p_0}(\mathbb{R}^N)} \|D|^{\alpha_0} \left(d^{-1}f^*(T_1) \land \ldots \land d^{-1}f^*(T_L)\right)\|_{L^{p_0}(\mathbb{R}^N)}
$$

In the second equality we used an integration by parts. As in the proof of Lemma 2.2, by fractional Leibniz Rule, see e.g. [12], (observe $\frac{M_1-(1-\alpha_0)}{N} + \frac{M_2-1}{N} + \ldots + \frac{M_L-1}{N} = \frac{N-M_0+\alpha_0}{N}$, ...
\[
\frac{1}{\rho_0}
\]
\[
\| D^{\alpha_0} (d^{-1} f^*(T_1) \wedge \ldots \wedge d^{-1} f^*(T_L)) \|_{L^{p_0}(\mathbb{R}^N)}
\]
\[
\lesssim \| I^{1-\alpha_0} f^*(T_1) \|_{L^\frac{N}{N-1}(\mathbb{R}^N)} \cdot \ldots \cdot \| I^{1-\alpha_0} f^*(T_L) \|_{L^\frac{N}{N-1}(\mathbb{R}^N)}
\]
\[
+ \| I^{1-\alpha_0} f^*(T_1) \|_{L^\frac{N}{N-1}(\mathbb{R}^N)} \cdot \ldots \cdot \| I^{1-\alpha_0} f^*(T_L) \|_{L^\frac{N}{N-1}(\mathbb{R}^N)}
\]
\[
+ \ldots + \| I^{1-\alpha_0} f^*(T_1) \|_{L^\frac{N}{N-1}(\mathbb{R}^N)} \cdot \ldots \cdot \| I^{1-\alpha_0} f^*(T_L) \|_{L^\frac{N}{N-1}(\mathbb{R}^N)}
\]

Above we used again repeatedly the definition \( d^{-1} f^*(\omega) = d^{*} \Delta^{-1} f^*(\omega) \). The claim now readily follows from Lemma 2.1 and Lemma 2.3.

Let us mention that it seems to us that extending Lemma 2.1 to Triebel-Lizorkin spaces one can obtain the limit case \( \beta = \beta_0 \) from the above argument. We do not pursue this aspect further, though. Also, let us remark again that for any specific tree \( T \) simple combinatorics allows to explicitly compute the best \( \beta_0 \) that our method allows. This was done for the Hopf degree in [19].

3. PROOF OF THEOREM 1.1

While quantitative topology in general is very difficult and only special cases are known, let us begin with recalling a very easy statement: small BMO-norm means a function is contractible to a point (and thus topologically trivial). Here we recall the definition

\[
[f]_{\text{BMO}(\mathbb{S}^N)} := \sup_{r > 0, \sigma \in \mathbb{S}^N} \int_{B(x,r) \cap \mathbb{S}^N} |f - (f)_{B(x,r) \cap \mathbb{S}^N}| d\sigma d\theta.
\]

(3.1)

The following is the the precise statement

**Lemma 3.1.** Let \( \mathcal{N} \) be a smooth compact manifold without boundary embedded into \( \mathbb{R}^M \) and \( \deg : \pi_N(\mathcal{N}) \to \mathbb{R} \) be a rational homotopy group. Then there exists \( \varepsilon = \varepsilon(\deg) \) such that whenever \( f \in \text{Lip}(\mathbb{S}^N, \mathcal{N}) \) satisfies one of the following

- If \( [f]_{\text{BMO}} < \varepsilon \), or
- If \( [f]_{W^{\beta, \mathcal{N}}} < \varepsilon \) for some \( \beta > 0 \), or
- If \( [f]_{C^\beta} < \varepsilon \) for \( \beta > 0 \)

then \( \deg([f]) = 0 \).

**Proof.** The proof is standard, but we repeat it for the convenience of the reader.
It is easy to check that the second and third condition imply the small BMO-norm, so we focus on this one. Let

\[ F \in \text{Lip}(\mathbb{B}^{N+1}, \mathbb{R}^M) \]

be the harmonic extension of \( f \), namely via the Poisson formula

\[ F(x) = c(N) \int_{\mathbb{S}^N} f(\theta) \frac{1 - |x|^2}{|x - \theta|^{N+1}} \, d\theta, \quad |x| < 1. \]

The BMO-condition shows that \( F \) stays close to the manifold \( \mathcal{N} \). To see this observe that for any \( \sigma \in \mathbb{S}^N \),

\[ \text{dist} (F(x), \mathcal{N}) \leq |F(x) - f(\sigma)|. \]

Multiplying this with the Poisson kernel and integrating in \( \sigma \) we see that

\[
\begin{align*}
\text{dist} (F(x), \mathcal{N}) & \lesssim \int_{\mathbb{S}^N} |F(x) - f(\sigma)| \frac{1 - |x|^2}{|x - \sigma|^{N+1}} \, d\sigma \\
& \lesssim \int_{\mathbb{S}^N} \int_{\mathbb{S}^N} |f(\theta) - f(\sigma)| \frac{1 - |x|^2}{|x - \theta|^{N+1}} \frac{1 - |x|^2}{|x - \sigma|^{N+1}} \, d\theta \, d\sigma.
\end{align*}
\]

Set \( r = 1 - |x| \) and \( X := \frac{x}{|x|} \) and set \( A(X, r, k) := B(X, 2^{k+1}r) \setminus B(X, 2^kr) \) if \( k > 0 \) and \( A(X, r, 0) = B(X, r) \). Then we have

\[
\begin{align*}
\text{dist} (F(x), \mathcal{N}) & \lesssim \sum_{k \in \mathbb{N} \cup \{0\}} \sum_{\ell \in \mathbb{N} \cup \{0\}} \int_{\mathbb{S}^N \cap A(X, r, k)} \int_{\mathbb{S}^N \cap A(X, r, \ell)} |f(\theta) - f(\sigma)| \frac{r}{(2^k r)^{N+1}} \frac{r}{(2^\ell r)^{N+1}} \, d\theta \, d\sigma \\
& \approx \sum_{k \in \mathbb{N} \cup \{0\}} \sum_{\ell \in \mathbb{N} \cup \{0\}} 2^{-\ell} 2^{-k} \int_{\mathbb{S}^N \cap A(X, r, k)} \int_{\mathbb{S}^N \cap A(X, r, \ell)} |f(\theta) - f(\sigma)| \, d\theta \, d\sigma \\
& \lesssim \sum_{k \in \mathbb{N} \cup \{0\}} \sum_{\ell \in \mathbb{N} \cup \{0\}} 2^{-\ell} 2^{-k} |f|_{\text{BMO}} \approx |f|_{\text{BMO}}.
\end{align*}
\]

That is, we have shown

\[ \text{dist} (F(x), \mathcal{N}) \lesssim |f|_{\text{BMO}} < \varepsilon. \]

Since \( \mathcal{N} \) is compact without boundary, there exists a \( \delta > 0 \) and the nearest point projection from a tubular neighborhood of \( \mathcal{N} \) into \( \mathcal{N} \), \( \pi_\mathcal{N} : B_\delta(\mathcal{N}) \to \mathcal{N} \), see e.g. [21]. So if \( \varepsilon \) is small enough we have that \( F(x) : \mathbb{B}^{N+1} \to B_\delta(\mathcal{N}) \), and thus \( G(x) := \pi_\mathcal{N} \circ F \) is well defined and as smooth as \( F \). Now

\[ H(\theta, t) := G(t\theta) : \mathbb{S}^{N-1} \times [0, 1] \to \mathcal{N} \]

is a smooth homotopy. That is \( f = \pi_\mathcal{N} \circ f = H(\cdot, 1) \) is homotopic to the constant map \( G(0) = H(\cdot, 0) \). So \( f : \mathbb{S}^N \to \mathcal{N} \) is topologically trivial and thus \( \text{deg}([f]) = 0. \)

From Lemma 3.1 we conclude that when proving Theorem 1.1 we only need to consider maps \( \varphi \) with relatively large \( W^{\beta, \tilde{\eta}}(\mathbb{S}^N) \)-norm, since for small \( W^{\beta, \tilde{\eta}}(\mathbb{S}^N) \) norm the rational homotopy group vanishes. We want to apply Proposition 1.3. The connection to the rational homotopy group comes from the following representation formula for simply connected smooth manifolds \( \mathcal{N} \) which are compact and without boundary. It is due to Sullivan [22],
Novikov [13, 14, 15], but in this form it was developed by Hardt and Rivièrè [9]. We refer to [9] for the proof. See also [17].

**Proposition 3.2.** Let \( \deg : \pi_N(\mathcal{N}) \to \mathbb{R} \) be a rational homotopy group, then

\[
\deg([f]) = \sum_{k=1}^{K} \int_{\mathbb{S}^N} f^*(T_k)
\]

where \( T_k \) is a tree-graph with \( L_k \) vertical arrows.

**Proof of Theorem 1.1.** In view of Lemma 3.1 the claimed estimate (1.2) is trivially satisfied if \( [f]_{W^\beta_1, N} < \varepsilon \) if \( \varepsilon = \varepsilon(\deg) \) is chosen small enough. On the other hand, combining Proposition 3.2 and Proposition 1.3 with \( L = \max L_k \) we obtain

\[
|\deg([f])| \lesssim [f]_{W^\beta_1, N}^{N+L} + 1 \lesssim [f]_{W^\beta_1, N}(\mathbb{S}^N)
\]

whenever \( [f]_{W^\beta_1, N}(\mathbb{S}^N) \geq \varepsilon \). This proves (1.2). \( \square \)

4. **Examples and comparison with previous estimates**

Hardt–Rivièrè provided several examples of the generalized degree maps [9]. We collect here the corresponding degree estimates.

**Example 4.1.** Let \( \mathcal{N} = \mathbb{C}P^2 \). There are two generalized degree maps, \( \deg_\alpha : \text{Lip}(\mathbb{S}^2, \mathbb{C}P^2) \) and \( \deg_\beta : \text{Lip}(\mathbb{S}^2, \mathbb{C}P^2) \) given by

\[
\deg_\alpha(f) = \int_{\mathbb{S}^2} f^*\omega \quad \text{and} \quad \deg_\beta(f) = \int_{\mathbb{S}^2} f^*\omega^2 \wedge d^{-1}f^*\omega
\]

where \( \omega \) is the Kähler form on \( \mathbb{C}P^2 \). Then the estimate is, for \( \beta_1 \geq \frac{3}{4} \) and \( \beta_2 \geq \frac{7}{8} \),

\[
|\deg_\alpha(f)| \lesssim [f]_{W^{\beta_1, \frac{1}{2}}(\mathbb{S}^2)}^{\frac{2}{3}} \quad \text{and} \quad |\deg_\beta(f)| \lesssim [f]_{W^{\beta_2, \frac{1}{2}}(\mathbb{S}^2)}^{\frac{2}{3}}.
\]

**Example 4.2.** Let \( \mathcal{N} = \mathbb{S}^2 \times \mathbb{S}^2 \). There are four generalized degree maps, \( \deg_{\alpha_i} : \text{Lip}(\mathbb{S}^2, \mathbb{S}^2 \times \mathbb{S}^2) \) and \( \deg_{\beta_i} : \text{Lip}(\mathbb{S}^3, \mathbb{S}^2 \times \mathbb{S}^2) \) for \( i = 1, 2 \) given by

\[
\deg_{\alpha_i}(f) = \int_{\mathbb{S}^2} f^*\omega_i \quad \text{and} \quad \deg_{\beta_i}(f) = \int_{\mathbb{S}^3} f^*\omega_i \wedge d^{-1}f^*\omega_i
\]

where \( \omega_i \) is a pull-back of the generator of \( H^2(\mathbb{S}^2) \) under the coordinate projections \( \pi_i : \mathbb{S}^2 \times \mathbb{S}^2 \to \mathbb{S}^2 \). Then the estimate is, for \( \beta_1 \geq \frac{3}{4} \) and \( \beta_2 \geq \frac{3}{4} \),

\[
|\deg_{\alpha_i}(f)| \lesssim [f]_{W^{\beta_1, \frac{1}{2}}(\mathbb{S}^2)}^{\frac{2}{3}} \quad \text{and} \quad |\deg_{\beta_i}(f)| \lesssim [f]_{W^{\beta_2, \frac{1}{2}}(\mathbb{S}^3)}^{\frac{2}{3}}.
\]
Example 4.3. Let $\mathcal{N} = (S^2 \times S^2) \# \mathbb{C}P^2$. There are many generalized degree maps, but here we only consider maps from $S^4$. There are five of them, namely, $\deg_{\gamma_i}, \deg_{\delta_k} : \text{Lip}(S^4, (S^2 \times S^2) \# \mathbb{C}P^2)$ for $i = 1, 2, 3$ and $k = 1, 2$ given by

\[
\deg_{\gamma_i}(f) = \int_{S^4} f^*\omega_1 \wedge d^{-1}f^*\omega_2 \wedge d^{-1}f^*\omega_3
\]

\[
\deg_{\delta_k}(f) = \int_{S^4} f^*\eta \wedge d^{-1}f^*\omega_0 + \sum_{i=1}^{3} \int_{S^4} f^*\omega_{1k,i} \wedge d^{-1}f^*\omega_{2k,i} \wedge d^{-1}f^*\omega_{3k,i}
\]

where $\omega_i, i = 1, 2, 3$ is a generator of $H^2(\mathcal{N})$ and $\eta$ is a 3-form on $\mathcal{N}$ obtained from $\omega_i$. Then the estimate is, for $\beta \geq \frac{3}{4}$,

\[
|\deg_{\gamma_i}(f)| \lesssim [f]_{W^{\beta, \frac{3}{2}}(S^4)}^\eta \quad \text{and} \quad |\deg_{\delta_k}(f)| \lesssim [f]_{W^{\beta, \frac{3}{2}}(S^4)}^\eta.
\]

Example 4.4. In [19] they obtained for maps $f : S^{4n-1} \to S^{2n}$,

\[
|\deg_H(f)| \lesssim [f]_{W^{\beta, \frac{4n}{4n-1}}(S^{4n-1})}^{4n-1}.
\]

for $\beta \geq \frac{4n-1}{4n}$. See also [16] where Riviére proved the case $\beta = 1$. Note that

\[
\deg_H(f) = \int_{\mathbb{S}^{4n-1}} \eta \wedge d\eta = \int_{\mathbb{S}^{4n-1}} f^*\omega \wedge d^{-1}f^*\omega
\]

where $d\eta = f^*\omega$, $\eta$ is a smooth $2n - 1$ form on $\mathbb{S}^{4n-1}$, $\omega$ is the volume form of $S^{2n}$. So, our estimate gives the same result because

\[
|\deg_H(f)| \lesssim [f]_{W^{\beta, \frac{4n}{4n-1}}(S^{4n-1})}^{\frac{4n}{4n-1}} = [f]_{W^{\beta, \frac{4n}{4n-1}}(S^{4n-1})}^{\frac{4n}{4n-1}}
\]

for $\beta \geq \beta_0 = 1 - \frac{1}{2(2n)} = \frac{4n-1}{4n}$.

Appendix A. From Lipschitz to Hölder

For maps between manifolds, a Lipschitz estimate on a homotopy invariant readily implies a Hölder estimate using a mollification argument. We recall this well-known fact here.

Lemma A.1. Let $\mathcal{M} \subset \mathbb{R}^M, \mathcal{N} \subset \mathbb{R}^N$ be two smooth compact manifolds without boundary and assume that there exist a map

\[
\deg : C^0(\mathcal{M}, \mathcal{N}) \to \mathbb{R}
\]

such that

- $\deg(f) = \deg(g)$ if $f, g \in C^0(\mathcal{M}, \mathcal{N})$ are homotopic to each other, and
- there are $\Lambda, q > 0$ we have

\[
|\deg(f)| \leq \Lambda [f]_{\text{Lip}}^q \quad \forall f \in \text{Lip}(\mathcal{M}, \mathcal{N}).
\]
Then for any \( \alpha \in (0,1) \) there exists \( C = C(\Lambda,q,\mathcal{M},\mathcal{N}) \) such that
\[
|\deg(f)| \leq C[f]_{\mathcal{M}}^{\frac{q}{\alpha}} \quad \forall f \in C^\alpha(\mathcal{M},\mathcal{N}).
\]

Proof. Since \( \mathcal{N} \subset \mathbb{R}^N \) is smooth and compact, there exists some \( \sigma = \sigma(\mathcal{N}) > 0 \) and a smooth nearest point projection from a tubular neighborhood of \( \mathcal{N} \) into \( \mathcal{N} \),
\[
\pi : B_\sigma(\mathcal{N}) \to \mathcal{N}.
\]

Combining a decomposition of unity on \( \mathcal{M} \) with the usual mollification and the projection \( \pi \) we find that for any \( \varepsilon > 0 \) and any \( f \in C^\alpha(\mathcal{M},\mathcal{N}) \) there exists a map \( f_\varepsilon \) such that
\[
\|f_\varepsilon - f\|_{L^\infty(\mathcal{M})} \leq \varepsilon^\alpha [f]_{C^\alpha}.
\]
and with some uniform constant \( C_1(\mathcal{M},\mathcal{N}) > 0 \)
\[
[f_\varepsilon]_{\text{Lip}} \leq C_1(\mathcal{M},\mathcal{N}) \varepsilon^{\alpha-1}[f]_{C^\alpha}.
\]
Set for \( \delta > 0 \)
\[
\varepsilon := \delta^\alpha [f]_{C^\alpha}^{\frac{1}{\alpha}}.
\]
then we have
\[
\|f_\varepsilon - f\|_{L^\infty(\mathcal{M})} \leq \delta^\alpha.
\]
and
\[
[f_\varepsilon]_{\text{Lip}} \leq C_1(\mathcal{M},\mathcal{N}) \delta^{\alpha-1}[f]_{C^\alpha}^{\frac{1}{\alpha}}.
\]
Take \( \delta := \frac{1}{2} \sigma^{\frac{1}{\alpha}}. \) Then
\[
F(t,\cdot) := \pi_N((1-t)f_\varepsilon + tf) : \mathcal{M} \to \mathcal{N}
\]
is well defined for all \( t \in [0,1] \), and thus \( f_\varepsilon \) and \( f \) are homotopic to each other.
We conclude
\[
|\deg(f)| = |\deg(f_\varepsilon)| \leq \Lambda[f_\varepsilon]_{\text{Lip}}^q = \Lambda C_1(\mathcal{M},\mathcal{N})^q \delta^{(\alpha-1)q}[f]_{C^\alpha}^q.
\]
Setting \( C := \Lambda C_1(\mathcal{M},\mathcal{N})^q \delta^{(\alpha-1)q} \) we can conclude.

\[\square\]
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