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Abstract. In this paper, we investigate the direct and indirect stability of locally coupled wave equations with local viscous damping on cylindrical and non-regular domains without any geometric control condition. If only one equation is damped, we prove that the energy of our system decays polynomially with the rate $t^{-\frac{1}{2}}$ if the two waves have the same speed of propagation, and with rate $t^{-\frac{1}{3}}$ if the two waves do not propagate at the same speed. Otherwise, in case of two damped equations, we prove a polynomial energy decay rate of order $t^{-1}$.
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1. Introduction

Let $\omega$ be a non-empty open set of $\mathbb{R}^{N-1}$ with a Lipschitz boundary, with $N \geq 2$, and consider the cylindrical domain $\Omega = (0,1) \times \omega$. In this domain, we consider the following strongly coupled wave equations:

\[
\begin{cases}
\phi_{tt}(X, t) - \Delta \phi(X, t) + b(x)\phi_t(X, t) + c(x)\psi_t(X, t) = 0, & (X, t) \in \Omega \times (0, \infty), \\
\psi_{tt}(X, t) - a\Delta \psi(X, t) + d(x)\psi_t(X, t) - c(x)\phi_t(X, t) = 0, & (X, t) \in \Omega \times (0, \infty), \\
\phi(X, 0) = \psi(X, 0), & (X, t) = (\phi_0(X), \phi_1(X)), \ X \in \Omega, \\
(\psi(X, 0), \psi_t(X, 0)) = (\psi_0(X), \psi_1(X)), & X \in \Omega,
\end{cases}
\]

where $a$ is a positive real number, $b, c, d \in L^\infty(0, 1)$, such that

\[(b,c) \begin{cases}
  b(x) \geq b_0 > 0 \text{ in } (\alpha_1, \alpha_4) \text{ and } b(x) \geq 0 \text{ in } (0, 1) \setminus (\alpha_1, \alpha_4), \\
  |c(x)| \geq c_0 > 0 \text{ in } (\alpha_2, \alpha_3) \text{ and } c(x) = 0 \text{ in } (0, 1) \setminus (\alpha_2, \alpha_3),
\end{cases}
\]

where $0 \leq \alpha_1 < \alpha_2 < \alpha_3 < \alpha_4 \leq 1$, and as usual $\partial \Omega$ is the boundary of $\Omega$. In the whole paper, $X = (x, x_1, \ldots, x_{N-1})$ is the generic variable in $\Omega$, where the first variable $x$ runs in $(0, 1)$. In this paper, we study the indirect or direct stability of system (1.1) by assuming that

(LCD1) \quad (b, c) \text{ holds and } d = 0 \text{ in } (0, 1),

or

(LCD2) \quad (b, c) \text{ holds, and } d(x) \geq d_0 > 0 \text{ in } (\alpha_1, \alpha_4) \text{ and } d(x) \geq 0 \text{ in } (0, 1) \setminus (\alpha_1, \alpha_4).

The case of global interior dampings (i.e., the case when $b$ and/or $d$ uniformly positive in $(0, 1)$) is of course allowed, but our main interest concerns local dampings, corresponding to the case when $b$ and $d$ are zero on different open subsets of $(0, 1)$.

In 2005, Liu and Rao in [12] have studied the stability of the wave equation on a square $(0, \pi)^2$ with local viscous damping, by considering the following damping region:

\[
\{(x, y) \in (0, \pi)^2 | a < x < b \text{ and } 0 < y < \pi\},
\]

where $a$ and $b$ are real numbers, such that $0 \leq a < b \leq \pi$ and $b - a < \pi$. They established a polynomial energy decay rate of order $t^{-1}$. In 2017, Stahn in [16] has studied the stability of the wave equation on a square $(0,1)^2$ with local viscous damping, by considering the following damping region:

\[
\{(x, y) \in (0, 1)^2 | 0 < x < \sigma \text{ and } 0 < y < 1\},
\]

where $\sigma$ is a positive real number. He established an optimal polynomial energy decay rate of order $t^{-\frac{4}{3}}$. In 2019, Batty et al. in [4] have studied the stability of the wave-heat system on a rectangular domain. They established an optimal polynomial energy decay rate of order $t^{-\frac{7}{3}}$. In 2021, Yu and Han in [18] have studied the stability of the wave equation on a cuboidal domain via Kelvin–Voigt damping. They established an optimal energy decay rate of order $t^{-\frac{4}{3}}$. In these last three papers, the main ingredient is the separation of variables. In 2020, Hayek et al. in [8] have studied the stability of weakly
coupled wave equations with Kelvin–Voigt damping on a square. They established, by taking the result in [12] (resp. [16]) as an auxiliary problem, a polynomial energy decay rate of order $t^{-\frac{1}{6}}$ (resp. $t^{-\frac{1}{5}}$). However, in 2021, Akil et al. in [1] have studied the stability of strongly coupled wave equations with Kelvin–Voigt damping on a square. They established by taking the result in [12] (resp. [16]) as an auxiliary problem, a polynomial energy decay rate of order $t^{-\frac{1}{5}}$ (resp. $t^{-\frac{1}{4}}$). In 2019, Kassem et al. in [9] have studied the local indirect stabilization of multidimensional coupled wave equations under geometric conditions by considering system (1.1) where $\Omega$ is a non-empty open set of $\mathbb{R}^N$ with a boundary $\Gamma$ of class $C^2$ and

$$\begin{align*}
\begin{cases}
  d(x) = 0 \text{ in } \Omega, \ b, c \in W^{1,\infty}(\Omega); \\
  b(x) \geq 0 \text{ in } \Omega, \ b(x) > 0 \text{ in } \omega_b \subset \Omega, \text{ and } c(x) \neq 0 \text{ in } \omega_c \subset \Omega, \\
  \omega_b \cap \omega_c := \omega_{b,c} \neq \emptyset,
\end{cases}
\end{align*}$$

(1.2)

such that $\omega_{b,c}$ satisfies the piecewise multiplier geometric condition (PMGC in short) introduced by Liu in [11]. They established an exponential energy decay rate if the two waves have the same speed of propagation (i.e., $a = 1$). In case of different speed propagation (i.e., $a \neq 1$), they obtained an optimal polynomial energy decay rate of order $t^{-1}$. While in [7], the authors have studied the local indirect stabilization of multidimensional coupled wave equations under geometric conditions, by considering system (1.1) where $\Omega$ is a non-empty open set of $\mathbb{R}^N$ with a boundary $\Gamma$ of class $C^2$ and

$$\begin{align*}
\begin{cases}
  d(x) = 0 \text{ in } \Omega, \ b, c \in W^{1,\infty}(\Omega); \\
  b(x) \geq 0 \text{ in } \Omega, \ b(x) > 0 \text{ in } \omega_b \subset \Omega \text{ and } c(x) \neq 0 \text{ in } \omega_c \subset \Omega,
\end{cases}
\end{align*}$$

(1.3)

such that $\omega_c$ satisfies the geometric control condition (GCC in short) introduced by Rauch and Taylor in [14] for manifolds without boundaries and by Bardos et al. in [3] for domains with boundaries. They established an exponential energy decay rate if the two waves have the same speed of propagation (i.e., $a = 1$).

According to the references cited above, it should be noted that, in many cases, the GCC is an important hypothesis for coupled wave systems to achieve exponential stabilization. Hence, this work focuses on the following question: to what extent the strongly coupled wave equations on a general non-regular domain can be stabilized under viscous damping if the support of the damping does not satisfy the GCC. We answer to this question in the case of cylindrical domains described above by combining an orthogonal basis approach (separation of variables) and a new frequency-multiplier method.

This paper is organized as follows: In Sect. 2.1, we prove the well-posedness of our system using semigroup approach. In Sect. 2.2, following a general criteria of Arendt and Batty, we show the strong stability of system (1.1). In Sect. 3, by combining an orthonormal basis decomposition with frequency-multiplier techniques, we prove a polynomial energy decay rate of order

$$\begin{align*}
\begin{cases}
  t^{-\frac{1}{2}} \text{ if } a = 1 \text{ and (LCD1) holds,} \\
  t^{-\frac{1}{3}} \text{ if } a \neq 1 \text{ and (LCD1) holds,} \\
  t^{-1} \text{ if (LCD2) holds.}
\end{cases}
\end{align*}$$
2. Well-Posedness and Strong Stability

2.1. Well-Posedness

In this section, we will establish the well-posedness of system (1.1) using semigroup approach. Here and below, we set

\[ \omega_b := (\text{supp } b)^{\circ} \times \omega, \quad \omega_c := (\alpha_2, \alpha_3) \times \omega, \quad \text{and} \quad \omega_d := \begin{cases} \emptyset & \text{if (LCD1) holds,} \\ (\text{supp } d)^{\circ} \times \omega & \text{if (LCD2) holds.} \end{cases} \]

The energy of system (1.1) is given by

\[ E(t) = \frac{1}{2} \int_{\Omega} \left( a|\nabla \phi|^2 + |\phi_t|^2 + |\nabla \psi|^2 + |\psi_t|^2 \right) dX. \quad (2.1) \]

A straightforward computation gives

\[ \frac{d}{dt} E(t) = -\int_{\Omega} b|\phi_t|^2 dX - \int_{\Omega} d|\psi_t|^2 dX \leq 0, \quad (2.2) \]

which indicates that the energy of system (1.1) is dissipative. Now, let us define the energy space \( \mathcal{H} \) by

\[ \mathcal{H} = \left( H^1_0(\Omega) \times L^2(\Omega) \right)^2, \]

that is a Hilbert space, equipped with the inner product defined by

\[ \langle \Phi, \Phi_1 \rangle_{\mathcal{H}} = \int_{\Omega} \left( a\nabla \phi \cdot \nabla \phi_1 + v \phi_1 + \psi \cdot \nabla \phi_1 + z \psi_1 \right) dX, \]

for all \( \Phi = (\phi, v, \psi, z)^T \) and \( \Phi_1 = (\phi_1, v_1, \psi_1, z_1)^T \) in \( \mathcal{H} \). The expression \( \| \cdot \|_{\mathcal{H}} \) will denote the corresponding norm. We define the unbounded linear operator \( A : D(A) \subset \mathcal{H} \to \mathcal{H} \) by

\[ D(A) = [D(\Delta_{\text{Dir}}) \times H^1_0(\Omega)]^2, \quad (2.3) \]

and

\[ A\Phi = (v, \Delta \phi - bv - cz, a \Delta \psi - dz + cv)^T, \quad \forall \Phi = (\phi, v, \psi, z)^T \in D(A), \]

where \( D(\Delta_{\text{Dir}}) := \{ u \in H^1_0(\Omega) : \Delta u \in L^2(\Omega) \} \).

If \( \Phi = (\phi, \phi_t, \psi, \psi_t)^T \) is the state of system (1.1), then this system is transformed into the first-order evolution equation on the Hilbert space \( \mathcal{H} \) given by

\[ \Phi_t = A\Phi, \quad \Phi(0) = \Phi_0, \quad (2.4) \]

where \( \Phi_0 = (\phi_0, \phi_1, \psi_0, \psi_1)^T \).

**Proposition 2.1.** The unbounded linear operator \( A \) is m-dissipative in the energy space \( \mathcal{H} \).

**Proof.** For all \( \Phi = (\phi, v, \psi, z)^T \in D(A) \), we have

\[ \Re \langle A\Phi, \Phi \rangle_{\mathcal{H}} = -\int_{\Omega} b|v|^2 dX - \int_{\Omega} d|z|^2 dX \leq 0, \quad (2.5) \]
which implies that $A$ is dissipative. Now, let us prove that $A$ is maximal. For this aim, let $F = (f_1, f_2, f_3, f_4)^\top \in \mathcal{H}$, we look for a unique solution $\Phi = (\phi, v, \psi, z)^\top \in D(A)$ of

$$-A\Phi = F.$$  \hfill (2.6)

Equivalently, we have the following system:

$$-v = f_1 \quad \text{and} \quad -z = f_3$$  \hfill (2.7)

and

$$-\Delta \phi + bv + cz = f_2 \quad \text{and} \quad -a\Delta \psi + dz - cv = f_4.$$  \hfill (2.8)

Substituting (2.7) in (2.8), we get

$$-\Delta \phi = f_2 + bf_1 + cf_3,$$  \hfill (2.9)

$$-a\Delta \psi = f_4 + df_3 - cf_1,$$  \hfill (2.10)

with full Dirichlet boundary conditions

$$\phi = \psi = 0 \quad \text{on} \quad \partial \Omega.$$  \hfill (2.11)

Let $(\zeta, \xi) \in H^1_0(\Omega) \times H^1_0(\Omega)$. Multiplying (2.9) and (2.10) by $\zeta$ and $\xi$, integrating over $\Omega$, using formal integration by parts and the definition of $b$ and $c$, and adding the two equations, we get

$$\beta((\phi, \psi), (\zeta, \xi)) = L(\zeta, \xi), \quad \forall (\zeta, \xi) \in H^1_0(\Omega) \times H^1_0(\Omega),$$  \hfill (2.12)

where

$$\beta((\phi, \psi), (\zeta, \xi)) = \int_\Omega \nabla \phi \cdot \nabla \zeta dX + a \int_\Omega \nabla \psi \cdot \nabla \xi dX.$$  

and

$$L(\zeta, \xi) = \int_\Omega (f_2 + bf_1 + cf_3) \zeta dX + \int_\Omega (f_4 + df_3 - cf_1) \xi dX.$$  

It is easy to see that $\beta$ is a sesquilinear, continuous, and coercive form on $H^1_0(\Omega) \times H^1_0(\Omega)$, and $L$ is an antilinear and continuous form on $H^1_0(\Omega) \times H^1_0(\Omega)$. Then, it follows by Lax–Millgram theorem that (2.12) admits a unique solution $(\phi, \psi) \in H^1_0(\Omega) \times H^1_0(\Omega)$. By taking test functions $(\zeta, \xi) \in (D(\Omega))^2$, we see that (2.9)–(2.11) hold in the distributional sense, from which we deduce that $\phi, \psi \in D(\Delta_{\text{Dir}})$. Consequently, $\Phi = (\phi, -f_1, \psi, -f_3)^\top \in D(A)$ is the unique solution of (2.6). Then, $A$ is an isomorphism, and since $\rho(A)$ is an open set of $\mathbb{C}$ (see Theorem 6.7 [Chapter III] in [10]), we easily get $R(\lambda I - A) = \mathcal{H}$ for a sufficiently small $\lambda > 0$. This, together with the dissipativeness of $A$, implies that $D(A)$ is dense in $\mathcal{H}$ and that $A$ is $m$-dissipative in $\mathcal{H}$ (see Theorems 4.5 and 4.6 in [13]). The proof is thus complete.  \hfill \Box

Thus, according to Lumer–Phillips Theorem (see [13]), the operator $A$ generates a $C_0$-semigroup of contractions $(e^{tA})_{t \geq 0}$. Then, the solution of the Cauchy problem (2.4) admits the following representation:

$$\Phi(t) = e^{tA}\Phi_0, \quad t \geq 0,$$

which leads to the well-posedness of (2.4). Hence, we have the following result.
Theorem 2.2. Let $\Phi_0 \in \mathcal{H}$, then system (2.4) admits a unique weak solution $\Phi$ that satisfies

$$\Phi \in C(\mathbb{R}_+, \mathcal{H}).$$

Moreover, if $\Phi_0 \in D(A)$, then problem (2.4) admits a unique strong solution $\Phi$ that satisfies

$$\Phi \in C^1(\mathbb{R}_+, \mathcal{H}) \cap C(\mathbb{R}_+, D(A)).$$

2.2. Strong Stability

In this subsection, we will prove the strong stability of system (1.1). The main result of this subsection is the following theorem.

Theorem 2.3. Assume that (LCD1) or (LCD2) holds. Then, the $C_0$-semigroup of contraction $\left(e^{tA}\right)_{t \geq 0}$ is strongly stable in $\mathcal{H}$, i.e., for all $\Phi_0 \in \mathcal{H}$, the solution of (2.4) satisfies

$$\lim_{t \to \infty} \|e^{tA}\Phi_0\|_{\mathcal{H}} = 0.$$

Proof. Since the resolvent of $A$ is compact in $\mathcal{H}$, then according to Arendt–Batty theorem, see [2, p. 837], system (1.1) is strongly stable if and only if $A$ does not have pure imaginary eigenvalues, that is, $\sigma(A) \cap i\mathbb{R} = \emptyset$. Since from Sect. 2.1, we already have $0 \in \rho(A)$, it remains to show that $\sigma(A) \cap i\mathbb{R}^* = \emptyset$. For this aim, suppose by contradiction that there exists a real number $\lambda \neq 0$ and $\Phi = (\phi, v, \psi, z)^T \in D(A) \setminus \{0\}$, such that

$$A\Phi = i\lambda \Phi.$$ 

Detailing (2.13), we get the following system:

\begin{align*}
v &= i\lambda \phi & \text{in } \Omega, \\
\Delta \phi - bv - cz &= i\lambda v & \text{in } \Omega, \\
z &= i\lambda \psi & \text{in } \Omega, \\
a\Delta \psi - dz + cv &= i\lambda z & \text{in } \Omega.
\end{align*}

From (2.5) and (2.13), we have

$$0 = \Re \left( i\lambda \|\Phi\|_{\mathcal{H}}^2 \right) = \Re \left( \langle A\Phi, \Phi \rangle_{\mathcal{H}} \right) = -\int_\Omega b|v|^2dX - \int_\Omega d|z|^2dX \leq 0. \quad (2.18)$$

Thus, from (2.14), (2.16), (2.18) and the fact that $\lambda \neq 0$, we have

$$\begin{cases}
\phi = v = 0 \text{ in } \omega_b, & \text{if (LCD1) holds,} \\
\phi = v = 0 \text{ in } \omega_b \text{ and } \psi = z = 0 \text{ in } \omega_c, & \text{if (LCD2) holds.}
\end{cases} \quad (2.19)$$

If (LCD1) holds. Then, from (2.14)–(2.15), (2.19) and the fact that $\lambda \neq 0$, we get

$$cz = 0 \text{ in } \omega_b \supset \omega_c \text{ and consequently } \psi = z = 0 \text{ in } \omega_c. \quad (2.20)$$

Inserting (2.14) and (2.16) in (2.15) and (2.17), respectively, then using (2.19) and (2.20), we obtain

$$\begin{cases}
\lambda^2 \phi + \Delta \phi = 0 & \text{in } \Omega, \\
\lambda^2 \psi + a\Delta \psi = 0 & \text{in } \Omega, \\
\phi = 0 & \text{in } \omega_b \subset \Omega, \\
\psi = 0 & \text{in } \omega_c \subset \Omega.
\end{cases} \quad (2.21)$$
Using the unique continuation theorem, we get
\[ \phi = \psi = 0 \quad \text{in} \quad \Omega. \]  
(2.22)

Finally, from (2.14), (2.16) and (2.22), we deduce that
\[ \Phi = 0. \]

Let us continue the proof in case that (LCD2) holds. Then from (2.19), (2.14)–(2.17) and the fact that \( \omega_c \subset \omega_b \cap \omega_d \neq \emptyset \), again using the unique continuation theorem, it is easy to conclude that
\[ \Phi = 0 \text{ in } \Omega. \]

The proof has been completed. □

3. Polynomial Stability

The aim of this section is to prove the polynomial stability of the system (1.1). Our main results in this section are the following theorems.

**Theorem 3.1.** Assume that (LCD1) holds. Then, there exists a constant \( C > 0 \) independent of \( \Phi_0 \), such that the energy of system (1.1) satisfies the following estimation:
\[ E(t) \leq \frac{C}{t^2} \| \Phi_0 \|^2_{D(A)}, \quad \forall t > 0, \quad \forall \Phi_0 \in D(A), \]  
(3.1)
where
\[ \ell = \begin{cases} 4 & \text{if } a = 1, \\ 6 & \text{if } a \neq 1. \end{cases} \]  
(3.2)

**Theorem 3.2.** Assume that (LCD2) holds. Then, there exists a constant \( C > 0 \) independent of \( \Phi_0 \), such that the energy of system (1.1) satisfies the following estimation:
\[ E(t) \leq \frac{C}{t} \| \Phi_0 \|^2_{D(A)}, \quad \forall t > 0, \quad \forall \Phi_0 \in D(A). \]  
(3.3)

To prove them, let us first recall the following necessary and sufficient condition on the polynomial stability of semigroup proposed by Borichev–Tomilov in [6] (see also [5], [12], and the recent paper [15]).

**Theorem 3.3.** Assume that \( A \) is the generator of a strongly continuous semigroup of contractions \( \{e^{tA}\}_{t \geq 0} \) on a Hilbert space \( H \). If
\[ i\mathbb{R} \subset \rho(A), \]  
(3.4)
then for a fixed \( \ell > 0 \), the following conditions are equivalent:
\[ \limsup_{\lambda \in \mathbb{R}, \quad |\lambda| \to \infty} |\lambda|^{\ell} \| (i\lambda I - A)^{-1} \|_{\mathcal{L}(H)} < \infty, \]  
(3.5)
\[ \| e^{tA}X_0 \|^2_H \leq \frac{C}{t^{2\ell}} \| X_0 \|^2_{D(A)}, \quad X_0 \in D(A), \quad \text{for some } C > 0. \]  
(3.6)
According to Theorem 3.3, to prove Theorems 3.1, 3.2, we need to prove that (3.4) and (3.5) hold, where \( \ell \) is defined in (3.2) if (LCD1) holds, and \( \ell = 2 \) if (LCD2) holds. As condition (3.4) is already proved in Theorem 2.3, we only need to prove condition (3.5). Here, we use a contradiction argument. Namely, suppose that (3.5) is false, then there exists \( \{(\lambda_n, \Phi^{(n)} := (\phi^{(n)}, \psi^{(n)}, z^{(n)}))\}_{n \geq 1} \subset \mathbb{R}_+^* \times D(A) \) with

\[
\lambda_n \to \infty \quad \text{as} \quad n \to \infty \quad \text{and} \quad \|\Phi^{(n)}\|_\mathcal{H} = \| (\phi^{(n)}, \psi^{(n)}, z^{(n)}) \|_\mathcal{H} = 1, \quad \forall n \in \mathbb{N},
\]

such that

\[
\lambda_n^\ell (i\lambda_n - A) \Phi^{(n)} = F^{(n)} := (f_1^{(n)}, f_2^{(n)}, f_3^{(n)}, f_4^{(n)}),
\]

\[
f_4^{(n)} \to 0 \quad \text{in} \quad \mathcal{H}, \quad \text{as} \quad n \to \infty.
\]

For simplicity, we drop the index \( n \). Detailing (3.8), we get

\[
\begin{cases}
  i\lambda \phi - v = \lambda^{-\ell} f_1 \to 0 & \text{in} \quad H^1_0(\Omega), \\
  i\lambda \psi - \Delta \phi + bv + cz = \lambda^{-\ell} f_2 \to 0 & \text{in} \quad L^2(\Omega), \\
  i\lambda \psi - \Delta \psi = \lambda^{-\ell} f_3 \to 0 & \text{in} \quad H^1_0(\Omega), \\
  i\lambda z - a\Delta \psi + d\psi - cv = \lambda^{-\ell} f_4 \to 0 & \text{in} \quad L^2(\Omega).
\end{cases}
\]

(3.9)

Here, we will check the condition (3.5) by finding a contradiction with (3.7) by showing \( \|\Phi\|_\mathcal{H} = o(1) \). The technique of the proof is related to the orthonormal basis decomposition combined with a new frequency multiplier technique. To this aim, let \( \{e_j\}_{j \in \mathbb{N}^*} \) be the orthonormal basis of the Laplace operator with Dirichlet boundary conditions in \( \omega \), such that

\[-\Delta e_j = \mu_j^2 e_j,
\]

and \( \mu_j \to \infty \) when \( j \to \infty \). We may expand \( \phi \) into a series of the form

\[
\phi(X) = \sum_{j=1}^{\infty} \phi_j(x) e_j(x_1, \ldots, x_{N-1}), \quad X = (x, x_1, \ldots, x_{N-1}) \in \Omega.
\]

(3.10)

Similarly, \( v, \psi, z, f_1, f_2, f_3 \) and \( f_4 \) can be decomposed into a form of series expansion similar to that in (3.10) with, respectively, the coefficients \( v_j(x), \psi_j(x), z_j(x), f_1^j(x), f_2^j(x), f_3^j(x), f_4^j(x) \). This gives rise to functions

\[
(\phi_j, v_j, \psi_j, z_j) \in \left( (H^2(0, 1) \cap H^1_0(0, 1)) \times H^1_0(0, 1) \right)^2
\]

and

\[
(f_1^j, f_2^j, f_3^j, f_4^j) \in \left( H^1_0(0, 1) \times L^2(0, 1) \right)^2.
\]

(3.11)

Using the orthonormality of the set \( \{e_j\}_{j \in \mathbb{N}^*} \), system (3.9) turns into the system of one-dimensional equations

\[
i\lambda \phi_j - v_j = \lambda^{-\ell} f_1^j,
\]

(3.12)

\[
i\lambda v_j - \phi_j'' + \mu_j^2 \phi_j + bv_j + cz_j = \lambda^{-\ell} f_2^j,
\]

(3.13)

\[
i\lambda \psi_j - z_j = \lambda^{-\ell} f_3^j,
\]

(3.14)

\[
i\lambda z_j - a\psi_j'' + a\mu_j^2 \psi_j + d\psi_j - cv_j = \lambda^{-\ell} f_4^j.
\]

(3.15)
where “’” represents the derivative with respect to $x$. System (3.12)–(3.15) is subjected to the following boundary conditions:

$$\phi_j(0) = \phi_j(1) = \psi_j(0) = \psi_j(1) = 0.$$  

Note that from the orthonormal basis decomposition, we have

$$\|F\|_\mathcal{H}^2 = \sum_{j=1}^\infty \left( \|f_j^1\|^2 + \mu_j^2 \|f_j^1\|^2 + \|f_j^2\|^2 + a\|(f_j^3)'\|^2 + a\mu_j^2 \|f_j^3\|^2 + \|f_j^4\|^2 \right),$$

$$\|\Phi\|_\mathcal{H}^2 = \sum_{j=1}^\infty \left( \|(\phi_j)'\|^2 + \mu_j^2 \|\phi_j\|^2 + \|v_j\|^2 + a\|(\psi_j)'\|^2 + a\mu_j^2 \|\psi_j\|^2 + \|z_j\|^2 \right),$$

where $\| \cdot \| := \| \cdot \|_{L^2(0,1)}$ and $\| \cdot \|_\infty := \| \cdot \|_{L^\infty(0,1)}$. Inserting (3.12) and (3.14), respectively, in (3.13) and (3.15), we get

$$\lambda^2 \phi_j + \phi_j'' - \mu_j^2 \phi_j - i\lambda b \phi_j - i\lambda c \psi_j = F_j^1,$$

$$\lambda^2 \psi_j + a\psi_j'' - a\mu_j^2 \psi_j - i\lambda d \psi_j + i\lambda c \phi_j = F_j^2,$$

where

$$F_j^1 = -\left( \frac{f_j^2}{\lambda^2} + \frac{if_j^1}{\lambda^{\ell-1}} + \frac{bf_j^1}{\lambda} + \frac{cf_j^2}{\lambda^2} \right) \quad \text{and} \quad F_j^2 = -\left( \frac{f_j^4}{\lambda^2} + \frac{if_j^3}{\lambda^{\ell-1}} - \frac{df_j^3}{\lambda} - \frac{cf_j^1}{\lambda^2} \right).$$

Before going on, let us first give the consequence of the dissipativeness property on the solution $(\phi_j,v_j,\psi_j,z_j)$ of the system (3.12)–(3.15).

**Lemma 3.4.** The solution $(\phi,v,\psi,z)$ of system (3.9) satisfies the following estimations:

$$\sum_{j=1}^\infty \|\sqrt{b} v_j\|^2 = o\left(\lambda^{-\ell}\right), \quad \sum_{j=1}^\infty \|\sqrt{d} z_j\|^2 = o\left(\lambda^{-\ell}\right),$$

$$\sum_{j=1}^\infty \|\lambda \sqrt{b} \phi_j\|^2 = o\left(\lambda^{-\ell}\right), \quad \sum_{j=1}^\infty \|\lambda \sqrt{d} \psi_j\|^2 = o\left(\lambda^{-\ell}\right).$$

**Proof.** First, taking the inner product of (3.8) with $\Phi$ in $\mathcal{H}$, we remark that

$$\|\sqrt{b}v\|_{L^2(\Omega)}^2 + \|\sqrt{d}z\|_{L^2(\Omega)}^2 = -\Re(\langle A\Phi, \Phi \rangle_{\mathcal{H}}) = \Re(\langle (i\lambda I - A)\Phi, \Phi \rangle_{\mathcal{H}}) = o(\lambda^{-\ell}).$$

Thus, by the orthonormal basis decomposition, we get the first estimations in (3.19). Now, multiplying (3.12) (resp. (3.14)) by $\sqrt{b}$ (resp. $\sqrt{d}$) and using the estimations in (3.19) and that $\|F\|_\mathcal{H} = o(1)$, we get the estimations in (3.20).

The proof has been completed. 

\[\square\]

**3.1. Proof of Theorem 3.1**

The proof of Theorem 3.1 is divided into several Lemmas. In these following Lemmas, we assume that (LCD1) holds.

**Lemma 3.5.** The solution $(\phi,v,\psi,z)$ of system (3.9) satisfies the following estimation:

$$\sum_{j=1}^\infty \left( \|\phi_j''\|_{L^2(D_\varepsilon)}^2 + \mu_j^2 \|\phi_j\|_{L^2(D_\varepsilon)}^2 \right) = o\left(\lambda^{-\left(\frac{\varepsilon}{2}+1\right)}\right),$$

(3.22)
where \( D_\varepsilon := (\alpha_1 + \varepsilon, \alpha_4 - \varepsilon) \) with a positive real number \( \varepsilon \) small enough, such that \( \alpha_1 + \varepsilon < \alpha_2 < \alpha_3 < \alpha_4 - \varepsilon \).

**Proof.** First, let us fix the following cut-off function \( \theta_1 \in C^1([0, 1]) \), such that \( 0 \leq \theta_1 \leq 1 \), for all \( x \in [0, 1] \) and:

\[
\theta_1 = 1 \text{ in } D_\varepsilon \text{ and } \theta_1 = 0 \text{ in } (0, \alpha_1) \cup (\alpha_4, 1).
\]

(3.23)

Multiplying (3.16) by \(-\theta_1 \phi_j\), using integration by parts over \((0,1)\), and the definition of \( b, c \) and \( \theta_1 \), we get

\[
- \int_0^1 \theta_1 |\phi_j|^2 dx + \int_0^1 \phi_j (\theta_1' \phi_j + \theta_1 \overline{\phi_j'}) dx + \mu_j^2 \int_0^1 \theta_1 |\phi_j|^2 dx + i \lambda \int_0^1 b \theta_1 |\phi_j|^2 dx + \mu_j \int_0^1 c \theta_1 \psi_j \overline{\phi_j} dx = - \int_0^1 \theta_1 F_j^1 \overline{\phi_j} dx.
\]

Taking the real part and the sum on \( j \) from 1 to \( \infty \) in the above equation, we get

\[
\sum_{j=1}^{\infty} \int_0^1 \theta_1 [|\phi_j'|^2 + \mu_j^2 |\phi_j|^2] dx = \sum_{j=1}^{\infty} \int_0^1 \theta_1 |\phi_j|^2 dx - \sum_{j=1}^{\infty} \Re \left( \int_0^1 \theta_1 \phi_j \overline{\phi_j} dx \right) - \sum_{j=1}^{\infty} \Re \left( \int_0^1 \frac{\partial \lambda \theta_1 \psi_j}{\partial j} \overline{\phi_j} dx \right) - \sum_{j=1}^{\infty} \Re \left( \int_0^1 \frac{\partial x}{\partial j} \overline{\phi_j} dx \right).
\]

(3.24)

Using Cauchy–Schwarz inequality, (3.21), the fact that \( \|\Phi\|_{\mathcal{H}} = 1 \) and \( \|F\|_{\mathcal{H}} = o(1) \), we get

\[
\left| \sum_{j=1}^{\infty} \Re \left( \int_0^1 \frac{\partial \lambda \theta_1 \psi_j}{\partial j} \overline{\phi_j} dx \right) \right| \leq \max_{x \in [0,1]} |\theta_1'(x)| \left( \sum_{j=1}^{\infty} \|\phi_j\|_{L^2(\alpha_2, \alpha_3)}^2 \right)^{\frac{1}{2}} \left( \sum_{j=1}^{\infty} \|\phi_j\|_{L^2(\alpha_2, \alpha_3)}^2 \right)^{\frac{1}{2}} = o\left( \frac{1}{\lambda^{\frac{1}{2} + \varepsilon}} \right),
\]

\[
\left| \sum_{j=1}^{\infty} \Re \left( \int_0^1 \frac{\partial x}{\partial j} \overline{\phi_j} dx \right) \right| \leq \|c\| \left( \sum_{j=1}^{\infty} \|\lambda \psi_j\|_{L^2(\alpha_2, \alpha_3)}^2 \right)^{\frac{1}{2}} \left( \sum_{j=1}^{\infty} \|\phi_j\|_{L^2(\alpha_2, \alpha_3)}^2 \right)^{\frac{1}{2}} = o\left( \frac{1}{\lambda^{\frac{1}{2} + \varepsilon}} \right),
\]

(3.25)

Inserting (3.25) in (3.24) and using (3.21), we get

\[
\sum_{j=1}^{\infty} \int_0^1 \theta_1 [|\phi_j'|^2 + \mu_j^2 |\phi_j|^2] dx = o \left( \lambda^{-\min\left(\frac{3\varepsilon}{2}, \ell + 1\right)} \right).
\]

Finally, using the definition of the function \( \theta_1 \) and the fact that \( \ell \geq 1 \), we get the desired equation (3.22). The proof has been completed. \[\square\]

**Lemma 3.6.** The solution \((\phi, v, \psi, z)\) of system (3.9) satisfies the following estimation:

\[
\sum_{j=1}^{\infty} \|\lambda \psi_j\|_{L^2(\alpha_2, \alpha_3)}^2 = |a - 1| o(\lambda^{-\frac{\ell}{2} + 1}) + o\left( \lambda^{-\min\left(\frac{\ell}{2}, \ell - 1\right)} \right)
\]

\[
= \begin{cases} o \left( \lambda^{-\min\left(\frac{\ell}{2}, \ell - 1\right)} \right) & \text{if } a = 1, \\ o(\lambda^{-\frac{\ell}{2} + 1}) & \text{if } a \neq 1. \end{cases}
\]

(3.26)
Proof. First, let us fix the following cut-off function $\theta_2 \in C^1([0,1])$, such that $0 \leq \theta_2 \leq 1$, for all $x \in [0,1]$ and:

$$\theta_2 = 1 \text{ in } D_{2\varepsilon} := (\alpha_1 + 2\varepsilon, \alpha_4 - 2\varepsilon)$$

and $\theta_2 = 0$ in $(0, \alpha_1 + \varepsilon) \cup (\alpha_4 - \varepsilon, 1)$, \hspace{1cm} (3.27)

with a positive real number $\varepsilon$ small enough, such that $\alpha_1 + 2\varepsilon \leq \alpha_2 < \alpha_3 \leq \alpha_4 - 2\varepsilon$. Multiplying (3.16) by $a\theta_2\lambda \overline{\psi}_j$, using integration by parts over $(0,1)$, and the definition of the functions $b$, $c$ and $\theta_2$, we get

$$a\lambda^3 \int_0^1 \theta_2 \phi_j \overline{\psi}_j dx - a\lambda \int_0^1 \theta_2' \phi_j \overline{\psi}_j dx - a\lambda \int_0^1 \theta_2 \phi_j' \overline{\psi}_j dx - a\lambda \mu_j^2 \int_0^1 \theta_2 \phi_j \overline{\psi}_j dx$$

$$-ia\lambda^2 \int_0^1 b \theta_2 \phi_j \overline{\psi}_j dx - ia \int_{\alpha_2}^{\alpha_3} c |\lambda \psi|^2 dx = a\lambda \int_0^1 \theta_2 F_j^2 \overline{\psi}_j dx. \hspace{1cm} (3.28)$$

Now, multiplying (3.17) by $\theta_2 \overline{\lambda \psi}$, using integration by parts over $(0,1)$, and the definition of $c$ and $\theta_2$, we get

$$\lambda^3 \int_0^1 \theta_2 \phi_j \overline{\psi}_j dx - a\lambda \int_0^1 \theta_2' \phi_j \overline{\psi}_j dx - a\lambda \int_0^1 \theta_2 \phi_j' \overline{\psi}_j dx - a\lambda \mu_j^2 \int_0^1 \theta_2 \phi_j \overline{\psi}_j dx$$

$$+i \int_{\alpha_2}^{\alpha_3} c \theta_2 |\lambda \phi_j|^2 dx = \lambda \int_0^1 \theta_2 F_j^2 \overline{\phi}_j dx. \hspace{1cm} (3.29)$$

Subtracting (3.28) and (3.29), and taking the imaginary part, we get

$$a \int_{\alpha_2}^{\alpha_3} c |\lambda \psi_j|^2 dx = (a-1)\lambda^3 \Re \left( \int_0^1 \theta_2 \phi_j' \overline{\psi}_j dx \right) - a\lambda \Re \left( \int_0^1 \theta_2' \phi_j' \overline{\psi}_j dx \right)$$

$$-a\lambda \Re \left( \int_0^1 \theta_2' \phi_j \overline{\psi}_j dx \right) - a\lambda^2 \Re \left( i \int_0^1 b \theta_2 \phi_j \overline{\psi}_j dx \right) + \int_{\alpha_2}^{\alpha_3} c \theta_2 |\lambda \phi_j|^2 dx$$

$$-a\lambda \Re \left( \int_0^1 \theta_2 F_j^2 \overline{\phi}_j dx \right) - \lambda \Re \left( \int_0^1 \theta_2 F_j^2 \overline{\phi}_j dx \right). \hspace{1cm} (3.30)$$

Using integration by parts and the definition of $\theta_2$, we get

$$- \Re \left( \int_0^1 \theta_2' \phi_j' \overline{\psi}_j dx \right) = \Re \left( \int_0^1 \theta_2' \phi_j \overline{\psi}_j dx \right) + \Re \left( \int_0^1 \theta_2 \phi_j' \overline{\psi}_j dx \right). \hspace{1cm} (3.31)$$

Inserting (3.31) in (3.30) and take the sum over $j$, we get

$$a \sum_{j=1}^{\infty} \int_{\alpha_2}^{\alpha_3} c |\lambda \psi_j|^2 dx = (a-1)\lambda^3 \sum_{j=1}^{\infty} \Re \left( \int_0^1 \theta_2 \phi_j' \overline{\psi}_j dx \right) + a\lambda \sum_{j=1}^{\infty} \Re \left( \int_0^1 \theta_2' \phi_j' \overline{\psi}_j dx \right)$$

$$-2a\lambda \sum_{j=1}^{\infty} \Re \left( \int_0^1 \theta_2' \phi_j \overline{\psi}_j dx \right) - a\lambda^2 \sum_{j=1}^{\infty} \Re \left( i \int_0^1 b \theta_2 \phi_j \overline{\psi}_j dx \right) + \sum_{j=1}^{\infty} \int_{\alpha_2}^{\alpha_3} c |\lambda \phi_j|^2 dx$$

$$-a\lambda \sum_{j=1}^{\infty} \Re \left( \int_0^1 \theta_2 F_j^2 \overline{\phi}_j dx \right) - \lambda \sum_{j=1}^{\infty} \Re \left( \int_0^1 \theta_2 F_j^2 \overline{\phi}_j dx \right). \hspace{1cm} (3.32)$$
Using Cauchy–Schwarz inequality, the definition of the function $\theta_2$, and the fact that $\|\Phi\|_H = 1$, $\|F\|_H = o(1)$ and (3.21), we get

\[
\begin{align*}
(a - 1)\lambda & = \frac{\sum_{j=1}^{\infty} \lambda \left( \int_0^1 \theta_2 \phi_j \psi_j \, dx \right)}{\omega_1} = a - 1 |\lambda| \leq \frac{\lambda^2}{\omega_1}, & & a \lambda \sum_{j=1}^{\infty} \lambda \left( \int_0^1 \theta_2 \phi_j \psi_j \, dx \right) = o \left( \lambda^{-\frac{\xi}{2}} \right), \\
0 & = \frac{\sum_{j=1}^{\infty} \lambda \left( \int_0^1 \theta_2 \phi_j \psi_j \, dx \right)}{\omega_1} = o \left( \lambda^{-\frac{\xi}{2}} \right), & & \lambda^2 \sum_{j=1}^{\infty} \lambda \left( \int_0^1 \theta_2 \phi_j \psi_j \, dx \right) = o \left( \lambda^{-\frac{\xi}{2}} \right), \\
0 & = \frac{\sum_{j=1}^{\infty} \lambda \left( \int_0^1 \theta_2 \psi_j \bar{\psi}_j \, dx \right)}{\omega_1} = o \left( \lambda^{-\frac{\xi}{2}} \right), & & \lambda^2 \sum_{j=1}^{\infty} \lambda \left( \int_0^1 \theta_2 \psi_j \bar{\psi}_j \, dx \right) = o \left( \lambda^{-\frac{\xi}{2}} \right).
\end{align*}
\]

Finally, inserting the above estimation in (3.32), using (3.21), and the definition of the functions $c$ and $\theta_2$, we get the desired estimate (3.26). The proof has been completed.

**Lemma 3.7.** The solution $(\phi, v, \psi, z)$ of system (3.9) satisfies the following estimation:

\[
\sum_{j=1}^{\infty} \left( \|\psi_j\|_{L^2(\omega_0)}^2 + \mu_j^2 \|\psi_j\|_{L^2(\omega_0)}^2 \right) = \begin{cases} o \left( \frac{\lambda^{-\min(\xi, \xi^2 - 1)}}{\xi} \right) & \text{if } a = 1, \\
o \left( \lambda^{\frac{\xi}{2} + 1} \right) & \text{if } a \neq 1, \end{cases}
\]

where $\omega_0 := (\alpha_2 + \varepsilon, \alpha_3 - \varepsilon)$ with a positive real number $\varepsilon$ small enough, such that $\alpha_2 + \varepsilon < \alpha_3 - \varepsilon$.

**Proof.** Let us fix the following cut-off function $\theta_3 \in C^1([0, 1])$, such that $0 \leq \theta_3 \leq 1$, for all $x \in [0, 1]$ and:

| $\theta_3 = 1$ in $\omega_0$ and $\theta_3 = 0$ in $(0, \alpha_2) \cup (\alpha_3, 1)$. |

Multiplying (3.17) by $-\theta_3 \psi_j$, and using integration by parts over $(0, 1)$, we get

\[
- \int_0^1 \theta_3 |\lambda \psi_j|^2 \, dx + a \int_0^1 \psi_j' \left( \theta_3 \bar{\psi}_j + \theta_3 \bar{\psi}_j' \right) \, dx + a \mu_j^2 \int_0^1 \theta_3 |\psi_j|^2 \, dx \\
- \frac{i \lambda}{\alpha_2} \int_{\alpha_2}^{\alpha_3} c \theta_3 \phi_j \overline{\psi}_j \, dx = - \int_0^1 \theta_3 F_j^2 \overline{\psi}_j \, dx. \tag{3.34}
\]

Taking the sum on $j$ in (3.34), we get

\[
a \sum_{j=1}^{\infty} \int_0^1 \theta_3 \left( |\psi_j|^2 + \mu_j^2 |\psi_j|^2 \right) \, dx = \sum_{j=1}^{\infty} \int_0^1 \theta_3 |\psi_j|^2 \, dx - a \sum_{j=1}^{\infty} \int_0^1 \theta_3 |\psi_j|^2 \, dx \\
+ i \lambda \sum_{j=1}^{\infty} \int_{\alpha_2}^{\alpha_3} c \theta_3 \phi_j \overline{\psi}_j \, dx - \sum_{j=1}^{\infty} \int_0^1 \theta_3 F_j^2 \overline{\psi}_j \, dx. \tag{3.35}
\]

Using Cauchy–Schwarz inequality, the definition of the function $\theta_3$, the fact that $\|\Phi\|_H = 1$, $\|F\|_H = o(1)$, and (3.21), we get

\[
\sum_{j=1}^{\infty} \int_0^1 \theta_3 |\psi_j|^2 \, dx = \begin{cases} o \left( \frac{\lambda^{-\min(\xi, \xi^2 - 1)}}{\xi} \right) & \text{if } a = 1, \\
o \left( \lambda^{\frac{\xi}{2} + 1} \right) & \text{if } a \neq 1, \end{cases}
\]

\[
\sum_{j=1}^{\infty} \int_0^1 \theta_3 F_j^2 \overline{\psi}_j \, dx = o \left( \lambda^{-\xi} \right).
\]
Finally, inserting the above estimations in (3.35), using (3.26), the definition of $\theta_3$, and the fact that $\ell \geq 4$, we get the desired result (3.34). The proof has been completed.

**Lemma 3.8.** Let $h \in C^\infty([0, 1])$, such that $h(0) = h(1) = 0$. The solution $(\phi, v, \psi, z)$ of system (3.9) satisfies the following estimations:

\[
\sum_{j=1}^\infty \int_0^1 h' (\lambda^2 - \mu_j^2) |\phi_j|^2 \, dx + \sum_{j=1}^\infty \int_0^1 h' |\phi'_j|^2 \, dx = o \left( \lambda^{- \frac{4}{7}} \right),
\]

\[
\sum_{j=1}^\infty \int_0^1 h' (\lambda^2 - \mu_j^2) |\psi_j|^2 \, dx + a \sum_{j=1}^\infty \int_0^1 h' |\psi'_j|^2 \, dx = o \left( \lambda^{- \frac{4}{7}} \right).
\]

**Proof.** First, multiplying (3.16) by $-2\overline{\phi_j'}$, taking the real part, and using the definition of $b$ and $c$, we get

\[
-2\lambda^2 \Re \left( \int_0^1 h\phi_j\phi_j' \, dx \right) - 2\Re \left( \int_0^1 h\phi_j''\phi_j' \, dx \right)
\]

\[
+ 2\mu_j^2 \Re \left( \int_0^1 h\phi_j\phi_j' \, dx \right) + 2\lambda \Re \left( i\lambda \int_0^1 bh\phi_j\overline{\phi_j'} \, dx \right)
\]

\[
+ 2\lambda \Re \left( i \int_{\alpha_2}^{\alpha_3} c\psi_j\overline{\phi_j'} \, dx \right) = -2\Re \left( \int_0^1 hF_j^1\overline{\phi_j'} \, dx \right).
\]

Using integration by parts in the above equation and taking the sum on $j$, we get

\[
\sum_{j=1}^\infty \int_0^1 h' (\lambda^2 - \mu_j^2) |\phi_j|^2 \, dx + \sum_{j=1}^\infty \int_0^1 h' |\phi'_j|^2 \, dx = -2\sum_{j=1}^\infty \Re \left( i\lambda \int_0^1 bh\phi_j\overline{\phi_j'} \, dx \right)
\]

\[
-2\sum_{j=1}^\infty \Re \left( i\lambda \int_{\alpha_2}^{\alpha_3} c\psi_j\overline{\phi_j'} \, dx \right) - 2\sum_{j=1}^\infty \Re \left( \int_0^1 hF_j^1\overline{\phi_j'} \, dx \right).
\]

Now, using the fact that $\sum_{j=1}^\infty \|\phi_j\|^2 = O(1)$ and (3.21), we get

\[
\left| 2\sum_{j=1}^\infty \Re \left( i\lambda \int_0^1 bh\phi_j\overline{\phi_j'} \, dx \right) \right| = o \left( \lambda^{- \frac{4}{7}} \right).
\]

Using (3.22), (3.26), the fact that $(\alpha_2, \alpha_3) \subset D_\varepsilon$ and $\ell \geq 4$, we get

\[
\left| \sum_{j=1}^\infty \Re \left( i\lambda \int_{\alpha_2}^{\alpha_3} c\psi_j\overline{\phi_j'} \, dx \right) \right| = \begin{cases} o \left( \lambda^{- \frac{4}{7} + \frac{s}{2}} \right) & \text{if } a = 1, \\
 o \left( \lambda^{- \frac{4}{7}} \right) & \text{if } a \neq 1. \end{cases}
\]

Using the facts that $\sum_{j=1}^\infty \|\phi_j\|^2 = O(1)$ and that $\|F\|_{\mathcal{H}} = o(1)$, we get

\[
\left| \sum_{j=1}^\infty \Re \left( \int_0^1 hF_j^1\overline{\phi_j'} \, dx \right) \right| = o \left( \lambda^{- \ell - 1} \right).
\]

Inserting (3.39)–(3.41) in (3.38) and using the fact that $\ell \geq 4$, we get (3.36).

Now, multiplying (3.17) by $-2\overline{\psi_j'}$, taking the real part, integrating by parts
over \((0, 1)\), taking the sum on \(j\), and using the definition of \(c\), we get

\[
\sum_{j=1}^{\infty} \int_{0}^{1} h'(\lambda^2 - a\mu_j^2) |\psi_j|^2 dx + a \sum_{j=1}^{\infty} \int_{0}^{1} h'|\psi'_j|^2 dx \\
= 2 \sum_{j=1}^{\infty} \Re \left( i\lambda \int_{\alpha_2}^{\alpha_3} c\phi_j \psi_j^* dx \right) - \sum_{j=1}^{\infty} \Re \left( \int_{0}^{1} hF^2_j \psi_j^* dx \right). \tag{3.42}
\]

Using the fact that \(\sum_{j=1}^{\infty} \|\psi'_j\|^2 = O(1)\), the definition of \(F^2_j\), and the fact that \(\|F\|_{\mathcal{H}} = o(1)\), we get

\[
\left| \sum_{j=1}^{\infty} \Re \left( i\lambda \int_{\alpha_2}^{\alpha_3} c\phi_j \psi_j^* dx \right) \right| = o \left( \frac{\lambda}{\ell} \right) \text{ and } \left| \sum_{j=1}^{\infty} \Re \left( \int_{0}^{1} hF^2_j \psi_j^* dx \right) \right| = o \left( \frac{\lambda}{\ell - 1} \right).
\]

Finally, inserting the above estimation and (3.39) in (3.42) and using the fact that \(\ell \geq 4\), we get the desired result (3.37). The proof has been completed. 

\(\square\)

**Lemma 3.9.** Let \(h \in \mathcal{C}^\infty([0, 1])\), such that \(h(0) = h(1) = 0\). The solution \((\phi, \nu, \psi, z)\) of system (3.9) satisfies the following estimations:

\[
\sum_{j=1}^{\infty} \int_{0}^{1} h'(-\lambda^2 + \mu_j^2) |\phi_j|^2 dx + \sum_{j=1}^{\infty} \int_{0}^{1} h'|\phi'_j|^2 dx \\
+ \sum_{j=1}^{\infty} \int_{0}^{1} h'' \phi'_j \phi_j dx = o \left( \frac{\lambda}{\ell + 1} \right), \tag{3.43}
\]

\[
\sum_{j=1}^{\infty} \int_{0}^{1} h'(-\lambda^2 + a\mu_j^2) |\psi_j|^2 dx + a \sum_{j=1}^{\infty} \int_{0}^{1} h'|\psi'_j|^2 dx \\
+ a \sum_{j=1}^{\infty} \int_{0}^{1} h'' \psi'_j \psi_j dx = o \left( \frac{\lambda}{\ell + 1} \right). \tag{3.44}
\]

**Proof.** Multiplying (3.16) by \(-h'\phi_j\), using integration by parts over \((0, 1)\), and taking the sum on \(j\), we get

\[
\sum_{j=1}^{\infty} \int_{0}^{1} (-\lambda^2 + \mu_j^2) h'|\phi_j|^2 dx + \sum_{j=1}^{\infty} \int_{0}^{1} h'|\phi'_j|^2 dx + \sum_{j=1}^{\infty} \int_{0}^{1} h'' \phi'_j \phi_j dx \\
+ i\lambda \sum_{j=1}^{\infty} \int_{0}^{1} bh'|\phi_j|^2 dx + i\lambda \sum_{j=1}^{\infty} \int_{\alpha_2}^{\alpha_3} ch' \psi_j \phi_j dx = -\sum_{j=1}^{\infty} \int_{0}^{1} h'F^1_j \phi_j dx. \tag{3.45}
\]
Now, using (3.21), (3.26), the definition of $F^1_j$, and the fact that $\|F\|_{\mathcal{H}} = o(1)$ and $\sum_{j=1}^{\infty} \|\lambda \phi_j\|^2 = O(1)$, we get

$$\left| \lambda \sum_{j=1}^{\infty} \int_0^1 bh'|\phi_j|^2 \, dx \right| = o \left( \lambda^{-(\ell+1)} \right),$$

$$\left| \lambda \sum_{j=1}^{\infty} \int_{\alpha_2}^{\alpha_3} ch' \psi_j \phi_j \, dx \right| = o \left( \lambda^{-(\ell+1)} \right), \quad \left| \sum_{j=1}^{\infty} \int_0^1 h' F^1_j \phi_j \, dx \right| = o \left( \lambda^{-\ell} \right).$$

Inserting the above estimations in (3.45) and using the fact that $\ell \geq 4$, we get (3.43). In the same way, multiplying (3.17) by $-h' \psi_j$, using integration by parts over $(0,1)$, and using the definition of $c$, we get

$$\sum_{j=1}^{\infty} \int_0^1 h' (-\lambda^2 + a \mu_j^2) |\psi_j|^2 \, dx + a \sum_{j=1}^{\infty} \int_0^1 h'|\psi_j|^2 \, dx + a \sum_{j=1}^{\infty} \int_0^1 h'' \psi_j^2 \, dx$$

$$-i\lambda \sum_{j=1}^{\infty} \int_{\alpha_2}^{\alpha_3} ch' \phi_j \psi_j \, dx = -\sum_{j=1}^{\infty} \int_0^1 h' F^2_j \psi_j \, dx.$$  \hspace{1cm} (3.46)

Using (3.26), the definition of $F^2_j$, and the fact that $\|F\|_{\mathcal{H}} = o(1)$ and $\sum_{j=1}^{\infty} \|\lambda \psi_j\| = O(1)$, we get

$$\left| i\lambda \sum_{j=1}^{\infty} \int_{\alpha_2}^{\alpha_3} ch' \phi_j \psi_j \, dx \right| = o \left( \lambda^{-(\ell+1)} \right), \quad \left| \sum_{j=1}^{\infty} \int_0^1 h' F^2_j \psi_j \, dx \right| = o \left( \lambda^{-\ell} \right).$$

Finally, inserting the above estimations in (3.46) and using the fact that $\ell \geq 4$, we get (3.44). The proof has been completed. \hfill \Box

**Lemma 3.10.** The solution $(\phi, v, \psi, z)$ of system (3.9) satisfies the following estimation:

$$\|\Phi\|^2_{\mathcal{H}} = \begin{cases} o \left( \lambda^{-\frac{\ell}{2}+2} \right) & \text{if } a = 1, \\ o \left( \lambda^{-\frac{\ell}{2}+3} \right) & \text{if } a \neq 1. \end{cases} \hspace{1cm} (3.47)$$

**Proof.** First, adding (3.36), (3.43), (3.37), and (3.44), we get

$$2 \sum_{j=1}^{\infty} \int_0^1 h'|\phi_j'|^2 \, dx + 2a \sum_{j=1}^{\infty} \int_0^1 h'|\psi_j|^2 \, dx$$

$$+ \sum_{j=1}^{\infty} \int_0^1 h'' \phi_j \phi_j \, dx + a \sum_{j=1}^{\infty} \int_0^1 h'' \psi_j \psi_j \, dx = o \left( \lambda^{-\frac{\ell}{2}} \right).$$  \hspace{1cm} (3.48)

Now, take $h(x) = x \theta_4 + (x - 1) \theta_5$, such that

$$\theta_4 := \begin{cases} 1 & \text{in } (0, \alpha_2 + \varepsilon), \\ 0 & \text{in } (\alpha_3 - \varepsilon, 1), \\ 0 \leq \theta_4 \leq 1 & \text{in } \omega_\varepsilon, \end{cases}$$

and

$$\theta_5 := \begin{cases} 0 & \text{in } (0, \alpha_2 + \varepsilon), \\ 1 & \text{in } (\alpha_3 - \varepsilon, 1), \\ 0 \leq \theta_5 \leq 1 & \text{in } \omega_\varepsilon. \end{cases} \hspace{1cm} (3.49)$$

It is easy to see that
\[ h'(x) = x\theta'_4 + \theta_4 + (x-1)\theta'_5 + \theta_5 \quad \text{and} \quad h'' = x\theta''_4 + 2\theta'_4 + (x-1)\theta''_5 + 2\theta'_5. \]  
(3.50)

Using (3.50), the definition of \( \theta_4 \) and \( \theta_5 \), using the fact that \( \sum_{j=1}^{\infty} \| \phi'_j \|^2 = O(1), (3.22), (3.26), \) and (3.33), we get
\[
\left| \sum_{j=1}^{\infty} \int_{0}^{1} h'' \phi'_j \phi_j \, dx \right| = o \left( \lambda^{-\left(\frac{\ell}{2}+1\right)} \right)
\]
and
\[
\left| \sum_{j=1}^{\infty} \int_{0}^{1} h'' \psi'_j \psi_j \, dx \right| = \begin{cases} o \left( \lambda^{-\left(\frac{\ell}{2}+1\right)} \right) & \text{if } a = 1, \\ o \left( \lambda^{-\frac{\ell}{2}+\frac{1}{2}} \right) & \text{if } a \neq 1. \end{cases} \tag{3.51}
\]

Inserting (3.51) in (3.48), we get
\[
\sum_{j=1}^{\infty} \int_{0}^{1} h'|\phi'_j|^2 \, dx + a \sum_{j=1}^{\infty} \int_{0}^{1} h'|\psi'_j|^2 \, dx = o \left( \lambda^{-\frac{\ell}{2}} \right). \tag{3.52}
\]

Setting \( r = x\theta'_4 + (x-1)\theta'_5 \), and using (3.49), (3.22), and (3.33), we get
\[
\sum_{j=1}^{\infty} \int_{0}^{1} r'|\phi'_j|^2 \, dx = o \left( \lambda^{-\left(\frac{\ell}{2}+1\right)} \right)
\]
and
\[
\sum_{j=1}^{\infty} \int_{0}^{1} r'|\psi'_j|^2 \, dx = \begin{cases} o \left( \lambda^{-\frac{\ell}{2}} \right) & \text{if } a = 1, \\ o \left( \lambda^{-\frac{\ell}{2}+\frac{1}{2}} \right) & \text{if } a \neq 1. \end{cases} \tag{3.53}
\]

These estimations, (3.52) and (3.50) yield
\[
\sum_{j=1}^{\infty} \int_{0}^{1} (\theta_4 + \theta_5)|\phi'_j|^2 \, dx = o \left( \lambda^{-\frac{\ell}{2}} \right)
\]
and
\[
\sum_{j=1}^{\infty} \int_{0}^{1} (\theta_4 + \theta_5)|\psi'_j|^2 \, dx = \begin{cases} o \left( \lambda^{-\frac{\ell}{2}} \right) & \text{if } a = 1, \\ o \left( \lambda^{-\frac{\ell}{2}+1} \right) & \text{if } a \neq 1. \end{cases} \tag{3.53}
\]

Using (3.49), (3.22), (3.33), (3.53) and the fact that \( \ell \geq 4 \), we get
\[
\sum_{j=1}^{\infty} \int_{0}^{1} |\phi'_j|^2 \, dx = o \left( \lambda^{-\frac{\ell}{2}} \right) \quad \text{and} \quad \sum_{j=1}^{\infty} \int_{0}^{1} |\psi'_j|^2 \, dx = \begin{cases} o \left( \lambda^{-\frac{\ell}{2}} \right) & \text{if } a = 1, \\ o \left( \lambda^{-\frac{\ell}{2}+1} \right) & \text{if } a \neq 1. \end{cases} \tag{3.54}
\]

Using Poincaré inequality, we get
\[
\sum_{j=1}^{\infty} \int_{0}^{1} |\lambda \phi'_j|^2 \, dx = o \left( \lambda^{-\frac{\ell}{2}+2} \right) \quad \text{and} \quad \sum_{j=1}^{\infty} \int_{0}^{1} |\lambda \psi'_j|^2 \, dx = \begin{cases} o \left( \lambda^{-\frac{\ell}{2}+2} \right) & \text{if } a = 1, \\ o \left( \lambda^{-\frac{\ell}{2}+3} \right) & \text{if } a \neq 1. \end{cases} \tag{3.55}
\]
Using (3.22), (3.34), (3.36), (3.37), and (3.50), we get
\[ \sum_{j=1}^{\infty} \mu_j^2 \int_0^1 |\phi_j|^2 \, dx = o \left( \lambda^{-\frac{4}{3} + 2} \right) \]
and
\[ \sum_{j=1}^{\infty} \mu_j^2 \int_0^1 |\psi_j|^2 \, dx = \begin{cases} o \left( \lambda^{-\frac{4}{3} + 2} \right) & \text{if } a = 1, \\ o \left( \lambda^{-\frac{4}{3} + 3} \right) & \text{if } a \neq 1. \end{cases} \] (3.56)

Finally, from (3.54)–(3.56), we obtain 3.10. The proof has been completed. \( \square \)

**Proof of Theorem 3.1.** Take \( \ell = 4 \) for \( a = 1 \) and \( \ell = 6 \) for \( a \neq 1 \) in Lemma 3.10, we get \( \| \Phi \|_H = o(1) \), which contradicts \( \| \Phi \|_H = 1 \) in (3.7). This implies that
\[ \limsup_{\lambda \in \mathbb{R}, |\lambda| \to \infty} \frac{1}{|\lambda|} \|(i\lambda I - A)^{-1}\|_{L(H)} < \infty. \]
with \( \ell \) defined by (3.2). Finally, according to Theorem 3.3, we obtain the desired result. The proof has been completed. \( \square \)

### 3.2. Proof of Theorem 3.2

The proof of Theorem 3.2 is divided into several Lemmas. In these following Lemmas, we assume that (LCD2) holds.

**Lemma 3.11.** The solution \((\phi, v, \psi, z)\) of system (3.9) satisfies the following estimations:
\[ \sum_{j=1}^{\infty} \left( \|\phi_j\|_{L^2(D_\epsilon)}^2 + \mu_j^2 \|\phi_j\|_{L^2(D_\epsilon)}^2 \right) = o \left( \lambda^{-2} \right) \]
and
\[ \sum_{j=1}^{\infty} \left( \|\psi_j\|_{L^2(D_\epsilon)}^2 + \mu_j^2 \|\psi_j\|_{L^2(D_\epsilon)}^2 \right) = o \left( \lambda^{-2} \right), \] (3.57)
where \( D_\epsilon \) is defined in Lemma 3.5.

**Proof.** First, multiplying (3.16) and (3.17) by \(-\theta_1 \phi_j\) and \(-\theta_1 \psi_j\), respectively (where \( \theta_1 \) is defined in (3.23)), using integration by parts over \((0, 1)\), and (3.19) and (LCD2), and the same arguments than in the proof of Lemma 3.5, we get (3.57). The proof has been completed. \( \square \)

**Lemma 3.12.** Let \( h \in C^\infty([0, 1]) \), such that \( h(0) = h(1) = 0 \). The solution \((\phi, v, \psi, z)\) of system (3.9) satisfies the following estimations:
\[ \sum_{j=1}^{\infty} \int_0^1 h' (\lambda^2 - \mu_j^2) |\phi_j|^2 \, dx + \sum_{j=1}^{\infty} \int_0^1 h' |\phi_j'|^2 \, dx = o \left( \lambda^{-2} \right), \] (3.58)
\[ \sum_{j=1}^{\infty} \int_0^1 h' (\lambda^2 - a\mu_j^2) |\psi_j|^2 \, dx + a \sum_{j=1}^{\infty} \int_0^1 h' |\psi_j'|^2 \, dx = o \left( \lambda^{-2} \right). \] (3.59)

**Proof.** Using the same technique than the one of the proof of Lemma 3.8, we get the proof. \( \square \)
Lemma 3.13. Let $h \in C^\infty([0,1])$, such that $h(0) = h(1) = 0$. The solution $(\phi, v, \psi, z)$ of system (3.9) satisfies the following estimations:

$$
\sum_{j=1}^\infty \int_0^1 h' \left( -\lambda^2 + \mu_j^2 \right) |\phi_j|^2 \, dx + \sum_{j=1}^\infty \int_0^1 h' |\phi_j'|^2 \, dx \\
+ \sum_{j=1}^\infty \int_0^1 h'' \phi_j' \phi_j \, dx = o \left( \lambda^{-2} \right),
$$

(3.60)

$$
\sum_{j=1}^\infty \int_0^1 h' \left( -\lambda^2 + a \mu_j^2 \right) |\psi_j|^2 \, dx + a \sum_{j=1}^\infty \int_0^1 h' |\psi_j'|^2 \, dx \\
+ a \sum_{j=1}^\infty \int_0^1 h'' \psi_j' \psi_j \, dx = o \left( \lambda^{-2} \right).
$$

(3.61)

Proof. Using the same technique than the one of the proof of Lemma 3.8, we get the proof.

Lemma 3.14. The solution $(\phi, v, \psi, z)$ of system (3.9) satisfies the following estimation:

$$
\|\Phi\|_{H_4}^2 = o \left( 1 \right).
$$

(3.62)

Proof. Adding (3.58), (3.60), (3.59), and (3.61) and taking $h(x) = x \theta_4 + (x - 1) \theta_5$, with $\theta_4$ and $\theta_5$ defined in (3.49), and using the same technique than the one of the proof of Lemma 3.10, we get (3.62).
Proof of Theorem 3.2. Lemma 3.14 contradicts $\|\Phi\|_{\mathcal{H}} = 1$ in (3.7). This implies that

$$\limsup_{\lambda \in \mathbb{R}, |\lambda| \to \infty} \frac{1}{|\lambda|^2} \|(i\lambda I - A)^{-1}\|_{\mathcal{L}(\mathcal{H})} < \infty.$$ 

Finally, according to Theorem 3.3, we obtain the desired result. The proof has been completed. 

Some cylindrical domains $\Omega$ with particular choices for the support of $b, c,$ and $d$ are illustrated in Figs. 1, 2, and 3.
4. Conclusion and Open Problems

In this work, the local stabilization of N-dimensional locally coupled wave equations on cylindrical and non-regular domains is considered. The localized damping and coupling regions do not satisfy the geometric control condition (GCC). Based on the frequency domain approach with the orthonormal basis decomposition and specific multiplier techniques, we have proved a polynomial energy decay rate that depends upon the speed wave propagation for indirect stabilization. For direct stability, we established a polynomial energy decay rate of order $t^{-1}$. The case where the coupling region is included in the damping region and both regions do not hit the boundary is still an open problem (see Fig. 4 for an illustration). Moreover, the case $0 < \alpha_1 = \alpha_2 < \alpha_4 < \alpha_3 < 1$ in (LCD2) is also an open problem (see system (A.1) in [17] for the one-dimensional case).
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