Development of a New Algorithm to Address the Transportation Issue
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Abstract Transportation issues are particularly important when it comes to delivering products to customers at a reasonable cost and promptly. Even though most real-world transportation problems have many challenges, these issues cannot be solved using conventional approaches. The literature contains several strategies for obtaining a feasible solution to the transportation problem, including the most effective Vogel's approximation technique (VAM). Other methods available in the literature are Least Cost Method, NWC Method, Column Minima Method, and Row Minima Method. However, existing methods do not always provide a good effective solution that can reduce the number of iterations to find the best solution. Thus, the development of improved approaches to transportation problems is still challenging. The proposed method is based on a very simple, easy-to-understand, and realistic for transportation issues. Methods: In this analysis, a more efficient, simple, and quick computation methodology has been established. This approach was coded using the PyCharm 3.1 programming platform and the Python 3.8 programming language. Results and Conclusion: The proposed strategy has been demonstrated with numerical examples. A collection of benchmark cases is used to evaluate the new process. This was compared with other conventional methods, the test results indicating that the proposed method has the lowest cost compared to others and has reached a faster solution time, optimal solution and it outperforms the VAM and other commonly used approaches. As a result, our new method can be thought of as a distinct approach to finding the quickest solution to any transportation problem.
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1. Introduction

Transportation problem (TP) is a special class of network optimization [1] problem that deals with the delivery of products from some viewpoints [2]. Factory owners who can meet the needs of customers on time are at the forefront of market rivalry, so a viable transportation solution becomes a critical issue. In fact, the price of a product largely depends on the way of convenience for transporting/sending it to the consumer. Particularly, a reduction in transportation costs eventually brings a great benefit for both the seller and the
buyer/consumer. The network optimization in TP helps to determine the minimum total cost for transporting a single product from a set of sources to a set of destinations. It has been widely studied in the area of information discipline and facilities administration, in which the allotment of materials and items from source to destination is a significant problem [3]. This issue has been referred to as a shipping concern as much of its uses include deciding whether to move materials optimally [4]. The common criteria of the transport issue are capital, places, and methods of travel [5]. Since transport models play a significant role in the distribution of products and services, it was studied for several centuries, and still, it shows the importance of finding a cost-effective process in this modern and busy world. Several convenient methods/models that show suitable in solving transportation problems in various circumstances are identified as Northwest Corner Method, Least Cost Method, Vogel’s Approximation Method [6], Row Minima Method, and Column Minima Method [7]. In all of these methods, the associated algorithms are designed to conform to the destination requirements [8].

In general, all approaches or models available in the literature were developed using the key steps or procedures listed below:

Phase 1: Modes of action in mathematics.
Phase 2: Considering an original simple answer that is feasible.
Phase 3: Optimizing the original workable, simple approach [2].

This article introduces a new algorithm to obtain a rapid way to solve transportation problems that are quick to learn and easy to implement. The main objective of this proposed method is to find a way to solve the transportation problem which will be very easy and rapid time consuming, with a better optimal result.

2. Literature Review

The primary goal of the transportation issue is to supply goods following the demand of the consumer at a low cost and relatively short time. After the product is manufactured in certain factories, it is transported to specified clients in various parts of the country. Transportation issues are defined as cost-effective, timely, and quick delivery options that fulfill client demand. In this scenario, the fewer the factories/sources and the fewer the customers, the easier it is to find a solution. However, for a greater number of sources and consumers, the solution is not very straightforward, thus needs to be developed following complex mathematical programming or process. Many methods or models are available in the literature to solve the cost-and-time-minimization issues in the transportation problem.

The transportation model was first officially established in 1781 by a French mathematician, Gaspard Mong. Nevertheless, the fundamental transport concern was initially introduced by Hitchcock in 1941[2]. Later, realizing the transportation problem in World War II, Leonid Kantorovich introduced the most important approach in this regard [9]. In connection to this, many researchers played a noteworthy role to develop novel thoughts and techniques to resolve various characteristics of the transportation problem [10]. Nevertheless, according to many recent studies, Vogel’s Approximation Method (VAM) shows outperformance compared with other existing methods. For instance, Das et al. reported that Vogel’s scheme is known to be the strongest tool of all current systems [11]. Although Vogel's method is good for solving transportation problems, it has some limitations such as it requires a long mathematical calculations step which is quite complicated and time-consuming.

As a result, several researchers have attempted to improve Vogel's Approximation Method (VAM). Ezekiel modified VAM to obtain a systematic and transparent solution which gives a better result for the more scientific transportation problem. In that study, the author worked with three sources and four destinations for Dangote Cement Factory in Nigeria [12]. In the case of unbalanced TP, the solution obtained by VAM may not be effective, because VAM allocates terms to the dummy cells before the other cells present in the transportation table. Shimshak et al. worked with this drawback of VAM and modified the VAM to ignore any penalty that involves any dummy row or column [13]. Abdul Sattar et al. tweaked Vogel’s method to find the better optimal result and found that the result of the modified method and Vogel’s method was almost the same optimal but better than the North West Corner Method and Least Cost Method [14]. Samuel and Venkatachalapathy worked on the development of VAM for fuzzy transportation problems and obtained a method that was simple to comprehend and superior to previous methods [15]. Dey et al. modified Classical VAM to solve the fuzzy transportation problem which is effective to apply in the real world. In their study, type 2 Fuzzy net was used because the complexity is too much for the fuzzy set 1 to manage human thought. The authors proposed an algorithm considering trapezoidal costs interval for solving fuzzy transportation problems which were exemplified by two small-scale problems [16]. Akpan et al. modified Vogel’s Method to reduce total cost and compare the modification with other existing methods which proved that the modified method gave a better result than others except for Vogel’s method. Their modified and Vogel’s methods gave the same optimal result [17, 18]. Mesbahuddin et al. proposed a method named the allocation table method, which gave most of the time the same optimal result and sometimes gave better results compared to the VAM [2]. In recent years,
some researchers have also worked to refine the other existing methods including Vogel's scheme, for example, Mishra et al. Modified the Northwest Corner Method [19]. Although several researchers attempted to improve on Vogel's Method to obtain a better outcome, none of the modified approaches produced a better outcome than Vogel's Method. Some of the proposed/modified methods produce better results than the VAM in a few circumstances, but they produce the same outcomes as the VAM in the vast majority of cases. Even though much research has been done on Vogel's modified approaches, there are ways to bridge the gap through additional studies.

In this regard, we developed a new approach that is more powerful than Vogel's Method by removing the disadvantages of existing methods using advanced programming languages. The newly proposed approach can be used to minimize total transportation costs while still meeting supply and demand constraints and meeting target requirements in terms of source specifications.

3. Theoretical Concept of a Particular TP

The network structure of the transportation problem is given in Figure 1 where the oval shape represents the production or source of the desired product and the rectangle shape represents the destination of the demand. Generally, the capacity of sources (m) and the demand of customers (n) is known. The target of the transportation problem is to carry the desired units of demandable products from the production house to the destination place within a rapid time or less cost.

Table 1 shows how to represent the transportation problem numerically. Here, $c_{ij}$ is the cost of transporting a unit of product from $i^{th}$ source to $j^{th}$ destination, $x_{ij}$ is the quantity of the desired product from $i^{th}$ source to $j^{th}$-destination, $a_i$ is the available collection of desired products in the production house, and $b_j$ is the quantity of demand of the customer at the destinations.

Table 1. Tabular representation of the transportation problem

| Destination Source | $t_1$ | $t_2$ | ... | $t_n$ | Supply($a_i$) |
|--------------------|-------|-------|-----|-------|--------------|
| $p_1$              | $c_{11}$ | $c_{12}$ | ... | $c_{1n}$ | $a_1$       |
| $p_2$              | $c_{21}$ | $c_{22}$ | ... | $c_{2n}$ | $a_2$       |
| ...                | ...    | ...    | ... | ...    | ...         |
| $p_m$              | $c_{m1}$ | $c_{m2}$ | ... | $c_{mn}$ | $a_m$       |
| Demand ($b_j$)     | $b_1$  | $b_2$  | ... | $b_n$  | $\sum a_i = \sum b_j$ |

If the supply and demand of the product is equal ($\sum a_i = \sum b_j$); if so, it is referred to as a balanced transportation problem; otherwise, it is referred to as an unbalanced transportation problem. An unbalanced transportation problem can be easily solved by taking a dummy column or row. Mathematically, the transportation problem is a linear programming problem in which the objective function has to minimize the shipping cost with demand and supply constraints.

Minimize $z = \sum_i \sum_j c_{ij} x_{ij}$

Subject to the constraints,

$\sum_j x_{ij} = a_i, \ i = 1,2, ... , m$ (supply constraints)

$\sum_i x_{ij} = b_j, \ j = 1,2, ... , n$ (demand constraints)

$x_{ij} \geq 0$ for all $i$ and $j$
4. Proposed Method

Following the typical three-phase steps for the solution of the transportation problem, we have designed a six-phase concept to solve the TP more conveniently. The proposed steps follow a sequential process, and a related programming structure or algorithm has been developed (See in Table 2 & 3).

The key difference between our approach and the existing literature is that it was built using the most up-to-date computational scheme, which makes the calculations very simple.

4.1. Workflow of the Proposed Method

The phases of the alternate approach suggested are listed below:

**Phase 1:** Choose the minimum two costs from every column and row in the TP Table.

**Phase 2:** Evaluate the mean worth.

**Phase 3:** Investigate a column or row representing the lowest mean worth. When one or two is the lowest cost tie and then picks a row or column with the lowest cost-benefit.

**Phase 4:** Investigate the smallest expense of the column or row picked at Phase 3. When two or further of the identical minimum expenditure are associated, in that case, pick the expense that correlates to the nearly suitable portion. When two or more expenditures show the same type of allocation; then select an arbitrary unit.

**Phase 5:** Allocate the desired interest to the expense selected in Phase 4. When the requirement is met, highlight the related column, if not, highlight the related row.

**Phase 6:** Implement the above phase (1-5) operations unless the requirement is met with all values in the table.

4.2. Algorithm of the Proposed Method

An algorithm has been developed according to the six points listed above and presented in Table 2. In reality, this algorithm serves as the primary workflow or computational instruction for completing the computation.

| Table 2 | Algorithm for calculation of the total minimum cost in transportation problem |
|---------|--------------------------------------------------------------------------------|
| 1. | Function allocation_position |
| 2. | Pass In: costs, demands, supplies |
| 3. | CALCULATE: the mean of least two cost for each rows and columns that still contains demands and supplies to allocate |
| 4. | IF two mean values are equal |
| 5. | THEN choose the row or column which contains the least cost |
| 6. | ENDIF |
| 7. | IF two or more least cost are equal |
| 8. | THEN choose the cost that corresponds the most allocation |
| 9. | ENDIF |
| 10. | IF two or more costs correspond the same allocation |
| 11. | THEN choose a random one |
| 12. | ENDIF |
| 13. | Pass Out: the row and column index of best allocation cell |
| 14. | Endfunction |
| 15. | PROGRAM calculation of the total minimum cost |
| 16. | INPUT: Number of Factories and Stores |
| 17. | INPUT: The Cost Matrix |
| 18. | INPUT: The Supplies and Demands |
| 19. | IF total demands and total supplies not equal |
| 20. | THEN exit |
| 21. | ENDIF |
| 22. | SET: d := 0 |
| 23. | WHILE d ≠ total_demands |
| 24. | call: allocation_position |
| 25. | DETERMINE: best position to allocate supplies |
| 26. | CALCULATE: the cost, add supply, subtract demand where allocation done |
| 27. | IF the demand is satisfied THEN |
| 28. | round off the corresponding column |
| 29. | ELSE round off the corresponding row |
| 30. | ENDIF |
| 31. | SET: cost matrix, demand, supply row |
| 32. | IF a demand or supply fully done |
| 33. | THEN eliminate the row or column |
| 34. | ENDIF |
| 35. | ENDWHILE |
| 36. | PRINT: the minimum cost |
| 37. | END |
4.3. Computational code of the Proposed Method

The coding can be easily understood with the aid of this algorithm. The required computational code (program code) was generated using the Python programming language based on the above algorithm, as shown in Table 3.

| Table 3. Coding for our newly proposed method |
|-----------------------------------------------|
| def pick_element_position(means, demands, supplies): |
|     min_cnt = 0 |
|     min_mean = means[0][0] |
|     for i in range(1, len(means)): |
|         if means[i][0] == min_mean: |
|             min_cnt += 1 |
|             # print('min_cnt', min_cnt) |
|     position_li = [] |
|     min_cost = 1e9 |
|     for i in range(min_cnt + 1): |
|         x = min(means[i][3]) |
|         if x < min_cost: |
|             min_cost = x |
|     for i in range(min_cnt + 1): |
|         li = means[i][3] |
|         for j in range(len(li)): |
|             # print('li', li) |
|             # print('min cost', min_cost) |
|             if li[j] == min_cost: |
|                 if means[i][2] == 'col': |
|                     col = means[i][1] |
|                     row = j |
|                 else: |
|                     row = means[i][1] |
|                     col = j |
|             # print('row, col', row, col) |
|             supply = supplies[row] |
|             demand = demands[col] |
|             if demand <= supply: |
|                 a = demand |
|                 b = supply |
|             else: |
|                 a = supply |
|                 b = demand |
|             position = [row, col] |
|             position_li.append([a, b, position]) |
|     position_li = sorted(position_li) |
|     position = position_li[-1] |
|     return position |
| def brain(costs, demands, supplies): |
|     f = len(costs) |
|     s = len(costs[0]) |
|     tr_costs = [[costs[j][i] for j in range(f)] for i in range(s)] |
|     means = [] |
|     # print(costs) |
|     # print(tr_costs) |
|     for i in range(f): |
|         x = sorted(costs[i]) |
|         if s >= 2: |
|             m = (x[0] + x[1])/2 |
|         else: |
|             m = x[0] |
|         means.append((m, i, 'row', costs[i])) |
|     for i in range(s): |
|         x = sorted(tr_costs[i]) |
|         if f >= 2: |
|             m = (x[0] + x[1])/2 |
|         else: |
m = x[0]
means.append([m, i, 'col', tr_costs[i]])
means = sorted(means)
# print(sorted(means))
position = pick_element_position(means, demands, supplies)
# print(position)
return position

def main():
    print("Enter Number of Factories and Stores: ")
f, s = map(int, input().split())

    print("Enter the cost Matrix: ")
costs = [[int(i) for i in input().split()] for j in range(f)]
    print("Enter supplies: ")
supplies = [int(i) for i in input().split()]

    print("Enter Demands: ")
demands = [int(i) for i in input().split()]
total_supplies = sum(supplies)
total_demands = sum(demands)
d = 0
total_min_cost = 0
if total_demands != total_supplies:
    print("Here Demands and supplies are not balanced!")
    return

    while d != total_demands:
        position = brain(costs, demands, supplies)
a = position[0]
    row = position[2][0]
    col = position[2][1]
total_min_cost += a * costs[row][col]

    supply = supplies[row]
    demand = demands[col]
    if demand <= supply:
        demands[col] = 0
    supplies[row] = supply - a
    else:
        supplies[row] = 0
        demands[col] = demand - a
        if supplies[row] == 0:
            del costs[row]
del supplies[row]
    else:
        # print(costs)
f = len(costs)
s = len(costs[0])
for i in range(f):
    for j in range(s):
        if j == col:
            del costs[i][j]
        del demands[col]

# print("The new cost matrix: ")
# print(costs)
# print(supplies)
# print(demands)
# print(total_min_cost)
d += a

    print("Total minimum cost of the transportation problem: ", total_min_cost)
if __name__ == "__main__":
    main()
4.4. Data Collection Procedure

To examine the effectiveness of our proposed approach in solving the transportation problem, a well-established foodstuff producing/manufacturing company “Globe Food and Beverage Bangladesh (GFBB) limited” has been selected randomly. Necessary data were collected from the management/concerned division. The company produces a range of goods from several factories located in different places. Specifically, it produced more than 20 different foodstuffs from 8 different factories located in several places. After production, packaging, and management clearances, the products are delivered to the consumers/dealers in various places throughout the country according to the demand. It is impossible to accomplish such a huge job without an algorithm or a proper computational scheme, especially when the minimization of distribution cost is of prime concern where there are multiple sources and multiple destinations. A summary of the collected data is presented in the following tables.

4.5. Implementation

Case 1:

The company “Globe Food and Beverage Bangladesh ltd.” produces a soft drink named “mangolee” which has to deliver to shops p, q, r, s, t via several suppliers x, y, and z. The stock of each supplier and the demand of each shop are known in Table 4. We seek a viable option for minimum distribution cost by using the proposed method in the transportation problem given in Table 4.

Table 4. Production and distribution data for soft drinks ‘mangole’ (Scenario 1)

| Destination Source | p  | q  | r  | s  | t  | Distribution |
|--------------------|----|----|----|----|----|--------------|
| x                  | 55 | 30 | 40 | 50 | 50 | 40           |
| y                  | 35 | 30 | 100| 45 | 60 | 20           |
| z                  | 40 | 60 | 95 | 35 | 30 | 40           |
| Required           | 25 | 10 | 20 | 30 | 15 | 100          |

Solution:

Stage 1:

Table 5 shows the computed mean number of the smallest two expenses for every column & row.

Stage 2:

Table 6 shows that 30 is the lowest mean value, thus the 2nd column was chosen, and in that scenario, the lowest spending amount is 30. Two lower expenses have been completed subsequently, each was picked arbitrarily and in that situation 10 was allocated and the second column was rounded off. The lowest price was picked up in the 1st row, finished the work of 2nd column by rounding off, and the mean figure was calculated among the smallest two prices for the left columns &rows.

Table 5. Illustration-1, Iteration-1

| Destination Source | p  | q  | r  | s  | t  | Delivering | Mean statistic of minimum two expenses |
|--------------------|----|----|----|----|----|------------|----------------------------------------|
| x                  | 55 | 30 | 40 | 50 | 50 | 40         | 35                                     |
| y                  | 35 | 30 | 100| 45 | 60 | 20         | 32.5                                   |
| z                  | 40 | 60 | 95 | 35 | 30 | 40         | 32.5                                   |
| Request for        | 25 | 10 | 20 | 30 | 15 | 100        |                                         |
| Mean of least two costs | 37.5 | 30 | 67.5 | 40 | 40 |          |                                         |

Table 6. Illustration 1, Iteration 2

| Destination Source | p  | q  | r  | s  | t  | Distribution | Mean statistic of minimum two expenses |
|--------------------|----|----|----|----|----|--------------|----------------------------------------|
| x                  | 55 | 30 | 40 | 50 | 50 | 40/30        | 45                                     |
| y                  | 35 | 30 | 100| 45 | 60 | 20           | 40                                     |
| z                  | 40 | 60 | 95 | 35 | 30 | 40           | 32.5                                   |
| Required           | 25 | 10/0| 20 | 30 | 15 | 100          |                                         |
| Mean of least two costs | 37.5 | 67.5 | 40 | 40 |    |              |                                         |
Stage 3:
Table 7 shows that the 3rd row was included the smallest mean statistic, therefore, picked up the 3rd line, and taken the lowest amount of 30 and position 15 within the frame. After the need was satisfied, round off the fifth column. The mean figure was computed among the smallest two prices for the left columns & rows.

| Destination Source | p | q | r | s | t | Distribution | Mean statistic of minimum two expenses |
|--------------------|---|---|---|---|---|--------------|----------------------------------------|
| x                  | 55| 30| 40| 50| 50| 40/30       | 45                                      |
| y                  | 35| 30| 100| 45| 60| 20          | 40                                      |
| z                  | 40| 60| 95| 35| 30| 30/5        | 40/25                                  |
| Required           | 25| 10/0| 20| 30| 15/0| 100        |                                         |
| Mean of least two costs | 37.5 | 67.5 | 40 |   |   |              |                                         |

Stage 4:
Currently (Table 8), the smallest mean statistic was included in the 1st column, therefore, the 1st column was picked up, the lowest amount of 35 was taken and placed 20 inside the cell 35 and the 2nd row was rounded off. The mean figure among the smallest two prices for the left columns & rows was computed.

| Destination Source | p | q | r | s | t | Delivering | Mean statistic of minimum two expenses |
|--------------------|---|---|---|---|---|------------|----------------------------------------|
| x                  | 55| 30| 40| 50| 50| 40/30      | 45                                      |
| y                  | 35| 30| 100| 45| 60| 20/0       |                                         |
| z                  | 40| 60| 95| 35| 30| 30/5       | 40/25                                  |
| Request for        | 25/5| 10/0| 20| 30| 15/0| 100      |                                         |
| Mean of least two costs | 47.5 | 67.5 | 40 |   |   |              |                                         |

Stage 5
Currently, the third row was included in the smallest mean figure (Table 9). Therefore, the third row was picked up, and the lowest amount of 35 was taken, 25 were placed inside the cell of 35 and the 3rd row was rounded off.

| Destination Source | p | q | r | s | t | Distribution | Mean statistic of minimum two expenses |
|--------------------|---|---|---|---|---|--------------|----------------------------------------|
| x                  | 55| 30| 40| 50| 50| 40/30       | 45                                      |
| y                  | 35| 30| 100| 45| 60| 20/0       |                                         |
| z                  | 40| 60| 95| 35| 30| 30/5       | 40/25                                  |
| Need               | 25/5| 10/0| 20| 30/5| 15/0| 100      |                                         |
| Mean of least two costs | 55 | 40 | 50 |   |   |              |                                         |

Stage 6:
Only the 1st row exists now (Table 10). Hence 1st, 3rd, and 4th chambers of the 1st row are furnished with 20, 5, and 5 in that order.

| Destination Source | p | q | r | s | t | Distribution | Mean statistic of minimum two expenses |
|--------------------|---|---|---|---|---|--------------|----------------------------------------|
| x                  | 55| 30| 40| 50| 50| 40/30       | 45/10/5/0                             |
| y                  | 35| 30| 100| 45| 60| 20/0       |                                         |
| z                  | 40| 60| 95| 35| 30| 30/5       | 40/25/0                               |
| Required           | 25/5| 10/0| 20/0| 30/5| 15/0| 100      |                                         |
| Mean of least two costs | 55 | 40 | 50 |   |   |              |                                         |
Overall expenses from table 10 can be calculated as follows:

(i. $30 \times 10$) + (ii. $30 \times 15$) + (iii. $35 \times 25$) + (iv. $35 \times 20$) + (vi. $50 \times 5$) + (vii. $55 \times 5$) = $3,650$ units

The solution to this problem (Table 10), based on the other methods available in the literature are as follows:

i. By Least Cost Method 3650
ii. NWC Method 5325
iii. Column Minima Method 3700
iv. Vogel Approximation Model 3650
v. Row Minima Method 3650

The aforementioned calculation shows that our proposed approach can provide one of the minimum costs compared to the other methods available in the literature.

Case2:

Another product of “Globe Food and Beverage Bangladesh Ltd.” is “Uro Cola” which is produced and supplied from three outlets s, t, u to three super shops p, q, r. The information is given in Table 11, while Tables 12-14 contain the illustrations and iteration to solve the problem described in Table 11.

| Destination | Source | s | t | u | Distribution |
|-------------|--------|---|---|---|--------------|
| p           | 6      | 4 | 1 | 50          |
| q           | 3      | 8 | 7 | 40          |
| r           | 4      | 4 | 2 | 60          |
| Need        | 20     | 95| 35| 150         |
| Mean of least two costs | 3.5 | 4 | 1.5 |

| Destination | Source | s | t | u | Distribution | Mean statistic of minimum two expenses |
|-------------|--------|---|---|---|--------------|----------------------------------------|
| p           | 6      | 4 | 1 | 50 | 2.5          |
| q           | 3      | 8 | 7 | 40 | 5            |
| r           | 4      | 4 | 2 | 60 | 3            |
| Need        | 20     | 95| 35| 150|              |
| Mean of least two costs | 3.5 | 4 | 1.5 |

| Destination | Source | s | t | u | Distribution | Mean statistic of minimum two expenses |
|-------------|--------|---|---|---|--------------|----------------------------------------|
| p           | 6      | 4 | 1 | 50 | 5            |
| q           | 3      | 8 | 7 | 40 | 5.5          |
| r           | 4      | 4 | 2 | 60 | 4            |
| Need        | 20     | 95| 35| 150|              |
| Mean of least two cost | 4 | 35 |

| Destination | Source | s | t | u | Distribution | Mean statistic of minimum two expenses |
|-------------|--------|---|---|---|--------------|----------------------------------------|
| p           | 6      | 4 | 1 | 50 | 4            |
| q           | 3      | 8 | 7 | 40 | 8            |
| r           | 4      | 4 | 2 | 60 | 4            |
| Need        | 20     | 95| 35| 150|              |
| Mean of least two cost | 4 | 35 | 35 |
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Table 15. Illustration 2, Iteration 4

| Destination | Source | s | t | u | Distribution | Mean statistic of minimum two expenses |
|-------------|--------|---|---|---|-------------|---------------------------------------|
| p           | 6      | 4 | 15| 135| 50/15/0     |
| q           | 3      | 20| 8 | 20 | 7           | 40/20/0                               |
| r           | 4      | 4 | 60| 2  | 60/0        |
| Required    | 20/0   | 95/35/20/0 | 35/0 | 150 |

Overall expenses from table 15 can be calculated as follows:

(i. $1 \times 35$) + (ii. $3 \times 20$) + (iii. $4 \times 60$) + (iv. $4 \times 15$) + (v. $8 \times 20$)  
= 555 units

The solution to this issue, based on the following Methods:

i. By Least Cost Method  555  
ii. NWC Method 730  
iii. Column Minima Method 595  
iv. Vogel Approximation Model 555  
v. Row Minima Method 555

Based on the obtained results, our proposed approach offers an ideal feasible solution.

Case 3:

Table 16 shows the unit costs of transporting a soft drink named “Uro Lemon” of the “Globe Food and Beverage Bangladesh Ltd.” from each of three factories x, y, z to each storehouse p, q, r, s, t. It also shows the stock of each factory and the demand for each storehouse. Complete information is given in Table 16 to find the cost-minimizing way using our proposed method:

Table 16. Supply and distribution scenario for beverage ‘UroLemon’

| Destination | Source | p | q | r | s | t | Distribution |
|-------------|--------|---|---|---|---|---|-------------|
| x           | 4      | 1 | 3 | 4 | 4 | 60|            |
| y           | 2      | 3 | 2 | 2 | 3 | 35|            |
| z           | 3      | 5 | 2 | 4 | 4 | 40|            |
| Request for | 22     | 45| 20| 18| 30| 135|           |

Overall expenses by the suggested method from Table 16 can be calculated as follows:

(i. $1 \times 45$) + (ii. $2 \times 22$) + (iii. $2 \times 20$) + (iv. $2 \times 13$) + (v. $4 \times 20$)  
+ (vi. $4 \times 10$) + (vii. $4 \times 5$)  
= 295 units

The solution to this issue, based on the following Methods:

i. Row Minima Method 310  
ii. NWC Method 363  
iii. Least Cost Method 295  
iv. Vogel’s Approximation Method 305  
v. Column Minima Method 295

Obtained results show that our proposed approach offers an ideal, workable alternative that is quite suitable and favourable compared with the other existing methods.

5. Results and Discussion

In this study, we developed a computational program based on the typical concept of the transport problem. Based on our new program we tested different scenarios for practical applications. For example, we examined three cases and showed how our proposed method works in three cases. In the case of the tested scenario, our proposed model produced either a better result (in some cases) or showed a similar result (some other cases) compared to the existing methods.

In the case of scenario 1, our proposed method gave better results than the two existing methods like NWC and CMM, and similar results to the other three existing methods like VAM, LCM, and RMM. In scenario 2, our method gave a better result than two existing methods NWC and CMM, which gave a similar result as VAM, LCM, and RMM. In scenario 3, our method gave a better result than the existing three methods VAM, NW, and RMM, and gave similar results as LCM, CMM. The results revealed that our proposed method offers better solutions in all studied scenarios than the other existing methods. The output of the above scenarios also shows that our proposed method produces either the same or better results than Vogel’s method. Although VAM has shown relatively good results, not in all cases in the practical view or the practical case. More specifically, for all of the three studied cases, Vogel’s is not showing the least data but our method is producing the least data in all cases, in addition to LCM. This indicates that our proposed approach is based on a more sophisticated algorithm and computational capabilities, resulting in a superior result.

The tested scenario under this study revealed that NWC is simple to comprehend; nevertheless, this approach cannot offer an ideal outcome relative to our proposed one. On the other side, VAM offers the best potential result, but the approach is difficult and lengthy compared to our proposed method. Thus, the new approach offers the best outcome than the NWC Law, therefore offering an ideal or close-best comparison to the VAM. Due to advancements in computer programming, the proposed method appears to be very easy to implement and requires a small amount of
computing time as compared to other methods in the literature. Also, the viable approach reached by the suggested alternative system is equivalent to an optimum approach relative to other traditional conventional approaches. While many steps need to be taken to solve the transportation problem using Vogel’s or another existing method, our newly proposed method requires only a few steps to solve the problem. Analyzing the three cases mentioned above, we found the best solution by using our newly proposed method compared to the other five methods.

Reviewing cases 1 and 3 in Section 3.4, we see that the difference between the costs of case 1 is a little more than the cost of case 3. So, we got better results in case 3 than in case 1.

6. Conclusions

To date, several possible approaches have been suggested by the researcher to find an appropriate methodology for an efficient solution to the transport problem. Here, we presented a new/alternative approach to obtain an easy, workable solution to the transport problem. Some detailed empirical illustrations have been provided for a more reliable explanation of the method suggested. Since our proposed method is simpler than Vogel’s and another existing method, takes rapid time to use, easier to understand, thus it may be easily applicable in solving the real-world problem. Since it provides better or the same optimal result compared to Vogel’s and other existing methods, so we can conclude that our newly proposed method is much more effective than existing methods.

Owing to the generalization of the recently created method, it would be really useful for policymakers related to service and delivery discipline. It is anticipated that the developed program will be suitable to be used effectively for solving the large-scale transportation problem.

There should be more research on issues like shipping cargo goods from one country to another on a larger scale in the future; which will be used to provide more effective approaches to overcome specific problems and finding appropriate solutions to transportation problems.
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