A 2D model for hydrodynamics and biology coupling applied to algae growth simulations
Olivier Bernard, Anne-Céline Boulanger, Marie-Odile Bristeau, Jacques Sainte-Marie

To cite this version:
Olivier Bernard, Anne-Céline Boulanger, Marie-Odile Bristeau, Jacques Sainte-Marie. A 2D model for hydrodynamics and biology coupling applied to algae growth simulations. ESAIM: Mathematical Modelling and Numerical Analysis, 2013, 47 (5), pp.1387-1412. 10.1051/m2an/2013072. hal-00936859

HAL Id: hal-00936859
https://hal.science/hal-00936859
Submitted on 30 Jan 2014

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
A 2D MODEL FOR HYDRODYNAMICS AND BIOLOGY COUPLING APPLIED TO ALGAE GROWTH SIMULATIONS.
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Abstract. Cultivating oleaginous microalgae in specific culturing devices such as raceways is seen as a future way to produce biofuel. The complexity of this process coupling non linear biological activity to hydrodynamics makes the optimization problem very delicate. The large amount of parameters to be taken into account paves the way for a useful mathematical modeling. Due to the heterogeneity of raceways along the depth dimension regarding temperature, light intensity or nutrients availability, we adopt a multilayer approach for hydrodynamics and biology. For free surface hydrodynamics, we use a multilayer Saint-Venant model that allows mass exchanges, forced by a simplified representation of the paddlewheel. Then, starting from an improved Droop model that includes light effect on algae growth, we derive a similar multilayer system for the biological part. A kinetic interpretation of the whole system results in an efficient numerical scheme. We show through numerical simulations in two dimensions that our approach is capable of discriminating between situations of mixed water or calm and heterogeneous pond. Moreover, we exhibit that \textit{a posteriori} treatment of our velocity fields can provide lagrangian trajectories which are of great interest to assess the actual light pattern perceived by the algal cells and therefore understand its impact on the photosynthesis process.
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1. Introduction

Recently, biofuel production from microalgae has proved to have a high potential for biofuel production [18, 49]. Several studies have demonstrated that some microalgae species could store more than 50% of their dry weight in lipids under certain conditions of nitrogen deprivation [18, 42, 50] leading to productivities in a range of order larger than terrestrial plants. In this article, we focus on microalgae cultivation in raceways (also called high rate ponds), whose hydrodynamics has been less studied than the photobioreactor culturing devices [35, 38, 39, 41, 43]. These annular shaped ponds of low depth (10 to 50 cm) are mixed with a paddlewheel (see Fig. 3). Due to their inherent nonlinear and instationary properties, where hydrodynamics and biology are strongly coupled, managing and optimizing such processes is very tricky. Carrying out experiments on raceways is both expensive and time consuming. A model is thus a key tool to help in the optimal design of the process but also in its operation. The objective of this paper is to propose a new model describing the coupling between hydrodynamics and biology within a raceway.

The first dynamic model of a microalgal raceway pond was proposed by [46] assuming spatial homogeneity. The model was later consolidated by including time-discrete photoacclimation dynamics [47]. In parallel, other less elaborated models where proposed [25, 26]. Latter on, the coupling of biology with hydrodynamics in raceways was studied [30, 31], in order to optimize the raceway design. In [32], algae growth and transport is modelled and several tests are performed in order to study for instance the effect of the water height or temperature control on the algae concentration evolution. However, those studies might not guarantee some key properties such as mass balance. We claim that the model we develop satisfies crucial mathematical properties such as the conservation of biochemical variables or positivity of the water height.

Our approach is the following. Hydrodynamics is governed by the Navier-Stokes equations. But for reasons of robustness and computational costs, we use a multilayer Saint-Venant system that is a good approximation of the Navier-Stokes equations for dominated advection flows. The accuracy and the stability properties of the multilayer approach are demonstrated in [4, 5, 44]. We add for our problem a specific forcing mimicking the effect of a paddlewheel. For the growth of microalgae, we utilize an improved version of the Droop model [10, 19, 20]. The Droop model has been widely studied and validated [11, 12, 34, 45]. It states that growth do not depend on the external nutrient concentration but on the internal cell quota of nutrients. The algae can indeed still grow a few days after exhaustion of the substrate thanks to their capacity to store nutrients. The enhanced Droop model [10] also takes into account the effect of light on phytoplankton. We then write the multilayer version of the biological model, inspired from [4]. Afterwards, we give a kinetic interpretation of the whole system, allowing the derivation of a numerical scheme that has requested properties.

The outline is organized as follows. In section 2 we describe and justify our system of partial differential equations. Afterwards, we derive the numerical scheme that we will use, based on a kinetic interpretation. We basically follow [4] and add the new state variables concerning biology. In section 4 we explain how we model the raceway with the 2D code (the two dimensions being (x,z), respectively the length of the pond and the water depth) by adding periodic conditions. We also focus on the way agitation is introduced: we add a force mimicking a paddle-wheel and then we derive its contribution in the multilayer system, in the kinetic scheme and in the discrete scheme. We show that we have relevant results. Eventually, a last section deals with a Lagrangian approach of the algae tracking that could be useful regarding the elaboration of a better environment modeling for the algae.
2. The coupled model

We adopt and couple two continuous models, one for the representation of free surface hydrodynamics and the other for microalgae growth. We point out that it is a one way coupling: the biology is indeed advected and diffused by the water flow, but there is no retroaction of algae on the fluid. This is justified by the fact that the biological concentrations, even though greater in a raceway than they could be in an ocean or a lake, remain still much smaller than what is expected to change density or temperature of the raceway (let us recall for instance that the salinity of the seawater is around $37 \text{ g.L}^{-1}$ whereas we will never reach algae concentrations more than 1 or 2 $\text{g.L}^{-1}$).

2.1. The hydrodynamics model

Let us introduce first the hydrodynamics model in two dimensions. It will represent a free surface flow set into motion by a paddlewheel. As far as the modeling of geophysical free surface flows is concerned, two types of models and numerical techniques are usually investigated. On the one hand, when the flow is complex and no particular hypothesis can help simplify the model, finite differences or finite elements methods are used to solve the parabolic free surface Navier Stokes equations \cite{17,29}. But this treatment raises computational issues and, as far as the authors know, can hardly guarantee good properties such as positivity of the water depth, tracer conservation, wet/dry interface treatment shocks, . . . On the other hand, when the shallow water hypothesis can be considered, a vertically averaged version of Navier-Stokes equations is often used: the Saint-Venant system \cite{9}, \cite{24}. With an hyperbolic structure, numerical methods for shallow water flows consist in finite volume schemes and recent developments have allowed the recovery of properties such as the positivity of the water height. Let us cite the use of kinetic schemes introduced by B. Perthame \cite{40} or the hydrostatic reconstruction by Audusse et al. in \cite{6}. But those shallow water equations permit only the treatment of unstratified flows, which does not match our problem. We expect indeed to have high heterogeneities in our variables, due to the rapid light decline along the depth dimension. To sum up, because we want to tackle a complex realistic problem, we want to use a model that contains most of the phenomena expressed in Navier-Stokes equations, but which could be treated with Saint-Venant like tools, and this is what the multilayer Saint-Venant system provides. As stated in the introduction, efficiency of this new method has been proved in \cite{4,5,44}. We allow us one hypothesis: the hydrostatic approximation. Whilst the vertical acceleration cannot be considered negligible around the paddlewheel, it is the case anywhere else in the raceway. Moreover the objective is not to reproduce the small scale perturbations of the paddlewheel over the flow but only to reproduce its first order effects. The paddlewheel applies a volumic force on the water:

$$F_{\text{wheel}}(x, z, t) = F_x(x, z, t)e_x + F_z(x, z, t)e_z.$$ 

More details are given in Section 4 about the formulation of the force.

Therefore, we begin with the 2D hydrostatic Navier-Stokes equations with varying density, on which we plug the paddlewheel force:

$$\frac{\partial \rho}{\partial t} + \frac{\partial \rho u}{\partial x} + \frac{\partial \rho w}{\partial z} = 0,$$  \hspace{1cm} (2.1) 

$$\frac{\partial \rho u}{\partial t} + \frac{\partial \rho u^2}{\partial x} + \frac{\partial \rho u w}{\partial z} + \frac{\partial \mathbf{p}}{\partial x} = \frac{\partial \mathbf{\Sigma}_{xx}}{\partial x} + \frac{\partial \mathbf{\Sigma}_{xz}}{\partial z} + F_x(x, z, t),$$ \hspace{1cm} (2.2)
\[
\frac{\partial p}{\partial z} = -\rho g + \frac{\partial \Sigma_{xx}}{\partial x} + \frac{\partial \Sigma_{zz}}{\partial z} + F_z(x, z, t),
\]
(2.3)

and we consider solutions of the equations for \( t > t_0, \quad x \in \mathbb{R}, \quad z_b(x) \leq z \leq \eta(x, t) \), where \( \eta(x, t) \) represents the free surface elevation, \( \mathbf{u} = (u, w)^T \) the velocity vector, \( p(x, z, t) \) is the pressure, \( g \) the gravity acceleration and \( \rho(T) \) is the water density, depending on an advected and diffused tracer \( T \) basically representing the temperature and which satisfies the advection diffusion equation:

\[
\frac{\partial \rho T}{\partial t} + \frac{\partial \rho u T}{\partial x} + \frac{\partial \rho w T}{\partial z} = \mu_T \frac{\partial^2 T}{\partial x^2} + \mu_T \frac{\partial^2 T}{\partial z^2}
\]
(2.4)

The flow height is \( H = \eta - z_b \). The chosen form of the viscosity tensor is

\[
\Sigma_{xx} = 2\mu \frac{\partial u}{\partial x}, \quad \Sigma_{xz} = \mu \frac{\partial u}{\partial z}, \quad \Sigma_{zz} = 2\mu \frac{\partial w}{\partial z}, \quad \Sigma_{zx} = \mu \frac{\partial u}{\partial z}
\]

where \( \mu \) is a dynamic viscosity.

Boundary conditions. The system (2.1)-(2.3) is completed with boundary conditions. The outward and upward unit normals to the free surface \( \mathbf{n}_s \) and to the bottom \( \mathbf{n}_b \) are given by

\[
\mathbf{n}_s = \frac{1}{\sqrt{1 + \left( \frac{\partial \eta}{\partial x} \right)^2}} \left( -\frac{\partial \eta}{\partial x}, 1 \right), \quad \mathbf{n}_b = \frac{1}{\sqrt{1 + \left( \frac{\partial z_b}{\partial x} \right)^2}} \left( -\frac{\partial z_b}{\partial x}, 1 \right).
\]

Let \( \Sigma_T \) be the total stress tensor with

\[
\Sigma_T = -p I_d + \begin{pmatrix} \Sigma_{xx} & \Sigma_{xz} \\ \Sigma_{xz} & \Sigma_{zz} \end{pmatrix}.
\]

Free surface conditions. At the free surface we have the kinematic boundary condition

\[
\frac{\partial \eta}{\partial t} + u_s \frac{\partial \eta}{\partial x} - w_s = 0,
\]
(2.5)

where the subscript \( s \) denotes the value of the considered quantity at the free surface. Provided that the air viscosity is negligible, the continuity of stresses at the free boundary implies

\[
\Sigma_T \mathbf{n}_s = -p^a \mathbf{n}_s,
\]
(2.6)

where \( p^a = p^a(x, t) \) is a given function corresponding to the atmospheric pressure. In the following, we assume \( p^a = 0 \).

Bottom conditions. The kinematic boundary condition is a classical no-penetration condition

\[
\mathbf{u}_b \cdot \mathbf{n}_b = 0, \quad \text{or} \quad u_b \frac{\partial z_b}{\partial x} - w_b = 0.
\]
(2.7)

For the bottom stresses we consider a wall law

\[
\mathbf{t}_b \cdot \Sigma_T \mathbf{n}_b = \kappa \mathbf{u}_b \cdot \mathbf{t}_b,
\]
(2.8)

where \( \mathbf{t}_b \) a unit vector satisfying \( \mathbf{t}_b \cdot \mathbf{n}_b = 0 \) and \( \kappa \) is a friction coefficient.
Microalgae have pigments to capture sunlight, which is turned into chemical energy during the photosynthesis process. They consume carbon dioxide, and release oxygen. Phytoplankton growth depends on the availability of carbon dioxide, sunlight, and nutrients. Required nutrients are of various types, but here we focus on inorganic nitrogen, such as nitrate, whose deprivency is known to stimulate lipid production [36]. We consider the combined influence of nitrate and light on phytoplankton growth. The nutrient limitation is taken into account by a Droop formulation [19] of the growth rate. The light effect (photosynthesis and photoinhibition) is represented using a classical formulation from [37] embedded in the model proposed by [10].

2.2.2. Droop model with photoadaptation

The Droop model represents the growth of an algal biomass $C_1$ using a nutrient of concentration $C_3$ (nitrate under the form $NO_3$) in the medium. The concentration of particulate nitrogen (nitrogen contained in the algal biomass) is denoted $C_2$. Note that $C_1 \text{ (} gC.m^{-3}\text{)}$, $C_2 \text{ (} gN.m^{-3}\text{)}$ and $C_3 \text{ (} gN.m^{-3}\text{)}$ are three transportable quantities. In order to reproduce the coupling between nutrient uptake rate $\lambda$ and growth rate $\mu$, Droop introduced the cell quota, $q(t, x)$, defined as the amount of internal nutrients per biomass unit: $q = \frac{C_2}{C_1}$. Microalgae growth rate thus depends on the intra-cellular quota:

$$\mu(q) = \bar{\mu} \left(1 - \frac{Q_0}{q}\right), \quad (2.9)$$

where the constant $\bar{\mu}$ denotes the hypothetical growth rate for infinite quota, and $Q_0$ is the minimum internal nutrient quota required for growth.

The nitrate uptake rate is a function of the external nitrate [21]:

$$\lambda(C_3) = \bar{\lambda} \frac{C_3}{C_3 + K_3}, \quad (2.10)$$

where $K_3$ is the half saturation constant and $\bar{\lambda}$ the maximum uptake rate.

Finally, we will take into account both respiration and mortality, which are represented by a constant loss of the biomass with a factor $R$.

In line with [10], we modify this classical model in order to capture light and space variations. Light along the raceway depth. The previous model only included nutrient limited growth. It can be improved by introducing a new data in the system: the light intensity, which will depend on the quantity of water and biomass above the algae. Light is indeed attenuated by the chlorophyll concentration. This concentration can be linked to nitrogen through

$$Chl = \gamma(I^*)C^2$$

with

$$\gamma(I^*) = \frac{k_{I^*}}{I^* + k_{I^*}},$$

where $k_{I^*}$ is a constant, $I^*$ is the average light in the water column the day before (space and time average). $\gamma(I^*)$ is presumed constant over the day.

Let us assume that light intensity hitting the water surface is of the form

$$I_0 = I_0^{\text{max}} \max(0, \sin(2\pi t)), \quad (2.11)$$
Then the intensity at depth \( z \) can be described by
\[
I(z) = I_0 e^{-\psi(C^2, I^*, z)},
\]
where
\[
\psi(C^2, I^*, z) = \int_0^z (a \gamma(I^*) C^2(z) + b) dz,
\]
and \( I_0^{max} \) is a constant representing the maximum light intensity, \( a \) and \( b \) are also given constants.

The growth rate can then be computed to take into account light intensity, using Peeters and Eilers formalism \[27, 37\]
\[
\mu(q, I) = \frac{I}{I + K_{sI} + \frac{I^2}{K_{iI}}} (1 - \frac{Q_0}{q}),
\]
with \( \bar{\mu} \), \( K_{sI} \), \( K_{iI} \) three given constants derived from dedicated experiments. Finally, a down regulation by the internal quota of the uptake rate must be included to avoid infinite substrate(NO\(_3\)) uptake in the dark
\[
\lambda(C^3, q) = \frac{\lambda}{C^3 + K_3} (1 - \frac{q}{Q_l})
\]
where \( Q_l \) is the maximum achievable quota.

Adding advection and diffusion, the biological system writes in the end
\[
\frac{\partial \rho C^1}{\partial t} + \frac{\partial \rho u C^1}{\partial x} + \frac{\partial \rho w C^1}{\partial z} = \mu_{C^1} \left( \frac{\partial^2 C^1}{\partial x^2} + \frac{\partial^2 C^1}{\partial z^2} \right) + \rho (\mu(q, I) C^1 - RC^1),
\]
\[
\frac{\partial \rho C^2}{\partial t} + \frac{\partial \rho u C^2}{\partial x} + \frac{\partial \rho w C^2}{\partial z} = \mu_{C^2} \left( \frac{\partial^2 C^2}{\partial x^2} + \frac{\partial^2 C^2}{\partial z^2} \right) + \rho (\lambda(C^3, q) C^3 - RC^2),
\]
\[
\frac{\partial \rho C^3}{\partial t} + \frac{\partial \rho u C^3}{\partial x} + \frac{\partial \rho w C^3}{\partial z} = \mu_{C^3} \left( \frac{\partial^2 C^3}{\partial x^2} + \frac{\partial^2 C^3}{\partial z^2} \right) - \rho \lambda(C^3, q) C^1,
\]
where \( q = \frac{C^2}{C^3} \), \( \mu_{C^1}, \mu_{C^2}, \mu_{C^3} \) are diffusion coefficients and \((u, w)\) are the fluid velocities along \( x \) and \( z \) direction.

3. Multilayer model, kinetic interpretation and numerical scheme

3.1. Vertical space discretization: the multilayer model

The next step is the vertical discretization of (2.1)-(2.3) and (2.15)-(2.17) in order to obtain a multilayer system. For (2.1)-(2.3), such a derivation has already been performed in \[4, 5\], but in our case we have a source term representing the paddlewheel effect in equations (2.2) and (2.3). Since the resulting vertically discretized equations are not straightforward from those two previous papers, we detail it here. However, for the sake of simplicity, we choose to omit the viscosity terms. The spatial discretization of the multilayer viscous terms can be found in \[5\], Section 3.

Moreover, we will use the classical equation of state relating the density and the tracer identified here with the temperature
\[
\rho(T) = \rho_0 \left( 1 - \alpha(T - T_0) \right)^2,
\]
with $T_0 = 4^\circ C$, $\alpha = 6.6310^{-6} C^2$ and $\rho_0 = 10^3$ kg.m$^{-3}$. In the range of temperatures that we plan to use, it is easy to check that density variations are small. Hence we use the Boussinesq assumption which states that those density variations are taken into account in the gravitational force only. In any other equation the density is supposed to be $\rho_0$. Eventually, we end up with the hydrodynamic system

$$\frac{\partial u}{\partial x} + \frac{\partial w}{\partial z} = 0, \tag{3.2}$$

$$\frac{\partial u}{\partial t} + \frac{\partial u^2}{\partial x} + \frac{\partial uw}{\partial z} + \frac{1}{\rho_0} \frac{\partial p}{\partial x} = \frac{1}{\rho_0} F_x(x, z, t), \tag{3.3}$$

$$\frac{\partial p}{\partial z} = -\rho g + F_z(x, z, t), \tag{3.4}$$

$$\frac{\partial T}{\partial t} + \frac{\partial u T}{\partial x} + \frac{\partial w T}{\partial z} = 0 \tag{3.5}$$

with $\rho = \rho(T)$ given by (3.1) and the biological system

$$\frac{\partial C^1}{\partial t} + \frac{\partial u C^1}{\partial x} + \frac{\partial w C^1}{\partial z} = \mu(q, I)C^1 - RC^1, \tag{3.6}$$

$$\frac{\partial C^2}{\partial t} + \frac{\partial u C^2}{\partial x} + \frac{\partial w C^2}{\partial z} = \lambda(C^3, q)C^1 - RC^2, \tag{3.7}$$

$$\frac{\partial C^3}{\partial t} + \frac{\partial u C^3}{\partial x} + \frac{\partial w C^3}{\partial z} = -\lambda(C^3, q)C^1, \tag{3.8}$$

with $q = \frac{C_2}{C_1}$.

The process to obtain the multilayer system is described below. It is basically a Galerkin approximation of the variables followed by a vertical integration of the equations. The interval $[z_b, \eta]$ is divided into $N$ layers $\{L_\alpha\}_{\alpha \in \{1, \ldots, N\}}$ of thickness $l_\alpha H(x, t)$ where each layer $L_\alpha$ corresponds to the points satisfying $z \in L_\alpha(x, t) = [z_{\alpha-1/2}, z_{\alpha+1/2}]$ with

$$\begin{cases} z_{\alpha+1/2}(x, t) = z_b(x, t) + \sum_{j=1}^\alpha l_j H(x, t), \\ h_\alpha(x, t) = z_{\alpha+1/2}(x, t) - z_{\alpha-1/2}(x, t) = l_\alpha H(x, t), \quad \alpha \in [0, \ldots, N] \end{cases} \tag{3.9}$$

with $l_j > 0$, $\sum_{j=1}^N l_j = 1$.

Now let us consider the space $P_{0,H}^{N,t}$ of piecewise constant functions defined by

$$P_{0,H}^{N,t} = \{ I_{z \in L_\alpha(x,t)}(z), \quad \alpha \in \{1, \ldots, N\} \},$$

where $I_{z \in L_\alpha(x,t)}(z)$ is the characteristic function of the interval $L_\alpha(x, t)$. Using this formalism, the projection of $u$, $w$ and $T$ onto $P_{0,H}^{N,t}$ is a piecewise constant function defined by

$$X^N(x, z, \{z_\alpha\}, t) = \sum_{\alpha=1}^N I_{[z_{\alpha-1/2}, z_{\alpha+1/2}]}(z) X_\alpha(x, t), \tag{3.10}$$
for $X \in (u,w,T)$. The density $\rho = \rho(T)$ inherits a discretization from the previous relation with

$$
\rho^N(x,z,\{z_\alpha\},t) = \sum_{\alpha=1}^{N} I_{[z_{\alpha-1/2},z_{\alpha+1/2})}(z)\rho(T_\alpha(x,t)).
$$

(3.11)

We have the following result.

**Proposition 3.1.** The weak formulation of Eqs. (3.2)-(3.5) on $P^N_{0,H}$ leads to a system of the form

$$
\sum_{\alpha=1}^{N} \frac{\partial l_\alpha H}{\partial t} + \sum_{\alpha=1}^{N} \frac{\partial l_\alpha H u_\alpha}{\partial x} = 0,
$$

(3.12)

$$
\frac{\partial h_\alpha u_\alpha}{\partial t} + \frac{\partial}{\partial x} \left( h_\alpha u_\alpha^2 + h_\alpha p_\alpha \right) = u_{\alpha+1/2}G_{\alpha+1/2} - u_{\alpha-1/2}G_{\alpha-1/2} + \frac{1}{\rho_0} \left( \frac{\partial z_{\alpha+1/2}}{\partial x} p_{\alpha+1/2} - \frac{\partial z_{\alpha-1/2}}{\partial x} p_{\alpha-1/2} \right) + \frac{1}{\rho_0} \int_{z_{\alpha-1/2}}^{z_{\alpha+1/2}} F_x(x,z,t)dz,
$$

(3.13)

$$
\frac{\partial h_\alpha T_\alpha}{\partial t} + \frac{\partial}{\partial x} \left( h_\alpha u_\alpha T_\alpha \right) = T_{\alpha+1/2}G_{\alpha+1/2} - T_{\alpha-1/2}G_{\alpha-1/2},
$$

(3.14)

$\alpha \in [1,\ldots,N]$.

with

$$
G_{\alpha+1/2} = \frac{\partial z_{\alpha+1/2}}{\partial t} + u_{\alpha+1/2} \frac{\partial z_{\alpha+1/2}}{\partial x} - w_{\alpha+1/2},
$$

(3.15)

$$
G_{1/2} = G_{N+1/2} = 0.
$$

(3.16)

The definitions of $p_\alpha$, $p_{\alpha+1/2}$, $u_{\alpha+1/2}$, $T_{\alpha+1/2}$ are given in the following proof.

**Proof.** Since the demonstration for part of this proposal can be found in [4] and [5], we will not detail it here. However, we will focus on the integration of the agitation terms in this multilayer system.

The horizontal term. The horizontal term, in the x-projection of the momentum equation will be handled simply: since we plan to use an expression of the force that can be integrated analytically (see 4.2.2), we just add the integrated force in the right-hand-side of (3.13)

$$
+ \int_{z_{\alpha-1/2}}^{z_{\alpha+1/2}} F_x(x,z,t)dz,
$$

(3.17)

$\alpha \in [1,\ldots,N]$.

The vertical term. The handling of this term will require more steps. First of all, let us recall that in the situation where no additional source terms are present, (3.4) is used to compute the piecewise continuous state variable $p$, which is then introduced in (3.3) (see [4]). We basically proceed the same way.
From (3.4), we get:

\[
p(x, z, t) = g \int_z^q \rho(x, z', t) dz' - \int_z^q F_z(x, z', t) dz'.
\]  

(3.18)

If we project it on \(P_{0,H}^N\), we get for a \(z\) in layer \(\alpha\)

\[
p(x, z, t) = g \left( \sum_{j=\alpha+1}^N \rho_j h_j + \rho_\alpha (z_{\alpha+1/2} - z) \right) - \int_z^q F_z(x, z', t) dz'.
\]  

(3.19)

For the vertical integration of (3.3) we need to compute:

\[
\int_{z_{\alpha-1/2}}^{z_{\alpha+1/2}} \frac{\partial p}{\partial x} dz = \frac{\partial h_\alpha p_\alpha}{\partial x} - \frac{\partial z_{\alpha+1/2}}{\partial x} p_{\alpha+1/2} + \frac{\partial z_{\alpha-1/2}}{\partial x} p_{\alpha-1/2}.
\]  

(3.20)

Since

\[
p_\alpha = \frac{1}{h_\alpha} \int_{z_{\alpha-1/2}}^{z_{\alpha+1/2}} p(x, z, t) dz, \quad p_{\alpha+1/2} = p(x, z_{\alpha+1/2}, t),
\]  

(3.21)

we see that the vertical agitation force has an effect in \(p\) through (3.3). Let us precise the expressions of \(p_\alpha(x, t), p_{\alpha+1/2}(x, t)\) and \(p_{\alpha-1/2}(x, t)\).

\[
p_\alpha(x, t) = \frac{1}{h_\alpha} \int_{z_{\alpha-1/2}}^{z_{\alpha+1/2}} p(x, z, t) dz
\]

\[
= g \left( \frac{\rho_\alpha h_\alpha}{2} + \sum_{j=\alpha+1}^N \rho_j h_j \right) - \frac{1}{h_\alpha} \int_{z_{\alpha-1/2}}^{z_{\alpha+1/2}} \int_z^q F_z(x, z', t) dz' dz,
\]  

(3.22)

\[
p_{\alpha+1/2}(x, t) = g \sum_{j=\alpha+1}^N \rho_j h_j - \int_{z_{\alpha+1/2}}^q F_z(x, z', t) dz',
\]  

(3.23)

\[
p_{\alpha-1/2}(x, t) = g \sum_{j=\alpha}^N \rho_j h_j - \int_{z_{\alpha-1/2}}^q F_z(x, z', t) dz'.
\]  

(3.24)

The velocities \(u_{\alpha+1/2}, \alpha = 1, ..., N-1\) are obtained using an upwinding with respect to the direction of the mass exchange:

\[
u_{\alpha+1/2} = \begin{cases} u_\alpha & \text{if } G_{\alpha+1/2} \geq 0 \\ u_{\alpha+1} & \text{if } G_{\alpha+1/2} < 0. \end{cases}
\]  

(3.25)

We proceed in the same way for the tracer:

\[
T_{\alpha+1/2} = \begin{cases} T_\alpha & \text{if } G_{\alpha+1/2} \geq 0 \\ T_{\alpha+1} & \text{if } G_{\alpha+1/2} < 0. \end{cases}
\]  

(3.26)
In Prop. 3.1 the vertical velocity \( w \) no more appears, but we can derive relations for the discrete layer values of this variable by performing the Galerkin approximation of the continuity equation (3.2) multiplied by \( z \). This leads to

\[
\frac{\partial}{\partial t} \left( \frac{z_{\alpha+1/2}^2 - z_{\alpha-1/2}^2}{2} \right) + \frac{\partial}{\partial x} \left( \frac{z_{\alpha+1/2}^2 - z_{\alpha-1/2}^2}{2} u_{\alpha} \right) = h_{\alpha} w_{\alpha} + z_{\alpha+1/2} G_{\alpha+1/2} - z_{\alpha-1/2} G_{\alpha-1/2}.
\]

(3.27)

where the \( w_{\alpha}, \alpha = 1, \ldots, N \), are the components of the Galerkin approximation of \( w \) on \( P_{N,t}^{\alpha,H} \), see (3.10). Since all the quantities except \( w_{\alpha} \) appearing in Eq. (3.27) are already defined by (3.12), (3.13), (3.15), (3.16), relation (3.27) allows obtaining the values \( w_{\alpha} \) by post-processing. Note that we use the relation (3.27) rather than the divergence free condition for stability purposes. We refer the reader to [4,44] for more details.

**Proposition 3.2.** Multilayer version of the Droop model with photoacclimation. The weak formulation of Eqs. (3.6)-(3.8) on \( P_{N,t}^{\alpha,H} \) leads to a system of the form

\[
\frac{\partial h_{\alpha} C_1^1}{\partial t} + \frac{\partial}{\partial x} \left( h_{\alpha} C_1^1 u_{\alpha} \right) = C_{\alpha+1/2}^1 G_{\alpha+1/2} - C_{\alpha-1/2}^1 G_{\alpha-1/2} \\
+ h_{\alpha} \left( \mu(q_{\alpha}, I_{\alpha}) C_1^1 - RC_1^1 \right),
\]

(3.28)

\[
\frac{\partial h_{\alpha} C_2^2}{\partial t} + \frac{\partial}{\partial x} \left( h_{\alpha} C_2^2 u_{\alpha} \right) = C_{\alpha+1/2}^2 G_{\alpha+1/2} - C_{\alpha-1/2}^2 G_{\alpha-1/2} \\
+ h_{\alpha} \left( \lambda(C_3^3, q_{\alpha}) C_2^1 - RC_2^1 \right),
\]

(3.29)

\[
\frac{\partial h_{\alpha} C_3^3}{\partial t} + \frac{\partial}{\partial x} \left( h_{\alpha} C_3^3 u_{\alpha} \right) = C_{\alpha+1/2}^3 G_{\alpha+1/2} - C_{\alpha-1/2}^3 G_{\alpha-1/2} \\
- h_{\alpha} \left( C_3^3, q_{\alpha} \right) C_3^3,
\]

(3.30)

\( \alpha \in [1, \ldots, N] \),

with \( q_{\alpha} = \frac{C_3^3}{C_0^3} \) and \( C_0^{\alpha+1/2}, j = 1 \ldots 3 \) defined through the same upwinding as \( u_{\alpha+1/2} \) and \( T_{\alpha+1/2} \) (see 3.25, 3.26).

**Proof.** As for Eqs. (3.2)-(3.5), we use a Galerkin approximation of the biological variables on \( P_{N,t}^{\alpha,H} \). The Galerkin approximation on \( P_{N,t}^{\alpha,H} \) allows to write

\[
Y^N(x, z, \{z_{\alpha}\}, t) = \sum_{\alpha=1}^{N} 1_{[z_{\alpha-1/2}^2, z_{\alpha+1/2}^2]}(z) Y_{\alpha}(x, t),
\]

(3.31)

for \( Y \in (C^1, C^2, C^3) \). Then we perform an integration of Eqs. (3.6)-(3.8) over the layer \( \alpha \). Let us do it term by term.

\[
\int_{z_{\alpha-1/2}}^{z_{\alpha+1/2}} \frac{\partial Y}{\partial t} dz = \frac{\partial h_{\alpha} Y_{\alpha}}{\partial t} - (Y_{\alpha+1/2} \frac{\partial z_{\alpha+1/2}}{\partial t} - Y_{\alpha-1/2} \frac{\partial z_{\alpha-1/2}}{\partial t}).
\]

(3.32)
For the transport terms it yields:

\[
\int_{z_{\alpha-1/2}}^{z_{\alpha+1/2}} \frac{\partial u Y}{\partial x} dz = \frac{\partial u_{\alpha} Y_{\alpha}}{\partial x} - \left( u_{\alpha+1/2} Y_{\alpha+1/2} \frac{\partial z_{\alpha+1/2}}{\partial x} - u_{\alpha-1/2} Y_{\alpha-1/2} \frac{\partial z_{\alpha-1/2}}{\partial x} \right) \quad (3.33)
\]

\[
\int_{z_{\alpha-1/2}}^{z_{\alpha+1/2}} \frac{\partial w Y}{\partial z} dz = w_{\alpha+1/2} Y_{\alpha+1/2} - w_{\alpha-1/2} Y_{\alpha-1/2} \quad (3.34)
\]

For the reaction terms we get:

\[
\int_{z_{\alpha-1/2}}^{z_{\alpha+1/2}} \left( \mu(q, I) C^1 - R C^1 \right) dz = h_{\alpha} (\mu(q_{\alpha}, I_{\alpha}) C^1_{\alpha} - R C^1_{\alpha}), \quad (3.35)
\]

\[
\int_{z_{\alpha-1/2}}^{z_{\alpha+1/2}} \left( \lambda(C^3, q) C^1 - R C^2 \right) dz = h_{\alpha} (\lambda(C^3_{\alpha}, q_{\alpha}) C^1_{\alpha} - R C^2_{\alpha}), \quad (3.36)
\]

\[
\int_{z_{\alpha-1/2}}^{z_{\alpha+1/2}} -\lambda(C^3, q) \chi dz = -h_{\alpha} (\lambda(C^3_{\alpha}, q_{\alpha}) C^1_{\alpha}), \quad (3.37)
\]

where

\[ q = \frac{C^2}{C^1} \text{ and } q_{\alpha} = \frac{C^2_{\alpha}}{C^1_{\alpha}}. \]

Using the notation (3.15) and (3.16) we recover Eqs. (3.28)-(3.30).

3.2. Kinetic interpretation

The kinetic approach consists in linking the behaviour of some macroscopic fluid systems - Euler or Navier-Stokes equations, Saint-Venant system - with Boltzmann type kinetic equations. Boltzmann equation was first introduced in gas dynamics. It represents the evolution of a density of particles in a gas. Kinetic schemes have been widely used for the resolution of Euler equations [14,33]. Given the analogy between Euler and Saint-Venant equations, recent work has been carried out to adapt those schemes to the shallow water systems ([1]). The first step is the introduction of fictitious particles, the definition of a density of particles and the equation governing its evolution.

The process to obtain the kinetic interpretation of the multilayer hydrodynamic model (3.12)-(3.14) is similar to the one used in [4]. For that reason we will only detail the kinetic interpretation of the multilayer biological system (3.28)-(3.30).

For a given layer \( \alpha \), a distribution function \( M_{\alpha}(x, t, \xi) \) of fictitious particles with microscopic velocity \( \xi \) is introduced to obtain a linear kinetic equation equivalent to the macroscopic model.

Let us introduce a real function \( \chi \) defined on \( \mathbb{R} \), compactly supported and which have the following properties

\[
\begin{cases}
\chi(-w) = \chi(w) \geq 0 \\
\int_{\mathbb{R}} \chi(w) dw = \int_{\mathbb{R}} w^2 \chi(w) dw = 1.
\end{cases}
\] (3.38)

Now let us construct a density of particles \( M_{\alpha}(x, t, \xi) \) defined by a Gibbs equilibrium: the microscopic density of particles present at time \( t \), in the layer \( \alpha \), at the abscessa \( x \) and with velocity \( \xi \) given by

\[
M_{\alpha} = \frac{h_{\alpha}(x, t)}{c_{\alpha}} \chi \left( \frac{\xi - u_{\alpha}(x, t)}{c_{\alpha}} \right),
\] (3.39)

with

\[ c_{\alpha}^2 = p_{\alpha}, \]
and \( p_\alpha \) defined by (3.22).

Likewise, we define \( N_{\alpha+1/2}(x, t, \xi) \) by

\[
N_{\alpha+1/2}(x, t, \xi) = G_{\alpha+1/2}(x, t) \delta (\xi - u_{\alpha+1/2}(x, t)),
\]

(3.40)

for \( \alpha = 0, \ldots, N \) and where \( \delta \) denotes the Dirac distribution.

The quantities \( G_{\alpha+1/2}, 0 \leq \alpha \leq N \) represent the mass exchanges between layers \( \alpha \) and \( \alpha + 1 \), they are defined in (3.15) and satisfy the conditions (3.16), so \( N_{1/2} \) and \( N_{N+1/2} \) also satisfy

\[
N_{1/2}(x, t, \xi) = N_{N+1/2}(x, t, \xi) = 0.
\]

(3.41)

For the Droop variables, we have the equilibria

\[
U_j^\alpha(x, t, \xi) = C_j^\alpha(x, t) M_j(x, t, \xi), \quad \alpha = 1, \ldots, N, \quad j = 1, \ldots, 3
\]

(3.42)

\[
V_{\alpha+1/2}^j(x, t, \xi) = C_{\alpha+1/2}^j(x, t) N_{\alpha+1/2}(x, t, \xi), \quad \alpha = 0, \ldots, N, \quad j = 1, \ldots, 3.
\]

(3.43)

With the previous definitions we write a kinetic representation of the multilayer biological system (3.28)-(3.30) without biological reaction terms and we have the following proposition:

**Proposition 3.3.** The functions \( (C^j) \) are strong solutions of the system (3.28)-(3.30) without reaction terms if and only if the set of equilibria \( \{U_j^\alpha(x, t, \xi)\}_{\alpha=1}^N \) are solutions of the kinetic equations

\[
\frac{\partial U_j^\alpha}{\partial t} + \xi \frac{\partial U_j^\alpha}{\partial x} - V_{\alpha+1/2}^j + V_{\alpha-1/2}^j = Q_{U_j^\alpha},
\]

(3.44)

for \( \alpha = 1, \ldots, N, \quad j = 1 \ldots 3 \) with \( \{N_{\alpha+1/2}(x, t, \xi), V_{\alpha+1/2}^j(x, t, \xi)\}_{\alpha=0}^N \) satisfying (3.40)-(3.43).

The quantities \( Q_{U_j^\alpha} = Q_{U_j^\alpha}(x, t, \xi) \) are “collision terms” equal to zero at the macroscopic level i.e. which satisfy for a.e. values of \( (x, t) \)

\[
\int_R Q_{U_j^\alpha} d\xi = 0, \quad \int_R \xi Q_{U_j^\alpha} d\xi = 0, \quad \text{and} \quad \int_R \xi^2 Q_{U_j^\alpha} d\xi = 0.
\]

(3.45)

**Proof.** Using the definitions (3.39),(3.42) and the properties of the function \( \chi \), we have

\[
l_\alpha HC_j^\alpha = \int_R U_j^\alpha(x, t, \xi) d\xi, \quad l_\alpha HC_j^\alpha u_\alpha = \int_R \xi U_j^\alpha(x, t, \xi) d\xi.
\]

(3.46)

From the definition (3.40) of \( N_{\alpha+1/2} \) we also have

\[
\int_R N_{\alpha+1/2}(x, t, \xi) d\xi = G_{\alpha+1/2}.
\]

(3.47)

A simple integration in \( \xi \) of the equations (3.44), always using (3.45), gives the biological equations (3.28)-(3.30). \( \square \)
3.3. The numerical scheme

As in paragraph 3.2, we only detail the discretization of the biological part of the model. For the hydrodynamic part, the reader can refer to [1]. Using the multilayer system obtained in Prop. 3.2 we end up with a system of the form

\[
\frac{\partial X}{\partial t} + \frac{\partial F(X)}{\partial x} = S_e(X) + S_{v,f}(X) + S_{bio}(X),
\]

(3.48)

with \( X = (k_1^1, \ldots, k_N^1, k_1^2 \ldots k_N^2, k_1^3 \ldots k_N^3)^T \) and \( k_a^1 = l_a H C_a^1, k_a^2 = l_a H C_a^2, k_a^3 = l_a H C_a^3 \). We denote \( F(X) \) the flux of the conservative part, \( S_e(X), S_{v,f}(X) \) and \( S_{bio}(X) \) the source terms, respectively the mass transfer, the viscous and friction effects and the biological reaction terms.

We introduce a \( 3N \times 3N \) matrix \( K(\xi) \) defined by \( K_{i,j} = \delta_{i,j} \) for \( i,j = 1, \ldots, N \) with \( \delta_{i,j} \) the Kronecker symbol. Then, using Prop. 3.3, we can write

\[
X = \int_\xi K(\xi) \begin{pmatrix} U^1(\xi) \\ U^2(\xi) \\ U^3(\xi) \end{pmatrix} d\xi, \quad F(X) = \int_\xi \xi K(\xi) \begin{pmatrix} U^1(\xi) \\ U^2(\xi) \\ U^3(\xi) \end{pmatrix} d\xi,
\]

(3.49)

\[
S_e(X) = \int_\xi K(\xi) \begin{pmatrix} V^1(\xi) \\ V^2(\xi) \\ V^3(\xi) \end{pmatrix} d\xi,
\]

(3.50)

with \( U^j(\xi) = (U^j_1(\xi), \ldots, U^j_N(\xi))^T \), and

\[
V(\xi)^j = \begin{pmatrix} V_{3/2}^j(\xi) - V_{1/2}^j(\xi) \\ \vdots \\ V_{3,1/2}^j(\xi) - V_{3,1/2}^j(\xi) \end{pmatrix}, \quad \forall j \in 1..3.
\]

We refer to [5] for the computation of \( S_{v,f}(X) \).

To approximate the solution of (3.48) we use a finite volume framework. We assume that the computational domain is discretized by \( I \) nodes \( x_i \). We denote \( C_i \) the cell of length \( \Delta x_i = x_{i+1/2} - x_{i-1/2} \) with \( x_{i+1/2} = (x_i + x_{i+1})/2 \). For the time discretization, we denote \( t^n = \sum_{k<n} \Delta t^k \) where the time steps \( \Delta t^k \) will be precised later through a CFL condition. We denote

\[
X_i^n = (k_1^{1,n}, \ldots, k_N^{1,n}, k_1^{2,n}, \ldots, k_N^{2,n}, k_1^{3,n}, \ldots, k_N^{3,n})^T
\]

the approximate solution at time \( t^n \) on the cell \( C_i \) with \( k_{a,i}^{j,n} = l_a H C_{a,i}^{j,n} \).

3.3.1. Time splitting

For the time discretization, we apply a time splitting to the equation (3.48) and we write

\[
\frac{\Delta t^n}{X_i^{n+1}} - \frac{\Delta t^n}{X_i^n} = \frac{\partial F(X^n)}{\partial x} = S_e(X^n, \tilde{X}^{n+1}) + S_{bio}(X^n),
\]

(3.51)

\[
\frac{\Delta t^n}{X_i^{n+1}} - \frac{\Delta t^n}{X_i^n} = -S_{v,f}(X^n, X^{n+1}) = 0.
\]

(3.52)
The conservative part of (3.51) is computed by an explicit kinetic scheme. The mass exchange terms are deduced from the kinetic interpretation. The biological reaction terms are not included in the kinetic interpretation but simply deduced from quadrature formulas. Eventually, the viscous and friction terms $S_{v,f}$ in (3.52) do not depend on the fluid density $\rho$. Thus, their vertical discretization and their numerical treatment do not differ from earlier works of the authors [5]. Due to potential dissipative effects, a semi-implicit scheme is adopted in the second step for reasons of stability.

3.3.2. Discrete kinetic equation

Starting from a piecewise constant approximation of the initial data, the general form of a finite volume discretization of system (3.51) is

$$
\tilde{X}_{i}^{n+1} - X_{i}^{n} + \sigma_{i}^{n} \left[ F_{i+1/2}^{n} - F_{i-1/2}^{n} \right] = \Delta t_{n} S_{v,f}^{n+1/2} + \Delta t_{n} S_{bl}^{n}.
$$

(3.53)

where $\sigma_{i}^{n} = \Delta t_{n}/\Delta x_{i}$ is the ratio between space and time steps and the numerical flux $F_{i+1/2}^{n}$ is an approximation of the exact flux estimated at point $x_{i+1/2}$.

In order to find a good expression of the numerical fluxes, we need to make an incursion in the microscopic scale. Therefore we denote the discrete particle density at time $n$, cell $i$ in the following manner:

$$
M_{\alpha,i}^{n}(\xi) = l_{\alpha} \frac{H_{i}^{n}}{c_{\alpha,i}^{n}} \chi \left( \frac{\xi - u_{\alpha,i}^{n}}{c_{\alpha,i}^{n}} \right), \quad \text{with} \quad c_{\alpha,i}^{n} = \sqrt{p_{\alpha,i}^{n}},
$$

and following (3.22)

$$
p_{\alpha,i}^{n} = g \left( \frac{\rho_{\alpha,i}^{n} l_{\alpha} H_{i}^{n}}{2} + \sum_{j=\alpha+1}^{N} \rho_{\alpha,j}^{n} l_{j} H_{i}^{n} \right) - \frac{1}{h_{\alpha}} \int_{z_{\alpha-1/2}}^{z_{\alpha+1/2}} \int_{z}^{n} f_{z}(x,z',t_{n})dz'dz.
$$

Then the equation (3.44) is discretized for each $\alpha$ by applying a simple upwind scheme

$$
g_{\alpha,i}^{j,n+1}(\xi) = U_{\alpha,i}^{j,n}(\xi) - \xi \sigma_{i}^{n} \left( U_{\alpha,i}^{j,n+1/2}(\xi) - U_{\alpha,i}^{j,n-1/2}(\xi) \right) + \Delta t_{n} \left( V_{\alpha,i}^{j,n+1/2}(\xi) - V_{\alpha,i}^{j,n-1/2}(\xi) \right),
$$

(3.54)

where

$$
U_{\alpha,i}^{j,n+1/2} = \begin{cases} 
U_{\alpha,i}^{j,n} & \text{if} \ \xi \geq 0 \\
U_{\alpha,i}^{j,n} & \text{if} \ \xi < 0. 
\end{cases}
$$

The quantity $g_{\alpha,i}^{j,n+1}$ is not an equilibrium but if we set

$$
l_{\alpha} H_{i}^{n+1} C_{\alpha,i}^{j,n+1} = \int_{R} g_{\alpha,i}^{j,n+1}(\xi) d\xi,
$$

(3.55)

we recover the macroscopic quantities at time $t^{n+1}$.
3.3.3. Numerical flux of the finite volume scheme

In this section, we give some details for the computation of the fluxes introduced in the discrete equation (3.53). If we denote

\[ F_{n}^{i+1/2} = F(X_{i}^{n}, X_{i+1}^{n}) = F^{+}(X_{i}^{n}) + F^{-}(X_{i+1}^{n}), \]

(3.56)

following (3.49), we define

\[ F^{-}(X_{i}^{n}) = \int_{\xi \in \mathbb{R}^{-}} \xi K(\xi) U_{i}^{n}(\xi) d\xi, \quad F^{+}(X_{i}^{n}) = \int_{\xi \in \mathbb{R}^{+}} \xi K(\xi) U_{i}^{n}(\xi) d\xi \]

(3.57)

with

\[ U_{i}^{n}(\xi) = (U_{1}^{n}(\xi), \ldots, U_{N}^{n}(\xi))^{T}. \]

More precisely the expression of \( F^{+}(X_{i}) \) can be written

\[ F^{+}(X_{i}) = \left( F_{k_{1}^{+}}^{+}(X_{i}), \ldots, F_{k_{N}^{+}}^{+}(X_{i}) \right)^{T}, \]

(3.58)

with

\[ F_{k_{\alpha}^{+}}^{+}(X_{i}) = C_{\alpha, i}^{j} l_{\alpha} H_{i} \int_{w \geq -\frac{a_{\alpha, i}}{c_{i}}} (u_{\alpha, i} + wc_{\alpha, i}) \chi(w) dw. \]

(3.59)

This kinetic method is interesting because it gives a very simple and natural way to propose a numerical flux through the kinetic interpretation. Indeed, choosing

\[ \chi(w) = \frac{1}{2\sqrt{3}} |w| \leq \sqrt{3}|w|, \]

the integration in (3.59) can be done analytically.

However, this method proved to be numerically diffusive. That is why in practice, following \([2,4]\), we rather introduce the upwinding in the biological equations according to the sign of the total mass flux. We introduce then new biological fluxes that we will use instead of (3.59)

\[ F_{h_{\alpha}}^{+}(X_{i}) = C_{\alpha, i+1/2}^{j} F_{h_{\alpha}}^{+} \]

(3.60)

with

\[ F_{h_{\alpha}}^{+} = l_{\alpha} H_{i} \int_{w \geq -\frac{a_{\alpha, i}}{c_{i}}} (u_{\alpha, i} + wc_{\alpha, i}) \chi(w) dw \]

representing the mass flux in layer \( \alpha \) at interface \( i + 1/2 \) (see \([4]\)) and the interfacial quantity being defined in the following manner

\[ C_{\alpha, i+1/2}^{j,n} = \begin{cases} C_{\alpha, i+1/2}^{j,n} & \text{if } F_{h_{\alpha}}^{+} \geq 0 \\ C_{\alpha, i+1}^{j,n} & \text{if } F_{h_{\alpha}}^{+} < 0. \end{cases} \]
3.3.4. The source terms

We refer to [4] for the treatment of the mass exchanges terms $S_e(X^n, X^{n+1})$. For the reaction terms no difficulties occur since the biological variables and what they depend on, light for instance, are also projected on the same Galerkin basis. We write

$$
\int_{z_n-1/2}^{z_n+1/2} \int_{x_i-1/2}^{x_i+1/2} R(x, z, t^n) = h_n \Delta x_i R^n_i
$$

where $R(x, z, t)$ represents one of the three reaction terms we have in the Droop model.

3.3.5. Properties

Although we are not going to provide any proof in this section we want to recall some important features of the model used in this paper (see [4, 5, 14] for the detailed proofs). First of all, under a certain CFL condition which means that the quantity of water leaving the cell during a time step is less than the current water volume of the cell, the water height and the biological concentrations remain non-negative. Second of all, [4] states that a passive tracer satisfies a maximum principle. Finally, we want to specify that a second order scheme in space and time is possible and has been performed in the simulations of section 4. The second order in time is achieved through a classical Heun method. We apply a second order in space by a limited reconstruction of the variables [3] based on the prediction of the gradients in each cells, a linear interpolation followed by a limitation procedure.

4. Simulations

4.1. Analytical validation on non trivial steady states

In this section we show that we can find analytical solutions of the coupled problem, provided that we use Euler equations and a simplified model for biology. We want to emphasize the importance of this part. Validating a numerical code is indeed a complex but highly required task when it comes to non trivial situations. It is clear though that analytical solutions of the whole coupled problem cannot be found. However, we propose here a simplified version of a biological model that would be embedded in free surface Euler equations and for which we can find non trivial steady states.

Let $(u, w)$ be the following vector field:

$$
\begin{align*}
   u(x, z) &= \frac{\alpha \beta \cos(\beta(z - z_0))}{\sin(\beta H)} , \\
   w(x, z) &= \frac{\alpha \beta}{\sin(\beta H)^2} \left[ \sin(\beta(z - z_0)) \cos(\beta H) \frac{\partial H}{\partial x} + \cos(\beta(z - z_0)) \sin(\beta H) \frac{\partial z_0}{\partial x} \right] ,
\end{align*}
$$

with $\alpha$, $\beta$ being given constants, $z_0(x)$ being known and $H(x)$ being solution of the ordinary differential equation

$$
\frac{\partial}{\partial x} \left( \frac{\alpha^2 \beta^2}{2 \sin^2(\beta H(x))} + gH \right) = -g \frac{\partial z_0}{\partial x} .
$$

In [13], the authors show that it is an analytical solution of the Euler system of equations for free surface flows. In order to validate the coupling with biological equations which is performed in this paper, we propose a simplified stationary coupled model.
Let us consider the following scalar field

\[ T(x, z) = e^{- (H - (z - z_b))}. \]

We can check by simple calculation that \( T \) is solution of

\[
\frac{\partial u T}{\partial x} + \frac{\partial w T}{\partial z} = f(x, z) T(x, z)
\]

(4.3)

where

\[
 f(x, z) = \alpha \beta \cos(\beta (z - z_b)) \left( \frac{\tan(\beta (z - z_b))}{\tan(\beta H)} - 1 \right) \frac{\partial H}{\partial x}.
\]

(4.4)

Clearly, this equation is a simplified and alternate version of a biological model, with advection and reaction terms. Notice that solutions to (4.3) represent non trivial equilibria between advection and reaction terms.

Eventually, we compare analytical and numerical results of the following situation: a given hydrodynamic and biological flow is imposed at the left boundary of a 20m long raceway with topography \( z_b = 0 \) to \( 2e^{(x - 8)^2} - 0.4e^{(x - 12)^2} \), a given water height is fixed at the right boundary. To solve this analytically we follow [13]: given the topography \( z_b \), between horizontal coordinates \( x = 0 \) and \( x = 20 \), we recover \( H(x) \) and deduce \( u(x, z) \) and \( w(x, z) \) for \( \alpha = 0.4 \) and \( \beta = 1.5 \) thanks to the above formula (4.1, 4.2). Numerically, we impose the analytical flux at the left boundary, the analytical water depth at the right boundary, and run the code for 500s, with 300 nodes and 20 layers (thus 6000 vertices), while initial conditions were set up to zero for every variable (\( u, w, T \)).

We see in Fig. 1 that we recover numerically the hydrological and tracer steady states solutions for this simplified coupled model. Therefore, we consider that our method and our code are likely to produce valid results.

4.2. Numerical simulations of a raceway

4.2.1. Light

As explained in section 2, the light intensity at a particular point will depend both on the amount of water above this point (i.e. related to the depth) and on the quantity of encountered chlorophyll (proportional to the concentration in intracellular nitrogen). Additionally, we explain in section 3 that a Galerkin approximation of the variables is carried out. Hence light is also discretized along the depth by layers. We show in Fig. 2 the light profile for different values of \( \gamma(I^*) \). Recall that this value is related to the average irradiance perceived by microalgae the day before (photoadaptation phenomenon). The parameters used are exposed in Table 1. We see for any curve the exponential decay. Moreover, this figure shows that the more exposed to light the microalgae were, the more receptive to it they are (no photoinhibition occurs in those ranges of irradiance).
Figure 1. Analytical (left) and numerical (right) steady states solutions for hydrodynamics and tracer in case $\alpha = 0.4$, $\beta = 1.5$ and $z_b = 0.2e^{(x-8)^2} - 0.4e^{(x-12)^2}$. A given flow is imposed at the left boundary whereas the output boundary condition concerns the water height.

Figure 2. Light intensity in the water column for a concentration in nitrogen equal to 5.0 $gN.m^{-3}$. The figure shows the exponential decay of light with depth for different values of $\gamma(I^*)$.

| Parameter | Value | Unit          |
|-----------|-------|---------------|
| $I_{0,max}$ | 500   | $\mu mol.m^{-2}.s^{-1}$ |
| a         | 16.2  | $m^2.gChl^{-1}$ |
| b         | 0.087 | $m^{-1}$      |
| $C^2$     | 5.0   | $gN.m^{-3}$   |

Table 1. Parameters used for the computation of light.
4.2.2. *Paddlewheel*

We aim at representing the kind of raceway shown in Fig. 3. In order to model it in 2D, periodic conditions are applied on a rectangular pond containing a paddlewheel in its first half (Fig. 4). The wheel is not modelled physically but is represented by a force that is able to mimic its effect and give the system an equivalent energy. Therefore the following expression is assumed:

\[
\begin{align*}
F_x(x, z, t) &= F \cos \theta \left( \sqrt{(x - x_{\text{wheel}})^2 + (z - z_{\text{wheel}})^2} \omega \right)^2 \\
F_z(x, z, t) &= F \sin \theta \left( \sqrt{(x - x_{\text{wheel}})^2 + (z - z_{\text{wheel}})^2} \omega \right)^2
\end{align*}
\]

(4.5) (4.6)

where \( F \) is a constant, \( \theta \) is the angle between the blade and the vertical direction, \( \omega = \dot{\theta} \). The force is normal to the blade and depends on the square of the velocity of the point on the blade: the further it is from the center of the wheel, the bigger is the force. Therefore, the energy provided by the wheel is be proportional to the cube of the velocity. To include it in the model, the process is similar to what is explained in section 3.3: the force is added in the Navier-Stokes equations in order to derive again the multilayer model. This adds a source term in the x-momentum equation and change the expression of the pressure given by the z-momentum equation. We remind the reader that non-hydrostatic terms have not been taken into account in the derivation of the model (though...
it is described in [44]). The obtained results in Fig.5 let us think that this may be appropriate to model the paddlewheel effect.

Figure 4. Left: Raceway and wheel dimensions and positions. Right: Outlook of the force applied to model the effect of the paddlewheel, supposed to be located in the first half of the raceway, with maximum efficiency at the end of the blade.

We performed several simulations for different paddlewheel angular velocities. We use a raceway with length 20m and height 0.5m. We show in Fig 5 that we are able to capture realistic hydrodynamics: a laminar flow of reasonable horizontal speed far from the wheel and a turbulent flow close to it. Concerning the hydrodynamics parameters, we take into account horizontal and vertical viscosity ($\mu = 0.001m^2.s^{-1}$) and a Navier-type bottom friction ($\kappa = 0.01m.s^{-1}$). Besides, $\omega = 0.85\text{rad/s}$.

In order to have a first idea of what is happening in the fluid, we add a tracer which is advected and slightly diffused. Fig 6 illustrates the effect of the wheel on the mixing. In particular, after several minutes, the pond seems well homogenized (here again $\omega = 0.85\text{rad/s}$).

4.3. Results

Eventually, we performed numerical simulations of the whole coupled model explained in section 2 and discretized in section 3. We use the same raceway with length 20m and height 0.5m. The height is chosen such that at the bottom of the pond, the respiration rate is close to the growth rate. We perform several 20 days simulations for different agitations, different initial conditions and we compare them to reference simulations i.e. without paddlewheel. The parameters used for the simulation (concerning the biological system) are exposed in Table 2. The relevant details of every simulation are in Table.3. The results are depicted in Fig.7.

The initial concentrations of particulate and dissolved nitrogen are the same for the six simulations. The initial microalgal carbon concentration varies (the initial internal nitrogen quota is therefore changing as well), and different agitation velocities are tested. The plots represent the average concentrations in the raceway (see local concentration comparison between upper and bottom layer in Fig.8). The carbon curves (Fig.7-a) show in every situation that agitation leads to better productivity. This is explained by the lack of nutrients in the upper layers at some point. However, regarding the initial internal quota (Fig.7-b), the time when agitation actually enhances
Figure 5. (a): Velocities along vertical and horizontal axis in a cell located near from the wheel rotating at angular speed $\omega = 0.8\text{rad/s}$, with a force magnitude of $F = 10N.m^{-3}$. The flow is very turbulent. (b): Velocities along vertical and horizontal axis in a cell located far from the wheel. An asymptotic value of $0.48m.s^{-1}$ is reached.

productivity varies. This phenomena is due to the fact that the internal nutrient pool, if not filled enough (low quota $q$), will tend to increase further by absorbing more external nitrogen. Thus leading two main consequences: the extracellular nutrient concentration diminishes and the intracellular nitrogen increases. Since chlorophyll is positively correlated with the latter biological variable, the light can not penetrate so deep anymore. We point out that the model is not able to differentiate between several agitation velocities. Ideas to explain and overcome this limitation are suggested in section 5.

From these series of simulations we can conclude that our model is capable of reproducing coherent results, in the hydrodynamical part (adequate asymptotic velocity, turbulences near the wheel and laminar flow far from it) as well as in the biological concentrations. Nevertheless, we can only consider those results as preliminary, since no quantitative comparison with any data has been provided. Future work would include adaptation of the biological model given the hydrodynamical results obtained in this study. Moreover, other variables should be added to the system. For instance temperature, which could have a non negligible effect, sedimentation etc. Finally, experimental data should help us calibrate more accurately the raceway parameters and extend it to three dimensions.

5. Lagrangian Approach

So far, we have based our model on biological kinetics accounting for the photosynthesis process in conditions of light and nutrient limitations. We have used an extended version of the Droop model [10,19,20], but other models could have been used, differing by their level of details [7,8,23]. These models have been developed and experimentally validated for static conditions, i.e. for conditions where light was constant or slowly varying. However, the present study illustrates the fact that, due to hydrodynamics, each cell experiments a succession of light and dark phases, depending if it is close to surface or to the bottom. Such flashing light phenomenon has already been highlighted with photobioreactors [39]. Now the key question is to determine if the chosen
Figure 6. Snapshots of the tracer concentration in a raceway set into motion by a paddlwheel of angular velocity $\omega = 0.85\text{rad/s}$. It is clear that after several minutes, the raceway is totally homogeneous. Therefore, the paddlewheel has indeed the required effect on the mixing.

model, with time scales in the range of hours, efficiently reproduces the photosynthesis dynamics at the cell scale, or if a more sophisticated model, accounting for the fast time scales of photosynthesis is required. Indeed, some models represent faster biological phenomena. For example, the Han model [28] represents the dynamics of the photosystems with time scales ranging from milliseconds to minutes. Such model would, of course, be more appropriate to account for photosynthesis in the context of rapid light fluctuations, with strong potential impact on the physiology [48]. As a consequence, it is now crucial to determine the typical light pattern received by a single cell. It is worth noting that such an information can only be obtained by simulation, since it would be very complex to measure experimentally the light along the trajectory of a microalgae. A Lagrangian approach derived from the previous model can lead to the reconstruction of cell trajectories. From this information, it is then possible to derive the light signals that microalgal cells undergo. We show hereafter that the velocity of the wheel does not influence much the light quantity perceived by an algae in a certain period of time, but it changes the way it receives it.
### Table 2. Parameters for the simulations.

| Parameter | Value | Unit          |
|-----------|-------|---------------|
| $\mu$     | 1.7   | $day^{-1}$    |
| $Q_0$     | 0.050 | $gN.gC^{-1}$  |
| $Q_l$     | 0.25  | $gN.gC^{-1}$  |
| $K_{if}$  | 295   | $\mu mol.m^{-2}.s^{-1}$ |
| $K_{sf}$  | 70    | $\mu mol.m^{-2}.s^{-1}$ |
| $X$       | 0.073 | $gN.gC^{-1}.day^{-1}$ |
| $K_c$     | 0.0012| $gN.m^{-3}$   |
| $R$       | 0.0081| $day^{-1}$    |
| $I_{0,\max}$ | 500 | $\mu mol.m^{-2}.s^{-1}$ |
| $\gamma(I^*)$ | 0.25 | $gChl.gN^{-1}$ |
| $a$       | 16.2  | $m^{-2}.gChl^{-1}$ |
| $b$       | 0.087 | $m^{-1}$      |

### Table 3. Initial conditions and final concentrations for the set of 6 simulations we performed. The differences lie on the one hand on the fact that the water is agitated or not and on the other hand on the initial carbon concentration, which changes the internal quota (nitrogen concentration is always equal to 5($g.m^{-3}$)).

|                  | Simu 1 | Simu 2 | Simu 3 | Simu 4 | Simu 5 | Simu 6 |
|------------------|--------|--------|--------|--------|--------|--------|
| $C_0^1(g.m^{-3})$| 25     | 25     | 50     | 50     | 83     | 83     |
| $(C_0^2/C_0^3)_{0}(gN.gC^{-1})$ | 0.2 | 0.2 | 0.1 | 0.1 | 0.06 | 0.06 |
| $C_0^2(g.m^{-3})$| 5      | 5      | 5      | 5      | 5      | 5      |
| $C_0^3(g.m^{-3})$| 60     | 74     | 79     | 103    | 100    | 129    |
| $C_1^1(g.m^{-3})$| 0.115  | 0.120  | 0.110  | 0.085  | 0.087  | 0.065  |
| $(C_1^2/C_1^3)_{f}(gN.gC^{-1})$ | 3.77 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |

In order to follow the position of a particle, we simply need to integrate the following equation.

If $M(t)$ is the position of particle $M$ at time $t$, then we have:

$$\frac{dM(t)}{dt} = v(M(t),t) \quad (5.1)$$

where $v(x, t)$ is the eulerian velocity field at position $x$, time $t$. We do not add to those particles any Brownian motion that would refer to the diffusion of biological concentrations at the macroscopic scale. Therefore, more realistic Lagrangian trajectories should look more noisy than what we get but the general behaviour is well represented.
Figure 7. (a): Carbon concentration; (b): Internal quota $q$; (c): nitrogen concentration; (d): substrate concentration ($NO_3$). Those plots illustrate the average concentrations in the raceway for 6 simulations. Three were carried out without agitation, and the other three had the agitation term. In each situation, agitation, leading to homogenization leads to a better productivity. However, for certain initial conditions, the improvement is quite slow (after several days), since the biological variables do not evolve as quickly as hydrodynamics does.

For several angular velocities, we perform a one hour simulation and build the trajectories afterwards. One hundred particles are equally distributed in the raceway along the depth dimension. Fig.9 shows the distribution of particles against the percentage of time spent under more than 50% of the incident light (we will call it high enlightenment). We notice that the wheel velocity has an influence on the number of particles which never undergo high enlightenment (38 particles over 100 for $\omega = 0.5$ and only 13 particles over 100 for $\omega = 1.0$). But globally, the particles are distributed around 20% of their time under high enlightenment. This is what we can expect from a good mixing since the light is exponentially decreasing and getting 50% of the incident light means being in the first 10cm from the surface of the raceway (over 50cm).
Figure 8. (a): Local carbon concentration when $q_{\text{init}} = 0.2 gN.gC^{-1}$, in the bottom and upper layer, with and without agitation. (b): Local carbon concentration when $q_{\text{init}} = 0.06 gN.gC^{-1}$, in the bottom and upper layer, with and without agitation. We see clearly the homogenization due to agitation. In both cases, we also see that the bottom layer when not agitated does not vary so much, which means that we are close to the point when respiration compensates growth.

In Fig.10 we plot different indicators for eight velocities, established during a one hour simulation. First of all, Fig.10.a illustrates the average velocity at the end of the simulation. It turns out to lie in realistic ranges ($0.2 m.s^{-1}$ to $0.7 m.s^{-1}$). Second of all Fig.10.b represents the average proportion of time spent for any particle under high enlightenment. From this curve we deduce that the global percentage of high enlightenment may not vary much between $\omega = 0.5$ and $\omega = 1$. The mixing is indeed well carried on (as shown in previous section) and in average, the particles have the same history. Finally, Fig.10.c depicts the number of times the particles switch from low enlightenment to high enlightenment during one hour. This last indicator gives insights about the duration of the high enlightenment periods. The greater it is, the shorter but more numerous were the high light instants (the particles switches more often).

Finally, the trajectories of three particles are depicted in Fig.11.a. From those trajectories we can extract two important informations. First of all, between two passages around the paddlewheel, the particle seems to stay at constant depth, thus enforcing the fact that the flow is laminar apart from the wheel. Second of all, we clearly see that the depth of the particle is suddenly modified by the wheel, giving rise to abrupt changes in the enlightenment. Fig.11.b shows the light received by those three particles in the case where the average intracellular nitrogen concentration is $5 gN.m^{-3}$ and $\gamma (I^*) = 0.1 gChl.gN^{-1}$ (high irradiance the day before the simulation).

Fig.2 shows that light intensity is very low in the 20 deepest centimeters. Regarding our results on Fig.11, we assume that microalgae should spend one lap at high light and then several laps at low light. Since the asymptotic velocity is in the range $0.3 m.s^{-1} - 0.8 m.s^{-1}$, a whole lap is done in the order of a minute. Therefore, algae are faced to light changes with a time scale in the range of ten minutes. As regards our modeling problem, this tells us that a biological model valid for these fast time scale could lead to more precise results. Additional experiments forcing microalgae with
Figure 9. Number of particles for each class of enlightenment for four wheel angular velocities (0.5, 0.75, 0.85 and 1.0 rad.s$^{-1}$). One class represents a range of 5%. Being for instance in the class 20%-25% means that the particle spent between 20 and 25% of her time under high enlightenment (more than 50% of the incident light).

typical light signal deduced from Figure 2 must therefore been carried out and support a microalgae modelling at fast time scale [22].

6. CONCLUSION

In this paper we derive a new model coupling hydrodynamics to biology in two dimensions. It provides new insights to better understand and represent this nonlinear and nonstationary complex process. Except closed to the paddlewheel, the multilayer model seems to adequately represent the vertical heterogeneity characterizing the agitated raceway. Notice that with our approach, we are
Figure 10. (a): Average velocity after one hour for 8 velocities. (b): Percentage of time spent under more than 50% of $I_0$. (c): Number of times a particle switches from a situation where it perceived less than 50% of light intensity to a situation where it perceives more during one hour.

able to provide analytical solutions which validated its numerical integration. The results show that water agitating through the paddlewheel has an effect on the growth of algae, particularly because of the lack of nutrients at the surface versus the lack of light around the raceway’s floor. One of the outcome of this work is the identification of realistic light signals to which microalgae are faced. Lab scale experiments will be performed to assess the impact of such high frequency light signals on microalgae. It is worth remarking that similar works have been carried out for photobioreactor [38, 39], leading to the identification of much faster time scales in the range of the second. Of course, it is possible to improve the model around the wheel by relaxing the hydrostatic approximation. A robust and efficient scheme for the discretization of the non-hydrostatic terms is under development. Though theoretical results and first experiments have already been carried out ([15, 16]), this model has not yet been widely validated and requires the coding of much complex numerical schemes. Likewise a 3D model is necessary to take into account the effects of the bend of the hydrodynamics. The comparison with experimental data would be of great relevance to better
Figure 11. (a): Trajectories of three particles during the simulations. The large curve represents the water surface at the middle of the raceway. The other plot is the height of a given particle through time. The algae undergo sudden changes of depth every time it meets the wheel. (b): Perceived light from the microalgae. Particles are subject to even greater irradiance changes since the light is exponentially decaying.

calibrate the hydrodynamics, and later on improve the biological predictions of the model. It is clear however that many parameters need to be taken into account in order to increase the model prediction capacity, for instance temperature. It was here considered as a passive tracer, only advected and diffused, with no particular effect on the biology (temperature does not appear in the growth or respiration rate). The sunlight effect on water temperature will be taken into account in a next stage since it deeply affects microalgae growth. Moreover, some microalgae species do not swim in the water and tend to sediment. This property could increase the beneficial effect of the wheel compared to a situation where the wheel is very slow or absent. Computational time is another issue which has to be improved in order to use the model e.g. for process optimal design. Up to now, schemes we are developing are only explicit. We are therefore constrained with a restrictive CFL condition. Improvement towards implicit schemes is also a future concern.
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