MultiStep Ahead Forecasting for Hourly PM10 and PM2.5 Based on Two-Stage Decomposition Embedded Sample Entropy and Group Teacher Optimization Algorithm
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Abstract: The randomness, nonstationarity and irregularity of air pollutant data bring difficulties to forecasting. To improve the forecast accuracy, we propose a novel hybrid approach based on two-stage decomposition embedded sample entropy, group teaching optimization algorithm (GTOA), and extreme learning machine (ELM) to forecast the concentration of particulate matter (PM10 and PM2.5). First, the improvement complementary ensemble empirical mode decomposition with adaptive noise (ICEEMDAN) is employed to decompose the concentration data of PM10 and PM2.5 into a set of intrinsic mode functions (IMFs) with different frequencies. In addition, wavelet transform (WT) is utilized to decompose the IMFs with high frequency based on sample entropy values. Then the GTOA algorithm is used to optimize ELM. Furthermore, the GTOA-ELM is utilized to predict all the subseries. The final forecast result is obtained by ensemble of the forecast results of all subseries. To further prove the predictable performance of the hybrid approach on air pollutants, the hourly concentration data of PM2.5 and PM10 are used to make one-step-, two-step- and three-step-ahead predictions. The empirical results demonstrate that the hybrid ICEEMDAN-WT-GTOA-ELM approach has superior forecasting performance and stability over other methods. This novel method also provides an effective and efficient approach to make predictions for nonlinear, nonstationary and irregular data.
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1. Introduction

The prediction of future events from the noisy and nonstationary time series data is a challenging problem. This type of problem has been found in a wide range of research areas, including finance, biological sciences, environment, ecology, and engineering [1–5]. Although a number of statistical inference methods and machine learning algorithms have been proposed to make predictions, it is still a substantial challenge to make more accurate and reliable forecasting for time series data with high volatility.

The forecasting of atmospheric pollution is one of the important problems in the analysis of noise and nonstationary time series. In recent years, atmospheric pollution has become one of the most important issues all over the world [6,7]. The particulate matter of aerodynamic diameter less than or equal to 2.5 and 10 microns is the major air pollutant, which also causes significant influence on human health and daily activities [8]. Therefore, a precise short-term forecasting model should be developed to enhance the prediction performance of air-pollutant concentrations, which not only can give valuable support for
decision-making of relevant departments, but also can provide helpful information for air-quality monitoring systems. That will have great significance on guiding daily activities of people for alleviating public health risks based on the real-time prediction. There is an increasing demand to develop data-driven algorithms based on hourly observations time series for making reliable short-term forecasting of particulate matter (PM) concentrations [9,10]. However, due to the nonstationary, nonlinear and complex characteristic of PM2.5 and PM10, it is difficult to make a precise forecasting for it.

In the previous study, the forecasting approach for PM10, PM2.5 and other air-pollutant concentration forecasting can be divided into traditional statistical approach, machine learning approach, and hybrid approach. The traditional statistical approaches, such as multiple linear regression (MLR) [11] and autoregressive moving integrated average (ARIMA) [12] are usually employed to predict the concentration of air pollutants. With the maturity and development of data mining technology, machine learning approaches such as artificial neural network (ANN) [13–15], support vector machine (SVM), and intelligent algorithm [16–18] have been widely used for forecasting. Park et al. [19] presented an ANN model to predict the PM10 concentration in six subway stations based the information of outdoor PM10 concentration, the number of subway trains, and ventilation rate; the forecasting accuracy was 67–80%.

In addition to the statistical and machine learning approach, the hybrid models based on data preprocessing have become more and more popular, especially for the time series with high volatility and nonlinearity characteristics. Mahajan et al. [20] introduced wavelet transform (WT) to decompose original PM2.5 concentration. The autoregressive integrated moving average (ARIMA) and neural network autoregression (NNAR) are utilized to forecast the subseries. Jiang et al. [21] proposed a novel hybrid approach that combines wavelet packet decomposition (WPD), improved pigeon-inspired optimization algorithm and extreme learning machine (ELM); for the forecasting of AQI, the prediction performance of a single model has been greatly improved. In addition, Wang et al. [22] developed a new hybrid approach based on secondary decomposition and the back propagation neural network (BPNN) model optimized by differential evolution (DE) algorithm. WT is first used to decompose the original time series of PM2.5 concentration into several subseries, and variational mode decomposition (VMD) is further utilized to decompose the subseries; the DE algorithm is employed to optimize the weights and thresholds of the BPNN. Yang et al. [23] applied the complementary ensemble empirical mode decomposition (CEEMD) to decompose the concentration data of PM2.5 and PM10; then the back propagation neural network BPNN, extreme learning machine (ELM) and double exponential smoothing (DES) are used to predict the subseries, respectively.

Using single decomposition algorithm can greatly enhance the forecasting performance. However, it still has some problems, such as it cannot completely extract the future of nonstationarity and irregular time series probably. There may be some complicated patterns hidden in the result of first decomposition. It is also not very efficient for the secondary decomposition in that all the subseries obtained from first decomposition are decomposed again. Consequently, this paper proposed a novel hybrid approach based on two-stage decomposition with sample entropy embedded in. Sample entropy is utilized to select the subseries with high frequency, and wavelet transform (WT) is employed to conduct the secondary decomposition of the selected subseries. The novel metaheuristic algorithm of group teaching optimization algorithm (GTOA) is introduced to optimize the original weights and thresholds of ELM. The improved ELM approach of GTOA-ELM is utilized to forecast all the subseries.

The remainder of this paper is organized as follows. Related methodologies used in this paper are detailed in Section 2. Section 3 shows the empirical outcomes and the comparative results of the hybrid forecasting approach. Horizontal precision, directional precision, and stability are also examined by using statistical indicators and statistical tests. Finally, the corresponding conclusion of this paper is given in Section 4.
2. Methods

2.1. ICEEMDAN

Empirical mode decomposition (EMD) is a kind of adaptive data analysis method utilized for the nonlinear and nonstationary signal that was proposed by Huang et al. [24], and it can decompose a complex signal into several intrinsic mode functions that contain the local characteristics of the original signals at different time scales. Based on EMD, ensemble empirical mode decomposition (EEMD) [25] is extended from EMD by adding white Gaussian noise to solve the problem of mode mixture in EMD. The intrinsic mode functions are obtained by EMD decomposition of a signal added with Gaussian white noise. However, the reconstruction error cannot be eliminated absolutely with limited times of iterations. In order to overcome the drawback of EEMD, the complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN) [26] was developed. Compared with EEMD, CEEMDAN is able to reduce the reconstruction error under the low computational cost. Nevertheless, the modes of CEEMDAN still have some residual noise. The improved CEEMDAN (ICEEMDAN) was developed by Colominas et al. [27] to achieve the perfect reconstruction and avoid spurious modes, which can provide more physical meaning to the IMF and have better convergence and stability [28]. The ICEEMDAN technique is used to decompose the time series $G(t)$ into a number of IMFs and one residual component as follows:

1. The EMD algorithm is utilized to calculate the local means of n realizations $G_i(t)$:

$$G_i(t) = G(t) + A_0 I_1(\kappa_i(t))$$

where the operator $I_j$ is the jth mode of the time series $G(t)$ decomposed by the EMD, $\kappa_i$ represents Gaussian white noise with variance ranging from 0 to 1. $A = \phi_0 \text{std}(G(t))/\text{std}(I_1(\kappa_i(t)))$, which is utilized to remove the fraction of noise energy action at the stage of algorithm begins. std represents the standard deviation.

2. Calculate the first residue $r_1(t)$, and the first mode can be obtained based on it. The operator $E(\cdot)$ produces the local mean.

$$r_1(t) = \langle E(G_i(t)) \rangle$$

$$\text{IMF}_1(t) = G(t) - r_1(t)$$

3. $r_2(t)$ can be estimated by Equation (4), and then compute the second mode $\text{IMF}_2(t)$.

$$r_2(t) = \langle E(r_1(t) + A_1 I_2(\kappa_i(t))) \rangle$$

$$\text{IMF}_2(t) = r_1(t) - r_2(t)$$

4. IMF$_l(t)$ and $r_l(t)$ for $l = 3, 4, \ldots, L$ can be calculated as follows:

$$r_l(t) = E(r_{l-1}(t) + A_{l-1} I_l(\kappa_i(t)))$$

$$\text{IMF}_l(t) = r_{l-1}(t) - r_l(t)$$

5. Step 4 is repeated until obtain all the IMFs.

2.2. Wavelet Transform (WT)

Wavelet transform (WT) is a kind of powerful signal processing technique. WT can be utilized to decompose a nonlinear and nonstationary signal into several components at different resolution levels, including a low-frequency approximation subset and several high-frequency subseries. The low-frequency approximation subset that can reflect the tendency of the original signal and those high-frequency subseries represent the components of turbulence and noise [29]. As an effective data preprocessing method, it can reduce the
difficulty of feature learning and enhance the prediction performance. Thus, WT has been widely used in many fields [30].

2.3. Sample Entropy

Sample entropy (SE) is an algorithm to measure the complexity of time series, which was proposed by Richman and Moorman [31]. The greater the value of sample entropy, the higher the complexity of time series. As an improvement of approximate entropy, SE is independent of data length and has better consistency. The value of sample entropy can be represented as \( SE(m, r, N) \), \( r \) is the similarity tolerance and the value of it was set to \( r = 0.2 \) standard deviations, the reconstruction dimension \( m \) was set as 2 in this paper. The steps to calculate the sample entropy are shown below.

Step 1: For a given time series, and m-dimensional vectors is comprised based on it.

\[
Y_i = [y_i, y_{i+1}, \cdots, y_{i+m-1}], i = 1, 2, \cdots, N - m + 1
\]  

(8)

Step 2: The absolute distance of corresponding elements between vectors is calculated, and define distance between \( Y_i \) and \( Y_j \).

\[
D_m(Y_i, Y_j) = \max\{|y_{i+l}, y_{j+l}|, l = 1, 2, \cdots, m + 1\}
\]  

(9)

Step 3: For a given threshold \( r \), count the total number of \( D_m(Y_i, Y_j) < r \), calculate the ratio \( B_i^m(r) \) and the mean value of \( B_i^m(r) \)

\[
B_i^m(r) = \frac{1}{N - m} \text{num}\{D_m(Y_i, Y_j) < r\}
\]  

(10)

\[
B^m(r) = \frac{1}{N - m + 1} \sum_{i=1}^{N-m+1} B_i^m(r)
\]  

(11)

Step 4: Set \( m \) to \( m+1 \), repeat steps1-3, and then obtain the mean value of \( B^{m+1}(r) \).

\[
B^{m+1}(r) = \frac{1}{N - m} \sum_{i=1}^{N-m} B_i^{m+1}(r)
\]  

(12)

Step 5: Calculate SE value.

\[
SE(m, r) = \lim_{N \to \infty} \{ -\ln\left(\frac{B^{m+1}(r)}{B^m(r)}\right) \}
\]  

(13)

Step 6: For a finite time series, the result of SE value can be estimated through Equation (14).

\[
SE(m, r, N) = -\ln\left(\frac{B^{m+1}(r)}{B^m(r)}\right)
\]  

(14)

2.4. Group Teaching Optimization Algorithm (GTOA)

The group teaching optimization algorithm (GTOA) proposed by Zhang and Jin [32] in 2020 is a novel metaheuristic optimization algorithm that was inspired by the group teaching mechanism. Less control of parameters is the best advantage of the GTOA algorithm. In addition to the basic parameter of population size and termination criteria, it does not need any extra control parameters. Furthermore, the GTOA algorithm has the advantages of fast convergence speed and strong global optimal searching ability. The GTOA algorithm mainly contains four phases, including ability grouping phase, teacher phase, student phase and teacher allocation phase. The detailed description of four phases is given as follows [32].

In the phase of ability grouping, the knowledge of whole class is following the normal distribution. Equation (15) shows the knowledge distribution of students. Here \( x \) is the
knowledge of the students, $\mu$ is the mean value of the whole class, and $\sigma$ is standard deviation of knowledge among students. In the GTOA algorithm, all the students can be divided into two groups based on the ability to accept knowledge: outstanding group and average group.

\[
pop(x) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{(x - \mu)^2}{2\sigma^2}\right)
\]

(15)

In the teacher phase, students acquire knowledge from the teacher. And the students of the outstanding group and the average group update their knowledge by Equations (16) and (17), respectively.

\[
X_{t,j}^{l+1} = X_{t,j}^l + a \times (T^l - F \times (\beta \times M^l + \gamma \times X_{t,j}^l)) \quad \text{(16)}
\]

\[
X_{t,j}^{l+1} = X_{t,j}^l + 2 \times r \times (T^l - X_{t,j}^l) \quad \text{(17)}
\]

where $X_{t,j}^{l+1}$ represents the knowledge of student $j$ learned from the teacher at time $l + 1$, $X_{t,j}^l$ is the knowledge of student $j$ at time $l$, $T^l$ is the knowledge of teacher at time $l$, and the $M^l$ is the average knowledge of the group at time $l$. $a$, $\beta$, $\gamma$, and $\lambda$ are the random numbers between 0 and 1. Then, based on the following equation, the student should decide whether to accept the knowledge learned from the teacher.

\[
X_{t,j}^{l+1} = \begin{cases} 
X_{t,j}^l \times f(X_{t,j}^{l+1}) < f(X_t^l) \\
X_{t,j}^l, f(X_{t,j}^{l+1}) \geq f(X_t^l) 
\end{cases} \quad \text{(18)}
\]

In the student phase, students are able to gain the new knowledge through self-learning and cooperation with other students. The updated knowledge is expressed as follows.

\[
X_{s,j}^{l+1} = \begin{cases} 
X_{s,j}^l + a \times (X_{s,j}^{l+1} - X_{s,j}^l) + b \times (X_{s,j}^{l+1} - X_{t,j}^{l+1}), f(X_{s,j}^{l+1}) < f(X_{s,j}^{l+1}) \\
X_{s,j}^l - a \times (X_{s,j}^{l+1} - X_{s,j}^l) + b \times (X_{s,j}^{l+1} - X_{t,j}^{l+1}), f(X_{s,j}^{l+1}) \geq f(X_{s,j}^{l+1}) 
\end{cases} \quad \text{(19)}
\]

where $X_{s,j}^{l+1}$ is the knowledge of student $j$ at time $l + 1$ through learning from the student phase, $a$ and $b$ are the random numbers between 0 and 1. Similar to the teacher phase, the student should decide whether to accept the knowledge gained through the student phase according to the Equation (20).

\[
X_{j}^{l+1} = \begin{cases} 
X_{j}^{l+1} \times f(X_{j}^{l+1}) < f(X_{s,j}^{l+1}) \\
X_{s,j}^{l+1}, f(X_{s,j}^{l+1}) \geq f(X_{s,j}^{l+1}) 
\end{cases} \quad \text{(20)}
\]

In the teacher allocation phase, the teacher allocation can be expressed by the following equation for accelerating the convergence as well as avoiding local minimum.

\[
T^l = \begin{cases} 
X_{1}^{l} \times f(X_{1}^{l}) < f(X_{1}^{l} + X_{2}^{l} + X_{3}^{l}) \\
X_{1}^{l} + X_{2}^{l} + X_{3}^{l}, f(X_{1}^{l}) \geq f(X_{1}^{l} + X_{2}^{l} + X_{3}^{l}) 
\end{cases} \quad \text{(21)}
\]

where $X_{1}^{l}$, $X_{2}^{l}$, and $X_{3}^{l}$ denote the first, second, and third best students.

2.5. Modified Extreme Learning Machine

The extreme learning machine (ELM), proposed by Huang et al. [33] is a single-hidden layer feedforward neural network (SLFN) with an effective learning algorithm. The ELM is able to choose the weights and thresholds randomly and determine the output weights analytically, and thus has the advantage of fast training speed. Furthermore, it has better nonlinear mapping capability and is widely used in the field of prediction. However, due to the random selection of weights and thresholds, the generalization ability and stability may be influenced. In this paper, the ELM is modified by using the GTOA algorithm to
optimize the initial weights and thresholds. The mean absolute error (MAE) of ELM is set as the objective function of the GTOA algorithm. And the GTOA-ELM is utilized to enhance the forecasting performance, stability, and generalization ability of the ELM.

\[
\text{MAE} = \frac{1}{T} \sum_{t=1}^{T} |\hat{g}(t) - g(t)| \tag{22}
\]

2.6. Multistep Prediction

The PM10 and PM2.5 concentrations are no doubt affected by the concentrations of previous several days greatly. Thus, many forecasting models utilized the data of previous several days as input and predicted the latter one [22]. Consequently, in this paper, the n-step ahead forecasting formula is presented as Equation (23).

\[
\hat{y}_{l+n} = f(y_{l-h}, y_{l-h+1}, \ldots, y_{l-1}, y_{l}), l = 1, 2, \ldots, L \tag{23}
\]

where \(\hat{y}_{l+n}\) is the forecasting result of original time series at time \(l+n\), it is the result of n-step forecasting; \(y_{l-h}\) represents the actual value of time series at time \(l-h\), we will use the data of previous seven days to predict one-step-, two-step-, and three-step-ahead concentrations of PM10 and PM2.5.

2.7. Framework of the Proposed Hybrid Approach

In order to enhance the forecasting performance of PM2.5 and PM10 concentrations, a novel hybrid approach is developed based on a data-preprocessing technique that embedded sample entropy into two-stage decomposition and the modified ELM with GTOA. The structure of the proposed approach is shown as Figure 1, which contains three main steps:

Step 1: Data preprocessing. In order to reduce the prediction difficulty and errors, the ICEEMDAN algorithm is first used to decompose the original time series of PM10 and PM2.5 concentration into several IMFs. There are still complex subseries in IMFs. Sample entropy was adopted to measure the complexity of IMFs. For fully extracting the complex features of data, the WT algorithm is further utilized to decompose IMFs with higher sample entropy value.

Step 2: Individual forecasting. In order to improve the forecasting performance, stability and generalization ability of ELM, a new metaheuristic optimization algorithm GTOA is used to optimize the initial weights and thresholds of ELM. Then, the modified ELM of GTOA-ELM is employed to predict all the subseries.

Step 3: Prediction result aggregating. the prediction outcomes of IMFs is obtained via summarizing the forecasting results of subseries decomposed by WT, and then we further summarize the results of IMFs to get the final prediction results.
Figure 1. The structure of the proposed improvement complementary ensemble empirical mode decomposition with adaptive noise (ICEEMDAN)-wavelet transform (WT)-group teaching optimization algorithm (GTOA)-extreme learning machine (ELM) hybrid approach. For $i = 1, \ldots, N$, IMF($i$) is the sub-sequence of the data PM10 and PM2.5 decomposed by ICEEMDAN.

3. Empirical Results and Analysis

In this section, we will use the hybrid ICEEMDAN-WT-GTOA-ELM model to make one-step-, two-step-, and three-step-ahead predictions for hour PM2.5 and PM10 concentrations of Beijing.

3.1. Data Set and Evaluation Criteria

In this study, the data comprises hour concentrations of fine particulate matter (PM10 and PM2.5) of Beijing, the time series includes 10,510 observations from 10 May 2018 to 1 August 2019. The concentrations of PM10 and PM2.5 are shown in Figures 2 and 3. In addition, in the PM2.5 concentration series and PM10 concentration series, the data of the last three months are set as a testing set, and the rest of the data are a corresponding training set.
3. Empirical Results and Analysis

In this section, we will use the hybrid ICEEMDAN-ELM model to make forecasts of fine particulate matter (PM2.5) and coarse particulate matter (PM10) of Beijing. The training set includes hourly observations from May 2018 to August 2019. The concentration series are set as \( G_i \) and \( \hat{G}_i \) represent the actual value and the predicted result, respectively. The horizontal errors, which can be used to assess the horizontal deviation between the predicted result and the actual value [34]. Ds is utilized to measure the capability of forecasting direction. The calculation method of those statistical indicators are explained as follows:

\[
\text{MAE} = \frac{1}{T} \sum_{t=1}^{T} |G(t) - \hat{G}(t)|
\]

\[
\text{MAPE} = \frac{1}{T} \sum_{t=1}^{T} \left| \frac{G(t) - \hat{G}(t)}{G(t)} \right| \times 100\%
\]
\[ \text{NRMSE} = \frac{100}{\bar{G}(t)} \sqrt{\frac{1}{T} \sum_{t=1}^{T} (G(t) - \hat{G}(t))^2} \times 100\% \quad (26) \]

\[ \text{TIC} = \frac{\sqrt{\frac{1}{T} \sum_{t=1}^{T} (G(t) - \hat{G}(t))^2}}{\sqrt{\frac{1}{T} \sum_{t=1}^{T} G^2(t) \sqrt{\frac{1}{T} \sum_{t=1}^{T} \hat{G}^2(t)}}} \quad (27) \]

\[ \text{Ds} = \frac{1}{T} \sum_{t=2}^{T} w(t) \times 100\% \right) = \left\{ \begin{array}{ll}
1, & (G(t) - G(t-1))(\hat{G}(t) - G(t-1)) \geq 0 \\
0, & \text{otherwise}
\end{array} \right. \quad (28) \]

where \( T \) is the total number of observations in the testing set, \( G(t) \) represents the original PM10 or PM2.5 concentration series, \( \hat{G}(t) \) indicates the predicted value of PM10 or PM2.5 concentration. \( \bar{G}(t) \) is the mean value of actual concentrations.

In order to further evaluate the forecasting performance of different models, the Diebold-Mariano (DM) test [35] is utilized to analyze the statistically significant differences between the proposed model and other benchmark models. In this paper, mean square error is taken as the loss function of the DM test. The null hypothesis is that the performance of the benchmark model and the tested model is not significant; the alternative hypothesis is that the forecasting performance of the test model is better than the benchmark models.

3.2. Result and Analysis

In this section, the concentrations of fine particulate matter PM2.5 and PM10 are used to verify the superiority of the proposed model. For a comparison purpose, ELM, DE-ELM, GTOA-ELM, WT-ELM, WT-GTOA-ELM, ICEEMDAN-ELM, and ICEEMDAN-GTOA-ELM models are employed for comparison from different points. Multi-step forecasting results and comparative analysis for PM10 and PM2.5 are shown in the following subsections.

3.2.1. Subsubsection

Figures 4–8 show the MAPE, MAE, NRMSE, TIC, and Ds values of the eight forecast models of one-step-, two-step-, and three-step-ahead predictions. The DM test of multistep predictions is given in Tables 1–3. From Figures 4–8, we can conclude that: (1) The proposed model based on sample entropy and two types of data decomposition technology achieve the highest forecast performance on the horizontal and directional forecasting—the MAE, MAPE, NRMSE, and TIC of it are all the smallest in one-step-, two-step-, and three-step-ahead forecasting. The values for the directional forecasting of the ICEEMDAN-WT-GTOA-ELM are 97.02%, 90.09%, and 88.53%, which are higher than other benchmark models. (2) The models that embedded with sample entropy selection and two-stage decomposition technology display better performance than those models that only include one type of decomposition technology or not. For example, the MAPE of ICEEMDAN-WT-GTOA-ELM is 3.11% in one-step-ahead forecasting and 4.06%, 6.79%, respectively, in ICEEMDAN-GTOA-ELM and WT-GTOA-ELM; the same conclusion can be draw in two-step and three-step forecasting. (3) The forecasting error of models with decomposition technology are all lower than those models without decomposition, which demonstrates that the decomposition technology can effectively extract the feature of nonstationary PM10 concentration time series, further improving the forecasting performance of the single model. (4) The forecasting errors of GTOA-ELM are less than DE-ELM and ELM. The forecasting performance of DE-ELM is also better than ELM. It can be seen that the optimization algorithm can improve the prediction accuracy of the single model, and the GTOA algorithm is more suitable for optimizing the weights and thresholds of ELM than DE optimization algorithm.
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Figure 4. Mean absolute error (MAE) of PM10 forecasting.

Figure 5. Mean absolute percentage error (MAPE) of PM10 forecasting.

Figure 6. Normalized root mean square error (NRMSE) of PM10 forecasting.
Figure 6. Normalized root mean square error (NRMSE) of PM10 forecasting.

Figure 7. Theil’s coefficient (TIC) of PM10 forecasting.

Figure 8. Direction statistics (Ds) of PM10 forecasting.

Table 1. DM test results of one-step ahead forecasting of PM10.

| Tested Model      | Benchmark Model | ECMEN-ELM | ICEEMDAN-GTOA-ELM | ICEEMDAN-ELM | WT-GTOA-ELM | WT-ELM | GTOA-ELM | DE-ELM | ELM |
|-------------------|-----------------|-----------|--------------------|--------------|-------------|--------|----------|--------|-----|
| ICEEMDAN-WT-GTOA-ELM | (0.0005) | -3.5039 | -6.7207 | -6.0325 | -3.5972 | -6.5332 | -7.4301 | -8.6697 |
| ICEEMDAN-GTOA-ELM | (0.0000) | -3.8489 | -1.4691 | -3.0902 | -6.1659 | -7.0459 | -8.4643 | -8.4683 |
| ICEEMDAN-ELM | (0.0001) | 0.9991 | -2.6930 | -5.8667 | -6.7564 | -7.1801 | -8.1801 | -8.4683 |
| WT-GTOA-ELM | (0.3179) | -3.0345 | -6.2075 | -7.0796 | -7.0796 | -8.4683 | -8.1801 | -8.4683 |
| WT-ELM | (0.0024) | -4.1550 | -4.6741 | -7.2905 | -7.2905 | -8.1801 | -8.4683 | -8.1801 |
| GTOA-ELM | (0.0000) | -2.1288 | -8.1789 | -7.2905 | -7.2905 | -8.4683 | -8.1801 | -8.4683 |
| DE-ELM | (0.0000) | -6.7950 | -6.7950 | -6.7950 | -6.7950 | -6.7950 | -6.7950 | -6.7950 |
The DM test is utilized to test the statistical difference between the test model and the benchmark models. The null hypothesis is that the performance of the benchmark models and the tested model is not significant, and the alternative hypotheses is that the forecasting performance of the tested model is better than the benchmark models. Tables 1–3 report DM test results for one-step-, two-step-, and three-step-ahead predictions. The values in brackets are p-values of the DM test, and the digits above p-values are the values of the DM statistic. From the results of the DM test, several conclusions can be obtained: (1) When the proposed ICEEEMDAN-WT-GTOA-ELM is set as the tested model, the p-values are all smaller than 0.01; we can conclude that the data preprocessing technology with sample entropy embedded into two-stage decomposition can effectively reduce the forecasting difficulty of PM10 concentration and significantly improve the prediction accuracy of the hybrid model. (2) GTOA-ELM is outperforming ELM model at the significance level of 5% in one-step-, two-step- and three-step-ahead forecasting, indicating that the GTOA algorithm is an effective optimizer tool. (3) The predictive capability of GTOA-ELM is also better than DE-ELM, which shows that the GTOA algorithm can significantly improve the forecasting precision of ELM compared with the DE algorithm.
3.2.2. Comparison Analysis of PM10 Forecasting

In this subsection, the new dataset of hourly PM2.5 concentrations is utilized to test the stability of the new hybrid model. The multistep forecasting results of PM2.5 via the proposed hybrid model are also compared with the results of other benchmark models.

The forecasting errors of all the models are shown in Table 4, the optimal values are highlighted in bold, and it can be seen clearly in Figures 9–13. Tables 5–7 provide the DM test results of one-step, two-step, and three-step forecasting.

Table 4. Forecasting error of PM2.5 concentration.

| Multistep Ahead | Model                | MAE (µg/m³) | MAPE (%) | NRMSE | TIC (%) | Ds (%) |
|-----------------|----------------------|-------------|----------|--------|---------|--------|
| One-step ahead  | ELM                  | 4.40        | 19.61    | 16.27  | 0.07    | 62.49  |
|                 | GTOA-ELM             | 3.40        | 13.24    | 13.54  | 0.06    | 68.00  |
|                 | DE-ELM               | 3.82        | 15.03    | 14.76  | 0.06    | 56.98  |
|                 | WT-ELM               | 1.71        | 6.71     | 6.62   | 0.03    | 89.17  |
|                 | WT-GTOA-ELM         | 1.26        | 4.78     | 4.95   | 0.02    | 93.71  |
|                 | ICEEMDAN-ELM        | 1.11        | 4.33     | 4.03   | 0.02    | 94.00  |
|                 | ICEEMDAN-GTOA-ELM   | 0.60        | 2.35     | 2.42   | 0.01    | 98.10  |
|                 | ICEEMDAN-WT-GTOA-ELM| 0.49        | 1.86     | 1.90   | 0.01    | 98.88  |
| Two-step ahead  | ELM                  | 6.69        | 25.75    | 27.21  | 0.11    | 49.54  |
|                 | GTOA-ELM             | 5.56        | 20.43    | 23.52  | 0.10    | 52.07  |
|                 | DE-ELM               | 5.72        | 21.38    | 23.74  | 0.10    | 48.07  |
|                 | WT-ELM               | 2.91        | 11.13    | 11.00  | 0.05    | 80.23  |
|                 | WT-GTOA-ELM         | 2.48        | 9.33     | 9.42   | 0.04    | 83.89  |
|                 | ICEEMDAN-ELM        | 1.97        | 7.59     | 7.77   | 0.03    | 85.46  |
|                 | ICEEMDAN-GTOA-ELM   | 1.31        | 4.87     | 5.25   | 0.02    | 92.92  |
|                 | ICEEMDAN-WT-GTOA-ELM| 1.13        | 4.31     | 4.31   | 0.02    | 94.39  |
| Three-step ahead| ELM                  | 8.91        | 37.23    | 34.62  | 0.14    | 48.24  |
|                 | GTOA-ELM             | 7.66        | 28.59    | 31.41  | 0.13    | 47.61  |
|                 | DE-ELM               | 7.99        | 32.80    | 32.18  | 0.13    | 46.92  |
|                 | WT-ELM               | 4.10        | 15.45    | 15.45  | 0.06    | 74.17  |
|                 | WT-GTOA-ELM         | 3.57        | 13.32    | 13.63  | 0.06    | 77.64  |
|                 | ICEEMDAN-ELM        | 2.83        | 10.84    | 11.41  | 0.05    | 78.17  |
|                 | ICEEMDAN-GTOA-ELM   | 1.42        | 5.39     | 6.01   | 0.03    | 92.92  |
|                 | ICEEMDAN-WT-GTOA-ELM| 1.32        | 5.11     | 5.41   | 0.02    | 93.51  |

Figure 9. MAE of PM2.5 forecasting.
Figure 9. MAE of PM2.5 forecasting.

Figure 10. MAE of PM2.5 forecasting.

Table 4. Forecasting error of PM2.5 concentration.

| Prediction Horizon | Model | MAE (μg/m$^3$) | MAPE (%) | NRMSE | TIC (%) |
|--------------------|-------|----------------|-----------|--------|---------|
| One-step ahead     | ELM   | 4.40           | 19.61     | 16.27  | 0.07    |
|                    | GTOA-ELM | 3.40         | 13.24     | 13.54  | 0.06    |
|                    | DE-ELM  | 3.82           | 15.03     | 14.76  | 0.06    |
|                    | WT-ELM  | 1.71           | 6.71      | 6.62   | 0.03    |
|                    | WT-GTOA-ELM | 1.26       | 4.78      | 4.95   | 0.02    |
|                    | ICEEMDAN-ELM | 1.11       | 4.33      | 4.03   | 0.02    |
|                    | ICEEMDAN-GTOA-ELM | 0.60     | 2.35      | 2.42   | 0.01    |
|                    | ICEEMDAN-WT-GTOA-ELM | 0.49     | 1.86      | 1.90   | 0.01    |
| Two-step ahead     | ELM   | 6.69           | 25.75     | 27.21  | 0.11    |
|                    | GTOA-ELM | 5.56         | 20.43     | 23.52  | 0.10    |
|                    | DE-ELM  | 5.72           | 21.38     | 23.74  | 0.10    |
|                    | WT-ELM  | 2.91           | 11.13     | 11.00  | 0.05    |
|                    | WT-GTOA-ELM | 2.48       | 9.33      | 9.42   | 0.04    |
|                    | ICEEMDAN-ELM | 1.97       | 7.59      | 7.77   | 0.03    |
|                    | ICEEMDAN-GTOA-ELM | 1.31     | 4.87      | 5.25   | 0.02    |
|                    | ICEEMDAN-WT-GTOA-ELM | 1.13     | 4.31      | 4.31   | 0.02    |
| Three-step ahead   | ELM   | 8.91           | 37.23     | 34.62  | 0.14    |
|                    | GTOA-ELM | 7.66         | 28.59     | 31.41  | 0.13    |
|                    | DE-ELM  | 7.99           | 32.80     | 32.18  | 0.13    |

Figure 11. NRMSE of PM2.5 forecasting.

Figure 12. TIC of PM2.5 forecasting.
Figure 13. Ds of PM2.5 forecasting.

Table 5. DM test results of one-step ahead forecasting of PM2.5.

| Tested Model                  | Benchmark Model                  |      |      |      |      |      |      |
|------------------------------|----------------------------------|------|------|------|------|------|------|
| ICEEMDAN-ELM                | ICEEMDAN-GTOA-ELM                |      |      |      |      |      |      |
| WT-ELM                      | WT-GTOA-ELM                      |      |      |      |      |      |      |
| DE-ELM                      | ELM                              |      |      |      |      |      |      |
| ICEEMDAN-WT-GTOA-ELM        | ICEEMDAN-GTOA-ELM                | −2.7175 | −13.5408 | −10.7244 | −10.3035 | −10.2518 | −12.9119 | −11.8119 |
| (0.0066)                    | (0.0000)                         | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) |
| ICEEMDAN-GTOA-ELM           | ICEEMDAN-ELM                     | −9.3974 | −8.6997 | −9.2922 | −10.1336 | −12.7361 | −11.6786 |          |
| (0.0000)                    | (0.0000)                         | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) |
| ICEEMDAN-ELM                | WT-GTOA-ELM                      | −4.0939 | −6.7991 | −9.6258 | −12.2484 | −11.2966 |          |          |
| (0.0000)                    | (0.0000)                         | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) |
| WT-ELM                      | DE-ELM                           | −9.0503 | −6.3891 | −9.4224 | −12.0698 | −11.2966 |          |          |
| (0.0000)                    | (0.0000)                         | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) |
| GTOA-ELM                    | ELM                              | −4.5612 | −6.3891 | −9.4224 | −12.0698 | −11.2966 |          |          |
| (0.0000)                    | (0.0000)                         | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) |
| DE-ELM                      |                                  | −3.0523 | −8.6997 | −10.4871 | −10.4871 | −11.0846 |          |          |
| (0.0023)                    |                                  | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) |

Table 6. DM test results of two-step ahead forecasting of PM2.5.

| Tested Model                  | Benchmark Model                  |      |      |      |      |      |      |
|------------------------------|----------------------------------|------|------|------|------|------|------|
| ICEEMDAN-ELM                | ICEEMDAN-GTOA-ELM                |      |      |      |      |      |      |
| WT-ELM                      | WT-GTOA-ELM                      |      |      |      |      |      |      |
| DE-ELM                      | ELM                              |      |      |      |      |      |      |
| ICEEMDAN-WT-GTOA-ELM        | ICEEMDAN-GTOA-ELM                | −7.2714 | −8.5699 | −15.3825 | −14.6345 | −10.2056 | −10.5647 | −11.1624 |
| (0.0000)                    | (0.0000)                         | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) |
| ICEEMDAN-GTOA-ELM           | ICEEMDAN-ELM                     | −8.0793 | −13.4719 | −13.5744 | −10.1615 | −10.5384 | −11.1396 |          |
| (0.0000)                    | (0.0000)                         | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) |
| ICEEMDAN-ELM                | WT-GTOA-ELM                      | −4.4998 | −7.8214 | −10.0408 | −10.4871 | −10.8486 | −10.8486 |          |
| (0.0000)                    | (0.0000)                         | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) |
| WT-ELM                      | GTOA-ELM                         | −6.7670 | −8.9025 | −9.2585 | −10.1599 | −9.7565 |          |          |
| (0.0000)                    | (0.0000)                         | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) |
| DE-ELM                      |                                  | −0.7343 | −8.3488 | −8.6986 | −9.7565 | −9.7565 |          |          |
| (0.2314)                    |                                  | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) |
| GTOA-ELM                    |                                  | −0.7343 | −8.3488 | −8.6986 | −9.7565 | −9.7565 |          |          |
| (0.2314)                    |                                  | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) |
| DE-ELM                      |                                  | −6.8786 |          |          |          |          |          |          |
| (0.0000)                    |                                  | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) | (0.0000) |
From Table 4 and Figures 9–13, it is obvious that similar conclusions can be summarized that: (1) In most cases, the proposed model ICEEMDAN-WT-GTOA-ELM performs better than the other benchmark models. With one-step-ahead prediction as an example, the MAE, MAPE, NRMSE and TIC values of the proposed model can be reduced more than 80% compared with GTOA-ELM. It is further demonstrated that the data preprocessing technology with sample entropy and two-stage decomposition can lead to a significant enhancement of forecasting performance. (2) Comparing the two types of decomposition models that use different decomposition techniques, the proposed hybrid models based on ICEEMDAN decomposition technique perform better than the models based on WT decomposition technique. (3) Based on the values of direction statistics, the hybrid model of embedded decomposition algorithm has good performance on directional forecasting, while the other models cannot forecast the variation directions precisely.

Tables 5–7 show the DM test results for one-step-, two-step-, and three-step-ahead predictions. The proposed model ICEEMDAN-WT-GTOA-ELM is also significantly better than the other benchmark models; the horizontal and directional accuracy can be greatly improved by data preprocessing technology that embedded sample entropy into the two-stage decomposition technique. The p-value between GTOA-ELM and DE-ELM in the two-step-ahead forecasting is greater than 0.05, but it is smaller than 0.01 in one-step- and three-step-ahead forecasting, and the forecasting errors of GTOA-ELM are all smaller than DE-ELM. The GTOA algorithm is still considered superior to the DE algorithm.

4. Conclusions and Discussion

In this paper, a hybrid approach of GTOA and ELM based on data preprocessing technology to predict the concentration of PM10 and PM2.5 is proposed. This hybrid ICEEMDAN-WT-GTOA-ELM prediction model is able to achieve precise prediction for PM10 and PM2.5 concentrations. The original concentration data of PM10 and PM2.5 are decomposed by ICEEMDAN. In order to completely extract the future of nonstationarity and irregular time series, WT is employed to conduct the secondary decomposition of subseries with high frequency, which possesses greater sample entropy value. The data preprocessing technology that embedded sample entropy into two-stage decomposition can reduce the volatility and prediction difficulty of the initial data significantly. GTOA is used to optimize the initial weights and thresholds of ELM, and the modified ELM is adopted to predict the concentration of subseries. For testing the superiority of the hybrid ICEEMDAN-WT-GTOA-ELM model, we utilized concentration series of PM10 and PM2.5 to make one-step-, two-step-, and three-step-ahead predictions. Empirical analysis results demonstrate that the proposed hybrid approach has superior performance in forecasting...
accuracy and stability for air-pollutant forecasting compared with other benchmark models, which indicates that the data preprocessing technology that embedded sample entropy into two stage-decomposition is a powerful tool for complex series forecasting and the heuristic algorithms of GTOA can efficiently optimize weights and thresholds of ELM.

Although the proposed approach has made substantial progress to make reliable forecasting using irregular and nonstationary time series, there are still a number of issues that need to be addressed. First, this paper considers the univariate time series prediction; some extra factors also can be taken into account. In addition, the deep learning methods with powerful ability of feature extraction have appeared. As a new machine learning method, it will be more efficient in promoting the prediction accuracy of air pollutant concentration. In the future, we will take the meteorological factors and other influence factors into consideration and utilize deep learning models that combine with other heuristic algorithms to further improve the prediction accuracy. Furthermore, it would be important to apply our improved approach to analyze the observed data in real time for making timely predictions. In addition, the proposed model can be also considered to forecast the complex time series in other fields such as finance, biological sciences, ecology, and engineering. All of these issues will be the topics of our further research.
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