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Abstract

We consider the Ising model with invisible states on scale-free networks. Our goal is to investigate the interplay between the entropic and topological influence on a phase transition. The former is manifest through the number of invisible states $r$, while the latter is controlled by the network node-degree distribution decay exponent $\lambda$. We show that the phase diagram in this case is characterised by two marginal values $r_{c1}(\lambda)$ and $r_{c2}(\lambda)$, which separate regions with different critical behaviours. Below the $r_{c1}(\lambda)$ line the system undergoes only second order phase transition; above the $r_{c2}(\lambda)$ only a first order phase transition occurs; and in-between the lines both of these phase transitions occur at different temperatures. This behaviour differs from the one, observed on the lattice, where the Ising model with invisible states is only characterised with one marginal value $r_c \simeq 3.62$ separating the first and second order regimes.
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1. Introduction

Many inherent features of phase transitions in many particle systems can be understood and quantitatively described by the analysis of an interplay between entropy and energy. Taking magnetic ordering as an example, energy-entropy interplay allows one to explain the absence of spontaneous magnetisation at low dimensions \cite{1,2} or the influence of structural (topological) disorder on magnetic ordering \cite{3,4,5,6}. Therefore, much attention has been paid to the analysis of ordering phenomena in many-particle systems by introducing models that give direct access to trigger the system’s entropy in a countable way. One of them is the recently introduced Potts model with invisible states \cite{7,8,9}. Unlike standard $q$-state Potts model, this modification possesses additional $r$ invisible states. If a spin lies in one of these invisible states, it does not interact with the rest of the system. Thus introducing invisible states does not change the interaction energy, but rather the number of configurations, or equivalently - the entropy. This model was originally suggested to explain why the phase transition with the $q$-fold symmetry breaking undergoes a different order than predicted theoretically \cite{7,8,9}.

Analysis of this model on different lattices has been a subject of intensive analytic \cite{10,11,12,13,14,15,16} and numerical \cite{7,8,9} studies. It has been shown that the number of invisible states ($r$) plays the role of a parameter, whose increase makes the phase transition sharper. For example the $q = 2$ model with $r = 30$ invisible states on a square lattice undergoes a first order phase transition, while $q = 2$ and $r = 0$ correspond to the ordinary Ising model, which is a textbook example of a second order phase transition \cite{17}.

Interesting phenomena were observed for the Potts model with invisible states when it is considered on a complete graph \cite{17}. In the region $1 \leq q < 2$ it possesses untrivial critical behaviour \cite{17}, for small values of $r$ the system undergoes only second order phase transition. For large $r$ there is only a first order phase transition. In-between there is a region where both phase transitions occur at different temperatures. Thus, the phase diagram is characterised by two marginal values: $r_{c1}$ - where the first order phase transition appears, and $r_{c2}$ - where the second order phase transition disappears. In the Ising case $q = 2$ the phase diagram is characterised by one critical value $r_c \simeq 3.62$, which separates regions with first and second order phase transitions.

In this paper we consider the above described model on a complex network \cite{18-22}, being primarily interested in the Ising case $q = 2$. Much attention has been paid to the study of phase transitions on complex networks \cite{23}. Besides pure academic interest, such problems have a number of practical motivations, ranging from sociophysics, where the structure of social interactions is properly described by a network topology to nanophysics, where network reflects structure of particle agregates. Of particular interest are the scale-free networks, where the node-degree distribution (the probability of a randomly chosen vertex to have
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degree $k$) is governed by a power-law decay:

$$P(k) \sim 1/k^\lambda, \ k \to \infty.$$  (1)

It has been shown that many standard models of statistical physics manifest unusual features when considered on scale-free networks [6, 21, 23, 26, 27]. In particular, it has been found that the decay exponent $\lambda$ determines the collective behaviour [23, 25] and its continuous change plays a similar role as space dimensionality for lattice systems [29, 30]. In particular, the Ising model on a scale-free network is characterized by the lower and upper critical values of $\lambda$: below $\lambda = 3$ the system is ordered at any finite temperature, above $\lambda = 5$ the system is governed by the usual mean field critical exponents, whereas in the intermediate region the critical exponents become $\lambda$-dependent [23, 24, 25]. Moreover, logarithmic corrections to scaling appear at $\lambda = 5$ [26]. In turn, for the standard $q$-state Potts model on a scale-free network the values of $\lambda$ and $q$ determine the order of phase transition [6, 27]. Let us introduce the local thermodynamic averages:

$$\langle \delta_{S_i, \alpha} \rangle = \begin{cases} \mu_i, & \alpha = 1, \\ \nu_{i1}, & \alpha = 2, \ldots, q, \\ \nu_{2i}, & \alpha = q + 1, \ldots, r, \end{cases}$$  (3)

where the thermodynamic averaging is performed with the Hamiltonian [2]. The normalization condition

$$\mu_i + (q - 1)\nu_{i1} + r\nu_{2i} = 1$$  (4)

enables one to construct two independent local order parameters. Taking into account low- and high-temperature asymptotics of the averages [5] and (desired) asymptotics for the order parameters, see Table 1, one can define two local order parameters by

$$m_{1i} = \mu_i - \nu_{i1}, \quad m_{2i} = \mu_i - \nu_{2i}.$$  (5)

Using definitions for the local averages [3] and neglecting second order contributions from the fluctuations $\delta_{S_i, \alpha} - \langle \delta_{S_i, \alpha} \rangle$ we arrive at the mean-field Hamiltonian:

$$-H(q, r) = \sum_{<i,j>} J_{ij} \sum_{\alpha=1}^{q} \delta_{S_i, \alpha} \delta_{S_j, \alpha} + h \sum_{i=1}^{N} \delta_{S_i, 1}.$$  (6)

Taking trace of (6) over all possible configurations of spins we obtain free energy per site:

$$f(\mu, \nu_1) = \sum_{j} J_{ij} \langle \mu_i \mu_j + (q - 1)\nu_{i1}\nu_{1j} \rangle - \frac{1}{\beta} \sum_{i} \ln \left( e^{\beta(h + 2\sum_{j} J_{ij}\mu_j)} + (q - 1)e^{2\beta\sum_{j} J_{ij}\nu_{1j} + r} \right).$$  (7)

The rest of the paper is organised as follows: in Section 2 we apply mean-field approach to find the free energy; having this result to hand we proceed with numerical analysis in Section 3; we draw conclusions in Section 4.

2. Model and mean-field approximation

The Hamiltonian for the Potts model with invisible states reads, see [17]:

$$-H(q, r) = \sum_{<i,j>} J_{ij} \sum_{\alpha=1}^{q} \delta_{S_i, \alpha} \delta_{S_j, \alpha} + h \sum_{i=1}^{N} \delta_{S_i, 1},$$  (2)

where $s_i = (1, \ldots, q, q + 1, \ldots, q + r)$ is the Potts variable, $q$ and $r$ are the numbers of visible and invisible states respectively, $\delta_{S_i, \alpha}$ is Kronecker delta symbol and an external magnetic field $h$ is introduced to favour the first visible state. The first summation in (2) is performed over all pairs of spins in the network of $N$ nodes, the second sum requires both of the interacting spins to be in the same visible state. Considering this model on the network, one assumes the couplings $J_{ij}$ to be in the form of network adjacency matrix: $J_{ij} = 1$ if node $i$ and $j$ are connected and $J_{ij} = 0$ otherwise.

All further analytical results will be performed for general $q$ and numerically evaluated for the Ising case $q = 2$. For the purpose of our analysis we adopt a variant of the mean-field approach presented in Refs. [6, 27]. Let us introduce the local thermodynamic averages:

$$\langle \delta_{S_i, \alpha} \rangle = \begin{cases} \mu_i, & \alpha = 1, \\ \nu_{i1}, & \alpha = 2, \ldots, q, \\ \nu_{2i}, & \alpha = q + 1, \ldots, r, \end{cases}$$  (3)

where the thermodynamic averaging is performed with the Hamiltonian [2]. The normalization condition

$$\mu_i + (q - 1)\nu_{i1} + r\nu_{2i} = 1$$  (4)

enables one to construct two independent local order parameters. Taking into account low- and high-temperature asymptotics of the averages [5] and (desired) asymptotics for the order parameters, see Table 1, one can define two local order parameters by

$$m_{1i} = \mu_i - \nu_{i1}, \quad m_{2i} = \mu_i - \nu_{2i}.$$  (5)

Using definitions for the local averages [3] and neglecting second order contributions from the fluctuations $\delta_{S_i, \alpha} - \langle \delta_{S_i, \alpha} \rangle$ we arrive at the mean-field Hamiltonian:

$$-H(q, r) = \sum_{<i,j>} J_{ij} \sum_{\alpha=1}^{q} \delta_{S_i, \alpha} \delta_{S_j, \alpha} + h \sum_{i=1}^{N} \delta_{S_i, 1}.$$  (6)

Taking trace of (6) over all possible configurations of spins we obtain free energy per site:

$$f(\mu, \nu_1) = \sum_{j} J_{ij} \langle \mu_i \mu_j + (q - 1)\nu_{i1}\nu_{1j} \rangle - \frac{1}{\beta} \sum_{i} \ln \left( e^{\beta(h + 2\sum_{j} J_{ij}\mu_j)} + (q - 1)e^{2\beta\sum_{j} J_{ij}\nu_{1j} + r} \right).$$  (7)

Within the mean-field approach we also consider a coupling constant proportional to the probability of two nodes being connected

$$J_{ij} = J_{p_{ij}} = \frac{J_{k}k_{j}}{Nk},$$  (8)

Table 1: Low and high temperature asymptotics of the thermodynamic averages, Eq. [4], and order parameters, Eq. (6).

| $\beta \to \infty$ | $\beta \to 0$ |
|------------------|------------------|
| $q = 1$ | $q = \frac{1}{4\pi^2}$ |
| $\nu_1 = 0$ | $\nu_1 = \frac{1}{4\pi^2}$ |
| $\nu_1 = 0$ | $\nu_1 = 0$ |
| $m_1 = 1$ | $m_1 = 0$ |
| $m_2 = 1$ | $m_2 = 0$ |
where $k_i$ stands for the degree of node $i$ and $\bar{k}$ is average node degree in the network. We also introduce a global weighted order parameters according to the rules

$$m_1 = \frac{\sum_i k_i m_{1i}}{\sum_i k_i}, \quad m_2 = \frac{\sum_i k_i m_{2i}}{\sum_i k_i}.$$  \hfill (9)

With all these substitutions in the thermodynamic the limit free energy the function of global order parameters reads

$$f(m_1, m_2) = \frac{J(k)}{(q + r)^2} \left( r m_2 + 1 + (q - 1)m_1 \right)^2$$
$$+ (q - 1)(r m_2 + 1 - (r + 1)m_1)^2$$
$$- \frac{1}{\beta} \int_2^{\infty} dk P(k) \ln \left( e^{\beta h} \frac{1}{r^2} \left( m_2(r - 1) + r \right) \right)$$
$$+ (q - 1)e^{\beta h} \frac{1}{r^2} \left( m_2(r - 1) + r \right),$$ \hfill (10)

where $P(k)$ is a node degree distribution. Henceforth we will only consider a scale-free network that is governed by a power law decay $[1]$.

Eq. (10) gives the free energy as a function of two order parameters $m_1$ and $m_2$ with a set of parameters $q, r, \beta, \lambda$. We will also set $J = 1$ so the temperature is measured in these energy units. Usually in such a case, the next step is to present the free energy as a power series over order parameters (Landau free energy). In our case two order parameters make this expansion too cumbersome for a direct analytic treatment and we switch to numerical analysis of the free energy. For this purpose we adopt simplex method $[32]$. Its advantage is that it does not require to know the derivatives of the function and only needs a way to evaluate it. With this numerical technique to hand in the following Section we proceed according to the following scheme. For fixed values of $q, r$ and $\lambda$ we sweep through a certain region of temperatures and calculate the values of $m_1$ and $m_2$ which minimise the free energy. Based on the temperature behaviour of the order parameters we can then make conclusions about the order of the phase transition, critical temperature and critical exponents.

3. Results

In this section we investigate the Ising model ($q = 2$) with an arbitrary number of invisible states $\lambda$ near the spontaneous phase transition point ($h = 0$) on a scale-free network. All our results will be compared with the analytic results known in the limit $r = 0$ $[21] [25] [29]$. This particular case of the Ising model on a scale-free network hereafter is called the "genuine" Ising model. We will mostly be interested in the region $3 \leq \lambda \leq 5$, where $\lambda$ dependent critical exponents were observed.

For the invisible states Ising model on a scale-free network, one would expect that the node degree distribution exponent has a similar effect as for the genuine Ising model. Indeed, our analysis supports this conjecture. In particular, for low values of $\lambda \leq 3$ the system remains ordered at any finite temperature. However, the region $\lambda \geq 3$ appears to exhibit some not-trivial features we will discuss in more details below.

Let us start with an analysis of the critical temperature $T_c$. At critical temperature any ordering disappears. This is found when $m_1 = 0$. Earlier it was shown, that on a complete graph $m_2$ vanishes only at infinite temperature, thus only the first order parameter can be used to determine the order of the phase transitions and the critical temperature.

In Fig. 1 the critical temperature of the Ising model with invisible states on a scale free network is given as a function of $\lambda$ for various numbers of invisible states $r$ ranging from 0 to 60. Critical temperatures obtained with our numerical technique are in a good agreement with analytical results for the genuine Ising model (see the upper solid and dashed lines in Fig. 1) $[25]$.

From the plot, it is clear that the critical temperature decreases with an increase of $\lambda$. When $\lambda$ decreases below the marginal value $\lambda = 3$, no finite temperature can break spontaneous ordering: the system remains ordered at any $T$. This reflects the fact, that for small $\lambda$ there are many nodes with high degree (hubs), making the network strongly connected. Taking this into account, in the limit $\lambda \rightarrow 3 + 0$, critical temperature rises to $T_c \rightarrow \infty$.

On the other hand, from Fig. 1 one can also say, that the critical temperature decreases with an increase in the number of invisible states. This is because $r$ regulates the entropy of the system, meaning that the more entropy there is, the easier it is to break the ordering. Limit $r \rightarrow \infty$ will reproduce results for non-interacting system, i.e. $T_c = 0$ $[17]$.

The next step is to analyse the behaviour of the order parameters. Continuous phase transitions are described by continuous dependencies of the order parameters on
similar behaviour was previously observed in Ref. [17] for the temperature. Alternatively, if the function $m_1(T)$ has a gap, this signals that there is a jump between two different states of the system, which we will associate with a first order phase transition. As an example, in Fig. 2 we present order parameter dependencies on reduced temperature $\tau = T/T_c$ for fixed value $\lambda = 3.8$ and various values of $r$. 

Qualitatively similar behaviour is observed in the whole region $3 < \lambda < 5$. It is worth noting that in case $r = 0$ there is only one order parameter, as in the genuine Ising model. As one can see from these plots, $m_2$ does not vanish at criticality and slowly decays as temperature is rising. The same behaviour was observed on the complete graph [17].

The system undergoes a second order phase transition for small amounts of invisible states. While for the large numbers of invisible states the phase transition is discontinuous. However, there is a region where two transitions occur at different temperatures: at lower temperature $T^*$ there is a jump in the order parameter (which we associate with first order phase transitions), and, later, at higher temperature remaining ordering completely vanishes. Similar behaviour was previously observed in Ref. [17] for the complete graph, but in the region $1 \le q < 2$ only, while limiting case $q = 2$ showed sharp distinction between different orders regimes. Topological disorder changes critical behaviour. Even in the Ising case, it is characterised by two marginal values $r_{c1}$ and $r_{c2}$. In Fig. 3 we show phase diagram in $(T, r)$—plane for the fixed value $\lambda = 3.8$. Lower (blue) and upper (yellow) lines represent first and second order phase transition lines respectively.

The second order phase transition line with the first order phase transition line divide $(T, r)$—plane into three regions. Below the lower (blue) line, the system is in a ordered state, while above the upper (yellow) line - the state is fully disordered. In the region between the lines, the system is characterised by residual ordering. Therefore, at $r_{c2}$ and $T_c$ these three phases coincide, making this point tricritical. Two vertical lines mark marginal values $r_{c1}$ and $r_{c1}$, or equivalently the region, where two phase transitions coexist. For each $\lambda$ value there are two marginal values $r_{c1}(\lambda)$ and $r_{c2}(\lambda)$. These two values divide the $(r, \lambda)$—plane into three regions with different critical behaviours.

The next step is to analyse properties of the second order phase transition. With order parameters as function of temperature, it is easy to find critical exponent $\beta$, which is given by:

$$m_1 \sim \left( T - T^*_c \right)^\beta. \tag{11}$$

Since we are minimising free energy numerically, the only way for us to proceed with the definition (11) is to fit obtained values $m_1(T)$. Because critical exponents are only defined at the critical temperature, from the fit we only obtain effective value $\beta_{eff}$. In Fig 4 we show critical exponent $\beta_{eff}$ for different values of $r$. For the genuine Ising case in the region we are interested in, critical exponents are $\lambda$—dependent. Analytical results yield [24, 25, 26]:

$$\beta(\lambda) = 1/(\lambda - 3). \tag{12}$$

\footnote{Hereafter we are using the value $\lambda = 3.8$ to illustrate typical properties of the system, which remain qualitatively the same throughout the region $3 < \lambda < 5$.}
In the plot we consider \( \lambda = 3.8 \), thus the theoretical prediction is \( \beta(3.8) = 1.25 \). This value is shown by a solid horizontal line. We can see that regardless of \( r \), a second order phase transition is characterised by the same critical exponent. A slight tendency to increase is due to the fact that the effective value of critical exponent is strongly dependent on the region we use for fitting. The smaller the region is, the better fit the first order parameter dependency on temperature can be explained by a single power-law [11]. However, with the increase of \( r \), the region has to become even smaller, making it much harder to perform numerical calculations very close to the critical temperature.

In Fig. 5 the phase diagram in the \((r,\lambda)\)-plane is shown. It is characterised by two lines \( r_{c1}(\lambda) \) and \( r_{c2}(\lambda) \). Below the first one, with temperature raising, the order parameter continuously changes until it vanishes. Above the \( r_{c2}(\lambda) \) line, only the first order phase transition occurs, meaning that as temperature increases, the order parameter decreases, and at \( T_c \) it abruptly drops to zero (see Fig. 2 for \( r = 30 \) case). The system undergoes two phase transitions in the region between the lines. At \( T^* < T_c \) first order phase transition occur, and there is a jump between two non-zero values of \( m_1 \). Then, at the second order phase transition temperature \( T_c \) first order parameter vanishes.

For fixed value of \( \lambda \) and \( r \) below the \( r_{c1}(\lambda) \) line, \( m_1 \) depends on temperature continuously. Then the jump in the order parameter appears. In the region \( r_{c1}(\lambda) < r \leq r_{c2}(\lambda) \) discontinuity grows with \( r \) and first order phase transition approaches second order phase transition \( T^* \to T_c \). When the \( r_{c2}(\lambda) \) line is crossed, two critical temperatures coincide and only first order phase transition remains, while the residual order parameter value is zero. Note that in the region \( \lambda > 4 \) the order parameter behaviour close to the second order phase transition temperature is superlinear \( (1/\beta = (\lambda - 3) \) is larger than one), which makes distinguishing between first and second order phase transitions even harder. Being evaluated numerically, \( r_{c1}(\lambda) \) and \( r_{c2}(\lambda) \) do not cross at \( r \approx 3.62, \lambda = 5 \), as expected from the analysis of the Ising model with invisible states on the complete graph [17].

4. Conclusions

Universality is one of the key principles of modern statistical physics. For lattice systems, critical properties are defined by space dimensionality, range of interaction and symmetries of the order parameter. For systems on scale-free networks, degree distribution exponent plays similar role. In addition, invisible states have been shown to influence the universality class with only changing entropic contribution to the free energy [15, 16]. As was shown in this paper, with these two mechanisms together, the Ising model exhibits non-trivial properties. The critical temperature is a function of both of these parameters. The phase diagram, in the region \( 3 \leq \lambda \leq 5 \), now is divided into three domains with different critical behaviour: for \( r \leq r_{c1}(\lambda) \) the order parameter depends on the temperature continuously, meaning that a second order phase transition occurs; \( r_{c1}(\lambda) < r \leq r_{c2}(\lambda) \) at lower temperature \( T^* \) the system undergoes a first order phase transition between two ordered phases, while at higher temperature \( T_c \) second order phase transitions take place; finally for \( r > r_{c2}(\lambda) \) only first order phase transition remains. This kind of behaviour was earlier reported for the Potts model with invisible states when \( 1 \leq q < 2 \). Here we observe it even in the Ising case \( q = 2 \). We also show, that adding invisible states does not change the values of the critical exponents in the region where the second order phase transition exist.

Acknowledgement

We would like to thank Bertrand Berche, Yurij Holovatch and Ralph Kenna for fruitful discussions and useful comments.
References

[1] D. Ruelle, Communications in Mathematical Physics, 9(4), 267 (1968); D. Ruelle, Statistical mechanics: Rigorous results. World Scientific (1999).

[2] L. D. Landau, and E. M. Lifshitz, Statistical Physics (Course of Theoretical Physics vol 5). Butterworth-Heinemann, Oxford (1984).

[3] E. Müller-Hartmann, and J. Zittartz, Phys. Rev. Lett., 33, 893 (1974).

[4] E. Müller-Hartmann, and J. Zittartz, Z. Physik, 22, 59 (1975).

[5] M. Krasnytska, B. Berche, Yu. Holovatch, and R. Kenna, J. Phys. A: Math. Theor., 49(13), 135001 (2016).

[6] M. Krasnytska, B. Berche, and Yu. Holovatch, Condens. Matter Phys., 16, 23602 (2013).

[7] R. Tamura, S. Tanaka, and N. Kawashima, Prog. Theor. Phys., 124(2), 381 (2010).

[8] S. Tanaka, R. Tamura, and N. Kawashima, J. Phys., 297, 012022 (2011).

[9] S. Tanaka, and R. Tamura, J. Phys.: Conf. Ser., 320, 012025 (2011).

[10] D. A. Johnston, and R. P. K. C. M. Ranasinghe, J. Phys. A: Math. Theor., 46, 225001 (2013).

[11] T. Mori, J. Stat. Phys., 147, 1020 (2012).

[12] A. C. D. van Enter, G. Iacobelli, and S. Taati, Prog. Theor. Phys., 126, 983 (2011).

[13] A. C. D. van Enter, G. Iacobelli, and S. Taati, Rev. Math. Phys., 24(02), 1250004 (2012).

[14] N. Ananikian, N. Sh. Izmailyan, D. A. Johnston, R. Kenna, and R. P. K. C. M. Ranasinghe, J. Phys. A: Math. Theor., 46, 385002 (2013).

[15] P. Sarkanych, Yu. Holovatch and R. Kenna, Phys. Lett. A, 381(41), 3589 (2017).

[16] P. Sarkanych, Yu. Holovatch and R. Kenna, J. Phys. A: Math. Theor., 51(50), 505001 (2018).

[17] M. Krasnytska, P. Sarkanych, B. Berche, Yu. Holovatch, and R. Kenna, J. Phys. A: Math. Theor., 49(25), 255001 (2016).

[18] R. Albert, and A.-L. Barabasi, Rev. Mod. Phys., 74, 47 (2002).

[19] S.N. Dorogovtsev, and J.F.F. Mendes, Evolution of Networks: From Biological Networks to the Internet and WWW, Oxford University Press (2003).

[20] Yu. Holovatch, C. von Ferber, A. Olemskoii, T. Holovatch, O. Mryglod, I. Olemskoii, V. Palchykov, J. Phys. Stud., 10, 247 (2006) (in Ukrainian).

[21] A. Barrat, M. Barthelemy, and A. Vespignani, Dynamical Processes on Complex Networks, Cambridge University Press (2008).

[22] M. Newman, Networks: An Introduction, Oxford University Press, (2010).

[23] S. N. Dorogovtsev, and A. V. Goltsev, Rev. Mod. Phys. 80, 1275 (2008).

[24] M. Leone, A. Vázquez, A. Vespignani, R. Zecchina, Eur. Phys. Journ. B 28, 191 (2002).

[25] S. N. Dorogovtsev, A. V. Goltsev, and J. F. F. Mendes, Phys.Rev. E, 66, 016104 (2002).

[26] V. Palchykov, C. von Ferber, R. Folk, Yu. Holovatch, and R. Kenna, Phys. Rev. E., 82, 011145 (2010).

[27] F. Igloi, and L. Turban, Phys. Rev. E., 66 , 036140 (2002).

[28] M. Krasnytska. Condens. Matter Phys., 17, 23602 (2014).

[29] Yu. Holovatch, and M. Shpot, J. Stat. Phys. 66(3-4), 867 (1992).

[30] Yu. Holovatch, and T. Yavors’kii, J. Stat. Phys. 92(5-6), 785 (1998).

[31] R. Kenna. Universal Scaling Relations for Logarithmic-Correction Exponents. In: Order, Disorder and Criticality Advanced Problems of Phase Transition Theory. vol. 3. ed. Yu. Holovatch. Singapore: World Scientific (2012) pp. 1-47.

[32] J. A. Nelder, and R. Mead, Comput. J., 7(4), 308 (1965).