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Abstract

In this paper, we introduce the notion of reproducible policies in the context of stochastic bandits, one of the canonical problems in interactive learning. A policy in the bandit environment is called reproducible if it pulls, with high probability, the exact same sequence of arms in two different and independent executions (i.e., under independent reward realizations). We show that not only do reproducible policies exist, but also they achieve almost the same optimal (non-reproducible) regret bounds in terms of the time horizon. More specifically, in the stochastic multi-armed bandits setting, we develop a policy with an optimal problem-dependent regret bound whose dependence on the reproducibility parameter is also optimal. Similarly, for stochastic linear bandits (with finitely and infinitely many arms) we develop reproducible policies that achieve the best-known problem-independent regret bounds with an optimal dependency on the reproducibility parameter. Our results show that even though randomization is crucial for the exploration-exploitation trade-off, an optimal balance can still be achieved while pulling the exact same arms in two different rounds of executions.

*Authors are listed alphabetically.
1 Introduction

In order for scientific findings to be valid and reliable, the experimental process must be repeatable, and must provide coherent results and conclusions across these repetitions. In fact, lack of reproducibility has been a major issue in many scientific areas; a 2016 survey that appeared in Nature [Bak16] revealed that more than 70% of researchers failed in their attempt to reproduce another researcher’s experiments. What is even more concerning is that over 50% of them failed to reproduce their own findings. Similar concerns have been raised by the machine learning community, e.g., the ICLR 2019 Reproducibility Challenge [PSF+19] and NeurIPS 2019 Reproducibility Program [PVLS+21], due to the to the exponential increase in the number of publications and the reliability of the findings.

The aforementioned empirical evidence has recently led to theoretical studies and rigorous definitions of reproducibility. In particular, the works of [ILPS22] and [AJJ+22] considered reproducibility as an algorithmic property through the lens of (offline) learning and convex optimization, respectively. In a similar vein, in the current work, we introduce the notion of reproducibility in the context of interactive learning and decision making. In particular, we study reproducible policy design for the fundamental setting of stochastic bandits.

A multi-armed bandit (MAB) is a one-player game that is played over $T$ rounds where there is a set of different arms/actions $\mathcal{A}$ of size $|\mathcal{A}| = K$ (in the more general case of linear bandits, we can consider even an infinite number of arms). In each round $t = 1, 2, \ldots, T$, the player pulls an arm $a_t \in \mathcal{A}$ and receives a corresponding reward $r_t$. In the stochastic setting, the rewards of each arm are sampled in each round independently, from some fixed but unknown, distribution supported on $[0, 1]$. Crucially, each arm has a potentially different reward distribution, but the distribution of each arm is fixed over time. A bandit algorithm $\mathcal{A}$ at every round $t$ takes as input the sequence of arm-reward pairs that it has seen so far, i.e., $(a_1, r_1), \ldots, (a_{t-1}, r_{t-1})$, then uses (potentially) some internal randomness $\xi$ to pull an arm $a_t \in \mathcal{A}$ and, finally, observes the associated reward $r_t \sim \mathcal{D}_{a_t}$.

We propose the following natural notion of a reproducible bandit algorithm, which is inspired by the definition of [ILPS22]. Intuitively, a bandit algorithm is reproducible if two distinct executions of the algorithm, with internal randomness fixed between both runs, but with independent reward realizations, give the exact same sequence of played arms, with high probability. More formally, we have the following definition.

**Definition 1 (Reproducible Bandit Algorithm).** Let $\rho \in [0, 1]$. We call a bandit algorithm $\mathcal{A}$ $\rho$-reproducible in the stochastic setting if for any distribution $\mathcal{D}_{a_j}$ over $[0, 1]$ of the rewards of the $j$-th arm $a_j \in \mathcal{A}$, and for any two executions of $\mathcal{A}$, where the internal randomness $\xi$ is shared across the executions, it holds that

$$\Pr_{\xi, r(1), r(2)} \left[ (a_1^{(1)}, \ldots, a_T^{(1)}) = (a_1^{(2)}, \ldots, a_T^{(2)}) \right] \geq 1 - \rho.$$  

Here, $a_t^{(i)} = \mathcal{A}(a_1^{(i)}, r_1^{(i)}, \ldots, a_t^{(i)}, r_t^{(i)}; \xi)$ is the $t$-th action taken by the algorithm $\mathcal{A}$ in execution $i \in \{1, 2\}$.

We remark that reproducible algorithms are predictable, a property which is very desirable when it comes to deploying them in practical applications. In theoretical computer science it is very convenient for algorithm designers to use randomness. However, policy makers are hesitant to use decision-making algorithms whose behavior is brittle and depends heavily on the stochasticity of the environment and its own randomness. The reason why we allow for some fixed internal randomness is that the algorithm designer has control over it, e.g., they can use the same seed for their (pseudo)random generator between two executions. Clearly, naively designing a reproducible bandit algorithm is not quite challenging. For instance, an algorithm that always pulls the same arm or an algorithm that plays the arms in a particular random sequence determined by the shared random seed $\xi$ are both reproducible. The caveat is that the performance of these algorithms in terms of expected regret will be quite poor. In this work, we aim to design bandit algorithms which are reproducible and enjoy small expected regret. In the stochastic setting, the (expected) regret after $T$ rounds is defined as

$$\mathbb{E}[R_T] = T \max_{a \in \mathcal{A}} \mu_a - \mathbb{E} \left[ \sum_{t=1}^{T} \mu_{a_t} \right],$$
where \( \mu_a = \mathbb{E}_{\sim\mathcal{D}_a}[r] \) is the mean reward for arm \( a \in \mathcal{A} \). In a similar manner, we can define the regret in the more general setting of linear bandits (see, Section 5). Hence, the overarching question in this work is the following:

Is it possible to design reproducible bandit algorithms with small expected regret?

At a first glance, one might think that this is not possible, since it looks like reproducibility contradicts the exploratory behavior that a bandit algorithm should possess. However, our main results answer this question in the affirmative and can be summarized in Table 1.

| Setting                      | Algorithm | Regret                                      | Theorem |
|------------------------------|-----------|---------------------------------------------|---------|
| Stochastic MAB               | Algorithm 1 | \( O\left(\frac{K^2 \log^3(T) H_\Delta}{\rho^2}\right) \) | Theorem 3 |
| Stochastic MAB               | Algorithm 2 | \( O\left(\frac{K^2 \log(T) H_\Delta}{\rho^2}\right) \) | Theorem 4 |
| Stochastic Linear Bandits    | Algorithm 3 | \( O\left(\frac{K^2 \sqrt{T} \rho}{\rho^2}\right) \) | Theorem 6 |
| Stochastic Linear Bandits In- | Algorithm 4 | \( O\left(\text{poly}(d)\sqrt{T}\right) \) | Theorem 10 |
| finite Action Space          |           |                                             |         |

Table 1: Our results for reproducible stochastic general multi-armed and linear bandits. In the expected regret column, \( O(\cdot) \) subsumes logarithmic factors. \( H_\Delta \) is equal to \( \sum_{j: \Delta_j > 0} 1/\Delta_j \), \( \Delta_j \) is the difference between the mean of action \( j \) and the optimal action, \( K \) is the number of arms, \( d \) is the ambient dimension in the linear bandit setting.

1.1 Related Work

Reproducibility In this work, we introduce the notion of reproducibility in the context of interactive learning and, in particular, in the fundamental setting of stochastic bandits. Close to our work, the notion of a reproducible algorithm in the context of learning was proposed by [ILPS22], where it is shown how any statistical query algorithm can be made reproducible with a moderate increase in its sample complexity. Using this result, they provide reproducible algorithms for finding approximate heavy-hitters, medians, and the learning of half-spaces. Reproducibility has been also considered in the context of optimization by [AJJ+22]. We mention that in [AJJ+22] the notion of a reproducible algorithm is different from our work and that of [ILPS22], in the sense that the outputs of two different executions of the algorithm do not need to be exactly the same. From a more application-oriented perspective, [SL22] study irreproducibility in recommendation systems and propose the use of smooth activations (instead of ReLUs) to improve recommendation reproducibility. In general, the reproducibility crisis is reported in various scientific disciplines [Ioa05, McN14, Bak16b, GFI16, LKM18, HIB18]. For more details we refer to the report of the NeurIPS 2019 Reproducibility Program [PVLS+19] and the ICLR 2019 Reproducibility Challenge [PSF19].

Bandit Algorithms Stochastic multi-armed bandits for the general setting without structure have been studied extensively [Shi19, LS20, BCB+12, ACBF02, CBF98, KCG12, ABM10, AG12, KKM12]. In this setting, the optimum regret achievable is \( O(\log(T) \sum_{\Delta > 0} \Delta^{-1}) \); this is achieved, e.g., by the upper confidence bound (UCB) algorithm of [ACBF02]. The setting of \( d \)-dimensional linear stochastic bandits is also well-explored [DHK08, AYPS11] under the well-specified linear reward model, achieving (near) optimal problem-independent regret of \( O(d\sqrt{T \log(T)}) \) [LS20]. Note that the best-known lower bound is \( \Omega(d\sqrt{T}) \) [DHK08] and that the number of arms can, in principle, be unbounded. For a finite number of arms \( K \), the best known upper bound is \( O(d\sqrt{T \log(K)}) \) [BCBK12]. Our work focuses on the design of reproducible bandit algorithms and we hence consider only stochastic environments. In general, there is also extensive work in adversarial bandits and we refer the interested reader to [LS20].

Batched Bandits While sequential bandit problems have been studied for almost a century, there is much interest in the batched setting too. In many settings, like medical trials, one has to take a lot of actions
in parallel and observe their rewards later. The works of \cite{AO10} and \cite{CBDS13} provided sequential bandit algorithms which can easily work in the batched setting. The works of \cite{GHRZ19} and \cite{EKMM21} are focusing exclusively on the batched setting. Our work on reproducible bandits builds upon some of the techniques from these two lines of work.

2 Stochastic Bandits and Reproducibility

In this section, we first highlight the main challenges in order to guarantee reproducibility and then discuss how the results of \cite{ILPS22} can be applied in our setting.

2.1 Warm-up I: Naive Reproducibility and Challenges

Let us consider the stochastic two-arm setting ($K=2$) and a bandit algorithm $\mathcal{A}$ with two independent executions, $\mathcal{A}_1$ and $\mathcal{A}_2$. The algorithm $\mathcal{A}_i$ plays the sequence $1, 2, 1, 2, \ldots$ until some, potentially random, round $T_i \in \mathbb{N}$ after which one of the two arms is eliminated and, from that point, the algorithm picks the winning arm $j_i \in \{1, 2\}$. The algorithm $\mathcal{A}$ is $\rho$-reproducible if and only if $T_1 = T_2$ and $j_1 = j_2$ with probability $1 - \rho$.

Assume that $|\mu_1 - \mu_2| = \Delta$ where $\mu_i$ is the mean of the distribution of the $i$-th arm. If we assume that $\Delta$ is known, then we can run the algorithm for $T_1 = T_2 = \frac{C}{\Delta} \log(1/\rho)$ for some universal constant $C > 0$ and obtain that, with probability $1 - \rho$, we will hold that $\hat{\mu}_1^{(j)} \approx \mu_1$ and $\hat{\mu}_2^{(j)} \approx \mu_2$ for $j \in \{1, 2\}$, where $\hat{\mu}_i^{(j)}$ is the estimation of arm’s $i$ mean during execution $j$. Hence, knowing $\Delta$ implies that the stopping criterion of the algorithm $\mathcal{A}$ is deterministic and that, with high probability, the winning arm will be detected at time $T_1 = T_2$. This will make the algorithm $\rho$-reproducible.

Observe that when $K = 2$, the only obstacle to reproducibility is that the algorithm should decide at the same time to select the winning arm and the selection must be the same in the two execution threads. In the presence of multiple arms, there exists the additional constraint that the above conditions must be satisfied during, potentially, multiple arm eliminations. Hence, the two questions arising from the above discussion are (i) how to modify the above approach when $\Delta$ is unknown and (ii) how to deal with $K > 2$ arms.

A potential solution to the second question (on handling $K > 2$ arms) is the Execute-Then-Commit (ETC) strategy. Consider the stochastic $K$-arm bandit setting. For any $\rho \in (0, 1)$, the ETC algorithm with known $\Delta = \min_i \Delta_i$ and horizon $T$ that uses $m = \frac{\Delta}{\rho} \log(1/\rho)$ deterministic exploration phases before commitment is $\rho$-reproducible. The intuition is exactly the same as in the $K = 2$ case. The caveats of this approach are that it assumes that $\Delta$ is known and that the obtained regret is quite unsatisfying. In particular, it achieves regret bounded by $m \sum_{i \in [K]} \Delta_i + \rho \cdot (T - mK) \sum_{i \in [K]} \Delta_i$.

Next, we discuss how to improve the regret bound without knowing the gaps $\Delta_i$. Before designing new algorithms, we will inspect the guarantees that can be obtained by combining ideas from previous results in the bandits literature and the recent work in reproducible learning of \cite{ILPS22}.

2.2 Warm-up II: Bandit Algorithms and Reproducible Mean Estimation

First, we remark that we work in the stochastic setting and the distributions of the rewards of the two arms are subgaussian. Thus, the problem of estimating their mean is an instance of a statistical query for which we can use the algorithm of \cite{ILPS22} to get a reproducible mean estimator for the distributions of the rewards of the arms.

Proposition 2 (Reproducible Mean Estimation \cite{ILPS22}). Let $\tau, \delta, \rho \in [0, 1]$. There exists a $\rho$-reproducible algorithm \texttt{ReprMeanEstimation} that draws $\Omega\left(\frac{\log(1/\delta)}{\tau^2 \rho^2}\right)$ samples from a distribution with mean $\mu$ and computes an estimate $\hat{\mu}$ that satisfies $|\hat{\mu} - \mu| \leq \tau$ with probability at least $1 - \delta$.

Notice that we are working in the regime where $\delta \ll \rho$, so the sample complexity is $\Omega\left(\frac{\log(1/\delta)}{\tau^2 \rho^2}\right)$. The straightforward approach is to try to use an optimal multi-armed algorithm for the stochastic setting, such as UCB or arm-elimination \cite{EDMMM06}, combined with the reproducible mean estimator. However, it is not hard to see that this approach does not give meaningful results: if we want to achieve reproducibility $\rho$ we
need to call the reproducible mean estimator routine with parameter \(\rho/(KT)\), due to the union bound that we need to take. This means that we need to pull every arm at least \(K^2T^2\) times, so the regret guarantee becomes vacuous. This gives us the first key insight to tackle the problem: we need to reduce the number of calls to the mean estimator. Hence, we will draw inspiration from the line of work in stochastic batched bandits [GHRZ19, EKMM21] to derive reproducible bandit algorithms.

### 3 Reproducible Mean Estimation for Batched Bandits

As a first step, we would like to show how one could combine the existing reproducible algorithms of [ILPS22] with the batched bandits approach of [EKMM21] to get some preliminary non-trivial results. We build an algorithm for the \(K\)-arm setting, where the gaps \(\Delta_j\) are unknown to the learner. Let \(\delta\) be the confidence parameter of the arm elimination algorithm and \(\rho\) be the reproducibility guarantee we want to achieve. Our approach is the following: let us, deterministically, split the time interval into sub-intervals of increasing length. We treat each sub-interval as a batch of samples where we pull each active arm the same number of times and use the reproducible mean estimation algorithm to, empirically, compute the true mean. At the end of each batch, we decide to eliminate some arm \(j\) using the standard UCB estimate. Crucially, if we condition on the event that all the calls to the reproducible mean estimator return the same number, then the algorithm we propose is reproducible.

**Algorithm 1** Mean-Estimation Based Reproducible Algorithm for Stochastic MAB (Theorem 3)

```plaintext
1: Input: time horizon \(T\), number of arms \(K\), reproducibility \(\rho\)
2: Initialization: \(B \leftarrow \log(T), q \leftarrow T^{1/2}, c_0 \leftarrow 0, A \leftarrow [K], r \leftarrow T, \hat{\mu}_a \leftarrow 0, \forall a \in A\)
3: for \(i = 1\) to \(B - 1\) do
4:   if \([q^i] \cdot |A| > r\) then
5:     break
6:   \(c_i = c_{i-1} + [q^i]\)
7:   Pull every arm \(a \in A\) for \([q^i]\) times
8:   for \(a \in A\) do
9:     \(\hat{\mu}_a \leftarrow \text{ReprMeanEstimation}(\delta = \frac{1}{2KT}, \tau = \min\{1, \frac{\sqrt{\log(2KB)}}{c_i}\}, \rho' = \frac{\rho}{K^2}) \triangleright \text{Proposition 2}\)
10: \(r \leftarrow r - |A| \cdot [q^i]\)
11: for \(a \in A\) do
12:   if \(\hat{\mu}_a < \max_{a \in A} \hat{\mu}_a - 2\tau\) then
13:     Remove \(a\) from \(A\)
14: In the last batch play \(\arg\max_{a \in A} \hat{\mu}_a\)
```

**Theorem 3.** Let \(T \in \mathbb{N}, \rho \in (0, 1]\). There exists a \(\rho\)-reproducible algorithm (presented in Algorithm 1) for the stochastic bandit problem with \(K\) arms and gaps \((\Delta_j)_{j \in [K]}\) whose expected regret is

\[
\mathbb{E}[R_T] \leq C \cdot \frac{K^2 \log^2(T)}{\rho^2} \sum_{j: \Delta_j > 0} \left( \Delta_j + \frac{\log(KT\log(T))}{\Delta_j} \right),
\]

where \(C > 0\) is an absolute numerical constant, and its running time is polynomial in \(K, T\) and \(1/\rho\).

The above result, whose proof can be found in Appendix A, states that, by combining the tools from [ILPS22] and [EKMM21], we can design a reproducible bandit algorithm with (instance-dependent) expected regret \(O(K^2 \log^2(T)/\rho^2)\). Notice that the regret guarantee has an extra \(K^2 \log^2(T)/\rho^2\) factor compared to its non-reproducible counterpart in [EKMM21] (Theorem 5.1). This is because, due to a union bound over the rounds and the arms, we need to call the reproducible mean estimator with parameter \(\rho/(K \log(T))\). In the next section, we show how to get rid of the \(\log^2(T)\) by designing a new algorithm.
4 Improved Algorithms for Reproducible Stochastic Bandits

While the previous result provides a non-trivial regret bound, it is not optimal with respect to the time horizon \( T \). In this section, we show to improve it by designing a new algorithm, presented in Algorithm 2, which satisfies the guarantees of Theorem 4 and, essentially, decreases the dependence on the time horizon \( T \) from \( \log^3(T) \) to \( \log(T) \). Our main result for reproducible stochastic multi-armed bandits with \( K \) arms follows.

**Algorithm 2** Reproducible Algorithm for Stochastic Multi-Armed Bandits (Theorem 4)

1. Input: time horizon \( T \), number of arms \( K \), reproducibility \( \rho \)
2. Initialization: \( B \leftarrow \log(T) \), \( q \leftarrow T^{1/2} \), \( c_0 \leftarrow 0 \), \( A_0 \leftarrow [K] \), \( r \leftarrow T \), \( \mu_\alpha \leftarrow 0 \), \( \forall \alpha \in A_0 \)
3. \( \beta \leftarrow \left[ \max \left\{ \frac{K^2}{\rho^2}, 2304 \right\} \right] \)
4. for \( i = 1 \) to \( B - 1 \) do
5. if \( \beta[q^i] \cdot |A_i| > r \) then
   break
7. \( A_i \leftarrow A_{i-1} \)
8. for \( a \in A_i \) do
9. Pull arm \( a \) for \( \beta[q^i] \) times
10. Compute the empirical mean \( \hat{\mu}^{(i)}_a \)
11. \( c_i \leftarrow c_{i-1} + [q^i] \)
12. \( \bar{c}_i \leftarrow \beta c_i \)
13. \( \bar{U}_i \leftarrow \sqrt{\frac{2 \log(2KB)}{c_i}} \)
14. \( U_i \leftarrow \sqrt{\frac{2 \log(2KB)}{c_i}} \)
15. \( \bar{U}_i \leftarrow \text{Uni}[U_i/2, U_i] \)
16. \( r \leftarrow r - \beta \cdot |A_i| \cdot [q^i] \)
17. for \( a \in A_i \) do
18. if \( \hat{\mu}^{(i)}_a + \bar{U}_i < \max_{a \in A_i} \hat{\mu}^{(i)}_a - \bar{U}_i \) then
   Remove \( a \) from \( A_i \)
19. In the last batch play \( \text{arg} \max_{a \in A_{B-1}} \hat{\mu}^{(B-1)}_a \)

**Theorem 4.** Let \( T \in \mathbb{N}, \rho \in (0, 1] \). There exists a \( \rho \)-reproducible algorithm (presented in Algorithm 2) for the stochastic bandit problem with \( K \) arms and gaps \( (\Delta_j)_{j \in [K]} \) whose expected regret is

\[
\mathbb{E}[R_T] \leq C \frac{K^2}{\rho^2} \sum_{j: \Delta_j > 0} \left( \Delta_j + \frac{\log(KT \log(T))}{\Delta_j} \right),
\]

where \( C > 0 \) is an absolute numerical constant, and its running time is polynomial in \( K, T \) and \( 1/\rho \).

Note that, compared to the non-reproducible setting, we incur an extra factor of \( K^2/\rho^2 \) in the regret. The proof can be found in Appendix B. Let us now describe how Algorithm 2 works. We decompose the time horizon into \( B = \log(T) \) batches. Without the reproducibility constraint, one could draw \( q^i \) samples in batch \( i \) from each arm and estimate the mean reward. With the reproducibility constraint, we have to boost this: in each batch \( i \), we pull each active arm \( O(\beta q^i) \) times, for some \( q \) to be determined, where \( \beta = O(K^2/\rho^2) \) is the reproducibility blow-up. Using these samples, we compute the empirical mean \( \hat{\mu}^{(i)}_a \) for any active arm \( a \). Note that \( \bar{U}_i \) in Algorithm 2 corresponds to the size of the actual confidence interval of the estimation and \( U_i \) corresponds to the confidence interval of an algorithm that does not use the \( \beta \)-blow-up in the number of samples. The novelty of our approach comes from the choice of the interval around the mean of the maximum arm: we pick a threshold uniformly at random from an interval of size \( U_i/2 \) around the maximum mean. Then, the algorithm checks whether \( \hat{\mu}^{(i)}_a + \bar{U}_i < \max_{a} \hat{\mu}^{(i)}_a - \bar{U}_i \), where \( \max \) runs over the active arms \( a' \) in batch \( i \), and eliminates arms accordingly. To prove the result we show that there are three regions that some arm \( j \) can be in relative to the confidence interval of the best arm in batch \( i \) (cf. Appendix B). If it lies in two of these regions, then the decision of whether to keep it or discard it is the
same in both executions of the algorithm. However, if it is in the third region, the decision could be different between parallel executions, and since it relies on some external and unknown randomness, it is not clear how to reason about it. To overcome this issue, we use the random threshold to argue about the probability that the decision between two executions differs. The crucial observation that allows us to get rid of the extra $\log^2(T)$ factor is that there are correlations between consecutive batches: we prove that if some arm $j$ lies in this “bad” region in some batch $i$, then it will be outside this region after a constant number of batches.

5 Reproducible Stochastic Linear Bandits

We now investigate reproducibility in the more general setting of stochastic linear bandits. In this setting, each arm is a vector $a \in \mathbb{R}^d$ belonging to some action set $\mathcal{A} \subseteq \mathbb{R}^d$, and there is a parameter $\theta^* \in \mathbb{R}^d$ unknown to the player. In round $t$, the player chooses some action $a_t \in \mathcal{A}$ and receives a reward $r_t = \langle \theta^*, a_t \rangle + \eta_t$, where $\eta_t$ is a zero-mean 1-subgaussian random variable independent of any other source of randomness. This means that $E[\eta_t] = 0$ and satisfies $E[\exp(\lambda \eta_t)] \leq \exp(\lambda^2/2)$ for any $\lambda \in \mathbb{R}$. For normalization purposes, it is standard to assume that $\|\theta^*\|_2 \leq 1$ and $\sup_{a \in \mathcal{A}} \|a\|_2 \leq 1$. In the linear setting, the expected regret after $T$ pulls $a_1, \ldots, a_T$ can be written as

$$E[R_T] = T \sup_{a \in \mathcal{A}} \langle \theta^*, a \rangle - E \left[ \sum_{t=1}^{T} \langle \theta^*, a_t \rangle \right].$$

In Section 5.1 we provide results for the finite action space case, i.e., when $|\mathcal{A}| = K$. Next, in Section 5.2, we study reproducible linear bandit algorithms when dealing with infinite action spaces. In the following, we work in the regime where $T \gg d$. We underline that our approach leverages connections of stochastic linear bandits with G-optimal experiment design, core sets constructions, and least-squares estimators. Roughly speaking, the goal of G-optimal design is to find a (small) subset of arms $\mathcal{A}'$, which is called the core set, and define a distribution $\pi$ over them with the following property: for any $\varepsilon > 0, \delta > 0$ pulling only these arms for an appropriate number of times and computing the least-squares estimate $\hat{\theta}$ guarantees that $\sup_{a \in \mathcal{A}'} \langle a, \theta^* - \hat{\theta} \rangle \leq \varepsilon$, with probability $1 - \delta$. For an extensive discussion, we refer to Chapters 21 and 22 of [LS20].

5.1 Finite Action Set

We first introduce a lemma that allows us to reduce the size of the action set that our algorithm has to search over.

**Lemma 5** (See Chapters 21 and 22 in [LS20]). For any finite action set $\mathcal{A}$ that spans $\mathbb{R}^d$ and any $\delta, \varepsilon > 0$, there exists an algorithm that, in time polynomial in $d$, computes a multi-set of $\Theta(d \log(1/\delta)/\varepsilon^2 + d \log \log d)$ actions (possibly with repetitions) such that (i) they span $\mathbb{R}^d$ and (ii) if we perform these actions in a batched stochastic $d$-dimensional linear bandits setting with true parameter $\theta^* \in \mathbb{R}^d$ and let $\hat{\theta}$ be the least-squares estimate for $\theta^*$, then, for any $a \in \mathcal{A}$, with probability at least $1 - \delta$, we have $|\langle a, \theta^* - \hat{\theta} \rangle| \leq \varepsilon$.

Essentially, the multi-set in Lemma 5 is obtained using an approximate G-optimal design algorithm. Thus, it is crucial to check whether this can be done in a reproducible manner. Recall that the above set of distinct actions is called the core set and is the solution of an (approximate) G-optimal design problem. To be more specific, consider a distribution $\pi : \mathcal{A} \to [0, 1]$ and define $V(\pi) = \sum_{a \in \mathcal{A}} \pi(a) a a^T \in \mathbb{R}^{d \times d}$ and $g(\pi) = \sup_{a \in \mathcal{A}} \|a\|_2^2 / V(\pi)^{-1}$. The distribution $\pi$ is called a design and the goal of G-optimal design is to find a design that minimizes $g$. Since the number of actions is finite, this problem reduces to an optimization problem which can be solved efficiently using standard optimization methods (e.g., the Frank-Wolfe method). Since the initialization is the same, the algorithm that finds the optimal (or an approximately optimal) design is reproducible under the assumption that the gradients and the projections do not have numerical errors. This perspective is orthogonal to the work of [AJJ+22], that defines reproducibility from a different viewpoint.

In our batched bandit algorithm (Algorithm 3), the multi-set of arms $a_1, \ldots, a_{n_t}$, computed in each batch is obtained via a deterministic algorithm with runtime $\text{poly}(K, d)$, where $|\mathcal{A}| = K$. Hence, the multi-set will
Theorem 6. Let $T \in \mathbb{N}, \rho \in (0, 1]$. There exists a $\rho$-reproducible algorithm (presented in Algorithm 3) for the stochastic $d$-dimensional linear bandit problem with $K$ arms whose expected regret is

$$
\mathbb{E}[R_T] \leq C \cdot \frac{K^2}{\rho^2} \sqrt{dT \log(KT)},
$$

where $C > 0$ is an absolute numerical constant, and its running time is polynomial in $d, K, T$ and $1/\rho$.

Note that the best known non-reproducible algorithm achieves an upper bound of $\tilde{O}(\sqrt{dT \log(K)})$ and, hence, our algorithm incurs a reproducibility overhead of order $K^2/\rho^2$. The intuition behind the proof is similar to the multi-armed bandit setting in Section 4.

5.2 Infinite Action Set

Let us proceed to the setting where the action set $\mathcal{A}$ is unbounded. Unfortunately, even when $d = 1$, we cannot directly get an algorithm that has satisfactory regret guarantees by discretizing the space and using Algorithm 3. The approach of [EKMM21] is to discretize the action space and use an $1/T$-net to cover it, i.e., a set $\mathcal{A}' \subseteq \mathcal{A}$ such that for all $a \in \mathcal{A}$ there exists some $a' \in \mathcal{A}'$ with $||a - a'||_2 \leq 1/T$. It is known that there exists such a net of size at most $(3T)^d$ [Ver18, Corollary 4.2.13]. Then, they apply the algorithm for the finite arms setting, increasing their regret guarantee by a factor of $\sqrt{d}$. However, our reproducible algorithm for this setting contains an additional factor of $K^2$ in the regret bound. Thus, even when $d = 1$, our regret guarantee is greater than $T$, so the bound is vacuous. One way to fix this issue and get a sublinear regret guarantee is to use a smaller net. We use a $1/T^{1/(4d+2)}$-net that has size at most $(3T)^{\frac{d+1}{4d+2}}$ and this yields an expected regret of order $O(T^{d+1/(4d+2)} \sqrt{d \log(T)/\rho^2})$. For further details, we refer to Appendix D.

Even though the regret guarantee we managed to get using the smaller net of Appendix D is sublinear in $T$, it is not a satisfactory bound. The next step is to provide an algorithm for the infinite action setting using a reproducible LSE subroutine combined with the batching approach of [EKMM21]. We will make use of the next lemma.
Lemma 7 (Section 21.2 Note 3 of [LS20]). There exists a deterministic algorithm that, given an action space \( \mathcal{A} \subseteq \mathbb{R}^d \), computes a 2-approximate G-optimal design \( \pi \) with a core set of size \( O(d \log \log(d)) \).

We additionally prove the next useful lemma, which, essentially, states that we can assume without loss of generality that every arm in the support of \( \pi \) has mass at least \( \Omega(1/(d \log(d))) \). We refer to Appendix F.1 for the proof.

Lemma 8 (Effective Support). Let \( \pi \) be the distribution that corresponds to the 2-approximate optimal G-design of Lemma 7 with input \( \mathcal{A} \). Assume that \( \pi(a) \leq c/(d \log(d)) \), where \( c > 0 \) is some absolute numerical constant, for some arm \( a \) in the core set. Then, we can construct a distribution \( \hat{\pi} \) such that, for any arm \( a \) in the core set, \( \hat{\pi}(a) \geq C/(d \log(d)) \), where \( C > 0 \) is an absolute constant, so that it holds

\[
\sup_{a \in A} \| a' \|_{V(\hat{\pi})}^2 \leq 4d.
\]

The upcoming lemma is a reproducible algorithm for the least-squares estimator and, essentially, builds upon Lemma 7 and Lemma 8. Its proof can be found at Appendix F.2. We believe that this technical result could be interesting on its own since it can be applied to other problems as well.

Lemma 9 (Reproducible LSE). Let \( \rho, \varepsilon \in (0, 1] \) and \( 0 < \delta \leq \min\{\rho, 1/d\} \).

Consider an environment of \( d \)-dimensional stochastic linear bandits with infinite action space \( \mathcal{A} \). Assume that \( \pi \) is a 4-approximate optimal design with associated core set \( C \) as computed by Lemma 7 with input \( \mathcal{A} \). There exists a \( \rho \)-reproducible algorithm that pulls each arm \( a \in \mathcal{A} \) a total of

\[
\Omega \left( \frac{d^4 \log(d/\delta) \log^2(d) \log \log(d)}{\varepsilon^2 \rho^2} \right)
\]
times and outputs an estimate \( \theta_{\text{SQ}} \) that satisfies

\[
\sup_{a \in \mathcal{A}} |\langle \theta_{\text{SQ}} - \theta^* \rangle| \leq \varepsilon,
\]

with probability at least \( 1 - \delta \).

The main result for the infinite actions’ case, obtained by Algorithm 4, follows. Its proof can be found at Appendix E.

Theorem 10. Let \( T \in \mathbb{N} \), \( \rho \in (0, 1] \). There exists a \( \rho \)-reproducible algorithm (presented in Algorithm 4) for the stochastic \( d \)-dimensional linear bandit problem with infinite action set whose expected regret is

\[
\mathbb{E}[R_T] \leq C \frac{d^4 \log(d) \log^2(d) \log \log(d) \sqrt{T \log^{3/2}(T)}}{\rho^2},
\]

where \( C > 0 \) is an absolute numerical constant, and its running time is polynomial in \( T^d \) and \( 1/\rho \).

Our algorithm for the infinite arm linear bandit case enjoys an expected regret of order \( \tilde{O}(\text{poly}(d) \sqrt{T}) \).

We underline that the dependence of the regret on the time horizon is (almost) optimal, and we incur an extra \( d^3 \) factor in the regret guarantee compared to the non-reproducible algorithm of [EKMM21]. We now comment on the time complexity of our algorithm.

Remark 11. The current implementation of our algorithm requires time exponential in \( d \). However, for a general convex set \( \mathcal{A} \), given access to a separation oracle for it and an oracle that computes an (approximate) G-optimal design, we can execute it in polynomial time and with polynomially many calls to the oracle. Notably, when \( \mathcal{A} \) is a polytope such oracles exist. We underline that computational complexity issues also arise in the traditional setting of linear bandits with an infinite number of arms and the computational overhead that the reproducibility requirement adds is minimal. For further details, we refer to Appendix G.

6 Conclusion and Future Directions

In this paper, we have provided a formal notion of reproducibility for stochastic bandits and we have developed algorithms for the multi-armed bandit and the linear bandit settings that satisfy this notion and

\[1\] We can handle the case of \( 0 < \delta \leq d \) by paying an extra \( \log d \) factor in the sample complexity.
## Algorithm 4 Reproducible LSE Algorithm for Stochastic Infinite Action Set (Theorem 10)

1. **Input:** time horizon $T$, action set $\mathcal{A} \subseteq \mathbb{R}^d$, reproducibility $\rho$
2. $\mathcal{A}' \leftarrow 1/T$-net of $\mathcal{A}$
3. **Initialization:** $r \leftarrow T, B \leftarrow \log(T), q \leftarrow (T/c)^{1/B}$
4. for $i = 1$ to $B - 1$
5. $q^i$ denotes the number of pulls of all arms before the reproducibility blow-up
6. $\varepsilon_i = c \cdot d \sqrt{\log(T)/q^i}$
7. The blow-up is $M_i = q^i \cdot d \log(d) \log^2(d) \log \log \log(T) / \rho^2$
8. $a_1, \ldots, a_{|\mathcal{A}'|}$ $\leftarrow$ core set $\mathcal{C}_i$ of the design given by Lemma 7 with parameter $\mathcal{A}'$
9. if $[M_i] > r$ then
10. **break**
11. Pull every arm $a_j$ for $N_i = [M_i]/|\mathcal{C}_i|$ rounds and receive rewards $r^{(i)}_1, \ldots, r^{(i)}_{N_i}$ for $j \in |\mathcal{C}_i|$
12. $\hat{\theta}_i \leftarrow \text{ReproducibleLSE}(S_i, \rho = \rho/(dB), \delta = 1/(2|\mathcal{A}'|T^2), \tau = \min\{\varepsilon_i, 1\})$
13. $r \leftarrow r - [M_i]$
14. for $a \in \mathcal{A}'$ do
15. if $(a, \hat{\theta}_i) < \max_{a \in \mathcal{A}'}(a, \hat{\theta}_i) - 2\varepsilon_i$ then
16. **Remove** $a$ from $\mathcal{A}'$
17. **In the last batch play** $\text{arg max}_{a \in \mathcal{A}'}(a, \hat{\theta}_{B-1})$
18. **ReproducibleLSE**$(S, \rho, \delta, \tau)$
19. for $a \in \mathcal{C}$ do
20. $v(a) \leftarrow \text{ReproducibleSQ}(\phi : x \in \mathbb{R} \mapsto x \in \mathbb{R}, S, \rho, \delta, \tau)$
21. return $(\sum_{j \in |S|} a_j a_j^\top)^{-1} \cdot (\sum_{a \in \mathcal{C}} a_n v(a))$ $\triangleright$ [ILPS22]

enjoy a small regret decay compared to their non-reproducible counterparts. An immediate future direction would be to find the optimal dependence on the number of arms $K$ and the dimension $d$. Notice that the dependence on $\rho$ is optimal, and this follows from the lower bound in [ILPS22]. Our ideas can be applied to more complicated settings, like misspecified linear bandits [GCG17], and give similar results. We hope and believe that our paper will inspire future works in reproducible interactive learning algorithms.
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A The Proof of Theorem 3

Theorem. Let $T \in \mathbb{N}, \rho \in (0, 1]$. There exists a $\rho$-reproducible algorithm (presented in Algorithm 1) for the stochastic bandit problem with $K$ arms and gaps $(\Delta_j)_{j \in [K]}$ whose expected regret is

$$
E[R_T] \leq C \frac{K^2 \log^2(T)}{\rho^2} \sum_{j: \Delta_j > 0} \left( \Delta_j + \frac{\log(2KT \log(T))}{\Delta_j} \right),
$$

where $C > 0$ is an absolute numerical constant, and its running time is polynomial in $K, T$ and $1/\rho$.

Proof. First, we claim that the algorithm is $\rho$-reproducible: since the elimination decisions are taken in the same iterates and are based solely on the mean estimations, the reproducibility of the algorithm of Proposition 2 implies the reproducibility of the whole algorithm. In particular,

$$
\Pr[(a_1, ..., a_T) \neq (a'_1, ..., a'_T)] = \Pr[\exists i \in [B], \exists j \in [K]: \hat{\mu}_j^{(i)} \text{ was not reproducible}] \leq \rho.
$$

During each batch $i$, we draw for any active arm $|q^i|$ fresh samples for a total of $c_i$ samples and use the reproducible mean estimation algorithm to estimate its mean. For an active arm, at the end of some batch $i \in [B]$, we say that its estimation is “correct” if the estimation of its mean is within $\sqrt{\log(2KTB)/c_i}$ from the true mean. Using Proposition 2, the estimation of any active arm at the end of any batch (except possibly the last batch) is correct with probability at least $1 - 1/(2KTB)$ and so, by the union bound, the probability that the estimation is incorrect for some arm at the end of some batch is bounded by $1/T$. We remark that when $\delta < \rho$, the sample complexity of Proposition 2 reduces to $O(\log(1/\delta)/(\tau^2 \rho^2))$. Let $E$ denote the event that our estimates are correct. The total expected regret can be bounded as

$$
E[R_T] \leq T \cdot 1/T + E[R_T|E].
$$

It suffices to bound the second term of the RHS and hence we can assume that each gap is correctly estimated within an additive factor of $\sqrt{\log(2KTB)/c_i}$ after batch $i$. First, due to the elimination condition, we get that the best arm is never eliminated. Next, we have that

$$
E[R_T|E] = \sum_{j: \Delta_j > 0} \Delta_j E[T_j|E],
$$

where $T_j$ is the total number of pulls of arm $j$. Fix a sub-optimal arm $j$ and assume that $i + 1$ was the last batch it was active. Since this arm is not eliminated at the end of batch $i$, and the estimations are correct, we have that

$$
\Delta_j \leq \sqrt{\log(2KTB)/c_i},
$$

and so $c_i \leq \log(2KTB)/\Delta_j^2$. Hence, the number of pulls to get the desired bound due to Proposition 2 is (since we need to pull an arm $c_i/\rho_1^2$ times in order to get an estimate at distance $\sqrt{\log(1/\delta)/c_i^2}$ with probability $1 - \delta$ in a $\rho_1$-reproducible manner when $\delta < \rho_1$)

$$
T_j \leq c_{i+1}/\rho_1^2 = q/\rho_1^2(1 + c_i) \leq q/\rho_1^2 \cdot (1 + \log(2KTB)/\Delta_j^2).
$$

This implies that the total regret is bounded by

$$
E[R_T] \leq 1 + q/\rho_1^2 \cdot \sum_{j: \Delta_j > 0} \left( \Delta_j + \frac{\log(2KTB)}{\Delta_j} \right).
$$

We finally set $q = T^{1/B}$ and $B = \log(T)$. Moreover, we have that $\rho_1 = \rho/(KB)$. These yield

$$
E[R_T] \leq \frac{K^2 \log^2(T)}{\rho^2} \sum_{j: \Delta_j > 0} \left( \Delta_j + \frac{\log(2KT \log(T))}{\Delta_j} \right).
$$

This completes the proof. \qed
B The Proof of Theorem 4

Theorem. Let \( T \in \mathbb{N}, \rho \in (0, 1] \). There exists a \( \rho \)-reproducible algorithm (presented in Algorithm 2) for the stochastic bandit problem with \( K \) arms and gaps \( (\Delta_j)_{j \in [K]} \) whose expected regret is

\[
\mathbb{E}[R_T] \leq C \cdot \frac{K^2}{\rho^2} \sum_{j: \Delta_j > 0} (\Delta_j + \log(K^2 \log(T))/\Delta_j),
\]

for some absolute numerical constant \( C > 0 \), and its running time is polynomial in \( K, T \) and \( 1/\rho \).

To give some intuition, we begin with a non tight analysis which, however, provides the main ideas behind the actual proof.

Non Tight Analysis Assume that the environment has \( K \) arms with unknown means \( \mu_i \) and let \( T \) be the number of rounds. Consider \( I \) to the total number of batches and \( \beta > 1 \). We set \( q = T^{1/6}. \) In each batch \( i \in [B] \), we pull each arm \( \beta[q^i] \) times. Hence, after the \( i \)-th batch, we will have drawn \( \bar{c}_i = \sum_{1 \leq j \leq i} \beta[q^j] \) independent and identically distributed samples from each arm. Let us also set \( c_i = \sum_{1 \leq j \leq i} [q^j] \).

Let us fix \( i \in [B] \). Using Hoeffding’s bound for subgaussian concentration, the length of the confidence bound for arm \( j \in [K] \) that guarantees \( 1 - \delta \) probability of success (in the sense that the empirical estimate \( \hat{\mu}_j \) will be close to the true \( \mu_j \)) is equal to

\[
\bar{U}_i = \sqrt{2 \log(1/\delta)/c_i},
\]

when the estimator uses \( \tilde{c}_i \) samples. Also, let

\[
U_i = \sqrt{2 \log(1/\delta)/c_i}.
\]

Assume that the active arms at the batch iteration \( i \) lie in the set \( A_i \). Consider the estimates \( \{\hat{\mu}_j^{(i)}\}_{i \in [B], j \in A_i} \), where \( \hat{\mu}_j^{(i)} \) is the empirical mean of arm \( j \) using \( \tilde{c}_i \) samples. We will eliminate an arm \( j \) at the end of the batch iteration \( i \) if

\[
\hat{\mu}_j^{(i)} + \bar{U}_i \leq \max_{i \in A_i} \hat{\mu}_i^{(i)} - \bar{U}_i,
\]

where \( \bar{U}_i \sim \text{Uni}[U_i/2, U_i] \). For the remaining of the proof, we condition on the event \( \mathcal{E} \) that for every arm \( j \in [K] \) and every batch \( i \in [B] \) the true mean is within \( \bar{U}_i \) from the empirical one.

We first argue about the reproducibility of our algorithm. Consider a fixed round \( i \) (end of \( i \)-th batch) and a fixed arm \( j \). Let \( i^* \) be the optimal empirical arm after the \( i \)-th batch.

Let \( \hat{\mu}_j^{(i)} \), \( \hat{\mu}_i^{(i)} \) the empirical estimates of arms \( j, i^* \) after the \( i \)-th batch, under some other execution of the algorithm. We condition on the event \( \mathcal{E}' \) for the other execution as well. Notice that \( |\hat{\mu}_j^{(i)} - \hat{\mu}_j^{(i')}| \leq 2\bar{U}_i, |\hat{\mu}_i^{(i)} - \hat{\mu}_i^{(i')}| \leq 2\bar{U}_i \). Notice that, since the randomness of \( \bar{U}_i \) is shared, if \( \hat{\mu}_j^{(i)} + \bar{U}_i \geq \hat{\mu}_j^{(i)} - \bar{U}_i + 4\bar{U}_i \), then the arm \( j \) will not be eliminated after the \( i \)-th batch in some other execution of the algorithm as well. Similarly, if \( \hat{\mu}_j^{(i)} + \bar{U}_i < \hat{\mu}_i^{(i)} - \bar{U}_i - 4\bar{U}_i \), the the arm \( j \) will get eliminated after the \( i \)-th batch in some other execution of the algorithm as well. In particular, this means that if \( \hat{\mu}_j^{(i)} - 2\bar{U}_i > \hat{\mu}_j^{(i)} + \bar{U}_i - U_i / 2 \) then the arm \( j \) will not get eliminated in some other execution of the algorithm and if \( \hat{\mu}_j^{(i)} + 5\bar{U}_i < \hat{\mu}_i^{(i)} - U_i \) then the arm \( j \) will also get eliminated in some other execution of the algorithm with probability 1 under the event \( \mathcal{E} \cap \mathcal{E}' \). We call the above two cases good since they preserve reproducibility. Thus, it suffices to bound the probability that the decision about arm \( j \) will be different between the two executions when we are in neither of these cases. Then, the worst case bound due to the mass of the uniform probability measure is

\[
\frac{16\sqrt{2 \log(1/\delta)/c_i}}{\sqrt{2 \log(1/\delta)/c_i}}.
\]

This implies that the probability mass of the bad event is at most \( 16\sqrt{c_i/c_i} = 16\sqrt{1/\beta} \). A union bound over all arms and batches yields that the probability that two distinct executions differ in at least one pull is

\[
\Pr[(a_1, \ldots, a_T) \neq (a_1', \ldots, a_T')] \leq 16KB \sqrt{1/\beta} + 2\delta,
\]
and since \( \delta \leq \rho \) it suffices to pick \( \beta = \frac{768K^2B^2}{\rho^2} \).

We now focus on the regret of our algorithm. Let us set \( \delta = 1/(KTB) \). Fix a sub-optimal arm \( j \) and assume that batch \( i + 1 \) was the last batch that is was active. We obtain that the total number of pulls of this arm is

\[
T_j \leq \bar{c}_{i+1} \leq \beta q(1 + c_i) \leq \beta q(1 + 8 \log(1/\delta)/\Delta_j^2)
\]

From the reproducibility analysis, it suffices to take \( \beta \) of order \( K^2 \log^2(T)/\rho^2 \) and so

\[
E[R_T] \leq T \cdot 1/T + E[R_T | \mathcal{E}] = 1 + \sum_{j: \Delta_j > 0} \Delta_j E[T_j | \mathcal{E}] \leq \frac{C \cdot K^2 \log^2(T)}{\rho^2} \sum_{j: \Delta_j > 0} \left( \Delta_j + \frac{\log(KT \log(T))}{\Delta_j} \right),
\]

for some absolute constant \( C > 0 \).

Notice that the above analysis, which uses a naive union bound, does not yield the desired regret bound. We next provide a more coarse analysis of the same algorithm that achieves the regret bound of Theorem 4.

**Improved Analysis (The Proof of Theorem 4)** In the previous analysis, we used a union bound over all arms and all batches in order to control the probability of the bad event. However, we can obtain an improved regret bound as follows. Fix a sub-optimal arm \( i \in [K] \) and let \( t \) be the first round that it appears in the bad event. We claim that after a constant number of rounds, this arm will be eliminated. This will shave the \( O(\log^2(T)) \) factor from the regret bound. Essentially, as indicated in the previous proof, the bad event corresponds to the case where the randomness of the cut-off threshold \( U \) can influence the decision of whether the algorithm eliminates an arm or not. The intuition is that during the rounds \( t \) and \( t + 1 \), given that the two intervals intersect at round \( t \), we know that the probability that they intersect again is quite small since the interval of the optimal mean is moving upwards, the interval of the sub-optimal mean is concentrating around the guess and the two estimations have been moved by at most a constant times the interval’s length.

Since the bad event occurs at round \( t \), we know that

\[
\hat{\mu}^{(t)}_j \in \left[ \hat{\mu}^{(t)}_i - U_t - 5\bar{U}_t, \hat{\mu}^{(t)}_i - U_t/2 + 3\bar{U}_t \right].
\]

In the above \( \hat{\mu}^{(t)}_i \) is the estimate of the optimal mean at round \( t \) whose index is denoted by \( t^* \). Now assume that the bad event for arm \( j \) also occurs at round \( t + k \). Then, we have that

\[
\hat{\mu}^{(t+k)}_j \in \left[ \hat{\mu}^{(t+k)}_{i_{t+k}}, -U_{t+k} - 5\bar{U}_{t+k}, \hat{\mu}^{(t+k)}_{i_{t+k}} - U_{t+k}/2 + 3\bar{U}_{t+k} \right].
\]

First, notice that since the concentration inequality under event \( \mathcal{E} \) holds for rounds \( t, t + k \) we have that \( \hat{\mu}^{(t+k)}_j \leq \hat{\mu}^{(t)}_j + \bar{U}_t + \bar{U}_{t+k} \). Thus, combining it with the above inequalities gives us

\[
\hat{\mu}^{(t+k)}_{i_{t+k}} - U_{t+k} - 5\bar{U}_{t+k} \leq \hat{\mu}^{(t+k)}_j \leq \hat{\mu}^{(t)}_j + \bar{U}_t + \bar{U}_{t+k} \leq \hat{\mu}^{(t)}_{i_{t+k}} - U_{t+k}/2 + 4\bar{U}_t + \bar{U}_{t+k}.
\]

We now compare \( \hat{\mu}^{(t)}_i, \hat{\mu}^{(t+k)}_{i_{t+k}} \). Let \( \theta \) denote the optimal arm. We have that

\[
\hat{\mu}^{(t+k)}_{i_{t+k}} \geq \hat{\mu}^{(t+k)}_j \geq \mu_\theta - \bar{U}_{t+k} \geq \mu_{t^*} - \bar{U}_{t+k} \geq \hat{\mu}^{(t)}_j - \bar{U}_t - \bar{U}_{t+k}.
\]

This gives us that

\[
\hat{\mu}^{(t)}_i - U_{t+k} - 6\bar{U}_{t+k} - \bar{U}_t \leq \hat{\mu}^{(t+k)}_{i_{t+k}} - U_{t+k} - 5\bar{U}_{t+k}.
\]

Thus, we have established that

\[
\hat{\mu}^{(t)}_i - U_{t+k} - 6\bar{U}_{t+k} - \bar{U}_t \leq \hat{\mu}^{(t)}_i - U_{t+k}/2 + 4\bar{U}_t + \bar{U}_{t+k} \implies U_{t+k} \geq U_{t+k}/2 - 7\bar{U}_{t+k} - 5\bar{U}_t \geq U_{t+k}/2 - 12\bar{U}_t.
\]

Since \( \beta \geq 2304 \), we get that \( 12\bar{U}_t \leq U_{t+k}/4 \). Thus, we get that

\[
U_{t+k} \geq U_{t+k}/4.
\]
Notice that 

$$ U_{t+k} = \sqrt{\frac{c_t}{c_{t+k}}} $$

thus it immediately follows that

$$ \frac{c_t}{c_{t+k}} \geq \frac{1}{16} \Rightarrow \frac{q^{t+1} - 1}{q^{t+1} - 1} \geq \frac{1}{16} \Rightarrow 16 - 1 = 16 \left( 1 - \frac{1}{q^{t+1}} \right) \geq q^k - \frac{1}{q^{t+1}} \Rightarrow q^k \leq 16 + \frac{1}{q^{t+1}} \leq 17 \Rightarrow k \log q \leq \log 17 \Rightarrow k \leq 5, $$

when we pick $B = \log(T)$ batches. Thus, for every arm the bad event can happen at most 6 times, by taking a union bound over the $K$ arms we see that the probability that our algorithm is not reproducible is at most $O(K \sqrt{1/\beta})$, so picking $\beta = \Theta(K^2/\rho^2)$ suffices to get the result.

C The Proof of Theorem 6

**Theorem.** Let $T \in \mathbb{N}, \rho \in (0, 1]$. There exists a $\rho$-reproducible algorithm (presented in Algorithm 3) for the stochastic $d$-dimensional linear bandit problem with $K$ arms whose expected regret is

$$ \mathbb{E}[R_T] \leq C \cdot \frac{K^2}{\rho^2} \sqrt{dT \log(KT)}, $$

for some absolute numerical constant $C > 0$, and its running time is polynomial in $d, K, T$ and $1/\rho$.

**Proof.** Let $c, C$ be the numerical constants hidden in Lemma 5, i.e., the size of the multi-set is in the interval $[cd \log(1/\delta)/\varepsilon^2, Cd \log(1/\delta)/\varepsilon^2]$. We know that the size of each batch $n_i \in [\varepsilon q', Cq']$ (see Lemma 5), so by the end of the $B - 1$ batch we will have less than $n_B$ pulls left. Hence, the number of batches is at most $B$.

We first define the event $\mathcal{E}$ that the estimates of all arms after the end of each batch are accurate, i.e., for every active arm $a$ at the beginning of the $i$-th batch, at the end of the batch we have that $\left| \langle a, \hat{\theta}_i - \theta^* \rangle \right| \leq \varepsilon_i$.

Since $\delta = 1/(KT^2)$ and there are at most $T$ batches and $K$ active arms in each batch, a simple union bound shows that $\mathcal{E}$ happens with probability at least $1 - 1/T$. We condition on the event $\mathcal{E}$ throughout the rest of the proof.

We now argue about the regret bound of our algorithm. We first show that any optimal arm $a^*$ will not get eliminated. Indeed, consider any sub-optimal arm $a \in [K]$ and any batch $i \in [B]$. Under the event $\mathcal{E}$ we have that

$$ \langle a, \hat{\theta}_i \rangle - \langle a^*, \hat{\theta}_i \rangle = \langle (a, \theta^*) + \varepsilon_i \rangle - \langle (a^*, \theta^*) - \varepsilon_i \rangle < 2\varepsilon_i < \varepsilon_i + \varepsilon_i. $$

Next, we need to bound the number of times we pull some fixed suboptimal arm $a \in [K]$. We let $\Delta = \langle a^* - a, \theta^* \rangle$ denote the gap and we let $i$ be the smallest integer such that $\varepsilon_i < \Delta/4$. We claim that this arm will get eliminated by the end of batch $i$. Indeed,

$$ \langle a^*, \hat{\theta}_i \rangle - \langle a, \hat{\theta}_i \rangle \geq (\langle a^*, \hat{\theta}_i \rangle - \varepsilon_i) - (\langle a, \hat{\theta}_i \rangle + \varepsilon_i) = \Delta - 2\varepsilon_i > 4\varepsilon_i - 2\varepsilon_i > \varepsilon_i + \varepsilon_i. $$

This shows that during any batch $i$, all the active arms have gap at most $4\varepsilon_{i-1}$. Thus, the regret of the algorithm conditioned on the event $\mathcal{E}$ is at most

$$ \sum_{i=1}^{B} 4n_i \varepsilon_{i-1} \leq 4\varepsilon C \sum_{i=1}^{B} q^i \sqrt{d \log(KT^2)/q^{i-1}} \leq 6\varepsilon C q \sqrt{d \log(KT)} \sum_{i=0}^{B-1} q^{i/2} \leq O \left( \frac{K^2}{\rho^2} q^{B/2+1} \sqrt{d \log(KT)} \right) \approx O \left( \frac{K^2}{\rho^2} q^{B/2+1} \sqrt{d \log(KT)} \right) \times \frac{6\varepsilon C q \sqrt{d \log(KT)}}{O \left( \frac{K^2}{\rho^2} q^{B/2+1} \sqrt{d \log(KT)} \right)}. $$

Thus, the overall regret is bounded by

$$ \delta \cdot T + (1 - \delta) \cdot O \left( \frac{K^2}{\rho^2} q \sqrt{d \log(KT)} \right) = O \left( \frac{K^2}{\rho^2} q \sqrt{d \log(KT)} \right). $$

We now argue about the reproducibility of our algorithm. The analysis follows in a similar fashion as in Theorem 4. Let $\hat{\theta}, \hat{\theta}'_i$ be the LSE after the $i$-th batch, under two different executions of the algorithm and
assume that the set of active arms. We condition on the event $\mathcal{E}'$ for the other execution as well. Assume that the set of active arms is the same under both executions at the beginning of batch $i$. Notice that since the set that is guaranteed by Lemma 5 is computed by a deterministic algorithm, both executions will pull the same arm in batch $i$. Consider a suboptimal arm $a$ and let $a_{t^*} = \arg \max_{a \in A} (\hat{\theta}_i, a)$, $a'_{t^*} = \arg \max_{a \in A} (\hat{\theta}'_i, a)$.

Under the event $\mathcal{E} \cap \mathcal{E}'$ we have that $\langle a, \hat{\theta} - \hat{\theta}' \rangle \leq 2\varepsilon_i, \langle a_{t^*}, \hat{\theta}_i - \hat{\theta}'_i \rangle \leq 2\varepsilon_i$, and $\langle a'_{t^*}, \hat{\theta}'_i - \langle a_{t^*}, \hat{\theta}_i \rangle \leq 2\varepsilon_i$.

Notice that, since the randomness of $\zeta_i$ is shared, if $\langle a, \hat{\theta}_i \rangle + \varepsilon_i \geq \langle a_{t^*}, \hat{\theta}_i \rangle - \varepsilon_i + 4\varepsilon_i$, then the arm $a$ will not be eliminated after the $i$-th batch in some other execution of the algorithm as well. Similarly, if $\langle a_{t^*}, \hat{\theta}_i \rangle - \varepsilon_i < \langle a, \hat{\theta}_i \rangle - \varepsilon_i - 4\varepsilon_i$ then the arm $a$ will get eliminated after the $i$-th batch in some other execution of the algorithm as well. In particular, this means that if $\langle a, \hat{\theta}_i \rangle - 2\varepsilon_i < \langle a_{t^*}, \hat{\theta}_i \rangle + \varepsilon_i - \varepsilon_i/2$ then the arm $a$ will not get eliminated in some other execution of the algorithm and if $\langle a_{t^*}, \hat{\theta}_i \rangle + 5\varepsilon_i < \langle a, \hat{\theta}_i \rangle - \varepsilon_i$ then the arm $a$ will also get eliminated in some other execution of the algorithm with probability 1 under the event $\mathcal{E} \cap \mathcal{E}'$. Thus, it suffices to bound the probability that the decision about arm $j$ will be different between the two executions when we are in neither of these cases. Then, the worst case bound due to the mass of the uniform probability measure is

$$\frac{16\sqrt{d \log(1/\delta)}/c_i}{\sqrt{d \log(1/\delta)/c_i}}.$$ 

This implies that the probability mass of the bad event is at most $16\sqrt{c_i/c_i} = 16\sqrt{1/\beta}$. A naive union bound would require us to pick $\beta = \Theta(K^2 \log^2 T/\rho^2)$. We next show to avoid the $\log^2 T$ factor. Fix a suboptimal arm $a \in [K]$ and let $t$ be the first round that it appears in the bad event.

Since the bad event occurs at round $t$, we know that $\langle a, \hat{\theta}_i \rangle \in \left[\langle a_{t^*}, \hat{\theta}_i \rangle - \varepsilon_t - 5\varepsilon_i, \langle a_{t^*}, \hat{\theta}_i \rangle - \varepsilon_t/2 + 3\varepsilon_i\right]$. In the above, $a_{t^*}$ is the optimal arm at round $t$ w.r.t. the LSE. Now assume that the bad event for arm $a$ also occurs at round $t + k$. Then, we have that $\langle a, \hat{\theta}_{t+k} \rangle \leq \langle a_{t^*}, \hat{\theta}_{t+k} \rangle - 5\varepsilon_{t+k}$. First, notice that since the concentration inequality under event $\mathcal{E}$ holds for rounds $t, t + k$ we have that $\langle a, \hat{\theta}_{t+k} \rangle \leq \langle a, \hat{\theta}_i \rangle + \varepsilon_t + \varepsilon_{t+k}$. Thus, combining it with the above inequalities gives us $\langle a_{(t+k)^*}, \hat{\theta}_{t+k} \rangle - \varepsilon_{t+k} - 5\varepsilon_{t+k} \leq \langle a_{t^*}, \hat{\theta}_{t+k} \rangle - \langle a_{t^*}, \hat{\theta}_i \rangle + \varepsilon_t/2 + 4\varepsilon_t + \varepsilon_{t+k}$.

We now compare $\langle a_{t^*}, \hat{\theta}_i \rangle, \langle a_{(t+k)^*}, \hat{\theta}_{t+k} \rangle$. Let $a^*$ denote the optimal arm. We have that $\langle a_{(t+k)^*}, \hat{\theta}_{t+k} \rangle \geq \langle a^*, \hat{\theta}_{t+k} \rangle \geq \langle a^*, \theta^* \rangle - \varepsilon_{t+k} \geq \langle a_{t^*}, \theta^* \rangle - \varepsilon_{t+k} \geq \langle a_{t^*}, \hat{\theta}_i \rangle - \varepsilon_{t+k}$. This gives us that $\langle a_{t^*}, \hat{\theta}_i \rangle - \varepsilon_{t+k} - 6\varepsilon_{t+k} - \varepsilon_t \leq \langle a_{(t+k)^*}, \hat{\theta}_{t+k} \rangle - \varepsilon_{t+k} - 5\varepsilon_{t+k}$.

Thus, we have established that $\langle a_{t^*}, \hat{\theta}_i \rangle - \varepsilon_{t+k} - 6\varepsilon_{t+k} - \varepsilon_t \leq \langle a_{t^*}, \hat{\theta}_i \rangle - \varepsilon_t/2 + 4\varepsilon_t + \varepsilon_{t+k}$, which implies $\varepsilon_{t+k} \geq \varepsilon_t/2 - 7\varepsilon_{t+k} - 5\varepsilon_t \geq \varepsilon_t/2 - 12\varepsilon_t$.

Since $\beta \geq 2304$, we get that $12\varepsilon_t \leq \varepsilon_t/4$. Thus, we get that $\varepsilon_{t+k} \geq \varepsilon_t/4$.

Notice that

$$\frac{\varepsilon_{t+k}}{\varepsilon_t} = \sqrt{\frac{q^t}{q^{t+k}}}.$$ 

thus it immediately follows that

$$\frac{q^t}{q^{t+k}} \geq \frac{1}{16} \implies q^t \leq 16 \implies k \log q \leq \log 16 \implies k \leq 4,$$

when we pick $B = \log(T)$ batches. Thus, for every arm the bad event can happen at most 5 times, by taking a union bound over the $K$ arms we see that the probability that our algorithm is not reproducible is at most $O(K \sqrt{1/\beta})$, so picking $\beta = \Theta(K^2 / \rho^2)$ suffices to get the result. 

$\blacksquare$
D Naive Application of Algorithm 3 with Infinite Action Space

We use a $1/T^{1/(4d+2)}$-net that has size at most $(3T)^{4d+2}$. Let $\mathcal{A}'$ be the new set of arms. We then run Algorithm 3 using $\mathcal{A}'$. This gives us the following result, that is proved right after.

Corollary 12. Let $T \in \mathbb{N}, \rho \in (0,1]$. There is a $\rho$-reproducible algorithm for the stochastic $d$-dimensional linear bandit problem with infinite arms whose expected regret is at most

$$E[R_T] \leq C \cdot T^{\frac{4d+1}{\rho^2}} \sqrt{d \log(T)},$$

where $C > 0$ is an absolute numerical constant.

Proof. Since $K \leq (3T)^{4d+2}$, we have that

$$T \sup_{a \in \mathcal{A}'} \langle a, \theta^* \rangle - \mathbb{E} \left[ \sum_{t=1}^{T} \langle a_t, \theta^* \rangle \right] \leq O \left( (3T)^{\frac{4d+1}{\rho^2}} \sqrt{dT \log \left( T \frac{4d+2}{\rho^2} \right)} \right) = O \left( T^{\frac{4d+1}{\rho^2}} \sqrt{d \log(T)} \right)$$

Comparing to the best arm in $\mathcal{A}$, we have that:

$$T \sup_{a \in \mathcal{A}} \langle a, \theta^* \rangle - \mathbb{E} \left[ \sum_{t=1}^{T} \langle a_t, \theta^* \rangle \right] = (T \sup_{a \in \mathcal{A}} \langle a, \theta^* \rangle - T \sup_{a \in \mathcal{A}'} \langle a, \theta^* \rangle) + (T \sup_{a \in \mathcal{A}'} \langle a, \theta^* \rangle - \mathbb{E} \left[ \sum_{t=1}^{T} \langle a_t, \theta^* \rangle \right])$$

Our choice of the $1/T^{1/(4d+2)}$-net implies that for every $a \in \mathcal{A}$ there exists some $a' \in \mathcal{A}'$ such that $||a-a'||_2 \leq 1/T^{1/(4d+2)}$. Thus, $\sup_{a \in \mathcal{A}} \langle a, \theta^* \rangle - \sup_{a' \in \mathcal{A}'} \langle a', \theta^* \rangle \leq ||a-a'||_2 \theta^* ||_2 \leq 1/T^{1/(4d+2)}$. Thus, the total regret is at most

$$T \cdot 1/T^{1/(4d+2)} + O \left( T^{\frac{4d+1}{\rho^2}} \sqrt{d \log(T)} \right) = O \left( T^{\frac{4d+1}{\rho^2}} \sqrt{d \log(T)} \right).$$

E The Proof of Theorem 10

Theorem. Let $T \in \mathbb{N}, \rho \in (0,1]$. There exists a $\rho$-reproducible algorithm (presented in Algorithm 4) for the stochastic $d$-dimensional linear bandit problem with infinite action set whose expected regret is

$$E[R_T] \leq C \cdot \frac{d^4 \log(d) \log^2 \log(d) \log \log(d)}{\rho^2} \sqrt{T \log^{3/2}(T)},$$

for some absolute numerical constant $C > 0$, and its running time is polynomial in $T^d$ and $1/\rho$.

Proof. First, the algorithm is $\rho$-reproducible since in each batch we use a reproducible LSE sub-routine with parameter $\rho' = \rho/B$. This implies that

$$\Pr[(a_1, ..., a_T) \neq (a'_1, ..., a'_T)] = \Pr[\exists i \in [B] : \hat{\theta}_i \text{ was not reproducible}] \leq \rho.$$

Let us fix a batch iteration $i \in [B - 1]$. Set $\mathcal{C}_i$ be the core set computed by Lemma 7. The algorithm first pulls $n_i = \frac{C d^4 \log(d/\delta) \log^2 \log(d) \log \log(d)}{\varepsilon_i^2 \rho'}$ times each one of the arms of the $i$-th core set $\mathcal{C}_i$, as indicated by Lemma 9 and computes the LSE $\hat{\theta}_i$ in a reproducible way using the algorithm of Lemma 9. Let $\mathcal{E}$ be the event that over all batches the estimations are correct. We pick $\delta = 1/(2|\mathcal{A}'|^2)$ so that this good event does hold with probability at least $1 - 1/T$. Our goal is to control the expected regret which can be written as

$$E[R_T] = T \sup_{a \in \mathcal{A}} \langle a, \theta^* \rangle - \mathbb{E} \sum_{t=1}^{T} \langle a_t, \theta^* \rangle.$$
We have that

\[ T \sup_{a, \theta} \langle a, \theta^* \rangle - T \sup_{a' \in A'} \langle a', \theta^* \rangle \leq 1, \]

since \( A' \) is a deterministic \( 1/T \)-net of \( A \). Also, let us set the expected regret of the bounded action sub-problem as

\[ \mathbb{E}[R_T'] = T \sup_{a' \in A'} \langle a', \theta^* \rangle - \mathbb{E} \sum_{t=1}^{T} \langle a_t, \theta^* \rangle. \]

We can now employ the analysis of the finite arm case. During batch \( \epsilon \), any active arm has gap at most \( 4\epsilon_{i-1} \), so the instantaneous regret in any round is not more than \( 4\epsilon_{i-1} \). The expected regret conditional on the good event \( \mathcal{E} \) is upper bounded by

\[ \mathbb{E}[R_T'|\mathcal{E}] \leq \sum_{i=1}^{B} 4M_{i}\epsilon_{i-1}, \]

where \( M_i \) is the total number of pulls in batch \( i \) (using the reproducibility blow-up) and \( \epsilon_{i-1} \) is the error one would achieve by drawing \( q^i \) samples (ignoring the blow-up). Then, for some absolute constant \( C > 0 \), we have that

\[ \mathbb{E}[R_T'|\mathcal{E}] \leq C \frac{d^4 \log(d) \log^2(d) \log \log(d) \log^2(T)}{\rho^2} \sqrt{d^4 \log(T)/q^{i-1}}, \]

which yields that

\[ \mathbb{E}[R_T'|\mathcal{E}] \leq C \frac{d^4 \log(d) \log^2(d) \log \log(d) \log(T)}{\rho^2} \sqrt{d^4 \log(T)/q^{i-1}}, \]

where we set

\[ S := \sum_{i=1}^{B} \frac{q^i}{q(i-1)/2} = q^{1/2} \sum_{i=1}^{B} q^{i/2} = q^{(1+B)/2}. \]

We pick \( B = \log(T) \) and get that, if \( q = T^{1/B} \) then \( S = \Theta(\sqrt{T}) \). We remark that this choice of \( q \) is valid since

\[ \sum_{i=1}^{B} q^i = \frac{q^{B+1} - q}{q - 1} = \Theta(q^B) - 1 \geq \frac{T \rho^2}{d^3 \log(d) \log^2(d) \log \log(d)}. \]

Hence, we have that

\[ \mathbb{E}[R_T'|\mathcal{E}] \leq O \left( \frac{d^4 \log(d) \log^2(d) \log \log(d)}{\rho^2} \sqrt{T \log^{3/2}(T)} \right). \]

Note that when \( \mathcal{E} \) does not hold, we can bound the expected regret by \( 1/T \cdot T = 1 \). This implies that the overall regret \( \mathbb{E}[R_T] \leq 2 + \mathbb{E}[R_T'|\mathcal{E}] \) and so it satisfies the desired bound and the proof is complete. \( \square \)

**F Deferred Lemmata**

**F.1 The Proof of Lemma 8**

*Proof.* Consider the distribution \( \pi \) that is a 2-approximation to the optimal G-design and has support \( |\mathcal{C}| = O(d \log \log d) \). Let \( C' \) be the set of arms in the support such that \( \pi(a) \leq c/d \log d \). We consider \( \tilde{\pi} = (1-x)\pi + xa \), where \( a \in C' \) and \( x \) will be specified later. Consider now the matrix \( V(\tilde{\pi}) \). Using the Sherman-Morrison formula, we have that

\[ V(\tilde{\pi})^{-1} = \frac{1}{1-x} V(\pi)^{-1} - \frac{x V(\pi)^{-1} aa^T V(\pi)^{-1}}{(1-x)^2 \left( 1 + \frac{1}{1-x} ||a||^2 V(\pi)^{-1} \right)} = \frac{1}{1-x} \left( V(\pi)^{-1} - \frac{x V(\pi)^{-1} aa^T V(\pi)^{-1}}{1-x + ||a||^2 V(\pi)^{-1}} \right). \]
Consider any arm \( a' \). Then,
\[
||a'||^2_{\tilde{V}^{(x)}(x)^{-1}} = \frac{1}{1 - x}||a||^2_{\tilde{V}(\pi)^{-1}} - \frac{x}{1 - x} \cdot \frac{(a^\top V(\pi)^{-1} a')^2}{1 - x + ||a||^2_{\tilde{V}(\pi)^{-1}}} \leq \frac{1}{1 - x}||a||^2_{\tilde{V}(x)^{-1}}.
\]

Note that we apply this transformation at most \( O(d \log \log d) \) times. Let \( \tilde{\pi} \) be the distribution we end up with. We see that
\[
||a'||^2_{\tilde{V}^{(x)}(x)^{-1}} \leq \left( \frac{1}{1 - x} \right)^{cd\log\log d} ||a||^2_{\tilde{V}(\pi)^{-1}} \leq 2 \left( \frac{1}{1 - x} \right)^{cd\log\log d} d.
\]
Notice that there is a constant \( c' \) such that when \( x = c'/d \log d \) we have that \( \left( \frac{1}{1 - x} \right)^{cd\log\log d} \leq 2. \) Moreover, notice that the mass of every arm is at least \( x(1 - x)^{|C|} \geq x - |C| x^2 = c'/d \log d) - c''d \log d / (d^2 \log^2(d)) \geq c/(d \log(d)) \), for some absolute numerical constant \( c > 0 \). This concludes the claim.

**F.2 The Proof of Lemma 9**

*Proof.* The proof works when we can treat \( \Omega([d \log(1/\delta) \pi(a)/\varepsilon^{2}]) \) as \( \Omega(d \log(1/\delta) \pi(a)/\varepsilon^{2}) \), i.e., as long as \( \pi(a) = \Omega(\varepsilon^{2}/d \log(1/\delta)) \). In the regime we are in, this point is handled thanks to Lemma 8. Combining the following proof with Lemma 8, we can obtain the desired result.

We underline that we work in the fixed design setting: the arms \( a_i \) are deterministically chosen independently of the rewards \( r_i \). Assume that the core set of Lemma 7 is the set \( C \). Fix the multi-set \( S = \{(a_i, r_i) : i \in [M]\} \), where each arm \( a \) lies in the core set and is pulled \( n_a = \Theta(\pi(a) d \log(d) \log(|C|)/\delta/\varepsilon^{2}) \) times\(^2\). Hence, we have that
\[
M = \sum_{a \in C} n_a = \Theta(\pi(a) d \log(d) \log(|C|)/\delta/\varepsilon^{2}).
\]
Let also \( V = \sum_{i \in [M]} a_i a_i^\top \). The least-squares estimator can be written as
\[
\hat{\theta}_{LSE}^{(c)} = V^{-1} \sum_{i \in [M]} a_i r_i = V^{-1} \sum_{a \in C} a \sum_{i \in [n_a]} r_i(a),
\]
where each \( a \) lies in the core set (deterministically) and \( r_i(a) \) is the \( i \)-th reward generated independently by the linear regression process \( \langle \theta^*, a \rangle + \xi \), where \( \xi \) is a fresh zero mean sub-gaussian random variable. Our goal is to reproducibly estimate the value \( \sum_{i \in [n_a]} r_i(a) \) for any \( a \). This is sufficient since two independent executions of the algorithm share the set \( C \) and \( n_a \) for any \( a \). Note that the above sum is a random variable. In the following, we condition on the high-probability event that the average reward of the arm \( a \) is \( \varepsilon \)-close to the expected one, i.e., the value \( \langle \theta^*, a \rangle \). This happens with probability at least \( 1 - \delta/(2|C|) \), given \( \Omega(\pi(a) d \log(d) \log(|C|)/\delta/\varepsilon^{2}) \) samples from arm \( a \in C \). In order to guarantee reproducibility, we will apply a result from [ILPS22]. Since we will union bound over all arms in the core set and \( |C| = O(d \log(d)) \) (via Lemma 7), we will make use of a \( (\rho/|C|) \)-reproducible algorithm that gives an estimate \( v(a) \in \mathbb{R} \) such that
\[
|\langle \theta^*, a \rangle - v(a)| \leq \tau,
\]
with probability at least \( 1 - \delta/(2|C|) \). For \( \delta < \rho \), the algorithm uses
\[
S_a = \Omega(d^2 \log(d/\delta) \log^2(d) \log \log(d) / (\rho^2 \tau^2))
\]
many samples from the linear regression with fixed arm \( a \in C \). Since we have conditioned on the randomness of \( r_i(a) \) for any \( i \), we get
\[
\left| \frac{1}{n_a} \sum_{i \in [n_a]} r_i(a) - v(a) \right| \leq \left| \frac{1}{n_a} \sum_{i \in [n_a]} r_i(a) - \langle \theta^*, a \rangle \right| + |\langle \theta^*, a \rangle - v(a)| \leq \varepsilon + \tau.
\]
\(^2\)Recall that \( \pi(a) \geq c/(d \log(d)) \), for some constant \( c > 0 \), so the previous expression is \( \Omega(|\log(\delta/|C|)/\varepsilon^{2}) \).
with probability at least $1 - \delta/(2|\mathcal{C}|)$. Hence, by repeating this approach for all arms in the core set, we set $\theta_{SQ} = V^{-1} \sum_{a \in \mathcal{C}} a \, n_a \, v(a)$. Let us condition on the randomness of the estimate $\hat{\theta}_{LSE}^{(e)}$. We have that

$$\sup_{a' \in A} |\langle a', \theta_{SQ} - \theta^{(e)}_{LSE} \rangle| \leq \sup_{a' \in A} |\langle a', \theta_{SQ} - \theta^{(e)}_{LSE} \rangle| + \sup_{a' \in A} |\langle a', \hat{\theta}_{LSE}^{(e)} - \theta^* \rangle|.$$ 

Note that the second term is $\varepsilon$ with probability at least $1 - \delta$ via Lemma 5. Our next goal is to tune the accuracy $\tau \in (0,1)$ so that the first term yields another $\varepsilon$ error. For the first term, we have that

$$\sup_{a' \in A} |\langle a', \theta_{SQ} - \theta^{(e)}_{LSE} \rangle| \leq \sup_{a' \in A} \left|\langle a', V^{-1} \sum_{a \in \mathcal{C}} \, a \, n_a \, (\varepsilon + \tau) \rangle\right|$$

Note that $V = \frac{Cd \log(d) \log(|\mathcal{C}|/\delta)}{\varepsilon^2} \sum_{a \in \mathcal{C}} \pi(a) a a^T$ and so $V^{-1} = \frac{\varepsilon^2}{Cd \log(d) \log(|\mathcal{C}|/\delta)} V(\pi)^{-1}$, for some absolute constant $C > 0$. This implies that

$$\sup_{a' \in A} |\langle a', \theta_{SQ} - \theta^{(e)}_{LSE} \rangle| \leq (\varepsilon + \tau) \sup_{a' \in A} \left|\langle a', V(\pi)^{-1} \sum_{a \in \mathcal{C}} \pi(a) a \rangle\right|.$$ 

Hence, we get that

$$\sup_{a' \in A} |\langle a', \theta_{SQ} - \theta^{(e)}_{LSE} \rangle| \leq (\varepsilon + \tau) \sup_{a' \in A} \left|\langle a', V(\pi)^{-1} \sum_{a \in \mathcal{C}} \pi(a) a \rangle\right|.$$ 

Consider a fixed arm $a' \in A$. Then,

$$\left|\langle a', V(\pi)^{-1} \sum_{a \in \mathcal{C}} \pi(a) a \rangle\right| \leq \sum_{a \in \mathcal{C}} \pi(a) \left|\langle a', V(\pi)^{-1} a \rangle\right|$$

$$\leq \sum_{a \in \mathcal{C}} \pi(a) \left(1 + \left|\langle a', V(\pi)^{-1} a \rangle\right|^2\right)$$

$$= 1 + \sum_{a \in \mathcal{C}} \pi(a) \left|\langle a', V(\pi)^{-1} a \rangle\right|^2$$

$$= 1 + \|a'\|^2_{V(\pi)^{-1}}$$

$$\leq 4d + 1,$$

where the last inequality follows from the fact that $\pi$ is a 4-approximation of the $G$-optimal design. Hence, in total, by picking $\tau = \varepsilon$, we get that

$$\sup_{a' \in A} |\langle a', \theta_{SQ} - \theta^* \rangle| \leq 11d \varepsilon.$$ 

Thus, for any $\varepsilon > 0$, the total number of pulls of each arm is

$$\Omega \left( d^2 \log(d/\delta) \log^2(d) \log \log(d) / (\rho^2 \varepsilon^2) \right),$$

to get

$$\sup_{a' \in A} |\langle a', \theta_{SQ} - \theta^* \rangle| \leq \varepsilon.$$ 

G Computational Performance of Algorithm 4

In this appendix, we discuss the barriers towards computational efficiency regarding Algorithm 4. The reasons why Algorithm 4 is computationally inefficient are the following: (a) we have to compute the arm in
the set of active arms that has maximum correlation with the estimate $\hat{\theta}_i$, (b) we have to eliminate arms based on this value and (c) we have to run at each batch the Frank-Wolfe algorithm (or some other optimization method needed for Lemma 5) in order to obtain an approximate G-optimal design. As a minimal assumption in what follows, we focus on the case where the action set $\mathcal{A}$ is convex and we have access to a separation oracle for it.

Note that executing both (a) and (b) naively requires time exponential in $d$. However, on the one side arm elimination (issue (b)) reduces to finding the intersection of the current active set with a halfspace $\mathcal{H}$ whose normal vector is $\hat{\theta}$ and the threshold is, roughly speaking, the maximum correlation. This maximum correlation can also be computed efficiently. Finding an arm with (almost) maximum correlation relates to the problem of finding a point that maximizes a linear objective under the constraint that the point lies in the intersection of the active arm set with some linear constraints. Thus, we can use the ellipsoid algorithm to implement this step.

The above discussion deals with issues (a) and (b) and, essentially, states that even with infinitely many actions, one could implement these steps efficiently. We now focus on issue (c). The Frank-Wolfe method first requires a proper initialization. As mentioned in [LS20], if the starting point is chosen to be the uniform distribution over $\mathcal{A}'$, then the number of iterations before getting a 2-approximate optimal design is roughly $O(d)$. The issue is that since $\mathcal{A}'$ is exponential in $d$, it is not clear how to work with such an initialization efficiently. Notably there is a different initialization [Fed13, LSW20] with support $O(d)$ for which the method runs in $O(d \log \log(d))$ rounds (see Note 3 at Section 21.2 of [LS20] and [LSW20]). There are two issues: first, one requires an oracle to provide this good initialization. Second, each iteration of the Frank-Wolfe method (with current design guess $\pi$) requires computing a point in the current active set with maximum $V(\pi)^{-1}$-norm. As noted in [Tod16], a good initialization for finding a G-optimal design, i.e., a minimum volume enclosing ellipsoid (MVEE) should be sufficiently sparse (compared to the number of active arms) and assign positive mass to arms that correspond to extreme points, i.e., points that are close to the border of MVEE. The work of [KY05] provides an initial core set that depends only on $d$ but not on the number of points. The algorithm works as follows: it runs for $d$ iterations and, in each round, it adds 2 arms into the core set. Initially, we set the core set $C_0 = \emptyset$ and let $\Psi = \{0\}$. In each iteration $i \in [d]$, the algorithm draws a random direction $v_i$ in the orthogonal complement of $\Psi$ (this step is reproducible thanks to the shared randomness) and computes the vectors in the active arms’ set with the maximum and the minimum correlation with $v_i$, say $a_i^+, a_i^-$. It then extends $C_0 \leftarrow C_0 \cup \{a_i^+, a_i^-\}$ and sets $\Psi \leftarrow \text{span}(\Psi, \{a_i^+ - a_i^-\})$. Hence, the runtime of this algorithm corresponds to the runtime of the tasks $\max_{a \in \mathcal{A}'} \langle a, v_i \rangle$ and $\min_{a \in \mathcal{A}'} \langle a, v_i \rangle$. One can efficiently approximate these values using the ellipsoid algorithm and hence efficiently initialize the Frank-Wolfe algorithm as in [Tod16] (e.g., set the weights uniformly $1/(2d)$).

Our second challenge deals with finding a point in the active arm set with maximum $V(\pi)^{-1}$-norm for some current guess $\pi$. Even if the current active set is a polytope, finding an exact norm maximizer is NP-hard [FO85, MS86]. Hence, one should focus on efficient approximation algorithms. We note that even a poly($d$)-approximate maximizer is sufficient to get $O(\text{poly}(d) \sqrt{T})$ regret. Such an algorithm for polytopes, which gets an $1/d^2$-approximation, is provided in [Ye92, Vav93].

As a general note, if we assume that we have access to an oracle $\mathcal{O}$ that computes a 2-approximate G-optimal design in time $T_\mathcal{O}$, then our Algorithm 4 runs in time polynomial in $T_\mathcal{O}$.

\[3\text{In fact, even finding a constant factor approximation, for some appropriate constant, is NP-hard [BR93].}\]