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Abstract—We consider the approximate support recovery (ASR) task of inferring the support of a K-sparse vector \( x \in \mathbb{R}^n \) from \( mn \) noisy measurements. We examine the case where \( n \) is large, which precludes the application of standard compressed sensing solvers, thereby necessitating solutions with lower complexity. We design a scheme for ASR by leveraging techniques developed for unsourced multiple access. We present two decoding algorithms with computational complexities \( O(K^2 \log n + K \log n \log \log n) \) and \( O(K^2 + K^2 \log n + K \log n \log \log n) \) per iteration, respectively. When \( K \ll n \), this is much lower than the complexity of approximate message passing with a minimum mean squared error denoiser, which requires \( O(mn) \) operations per iteration. This gain comes at a slight performance cost. Our findings suggest that notions from multiple access can play a non-trivial role in the design of measurement schemes for ASR.
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I. INTRODUCTION AND PROBLEM STATEMENT

This article focuses on approximate support recovery, a task that consists of estimating the locations of non-zero entries in an unknown sparse vector \( x \) from measurements of the form

\[
y = \Phi x + w
\]

where \( \Phi \in \mathbb{R}^{m \times n} \) denotes a measurement (sampling) matrix and \( w \in \mathbb{R}^m \) is additive noise. The entries in \( w \) consist of independent Gaussian random variables, each with mean zero and variance \( 1/\text{snr} \), where \( \text{snr} \) is a fixed positive constant. The unknown vector \( x \) is \( K \)-sparse, i.e., \( \|x\|_0 = K \); and the value of \( K \) is known both to the encoder and decoder. The objective is to infer the support of \( x \) from observation \( y \). Variants of this problem have been studied extensively in the literature, e.g., [1]–[12]. Herein, we assume that the choice of \( \Phi \) is entirely under the control of the designer. We study the following two sparse models (SM) for \( x \):

- **SM1**: Non-zero entries in \( x \) are equal to \( \sqrt{n/K} \);
- **SM2**: Non-zero entries in \( x \) are independent Gaussian variables with mean zero and standard deviation \( \sqrt{n/K} \).

In our proposed scheme, we obtain measurement matrix \( \Phi \) by choosing one realization from a carefully crafted ensemble. This selection process is independent of sparse vector \( x \) and measurement noise \( w \). The rows of \( \Phi \) are normalized to each have vector norm one in expectation. For instance, when the entries of \( \Phi \) are i.i.d. random variables with mean zero, then their variance should be \( 1/n \).

We quantify the performance of a recovery algorithm using the empirical average miss detection \( E_M \) and the average false alarm \( E_F \); these events can be expressed mathematically as

\[
E_M = \frac{1}{|K|} \sum_{i=1}^n \mathbb{I}_{\{i \in K, i \notin \hat{K} \}}, \quad E_F = \frac{1}{|K|} \sum_{i=1}^n \mathbb{I}_{\{i \notin K, i \in \hat{K} \}}
\]

where \( K \) is the true support of \( x \), \( \hat{K} = \{i \in [n] : x_i \neq 0\} \), and \( \hat{K} \) denotes the estimated support procured by the recovery algorithm. A related performance criterion we are interested in is based on the average mismatch \( D = \max(E_M, E_F) \).

In [5], Reeves and Gastpar derive information-theoretic bounds for the ASR problem in the linear sparsity regime where \( K \) and \( m \) grow linearly with \( n \). That is, \( \lim_{n \to \infty} \frac{K}{n} = \kappa \) and \( \lim_{n \to \infty} \frac{m}{n} = \rho \) for fixed constants \( \kappa, \rho \in (0, 1) \). The quantities \( \kappa \) and \( \rho \) are called the sparsity rate and sampling rate, respectively. Moreover, the authors also establish a lower bound on \( \rho \) for given \( \kappa \) and \( D \). They offer upper bounds (achievability results) on \( \rho \) when \( \Phi \) is chosen with i.i.d. Gaussian entries. Specifically, they list achievability results for three decoders: maximum likelihood (ML), approximate message passing (AMP) with soft thresholding or minimum-mean squared error (MMSE) denoiser, and linear MMSE (LMMSE) decoder. The ML decoder has a complexity that is exponential in \( K \) and, therefore, it is computationally impractical for most scenarios. AMP decoders require at least \( mn \) computations per iteration; and they substantially outperform the LMMSE decoder, whose complexity is \( O(n^3) \). For large dimensions, \( O(mn) \) remains a substantial computational challenge. The design of schemes with lower computational complexity is therefore warranted. This serves as a strong motivation for our work.

A. Main Contributions

This article leverages recent advances in unsourced multiple access [13]–[16] to create an ensemble of measurement matrices that admits very low decoding complexity, sublinear in \( n \). We present two versions of the decoder, which we label MF-SIC-MAP and MF-SIC-LS. The computational complexity of the MF-SIC-MAP decoder is only \( O(K^2 \log n + K \log n \log \log n) \) per iteration; whereas the complexity of the MF-SIC-LS decoder is \( O(K^3 + K^2 \log n + K \log n \log \log n) \) per iteration. When \( K = o(n^{\delta}) \) with \( \delta < 1/2 \), the decoding complexity of the MF-SIC-LS is order-wise better than that of AMP. When \( \delta \geq 1/2 \), AMP has order-wise better complexity.
per iteration, yet the constants in our algorithm are substantially better than those of AMP for small $\kappa$, which is typically the regime of interest. We show that, the sampling rate for the proposed scheme is only slightly worse than that of choosing $\Phi$ from the i.i.d. Gaussian ensemble and decoding $y$ with the AMP algorithm.

Our proposed algorithmic architecture is inspired by a coding scheme that was recently published in [17] for a model akin to SM1. There are several extensions beyond this work. Firstly, we consider the matched filter (MF) receiver with serial interference cancellation instead of the MMSE receiver in [17]. Secondly, we present a new asymptotic analysis of our ASR scheme for the SM1 model, under the MF-SIC algorithm and for a single iteration; and we show that recovery can be performed with sub-linear complexity in $n$ for an appropriate choice of parameters. Using asymptotic analysis as a guide, successive interference cancellation (SIC) and an estimator for the non-zero values are added to the overall scheme to improve performance for the SM2 model.

B. Unsourced Random Access & Compressed Sensing

The connection between multiple access and sparse recovery has been recognized for a long time [13], [11]. Most relevant to this paper is Unsourced Random Access (URA), which is a novel multi-user communication paradigm put forth by Polyanskiy [13] to meet the demands associated with massive connectivity in next-generation wireless networks.

In the URA setting, $K$ active users in a network simultaneously transmit payloads of size $\log_2 n$ bits to an access point. The destination is then tasked with recovering the list of payloads sent by these active users. To this end, the message corresponding to every active user is encoded by an encoding function $E : F_2^{\log_2 n} \rightarrow \mathbb{R}^m$ into a signal of length $m$, which is transmitted over a shared real-adder channel (see Fig. 1). All the active users share a same codebook to encode their payloads.

![Fig. 1: This figure illustrates the URA paradigm. Payload corresponding to active user $i$ is denoted by $m_i$, and its decimal representation is an element of the support of sparse vector $x$. All the active users encode their payloads into vectors of length $m$ using the same encoder $E$.](image)

In [13], Polyanskiy points out that recovering the collection of sent messages (unordered) entails finding the support of a $K$-sparse vector of length $n$ from $m$ noisy measurements. Thus, the signal received at the access point is analogous to $y$, and the decoder is tasked with finding the support of $x$ given $y$, knowing $\Phi$. In a typical URA scenario, active users transmit payloads of size roughly 100 bits, which implies that the length of $x$ is around $2^{100}$. The sheer dimensionality of this support recovery problem precludes the usage of off-the-shelf CS solvers. Rather, it necessitates the design of novel, ultra-low complexity recovery algorithms. The original URA formulation [13] is characterized by additive white Gaussian noise (AWGN) and signal amplitudes akin to model SM1 above. Yet, this problem has also been extended to situations where active users experience fading [19]. In this latter case, the non-zero entries of $x$ correspond to different fading coefficients, a variation much close to model SM2 in spirit. In addition to novel problem formulations, [13], [19] offer achievability benchmarks for URA in the absence of complexity constraints.

Thenceforth, there has been significant research interest in the design of practical coding schemes that exhibit low decoding complexity and perform close to these achievability benchmarks. The coding schemes developed for URA can be broadly categorized into two groups: schemes built on traditional channel codes (e.g., [14], [15], [20], [21]), and schemes that utilize the coded compressed sensing (CCS) framework (e.g., [12], [16], [22], [23]).

It is pertinent to note that a URA scheme can be transposed into a candidate solution for the ASR problem in [1].

II. DESIGN OF THE SAMPLING MATRIX & ENCODING

Having highlighted the connection between URA and the ASR problem, we now discuss the details of the encoding scheme $E$. Our scheme builds on and extends techniques from [17], which utilizes random spreading and single-user polar decoding as means to devise an ultra-low complexity URA algorithm with state-of-the-art performance.

A. Multiple Access with Spreading Sequences

A key concept in [15] is to statistically separate the transmissions of $K$ active users with code division multiple access. Following the URA designation in Fig. 1, we denote the binary representation of active index $k$ within sparse vector $x$ by $m_k$. The length of compact vector $m_k$ is $B = \log_2 n$ bits. This message is split into two parts: $m_{k,f}$ and $m_{k,s}$ of lengths $B_f$ and $B_s$, respectively, with $B = B_f + B_s$. Based on the decimal representation of $m_k$, index $k$ chooses one of the $J = \alpha K$ columns of the spreading dictionary $A_j \in \{\pm \sqrt{1/n}\}^{K \times J}$, where $L = \beta K$, and $\beta$ is a constant. The entries of $A_t$ are drawn independently from the set $\{\pm \sqrt{1/n}\}$ with equal probability. The actual spreading operation for the $i$th coded bit is described in the next section. Additionally, the decimal
representation of \( \mathbf{m}_{k,f} \) is employed to pick the positions of the frozen bits for polar encoding.

**B. Polar List Decoding and Modulator**

To facilitate list decoding, the second part of \( \mathbf{m}_k \) is first padded with \( r \) cyclic redundancy check (CRC) bits resulting in a message length of \( r + B_s \) bits. Then a polar encoder maps this CRC augmented sequence into a codeword \( \mathbf{c}_r \) of length \( n_c \). Each coded bit of \( \mathbf{c}_r, t \in [1 : n_c] \) is then BPSK modulated, and mapped to a symbol \( b_{t,k} \in \{-1,+1\} \). Finally, every modulated bit \( b_{t,k} \) acts as a multiplicative factor for the spreading sequence \( \mathbf{a}_{t,k} \), which was identified by the first part of the message \( \mathbf{m}_{k,f} \). Given this encoding structure, we can see that the measurement matrix \( \Phi \) is composed of columns of the form

\[
\begin{bmatrix}
    b_{1,1} \mathbf{a}_{1,j}^1 & b_{1,2} \mathbf{a}_{2,j}^1 & \cdots & b_{n_a} \mathbf{a}_{m_a,j}^1
\end{bmatrix}^T
\]

where \( j = 1, 2, \ldots, J \) and \( \{b_{1,j}, b_{2,j}, \ldots, b_{n_a,j}\} \) is a valid BPSK modulated codeword of the corresponding polar code.

![Fig. 2: This block diagram offers a synopsis of the encoding process or, equivalently, it is an implicit construction for the sampling matrix.](image-url)

**III. RECOVERY ALGORITHM**

The proposed iterative recovery algorithm consists of three main components; a sequence detector, which identifies the spreading sequences picked by active indices; a polar decoder; and a successive interference canceller. The sequence detection is based on a combination of matched filtering (MF) and hypothesis testing (HT). If the unknown vector \( \mathbf{x} \) is drawn from model SM2, then there is an additional operation to estimate the amplitudes of non-zero values in \( \mathbf{x} \). The SIC removes the contribution of successfully decoded signals, and feeds the residual back to the sequence detector.

**A. Spreading Sequences Detector**

The received signal \( \mathbf{y} \) is reshaped in a form amenable to sequence detection as follows.

\[
\mathbf{\bar{y}} = \begin{bmatrix}
\bar{y}_1 & \bar{y}_2 & \cdots & \bar{y}_{n_c}
\end{bmatrix}
\]

where \( \bar{y}_t \in \mathbb{R}^L \) and \( L = \beta K \). Section \( \mathbf{\bar{y}}_t \) denotes the received signal corresponding to the \( t^{th} \) polar coded symbol. Since the spreading sequences are picked by active indices based on a portion of their own binary representations, multiple indices can choose a same spreading sequence. Parameter \( B_f \) is chosen sufficiently large to ensure that such collisions have a low probability. For ease of exposition, we assume there are no collisions in the remainder of the description. Yet, the scheme does not rely on this assumption; operations can be modified to accommodate the more general case where multiple indices can choose a same spreading sequence. Throughout the discussion, we assume the MF is acting on the latest sketch afforded by the SIC update. This latest sketch consists of the residual in \( \mathbf{\bar{Y}} \), with the contributions of the decoded non-zero entries subtracted from the original measurement vector. Assuming perfect interference cancellation, the \( t^{th} \) column of the updated sketch \( \mathbf{\bar{Y}}(s) \) can be expressed as

\[
\bar{y}_t(s) = \sum_{k \in \mathcal{K}(s)} a_{t,k} b_{t,k} x_k + \bar{w}_t
\]

where \( \mathcal{K}(s) \) denotes the collection of indices that correspond to the \( s \) subtracted codewords. The sequence detector correlates \( \bar{y}_t(s) \) with every column of \( \mathbf{A}(s) \),

\[
\langle \mathbf{a}_{t,k}, \bar{y}_t(s) \rangle = (L/n) x_k b_{t,k} + \langle \mathbf{a}_{t,k}, \bar{w}_t \rangle + \sum_{k' \in \mathcal{K}(s), k' \neq k} b_{t,k'} x_{k'}(\mathbf{a}_{t,k}, \mathbf{a}_{t,k'}). \tag{4}
\]

The scaled output of these operations serve as a test statistic to determine whether sequence \( \mathbf{a}_{t,k} \) is active. The elements of this test statistic take the form

\[
Z_{t,k} = \langle \mathbf{a}_{t,k}, \bar{y}_t(s) \rangle \sqrt{n/L} = \sqrt{\beta K x_k b_{t,k} + I_{t,k} + N_{t,k}}. \tag{5}
\]

We note that \( Z_{t,k} \), \( I_{t,k} \) and \( N_{t,k} \) implicitly depend on \( s \); but their superscripts are omitted for notational convenience. Through the central limit theorem, we can approximate the effect of interference \( I_{t,k} \) by a zero-mean Gaussian random variable with variance \( K^{-1-s} \). As a result, (4) can be viewed as a shifted-mean Gaussian HT problem with effective noise \( V_{t,k} = I_{t,k} + N_{t,k} \). The goal of the spreading sequence detector is to use \( Z_{t,1:n_c,K} = (Z_{t,1}, \ldots, Z_{t,n_c,K}) \) to decide whether \( \mathbf{a}_{t,k} \) is active or not. Let \( S_k \) denote the event that \( \mathbf{a}_{t,k} \) is active. The prior probability of this event can be computed as \( \Pr(S_k) = 1 - (1 - 1/J)^K^{-s} \). We note, briefly, that the form of the MAP decision rule depends on the signal model adopted. Below, we describe the decision rule for non-zero signals drawn from SM2. The HT problem for SM1 can be formulated in a similar manner; it admits a simpler form and, as such, details are omitted. Under SM2, when \( \mathbf{a}_{t,k} \) is active, the output of the \( t^{th} \) MF is given by

\[
Z_{t,k} = \sqrt{\beta K x_k b_{t,k} + V_{t,k}} \tag{6}
\]

where \( V_{t,k} \sim \mathcal{N}(0, \frac{K^{-1-s}}{\text{snr}}) \). On the other hand, if \( \mathbf{a}_{t,k} \) is inactive, then \( Z_{t,k} = \bar{V}_{t,k} \), where \( \bar{V}_{t,k} \sim \mathcal{N}(0, \frac{K^{-1-s}}{\text{snr}}) \). Altogether, when \( \mathbf{x} \) is drawn from SM2, \( Z_{t,k} \) is distributed as

\[
Z_{t,k} \sim \begin{cases} 
\mathcal{N}(0, \beta + \frac{K^{-1-s}}{\text{snr}}) & \text{a}_{t,k} \text{ is active} \\
\mathcal{N}(0, \frac{K^{-1-s}}{\text{snr}}) & \text{otherwise}
\end{cases}
\]

The log-likelihood ratio (LLR) corresponding to the activity of sequence \( \mathbf{a}_{t,k} \) is then given by

\[
\log \frac{\Pr(S_k | Z_{1:n_c,k})}{\Pr(S_k | Z_{1:n_c,k})} = \log \frac{\Pr(S_k f(Z_{1:n_c,k}|S_k))}{\Pr(S_k) \prod_{c=1}^{n_c} f(Z_{t,k}|S_k)} \tag{7}
\]
where \( f(Z_{1:n}, S_k) \) is the joint pdf of sequence \( Z_{1:n}, k \) given \( S_k \), and \( f(Z_{1:k}, S_k) \) is the pdf of a Gaussian distribution with mean 0 and variance \( \frac{K}{n} + \frac{1}{\alpha} \). The quantity \( f(Z_{1:n}, k|S_k) \) in (7) can be evaluated numerically. Ultimately, \( a_{z,k} \) is deemed active if the LLR in (7) is greater than a threshold \( \gamma \).

Again, a similar HT problem can be formulated for SM1. Interestingly, in this alternate case, the conditional distributions of the LLR are tractable. In Sec. [IV] we formulate an optimization framework to choose system parameters based on the analysis afforded by this more accessible setting.

### B. Detection of Polar Codewords

In this section, we describe the detection of valid polar codewords. The key idea stems from the realization that, if spreading sequence \( a_{z,k} \) is active, then the elements of the polar coded bits \( b_{1:n}, k \) can act as estimates of the polar coded bits \( b_{1:n}, k \). Yet, when the sparse vector \( x \) is drawn from SM2 model, the sign of \( x_k \) is unknown and there is a need to run two list decoders. The inputs to these two list decoders are \( Z_{1:n}, k \) and \( -Z_{1:n}, k \), respectively. On the other hand, if \( x \) is drawn from SM1, we only need one decoder with an input \( Z_{1:n}, k \). The list decoder verifies CRC constraints for every decoded codeword. If two or more codewords satisfy the checks, the most likely codeword is passed to the next step. Finally, a hard decision decoder is applied to \( Z_{1:n}, k \) and its output is compared to the output of the list decoder(s). If the two bit streams differ in more than a few positions, the codeword is discarded.

### C. Estimation of Non-Zero Entries in \( x \)

During every SIC iteration, once non-zero locations are identified, their values may need to be estimated. This is unnecessary for SM1 because non-zero amplitudes are known and equal to \( \sqrt{n/K} \). But this step is crucial when \( x \) is drawn from SM2 in order to facilitate SIC. This estimation process can be accomplished using standard techniques and, in general, estimators with higher computational cost offer better performance. In our numerical results, we investigate the performance of two estimators: a maximum a posteriori (MAP) estimator and a least squares (LS) estimator. The latter is more complex, yet it exhibits a better performance.

### D. Successive Interference Cancellation

The contributions of the recovered non-zero entries in the sparse signal are removed from the received signal in the spirit of SIC. The residual is then passed to the sequence detector for the next decoding round. This process continues until all the transmitted messages are recovered successfully or there is no improvement between two consecutive rounds of iterations. The estimated support output by the algorithm corresponds to the locations of \( K \) largest entries in absolute value of the estimated signal. The rules of SIC are fairly standard and we omit the details due to space constraints.

### IV. Analysis of Probability of Error for MF-SIC-Bernoulli

In this section, we analyse the probability of error for the MF-SIC-Bernoulli approach without SIC and, based on this analysis, we pick parameters for our simulations. When \( a_{z,k} \) is active, the sum of the squares of \( Z_{1:n}, k \) possesses a (scaled) non-central Chi-square distribution. Whereas when \( a_{z,k} \) is inactive, the sum of squares features a (scaled) central Chi-square distribution. The parameters of these distributions are straightforward to obtain, but left out due to space limitation. Let \( T_k \) be the sum of squares described above. This quantity is employed as a statistic to assess whether sequence \( a_{z,k} \) is active. Specifically, we fix a threshold \( \gamma \) and our sequence detector classifies \( a_{z,k} \) as active whenever

\[
T_k > (1 + \gamma)n_c.
\]

Since the signal construction process is symmetric with respect to indices in \( x \), we can analyze the per-index probability of error by focusing exclusively on index 1. Without loss of generality, suppose that index 1 maps to sequence \( a_{z,1} \). Then, we can introduce the following error events.

- \( E_1 \): Active spreading sequence \( a_{z,1} \) is selected by another non-zero entry in \( x \), on top of index 1.
- \( E_2 \): The sequence detector misclassifies \( a_{z,1} \) as inactive.
- \( E_3 \): The polar codeword produced by non-zero index 1 fails to be decoded.
- \( F \): The recovery algorithm erroneously outputs index 1 when its true value is zero.

Let us define the misdetection rate \( P_M \) and probability of false alarm \( P_F \) of the \( i \) non-zero value as follows,

\[
P_M = \Pr(i \notin \hat{K} | i \in K), \quad P_F = \Pr(i \in \hat{K} | i \notin K).
\]

Based on the events above, they can be upper bounded by

\[
P_M \leq \Pr(E_1) + \Pr(E_2) + \Pr(E_3), \quad P_F \leq K(\alpha - 1)\Pr(F).
\]

\( P_F \) comes from assuming that the decoder will eventually always output exactly \( K \) indices as active. To meet target error probability \( \varepsilon \), our approach is to make sure that \( \Pr(E_1) \leq \varepsilon/3 \) and \( \Pr(F) \leq \varepsilon \).

### A. Analysis of \( \Pr(E_1) \)

As part of the generation process, every index in \( x \) gets mapped independently and uniformly to a spreading sequence. This is an instance of the classic balls-and-bins problem. There are \( J = \alpha K \) spreading sequence and \( K \) indices. It follows that the probability of a bin collision for active index 1 is asymptotically given by

\[
\lim_{K \to \infty} \Pr(E_1) = 1 - e^{-\frac{1}{\alpha}} - e^{-\frac{1}{\alpha}}/\alpha.
\]

We can pick \( \alpha \) such that \( \Pr(E_1) \leq \varepsilon/3 \).
B. Analysis of Pr(\(E_2\))

Let \(F_\chi(x; \lambda, n_c)\) denote the cumulative distribution function of a \(\chi^2\) random variable with non-centrality parameter \(\lambda\) and \(n_c\) degrees of freedom evaluated at \(x\). We pick a threshold for the sequence detector \(\gamma\) such that

\[
Pr(\mathcal{E}_2) = F_\chi(n_c(1 + \gamma); \lambda, n_c) \leq \varepsilon / 3.
\]

C. Analysis of Pr(\(E_3\))

We assume that the code used for each index achieves the finite block length bound for that length, rate, and equivalent SNR. Let \(P_{\text{FBL}}(k_c, n_c, \text{SNR}_{eq})\) denote the achievable probability of error for a code with dimension \(k_c\), codeword length \(n_c\), when used with an additive white Gaussian noise channel with signal to noise ratio \(\text{SNR}_{eq}\). We select parameters such that

\[
Pr(\mathcal{E}_3) \leq P_{\text{FBL}}(\log \frac{n}{\alpha K} + l_{\text{CRC}}, n_c, \frac{\beta}{K^{2\epsilon} + \frac{1}{\text{SNR}}}) \leq \frac{\varepsilon}{3}.
\]

While there is no closed-form expression for \(P_{\text{FBL}}\), this bound can be evaluated numerically.

D. Analysis of Pr(\(F\))

A false alarm occurs when the sum of squares of an inactive sequence exceeds threshold \((1 + \gamma)n_c\) and the candidate polar codeword fulfills the CRC. Thus, we want

\[
Pr(F) = (1 - F_\chi(n_c(1 + \gamma); 0, n_c)) \frac{1}{2^{\text{CRC}}} \leq \frac{\varepsilon}{K(\alpha - 1)}
\]

The design problem can then be posed as choose parameters \(\beta, n_c, l_{\text{CRC}}\) to minimize \(\beta n_c\), subject to constraints (9), (10), and (11). The problem can be solved numerically.

V. DECODING COMPLEXITY

In this section, we briefly describe the decoding complexity of the proposed scheme, which features a decoding algorithm that occurs in three steps. In the first step, matched filters are employed to obtain estimates of the coded symbols. Since there are \(n_c\) coded symbols and the length of each spreading sequence is \(L\), its complexity is \(O(n_c L)\). This step is followed by the list decoding of the polar codes whose complexity is \(O(n_c \log n_c)\). These two steps need to be repeated for each of the \(J\) spreading sequences and for each of the non-zero entries in \(x\), respectively; hence, the overall complexity of these two steps is \(O(J n_c L + K n_c \log n_c)\). In the last step, an LS estimator is employed to obtain the non-zero entries and this step has a complexity of \(O(K^3)\). Since \(L\) and \(J\) are \(O(K)\), and \(n_c\) is \(O(\log n)\), the overall decoding complexity is \(O(K^3 + K^2 \log n + K \log n \log \log n)\). Admittedly, this can be a concern when \(K\) is large, but it is adequate for a range of practical sizes. On the other hand, a MAP estimator instead of LS results in a much lower decoding complexity that scales as \(O(K^2 \log n + K \log n \log \log n)\). However, the computational complexity of AMP-MMSE scales as \(O(m n)\). When applied to very high dimensional signals and in the very sparse regime, the complexity of the proposed scheme is substantially lower than that of AMP-MMSE.

VI. NUMERICAL RESULTS

In this section, we study the performance of the proposed framework and compare it with a recovery algorithm that employs AMP with a separable MMSE denoiser. The latter, which we term AMP-MMSE, has a much higher computational and storage complexity when compared to the proposed scheme. The sparsity index of the unknown sparse vector \(x\) is \(K = 25\) and the length is \(n = 2^{18}\). The target error probability is set to \(D = 0.07\) for all simulations. Figure 4 showcases the performance of the proposed scheme with and without SIC and juxtaposes it with that of AMP-MMSE when the sparse signals are generated under SM1 model.

Figure 5 offers similar results when the sparse signals are drawn under SM2. For this scenario, the performance of the proposed scheme with LS estimation, termed MF-SIC-LS, is very close to that of AMP-MMSE. Employing a (marginal) MAP estimator instead of LS results in a much lower decoding complexity. As anticipated, this gain comes with a slight loss in performance in terms of sampling rate.
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