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Abstract—In recent years, discrete wavelet transform (DWT) provides an useful platform for digital information hiding and copyright protection. Many DWT-based algorithms for this aim are proposed. The performance of these algorithms is in term of signal-to-noise ratio (SNR) and bit-error-rate (BER) which are used to measure the quality and the robustness of an embedded audio. However, there is a tradeoff relationship between the embedded-audio quality and robustness. The tradeoff relationship is a signal processing problem in the wavelet domain. To solve this problem, this study presents an optimization-based scaling scheme using optimal multi-coefficients quantization in the wavelet domain. Firstly, the multi-coefficients quantization technique is rewritten as an equation with arbitrary scaling on DWT coefficients and set SNR to be a performance index. Then, a functional connecting the equation and the performance index is derived. Secondly, Lagrange Principle is used to obtain the optimal solution. Thirdly, the scaling factors of the DWT coefficients are also optimized. Moreover, the invariant feature of these optimized scaling factors is used to resist the amplitude scaling. Experimental results show that the embedded audio has high SNR and strong robustness against many attacks.
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I. INTRODUCTION

Generally, an audio watermarking scheme has the following requirements [1], [2]: (1) The watermarks should be imperceptible in the embedded audio. To ensure this requirement, the embedding technique should offer at least 20dB signal to noise ratio (SNR); (2) The
embedded watermarks should be able to prevent common attacks, such as re-sampling, MP3 compression, filtering, amplitude scaling and time scaling.

Most methods for audio watermarking can be grouped into two categories, time-domain technique [3-12] and frequency-domain technique [2], [13-18]. In the time-domain technique, Lie et al. [7] adopted the amplitude modification to improve robustness in the time domain. However, it has an extremely low capacity and SNR. This is because they use three segments (length = 1020 points) to present one bit. In the frequency-domain technique, Huang et al. [13] embeds the watermark into discrete cosine transform (DCT) coefficients, and hides the Bar code in the time domain as synchronization codes. Because the time domain has low embedding strength, the synchronization codes are not robust enough. However, if the synchronization codes are embedded in DCT, then the computation cost increases. Generally, wavelet-based watermarking has good performance. To overcome the drawback in the method proposed by Huang et al. [13] in the wavelet domain, Wu et al. [2] used quantization index modulation method to embed synchronization codes and watermarks into low-frequency coefficients in DWT. Their method achieves better robustness against common signal processing and noise corruption. However, it is very vulnerable to amplitude and time scaling because of the single coefficient quantization. Xiang et al. [16] implemented the method proposed by Lie et al. [7] in the wavelet domain. Their method has slightly improved results.

In the field of audio watermarking, the embedded-audio quality and robustness are
typically measured by signal-to-noise ratio (SNR) and bit error ratio (BER). As far as these two measurement tools are concerned, there is a tradeoff relationship between them. Chen et al. [18] proposed an optimization-based scheme to obtain the best embedded-audio quality under the fixed scaling on DWT coefficients which showed that the hidden data are robust against some common attacks. However, the embedded-audio quality decreases when the scaling factors have a variation and the embedded watermarks are not sufficiently robust to amplitude scaling. In this paper, the optimization-base scheme is extended to include the scaling of DWT coefficients to find the best embedded-audio quality. The novel embedding technique is firstly rewritten as an equation with arbitrary scaling on DWT coefficients and the SNR is set to be a performance index which is a function of DWT coefficients. By integrating these two terms into a new one which is a function of function, a novel wavelet-based functional connecting the equation and the performance index is derived. Secondly, Lagrange Principle is used to derive the optimal conditions. Thirdly, the optimal scaling factors of the DWT coefficients are obtained under the sense of minimum-length solution. Moreover, the invariant feature of these optimal scaling factors is used to resist the amplitude scaling. Based on the above theoretical results, this study presents an optimization-based scaling scheme using optimal multi-coefficients quantization in the wavelet domain.

The rest of this paper is organized as follows. Section II reviews DWT and introduces the
optimization-based scaling scheme for embedding and extraction. Section III derives a
wavelet-based functional that connects the multi-coefficients quantization equation and the
performance index. The Lagrange Principle is used to obtain the optimal DWT coefficients.
Moreover, the scaling factors of DWT coefficients are also optimized in this section. Section
IV does some experiments to test the performance. Conclusions are finally drawn in Section
V.

II. THE PROPOSED EMBEDDING AND EXTRACTION TECHNIQUES

Unlike the traditional single–coefficient quantization in [2], the novel amplitude
quantization technique with optimal scaling is proposed in this section. Before the proposed
technique, DWT is reviewed as follows.

A. Discrete wavelet transforms

The wavelet transform is obtained by a single prototype function $\psi(x)$ which is
regulated with scaling parameter and shift parameter [19, 22]. The discrete normalized scaling
and wavelet basis function are defined as

\[
\phi_{i,n}(t) = 2^{j/2} h_i(2^j t - n)
\]

\[
\psi_{i,n}(t) = 2^{j/2} g_i(2^j t - n)
\]

where $i$ and $n$ are the dilation and translation parameters; $h_i$ and $g_i$ are lowpass and
highpass filters. Orthogonal wavelet basis functions not only provide simple calculation in
coefficients expansion but also span $L^2(\mathbb{R})$ in signal processing. As a result, audio signal
\( S(t) \in L^2(\mathbb{R}) \) can be expressed as a series expansion of orthogonal scaling functions and wavelets. More specifically,

\[
S(t) = \sum_{\ell} c_{j_0}(\ell) \varphi_{j_0,\ell}(t) + \sum_{k} \sum_{j=j_0}^{\infty} d_{j,k}(t) \psi_{j,k}(t)
\]

(3)

where \( c_{j}(\ell) = \int_{\mathbb{R}} S(t) \varphi_{j,k}(t) dt \) and \( d_{j,k}(t) = \int_{\mathbb{R}} S(t) \psi_{j,k}(t) dt \) be the low-pass and high-pass coefficients, respectively; \( j_0 \) is an integer to define an interval on which \( S(t) \) is piecewise constant. This work uses orthogonal basis to implement DWT through filter bank. Fig. 1 shows an example that the digital audio signal \( S(n) \) is decomposed into four sub-bands by applying three-level DWT. In this paper, \( S(n) \) is transformed into wavelet domain by seven-level decomposition. For the consideration of robustness, we embed the synchronization codes and watermarks into the lowest-frequency sub-band coefficients.

**B. Embedding technique**

In the proposed embedding technique, we first split the original audio into proper segments. Then, DWT is performed on each segment. Since the watermarked audio may suffer the attack of shifting or cropping, it is necessary to embed the synchronization codes together. These synchronization codes are used to locate the positions where the watermark is embedded. The structure is shown in Fig. 2. Before embedding, the synchronization codes and watermarks are arranged into a binary pseudo-random noise (PN) sequence, \( B = \{ \beta \} \), e.g., \( B = \{1,0,1,1,\cdots\} \). Then, the binary sequence is embedded into lowest-frequency sub-band of each segment by the following rules:
If the bit “1 ∈ B” is embedded into \( N \) consecutive coefficients \( \{c_1, c_2, \ldots, c_N\} \), their group-amplitude \( \sum_{j=1}^{N} |c_j| \) is quantized to

\[
\gamma_1 = \left\lfloor \frac{\sum_{j=1}^{N} |c_j|}{Q} \right\rfloor \left( Q + \frac{3}{4} Q \right)
\]

If the bit “0 ∈ B” is embedded into \( N \) consecutive coefficients \( \{c_1, c_2, \ldots, c_N\} \), their group-amplitude \( \sum_{j=1}^{N} |c_j| \) is quantized to

\[
\gamma_0 = \left\lfloor \frac{\sum_{j=1}^{N} |c_j|}{Q} \right\rfloor \left( Q + \frac{1}{4} Q \right)
\]

where \( \{c_j\} \) are the lowest-frequency coefficients in DWT; \( \left\lfloor \cdot \right\rfloor \) indicates the floor function, and \( Q \) is the quantization parameter which is adopted as the secret key \( K \). Fig. 3 shows the embedding process.

C. Extraction technique

The extract technique can extract the watermark without original audio. Similar to embedding, we can split the test audio into segments and then perform DWT on each segment. Let \( \vec{C}_{N}^* = \{\vec{c}_1^*, \vec{c}_2^*, \ldots, \vec{c}_N^*\} \) be the \( N \) consecutive coefficients of lowest-frequency sub-band, the binary sequence is extracted from \( \vec{C}_{N}^* \) and optimal scaling factors \( a_j \) (which are addressed in later section III-B):

- If
\[
\sum_{j=1}^{N} a_j |\overline{e}_j^*| = \frac{\sum_{j=1}^{N} a_j |\overline{e}_j^*|}{Q} \geq \frac{Q}{2}, \tag{6}
\]

the extracted value is 1.

- If
\[
\sum_{j=1}^{N} a_j |\overline{e}_j^*| = \frac{\sum_{j=1}^{N} a_j |\overline{e}_j^*|}{Q} < \frac{Q}{2}, \tag{7}
\]

the extracted value is 0.

The detail extraction process is shown in Fig. 4.

### III. The Proposed Optimization-Based Embedding

In this section, some matrix operations are first reviewed and then the proposed optimization-based embedding with optimal scaling on DWT coefficients is presented.

#### A. Matrix operations and Lagrange Principle

Some optimization operations from [20], [21] and Lagrange Principle are summarized as follows for calculating the extreme of a matrix function.

**Theorem 1.** If \( A \) is a \( n \times n \) matrix, and \( \overrightarrow{C} \) and \( C \) are \( n \times 1 \) column vectors, then the followings hold:

\[
\frac{\partial A\overrightarrow{C}}{\partial \overrightarrow{C}} = A, \tag{8}
\]

\[
\frac{\partial (\overrightarrow{C} - C)^T (\overrightarrow{C} - C)}{\partial \overrightarrow{C}} = 2(\overrightarrow{C} - C). \tag{9}
\]

The gradient of a matrix function \( f(C) \) is defined by
Definition 1. Suppose that \( C = [c_1, c_2, \ldots, c_n]^T \) is a \( n \times 1 \) matrix and \( f(C) \) is a matrix function. Then the gradient of \( f(C) \) is
\[
\nabla f(C) = \frac{\partial f}{\partial C} = [\frac{\partial f}{\partial c_1}, \frac{\partial f}{\partial c_2}, \ldots, \frac{\partial f}{\partial c_n}]^T
\]

(10)

Now we consider the problem of extremizing the matrix function \( f(C) \) subjected to an algebraic constraint \( g(C) = 0 \), i.e.,
\[
\begin{align*}
\text{minimize} & \quad f(C) \\
\text{subjected to} & \quad g(C) = 0
\end{align*}
\]

(11a)

(11b)

In order to solve (11), Lagrange Principle given in the following theorem will be applied.

Theorem 2. (Lagrange Principle) Suppose that \( g \) is a continuously differentiable function of \( C \) on a subset of the domain of a function \( f \). If \( C_0 \) minimizes (or maximizes) \( f(C) \) subjected to the constraint \( g(C) = 0 \), then \( \nabla f(C_0) \) and \( \nabla g(C_0) \) are parallel. That is, if \( \nabla g(C_0) \neq 0 \), then there exists a scalar \( \lambda \) such that
\[
\nabla f(C_0) = \lambda \nabla g(C_0).
\]

(12)

Based on Theorem 2, if we define an augmented function as follows
\[
H(C, \lambda) = f(C) + \lambda^T g(C),
\]

(13)

then to find the optimal solution of the constraint problem (11) becomes to compute the extreme of the unconstraint function \( H(C, \lambda) \). The necessary conditions for existence of the extreme of \( H \) are
\[
\frac{\partial H}{\partial \lambda} = 0, \quad \frac{\partial H}{\partial C} = 0.
\]

(14)
Since there is a tradeoff relationship between the audio quality (SNR) and the robustness (BER), we introduce a scalar parameter $\lambda$ to connect the watermarking cost function and amplitude quantization equation. Finally, Lagrange Principle in Theorem 2 is applied to derive the optimal conditions. And the associated minimum-length solution is computed to obtain the optimal scaling on DWT coefficients.

**B. Optimization problem for the best embedded-audio quality**

Since $\sum_{j=1}^{N} |c_j|$ is quantized to embed the binary bit “1 $\in B$” or “0 $\in B$” according to the procedure defined in Section II-A, we need to determine $N$ unknown values of lowest-frequency DWT coefficients, $c_1, c_2, \ldots, c_N$, together with positive scaling factors, $a_1, a_2, \ldots, a_N$, such that $\sum_{j=1}^{N} a_j |c_j| = \gamma_0$ when embedding the bit “0 $\in B$” or $\sum_{j=1}^{N} a_j |c_j| = \gamma_1$ when embedding the bit “1 $\in B$”. An optimization-based method is proposed to obtain these DWT coefficients as following. Suppose the $N$ unknown absolute values of the lowest-frequency coefficients are put into a vector form

$$\bar{C}_N = \begin{bmatrix} |c_1|, |c_2|, \ldots, |c_N| \end{bmatrix}^T$$

with respect to the original DWT coefficient vector $C_N = \begin{bmatrix} |c_1|, |c_2|, \ldots, |c_N| \end{bmatrix}^T$, then the embedding technique can be rewritten as

$$A \bar{C}_N = \gamma_1, \text{ if } “1 \in B” \text{ is embedded}, \quad (16)$$

or

$$A \bar{C}_N = \gamma_0, \text{ if } “0 \in B” \text{ is embedded}, \quad (17)$$
where \( A = \begin{bmatrix} a_1 & a_2 & \cdots & a_N \end{bmatrix} \) is the corresponding scaling matrix whose entries are positive and can be arbitrarily assigned by an encoder. To avoid the situation that the value of some entries become arbitrarily large, without loss of generality we may set the summation of all the scaling factors equal to a constant \( M \). For example, \( A = \begin{bmatrix} 0.9 & 1.2 & 1.2 & 0.7 \end{bmatrix} \) is a suitable selection when \( N = 4 \) and \( M = 4 \).

Next step, we consider the optimization problem for watermarking is to select the vector \( \bar{C}_N \) such that the SNR is maximized under the constraint (16) or (17). The SNR is calculated as follows

\[
\text{SNR} = -10 \log_{10} \left( \frac{\|S(n) - S(n)\|^2}{\|S(n)\|^2} \right) = -10 \log_{10} \left( \frac{\|C_N - C_N\|^2}{\|C_N\|^2} \right)
\]

(18)

This is because we implement the DWT with orthogonal wavelet bases. To understand the effect of adjusting scaling factors on the SNR, we consider the case with \( N = 4 \), \( M = 4 \) and the scaling matrix to be \( A = \begin{bmatrix} a_1 & a_2 & 1 & 1 \end{bmatrix} \), i.e., \( a_1 + a_2 = 2 \). Fig. 5 shows the relationship between the SNR and the scaling factor \( a_2 \) for audio love song, symphony, dance, and folklore, respectively. Detail information about each type of song is described in Section V. As the scaling factor \( a_2 \) is decreasing from one, the SNR is decreasing as well as the SNR reaches its maximal value when the scaling factor \( a_2 \) is one (i.e., both scaling factors are equal to one). Therefore it is interesting to find the scaling factors such that the SNR is maximized.

For optimization purpose, we can define the performance index from (18) by
\[
\frac{\|\vec{C}_N - C_N\|^2}{\|C_N\|^2}
\]

or equivalently,

\[
\frac{(\vec{C}_N - C_N)^T(\vec{C}_N - C_N)}{C_N^T C_N}.
\]

This is due to the fact that logarithmic function is a one-to-one function. Since \( C_N^T C_N \) is a constant, we can express the performance index in (20) in the form as

\[
(\vec{C}_N - C_N)^T(\vec{C}_N - C_N)
\]

As for the case to embed the bit \( 1 \in B \), the optimization-based quantization problem can be described as following:

\[
\begin{align*}
\text{minimize} & \quad (\vec{C}_N - C_N)^T(\vec{C}_N - C_N) \quad (22a) \\
\text{subjected to} & \quad (a) \quad A\vec{C}_N = \gamma_1, \\
& \quad (b) \quad \sum_{i=1}^{N} a_i = M. \
\end{align*}
\]

This optimization problem can be solved in two steps: the first step is to find the optimal solution to (22a) and (22b), and the second one is to adjust this optimal solution such that (22c) is simultaneously satisfied.

As shown in the proposed embedding process, see Fig. 1, to embed the binary bit \( 1 \), we need to solve (22). By Theorem 2, we set the Lagrange multiplier \( \lambda \) to combine (22a) and (22b) into a scalar function with matrix variable.

\[
H(\vec{C}_N, \lambda) = (\vec{C}_N - C_N)^T(\vec{C}_N - C_N) + \lambda^T [A\vec{C}_N - \gamma_1]
\]

which has no constraint. The necessary conditions for existence of the minimum of
\( H(\overline{C}_N, \lambda) \) are \n
\[
\frac{\partial H}{\partial C_N} = 2(\overline{C}_N - C_N) + A^T \lambda = 0 \tag{24a}
\]

\[
\frac{\partial H}{\partial \lambda} = \overline{A}C_N - \gamma_1 = 0 \tag{24b}
\]

Multiplying (24a) by \( A \), we observe that

\[
2(\overline{A}C_N - AC_N) + AA^T \lambda = 0 \tag{25}
\]

Since \( \overline{A}C_N = \gamma_1 \), equation (25) is rewritten as

\[
\gamma_1 - AC_N + \frac{1}{2} AA^T \lambda = 0 \tag{26}
\]

Hence the optimal solution for the parameter \( \lambda \) is

\[
\lambda^* = 2(AA^T)^{-1}(AC_N - \gamma_1) \tag{27}
\]

Moreover, by substituting (27) into (24a), the optimal solution for modified coefficients is

\[
\overline{C}_N^* = C_N - \frac{1}{2} A^T \lambda^*
= C_N - \overline{A}^T (AA^T)^{-1}(AC_N - \gamma_1) \tag{28}
\]

where the superscript * denotes the optimal result with respect to the corresponding variable.

Based on (28), the binary bit “1 ∈ B” can be embedded by the optimal modified coefficients \( \overline{C}_N^* \). In other words, the binary bit “0 ∈ B” is embedded by using \( \gamma_0 \) instead of \( \gamma_1 \).

\[
\overline{C}_N^* = C_N - \overline{A}^T (AA^T)^{-1}(AC_N - \gamma_0) \tag{29}
\]

Fig. 6 gives the detail embedding process to incorporate the optimal modified coefficients.

By (28) and (29), the encoder can arbitrarily design the scaling matrix \( A \) to obtain the corresponding optimal modified coefficients \( \overline{C}_N^* \) and then finish the embedding process.
However, there may be an optimal matrix $A$ to maximize SNR. Accordingly, the optimization problem for finding optimal matrix $A$ is described as follows.

$$\text{Minimize} \quad \left( \mathbf{C}_N^* - C_N \right)^T \left( \mathbf{C}_N^* - C_N \right)$$

subjected to

$$\sum_{i=1}^{N} a_i = M$$

Since the optimal modified coefficients $\mathbf{C}_N^* = C_N - A^T (AA^T)^{-1} (AC_N - \gamma_1)$ is obtained, the performance index $\left( \mathbf{C}_N^* - C_N \right)^T \left( \mathbf{C}_N^* - C_N \right)$ can be rewritten as a function of the matrix $A$:

$$f(A) = \left( \mathbf{C}_N^* - C_N \right)^T \left( \mathbf{C}_N^* - C_N \right)$$

$$= \left[ C_N - A^T (AA^T)^{-1} (AC_N - \gamma_1) - C_N \right]^T \left[ C_N - A^T (AA^T)^{-1} (AC_N - \gamma_1) - C_N \right]$$

$$= \left[ A^T (AA^T)^{-1} (AC_N - \gamma_1) \right]^T \left[ A^T (AA^T)^{-1} (AC_N - \gamma_1) \right]$$

$$= (AC_N - \gamma_1)^T (AA^T)^{-1} A^T (AA^T)^{-1} (AC_N - \gamma_1)$$

$$= \frac{1}{M} (AC_N - \gamma_1)^T (AC_N - \gamma_1)$$

By writing $f(a_1, a_2, \ldots, a_N) = f(A)$, one obtains

$$f(a_1, a_2, \ldots, a_N) = \frac{1}{M} \left[ a_1 |c_1| + a_2 |c_2| + \ldots + a_N |c_N| - \gamma_1 \right]^T \left[ a_1 |c_1| + a_2 |c_2| + \ldots + a_N |c_N| - \gamma_1 \right]$$

$$= \frac{1}{M} \left( a_1 |c_1| + a_2 |c_2| + \ldots + a_N |c_N| - \gamma_1 \right)^2$$

Hence, the optimization problem becomes

$$\text{minimize} \quad \frac{1}{M} \left( a_1 |c_1| + a_2 |c_2| + \ldots + a_N |c_N| - \gamma_1 \right)^2$$

(31a)
subjected to \[ \sum_{i=1}^{N} a_i = M \] \hspace{1cm} (31b)

Again, let

\[
H = \frac{1}{M} \left( \sum_{i=1}^{N} a_i |c_i| - \gamma_1 \right)^2 + \lambda \left( \sum_{i=1}^{N} a_i - M \right)
\]

The necessary condition is

\[
\frac{\partial H}{\partial a_j} = 2 \frac{M}{c_j} \left( \sum_{i=1}^{N} a_i |c_i| - \gamma_1 \right) + \lambda = 0,
\]

and then the optimal solutions are given by

\[ |c_1| = |c_2| = \ldots = |c_N| \]

or

\[ \sum_{i=1}^{N} a_i |c_i| - \gamma_1 = 0, \quad \lambda = 0. \]

Since the first optimal solution requires that all the absolute values of DWT coefficients \( c_1, c_2, \ldots, c_N \) are equal which is not always true. Thus the optimal solution can be obtained by solving the following linear system.

\[
\left\{ \begin{array}{l}
|c_1| a_1 + |c_2| a_2 + \ldots + |c_N| a_N - \gamma_1 = 0 \\
\sum_{i=1}^{N} a_i = M 
\end{array} \right. \hspace{1cm} (32)
\]

And since the associated Hessian matrix

\[
\left[ \frac{\partial^2 H}{\partial a_i \partial a_j} \right]_{i,j=1}^{N} = \left[ \frac{2}{M} |c_i| |c_j| \right]_{i,j=1}^{N}
\]

is positive-definite, the scaling factors \( a_1, a_2, \ldots, a_N \) obtained from (32) are also sufficient to achieve the minimum solution of (31). To solve (31), one rewrite \( a_N = M - \sum_{i=1}^{N-1} a_i \), and then (31) becomes

\[ a_1 |c_1| + a_2 |c_2| + \ldots + \left( M - \sum_{i=1}^{N-1} a_i \right) |c_N| - \gamma_1 = 0 \]

i.e.,

\[ (|c_1| - |c_N|) a_1 + (|c_2| - |c_N|) a_2 + \ldots + (|c_{N-1}| - |c_N|) a_{N-1} = \gamma_1 - M |c_N| . \] \hspace{1cm} (33)
Since there are \( N - 1 \) unknowns and only one equation, there are infinitely many solutions and it is frequently desirable to compute the solution of minimum Euclidean length solution. Let

\[
P = \begin{bmatrix} |c_1| - |c_N| & |c_2| - |c_N| & \cdots & |c_{N-1}| - |c_N| \end{bmatrix},
\]

\[
x = [a_1, a_2, \ldots, a_{N-1}]^T, \quad b = \gamma_1 - M |c_N|,
\]

then the matrix form of (33) is \( Px = b \). The minimum-length solution is given by \( x_* = P^T v \) where \( v \) satisfying \( PP^T v = 0 \). After some algebraic operations, we obtain that

\[
v = \gamma_1 - M |c_N| \sum_{i=1}^{N-1} |c_i| - |c_N|,
\]

and

\[
x_* = \begin{bmatrix} |c_1| - |c_N| \\ |c_2| - |c_N| \\ \vdots \\ |c_{N-1}| - |c_N| \end{bmatrix} \frac{\gamma_1 - M |c_N|}{\sum_{i=1}^{N-1} (|c_i| - |c_N|)^2}.
\]

Thus the scaling factors corresponding to the optimal solution are

\[
a_j = \frac{|c_j| - |c_N|}{\sum_{i=1}^{N-1} (|c_i| - |c_N|)^2} (\gamma_1 - M |c_N|), \quad j = 1, 2, \ldots, N - 1,
\]

\[
a_N = M - \sum_{i=1}^{N-1} a_j = \frac{\sum_{i=1}^{N-1} (|c_i| - |c_N|) (\gamma_1 - M |c_i|)}{\sum_{i=1}^{N-1} (|c_i| - |c_N|)^2}.
\]

Suppose all scaling factors from (34) are positive, we say the optimal solution does exist and (32) is satisfied by this optimal solution. If it is not, i.e., some of them are negative or zero, we say the optimal solution does not exist and we seeking for a suboptimal solution. Assume that only the factor \( a_k \) becomes non-positive, this occurs when the signs of \( |c_k| - |c_N| \) and \( \gamma_1 - M |c_N| \) in (34) are opposite. Since

\[
\gamma_1 - M |c_N| = \gamma_1 - M |c_k| + M (|c_k| - |c_N|)
\]
then either $\gamma_j/M < |c_k| < |c_N|$ or $|c_k| < |c_N| < \gamma_j/M$ holds. At the same time, all other factors are positive, i.e., $|c_k| - |c_N|$ has the same sign as $\gamma_j - M |c_N|$ in (34) for $1 \leq j \neq k \leq N$. Thus either $|c_k|$ is the largest or smallest absolute value in the DWT coefficients depending on $\gamma_j/M < |c_k|$ or $|c_N| < \gamma_j/M$. In order not to discredit the SNR, we need to keep this DWT coefficient term to be un-scaled, i.e., $a_k = 1$ is selected. And we resolve (32) for the optimal solution with the other $N-1$ scaling factors. If more factors are not positive, we seek for the other factors to maximize the SNR. Therefore, this optimization process will be performed iteratively.

For the case to embed the bit “$0 \in B$”, we can replace the parameter $\gamma_j$ by $\gamma_0$ and obtain the corresponding values for $a_1, a_2, \ldots, a_N$ by the similar analysis as just discussed.

C. The scaling factor’s invariance to amplitude scaling

Let $\tilde{S}(t)$ and $\tilde{S}(t)$ be the signals prior to and after amplitude scaling. Since these two signals form scale multiple of each other, we have

$$\tilde{S}(t) = \tau \cdot S(t)$$  \hspace{1cm} (35)

where $\tau$ being the scaling factor and the relation in (3) implies

$$\tilde{S}(t) = \tau \tilde{S}(t) = \tau \sum_k \tilde{c}_{j_0}(k) \phi_{j_0,k}(t) + \tau \sum_k \sum_{j=j_0}^{\infty} \tilde{d}_j(k) \psi_{j,k}(t)$$

$$= \sum_k \tau \tilde{c}_{j_0}(k) \phi_{j_0,k}(t) + \sum_k \sum_{j=j_0}^{\infty} \tau \tilde{d}_j(k) \psi_{j,k}(t)$$

$$= \sum_k \tilde{c}_{j_0}(k) \phi_{j_0,k}(t) + \sum_k \sum_{j=j_0}^{\infty} \tilde{d}_j(k) \psi_{j,k}(t).$$  \hspace{1cm} (36)

Throughout this study, the host digital audio signal $S(n)$, $n \in \mathbb{N}$, which denotes the
samples of the original audio signal $S(t)$ at the $n$-th sample time, is cut into segments on which DWT are preformed. Let $\tilde{C}_N = \{ |\tilde{c}_i| : 0 \leq i \leq N-1 \}$ and $\tilde{C}_N = \{ |\tilde{c}_i| : 0 \leq i \leq N-1 \}$ be the sets of low-frequency DWT coefficients of $\tilde{S}(n)$ and $\tilde{S}(n)$, which correspond to the digital audio signals prior to and after amplitude scaling attack, respectively. The relation in (37) implies that

$$
\tilde{a}_j = \frac{|\tilde{c}_j| - |\tilde{c}_N|}{\sum_{i=1}^{N-1} (|\tilde{c}_i| - |\tilde{c}_N|)^2} (\gamma_1 - M |\tilde{c}_N|) = \frac{|\tilde{c}_j| - |\tilde{c}_N|}{\sum_{i=1}^{N-1} (|\tilde{c}_i| - |\tilde{c}_N|)^2} (\gamma_1 - M |\tilde{c}_N|) = \tilde{a}_j,
$$

where $j = 1, 2, \ldots, N-1$, and

$$
\tilde{a}_N = M - \sum_{i=1}^{N-1} \tilde{a}_j = \frac{\sum_{i=1}^{N-1} (|\tilde{c}_i| - |\tilde{c}_N|)(\gamma_1 - M |\tilde{c}_N|)}{\sum_{i=1}^{N-1} (|\tilde{c}_i| - |\tilde{c}_N|)^2} = \frac{\sum_{i=1}^{N-1} (\gamma_1 - M |\tilde{c}_N|)}{\sum_{i=1}^{N-1} (|\tilde{c}_i| - |\tilde{c}_N|)^2} = \tilde{a}_N.
$$

It is worth to mention that the invariance of scaling factors indicates the nice feature which is robust to amplitude scaling. Hence we use scaling factors to be the second watermarks in testing amplitude scaling.

### IV. Experimental Results

This section shows the performance of the proposed optimization-based amplitude quantization for audio watermarking. We first split the original audio into four segments. By applying seven-level DWT to each segment, we embed the synchronization code and watermarks into the lowest-frequency sub-band. To contrast the SNR of single-coefficient quantization sizes $Q = 6500$ in reference paper [2], we select $M = N$ for our
experiment and the amplitude quantization sizes $Q$ are set to 26000 and 52000 for $N=4$ and $N=8$. There are four kinds of audio signals which are love song, symphony, dance, and folklore respectively for our testing. These audio signals are 16-bit mono-type with sampling rate 44.1 kHz.

Table I shows the domain, SNR, and the embedding capacity. The embedding capacity is measured with 11.6 seconds audio signal. One can see that the proposed method keeps high SNR due to the fact that every coefficient is optimized. Moreover, the relationship between the SNR and the quantization size $Q$ for case $N=4$ is shown in Fig. 7. It indicates that the SNR is decreasing when $Q$ is increasing.

After the embedding process of watermarking, we apply some attacks in order to test the robustness which is measured by

$$\text{BER} = \frac{B_{\text{error}}}{B_{\text{total}}} \times 100\%.$$  

where $B_{\text{error}}$ and $B_{\text{total}}$ denote the number of error binary bits and the number of total binary bits. These attacks include 4 types: (1) re-sampling, (2) low-pass filtering, (3) time scaling, and (4) amplitude scaling. They are introduced as follows.

(1) **Re-sampling:** The watermarked audio was down-sampled from 44.1kHz to 22.05kHz, and then back to 44.1kHz by interpolation. Similarly, the sampling rate was varied from 44.1kHz to 11.025kHz, and 8kHz, and then back to 44.1kHz. Tables II-V show the experiments of these re-sampling processes. Based on these results, the proposed scheme
is more robust than the one proposed by Wu et al. [2]. In addition, the proposed method was found to have similar robustness with the methods proposed by Xiang et al. [16].

(2) Low-pass filtering: Tables VI-IX show the effect of adopting a low-pass filter with the cutoff frequency 3 kHz. The proposed method has better robustness than the method proposed by Wu et al. [2]. However, the proposed method has slightly lower robustness than the method proposed by Xiang et al. [16].

(3) Amplitude scaling: Since a big scaling factor will result in saturation, we set the scaling factor $\alpha$ as 0.5, 0.8, 1.1, and 1.2. Based on the invariance of the optimal scaling factors, Tables X-XIII show the good experimental results with this attack.

(4) Time scaling: The watermarked audios are scaled by −5%, -2%, 2%, and 5%. Tables XI-XIV show the experiments of this attack. They indicate that the method of [2] has lower robustness than ours. Moreover, Figure 8 shows the relationship between the BER and quantization size $Q$ for the four songs after time scaling -5% ($N=4$). It shows that the BER has similar results when the quantization size $Q$ increases.

V. CONCLUSION

This study presents an optimization-based amplitude quantization scheme with optimal scale on wavelet coefficients. To enhance the robustness, the watermarks are embedded into DWT lowest-frequency coefficients. These coefficients and the scale factors of these coefficients are both optimized. Experimental results show that the embedded audio has high
SNR and the hidden information has better robustness against signal processing and attacks, such as re-sampling, low-pass filtering, and amplitude scaling. In the future work, we will aim to propose an invariant feature in the wavelet domain to resist time scaling.
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Fig. 5. Variation of the SNR to $a_2$ for four types of song when $N=4$ and $M=4$.

Fig. 7. The relationship between the SNR and quantization size $Q$ for the optimal scaling method and fixed scaling method under $N=4$.
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Fig. 6. Embedding process
TABLE I. DOMAIN, SNR, AND EMBEDDING CAPACITY.

| Domain     | SNR(dB)         | Embedding capacity |
|------------|-----------------|--------------------|
| Reference paper [2] DWT 8-level | 33.6(love song) 26.9(symphony)  | 2000bits/11.6seconds |
| Reference paper [16] DWT 7-level | 17.8(love song) 18.2(symphony) | 666bits/11.6seconds |
| Proposed Method $N = 4$ DWT 7-level | 41.5(love song) 33.6(symphony)  | 1000bits/11.6seconds |
| Proposed Method $N = 8$ DWT 7-level | 41.4(love song) 33.9(symphony)  | 500bits/11.6seconds |

Fig. 8. The relationship between the BER and quantization size Q for two song “love song” and “symphony” after time scaling -5% ($N=4$).
**TABLE II. RE-SAMPLING (love song).**

| Re-sampling Rate(Hz) | 22050 | 11025 | 8000 |
|----------------------|-------|-------|------|
| Reference paper[2] BER(%) | 7.75  | 19.04 | 18.28 |
| Reference paper[16] BER(%) | 1.24  | 7.82  | 8.25  |
| Proposed method BER(%) | N = 4 | 1.30  | 8.43  |
|                       | N = 8 | 0.20  | 5.41  |

**TABLE III. RE-SAMPLING (symphony).**

| Re-sampling Rate(Hz) | 22050 | 11025 | 8000 |
|----------------------|-------|-------|------|
| Reference paper[2] BER(%) | 0.80  | 1.28  | 1.32 |
| Reference paper[16] BER(%) | 0.42  | 1.02  | 1.26 |
| Proposed method BER(%) | N = 4 | 0.51  | 1.63 |
|                       | N = 8 | 0.40  | 1.00 |

**TABLE IV. RE-SAMPLING (dance).**

| Re-sampling Rate(Hz) | 22050 | 11025 | 8000 |
|----------------------|-------|-------|------|
| Reference paper[2] BER(%) | 14.25 | 28.35 | 27.55 |
| Reference paper[16] BER(%) | 3.21  | 8.92  | 9.03  |
| Proposed method BER(%) | N = 4 | 2.36  | 8.01 |
|                       | N = 8 | 1.21  | 3.23 |

**TABLE V. RE-SAMPLING (folklore).**

| Re-sampling Rate(Hz) | 22050 | 11025 | 8000 |
|----------------------|-------|-------|------|
| Reference paper[2] BER(%) | 0.85  | 10.65 | 10.20 |
| Reference paper[16] BER(%) | 0.44  | 2.06  | 2.42  |
| Proposed method BER(%) | N = 4 | 0.20  | 1.24 |
|                       | N = 8 | 0     | 0.01  |

**TABLE VI. LOW-PASS FILTERING.**

| Audio type | love song | symphony | dance | folklore |
|------------|-----------|----------|-------|----------|
| Reference paper[2] BER(%) | 40.64 | 23.24 | 36.24 | 30.30 |
| Reference paper[16] BER(%) | 20.62 | 7.81 | 21.08 | 10.54 |
| Proposed method BER(%) | N = 4 | 33.40 | 6.38 | 33.02 | 20.23 |
|                       | N = 8 | 24.60 | 2.24 | 27.56 | 11.80 |
**TABLE VII.** AMPLITUDE SCALING (love song).

| Scaling factor | 0.5  | 0.8  | 1.1  | 1.2  |
|----------------|------|------|------|------|
| Reference paper[2] BER(%) | 51.62 | 43.02 | 31.32 | 40.54 |
| Reference paper[16] BER(%) | 2.47 | 2.03 | 1.98 | 1.99 |
| Proposed method | $N = 4$ | 1.25 | 0.85 | 0.83 | 0.91 |
| BER(%) | $N = 8$ | 1.22 | 0.82 | 0.82 | 0.89 |

**TABLE VIII.** AMPLITUDE SCALING (symphony).

| Scaling factor | 0.5  | 0.8  | 1.1  | 1.2  |
|----------------|------|------|------|------|
| Reference paper[2] BER(%) | 51.48 | 17.93 | 8.63 | 13.76 |
| Reference paper[16] BER(%) | 2.06 | 2.01 | 1.84 | 1.88 |
| Proposed method | $N = 4$ | 1.12 | 0.86 | 0.90 | 0.96 |
| BER(%) | $N = 8$ | 1.10 | 0.85 | 0.89 | 0.96 |

**TABLE IX.** AMPLITUDE SCALING (dance).

| Scaling factor | 0.5  | 0.8  | 1.1  | 1.2  |
|----------------|------|------|------|------|
| Reference paper[2] BER(%) | 47.26 | 41.61 | 41.06 | 42.86 |
| Reference paper[16] BER(%) | 4.65 | 4.46 | 4.12 | 4.32 |
| Proposed method | $N = 4$ | 2.01 | 1.58 | 1.02 | 1.94 |
| BER(%) | $N = 8$ | 1.98 | 1.57 | 1.02 | 1.94 |

**TABLE X.** AMPLITUDE SCALING (folklore).

| Scaling factor | 0.5  | 0.8  | 1.1  | 1.2  |
|----------------|------|------|------|------|
| Reference paper[2] BER(%) | 51.35 | 36.97 | 22.52 | 31.21 |
| Reference paper[16] BER(%) | 1.68 | 1.44 | 1.22 | 1.56 |
| Proposed method | $N = 4$ | 1.03 | 0.82 | 0.82 | 0.86 |
| BER(%) | $N = 8$ | 1.02 | 0.81 | 0.81 | 0.85 |

**TABLE XI.** TIME SCALING (love song).

| Time scaling (%) | -5 | -2 | 2 | 5 |
|------------------|----|----|---|---|
| Reference paper[2] BER(%) | 50.14 | 48.92 | 50.23 | 50.84 |
| Reference paper[16] BER(%) | 47.24 | 43.21 | 41.06 | 44.56 |
| Proposed method | $N = 4$ | 46.45 | 40.05 | 44.83 | 46.58 |
| BER(%) | $N = 8$ | 46.45 | 36.78 | 44.42 | 44.35 |
| Time scaling (%) | -5   | -2   | 2    | 5    |
|------------------|------|------|------|------|
| Reference paper[2] BER(%) | 51.81 | 49.23 | 51.13 | 52.36 |
| Reference paper[16] BER(%) | 42.63 | 42.14 | 45.87 | 45.43 |
| Proposed method BER(%) | \( N = 4 \) | 43.03 | 37.82 | 46.29 | 46.26 |
|                  | \( N = 8 \) | 41.42 | 37.40 | 46.29 | 46.14 |

**TABLE XIII.** TIME SCALING (dance).

| Time scaling (%) | -5   | -2   | 2    | 5    |
|------------------|------|------|------|------|
| Reference paper[2] BER(%) | 51.62 | 49.61 | 51.75 | 52.86 |
| Reference paper[16] BER(%) | 43.76 | 43.22 | 43.58 | 43.23 |
| Proposed method BER(%) | \( N = 4 \) | 44.11 | 39.58 | 47.92 | 47.98 |
|                  | \( N = 8 \) | 42.25 | 39.14 | 47.36 | 47.24 |

**TABLE XIV.** TIME SCALING (folklore).

| Time scaling (%) | -5   | -2   | 2    | 5    |
|------------------|------|------|------|------|
| Reference paper[2] BER(%) | 51.65 | 49.67 | 51.72 | 52.81 |
| Reference paper[16] BER(%) | 43.22 | 41.74 | 41.23 | 42.16 |
| Proposed method BER(%) | \( N = 4 \) | 42.23 | 38.22 | 46.43 | 47.36 |
|                  | \( N = 8 \) | 41.25 | 38.21 | 46.38 | 46.61 |