The Fermi-polinor problem of a mobile impurity interacting with fermionic medium emerges in various contexts, ranging from the foundations of Landau’s Fermi-liquid theory to electron-exciton interaction in semiconductors, to unusual properties of high-temperature superconductors. While classically the medium provides only a dissipative environment to the impurity, the quantum picture of polaronic dressing is more intricate and arises from the interplay of few- and many-body aspects of the problem. The conventional expectation for the dynamics of Fermi polarons is that it is dissipative in character, and any excess energy is rapidly emitted away from the impurity as particle-hole excitations. Here we report a strikingly different type of polaron dynamics in a one-dimensional system of the impurity interacting repulsively with the fermions. When the total momentum of the system equals the Fermi momentum, there emerges a sharp collective mode corresponding to long-lived oscillations of the polaronic cloud surrounding the impurity. This mode can be observed experimentally with ultracold atoms using Ramsey interferometry and radio-frequency spectroscopy.

I. INTRODUCTION

The problem of a polaron—a mobile particle interacting with a host medium—has a long history dating back to Landau’s seminal work on an electron inducing local distortion of a crystal lattice [1]. Polarons are ubiquitous in many-body systems, especially in solid-state [2, 3] and atomic physics [4–6], and provide one of the key paradigms of modern quantum theory. Recent experimental progress in cold atoms and ion-based quantum simulators brings new motivation for studying polaronic phenomena [7–19], since these platforms offer a high degree of isolation, tunability of the interaction strength and dispersion, and control of dimensionality [20]. These setups are particularly well suited for accurate studies of far-from-equilibrium dynamics [10, 17] since system parameters can be modified much faster than intrinsic timescales of the many-body Hamiltonians. On the theoretical side, recent progress in understanding polarons has come from using such powerful techniques as variational ansatzes [21–30], renormalization-group calculations [31, 32], Monte-Carlo simulations [33–35], diagrammatic technique [36–41], exact Bethe ansatz (BA) calculations for integrable models [42–47], and approaches based on non-linear Luttinger liquids [48]. Analysis of equilibrium and dynamical properties of polarons has played an important role in developing new ideas and concepts, and in testing theoretical methods and approaches.

One of the surprising recent discoveries in the far-from-equilibrium dynamics of Fermi polarons has been the prediction of the effect called quantum flutter [25, 49]: When a repulsive mobile impurity with large momentum is injected into a one-dimensional Fermi gas, it undergoes long-lived oscillations of its velocity. This should be contrasted to the classical situation in which the impurity gradually slows down while transferring its momentum to the host atoms. It has also been found that the quantum flutter frequency does not depend on the initial conditions. The robustness of these oscillations naturally suggests that they represent an incarnation of a fundamental yet unknown property of the polaronic system at equilibrium.

In the present work, we investigate collective modes—elementary excitations describing small deviations from an equilibrium state—in the system of a mobile impurity interacting repulsively with a one-dimensional Fermi gas. Remarkably, we find the density of states of these modes displays a sharp peak when the total momentum of the system equals the Fermi momentum. This peak signals the emergence of a distinct collective excitation with a frequency \( \omega_{k_F} \), representing a “breathing mode” of a polaronic cloud surrounding the impurity. The frequency \( \omega_{k_F} \) matches the magnon-plasmon energy-difference at the Fermi momentum, as has been checked for an arbitrary range of model parameters. As we demonstrate below, modern cold-atom techniques, including Ramsey
interferometry and radio-frequency (rf) spectroscopy, can be used to detect this mode. Specifically, we find that the impurity absorption spectra at the Fermi momentum exhibit a double-peak structure, with the second peak corresponding to the frequency \( \omega_{k_F} \). Our study provides a natural interpretation of such a complex far-from-equilibrium phenomenon as recently discovered quantum flutter in terms of basic equilibrium properties. In particular, we argue that flutter oscillations, as well as their robustness, represent nothing but the signatures of the collective mode \( \omega_{k_F} \).

II. THEORETICAL FRAMEWORK

A Fermi-polaron model represents a non-trivial many-body problem with the Hamiltonian consisting of three parts: \( \hat{H} = \hat{H}_f + \hat{H}_{\text{imp}} + \hat{H}_{\text{int}} \), where \( \hat{H}_f = \sum_k \frac{k^2}{2m} \hat{c}^\dagger_k \hat{c}_k \) is the fermionic kinetic energy, \( \hat{H}_{\text{imp}} = \sum_k \frac{\alpha_k}{2} \hat{d}^\dagger_k \hat{d}_k \) is the kinetic energy of the impurity, and \( \hat{H}_{\text{int}} = \frac{\pi}{L} \sum_k k^2 \sum_{q,k} \hat{d}^\dagger_k \hat{d}_{k+q} \hat{c}^\dagger_{-q} \hat{c}_q \) describes contact interaction between the two species of particles. The Planck constant is set to \( h = 1 \) throughout the paper. Operator \( \hat{d}^\dagger_k \) (\( \hat{d}_k \)) creates (annihilates) the impurity with momentum \( k \); operators \( \hat{c}^\dagger_k \) and \( \hat{c}_k \) represent the host gas. Throughout this work, we assume periodic boundary conditions with the system size \( L \), so that \( k = \frac{2\pi}{L} n \) with \( n \) being integer. The total number of host-gas particles \( N \) is fixed via the chemical potential \( \mu = \frac{k_F^2}{2m} \), and \( k_F = \frac{\pi N}{L} \) is the Fermi momentum. In our calculations, we set \( k_F = \frac{\pi}{2} \), which implicitly defines the unit of length. The case of a single impurity restricts the Hilbert space to states with \( \sum_k \hat{d}^\dagger_k \hat{d}_k = 1 \). The dimensionless interaction strength between the impurity and medium is \( \gamma = \frac{\mu \sigma}{k_F^2} \). We use the following convention for the Fourier transform: \( \hat{c}_x = \frac{1}{\sqrt{L}} \sum_k e^{ikx} \hat{c}_k \). We choose a sufficiently large UV momentum cutoff \( \Lambda \gg k_F \) in our numerical simulations.

A challenge one encounters when solving a many-body problem is that the Hilbert space grows exponentially with the system size, limiting direct numerical simulations to relatively small systems. One approach to overcoming this difficulty is to employ a variational method, where a limited number of parameters is used to parameterize a class of many-body states. In this approach, the complexity of computations typically grows polynomially with the system size, allowing for efficient numerical analysis. However, one needs to ensure that the variational wave function contains the right class of quantum states that can reliably capture the many-body correlations. More specifically, a variational family of states is required to satisfy the following criteria: (i) it contains a manageable number of variational parameters, (ii) it accurately predicts ground-state properties, (iii) it captures real-time dynamics including the spectrum of collective modes, and (iv) it can be used to compute observables relevant for experiments.

We employ recent developments of approaches based on non-Gaussian states (NGS) to realize this program [29, 50]. In this work, we deal with zero-temperature situations, and finite-temperature ensembles can be studied using the formalism developed in Ref. [51]. For the Fermi-polaron problem, one first performs a unitary transformation to the impurity reference frame [28, 52], \( \hat{S} = \exp(-i\hat{x}_{\text{imp}} \hat{P}_f) \), where \( \hat{P}_f = \sum_k k\hat{c}^\dagger_k \hat{c}_k \) is the total fermionic momentum and \( \hat{x}_{\text{imp}} \) is the impurity position operator, and then invokes the Hartree-Fock approximation. The unitary transformation \( \hat{S} \) plays a two-fold role: (i) it provides sufficient entanglement between the impurity and the medium so that the Hartree-Fock approximation becomes accurate, and (ii) it takes advantage of the total momentum conservation and decouples the impurity from the rest of the system. In the impurity frame, the transformed Hamiltonian is parametrized by the total momentum \( Q \):

\[
\hat{H}_Q = \sum_{k,k'} \hat{c}^\dagger_k \left[ \frac{k^2}{2m} \delta_{kk'} + \frac{g}{L} \right] \hat{c}_{k'} + \frac{(Q - \hat{P}_f)^2}{2M}.
\]

Note that only the degrees of freedom of the host gas enter Eq. (1). The first term is the fermionic kinetic energy, the second term describes scattering off the impurity, and the third term corresponds to its recoil energy.

A. Equations of motion

The Hartree-Fock approximation can be conveniently cast into a Gaussian wave function [29], which we write as

\[
|\psi(t)\rangle = e^{-i\theta} \exp(i\xi \hat{c}^\dagger \hat{c}) |\text{FS}\rangle,
\]

where \( \xi = \xi \hat{c}^\dagger \) and \( |\text{FS}\rangle \equiv \prod_{|k| \leq k_F} \hat{c}^\dagger_k |0\rangle \) is the wave function of the filled Fermi sea (\( |0\rangle \) corresponds to the vacuum state). The information about the state (2) is then encoded in \( \theta \) and \( U \equiv e^{i\xi} \). Let us define the covariance matrix as: \( \Gamma_{k,k'} \equiv \langle \hat{c}^\dagger_k \hat{c}_{k'} \rangle_{\text{GS}} = U^\dagger \Gamma_0 U^T \), where \( \Gamma_0 \) is the covariance matrix of the filled Fermi sea. We emphasize that even though we choose the state to be Gaussian in the impurity reference frame, it is non-Gaussian in the laboratory frame due to the unitary operator \( \hat{S} \).

To find the (momentum-dependent) ground state wave function, we employ the imaginary-time dynamics [29]:

\[
d_{r,\Gamma} = 2\Gamma \hbar \Gamma - \{h, \Gamma\},
\]

where the fermionic kinetic energy, the following convention for the Fourier transform: \( \hat{c}^\dagger_k \hat{c}_k \)

The dimensionless interaction strength between the impurity and medium is \( \gamma = \frac{\mu \sigma}{k_F^2} \). We use the following convention for the Fourier transform: \( \hat{c}_x = \frac{1}{\sqrt{L}} \sum_k e^{ikx} \hat{c}_k \). We choose a sufficiently large UV momentum cutoff \( \Lambda \gg k_F \) in our numerical simulations.

A challenge one encounters when solving a many-body problem is that the Hilbert space grows exponentially with the system size, limiting direct numerical simulations to relatively small systems. One approach to overcoming this difficulty is to employ a variational method, where a limited number of parameters is used to parameterize a class of many-body states. In this approach, the complexity of computations typically grows polynomially with the system size, allowing for efficient numerical analysis. However, one needs to ensure that the variational wave function contains the right class of quantum states that can reliably capture the many-body correlations. More specifically, a variational family of states is required to satisfy the following criteria: (i) it contains a manageable number of variational parameters, (ii) it accurately predicts ground-state properties, (iii) it captures real-time dynamics including the spectrum of collective modes, and (iv) it can be used to compute observables relevant for experiments.

We employ recent developments of approaches based on non-Gaussian states (NGS) to realize this program [29, 50]. In this work, we deal with zero-temperature situations, and finite-temperature ensembles can be studied using the formalism developed in Ref. [51]. For the Fermi-polaron problem, one first performs a unitary transformation to the impurity reference frame [28, 52], \( \hat{S} = \exp(-i\hat{x}_{\text{imp}} \hat{P}_f) \), where \( \hat{P}_f = \sum_k k\hat{c}^\dagger_k \hat{c}_k \) is the total fermionic momentum and \( \hat{x}_{\text{imp}} \) is the impurity position operator, and then invokes the Hartree-Fock approximation. The unitary transformation \( \hat{S} \) plays a two-fold role: (i) it provides sufficient entanglement between the impurity and the medium so that the Hartree-Fock approximation becomes accurate, and (ii) it takes advantage of the total momentum conservation and decouples the impurity from the rest of the system. In the impurity frame, the transformed Hamiltonian is parametrized by the total momentum \( Q \):

\[
\hat{H}_Q = \sum_{k,k'} \hat{c}^\dagger_k \left[ \frac{k^2}{2m} \delta_{kk'} + \frac{g}{L} \right] \hat{c}_{k'} + \frac{(Q - \hat{P}_f)^2}{2M}.
\]

Note that only the degrees of freedom of the host gas enter Eq. (1). The first term is the fermionic kinetic energy, the second term describes scattering off the impurity, and the third term corresponds to its recoil energy.

A. Equations of motion

The Hartree-Fock approximation can be conveniently cast into a Gaussian wave function [29], which we write as

\[
|\psi(t)\rangle = e^{-i\theta} \exp(i\xi \hat{c}^\dagger \hat{c}) |\text{FS}\rangle,
\]

where \( \xi = \xi \hat{c}^\dagger \) and \( |\text{FS}\rangle \equiv \prod_{|k| \leq k_F} \hat{c}^\dagger_k |0\rangle \) is the wave function of the filled Fermi sea (\( |0\rangle \) corresponds to the vacuum state). The information about the state (2) is then encoded in \( \theta \) and \( U \equiv e^{i\xi} \). Let us define the covariance matrix as: \( \Gamma_{k,k'} \equiv \langle \hat{c}^\dagger_k \hat{c}_{k'} \rangle_{\text{GS}} = U^\dagger \Gamma_0 U^T \), where \( \Gamma_0 \) is the covariance matrix of the filled Fermi sea. We emphasize that even though we choose the state to be Gaussian in the impurity reference frame, it is non-Gaussian in the laboratory frame due to the unitary operator \( \hat{S} \).

To find the (momentum-dependent) ground state wave function, we employ the imaginary-time dynamics [29]:

\[
d_{r,\Gamma} = 2\Gamma \hbar \Gamma - \{h, \Gamma\},
\]
where
\[ E[\Gamma] \equiv \langle \hat{H}_Q \rangle = \sum_{k,k'} \Gamma_{kk'} \left[ \left( \epsilon_k + \frac{k^2}{2M} - \frac{Q \cdot k}{M} \right) \delta_{kk'} + \frac{g}{L} \right] - \sum_{k,k'} \frac{k \cdot k'}{2M} |\Gamma_{kk'}|^2 + \frac{P_f^2}{2M} + \frac{Q^2}{2M}, \]
\[ h_{kk'} = \frac{\delta E[\Gamma]}{\delta \Gamma_{kk'}} = \left( \epsilon_k + \frac{k^2}{2M} + \frac{k \cdot (P_f - Q)}{M} \right) \delta_{kk'} + \frac{g}{L} - \frac{k \cdot k'}{M} \Gamma_{kk'}. \]

Here \( \epsilon_k = \frac{k^2}{2m} - \mu \). Note that initially pure states, with \( \Gamma^2 = \Gamma \), will remain pure under the imaginary-time evolution: \( d_t (\Gamma^2 - \Gamma) = 0 \). For these states, the total number of fermions \( N = \sum_k \Gamma_{kk} \) is conserved.

The equations of motion for the real-time dynamics are obtained from the Dirac’s variational principle:
\[ \partial_t \theta = E[\Gamma] - tr h \Gamma, \quad i \partial_t U = h^* U. \]  

From Eqs. (6) one can derive an equation of motion solely on the covariance matrix [29]:
\[ d_t \Gamma = i \left[ h, \Gamma \right]. \]  

During the real-time dynamics, the state remains pure, and the total number of fermions is also conserved.

**B. Analysis of collective modes**

Collective excitations represent low-energy small-amplitude fluctuations on top of an equilibrium state, in our case on top of a ground state, with the covariance matrix \( \Gamma_Q \), previously computed via the imaginary-time dynamics. To obtain their spectrum within the NGS approach, we write \( \Gamma = \Gamma_Q + \delta \Gamma \), and, assuming that \( \delta \Gamma \) is small, we linearize the real-time equation of motion (7):
\[ d_t \delta \Gamma = i \left[ h_Q, \delta \Gamma \right] + \frac{i}{M} \left[ \text{tr}(P \delta \Gamma^\dagger)P - P \delta \Gamma P, \Gamma_Q \right], \]  

where \( h_Q = h[\Gamma_Q] \) and \( P_{k,k'} \equiv k\delta_{k,k'} \). Importantly, these fluctuations \( \delta \Gamma \) are constrained to satisfy: i) hermiticity \( \delta \Gamma = \delta \Gamma^\dagger \), ii) particle number conservation \( tr \delta \Gamma = 0 \), and iii) purity \( \{ \Gamma_Q, \delta \Gamma \} = \delta \Gamma \). To see the implications of these conditions, we switch to the basis where the matrix \( \Gamma_Q \) is diagonal:
\[ \Gamma_Q = \begin{pmatrix} 0 & 0 \\ 0 & I_{N \times N} \end{pmatrix} \Rightarrow \delta \Gamma = \begin{pmatrix} 0 & K \\ K^\dagger & 0 \end{pmatrix}, \]  

where \( K \) is an arbitrary \((N_{sp} - N) \times N\) matrix that fully parametrizes all possible physical fluctuations \( \delta \Gamma \). \( N_{sp} \) is the total number of single-particle modes in the fermionic system, and it is determined by the system size \( L \) and by the UV-cutoff \( \Lambda \). We, therefore, conclude that the above constraints reduce the total number of degrees of freedom in \( \delta \Gamma \) from \( 2N_{sp}^2 \) to only \( 2N(N_{sp} - N) \). Plugging in Eq. (9) into Eq. (8), one obtains:
\[ d_t K = i(h_{11} K - K h_{22}) + \frac{i}{M} P_{12} \text{tr}(P_{12} K^\dagger + P_{21} K) \]
\[ - \frac{i}{M} (P_{11} K P_{22} + P_{12} K^\dagger P_{12}), \]  

where we used that in the chosen basis \( h_Q = \begin{pmatrix} h_{11} & 0 \\ 0 & h_{22} \end{pmatrix} \), since \( h_Q \) and \( \Gamma_Q \) commute (in principle, one can always choose a basis where both \( h_Q \) and \( \Gamma_Q \) are diagonal). The eigenenergies \( \omega_Q \) of Eq. (10) constitute the spectrum of collective excitations (here \( Q \) is the total momentum of the system, and \( i \) labels excitations). From \( \omega_Q \) and corresponding eigenvectors, one can compute standard linear response functions such as the density response function [53]. For a bosonic system, similar fluctuation analysis has been proven to be equivalent to the generalized random phase approximation [54] and successfully applied to reproduce the Goldstone zero-mode naturally without imposing the Hugenholtz-Pines condition.

Using the outlined theoretical framework, we obtained our main results, which we turn to discuss in the next section.

**III. MAIN RESULTS AND DISCUSSION**

**A. Emergent collective mode and its origin**

An important feature of the polaron system is momentum conservation, which after the Lee-Low-Pines transformation and via the imaginary-time dynamics, allows us to compute not only the ground-state energy but rather the entire polaron energy-momentum dispersion. An example of such a calculation for the integrable case of equal masses \( M = m \) is shown in Fig. 1 (a), where we compare momentum-dependent ground-state energies to the exact Bethe ansatz (BA) results [42, 47]. The agreement is excellent, and it becomes even better for a larger total number of particles \( N \) and/or larger momentum cutoff \( \Lambda \). Note that in the thermodynamic limit \( N \to \infty \), this energy-momentum relation is \( 2k_F \)-periodic, since at \( Q = 2k_F \), one can always excite a zero-energy particle-hole pair across the Fermi surface. At finite \( N \), this is no longer true, and to excite such a pair costs energy proportional to \( 1/N \), explaining the discrepancy in Fig. 1 (a) at large momenta \( Q \approx 2k_F \). In Appendix A, we demonstrate that our approach also reproduces exact many-body correlation functions. Below we also investigate a generic situation of not equal mass, where no known exact solutions are available.

Using the approach outlined in Sec. II B, we turn to investigate the spectrum of collective modes on top of momentum-dependent ground states \( \Gamma_Q \). Figure 1 (b) shows the density of states (DOS) of these excitations, \( \nu_\omega = \sum_i \delta(\omega - \omega_i^Q) \). Most spectacularly, we discover
emergence of this mode $\omega_{k_F}$. We first identify which states in the many-body spectrum determine the frequency $\omega_{k_F}$. Let us define plasmon as the lowest energy excitation of the Fermi gas in the absence of impurity. Its dispersion, $E_p(Q)$, has a familiar inverse-parabolic shape, shown in Fig. 1 (a) with dashed line. Magnon is the lowest energy excitation of the entire interacting system. The magnon dispersion $E_m(Q)$—the polaron energy-momentum relation—is illustrated in Fig. 1 (a) with a solid line. In the presence of the impurity, the plasmon still exists, but no longer represents the lowest-energy excitation. Note that both magnon and plasmon group velocities evaluated at $Q = k_F$—at the same wave vector where the mode $\omega_{k_F}$ emerges—are zero, suggesting that these two states can form a correlated long-lived excitation, with frequency $\omega_{pm}(k_F) = E_p(k_F) - E_m(k_F)$. Interestingly, our variational calculations show that

$$\omega_{k_F} = \omega_{pm}(k_F)$$

for any impurity-gas mass ratios $M/m$ and coupling strengths $\gamma$, as illustrated in Fig. 1 (e).

Now we demonstrate that the collective excitation $\omega_{k_F}$ represents oscillations of the polaronic cloud surrounding the impurity. To that end, we take the initial many-body wave function $|\psi_{lab}(0)\rangle = |GS_Q\rangle$ to be the ground state of the interacting Fermi polaron model with the total momentum $Q = k_F$, and then suddenly change the interaction strength. In response to such a quench, we find that the fermionic density in the vicinity of the impurity

$$G_2(x,t) = \frac{L}{N} \int_0^L dy \langle \psi_{lab}(t) | \hat{c}_x^\dagger \hat{c}_y^\dagger \hat{c}_{x+y} \hat{c}_{x+y} | \psi_{lab}(t) \rangle$$

demonstrates damped oscillatory behavior, illustrated in Fig. 2, with the frequency $\omega_{k_F}$. These real-time dynamical correlations are, in principle, accessible with
ultracold-atom setups. One can see, however, that the amplitude of the signal shown in Fig. 2 is rather small because the system is close to the linear-response regime. We find that the amplitude of oscillations remains small even for stronger quenches. To overcome this issue, below we suggest a complementary experimental verification of our findings by computing observables accessible with rf spectroscopy and Ramsey-type interferometry.

B. Cold-atom setups

Possible experimental setups for investigating the physics of a mobile impurity coupled to a Fermi bath are shown in Fig. 3 (a) and (b). We assume that the impurity has two hyperfine states: $|\downarrow\rangle$ is decoupled from the Fermi sea, whereas $|\uparrow\rangle$ strongly interacts with the host gas. We start from an initial many-body wave function prepared in the state $|FS\rangle \otimes |0,\downarrow\rangle$. $|Q,\downarrow\rangle$ labels the impurity state with the total momentum $Q$. To reach a given total momentum sector $Q$, we suggest the quenching protocol illustrated in Fig. 3 (a). The impurity is first accelerated—for example, by application of an external force as in Ref. [17]—such that its momentum becomes $Q$. Then an rf-pulse is used to couple the two hyperfine states. Similar to the case of a static impurity discussed in Ref. [55], Ramsey interferometry can probe the dynamical overlap function, which in our case is written as $S(t) = \langle FS| e^{i\hat{H}_Q^{(0)} t} e^{-i\hat{H}_Q t} |FS\rangle$, where $\hat{H}_Q^{(0)}$ is given by Eq. (1) with $g = 0$. The impurity absorption spectra is obtained as $\mathcal{A}_\omega = \frac{1}{2} \text{Re} \int_0^\infty dt e^{i\omega t} S(t)$. Figure 3 (b) shows an alternative experimental setup [56], where one employs the two-photon Bragg spectroscopy [57–59]. In this latter situation, the dynamical overlap function is modified by a non-essential phase factor.

The overlap function $S(t)$ is computed analytically:

$$S(t) = e^{-i\theta(t)-E[\Gamma](t)} \text{det}(1 - (1 - U(t)) \Gamma^T_\omega).$$

This expression is a generalization of the approach used for the case of static impurity [55]. A numerical simulation of Eqs. (6) indicates that $S(t)$ exhibits long-time revivals (roughly at $t \approx L/k_F$) associated with the finite system size $L$. Below we, therefore, choose a sufficiently large system such that these revivals do not appear up to the largest simulation times.

For the case $Q = 0$, shown in Fig. 3 (c) and (e), the Ramsey contrast $|S(t)|$ demonstrates a slow monotonic decay; at long times it saturates around $R_0 = |\langle GS_0|FS\rangle|^2$, which equals $R_0 \approx 0.6$ for the parameters used in Fig. 3. Note, however, that in the thermodynamic limit, $L \to \infty$, this quasiparticle residue $R_0$ should vanish—an analog of the Anderson orthogonality catastrophe for the case of a static impurity. This latter statement we explicitly verify numerically in Appendix C, where we show that $R_0$ decays with the system size $L$ as a power-law. We note in passing that this decay is much slower than in the case $M = \infty$. In the frequency domain, $\mathcal{A}_\omega$ displays a sharp peak at the polaron binding energy $E_0$, as it should be.

Figure 3 (d) and (f) shows the results for $Q = k_F$. We find that $S(t)$ demonstrates a qualitative change in its dynamics roughly at $t \approx 100k_F$: The initial quick decay of $|S(t)|$, associated with the fact that the initial wave function represents a far-from-equilibrium state for $Q = k_F$, turns into a much slower power-law decay at longer times. This behavior resembles the non-Markovian spontaneous emission of a two-level atom coupled to a non-flat photon bath [60], in which case the initial fast decay is associated with the large DOS of the collective mode, cf. Fig. 1 (b). For the impurity absorption spectra $\mathcal{A}_\omega$, we find it acquires a double-peak structure. Importantly, the second broad peak corresponds to the collective mode $\omega_{k_F}$—the dashed line in Fig. 3 (f) denotes the discussed plasmon-magnon mode $\omega_{pm}(k_F)$. The position of the first peak is close to the frequency of the ground state at $Q = k_F$. There are a few reasons for the small mismatch between them. First, we find that the overlap $R_{k_F} = |\langle GS_{k_F}|FS\rangle|^2$ is suppressed: it equals $4 \times 10^{-3}$ for the parameters used in Fig. 3. Therefore, the first maximum in $\mathcal{A}_\omega$ is shifted towards higher frequencies, where the overlap of the initial wave function and an excited state is more pronounced. Second, such a small value of $R_{k_F}$ further indicates that the intrinsic dynamics is far-from-equilibrium. However, in an out-of-equilibrium setting, our method is not expected to be exact. Indeed, an explicit comparison in Appendix B of dynamics in the NGS approach to that of the BA indicates that our method displays a similar small discrepancy with the exact result. Qualitatively, the method provides correct predictions even for non-equilibrium problems. Finally, the small mismatch could potentially be reduced by increasing the frequency resolution, which requires a simulation of an even larger system and for longer times.

C. Quantum flutter and its robustness

Equipped with our main results outlined above, we turn to discuss the phenomenon of quantum flutter. While the quantum flutter embodies a strongly out-of-equilibrium character, its phenomenology, surprisingly, shares a lot in common with the discovered here equilibrium collective mode $\omega_{k_F}$. Indeed, essentially arbitrary quenching of the polaronic system [25, 49] results in the development at long times of long-lived oscillations of the polaronic cloud surrounding the impurity. For the integrable situations, it was shown that the frequency of those oscillations matches the plasmon-magnon energy difference at $k_F$. The robustness of quantum flutter oscillations to quenching conditions, together with the results of our work, suggests the following interpretation. The initial (strong) perturbation of the polaronic system results in exciting all kinds of possible excitations. Only the ones with small relative group velocities contribute to the impurity dynamics at long times, while the role
of the rest of them is to carry energy and momentum away from the impurity. Although the system is out-of-equilibrium, near the impurity, and at long times, the dynamics should remind the equilibrium situation, such as in Fig. 2. This is i) because both the plasmon and magnon group velocities are zero at \( k_F \) and ii) due to the enhanced density of states of the associated collective excitations, which are required to have zero group velocities simultaneously (as such, the corresponding density of states are enhanced due to Van Hove singularities). In contrast to existing theoretical approaches, our variational states enable an accurate computation of the magnon dispersion away from the integrable points. We remark that the plasmon-magnon energy difference at \( k_F \) shown in Fig. 1 (e) is consistent with the flutter frequency for \( M \geq m \) obtained from DMRG simulations [25]. In the regime of light impurity, \( M < m \), the two approaches start to deviate, which warrants further investigation. A probable reason for this is that it becomes notoriously difficult to extract the flutter frequency reliably in this regime (see Appendix D).

**IV. CONCLUSION AND OUTLOOK**

The Fermi polaron Hamiltonian represents an instance of an interacting many-body system without a small parameter. As such, to establish the validity of any conclusions, it is crucial to verify that our chosen variational states are sufficient to capture both equilibrium and out-of-equilibrium properties. Importantly, it turns out that the case \( M = m \) is Bethe ansatz solvable, providing us with the necessary ground for testing our approach. Specifically, in Appendix A, we demonstrate that our non-Gaussian states reproduce both the ground-state energies and many-body correlation functions, both for repulsive and attractive interactions. Benchmarking the out-of-equilibrium situation is more challenging. In Appendix B, we show that the developed here variational approach captures the essential features of the quantum flutter dynamics, although not perfectly. Our work, therefore, establishes the reliability of the non-Gaussian states in one spatial dimension, where fluctuations are expected to be the strongest. Because of efficient numerical implementation, these variational states are promising to solve interacting many-body problems in higher dimensions, where no such powerful numerical methods as DMRG exist, with Monte Carlo-based approaches being the only alternative. They can be used for computing ground-state properties, including many-body corre-
lations and collective modes, as well as out-of-equilibrium real-time dynamics.

Once we established the reliability of the non-Gaussian approach, we turned to investigate collective excitations of the polaronic system at equilibrium. Our main result is that their spectrum contains a sharp peak when the total momentum of the system equals $k_F$, signaling the onset of a new distinct collective mode. By analyzing polaron dispersion for an arbitrary range of the mass ratio $M/m$ and interaction strengths $\gamma$, we concluded that this mode represents nothing but the plasmon-magnon excitation at $k_F$. Our work suggests a close connection between the far-from-equilibrium Fermi-polaron dynamics and equilibrium collective excitations. This relation explains the robustness of the phenomenon of quantum flutter to changes in model parameters and initial conditions. Theoretical predictions made in this paper can be tested with currently available experimental systems of ultracold atoms. Specifically, one can search for the following features that should appear when the momentum of the impurity relative to the host atoms reaches $k_F$: (i) long-lived oscillations of the polaronic cloud, (ii) abrupt change in the time evolution of the Ramsey contrast, and (iii) development of the double-peak structure in the impurity absorption spectra at the Fermi momentum. The frequency of oscillations can be tuned experimentally by varying either the interaction strength $\gamma$ or the mass ratio $M/m$. From a broader perspective, our work is inspired by the recent developments in designing and studying controlled quantum systems using both solid-state and cold-atom platforms. In particular, as modern semiconductor technologies are approaching the quantum domain with the current feature-size of a few nanometers, understanding far-from-equilibrium dynamics of interacting fermionic systems will be crucial for the design and operation of future electronic devices.
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our variational calculation nicely reproduces the BA result, attractive coupling γ < 0 (here we fix Λ = 10kF). We find that our variational calculation nicely reproduces the BA result, adopted from Refs. [43, 47].

\[ G_2(x) = \frac{L}{N} \langle \hat{e}_x^\dagger \hat{e}_x \rangle_{\text{GS}}. \]  

Figure 5 shows the comparison of our calculation (A1) to the BA result adopted from Refs. [42, 43], and we observe an excellent agreement for both repulsive and attractive couplings.

Another interesting observable to calculate is the momentum distribution function of the impurity in the laboratory frame:

\[ n_k(Q) = \langle \psi_{\text{lab}} | \hat{d}_k^\dagger \hat{d}_k | \psi_{\text{lab}} \rangle = \langle \psi_{\text{LLP}} | \hat{d}_k^\dagger \hat{d}_k | \psi_{\text{LLP}} \rangle = \int_0^L \frac{dx}{L} \left\langle \exp \left( i x (k + \hat{P}_f - Q) \right) \right\rangle_{\text{GS}}. \]  

Using the formalism of Ref. [29], the latter expectation value can be computed analytically:

\[ n_k = \int_0^L \frac{dx}{L} e^{i(k-Q)x} \det \left[ \left( e^{i\hat{K}x} - \hat{1} \right) \Gamma_Q + \hat{1} \right]. \]  

Appendix A: Benchmarking the ground-state correlations with the Bethe ansatz results

In the main text, we showed that for the case of repulsive coupling γ > 0, the non-Gaussian variational approach reliably reproduces exact ground-state energies, available from the BA for M = m. Figure 4 demonstrates that our method also agrees with the BA for the case of attractive coupling γ < 0. Remarkably, even the kink-like feature at Q = kF is reproduced. Below we further compute various many-body correlation functions via the variational approach and compare them to the BA results.

We first compute the two-point correlation function, G2(x), defined in the main text. This correlator describes the probability density to find a bath particle separated from the impurity by the distance x. Within the Gaussian variational approach, it is obtained as

\[ G_2(x) = \frac{L}{N} \langle \hat{e}_x^\dagger \hat{e}_x \rangle_{\text{GS}}. \]  

Figure 5 shows the comparison of the two-point static correlation function G2(x): solid (red) curves correspond to the non-Gaussian variational approach; dashed (black) lines represent the BA analytical results adopted from Refs. [42, 43]. We consider both repulsion (left panel) and attraction (right panel). Parameters used: Λ = 15kF and N = 51.

We first compute the two-point correlation function, G2(x), defined in the main text. This correlator describes the probability density to find a bath particle separated from the impurity by the distance x. Within the Gaussian variational approach, it is obtained as

\[ G_2(x) = \frac{L}{N} \langle \hat{e}_x^\dagger \hat{e}_x \rangle_{\text{GS}}. \]  

Figure 4 shows the comparison of our calculation (A1) to the BA result adopted from Refs. [42, 43], and we observe an excellent agreement for both repulsive and attractive couplings.

Another interesting observable to calculate is the momentum distribution function of the impurity in the laboratory frame:

\[ n_k(Q) = \langle \psi_{\text{lab}} | \hat{d}_k^\dagger \hat{d}_k | \psi_{\text{lab}} \rangle = \langle \psi_{\text{LLP}} | \hat{d}_k^\dagger \hat{d}_k | \psi_{\text{LLP}} \rangle = \int_0^L \frac{dx}{L} \left\langle \exp \left( i x (k + \hat{P}_f - Q) \right) \right\rangle_{\text{GS}}. \]  

Using the formalism of Ref. [29], the latter expectation value can be computed analytically:

\[ n_k = \int_0^L \frac{dx}{L} e^{i(k-Q)x} \det \left[ \left( e^{i\hat{K}x} - \hat{1} \right) \Gamma_Q + \hat{1} \right]. \]  

FIG. 5. Comparison of the two-point static correlation function G2(x): solid (red) curves correspond to the non-Gaussian variational approach; dashed (black) lines represent the BA analytical results adopted from Refs. [42, 43]. We consider both repulsion (left panel) and attraction (right panel). Parameters used: Λ = 15kF and N = 51.

FIG. 6. Comparison of the impurity momentum distribution function n_k(Q): solid (red) curves correspond to simulations of Eq. (A3); the BA results (dashed black lines) are taken from Ref. [47]. Parameters are the same as in Fig. 5.

FIG. 4. Polaron energy-momentum relation for the case of attractive coupling γ < 0 (here we fix Λ = 10kF). We find that our variational calculation nicely reproduces the BA result, adopted from Refs. [43, 47].
where $\hat{K}_{k,k'} = k\delta_{k,k'}$. This integral we evaluate numerically once the covariance matrix $\Gamma_Q$ has been computed using the imaginary-time evolution. In Fig. 6, we compare our approach with the BA calculation of Ref. [47]: The agreement between the methods is quite striking. We, therefore, conclude that our non-Gaussian approach not only predicts correctly ground-state energies but also captures properties of wave-function correlations.

Appendix B: Benchmarking far-from-equilibrium dynamics

We now aim to test our real-time approach, encoded in Eq. (7), and apply our formalism to the so-called quantum-flutter outlined below. Importantly, recent exact Bethe ansatz [49] calculations and simulations with matrix product states [25] provide a necessary ground to benchmark our variational method.

We choose the following initial state for the real-time dynamics:

$$|\psi^{\text{hyb}}_Q\rangle = |\text{FS}\rangle \otimes |Q\rangle_{\text{imp}},$$

(B1)

Note that the total momentum of the system is $Q$ and, hence, in the co-moving frame, we can stick to a single momentum sector.

In Fig. 7 (a), we plot the evolution of the impurity momentum $P_{\text{imp}}(t)$ and compare our results with the BA calculations of Ref. [49]. The dynamics exhibits three stages: (i) initial rapid decay during which the impurity redistributes its momentum to the host-gas particles; (ii) intermediate-time oscillations called quantum flutter; and (iii) saturation to a steady-state with a non-zero impurity momentum. We see that our method captures the three stages correctly, though, there is a clear discrepancy compared to the exact result at intermediate times. This mismatch indicates that our variational wave function is too restrictive to reproduce full transient dynamics quantatively. At the same time, the essential physics is well reproduced qualitatively. Furthermore, Fig. 7 (b) and (c) shows that the evolution of the fermionic momentum distribution function computed with the NGS approach matches well the BA results.

Appendix C: Quasiparticle residue

Within the Gaussian-states framework, the quasiparticle residue, defined as $R = |\langle \text{FS}|\psi_{\text{GS}}\rangle|^2$ for $Q = 0$, can be easily computed:

$$R = \det(1 + 2\Gamma_{\text{FS}}\Gamma_{\text{FS}} - (\Gamma_{\text{GS}} + \Gamma_{\text{FS}})),$$

(C1)

where $\Gamma_{\text{FS}}$ is the covariance matrix of the filled Fermi sea. The residue $R$ becomes suppressed as a power law of the system size $L$ — see Fig. 8. For $M = \infty$, this result is known as the Anderson orthogonality catastrophe. Due to the non-vanishing recoil energy in Eq. (1), the suppression of the residue for the case of mobile impurity $M = m$ is slower compared to the case of infinitely heavy impurity.

![Figure 7](image7.png)  
**FIG. 7.** Comparison of out-of-equilibrium correlations. (a) Evolution of the impurity momentum for three different initial conditions. Solid curves represent our variational simulations and dashed curves show the BA results adopted from Ref. [49]. Note (i) damped quantum-flutter oscillations for intermediate times and (ii) saturation of the impurity momentum at $t \to \infty$. The non-Gaussian approach well captures the initial dynamics and saturation, but the discrepancy at intermediate times is clear. Parameters used: $\gamma = 10$, $N = 51$, $\Lambda = 10k_F$. (b) and (c) Momentum distribution function of the host-gas particles at $t = 5t_F$ (b) and $t = 25t_F$ (c). These graphs demonstrate that dynamical NGS correlations are in good agreement with those of the BA [49]. Parameters used: $\gamma = 5$, $N = 31$, $\Lambda = 10k_F$, $P_{\text{imp}}(0) \approx 1.35k_F$.

![Figure 8](image8.png)  
**FIG. 8.** Quasiparticle residue as a function of the system size, $L$. The density of fermions is kept constant. Parameters used: $\gamma = 5$ and $\Lambda = 5k_F$. 
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FIG. 9. The DOS of collective excitations as a function of frequency $\omega$ and total momentum $Q$ for $M = 0.5m$ (panels a, b, and c) and for $M = 2m$ (panels d, e, and f). For $M = 0.5m$, we observe a rather dispersive peak; at $Q = k_F$, the DOS is notably broad (c). This is because the magnon branch approaches plasmon for small impurity masses so that their dispersions are parallel to each other over a wide range of momenta near $k_F$. For $M = 2m$, the peak at $Q = k_F$ is sharp (f), but its spectral weight is relatively weak. Parameters are the same as in Fig. 1.

FIG. 10. The DOS at $Q = k_F$ as a function of frequency $\omega$ and mass ratio $M/m$. Parameters are the same as in Fig. 1.

Appendix D: Collective modes for $M \neq m$

In this appendix, we provide more discussion of the properties of the sharp mode for $M \neq m$. Figure 9 shows the DOS of collective excitations for $M = 0.5m$ (left panels) and $M = 2m$ (right panels). The case of heavy impurities qualitatively reminds the $M = m$ result in Fig. 1 (b): We observe the development of a sharp peak at $Q = k_F$, but its relative spectral weight decreases with increasing the impurity mass – see also Fig. 10, which shows the DOS at $k_F$ as a function of the mass ratio $M/m$. The case of light impurities is different. As the impurity mass decreases, the entire magnon branch approaches that of the plasmon so that their dispersions become nearly parallel to each other in a wide vicinity of $Q = k_F$. This, in turn, results in i) a rather dispersive peak in the DOS of collective excitations (Fig. 9 (a)) and ii) a substantial broadening at $k_F$ (Fig. 9 (c)). This latter broadening indicates that it is challenging to extract the quantum flutter frequency in dynamical simulations reliably.