Chemical reactions in imperfect cavities: enhancement, suppression, and resonance
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The use of optical cavities to control chemical reactions has been of great interest recently, following demonstrations of enhancement, suppression, and negligible effects on chemical reaction rates depending on the specific reaction and cavity frequency. In this work, we study the reaction rate inside imperfect cavities, where we introduce a broadening parameter in the spectral density to mimic Fabry-Pérot cavities. We investigate cavity modifications to reaction rates using non-Markovian Langevin dynamics with frictional and random forces to account for the presence of imperfect optical cavities. We demonstrate that in the regime of weak solvent and cavity friction, the cavity can enhance chemical reaction rates. On the other hand, in the high friction regime, cavities can suppress chemical reactions. Furthermore, we find that the broadening of the cavity spectral density gives rise to blue shifts of the resonance conditions and, surprisingly, increases the sharpness of the resonance effect.

I. INTRODUCTION

The concept of selectively controlling the rate of a chemical reaction by shining light in resonance with a specific molecular bond has been explored for many decades. Two drawbacks of this scheme are that it requires light energy as an input and, arguably more importantly, molecular bonds often quickly transfer the vibrational energy in the mode of interest to other vibrations and degrees of freedom. A possible way to circumvent these two obstacles is to tune the frequencies of an optical cavity to selectively alter the ground state chemical reactivity of molecules, which was demonstrated recently experimentally.[1–3] This research avenue has attracted many experimental,[4–7] computational,[8–16] and theoretical[17–20] investigations in recent years as which reactions can be manipulated by optical cavities and the underlying mechanism of how cavities can modify chemical reactivity are still an open questions.[21–23]

In this work, we study the reaction rate inside an optical cavity by developing a non-Markovian dynamical model. The effect of the cavity mode on the reaction mode dynamics is incorporated into friction and random forces.[24, 25] This model allows us to continuously model Fabry-Pérot cavities from their ideal perfect single mode cavity limit to more realistic lossy, imperfect cavities.[26] In Kramer’s theory dealing with Ohmic friction, the rate of escape of a particle over a potential barrier increases linearly with increasing friction in the underdamped limit and decreases inversely with the friction strength in the strong damping limit.[27] Grote and Hynes proceeded to solve the Kramer’s rate problem in the presence of memory friction, in the regime of moderate to strong friction.[28] The continuum limit version of Kramer’s theory that cover the whole range of friction is known as Pollak, Grabert, and Hänggi (PGH) theory.[29] To cover the whole range of friction, our numerical and analytical analysis show that optical cavities can both enhance or suppress chemical reaction rates, depending on the magnitude of the solvent friction as well as the cavity-molecule coupling strength. Interestingly, increasing the cavity-molecule coupling strength gives rise to a blue shift of the cavity frequency that has the greatest impact on the reaction rate (i.e. blue shift of the resonance condition) whereas making the cavity more imperfect by increasing the broadening parameter of the cavity spectral density results in a blue shift of the resonance condition.

The manuscript is organized as follows. In Sec. II, we introduce our model and derive the Langevin dynamics for the molecules in the presence of a Markovian phonon bath and non-Markovian cavity mode. In Sec. III, we perform both numerical and analytical analysis to obtain cavity-modified chemical reaction rates within our model. Lastly, we conclude
where $\omega_0$ Here, we consider the reaction mode to be a one-dimensional double well potential energy surface (PES). The reaction mode couples to a set of harmonic oscillators corresponding to the solvent environment as well as a set of harmonic oscillators corresponding to the optical cavity. The total Hamiltonian that we utilize is given by the Pauli-Fierz nonrelativistic quantum electrodynamics (QED) Hamiltonian in the dipole gauge and in the long-wavelength limit:

$$H = \frac{p^2}{2m} + V(x) + \frac{1}{2} \sum_j m_j [\dot{q}_j^2 + \omega_j^2(q_j + c_j x)^2] + \frac{1}{2} \sum_k [\dot{p}_k^2 + \omega_k^2(Q_k + \mu_k x)^2].$$

(1)

Here, $x$ and $p$ are the coordinates for the reaction mode, $q_j$ and $\dot{q}_j$ are the coordinates for the other vibrational modes that will compose the Markovian bath, $Q_k$ and $\dot{Q}_k$ are the coordinates for the cavity modes that will compose the non-Markovian bath, $c_j$ and $\mu_k$ are coupling strengths of the reaction coordinates to the vibrational bath modes and cavity modes. The double well PES for the reaction mode is given by [32]:

$$V(x) = \frac{1}{2} m \omega_0^2 x^2 - a \cdot \log \left(1 + e^{-(\sqrt{2}g x + E_a)/a}\right).$$

(2)

where $\omega_0 = 0.003$, $a = 0.02$, $g = 0.02$, $E_d = \frac{40}{T}$ are the parameters used in our calculations below and we set $\hbar = 1$ throughout this work. In the semiclassical limit, we can write down the equations of motion for the reaction mode as:

$$m \ddot{x} = -\frac{dV}{dx} - \sum_j m_j \omega_j^2 (c_j \dot{q}_j + c_j^2 x) - \sum_k \omega_k^2 (\mu_k \dot{Q}_k + \mu_k^2 x).$$

(3)

Similarly, we can also write down the equation of motions for the vibrational bath modes and cavity modes

$$m_j \ddot{q}_j = -m_j \omega_j^2 q_j - m_j \omega_j^2 c_j x$$

$$\ddot{Q}_k = -\omega_k^2 Q_k - \omega_k^2 \mu_k x.$$  

(4)

(5)

Because the above equations are linear, they can be solved explicitly: [33]

$$q_j(t) = q_{j0} \cos(\omega_j t) + \frac{\dot{q}_{j0}}{\omega_j} \sin(\omega_j t) - c_j x(t)$$

$$+ c_j \int_0^t d\tau \cos(\omega_j (t - \tau)) \dot{x}(\tau),$$

(6)

where $q_{j0}$ and $\dot{q}_{j0}$ are the initial position and momenta for the solvent environment. We can solve for $\dot{P}_k, \dot{Q}_k$ in a similar manner,

$$Q_k(t) = Q_{k0} \cos(\tilde{\omega}_k t) + \frac{\dot{Q}_{k0}}{\tilde{\omega}_k} \sin(\tilde{\omega}_k t) - \mu_k x(t)$$

$$+ \mu_k \int_0^t d\tau \cos(\tilde{\omega}_k (t - \tau)) \dot{x}(\tau).$$

(7)

If we plug in Eq. (6) and Eq. (7) into the equation of motion for $x$ given by Eq. (3), we find a generalized Langevin equation:

$$m \ddot{x} = -\frac{dV}{dx} - \int_0^t d\tau (Z_p(t - \tau) + Z_c(t - \tau)) \dot{x}(\tau) + R_p(t) + R_c(t)$$

(8)

where

$$Z_p(t) = \sum_j m_j \omega_j^2 c_j^2 \cos(\omega_j t)$$

$$Z_c(t) = \sum_k \tilde{\omega}_k^2 \mu_k \cos(\tilde{\omega}_k t)$$

(9)

$$R_p(t) = - \sum_j m_j \omega_j^2 c_j (q_{j0} \cos(\omega_j t) + \frac{\dot{q}_{j0}}{\omega_j} \sin(\omega_j t))$$

$$R_c(t) = - \sum_k \tilde{\omega}_k^2 \mu_k (Q_{k0} \cos(\tilde{\omega}_k t) + \frac{\dot{Q}_{k0}}{\tilde{\omega}_k} \sin(\tilde{\omega}_k t)).$$

(10)

(11)

(12)

Here $R_p(t)$ and $R_c(t)$ are random forces from the phonon bath and cavity respectively, and $Z_c(t)$ and $Z_p(t)$ are the corresponding friction kernels. Below we consider the case that friction and random forces from the phonon environments are Markovian, such that the Langevin equation can be simplified as

$$m \ddot{x} = -\frac{dV}{dx} - \int_0^t d\tau Z_c(t - \tau) \dot{x}(\tau) + R_c(t)$$

$$+ \gamma_p \dot{x}(t) + R_p(t)$$

(13)
We now turn our attention to the frictional force from the cavity. We consider the spectral density with broadening parameters in an imperfect cavity. In particular, the spectral density is taken to the form of a Cauchy distribution to mimic a Fabry-Pérot cavity:

\[ Z_c(\omega) = \frac{2\gamma_c\omega_c}{\pi} \frac{\omega^3}{(\omega^2 - \omega_c^2)^2 + (\omega\Gamma)^2}. \] (14)

In the above equation (Eq. 14), \( \gamma_c \) quantifies the coupling strength of the reaction coordinate to the cavity, \( \omega_c \) corresponding to the the center frequency where the cavity density of states is largest (and is the frequency of the one cavity mode in the perfect cavity scenario), and \( \Gamma \) is the broadening parameter that determines the extent to which the cavity is imperfect (i.e. lossy). As \( \Gamma \to 0 \), \( Z_c(\omega) \) approaches a \( \delta \)-function, reflecting a perfect cavity.

The memory kernel is then given by

\[ Z_c(t) = \frac{2}{\pi} \int_0^\infty Z_c(\omega) \cos(\omega t) d\omega \] (15)

The solution cavity memory kernel in the time domain has two solutions, depending on the cavity center frequency and broadening. When \( \omega_c > \Gamma/2 \), the cavity memory kernel is

\[ Z_c(t) = 2\gamma_c\omega_c \sqrt{\frac{\Gamma}{2}} \left( \frac{\cos(\omega_1 t)}{2} - \frac{\Gamma \sin(\omega_1 t)}{4\omega_1} \right) \] (16)

where we defined \( \omega_1 = \sqrt{\omega_c^2 - \Gamma^2/4} \). And when \( \omega_c < \Gamma/2 \), the cavity memory kernel is

\[ Z_c(t) = 2\gamma_c\omega_c \sqrt{\frac{\Gamma}{2}} \left( \frac{\cosh(\omega_1 t)}{2} - \frac{\Gamma \sinh(\omega_1 t)}{4\omega_1} \right). \] (17)

with \( \omega_1 = \sqrt{\Gamma^2/4 - \omega_c^2} \). As shown in Fig. 2, the cavity memory kernel in the time domain converges toward a \( \delta \)-function as \( \Gamma \) increases. Whereas, when \( \Gamma \) approaches to 0, the memory kernel will oscillate as a cosine function. The cavity random force \( R_c(t) \) is related to the memory kernel \( Z_c(t) \) via the fluctuation–dissipation theorem:

\[ \langle R_c(0)R_c(t) \rangle = m k_B T Z_c(t). \] (18)

Here, \( \xi(t) \) is a Markovian random variable from a Gaussian distribution with a standard deviation of \( \sigma = \sqrt{2m\gamma_c k_B T/\Gamma} \), where \( dt \) is the time step interval. \( Y \) is an auxiliary variable. We can show that, in the long time limit, the above equations generate \( R_c \) that satisfies the correlation function in Eq. (18).

As for the solvent (i.e. vibrational) bath, the random force \( R_p(t) \) is Markovian \( \langle (R_p(0)R_p(t) \rangle = 2m k_B T \gamma_p \delta(t) \rangle \), which is set to be a Gaussian random variable with a standard deviation of \( \sigma_p = \sqrt{2m\gamma_p k_B T/\Gamma} \). We use \( 4^{th} \)-order Runge-Kutta to integrate Eqs. (15), (19) and (20). Lastly, unless stated otherwise, we perform thermal averages over 10,000 trajectories in our non-Markovian Langevin dynamics simulations.

### III. RESULTS AND DISCUSSION

We first investigate cavity modified reaction rate in the weak solvent friction regime, namely when \( \gamma_p \) is small. We calculate the reaction rate by initializing all trajectories in the reactant well with a Boltzmann distribution and monitoring the number of trajectories that end up in the product well as a function of time by numerically solving the non-Markovian Langevin dynamics, as illustrated in Fig. 3. We find that, with a fixed photon frequency \( \omega_c = 0.005 \), a turnover occurs in the chemical reaction rate as a function of the cavity friction \( \gamma_c \). Specifically, we find that initially increasing the cavity friction results increases the reaction rate but, eventually, increasing the cavity friction leads to a
These results in suppressing chemical reactions as shown in Fig. 3 (overdamped regime).

Further increasing the cavity friction will eventually decrease in the reaction rate. This turnover is the well-known Kramer’s turnover which occurs in the overdamped regime.[34] Therefore, with small solvent friction, the Kramer turnover effect can be observed here as a function of the cavity friction.

We now turn our focus to the strong solvent friction regime, namely when \( \gamma_p \) is large. In this regime, the reaction rates are monotonically suppressed upon increasing the cavity friction, which is in agreement with Grote-Hynes (GH) theory.[7, 19, 28] In this limit, the reaction rate is given by

\[
\lambda^2 = \omega_b^2 - \lambda \cdot (\tilde{\xi}_c(\lambda) + \tilde{\xi}_p(\lambda)),
\]

where \( \tilde{\xi}_c(\lambda) \) and \( \tilde{\xi}_p(\lambda) \) are the Laplace transformed cavity photon friction and solvent vibrational bath friction, respectively. Using the spectral density \( Z_c(\omega) \), one can write \( \tilde{\xi}_c(\lambda) \) as:

\[
\tilde{\xi}_c(\lambda) = \frac{2}{\pi} \int_0^\infty \frac{Z_c(\omega)}{\omega} \left( \frac{\lambda}{\lambda^2 + \omega^2} \right) d\omega.
\]

For solvent bath friction, we have \( \tilde{\xi}_p = \gamma_p \). GH coefficient is then obtained from \( \kappa_{GH} = \lambda/\omega_b \).

In Fig. 5, we plot \( \kappa_{GH} \) as a function of \( \omega_c \) analytically. The two green lines show reaction rates for two perfect cavities with different cavity frictions (\( \gamma_c \)) in comparison to two red lines which show reaction rates for imperfect cavities (i.e. cavities with broadened spectral densities) with all other parameters held constant. In agreement with recent reports,[7, 19] when the cavity friction \( \gamma_c \) is small, the minimum of \( \kappa_{GH} \) appears at a cavity frequency close to the barrier frequency, \( \omega_b = 0.007 \). Upon increasing \( \gamma_c \), the cavity frequency corresponding to the minimum of \( \kappa_{GH} \) is shifted to lower energies (i.e. the resonance condition is red shifted). A noteworthy finding reported here for the first time is that effect of imperfect cavities on the resonance conditions.

Fig. 5 shows that the cavity frequency with greatest impact on the reaction rates is shifted to higher energies (i.e. blue shifted). This is shown clearly by the maximum rate suppression occurring
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**FIG. 3.** Product populations as a function of time with different cavity friction \( \gamma_c \), calculated by non-Markovian Langevin dynamics. The other model parameters used here are: \( \omega_0 = 0.003, \omega_b = 0.007 \), barrier height \( E_b = 0.01947 \), \( \gamma_p = 0.00001, \omega_c = 0.005 \), \( k_B T = 0.005 \), \( \Gamma = 0.01 \).
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**FIG. 4.** Cavity-modified reaction rate as a function of the cavity photon frequency \( \omega_c \) at two different cavity friction values, \( \gamma_c = 0.001, 0.005 \), calculated by non-Markovian Langevin dynamics. The other model parameters used here are: \( \omega_0 = 0.003, \omega_b = 0.007 \), barrier height \( E_b = 0.01947 \), \( \gamma_p = 0.00001 \), \( k_B T = 0.005 \), \( \Gamma = 0.01 \).
at higher cavity frequencies for the imperfect cavities (red lines) compared to the corresponding perfect cavities (green lines). Additionally, the resonance condition surprisingly sharpens in the case of a broaden cavity, especially on the low frequency side of the maximum rate suppression.

To understand the red and blue shifts, we examine the GH theory again. To simplify the analysis here, we eliminate the friction from phonon bath. In the limit \( \Gamma = 0 \) (perfect cavity), the GH equation becomes

\[
\lambda^2 = \omega_c^2 - 2\gamma_c \omega_c \frac{\lambda^2}{\lambda^2 + \omega_c^2}.
\]  

(24)

We can solve for \( \omega_c \), where we reach minimum \( \kappa_{GH} \) by finding the solution \( \partial \lambda / \partial \omega_c = 0 \) (see the Appendix):

\[
\omega_c = -\frac{\gamma_c}{2} + \sqrt{\frac{\gamma_c^2}{4} + \omega_b^2} \approx \omega_b - \frac{\gamma_c}{2}.
\]  

(25)

Here, we have expanded the above result to the first order in \( \gamma_c \). Clearly, the coupling strength \( \gamma_c \) will introduce a red shift for the resonance condition \( \omega_c = \omega_b \).

For the imperfect cavity with non-zero \( \Gamma \), we can introduce a factor \( Q \) to approximate the following integral

\[
2 \pi \int_0^\infty \frac{\Gamma \omega^2}{(\omega^2 - \omega_c^2)^2 + (\omega\Gamma)^2} \frac{\lambda}{\lambda^2 + \omega^2} d\omega = \frac{\lambda}{\lambda^2 + (Q\omega_c)^2}.
\]  

(26)

In the limit \( \Gamma = 0 \), we have \( Q = 1 \). Such that we recover the results for the perfect cavity. The non-zero \( \Gamma \) will lead to \( Q < 1 \) for an imperfect cavity.

The minimum \( \kappa_{GH} \) is then located at

\[
\omega_c = \frac{1}{Q^2} \left( -\frac{\gamma_c}{2} + \sqrt{\frac{\gamma_c^2}{4} + \omega_b^2} \right)
\]  

(27)

Since \( Q < 1 \), the broadening will give rise to blue shift.

In Fig. 6, we further verify the effects of broadening on the transmission coefficient \( \kappa_{GH} \) as a function of the cavity frequency \( \omega_c \) using numerical and analytic methods. Specifically, the green lines and red lines utilize the analytic expressions for a perfect and imperfect cavity, respectively and the black lines are the numerical results obtained from the full non-Markovian Langevin dynamics with the same \( \Gamma \) as the red lines. Fig. 6a shows that when \( \Gamma \) is small, there is no broadening effect in the spectral density of the cavity mode such that these three methods predict the same \( \kappa_{GH} \) for all values of \( \omega_c \). In particular, \( \kappa_{GH} \) exhibits a minimum when the cavity frequency is close to the barrier frequency \( (\omega_b = 0.007) \). On the other hand, for the relatively larger \( \Gamma \) value shown in Fig. 6b, the broadening effect of the cavity spectral density leads to a blue shift in the frequency at which the cavity has the largest impact on the reaction rate, and the width of the resonance narrows. This observation is in agreement with our analytical analysis above. Furthermore, the broadening effects tend to reduce the efficiency of the cavity mode on the reaction rate. With a very large \( \Gamma \), we expect that the cavity will not affect the chemical reaction at all.
IV. CONCLUSIONS

We developed a non-Markovian friction and random force model to study how imperfect optical cavities can modify chemical reaction rates. We found that in the small solvent friction regime, cavities can enhance chemical reaction rates while in the large solvent friction regime cavities suppress reactions. We also reported that imperfect cavities have resonance conditions that are both shifted to higher frequencies and sharper relative to otherwise identical perfect cavities.

After completing this work, we noticed that two similar results were reported in the literature.\cite{35, 36} Our work is in agreement with these findings and differentiates itself from those works as we investigated the effect of imperfect cavities, both numerically and analytically, on chemical reaction rates while the other reports focused on perfect cavities.
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Appendix

As stated in the main text, to simplify the analysis in the large friction regime, we eliminate the friction from phonon bath. In the limit of $\Gamma = 0$ (perfect cavity), we have

$$\lambda^2 = \omega_b^2 - 2\gamma_c\omega_c \frac{\lambda^2}{\lambda^2 + \omega_c^2}. \quad (A.1)$$

When $\frac{\partial \lambda}{\partial \omega_c} = 0$ we have a relation between $\lambda_{min}$ and $\omega_c$ as

$$\lambda_{min}^2 = \frac{\omega_b^2}{1 + \frac{\omega_c^2}{\omega_c}}. \quad (A.2)$$

Substituting Eq. A.2 into Eq. A.1 we could get a relationship as follows

$$\lambda_{min} = \omega_c. \quad (A.3)$$

Substituting Eq. A.3 into Eq. A.2 obtains a function relating to the $\omega_c$ that corresponding to the $\lambda_{min}$ (i.e. the minimum of $\kappa_{GH}$)

$$\omega_c^2 + \gamma_c\omega_c - \omega_b^2 = 0 \quad (A.4)$$

When solving the above equation we get

$$\omega_c = -\frac{\gamma_c}{2} + \sqrt{\frac{\gamma_c^2}{4} + \omega_b^2} \quad (A.5)$$

It is evidently that when increasing the $\gamma_c$, the $\omega_c$ corresponding to the minimum $\kappa_{GH}$ will red shift.

For the imperfect cavity, when introducing a $Q$ factor, the GH equation becomes

$$\lambda^2 = \omega_b^2 - 2\gamma_c\omega_c \frac{\lambda^2}{\lambda^2 + (Q\omega_c)^2}. \quad (A.6)$$

When $\frac{\partial \lambda}{\partial \omega_c} = 0$ we have a relation between $\lambda_{min}$ and $\omega_c$ as

$$\lambda_{min}^2 = \frac{\omega_b^2}{1 + \frac{\gamma_c}{Q\omega_c}}. \quad (A.7)$$

Substituting Eq. A.7 into Eq. A.6 we could obtain

$$\lambda_{min} = Q\omega_c. \quad (A.8)$$

Substituting Eq. A.8 into Eq. A.7 gets a function relating to the $\omega_c$ that corresponding to the $\lambda_{min}$ in the imperfect cavity

$$Q^2\omega_c^2 + \gamma_c\omega_c - \omega_b^2 = 0 \quad (A.9)$$

When solving the above equation we get

$$\omega_c = \frac{1}{Q^2} \left(-\frac{\gamma_c}{2} + \sqrt{\frac{\gamma_c^2}{4} + \omega_b^2}\right) \quad (A.10)$$

Note that $Q < 1$. The resonance $\omega_c$ will blue shift in this imperfect cavity.
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