Renormalization of gluonic leading-twist Operators in covariant Gauges
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ABSTRACT: We provide the all-loop structure of gauge-variant operators required for the renormalisation of Green’s functions with insertions of twist-two operators in Yang-Mills theory. Using this structure we work out an explicit basis valid up to 4-loop order for an arbitrary compact simple gauge group. To achieve this we employ a generalised gauge symmetry, originally proposed by Dixon and Taylor, which arises after adding to the Yang-Mills Lagrangian also operators proportional to its equation of motion. Promoting this symmetry to a generalised BRST symmetry allows to generate the ghost operator from a single exact operator in the BRST-generalised sense. We show that our construction complies with the theorems by Joglekar and Lee. We further establish the existence of a generalised anti-BRST symmetry which we employ to derive non-trivial relations among the anomalous dimension matrices of ghost and equation-of-motion operators. For the purpose of demonstration we employ the formalism to compute the $N = 2, 4$ Mellin moments of the gluonic splitting function up to 4 loops and its $N = 6$ Mellin moment up to 3 loops, where we also take advantage of additional simplifications of the background field formalism.
1 Introduction

The increasing precision with which particle collisions are being measured at the Large Hadron Collider have pushed theoretical predictions in QCD to the next-to-next-to-next-to-leading order (N3LO) in perturbative QCD. First calculations at this order were completed for Higgs boson production [1–6] and the Drell-Yan process [4, 7]. Even $2 \to 2$ reactions may become feasible at this order in the not-too-far future as first results for 3-loop dijet production amplitudes have become available [8, 9]. One of the dominant remaining theoretical uncertainties associated to such N3LO calculations is now related to the lack of knowledge of the 4-loop splitting functions, which determine the evolution of the parton densities at the relevant perturbative order, and which are known completely only up to three loops [10–28].

Substantial efforts to improve this situation have already been made. In the non-singlet sector, after pioneering calculations of lower moments [29], numerical approximations for the 4-loop splitting functions are now known to high accuracy. An analytic reconstruction was achieved in the limit of leading number of colours [30] and for subleading corrections in the number of quark flavors, $n_f$ [31]; the leading $n_f$-contributions were known already for some time [32] to all orders in perturbation theory. Even some low $N$-moments at five loops [33] are already known. In the singlet sector instead only a handful of lower moments have been calculated so far at the four-loop level [34] and this input was found to be insufficient for reliable numerical approximations.

The reason for why calculations in the non-singlet sector are so much more advanced than those in the singlet sector is not only due to more numerous and complex Feynman diagrams but also due to a more powerful framework. This framework is based on the operator product expansion (OPE) [35, 36], which allows the extraction of Mellin moments from the anomalous dimensions of leading-twist light-cone operators. While the renormalisation of such operators entering in the non-singlet sector is relatively straightforward, the renormalisation of the corresponding gluonic operators in the off-shell formalism (likely the most promising framework to allow for progress at four loops at this time) is non-trivial due to the mixing into unphysical operators. The mixing into these operators arises from subgraphs with external gluons and ghosts which contain the insertion of the singlet operator; schematic examples appearing at four loops are depicted in figure 1.

An explicit basis for these unphysical operators, valid up to the two-loop level, was worked out by Dixon and Taylor already almost fifty years ago [37] and was employed in the computation of one-loop Mellin moments in the Feynman gauge. Hamberg and Van Neerven about twenty years later managed to successfully employ the same framework to perform calculations at the 2-loop order in dimensional regularisation [13]. This calculation was also repeated very recently [38]. It is interesting to note that the calculation by Hamberg and Van Neerven managed to successfully resolve a number of conflicting results [10–12] which were present at that time because of negligence of the mixing into unphysical operators.

Nevertheless the structure of the basis proposed by Dixon and Taylor remained somewhat mysterious. This was pointed out in particular by Collins [39], who argued that the
unphysical operators appeared to be in conflict with a general theorem which states that the unphysical operators should be either proportional to the equation of motion (EOM) or BRST-exact. This theorem was in part first conjectured by Kluberg-Stern and Zuber \[40, 41\] before it was proven by Joglekar and Lee \[42–44\]. Another proof based on cohomology theory was later provided by Henneaux \[45\].

In the present paper we revisit the problem. More concretely we reinterpret the basis of Dixon and Taylor as being built up from EOM and ghost operators. The former are proportional to the EOM of the gauge invariant part of the Yang-Mills Lagrangian. Using this notion we are able to write down the general form of the EOM operators at arbitrary loop orders. As was noted already by Dixon and Taylor the combined Lagrangian consisting of the Yang-Mills Lagrangian and their EOM operators is invariant under a generalised gauge symmetry. This generalised gauge symmetry can then be promoted to a generalised BRST symmetry. We prove that the generalised BRST transformation is nilpotent and that the ghost operator can be constructed from a single BRST-exact operator in the generalised BRST sense. While the generalised BRST symmetry was in part pointed out already by Hamberg and Van Neerven in \[13\], it was not clearly spelled out how to use it to construct the ghost Lagrangian. We apply the formalism to work out the explicit form of EOM and ghost operators up to four-loop order. We also show that the basis is in accord with the theorem of Joglekar and Lee.

To further simplify calculations in the OPE framework we explore two further symmetry principles. We observe that the ghost term of the unphysical operator can also be generated from a generalised anti-BRST symmetry \[46–49\] and a corresponding generalised anti-BRST-exact operator. In particular we employ this alternative formulation to derive a set of nontrivial identities among the anomalous dimensions of the EOM and ghost operators. We also make use of the background field formalism \[40, 41, 50–52, 52, 53, 53, 54\]. Background field gauge invariance allows one to reduce by one the maximum number of loops at which the anomalous dimensions of the EOM and ghost operators are required thereby yielding another welcome simplification for the calculation of unphysical counterterms. For the purpose of demonstration we will employ the formalism to re-calculate the \(N = 2\) and \(N = 4\) moments of the purely gluonic contributions in the singlet sector up to 4 loops and the \(N = 6\) moment up to three loops.

In the following we give a brief outline of the paper. In section 2 we summarise our conventions and review some of the relevant background material. The construction of EOM operators and the generalised gauge symmetry is discussed in section 3. The
construction of ghost operators and the generalised BRST and anti-BRST invariance is discussed in section 4. There also the compatibility of our construction with the theorems of Joglekar and Lee is shown. The concepts are employed to build an independent basis of gauge-variant operators in section 5 for various fixed values of $N$. The background-field formulation is presented in section 6 and employed in section 7 for the computation of Mellin moments up to 4-loop order. We conclude in section 8.

2 Background

2.1 Yang-Mills Lagrangian

In the following we summarise our conventions for the Yang Mills Lagrangian. We define the field strength tensor as

$$F_{\mu\nu}^a = \partial_\mu A_\nu^a - \partial_\nu A_\mu^a + g f^{abc} A_\mu^b A_\nu^c, \quad (2.1)$$

such that the gauge invariant part of the Yang-Mills action is given by

$$S_0 = \int d^d x \, L_0, \quad L_0 = -\frac{1}{4} F_{\mu\nu}^a F^{\mu\nu}_{\mu\nu}. \quad (2.2)$$

Let us further define the covariant derivative in the adjoint representation,

$$D_{\mu}^{ac} = \partial_{\mu} \delta^{ac} + g f^{abc} A_{\mu}^b. \quad (2.3)$$

With this definition the EOM of the Yang-Mills Lagrangian is written compactly as

$$\frac{\delta S_0}{\delta A_\mu^a} = (D_\nu F^{\nu\mu})_a. \quad (2.4)$$

The action $S_0$ is of course invariant under infinitesimal gauge transformations

$$A_\mu^a \rightarrow A_\mu^a + \delta_\omega A_\mu^a, \quad \text{with} \quad \delta_\omega A_\mu^a = (D_\mu \omega)^a. \quad (2.5)$$

2.2 Gauge-fixing, Ghosts and BRST

The gauge invariance is broken by the gauge fixing (GF) and ghost (G) terms, the latter being required to cancel unphysical degrees of freedom of the gauge field. For the commonly used choice of the linear covariant gauge the gauge-fixing and ghost contributions to the Lagrangian are

$$L_{GF+G} = -\frac{1}{2\xi} (\partial_\mu A_\mu^a)^2 - \bar{c}^a \partial^\mu D_\mu^{ab} c_b, \quad (2.6)$$

where $c^a$ and $\bar{c}^a$ are respectively the ghost and anti-ghost fields. The complete gauge-fixed Yang-Mills action is then given by

$$S = \int d^d x \, \mathcal{L}, \quad \text{with} \quad \mathcal{L} = L_0 + L_{GF+G}, \quad (2.7)$$

and its EOM is given by

$$\frac{\delta S}{\delta A_\mu^a} = (D_\nu F^{\nu\mu})_a + \frac{1}{\xi} \partial^\mu \partial_\nu A_\nu^a - g f^{abc} (\partial_\mu c_b) c^c. \quad (2.8)$$
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While eq. (2.6) breaks gauge invariance it does remain invariant under nilpotent BRST transformations. This feature becomes most transparent after the introduction of an auxiliary field \( b_a(x) \), also known as the Nakanishi-Lautrup field \([55, 56]\). In this formulation the Lagrangian is written as

\[
\mathcal{L}_{\text{GF+G}} = -b^a \partial^\mu A_\mu^a + \frac{\xi}{2} (b^a)^2 - \bar{c}^a \partial^\mu D_\mu^{ab} c^b .
\]  

(2.9)

Eq. (2.9) can be seen to be equivalent to eq. (2.6) after substituting the solution of the EOM \( b^a = \frac{1}{\xi} \partial^\mu A_\mu^a \). The BRST variation leaving this Lagrangian invariant \([57, 58]\) is defined as

\[
\delta_{\text{BRST}}(\bullet) \equiv \theta s(\bullet) ,
\]  

(2.10)

where \( \theta \) is a Grassmann number, \( s \) denotes the BRST operator, which being nilpotent satisfies \( s^2(\bullet) = 0 \), and whose action on the fields is given by

\[
s b^a = 0 , \quad s A_\mu^a = (D_\mu c)^a , \quad s c^a = -\frac{g}{2} f^{abc} e^b c^c , \quad s \bar{c}^a = -b^a .
\]  

(2.11)

The BRST invariance of eq. (2.9) can be made manifest by writing it in BRST-exact form, that is as the BRST variation of an ancestor operator:

\[
\mathcal{L}_{\text{GF+G}} = s \mathcal{O}_{\text{ancestor}} , \quad \mathcal{O}_{\text{ancestor}} = \bar{c}^a \left[ \partial^\mu A_\mu^a - \frac{1}{\xi} b^a \right].
\]  

(2.12)

An interpretation of the BRST symmetry is that it corresponds to a certain subclass of gauge transformations, where the parameter \( \omega(x) \) of the gauge transformation is identified with the ghost field times a Grassmann number. There exists in fact a second such symmetry in the gauge-fixed Lagrangian where the role of the ghost field in the BRST variations is replaced with that of the anti-ghost field. This leads to the so-called anti-BRST symmetry \([46–49]\). To discuss this symmetry we first introduce another auxiliary field:

\[
\bar{b}^a = -b^a + g f^{abc} \bar{e}^b c^c
\]  

(2.13)

The anti-BRST variation is then given by

\[
\delta_{\overline{\text{BRST}}} (\bullet) \equiv \bar{\theta} \bar{s}(\bullet) ,
\]  

(2.14)

with \( \bar{\theta} \) another Grassmann number and

\[
\bar{s} b^a = 0 , \quad \bar{s} A_\mu^a = (D_\mu \bar{c})^a , \quad \bar{s} \bar{c}^a = -\frac{g}{2} f^{abc} \bar{e}^b c^c , \quad \bar{s} \bar{c}^a = -\bar{b}^a .
\]  

(2.15)

The BRST and anti-BRST variations fulfil the following consistency condition:

\[
ss(\bullet) = \bar{s}s(\bullet) = 0 = \bar{s}s(\bullet) + ss(\bullet)
\]  

(2.16)

Similarly to eq. (2.12) the anti-BRST symmetry of eq. (2.9) can be made manifest by writing it in anti-BRST exact form, that is as the anti-BRST variation of another ancestor operator:

\[
\mathcal{L}_{\text{GF+G}} = \bar{s} \overline{\mathcal{O}}_{\text{ancestor}} , \quad \overline{\mathcal{O}}_{\text{ancestor}} = e^a \left[ \frac{1}{\xi} b^a - \partial^\mu A_\mu^a \right].
\]  

(2.17)
2.3 Gluonic twist-2 operators

Let us now consider the extension of the Yang-Mills Lagrangian to include also a general gauge invariant gluonic twist-2 spin-$N$ operator

$$O_{\mu_1, \ldots, \mu_N}^{(N)}(x) = \frac{1}{2} \mathcal{S} \left[ F_{\mu_1, \mu_2}^{a_1, a_2} \ldots D_{\mu_{N-1}}^{a_{N-2}, a_{N-1}} F_{\mu_N}^{a_N, 1} \right] + \text{traceless}, \quad (2.18)$$

where we have indicated

- the sum over all permutations of $\mu_1, \ldots, \mu_N$ via the operation $\mathcal{S}$,
- and the presence of further terms which make $O_{\mu_1, \ldots, \mu_N}^{(N)}(x)$ traceless, i.e. the sum vanishes when any two of its Lorentz indices are contracted, by the term ‘+traceless’.

A well known trick to simplify this expression is to contract it with $N$ identical light-like vectors which we denote by $\Delta^\mu$ and which satisfy $\Delta \Delta = 0$. It is then conventional to introduce the notation

$$F^{\mu \alpha} = \Delta^\nu F^{\nu \mu \alpha}, \quad A^a = \Delta_\mu A^{\mu a}, \quad D = \Delta_\mu D^\mu, \quad \partial = \partial_\mu \partial^\mu. \quad (2.19)$$

Using this notation we then define the scalarised version of eq. (2.18):

$$O_1^{(N)}(x) = O_{\mu_1, \ldots, \mu_N}^{(N)}(x) \Delta^\mu_1 \ldots \Delta^\mu_N = \frac{1}{2} \text{Tr} \left[ F_{\mu \nu} D^{\mu \nu} \right]. \quad (2.20)$$

It is well known that the operator $O_1^{(N)}(x)$ when inserted into general Green’s functions mixes with non-physical operators under renormalisation. A basis for these non-physical operators will be constructed in the following sections consisting of two kinds of operators, namely operators proportional to the EOM, defined in eq. (2.4), and operators containing ghosts ($G$). We therefore include besides $O_1^{(N)}(x)$ also the operators $O_{\text{EOM}}^{(N)}$ and $O_G^{(N)}(x)$.

The complete Lagrangian is then given by

$$\hat{L}(A, \bar{c}, c, g, \xi) = \mathcal{L}_0 + \mathcal{L}_{\text{GF} + G} + c_1^{(N)} O_1^{(N)}(x) + O_{\text{EOM}}^{(N)} + O_G^{(N)}(x), \quad (2.21)$$

where $c_1^{(N)}$ is the Wilson coefficient associated to $O_1^{(N)}(x)$. The mass dimension of $O_1^{(N)}(x)$, $O_{\text{EOM}}^{(N)}$ and $O_G^{(N)}(x)$ equals the dimension of space-time, $d$, this is achieved by defining $\Delta$ to carry a mass dimension of $2/N - 1$.

Let us now briefly discuss the renormalisation of $\hat{L}$, which in eq. (2.21) was defined in terms of physical or equivalently renormalised fields and couplings. The counterterms required to make finite all correlators of the fields $A_{\mu}^a$, $c^a$ and $\bar{c}^a$ at distinct positions can be readily generated by replacing the fields and couplings with their bare counterparts in $\hat{L}(A, \bar{c}, c, g, \xi)$ with

$$A_{\mu}^a(x) = Z_3^{1/2} A_{\mu}^a(x), \quad \bar{c}_a^b(x) = Z_3^{1/2} \bar{c}_a^b(x), \quad c^b_a(x) = Z_3^{1/2} c^b_a(x), \quad g^b = \mu^b g Z_3, \quad \xi^b = \xi Z_3. \quad (2.22)$$

This replacement is not sufficient to renormalise correlators with an insertion of $O_1^{(N)}$. For this purpose it is convenient to introduce the vector notation $\vec{O}^{(N)} = (O_1^{(N)}, \ldots, O_{\vec{N}})$,
with $O_1^{(N)}$ defined in eq. (2.20) and the remaining components $O_{>1}^{(N)}$, to which we associate Wilson coefficients $C_i$, forming a basis of operators spanning the space of EOM and ghost operators $O_{EOM}^{(N)}$ and $O_{G}^{(N)}$. The required counterterms are obtained by taking into account the mixing of the operators under renormalisation. This is achieved by making the replacement

$$C_i^{(N), b} = Z_{ij}^{(N)} C_j^{(N)}.$$ 

The bare Lagrangian then takes the form

$$\tilde{L}(A^b, \bar{c}^b, c^b, \xi^b; C^b_i, g^b, \xi^b) = L_0(A^b; g^b) + L_{GF+G}(A^b, \bar{c}^b, c^b, g^b, \xi^b) + \sum_{i,j} C_i^{(N)} Z_{ij}^{(N)} O_{j}^{(N), b} (2.23)$$

where the $O_1^{(N), b}$ denote the operators written in terms of bare couplings and fields. It is well known [40–45] that the structure of $Z_{ij}$ is block triangular in that the physical operator $O_1^{(N)}$ may mix into $O_{>1}^{(N)}$ but not vice versa. This is discussed further in section 4.2.

3 EOM operators and generalised Gauge Symmetry

For the sake of keeping the notation as light as possible we will in the following discuss symmetry properties of the Lagrangian $\tilde{L}$ at the level of renormalised fields and parameters. Note that all of these properties can be directly translated to the bare Lagrangian given that it has the same functional form.

3.1 General formalism

In this section we will elucidate the general structure of the EOM operator. It is well known that Green’s functions are not invariant under field redefinitions

$$A_\mu^a \rightarrow A_\mu^a + G_\mu^a(A_\alpha, \partial_\alpha A_\beta, \partial_\alpha \partial_\beta A_\rho, ...),$$

where $G$ is a general local, i.e. polynomial, function of the gauge field $A$ and its derivatives. To leading order in $G$ the variation of the Yang-Mills action in eq. (2.2) can then be written as follows:

$$\delta S_0 = \int d^4x \frac{\delta S_0}{\delta A_\mu^a(x)} G_\mu^a(x) = \int d^4x \ (D_\nu F^{\nu\mu})^a G_\mu^a(A_\alpha, \partial_\alpha A_\beta, \partial_\alpha \partial_\beta A_\rho, ...). \quad (3.1)$$

For a general form of the function $G$, as we shall see later, this is actually the most general such EOM operator into which $O_1^{(N)}$ can mix under renormalisation, leading us to write

$$O_{EOM}^{(N)} = (D_\nu F^{\nu\mu})^a G_\mu^a(A_\alpha, \partial_\alpha A_\beta, \partial_\alpha \partial_\beta A_\rho, ...). \quad (3.2)$$

A number of constraints on the structure of this EOM operator derive from the overall mass dimension and the twist-2 nature of $O_1^{(N)}$. This implies that $G_\mu^a$ must be $N$-linear in $\Delta$ and for the mass dimensions to work out the total number of $\partial$s and $\partial$s entering in every monomial of $G$ must then equal $N - 1$. It follows that $G$ itself must be proportional to $\Delta$ and that every single $A$ or $\partial$ entering in $G$ must itself also be contracted with $\Delta$. 
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These considerations therefore pin down the general structure of the EOM operator to be as follows:

\[ \mathcal{O}^{(N)}_{\text{EOM}} = (D \cdot F)^a g^a (A, \partial A, \partial^2 A, ...) , \tag{3.3} \]

where \( g^a = \Delta \mu \mathcal{G}^a \). By expanding \( \mathcal{G} \) over all possible monomials which satisfy the power counting constraints we then obtain

\[ \mathcal{O}^{(N)}_{\text{EOM}} = \sum_{k=1}^{\infty} \mathcal{O}^{(N),k}_{\text{EOM}} \text{ with } \mathcal{O}^{(N),k}_{\text{EOM}} = g^{k-1} (D \cdot F)^a \sum_{i_1 + \ldots + i_k = N-k-1} C_{i_1 \ldots i_k}^{a_1 \ldots a_k} (\partial^{i_1} A^{a_1}) \ldots (\partial^{i_k} A^{a_k}) , \tag{3.4} \]

Here the coefficients \( C_{i_1 \ldots i_k}^{a_1 \ldots a_k} \) are in general color-dependent coupling constants which can be further decomposed into some basis of group-invariant color structures. Let us for example consider the case \( k = 2 \), whose general decomposition\(^1\) can be written as

\[ \mathcal{O}^{(N),2}_{\text{EOM}} = g (D \cdot F)^a \sum_{i_1 + i_2 = N-3} \kappa_{i_1 i_2} f^{a a_1 a_2} (\partial^{i_1} A^{a_1}) (\partial^{i_2} A^{a_2}) , \tag{3.5} \]

where the \( \kappa_{ij} \)s are Wilson coefficients, to be discussed further below. Let us also remark that there exists a general constraint on the \( C \)-coefficients which derives from the fact that the operators are colour singlets. For general \( k \), the coefficients obey the following invariance relation

\[ C_{i_1 i_2 \ldots i_k}^{a_1 a_2 a_3} f^{b a_1 x} + C_{i_1 i_2 \ldots i_k}^{a_1 a_2 a_3} f^{b a_2 x} + \ldots + C_{i_1 i_2 \ldots i_k}^{a_1 a_2 a_3} f^{b a_k x} = 0. \tag{3.6} \]

We now study the symmetry properties of the lagrangian in eq. (2.21).

### 3.2 Generalised Gauge symmetry

While gauge transformations leave both \( \mathcal{L}_0 \) and \( \mathcal{O}^{(N)}_{\text{EOM}} \) invariant, the same can not be said about the general EOM operator. To cancel its variation we will now construct a generalised gauge transformation,

\[ A^a_\mu \rightarrow A^a_\mu + \delta^a_\mu A^a_\mu + \delta_{\omega}^a A^a_\mu , \tag{3.7} \]

where \( \delta_{\omega}^a \) is multi-linear in \( \Delta \) and is such that the gauge variation of \( \mathcal{O}^{(N)}_{\text{EOM}} \) is cancelled by the generalised gauge variation of \( \mathcal{L}_0 \), i.e. \( \delta_{\omega}^a \mathcal{L}_0 \). This leads to

\[ (D \cdot F)^a_\mu \delta_{\omega}^a A^a_\mu (x) + \delta_{\omega} \mathcal{O}^{(N)}_{\text{EOM}} = 0 , \tag{3.8} \]

and combined with eq. (3.3) it then follows that the generalised gauge variation satisfies:

\[ \delta_{\omega}^a A^a_\mu + \delta_{\omega}^a g^a - g f^{abc} g^b_\mu \omega^c = 0 . \tag{3.9} \]

\(^1\)Note we ignore here the fully symmetric rank 3 tensor \( d_{abc} \) as it can not appear in Yang-Mills theory.
Using eqs. (3.3) and (3.4) we then find the following general solution:

\[
\delta^\Delta A^a_\mu = -\Delta_\mu \sum_{k=1}^{\infty} \sum_{i_1+i_2+i_k=N-k-2} \left( \partial^{i_1} A_1^a \right) \ldots \left( \partial^{i_k+1} \omega^{a_k} \right) \sum_{\sigma \in \mathbb{Z}_k} C_{\sigma(1)}^{\Delta a_1 \ldots a_k} \times \prod_{m=1}^{k} \left( i_m + \frac{i_k+1}{i_m} \right) + g\Delta_\mu \sum_{i_1+i_2+i_k+1=N-k-2} \left( \partial^{i_1} A_1^a \right) \ldots \left( \partial^{i_k+1} \omega^{a_k} \right) \sum_{m=1}^{k} \left( i_m + \frac{i_k+1}{i_m} \right)
\]

\[
= -\Delta_\mu \sum_{k=1}^{\infty} g^{k-1} \sum_{i_1+i_2+i_k=N-k-1} \tilde{C}_{i_1 \ldots i_k}^{\Delta a_1 \ldots a_k} \left( \partial^{i_1} A_1^a \right) \ldots \left( \partial^{i_k+1} \omega^{a_k} \right) \ . \tag{3.10}
\]

where we have used eq. (3.6) and symmetry to cancel all terms which contain \(\omega\) without derivatives. By collecting terms of identical field content and powers of \(g\) we can bring eq. (3.10) into the following form

\[
\delta^\Delta A^a_\mu = -\Delta_\mu \sum_{k=1}^{\infty} g^{k-1} \sum_{i_1+i_2+i_k=N-k-1} \tilde{C}_{i_1 \ldots i_k}^{\Delta a_1 \ldots a_k} \left( \partial^{i_1} A_1^a \right) \ldots \left( \partial^{i_k+1} \omega^{a_k} \right) \ . \tag{3.11}
\]

The \(\tilde{C}_{i_1 \ldots i_k}^{\Delta a_1 \ldots a_k}\) can be extracted from the building blocks of \(C_{i_1 \ldots i_k}^{\Delta a_1 \ldots a_k}\) once a color basis has been specified. We will construct an explicit solution valid up to four loops in the next subsection.

### 3.3 Explicit construction up to four loops

The loop order puts stringent constraints on the type of the EOM operators actually required. The quantity from which we wish to extract the anomalous dimension of \(\mathcal{O}_1^{(N)}\) is naturally the gluon 2-point 1PI correlator with an insertion of the operator \(\mathcal{O}_1^{(N)}\):

\[
(\Gamma_1^{(N)})_{\mu \nu \rho}^{(Q)}(x) = \int d^d x \ d^d z \ e^{i Q \cdot x} \langle 0 \{ A^a_\mu (x) A^a_\nu (0) \mathcal{O}_1^{(N)}(z) \} | 0 \rangle_{1PI} \ . \tag{3.12}
\]

At one-loop there are no subdivergences and we only require counterterms with two external gluons. We thus only need the one-loop mixing of \(\mathcal{O}_1^{(N)}\) into \(\mathcal{O}_{\text{EOM}}^{(N,1)}\), as this is the only EOM operator contributing to the two gluon vertex. At two loops we then require two-loop mixing of \(\mathcal{O}_1^{(N)}\) into \(\mathcal{O}_{\text{EOM}}^{(N,1)}\) and one-loop mixing of \(\mathcal{O}_1^{(N)}\) into \(\mathcal{O}_{\text{EOM}}^{(N,2)}\), given that at two loops we can have one-loop subgraphs with three external gluons. This reasoning can be continued at higher loop orders leading to more EOM operators. Diagrams with subgraphs highlighting this pattern are shown in table 1 and the corresponding loop numbers, from which we require certain EOMs, are also summarised again in table 2. We can therefore ignore terms in eq. (3.3) from \(k = 4\) onwards leading to the following set of EOM operators required up to 4 loops:

\[
\mathcal{O}_{\text{EOM}}^{(N,1)} = \eta (D.F)^a \partial^{N-2} A^a \tag{3.13}
\]

\[
\mathcal{O}_{\text{EOM}}^{(N,2)} = g(D.F)^a \sum_{i+j=N-3} C_{ij}^{abc} (\partial^i A^b)(\partial^j A^c) \tag{3.14}
\]
Table 1. In the $L$th row the table gives examples of diagrams contributing to the $L$-loop contribution to $\Gamma^{(N)}_{gg}$. Subgraphs whose UV-counterterms require the various EOM operators $O^{(N),k}_{EOM}$ are highlighted with dashed boxes.

\[
O^{(N),3}_{EOM} = g^2 (D.F)^a \sum_{i+j+k=N-4} C_{ijkm}^{abcd} (\partial^i A^b)(\partial^j A^c)(\partial^k A^d) \tag{3.15}
\]

\[
O^{(N),4}_{EOM} = g^3 (D.F)^a \sum_{i+j+k+l=N-5} C_{ijklm}^{abced} (\partial^i A^b)(\partial^j A^c)(\partial^k A^d)(\partial^l A^e) \tag{3.16}
\]

Let us now discuss the color decomposition of the $C$-coefficients. While at rank two and three possible color structures are limited to $\delta^{ab}$ and $f^{abc}$, color decompositions for operators of higher rank are in general non-trivial, in particular when keeping the color gauge group general as we do here. However the fact that we only require counterterms valid up to certain loop orders imposes strong constraints and allows us to identify the following color decompositions:

\[
C_{ij}^{abc} = f^{abc} \kappa_{ij} \tag{3.17}
\]

\[
C_{ijkm}^{abcd} = (ff)^{abcd} \kappa_{ijkm}^{(1)} + d_4^{abcd} \kappa_{ijkm}^{(2)} + d_{4ff}^{abcd} \kappa_{ijkm}^{(3)} \tag{3.18}
\]

\[
C_{ijklm}^{abced} = (fff)^{abced} \kappa_{ijklm}^{(1)} + d_{4ff}^{abced} \kappa_{ijklm}^{(2)} \tag{3.19}
\]

where the different color structures are defined as
Table 2. The table summarizes the loop orders for which the mixing of $O_{EOM}^{(N),1}$ into $O_{EOM}^{(N),k}$ is required, given a certain loop order of $\Gamma_{gg}^{N}$. 

| $L$ | $O_{EOM}^{(N),1}$ | $O_{EOM}^{(N),2}$ | $O_{EOM}^{(N),3}$ | $O_{EOM}^{(N),4}$ |
|-----|-----------------|-----------------|-----------------|-----------------|
| 1   | 1               | 0               | 0               | 0               |
| 2   | 2               | 1               | 0               | 0               |
| 3   | 3               | 2               | 1               | 0               |
| 4   | 4               | 3               | 2               | 1               |

\[
(f f)^{abcd} = f^{abc} f^{cde}, \quad d_{1ff}^{abcd} = d_{1ff}^{abem} f^{mde}, \quad (f f f)^{abcdef} = f^{abmn} f^{mcen} f^{nde}, \quad d_{4ff}^{abcd} = d_{4ff}^{abmn} f^{mcen} f^{nde}, \quad (3.20)
\]

and the symmetrised trace is defined by

\[
d_{4}^{abcd} = \frac{1}{4!} \text{Tr}(T_{A}^{a} T_{A}^{b} T_{A}^{c} T_{A}^{d}) + \text{symmetric permutations}, \quad (3.21)
\]

where $(T_{A})^{b} = i f^{abc}$. Going beyond four loops would not only require further operators, i.e. $O_{EOM}^{(N),k>4}$, but also further color structures in the definitions of $C_{ijk}$ and $C_{ijkl}$. In fact to arbitrary loop-order, there are arbitrarily many independent color structures contributing to $C_{ijk}$ and $C_{ijkl}$. If one was to work in a fixed gauge group this task would be far simpler. For instance in SU($N_{c}$) we know that the complete basis at 4 and 5 points is expressible in terms of single and double traces of permutations of the generators in the fundamental representation. The penalty for working in an arbitrary gauge group thus becomes increasingly higher at higher loops, but is still mild at the four-loop level.

Let us now come to the definition of the sums appearing in eqs. (3.13)-(3.16). These are defined such that we sum over all non-negative integer values of the indices $i, j, k, l$, appearing in the sum which satisfy the respective constraint, e.g. $i + j + k = N - 4$. While this sum notation leads to reasonably compact definitions of the EOM operators, it does also lead to overcounting. For instance in the order $g$ term we sum over all indices $i + j = N - 3$, but since the associated color tensor, $f^{abc}$, is asymmetric under exchange of $b$ and $c$ the operators appearing in the sum for $j > i$ are related to those with $j < i$. To compensate this over-counting of independent operators we impose relations on the $\kappa$-coefficients. In general there exists a lot of freedom in how to choose these relations. A particularly convenient choice of constraints is obtained by demanding the $\kappa$-coefficients to satisfy the same relations as their respective color factors. That this works can be understood as follows. If we were to use up all the color identities, we would clearly land in an independent basis of operators. By imposing the same identities on the $\kappa$-coefficients, we effectively ensure that solving these identities would lead to the right degrees of freedom - that is the right number of independent $\kappa$-coefficients. This choice is in spirit not dissimilar to the BCJ-choice of numerators [59] for Feynman diagrams where the numerators of Feynman diagrams are chosen such that they satisfy the same constraints as the corresponding color
factors. Here however the motivation is solely to make manipulations with these operators more manageable.

These considerations then finally lead us to impose the following relations on the $\kappa$-coefficients:

\[
\begin{align*}
\kappa_{ij} + \kappa_{ji} &= 0, \quad \text{(antisymmetry of } f) \quad (3.22) \\
\kappa_{ijk}^{(1)} + \kappa_{ikj}^{(1)} &= 0, \quad \text{(antisymmetry of } f) \quad (3.23) \\
\kappa_{ijkl}^{(1)} + \kappa_{ikjl}^{(1)} &= 0, \quad \text{(antisymmetry of } f) \quad (3.24) \\
\kappa_{ijkl}^{(1)} + \kappa_{iklj}^{(1)} + \kappa_{ijlk}^{(1)} &= 0, \quad \text{(Jacobi)} \quad (3.25) \\
\kappa_{ijkl}^{(1)} + \kappa_{iklj}^{(1)} + \kappa_{ikjl}^{(1)} &= 0, \quad \text{(Jacobi)} \quad (3.26) \\
\kappa_{ijkl}^{(1)} + \kappa_{ikjl}^{(1)} + \kappa_{ijkl}^{(1)} &= 0, \quad \text{(double Jacobi)} \quad (3.27) \\
\kappa_{ijk}^{(2)} &= \kappa_{ikj}^{(2)} = \kappa_{kji}^{(2)} = \kappa_{jki}^{(2)} = \kappa_{kij}^{(2)}, \quad \text{(symmetry of } d_4) \quad (3.28) \\
\kappa_{ij}^{(3)} &= \kappa_{ij}^{(3)}, \quad \text{(antisymmetry of } f) \quad (3.29) \\
\kappa_{ijkl}^{(3)} + \kappa_{ijlk}^{(3)} + \kappa_{ikjl}^{(3)} &= 0, \quad \text{(generalised Jacobi)} \quad (3.30) \\
\kappa_{ijkl}^{(2)} + \kappa_{ijlk}^{(2)} + \kappa_{ikjl}^{(2)} &= 0, \quad \text{(antisymmetry of } f) \quad (3.31) \\
\kappa_{ijkl}^{(2)} &= \kappa_{ijlk}^{(2)}, \quad \text{(symmetry of } d_4) \quad (3.32)
\end{align*}
\]

An independent set of operators is then found for any given $N$ by solving these relations. Fixing $N$ this is in principle a straightforward exercise, but is somewhat difficult to do keeping $N$ general.

We now give the color identities which lead to eqs. (3.22)-(3.32). The Jacobi relation is as usual,

\[
(ff)^{abcd} + (ff)^{acdb} + (ff)^{adbc} = 0.
\]  

(3.33)

By the double Jacobi relation we refer to the identity

\[
(ff)^{abcd} + (ff)^{acdb} + (ff)^{adbc} + (ff)^{adcb} = 0,
\]  

(3.34)

which itself can be derived by repeated use of the Jacobi relation. Another consequence of the Jacobi relation is what is sometimes referred to as a generalised Jacobi relation [60]:

\[
d_4^{abcd} + d_4^{bcda} + d_4^{cadb} + d_4^{dacb} = 0.
\]  

(3.35)

This identity does not lead to any relations among the coefficients $\kappa_{ijkl}^{(2)}$, since we fix the position of the index $a$, which contracts the EOM, to be in the $d_4$. The relation would connect it to operators where the $a$ would be attached to the corresponding $f$. However contracting this relation with $f^{deg}$ leads to

\[
C_A d_4^{abcd} + d_4^{abcd} + d_4^{bcda} + d_4^{dacb} = 0.
\]  

(3.36)

Combining this equation with its permutations, and using the symmetry properties,

\[
d_4^{abcd} = d_4^{abdc} = d_4^{bacd} = d_4^{badc},
\]  

(3.37)
which follow directly from the definition in eq. (3.20), one can further derive the less obvious relation
\[ d_{4ff}^{abcd} = d_{4ff}^{cdab} . \] (3.38)

Combining eqs. (3.36)-(3.38) we then derive
\[ C_A d_{4f}^{abcd} + d_{4ff}^{abcd} + d_{4ff}^{cdab} + d_{4ff}^{dbac} = 0 . \] (3.39)

This relation implies that operators with color structures \( d_4 \) and \( d_{4ff} \) are linearly dependent. To avoid this undesirable feature we introduced the modified color factor \( d_{4ff}^{\tilde{c}} \) which satisfies
\[ d_{4ff}^{abcd} + d_{4ff}^{cdab} + d_{4ff}^{dbac} = 0 , \] (3.40)
and is therefore independent of \( d_{4ff}^{\tilde{c}} \). Having discussed an explicit basis of the EOM operators and their color structures we can now consider the generalised gauge invariance discussed in section 3.2. To 4-loop order the \( \Delta \)-dependent part of the transformation reads
\[ \delta_{\Delta}^\Delta A_{\mu}^\alpha = - \Delta \mu \left[ \eta \left( \partial^{N-1} \omega^a \right) + g \sum_{i_1 i_2 i_3 = N-3} \tilde{C}_{i_1 i_2 i_3}^{a_1 a_2} \left( \partial^{i_1} A^{a_1} \right) \left( \partial^{i_2+1} \omega^{a_2} \right) \right. \]
\[ + g^2 \sum_{i_1 i_2 i_3 = N-4} \tilde{C}_{i_1 i_2 i_3}^{a_1 a_2 a_3} \left( \partial^{i_1} A^{a_1} \right) \left( \partial^{i_2} A^{a_2} \right) \left( \partial^{i_3+1} \omega^{a_3} \right) \]
\[ + g^3 \sum_{i_1 i_2 i_3 i_4 = N-5} \tilde{C}_{i_1 i_2 i_3 i_4}^{a_1 a_2 a_3 a_4} \left( \partial^{i_1} A^{a_1} \right) \left( \partial^{i_2} A^{a_2} \right) \left( \partial^{i_3} A^{a_3} \right) \left( \partial^{i_4+1} \omega^{a_4} \right) + O(g^4) \] \] (3.41)

where \( \tilde{C}_{i_1 i_2 i_3}^{a_1 a_2 a_3} \) involve the same colour structures which appear in eqs. (3.13)-(3.16)
\[ \tilde{C}_{i_1 i_2 i_3}^{a_1 a_2 a_3} = \eta_{i_1 i_2}^{(1)} f_{a_1 a_2 a_3} \] (3.42)
\[ \tilde{C}_{i_1 i_2 i_3}^{a_1 a_2 a_3} = \eta_{i_1 i_2}^{(1)} (ff)^{a_1 a_2 a_3} + \eta_{i_1 i_2}^{(2)} d_{a_1 a_2 a_3} + \eta_{i_1 i_2}^{(3)} d_{a_1 a_2 a_3}^{\mu} + \eta_{i_1 i_2}^{(4)} d_{a_1 a_2 a_3}^{\mu} \] (3.43)
\[ \tilde{C}_{i_1 i_2 i_3 i_4}^{a_1 a_2 a_3 a_4} = \eta_{i_1 i_2 i_3 i_4}^{(1)} (ff)^{a_1 a_2 a_3 a_4} + \eta_{i_1 i_2 i_3 i_4}^{(2)} d_{a_1 a_2 a_3 a_4} + \eta_{i_1 i_2 i_3 i_4}^{(3)} d_{a_1 a_2 a_3 a_4} + \eta_{i_1 i_2 i_3 i_4}^{(4)} d_{a_1 a_2 a_3 a_4} \] (3.44)

The coefficients \( \eta_{i_1 i_2}^{(k)} \) are then fixed in terms of the coefficients \( \kappa_{i_1 i_2}^{(k)} \) of eqs. (3.13)-(3.16) by means of eq. (3.10) and eq. (3.11). We obtain the following relations
\[ \eta_{i_1 i_2}^{(1)} = 2 \kappa_{i_1}^{(1)} \left( i_1 + i_2 + 1 \right) \] (3.45)
\[ \eta_{i_1 i_2 i_3}^{(1)} = 2 \kappa_{i_1}^{(1)} \left( i_1 + i_2 + i_3 + 1 \right) \] (3.46)
\[ \eta_{i_1 i_2 i_3 i_4}^{(1)} = 2 \kappa_{i_1}^{(1)} \left( i_1 + i_2 + i_3 + i_4 + 1 \right) \] (3.47)
\[ \eta_{i_1 i_2 i_3}^{(2)} = 3 \kappa_{i_1}^{(2)} \] (3.48)
\[ \eta_{i_1 i_2 i_3}^{(3)} = 2 \kappa_{i_1}^{(3)} \] (3.49)
\[ \eta_{i_1 i_2 i_3 i_4}^{(1)} = 2 \left[ \kappa_{i_1}^{(1)} + \kappa_{i_2}^{(1)} \right] \left( i_3 + i_4 + 1 \right) \] (3.50)
\[
\begin{align*}
& \quad + 2 \left[ \kappa^{(1)}_{1123} + \kappa^{(1)}_{1412} + \kappa^{(1)}_{4112} + \kappa^{(1)}_{4131} \right], \\
& \eta^{(2a)}_{1123} = 3 \kappa^{(2)}_{1123} \left( i_3 + i_4 + 1 \right) + 2 \kappa^{(2)}_{1123}, \\
& \eta^{(2b)}_{1123} = 2 \kappa^{(2)}_{11123},
\end{align*}
\]

(3.49) \hspace{2cm} (3.50) \hspace{2cm} (3.51)

The use and power of these relations will become clear in the next section, where we discuss how the generalised gauge symmetry is promoted to a generalised BRST symmetry.

4 Ghost operators and generalised BRST symmetry

4.1 Generalised BRST symmetry

The main virtue of the generalised gauge transformation, \( \delta_\omega + \delta_\Delta \), which we established in section 3.2, is that we can promote it to a generalised BRST (gBRST) transformation:

\[
\delta'_{\text{BRST}}(\bullet) \equiv \theta s'(\bullet), \quad s' = s + s_\Delta.
\]

(4.1)

Here \( s \) is the action of the usual BRST transformation and \( s_\Delta \) is the new \( \Delta \)-dependent part. To define the action of this symmetry on the fields we follow \[15, 42\]. The only non-vanishing action is the variation of the gauge field. It is constructed simply by replacing the gauge parameter \( \omega(x)^a \) in eq. (3.41) with the ghost field \( c(x)^a \). We thus obtain

\[
s_\Delta b^a = 0, \quad s_\Delta c^a = 0, \quad s_\Delta c^c = 0,
\]

(4.2)

and

\[
s_\Delta A_\mu^a = -\Delta_\mu \sum_{k=0}^{\infty} g^{k-1} \sum_{i_1 + \ldots + i_k = N-k+1} \tilde{C}_{i_1 \ldots i_4} \left( \partial^{i_1} A^{a_1} \right) \ldots \left( \partial^{i_{k-1}} A^{a_{k-1}} \right) \left( \partial^{i_k+1} c^{a_k} \right).
\]

(4.3)

Furthermore eq. (3.9) can be promoted to an identity for the corresponding BRST variations:

\[
s_\Delta A_\mu^a(x) + s G_\mu^a - g f^{abc} G_\mu^b c^c = 0,
\]

(4.4)

This relation is very useful. For instance it allows us to show that \( s' \) is nilpotent. In the following we prove this up to terms of order \( \Delta^2 \), which is all we require for the renormalisation of Green’s functions with single insertions of twist-2 operators. First we note that

\[
s'^2 = s^2 + ss_\Delta + s_\Delta s + O(\Delta^2) = O(\Delta^2).
\]

(4.5)

Given \( s^2 = 0 \) we therefore require

\[
ss_\Delta + s_\Delta s = 0.
\]

(4.6)

To prove this identity it is sufficient to show that it holds for the gauge field. We start with

\[
ss_\Delta A_\mu^a = -s(s G_\mu^a - g f^{abc} G_\mu^b c^c) = g f^{abc} s(s G_\mu^b c^c)
\]
\[
\begin{align*}
&= g f^{abc} s\mu \nu \gamma \delta \\
&= g f^{abc} s\mu \nu \gamma \delta - g^2 f^{abc} f^{\alpha \beta \gamma} s\mu \nu \delta
\end{align*}
\]

where we used eq. (4.4) and nilpotence of \( s \) in the first line and the Jacobi identity and index relabeling to get to the last line. Next we now consider

\[
s\Delta s A^a_\mu = (D^a_\mu) c = g f^{abc} s\Delta A^b_\mu \gamma
\]

\[
= -g f^{abc} s\mu \nu \gamma + g^2 f^{abc} f^{\alpha \beta \gamma} s\mu \nu \delta
\]

This proves eq. (4.5). The nilpotence is thus a direct consequence of the generalised gauge invariance.

Let us now come to the general form of the gauge-fixing+ghost Lagrangian required to renormalise arbitrary Green’s functions with single insertions of \( \mathcal{O}_1^{(N)} \). We propose that it can be represented as follows:

\[
\mathcal{L}^\prime_{GF+G} = s\prime \mathcal{O}_{\text{ancestor}}
\]

where the ancestor is the same one which appears in the usual gauge-fixing and ghost term required for the Yang-Mills Lagrangian; that is the one we defined in eq. (2.12). Expanding out \( s\prime \) we thus obtain

\[
\mathcal{L}^\prime_{GF+G} = \mathcal{L}_{GF+G} + \mathcal{O}^{(N)}_G
\]

with

\[
\mathcal{O}^{(N)}_G = s\Delta \mathcal{O}_{\text{ancestor}} = -\epsilon^{\alpha \mu} \partial^\alpha \Delta A^a_\mu
\]

We can then rewrite the complete Lagrangian, introduced in eq. (2.21), as

\[
\mathcal{L} = \mathcal{L}_{\text{EGI}} + \mathcal{L}^\prime_{GF+G},
\]

with

\[
\mathcal{L}_{\text{EGI}} = \mathcal{L}_{\text{YM}} + \mathcal{O}_1^{(N)} + \mathcal{O}_{\text{EOM}}^{(N)}.
\]

In this formulation the Lagrangian is then manifestly invariant under the generalised BRST transformation \( \delta_{\text{BRST}}^\prime \). For \( \mathcal{L}_{\text{EGI}} \) this follows immediately from its invariance under generalised gauge transformations. And given the nilpotence of \( s\prime \) it also follows that \( \mathcal{L}^\prime_{GF+G} \) is invariant under the symmetry, as it lies in the image of \( s\prime \). Instead \( \mathcal{L}_{\text{EGI}} \) lies in the kernel of \( s\prime \). The cohomology of the generalised BRST transformation, defined as the kernel modulo the image of \( s\prime \), is thus unaffected of the details of the gauge fixing function - an important feature which underlies also the usual BRST symmetry.

### 4.2 Compatibility with the Theorems of Joglekar and Lee

Let us now come to an important issue concerning the mixing between gauge invariant and gauge variant operators. For physics to be independent of the gauge variant operators the renormalisation matrix \( Z_{ij}^{(N)} \) should be block triangular. This theorem was proven by
Joglekar and Lee [42] and states, essentially, that the block triangular structure is present as long as the unphysical operators belong to two different operator classes:

- **Class I operators:**
  \[
  O_I = \frac{\delta S}{\delta A_\mu} \frac{\delta F[A, c, \bar{c}]}{\delta (\partial^\mu \bar{c} a)} + sF[A, c, \bar{c}]
  \]  
  \hspace{1cm} (4.14)

- **Class II operators:**
  \[
  O_{II} = \frac{\delta S}{\delta c^a} X^a[A, c, \bar{c}]
  \]  
  \hspace{1cm} (4.15)

where \(X^a\) and \(F^a\) are local (polynomial) functionals of the fields. For our construction this would then imply that \(Z_{i1}^{(N)} = 0\). However it is not obvious that the ghost and EOM operators presented here fall into these classes. We will now show that they do. Using eq. (4.4) we can write eq. (4.11) as follows:

\[
O_G^{(N)} = \tau^a \partial^\mu sG_\mu^a - gf^{abc} \partial^\mu sG_\mu^b c^c.
\]  
\hspace{1cm} (4.16)

Using now that \(s(\bar{c}^a \partial^b sG_\mu^a) = \partial_\nu b^\nu G^b_{\mu a} + \partial_\nu c^\nu sG_\mu^a\) and the EOM of the \(b^a\)-field, eq. (4.16) becomes

\[
O_G^{(N)} = -s(\bar{c}^a \partial^b sG_\mu^a) + \frac{1}{\xi} (\partial \partial_\nu A^b_{\nu a}) + gf^{abc} (\partial^\mu (\partial^\nu A^c_{\nu a})) G^b.
\]  
\hspace{1cm} (4.17)

Combining this expression with eq. (3.3) and eq. (2.8) we thus obtain

\[
O_G^{(N)} + O_{EOM}^{(N)} = s(\bar{c}^a \partial^b sG_\mu^a) + \frac{\delta S}{\delta A_\mu} G^a.
\]  
\hspace{1cm} (4.18)

It is thus apparent that our expressions for the ghost and EOM operators are just Class I operators, and therefore comply with the theorems of Joglekar and Lee, if we identify \(F = \partial \bar{c}^a G^a\) in eq. (4.14). In our case the class II operators can not actually contribute due to the leading twist nature. This follows as the ghost EOM \(\delta S_s / \delta c^a\) is already twist 3. For a similar reason \(G^a\) can also not depend on ghost and anti-ghost fields at twist two.

The structure of the renormalisation matrix \(Z_{i,j}^{(N)}\) is therefore, by the theorem of Joglekar and Lee, expected to be of the form

\[
Z^{(N)} = \begin{pmatrix}
Z_{11}^{(N)} & Z_{12}^{(N)} & \cdots & Z_{1n}^{(N)} \\
0 & Z_{22}^{(N)} & \cdots & Z_{2n}^{(N)} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & Z_{nn}^{(N)}
\end{pmatrix}
\]  
\hspace{1cm} (4.19)

So while \(O_1^{(N)}\) may mix into the unphysical operators \(O_{i>1}^{(N)}\), the unphysical operators can only mix among themselves. For calculations of physical quantities, such as S-matrix elements, it is thus fully sufficient to know \(Z_{11}^{(N)}\). We require \(Z_{i>1}^{(N)}\) only when renormalising Green’s functions with insertions of \(O_1^{(N)}\). Instead the \(Z_{i>1,j>1}^{(N)}\) are only required for calculations of Green’s functions with insertions of the unphysical operators.

\[\textbf{Note that this is slightly different from the classification into EOM and BRST-exact operators which is often stated and which can be found for instance in [39].}\]
4.3 Ghost operators up to four loops

We will now work out the structure of the ghost operator, given in eq. (4.11) through four-loop order. This requires the BRST variation of the gauge field up to 4 loops, which is given by

\[
s_\Delta A_\mu = -\Delta_\mu \left[ \eta \left( \partial^{N-1} c^\alpha \right) + g \sum_{i_1+i_2=N-3}^{i_1+i_2+i_3} \tilde{C}_{i_1i_2i_3}^{\alpha_1\alpha_2} \left( \partial^{i_1} A^{\alpha_1} \right) \left( \partial^{i_2+1} c^{\alpha_2} \right) \\
+ g^2 \sum_{i_1+i_2+i_3=N-4}^{i_1+i_2+i_3+i_4} \tilde{C}_{i_1i_2i_3i_4}^{\alpha_1\alpha_2\alpha_3} \left( \partial^{i_1} A^{\alpha_1} \right) \left( \partial^{i_2} A^{\alpha_2} \right) \left( \partial^{i_3+1} c^{\alpha_3} \right) \\
+ g^3 \sum_{i_1+i_2+i_3+i_4=N-5}^{i_1+i_2+i_3+i_4} \tilde{C}_{i_1i_2i_3i_4}^{\alpha_1\alpha_2\alpha_3\alpha_4} \left( \partial^{i_1} A^{\alpha_1} \right) \left( \partial^{i_2} A^{\alpha_2} \right) \left( \partial^{i_3} A^{\alpha_3} \right) \left( \partial^{i_4+1} c^{\alpha_4} \right) \right] + O(g^4),
\]

(4.20)

with the coefficients \(\tilde{C}_{i_1i_2i_3}^{\alpha_1\alpha_2}\) defined in eqs. (3.42)-(3.44) in terms of a range of \(\eta\)-coefficients, which in turn are related to the \(\kappa\)-coefficients, defined in eqs. (3.45)-(3.51) and which are attributed to the EOM operators. The ghost operator for arbitrary \(N\) as required for calculations up to the four loop level is thus determined to be

\[
O^{(N)}_G = \sum_k O^{(N),k}_G,
\]

(4.21)

with

\[
O^{(N),1}_G = -\eta \left( \partial^{N-1} c^\alpha \right),
\]

(4.22)
\[
O^{(N),2}_G = -g \sum_{i_1+i_2=N-3}^{i_1+i_2+i_3} \tilde{C}_{i_1i_2i_3}^{\alpha_1\alpha_2} \left( \partial^{i_1} A^{\alpha_1} \right) \left( \partial^{i_2+1} c^{\alpha_2} \right),
\]

(4.23)
\[
O^{(N),3}_G = -g^2 \sum_{i_1+i_2+i_3=N-4}^{i_1+i_2+i_3+i_4} \tilde{C}_{i_1i_2i_3i_4}^{\alpha_1\alpha_2\alpha_3} \left( \partial^{i_1} A^{\alpha_1} \right) \left( \partial^{i_2} A^{\alpha_2} \right) \left( \partial^{i_3+1} c^{\alpha_3} \right),
\]

(4.24)
\[
O^{(N),4}_G = -g^3 \sum_{i_1+i_2+i_3+i_4=N-5}^{i_1+i_2+i_3+i_4} \tilde{C}_{i_1i_2i_3i_4}^{\alpha_1\alpha_2\alpha_3\alpha_4} \left( \partial^{i_1} A^{\alpha_1} \right) \left( \partial^{i_2} A^{\alpha_2} \right) \left( \partial^{i_3} A^{\alpha_3} \right) \left( \partial^{i_4+1} c^{\alpha_4} \right).
\]

(4.25)

The ghost operator is therefore completely determined by the generalised BRST symmetry, or, equivalently, by the generalised gauge invariance and the particular form of the gauge-fixing term. Since the couplings appearing in eq. (4.21) are determined as linear combinations of an independent set of the \(\kappa\)-couplings of the EOM operators we can effectively combine the independent parts of the ghost operator with those of the different EOM operators, collecting terms together which share common \(\kappa\)-coupling coefficients, into what Joglekar and Lee called Class I operators.

One welcome result is thus that the generalised BRST symmetry vastly reduces the independent set of operators one needs to consider. This was of course already observed in [37] and [13] although it was accounted for in slightly different ways. In [37] the relations among the couplings were derived by enforcing the Lie algebra structure on the generalised
gauge invariance. Instead in [13] they followed from the generalised BRST invariance of the complete Lagrangian. We like to stress here that in both these references the basis was only considered to two-loop level, and that no connection to EOM operators and BRST exact operators was made. The explicit form of the gauge variant operators and their connection to the ghost operators was thus rather non-trivial and somewhat mysterious. We hope that our presentation finally sheds some light into this long-standing puzzle.

Another advantage of the formalism is that in order to compute the full anomalous dimension mixing matrix we only need to consider the mixing of $O^{(N)}_1$ into ghost operators, which depending on the method of computation may also require the mixing of the ghost operators among themselves. This is of course much easier to compute then the mixing of $O^{(N)}_1$ into the EOM operators, whose renormalisation would naively require the computation of multi-gluon correlators. Instead the anomalous dimensions of ghost operators can be extracted from multi-gluon correlators with a ghost anti-ghost pair; which yields a welcome reduction of complexity. This point will be discussed in more detail in section 7 with reference to specific examples.

4.4 Generalised anti-BRST symmetry

In the following we will discuss a rather remarkable fact: there exists a second formulation of the generalised gauge-fixing and ghost lagrangian $L'_{GF+G}$ introduced in eq. (4.10). Rather than writing it as a gBRST-exact operator we can write it as an anti-gBRST exact operator with the anti-ancestor operator defined in eq. (2.17):

$$L'_{GF+G} = \bar{s}' \bar{\Omega}_{\text{ancestor}} = L_{GF+G} + O^{(N)}_G.$$  

where $\bar{s}' = \bar{s} + \bar{s}_\Delta$ and the anti-gBRST transformation is defined as a generalised gauge transformation with $\omega(x) \rightarrow \bar{c}(x)$, that is

$$\bar{s}_\Delta \epsilon^a = 0, \quad \bar{s}_\Delta \epsilon^a = 0, \quad \bar{s}_\Delta \bar{b} = 0,$$

$$\bar{s}_\Delta A^a_\mu = -\Delta_\mu \left[ \eta \left( \partial^{N-1} c^a \right) + g \sum_{i_1 + i_2 = N-3} \bar{C}^{\alpha_1 \alpha_2}_{\ i_1 \ i_2 \ i_3} \left( \partial^{i_1} A^a_1 \right) \left( \partial^{i_2+1} c^{a_2} \right) \right.$$

$$\left. + g^2 \sum_{N-4} \bar{C}^{\alpha_3 \alpha_4}_{\ i_1 \ i_2 \ i_3 \ i_4} \left( \partial^{i_1} A^{a_1} \right) \left( \partial^{i_2} A^{a_2} \right) \left( \partial^{i_3+1} c^{a_3} \right) \right)$$

$$\left. + g^3 \sum_{N-5} \bar{C}^{\alpha_4}_{\ i_1 \ i_2 \ i_3 \ i_4} \left( \partial^{i_1} A^{a_1} \right) \left( \partial^{i_2} A^{a_2} \right) \left( \partial^{i_3} A^{a_3} \right) \left( \partial^{i_4+1} c^{a_4} \right) + O(g^4) \right],$$

The fact that it is possible to define an anti-gBRST transformation and use it to construct the ghost operator may not be too surprising given that this was also possible for the usual renormalisable gauge-fixing+ghost Lagrangian. What is more surprising is that the ghost operator generated by the anti-gBRST exact operator,

$$O^{(N)}_G = -c^a \partial^\mu \bar{s}_\Delta A^a_\mu,$$  

(4.28)
\begin{align*}
&= (\partial \Theta^a) \left[ \eta \left( \partial^{N-1} \bar{\Theta}^a \right) + g \sum_{i_1+i_2 = N-3} \widetilde{C}^{a_1 a_2}_{i_1 i_2} \left( \partial^{i_1} A^{a_1} \right) \left( \partial^{i_2+1} \bar{\Theta}^a \right) \\
&+ g^2 \sum_{i_1+i_2+i_3 = N-4} \widetilde{C}^{a_1 a_2 a_3}_{i_1 i_2 i_3} \left( \partial^{i_1} A^{a_1} \right) \left( \partial^{i_2} A^{a_2} \right) \left( \partial^{i_3+1} \bar{\Theta}^a \right) \\
&+ g^3 \sum_{i_1+i_2+i_3+i_4 = N-5} \widetilde{C}^{a_1 a_2 a_3 a_4}_{i_1 i_2 i_3 i_4} \left( \partial^{i_1} A^{a_1} \right) \left( \partial^{i_2} A^{a_2} \right) \left( \partial^{i_3} A^{a_3} \right) \left( \partial^{i_4+1} \bar{\Theta}^a \right) + O(g^4) \right],
\end{align*}

is at first sight not equivalent to its gBRST generated cousin. Equating the two with each other,

\[ c^a \partial^\mu \bar{\Theta} \Delta A^a_\mu = \bar{\Theta}^a \partial^\mu s_\Delta A^a_\mu, \]  

(4.29)

therefore generates non-trivial identities among the various \( \eta \)-coefficients. Identifying the RHS of eqs. (4.21) and (4.28) we then find, after using integration by parts and the product rule, the following relation:

\[ 0 = \sum_{i_1+\ldots+i_n = N-n-1} \left( \partial \bar{\Theta}^a \right) \left( \partial^{i_1} A^{a_1} \right) \ldots \left( \partial^{i_{n-1}} A^{a_{n-1}} \right) \left( \partial^{i_n+1} \Theta^a \right) \left( \widetilde{C}^{a_1 a_2 a_3 \ldots a_n}_{i_1 i_2 \ldots i_n} \right) \right) \times (-1)^{s_1+\ldots+s_{n-1}+i_n} \frac{(s_1+\ldots+s_{n-1}+i_n)!}{s_1!s_2!\ldots s_{n-1}!i_n!} \}

(4.30)

Let us remark that the summand does not necessarily vanish independently here. It does only as long as the field contents and its derivatives are independent in each term in the sum. One therefore has to be careful when applying this identity. Using the definitions in eqs. (3.42)-(3.44) we then derive the following set of constraints on the couplings of the ghost operators:

\[ \eta_{i_1 i_2}^{(1)} = - \sum_{s_1=0}^{i_1} (-1)^{s_1+i_2} \frac{(s_1+i_2)!}{s_1!} \eta_{(i_1-s_1)(i_2+s_1)}, \]  

(4.31)

\[ \eta_{i_1 i_2 i_3}^{(1)} = \sum_{s_1=0}^{i_1} \sum_{s_2=0}^{i_2} \frac{(s_1+s_2+i_3)!}{s_1!s_2!i_3!} (-1)^{s_1+s_2+i_3} \eta_{(i_2-s_2)(i_1-s_1)(i_3+s_1+s_2)}, \]  

(4.32)

\[ \eta_{i_1 i_2 i_3}^{(2)} = \sum_{s_1=0}^{i_1} \sum_{s_2=0}^{i_2} \frac{(s_1+s_2+i_3)!}{s_1!s_2!i_3!} (-1)^{s_1+s_2+i_3} \eta_{(i_1-s_1)(i_2-s_2)(i_3+s_1+s_2)}, \]  

(4.33)

\[ \eta_{i_1 i_2 i_3}^{(3)} = \sum_{s_1=0}^{i_1} \sum_{s_2=0}^{i_2} \frac{(s_1+s_2+i_3)!}{s_1!s_2!i_3!} (-1)^{s_1+s_2+i_3} \eta_{(i_2-s_2)(i_1-s_1)(i_3+s_1+s_2)}, \]  

(4.34)

\[ \eta_{i_1 i_2 i_3 i_4}^{(1)} = - \sum_{s_1=0}^{i_1} \sum_{s_2=0}^{i_2} \sum_{s_3=0}^{i_3} \frac{(s_1+s_2+s_3+i_4)!}{s_1!s_2!s_3!i_4!} \times (-1)^{s_1+s_2+s_3+i_4} \eta_{(i_3-s_3)(i_2-s_2)(i_1-s_1)(i_4+s_1+s_2+s_3)}, \]  

(4.35)
\[ \eta_{i_1 i_2 i_3 i_4}^{(2a)} = -\sum_{s_1=0}^{i_1} \sum_{s_2=0}^{i_2} \sum_{s_3=0}^{i_3} \frac{(s_1 + s_2 + s_3 + i_4)!}{s_1! s_2! s_3! i_4!} \times (-1)^{s_1 + s_2 + s_3 + i_4} \eta_{(i_1-s_1)(i_2-s_2)(i_3-s_3)(i_4+s_1+s_2+s_3)}^{(2a)}, \]
\[ \eta_{i_1 i_2 i_3 i_4}^{(2b)} = \eta_{i_1 i_2 i_3 i_4}^{(2a)} - \sum_{s_1=0}^{i_1} \sum_{s_2=0}^{i_2} \sum_{s_3=0}^{i_3} \frac{(s_1 + s_2 + s_3 + i_4)!}{s_1! s_2! s_3! i_4!} \times (-1)^{s_1 + s_2 + s_3 + i_4} \eta_{(i_1-s_1)(i_2-s_2)(i_3-s_3)(i_4+s_1+s_2+s_3)}^{(2b)}. \]

To the best of our knowledge the existence of these kind of identities was not known by the authors of the previous works [13, 37]. But we can use their one-loop all-\(N\) results for \(\eta_{ij}^{(1)}\), which in their work was named \(\eta_i\) to check eq. (4.31) at this order. Their one-loop result in our notation is given by

\[ e\eta_{ij}^{(1)} = \frac{1}{2N(N-1)} \left[ (-1)^i - 3 \binom{N-2}{i} - \binom{N-2}{i+1} \right]. \]

Substituting this result into eq. (4.31) we then find:

\[ \eta_{ij}^{(1),1} + \sum_{s=0}^{i} (-1)^{s+j} \binom{s+j}{s} \eta_{(i-s)(j+s)}^{(1),1} = \frac{3}{2e} \frac{(-1)^N}{N(N-1)} \binom{N-2}{i+1}. \]

The right hand side thus indeed vanishes for all positive even values of \(N\), as required.

We initially found these identities after inspecting the results of explicit calculations. We could explain the extra relations by imposing a ghost-antighost exchange symmetry; whose origin we then finally derived as a consequence of the anti-gBRST symmetry. Since the \(\eta\)-coefficients can be written in terms of the \(\kappa\)-coefficients it then follows that the set of \(\kappa\)-coefficients associated to the different EOM operators is not actually independent. That is there are nontrivial relations among the EOM-operators. To solve these relations in closed form is in general difficult but it is not too hard to solve them for fixed \(N\) on a case-by-case basis. We will give examples and demonstrate the use of these relations in section 5 where we construct minimal bases of operators for the lowest values of \(N\), and study the size of the basis for higher \(N\).

### 5 Operator Bases Construction for fixed \(N\)

In this section we will construct explicit bases of the unphysical (EOM and ghost) operators which can mix with the gauge-invariant operator \(O_1^{(N)}\) for fixed \(N\), valid up to the four-loop level. The structure of the EOM operator \(O_{EOM}^{(N),k}\) up to four loops was discussed in section 3.3. As explained there, we only require \(k \leq 4\) for general \(N\) when working up to four loops. The corresponding EOM operators were presented in eqs. (3.13)- (3.16). Another constraint on \(k\) arises for fixed \(N\) since we only have a total budget of \(N-1\) \(\partial s\) and \(A s\) to spend in the \(G\)-function multiplying the EOM in eq. (3.4). Since \(O_{EOM}^{(k)}\) requires at least \(k\) \(A s\), this leads to \(k \leq N-1\).
Being determined by the gBRST symmetry explicit expressions for all ghost operators required up to four loops are given in eqs. (4.22)-(4.25). Their color decompositions are given in eqs. (3.42)-(3.44), with the Wilson coefficients being related to those of the EOM operators via eqs. (3.45)-(3.51). Finally, the generalised anti-BRST symmetry imposes further constraints given in eqs. (4.31)-(4.37), reducing unphysical operators to a yet smaller basis. Having all these definitions at our disposal we are now in a position to construct explicit and minimal bases. In the remaining part of this section we provide explicitly the bases that are relevant for the renormalisation of $\mathcal{O}_{1}^{(N)}$, with $N = 2, 4$ and $N = 6$, and we describe the space of independent operators for higher $N$.

5.1 $N = 2$ operators

The construction of a basis of unphysical operators mixing with $\mathcal{O}_{1}^{(2)}$, which has dimension 4, is straightforward. There is a single EOM operator, $\mathcal{O}_{\text{EOM}}^{(2),1}$, defined in eq. (3.13). The corresponding ghost operator, $\mathcal{O}_{G}^{(2),1}$, is given in eq. (4.22). They read

$$\mathcal{O}_{\text{EOM}}^{(2),1} = \eta (D.F)^{a} A^{a}, \quad \mathcal{O}_{G}^{(2),1} = -\eta \partial c^{a} \partial c^{a}. \quad (5.1)$$

We note that both operators feature the same coupling constant, $\eta$, which follows from the generalised BRST symmetry. In practice, this fact has important consequences for renormalisation, because it implies that the $\mathcal{O}_{\text{EOM}}^{(2)}$ and $\mathcal{O}_{G}^{(2)}$ mix with $\mathcal{O}_{1}^{(N)}$ with the same counterterm. In other words, we find only one unphysical operator mixing with the gauge invariant operator of $N = 2$. Following the vector notation introduced in sec. 2, the twist-2 operators of dimension 4 are written as $\vec{\mathcal{O}}^{(2)} = (\mathcal{O}_{1}^{(2)}, \mathcal{O}_{2}^{(2)})$ with

$$\mathcal{O}_{1}^{(2)} = \frac{1}{2} \text{Tr} [F_{\nu} F^{\nu}], \quad (5.2)$$

$$\mathcal{O}_{2}^{(2)} = (D.F)^{a} A^{a} + \bar{c}^{a} \partial^{2} c^{a}. \quad (5.3)$$

5.2 $N = 4$ operators

The mass dimension-6 operator $\mathcal{O}_{1}^{(4)}$ undergoes a less trivial mixing pattern. All EOM operators in $\mathcal{O}_{\text{EOM}}^{(4),k}$ with $k \leq 3$ are relevant and each sector generates associated ghost operators. As for the case $N = 2$, we can readily write down the EOM operator $\mathcal{O}_{\text{EOM}}^{(N),1}$ and its associated ghost operator

$$\mathcal{O}_{\text{EOM}}^{(4),1} = \eta (D.F)^{a} \partial^{2} A^{a}, \quad (5.4)$$

$$\mathcal{O}_{G}^{(4),1} = -\eta \partial c^{a} \partial^{2} c^{a}. \quad (5.5)$$

Next we consider $\mathcal{O}_{\text{EOM}}^{(4),2}$, eq. (3.14), which involves only one operator, due to the antisymmetry of the coefficients $\kappa_{ij}$, eq. (3.22). It reads

$$\mathcal{O}_{\text{EOM}}^{(4),2} = 2 g \kappa_{01} f^{a_{1}a_{2}} (D.F)^{a_{1}} A^{a_{2}} \partial A^{a_{2}}. \quad (5.6)$$

The ghost operator, $\mathcal{O}_{G}^{(4),2}$, is defined in eq. (4.23) in terms of the coefficients $\tilde{c}^{a_{1}a_{2}}$ of eq. (3.42) as

$$\mathcal{O}_{G}^{(4),2} = -g f^{a_{1}a_{2}} \partial c^{a} \left[ \eta_{01}^{(1)} A^{a_{1}} \partial A^{a_{2}} + \eta_{01}^{(1)} \partial A^{a_{1}} \partial c^{a_{2}} \right]. \quad (5.7)$$
The generalised BRST symmetry imposes that the coefficients \( \eta_1^{(1)} \) and \( \eta_2^{(1)} \) are related to the parameters in \( \mathcal{O}_{\text{EOM}}^{(4)} \) and \( \mathcal{O}_{\text{EOM}}^{(4)} \) respectively \( \eta \) and \( \kappa_{01} \). These relations are given in eq. (3.45) and lead to

\[
\mathcal{O}_{G}^{(4,2)} = -gf^{aa_1a_2} \left[ \eta \partial c^a \left( 2\partial A^{a_1} \partial c^{a_2} + A^{a_1} \partial^2 c^{a_2} \right) + 2\kappa_{01} \partial c^a \left( A^{a_1} \partial^2 c^{a_2} - \partial A^{a_1} \partial c^{a_2} \right) \right].
\]

(5.8)

The unphysical operators in eqs. (5.4), (5.5), (5.6) and (5.8) contribute to the renormalisation of \( \mathcal{O}_1^{(4)} \) starting from two loops \([13, 37]\). From three loops onwards, we must take into account also the EOM operator \( \mathcal{O}_{\text{EOM}}^{(4,3)} \), eq. (3.15), which reads

\[
\mathcal{O}_{\text{EOM}}^{(4,3)} = g^2 \kappa_{000} \delta P \delta A \partial c^a A^{a_1} A^{a_2} A^{a_3},
\]

(5.9)

where we applied eqs. (3.23), (3.25), (3.28), (3.29) and (3.30) to restrict the independent couplings to a single operator at mass dimension 6. Due to the fully symmetric nature of the colour structure \( \delta \delta \delta \delta \) of eq. (5.9), we find that two-point correlators with an insertion of \( \mathcal{O}_{\text{EOM}}^{(4,3)} \) vanish automatically at one and at two loops. This implies that \( \mathcal{O}_{\text{EOM}}^{(4,3)} \) enters the renormalisation of \( \mathcal{O}_1^{(N)} \) only at four loops. We derive the ghost operator \( \mathcal{O}_G^{(4,3)} \), eq. (4.24), by computing the coefficients (3.46)-(3.48), which enter \( \mathcal{O}_{\text{EOM}}^{(4,3)} \) in eq. (3.43). We get

\[
\mathcal{O}_G^{(4,3)} = -g^2 \partial c^a A^{a_1} A^{a_2} \partial c^{a_3} \left[ \eta_0 \eta_3 \delta P \delta A \partial c^a A^{a_1} A^{a_2} A^{a_3} \right] + 3\kappa_{000} \delta P \delta A \partial c^a A^{a_1} A^{a_2} A^{a_3},
\]

(5.10)

By taking into account only the relations deriving from the generalised BRST symmetry, we obtained a set of three unphysical operators, each of them corresponding to the terms in eqs. (5.4)-(5.6) and (5.8)-(5.10) that are proportional to the coefficients \( \eta \), \( \kappa_{01} \) and \( \kappa_{000} \), respectively. However, the generalised anti-BRST symmetry introduces an additional constraint on these coefficients and reduces the set of independent operators further. By specialising \( i_1, i_2 = 0, 1 \) in eq. (4.31) we find

\[
2\eta_1^{(1)} = \eta_1^{(1)} \iff 2\kappa_{01} = \eta.
\]

(5.11)

This identity is surprising, because it relates the couplings of different EOM operators, which are free a priori. Therefore the EOM and ghost Lagrangian feature only two independent parameters, e.g. \( \eta \) and \( \kappa_{000}^{(2)} \), which are chosen as coupling constants of two independent unphysical operators. In conclusion, we obtain a basis of operators with spin 4 (and dimension 6) \( \mathcal{O}^{(4)} = \left( \mathcal{O}_1^{(4)}, \mathcal{O}_2^{(4)}, \mathcal{O}_3^{(4)} \right) \) with

\[
\mathcal{O}_1^{(4)} = \frac{1}{2} \text{Tr} \left[ F \Gamma F \right],
\]

(5.12)

\[
\mathcal{O}_2^{(4)} = (D.F)^a \left( \partial^2 A^a + gf^{aa_1a_2} A^{a_1} \partial A^{a_2} \right) - \partial c^a \partial^2 c^a - gf^{aa_1a_2} \partial c^a \left[ 2A^{a_1} \partial^2 c^{a_2} + \partial A^{a_1} \partial c^{a_2} \right] \]

(5.13)

\[
\mathcal{O}_3^{(4)} = d^{aa_1a_2a_3} \left[ (D.F)^a A^{a_1} A^{a_2} A^{a_3} - 3 \partial c^a A^{a_1} A^{a_2} \partial c^{a_3} \right].
\]

(5.14)
5.3 \( N = 6 \) operators

The basis of operators at mass dimension 8, which includes the gauge invariant operator \( O_1^{(6)} \), is generated by the full set of operators \( O_{EOM}^{(6), k} \), with \( k \leq 4 \). For \( k = 1 \) we get immediately the EOM and ghost operators

\[
O_{EOM}^{(6),1} = \eta (D.F)^a \partial^4 A^a, \quad O_G^{(6),1} = - \eta \partial e^a \partial^5 e^a. \tag{5.15}
\]

The definition in eq. (3.14) and antisymmetry of the coefficients \( \kappa_{ij} \), eq. (3.22), imply that \( O_{EOM}^{(6),2} \) includes two independent terms

\[
O_{EOM}^{(6),2} = g f^{aa_1a_2} (D.F)^a \left[ 2 \kappa_{003} A^{a_1} \partial^4 A^{a_2} + 2 \kappa_{124} (\partial A^{a_1}) \partial^2 A^{a_2} \right]. \tag{5.16}
\]

To get the ghost sector \( O_G^{(6),2} \), we expand out eq. (4.23) with \( i_1, i_2 = 0, \ldots, 3 \) and we use the definitions in eqs. (3.42) and (3.45), to get

\[
O_G^{(6),2} = - g f^{aa_1a_2} \partial e^a \left\{ \kappa_{003} A^{a_1} \partial^4 e^{a_2} + 4 \partial A^{a_1} \partial^3 e^{a_2} + 6 \partial^2 A^{a_1} \partial^2 e^{a_2} + 6 \partial^3 A^{a_1} \partial e^{a_2} \\
+ 2 \kappa_{003} A^{a_1} \partial^4 e^{a_2} - \partial^3 A^{a_1} \partial e^{a_2} \right\} + 2 \kappa_{124} \left[ \partial A^{a_1} \partial^3 e^{a_2} - \partial^2 A^{a_1} \partial^2 e^{a_2} \right]. \tag{5.17}
\]

Similarly, we write down the operator \( O_{EOM}^{(6),3} \), following the definition in eq. (3.15) and the relations eq. (3.23), (3.25) and (3.28)-(3.30) on the coefficients, to obtain

\[
O_{EOM}^{(6),3} = + 2 g^2 \left( f f^{aa_1a_2a_3} (D.F)^a \right) \left[ \kappa_{002}^{(1)} A^{a_1} A^{a_2} \partial^2 A^{a_3} + \kappa_{101}^{(1)} \partial A^{a_1} A^{a_2} \partial A^{a_3} \right] \\
+ 3 g^2 \left( f f^{aa_1a_2a_3} (D.F)^a \right) \left[ \kappa_{002}^{(2)} A^{a_1} A^{a_2} \partial^2 A^{a_3} + \kappa_{101}^{(2)} A^{a_1} \partial A^{a_2} \partial A^{a_3} \right] \\
+ 2 g^2 \left( f f^{aa_1a_2a_3} (D.F)^a \right) \left[ \kappa_{002}^{(3)} (A^{a_1} A^{a_2} \partial^2 A^{a_3} - \partial^2 A^{a_1} A^{a_2} A^{a_3}) \right] \\
+ \kappa_{101}^{(3)} \left( \partial A^{a_1} A^{a_2} \partial A^{a_3} - A^{a_1} \partial A^{a_2} \partial A^{a_3} \right). \tag{5.18}
\]

By expanding out eq. (4.24) for \( i_1, i_2, i_3 = 0, 2 \) and by using the definitions in eqs. (3.43), (3.46), (3.47) and (3.48) we obtain the related ghost operator

\[
O_G^{(6),3} = - 2 g^2 \kappa_{002}^{(1)} \left( f f^{aa_1a_2a_3} \partial e^a \right) \left[ A^{a_1} A^{a_2} \partial^3 e^{a_3} + 3 A^{a_1} \partial A^{a_2} \partial^2 e^{a_3} + 3 A^{a_1} \partial^2 A^{a_2} \partial e^{a_3} \right] \\
- 2 g^2 \kappa_{102}^{(1)} \left( f f^{aa_1a_2a_3} \partial e^a \right) \left[ \partial A^{a_1} A^{a_2} \partial^2 e^{a_3} - \partial^2 A^{a_1} A^{a_2} \partial e^{a_3} + 3 A^{a_1} \partial A^{a_2} \partial^2 e^{a_3} \right] \\
- 2 g^2 \kappa_{002}^{(1)} \left( f f^{aa_1a_2a_3} \partial e^a \right) \left[ A^{a_1} A^{a_2} \partial^3 e^{a_3} + \partial^2 A^{a_1} A^{a_2} \partial e^{a_3} - 2 A^{a_1} \partial^2 A^{a_2} \partial e^{a_3} \right] \\
- 2 g^2 \kappa_{102}^{(1)} \left( f f^{aa_1a_2a_3} \partial e^a \right) \left[ 2 \partial A^{a_1} A^{a_2} \partial^2 e^{a_3} - A^{a_1} \partial A^{a_2} \partial^2 e^{a_3} - \partial A^{a_1} A^{a_2} \partial e^{a_3} \right] \\
- 3 g^2 \kappa_{002}^{(2)} \left( f f^{aa_1a_2a_3} \partial e^a \right) \left[ A^{a_1} A^{a_2} \partial^3 e^{a_3} + 2 A^{a_1} \partial^2 A^{a_2} \partial e^{a_3} \right] \\
- 3 g^2 \kappa_{101}^{(2)} \left( f f^{aa_1a_2a_3} \partial e^a \right) \left[ \partial A^{a_1} A^{a_2} \partial e^{a_3} + 2 A^{a_1} \partial A^{a_2} \partial^2 e^{a_3} \right] \\
- 6 g^2 \kappa_{002}^{(3)} \left( f f^{aa_1a_2a_3} \partial e^a \right) \left[ A^{a_1} A^{a_2} \partial^3 e^{a_3} - \partial^2 A^{a_1} A^{a_2} \partial e^{a_3} \right] \\
- 6 g^2 \kappa_{101}^{(3)} \left( f f^{aa_1a_2a_3} \partial e^a \right) \left[ \partial A^{a_1} A^{a_2} \partial e^{a_3} - A^{a_1} \partial A^{a_2} \partial^2 e^{a_3} \right]. \tag{5.19}
\]
We construct $O_{EOM}^{(6),4}$ and $O_G^{(6),4}$, by expanding out eqs. (3.16) and (4.25) with $i_1..i_4 = 0, 1$. After imposing the relations in eqs. (3.24), (3.26), (3.27), (3.31) and (3.32), which constrain the coefficients of $C_{i_1..i_4}^{a_1..a_4}$, defined in eq. (3.19), we choose $\kappa_{0001}^{(1)}$ and $\kappa_{0001}^{(2)}$ as independent parameters in $O_{EOM}^{(6),4}$. At this point, $O_{EOM}^{(6),4}$ is written in terms of the coefficients appearing in $O_{EOM}^{(6),4}$ and $O_{EOM}^{(6),3}$, by means of eqs. (3.44), (3.49), (3.50) and (3.51), which give

$$O_{EOM}^{(6),4} = 2g^3 \kappa_{0001}^{(1)}(fff)_{a_1a_2a_3a_4} \partial c^a [A^a_1 A^a_2 A^a_3 \partial^2 c^{a_4} + 2A^{a_1} A^{a_2} (\partial A^{a_3}) \partial c^{a_4}]
+ 2g^3 \kappa_{0001}^{(2)}(fff)_{a_1a_2a_3a_4} \partial c^a [A^a_1 \partial A^{a_2} A^{a_3} \partial c^{a_4} - \partial A^{a_1} A^{a_2} A^{a_3} \partial c^{a_4}]
- 3\kappa_{0001}^{(1)} d_{4f}^{a_1a_2a_3a_4} \partial c^a [A^a_1 A^a_2 A^a_3 \partial^2 c^{a_4} + 2A^{a_1} A^{a_2} \partial A^{a_3} \partial c^{a_4}]
- 6\kappa_{0001}^{(1)} d_{4f}^{a_1a_2a_3a_4} \partial c^a \partial A^{a_1} A^{a_2} A^{a_3} \partial c^{a_4}]
- 2g^3 \kappa_{0001}^{(1)}(fff)_{a_1a_2a_3a_4} \partial c^a [A^a_1 A^a_2 A^a_3 \partial^2 c^{a_4} + 3A^{a_1} \partial A^{a_2} A^{a_3} \partial c^{a_4}]
- 3A^{a_1} A^{a_2} \partial A^{a_3} \partial c^{a_4} - \partial A^{a_1} A^{a_2} A^{a_3} \partial c^{a_4}]
- 2g^3 \kappa_{0001}^{(2)} \partial c^a [d_{4f}^{a_1a_2a_3a_4}(A^{a_1} A^{a_2} A^{a_3} \partial^2 c^{a_4} - A^{a_1} A^{a_2} \partial A^{a_3} \partial c^{a_4}]
+ 2d_{4f}^{a_1a_2a_3a_4} \partial c^a A^{a_1} A^{a_2} A^{a_3} \partial A^{a_4}].

(5.21)$$

At mass dimension 8, we found a total of eleven unphysical operators, parameterised by an equal number of free coefficients $\eta, \kappa_{03}, \kappa_{12},..$, that are required to renormalise $O_1^{(6)}$ up to four loops. This picture simplifies significantly by taking into account the anti-BRST relations. For instance, by evaluating eq. (4.31) for $i_1, i_2 = 0..3$, we obtain

$$\begin{cases}
2\eta_{i_1}^{(1)} - 3\eta_{i_2}^{(1)} = 0 \\
\eta_{i_3}^{(1)} + \eta_{i_2}^{(1)} - \eta_{i_1}^{(1)} + 2\eta_{i_0}^{(1)} = 0
\end{cases}
(5.22)$$

where the $\eta_{i_j}^{(1)}$ depend on $\eta, \kappa_{12}$ and $\kappa_{03}$, as in eq. (3.45). The equations above are both solved simultaneously by imposing

$$5\eta + 4\kappa_{12} - 6\kappa_{03} = 0.
(5.23)$$

Similarly, we derive further constraints by expanding eqs. (4.32) - (4.37), which lead to

$$\begin{align*}
\kappa_{101}^{(1)} - 2\kappa_{002}^{(1)} + & \frac{5}{6}\eta + \frac{5}{3}\kappa_{12} = 0, \\
\kappa_{011}^{(2)} - & \kappa_{002}^{(2)} = 0, \\
\kappa_{101}^{(3)} + 2\kappa_{002}^{(3)} = & 0, \\
3\kappa_{0001}^{(1)} + & \eta + 2\kappa_{12} - 3\kappa_{002}^{(1)} = 0, \\
2\kappa_{001}^{(1)} - 3\kappa_{002}^{(2)} = & 0.
\end{align*}
(5.24) - (5.28)$$
In conclusion, by imposing the relations on the coefficients of eqs. (5.15)-(5.21), which are given in eqs. (5.23)-(5.28), we obtain a minimal basis of only five independent unphysical operators at dimension 8. For instance, we might solve eqs. (5.23)-(5.28) in terms of \( \eta, \kappa_{12}, \kappa_{002}, \kappa_{002}, \kappa_{002} \) and pick the following basis of independent operators

\[
O_1^{(6)} = \frac{1}{2} \mathrm{Tr} \left[ F_\nu D^4 F^\nu \right],
\]

\[
O_2^{(6)} = (D.F)^a \partial^4 A^a - \partial c^a \partial^5 c^a + g f^{a_{1}a_{2}a_{3}} \left[ \frac{5}{3} (D.F)^{a_{1}} A^{a_{2}} \partial^3 A^{a_{3}} - \partial c^{a_{1}} \left( \frac{8}{3} A^{a_{2}} \partial^4 c^{a_{3}} + 4 \partial A^{a_{2}} \partial^3 c^{a_{3}} + 6 A^{a_{1}} \partial^2 A^{a_{2}} \partial^2 c^{a_{3}} + A^{a_{1}} \partial A^{a_{2}} \partial A^{a_{3}} \partial c^{a_{3}} \right) \right] + g^2 (f f)^{a_{1}a_{2}a_{3}} \left[ \frac{5}{3} (D.F)^{a} \partial A^{a_{1}} \partial A^{a_{2}} \partial A^{a_{3}} + 3 A^{a_{1}} \partial A^{a_{2}} \partial A^{a_{3}} \right] - 2 \partial A^{a_{1}} A^{a_{2}} \partial A^{a_{3}} \partial c^{a_{3}} \right] - g^3 (f f f)^{a_{1}a_{2}a_{3}a_{4}} \left[ \frac{2}{3} (D.F)^{a} A^{a_{1}} A^{a_{2}} A^{a_{3}} \partial A^{a_{4}} + \frac{1}{3} \partial A^{a_{1}} A^{a_{2}} A^{a_{3}} \partial A^{a_{4}} \right] 
\]

\[
O_3^{(6)} = g f^{a_{1}a_{2}} \left[ (D.F)^{a} \left( 2 \partial A^{a_{1}} \partial^2 A^{a_{2}} + \frac{4}{3} A^{a_{1}} \partial^3 A^{a_{2}} \right) - \frac{4}{3} \partial A^{a_{1}} \partial c^{a_{2}} \right] + \frac{3}{2} \partial^2 A^{a_{1}} \partial A^{a_{2}} + 2 \partial A^{a_{1}} A^{a_{2}} \partial A^{a_{3}} - \frac{10}{3} (D.F)^{a} \partial A^{a_{1}} A^{a_{2}} \partial A^{a_{3}} - \partial c^{a} \left( \frac{4}{3} A^{a_{1}} A^{a_{2}} \partial^3 c^{a_{3}} + \frac{22}{3} A^{a_{1}} \partial A^{a_{2}} \partial^2 c^{a_{3}} + A^{a_{1}} \partial^2 A^{a_{2}} \partial c^{a_{3}} - \frac{14}{3} \partial A^{a_{1}} A^{a_{2}} \partial^2 c^{a_{3}} \right) \right] - 2 \partial^2 A^{a_{1}} A^{a_{2}} \partial A^{a_{3}} \partial c^{a_{3}} + \frac{22}{3} A^{a_{1}} \partial A^{a_{2}} \partial A^{a_{3}} \partial c^{a_{3}} \right] - \frac{4}{3} g^3 (f f f)^{a_{1}a_{2}a_{3}a_{4}} \left[ (D.F)^{a} A^{a_{1}} A^{a_{2}} A^{a_{3}} \partial A^{a_{4}} - \partial A^{a_{1}} A^{a_{2}} A^{a_{3}} \partial c^{a_{3}} \right] 
\]

\[
O_4^{(6)} = 2 g^2 (f f)^{a_{1}a_{2}a_{3}a_{4}} \left[ (D.F)^{a} \left( A^{a_{1}} A^{a_{2}} \partial^2 A^{a_{3}} + 2 A^{a_{1}} A^{a_{2}} \partial A^{a_{3}} \right) - \partial c^{a} \left( A^{a_{1}} A^{a_{2}} \partial^3 c^{a_{3}} \right) \right] - 2 A^{a_{1}} A^{a_{2}} \partial^2 c^{a_{3}} + 2 A^{a_{1}} \partial^2 A^{a_{2}} \partial c^{a_{3}} + 4 \partial A^{a_{1}} A^{a_{2}} \partial^2 c^{a_{3}} + \partial^2 A^{a_{1}} A^{a_{2}} \partial c^{a_{3}} - \partial A^{a_{1}} A^{a_{2}} \partial c^{a_{3}} \right] \right] + 2 g^3 (f f f)^{a_{1}a_{2}a_{3}a_{4}} \left[ (D.F)^{a} A^{a_{1}} A^{a_{2}} A^{a_{3}} \partial A^{a_{4}} - \partial A^{a_{1}} A^{a_{2}} A^{a_{3}} \partial c^{a_{3}} \right] + 3 \partial A^{a_{1}} A^{a_{2}} A^{a_{3}} \partial c^{a_{3}} \right] 
\]

\[
O_5^{(6)} = 3 g^2 d^{a_{1}a_{2}a_{3}a_{4}} \left[ (D.F)^{a} \left( A^{a_{1}} A^{a_{2}} \partial^2 A^{a_{3}} + A^{a_{1}} \partial A^{a_{2}} \partial A^{a_{3}} \right) - \partial c^{a} \left( A^{a_{1}} A^{a_{2}} \partial^3 c^{a_{3}} \right) \right] + 2 A^{a_{1}} \partial A^{a_{2}} \partial^2 c^{a_{3}} + 2 A^{a_{1}} \partial^2 A^{a_{2}} \partial c^{a_{3}} + \partial A^{a_{1}} \partial A^{a_{2}} \partial c^{a_{3}} \right] \right] + 3 g^3 d^{a_{1}a_{2}a_{3}a_{4}} \left[ (D.F)^{a} A^{a_{1}} A^{a_{2}} A^{a_{3}} \partial A^{a_{4}} - \partial c^{a} \left( 2 A^{a_{1}} A^{a_{2}} A^{a_{3}} \partial^2 c^{a_{4}} + A^{a_{1}} A^{a_{2}} \partial A^{a_{3}} \partial c^{a_{4}} \right) 
\]

\[-25\]
\[ + 2A^{a_1} \partial A^{a_2} A^{a_3} \partial c^{a_4} \]\]
\[ - 6g^3 d^{a_4} d^{a_0} A^{a_1} A^{a_2} \partial A^{a_3} \partial c^{a_4} \] (5.33)

\[ C_6^{(6)} = 2g^2 d^2 d^4 f \left[ (D F)^a \left( A^{a_1} A^{a_2} \partial^2 A^{a_3} + 2A^{a_1} \partial A^{a_2} \partial A^{a_3} - \partial^2 A^{a_1} A^{a_2} A^{a_3} \right) \right. \]
\[ - 2\partial A^{a_1} A^{a_2} \partial A^{a_3} \left. - 6\partial c^a \left( A^{a_1} A^{a_2} \partial^2 c^{a_3} + 2A^{a_1} \partial A^{a_2} \partial^2 c^{a_3} - \partial^2 A^{a_1} A^{a_2} \partial c^{a_3} \right) \right] \] (5.34)

### 5.4 Operators of higher N

The construction of an operator basis to renormalise twist-2 operators of higher spin \(N\) is summarised by the following steps.

1. List all the EOM operators, \(O_{\text{EOM}}^{(N),k}\), defined in eq. (3.4). Up to four loops, only the terms with \(k \leq 4\), given in eqs. (3.13)-(3.16) are relevant. All these operators have been written in terms of the colour structures in eqs.(3.17)-(3.19) and associated parameters. The latter obey the relations in eqs.(3.22)-(3.32), which define an independent set of EOM operators, considering Bose symmetry only.

2. The structure of ghost operators is dictated by the generalised BRST symmetry, eq. (4.11). The operators that mix with \(O_{\text{EOM}}^{(N),4}\) up to four loops are given, for every value of \(N\), in eqs. (4.22)-(4.25). They involve the colour structures given in eqs.(3.42)-(3.44). Eqs. (3.45)-(3.51) uniquely determine all parameters of the ghost Lagrangian, in terms of the parameters of the EOM operators.

3. Impose the anti-BRST symmetry, eq. (4.28). The latter implies relations among the coefficients of the EOM operators via eqs. (4.31)-(4.37). These reduce the number of independent operators to a minimal set.

The steps above allow to automate easily the construction of the operators, e.g. in FORM [61]. Finding independent operators boils down to finding a set of coefficients which solves the linear relations\(^3\) in eqs.(3.22)-(3.32) and (4.31)-(4.36), using the definitions in eqs.(3.45)-(3.51). By solving these, we determine the number of independent unphysical operators of higher spin \(N\). For up to \(N = 16\) the size of the basis is given in table 3. The second line in table 3 gives the size of the basis without using anti-BRST relations, while the first line includes them. While the basis grows significantly with the spin \(N\), we find that most of the free parameters are associated to the operators \(O_{\text{EOM}}^{(N),4}\). For instance, \(O_{\text{EOM}}^{(N),4}\) generates 112 out of the 140 unphysical operators at \(N = 16\). Since mixing with \(O_{\text{EOM}}^{(N),4}\) is only relevant at one loop, see table 2, these operators do not introduce prohibitive obstacles.

\(^3\) We notice that both eqs. (4.36) and (4.37) originate from the structure associated to the coefficients \(\kappa_{1234}^{(2)}\) in \(O_{\text{EOM}}^{(N),4}\). We checked explicitly up to \(N = 10\) that eq. (4.37) is automatically satisfied by the solutions of eq. (4.36), which rely also on eq. (4.33), and therefore it doesn’t provide further simplifications of the basis.
| Spin | 2 | 4 | 6 | 8 | 10 | 12 | 14 | 16 |
|------|---|---|---|---|----|----|----|----|
| w aBRST | 1 | 2 | 5 | 12 | 25 | 50 | 87 | 140 |
| w/o aBRST | 1 | 3 | 11 | 30 | 66 | 126 | 215 | 339 |

**Table 3.** Table showing the number of independent operators with and without the use of anti-BRST (aBRST) relations.

## 6 Background-field formulation

A powerful trick to simplify calculations of anomalous dimensions is to use the background field method. The basic idea is to split the gauge field into a classical (non-propagating) background field component $B$ and a purely Quantum field component $Q$ as follows:

$$A^a_\mu(x) = B^a_\mu(x) + Q^a_\mu(x).$$

(6.1)

One can then consider Green’s functions with external background fields. By using a clever gauge fixing and ghost ghost Lagrangian, for the Quantum field \[50–53]\]

$$L_{BGF+BG}(Q, B, \bar{c}, c) = -\frac{1}{2\xi}(\bar{D}^\mu A_\mu)^2 - \bar{c}^a \bar{D}^{ab} D^{ac} c^c,$$

(6.2)

where the background- and background+quantum-field covariant derivatives are defined as

$$\bar{D}^{ac} = \partial_\mu \delta^{ac} + gf^{abc} B^b_\mu,$$

$$D^{ac} = \partial_\mu \delta^{ac} + gf^{abc}(B + Q)_\mu,$$

(6.3)

it then follows that the quantum gauge-fixed Lagrangian,

$$L_B(Q, B, \bar{c}, c) = L_0(Q + B) + L_{BGF+BG}(Q, B, \bar{c}, c),$$

(6.4)

stays invariant under background-field gauge transformations

$$\delta_B^{\mu a}(x) = \bar{D}^{ac}_\mu \omega(x)^c,$$

$$\delta_B^{\mu a}(x) = gf^{abc} Q^b_\mu \omega(x)^c.$$

(6.5)

We now wish to discuss the form of the complete Lagrangian $\hat{L}(A, \bar{c}, c)$, introduced in eq. (2.21), which contains besides the Yang-Mills, gauge fixing and ghost terms also the twist-2 gauge invariant gluonic operator $O^{(N)}(A)$, the EOM operator $O^{(EOM)}(A)$ and the ghost operator $O^{(N)}_G(A)$. Here we have purposefully included a dependence on $A$, although we will not write out explicitly the dependence on its derivatives.

The lifting of $\hat{L}(A, \bar{c}, c)$ into the background field formalism is straightforward for the gauge invariant part but requires some minor modifications to the EOM and ghost operator. We therefore introduce their background field versions $O^{(N)}_{BEOM}(Q, B, \bar{c}, c)$ and $O^{(N)}_{BG}(Q, B)$. Before giving a detailed derivation of the form of the Lagrangian we will state their form below. The complete Lagrangian then reads

$$\hat{L}_B(A, B, \bar{c}, c) = L_0(Q + B) + L_{BGF+BG}(Q, B, \bar{c}, c) + O^{(N)}_1(Q + B)$$
\[ + \mathcal{O}_{BEOM}^{(N)}(Q, B, \bar{c}, c) + \mathcal{O}_{BG}^{(N)}(Q, B), \]  

where

\[ \mathcal{O}_{BG}^{(N)} = \sum_k \mathcal{O}_{BG}^{(N), k}, \quad \mathcal{O}_{BEOM}^{(N)} = \sum_k \mathcal{O}_{BEOM}^{(N), k}. \]  

Note in particular that the coefficients \( C_{ijk..} \) and \( \tilde{C}_{ijk..} \) are identical in their definitions to those defined respectively in eqs. (3.17)-(3.19) and (3.42)-(3.44). The set of EOM and ghost operators in the background gauge formalism is thus directly related to those in the standard formulation.

To understand the structure of the EOM operator note that it should be generated from an infinitesimal field transformation of the kind \( Q \to Q + \mathcal{G}^B(Q, B, \partial Q, \partial B, ...) \), since the Quantum effective action contains a path integral only over the field \( Q \) being a functional of \( B \). This fixes the form of the EOM operator as follows:

\[ \mathcal{O}_{BEOM}^{(N)}(Q, B, \partial Q, \partial B, ...) = (D.F(Q + B))^a \mathcal{G}^{B,a}(Q, B, \partial Q, \partial B, ...) \]  

where we have used also our earlier considerations about the mass dimension and counting of \( \Delta \)-contractions. Finally we make the assertion that

\[ \mathcal{G}_{\mu}^{B,a}(Q, B, \partial Q, \partial B, ...) = \mathcal{G}_{\mu}^{a}(Q, DQ, ...) \]  

with \( \mathcal{G}_{\mu}^{a} \) defined in eqs. (3.2) and (3.3). There are a number of considerations which fix this relation. First we require \( \mathcal{G}^{B,a} \) to be background-field gauge covariant - thus it can only depend on \( Q \) or on its background-field covariant derivatives. However this fixes only its dependence on \( Q \) and \( B \) but not its functional form, \( \mathcal{G}^B = \mathcal{G} \). To fix this form we set \( B = 0, Q = A \) in the complete Lagrangian, i.e. we consider \( \mathcal{L}_B(A, 0, \bar{c}, c) \). For this Lagrangian to generate the same Green’s functions as \( \mathcal{L}(A, \bar{c}, c) \) (note their gauge-invariant parts are now identical) we therefore require:

\[ \mathcal{L}_B(A, 0, \bar{c}, c) = \mathcal{L}(A, \bar{c}, c) \]  

From this it immediately follows that

\[ \mathcal{G}_{\mu}^{B,a}(Q, DQ, ...) \bigg|_{B=0, Q=A} = \mathcal{G}_{\mu}^{B,a}(A, \partial A, ...) = \mathcal{G}_{\mu}^{a}(A, \partial A, ...) \]  

and we see that eq. (6.11) satisfies these constraints uniquely.
Let us now turn our attention to the ghost operator in the background formalism. Again we need to satisfy the constraints that it should coincide with $O_G^{(N)}$ when we set $B = 0, Q = A$ and that it should be background gauge invariant. A simple recipe which satisfies all these constraints is to make the replacements $A \rightarrow Q, \partial \rightarrow \bar{D}$ in $O_G^{(N)}$. A more thorough path to arrive at the same answer would involve working out the generalised gauge invariance and its associated generalised BRST symmetry. In turn one could write the ghost operator in gBRST exact form, in the background field formalism.

6.1 Bases of operators up to four loops

In the background field method, we determine the renormalisation constants of $O_i^{(N)}$ by computing the counterterms of correlators of the background field

$$
\left( \Gamma_{O_i;BB}^{(N)} \right)^{a_1 a_2}_{\nu_1 \nu_2} \left( g, \xi; \rho^\mu \right) = \int d^d x_1 d^d x_2 e^{ip(x_1 - x_2)} \langle 0 | \mathcal{T} \left[ B_{a_1}^{\nu_1} (x_1) B_{a_2}^{\nu_2} (x_2) O_i^{(N)} (0) \right] | 0 \rangle_{\text{1PI}},
$$

(6.14)

where the subscript 1PI indicates one-particle-irreducible, amputated Green’s functions. In the equation above, the operator $O_i^{(N)} = O_i^{(N)} (B + Q)$ is inserted with zero momentum. Counterterms proportional to $O_{\text{BEOM}}^{(N)}$ and $O_{\text{BG}}^{(N)}$ are required in order to cancel divergences of the diagrams that contribute to eq. (6.14). Notably, these unphysical operators always involve at least one quantum gluon or a ghost-antighost pair, as it follows from the definitions in eqs. (6.8) and (6.9). Therefore, EOM and ghost operators are only required from the two-loop level onwards, in order to cancel the subdivergences of the correlator in eq. (6.14); and no unphysical counterterm can arise at one loop [54, 62]. In table 4 we report example diagrams showing subdivergences of $\Gamma_{O_i;BB}^{(N)}$, which are renormalised by each term $O_{\text{EOM}}^{(N), k}$. Table 5 summarises the maximal loop order at which each operator $O_{\text{EOM}}^{(N), k}$ enters the renormalisation of eq. (6.14). By comparing the last line of tables 2 and 5 we find that there is an advantage in renormalising correlators of background fields, in that unphysical counterterms are needed only up to 3 loops. In contrast without background-field invariance the counterterm $O_{\text{EOM}}^{(N), 1}$ would be required up to 4 loops, as in table 2.

In the next section we will compute the counterterms required to renormalise these subdivergences. To this end, it is convenient to reduce to a basis of independent operators. In the background-field method a basis for a given fixed value of $N$ is obtained by modifying the corresponding basis obtained without background field, according to the replacements:

$$
(D.F)^a \rightarrow (D.F(Q + B))^a, \quad (\partial^4 A^a) \rightarrow (\bar{D}^4 Q)^a, \quad (\partial^4 \epsilon^a) \rightarrow (\bar{D}^4 c)^a.
$$

(6.15)

(6.16)

For instance, the basis for $N = 2$ can be directly read off eq. (5.3), giving

$$
O_1^{(2)} = F^a_{\nu} (Q + B) F^{\nu a} (Q + B),
$$

(6.17)

$$
O_2^{(2)} = (D.F(Q + B))^a Q^a + \tau^a D^{a a_1} D^{a_1 a_2} \epsilon^{a_2}.
$$

(6.18)

Similarly, bases for $N = 4$ and $N = 6$ are obtained by applying eqs. (6.15) and (6.16) to eqs. (5.12)–(5.14) and to eqs. (5.29)–(5.34), respectively.
Table 4. In the $L$th row the table gives examples of diagrams contributing to the $L$-loop contribution to $\Gamma_{\mathcal{O}_1;BB}^{(N)}$. Subgraphs whose UV-counterterms require the various EOM operators $\mathcal{O}_{EOM}^{(N),k}$ are highlighted with dashed boxes.

| $L$ | $\mathcal{O}_{\leq 1}^{(N),\text{BEOM}}$ | $\mathcal{O}_{\leq 2}^{(N),\text{BEOM}}$ | $\mathcal{O}_{\leq 3}^{(N),\text{BEOM}}$ | $\mathcal{O}_{\leq 4}^{(N),\text{BEOM}}$ |
|-----|----------------------------------|----------------------------------|----------------------------------|----------------------------------|
| 2   | ![Diagram 2](image1.png)          | ![Diagram 2](image2.png)          | ![Diagram 2](image3.png)          | ![Diagram 2](image4.png)          |
| 3   | ![Diagram 3](image1.png)          | ![Diagram 3](image2.png)          | ![Diagram 3](image3.png)          | ![Diagram 3](image4.png)          |
| 4   | ![Diagram 4](image1.png)          | ![Diagram 4](image2.png)          | ![Diagram 4](image3.png)          | ![Diagram 4](image4.png)          |

Table 5. The table summarizes the loop orders for which the mixing of $\mathcal{O}_1^{(N)}$ into $\mathcal{O}_{EOM}^{(N),k}$ is required, given a certain loop order of $\Gamma_{\mathcal{O}_1;BB}^{(N)}$.

| $\Gamma_{\mathcal{O}_1;BB}$ | $\mathcal{O}_{\leq 1}^{(N),1,\text{BEOM}}$ | $\mathcal{O}_{\leq 2}^{(N),2,\text{BEOM}}$ | $\mathcal{O}_{\leq 3}^{(N),3,\text{BEOM}}$ | $\mathcal{O}_{\leq 4}^{(N),4,\text{BEOM}}$ |
|-----------------------------|----------------------------------|----------------------------------|----------------------------------|----------------------------------|
| 1                           | 0                                | 0                                | 0                                | 0                                |
| 2                           | 1                                | 1                                | 0                                | 0                                |
| 3                           | 2                                | 2                                | 1                                | 0                                |
| 4                           | 3                                | 3                                | 2                                | 1                                |

7 Calculations and results

In this section we renormalise gauge invariant operators of spin $N = 2, 4$ and 6, using the bases in eqs. (5.2)-(5.3), (5.12)-(5.14) and (5.29)-(5.34), respectively. In these bases, we proceed to calculate the associated renormalisation constants $Z_{i,j}^{(N)}$, defined in eq. (2.23), which in the \(\overline{\text{MS}}\) scheme can be expanded as follows,

$$Z_{i,j}^{(N)} = \delta_{i,j} + \delta Z_{i,j}^{(N)}, \quad \text{with} \quad \delta Z_{i,j}^{(N)} = \sum_{r=1}^{\infty} \frac{1}{\epsilon^r} Z_{i,j}^{(N),r}(\alpha_s). \quad (7.1)$$

The renormalisation matrix is block triangular with $Z_{i,j}^{(N)}_{i>j} = 0$, as described in eq. (4.19), and only $Z_{1,1}^{(N)}$ is required to describe the scale evolution of the gauge invariant operator $\mathcal{O}_1^{(N)}$ in physical matrix elements. In particular, from the definition of the anomalous dimension
Table 6. In the $L$th row the table gives examples of diagrams containing a ghost-anti-ghost pair and gluons whose UV-counterterms determine the mixing of $O_1^{(N)}$ into both the EOM - and ghost - operators as required for the computation of the $L$-loop contribution to $\Gamma_{1,\BB}^{(N)}$.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
$L$ & $O_1^{(N),\leq 1}_{\text{EOM+G}}$ & $O_1^{(N),\leq 2}_{\text{EOM+G}}$ & $O_1^{(N),\leq 3}_{\text{EOM+G}}$ & $O_1^{(N),\leq 4}_{\text{EOM+G}}$ \\
\hline
2 & \includegraphics[width=0.3\textwidth]{2loop_diagram.png} & \includegraphics[width=0.3\textwidth]{3loop_diagram.png} & & \\
3 & \includegraphics[width=0.3\textwidth]{4loop_diagram.png} & \includegraphics[width=0.3\textwidth]{5loop_diagram.png} & \includegraphics[width=0.3\textwidth]{6loop_diagram.png} & \includegraphics[width=0.3\textwidth]{7loop_diagram.png} \\
4 & & & & \includegraphics[width=0.3\textwidth]{8loop_diagram.png} \\
\hline
\end{tabular}
\end{table}

\begin{equation}
\gamma_{ij}^{(N)} = -\mu^2 \frac{d^2}{d\mu^2} Z_{ik}^{(N)} (Z^{-1})_{kj},
\end{equation}

one can obtain

\begin{equation}
\gamma^{(N)} \equiv \gamma_{11}^{(N)} = \alpha_s \frac{\partial}{\partial \alpha_s} Z_{11}^{(N),1}(\alpha_s).
\end{equation}

Off-diagonal elements of the renormalisation matrix do not contribute to the anomalous dimension of the physical operators. However, the computational method that we adopt to determine $Z_{11}^{(N)}$ requires the knowledge of a set of mixing contributions $Z_{11}^{(N)}$. Below we describe the calculation of these renormalisation constants and that of the physical anomalous dimension.

\subsection{Mixing with EOM and Ghost Operators}

The renormalisation constants $Z_{1i}^{(N)}$, with $i > 1$, are determined by the counterterms of one-particle-irreducible, amputated Green functions, with one insertion of $O_1^{(N)}$ and external ghost and gluon fields. We list examples of diagrams contributing to such Green’s functions in table 6 for general $N$. In practice, if we work at fixed values of $N$, not all these contributions enter. In table 7 we show the structure of the relevant counterterms for $N = 2, 4$ and 6. Specifically, we consider the following correlators with an operator insertion at zero momentum,

\begin{equation}
(G_{1c}^{(N)})^{ab}(g, \xi, p) = \int d^d x_1 d^d x_2 e^{ip(x_1-x_2)} \langle 0 | T [ e^a(x_1) \overline{e}^b(x_2) O_1^{(N)}(0) ] | 0 \rangle_{1PI}.
\end{equation}
Examples of Feynman diagrams contributing to eq. (7.4) are depicted in the first column of table 6. For every value of $N$, $\Gamma_{ic;\bar{c}}^{(N)}$ vanishes at tree level, unless $O_1^{(N)} = O_2^{(N)}$, as it can be seen by inspecting the operators bases in eqs. (5.3), (5.12)-(5.14) and (5.29)-(5.34). Therefore we write

$$
(\Gamma_{ic;\bar{c}}^{(N)})^{ab}(g, \xi, p) = \begin{cases} 
\delta^{ab} \left[ \Gamma_{ic;\bar{c}}^{(N)}(p) + \delta \Gamma_{ic;\bar{c}}^{(N)}(g, \xi, p) \right] & \text{if } i = 2 \\
\delta^{ab} \delta \Gamma_{ic;\bar{c}}^{(N)}(g, \xi, p) & \text{if } i \neq 2 
\end{cases}
$$

(7.5)
in order to separate the tree level contribution from the term $\delta \Gamma_{ic;\bar{c}}^{(N)}$, which represents the sum of loop corrections to all orders, namely

$$
\delta \Gamma_{ic;\bar{c}}^{(N)}(g, \xi, p) = \sum_{r=1}^{\infty} \Gamma_{ic;\bar{c}}^{(N)}(\xi, p) \left( \frac{\alpha_s}{4\pi} \right)^r,
$$

(7.6)
with $\alpha_s = \frac{g^2}{4\pi}$. Counterterms of $\delta \Gamma_{ic;\bar{c}}^{(N)}$ must therefore be proportional to $O_2^{(N)}$. In particular, inserting $O_1^{(N)}$ into eq. (7.4), we get

$$
\delta \Gamma_{ic;\bar{c}}^{(N)} = Z_c \delta Z_{12}^{(N)} \Gamma_{2c;\bar{c}}^{(N)}, \quad \forall N
$$

(7.7)
where $Z$ extracts the local counterterm of each Feynman diagram contributing to eq. (7.4). To this end, we apply the $R^\ast$ operation [63–66], using a formulation that is valid for a general Feynman rule of the inserted operator [67–70]

$$
\delta \Gamma_{1c;\bar{c}}^{(N)} = -K_c \bar{R}^\ast \left[ T_p^{(N)} \delta \Gamma_{1c;\bar{c}}^{(N)} \Big|_{p=0} \right].
$$

(7.8)
Here $T_p^{(N)}$ denotes a Taylor expansion operator which extracts the term of order $p^N$. The operation $K_c$ extracts the singular terms of Laurent series in $\epsilon$

$$
K_c \left[ \sum_{k=-n}^{\infty} f(k) \epsilon^k \right] = \sum_{k=-n}^{-1} f(k) \epsilon^k,
$$

(7.9)
and the operation $\bar{R}^\ast$ isolates the local counterterm by subtracting all UV subdivergences and IR divergences. In addition to eq. (7.7), we determined the elements $Z_{12}^{(N)}$ of the mixing matrix using an alternative approach, described in appendix A. In this way we obtain

$$
\delta Z_{12}^{(2)} = -\frac{\alpha_s}{4\pi} C_A \left[ \frac{19}{24\epsilon^2} - \frac{5 \xi_F}{48 \epsilon} - \frac{35}{48\epsilon} \right] + \left( \frac{\alpha_s}{4\pi} \right)^2 C_A \left[ \frac{97}{1440\epsilon^2} - \frac{\xi_F}{320\epsilon} + \frac{8641}{86400\epsilon} \right] + \left( \frac{\alpha_s}{4\pi} \right)^3 C_A \left[ \frac{9437}{86400\epsilon^3} \right]
$$

$$
+ \frac{1}{\epsilon^2} \left[ \frac{2807}{864} - \frac{35 \xi_F}{216} + \frac{5 \xi_F^2}{288} \right] + \frac{1}{\epsilon} \left[ -\frac{16759}{7776} - \frac{11 \xi_F}{72} + \frac{377 \xi_F}{1728} + \frac{5 \xi_F}{72} - \frac{65 \xi_F}{1728} \right],
$$

(7.10)

$$
\delta Z_{12}^{(4)} = -\frac{\alpha_s}{4\pi} C_A \left[ \frac{1520341}{15552000} + \frac{853 \xi_F}{86400} \right] + \frac{1}{\epsilon^2} \left[ -\frac{166178237}{46656000} - \frac{\xi_F}{2400} \right] + \frac{1}{\epsilon} \left[ -\frac{166178237}{46656000} - \frac{37199 \xi_F}{648000} + \frac{37 \xi_F}{9600} \right]
$$

$$
+ \frac{1}{\epsilon^3} \left[ -\frac{9437}{86400\epsilon^3} \right],
$$

(7.11)
\[ L \quad O_{2}^{(N \geq 2)} \quad O_{4}^{(4)} \quad O_{6}^{(6)} \quad O_{i \in \{3,4,5,6\}}^{(6)} \]

|   |   |   |   |
|---|---|---|---|
| 2 |   |   |   |
| 3 |   |   |   |
| 4 |   |   |   |

**Table 7.** In the \(L\)th row the table gives examples of diagrams containing a ghost-anti-ghost pair and gluons whose UV-counterterms determine the mixing of \(O^{(N)}\) into unphysical operators \(O_{i}^{(N \in \{2,4,6\})}\) as required for the computation of the \(L\)-loop contribution to \(Z_{11}^{(N \in \{2,4,6\})}\) in the background field method.

\[ + O(\alpha_{s}^{4}), \]
\[ \delta Z_{12}^{(6)} = -\frac{\alpha_{s}}{4\pi} C_{A} - \left(\frac{\alpha_{s}}{4\pi}\right)^{2} C_{A}^{2} \left[ \frac{653}{10080\pi^{2}} + \frac{19\xi_{F}}{20160} + \frac{185093}{4233600} \right] + O(\alpha_{s}^{3}). \]

Here \(\xi_{F} = 1 - \xi\) is the gauge fixing parameter, such that \(\xi_{F} = 0\) recovers the result in Feynman gauge.

In order to extract the terms \(Z_{11}^{(N > 2)}\), we compute the counterterms of three- and four-point correlators, depicted in the second and in the third columns of table 6, respectively. For this purpose we consider the three-point Green’s function

\[ (\Gamma_{i;xig})^{abc}_{\mu}(g, \xi, p_{1}, p_{2}) = \int d^{d}x_{1} d^{d}x_{2} d^{d}x_{3} e^{i p_{1} \cdot (x_{1} - x_{3})} e^{i p_{2} \cdot (x_{2} - x_{3})} \]
\[ \times \langle 0 | \mathcal{T} \left[ c_{a}^{\mu}(x_{1}) c_{b}^{\nu}(x_{2}) A_{c}^{\rho}(x_{3}) O_{i}^{(N)}(0) \right] | 0 \rangle, \]

which is expanded as follows:

\[ (\Gamma_{i;xig})^{abc}_{\mu}(g, \xi, p_{1}, p_{2}) = g \left[ (\Gamma_{i;xig})^{abc}_{\mu}(p_{1}, p_{2}) + \sum_{r=1}^{\infty} \left( \frac{\Gamma_{i;xig}}{4\pi} \right)^{abc}_{\mu}(\xi, p_{1}, p_{2}) \right] \]
\[ \left[ \frac{\alpha_{s}}{4\pi} \right]^{r} \]

where we separated the tree-level contribution from the loop corrections, similarly to
eqs. (7.5) and (7.6). The counterterm of eq. (7.13), with an insertion of \( \mathcal{O}^{(N)}_1 \), reads

\[
Z \left[ (\delta \Gamma_{1;cc\bar{g}}^{(N)})_{\mu}^{abc} \right] = g Z_g Z_c \sqrt{Z_3} \sum_{k > 1} \delta Z_{1;k}^{(N)} \left( \Gamma_{k;cc\bar{g}}^{(N),0} \right)_{\mu}^{abc}.
\]  

(7.15)

The terms \( g (\Gamma_{k;cc\bar{g}}^{(N),0})_{\mu}^{abc} \) are ghost-antighost-gluon vertices generated by each operator \( \mathcal{O}_k^{(N)} \), with \( k > 1 \). Notably, there is no such counterterm for \( N = 2 \), as it can be seen by inspecting \( \mathcal{O}_2^{(2)} \) in eq. (5.3). For \( N = 4 \), the operator \( \mathcal{O}_2^{(4)} \), given in eq. (5.13), generates both the ghost-antighost and the ghost-antighost-gluon vertex. Therefore, the same counterterm \( \delta Z_{1;2}^{(4)} \) will suffice to renormalise both eqs. (7.7) and (7.15). For consistency, we verified that \( \delta Z_{1;2}^{(4)} \) extracted from eq. (7.15) agrees with the result in eq. (7.11). For \( N = 6 \) we find

\[
Z \left[ (\delta \Gamma_{1;cc\bar{g}}^{(6)})_{\mu}^{abc} \right] = g Z_g Z_c \sqrt{Z_3} \left[ \delta Z_{1;2}^{(6)} \left( \Gamma_{2;cc\bar{g}}^{(6),0} \right)_{\mu}^{abc} + \delta Z_{1;3}^{(6)} \left( \Gamma_{3;cc\bar{g}}^{(6),0} \right)_{\mu}^{abc} \right],
\]  

(7.16)

which can be solved for \( \delta Z_{1;3}^{(6)} \), upon computing the left hand-side, by means of the \( R^* \) operation, and by replacing the result for \( \delta Z_{1;2}^{(6)} \) given in eq. (7.12). We get

\[
\delta Z_{1;3}^{(6)} = -\frac{\alpha_s}{4\pi} \frac{C_A}{48\epsilon} - \left( \frac{\alpha_s}{4\pi} \right)^2 C_A^2 \left[ \frac{2021}{40320\epsilon^2} + \frac{235813}{8467200\epsilon} + O(\xi_F) \right] + O(\alpha_s^3),
\]  

(7.17)

where we performed the calculation in Feynman gauge, dropping terms proportional to \( \xi_F \).

Finally, we determine the remaining elements of the mixing matrices for operators \( \mathcal{O}_1^{(4)} \) and \( \mathcal{O}_1^{(6)} \), by computing the counterterms of the four-point functions

\[
(\Gamma_{i;cc\bar{gg}}^{(N)})_{\mu\nu}^{abcd} (g, \xi, p_1, p_2, p_3) = \int d^4x_1 d^4x_2 d^4x_3 d^4x_4 \epsilon_{ip_1:(x_1-x_4)} \epsilon_{ip_2:(x_2-x_4)} \epsilon_{ip_3:(x_3-x_4)}
\]

\[
\times \langle 0 | T \left[ c^{(a)}(x_1) \bar{c}^{(b)}(x_2) A^{(c)}_\mu(x_3) A^{(d)}_{\nu}(x_4) \mathcal{O}_i^{(N)}(0) \right] | 0 \rangle,
\]  

(7.18)

\[
\equiv g^2 \left[ (\Gamma_{i;cc\bar{gg}}^{(N),0})_{\mu\nu}^{abcd} (p_1, p_2, p_3) + \sum_{r=1}^{\infty} \left( \Gamma_{i;cc\bar{gg}}^{(N),r} \right)_{\mu\nu}^{abcd} (\xi, p_1, p_2, p_3) \left( \frac{\alpha_s}{4\pi} \right)^r \right].
\]  

(7.19)

The counterterms of eq. (7.18) are given by

\[
Z \left[ (\delta \Gamma_{1;cc\bar{gg}}^{(N)})_{\mu\nu}^{abcd} \right] = g^2 Z_g^2 Z_c Z_3 \sum_{k > 1} \delta Z_{1;k}^{(N)} \left( \Gamma_{k;cc\bar{gg}}^{(N),0} \right)_{\mu\nu}^{abcd}.
\]  

(7.20)

By specialising the equation above to \( N = 4 \), we find that it receives only one contribution from the vertex associated to the operator \( \mathcal{O}_3^{(4)} \), written in eq. (5.14). We get

\[
Z \left[ (\delta \Gamma_{1;cc\bar{gg}}^{(4)})_{\mu\nu}^{abcd} \right] = g^2 Z_g^2 Z_c Z_3 \delta Z_{1;3}^{(4)} \left( \Gamma_{3;cc\bar{gg}}^{(4),0} \right)_{\mu\nu}^{abcd},
\]  

(7.21)

which leads to

\[
\delta Z_{1;3}^{(4)} = \frac{\alpha_s}{4\pi} \frac{C_A}{24\epsilon} + O(\alpha_s^2).
\]  

(7.22)
For $N = 6$, all operators $O_{1;1}^{(6)}$ contribute to eq. (7.20). By plugging the known results for $\delta Z_{1;2}^{(6)}$ and $\delta Z_{1;3}^{(6)}$, given in eqs. (7.12) and (7.17) respectively, into eq. (7.20), we get

$$\delta Z_{1;4}^{(6)} = -\frac{\alpha_s}{4\pi} C_A + O(\alpha_s^2), \quad \delta Z_{1;5}^{(6)} = \frac{\alpha_s}{4\pi} C_A + O(\alpha_s^2), \quad \delta Z_{1;6}^{(6)} = O(\alpha_s^2). \quad (7.23)$$

The terms of $O(\alpha_s^2)$ contribute to renormalise $O_{1;1}^{(6)}$ only at four loops, because they arise from divergent four-point subdiagrams at two loops, such as the one depicted in the bottom right entry of table 6. In this work we renormalise the gauge invariant operator of spin $N = 6$ up to three loops and therefore we don’t need to compute such contributions.

Eqs. (7.10)-(7.12), (7.17), (7.22) and (7.23) include all off-diagonal terms of the mixing matrix $\delta Z_{1;1}^{(N)}$, which are required to renormalise the gauge invariant operators $O_{1;1}^{(N)}$ at $N = 2$ and 4 up to 4 loops and $N = 6$ up to three loops. The calculation of the physical contribution $Z_{1;1}^{(N)}$ is described in the remaining part of this section.

7.2 Renormalisation of physical operators

The renormalisation constants $Z_{1;1}^{(N)}$, which determine the anomalous dimension of the gauge invariant operator via eq. (7.3), are best extracted from correlators of the background field $B$. Using the definition in eq. (6.14) and the definition of the gauge invariant operators in eq. (2.18) we have

$$\left(\Gamma^{(N)}_{1;BB}\right)^{ab}_{\nu_1\nu_2}(g, \xi, p) = \left(\Gamma^{(N)}_{1;BB}ight)^{ab}_{\nu_1\nu_2;\mu_1..\mu_N}(g, \xi, p) \Delta^{\mu_1..\mu_N}. \quad (7.24)$$

The renormalisation of eq. (7.24) requires a single counterterm

$$Z \left[\left(\Gamma^{(N)}_{1;BB}\right)^{ab}_{\nu_1\nu_2}\right] = Z_B Z_{1;1}^{(N)} \left(\Gamma^{(N)}_{1;BB}\right)^{ab}_{\nu_1\nu_2}, \quad (7.25)$$

where $(\Gamma^{(N)}_{1;BB})^{ab}_{\nu_1\nu_2}$ is the tree-level contribution to eq. (7.24). In practice, applying the $R^*$ operation becomes computationally challenging at higher loop orders or higher $N$-values. Instead, we renormalise the bare Green’s functions, which are defined by using bare fields (including $O_{1;1}^{(N)}$) and bare parameters in eq. (6.14). We compute the scalar quantities

$$\Gamma_{i;BB}(g_B, \xi_B, p^2) = \frac{\delta^{a_1a_2}}{N_A} \frac{g^{\nu_1\nu_2} H_{N}^{\mu_1..\mu_N}(p)}{(d-1)} \left(\Gamma_{i;BB}^{(N)}\right)^{a_1a_2}_{\nu_1\nu_2;\mu_1..\mu_N}(g_B, \xi_B, p), \quad (7.26)$$

where $d = 4 - 2\epsilon$ is the dimension of spacetime and $N_A$ the dimension of the adjoint representation of the gauge group. $H_{N}^{\mu_1..\mu_N}(p)$ are the harmonic tensors introduced in refs. [20, 71, 72], which project the Green’s function on its symmetric and traceless component. The harmonic projectors are defined to satisfy

$$H_{N}^{\mu_1..\mu_N}(p) g_{\mu_1\mu_2} = 0 \quad \text{and} \quad H_{N}^{\mu_1..\mu_N..\mu_J}(p) = H_{N-1}^{\mu_1..\mu_J..\mu_N}(p) \quad \forall i, j \quad \text{and} \quad H_{N}^{\mu_1..\mu_N}(p) g_{\mu_N} = H_{N-1}^{\mu_1..\mu_N-1}(p) p^2, \quad (7.27)$$

The mass dimension of the operator increases with the spin, as $d = N + 2$, and therefore also the degree of divergence of the Feynman diagrams of eq. (7.24). This requires to compute high order terms in the Taylor expansion of the diagrams, see eq. (7.8), which can generate large numbers of terms.
Using identities eqs. (7.26) involve quantum gluons and/or a ghost-antighost pair. Each sub-divergence is proportional to the Feynman integrals that contribute to eq. (7.26) are massless two-point functions, also called \( p \)-integrals [74–77], which we computed with the code \textsc{Forcer} [78]. In order to renormalise eq. (7.26), we separate the tree-level from loop contributions

\[
\Gamma^{(N)}_{i;BB}(g_B,\xi_B) = \begin{cases} 
\Gamma^{(N)}_{i;BB} + \delta\Gamma^{(N)}_{i;BB}(g_B,\xi_B), & \text{for } i = 1 \\
\delta\Gamma^{(N)}_{i;BB}(g_B,\xi_B), & \text{for } i \neq 1.
\end{cases}
\] (7.28)

where we omit the dependence on \( p^2 \), which can be reconstructed via dimensional analysis, and with

\[
\delta\Gamma^{(N)}_{i;BB}(g_B,\xi_B) = \sum_{r=1}^{\infty} \Gamma^{(N)}_{i,BB} r \left( \frac{\alpha_s B}{4\pi} \right)^r,
\] (7.29)

where \( \alpha_s B = g_B^2/(4\pi) \). Upon considering \( \Gamma^{(N)}_{i;BB}(g_B,\xi_B) \) in eq. (7.26), we find the renormalised correlator to obey

\[
K_e \left[ Z_B \left[ Z_{i;BB}^{(N)} \Gamma^{(N)}_{i;BB}(g_B,\xi_B) + \sum_{i > 1} \delta Z_{i;BB}^{(N)} \delta\Gamma^{(N)}_{i;BB}(g_B,\xi_B) \right] \right] = 0,
\] (7.30)

where \( Z_B = \frac{1}{Z^\alpha} \) is the renormalisation constant of the background field [52, 53]. Eq. (7.30) can be solved in terms of the renormalisation constant \( Z_{i;BB}^{(N)} \) of the gauge invariant operator. Using identities eqs. (7.1) and (7.28), we then get

\[
\delta Z_{i;BB}^{(N)} \Gamma^{(N)}_{i;BB} = -\frac{1}{Z_B} K_e \left[ Z_B \sum_{i > 1} Z_{i;BB}^{(N)} \delta\Gamma^{(N)}_{i;BB}(g_B,\xi_B) \right].
\] (7.31)

The equation above holds to all loop orders. The renormalisation constants \( Z_{i;BB}^{(N)} \), on the right hand-side of eq. (7.31), are required to renormalise sub-divergences of \( \Gamma^{(N)}_{i;BB} \), which involve quantum gluons and/or a ghost-antighost pair. Each sub-divergence is proportional to one of the unphysical operators \( C_{i;BB}^{(N)} \). This determines the maximal loop order at which \( Z_{i;BB}^{(N)} \) has been computed, as shown in table 7. The \textit{diagonal} renormalisation constant, \( \delta Z_{i;BB}^{(N)} \), appears on both sides of eq. (7.31). However, we notice that the \( Z_{i;BB}^{(N)} \) appearing on the right-hand-side is multiplied by \( \delta\Gamma^{(N)}_{i;BB}(g_B,\xi_B) \), which starts at \( O(\alpha_s) \). Therefore, eq. (7.31) allows us to compute \( Z_{i;BB}^{(N)} \) at \( L \)-loops, given the knowledge of \( Z_{i;BB}^{(N)} \) at \( l < L \) loops as discussed before. We plug the \( l \)-loop values of \( Z_{i;BB}^{(N)} \), given in eqs. (7.10)-(7.12), (7.17), (7.22) and (7.23) respectively, into eq. (7.31). After computing the relevant correlators \( \delta\Gamma^{(N)}_{i;BB}(g_B,\xi_B) \) at the required \( L - l \) loop order, we find

\[
Z_{i;BB}^{(2)} = 1 + O(\alpha_s^2),
\]

\[
Z_{i;BB}^{(4)} = 1 + \frac{\alpha_s}{4\pi} \left( \frac{21}{5} \right) + \left( \frac{\alpha_s}{4\pi} \right)^2 \left( \frac{28}{25} \right) + \left( \frac{\alpha_s}{4\pi} \right)^3 \left( \frac{1316}{1125} \right).
\] (7.32)
\[-\frac{151441}{45000e^2} + \frac{103309639}{4050000e} + \left(\frac{\alpha_s}{4\pi}\right)^4 \left\{ \frac{11186}{5625e^2} + \frac{1512989}{450000e^3} - \frac{5437269017}{16200000e^2} \right\} \]
\[+ \frac{1}{\epsilon} \left( \frac{1502628149}{135000000} + \frac{1146397\zeta_3}{45000} - \frac{126\zeta_5}{5} \right) + \frac{d_{AA}}{N_A} \left( \frac{21623}{600e} + \frac{3899\zeta_3}{15e} - \frac{1512\zeta_5}{5e} \right) \]
\[+ O(\alpha_s^5), \]  
(7.33)

\[Z_{11}^{(6)} = 1 + \frac{\alpha_s}{4\pi} \frac{83}{14e} C_A^2 \left( \frac{7885}{1176e^2} + \frac{1506899}{148176e} \right) + \left(\frac{\alpha_s}{4\pi}\right)^3 C_A^3 \left( -\frac{465215}{148176e^3} \right) \]
\[+ \frac{243375989}{18670176e^2} + \frac{96390174479}{2613824640e} \]  
\[+ O(\alpha_s^4), \]  
(7.34)

where \(d_{AA} = d_4^{abcd}d_4^{abcd}\), with \(d_4^{abcd}\) defined in eq. (3.21). As a check on our calculation, we verified that all non-local divergences of the form \(1/\epsilon^p \log^q(\mu^2/p^2)\), which appear in the bare correlators, cancel upon combining the required counterterms. Furthermore, we verified that the dependence on the gauge parameter \(\xi\) cancels up to three loops in eqs. (7.32) and (7.33). The \(O(\alpha_s^4)\)-terms in those equations were computed only in Feynman gauge. Similarly, the calculation of the \(O(\alpha_s^3)\)-terms in eq. (7.34) was performed in Feynman gauge and the cancellation of \(\xi\) was verified to two loops. The result \(Z_{11}^{(2)} = 1\), in eq. (7.32), agrees with the findings of refs. [79, 80], which imply that \(O^{(2)}\) does not renormalise to all orders. Finally, by extracting the anomalous dimension \(\gamma^{(N)}\), as written in eq. (7.3), we find agreement with the results at three and at four loops given in refs. [20] and [34].

8 Conclusions

In this paper we generalised a method, originally by Dixon and Taylor [37], for the construction of unphysical operators which are required for the renormalisation of Green’s functions with insertions of twist-two gluonic operators. As one increases the loop order of the Green’s function more unphysical operators are in general required for its renormalisation. The previously known basis was restricted to two-loop calculations, and it was unclear how to systematically extend it to higher loop order, thereby preventing the OPE method to be used for calculations of the singlet splitting functions. We have uncovered a general and systematic formalism for extending the basis to arbitrary loop order. Using this formalism we then worked out the explicit basis for calculations up to four-loop order and used it to perform calculations of the \(N = 2, 4\) Mellin moments at four loops and the \(N = 6\) Mellin moment at three loops, obtaining the correct known results.

The formalism we developed can essentially be broken down to a few key concepts. The first is that we identified the gluonic gauge-variant operators in the Dixon-Taylor basis with EOM operators, these are not EOM operators of the gauge-fixed Lagrangian, but EOM operators of the gauge invariant part of the Lagrangian. With this identification we could easily write down the all-loop structure of the EOM operator. The second concept is that of a generalised gauge transformation which leaves invariant the Lagrangian made up of the gauge invariant and EOM operators. Following the works of Hamber and Van Neerven [13] and Joglekar and Lee [42] this generalised gauge invariance is promoted to a generalised BRST symmetry. We then propose that the most general ghost operator can
be written as the generalised BRST action acting on a single BRST ancestor operator. The ghost operator is therefore identified as an BRST-exact operator in the BRST generalised sense. This proposition not only reproduces the previously known ghost operators required at two loops, but we also confirmed that it complies with the theorems of Joglekar and Lee [42]. Indeed we show that the operators generated with our procedure can be always written as a sum of a BRST-exact term (in the sense of the original, not generalised, BRST transformations) and a term that vanishes on the equation of motion of the complete Yang-Mills lagrangian, as required by [42].

We explored two further symmetry principles to simplify calculations of unphysical counterterms. The first is the anti-BRST symmetry which can be used to derive a ghost anti-ghost exchange symmetry of the ghost operators. This symmetry allows one to drastically reduce the number of independent unphysical operators. Another symmetry principle is background field gauge invariance, which we employed in our calculations. Background field invariance allows to do calculations without unphysical operators at the one-loop level, beyond one-loop counterterms a number of unphysical operators are however still required to perform calculations.

The task of computing unphysical counterterms requires the extraction of local renormalisation counterterms of Green’s functions containing a ghost anti-ghost pair and multiple gluons. For instance to determine the anomalous dimension of the gauge invariant operator at the four-loop level generally requires, among others, the counterterms associated to Green’s functions containing a ghost anti-ghost pair with two gluons at two loops and with one gluon at three loops. These quantities can thus not be extracted through a naive calculation of a self energy diagram. In this work we employed a fully automated implementation of the local $R^*$-operation, an operation which allows to extract the counterterms of Green’s functions of arbitrary many external particles from self energy diagrams, via the technique of IR rearrangement and IR subtractions. However the $R^*$-operation becomes very expensive for higher moments, due to the many derivatives and many counterterms one requires. Already at $N = 6$ we found that the calculations were becoming prohibitively time-consuming even with substantial computing resources. It may be possible with further optimisation to push the $R^*$-approach to higher $N$, however we believe that a more streamlined approach could be more promising. We leave further improvements of this task to the future.

Assuming that the problem of calculating these UV counterterms can be solved efficiently one can expect that the methods presented here should allow for a much more efficient approach to computing Mellin moments of gluonic splitting functions at N3LO than the brute force approach which was currently used [34]. To extend the methods presented here to singlet splitting functions containing also quarks will require further extensions of the formalism. We do not believe these to give major complications.
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In order to compute the renormalisation constant $\Gamma$. By definition, the ghost correlator $\Gamma$.

We compute these correlators with the help of FORCER, after applying harmonic and colour projectors to reduce eqs. (A.1) and (A.2), as described below eq. (7.26)

$$\Gamma^{(N)}_{i,gg}(g_B, \xi_B, p^2) = \frac{\delta a_{1a_2}}{N_A} \frac{g^a g^b H^{a_1, b_1} (p)}{(d-1)} \left( \Gamma^{(N)}_{i,gg} \right)^{a_1 a_2}_{\nu_1 \nu_2 \mu_1 \cdots \mu_N},$$

$$\Gamma^{(N)}_{i,cc}(g_B, \xi_B, p^2) = \frac{\delta a_{1a_2}}{N_A} H^{a_1, b_1} (p) \left( \Gamma^{(N)}_{i,cc} \right)^{a_1 a_2}_{\mu_1 \cdots \mu_N}.$$  (A.3)

By definition, the ghost correlator $\Gamma^{(N)}_{i,cc}$ doesn’t vanish at tree level, only if we consider insertion of the operator $O^{(N)}_g$, which is chosen to contain the term $O^{(N)}_G$, eq. (4.22), as we have done in the construction of operator bases for $N = 2, 4$ and $6$ in eqs. (5.3), (5.13) and (5.30). The gluon correlator $\Gamma^{(N)}_{i,gg}$ receives contributions at tree level from both the gauge invariant operator $O^{(N)}_g$ and from $O^{(N)}_2$, which includes the term $O^{(N)}_E$, eq. (3.13), related to $O^{(N)}_G$ by (generalised) BRST symmetry. We get

$$\Gamma^{(N)}_{i,gg}(g_B, \xi_B, p^2) = \begin{cases} \Gamma^{(N),0}_{i,gg}(p^2) + \delta \Gamma^{(N)}_{i,gg}(g_B, \xi_B, p^2) & \text{for } i = 1, 2 \\ \delta \Gamma^{(N)}_{i,gg}(g_B, \xi_B, p^2) & \text{for } i > 2 \end{cases}$$

$$\Gamma^{(N)}_{i,cc}(g_B, \xi_B, p^2) = \begin{cases} \Gamma^{(N),0}_{i,cc}(p^2) + \delta \Gamma^{(N)}_{i,cc}(g_B, \xi_B, p^2) & \text{for } i = 2 \\ \delta \Gamma^{(N)}_{i,cc}(g_B, \xi_B, p^2) & \text{for } i \neq 2 \end{cases}$$  (A.5a)

In order to compute the renormalisation constant $Z^{(N)}_{i,1}$, we renormalise the bare correlators $\Gamma^{(N)}_{i,gg}$ and $\Gamma^{(N)}_{i,cc}$, where we inserted the gauge invariant operator $O^{(N)}_1$.

$$K \left[ Z_3 \sum_{i \geq 1} Z_{1,1} \Gamma^{(N)}_{i,gg}(g_B, \xi_B, p^2) \right] = 0.$$  (A.6a)

$$K \left[ Z_2 \sum_{i \geq 1} Z_{1,1} \Gamma^{(N)}_{i,cc}(g_B, \xi_B, p^2) \right] = 0.$$  (A.6b)
We separate the contributions of the tree-level terms and of the loop corrections to the Green’s functions, according to eqs. (A.5a) and (A.5b) and we solve the equations above for \( Z_{11}^{(N)} \) and \( Z_{12}^{(N)} \). We find

\[
Z_{11} \Gamma_{1gg}^{(N),0} + \delta Z_{12} \Gamma_{2gg}^{(N),0} = -\frac{1}{Z_3} K_\epsilon \left[ Z_3 \sum_{i \geq 1} Z_{1i} \delta \Gamma_{i,gg}^{(N)}(g_B, \xi_B, p^2) \right],
\]

(A.7)

\[
\delta Z_{12} \Gamma_{2cc}^{(N),0} = -\frac{1}{Z_e} K_\epsilon \left[ Z_e \sum_{i \geq 1} Z_{1i} \delta \Gamma_{i,cc}^{(N)}(g_B, \xi_B, p^2) \right].
\]

(A.8)

We solve the equations above order-by-order is \( \alpha_s \). Provided we have knowledge of the renormalisation constants \( Z_{1i}^{(N)} \) up to \( L - 1 \) loops, which enter the right hand-side of both eqs. (A.7) and (A.8), we determine \( \delta Z_{12}^{(N)} \) to \( L \) loops by means of eq. (A.8). We applied this method to compute \( Z_{12}^{(N)} \) in eqs.(7.10)-(7.12) with complete dependence on the gauge parameter \( \xi \). Finally, by replacing \( \delta Z_{12}^{(N)} \) at \( L \)-loop in the left hand-side of eq. (A.7), we determine the renormalisation \( Z_{11}^{(N)} \) to \( L \) loops.
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