Transcription factor binding dynamics during human ES cell differentiation
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Human embryonic stem (ES) cells hold great promise for tissue engineering and disease modelling; yet a key challenge to deriving mature, functional cell types is understanding the molecular mechanisms that underlie cellular differentiation. There has been much progress in understanding how core regulators such as OCT4 (also known as POU5F1), SOX2, and NANOG as well as transcriptional effector proteins of signalling pathways, such as SMAD1, TCF3, and SMAD2/3, control the molecular circuitry that maintains human ES cells in a pluripotent state1,2. While the genomic binding sites of many of these factors have also been mapped in mouse ES cells, cross-species comparison of OCT4 and NANOG targets showed that only 5% of regions are conserved and occupied across species3. Together with more general assessment of divergent transcription factor (TF) binding4, those results highlight the importance of obtaining binding data in the respective species.

It is well understood that epigenetic modifications, such as DNA methylation and posttranslational modifications of the various histone tails, are essential for normal development5,6. TF binding sites are overlapping with regions of dynamic changes in DNA methylation and are linked to its targeted regulation7,8. More generally, TFs orchestrate the overall remodelling of the epigenome, including the priming of loci that will change expression only at later stages6,9,10. It has also been shown that lineage-specific TFs and signalling pathways collaborate with the core regulators of pluripotency to exit the ES cell state and activate the transcriptional networks governing cellular specification11,12. However, how the handoff between the central regulators occurs and what role individual TFs and signalling cues play in rewiring the epigenome to control proper lineage specification and stabilize commitment is still poorly understood.

TF binding maps across human ES cell differentiation

To dissect the dynamic rewiring of TF circuits, we used human ES cells to derive early stages of endoderm (dEN), mesoderm (dME) and ectoderm (dEC)13–15 along with a mesendoderm (dMS) intermediate (Fig. 1a, Supplementary Information). We defined and collected the dMS population at 12 h owing to maximal expression of BRACHYURY (T) (Fig. 1b), and carried out chromatin immunoprecipitation followed by sequencing (ChIP-seq) for four of the Roadmap Epigenomics Project16 core histone modifications (H3K4me1, H3K4me3, H3K27Ac and H3K27me) as well as RNA sequencing (RNA-seq) of polyadenylated transcripts (Supplementary Table 1). As expected, we observe upregulation of key TFs including FOXA2 and HNF4A in dEN, HAND1 and SNAI2 in dME, and OTX2 and PAX6 in dEC (Fig. 1b,c). We identified high-quality antibodies for 38 factors (Fig. 1c) and provide detailed information, including their validation and use in other studies, in Supplementary Table 2.

Using a micrococcal nuclease (MNsase)-based ChIP-seq (MNChIP-seq) protocol16 we obtained binding patterns as well as reproducibility comparable to sonicatation ChIP-seq with only 1–2 million cells (Extended Data Fig. 1a–e). We quantified the enrichment over background for each experiment (Supplementary Table 3), and show that the level of binding is comparable to TF ChIP-seq data from ENCODE16 (Extended Data Fig. 1f). To evaluate computationally the specificity of the chosen antibodies we searched our binding maps for previously reported motifs of the respective factors17 (Extended Data Fig. 2). Our final data set consists of 6.7 billion aligned sequencing reads that yield 4.2 million total binding events (Supplementary Table 3). The binding spectrum of all TFs averages 21,468 peaks and ranges from 578 to 100,778 binding events. Of these 23% are found in promoters, 44% in distal regions, 30% in introns, and 3% in exons.

Classes of TF dynamics

We first grouped the TF binding dynamics into four main classes (static, dynamic, enhanced and suppressed) similar to prior studies in yeast18 and then further subdivided each of these as either temporal (between successive time-points) or cross-lineage (between germ layers) (Fig. 2a and Extended Data Figs 3 and 4).

A number of factors, including NANOG, show largely static binding in ES cells and endoderm (Fig. 2a). This could be the result of NANOG’s proposed functions in endoderm, including protection against neuroectoderm specification and buffering TGF-β signalling to avoid premature induction of definitive endoderm19. CTCF is both temporally...
Figure 1 | TF dynamics during human ES cell differentiation. a, Schematic of the human ES cell differentiation system including timeline and key signalling pathways that are modulated. b, Normalized RNA expression of selected TFs over the differentiation timeline towards endoderm. c, RNA-seq data of the selected TFs. Factors are generally ordered by condition where they are most active: ES cells on top, followed by dMS, dEN, dME, and dEC.

Figure 2 | Classes of TF binding dynamics in germ layers. a, Classes of dynamics comparing TF binding between successive time points (temporal) or between different germ layers (cross-lineage). The schematics, browser images, and Venn diagrams illustrate examples of each class. b, SMAD4 predominantly binds to unique regions in the three germ layers. c, EOMES binding is enhanced from ES cells to dMS and dynamic in dEN. d, OTX2 binding is dynamic in dEN and dEC when compared to ES cells.

H3K27Ac domains identify lineage regulators

Extended H3K27Ac domains have recently been termed super-enhancers and were used to describe regulatory regions that enrich for binding sites of master TFs in the respective cell types. Binding of GATA4 in dME indeed coincides with long stretches of H3K27Ac near several mesodermal genes (Fig. 4a). We therefore used the previously described
Regulation of poised enhancers across germ layers

As dEN H3K27Ac domains were mostly devoid of known endoderm TFs, we asked if such regulators are instead present at regions that enrich for H3K4me1, as seen at the HNF1B locus (Fig. 5a). H3K4me1 can be found at both active and poised enhancers and is known to also form extended enhancer domains that may not overlap with the H3K27Ac locus (Fig. 5a). H3K4me1 domains in dEN and then measured enrichment for TF binding in these regions. In contrast to H3K27Ac, the top H3K4me1 domains were enriched for binding of FOXA1/2, GATA4, GATA6, and SOX17 (Extended Data Fig. 6, b), consistent with GATA4’s known role in directing cardiomyocyte development downstream of BMP signalling. OTX2 is known to regulate neuronal subtype specification in the midbrain and we found strong enrichment for OTX2 binding at ectoderm super-enhancers (Fig. 4c and Extended Data Fig. 6g, h). Meanwhile, dMS super-enhancers were enriched for known regulators such as EOMES and T, along with OSN and OTX2 (Fig. 4c). At a lower significance level we also find enrichment for a number of endoderm factors, including FOXA1/2, GATA4/6 and SOX17 (Supplementary Table 5). Interestingly, binding of EOMES, T and FOXA1/2 in the undifferentiated ES cells was also enriched (hypergeometric P < 10^-4) at dMS super-enhancers (Fig. 4c and Extended Data Fig. 6), suggesting that a number of loci might be already marked before differentiation.

Figure 3 | TF co-binding relationships and genomic targets. a, Left, overlap in binding between GATA4 and SMAD1 is greater in dME than in dEN. Similarly, overlap in binding between OTX2 and SMAD1 is greater in dEN than in dEC. Right, highly significant TF co-binding relationships are assigned a dark blue colour, representing -log10 of hypergeometric P value. All TFs, we asked if such regulators are instead present at regions that enrich for H3K4me1, as seen at the HNF1B locus (Fig. 5a). H3K4me1 can be found at both active and poised enhancers and is known to also form extended enhancer domains that may not overlap with the H3K27Ac locus (Fig. 5a). H3K4me1 domains in dEN and then measured enrichment for TF binding in these regions. In contrast to H3K27Ac, the top H3K4me1 domains were enriched for binding of FOXA1/2, GATA4, GATA6, and SOX17 (Extended Data Fig. 6, b), consistent with GATA4’s known role in directing cardiomyocyte development downstream of BMP signalling. OTX2 is known to regulate neuronal subtype specification in the midbrain and we found strong enrichment for OTX2 binding at ectoderm super-enhancers (Fig. 4c and Extended Data Fig. 6g, h). Meanwhile, dMS super-enhancers were enriched for known regulators such as EOMES and T, along with OSN and OTX2 (Fig. 4c). At a lower significance level we also find enrichment for a number of endoderm factors, including FOXA1/2, GATA4/6 and SOX17 (Supplementary Table 5). Interestingly, binding of EOMES, T and FOXA1/2 in the undifferentiated ES cells was also enriched (hypergeometric P < 10^-4) at dMS super-enhancers (Fig. 4c and Extended Data Fig. 6), suggesting that a number of loci might be already marked before differentiation.

Regulation of poised enhancers across germ layers

As dEN H3K27Ac domains were mostly devoid of known endoderm TFs, we asked if such regulators are instead present at regions that enrich for H3K4me1, as seen at the HNF1B locus (Fig. 5a). H3K4me1 can be found at both active and poised enhancers and is known to also form extended enhancer domains that may not overlap with the H3K27Ac domains. Using the same approach as above we identified extended H3K4me1 domains in dEN and then measured enrichment for TF binding in these regions. In contrast to H3K27Ac, the top H3K4me1 domains were enriched for binding of FOXA1/2, GATA4, GATA6, and SOX17 (Extended Data Fig. 6, b), known regulators of the early endodermal fate. We then measured the significance in overlap between TF binding and all poised enhancers for each cell type and found strong enrichment for these regulators and PRDM1 in dEN (Extended Data Fig. 8c, d).

In concordance with this analysis and global chromatin remodelling trends (Extended Data Fig. 8e), GATA4 is associated with dynamics of
H3K27Ac and H3K27Ac across all five cell types as well as GATA4/SMAD1 enrichment over the HAND1 locus in dME. B, Limited overlap of extended H3K27Ac domains between cell types. C, Top, schematic of different transitions in TF regulation at super-enhancers. OTX2 is present at the dMS stage, but not shown in the schematic due to limited space. Bottom, hypergeometric P values (–log10) displaying the most significant overlaps in H3K27Ac super-enhancers (SE) and TF binding for each cell type.

Figure 4 | Extended H3K27Ac domains highlight unique TF transitions. A, Browser tracks for H3K27me3 and H3K27Ac across all five cell types as well as GATA4/SMAD1 enrichment over the HAND1 locus in dME. B, Limited overlap of extended H3K27Ac domains between cell types. C, Top, schematic of populations (Fig. 5c, right bar). While the GATA4 KD in dEN does not greatly affect any of the measured endoderm TFs (total P = 0.49, paired t-test), in dME the KD leads to a 1.7–4-fold reduction in the expression of seven key factors (total P = 5.39 × 10−3, paired t-test). GATA4 binding in dME and dEN occupies similar loci in control and KD cell lines (Extended Data Fig. 9b, c), and H3K27Ac super-enhancers in dME are largely unaffected by our knockdown (Extended Data Fig. 9d, e). Nonetheless, we observe a significant decrease in SMAD1 and H3K27Ac enrichment in dME at GATA4 target sites in the KD lines (Fig. 5d, P < 10−300, paired t-test). To a lesser degree, we also observe a decrease in mean SMAD1 occupancy at binding sites away from GATA4 (Extended Data Fig. 9f). This could be the result of the general reduction of SMAD1 expression in the dME KDs or linked to other Tfs that aid SMAD1 binding, such as factors from the TEAD and GATA family (Fig. 5b).

Figure 5 | Regulatory dynamics at putative poised enhancers. A, Selected browser tracks for H3K27Ac and H3K4me1 in dEN and H3K27Ac in dME. Given that the SMAD proteins are known to interact with histone acetyltransferases EP300 and CBP, it is plausible that, through BMP signalling in dME, GATA4 interacts with SMAD1 and recruits EP300 to induce acetylation of H3K27 at target sites. This recruitment relationship is further supported by the higher enrichment of GATA4 motif instances at SMAD1 binding sites in dME versus dEN (Fig. 5b and Extended Data Fig. 8f) and the stronger enrichment of H3K27Ac at GATA4 targets in dME versus dEN (Fig. 3c).

To further explore this, we used several shRNAs to knock down (KD) GATA4 and then measured gene expression following differentiation into dME and dEN (Extended Data Fig. 9a). The mean expression for more than 20 lineage markers is very similar between control and KD cell lines, arguing that the KD cells still differentiate into comparable
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**Loss of DNA methylation at targets of lineage TFs**

DNA methylation can silence genomic regions, directly or indirectly, and plays an important role during mammalian development. Some TFs can modulate DNA methylation levels, but it is not generally known which factors can alter it in a developmental context and which ones might be sensitive to its presence. In endoderm at a region upstream of SOX17, we observe specific loss of DNA methylation accompanied by epigenetic remodelling to a poised state. We also observe that the loss of DNA methylation associates with lineage-specific binding of several TFs (Fig. 6a and Extended Data Fig. 10a). Interestingly, OTX2 and NANOG show some enrichment already in ES cells that seems to be linked to a very focal depletion of DNA methylation that may serve as an initial marking or protecting the region for downstream binding (Extended Data Fig. 10b).

We next performed global enrichment analysis for all TF binding at regions that either gained or lost DNA methylation. Many target sites of OSN as well as SMAD1 and TCF4 show gain of DNA methylation in three lineages, consistent with silencing of their pluripotency-related target genes (Fig. 6b, left). The dMS target sites of T and EOMES also become methylated in the three germ layer populations. Interestingly, we frequently find a reciprocal gain in DNA methylation in the alternative lineages of key dEN and dEC factors (Fig. 6b, middle).

As shown near SOX17, we also find that lineage regulators associate with targeted loss of DNA methylation. For instance, in dEN binding sites of EOMES, FOXA1/2 (Extended Data Fig. 10c, d), GATA4/6, SOX17, and OTX2 display focal and germ layer specific loss of DNA methylation (Fig. 6b, c). We also find strong enrichment for loss of DNA methylation at OTX2 binding sites in dEC (Fig. 6b, d). In dME we find seven partially overlapping TFs that show loss of DNA methylation at their binding sites, especially in lineages that also gain H3K27Ac (Fig. 6b, e and Extended Data Fig. 7c). Using reduced-representation bisulfite sequencing we measured the DNA methylation level for a representative subset of targets in GATA4 KD and control lines. Both dME and dEN GATA4 KD cells displayed significantly higher methylation level ($P < 10^{-10}$, paired t-test) (Fig. 6f and Extended Data Fig. 10e), suggesting a possible role for GATA4 in the focal depletion of DNA methylation.

**Figure 6** | **Specific loss of DNA methylation at targets of key lineage TFs.**

**a.** Top, browser tracks for H3K4me3 and H3K27me3 as well as enrichment of selected TFs upstream of SOX17. Bottom, each rectangle represents a single CpG and its methylation state. Loss of DNA methylation occurs specifically in dEN, which coincides with changes in chromatin state and specific binding of several known endoderm factors. **b.** Hypergeometric $P$ values ($-\log_{10}$) for the overlap in TF binding and regions that gain or lose DNA methylation (DNAme) relative to ES cells. Possible transition states are defined at the top. Heat maps display the enrichment of TF binding in ES cells, dMS (left), dEN, and dEC (centre), and dME (right) at differentially methylated regions in the three germ layers. **c.** Whole-genome bisulfite sequencing (WGBS)-based average CpG methylation level of 100-bp tiles over GATA4 dEN targets. **d.** WGBS mean methylation level at OTX2 dEC targets. **e.** WGBS mean methylation level at GATA4 dEN and dME targets. **f.** Reduced-representation bisulfite sequencing-based average CpG methylation level of 100-bp tiles over GATA4 targets in control and GATA4 KD cell lines in dEN (left) and dME (right). For comparison, WGBS ES cell mean methylation level is also shown (grey).
Discussion
Directed differentiation of human ES cells into the three embryonic germ layers coupled with comprehensive TF binding analysis and integration with epigenomic data has allowed us to characterize differentiation-associated regulatory dynamics. We find that targets of many lineage-specific factors associate with loss of DNA methylation in those germ layers, while factors that are expressed in more than one lineage (GATA4, GATA6, OTX2, SOX17) show a corresponding loss of DNA methylation at their targets in multiple cell types. This is in line with the model that some TFs have an intrinsic ability to alter DNA methylation, although more work is needed to determine if all of these can indeed be considered “pioneer factors”\(^\text{10}\). We also find a specific gain of DNA methylation for the targets of many TFs at later time points or in parallel time-points but along alternate lineages. This might present a possible mechanism for occluding binding sites of certain methylation sensitive factors at past or alternate differentiation paths.

To investigate the interplay between TF binding and the chromatin landscape, we focused on TF dynamics at H3K27Ac super-enhancers, where OTX2 and OSN seem to guide the transition to dEN while GATA4 and OTX2 act as key regulators for dME and dEC, respectively. GATA4 exemplifies a factor with distinct germ layer functions, where in dEN it resides at poised enhancers and in dME it appears to associate with SMAD1/EP300 to establish and maintain H3K27Ac domains. The dual use of GATA4 and OTX2 highlights the modularity in transcriptional networks in development and the complex interaction of downstream signalling effectors, TFs and chromatin in the three germ layers.

Online Content
Methods, along with any additional Extended Data display items and Source Data, are available in the online version of the paper; references unique to these sections appear only in the online paper.
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**METHODS**

No statistical methods were used to predetermine sample size.

### Human ES cell culture

Cell culture was done as reported previously. Briefly, we chose the NIH approved, male human embryonic stem (ES) cell line HUES64 because it has maintained a stable karyotype over many passages and is able to differentiate well into the three germ layers. HUES64 was routinely tested for Mycoplasma and was negative in all samples. ES cells were maintained on −15,000 cells per cm² irradiated murine embryonic fibroblasts (MEFs, Global Stem) and cultured in 20% knockout serum replacement (KSR, Life Technologies), 200 mM GlutaMAX (Life Technologies), 1X minimal essential media (MEM) non-essential amino acids solution (Life Technologies), 10 µM bFGF (Millipore), 55 µM β-mercaptoethanol in knockout Dulbecco’s modified Eagle medium (KO DMEM, Life Technologies). ES cells were passaged every 4-5 days using 1 mg ml⁻¹ collagenase IV (Life Technologies).

#### Directed differentiation of human ES cells.

When human ES cells reached 60-70% confluence on MEFs, the cells were plated as clumps on 6-well plates coated with Matrigel (Life Technologies) in mTeSR1 basal medium (StemCell Technologies). We maintained the cells for three days in feeder-free culture and then induced directed differentiation towards mesendoderm, endoderm, mesoderm, and ectoderm using different media conditions. For mesendoderm and endoderm differentiation cells were cultured for 12 and 120 h, respectively, in Roswell Park Memorial Institute (RPMI) medium (Life Technologies) supplemented with 100 ng ml⁻¹ activin A (R&D Systems), 50 mM β-mercaptoethanol (MNTA3A (R&D Systems), 0.5% FBS (HyClone), 200 mM GlutaMAX (Life Technologies), 0.2% MEM non-essential amino acids solution (Life Technologies), and 55 µM β-mercaptoethanol. For the first 24 h of mesoderm differentiation, cells were cultured in DMEM/F12 medium supplemented with 100 ng ml⁻¹ activin A (R&D Systems), 10 ng ml⁻¹ bFGF (Millipore), 100 mM β-mercaptoethanol, 0.2% MEM non-essential amino acids solution (Life Technologies), and 55 µM β-mercaptoethanol. From 24 to 120 h of mesoderm differentiation, Activin A was removed from the culture. For ectoderm differentiation cells were cultured in DMEM/F12 medium supplemented with 2 µM TGF-β inhibitor (Tocris, A83-01), 2 µM WNT3A inhibitor (Tocris, PNU-74654), 2 µM dorsomorphin BMP inhibitor (Tocris), 15% KSR (Life Technologies), 0.2% MEM non-essential amino acids solution (Life Technologies), and 55 µM β-mercaptoethanol. Media was changed daily. Before inducing differentiation, we manually removed the differentiated cell clumps. We routinely obtain greater than 80% differentiated cells based on the presence of the surface marker CD56 (81.7% of mesoderm and 94.4% of ectoderm cells) and greater than 70% differentiated cells based on the surface marker CD184 for endoderm.

#### RNA extraction and RNA-seq.

For measuring expression levels, RNA was isolated from the human ES cells and differentiated cells using TRIzol (Invitrogen, 15596-026), further purified with RNeasy columns (QIAGEN, 74104) and DNase treated. RNA-seq library construction and data analysis was carried out as described previously.

### Antibodies

Supplementary Table 2 lists detailed information for all antibodies used in this study, along with references that validate the specificity and use of each antibody.

**MNCiHP-seq and library construction.** ChiP-seq for all chromatin marks was done as in ref. 9. MNCiHP-seq for TFs was carried out as in ref. 9 with several modifications, including the micrococcal nuclease (MNase) digestion. Briefly, cell samples were treated with 0.05 M EGTA and chromatin was aliquoted into 1–2 million cells per ChIP.

#### Antibodies

Supplementary Table 2 lists detailed information for all antibodies used in this study, along with references that validate the specificity and use of each antibody.

**MNCiHP-seq and library construction.** ChiP-seq for all chromatin marks was done as in ref. 9. MNCiHP-seq for TFs was carried out as in ref. 9 with several modifications, including the micrococcal nuclease (MNase) digestion. Briefly, cell samples were treated with 0.05 M EGTA and chromatin was aliquoted into 1–2 million cells per ChIP.

**Selection of transcription factors.** Approximately half of the transcription factors (TFs) were chosen because they are known to play an important role in regulation of pluripotent cells or in the transition to mesendoderm (for example, BRACHYURY), endoderm (for example, SOX17), mesoderm (for example, GATA4), and ectoderm (for example, PAX6). Others were chosen computationally based on Nanosting expression analysis and RNA-seq data. Previous work identified that OCT4 and SOX2 play distinct roles in the transition from ES cells to mesendoderm and ectoderm based on differential expression of these TFs in the two lineages. We used a similar approach to computationally identify factors that are differentially expressed in mesendoderm and endoderm. Another study showed that temporal upregulation of TFs can be indicative of their importance at specific stages of blood differentiation. We used this approach to identify factors that were upregulated upon transition to mesendoderm, mesoderm and endoderm and included those as well in the study (see Supplementary Table 2 for additional details on the factors).

**ChiP-seq and MNCiHP-seq data processing.** Reads were aligned to the hg19 human genome using the same cloning vector with the following target sequences: TGACCCTGAAGTTCATCTGCA (GFP) and CACTCGGATATTTGATATGTG (Luciferase). Data was collected in cell types where the factors are known to be active, for Extended Data Fig. 1f we excluded all our TF binding profiles for time points where the factors are not highly expressed and expected to be inactive (middle box plot).
To quantify the specificity of our antibodies computationally, we carried out motif analysis that measured the enrichment of 1,887 known DNA binding sequences at 500 bp regions centered on the peaks of each TF using Centrioom and Homer38 (Extended Data Fig. 2). For six factors, (POL2, SALL4, T, NR5A2, THAP1, TRIM28), we did not find a reliable DNA-binding motif in the database of 1,887 motifs combining TRANSFAC and Jolma et al. data sets.9,35 For the remaining 32 TFs, we found that 88% (28/32) of factors significantly (P < 10−5) associated with the known DNA binding motif. Moreover, we carried out decoy motif discovery for these factors (using MEME36 and Homer38) and show that these motifs are highly similar to the known motifs, further supporting the specificity of these antibodies (Extended Data Fig. 2). For the other 4 factors (SRF, REX1, STAT3, TAL1) of the 32, we believe that either the known motifs in the database do not match the in vivo binding affinities for these factors in our cell types or that cross-reactivity of the antibody with other proteins is occurring. To be conservative, we have excluded all these factors from further analyses, figures, and the main manuscript.

The GATA4 and SMAD1 motif enrichment in Extended Data Fig. 2f was also carried out using Centrioom with weighted moving average of 50 bp window. Finally, motif enrichment for Fig. 3b was carried out by scanning 1,887 motifs (see above) within 500 bp of binding using Centrioom and displaying three or more of the most enriched DNA motifs per cell type.

**TF dynamics and co-binding relationships.** For quantifying TF dynamics between cell types and co-binding relationships between TFs, peak regions were merged if two peak centers were a distance of 1,000 bp or less, and significance P values were calculated using the hypergeometric distribution and were subsequently corrected for multiple hypothesis testing. For each TF MNChIP in each condition, we calculated a vector of the −log10 P values for interactions with all other experiments. We then clustered all vectors along both rows and columns based on correlation distance using hierarchical clustering algorithm and average linkage (Fig. 3a). We filtered all experiments across conditions to set a significance threshold level of P value < 10−3 for each of visualization. To define classes of TF binding dynamics, binding was termed enhanced/suppressed if we observed at least a twofold increase/decrease in binding sites between two different conditions. If the binding sites had not decreased/increased twofold between two conditions, we defined the co-binding relationship as static if P value < 10−300, and dynamic if P value > 10−300.

**Defining chromatin state.** For differential signal enrichment analysis, we first computed the number of uniquely aligned sequencing tag midpoints for all 1-kb tiles of the genomic black list filtered human genome. Genomic region black lists were obtained from http://hgdownload.cse.ucsc.edu/goldenPath/hg19/encodeDCC/wgEncodeMapability/wgEncodeDacMapabilityConsensusExcludable.bed.gz. For each histone mark and each condition, we then determined all 1-kb tiles significantly enriched over the whole-cell extract (WCE). To that end, we fitted local Poisson models to the read count normalized WCE tag distribution for each 1-kb tile of the human genome.41. Only regions enriched threefold or higher compared to the whole cell extract and significant after correcting multiple testing using the Benjamini–Hochberg method at a q value ≤ 0.05 were retained. In order to identify differentially enriched regions between ES cells and each of the ES-cell-derived populations, we took advantage of a recently published analysis strategy based on mixture models that allows to incorporate replicate information and to correct for differences in IP efficiency and signal to noise ratio.29 We used the R implementation in the software package enrich to first fit a latent Poisson mixture model with two components to each ChIP-seq experiment in order to obtain an estimate of the fraction of reads in the signal component. Next, we used the initial parameter estimates from the latter model to fit a joint Poisson mixture model for each group of biological replicates. Finally, we used the obtained models for each sample group to conduct pairwise comparisons accounting for sequencing depth and differences in IP efficiency. To that end, we made the assumption that the true number of enriched regions between two compared conditions for a given mark or factor is similar and set the p parameter in the enrich mix function to 1. Finally, we obtained a list of differentially enriched regions for each ChIP-seq replicate at an FDR < 0.05 for each TF. Then, we used the hypergeometric distribution to calculate the P value for each sample at 300 bp regions centered around each TF peak, and then using the paired t-test. Using region size of 1 kb or 600 bp led to the same biological conclusions. Reduced-representation bisulfite sequencing captured only 1.897 of the 42,477 GATA4 bound regions in dEN and 2,331 of 35,842 GATA4 bound regions in dME with sufficient CpG methylation coverage; hence only these regions were used for the composite plots in Fig. 6f, Extended Data Fig. 10e, and associated P value calculations.

**TF enrichment analysis.** We assessed the significance of overlap in TF binding and regions merged within super-enhancers by using the hypergeometric distribution. For each cell type, we only used TF peak regions in that cell type and super-enhancers as defined by chromatin data for that cell type. We used the same approach for measuring the TF binding enrichment at poised enhancers, or regions enriched for H3K4me1 and H3K27me3 histone modifications.39 For chromatin state transition analysis, we defined the initial state as ES cells and the next cellular state as dMS or one of the three germ layers (dEN, dME, and dEC).

We then carried out TF enrichment analysis using MNChIP binding data per cell type and different epigenetic state transitions into that cell type. P values were again calculated using the hypergeometric distribution, and were subsequently corrected for multiple hypothesis testing. This analysis was used for both chromatin state transitions and DNA methylation state transitions. For Fig. 6b, we identified all differentially methylated 1-kb tiles in the genome (mean methylation difference ≥ 0.15) between ES cells and the three germ layers. In addition, we also identified regions that transitioned from an HMR state to an H3K27Ac state, termed regions that lose methylation and gain H3K27Ac. We then carried out the enrichment analysis for TF binding in these regions as described above.

**Heat maps and composite plots.** Heat maps were generated for regions −1 kb to 1 kb from the center of each merged TF peak, using bins of size 250 bp. ChIP occupancy was normalized to sequencing depth as described above. Binding events for two or three ChIP-seq experiments were merged before heat map generation using Homer, as described above. ChIP-seq composite plots were generated for regions −5 kb to 5 kb from the center of each TF peak, using bins of size 200 bp. Signal was normalized to sequencing depth, where 1 represents the mean ChIP occupancy at regions furthest from the peaks. DNA methylation composite plots were generated for regions −2 kb to 2 kb from the center of each TF peak, using bins of size 100 bp. Mean methylation was calculated by averaging of the methylation ratio at all unique CpGs within a given bin, excluding bins with no CpGs. P values for composite plots were calculated between two samples (for example, KD and control) by finding the normalized histone mark enrichment or normalized methylation level for each sample at 300 bp regions centered around each TF peak, and then using the paired t-test. Using region size of 1 kb or 600 bp led to the same biological conclusions. Reduced-representation bisulfite sequencing captured only 1.897 of the 42,477 GATA4 bound regions in dEN and 2,331 of 35,842 GATA4 bound regions in dME with sufficient CpG methylation coverage; hence only these regions were used for the composite plots in Fig. 6f, Extended Data Fig. 10e, and associated P value calculations.
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Extended Data Figure 1 | MNase ChIP-seq (MNChIP-seq) performance compared to sonication based ChIP-seq. a, Venn diagram (top) and corresponding heat maps (bottom) show high reproducibility of CTCF binding between biological replicates in ES cells using MNChIP-seq. Heat maps display normalized binding occupancy averaged using 50 bp bins. Regions are centred on the merged binding peaks for the two replicates, where 10 = regions bound in replicate 1, 01 = bound in replicate 2, and 11 = bound in both. b, Venn diagram (top) and corresponding heat maps (bottom) show high reproducibility of NANOG binding between biological replicates in ES cells using MNChIP-seq. Heat maps display normalized binding occupancy averaged using 50 bp bins. Regions are centred on the merged binding peaks for the two replicates, where 10 = regions bound in replicate 1, 01 = bound in MNChIP-seq replicate, 11 = bound in both replicates. c, Heat maps show high reproducibility of GATA4 binding in both dME (left) and dEN (right) using MNChIP-seq. Heat maps display normalized binding occupancy averaged using 50 bp bins. Regions are centred on the merged binding peaks for the two replicates, where 10 = regions bound in replicate 1, 01 = bound in replicate 2, 11 = bound in both replicates. d, Venn diagram (top) and corresponding heat maps (bottom) show a higher sensitivity for capturing NANOG binding sites in ES cells using MNChIP-seq. Heat maps display normalized binding occupancy averaged using 50 bp bins. Regions are centred on the merged binding peaks for the two replicates, where 10 = regions bound in replicate 1, 01 = bound in MNChIP-seq replicate, 11 = bound in both replicates. e, Heat maps show high reproducibility of GATA4 binding in both dME (left) and dEN (right) using MNChIP-seq. Heat maps display normalized binding occupancy averaged using 50 bp bins. Regions are centred on the merged binding peaks for the two replicates, where 10 = regions bound in replicate 1, 01 = regions bound in replicate 2, 11 = regions bound in both replicates. f, Top: number of significant binding peaks in our data set is comparable to that of 1,410 ENCODE TF ChIP-seq profiles (all currently available with matching peak and .bam files at UCSC). Bottom: the level of enrichment over background, as quantified by percentage of reads in peaks, is approximately 1.5 times less than that of the ENCODE TF binding data. ENCODE data was collected in cell types where the factors are known to be active; therefore, for this comparison we excluded all TF binding profiles from time points where the factors are not expressed and expected to be active (middle column).
Extended Data Figure 2 Motif analysis. 88% (28/32) of factors significantly associate with their known DNA binding motif \( (P < 10^{-27}) \). De novo motif discovery for these factors confirms their known motifs, which provides further validation for the antibody specificity. For SRF, REX1, STAT3, and TAL1 the motifs did not match the database motifs. To be conservative, we excluded these factors from further analyses. For the remaining six factors, (POL2, SALL4, T, NR5A2, THAP11, TRIM28) we did not find a reliable DNA-binding motif in the database of 1,887 motifs combining TRANSFAC and Jolma et al. data sets\(^{20}\).
Extended Data Figure 3 | Examples of TF binding dynamics across several loci. a, Binding dynamics for a number of selected TFs in the four differentiated cell types versus ES cells (temporal) and in dEN versus dME (cross-lineage). b, Normalized TF binding of NANOG, EOMES, GATA4, and SMAD1 shows distinct and germ layer specific regulation of the GATA6 locus. c, Normalized TF binding at the HAND1 locus shows very static binding for NANOG between cell types, somewhat dynamic binding of OTX2 in dEN and dEC, and more dynamic binding of GATA4 in dEN and dME. Purple boxes upstream of HAND1 mark long domains of H3K27Ac, which are highly enriched for GATA4 and SMAD1 binding in dME (bottom tracks). d, Normalized MNChIP-seq binding of multiple factors across different cell types show strong enrichments over whole cell extract (WCE) control (bottom track). The high similarity in CTCF binding between cell types suggests that chromatin loops, nuclear lamina interactions, and chromatin boundaries regulated by CTCF are largely preserved during early human ES cell differentiation.
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Extended Data Figure 4 | Venn diagrams and heat maps highlighting different TF binding dynamics in human ES cells and their derivatives.

a, Heat maps show that CTCF binding overlaps highly in dEN and dME. Heat maps display normalized binding occupancy averaged using 50 bp bins. Regions are centred on the merged binding peaks for the two cell types, where 10 = regions bound in dME, 01 = bound in dEN, 11 = bound in both.
b, Heat maps show that NANOG binding (left) is static in ES cells and dEN and suppressed in dME. In contrast, GATA4 binding (middle) is highly dynamic between dEN and dME and enhanced in the germ layers relative to ES cells. Finally, OTX2 binding (right) is dynamic in dEN and dEC relative to ES cells, but suppressed in dME. Heat maps display normalized binding occupancy averaged using 50 bp bins. Regions are centred on the merged binding peaks for the three conditions, where regions 100, 010, 001, 110, 101, 111 are defined in legend on bottom right (panel f).
c, Venn diagrams (top) and corresponding heat maps (bottom) show the binding dynamics of SOX2 (left) and OCT4 (right). Heat maps display normalized binding occupancy averaged using 50 bp bins. Regions are centred on the merged binding peaks for the three conditions, where regions 100, 010, 001, 110, 101, 111 are defined in legend in panel f.
d, Venn diagram (top) and heat maps (bottom) show that TCF4 binding is temporally static in dMS and dEN (left) and suppressed in dME and dEC relative to dEN (right).
e, Heat maps show that SMAD4 predominantly binds to unique regions in the three germ layers. Heat maps show that EOMES binding is enhanced from ES cells to dMS and dynamic in dEN. Heat maps display normalized binding occupancy averaged using 50 bp bins. Regions are centred on the merged binding peaks for the three conditions, where regions 100, 010, 001, 110, 101, 111 are defined in legend on the right.
Extended Data Figure 5 | Heat maps of GATA4 and OTX2 co-binding relationship with SMAD1/4 in germ layers. a, Venn diagrams (top) and corresponding heat maps (bottom) show that overlap in binding between GATA4 and SMAD1 is smaller in dEN (left) than in dME (right). Heat maps display normalized binding occupancy averaged using 50 bp bins. Regions are centred on the merged binding peaks for the three conditions, where 10 = regions bound by factor 1, 01 = regions bound by factor 2, 11 = regions bound by both factors. Regions were considered co-bound if peaks for both factors occurred within distance d, set to 1000 bp for most analyses. Decreasing the distance d for dME to 500 bp has little effect. Setting d to 200 bp and 100 bp decreases co-bound peaks in dME by about 25% and 50%, respectively.

b, Heat maps show that overlap in binding between OTX2 and SMAD1 is higher in dEN (left) than in dEC (right). Heat maps display normalized binding occupancy averaged using 50 bp bins. Regions are centred on the merged binding peaks for the three conditions, where 10 = regions bound by factor 1, 01 = regions bound by factor 2, 11 = regions bound by both factors.

c, Venn diagrams (top) and corresponding heat maps (bottom) show that the overlap in binding between GATA4 and SMAD4 is greater in dME than in dEN. Heat maps display normalized binding occupancy averaged using 50 bp bins. Regions are centred on the merged binding peaks for the three conditions, where 10 = regions bound by factor 1, 01 = regions bound by factor 2, 11 = regions bound by both factors.
Extended Data Figure 6 | Extended H3K27Ac domains in the germ layers. Related to Fig. 4. a, Venn diagram shows limited overlap between the top 500 extended H3K27Ac domains between cell types. b, Left, alternative lineage chromatin states of stitched dMS H3K27Ac super-enhancers (n = 698, merging 3,441 1-kb regions shown as rows in the heat map). Chromatin states (see Supplementary Information for detailed definitions of “extended H3K27Ac domains” and “H3K27Ac chromatin states”) that are displayed in the panel are defined in the legend (bottom left, HMR = highly methylated region). Center: corresponding binding of the most enriched TFs in dMS. Black bars indicate TF binding. Right, corresponding binding of selected factors in ES cells. c, Genome browser tracks for H3K27Ac across all cell types and normalized TF binding in selected cell types for EOMES, T, FOXA1/2, GATA4, and SOX17 over the EOMES locus. Grey bars highlight regions where TF binding is present in ES cells and at later stages in differentiation, suggesting that these loci are primed for binding by these factors in ES cells. Although we cannot distinguish whether this happens in all cells or just a subpopulation, it is tempting to speculate that this binding occurs in the subset of cells in G1, which is the population that is most responsive to differentiation cues.

This would also be in line with DNase I footprint studies that reported usage of EOMES DNA-binding sites in human ES cells. d, Left, alternative lineage chromatin states of stitched H3K27Ac super-enhancers in ES cells (n = 1,052, merging 4,191 1-kb regions shown as rows in the heat map). Chromatin states that are displayed in the panel are explained in the legend in panel b (bottom left, HMR = highly methylated region). Centre, corresponding binding of the most enriched TFs in ES cells. Black bars indicate TF binding. OSN and OTX2 are the most enriched factors. Interestingly, OTX2 was recently shown to play an important role in the mouse naive to primed pluripotent state transition, a cellular state considered to be similar to human ES cells.

Right, corresponding binding data for T, EOMES, and SALL4 in dMS, showing that these key dMS regulators are present at many of these super-enhancers in the next stage of differentiation. e, Left, alternative lineage chromatin states of stitched H3K27Ac super-enhancers in dEN (n = 1,152, merging 4,051 1-kb regions shown as rows in the heatmap). States are defined as in panel b (bottom left, HMR = highly methylated region). Centre, corresponding binding of OTX2 and GATA4 or OTX2 in dEN shows that these factors occupy many of these regions in the undifferentiated state. OTX2 is known to play important roles in brain, craniofacial, and sensory organ development. In mice, Otx2 is required from E10.5 onward to regulate neuronal subtype identity and neurogenesis in the midbrain, and inhibition of FGF signalling upregulates OTX2 and subsequently induces the neuroectodermal regulator PAX6.

Complementing these previous studies, our results suggest that it may play a central role in mediating the transition from pluripotency to early ectoderm. Interestingly, in dEC OTX2 does not globally associate with SMAD1 outside of super-enhancers to the same degree as in dEN (Fig. 3a). Taken together, we observe differential co-binding between SMAD1 and GATA4 or OTX2 in the respective germ layers that is linked to differential signalling, which may guide the remodelling of the associated chromatin.

f, Left, alternative lineage chromatin states of stitched H3K27Ac super-enhancers in dEC (n = 506, merging 908 1-kb regions shown as rows in the heat map). States are defined as in panel b. Centre, corresponding binding of the most enriched TFs in dEC. Black bars indicate TF binding. Right, corresponding binding of selected TFs in ES cells shows that these factors occupy many of these regions in the undifferentiated state. Despite the fact that H3K27Ac domains are highly unique in the different cell types, we note that OTX2 and SMAD1 binding in undifferentiated ES cells is observed before the other factors that will mediate the transition to super-enhancer status in the three germ layers (e–h, right panels). Similarly, as noted above, regulators of super-enhancers in the germ layers also associate with these regions already in the pluripotent state. This might suggests that TF binding at germ layer specific H3K27Ac domains in the ES cells could be involved or necessary for the future handoff. Possible roles could include active regulatory binding or a way to simply mark super-enhancers; alternatively, it could also provide an active protection from silencing by the highly expressed DNA methylation machinery. In this context it is worth noting that OSN binding in the undifferentiated cells is depleted in a subset of super-enhancers that are highly methylated (e–h, bottom right) suggesting a possible binding sensitivity to DNA methylation, which has been reported for OCT4 (ref. 45).

f, Left, alternative lineage chromatin states of stitched H3K27Ac super-enhancers (n = 1,129, merging 4,717 1-kb regions shown as rows in the heat map). States are defined as in panel b. Centre, corresponding binding of the most enriched TFs in dME. GATA4 and SMAD1 are the most highly enriched factors at dME super-enhancers. Globally, GATA4 also interacts significantly with SMAD1 and SMAD4 in dME (hypergeometric P < 10−500) but less so in dEN (Fig. 3a, Extended Data Fig. 5c). This suggests that GATA4 interacts with SMAD1/4 at genomic targets and specifically at super-enhancers to act as a possible key regulator of the transition from pluripotent to a mesodermal state in response to BMP signalling. Recent studies have reported that master regulators in various cell types interact with TFs downstream of key signalling pathways in a similar manner. Right, corresponding binding of selected factors in ES cells. g, Left, alternative lineage chromatin states of stitched H3K27Ac super-enhancers in dEC (n = 506, merging 908 1-kb regions shown as rows in the heat map). States are defined as in panel b. Centre, corresponding binding of the most enriched TFs in dEC. Black bars indicate TF binding. Right, corresponding binding of selected TFs in ES cells shows that these factors occupy many of these regions in the undifferentiated state. OTX2 is known to play important roles in brain, craniofacial, and sensory organ development. In mice, Otx2 is required from E10.5 onward to regulate neuronal subtype identity and neurogenesis in the midbrain, and inhibition of FGF signalling upregulates OTX2 and subsequently induces the neuroectodermal regulator PAX6.
Extended Data Figure 7 | Quantification of cell sorting in dME on GATA4 binding and enrichment analysis. a, Left, Venn diagrams (top) and heat maps (bottom) show that the overlap in binding between GATA4 ChIP-seq in sorted CD56+ cells and unsorted dME cells is very similar. In particular, the unique binding sites in unsorted cells (y axis label 01) also show visible but less significant binding in sorted cells, arguing that unsorted cells do not add many false positive peaks. Conversely, unique binding sites in sorted cells (y axis label 10) show that less than half of these sites are truly unique, or with no detectable binding in unsorted cells. Right, Venn diagrams (top) and heat maps (bottom) shows the overlap in binding between two GATA4 ChIP-seq replicates in unsorted dME populations. The overlap in binding between replicates using unsorted cells is similar to the overlap in binding between sorted and unsorted cells shown on the left. b, Left, alternative lineage chromatin states of dME H3K27Ac super-enhancers (n = 1,129, merging 4,717 1-kb regions shown as rows in the heat map). States are defined in legend (top right, HMR = highly methylated region). Centre, corresponding binding of GATA4 in sorted CD56+ cells, and two unsorted dME replicates (dME1 and dME2). Black bars indicate TF binding. Right, enrichment P values (−log10) for GATA4 binding at H3K27Ac super-enhancers are slightly more significant (hypergeometric P < 10−300) for unsorted cells than for sorted cells (hypergeometric P < 10−225). This shows that the conclusions for GATA4 in dME are largely unaffected by cell sorting. Moreover, since our enrichment analysis compares overlaps of binding at thousands of sites, this comparison argues that the analysis is in general robust to using unsorted cell populations. c, Enrichment P values (−log10) for the overlap in TF binding and regions that gain or lose DNA methylation relative to ES cells (see Supplementary Information). Possible transition states are defined at the top. Heat maps display the enrichment of GATA4 binding in sorted CD56+ cells, and two unsorted dME replicates (dME1 and dME2). Unsorted cells have similar enrichment P values (−log10) to sorted cells (hypergeometric P < 10−300). This shows that the methylation conclusions for GATA4 in dME are largely unaffected by cell sorting and again argues that our enrichment analysis is robust to using unsorted cell populations.
Extended Data Figure 8 | Regulation of poised enhancers and other epigenetic state transitions. Related to Fig. 5. a, Left, alternative lineage chromatin states of dEN H3K4me1 super-enhancers (n = 309, merging 760 1-kb regions shown as rows in the heat map). Chromatin states that are displayed in the panel are explained in the legend (bottom right, HMR = highly methylated region). Right, corresponding binding of the most enriched TFs in dEN, where the black bars indicate TF binding. b, Left, alternative lineage chromatin states of the top 2,000 1-kb-long dEN H3K4me1 enhancers in dEN (shown as rows in the heat map). Chromatin states that are displayed in the panel are defined in the legend in panel a (bottom right, HMR = highly methylated region). Right, corresponding binding of the most enriched TFs in dEN, where the black bars indicate TF binding. Increasing the number of regions displayed shows a higher enrichment for dEN factors at H3K4me1 enhancers than when only surveying the top 760 1-kb regions in panel a. c, Hypergeometric P values (−log10) for the most significant overlaps between all poised putative enhancers (H3K27me3 and H3K4me1) and each TF’s binding profile in the respective cell type. Enrichment P values for dEN and dME (right column) are lower than in ES cells, which is likely the result of the overall smaller number of poised enhancers in those two germ layers. The scale is therefore adjusted for dEN and dME as shown in the respective P value legends. In ES cells, we find that poised enhancers are highly enriched for binding by OSN, OTX2, TCF4 and SMAD1 in the pluripotent state (c, d). In dMS, we see the same regulators along with T, EOMES, and LEF1 are present at poised enhancers (c, d, centre). In contrast, poised enhancers in dEN show strong enrichment for PRDM1 and many of the regulators mentioned above (c, d, right). Lastly, in dME, we find enrichment for SNAI2, which is known for its activity in mesoderm including blood development49. d, Summary table of hypergeometric P values (−log10) displaying the most significant overlaps between the top 500 poised enhancers (H2K27me3 and H3K4me1) and each TF’s binding profile within a given cell type (ES cells, left; dMS, centre; dEC, bottom; dEN and dME, right). Enrichment P values are more comparable between ES cells and the germ layers, since we compare TF binding with the same number of poised enhancers (500) in each cell type. The results are consistent with c, showing that the same factors are most enriched as when comparing to all poised enhancers. e, Table of hypergeometric P values (−log10) in overlap between TF binding and regions with different chromatin state transitions (relative to ES cells) within each germ layer (dEN, top; dME, middle; dEC, bottom; see Supplementary Information). Possible epigenetic state transitions are shown on top and states are defined in legend on the top left. Globally, we find a much stronger enrichment for gain of H3K4me1 in dEN than in dME, particularly for the endoderm factors present at the most methylated H3K4me1 domains. Conversely, in dME we find a strong association between remodelling of H3K27Ac and the dME factors that reside at H3K27Ac genomic regions. In concordance with this global trend, GATA4 is associated with dynamics of H3K4me1 in dEN and H3K27Ac in dME. f, Probability (y axis) of the best match to a given motif (SMAD1 and GATA4) occurring at a given position at regions centred on SMAD1 binding in dME (top) and dEN (bottom). This probability is based only on regions that contain at least one match with score greater than the minimum score defined for this motif by the default settings in Centrimo39. The position of the best GATA4 DNA binding sites (red) are more centrally enriched (P < 10−241, Centrimo39) at SMAD1 ChIP-seq peaks in dME (top) than in dEN (bottom).
Extended Data Figure 9 | GATA4 knockdown experiments in dEN and dME. 

a, Experimental design and data collected for the GATA4 knockdown (KD) and control experiments in dEN and dME (see Supplementary Information for details).

b, Heat maps of GATA4 normalized occupancy at GATA4 targets (columns) in control and KD cell lines at corresponding genomic regions. GATA4 occupies very similar loci in control and KD cell lines in dME.

c, Heat maps of GATA4 normalized occupancy at GATA4 targets (columns) in control and KD cell lines at corresponding genomic regions. GATA4 occupies very similar loci in control and KD cell lines in dEN.

d, Venn diagram of dME H3K27Ac super-enhancers detected using H3K27Ac data in shControl and 3 shGATA4 KD cell lines. Super-enhancers in the shGATA4 KD lines 1, 2, and 3 overlap with super-enhancers in the shControl cell line at a much higher rate than different cell types in Fig. 4b. e, Pairwise rate of overlap between super-enhancers detected using different H3K27Ac ChIP experiments. Super-enhancers in the shGATA4 KD lines 1, 2, and 3 overlap with super-enhancers in the shControl cell line at a rate of 51.6%, 52.7%, and 47.4% (left-most bars). In comparison, the KD replicates overlap with one another at a rate of 58.8%, 59.3%, and 52.3%, and wild-type dME replicates overlap at a rate of 61.2% (middle bars). This shows that the GATA4 KD does not affect the genomic location of dME H3K27Ac domains greatly, as the overlap in domains between control and KD cell lines is only slightly lower than between H3K27Ac ChIP-seq replicates in dME. In contrast, the number of super-enhancers in common between different cell types ES cell, dEN, and dME is much lower at 14.3%, 13.7%, and 16.7% (right-most bars). Percentages are calculated relative to the experiment with fewer super-enhancers detected.

f, Normalized SMAD1 (top) and H3K27Ac (bottom) mean occupancy is lower in dME for the shRNA KD lines versus control lines at SMAD1 sites both far from (distance > 1 kb, left panel) and near (distance ≤ 1 kb, right panel) from GATA4 binding (see Supplementary Information for details). The smaller decrease in occupancy away from GATA4 binding may be due to indirect effects, such as lower SMAD1 expression or co-binding with other unknown TFs.
Extended Data Figure 10 | TF binding associates with specific loss of DNA methylation in dEN. Related to Fig. 6. a, Top, genome browser tracks for H3K4me3 and H3K27me3 across four of the cell types over the SOX17 locus, zooming out on the region shown in Fig. 6a. Bottom, whole genome bisulfite sequencing (WGBS)-based CpG methylation measurements. Specific loss of DNA methylation in dEN and associated chromatin remodelling to a poised state (H3K4me3 and H3K27me3) occurs 240 kb upstream of SOX17, which coincides with loss of H3K27me3 and gain of H3K4me3 mark near the SOX17 gene. b, Top, genome browser tracks for selected TFs in different cell types upstream of SOX17. Bottom, WGBS-based CpG methylation measurements, where each rectangle represents a single CpG. Specific loss of DNA methylation in dEN coincides with specific binding of several endoderm factors. OTX2 and NANOG also bind nearby this region in ES cells. c, WGBS-based average CpG methylation level of 100-bp tiles over FOXA1 bound dEN targets in ES cells and the three germ layers shows a specific depletion of DNA methylation in dEN. d, WGBS-based average CpG methylation level of 100-bp tiles over FOXA2 bound dEN targets in ES cells and the three germ layers shows a specific depletion of DNA methylation in dEN. e, Distributions of mean DNA methylation difference in dEN between GATA4 KD and control cell lines at 1-kb regions centred on dEN GATA4 targets (left, $P < 10^{-18}$, paired t-test) and at all 1-kb regions in the genome (right, $P = 1$, paired t-test).