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Despite the broad application of advanced fleet management systems (FMSs) in third-party logistics (3PL) companies, there is a marginally limited understanding of how to employ them to enhance transport energy efficiency. In a case study of a Chinese 3PL company, this paper analyzed data obtained from the online FMS to assess drivers’ awareness of fuel-saving factors. A questionnaire was primarily designed to investigate the drivers’ awareness of fuel-saving factors based on the reliability and validity test. Then, Extreme Gradient Boosting (XGBoost), a machine learning algorithm, was utilized to explore the intrinsic impacts of various factors on fuel consumption with the outputs providing the evaluation basis for individual awareness of the drivers. The results show a significant deviation in the driver’s awareness of fuel-saving factors, among which the three indicators of engine speed, idling condition, and rolling without engine load are seriously underestimated, while the indicators related to the environment are seriously overestimated due to social expectations. In addition, the average speed was found to be the most important fuel-saving indicator besides the load. Based on these findings, this paper recommends that the 3PL companies choose a route with more freeways when planning, and the mileage should be controlled within 800 km as far as possible.

1. Introduction

So far, fossil fuels remain the primary source of energy for freight movements. Freight transportation is thereby often considered as one of the most difficult economic activities to decarbonize. Among all transportation modes, road freight has been under particular observation given the rapid growth of future demand. As reported by International Energy Agency [1] and International Transport Forum [2], road freight transport consumed roughly 30% of the energy produced and 53% of the total international trade-related carbon emissions. Such an international background puts forward strict requirements for developing low-carbon transportation of the third-party logistics (3PL) company.

There is a close relationship between logistics and low-carbon transportation. On the one hand, the 3PL company, as one of the most important implementations and management subjects of freight transportation, plays a crucial role in energy-saving and low-carbon development [3]. On the other hand, sustainability is becoming a critical success factor in cost reduction and increased sales in the logistics service industry [4, 5]. Therefore, reducing energy consumption has become the inevitable trend for the 3PL company. Information and Communication Technologies (ICTs) have provided new low-cost and easy-to-use tools for 3PL companies to control transportation activities. On-board units are seen as a key technology in monitoring the success of efficiency measures, because they could register fuel consumption and couple it with other vehicle parameters, such as weight load, speed, engine revolution speed, altitude, and mileage [6]. Although on-board units have shown large room for reducing fuel consumption, limited by the development of science and technology, these smart systems and devices are not widely used in Chinese 3PL
companies. Even if on-board units are installed on trucks, most small and medium-sized enterprises do not well understand how to analyze and apply data obtained from them to lower fuel consumption except a few large-scale enterprises such as Jingdong, Shunfeng, and Debang logistics.

In this paper, we constructed a comprehensive methodological framework to show how the advanced on-board measurement system could be used to mine these internal data relating to fuel consumption, so as to contribute to the decarbonization of logistics transportation. We designed two paths to analyze the excessive fuel consumption of heavy-duty diesel trucks (HDDTs). The first one was to design a questionnaire for the fleet of data providers, and investigate in detail the cognitive level of each driver on the contributing factors of fuel consumption in the real world. The alternative one was to use the machine learning approach to investigate how these contributing factors determine fuel consumption under real driving conditions. Finally, the driver’s subjective cognitive level was evaluated based on the results of data mining. Hence, 3PL companies can formulate more targeted eco-driving training strategies according to the drivers’ cognitive degree and features, so as to improve the macro-control of the fleet on energy saving and environmental protection.

2. Literature Review

2.1. Application of Advanced On-Board Systems. The advanced on-board fleet management system (FMS) uses intelligent sensing equipment, a mobile communication network, and satellite positioning technology to feedback the position and state of the vehicle to the fleet management personnel. As shown in Figure 1, it consists of on-board units, servers, and clients. The operation data of vehicles can be collected in real-time and feedback to managers through the mobile network. At present, a variety of similar equipment or system has been put into practical application on the market to support scientific research, strategic planning, management policies, etc. Bousonville et al. [7] collected naturalistic driving data (e.g., total weight, truck model, average speed, engine power, height meters, and weather) using on-board telematics systems to analyze and forecast fuel consumption of trucks. Madhusudhanan et al. [8] collected data from a supermarket’s FMS interface to model the transport performance and cost of biomethane trucks. The loggers can acquire the real-time data via 3G/4G network, and the uploaded data can be automatically downloaded and stored on a server. Xu et al. [9] utilized the Internet System of Vehicles by the Shaanxi Automotive Group to obtain the truck operational data to calibrate fuel consumption estimation models. Moreover, some scholars did not use the company’s FMS but used some similar intelligent equipment to collect driving data and then to carry out fuel consumption analysis of vehicles [10, 11].

The biggest advantage of the advanced on-board FMS is that it could be used to acquire large-scale, real-world driving data. However, to the best of our knowledge, most of the previous studies are only for the purpose of theoretical research and are not combined with the realistic situation of the company that provides data to discuss in detail as to how to use the data to serve the energy-saving management in the real world.

2.2. Environmental Awareness. After reviewing the relevant literature, it can be found that studies focusing on driver’s awareness of fuel-saving is relatively scarce. Considering that the overuse of fossil fuels is closely related to the environment, this section mainly discussed the relationship between environmental awareness and behaviors of different subjects.

Environmental awareness is generally regarded as the primary step in helping improve the environment, reflecting people’s attention and knowledge of the impacts of their behaviors on the environment [12]. In early behavioral economics, Kahneman et al. [13] made a clear description of the relationship between awareness and behavior: people’s decision-making process is influenced by preferences, beliefs, and cognitive biases. This theory suggests that people’s cognitive level of environmental knowledge induces their behavior unconsciously. Generally, individuals with higher environmental awareness are more likely to behave in an environmentally sustainable manner [14, 15]. Also, the lack of such awareness may lead to showing indifferent behavior toward the environment [16]. Previous empirical studies mainly focus on the relationship between environmental awareness and consumption behavior. It was found that environmental awareness can increase drivers’ preferences to choose products with eco-labels or organic products [17, 18]. Okada et al. [19] summarized that environmental awareness can increase purchasing intentions of electric vehicles, which confirmed that energy conservation awareness increased the likelihood of the occurrence of energy-saving behavior. A similar study can also be found in Li et al. [20], where a simple model was developed incorporating individuals’ environmental awareness in their decision-making processes and proposed that awareness does not necessarily reduce energy consumption, but subjective factors can play an important role in energy-saving. These studies implied that correct environmental awareness can invisibly promote environmental behavior. Hence, it seems more reasonable to investigate the fuel-saving awareness of freight drivers in this paper.

In addition, several studies have confirmed this view from other aspects. Environmental awareness could be separated into two distinct categories: general environmental awareness and specific environmental awareness. Compared with the former, specific environmental awareness indicates people are concerned about more specific or localized environmental issues [21]. In this study, drivers’ awareness of fuel-saving factors is more closely linked to the latter, as it affects each micro-driving decision during transportation. Mobley et al. [22] have revealed that specific environmental awareness has a stronger power in inducing environmental protection intention and behavior. Although some literature points out that there is a gap between awareness and behaviors [23], effective measures can help transform awareness into behavior, subsequently bridging
Arguably, there is feedback between exploring whether there is a bias in driver’s fuel-saving awareness and formulating effective driving training and management strategies. That is, fully grasping the driver’s fuel-saving awareness helps to formulate corresponding management countermeasures, and effective management countermeasures will further promote the improvement of the driver’s fuel-saving awareness.

Until today, studies relating to eco-driving have focused little on driver’s fuel-saving awareness. Nearly all the papers focused on the objective data analysis and directly put forward the eco-driving training strategy based on the analysis results [25, 26]. Although this practice has proved to be effective [27, 28], it will achieve better efficacy if the eco-driving practice is carried out on the basis of investigating drivers’ awareness of fuel-saving [29]. Therefore, this study aims to analyze whether there are deviations in drivers’ awareness of fuel-saving factors and guide 3PL companies to formulate more targeted driver training plans by showing this awareness bias.

2.3. Review of Modeling Methods. In this paper, we designed two paths to analyze the fuel consumption of HDDTs. Firstly, for the 3PL company that provided data, a cognitive survey of fuel-saving factors (i.e., the importance of different factors in the driver’s awareness) was carried out for drivers of HDDTs. Then, the naturalistic driving data obtained from the advanced on-board FMS were mined to evaluate the intrinsic importance ranking of multiple factors. The methodological review in this section primarily focuses on the following two aspects.

2.3.1. Subjective Awareness Survey. Questionnaires have been widely applied to investigate people’s attitudes toward certain things. Identifying the factors that influence human willingness to purchase or accept alternative fuel vehicles is one of the most common directions, such as consumers’ preference for new energy vehicles [30, 31], truck fleets’ acceptance of alternative fuel vehicles [32], and acceptance of electric ride-hailing from the driver’s perspective [33].

Analyzing driver psychology and behavior is another important application of this method. Yang et al. [34] designed a driving attitude scale, a risk perception scale, and a queue-jumping behavior scale to survey the factors affecting drivers’ queue-jumping. After verifying the reliability and validity of the developed scales, a structural equation model (SEM) was established to explore the interrelationships between related characteristics and queue-jumping behaviors. Obst et al. [35] developed surveys to explore participants’ past behaviors with regard to driving while fatigued and their perceptions of risk associated with driving fatigued. Castritius et al. [36] employed an online questionnaire to investigate the public’s willingness and views on platooning technology in Germany and California with 536 participants. At present, besides the SEM, there are several analysis methods to deal with the questionnaire data, such as factor analysis [37], principal component analysis [36], hypothesis testing [31], and correlation analysis [38]. In this paper, given that our purpose was to sort the importance of the questionnaire items, we choose the principal component analysis (PCA) as the analysis tool [39].

2.3.2. Data Mining Method. In this paper, data mining was used to process large-scale naturalistic driving data and identify the importance of explanatory variables to fuel consumption. This demand just caters to the advantages of machine learning, which is a better approach to address nonlinearity and large-scale problems [40]. However, most of the machine-learning methods are often treated as “black box” and failed to nonlinearly evaluate the variable importance [41]. Therefore, this study developed an Extreme Gradient Boosting (XGBoost) model to quantitatively capture the importance of variables. XGBoost, as a new machine-learning method for regression and classification, is an efficient implementation of the boosting concept. It has incomparable advantages in terms of accuracy and speed compared with other ensemble learning algorithms [42, 43]. In addition, it can prevent overfitting by
regularization and detect nonlinear effects or interactions when dealing with large-scale data [44, 45].

In a word, this paper developed a method based on the advanced FMS, which can be applied to 3PL companies to investigate the awareness of their fleet drivers on fuel-saving factors, so as to formulate effective eco-driving management strategies. Taking a 3PL company in China as an example, we demonstrated the whole process of this method and made some contributions to the company’s decarbonization and energy conservation relying on the survey results.

3. Research Goals and Innovations

Our key objective was to exhibit how 3PL companies can improve their fuel efficiency and consumption by using advanced on-board FMS to analyze their drivers’ awareness of fuel-saving factors. The framework is shown in Figure 2.

Its innovation and contribution can be summarized in the following aspects:

(i) Demonstrated how to make full use of the fuel-related data obtained from advanced on-board FMS of 3PL companies to contribute to road freight decarburization.

(ii) Evaluated the driver’s awareness of fuel-saving factors based on the results of data mining, which enhances the reliability of the research conclusion.

(iii) Questionnaire analysis and mining driving data are common research methods in this field, but previous studies only involve one research method, which greatly weakens the role of conclusions in practical guidance. This paper fills this research gap by combining the two methods including subjective investigation and objective data analysis to provide help for energy-saving and decarburization of road freight transportation.

4. Data Sources and Methods

4.1. Subjective Awareness Survey

4.1.1. Questionnaire Participants. The data provider of this study is a 3PL company named TopChains International Logistics Co., Ltd. (TopChains), which provides naturalistic driving data of 39 HDDTs. Therefore, our questionnaire would also be administered to 116 drivers of these 39 HDDTs. Note that the method used in this paper is sufficient to deal with large-scale data analysis, with strong portability, and can be applied to 3PL companies of different sizes. Due to the prevalence of COVID-19, we chose to conduct an investigation using an online questionnaire. An instructed item was set to filter valid questionnaires [46]. A total of 104 responses to the online questionnaire were collected after screening. Due to the particularity of occupation, almost all of them are male engaged in freight driving in China. What needs to be emphasized is that all participants were voluntary participants and were informed in detail of the procedure and purpose of this survey before participating in it.

4.1.2. Questionnaire Design. In the first part of the questionnaire, two questions were set to investigate the driving age and self-awareness of fuel consumption of the 104 male drivers. As provided in Figure 3, the vast majority of drivers have more than 15 years of driving experience, indicating that the drivers participating in this survey have rich experience and are sufficient to represent the current situation of professional truck drivers in China. Moreover, 89.12% of drivers thought they knew very well about the factors affecting fuel consumption, and 10.88% of drivers thought they knew well, reflecting that drivers tended to not perceive they have a bias in their awareness of the factors affecting fuel consumption. On the contrary, they will subconsciously adhere to their own awareness, which might lead to a negative impact on energy conservation.

In the second part, 16 variables were listed that might have a significant impact on fuel consumption. Participants were asked to score the importance of these variables according to their awareness and experience. The Likert scale method is conducted to quantify each option (5—very important, 4—important, 3—neutral, 2—not important, or 1—not at all important), laying the foundation for the subsequent PCA process [47], as shown in Table 1.

4.1.3. Questionnaire Data Analysis

(1) Reliability and Validity Test. In this study, SPSS 24.0 was used to examine the reliability and validity of the questionnaire. The reliability test refers to the test of the reliability of the result data of the questionnaire. The test result can indicate the quality of the questionnaire design. This study intends to use Cronbach’s alpha to test the reliability of the questionnaire. Cronbach’s alpha is the most commonly used reliability evaluation tool in psychological or educational tests [48].

According to experience, it is generally contended that when $\alpha$ is lower than 0.6, the reliability of the questionnaire is poor and cannot be used for research; when $\alpha$ is higher than 0.7, the questionnaire can be used to carry out more in-depth research. In this paper, SPSS 24.0 was used to measure the reliability of the importance of various factors on the fuel consumption of HDDTs per 100 km. The result shows that the Cronbach alpha coefficient of this questionnaire is 0.812, indicating that the data of the questionnaire is relatively reliable and has a high degree of internal consistency.

For the validity test, KMO (Kaiser–Meyer–Olkin) was used to analyze the correlation between variables, with the value ranging from 0 (no correlation) to 1 (the strongest correlation). Bartlett’s test was applied to measure whether the variables are independent or not. When the KMO value is higher than 0.5 and the p-value of Bartlett’s test is less than 0.05, the subsequent PCA can be carried out [34, 49]. In the current study, the KMO value was 0.746, and Bartlett’s $\chi^2 = 653.722$ ($p < 0.01$); thus, it can be used for factor analysis or PCA.

(2) Principal Component Analysis (PCA). Before using the PCA method, the variables used are usually transformed into

\[
\chi^2 = 653.722 \quad (p < 0.01)
\]
Figure 2: The framework of this study.

Figure 3: The result of part one. (a) Driving experience. (b) The driver’s understanding of his vehicle’s fuel consumption.
matrix forms. Assuming that there are \( n \) observations and each observation has \( p \) variables or measurements, they can be represented by matrix \( X \) as follows [50]:

\[
X = \begin{bmatrix}
x_{11} & x_{12} & \cdots & x_{1p} \\
x_{21} & x_{22} & \cdots & x_{2p} \\
\vdots & \vdots & \ddots & \vdots \\
x_{n1} & x_{n2} & \cdots & x_{np}
\end{bmatrix}.
\]

If the PCA is suitable for the analysis, there are \( K < n \) principal components. For each principal component \( i \) (or \( j \)) [51]:

\[
Z_i = a_{i1}x_1 + a_{i2}x_2 + \cdots + a_{ip}x_p,
\]

\[
a_{i1}^2 + a_{i2}^2 + \cdots + a_{ip}^2 = 1, \quad \text{and} \quad \text{COR} [Z_i, Z_j] = 0.
\]

Furthermore, the symmetric \( p \times p \) sample variance-covariance matrix is given as [50, 52]:

\[
s^2[X] = \begin{bmatrix}
s^2(x_1) & s^2(x_1, x_2) & \cdots & s^2(x_1, x_p) \\
s^2(x_2, x_1) & s^2(x_2) & \cdots & s^2(x_2, x_p) \\
\vdots & \vdots & \ddots & \vdots \\
s^2(x_p, x_1) & s^2(x_p, x_2) & \cdots & s^2(x_p)
\end{bmatrix},
\]

where the diagonal elements of this matrix stand for the estimated variance of random variable 1 through \( p \); the off-diagonal elements represent the estimated covariance between variables.

After this, the eigenvalues \( \lambda_p \) were introduced to represent the sample variance:

\[
\lambda_1 + \lambda_2 + \cdots + \lambda_p = \text{VAR}(x_1) + \text{VAR}(x_2) + \text{VAR}(x_p).
\]

It can be derived from equation (11) that the sum of the eigenvalues is equal to the sum of variance (\( s^2(x) \)), so the proportion of total variance interpreted by the \( j \)th principal component is as follows [50]:

\[
\text{VAR}_j = \frac{\lambda_j}{\lambda_1 + \lambda_2 + \cdots + \lambda_p}, \quad j = 1, 2, \ldots, p.
\]

There is something worth noting; the correlation matrix should use the standardized variables \( Z_{ij} \) instead of the original variables \( X_{ij} \) [53]:

\[
Z_{ij} = \frac{X_{ij} - \bar{X}_j}{\sigma_j}, \quad i = 1, 2, \ldots, n; \quad j = 1, 2, \ldots, p.
\]

According to experience, often choose the principal component with the eigenvalues greater than 1, and ensure that the cumulative variance explanation is at least greater than 60%.

According to the principal component expression, that is, the coefficients \( a_{ij} \) in equation (9), and the proportion of total variance interpreted by each principal component, the weight of the \( r \)th original indicator \( W_r \) can be obtained to measure the relative importance among the indicators:

\[
W_i = \frac{\sum a_{ij} \times \text{VAR}_j}{\sum \text{VAR}}.
\]

### 4.2 Data Obtained from the Advanced On-Board Fleet Management System

#### 4.2.1. Data Description

The type of HDDTs involved in this study is SITRAK engaging in traditional road transportation. SITRAK, belonging to high-end products, is a joint venture brand jointly promoted by China NATIONAL HEAVY DUTY TRUCK GROUP CO., LTD and the German MAN Group. The design life of its gearbox and axle is up to 1
million km. The detailed parameters are introduced as follows (see Table 2).

The advanced on-board fleet management system of TopChains is called SINOTRUK TELEMATICS (see Figure 4).

This system provides the daily naturalistic driving data (contains 1153 trips) of 39 HDDTs from 01.09.2019 to 31.01.2020. A total of 21 variables, including all variables involved in the questionnaire, were obtained as illustrated in Table 3. Furthermore, STATA 16 was utilized to make descriptive statistics on these 21 variables, and the statistical results are shown in Table 3.

In Table 4, all explanatory variables are grouped into three categories according to their properties: driving characteristics, road characteristics, and environmental characteristics. Fuel consumption is determined as the dependent variable for data analysis and modeling.

4.2.2. Extreme Gradient Boosting (XGBoost). Given the complex relationships among various factors, a machine-learning algorithm was developed to reveal the underlying influence of factors on the fuel consumption of HDDTs. As illustrated in previous studies [54, 55], gradient boosting, which was proposed by Friedman [56], is an ensemble machine-learning method for regression and classification with a tree structure. Compared with traditional tree-based algorithms, XGBoost has some obvious advantages, such as introducing a second-order Taylor expansion in the loss function and adding a regularization term to control overfitting [57]. In addition, it has high efficiency when dealing with missing values or large-scale data.

Referring to some current papers [43, 56], the objective function is as follows:

$$F(t) = \sum_{i=1}^{n} [I(y_i, \tilde{y}^{(t-1)} + f_i(x_i)) + \Omega(f_i) + c,$$

(10)

where $t$ represents the $t$th tree; $x_i$ is the set of features classified in leaf nodes; $\Omega(f_i)$ is the regularization term; $c$ is a constant part.

After adopting the Taylor Expansion second order to equation (3), the objective function can be rewritten as follows:

$$F(t) = \sum_{i=1}^{n} \left[ I(y_i, \tilde{y}^{(t-1)} + g_i f_i(x_i) + \frac{1}{2} h_i f_i^2(x_i) \right] + \Omega(f_i) + c.$$

(11)

In this study, we will demonstrate the rank of feature importance using XGBoost. The importance of features in a single XGBoost tree is calculated by the amount of information gain after splitting the tree using the feature. Its calculation is shown in the following equation [43]:

$$IG(T, F) = H(T) - H(T|F) = -\sum_{i=1}^{j} p_i \log_2 p_i - \sum_{i=1}^{F} p(F) \times \sum_{i=1}^{j} - p(i|F) \log_2 p(i|F),$$

(12)

where $H(T)$ and $H(T|F)$ are the entropy of the parent node and the child nodes of the split based on the $F$ feature and $p_i$ is the fraction of each labeled sample in one node.

It should be noted that the grid-search approach was employed to tune the best hyper-parameters in the XGBoost model. Grid-search refers to building a model for each combination of hyper-parameters separately to determine the parameters corresponding to the best performing model. In this study, the set of hyper-parameters was presented as follows, and the best choice for each one was $[0, 1, 0.01, 5, 750, 0.7]$.

(i) Parameters = [gamma, lambda, learning_rate, max_depth depth, n_estimators, subsample]

The importance ranking can intuitively reflect the impact of different factors on fuel consumption. However, it is unable to evaluate how various factors affect fuel consumption (whether it is positive or negative, linear or nonlinear). For this purpose, SHAP values were utilized to interpret these impacts by calculating the performance of the model with and without the feature. In this manner, the individual impact of each factor on fuel consumption can be estimated, as well as the interactive effects between different factors.

SHAP (Shapley additive explanation) was first presented by Strumbelj and Kononenko [58] based on economic game theory. SHAP is essentially a model interpreter that can visualize the output of the black-box model (e.g., XGBoost, random forest, and decision tree), thereby enhancing the application value of research. It compares the distance between the contribution of each feature and the average effect by calculating the marginal effect. In other words, a larger SHAP value (absolute) indicates that the feature has a greater impact on model performance [59]. As such, the importance and contribution of each feature can be obtained. Another advantage is that it can not only show the global effect of the feature set but also calculate the local effect of each feature and the correlation effect between features.

The algorithm’s solution speed is exponentially improved after improvement by [60], which has demonstrated to provide better identification of influential features compared to other traditional approaches [55, 61]. In this study, the SHAP library in Python was utilized to implement the writing and solving of the SHAP algorithm. We sort the fuel-saving performance of all factors according to the SHAP value, and quantitatively give the intrinsic impacts of factors on fuel consumption. For several factors of interest, the overall effect and interaction effect of them are further analyzed in detail.

5. Results and Discussion

Table 5 and Figure 3 demonstrate the estimated results of the PCA and XGBoost model, respectively. The PCA reveals the relative importance of each factor in the driver’s subjective cognition, and the XGBoost gives the intrinsic importance ranking of each factor in the real world. Indeed, many factors, including vehicle type, road type, climate, geographical environment, etc., will cause
different fuel consumption performance. At the same time, the characteristics of drivers in different regions are also the main uncontrollable factors. Their education level, driving habits, family, and other conditions are very likely to affect their awareness of fuel-saving factors. It can be said that the driver’s awareness bias of fuel-saving factors has spatial and temporal differences. Therefore, different 3PL companies should use the methods proposed in this study to conduct independent surveys of drivers’ cognitive biases on fuel-saving factors based on their own advanced FMS. Companies with similar fleet situations can benefit directly from the conclusions of this paper, but it is still recommended that these companies carry out independent research to obtain more accurate results. In any case, from a macro perspective, drivers in a certain country or region may have similar cognitive biases on fuel-saving factors (the difference is only the magnitude of the deviation or the partial ranking of factors). Of course, such speculation needs more in-depth research to support.

In the XGBoost model, more variables were considered to increase the reliability of the model outcomes, because in the real world, these factors exist simultaneously and affect each other significantly. In order to have an intuitive visualization of the impact relating to these determinants, the SHAP Python library was utilized to provide individualized factor attributions. After adjustment, the final importance ranking and corresponding effectiveness of each variable were obtained, which laid the foundation for further discussion. In Figure 5, variables are sorted by their global impact on the y-axis, and each dot is colored from low (blue) to high (red), with a smooth gradual change in color [55]. When multiple samples have similar effects, they overlap vertically.

To compare the influence of different variables conveniently, each variable was labeled with similar meanings, as shown in Table 6 and Figure 6. In this paper, the indicator of Freeway was chosen to represent four road characteristics in the XGBoost model as freeways are the main channels for long-distance road freight. After calibrating the variables with similar meanings in the two methods, a total of 16 indicators were determined to analyze the final results. To compare the performance of the PCA and XGBoost, the subtracting technique was utilized to visualize the match value of the two rankings (see equation (13)), and the outcome is shown in Table 5.

\[
\text{Match value} = \text{Rank}_S - \text{Rank}_o.
\]  

where Rank$_S$ and Rank$_o$ represent the indicator importance from the perspectives of subjective and objective, respectively. After the transformation of this equation, a greater Match value implies a greater underrating of this indicator by drivers. Equally, a smaller Match value denotes that the indicator is overestimated by drivers.

More generally, some indicators could lead to fuel reduction, but the company has little control over them in real transport organization and fleet management, such as weight load, weather, altitude, and holiday. Also, route choice is out of its control in many cases because there could be only one, or if lucky, two routes available. For these reasons, the following discussion will concentrate on indicators that are easily improved through management and training.

Table 2: The specific parameters of the HDDTs.

| Parameters     | Content                  | Parameters     | Content                  |
|---------------|--------------------------|----------------|--------------------------|
| Drive form    | 6 × 4                    | Curb weight    | 8.54t                    |
| Engine        | CNHTC: MC13.54-50        | Total mass     | 25t                      |
| Maximum horsepow | 540                    | Fuel type      | Diesel                   |
| Emission standards | National V emission standard | Passengers | 3 people                |
| Gearbox       | ZF Friedrichshafen: ZF16S2530 TO | Displacement | 12.419 L                |
| Tread front   | 2022 mm                  | Tread rear     | 1830 mm                  |
| Axle-base     | 3200 + 1400 mm           | Maximum power  | 397 kw                   |

Figure 4: Advanced on-board measurement systems.
5.1. The Overestimated Indicators.

(i) Whether to maintain economic speed. It can be seen from the calculation results that the indicator of economic speed is not so powerful in the real world. One possible explanation why drivers overestimate the impact of this indicator is that they have been accustomed to the original knowledge that the economic speed will not be changed. As is known to all, an economic speed range will be calibrated before engines leave the factory. Generally, the manufacturer will tell the buyer that it will be more fuel-efficient within this speed range. However, the range of economic speed is usually calibrated under ideal experimental conditions, and the engine almost has no loss at this time. With the increase of working time, the engine loss is also increasing. In addition, under realistic driving conditions, the change of fuel consumption is restricted by multiple other factors, which will change the range of economic speed, exceeding the original concept of the drivers, thereby weakening the effectiveness of this indicator on fuel-saving. Therefore, more relevant information should be provided to drivers to enhance their cognition. With the loss of engine parts, fleet managers should inform the drivers of the dynamic changes of economic speed in driving training. But, to succeed in fuel-saving, the 3PL company is best able to use naturalistic driving data to obtain the latest economic speed range. In this case, the global impact of each factor on fuel consumption was characterized, as shown in Figure 7. Although increasing the proportion of economic speed can still play a role in reducing fuel consumption, it is obvious that this effect is weak, because the distribution of these scatters is too discrete.

Table 3: The data obtained from the advanced on-board fleet management system.

| Variables                  | Definition                                                                 | Variable type |
|----------------------------|---------------------------------------------------------------------------|---------------|
| Fuel consumption           | Fuel consumption per 100 km for each trip: 0 if low, 1 if medium, 2 if high | Discrete variable |
| Weight                     | Average weight load of freight in tones per trip                          | Continuous variable |
| AVG_Rotating               | Average engine revolution speed per trip/(100 r/min)                       | Continuous variable |
| SD_Rotating                | Standard deviation of engine revolution speed per trip                     | Continuous variable |
| AVG_V                      | Average speed per trip/(km/h)                                             | Continuous variable |
| SD_V                       | Standard deviation of speed per trip                                       | Continuous variable |
| PR_Eco_Rotating            | Percentage of driving time that the engine runs in the economic revolution speed range per trip | Continuous variable |
| PR_Neutral_Skidding        | Percentage of driving time that the truck is rolling without engine load per trip | Continuous variable |
| PR_Gear_Skidding           | Percentage of driving time that the truck is rolling with engine load per trip | Continuous variable |
| PR_Idling                  | Percentage of driving time spent running idle per trip                     | Continuous variable |
| PR_Parking                 | Percentage of time spent parking per trip                                  | Continuous variable |
| Mileage                    | Mileage per trip                                                          | Continuous variable |
| Freeway                    | Percentage of distance that the truck is driven on freeways per trip       | Continuous variable |
| O_N_F                      | Percentage of distance that the truck is driven on ordinary national roads per trip | Continuous variable |
| O_P_F                      | Percentage of distance that the truck is driven on ordinary provincial roads per trip | Continuous variable |
| Other_Road                 | Percentage of distance that the truck is driven on other low-grade roads per trip | Continuous variable |
| AVG_Altitude               | Average altitude per trip/(100 m)                                         | Continuous variable |
| Altitude_Change            | The change of altitude per trip/(100 m)                                   | Continuous variable |
| Holiday                    | A dummy variable indicating whether the driving day is a holiday: 0 if no, 1 if yes | Discrete variable |
| Tem                        | Average temperature outside the trucks: 0 if \( \leq 10^\circ\text{C}\), 1 if 10–15\(^\circ\text{C}\), 2 if 15–20\(^\circ\text{C}\), 3 if 20–25\(^\circ\text{C}\), 4 if 25–30\(^\circ\text{C}\), 5 if \( > 30^\circ\text{C}\) (the statistical interval is left open and right closed) | Discrete variable |
| Rainfall                   | Average rainfall per trip: 0 if 0–1 mm, 1 if 1–8 mm, 2 if 9–20 mm, 3 if \( \geq 20\text{ mm}\) (the statistical interval is left closed and right open) | Discrete variable |
Environmental-related indicators. Interestingly, drivers were found to overestimate the power of all environmental-related indicators, which might be explained by “social expectations” [22], that is, drivers subjectively regard uncontrollable environmental factors as more important indicators, while driving behavior factors that are closely related to them are underestimated. In this way, the main responsibility for high fuel consumption has been transferred to the environment. In addition, an important conclusion can be drawn that optimizing drivers’ behavior might be more critical to fuel-saving than the external environment, contributing to the greater success of eco-driving research [62].

5.2. The Underrated Indicators

(i) Average engine speed. In this case, it is surprising that the drivers underrated the power of engine speed. Therefore, the company should pay more attention to the education of engine speed optimal control in driving training. It can be seen from Figure 8 that there is a negative correlation between engine speed and fuel consumption. Moreover, with the increase of engine speed, fuel consumption decreases faster.

(ii) Percentage of driving time spent running idle. It can be seen from the output of the XGBoost model that reducing the proportion of idle state in transportation is the key to saving oil. But, the driver seriously underestimated its impact; such cognitive bias is likely to lead to the driver increasing some unnecessary idle conditions. From the global impact of idling on fuel consumption (see Figure 9), it can be concluded that the indicator of idling has a significant positive correlation with fuel consumption, which is consistent with the previous research [63, 64]. Therefore, the fleet manager should focus on the characteristics of idle conditions in the actual eco-driving training, so as to assist drivers to avoid the occurrence of this operating condition.

(ii) Environmental-related indicators. Interestingly, drivers were found to overestimate the power of all environmental-related indicators, which might be explained by “social expectations” [22], that is, drivers subjectively regard uncontrollable environmental factors as more important indicators, while driving behavior factors that are closely related to them are underestimated. In this way, the main responsibility for high fuel consumption has been transferred to the environment. In addition, an important conclusion can be drawn that optimizing drivers’ behavior might be more critical to fuel-saving than the external environment, contributing to the greater success of eco-driving research [62].

### Table 4: Descriptive statistics.

| Variables               | Obv. | Mean  | SD   | Median | Min  | Max  |
|-------------------------|------|-------|------|--------|------|------|
| **Driving characteristics** |      |       |      |        |      |      |
| Weight                  | 1153 | 36.280| 6.280| 36.500 | 13.840 | 58.910|
| AVG_Rotating            | 1153 | 11.311| 0.858| 11.489 | 8.039  | 13.772|
| SD_Rotating             | 1153 | 1.952 | 0.369| 1.929  | 0.945  | 3.086 |
| AVG_V                   | 1153 | 57.760| 10.360| 59.210 | 23.030 | 83.490|
| SD_V                    | 1153 | 20.260| 4.030| 19.742 | 4.354  | 31.417|
| PR_Eco_Rotating         | 1153 | 0.260 | 0.150| 0.242  | 0.001  | 0.645 |
| PR_Neutral_Skidding     | 1153 | 0.020 | 0.009| 0.014  | 0.000  | 0.043 |
| PR_Gear_Skidding        | 1153 | 0.008 | 0.006| 0.007  | 0.000  | 0.027 |
| PR_Idling               | 1153 | 0.038 | 0.021| 0.034  | 0.000  | 0.104 |
| PR_Parking              | 1153 | 0.650 | 0.170| 0.653  | 0.249  | 0.997 |
| Mileage                 | 1153 | 479.500| 276.250| 477.100| 2.700  | 1247.400|
| **Road characteristics** |      |       |      |        |      |      |
| Freeway                 | 1153 | 410.500| 234.330| 422.000| 1.000  | 814.000|
| O_N_F                   | 1153 | 117.470| 133.590| 136.000| 1.000  | 435.000|
| O_P_F                   | 1153 | 145.560| 155.400| 174.000| 1.000  | 486.000|
| Other_Road              | 1153 | 346.010| 202.500| 344.000| 1.000  | 681.000|
| **Environmental characteristics** |      |       |      |        |      |      |
| AVG_Altitude            | 1153 | 1.953 | 1.594| 1.520  | 0.050  | 6.830 |
| Altitude_Change         | 1153 | 4.36  | 3.288| 3.790  | 0.100  | 13.270|
| Holiday                 | 1153 | 0.036 | 0.190| 0.000  | 0.000  | 1.000 |
| Tem                     | 1153 | 1.560 | 1.140| 1.383  | 0.000  | 5.000 |
| Rainfall                | 1153 | 0.190 | 0.350| 0.000  | 0.000  | 2.000 |
| **Dependent variable**  |      |       |      |        |      |      |
| Fuel consumption        | 1153 | 1.050 | 0.615| 1.000  | 0.000  | 2.000 |

### Table 5: Factor importance ranking of driver’s awareness perspective.

| Indicator                          | Weights (%) | Rank |
|------------------------------------|-------------|------|
| Altitude while driving             | 8.665681    | 1    |
| Road types                         | 8.249529    | 2    |
| Vehicle speed                      | 7.924107    | 3    |
| Whether to maintain economic speed | 7.849868    | 4    |
| Altitude change while driving      | 7.559500    | 5    |
| Temperature                        | 7.454759    | 6    |
| Rainfall                           | 7.305892    | 7    |
| Driven distance (mileage)          | 6.336620    | 8    |
| The degree of change in vehicle speed | 6.213543   | 9    |
| Whether the driving day is a holiday | 5.972035   | 10   |
| The degree of change in engine speed | 5.775637   | 11   |
| Whether idling                     | 5.274959    | 12   |
| Whether to skid with gear          | 4.595463    | 13   |
| Proportion of parking              | 4.514446    | 14   |
| Engine speed                       | 4.231072    | 15   |
| Whether to skid in neutral         | 2.073099    | 16   |
Percentage of driving time that the truck is rolling without engine load. As presented in Figure 10, the results revealed that this indicator has a significantly negative impact on fuel consumption, also confirmed by Walnum and Simonsen [6] in their research. It should be noted that in the subjective survey of this case, the fuel-saving effect of this indicator ranked last due to “social expectations” that such driving is dangerous, especially for heavy trucks, and can easily lead to serious traffic accidents. Therefore, it is unnecessary to emphasize the fuel-saving role of this indicator in fleet ecological management for safety reasons.

### 5.3. Other Factors Worth Noting

(i) **Average speed.** Vehicle speed has a powerful force on fuel-saving, which can be intuitively obtained in the estimation results of XGBoost, as shown in Figure 11. Also, this indicator has also been reasonably recognized in the driver’s awareness. Most of the current studies have confirmed that

![Figure 5: SHAP summary plot for fuel consumption based on the XGBoost model.](image)

![Table 6: Result of indicator matching.](image)
maintaining a high and stable speed is significantly related to the ecological driving modes [63, 65].

(ii) Driven distance (mileage). Although there is no deviation in the driver’s awareness of mileage, an interesting phenomenon was still captured. The global impact of mileage on fuel consumption shows obvious segmentation, as shown in Figure 12. As a whole, the longer mileage is conducive to fuel-saving when other conditions remain unchanged. However, a significant inflection point appeared near 800 km, suggesting a sharp rise in fuel consumption forming a local peak. This could be explained by several psychological factors such as fatigue, which reminds team managers and drivers to try to control a single trip within 800 km. If the total mileage of a transport mission exceeds 800 km, the driver is advised to take adequate rest before driving 800 km without affecting timeliness.

(iii) Road types. Relying on good conditions, smooth traffic, and no signal obstruction, the influence of road type on fuel reduction is easy to understand. If there is more than one route available, it is helpful to...
**Figure 8:** The global impact of average engine speed on fuel consumption.

**Figure 9:** The global impact of idling on fuel consumption.
Figure 10: The global impact of rolling without engine load on fuel consumption.

Figure 11: The global impact of average speed on fuel consumption.
save fuel by choosing the route with a higher percentage of freeways as far as possible [66]. The global impact of freeways on fuel consumption is provided in Figure 13.

6. Conclusions

This study performed an integral framework to demonstrate how to use the advanced on-board measurement system to analyze drivers’ awareness biases on factors that affect the fuel consumption of HDDTs. By reviewing the literature, it can be seen that there is a mutually reinforcing feedback relationship between drivers’ fuel-saving awareness and fuel-saving behavior. Therefore, the driver’s awareness bias will not only lead to excessive fuel consumption but also weaken the effectiveness of fleet ecological management.

In the specific case and analyses, it was found that the drivers have a long driving experience, which means they are experienced and have relatively fixed driving habits. Worse still, these drivers think they are very familiar with the factors affecting fuel consumption. But in fact, through the investigation, they were found to possess large awareness biases about these factors, which hinder the development of eco-driving training and fuel-saving behavior. Note that
even with the same indicators, there are differences in the effects of ideal experimental conditions and real transport environments on fuel consumption, especially with the fact of engine losses.

To strengthen the reliability of the research, the objective data obtained from the system were used as the basis to judge the driver’s subjective awareness. Finally, the main findings can be summarized as the following:

(i) Drivers tend to overestimate the impact of economic speed on fuel consumption. According to the previous analysis, the economic speed of the engine will be changed according to different driving conditions. If the driver is too dependent on maintaining the engine speed within the original economic speed range, the effect of fuel-saving will be poor. Where possible, the range of engine economic speed under different loss levels should be further explored and the corresponding education content should be updated in driving training.

(ii) The overestimated indicators were found to be usually related to the environment, while the underrated indicators were mostly related to driving behavior. This might be due to the survey deviation caused by social expectations. Drivers tend to attribute the causes of excessive fuel consumption to uncontrollable environmental indicators. Therefore, in future research or the application of other 3PL companies, this issue should be fully considered by improving the design of questionnaires. In addition, how to optimize the control of engine operating conditions and idling conditions should be the focus of ecological management and training of the fleet, and the overall impact of these two indicators on fuel consumption should be shown to the drivers based on data mining results.

(iii) Although some indicators are accurately understood by drivers, some interesting rules captured by the current study are worth mentioning. Average speed is the most important indicator besides weight load, and further analysis should be carried out on fuel consumption distribution under different vehicle speeds. Compared with other roads, freeways are undoubtedly conducive to fuel-saving. The mileage presents a nonlinear effect on fuel consumption, with a local maximum of 800 km. Therefore, it is recommended that 3PL should choose the route with more freeways and control the mileage below 800 km when planning a transportation route. Furthermore, drivers should be warned not to choose low-grade roads to avoid paying freeway tolls, and it is best to have ample rest before the mileage reaches 800 km. However, the transportation time must be adequate for the customer’s requirements, otherwise, it may cause greater losses.

Fleet management systems, which can collect driving behavior indicators, have the potential to increase energy efficiency in 3PL companies. In this paper, in order to enhance the portability of the research, a medium-sized 3PL company in China was used as an example. However, seriously speaking, the driver status of different 3PL companies might be different, and their fleet management systems are not the same. As such, the main contribution of this study is to provide a solution to the problem of 3PL companies to understand the driver’s awareness level of fuel consumption, but to succeed, 3PL companies must act on the results and maintain their focus on energy-saving practices through eco-driving training and management attention.

Due to the limitation of data availability, we have not obtained the fuel-related data of other vehicle types, such as electric vehicles and other energy vehicles, which restricts us from carrying out larger-scale research. Another drawback is that this study only preliminarily investigated the driver’s awareness of the importance of fuel-saving factors, and did not further analyze whether there is a deviation in the driver’s perception of how these factors affect fuel consumption. These are issues that need to be focused on in future research. If the advanced FMS data of 3PL companies in multiple regions can be obtained in the future, the spatiotemporal instability of different fuel-saving factors can be further studied, so as to investigate their fuel-saving mechanism.
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