OPTICAL-TO-NEAR-INFRARED SIMULTANEOUS OBSERVATIONS FOR THE HOT URANUS GJ3470b: A HINT OF A CLOUD-FREE ATMOSPHERE
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ABSTRACT

We present optical (g′, Rc, and Ic) to near-infrared (J) simultaneous photometric observations for a primary transit of GJ3470b, a Uranus-mass transiting planet around a nearby M dwarf, using the 50 cm MITSuME telescope and the 188 cm telescope, both at the Okayama Astrophysical Observatory. From these data, we derive the planetary radii, mass, and density as 14.1 ± 1.3 M⊕, 4.32 ± 0.21 R⊕, and 0.94 ± 0.12 g cm⁻³, respectively, thus confirming the low density that was reported by Demory et al. on the Spitzer/IRAC 4.5 μm photometry (0.72 ± 0.13 g cm⁻³). Although the planetary radius is about 10% smaller than that reported by Demory et al., this difference does not alter their conclusion that the planet possesses a hydrogen-rich envelope whose mass is approximately 10% of the planetary total mass. On the other hand, we find that the planet-to-star radius ratio (Rp/Rs) in the J band (0.0757 ± 0.0007) is smaller than that in the Ic band (0.0802 ± 0.0013) and 4.5 μm (0.07806 ± 0.00052) bands by 5.8% ± 2.0% and 2.9% ± 1.1%, respectively. A plausible explanation for the difference is that the planetary atmospheric opacity varies with wavelength due to absorption and/or scattering by atmospheric molecules. Although the significance of the observed Rp/Rs variation is low, if confirmed, this fact would suggest that GJ3470b does not have a thick cloud layer in the atmosphere. This property would offer a wealth of opportunity for future transmission-spectroscopic observations of this planet to search for certain molecular features, such as H₂O, CH₄, CO, without being prevented by clouds.
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1. INTRODUCTION

Transiting extrasolar planets provide not only their masses and radii but also other valuable information on the planets, such as atmospheric constituents. Because the optical thickness of a planetary atmosphere varies with wavelength depending on the atmospheric composition, one can probe atmospheric constituents by measuring transit radii with different wavelengths (e.g., Seager & Sasselov 2000; Brown 2001).

So far, this technique, known as transmission spectroscopy, has been applied for several transiting hot Jupiters orbiting nearby bright host stars, e.g., HD 209458b and HD 189733b. In the atmosphere of HD 209458b, past observations detected many absorption and scattering features such as Na (Charbonneau et al. 2002; Snellen et al. 2008), H (Vidal-Madjar et al. 2003), O, C (Vidal-Madjar et al. 2004), TiO, VO (Desert et al. 2008), H₂ (Lecavelier Des Etangs et al. 2008b), H₂O (Barman 2007; Beaulieu et al. 2010), and CO (Snellen et al. 2010). On the contrary, HD 189733b has been revealed to have a featureless transmission spectrum over optical to possibly near-infrared regions (Pont et al. 2008; Sing et al. 2009; Desert et al. 2011b; Gibson et al. 2012), while absorption features of Na and H were detected (Redfield et al. 2008; Lecavelier Des Etangs et al. 2010). This featureless spectrum has been interpreted as Rayleigh scattering due to high-altitude haze which dominates over the molecular features (Lecavelier Des Etangs et al. 2008a).

Recently, it has become possible to expand this technique to low-mass planets, often referred to as exo-Neptunes (10 ≤ Mp/M⊕ ≤ 30) and super-Earths (Mp/M⊕ ≤ 10), thanks to the discovery of transiting low-mass planets around nearby low-mass stars (M dwarfs). Because M dwarfs have smaller radii compared to Sun-like stars, they show deeper transits for a same-sized transiting planet. This enables us to obtain high signal-to-noise-ratio transit signals even for small planets. The first two such examples are GJ436b (Butler et al. 2004; Gillon et al. 2007) and GJ1214b (Charbonneau et al. 2009). They are thought to be representatives of exo-Neptunes and super-Earths, respectively, due to their masses (∼23 and ∼6.6 M⊕, respectively). As for GJ436b, no firm molecular feature has been detected by transmission spectroscopy, probably because of difficulties due to instrumental systematics (Gibson et al. 2011) and stellar activity (Knutson et al. 2011). On the one
hand, a methane-poor and CO-rich atmosphere in chemical disequilibrium is suggested based on the emission spectrum obtained via secondary-eclipse observations (Stevenson et al. 2010), while its chemical condition is debated by Beaulieu et al. (2011) and Line et al. (2011). The super-Earth GJ1214b has received much more attention since its discovery. Intensive observations by many observational groups have revealed that GJ1214b has a flat spectrum over optical to infrared wavelengths (e.g., Désert et al. 2011a; Bean et al. 2011; Berta et al. 2012; de Mooij et al. 2012; Narita et al. 2013; Fraine et al. 2013). This flat spectrum has been interpreted as the consequence of either a water-dominated atmosphere or a hydrogen-dominated but hazy/cloudy atmosphere, although which model is correct is still an open question (e.g., Howe & Burrows 2012).

GJ3470b, the target of this paper, is the third low-mass (<30 $M_\oplus$) transiting planet discovered among nearby (<35 pc) M dwarfs (Bonfils et al. 2012) which provides a great opportunity to extend the atmospheric study of low-mass planets. Because its mass, $\sim 14 M_\oplus$, is intermediate between those of GJ436b and GJ1214b, this planet should be useful for a comparative study of the atmospheric properties of low-mass planets. Demory et al. (2013, hereafter D13) have recently reported follow-up observations for this system including Spitzer/IRAC 4.5 μm photometry of two primary transits of GJ3470b. They precisely determined the planetary mass and radius as $13.9^{+7.5}_{-1.4} M_\oplus$ and $4.83^{+0.22}_{-0.21} R_\oplus$, respectively, revealing its very low density ($\rho_p = 0.72^{+0.13}_{-0.12} g cm^{-3}$). This implies that GJ3470b has a light-gas atmosphere with enlarged spectrum features, thus making this planet an attractive target for studies of transmission spectroscopy.

Here we present optical-to-near-infrared simultaneous photometric observations for a primary transit of GJ3470b obtained by using the 188 cm telescope and the 50 cm MITSuME telescope, both at the Okayama Astrophysical Observatory. The simultaneous observations have a great advantage for transmission-spectroscopic study. If the host star has cool starspots on its surface, then the transit depth (square of planet–star radius ratio) can vary with time due to the variations of the apparent luminous area of the star according to the stellar rotation and appearing/vanishing of the starspots (e.g., Pont et al. 2008). This changes the apparent planetary radius with time. Therefore, the simultaneous observations enable us to investigate the wavelength dependence of the planetary radius without concern for this starspot effect.

The rest of this paper is organized as follows. We describe our observations in Section 2, followed by data reduction and analysis in Sections 3 and 4, respectively. We discuss the implications of our results in Section 5 and summarize this study in Section 6.

2. OBSERVATIONS

2.1. ISLE J-band Observations

We conducted J-band photometric observations for GJ3470 on the expected transit night of 2012 November 15 by using the near-infrared imaging and spectroscopic instrument ISLE (Yanagisawa et al. 2006, 2008), which is mounted on the Cassegrain focus of the 188 cm telescope at the Okayama Astrophysical Observatory in Japan. ISLE has a 1024 × 1024 HgCdTe HAWAII-1 array with a pixel scale of 0.245 pixel$^{-1}$, providing a field of view (FOV) of 4.53 on a side. In order to perform relative photometry, we introduced a comparison star (TYC 1363-2087-1) onto the detector simultaneously with the target star GJ3470; the two stars are separated by 2/9. The comparison star has a similar brightness in the J band ($J = 8.73$) to that of GJ3470 ($J = 8.79$), while it has a different color ($V - J = 1.60$) to that of GJ3470 ($V - J = 3.54$). Although this color difference causes a systematic trend in the relative-photometric light curve due to the differential-color extinction effect, this trend can properly be corrected, as discussed in Section 3.1. The photometric properties of the target and comparison stars are listed in Table 1. We note that we used only one comparison star because there is no other star that has a similar brightness to GJ3470 within two magnitudes in the J band in the FOV. We also note that this comparison star shows no short-term variability, as shown in Section 3.1. At the beginning of the observations, the stellar positions on the detector were carefully set so that the stellar images did not cover any bad pixels. During the observations, the telescope was defocused so that the full width at half maximum of the stellar point spread function (PSF) was 23–30 pixels, or 5′′/6−7′′, in order to compensate for an imperfect flat-fielding correction for pixel-to-pixel-sensitivity variations and to extend the exposure time as long as possible while avoiding saturation (see, e.g., Southworth et al. 2009). The exposure time was set to 30 s, with which the peak analog-to-digital-unit (ADU) count of the brighter star (the comparison star) was ~20,000 at most. This is well below the threshold of 25,000 ADU, above which the AD converting relation deviates more than 1% from a linear relation. The dead time including readout time for each exposure was 6 s. The observations spanned 4.4 hr, covering the entire transit (1.9 hr) as well as 1.8 hr prior to and 0.75 hr posterior to the transit. The weather was clear, except for about 50 minutes in the course of the pre-transit time when clouds had passed. An observing log is shown in Table 2.

The 188 cm telescope is equipped with an offset guider system on the Cassegrain focus. However, it had been recognized from past observations with ISLE that the stellar centroid positions on the ISLE detector slightly (a few pixels) changed over several hours even when the guiding system was activated. Generally, a stellar displacement on a detector introduces some amount of systematic errors into photometry (e.g., Charbonneau et al. 2005). In order to avoid this effect, we have developed an offset-correcting system which corrects the reference point of the guide star on the guiding camera by calculating the displacement of stellar centroids on the last ISLE images relative to a reference image. Each correction needs an additional dead time for ISLE of ~8 s. For the transit observations of GJ3470b, we corrected the offset as often as once in 10 ISLE exposures. As a result, the stellar centroid change during the observations was well suppressed, with 1.1 and 0.6 pixels in root mean square (rms) for the X (right ascension) and Y (declination) directions, respectively. The centroid variation with time on the night is shown in Figure 1.

2.2. MITSuME Optical Observations

Simultaneously with the ISLE J-band observations, we also conducted photometric observations for the transit of GJ3470b in optical wavelengths by using the 50 cm MITSuME telescope at the Okayama Astrophysical Observatory. The telescope is equipped with three 1024 × 1024 pixels CCD cameras, enabling

---

11 We attribute the cause of this stellar displacement to a relative mechanical offset between the ISLE detector and the guiding CCD camera depending on the telescope position, rather than other effects such as the differential atmospheric refraction between infrared and optical wavelengths.
Table 1
Photometric Properties of the Target and Selected Comparison Stars

| Name                      | $g$  | $r$  | $i$  | $J$  |
|---------------------------|------|------|------|------|
| Target star GJ3470         | 15.44| 11.87| 10.76| 8.79 |
| Comparison star TYC 1363-2087-1 | 11.34| 10.41| 10.07| 8.73 |
| Comparison stars for $J$ band |     |      |      |      |
| BD+15 1718                 | 10.33| 9.85 | 9.75 | 8.92 |
| TYC 1363-2087-1            | 11.34| 10.41| 10.07| 8.73 |
| TYC 1363-1635-1            | 11.53| 10.71| 10.41| 9.16 |
| TYC 1363-1897-1            | 12.03| 11.08| 10.82| 9.53 |
| BD+15 1718                 | 10.33| 9.85 | 9.75 | 8.92 |
| TYC 1363-2087-1            | 11.34| 10.41| 10.07| 8.73 |
| TYC 1363-1635-1            | 11.53| 10.71| 10.41| 9.16 |
| TYC 1363-1897-1            | 12.03| 11.08| 10.82| 9.53 |
| Comparison stars for $I_c$ band |     |      |      |      |
| TYC 1363-1897-1            | 12.03| 11.08| 10.82| 9.53 |
| SDSS J075830.49+152215.9   | 12.94| 11.91| 11.60| 10.26|
| SDSS J075912.94+151859.8   | 13.74| 11.94| 11.85| 11.64|
| SDSS J075910.70+151910.3   | 12.19| 12.52| 14.76| 11.62|
| SDSS J075850.52+152743.7   | 13.70| 12.55| 12.53| 11.40|
| SDSS J075918.34+152709.3   | 13.18| 12.84| 12.72| 11.81|
| SDSS J075926.99+152250.4   | 14.26| 14.03| 13.77| 10.51|
| SDSS J075854.12+153057.1   | 15.43| 14.38| 11.63| 10.04|
| SDSS J075901.08+151640.7   | 14.88| 14.77| 14.25| 10.87|
| Comparison stars for $g'$ band |     |      |      |      |
| SDSS J075923.58+153016.5   | 13.30| 12.83| 12.75| 11.81|
| SDSS J075850.52+152743.7   | 13.70| 12.55| 12.53| 11.40|
| SDSS J075926.99+152250.4   | 14.26| 14.03| 13.77| 10.51|
| SDSS J075901.08+151640.7   | 14.88| 14.77| 14.25| 10.87|

References. (1) SDSS DR9 (Ahn et al. 2012); (2) Two Micron All Sky Survey (Cutri et al. 2003).

Table 2
Observing Log

| Observing Date | Filter | Telescope  | Exp. Time (s) | $N_{air}$ | Air Mass Variation |
|----------------|--------|------------|---------------|-----------|-------------------|
| 2012 Nov 15    | $J$    | OAO 188 cm | 30            | 352       | 1.42 $\rightarrow$ 1.06 $\rightarrow$ 1.12 |
| 2012 Nov 15    | $I_c$  | MITSuME 50 cm | 60            | 165       | 1.28 $\rightarrow$ 1.06 $\rightarrow$ 1.11 |
| 2012 Nov 15    | $R_c$  | MITSuME 50 cm | 60            | 162       | 1.28 $\rightarrow$ 1.06 $\rightarrow$ 1.11 |
| 2012 Nov 15    | $g'$   | MITSuME 50 cm | 60            | 164       | 1.28 $\rightarrow$ 1.06 $\rightarrow$ 1.11 |

Note. *The total observed data points used for analyses, i.e., after omitting outliers.

it to obtain $I_c$-, $R_c$-, and $g'$-band images simultaneously (Kotani et al. 2005; Yanagisawa et al. 2010). Each camera has a pixel scale of 1.5 pixel$^{-1}$ for a FOV of 26′ × 26′.

At the beginning of the observations, we set the FOV so that the target star was nearly the center of the respective CCDs. Thanks to the wide FOV, there were dozens of stars brighter than 15 mag in each band in the FOV that could potentially be good comparison stars for relative photometry. The telescope was defocused so that the FWHM of the stellar PSF is about 10 pixels, or $\sim$15″, for the same purpose as the ISLE observations. We note that the contamination light from objects surrounding the target star is negligible because there is no object brighter than 20 and 16 mag in any band within 10″ and 20″, respectively, from GJ3470 in the Sloan Digital Sky Survey (SDSS) photometric catalog (Adelman-McCarthy et al. 2011). We started the MITSuME observations about 35 minutes behind the ISLE observations. The exposure time was set to 60 s. The dead time including readout time for each exposure was 3 s for all bands. The observing log is compiled in Table 2.

Because this telescope has no mechanical auto-guiding system and previously caused a large tracking error ($\sim$100 pixels) over several hours, we have developed a self-guiding software that calculates the displacement of the stellar centroid positions on the last-observed $I_c$-band image relative to a reference image, then feeds it back to the telescope to correct the tracking error soon after the last image is obtained (within a few seconds). By using this self-guiding software, the stellar centroid displacement during the observations for GJ3470 was kept with 1.4 and 0.5 pixels in rms for the $X$ (right ascension) and $Y$ (declination) directions, respectively, for all the three bands.

3. DATA REDUCTION

3.1. Reduction and Baseline Correction for the ISLE Data

The ISLE images obtained are reduced with the standard procedure, including dark-image subtraction and flat-fielding correction. For the flat-fielding correction, 100 dome-flat images obtained on the observing night are used to create a flat-fielding image. Then, aperture photometry is performed for the target and comparison stars on the reduced images by using a customized tool (Fukui et al. 2011), applying a constant aperture radius for both the target and comparison stars for all images. A light
using the code of Eastman et al. (2010). We remind the readers the time stamp recorded on the FITS header in the time system of Barycentric Dynamical Time (TDB), which is converted from by checking the reduced images carefully. The time for each comparison. We eliminate apparent outliers due to such factors that the time standard of UTC should not be used for time-
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Figure 1. Top panel: the $J$-band-uncorrected light curve of GJ3470b. The best-fit baseline model, which is as a function of air mass and stellar centroid displacements in the $X$- and $Y$-directions, is over plotted as a solid line in the out of transit (OOT) part. Second panel: the stellar centroid displacements in the $X$-direction. Third panel: the same as the second panel, but in the $Y$-direction. Bottom panel: the air mass variations.

(A color version of this figure is available in the online journal.)

curve is created by dividing GJ3470’s fluxes by those of the comparison. We eliminate apparent outliers due to such factors as passing clouds and cosmic-ray hitting from the light curve by checking the reduced images carefully. The time for each data point is assigned as the mid time of each exposure in the time system of Barycentric Julian Day (BJD) based on Barycentric Dynamical Time (TDB), which is converted from the time stamp recorded on the FITS header in the time system of Julian Day (JD) based on Coordinated Universal Time (UTC) by using the code of Eastman et al. (2010). We remind the readers that the time standard of UTC should not be used for time-critical studies such as transit timing variations (TTVs), because it is discontinuous due to interruptions by occasional reap second. Alternatively, using TDB is recommended by Eastman et al. (2010), as it is continuous and precise at $\sim 3.4$ ms level (ultimately $\sim 1$ $\mu$s level if higher order effects are corrected).

In order to select an appropriate aperture radius, we create a number of trial light curves by changing the aperture radius by one pixel, and evaluate the dispersion of the out-of-transit (OOT) part of these trial light curves. We find that the light curve produced with an aperture radius of 34 pixels gives the minimum dispersion, and therefore we use this light curve for further analyses. The selected light curve is shown in Figure 1. Subsequently, we correct the systematic trend in the baseline of the light curve, which is apparent in the OOT part of the light curve. Generally, such a trend could arise from, e.g., air mass change, slow variability of the target and/or comparison stars themselves, and stellar displacement on the detector. One approach to correct this trend is to simultaneously fit the in-transit and OOT parts of the light curve with a transit + baseline-correction function. This approach has the advantage of estimating reasonable uncertainties of the transit-model parameters by taking into account the correlations between the transit-model parameters and those of the baseline-function. However, generally speaking, which formula is appropriate for a baseline function is not obvious, and if an inappropriate baseline function is chosen, then there is the possibility that the in-transit data affect the baseline-function parameters and thereby the transit is deepened or shallowed systematically. In order to avoid this effect, we adopt the following approach: we first determine a baseline-correction function and its coefficients by using the OOT light curve alone and then adopt this function to correct the entire light curve.

More specifically, we use the following procedure. First, we assume that the baseline function can be expressed in the following formulae:

$$ F_{\text{base}} = k_0 \times 10^{-0.4 \Delta m_{\text{corr}}} , \quad (1) $$

$$ \Delta m_{\text{corr}} = \sum_{i=1}^{N} k_i X_i , \quad (2) $$

where $F_{\text{base}}$ is the baseline flux, $\{X\}$ are variables, and $\{k\}$ are coefficients. For the variables $\{X\}$, we test several combinations of $z$, $t$, $t^2$, $dx$, and $dy$, where $z$ is air mass, $t$ is time, and $dx$ and $dy$ are the relative centroid positions in the $x$- and $y$-directions, respectively. Next, we evaluate the Bayesian information criteria (BIC; Schwarz 1978) for the respective baseline models. The BIC value for the OOT light curve is given by $\text{BIC}_{\text{oot}} \equiv \chi^2_{\text{oot}} + k \ln N_{\text{oot}}$, where $\chi^2_{\text{oot}}$ is the $\chi^2$ value of the baseline fit for the OOT part, $k$ is the number of free parameters, and $N_{\text{oot}} = 155$ is the number of OOT data points. We find that the $\{X\} = \{z, dx, dy\}$ model gives the minimum BIC$_{\text{oot}}$ value among all the baseline models, and therefore we apply this model to correct the systematic trend in the entire light curve. We note that this result is robust over other trial light curves produced with slightly different aperture radii rather than 34 pixels. In Table 3, we list the BIC$_{\text{oot}}$ values and the rms of the OOT light curve (rms$_{\text{oot}}$) for the four representative baseline models of $\{X\} = \{z\}$, $\{z, dx, dy\}$, $\{z, t, dx, dy\}$, and $\{t, t^2, dx, dy\}$. Noticeably, including $dx$ and $dy$ in $\{X\}$ provides a significant improvement on both the BIC$_{\text{oot}}$ and rms$_{\text{oot}}$ values, from BIC$_{\text{oot}} = 224.2$ and rms$_{\text{oot}} = 1.61 \times 10^{-3}$ for the $\{z\}$ model to BIC$_{\text{oot}} = 171.4$ and rms$_{\text{oot}} = 1.35 \times 10^{-3}$ for the $\{z, dx, dy\}$ model. This fact indicates that the stellar displacements on the detector produce significant systematics on the photometry, and the displacements during our observations were sufficiently suppressed such that the systematics can be corrected, owing to the development of the offset-correction system (Section 2.4).

In Figure 1, we also plot the best-fit OOT light curve with a baseline model of $\{X\} = \{z, dx, dy\}$, along with the time variations of $z$, $dx$, and $dy$. The corrected light curve is shown in Figure 2, and its numerical data are reported in Table 4.

The selected baseline model of $\{X\} = \{z, dx, dy\}$, however, is not so significantly favored compared to other baseline models of $\{t, z, dx, dy\}$ and $\{t, t^2, dx, dy\}$, given a BIC$_{\text{oot}}$ difference of only $\sim 5$. Therefore, the choice of the baseline model could be a cause of a systematic error on the final result, i.e., transit parameters. In order to evaluate the impact of this systematic effect, we fit the entire light curves corrected by different baseline models with a transit model and compare the resultant parameters. The transit parameters we use are the planet–star radius ratio, $R_p/R_*$, the mid-transit time, $T_c$, the semimajor axis normalized by the stellar radius, $a/R_*$, the impact parameter, $b \equiv a \cos i/R_*$, where $i$ is the orbital inclination, and the coefficients for a stellar limb-darkening effect. We adopt the orbital eccentricity and orbital period as $e = 0$ and $P = 3.33665$ days, respectively, from D13. For a stellar limb-darkening model, we use the quadratic limb-darkening raw, $I(\mu) = 1 - u_1(1 - \mu) - u_2(1 - \mu)^2$, where $I$ is the intensity, $\mu$ is the cosine of the angle between the line of sight...
and the line from the stellar center to the position of the stellar surface, and \( u_1 \) and \( u_2 \) are the coefficients. Because \( u_1 \) and \( u_2 \) are heavily correlated and cannot independently be constrained well, we left \( u_1 \) free while fixing \( u_2 \) at a theoretical value during the fitting process; we adopt \( u_2 = 0.255 \), which is the mean of the two values for \( \{ T_{\text{eff}}, \log g_s \} = \{ 3600, 4.5 \} \) and \( \{ 3600, 5.0 \} \), where \( T_{\text{eff}} \) (K) is the stellar effective temperature and \( \log g_s \) (cgs) is the stellar surface gravity, in the table given by Claret et al. (2012). (The \( T_{\text{eff}} \) and \( \log g_s \) values for GJ3470 were derived by Ohta et al. (2009), which is equivalent to that of Mandel & Agol (2002) when using the quadratic limb-darkening raw. The best-fit parameters are determined by the AMOEBA algorithm (Press et al. 1992). We iteratively fit the data by eliminating >3\( \sigma \) outliers, which results in one data point being removed. Before estimating 1\( \sigma \) uncertainties of the fitted parameters, the photometric errors are rescaled so that the reduced \( \chi^2 \) value for the best-fit transit model becomes unity.

In Figure 2, the best-fit transit model for the light curve corrected with the \( \{ X \} = \{ z, dx, dy \} \) model is plotted. The derived best-fit values and uncertainties of \( R_p/R_s \), \( a/R_s \), and \( T_c \), as well as the \( \chi^2 \) values, are listed in Table 3. While the \( \chi^2 \) value for the \( \{ X \} = \{ z \} \) model is relatively large as expected, those for the other three models of \( \{ z, dx, dy \} \), \( \{ z, t, dx, dy \} \), and \( \{ t, t^2, dx, dy \} \) are very close to each other. However, the \( R_p/R_s \), \( a/R_s \), and \( T_c \) values for these three models are slightly different, with a largest difference of 0.00081 between \( \{ z, dx, dy \} \) and \( \{ t, t^2, dx, dy \} \), which is comparable to the 1\( \sigma \) uncertainties of \( R_p/R_s \). Therefore, we consider this discrepancy to be a systematic error in the \( R_p/R_s \) and take it into account in the study of the wavelength dependency of \( R_p/R_s \) discussed in Section 3.2. On the other hand, the baseline-model dependences on \( a/R_s \), \( b \), and \( T_c \) are negligible compared to their 1\( \sigma \) uncertainties.

In addition, in order to estimate the significance of time-correlated (red) noise in the light curve, which can arise from factors such as short-term stellar variability and changing atmospheric conditions (Pont et al. 2006), we estimate the red noise factor \( \beta \) by using the “time-average” method according to Winn et al. (2008). Namely, first, the residual light curve is binned into \( M \) bins by averaging every \( N \) data point, in order to calculate the standard deviation of the \( M \) bins, \( \sigma_{N,\text{obs}} \). Subsequently, \( \beta \) is calculated by dividing \( \sigma_{N,\text{obs}} \) by \( \sigma_{N,\text{exp}} \equiv \sigma_1 \sqrt{M/N(M-1)} \), where \( \sigma_1 \) is the standard deviation of the unbinned residual light curve. As a result, we find that \( \beta \) does not exceed unity for \( N = 4 \) to 15, indicating that the red noise is negligible for the \( J \)-band light curve.

### Table 3

| Variables \([X]\) | BIC_{corr} | \text{rms}_{corr} \((\times 10^{-3})\) | \( \chi^2_{\text{all}} \) | \( R_p/R_s \) \((\times 10^{-2})\) | \( a/R_s \) \((\times 10^{-3})\) | \( b\) | \( T_c \) \((\text{BJD}_{\text{TDB}} - 2456247)\) |
|-----------------|-------------|---------------------------------|----------------|----------------|----------------|-----|----------------|
| \( z \)          | 224.2       | 1.61                            | 449.3          | 7.754 ± 0.098 | 14.91 ± 0.33  | 0.00 ± 0.21 | 0.29949 ± 0.00025 |
| \( z, dx, dy \)  | 171.4       | **1.35**                        | 299.5          | **7.513 ± 0.082** | **14.86 ± 0.11** | **0.00 ± 0.24** | **0.29971 ± 0.00022** |
| \( z, t, dx, dy \)| 176.3       | 1.35                            | 299.5          | 7.483 ± 0.082 | 14.87 ± 0.12  | 0.00 ± 0.24 | 0.29974 ± 0.00022  |
| \( t, t^2, dx, dy\)| 176.4     | 1.35                            | 299.9          | 7.432 ± 0.083 | 14.88 ± 0.11  | 0.00 ± 0.24 | 0.29973 ± 0.00022 |

Notes. (A color version of this figure is available in the online journal.)

### Table 4

| BJD_{TDB}\((−2450000)\) | Flux | \( \sigma \) (days) |
|-------------------|------|-------------------|
| 6247.184623        | 1.002867 | 0.001560|
| 6247.185040        | 0.997683 | 0.001549|
| 6247.185456        | 1.000811 | 0.001548|
| 6247.185873        | 0.998436 | 0.001542|
| 6247.186289        | 0.998939 | 0.001535|

Notes. All fluxes are corrected for baseline trends.

(This table is available in its entirety in a machine-readable form in the online journal. A portion is shown here for guidance regarding its form and content.)

**Figure 2.** Top panel: the baseline-corrected \( J \)-band light curve. The best-fit transit model derived in Section 3.1 is shown as a solid line. Bottom panel: the residual light curve. The rms of the residuals is 1.18 × 10^{-3}.
For trial aperture radius, we create a number of trial light curves by dividing the target flux by each sum of the fluxes of a trial combination of aperture stars among the ~25 comparison stars. Among a number of combinations of aperture radii and comparison stars, we first visually select several good combinations that produce less-dispersed light curves with respect to a transit signature. Next, we fit each trial light curve including the transit part with a tentative transit+baseline model as described below, in order to select the least-dispersed light curve for each band. We note that the reason we include the transit part this time is that, unlike the c-, and g'-band data, MITSuME light curves do not have enough OOT data points due to the longer exposure time and the relatively short coverage of the OOT part before the transit.

For the tentative baseline model, we use Equations (1) and (2) with \(\{X\} = \{z\}\). As for the tentative transit model, we use the same parameterization as in Section 3.1, and force \(a/R_c\) and \(b\) to the values derived from D13, namely, 13.4 and 0.40, respectively. This is because the Spitzer light curves used in D13 are more precise than those of MITSuME, and we are more focused on studying the wavelength dependence of \(R_p/R_c\) (see Section 5.2) rather than constraining other parameters. For the \(I_c\) and \(R_c\)-band light curves, we fix \(u_2\) at the theoretical values of 0.338 and 0.322, respectively, while we leave \(u_1\) free during the fitting process. For the \(g'\)-band light curve, we fix both \(u_1\) and \(u_2\) at the theoretical values of 0.486 and 0.289, respectively, because this light curve is too poor to constrain \(u_1\) or \(u_2\). These theoretical values are derived in the same way as for the \(J\)-band light curve.

As a result, we select the least-dispersed light curves that are produced with the aperture radii of 7.0, 8.0, and 6.0 pixels, and the number of comparison stars of 4, 10, and 8, for the \(I_c\), \(R_c\), and \(g'\) bands, respectively. We summarize the photometric properties of the selected comparison stars in Table 1. We note that these results are robust over different baseline models. Subsequently, in order to select appropriate baseline models for correcting systematic trends, we again fit the selected light curves with transit + several baseline models. At this time, we test the three baseline models of \(\{X\} = \{z\}, \{z, t\}, \{t, t^2\}\) because we do not find any improvement for any bands when we preliminarily fit the light curves by including \(dx\) and \(dy\). In Table 5, we list the resultant BIC and rms values for the three baseline models for each band.

### Table 5

| Variables | BIC | rms \((\times 10^{-3})\) | \(R_p/R_c\) \((\times 10^{-2})\) |
|-----------|-----|-----------------|-----------------|
| \(z\)     | 185.5 | 1.81            | 9.79 ± 0.13     |
| \(z, t\)  | 192.1 | 1.82            | 8.06 ± 0.12     |
| \(t, t^2\)| 191.8 | 1.82            | 8.11 ± 0.12     |
| \(z\)     | 186.5 | 2.50            | 8.32 ± 0.17     |
| \(z, t\)  | 186.5 | 2.46            | 7.72 ± 0.17     |
| \(t, t^2\)| 186.5 | 2.46            | 7.74 ± 0.17     |
| \(z\)     | 184.5 | 5.12            | 8.16 ± 0.30     |
| \(z, t\)  | 189.6 | 5.12            | 8.08 ± 0.30     |
| \(t, t^2\)| 189.7 | 5.12            | 8.07 ± 0.30     |

**Note.** The fitting results for the adopted baseline models are indicated as bold text.

For the \(I_c\) and \(g'\) bands, we find that the baseline model of \(\{X\} = \{z\}\) gives the minimum BIC values, and therefore we adopt it for correcting the systematic trends in these light curves. On the other hand, for the \(R_c\)-band data, all three baseline models give almost the same BIC values, indicating that the three models have the same statistical significance. So, we decide to select the model \(\{X\} = \{z, t\}\) among the three models, based on the fact that the rms values for \(\{z, t\}\) and \(\{t, t^2\}\) \((2.46 \times 10^{-3})\) are slightly better than that for \(\{z\}\) \((2.50 \times 10^{-3})\), and it is physically more straightforward to include air mass in the variables rather than just a polynomial function of time.

As also discussed in Section 3.1, the selection of baseline models could affect the final result. In Table 5, we also list the resultant \(R_p/R_c\) values for the respective models for each band. The largest differences of \(R_p/R_c\) are 0.0014, 0.0060, and 0.009, for the \(I_c\), \(R_c\), and \(g'\) bands, respectively. The differences for the \(I_c\) and \(g'\) bands are comparable to and less than the 1σ uncertainties of \(R_p/R_c\), respectively, while that for the \(R_c\) band is more than three times the 1σ uncertainty of \(R_p/R_c\). These possible systematic offsets will be considered in the discussion on the wavelength dependence of \(R_p/R_c\) in Section 5.2.

In Figure 3, we show the uncorrected light curves and the best-fit transit+baseline models of the three bands, as well as their residuals. After the baseline for each light curve is corrected, error bars are rescaled so that the reduced \(\chi^2\) for a transit-model fit becomes unity. The numerical data of the corrected light curves are compiled in Table 4. In addition, we estimate the red noise factor \(\beta\) for each light curve in the same way as in Section 3.1 and find that \(\beta\) is unity for almost all cases of \(N = 4\) to 15 for all bands.

### 4. ANALYSIS

In order to derive the final transit parameters and their uncertainties, we analyze the corrected \(J\)-, \(I_c\)-, \(R_c\)-, and \(g'\)-band light curves simultaneously with the Markov Chain Monte Carlo (MCMC) method by using a customized code (Narita et al.
In this analysis, we treat $b$, $a/R_s$, and $T_c$ as common parameters for all four light curves, while $R_p/R_s$, $u_1$, and $u_2$ are treated as independent parameters for the respective light curves so as to take the wavelength dependences of these parameters into account. The values of $b$, $a/R_s$, $T_c$, and $R_p/R_s$ for each band are left free during the MCMC process. The $u_1$ and $u_2$ values are treated the same way as previously (see Sections 3.1 and 3.2); $u_1$ for the $J$, $I_c$, and $R_c$ bands is left free, while $u_1$ for the $g'$ band and $u_2$ for all the bands are fixed at the theoretical values. We adopt $e = 0$ and $P = 3.33665$ days in the same way as before.

In an MCMC chain, we start with a set of parameters that provides the minimum $\chi^2$ value determined by the AMOEBA algorithm. The $\chi^2$ value is given by

$$\chi^2 = \sum_i \left( \frac{f_{\text{obs},i} - f_{\text{model}}}{\sigma_i} \right)^2,$$

where $f_{\text{obs},i}$ is the $i$th photometric flux, $\sigma_i$ is the $i$th photometric error, and $f_{\text{model}}$ is the model flux calculated from the given parameter set. Then, the next parameter set is randomly selected, where we assume Gaussian distributions whose means are the respective current values, and standard deviations are proportional to their 1σ errors. This parameter set is always accepted when it gives $\Delta\chi^2 < 0$, where $\Delta\chi^2$ is the $\chi^2$ difference between the next parameter set and the current one; otherwise, it is accepted according to an acceptance probability which is given by $p = \exp^{\Delta\chi^2/2}$. This process (link) is repeated for $10^6$ times in a chain, from which the first $10^5$ links are removed as a burn-in portion. The widths of the Gaussian distributions for jumping parameters are set so that the acceptance ratio becomes about 25%. We run 10 independent chains and create merged posterior distributions of the respective parameters. We define 1σ statistical uncertainties as the range of parameters between 15.87% and 84.13% of the posterior distributions. The resultant values and uncertainties are listed in Table 6, and two-dimensional 68.3% and 99.7% confidence regions for selected parameters drawn from the posterior distributions are shown as red contours in Figure 4. The derived model light curves for the respective bands are shown in Figure 5, along with the observed data binned in five minute intervals.

We confirm that the values of $b$, $a/R_s$, and $R_p/R_s$ for the $I_c$, $R_c$, and $g'$ bands are all consistent with those reported by D13 within 2σ. On the other hand, the $R_p/R_s$ value for the $J$-band data, 0.07536 ± 0.00079, is inconsistent with that for the $I_c$-band data of 0.0797 ± 0.0014 by 2.6 σ, and is also inconsistent with that for the $Spitzer$’s $4.5 \mu m$ data of 0.07798±0.00046 by 2.9σ. One possible cause of these discrepancies is a systematic effect originated from stellar activity (e.g., Czesla et al. 2009). Occulting cool star spots by a transiting planet can induce a bump in the transit light curve, easily affecting the fitted parameters. Although no such feature is identified in the light curves obtained by this work or by $Spitzer$, there is still the possibility that the planet occulted cool spots existing near the stellar limb, which would be difficult to identify. In this case, the transit parameters such as $b$ and $a/R_s$ would easily be affected. The $R_p/R_s$ value would also be affected, because $R_p/R_s$ and $b$ (or $a/R_s$) are weakly correlated. This might be the case, because the $b$ value derived from our data (<0.281 as 1σ upper limit) is inconsistent with that by D13 (0.40±0.08) by more than 1σ. In order to reduce such a systematical effect on $R_p/R_s$, we repeat the MCMC analysis by using the $b$ value reported by D13 as prior information. In this analysis, we use the following function instead of Equation (3) for calculating the $\chi^2$ value:

$$\chi^2 = \sum_i \left( \frac{f_{\text{obs},i} - f_{\text{model}}}{\sigma_i} \right)^2 + \left( \frac{b - b_{\text{prior}}}{\sigma_{b_{\text{prior}}}} \right)^2,$$

where we adopt $b_{\text{prior}} = 0.40$, and $\sigma_{b_{\text{prior}}} = 0.06$ if $(b - b_{\text{prior}}) > 0$; otherwise, $\sigma_{b_{\text{prior}}} = 0.08$. This formula imposes a penalty on the $\chi^2$ value if $b$ deviates from the prior value during the MCMC process. The resultant values and uncertainties are summarized in Table 6, and the two-dimensional correlation maps for selected parameters are plotted as blue contours in Figure 4. As a result, we find that our $b$ and $a/R_s$ values become consistent with those by D13 within 1σ. However, although the $R_p/R_s$ values for our data $(J, I_c, R_c$, and $g'$ bands) become closer

| Parameter | D13 | This Work (without $b$ prior) | This Work (with $b$ prior) |
|-----------|-----|-------------------------------|-----------------------------|
| Impact parameter, $b$ $(\equiv a \cos i/R_s)$ | $0.40_{-0.08}^{+0.06}$ | $<0.281$ (1σ upper limit) | $0.337_{-0.070}^{+0.067}$ |
| Scaled semimajor axis, $a/R_s$ | $13.42_{-0.53}^{+0.55}$ | $14.70_{-0.43}^{+0.17}$ | $14.02_{-0.39}^{+0.33}$ |
| Mid-transit time, $T_c$ [BJD$_{TDB}$ − 2450000] | $6090.47705 \pm 0.00014$ | $6247.29954 \pm 0.00019$ | $6247.29951 \pm 0.00020$ |
| Planet-to-star radius ratio | $R_p/R_s$ (4.5μm) | $0.07798_{-0.00046}^{+0.00046}$ | $0.07536 \pm 0.00079$ | $0.07577_{-0.00075}^{+0.00072}$ |
| Limb-darkening coefficients | $u_1 (J)$ | $0.149 \pm 0.074$ | $0.137_{-0.073}^{+0.0077}$ |
| $u_2 (J)$ | $0.255$ (fixed) | $0.255$ (fixed) |
| $u_1 (I_c)$ | $0.20 \pm 0.11$ | $0.19 \pm 0.11$ |
| $u_2 (I_c)$ | $0.338$ (fixed) | $0.338$ (fixed) |
| $u_1 (R_c)$ | $0.26 \pm 0.15$ | $0.25 \pm 0.15$ |
| $u_2 (R_c)$ | $0.322$ (fixed) | $0.322$ (fixed) |
| $u_1 (g')$ | $0.486$ (fixed) | $0.486$ (fixed) |
| $u_2 (g')$ | $0.289$ (fixed) | $0.289$ (fixed) |

Table 6
MCMC Results for Transit Parameters

2013).
in Section 5.2, these discrepancies can likely be attributed to the wavelength dependence of the planetary atmospheric opacity.

5. DISCUSSION

5.1. Physical Parameters of the Planetary System

In this section, we focus on the physical parameters of the planetary system. One of our goals in this section is to test the very low density of GJ3470b suggested by D13 with our independent observations, and therefore we here discuss the results of the MCMC analysis without \( b \) prior.

First, we refine the orbital period by a linear fit to our \( T_c \) value and the ones reported by D13 for two continuous transits. The resultant orbital period is \( P = 3.3366649 \pm 0.000005 \) days. This is in good agreement with \( P = 3.33665 \pm 0.00005 \) days, which was derived by D13 based on the two transits observed by Spitzer and four transits from Bonfils et al. (2012), with a difference of only \( 0.09 \pm 0.34 \) s. In addition, the difference between our measured \( T_c \) value and the expected one calculated from the ephemeris provided by D13 is \( 2 \pm 204 \) s, indicating that no TTV is observed.

Next, we investigate the stellar mass and radius. The mean stellar density, \( \rho_s \), can be directly derived from \( a/R_s \) and \( P \) via the following relation assuming a circular orbit: \( \rho_s = 0.01342 \times (a/R_s)^3/(P(\text{days}))^2 \rho_\odot \). From our MCMC results, we derive the stellar density to be \( \rho_s = 3.83^{+0.14}_{-0.32} \rho_\odot \), which is broadly consistent with the value derived by D13 (2.91^{+0.37}_{-0.33} \rho_\odot).
the two empirical relations that D13 adopted (light-blue shaded region), while the mass–radius relation for GJ3470 drawn by connecting a mass–luminosity (Delfosse et al. 2000) and a diameter–color–luminosity (Kervella et al. 2004) relation is shown as a circle and a triangle, respectively. (A color version of this figure is available in the online journal.)

Figure 6. Comparison of $M_*$ and $R_*$ calibrations between this work and D13. The stellar density derived in this work (MCMC analysis without $b$ prior) and that by D13 are indicated by lower (red in online) and upper (brown in online) lines. Solid and dashed lines represent median and $1\sigma$ uncertainties, respectively. The mass–radius relation we adopted (Equation (4) in Boyajian et al. 2012) is shown as the right (green in online) shaded region ($1\sigma$ region), while the mass–radius relation for GJ3470 drawn by connecting a mass–luminosity (Delfosse et al. 2000) and a diameter–color–luminosity (Kervella et al. 2004) relation is shown as a circle and a triangle, respectively. (A color version of this figure is available in the online journal.)

within 2$\sigma$, although our value is 32% larger than that by D13. The stellar mass and radius can be derived from the stellar density, combined with one more piece of information such as a stellar color (or temperature), luminosity (i.e., apparent brightness and distance to the star), and/or a stellar mass–radius relation. Because a trigonometric parallax for GJ3470 has not been measured so far, D13 solved for the stellar mass, radius, and parallax simultaneously from the $\rho_s$ and $VHK_s$ magnitudes, via two empirical relations of mass–luminosity (Delfosse et al. 2000) and diameter–color–luminosity (Kervella et al. 2004) relation is shown as a circle and a triangle, respectively. However, the latter relation they adopted was derived from dwarf samples that contained a relatively small number (<15) of low-mass (K–M) dwarfs. In addition, the metallicity dependence of this relation was not found in the samples (Kervella et al. 2004); however, Boyajian et al. (2012) have recently found, based on interferometric radius measurements for 33 single K–M dwarfs, that a color–radius relation for low-mass stars clearly depends on metallicity. Therefore, the relation adopted by D13 could have a systematic offset. In Figure 6, we plot a mass–radius relation for low-mass stars provided by Boyajian et al. (2012; green shaded region), which was derived based on the radius measurements for the 33 K–M dwarfs and the empirical mass–luminosity relation of Henry & McCarthy (1993), which is consistent with that of Delfosse et al. (2000). We also plot a mass–radius relation for GJ3470 drawn by connecting the two empirical relations that D13 adopted (light-blue shaded region), where $K_V = 7.989$ is used for the mass–luminosity calibration and $H = 8.206$ and $(V - H) = 4.124$ are used for the diameter–color–luminosity calibration. These two relations do not cross each other, implying that some systematic offset could exist, possibly in the diameter–color–luminosity relation of Kervella et al. (2004) due to the small number of low-mass star samples and the unconsidered metallicity dependence.

Therefore, unlike D13, we solve $M_*$ and $R_*$ from $\rho_s$ by using the mass–radius relation of Boyajian et al. (2012, Equation (4) in their paper). We note that no metallicity dependence of this relation was detected (Boyajian et al. 2012). In order to properly estimate $M_*$, $R_*$, and their uncertainties, we create probability distributions of these parameters by using a Monte Carlo (MC) technique; that is, the probability distributions are created by repeating a process where $M_*$ and $R_*$ are solved for from a parameter set of $a/R_*$ and three coefficients of the mass–radius relation that are chosen according to their respective probability distributions. For the probability distribution of $a/R_*$, the posterior distribution created from the MCMC analysis is used, while for those of the three coefficients, Gaussian distributions whose standard deviations are set to their $1\sigma$ errors are used. The resultant median values and the 68.3% confidence intervals are calculated as $M_* = 0.557^{+0.028}_{-0.020} M_\odot$ and $R_* = 0.526^{+0.023}_{-0.011} R_\odot$. In Figure 6, we also plot the derived $M_*$ and $R_*$ values (red circle) as well as those reported by D13 (brown triangle). Our $M_*$ and $R_*$ values are both consistent with those by D13 within $1\sigma$. However, this agreement is coincidental, because the derived stellar density is inconsistent between this work and D13 by more than $1\sigma$, and the adopted calibration methods for deriving stellar mass and radius are different and also inconsistent between the two. Thus, further follow-up observations to confirm the stellar mass and radius would be valuable; photometric transit observations could test the stellar density, and astrometric observations for measuring the trigonometric parallax would provide a new insight into the stellar mass/radius calibration.
compared to D13. In Table 7, we also list the results derived from the MCMC analysis with $b$ prior for reference. In order to investigate the impact of the 10\% difference of the planetary radius on the planetary bulk composition, we have modeled the internal structure of GJ3470b that is consistent with the planetary mass and radius in the J band derived in this study. To do so, we have assumed that the planet is composed of three layers, namely, a cloud/haze-free hydrogen-rich atmosphere with solar composition, on top of an ice/water mantle, on top of a rocky core (the water/rock mass ratio is set to 3). A two-layered structure (hydrogen-rich atmosphere + rocky core) is also examined. The equations of state adopted are SCvH EOS for hydrogen/helium (Saumon et al. 1995), R-EOS (French et al. 2009) and SESAME EOS (Lyon & Johnson 1992) for water, and Valencia et al. (2007) for rock (details are given in K. Kurosaki et al. in preparation). We have found that the mass fraction of the hydrogen-rich atmosphere is rich envelope whose mass accounts for approximately 10\% of the planetary total mass, then its accretion tends to proceed in a runaway fashion. Thus, nebular-origin atmospheres with the planetary mass and radius in the J band by 5\% and 2\% and that in the $\mu$ bands are larger than that in the $I$ band reported by D13, while that derived by D13 with the baseline selections cannot explain the observed discrepancies due to the variations of the apparent luminous area of the star according to the stellar rotation and appearing/vanishing of the starspots (e.g., Pont et al. 2008). Since the observational epochs are different with ~5 months apart, there is a possibility that the observed $R_p/R_i$ difference between the J and 4.5 $\mu$m bands is

### Table 7

| Parameter | D13 | This Work (without $b$ prior) | This work (with $b$ prior) |
|-----------|-----|------------------------------|---------------------------|
| Stellar parameters |
| Stellar mass, $M_*$ ($M_\odot$) | 0.539$^{+0.047}_{-0.043}$ | 0.55$^{+0.028}_{-0.020}$ | 0.59$^{+0.029}_{-0.026}$ |
| Stellar radius, $R_*$ ($R_\odot$) | 0.568$^{+0.057}_{-0.053}$ | 0.52$^{+0.023}_{-0.011}$ | 0.56$^{+0.024}_{-0.020}$ |
| Stellar density, $\rho_*$ ($g$ cm$^{-3}$) | 2.91$^{+0.37}_{-0.33}$ | 3.83$^{+0.14}_{-0.32}$ | 3.32$^{+0.24}_{-0.27}$ |
| Stellar surface gravity, $g_*$ (cgs) | 4.658$^{+0.035}_{-0.033}$ | 4.741$^{+0.009}_{-0.019}$ | 4.710$^{+0.016}_{-0.019}$ |
| Planetary parameters |
| Orbital period, $P$ (days) | 3.33665$^{+0.00095}_{-0.00090}$ | 3.336649$^{+0.000005}_{-0.000005}$ | 3.336648$^{+0.000005}_{-0.000005}$ |
| Semimajor axis, $a$ (AU) | 0.03557$^{+0.00095}_{-0.00090}$ | 0.03596$^{+0.00094}_{-0.00094}$ | 0.03567$^{+0.00094}_{-0.00094}$ |
| Planetary mass, $M_p$ ($M_\oplus$) | 13.9$^{+0.1}_{-0.1}$ | 14.1$^{+0.3}_{-0.2}$ | 14.6$^{+0.4}_{-0.3}$ |
| Planetary radius, $R_p$ ($R_\oplus$) | 4.83$^{+0.22}_{-0.21}$ | 4.3$^{+0.21}_{-0.10}$ | 4.6$^{+0.22}_{-0.18}$ |
| Planetary density, $\rho_p$ (g cm$^{-3}$) | 0.72$^{+0.13}_{-0.12}$ | 0.94$^{+0.12}_{-0.12}$ | 0.80$^{+0.12}_{-0.11}$ |
| Planetary surface gravity, $g_p$ (m s$^{-2}$) | 5.75$^{+0.85}_{-0.86}$ | 7.25$^{+0.75}_{-0.74}$ | 6.5$^{+0.72}_{-0.70}$ |

#### 5.2. Wavelength Dependence of the Planet–Star Radius Ratio

In this section, we discuss the wavelength dependence of $R_p/R_i$ based on the results of the MCMC analysis with $b$ prior. In Figure 7, we plot the $R_p/R_i$ values in the $g'$, $R_c$, $I_c$, and $J$ bands, and that in the Spitzer’s 4.5 $\mu$m band reported by D13, along with the transmission curves for the respective passbands. The $R_p/R_i$ values in the $I_c$ and 4.5 $\mu$m bands are larger than that in the $J$ band by 5.8\% $\pm$ 2.0\% and 2.9\% $\pm$ 1.1\%, respectively. Those in the $g'$ and $R_c$ bands are also larger than that in the $J$ band, although the uncertainties in these bands are relatively large.

As discussed in Sections 3.1 and 3.2, the choice of the baseline model could cause a systematic offset in $R_p/R_i$. However, the alternative choices of the baseline models for the $R_c$-, $I_c$-, and $J$-band light curves expand the discrepancies, as indicated by gray circles in Figure 7, meaning that the systematics due to the baseline selections cannot explain the observed discrepancies of $R_p/R_i$.

Unocculted starspots can also vary apparent $R_p/R_i$ with time due to the variations of the apparent luminous area of the star according to the stellar rotation and appearing/vanishing of the starspots (e.g., Pont et al. 2008). Since the observational epochs are different with ~5 months apart, there is a possibility that the observed $R_p/R_i$ difference between the J and 4.5 $\mu$m bands is
caused by the starspot effect. When a spotted host star induces a variability of \( r \equiv R_p/R_s \) by \( \Delta r \) due to the unocculted starspot effect, the host star has to show an intrinsic flux variability of at least \( (1 + \Delta r/r)^2 - 1 \). Therefore, if the 2.9% ± 1.1% difference of \( R_p/R_s \) between the \( J \) and \( 4.5 \mu m \) bands were caused by unocculted starspots, then the host star would have to show at least 5.9% ± 2.3% intrinsic variability. In order to estimate the maximum intrinsic variability of the host star, we conducted a photometric monitoring of GJ3470 for about two months by using the 50 cm MITSuME telescope. The resultant \( I_c \)-band light curve is shown in Figure 8, along with the sky-flux variations. We find that the rms of the nightly averaged fluxes is 0.33% and the peak-to-valley variation is ∼1%. The ±0.5% variation level is shown as a dashed line. The transit-observed date is indicated by an arrow. The dotted auxiliary line is for a 23 day periodicity, part of which could be caused by sky-flux variations. Bottom panel: time variations of the sky flux. A correlation between the light curve and the sky flux can be seen after JD−2,450,000 ∼ 6258.

Figure 8. Top panel: a two-month-long \( I_c \)-band light curve for GJ3470 obtained by the 50 cm MITSuME telescope. The transit part is eliminated in this light curve. Individual 60 s exposure data and nightly averaged data are indicated as gray and black points, respectively. The rms of the black points is 0.33%, while peak-to-valley variation is ∼1%. The ±0.5% variation level is shown as a dashed line. The transit-observed date is indicated by an arrow. The dotted auxiliary line is for a 23 day periodicity, part of which could be caused by sky-flux variations. Bottom panel: time variations of the sky flux. A correlation between the light curve and the sky flux can be seen after JD−2,450,000 ∼ 6258.

(A color version of this figure is available in the online journal.)

as a function of wavelength can be approximated by \( \Delta D(\lambda) \sim 2n_T(\lambda)HR_p/R_s^2 \), where \( n_T(\lambda) \) is the scale factor depending on the molecular opacity, which can be ∼10 for strong absorbers (Brown 2001), and \( H \) is the atmospheric scale height given by \( H \equiv kT/\mu g_p \), where \( k \) is Boltzmann’s constant, \( T \) is the atmospheric temperature, and \( \mu \) is the mean molecular weight. For GJ3470b, \( H \sim 250–400 \) km when assuming \( T = 500–650 \) K and a solar-composition atmosphere (\( \mu = 2.36 \) atomic mass). Therefore, \( \Delta D(\lambda) \) can be up to ∼0.16%, which corresponds to a relative change in \( R_p/R_s \) of ∼13%, indicating that the observed differences of \( R_p/R_s \) can reasonably be explained by molecular absorptions.

Indeed, there is a strong absorption band of CO around 4.7 \( \mu m \), and the CO-absorption feature in \( R_p/R_s \) becomes prominent for a solar-abundance atmosphere with \( T \gtrsim 700 \) K (Howe & Burrows 2012). The planetary-equilibrium temperature is estimated as \((1 - A)^{1/4}(683 ± 27) \) K (D13), where \( A \) is the bond albedo. With this temperature, although this is lower than 700 K, it could be possible that the CO feature could be seen at some level. Therefore, the observational result that \( R_p/R_s \) in the 4.5 \( \mu m \) band is larger than that in the \( J \) band is qualitatively consistent with a CO-containing atmosphere. On the one hand, the larger \( R_p/R_s \) values in the optical (\( I_c \), \( R_s \), and \( g' \) bands compared to that in the \( J \) band could be explained by Rayleigh scattering due to molecular hydrogen or small-sized (≤0.1 \( \mu m \)) haze in the atmosphere, as is the case for HD 209458b (Lecavelier Des Etangs et al. 2008b) and HD 189733b (Pont et al. 2008). The transition wavelength below which the spectrum begins to rise to Rayleigh scattering is around 1 \( \mu m \) for ∼0.1 \( \mu m \)-sized haze particles (e.g., Howe & Burrows 2012), and therefore the observed \( R_p/R_s \) difference between the \( I_c \) and \( J \) bands could be explained well by such a hazy atmospheric model. In Figure 7, we also plot a model spectrum (blue dotted line), which is selected from among those for the atmosphere of a 10 \( M_{\oplus} \) planet provided by Howe & Burrows (2012) so as to qualitatively fit the data, and is scaled in order to fit the scale height of GJ3470b. The selected model assumes a 0.3 \( \times \) solar-abundance atmosphere with \( T = 700 \) K containing 0.1 \( \mu m \) tholin particles with a density of 1000 cm\(^{-3}\). We note that this model does not explain the data point at the 4.5 \( \mu m \) band well; however, in reality the CO-absorption feature at ∼4.7 \( \mu m \) is probably weaker than the model because the planet is a bit cooler than the temperature that the model assumes. A quantitative discussion and fine-tuning of this model are beyond the scope of this paper, and to do so, further observational data are required.

In contrast, if the atmosphere of GJ3470b were covered by thick clouds at high altitudes, then a flat spectrum would be observed over optical to infrared wavelengths (e.g., Berta et al. 2012). A constant fit to the observed five \( R_p/R_s \) values yields a \( \chi^2 \) value of 11.6. The statistical probability that \( \chi^2 \) exceeds this value assuming Gaussian errors is 2.1%, meaning that a fully clouded atmospheric model still cannot be ruled out by the current data. Therefore, further observations are needed to confirm the possible \( R_p/R_s \) variations over optical to infrared wavelengths.

If the \( R_p/R_s \) variations are confirmed, then this fact will indicate that the planet would have no thick clouds in its atmosphere. This property would offer a wealth of opportunity to probe certain molecular features in the atmosphere of GJ3470b through high-precision transmission-spectroscopic observations, without being prevented by thick clouds. Specifically, molecular features such as \( \text{H}_2\text{O}, \text{CH}_4, \) and \( \text{CO} \) could easily be detected...
in the infrared-wavelength range, assuming a solar-like atmospheric composition. The detection of H$_2$O would imply that in the infrared-wavelength range, assuming a solar-like atmosphere.

The Astrophysical Journal (Mancini et al. 2013; de Moois et al. 2012), demonstrating the observations using the GROND instrument have been reported for the southern hemisphere. Recently, simultaneous transit observations by using the MPG/ESO 2.2 m telescope in Chile (Greiner et al. 2008), is a pioneer for such an ambitious instrument, which can obtain seven images through the $g'$ to $K$ bands simultaneously for the southern hemisphere. Recently, simultaneous transit observations using the GROND instrument have been reported (Mancini et al. 2013; de Moois et al. 2012), demonstrating the usefulness of such a multi-color imager for transit observations. However, this instrument had originally been developed for catching gamma-ray-burst afterglows and was not designed for high-precision transit observations (Mancini et al. 2013). Future developments of such instruments, but more specifically designed for transit observations, for 2–4 m class telescopes in the northern hemisphere will provide fruitful results on the exoplanetary atmospheric study.

6. SUMMARY

We present optical ($g'$, $R_c$, and $I_c$) to near-infrared ($J$) simultaneous photometric observations for a primary transit of the hot Neptune GJ3470b, by using the 188 cm telescope/ISLE instrument and the 50 cm MITSuME telescope, both at the Okayama Astrophysical Observatory. We found that the planetary density is broadly consistent with that reported by Demory et al. (2013) who measured it based on the Spitzer/IRAC 4.5 μm photometry, confirming its low density. Although the derived planetary radius is about 10% smaller than that reported by D13, this difference does not alter their conclusion that the planet possesses a hydrogen-rich envelope whose mass is approximately 10% of the planetary total mass. On the other hand, we have found that the planet-to-star radius ratio ($R_p/R_*$) in the $J$ band is smaller than that in the $I_c$ and 4.5 μm bands by 5.8% ± 2.0% and 2.9% ± 1.1%, respectively. These discrepancies cannot be explained by systematic effects due to baseline corrections. In addition, we have found from a two-month-long flux monitoring of GJ3470 that the intrinsic peak-to-valley stellar variability in the $I_c$ band is merely ~1%, indicating that the unocculted starspot effect is unlikely to account for the observed $R_p/R_*$ difference between the $J$ and 4.5 μm bands. Instead, Rayleigh scattering due to molecular hydrogen or small-sized (<0.1 μm) haze in the atmosphere and molecular absorptions such as CO could reasonably explain the observed $R_p/R_*$ variations. Although the significance is low, if these $R_p/R_*$ variations are confirmed, then this fact would suggest that GJ3470b would not have a thick cloud layer in the atmosphere, offering a wealth of opportunity for future transmission-spectroscopic observations to probe many molecular features in the atmosphere of the hot Neptune.

We note that this is the first report on transit observations using the 188 cm telescope/ISLE instrument and the 50 cm MITSuME telescope. Our observations demonstrate that optical-to-near-infrared simultaneous observations using instruments such as these are very useful for planetary atmospheric studies. Future developments of multi-color imagers for 2–4 m class telescopes in the northern hemisphere would provide much more fruitful results for this field.
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