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We prove, in particular, that if \( A, \Gamma \subset \mathbb{F}_p^* \), \( |\Gamma| < p^{3/4} \) are two arbitrary multiplicative subgroups satisfying \( A - A \subseteq \Gamma \cup \{0\} \) then \( |A| \ll |\Gamma|^{1/3+o(1)} \). Also, we obtain that for any \( \varepsilon > 0 \) and a sufficiently large subgroup \( \Gamma \) with \( |\Gamma| \ll p^{1/2-\varepsilon} \) there is no representation \( \Gamma = A + B \), where \( A \) is another subgroup, and \( B \) is an arbitrary set, \( |A|, |B| > 1 \). Finally, we study the number of collinear triples containing in a set of \( \mathbb{F}_p \) and prove a ”dual” sum–products estimate.

1 Introduction

Let \( p \) be a prime number and \( \mathbb{F}_p \) be the prime filed. For two sets \( A, B \subset \mathbb{F}_p \), we define its sumset as

\[
A + B = \{a + b : a \in A, b \in B\}
\]

and similarly its difference set, product set, and so on. A set \( S \subset \mathbb{F}_p \) is said to be \textit{additively decomposable} if \( S = A + B \), \( |A|, |B| \geq 2 \) and \textit{primitive} otherwise. Sárközy conjectured in [15] that the set of quadratic residues \( R \) is primitive and proved that if \( R = A + B \), \( |A|, |B| \geq 2 \) then cardinalities of \( A, B \) should be close to \( \sqrt{p} \). There are several papers in the direction, see [1], [3], [12], [19], [23], [24]. Sárközy’s result was refined slightly in [24], [19] and extended to the case of all multiplicative subgroups by Shparlinski, see [24].

**Theorem 1** Let \( \Gamma \subset \mathbb{F}_p \) be a multiplicative subgroup and for some \( A, B \subset \mathbb{F}_p \) one has

\[ A + B \subseteq \Gamma, \tag{1} \]

where \( |A|, |B| \geq 2 \). Then

\[ |A|, |B| \leq |\Gamma|^{1/2+o(1)} \tag{2} \]

as \( |\Gamma| \to \infty \). In particular, if \( A + B = \Gamma \) then

\[ |A|, |B| = |\Gamma|^{1/2+o(1)}. \]
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Note that if it is known that $A$ and $B$ have comparable sizes than one do not need in the restriction $|A|, |B| \geq 2$ to get (2). Also the inclusion (1) can be replaced by a little bit wider one, namely, $A + B \subseteq \Gamma \bigcup \{0\}$, see the proof from [24].

In the paper we consider a particular case when $A$ or $B$ is contained in some shift of a multiplicative subgroup. It turns out that the exponent $1/2$ from (2) can be refined in the situation. Let us formulate our result in the simplest symmetric case (that is $B = -A$). Denote by $F_p^*$ the set $F_p \setminus \{0\}$.

**Theorem 2** Let $A, \Gamma \subseteq F_p^*$ be multiplicative subgroups. Suppose that for some $\xi \in F_p^*$ one has
\[ A - A \subseteq \xi \Gamma \bigcup \{0\}. \] (3)

If $|\Gamma| < p^{3/4}$ then
\[ |A| \ll |\Gamma|^{1/3+o(1)}. \]
If $|\Gamma| \geq p^{3/4}$ then
\[ |A| \ll \min \left\{ \frac{|\Gamma| \log^{1/2} p}{\sqrt{p}}, \sqrt{p} \right\}. \]

In particular, Theorem 2 implies that for any $\Gamma$ with $|\Gamma| \ll p^{1/2-o(1)}$ one has $\Gamma \bigcup \{0\} \neq A - A$, where size of $\Gamma$ is sufficiently large. What can be said in the non–symmetric situation? In [23] the following result on the decompositions was proved.

**Proposition 3** Let $\varepsilon \in (0, 1]$ be a real number, $A, \Gamma \subseteq F_p^*$ be sufficiently large multiplicative subgroups, and $B \subseteq F_p$ be an arbitrary nonempty set. If $|\Gamma \cap A| \ll |A|^{1-\varepsilon}$ and $|\Gamma| \ll p^{1-\varepsilon/6}$, then $\Gamma$ has no nontrivial representations as $\Gamma = A + B$.

Now we can drop additional assumptions on the intersection $A$ and $\Gamma$.

**Theorem 4** Let $\varepsilon \in (0, 1]$ be a real number. Let also $A, \Gamma \subseteq F_p^*$ be two sufficiently large multiplicative subgroups, $|\Gamma| \leq p^{1/2-\varepsilon}$, and $B \subseteq F_p$ be an arbitrary nonempty set. Then $\Gamma \bigcup \{0\}$ has no nontrivial representations as $\Gamma = A + B$.

In the proof of Theorem 4 we refine condition (3) and replace it by a more flexible, namely,
\[ \xi A + \eta A \subseteq \Gamma \bigcup \{0\}, \] (4)
where $\xi, \eta \in F_p^*$ are arbitrary. Moreover, one can consider large subsets of $\xi A, \eta A$ satisfying inclusion (1) and even take different subgroups $A_1, A_2$ of comparable sizes, see Theorem 26 and Corollary 28 of section 5. Besides one can deal with the intersections of the form $(\xi A + \eta A) \cap \Gamma$ instead of inclusion (3), see Proposition 35 of section 6.

In [12] the following problem was considered. Let as above $R \subseteq F_p^*$ be the subgroup of quadratic residues. Can it be $R = A - A$, that is any $x \in R$ is represented as a difference of two elements of $A$ in a unique way and $A - A \subseteq R \bigcup \{0\}$? The authors of [12] proved, in particular, that for any $\xi \in F_p^*$ one cannot has $R \equiv \xi A - \xi A$, where $A$ is a multiplicative subgroup. In section 6 we obtain a generalization, see Corollary 31 as well as remarks below the corollary.
Theorem 5 Let \( A, \Gamma \subseteq \mathbb{F}_p^* \) be two multiplicative subgroups. Suppose that \( A - A = \xi \Gamma \cup \{0\} \) for some \( \xi \in \mathbb{F}_p^* \) and \( (A \circ A)(x) = c \) is a constant onto \( \Gamma \). Then \( |A|^2 - |A| = c|\Gamma| \) and either \( |\Gamma| = O(1) \) or \( |\Gamma| \gg \frac{p}{\log p} \).

Let us say a few words about the methods of the proving of Theorem 1 and similar results and compare them with our new approach. Suppose that for some set \( S \), we have \( S = A + B \). The main observation of papers \([15, 3, 24]\), see also \([20]\) is the following. Take an arbitrary positive integer \( k \) and any elements \( b_1, \ldots, b_k \in B \). Then by the definition of sumset, we have

\[
A \subseteq (S - b_1) \cap (S - b_2) \cdots \cap (S - b_k). \tag{5}
\]

Thus, if \( S \) is a sumset then there are large intersections of \( S \) with its shifts of form (5). On the other hand, in the case of large multiplicative subgroups one can use analytical tools (see e.g. Lemma \([19]\) below) to show that for \( x_1, \ldots, x_k \in \mathbb{F}_p \) there is a uniform upper bound

\[
|(S + x_1) \cap (S + x_2) \cdots \cap (S + x_k)| \ll p^{1/2+o(1)},
\]

provided by \( x_1, \ldots, x_k \) are nonzero and pairwise distinct elements. For smaller subgroups the analogous result from \([25]\) makes the job.

Theorem 6 Let \( \Gamma \subseteq \mathbb{F}_p \) be a multiplicative subgroup, \( k \geq 1 \) be a positive integer, and \( x_1, \ldots, x_k \) be different nonzero elements. Let also

\[
32k2^{20k \log(k+1)} \leq |\Gamma|, \quad p \geq 4k|\Gamma|\left(\frac{1}{2k+1}\right) + 1.
\]

Then

\[
|\Gamma \cap (\Gamma + x_1) \cap \ldots (\Gamma + x_k)| \leq 4(k+1)(|\Gamma|^{\frac{1}{2k+1}} + 1)^{k+1}. \tag{6}
\]

The same holds if one replace \( \Gamma \) in (6) by any cosets of \( \Gamma \).

Thus, theorem above asserts us that \( |\Gamma \cap (\Gamma + x_1) \cap \ldots (\Gamma + x_k)| \ll_k |\Gamma|^{\frac{1}{2}+\alpha_k}, \) provided by \( 1 \ll_k |\Gamma| \ll_k p^{1-\beta_k} \), where \( \alpha_k, \beta_k \) are some sequences of positive numbers, and \( \alpha_k, \beta_k \to 0 \), \( k \to \infty \). A little bit better bounds can be found in \([23]\).

So, using inclusion (5), combining with the analytical tools or Theorem 6 we obtain Theorem 1. Now, the main question is: can we prove primitivity of multiplicative subgroups in this way, i.e. just combining upper bounds on intersections of the same strength as in (6) and some random properties of \( \Gamma \) as smallness of its Fourier coefficients, e.g.? As was pointed in \([19, 20]\) the answer is no. To see this consider so-called "random sumsets" example from \([20]\). Let \( A \subseteq \mathbb{F}_p \) be a random set of size \( o(\sqrt{p}) \), say. The set \( A + A \) is what we call a random sumset. It easy to see that \( A + A \) has rather random behaviour, excepting nonrandom property (5), of course. Thus, to prove that a set is primitive we cannot use just random properties of the set or upper bounds for the intersections as in (6). We need in different tools. For example, the first author observed in \([19]\) that quadratic residues \( R \) is an (almost) perfect difference set, that is the function \( f(x) = |\{r_1 - r_2 : r_1, r_2 \in R\} \) is (almost) constant on \( \mathbb{F}_p \setminus \{0\} \). Certainly, random sets have no such a property. This allowed him to prove that \( R \) cannot be represented in the form \( A + A \) and even to be close to \( A + A \) in some sense.
In the article we use another nonrandom property of multiplicative subgroups. Suppose for simplicity that we are in a symmetric situation, that is $A - A \subseteq \Gamma \cup \{0\}$ and $|A| \sim |\Gamma|^{1/2+o(1)}$. One can assume that $A^* \subseteq \Gamma$, where $A^* = A \setminus \{0\}$ and $1 \in A^*$. Then it is easy to see that $A^*/A^* \subseteq \Gamma \cap (\Gamma + 1)$. If $|\Gamma| < p^{3/4}$ then in view of Theorem 6 it gives us $|A^*/A^*| \leq |\Gamma \cap (\Gamma + 1)| \ll |\Gamma|^{3/4}$ and the bound implies a non-trivial lower bound for the multiplicative energy of $A$, namely, $E^*(A) \geq |A|^{8/3+o(1)}$, see the definition in section 2. Certainly, a random set $A$ has no such a property and hence we have separated from the random sumset case. Unfortunately, the lower bound for the multiplicative energy is not enough to prove our main results because of weakness of estimate (6). In the proof we use a stronger lower bound for average value of common energies $T(A) := \sum_{a_1, a_2 \in A} E^*(A - a_1, A - a_2)$, see section 4. This quantity appears in papers [6], [14], [22] and others. It was showed in [22] that, in contrary, $T(A)$ is small for any multiplicative subgroup $A$ and we arrive to a contradiction. Thus, in principle, the methods of the paper work for arbitrary sets $A$ with small $T(A)$. For example, they work when $A$ is an arithmetic progression, for the contrary to the subgroup case (on the other hand, we are crucially need in the fact that the container set $\Gamma$ is a subgroup). Finally, we have deal with subgroups of small size only to separate from the case of the largest subgroup, namely, $F_p^*$ which is, clearly, additively decomposable in many ways.

The paper is organized as follows. In section 2 we explain some of notation that will be used later and give auxiliary results on matrices. Section 3 is also devoted to a notation required for the operator technique from [16], [18]. In the next section 4 we prove Theorem 2. The methods here are elementary and do not require eigenvalues approach from [16], [18] as well as the notation from Hegarty as well as Göteborg University and Chalmers University for their hospitality.
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2 Notation and auxiliary results

In the paper we use the same letter to denote a set $S \subseteq \mathbb{F}_p$ and its characteristic function $S : \mathbb{F}_p \to \{0, 1\}$. By $|S|$ denote the cardinality of $S$.

Let $f, g : \mathbb{F}_p \to \mathbb{C}$ be two functions. Put

$$(f * g)(x) := \sum_{y \in \mathbb{F}_p} f(y)g(x - y) \quad \text{and} \quad (f \circ g)(x) := \sum_{y \in \mathbb{F}_p} f(y)g(y + x) \quad (7)$$

If $\gamma \in \mathbb{F}_p^*$ then $f^\gamma(x) := f(\gamma x)$. Put $E^+(A, B)$ for the additive energy of two sets $A, B \subseteq \mathbb{F}_p$ (see e.g. [26]), that is

$$E^+(A, B) = |\{a_1 + b_1 = a_2 + b_2 : a_1, a_2 \in A, b_1, b_2 \in B\}|.$$
If $A = B$ we simply write $E^+(A)$ instead of $E^+(A, A)$. Clearly,

$$E^+(A, B) = \sum_x (A \ast B)(x)^2 = \sum_x (A \circ B)(x)^2 = \sum_x (A \circ A)(B \circ B)(x).$$

Note also that

$$E^+(A, B) \leq \min \{|A|^2|B|, |B|^2|A|, |A|^{3/2}|B|^{3/2}\}. \tag{8}$$

In the same way define the multiplicative energy of two sets $A, B \subseteq \mathbb{F}_p$

$$E^\times(A, B) = |\{(a_1 b_1 = a_2 b_2 : a_1, a_2 \in A, b_1, b_2 \in B\}|.$$

Certainly, multiplicative energy $E^\times(A, B)$ can be expressed in terms of multiplicative convolutions, similar to (7).

Denote by $C_{k+1}(f_1, \ldots, f_{k+1})(x_1, \ldots, x_k)$ the function

$$C_{k+1}(f_1, \ldots, f_{k+1})(x_1, \ldots, x_k) = \sum_z f_1(z) f_2(z + x_1) \ldots f_{k+1}(z + x_k).$$

Thus, $C_2(f_1, f_2)(x) = (f_1 \circ f_2)(x)$. If $f_1 = \cdots = f_{k+1} = f$ then write $C_{k+1}(f)(x_1, \ldots, x_k)$ for $C_{k+1}(f_1, \ldots, f_{k+1})(x_1, \ldots, x_k)$.

We conclude by two auxiliary results. The first one is from the ordinary theory of matrix inequalities, see e.g. [7].

**Lemma 7** Let $M$ be a normal $(n \times n)$–matrix with eigenvalues $\mu_1, \ldots, \mu_n$, and let $f$ be an arbitrary convex function of $n$ real variables. Then

$$\max_{x_1, \ldots, x_n} f((M x_1, x_1), \ldots, (M x_n, x_n)) = \max_{i_1, \ldots, i_n} f(\mu_{i_1}, \ldots, \mu_{i_n}),$$

where the maximum on the left-hand side is taken over all orthonormalized systems of vectors $x_1, \ldots, x_n$, and the right-hand maximum over an arbitrary permutation of the numbers $\{1, 2, \ldots, n\}$.

The second lemma is also rather standard, see Theorem 2.5.4 of [7].

**Lemma 8** Let $M = (m_{ij})$ be any $(n \times n)$–matrix with eigenvalues $\mu_1, \ldots, \mu_n$. Then

$$\sum_{j=1}^n |\mu_j|^2 \leq \sum_{i,j=1}^n |m_{ij}|^2,$$

and the equality iff $M$ is a normal matrix.

We finish the section by two results from additive combinatorics. The first one is the famous Balog–Szemerédi–Gowers theorem.
Theorem 9 Let \( A, B \subseteq G \) be two sets such that \( E^+(A, B) \geq |A|^{3/2}|B|^{3/2}/K \). Then there are \( x, y \in G \) and a symmetric set \( H \subseteq G \) with \( |A \cap (H + x)|, |B \cap (H + y)| \gg K^{-M}|H| \), further, \( |A|, |B| \ll K^M|H| \) and \( |H + H| \ll K^M|H| \). Here \( M > 0 \) is an absolute constant. The second result is due to D. Zhelezov [27].

Theorem 10 Let \( A, B, C \subset \mathbb{F}_p \) be three sets, \( |A| = |B| = |C| \leq \sqrt{p} \). Then for any fixed \( d \neq 0 \) holds
\[
\max\{|AB|, |(A + d)C|\} \gg |A|^{1+1/26}.
\]

All logarithms are base 2. Signs \( \ll \) and \( \gg \) are the usual Vinogradov’s symbols. If we have a set \( A \) then we will write \( a \lesssim b \) or \( b \gtrsim a \) if \( a = O(b \cdot \log^c |A|), \ c > 0 \).

3 On operators over multiplicative subgroups

Let \( G \) be an abelian group. Let also \( g : G \to \mathbb{C} \) be a function, and \( A \subseteq G \) be a finite set. By \( T^g_A \) denote the matrix with indices in the set \( A \)
\[
T^g_A(x, y) = g(x - y)A(x)A(y).
\]

It is easy to see that \( T^g_A \) is hermitian iff \( g(-x) = g(x) \). The corresponding action of \( T^g_A \) is
\[
\langle T^g_Aa, b \rangle = \sum_z g(z) (b \circ a)(z).
\]

for any functions \( a, b : A \to \mathbb{C} \). In the case \( g(-x) = g(x) \) by \( \text{Spec}(T^g_A) \) we denote the spectrum of the operator \( T^g_A \)
\[
\text{Spec}(T^g_A) = \{ \mu_1 \geq \mu_2 \geq \cdots \geq \mu_{|A|} \}.
\]

Write \( \{f\}_\alpha, \alpha \in [|A|] \) for the corresponding eigenfunctions. Let us note two simple formulas
\[
\sum_{\alpha=1}^{|A|} \mu_\alpha = g(0)|A|, \quad \text{(10)}
\]
and
\[
\sum_{\alpha=1}^{|A|} |\mu_\alpha|^2 = \sum_x |g(x)|^2(A \circ A)(x). \quad \text{(11)}
\]

General theory of such operators was developed in [16, 18].

Now we consider the operators of a special form. Let \( p \) be a prime number, \( q = p^s \) for some integer \( s \geq 1 \). Let \( \mathbb{F}_q \) be the field with \( q \) elements, and let \( \Gamma \subseteq \mathbb{F}_q^* \) be a multiplicative subgroup. We will write \( \mathbb{F}_q^* \) for \( \mathbb{F}_q \setminus \{0\} \). Denote by \( t \) the cardinality of \( \Gamma \), and put \( n = (q - 1)/t \). Let also \( g \) be a primitive root, then \( \Gamma = \{g^{nt}\}_{t=0,1,\ldots,t-1} \). Let \( \{\chi_\alpha(x)\}_{\alpha \in [t]} \) be the orthogonal family of
multiplicative characters on \( \Gamma \) and \( \{ f_\alpha(x) \}_{\alpha \in \Gamma} \) be the correspondent orthonormal family, that is
\[
f_\alpha(x) = |\Gamma|^{-1/2} \chi_\alpha(x) = |\Gamma|^{-1/2} \cdot e \left( \frac{\alpha l}{t} \right), \quad x = g^{n_l}, \quad 0 \leq l < t.
\] (12)
In particular, \( f_\alpha(x) = \chi_\alpha(x) = 0 \) if \( x \notin \Gamma \). Clearly, products of such functions form a basis on Cartesian products of \( \Gamma \).

If \( \varphi : \Gamma \to \mathbb{C} \) be a function then denote by \( c_\alpha(\varphi) \) the correspondent coefficients of \( \varphi \) relatively to the family \( \{ f_\alpha(x) \}_{\alpha \in \Gamma} \). In other words,
\[
c_\alpha(\varphi) := \langle \varphi, f_\alpha \rangle = \sum_{x \in \Gamma} \varphi(x) f_\alpha(x), \quad \alpha \in \Gamma.
\]

The method of the paper based on the lemma, which was proved mainly in [16]. We give the proof for the sake of completeness. Further results on the spectrum of operators connected with multiplicative subgroups can be found in [20].

**Lemma 11** Let \( \Gamma \subseteq \mathbb{F}_q^* \) be a multiplicative subgroup. Suppose that \( H(x, y) : \Gamma \times \Gamma \to \mathbb{C} \) satisfies two conditions
\[
H(y, x) = \overline{H(x, y)} \quad \text{and} \quad H(\gamma x, \gamma y) = H(x, y), \quad \forall \gamma \in \Gamma.
\] (13)
Then the functions \( \{ f_\alpha(x) \}_{\alpha \in \Gamma} \) form the complete orthonormal family of the eigenfunctions of the operator \( H(x, y) \).

**Proof.** The first property of (13) says that \( H \) is a hermitian operator, so it has a complete orthonormal family of its eigenfunctions. Consider the equation
\[
\mu f(x) = \Gamma(x) \sum_{y \in \Gamma} H(x, y) f(y),
\] (14)
where \( \mu \) is some number and \( f : \Gamma \to \mathbb{C} \) is unknown function. It is sufficient to check that any \( f = \chi_\alpha, \alpha \in \Gamma \) satisfies the equation above. Indeed, making a substitution \( x \to x\gamma \) into (14) and using the characters property, we obtain
\[
\mu f(x)f(\gamma) = \Gamma(x\gamma) \sum_y H(\gamma x, y) f(y) = \Gamma(x) \sum_y H(\gamma x, \gamma y) f(\gamma y) = \Gamma(x) f(\gamma) \sum_y H(x, y) f(y),
\]
where the second property of (13) has been used. Thus, it remains to check (14) just for one \( x \in \Gamma \). Choosing the number \( \mu \) in an appropriate way we attain the former. This completes the proof. \( \square \)

**Corollary 12** Let \( \Gamma \subseteq \mathbb{F}_q^* \) be a multiplicative subgroup and \( g \) be any \( \Gamma \)-invariant real function. Then the operator \( T_{\Gamma}^g \) is normal.
4 First results

In the section we have deal with the quantity $T(A, B, C, D)$, see \[13\], \[22\] (T for collinear *triples*)

$$T(A, B, C, D) := \sum_{c\in C, d\in D} E^\times(A - c, B - d). \quad (15)$$

Clearly, $T(A, B, C, D)$ enjoy the following invariance property

$$T(A - x, B - y, C - x, D - y) = T(A, B, C, D), \quad \forall x, y \quad (16)$$

as well as

$$T(\lambda A, \mu B, \lambda C, \mu D) = T(A, B, C, D), \quad \forall \lambda, \mu \neq 0. \quad (17)$$

If $A = B, C = D$ then denote by $T(A, C)$ the quantity $T(A, A, C, C)$. If $A = B = C = D$ then we write $T(A)$ for $T(A, A, A, A)$. Let us make a few remarks about the quantity $T(A, B, C, D)$. It is easy to check that

$$T(A, B, C, D) = \sum_{x, x' \neq 0} \sum_\lambda \lambda C_3(C, A, A)(x, \lambda x) \cdot C_3(D, B, B)(x', \lambda x') +$$

$$+ \theta(|A \cap C|B|^2|D| + |B \cap D||A|^2|C| + 2|A \cap C||B \cap D||A||B|), \quad (18)$$

where $|\theta| \leq 1$. Three error terms in (18) are usually negligible. Denote by $T^\ast(A, B, C, D)$ the rest. Thus, in the symmetric case $A = B, C = D$ one has

$$T^\ast(A, C) = \sum_\lambda \left( \sum_{x \neq 0} C_3(C, A, A)(x, \lambda x) \right)^2. \quad (19)$$

Finally, because $E^\times(A - c, B - b) \geq |A||B|$ it follows that $T(A, B, C, D) \geq |A||B||C||D|$. It turns out that there is the same upper bound for $T(A)$ (up to logarithmic factors) in the case of cosets of a multiplicative subgroup $A$. The proof based on the following lemma of Mit’kin \[13\], see also \[10\], \[23\] and \[25\].

**Lemma 13** Let $p > 2$ be a prime number, $\Gamma, \Pi$ be subgroups of $\mathbb{F}_p^\ast$, $M_\Gamma, M_\Pi$ be sets of distinct coset representatives of $\Gamma$ and $\Pi$, respectively. For an arbitrary set $\Theta \subset M_\Gamma \times M_\Pi$ such that $(|\Gamma||\Pi|)^2|\Theta| < p^3$ and $|\Theta| \leq 33^{-3} |\Gamma||\Pi|$, we have

$$\sum_{(u, v) \in \Theta} \left| \{(x, y) \in \Gamma \times \Pi : ux + vy = 1\} \right| \ll (|\Gamma||\Pi||\Theta|^{1/3}. \quad (20)$$

Using the above lemma, the required upper bound for $T$ was obtained in \[22\]. It is easy to establish a similar result for larger subgroups $A$, see Proposition 31 of section 7.

**Proposition 14** Let $p$ be a prime number, $\Gamma, \Pi$ be subgroups of $\mathbb{F}_p^\ast$. Suppose that $|\Gamma||\Pi| < p$. Then for any $\xi \in \mathbb{F}_p^\ast, \eta \in \mathbb{F}_p^\ast$ one has

$$T(\Gamma, \Pi, \xi \Gamma, \eta \Pi) \ll |\Gamma|^2|\Pi|^2 \log(\min(|\Gamma|, |\Pi|)) + |\Gamma||\Pi|(|\Gamma|^2 + |\Pi|^2). \quad (21)$$
It is known that any sets $A$, $B$ with $A + B \subseteq R$ ($R$ is the set of all quadratic residues) satisfy $|A||B| < p$, see e.g. [1]. Before proving the first main result of the section let us note a very simple estimate for the sizes of $A, B$ with $A + B \subseteq \Gamma \bigcup \{0\}$, where $\Gamma$ is a multiplicative subgroup.

**Lemma 15** Let $\Gamma \subset \mathbb{F}_p^*$ be a multiplicative subgroup, and $A, B \subseteq \mathbb{F}_p$ be two sets. Suppose that $A + B \subseteq \Gamma \bigcup \{0\}$. Then $|A||B| < 4p$.

**Proof.** Suppose that $|A||B| \geq 4p$. By the assumption $\Gamma \neq \mathbb{F}_p^*$. It follows that $|\Gamma| \leq (p-1)/2$. Clearly, we can assume that $|\Gamma| + 1 \geq 2\sqrt{p}$. On the other hand by the Cauchy–Davenport theorem [26], we get

$$\frac{p-1}{2} \geq |\Gamma| \geq |A| + |B| - 2 \geq 4\sqrt{p} - 2.$$ 

It follows that $p \geq 59$. We have for any multiplicative subgroup $\Gamma$ the following upper bound for its Fourier coefficients

$$\max_{\xi \neq 0} |\sum_{x \in \Gamma} e^{2\pi i x \xi / p}| \leq \sqrt{p - |\Gamma|},$$

e.g. see [11]. Thus by the conditions $A + B \subseteq \Gamma \bigcup \{0\}$, $\Gamma \neq \mathbb{F}_p^*$ and simple Fourier analysis, we get

$$|A||B|p < |A||B||\Gamma| + 1 + (\sqrt{p - |\Gamma|} + 1)(|A||B|))^{1/2}((p - |A|)(p - |B|))^{1/2}.$$ 

After some calculations, we obtain $|A||B| < 4p$ as required.

Now we can prove the first main result of the section.

**Theorem 16** Let $A, \Gamma \subseteq \mathbb{F}_p^*$ be two multiplicative subgroups, $|A| < \sqrt{p}$ and $|\Gamma| < p^{3/4}$. Suppose that $A' \subseteq A + s$, $s \in \mathbb{F}_p$ is an arbitrary, and $A' - A' \subseteq \xi \Gamma \bigcup \{0\}$ for some $\xi \in \mathbb{F}_p^*$. Then

$$|A'|^6 \ll |A|^4|\Gamma|^{2/3} \log |A|.$$ 

In particular, if $A - A \subset \xi \Gamma \bigcup \{0\}$ then $|A| \ll |\Gamma|^{1/3} \log^{1/2} |\Gamma|$.

**Proof.** In the case $A' = A$ one can assume that $|A| < \sqrt{p}$ for sufficiently large $\Gamma$, see Theorem [1]. In general case, applying formula (19) with $A = B = C = A'$ and using the Cauchy–Schwarz inequality, we get

$$|A'|^6 \ll (|A'|^3 - 2|A|^2)^2 \leq \left( \sum_{x \neq 0, \lambda \neq 0} C_3(A')(x, \lambda x) \right)^2 \ll$$

$$\ll T(A + s) \cdot |\{\lambda \neq 0 : \exists x \neq 0 \text{ s.t. } C_3(A, A)(x, \lambda x) \neq 0\}|.$$  

(22)

Clearly, if there is $x \neq 0$ with $C_3(A, A, A)(x, \lambda x) \neq 0$ then $\lambda = (a_1 - a)/(a_2 - a) \neq 0$ for some $a_1, a_2, a \in A$. Since $A - A \subseteq \xi \Gamma \bigcup \{0\}$ it follows that $\lambda \in \Gamma$. But $\lambda - 1 = (a_1 - a_2)/(a_2 - a) \in \Gamma \bigcup \{0\}$. Hence $\lambda \in \Gamma \cap ((\Gamma \bigcup \{0\}) + 1)$. We have $|\Gamma| < p^{3/4}$. By Lemma [13] it follows that
Using a result from [9] on lower bound for the size of the set of the form \( C(C+1) \), combining with the arguments of [23], one can prove that for any \( B \subseteq \mathbb{F}_p \), \( |B| < \sqrt{p} \), one has
\[
|B \cap (B \pm 1)| \lesssim |BB|^{54/55}.
\]
Thus, the arguments of the proof of Theorem 10 gives a non–trivial upper bound for any set \( A \) with \( A - A \subseteq B \), namely, \( |A|^6 \lesssim T(A)|BB/BB|^{54/55} \). Of course, there are another ways to prove the same, applying lower bounds for the cardinality of \( (A \pm A)/(A \pm A) \), say. In the case when \( A \) is a multiplicative subgroup it is more effectively to use a bound from [22], namely
\[
\{ \frac{a-a_0}{a_2-a} : a, a_1, a_2 \in A \} \gg \frac{|A|^2}{\log |A|}, \quad |A| < \sqrt{p}.
\]
Using the Plünnecke’s inequality [26], it gives us \( |A| \ll |BB|^{|108/55|B|^{-81/55} \log |B|^1/2} \).

**Remark 17** Using a result from [9] on lower bound for the size of the set of the form \( C(C+1) \), combining with the arguments of [23], one can prove that for any \( B \subseteq \mathbb{F}_p \), \( |B| < \sqrt{p} \), one has
\[
|B \cap (B \pm 1)| \lesssim |BB|^{54/55}.
\]
Thus, the arguments of the proof of Theorem 10 gives a non–trivial upper bound for any set \( A \) with \( A - A \subseteq B \), namely, \( |A|^6 \lesssim T(A)|BB/BB|^{54/55} \). Of course, there are another ways to prove the same, applying lower bounds for the cardinality of \( (A \pm A)/(A \pm A) \), say. In the case when \( A \) is a multiplicative subgroup it is more effectively to use a bound from [22], namely
\[
\{ \frac{a-a_0}{a_2-a} : a, a_1, a_2 \in A \} \gg \frac{|A|^2}{\log |A|}, \quad |A| < \sqrt{p}.
\]
Using the Plünnecke’s inequality [26], it gives us \( |A| \ll |BB|^{|108/55|B|^{-81/55} \log |B|^1/2} \).

**Remark 18** As was pointed in [22] if \( A, \Gamma \) are two multiplicative subgroups and \( A - A \subseteq \xi\Gamma \subseteq \{0\} \) then because of \( a_1^2 - a_2^2 = (a_1 - a_2)(a_1 + a_2) \) we have \( \{a_1 + a_2 : a_1 \neq a_2, a_1, a_2 \in A\} \subseteq \Gamma \). Thus the differences can be reduced to the sumsets, in principle. To make the reverse implication we need in existence of an element \( i \in A \) such that \( i^2 = -1 \). Sumsets and, more generally, sums of two different cosets of subgroups will be considered at the next section.

To complete the proof of Theorem 2 from the introduction, we need in a rather standard lemma, see e.g. the proof of Lemma 5 from [24]. Let us give a proof for the sake of completeness.

**Lemma 19** Let \( \Gamma \subseteq \mathbb{F}_p \) be a multiplicative subgroup, and \( k \) be a positive integer. Then for any nonzero distinct elements \( x_1, \ldots, x_k \) one has
\[
|\Gamma \cap (\Gamma + x_1) \cap \cdots \cap (\Gamma + x_k)| = \frac{|\Gamma|^{k+1}}{(p-1)^k} + \theta k2^{k+3} \sqrt{p},
\]
where \( |\theta| \leq 1 \).

**Proof.** Let \( d = (p-1)/|\Gamma| \). By \( \chi_0 \) denote the principal character. Then
\[
\Gamma(x) = \frac{1}{d} \sum_{\chi \in \mathcal{X}_d} \chi(x) = \frac{1}{d} \left( \chi_0(x) + \sum_{\chi \in \mathcal{X}_d^*} \chi(x) \right),
\]
where \( \mathcal{X}_d = \{ \chi : \chi^d = \chi_0 \}, \mathcal{X}_d^* = \mathcal{X}_d \setminus \{ \chi_0 \} \). Thus, putting \( x_0 = 0 \), we get
\[
|\Gamma \cap (\Gamma + x_1) \cap \cdots \cap (\Gamma + x_k)| = \frac{1}{d^{k+1}} \sum_{x} \prod_{j=0}^{k} \left( \chi_0(x + x_j) + \sum_{\chi \in \mathcal{X}_d^*} \chi(x + x_j) \right) = \]
I. D. Shkredov

\[
\sum_{l=1}^{k+1} \sum_{\chi_{i_1}, \ldots, \chi_{i_l} \neq \chi_0} \sum_{x \neq 0} \chi_i (x + x_{i_1}) \ldots \chi_i (x + x_{i_l}) = |\Gamma|^{k+1} (p-1)^k + \sigma.
\]

By the well–known Weil’s bound in Johnsen’s form [8]

\[
\left| \sum_{x \neq 0} \chi_i (x + x_{i_1}) \ldots \chi_i (x + x_{i_l}) \right| \leq (l + 1) \sqrt{p} + 1,
\]

we get

\[
|\sigma| \leq \frac{k}{d^{k+1}} + \sqrt{p} \sum_{l=1}^{k+1} d^l \binom{k+1}{l} (l+2) \leq \sqrt{p} \sum_{l=0}^{k+1} \binom{k+1}{l} (l+2) \leq \sqrt{p}k^{2k+3}
\]
as required.

Lemma above immediately implies a corollary.

Corollary 20 Let \(A, \Gamma \subseteq \mathbb{F}_p^*\) be two multiplicative subgroups, \(|\Gamma| \geq p^{3/4}\). Suppose that \(A - A \subseteq \xi \Gamma \sqcup \{0\}\) for some \(\xi \in \mathbb{F}_p^*\). Then

\[
|A| \ll \min \left\{ \frac{|\Gamma| \log^{1/2} p}{\sqrt{p}, \sqrt{p}} \right\}.
\]

Moreover, if a set \(A'\) belongs to a shift of the subgroup \(A, A' - A' \subseteq \xi \Gamma \sqcup \{0\}\) and \(|A| < \sqrt{p}\) then

\[
|A'|^6 \ll |A|^4 \log |A| \cdot |\Gamma|^2 p^{-1}.
\]

Proof. Using previous lemma in the case \(k = 1\), combining with the arguments of the proof of Theorem 16 and taking a half of a set by Lemma 15 if its needed, we obtain \(|A| \ll |\Gamma| \log^{1/2} p \sqrt{p}\). It remains to recall a bound which gives us Lemma 15 for the size of an arbitrary \(A\) with \(A - A \subseteq \xi \Gamma \sqcup \{0\}\). This completes the proof.

Corollary above and Theorem 16 give us Theorem 2 from the introduction.

5 The proof of the main result

The next lemma gives us an expression of \(T(A, B, C, D)\) via coefficients \(c_\alpha\) of the sets \(A, B, C, D\).

Lemma 21 Let \(\Gamma \subseteq \mathbb{F}_q^*\) be a multiplicative subgroup. Let also \(A, B, C, D \subseteq \mathbb{F}_p^*\) be sets, and \(A - C, B - D \subseteq \Gamma\). Then

\[
T(A, B, C, D) = |\Gamma| \sum_{\alpha=1}^{[\Gamma]} \sum_{c \in C} \sum_{d \in D} |c_\alpha (A - c)|^2 |c_\alpha (B - d)|^2.
\] (24)
Applying the Cauchy–Schwarz inequality, we get
\[ E^x(A, B) = |\Gamma| \left| \sum_{\alpha=1}^{|\Gamma|} |c_\alpha(A)|^2 |c_\alpha(B)|^2 \right| \]
for any \( A, B \subseteq \Gamma \). Using formula (15) and the fact that \( A - c, B - d \subseteq \Gamma \) for any \( c \in C, d \in D \), we get (24). This completes the proof.

Using the eigenvalues technique, we can obtain a rather general result on differences inside multiplicative subgroups.

**Proposition 22** Let \( A, \Gamma \subseteq F_p^* \) be multiplicative subgroups, a set \( C \) belongs to a shift of \( A \), \( 3 \leq |C|, |A| < \sqrt{p} \). Let also \( g : F_q \to \mathbb{R}^+ \) be an arbitrary even \( \Gamma \)-invariant function. Suppose that \( C - C \subseteq \xi \Gamma \cup \{0\} \) for some \( \xi \in F_p^* \). Then
\[
\left( \sum_x g(x)(C \circ C)(x) \right)^2 \ll \frac{|A|^4 \log |A|}{|C|^2 |\Gamma|} \cdot \sum_x g^2(x)(\Gamma \circ \Gamma)(x) .
\] (25)

**Proof.** Without losing of generality we can assume that \( \xi = 1 \). Consider the operator \( T_{\Gamma}^2 \) and denote by \( \{\mu_\alpha\}_{\alpha=1}^{|\Gamma|} \) its eigenvalues. Note that for any \( c \in C \) one has \( C - c \subseteq \Gamma \cup \{0\} \). Putting \( C'_c = C \setminus \{c\} \), we have \( C'_c - c \subseteq \Gamma \). Thus
\[
\sum_x g(x)(C \circ C)(x) - 2(g \circ C)(c) \leq \langle T_{\Gamma}^2(C'_c - c), C'_c - c \rangle = \sum_{\alpha} |c_\alpha(C'_c - c)|^2 \mu_\alpha .
\]
Summing over \( c \in C \) and using the condition \( |C| \geq 3 \), we obtain
\[
|C| \sum_x g(x)(C \circ C)(x) \ll \sum_{\alpha} \mu_\alpha \sum_{c \in C} |c_\alpha(C'_c - c)|^2 .
\] (26)
Applying the Cauchy–Schwarz inequality, we get
\[
|C|^2 \left( \sum_x g(x)(C \circ C)(x) \right)^2 \ll \sum_{\alpha} |\mu_\alpha|^2 \cdot \sum_{c, \tilde{c} \in C} |c_\alpha(C'_c - c)|^2 |c_\alpha(C'_\tilde{c} - \tilde{c})|^2 .
\]
Using formulas (11), (16), Lemma 8 as well as the arguments of the proof of Lemma 21 we get
\[
|C|^2 \left( \sum_x g(x)(C \circ C)(x) \right)^2 \ll |\Gamma|^{-1} \sum_x g^2(x)(\Gamma \circ \Gamma)(x) \cdot \sum_{c, \tilde{c} \in C} E^x(C'_c - c, C'_\tilde{c} - \tilde{c}) \leq |\Gamma|^{-1} \sum_x g^2(x)(\Gamma \circ \Gamma)(x) \cdot \sum_{a, \tilde{a} \in A} E^x(A - a, A - \tilde{a}) = |\Gamma|^{-1} \sum_x g^2(x)(\Gamma \circ \Gamma)(x) \cdot T(A) .
\]
Finally, recalling Proposition 14, we obtain (25). This completes the proof.

Taking the weight \( g(x) \) to be the characteristic function of the set \( (-\xi \Gamma) \cup \xi \Gamma \cup \{0\} \), we get Theorem 16 and Corollary 20.
Proposition 25 Let $g : \Gamma \to \mathbb{C}$ be an arbitrary function. Then

$$\frac{1}{|\Gamma|} \sum_{\gamma \in \Gamma} \langle T^g_\Gamma h_1^\gamma, h_2^\gamma \rangle = \sum_{\alpha = 1}^{|\Gamma|} c_\alpha(h_1)\overline{c_\alpha(h_2)} \cdot \langle T^g_\Gamma f_\alpha, f_\alpha \rangle. \quad (27)$$

Proof. We have $h_1(x) = \sum_\alpha c_\alpha(h_1)f_\alpha(x)$ and $h_2(x) = \sum_\alpha c_\alpha(h_2)f_\alpha(x)$. Thus by the orthogonality of the characters, we have

$$\sum_{\gamma \in \Gamma} \langle T^g_\Gamma h_1^\gamma, h_2^\gamma \rangle = \sum_{\gamma \in \Gamma} \sum_{x,y} T^g_\Gamma(x,y)h_1(\gamma x)\overline{h_2(\gamma y)} =$$

$$= \sum_{\alpha, \beta} c_\alpha(h_1)c_\beta(h_2) \cdot \langle T^g_\Gamma f_\alpha, f_\beta \rangle \cdot \left( \sum_{\gamma \in \Gamma} \chi_\alpha(\gamma)\overline{\chi_\beta(\gamma)} \right) = |\Gamma| \sum_{\alpha} c_\alpha(h_1)\overline{c_\alpha(h_2)} \cdot \langle T^g_\Gamma f_\alpha, f_\alpha \rangle.$$

as required. \qed

Using lemma above we prove a general result on sumsets in multiplicative subgroups.

Having a set $Q \subseteq \mathbb{F}_p^*$ and a multiplicative subgroup $\Gamma$ denote by $S_\Gamma(Q)$ a minimal $\Gamma$-invariant set containing $Q$. Note that $S_\Gamma(\xi Q) = S_\Gamma(Q)$ for any nonzero $\xi$. Clearly, $|S_\Gamma(Q)| \leq |\Gamma Q| \leq |\Gamma||Q|$. Sometimes better estimates holds. For example, if $Q = Q_1 - Q_1$, where $Q_1 \subseteq \Gamma$ then $|S_\Gamma(Q)| \leq |\Gamma - \Gamma|.$

Remark 23 As we have seen the arguments of the proof of the proposition above allow to replace $A$ onto its a (large) subset $A' \subseteq A$ in spirit of Theorem 16 and Corollary 20 of the previous section. On the other hand there is an asymmetry between $A$ and $\Gamma$. We use the group properties of $\Gamma$ extensively but the only we need about $A$ is that $T(A)$ is small. For example, if $A$ is an arithmetic progression then our method works similarly.

Now we can consider the case of general sumsets in multiplicative subgroups. We begin with a lemma which says that the average value of the action of an arbitrary operator $T^g_\Gamma$ to multiplicative shifts of two functions can be calculated easily. The crucial thing here that the weight $g$ is very general and does not require to be $\Gamma$-invariant.

Lemma 24 Let $\Gamma \subseteq \mathbb{F}_q^*$ be a multiplicative subgroup. Let also $h_1, h_2$ be any functions with supports on $\Gamma$ and $g : \mathbb{F}_q \to \mathbb{C}$ be an arbitrary function. Then

$$\frac{1}{|\Gamma|} \sum_{\gamma \in \Gamma} \langle T^g_\Gamma h_1^\gamma, h_2^\gamma \rangle = \sum_{\alpha = 1}^{|\Gamma|} c_\alpha(h_1)\overline{c_\alpha(h_2)} \cdot \langle T^g_\Gamma f_\alpha, f_\alpha \rangle. \quad (27)$$

Proof. We have $h_1(x) = \sum_\alpha c_\alpha(h_1)f_\alpha(x)$ and $h_2(x) = \sum_\alpha c_\alpha(h_2)f_\alpha(x)$. Thus by the orthogonality of the characters, we have

$$\sum_{\gamma \in \Gamma} \langle T^g_\Gamma h_1^\gamma, h_2^\gamma \rangle = \sum_{\gamma \in \Gamma} \sum_{x,y} T^g_\Gamma(x,y)h_1(\gamma x)\overline{h_2(\gamma y)} =$$

$$= \sum_{\alpha, \beta} c_\alpha(h_1)c_\beta(h_2) \cdot \langle T^g_\Gamma f_\alpha, f_\beta \rangle \cdot \left( \sum_{\gamma \in \Gamma} \chi_\alpha(\gamma)\overline{\chi_\beta(\gamma)} \right) = |\Gamma| \sum_{\alpha} c_\alpha(h_1)\overline{c_\alpha(h_2)} \cdot \langle T^g_\Gamma f_\alpha, f_\alpha \rangle.$$

as required. \qed

Proposition 25 Let $\Gamma \subset \mathbb{F}_p^*$ be a multiplicative subgroup, $A, B \subseteq \mathbb{F}_p$ be two sets. Let also $g : S_\Gamma(A - A) \to \mathbb{R}^+$ be an arbitrary even $\Gamma$-invariant function. Suppose that $A - B \subseteq \Gamma \cup \{0\}$ and

$$|B| \sum_x g(x)(A \circ A)(x) \geq 3 \sum_x g(x)(A \circ B)(x). \quad (28)$$

Then

$$\left( \sum_x g(x)(A \circ A)(x) \right)^2 \ll \frac{T(A, B)}{|B|^2|\Gamma|} \cdot \sum_x g^2(x)(\Gamma \circ \Gamma)(x). \quad (29)$$
This concludes the proof. ✷

Here we have used condition (28). Thus

\[
\sum_{\gamma \in \Gamma} \langle T^\gamma f, f \rangle = \sum_{\alpha=1}^{\Gamma} |c_\alpha((A_b' - b)^\gamma)|^2 \cdot \langle T^\gamma f_\alpha, f_\alpha \rangle.
\] (30)

Summing over \( b \in B \) and using \( \Gamma \)-invariance of \( g \) as well as the arguments of the proof of Proposition 22, we see that the left–hand side of (30) is

\[
\frac{1}{|\Gamma|} \sum_{\gamma \in \Gamma} \sum_{b \in B} \sum_{x,y} g(x - y) (A_b' - b)^\gamma(x)(A_b' - b)^\gamma(y) =
\]

\[
= \frac{1}{|\Gamma|} \sum_{\gamma \in \Gamma} \sum_{b \in B} \sum_{x,y} g(x - y) A_b'(x\gamma + b\gamma) A_b'(y\gamma + b\gamma) \Gamma(x) \Gamma(y) \geq
\]

\[
\geq \frac{1}{|\Gamma|} \sum_{\gamma \in \Gamma} \left( |B| \sum_{x} g(x)(A^\gamma \circ A^\gamma)(x) - 2 \sum_{b \in B} \sum_{x} A(x\gamma + b\gamma) g(x - b\gamma^{-1} + b) \right) \geq
\]

\[
\geq |B| \sum_{x} g(x)(A \circ A)(x) - \frac{2}{|\Gamma|} \sum_{\gamma \in \Gamma} \sum_{b \in B} \sum_{x} g(x) A(x\gamma + b) \geq
\]

\[
\geq |B| \sum_{x} g(x)(A \circ A)(x) - 2 \sum_{x} g(x)(A \circ B)(x) \geq 3^{-1} |B| \sum_{x} g(x)(A \circ A)(x). \tag{31}
\]

Here we have used condition (28). Thus

\[
|B| \sum_{x} g(x)(A \circ A)(x) \ll \sum_{\alpha} \langle T^\gamma f_\alpha, f_\alpha \rangle \sum_{b \in B} |c_\alpha((A_b' - b)^\gamma)|^2.
\]

Applying the Cauchy–Schwarz inequality and Lemmas 7, 8, we obtain

\[
|B|^2 \left( \sum_{x} g(x)(A \circ A)(x) \right)^2 \ll \sum_{\alpha} \langle T^\gamma f_\alpha, f_\alpha \rangle^2 \sum_{\alpha} \sum_{b,\tilde{b} \in B} |c_\alpha((A_b' - b)^\gamma)|^2 |c_\alpha((A_\tilde{b}' - \tilde{b}\gamma)^\gamma)|^2 \leq
\]

\[
\leq |\Gamma|^{-1} \sum_{\alpha} |\mu_\alpha(T^\gamma)|^2 \cdot \sum_{b,\tilde{b} \in B} E^\times (A - b, A - \tilde{b}) \leq |\Gamma|^{-1} \sum_{x} g^2(x)(\Gamma \circ \Gamma)(x) \cdot \Gamma(A, B).
\]

This concludes the proof. \( \square \)

Note that the condition on \( \Gamma \)-invariance of \( g \) in Proposition 25 is not very important, it needs just for easiest way to obtain estimate (31).

Now we are able to prove the main result of the section.
Theorem 26 Let $A, \Gamma \subset \mathbb{F}_p^*$ be multiplicative subgroups, $|A| < \sqrt{p}$ and $C, D \subseteq \mathbb{F}_p^*$ be arbitrary sets. Suppose that for some $\xi, \eta \in \mathbb{F}_p^*$ the following holds

$$C \subseteq \xi A + s, \quad D \subseteq \eta A + s, \quad s \in \mathbb{F}_p, \quad |C| \geq 3$$

and

$$C - D \subseteq \Gamma \bigcup \{0\}.$$ 

Then

$$|C|^8 |D|^4 |\Gamma|^2 \ll |A|^8 |S_T(C - C)|E^+(\Gamma) \log^2 |A|.$$ (32)

If $|\Gamma| \ll p^{3/5 - o(1)}$ then

$$|C|^4 |D|^2 \ll |A|^4 |S_T(C - C)|^{2/3} \log |A|.$$ (33)

Proof. Put $S = S_T(C - C)$. Take $A = C, B = D, g(x) = S(x)$ and apply Proposition 25. Since $C - C \subseteq S$ and $|C| \geq 3$ it follows that

$$|C|^2 |D| = \sum_x g(x)(C \circ C)(x) \geq 3|C||D| \geq \sum_x g(x)(C \circ D)(x).$$

Thus condition (28) of Proposition 25 holds and whence

$$|C|^4 \ll \frac{T(\xi A + s, \eta A + s)}{|D|^2 |\Gamma|} \sum_x S(x)(\Gamma \circ \Gamma)(x).$$

By the invariance (16) and Proposition 14 we have

$$T(\xi A + s, \eta A + s) = T(\xi A, \eta A) \ll |A|^4 \log |A|.$$ (33)

Further, applying the Cauchy–Schwarz inequality, we get

$$\sigma^2 := \left( \sum_x S(x)(\Gamma \circ \Gamma)(x) \right)^2 \leq |S| \sum_x S(x)(\Gamma \circ \Gamma)^2(x) \leq |S|E^+(\Gamma).$$ (34)

Another bound for $\sigma$ follows from Lemma 13 or see Corollary 6 from [21]

$$\sigma \ll |S|^{2/3} |\Gamma|,$$ (35)

provided $|\Gamma|^3 |S| \ll p^3$. But

$$|S| \leq |C - C| |\Gamma| \leq |C|^2 |\Gamma| \ll |\Gamma|^{2 + o(1)}$$

by Theorem 1. Hence, the assumption $|\Gamma| \ll p^{3/5 - o(1)}$ implies $|\Gamma|^3 |S| \ll p^3$. Combining (33) and (34), we get

$$|C|^8 |D|^4 |\Gamma|^2 \ll |A|^8 |S|E^+(\Gamma) \log^2 |A|.$$ (33)

Using (33) and (35), we obtain $|C|^4 |D|^2 \ll |A|^4 |S|^{2/3} \log |A|$. This completes the proof. \hfill \Box

Theorem 26 implies an important corollary which beats the exponent $\frac{1}{2}$ of Theorem 1 in a particular case when $A = \xi A, B = \eta A$ and $A$ is a subgroup belonging to $\Gamma$. We need in a result from [17].
Theorem 27 Let \( p \) be a prime number and \( \Gamma \subset \mathbb{F}_p^* \) be a multiplicative subgroup, \( |\Gamma| < p^{1/2} \log^{-1/3} p \). Then
\[
E^+(\Gamma) \ll |\Gamma|^{32} \log^{41} |\Gamma|.
\] (36)

Corollary 28 Let \( A, \Gamma \subset \mathbb{F}_p^* \) be multiplicative subgroups, \( A \subseteq \Gamma \) and \( |\Gamma| < p^{1/2} \log^{-1/3} p \). Suppose that for some \( \xi, \eta \in \mathbb{F}_p^* \) the following holds
\[
\xi A + \eta A \subseteq \Gamma \bigcup \{0\}.
\]
Then
\[
|A| \ll |\Gamma|^{10} \log^{25} |\Gamma|.
\] (37)

Proof. One can assume that \( |A| \geq 3 \) because otherwise the result is trivial. Applying formula (32) of Theorem 26 for \( C = \xi A, D = -\eta A \), combining it with Theorem 27, we get
\[
|A|^4 \ll |S||\Gamma|^{12} \log^{171} |\Gamma|,
\] (38)
where \( S = S_\Gamma(\xi(A - A)) \). It remains to estimate the size of \( S \). We have \( A - A = \bigcup_{j=1}^t \xi_j A \), \( t = |A - A|/|A| \leq |A| \). By assumption \( A \subseteq \Gamma \). It follows that \( \Gamma = \bigcup_{i=1}^s \eta_i A \), \( s = |\Gamma|/|A| \). Whence
\[
|S| \leq \bigcup_{i=1}^s \bigcup_{j=1}^t \eta_i \xi_j A \leq st|A| \leq |A||\Gamma|.
\] (39)
Substituting the last bound into (38), we obtain the required bound for the size of \( A \). This concludes the proof. \( \square \)

Now we can refine Proposition 3 from the introduction.

Corollary 29 Let \( \varepsilon \in (0,1] \) be a real number. Let also \( A, \Gamma \subset \mathbb{F}_p^* \) be two sufficiently large multiplicative subgroups, \( |\Gamma| < p^{1/2} \log^{-1/3} p \) and \( B \subseteq \mathbb{F}_p \) be an arbitrary nonempty set. Then the sets \( \Gamma, \Gamma \bigcup \{0\} \) has no nontrivial representations as \( \xi A + B \) for any \( \xi \in \mathbb{F}_p^* \).

Proof. For simplicity assume that \( \xi = 1 \), otherwise the proof is similar. We repeat the arguments from [23], so let us miss some details. Consider a multiplicative subgroup \( H = \Gamma \cap A \), put \( B_\xi = B \cap \xi H \) and denote by \( k \) the number of nonempty sets \( B_\xi \). Take \( b_j \in B_\xi, j \in [k] \). Thus \( b_j \) belong to different cosets relatively to \( H \). Using Lemma [13] the assumption \( |\Gamma| < p^{1/2} \log^{-1/3} p \) and the fact that \( \Gamma, \Gamma \bigcup \{0\} = A + B \) and hence \( |A| \ll |\Gamma|^{1/2+o(1)} \), we get
\[
k|A| = \sum_{j=1}^k (A \circ \Gamma)(b_j) \ll (|\Gamma||A|^2)^{1/3}
\] (40)
without any further restrictions on $A$ and $\Gamma$. Inequality (41) gives us $k \ll |\Gamma|/|A|^2$. By the pigeonhole principle there is $\xi$ such that $|B_\xi| \geq |B|/k$. We have $H \subseteq A$, and $B_\xi \subseteq B, H$. Hence $H + B_\xi \subseteq \Gamma, \Gamma \cap \{0\}$. In view of Proposition 3 and our assumption that $A, \Gamma \subseteq F_p^*$ are two sufficiently large multiplicative subgroups, we obtain that $H$ is also sufficiently large and $|H| \geq 3$, in particular. Applying formula (32) of Theorem 26 with $A = H, C = H, D = B_\xi, \xi = \eta = 1, s = 0$ and using the upper bound for $k$, we obtain

$$|H|^8|B|^4|\Gamma|^2 \ll k^4|A|^8 S_\Gamma(H - H)|E^+(\Gamma)\log^2 |\Gamma| \ll |\Gamma|^4 S_\Gamma(H - H)|E^+(\Gamma)\log^2 |\Gamma|. \quad (41)$$

By the calculations of Corollary 28, see formula (39), we know that $|S_\Gamma(H - H)| \leq |H||\Gamma|$. Because of $k \ll |\Gamma|/|A|^2$ and, trivially, $k \geq |B|/|H|$, we get $|H| \gg |B||A|^2|\Gamma|^{-1}$. Substitution the last estimates into (41) gives us

$$|B|^{11}|A|^{14} \ll |\Gamma|^{10} E^+(\Gamma) \log^2 |\Gamma|.$$  

Finally, by Theorem 11 we know that $|A|, |B| \gg |\Gamma|^{1/2-o(1)}$. Combining the last bound with Theorem 27 we arrive to a contradiction. This completes the proof. \hfill \Box

Using the full power of the upper bound for the additive energy of a multiplicative subgroup from [20] instead of (36) one can refine the restriction $|\Gamma| \leq p^{1/2} \log^{-1/2} p$.

6 On Lev–Sonn’s problem

Lev–Sonn’s problem on representation of the set of quadratic residues [12] (see also [1]) was discussed in the introduction. In the section we consider a general case of an arbitrary subgroups. First of all let us derive one more consequence of Proposition 22.

**Corollary 30** Let $A, \Gamma \subseteq F_p^*$ be two multiplicative subgroups. Suppose that $A - A = \xi \Gamma \cup \{0\}$ for some $\xi \in F_p^*$ and $(A \circ A)(x) = c$ is a constant onto $\xi \Gamma$. Then $|A|^2 - |A| = c|\Gamma|$ and either $|\Gamma| = O(1)$ or $|\Gamma| \gg \frac{p}{\log p}$. If $|\Gamma| \gg \frac{p}{\log p}$ then

$$E^+(A) \ll \frac{|\Gamma|}{p} \cdot |A|^2 \log |A|, \quad (42)$$

and

$$c^2 \ll \frac{|A|^2 \log |A|}{p}. \quad (43)$$

**Proof.** Because of $\Gamma$ is nonempty we can assume that $|A| > 1$. The fact that $|A|^2 - |A| = c|\Gamma|$ follows from trivial calculations. By our assumption $(A \circ A)(x)$ is constant onto $\Gamma$. In the situation one can choose the weight $g(x)$ in an optimal way, namely, $g(x) = (A \circ A)(x)/(\Gamma \circ \Gamma)(x)$. Clearly, $g(x)$ is an even $\Gamma$–invariant nonnegative function. Thus, applying Proposition 22 with $C = A$, we obtain

$$\sum_x (A \circ A)^2(x) (\Gamma \circ \Gamma)(x) \ll \frac{|A|^2 \log |A|}{|\Gamma|}, \quad (44)$$
provided by $|A| < \sqrt{p}$ and $|A| \geq 3$. The last inequality trivially takes place because otherwise $|\Gamma| < |A|^2 < 1$. If $|\Gamma| < p^{3/4}$ then by Theorem 1, one can assume that $|A| < \sqrt{p}$ for sufficiently large $\Gamma$. Using (44), Lemma 13 and the inequality $|A| > 1$, we get

$$2^{-1}|A|^2 \leq |A|^2 - |A| \leq \sum_{x \neq 0} (A \circ A)^2(x) \ll |A|^2 \log |A| \cdot |\Gamma|^{-1/3}.$$ 

Because of by Theorem 1, we have $|A| \ll |\Gamma|^{1/2+o(1)}$ (or just use a simple bound $|A| \leq |\Gamma|$) it gives us a contradiction for sufficiently large subgroup $\Gamma$.

If $|\Gamma| \geq p^{3/4}$ then using Lemma 19 and taking a half of the set $A$ in view of Lemma 15, if its needed, we get by (44) and the previous calculations that

$$3^{-1}E^+(A) \leq \sum_{x \neq 0} (A \circ A)^2(x) \ll \frac{|\Gamma|}{p} \cdot |A|^2 \log |A|.$$ 

(45)

Because of $E^+(A) \gg |A|^2$ we see from the previous estimate that $|\Gamma| \gg p/\log p$. We have obtained (42) already and to get (42), one can insert the condition $(A \circ A)(x) = c, x \in \xi \Gamma$ into (45). This completes the proof.

Note that for small $\Gamma$ it can be $\xi \Gamma \bigcup \{0\} = A - A$. For example (see [12]), $p = 5, A = \{-1, 1\}, \xi \Gamma = 2 \cdot \{-1, 1\}$, and $p = 13, \Gamma = \{1, 3, 4, 9, 10, 12\}, A = \{2, 5, 6\} = 2 \cdot \{1, 3, 9\}$. Actually, it is easy to see that for any subgroup $A$ of order 2, 3 one has $\xi \Gamma \bigcup \{0\} = A - A$ for some $\xi$, and $|\Gamma| = |A|^2 - |A|$. Thus, the case $|\Gamma| = O(1)$ is possible in the corollary above.

7 The quantity $T(A)$ and concluding remarks

In the section we discuss further properties of the quantity $T(A)$.

First of all, let us prove a simple general upper bound for $T(A, B, C, D)$, where $A, B, C, D$ are subsets of an arbitrary finite field. Bound (46) below is tight, as the example $q = p^2$ and the case $A = B = C = D$ is a subfield isomorphic to $\mathbb{F}_p$ shows.

**Proposition 31** Let $q$ be a prime power, $A$ be a subgroup of $\mathbb{F}_q^*$. Then for any sets $B, C, D \subseteq \mathbb{F}_q$, one has

$$T(A, B, C, D) \leq \frac{|A|^2|B|^2|C||D|}{q - 1} + |B||C||D|q + T(A, B, \{0\}, D).$$ 

(46)

**Proof.** Using formula (15), we get

$$T(A, B, C, D) = \frac{1}{q - 1} \sum_{c \in C} \sum_{d \in D} \sum_{\chi} \left|(A - c)(\chi)^2(B - d)(\chi)^2\right|,$$

where the summation is taken over all Dirichlet characters $\chi$. The principal character gives us the term $\frac{|A|^2|B|^2|C||D|}{q - 1}$. It is well–known, see e.g. [11] that for all non–principal $\chi$, we get

$$|(A - c)(\chi)^2| := \left|\sum_{x} A(x + c)\overline{\chi(x)}\right|^2 = |A|^{-2} \sum_{x \in A} \sum_{x \in A} A(xy + c)\overline{\chi(x)}^2.$$
\[ |A|^{-2} \sum_{a \in A} \sum_{y \in A} \chi(a - cy)^2 \leq q, \]

provided by \( c \neq 0 \). Using the Parseval’s identity, and combining all bounds, we obtain (46). This completes the proof. \( \square \)

In the case of the prime field one can obtain a simple nontrivial upper bound for the quantity \( T(A) \) which is better than (46) for small sets. The arguments follows [5].

Let us start with an easy combinatorial lemma.

**Lemma 32** Let \( X \) be a finite set, \( |X| = n \), \( A_j \subseteq X \), \( j \in [m] \) be a collection of subsets of \( X \), \( |A_j| \geq \delta n \), \( \delta \in (0, 1] \). Suppose that \( m \geq 2/\delta \). Then there is a pair \( (i, j) \), \( i \neq j \) such that \( |A_i \cap A_j| \geq 2^{-1} \delta^2 n \).

**Proof.** We have
\[
\delta mn \leq \sigma := \sum_{j=1}^{m} |A_j| = \sum_{x \in X} \sum_{j=1}^{m} A_j(x).
\]
Using the Cauchy–Schwarz inequality, we get
\[
(\delta mn)^2 \leq \sigma^2 \leq n \sum_{x \in X} \sum_{i,j=1}^{m} A_i(x) A_j(x) = n \sum_{i,j=1}^{m} |A_i \cap A_j| = n \left( \sigma + \sum_{i \neq j} |A_i \cap A_j| \right).
\]
Applying the assumption \( m \geq 2/\delta \), we obtain
\[
2^{-1} \delta^2 n^2 m^2 \leq 2^{-1} \sigma^2 \leq n \sum_{i \neq j} |A_i \cap A_j|
\]
as required. \( \square \)

The next proposition is a “dual” version of the sum–products estimate, where, traditionally, the quantity \( \sum_{c \in C} E^+(cA, A) \) is considered, see e.g. [5].

**Proposition 33** Let \( p \) be a prime number and \( A, B, C \subseteq \mathbb{F}_p \) be three sets, \( |A| \leq \sqrt{p} \), and \( |C| \gg p^\delta \), where \( \delta > 0 \) be a fixed number. Then there is an absolute constant \( \varepsilon = \varepsilon(\delta) > 0 \) such that
\[
\sum_{c \in C} E^+(A - c, B) \ll |A|^{3/2} |B|^{3/2} |C| p^{-\varepsilon}. \tag{47}
\]

**Proof.** Put
\[
\sum_{c \in C} E^+(A - c, B) = \frac{|A|^{3/2} |B|^{3/2} |C|}{K}, \tag{48}
\]
where \( K \geq 1 \) is some parameter. We need to obtain a lower bound for the number \( K \) of the form \( K \gg p^\varepsilon \), where \( \varepsilon = \varepsilon(\delta) > 0 \) is some absolute constant. From formulas (8), (48) it follows that there is a set \( C' \subseteq C \), \( |C'| \geq |C|/(2K) \) such that for all \( c \in C' \) one has \( E^+(A - c, B) \geq \)}
$|A|^{3/2}|B|^{3/2}/(2K)$. Applying the Balog–Szemerédi–Gowers Theorem, we find for any $c \in C'$ a set $H_c$ with $|H_c| \ll K^M|H_c|$, further, $|A|, |B| \ll K^M|H_c|$ and $|(A - c) \cap x_cH_c, |B \cap y_cH_c| \gg K^{-M}|H_c|$. Here $M > 0$ is an absolute constant. Put $H'_c = A \cap (x_cH_c + c), H''_c = B \cap y_cH_c$ and apply Lemma with $X = A \times B$ and the family of sets $\{H'_c \times H''_c\}_{c \in C'}$. By the lemma and the assumption $|C| \gg p^\delta$, we find $c_1, c_2 \in C'$, $c_1 \neq c_2$ such that the sets $H' = H'_c \cap H''_c$, $H'' = H''_c \cap H''_c$ have sizes at least $K^{-M_1}|A|, K^{-M_1}|B|$, respectively. Here $M_1 > 0$ is another absolute constant. We have

$$(H' - c_1)(H' - c_2) \subseteq x_{c_1} x_{c_2} H_c.$$

Applying the Plünnecke inequality, see e.g. [20], we obtain

$$K^{-M_1} |B||H_c|H''_c| \ll |H''||H_c|H''_c| \leq |H_c||H''||H_c|H''_c| \leq |H_c||H_c||H''|H''_c| \leq$$

$$\leq |H_c||H_{c_1}|H_c|H_{c_2}| \ll K^{2M}|H_c||H_{c_2}| \ll K^{4M}|A||B|.$$  

Hence $|H_{c_1}|H_{c_2}| \ll K^{4M+M_1}|A|$ and thus by inclusion (49), we get

$$|(H' - c_1)(H' - c_2)| \ll K^{4M+M_1}|A| \ll K^{4M+2M_1}|H'|.$$  

Put $A_* = H' - c_1, B_* = H' - c_2, C_* = H' - c_1, d = c_1 - c_2$. Because of $c_1 \neq c_2$, we see that $d \neq 0$, further, the sets $A_*, B_*, C_*$ have the same size $|H'|$, and by (50) one has $|A_* B_*| \ll K^{4M+M_1}|H'|$. Further, $|(A_* + d)C_*| = |(H' - c_2)(H' - c_1)|$ and again by (50) the last quantity is bounded as $O(K^{4M+2M_1}|H'|)$. Since $|A| \leq \sqrt{p}$, we obtain $|H'| \leq \sqrt{p}$. Applying Theorem 10 with $A = A_*, B = B_*, C = C_*$, we arrive to a contradiction for sufficiently small $K$. This completes the proof.

Proposition above has an immediate consequence.

**Corollary 34** Let $p$ be a prime number and $A, B, C, D \subseteq \mathbb{F}_p$ be three sets, $|A| \leq \sqrt{p}$, or $|B| \leq \sqrt{p}$, and $|C| \gg p^\delta$ or $|D| \gg p^\delta$, where $\delta > 0$ be a fixed number. Then there is an absolute constant $\varepsilon = \varepsilon(\delta) > 0$ such that

$$T(A, B, C, D) \ll |A|^{3/2}|B|^{3/2}|C||D|p^{-\varepsilon}.$$  

Now we obtain an analog of Propositions 22, 25 about the intersections of sumsets and multiplicative subgroups. We thanks to Dmitry Zhelezov who asked us about possible generalizations of our results in this direction.

**Proposition 35** Let $A, \Gamma \subseteq \mathbb{F}_p^*$ be multiplicative subgroups, $|A| < \sqrt{p}$ and $C, D \subseteq \mathbb{F}_p^*$ be an arbitrary sets. Suppose that for some $\xi, \eta \in \mathbb{F}_p^*$, $s \in \mathbb{F}_p$ the following holds $C \subseteq \xi A + s, D \subseteq \eta A + s$ and put $S = S_{\Gamma}(C - C)$. Then

$$\left( \sum_{x \in \Gamma} (D \circ C)(x) \right)^8 \ll |D|^4|\Gamma|^{-2}|A|^6|S|^2|\mathbb{E}^+(\Gamma)\log^2|A|.$$  


If $|\Gamma| \leq p^{3/5-o(1)}$ then
\[
\left( \sum_{x \in \Gamma} (D \circ C)(x) \right)^4 \ll |D|^2 |A|^4 |S|^{2/3} \log |A|.
\] (53)

Proof. Put
\[
\sigma := \sum_{x \in \Gamma} (D \circ C)(x) = \sum_{x \in D} |\Gamma \cap (C - x)|.
\]

Take $D' := \{ x \in D : |\Gamma \cap (C - x)| \geq 2^{-1} \sigma |D|^{-1} \}$. Then
\[
\sum_{x \in D'} |\Gamma \cap (C - x)| \geq 2^{-1} \sigma.
\] (54)

Applying the Cauchy–Schwarz inequality, we get
\[
\sum_{x \in D'} |\Gamma \cap (C - x)|^2 \gg \sigma^2 |D|^{-1}.
\] (55)

Returning to (54), we see that for any $x \in D'$ there is a set $C_x \subseteq C$ such that $C_x - x \subseteq \Gamma$. In view of (55) it follows that
\[
\sum_{x \in D'} \langle T^S_{\Gamma}(C_x - x), C_x - x \rangle = \sum_{x \in D'} |C_x|^2 \gg \sigma^2 |D|^{-1}.
\]

Using the arguments as in the proofs of Propositions 22, 25, combining with the Cauchy–Schwarz inequality and Lemma 8, we obtain
\[
\sigma^4 |D|^{-2} \ll \left( \sum_{x \in D'} \mu_\alpha(T^S_{\Gamma}) \sum_{x \in D'} \langle C_x - x, f_\alpha \rangle^2 \right)^2 \ll
\]
\[
\ll \sum_{x \in S} (\Gamma \circ \Gamma)(x) \cdot \sum_{x, x' \in D'} \langle C - x, f_\alpha \rangle^2 \langle C - x', f_\alpha \rangle^2 = |\Gamma|^{-1} \sum_{x \in S} (\Gamma \circ \Gamma)(x) \cdot T(D, C).
\]

By the assumption $C \subseteq \xi A + s$ and $D \subseteq \eta A + s$. Applying Proposition 14, we obtain
\[
\sigma^4 \ll |\Gamma|^{-1} |D|^2 |A|^4 \log |A| \cdot \sum_{x \in S} (\Gamma \circ \Gamma)(x).
\]

As in the proof of Theorem 26, one can estimate the sum $\sum_{x \in S} (\Gamma \circ \Gamma)(x)$ in two different ways as $(|S|^2 \log |\Gamma|)^{1/2}$ and $|S|^{2/3} |\Gamma|$, provided $|\Gamma| \leq p^{3/5-o(1)}$. This completes the proof. \qed

Example 36 Let $\xi = 1$, $\eta = 1$, $C = A$, $D = A$, $|A| < \sqrt{p}$, $|\Gamma| \leq p^{3/5-o(1)}$. Let us use a trivial bound for $\sum_{x \in \Gamma} (A \circ A)(x) \geq |\Gamma \cap (A - A)|$. Then by (53) one has
\[
|\Gamma \cap (A - A)| \ll |S_{\Gamma}(A - A)|^{1/6} |A|^{3/2} \log^{1/4} |A|.
\]

Thus it should be $|S_{\Gamma}(A - A)| \leq |A|^{3-o(1)}$ to obtain a non–trivial bound for the intersection. The quantity $|A|^3$ is some kind of a barrier for usefulness of our bounds.
The arguments of the proof of Proposition [55] give us a general statement about the connection of $T(A)$ and the product set/ratio set of popular difference sets.

**Proposition 37** Let $G$ be an abelian group and $A \subseteq G$ be a set. Then

$$T(A)|A|^2 \min\{|PP|, |P/P|\} \gg \left(\sum_{x \in P} (A \circ A)(x)\right)^4.$$  \hfill (56)

Finally,

$$T^*(A) \leq |A - A| \sum_x (A \circ A)^3(x).$$  \hfill (57)

**Proof.** Put $\sigma := \sum_{x \in P} (A \circ A)(x)$. As in the proof of Proposition [55] we find a set $\tilde{A} \subseteq A$ such that for any $a \in \tilde{A}$ there exist $A_a \subseteq A$, $A_a - a \subseteq P$, $|A_a| \geq 2^{-1} |A|^2$ and

$$\sum_{a \in \tilde{A}} |A_a| \geq 2^{-1} \sigma.$$  \hfill (58)

For any $a, b \in \tilde{A}$, we have by the Cauchy–Schwarz inequality

$$E^\times(A - a, A - b) \geq E^\times(A_a - a, A_b - b) \geq |A_a|^2 |A_b|^2 / \min\{|PP|, |P/P|\}.$$  

Summing the last bound over all $a, b \in \tilde{A}$, we obtain in view of (58) and the Cauchy–Schwarz inequality

$$T(A) \min\{|PP|, |P/P|\} \geq \left(\sum_{a \in \tilde{A}} |A_a|^2\right)^2 \gg \sigma^4 |\tilde{A}|^{-2} \geq \sigma^4 |A|^{-2}.$$

To prove (57), just combine (19) and the Cauchy–Schwarz inequality once more time

$$T^*(A) \leq \sum_{x, A} C^2_3(A)(x, \lambda x) \cdot |A - A| = \sum_x (A \circ A)^3(x) \cdot |A - A|.$$  

This completes the proof. \hfill $\blacksquare$
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