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Abstract: Land-surface temperature (LST) plays a key role in the physical processes of surface energy and water balance from local through global scales. The widely used one kilometre resolution daily Moderate Resolution Imaging Spectroradiometer (MODIS) LST product has missing values due to the influence of clouds. Therefore, a large number of clear-sky LST reconstruction methods have been developed to obtain spatially continuous LST datasets. However, the clear-sky LST is a theoretical value that is often an overestimate of the real value. In fact, the real LST (also known as cloudy-sky LST) is more necessary and more widely used. The existing cloudy-sky LST algorithms are usually somewhat complicated, and the accuracy needs to be improved. It is necessary to convert the clear-sky LST obtained by the currently better-developed methods into cloudy-sky LST. We took the clear-sky LST, cloud-cover duration, downward shortwave radiation, albedo and normalized difference vegetation index (NDVI) as five independent variables and the real LST at the ground stations as the dependent variable to perform multiple linear regression. The mean absolute error (MAE) of the cloudy-sky LST retrieved by this method ranged from 3.5–3.9 K. We further analyzed different cases of the method, and the results suggested that this method has good flexibility. When we chose fewer independent variables, different clear-sky algorithms, or different regression tools, we also achieved good results. In addition, the method calculation process was relatively simple and can be applied to other research areas. This study preliminarily explored the influencing factors of the real LST and can provide a possible option for researchers who want to obtain cloudy-sky LST through clear-sky LST, that is, a convenient conversion method. This article lays the foundation for subsequent research in various fields that require real LST.
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1. Introduction

Land-surface temperature (LST) plays a critical role in land-surface systems at regional through global scales. It directly affects the long-wave radiation budget, turbulent heat flux division, and hydrothermal balance [1,2]. LST is widely used in scientific fields such as hydrology, ecology, climatology, planetary science, environmental science, agriculture and biological science [3].

As LST is characterized by rapid changes in time and significant differences in space, the retrieval of LST through satellite remote sensing is more effective and practical than other monitoring methods. Many LST products have been developed from remotely sensed data, such as the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER), Thermal Infrared
Sensor (TIRS) on Landsat 8, Moderate Resolution Imaging Spectroradiometer (MODIS), Meteosat Second-Generation Spinning Enhanced Visible and Infrared Imager (MSG-SEVIRI) and Advance Microwave Scanning Radiometer-Earth Observing System (AMSR-E) datasets, which have spatial resolutions of 90 m, 100 m, 1 km, 3 km and 25 km, respectively [4–8]. Since the MODIS LST product can be inputted to calculate many geographical parameters, indices, or models, it is the most widely used. For example, the MODIS LST is the input for deriving land-surface evaporation [9], surface moisture [10,11], air temperature [12–15], net radiation [16], and gross primary production [17]; it also participates in building urban heat island indicators [18,19], the scaled drought condition index (SDCI) [20], the temperature-vegetation-soil moisture dryness index (TVMDI) [21], and the remote sensing-based ecological index (RSEI) [22], and it can also help validate land-surface models and urban canopy models [23].

However, like other thermal infrared (TIR) data, the MODIS LST products are contaminated by weather effects, especially cloud cover. Thus, more than 60% of the pixels have no observations, which severely affects the application of the data. Previous studies have established a number of methods to fill the missing values in the MODIS LST product and reconstruct spatially continuous LSTs. These methods can be generally divided into two categories according to the principle used: the clear-sky LST method and the cloudy-sky LST method. Both types of LST are reconstructions of the LST under the cloud cover, and the main difference between them is that the clear-sky LST is the theoretical value, while the cloudy-sky LST is the actual value. We provide a more specific explanation of the two LSTs below. The clear-sky LST assumes that the pixel to be estimated is not affected by clouds, and it receives solar shortwave radiation similar to the surrounding uncontaminated pixels with observations. That is, in the actual case, the pixels to be estimated are covered by clouds, but the clear-sky LST method calculates the theoretical value assuming that they are in the clear-sky condition. Cloudy-sky LST, also known as all-weather LST or real LST, takes into account the impact of cloud coverage on the pixels. Due to the change in net radiation flux (mainly the change in solar shortwave radiation), the LST in cloud-covered areas is different from that under clear-sky conditions. Therefore, cloudy-sky LST, which considers cloud effects, represents the true LST value.

A great deal of effort has been put into developing clear-sky LST reconstruction methods according to the characteristics of the LST [24]. These methods include methods based on LST temporal correlations [25–27], methods that simultaneously use spatial and temporal neighbourhood LSTs [28–32], hybrid methods that consider both LST spatial correlation and auxiliary data [33–35], comprehensive methods that consider both spatio-temporal correlations and auxiliary data [36,37], and methods that combine data geostationary and polar orbiting satellite LSTs [38].

In recent years, cloudy-sky LST reconstruction methods have also been well studied and can be classified into methods using passive microwave (PMW) measurements and methods based on energy conservation. The commonly used PMW data operate at the frequencies of 6.5 GHz to 89.0 GHz, with the spectral range from about 3.4 mm to 46.2 mm. There are several methods for LST inversion using PMW data [39–44]. The first type of cloudy-sky LST method thus combines PMW data with TIR data to obtain the all-weather LST [45–49]. The advantage of PMW data is that they can penetrate through clouds and are less affected by atmospheric absorption and water vapor and, therefore, provide more complete LST products for nearly all weather conditions, while the disadvantages of PMW data are the coarser resolution, slightly lower accuracy, and gaps caused by observation orbits. The second type of cloudy-sky LST method generally obtains the cloudy-sky LST by adding an LST correction value to the clear-sky LST. To calculate this LST correction value, one should first use information such as vegetation cover and elevation to find similar pixels to the target pixel in the temporal or spatial neighbourhood and then calculate the shortwave radiation differences (some studies also require albedo or soil moisture differences) between the target pixel and its similar pixels, finally establishing a functional relationship between the LST correction value and the difference values mentioned above [50–53]. The advantage of this method is that the physical meaning is clear, but the disadvantage is that we must find similar pixels, and the function...
is slightly complicated. Fu has recently synergistically used the coupled weather research and forecasting model (WRF)/urban canopy model (UCM) system and the random forest (RF) regression technique (WRFF) to estimate LSTs [54].

In brief, compared with cloudy-sky LST methods, the number of clear-sky LST methods is greater, the accuracy is higher, and the calculation process is simpler. In view of this situation, we tried to find a relatively simple method that does not require searching for similar pixels to further convert the clear-sky LST obtained by the clear-sky algorithm to the cloudy-sky LST. In this study, we selected shortwave radiation and cloud-cover duration, which can represent atmospheric interference; normalized difference vegetation index (NDVI) and albedo, which reflect the surface properties; and clear-sky LST as the five independent variables, and the real LST of 7 ground stations in the United States were selected as the dependent variable to establish a multiple linear regression relationship. The purpose of this study was to (1) explore the relationship between cloudy-sky LST and clear-sky LST and other auxiliary variables, (2) evaluate the accuracy of this simple multiple regression algorithm for converting clear-sky LST into real LST, and (3) substitute the corresponding case in the original algorithm for different clear-sky LST methods, different regression tools, and different research areas to test the flexibility of the algorithm.

2. Materials and Methods

2.1. Data Used

This article used satellite data and in situ data. A detailed description is given in the following subsections.

2.1.1. Satellite Data

The MODIS/Aqua daily level 3 LST product (MYD11A1, Collection 6) was used in the study. This product has a 1 kilometre spatial resolution and less than 1 K error, and they are generated with bands 31 and 32 emissivity of MODIS using the split window algorithm [55]. We selected MYD11A1, which overpassed during the day at approximately local 13:30.

The Geostationary Operational Environmental Satellite (GOES) hourly LST data product and Himawari-8 hourly LST data product were employed in the study. Both products are generated by the Copernicus Global Land Service and have a spatial resolution of 0.05°. We used the quality control field (“QC”), which contains, cloud information to calculate the required cloud-cover duration. The GOES data cover the Americas, which we used when calculating the model, and Himawari data cover Asia, which we used for validation.

The MODIS/Aqua 16 day 1 km vegetation index product (MYD13A2, Collection 6) was chosen for NDVI data. There are 23 NDVI datasets in the MYD13A2 product for the entire year of 2015 and the same amount for 2016. This study assumed that the daily NDVI could be represented by the MYD13A2 nearest to its date.

For the albedo data, we used the MCD43A3 V6 albedo model dataset. It is a daily product with a spatial resolution of 500 m. Each pixel of the daily image is generated using 16 days of data, centred on the given day.

The Global Land Surface Satellite (GLASS) daily downward shortwave radiation (DSR) product [56,57] was able to provide the required shortwave radiation. It has a 5 km resolution and was generated by the National Earth System Science Data Sharing Infrastructure, National Science and Technology Infrastructure of China.

Passive microwave LST was also used in the discussion stage. The Advanced Microwave Scanning Radiometer 2 (AMSR2), which is the successor to the AMSR-E carried by Aqua, is onboard the Global Change Observation Mission–Water “Shizuku” (GCOM-W1) satellite. AMSR2 is a multi-frequency microwave radiometer. It measures weak microwave emissions (6.9–89.0 GHz) from the surface and atmosphere of the Earth. We used the AMSR2 level 3 high-resolution daily LST product in the study. This product, with a 10 km spatial resolution, stores the daily LST calculated
from level 1B data. It is supplied by the GCOM-W Research Product Distribution Service, Japan Aerospace Exploration Agency (JAXA).

The above MODIS-related products, geostationary satellite LST products (GOES and Himawari), AMSR LST products, and DSR products are available from the sites in references [58–61]. All data from 731 days in 2015 and 2016 were downloaded, reprojected, resampled to a 0.01° × 0.01° resolution and clipped into 5777 × 2442 pixel images to cover the US.

2.1.2. In Situ Data

The surface radiation budget network (SURFRAD) was established through the support of the National Oceanic and Atmospheric Administration (NOAA) to understand the surface energy budget over the United States. The SURFRAD sites provide good continuity (every 3 min before 2009 and every 1 min after 2009) and high quality measurements. Seven SURFRAD sites were chosen in the study. Their corresponding information and photographs are shown in Table 1 and Figure 1. We used the SURFRAD stations as the primary data set, first, because their locations can represent diverse climates of the United States, second, because their landforms and vegetation are homogeneous over an extended region, making their values comparable to satellite observations, third, because they have the characteristic of time continuity [62]. In addition, we conducted surface and thermal homogeneity tests on the 3 × 3 pixels of the 7 SURFRAD sites, and all the sites met the homogeneity requirements. The SURFRAD stations measurements in the United States were currently the most reliable sites data we can use.

**Table 1.** Seven stations of land-surface temperature (LST) measurements selected from the surface radiation budget network (SURFRAD).

| Station Name     | Lat (N)/Lon(W) | Altitude (m) | State     | Surface Type^1 |
|------------------|----------------|--------------|-----------|----------------|
| Bondville (BON)  | 40.05/88.37    | 213          | Illinois  | Croplands       |
| Table Mountain (TBL) | 40.13/105.24  | 1689         | Colorado  | Grasslands      |
| Desert Rock (DRA)| 36.62/116.02   | 1007         | Nevada    | Barren          |
| Fort Peck (FPK)  | 48.31/105.10   | 634          | Montana   | Grasslands      |
| Goodwin Creek (GWN) | 34.25/89.87   | 98           | Mississippi| Woody Savannas |
| Penn State (PSU) | 40.72/77.93    | 376          | Pennsylvania| Croplands      |
| Sioux Falls (SXF)| 43.73/96.62    | 473          | South Dakota| Croplands      |

^1 Annual International Geosphere-Biosphere Programme (IGBP) classification.

**Figure 1.** Seven SURFRAD stations and the corresponding photographs.

In addition to SURFRAD in situ data located in the US, we also used Heihe in situ data located in China to explore whether this method can be applied to other regions except for the US. The
Heihe in situ data is provided by the Watershed Allied Telemetry Experimental Research (WATER) project. These Heihe sites are in the Heihe River basin, which is located in the arid area of Northwest China, and the measures are collected every 10 minutes [63,64]. Both SURFRAD and Heihe measurements need to be processed before use, that is, we needed to convert all the sites’ outgoing and incoming radiation into LST by implementing the following equation.

\[
\text{LST} = \left( \frac{L_o - (1 - \varepsilon_b) \times L_i}{\varepsilon_b \times \sigma} \right)^{1/4}
\]

where \(L_o\) is the measured upwelling longwave radiation, \(L_i\) is the measured downwelling longwave radiation, \(\sigma\) is the Stefan-Boltzmann constant \((5.67 \times 10^{-8} \text{Wm}^{-2}\text{K}^{-4})\), and \(\varepsilon_b\) is the surface broadband emissivity, which can be estimated from the narrowband to broadband linear conversion method as follows:

\[
\varepsilon_b = 0.2122\varepsilon_{29} + 0.3859\varepsilon_{31} + 0.4029\varepsilon_{32}
\]

where \(\varepsilon_{29}, \varepsilon_{31},\) and \(\varepsilon_{32}\) are the narrow-band emissivities of MODIS bands 29, 31, and 32, respectively.

In the above data, LST, GOES, NDVI, albedo, DSR and SURFRAD data were used in the method calculation and accuracy assessment, and Himawari, AMSR2 and Heihe data were used in the result comparison and discussion.

2.2. Methods

As shown in Figure 2, this study used a multiple linear regression method to convert clear-sky LST to cloudy-sky LST. We used the SURFRAD site LST as the dependent variable and normalized the clear-sky LST, cloud-cover duration, downward shortwave radiation, albedo, and NDVI as the five independent variables for multiple linear regression. We selected the Bayesian maximum entropy (BME) algorithm as the clear-sky LST reconstruction algorithm, filled the gaps in the daily MODIS LST (cloud pixels identified by the MODIS QC), and obtained the spatially continuous clear-sky LST of the United States in 2015 and 2016. The BME clear-sky LST reconstruction method required the input of hard data, soft data with uncertainty, and covariance model into the BME algorithm. We took the difference of MODIS observed LST minus the mean LST of 15 days (the nearest 7 days before and after the target day) as the hard data input, and the LST Gaussian distribution constructed by auxiliary information such as elevation as the soft data input (the mean value of this Gaussian distribution also needed to subtract the mean LST of 15 days), and then calculated the daily spatial covariance coefficients. Finally, we input these three data into the BME model and obtained the reconstructed BME clear-sky LST. The specific calculation process followed that of Zhang [37]. In addition to the clear-sky LST, we also selected the cloud-cover duration and downward shortwave radiation as independent variables to consider the impact of atmospheric disturbances on the real LST and selected albedo and NDVI as the independent variables to consider the effect of surface properties on the real LST. Previous studies usually employ only downward shortwave radiation to consider the impact of atmospheric disturbances on real LST. Since we wanted to explore whether the cloud-cover duration before the MODIS observation moment can affect the real LST, the atmospheric disturbance factor of the cloud-cover duration was added, which could also reflect the duration of solar radiation. Calculating the cloud-cover duration requires geostationary satellite data with high temporal resolution. In this paper, the QC data of the GOSE hourly LST product were used, which can identify whether the target pixel has cloud cover in each hour. Since the LST to be reconstructed in this paper was in the daytime, we used the MODIS LST observation time of the target pixel to subtract its sunrise time and then combined the GOES data to determine the number of hours of cloud cover during this period. The formula for calculating sunrise time is as follows:

\[
\text{SC} = 4(\omega - 15UTC off) + 9.87 \sin \left( \frac{720}{365}(d - 81) \right) - 7.53 \cos \left( \frac{360}{365}(d - 81) \right) - 1.5 \sin \left( \frac{360}{365}(d - 81) \right)
\]
\[
\delta = \sin^{-1}\left[ \sin(23.45) \sin\left(\frac{360}{365}(d - 81)\right) \right] \tag{4}
\]
\[
t_s = 12 - \frac{\cos^{-1}\left(-\tan\varphi \tan\delta\right)}{15} \frac{SC}{60} \tag{5}
\]

where \(t_s\) denotes the sunset time, which is calculated by substituting formulas 3 and 4 into formula 5. SC and \(\delta\) are solar correction and solar declination, \(\omega\) and \(\varphi\) are longitude and latitude, \(UTC_{off}\) denotes UTC offset, and \(d\) is day of year (DOY, number of days since 1 January). It is worth noting that considering the availability of data and the simplicity of method processing, this study made the following assumptions: (1) the LST from the SURFRAD points can represent the LST of MODIS 1 km pixels; (2) the DSR and geostationary satellite products resampled from 5 km to 1 km can meet the accuracy requirements; (3) the pixels surrounding the target pixel that were used to calculate the clear-sky LST independent variable were in the clear-sky conditions from sunrise to the observation time.

This study adopted two methods to verify the accuracy: (1) we randomly divided the 2015 or 2016 data into a training set and a validation set with a ratio of 3:1 and used the training dataset to calculate the regression model parameters and the validation dataset to test the regression results, which was later referred to as the “3:1” validation. (2) We used all the data in 2016 to obtain the regression model parameters and apply them to the data in 2015, which we later referred to as the “2016->2015” validation. Similarly, we used the 2015 data as the training set and the 2016 data as the validation set, which we called the “2015->2016” validation.

To better understand the results and make better use of the method in the future, we displayed the results and compared the precision among different cases. To determine the effect of the five independent variables on the real LST and in order to simplify the method further, we analyzed the contribution of 5 variables to the real LST. Then, we discussed the accuracy of the results with the use of the two different clear-sky LST reconstruction methods and another intelligent regression algorithm (cubic support vector machines), which can provide insights into the flexibility of this method. Finally, we applied this method in China to examine the applicability of this method in other regions.

**Figure 2.** Flowchart of the cloudy-sky LST calculation model and accuracy assessment.
3. Results

3.1. Accuracy Assessment

We calculated the data for 2015 and 2016 in the United States to obtain the results and verify their accuracy. Figures 3 and 4 show some relevant accuracy validations of all SURFRAD site data in 2015 and 2016, respectively, and N represents the number of data points involved. Under clear-sky conditions, the mean absolute error (MAE) between the MODIS-observed LST and the SURFRAD LST was 2.49 K in 2015 and 2.65 K in 2016, with an MAE value close to 2.6 K (Figure 3a, Figure 4a). This value can be regarded as the original maximum accuracy that can be achieved under ideal conditions, that is, in the presence of clouds, neither the reconstructed clear-sky LST nor the calculated real LST can be higher than this accuracy. After that, we covered the MODIS observations of the pixels in Figures 3a and 4a, that is, assuming that the MODIS observed LST of these pixels were unknown, then we used the BME clear-sky reconstruction method to estimate the LST of the covered pixels. This estimated LST was called the ‘BME clear-sky LST in clear-sky condition’ in Figure 3b, 3c and 4b, 4c. Figures 3b and 4b show the scatter plots between the reconstructed BME clear-sky LST in clear-sky condition and the MODIS observed LST, which shows that the MAE conformed to the BME algorithm accuracy of approximately 0.5 K. Next, we calculated the MAE between the reconstructed BME clear-sky LST in the clear-sky condition and SURFRAD LST (Figure 3c, Figure 4c), whose value was very close to the values in Figures 3a and 4a, which indicated that the chosen BME clear-sky LST reconstruction algorithm had high accuracy under clear-sky conditions and could support us in further calculating the real LST. Then, we selected the pixels that had no MODIS observations under cloudy conditions and used the BME method to reconstruct the LST, which was called the “BME clear-sky LST in cloudy-sky condition”. Figures 3d and 4d show that the MAE between the BME clear-sky LST in cloudy-sky condition and the SURFRAD LST was close to 5.2 K. It can be seen that in actual cloudy conditions, the reconstructed LST using the clear-sky method had a large error, which was approximately twice that of Figures 3c and 4c. It is necessary to convert these LST into real cloudy-sky LST, which was more consistent with the real LST. As described in the methods section, we used the BME-reconstructed LST and the other four factors as the independent variables, took SURFRAD LST as the dependent variable to establish a regression relationship, and then used this regression relationship to obtain the real LST of all cloud pixels. It was called the regression cloudy-sky LST in the figures. Figures 3e and 4e present the “3:1” validation results for 2015 and 2016, respectively. As mentioned before, the “3:1” validation was to split data of one year randomly into training and validation datasets with a ratio of 3:1. The training set was used for method parameter calculation, and the validation set was used for accuracy verification. The MAE between the regression cloudy-sky LST and the SURFRAD LST obtained from the “3:1” validation was 3.52 K in 2015 and 3.54 K in 2016. When the 2016 data were used as the training set for method parameter calculation and the 2015 data as the validation set for accuracy verification, the validation accuracy was 3.86 K (Figure 3f). Similarly, when the 2015 data were used as the training set and the 2016 data as the validation set, the validation accuracy was 3.88 K (Figure 4f).
Figure 3. Scatter plots in 2015 of (a) Moderate Resolution Imaging Spectroradiometer (MODIS) observed LST versus SURFRAD LST, (b) Bayesian maximum entropy (BME) clear-sky LST in clear-sky condition versus MODIS observed LST, (c) BME clear-sky LST in clear-sky condition versus SURFRAD LST, (d) BME clear-sky LST in cloudy-sky condition versus SURFRAD LST, (e) regression cloudy-sky LST versus SURFRAD LST (data from 2015 were randomly split into training and validation datasets at a ratio of 3:1), and (f) regression cloudy-sky LST versus SURFRAD LST (data from 2016 were used for training datasets and 2015 data for validation datasets).

Figure 4. Scatter plots in 2016 of (a) MODIS observed LST versus SURFRAD LST, (b) BME clear-sky LST in clear-sky condition versus MODIS observed LST, (c) BME clear-sky LST in clear-sky condition versus SURFRAD LST, (d) BME clear-sky LST in cloudy-sky condition versus SURFRAD LST, (e) regression cloudy-sky LST versus SURFRAD LST (data from 2016 were used for training datasets and 2015 data for validation datasets).
Figures 5 and 6 show the bias and MAE of each SURFRAD station in 2015 and 2016 using box and line charts. On each box, the central mark indicates the median, and the bottom and top edges of the box indicate the 25th and 75th percentiles, respectively, and the outliers are plotted individually using the ‘+’ symbol. The meanings of the six subgraphs in Figure 5 correspond to those in Figure 3, and the meanings of the six subgraphs in Figure 6 correspond to those in Figure 4. The difference between these graphs is that Figures 3 and 4 show the total results of the seven SURFRAD sites, while Figures 5 and 6 show the results of each site of the seven SURFRAD sites.

In general, under clear-sky conditions, the LST reconstructed by the clear-sky LST algorithm had high accuracy, which can be comparable to the direct observations of MODIS (Figure 5a, c, 6a, c). In the presence of clouds, the clear-sky LST reconstruction algorithm had a large error (Figure 5d, 6d). The accuracy of the real LST obtained by the multiple linear regression method in this paper was significantly improved compared with the LST directly estimated by the clear-sky algorithm, but it cannot reach the accuracy of the clear-sky algorithm under clear-sky conditions (Figure 5e, f, 6e, f).

An interesting aspect we noticed was that under clear-sky conditions, the accuracy of the reconstructed LST at site Desert Rock (DRA) was high, reaching approximately 2 K (Figure 5c, 6c), while the error of BME clear-sky LST in cloudy-sky condition was very large, exceeding 6 K (Figure 5d) in 2015 and 7 K (Figure 6d) in 2016. The obtained real LST after multiple linear regression also had the lowest accuracy for all seven sites. Its MAE at this time was approximately 5.5 K, and there was serious underestimation. DRA’s land-cover type was the only barren area among the seven sites, and LST reconstruction methods usually had lower accuracy in barren surface.

The other two sites with large real LST errors after regression were Fort Peck (FPK) in 2015 and Table Mountain (TBL) in 2016, the MAE of which both exceed 4 K (Figure 5f, 6f), while under clear-sky conditions, the MAE between the MODIS observed LST and the measured real LST did not exceed 3 K (Figure 5a, 6a). The MAE between Goodwin Creek’s (GWN) MODIS-observed LST and real LST was approximately 3.6 K (Figure 5a, 6a), which was the largest among the seven sites. But the MAE after performing multiple linear regression was approximately 3.7 K, which was close to 3.6 K.

Under cloudy conditions, except for the sites DRA and FPK in 2015 and DRA and TBL in 2016, the MAEs between the regression LST and the measured real LST at the other sites ranged from 3.2 K–3.9 K.
Figure 5. Bias and mean absolute error (MAE) of (a) MODIS observed LST versus SURFRAD LST, (b) BME clear-sky LST in clear-sky condition versus MODIS observed LST, (c) BME clear-sky LST in clear-sky condition versus SURFRAD LST, (d) BME clear-sky LST in cloudy-sky condition versus SURFRAD LST, (e) regression cloudy-sky LST versus SURFRAD LST (data from 2015 were randomly split into training and validation datasets at the ratio of 3:1), and (f) regression cloudy-sky LST versus SURFRAD LST (data from 2016 were used for training datasets and 2015 data for validation datasets) at 7 SURFRAD sites in 2015.
Figure 6. Bias and MAE of (a) MODIS observed LST versus SURFRAD LST, (b) BME clear-sky LST in clear-sky condition versus MODIS observed LST at 7 SURFRAD sites, (c) BME clear-sky LST in clear-sky condition versus SURFRAD LST, (d) BME clear-sky LST in cloudy-sky condition versus SURFRAD LST, (e) regression cloudy-sky LST versus SURFRAD LST (data from 2016 were randomly split into training and validation datasets at the ratio of 3:1), and (f) regression cloudy-sky LST versus SURFRAD LST (data from 2015 were used for training datasets and 2016 data for validation datasets) at 7 SURFRAD sites in 2016.

3.2. Independent Variable Analysis

Table 2 displays the Pearson correlation coefficient between the five independent variables. The clear-sky LST and DSR, clear-sky LST and albedo, clear-sky and NDVI showed moderate
correlations, and there was a weak or very weak correlation between the remaining variables. There was no strong correlation or extremely strong correlation between all independent variables. Therefore, it is reasonable to use these five independent variables for multiple linear regression.

Table 2. Pearson correlation coefficients between 5 independent variables.

| Independent Variable     | Clear-Sky LST | Cloud-Cover Duration | Downward Shortwave Radiation (DSR) | Albedo | Normalized Difference Vegetation Index (NDVI) |
|--------------------------|---------------|----------------------|-----------------------------------|--------|---------------------------------------------|
| Clear-Sky LST            | 1             | -0.002               | 0.67                              | -0.46  | 0.47                                        |
| Cloud-Cover Duration     | -0.002        | 1                    | -0.23                             | -0.07  | 0.14                                        |
| DSR                      | 0.67          | -0.23                | 1                                 | -0.19  | 0.34                                        |
| Albedo                   | -0.46         | -0.07                | -0.19                             | 1      | -0.41                                       |
| NDVI                     | 0.47          | 0.14                 | 0.34                              | -0.41  | 1                                           |

Before performing multiple linear regression, all independent variables should be normalized so that their values range from 0 to 1. The second and third columns of Table 3 show the minimum and maximum values used to normalize the five independent variables, which were basically equal to the effective value range of the corresponding remote sensing products. All calculated coefficients of the multiple linear regressions for 2015 and 2016 are illustrated in columns 4 and 5 of Table 3, respectively. We provide the normalization parameters and regression coefficients for the convenience of reuse in future studies.

Since the variables were normalized to 0–1, we can get from the coefficients that the contribution of each independent variable to the real LST. The contribution can be sorted from large to small as: clear-sky LST > DSR > Albedo > NDVI > cloud-cover duration. Cloud-cover duration and NDVI contributed the least to the results, up to 1.69 K and 4.29 K, respectively (Table 3). When we only selected the four independent variables of clear-sky LST, DSR, Albedo and NDVI, the accuracy obtained was very close to that of selecting the five variables. When we only selected the three independent variables of clear-sky LST, DSR, and Albedo, the MAE was also less than 4 K.

Table 3. Maximum and minimum values used for normalization and multiple linear regression coefficients in 2015 and 2016.

| Independent Variable      | Minimum | Maximum | 2015 Coefficients | 2016 Coefficients |
|---------------------------|---------|---------|-------------------|-------------------|
| Clear-Sky LST (K)         | 240     | 350     | 68.22             | 69.28             |
| Cloud-Cover Duration (Hours) | 0     | 11      | 1.69              | 1.45              |
| DSR (W/m2)                | 0       | 1000    | 47.77             | 49.96             |
| Albedo (N/A)              | 0       | 1       | -11.02            | -9.25             |
| NDVI (N/A)                | -0.3    | 1       | 2.70              | 4.29              |
| Intercept                 | 255.51  | 253.66  |                   |                   |

3.3. Accuracy Comparison under Different Conditions

3.3.1. Accuracy Comparison with Different Clear-Sky Land-Surface Temperature (LST) Reconstruction Methods

This paper selected the BME algorithm when reconstructing clear-sky LST independent variables. However, there are many other clear-sky LST algorithms. Therefore, we also explored the effect of clear-sky LSTs reconstructed by other methods on the regression accuracy of the real LST. Due to the low accuracy of the time interpolation algorithm used to reconstruct the clear-sky LST, we selected the kriging spatial interpolation algorithm and the hybrid gapfilling method proposed by Li [31], both of which are popular and have relatively high accuracy. We kept the other 4
independent variables unchanged and replaced the BME clear-sky LST with the clear-sky LST reconstructed by the other two methods (kriging and Li’s gapfilling) and performed an accuracy comparison after multiple linear regression.

The first set of histograms in Figures 7a and 7b compare the accuracy of the LST reconstructed by three clear-sky algorithms under cloudy conditions in 2015 and 2016, respectively. In 2015, the MAEs between the clear-sky LST in cloudy-sky condition and SURFRAD LST calculated by BME, kriging, and gapfilling were 5.16 K, 5.38 K, and 9.33 K, respectively. In 2016, the corresponding MAEs were 5.17 K, 5.36 K, and 7.60 K. This result suggested that the errors between the real LST sites and the LST calculated by the clear-sky LST methods were large. Then, we took the LST reconstructed by the three clear-sky algorithms as the independent variable and combined it with the other 4 independent variables to perform multiple linear regression. The “3:1” validation and the two-year interactive validation are illustrated in the second and third histograms of Figures 7a and 7b. In 2015, the “3:1” validation MAEs of the BME, kriging, and gapfilling regression LSTs were 3.52 K, 3.55 K, 4.88 K, and the corresponding MAEs in 2016 were 3.54 K, 3.60 K, 4.75 K, respectively. The MAEs of the two-year interactive validation were slightly higher than the values of the “3:1” validation. Therefore, for the estimation of the clear-sky LST independent variable, the MAE of the regression LST was less than 4 K when selecting the kriging or BME method and greater than 4 K when choosing the gapfilling method.

3.3.2. Accuracy Comparison with Different Regression Methods

This paper used the most basic multiple linear regression method as the core method. In fact, there are currently a large number of intelligent regression tools. The regression learner app in MATLAB can train regression models to predict data. It is simple and convenient to operate. The regression model types in this app include linear regression models, regression trees, support vector machines (SVM), Gaussian process regression models, and ensembles of regression trees. We input the independent and dependent variables into the app and performed automated training to search for the best regression model type. The results showed that cubic SVM regression performed best among all regression models. Therefore, we compared the cubic SVM regression model with the multiple linear regression used in this paper. Intelligent regression usually uses five-fold cross validation for accuracy verification, and we compared it to the “3:1” validation of the multiple linear regression. In 2015, the MAEs between the multiple linear regression LST and SURFRAD LST and cubic SVM regression LST and SURFRAD LST were 3.52 K and 3.43 K, respectively. The corresponding MAEs in 2016 were 3.54 K and 3.38 K (Figure 8). The “3:1” validation and five-fold cross validation for these comparisons indicated that the cubic SVM regression improved accuracy over the multiple linear regression by 0.1–0.16 K. When the 2016 data were used as the training set and the 2015 data as the validation set, the MAEs of the multiple linear regression and cubic SVM regression were 3.86 K and 3.87 K. Similarly, when the coefficients obtained in 2015 were applied to 2016, the corresponding two MAEs were 3.88 K and 3.80 K. This two-year interactive validation indicated that the cubic SVM regression tool basically did not improve the accuracy.
3.3.3. Accuracy Comparison in Different Regions

In addition, we want to investigate whether this method is applicable to other regions except the United States. Another research area we selected was the Heihe region in Northwest China, which also had ground observations of longwave radiation. The SURFRAD data were replaced as the dependent variable by the Heihe data, and the GOES data for calculating the cloud-cover duration variable were replaced with Himawari data to cover the Heihe area. There were 4 available Heihe stations for 2016, of which two were removed because the MAE between their measured LST and MODIS-observed LST exceeded 5 K. The land-cover types of the remaining two effective Heihe sites were forest and reed wetlands. Figure 9 shows the various accuracy validations of the Heihe region. Under clear-sky conditions, the MAE between the MODIS observations and the Heihe measurement was 3.93 K (Figure 9a), indicating that the measured LST of the Heihe site itself had high error. The MAE between the reconstructed BME clear-sky LST in clear-sky condition and the Heihe LST reached 4.23 K, exceeding 4 K (Figure 9c). Under cloudy conditions, the MAE between the LST reconstructed by the BME method and the LST measured at Heihe was 5.69 K (Figure 9d). After conducting the multiple linear regression in this paper, the accuracy of the “3:1” validation was 3.34 K, which did not exceed 4 K (Figure 9e). This MAE was smaller than the MAE shown in Figure 9a, which may be due to the low accuracy of the Heihe station itself, resulting in a certain degree of over-regression. When the Heihe data in 2016 were used as the training set for method parameter calculation and the 2015 data as the validation set for accuracy verification, the validation accuracy was 3.96 K, which also did not exceed 4 K (Figure 9f). Finally, we directly applied the regression coefficients of the US region in 2016 to the Heihe region, and the obtained MAE between the real LST and the LST measured at Heihe was up to 5.4 K (Figure 9g), although this MAE was 0.3 K lower than that in Figure 9d, and the point distribution was significantly more concentrated towards the 1:1 line. The results suggested that the conversion method in this paper had a certain cross-regional capability, and it is better to use the local site data to recalculate the regression coefficients when using this method in other regions outside the United States.
3.4. Spatial Patterns of the Cloudy-Sky LSTs

We selected the MODIS images from 29 April 2015; 12 October 2015; 20 July 2016 and 4 November 2016 and ran the BME algorithm to fill the clear-sky LST and used the simple conversion method to reconstruct the real LST (Figure 10). The first column of Figure 10 is the original MODIS images, the second column is the LST spatial distribution after using the BME clear-sky algorithm, the third column is the spatial distribution of the real LST calculated through regression, and the fourth column shows the spatial distribution of the difference LST calculated by the real LST from the regression minus the BME-reconstructed clear-sky LST.

The second and third columns of Figure 10 can reflect the spatial distribution characteristics of LST in the US. In general, the LST was higher in the north and lower in the south and higher in the west and lower in the east, while the LST at the boundary of the Rocky Mountains was lower in the west and higher in the east. The spatial heterogeneity of the LST was slightly higher in summer than in winter. Each region also had its own characteristics. The temperate climate zone in the northeast was cold in winter, the subtropical zone in the southeast was warm and humid, and the western plateau region had a large annual LST difference. The LSTs generated by the BME algorithm or regression method had both smoothness and extreme values. The spatial distribution of the difference in the fourth column of Figure 10 was generally irregular. There were more grassland and barren land-cover types with negative values, and the forest and cropland were interspersed with positive and negative values.
Figure 10. Spatial distribution of MODIS LST (first column), BME clear-sky LST in cloudy-sky condition (second column), regression cloudy-sky LST (third column) and regression cloudy-sky LST minus BME clear-sky LST (fourth column) on 29 April 2015 (first row); 12 October 2015 (second row); 20 July 2016 (third row); and 4 November 2016 (fourth row).

4. Discussion

4.1. Suggestions for Method Usage

We selected five independent variables to perform multiple linear regression to convert the clear-sky LST to real LST, resulting in a MAE ranging from approximately 3.5–3.9 K. This error was comparable to that of the previous methods. For example, the root mean square error (similar to MAE) of the cloudy-sky LST obtained by the method combining PMW and TIR data range from 3.4–4.4 K [47], and the MAE of the cloudy-sky LST retrieved by the method based on energy conservation is 3-6 K [51].

In addition to the clear-sky LST, we selected the four independent variables of cloud-cover duration, DSR, NDVI, and albedo. Among them, the cloud-cover duration factor has not been taken into account in previous studies. We considered that the instantaneous LST was closely related to the cumulative solar radiation received by the surface before the LST observation moment, and the cloud-cover duration describes this quantity to a certain extent and is relatively easy to calculate; therefore, we included the cloud-cover duration as an independent variable. However, the results showed that adding cloud-cover duration as an independent variable did not significantly improve the accuracy. This was probably because we used the spatial neighbouring pixels of the target pixel when calculating the clear-sky LST, and these neighbouring pixels also had different cloud-cover durations before the observation time. Since we had taken the clear-sky LST calculated by these adjacent pixels as the independent variable, it was of little significance to consider the cloud-cover duration of the target pixel at the same time. From the point where the regression coefficient of the cloud-cover duration was greater than zero, we can also see that considering this independent variable did not achieve the expected effect.

In the future selection of independent variables, the four independent variables of clear-sky LST, DSR, NDVI, and albedo can be selected, which can achieve good results. To further simplify the process, the three independent variables of clear-sky LST, DSR, and albedo can be chosen to achieve acceptable accuracy (MAE of less than 4 K). In this case, only the DSR was considered the influencing factor of the atmospheric disturbance on the real LST, and the effect of the surface
properties on the real LST included only the albedo. Regarding the clear-sky LST reconstruction methods, we recommend algorithms with high accuracy, such as spatial or spatio-temporal gapfilling algorithms containing auxiliary information, while the time interpolation method is not recommended. Regarding the regression tools, multiple linear regression can be chosen to simplify the calculation, and intelligent regression tools such as cubic SVM regression contributes small improvements in the accuracy of the results. Regarding the research area, one can directly use the regression coefficients in this study to obtain the real LST of the United States. If another study area is selected, it is suggested that the regression relationship should be re-established and the regression coefficients should be calculated.

4.2. Analysis of Error Source and Ideal Situations

In this paper, the error sources for the method of converting clear-sky LST to cloudy-sky LST included: (1) the error caused by the inconsistency in spatial scales between the MODIS observations and SURFRAD site measurements, between the DSR and MODIS LST, and between the GOES LST and MODIS LST; (2) the clear-sky algorithm itself, which had errors when calculating the clear-sky LST independent variable; and (3) the spatial neighbourhood pixels used in estimating the target pixel, which also had different cloud-cover durations. Therefore, we consider the cloud-cover duration of only the target pixel will cause errors. This study assumed a relatively ideal situation, that is, the surrounding pixels used in calculating the clear-sky LST independent variable were all in clear-sky conditions from sunrise to the observation time, and the retrieved clear-sky LSTs of the target pixel thus should be greater than the measured real LSTs at the SURFRAD sites. This means that the theoretical LST values should be greater than the real LST values due to cloud occlusion. However, the calculated results showed that the clear-sky LSTs of approximately half of the pixels were lower than the SURFRAD site LST values, indicating that the ideal situation was not reached. If we remove the points where the clear-sky LST was less than the SURFRAD site LST, leaving only the points where the clear-sky LST was greater than the SURFRAD site LST, then we establish multiple linear regression. The regression coefficients and accuracy obtained from this situation are shown in Table 4. The accuracy in this relatively ideal situation was high. The MAE ranged from 2.3–2.5 K, which was almost as small as the MAE between the MODIS-observed LST and the SURFRAD-measured LST. Therefore, if we can find a way to take into account the cloud-cover durations of the spatial neighbourhood pixels of the target pixel, the accuracy will be greatly improved. In theory, improving the spatial resolution of variables such as DSR and improving the accuracy of the clear-sky LST algorithms can also improve the accuracy of the real LST. In addition, it can be inferred from Figures 5 and 6 that regression according to different land-cover types, especially separating the barren surface from other land types with more vegetation coverage, may reduce the error. We can also try to add variables, such as temperature or soil moisture, to improve accuracy.

| Independent Variable                  | 2015      | 2016      |
|--------------------------------------|-----------|-----------|
| Coefficients                         |           |           |
| Clear-Sky LST (K)                    | 89.79     | 92.51     |
| Cloud-Cover Duration (Hours)         | −1.23     | −0.99     |
| DSR (W/m²)                           | 19.67     | 14.51     |
| Albedo (N/A)                         | −0.17     | −2.33     |
| NDVI (N/A)                           | 5.83      | 4.44      |
| Intercept                            | 241.30    | 241.81    |
| MAEs                                 |           |           |
| “3:1” Validation                     | 2.46 K    | 2.28 K    |
| “2016->2015” Validation              | 2.42 K    |           |
| “2015->2016” Validation              |           | 2.37 K    |
4.3. Comparison with Advanced Microwave Scanning Radiometer 2 (AMSR2) LST

Because the SURFRAD site measurements were the only dependent variable in this paper, it is necessary to verify whether the SURFRAD data are representative and whether the regression relationship obtained through these sites can be applied to all pixels in the United States. Microwave LST is generally considered to be close to the real LST; therefore, we randomly selected 4 days in 2015 and 2016 to compare the microwave AMSR2 LST with the real LST calculated by this paper’s method (Figure 11). The blue curve in the fourth column of Figure 11 shows the distribution of the differences between the MODIS-observed LST and the microwave LST. The corresponding MAE value was the lowest value that can be achieved; that is, regardless of the method used, the MAE between the reconstructed LST and the microwave LST will not be lower than this value. The yellow curve represents the distribution of the difference between the microwave LST and the real LST obtained by regression. We can see that the real LST converted by this paper’s method was closer than the clear-sky LST (orange curve) to the microwave LST, and the corresponding MAE was also smaller. However, in most cases, the yellow curve did not reach the proximity of the MODIS-observed LST to the microwave LST (blue curve). The LST of the SURFRAD site has a certain degree of representativeness and can basically be applied to the entire study area. This study attempted to explore the regression relationship between the real value and each influencing factor. When an increasing number of representative real LSTs with high spatial resolutions can be measured, the reliability and accuracy of this method will be improved.

Figure 11. Spatial distribution of the Advanced Microwave Scanning Radiometer 2 (AMSR2) LST (first column), MODIS observed LST minus AMSR2 LST (second column), regression cloudy-sky LST minus AMSR2 LST (third column), and bias distribution of MODIS LST minus AMSR2 LST, BME LST minus AMSR2 LST, regression LST minus AMSR2 LST (fourth column) on 29 April 2015 (first row), 12 October 2015 (second row), 20 July 2016 (third row), and 4 November 2016 (fourth row).
5. Conclusions

The cloudy-sky LST can better reflect the true situation of the surface than the clear-sky LST. For the 1 km daily MODIS LST product, this paper converted the clear-sky LST into the cloudy-sky LST through multiple linear regression by considering the factors of cloud-cover duration, DSR, albedo, and NDVI and taking the real LST at the SURFRAD sites as the dependent variable. The MAE of the results ranged from 3.5–3.9 K, which was close to the error of the other existing real LST reconstruction methods. We also discussed and made recommendations on the possible choices of independent variables, clear-sky algorithms, and regression tools involved in the method. Selecting three independent variables, such as clear-sky LST, DSR and albedo, for regression can also achieve satisfactory accuracy. Regarding the clear-sky algorithm, one can choose an algorithm with high accuracy that considers space and auxiliary information. For the regression tool, one can try an intelligent regression tool. This method can also be applied to other research areas. In the subsequent application, if the real LST of other years in the United States is needed, the 2015 or 2016 coefficients provided in this study can be directly selected to achieve the acceptable accuracy, or the new coefficients of the required year can be calculated to improve the accuracy.

This method has the following advantages: (1) unlike most current real LST algorithms, it does not need to find similar pixels in the space-time neighbourhood for each pixel to be estimated. (2) The variable acquisition and method construction are relatively simple. (3) This method had high flexibility in that it can apply a large number of existing clear-sky algorithms and use different regression tools.

There are also some limitations to this method: (1) The number of ground station-observed real LSTs that can be used as regression dependent variables is small; therefore, the method reliability needs to be improved. It is difficult to use this method in research areas without LST observation sites. (2) MODIS/Aqua takes two observations per day, one during the day and one at night. This method is only applicable to the situation during the day because the accuracy of the night cloudy-sky LST obtained by this method is low. (3) This method has difficulty reaching the ideal situation (the real LST is not always lower than the clear-sky LST); thus, it is difficult to improve the accuracy of the results to a great extent. (4) The method cannot quantitatively calculate the influence of the cloud-cover percentage or other factors on the uncertainty of the results.

This paper explored the regression relationship between the real LST and the various influencing factors and suggested a simple method to convert clear-sky LST into real LST. When more representative real LSTs with high spatial resolution can be measured, the usability and accuracy of the algorithm will improve. Considering that the cloud-cover duration of the LST missing pixels in this study has not received good results. Subsequent studies can try to use the high temporal resolution GOES 16 cloud data, or combine the cloud-cover duration with the LST of geostationary satellites, such as GOES and Himawari, that are observed around the MODIS acquisition time. In addition to discussing the algorithm used to convert from clear-sky LST to real LST, future studies should also continue to develop real LST algorithms based on energy conservation to increase their availability and improve the accuracy of microwave LST downscaling and gapfilling.
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