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Abstract—This paper provides an analysis of state-of-the-art activation functions with respect to supervised classification of deep neural network. These activation functions comprise of Rectified Linear Units (ReLU), Exponential Linear Unit (ELU), Scale Exponential Linear Unit (SELU), Gaussian Error Linear Unit (GELU), and the Inverse Square Root Linear Unit (ISRLU). To evaluate, experiments over two deep learning network architectures integrating these activation functions are conducted. The first model, basing on Multilayer Perceptron (MLP), is evaluated with MNIST dataset to perform these activation functions. Meanwhile, the second model, likely VGGish-based architecture, is applied for Acoustic Scene Classification (ASC) Task 1A in DCASE 2018 challenge, thus evaluate based architecture, is applied for Acoustic Scene Classification (ASC) Task 1A in DCASE 2018 challenge, thus evaluate whether these activation functions work well in different datasets as well as different network architectures.
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I. INTRODUCTION
A. The Role of Activation Function in Deep Neural Network

Consider a simple fully-connected layer as shown in Fig. 1, the output column vector \( y^T = [y_1, y_2, \ldots, y_n] \) is computed by

\[
y = f(Wx + b)
\]

where \( x^T = [x_1, x_2, \ldots, x_m] \) is the input column vector, matrix \( W \) and bias \( b^T = [b_1, b_2, \ldots, b_n] \) are trainable parameters, and \( f \) is activation function selected. From (1), it can be seen that a simple fully-connected layer is separated into two mathematical parts in order. The first part describes a linear mapping, shown by a product between input vector \( x \) and trainable parameters (matrix \( W \)), thus added by the bias vector \( b \). The second part, called activation function \( f \), takes the role of non-linear mapping to output \( y_n \). The combination of linear and non-linear mapping mentioned helps the mathematical model operate as a real neural network [1]

B. Backward & Forward Propagation in Deep Neural Network

During training process, input is fed into the network firstly. The input thus goes through network layers, experiences various linear and non-linear mappings, eventually results final output, referred to as inference output. This process is called Forward Propagation that shows a direction from input to output. Next, the difference between inference output and expectation (or ground truth) is performed by a loss function (or cost function). Minimizing the loss function is conducted by applying an optimization algorithm, namely Gradient Descent. By using Gradient Descent optimization, any trainable parameter \( w_i \) at certain time \( t \) in \( W \) mentioned in (1) is updated by

\[
w_t = w_{t-1} - \eta \nabla f(w_{t-1})
\]

where \( \eta \) is learning rate (noting that the learning rate is normally constant in certain epoch), \( f(w_{t-1}) \) is multi-variable function as mentioned in (1), \( \nabla \) is derivative, and \( \nabla f(w_{t-1}) \) is the gradient value. The subtraction means that a trainable parameter is updated in the opposite direction of gradient vector. In particular, if gradient value is negative, the trainable parameter is added with the absolute of \( \nabla f(w) \), if gradient is positive, the trainable parameter is subtracted by the absolute of \( \nabla f(w) \). The nearer trainable parameters are to the output layer, the sooner they are updated. Therefore, the process of updating trainable parameters, referred to as Backward Propagation, shows the direction from output to input.

C. State-of-the-art Activation Functions Evaluated

This section analyses state-of-the-art activation functions used by a wide range of network architectures, comprising of ReLU, ELU, SELU, GELU and ISRLU. Before going through these activation functions, we firstly analyse conventional activation functions: Tanh [2] and Sigmoid [3] activation functions. As Tanh function shown in Fig. 2a, it helps to map the product of inputs and trainable parameters.
to a range from -1 to 1. This function shows saturation regions where input makes output near -1 or 1. When input makes output drop in these regions, Back Propagation process shows a potential problem that the gradient is too small, named vanishing gradients. When a network suffers from vanishing gradients, trainable parameters will not be adjusted, result in stopping learning. As regards Sigmoid activation function, it has the same shape of Tanh function, and shows the same problem of vanishing gradients when output drops in saturation regions near 0 or 1.

ReLU [4]: As formula of ReLU activation function and its derivative shown by,

$$f(x) = \begin{cases} x, & \text{if } x > 0. \\ 0, & \text{if } x \leq 0. \end{cases}$$

(3)

this function shows simple formula and its gradient is also easy to get, as shown by

$$f'(x) = \begin{cases} 1, & \text{if } x > 0. \\ 0, & \text{if } x \leq 0. \end{cases}$$

(4)

As output $f(x)$ is zero for values smaller than zero, otherwise one, it explains why ReLU prevents vanishing gradients. However, a potential issue can occur with ReLU that is called dead state when it is stuck at the left side of zero. If the issue happens to many nodes inside a network, it makes the network low performance. Furthermore, since the sign of gradient for all neurons is the same with ReLU, all the weights of the layer either increase or decrease. However, the ideal gradient update is that some trainable parameters may increase and others may decrease. It can be seen that ReLU helps to reduce cost of computation, speed up training process, prevent vanishing gradients, but it shows the other potential problems recently mentioned.

ELU [5]: It can be seen that Tanh or Sigmoid activation function have a two-sided saturation. That means the activation function may saturate in both the positive and the negative direction. In contrast, ReLU activation function shows one-sided saturations. Up to now, it seems that there are two risks: dead state by dying neurons with ReLU or a risk for vanishing gradients with Sigmoid or Tanh. To tackle this issue, ELU activation function is developed by

$$f(x) = \begin{cases} x, & \text{if } x > 0. \\ \alpha(e^x - 1), & \text{if } x \leq 0. \end{cases}$$

(5)

where $\alpha$ is constant that normally set to 1. It can be seen that ELU is very exactly similar to ReLu with respect to positive inputs. However, when input is negative, ELU function results in a negative output ruled by an exponent function. Since, ELU produces a negative value instead of 0 as ReLu function, the problem is that weights updated only in one direction cannot occur. By using exponent function when input is negative, there is now a slope on the left side of ELU. Although the slope is usually tiny (e.g. 0.01), but it is there, makes learning happening always and the neural node cannot die. As a result, it helps to solve both vanishing gradients and dead state problems.

SELU [6]: In terms of neural networks and training process, normalization can occur in three different stages. Firstly, input is normalized before feeding into network model. Secondly, it is batch normalization where the batch of input are normalized at the certain layer of the network model. Finally, it is called internal normalization or self normalization, and SELU is developed for this purpose. If input and output of all layers in a network model follow normal distribution $\left(\mu = 0, \sigma = 1\right)$, it is helpful to speed up training process by quickly converging. Inspire from this idea, SELU activation function, shown as (7), is designed to be able to make output into a normal distribution. In the other words, the function operation helps to map the mean and variance of output at any layer in the network close to normal distribution.

$$f(x) = \begin{cases} \lambda x, & \text{if } x > 0. \\ \lambda \alpha(e^x - 1), & \text{if } x \leq 0. \end{cases}$$

(7)

$$f'(x) = \begin{cases} \lambda, & \text{if } x > 0. \\ \lambda \alpha e^x, & \text{if } x \leq 0. \end{cases}$$

(8)

$\lambda$ is called scale constant. $\lambda$ and $\alpha$ is set to 1.0507 and 1.6732 that helps to make output distribution nearer normal distribution [6]. However, in order to use SELU, it requires some conditions (a) the neural network consists only a stack of dense layers, (b) all the hidden layers use SELU activation function, (c) the input features should be standardized, (d) the hidden layers weight must be initialized with LeCun normal initialization, and (e) the network must be sequential. The Lecun normal initialization is describe by

$$w_n \sim \mathcal{N}(\mu = 0, \sigma = \sqrt{1/n})$$

(9)

where $n$ is the number of trainable parameters of previous layer. In summary, SELU is similar to ReLU that enables deep neural networks to tackle vanishing gradients. In contrast to RELU, SELU cannot die as they have negative side (same as ELU). In case that conditions of using SELU are satisfied, it is beneficial to network to learn faster and be better than other activation functions mentioned.

GELU [7]: As analyse mentioned above, activations such as ReLU, ELU and SELU enable network become faster and
better convergence than that in Sigmoid or Tanh. However, these cannot cover Dropout regularization [8] that randomly multiplies a few activation functions by 0 at certain nodes in layers. Inspiration from an idea that an activation function would have both these advantages, GELU activation function [9] is developed. Mathematically, if ELU is used, the output of this function is thus multiplied by a zero-one mask. This means that a dropout technique is applied after ELU function. The zero-one mask is stochastically determined, also dependent upon the input $x$, and simulated by Bernoulli distribution $\Theta(x)$ where $\Theta(x) = P(X \leq x), X \sim \mathcal{N}(0,1)$. With this idea, the GELU is approximated by
\[
 f(x) = 0.5x(1 + \tanh(\sqrt{2/\pi}(x + 0.044715x^3))) \tag{10}
\]
Thus, derivative of GELU function used for back propagation is presented by
\[
 f'(x) = 0.5\tanh(0.0356774x^3 + 0.797885x) + 0.5 + (0.0535161x^3 + 0.398942x) \times \cosh^{-2}(0.0356774x^3 + 0.797885x) \tag{11}
\]

**ISRLU** [10]: As regards ELU activation function, it is beneficial to solve *vanishing gradients*. Furthermore, as this function results in both negative and positive output for both sides of zero, it is useful for the network to shift mean to close zero, leading to a near distribution that speeds up training process and converging. However, the exponent function on the left side of zero highly cost computation. To further speed up learning, Inverse Square Root Linear Unit (ISRLU) [10] is proposed by,
\[
 f(x) = \begin{cases} 
    x, & \text{if } x \geq 0, \\
    \frac{x}{\sqrt{1+\alpha x}}, & \text{if } x < 0. 
\end{cases} \tag{12}
\]
\[
 f'(x) = \begin{cases} 
    1, & \text{if } x \geq 0, \\
    \left(\frac{1}{\sqrt{1+\alpha x}}\right)^3, & \text{if } x < 0. 
\end{cases} \tag{13}
\]
where constant $\alpha$ is normally ranged from 1 to 3. As can be seen that the exponent function is replaced by a polynomial that is useful to reduce cost of computation.

**II. EVALUATION ACTIVATION FUNCTIONS WITH MLP AND MNIST DATASET**

To evaluate these activation functions mentioned, we firstly propose a neural network, basing on Multilayer Perceptron (MLP) [11], and verify the network with MNIST dataset [12]. Although a lot of suggestions were provided to configure a MLP based network, there is no magic formula to select the optimum number of hidden layers or hidden neurons in each layer [13] in terms of the MLP architecture. Therefore, we present strategies to configure a MLP based network below.

**A. Decision of the number of hidden layers**

Given by MNIST dataset [12], while the input and output size are fixed to 784 (an MNIST image size is $28 \times 28$ is flatten into 784-dimensional vector) and 10 (the number of categories form 0 to 9 classified respectively), the minimum number of hidden layers should be larger. This is explained by:

- Without hidden layers, the network only is capable of representing linearly separable functions or decisions.
- The network with only one hidden layer approximates any function that contains a continuous mapping from one finite space to another.
- Two-hidden-layer networks can represent an arbitrary decision boundary to arbitrary accuracy with rational activation functions and can approximate any smooth mapping to any accuracy.
- More-than-two-hidden-layer networks can learn complex representations (sort of automatic feature engineering).

Therefore, three hidden layers are decided to do experiments in this paper. Although three hidden layers may or may not enough to learn MNIST dataset, it is useful to speed up training process due to small network size. Selecting low volume of trainable parameters also helps network more general, thus evaluates the effect of mentioned activation functions better.

**B. The number of nodes in each hidden layer**

That is hard questions to indicate suitable number of nodes in each layer. This paper proposes some strategies below,

- The number of neural nodes in each hidden layer should be a power of two.
- The selected number of nodes are evaluated by conducting experiments.

**C. Experimental setting**

MNIST dataset is randomly separated into three subsets. The first subset is used for training. During training, the second subset, referred to as Evaluation subset (Eva.), is used to evaluate model, thus store the best model. Finally, the third subset, referred to as Test subset (Test), is used to evaluate the best model obtained from the training process.

In terms of network parameters, the initial trainable parameters are selected by Uniform distribution with scale set to 0.1 and learning rate is set to 0.001. These values are be fixed during evaluating the number of nodes in each hidden layer. Some other settings are decided below,

- Using ReLU as the activation function at hidden layers.
- Using Softmax function at the final layer to perform output probability.
- Apply Adam algorithm [14] for optimization and Cross-entropy is used for loss function as Eq. (14)

\[
\text{Loss}_{\text{EN}}(\Theta) = -\frac{1}{N} \sum_{n=1}^{N} y_n \log \{\hat{y}_n(\Theta)\} + \frac{\lambda}{2} ||\Theta||_2^2 \tag{14}
\]
where $\Theta$ is all parameters, constant $\lambda$ is set initially to 0.0001, both batch size $N$ and the epoch number are set to 100, and $y_n$ and $\hat{y}_n$ denote expected and predicted results.

D. Experiment Results and Discussion

As shown in Table I, we evaluate 9 different MLP based network architectures and the network architecture of 784-2048-512-10 shows the best performance of 97.5% and 96.4% over Evaluation (Eva.) and Test (Test) subsets, respectively. Thus, this network configuration is selected to evaluate activation functions. By using the MLP network architecture of 784-2048-2048-512-10 selected and keeping setting parameters of learning rate, Epoch number and Batch size, ReLU function is replaced by ELU, SELU, GELU, and ISRLU functions to evaluate in the order. As results obtained shown in Table II, it can be seen that four activation functions analysed perform better than ReLU. This can be explained that these four activation functions result certain value when input is negative, prevent both the vanishing gradients and the dead state. Meanwhile ReLU may drop in the dead state when input is negative. In terms of training time, ELU and SELU consume little more time per training epoch compared with ReLU. GELU and ISRLU, by contrast, cost more time.

III. Evaluate Activation Functions with VGGish Network and DCASE 2018 Task 1A

To evaluate whether these activation functions also work well on different datasets and network architectures with respect to a certain application, we further conduct experiments over a Convolutional Neural Network (CNN) with DCASE 2018 Task 1A dataset [15].

A. DCASE 2018 Task 1A dataset

DCASE 2018 Task 1A [15] defines a Acoustic Scene Classification task, one of two major researchs of Machine Hearing [16]. In particular, the challenge is to classify 10-second audio recordings into 10 sound scene context as shown in Table III. As evaluation set has not published, development set is separated into two subsets, referred to as training set and test set, for training and testing processes respectively.

B. Feature Engineering Extraction

Firstly, the draw audio recordings are transformed into spectrograms where both temporal and frequency information are well presented. Next, the entire spectrograms are split into smaller patches of $128 \times 128$ that are suitable for back-end classification. In this paper, we apply log-mel for spectrogram transformation and use Librosa toolbox [17] to implement with setting parameters shown in Table IV.

C. Back-end CNN based Classifier

As regards back-end classification, a CNN based network architecture, likely VGG-9 [18], is proposed as shown in Table V. It can be seen that the CNN based model comprises of two main parts, CNN and DNN in the order. The CNN part is performed by convolutional layer (Cv [kernel size]), Rectify Linear Unit (ReLU), Batch normalization (BN), Average pooling (AP [kernel size], Drop out (Dr [dropped percentage]), and Global average pooling (GAP). Meanwhile, DNN part comprises of three fully connected layers (FC) followed by Rectify Linear Unit and Drop out. At the final fully connected layer, Softmax is used to perform probability of 10 categories.

D. Experimental Setting

Similar to experiments with MNIST dataset and MLP based network, the CNN based network is also built on Tensorflow framework, use Cross-entropy for loss function as mentioned in [14], and Adam for optimization.
To evaluate activation functions with the CNN based network architecture and DCASE 2018 Task 1A dataset, we propose to conduct three main experiments. In the first experiment, we use the CNN based network proposed, but remove Batch normalization and Dropout layers. Next, ReLU is replaced by the other activation functions to evaluate. The second experiment keeps the CNN based network proposed unchanged, thus replace ReLU by the other activation functions. For the final experiment, we evaluate whether SELU and GELU can replace the roles of Batch normalization and Dropout layers as these activation functions’ advantages mentioned in [10].

To evaluate SELU, we remove the Batch normalization layer in the CNN based network. Meanwhile, we remove the Dropout layer in the CNN based network to evaluate GELU.

As results shown in the top part of Table VI without using Batch normalization and Dropout layers, activation functions such as ELU, SELU, GELU and ISRLU help to improve the classification accuracy compared with ReLU. This is similar to experiments’ result over MNIST dataset and MLP based network mentioned in Section VI-D. Again, using activation functions such as ELU, SELU, GELU and ISRLU to deal with vanished gradients issue is confirmed.

As results shown in the middle part of Table VI, when Batch normalization and Dropout layers are used, CNN based network with ReLU outperforms the other activation functions. It is interesting to indicate that Batch normalization and Dropout layers effectively help to improve performance, thus reduce the effect of vanish gradient from using ReLU.

Looking at the bottom part in Table VI, it can be seen that SELU and GELU cannot replace the roles of Batch normalization and Dropout layers within the experiment mentioned (CNN based network over DCASE 2018 Task 1A). Compare with DCASE 2018 Task 1A baseline [15], our best result of 63.9% improves by 4.2%. As this paper focuses on analyzing activation functions rather than competing with systems submitted to DCASE 2018 Task 1A challenge, the proposed model only uses singlespectrogram and compared with the DCASE 2018 Task 1A baseline (Almost submitted systems for this challenge or papers [19], [20], [21] exploring this dataset make use of multiple spectrograms).

IV. CONCLUSION

This paper has presented an analysis of using different activation functions in deep learning networks with respect to supervised learning. By conducting extensive experiments on MLP based network with MNIST dataset and CNN based network with DCASE 2018 Task 1A dataset, the roles of activation functions are confirmed, thus further evaluated over the specific application of Acoustic Scene Classification. The experiments indicate that although ReLU, ELU, SELU, GELU and ISRLU can help to prevent vanished gradients or/and dead state issue, these activation functions should combine with other statistic layers such as Batch normalization or Dropout to further improve the ASC system performance.
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