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Abstract: Two main topics are presented in this work which enable more efficient use of oil condition monitoring systems based on resonant fluid sensing. A new fluid model for a recently introduced compact measurement unit for oil condition monitoring based on simultaneous measurement of viscosity and density is discussed. It is shown that a new fluid model allows achieving higher accuracies, which is demonstrated by comparison to earlier models. The second topic deals with measuring fluid parameters over varying temperatures and thus providing additional monitoring parameters and enhanced data consistency. We propose an alternative representation of the Vogel model using transformed parameters having a clear physical meaning and which are more stable in presence of measurement noise.

Keywords: Maintenance, viscosity, density, temperature coefficient, sensor system.

1 Introduction

This article extends the two conference contributions [1, 2], which showed a convenient new representation of the viscosity-temperature dependence of fluids and a model relating resonance characteristics of resonators immersed in fluids. Further insights and results are presented alongside a detailed discussion of the role of lubricant viscosity in maintenance.

To reduce maintenance costs as well as the risk of unplanned downtimes, the industry gradually adopts online condition monitoring (OCM) methods combined with predictive or proactive maintenance approaches. Enabled by the increasing level of automation, plenty of data can be made available to maintenance personnel and condition monitoring algorithms, and sophisticated methods can be implemented to assist in the planning of maintenance actions. With the implementation of such data-based decision methods, the reliability and precision of the collected data have a significant impact on the effectiveness of the maintenance actions triggered. Furthermore, the sooner a problem can be identified, the easier and cheaper the appropriate maintenance action will be. So in many cases, the benefit of a sensor increases over proportionately with its accuracy and long-term stability.

As is outlined in Gulati and Smith [3], reliability-centered maintenance (RCM) provides a structured framework for analyzing the function and potential failures of assets. RCM utilizes various maintenance optimizing strategies including condition-based (CBM) and preventive (PM) maintenance, but also run-to-failure (RTF), for instance. In RCM, the potential-failure, or P-F, curve shown in Fig. 1, is considered one the most important tools. It shows the asset condition over time. The most crucial part of the chart is the so-called P-F interval (also known as the lead time to failure), which represents the time between the detection of a potential failure and functional failure. The length of the interval and therefore the
The prominent P-F curve is an important tool in maintenance for developing strategies in the framework of reliability-centered maintenance (RCM). Oil analysis is suitable for early detection of potential failure states (P) and thus enables the establishment of an economic maintenance plan in order to avoid functional failure (F).

The time to react is determined by the technology used to detect a failure and the frequency of inspection. According to [4] and [5], oil analysis is capable to detect a potential failure state early. Mobley [6, p. 203] notes, that traditional sampled oil analysis has become an important aid to preventive PM. The typically performed tests include viscosity, contamination, fuel dilution, solids content, fuel soot, oxidation, nitration, total acid number (TAN), total base number (TBN), particle count, and spectrographic analysis. Among the analyzed properties viscosity is denoted as one of the most important properties of lubricating oils. [3, p. 223] defines the role of viscosity in more detail as follows:

"...It is also often referred to as the structural strength of liquid. Viscosity is critical to oil film control and is a key indicator of condition related to the oil and the machine."

Figure 2 compares aspects of online sensors for oil analysis and traditional laboratory analysis. Generally, online sensors cannot be considered miniaturized laboratory instruments, but instead, face much harsher conditions than in a controlled laboratory setting. These include, that the online sensor systems cannot be cleaned before each measurement, cannot be calibrated each day, have to withstand temperature cycles and sometimes high hydraulic pressures. Online sensors however can only capture a limited amount of oil properties. To meet the prize expectations of customers, it is required to focus on the measurement of few, but most meaningful quantities while providing a high ruggedness of the system at the same time.

1.1 Monitoring system

The fluidFOX shown in Fig. 3a is a novel fully automated online condition monitoring system for hydraulic fluids and lubricating oils [7]. By using a vibrating sensor element, viscosity and density can be measured simultaneously. As there are no rotating parts, no bearings or shaft seals are required. This enhances robustness and measurement accuracy particularly at low viscosities and allows pressure-resistant designs that can withstand high hydraulic pressures [8]. The low volume measurement cell allows the desired temperature setpoints to be reached quickly [9].

The temperature-controlled measurement cell within the system houses the vibrating quartz tuning fork sensor (QTF), a Pt100 temperature sensor, and a capacitive relative-humidity sensor as shown in Fig. 3. From the fluid-induced resonance changes of the QTF, the viscosity and

---

1 I. e., also gases can be measured, but which is not further discussed here.
Figure 2: Oil condition monitoring using online sensors versus laboratory analysis. Online sensors face several design challenges.

Figure 3: a) Online condition monitoring system "fluidFOX" and its internal components shown in b).

density of the fluid are determined [10, 11]. As viscosity shows significant temperature dependence, it must be measured at well-defined temperatures. Therefore, a precise thermoelectric temperature controller is implemented which can be used to cycle temperature and to determine additional characteristic fluid parameters. These comprise the temperature coefficient of the density but also various viscosity-temperature indices such as the VTC, the VI, or the m-value [12]. Although not discussed in this publication, the system also provides the electrical fluid parameters and the relative humidity, which, if measured over temperature, yields a multi-parameter characterization of the fluid under test [8].

2 Theory of operation

The resonance characteristics of vibrating structure immersed in liquid change due to inertial and dissipative effects, which are associated with the fluid density and the viscosity. From changes of resonance frequency and quality factor, fluid viscosity and density can be calculated, given a fluid model is established. Fig. 4a shows the quartz tuning fork (QTF) sensor and Fig. 4b the resonance curves for relevant technical fluids (b). The resonance frequency and the Q-factor shown in Fig. 4c were estimated from these spectral data. The fluid model relates these quantities to density and kinematic viscosity ($\nu$). As also the density is determined, the dynamic viscosity ($\eta$) can be obtained by $\eta = \nu \rho_f$.

Figure 5a shows an intuitive illustration of the measurement principle, that although it may appear different in nature, captures the main features of the fluid-loaded vibrating tuning fork sensor. A heavy sphere of radius $R$ and mass $m$ attached to a rigidly mounted spring with constant $k$ and some (unwanted) damping $d$ vibrates with angular frequency $\omega$ in a fluid of density $\rho_f$ and dynamic viscosity $\eta$. As the sphere moves up and down, fluid mass is pe-
Figure 4: a) Actual QTF with fluid displacement profile. b) Frequency resonance of magnitude for various fluids. c) The resonance parameters are estimated from the frequency responses. d) The estimated fluid density and viscosity.

Figure 5: a) A vibrating sphere on a spring as an instructive example for a resonant fluid sensor. b) The velocity profile in direction of motion at the top of the sphere shows a dominant moved mass regime. c) The velocity profile perpendicular to the motion indicates a dominant shear flow regime.

Periodically displaced and the oscillation is damped by the fluid viscosity \( \eta \). As the fluid sticks to the surface of the sphere (i.e., the no-slip condition), a certain amount of fluid is dragged due to viscous effects too, increasing the moved mass for higher viscosities. Figure 5b, c show the fluid particle velocities along the \( x \) and \( y \) axes at the positions indicated in a). The figures show areas with dominant mass displacement (b) and shear stress (c), respectively. The characteristic dimensionless quantity relevant for the problem is the ratio \( \frac{\delta}{R} \), where higher values correspond to higher kinematic viscosity \( \nu \). The meaning of this quantity is discussed in more detail later. For the time being, the plots can be interpreted such that higher viscosities are associated with moderately increased mass (see b), but with strongly altered shear displacements (see c). Higher viscosities generally cause increased fluid damping, as long as the shear waves do not strongly interact with fluid container walls.

Fluid forces \( F_I \) acting on the structure damp the driven oscillation with damping \( d_i \) and cause a shift in oscillation frequency due to dragged mass \( m_i \). The equation of the spring-mass-damper system and the equation for the fluid force \( F_I \) acting on a vibrating body are therefore

\[
F(t) = m\ddot{x}(t) + d\dot{x}(t) + kx(t) + F_I(t)
\]

with

\[
F_I(t) = m_i\ddot{x}(t) + d_i\dot{x}(t).
\]

The two resonance parameters characterizing the vibration are the resonance frequency \( f_r \) and the quality factor \( Q \), for which the following definitions are used:

\[
f_r = \frac{1}{2\pi} \sqrt{\frac{k}{m + m_i}} \quad \text{and} \quad Q = \frac{\sqrt{k(m + m_i)}}{d_i}.
\]

According to [13], the fluid force acting on a harmonically oscillating sphere in unbounded fluid in the Fourier do-
main (i.e., using \(d(\cdot)/dt \rightarrow j\omega \cdot (\cdot)\)) is given by
\[
\tilde{F}_4(\omega) = -a^2 \rho_l \frac{4 R^2 \pi}{3} \left( \frac{9 \delta}{4 R} - \frac{9 (\delta/2)^2}{4 R} \right) x(\omega)
\]
with \(\delta = \sqrt{\frac{2\eta}{\rho_l \omega}}\). (3)

Underlined quantities are complex-valued, and hat symbols indicate complex amplitudes. The dimensionless hydrodynamic function \(\Gamma\) represents a complex-valued polynomial in \(\delta/R\) of second order. Closed-form expressions for the fluid force are only available for some very simple geometries including spheres, cylinders, or blades. E.g., the expression for vibrating cylinders [14] involves a complicated dependence of \(\Gamma\) on \(\delta/R\). It can be shown that a power series of the expression truncated to order of two yields the same form for resonance frequency and \(Q\)-factor as for the sphere, but with different coefficients. A model motivated by these findings was derived by [15] using six adjustable parameters \((c_1 \ldots c_6)\)
\[
f_t = \left( c_1 + c_2 \rho_l + c_3 \sqrt{\eta/|f_t|} \right)^{-1/2} \quad \text{and} \quad Q = \left( c_4 + c_5 \eta + c_6 \sqrt{\rho_l \eta |f_t|} \right)^{-1}.
\]
(4)

### 2.1 An extended fluid model

Models derived using the same line or arguments have been reported by different groups [16, 17, 18] yielding different representations with a different number of constants. Although these models have successfully been used for a host of fluid sensors including tuning fork sensors, the user must be aware of the underlying truncation that limits the measurement range for which the approximation is accurate enough. Using a higher order of approximation is the proposed solution to extend the overall measurement accuracy and the measurement range. However, extending the model in (4) is not straight-forward in practice, as it requires adaptions of the parameter calibration process and model inversion (i.e., calculating \(\eta\) and \(\rho_l\) from \(f_t\) and \(Q\)). Based on the findings in [19] the polynomial model using complex-valued coefficients \(a_n\) is proposed as follows:
\[
G(f_t, Q) = \rho_l \sum_{n=0}^{N} a_n \zeta^n \quad \text{with} \quad \zeta = \sqrt{\eta/f_t}.
\]
(5)

\(G\) is a complex-valued function of the measured resonance parameters \(f_t\) and \(Q\), only. Motivated by dimensional analysis, it is found in [19], that this form is suitable representation for any vibrating structure in simple Newtonian fluids in rigid housing. Even for strong fluid interactions with the (rigid) container walls (see Fig. 5), the form is applicable, but the polynomial degree needed, may be larger. The polynomial coefficients \(a_n\) are adjusted for an actual sensor setup by reference measurements using test fluids that cover the desired measurement range. Solving (5) is numerically straight-forward for any polynomial degree \(N\). Finding the correct root \(\zeta\) among the \(N\) possible roots, poses no difficulty for a well designed sensor which features a one-to-one relation between \(|f_t|, Q\) and \(\rho_l, \eta\) in the desired measurement range. This corresponds to a mono-tonic polynomial in (5) with only one real root in the calibration range. It is emphasized that the polynomial can only be applied in the calibration range (i.e., by interpolation). According to Descartes’ rule of signs, there may be spurious real-valued roots outside the calibration range. Convergence to spurious roots is difficult to avoid by using the common Newton method, for instance. Despite their slower convergence rate, it is suggested to use bracketing methods for which convergence to the correct root can be assured. When using root finding methods that yield all roots at once, such as Aberth’s method [20, 21], the correct root is the (most) real-valued root within the calibration range. A comparison to the state-of-the-art models reported in [15, 18, 17] is shown in Fig. 6. The alternative models can be transformed into the model in (5) for \(N = 2\). The here reported model is therefore a higher order extension to the previous models. By using the new model, the parameter estimation \((a_n)\) and the calculation of fluid parameters from measured resonance parameters remains straight-forward for any order \(N\), while extension of the alternative models in a similar fashion is not obvious. The benefit of the new model is the flexibility to adjust the degree of approximation to any higher order, i.e., to enhance the measurement range and accuracy of interpolation.

### 3 Temperature models

First empirical viscosity-temperature models were already compared in [22] in 1897, where the earliest mentioned model dates back to 1843 and was introduced by Poiseuille [23] reading
\[
\eta = \frac{C}{1 + aT + bT^2}.
\]
(6)

This and other early models could only be applied in a small temperature range. The situation was improved with the discovery the exponential temperature dependence of physical and chemical processes by Arrhenius [24] in 1889
which resulted in a more accurate two-parameter model, where \( T \) denotes the absolute temperature

\[
\eta = A \exp \left( \frac{B}{T} \right). \tag{7}
\]

The myriad of subsequently introduced models are in many cases empirical extensions of the Arrhenius model using more parameters for better agreement, use other exponential bases, or are simply different representations of another model (see e.g. \[25\]). Particularly with condition monitoring, however, it is also necessary that the parameters have a clear physical meaning. As the number of model parameters increases, it becomes more and more difficult to interpret the individual parameters. It is therefore important to use the model with the fewest parameters while ensuring accuracy for the examined fluid class and lowest covariance of parameters. The latter aspect deserves particular attention as inevitable measurement errors on viscosity result in noise on the estimated model parameters. For example, the Arrhenius model, extended by parameter \( C \)

\[
\eta = A \exp(B/T + C) \tag{8}
\]

has infinitely many pairs of opposing \( A \) and \( C \) for the same \( \eta \). The model approximates the viscosity-temperature curve exactly as well as the Arrhenius model. However, if, e.g., parameter \( A \) is used for condition monitoring, changes are artifacts, having no diagnostic value. Related, but less obvious problems occur if the considered temperature range is too small. E.g., if \( B/T \) in the Arrhenius model is close to constant, it behaves similar to \( C \) in (8), introducing larger covariance between \( A \) and \( B \) in case of measurement noise. The German industrial norm DIN 53017 \[26\] shows three models that are used for approximating the viscosity-temperature characteristics:

\[
\eta = A \exp \left( \frac{B}{T + C} \right) \quad \text{... Vogel,} \tag{9}
\]

\[
\ln(\eta) = a - b \ln(1 - c/T) \quad \text{... Sturm,} \tag{10}
\]

\[
\log(\eta + c) = K_v - m \log(T) \quad \text{... Ubbelohde-Walther.} \tag{11}
\]

Here, \( \ln() \) denotes the natural and \( \log() \) the base-10 logarithm, respectively. Fig. 7 shows 5 different technical fluids, an engine oil 5W30, the hydraulic oil HLP46, the heat carrier fluid Marlotherm SH, the gear oil 80W90 and the viscosity standard fluid S200 from the Cannon instrument company consisting of 1-decene, homopolymer, hydrogenated. The measured temperature characteristics are approximated with the Arrhenius \[24\], the Vogel \[27\], the Sturm \[28\], and the Ubbelohde-Walther \[29\] model, where for the last model the results were converted to the dynamic viscosity using the values of the known mass-densities. The measurement values were recorded within 0 °C and 80 °C with a 2 °C interval. All data points were considered for the determination of the model parameters using least-squares optimization. Table 1 lists the average deviation in mPas for each fluid and model. Among the models, the Vogel model shows the best overall agreement for the considered fluids, but their parameters are difficult to interpret. We propose an alternative representation of the Vogel model

\[
\eta(\theta) = \eta_0 \exp \left( -U_0 \frac{(\theta - \theta_0)(\theta_0 + C)}{C + \theta} \right) \tag{12}
\]

where \( \eta_0 \) is the viscosity at reference temperature \( \theta_0 \) and \( U_0 \) is the negative temperature coefficient

\[
U_0 = -\frac{1}{\eta} \frac{d\eta}{d\theta} \bigg|_{\theta=\theta_0} \tag{13}
\]

as defined in \[26\] and shown in Fig. 7b by the tangents at \( \theta_0 = 60 \) °C. The correspondence to the \( A \) and \( B \) parameters of the original Vogel model is given by

\[
\eta_0 = A \exp \left( \frac{B}{\theta_0 + C} \right) \quad \text{and} \quad U_0 = \frac{B}{(\theta_0 + C)^2} \tag{14}
\]
with parameter $C$ remaining unchanged. The determination of the $A$, $B$, $C$ parameters of the Vogel model employing basic algebraic manipulation using three temperature points is shown in DIN 53017 along with a rule for the spacing of the temperature points depending on the measurement uncertainty of the viscosimeter. In the Appendix, we propose a least-squares regression for the parameters when $N > 3$ temperature measurements are available. As will be shown in the results section, the covariance of the $\eta_0$, $U_0$, and $C$ parameters is smaller than for $A$, $B$, and $C$, which make them more reliable monitoring parameters.

### 4 Results

Figure 8 shows the schematic and the photograph of the measurement system attached to a permanently operating oil circuit. The fluidFOX instrument samples the fluid by means of magnetic valved and conditions the fluid sample to the temperature setpoints 20, 40, 60, and 80 °C. Figure 9 shows the raw data readings for temperature and viscosity for three exemplary cycles, with a duration of each cycle of approximately 23 minutes. Figure 10a shows the dynamic viscosity at 40 °C recorded throughout 6.5 months. On the 8th of December and on the 1st of January, water (approximately 2–5%) suddenly leaked into the fluid circuit where it formed an emulsion indicated by turbidity visible to the naked eye and accompanied by a temporal increase in viscosity. The first water break-in is shown in b) in more detail where the viscosities for the four temperature setpoints normalized to the respective value before water break-in are depicted. The increase reduced gradually close to the initial value within two days as the water was separated. The temporal spreading of the curves suggests that a change in temperature coefficient has occurred. This is reflected in the calculated negative temperature coefficient $U_0$ and in the temperature offset parameter $C$ in Fig. 11.

The benefit of using the transformed parameters for condition monitoring is demonstrated by analyzing how measurement noise affects the estimated parameters $A$, $B$ and $C$ of the Vogel model and $\eta_0$, $U_0$, and $C$ of the proposed transformed Vogel model. The segment of data where only little changes were observed (indicated by the rectangular box in Fig 10a) was used. Figure 12 shows the scatterplots for the relative changes of the estimated parameters for the transformed model (a) and the original Vogel model (b).
Figure 8: Schematic and image of the condition monitoring setup in the metering cabinet.

Figure 9: Exemplary temperature cycles (a) and the associated dynamic viscosity (b) measured by the condition monitoring system. The setpoints are 20, 40, 60, and 80 °C. One full cycle is obtained within approximately 23 minutes.

Figure 10: Viscosity changes during the experiment. Sudden water contaminations occurred on the 8th of December and the 1st of January. Temporary increase of viscosity due to water penetration at various temperature setpoints. The values are normalized to the value before water penetration.

Ideally, the axes of the ellipses formed by the points coincide with the main axes as is nearly the case for the transformed model. The thin tilted point ellipses for the $A$, $B$ and $C$ parameters of the original Vogel model in b) reveal clear cross-correlations. The $A$ and $B$ parameters counteract, making them less suitable for condition monitoring as they are noisier or their changes may even be artificial. It is pointed out, that these correlations can also be calculated...
from the models directly by means of covariance matrices employing fundamental estimation theory [30, 31], which however is not further considered here.

5 Conclusions

An extended model for the fluid-to-resonance relation has been demonstrated, enabling increased accuracy and measurement range for a recently introduced novel resonant sensor system for oil condition monitoring. These benefits were substantiated by comparison to alternative models. Furthermore, extended fluid monitoring capabilities determining the temperature characteristic of the fluid viscosity were investigated. We identified the Vogel relation as a suitable viscosity-temperature model for a group of technically relevant fluids requiring a minimum of parameters, which however have no clear physical mean-
proposed transformation not only makes an interpretation clearer but reduces also the covariance of the parameters. The temperature parameters were shown for a long-term experiment in a hydraulic rail where sudden water leakage faults could be clearly and immediately be resolved by the system. Such transient events may not be recognized by coarse bottle sampling.

**Funding:** This research was partly supported by Linz Center of Mechatronics (LCM) in the framework of the Austrian COMET-K2 programme.

**Appendix**

We propose a transformation of (9) introducing two parameters $\alpha$ and $\beta$

$$\frac{\vartheta - \vartheta_1}{\ln(\eta_1) - \ln(\eta)} = \alpha + (\vartheta - \vartheta_1)\beta. \quad (15)$$

Here $\vartheta_1$ is an arbitrary temperature and $\eta_1$ the associated viscosity. Given $N$ measurements at the respective temperatures $\vartheta_1, \ldots, \vartheta_N$ and the associated viscosities $\eta_1, \ldots, \eta_N$, a linear equation system can be established

$$\begin{bmatrix}
(\vartheta_1 - \vartheta_1)/(\ln(\eta_1) - \ln(\eta_1)) \\
(\vartheta_2 - \vartheta_1)/(\ln(\eta_1) - \ln(\eta_1)) \\
\vdots \\
(\vartheta_N - \vartheta_1)/(\ln(\eta_1) - \ln(\eta_N))
\end{bmatrix} = 
\begin{bmatrix}
1 & \vartheta_1 - \vartheta_1 \\
1 & \vartheta_2 - \vartheta_1 \\
\vdots & \vdots \\
1 & \vartheta_N - \vartheta_1
\end{bmatrix}
\begin{bmatrix}
\alpha \\
\beta
\end{bmatrix} \cdot \Theta. \quad (16)$$

If $\vartheta_0$ is within the set of measured temperatures, the respective line can be canceled from the equation system to avoid 1/0 division. (It can be shown that the limit of the respective $x$-value converges to $\alpha$.) The parameter vector $\Theta$ is estimated by least-squares regression, and the estimates are indicated by the hat symbol

$$\hat{\Theta} = (H^T \cdot H)^{-1} \cdot H^T \cdot x \quad (17)$$

Finally, estimates for $B$ and $C$ are obtained by applying the manipulations

$$B = \frac{\alpha}{\beta} \hat{\beta} \quad \text{and} \quad C = \frac{\alpha}{\beta} - \vartheta_1. \quad (18)$$

By comparing the result to (14), it is found that $1/\alpha$ equals the temperature coefficient $U$ at $\vartheta_1$, such that if $\vartheta_1 = \vartheta_0$ is chosen, $U_0$ is directly obtained by the regression. A least-squares regression for $A$ is e. g., obtained by using (16) with $x = \eta$ and

$$H = \begin{bmatrix}
\exp(B/(\vartheta_1 + \vartheta_1)) \\
\vdots \\
\exp(B/(\vartheta_N + \vartheta_1))
\end{bmatrix}. \quad (19)$$
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