AN INTRINSIC HARNACK INEQUALITY FOR SOME NON-HOMOGENEOUS PARABOLIC EQUATIONS IN NON-DIVERGENCE FORM
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Abstract. In this paper, we establish a scale invariant Harnack inequality for some inhomogeneous parabolic equations in a suitable intrinsic geometry dictated by the nonlinearity. The class of equations that we consider correspond to the parabolic counterpart of the equations studied by Julin in [10] where a generalized Harnack inequality was obtained which quantifies the strong maximum principle. Our version of parabolic Harnack (see Theorem 1.2) when restricted to the elliptic case is however quite different from that in [10]. The key new feature of this work is an appropriate modification of the stack of cubes covering argument which is tailored for the nonlinearity that we consider.
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1. INTRODUCTION AND THE STATEMENT OF THE MAIN RESULT

In this paper we consider parabolic equations of the type

\[ F(D^2u, Du, x, t) - u_t = 0, \]  

(1.1)
where $F$ is assumed to be uniformly elliptic in the Hessian and has a certain nonlinear growth in the gradient variable. More precisely, we assume that there exist constants $0 < \lambda \leq \Lambda$ such that

$$\lambda \text{Tr}(N) \leq F(M + N, p, x, t) - F(M, p, x, t) \leq \Lambda \text{Tr}(N)$$

$\forall N \geq 0$ and for every $(p, x, t) \in \mathbb{R}^n \times Q_2$. We furthermore assume that $F$ has the following growth dependence in the gradient variable,

$$|F(0, p, x, t)| \leq \phi(|p|)$$

for every $(p, x, t) \in \mathbb{R}^n \times Q_2$ and where $\phi : [0, \infty) \to [0, \infty)$ is of the form $\phi(t) = \eta(t)t$ and satisfies the following conditions analogous to that in [10]:

(P1) $\phi : [0, \infty) \to [0, \infty)$ is increasing, locally Lipschitz continuous in $(0, \infty)$ and $\phi(t) \geq t$ for every $t \geq 0$. Moreover, $\eta : [0, \infty) \to [1, \infty)$ is nonincreasing on $(0, 1)$ and nondecreasing on $[1, \infty]$;

(P2) $\eta$ satisfies

$$\lim_{t \to \infty} \frac{t\eta'(t)}{\eta(t) \log(\eta(t))} = 0;$$

(P3) There is a constant $\Lambda_0$ such that

$$\eta(st) \leq \Lambda_0 \eta(s)\eta(t);$$

for every $s, t \in (0, \infty)$.

Following the ideas of Caffarelli [2], we will replace the equation (1.1) by two extremal inequalities which takes into account the ellipticity assumption and the growth condition on the drift term. In other words, we assume that $u \in C(Q_2)$ is a viscosity supersolution of

$$P^-(D^2u) - u_t \leq \phi(|Du|)$$

and a viscosity subsolution of

$$P^+(D^2u) - u_t \geq -\phi(|Du|),$$

where $P^\pm$ correspond to the extremal Pucci operators as defined in (2.2). We refer to Section 2 for the precise notion of viscosity sub/supersolutions.

Before proceeding further, we make the following discursive remark.

**Remark 1.1.** Throughout this paper, by a universal constant, we refer to a constant $C$ which depends only on the ellipticity constants, the nonlinearity $\phi$ and the dimension $n$. 
Statement of the main result. We now state the main result of the paper which is regarding the validity of a parabolic Harnack type inequality for solutions to (1.1) in a suitable intrinsic geometry corresponding to the nonlinearity.

Theorem 1.2. Let $u \in C(Q_2)$ be a positive viscosity supersolution of (1.3) and viscosity subsolution of (1.4). There is a universal constant $C > 0$ such that

$$
sup_A u(a_0x, a_0^2t) \leq Cu(0, 0) \quad \text{for} \quad a_0 = \frac{u(0, 0)}{C(\phi(u(0, 0)) + u(0, 0))},$$

where $A = \{(x,t) : |x|_{\infty} \leq \frac{cn}{2}, -1 + \frac{cn^2}{4} \leq t \leq -1 + \frac{cn^2}{2}\}$. Here $c_n$ depends only on $n$.

Remark 1.3. Theorem 1.2 roughly ensures that in a cube of size $a_0 \sim \frac{u(0, 0)}{\phi(u(0, 0)) + u(0, 0)}$, the parabolic Harnack inequality holds. It is to be noted that when $\phi(t) \equiv t$, we have that $a_0 \approx 1$ and consequently (1.5) reduces to the scale invariant Krylov-Safonov type parabolic Harnack inequality as in [11]. We would also like to mention that in view of a counterexample in [10], the standard Harnack inequality doesn’t hold for solutions to (1.1).

Remark 1.4. In section 2, we provide an explicit example of a function satisfying the extremal inequalities in (1.3)-(1.4) above which vanishes in finite time. Such an example would thus demonstrate that the time lag in the Harnack inequality for positive solutions to (1.3)-(1.4) has to depend on the solution in general.

Now in order to provide a proper perspective to our work, we mention that in the time independent case, Julin in [10] showed that nonnegative viscosity solutions to

$$
\begin{align*}
P^-(D^2u) &\leq \phi(|Du|) \\
P^+(D^2u) &\geq -\phi(|Du|),
\end{align*}
$$

in $B_2$ satisfy the following generalized Harnack inequality,

$$
\int_{\inf B_1}^{\sup B_1} \frac{u}{\phi(t) + t} \leq C.
$$

Such a Harnack inequality as in (1.7) above quantifies the strong maximum principle. Moreover as mentioned above, a counterexample in [10] shows that the standard Harnack inequality cannot hold in this setting. The proof of the Harnack inequality in [10] involves a fairly delicate adaptation of the Vitali type covering argument which utilizes the slow growth assumption on $\eta$ in a very crucial way. It is to be noted that the classical proof of the Krylov-Safonov type weak Harnack estimate as in [2] for elliptic equations and [15] for the parabolic equations is based on a basic measure estimate.
which uses the Alexandrov-Bakeman-Pucci (ABP) type maximum principle following which an iterative argument is set up on the super level sets of supersolutions using the Calderon-Zygmund decomposition. In the parabolic case, an additional “stack of cubes” covering argument is required which takes into account the time lag between the measure and the pointwise information in the basic measure estimate. The switch from the Calderon-Zygmund type decomposition to the more elementary Vitali argument is relatively well known in the elliptic setting (see for instance [8], [14]). However in the parabolic case, because of such a time lag in the measure estimate, adapting the Vitali type covering which takes into account the parabolic geometry appears like a serious obstruction. Thus it is not clear to us as to whether the methods in [10] can be generalized to the parabolic case in order to obtain an analogous parabolic Harnack inequality as (1.7) above. Therefore in this present work, we obtain a new intrinsic framework where a parabolic Harnack inequality can be established for (1.1). Moreover in the course of the proof, we also show that in such a framework, the weak Harnack estimate for positive supersolutions also remains valid. This makes our work somewhat different from [10] where instead a conditional weak Harnack estimate is proven (see Lemma 4.8 in [10]) which however is optimal in the extrinsic Euclidean geometry and suffices for the Harnack estimate (1.7).

We proceed as in the classical case as in [15], but similar to that in [10], the difficulty arises because of the fact that if $u$ solves (1.3) and $M > 0$, then

$$v(x, t) = \frac{u(x, t)}{M}$$

is a solution of

$$P^- (D^2 u) - u_t \leq \Lambda_0 \eta(M) \phi(|Du|),$$

and thus the growth of the nonlinearity gets altered. However after further rescaling,

$$v(x, t) = u(rx, r^2t)$$

we observe that $v$ solves

$$P^- (D^2 v) - v_t \leq \Lambda_0 r \eta(1/r) \phi(|Dv|).$$

At this point, by noting that $r \eta(1/r) \to 0$ as $r \to 0$, we obtain that in a small enough region dictated by the nonlinearity, the growth conditions on the nonlinear term remains comparable to the initial assumptions and thus one can normalize and use the equation in such a region.

Subsequently, the basic measure estimate is obtained via the ABP type comparison principle which relies on a somewhat subtle computation of an appropriate barrier function (see the proof...
of Lemma 3.1). The $L^\epsilon$-estimate is then obtained by applying the measure estimate repeatedly on appropriate normalized solutions using a delicate stack of cubes covering argument. Over here, we would like to emphasize that the stack of cubes defined in [15] (see also [9]) doesn’t work in our inhomogeneous situation. Therefore, we define a different stack of cubes which is tailor-made for our nonlinearity. This constitutes the key novelty of this work. Moreover, in our entire analysis, the precise growing nature of $\eta$ crucially comes into play at various steps. Following the $L^\epsilon$-estimate, the subsolution estimate is then obtained by adapting the ideas in [10] to our parabolic situation. We refer to the subsequent work [1] where a related boundary Harnack inequality in $C^{1,1}$ domains has been established for such inhomogeneous elliptic equations.

In closing, we would like to mention that various types of intrinsic Harnack inequalities for divergence form parabolic equations modelled on

$$\text{div}(|Du|^{p-2}Du) = u_t,$$

have been obtained in a series of fundamental works by DiBenedetto, Gianazza and Vespri (see [5, 6, 7]) which in part has also inspired our present work. See also [12] where an intrinsic weak Harnack inequality has been obtained for such equations. It remains to be seen whether our techniques can be extended to such structures. We also refer to a recent interesting work [13] where intrinsic Harnack inequality for

$$|Du|^\gamma \Delta_p u = u_t, \ \gamma > 1 - p,$$

has been established by comparison with explicit Barenblatt solutions which in turn is inspired by an approach of DiBenedetto for the parabolic $p$-Laplacian. (see [4]).

We would also like to mention some other works [8, 14, 16] which introduces new techniques for proving regularity estimates for nondivergence form elliptic and parabolic equations. These works study equations which are homogeneous but which fail to be uniformly elliptic. The key idea is to bypass the classical ABP estimate by directly touching the solution from below by paraboloids (or by other suitable functions).

The paper is organized as follows. In Section 2, we introduce some basic notations and notions and gather some preliminary results. In Section 3, we prove our main result. Finally in the appendix, we provide proofs of Lemma 3.1 and Lemma 3.2 which involves a somewhat delicate and long computation.
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2. Notations and Preliminaries

A point in space time will be denoted by \((x, t)\) where \((x, t) \in \mathbb{R}^n \times \mathbb{R}\). We will denote a point in space by \(x, y\) etc.. We will use 0 for both origin of \(\mathbb{R}^n\) and real number. We will denote Euclidean norm of \(x\) in \(\mathbb{R}^n\) by \(|x|\). \(Df\) and \(D_{x,t}f\) will denote the gradient of \(f\) in \(x\) variable and gradient of \(f\) in \(x\) and \(t\) both variables respectively. \(f_t\) will denote partial derivative of \(f\) with respect to \(t\). \(D^2f\) will represent the Hessian matrix of \(f\) with respect to \(x\). For a given set \(A\), \(|A|\) will denote the Lebesgue measure of \(A\).

A cube of radius \(\rho\) and center \((x_0, t_0)\) is defined as following

\[Q_\rho(x_0, t_0) = \{x \in \mathbb{R}^n : |x - x_0| < \rho\} \times (t_0 - \rho^2, t_0),\]

where \(|x|_\infty = \max\{|x_1|, |x_2|, ..., |x_n|\}\).

We define

\[Q_\rho(x_0, t_0) := \{(x, t) : |x - x_0|_\infty < 3\rho, t_0 < t < t_0 + 9\rho^2\}.\]

We denote \(Q_\rho(0, 0)\) by \(Q_\rho\) and \(Q_\rho(0, 0)\) by \(Q_\rho\).

For \((\Omega \times (t_1, t_2)) \subset \mathbb{R}^n \times \mathbb{R}\), \(\partial_p(\Omega \times (t_1, t_2))\) will denote the parabolic boundary of \(\Omega \times (t_1, t_2)\) and defined as:

\[\partial_p(\Omega \times (t_1, t_2)) = \Omega \times \{t_1\} \cup \partial\Omega \times [t_1, t_2].\]

Let \(S\) be the space of real \(n \times n\) symmetric matrices. We recall the definition of Pucci’s extremal operators (for more detail see [3]). For \(M \in S\), Pucci’s extremal operators with ellipticity constant \(0 < \lambda \leq \Lambda\) are defined as

\[P^-(M, \lambda, \Lambda) = P^-(M) = \lambda \sum_{e_i > 0} e_i + \Lambda \sum_{e_i < 0} e_i.\]
\[ P^+(M, \lambda, \Lambda) = P^+(M) = \Lambda \sum_{e_i > 0} e_i + \lambda \sum_{e_i < 0} e_i, \]

where \( e_i \)'s are the eigenvalues of \( M \).

We recall the definition of a viscosity supersolution of (1.3) a viscosity subsolution of (1.4).

**Definition 2.1.** A function \( u : Q_\rho \to \mathbb{R} \) is a viscosity supersolution of (1.3) in \( Q_\rho \) if it is continuous and the following holds: if \((x_0, t_0) \in Q_\rho \) and \( \varphi \in C^2(Q_\rho) \) is such that \( \varphi \leq u \) and \( \varphi(x_0, t_0) = u(x_0, t_0) \) then

\[ P^-(D^2 \varphi(x_0, t_0)) - \varphi_t(x_0, t_0) \leq \phi(|D\varphi(x_0, t_0)|). \]

**Definition 2.2.** A function \( u : Q_\rho \to \mathbb{R} \) is a viscosity subsolution of (1.4) in \( Q_\rho \) if it is continuous and the following holds: if \((x_0, t_0) \in Q_\rho \) and \( \varphi \in C^2(Q_\rho) \) is such that \( \varphi \geq u \) and \( \varphi(x_0, t_0) = u(x_0, t_0) \) then

\[ P^+(D^2 \varphi(x_0, t_0)) - \varphi_t(x_0, t_0) \geq -\phi(|D\varphi(x_0, t_0)|). \]

We will state some more properties of \( \eta \). See Proposition 2.3 in [10].

**Lemma 2.3.** Let \( \eta \) satisfy the conditions \((P1) - (P3)\). Then the following hold:

(i) For every \( c > 0 \), we have

\[ \lim_{t \to \infty} \frac{\eta(ct)}{\eta(t)} = 1. \]

(ii) For every \( \gamma > 0 \), we have

\[ \lim_{t \to \infty} \frac{\eta(t)}{t^\gamma} = 0. \]

(iii) There is a constant \( \Lambda_1 \) such that for every \( t > 0 \) it holds that

\[ \eta(\eta(t)t) \leq \Lambda_1 \eta(t). \]

(iv) There is a constant \( \Lambda_2 \) such that for every \( t > 0 \) and \( 0 < r < s \) it holds that

\[ r \eta(t/r) \leq \Lambda_2 s \eta(t/s). \]

Since the equation (1.3) is not scaling invariant, we need the following lemma. Proof is same as in the elliptic case, see Lemma 4.4 in [10].

**Lemma 2.4.** Let \( u \in C(Q_2) \) be a viscosity supersolution of (1.3) in \( Q_2 \). There exists a universal constant \( L_2 \) such that if \( A \in (0, \infty) \) then for every \( r \leq r_A \), where

\[ r_A = \frac{A}{L_2(\phi(A) + A)} = \frac{1}{L_2(\eta(A) + 1)} \]
the rescaled function

\[ \tilde{u}(x, t) := \frac{u(rx, r^2t)}{A}, \]

is a supersolution of (1.3) in its domain.

**Definition 2.5. (Monotone envelope of a function).** The monotone envelope of a lower semi-continuous function \( u : Q_\rho(x, t) \to \mathbb{R} \) is the largest function \( v : Q_\rho(x, t) \to \mathbb{R} \) lying below \( u \) which is convex with respect to \( x \) and non-increasing with respect to \( t \). It is denoted by \( \Gamma_u \).

We need the following lemma to prove Lemma 3.2. See Lemma 4.4 in [9].

**Lemma 2.6.** If \( u \) is \( C^{1,1} \) with respect to \( x \) and Lipschitz continuous with respect to \( t \), then the function \( G : \Omega \times (a, b) \to \mathbb{R}^{n+1} \) defined as follows:

\[ Gu(x, t) = G(u)(x, t) = (Du(x, t), u(x, t) - x \cdot Du(x, t)), \]

is Lipschitz continuous in \( (x, t) \) and for a.e \((x, t) \in \Omega \times (a, b), \)

\[ \det D_{x,t}G(u) = u_t \det D^2u. \]

We need the following lemma to prove Lemma 3.2. See Lemma 4.13 in [9].

**Lemma 2.7.** If \( u \in C(Q_1) \) with \( u \geq 0 \) on \( \partial_p(Q_1) \) and \( \sup_{Q_1} u^- = 1 \), then

\[ \left\{ (\xi, h) \in \mathbb{R}^n \times \mathbb{R} : |\xi| \leq 1, -\frac{5}{8} \leq -h \leq \frac{6}{8} \right\} \subset GT_u(Q_1 \cap C_u), \]

where \( C_u = \{ u = \Gamma_u \} \) and \( \Gamma_u \) represents the monotone envelope of \( \min\{u, 0\} \) extended by 0 to \( Q_2 \).

We will now introduce parabolic setting of Calderon-Zygmund decomposition. (See [9])

Consider a cube \( Q \) of the form \((x_0, t_0) + (-s, s)^n \times (0, s^2)\). A dyadic cube \( K \) of \( Q \) is obtained by repeating a finite number of times the following iterative process: \( Q \) is divided into \( 2^{n+2} \) by considering all translations of the form \((0, s)^n \times (0, s^2/4)\) by vectors of the form \((ks, l(s^2/4))\) with \( k \in \mathbb{Z}^n \) and \( l \in \mathbb{Z} \) included in \( Q \). \( \bar{K} \) is called the predecessor of \( K \) if \( K \) is one of the \( 2^{n+2} \) cubes obtained from dividing \( \bar{K} \).

In figure below cube \( ABCD \) is the predecessor of \( K \).
Let $m$ be a natural number. For a dyadic cube $K$ of $Q$, the set $\bar{K}^m$ is obtained by “stacking” $m$ copies of its predecessor $\bar{K}$. More precisely, if $\bar{K}$ is of the form $\Omega \times (a, b)$ then $\bar{K}^m$ is $\Omega \times (b, b + m(b - a))$.

We need the following covering lemma. See Lemma 4.27 in [9].

**Lemma 2.8.** Let $m$ be a natural number. Consider two subsets $A$ and $B$ of a cube $Q$. Assume that $|A| \leq \delta |Q|$ for some $\delta \in (0, 1)$. Assume also the following: for any dyadic cube $K \subset Q$,

$$|K \cap A| > \delta |K| \implies \bar{K}^m \subset B.$$ 

Then $|A| \leq \delta \frac{m+1}{m} |B|$.

As mentioned in the introduction, we now provide an example of a function satisfying (1.3)-(1.4) which vanishes in finite time.

**Example.** Consider for $(x, t) \in Q_2(0, 1),

$$u(x, t) = \begin{cases} 
    e^{1/t}(x + 3) & t < 0 \\
    0 & t \geq 0.
\end{cases}$$

Also let $\phi(s) = 5s(|\ln(s)| + 4)^2$. 

Then for \( t < 0 \),

\[
(2.3) \quad u_{xx} - u_t = \frac{e^{1/t}(x + 3)}{t^2} \geq 0 \geq -\phi(|u_x|)
\]

and moreover,

\[
(2.4) \quad u_{xx} - u_t = \frac{e^{1/t}(x + 3)}{t^2} = |u_x|(x + 3) \left( \ln(e^{1/t}) \right)^2 
\leq |u_x|(x + 3) (|\ln(|u_x|)| + 4)^2 
\leq 5|u_x| (|\ln(|u_x|)| + 4)^2 
= \phi(|u_x|).
\]

Moreover since all the derivatives of \( u \) decay as \( t \to 0^- \), therefore (2.3) and (2.4) continues to remain valid for \( t > 0 \). Thus \( u(x,t) \) solves (1.3) and (1.4) corresponding to \( \phi(s) = 5s(|\ln(s)| + 4)^2 \).

Now we show that such a \( \phi \) satisfies (P1), (P2) and (P3). Note that for \( s < 1 \),

\[
\phi'(s) = 5(4 - \ln s)^2 + 10s(4 - \ln s)(-1/s) = 5(4 - \ln s)(2 - \ln s) > 0,
\]

\[
\eta'(s) = -\frac{10}{s}(4 - \ln s) < 0.
\]

For \( s > 1 \), we instead have,

\[
\phi'(s) = 5(4 + \ln s)(6 + \ln s)) > 0,
\]

\[
\eta'(s) = 10(4 + \ln s)(1/s) > 0.
\]

Also \( \phi(s) \geq s \). Thus \( \phi \) satisfies (P1). Now (P2) is satisfied as

\[
\lim_{s \to \infty} \frac{\eta'(s)}{\eta(s)} \ln(\eta(s)) = \lim_{s \to \infty} \frac{10s(4 + \ln s)(1/s)}{25(4 + \ln s)^2} \ln((4 + \ln s)) = \lim_{s \to \infty} \frac{10 \ln(4 + \ln s)}{25(4 + \ln s)} = 0.
\]

Observe that (P3) is also satisfied as

\[
\eta(s_1)\eta(s_2) = 25(4 + |\ln s_1|)^2(4 + |\ln s_2|)^2 
= 25(16 + 4|\ln s_1| + 4|\ln s_2| + |\ln s_1||\ln s_2|)^2 
\geq 25(16 + 4|\ln s_1| + 4|\ln s_2|)^2 
\geq 25(16 + 4|\ln s_1s_2|)^2 = 80\eta(s_1s_2).
\]
3. Proof of Main Theorem

We will follow the same approach as in [15] but in the intrinsic setting.

First, we will construct a barrier function as Lemma 4.16 in [9]. Proof is in Appendix 4.

We define the following subsets of $Q_1$.

$$K_1 := (-c_n, c_n)^n \times (-1, -1 + c_n^2),$$
$$K_2 := (-3c_n, 3c_n)^n \times (c_n^2 - 1, 10c_n^2 - 1),$$
$$K_3 := (-3c_n, 3c_n)^n \times (-1 + c_n^2, 0),$$

where $c_n = (10n)^{-1}$.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig.png}
\caption{Diagram of the subsets $K_1$, $K_2$, and $K_3$.}
\end{figure}

**Lemma 3.1.** There exist a universal constant $r_0 > 0$ and a nonpositive Lipschitz function $h : Q_1 \rightarrow \mathbb{R}$, which is $C^2$ with respect to $x$ on the set where $h$ is negative and solves (in viscosity sense)

$$P^+(D^2h) - h_t + \tilde{\phi}(|Dh|) \leq g$$

for some continuous, bounded function $g : Q_1 \rightarrow \mathbb{R}$ and supp $g \subset K_1$,

where $\tilde{\phi} = \Lambda_0 r \eta(\frac{1}{r}) \phi$ for $r \leq r_0$. Also, $h \leq -2$ in $K_3$ and $h = 0$ on $\partial_p Q_1$.

We will use previous barrier function to obtain the following basic measure estimate.

**Lemma 3.2.** There exist universal constants $L > 1$, $\mu \in (0, 1)$ and $r_1 \in (0, 1)$ such that for any nonnegative supersolution of

\begin{equation}
(3.1) \quad P^-(D^2u) - u_t \leq \tilde{\phi}(|Du|) \quad \text{in } Q_1(0, 0),
\end{equation}

where $\tilde{\phi} = \Lambda_0 r_1 \eta(\frac{1}{r_1}) \phi$, the followings holds:

If $\inf_{K_3} u \leq 1$ then,

$$|\{(x, t) \in K_1 : u(x, t) \leq L\}| \geq \mu |K_1|.$$
The proofs of both Lemma 3.1 and Lemma 3.2 are given in the Appendix 4 because they involve long computations.

**Remark 3.3.** The above lemma is true for the case when \( u \) is viscosity supersolution of (3.1) in \( D = \{ (x,t) : |x|_\infty < 1, -1 < t \leq c_n^2 + \delta^2 \} \) for some \( \delta > 0 \).

More precisely, if \( \inf_{K_3 \cap D} u \leq 1 \) then,

\[
|\{(x,t) \in K_1 : u(x,t) \leq L\}| \geq \mu |K_1|.
\]

Stack of cubes. As we mentioned in introduction stack of cubes defined in [15] (also [9]) does not work in our inhomogeneous situation. So, we will define stack of cubes which will work in our situation. First, we will explain it in general setting, later we will specify required quantities.

Let’s say we are given a cube \( Q_{\rho}(x_0, t_0) \), for some \( \rho \in (0,1) \) and \( z_1, z_2, \ldots, z_m \) such that \( z_i \leq 3 \).

We will define stack of cubes, denoted by \( Q_{i}(Q_{\rho}(x_0, t_0)) \) for \( i = 0, 1, 2, \ldots, m \), corresponding to \( Q_{\rho}(x_0, t_0) \) and \( z_1, z_2, \ldots, z_m \). We will define \( Q_{i}(Q_{\rho}(x_0, t_0)) \) inductively as follows:

For \( i = 0 \), define \( Q^{0}(Q_{\rho}(x_0, t_0)) := Q_{\rho}(x_0, t_0) \).

Now, assume \( Q^{i}(Q_{\rho}(x_0, t_0)) \) is defined for \( i = k \). We will define a cube for \( i = k + 1 \), i.e., \( Q^{k+1}(Q_{\rho}(x_0, t_0)) \). Let \( Q^{k}(Q_{\rho}(x_0, t_0)) \) be a cube of radius \( r_k \) and center \((x_k, t_k)\), i.e., \( Q^{k}(Q_{\rho}(x_0, t_0)) = Q_{r_k}(x_k, t_k) \).

Take a cube with the following properties:

- Radius of cube is \( z_{k+1}r_k \).
- Center of cube is \((x_{k+1}, t_k + (z_{k+1}r_k)^2)\), where \( x_{k+1} \) is such that \( |x_{k+1} - x_k|_\infty \leq 3r_k - z_{k+1}r_k \).
- Cube is closest to the line \( \{(0, t) : t \in \mathbb{R}\} \).

This will be our \( Q^{k+1}(Q_{\rho}(x_0, t_0)) \). Thus, we have defined our stack of cubes.

Let \( Q^{k}(Q_{\rho}(x_0, t_0)) \) be a cube of radius \( r_k \) and center \((x_k, t_k)\), i.e., \( Q^{k}(Q_{\rho}(x_0, t_0)) = Q_{r_k}(x_k, t_k) \).

Then

\[
Q^{k}(Q_{\rho}(x_0, t_0)) := \hat{Q}_{r_k}(x_k, t_k),
\]

where \( \hat{Q}_{r_k}(x_k, t_k) \) is defined in (2.1). In the figure below, \( Q^k \) denotes \( Q^{k}(Q_{\rho}(x_0, t_0)) \). The bigger cube represents \( \hat{Q}^k(Q_{\rho}(x_0, t_0)) \). For instance cube filled with dots is \( \hat{Q}^3 \).
Remark 3.4. We will mention some properties of stack of cubes.

- $Q^k(Q_\rho(x_0, t_0))$ may not be unique.
- Radius of $Q^k(Q_\rho(x_0, t_0))$ is $z_kz_{k-1}...z_1\rho$.
- $Q^{k+1}(Q_\rho(x_0, t_0)) \subset \tilde{Q}^k(Q_\rho(x_0, t_0))$. We would like to remind the reader that $\tilde{Q}^k(Q_\rho(x_0, t_0))$ corresponding to $Q^k(Q_\rho(x_0, t_0))$ as defined in (3.2) is the "shifted in time predecessor" and $Q^{k+1}(Q_\rho(x_0, t_0))$ is the next member in the family of cubes.
- If $d$ is the distance between $\{(0, t) : t \in \mathbb{R}\}$ and $Q^k(Q_\rho(x_0, t_0))$, then the distance between $\{(0, t) : t \in \mathbb{R}\}$ and $\tilde{Q}^k(Q_\rho(x_0, t_0))$ is at most $\max\{0, d - 2r_k\}$. Hence, the distance between $\{(0, t) : t \in \mathbb{R}\}$ and $Q^{k+1}(Q_\rho(x_0, t_0))$ is at most $\max\{0, d - 2r_k\}$. 
Now, we will specify \( z_1, z_2, \ldots, z_m \) for defining our stack of cubes corresponding to the given nonlinearity. To do this, we will first define, for \( k \geq 1 \),

\[
a_k = \frac{1}{kL_2(\eta(L^k) + 1)},
\]

where \( L \) is from Lemma 3.2. Then, we have

\[
\frac{a_k}{a_{k+1}} = \frac{(k+1)(\eta(L^{k+1}) + 1)}{k(\eta(L^k) + 1)} \leq \frac{(k+1)\eta(LL^k)}{k\eta(L^k)} + \frac{k+1}{2k},
\]

where last inequality is a consequence of \( \eta(t) \geq 1 \) for all \( t \geq 0 \).

Using the fact that \( (k+1)/k \) goes to 1 as \( k \to \infty \) and (i) of Lemma 2.3 with \( c = L \), we can choose \( k_1 \geq 4 \) such that

\[
\sup_{k \geq k_1} a_k a_{k+1} \leq \sup_{k \geq k_1} \frac{(k+1)\eta(LL^k)}{k\eta(L^k)} + \frac{k+1}{2k} \leq 2.
\]

We also define

\[
m_{k_1} := 3, \quad m_k := \frac{a_{k-1}}{a_k} \text{ for } k > k_1.
\]

Now, we are ready to define \( z_i \)'s.

If \( Q_\rho(x_0, t_0) \) is such that \( |Q_\rho(x_0, t_0) \cap \{ u > L_1\}| > (1 - \mu)|Q_\rho(x_0, t_0)| \), then

\[
z_i = m_{l-i} \text{ for } 1 \leq i \leq l - k_1.
\]

Note that \( z_i \)'s are depending on super level set at which measure density of cube has crossed. To emphasize this fact, we will denote \( Q^k(Q_\rho(x_0, t_0)) \) by \( Q^k(Q_\rho(x_0, t_0), l) \).

To prove Theorem 1.2 we require a couple of lemmas. In the lemmas, we will assume \( u \) is a solution of following equations:

\[
P^- (D^2 u) - u_t \leq \tilde{\phi}(|Du|)
\]

and

\[
P^+ (D^2 u) - u_t \geq -\tilde{\phi}(|Du|)
\]

where \( \tilde{\phi} = \Lambda_0 \eta \left( \frac{1}{r_1} \right) \phi \) and \( r_1 \) is from Lemma 3.2.

Now, we will prove the lemma which states how measure information will propagate.

**Lemma 3.5.** Let \( u \in C(Q_2) \) be a viscosity supersolution of (3.4) in \( Q_2 \). Let \( Q_\rho(x_0, t_0) \) satisfy the following conditions:

- \( |Q_\rho(x_0, t_0) \cap \{ u > L^{k+1} \}| > (1 - \mu)|Q_\rho(x_0, t_0)| \),
- \( \rho \leq \frac{\rho_m a_k}{t} \).
where \( \tilde{u}(x,t) = u(rx, r^2t) \). Then, the following hold:

- We have
  \[
  \tilde{u}(x,t) > L^k \text{ in } \{(x,t) : |x - x_0|_{\infty} < 3\rho, t_0 < t < (c_n^{-1}\rho)^2 + t_0 - \rho^2 \} \cap \{-1 < t < 0\},
  \]
  which in particular implies,
  \[
  \tilde{u}(x,t) > L^k \text{ in } \bar{Q}^0(Q_{\rho}(x_0,t_0), k+1) \cap \{-1 < t < 0\}.
  \]
- For \( k > k_1 \), we have \( \tilde{u} > L^{k-i} \text{ in } \bar{Q}^i(Q_{\rho}(x_0,t_0), k+1) \cap \{-1 < t < 0\} \) for all \( i \) such that \( 0 \leq i < k-k_1 \).

where \( Q^i(Q_{\rho}(x_0,t_0), k+1) \) denotes the \( i^{th} \) member of stacks of cube corresponding to \( Q_{\rho}(x_0,t_0) \).

**Remark 3.6.** We can rephrase the first assertion of above lemma as follows: Take \( (\hat{x}, \hat{t}) \) such that \( Q_{\rho}(x_0,t_0) = (\hat{x}, \hat{t}) + (c_n^{-1}\rho)K_1 \), then

\[
\tilde{u} > L^k \text{ in } ((\hat{x}, \hat{t}) + (c_n^{-1}\rho)K_3) \cap \{-1 < t < 0\}.
\]

**Proof.** We will prove the result by induction on \( i \).

For the case \( i = 0 \), if

\[
\{(x,t) : |x - x_0|_{\infty} < 3\rho, t_0 < t < (c_n^{-1}\rho)^2 + t_0 - \rho^2 \} \cap \{-1 < t < 0\} = \emptyset,
\]
then there is nothing to prove. So, we will assume

\[
(3.6) \quad \{(x,t) : |x - x_0|_{\infty} < 3\rho, t_0 < t < (c_n^{-1}\rho)^2 + t_0 - \rho^2 \} \cap \{-1 < t < 0\} \neq \emptyset.
\]

Define

\[
v(x,t) = \frac{\tilde{u}(c_n^{-1}\rho x + x_0, (c_n^{-1}\rho)^2 t + t_0 - \rho^2 + (c_n^{-1}\rho)^2)}{L^k};
\]

\[
= \frac{u(c_n^{-1}\rho x + x_0, (c_n^{-1}\rho)^2 r^2 t + t_0 - \rho^2 + (c_n^{-1}\rho)^2)}{L^k};
\]

where \( (x,t) \in D := \{(x,t) : |x|_{\infty} < 1, -1 < t \leq -1 + c_n^{-2} - t_0(c_n^{-1}\rho)^2 \} \).

From (3.6) we have \( t_0 < 0 \), which implies \( D \) contains \( K_1 \). It is given that \( \rho \leq \frac{c_na_k}{r} \), i.e., \( c_n^{-1}\rho r \leq a_k \).

So, by Lemma 2.4, \( v \) is a supersolution in \( D \).

Clearly, \( (x,t) \in K_1 \) iff \( (c_n^{-1}\rho x + x_0, (c_n^{-1}\rho)^2 t + t_0 - \rho^2 + (c_n^{-1}\rho)^2) \in Q_{\rho}(x_0,t_0) \), so

\[
\frac{|K_1 \cap \{v > L\}|}{|K_1|} = \frac{|Q_{\rho}(x_0,t_0) \cap \{\tilde{u} > L^{k+1}\}|}{|Q_{\rho}(x_0,t_0)|}.
\]
Now use first hypothesis of lemma to get $|K_1 \cap \{v > L\}| > (1 - \mu)|K_1|$, which using Remark 3.3 gives $\inf_{K_1 \cap D} v > 1$. By rescaling back, we get the first part of the lemma. In particular, it gives the conclusion for $i = 0$.

Assume result holds for $i \leq l$. We will prove it for $i = l + 1 < k - k_1$.

If $\bar{Q}^{l+1}(Q_\rho(x_0, t_0), k + 1) \cap \{-1 < t < 0\} = \emptyset$ then there is nothing to prove and we are done.

So, we will proceed for the case where $\bar{Q}^{l+1}(Q_\rho(x_0, t_0), k + 1) \cap \{-1 < t < 0\} \neq \emptyset$. In this case, $Q^{l+1}(Q_\rho(x_0, t_0), k + 1) \subset Q_2$. By induction hypothesis, we have

$$\bar{u} > L^{k-l} \text{ in } Q^{l+1}(Q_\rho(x_0, t_0), k + 1).$$

By definition, $Q^{l+1}(Q_\rho(x_0, t_0), k+1)$ is a cube of radius $z_{l+1}z_{l+2}...z_1\rho$, which is the same as $m_k-m_{k+1-l}...m_k\rho$ (we will call it $r_{l+1}$) and we call its center $(x_1, t_1)$ i.e., $Q^{l+1}(Q_\rho(x_0, t_0), k + 1) = Q_{r_{l+1}}(x_1, t_1)$.

Define

$$v(x, t) = \frac{\bar{u}(c_n^{-1}r_{l+1}x + x_1, (c_n^{-1}r_{l+1})^2t + t_1 - r_{l+1}^2 + (c_n^{-1}r_{l+1})^2)}{L^{k-l-1}}$$

$$= \frac{u(c_n^{-1}r_{l+1}x + x_1, (c_n^{-1}r_{l+1}r)^2t + t_1 - r_{l+1}^2 + (c_n^{-1}r_{l+1})^2)}{L^{k-l-1}},$$

where $(x, t) \in D := \{(x, t) : |x|_\infty < 1, -1 < t \leq -1 + c_n^2 - t_1(c_n^{-1}r_{l+1})^2\}$.

Note that $\bar{Q}^{l+1}(Q_\rho(x_0, t_0), k + 1) \cap \{-1 < t < 0\} \neq \emptyset$ implies $t_1 < 0$. Hence, $D$ contains $K_1$. In view of Lemma 2.4, we know $v$ will be a supersolution in its domain if

$$c_n^{-1}r_{l+1}r \leq a_{k-l-1},$$

i.e.,

$$c_n^{-1}z_{l+1}z_{l+2}...z_1\rho r \leq a_{k-l-1},$$

i.e.,

$$c_n^{-1}m_k-m_{k+1-l}...m_k\rho r \leq a_{k-l-1},$$

i.e.,

$$c_n^{-1}\frac{a_{k-l}}{a_{k-l-1}}...\frac{a_{k-1}}{a_{k}} \leq a_{k-l-1},$$

i.e.,

$$c_n^{-1}\rho r \leq a_{k}.$$

This is true by the second hypothesis of lemma. Hence, $v$ is a supersolution in its domain. Also, we have $(x, t) \in K_1$ iff $(c_n^{-1}r_{l+1}x + x_1, (c_n^{-1}r_{l+1}r)^2t + t_1 - r_{l+1}^2 + (c_n^{-1}r_{l+1})^2) \in Q_{r_{l+1}}(x_1, t_1)$ which gives

$$\frac{|K_1 \cap \{v > L\}|}{|K_1|} = \frac{|Q_{r_{l+1}}(x_1, t_1) \cap \{\bar{u} > L^{k-l}\}|}{|Q_{r_{l+1}}(x_1, t_1)|}.$$
The above equation using (3.7) gives \(|K_1 \cap \{ v > L \}| = |K_1| > (1 - \mu)|K_1|\). Now, use Remark 3.3 to get \(\inf_{K_3 \cap D} v > 1\), which in particular implies \(\tilde{u} > L^{k_l-1}\) in \(\tilde{Q}^{t+1}(Q_\rho(x_0, t_0), k+1) \cap \{-1 < t < 0\}\). This proves the induction step and hence the lemma.

In the above lemma, measure information was propagating provided initial cube’s size is small. We will now prove the lemma which will ensure smallness of cube.

**Lemma 3.7.** Let \(u \in C(Q_2)\) be a viscosity supersolution of (3.4) in \(Q_2\) such that \(u(0,0) = 1\). Let there exist \(Q_\rho(x_1, t_1) \subset K_1\) such that

\[
|Q_\rho(x_1, t_1) \cap \{ \tilde{u} > L^k \}| > (1 - \mu)|Q_\rho(x_1, t_1)|,
\]

where \(\tilde{u} = u(a_k, x, a_k^2 t)\). Then, \(\rho < \frac{c_n a_{k-1}}{3 a_k}\) for all \(k \geq k_1 + 1\).

**Proof.** We will prove it by induction on \(k\).

Step 1: For \(k = k_1 + 1\). Since \(Q_\rho(x_1, t_1) \subset K_1\) so \(\rho \leq c_n\), which is the same as \(\rho \leq \frac{c_n a_{k_1}}{a_{k_1}}\). Then by Lemma 3.5, we have

\[
\tilde{u}(x, t) > L^{k_1} \text{ in } \tilde{Q}_\rho(x_1, t_1).
\]

We claim that \(3\rho < c_n\).

Assume this is not true, i.e., \(3\rho \geq c_n\). Recall radius of \(\tilde{Q}_\rho(x_1, t_1)\) is \(3\rho\), which is greater than or equal to \(c_n\), so it contains some translated version of \(K_1\). So, we can take \((x_0, t_0)\) such that the following hold:

(i) \((x_0, t_0) + K_1 \subset \tilde{Q}_\rho(x_1, t_1)\),

(ii) \(\{(0, s) : s < 0\} \cap (x_0, t_0) + K_1 \neq \emptyset\).

(we can assure the condition (ii) by a simple application of triangle inequality to the fact that \(Q_\rho(x_1, t_1) \subset K_1\))

Also, note that condition (ii) will imply \((0,0) \in (x_0, t_0) + K_3\). Note that (3.9) gives

\[
\frac{|(x_0, t_0) + K_1 \cap \{ \tilde{u} > L^{k_1} \}|}{|(x_0, t_0) + K_1|} = 1 > (1 - \mu).
\]

Since \((a_k)\) is a decreasing sequence, \(c_n < \frac{c_n a_{k_1-1}}{a_{k_1}}\). Hence, by Lemma 3.5, we get \(\tilde{u} > L^{k_1-1}\) in \(((x_0, t_0) + K_3) \cap Q_1\). In particular, we get \(u(0,0) > 1\), which is a contradiction to \(u(0,0) = 1\). Hence we get our claim, i.e., \(3\rho < c_n\). This proves the lemma for \(k = k_1 + 1\).

Step 2: Assume result holds for \(k = l \geq k_1 + 1\), i.e., if there exists \(Q_\rho \subset K_1\) such that

\[
|Q_\rho(x_1, t_1) \cap \{ \tilde{u} > L^l \}| > (1 - \mu)|Q_\rho(x_1, t_1)|
\]

(3.10)
then $\rho < \frac{c_0 a_{l-1}}{3a_k}$.  
Take $Q_{\rho}(x_1, t_1) \subset K_1$ such that
\begin{equation}
|Q_{\rho}(x_1, t_1) \cap \{\tilde{u} > L^{l+1}\}| > (1 - \mu)|Q_{\rho}(x_1, t_1)|.
\end{equation}

Clearly, (3.11) implies (3.10). So, by induction hypothesis, we have
\begin{equation}
\rho < \frac{c_0 a_{l-1}}{3a_k}.
\end{equation}

Using $\sup_{k \geq k_1} \frac{a_k}{a_{k+1}} \leq 2$ and $l - 1 \geq k_1$, We get
\begin{equation}
\rho < \frac{c_0 a_l}{a_k}.
\end{equation}

Now (3.11) and (3.12) make us eligible to apply Lemma 3.5, and we get
\begin{equation}
\tilde{u} > L^{l-i} \text{ in } \tilde{Q}^i(Q_{\rho}(x_1, t_1), l + 1) \cap \{-1 < t < 0\} \text{ for all } i \text{ such that } 0 \leq i < l - k_1,
\end{equation}
which implies,
\begin{equation}
\tilde{u} > L^{l+1-i} \text{ in } Q^i(Q_{\rho}(x_1, t_1), l + 1) \cap \{-1 < t < 0\} \text{ for all } i \text{ such that } 0 \leq i \leq l - k_1.
\end{equation}

If $\tilde{Q}^{l-k_1}(Q_{\rho}(x_1, t_1), l + 1) \cap \{-1 < t < 0\} \neq \emptyset$, then $Q^{l-k_1}(Q_{\rho}(x_1, t_1), l + 1) \subset Q_2$.  
Also, note that the radius of $Q^{l-k_1}(Q_{\rho}(x_1, t_1), l + 1)$ is $z_{l-k_1}z_{l-k_1-1}...z_1 \rho$, i.e., $m_{k_1+1}m_{k_1+2}...m_l \rho$.  
Using (3.12) we get
\begin{equation}
\text{radius of } Q^{l-k_1}(Q_{\rho}(x_1, t_1), l + 1) = \frac{a_{k_1}}{a_l} \rho < c_n \leq \frac{c_0 a_{k_1}}{a_k}.
\end{equation}

Now, apply Lemma 3.5 (for $k = k_1$ and cube $Q^{l-k_1}(Q_{\rho}(x_1, t_1), l + 1)$) to get
\begin{equation}
\tilde{u} > L^{k_1} \text{ in } \tilde{Q}^{l-k_1}(Q_{\rho}(x_1, t_1), l + 1) \cap \{-1 < t < 0\}.
\end{equation}

Hence, from (3.13), (3.14) and (3.15), we have
\begin{equation}
\tilde{u} > L^{l-i} \text{ in } \tilde{Q}^i(Q_{\rho}(x_1, t_1), l + 1) \cap \{-1 < t < 0\} \text{ for all } i \text{ such that } 0 \leq i \leq l - k_1,
\end{equation}
which implies,
\begin{equation}
\tilde{u} > L^{l+1-i} \text{ in } Q^i(Q_{\rho}(x_1, t_1), l + 1) \cap \{-1 < t < 0\} \text{ for all } i \text{ such that } 0 \leq i \leq l - k_1 + 1.
\end{equation}

Claim(1): $\rho < \frac{c_0 a_l}{3a_{k_1}}$.

Proof of Claim(1): We will prove it by contradiction. Assume Claim(1) is not true, i.e., $\rho \geq \frac{c_0 a_l}{3a_{k_1}}$, which is the same as saying that, $\frac{3a_{k_1}}{a_l} \rho \geq c_n$, which we can write as $3 \frac{a_{k_1}}{a_{k_1+1}} \frac{a_{k_1+1}}{a_{k_1+2}}... \frac{a_l-1}{a_l} \rho \geq c_n$, which is $m_{k_1}m_{k_1+1}...m_l \rho \geq c_n$, i.e., radius of $Q^{l+1-k_1}(Q_{\rho}(x_1, t_1), l + 1) \geq c_n$. Choose first $i_0$ such that
radius of $Q^i(Q_\rho(x_1,t_1), l + 1) \geq c_n$. Clearly, $i_0 \leq l + 1 - k_1$.

There are three possible situations:

1. $Q^i(Q_\rho(x_1,t_1), l + 1) \subset \mathbb{R}^n \times \{t < 0\}$.
2. $Q^i(Q_\rho(x_1,t_1), l + 1) \cap \mathbb{R}^n \times \{t = 0\} \neq \emptyset$.
3. $Q^i(Q_\rho(x_1,t_1), l + 1) \subset \mathbb{R}^n \times \{t > 0\}$.

Now, we will rule out all three situations to get a contradiction.

**Case 1:** $Q^i(Q_\rho(x_1,t_1), l + 1) \subset \mathbb{R}^n \times \{t < 0\}$.

Note that radius of $Q^i(Q_\rho(x_1,t_1), l + 1) \geq c_n$, so we can take $(x_0,t_0)$ such that

(A) $(x_0,t_0) + K_1 \subset Q^i(Q_\rho(x_1,t_1), l + 1)$ and

(B) $(x_0,t_0) + K_1$ intersects $\{0\} \times \mathbb{R}$.

Note that radius of $Q^i(Q_\rho(x_1,t_1), l + 1) \geq c_n$ and $Q_\rho(x_1,t_1) \subset K_1$. With an easy application of triangle inequality to these facts, we can ensure condition (B). Condition (B) will further imply $(0,0) \in (x_0,t_0) + K_3$.

Note that, from (3.17) and $i_0 \leq l + 1 - k_1$, we have $\tilde{u} > L^{k_1}$ in $(x_0,t_0) + K_1$. Also, radius of $(x_0,t_0) + K_1 = c_n \leq \frac{c_n a_{k_1+1}}{a_{k_1}}$. Therefore, from Lemma 3.5, we get $\tilde{u} > L^{k_1-1}$ in $(x_0,t_0) + K_3 \cap Q_1$, which in particular implies $u(0,0) = \tilde{u}(0,0) > L$, but this is not true as $u(0,0) = 1$. Hence, this situation is ruled out.

**Case 2:** $Q^i(Q_\rho(x_1,t_1), l + 1) \cap \mathbb{R}^n \times \{t = 0\} \neq \emptyset$.

By definition of $i_0$, we have $Q^i(Q_\rho(x_1,t_1), l + 1) \cap \{0\} \times \mathbb{R} \neq \emptyset$. Hence, we get $(0,0) \in Q^i(Q_\rho(x_1,t_1), l + 1)$. Use (3.17) and $i_0 \leq l + 1 - k_1$ to get $u(0,0) = \tilde{u}(0,0) > L^{k_1}$, which is false as $u(0,0) = 1$. Hence, this situation is ruled out.

**Case 3:** $Q^i(Q_\rho(x_1,t_1), l + 1) \subset \mathbb{R}^n \times \{t > 0\}$.

**Claim (2):** There exists $i < i_0$ such that $(0,0) \in Q^i(Q_\rho(x_1,t_1), l + 1)$.

Assume Claim (2) has been established, then by (3.17) we have $u(0,0) > L^{l+1-i}$. Now, $i \leq l - k_1$ implies $u(0,0) > L^{k_1+1}$, which contradicts $u(0,0) = 1$. Hence, we will rule this situation out provided we could establish the Claim (2).

Now we will establish Claim (2).

Choose first $j_0$ such that $Q^j(Q_\rho(x_1,t_1), l + 1) \cap \{0\} \times \mathbb{R} \neq \emptyset$. Clearly, $j_0 \leq i_0$. Note the following observations:

- For $j_0 \geq 2$, we have
  \[ r_0 + r_1 + \ldots + r_{j_0-2} < \frac{c_n \sqrt{n}}{2}. \]
The reason is as follows. If \( d \) is the distance between \( Q_\rho(x_1, t_1) \) and \( \{0\} \times \mathbb{R} \), then by Remark 3.4, distance between \( Q_{\rho}^{j_0-1}(Q_\rho(x_1, t_1), l+1) \) and \( \{0\} \times \mathbb{R} \) is at most \( \max\{d - 2r_0 - 2r_1 - \ldots - 2r_{j_0-2}, 0\} \). Now,

\[
Q_{\rho}^{j_0-1}(Q_\rho(x_1, t_1), l+1) \cap \{0\} \times \mathbb{R} = \emptyset
\]

\[
\implies d - 2r_0 - 2r_1 - \ldots - 2r_{j_0-2} > 0
\]

\[
\implies 2r_0 + 2r_1 + \ldots + 2r_{j_0-2} < d.
\]

Also, \( Q_\rho(x_1, t_1) \subset K_1 \) implies \( d < c_\alpha \sqrt{n} \). Hence, we get

\[
r_0 + r_1 + \ldots + r_{j_0-2} < \frac{c_\alpha \sqrt{n}}{2}.
\]

- For \( j_0 \geq 1 \), \( r_{j_0-1} < c_\alpha \) and \( r_{j_0} < 3c_\alpha \).

\((r_{j_0-1} < c_\alpha \text{ follows from definition of } j_0). \text{ And } r_{j_0} < 3c_\alpha \text{ follows from } r_{j_0} \leq 3r_{j_0-1} \)

Now, we will show \( Q_{\rho}^{j_0}(Q_\rho(x_1, t_1), l+1) \subset \mathbb{R}^n \times \{t < 0\} \). For \( j_0 = 0 \), we are done because \( Q_\rho(x_1, t_1) \subset K_1 \). Also, for \( j_0 \geq 1 \), we have \( (x, t) \in Q_{\rho}^{j_0}(Q_\rho(x_1, t_1), l+1) \) implies

\[
t \leq t_1 + r_1^2 + \ldots + r_{j_0-2}^2 + r_{j_0-1}^2 + r_{j_0}^2
\]

\[
\leq -1 + c_n^2 + r_1^2 + \ldots + r_{j_0-2}^2 + r_{j_0-1}^2 + r_{j_0}^2
\]

\[
< -1 + c_n^2 + r_0^2 + r_1^2 + \ldots + r_{j_0-2}^2 + r_{j_0-1}^2 + r_{j_0}^2
\]

\[
\leq -1 + c_n^2 + (r_0 + r_1 + \ldots + r_{j_0-2})^2 + r_{j_0-1}^2 + r_{j_0}^2
\]

\[
\leq -1 + \frac{c_n^2 + n^2r_n^2}{4} + c_n^2 + 9c_n^2
\]

\[
\leq -1 + 12nr_n^2
\]

\[
< -1 + \frac{12}{100n}
\]

\[
< 0.
\]

Therefore we are done. Thus, we get \( j_0 < i_0 \).

\[
Q_{\rho}^{j_0}(Q_\rho(x_1, t_1), l+1) \subset \mathbb{R}^n \times \{t < 0\},
\]

\[
Q_{\rho}^{j_0}(Q_\rho(x_1, t_1), l+1) \cap \{0\} \times \mathbb{R} \neq \emptyset.
\]

Also, we have \( Q_{\rho}^{i_0}(Q_\rho(x_1, t_1), l+1) \subset \mathbb{R}^n \times \{t > 0\} \). Therefore, the way we have defined the stack of cubes will give \( i \) such that \( j_0 < i < i_0 \) and \( (0,0) \in Q_{\rho}^{i}(Q_\rho(x_1, t_1), l+1) \). This establishes the Claim(2).
Now, we are ready to prove the $L^\epsilon$-estimate.

**Lemma 3.8.** Let $u \in C(Q_2)$ be a viscosity supersolution of (3.4) in $Q_2$ such that $u(0,0) = 1$. Then, there exist universal constants $C$ and $\epsilon > 0$ such that the following hold:

\begin{equation}
|\{ \tilde{u} > \tau \} \cap \hat{K}| \leq C \tau^{-\epsilon} \tag{3.18}
\end{equation}

and

\begin{equation}
\left( \int_{\hat{K}} \tilde{u}^\epsilon \right)^{\frac{1}{\epsilon}} \leq C, \tag{3.19}
\end{equation}

where $\tilde{u}(x,t) = u(a_kx,a_k^2t)$, and $\hat{K} = \{ (x,t) : |x|_\infty < c_n, -1 < t < -1 + c_n^2/2 \}$.

**Proof.** Choose $m$ large enough so that $(1 - \frac{4}{m}) \leq \frac{m+1}{m}(1 - \mu)$, where $\mu$ is from Lemma 3.2. Now, choose $k_2 > k_1$ large enough such that

\begin{equation}
\sum_{k \geq k_2} \frac{(m+1)a_k^2}{a_{k_1}^2} = \frac{m+1}{a_{k_1}^2} \sum_{k \geq k_2} a_k^2 \leq \frac{m+1}{a_{k_1}^2} \sum_{k \geq k_2} \frac{1}{k^2} \leq \frac{c_n^2}{2}. \tag{3.20}
\end{equation}

Define, for $k \geq k_2$,

\begin{equation}
A_k = \left\{ (x,t) : \tilde{u}(x,t) > L^{km}, |x|_\infty < c_n \& -1 < t < -1 + c_n^2 - \frac{m+1}{a_{k_1}^2} \sum_{j=k_2}^k \frac{1}{j^2} \right\}. \tag{3.21}
\end{equation}

We claim that, for $k \geq k_2$, the following holds:

$$|A_{k+1}| \leq \left( 1 - \frac{\mu}{2} \right) |A_k|.$$ 

To prove this, we want to apply the Lemma 2.8 with

$$A = A_{k+1},$$

$$B = A_k,$$

$$Q = K_1 = (-c_n,c_n)^n \times (-1,-1+c_n^2),$$

and $\delta = 1 - \mu$.

We have $\tilde{u}(0,0) = u(0,0) = 1$, so $\inf_{K_1} \tilde{u} \leq 1$. Hence, by Lemma 3.2, we have

$$|A| \leq |\{ \tilde{u} > L \} \cap K_1| < (1 - \mu)|K_1| = (1 - \mu)|Q|.$$ 

Take any dyadic cube $Q_\rho(x_1,t_1) \subset Q$ such that

$$|Q_\rho(x_1,t_1) \cap A| > (1 - \mu)|Q_\rho(x_1,t_1)|,$$
(3.22) \[ |Q_\rho(x_1,t_1) \cap A_{k+1}| > (1 - \mu)|Q_\rho(x_1,t_1)|. \]

From now onwards in this proof we will call \( Q_\rho(x_1,t_1) \) by \( Q_\rho \). In view of Lemma 2.8, we have to show \( \bar{Q}_\rho^m \subset B \), i.e., we have to show \( \bar{Q}_\rho^m \subset A_k \).

First we will show
\[
\bar{Q}_\rho^m \subset \{ |x|_\infty < c_n \} \times \left\{ -1 < t < -1 + c_n^2 - \frac{m+1}{a_{k_1}} \sum_{j=k_2}^{k} \frac{1}{j^2} \right\}.
\]

But of (3.22), we have

\[
Q_\rho \cap \{ |x|_\infty < c_n \} \times \left\{ -1 < t < -1 + c_n^2 - \frac{m+1}{a_{k_1}} \sum_{j=k_2}^{k+1} \frac{1}{j^2} \right\} \neq \emptyset.
\]

Hence
\[
\bar{Q}_\rho^m \subset \{ |x|_\infty < c_n \} \times \left\{ -1 < t < -1 + c_n^2 - \frac{m+1}{a_{k_1}} \sum_{j=k_2}^{k+1} \frac{1}{j^2} + \text{height}(\bar{Q}_\rho) + \text{height}(\bar{Q}_\rho^m) \right\},
\]

where \( \text{height}(L) = \sup \{ t : \exists x, (x,t) \in L \} - \inf \{ t : \exists x, (x,t) \in L \} \). Moreover,

\[
\text{height}(Q_\rho) = \rho^2,
\]
\[
\text{height}(\bar{Q}_\rho) = 4 \text{height}(Q_\rho) = 4\rho^2;
\]
\[
\text{height}(\bar{Q}_\rho^m) = m \text{height}(\bar{Q}_\rho) = 4m\rho^2.
\]

To show (3.23), it is enough to show
\[
-1 + c_n^2 - \frac{m+1}{a_{k_1}} \sum_{j=k_2}^{k+1} \frac{1}{j^2} + \text{height}(\bar{Q}_\rho) + \text{height}(\bar{Q}_\rho^m) \leq -1 + c_n^2 - \frac{m+1}{a_{k_1}} \sum_{j=k_2}^{k} \frac{1}{j^2},
\]

which is the same as showing
\[
\text{height}(\bar{Q}_\rho) + \text{height}(\bar{Q}_\rho^m) \leq \frac{m+1}{a_{k_1}} \frac{1}{(k+1)^2},
\]

which is the same as showing
\[
(3.24) \quad 4(m+1)\rho^2 \leq \frac{m+1}{a_{k_1}} \frac{1}{(k+1)^2}.
\]

By Lemma 3.7, (3.22) implies
\[
\rho \leq \frac{c_n}{3a_{k_1}} a_{(k+1)m-1}.
\]
Using \( \sup_{k \geq k_1} \frac{a_k}{a_{k+1}} \leq 2 \), we get
\[
\rho \leq \frac{c_n}{a_{k_1}} a^{(k+1)m}.
\]

Since \( a_k \leq \frac{1}{k} \), we have
\[
\rho \leq \frac{c_n}{a_{k_1}} \frac{1}{(k+1)m}.
\]

Using \( 4c_n^2 = 4(10n)^{-2} \leq 1 \), we get
\[
4(m+1)\rho^2 \leq \frac{m+1}{a_{k_1}^2} \frac{1}{((k+1)m)^2}.
\]

Since \( m \geq 1 \), we get (3.24). Hence we get (3.23).

Now we will show
\[ \tilde{u} > L^{km} \text{ in } \bar{Q}_\rho^m. \]

Since \( Q_\rho(x_1, t_1) \subset K_1 \) satisfies (3.22), by Lemma 3.7, we get \( \rho < \frac{c_n}{3a_{k_1}} a^{(k+1)m-1} \). Hence, we can apply Lemma 3.5 to get
\[
\tilde{u} > L^{(k+1)m-1} \text{ in } B_{3\rho}(x_1) \times (t_1, t_1 + (c_n^{-1}\rho)^2 - \rho^2) \cap \{-1 < t < 0\},
\]
where \( B_{3\rho}(x_1) := \{ x \in \mathbb{R}^n : |x - x_1|_\infty < 3\rho \} \).

If
\[
\bar{Q}_\rho^m \subset B_{3\rho}(x_1) \times (t_1, t_1 + (c_n^{-1}\rho)^2 - \rho^2) \cap \{-1 < t < 0\},
\]
then we are done. If not, then note that (3.23) gives
\[
D := \{ x : |x - x_1|_\infty < \rho \} \times (t_1 + (c_n^{-1}\rho)^2 - 2\rho^2, t_1 + (c_n^{-1}\rho)^2 - \rho^2) \subset Q_1(0, 0),
\]
Also, we have
\[
\rho < \frac{c_n}{3a_{k_1}} a^{(k+1)m-1}
\]
\[
< \frac{c_n}{3a_{k_1}} a^{(k+1)m-2} \quad \text{(since } (a_k) \text{ is a decreasing sequence).}
\]

Now, apply Lemma 3.5 (with \( k = (k+1)m - 2 \) and cube \( D \)) to get
\[
\tilde{u} > L^{(k+1)m-2} \text{ in } B_{3\rho}(x_1) \times (t_1 + (c_n^{-1}\rho)^2 - \rho^2, t_1 + 2[(c_n^{-1}\rho)^2 - \rho^2]) \cap \{-1 < t < 0\}.
\]

Then, we have
\[
\tilde{u} > L^{(k+1)m-2} \text{ in } B_{3\rho}(x_1) \times (t_1 + 2[(c_n^{-1}\rho)^2 - \rho^2]).
\]
If $\bar{Q}_\rho^m \subset B_{3\rho}(x_1) \times (t_1, t_1 + 2[(c_n^{-1}\rho)^2 - \rho^2]) \cap \{-1 < t < 0\}$ then we are done. If not, then continue like before and repeat the process. Also, note that

$$m(c_n^{-2} - 1)\rho^2 = m(100\rho^2 - 1) \geq 99m\rho^2 > 4(m + 1)\rho^2.$$ 

Therefore we get

$$\bar{Q}_\rho^m \subset B_{3\rho}(x_1) \times (t_1, t_1 + j[(c_n^{-1}\rho)^2 - \rho^2]) \cap \{-1 < t < 0\}$$

for some $j \in \{1, 2, 3, \ldots, m\}$ and

$$\tilde{u} > L^{(k+1)m-j} \text{ in } B_{3\rho}(x_1) \times (t_1, t_1 + j[(c_n^{-1}\rho)^2 - \rho^2]),$$

which implies,

$$\tilde{u} > L^{km} \text{ in } B_{3\rho}(x_1) \times (t_1, t_1 + j[(c_n^{-1}\rho)^2 - \rho^2]).$$

In particular, we have

$$(3.25) \quad \tilde{u} > L^{km} \text{ in } \bar{Q}_\rho^m.$$ 

Thus, from (3.23) and (3.25) we get $\bar{Q}_\rho^m \subset A_k$. Hence, by Lemma 2.8, we get

$$|A_{k+1}| \leq (1 - \mu)^{m+1}m|A_k|$$

$$\leq (1 - \frac{\mu}{2})|A_k|.$$ 

Thus, for $k \geq k_2$, we have

$$|A_k| \leq \left(1 - \frac{\mu}{2}\right)^{k-k_2}|A_{k_2}|.$$ 

In particular, for any natural number $k$, we have

$$\left|\left\{(x, t) : \tilde{u}(x, t) > L^{km}, |x|_\infty < c_n \& -1 < t < -1 + \frac{c_n^2}{2}\right\}\right| \leq \left(1 - \frac{\mu}{2}\right)^{k-k_2}|A_{k_2}|$$

$$\leq C_1\left(1 - \frac{\mu}{2}\right)^{k},$$

where $C_1$ is a universal constant.

This implies

$$\left|\left\{\tilde{u} > \tau\right\} \cap \hat{K}\right| \leq C_1\tau^{-\epsilon_1},$$
where $\epsilon_1 = -\frac{\ln(1-\mu/2)}{m(Lm)}$.

Now, for $\epsilon = -\frac{\ln(1-\mu/2)}{2m(Lm)}$ we have

$$
\int_K \tilde{u}' \, dx \, dt = \epsilon \int_0^\infty \tau^{\epsilon-1} \{\tilde{u} > \tau\} \cap \tilde{K} \, d\tau
\leq \epsilon |\tilde{K}| \int_0^1 \tau^{\epsilon-1} \, d\tau + \epsilon \int_1^\infty \tau^{\epsilon-1} \{\tilde{u} > \tau\} \cap \tilde{K} \, d\tau
\leq \epsilon |\tilde{K}| \int_0^1 \tau^{\epsilon-1} \, d\tau + \epsilon C_1 \int_1^\infty \tau^{\epsilon-1} \tau^{-\epsilon_1} \, d\tau
\leq \epsilon |\tilde{K}| \int_0^1 \tau^{\epsilon-1} \, d\tau + \epsilon C_1 \int_1^\infty \tau^{-\epsilon_1} \, d\tau
\leq C_2,
$$

where $C_2$ is a universal constant.

Thus, there exist universal constants $C (=\max\{C_1, C_2\})$ and $\epsilon > 0$ such that

$$
|\{\tilde{u} > \tau\} \cap \tilde{K}| \leq C \tau^{-\epsilon}
$$

and

$$
\left( \int_K \tilde{u}' \right)^\frac{1}{\epsilon} \leq C.
\tag*{□}
$$

**Lemma 3.9.** Let $u \in C(Q_2)$ be a solution of (3.4) and (3.5) with $u(0,0) = 1$. Then, there exist universal constants $L_0$ and $\sigma$ such that for $\nu = \frac{L_0}{L_0-1/2}$, the following holds:

If

$$(x_0, t_0) \in \{(x, t) : |x|_\infty < c_n/2, -1 + c_n^2/4 < t < -1 + c_n^2/2\}
$$

and $l$ is a natural number such that

$$
\tilde{u}(x_0, t_0) \geq \nu^l L_0,
$$

where $\tilde{u}(x, t) = u(a_k x, a_k^2 t)$. Then,

$$
\sup_{Q_{r_1} (x_0, t_0)} \tilde{u}(x, t) > \nu^{l+1} L_0,
$$

where $r_1 = \sigma \nu^{-\left(\frac{1}{n+2}\right)} \left(\frac{L_0}{2}\right)^{-\frac{1}{n+2}} < 1$. Here, $\epsilon > 0$ is a universal constant in Lemma 3.8.

**Proof.** Choose $\sigma$ such that $\sigma^{n+2} > \frac{C}{\mu c_n^{n+2}}$, where $C$ is a constant as in Lemma 3.8.
Assume, on the contrary, \( \sup_{Q_{r_l}} \tilde{u}(x, t) \leq \nu^{l+1} L_0 \). We will choose the universal constant \( L_0 \) later.

We define

\[
G = \{(x, t) : |x - x_0|_\infty < r_l c_n, t_0 - r_l^2 < t < t_0 + r_l^2 (c_n^2 - 1)\}.
\]

Now, we will estimate measure of \( G \) using \( L^\ell \)-estimate and basic measure estimate.

First, we will estimate

\[
\left| \left\{ (x, t) \in G : \tilde{u}(x, t) \leq \nu^{l+1} \frac{L_0}{2} \right\} \right|.
\]

Define \( v : Q_1 \to \mathbb{R} \) as

\[
v(x, t) = \frac{\nu}{\nu - 1} - \frac{\tilde{u}(r_1 x + x_0, r_1^2 t + t_0)}{(\nu - 1) \nu^l L_0}
= \frac{\nu}{\nu - 1} - \frac{u(a_{k_1} r_1 x + a_{k_2} x_0, a_{k_1}^2 r_1^2 t + a_{k_2}^2 t_0)}{(\nu - 1) \nu^l L_0}
\]

Now we have to show that \( v \) is a supersolution. By Lemma 2.4, we will be done if

\[
a_{k_1} r_1 \leq \frac{1}{L_2 \eta((\nu - 1) \nu^l L_0) + L_2}.
\]

Since \( a_{k_1} \leq 1 \), we will be done if

\[
r_1 \leq \frac{1}{L_2 \eta((\nu - 1) \nu^l L_0) + L_2}.
\]

Since \( \eta(t) \geq 1 \) for all \( t \), we will be done if

\[
2L_2 \eta((\nu - 1) \nu^l L_0) \leq r_1^{-1},
\]

i.e., \( 2L_2 \eta((\nu - 1) \nu^l L_0) \leq \sigma_{L_2} \eta^{(l+1)} \frac{L_0}{2} \frac{1}{n+2} \)

Since \( \eta(st) \leq \Lambda_0 \eta(s) \eta(t) \) so we will be done if

\[
2L_2 \Lambda_0 \eta((\nu - 1) L_0) \eta((\nu - 1) L_0) \leq \sigma_{L_2} \eta^{(l+1)} \frac{L_0}{2} \frac{1}{n+2} \frac{1}{n+2}
\]

i.e.,

\[
\frac{2L_2 \Lambda_0 \eta((\nu - 1) L_0) \eta((\nu - 1) L_0)}{\nu^{(l+1)} \frac{L_0}{2} \frac{1}{n+2} \frac{1}{n+2}} \leq \sigma_{L_2} \eta^{(l+1)} \frac{L_0}{2} \frac{1}{n+2} \leq \sigma_{L_2}.
\]
Now from part (ii) of Lemma 2.3, we have \( \lim_{t \to \infty} \frac{n(t)}{t^{\frac{1}{n+2}}} = 0 \), which implies that for all \( t \geq 1 \), we have \( \frac{n(t)}{t^{\frac{1}{n+2}}} \leq C_1 \) for some universal constant \( C_1 \).

Also, for \( L_0 \geq 2 \), we have \( 1 < \nu < \frac{3}{2} \) and \( \frac{1}{2} < (\nu - 1)L_0 < \frac{3}{4} \).

We will be done if

\[
\frac{C_2}{(L_0^2)^{\frac{n+2}{n+2}}} \leq \sigma^{-1},
\]

where \( C_2 \) is universal constant.

We will be done if \( L_0 \geq \max\{L, 2\} \) is large enough to satisfy above inequality; but \( L_0 \) is in our hand, so we are done. Also, We will choose \( L_0 \) large enough to make sure that \( r_l < 1 \). Thus \( v \) is a supersolution in \( Q_1 \). Note that \( u \leq \nu^{l+1}L_0 \) in \( Q_{r_l} \), which implies \( v \geq 0 \). Also, \( u(x_0, t_0) \geq \nu^l L_0 \) implies \( v(0, 0) \leq 1 \).

So, by Lemma 3.2, we have

\[
|\{v > L\} \cap K_1| \leq (1 - \mu)|K_1|.
\]

Since \( L_0 > L \), above inequality in particular implies,

\[
|\{v \geq L_0\} \cap K_1| \leq (1 - \mu)|K_1|,
\]

which by rescaling and the fact that, \( \bar{u} \leq \nu^{l+1}L_0^{2} \) iff \( v \geq L_0 \), gives

\[
|\{\bar{u} \leq \nu^{l+1}\frac{L_0}{2}\} \cap G| \leq (1 - \mu)|G|.
\]

Now, by Lemma 3.8 we have

\[
\left|\left\{(x, t) \in G : \bar{u}(x, t) > \nu^{l+1}\frac{L_0}{2}\right\}\right| \leq C\left(\nu^{l+1}\frac{L_0}{2}\right)^{-\epsilon}.
\]

Hence,

\[
|G| \leq C\left(\nu^{l+1}\frac{L_0}{2}\right)^{-\epsilon} + (1 - \mu)|G|,
\]

which implies

\[
\mu|G| \leq C\left(\nu^{l+1}\frac{L_0}{2}\right)^{-\epsilon},
\]

i.e., \( \mu \sigma^{n+2} \nu^{-(l+1)\epsilon} \left(\frac{L_0}{2}\right)^{-\epsilon} c_n^{n+2} \leq C\left(\nu^{l+1}\frac{L_0}{2}\right)^{-\epsilon}. \)

Then, we have

\[
\sigma^{n+2} \leq \frac{C}{\mu c_n^{n+2}}.
\]
which is a contradiction to $\sigma^{n+2} > \frac{C}{\mu c_n^{n+2}}$. This proves the lemma. \hfill \Box

**Lemma 3.10.** Let $u \in C(Q_2)$ be a solution of (3.4) and (3.5) with $u(0,0) = 1$. Then, there exists a universal constant $l_0$ such that

$$
\sup_A \tilde{u}(x,t) \leq \nu^0 L_0,
$$

where $L_0$ is universal constant from Lemma 3.9, $\tilde{u}(x,t) = u(a_k x, a_k^2 t)$, and $A = \left\{ (x,t) : |x| \leq \frac{cp_n}{2}, -1 + \frac{c_2}{4} \leq t \leq -1 + \frac{c_2^2}{2} \right\}$. 

**Proof.** Choose $l_0$ such that

$$
\sum_{j=l_0}^{\infty} r_j \leq \frac{c_n}{2} \quad \text{and} \quad \sum_{j=l_0}^{\infty} r_j^2 \leq \frac{c_n^2}{8},
$$

where $r_j$ is as in Lemma 3.9. We can choose such an $l_0$ because $\nu > 1$.

Assume (3.26) is not true. Then, there exists $(x_{l_0}, t_{l_0}) \in A$ such that

$$
\tilde{u}(x_{l_0}, t_{l_0}) > \nu^{l_0} L_0.
$$

By Lemma 3.9, there exists $(x_{l_0+1}, t_{l_0+1}) \in Q_{r_{l_0}}(x_{l_0}, t_{l_0})$ such that

$$
\tilde{u}(x_{l_0+1}, t_{l_0+1}) > \nu^{l_0+1} L_0,
$$

$|x_{l_0+1} - x_{l_0}| \leq r_{l_0}$ and $t_{l_0} \geq t_{l_0+1} > t_{l_0} - r_{l_0}^2$.

By repeating this process we get a sequence $(x_l, t_l)$ for $l > l_0$ such that

$$
\tilde{u}(x_l, t_l) > \nu^l L_0,
$$

where $l_0$ is chosen such that

$$
\sum_{j=l_0}^{\infty} r_j \leq \frac{c_n}{2} \quad \text{and} \quad \sum_{j=l_0}^{\infty} r_j^2 \leq \frac{c_n^2}{8}.
$$
\[ |x_{l+1} - x_l| < r_l \text{ and } t_l \geq t_{l+1} > t_l - r_l^2. \]

Note that, for \( l > l_0 \),
\[
|x_l| \leq |x_{l_0}| + \sum_{j=l_0}^{l-1} |x_{j+1} - x_j| \leq c_n^2 + \sum_{j=l_0}^{\infty} r_j \leq c_n^2 + \sum_{j=l_0}^{\infty} r_j \leq c_n^2 + \sum_{j=l_0}^{\infty} r_j \leq c_n.
\]

Also,
\[
t_{l_0} \geq t_l \geq t_{l_0} - \sum_{j=l_0}^{l-1} r_j^2 \geq t_{l_0} - \sum_{j=l_0}^{l-1} r_j^2 \geq -1 + \frac{c_n^2}{4} - \frac{c_n^2}{8} \geq -1 + \frac{c_n^2}{8}.
\]

Thus, \((x_l, t_l)\) is a bounded sequence in \( K_1 \). Now, by continuity of \( u \) in \( Q_2 \), \( \tilde{u}(x_l, t_l) \) is a bounded sequence, which is a contradiction to (3.27). This proves the lemma. \( \square \)

Now, we will prove our main theorem Theorem 1.2, which is a direct consequence of the previous lemma.

**Proof of Theorem 1.2.** Let \( u \in C(Q_2) \) be a solution of (1.3) and (1.4). Define
\[ v(x, t) := \frac{u(a_0x, a_0^2t)}{u(0, 0)}. \]

Then, by Lemma 2.4, \( v \) is a solution of (1.3) and (1.4).

Now, define
\[ v_1(x, t) := v(r_1 x, r_1^2 t). \]

Then, \( v_1 \) is a solution of (3.4) and (3.5) with \( v_1(0, 0) = 1 \).

Then, by Lemma 3.10, we get
\[ \sup_A \tilde{v}_1(x, t) \leq C, \]
where $C = \nu^0 L_0$ is a universal constant, $\tilde{v}_1(x, t) = v_1(a_{k_1} x, a_{k_1}^2 t)$, and $A = \{(x, t) : |x|_\infty \leq \frac{c^n}{36}, -1 + \frac{c^2}{4} \leq t \leq -1 + \frac{c^2}{2}\}$. Hence, we have
\[
\sup_A u(a_0 a_{k_1} r_1 x, (a_0 a_{k_1} r_1)^2 t) \leq C u(0, 0),
\]
i.e.,
\[
\sup_A u(a_0 \gamma x, (a_0 \gamma)^2 t) \leq C u(0, 0),
\]
where $\gamma = a_{k_1} r_1$. This proves the result. \qed

4. Appendix

Proof of Lemma 3.1. We will work with the same barrier function which is constructed in [9]. In our case, we have to take care of nonlinearity as well. So, here we will do calculations more carefully. Our idea of scheme is to make $P^+(D^2 h) - h_t$ strictly negative instead of nonpositive as in [9]. With the help of this negative quantity and favourable scaling we will take care of nonlinearity.

First we will define $h$ in the region
\[
D = \left\{ (x, t) : |x| < 1 \& \frac{c^n}{36n} \leq t \leq \frac{1}{36n} \right\}
\]
as
\[
h(x, t) = t^{-p} H\left(\frac{x}{\sqrt{t}}\right),
\]
where $H : \mathbb{R}^n \to \mathbb{R}$ is defined as
\[
H(y) = \begin{cases} 
\text{some smooth and bounded function between } -((6\sqrt{n})^q(2^q - 1)^{-1}) \text{ and } -1 & \text{if } |y| \leq 3\sqrt{n}, \\
((6\sqrt{n})^{-q} - |y|^{-q}) & \text{if } 3\sqrt{n} \leq |y| \leq 6\sqrt{n}, \\
0 & \text{if } |y| \geq 6\sqrt{n}.
\end{cases}
\]

To calculate $P^+(D^2 h) - h_t$, we will do some calculations:
\[
h_i = t^{-p} H_i\left(\frac{x}{\sqrt{t}}\right); \quad h_{ij} = t^{-p} H_{ij}\left(\frac{x}{\sqrt{t}}\right) \frac{1}{t};
\]
\[
h_t = -pt^{-p-1} H\left(\frac{x}{\sqrt{t}}\right) + t^{-p} \nabla H\left(\frac{x}{\sqrt{t}}\right) \cdot \frac{x}{t^{3/2}} \left(-\frac{1}{2}\right)
\]
\[
= -pt^{-p-1} H\left(\frac{x}{\sqrt{t}}\right) - \frac{1}{2} t^{-p-1} \nabla H\left(\frac{x}{\sqrt{t}}\right) \cdot \frac{x}{\sqrt{t}}.
\]
Here, $h_i$ represents the partial derivative of $h$ with respect to $x_i$.

Thus, we have

\[
P^+(D^2h) - h_t = t^{-p-1}P^+\left(D^2H\left(\frac{x}{\sqrt{t}}\right)\right) + pt^{-p-1}H\left(\frac{x}{\sqrt{t}}\right) + \frac{1}{2}t^{-p-1}\nabla H\left(\frac{x}{\sqrt{t}}\right) \cdot \frac{x}{\sqrt{t}}.
\]

We will calculate the derivative of $H$ in the region \( \{ y \in \mathbb{R}^n : 3\sqrt{n} \leq |y| \leq 6\sqrt{n} \} \) as

\[
H_i(y) = q|y|^{-q-1}\frac{y_i}{|y|} = q|y|^{-q-2}y_i,
\]

\[
H_{ij}(y) = -q(q+2)|y|^{-q-4}y_iy_j + q|y|^{-q-2}\delta_{ij}.
\]

Hence, in the region \( \{ y \in \mathbb{R}^n : 3\sqrt{n} \leq |y| \leq 6\sqrt{n} \} \), eigenvalues of $D^2H(y)$ are $q|y|^{-q-2}$ with multiplicity $n-1$ and $-q(q+1)|y|^{-q-2}$ with multiplicity 1 so,

\[
P^+(D^2H(y)) = q(\Lambda(n-1) - \lambda(q+1))|y|^{-q-2}.
\]

Then, we have

\[
P^+(D^2h) = q(\Lambda(n-1) - \lambda(q+1))t^{-p-1}\left(\frac{|x|}{\sqrt{t}}\right)^{-q-2}.
\]

Note that

\[
\nabla H\left(\frac{x}{\sqrt{t}}\right) \cdot \frac{x}{\sqrt{t}} = q\left(\frac{|x|}{\sqrt{t}}\right)^{-q}.
\]

Thus, in the region \( \{(x, t) \in D : 3\sqrt{n} \leq \frac{|x|}{\sqrt{t}} \leq 6\sqrt{n} \} \), we have

\[
P^+(D^2h) - h_t \leq q(\Lambda(n-1) - \lambda(q+1))t^{-p-1}\left(\frac{|x|}{\sqrt{t}}\right)^{-q-2} + pt^{-p-1}H\left(\frac{|x|}{\sqrt{t}}\right) + \frac{q}{2}t^{-p-1}\left(\frac{|x|}{\sqrt{t}}\right)^{-q}.
\]

By definition $H(y) \leq 0$ for $y \in \mathbb{R}^n$. So, we have

\[
P^+(D^2h) - h_t \leq q(\Lambda(n-1) - \lambda(q+1))t^{-p-1}\left(\frac{|x|}{\sqrt{t}}\right)^{-q-2} + q t^{-p-1}\left(\frac{|x|}{\sqrt{t}}\right)^{-q}.
\]

Using $\frac{|x|}{\sqrt{t}} \leq 6\sqrt{n}$, we get

\[
P^+(D^2h) - h_t \leq q(\Lambda(n-1) - \lambda(q+1) + 18n)t^{-p-1}\left(\frac{|x|}{\sqrt{t}}\right)^{-q-2}.
\]

Choose $q$ large enough such that $\Lambda(n-1) - \lambda(q+1) + 18n \leq -1$. Then, we have

\[
P^+(D^2h) - h_t \leq -qt^{-p-1}\left(\frac{|x|}{\sqrt{t}}\right)^{-q-2}
\]

in \( \{(x, t) \in D : 3\sqrt{n} \leq \frac{|x|}{\sqrt{t}} \leq 6\sqrt{n} \} \).

Now we will estimate $P^+(D^2h) - h_t$ in the region \( \{(x, t) \in D : \frac{|x|}{\sqrt{t}} \leq 3\sqrt{n} \} \).
Note that \( H(y) \) is smooth in \(|y| \leq 3\sqrt{n} \), so there exists \( M \) such that
\[
P^+ \left( D^2 H \left( \frac{x}{\sqrt{t}} \right) \right) + \frac{1}{2} \nabla H \left( \frac{x}{\sqrt{t}} \right) \cdot \frac{x}{\sqrt{t}} \leq M.
\]
Choose large \( p \) such that \( -p + M \leq -1 \). Then, from (4.1) and \( H(y) \leq -1 \) in \(|y| \leq 3\sqrt{n} \), we have
\[
P^+ \left( D^2 h \right) - h_t \leq -t^{-p-1} \text{ in } \left\{ (x, t) \in D : \frac{|x|}{\sqrt{t}} \leq 3\sqrt{n} \right\}.
\]
Thus, in \( D \cap \{(x, t) : h(x, t) \neq 0\} \), we get
(4.4) \[
P^+ \left( D^2 h \right) - h_t \leq -t^{-p-1}.
\]
Now we will extend the definition of \( h \) in \( \{(x, t) : |x| \leq 1, 1/36n \leq t \leq 1 \} \) as
\[
h(x, t) = e^{(\kappa(t-1/36n))} h(x, 1/36n),
\]
where \( \kappa \) is chosen such that \( \inf_{\{|x|<1\}} \frac{P^+(D^2 h(x,1/36n))}{h(x,1/36n)} \geq \kappa + 1 \). (We can choose \( \kappa < 0 \), i.e., inf exists because

- For \( |x| \leq \frac{1}{2} \), \( h(x, 1/36n) \leq -(36n)^p \) and \( h \) is smooth so \( P^+(D^2 h(x, 1/36n)) \) is bounded. Hence, \( \frac{P^+(D^2 h(x,1/36n))}{h(x,1/36n)} \) is bounded below.
- For \( 1 > |x| \geq \frac{1}{2} \), from (4.2), we have \( P^+(D^2 h(x,1/36n)) < 0 \) and by definition \( h < 0 \) so \( \frac{P^+(D^2 h(x,1/36n))}{h(x,1/36n)} \) is bounded below by \( 0 \).)

Now, in \( \{(x, t) : |x| \leq 1, 1/36n \leq t \leq 1 \} \),
\[
P^+ \left( D^2 h \right) - h_t = e^{(\kappa(t-1/36n))} (P^+(D^2 h) - \kappa h(x, 1/36n)).
\]
Take \( m > 0 \) such that \( -m = \min_{\{1/2 < |x| < 1\}} P^+(D^2 h(x, 1/36n)) \). Note that \( h(x, 1/36n) = 0 \) for \( |x| = 1 \). Hence, by continuity of \( h \), we can choose \( \delta > 0 \) such that
\[
-m - \kappa h(x, 1/36n) \leq \frac{-m}{2}
\]
in \( \{1 - \delta < |x| \leq 1\} \), which gives us
(4.5) \[
P^+ \left( D^2 h \right) - h_t \leq \frac{-m}{2} e^{(\kappa(t-1/36n))} \text{ in } \{(x, t) : 1 - \delta < |x| \leq 1, 1/36n \leq t \leq 1 \}.
\]
Now, using the definition of \( \kappa \), we have
\[
P^+ \left( D^2 h \right) - h_t = e^{(\kappa(t-1/36n))} (P^+(D^2 h) - \kappa h(x, 1/36n)) \leq e^{\kappa(t-1/36n)} h(x, 1/36n).
\]
Thus, in \( \{(x, t) : 1 - \delta < |x| \leq 1, 1/(36n) \leq t \leq 1 \} \), we have
\[
P^+(D^2h) - h_t \leq e^{\kappa(t-1/36n)} \max_{\{|x| \leq 1-\delta\}} h(x, 1/36n).
\]

Thus, in \( \{(x, t) : |x| \leq 1, 1/(36n) \leq t \leq 1 \} \), we have
\[
(4.6) \quad P^+(D^2h) - h_t \leq \max\{-m/2, \max_{\{|x| \leq 1-\delta\}} h(x, 1/36n)\} e^{\kappa(t-1/36n)}
\]
\[
(4.7) \quad \leq \max\{-m/2, \max_{\{|x| \leq 1-\delta\}} h(x, 1/36n)\}.
\]
Hence, from (4.3),(4.4) and (4.7) we get
\[
P^+(D^2h) - h_t \leq \max\{-m/2, \max_{\{|x| \leq 1-\delta\}} h(x, 1/36n), -(36n)^{p+1}, -(q(6\sqrt{n})^{p+2}c_n^{-2p-2}(36\sqrt{n})^{p+1})\}
\]
\[
=: -c.
\]
Note that \( h(x, 1/36n) < 0 \) in \(|x| \leq 1 - \delta\), implies \( \max_{\{|x| \leq 1-\delta\}} h(x, 1/36n) < 0 \). Hence, \( c > 0 \) depends only on dimension and ellipticity constants. We will define the following subsets of \( Q_1(0,1) \).
\[
\hat{K}_1 := (-c_n, c_n)^n \times (0, c_n^2),
\]
\[
\hat{K}_3 := (-3c_n, 3c_n)^n \times (c_n^2, 1),
\]
where \( c_n = (10n)^{-1} \). Note that the way we constructed \( h \), it vanishes only in \( \{(x, t) : |x| \geq 6\sqrt{n}t, t < (36n)^{1} \} \), and \( \hat{K}_3 \) does not intersects with it, so
\[
(4.8) \quad \alpha := \sup_{\hat{K}_3} h(x, t) < 0.
\]
Now we will define function \( \tilde{h} : Q_1(0,1) \rightarrow \mathbb{R} \) as
\[
\tilde{h}(x, t) = \begin{cases} 
-\frac{2h(x, t)}{\max_{\hat{K}_3} h} & \text{whenever } h \text{ is defined,} \\
0 & \text{otherwise.}
\end{cases}
\]
Take a smooth function \( \tilde{h} \) defined in \( \hat{K}_1 \) such that \( \tilde{h} = \tilde{h} \) on boundary of \( \hat{K}_1 \) (set theoretic boundary). Define \( h : Q_1 \rightarrow \mathbb{R} \) (this \( h \) is not same as the function we were defining earlier) as
\[
h(x, t) = \begin{cases} 
\tilde{h}(x, t + 1) & \text{if } (x, t) \in Q_1 \setminus K_1 \\
\tilde{h}(x, t + 1) & \text{if } (x, t) \in K_1.
\end{cases}
\]
Note that \( h \) is a Lipschitz function so \( \phi(|Dh|) \) is bounded, say by \( M_1 \).
Now, choose \( r_0 > 0 \) such that
\[
(4.9) \quad \frac{2c}{\alpha} + \Lambda_0 r_0 \eta \left( \frac{1}{r_0} \right) M_1 \leq 0,
\]
where $\alpha$ is define in (4.8). This will imply for $r \leq r_0$ that,

\[
\frac{2c}{\alpha} + \Lambda r \eta \left( \frac{1}{r} \right) M_1 \leq 0. \tag{4.10}
\]

Then, we have (in viscosity sense)

\[ P^+(D^2h) - h_t + \tilde{\phi}(|Dh|) \leq g, \]

and support of $g$ lies in $K_1$. Hence, $h$ is required barrier function. \hfill \box

**Proof of Lemma 3.2.** By approximating with inf-convolution

\[ u_\epsilon(x, t) = \inf_{(y, s) \in Q_2} \left\{ u(y, s) + \frac{1}{\epsilon} (|x - y|^2 + |t - s|^2) \right\} \]

We may assume $u$ is semiconcave in $x$ variable and Lipschitz in $x$ and $t$ variable. Define $v(x, t) = u(x, t) + h(x, t)$ in $Q_1$, where $h$ is the barrier function constructed in Lemma 3.1. We will choose $r_1$ later such that $r_1 \leq r_0$.

Now, using properties of Pucci operators, increasing nature of $\phi$, $r_1 \leq r_0$, and properties of barrier function, we obtain $v$ is a viscosity supersolution of

\[ P^-(D^2v) - v_t \leq \tilde{\phi}(|Dv| + |Dh|) - \tilde{\phi}(|Dh|) + g. \tag{4.11} \]

Now, extend $v$ by zero in $Q_2$, and denote the convex envelope of min\{v, 0\} by $\Gamma_v$.

Using (4.11), we get (in viscosity sense)

\[ P^-(D^2v) - v_t \leq M \]

for some $M$. Then, $\Gamma_v$ is $C^{1,1}$ with respect to $x$ and Lipschitz with respect to $t$ in \{v = $\Gamma_v$\} (see Corollary 3.17 in [15]). Since $v$ is a viscosity supersolution of equation (4.11) and $\Gamma_v \leq v$ we have

\[ P^-(D^2(\Gamma_v)) - (\Gamma_v)_t \leq \tilde{\phi}(|D\Gamma_v| + |Dh|) - \tilde{\phi}(|Dh|) + g \text{ a.e in } \{v = \Gamma_v\}. \tag{4.12} \]

Define $E := \{v = \Gamma_v\} \cap \{(x, t) \in Q_1 : |D\Gamma_v(x, t)| \leq 1\}$.

**Claim:** There exists a constant $b$, depending on $\phi$ and $n$ such that for a.e. in $E$ the following holds:

\[ P^-(D^2(\Gamma_v)) - (\Gamma_v)_t \leq b|D\Gamma_v| + \tilde{\phi}(2) + g. \tag{4.13} \]

Proof of claim: We will prove this in two cases depending on the value of $|Dh|$ on that point.

**Case 1:** We assume $(x, t) \in E$ such that $|Dh|(x, t) \leq 1$. In this case, we can bound $\tilde{\phi}(|D\Gamma_v| + |Dh|) - \tilde{\phi}(|Dh|)$ by $\tilde{\phi}(2)$ because $\phi \geq 0$ and we have $|D\Gamma_v| \leq 1$ in $E$.

**Case 2:** We assume $(x, t) \in E$ such that $|Dh(x, t)| \geq 1$. Since $h$ is Lipschitz, $\sup_{Q_1}|Dh|$ exists and
it depends only on \(n\) owing to the way we constructed \(h\). Since \(\phi\) is locally Lipschitz, we have

\[
\phi(|D\Gamma_v| + |Dh|) - \phi(|Dh|) \leq b|D\Gamma_v|,
\]

(4.14)

where

\[
b = \max\{|D\phi(y)| : 1 \leq y \leq \sup_{Q_1}|Dh| + 1\}.
\]

(4.15)

Then, we have

\[
\tilde{\phi}(|D\Gamma_v| + |Dh|) - \tilde{\phi}(|Dh|) \leq b|D\Gamma_v|.
\]

(4.16)

From both the cases and (4.12) we get our claim.

Recall for given \(f\), \(Gf(x, t) = (Df(x, t), f(x, t) - x \cdot Df(x, t))\). Since \(\Gamma_v\) is \(C^{1,1}\) with respect to \(x\) and Lipschitz with respect to \(t\) in \(\{v = \Gamma_v\}\), by Lemma 2.6, \(\Gamma_v\) is Lipschitz continuous in \(E\). Now, Coarea formula and Lemma 2.6 gives

\[
\int_{G\Gamma_v(E)} \frac{d\xi dh}{|\xi|^{n+1} + \delta} \leq \int_E \frac{|\det(G\Gamma_v)|}{|D\Gamma_v|^{n+1} + \delta} dx dt
\]

\[
= \int_E \frac{|\partial_t \Gamma_v| |\det D^2(\Gamma_v)|}{|D\Gamma_v|^{n+1} + \delta} dx dt,
\]

where \(\delta > 0\) is a small universal constant which will be chosen later. Now, by definition of Monotone envelope (2.5), we have \(\Gamma_v\) is convex with respect to \(x\) variable so \(\det D^2(\Gamma_v) \geq 0\). Also, \(\Gamma_v\) is non-increasing with respect to \(t\) so \(\partial_t \Gamma_v \leq 0\). Hence, we get

\[
\int_{G\Gamma_v(E)} \frac{d\xi dh}{|\xi|^{n+1} + \delta} \leq \int_E \frac{-\partial_t \Gamma_v \det D^2(\Gamma_v)}{|D\Gamma_v|^{n+1} + \delta} dx dt
\]

\[
= \frac{\lambda^n}{\lambda^n} \int_E \frac{-\partial_t \Gamma_v \det D^2(\Gamma_v)}{|D\Gamma_v|^{n+1} + \delta} dx dt
\]

\[
\leq \frac{\lambda^k \Lambda^{n-k}}{\lambda^n} \int_E \frac{-\partial_t \Gamma_v \det D^2(\Gamma_v)}{|D\Gamma_v|^{n+1} + \delta} dx dt,
\]

where \(k\) is number of positive eigenvalues of \(D^2(\Gamma_v)\).

Now, write determinant as the product of eigenvalues, club positive eigenvalues with \(\lambda\) and negative eigenvalues with \(\Lambda\), and use AM-GM inequality to get

\[
\int_{G\Gamma_v(E)} \frac{d\xi dh}{|\xi|^{n+1} + \delta} \leq \frac{n+1}{\lambda^n} \int_E \frac{(-\partial_t \Gamma_v + P^-(D^2\Gamma_v))^{n+1}}{|D\Gamma_v|^{n+1} + \delta} dx dt.
\]

Now, using (4.13), we get

\[
\int_{G\Gamma_v(E)} \frac{d\xi dh}{|\xi|^{n+1} + \delta} \leq \frac{n+1}{\lambda^n} \int_E \frac{(b|D\Gamma_v| + \tilde{\phi}(2) + g)^{n+1}}{|D\Gamma_v|^{n+1} + \delta} dx dt
\]
$\leq C b^{n+1} + C \frac{(\bar{\phi}(2))^{n+1}}{\delta} + C \frac{|K_1 \cap E|}{\delta}$,

where $C$ depends on $n$ and ellipticity constant.

Now, $\inf_{K_3} u \leq 1$ and $h \leq -2$ in $K_3$ imply

$$\inf_{K_3} v \leq -1,$$

which is the same as saying

$$\sup_{K_3} (\min \{v, 0\})^+ \geq 1 \implies \sup_{Q_1} (\min \{v, 0\})^+ \geq 1.$$

Also, $u \geq 0$ and $h = 0$ on $\partial_p Q_1$ imply $v \geq 0$ on $\partial_p Q_1$. Hence, by Lemma 2.7, we get

$$\left\{ (\xi, h) \in \mathbb{R}^n \times \mathbb{R} : |\xi| \leq \frac{1}{4}, \frac{5}{8} \leq -h \leq \frac{6}{8} \right\} \subset G \Gamma_v(E).$$

Thus, we have

$$\frac{1}{8} \int_{|\xi|<1/4} \frac{d\xi dh}{|\xi|^{n+1} + \delta} \leq C b^{n+1} + C \frac{(\bar{\phi}(2))^{n+1}}{\delta} + C \frac{|K_1 \cap E|}{\delta}. \tag{4.17}$$

Since $b$ and $C$ are universal constants, and

$$\int_{|\xi|<1/4} \frac{d\xi}{|\xi|^{n+1} + \delta} \rightarrow \infty \text{ as } \delta \rightarrow 0,$$

we can choose a universal constant $\delta > 0$ such that

$$\frac{1}{8} \int_{|\xi|<1/4} \frac{d\xi dh}{|\xi|^{n+1} + \delta} \geq C b^{n+1} + 2. \tag{4.18}$$

Chosen $\delta > 0$, choose $r_1 \leq r_0$ universal such that

$$C (r_1 \eta(1/r_1) \phi(2))^{n+1} \leq \delta, \text{ which is the same as } C \frac{(\bar{\phi}(2))^{n+1}}{\delta} \leq 1.$$

Hence (4.17) becomes

$$1 \leq C \frac{|K_1 \cap E|}{\delta}.$$

Take $\mu_1 = \frac{\delta}{C}$, which is a universal constant. By definition of $E$, we have

$$\mu_1 \leq |K_1 \cap E| \leq |K_1 \cap \{v = \Gamma_v\}|.$$

Using $\Gamma_v$ is monotone envelope of $\min \{v, 0\}$ we get,

$$\mu_1 \leq |K_1 \cap \{v \leq 0\}|.$$
Substitute $v = u + h$ to get
\[ |K_1 \cap \{ u \leq -h \}| \geq \mu_1. \]

Take $L = \max_{Q_1} (-h)$. Then, we have
\[ |K_1 \cap \{ u \leq L \}| \geq \mu_1, \]

which implies,
\[ |\{(x,t) \in K_1 : u(x,t) \leq L\}| \geq |K_1| - \mu_1. \]

Take $\mu = \frac{|K_1| - \mu_1}{|K_1|}$ and get conclusion. \qed
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