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ABSTRACT

Genetic variation has long been known to alter transcription factor binding sites, resulting in sometimes major phenotypic consequences. While the performance for current binding site predictors is well characterised, little is known on how these models perform at predicting the impact of variants. We collected and curated over 132,000 potential allele-specific binding (ASB) ChIP-seq variants across 101 transcription factors (TFs). We then assessed the accuracy of TF binding models from five different methods on these high-confidence measurements, finding that deep learning methods were the best performing yet still have room for improvement. Importantly, machine learning methods were consistently better than the venerable position weight matrix (PWM). Finally, predictions for certain TFs were consistently poor, and our investigation supports efforts to use features beyond sequence, such as methylation, DNA shape, and post-translational modifications. We submit that ASB data is a valuable benchmark for variant impact on TF binding.
Introduction

One of the primary mechanisms contributing to the regulation of gene expression is the binding of transcription factors (TFs) to regulatory genomic elements. Differential gene expression can drive and contribute to almost every aspect of disease phenotypes. Understanding the intricate process of TF-DNA binding can, therefore, provide mechanistic hypotheses for variants and propel the discovery of novel therapies. Fortunately, through the aid of high throughput techniques such as chromatin immunoprecipitation followed by sequence (ChIP-seq), systematic evolution of ligands by exponential enrichment (SELEX) and protein binding microarrays (PBMs), the binding specificities of many TFs have been exhaustively catalogued over the past decade\(^1\).

Genetic variation falling within specificity determinants of transcription factor binding sites (TFBSs) can alter binding by introducing novel binding sites or diminishing existing binding sites, often resulting in a substantial impact on molecular phenotypes through changes in gene expression. Although experimental approaches have utilised ChIP-seq to map variants to molecular-level traits such as TF-binding\(^2,3\), these approaches are costly and cannot yet be routinely applied to the sizeable quantity of genetic variation data available. As such, much effort has gone into modelling TF-DNA binding \textit{in silico}. The current standard for predicting TFBSs is the position weight matrix, owing to its simplicity and intuitiveness\(^4\). More recent machine learning, and specifically deep learning methods have been developed that are able to capture far more complex binding motifs\(^5,6\). These methods have also been employed to predict variants likely to alter TFBSs and have thus become an essential component of many variant prioritization pipelines, such as the variant effect predictor\(^7\).

The performance by which TF binding models are able to distinguish their binding regions from random genomic regions has been well characterized\(^8,9\). To assess how well these predictors perform at
identifying the impact of variants, known regulatory variants are often employed, which include variants from the Human Genome Mutation Database (HGMD), genome-wide association studies (GWAS), and quantitative trait loci (QTL) studies\textsuperscript{10–12}. Yet, little has been done to explore the ability of these models to assess the impact of genetic variants on binding in a TF-specific manner. Allele-specific ChIP-seq binding (ASB) is a valuable resource to carry out such performance assessments. Here, ChIP-seq reads are mapped to either allele of heterozygous variants within an individual or cell line, allowing for the explicit identification of variants that do and do not alter TF occupancy. Several studies have utilized ASB data to explore TF-specific performance at assessing variant impact. For instance, Zeng et al. used ASB variants for six TFs to validate their GERV method at identifying TFBS-altering variants\textsuperscript{13}. Shi et al. compiled a dataset of over 10,000 ASB variants across 45 ENCODE ChIP-Seq datasets and demonstrated that ASB variants lie within highly relevant PWM positions\textsuperscript{14}. These studies are, however, often based on a small number of TFs or are focused on individual variant impact methods.

In this study, we aimed to carry out a systematic and unbiased analysis of the performance of TF-binding models at assessing variant impact. We compiled and collected a compendium of over 132,373 potential ASB variants across 101 TFs. We define ASB variants for 81 of these TFs and compare the performance of five different methods, based on PWMs, deep learning and \(k\)-mer-based machine learning, at predicting impactful variants through different measures of variant impact for each method. In some cases, these measures perform differently at variant impact prediction. We show that, overall, deep learning and \(k\)-mer-based machine learning methods significantly outperform that of the commonly-used PWMs. We also explore the performance of TFs individually, identifying TFs that are able to accurately predict variant impact as well as those that, although have distinct binding specificities, are unable to do so. We finally investigate mechanisms such as methylation, DNA shape, PTMs and co-binders that may explain poor performance in variant impact prediction. We show that ASB data serves as a valuable benchmarking
resource on which the performance of TF binding models can be exhaustively surveyed with respect to variant impact.

**Results**

1.1 A compendium of allele-specific binding events

To assess the performance of TF-binding impact predictions, we require a set of variants known to alter binding, whether the alteration is a gain or loss, and also a set of variants known to not alter binding. This is conveniently provided by ASB data. We collected ASB variants from five studies\(^{14-18}\), with each study providing heterozygous variants, the sample or cell line from which it was obtained, and reference and alternate allele read counts and the TF affected (Figure 1a). Since read counts were collected from different sources and processed with their respective analysis pipelines, we also ensured results from different studies were consistent with one another where possible. We correlated the effect sizes of overlapping ASB variants from different studies and found a high degree of concordance (mean Pearson r = 0.79, Supplementary Figure S1). In line with this reasoning, if an ASB variant was reported across multiple studies, we retained the entry with highest number of total mapped reads. We additionally discarded variants with fewer than 10 reads mapping to the reference or alternate allele, for a total of 132,373 variants and 215,631 TF-variant pairs (potential ASB events) reported across 101 TFs. The largest fraction of TFs was reported in a single study, with a total of 50 TFs and as few as three TFs were reported across all five studies (Figure 1b). Different studies also contained a disproportionate number of TFs and samples for which ASB data was available. The largest number of TFs was contained within the Santiago et al. dataset with a total of 80 TFs across from 14 samples\(^{15}\) (Figure 1c-d).

The binomial test was used to define how the significance of the imbalance between the reference and alternate read counts (Methods), which is commonly used in ASB studies\(^{16,19}\). ASB variants that
exhibit significant differences between reference and alternate read counts were defined by a significance threshold $P_{\text{binomial}} < 0.01$, resulting in 32,252 ASB events across 81 TFs, of which 58.1% (18,744) were loss events where the alternate read count is lower and 9,397 (41.9%) were gain events, where the reference read count was lower. Although one would expect that there would be a significantly higher number of losses than gains, since disrupting a binding site is mechanistically easier, our results indicate that overall a random variant has just as much chance of creating a site as it does to destroy one. A total of 79,827 non-ASB events with balanced read counts were defined as those with $P_{\text{binomial}} > 0.5$ (Methods). Overall, 81 TFs had at least one defined ASB and non-ASB event, whereas 58 TFs had at least 10 events and 51 TFs had at least 20 events. To our knowledge, this is the largest available ASB dataset curated.

ASB variants are implicated in altering TF-binding and should be less likely to exist with high frequency. We confirmed this by analysing the proportion of ASB variants which are rare at a MAF <1% using data from the ExAC consortium\textsuperscript{20}, 1000 genomes project\textsuperscript{21}, and the ESP6500 project\textsuperscript{22} (Methods). Strikingly, loss ASB variants consistently demonstrated a higher fraction of rare variants, compared to non-ASB variants ($p<1.57 \times 10^{-9}$), which was in contrast to gain ASB variants that did not show any significant enrichment ($p<0.98$, Figure 1f). This suggests that loss of binding would be more likely consequential, which is similar to what had been previously observed for whole genome \textit{de novo} variants in autism\textsuperscript{23}. We additionally assessed whether commonly used non-coding variant impact predictors, such as GWAVA\textsuperscript{24}, Eigen\textsuperscript{25} and CADD\textsuperscript{26}, could accurately distinguish ASB variants from non-ASB using the area under the receiver operating characteristic curve (AUROC) measure (Methods). However, near-random performance was observed for all three methods (CADD AUROC = 0.51, Eigen AUROC = 0.46, GWAVA AUROC = 0.48, Figure 1g). This suggests that current approaches, which do not incorporate TF specificity are unable to identify variants altering TF-binding.

We utilized the collected ASB data to assess and compare the performance of several computational
predictors of TF-binding variant impact (Figure 1a). The approaches included in the analysis were those based on PWMs, k-mer-based approaches GERV and gkmSVM, and deep learning-based approaches DeepBind and DeepSEA.

1.2 Scoring metrics for evaluation of transcription factor binding variant impact

The different methods available offer a variety of scoring metrics that describe the quantitative impact of a variant on TF-binding. These metrics are typically signed, where strong negative and positive values indicate loss and gain, respectively. DeepSEA produces a single probability of binding for both the wildtype and mutant sequences and uses two metrics to quantify the impact of a variant: the difference (\( \text{diff} \)) and log fold change (\( \log \text{FC} \)) between the probabilities (Methods). gkmSVM provides a single score \( \delta_{\text{SVM}} \) reflecting the change in the sum of k-mer weights for wildtype and variant sequences and GERV provides a single unsigned score (GERV score) that reflects the change in predicted ChIP-seq read counts (Methods).

In contrast, PWMs and DeepBind only provide a score reflecting the likelihood of binding and not the impact of a variant. For these approaches, we devise a number of metrics to assess the impact of a variant. Because the TF specificity models receive as input a fixed length sequence, which may not correspond to the length of a sequence underlying an ASB event, we score multiple overlapping fixed-length windows of sequences along the region of interest with the reference and alternate allele. The defined metrics serve as a good starting point for assessing how different approaches perform at scoring the variant impact on TF-binding and are described in more detail.

1.2.1 Raw score metrics of variant impact

The difference in raw model scores is typically used to assess the impact of a variant (Supplementary Figure S2). We similarly define \( \delta_{\text{raw}} \) as the maximum difference between the raw wildtype and
mutant scores across the $k$-mers. Because TF-binding can be made robust through homotypic clusters of redundant binding sites, they can often mitigate effects of impactful variants$^{30}$. In line with this reasoning, we devised *delta track* as the difference between the maximum of all wildtype window scores and the maximum of all mutant window scores. Both metrics are signed, such that losses are indicated by negative scores and gains by positive (Methods).

### 1.2.2 Probability-transformed metrics of variant impact

We sought to aid interpretability and strengthen baselines for variant effect prediction. To do this, we convert raw scores (which are not on any particular scale and not comparable across TFs) to likelihoods of binding (which are normalized to [-1, 1] and are comparable across TFs). We define positive and negative sequences as those used to train the DeepBind or PWM model and random genomic regions, respectively (Methods). We found that, particularly for ChIP-seq/SELEX data used to train DeepBind models, distributions of raw scores from the background followed a normal distribution and in some cases, distributions of foreground scores were bimodal with one component of scores exhibiting similar properties to that of the negative distribution (Supplementary Figure S3). This is likely due to lenient threshold used to call the ChIP-seq peaks, which was done to maximise the number of sequences available to train models. Since the foreground distribution is bimodal, we use a Gaussian mixture model (GMM) to learn the two components comprising the foreground distribution. One component is fixed to the parameters of the negative distribution and the "true positive" component is learned. A linear model is then trained and used to compute the probability of binding ($P_{\text{bind}}$) from raw PWM or DeepBind scores (Methods).

Using the $P_{\text{bind}}$ score, we define the *delta $P_{\text{bind}}$* score as the maximum difference between the mutant and wildtype $P_{\text{bind}}$ probabilities across all sequence windows. This value ranges from -1 to 1, where low negative values indicate a loss of binding and high positive values indicate a gain of binding.
We additionally define a probabilistic score $P_{\text{loss}}$ and $P_{\text{gain}}$ that range from 0-1 reflecting the likelihood of a binding site being lost or gained, respectively. For $P_{\text{loss}}$, this is computed by taking the joint probability of binding for the wildtype sequence and the probability of the mutant not binding and vice versa for $P_{\text{gain}}$ (Supplementary Figure S2, Methods). $P_{\text{loss}}$ and $P_{\text{gain}}$ are combined into a single score by first signing $P_{\text{loss}}$ negatively and computing the probability with the higher absolute value as $P_{\text{comb}}$. Since $P_{\text{loss}}$ and $P_{\text{gain}}$ can have low to moderate magnitudes we also compute $P_{\text{sum}}$ as the sum of the signed probabilities, resulting in a near-zero score for such cases (Methods).

1.3 The use of allele-specific binding data for benchmarking variant impact prediction

Given the numerous available predictors and scoring metrics available for prioritising the impact of variants on TFBSs, we investigated how well each method and scoring metric performed at distinguishing TFBS-altering variants using the ASB data as a gold standard.

We collected and trained models for TFs with ASB data from the described methods. Pre-trained DeepBind models for 91 TFs were utilised, which we had previously trained on ENCODE ChIP-seq data\(^5\). For DeepSEA, pre-trained models for 91 TFs were used that were trained on similar ChIP-seq datasets to those used for DeepBind, matched by the cell line from which the training data was obtained. The same data used to train DeepBind models was used to train 91 corresponding gkmSVM models and pre-trained GERV models for 60 TFs were collected, based on ChIP-seq data (Methods). We further utilised PWMs for 56 TFs from the JASPAR database along with 87 sets of PWMs based on over-represented motifs discovered by MEME-ChIP\(^31\) from the data used to train DeepBind models. For each TF, sequences matching a set of the top five over-enriched motifs were used to construct at most five PWMs. Using the set of PWMs, predictions were generated for the (1) "signif" most significant PWM and (2) "best" the PWM that resulted in highest magnitude variant-impact score (Methods).

Each method, model, and scoring metric was used to score both ASB and non-ASB data. The resulting
scores were used to assess the performance of the predictor at discriminating variants implicated in loss or gain ASB from that of non-ASB variants using the receiver operator curve (ROC) and precision-recall (PR) curve. The AUROC and area under PR curve (AUPRC) are used to provide a quantitative measure of performance, where both metrics provide a different view on performance.

The performance was measured using the definition of an ASB and non-ASB variants as those with a $P_{\text{binomial}} < 0.01$ and $P_{\text{binomial}} > 0.5$, respectively and exhibited at least 10 reads mapped to the reference or alternate allele. We further only considered 51 TFs with at least 20 ASB and non-ASB variants to improve robustness. Of these TFs, 82% (42/51) had a DeepBind, DeepSEA or gkmSVM model, 73% (37/51) had a GERV model, 55% (28/51) had a JASPAR PWM model and 76% (39/51) had a MEME-ChIP-based PWM model.

For DeepBind, we found that ChIP-seq models generally outperform that of SELEX at predicting ASB variants with respect to the AUROC ($p<0.028$, Supplementary Figure S4). Certain TFs such as USF1, IRF4 and CTCF showed notably improved performance with ChIP-seq models (Supplementary Figure S5). Furthermore, DeepSEA models were only trained on ChIP-seq models. As a result, we discarded SELEX models from the analysis.

### 1.3.1 A comparison of variant-impact scoring metrics

We first explore performance of PWM-based scoring metrics. We compared the performance of five scoring metrics used for PWMs in JASPAR and MEME-based PWMs. The performance of scoring metrics in most cases was equivalent to one another in each of the PWM sets, with the exception of delta raw which consistently demonstrated poor performance ($p<8.5\times10^{-4}$, Supplementary Figure S6). For instance, in JASPAR PWMs, the average AUROCs for delta raw and delta track was 0.58 and 0.53 ($\Delta$AUROC = 0.051), respectively and 68% (19/28) of TFs showed a 10% increase in delta track performance for either loss or gain ASB events (Figure 2a). By inspecting failure cases, we observed that delta raw was
often incorrect due to the inflation of scores caused by maximising differences overall sequence windows. High delta raw scores do not necessarily indicate a loss or gain of due to the positional independence of PWMs. For instance, a low-scoring wildtype sequence harbouring a variant in a position of importance for the PWM will result in a high delta raw score. This effect coupled with taking the maximum over sliding sequence windows results in an inflation of scores, which affects the identification of true negatives (non-ASBs) and true positives (ASBs). These effects are only partially mitigated by metrics such as the delta track and probabilistic metrics (Supplementary Figure S6).

The early B-Cell Factor 1 (EBF1) is one of the TFs with lower performance for delta raw compared to the other metrics. For the MEME signif PWM, the delta track showed an AUROC of 0.75 and 0.70 (ΔAUROC = 0.05) for loss and gain, respectively whereas delta raw showed AUROCs of 0.66 and 0.61 (ΔAUROC = 0.05), respectively. Figure 2b shows the distributions of scores for loss and gain ASB and non-ASB variants, highlighting the inflation of scores for non-ASB variants.

Detailed examples showing the calculation of delta raw and delta track for an EBF1 ASB and non-ASB variants are shown in Figure 3a-c. Here, the scores for the wildtype and mutant track are shown, along with the difference for each sequence window and the final computed scores. The first example highlights a non-ASB variant, where a near-zero predicted score is desired, yet despite no predicted binding occurring on either the wildtype or mutant tracks, the delta raw metric still results in an inflated score through differences computed in non-binding regions (Figure 3a). The second example highlights a loss ASB variant and the loss event is correctly identified by both metrics. However, the maximum difference for delta raw here is obtained not from the sequence window exhibiting the loss (window 19), but rather at another window 14) (Figure 3b). The third and final example highlights a gain ASB event that shows how the drawbacks of the delta raw metric lead to an incorrect prediction of the variant as loss, whereas delta track correctly predicts the directionality (Figure 3c). The delta track and similar metrics offer numerous
advantages over identifying the largest possible difference. All metrics will, however, be bottlenecked by
the high degree of false positives produced by PWMs.

The performance of scoring metrics used in both DeepBind and DeepSEA were also assessed. We
compared the two DeepSEA metrics and found that, overall, neither metric significantly outperformed the
other (\(p < 0.42\)). The log FC metric did, however, show an average AUROC increase of 0.03 (mean AUROC
0.62 vs. 0.59) and 0.019 (mean AUROC 0.64 vs. 0.62) for loss and gain, respectively (Supplementary
Figure S8a). For DeepBind, no significant difference was observed in performance between the five used
metrics. Unlike the PWM, the delta raw did not overall show difference to that of delta track (\(\Delta\)AUROC <
0.009).

The choice of the scoring metric used in variant impact can often be critical to both interpretability
and performance. For PWMs, the delta raw metric in PWMs has been long used in studies to quantify
effect of a variant of a TFBSs\(^{27-29, 32}\). The results demonstrated here indicate that the choice of score
metric when using PWMs, particularly delta raw, can drastically impact the reliability of predictions made
on regulatory variants. Alternative metrics such as delta track and the probabilistic metrics \(P_{comb}\) and
\(P_{sum}\) offer good approaches to mitigating effects by delta raw but still are bottlenecked by the inherent
limitations of PWMs. For deep learning approaches, little overall difference was observed between metrics
and the choice of metric in this case remains purely for interpretation purposes.

1.3.2 Performance of binding models vary depending on the definition of ASB variants

We then asked whether performance varied if thresholds used to define ASB and non-ASB variants were
changed. We measured the AUROC for a combination of thresholds for both the \(P_{\text{binomial}}\) (\(p < 0.1, 0.01,
10^{-3}, 10^{-4}\) and \(10^{-5}\)) and the minimum number of reference or alternate reads (\(\geq 10, \geq 20\) and \(\geq 30\) reads).
Performance was measured for seven TFs (BATF, CEBPB, CTCF, EBF1, RUNX3, SMC3, TBP) which
had \(\geq 20\) ASB variants at \(10^{-5}\) and \(\geq 30\) reads.
Utilising performance measures for seven TFs with sufficient data at $\geq 10$ reads and $P_{\text{binomial}} < 10^{-5}$ we found that, on average, more stringent definitions of $P_{\text{binomial}}$ thresholds exhibited higher AUROCs, which was consistent across both loss and gain ASBs (Supplementary Figure S7a). For instance, with gain ASBs at $\geq 10$ reads, DeepBind had an average AUROC of 0.70 and 0.59 at $P_{\text{binomial}} < 10^{-5}$ and $P_{\text{binomial}} < 0.10$ thresholds, respectively. Conversely, increasing the minimum number of reads did not show any substantial shift in performance (Supplementary Figure S7a). These results suggest that models are better able to distinguish variants with a higher imbalance in the number of reads and that higher read imbalance is more likely driven by changes in sequence specificity.

To determine if more stringent thresholds used to define non-ASB variants affected the AUROC, we fixed the ASB $P_{\text{binomial}}$ to 0.01 with $\geq 10$ reads and assessed performance at different $P_{\text{binomial}}$ thresholds of 0.5, 0.7, and 0.9 for 21 TFs which had at least $\geq 20$ non-ASB variants at $p > 0.9$. However, higher thresholds of $P_{\text{binomial}}$ did not show any significant variation in performance (Supplementary Figure S7b).

More stringent thresholds of $P_{\text{binomial}}$ result in modest increases in performance. This, however, comes at a cost of losing a majority of TFs for which ASB data is available (11 TFs at $P_{\text{binomial}} < 10^{-5}$). Thus, to assess performance with a sufficient number of TFs, we retain the thresholds of $P_{\text{binomial}} < 0.01$. Furthermore, since no significant increase was observed at higher reads we retain the $\geq 10$ reads for further analyses. It is noteworthy to mention that at the threshold of $P_{\text{binomial}} < 0.01$ there still exists a reasonable imbalance in read counts (for instance, 100 vs. 37 read counts would yield a $P_{\text{binomial}} = 0.012$). While parts of this may be noise, we expect that many include ASB events that impact TF occupancy through the alternative mechanisms described and are not detected by current in silico models. Lastly, it is not expected that the performance of gain and loss differ significantly and any changes observed are likely due to the small number of TFs being assessed.
1.3.3 Machine learning-based methods outperform PWMs at predicting the impact of variants on transcription factor binding

PWMs have been the de facto approach to modelling TF specificity and assessing the impact of regulatory variants on TF-binding. Machine learning, and in particular deep learning approaches are able to capture more complex relationships and reduce false positive predictions. We, therefore, next asked how the performance of machine learning $k$-mer-based as well as deep learning approaches compared to that of PWMs at predicting the variant impact. For methods with more than one scoring metric, we selected the top performing metric, which included delta track for PWMs, log FC for DeepSEA and delta raw for DeepBind, the deltaSVM score from gkmSVM and the GERV score from GERV. We compared performance based on the AUROC and AUPRC (Figure 4).

Because there exists a different number of trained models with ASB data for each method, we compared performances for 11 TFs with models across all five methods. GERV showed near random performance across both loss and gain, performing poorer than PWMs. The other machine-learning approaches including gkmSVM, DeepBind and DeepSEA significantly outperformed PWMs with respect to AUROCs (Figure 4a, $p=0.034$ DeepBind, $p=5.91 \times 10^{-04}$ DeepSEA, $p=0.038$ gkmSVM) and AUPRCs ($p=4.57 \times 10^{-3}$ DeepBind, $p=1.24 \times 10^{-3}$ DeepSEA, $p=0.024$ gkmSVM). We further limited the predictors being compared in order to retain a larger number of common models between the methods. We compared MEME-based PWMs, with gkmSVM and DeepBind for a total of 39 common TFs, where both DeepBind and gkmSVM similarly outperformed the PWM-based models with respect to AUROCs (Figure 4b, $p=4.07 \times 10^{-3}$ DeepBind, $p=4.85 \times 10^{-3}$ gkmSVM) and AUPRCs ($p=2.32 \times 10^{-3}$ DeepBind, $p=7.31 \times 10^{-3}$ gkmSVM).

Comparing the AUROC of deep-learning-based methods to that of PWM delta track, we identify the TFs SRF, CHD2, IRF4, BATF and CEBPB amongst those where deep learning models perform better.
at predicting variant impact (Figure 4c-d). A more in-depth examination of DeepBind and PWM scores reveals that even the best performing PWM metric often results in high numbers of false positives and false negatives. These results further illuminate the importance of machine learning models in variant impact.

### 1.3.4 Alternative binding mechanisms explain differences in variant impact prediction performance

Having established that machine learning approaches outperform PWMs, we sought to focus on DeepBind and DeepSEA models and investigate the performance of individual TFs.

Amongst TFs that performed well are RUNX3, BATF, MAFK, and CEBPB, which had an AUROCs of > 0.7 in either DeepBind or DeepSEA models. Conversely, TFs like SP1, BRCA1, TBP, and TAF1 consistently showed near-random performance (Figure 5a-b). We asked whether poor ASB performance is dictated by the model’s performance at identifying binding sites. A model that is unable to correctly identify binding sites should not perform well at identifying the impact of ASB variants. Indeed, we found that models with an AUC < 0.80 in DeepBind also demonstrated poor ASB performance (Figure 5c-d). However, high-performing models showed a high degree of variation with respect to ASB performance. For instance, SP1 and BRCA1 both have model AUROCs of 0.99. Despite having explicit sequence specificities, such models are unable to detect in vivo occupancy differences introduced by variants. This suggests alternate mechanisms beyond simple binding site specificities affecting binding. Since a number of mechanisms have been shown to contribute to TF-binding specificities such as methylation, DNA shape, TF cofactors and regulatory PTMs on the TF, we explored whether such mechanisms are able to explain the poor performance observed.

TFs that are involved in binding complexes can obtain their specificity by the binding of cofactors. We collected known physical TF-TF interactions from the transcription cofactors (TcoFs) database for 35
TFs with performance measures and asked whether the degree of interactors predicted ASB performance. We found that TFs such as the TATA-binding protein (TBP) and the specificity protein 1 (SP1) which showed upwards of 50 interactions with other TFs also correlated with poor performance (Figure 6a).

Cytosine methylation is another major factor shown to dictate binding for many TFs. A recent study by Yin et al. used a methylation-sensitive derivative of SELEX to identify TFs influenced by methylation for over 500 TFs. Here, TFs were characterised into three groups MethylPlus, where the TF preferred to bind methylated sequences, MethylMinus, where little to no TF binding was found for methylated binding sites and LittleEffect, where methylation had little to no effect on binding. We collected classes for 14 TFs with performance measures across the different methods and compared performance for each class. Interestingly, we found that TFs classified as MethylPlus consistently showed significantly lower performance compared to that of MethylMinus in DeepBind ($p=9.9\times10^{-3}$), gkmSVM ($p=6.1\times10^{-3}$) and PWMs ($p=2.8\times10^{-4}$) (Figure 6b). MethylPlus TFs included SP1, RFX5, POU2F2, and GATA3, which demonstrated low average AUROCs across methods RFX3 (0.53), SP1 (0.49), POU2F2 (0.55), GATA3 (0.59). Indeed, TFs such as RFX3 and SP1 methylation has been shown to positively regulate binding. This suggests that TFs relying on methylation for binding are likely to perform worse when only sequence information is used for model training.

TFs are known to be able to detect three-dimensional shape of DNA. We utilised data from Mathelier et al., where models were trained that incorporated DNA shape features to show performance of binding can be improved. We identify TFs that rely on DNA shape for binding by computing the percent increase in AUROC ($\Delta\%$) for models. The percent increase is binned values into three bins, $<5$, $6$–$10$, and $>10$, which represent minimal improvement, medium improvement and strong improvement. We found that TFs that showed strong improvement had significantly lower performance when compared to those that showed minimal improvement for PWMs ($p=4.4\times10^{-3}$) and gkmSVM ($p=0.039$). Significance was
borderline significant for DeepBind ($p=0.061$) and DeepSEA ($p=0.035$). This can be explained by the fact that deep learning approaches should at least in part be able to extract DNA shape features from the sequences they are trained on (Figure 6c). TFs in which DNA shape aided binding prediction (>10%) included SRF (mean AUROC = 0.62, $\Delta\% = 23$), BRCA1 (mean AUROC = 0.48, $\Delta\% = 15$), NFYB (mean AUROC = 0.50, $\Delta\% = 12.6$), MEF2A (mean AUROC = 0.62, $\Delta\% = 12$), MAFK (mean AUROC = 0.68, $\Delta\% = 11.7$), TBP (mean AUROC = 0.53, $\Delta\% = 11$), PAX5 (mean AUROC = 0.63, $\Delta\% = 10.1$), and SP1 (mean AUROC = 0.50, $\Delta\% = 10.1$). In contrast, TFs where DNA shape played a minimal role in binding prediction included ELF1 (mean AUROC = 0.65, $\Delta\% = 1.8$), TFAP2C (mean AUROC = 0.62, $\Delta\% = 2.6$), BHLHE40 (mean AUROC = 0.69, $\Delta\% = 3.5$), and USF2 (mean AUROC = 0.65, $\Delta\% = 3.8$). This suggests DNA shape as a valuable feature when assessing variant impact on TF-binding.

Finally, we explore the impact of PTMs on TFs binding. PTMs are key regulators of transcriptional activity and are known to govern binding specificity\textsuperscript{40}. We asked if TFs that are more likely regulated by PTMs also performed poorly. We collected 1,645 PTM sites for seven modifications in 43 TFs from PhosphoSitePlus\textsuperscript{41}. We binned the TFs by the number of PTM sites they harboured by percentiles. In many cases, we found that heavily modified TFs such as BCLAF1 (mean AUROC = 0.49, $n = 192$), POLR2A (mean AUROC = 0.52, $n = 171$), EP300 (mean AUROC = 0.59, $n = 139$) and SMC3 (mean AUROC = 0.57, $n = 90$) showed significantly lower performance levels, compared to TFs that harboured fewer than 10 PTM sites in DeepBind ($p=6.6\times10^{-5}$), DeepSEA ($p=5.6\times10^{-5}$), gkmSVM ($p=2.1\times10^{-4}$) and PWMs ($p=1.6\times10^{-3}$, Figure 6d). We similarly utilised 42 PTM sites across 17 TFs known to be regulatory and compared performance of TFs with a single regulatory PTM to those with more than one. We observed a similar trend, where TFs such as BRCA1 (mean AUROC = 0.48, $n = 6$), SP1 (mean AUROC = 0.50, $n = 5$), and NFKB1 (mean AUROC = 0.51, $n = 4$) with a high number of known regulatory PTMs displayed significantly lower performance across DeepBind ($p=0.011$) and gkmSVM ($p=0.042$) Figure 6d).
For certain TFs with distinct sequence specificities, elucidating the impact of variants can be more challenging due to the sequence specificity depending on a multitude of factors that involve mechanisms beyond proximal sequence information alone. These results demonstrate the importance of such factors, \textit{in silico}, when assessing variant impact in TFBSs.

\textbf{Discussion}

Understanding the impact of non-coding variation is an ongoing challenge in genetics. One of the primary modes for this is through impacting TFBSs. Yet, despite the wealth of TF specificity available through high throughput technologies, accurate \textit{in silico} prediction of TFBS-altering variants remains a non-trivial task.

This study describes efforts to compare TF-based variant impact predictors using ASB variants as a gold standard. Since both alleles exist in the same cellular environment, ASB variants serve as a valuable source to assess the performance of TF-binding models at assessing the impact of variants. We have shown that the ability for machine learning models, in particular, deep learning methods, to significantly reduce the number of false positives allows for more accurate variant impact predictions. Deep learning approaches are able to utilise the full extent of ChIP-seq and SELEX data to learn far more complex positional dependencies in binding sites. Deep learning approaches are also not confined to the exact motif location and therefore can model sequence context of the binding site, which has been shown to contribute to binding\textsuperscript{42,43}. We finally show that TFs with poor performance at assessing variant impact often rely on additional mechanisms such as binding partners, methylation, DNA shape and PTMs (Figure 6).

Assessing TF-DNA binding and how it is influenced by genetic variation \textit{in silico} is a much more complex process than once thought. Current methods available for interpreting effects of TFBS variants rely primarily on binding specificity. Although this provides a useful framework for prioritizing non-coding
variants, as demonstrated by results, even the most sophisticated methods are often unable to capture the full extent of altered binding in the genome. This can be attributed to several reasons. First, there are several other mechanisms that have been known to significantly contribute to binding specificities such as epigenetic modifications, cooperative binding, geometric shapes of DNA, PTM modifications and more. Epigenetics, in particular, methylation, can play a major role in enhancing or inhibiting TF-binding\textsuperscript{35, 44}. The recent study by Yin et al. carried out methylation-sensitive SELEX in 542 TFs and identified many methylation-dependent TFs\textsuperscript{35}. Epigenetics can also greatly affect regions TFs can occupy. Nucleosome occupancy, for instance, results in closed chromatin which is inaccessible to TFs. Indeed, DNAase hypersensitivity sequencing (DHS-seq) has revealed regions of open chromatin in many cell lines, which have been shown to improve binding prediction\textsuperscript{45}. PTMs is another major regulator of TF activity through altering its structural conformation, stability or sub-cellular localization thereby affecting binding\textsuperscript{40}. For instance, phosphorylation of p53 on S378 allows it be recognized by 14-3-3 proteins, which associate with p53 and significantly enhances DNA-binding\textsuperscript{46}. Second, binding preferences of a TFs have been shown to be heterogeneous across different cell lines. For instance, Arvey et al. comprehensively analysed ChIP-seq data for 67 TFs across multiple different and found that many cell-type-specific sequence models were able to capture binding variability, which was primarily due to differences in heteromeric complex formations\textsuperscript{47}. Since the samples and cell lines from which ASB variants were obtained do not always match that of the experiments used to generate TF-specificity models, this is a potential confounding factor of poor performing models.

Another factor greatly limiting the prediction of TFBS-altering variants is the availability of TF motifs. It is estimated that the human genome contains approximately 1,400 TFs containing DNA-binding domains\textsuperscript{48}. Although the current catalogue of TF-binding specificity has significantly expanded in the past decade with the aid of high throughput approaches such as ChIP-seq, SELEX and PBMs, almost half
of identified TFs are yet to have their specificity determined\textsuperscript{49}. This is perhaps due to technical limitations, such as transient binding or expression of the TF. The lack of such data further hampers ability for us to systematically understand variant impact in TFBSs.

Significant advances in interpreting non-coding variation have been greatly aided by the emergence of deep learning methods to the field of genetics over the past few years. However, accurate assessment of variant impact on TFBSs will require models to systematically integrate additional epigenetic, proteomic and genetic data in order to account for mechanisms beyond sequence specificity in a cell-type-specific manner.

**Methods**

1.4 **Collection of allele-specific binding data**

ASB data were collected from five studies\textsuperscript{14–18}. In each study, ChIP-seq reads are mapped to both alleles of heterozygous variants in individuals or cell lines. A count for the number of reads mapping to the maternal and paternal allele of each locus is provided by the studies. Allelic read imbalance is computed across all studies using a binomial test:

\[
P_{\text{binomial}}(X = k) = \binom{n}{k} p^k (1 - p)^{n-k}
\]

where \(n\) is the total number of reads mapped at a given loci, \(p\) is the probability of success, which is fixed to 0.5. This assesses deviation from the expected 50/50 read count. Finally, SNP positions for hg18-mapped variants are converted to hg19 using \textit{liftOver}\textsuperscript{50} and loci that did not map were discarded.

**Supplementary Data 1** contains the complete list of curated ASB data utilised in this study.
1.5 Transcription factor binding model training and scoring

DeepBind models for a total of 91 TFs based ChIP-seq datasets were obtained from Alipanahi et al.\(^5\). Performance of each model was evaluated by applying models to left out test sequences (sequences not used to train the model) and random genomic regions. In the cases where there were multiple DeepBind models per TF, the model with the highest performance was selected. Scoring was carried out using the `deepbind` executable v0.11 with default parameters. Scores for DeepSEA were obtained through the online web server [http://deepsea.princeton.edu/](http://deepsea.princeton.edu/). Models for a total of 91 TFs were used that matched DeepBind models by cell line.

A total of 54 PFMs for 54 TFs with a DeepBind model were collected from JASPAR\(^1\). If a TF has more than one model, the model with the latest accession version is used. Motif enrichment data carried out using MEME-ChIP\(^31\) on ChIP-seq data used to train DeepBind models was used to construct a second set of PWMs. Each contained a set of enriched motifs along with matching ChIP-seq sequences and an \(e\)-value reflecting the enrichment significance. Motifs with an \(e\)-value > 0.05 or less than 10 associated sequences were discarded and the sequences associated with the top five enriched motifs were used to construct PWMs. The "signif" PWM set was defined as the PWM for each TF with the most significant \(e\)-value, whereas in the "best" PWM set the top five most significant PWM was used for scoring and the PWM that gave off the highest variant effect prediction was used. All PWMs were constructed using the `toPWM` function of the `TFBStools` package\(^51\) and the `PWMscoreStartingAt` function of the `Biostrings` package was used to score sequences using the generated PWMs\(^52\).

The `gkmtrain` command from the LS-GKM library ([https://github.com/Dongwon-Lee/lsgkm](https://github.com/Dongwon-Lee/lsgkm)) was used to train gkmSVM models\(^12\) with default parameters, except for word length option `-l` set to 10. ChIP-seq and SELEX sequences were used as positive sequences, and random genomic sequences with the same length were used as negative sequences. The `deltaSVM` scores were generated from using
the gkm predict command along with the deltasvm.pl script (http://www.beerlab.org/deltasvm/).
Finally, pre-trained GERV models for a total of 60 TFs were obtained from http://gerv.csail.mit.edu/ ChIP-seq experiments from ENCODE project and the preprocess and score options of the run.r script with default options was used to score the impact of variants.

1.6 Variant impact scoring metrics

1.6.1 DeepBind and PWMs

Given a PWM or DeepBind model, we define a fixed-length sequence window of size $k$ using the width of the PWM or the detector length of the DeepBind model (see\(^5\)), respectively. Given a variant at position $q$, we score both the wildtype and mutant sequences starting $q-k$ to $q+k$ at increments of $k$ for a set of raw wildtype scores $w_1, w_2, \ldots, w_k$ and mutant scores $m_1, \ldots, m_k$. Given the set of indices $S = 1, \ldots, k$, the $delta raw (\Delta R)$ and $delta track (\Delta T)$ metrics are computed as follows:

$$i^* = \arg\max_{i \in S} |m_i - w_i|$$

$$\Delta R = m_{i^*} - w_{i^*}$$

$$\Delta T = \max_{i \in S} m_i - \max_{i \in S} w_i$$

To compute $P_{bind}$ scores we score a given an individual raw score, we compute a foreground and background distribution of raw scores using a set of positive and negative sequence respectively. The negative sequences are defined as 10,000 randomly sampled genomic sequences of size $k$. The positive sequences for JASPAR PWMs are defined as generated sequences from the PWM, whereas for MEME-ChIP PWMs this is defined as the corresponding matching ChIP-seq sequences used to construct the PWM. The positive sequences as the ChIP-seq or SELEX sequences used to train the DeepBind models. We assume the background distribution follows a Gaussian distribution $N \sim \mathcal{N}(\mu_n, \sigma_n)$ and learn the parameters of the true positive distributions by fitting a two-component Gaussian model mixture model.
Here, one component was fixed to $\mu_n$, $\sigma_n$ and the true positive parameters are learned as $\mu_p$, $\sigma_p$. A total of 10,000 random samples are generated using the given parameters of background and used to train a generalised linear model, which was used to compute a posterior probability (Supplementary Figure S3) of binding ($P_{\text{bind}}$) and not binding ($P_{\text{not binding}}$). The $P_{\text{bind}}$ scores are computed for both the wildtype $Pb_{w1}^i, \ldots, Pb_{wk}^i$ and mutant $Pb_{m1}^i, \ldots, Pb_{mk}^i$ windows. The $P_{\text{not binding}}$ scores are computed similarly as $Pn_{w1}^i, \ldots, Pn_{wk}^i$ and $Pn_{m1}^i, \ldots, Pn_{mk}^i$. The delta $P_{\text{bind}}$ ($\Delta P$) score was then computed similarly to that of $\Delta R$:

$$i^* = \operatorname{argmax}_{|Pb_{mi}^i - Pb_{wi}^i| \forall i \in S}$$

$$\Delta P = Pb_{mi}^i - Pb_{wi}^i$$

The probabilistic scores of a loss ($P_{\text{loss}}$) and gain ($P_{\text{gain}}$) events are computed by multiplying the likelihood of the wildtype allele binding and the mutant allele not binding for loss, and vice versa for gain:

$$P_{\text{loss}} = \operatorname{argmax}_{Pb_{wi}^i \cdot Pn_{mi}^i \forall i \in S}$$

$$P_{\text{gain}} = \operatorname{argmax}_{Pb_{mi}^i \cdot Pn_{wi}^i \forall i \in S}$$

Both probabilities are then combined into individual scores $P_{\text{sum}}$ and $P_{\text{comb}}$ as follows:

$$P_{\text{sum}} = -P_{\text{loss}} + P_{\text{gain}}$$

$$P_{\text{comb}} = \begin{cases} 
P_{\text{gain}}, & \text{if } P_{\text{gain}} > P_{\text{loss}} \\
-P_{\text{loss}}, & \text{otherwise}
\end{cases}$$

### 1.6.2 DeepSEA

Given a probability of binding in the wildtype and mutant alleles, as $\rho_w$ and $\rho_m$ respectively, DeepSEA utilises two scoring schemes: the difference ($DS_D$) and log fold change ($DS_L$) computed as follows:

$$DS_D = \rho_m - \rho_w$$

$$DS_L = \log\left(\frac{\rho_m}{1-\rho_m}\right) - \log\left(\frac{\rho_w}{1-\rho_w}\right)$$
1.6.3 gkmSVM

Given $k$-mer weights computed for wildtype and mutant sequences flanking the variant position as $\omega_1^w, \ldots, \omega_{10}^w$ and $\omega_1^m, \ldots, \omega_{10}^m$, the deltaSVM ($\Delta SVM$) score is computed as follows:

$$\Delta SVM = \sum_{i=1}^{10} \omega_i^m - \omega_i^w$$

(11)

1.7 Allele frequencies and non-coding variant impact predictions

Allele frequencies for the 1000 genomes project, ExAC variants and ESP6500 project, along with non-coding variant impact predictions for CADD, Eigen and GWAVA were obtained from the ANNOVAR tool\textsuperscript{53}, using the table_annovar.pl script.

1.8 Performance measures

ROC and PR curves were generated by assessing the TPR (or recall), FPR and precision. The ROC curves compare the FPR against the TPR, whereas PR curves compare the TPR against the PPV (or precision). Given the number of true positives (TP), false positives (FP), true negatives (TN) and false negatives (FN), these are computed as follows:

$$TPR = \frac{TP}{TP + FN}$$

$$FPR = \frac{FP}{FP + TN}$$

$$PPV = \frac{TP}{TP + FP}$$

(12)

All ROC and PR curves, along with area under the curve measures were computed using the PRROC R package\textsuperscript{54}.
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Figure 1. Properties of ASB and non-ASB variants. (a) The use of ASB data for assessing the performance of TFBS variant impact. (b) The total number of TFs covered by a different number of studies. Only three TFs have ASB data in all five studies. (c-d) The number of TFs and samples per ASB study. (e) The number of ASB variants per TF at a $P_{\text{binomial}} < 0.01$ and at least 10 reads mapped to either allele. Only TFs with at least 20 ASB variants are shown. Loss and gain ASB variants are shown in magenta and green, respectively. (f) ASB variants (green) are relatively rare compared to that of non-ASB variants (orange). Significance $p$-values represent a one-sided Fisher’s exact test. (g) Non-coding variant impact predictors are unable to distinguish ASB variants from non-ASB.
**Figure 2.** Comparison of *delta raw* and *delta track* metrics for the PWM. (a) AUROCs for *delta track* compared to that of *delta raw* for the three PWM sets. (b) Density plots showing the inflation of scores in the *delta raw* metrics for the EGR1 TF.
Figure 3. EGR1 examples of scores for individual sequence windows highlighting the differences between delta track and delta raw. The left plot shows the wildtype (black) and mutant (red) scores for each window, the middle plot shows the score difference, and the right plot shows the final delta raw and delta track scores. This is shown for (a) a non-ASB that are misclassified by delta raw, and correctly classified by delta track (b) loss ASB correctly identified by both metrics, and (c) gain ASB misclassified by delta raw and correctly identified by delta track.
Figure 4. Comparing performance of machine learning approaches to PWMs. (a-b) Comparison of AUROCs (left) and AUPRCs (right). Performance is shown for (a) 11 TF models shared amongst five methods and for (b) 39 TF models shared amongst four methods. (c-d) Scatter plots showing the AUROCs for individual TFs for deep learning models (c) DeepBind \textit{delta raw} and (d) DeepSEA \textit{log FC} against PWM \textit{delta track}. 
Figure 5. Exploring performance of individual TFs for deep learning methods. (a) AUROCs and (b) AUPRCs for loss (magenta) and gain (green) ASBs. TFs are ordered by the maximum performance metric across methods and effects (c-d) AUROCs of binding performance is compared against performance of models to identify impact of variants, as defined by (c) AUROCs and (d) AUPRCs for DeepBind \textit{delta raw} (red) and DeepSEA \textit{log FC} (blue) models.
Figure 6. Alternative mechanisms that contribute to poor variant-impact prediction. Performance, as measured by AUROCs across DeepBind, DeepSEA, gkmSVM and PWMs for (a) Number of TF-TF interactions, (b) MethylPlus versus MethylMinus TFs (c) TFs where binding is influenced by DNA shape and (d) PTMs. Significance p-values are based on a one-sided Wilcoxon test.
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