Reaction mechanism of nucleoside 2′-deoxyribosyltransferases: free-energy landscape supports an oxocarbenium ion as the reaction intermediate†‡
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Insight into the catalytic mechanism of Lactobacillus leichmannii nucleoside 2′-deoxyribosyltransferase (LINDT) has been gained by calculating a quantum mechanics–molecular mechanics (QM/MM) free-energy landscape of the reaction within the enzyme active site. Our results support an oxocarbenium species as the reaction intermediate and thus an S_n1 reaction mechanism in this family of bacterial enzymes. Our mechanistic proposal is validated by comparing experimental kinetic data on the impact of the single amino acid replacements Tyr7, Glu98 and Met125 with Ala, Asp and Ala/norLeu, respectively, and accounts for the specificity shown by this enzyme on a non-natural substrate. This work broadens our understanding of enzymatic C–N bond cleavage and C–N bond formation.

Introduction

Breakage/formation of C–N glycosidic bonds in nature is catalyzed by glycosyltransferases, a family of enzymes that catalyze the transfer of glycosyl moieties among a manifold of molecules. Increasingly widespread access to techniques such as directed evolution or computer-aided protein engineering in the last few years, amongst others, has helped to enrich our understanding of these remarkable proteins and their applications in biotechnology. In this context, we have recently reported the characterization and use of several nucleoside 2′-deoxyribosyltransferases (NDTs) isolated from different microbial species for the industrial synthesis of nucleoside analogues. This family of enzymes has emerged in the last few years as a one-pot, selective and metal-free option for the synthesis of nucleoside 2′-deoxynucleosides and created a chimera composed of an NDT and a 5′-monophosphate-2′-deoxyribonucleoside hydrolase that can exchange deoxyribose 5′-(mono, di, and tri)-phosphate between natural bases and analogues.

The rational design of NDTs requires a deep understanding of the structural and mechanistic features of the catalytic mechanism carried out by these enzymes. Since the resolution of the first crystal structure of Lactobacillus leichmannii NDT (LINDT) in atomic detail by Armstrong and colleagues, several experimental models for isoenzymes from other microbial species have been deposited in the Protein Data Bank (Table S1†), NDTs (EC 2.4.2.6) catalyze the direct transfer of the 2′-deoxyribofuranosyl moiety from a 2′-deoxyribonucleoside donor to a nucleobase acceptor (Scheme 1). The currently accepted mechanism for the exchange of a 2′-deoxyribosyl moiety between two nucleobases catalyzed by NDTs involves two ‘half-reactions’ and a common covalent enzyme intermediate (Scheme 1). In the first half-reaction, the carboxylate of the catalytic glutamic acid (Glu98 in LINDT) attacks the anomeric C1′ atom of 2′-deoxyribonucleoside in the precova lent complex I (e.g. 2′-deoxyinosine, dIno) to yield the covalent intermediate III and a free nucleobase (Hyp in this example). Thereafter, the sugar in III can be transferred to a different entering nucleobase – acting as an acceptor – following the...
same reaction mechanism but in the reverse direction. Since two inversions of configuration at the deoxyribose C1' atom take place, its absolute stereochemistry in the leaving nucleoside is retained.

This proposal for the reaction mechanism and the catalytic residues involved arises from structural11 and kinetic studies,13,14 with some of them supported by the results from site-directed mutagenesis.14 The role of Glu98 as the nucleophile in the trans-glycosylation reaction is clear.13 However, the nature of the oxocarbenium species II (an oxocarbenium ion-like transition state (TS) or an oxocarbenium intermediate) in this family of transglycosidases is still under debate.12 Depending on the temporal ordering of the breaking and generation of the glycosidic bond in II, this oxocarbenium could be a TS (S_n2-like) – if the two processes occur at the same time – or an intermediate (S_n1-like) if one of them antedates the other one.15 Besides, although the C-terminal carboxylic acid of Tyr157# from another subunit of the enzyme (dimer, tetramer or hexamer) has been suggested to protonate the leaving nucleobase,11 this event is still not completely understood. By considering the flexibility of the reactive atoms shown in Scheme 1 (Fig. S1†). In this complex, the substrate is tightly bound to the enzyme in a wholly desolvated state. The hydrophobicity of the active site (originating from the side chains of residues such as Trp12, Phe13, Leu124# and Met125#) does not favor the entrance of a water molecule and thereby prevents the hydrolysis of the intermediate, an event that takes place in glycosidases.18,19 Regarding the relative orientation between the first pair of reactive atoms, i.e. Glu98 OE1 and the anomeric C1' atom of dIno (distance d1, Fig. 1A), in the Michaelis complex they are both well positioned and in close proximity (mean value of 3.94 Å, Fig. 1B). On the other hand, the two acid moieties that could provide the proton to either N3 or N7 of the leaving hypoxanthine in our simulations – the C-terminal carboxylic group of Tyr157# (d2) or the side chain of Asp72 (d3), respectively – were hydrogen-bonded to each of these nitrogen atoms of dIno along the simulation. In the case of d2 (N3), a small population of conformers was observed in which this interaction is lost (d2 > 2.5 Å) but replaced by a hydrogen bond to the carbonyl oxygen of dIno (d4 < 2.5 Å). In all cases, upon proton transfer the exiting hypoxanthine would tautomerase to the N9-protonated form, which is thermodynamically more stable.20 The structural analysis of similar enzymes from other families helped us to discard the option of Asp72 as the proton source since this residue is replaced by asparagine in similar purine NDT enzymes from Leishmania major (LmPDT)21 or Trypanosoma brucei (TbPDT),22 even though these enzymes share a highly conserved active site.

Results and discussion

We captured an ensemble of dIno binding geometries in the Michaelis complex (complex I, Fig. 1A) by means of a combination of MD and QM/MM MD simulations, during which all the relevant residues of the active site were included into the QM region (see Computational methods). This approach allowed us to efficiently sample the conformational space of the Michaelis complex17 and to capture the optimal orientation of the reaction-catalyzed C–N bond cleavage/formation using 2’-deoxyinosine (dIno) and hypoxanthine (Hyp) as the nucleoside donor and nucleobase acceptor, respectively.

Scheme 1 Proposed reaction mechanism for the LNDT-catalyzed C–N bond cleavage/formation using 2’-deoxyinosine (dIno) and hypoxanthine (Hyp) as the nucleoside donor and nucleobase acceptor, respectively.
We defined as two independent reaction coordinates the variation of the former distances, i.e. (i) the shortening of the distance separating OE1(Glu98) from C1′ of dIno leading to C–O bond formation (RC1 or d1) and (ii) the proton transfer from the carboxylic acid of the C-terminal Tyr157# to the nucleobase N7 atom (RC2 or d2). It must be stressed that the explicit enforcement of the second variable RC2 was needed to obtain a converged energy profile (Fig. S3‡). As a result, the calculated value of 22.43 ± 0.21 kcal mol⁻¹ for the free energy barrier of LLNDT (Fig. S4‡) is only slightly above the experimental free energy of activation (19.48 ± 0.01 kcal mol⁻¹)¹⁴ (wt in Fig. 1C and Table 1).

Encouraged by this finding, we evaluated the impact of single residue changes within the active site on the free energy barrier of the first half-reaction (Fig. 1C). Thus, we simulated the Tyr7Ala, Glu98Asp, and Met125Ala variants using the same dIno substrate and following the same procedure as for the wild type LLNDT enzyme (Fig. 1C and Fig. S5‡). The computed energy barriers correlate well with the experimental catalytic constants (R² = 0.8489, Fig. 1C and Table 1).⁴ We observe that whereas the removal of one methyl-ene in the side chain of the catalytic Glu98 (Glu98Asp variant) increases the energy barrier for the reaction (28.81 ± 0.33 kcal mol⁻¹), the Tyr7Ala substitution barely affects the kinetics.

| Variant   | Experimental kₜₐₜ (s⁻¹) | ΔGₑₓᵖ a (kcal mol⁻¹) | ΔGₜʰᵉᵒ (kcal mol⁻¹) |
|-----------|-------------------------|----------------------|---------------------|
| wt        | (3.20 ± 0.10) × 10⁻²     | 19.48 ± 0.01         | 22.43 ± 0.21        |
| Y7A       | (2.69 ± 0.09) × 10⁻²     | 19.58 ± 0.01         | 22.95 ± 0.10        |
| E98D      | (9.10 ± 0.50) × 10⁻³     | 20.22 ± 0.01         | 28.81 ± 0.33        |
| M125A     | (1.95 ± 0.06) × 10⁻³     | 19.77 ± 0.01         | 27.26 ± 0.19        |
| M125Nle   | n.r. b                  | —                    | 23.07 ± 0.08        |

a The experimental free energies of activation ΔGₑₓᵖ were computed using the Eyring equation kₜₐₜ = \( \frac{k_B}{h} e^{-\Delta G^{\#}/RT} \).

Table 1. We observe that whereas the removal of one methyl-ene in the side chain of the catalytic Glu98 (Glu98Asp variant) increases the energy barrier for the reaction (28.81 ± 0.33 kcal mol⁻¹), the Tyr7Ala substitution barely affects the kinetics.
of the reaction (22.95 ± 0.10 kcal mol⁻¹). This finding supports the view that the side chain of Tyr7 assists by promoting a correct orientation of the Glu98 carboxylate for the nucleophilic attack but does not directly participate in the catalytic cycle. Indeed, in our simulations of the Ty7Ala variant, the mobility of the attacking Glu98 side chain is increased and a water molecule enters the active site and occupies the space of the hydroxyl group of Tyr7 in the wild-type counterpart (Fig. S6†). As far as Met125 is concerned, to the best of our knowledge, little or no attention has been paid to the role of this residue from the characteristic NLM motif in the reaction mechanism. We previously suggested6 that one of the lone pairs of the sulfur atom in the positionally equivalent methionine in TbPDT (Met128) was likely to stabilize the developing positive charge on the oxocarbenium II.24 Thus, we simulated the experimental Met125Ala and the virtual Met125Nle variants of LNDDT, in which the equivalent methionine had been replaced with either Ala or norleucine (Nle), respectively. This latter change retains the steric and hydrophobic character of the amino acid at position 125 but removes the putative stabilizing effect of the sulfur atom. In our model, the change to Ala leads to a much higher energy barrier (27.26 ± 0.19 kcal mol⁻¹) – in the range of the Glu98Asp variant – whereas the replacement of Met with Nle slightly increases the energy barrier relative to that of the wild-type counterpart (23.07 ± 0.08 kcal mol⁻¹). This suggests that Met125 not only contributes to the hydrophobic character of the active site but also provides electronic stabilization to the transition state by virtue of the lone orbitals of its sulfur atom.

Next, we explored the topicity of the reaction by identifying the reaction intermediate(s) (Fig. 2). Depending on the synchronization between the attack of OE1(Glu98) and the breaking of the glycosidic bond in dIno, the reaction can follow a single-displacement concerted mechanism (A₉*D₇ or S₇2-like) – like in most of the inverting glycosyltransferases24 – or a dissociative–associative stepwise mechanism (D₇*A₉ or S₇1-like).15 For NDTs this is still a matter of debate.12 In any case, the covalent glycosyl-enzyme intermediate III would be obtained as the product of the first half-reaction (Scheme 1).11 Nevertheless, depending on the reaction mechanism, the nature of the oxocarbenium species II would be a TS (S₇2-like) or an intermediate (S₇1-like).

First, we studied the synchronicity of the C1′–OE1 bond formation and C1′–N3 breakage (Fig. 2). At this point these two distances cross each other (2.4 Å), the leaving nucleobase is already gone but the attacking OE1 of Glu98 is still far from forming a bond with the anomic carbon C1′, which has already an sp³ configuration (angle O2–C1′–H1 of ca. −117°, yellow bar in Fig. 2). The former angle is maintained above 115° for most of the simulation time until the new OE1–C1′ bond is formed, at which point it acquires an sp³ hybridization character (−107°, red bar in Fig. 2). Therefore, the persistence of this planar intermediate together with a large C1′–N9 distance along the simulations were taken as indicators of an oxocarbenium intermediate rather than a TS for II (Scheme 1).

Second, we studied the synchronicity between the nucleophilic attack and the proton transfer events. To this end, we computed the two-dimensional minimum free energy pathway of the reaction by means of umbrella sampling simulations (Fig. 3). We obtained two possible pathways from I to III. The difference between them is at which point in time the proton transfer occurs. In the “north pathway”, the formation of the glycosidic bond precedes proton transfer. This pathway involves two local minima: Πₙ and Π₀. Both of them are intimate ion pairs24,25 between the oxocarbenium ion and the anionic hypoxanthine. The Glu98 OE1 atom in Πₙ, which is oriented by Tyr7, does not form a bond with C1′ (distance of 2.28 Å) but the C1′–N3 glycosidic bond of dIno is already broken (2.19 Å). In Π₀ the attacking OE1 of Glu98 is closer to C1′ (1.68 Å), as is the nucleobase to the proton donor (2.16 Å). After the proton transfer, the reaction is completed, yielding III. In the “south pathway”, the proton transfer precedes the formation of the glycosidic bond. There is a local minimum Π of similar energy to that of I but, in this conformation, the

---
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**Fig. 2** Evolution of distances between OE1–C1’ (dark blue line) and C1’–N9 (light blue line) atoms along a steered QM/MM MD simulation + umbrella sampling for the first half-reaction. The variation of the two distances was defined as a linear combination of distances (LCOD). The degree of planarity on C1’ is shown as a heat map between sp³ (107.5°, red) and sp² (120.0°, yellow) (coloured bar inserted in the body of the figure).
leaving nucleobase is closer to the proton donor, i.e. the Tyr157# carboxylic acid oxygen (2.39 Å vs. 3.50 Å in I). Thus, the proton is already transferred when the attacking Glu98 OE1 is still 1.97 Å apart (intermediate Ic). Nevertheless, in both pathways, the initial glycosidic bond (C1′-N7) is already broken when the attacking OE1 is still approaching at distances over 2.0 Å. Thus, the reaction mechanism may follow a stepwise S_N1-like scheme as in some pyrimidine DNA hydrolases26 where the rate-limiting step is the cleavage/formation of the glycosidic bond. The optimized geometries of these intermediates obtained by means of the cluster method and their related energies are shown in Fig. 4.

The second half-reaction follows a similar mechanism but in the reverse direction (in Scheme S1‡ we summarize both first and second half-reactions). Nevertheless, the entering nucleobase in this step (i.e. adenine) will find a different shape and electrostatic distribution in complex III compared to I because the Y157# C-terminal carboxylic acid is deprotonated. As an example, we simulated the major tautomeric forms of adenine (protonated on either N7 or N9, and named AD7 and AD9, respectively) within the active site of the glycosylated LINDT (Fig. S7‡). We corroborated this hypothesis since only tautomer AD7 (and not AD9) was able to adopt a pre-reactive near-attack orientation.

Finally, and as a proof of concept of the applicability of our proposed reaction mechanism to other substrates, we simulated the glycosylation of the 4′-pyrimidone-substituted imidazole derivative 3s, which has been recently reported as a non-natural substrate for LINDT (Fig. 5).27,28 Interestingly, the LINDT-catalyzed glycosylation of 3s yields two products depending on the experimental conditions: the N1-isomer (5s) or the N3-isomer (4s), which are obtained under kinetic or thermodynamic control, respectively (Fig. 5).

As for the natural substrate deoxyadenosine (Ado) in the second half-reaction, we can now define both the nucleophilic attack of the nucleobase to C1′ and the proton transfer from Y157#. Based on our proposal of reaction mechanism, the umbrella sampling QM/MM MD computed free energies of activation for these LINDT-catalyzed glycosylations are shown in Fig. 5A. The reaction towards 4s is thermodynamically favored (ΔG = −14.06 ± 0.11 kcal mol⁻¹) compared to 3s (ΔG = −0.12 ± 0.03 kcal mol⁻¹). Nevertheless, 4s also shows the lowest free energy of activation (11.03 ± 0.08 kcal mol⁻¹) compared to 5s (13.82 ± 0.03 kcal mol⁻¹). This means that the reaction towards 4s would be favored, in principle, in all cases. But why is 5s formed under kinetic conditions? The answer lies in substrate specificity. Of the two tautomers of 3s that can undergo the reaction, the isomer that would afford 5s (3s_2) binds more strongly (but in the same order) to LINDT than does 3s_1 (Fig. 5B and C). Thus, the binding of 3s_2 would be favored over the binding of 3s_1 and 5s would be obtained in the short term. As soon as the system is allowed to equilibrate, the population of 3s_1 that binds to LINDT would be transformed into 4s (product of thermodynamic control) in a process that is also kinetically favorable over 5s, pushing the global chemical equilibrium to the formation of 4s. Looking into the atomic detail, it can be seen that 3s_2 forms an extra hydrogen bond with Asp72 through its N10. This finding stresses the importance of considering the enzyme environment when studying reaction mechanisms.16
Fig. 4 Optimized geometries (DLPNO-CCSD(T)/def2-TZVP/B3LYP-D3/def2-SVP) of states I, I’, IIa, IIb, IIc and III derived from the umbrella sampling QM/MM MD simulations and their corresponding energies (kcal mol$^{-1}$). The energies were computed including the thermal correction to the total Gibbs free energy at 298 K. The transition states that connect intermediates I–III have not been characterized in the gas phase.

Fig. 5 Glycosylation of the two tautomers 3s$_1$ and 3s$_2$ by LINDT to yield 4s and 5s, respectively. (B) Computed free energy (kcal mol$^{-1}$) profile for both reactions. (C) Michaelis complexes of 3s$_1$ and 3s$_2$ at the active site of LINDT. (D) Mean value of the computed binding energy (kcal mol$^{-1}$) along the MD simulations of the tautomer species 3s$_1$ and 3s$_2$ to LINDT.
In summary, we have studied here the catalytic mechanism of 2′-deoxyribosyl transfer within the active site of LNDT using an all-atom description of the reaction and hybrid QM/MM methods. The correlation with kinetic experimental values of the wild-type protein and the E98D, Y7A and M125A variants has allowed us to support the validity of the proposed mechanism for this family of enzymes. The reaction consists of two steps: a nucleophilic attack and a proton transfer with an oxocarbenium ion as the reaction intermediate. In addition, our model accounts for the substrate selectivity shown by LNDT towards the reported non-natural substrates of the enzyme. Altogether, this full understanding of the all-atom reaction mechanism is expected to aid in guiding more efficient protein engineering campaigns.

Computational methods
System setup and MD simulations
The Cartesian coordinates of the purine 2′-deoxyribosyl trans-ferase of Lactobacillus leichmannii (LNDT) in complex with its substrate 5-methyl-2′-deoxypseudouridine (PDB id. 1F8Y) were used as templates for the LNDT:dIno complex. dIno was docked manually into the active site of the enzyme by means of structural best-fit superposition onto the former nucleoside. Care was taken to protonate properly the titratable residues at the active site using the server H++ 3.0. The ground state geometry of structural best-fit superposition onto the former nucleoside. Lactobacillus leichmannii

The QM region was treated using the self-consistent-charge density-functional tight-binding method (SCC-DFTB) with the DFTB3 formulation and the rest of the system was treated classically as described above. In particular, the set of parameters for O, C, N and H atoms of the third-order parametrization for organic and biological systems (3OB) were used for the QM region. The effect of the environment on the QM region was included using the electrostatic embedding scheme. A time step of 0.5 fs and the Berendsen thermostat with isotropic pressure scaling (NPT ensemble) were used. A snapshot was saved every 50 fs. All the calculations were run using the AMBER:DFTB3 scheme implemented in AMBER17.

Multiconformational sampling and steered QM/MM MD simulation of the enzymatic reaction
In order to understand the dynamics of the enzyme, we selected the 20 snapshots of the former 10ps-QM/MM MD simulation of the Michaelis complex where the distances between (i) the attacking carboxylic oxygen of Glu98 and the pressure, using the Berendsen thermostat with isotropic pressure scaling (NPT ensemble), and allowing the volume of the box to change. The system was simulated for 10 ns at 300 K with a time step of 2 fs. A harmonic restraint of 5 kcal mol⁻¹ Å⁻² was imposed on the alpha carbon atoms of the protein in order to maintain the secondary structure. The cutoff distance for the nonbonded interactions was 10 Å and the periodic boundary conditions were used. Electrostatic interactions were treated by using the smooth particle mesh Ewald (PME) method with a grid spacing of 1 Å. The SHAKE algorithm was applied to all bonds involving hydrogen atoms. The replacement of residues 7, 98 and 125 by Asp, Tyr and Ala/ Nle, respectively, was carried out in PyMOL, minimizing the number of steric clashes. Then, the protocol followed with the wild-type enzyme being applied to the three variants.
anomic carbon C1′ of dlno and (ii) the hydrogen of the carboxylic acid of Tyr157# and the N7 of hypoxanthine were shorter. Then, each of these 20 snapshots were used as an input for a QM/MM MD simulation of 500 cycles of which the first were run using the steepest descent algorithm and the last 300 with the conjugate gradient method. The first half reaction was simulated by steered QM/MM MD simulations where the reaction coordinate (RC) was defined as a linear combination of two distance variables: (i) the shortening of the distance between OE1(Glu98) and C1′ of dlno so as to form the C−O bond (RC1) and (ii) the proton transfer from the carboxylic acid of the C-terminal Tyr157# to the nucleobase N7 atom (RC2) (Fig. 1). All reactions were simulated for 2 ps and a harmonic force constant of 500 and 300 kcal mol$^{-1}$ Å$^{-2}$ was defined for the first and the second variable, respectively.

No restraints were imposed on the enzyme during the steered QM/MM MD simulation except for those defining the reaction coordinate. The inclusion of the proton transfer into the global definition of RC was needed to complete the reaction. Fig. S3‡ shows the PMF profiles computed for the same 20 initial snapshots using either only 1 variable (RC1) or 2 variables (RC1 + RC2). As can be observed, without RC2 (Fig. S3,‡ left), the energy profiles do not decrease in energy after the first local maximum.

**Umbrella QM/MM MD sampling**

For each of the simulated variants, we selected a representative trajectory with a PMF value close to the average PMF of the 20 trajectories. Then, 40 snapshots of the steered QM/MM MD simulation were printed and subjected to an umbrella sampling QM/MM MD protocol using the same definition for the reaction coordinates RC1 and RC2. Each of the windows was allowed to oscillate for 5 ps around the imposed restraints. In order to relax the system, the harmonic constraints were reduced to 200 kcal mol$^{-1}$ Å$^{-2}$ and 100 kcal mol$^{-1}$ Å$^{-2}$ for RC1 and RC2, respectively. A time step of 0.2 fs was employed. All the simulations were performed at 300 K, using the Berendsen thermostat. The PME and SHAKE algorithms were deactivated in the QM region. A significant overlap between the consecutive window histograms was ensured to obtain a consistent free-energy profile. The computed Δ$G_{\text{theo}}$ values shown in Table 1 were obtained after computing the free energy profile by the Weighted Histogram Analysis Method (WHAM).11,37

A Monte Carlo bootstrap error analysis was carried out (20 trials). The 2D free-energy map shown in Fig. 3 for the wild-type LNNDT was computed including a total of 250 windows obtained from 7 steered QM/MM MD simulations. The 2D free energy profile was calculated using the variational free energy profile (vFEP) method.38

**Free energy calculations**

The binding energies of substrates 3s_1 and 3s_2 with LNNDT were calculated with the MM-ISMSA tool39 with explicit water molecules as the solvent. 200 snapshots extracted from 2 ns windows of the MD simulations of each of the ligand:enzyme complexes were used for the binding energy calculations.

**Cluster method (quantum mechanics geometry optimization)**

The geometries of the intermediates I, I', IIa, IIb, IIC and III found in the 2D free-energy map shown in Fig. 3 were optimized in the gas phase using density functional theory (DFT) with the hybrid functional B3LYP40 including the Grimme dispersion correction D3.41 A total of 120 atoms were selected for these optimizations, as shown in Fig. 4. The def2-SVP basis set was used on the C, H, N, O and S atoms.42 In order to preserve the fingerprint of the protein on the conformation of the active site, all the carbon atoms in these complexes (except for C1′) were frozen during optimization under vacuum. The remaining atoms (N, O, S, H) were allowed to relax. The energies were computed including the thermal correction to the total Gibbs free energy at 298 K by means of a calculation of the frequencies in the ground state. The optimized geometries of the intermediates did not show any negative frequency. These calculations were performed with the software Gaussian16, revision A.03.43 Besides, the optimized geometries were used as the input for a single point calculation using coupled cluster (CC) theory (coupled cluster singles, doubles, and perturbative triples (CCSD(T))) together with the domain-based local pair natural orbital (DLPNO) approach implemented in ORCA 4.0.144 and the large Ahlrichs’ basis set def2-TZVP42 and the def2-TZVP/C auxiliary basis.45 The final energies were corrected with the thermal correction to the total Gibbs free energy at 298 K.
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