Local–global strategy for the prediction of residual stresses in FSW processes
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Abstract This work describes the local–global strategy proposed for the computation of residual stresses in friction stir welding (FSW) processes. A coupling strategy between the analysis of the process zone nearby the pin tool (local level analysis) and the simulation carried out for the entire structure to be welded (global level analysis) is implemented to accurately predict the temperature histories and, thereby, the residual stresses in FSW. As a first step, the local problem solves the material stirring as well as the heat generation induced by the pin and shoulder rotation at the heat affected zone. The Arbitrary Lagrangian Eulerian (ALE) formulation is adopted to deal with the rotation of complex pin shapes. A thermorigid-viscoplastic constitutive law is employed to characterize the viscous flow of the material, driven by the high-strain rates induced by the FSW process. A mixed temperature–velocity–pressure finite element technology is used to deal with the isochoric nature of the strains. The output of this local analysis is the heat generated either by plastic dissipation or by friction, and it is used as the power input for the welding analysis at structural (global) level. The global problem is tackled within the Lagrangian framework together with a thermo-elasto-viscoplastic constitutive model. In addition, in this case, the mixed temperature–displacement–pressure format is introduced to deal with the deviatoric nature of the plastic strains. The outcomes of this analysis are the distortions and the residual stresses after welding. The material used in this work is stainless steel 304 L; however, the methodology presented is applicable to a wide range of materials. The proposed numerical strategy is validated by the experimental evidence.
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Nomenclature

| Symbol | Description |
|--------|-------------|
| s      | Stress deviator |
| p      | Pressure |
| ρ₀     | Density in the reference configuration |
| b      | Body forces vector per unit of volume |
| v      | Velocity field |
| σ      | Cauchy’s stress tensor |
| ε      | Strain rate |
| Hₑff   | Effective viscosity |
| c      | Specific heat |
| T      | Temperature |
| vₘesh  | Velocity of the mesh |
| k      | Thermal conductivity |
| β      | Fraction of plastic dissipation |
| h      | Heat transfer coefficient by convection |
| hₑcond | Heat transfer coefficient by conduction |
| σₑrad  | Stefan–Boltzmann constant |
| εₑrad  | Emissivity factor |
| eᵣ      | Deviatoric elastic strain |
| eₜ      | Volumetric thermal strain |
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$e_{\text{vol}}$  Volumetric elastic strain
$\delta$  Saturation exponent
$\eta$  Plastic viscosity
$\sigma_Y$  Yield stress
$\sigma_0$  Initial flow stress
$H$  Linear isotropic hardening coefficient
$\alpha$  Thermal expansion coefficient
$T_{\text{env}}$  Environmental temperature
$T_{\text{liq}}$  Liquidus temperature

1 Introduction

Friction stir welding (FSW) is a relatively new solid-state welding technique suitable for joining lightweight metal sheets that are difficult to weld otherwise. The process is applicable to aerospace, shipbuilding, aircraft, and automotive industries.

During FSW, the workpiece is placed on a backup plate, and it is clamped rigidly to eliminate any degrees of freedom. A non-consumable tool, rotating at a constant speed, is inserted into the welding line between two pieces of sheet and generates heat while advancing along the weld path. This heat is produced by the friction between the tool shoulder and the workpieces and by the mechanical mixing (stirring) process in the solid-state weld area. This results in the plastification of the material close to the tool at very high-strain rates inducing very high temperatures. The material is stirred and forced to flow around the pin to its backside thus filling the hole in the tool wake as moving forward. As the material cools down, a solid continuous joint between the two plates is formed.

Since FSW occurs by the deformation of material at temperatures below the melting point, many problems commonly associated with fusion welding technologies can be avoided, and high-quality welds are produced.

Generally, FSW yields fine microstructures, absence of cracking, low residual distortion, and no segregation of alloying elements. Nevertheless, as in the traditional fusion welds, a softened heat affected zone and a tensile residual stress field appear.

Although the residual stresses and distortion are smaller in comparison with those of traditional fusion welding, they cannot be ignored specially when welding thin plates of large size.

Typically, when studying welding processes, there exist two points of view: on one side, at local level, the target is the welding pool, where the heat source is focused or, in the case of FSW, where the heat is generated by plastic dissipation and friction. The objective of the study is the material behavior and the microstructure evolution taking place at heat affected zone (HAZ). On the other side, when the entire structure (global level) is analyzed, the target is to consider the effect of welding process in terms of distortions, residual stresses, and ultimate strength along the welding line.

The authors developed a numerical strategy to analyze the FSW process at local level. The Arbitrary Lagrangian Eulerian (ALE) formalisms have been proposed to deal with non-cylindrical pin shapes (see [1–9]). A mixed stabilized sub-grid scale finite technology has been adopted to solve coupled thermo-mechanical problems with a rigid-viscoplastic constitutive behavior [4]. The finite element (FE) technology was able to deal with the isochoric nature of the material flow and to capture the high-temperature gradients and strain localizations induced by the pin rotation [5, 6]. The authors also proposed a particle tracing technique in order to visualize the material flow during the weld [7, 8]. In these studies, the computation of residual stresses was not objective, as the process zone is extremely small compared to the size of the structure to be welded, and their effect is negligible. It must be also noted that, typically, the material stirring at the process zone in FSW analysis is tackled assuming a rigid-viscoplastic material behavior (non-Newtonian viscous laws such as Norton–Hoff, Bingham, Sheppard–Wright, among others), where the elastic strains are neglected in comparison with the plastic flow.

The authors have also carried out different thermo-mechanical analyses such as casting and welding processes from the structural (global) point of view [10–12].

In these cases, the Lagrangian framework is adopted for the analysis of the entire component (structure), and it is coupled with a thermo-elasto-viscoplastic constitutive law covering the entire temperature range from the room to (and above) the melting point. The thermal expansion/contraction induced by the temperature field as well as both the latent heat release and the shrinkage occurring during the liquid-to-solid phase transformation is taken into account. The distortions and residual stresses produced by the manufacturing process are the principal outcomes of the solution strategy used.

Several authors have presented thermo-mechanical models for the prediction of the distribution of the residual stresses in the process of friction stir welding. Shi et al. [13] presented one single model for the calculation of the residual stresses and compared two cases: one including exclusively the effect of the thermal loads on the residual stresses and another one including both the thermal and the tool load effects. They found a peak value of the longitudinal residual stress of the order of 200 MPa in both cases. The maximum was located at the edge of the tool shoulder in the first case, while it appeared closer to the joint line when the effect of the mechanical loads was considered. The material studied was a 2024-T3 aluminum alloy. Zhu and Chao [14] developed a 3D non-linear thermal simulation using an inverse FEM analysis on 304 L stainless steel plates. Khandkar et al. [15] used a coupled thermo-mechanical FE model based on torque input for
calculating temperature and residual stresses in aluminum alloys and 304 L stainless steel. The thermal analysis was based on analytical models.

Buffa et al. [16] simulated the welding process using a continuous rigid-viscoplastic finite element model in a single block approach through the Lagrangian implicit software, DEFORM-3D. Then, the temperature histories extracted at each node of the model were transferred to another finite element model considering elasto-plastic behavior of the material. The map of the residual stress was extrapolated from the numerical model along several directions by considering thermal actions only. A steady-state simulation of FSW was carried out by Bastier et al. [17]. The simulation included two main steps. The first one uses a Eulerian description of the thermo-mechanical problem together with a steady-state algorithm detailed in [18] in order to avoid remeshing due to the pin motion. In the second step, a steady-state algorithm based on an elasto-viscoplastic constitutive law was used to estimate the residual state induced by the process. In this approach, the same mesh must be used for both models in order to facilitate variable transferring. This is disadvantageous as it requires using a relatively large mesh in both models. Otherwise, point-to-point temperature transfer methods do not conserve energy because of the extrapolation error committed.

Some other authors used both experimental and numerical methods for computing the residual stresses. McCune et al. [19] studied computationally and experimentally the effect of FSW improvements in terms of panel weight and manufacturing cost on the prediction of residual stress and distortion in order to determine the minimum required modeling fidelity for airframe assembly simulations. They proved the importance of accurately representing the welding forging force and the process speed.

Paulo et al. [20] used a numerical–experimental procedure (contour method) to predict the residual stresses arising from FSW operations on stiffened panels. The contour method allowed for the evaluation of the normal residual stress distribution on a specimen section. The residual stress distribution was evaluated by means of an elastic finite element model of a cut sample, using the measured and digitalized out-of-plane displacements as input nodal boundary conditions.

Yan et al. [21] adopted a general method with several stiffeners designed on the sheet before welding. Based on the numerical simulation of the process for sheet with stiffeners, the residual distortion of the structure was predicted, and the effect of the stiffeners was investigated. They verified first the numerical model experimentally and then applied the verified model on the structure to compute the residual stresses.

Fratini and Pasta [22] used the cut compliance and the inverse weight-function methodologies for skin stringer FSW geometries via finite element analysis to measure residual stresses.

Rahmati Darvazi and Iranmanesh [23] presented a thermo-mechanical model to predict the longitudinal residual stress applying a so-called advancing retreating factor. The uncoupled thermo-mechanically equations were solved using ABAQUS.

Contrariwise to previous works where the input power is approximated (e.g., [14, 15]), in this work, the input power is computed by performing a local level analysis. The objective of the current investigation consists, in coupling, the local level simulation used to estimate the heat generated by plastic stirring and friction mechanism, with the global level simulation to predict residual stresses in FSW (see Fig. 1).

The outline of the paper is as follows. First, the solution strategy including both local and global level models is described (Sect. 2). Next, the experimental validation of the proposed strategy is presented (Sect. 3).

2 Solution strategy

The straightforward two-step strategy to compute the residual stresses is to transfer the temperature field obtained at nodes of the local model to the global one [16–18]. In this case, two possibilities exist. One is to use exactly the same mesh for the local and the global models. This rigid procedure is computationally expensive and ineffective. The other possibility is to transfer the temperature obtained from the local model to a different mesh in the global model. An ideal data transfer method should introduce minimum numerical diffusion, conserve the extrema, and be data consistent. Straightforward

![Fig. 1 The proposed algorithm for the residual stresses computation](image)
point-to-point transfer of the temperature field, either node-to-node or integration point-to-integration point does not meet these requirements. Alternatively, temperature transfer can be done minimizing the difference of the fields in the two meshes (weak conservation by the mortar element transfer method [24, 25]). Even though this method minimizes the numerical diffusion, it can introduce oscillations around steep variations of the field.

In this work, a different two-step strategy for computing the residual stresses is based upon combining local and global level analyses. The local model is used to compute the power input for the global model in an energy conserving form. This is explained next and illustrated in Fig. 2, which describes the overall algorithm corresponding to the approach proposed in the present work for residual stresses computation. The interrelation between the local and the global steps as well as between the mechanical and thermal solvers is depicted.

Computations at both local and global levels are performed using the in-house finite element code COMET [26] developed by the authors at the International Center for Numerical Method in Engineering (CIMNE) in Barcelona, Spain.

2.1 Local level analysis

The first step consists of computing the heat generated by the FSW tool at the thermo-mechanically affected zone (TMAZ) and the corresponding temperature field induced. This is performed (only once) by the local level analysis and it is the main input for the global level analysis. The focus of this simulation is not the whole component but, instead, a small domain (typically, its size is the double of the shoulder) including the TMAZ (see Fig. 3). The pin rotation axis is kept fixed in the reference frame, while the pin revolves with a constant prescribed rotational speed. The workpieces move with the imposed advancing (welding) velocity (relative movement). The transient problem is characterized by a very strong thermo-mechanical coupling, because on one side, the
heat is generated by the plastic dissipation and friction mechanisms and, on the other side, the material properties (and particularly the flow stress) are strongly temperature dependent.

At local level, the analysis is characterized by the pin geometry, the rotation and the advancing speeds, and the thermo-physical properties of the sheet material to be welded. The focus is the relationship between the process parameters and the corresponding heat generation, as well as the feasibility and quality of the final joint [1–9, 27, 28].

The velocity field is the natural choice to deal with the Eulerian or ALE frameworks. Hence, the stresses are defined in terms of the velocity fields rather than displacements. Therefore, non-Newtonian laws are most suitable to study a material behavior, which is characterized by very high-strain rates, as well as a wide temperature range going from the environmental temperature to the one close to the melting point. For this reason, the model is defined in terms of strain rates rather than strains. The elastic strains are neglected compared to the viscoplastic flow and, therefore, precluding the computation of residual stresses.

Different rate-dependent constitutive models can be used for modeling the FSW process. In the present work, Sheppard–Wright constitutive model is considered [4–6]. The main common advantage of this model is the possibility of a better calibration of the material behavior in the entire temperature range from the environment temperature to the melting point, as the temperature dependency is explicit in the model.

The FE technology used to solve the local analysis is based on a mixed velocity–pressure–temperature formulation to deal with the isochoric behavior of the material flow (4–6). The problem evolves from a specified initial condition, for instance, the room temperature (with or without pre-heated tools and pieces) to a steady-state situation defined by temperature, velocity, and stress fields. The coupled thermo-mechanical problem is solved by means of a staggered time-marching scheme, where the thermal and mechanical sub-problems are solved sequentially within the framework of the classical fractional step method. At each time step, the non-linear mechanical problem with viscoplastic constitutive model and temperature-dependent properties is solved first at constant temperature, until the convergence is achieved. Then, the thermal problem is solved, keeping the mechanical variables (velocity and pressure) constant (Fig. 2).

The formulation considered for the local problem is summarized in Table 1. The nomenclature used is given at the beginning of the article. For a detailed explanation of the computational framework see [5, 6].

This analysis requires extremely fine mesh in the TMAZ because, in this region, both the temperature gradients and the strain rates gradients are very steep. This localization is mainly due to the highly non-linear behavior of the constitutive model that characterizes the material.

The output of the local analysis is the heat power to be used as input for structural (global) level simulation. This energy is calculated once the steady-state condition is achieved, that is, when the equilibrium between the heat generated and the heat loss through the boundaries is established. The main contributions are the heat rate generated by friction \( q_{frict} \) at the contact interface between the pin and the shoulder with the sheet surface, and by plastic dissipation \( D_{mech} \) at the TMAZ. Therefore, the heat power (\( \dot{P} \)) is obtained as

\[
\dot{P} = \int_{\partial TMAZ} \left( D_{mech} \delta T \right) dV + \int_{\partial TMAZ} \left( q_{frict} \delta T \right) dS \tag{1}
\]

The proposed strategy is energy conserving (see [29]) provided that (a) the amount of heat generated by friction and plastic dissipation outside the HAZ can be neglected, and (b) the temperature variation due to heat conduction on the inflow and lateral boundaries of the local model during the welding operation is negligible.

To this end, the definition of the sizes of the local model and the HAZ must be large enough. Being the shoulder diameter \( d_0 \), in this work, the HAZ region has 2\( d_0 \) diameter, and the plate is a square of 4\( d_0 \) × 4\( d_0 \) (see Fig. 4).

### 2.2 Global level analysis

The second step of the simulation strategy consists of performing the analysis of the entire component to be welded (global level analysis). In this case, the Lagrangian framework is preferred. A moving heat source is applied to a control

### Table 1 Formulations used at local level

| Mechanical partition | Thermal partition |
|----------------------|-------------------|
| \( \nabla \cdot s + \nabla p + \rho_s \dot{b} = 0 \) | \( \rho_0 c (\frac{dT}{dt} + (\nabla \cdot \mathbf{v}_{mech}) \cdot \nabla T) + \nabla q = D_{mech} \) |
| \( \nabla \cdot \mathbf{v} = 0 \) | Energy balance equation |
| \( \sigma = \rho I + s \) | Heat flux |
| \( \dot{\varepsilon} = \nabla \mathbf{v} \) | Viscoplastic dissipation |
| \( \dot{\varepsilon} = 2\mu_{eff} \dot{\varepsilon} \) | Heat convection |
| Constitutive equation | Heat conduction |
| Momentum balance equation | Heat radiation |
volume representing the position of the actual TMAZ during the welding process (see Fig. 5). In this work, its actual value is neither approximated nor obtained experimentally. Instead, it is computed in the first step of the proposed numerical strategy.

The distortions and the residual stresses induced by the welding process are the main targets of the study. In this case, the structural behavior is affected by the thermal loading (heat source) and the corresponding heat loss through the boundaries by heat convection and radiation, as well as by the mechanical loading (gravity load and tool pressure) and the mechanical constraining due to the clamping system.

Residual stresses and distortions are induced by the thermal expansion of the material at the process zone. The clamping system prevents this expansion so that the thermal deformations transform into plastic strains and, therefore, producing residual stresses in both longitudinal and transversal directions in the weld and its vicinity.

In global level analysis, the Lagrangian framework is used so that the displacements are the natural choice to solve the mechanical problem. The material behavior is characterized by an elasto-plastic behavior at room temperature, which transforms into a pure viscous model when the temperature field is close to the melting point. This evolution can be conveniently defined by a thermo-elasto-viscoplastic constitutive model, which considers a temperature dependent yield surface vanishing at liquidus temperature as presented in [29].

The global analysis is defined by a transient problem, where the time-marching scheme is used to compute the evolution of the displacement, pressure, and temperature fields, respectively.

In addition, in this case, the thermo-mechanical coupling is solved by means of a staggered algorithm. At each time step, the mechanical problem is solved first at constant temperature, and then, the thermal problem is solved at constant configuration (Fig. 2).

The formulation considered for the global problem is summarized in Tables 2. The nomenclature used is given at the beginning of the article. For a detailed explanation of the computational framework, see [29].

The only data transferred between the two-scale analysis is the heat source, as the size of TMAZ and the corresponding plastic deformations generated by the material stirring are negligible if compared with the dimension of the structural component to be welded.

The numerical simulation at global level needs an ad hoc procedure in order to apply the power energy to the elements representing the TMAZ at each time step of the simulation (Fig. 6). Therefore, a search algorithm is required to identify those elements. The total power input, $P$, delivered within the time step, $\Delta t$, is uniformly distributed among the elements belonging to the TMAZ volume during the current time step. The upper surface of this control volume is a rectangle with dimension of advancing speed ($v$) × time step ($\Delta t$) × shoulder diameter.
The size of the TMAZ \((d)\) decreases parabolically through the thickness \((h)\) of the workpiece (see Fig. 7):

\[
d(z) = d_0 \sqrt{\frac{z + \frac{h}{2}}{\frac{h}{2}}}, \quad -h \leq z \leq 0
\]  

(2)

Note that the FE discretization of the TMAZ in the global analysis uses a much coarser mesh than the one used for local analysis. This coarser resolution is the main reason to spread uniformly the power input to all the elements belonging to the control volume representing the TMAZ in the global analysis. The resulting power density is computed as

![Fig. 6 TMAZ at local level](image1)

![Fig. 7 Schematic diagram of heat source model](image2)
where $V_{\text{TMAZ}} = \sum_{e=1}^{n_e} V^{(e)}_{e \in \text{TMAZ}}$ is the control volume representing the TMAZ in the global level analysis (see Fig. 8). This power redistribution preserves the total amount of energy input independently of the mesh used ([29]).

3 Experimental validation

For the validation of the proposed strategy, geometrical data, process parameters, material properties (stainless steel 304 L), and experimental results are taken from Zhu and Chao [14] and Agelet de Saracibar et al. [4].

The diameters of the shoulder and pin are 19.05 and 6.35 mm, respectively. The depth of the pin is 3 mm. The length of the workpieces, along the welding direction, is 300 mm. The total width of the workpieces is 200 mm, and the thickness is 3.18 mm (see Fig. 9a).

The rotational velocity and advancing velocity of the tool are 300 rpm and 101 mm/min, respectively. Material properties are shown in Fig. 10.

In order to analyze the problem at local level, a smaller domain is considered. The pin and the shoulder are modeled. As the shoulder diameter is 19.05 mm, the HAZ region is of 38.1 mm diameter, and the plate is a square of 76.2 × 76.2 (see Fig. 8).
Fig. 9b). This domain is large enough so that no heat conduction needs to be considered through the lateral boundaries.

At local level, the material behavior of the workpiece is modeled using a Sheppard–Wright constitutive model, and the corresponding parameters are presented in Table 3.

A finite element mesh consisting of around 460,000 linear tetrahedral elements and 80,000 nodes is considered (see Fig. 9b). The average element size within the HAZ is about 0.5 mm.

The outcome of this analysis is the power energy generated by plastic dissipation and friction of $P = 1998.7 \text{ W}$. This result is in good agreement with the value of 1760 W proposed in reference [14], computed using the torque value recorded by the FSW tool.

To solve global level analysis, a finite element mesh consisting of around 50,000 linear tetrahedral elements and 12,500 nodes is considered (see Fig. 11). The average element size within the TMAZ is about 3 mm.

The temperature evolutions obtained from both local and global level analyses at different lines parallel to the weld path are presented in Figs. 12 and 14. The temperature is recorded at the same locations of the thermocouples during the experimental test in [14]. Four lines along the bottom surface of the workpiece are located at $y = 12.7 \text{ mm}$, $y = 18 \text{ mm}$, $y = 21 \text{ mm}$, and $y = 27.5 \text{ mm}$ from...
the welding line along the transverse sections near the middle of the plate. The results show good agreement between the experiment and the global analysis (Fig. 12). Remarkable agreement is achieved for the lines at $y = 18$ mm and $y = 21$ mm. The peak temperature for the line $y = 12.7$ mm (the closest to the weld line) is underestimated, because the global model does not reproduce the TMAZ in detail and, particularly, the local frictional interaction reflects between the edge of the shoulder and the workpieces.

The temperature contour fill for both local and global models is shown in Fig. 13. Note that the local analysis is performed in a Eulerian/ALE framework, while the global level analysis is done in a Lagrangian one. To compare one against the other, the necessary transformation based on the advancing velocity of the pin must be performed. This comparison for points located at different distances from the weld line is shown in Fig. 13. The temperature field obtained from global analysis fits well with that of local analysis (Fig. 14). This validates the local–global approach with transfer of the computed power from the local to the global model. This result shows that both local and global models can accurately predict the temperature distribution induced by FSW process. The scanty variations between them are due to the fact that the convection effect of the temperature caused by high-speed rotation of the pin and shoulder is not modeled in the global model. This disregards the distinction between the advancing and the retreating sides and also affects slightly the temperature ahead of the tool. It has to be remarked that the objective of the local model is the reliable evaluation of the local temperature field, while the global model should provide the global residual stresses.

The variations of the residual stress (normal stresses in $x$ direction) along the transverse direction (orthogonal to the weld line) at $x = 152$ mm are plotted in Fig. 15 and compared with experimental data at the same location taken from [14]. Longitudinal stresses after the cooling phase are plotted in this figure. They are compared with the test data which are measured at $z = 1.3$ mm from the top surface of workpiece. The final longitudinal residual stresses are in remarkable agreement with the experimental data in the areas both under tension and under compression. The calculated residual stresses
are rather small in the transverse direction, which agrees with the experimental evidence.

4 Conclusion

This work proposes a local–global two level strategy for the prediction of residual stresses in FSW processes.

In a first step, the local level analysis is performed in order to calculate the power input for the global level simulation. The local model takes into account the interaction between the tool and the workpiece getting a description of the process closer to reality. The transient coupled thermo-mechanical local analysis is performed once until the steady state is reached. In this configuration, the power heat input is computed to be used as an input in the global level analysis. The total heat power is computed summing both viscous dissipation and friction. This is the only data transferred between local and global model. In a second step, the transient coupled thermo-mechanical global analysis is performed. In the global level analysis, the overall structural response is found. Using the total heat power computed in the local simulation, the residual stress in the friction stir welded plate is then obtained. In this way, the proposed approach allows for getting residual stresses field closer to reality and it is energy conserving.

The material used in this work is stainless steel that is 304 L; notwithstanding, the methodology presented is applicable to a wide range of materials.

The proposed strategy has been validated with experimental data. The local and global problems are defined, in terms of geometry, boundary conditions and material property. The temperature fields obtained from both local
and global analyses as well as the residual stresses at global simulation are examined and compared with experimental verification.

The obtained results are in remarkable agreement with the available experimental evidence in terms of both peak and distribution of temperature and, more relevantly, quantitative and qualitative distribution of residual stresses.
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