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Abstract—The conventional direction of arrival (DOA) estimation methods are performed with multiple receiving channels. In this paper, a changing DOA estimation problem is addressed in a different scenario with only one full-functional receiving channel. A new unmanned aerial vehicle (UAV) swarm system using multiple lifted reconfigurable intelligent surface (RIS) is proposed for the DOA estimation. The UAV movement degrades the DOA estimation performance significantly, and the existing atomic norm minimization (ANM) methods cannot be used in the scenario with array perturbation. Specifically, considering the position perturbation of UAVs, a new atomic norm-based DOA estimation method is proposed, where an atomic norm is defined with the parameter of the position perturbation. Then, a customized semi-definite programming (SDP) method is derived to solve the atomic norm-based method, where different from the traditional SDP method, an additional transforming matrix is formulated. Moreover, a gradient descent method is applied to refine the estimated DOA and the position perturbation further. Simulation results show that the proposed method achieves much better DOA estimation performance in the RIS-aided UAV swarm system with only one receiving channel than various benchmark schemes.
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I. INTRODUCTION

The direction of arrival (DOA) estimation problem has been studied for decades [1,2]. Generally speaking, existing DOA estimation methods can be roughly classified into the Fourier transformation (FT) based methods and the super-resolution methods. In general, the angular resolution of the FT-based techniques is limited by Rayleigh criterion, and those methods with better resolution performance than the Rayleigh criterion are referred to as super-resolution methods. The most popular super-resolution methods are based on the sub-space theory, such as the multiple signal classification (MUSIC) [3] and the estimation of signal parameters via rotational invariant technique (ESPRIT) methods [4,5].

Due to its exciting capability of reflecting received signals with controllable reflection amplitudes and phases, reconfigurable intelligent surface (RIS) [6,7] has been studied recently for enhancing wireless communication and DOA estimation. In [8], RIS orientation and location are optimized to maximize the coverage. In [9], the channel distributions of a dual-hop RIS-aided scheme and a transmitting scheme are derived. Additionally, for the RIS-assisted unmanned aerial vehicle (UAV) communication systems, the RIS is used to reflect the signals transmitted from the ground source to a UAV, for which the corresponding outage probability, average bit error rate, and average capacity are given in [10]. In [11], a non-iterative two-stage channel estimation framework is proposed for the DOA estimation in the point-to-point RIS-aided millimeter-wave (mmWave) multi-input and multi-output (MIMO) system. A novel direction-finding system is studied in this paper with RIS characteristics, and a corresponding high-resolution DOA estimation method will be proposed.

Recently, for the high-resolution DOA estimation techniques, sparse reconstruction-based methods have been proposed to exploit the signal’s sparsity in the spatial domain and achieve better performance than the sub-space methods. Among those methods, compressed sensing (CS)-based methods [12,13] are essential to realizing the sparse reconstruction. Specifically, various CS-based methods, such as orthogonal matching pursuit (OMP) method [14,15], generalized belief propagation (GBP) method [16] and approximate message passing (AMP) method [17], discretize the spatial angle into grids. However, in practice, the target cannot be on the grid exactly, which causes the off-grid problem. To solve this problem, gridless methods have been proposed for the DOA estimation and can avoid the off-grid problem [18,19]. The atomic norm minimization (ANM) is a widely adopted gridless method [20]–[26]. In [27], with mild spectral separation condition, it proves that all the frequencies can be estimated precisely by solving an ANM program in the two-dimensional scenario. In [2], an irregular Toeplitz matrix and an irregular Vandermonde decomposition are given for the ANM-based DOA estimation.

For practical systems, system model errors must also be
considered in spatial filtering techniques for the DOA estimation. For example, a fault detection filter design problem for a class of nonhomogeneous higher-level Markov jump systems with uncertain transition probabilities is investigated in [28] based on the interval type-2 fuzzy method. A robust iterative learning control (ILC) algorithm is derived based on iteratively solving a convex optimization problem formulated by a worst-case norm-optimal problem in [29]. For a nonlinear Markov jump system, ref. [30] converts the nonlinear terms into linear forms using the neural network linear differential inclusion techniques. Additionally, an asynchronous fault detection filter is given in [31], and sufficient conditions for the stable resultant Markov jump systems are devised.

Moreover, to achieve a better DOA estimation performance and reduce the number of receiving channels, sparse arrays have been proposed, such as the nested array [32], coprime array [33,34], etc. In [35], a dilated array is presented and applies the dilation method to other array geometries on a moving platform. Furthermore, for the DOA estimation, some methods have been proposed to reduce the computational complexity. For example, in [36], a neural network combining with gradient steps on the likelihood function is offered for the DOA estimation and the model order selection. Then, a subarray sampling approach for DOA estimation is proposed, where the covariance matrix of the whole array is estimated from the subarrays using a neural network [37]. An recursive order method is applied for the DOA estimation with an unknown number of targets and combines two spatial modified Yule-Walker systems in [38]. In [39], a harmonic retrieval joint multiple regression method is proposed for the DOA estimation against unknown spatially colored noise in the radar system.

In this paper, a novel direction-finding technique is proposed in a system combining UAV swarm and RIS. The implementation cost is significantly reduced due to the simplified requirement of only one full-functional receiving channel. Then, based on the system model, an ANM method is proposed for the DOA estimation to exploit the target sparsity in the spatial domain. The corresponding semi-definite programming (SDP) method is derived to solve the ANM problem. Unlike the existing techniques, the position perturbations caused by the UAVs are considered, and a transformation matrix is introduced. Moreover, a gradient descent method is also given to refine the estimated DOA and positional perturbation further. Simulations results are presented and compared with the existing approaches to show the superiority of the proposed scheme. The contributions of this paper are given as follows:

- **A novel low-cost direction-finding system** is proposed using a UAV swarm, where the RIS elements are mounted on UAVs, and only one full-functional receiving system is used at the center UAV. Multiple measurements are realized by changing the reflected amplitudes and phases in the RIS.

- **A novel DOA estimation method based on the ANM** is proposed. With the position perturbation in UAV, the existing ANM methods cannot be used directly, so we introduce the position perturbation vector and redefine a new type of atomic norm. Then, a transformation matrix is proposed for the sparse reconstruction, and ANM-based methods are extended to more general applications.

- **A perturbation estimation method for the UAV movement** is proposed, which is inspired by the nonconvex optimization. Since the UAV movement degrades the DOA estimation performance, the proposed perturbation estimation method can significantly improve the DOA estimation performance. Finally, a low bound of the DOA estimation is also derived as a benchmark.

The remainder of this paper is organized as follows. The novel direction-finding system is given in Section II. Then, the super-resolution DOA estimation method with position perturbation is proposed in Section III. The DOA estimation bound is derived in Section IV. The simulation results are carried out in Section V. Finally, Section VI concludes the paper.

**Notations:** Upper-case and lower-case boldface letters denote matrices and column vectors, respectively. The transpose and the Hermitian transpose are denoted as $(\cdot)^T$ and $(\cdot)^H$, respectively. $\text{diag}\{\cdot\}$ returns a diagonal matrix with the elements in $\mathbf{a}$ as its main diagonal entries. $\mathbf{a}^*$ denotes the conjugate of $\mathbf{a}$. The Kronecker product is denoted as $\otimes$. $\mathcal{R}\{\cdot\}$ denotes the real part of a complex value. $\text{Tr}\{\cdot\}$ is the trace of a matrix. $\text{vec}\{\mathbf{A}\}$ denotes the vectorization of $\mathbf{A}$ by stacking its columns into a column vector. $\|\cdot\|_2$ is the $\ell_2$ norm. $\odot$ denotes the element-wise product (Hadamard product).

### II. DIRECTION FINDING SYSTEM MODEL USING UAV SWARM

Considering a direction-finding system using $N$ UAVs, a RIS element is mounted on each UAV. Those UAVs form a uniform linear array (ULA), and a center UAV receives the reflected signals from RIS elements, as shown in Fig. 1. There are $K$ far-field target signals, and the $k$-th signal is denoted as $s_k(t)$ with $k = 0, 1, \ldots, K - 1$. We try to use this low-cost system to estimate the directions of the received signals, where only one full-functional receiving system is equipped at the center UAV, and low-cost RIS elements are mounted on the considered UAV swarm.

The position of the $n$-th ($n = 0, 1, \ldots, N - 1$) UAV is denoted as $d_n$, where we take the position of the 0-th
UAV as a reference position, i.e., \( d_0 = 0 \). Collect these positions into a vector, and we have \( \mathbf{d} \triangleq [d_0, d_1, \ldots, d_{N-1}]^T \). Additionally, this system model can be easily extended to the two-dimensional DOA estimation. The distance between adjacent UAVs is about half of the carrier wavelength. For the \( n \)-th UAV, the received signal in RIS element can be expressed as

\[
x_n(t) = \sum_{k=0}^{K-1} s_k(t) e^{j2\pi \frac{dn}{\lambda} \sin \theta_k},
\]

where \( \lambda \) denotes the wavelength, and \( \theta_k \) is the direction of the \( k \)-th signal. After the RIS reflection, the received signal during the \( m \)-th \( (m = 0, 1, \ldots, M - 1) \) time slot \( mT \) in the central UAV is

\[
r(mT) = \sum_{n=0}^{N-1} x_n(mT) A_{n,m} e^{j\phi_n,m} e^{j2\pi \frac{dn}{\lambda} \sin \psi} + w(mT),
\]

where \( T \) is the period of the time slot. \( A_{n,m} \) and \( \phi_n,m \) denote the amplitude and phase caused by the \( n \)-th RIS element during the \( m \)-th time slot, respectively. \( \psi \) is the known far-field angle between the central UAV and the UAV swarm. \( w(mT) \in \mathbb{C} \) denotes the additive white Gaussian noise (AWGN) with the variance being \( \sigma_n^2 \).

Only one receiving channel is used in the proposed system for the DOA estimation, which is different from the exiting system using multiple channels. Hence, the existing DOA estimation methods cannot be used directly. A DOA estimation method for the one-channel system is proposed, where the multiple measurements are received by changing the reflected signals from RIS. Collect these received signals during different time slots into a vector, and the received signal in the central UAV can be simplified as

\[
r \triangleq [r(0), r(T), \ldots, r((M - 1)T)]^T \in \mathbb{C}^{M \times 1}
\]

\[
= \sum_{n=0}^{N-1} \sum_{k=0}^{K-1} e^{j2\pi \frac{dn}{\lambda} (\sin \theta_k + \sin \psi)} A_{n,0} e^{j\phi_n,0} \cdots \nonumber
\]

\[
\approx \sum_{n=0}^{N-1} \begin{bmatrix} A_{n,0} e^{j\phi_n,0} & \cdots & \sum_{k=0}^{K-1} e^{j2\pi \frac{dn}{\lambda} (\sin \theta_k + \sin \psi)} s_k \end{bmatrix} + w
\]

\[
= \mathbf{B}^T \mathbf{A}(\mathbf{\theta}, \mathbf{d}) \mathbf{s} + \mathbf{w},
\]

where the steering vector is defined as

\[
\mathbf{a}(\theta_k, \mathbf{d}) \triangleq e^{j2\pi \frac{dn}{\lambda} \sin \theta_k} \in \mathbb{C}^{N \times 1}
\]

\[
= \begin{bmatrix} e^{j2\pi \frac{dn}{\lambda} \sin \theta_1}, e^{j2\pi \frac{dn}{\lambda} \sin \theta_2}, \ldots, e^{j2\pi \frac{dn}{\lambda} \sin \theta_K} \end{bmatrix}^T.
\]

In (3), we also define a measurement matrix as

\[
\mathbf{B} \triangleq [\mathbf{b}(0), \mathbf{b}(1), \ldots, \mathbf{b}(M - 1)] \in \mathbb{C}^{N \times M},
\]

where we have

\[
\mathbf{b}(m) \triangleq \mathbf{a}((\psi, d) \odot c(m),
\]

\[
c(m) \triangleq [A_{0,m} e^{j\phi_0,m}, A_{1,m} e^{j\phi_1,m}, \ldots, A_{N-1,m} e^{j\phi_{N-1,m}}]^T.
\]

Therefore, according to the system model in (3), the DOA estimation problem using UAV swarm and RIS can be described as the estimation of both the DOA \( \mathbf{\theta} \) and the signal \( \mathbf{s} \) from the received signal \( \mathbf{r} \), where both the measurement matrix \( \mathbf{B} \) and the position vector \( \mathbf{d} \) are known.

However, from the practical perspective, these UAV positions cannot be known exactly, and position perturbations must also be considered. We can formulate the system model by introducing the position perturbation. For the \( n \)-th UAV, the actual position can be expressed as \( d_n = \tilde{d}_n + d_n \), where \( \tilde{d}_n \) is the position perturbation, and \( d_n \) is an expected position.

Then, the system model in (3) can be rewritten as

\[
r = \mathbf{B}^T \text{diag} \{\mathbf{a}(\psi, \mathbf{d})\} \left( \mathbf{A}(\mathbf{\theta}, \mathbf{d}) \odot \mathbf{A}(\mathbf{\theta}, \tilde{\mathbf{d}}) \right) \mathbf{s} + \mathbf{w},
\]

where the position perturbation vector is defined as \( \tilde{\mathbf{d}} \triangleq [d_0, d_1, \ldots, d_{N-1}]^T \), and the expected position vector is defined as \( \mathbf{d} \triangleq [\tilde{d}_0, \tilde{d}_1, \ldots, \tilde{d}_{N-1}]^T \). Additionally, we consider a ULA system, and thus the expected position of the \( n \)-th UAV is \( \tilde{d}_n = n \Delta d \), where \( \Delta d \) is the distance between the adjacent UAVs, and can be chosen as half of the wavelength \( \Delta d = \lambda/2 \).

Finally, the DOA estimation problem using the UAV swarm and RIS is expressed as (9), where the received signal \( \mathbf{r} \) and the measurement matrix \( \mathbf{B} \) are known. We try to estimate the DOA \( \mathbf{\theta} \) with the unknown parameters including the position perturbation \( \tilde{\mathbf{d}} \), the number of target signals \( K \), and the signal \( \mathbf{s} \).

### III. Super-Resolution DOA Estimation With Position Perturbation

To estimate the DOA from the received signal with position perturbation, we propose a super-resolution DOA estimation method by exploiting the signal’s sparsity in the spatial domain. The proposed method includes two steps, i.e., the perturbation estimation step and the DOA estimation step.

In the perturbation estimation step, a gradient descent method is formulated. In the DOA estimation step, an atomic norm-based method is proposed, so the proposed method is named as the Atomic norm-based DOA estimation with Position Perturbation (ADPP) method. More details about the proposed ADPP method are given in Algorithm 1, and will be elaborated in the following subsections.
A. The Atomic Norm-Based Super-Resolution DOA Estimation Method

1) The Realization of DOA Estimation Method: To estimate the DOA of the received signal, we can exploit the signal sparsity in the spatial domain. The traditional CS-based methods must discretize the spatial domain into grids, and a dictionary matrix is formulated from these discretized grids. Then, a sparse reconstruction method is used in the scenario using the dictionary matrix. Usually, the CS-based methods can be used for sparse reconstruction. However, these CS-based methods will introduce the off-grid problem in the sparse reconstruction processes, where these signals cannot be precisely at these grids. Therefore, atomic norm-based methods have been proposed for the sparse reconstruction without grids and can avoid the off-grid problem.

In the DOA estimation problem using the UAV swarm and RIS, the existing atomic norm-based methods cannot be used directly, so we propose a new atomic norm method. Additionally, we give a solution of the position perturbation in the sparse reconstruction process.

First, we define a new type of atomic norm by introducing the position perturbation vector \( \tilde{d} \), and the atomic norm of \( x \) is defined as

\[
\| x \|_{\mathcal{A}} \triangleq \inf \left\{ \sum_i c_i : x = \sum_i c_i e^{j\phi_i} a(\theta_i, \tilde{d}) \odot a(\theta_i, d), \right. \\
\left. c_i > 0, \phi_i \in [0, 2\pi), \theta_i \in \left( -\frac{\pi}{2}, \frac{\pi}{2} \right) \right\},
\]

where the non-negative coefficient \( c_i \in \mathbb{R} \) describes the atomic decomposition and \( \phi_i \) is the corresponding phase. The atomic element is \( a(\theta_i, \tilde{d}) \odot a(\theta_i, d) \), where the position perturbation \( \tilde{d} \) is considered, so it is different from the existing ANM-based estimation methods, where only an atomic element \( a(\theta_i, d) \) is used. In (10), we try to find a decomposition of \( x \), which is sparse in the domain constructed by atoms \( a(\theta_i, d) \odot a(\theta_i, d) \).

Second, based on the definition of atomic norm, we try to reconstruct a sparse signal from the received signal \( r \), and can be formulated as the following reconstruction problem

\[
\min_{x} \frac{1}{2} \| r - B^T \text{diag}(a(\psi, \tilde{d})) x \|_2^2 + \beta \| x \|_{\mathcal{A}},
\]

where \( \beta \) is used to control the balance between the sparsity and the reconstruction performance. The second term \( \| x \|_{\mathcal{A}} \) describes the sparsity of the signal \( x \). To solve the optimization problem (11), we have the following proposition:

**Proposition 1.** The optimization problem (11) can be expressed as a SDP problem

\[
\begin{align*}
\min_{W, h} & \quad \text{diag} \left\{ a^*(\psi, d) \right\} B^* r - h \\
\text{s.t.} & \quad \left[ \begin{array}{cc} W & T \h \end{array} \right] \geq 0, \\
& \quad W \in \mathbb{C}^{N \times N} \text{ is a Hermitian matrix}, \\
& \quad \text{Tr}(W) = \beta^2 / t, \\
& \quad \sum_n W_{n,n+\nu} = 0, \nu \neq 0,
\end{align*}
\]

where \( T \in \mathbb{C}^{N \times N} \) is a transformation matrix, and \( t \) is a hyperparameter.

The proof of Proposition 1 is given in Appendix A.

The next problem is to determine the transformation matrix \( T \). Discretize the spatial angle into \( T \) grids with the separation being \( \Delta \alpha \), and the grid is given by \( \gamma \Delta \alpha \). We can formulate following matrices

\[
\Xi \triangleq \begin{bmatrix} a(0, \tilde{d}), a(\Delta \alpha, \tilde{d}), \ldots, a((\Gamma - 1)\Delta \alpha, \tilde{d}) \end{bmatrix},
\]

\[
\bar{\Xi} \triangleq \begin{bmatrix} a(0, d + \tilde{d}), \ldots, a((\Gamma - 1)\Delta \alpha, d + \tilde{d}) \end{bmatrix}.
\]

With the transformation matrix, we have the following equation

\[
T^\h \Xi = \bar{\Xi}.
\]

With the vectorization operation, we have

\[
\text{vec} \left\{ \Xi \right\} = \text{vec} \left\{ T^\h \Xi \right\} = (\Xi^T \otimes I_N) \text{vec} \left\{ T^\h \right\},
\]

where \( I_N \in \mathbb{R}^{N \times N} \) is an identity matrix. For a matrix \( A \) with the entry at the \( m \)-th row and \( n \)-th column being \( a_{m,n} \) \( (m = 0, 1, \ldots, M - 1 \text{ and } n = 0, 1, \ldots, N - 1) \), the vectorization operation is defined as

\[
\text{vec} \left\{ A \right\} \triangleq \left[ a_{0,0}, a_{1,0}, \ldots, a_{M-1,0}, a_{0,1}, \ldots, a_{M-1,1}, \ldots, a_{M-1,N-1} \right]^T.
\]

Then, the vectorized transformation matrix can be estimated as

\[
\text{vec} \left\{ T^\h \right\} = (\Xi^T \otimes I_N)^{-1} \text{vec} \left\{ \bar{\Xi} \right\}.
\]
Finally, the DOA estimation method are given in Algorithm 2. The atomic norm-based super-resolution method for the DOA estimation using the UAV swarm and RIS can be obtained as the optimization problem in (12), where the transformation matrix is given in (18). The vector \( h \) is obtained from (12) using the convex optimization toolbox, such as CVX toolbox in MATLAB [40,41]. According to the dual constraint in (71), the vector \( h \) must satisfy the following condition
\[
f(\theta) \triangleq |h^H T^H a(\theta, \tilde{d})| \leq \beta, \forall \theta \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right],
\]
and the peak value of the expression can be obtained and the position is corresponding to the estimated DOA \( \hat{\theta} \).

2) The Simulation Validation: In the practical RIS system, only a finite number of phase shifts can be chosen to control the reflection angle using RIS. Hence, in the measurement \( B \), the amplitude is the same, i.e., \( A_{0,m} = A_{1,m} = \cdots = A_{N-1,m} \), and the phase is in the discretized set, i.e., \( \phi_{n,m} \in \mathbb{N} = \{ \phi_1, \phi_2, \ldots, \phi_{|\mathbb{N}|} \} \), where \( |\mathbb{N}| \) denotes the cardinality of the set \( \mathbb{N} \). In this paper, only 2 phases are controlled by RIS, i.e., \( |\mathbb{N}| = 2 \), and \( \mathbb{N} = \{0, \pi\} \), so the entry of \( c(m) \) in (9) is chosen as 1 or \(-1\) randomly.

Here, we give some simulation results using the proposed DOA estimation method. The number of UAVs is \( N = 32 \), the number of measurements is \( M = 32 \), and the distance between adjacent UAVs is \( \lambda/2 \). With the SNR being 30 dB, the direction between the UAV swarm and the central UAV is \( \psi = 0 \). The measurement matrix is a random matrix.

The position perturbation of the UAV follows a uniform distribution, i.e., \( \tilde{d}_n \in \left( -\frac{\lambda}{10}, \frac{\lambda}{10} \right) \), and Fig. 2 gives an example normalized by wavelength. After obtaining the transformation matrix, the vector \( h \) can be solved from (12), where we can choose \( t = \beta^2 \), so \( \text{Tr}\{W\} = 1 \) and the Hermitian matrix constraint will be \( \begin{bmatrix} W & Th \\ (Th)^H & \beta^2 \end{bmatrix} \succeq 0 \).

Then, the values of the function \( f(\theta) \) can be obtained and shown in Fig. 3. We consider 2 targets with the DOA being \(-18.422^\circ\) and \(16.2385^\circ\). The hyperparameter \( t = \beta^2 = 500 \). As shown in Fig. 3, the peak values of \( f(\theta) \) are corresponding to the ground-truth DOAs, so the estimated DOAs are \(-18.424^\circ\) and \(16.228^\circ\), respectively. The root mean square error (RMSE) for the DOA estimation is 0.0075°. Therefore, the DOA can be estimated with high precision.

**Algorithm 2** Atomic Norm-Based DOA Estimation Method

1. **Input:** The received signal \( r \), the measurement matrix \( B \), the estimated position perturbation \( \tilde{d} \), the expected UAV’s position \( d \), the direction of RIS \( \psi \), and the hyperparameter \( t \).
2. Discretize the spatial domain into \( \Gamma \) grids, and formulate matrices as (13) and (14) using the estimated perturbation \( \tilde{d} \).
3. Obtain the transformation matrix \( T \) from (16).
4. Formulate the SDP optimization problem as (12).
5. Use the CVX toolbox to obtain \( h \) from (12).
6. Find the peak values from (71), and the positions of the peak values are corresponding to the estimated DOA.
7. **Output:** The estimated DOA \( \hat{\theta} \).

In the atomic norm-based DOA estimation method, the hyperparameter \( t \) is essential and determines the DOA estimation performance. With \( t = \beta^2 \), we show the RMSE of the DOA estimation with different hyperparameter values in Fig. 4. As shown in this figure, when the SNR is lesser than 10 dB, we can choose the hyperparameter as \( t = 200 \). When the SNR is greater than 10 dB, we can choose the hyperparameter as \( t = 10 \). Then, the better DOA estimation performance can be achieved by the atomic norm-based method. For the adaptive application, the hyperparameter can be obtained from the following expression
\[
t = \begin{cases} 
0.5991 \text{SNR} + 8.294, & \text{SNR} \leq 10 \text{ dB} \\
0.2593 \text{SNR} - 0.2889, & \text{SNR} > 10 \text{ dB}
\end{cases}
\]
and it is an empirical expression based on simulation results.
B. The Gradient Descent Method for Perturbation Estimation

1) The Perturbation Estimation Method: Since the targets are sparse in the spatial domain, the atomic norm-based method is proposed to reconstruct the sparse signal with high resolution. However, in the DOA estimation problem using UAV swarm and RIS, the unknown position perturbation, as shown in (9), has a significant effect on the DOA estimation performance. Additionally, the position perturbation causes phase error in the system model, making the estimation problem even more challenging.

Therefore, inspired by the nonconvex optimization and gradient descent method in [42,43], we propose a gradient descent method for the perturbation estimation, i.e., to estimate \( \hat{d} \) from the received signal \( r \) in (9).

The algorithm of the position perturbation estimation is given in Algorithm 3, where \( \mathbf{1}_K \in \mathbb{R}^{K \times 1} \) denotes a vector with all entries being 1. In the gradient descent method, the estimated position perturbation is updated by the gradient vector, as shown in (25), where the most critical part is to obtain the gradient vector. The following contents are about how to get the gradient vector.

First, the system model in (9) can be rewritten as

\[
\mathbf{r} = \mathbf{B}^T \sum_{k=0}^{K-1} \text{diag}\{e(\theta_k)\} \mathbf{a}(\theta_k) s_k + \mathbf{w},
\]

where we define the \( n \)-th entry of \( e(\theta_k) \) as

\[
e_{n}(\theta_k) = e^{j2\pi \frac{n}{A} (\sin \theta_k + \sin \psi)}.
\]

To estimate the position perturbation, we can formulate the following optimization problem

\[
\{\hat{d}, \hat{\theta}\} = \arg \min_{\hat{d}, \hat{\theta}} \eta(\hat{d}, \hat{\theta}),
\]

where we define the \( n \)-th entry of \( e(\theta_k) \) as

\[
e_{n}(\theta_k) = e^{j2\pi \frac{n}{A} (\sin \theta_k + \sin \psi)}.
\]

where we define the \( n \)-th entry of \( e(\theta_k) \) as

\[
e_{n}(\theta_k) = e^{j2\pi \frac{n}{A} (\sin \theta_k + \sin \psi)}.
\]

To estimate the position perturbation, we can formulate the following optimization problem

\[
\{\hat{d}, \hat{\theta}\} = \arg \min_{\hat{d}, \hat{\theta}} \eta(\hat{d}, \hat{\theta}),
\]

Algorithm 3 Position Perturbation Estimation Method

1: \textbf{Input:} The received signal \( \mathbf{r} \), the measurement matrix \( \mathbf{B} \), the estimated signal direction \( \hat{\theta} \), the expected UAV's position \( \hat{d} \), the direction of RIS \( \psi \), the number of signals \( K \), the step size \( \varrho_1 \), the step size \( \varrho_2 \), and the maximum number of iterations \( Q_2 \).

2: \textbf{Initialization:} The initial position perturbation \( d = 0 \in \mathbb{R}^{N \times 1} \), \( \epsilon = 10^{-3} \), and \( q_2 = 0 \).

3: \textbf{while} \( q_2 < Q_2 \) \textbf{do}

4: \hspace{1em} Obtain the following matrix \( \mathbf{V} \)

\[
\mathbf{V} = \mathbf{B}^* \mathbf{B}^T \text{diag}\left\{ [\mathbf{A}(\hat{\theta}, \hat{d}) \odot \mathbf{A}(\hat{\theta}, \hat{d}) \odot \mathbf{A}(\psi 1_K, \hat{d})] \right\}
\]

\[
\odot \text{diag}\{\frac{2\pi}{\lambda} (\sin \psi + \sin \hat{\theta}) \} s.
\]

5: \hspace{1em} Obtain the following matrix \( \mathbf{G} \)

\[
\mathbf{G} = \text{diag}\{s\}^H [\mathbf{A}(\hat{\theta}, \hat{d}) \odot \mathbf{A}(\psi 1_K, \hat{d}) \odot \mathbf{A}(\hat{\theta}, \hat{d})]^H \mathbf{V}.
\]

6: \hspace{1em} Obtain the following matrix \( \mathbf{H} \)

\[
\mathbf{H} = \text{diag}\{\frac{2\pi}{\lambda} (\sin \psi + \sin \hat{\theta}) \} s \left[ \mathbf{A}(\hat{\theta}, \hat{d}) \odot \mathbf{A}(\psi 1_K, \hat{d}) \odot \mathbf{A}(\hat{\theta}, \hat{d}) \right]^T \text{diag}\{r^H \mathbf{B}^T \}.
\]

7: \hspace{1em} The gradient vector is defined as \( \nabla \hat{d} \triangleq [\nabla \hat{d}_0, \nabla \hat{d}_1, \ldots, \nabla \hat{d}_{N-1}]^T \), where the \( n \)-th entry is obtained as

\[
\nabla \hat{d}_n = 2 \mathcal{R}\left\{ \sum_{k=0}^{K-1} (G_{k,n} - H_{k,n}) \right\},
\]

where \( G_{k,n} \) and \( H_{k,n} \) are the entries of \( \mathbf{G} \) and \( \mathbf{H} \) at the \( k \)-th row and \( n \)-th column, respectively.

8: \hspace{1em} Update the estimated position perturbation as

\[
\hat{d} \leftarrow \hat{d} - \varrho_1 \nabla \hat{d}.
\]

9: \hspace{1em} Obtain the gradient vector \( \frac{\partial \eta(\hat{d}, \hat{\theta})}{\partial \hat{\theta}} \), and tune the estimated direction as

\[
\hat{\theta} \leftarrow \hat{\theta} - \varrho_2 \nabla \hat{\theta}.
\]

10: \hspace{1em} Obtain the estimated signal during the \( q_2 \)-th iteration as

\[
\hat{\mathbf{r}}_{q_2} = \mathbf{B}^T \text{diag}\{\mathbf{a}(\psi, \hat{d}) \} [\mathbf{a}(\hat{\theta}, \hat{d}) \odot \mathbf{a}(\hat{\theta}, \hat{d})] s.
\]

11: \textbf{if} \( \| \mathbf{r} - \hat{\mathbf{r}}_{q_2} \|^2 / \| \mathbf{r}_{q_2-1} - \hat{\mathbf{r}} \|^2 \leq \epsilon \) \textbf{then}

12: \hspace{1em} Break.

13: \textbf{end if}

14: \hspace{1em} \( q_2 \leftarrow q_2 + 1 \).

15: \textbf{end while}

16: \textbf{Output:} The estimated position perturbation \( \hat{d} \).
where \( \mathbf{d} \) denotes the estimated position perturbation, and \( \hat{\theta} \) is the tuned DOA, and
\[
\eta(\mathbf{d}, \theta) \triangleq \left\| r - \mathbf{B}^T \sum_{k=0}^{K-1} \text{diag}\{e(\theta_k)\} \mathbf{a}(\theta_k) s_k \right\|^2_2. \tag{31}
\]
Then, the optimization problem (30) can be simplified as
\[
\{ \hat{\mathbf{d}}, \hat{\theta} \} = \arg\min_{\mathbf{d}, \theta} \eta(\mathbf{d}, \theta)
\begin{align*}
= \arg\min_{\mathbf{d}, \theta} -r^H \left( \mathbf{B}^T \sum_{k=0}^{K-1} \text{diag}\{e(\theta_k)\} \mathbf{a}(\theta_k) s_k \right) \\
\left( \mathbf{B}^T \sum_{k=0}^{K-1} \text{diag}\{e(\theta_k)\} \mathbf{a}(\theta_k) s_k \right)^H \\
\left( r - \mathbf{B}^T \sum_{k=0}^{K-1} \text{diag}\{e(\theta_k)\} \mathbf{a}(\theta_k) s_k \right)
\end{align*}
\]
Then, we have
\[
\frac{\partial \eta(\mathbf{d}, \theta)}{\partial d_n} = \sum_{k=0}^{K-1} 2 \mathcal{R} \left\{ -s_k \left[ r^H \mathbf{B}^T \right]_n a_n(\theta_k) \frac{\partial e_n(\theta_k)}{\partial d_n} \\
+ \left( s_k a_n^H(\theta_k) \text{diag}\{e^*(\theta_k)\} \right) \mathbf{B}^T [\mathbf{B}^T]_n \\
\left( \sum_{k' = 0}^{K-1} \frac{\partial e_n(\theta_k)}{\partial d_n} a_n(\theta_k) s_{k'} \right) \right\}, \tag{33}
\]
where we have
\[
\frac{\partial e_n(\theta_k)}{\partial d_n} = \frac{j 2\pi}{\lambda} \left( \sin \theta_k + \sin \psi \right) e^{j 2\pi \frac{d}{\lambda} (\sin \theta_k + \sin \psi)}. \tag{34}
\]
Finally, the gradient vector can be simplified as (24) in Algorithm 3.
Moreover, for the DOA estimation, we can use the gradient descent method to refine the estimation result. Hence, the expression of \( \frac{\partial \eta(\mathbf{d}, \theta)}{\partial \theta} \) is given in (47). Then, collect these values \( \frac{\partial \eta(\mathbf{d}, \theta)}{\partial \theta_k} \) \((k = 0, 1, \ldots, K - 1)\) into a vector, and we can simplify it as
\[
\frac{\partial \eta(\mathbf{d}, \theta)}{\partial \theta} = \mathcal{R} \left\{ j \frac{2\pi}{\lambda} \text{diag}\{\cos \theta \circ s\} \mathbf{A}^T(\theta, \mathbf{d} + \mathbf{d}) \\
\text{diag}\{[\mathbf{d} + \mathbf{d}] \circ \mathbf{a}(\psi, \mathbf{d})\} \hat{z} \right\}, \tag{35}
\]
where we have \( \hat{z} \triangleq \mathbf{B} \left( \mathbf{B}^T \sum_{k=0}^{K-1} \text{diag}\{e(\theta_k)\} \mathbf{a}(\theta_k) s_k - r \right)^* \).

2) The Simulation Validation: Using 32 UAVs, with the knowledge of the signal direction \( \theta \), we show the estimated position perturbation using the proposed gradient descent method. The position perturbations follow a uniform distribution in \( [-\frac{\lambda}{2}, \frac{\lambda}{2}] \).

With the SNR being 10 dB, 20 dB, 30 dB and 40 dB, the objective function \( \eta(\mathbf{d}) \) in (31) is shown in Fig. 5. As shown in this figure, the objective function is stable when the iteration number is greater than 100. The estimated result is shown in Fig. 6, and a better estimation performance is achieved with SNR exceeding 30 dB.

C. Computational Complexity

The computational complexity of the proposed ADPP method can be estimated from the main steps in Algorithm 2 and Algorithm 3. In Algorithm 2, the SDP problem is solved and the computational complexity is determined by step 5, which is \( \mathcal{O}((N + 1)^6.5) \) [44]. In Algorithm 3, the computational complexities for step 4, step 5, step 6, step 9 and step 10 are \( \mathcal{O}(N^2(M + K)) \), \( \mathcal{O}(N^2 + NK) \), \( \mathcal{O}(N^2(K + 1) + K^2N) \), \( \mathcal{O}(N^3 + KN^2 + K^2N) \) and \( \mathcal{O}(N^2) \), respectively. Usually, for the DOA estimation problem, we have \( N > K \). Therefore, the computational complexity of Algorithm 3 can be simplified as \( \mathcal{O}(N^2(N + M)) \). Finally, the computational complexity of ADPP method can be obtained as \( \mathcal{O}((N + 1)^6.5 + N^2M) \).
including the DOA and the UAVs position, and we collect all
unknown parameters into a vector as
\[
\zeta \triangleq [d_0, d_1, \ldots, d_{N-1}, \theta_0, \ldots, \theta_{K-1}]^T.
\]
(36)

For the received signal \( r \) with AWGN \( w \), we have the following probability density function
\[
f(r; \zeta) = \frac{1}{\pi^M \det(\Sigma)} e^{-(r-\mu)^H \Sigma^{-1}(r-\mu)},
\]
(37)
where the mean and the covariance matrix of the received signal are denoted respectively as
\[
\mu = B^T \sum_{k=0}^{K-1} \text{diag}(e(\theta_k)) a(\theta_k)s_k,
\]
(38)
\[
\Sigma = \sigma_w^2 I.
\]
(39)

Then, we can obtain the Fisher information matrix \( F \) as
\[
F = \begin{bmatrix} F_{1,1} & F_{1,2} \\ F_{2,1} & F_{2,2} \end{bmatrix},
\]
(40)
where for \( F_{1,1} \), we have
\[
F_{1,1} = \mathcal{E} \left\{ \frac{\partial \ln f(r; \zeta)}{\partial \mu} \frac{\partial \ln f^T(r; \zeta)}{\partial \mu} \right\}
\]
\[
= \mathcal{E} \left\{ (r-\mu)^H \Sigma^{-1} \frac{\partial \mu^*}{\partial d} \Sigma^{-1} (r-\mu)^T \right\}
\]
\[
= \frac{4}{\sigma_w^4} \mathcal{E} \left\{ \mathcal{R} \{ A^T (r-\mu)^* \} \mathcal{R} \{ (r-\mu)^H A \} \right\}
\]
\[
= \frac{2}{\sigma_w^2} \mathcal{E} \mathcal{R} \{ A^H A \},
\]
and we define
\[
\Lambda \triangleq B^T \sum_{k=0}^{K-1} \text{diag}(a(\theta_k) \odot e^{j2\pi \frac{s_k}{\lambda} (\sin \theta_k + \sin \psi)}) s_k j 2\pi (\sin \theta_k + \sin \psi) \lambda^{-1}.
\]
(42)

Similarly, other sub-matrices can be obtained as
\[
F_{1,2} = \mathcal{E} \left\{ \frac{\partial \ln f(r; \zeta)}{\partial \mu} \frac{\partial \ln f^T(r; \zeta)}{\partial \theta} \right\}
\]
\[
= \frac{2}{\sigma_w^2} \mathcal{R} \{ A^H \mathcal{Y} \},
\]
(43)
\[
F_{2,1} = \mathcal{E} \left\{ \frac{\partial \ln f(r; \zeta)}{\partial \theta} \frac{\partial \ln f^T(r; \zeta)}{\partial \mu} \right\}
\]
\[
= \frac{2}{\sigma_w^2} \mathcal{R} \{ \mathcal{Y}^H A \},
\]
(44)
\[
F_{2,2} = \mathcal{E} \left\{ \frac{\partial \ln f(r; \zeta)}{\partial \theta} \frac{\partial \ln f^T(r; \zeta)}{\partial \theta} \right\}
\]
\[
= \frac{2}{\sigma_w^2} \mathcal{R} \{ \mathcal{Y}^H \mathcal{Y} \},
\]
(45)
where the definition of \( \mathcal{Y} \) is given in (46).

Therefore, the Fisher information matrix \( F \) can be simplified as
\[
F = \frac{2}{\sigma_w^2} \mathcal{R} \left\{ \begin{bmatrix} A^H A, & \Lambda^H \mathcal{Y} \\ \mathcal{Y}^H A, & \mathcal{Y}^H \mathcal{Y} \end{bmatrix} \right\}.
\]
(48)

Finally, for an unbiased estimator, the CRB is obtained from the Fisher information matrix. For the position perturbation \( \hat{d}_n \), the CRB is given by
\[
\text{var}\{\hat{d}_n\} \geq \left[ F^{-1} \right]_{n,n},
\]
(49)
where \( \left[ F^{-1} \right]_{n,n} \) denotes the \( n \)-th diagonal entry of the matrix \( F^{-1} \). The CRB of the \( k \)-th DOA estimation is
\[
\text{var}\{\hat{\theta}_k\} \geq \left[ F^{-1} \right]_{N+k,N+k}.
\]
(50)

V. SIMULATION RESULTS

In this section, simulation results are given to show the performance of the proposed ADPP method for the DOA estimation in the UAV swarm system with RIS, where the position perturbation is considered. Simulation results are carried out in a personal computer with MATLAB R2020b, Intel Core i5 @ 2.9 GHz processor, and 8 GB LPDDR3 @ 2133 MHz. The MATLAB code about the ADPP method is available online https://github.com/chenpengseu/ADPP.git. Simulation parameters are given in Table I. In the proposed ADPP method, the estimated position perturbation is set as \( \hat{d} = 0 \) at the initialization step. Since the mean of the position perturbation caused by the UAV movement is zero, it is reasonable to set the initial value as \( 0 \). As given in Table I, we use 32 UAVs to form a group and 32 measurements for the DOA estimation. The distance between adjacent UAVs is \( \lambda/2 \), ensuring that there is no grating lobe using the UAV array.

First, we show the DOA estimation performance with different SNRs, where the estimation performance is measured by the RMSE defined as
\[
\text{RMSE} = \sqrt{\frac{1}{N_{MC}}} \| \theta - \hat{\theta} \|_2^2,
\]
(51)
where \( N_{MC} \) denotes the number of simulations. The RMSE is measured in degree, and has been used in many literatures [2, 18, 34]. The RMSE measures the average error of the DOA estimation for multiple received signals. The proposed method is compared with 3 benchmark methods:

- **FFT method**: The fast Fourier transformation (FFT) method is used for the DOA estimation, and signal directions are estimated by finding peak positions.

| Parameter | Value |
|-----------|-------|
| The number of UAVs | \( N = 32 \) |
| The number of measurements | \( M = 32 \) |
| The distance between adjacent UAVs | \( d = \lambda/2 \) |
| The number of targets | \( K = 3 \) |
| The detection range | \([-45^\circ, 45^\circ]\) |
| The directions of targets | \( \theta = [-30.345^\circ, 0.789^\circ, 20.456^\circ] \) |
\[
Y = \frac{\partial \mu}{\partial \theta} = B^T \left[ \sum_{k=0}^{K-1} s_k \frac{\partial \text{diag}\{e(\theta_k)\} a(\theta_k)}{\partial \theta} \right]
= B^T \left[ \ldots, j \frac{2\pi}{\lambda} s_k \cos \theta_k e^{j \frac{2\pi}{\lambda} [d \sin \theta_k + d \sin \theta_j]} \odot (\tilde{d} + d), \ldots \right].
\]

\[
\frac{\partial \eta(\theta)}{\partial \theta_k} = 2R \left\{ \left( B^T \sum_{k=0}^{K-1} \text{diag}\{e(\theta_k)\} a(\theta_k) s_k - r \right) \right. \left. H B^T s_k \frac{\partial \text{diag}\{e(\theta_k)\} a(\theta_k)}{\partial \theta_k} \right\}
= 2R \left\{ \left( B^T \sum_{k=0}^{K-1} \text{diag}\{e(\theta_k)\} a(\theta_k) s_k - r \right) \right. \left. H B^T \text{diag}\{e(\theta_k)\} a(\theta_k) \odot \left( j \frac{2\pi}{\lambda} (\tilde{d} + d) \cos \theta_k \right) \right\}. \tag{47}
\]

- **ANM method** [20]: The atomic norm minimization (ANM) method without the off-grid effect is used for the DOA estimation, and the direction is estimated by the ANM-based reconstruction method.
- **OMP method** [14,15]: The OMP is used for the DOA estimation by discretizing the spatial angle into grids, and the direction is estimated by the OMP-based reconstruction method.
- **SBL method** [46,47]: The sparse Bayesian learning (SBL)-based method for the DOA estimation is proposed to obtain a stationary DOA estimation iteratively with the distribution assumption of the received signal.

As shown in Fig. 7, the proposed method has the best estimation performance with the SNR being greater than 15 dB and can approach the CRB. However, when the SNR is less than 15 dB, the estimation performance of the proposed method is almost the same as the ANM-based method.

Second, the proposed method is also compared with existing methods in the scenario under different numbers of UAVs, and simulation results are shown in Fig. 8. The proposed method has better DOA estimation performance when the number of UAVs is no less than 12 and can approach the CRB with more UAVs. Then, the DOA estimation performance of the proposed method concerning different numbers of measurements is shown in Fig. 9, where the estimation performance...
approaches the CRB with more measurements. The proposed method achieves a better estimation performance than the traditional ANM method, especially in a scenario with fewer measurements. To show the computational complexity clearly, the computational time is given in Table II. The computational time of the proposed method is longer than FFT, OMP, and ANM methods but shorter than the SBL method since both the sparse reconstruction and the perturbation estimation are processed in the proposed method. Hence, for practical applications, the proposed method can be improved with lower computational complexity.

Finally, the received angle is also considered, where the receiving system gets the reflected signal from different angles. As shown in Fig. 10, the estimation performance is sensitive to the incident angle, and the better estimation performance is achieved by setting the received angle to 0°. Furthermore, the proposed method can achieve much better estimation performance than the traditional ANM counterpart regardless of different angles. For the limitations of the proposed method, the proposed method is based on the assumption of narrowband signal, so the proposed method cannot be used for wideband signals directly. Another limitation is the computational complexity of the proposed method, so the proposed method cannot be used for the DOA estimation of a fast-moving target.

VI. CONCLUSIONS

The DOA estimation problem has been considered in the scenario with the UAV swarm system using the RIS, where only one receiving channel was used to reduce the system cost. Then, a novel atomic norm-based estimation method has been proposed with the position perturbations of UAVs by exploiting the target sparsity in the spatial domain. By introducing the transforming matrix, the DOA estimation problem is solved by the SDP method, and the estimation results have been further refined by the gradient descent method. Simulation results have shown the performance improvement in the scenario with the position perturbation taken into account. In the future, it is an exciting direction to consider the DOA estimation method with lower computational complexity. Additionally, we will also focus on the theoretical analysis for the proposed method’s convergence and the selection of hyperparameters.

APPENDIX A

PROOF OF PROPOSITION 1

To solve the optimization problem (11), we can rewrite it as the following optimization problem

$$\min_{x,z} \frac{1}{2} \|r - B^T \text{diag}(a(\psi, \tilde{d})) x\|^2_2 + \beta \|z\|_A$$  \hspace{1cm} (52)

s.t. \hspace{0.5cm} z = x.

Then, by introducing a Lagrangian parameter \( h \), the corresponding Lagrangian function can be expressed as

$$\mathcal{L}(x, z, h) \triangleq \frac{1}{2} \|r - B^T \text{diag}(a(\psi, \tilde{d})) x\|^2_2 + \beta \|z\|_A$$

$$+ \langle h, x - z \rangle,$$ \hspace{1cm} (53)

where \( \langle h, x - z \rangle \) is defined as

$$\langle h, x - z \rangle \triangleq \mathcal{R}\{(x - z)^H h\}.$$ \hspace{1cm} (54)

Hence, the dual function can be obtained as

$$g(h) \triangleq \inf_{x,z} \mathcal{L}(x, z, h)$$

$$= \inf_x \left( \frac{1}{2} \|r - B^T \text{diag}(a(\psi, \tilde{d})) x\|^2_2 + \langle h, x \rangle \right)$$

$$+ \inf_z \langle \beta \|z\|_A - \langle h, z \rangle \rangle$$

$$= \frac{1}{2} \left[ \|r\|^2_2 - \langle \text{diag}(\alpha^*(\psi, \tilde{d})) B^* r - h \rangle \rangle \right]$$

$$\text{diag}(\alpha^*(\psi, \tilde{d})) B^* \text{diag}(a(\psi, \tilde{d}))^{-1}$$

$$\text{diag}(\alpha^*(\psi, \tilde{d})) B^* r - h \rangle - I_{\{h: \|h\|_A \leq \beta\}}(h),$$
where an indicator function is defined as
\[ I_S(x) = \begin{cases} 0, & x \in S \\ \infty, & \text{otherwise} \end{cases} \] (56)

Moreover, in (55), we define a dual norm of the atomic norm as
\[ \|h\|_{\tilde{A}} \triangleq \sup_{\|u\|_{\tilde{A}} \leq 1} \langle u, h \rangle. \] (57)

Then, the optimization problem (11) can be converted into a dual problem
\[
\max_h \frac{1}{2} \left[ \|r\|_2^2 - (\text{diag}(a^*(\psi, \tilde{d}))B^*r - h)^H \right.
\nonumber
\left. (\text{diag}(a^*(\psi, \tilde{d}))B^*B^T\text{diag}(a(\psi, \tilde{d})))^{-1} \right.
\nonumber
\left. (\text{diag}(a^*(\psi, \tilde{d}))B^*r - h) \right] \tag{58}
\]
\[ \text{s.t.} \quad \|h\|_{\tilde{A}} \leq \beta, \]

which is equal to the following problem
\[
\min_h \left[ \text{diag}(a^*(\psi, \tilde{d}))B^*r - h \right]^H \nonumber
\left[ \text{diag}(a^*(\psi, \tilde{d}))B^*B^T\text{diag}(a(\psi, \tilde{d})) \right]^{-1} \nonumber
\left[ \text{diag}(a^*(\psi, \tilde{d}))B^*r - h \right] \tag{59}
\]
\[ \text{s.t.} \quad \|h\|_{\tilde{A}} \leq \beta. \]

For the dual norm \(\|h\|_{\tilde{A}}\), we can simplified it as
\[ \|h\|_{\tilde{A}} = \sup_{\|u\|_{\tilde{A}} \leq 1} \langle u, h \rangle \]
\[ = \sup_{c_i > 0, \theta_i \in (-\frac{\pi}{2}, \frac{\pi}{2})} \left( \sum_i c_i e^{j \phi_i} a(\theta_i, \tilde{d}) \right. \nonumber \left. \odot a(\theta_i, \tilde{d}), h \right) \]
\[ = \sup_{c_i > 0, \theta_i \in (-\frac{\pi}{2}, \frac{\pi}{2})} \left( \sum_i c_i e^{j \phi_i} a(\theta_i, \tilde{d} + \tilde{d}), h \right) \]
\[ = \sup_{c_i > 0, \theta_i \in (-\frac{\pi}{2}, \frac{\pi}{2})} \left( \sum_i c_i \left| x^H a(\theta_i, \tilde{d} + \tilde{d}) \right| \right) \]
\[ = \sup_{\theta \in (-\frac{\pi}{2}, \frac{\pi}{2})} \left| h^H a(\theta, \tilde{d} + \tilde{d}) \right|. \] (60)

Then, the constraint in (59) can be rewritten as
\[ \sup_{\theta \in (-\frac{\pi}{2}, \frac{\pi}{2})} \left| h^H a(\theta, \tilde{d} + \tilde{d}) \right| \leq \beta. \] (61)

To further simplify the constraint, we consider to use a transformation matrix \(T \in \mathbb{C}^{N \times N}\) to convert the vector \(a(\theta, \tilde{d})\) into \(a(\theta, \tilde{d} + \tilde{d})\), i.e.,
\[ T^H a(\theta, \tilde{d}) = a(\theta, \tilde{d} + \tilde{d}). \] (62)

Then, we can build a Hermitian matrix \(\begin{bmatrix} W & Th \end{bmatrix}^\text{H} \begin{bmatrix} T & h \end{bmatrix}\), where \(t \in \mathbb{R}\) is hyperparameter and \(W\) is a Hermitian matrix. This matrix is a semi-definite positive matrix, i.e.,
\[ \begin{bmatrix} W & Th \end{bmatrix}^\text{H} \begin{bmatrix} T & h \end{bmatrix} \succeq 0, \] (63)

if and only if we have
\[ W \succeq 0, \] (64)
\[ W - t^{-1}Thh^HTh^H \succeq 0. \] (65)

Hence, for any given vector \(b \in \mathbb{C}^{N \times 1}\) with (65), we have
\[ b^H (W - t^{-1}Thh^HTh^H) b \geq 0, \] (66)

which shows that
\[ |h^HTh^Hb|^2 \leq t^2 b^H Wb. \] (67)

By choosing \(b = a(\theta, \tilde{d})\), we can rewrite (67) as
\[ |h^HTh^H a(\theta, \tilde{d})|^2 \leq t a^H(\theta, \tilde{d}) W a(\theta, \tilde{d}) \]
\[ = t \sum_{n_1} \sum_{n_2} a^*(\theta, \tilde{n}_1) W_{n_1, n_2} a(\theta, \tilde{n}_2) \]
\[ = t \text{Tr}(W) + t \sum_{\nu \neq 0} e^{j 2 \nu \pi / \lambda} \sin \theta \sum_n W_{n, n + \nu}. \]

For the matrix \(W\), if we have
\[ \text{Tr}(W) = \beta^2 / t, \] (69)
\[ \sum_n W_{n, n + \nu} = 0, \nu \neq 0, \] (70)

with the transformation matrix \(T\), (68) indicates that
\[ |h^HTh^H a(\theta, \tilde{d})|^2 \leq \beta^2. \] (71)

Combining with (60), the dual norm condition \(\|h\|_{\tilde{A}} \leq \beta\) can be satisfied.

Finally, the constraint of the optimization problem (59) can be expressed as a SDP constraint
\[ \begin{bmatrix} W & Th \\ (Th)^H & h \end{bmatrix} \succeq 0, \]
\[ W \text{ is Hermitian,} \] (72)
\[ \text{Tr}(W) = \beta^2 / t, \]
\[ \sum_n W_{n, n + \nu} = 0, \nu \neq 0. \]

Then, the SDP in Proposition 1 is proved.
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