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ABSTRACT. We present an approach for the numerical computation of the domain of attraction of some asymptotically stable set for continuous-time autonomous systems. It is based on a set-oriented approximation of the original dynamical system by a Markov jump process. The domain of attraction is extracted from absorption probabilities of the jump process. The method does not perform any trajectory simulation, integrals of the underlying vector field on the boundary of partition elements are computed instead.

1. Introduction. In numerous applications, one needs to compute domains of attraction (DOA) of some asymptotically stable set. A naive computation, e.g. creating a grid and simulating all grid points long enough to decide whether they converge to the steady state, can be computationally quite expensive. But even more sophisticated approaches [4, 9, 11, 13] use (forward or backward) simulation of the underlying ordinary differential equation (ODE). Zubov’s method [20] (see also in [10]) does not use trajectory simulation, however a partial differential equation has to be solved. Similar holds for Lyapunov function based techniques [7].

In this paper we present a numerical method for approximating the subset of the DOA of continuous-time autonomous systems lying in a previously defined set \( X \), also without any trajectory simulation. Our method is based on a set-oriented approach to approximate properties of dynamical systems [1, 3]. We partition the state space \( X \) into disjoint sets, which serve to discretize the original deterministic dynamical system, and relate it to a finite state non-deterministic system — a Markov jump process. Then we construct the infinitesimal generator (matrix) of the latter by integrating the vector field of the ODE on the boundary of the partition elements. From this matrix we compute absorption probabilities for the finite state system, which yield the desired information about the DOA.

For discrete-time systems, the idea goes back to [8]; an extensive study of cell-to-cell mappings is given in [12].

An outline of this paper is as follows. Section 2 gives a brief introduction to deterministic and non-deterministic dynamical systems. Section 3 shows the mathematical instrument describing statistical properties of dynamical systems — the Frobenius–Perron operator. Section 4 contains the main tool we are working with.
— the associated infinitesimal generator, and describes its numerical approximation. Finally, Section 5 assembles the knowledge gained in the previous sections to develop our approach for the approximation of the DOA for continuous-time systems; and we show a numerical example.

2. Background.

2.1. Dynamical systems. The temporal variation of states \( x(t) \) we are interested in is given by an (autonomous) ODE \( \dot{x} = v(x) \), where \( v : \mathbb{R}^d \to \mathbb{R}^d \), and \( \dot{x} := \frac{dx}{dt} \) denotes the temporal derivative. Let \( \phi^t \) denote the associated flow, i.e. \( x(t) = \phi^t x(0) \). The set \( \{ \phi^t x \}_{t \geq 0} \) is called the (forward) orbit (of \( x \)).

We are only looking at a compact subset \( X \) of the whole state space \( \mathbb{R}^d \). We call the pair \( (X, \phi^t) \) a dynamical system, and we refer to \( X \) as state space. Objects which stay unchanged under the flow are of particular interest. A set \( A \subset X \) is called (forward) invariant, if \( \phi^t A = A \) for all \( t \in \mathbb{R}_{\geq 0} \). The simplest example of an invariant set is a fixed point, i.e. a point \( x \in X \) such that \( v(x) = 0 \). If one already has located an invariant set \( A \), the dynamical behavior in its vicinity may be analyzed — e.g. whether orbits tend to \( A \) as \( t \to \infty \).

**Definition 2.1.** The set \( A \subset X \) with \( A = \bigcap_{t \geq 0} \phi^t X \) is called the attractor relative to \( X \).

The set

\[
D := \{ x \in X | \phi^t x \in X \forall t \geq 0 \text{ and } \text{dist}(\phi^t x, A) \to 0 \text{ as } t \to \infty \}
\]

is called the domain of attraction of \( A \).

2.2. Markov processes. We use the theory of Markov processes to describe non-deterministic dynamical behavior. From now on let \( (X, \mathcal{B}, m) \) be a measure space with the compact state space \( X \) and Lebesgue measure \( m \). We also work with a given probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \).

**Definition 2.2** (Stochastic process). Let \( T = \mathbb{N} \) or \( T = \mathbb{R}_{\geq 0} \), and let \( X \) be the set of possible states. Then a family \( \{ Z^t \}_{t \in T} \), where \( Z^t : \Omega \to X \) for all \( t \in T \), of \( X \)-valued random variables is called a stochastic process.

**Definition 2.3** (Discrete time Markov chain). We call a stochastic process \( \{ Z^t \}_{t \in T} \) a discrete time Markov chain, if \( T = \mathbb{N} \), and there is a \( q : X \times X \to \mathbb{R}_{\geq 0} \) with

\[
\mathbb{P}(Z^{t+1} \in A | Z^t = x) = \int_A q(y, x) \, dm(y), \quad \text{for all } A \in \mathcal{B}, \text{ a.e. } x \in X \text{ and } t \in T.
\]

A stochastic process \( \{ Z^t \}_{t \in T} \) is called a finite state discrete time Markov chain, if \( T = \mathbb{N} \), \( X = \{ x_1, \ldots, x_n \} \) is a finite state space, and \( P \in \mathbb{R}^{n \times n} \), with (i) \( P_{ij} \geq 0 \) and (ii) \( \sum_{i=1}^n P_{ij} = 1 \), describes the transition probabilities, i.e.

\[
P_{ji} = \mathbb{P}(Z^{t+1} = x_j | Z^t = x_i), \quad \text{for all } t \in T \text{ and } i, j \in \{ 1, \ldots, n \}.
\]

The matrix \( P \) is called the transition matrix. A matrix satisfying (i) and (ii) is called stochastic.

**Definition 2.4** (Continuous time Markov chain). Let \( T = \mathbb{R}_{\geq 0} \) and state space \( X = \{ x_1, \ldots, x_n \} \). Further, let \( G \in \mathbb{R}^{n \times n} \) be such that

(i) \( G_{ij} \geq 0 \) for \( i \neq j \), and
(ii) \( \sum_{i=1}^n G_{ij} = 0 \).
Define \( P^t = e^{tG} = \sum_{k=0}^{\infty} \frac{t^k G^k}{k!} \). Then \( P^t \) is a stochastic matrix for every \( t \geq 0 \).\(^1\) The process \( \{ Z^t \}_{t \in T} \) with
\[
P^t_{ij} = P(Z^{t+s} = j | Z^s = i) \quad \text{for all } t, s \geq 0, \text{ and } i, j \in \{1, \ldots, n\}
\]
is called a finite state continuous time Markov process. It is often called also a Markov jump process (MJP). The matrix \( G \) is called the (infinitesimal) generator of the process.

One may think of such MJPs as follows (cf. Section 2.6 in [18]). Being in an arbitrary state \( x_i \) at an arbitrary time \( s \), we remain at the given state until some random time \( s + t \), when we jump at random to another state \( x_j \). The jump time \( t \) has exponential distribution with parameter \( G_{ij} \), and the probability of jumping to state \( x_j \) (\( j \neq i \)) is \(-G_{ji}/G_{ii}\), unless \( G_{ii} = 0 \), in which case we do not leave state \( x_i \) ever.

Consider now a finite state discrete time Markov chain with state space \( X = \{x_0, x_1, \ldots, x_n\} \) and transition matrix \( \tilde{P} \). Let \( x_0 \) be an absorbing state, i.e. \( \tilde{P}_{0j} = \delta_{j0} \), where \( \delta_{ij} \) is the Kronecker delta, and there is another state from which the probability of moving to \( x_0 \) is nonzero. If the process enters state \( x_0 \), it will stay there forever. Erasing the state \( x_0 \) from \( \tilde{X} \) and the corresponding row and column from \( \tilde{P} \), we get a new state space \( X \) and transition matrix \( P \), which can be associated with a new process. Since there is a \( j \in \{1, \ldots, n\} \) with \( \sum_{i=1}^{n} P_{ij} < 1 \), the process may exit the state space \( X \) and terminate. We call such processes leaky.

For the state space \( X \) we think of the fictive state \( x_0 \) as everything being outside of \( X \), hence outside the scope of interest.

Analogous considerations can be done with a continuous time process. Its generator will satisfy \( \sum_{i=1}^{n} G_{ij} < 0 \) for some \( j \in \{1, \ldots, n\} \).

2.3. Absorption probabilities. Throughout this section we consider MJPs on a finite state space \( X = \{x_1, \ldots, x_n\} \). Furthermore, we assume that there is one absorbing state \( x_1 \), and that the process is possibly leaky. Then, under a reachability assumption the process will either end in the absorbing state \( x_1 \), or “leak out” (i.e. terminate in the fictive state \( x_0 \); cf. above).\(^2\) Let \( p \in [0, 1]^n \) denote the absorption probabilities for the absorbing state, i.e.
\[
p_i = P \left( \{ Z^t = x_1 \text{ for some } t \geq 0, \text{ provided } Z^0 = x_i \} \right).
\]
We wish to compute \( p \) from the generator \( G \) of the process.

(a) The eigenvalue problem method. Fix some \( \tau > 0 \) and define the discrete time process \( \{Y^k\}_{k \in \mathbb{N}} \) by \( Y^k := Z^{k\tau} \). The new process has the transition matrix \( P = e^{\tau G} \), and the absorption probabilities are the same as for \( \{Z^t\}_{t \geq 0} \). Now, the absorption probabilities for \( \{Y^k\}_{k \in \mathbb{N}} \) satisfy the well-known one-step relation
\[
p_i = \sum_{j=1}^{n} P_{ji} p_j, \quad \text{for every } i \in \{1, \ldots, n\},
\]
which can be written as \( p^\top P = p^\top \) (cf. also Theorem 1.3.2 in [18]). Hence \( p \) is a left eigenvector of \( P \) at eigenvalue 1. By \( P = e^{\tau G} \) it is easy to see that then \( p^\top G = 0 \) (cf. also Theorem 3.3.1 in [18]).

\(^1\)For a proof, see Theorem 2.1.2 in [18].

\(^2\)This reachability assumption is that there is a finite time \( t > 0 \) such that \( P \{ Z^t \in \{x_0, x_1\} \} > 0 \). It implies that all the states \( x_2, \ldots, x_n \) are transient; see [18] Theorem 3.4.2 p.115.
(b) The partition method. If $x_1$ is an absorbing state, the first column of the generator $G$ is the zero vector, and we can partition $G$ as

$$G = egin{pmatrix} 0 & q^\top \\ 0 & Q \end{pmatrix},$$

(1)

with $q \in \mathbb{R}^{n-1}$ and $Q \in \mathbb{R}^{(n-1) \times (n-1)}$. From this, the transition matrix after time $t$ can be written as

$$e^{tG} = \begin{pmatrix} 1 & q^\top \sum_{k=1}^{\infty} \frac{t^k Q^{k-1}}{k!} \\ 0 & e^{tQ} \end{pmatrix}.$$

(2)

Note, that the $j$th entry of the first row of $e^{tG}$ yields the probability that the MJP starting in $x_j$ is in $x_1$ at time $t$. Once the process is absorbed in state $x_1$ it stays there forever, hence for $t = \infty$ the first row contains the absorption probabilities $p_j$. Trivially, $p_1 = 1$. Let $\hat{p} = (p_2, \ldots, p_n)^\top$. Now, from (2) we obtain

$$\hat{p}^\top Q = \lim_{t \to \infty} q^\top (e^{tQ} - I),$$

where $I$ denotes the identity matrix. Assume that $\lim_{t \to \infty} e^{tQ} = 0$ (since this is exactly the transitivity property of the states $\{x_2, \ldots, x_n\}$, the same reachability assumption as above ensure this). Then, it holds also that $Q$ is non-singular.

Solving the equation above, we proved

**Lemma 2.5.** Let $G$ be the generator of a (possibly leaky) MJP with absorbing state $x_1$. By partitioning $G$ as in (1), assume $\lim_{t \to \infty} e^{tQ} = 0$. Then the vector $p \in [0, 1]^n$ of absorption probabilities satisfies $p = (1, \hat{p}^\top)^\top$ with

$$\hat{p} = -Q^{-\top} q.$$

Remark 1. There is an analogous derivation of absorption probabilities for discrete time Markov chains, see Section 10.3 in [12], and also [14].

3. Statistical properties of dynamical systems.

3.1. Transfer operators. Transfer operators are used for describing the evolution of statistical properties of the underlying system. For an $X$-valued random variable $Z$ we write $Z \sim f$ ("$Z$ is distributed according to $f$") for a density $f \in L^1(X)$ if,

$$P(Z \in A) = \int_A f \, dm,$$

for all $A \in B$.

Given a stochastic process $\{Z^t\}_{t \geq 0}$, we are interested in the distribution of $Z^t$ provided $Z^0 \sim f$. For the systems considered here, we give the following abstract definition.

**Definition 3.1** (Frobenius–Perron operator). Given a Markov process $\{Z^t\}_{t \in \mathbb{T}}$, the bounded linear operator $P^t : L^1(X) \to L^1(X)$ satisfying

$$Z^0 \sim f \Rightarrow Z^t \sim P^t f,$$

is called the Frobenius–Perron operator (FPO).

For the dynamical systems in consideration, there are explicit representations of the FPO (for (a) and (b) see [18]; for (c) and (d) see [17]):

---

3 Would $Q$ be singular, $e^{tQ}$ would have the eigenvalue 1 for all $t \geq 0$. This contradicts $\lim_{t \to \infty} e^{tQ} = 0$.

4 From now on, $L^p(X)$ is the usual $L^p$-space of functions measurable w.r.t. the Lebesgue measure $m$. An $f \in L^1(X)$ is called a density if $f \geq 0$ a.e. and $\int_X f = 1$. 
(a) **Finite state discrete time Markov chain:** One may see easily, that the FPO is the transition matrix of the chain, i.e. $P^1 = P$. Also, it holds $P^t = P^t$ for every $t \in \mathbb{N}$.

(b) **Finite state continuous time Markov chain:** On analogy to (a), we have $P^t = e^{tG}$ for $t \geq 0$.

(c) **General discrete time Markov chain:** It holds

$$P^1 f(y) = \int_X f(x) q(y, x) \, dm(x) \quad \text{for a.e. } y \in X.$$ 

(d) **Continuous time deterministic case:** For the special deterministic case, where $Z^t = \phi^t x$ for $Z^0 = x \in X$, and $X$ is an invariant set, one has

$$P^t f(x) = f(\phi^{-t} x) \det(D\phi^{-t}(x)) \quad \text{for a.e. } x \in X,$$

where $D\phi^{-t}$ is the Jacobian matrix of $\phi^{-t}$.

In general, the set $X$ we are looking at will not be invariant, and we do not wish to keep track of any orbit which leaves the set $X$. Hence, we consider an orbit leaving $X$ as being “lost”, and not entering $X$ any more.\(^5\) This change in the dynamics causes a change in the FPO as well. It turns to

$$P^t f(x) = \begin{cases} f(\phi^{-t} x) \det(D\phi^{-t}(x)), & \text{if } \phi^{-s}x \in X \forall s \in [0, t], \\ 0, & \text{otherwise.} \end{cases}$$

### 3.2. Discretization of the FPO as Markov chain

This section shows how a discretization of a deterministic system can be connected to a non-deterministic system. Partition the state space $X$ into connected disjoint subsets $B_1, \ldots, B_n$; i.e. $\bigcup_{i=1}^n B_i = X$. In all our considerations, the $B_i$ will be hyperrectangles (“boxes”). Let $\chi_i$, $i = 1, \ldots, n$, denote the characteristic function on $B_i$. We define an approximation space $V_n := \text{span}(\chi_1, \ldots, \chi_n)$, and represent functions/operators in/on $V_n$ w.r.t. the basis $(\chi_1^1, \ldots, \chi_n^1)$, where $\chi_i^1 := \chi_i/m(B_i)$. Also, we define a projection $\pi_n : L^1(X) \to V_n$ onto $V_n$ by

$$\pi_n f = \sum_{i=1}^n a_i \chi_i^1, \quad \text{with } a_i = \int_{B_i} f(x) \, dm(x). \quad (3)$$

Let $P_n^t : L^1(X) \to V_n$ be the Galerkin projection of $P^t$ on $V_n$, i.e. $P_n^t = \pi_n P^t \pi_n$. It can be shown that, with the given basis, $P_n^t|_{V_n}$ has a matrix representation $P_n^t$ with

$$P_n^t_{ij} = \frac{m(B_j \cap \phi^{-t} B_i)}{m(B_j)}, \quad (4)$$

which is the probability of $\{\phi^t x \in B_i\}$, provided $x \in B_j$ is chosen at random according to a uniform distribution.

The discretization of the FPO yields an approximation of the deterministic process $Z^t = \phi^t$ (with probability 1). It is approximated by a process $\{Y_n^t\}_{t \geq 0}$, such that if $Y_0^t = y \in X$, then

$$Y_n^t \sim \sum_{i=1}^n P_n^t, j_y \chi_i^1,$$

where $j_y$ is the (almost everywhere unique) index with $y \in B_{j_y}$.\(^5\) In general, if $Y_0^t \sim f$, then $Y_n^t \sim P_n^t, f$. Since $\pi_n$ converges pointwise in $L^1(X)$ as $n \to \infty$, and $P^t$

---

\(^5\)Of course, this point of view makes only sense if it respects the needs of the application one has in mind. If there are significant orbits leaving $X$ and entering it again later, one has to adjust the set $X$. 

---
is a bounded operator, we have pointwise convergence of $P^t_n$ to $P^t$ as $n \to \infty$. This means $Y^t_n$ converges to $Z^t$ in distribution as $n \to \infty$ for every fixed $t \geq 0$, whenever the initial distribution is a density.

Note that if no orbits leave $X$, the transition matrix $P^t_n$ is stochastic; otherwise the process $\{Y^t_n\}_{t \geq 0}$ may be leaky, i.e. $\sum_{i=1}^n P^t_{ij} < 1$ for some $j$.

**Remark 2.** Even though the process $\{Y^t_n\}_{t \geq 0}$ has state space $X$, note that it has “essentially” a finite state space, since it can be defined solely by a finite number of box-to-box transition rates — the entries of the transition matrix $P^t_n$.

4. The approximate dynamical system.

4.1. The discrete generator. In this section we follow the aim of designing (by discretization) a continuous time “essentially” finite state Markov process (see Remark 2) which is a suitable approximation of the deterministic dynamical system given by $\dot{X} = f(x)$, in the sense of convergence in distribution, cf. Section 4.2.

We have seen in Section 2.2 that if we have a finite state continuous time Markov chain, then its generator $G$ and time-$t$-transition matrix $P^t$ satisfy the relations

$$P^t = e^{tG}, \quad G = \lim_{t \to 0} \frac{P^t - I}{t},$$

where $I$ is the identity matrix. Approximating the dynamics of a dynamical system on a continuous space by a finite state continuous time Markov process is equivalent to approximating the transfer operator $P^t$ by a finite dimensional operator of the form $e^{tG}$, where $G_n$ is a finite rank generator. Since the discretization from Section 3.2 already yields a finite rank approximation $P^t_n$ of $P^t$, our candidate for the generator will be its time derivative at $t = 0$; although there is no $G \in \mathbb{R}^{n \times n}$, in general, such that $P^t_n = e^{tG}$ would hold.\(^6\)

By applying the same notation as in Section 3.2, we define $G_n : L^1(X) \to V_n$ by

$$G_n f := \lim_{t \to 0} \frac{P^t_n f - \pi_n f}{t}.$$  

Lemma 4.1 shows that $G_n$ is well-defined. Note that $\pi_n G_n = G_n = G_n \pi_n$.

**Lemma 4.1** (Lemma 5.11 [16]). For $x \in \partial B_j$, define $n_j(x)$ to be the unit normal vector pointing out of $B_j$. The boxes $B_j$ satisfy that $n_j$ exists almost everywhere on $\partial B_j$ (measured by the $d-1$ dimensional Lebesgue measure $m_{d-1}$ on $\partial B_j$). The matrix representation of $G_n|_{V_n} : V_n \to V_n$ w.r.t. the basis $(\chi^1_1, \ldots, \chi^1_n)$ is given by

$$G_{n,ij} = \begin{cases} (1/m(B_j)) \int_{\partial B_i \cap \partial B_j} (v(x) \cdot n_j(x))^+ \, dm_{d-1}(x), & i \neq j \\ -(1/m(B_i)) \int_{\partial B_i} (v(x) \cdot n_i(x))^+ \, dm_{d-1}(x), & i = j, \end{cases}$$ \(^5\)

where $x \cdot y$ denotes the dot product of the vectors $x$ and $y$, and $f^+$ denotes the positive part of the function $f$.

Equation (5) shows that $G_{n,ij}$ is the flux of probability mass from $B_j$ to $B_i$ if $i \neq j$, and $-G_{n,jj}$ is the flux of probability mass leaving $B_j$ — provided mass is equidistributed in $B_j$. Thus $G_{n,ij} = 0$ whenever $B_i$ and $B_j$ have no common $d-1$ dimensional face, hence $G_n$ is a sparse matrix.

\(^6\)The reason for this is, that $\{P^t_n\}_{t \geq 0}$ is no semigroup. For a simpler representation of the material we avoided introducing operator semigroups. To read more about the semigroup properties of $P^t$, the interested reader is referred to [17] Chapter 7. A comprehensive exposure of operator semigroup theory can be found in [19].
The computation of $G_n$ does not use time integration, it is via numerical quadrature on the $(d - 1$ dimensional) box faces. Since the function $(v \cdot n_j)^+$ is merely continuous in general, high order quadrature rules are not expected to perform better than low order ones. However, if the boxes are small enough, on the majority of box faces we expect $(v \cdot n_j)$ not to change sign, from which e.g. a Gaussian quadrature rule may take advantage, provided $v$ is a smooth vector field. Thus, we use Gaussian quadrature.

**Remark 3.** The idea of applying the discrete generator $G_n$ in computational ergodic theory goes back to Froyland [6].

4.2. **Stochastic interpretation.** The discrete generator allows us to approximate the transfer operator $P^t$ associated with the flow $\phi^t$. For this, recall the projection $\pi_n : L^1(X) \to V_n$ from (3), and define $Q^t_n : L^1(X) \to V_n$ by

$$Q^t_n f = e^{tG_{1|V_n}} \pi_n f, \quad \text{for } f \in L^1(X).$$

Note that $G_{1|V_n}$ has the matrix representation $G_n$, and hence $e^{tG_{1|V_n}}$ is well-defined and easily extended to operate on functions in $V_n$.

The operator $Q^t_n$ can be given a probabilistic meaning as follows. First, we recall the meaning of the FPO. Given a stochastic process $\{Z^t\}_{t \geq 0}$ with $Z^0 \sim f$ for some $0 \leq f \in L^1(X)$, then $Z^t \sim P^t f$; as we have seen in Section 3.1. Now, define a process $\{Y^t_n\}_{t \geq 0}$ such that for every $Y^0_n = y \in X$ it holds, that

$$Y^t_n \sim \sum_{i=1}^{n} (e^{tG_n})_{ij} \chi_i,$$

where $j_y$ is the (almost everywhere unique) index with $y \in B_{j_y}$. The FPO associated with $\{Y^t_n\}_{t \geq 0}$ is $Q^t_n$. Hence, the process $\{Y^t_n\}_{t \geq 0}$ approximates the process $\{Z^t\}_{t \geq 0}$ through its FPO. We have, that $Y^t_n$ converges to $Z^t$ in distribution as $n \to \infty$ for every $t \geq 0$, whenever the initial distribution is a density.

**Theorem 4.2.** Assume that

(a) $X \subset \mathbb{R}^d$ is compact, and satisfies that there is a (monotonically increasing) sequence $\{N_n\}_{n \in \mathbb{N}} \subset \mathbb{N}$ such that $X$ can be partitioned into a number of $N_n$ congruent hyperrectangles for every $n \in \mathbb{N}$, and the diameter of the hyperrectangles tends to 0 as $n \to \infty$; and

(b) the vector field $v$ is $C^2(X, \mathbb{R}^d)$.

Then $Q^t_n f \to P^t f$ in $L^1(X)$ as $n \to \infty$ for all $f \in L^1(X)$ and $t \geq 0$.

**Proof.** It has been shown in Corollary 2 [15] that under the given assumptions $\tilde{Q}^t_n f \to P^t f$ in $L^1(X)$ as $n \to \infty$ for all $f \in L^1(X)$ and $t \geq 0$, where

$$\tilde{Q}^t_n f = (f - \pi_n f) + e^{tG_{1|V_n}} \pi_n f, \quad \text{for } f \in L^1(X),$$

the operator semigroup generated by $G_n$. We have $\pi_n f \to f$ in $L^1(X)$ as $n \to \infty$ for every $f \in L^1(X)$ by standard approximation theory. By this, $\tilde{Q}^t_n f \to Q^t_n f$ as $n \to \infty$ for all $f \in L^1(X)$ and $t \geq 0$, and the claim follows.  \[\square\]
5. Approximating the domain of attraction.

5.1. The setting and the approach. Let a dynamical system \((X, \phi^t)\) be given by the ODE \(\dot{x} = v(x)\). Denote the attractor relative to \(X\) with \(A\). Our aim is to approximate the DOA \(D\) of \(A\). For this, we use a box-partition \(\{B_1, \ldots, B_{N_n}\}\) of the state space \(X\), and compute the discrete generator \(G_n\) on this partition, as discussed in Section 4.1. For simplicity, assume that a known subset of the box partition is a box covering \(A_n\) of the attractor \(A\), such that there is no outward flow on the boundary of this covering.\(^7\)

We treat \(A_n\) as one big state. This means collapsing the states (boxes) in \(A_n\) into one state, and collapsing (adding up and erasing) the corresponding rows and columns of \(G_n\). Thus, we obtain a matrix representation \(\hat{G}_n\) of the discrete generator, having only one absorbing state. Finally, we compute the absorption probabilities of the other boxes for this state. Here we use the methods presented in Section 2.3 on \(\hat{G}_n\).

The discrete generator yields a stochastic process, which approximates the deterministic dynamics in the sense of distributions (cf. Section 4.2), hence we expect the absorption probabilities to be high for boxes in the interior of \(D\), we expect them to be low outside of \(D\), and to decrease/increase as we approach the boundary of \(D\) from inside/outside.

We can extract an approximate DOA \(D_n\) from the absorption probability vector \(p\) by defining \(D_n\) to be the union of all boxes \(B_i\) such that the absorption probability is at least \(c\), for a given probability threshold \(0 < c \leq 1\):

\[
D_n = \bigcup_{p_i \geq c} B_i.
\]

5.2. Numerical example.

An asymptotically stable fixed point. The following system is fully artificial, made for the purpose of yielding complicated dynamics and just one asymptotically stable fixed point (the origin) with bounded DOA:

\[
\begin{align*}
\dot{x} &= (3x^2 + 3y^2)(3y^2 - 50y^4 + 2y + x) - y - 2x + 3x^2, \\
\dot{y} &= (3x^2 + 3y^2)(2x - 3x^2 + y) - (2y + 1)(3y^2 - 50y^4 + 2y + x).
\end{align*}
\]

The Jacobian of the vector field at the origin has two different negative eigenvalues, hence the origin is asymptotically stable. We consider \(X = [-1,1]^2\) and search for the DOA of the origin in \(X\). If the partition of \(X\) is fine enough, the box containing the origin will not yield outward flow on its boundary,\(^8\) hence the corresponding discrete generator \(G_n\) will have one absorbing state. Denote the index of this box containing the origin by \(i_0\). We choose a partition such that this box is unique, i.e. the origin is in its interior.

Denote by \(p\) the absorption probabilities for \(B_{i_0}\). We have that \(p\) is a solution of \(p^\top G_n = 0\) with \(p_{i_0} = 1\) (cf. Section 2.3 method (a)); and also \(p\) can be obtained by method (b) in Section 2.3. Both methods give the same results, but method (b) is significantly faster than (a). Table 1 compares our approach with the FPO.

---

\(^7\)Of course, this assumption can not be met for every system, nevertheless it makes it easier to understand how the approach works.

\(^8\)This may not be true even for simple systems, such as \(\dot{x} = \begin{pmatrix} -1 & k \\ 0 & -2 \end{pmatrix} x\), \(k\) large, if the box shapes are not chosen suitably. Nevertheless, we expect some neighborhood of the fixed point to be attracted to the origin anyway, so we set the corresponding matrix entries of the discrete generator manually.
type, where \( P^d \) is assembled according to (4), and \( p \) is approximated by solving the eigenvalue problem (EVP) \( P_n^d p = p \). Note, that this latter approach [8] uses trajectory simulation.\(^9\) In Figure 1 we show a phase portrait of the system; and we plot the absorption probabilities computed with the two approaches above. Since we can visualize the absorption probabilities for a 2d system, there is no need to extract an approximate DOA by thresholding the probabilities.

Remark 4. In this example the computation time assembling the discrete generator \( G_n \) (22 sec) is much larger than the time needed to compute the absorption probabilities \( p \) from it (1.2/0.2 sec). This fact falsely suggests that it does not make any big difference whether we use method (a) or (b) to compute \( p \). The generator \( G_n \) is a sparse matrix, and its computation scales linearly with the number of boxes \( N_n \), while computation of \( p \) by method (a) uses inverse vector iteration which has numerical costs \( \mathcal{O}(N_n^3) \) — it solves one system of linear equations in each iteration step. In contrast, method (b) solves merely one system of linear equations.

Acknowledgments. I would like to thank Oliver Junge for many helpful discussions with him. I am grateful to Alexander Volf as well, who inspired the application of the infinitesimal generator in order to compute domains of attraction. Also, the system analyzed in the numerical example is due to him.

\(^9\) All the computations have been made on a machine with an 1.83 GHz Intel Core 2 Duo processor and 1 GB RAM, using Matlab.
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