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Abstract

In this paper, we present our submission for SemEval-2020 competition subtask 1 in Task 7 (Hossain et al., 2020a): Assessing Humor in Edited News Headlines. The task consists of estimating the hilariouslyness of news headlines that have been modified manually by humans using micro-edit changes to make them funny. Our approach is constructed to improve on a couple of aspects; preprocessing with an emphasis on humor sense detection, using embeddings from state-of-the-art language model (ELMo), and ensembling the results came up with using machine learning model Naïve Bayes (NB) with a deep learning pretrained models. ELMo-NB participation has scored (0.5642) on the competition leader board, where results were measured by Root Mean Squared Error (RMSE).

1 Introduction

Checking the degree of sentence sense of Humor through understanding and analyzing humans natural language and by connecting the text to an intelligent system is considered a critical task (Rastogi et al., 2020). Hence Expressing the readers and writers opinions can increase several emotions, we still need to expand the positive texts and establish a way for analyzing it (Salminen et al., 2020). Humor is considered a great way to the reader, it is resembling therapy (Ziabari and Treur, 2020).

Producing machines that can determine whether the sentence contains some degree of sense of humor or not is gaining a great attention recently (Abdullah and Shaikh, 2018). Since social media is taking over most of people’s daily life routines, the culture and environment affect the content greatly (Downey et al., 2006) (Zhao et al., 2020). Numerous factors have brought increasing attention to real-life tasks such as text classification (Howard and Ruder, 2018) (Conneau et al., 2016) (Al-Omari et al., 2020) and other text analysis like pun classification (Diao et al., 2020). Moreover, (Miller et al., 2020) came up with an idea to detect the tweets humorousness using Gaussian Process.

Several Natural Language Processing (NLP) applications and tools are proliferating recently (Kumar and Garg, 2020), (Hirschberg and Manning, 2015), especially with the rise of Deep Learning (DL) and Machine Learning (ML) enhancements (Duerr and Ramdeen, 2017) (Young et al., 2018) (Gardner et al., 2018). One of NLP state of the art approaches is ELMo language preprocessing model as a pretrained model on general NLP tasks of language modeling (Reimers and Gurevych, 2019). ELMo can be fine-tuned on specific tasks like next word prediction (Siddiqui and Hassan, 2019), translation (Li and Chen, 2019) or question answering (McCann et al., 2018) and semantic text (Al-Asa’d et al., 2019). Another NLP state of the art is BERT (Peters et al., 2018).

SemEval-2020 competition in Task 7 has 313 as a total number of participants. The goal of this task is to assess humor in news headlines that have been modified using short edits to make them funny. There are two subtasks as follows: Sub-task 1 (Funniness Estimation): regression problem, the goal is to assign a funniness grade to an edited headline between [0-3], where the systems will be ranked by Root Mean Squared Error (RMSE). Sub-task 2 (Funnier of the Two): a classification problem, given two different
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edited versions of the same headline. The goal of this sub task is to predict which is the funnier of the two. Systems will be ranked by prediction accuracy. Participant “oyx” scored the first place in both subtasks, scoring RMSE (0.50157) for subtask 1, and accuracy (0.67237) for subtask 2.

In this paper, we have experimented ELMo with NB regression to predict the mean funniness of the edited headline in subtask 1. The main target of this task is discovering the atomic change and the tipping between the original and the humorous sentence. As a result, we need to rank the sentences between [0-3]: scores (0) it is not funny, Slightly Funny score (1), moderately funny score (2), and very funny score (3). The micro-editing made to the sentence to make them funny is defined as replacing a noun by a different noun phrase, an entity with different nouns and a verb with a different verb as in (Kanakaraj and Guddeti, 2015). ELMo with NB is showing an amazing performance in predicting the value of humor in the news headline.

The rest of this paper is presented as follows: Sections 2 overviews related work. Section 3 describes the methodology proposed in this paper. Sections 4 overviews results and discusses the most important findings of some experiments and models evaluation. Finally, Section 5 concludes this research and provides possibilities for future work.

2 Literature Reviews

Creating a model that is able to judge the sensitivity to be humorist or not is still a critical task. Several Machine Learning (ML) and Deep Learning (DL) approaches are recommended strongly for working on detecting humorist sentences. For example, using BERT DL pretrained model has a significant role in detecting sentiments and emotions in text (Al-Omari et al., 2019). A team (Mao and Liu, 2019) participated in the HAHA 2019 task used BERT as a bi-directional representation and Fine-tuned pretrain dataset. They obtained the output layer after training the model with the Mean Squad Error (MSE). Other researchers (Potash et al., 2017) added a new task called shared task between the first and second approaches to explore humour. They focused on experimentally comparing hashtag wars from TV show @midnight. The neural network-based system recorded the higher rank.

Researchers (Joshi et al., 2016) proposed a new approach to detect sarcasm. In their experiment, they created a dataset based on quotes GoodReads website, which is one of the largest sites for reading book recommendations. They used word embedding with four types LSA, GloVe, Dependency-based, and Word2Vec. A similar task is what researchers (Hossain et al., 2020b) did recently, where they created a competitive game called Funlines. The users can edit the news headlines. The new sentence has some degree for the sense of humour; they set a method to define the funlines and organizing the sentences to categorize (fun, interactive, collaborative, rewarding, and educational). The classification improvements used to check the performance with and without this dataset augmentation. They were showing that using BERT gave much better results than using LSTM with GloVe word vectors as a benchmark results. The application provides useful feedback to users, to improve their ability to learn and upgrade the level of humourist sentence. In this way the newly generated dataset is performing better.

3 Methodology

3.1 Dataset Preparing and Cleansing

The dataset in this paper is obtained from subtask 1 in Task7-SemEval-2020 competition (Hossain et al., 2019). The researchers collected dataset from the Reddit website related to news headlines. The number of headlines on the train (9652), dev (2419), and test (3025). The teams are asked to predict the mean funniest of each edited headline. In our proposed model, we replace the target word instead of the word between the tags < / > in the original headline in both train and dev datasets in terms of predicting the mean funniest value. Then, we replace some of the abbreviations in the data, such as “he’s “ to “he is” applied in on all dataset as shown in Table 1. To make this dataset more understandable, useful and ready fit in any models, we have applied a set of preprocessing techniques like converting the data to
lower case, remove stemming, stop words, tokenization, punctuation marks, common & rare words, and lemmatization.

| Original Headline          | New Headline          | Grade |
|----------------------------|-----------------------|-------|
| appar first iran israel    | appar first iran israel| 0.4   |
| enrag militarili            | slap militarili       |       |
| told week ago flynn misl   | told week ago flynn misl| 0     |
| vice presid                | school presid         |       |
| franc hunt citizen join    | franc hunt citizen join| 0.2   |
| isi without trial iraq     | twin without trial iraq|       |
| john kerri get presidenti  | john kerri get presidenti| 2.6   |
| fever might challenge 2020 | snuggl 2020           |       |

Table 1: Sample data from the training set

3.2 Word Embeddings

We have used different pre-trained word embeddings to convert each word in the input into a vector representation of 300-Dimensional word vectors. The most popular NLP pretrained models are ELMo and BERT systems. We have used ELMo as the main pretrained system for our submission.

ELMo is a pre-trained model developed by Matthew Peters in 2017 and available on TensorFlow hub. This model is a contextualized deep model, which means it looks at the whole sentence before putting the embedding for the words. The ELMo is a novel technique that assigns each word vectors or embedding based on the context and used Bidirectional LSTM idea. In other words, it applies the forward and backward on each word and concatenates the two values at each layer as shown in the below figure. ELMo can deal with different NLP tasks like question answering, named entity extraction and sentiment analysis as shown Figure 4.

![Figure 1: Forward and Backward Techniques](image)

BERT is a language model developed by Google in 2018 and trained on large datasets like Wikipedia. This model is performed on NLP tasks like sentiment and emotion analysis (Sun et al., 2019), and question answering (Yang et al., 2019). BERT converts the words into vectors or embeddings based on the context and uses the transformer method. It is a deeply bidirectional way, which means from right to left and left to right. The transformers contains encoder (read the dataset) and decoder (produce the prediction task). Through examples training, it uses two strategies which are Masked Language Model (MLM), and Next Sentence Prediction (NSP). The MLM, works by replacing 15% of words by masking each word, and try to predict these words based on the non-mask words. While the NSP, works by learning the relationship between the two sentences and produce a label in terms of the second sentence is the next sentence on not based on the meaning between them. As shown in Figure 2, BERT applies some of the operations on the dataset before reading it: 1) add [CLS] at the beginning of the sentence and [Sep] at the end of each sentence, 2) Apply Token Embeddings, 3) Sentence Embeddings, 4) Transformer positional Embeddings.

3.3 Model Evaluation Metrics

We have used the Root Mean Square Error (RMSE) value to measure the performance. To calculate RMSE, we need first to calculate Mean Square Error (MSE). So, we take the difference for each Observed \( O_i \) and Predicted value \( P_i \) and take the difference squared. Then, we divide the sum of all the values
by the number of observations to get the MSE value. Finally, we take the root of MSE to get RMSE value.

\[
RMSE = \sqrt{\frac{\sum_{i=1}^{n}(P_i - O_i)^2}{n}}
\]  

4 Experimentation and setup

Traditional ML algorithms are being widely used to make predictions based on data. In this paper, ELMo with NB (Chen et al., 2019) is implemented as the proposed model. In our experiments, we compared the performance of the proposed model verses ELMo with Bagging NB and BERT performances. We start with replacing one word for each original sentence by the requested new word. Next, we find the level of humor in the sentence between [0-3] scale. Different perspectives are experimented to modify and identify the humorist sentences.

According to the performance measures, the results showed that proposed model overrides both BNB and BERT in solving the problem of humor evaluation. The proposed model achieved an RMSE of 0.5642, BERT achieved an RMSE of 0.5747, while BNB an RMSE of 0.5682 as you can see in Figure 3

In ML, the NB belongs to ”Probabilistic Classifiers” family based on the Bayes theorem. The main idea of NB is finding a relationship between features using Equation 2, which represents the relationship given class label (Y) and dependent feature vector (X)

\[
p(Y|X) = \frac{P(X|Y) * P(Y)}{P(X)}
\]
Figure 4 illustrates the general framework of the ELMo-NB model with the dataset. The NB regression is unique of its kind, it is known as the best according to the running time, high accuracy and features handling since it deals with the features as an independent member, so the decision taken is not affected by an absence of some features. Although we have a large set of data and a large number of records, NB is still giving the best RMSE over all experimented regressions.

Figure 4: Work-Flow of ELMo-NB Model

Regarding Bagging Naïve Bayes (BNB), the basic concept of bagging is to build new models using the same regression and dataset variance. The concept of bagging is based on taking the dataset to be chosen more than one time and for each time it is running the NB model. Therefore, it is allowed for records to appear in several runs. As we discussed earlier, the NB prediction gives great performances with unbalanced and independent feature variables. We tried to run this kind of NB using the bagging algorithm to measure the regression behavior and make it conductible for comparison.

The third experiments is with DL, we have found that Recurrent Neural Network (RNN) is a well known architecture for NLP. It is proper to handle inputs of different lengths in order to its structure, so RNN serves us well in finding assessing humour in edited news headlines. In our experiment, we uses BERT as a standalone model.

5 Conclusion and Future Work

Through this challenge (SemEval-2020 competition subtask 1 in Task 7), we uses Embeddings from Language Models (ELMo) with the Naïve Bayes (NB) model as the primary baseline. The main focus is using the best text manipulation algorithm, where we recommend using ELMo for it is usefulness and its ability to generate “contextualized” word embeddings. Our trial is to use the ELMo pretrained and then let the ML models make the prediction. Where the NB with ELMo recorded lowest RMSE. For future work, we want to use different ML and DL models with the dataset. Also, we plan to use different-dimensional and pre-trained embedding. Using the XLNET, with well-spotted parameters could be useful too.
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