K-ENDED $O(m) \times O(n)$ INVARIANT SOLUTIONS TO THE ALLEN-CAHN EQUATION WITH INFINITE MORSE INDEX

OSCAR AGUDELO AND MATTEO RIZZI

Abstract. In this work we study existence, asymptotic behavior and stability properties of $O(m) \times O(n)$-invariant solutions of the Allen-Cahn equation $\Delta u + u(1 - u^2) = 0$ in $\mathbb{R}^m \times \mathbb{R}^n$ with $m, n \geq 2$ and $m + n \geq 8$. We exhibit four families of solutions whose nodal sets are smooth logarithmic corrections of the Lawson cone and with infinite Morse index. This work complements the study started in [18] by Pacard and Wei and [1] by Agudelo, Kowalczyk and Rizzi.
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1. Introduction

We consider the Allen-Cahn equation
\[-\Delta u = u - u^3 \quad \text{in} \quad \mathbb{R}^{N+1}.\] (1.1)

Equation (1.1) arises in the context of the gradient theory of phase transitions [5] describing the behaviour of two liquids which are mixed in a container, or two different materials in a binary alloy.

In the seventy’s, the developments in the $\Gamma$-convergence theory, (see [16, 17]) showed the strong and still fruitful relation between equation (1.1) and the theory of minimal surfaces. A famous conjecture raised by E. De Giorgi in 1978 [10] asserts that, at least when $N \leq 7$, if $u : \mathbb{R}^{N+1} \to \mathbb{R}$ is a bounded solution of (1.1) which is monotone in one direction, then $u$ is one dimensional, i.e., $u$ depends only on one euclidean variable. In other words,
\[u(\xi) = v_*(\nu \cdot \xi + c) \quad \text{for} \quad \xi \in \mathbb{R}^{N+1},\]
where $\nu \in S^N$ and $c \in \mathbb{R}$ are fixed and $v_*(t) := \tanh(t/\sqrt{2})$ is the unique solution to the corresponding ODE problem
\[-v''_* = v_* - v_*^3, \quad v_*(0) = 0, \quad v_*(\pm \infty) = \pm 1.\] (1.2)

The De Giorgi conjecture is also motivated by the Bernstein conjecture, which states that any entire minimal graph over $\mathbb{R}^N$ is affine if $N \leq 7$ (see [7]). The Bernstein conjecture is known to be true and sharp about the dimension, in fact in [8] the authors construct an entire minimal graph $\Gamma$ over $\mathbb{R}^{2n}$ which is not affine, for any $n \geq 4$.

The De Giorgi conjecture is known to be true in dimension $N + 1 = 2$ (see [13]) and $N + 1 = 3$ (see [6, 12]). Under the additional assumption that
\[\lim_{\xi_1 \to \pm \infty} u(\xi_1, \xi') = \pm 1 \quad \forall \xi' \in \mathbb{R}^N,\]
one-dimensional symmetry was proved in dimension $4 \leq N + 1 \leq 8$ in [19]. In this case too, the conjecture is sharp about the dimension, since in dimension $N + 1 = 9$ there exists a family of solutions to (1.1) which are monotone in one direction but not one-dimensional (see [11]). In fact, the zero level set is close to a dilated version of the minimal graph $\Gamma$ constructed in [8].

The monotonicity assumption in De Giorgi’s conjecture is related to the stability of the solution and it is strongly connected to the stability properties of the nodal set of the solutions. Stability is a natural tool to classify bounded solutions of equation (1.1). In dimension $N + 1 = 2$, stable entire solutions are one-dimensional (see [12]).

Stable entire solutions to the Allen-Cahn equation in $\mathbb{R}^{N+1}$ are expected to be one-dimensional if $N \leq 6$, this is related to the fact that the Lawson cones
\[C_{m,n} := \{(x, y) \in \mathbb{R}^m \times \mathbb{R}^n : (n - 1)|x|^2 = (m - 1)|y|^2\}, \quad m, n \geq 2\] (1.3)
are stable provided $N + 1 = m + n \geq 8$ (see [1, 9]), while there are no minimising cones embedded in $\mathbb{R}^{N+1}$ if $N \leq 6$.

In the case $N \geq 7$ stable solutions which are not one-dimensional are known to exist (see [18]). The nodal sets of these solutions are close to stable (actually minimising) minimal hypersurfaces, which are asymptotic to the Lawson cone $C_{m,n}$ in the case $m + n \geq 9$ or $m + n = 8$ and $m, n \geq 3$.

As for unstable solutions, the authors in [2] exhibit two families of axially symmetric bounded solutions in $\mathbb{R}^3$. One of them having Morse Index one and the other having large Morse Index.
In [1], the authors consider the case \( N + 1 = m + n \geq 8 \) with \( m, n \geq 3 \) and generalise the existence result in [18]. More precisely, in [1] the authors show solutions satisfying that

\[
u(\sigma x, \gamma y) = u(x, y), \quad \forall (x, y) \in \mathbb{R}^m \times \mathbb{R}^n, \quad (\sigma, \gamma) \in O(m) \times O(n) \quad (1.4)
\]

and whose zero level set is the disjoint union of two connected components that are smooth logarithmic corrections from the Lawson cone \( C_{m,n} \).

Our first main result in this work is the following.

**Theorem 1.1.** Let \( m, n \geq 2, N + 1 = n + m \geq 8 \). Then there exists \( \varepsilon_0 > 0 \) such that, for any \( \varepsilon \in (0, \varepsilon_0) \), there exist a bounded solution \( u_\varepsilon \) to the Allen-Cahn equation (1.1) such that

1. \( u_\varepsilon \) is smooth and \( O(m) \times O(n) \)-invariant;
2. the zero level set of \( u_\varepsilon \) is the disjoint union of \( k \) connected components;
3. there exists a constant \( C > 0 \) such that, for any \( \varepsilon \in (0, \varepsilon_0) \) and \( R > 2\varepsilon^{-1} \),

\[
\int_{B_R} \left( \frac{1}{2} |\nabla u_\varepsilon|^2 + \frac{1}{4} (1 - u^2_\varepsilon)^2 \right) \leq CR^N \quad (1.5)
\]

iv. the Morse index of \( u_\varepsilon \) is infinite.

**Remark 1.1.** Theorem 1.1 generalizes the results in [1], by exhibiting solutions with nodal sets having \( k \geq 2 \) components diverging from the Lawson cone with logarithmic growth (see Theorems 1.2 and 1.3 below) and where either \( n = 2 \) or \( m = 2 \) are allowed.

Moreover, the Morse index of these solutions, as well as the solutions in [1], is infinite.

Another consequence of Theorem 1.1 is that in higher dimensions, the energy estimate (1.5) does not imply that the Morse index is finite.

**Remark 1.2.** Let \( u_{e\varepsilon} \) be a solution predicted in Theorem 1.1. Then, \( -u_\varepsilon \) also satisfies properties i. – iv. in Theorem 1.1. On the other hand, switching the roles of \( m \) and \( n \), it is possible to construct (in the same manner as for \( u_\varepsilon \) and \( -u_\varepsilon \)) two more solutions \( v_\varepsilon \) and \( -v_\varepsilon \) of \( O(n) \times O(m) \) invariant solutions to (1.1) satisfying properties i. – iv. in Theorem 1.1.

Composing with the reflection \( \sigma(x,y) = (y,x) \), defined for \( (x,y) \in \mathbb{R}^m \times \mathbb{R}^n \), we get two more families of solutions \( \pm u_\varepsilon := \pm v_\varepsilon \circ \sigma \) to (1.1) fulfilling properties (1.1), (1.1) and (1.1) of Theorem 1.1.

In order to prove Theorem 1.1, we first find an approximation of the candidate of nodal set. This candidate is in turn, based on suitable \( O(m) \times O(n) \)-invariant hypersurfaces, which are asymptotic to the Lawson cone \( C_{m,n} \) at infinity, with \( m, n \geq 2, m + n \geq 8 \). Our next result deals with existence and stability of such surfaces.

Denote

\[
E^+_{m,n} := \{(x,y) \in \mathbb{R}^m \times \mathbb{R}^n : (n - 1)|x|^2 < (m - 1)|y|^2\}
\]

\[
E^-_{m,n} := \{(x,y) \in \mathbb{R}^m \times \mathbb{R}^n : (n - 1)|x|^2 > (m - 1)|y|^2\}.
\]

**Theorem 1.2.** Let \( m, n \geq 2, m + n \geq 8 \). Then there exist two unique minimal hypersurfaces \( \Sigma^\pm_{m,n} \subset E^\pm_{m,n} \) asymptotic to the cone \( C_{m,n} \) at infinity and satisfying that

1. \( \Sigma^\pm_{m,n} \) are smooth;
2. \( \Sigma^\pm_{m,n} \) are \( O(m) \times O(n) \)-invariant;
3. \( \text{dist}(\Sigma^\pm_{m,n}, \{0\}) = 1 \);
4. \( \Sigma^\pm_{m,n} \) are stable.
Theorem 1.2 is a generalisation of Theorem 1.1 in [1], which also deals with the cases \( n = 2 \) and \( m = 6 \) or \( n = 6 \) and \( m = 2 \). If \( m + n \geq 9 \) and \( m, n \geq 2 \) or \( m + n = 8 \) and \( m, n \geq 3 \), stability follows from Theorem 2.1 of [14], which also provides the construction of such surfaces under the hypothesis that the tangent cone is minimising. The main contribution of Theorem 1.2 is the proof of existence and stability in the cases \( m = 2 \) and \( n = 6 \) or \( m = 6 \) and \( n = 2 \), which is a non-trivial new result.

The next result provides the sets that will serve as main approximation of the nodal set of the solutions predicted in Theorem 1.1.

**Theorem 1.3.** Let \( m, n \geq 2 \), \( m + n \geq 8 \) and let \( \gamma > 0 \). Let \( \Sigma \) denote one of the two minimal hypersurfaces constructed in Theorem 1.2. Then there exists \( \delta_0 > 0 \) such that if \( 0 < \delta \leq \delta_0 \), the system of equations

\[
\delta (\Delta \Sigma h_j + |A\Sigma|^2 h_j) = \gamma (e^{-\sqrt{2}(h_j-h_{j-1})} - e^{-\sqrt{2}(h_{j+1}-h_j)}) \quad 1 \leq j \leq k
\]

(1.6)

has a smooth solution \( h := (h_1, \ldots, h_k) \) which is \( O(m) \times O(n) \)-invariant and such that

\[-\infty \equiv h_0 < h_1 < h_2 < \cdots < h_k < h_{k+1} \equiv +\infty.\]

(1.7)

Observe that property (1.7) in Theorem 1.3 guarantees that the graphs of the \( h_j \)'s are mutually disjoint.

The idea of the proof of Theorem 1.1 is that the connected components of the zero level set of the solutions to (1.1) are close to the graphs of the \( h_j \)'s. The proof relies on an infinite dimensional Lyapunov-Schmidt reduction.

The paper is organised as follows. In Section 2 we prove Theorem 1.2 and study the Jacobi fields of the predicted surfaces. In Section 3 we prove Theorem 1.3 and study invertibility of its associated linearized operator. In Section 4 we prove Theorem 1.1 and leave the calculations of the Morse Index of the solutions to Section 5.

2. THE SURFACES \( \Sigma_{m,n}^\pm \): CONSTRUCTION AND JACOBI FIELDS

The aim of this Section is to prove Theorem 1.2, that is to construct the surfaces \( \Sigma_{m,n}^\pm \), and to study the asymptotic behaviour at infinity of their Jacobi fields. We will actually prove more than Theorem 1.2, that is we will prove the following Theorem.

**Theorem 2.1.** Let \( m, n \geq 2 \), \( m + n \geq 8 \). Then there exist two unique minimal hypersurfaces \( \Sigma_{m,n}^\pm \subset E_{m,n}^\pm \) asymptotic to the cone \( C_{m,n} \) at infinity and satisfying properties (i), (ii) and (iii) of Theorem 1.2. Moreover

\[
\langle p, \nu_{\Sigma_{m,n}^+}(p) \rangle > 0 \quad \forall p \in \Sigma_{m,n}^+
\]

(2.1)

and

\[
\langle p, \nu_{\Sigma_{m,n}^-}(p) \rangle < 0 \quad \forall p \in \Sigma_{m,n}^-,
\]

(2.2)

being \( \nu_{\Sigma_{m,n}^\pm}(p) \) the unit normal to \( \Sigma_{m,n}^\pm \) at \( p \) pointing towards \( E_{m,n}^\pm \).

In the sequel, we will set \( \Sigma := \Sigma_{m,n}^- \) and \( E^+ := E_{m,n}^+ \). We set

\[
\gamma^\pm = \frac{N-2}{2} \pm \sqrt{\left(\frac{N-2}{2}\right)^2 - (N-1)}
\]
Remark 2.1. (1) The results in [4] and [20] imply that, outside a ball, $\Sigma_{m,n}^\pm$ are normal graphs over the cone $C_{m,n}$ of $O(m) \times O(n)$-invariant functions $w^\pm : C_{m,n} \to \mathbb{R}$ such that $w^+ > 0$ and $w^- < 0$. Moreover, Theorem 4.2 of [18] implies that the asymptotic behaviour at infinity of $w^\pm$ is given by

$$w^\pm(\xi) = r^\gamma(c_\pm + O(r^{-\alpha})), \quad \gamma \in \{\gamma^\pm\}, r := |\xi|, \xi \in C_{m,n}, c_+ > 0, c_- < 0$$

where $\alpha > 0$ and this relation can be differentiated.

(2) If a minimal surface $\Sigma$ has a positive Jacobi field $u > 0$, then it is stable. In fact, setting $w := \log u$, we have

$$\Delta_\Sigma w = \frac{\Delta w}{u} - |\nabla_\Sigma w|^2 = -|A_\Sigma|^2 - |\nabla_\Sigma w|^2.$$ 

Taking a test function $\phi \in C^\infty_c(\Sigma)$, multiplying by $\phi^2$ and integrating by parts, we have

$$\int_\Sigma |A_\Sigma|^2 \phi^2 = -\int_\Sigma |\nabla_\Sigma w|^2 \phi^2 + 2\int_\Sigma \phi \nabla_\Sigma w \cdot \nabla \phi$$

$$\leq -\int_\Sigma |\nabla_\Sigma w|^2 \phi^2 + 2\int_\Sigma |\phi||\nabla_\Sigma w||\nabla \phi|$$

$$\leq -\int_\Sigma |\nabla_\Sigma w|^2 \phi^2 + \int_\Sigma \phi^2 |\nabla_\Sigma w|^2 + \int_\Sigma |\nabla \phi|^2 = \int_\Sigma |\nabla \phi|^2.$$

(3) Point (iv) of Theorem 1.2 follows from Theorem 2.1. In fact $\Sigma_{m,n}^\pm$ have a positive Jacobi field given by the function $p \in \Sigma_{m,n}^\pm \mapsto \pm\langle p, \nu_{\Sigma_{m,n}^\pm}(p) \rangle$, so in particular $\Sigma_{m,n}^\pm$ are stable.

2.1. Proof of Theorem 2.1. We look for $O(m) \times O(n)$-invariant smooth surfaces, that is surfaces generated by a smooth, regular curve $\Upsilon : \mathbb{R} \to \mathbb{R}^2$, $\Upsilon(s) := (a(s), b(s))$ in the half-plane

$$Q := \{(a, b) \in \mathbb{R}^2 : a > 0\}$$

In other words, we want to construct surfaces $\Sigma$ such that, for any $p \in \Sigma$, there exists a unique $(s, x, y) = (s(p), x(p), y(p)) \in \mathbb{R} \times S^{m-1} \times S^{n-1}$ such that

$$p := (a(s)x, b(s)y). \quad (2.3)$$

If we parametrise $\Upsilon$ by arc length, that is we impose the condition $(a')^2 + (b')^2 = 1$, then the zero mean curvature equation translates into the ODE

$$-a''b' + a' b'' + (m-1) \frac{b'}{a} + (n-1) \frac{a'}{b} = 0. \quad (2.4)$$

Now we introduce the change of variables

$$\tan u = \frac{a}{b} \quad \tan v = \frac{a'}{b'} \quad (2.5)$$

also used in [3], so that equation (2.4) is equivalent to the dynamical system

$$u' = X_1(u, v)$$

$$v' = X_2(u, v) \quad (2.6)$$

where the vector field $X(u, v) = (X_1(u, v), X_2(u, v))$ is given by

$$X_1(u, v) := \cos u \sin u \sin(v - u)$$

$$X_2(u, v) := (m-1) \sin u \sin v - (n-1) \cos u \cos v \quad (2.7)$$
The aim now is to study the phase plane associated to vector field $X$, in order to determine all the associated orbits. By periodicity, we can reduce ourselves to consider this vector field in the rectangle $D := (0, \frac{\pi}{2}) \times (-\pi, \pi)$. Since $\bar{D}$ is compact and $X$ is continuous, it follows that every orbit is complete, that is defined in all $\mathbb{R}$. We note that

\[
\{(u, v) \in \bar{D} : X_1(u, v) = 0\} = \{(u, v) \in \bar{D} : v = u - k\pi, \ k \in \{0, 1\}\} \cup \{(0) \times [-\pi, \pi]\} \cup \left(\frac{\pi}{2}\right) \times [-\pi, \pi]
\]

\[
\{(u, v) \in \bar{D} : X_1(u, v) > 0\} = \{(u, v) \in \bar{D} : u - \pi < v < u\}
\]

\[
\{(u, v) \in \bar{D} : X_1(u, v) < 0\} = \{(u, v) \in \bar{D} : v < u - \pi\} \cup \{(u, v) \in \bar{D} : v > u\}
\]

Similarly, setting

\[
\bar{v}(u) := \arctan \left(\frac{n-1}{m+1} \cot u\right),
\]

we have

\[
\{(u, v) \in \bar{D} : X_2(u, v) = 0\} = \{(u, v) \in \bar{D} : v = \bar{v}(u) - k\pi, \ k \in \{0, 1\}\}
\]

\[
\{(u, v) \in \bar{D} : X_2(u, v) > 0\} = \{(u, v) \in \bar{D} : v < \bar{v}(u) - \pi\} \cup \{(u, v) \in \bar{D} : v > \bar{v}(u)\}
\]

\[
\{(u, v) \in \bar{D} : X_2(u, v) < 0\} = \{(u, v) \in \bar{D} : \bar{v}(u) - \pi < v < \bar{v}(u)\}
\]

(2.8)

As a consequence, the singular points of $X$ in $\bar{D}$ are given by

\[
p_1 := (0, -\frac{\pi}{2}), \ p_2 := (0, \frac{\pi}{2}), \ p_3 := (\frac{\pi}{2}, -\pi), \ p_4 = (\frac{\pi}{2}, 0), \ p_5 = (\frac{\pi}{2}, \pi), \ p_6 := (\bar{\alpha}, \bar{\alpha}), \ p_7 := (\bar{\alpha}, \bar{\alpha} - \pi),
\]

(2.10)

where $\bar{\alpha} := \arctan \left(\sqrt{\frac{n-1}{m+1}}\right)$ is such that $p_6 := (\bar{\alpha}, \bar{\alpha})$ is the intersection between the straight line $v = u$ and the graph of $\bar{v}$.

**Lemma 2.1.** For any integers $m, n \geq 2, m + n \geq 8$, the points $p_j$ are saddle points for $1 \leq j \leq 5$, $p_6$ is an unstable node and $p_7$ is a stable node.

For the proof, see Proposition 3.4 of [3]. This is based on an explicit computation of the Jacobian matrix of $X$ at $p_j$.

**Lemma 2.2.** Let $m, n \geq 2, m + n \geq 8$. Then the dynamical system (2.6) admits no periodic orbits in $\bar{D}$.

**Proof.** If we assume by contradiction that $X$ admits a periodic orbit $\phi = (u, v)$ in $\bar{D}$, then, denoting the interior of $\phi$ by $\Omega$, we would have either $\Omega \subset (0, \frac{\pi}{2}) \times (0, \frac{\pi}{2})$ or $\Omega \subset (0, \frac{\pi}{2}) \times (-\pi, -\frac{\pi}{2})$. This follows from the phase plane study. Moreover, since

\[
\text{div}X = (3 \cos^2 u + m - 2) \sin u \cos v + (3 \sin^2 u + n - 2) \sin v \cos u,
\]

then we have $\text{div}X > 0$ in $(0, \frac{\pi}{2}) \times (0, \frac{\pi}{2})$ and $\text{div}X < 0$ in $(0, \frac{\pi}{2}) \times (-\pi, -\frac{\pi}{2})$. If, for instance, $\Omega \subset (0, \frac{\pi}{2}) \times (0, \frac{\pi}{2})$, by the divergence Theorem we have

\[
\int_{\partial\Omega} X \cdot \nu d\sigma = \int_{\Omega} \text{div}X > 0.
\]

On the other hand, by the dynamical system (2.6) we have $X = \phi'$ on $\partial\Omega$ and $\nu = (\phi')^{-1}$, so that $X \cdot \nu = 0$ on $\partial\Omega$, a contradiction. □
Once proved Lemma 2.2, the argument is the same as in [3]. We will sketch it here for the sake of completeness. Using the phase plane of the vector field $X$ and computing the eigenvalues of $JX(p_j)$, we can see that the orbits intersecting $\bar{D}$ are either constants or heteroclinic. The heteroclinic ones can be classified as follows.

1. The ones which are contained in a vertical line, that is
   \[
   \{\phi_1(t)\}_{t \in \mathbb{R}} = W^u(p_2) \cap W^s(p_1), \quad \{\phi_2(t)\}_{t \in \mathbb{R}} = W^u(p_4) \cap W^s(p_3)
   \]
   \[
   \{\phi_3(t)\}_{t \in \mathbb{R}} = W^u(p_4) \cap W^s(p_5), \quad \{\phi_4(t)\}_{t \in \mathbb{R}} = W^u(p_2) \cap W^s(p_2 + (0, \pi))
   \]
   \[
   \{\phi_5(t)\}_{t \in \mathbb{R}} = W^u(p_1 - (0, \pi)) \cap W^s(p_1).
   \]

2. The ones belonging to $W^u(p_6) \cap W^s(p_7)$.
3. The ones belonging to $W^u(p_7 - (0, \pi)) \cap W^s(p_7)$.
4. The ones belonging to $W^u(p_6) \cap W^s(p_6 + (0, \pi))$.
5. four orbits $\phi_6, \phi_7, \phi_8, \phi_9$ such that
   \[
   \{\phi_6(t)\}_{t \in \mathbb{R}} = W^u(p_6) \cap W^s(p_2), \quad \{\phi_7(t)\}_{t \in \mathbb{R}} = W^u(p_6) \cap W^s(p_4)
   \]
   \[
   \{\phi_8(t)\}_{t \in \mathbb{R}} = W^u(p_1) \cap W^s(p_7), \quad \{\phi_9(t)\}_{t \in \mathbb{R}} = W^u(p_3) \cap W^s(p_7),
   \]

Lemma 2.3. The orbit $\phi_6 = (u_6, v_6)$ fulfills $u_6' < 0$, while the orbit $\phi_7 = (u_7, v_7)$ fulfills $u_7' > 0$.

Proof. We prove, for example, that $u_6' < 0$. We write
\[
\bar{D} = \bigcup_{i=1}^4 \bar{\Omega}_i,
\]
where
\[
\bar{\Omega}_1 := \{(u, v) \in D : u < \bar{\alpha}, u < v < \bar{v}(u)\}
\]
\[
\bar{\Omega}_2 := \{(u, v) \in D : v < \min\{\bar{v}(u), u\}\}
\]
\[
\bar{\Omega}_3 := \{(u, v) \in D : u > \bar{\alpha}, \bar{v}(u) < v < u\}
\]
\[
\bar{\Omega}_4 := \{(u, v) \in D : v > \max\{\bar{v}(u), u\}\}
\]
Being $u_6' = X_1(u_6, v_6)$, the claim is proved if we show that $\phi_6(t) \in \bar{\Omega}_4$ for any $t \in \mathbb{R}$. The eigenvalues of $JX(p_2)$ are $\lambda_1 = 1$ and $\lambda_2 = -(n-1)$, with corresponding eigenvectors, for instance, $\eta_1 = (1, -\frac{n-1}{n})$ and $\eta_2 = (0, 1)$, while the eigenvalues of $JX(p_6)$ are given by
\[
\mu_{1,2} = \frac{\sin \bar{\alpha} \cos \bar{\alpha}}{2}(N \pm \sqrt{N^2 - 8N + 8})
\]
with corresponding eigenvectors
\[
\xi_1 = \left(1, \frac{-2(N-1)}{3N - 2 + \sqrt{N^2 - 8N + 8}}\right)
\]
\[
\xi_2 = \left(1, \frac{-2(N-1)}{3N - 2 - \sqrt{N^2 - 8N + 8}}\right).
\]
Computing $\frac{d\theta}{dt}(0)$ and $\frac{d\theta}{dt}(\bar{\alpha})$ it is possible to see that $\eta_1$ and $-\xi_1$ point towards $\bar{\Omega}_4$. Since, by the Grobman-Hartman theorem, $\phi_6$ starts from $p_6$ with the direction of $-\xi_1$ and arrive at $p_2$ with the direction of $-\eta_1$, then there exists $T > 0$ such that $\phi_6(t) \in \bar{\Omega}_4$ for $|t| > T$. It remains to prove that $\phi_6(t) \in \Omega_4$ for any $t \in [-T, T]$. If we assume by contradiction that this is not true, then there exist $t_0$ such that $\phi_6$ touches the graph of $\bar{v}$ for the first time. By the phase plane study, it is possible to see that, if it is the case, then $\{\phi_6(t)\}_{t \in \mathbb{R}}$ intersects all the $\bar{\Omega}_i, 1 \leq i \leq 4$. In particular, it intersects all the orbits belonging to $W^u(p_6) \cap W^s(p_7)$, which is impossible. \[\square\]
Remark 2.2. Using that
\[ u' = \frac{b'a - a'b}{a^2 + b^2} \]
and
\[ \nu_\Sigma(p) = (-b'(s)x, a'(s)y) \]
so that \( \langle p, \nu_\Sigma(p) \rangle = -ab' + ba' \), it is possible to see that, if \( u' \) has constant sign, then the corresponding orbit gives rise to a surface fulfilling property (2.1) or (2.2). In particular, \( \phi_\tau \) corresponds to \( \Sigma_{m,n}^+ \), while \( \phi_\tau \) corresponds to \( \Sigma_{m,n}^- \).

2.2. The Jacobi equation of \( \Sigma_{m,n}^\pm \). In this subsection, we will describe the \( O(m) \times O(n) \)-invariant Jacobi fields of \( \Sigma_{m,n}^\pm \). Since \( \Sigma_{m,n}^+ = \sigma^{-1}(\Sigma_{m,n}^-) \), being \( \sigma(x, y) := (y, x) \) the reflection which changes \( x \) with \( y \), for \( (x, y) \in \mathbb{R}^m \times \mathbb{R}^n \), we will only consider the case \( \Sigma := \Sigma_{m,n}^- \).

Since we are only interested in \( O(m) \times O(n) \)-invariant Jacobi fields, that is functions satisfying \( v(p) = v(s), s = s(p) \), the equation
\[ \Delta_\Sigma v + |A_\Sigma|^2 v = f \quad \text{in } \Sigma \]
reads
\[ \partial^2 v + \alpha(s) \partial_s v + \beta(s) = f(s), \quad \forall s \in \mathbb{R}, \]
where
\[ \alpha(s) := (m - 1) \frac{a'}{a} + (n - 1) \frac{b'}{b}, \quad \beta(s) := |A_\Sigma(p)|^2, \quad f(s) := f(p) \]
We introduce the Emden-Fowler change of variables \( s = e^t \) and we set
\[ \tilde{\alpha}(t) := \alpha(e^t) e^{-t} - 1 \quad \text{and} \quad \tilde{\beta}(t) := \beta(e^t) e^{2t}. \]
and
\[ p(t) := \exp \left( - \int_0^t \frac{\tilde{\alpha}(\tau)}{2} d\tau \right) \quad \text{for} \quad t \in \mathbb{R}, \]
so that \( p(t) \) solves
\[ 2 \frac{\partial p}{p} + \tilde{\alpha}(t) = 0. \]
We look for solutions \( v \) to (2.14) of the form \( v(s) = p(t)u(t) \), so that \( u \) has to satisfy the equation
\[ \partial^2 u + V(t)u = \tilde{f}, \]
where
\[ \tilde{f}(t) := \frac{e^{2t}}{p(t)} f(e^t) \quad \text{and} \quad V(t) := \frac{\partial^2 p}{p} + \tilde{\alpha}(t) \frac{\partial p}{p} + \tilde{\beta}(t) \]
for \( t \in \mathbb{R} \). These computations were made in Subsection 2.3 of [1] too.

We need the following non degeneracy result.

Proposition 2.1. Let \( m, n \geq 2, m+n \geq 8 \). Then \( \Sigma := \Sigma_{m,n}^- \) has exactly two \( O(m) \times O(n) \)-invariant linearly independent Jacobi fields \( v_{\pm}(p) = v_{\pm}(s(p)) > 0 \) such that
(i) \( v_+ \) is smooth, even in the variable \( s \), \( v_+(0) = 1 \) and
\[ v_+(s) = c_1 s^\gamma (1 + O(s^{-\alpha})) \quad \text{as} \quad s \to \infty \]
with \( \gamma \in \{ \gamma_\pm \} \).
(ii) \( v_- (s) \) is smooth except at \( s = 0 \), where it is singular if \( n > 2 \) and for some \( c_2 > 0 \)

\[
v_- (s) = \begin{cases}
  s^{-(n-2)}(1 + \mathcal{O}(s^2)) & \text{as } s \to 0 \\
  c_2 s \bar{\gamma} (1 + \mathcal{O}(s^{-\alpha})) & \text{as } s \to \infty,
\end{cases}
\]

(2.22)

where \( \alpha \in (0, 1) \) and \( \bar{\gamma} \in \{ \gamma_\pm \}, \bar{\gamma} \neq \gamma \). Moreover, relation (2.21) and (2.22) can be differentiated.

\textbf{Proof.} Point (i) follows setting

\[ v_+ (p) := -\langle p, \nu_2 (p) \rangle = ab' - a'b > 0, \]

which is positive due to Theorem 2.1, and point (1) of Remark 2.1. Point (ii) follows by taking an Emden-Fowler change of variables and using the variation of parameters formula, which is possible thanks to the fact that \( v_+ \) is smooth as \( s \to 0 \) and as \( s \to \infty \). See Proposition 2.1 of [1] for the explicit computations, they are exactly the same. The only difference in the case \( n = 2 \) or \( m = 2 \) is that we do not know which of the two Jacobi fields has asymptotic behaviour given by \( \gamma_+ \) and which one has asymptotic behaviour given by \( \gamma_- \). \( \square \)

\section{3. Jacobi-Toda system}

In this section we prove Theorem (1.3). We look for an \( O(m) \times O(n) \)-invariant solution to (1.6) of the form

\[ h = v + q, \]

where \( v := (v_1, \ldots, v_k) \) is a suitable \emph{approximate solution} and \( q := (q_1, \ldots, q_k) \) is a \emph{small correction} with respect to \( \delta \) is some suitable topology (see subsection 3.2).

Using the convention that

\[ v_0 = q_0 = -\infty, \quad v_{k+1} = q_{k+1} = \infty, \]

for \( C^2 \) functions \( v = (v_1, \ldots, v_k) : \Sigma \to \mathbb{R}^k \) and \( q = (q_1, \ldots, q_k) : \Sigma \to \mathbb{R}^k \) we introduce the notations

\[
a_0 = a_k := 0, \quad a_j := e^{-\sqrt{2}(v_{j+1} - v_j)}, 1 \leq j \leq k - 1 \]

\[ E_{\delta, j} (v) := \delta J_2 v_j - \gamma (e^{-\sqrt{2}(v_{j+1} - v_j)} - e^{-\sqrt{2}(v_{j-1} - v_j)}) \]

\[ L_{\delta, j} (q) := \delta J_2 q_j + \gamma \sqrt{2}(a_{j-1}(q_j - q_{j-1}) - a_j(q_{j+1} - q_j)). \]

Setting \( Q(t) := e^{-\sqrt{2}t} - 1 + \sqrt{2}t, Q(\infty) = 0 \), system (1.6) can be rewritten in the form

\[ E_{\delta, j} (v) + L_{\delta, j} (q) - \gamma a_{j-1} Q(q_j - q_{j-1}) + \gamma a_j Q(q_{j+1} - q_j) = 0, \quad 1 \leq j \leq k. \]

(3.2)

3.1. The approximate solution. Let \( W : [0, \infty) \to [0, \infty) \) be the Lambert function, which is the inverse of the function \( te^t \in [0, \infty) \mapsto [0, \infty) \). In other words, for any given \( z \geq 0 \), \( W(z) \) uniquely solves

\[ W(z) e^{W(z)} = z, \quad \forall z \geq 0 \]

(3.3)

Clearly, \( W \) is smooth, \( W(z) > 0 \) for \( z > 0 \) and it is well known that

\[ W(z) = \begin{cases}
  z - z^2 + \mathcal{O}(z^3), & \text{as } z \to 0^+, \\
  \log(z) - \log \left( \log(z) \right) + \mathcal{O} \left( \frac{\log \left( \log(z) \right)}{\log(z)} \right), & \text{as } z \to \infty.
\end{cases} \]

(3.4)
and these relations can be differentiated. From (3.4), for any \( i \geq 1 \), there exists \( C_i \) such that

\[
|W^{(i)}(z)| \leq \frac{C_i}{(1 + z)^i}, \quad \forall \ z \geq 0 \quad \text{(see Lemma 3.1 of [1])}.
\]

Recall that \( \beta(s) = |A\Sigma(p)|^2 \), where \( s = s(p) \in \mathbb{R} \) is the arc length along the profile curve \((a,b)\) which defines \( \Sigma \). We set

\[
w(s) := \frac{1}{\sqrt{2}} W\left( \frac{\gamma \sqrt{2}}{\delta \beta(s)} \right),
\]

and observe that

\[
\delta \beta(s) w = \gamma e^{-\sqrt{\pi} w}
\]

and

\[
w(s) = O(\log(s^2 + 2) + |\log \delta|)
\]
as \( \delta \to 0 \), uniformly in \( s \geq 0 \) with

\[
|w^{(i)}(s)| \leq \frac{C_i}{(1 + s)^{i}}, \quad \forall \ i \geq 1, s \geq 0.
\]

We use the function \( w \) to construct the approximate solution \( v \) to our Jacobi-Toda system (1.6), whose main term will be given by

\[
v_j^0(p) := \left( j - \frac{k + 1}{2} \right) w(s).
\]

where \( s = s(p) \).

**Lemma 3.1.** For any \( \delta > 0 \) and for any \( l \geq 1 \), there exist \( O(m) \times O(n) \)-invariant functions \( w^0, \ldots, w^l : \Sigma \to \mathbb{R}^k \) defined on \( \Sigma \) which are smooth and satisfy the following:

i. \[
\sum_{j=1}^{k} w_j^l = 0, \quad \forall \ l \geq 1;
\]

ii. for every \( 1 \leq j \leq k, l \geq 1, i \geq 0 \)

\[
|\partial_s^{(i)} w_j^l| \leq \frac{C_l}{(s + 1)^i(\log(s^2 + 2)) + \log \delta + 1}, \quad \forall \ s \geq 0,
\]

where \( s = s(p) \) and \( w^l(p) = w^l(s) \);

iii. the error defined in (3.1) related to the function

\[
v^l := w^0 + \cdots + w^l
\]

is given by

\[
E_{\delta,j}(v^l) = \delta J \Sigma w_j^l \quad \text{in} \quad \Sigma, \forall \ 1 \leq j \leq k, l \geq 1
\]

in the coordinate \( s = s(p) \);

iv. \[
|E_{\delta,j}(v^l)| \leq \frac{C_l \delta}{(1 + s)^2(\log(s^2 + 2)) + \log \delta + 1}, \quad \forall \ s \geq 0, 1 \leq j \leq k, l \geq 1
\]

for some constant \( C_l > 0 \) depending only on \( l \).

**Remark 3.1.** Thanks to (3.4), (3.9) and (3.11), for \( \delta > 0 \) sufficiently small the functions \( v_1, \ldots, v_k \) satisfy (1.7), i.e., their graphs are mutually disjoint.
Remark 3.2. Let $k \geq 2$ be an integer and let $b_1, \ldots, b_{k-1} \in (0, \infty)$. Then the $k \times (k-1)$-matrix

$$M := \begin{bmatrix}
-b_1 & \ldots & 0 \\
1 & -b_2 & \ldots \\
\vdots & \ddots & \vdots \\
0 & \ldots & -b_{k-1}
\end{bmatrix}$$

has trivial kernel, since the columns are linearly independent. On the other hand, for any $a := (a_1, \ldots, a_{k-1}) \in \mathbb{R}^{k-1}$, we have

$$\langle Ma, e \rangle = -b_1 a_1 + b_1 a_1 + \cdots - b_{k-1} a_{k-1} + b_{k-1} a_{k-1} = 0$$

and hence the range of $M$ is given by $\text{span}\{e\}^\perp \subset \mathbb{R}^k$, where $e := (1, \ldots, 1) \in \mathbb{R}^k$.

As a consequence, for any $c \in \mathbb{R}^k$ such that $\langle c, e \rangle = 0$, there exists a unique $a \in \mathbb{R}^{k-1}$ such that $Ma = c$.

By recursion, the solution $a \in \mathbb{R}^{k-1}$ is explicitly determined by the formula

$$a_j = -\sum_{i=1}^j c_i b_j, \quad 1 \leq j \leq k-1.$$

Now we can prove Lemma 3.1.

Proof. The proof is by recursion on $l$. Since all the functions we deal with are $O(m) \times O(n)$-invariant, we will use the notation $\psi^l(p) = \psi^1(s)$ and $\psi^l(p) = \psi^l(s)$, where $s = s(p)$. Similarly, with a slight abuse of notation, we write $J_\Sigma w^l_j = J_\Sigma w^1_j$ and $\Delta_\Sigma w^l_j = \Delta_\Sigma w^1_j$.

We start with the case $l = 1$. From (3.9), we set

$$v_j^1(s) := w_0^0(s) + w_0^1(s) = \left(j - \frac{k+1}{2}\right) w(s) + w_1^1(s), \quad 1 \leq j \leq k$$

and from (3.6) we compute

$$E_{\delta, \beta}(v^1) = \delta \left(j - \frac{k+1}{2}\right) J_\Sigma w + \delta J_\Sigma w^1 - \gamma e^{-\sqrt{2} w} (e^{-\sqrt{2} (w_j^1 - w_{j-1}^1)} - e^{-\sqrt{2} (w_j^1 - w_{j-1}^1)})) =$$

$$= \delta \left(j - \frac{k+1}{2}\right) J_\Sigma w + \delta J_\Sigma w^1 - \delta \beta(s) w (e^{-\sqrt{2} (w_j^1 - w_{j-1}^1)} - e^{-\sqrt{2} (w_j^1 - w_{j-1}^1)}), \quad 1 \leq j \leq k.$$

Now we choose $w^1$ in such a way that

$$E_{\delta, \beta}(v^1) = \delta J_\Sigma w^1,$$

that is

$$\left(j - \frac{k+1}{2}\right) J_\Sigma w - \beta(s) w (e^{-\sqrt{2} (w_j^1 - w_{j-1}^1)} - e^{-\sqrt{2} (w_j^1 - w_{j-1}^1)})) = 0, \quad 1 \leq j \leq k.$$

In order to do so, setting

$$a_1^0 = a_k^1 := 0, \quad a_j^1 := e^{-\sqrt{2}(w_{j-1}^1 - w_j^1)}, \quad 1 \leq j \leq k-1,$$

we have to solve the algebraic system

$$a_{j-1}^1 - a_j^1 = \left(j - \frac{k+1}{2}\right) \frac{J_\Sigma w}{\beta(s) w}, \quad 1 \leq j \leq k.$$
Applying Remark 3.2 with \( b_1 = \cdots = b_{k-1} = 1 \), it is possible to compute

\[
a_j = \frac{j(k-j)}{2} J \frac{w}{\beta w} = \frac{j(k-j)}{2} \left( 1 + \frac{\Delta \Sigma w}{\beta w} \right), \quad 1 \leq j \leq k - 1
\]

so that

\[
w_{j+1}^1 - w_j^1 = - \frac{1}{\sqrt{2}} \log \left( \frac{j(k-j)}{2} \left( 1 + \frac{\Delta \Sigma w}{\beta w} \right) \right), \quad 1 \leq j \leq k - 1.
\]

Imposing the condition

\[
\sum_{j=1}^{k} w_j^1 = 0
\]

we solve a linear algebraic system for the function \( w^1 = (w_1^1, \ldots, w_k^1) \). Using (3.4) and (3.8) we see that

\[
|\partial^{(i)} w_j^1| \leq \frac{C_i}{(1 + s)^i}, \quad \forall 1 \leq j \leq k, \ s \geq 0, \ i \geq 0
\]

and, in particular,

\[
|E_{\delta, j}(v^1)| = |\delta J \Sigma w_j^1| \leq \frac{C_1 \delta}{(s + 1)^2}, \quad \forall 1 \leq j \leq k
\]

so that (3.11) holds.

In order to conclude the proof, we need to prove the step \( l > 1 \). First we note that

\[
E_{\delta, j}(v^l) = E_{\delta, j}(v^{l-1}) + \delta J \Sigma w_j^l e^{-\sqrt{2}(v_j^{l-1} - v_j^{l-2})} (e^{-\sqrt{2}(w_j^{l-1} - w_j^{l-2})} - 1) + e^{-\sqrt{2}(w_j^{l-1} - w_j^{l-2})} (e^{-\sqrt{2}(w_{j+1}^{l-1} - w_j^{l-2})} - 1)
\]

for \( 1 \leq j \leq k \). We want to get

\[
E_{\delta, j}(v^l) = \delta J \Sigma w_j^l.
\]

In order to do so, setting

\[
a_0^l = a_k^l = b_0^l = b_k^l = 0, \quad a_j^l := e^{-\sqrt{2}(w_{j+1}^{l-1} - w_j^{l-1})} - 1, \quad b_j^l := e^{-\sqrt{2}(w_j^{l-1} - w_j^{l-2})}, \quad 1 \leq j \leq k - 1, \ l \geq 2
\]

we have to solve the system

\[
b_{j-1}^l a_j^l - b_j^l a_j^l = E_{\delta, j}(v^{l-1}), \quad 1 \leq j \leq k - 1.
\]

with respect to \( a^l := (a_1^l, \ldots, a_{k-1}^l) \). This is possible thanks to Remark 3.2 applied with \( b_j := b_j^l > 0, \ 1 \leq j \leq k - 1 \). To justify this statement, observe that the right hand side

\[
E_{\delta, j}(v^{l-1}) = \delta J \Sigma w_j^{l-1},
\]

satisfies the required orthogonality condition. Indeed, by the inductive hypothesis

\[
\sum_{j=1}^{k} w_j^{l-1} = 0,
\]

and hence

\[
\sum_{j=1}^{k} E_{\delta, j}(v^{l-1}) = \sum_{j=1}^{k} \delta J \Sigma w_j^{l-1} = \delta J \Sigma \left( \sum_{j=1}^{k} w_j^{l-1} \right) = 0.
\]
As a consequence, the function \( w^l = (w^l_1, \ldots, w^l_k) \) is uniquely determined by the algebraic system
\[
w^l_{j+1} - w^l_j = -\frac{1}{\sqrt{2}} \log(1 + a^l_j), \quad 1 \leq j \leq k - 1
\]
\[
\sum_{j=1}^{k} w^l_j = 0
\]
(3.18)

Estimates (3.11) and (3.14) follow from Remark 3.2, the inductive hypothesis, which gives
\[
|\partial_s^{(i)} w^{l-1}_j| \leq \frac{C_{l-1} \delta}{(s + 1)^2 \log(s^2 + 2)^{\frac{1-s}{2}} \log \delta^{\frac{1-s}{2}}}, \quad \forall s \geq 0, 1 \leq j \leq k, i \geq 0,
\]
the fact that
\[
b_j^l = e^{-\sqrt{s} w^l_{j+1} - w^l_j}(1 + o(1)) = \gamma^{-1} \delta \beta(s) e^{-\sqrt{s} w^l_{j+1} - w^l_j}(1 + o(1)) = oO \left( \frac{C_{l} \delta}{(s + 1)^2} \right), \quad 1 \leq j \leq k - 1
\]
and differentiating relations (3.18) and (3.17). This completes the proof of the lemma. \( \square \)

3.2. A decoupling argument. In this section we consider system (3.2) where \( v := v^l \) is the approximate solution constructed in Subsection 3.1. Let \( l > 1 \) be arbitrary, but fixed, and to be specified later in Subsection 3.6.

Next, motivated by the behaviour of the error \( E_{\delta,j}(v) \) described in (3.14), we introduce the suitable function spaces for our framework.

For \( \beta \in (0, 1), \mu > 0, \rho \in \mathbb{R} \) and a function \( f : \Sigma \rightarrow \mathbb{R} \), we introduce the norms
\[
||f||_{s, \mu, \rho} := \sup_{p \in \Sigma} (s(p)^2 + 2)^{\frac{s}{2}} \log(s(p) + 2)^{\rho} ||f||_{L^\infty(B_1(p))}.
\]
(3.19)

\[
||f||_{D_{s, \mu, \rho}^{0, \beta} (\Sigma)} := \sup_{p \in \Sigma} (s(p)^2 + 2)^{\frac{s}{2}} \log(s(p) + 2)^{\rho} ||f||_{C^{0, \beta}(B_1(p))}
\]
(3.20)

and we consider the Banach space \( D_{s, \mu, \rho}^{0, \beta} (\Sigma) \) defined as the space of \( O(m) \times O(n) \)-invariant functions \( f \in C_{loc}^0(\Sigma) \) for which the norm
\[
||f||_{D_{s, \mu, \rho}^{0, \beta} (\Sigma)} < \infty.
\]
(3.21)

We also consider the Banach space \( D_{s, \mu, \rho}^{2, \beta} (\Sigma) \) defined as the space of \( O(m) \times O(n) \)-invariant functions \( q \in C_{loc}^2(\Sigma) \) for which the norm
\[
||q||_{D_{s, \mu, \rho}^{2, \beta} (\Sigma)} := \sigma^{-1} ||D_\Sigma^2 q||_{D_{s, \mu, \rho}^{0, \beta} (\Sigma)} + ||\nabla \Sigma q||_{s, \mu + 1, \rho} + ||q||_{s, \mu, \rho} < \infty.
\]
(3.22)

We note that system (3.2) can be rewritten as
\[
\mathcal{L}_{\delta,j}(q) = \delta F_{\delta,j}(\cdot, q)
\]
(3.23)

where
\[
\delta F_{\delta,j}(\cdot, q) := -E_{\delta,j}(v) + \gamma a_{j-1} Q(q_j - q_{j-1}) - \gamma a_j Q(q_{j+1} - q_j), \quad 1 \leq j \leq k
\]
(3.24)

the functions \( a_j \) are defined in (3.1), \( Q \) is defined in (3.2) and \( q := (q_1, \ldots, q_k) : \Sigma \rightarrow \mathbb{R}^k \) is a vectorial \( O(m) \times O(n) \)-invariant function, with \( q_j \in D_{s, \mu, \rho}^{2, \beta} (\Sigma), \) with \( \rho > 0 \) to be chosen later depending only on \( l. \)
Setting
\[ \hat{q}_j := q_{j+1} - q_j \quad 1 \leq j \leq k - 1 \]
\[ \hat{q}_k := \sum_{j=1}^{k} q_j \]
or equivalently \( \hat{q} := Bq \) where \( B \) is the \( k \times k \) matrix given by
\[
B := \begin{bmatrix}
-1 & 1 & \ldots & 0 \\
0 & -1 & 1 & \ldots \\
0 & \ldots & -1 & 1 \\
1 & \ldots & \ldots & 1
\end{bmatrix}, \tag{3.25}
\]
the vector valued function \( \hat{q} \) must satisfy the system
\[
\delta J_\Sigma \hat{q}_j + \gamma \sqrt{2} (-a_{j-1} \hat{q}_{j-1} + 2a_j \hat{q}_j - a_{j+1} \hat{q}_{j+1}) = \delta \hat{F}_{\delta,j}(\cdot, B^{-1} \hat{q}) \quad 1 \leq j \leq k - 1
\]
\[
\delta J_\Sigma \hat{q}_k = 0 \tag{3.26}
\]
in \( \Sigma \), where \( \hat{F}_{\delta}(\cdot, q) := BF_{\delta}(\cdot, q) \). We note that \( \hat{F}_{\delta,k}(\cdot, q) = 0 \), so that we can choose \( \hat{q}_k = 0 \).

Setting \( q^2 := (\hat{q}_1, \ldots, \hat{q}_{k-1}) : \Sigma \to \mathbb{R}^{k-1} \) and defining the \((k - 1) \times (k - 1)\) matrix
\[
A := \begin{bmatrix}
a_1 & -a_2 & \ldots & 0 \\
-a_1 & 2a_2 & a_3 & \ldots \\
\ldots & -a_{k-3} & 2a_{k-2} & -a_{k-1} \\
0 & \ldots & -a_{k-2} & 2a_{k-1}
\end{bmatrix}, \tag{3.27}
\]
then it is possible to rewrite (3.26) as
\[
\delta J_\Sigma q^2 + \gamma \sqrt{2} Aq^2 = \delta \hat{F}_{\delta}^2(\cdot, B^{-1}(q^2, 0)) \tag{3.28}
\]
where \( \hat{F}_{\delta}^2(\cdot, q) := (\hat{F}_{\delta,1}(\cdot, q), \ldots, \hat{F}_{\delta,k-1}(\cdot, q)) \).

For future purposes we write \( A = CD \), where \( C \) and \( D \) are \((k - 1) \times (k - 1)\) matrices defined by
\[
C := \begin{bmatrix}
2 & -1 & \ldots & \ldots \\
-1 & 2 & \ldots & \ldots \\
\ldots & -1 & 2 & \ldots \\
\ldots & \ldots & -1 & 2
\end{bmatrix},
\]
and \( D := \text{diag}(a_j)_{1 \leq j \leq k-1} \).

**Lemma 3.2.** Using the \( s \) variable, that is setting \( a_j(s) := a_j(p) \), we have
\[
a_0 = a_k = 0, \quad a_j = \delta^{-1} \beta(s) w(s) \left( \frac{j(k-j)}{2} + O \left( \frac{1}{\log(s^2 + 2)} \right) \right), \quad 1 \leq j \leq k - 1.
\]
In particular, \( a_j > 0 \) for \( 1 \leq j \leq k - 1 \) and \( \delta > 0 \) small enough.

**Proof.** We note that, using definition of \( a_j \) given in (3.1), the definition of the approximate solution \( v \) given by (3.9) and (3.12), and the definition of \( w \) given by (3.5) we have
\[
a_j = e^{-\sqrt{2}(v_{j+1}-v_j)} e^{-\sqrt{2}(w_{j+1}-w_j)} e^{-\sqrt{2} \sum_{s=2}^j (w_{j+1}-w_j)} = \delta^{-1} \beta(s) w e^{-\sqrt{2}(w_{j+1}-w_j)} e^{-\sqrt{2} \sum_{s=2}^j (w_{j+1}-w_j)} \quad \tag{3.29}
\]
Recalling relations (3.15) and (3.16), we can see that
\[ e^{-\sqrt{2}(w_{i+1}^j - w_i^j)} = \frac{j(k-j)}{2} \left( 1 + \frac{\Delta \Sigma w}{\beta(s)w} \right) = \frac{j(k-j)}{2} \left( 1 + O\left( \frac{1}{\log(s^2 + 2)^{\frac{1}{2}} \log \delta(\tau)} \right) \right), \]
thanks to the asymptotic behaviour of \( w \), given by (3.4) and (3.8). Moreover, by (3.11) we have
\[ e^{-\sqrt{2}\Sigma(=2)}(w_{i+1}^j - w_i^j) = 1 + O\left( \frac{1}{\log(s^2 + 2)^{\frac{1}{2}} \log \delta(\tau)} \right), \quad 1 \leq j \leq k - 1, \]
which concludes the proof. \( \square \)

We note that the constant matrix \( A_0 := \text{diag}(\frac{1}{2})_{1 \leq j \leq k-1} \), has \( k - 1 \) eigenvalues \( \mu_1^0, \ldots, \mu_{k-1}^0 \in (0, \infty) \). Therefore, in view of Lemma 3.2, the eigenvalues of \( A \) can be expanded as
\[ \mu_j = \delta^{-1} |A_\Sigma(p)|^2 w(p)(\mu_j^0 + r_j), \quad \forall 1 \leq j \leq k - 1 \]
where \( r_j : \Sigma \to \mathbb{R} \) are smooth \( O(m) \times O(n) \)-invariant functions such that
\[ |r_j(p)| = |r_j(s)| \leq \frac{C}{\log(s^2 + 2)^{\frac{1}{2}} \log \delta(\tau)}. \]
In particular, \( \mu_j > 0 \) for \( \delta > 0 \) sufficiently small, and \( A \) is similar to \( M := \text{diag}(\mu_j)_{1 \leq j \leq k} \), in the sense that there exists a invertible matrix \( V \), depending on \( \delta \) and \( s(p) \), with smooth and bounded, \( O(m) \times O(n) \)-invariant entries and such that \( A = VMV^{-1} \).

Setting \( q^2 = V\tilde{q} \), system (3.28) is equivalent to
\[ \Delta \Sigma \tilde{q} + |A_\Sigma|^2 (1 + \sqrt{2}(\mu_j^0 + r_j)w)\tilde{q} = \mathcal{G}_{\delta,j}(\tilde{q}), \quad \forall 1 \leq j \leq k - 1 \]
where
\[ \mathcal{G}_{\delta,j}(\tilde{q}) := (V^{-1}F_j^\delta)(\cdot, B^{-1}(V\tilde{q}, 0)), \quad \forall 1 \leq j \leq k - 1 \]
First we focus on the linear problem
\[ \Delta \Sigma q + |A_\Sigma|^2 (1 + \sqrt{2}(\mu_j^0 + r_j)w)q = f \quad \text{in } \Sigma, \]
where \( q, f : \Sigma \to \mathbb{R} \) are real valued functions.

The following proposition shows that (3.33) has an inverse and also it accounts for its size respect to \( \sigma = \ln \left( \frac{1}{\delta} \right) \), for \( \delta > 0 \) small.

**Proposition 3.1.** Let \( \beta \in (0, 1) \) and \( \varrho \neq \frac{3}{2} \). There exist \( \sigma_0 > 0 \) and a constant \( C > 0 \) such that for any \( \sigma > \sigma_0 \) and any \( f \in D_{0, \varrho - \frac{1}{2}}^{0, \beta}(\Sigma) \), equation (3.33) has a solution \( q := F_1(f) \in D_{0, \varrho - \frac{1}{2}}^{0, \beta}(\Sigma) \) satisfying the estimate
\[ \|q\|_{D_{0, \varrho - \frac{1}{2}}^{0, \beta}(\Sigma)} \leq c \sigma^{\varrho} \log(\sigma) \|f\|_{D_{0, \varrho - \frac{1}{2}}^{0, \beta}(\Sigma)}. \]

In the case \( m \geq 2, n \geq 3 \), Proposition 3.1 is proved exactly as Proposition 3.1 in [1]. The only difference is given by the function multiplying \( w \), but it is totally irrelevant since the asymptotic behaviour as \( \delta \to 0 \) and \( s \to \infty \) is the same as in that case. We give a detailed proof in the case \( n = 2 \) in subsections 3.3, 3.4 and 3.5.

Using the symmetries and introducing the Emden-Fowler change of variables \( s = e^t \) and setting
\[ \tilde{\alpha}(t) := \alpha(e^t)e^t - 1, \quad \tilde{\beta}(t) := e^{2t} \beta(e^t), \]
\[ w(t) := 1 + \sqrt{2}(\mu_j^0 + r_j(e^t))w(e^t), \quad Q(t) := \frac{\partial^2 p}{p} + \tilde{\alpha} \frac{\partial^2 p}{p} + \tilde{\omega} \tilde{\beta} > 0, \]
(3.35)
we reduce ourselves to study an equation of the form
\[ \partial^2_t v + Q(t)v = \tilde{f}(t) = \frac{e^{2t}}{p(t)} f(e^t). \] (3.36)

Using that
\[ \tilde{w}(t) = \begin{cases} \sigma + O(1) & \text{as } t < T_0 \\ \sigma + 2\mu_0 t + O(\log t) & \text{as } t > T_1 \end{cases} \] (3.37)
we get
\[ Q(t) = \begin{cases} c_0 e^{2t} + O(e^{2t}) + O(\sigma e^{4t}) & \text{as } t < T_0 \\ (N-1)(\sigma + 2t) + O(\log t) + O(\sigma e^{-t}) + O(te^{-t}) & \text{as } t > T_1 \end{cases} \] (3.38)
and these relations can be differentiated. First we look for two linearly independent solutions \( v \) and \( \tilde{v} \) to the homogeneous equation
\[ \partial^2_t v + Q(t)v = 0. \] (3.39)
In order to solve equation (3.39) we will distinguish three regions, where
\[
\begin{cases}
    c_0 \sigma e^{2t} \leq Q(t) \leq C_0 \sigma e^{2t}, & \partial_t Q > 0, \quad t \leq T_0 \\
    0 < c_1 \sigma \leq Q(t) \leq C_1 \sigma, & T_0 < t \leq T_1 \\
    c_2 (\sigma + t) \leq Q(t) \leq C_2 (\sigma + t), & t > T_1.
\end{cases}
\] (3.40)

3.3. Estimates for negative \( t \). We study equation (3.36) in \(( -\infty, t_\sigma )\), with \( t_\sigma < 0 \) to be chosen later, with \( \sigma > 0 \) large and \( v(t) = tx(t) \), so that \( x \) has to satisfy the equation
\[ \partial_t (t^2 \partial_t x) = -Q(t)t^2 x(t), \]
which is equivalent to the system
\[
\begin{cases}
    \partial_t x = t^{-2} y, & x(t_\sigma) = 1 \\
    \partial_t y = -Q(t)t^2 x, & y(t_\sigma) = 0
\end{cases}
\] (4.1)
in \(( -\infty, t_\sigma )\). Integrating (4.1) and using the initial conditions
\[ x(t) = 1 - \int_t^{t_\sigma} \tau^{-2} y(\tau) d\tau, \quad y(t) = \int_t^{t_\sigma} Q(\tau) \tau^2 x(\tau) d\tau, \] (4.2)
thus, by Fubini’s Theorem,
\[
x(t) = 1 - \int_t^{t_\sigma} \tau^{-2} \int_{\tau}^{t_\sigma} Q(\xi) \xi^2 x(\xi) d\xi d\tau
= 1 - \int_t^{t_\sigma} Q(\xi) \xi^2 x(\xi) \int_{\tau}^{t_\sigma} \tau^{-2} d\tau d\xi,
\]
so that
\[ |x(t)| \leq 1 - \int_t^{t_\sigma} Q(\xi) \xi |x(\xi)| d\xi \]
therefore, by The Gronwall inequality,
\[ |x(t)| \leq \exp \left( - \int_t^{t_\sigma} Q(\xi) \xi d\xi \right). \]
Moreover,

\[-\int_t^{t_\sigma} Q(\xi)\xi d\xi \leq c\sigma \int_t^{t_\sigma} (-\xi)e^{2\xi}d\xi \leq\]

\[c\sigma \left[ \frac{1}{2} \xi e^{2\xi} \right]_t^{t_\sigma} + c\sigma \int_t^{t_\sigma} \frac{1}{2} e^{2\xi}d\xi <\]

\[c\sigma \left( -t_\sigma e^{2t_\sigma} + \frac{1}{2} e^{2t_\sigma} \right) \leq e^{-2M}\]

provided \( t_\sigma < 0 \) is such that \(-2\sigma t_\sigma e^{2t_\sigma} = e^{-2M} \), with \( M > 0 \) large to be determined later. Studying the inverse of the function \( s \mapsto se^{-s} \) for \( s > 1 \), it turns out that

\[ t_\sigma = -\frac{1}{2} \log(1 + o(1)). \]

Hence \( x \in L^\infty(-\infty, t_\sigma) \) and

\[ \|x\|_{L^\infty(-\infty, t_\sigma)} \leq C, \]

for some constant \( C > 0 \). Integrating (3.42), we can see that \( y \in L^\infty(-\infty, t_\sigma) \) and

\[ \|y\|_{L^\infty(-\infty, t_\sigma)} \leq ce^{-2M}(\log \sigma), \]

so that \( \partial_t x \in L^\infty(-\infty, t_\sigma) \) and

\[ |\partial_t x| \leq ce^{-2M}|t|^{-1}. \]

In terms of \( v \), this yields that

\[ v(t) = t(1 + O(e^{-2M})) < 0 \]

\[ \partial_t v(t) = 1 + O(e^{-2M}). \]

(3.43)

for \( t < t_\sigma \). We stress that

\[ v(t_\sigma) = t_\sigma, \quad \partial_t v(t_\sigma) = 1. \]

(3.44)

Another linearly independent solutions to (3.39) is given by

\[ \tilde{v}(t) = v(t) \int_{-\infty}^t (v(\tau))^{-2}d\tau, \]

so that

\[ \tilde{v}(t) = -1 + O(e^{-2M}) \]

\[ \partial_t \tilde{v}(t) = O(t^{-1}e^{-2M}). \]

(3.45)

In particular the Wronskian fulfils

\[ W(t) \equiv W(t_\sigma) \to 1 \quad \text{as} \quad \sigma \to \infty. \]

(3.46)

We finished this section by solving (3.36) in \( I_1 \) via the integral formula

\[ u_1(t) := v_1(t) \int_{-\infty}^t W^{-1}(\tau)v_1(\tau)\tilde{f}(\tau)d\tau - \tilde{v}_1(t) \int_{-\infty}^t W^{-1}(\tau)v_1(\tau)\tilde{f}(\tau)d\tau \]

for \( t \in I_0 \) from where it is direct to verify that

\[ |u_1(t)| + |\partial_t u_1(t)| \leq c\|f\|_{W^0,\beta(\Sigma)}e^{2t} \quad t \in I_1. \]

(3.47)
3.4. Estimates for the transition region. In this subsection, we consider the interval $I_2 := (t_\sigma, T_0)$, where the potential $Q(t)$ has the properties that

$$0 < c_0 < Q(t) \leq c_1 \sigma, \quad \partial_t Q(t) > 0 \quad \text{in} \quad I_2, \quad \text{see e.g. (3.40).}$$

Observe also that

$$\text{length}(I_2) = T_0 - t_\sigma = \frac{1}{2} \log(\sigma) + O(1).$$

As in the previous subsection, we study the solutions of (3.39) in $I_2$. Let $v(t)$ solve (3.39) and consider the Lyapunov energy

$$H(t) := \frac{1}{Q(t)} \left( \frac{\partial_t v(t)}{2} \right)^2 + \frac{v^2(t)}{2}, \quad t \in I_2.$$ 

The functional $H(t)$ is differentiable with

$$\partial_t H(t) = - \frac{\partial_t Q(t)}{Q^2(t)} \left( \frac{\partial_t v(t)}{2} \right)^2 \leq 0 \quad \text{in} \quad I_2$$

and thus

$$0 \leq H(t) \leq H(t_\sigma) \leq c \left( |v(t_\sigma)|^2 + |\partial_t v(t_\sigma)|^2 \right) \quad \text{for} \quad t \in I_2.$$

We estimate for $t \in I_2$

$$|v(t)| \leq c \left( |v(t_\sigma)| + |\partial_t v(t_\sigma)| \right), \quad |\partial_t v(t)| \leq c \sqrt{\sigma} \left( |v(t_\sigma)| + |\partial_t v(t_\sigma)| \right). \quad (3.48)$$

Next, we proceed exactly in the same fashion as we did in the previous subsection, first by fixing two solutions $v_2(t)$ and $\tilde{v}_2(t)$ of (3.39) in $I_2$, satisfying the initial conditions

$$v_2(t_\sigma) = 1, \quad \partial_t v_2(t_\sigma) = 0$$

$$\tilde{v}_2(t_\sigma) = 0, \quad \partial_t \tilde{v}_2(t_\sigma) = 1$$

with Wronskian determinant $W(t) = 1$ in $I_2$.

Next, we set the variations of parameters formula

$$u_2(t) = u_1(t_\sigma) v_2(t) + \partial_t u_1(t_\sigma) \tilde{v}_2(t)$$

$$+ v_2(t) \int_{t_\sigma}^t \tilde{v}_2(\tau) \tilde{f}(\tau) d\tau - \tilde{v}_2(t) \int_{t_\sigma}^t v_2(\tau) \tilde{f}(\tau) d\tau$$

for $t \in I_2$.

Again, proceeding similarly as we did for estimate (3.47), we obtain

$$|u_2(t)| + |\partial_t u_2(t)| \leq c \sigma^{\frac{1}{2}} \log(\sigma) \|f\|_{L^2_{P_0,\nu}(\Sigma)} e^{2t} \quad t \in I_2. \quad (3.49)$$
3.5. Estimates for large $t$. Now we will study the behaviour of the solutions $v$, $\tilde{v}$ in the interval $(T_0, \infty)$. In this interval, we have $Q \geq 1$ and hence introduce the change of variables

$$\xi(t) = \int_{t_0}^t Q(\tau)^{\frac{1}{2}} d\tau, \quad \forall t \geq T_0.$$ 

Write

$$v(t) = Q(t)^{-\frac{1}{4}} w(\xi(t)) \quad \text{for} \quad t \geq T_0$$

and observe from (3.39) that $w$ must solve

$$\partial_\xi^2 w + (1 + V(\xi)) w = 0 \quad \text{in} \quad (0, \infty),$$

where

$$V(\xi) := -\frac{\partial_\xi^2 Q(t(\xi))}{4Q^2(t(\xi))} + \frac{5(\partial_\xi Q)^2(t(\xi))}{16Q^3(t(\xi))}.$$ 

Since $\partial_t Q$ and $\partial_\xi^2 Q$ are bounded in $[T_0, \infty)$, we find from (3.40) that $V \in L^1(0, \infty)$ and

$$\int_0^\infty |V(\xi)| d\xi = \int_{T_0}^\infty |V(\xi(t))|Q^{\frac{1}{2}}(t) dt$$

$$\leq \int_{T_0}^{t_1} cd\tau + \int_{t_1}^\infty \frac{c}{(\sigma + t)^{\frac{1}{2}}} dt$$

$$\leq K$$

Moreover, differentiating (3.50) and evaluating at $t = T_0$, we get

$$w(0) = Q(T_0)^{-\frac{1}{4}} v(T_0) \quad \text{and} \quad \partial_\xi w(0) = \frac{\partial_\xi Q(T_0)}{4Q(T_0)^{\frac{1}{2}}} v(T_0) - \frac{\partial_\xi v(T_0)}{Q(T_0)^{\frac{1}{2}}},$$

which together with (3.40) yield that

$$|w(0)| + |\partial_\xi w(0)| \leq C\sigma^{\frac{3}{4}} (|v(T_0)| + |\partial_\xi v(T_0)|). \quad (3.53)$$

The aim now is to estimate $w$ and $\partial_\xi w$ in the interval $(T_0, \infty)$. In order to do so, we multiply (3.51) by $\partial_\xi w$ to find that

$$\partial_\xi (\partial_\xi w)^2 + (w)^2 = -2V(\xi) w \partial_\xi w$$

and a direct integration yields that

$$\left( \partial_\xi w(\xi) \right)^2 + (w(\xi))^2 = \int_0^\xi -2V(z) w \partial_z w dz$$

$$\leq \int_0^\xi |V(z)| \left( (\partial_\xi w)^2 + (w)^2 \right) dz.$$ 

From the Gronwall inequality, (3.52) and (3.53),

$$|\partial_\xi w(\xi)| + |w(\xi)| \leq c(|w(0)| + |\partial_\xi w(0)|) \leq C\sigma^{\frac{3}{4}} (|v(T_0)| + |\partial_\xi v(T_0)|)$$

for any $\xi > 0$.

Going back to $v$ and $\partial_t v$,

$$|v(t)| + |\partial_t v(t)| \leq c\sigma^{\frac{3}{4}} Q(t)^{-\frac{1}{4}} (|v(T_0)| + |\partial_t v(T_0)|)$$

for any $t > T_0$. 
Now we proceed as in the previous subsections by selecting two solutions \(v_3(t)\) and \(\tilde{v}_3(t)\) of (3.36) in \(I_3\), with
\[
\begin{align*}
v_3(T_0) &= 1 & \partial_t v_3(T_0) &= 0 \\
\tilde{v}_3(T_0) &= 0 & \partial_t \tilde{v}_3(T_0) &= 1
\end{align*}
\]
with Wronskian determinant \(W(t) = 1\) in \(I_3\). Clearly, \(v_3(t)\) and \(\tilde{v}_3(t)\) satisfy the estimate (3.55).

The same argument applied to \(\tilde{v}\) yields for \(t > T_0\) that
\[
|\tilde{v}(t)| + |\partial_t \tilde{v}(t)| \leq c \sigma^\frac{1}{2} (|\tilde{v}(T_0)| + |\partial_t \tilde{v}(T_0)|) Q(t)^{-\frac{1}{2}}
\]
(3.56)

Next, we solve equation (3.36) in \(I_3\) setting the variations of parameters formula
\[
\begin{align*}
u_3(t) &= u_2(T_0)v_3(t) + \partial_t u_2(T_0)\tilde{v}_3(t) \\
&\quad + v_3(t) \int_{T_0}^t \tilde{v}_3(\tau)f(\tau)d\tau - \tilde{v}_3(t) \int_{T_0}^t v_3(\tau)f(\tau)d\tau
\end{align*}
\]
for \(t \in I_3\).

Now it is possible to conclude the proof of Proposition 3.1 exactly as in Subsection 3.8 in [3].

3.6. The proof of Theorem 1.3: a fixed point argument. In this section we find the solution \(h\) to system (1.6) by a fixed point argument. We look for a solution of the form \(h := v^l + q\), where \(l > 0\) is an integer, to be fixed later, \(v^l\) is the approximate solution constructed in Lemma 3.1 and \(q\) is a small correction.

With this assumption, a decoupling argument shows that system (1.6) is equivalent to system (3.31), as we proven in Subsection 3.2. Equivalently, we have to solve
\[
\tilde{q}_j = L_{\delta,j}^{-1} G_{\delta,j}(\tilde{q}),
\]
(3.57)
with respect to \(\tilde{q}\), where \(L_{\delta,j}^{-1}\) is the inverse of the operator
\[
L_{\delta,j} := \Delta_{\Sigma} + |A_{\Sigma}|^2 (1 + \sqrt{2}(\mu_j^0 + r_j)\psi)
\]
constructed in Proposition 3.1 and \(\tilde{q}\) is defined in subsection 3.2.

Let \(\sigma_0 > 0\) be as in Proposition 3.1 and let \(\sigma := |\log \delta|\) with \(\sigma > \sigma_0\).

By Lemma 3.1, we have
\[
\|E_{\delta,j}(v')\|_{\tilde{D}_{\rho_{\beta}^{-\frac{1}{2}}}^2(\Sigma)} \leq C_l \sigma^{-\frac{l-1}{4}},
\]
(3.58)
thus, it is possible to find the solution \(\tilde{q} = (\tilde{q}_1, \ldots, \tilde{q}_{k-1})\) applying the contraction mapping Theorem in the ball
\[
B := \{\tilde{q} \in (D_{\rho_{\beta}^{-\frac{1}{2}}(\Sigma)})^{k-1} : \|\tilde{q}_j\|_{\tilde{D}_{\rho_{\beta}^{-\frac{1}{2}}}(\Sigma)} < \Lambda \sigma^{-\frac{l-1}{2}}, 1 \leq j \leq k-1\}
\]
provided \(\Lambda > 0\) is large enough and \(l\) is so large that \(L_{\delta,j}^{-1} G_{\delta,j}(\tilde{q}) \in B\). It is possible to prove that this condition is satisfied provided \(l > 7\). We refer to Subsections 3.8 and 3.9 of [1] for further details.

4. The proof of Theorem 1.1: Construction and energy estimate

In this section we fix \(m, n \geq 2\) with \(m+n \geq 8\) we prove Theorem 1.1, finding a solution \(u_\epsilon\) to (1.1) whose zero level set is the disjoint union of \(k\) normal graphs over a dilated version of \(\Sigma := \Sigma_{m,n}\).

Property iv. in 1.1 is proven in Section 5.
4.1. Fermi coordinates. Let $\varepsilon > 0$ be a fixed scaling parameter and consider the dilated surface $\Sigma_\varepsilon := \varepsilon^{-1}\Sigma$. Observe first that for any $p \in \Sigma_\varepsilon$, there exists a unique
g such that
defines a diffeomorphism onto the tubular neighbourhood

$$
\nu_\Sigma(p) := \nu_\Sigma(\varepsilon p)
$$
is a diffeomorphism onto the dilated neighbourhood

$$
N_\varepsilon := \left\{ p + \varepsilon \nu_\Sigma(p) : p \in \Sigma_\varepsilon, \ |z| < \frac{\delta_0}{\varepsilon} + \eta_0|s(p)| \right\},
$$
provided $\delta_0 > 0$ is small enough and $0 < \eta_0 < \frac{1}{2\sqrt{N-1}} \min(\sqrt{m-1}, \sqrt{n-1})$. The new coordinates defined by this diffeomorphism are known as the Fermi coordinates of $\Sigma_\varepsilon$.

Fix $\alpha \in (0, \frac{1}{4})$ and consider $k O(m) \times O(n)$-invariant functions $h_1, \ldots, h_k : \Sigma \to \mathbb{R}$ with $h_i(p) = h_i(s(p))$ for $p \in \Sigma$, $1 \leq l \leq k$ and such that

$$
\frac{1}{\sqrt{2}} \left( l - \frac{3}{2} - \alpha \right) \left( \log(s^2 + 2) + 2|\log \varepsilon| \right) < h_i(s) < \frac{1}{\sqrt{2}} \left( l - \frac{3}{2} + \alpha \right) \left( \log(s^2 + 2) + 2|\log \varepsilon| \right)
$$
for $s \in \mathbb{R}$. Assume also that $h_i(p) = h_i(s)$ is even in the variable $s \in \mathbb{R}$ and $C^2(\Sigma)$.

For $l = 1, \ldots, k$, the mapping

$$
X_{\varepsilon,h_i}(p,t) := p + (t + h_i(\varepsilon p))\nu_\Sigma(\varepsilon p)
$$
defines a diffeomorphism onto the tubular neighbourhood

$$
N_{l,\varepsilon} := \left\{ X_{\varepsilon,h_i}(p,t) : |t| < \frac{1}{4\sqrt{2}} \left( \log(s(\varepsilon p)^2 + 2) + 2|\log \varepsilon| \right) \right\}.
$$

Introducing the change of variables

$$
z = \varepsilon(t + h_i(\varepsilon p)) \quad \text{for} \quad (p,t) \in X_{\varepsilon,h_i}(N_{l,\varepsilon}),
$$
the euclidean Laplacian can be computed in the set $N_{l,\varepsilon}$ in the coordinates $X_{\varepsilon,h_i}(p,t)$.

Given a metric $g_{ij}$ on $\Sigma$, with inverse $g^{ij}$, through the Fermi coordinates we have a metric $G_{ij}$ on $N := N_1$ given by

$$
G_{ij} = g_{ij} - 2A_{ij}z + z^2 \partial_i \nu_\Sigma \cdot \partial_j \nu_\Sigma \quad \text{for} \quad i, j = 1, \ldots, N,
$$

$$
G_{iz} = G_{zj} = 0 \quad \text{for} \quad i = 1, \ldots, N, \quad G_{zz} = 1,
$$
with inverse $G^{ij}$. We denote the mean curvature and the Laplace-Beltrami operator of the normally translated hypersurface

$$
\Sigma_z := \{ p + \varepsilon \nu_\Sigma(p) : p \in \Sigma \}$$
by $H_{\Sigma_{z}}$ and $\Delta_{\Sigma_{z}}$ respectively. Then we introduce the notations

$$Q(p, z) := H_{\Sigma_{z}} - |A_{\Sigma}|^2 z$$

and

$$a^{ij}(p, z) := G^{ij} - g^{ij}$$

$$b^j(p, z) := \partial_i G^{ij}(p, z) + \partial_i (\log \sqrt{\det G(p, z)}) G^{ij}(p, z) - \partial_i g^{ij}(p) - \partial_i (\log \sqrt{\det g}) g^{ij}(p).$$

(4.4)

so that

$$a^{ij}\partial_{ij} + b^{j}\partial_{j} = \Delta_{\Sigma_{z}} - \Delta_{\Sigma}.$$  

**Lemma 4.1.** In the neighbourhood $N_{t, \varepsilon}$, the Laplacian in the $(p, t)$ coordinates is given by

$$\Delta = \Delta_{\Sigma_{z}} + \partial^{2} - \varepsilon^{2}(\Delta_{\Sigma} h_{l} + |A_{\Sigma}|^{2} h_{l}) \partial_{t} - \varepsilon^{2} t^{-1} A_{\Sigma}^{2} \partial_{t} - 2\varepsilon \nabla_{\Sigma} h_{l} \cdot \partial_{t} \nabla_{\Sigma} + \varepsilon^{2} |\nabla_{\Sigma} h_{l}|^{2} \partial_{t}^{2}$$

$$- \varepsilon Q \partial_{t} + (a^{ij} \partial_{ij} + \varepsilon b^{j} \partial_{j}) - \varepsilon^{2}(a^{ij} \partial_{ij} h_{l} + b^{j} \partial_{j} h_{l}) \partial_{t} - 2\varepsilon a^{ij} \partial_{i} h_{l} \partial_{j} + \varepsilon^{2} a^{ij} \partial_{i} h_{l} \partial_{j} \partial_{t}^{2},$$

(4.5)

where $|A_{\Sigma}|^{2}$, $h_{l}$ and its derivatives are evaluated at $\varepsilon p$, while $Q$, $a^{ij}$ and $b^{j}$ are evaluated at $(\varepsilon p, \varepsilon(t + h_{l}(\varepsilon p)))$.

Since we are interested in $O(m) \times O(n)$ invariant functions, we write the Laplacian in the $(s, t)$ variables, that is

$$\Delta_{z} = \Delta_{\Sigma_{z}} + \partial^{2} - \varepsilon^{2}(\Delta_{\Sigma} h_{l} + |A_{\Sigma}|^{2} h_{l}) \partial_{t} - \varepsilon^{2} t^{-1} A_{\Sigma}^{2} \partial_{t} - 2\varepsilon \nabla_{\Sigma} h_{l} \cdot \partial_{t} \nabla_{\Sigma} + \varepsilon^{2} |\nabla_{\Sigma} h_{l}|^{2} \partial_{t}^{2}$$

$$+ \varepsilon^{2}(h_{l})^{2} \partial_{t}^{2} - \varepsilon Q \partial_{t} + a^{ij} \partial_{ij} + \varepsilon b^{j} \partial_{j} - \varepsilon^{2}(a h_{l}'' + b h_{l}') \partial_{t} - 2\varepsilon a h_{l} \partial_{x} + \varepsilon^{2} a(h_{l})^{2} \partial_{t}^{2},$$

(4.6)

where

$$\Delta_{\Sigma}, h_{l} + |A_{\Sigma}|^{2} h_{l} = h_{l}'' + \varepsilon \alpha(\varepsilon s) h_{l}'' + \beta(\varepsilon s) h_{l}$$

$\beta, h_{l}$ and its derivatives are evaluated at $\varepsilon s$, while $Q$, $a^{ij}$ and $b^{j}$ are evaluated at $(\varepsilon s, \varepsilon(t + h_{l}(\varepsilon s)))$ and fulfil

$$|Q(\varepsilon s, \varepsilon(t + h_{l}(\varepsilon s)))| \leq C \frac{\varepsilon^{2}(t + h_{l}(\varepsilon s))^{2}}{(1 + |\varepsilon s|)^{3}}$$

$$|a(\varepsilon s, \varepsilon(t + h_{l}(\varepsilon s)))| \leq C \frac{\varepsilon(t + h_{l}(\varepsilon s))}{1 + |\varepsilon s|}$$

$$|b(\varepsilon s, \varepsilon(t + h_{l}(\varepsilon s)))| \leq C \frac{\varepsilon(t + h_{l}(\varepsilon s))}{(1 + |\varepsilon s|)^{2}}.$$  

(4.7)

For the proof of Lemma 4.1 and the estimates (4.7) see Section 4.1 of [1].

**4.2. Approximate solution to the Allen-Cahn equation 1.1.** In this subsection we describe the approximate solution to the Allen-Cahn equation (1.1). In order to do so, first we fix $k O(m) \times O(n)$ invariant $C^{2}$ functions $h_{1}, \ldots, h_{k}: \Sigma \to \mathbb{R}$ such that the corresponding functions $h_{j}(s(p)) := h_{j}(p)$ fulfil (4.4) and

$$|h''_{j}(s)| \leq \frac{c}{|s| + 1}, \quad |h''_{j}(s)| \leq \frac{c}{(|s| + 1)^{2}}, \quad 1 \leq j \leq k, \quad s \in \mathbb{R}.$$

(4.8)

Then, using the Fermi coordinates $(p, z)$ of $\Sigma_{z}$ we set

$$U_{0}(p, z) = \sum_{j=1}^{k} w_{j}(z - h_{j}(\varepsilon p)) + \frac{(-1)^{k-1} - 1}{2}, \quad w_{j}(t) := (-1)^{j-1} v_{s}(t),$$

(4.9)
Then we define $v_*(t) := \tanh(t/\sqrt{2})$. Set also
\[ S(u) = \Delta u + F(u), \quad F(u) = u(1 - u^2) \]
and let us now compute the error $S(U_0)$ near the normal graphs of the functions $p \mapsto h_1(\varepsilon p)$ over $\Sigma_\varepsilon$.

**Lemma 4.2.** For $1 \leq l \leq k$ and for any $(p, t) \in X_{\varepsilon,h_1}(N_\varepsilon)$,
\[
(-1)^{l-1}S(U_0) = -\varepsilon^2(\Delta_{\varepsilon} h_l + |A_{\varepsilon}|^2 h_l)v'_* - \varepsilon^2|A_{\varepsilon}|^2 tv'_* + \varepsilon^2|\nabla_{\varepsilon} h_l|^2 v''_* + 6(1 - v^2_*)(e^{-\sqrt{2}t}e^{-\sqrt{2}(h_l - h_{l-1})} - e^{\sqrt{2}t}e^{-\sqrt{2}(h_{l+1} - h_l)}) + R_\varepsilon(h_1, \ldots, h_k),
\]
where $R_\varepsilon(h_1, \ldots, h_k)$ is such that
\[
|R_\varepsilon(h_1, \ldots, h_k)| \leq C\varepsilon^{2+\gamma}(s(\varepsilon p)^2 + 2)^{-\frac{3+\gamma}{2}}e^{-\rho|t|} \quad \text{in} \quad X_{\varepsilon,h_1}^{-1}(N_\varepsilon)
\]
for some $\gamma \in (0, \frac{1}{2})$ and $\rho \in (0, \sqrt{2})$.

Now we improve the approximation, that is we look for a better approximate solution in such a way that the term of order $\varepsilon^2$ in the error is cancelled. In order to do so we write
\[
6(1 - v^2_*)e^{-\sqrt{2}t} = a_*v'_* + g_0(t) \quad \text{with} \quad \int g_0(t)v'_*(t)dt = 0
\]
and, also using
\[
\int g_0(t)v'_*(t)dt = \int \frac{t(v'_*(t))^2dt = 0.}
\]
we solve the ODEs
\[
\psi'' + (1 - 3v^2_*)\psi_0 = g_0, \quad \psi'' + (1 - 3v^2_*)\psi_1 = -v'_*, \quad \psi'_2 + (1 - 3v^2_*)\psi_2 = tv'_* \quad \text{in} \quad \mathbb{R}.
\]
under the orthogonality condition
\[
\int \psi_i v'_* = 0 \quad 0 \leq l \leq 2.
\]
Then we define $\eta_j : \Sigma_\varepsilon \times \mathbb{R} \to \mathbb{R}$ by the formula
\[
(-1)^{l-1}\eta_j(p, z) := -e^{-\sqrt{2}(h_j(\varepsilon p) - h_{j-1}(\varepsilon p))}\psi_0(h_j(\varepsilon p) - z) + e^{-\sqrt{2}(h_{j+1}(\varepsilon p) - h_j(\varepsilon p))}\psi_0(z - h_j(\varepsilon p)) + \varepsilon^2|\nabla_{\varepsilon} h_j(\varepsilon p)|^2\psi_1(z - h_j(\varepsilon p)) + \varepsilon^2|A_{\varepsilon}(\varepsilon p)|^2\psi_2(z - h_j(\varepsilon p))
\]
and we consider the approximation
\[
U_1(p, z) := U_0(p, z) + \eta(p, z), \quad \eta(p, z) := \sum_{j=1}^k \eta_j(p, z).
\]

**Lemma 4.3.** Assume the hypothesis in Lemma (4.10). The error $S(U_1)$ in $X_{\varepsilon,h_1}^{-1}(N_\varepsilon)$ is given by
\[
(-1)^{l-1}S(U_1) = -\varepsilon^2(\Delta_{\varepsilon} h_l + |A_{\varepsilon}|^2 h_l)v'_* + a_*(e^{-\sqrt{2}(h_l - h_{l-1})} - e^{-\sqrt{2}(h_{l+1} - h_l)})v'_* + R_\varepsilon(h_1, \ldots, h_k),
\]
with
\[
|R_\varepsilon(h_1, \ldots, h_k)| \leq C\varepsilon^{2+\gamma}(s(\varepsilon p)^2 + 2)^{-\frac{3+\gamma}{2}}e^{-\rho|t|}.
\]
4.3. **A gluing procedure.** In this subsection we define a global approximation and we reduce the Allen-Cahn equation (1.1) to a system of \(k+1\) equation, through a gluing argument. Throughout the section, we will use the notations of Subsection 5.1 of [1].

For the reader’s convenience, we recall that we took a cutoff function \(\chi \in C^\infty(\mathbb{R})\) such that \(0 \leq \chi \leq 1\) and

\[
\chi(t) = \begin{cases} 1 & t \leq 1 \\ 0 & t \geq 2 \end{cases}
\]

and, for \((p, z) \in \Sigma_\varepsilon \times \mathbb{R}\), we set

\[
\zeta(p, z) := \chi\left(|z| - \frac{4}{\sqrt{2}}(\log(s(\varepsilon p)^2 + 2) + 2|\log \varepsilon|) + 2\right).
\]

Composing with the inverse of \(X_\varepsilon\), we have the cutoff function

\[
\tilde{\zeta}(\xi) := \begin{cases} \zeta \circ X_\varepsilon^{-1}(\xi), & \text{for } \xi \in \mathcal{N}_\varepsilon \\ 0, & \text{otherwise.} \end{cases}
\]  

(4.17)

defined in natural Euclidean coordinates. Using this function, we set

\[
\tilde{U}_1(\xi) := \begin{cases} U_1 \circ X_\varepsilon^{-1}(\xi), & \text{for } \xi \in \mathcal{N}_\varepsilon \\ 0, & \text{otherwise.} \end{cases}
\]  

(4.18)

Moreover, we introduce a function

\[
\mathbb{H}(\xi) := \begin{cases} -1 & \text{in } E^- \\ (-1)^{k-1} & \text{in } E^+ \end{cases}
\]

and we choose

\[
w := \tilde{\zeta}\tilde{U}_1 + \mathbb{H}(1 - \tilde{\zeta})
\]

as a global approximation. The idea is that \(w\) is constant far from the surface, and oscillates \(k\) times in a neighbourhood of \(\Sigma\) which is logarithmically opening as \(\varepsilon \to 0\) and \(|\xi| \to \infty\).

For \(1 \leq l \leq k\) and a function \(u: \Sigma_\varepsilon \times \mathbb{R} \to \mathbb{R}\), we define its **pull back** by

\[
u_l^u(\xi) := \begin{cases} u \circ X_\varepsilon^{-1}(\xi), & \text{for } \xi \in \mathcal{N}_\varepsilon,l \subset \mathbb{R}^{N+1} \\ 0, & \text{otherwise.} \end{cases}
\]  

(4.19)

On the other hand, given any \(O(m) \times O(n)\)-invariant function \(v: \mathbb{R}^{N+1} \to \mathbb{R}\), we define for \(1 \leq l \leq k\) and \((p, t) \in \Sigma_\varepsilon \times \mathbb{R}\), the **push forward**

\[
u_l^v(p, t) := \begin{cases} v \circ X_{\varepsilon, hl}(p, t), & \text{if } (p, t) \in X_\varepsilon^{-1}(\mathcal{N}_\varepsilon,l) \\ 0, & \text{otherwise.} \end{cases}
\]  

(4.20)

For any integer \(i \geq 1\) and \((p, t) \in \Sigma_\varepsilon \times \mathbb{R}\), we set

\[
\chi_i(p, t) := \chi\left(|t| - \frac{1}{4\sqrt{2}}(\log(s(\varepsilon p)^2 + 2) + 2|\log \varepsilon|) + i\right)
\]  

(4.21)

We look for a solution to (1.1) of the form

\[
u = w + \varphi, \quad \varphi = \sum_{l=1}^{k} \chi_i \varphi_l + \psi,
\]
so that, arguing exactly as in [1], it is possible to see that the Allen-Cahn equation 1.1 is equivalent to the system given by

\[
\Delta \psi + \left( 2 - (1 - \sum_{j=1}^{k} \chi_{4,j}^2)(F'(w) + 2) \right) \psi + \left( 1 - \sum_{j=1}^{k} \chi_{4,j}^2 \right) S(w) \\
+ \sum_{j=1}^{k} 2\nabla \chi_{3,j} \cdot \nabla \varphi_j + \Delta \chi_{3,j} \varphi_j + (1 - \chi_{4,j})Q_w \left( \psi + \sum_{i=1}^{k} \chi_{3,i} \varphi_i \right) = 0 \quad \text{in} \quad \mathbb{R}^{N+1}
\]  

(4.22)

and

\[
\Delta \Sigma \psi_{\beta,j} + \partial_t^2 \psi_{\beta,j} + F'(v_\beta) \psi_{\beta,j} + \chi_4 S(w_{\beta,j}) + \chi_4 Q_{w_{\beta,j}}(\psi_{\beta,j} + w_{\beta,j}) + \chi_4 (F'(w_{\beta,j}) + 2 \psi_{\beta,j}) \\
+ \chi_2 (\Delta N_{i,e} - \partial_t^2 - \Delta \Sigma) \psi_{\beta,j} + \left( F'(w_{\beta,j}) - F'(v_\beta) \right) \chi_2 \psi_{\beta,j} = 0 \quad \text{in} \quad \Sigma \times \mathbb{R}, \quad 1 \leq j \leq k,
\]

(4.23)

whose unknowns are the functions \( \psi_{\beta,j} : \Sigma \times \mathbb{R} \to \mathbb{R} \), \( 1 \leq j \leq k \), which play the role of corrections close to the nodal set, the functions \( h_j : \Sigma \to \mathbb{R} \), used in the definition of the approximate solution \( w \), and \( \psi : \mathbb{R}^{N+1} \to \mathbb{R} \), which is the correction far from the nodal set.

First we find a solution \( \psi = \psi(\phi_1, \ldots, \phi_k, h_1, \ldots, h_k) \) to (4.22), for any given \( \phi_1, \ldots, \phi_k \) and \( h_1, \ldots, h_k \), then we plug it into system 4.23 and we solve it through an infinite dimensional Lyapunov-Schmidt reduction.

4.4. The correction far from \( \Sigma \). Arguing exactly as in Lemma 5.1 of [1], we can see that

\[
\left| \left( 1 - \sum_{l=1}^{2} \chi_{4,l}^2 \right) S(w) \right| \leq C \varepsilon^{2+\gamma} (|\varepsilon|^{2} + 2)^{-\frac{2+\gamma}{2}}, \quad \forall \xi \in \mathbb{R}^{N+1}.
\]  

(4.24)

therefore we can use the same function spaces introduced in [3]. For the reader’s convenience, we recall their definition here.

For \( \beta \in (0, 1) \), \( \mu > 0 \) and functions \( g \in C^{0,\beta}_{\text{loc}}(\mathbb{R}^{N+1}) \), we introduce the norm

\[
\|g\|_{\infty, \mu} := ||(|\varepsilon|^{2} + 2)^{\frac{\mu}{2}} g||_{L^{\infty}(\mathbb{R}^{N+1})}.
\]

Moreover, we say that \( g \in Y^{\varepsilon,\beta}_{\mu} \) if it is \( O(m) \times O(n) \)-invariant and the norm

\[
\|g\|_{Y^{\varepsilon,\beta}_{\mu}} := \sup_{\xi \in \mathbb{R}^{N+1}} (2 + |\varepsilon|^{2})^{\frac{\mu}{2}} \|g\|_{C^{0,\beta}(B_1(\xi))}
\]  

(4.25)

is finite.

We also say that a function \( \psi \in C^{2,\beta}_{\text{loc}}(\mathbb{R}^{N+1}) \) is in \( X^{\varepsilon,\beta}_{\mu} \) if it is \( O(m) \times O(n) \)-invariant and the norm

\[
\|\psi\|_{X^{\varepsilon,\beta}_{\mu}} := \sup_{\xi \in \mathbb{R}^{N+1}} (2 + |\varepsilon|^{2})^{\frac{\mu}{2}} \|D^2 \psi\|_{C^{0,\beta}(B_1(\xi))} + \|\nabla \psi\|_{\infty, 2+\mu} + \|\psi\|_{\infty, 2+\mu}
\]  

(4.26)

is finite.

Given \( \beta \in (0, 1) \), \( \rho \in (0, \sqrt{2}) \), \( \mu > 0 \) and a function \( f \in C^{0,\beta}_{\text{loc}}(\Sigma \times \mathbb{R}) \), we define the norm

\[
\|f\|_{\infty, \mu, \rho} := ||(s(\varepsilon \rho)^2 + 2)^{\frac{\mu}{2}} \cosh(t)^{\rho} f||_{L^{\infty}(\Sigma \times \mathbb{R})}.
\]  

(4.27)

Furthermore, we say that \( f \in Y^{\varepsilon,\beta}_{\mu, \rho} \) if it is \( O(m) \times O(n) \)-invariant and

\[
\|f\|_{Y^{\varepsilon,\beta}_{\mu, \rho}} := \sup_{p \in \Sigma, t \in \mathbb{R}} (s(\varepsilon \rho)^2 + 2)^{\frac{\mu}{2}} \cosh(t)^{\rho} \|f\|_{C^{0,\beta}(I_{p,t})}, \quad I_{p,t} := B_1(p) \times (t, t + 1)
\]  

(4.28)
is finite. Moreover, for $O(m) \times O(n)$-invariant functions $\phi \in C^{2,\beta}_{loc}(\Sigma \times \mathbb{R})$, we say that $\phi \in X^{2,\beta}_{\mu,\rho}$ if

$$
\|\phi\|_{X^{2,\beta}_{\mu,\rho}} := \sup_{p \in \Sigma, \epsilon \in \mathbb{R}} (s(\epsilon p)^2 + 2) \frac{1}{\epsilon^2} \cosh(t)^{\rho} \|D^2\phi\|_{C^{0,\beta}(I_{\mu,\rho})} + \|\nabla \phi\|_{C^{1,\beta}(I_{\mu,\rho})} + \|\phi\|_{C^{2,\beta}(I_{\mu,\rho})} 
$$

is finite.

We make the assumption that $h := (h_1, \ldots, h_k) : \Sigma \to \mathbb{R}$ is of the form

$$
h := v + q \quad q := B^{-1} \hat{q} \tag{4.30}
$$

where $v := (v_1, \ldots, v_k)$ is the solution to the Jacobi-Toda system found in Theorem 1.3, the $k \times k$ matrix $B$ is defined in 3.25 and we take $\hat{q} := (\hat{q}_1, \ldots, \hat{q}_k)$ such that $\hat{q}_j \in D^{2,\beta}_{\mu,\frac{1}{2}}(\Sigma)$ for $1 \leq j \leq k - 1$ and $\hat{q}_k \in C^{2,\beta}_{\infty,\mu}(\Sigma)$.

**Proposition 4.1.** Let $\beta \in (0, \frac{1}{2})$, $\rho > 0$ and let $\Lambda_0, \Lambda_1 > 0$ be fixed constants. Let also $h$ be of the form (4.30), with $\hat{q}_k \in C^{2,\beta}_{\infty,\mu}(\Sigma)$, $q_j \in D^{2,\beta}_{\mu,\frac{1}{2}}(\Sigma)$, $1 \leq j \leq k - 1$ such that

$$
\|\hat{q}_k\|_{C^{2,\beta}_{\mu,\rho}(\Sigma)} < \Lambda_0 \varepsilon^{\mu}, \quad \|q_j\|_{D^{2,\beta}_{\mu,\frac{1}{2}}(\Sigma)} < \Lambda_0 \varepsilon^{\mu}, \quad 1 \leq j \leq k - 1.
$$

Let $\phi := (\phi_1, \ldots, \phi_k) \in X^{2,\beta}_{\mu,\rho}$ be such that

$$
\|\phi_j\|_{X^{2,\beta}_{\mu,\rho}} < \Lambda_1 \varepsilon^{2+\mu}, \quad 1 \leq j \leq k.
$$

Then there exists a unique solution $\psi := \psi(\phi, h) \in X^{3,\beta}_{\mu,\rho}$ to equation (4.22) satisfying

$$
\|\psi(\phi, h)\|_{X^{3,\beta}_{\mu,\rho}} \leq \Lambda_2 \varepsilon^{2+\mu},
$$

$$
\|\psi(\phi^1, h) - \psi(\phi^2, h)\|_{X^{3,\beta}_{\mu,\rho}} \leq \varepsilon \varepsilon^{2+\mu} \sum_{j=1}^k \|\phi_j^1 - \phi_j^2\|_{X^{2,\beta}_{\mu,\rho}(\Sigma)}
$$

$$
\|\psi(\phi, h^1) - \psi(\phi, h^2)\|_{X^{3,\beta}_{\mu,\rho}} \leq \varepsilon \varepsilon^{2+\mu} \left( \|\hat{q}_k - \hat{q}_k\|_{C^{2,\beta}_{\infty,\mu}(\Sigma)} + \sum_{j=1}^{k-1} \|q_j - \hat{q}_j\|_{D^{2,\beta}_{\mu,\frac{1}{2}}(\Sigma)} \right),
$$

for some $c$, $\Lambda_2 > 0$.

For a proof, see Proposition 5.1 of [1].

4.5. The Lyapunov-Schmidt reduction. In this section we solve system (4.23). We fix $h$ as in (4.30) and we set

$$
Q_w(\varphi) := F(w + \varphi) - F(w) - F'(w)\varphi,
$$

$$
N^1_\varepsilon(\psi, \phi_1, \ldots, \phi_k, h_1, \ldots, h_k) := \chi_4 Q_w^1(\phi_1 + \psi_1^1) + \chi_4(F'(w_1^1) + 2)\psi_1^1 + \chi_2(\Delta_{N_\varepsilon} - \Delta_\Sigma)\phi_1 + (F'(w_1^1) - F'(v_\star))\chi_2 \phi_1,
$$

$$
P^2(\psi, \phi_1, \ldots, \phi_k, h_1, \ldots, h_k)(p) := \int_{\mathbb{R}} \left( \chi_4 S(w_2^1) + N^1_\varepsilon(\psi, \phi_1, \ldots, \phi_k, h_1, \ldots, h_k) \right) v_\star(t) dt \quad \text{for } p \in \Sigma_\varepsilon.
$$

(4.31)
first we find a solution \( \phi := (\phi_1, \ldots, \phi_k) : \Sigma_c \times \mathbb{R} \to \mathbb{R} \) to the system
\[
\Delta_{\Sigma_c} \phi_l + \partial_t^2 \phi_l + F'(\phi_l) \phi_l = -\chi_\delta S(w^p_l) - N^1_l(\phi_1, \ldots, \phi_k, h_1, \ldots, h_k) + P^1_l(\phi, \phi_1, \ldots, \phi_k, h_1, \ldots, h_k)(p)v'_l,
\]
\[
\int_{\mathbb{R}} \phi_l(p, t)v'_l(t)dt = 0, \quad \forall p \in \Sigma_c, \quad 1 \leq l \leq k
\]
where \( \psi = \psi(\phi, h) \) is the solution found above, then we look for \( h := (h_1, \ldots, h_k) \) such that
\[
P^1_l(\psi, \phi_1, \ldots, \phi_k, h_1, \ldots, h_k) = 0, \quad 1 \leq l \leq k,
\]
System (4.32) is known as the auxiliary equation, while system (4.33) is known as the bifurcation equation.

**Proposition 4.2.** Let \( \beta \in (0, \frac{1}{2}) \), \( \rho > 0 \) be given and let \( h_1, \ldots, h_k \) be of the form (4.30), with \( \tilde{q}_k \in C^{2,\beta}_{\infty, \mu}(\Sigma), \tilde{q}_j \in D^{2,\beta}_{\mu, T}(\Sigma), \) \( 1 \leq j \leq k - 1 \) such that
\[
\|\tilde{q}_k\|_{C^{2,\beta}_{\infty, \mu}(\Sigma)} < \Lambda_0 \varepsilon^\mu, \quad \|\tilde{q}_j\|_{D^{2,\beta}_{\mu, T}(\Sigma)} < \Lambda_0 \varepsilon^\mu, \quad 1 \leq j \leq k - 1
\]
with \( \Lambda_0 > 0 \) fixed. Then there exists a unique solution \( \phi = \phi(h) \in (X^{1,\beta}_{\mu, \rho})^k \) satisfying
\[
\|\phi_j(h)\|_{X^{2,\beta}_{\mu, \rho}} \leq \Lambda_1 \varepsilon^{2+\mu}, \quad \forall 1 \leq j \leq k,
\]
\[
\|\phi_j(h^1) - \phi_j(h^2)\|_{X^{2,\beta}_{\mu, \rho}} \leq c \varepsilon^{2+\mu}(\|\tilde{q}_k - \tilde{q}_j\|_{C^{2,\beta}_{\infty, \mu}(\Sigma)} + \sum_{i=1}^{k-1} \|\tilde{q}_i - \tilde{q}_j\|_{D^{2,\beta}_{\mu, T}(\Sigma)}), \quad 1 \leq j \leq k - 1
\]
for some \( c, \Lambda_1 > 0 \).

For a proof, see Proposition 5.3 of [1].

Now we consider the bifurcation equation (4.33). Computing \( P^1_l(\psi, \phi_1, \ldots, \phi_k, h_1, \ldots, h_k) \) explicitly, through the expansion of the Laplacian given by (4.6), it is possible to see that the bifurcation equation 4.33 is equivalent to the Jacobi-Toda type system (\( \delta = \varepsilon^2 \) in system (1.6))
\[
\varepsilon^2(\Delta_{\Sigma_c} h_j + |A_{\Sigma_c}|^2 h_j) - a_*(e^{-\sqrt{2}(h_j - h_{j+1})} - e^{-\sqrt{2}(h_{j+1} - h_j)}) = \varepsilon^2 f_j(p, h_1, \ldots, h_k)
\]
in \( \Sigma, 1 \leq j \leq k \)
(4.35)
with \( f_j \) fulfilling
\[
|f_j(p, h_1, \ldots, h_k)| \leq c \varepsilon^\mu (s(p)^2 + 2)^{2+\mu} \quad \text{for } p \in \Sigma, \quad 1 \leq j \leq k,
\]
where \( \mu = \min\{\gamma, \tilde{\gamma}\} > 0 \) with \( \gamma \) and \( \tilde{\gamma} \) begin the constants in Lemma 4.2 and relation (4.24) and
\[
a_* = \|v'_*\|_{L_2(\mathbb{R})} \int_{\mathbb{R}} 6(1 - v_*^4) e^{-\sqrt{2} t} v'_*(t) dt > 0
\]
is the constant in (4.12).

Arguing as in Section 3.2, setting \( q^j := (q_1, \ldots, q_{k-1}) \), it is possible to rewrite (4.35) as
\[
\begin{align*}
J_{\Sigma_c} q^j + a_* \sqrt{2} A q^j &= \hat{F}_{x^j}(\cdot, B^{-1}(q^j, \tilde{q}_k)) + f_j(p, v + B^{-1}(q^j, \tilde{q}_k)) \quad 1 \leq j \leq k - 1 \\
J_{\Sigma_c} \tilde{q}_k &= \hat{f}_k(p, v + B^{-1}(q^j, \tilde{q}_k))
\end{align*}
\]
where \( \hat{f}(\cdot, q) := B f(\cdot, q) \), the \( (k - 1) \times (k - 1) \) matrix \( A \) is defined in (3.27) and \( \hat{F}_{x^j} \) is defined in (3.24) and \( \hat{F}_{x^2} = BF_{x^2} \). Arguing as in Section 3.2, we observe that \( A \) is similar to a diagonal
matrix $M$ with positive eigenvalues, namely $A = VMV^{-1}$, so that (4.37) can be rewritten in terms of $(\hat{q}, \hat{q}_k) := (Vq^k, \hat{q}_k)$ as
\[
\Delta \hat{q}_j + |A\Sigma|^2(1 + \sqrt{2}(\mu_j + x_j))\hat{q}_j = \mathcal{G}_{\Sigma,j}(\hat{q}) + V^{-1}\hat{f}_j(p, v + B^{-1}(V^{-1}\hat{q}, \hat{q}_k)) \quad 1 \leq j \leq k - 1
\]
\[
J_\Sigma \hat{q}_k = \hat{f}_k(p, v + B^{-1}(V^{-1}\hat{q}, \hat{q}_k)),
\]
where $\mathcal{G}_{\Sigma,j}$ is defined in (3.32). Arguing exactly as in Section 6 of \[\hat{\Sigma}\], it is possible to solve system (4.38) in a ball
\[
B_{\lambda_0} := \{(\hat{q}, \hat{q}_k) \in (D^{2,\beta}_{\mu,\frac{1}{2}}(\Sigma))^k \times C^{2,\beta}_{\infty,\mu}(\Sigma) : \|\hat{q}_j\|_{D^{2,\beta}_{\mu,\frac{1}{2}}(\Sigma)} < \lambda_0 \varepsilon^\mu, 1 \leq j \leq k - 1, \|\hat{q}_k\|_{C^{2,\beta}_{\infty,\mu}(\Sigma)} < \lambda_0 \varepsilon^\mu, \}
\]
provided $\lambda_0 > 0$ is large enough. This concludes the construction of a family of solutions to (1.1) satisfying Properties (1.1) and (1.1) of Theorem (1.1). Property (1.1) of Theorem 1.1 follows arguing exactly as in Section 6 of [1].

5. The Morse Index

Recall that $\sigma := |\ln(\varepsilon^2)|$, for $\varepsilon > 0$ small. In order to prove that the Morse index is infinite for any $\varepsilon \in (0, \varepsilon_0)$, it is enough to prove the existence of an infinite dimensional space $X$ of compactly supported functions such that the quadratic form
\[
\mathcal{Q}_\sigma(\phi) = \int_\Sigma |\nabla \phi|^2 - |A\Sigma|^2(1 + \sigma)\phi^2
\]
satisfies
\[
\mathcal{Q}_\sigma(\phi) < -\int_\Sigma |A\Sigma|^2\phi^2 \quad \forall \phi \in X.
\]
In order to do so, we first consider the eigenvalue problem for the cone, which reads
\[
-\phi_{rr} - \frac{N-1}{r}\phi_r - \frac{N-1}{r^2}\phi = \lambda \frac{N-1}{r^2}\phi
\]
Introducing the change of variables $r = e^t$ and writing $\phi(r) = v(t)$, equation (5.3) reads
\[
v_{tt} + (N-2)v_t + (N-1)(1+\lambda)v = 0.
\]
We look for solutions of the form $v(t) = e^{\gamma t}$. A direct calculation shows that $v(t)$ is a solution if and only if
\[
\gamma = \gamma(\lambda) := -\frac{N-2}{2} \pm \sqrt{\left(\frac{N-2}{2}\right)^2 - (N-1)(1+\lambda)} = -\frac{N-2}{2} \pm i\sqrt{\alpha(\lambda)}
\]
where
\[
\alpha(\lambda) := -\left(\frac{N-2}{2}\right)^2 + (N-1)(1+\lambda) > 0
\]
provided $\lambda > \lambda_0(N) > 0$. As a consequence, for $\lambda = \sigma - 2$ large enough, the functions
\[
v_{\sigma,+}(t) = e^{-\frac{N-2}{2}t} \cos(\sqrt{\alpha(\sigma-2)}t), \quad v_{\sigma,-}(t) = e^{-\frac{N-2}{2}t} \sin(\sqrt{\alpha(\sigma-2)}t)
\]
are formal point-wise eigenfunctions of the Jacobi operator of the cone $C_{m,n}$ with eigenvalue $\lambda > \lambda_0(N)$, but they have infinite energy space, i.e.,
\[
\int_1^\infty (v_{\sigma,\pm}(\log s))^2 \beta(s)a^{-1}(s)b^{n-1}(s)ds \geq C \int_1^\infty s^{(N-2)s-2\sigma n-1}ds = \int_1^\infty s^{-1}ds = \infty.
\]
Set
\[ v_\sigma(t) := v_{\sigma,+}(t) = e^{-\frac{\alpha}{\sqrt{2}} t} \cos(\sqrt{\alpha(\sigma - 2)} t) \]
and observe that \( v_\lambda \) vanishes exactly at the points \( t_k := \frac{\sqrt{\lambda}}{2\sqrt{\alpha(\sigma - 2)}} (1 + 2k) \).

Now, we set
\[ w_{\sigma,k}(p) := w_{\sigma,k}(s) := v_\sigma(\log s) \chi_{[t_k, t_{k+1}]}(\log s), \quad s = s(p), \forall p \in \Sigma. \]

It is possible to see that
\[
Q_\sigma(w_{\sigma,k}) = \int_{\Sigma} |\nabla_{\Sigma} w_{\sigma,k}|^2 - |A_{\Sigma}|^2 w_{\sigma,k}^2 = \\
\int_{\Sigma} (-\Delta_{\Sigma} w_{\sigma,k} - |A_{\Sigma}|^2 w_{\sigma,k}) w_{\sigma,k} - \sigma \int_{\Sigma} |A_{\Sigma}|^2 w_{\sigma,k}^2 \\
= \int_{\mathbb{R}} \left( -\partial_s^2 w_{\sigma,k} - \frac{N-1}{s} \partial_s w_{\sigma,k} - \frac{N-1}{s^2} w_{\sigma,k} \right) w_{\sigma,k} s^{N-1} ds - \sigma \int_{\mathbb{R}} \frac{N-1}{s^2} w_{\sigma,k}^2 s^{N-1} ds + o(1) \\
= -2 \int_{\mathbb{R}} \frac{N-1}{s^2} w_{\sigma,k}^2 s^{N-1} ds + o(1),
\]
where the terms \( o(1) \) tend to zero as \( k \to \infty \), uniformly in \( \sigma \). Therefore, (5.2) is satisfied for any \( \phi \) in the infinite dimensional space
\[ X := \text{span}\{w_{\sigma,k} : k \geq k_0\}. \]

Setting
\[ \tilde{\sigma} := W\left(\frac{2\sqrt{2} \alpha}{\varepsilon^2 \beta}\right) > 0, \quad (5.6) \]
where \( \beta := \max_{p \in \Sigma} \beta(s(p)) > 0 \) and where \( \beta(s) \) is defined in (2.15). Due to the monotonicity of \( W \) we have
\[ \sqrt{2} \alpha = W\left(\frac{2\sqrt{2} \alpha}{\varepsilon^2 \beta}\right) \geq W\left(\frac{2\sqrt{2} \alpha}{\varepsilon^2 \beta}\right) = \tilde{\sigma}. \]

Using the function \( \chi_3 \) defined in (4.21), we consider the \( C^{0,1}(\mathbb{R}^{N+1}) \) functions given by
\[ v_{k,\tilde{\sigma}} := \sum_{j=1}^m (\chi_3 \varphi_{k,\tilde{\sigma}}(\varepsilon \cdot r'_j))^{\frac{2}{\varepsilon^2}}. \]

The idea is that \( v_{k,\tilde{\sigma}} \) is zero far from the graphs of \( \mathcal{h}_j(\varepsilon) \) over \( \Sigma_{\varepsilon} \), for \( 1 \leq j \leq k \), and near those graphs it is given by \( \varphi_{k,\tilde{\sigma}} \) in the direction of the graph, by \( v'_j \) in the orthogonal direction.

**Lemma 5.1.** There exists \( \bar{k} > 0 \) and \( \bar{\varepsilon} > 0 \) such that, for any \( \varepsilon \in (0, \bar{\varepsilon}) \) and \( k > \bar{k} \), we have
\[ \int_{\mathbb{R}^{N+1}} |\nabla v_{k,\tilde{\sigma}}|^2 + (3 \alpha^2 - 1) v_{k,\tilde{\sigma}}^2 < -\varepsilon \varepsilon^{2-N} < 0. \]

**Remark 5.1.** Lemma 5.1 yields that, for \( \varepsilon(0, \bar{\varepsilon}) \), the Morse index of \( u_\varepsilon \) is infinite. In fact the functions \( \varphi_{k,\tilde{\sigma}} \) can be approximated by functions in \( C^\infty(\mathbb{R}^{N+1}) \).
Proof. Setting $\phi := u_{k,\sigma}$ and using the expansion of the Laplacian in Fermi coordinates, in $X^{-1}_{c,\beta}(N_{j,\varepsilon})$ we compute
\[\Delta(\phi v_*) = \epsilon^2 \Delta_{\Sigma} \phi v_* + \phi v_*'' - \epsilon^2 J_{\Sigma,\varepsilon} h_j v_* - \epsilon^2 |A_{\Sigma}|^2 \phi v_*'' - 2 \epsilon \nabla \Sigma h_j \cdot \nabla \Sigma \phi v_*'' + \epsilon^2 |\nabla \Sigma h_1|^2 \phi v_*'' - \epsilon \nabla \Sigma \phi v_*'' + \epsilon^2 (a^i h_{1k} + b^i h_{1j}) \phi v_*'' - 2 \epsilon a^i h_{1k} v_*'' + \epsilon^2 a^2 |\nabla \Sigma h_1|^2 \phi v_*''\]
and
\[\int_{\mathbb{R}} (1 - 3U_1^2) \omega_j = (1 - 3u_j^2) \omega_j - 6v_* v_j' \left(2e^{-\sqrt{2t}} - \psi_0(-t) e^{-\sqrt{2(b_j - h_j - 1)}} \right) + \left(-2e^{-\sqrt{2t} + \psi_0(t)} e^{-\sqrt{2(b_j + 1 - h_j)}} + \epsilon^2 |\nabla \Sigma h_j|^2 \psi_1(t) + \epsilon^2 |A_{\Sigma}|^2 \psi_2(t) \right) + O(\epsilon^{2+\gamma} e^{-\psi(t)} (1 + s)^{-2(\gamma + 1)}) \chi_{[t_k,t_{k+1}]} \]
Moreover, setting $v_j(t) := w_j(t + h_{j+1} - h_j)$ and $u_j(t) := w_j(t + h_j - h_{j-1})$, we have
\[\int_{\mathbb{R}} (1 - 3U_1^2) v_j = (1 - 3u_j^2) v_j + 6\sqrt{2(1 - \psi_0^2)} e^{-\sqrt{2t}} e^{-\sqrt{2(b_j + 1 - h_j)}} + O(\epsilon^{2+\gamma} e^{-\psi(t)} (1 + s)^{-2(\gamma + 1)}) \chi_{[t_k,t_{k+1}]} \]
for some $\psi > 0$, and
\[\int_{\mathbb{R}} (1 - 3U_1^2) u_j = (1 - 3u_j^2) u_j + 6\sqrt{2(1 - \psi_0^2)} e^{-\sqrt{2t}} e^{-\sqrt{2(b_j - h_j - 1)}} + O(\epsilon^{2+\gamma} e^{-\psi(t)} (1 + s)^{-2(\gamma + 1)}) \chi_{[t_k,t_{k+1}]} \]
Differentiating the equations satisfied by $\psi_0$ and $\psi_2$ and integrating over $\mathbb{R}$ we can see that
\[6 \int_{\mathbb{R}} \psi_2 v_* v_j' = -\frac{1}{2} \int_{\mathbb{R}} (v_j')^2 = -c_* \]
so that, multiplying by $v_j'$ and integrating over $\mathbb{R}$, we have
\[\int_{\mathbb{R}} (-\Delta(\phi v_*) + (3U_1^2 - 1) \phi v_*) v_j' \, dt = -\epsilon^2 c_* (\Delta_{\Sigma} \phi + |A_{\Sigma}|^2 \phi) \epsilon \cdot \psi_0 \]
\[+ 2 \sqrt{2} a_0 c_* e^{-\sqrt{2|\Sigma_h|}\psi_0(\epsilon^2 - h_1)} \phi(\epsilon) + O(\epsilon^{2+\gamma} (1 + s)^{-2(\gamma + 1)}) \chi_{[t_k,t_{k+1}]} \]
In conclusion, multiplying by $v := v_{k,\sigma}$ and integrating over $\mathbb{R}^{N+1}$ we have
\[\int_{\mathbb{R}^{N+1}} (-\Delta v + (3u_0^2 - 1) v) \, dt = -\epsilon^2 c_* \left( \int_{\Sigma} J_{\Sigma,\varepsilon} \phi(\epsilon) \phi(\epsilon) + 4 \sqrt{2} a_0 (m - 1) \int_{\Sigma} \psi(\epsilon) \phi^2(\epsilon) \right) (1 + O(\epsilon^\gamma)) \]
\[\leq \epsilon^2 \int_{\Sigma} \left( |\nabla \Sigma|^2 + |A_{\Sigma}|^2 \phi^2 \right) (1 + O(\epsilon^\gamma)) \]
\[\leq C \epsilon^{2-N} \int_{\Sigma} |A_{\Sigma}|^2 \phi^2 \chi_{[t_k,t_{k+1}]} \chi_{[t_k,t_{k+1}]} \]
where
\[c_* := \int_{\mathbb{R}} (v_j')^2.\]
This completes the proof of iv. in Theorem 1.1 and thus its proof.
K-ENDED $O(M) \times O(N)$ INVARIANT SOLUTIONS TO THE ALLEN-CAHN EQUATION
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