NPB-REC: Non-parametric Assessment of Uncertainty in Deep-learning-based MRI Reconstruction from Undersampled Data
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Abstract. Uncertainty quantification in deep-learning (DL) based image reconstruction models is critical for reliable clinical decision making based on the reconstructed images. We introduce “NPB-REC”, a non-parametric fully Bayesian framework for uncertainty assessment in MRI reconstruction from undersampled “k-space” data. We use Stochastic gradient Langevin dynamics (SGLD) during the training phase to characterize the posterior distribution of the network weights. We demonstrated the added-value of our approach on the multi-coil brain MRI dataset, from the fastmri challenge, in comparison to the baseline E2E-VarNet with and without inference-time dropout. Our experiments show that NPB-REC outperforms the baseline by means of reconstruction accuracy (PSNR and SSIM of $34.55$ vs. $33.08$, $0.908$ vs. $0.897$, $p < 0.01$) in high acceleration rates ($R = 8$). This is also measured in regions of clinical annotations. More significantly, it provides a more accurate estimate of the uncertainty that correlates with the reconstruction error, compared to the Monte-Carlo inference time Dropout method (Pearson correlation coefficient of $R = 0.94$ vs. $R = 0.91$). The proposed approach has the potential to facilitate safe utilization of DL based methods for MRI reconstruction from undersampled data. Code and trained models are available in https://github.com/samahkh/NPB-REC.
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1 Introduction

Magnetic resonance imaging (MRI) is a noninvasive modality, which provides multi-planar images in-vivo through its sensitivity to the inherent magnetic properties of human tissue [13]. Although MRI is the modality of choice in many clinical applications due to its excellent sensitivity to soft tissue contrast, its non-invasiveness, and the lack of harmful ionizing radiation, long acquisition times
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are a major limiting factor to achieve high spatial and temporal resolutions, reduce motion artifacts, improve the patient experience and reduce costs [20].

Reducing MRI acquisition time by under-sampling the “k-space” (i.e. Fourier domain) constitutes a key necessity in enabling advanced MRI applications such as cardiac and fetal imaging. Further, acceleration of MRI will also reduce MRI vulnerability to patient motion during the acquisition process. However, the under-sampled data results in aliasing artefacts in the reconstructed images. Early approaches rely upon Parallel Imaging (PI) [7,14] to reduce the acquisition time. This is done by utilizing multiple receiver coils simultaneously to acquire multiple views and then combining them to construct the image. Other approaches reduce the acquisition time by sampling only a subset of measurements, i.e. under-sampling, and use a non-linear compressed sensing (CS) approach to reconstruct the MRI image from the under-sampled data [3,11].

In the past few years, Deep-neural-networks (DNN) based models overcame classical reconstruction approaches in their ability to reconstruct high-quality MRI images from highly under-sampled data (i.e. 25% or less) [16,5,11,18,13]. The Variational Network (VarNet) [8] solves an optimization problem by cascaded design of multiple layers, each solves a single gradient update step. The End-to-End Variational Network (E2E-VarNet) approach [17], extends the VarNet model by estimation of the sensitivity maps within the network, which, in turn improves the quality of the reconstruction significantly at higher accelerations. These models, however, do not provide posterior sampling neither enable uncertainty quantification, which are critical for clinical decision making based on the predicted images [16].

Bayesian methods, such as Variational autoencoders (VAEs) and Monte Carlo dropout, are able to provide probabilistic interpretability and uncertainty quantification in MRI reconstruction [5,2]. The VAE approach, however, is limited to specific DNN architectures. Further, it assumes a parametric distribution of the latent space in the form of a Gaussian distribution.

In this work, we propose a non-parametric Bayesian DNN-based approach [10,9] for MRI image reconstruction from under-sampled k-space data. Our method is able to provide quantitative measures of uncertainty of the prediction by fully characterizing the entire posterior distribution of the reconstructed high-quality MRI images. We achieve this by adopting the strategy of Stochastic gradient Langevin dynamics (SGLD) [19] to sample from the posterior distribution of the network weights [4]. Specifically, we enable sampling by injecting Gaussian noise to the loss gradients during the training of the model. We save models with weights obtained after the “burn-in” iteration, in which the training loss curve exhibits only small variations around its steady-state. Then, at inference time, we estimate the statistics of the reconstructed image by averaging predictions obtained by the model with the saved weights. Our contributions are: (1) the proposed approach can provide quantitative measures of uncertainty correlated with risk of failure in the MRI image predictions, and (2) can improve overall image reconstruction accuracy. These hypotheses were tested by
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Fig. 1: Block diagram of the proposed NPB-REC system. The result of the SGLD-based training is a set of models with the same backbone network but different weights. At inference, the set of under-sampled k-space data, $\{\tilde{k}_i\}_{i=1}^{N_c}$, pass through each one of the backbone models. These models predict a set of reconstructed images, $\{\hat{x}_t\}_{t=1}^{N_t}$. We then calculate the averaged reconstructed image and the pixel-wise std., $\bar{x}$ and $\Sigma$, respectively. The average is used as the most probable reconstruction prediction and the $\Sigma$ is utilized for uncertainty assessment.

Experiments that were conducted on the publicly available fastMRI dataset\(^3\) for accelerated MRI reconstruction with the E2E-VarNet model \([17]\) as the system’s backbone. It is important to note that specifically, our main backbone, the E2E-VarNet model, doesn’t provide posterior sampling neither enable uncertainty quantification.

2 Methods

2.1 MRI Reconstruction

In multi-coil acquisition, the MRI scanner consists of multiple receiver coils, where each of them partially acquires measurements in the k-space (frequency domain) \([12]\). Each coil modulates the k-space samples according to its spatial sensitivity map to the MRI signal:

$$k_i = F(S_i x) + \epsilon_i \forall i \in [1, .., N_c]$$  

where $F$ is the Fourier transform, $S_i$ denotes the corresponding sensitivity map and $N_c$ is the overall number of coils. To accelerate the acquisition time, k-space measurements are under-sampled by selecting only a set from the entire k-space data, $\tilde{k}_i = M \circ k_i$, where $M$ is the corresponding binary mask that encodes the under-sampling operator. Restoration of the MRI image from the under-sampled data by performing an inverse Fourier transform on the under-sampled data leads to aliasing artifacts.

2.2 Non-parametric Bayesian MRI Reconstruction

Our goal is to characterize the posterior distribution:

$$\hat{\theta} \sim P(\theta|x, \hat{x}, \{\tilde{k}_i\}_{i=1}^{N_c}) \propto P(x, \hat{x}, \{\tilde{k}_i\}_{i=1}^{N_c} | \theta) P(\theta)$$  

\(^3\) [https://fastmri.org/]
where, \( \hat{x}, x \), and \( \{ \tilde{k}_i \}_{i=1}^{N_c} \) are the reconstructed image, the ground truth (fully sampled) and the under-sampled k-space measurements, respectively. \( \theta \) are the network weights that we optimize. We treat the network weights as random variables and aim to sample the posterior distribution of the model prediction. To this end, we incorporate a noise scheduler that injects a time-dependent Gaussian noise to the gradients of the loss during the optimization process. At every training iteration, we add Gaussian noise to the loss gradients. Then, the weights are updated in the next iteration according to the "noisy" gradients. This noise schedule can be performed with any stochastic optimization algorithm during the training procedure. In this work we focused on the formulation of the method for the Adam optimizer.

The reconstruction network predicts: \( \hat{x} = f_\theta \left( \left\{ \tilde{k}_i \right\}_{i=1}^{N_c} \right) \). We denote the loss gradients by:

\[
g^t \triangleq \nabla_\theta L^t \left( x, f_\theta \left( \left\{ \tilde{k}_i \right\}_{i=1}^{N_c} \right) \right)
\]

where \( L^t \) is the reconstruction loss at the training iteration (epoch) \( t \). At each training iteration, a Gaussian noise is added to \( g \):

\[
\tilde{g}^t \leftarrow g^t + N^t
\]

where \( N^t \sim N(0, s^t) \), \( s^t \) is a user-selected parameter that controls the noise variance (can be time-decaying or a constant). We selected \( s^t \) equal to the Adam learning rate.

Lastly, we save the weights of the network that were obtained in iterations \( t \in [t_b, N] \), where \( N \) is the overall number of iterations and \( t_b \) is the SGLD-parameter, which should be larger than the cut-off point of the burn-in phase. One should sample weights obtained in the last \( t_b, ..., N \) iterations, where the loss curve has converged.

We exploit the network weights that were obtained after the burn-in phase, i.e. in the last \( t_b, ..., N \) iterations, \( \{ \theta \}^N_{t_b} \). Fig. 1 illustrates the operation of the NPB-REC system at the inference phase. We sample a set of reconstructed images \( \{ \hat{x} \}^N_{t_b} \), obtained by feed-forwarding the under-sampled k-space data \( \{ \tilde{k}_i \}_{i=1}^{N_c} \) to the reconstitution models with the weights \( \{ \theta \}^N_{t_b} \). Then, when we have a new image to reconstruct, we estimate the averaged posterior image:

\[
\bar{x} = \frac{\sum_{t=t_b}^{N} \hat{x}_t}{N - t_b}
\]

In addition, we quantify the std. of the reconstruction, which is used to characterize the uncertainty.

### 2.3 The Reconstruction Network

The backbone of our reconstruction system is based on the E2E-VarNet model [17]. E2E-VarNet contains multiple cascaded layers, each applies a refinement
step in the k-space according to the following update:

\[ k^{m+1} = k^m - \eta^t M \left( k^m - \hat{k} \right) + G(k^m) \]  \hspace{1cm} (6)

where \( k^m \) and \( k^{m+1} \) are the input and output to the m-th layer, respectively. \( G \) is the refinement module: \( G = \mathcal{F} \circ \mathcal{E} \circ \text{CNN}(\mathcal{R} \circ \mathcal{F}^{-1}(k^m)) \). CNN is a DNN-network, which maps a complex image input to a complex output, \( \mathcal{E} \) and \( \mathcal{R} \) are the expand and reduce operators. \( \mathcal{E} \) computes the corresponding image seen by each coil: \( \mathcal{E}(x) = (S_1 x, ..., S_{N_c} x) \) and its inverse operator, \( \mathcal{R} \), integrates the multiple coil images \( \mathcal{R}(x_1, ..., x_{N_c}) = \sum S_i x_i \). Similarly to the design of E2E-VarNet [17], a U-Net is used for the CNN [15]. The sensitivity maps \( S_1, ..., S_{N_c} \) are estimated as part of the reconstruction using a CNN that has the same architecture as the CNN in the cascades. After applying a cascaded layers to the k-space input, as described in (6), we obtain the final reconstructed image, \( \hat{x} \), by root-sum-squares (RSS) reduction of the image-space representation of the final layer output: \( \hat{x} = \sqrt{\sum_{i=1}^{N_c} |F^{-1}k_i|^2} \).

3 Experiments

3.1 Database

In our experiments, we used multi-coil data of brain MRI images, adapted from the publicly available fastMRI database for training our system; we used the validation and training datasets for the brain multi-coil challenge. We excluded a subset from the validation set that contained clinical pathology annotations taken from fastMRI+ [21] and used it in the evaluation of our method, where no overlap between subjects belong to these sets. This is due to the fact that the ground truth of the test set is not publicly available and it is interesting to demonstrate our NPB-REC method on region of interest (ROIs) and to quantify both the reconstruction accuracy and uncertainty in these ROIs.

The training, validation, and inference sets include 4469, 113, and 247 images of size 16 × 320 × 320 and 20 coils. From these datasets, we generate 71504, 1808 2D images and 2141 slices with annotations for the training, validation and the evaluation phases, respectively. The inputs of the network, \( k^0 \) in (6), are under-sampled k-space inputs that were generated from the fully-sampled datasets with two types of masks: equispaced and random. The former samples lines from the center of k-space and every R-th line from the higher frequencies, to make the acceleration rate equal to \( R \). Whereas, the latter samples a fraction of the full width of k-space for the central k-space corresponding to low frequencies and selects uniformly at a subset of a higher frequency line such that the overall acceleration is \( R \).

3.2 Experimental Setup

To conduct a quantitative comparison, we trained three models: (1) E2E-VarNet [17] trained with the proposed NPB-REC method (section 2.2), (2) The baseline
E2E-VarNet model [17], and; (3) E2E-VarNet trained with Dropout of probability 0.001 and Monte Carlo averaging used at inference. Higher values of Dropout probabilities led to instabilities in the network loss during training. The three aforementioned models have the same architecture as described in [17] with \( T = 8 \) cascaded layers. Dropout layers were incorporated only to model (3), whereas the first two configurations were trained without adding it. For the three models, we used \( 1 - SSIM \) as a training loss and Adam optimizer with learning rate set to \( lr = 0.001 \). The total number of epochs (training iterations) was set to 40 and the batch size equal to 1. In our experiments, we selected a standard deviation, \( s = lr \) for the injected noise variance. The network parameters are then updated according to the Adam update rule. In the training, we generated under-sampled inputs by multiplying with random masks of acceleration rate \( R = 4 \). At inference, we use both random and equispaced masks of acceleration rates \( R = 4 \) and \( R = 8 \), to evaluate the ability of the system to generalize.

**Hyper-parameters Selection:** At inference, we sample a set of reconstructed images obtained by passing the under-sampled k-space inputs to the models with the weights \( \{\theta\}_{tb}^N \), i.e. obtained in the last \( N - tb \) iterations. \( tb \) should be selected such that the training loss in the last \( N - tb \) is stable and has only slight variations around its steady state value. In our experiments, we performed a hyper-parameter tuning on \( tb \) and selected the last \( N - tb \) that obtained the best quantitative reconstruction performance.

Fig. 2 presents the MSE and SSIM metrics for a range of \( N - tb \) that varies from 1 to 10. Although this range of \( N - tb \) values show similar MSE and SSIM metrics, we selected \( N - tb = 9 \). This is due to the fact that it shows a slight improvement and with having 9 samples we can calculate robust statistics.

The final reconstructed image is calculated by averaging these 9 samples, predicted from our model, as mentioned in [5]. Additionally, we estimate a 2D uncertainty map by calculation of the pixel-wise std. of these predictions. For fair comparison, we used the same number of predictions in Monte Carlo sampling at the inference phase, but with enabled Dropout layers. We assessed the accuracy of the registration models by calculating PSNR and SSIM between the reconstructed and the ground truth, for all pairs of images in the test set.

### 3.3 Results

Fig. 3 presents examples of reconstruction results obtained by (1) our NPB-REC approach, (2) the baseline, and (3) Monte Carlo Dropout, for equispaced

---

**Fig. 2:** MSE and SSIM vs. \( N - tb \), the number of models used in the averaging, obtained on subset from the inference set (32 images sampled randomly).
Fig. 3: Examples of Reconstruction Results. Rows 1 and 3: The Ground truth (GT) fully sampled image, the reconstructed images obtained by the three models (1-3), NPB-REC, baseline, E2E-VarNet trained with Dropout, and the Std. map derived from our method for acceleration rates $R = 4$, $R = 8$, respectively. Rows 2 and 4: The corresponding annotated ROIs of the edema and resection cavity.

masks with two different acceleration rates $R = 4$ and $R = 8$. Table 1 presents the mean PSNR and SSIM metrics, calculated over the whole inference set, for the three models. our NPB-REC approach achieved significant improvements over the other methods in terms of PSNR and SSIM (Wilcoxon signed-rank test, $p < 1e-4$). The improvement in the reconstruction performance can be noted both quantitatively from the metrics especially for masks with acceleration rate $R = 8$ and qualitatively via the images of annotations, where our results shows less smoothness than that obtained by Dropout.

Meaning of the uncertainty Measures: We calculated the mean value of the Std. maps, obtained by our method and Monte Carlo Dropout, for all images in the inference set and utilize it as uncertainty measure. The correlation between these uncertainty measures and reconstruction error (MSE) are depicted
Table 1: Reconstruction Accuracy. Rows top to bottom: PSNR and SSIM metrics calculated on the annotated anatomical ROIs (denoted by 'A') with mask of acceleration rate $R = 4$, the whole physical images (denoted by 'W') with masks of acceleration rate $R = 4$, $R = 8$, respectively. 'r' and 'e' stands for random and equispaced mask types.

|       | NPB-REC | Baseline | Dropout |
|-------|---------|----------|---------|
|       | PSNR    | SSIM     | PSNR    | SSIM     | PSNR    | SSIM     |
| A 4 r | 30.04 ± 0.78 | 0.87 ± 0.18 | 29.91 ± 6.87 | 0.867 ± 0.182 | 29.5 ± 6.844 | 0.858 ± 0.19 |
| A 4 e | 32.22 ± 6.94 | 0.914 ± 0.143 | 32.02 ± 7.35 | 0.911 ± 0.143 | 31.57 ± 6.89 | 0.905 ± 0.151 |
| W 4 r | 40.24 ± 6.19 | 0.947 ± 0.081 | 40.17 ± 6.19 | 0.947 ± 0.081 | 39.86 ± 6.10 | 0.945 ± 0.082 |
| W 4 e | 41.61 ± 6.26 | 0.955 ± 0.073 | 41.64 ± 6.28 | 0.955 ± 0.074 | 41.22 ± 6.0 | 0.953 ± 0.074 |
| W 8 r | 32.23 ± 6.63 | 0.881 ± 0.11 | 31.21 ± 6.2 | 0.87 ± 0.108 | 30.63 ± 5.91 | 0.865 ± 0.11 |
| W 8 e | 34.55 ± 5.01 | 0.908 ± 0.09 | 33.08 ± 4.82 | 0.897 ± 0.092 | 32.25 ± 4.74 | 0.891 ± 0.09 |

Fig. 4: Uncertainty Assessment. Scatter plots of the mean value of Std. estimate versus the MSE metric, calculated between the reconstructed and the ground truth, in log scale, for our NPB-REC method [a] and Monte Carlo Dropout [b] [c]. Our measure of uncertainty versus the acceleration rate.

in Fig. [b] Compared to Dropout, our NPB-REC uncertainty measure exhibits higher correlation with the Reconstruction error (Pearson correlation coefficient of $R = 0.94$ vs. $R = 0.91$). Further, Fig. [c] demonstrates that higher acceleration rates increases the uncertainty measure. These outcomes, in turn, indicate the ability of our uncertainty measure to detect unreliable reconstruction performance.

4 Conclusions

We developed NPB-REC, a non-parametric Bayesian method for the reconstruction of brain MRI images from under-sampled k-space data with uncertainty estimation. Specifically, we used noise injection for the training loss gradients to efficiently sample the true posterior distribution of the network weights. We used the E2E-VarNet network as a baseline. However, the proposed technique is not limited to a specific architecture and can be incorporated to any existing network. The conducted experiments showed that our approach enables uncertainty quantification that exhibits higher correlation with the reconstruction error than that obtained by Monte Carlo Dropout. In addition, it shows a significantly bet-
ter reconstruction quality over other methods, especially with acceleration rate higher than that used in training. This demonstrates its ability to improve the generalization of the reconstruction over the other methods.
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