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Abstract

We consider the classical Dirac operator on globally hyperbolic manifolds with timelike boundary and show well-posedness of the Cauchy initial-boundary value problem coupled to APS-boundary conditions. This is achieved by deriving suitable energy estimates, which play a fundamental role in establishing uniqueness and existence of weak solutions. Finally, by introducing suitable mollifier operators, we study the differentiability of the solutions. For obtaining smoothness we need additional technical conditions.
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1 Introduction

The Dirac operator and spinors were introduced originally by Paul Dirac on Minkowski space in order to find a Lorentz-invariant first order equation with finite speed of propagation that is compatible with the Klein-Gordon operator [37]. Later these concepts were generalized to (pseudo)-Riemannian manifolds and in the 60s Atiyah and Singer [2] showed that the index of the Dirac operator – an analytical quantity of the Dirac operator build out of the dimensions of its kernel and cokernel on ’positive spinors’ – is equal to a topological quantity only depending on the underlying compact manifold. Their index theorem generalizes several results e.g. Gauß-Bonnet theorem, Riemann-Roch theorem or Hirzebruch’s signature theorem, and it has numerous applications in analysis, geometry, topology, and mathematical physics. Less then 10 years later, this theorem was generalized to compact Riemannian manifolds with boundary in [3], by introducing suitable non-local boundary conditions, dubbed APS boundary conditions, which
are based on the spectral decomposition of the operator induced on the boundary. While an analog of index theorem for close Lorentzian manifolds is unknown and not to be expected, in [11] Bär and Strohmaier provided an index theorem for the Dirac operator on globally hyperbolic manifolds with spacelike boundary and closed Cauchy surfaces – see also [12] for recent development. This is remarkable since, in this geometrical setting, the Dirac operator is hyperbolic rather than elliptic. However, the operator induced on the boundary is still selfadjoint and elliptic and the Atiyah-Patodi-Singer boundary conditions (which is there a spacelike boundary) still make sense. It was shown in [11] that under these conditions the Dirac operator becomes Fredholm and its index is given formally by the same geometric expression as in the Riemannian case. Besides significant contribution to the index theory, their results were used to provide a rigorous geometric derivation of the gravitational chiral anomaly for a Weyl field [10], but only in spatially compact case.

On the other hand and independent of the above, one could ask for the APS-boundary condition on globally hyperbolic manifolds with timelike boundary where the boundary conditions are prescribed on the (closed) boundary of the Cauchy surfaces. Since APS-boundary conditions are non-local, one might ask whether this can be physically relevant at all. For that, let us point out that the APS index theorem plays a key role in the description of the bulk-edge correspondence of topological insulators, through the cancellation of the time-reversal symmetry anomaly by Witten [55].

As a first step, we aim to investigate the well-posedness of the Cauchy problem for the Dirac operator with APS-boundary conditions on globally hyperbolic spin manifolds with timelike boundary (cf. Definition 2.1). Concretely this entails that for a certain choice of a time function \((M,g) \approx (\mathbb{R} \times \Sigma, -N^2 dt^2 + h_t)\), being \(N \in C^\infty(\mathbb{R} \times \Sigma)\) strictly positive while \(\{(\Sigma, h_t)\}_{t \in \mathbb{R}}\) is a smooth family of Riemannian manifolds with smooth boundary \(\partial \Sigma\). Within this setting the Cauchy problem for the Dirac operator \(D_M\) requires to consider suitable boundary conditions. In fact, let \(D_M = -\gamma_M(c_0)[\nabla_{c_0}^M + iD_t - \frac{2i}{h} H]\) be the decomposition (cf. equation (2.4)) which relates the Dirac operator \(D_M\) over \(SM\) to the family \(D_t = \{(D_t)\}_{t \in \mathbb{R}}\) of Dirac operators on \(S\Sigma_t = \{S\Sigma_t\}_{t \in \mathbb{R}}\). The presence of a non-empty boundary \(\partial \Sigma\) implies that, for each \(t \in \mathbb{R}\), \(D_t\) is self-adjoint only if appropriate boundary conditions are imposed. Our choice is to require APS boundary conditions, see Definition 2.6 (and for that we have to assume that \(\partial \Sigma\) is compact). Per definition this entails that \(\psi|_{\Sigma_t}\) belongs to the negative part of spectrum of a self-adjoint first order differential operator \(A_t\) built out of \(D_t\) (cf. Definition 2.5). Loosely speaking, one may think of \(A_t\) as the Dirac operator associated with \(\Sigma_t\).

We stress that, differently from the wave equation, where the Cauchy problem has been intensively investigated with local and non-local boundary conditions, see e.g. [28, 33, 44, 54], the Cauchy problem for the Dirac operator has been investigated only with local boundary conditions, see e.g. [46, 47]. On the contrary we are here considering boundary conditions which show non-local features (cf. Equation (2.6)). As a consequence proving smoothness of the solutions cannot be achieved simply by localizing the problem with suitable partition of unity and usage of appropriate coordinates to reduce the operator to a symmetric hyperbolic system in the classical PDE sense. Therefore, we have to introduce a different strategy to the one employed in [46]. We use the idea in [5, Theorem 3.7.7] for the boundary-less situation using mollifiers to regularize the problem. Differently from the boundaryless case where a suitable mollifier can be constructed for any symmetric hyperbolic system, in this paper we can realize a mollifier only for the Dirac operator with self-adjoint boundary conditions. It would be interesting to extend this analysis to more general Friedrichs systems, including not only symmetric hyperbolic systems, but also symmetric positive systems. As shown in [46], many parabolic PDEs can be rewritten as a positive system, e.g. any diffusion-reaction systems with linear reaction terms. Since our analysis does not require any localization technique, it could be possible to extend the analysis of diffusion-reaction systems with nonlocal mobility which model a wide range of phenomena in biology (see e.g. [40]) and which is up to now only performed on \(R^n\) (see e.g. [39]) to manifolds.

Our first main result is the existence and uniqueness of \(L^2\)-weak solutions in a time-strip. For
the definition of weak solution used here see \[(3.3)\].

**Theorem 1.1.** Let \((M,g)\) be a globally hyperbolic spin manifold with timelike boundary and let \(t : M \to \mathbb{R}\) be a Cauchy temporal function with gradient tangent to the boundary. Assume the boundary of any Cauchy surface is compact. For any \(t_a < t_b\) denote with \(M_T := t^{-1}[t_a,t_b]\) a time strip with \(0 \in [t_a,t_b]\). If \(\ker A_t = \{0\}\) for all \(t \in \mathbb{R}\), then there exists a unique weak solution to the Cauchy problem

\[
\begin{aligned}
D_M \psi &= f \in \Gamma_{cc}(SM|_{M_T}) \\
\psi|_{\Sigma_0} &= \psi_0 \in \Gamma_{cc}(SM|_{\Sigma_0}) \\
\psi &\in \text{dom } D_M^{\text{aps}}
\end{aligned}
\]

where \(\text{dom } D_M^{\text{aps}} := \{\psi \in L^2(SM|_{M_T}) \mid \psi|_{\Sigma_i} \in \text{dom } D_t^{\text{aps}}\} - \text{cf. Equation } (2.9)\). Here \(\Sigma_0 = \{0\} \times \Sigma\) while \(\Gamma_{cc}(\cdot)\) indicates the space of section compactly supported in the interior of the underlying manifold.

Let us remark that assuming the boundary of any Cauchy surface to be compact is necessary in order to formulate APS boundary conditions on \(D_t\) for all \(t \in \mathbb{R}\). The condition \(\ker A_t = \{0\}\) can be relaxed by assuming a decomposition \(\ker A_t = V_1 \oplus V_2\) which is flipped by the action of \(\sigma_{D_t}(e_n)\), that is \(\sigma_{D_t}(e_n)V_1 = V_2\).

In order to study the regularity of weak solutions, we need some extra technical assumptions.

**Theorem 1.2.** Let \((M,g) = (\mathbb{R} \times \Sigma, -N^2 dt^2 + h_t)\) be a globally hyperbolic spin manifold with timelike boundary. As for Theorem 1.1, we assume that \(\partial \Sigma\) is compact and \(\ker A_t = \{0\}\) for all \(t \in \mathbb{R}\). If \(N|_{\partial M} = 1\) and the unit normal \(e_n\) to \(\partial M\) is parallel transported along the vector field \(e_0 := N^{-1} \partial_t\), then there exists a unique smooth solution \(\psi \in \Gamma_{\text{aps}}(SM)\) - \text{cf. Equation } (2.6) - to the Cauchy problem

\[
\begin{aligned}
D_M \psi &= f \in \Gamma_{cc}(SM) \\
\psi|_{\Sigma_0} &= \psi_0 \in \Gamma_{cc}(SM|_{\Sigma_0}) \\
\psi &\in \Gamma_{\text{aps}}(SM),
\end{aligned}
\]

Moreover the problem \(1.1\) is well-posed in the sense that the linear map

\[
\Gamma_{cc}(SM|_{\Sigma}) \times \Gamma_{cc}(SM) \ni (\psi_0,f) \mapsto \psi \in \Gamma_{\text{aps}}(SM),
\]

is continuous (see Section 5 for the involved topologies).

Theorem 1.2 in particular requires the rather strong conditions \(N|_{\partial M} = 1\) and \(\nabla e_0 e_n|_{\partial M} = 0\) – later referred to as Assumption 3. However, we want to stress that, to the best of our knowledge, this is the first result showing well-posedness of the Cauchy problem for the Dirac equation with non-local boundary conditions on a class of manifolds which is not conformal to an ultrastatic space-time. These assumptions are used in Section 4 to reduce the problem into a suitable Hamiltonian form. In fact, in the study of the Dirac equation we may then always assume \(N = 1\) by applying a conformal transformation: \(N|_{\partial M} = 1\) guarantees that such transformation does not spoil the boundary conditions. Similarly, recasting the Cauchy problem \((1.1)\) into an Hamiltonian form requires to identify all Cauchy surfaces \(\Sigma_\bullet\) (as well as the associated spinor bundles \(SM|_{\Sigma_\bullet}\)) by parallel transport along the vector field \(e_0 = N^{-1} \partial_t\). Once again, \(\nabla e_0 e_n|_{\partial M} = 0\) guarantees that the boundary conditions are not messed up in the process.

Showing the well-posedness of the Cauchy problem is not the end of the story: Indeed questions about explicit construction of the evolution operator as in \([26,27]\) and the quantization of the theory are still to be investigated. Clearly, the well-posedness of the Cauchy problem will guarantee the existence of Green operators (\text{cf. Proposition } 5.1) which play a pivotal rôle in the
algebraic approach to linear quantum field theory, see e.g. [22, 45] for textbooks, [8, 9, 17, 43, 48] for recent reviews, [18–21] for homotopical approaches and [23–25, 30–36] for some applications. However, differently from [46, 47], the Green operator will not have the usual support property due to the non-local behavior of the APS boundary condition. It would be desirable to investigate whether the APS Green operators can be employed in the quantization of fermionic field theories following for instance [28–31, 38, 41, 42, 51].

The paper is organized as follows: Section 2 deals with the geometrical setting of globally hyperbolic spin manifold as well as with the precise definition of APS boundary conditions. In Section 3 we derive a suitable energy inequality for the Dirac operator with APS boundary conditions which is the main ingredient to prove the existence of weak solutions, uniqueness of the solution of the Cauchy problem (1.1) as well as to provide a bound on its support – which reduces to the standard finite speed of propagation in the interior of $M$. Section 4 is devoted to prove the existence part of Theorem 1.2 by suitably generalizing the proof presented in [5, Theorem 3.7.7]. Finally, using standard arguments, in Proposition 5.1 we prove the existence of Green operators.
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2 Geometrical setting

In this section we collect basic facts and conventions concerning spinors and Dirac operators on Lorentzian manifolds. For a detailed introduction the reader may consult [7, 16].

For a given vector bundle $E \to M$ on a smooth manifold with boundary $\partial M$ we shall denote by $\Gamma(E)$, $\Gamma_c(E)$ resp. $\Gamma_{cc}(E)$ the vector spaces made by smooth sections, compactly supported sections resp. sections that have compact support in the interior of $M$.

2.1 Globally hyperbolic spacetimes with timelike boundary

In the forthcoming discussion $(M, g)$ shall denote an $(n + 1)$-dimensional Lorentzian manifold – we shall adopt the $(- + \ldots +)$ signature convention. Within this class, we shall focus on those Lorentzian manifolds which are globally hyperbolic with timelike boundary: These provide a suitable background where to analyze the Cauchy problem for hyperbolic operators.

Definition 2.1. A globally hyperbolic manifold with timelike boundary is an $(n + 1)$-dimensional, oriented, time-oriented, Lorentzian smooth manifold $(M, g)$ with smooth boundary $\partial M$ such that

(i) the pullback of $g$ with respect to the natural inclusion $\iota: \partial M \to M$ defines a Lorentzian metric $\iota^*g$ on the boundary;

(ii) $M$ is causal, i.e. there are no closed causal curves;
(iii) for every point \( p,q \in M \), \( J^+(p) \cap J^-(q) \) is either empty or compact, where \( J^+(p) \) (resp. \( J^-(p) \)) denotes the causal future (resp. past) of \( p \in M \).

For convenience we recall the following theorem, which extends a known result on globally hyperbolic manifolds without boundaries [13–15].

**Theorem 2.2.** [1, Theorem 1.1] Any globally hyperbolic manifold with timelike boundary admits a Cauchy temporal function \( t : M \to \mathbb{R} \) with gradient tangent to \( \partial M \). This implies that, up to isometric isomorphisms, \( M = \mathbb{R} \times \Sigma \) with metric

\[
g = -N^2dt^2 + h_t ,
\]

where \( N \in C^\infty(\mathbb{R} \times \Sigma) \) is a smooth strictly positive function, while \( \{h_t\}_{t \in \mathbb{R}} \) is a smooth family of Riemannian metric on \( \Sigma \). Finally, for all \( t \in \mathbb{R} \), \( \Sigma_t := \{t\} \times \Sigma \) is a spacelike Cauchy smooth hypersurfaces with boundary \( \partial \Sigma_t := \{t\} \times \partial \Sigma \), namely an achronal set intersected exactly once by every inextensible timelike curve.

The scalar products induced by \( g \) and \( h_t \) will be denoted by \((\ , \ )_g, (\ , \ )_{h_t}\). For later convenience we set

\[
e_0 := N^{-1}\partial_t , \tag{2.1}
\]

the globally defined unit normal to the foliation \( \Sigma_t := \{\Sigma_t\}_{t \in \mathbb{R}} \) – notice that \((e_0, e_0)_g = -1 \). Unless otherwise stated, in what follows a locally defined orthonormal frame \( \{e_j\}_{j=0}^n \) will always contain \( e_0 = N^{-1}\partial_t \) while \( e_n \) shall always refer to the unit normal to \( \partial \Sigma_t = \{\partial \Sigma_t\}_{t \in \mathbb{R}} \) in \( \Sigma_t \).

### 2.2 Spin structure and Dirac operator

We shall now assume that \((M,g)\) is a spin globally hyperbolic spacetime with timelike boundary. Note that since hyperbolic manifolds are automatically orientable begin spin is not an additional assumption in dimension 4. We will denote by \( SM \) the spinor bundle over \( M \) – similarly \( S\Sigma_t \) denotes the spinor bundle over \( \Sigma_t \) for all \( t \in \mathbb{R} \). We denote by \((\ , \ )_{SM} \) (resp. \((\ , \ )_{S\Sigma_t}\)) the indefinite (resp. positive definite) pairing over \( SM \) (resp. over \( S\Sigma_t \)). The Clifford multiplication \( \gamma_M : TM \to \text{End}(SM) \) (resp. \( \gamma_{\Sigma_t} : T\Sigma_t \to \text{End}(S\Sigma_t) \)) is symmetric (resp. skew-symmetric) with respect to \((\ , \ )_M \) (resp. \((\ , \ )_{\Sigma_t}\)), moreover,

\[
\gamma_M(X)\gamma_M(Y) + \gamma_M(Y)\gamma_M(X) = -2(X,Y)_g , \tag{2.2}
\]

for all \( X,Y \in \Gamma(TM) \).

**Remark 2.3.** We recall that, if \( n \) is even, \( SM|_{\Sigma_t} = S\Sigma_t \) with \( \gamma_M(X) = -i\gamma_M(e_0)\gamma_{\Sigma_t}(X) \) for all \( X \in \Gamma(T\Sigma_t) \). Note that this choice differs from the one in [7] by the multiplication by \( i \) which is compensated in the definition of the Dirac operator in (2.3) where there is an \( i \) in [7]. Moreover in this case \((\ , \ )_{S\Sigma_t} = (\ , \gamma_M(e_0) \ )_{SM} \). If \( n \) is odd then \( SM|_{\Sigma_t} = S\Sigma_t^{S^2} \) with \( \gamma_M(X) = \begin{pmatrix} 0 & i\gamma_{\Sigma_t}(X) \\ -i\gamma_{\Sigma_t}(X) & 0 \end{pmatrix} \). The corresponding pairings are related by \((\ , \ )_{S\Sigma_t^{S^2}} = (\ , \gamma_M(e_0) \ )_{SM} \) where \( \gamma_M(e_0) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \).

We shall denote by \( \nabla^{SM}, \nabla^{S\Sigma_t} \) the spin connection on \( SM \) and \( S\Sigma_t \) induced by the Levi-Civita connections \( \nabla^{M}, \nabla^{\Sigma_t} \) respectively. The **Dirac operator** \( D_M \) on \( SM \) is defined by

\[
D_M := \sum_{j=0}^n \epsilon_j \gamma_M(e_j)\nabla^{SM}_{e_j} , \tag{2.3}
\]
where \( \{e_j\}_{j=0}^n \) is any locally defined orthonormal frame, while \( \varepsilon_j := (e_j, e_j)_g \). Similarly the family \( D_\bullet := \{D_t\}_{t \in \mathbb{R}} \) of Dirac operators \( D_t = D_{\Sigma_t} \) over \( \Sigma \) is defined by \( D_t := \sum_{j=1}^n \gamma_{e_j}(e_j) \nabla_{e_j} \). Notice that \( D_\bullet \) is a family of elliptic operators.

A standard computation shows the relation between \( D_M \) and \( D_\bullet \): In particular we have, cp. [7, (3.5)],

\[
\nabla_X^{SM} \psi = \nabla_X^{SM} \psi - \frac{1}{2} \gamma_M(e_0) \gamma_M(\nabla_X e_0) \psi,
\]

for all \( \psi \in \Gamma(SM) \) and \( X \in \Gamma(TM) \) which is tangent to \( \Sigma \) – that is, \( (X, e_0)_g = 0 \). A direct inspection leads to

\[
D_M = -\gamma_M(e_0) \left[ \nabla_{e_0}^{SM} + i D_\bullet - \frac{n}{2} H_\bullet \right]. \tag{2.4}
\]

where \( H_t := -\frac{1}{n} \sum_{j=1}^n (e_j, \nabla_{e_j} e_0)_{h_t} \) is the mean curvature of \( \Sigma_t \). Actually, the latter formula holds for \( n \) even, while for \( n \) odd we have to replace \( D_\bullet \) with \( \begin{pmatrix} D_\bullet & 0 \\ 0 & -D_\bullet \end{pmatrix} \).

### 2.3 APS boundary conditions

In the rest of the paper we shall be interested in solving the Dirac equation \( D_M \psi = 0 \) – possibly with a suitable source term – where \( \psi \) is constrained by appropriate boundary conditions. In fact, we shall require that \( \psi \) satisfies the APS boundary condition with respect to the family of operators \( D_\bullet \). The following discussion mainly profit of the results of [6, Sec. 2.2]. To fit with the geometrical setting presented therein the following assumption is compulsory.

**Assumption 1.** We shall assume that \( \partial \Sigma \) is compact.

To introduce APS boundary conditions some preparations are in order. We shall denote by \( L^2(SM|_{\Sigma\bullet}) = \{L^2(SM|_{\Sigma\bullet})\}_{t \in \mathbb{R}} \) the family of \( L^2 \)-spaces associated with the scalar products

\[
(\psi_1, \psi_2)_{L^2(SM|_{\Sigma\bullet})} := \int_{\Sigma} (\psi_1, \gamma_M(e_0)\psi_2)_{SM|_{\Sigma\bullet}},
\]

where \( \mu_{\Sigma_t} \) is the volume form associated with \( (\Sigma_t, h_t) \). Similarly we shall consider the family of \( L^2 \)-spaces \( L^2(SM|_{\partial \Sigma\bullet}) = \{L^2(SM|_{\partial \Sigma\bullet})\}_{t \in \mathbb{R}} \) with scalar product defined by

\[
(\varphi_1, \varphi_2)_{L^2(SM|_{\partial \Sigma\bullet})} := \int_{\partial \Sigma_t} (\varphi_1, \gamma_M(e_0)\varphi_2)_{SM|_{\partial \Sigma\bullet}}.
\]

Finally we denote by \( H^\bullet_{\text{loc}}(SM|_{\Sigma\bullet}) = \{H^k_{\text{loc}}(SM|_{\Sigma\bullet})\}_{k \in \mathbb{N}} \) the family of local Sobolev spaces associated with \( L^2(SM|_{\Sigma\bullet}) \).

**Remark 2.4.** Notice that if \( n \) is even, we have \( L^2(SM|_{\Sigma\bullet}) = L^2(S\Sigma\bullet) = \{L^2(S\Sigma\bullet)\}_{t \in \mathbb{R}} \), while if \( n \) is odd \( L^2(SM|_{\Sigma\bullet}) = L^2(S\Sigma\bullet^2) \). Here \( L^2(S\Sigma\bullet) \) is the \( L^2 \)-space with scalar product defined by

\[
(\psi_1, \psi_2)_{L^2(S\Sigma\bullet)} := \int_{\Sigma} (\psi_1, \psi_2)_{\Sigma\bullet \mu_{\Sigma\bullet}},
\]

A similar comments holds for what concerns \( \partial \Sigma\bullet \). Notice that, depending on the parity of \( n \) we may need to consider copies of the latter spaces as

\[
S_{\Sigma\bullet} = \begin{cases} S_{\Sigma\bullet} & n \in 2\mathbb{Z} \\ S_{\Sigma\bullet}^{\#2} & n \notin 2\mathbb{Z} \end{cases},
\]

\[
S_{\Sigma\bullet}^{\#2} = S_{\Sigma\bullet}^{\#2} \quad \forall x \in \partial \Sigma\bullet.
\]

This implies that \( L^2(SM|_{\Sigma\bullet}) = L^2(S\Sigma\bullet^{\#2}) \) where the \( L^2 \)-product on \( L^2(S\Sigma\bullet^{\#2}) \) is given by

\[
(\varphi_1, \varphi_2)_{L^2(S\Sigma\bullet^{\#2})} := \int_{\Sigma} (\varphi_1, \varphi_2)_{S\Sigma\bullet^{\#2} \mu_{\Sigma\bullet}}.
\]
For later convenience we shall now recall the following technical Definition [6, Sec. 2.2]

**Definition 2.5.** For all $t \in \mathbb{R}$, a formally self-adjoint linear differential operator $A_t : \Gamma(SM|_{\Sigma_t}) \to \Gamma(SM|_{\Sigma_t})$ is called *adapted to $D_t$* if for all $p \in \partial \Sigma_t$ and $\xi \in T^*_p \partial \Sigma_t$

$$\sigma_{A_t}(\xi) = \sigma_{D_t}(e_n^p)^{-1} \circ \sigma_{D_t}(\xi), \quad \sigma_{D_t}(e_n^p) \circ A_t = -A_t \circ \sigma_{D_t}(e_n^p),$$

where $\sigma_{A_t}, \sigma_{D_t}$ denotes the principal symbols of $A_t$ and $D_t$ respectively, while we identified $T^*_p \partial \Sigma_t$ with $\{\xi \in T^*_p \Sigma_t | \xi(e_n|_p) = 0\}$, $e_n$ being the normalized normal to $\partial \Sigma_t$ and $e_n^p : = g(e_n, \cdot)$. The existence of $A_t$ is guaranteed by [6, Lemma 2.2] while uniqueness holds up to addition of any $R_t \in \text{End}(SM|_{\Sigma_t})$ which anticommutes with $\sigma_{D_t}(e_n^p)$. Notice in particular that, as $D_t$ depends smoothly on $t$, we shall tune the various choices of $A_t$ in order to get a smooth family $A_* := \{A_t\}_{t \in \mathbb{R}}$ of operators adapted to $D_*$. (Here smoothness merely indicates that all involved operators have coefficients smoothly depending in $t$.)

**Assumption 2.** In what follows we shall assume there exists a family $A_* = \{A_t\}_{t \in \mathbb{R}}$ of operators adapted to $D_* = \{D_t\}_{t \in \mathbb{R}}$ such that $\ker A_t = \{0\}$ for all $t \in \mathbb{R}$.

Recalling Assumption 1 one has that, for all $t \in \mathbb{R}$, $A_t$ is a densely defined linear operator on $L^2(SM|_{\Sigma_t})$ which is essentially self-adjoint – cf. [6]. Up to considering the closure of such operator – which we still denote by $A_t$ – we get a decomposition of $L^2(SM|_{\Sigma_t})$ into eigenvectors of $A_t$, namely

$$L^2(SM|_{\Sigma_t}) = \bigoplus_{j \in \mathbb{Z}} \mathbb{C} \varphi_t^{(j)},$$

where $\varphi_t^{(j)}$ is an eigenfunction with corresponding eigenvalues $\lambda_t^{(j)}$.

Let $H^*(A_t) = \{H^*(A_t)^{\sigma}\}_{\sigma \in \mathbb{R}}$ be the family of Sobolev spaces associated with $A_t$, actually $H^*(A_t) := \text{dom}(\langle A_t \rangle^\varepsilon)$ where $\langle \cdot \rangle := (1 + x^2)^{\varepsilon/2}$. For any subset $E$ of the spectrum of $A_t$ let $\Pi_E$ the corresponding spectral projection and let $H_E^*(A_t) := \{\Pi_E H^*(A_t)\}_{t \in \mathbb{R}}$. Finally let $\hat{H}(A_t) := H^\frac{1}{2}(-\infty, 0)(A_t) \oplus H^\frac{1}{2}(0, +\infty)(A_t)$.

**Definition 2.6.** We denote that space of sections satisfying the *APS boundary conditions* by

$$\Gamma_{\text{APS}}(SM) := \{\psi \in \Gamma(SM) | \psi|_{\Sigma_t} \in H^\frac{1}{2}(-\infty, 0)(A_*)\}.$$  

For later convenience – cf. the proof of Proposition 3.1 – let us stress that, for any $\psi_1, \psi_2 \in \Gamma_{\text{APS}}(SM)$ we have

$$\int_{\tilde{\partial \Sigma_t}} (\psi_1, \gamma_M(e_n)\psi_2)_{SM}\mu_{\Sigma_t} = 0 \quad \forall t \in \mathbb{R}. \quad (2.7)$$

The following result has been proved in a way more general setting in [6].

**Proposition 2.7.** [6, Theorem 3.2-3.11] Let $t \in \mathbb{R}$ be arbitrary but fixed. Let $D^\text{MIN}_t$ be the closure of the densely defined symmetric operator $D_{t|\Gamma_{\text{aps}}(SM|_{\Sigma_t})}$ on $L^2(SM|_{\Sigma_t})$ and let $r_t : \Gamma_c(SM|_{\Sigma_t}) \to \Gamma_c(SM|_{\Sigma_t})$ be the standard restriction map. Then:

(i) The adjoint of $D^\text{MIN}_t$ coincides with the maximal operator $D^\text{MAX}_t$ defined by

$$\text{dom } D^\text{MAX}_t := \{\psi \in L^2(SM|_{\Sigma_t}) | D_t \psi \in L^2(SM|_{\Sigma_t})\}, \quad D^\text{MAX}_t \psi := D_t \psi . \quad (2.8)$$

(ii) the restriction map $r_t$ extends to a continuous surjection $r_t : \text{dom } D^\text{MAX}_t \to \hat{H}(A_t)$, where $\text{dom } D^\text{MAX}_t$ is equipped with the graph norm of $D^\text{MAX}_t$ while the norm of $\hat{H}(A_t)$ is the one induced by the spaces $H^\frac{1}{2}(-\infty, 0)(A_t), H^\frac{1}{2}(0, +\infty)(A_t)$. Moreover $\ker r_t = \text{dom } D^\text{MIN}_t$ so that $\hat{H}(A_t) \simeq \frac{\text{dom } D^\text{MAX}_t}{\text{dom } D^\text{MIN}_t}$. 
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(iii) the operator $D^\text{APS}_t$ defined by
\[
\text{dom } D^\text{APS}_t := \{ \psi \in \text{dom}(D_{\text{MAX}}) | r_t \psi \in H^\frac{3}{2}_{(-\infty,0)}(A_t) \}, \quad D^\text{APS}_t \psi := r_t \psi,
\] is a self-adjoint extension of $D^\text{MIN}_t$.

(iv) denoting with $\Sigma^\text{INT}_t := \Sigma \setminus \partial \Sigma$ it holds
\[
\forall \psi \in \text{dom } D^\text{MAX}_t : \psi \in H^1_{\text{LOC}}(SM | \Sigma^\text{INT}) \iff D_t \psi \in H^\bullet_{\text{LOC}}(SM | \Sigma^\text{INT}) \tag{2.10}
\]
\[
\forall \psi \in \text{dom } D^\text{APS}_t : \psi \in H^1_{\text{LOC}}(SM | \Sigma_t) \iff D_t \psi \in H^\bullet_{\text{LOC}}(SM | \Sigma_t), \tag{2.11}
\]
where $H^k_{\text{LOC}}(SM | \Sigma^\text{INT}) = \{ H^k_{\text{LOC}}(SM | \Sigma^\text{INT}) \}_k^{\infty}$ is the family of local Sobolev spaces associated to $L^2(SM | \Sigma^\text{INT})$ - notice that $H^\bullet_{\text{LOC}}(SM | \Sigma^\text{INT}) \subset H^\bullet_{\text{LOC}}(SM | \Sigma_t)$ is a strict inclusion.

**Remark 2.8.** Let us remark that Item (iii) requires $\ker A_t = \{ 0 \}$ (Assumption 2). Furthermore notice that for all $\psi_1, \psi_2 \in \Gamma_{\text{APS}}(SM) \cap \Gamma_e(SM)$ it holds using (2.7)
\[
\int_M (\psi_1, D_M \psi_2)_{SM} \mu_M + \int_M (D_M \psi_1, \psi_2)_{SM} \mu_M = 0,
\]
where $\mu_M$ is the volume form associated with $(M, g)$.

## 3 Energy estimates

The aim of this section is to derive suitable energy estimates for the Dirac operator coupled with APS boundary conditions (cf. Proposition 3.1). This result will be employed to show that the Cauchy problem (1.1) admits at most one solution (cf. Proposition 3.3). In the literature for other boundary conditions, the energy estimates are also employed to show finite speed of propagation. As APS boundary conditions are non-local it is in general not true that a smooth solution $\psi$ of the Cauchy problem (1.1) propagates with at most speed of light, however, Proposition 3.2 will provide a bound on the propagation of the support $\text{supp}(\psi)$ of $\psi$.

In the following Proposition we deduce an energy estimate for sections $\psi \in \Gamma_{\text{APS}}(SM)$ (cf. [4, Theorem 5.3] for the analogous result in the boundary case).

**Proposition 3.1.** Let $t_0, t_1 \in \mathbb{R}$, $t_0 < t_1$, and $p \in M$ be such that $J^-(p) \cap ([t_0, t_1] \times \Sigma) \cap \partial M = \emptyset$. Then there exists $C = C_{t_0, t_1} > 0$ such that for all $\psi \in \Gamma(SM)$
\[
\int_{J^-(p) \cap \Sigma_t} (\psi, \gamma_M(e_0) \psi)_{SM} \mu_{\Sigma_t} \leq C e^{C(t_1-t_0)} \int_{t_0}^{t_1} \int_{J^-(p) \cap \Sigma_s} (D_M \psi, \gamma_M(e_0) D_M \psi)_{SM} \mu_{\Sigma_s} \mu_s \mathrm{d}s + e^{C(t_1-t_0)} \int_{J^-(p) \cap \Sigma_{t_0}} (\psi, \gamma_M(e_0) \psi)_{SM} \mu_{\Sigma_{t_0}}. \tag{3.1}
\]

Similarly let $K \subset \Sigma$ be a compact set such that $\partial \Sigma \subseteq K$ and let $K_t := \{ t \} \times K$. Then there is a constant $C = C_{t_0, t_1} > 0$ such that for all $\psi \in \Gamma_{\text{APS}}(SM)$ it holds
\[
\int_{K_{t_1}} (\psi, \gamma_M(e_0) \psi)_{SM} \mu_{\Sigma_{t_1}} \leq C e^{C(t_1-t_0)} \int_{t_0}^{t_1} \int_{J^-(K_t) \cap \Sigma_s} (D_M \psi, \gamma_M(e_0) D_M \psi)_{SM} \mu_{\Sigma_s} \mu_s \mathrm{d}s + e^{C(t_1-t_0)} \int_{J^-(K_{t_0}) \cap \Sigma_{t_0}} (\psi, \gamma_M(e_0) \psi)_{SM} \mu_{\Sigma_{t_0}}. \tag{3.2}
\]

Let us remark on the differences between inequalities (3.1) and (3.2). The main difference lies on the fact that in (3.1) we integrate over domains which have empty intersection with $\partial M$. On the contrary, the domains used in (3.2) are such that they contain $(t_1, t_0) \times \partial \Sigma$ entirely. Intermediate situations, where $(t_1, t_0) \times \partial \Sigma$ only partially intersects with the domain of integration domain are not feasible: This is due to the non-locality of the APS boundary conditions – cf. Definition 2.6.
Proof of Proposition 3.1. The proof of inequalities (3.1) and (3.2) is similar and is based on standard techniques (cf. [5]). We shall focus on inequality (3.2) as this is the one where the boundary conditions enters. For that, let \( \psi \in \Gamma_{\text{aps}}(SM) \) and let \( V_\psi \in \Gamma(TM) \) be the vector field defined by

\[
(V_\psi, X)_\gamma := (\psi, \gamma_M(X)\psi)_SM, \quad \forall X \in \Gamma(TM).
\]

By direct inspection one has

\[
\text{div}_M(V_\psi) = \sum_{j=0}^n \varepsilon_j(e_j, \nabla^M_{e_j} V_\psi) = (D\psi_M, \psi)_SM + (\psi, D\psi)_SM.
\]

Let us now consider \( U := J^-(K_{t_1}) \cap ((t_0, t_1) \times \Sigma) \) and integrate the previous equality on \( U \) with respect to \( \mu_M \). We get

\[
\int_U \text{div}_M(V_\psi) \mu_M = \int_U [(D\psi_M, \psi)_SM + (\psi, D\psi)_SM] \mu_M
\]

\[
\leq \int_U [C_1(D\psi_M, \gamma_M(e_0)D\psi)_SM + C_2(\psi, \gamma_M(e_0)\psi)_SM] \mu_M
\]

\[
= \int_{t_0}^{t_1} \int_{J^-(K_{t_1}) \cap \Sigma} [C_1(D\psi_M, \gamma_M(e_0)D\psi)_SM + C_2(\psi, \gamma_M(e_0)\psi)_SM] \mu_{\Sigma}, ds,
\]

where \( C_1, C_2 > 0 \) do not depend on \( \psi \). Here, in the second line the inequality uses \((D\psi_M, \psi)_SM = (D\psi_M, \gamma_M(e_0)\gamma_M(e_0)\psi)_SM, \) Cauchy-Schwarz for the positive definite pairing \((\gamma_M(e_0))_SM \) and that \( \gamma_M(e_0) \) is a bounded operator with respect to the fiberwise scalar product \((\psi_1, \gamma_M(e_0)\psi_2)_SM\). By Stokes’ theorem, the left-hand side of the equation equals to

\[
\int_U \text{div}_M(V_\psi) \mu_M = \int_{\partial U} \psi^*_{\partial U}(t_{\partial U}(V_\psi) \mu_M).
\]

In fact, since \( \partial \Sigma \subset \partial K \) we have \( \partial U = K_{t_1} \cup (J^-(K_{t_1}) \cap \Sigma_{t_0}) \cup ((t_0, t_1) \times \Sigma) \cup (\partial J^-(K_{t_1}) \cap ((t_0, t_1) \times (\Sigma \setminus \partial \Sigma))) \) so that

\[
\int_U \text{div}_M(V_\psi) \mu_M = \int_{K_{t_1}} (\psi, \gamma_M(e_0)\psi)_SM\mu_{\Sigma_{t_1}} - \int_{J^-(K_{t_1}) \cap \Sigma_{t_0}} (\psi, \gamma_M(e_0)\psi)_SM\mu_{\Sigma_{t_0}}
\]

\[
- \int_{t_0}^{t_1} \int_{\partial \Sigma_{t_0}} (\psi, \gamma_M(e_n)\psi)_SM\mu_{\Sigma_{t_0}} ds + \int_{\partial J^-(K_{t_1}) \cap ((t_0, t_1) \times (\Sigma \setminus \partial \Sigma))} \psi^*_{\partial U}(t_{\partial U}(V_\psi) \mu_M).
\]

The integral over \( \partial \Sigma \) vanishes on account of the boundary condition of \( \psi \in \Gamma_{\text{aps}}(SM) \) – cf. Equation (2.7). Moreover, since \((\cdot, \gamma_M(X))_SM \) is positive definite for all future-pointed time-like vectors \( X \), the same holds true for future-pointed light-like vectors. This entails that

\[
\int_{\partial J^-(K_{t_1}) \cap ((t_0, t_1) \times (\Sigma \setminus \partial \Sigma))} \psi^*_{\partial U}(t_{\partial U}(V_\psi) \mu_M) = \int_{\partial J^-(K_{t_1}) \cap ((t_0, t_1) \times (\Sigma \setminus \partial \Sigma))} (\psi, \gamma_M(X)\psi)_{t_X \mu_M} \geq 0,
\]

where \( X \) is some future-directed, light-like and tangent to \( \partial J^-(K_{t_1}) \). Overall we have

\[
\int_{K_{t_1}} (\psi, \gamma_M(e_0)\psi)_SM\mu_{\Sigma_{t_1}} - \int_{J^-(K_{t_1}) \cap \Sigma_{t_0}} (\psi, \gamma_M(e_0)\psi)_SM\mu_{\Sigma_{t_0}}
\]

\[
\leq C \int_{t_0}^{t_1} \int_{J^-(K_{t_1}) \cap \Sigma} [(D\psi_M, \gamma_M(e_0)D\psi)_SM + (\psi, \gamma_M(e_0)\psi)_SM] \mu_{\Sigma}, ds,
\]

which leads inequality (3.2) by Gronwall’s Lemma applied to the function

\[
F(t) := \int_{J^-(K_{t_1}) \cap \Sigma} (\psi, \gamma_M(e_0)\psi)_SM\mu_{\Sigma_{t_1}}.
\]

This concludes our proof. \( \square \)
We are now in the position to prove Theorem 1.1—the existence of weak solution: Let us recall that a weak solution $\psi$ is an element $\psi \in L^2(\Sigma_{M_T})$ such that

$$
(\phi, f)_{L^2(\Sigma_{M_T})} = (D_M^* \phi, \psi)_{L^2(\Sigma_{M_T})}
$$

(3.3)

for all $\phi \in \Gamma_e(\Sigma) \cap \text{dom} \ D_M^{\text{APS}}$, where $L^2(\Sigma_{M_T})$ is as defined on page 6, $\mu_g$ being the canonical volume form of $(\Sigma_T, g)$, $e_0 := g(e_0, e_0)^{-\frac{1}{2}} e_0$ and $D_M^* = -D_M$ denotes the formal adjoint of $D_M |_{\Gamma_e(\Sigma_{M_T})}$. (This definition uses that the APS boundary condition are self-adjoint. Otherwise $\phi$ would need to obey the corresponding adjoint boundary condition.)

**Proof of Theorem 1.1.** Let $M_T$ be a time strip as in Theorem 1.1. Using Proposition 3.1 for $\psi \in \Gamma_e(\Sigma_{M_T}) \cap \Gamma_{\text{ARS}}(\Sigma_{M_T})$ such that $\psi_{t_a} = 0$ and $\psi_{t_b} = 0$, there exists a constant $C$ such that

$$
\|\psi\|_{L^2(\Sigma_{M_T})} \leq C \|D_M^* \psi\|_{L^2(\Sigma_{M_T})}.
$$

Finally, using the same argument in [47, Theorem 3.20] or [46, Theorem 4.2] we obtain the existence of weak solutions. \qed

We conclude this section with some property of the support of smooth solutions of the Cauchy problem.

**Proposition 3.2** (Support property). Assume the setup of Theorem 1.2. Any solution $\psi \in \Gamma_{\text{ARS}}(\Sigma)$ of the Cauchy problem (1.1) satisfies

$$
\text{supp } \psi \subset J(\text{supp } \psi_0) \cup J(\partial \Sigma_0),
$$

(3.4)

where $J(A) := J^+(A) \cup J^-(A)$ denotes the union of the causal future and the causal past of a set $A$.

**Proof.** Let $\mathcal{V} := J(\text{supp } \psi_0) \cup J(\partial \Sigma_0)$ and let $p \in M \setminus \mathcal{V}$ and let assume $p \in J^+(\Sigma_0)$ – the case $p \in J^-(\Sigma_0)$ can be treated analogously. This means that there is no future-directed causal curve contained in $J^+(\Sigma_0)$ which starts in $\mathcal{V}$ and terminates at $p$. Hence $J^-(p) \cap J^+(\Sigma_0) \cap \text{supp } \mathcal{V} = \emptyset$. By inequality (3.1), $\psi = 0$ on $J^-(p) \cap J^+(\Sigma_0)$, in particular it vanishes as $p$. \qed

As byproduct of the energy estimate (3.1) we get uniqueness of smooth solutions.

**Proposition 3.3** (Uniqueness). Assume the setup of Theorem 1.2. Then there exists at most a unique solution $\psi \in \Gamma_{\text{ARS}}(\Sigma)$ to the Cauchy problem (1.1).

**Proof.** By linearity of the Cauchy problem (1.1), it suffices to prove that $\psi = 0$ is the only solution to the Cauchy problem (1.1) with vanishing initial data. Proposition 3.2 entails that $\text{supp}(\psi) \subseteq J(\Sigma_0)$. Let $p \in \Sigma_t \subseteq J^+(\Sigma_0)$ – a similar argument applies if $p$ lies in $J^-(\Sigma_0)$ – and let $K_p \subset \Sigma_t$ be a compact set containing $\partial \Sigma_t \cup \{p\}$. Then inequality (3.2) shows that

$$
\int_{K_p} (\psi, \gamma_M(e_0) \psi)_{\Sigma_{M_T}} = 0.
$$

The arbitrariness of $p$ implies that $\psi = 0$. \qed

4 Existence of smooth solutions

In this section we shall prove Theorem 1.2 and to this end, we assume the following:

**Assumption 3.** We shall assume that $N|_{\partial M} = 1$ and $\nabla e_0 e_n|_{\partial M} = 0$, that is, $e_n$ is parallel transported along the integral curves of $e_0$.

Our strategy is divided into two main steps. In the first one we shall prove Theorem 1.2 under the additional assumption that $\Sigma$ is compact. This will be achieved by reducing the Cauchy problem (1.1) into an Hamiltonian form (cf. Equation (4.6): For that Assumption 3 will be crucial). Once in Hamiltonian form, the existence of a smooth solution to the Cauchy problem
will be proved by mimicking the proof presented in [5] for the case of symmetric hyperbolic systems on globally hyperbolic manifolds without boundary. Such proof can be suitably modified in the case of a boundary by exploiting the functional calculus associated with the self-adjoint operator $D^b\text{ps}$. In the second step we shall drop the compactness assumption on $\Sigma$. This can be done again along the lines of [5], where the proof is based on finite speed propagation of the solution. In fact, in our case the result of Proposition 3.2 will suffice for our purposes, together with the results obtained in [47].

### 4.1 Reduction to the Hamiltonian form

In this section we shall reduce the Dirac equation to its Hamiltonian form. To this end, we shall first perform a conformal transformation and then identify a family of spinor bundles. Finally, we shall compare the Cauchy problems for the Dirac operator with the ones for the Hamiltonian operator.

#### 4.1.1 Conformal transformation

We start by reducing the Cauchy problem (1.1) to the case where $N = 1$. This is achieved by a conformal transformation $\hat{g} = N^{-2}g$. The corresponding Clifford multiplication $\hat{\gamma}_M$ and spin-connection $\hat{\nabla}^{SM}$ are related to the previous one by

$$\hat{\gamma}_M(X) = N^{-1}\gamma_M(X), \quad \hat{\nabla}^{SM}_X = \nabla^{SM}_X + \frac{N}{2}\gamma_M(X)\gamma_M(\nabla^MN^{-1}) - \frac{N}{2}X(N^{-1}),$$

while the fiber pairing $(\ , \ )_{SM}$ remains unaffected. The Dirac operator $\hat{D}_M$ for $(M, \hat{g})$ is related to the Dirac operator $D_M$ for $(M, g)$ by

$$\hat{D}_M = N^{\frac{n+1}{2}}D_MN^{-\frac{n+1}{2}}. \quad (4.1)$$

Notice that $\hat{e}_j = Ne_j$ and therefore Equations (2.4) and (4.1) entail that $\hat{D}_* = N^{\frac{n+1}{2}}D_*N^{-\frac{n+1}{2}}$. This shows that $D_M\psi = 0$ is equivalent to $\hat{D}_M\hat{\psi} = 0$, where $\hat{\psi} = N^{-\frac{n+1}{2}}\psi$. Moreover, the APS boundary conditions for $D_*$ coincides with the APS boundary conditions for $\hat{D}_*$ since $N = 1$ at the boundary.

Overall, under Assumption 3 we may reduce the Cauchy problem (1.1) to the case $N = 1$. In what follows we shall implicitly assume that such a reduction has been made. As a consequence the vector field $e_0$ is geodesic, that is $\nabla_{e_0}e_0 = 0$, as

$$2(\nabla_{e_0}e_0, e_0)_g = \nabla_{e_0}(e_0, e_0)_g = 0,$$

$$(\nabla_{e_0}e_0, e_j)_g = -(e_0, \nabla_{e_0}e_j)_g = -(e_0, \nabla_{e_j}e_0)_g + (e_0, [e_0, e_j])_g = 0, \quad j \geq 1,$$

where in the last equality we used the hypothesis $N|_{\partial M} = 1$ to ensure that we can choose the local coordinate fields $e_j$ so that $[e_0, e_j] = 0$.

**Remark 4.1.** One may wonder what happens if the assumption $N|_{\partial M} = 1$ is dropped. In this case we may choose $A_t$ and $\hat{A}_t$ so that $\hat{A}_t = N^{\frac{n+1}{2}}A_tN^{-\frac{n+1}{2}}$, therefore, the connection between $\hat{A}_t$-APS boundary conditions and $A_t$-APS boundary conditions is lost. It would be interesting to see whether the $A_t$-APS boundary induces $\hat{A}_t$-boundary conditions for which we can still apply proposition 2.7 - cf. [6, Theorem 3.2-3.11].

#### 4.1.2 Identification of $\Sigma$.

After reduction to the case $N = 1$ we shall proceed by identifying all Cauchy surface $\Sigma_* = \{\Sigma_t\}_{t \in \mathbb{R}}$ (and the associated spinor bundles) by $e_0$-parallel transport. This allows to formulate
the Cauchy problem (1.1) in Hamiltonian form, where the unknown spinor \( \tilde{\psi} \) belongs to the space \( C^\infty(\mathbb{R}, \Gamma(SM|_\Sigma)) \). Within this setting we shall then be able to mimic the proof of [5].

The following discussion profits of the results presented in [53]. We start by identifying the family \( SM|_{\Sigma^*} \) with \( SM|_\Sigma \) by parallel transport. This can be done as follows: for an arbitrary but fixed \( t \in \mathbb{R} \), let \( \tau_t^0: \Sigma_t \rightarrow \Sigma \) denote the translation \((t, x) \rightarrow (0, x)\). Moreover, let \( \phi_t^0: SM|_{\Sigma_t} \rightarrow SM|_\Sigma \) be the parallel transport which lifts \( \tau_t^0 \); that is, the parallel transport along the integral curves of \( e_0 \). Notice that \( \phi_t^0 \) preserves \( (,)_SM \) namely \((\psi_1, \psi_2)_SM = [\tau_t^0]^* (\psi_1, \psi_2)_SM \). Furthermore, it also preserves the positive definite form \((,\gamma_M(e_0))_SM \) because \( e_0 \) is geodesic.

Let now \( \rho: M \rightarrow \mathbb{R} \) be such that, for all \( t \in \mathbb{R} \), \([\tau_t^0]^* \mu_{\Sigma_t} = \rho_t^2 \mu_\Sigma \) where \( \tau_t^0 \tau_t^0 = 1 \). Then, \( \rho \in C^\infty(M) \). We set

\[
U: \Gamma(SM) \rightarrow C^\infty(\mathbb{R}, \Gamma(SM|_\Sigma)), \quad (U\psi)_t := \rho_t \phi_t^0 \psi.
\] (4.2)

Notice that \( U \) is an isometry between \( L^2(SM|_{\Sigma^*}) \) and \( L^2(SM|_\Sigma) \) as

\[
(U(\psi_1)_t, (U(\psi_2)_t)_{L^2(SM|_\Sigma)} = \int_\Sigma (\phi_t^0 \psi_1, \gamma_M(e_0) \phi_t^0 \psi_2)_{SM} \rho_t^2 \mu_\Sigma = \int_{\Sigma_t} (\psi_1, \gamma_M(e_0) \psi_2)_{SM} \mu_{\Sigma_t} = (\psi_1, \psi_2)_{L^2(SM|_{\Sigma_t})}.
\]

We shall now consider the differential operator \( UD_M U^{-1} \). Direct calculation leads to

\[
\partial_t(U\psi)_t = (U \rho_t^{-1} \nabla_{\partial_t} (\rho_t \psi))_t,
\]

which entails the identity

\[
U \nabla_{e_0} U^{-1} = \frac{\partial_t}{\rho_t} \circ \rho_t^{-1} - \partial_t - \rho_t^{-1} [\partial_t, \rho_t],
\]

where \(|h_t| := \det h_t \). At the same time, \( \nabla_{e_0} e_0 = 0 \) entails that

\[
-nH_t = \text{div}_M(e_0) = |h_t|^{-\frac{3}{2}} \partial_t |h_t|^{\frac{3}{2}} = 2\rho_t^{-1} [\partial_t, \rho_t] = 2 \rho_t^{-1} [\partial_t, \rho_t].
\]

Overall we have, using (2.4),

\[
UD_M U^{-1} = -\gamma_M(e_0) U \left[ \nabla_{e_0} + iD - \frac{n}{2} H \right] U^{-1} = -\gamma_M(e_0) \left[ \partial_t + iUD_M U^{-1} \right].
\]

It follows that \( D_M \psi = f \) is equivalent to

\[
\left( \partial_t + iD_t \right) \tilde{\psi} = \tilde{f}, \tag{4.3}
\]

being \( \tilde{\psi} := U \psi \in C^\infty(\mathbb{R}, \Gamma(SM|_\Sigma)) \), \( \tilde{f} := \gamma_M(e_0) U f \in C^\infty(\mathbb{R}, \Gamma_{cc}(SM|_\Sigma)) \) while \( \tilde{D}_t := UD_M U^{-1} \).

Notice that, for all \( t \in \mathbb{R} \), \( \tilde{D}_t|_{\Gamma_{cc}(SM|_\Sigma)} \) is a densely-defined operator on \( L^2(SM|_\Sigma) \) with symmetric closure. Therefore, as expected, the Cauchy problem associated with Equation (4.3) requires appropriate boundary conditions. In fact, the results [6, Theorem 3.2-3.11] presented in the particular case of Proposition 2.7 also hold true for the family \( \tilde{D}_t \), in particular:

1. \( \tilde{D}_t|_{\Gamma_{cc}(SM|_\Sigma)} \) is a densely defined linear operator on \( L^2(SM|_\Sigma) \) with symmetric closure \( \tilde{D}_t^\text{MIN} \) and adjoint \( \tilde{D}_t^\text{MAX} \) defined on the domain

\[
\text{dom} \tilde{D}_t^\text{MAX} := \{ \psi \in L^2(SM|_\Sigma) \mid \tilde{D}_t \psi \in L^2(SM|_\Sigma) \}, \quad \tilde{D}_t^\text{MAX} \psi = \tilde{D}_t \psi.
\]

2. the restriction map \( r: \Gamma(SM|_\Sigma) \rightarrow \Gamma(SM|_{\Sigma^*}) \) extends to a continuous surjection

\[
\tilde{r}_t: \text{dom} \tilde{D}_t^\text{MAX} \rightarrow \tilde{H}(\tilde{A}_t).
\]

Here \( \tilde{A}_t \) is a differential operator on \( \Gamma(SM|_{\Sigma^*}) \) adapted to \( \tilde{D}_t \), while \( \tilde{H}(\tilde{A}_t) \) is defined as \( \tilde{H}(A_t) \).
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3. the operator $\tilde{D}_t^{\text{aps}}$ defined by

$$\text{dom} \tilde{D}_t^{\text{aps}} := \{ \psi \in \text{dom} \tilde{D}_t^{\text{max}} \mid \tilde{r}_t \psi \in H^\frac{1}{2}_{(-\infty,0)}(\tilde{A}_t) \}, \quad \tilde{D}_t^{\text{aps}} \psi := \tilde{D}_t \psi,$$

is a self-adjoint extension of $\tilde{D}_t^{\text{min}}$ and moreover

$$\forall \psi \in \text{dom} \tilde{D}_t^{\text{max}}, \psi \in H^{*-1}_{\text{loc}}(SM|_{\Sigma^{\text{nt}}}) \iff \tilde{D}_t \psi \in H^{\bullet}_{\text{loc}}(SM|_{\Sigma^{\text{nt}}}),$$

(4.4)

$$\forall \psi \in \text{dom} \tilde{D}_t^{\text{aps}}, \psi \in H^{*-1}_{\text{loc}}(SM|_{\Sigma}) \iff \tilde{D}_t \psi \in H^{\bullet}_{\text{loc}}(SM|_{\Sigma}),$$

(4.5)

These results call for a comparison between the Cauchy problem (1.1) and the Cauchy problem

$$(\tilde{D}_t + i \tilde{D}_x) \tilde{\psi} = \tilde{f}, \quad \tilde{\psi}_0 = \psi_0, \quad \tilde{\psi} \in C^\infty(\mathbb{R}, \Gamma_{\text{aps}}(SM|_{\Sigma})),$$

(4.6)

where $\tilde{\psi} = U \psi$, $\tilde{f} = \gamma_M(e_0)Uf$ while we denoted

$$C^\infty(\mathbb{R}, \Gamma_{\text{aps}}(SM|_{\Sigma})) := \{ \psi \in C^\infty(\mathbb{R}, \Gamma(\text{SM}|_{\Sigma})) \mid \tilde{r}_t \psi \in H^\frac{1}{2}_{(-\infty,0)}(\tilde{A}_t), \forall t \in \mathbb{R} \}.$$

Finally, for what concern boundary conditions for the Cauchy problems (1.1) and (4.6), we observe that, on account of Assumption 3, we may set $\tilde{A}_t = U A_t U^{-1}$. Notice that this preserves Assumption 2, namely $\ker \tilde{A}_t = \{ 0 \}$ for all $t \in \mathbb{R}$. A direct inspection shows that if $\psi \in \Gamma_{\text{aps}}(SM)$ then $U \psi \in C^\infty(\mathbb{R}, \Gamma_{\text{aps}}(SM|_{\Sigma}))$.

4.2 Compact Cauchy surfaces and smooth solutions

In this section we shall prove that the Cauchy problem (4.6) has a (unique) solution $\tilde{\psi} \in C^\infty(\mathbb{R}, \Gamma_{\text{aps}}(SM|_{\Sigma}))$ under the following additional assumption.

**Assumption 4.** We shall assume that $\Sigma$ is compact.

4.2.1 Sobolev spaces

For later convenience we shall introduce the family of APS-Sobolev spaces $H^k_{\text{aps},t}(SM|_{\Sigma}) := \{ H^{k}_{\text{aps},t}(SM|_{\Sigma}) \}_{k \in \mathbb{N}}$, where $H^{k}_{\text{aps},t}(SM|_{\Sigma}) := \text{dom}(\tilde{D}_t^{\text{aps}})^k$ – here $\langle z \rangle := (1 + z^2)^\frac{1}{2}$. As usual $H^p_{\text{aps},t}(SM|_{\Sigma}) := \cap_k H^k_{\text{aps},t}(SM|_{\Sigma})$. We recall that $H^k_{\text{aps},t}(SM|_{\Sigma})$ can be characterized in terms of the spectral calculus associated with $\tilde{D}_t^{\text{aps}}$. Indeed, if $P(\tilde{D}_t^{\text{aps}})$ denotes the projection-valued measure associated with $\tilde{D}_t^{\text{aps}}$ then $[52, \text{Theorem } 9.13]$

$$H^k_{\text{aps},t}(SM|_{\Sigma}) = \{ \psi \in L^2(SM|_{\Sigma}) \mid \int_{\mathbb{R}} \langle \lambda \rangle^{2k} d\mu_{\psi}(\lambda) < +\infty \},$$

(4.7)

where $\mu_{\psi}(E) = \langle \psi, P_E^{(\tilde{D}_t^{\text{aps}})} \psi \rangle_{L^2(SM|_{\Sigma})}$ for any Borel set $E$ of $\mathbb{R}$.

Notice that $H^k_{\text{aps},t}(SM|_{\Sigma}) \hookrightarrow H^k(SM|_{\Sigma})$ is a closed inclusion for all $k \in \mathbb{N}$ and $t \in \mathbb{R}$ (cf. Proposition 2.7). (As $\Sigma$ is compact, we shall now drop the subscript $\text{loc}$ to the Sobolev space $H^k(SM|_{\Sigma})$.) In fact, under Assumption 4 ($\Sigma$ being compact) and being $D_t$ an elliptic first order differential operator, the norm $\|H^k(SM|_{\Sigma})\|$ can be taken to coincide with $\|H^k_{\text{aps},t}(SM|_{\Sigma})\|$ for all $t \in \mathbb{R}$ – that is $\|\psi\|^2_{H^k(SM|_{\Sigma})} = \langle \psi, (1 + \tilde{D}_t^2)^k \psi \rangle_{L^2(SM|_{\Sigma})}$. This also shows that any pseudo-differential operator $D_t$ of order $\ell$ induces a continuous map $D_t^k : H^{k+\ell}_{\text{aps},t}(SM|_{\Sigma}) \rightarrow H^k(SM|_{\Sigma})$ as

$$\|D_t^k\|_{H^k(SM|_{\Sigma})} \leq C_k,\ell \|\psi\|_{H^{k+\ell}(SM|_{\Sigma})} = C_k,\ell \|\psi\|_{H^{k+\ell}_{\text{aps},t}(SM|_{\Sigma})},$$

Moreover, as $H^{k+\ell}(SM|_{\Sigma}) \hookrightarrow H^k(SM|_{\Sigma})$ is compact for all $\ell, k \in \mathbb{N}$, then $H^{k+\ell}_{\text{aps},t}(SM|_{\Sigma}) \hookrightarrow H^k_{\text{aps},t}(SM|_{\Sigma})$ is compact as well – here we are again using Assumption 4.
For \( \ell, k \in \mathbb{N} \cup \{ \infty \} \), we denote by \( C^\ell(\mathbb{R}, H^k(\Sigma \mid \Sigma)) \) the space of functions \( u: \mathbb{R} \to H^k(\Sigma \mid \Sigma) \) which are \( C^\ell \) with respect to one (hence any) of the equivalent norm on \( H^k(\Sigma \mid \Sigma) \).

Similarly we shall denote by \( C^\ell(\mathbb{R}, H^{k, \bullet}(\Sigma \mid \Sigma)) \) the subspace of \( C^\ell(\mathbb{R}, H^k(\Sigma \mid \Sigma)) \) made of functions \( u \) such that \( u_t \in H^{k, \bullet}_t(\Sigma \mid \Sigma) \) for all \( t \in \mathbb{R} \). If \( t \to u_t \) is compactly supported we shall write \( u \in C^\ell_c(\mathbb{R}, H^{k, \bullet}(\Sigma \mid \Sigma)) \). Notice that, for all interval \( I \subseteq \mathbb{R} \) and \( k, \ell \in \mathbb{N} \), \( C^\ell(I, H^{k, \bullet}(\Sigma \mid \Sigma)) \), is a Fréchet space with seminorms defined by

\[
\|u\|_{\ell, t} := \sup_{t \in I} \sup_{0 \leq j \leq \ell} \|\partial_{t_j}^j u_t\|_{H^{k, \bullet}_t(\Sigma \mid \Sigma)},
\]

### 4.2.2 Mollifiers

For \( \varepsilon > 0 \) we shall denote by \( J^\varepsilon(\ell) \) the linear bounded self-adjoint operator on \( L^2(\Sigma \mid \Sigma) \) defined by

\[
J^\varepsilon(\ell) \psi := \int_{\mathbb{R}} e^{-2\varepsilon(\lambda)} d\mu_\varepsilon(\lambda) \psi(\lambda).
\]

Notice that \( J^\varepsilon(\ell) \psi \in H^{2(\ell-k)}_t(\Sigma \mid \Sigma) \), in fact, for all \( k, \ell \in \mathbb{N} \), \( J^\varepsilon(\ell) : H^{k, \bullet}_t(\Sigma \mid \Sigma) \to H^{2(\ell-k)}_t(\Sigma \mid \Sigma) \) is bounded. Indeed, this follows from (4.7) together with estimate

\[
\|J^\varepsilon(\ell) \psi\|_{H^{2(\ell-k)}_t(\Sigma \mid \Sigma)} = \int_{\mathbb{R}} \lambda^{2(\ell-k)} e^{-2\varepsilon(\lambda)} d\mu_\varepsilon(\lambda) \leq c_{\ell, \varepsilon}(\ell) \|\psi\|_{H^{2(\ell-k)}_t(\Sigma \mid \Sigma)},
\]

being \( c_{\ell, \varepsilon}(\ell) := \sup_{\lambda \in \mathbb{R}} \lambda^{2(\ell-k)} e^{-2\varepsilon(\lambda)} \varepsilon^{2(\ell-k)} \). In fact, a dominated convergence argument shows that, for all \( k \in \mathbb{N} \), \( J^\varepsilon(\ell) : H^{k, \bullet}_t(\Sigma \mid \Sigma) \to H^{2(\ell-k)}_t(\Sigma \mid \Sigma) \) converges strongly to the identity as \( \varepsilon \to 0^+ \). This is equivalent to \( \lim_{\varepsilon \to 0^+} \|J^\varepsilon(\ell) \psi - \psi\|_{H^{2(\ell-k)}_t(\Sigma \mid \Sigma)} = 0 \) for all \( \psi \in H^{k, \bullet}_t(\Sigma \mid \Sigma) \). (In fact, \( J^\varepsilon(\ell) : H^{k, \bullet}_t(\Sigma \mid \Sigma) \to H^{2(\ell-k)}_t(\Sigma \mid \Sigma) \) converges strongly to the embedding \( H^{k+\ell}_t(\Sigma \mid \Sigma) \to H^{k, \bullet}_t(\Sigma \mid \Sigma) \) as \( \varepsilon \to 0^+ \).) Moreover, since \( e^{-2\varepsilon(\lambda)} \leq 1 \), Equation (4.8) shows that

\[
\|J^\varepsilon(\ell)\|_{B(H^{2(\ell-k)}_t(\Sigma \mid \Sigma))} \leq 1,
\]

where \( \|B(\Sigma \mid \Sigma) \) denotes the operator norm in the space \( B(H^{k, \bullet}_t(\Sigma \mid \Sigma)) \) of bounded operators on \( H^{k, \bullet}_t(\Sigma \mid \Sigma) \).

### 4.2.3 Existence of smooth solution with compact Cauchy surfaces

The existence of smooth solutions is performed in 3 steps. We first regularize the problem by using the mollifiers from the last subsection and show existence of solutions of these regularized problems. In the second step we show that the regularized solutions have a convergent subsequence. Then, in the third step we prove that the corresponding limit is actually a smooth solution of our Cauchy problem (for compact Cauchy surfaces).

1. **Regularized problem:** In order to prove the existence of a solution \( \tilde{\psi} \in C^\infty(\mathbb{R}, \Gamma_{\text{APS}}(\Sigma \mid \Sigma)) \) of the Cauchy problem (4.6), we shall first consider the following regularized problem:

\[
(\partial_t + i J^\varepsilon(\ell) \tilde{D}^{\text{APS}} J^\varepsilon(\ell) \tilde{D}_t) \tilde{\psi}_t \tilde{\psi} = \tilde{f}_t, \quad \tilde{\psi}_0 = \psi_0.
\]

Notice that, by assumption \( \psi_0 \in \Gamma_{cc}(\Sigma \mid \Sigma) \subseteq H^{\infty}_t(\Sigma \mid \Sigma) \) and \( \tilde{f} \in C^\infty_c(\mathbb{R}, H^{\infty}_t(\Sigma \mid \Sigma)) \) because \( f \in \Gamma_{cc}(\Sigma \mid \Sigma) \). We shall now prove existence and uniqueness of the solution \( \tilde{\psi}^\varepsilon \) of (4.9) and we will see that \( \tilde{\psi}^\varepsilon \in C^1(\mathbb{R}, H^{\infty}_t(\Sigma \mid \Sigma)) \). For that, let \( k \in \mathbb{N} \) be arbitrary but fixed and let observe that

\[
t \mapsto \|J^\varepsilon(\ell) \tilde{D}^{\text{APS}} J^\varepsilon(\ell) \|_{B(H^{2(\ell-k)}_t(\Sigma \mid \Sigma))},
\]

is continuous.
This follows from the fact that $\tilde{D}_s$, $\tilde{A}_s$ are families of operators whose coefficients depend smoothly on $t$, moreover, the spectrum of $\tilde{D}_t^k|_{\text{PS}}$ depends continuously in $t$ as well [49, Chap. II, §5].

With this observation let $\tau \in \mathbb{R}$ and let $T$ be the linear operator on $C(I_{\tau}, H^{k, \ast}_{\text{APS}, \ast}(SM|_{\Sigma}))$ defined by the integral equation to (4.9)

$$(Tu)_t := U\psi_0 + \int_0^t [\tilde{f}_s - iJ_s^{(e)} \tilde{D}_s^{\text{APS}} J_s^{(e)} u_s] ds,$$

where $I_{\tau} = (0, \tau)$ is a short notation – notice that the integral is well-defined because $J_s^{(e)} \tilde{D}_s^{\text{APS}} J_s^{(e)} u_s$ is continuous in $s$. Notice that by construction $Tu \in C^1(I_{\tau}, H^{k, \ast}_{\text{APS}, \ast}(SM|_{\Sigma}))$, moreover, $C(I_{\tau}, H^{k, \ast}_{\text{APS}, \ast}(SM|_{\Sigma}))$ is a Banach space with norm

$$\|u\|_{C(I_{\tau}, H^{k, \ast}_{\text{APS}, \ast}(SM|_{\Sigma}))} := \sup_{t \in (0, \tau)} \|u_t\|_{H^{k, \ast}_{\text{APS}, \ast}(SM|_{\Sigma})}.$$ 

Finally, provided $\tau$ is small enough, $T$ is a contraction as

$$\|Tu - Tv\|_{C(I_{\tau}, H^{k, \ast}_{\text{APS}, \ast}(SM|_{\Sigma}))} \leq |\tau| \sup_{t \in (0, \tau)} \|J_s^{(e)} \tilde{D}_s^{\text{APS}} J_s^{(e)}\|_{B(H^{k, \ast}_{\text{APS}, \ast}(SM|_{\Sigma}))} \|u - v\|_{C(I_{\tau}, H^{k, \ast}_{\text{APS}, \ast}(SM|_{\Sigma}))},$$

where the supremum of $\|J_s^{(e)} \tilde{D}_s^{\text{APS}} J_s^{(e)}\|_{B(H^{k, \ast}_{\text{APS}, \ast}(SM|_{\Sigma}))}$ is finite because $J_s^{(e)} \tilde{D}_s^{\text{APS}} J_s^{(e)}$ depends at least continuously in $t$. Therefore, for small enough $\tau \in \mathbb{R}$ and for all $k \in \mathbb{N}$, the Banach-Caccioppoli fixed-point Theorem entails the existence and uniqueness of $\tilde{\psi}^{(e)} \in C(I_{\tau}, H_{\text{APS}, \ast}(SM|_{\Sigma}))$, in particular $\tilde{\psi}^{(e)} = T\tilde{\psi}^{(e)} \in C^1(I_{\tau}, H_{\text{APS}, \ast}(SM|_{\Sigma}))$. The existence of a global solution follows from the fact that (4.9) is a linear ODE.

Finally the uniqueness of the solution $\tilde{\psi}^{(e)}$ and the inclusion $H^{k+1}_{\text{APS}, \ast}(SM|_{\Sigma}) \subset H_{\text{APS}, \ast}(SM|_{\Sigma})$ entails that, in fact, $\tilde{\psi}^{(e)} \in C^1(\mathbb{R}, H_{\text{APS}, \ast}(SM|_{\Sigma}))$.

2. Convergent subsequence: We shall now prove that $\tilde{\psi}^{(e)}$ admits a subsequence $\{\tilde{\psi}_{t}^{(e)}\}_\varepsilon$ which converges locally in $C(\mathbb{R}, H^{\infty}_{\text{APS}, \ast}(SM|_{\Sigma}))$ – i.e. it converges in $C(I, H^{\infty}_{\text{APS}, \ast}(SM|_{\Sigma}))$ for all compact interval $I \subset \mathbb{R}$. This will be a consequence of the relative compactness of $\tilde{\Psi} := \{\tilde{\psi}_{t}^{(e)}| \varepsilon > 0\} \subset C(I, H^{k}(SM|_{\Sigma}))$ for all $k \in \mathbb{N}$, a fact which we will prove using the Arzelà-Ascoli theorem.

2.a Proof that $\tilde{\Psi}_t$ is relatively compact: Let $I \subset \mathbb{R}$ be a compact interval and let $t \in I$ be arbitrary but fixed: We shall now prove that $\tilde{\Psi}_t := \{\tilde{\psi}_{t}^{(e)}| \varepsilon > 0\} \subset H^{k}(SM|_{\Sigma})$ is relatively compact for all $k \in \mathbb{N}$. To this avail we shall prove that, for all $k \in \mathbb{N}$, $\tilde{\Psi}_t$ is bounded in $H^{2k}(SM|_{\Sigma})$: the compactness of the inclusion $H^{2k}(SM|_{\Sigma}) \hookrightarrow H^{2k-1}(SM|_{\Sigma})$ will then imply that $\tilde{\Psi}_t$ is relatively compact in $H^{2k}(SM|_{\Sigma})$ for all $k \in \mathbb{N}$. To prove that $\tilde{\Psi}_t$ is bounded in $H^{2k}(SM|_{\Sigma})$ we shall estimate $\|\tilde{\psi}_{t}^{(e)}\|_{H^{2k}(SM|_{\Sigma})}$ by an $\varepsilon$-independent constant.

A direct inspection leads to

$$\tilde{\partial}_t \tilde{\psi}_t^{(e)} \|_{H^{2k}(SM|_{\Sigma})}^{2} = \tilde{\partial}_t \langle \tilde{D}_t^{2k} \tilde{\psi}_t^{(e)}, \langle \tilde{D}_t^{2k} \tilde{\psi}_t^{(e)} \rangle_{L^2(SM|_{\Sigma})} \rangle_{L^2(SM|_{\Sigma})}$$

$$= 2 \text{Re} \langle \tilde{\partial}_t \langle \tilde{D}_t^{2k} \tilde{\psi}_t^{(e)}, \langle \tilde{D}_t^{2k} \tilde{\psi}_t^{(e)} \rangle_{L^2(SM|_{\Sigma})} \rangle_{L^2(SM|_{\Sigma})} \rangle_{L^2(SM|_{\Sigma})}$$

$$+ 2 \text{Re} \langle \langle \tilde{D}_t^{2k} \tilde{\partial}_t \tilde{\psi}_t^{(e)}, \langle \tilde{D}_t^{2k} \tilde{\psi}_t^{(e)} \rangle_{L^2(SM|_{\Sigma})} \rangle_{L^2(SM|_{\Sigma})} \rangle_{L^2(SM|_{\Sigma})},$$

where $\langle \tilde{D}_t^{2k} \rangle = (1 + \tilde{D}_t^{2})^k$.

The term $[\tilde{\partial}_t, \langle \tilde{D}_t^{2k} \rangle]$ is a differential operator of order $2k$ on $\Gamma(SM|_{\Sigma})$ – notice that $\tilde{\partial}_t$ only acts on the coefficients of $\langle \tilde{D}_t^{2k} \rangle$. Therefore, it leads to a continuous map

$$[\tilde{\partial}_t, \langle \tilde{D}_t^{2k} \rangle]: H^{l+2k}(SM|_{\Sigma}) \rightarrow H^{l}(SM|_{\Sigma}).$$
It follows that the first term in the latter equation is bounded by
\[ 2 \Re \langle \hat{\partial}_t \psi_t \rangle_{t} \leq c_1(t) \| \psi_t \|_{L^2(S^M)}^2, \]
where \( c_1(t) \) depends smoothly on \( t \) and it is \( \varepsilon \)-independent. Together with (4.6) we have
\[ \begin{align*}
\hat{\partial}_t \| \psi_t \|_{L^2(S^M)}^2 &\leq c_1(t) \| \psi_t \|_{L^2(S^M)}^2 \\
+ 2i \Im \langle \hat{\partial}_t \psi_t \rangle_{t}^2 &\leq 2 \Re \langle \hat{\partial}_t \psi_t \rangle_{t}^2 \\
&\leq c_2(t) \| \psi_t \|_{L^2(S^M)}^2 + \| \tilde{f}_t \|_{L^2(S^M)}^2,
\end{align*} \]
where \( c_2 = c_1 + 1 \) while in the last equality we exploited the self-adjointness of the operator \( J_t \) as well as the bound
\[ 2 \Re \langle \hat{\partial}_t \psi_t \rangle_{t} \leq \| \tilde{f}_t \|_{L^2(S^M)}^2 + \| \psi_t \|_{L^2(S^M)}^2. \]
Integration over \( t \) leads to
\[ \| \psi_t \|_{L^2(S^M)}^2 \leq \| \psi_0 \|_{L^2(S^M)}^2 + \int_0^t \| \tilde{f}_s \|_{L^2(S^M)}^2 \, ds + \int_0^t c_2(s) \| \psi_s \|_{L^2(S^M)}^2 \, ds. \]
It follows by Grönwall’s Lemma that
\[ \| \psi_t \|_{L^2(S^M)}^2 \leq \left( \| \psi_0 \|_{L^2(S^M)}^2 + \int_0^t \| \tilde{f}_s \|_{L^2(S^M)}^2 \, ds \right) \exp \left[ \int_0^t c_2(s) ds \right], \]
and therefore \( \tilde{\Psi} := \{ \psi_t \mid \varepsilon > 0 \} \) is bounded in \( H^2(S^M) \). Since \( H^2(S^M) \to H^{2k-1}(S^M) \) is compact it follows that \( \tilde{\Psi} \) is relatively compact on \( H^{2k-1}(S^M) \). Since this holds for all \( k \geq 1 \), we have found that \( \tilde{\Psi} \) is relatively compact in \( H^k(S^M) \) for all \( k \in \mathbb{N} \).
2.b Proof that \( \tilde{\Psi} \) is equicontinuous: In order to apply Arzelà-Ascoli Theorem, we shall now prove that the family \( \tilde{\Psi} := \{ \psi_t \mid \varepsilon > 0 \} \subset C(I, H^k(S^M)) \), \( I \subset \mathbb{R} \) compact interval, is equicontinuous for all \( k \in \mathbb{N} \). For that we shall consider
\[ \| \hat{\partial}_t \psi_t \|_{H^{k+1}(S^M)} = \| \tilde{f}_t - i J_t \|_{H^{k+1}(S^M)} \]
\[ \leq \| \tilde{f}_t \|_{H^{k+1}(S^M)} \]
where \( C_I > 0 \) does not depend on \( \varepsilon \) and \( I \). Here we used that \( \| J_t \|_{B(H^{k+1}(S^M))} \leq 1 \) as well as \( z \leq \langle z \rangle = \sqrt{1 + |z|^2} \) for all \( z \in \mathbb{R} \). It then follows that for all \( t, s \in I \),
\[ \| \tilde{\eta}_s - \tilde{\eta}_t \|_{H^k(S^M)} \leq \int_s^t |\hat{\partial}_t \tilde{\eta}_s \|_{H^k(S^M)} \, d\tau \]
\[ \leq \int_s^t c(\tau) \| \hat{\partial}_t \tilde{\eta}_s \|_{H^{k+1}(S^M)} \, d\tau \]
\[ \leq |t - s| \sup_{\tau \in I} |c(\tau)| \| \tilde{\eta}_s \|_{H^{k+1}(S^M)} \]
\[ \leq |t - s| \tilde{C}_I, \]
where \( \tilde{C}_I > 0 \) does not depend on \( \varepsilon \). In the second inequality we used the fact that \( \| \tilde{\eta}_t \|_{H^k(S^M)} \) and \( \| \tilde{\eta}_s \|_{H^{k+1}(S^M)} \) are equivalent for all \( t \). Therefore \( \tilde{\Psi} \) is equicontinuous in \( C^0(\mathbb{R}, H^k(S^M)) \).
2.c Application of Arzelà-Ascoli Theorem:

Since \( \widetilde{\Psi} \) is a bounded and equicontinuous family in \( C(I, H^k(SM|\Sigma)) \) such that \( \widetilde{\Psi}_t \) is relatively compact in \( H^k(SM|\Sigma) \) for all \( t \in I \), the Arzelà-Ascoli theorem \([50]\) ensures that \( \widetilde{\Psi} \) is relatively compact in \( C(I, H^k(SM|\Sigma)) \) – this holds for all \( k \in \mathbb{N} \).

Therefore there exists a subsequence \( \{ \widetilde{\psi}^{(\varepsilon_j)} \}_{j \in \mathbb{N}} \) of \( \{ \widetilde{\psi}^{(\varepsilon)} \} \) which converges to \( \widetilde{\psi} \in C(I, H^k(SM|\Sigma)) \) as \( j \to +\infty \). This entails in particular that \( \widetilde{\psi}^{(\varepsilon_j)}_t \) converges in \( H^k(SM|\Sigma) \) for all \( t \in I \). It follows that, \( \widetilde{\psi}^{(\varepsilon)}_t = \lim_{j \to +\infty} \widetilde{\psi}^{(\varepsilon_j)}_t \in H^k_{\text{APS},s}(SM|\Sigma) \) because \( H^k_{\text{APS},t}(SM|\Sigma) \) is closed in \( H^k(SM|\Sigma) \). This implies that \( \widetilde{\psi} \in C(I, H^k_{\text{APS},s}(SM|\Sigma)) \).

Finally, using a diagonal subsequence argument we can assume that \( \widetilde{\psi}^{(\varepsilon_j)}_t \) converges to \( \widetilde{\psi} \) locally uniformly in \( C(\mathbb{R}, H^k_{\text{APS},s}(SM|\Sigma)) \) for all \( k \geq 0 \). Since this holds for all \( k \in \mathbb{N} \), we have \( \widetilde{\psi} \in C(\mathbb{R}, H^\infty_{\text{APS},s}(SM|\Sigma)) \). In particular \( \widetilde{\psi}_t \in H^\infty(SM|\Sigma) \) for all \( t \in \mathbb{R} \).

3. Equation of motion: We shall now prove that \( \widetilde{\psi} \) solves the Cauchy problem \((4.6)\). For all \( j \in \mathbb{N} \) we have

\[
\widetilde{\psi}^{(\varepsilon)}_t - U \psi_0 - \int_0^t f_s ds = -i \int_0^t J_s^{(\varepsilon)} \bar{D}_s J_s^{(\varepsilon)} \psi^{(\varepsilon)}_s ds.
\]

The left-hand side of this equation converges to \( \widetilde{\psi}_t - U \psi_0 - \int_0^t f_s ds \) in \( H^k(SM|\Sigma) \) for all \( k \in \mathbb{N} \). For all such \( k \) the norm of the right-hand side can be estimated as

\[
\| \int_0^t J_s^{(\varepsilon)} \bar{D}_s J_s^{(\varepsilon)} \psi^{(\varepsilon)}_s ds \|_{H^k(SM|\Sigma)} \leq \int_0^t c(s) \| J_s^{(\varepsilon)} \bar{D}_s J_s^{(\varepsilon)} \psi^{(\varepsilon)}_s \|_{\text{H}_{\text{APS},s}^k(SM|\Sigma)} ds,
\]

where we exploited that \( \| \|_{H^k(SM|\Sigma)} \) and \( \| \|_{\text{H}_{\text{APS},s}^k(SM|\Sigma)} \) are equivalent on \( H^k_{\text{APS},s}(SM|\Sigma) \). Moreover, notice that the integrand is a continuous function of \( s \) which pointwise converges to \( \| \bar{D}_s \psi_s \|_{\text{H}_{\text{APS},s}^k(SM|\Sigma)} \) as \( j \to +\infty \). In fact, this follows from the estimate

\[
\| J_s^{(\varepsilon)} \bar{D}_s J_s^{(\varepsilon)} \psi^{(\varepsilon)}_s \|_{\text{H}_{\text{APS},s}^k(SM|\Sigma)} \leq \| J_s^{(\varepsilon)} \bar{D}_s J_s^{(\varepsilon)} (\psi^{(\varepsilon)}_s - \widetilde{\psi}_s) \|_{\text{H}_{\text{APS},s}^k(SM|\Sigma)} + \| (J_s^{(\varepsilon)} - 1) \bar{D}_s \psi_s \|_{\text{H}_{\text{APS},s}^k(SM|\Sigma)} + 2 \| (J_s^{(\varepsilon)} - 1) \widetilde{\psi}_s \|_{\text{H}_{\text{APS},s}^{k+1}(SM|\Sigma)},
\]

and therefore the claims follows from the convergence \( \widetilde{\psi}^{(\varepsilon_j)}_t \to \widetilde{\psi}_t \) as well as the strong convergence of \( J_s^{(\varepsilon_j)} \) to the identity operator in \( \text{H}_{\text{APS},s}^k(SM|\Sigma) \).

A dominated convergence arguments leads to

\[
\widetilde{\psi}_t - U \psi_0 - \int_0^t f_s ds = -i \int_0^t \bar{D}_s \psi_s ds,
\]

which equivalent to the fulfillment of the reduced Dirac equation \((4.3)\) together with the initial value \( \widetilde{\psi}_0 = U \psi_0 \).

Finally we observe that \( \widetilde{\psi} \in C^1(\mathbb{R}, H^\infty(SM|\Sigma)) \) since \( \partial_t \widetilde{\psi}_t = \tilde{\tilde{f}}_t - i \bar{D}_t \widetilde{\psi}_t \in H^\infty(SM|\Sigma) \), moreover,

\[
\partial_t^2 \widetilde{\psi}_t = \partial_t \tilde{\tilde{f}}_t - i [\bar{D}_t, \partial_t] \widetilde{\psi}_t - i \bar{D}_t \tilde{\tilde{f}}_t - \bar{D}_t^2 \widetilde{\psi}_t.
\]

Since the right-hand side of the latter equation lies in \( H^\infty(SM|\Sigma) \) we find that \( \widetilde{\psi} \in C^2(\mathbb{R}, H^\infty(SM|\Sigma)) \). An induction argument shows that \( \widetilde{\psi} \in C^\ell(\mathbb{R}, H^\infty(SM|\Sigma)) \) for all \( \ell \in \mathbb{N} \), that is, \( \widetilde{\psi} \in C^\infty(\mathbb{R}, H^\infty(SM|\Sigma)) \). We thus have \( \widetilde{\psi} \in C^{\infty}(\mathbb{R}, \Gamma_{\text{APS}}(SM|\Sigma)) \).

This shows the existence of smooth solutions.
Remark 4.2. The proof presented above does not really depend on the actual form of APS boundary conditions. In fact, the proof of Theorem 1.2 (under Assumption 4) is still valid provided we consider any family \( B_\ast = \{ B_t \}_{t \in \mathbb{R}} \) of elliptic self-adjoint boundary conditions [6, Definition 3.5-3.7] for \( \tilde{D}_\ast \) such that (4.10) holds true.

This observation applies in particular in the following setting (which we shall consider in a moment). Suppose \( \partial \Sigma \) consists of two connected component \( \partial \Sigma^{(1)}, \partial \Sigma^{(2)} \) and let \( \partial M = \partial M^{(1)} \cup \partial M^{(2)} \) the associated decomposition of \( \partial M \). In this situation we may consider the Cauchy problem for the Dirac operator with APS boundary condition on \( \partial M^{(1)} \) and MIT boundary condition on \( \partial M^{(2)} \). The latter boundary condition has been investigated in [47] and consist in requiring that \( \psi|_{\partial M^{(2)}} \) satisfies
\[
(Id + i\gamma_M(e_n))\psi|_{\partial M^{(2)}} = 0.
\]
(4.11)

Notice in particular that MIT boundary conditions are local and depend smoothly on time, therefore, condition (4.10) is fulfilled and the proof of Theorem 1.2 (within assumption 4) still holds true. Moreover, since MIT boundary conditions are local, the solution \( \psi \) to the Cauchy problem shares better propagation properties. In fact the bound (3.4) can be improved to
\[
\text{supp}(\psi) \subseteq J(\text{supp}(f) \cup \text{supp}(\psi_0)) \cup J(\partial \Sigma_0^{(1)}),
\]
(4.12)
where notice that no contribution from \( J(\partial \Sigma_0^{(2)}) \) arises on the right-hand side.

4.3 Dropping Assumption 4

We shall now discuss the case when \( \Sigma \) is non-compact – notice that we are still assuming that \( \partial \Sigma \) is compact, cf. Assumption 1. To this avail we shall follow [5] – see also [46, Proposition 3.4].

On account of Proposition 3.2 any solution \( \psi \) to the Cauchy problem (1.1) satisfies
\[
\text{supp}(\psi) \subseteq J(\text{supp}(\psi_0)) \cup J(\text{supp}(f)) \cup J(\partial \Sigma_0).
\]

Let \( K := \text{supp}(\psi_0) \cup \text{supp}(f) \) and let \( T > 0 \) be large enough to that \( K \subseteq (-T, T) \times \Sigma =: M_T \) – Notice that \( M_T \) is again a globally hyperbolic spacetime with timelike boundary.

Let \( \tilde{\Sigma} \) be the projection on \( \Sigma_0 \) of \( J(K) \cup J(\Sigma_0) \) \( \cap M_T = T \times \Sigma \to \Sigma \). Let us consider \( \tilde{U} \) a relatively compact subset of \( \Sigma \) with smooth boundary and such that \( \tilde{\Sigma} \subset \tilde{U} \) – notice that the closure of \( \tilde{\Sigma} \) is compact. Notice that by construction \( \partial \Sigma \subset \tilde{\Sigma} \subset \tilde{U} \).

Let \( V := \partial \tilde{U} \setminus \partial \Sigma \) and consider a smooth change of the metric \( h_t \) so that \( h_t \) becomes a product metric in a neighborhood of \( V \) – notice that dist\( (V, \partial \Sigma) > 0 \) since \( \partial \Sigma \) is closed. Such change can be realized smoothly in \( t \) and in a such a way that it does not affect the metric in \( \tilde{\Sigma} \).

We thus consider the doubling \( \tilde{U} \) along \( V \). The resulting manifold \( \tilde{U}_{(-T, T)} := (-T, T) \times \tilde{U} \) is globally hyperbolic with timelike boundary and compact Cauchy surface \( \tilde{U} \). However, the boundary \( \partial \tilde{U} \) of \( \tilde{U} \) is made of two disconnected component \( \partial \tilde{U}^{(1)}, \partial \tilde{U}^{(2)} \) each of which is a copy of \( \partial \Sigma \). Therefore for each \( t \) the ASP boundary conditions do not suffice to make the \( \tilde{D}_t \) self-adjoint on \( \tilde{U} \), as no boundary conditions have been imposed on the second copy of \( \partial \Sigma \).

To cope with this problem we shall profit of Remark 4.2 and consider the Cauchy problem for the Dirac operator on \( \tilde{U}_{(-T, T)} \) with boundary conditions given by ASP boundary conditions on \( \partial \tilde{U}_{(-T, T)}^{(1)} \) and MIT boundary conditions on \( \partial \tilde{U}_{(-T, T)}^{(2)} \). Since \( \text{supp}(\psi_0) \subseteq \tilde{U} \subset \tilde{U} \) and \( \text{supp}(f) \subset \tilde{U}_{(-T, T)} \subset \tilde{U}_{(-T, T)} \), it follows that \( \psi_0 \) and \( f \) can be regarded as data for the Cauchy problem (1.1) on \( \tilde{U}_{(-T, T)} \). Since \( \tilde{U} \) is compact, we are reduced to the proof of Theorem 1.2 under Assumption 4. On account of Remark 4.2 such Cauchy problem has a unique solution \( \psi_T \in \Gamma_{bc}(S\tilde{U}_{(-T, T)}) \) – here \( bc \) is a short notation for the aforementioned boundary conditions. Moreover, the support of \( \psi_T \) fulfills
\[
\text{supp}(\psi_T) \subseteq J(\text{supp}(\psi_0) \cup \text{supp}(f)) \cup J(\partial \tilde{U}^{(1)}_{(-T, T)}) \subseteq M_T.
\]
where $J(\hat{\partial}U(1)) = J(\partial\Sigma)$ (cf. Equation (4.12)). It follows that, in fact, $\psi_T \in \Gamma_{\text{aps}}(SM|_{M_T})$. Finally, Proposition 3.3 implies that $\psi_T = \psi_{T'}$ for all $T' > T$, therefore, we find $\psi \in \Gamma_{\text{aps}}(SM)$ such that $\psi|_{M_T} = \psi_T$ for all $T \in \mathbb{R}$.

5 Well-posedness of the Cauchy problem

In this section we put everything together to prove Theorem 1.2. For that we still need to define the involved topologies (compare [4, Section 2]):

The space of smooth sections $\Gamma(.)$ on a smooth vector bundle together with the standard family of seminorms is a Fréchet topological vector space. We equip $\Gamma_K(SM|_\Sigma) := \{\psi \in \Gamma_K(SM|_\Sigma) \mid \text{supp}(\psi) \subseteq K\}$ for a closed subset $K \subseteq \Sigma$ with the subspace topology. Then, $\Gamma_{\text{aps}}(SM)$ resp. $\Gamma_{cc}(SM|_\Sigma)$ is equipped respectively with the relative locally convex topology of $\Gamma(SM)$ and with the inductive topology of the system $\{\Gamma_K(SM|_\Sigma)\}_{K \subseteq \Sigma}$ — here $K_{\partial\Sigma}$ contains compact subsets $K \subseteq \Sigma$ with $K \cap \partial\Sigma = \emptyset$. Similarly $\Gamma_{cc}(SM)$ is equipped with the inductive topology of the system $\{\Gamma_K(SM)\}_{K \subseteq \Sigma}$.

**Proof of Theorem 1.2.** On account of Section 4.2.3 and 4.3, we have seen that there exists a smooth solution of the Cauchy problem 1.1. Furthermore, on account of Proposition 3.3 it follows that the solution is unique. To conclude our proof, it remain to show that the solution depends continuously on the Cauchy data. For that we consider the linear map

$$D^\text{aps}_M: \Gamma_{\text{aps}}(SM) \to \Gamma(SM|_\Sigma) \oplus \Gamma(SM), \quad \psi \mapsto \psi|_{\Sigma_0} \oplus D_M\psi,$$

which is continuous. Let $K_1 \in K_{\partial\Sigma}$ and $K_2 \in K_{\partial M}$. Then $\Gamma_{K_1}(SM|_\Sigma) \oplus \Gamma_{K_2}(SM)$ is closed (and therefore Fréchet) and so is $V_{K_1,K_2} := (D^\text{aps}_M)^{-1}(\Gamma_{K_1}(SM|_\Sigma) \oplus \Gamma_{K_2}(SM)) \subset \Gamma_{\text{aps}}(SM)$. Moreover, the previous part of the proof shows that $D^\text{aps}_M: V_{K_1,K_2} \to \Gamma_{K_1}(SM|_\Sigma) \oplus \Gamma_{K_2}(SM)$ is a bijection. The open mapping theorem for Fréchet spaces entails that

$$(D^\text{aps}_M|_{V_{K_1,K_2}})^{-1}: V_{K_1,K_2} \to \Gamma_{\text{aps}}(SM)$$

is continuous. The claim then follows from the arbitrariness of $K_1$ and $K_2$. □

A byproduct of the well-posedness of the Cauchy problem is the existence of Green operators with similar properties to the ones found in [28, 29].

**Proposition 5.1.** The classical Dirac operator on a globally hyperbolic manifold with timelike boundary coupled with APS boundary conditions is Green-hyperbolic, i.e., there exist linear maps $G^\pm_{\text{aps}}: \Gamma_{cc}(SM) \to \Gamma_{\text{aps}}(SM)$ satisfying

$$D_MG^\pm_{\text{aps}}f = f, \quad G^\pm_{\text{aps}}D_Mf = f. \quad (5.1)$$

for all $f \in \Gamma_{cc}(SM)$.

**Proof.** Let $f \in \Gamma_{cc}(SM)$ and choose $t_0 \in \mathbb{R}$ such that $\text{supp}(f) \subset J^+(\Sigma_{t_0})$. By Theorem 1.2, there exists a unique solution $\psi(f) \in \Gamma_{\text{aps}}(SM)$ to the Cauchy problem

$$D_M\psi = f, \quad \psi|_{\Sigma_{t_0}} = 0, \quad \psi \in \Gamma_{\text{aps}}(SM).$$

Setting $G^+_{\text{aps}}f := \psi_f$ leads to the wanted operator. The existence of $G^-_{\text{aps}}$ is proven analogously. □
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