How to predict social relationships — Physics-inspired approach to link prediction
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ABSTRACT

Link prediction in social networks has a long history in complex network research area. The formation of links in networks has been approached by scientists from different backgrounds, ranging from physics to computer science. To predict the formation of new links, we consider measures which originate from network science and use them in the place of mass and distance within the formalism of Newton’s Gravitational Law. The attraction force calculated in this way is treated as a proxy for the likelihood of link formation. In particular, we use three different measures of vertex centrality as mass, and 13 dissimilarity measures including shortest path and inverse Katz score in place of distance, leading to over 50 combinations that we evaluate empirically. Combining these through gravitational law allows us to couple popularity with similarity, two important characteristics for link prediction in social networks. Performance of our predictors is evaluated using Area Under the Precision–Recall Curve (AUC) for seven different real-world network datasets. The experiments demonstrate that this approach tends to outperform the setting in which vertex similarity measures like Katz are used on their own. Our approach also gives us the opportunity to combine network’s global and local properties for predicting future or missing links. Our study shows that the use of the physical law which combines node importance with measures quantifying how distant the nodes are, is a promising research direction in social link prediction.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

Networks are ubiquitous. Ranging from food webs, to protein, brain or social networks, they underpin many natural phenomena [1–4]. In the broad landscape of network science, networks which are formed via social interactions, have
been increasingly drawing research attention in recent years, due to the heterogeneity of their components and non-trivial dynamics. Data representing small-scale social networks were available and analysed in the past, for example, the famous Zachary’s karate club network has been studied extensively since it was published by Zachary [5] in 1977. However, Zachary’s karate club contains only 34 nodes and 78 vertices, whereas today’s social networks (e.g. Facebook, scientific paper citation, Twitter), contain billions of nodes and are far more complex and dynamic [6]. Although these large-scale social networks are formed by social interactions, their topological properties and dynamics are similar to those of networks found in nature. For example, most biological networks exhibit power-law degree distribution, cellular networks have high clustering coefficient, network encoding the large-scale causal structure of spacetime in our accelerating universe exhibits power-law degree distribution and high clustering coefficient [4,7]. Both of these characteristics are also commonly found in social networks.

The similarity between anthropogenic social networks and naturogenic networks gives the opportunity to apply many different prediction and modelling tools developed in the field of naturogenic networks, to social networks. This is due to the fact that large-scale physical and biological networks and social networks exhibit similar topological properties (e.g. degree power-law distribution, high clustering coefficient) [3,4,8]. However, the similarities are explored at the global level and this causes some issues with the precision of adopted models and methods because the local dynamics are not considered. This raises the question if we could also adopt laws which govern a physical system to predict social network at a local level.

Tools which are primarily used in order to analyse, model, or describe physical world have been used in social network analysis on numerous occasions [9]. Some examples include Memetic algorithm for community detection in social networks, reaching of Bose gas state of complex social networks or the molecular model of social network [4,10–12]. The field with applications of physical models to social networks has been named as social physics by Urry [13].

The main focus of this paper is the link prediction problem. The proposed model is inspired by the earliest theory of gravity, where Newton described the law of universal gravitation based on the force between two point masses. Authors have already attempted to use models from physics in the context of network structure prediction. In Budka et al. [14] and Juszczyszyn et al. [12] they adopted molecular models in the context of evolution of a social network. Now, by applying Newton’s gravitational law, we extend the nature-inspired link prediction framework with a new method that allows to take into account more than one characteristic of the network, and not only distance between nodes as it was done in the molecular model.

The rest of the paper is structured as follows. Section 2 presents the problem statement and related work. The proposed method is described in Section 3 and the experimental setup in Section 4. Section 5 discusses the results, while the final conclusions are given in Section 6.

2. Related work

Given a network at time $t$, the link prediction problem is to identify new links that will be present in the network at time $t + 1$ [15,16]. Assuming the network has a set $V$ of nodes and set $E$ of edges at time $t$ expressed as $G(V, E_t)$, and that a link between a pair of vertices $v_i$ and $v_j$ is denoted by $L(v_i, v_j)$, the goal of link prediction is to predict whether $L(v_i, v_j) \notin E_{t+1}$, where $L(v_i, v_j) \notin E_t$. The prediction is performed by using topological and/or non-topological information about nodes’ characteristics and their relationships.

2.1. Link prediction methods classifications

There are numerous works on review and classification of link prediction methods [17–22]. One of the widely used and accepted classifications is by Liben-Nowell and Kleinberg [18], where link prediction methods were grouped as:

1. Methods based on node neighbourhoods (e.g. Common Neighbours [23], Jaccard’s Coefficient [24], AdamicAdar [25], Preferential Attachment [26])
2. Methods based on the ensemble of paths between a pair of nodes (e.g. Katz [27], Hitting time [18], PageRank [28])
3. Higher-level approaches (Low-rank approximation [18,29], unseen bigrams [18,30,31], clustering [18])

Classifications, like the one above, give us a better understanding of the principles that are used when link prediction methods are proposed, e.g. if a method works at a local or global level of the network or use path or node based similarity, etc. However, they neglect the information about applicability of different methods, i.e. those classifications do not answer a question in what circumstances and for what networks the methods can be used. For example, for some methods (e.g. Katz) an input is a single snapshot of a network, while others (e.g. Triad Transition Matrix (TTM)) require a time series as an input (i.e. a sequence of historical snapshots of the network) [32,33]. As a result, methods like TTM are not applicable to network datasets where only vertices and links are given without historical information [32]. Also, there are other methods which may use additional information about node attributes like age, location, etc. [34,35]. Based on the type of information exploited by link prediction methods, we categorise link prediction methods into four groups:
1. **Unsupervised — based on topological information**, which are methods that only use structural information such as mutual friend count in social networks, path lengths, triad profiles, etc. Some examples include methods like Katz, PageRank, and AdamicAdar [18]. These methods only require a snapshot of the network topology at any given time \( t \) to make predictions for time \( t + 1 \), and are useful when past and non-topological information is not available. These methods are applicable to any type of network dataset and do not require training.

2. **Supervised — based on topological information**, which are methods only applicable to networks where historical information regarding the network's topology is available. For example, if snapshots of a network at \( t - 1 \) and \( t \) are given, then \( t - 1 \) is considered as historical information. Network characteristics like degree of certain nodes at time \( t - 1 \) can also be considered as historical information. One example of such method is the Triad Transition Matrix (TTM) [32,33]. A wide range of machine learning approaches also fall into this category if the topological information such as mutual nodes, shortest distance, etc. is considered as features, and link appearance is considered as class label [34,36,37]. Methods in this category do not use non-topological information such as age, location, etc.

3. **Unsupervised — based on non-topological and/or topological information**, which are methods that consider non-structural information like age, location, preferences, etc. [34,35,38]. In this category topological information can also be used in combination with the non-structural attributes mentioned above.

4. **Supervised — based on non-topological and/or topological information**, which are methods applicable to the same kind of datasets as in point two above. If non-structural historical information of a network is considered (with or without topological information) any binary classifier could be used to make predictions in this setting [39].

There are multiple methods that fall into the first category [17–22]. These methods are applicable to any kind of network where only one structural snapshot is available. Despite the fact that the methods only exploit network topology without historical information or node attributes, they make more accurate predictions for future links than a random predictor [18]. The proposed link prediction method in its current form falls into the first category. However, a supervised version or usage of non-topological information is also possible and is discussed in Section 3.

### 2.2. Physics-inspired approaches for link prediction in social networks

If we consider a social network, at its local level, how two people make a connection or interact could rely on two factors, (1) how popular, and (2) how similar these people are. These two concepts are known as popularity and similarity and are well established in the link prediction paradigm [40,41]. Intuitively, for social networks, predicting the appearance of links between two people, having both the popularity and similarity factors should entail better prediction accuracy than considering only one of the factors (i.e. only popularity or only similarity). In social network analysis, we already have a wide range of measures of node popularity and similarity. Different centrality measures (e.g. degree centrality, closeness centrality or betweenness centrality) could be thought of as notions of popularity. On the other hand, scores from link prediction methods like Katz, AdamicAdar could be thought of as measurements of nodes’ similarity [25,27,42]. However, the challenge is how to combine these two metrics in order to predict links between two particular entities in the future. This is where we make use of Newton’s law of gravity. In Newton’s explanation of gravity, the force between two particles is proportional to the product of their masses and inversely proportional to the squared distance between them. We argue that this law of attraction between two points of masses could also be applicable in social networks. We measure popularity or importance of a node using centrality and consider it as mass. We measure dissimilarity by the inverse of similarity (i.e. scores from link prediction methods like Katz, AdamicAdar, etc.) or by the path length, and consider them as distance.

Physics-inspired approaches in networked systems have been used in the context of force-directed graph drawing, where node centralities were used as masses [43]. However, as opposed to our method, Bannister et al. [43] did not use a measurement of distance or Newton’s gravitational equation for predicting future interactions. One of the first applications of gravity in social science dates back to as early as the mid-19th century, when Simini et al. [44] and Carey [45] reasoned that physical laws are also applicable in social phenomena [46]. There are also some approaches using the theory of gravity to solve link prediction problem, however, most of these works are related to modern physics i.e. quantum mechanics [11–14].

In the study by Levy and Goldenberg [47], Newton’s gravitational law is used in link prediction. The authors used spatial distance (i.e. not topological) and substituted friendliness for masses. In fact, inverse square law in terms of geographical distance has been used earlier than in [47]. Not specifically in link prediction but in the field of social gravity, Zipf [48] and Stewart [49] both have applied the inverse square law. In fact, they have considered the original notion of Newtonian gravitational law where the interaction between two groups of people is proportional to their cardinality, and inversely proportional to their squared geographical distance [46,48,49]. The problem with this approach in online social networks is that in some cases the physical distance is either not available or not indicative of the relationship strength. Therefore, in this study we take the inverse of different similarity measurements from scores of Katz, AdamicAdar, and Rooted PageRank (RPR) as distance, and use centrality as mass.
3. Proposed method

Our approach to link prediction in social networks is inspired by Newton’s law of universal gravitation, which states that the force exerted between two masses is proportional to the product of those masses, and inversely proportional to the squared distance between their centres [50]:

\[ F = \frac{G m_1 \cdot m_2}{r^2}, \]  

(1)

where \( F \) is the force between masses \( m_1 \) and \( m_2 \), \( G \) is the gravitational constant, and \( r \) is the distance between \( m_1 \) and \( m_2 \). Newton derived this equation by empirical observation and inductive reasoning [51], which is an approach that we have also taken.

As discussed earlier, we use importance or popularity of a node to express mass. We argue that different centrality measures are direct measurements of how important, central or popular a node is in a given network. Dissimilarity or distance is measured via path distances (e.g. shortest path) or inverse of various similarity measures (e.g. AdamicAdar, Jaccard’s Coefficient). It is also possible to define distance in terms of dissimilarity in non-topological node properties, like age, physical distance, etc. A weighted sum of these factors can be incorporated into the distance, allowing to naturally exploit non-topological information. This, however, is not the focus of our study.

The above analogy leads to the following formula for calculating the score of two nodes forming a link in the future:

\[ \text{Score}(v_i, v_j) = \text{Score}(v_i, v_j) \propto \frac{P(v_i) \cdot P(v_j)}{D(v_i, v_j)^2}, \]  

(2)

where \( P \) is popularity/centrality and \( D \) is dissimilarity/distance in an undirected graph.

The formula in Eq. (2) can be interpreted as a modification of the Preferential Attachment method (i.e. product of centralities), where the resultant scores are weighted by the inverse of squared distance between the two nodes in question. This arguably gives our method more expressive power by taking proximity into account, which as demonstrated in our previous work [52] not only makes sense intuitively, but also tends to produce more accurate predictions in practice.

As for the gravitational constant \( G \), without loss of generality, we have assumed \( G = 1 \), since in order to make a prediction, a ranked list of scores is required with their absolute values being irrelevant. Note, that if the score was to be interpreted as probability, for a given network this could be achieved by setting the value of \( G \) as:

\[ G = \frac{\min \forall (i, j, i \neq j) D(v_i, v_j)^2}{\max \forall P(v_i) \cdot \max \forall_{j \neq i} P(v_j)}, \]  

(3)

where the numerator is equal to 1, which reflects the obvious existence of a direct link between at least one pair of nodes. This essentially scales \( \text{Score}(v_i, v_j) \) to be between 0 and 1. Two closest nodes (path length 1 if they are connected) with highest degrees in the entire graph will result in a score \( \text{Score}(v_i, v_j) = 1 \). Including the above constant value of \( G \) in Eq. (2), effectively divides every score by the highest possible score for a given graph or network.

Different link prediction methods give different similarity scores that denote how likely two nodes are to be connected in the future. In our method we use the inverse of these scores to denote the dissimilarity/distance,\(^2\) plugging them into Eq. (2).

4. Experimental setup

In order to empirically evaluate our approach proposed in Eq. (2) we use three different centrality measures along with 12 similarity measures. Definitions of both centrality and similarity measures are outlined below.

4.1. Centralities

In our experiments we use the degree, closeness and betweenness centrality, considered as a measurement of popularity in Eq. (2). We draw an analogy here between these three centrality measures and mass in Eq. (1):

1. **Degree Centrality (DC)**, which is the degree of a vertex in a network i.e. the number of edges attached to this vertex (the number of relationships a person has in a social network). This is a very simple but useful measure of centrality in social networks that indicates importance of the node within the overall structure [53].

---

\(^1\) Much like physical world, one may also estimate \( G \) from a given graph to determine the proportionality constant rather than using it to scale the score between 0 to 1.

\(^2\) We are considering dissimilarity as distance, noting that in some cases the symmetry and triangle inequality might not hold. For an unweighted and undirected graph \( \text{Score}(v_i, v_j) = \text{Score}(v_j, v_i) \) (symmetry) but other than shortest path, triangle inequality may or may not hold for every dissimilarity score.
2. **Closeness Centrality (CC)**, which is calculated based on the mean geodesic path from a given vertex to all other vertices in the network [53]. High closeness centrality of a vertex means the vertex has better access to information or more direct influence on other vertices. Closeness centrality is defined as:

\[ CC(v_i) = \frac{1}{\sum_{v_j \neq v_i} d(v_i, v_j)} \]  

(4)

In Eq. (4), \( d \) is the geodesic distance between two vertices. If there are a total \( n + 1 \) vertices in a graph, closeness centrality for vertex \( v_i \) is calculated using the inverse of the average length of the shortest path from/to all other vertices except itself \( v_i \notin \{ v_1, v_2, \ldots, v_n \} \). If the path does not exist between two vertices then the total number of vertices is used instead of path length [54].

3. **Betweenness Centrality (BC)**, which gives score to a vertex \( v_i \) based on how many paths connecting any two vertices in the network go through that vertex \( v_i \). If the number of those paths is high then vertex \( v_i \) will have high betweenness centrality. Vertices that are frequently on the shortest paths between any two vertices of the graph have more control over information flow [42,55]. Removing a vertex with high betweenness centrality has a negative influence on the overall information flow in a network. Betweenness centrality differs from other centrality measures as it does not consider how well-connected a vertex is but measures how much a vertex falls in between others. This way it is possible to have a vertex with low degree but high betweenness centrality. For example, two groups of vertices can be connected via a single path and then a vertex that connects those groups (a.k.a. bridge node or broker) will have high betweenness centrality.

If a network has a set of vertices \( V \), source vertex \( s \in V \) and target vertex \( t \in V \), the betweenness centrality of vertex \( v_i \) can be defined as [42,55,56]:

\[ BC(v_i) = \sum_{s \neq v_i \neq t} \frac{\sigma_{st}(v_i)}{\sigma_{st}} \]  

(5)

where \( \sigma_{st} \) is number of shortest paths between two vertices \( s \) and \( t \) and \( \sigma_{st}(v_i) \) is the number of shortest paths between two vertices \( s \) and \( t \) that pass through \( v_i \).

4.2. Similarity

We have used 12 similarity measurements to calculate node similarity and use their inverse value as a measurement of distance/dissimilarity for Eq. (2). The similarity measurements we have used are described below.

1. **Common Neighbours (CN)**, which is a similarity metric where the likelihood of two nodes \( v_i \) and \( v_j \) to develop a link depends on the number of mutual friends [23]. This method could be quantified via Eq. (6) (\( \Gamma \) represents the set of neighbours of a node):

\[ \text{Score}(v_i, v_j) = |\Gamma(v_i) \cap \Gamma(v_j)| \]  

(6)

2. **Jaccard’s Coefficient (JC)**, which is a version of Common Neighbours [24] normalised by the total number of neighbours of both nodes:

\[ \text{Score}(v_i, v_j) = \frac{|\Gamma(v_i) \cap \Gamma(v_j)|}{|\Gamma(v_i) \cup \Gamma(v_j)|} \]  

(7)

3. **AdamicAdar (AA)**, which is a similarity metric used in information retrieval [18] similar to the Jaccard’s Coefficient (JC). In this method the likelihood of two nodes being connected in the future depends on the number of Common Neighbours (e.g. mutual friends in a social network) relative to the nodes’ degrees [25]:

\[ \text{Score}(v_i, v_j) = \sum_{v_k \in \Gamma(v_i) \cap \Gamma(v_j)} \frac{1}{\log |\Gamma(v_k)|} \]  

(8)

4. **Preferential Attachment (PA)**, which is based on the social concept of ‘rich get richer’ implying that nodes with a higher degree are more likely to get new links [26]:

\[ \text{Score}(v_i, v_j) = |\Gamma(v_i) \cdot \Gamma(v_j)| \]  

(9)

5. **Katz**, which considers the number of all the paths from node \( v_i \) to \( v_j \) [27]. The shorter paths have bigger weight (i.e. are more important), which is damped exponentially by path length and the \( \beta \) parameter (\( M \) is the adjacency matrix):

\[ \text{Score}(v_i, v_j) = \beta M + \beta^2 M^2 + \beta^3 M^3 + \cdots \]  

(10)

\( \beta \) needs to be smaller than the reciprocal of the highest eigenvalue of \( M \) [57]. In our experiments we have used three different values of \( \beta \). For collegeMsg, contact, hep-th, hep-ph, and hypertext datasets \( \beta \in \{0.001, 0.0005, 0.00005\} \);
for infectiousContact dataset $\beta \in \{0.005, 0.0005, 0.00005\}$; for MITContact $\beta \in \{0.1, 0.05, 0.005\}$ have been used. In Section 5 three different values of $\beta$ parameter are denoted as Katz1, Katz2, and Katz3.

6. **Rooted PageRank (RPR)**, which is used by search engines to rank websites. In graph analysis it works by ranking nodes, with the rank being determined by the probability of each node being reached via random walk on the graph [28]. The Score($v_i$, $v_j$) is calculated using the stationary probability distribution of $B$ in a random walk. The random walk returns to $v_i$ with the probability $\alpha$ at each step, moving to a random neighbour with probability $1 - \alpha$. We have calculated RPR for every dataset using two different $\alpha$ parameters and they are $\alpha \in \{0.15, 0.25\}$.

7. **Average Commute Time (ACT)**, which is an average number of steps it takes to visit node $v_j$ from node $v_i$ and come back to $v_j$ using random walk [19]:

$$
Score(v_i, v_j) = RandWalk(v_i, v_j) + RandWalk(v_i, v_j)
$$

This could be obtained using pseudoinverse of the Laplacian matrix ($L$), which is $L^+$, where $L = B - M$ [58–60]. Here, $B$ is the degree matrix (a diagonal matrix which contains degree of every vertices) and $M$ is the adjacency matrix.

$$
Score(v_i, v_j) = \frac{1}{C(l_{ii}^+ + l_{jj}^+ - 2l_{ij}^+)}
$$

In Eq. (12), because we are considering the rank, constant $C$ could be removed. Here $l_{ij}^+$ are the elements in matrix $L^+$.

8. **Average Commute Time Normalised (ACTN)**, which is the same as ACT but normalised by stationary distribution, $\pi = \frac{B\pi}{\sum_i\pi_i}$ [61,62].

9. **Pseudoinverse of the Laplacian matrix (PsInLap)**, which is simply the pseudoinverse of the graph Laplacian $L^+$. PsInLap defines kernel of a graph and can be interpreted as a similarity measure [59].

10. **Local Path Index (LPI)**, which is based on the number of paths of different lengths between two vertices. LPI is a generalisation of CN. While CN measures similarity based on mutual friend count, which effectively gives the number of paths with length two between two vertices, LPI also takes into account paths of length three [63,64]. LPI is hence a more global similarity measure than CN but not as global as Katz:

$$
Score(v_i, v_j) = M^2 + \epsilon M^3
$$

In Eq. (13), $\epsilon$ is a free parameter. If we choose it to be zero then this would give us common neighbours, and if we consider all higher orders of $M$ (the adjacency matrix) then this would essentially become Katz. In our experiments we have used two values for $\epsilon \in \{0.01, 0.02\}$.

11. **Leicht–Holme–Newman Global Index (LGI)**, which is a similarity metric utilising the concept that if two nodes $v_i$ and $v_j$ have neighbours who are themselves similar, then they have a higher similarity score [65]:

$$
Score(v_i, v_j) = B^{-1}\left(I - \frac{\theta}{\lambda}M\right)^{-1} B^{-1}
$$

In Eq. (14), $\theta$ is a free parameter and $\lambda$ is the largest eigenvalue of the adjacency matrix $M$. We have used $\theta \in \{0.5, 0.7\}$ in our setup.

12. **Matrix Forest Index (MFI)**, which is a similarity score between $v_i$ and $v_j$, defined as ratio of the number of spanning rooted forests, such that vertices $v_i$ and $v_j$ belong to the same tree which is rooted at $v_i$ to all spanning rooted forests of the entire network [66]:

$$
Score(v_i, v_j) = (I + L)^{-1}
$$

A spanning subgraph of a graph contains the same vertices as the main graph, but not all the edges. A forest is a cycleless graph and a tree is a connected forest. A rooted tree is a tree which has only one root [66].

Reciprocal values of the similarity measures presented above (except Preferential Attachment) can be seen as inverse of different topological path measurements, hence we consider them as distance in Eq. (1). Preferential Attachment (PA) is scored via the product of popularity (degree), which is the special case of numerator of proposed Eq. (2) without the denominator of squared dissimilarity.

4.3. **Datasets**

For the experimental comparative evaluation of the proposed method we selected seven datasets from various domains and of different sizes, frequently used in the literature, all representing undirected graphs:
Table 1
Basic statistics of the datasets selected for the experiment.

| Dataset           | No. Vertices | No. edges | Density  | Node degree dist. | Avg. shortest path dist. | Avg. shortest path | Transitivity dist. | Global clustering coeff. |
|-------------------|--------------|-----------|----------|-------------------|--------------------------|-------------------|---------------------|--------------------------|
| collegeMsg        | 1899         | 59835     | 0.033    | Power law         | Normal                   | 3.055             | Power law           | 0.057                    |
| contact           | 274          | 28244     | 0.755    | Power law         | Normal                   | 2.424             | Power law           | 0.566                    |
| hep-th            | 6776         | 290484    | 0.013    | Power law         | Normal                   | 3.224             | Normal              | 0.333                    |
| hep-ph            | 10324        | 955423    | 0.018    | Power law         | Normal                   | 2.946             | Normal              | 0.351                    |
| hypertext         | 113          | 20818     | 3.290    | Power law         | Normal                   | 1.656             | Power law           | 0.495                    |
| infectiousContact | 410          | 17298     | 0.206    | Power law         | Normal                   | 3.631             | Power law           | 0.436                    |
| MITContact        | 96           | 1086405   | 238.247  | Power law         | Normal                   | 1.445             | Power law           | 0.725                    |

1. **hep-th**: Collaboration graph of authors of scientific papers from High Energy Physics — Theory (hep-th) Section, where edges between two nodes represent a common publication. This dataset is acquired from the KONECT database [67–69] and has been used in the experiment of Liben-Nowell, which is a very important research work in the area of link prediction [18].

2. **hep-ph**: Collaboration graph of authors of scientific papers from High Energy Physics — Phenomenology (hep-ph) Section, where edges between two nodes represent a common publication. This dataset is acquired from the KONECT database [70,71].

3. **contact**: Dataset representing a network where edges are human contacts using portable wireless devices distributed among different groups of people [72,73].

4. **hypertext**: Face-to-face contacts of ACM Hypertext 2009 conference attendees, where edges represent interactions of at least 20 seconds [74,75].

5. **collegeMsg**: Private messages sent via an online social network at the University of California, Irvine for over 193 days [76].

6. **infectiousContact**: This dataset represents a network of the face-to-face interactions of people during an exhibition INFECTIOUS: STAY AWAY in 2009 at the Science Gallery in Dublin. Each node is a person and edges between two nodes represent face-to-face contacts that lasted at least for 20 s. This network contains data about the interactions gathered on the day of the exhibition when highest number of contacts took place. This dataset is also acquired from KONECT database [74,77].

7. **MITContact**: This dataset is based on human contact and it is a part of the Reality Mining experiment performed in 2004. In this network, vertices represent physical contact between a group of students from the Massachusetts Institute of Technology (MIT) [78,79]. This dataset is also acquired from KONECT. Data has been collected over a period of nine months.

As it can be seen from Table 1, the selected datasets differ greatly in size and most of them represent typical social networks with power law node degree distribution, normal distribution of shortest path and small mean shortest path length as well as high global clustering coefficient. There are of course some exceptions to this profile, e.g. collegeMsg has very low global clustering coefficient, making the network more similar to random rather than social network. For a fully connected graph the highest density of a network is one. However, for networks with multiple edges, density can be higher than one, as multiple links between two vertices are possible. We can observe this higher than one density for, hypertext and MITContact contact datasets. The density is higher than one for both the datasets and both of these networks have multiple edges. However, in the training portion (i.e. the part of the data which is used for making the prediction as discussed in more details in Section 4.4) of those two networks we still have many nodes where no edges exist. In Section 5 we make predictions for these missing edges or links.

4.4. Data partition

All networks considered in this study are with timestamps that indicate when a given relationship was created. This allows us to test prediction results against actual links that appeared in the future. We have divided each of the datasets into two parts based on the timestamps available. A similar setup has been used by Liben-Nowell and Kleinberg [18] for benchmarking several link prediction methods, and in particular:

1. The **hep-th** dataset has been divided into two parts. Part one consisted of publications from years 1992–1994 and part two consisted of publications from years 1995–1997. Part one is where the link prediction is performed and part two is used as ground truth in order to evaluate the method.

2. The **hep-ph** is also divided into two parts, part one containing publications between year 1994 and 1996, and part two with publications between year 1997 and year 1999. Similar to the previous dataset, part one is where the link prediction is performed and part two is used as ground truth.
Datasets contact, hypertext, collegeMsg, infectiousContact, and MITContact have also been divided into two parts with respect to time. However, the timespans within each part are not equal. Each part contains approximately 3 equal number of edges.

5. Results

We are using Area Under the Precision–Recall Curve (AUC) to evaluate performance of each of the predictors. In total, we have calculated AUC for combinations of 74 different predictors and seven datasets. These 74 predictors involve (1) similarity measures from Section 4.2, (2) combinations of these similarity measures with centrality measures from Section 4.1 and, (3) combinations of shortest path with the centrality measures mentioned above.

The summary of results is given in Figs. 1 and 2. In Fig. 1 AUC values are sorted in descending order. Each of the bars is the sum of all the AUCs over all datasets for a given approach (i.e. a given predictor from the three categories listed above) to link prediction. For example, the leftmost bar in Fig. 1 represents AUCs for combination of closeness centrality and MFI using Eq. (2). This predictor has the best overall performance if we sum AUCs for this method for all seven datasets. On the other hand, Fig. 2 depicts individual performance for all the predictors for individual datasets. From Fig. 1 and 2 we see that for some of the datasets, overall AUCs are very small. However, later in Sections 5.1.1–5.1.12 we have compared each of methods with a random predictor. The results show that overall low values of AUC for a certain dataset do not necessarily mean that particular dataset has low predictability. This is because all networks are different in size. For a larger (in terms of vertices) or less dense network, the total number of predictions made is higher. This is because, we make predictions for a total of \(|V|(|V|−1)/2−|E|\) links. As a network gets denser, the term \(|E|\) also becomes larger. As a result, the total number of predictions gets lower. Because our AUC is from Precision–Recall curve, when we make predictions for a higher number of links there is a higher chance of having more false positives. This is because of the number of new links that a network forms may not increase at the same rate as the growth of the network. The Precision is calculated as:

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

(16)

From Eq. (16), we could see that, if we have larger values for false positives (FP) the value for Precision gets lower.

In Fig. 1 it can be seen that the first three overall best performing methods are the ones with our Newton’s gravitational law inspired combination approach. On the other hand, ACTN used as a standalone method makes worst prediction among all the 74 predictors. Interestingly, when ACTN is combined with DC using Eq. (2) its performance jumps to rank 32 from 74. In addition, this combination of ACTN with DC performs better than DC with shortest path. This improvement reveals that the increment in predictability is not because of DC, or ACTN’s independent predictability but because of the combination that we use. More on this improvement due to the combination is discussed later in Section 5.1. We also see a similar improvement with CN, where CN combined with CC ranks as the fourth overall best method. Improvements due to the combination approach we take could also be seen in several other combinations of predictors with MFI, Katz, RPR, etc. These improvements evidence that our combination approach has a great potential in the area of link prediction.

We further analyse the results in two ways: (i) we group methods based on the similarity measure used and then we compare the results within the groups (Sections 5.1.1–5.1.12) and (ii) we discuss the results in the context of each dataset separately and try to interpret why certain methods work on some datasets and not on others (Section 5.3).

5.1. Overall performance using AUC

For any pair of vertices \(v_i\) and \(v_j\), we can consider all the similarity methods from Section 4.2 as a set of predictors \(S = \{\text{Katz1, Katz2, Katz3, AA, . . . , CN}\}\). Similarly, all centrality measures from Section 4.1, could be expressed as a set \(P = \{\text{DC, BC, CC}\}\) where \(DC = DC_i \cdot DC_j, BC = BC_i \cdot BC_j, CC = CC_i \cdot CC_j\). As we use dissimilarity or distance by taking the inverse of each similarity measure for Eq. (2), our proposed combination approach could be expressed as:

\[
W = \{P \times S\},
\]

(17)

where each of the elements \(w \in W\) is a particular predictor which gives prediction for any two vertices \(v_i\) and \(v_j\). For any predictor \(w \in W\), it is a combination of one particular similarity measure \(s \in S\) and one particular centrality measure \(p \in P\). For such a combined predictor \(w\), with similarity measure \(s\) and centrality \(p\) we check if:

\[
(AUC(w) > AUC(s)) \land (AUC(w) > AUC\left(\frac{p}{d^2}\right))
\]

(18)

Here in Inequality (18), \(d\) is the shortest path. If for a particular combination approach \(w\), Inequality (18) holds, those AUC values are highlighted using dark grey boxes in Tables 2–12. The dark grey boxes indicate if a particular well-established similarity measure \(s\) is, when combined with centralities using Eq. (2) performs better than the similarity measure on its own. The improvement could also be due to the product of centralities in \(p\) which we have in the combination.

3 For collegeMsg and MITContact datasets total number of edges are odd.
method $w$. In fact, the product of degree centrality of $v_i$ and $v_j$ is a similarity measure, Preferential Attachment (PA) from Section 4.2. Similarly, it is possible to use a product of another centrality measure as a standalone predictor. Due to this we also check if AUC of a particular combination $w \in W$ is greater than the AUC of $p_d^2$. The denominator of $d^2$ results from findings of our earlier study [52], where dividing by shortest path squared mostly improves (where it does not, the difference is very small) the score as compared with the standalone product of centralities. The analysis in Section 5.1.12
confirms this improvement. As a result, if Inequality (18) holds, the inverse of similarity measure improves the predictor when used for Eq. (2). It also shows that the improvement is due to the combination approach we take using Eq. (2) but not due to the independent predictability of the similarity measure or product of centralities divided by squared shortest path. In Section 5.1.1–5.1.11, when the performance of a combination method is said to be better or improved, it entails that Inequality (18) holds.
In addition to validating Inequality (18), for each of the datasets, we also identify if AUC of a predictor is smaller than the AUC of a random predictor. For each predictor, AUC is calculated using an R package called PRROC [80, 81]. The AUC of a random predictor is also generated from the same package. For each dataset AUC of a random predictor is calculated from an ensemble of 1000 random predictors [80]. In Tables 2–13, values of AUC which are no higher than the AUC of a random predictor for a particular dataset, have been highlighted as light grey.

5.1.1. Combinations with Katz
Katz similarity performs poorly for infectiousContact and MITContact datasets — we can see from Table 2, most of the AUC values are lower than random predictors. Also, we do not see any combination of Katz performing better than both the standalone Katz and the product of centralities divided by distance (Table 13), which means the combination does not satisfy Inequality (18). As a result, we do not have any empirical evidence suggesting that using inverse of Katz as distance in our proposed approach of Eq. (2), could entail improved performance.

5.1.2. Combinations with AdamicAdar (AA)
In Table 3 we also see a similar pattern to Katz that, inverse of AdamicAdar (AA) similarity measure as a measurement of distance for Eq. (2) does not entail improved performance (i.e. it does not satisfy Inequality (18)).

5.1.3. Combinations with Common Neighbours (CN)
We can see in Table 4, that combining inverse of Common Neighbour (CN) with centrality (as a measurement of popularity or mass for Eq. (2)) improves performance of link prediction for one dataset. This is expressed by the fact that one of the values of AUC satisfies Inequality (18). There is one such case which is highlighted using a dark grey box in Table 4. This improvement is seen when the combination of CN is with closeness centrality for hep-th dataset. However, except for the combination of CN with CC in the hep-th dataset, there is no other evidence that any other combination of CN satisfies Inequality (18).

Throughout this section, whenever we say a combination approach performs better or has improved performance, we imply it satisfies Inequality (18). Please see Section 5.1 for more details.
Table 5  
AUC for Jaccard’s Coefficient (JC) with different centralities. Highlights in dark grey represent that Inequality (18) holds, and light grey represents AUC values lower than the AUC of a random predictor.

| JC  | collegeMsg | rank | contact | rank | bcpn-th | rank | bcpn-ph | rank | hyper contact | rank | infectious contact | rank | MIT contact | rank |
|-----|------------|------|---------|------|--------|------|--------|------|--------------|------|-------------------|------|------------|------|
| JCC | 0.00476    | 68   | 0.16494 | 57   | 0.06833 | 43   | 0.14048 | 25   | 0.22559      | 41   | 0.02935          | 19   | 0.25703  | 2    |
| DC1*JC2*JC3 | 0.00513 | 68   | 0.20053 | 37   | 0.05794 | 73   | 0.01561 | 73   | 0.22223      | 17   | 0.00904          | 54   | 0.19352  | 18   |
| BC1*BC2*JC3 | 0.00721 | 64   | 0.24466 | 48   | 0.0103  | 71   | 0.02022 | 72   | 0.22753      | 1    | 0.01009          | 27   | 0.16076  | 34   |
| CC1*CC2*JC3 | 0.00541 | 67   | 0.04442 | 72   | 0.00489 | 74   | 0.0151  | 74   | 0.20351      | 61   | 0.00524          | 61   | 0.2237   | 2    |

Table 6  
AUC for Average Commute Time (ACT) with different centralities. Highlights in dark grey represent that Inequality (18) holds, and light grey represents AUC values lower than the AUC of a random predictor.

| ACT | collegeMsg | rank | contact | rank | bcpn-th | rank | bcpn-ph | rank | hyper contact | rank | infectious contact | rank | MIT contact | rank |
|-----|------------|------|---------|------|--------|------|--------|------|--------------|------|-------------------|------|------------|------|
| ACT | 0.0134     | 26   | 0.35665 | 23   | 0.08106 | 38   | 0.06479 | 56   | 0.23875      | 31   | 0.00481          | 58   | 0.157    | 31   |
| DC1*DC2*ACT3 | 0.01379 | 22   | 0.31815 | 6    | 0.08451 | 35   | 0.06308 | 58   | 0.22949      | 23   | 0.00668          | 71   | 0.13241  | 36   |
| BC1*BC2*ACT3 | 0.01508 | 8    | 0.30064 | 38   | 0.04642 | 50   | 0.0492  | 61   | 0.20911      | 5    | 0.00535          | 58   | 0.1515    | 57   |
| CC1*CC2*ACT3 | 0.01351 | 74   | 0.36324 | 14   | 0.08100 | 77   | 0.06486 | 55   | 0.24524      | 23   | 0.00466          | 73   | 0.15658   | 45   |

Table 7  
AUC for Average Commute Time Normalised (ACTN) with different centralities. Highlights in dark grey represent that Inequality (18) holds, and light grey represents AUC values lower than the AUC of a random predictor.

| ACTN | collegeMsg | rank | contact | rank | bcpn-th | rank | bcpn-ph | rank | hyper contact | rank | infectious contact | rank | MIT contact | rank |
|------|------------|------|---------|------|--------|------|--------|------|--------------|------|-------------------|------|------------|------|
| ACTN | 0.00516    | 74   | 0.03339 | 74   | 0.03996 | 56   | 0.06343 | 57   | 0.12492      | 73   | 0.00537          | 21   | 0.17153   | 51   |
| DC1*DC2*ACTN3 | 0.01598 | 18   | 0.38394 | 5    | 0.29183 | 32   | 0.07025 | 54   | 0.25264      | 27   | 0.00475          | 59   | 0.15853   | 50   |
| BC1*BC2*ACTN3 | 0.01516 | 7    | 0.17047 | 55   | 0.28443 | 64   | 0.04755 | 66   | 0.23446      | 9    | 0.00896          | 53   | 0.17062   | 54   |
| CC1*CC2*ACTN3 | 0.00581 | 66   | 0.35745 | 21   | 0.04116 | 55   | 0.07523 | 52   | 0.16509      | 67   | 0.00583          | 54   | 0.21415   | 11   |

5.1.4. Combinations with Jaccard’s Coefficient (JC)  
In quite a few cases, as presented in Table 5, Jaccard’s Coefficient (JC) combined with betweenness centrality gives an improved performance (i.e. satisfies Inequality (18)). These improvements are seen for contact, hep-ph, and hypertext datasets. In fact, for hypertext dataset, JC combined with betweenness centrality entails the best result (i.e. AUC value ranked one). These improvements support that, JC combined with betweenness centrality using (2) is a better link prediction method than using JC alone. Also, there is one case where for hypertext dataset, JC performs better when combined with degree centrality. However, closeness centrality combined with Jaccard’s Coefficient (JC) does not satisfy Inequality (18).

5.1.5. Combinations with Average Commute Time (ACT)  
In Table 6 there are several cases when ACT combined with any of the three centrality measures gives better performance than using ACT alone or only centralities divided by the squared shortest path. However, such improvements are mainly observed for the collegeMsg dataset. Other than the collegeMsg dataset, combination of ACT with closeness centrality gives a better prediction for hep-th. From this analysis we can see that, ACT combined with closeness centrality has more predictive power in link prediction than ACT combined with degree or betweenness centrality. This is because the first combination, ACT with closeness centrality, performs better (i.e. satisfies Inequality (18)) in two (collegeMsg and hep-th) datasets and the other best performing combination, ACT with closeness centrality performs better in only one (hep-th) dataset. However, the number of datasets for which the combination with ACT satisfies Inequality (18) is lower than what we have seen for JC, MFI, and RPR. Combination of JC performs better i.e. satisfies Inequality (18) in two datasets whereas JC, MFI, and RPR perform better in three, four, and five datasets respectively.

5.1.6. Combinations with Average Commute Time Normalised (ACTN)  
Table 7 shows two cases of ACTN, where the predictability is improved when combined with degree centrality for collegeMsg and hep-th datasets. There is also one similar improvement with betweenness centrality for the collegeMsg dataset. However, there is no combination with closeness centrality which satisfies Inequality (18). Based on the number of datasets where combination with ACTN perform well, we could argue there is weak evidence that the two different combinations of ACTN with degree and closeness centrality may have good potential for predicting future links.

5.1.7. Combinations with Rooted PageRank (RPR)  
Inverse of Rooted PageRank (RPR) is one of the best measures for distance (according to Eq. (2)) from Section 4.2. Table 8 shows that for hep-th, collegeMsg, hypertext and, hep-ph datasets, when RPR is combined with degree centrality, the combination outperforms individual performance of RPR or degree centrality divided by shortest path (i.e. satisfies
5.1.8. Combinations with Pseudoinverse of the Laplacian matrix (PsInLap)

In Table 9, there are two combinations (with betweenness centrality and closeness centrality) with Pseudoinverse of the Laplacian matrix (PsInLap) which perform better than PsInLap or product of these centralities divided by shortest path. Because these improvements are only seen for one dataset, we do not have strong evidence to support the use of the combination of PsInLap using Eq. (2) for link prediction.

5.1.9. Combinations with Local Path Index (LPI)

From Table 10 we could see that Local Path Index (LPI) performs better when combined with betweenness centrality than on its own. This improvement can be observed for collegeMsg and MITContact datasets. In addition, for collegeMsg dataset, LPI improves when it is combined with degree centrality and closeness centrality. These improvements are not due to the product of centralities or LPI itself but due to the applied combination. This is because these combinations satisfy Inequality (18). However, there is more prevalent evidence that, LPI combined with betweenness centrality is a better predictor of future links than LPI combined with degree centrality.

5.1.10. Combinations with Leicht–Holme–Newman Global Index (LGI)

In Table 11 we can see that Leicht–Holme–Newman Global Index (LGI) when combined with degree centrality always exhibits improved performance for hep-th and hep-ph datasets. These improvements might indicate that, this combination performs well for collaboration networks. Because hep-th and hep-ph both are the only collaboration networks we have. These improvements could suggest that for collaboration networks, combining LGI with degree centrality using Eq. (2) could be a good approach for predicting future collaborations. However, this claim for a collaboration network needs to be corroborated by evaluating this combination for more network datasets of collaboration networks. Performance for combination of LGI with betweenness centrality for the hep-th and MITContact datasets, and closeness centrality for

| Table 8 |
|--------|
| AUC for Rooted PageRank (RPR) with different centralities. Highlights in dark grey represent that Inequality (18) holds, and light grey represents AUC values lower than the AUC of a random predictor. |
|            | college Msg | rnk | contact | rnk | hep-th | rnk | hep-th | rnk | hyper text | rnk | infectious Contact | rnk | MIT Contact | rnk |
| RPR | 0.112035 | 35 | 0.13534 | 82 | 0.05051 | 48 | 0.13376 | 17 | 0.23566 | 54 | 0.13586 | 6 | 0.20976 | 13 |
| Boj | 0.099397 | 37 | 0.13244 | 83 | 0.05116 | 48 | 0.14563 | 15 | 0.23106 | 58 | 0.12798 | 8 | 0.21024 | 12 |
| DC1 + DC2 + RPR | 0.14089 | 17 | 0.33043 | 33 | 0.12211 | 21 | 0.14754 | 11 | 0.25588 | 16 | 0.01163 | 23 | 0.16394 | 46 |
| DC1 + DC2 + RPR | 0.14089 | 16 | 0.30787 | 35 | 0.12486 | 21 | 0.17884 | 1 | 0.2575 | 14 | 0.01285 | 22 | 0.16966 | 35 |
| DC1 + DC2 + RPR | 0.14959 | 11 | 0.17366 | 51 | 0.05888 | 42 | 0.05960 | 46 | 0.26381 | 6 | 0.06414 | 14 | 0.19521 | 17 |
| DC1 + DC2 + RPR | 0.15606 | 10 | 0.14169 | 54 | 0.06490 | 46 | 0.07949 | 47 | 0.26725 | 7 | 0.06313 | 12 | 0.20323 | 13 |
| DC1 + DC2 + RPR | 0.10118 | 46 | 0.138 | 59 | 0.06137 | 45 | 0.16067 | 14 | 0.23727 | 33 | 0.05944 | 13 | 0.21563 | 9 |

| Table 9 |
|---------|
| AUC for Pseudoinverse of the Laplacian matrix (PsInLap) with different centralities. Highlights in dark grey represent that Inequality (18) holds, and light grey represents AUC values lower than the AUC of a random predictor. |
|            | college Msg | rnk | contact | rnk | hep-th | rnk | hep-th | rnk | hyper text | rnk | infectious Contact | rnk | MIT Contact | rnk |
| PsInLap | 0.009997 | 54 | 0.2641 | 47 | 0.03536 | 61 | 0.10005 | 45 | 0.21214 | 59 | 0.25286 | 1 | 0.17366 | 27 |
| DC1 + DC2 + PsInLap | 0.01237 | 33 | 0.33506 | 32 | 0.22838 | 65 | 0.03148 | 50 | 0.15964 | 68 | 0.17834 | 4 | 0.16089 | 49 |
| BCI + BC2 + PsInLap | 0.09374 | 31 | 0.28059 | 54 | 0.22189 | 68 | 0.04640 | 62 | 0.20395 | 62 | 0.21592 | 9 | 0.28469 | 3 |
| CC1 + CC2 + PsInLap | 0.00245 | 73 | 0.03747 | 73 | 0.08783 | 72 | 0.03158 | 70 | 0.11912 | 74 | 0.23169 | 2 | 0.28475 | 1 |

| Table 10 |
|----------|
| AUC for Local Path Index (LPI) with different centralities. Highlights in dark grey represent that Inequality (18) holds, and light grey represents AUC values lower than the AUC of a random predictor. |
|            | college Msg | rnk | contact | rnk | hep-th | rnk | hep-th | rnk | hyper text | rnk | infectious Contact | rnk | MIT Contact | rnk |
| LPI | 0.01495 | 12 | 0.36019 | 20 | 0.12541 | 16 | 0.15286 | 18 | 0.23566 | 55 | 0.00762 | 42 | 0.16774 | 40 |
| LPI | 0.01547 | 5 | 0.3609 | 17 | 0.12387 | 18 | 0.14071 | 20 | 0.21409 | 56 | 0.0073 | 45 | 0.16773 | 41 |
| DC1 + DC2 + LPI | 0.01506 | 9 | 0.36888 | 8 | 0.12182 | 22 | 0.13011 | 28 | 0.22728 | 44 | 0.00627 | 32 | 0.16307 | 47 |
| DC1 + DC2 + LPI | 0.01889 | 3 | 0.36057 | 17 | 0.12083 | 23 | 0.12967 | 23 | 0.22396 | 46 | 0.0603 | 53 | 0.16385 | 48 |
| BCI + BC2 + LPI | 0.01611 | 2 | 0.28604 | 40 | 0.09365 | 31 | 0.09793 | 46 | 0.25459 | 17 | 0.00839 | 36 | 0.16875 | 37 |
| BCI + BC2 + LPI | 0.01653 | 1 | 0.28689 | 39 | 0.09398 | 30 | 0.10034 | 45 | 0.25434 | 18 | 0.00796 | 39 | 0.16882 | 36 |
| CC1 + CC2 + LPI | 0.01491 | 14 | 0.36414 | 12 | 0.12466 | 17 | 0.14473 | 23 | 0.21932 | 53 | 0.007 | 47 | 0.17081 | 33 |
| CC1 + CC2 + LPI | 0.01556 | 4 | 0.36552 | 11 | 0.1234 | 20 | 0.14378 | 24 | 0.21743 | 54 | 0.00665 | 49 | 0.17082 | 32 |

Inequality (18). Also, for collegeMsg, hep-th and, Contact datasets similar improvement is observed when RPR is combined with betweenness centrality. Only in one case (with two different values for α parameter of RPR) we see that combination of RPR with closeness centrality satisfies Inequality (18). From this analysis it is apparent that, RPR combined with degree centrality could be a better choice for link prediction than only using RPR.
Table 11
AUC for Leicht–Holme–Newman Global Index (LGI) with different centralities. Highlights in dark grey represent that Inequality (18) holds, and light grey represents AUC values lower than the AUC of a random predictor.

| Centralities          | AUC  | Centralities          | AUC  |
|-----------------------|------|-----------------------|------|
| LGI                   |      | LGI                   |      |
| DC1                   | 0.00418 | DC1                   | 0.00881 |
| DC1 + LGI             | 0.0094 | DC1 + LGI             | 0.01337 |
| DC1 + DC2 + LGI       | 0.01244 | DC1 + DC2 + LGI       | 0.01114 |
| BC1 + BC2 + LGI       | 0.0063 | BC1 + BC2 + LGI       | 0.00778 |
| BC1 + BC2 + LGI       | 0.0086 | BC1 + BC2 + LGI       | 0.00907 |
| CC1 + CC2 + LGI       | 0.00394 | CC1 + CC2 + LGI       | 0.01314 |

Table 12
AUC for Matrix Forest Index (MFI) with different centralities. Highlights in dark grey represent that Inequality (18) holds, and light grey represents AUC values lower than the AUC of a random predictor.

| Centralities          | AUC  | Centralities          | AUC  |
|-----------------------|------|-----------------------|------|
| MFI                   |      | MFI                   |      |
| DC1 + DC2 + MFI       | 0.00978 | DC1 + DC2 + MFI       | 0.00839 |
| BC1 + BC2 + MFI       | 0.01538 | BC1 + BC2 + MFI       | 0.00868 |
| CC1 + CC2 + MFI       | 0.01114 | CC1 + CC2 + MFI       | 0.00907 |

Table 13
AUC for Shortest path with different centralities. Highlights in dark grey represent that a combination method performs better than PA, and light grey represents AUC values lower than the AUC of a random predictor.

| Centralities          | AUC  | Centralities          | AUC  |
|-----------------------|------|-----------------------|------|
| DC1                   |      | DC1                   |      |
| DC2                   |      | DC2                   |      |
| BC1                   |      | BC1                   |      |
| BC2                   |      | BC2                   |      |
| CC1                   |      | CC1                   |      |
| CC2                   |      | CC2                   |      |
| DC1 + DC2 + 1/sp     | 0.01377 | DC1 + DC2 + 1/sp     | 0.01363 |
| BC1 + BC2 + 1/sp     | 0.01492 | BC1 + BC2 + 1/sp     | 0.01314 |
| CC1 + CC2 + 1/sp     | 0.01314 | CC1 + CC2 + 1/sp     | 0.01314 |

hep-ph dataset, are also improved. Here, we have weak evidence of degree and betweenness centrality to perform better when combined with LGI, thus a better predictor than LGI itself.

5.1.11. Combinations with Matrix Forest Index (MFI)

Table 12 shows that Matrix Forest Index (MFI) when combined with degree centrality using Eq. (2) outperforms the predictability of (1) MFI when used on its own and (2) product of degree centrality divided by shortest path. This can be observed for four out of seven datasets: collegeMsg, hep-th, hep-ph, and hypertext. Also, in two datasets, similar improvement is seen when combined with closeness (hep-ph and hypertext) and betweenness (collegeMsg and hypertext) centrality. We hence argue that MFI combined with degree centrality is a strong method for link prediction.

5.1.12. Combinations with shortest path

From Table 13 we could see that for the case where we use the shortest path in combination with degree centrality, even with a slight variation of shortest path length (due to the small-world phenomena the range of shortest path tend to be small) gives better performance than only using the product of degree centrality i.e. the Preferential Attachment (PA) similarity measurement. These improvements are seen in five out of seven datasets. This finding is consistent with findings by Wahid-Ul-Ashraf et al. [52]. Here we have compared degree centrality combined with the shortest path against PA because PA is the product of degree centrality. The baseline method here is PA instead of Inequality (18) as the combination of centrality and the shortest path itself served as baselines for other results of combination methods discussed so far. PA is a well-established link prediction method that we have discussed further in Section 4.2 [26]. Other than the DC with the shortest path, BC and CC combined with the shortest path also perform better than PA. BC with the shortest path performs better in four datasets and CC with the shortest path performs better in three datasets (although it performs better than PA for the infectiousContact dataset the predictability is not better than a random predictor).
Table 14
Methods which satisfy Inequality (18). The dataset(s), in which a method satisfied Inequality (18) is marked as Y, and the rank of that method mentioned in the parenthesis, i.e. Y(rank). For all the scores, higher is better. The ‘+’ operator entails a combination based on Eq. (2).

| Method            | collegeMsg | contact | hep-th | hep-ph | hypertext | infectious-Contact | MITContact | Dataset-VariabilityScore | Score(74-Rank) | Normalised-Score(73-Rank) |
|-------------------|------------|---------|--------|--------|-----------|-------------------|------------|--------------------------|----------------|--------------------------|
| RPR0.25+DC       | Y(16)      | Y(11)   | Y(1)   | Y(14)  |           |                   |            |                          | 4² 254³           | 63.5³                   |
| MFI+BC           | Y(6)       |         |        |        |           |                   |            |                          | 2¹ 140⁴          | 70⁴                     |
| MFI+DC           | Y(19)      |         |        |        |           |                   |            |                          | 4¹ 198³          | 49.5³                   |
| RPR0.15+DC       | Y(17)      |         |        |        |           |                   |            |                          | 3¹ 178⁴          | 59.3³                   |
| DC+SP            | Y(1)       |         |        |        |           |                   |            |                          | 4¹ 151⁴          | 37.75³                   |
| LGI0.5+DC        | Y(33)      | Y(30)   | Y(11)  | Y(16)  | Y(60)     |                   |            |                          | 2¹ 122³          | 61³                     |
| LGI0.7+DC        | Y(24)      | Y(2)    |        |        |           |                   |            |                          | 2¹ 113³          | 56.5³                   |
| LP+eps0.02+BC    | Y(1)       |         |        |        |           |                   |            |                          | Y(36)           | 55.5³                   |
| LP+eps0.01+BC    | Y(2)       |         |        |        |           |                   |            |                          | Y(37)           | 54.5³                   |
| MFI+CC           |           | Y(32)   |        |        |           |                   |            |                          | 2¹ 109³          | 54.5³                   |
| LGI0.7+BC        |           |         | Y(41)  |        |           |                   | Y(7)      |                          | 2¹ 103³          | 51.5³                   |
| LGI0.5+BC        |           |         |         | Y(72)  | Y(1)      |                   |            |                          | 3² 101³          | 33.67³                  |
| ACT+CC           |           | Y(48)   |         |        |           |                   |            |                          | 2¹ 100³          | 50³                     |
| ACTN+DC          | Y(18)      |         |        |        |           |                   |            |                          | 2¹ 98³           | 49³                     |
| RPR0.25+CC       | Y(10)      |         |        |        |           |                   |            |                          | 2¹ 94³           | 47³                     |
| RPR0.15+BC       | Y(11)      |         |        |        |           |                   | Y(51)     |                          | 2¹ 87³           | 43.5³                   |
| PsInLap+CC       |           |         |         |        |           |                   | Y(1)      |                          | 1 73¹            | 73³                     |
| PsInLap+BC       |           |         |         |        |           |                   | Y(3)      |                          | 1 71¹            | 71³                     |
| LP+eps0.02+DC    | Y(3)       |         |        |        |           |                   |            |                          | 1 71³           | 71³                     |
| CN+CC            |           |         |        |        |           |                   |            |                          | 1 70³           | 70³                     |
| LP+eps0.02+CC    | Y(4)       |         |        |        |           |                   |            |                          | 1 70³           | 70³                     |
| ACTN+BC          | Y(7)       |         |        |        |           |                   |            |                          | 1 69³           | 67³                     |
| ACT+BC           | Y(18)      |         |        |        |           |                   |            |                          | 1 66³           | 66³                     |
| LP+eps0.01+DC    | Y(9)       |         |        |        |           |                   |            |                          | 1 65³           | 65³                     |
| RPR0.25+CC       |           |         |        | Y(14)  |           |                   |            |                          | 1 60³           | 60³                     |
| RPR0.15+CC       |           |         |        | Y(16)  |           |                   |            |                          | 1 58³           | 58³                     |
| JC+DC            |           |         |        |        |           |                   | Y(19)     |                          | 1 55³           | 55³                     |
| ACT+DC           | Y(22)      |         |        |        |           |                   |            |                          | 1 52³           | 52³                     |
| LGI0.5+CC        |           |         |        | Y(34)  |           |                   |            |                          | 1 40³           | 40³                     |
| LGI0.7+CC        |           |         |        | Y(38)  |           |                   |            |                          | 1 36³           | 36³                     |

¹First best score.  
²Second best score.  
³Third best score.

5.2. Best methods

Methods which satisfy Inequality (18) are the only ones which we analyse here. The reason for this selection is discussed in Section 5.1. From the selected combination methods, we use three different evaluation techniques to calculate scores in Table 14. The ‘Dataset variability score’ is the number of datasets for which a combination approach satisfies Inequality (18). We also calculate a score based on ranks. In our analysis the lowest rank of a method is 74, as we have 74 methods in total including the standalone methods from Tables 2–13. We subtract 74 from the rank of a method in a dataset to get a score instead of rank, so that the worst method with rank 74 has a score of 0. Afterwards, we sum the scores up across all datasets to get the final score which is represented as ‘Score (74-Rank)’ in the table. This score not only tells us in how many datasets a method performs well but also that method’s relative performance among all the other methods. Finally, we normalise ‘Score (74-Rank)’ by the number of datasets for which a method satisfies Inequality (18). This normalised version of the rank-based score is represented as ‘Normalised Score (74-Rank)’ and considers a combination method’s rank based on the average performance on all datasets.

5.3. Results analysis for each dataset

Based on the methods we use and the combination of them we conclude that some datasets can be more predictable than others. By comparing AUC of the PR curves, it seems that hep-th and collegeMsg datasets are the most predictable, as only two methods perform worse than a random predictor. Overall the collaboration networks hep-th and hep-ph have good predictability. Only two methods for the hep-th and three methods for the hep-ph collaboration network perform worse than a random predictor. On the other hand, infectiousContact dataset has the lowest predictability — there are 37 out of 74 (including combinations) methods whose performance is worse than a random predictor. The second worst dataset in terms of predictability is MITContact where 11 methods perform lower than a random predictor. For hypertext we have six methods performing worse than a random predictor. Overall, except contact dataset, where we have only
three methods with AUC lower than a random predictor, all the networks representing human contact seem to have low predictability. We discuss below the results from the perspective of individual datasets and interpret those outcomes in the context of characteristics of each social network tested:

1. **collegeMsg**: Overall, performance of methods on collegeMsg does not appear to be very good when compared to the remaining datasets. However, when we compare with a random predictor, many of the predictors seem to perform better. The best performing methods for collegeMsg are those based on LPI in combination with BC. As LPI in its nature is similar to CN it is surprising that the highest rank for CN-based method for collegeMsg dataset is ranked 34. It means that consideration of friend-of-friend-of-friend (path of length three) in LPI rather than friend-of-a-friend (CN) makes a (positive) difference for prediction.

2. **contact**: For contact network the best performing methods are the ones based on DC and the top ranked is DC coupled with the shortest path. Also, DC on its own (rank two), DC + MFI (rank three), CC + shortest path (rank four), DC + ACTN (rank five) and DC + ACT (rank six) perform well. All these methods are path-based but they must be combined with information about node degree to achieve good performance, e.g. DC + ACTN has rank five and ACTN on its own is last in the ranking (rank 74). However, this improved performance when combined with DC might be due to the fact that Preferential Attachment (product of degrees) is the second best predictor. Thus, although dividing DC by ACTN still makes it a good predictor, its performance is worse than when only degree product is used.

3. **hep-th**: Although the best method for hep-th is AA, the best performing set of methods are those based on Katz and combined with CC. Katz2 and Katz3 also performed very well with ranks five and two respectively. Also, methods combining CC with Katz3, CN, and Katz2 were performing very well (rank three, four, and six respectively). However, standalone Katz performs better than in a combination. On the other hand, note that again, we need to have a proper combination of metrics because CC combined with JC gives the poorest performance. It shows that taking into account the greater network (Katz enables that) not only the immediate neighbourhood of a node (JC) may result in better performance. It is surprising that although AA is very similar to JC, their performance differs so much with AA being ranked one and JC — 43 (0.06 accuracy for JC and 0.13 for AA). The interpretation may be that AA gives importance to the degree of common neighbour and if common neighbour degree is lower then there is a bigger chance that he/she will introduce two of his/her neighbours to each other. JC on the other hand focuses only on overall number of common friends. This indicates that when developing new prediction methods, we should also focus on other factors and capacity of other nodes rather than just the nodes in question.

4. **hep-ph**: Overall, for hep-ph dataset methods based on Katz and Katz combined with CC and DC perform best. However, the top two results are those that combine DC with RPR and LGI. Methods based on JC combined with different centralities give the worst results. It seems that merging local information (DC) with knowledge about paths throughout the network and appropriately weighting them (Katz, RPR, LGI) gives the best results. Similarity RPR and LGI combined with degree centrality outperform DC, RPR or LGI used as a standalone predictor. Similarly, for this dataset, LGI performs better (compared with using it independently) when combined with betweenness and closeness centrality.

5. **hypertext**: For the hypertext dataset the best set of methods are those that use BC as the centrality measure which is the most overreaching centrality out of those we analysed. BC is present in 11 out of 13 top ranked methods for this dataset. This improvement could be explained by looking at Table 13. We can see that BC combined with shortest path is the third best predictor for this dataset. In addition, Table 5 shows that JC works well for a measurement of distance for hypertext dataset when JC is combined with BC, it has the best predictability.

6. **infectiousContact**: Most of the predictors perform poorly for the infectiousContact dataset. This low predictability may be indicative of the dataset containing many random interactions between people. Each of the edges represents interaction between two people at the INFECTIOUS: STAY AWAY exhibition at the Science Gallery in Dublin, Ireland, from April 17th to July 17th, 2009 [74]. This dataset captured interactions between members of general public at the exhibition [74]. Other contact networks however, such as the hypertext network, capture interaction between the attendees [75]. It would be more likely that in the conference people would have interacted less randomly than the exhibition. This is because in the conference, people would speak to other people who might have similar research interests. Also, in a conference one person who might have a very interesting research contribution might get more interaction with other people. Methods based on PslnLap work best for infectiousContact network. It is very interesting as PslnLap can be interpreted using the concept of conductance and it can be very much connected with the fact that the network is a set of face-to-face interactions that took place in one location.

7. **MITContact**: This dataset is interesting as methods that include Katz are the ones whose performance is the poorest and this is very uncommon that Katz performance capability is so low. 11 out of 12 worst performing methods include Katz element. However, Katz seems to perform better for collaboration networks as it has been seen in the study by Liben-Nowell and Kleinberg [18]. We also see a similar result in Table 2 that for both of the collaboration networks hep-th and hep-ph, performance of Katz is good. It is interesting to see that when PslnLap is combined with closeness centrality and betweenness centrality, it outperforms PslnLap used as a standalone predictor. Also, using inverse of PslnLap instead of geodesic path as a measurement of distance gives better performance for this dataset only. In addition, LPI combined with BC satisfies Inequality (18).
5.4. Computational complexity

In terms of computational complexity, we have discussed in Section 5 that we need to make predictions for \(\frac{|V||V|-1}{2} - |E|\) links in total. Thus the time complexity is \(O(|V|^2)\), if we wish to predict all possible non-existing links based on Eq. (2). However, based on different algorithms, each of the methods (i.e., CN, Katz, rooted PageRank, etc.) we have used in our combination approach may have different time and space complexities. For example, for CN, JC, and AA, where traversal of node neighbourhood is required, the computational complexity is at least \(O(|V|b^2)\), where \(b\) is the average degree of the graph [64,82]. Among all the methods, PA has the lowest computational complexity of \(O(2|V|)\), as we only need to multiply the predicted pair of nodes’ degree. RPR could be calculated using different algorithms and the complexities vary from \(O(|V|)\) to \(O(|V|^2)\) (in case of a sparse network) [83,84]. The computational complexity of calculating an inverse or pseudoinverse of a matrix is usually \(O(|V|^3)\) [85] which is required for MFI, PsInLap, ACT, ACTN, Katz, and LGI. However, there is a faster alternative algorithm proposed especially for Katz, reducing the computational complexity from \(O(|V|^3)\) to \(O(|V| + |E|)\) [86]. LPI has a computational complexity of \(O(|V|^3)\) [64].

As for centralities, DC has a time complexity of \(O(|V|^2)\). BC has \(O(|V||E|)\) [56] and CC also has the same time complexity of \(O(|V||E|)\) [56,57,87]. However, the complexity may vary depending on the algorithm used as pointed out in [57].

For shortest path calculation, there is a range of algorithms available and time complexity depends on the used algorithm. Algorithm selection for shortest path calculation of a graph is based on several factors, such as available computational power and memory, graph type (weighted, directed, etc.), graph size, and graph density. Additionally, calculating a selective set of pairs’ shortest path or calculating an all pair shortest path could require different algorithms, resulting in different computational and space complexities. For example, all pair shortest path calculation using the Floyd–Warshall algorithm has a time complexity of \(O(|V|^3)\) [88] and the Seidel’s algorithm has the complexity of \(O(H(|V|)\log|V|)\) (where \(H(|V|)\) is the time complexity of multiplying two \(|V| \times |V|\) matrices of small integers) [89]. The time complexity of the Johnson’s all pair shortest path is \(O(\min(|V|^2 + \frac{1}{2}|V||E|, |V|^2\log|V| + |V||E|\log|V|))\) [90].

The space complexity of CN, AA, JC is \(O(|V||E|)\) [64] and for a matrix inversion it is \(O(|V|^4)\) [64]. Floyd–Warshall algorithm has a space complexity of \(O(|V|^2)\).

All the time complexities discussed here are based on a serial processor. However, with the advancement of GPU and distributed computing, parallel and distributed graph algorithms are emerging and can be found in the literature very often. For example, You et al. [91] proposed an algorithm to calculate degree, closeness, and betweenness centrality measures in directed graphs. In terms of GPU computation, Gunrock is an excellent library which can calculate different centrality measures and shortest path [92]. In his paper Wang et al. [92] used very large graphs with millions of vertices and edges and shown the performance of their GPU computation from their graph analysis library Gunrock, which is much better than the performance of a serial processor. There is also another graph processing library with GPU computation available, which comes free with CUDA (NVIDIA’s parallel computing framework) named nvGraphs, which shows a very fast PageRank calculation on a very large 1.5 billion edge dataset [93]. The library currently supports PageRank, single-source shortest path, and single-source widest path calculation [93]. The recent revolution of the GPU computation is not only benefiting deep learning but also graph computation [94–98].

6. Conclusions and future work

In this paper, we proposed a new approach to link prediction in social networks, inspired by Newton’s law of universal gravitation, which states that the force exerted between two masses is proportional to the product of those masses, and inversely proportional to the squared distance between their centres [50]. We have performed extensive empirical analysis to investigate the potential of our link prediction method.

Our experiments indicate that in many cases a combination method, using Eq. (2) improves performance with respect to either standalone similarity measure used in that combination or the product of centralities divided by distance squared (Inequality (18)). In cases where we see these improvements (i.e. for all the datasets except infectiousContact), we have also seen that AUC values are higher than that of a random predictor. The significant improvements of RPR, LGI, and MFI in terms of the AUC on average, demonstrate that our combination approach has great potential as a link prediction method. Combinations of LGI, shortest path, and MFI with DC work well for both of the collaboration networks, hep-th and hep-ph. ACT, ACTN with DC, LPI with DC, BC, and CC, MFI and RPR with DC and BC, work best for collegeMsg dataset. JC with BC and shortest path with DC work best for contact dataset. As for hypertext dataset JC with BC and DC, RPR with DC, MFI with DC, BC, and CC, work best. In MITContact dataset, PsInLap with BC and CC, LPI with BC, LGI with BC perform best. As for infectiousContact none of the combinations works well. In fact, most of the standalone similarity measures perform worse than a random predictor. The exception is PsInLap which works best for infectiousContact dataset.

From our empirical analysis, we have concluded that there are a number of combinations which perform better than others. The combination of RPR with degree centrality in Section 5.1.7 can be used as a better predictor than using RPR on its own. In addition to RPR, LGI with DC for collaboration networks, MFI with DC, and DC with shortest paths are the best overall combinations that we found in our study.

One powerful property of our approach also allows us to combine local and global measures (e.g. DC with RPR, which considers the larger structure of the surrounding vertex or vertices such) for link prediction. For a pair of vertices, it might happen that the global structure may not indicate link formation probability strongly enough, but the local structure...
indicates otherwise or vice versa. Due to the combination of local and global measures, in such cases, the final score of link formation would still be higher compared with considering only a local or global measure. Thus, a combination of global and local may improve link formation predictability for pairs of nodes which are likely to be ignored (i.e. false negatives) by a predictor which considers only single local or global measure.

We have discussed similarities between physical networks and social networks in Sections 1 and 2. Our Newtonian gravity inspired link prediction method shows that even at a local level the dynamics of a social network can be interpreted through physical law. The similarity between physical and social worlds is often encountered. Perhaps one of the most well-known examples is the similarity between complex weather models and social dynamics [99], which supports the idea of benefiting from this kind of similarities between social and physical world. The benefits would come from cross-applying modelling and analytical tools from these domains. However, most of these similarities are emergent phenomena due to the characteristics of a complex system, at a global level. For example, we have discussed how physical and social networks exhibit similar global properties like high clustering coefficient, degree centrality, etc. However, our study shows that we may also benefit from applying laws from physical world to a social network even at the local level.

The inverse square relation between physical quantity (or intensity) and distance is widely found in nature and is known as the Inverse-Square Law. Some examples include sound transmission [100], force between two electrostatic charges [101], intensity of radiation [102] and more. The quadratic form of inverse squared distance that we observe for several cases of intensity or quantity in nature is due to three spatial dimensions, which characterise our physical world [103]. In our case of social networks, we are directly using the same Inverse-Square Law found in nature. For example, in the combination method of RPR with DC, the inverse of RPR is the path length analogous to the distance in Newton’s gravitational law in Eq. (1). The squared distance in Newton’s law is a result of three spatial dimensions. But for our approach in Eq. (2), other than the quadratic order, it might be possible to obtain better performance by using an order of one, three, four, etc of the RPR. Optimal order of the dissimilarity measure could be learnt from the ground truth of the data such that the dimension for which using Eq. (2) gives the best prediction result. This is something we aim to do in future and goes beyond the scope of one study.

In terms of computational and space complexity, we have discussed in Section 5.4 that we need to make a prediction of \( |V|^2 \) links in total. Thus the worst case time complexity is at least \( O(|V|^2) \), if we wish to predict all possible non-existing links. However, each of the methods (i.e. Katz, rooted PageRank, etc.) we have used in our combination approach may have different time and space complexity. For example computational complexity of different algorithms to calculate Katz could range from \( O(|V|^3) \) to \( O(|V| + |E|) \) [86]. A detailed and in-depth analysis of the complexity goes beyond the scope of one paper and we hope to discuss this in our future work.
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