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Abstract

We provide evidence of an extreme form of sensitivity to initial conditions in a family of one-dimensional self-ruling dynamical systems. We prove that some hyperchaotic sequences are closed-form expressions of the orbits of these pseudo-random dynamical systems. Each chaotic system in this family exhibits a sensitivity to initial conditions that encompasses the sequence of choices of the evolution rule in some collection of maps. This opens a possibility to extend current theories of complex behaviors on the basis of intrinsic uncertainty in deterministic chaos.
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1. Introduction

Dynamical chaos is founded on the mathematical formalism provided by the theory of dynamical systems, where time may be discrete or continuous \cite{1}. Numerous processes in nature, engineering \cite{2}, economy \cite{3}, and social sciences \cite{4} are well described by discrete time dynamical systems. In spite of their deterministic character, many nonlinear discrete time dynamical systems can exhibit complicated behaviors, for which predictability is limited in a rather fundamental way. The sensitivity to initial conditions, one of the prevailing paradigms in chaos theory, states that initially nearby trajectories can lead to very different sequences of states after a certain time \cite{1,2}. The purpose of this paper is to provide numerical evidence of an extreme form of sensitivity to initial conditions in a family of self–ruling one-dimensional dynamical systems. This occurs through the autonomous choices of the evolution rule that are partially encoded in the initial conditions. Thereby, we also provide a mathematical insight into an extended family of systems beyond the canonical examples of chaotic Chebyshev maps, and into the correspondence between the structure of computer generated orbits and exact analytic orbits.

Demonstration of the existence of such kind of self-ruling dynamical systems has practical and theoretical implications. Theoretically, it could open a possibility to extend theories of complex behaviors and go beyond the known source of indeterminacy at the edge of deterministic chaos. For instance, such systems have been observed in terms of “return time” maps from experimental data of laser intensities, and in their models, where their mixed mode oscillations phenomenology have been interpreted as the manifestation of homoclinic chaos \cite{5,6}. However, the current state of the theory for this kind of maps is not sufficiently developed to explain such dynamics in a wider class of systems. In this direction, the present work represents a first step toward more general geometrical models. Also, on a practical level, it should provide better models of pseudo-indeterminacy for the computational emulation of randomness \cite{7}. The
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2. Dynamical systems, determinism and chaos

2.1. Dynamical systems, determinism and chaos

For many processes, the time evolution of a system can be described by values $x_n = x(t_n)$ of its dynamical state variables at a discrete sequence of times $t_n$ ($n = 0, 1, 2, \ldots$). A discrete time dynamical system intends to mathematically reproduce such sequences and is traditionally formalised as the repeated composition of a function (a map or transformation) $f : X \to X$ with itself ($f^{n+1} := f \circ f^n$) over the state space $X$. We recall that a function is a rule which assigns to each element $x$ a unique element $f(x)$. Hence, if time is viewed as a discrete parameter, once the initial value $x_0$ is specified, the iterated composition of functions can be expressed as a first-order recurrence equation or map: $x_{n+1} = f(x_n)$, $x_0 \in X$, implying that $x_n = f^n(x_0)$ for all $n \geq 0$. This time evolution law determines the state of the system at each instant $n$ from its state at a previous time. In this case, a forward sequence defined by the set $\{f^n(x_0)\}_{n=0}^{\infty} = \{x_0, x_1, x_2, \ldots\} = O(x_0)$ is named the orbit and is uniquely determined by the initial condition $x_0$.

The very simple concept of iterated function (and the continuous time equivalent given by differential equations) allows the quantitative statement of the Newtonian determinism [9]. The contributions of H. Poincaré at the end of the nineteenth century marked a turning point in the understanding of this determinism, opening a new field to investigate the limits of predictability in many macroscopic phenomena. If there exists a limit on the knowledge of the initial condition, it could happen that due to a small discrepancy $\delta > 0$ between $x_0$ and $y_0$, the orbits $O(x_0)$ and $O(y_0)$ could significantly differ from each other after some instant $N(\delta) < \infty$. Because of this sensitive dependence on initial conditions, some deterministic and simple mathematical models may appear to behave non-deterministically. However, once an initial condition is given, the iterative process determines a unique orbit [1]. In what follows (starting in Section 3), we consider a family of one-dimensional systems where in an apparent paradox, many different orbits seem to originate from an initial condition.

2.2. Chaotic maps with orbits having closed-form expressions

In very few instances, chaotic dynamical systems have orbits that can be expressed in closed-form, i.e., in terms of elementary algebraic and transcendental functions. In the next subsections we will review such a well-known discrete family of maps, which will be relevant in what follows.

2.2.1. The canonical Ulam-von Neumann map

In 1947, S.M. Ulam and J. von Neumann [10] understood that by iterating the function $f(x) = 4x(1 - x)$, $x \in [0, 1]$, it is possible to produce real-valued sequences with very complex patterns, emulating a random process. In the literature the quadratic transformations $x \mapsto 4x(1 - x)$, $x \in [0, 1]$ and $x \mapsto 1 - 2x^2$, $x \in [-1, 1]$, are usually referred to as Ulam–von Neumann maps, see Refs. [11] and [12]. A 1976 article by R. May [13] had a big impact on the scientific community by demonstrating that simple first-order difference equations exhibit very interesting complex behaviors. As a specific example, he illustrated the properties of the logistic family of maps $x_{n+1} = \mu x_n (1 - x_n)$, where $\mu$ is a real number parameter between 1 and 4, and $x_n$
belongs to the interval [0, 1]. This is one possible generalization of the Ulam–von Neumann map. For \( \mu = 4 \) the recurrence relation

\[
x_{n+1} = 4x_n(1 - x_n) \quad \forall n \geq 0,
\]

is said to be (fully) chaotic, meaning that the system is sensitive to the initial conditions (see Ref. [1] for a more comprehensive description of the features of chaos in general and this map in particular). In the 1960s, S.M. Ulam and M. Kac [14, 15] provided deeper insight into this problem by noting that Eq. (1) has the following closed–form solution:

\[
x_n = \sin^2(\theta \pi 2^n) \quad \forall n \geq 0,
\]

where now \( \theta = \frac{1}{\pi} \arcsin \sqrt{x_0} \in \mathbb{R}^+ \) encodes the initial condition of the system (hence \( x_0 \to \theta \) is not restricted to the principal branch of the arcsin function). Let us remark that E. Schröder had already worked out the special cases \( \mu = 2 \) and \( 4 \) in 1870 [16], see also Ref. [17]. We can see that the functional iteration has been reduced to a multiplication and gives the forward orbit for a given value of \( \theta \). We recall that the map involved in Eq. (1) is topologically conjugate to the tent map on the interval and semi–conjugate to the degree two (i.e., doubling) map on the circle [1]. Therefore, if we can solve for one iterated function, then we can also find the solutions for all topologically conjugate maps.

2.2.2. The discrete family of Chebyshev polynomial maps

The structure of the recurrence relation (1) involves polynomials of increasing order: \( f^{n+1}(x) = 4T_{2^n}(x) \times f^n(x) \) with \( n \in \mathbb{N} \), \( f(x) = 4x(1 - x) \), \( x \in [0, 1] \), where \( T_2 : [-1, 1] \to [-1, 1] \),\( x \mapsto \cos(\beta \arccos x) \), \( \beta \in \mathbb{N}_{>1} \), are the Chebyshev polynomials of the first kind [18]. Using the transformation \( y = (1 - x)/2 \) we can see that the recurrence relation (1) is topologically conjugate to \( T_2 \) [19]. With these ideas at hand, we can construct a family of polynomials that map the interval \([0, 1]\) onto itself through the recurrence relation:

\[
x_{n+1} = \sin^2(\beta \arccos \sqrt{x_n}) \quad \forall n \geq 0,
\]

which has the following closed–form expression (see Ref. [19] for a similar analysis on the interval \([-1, 1]\)):

\[
x_n = \sin^2(\theta \pi \beta^n) \quad \forall n \geq 0.
\]

For \( \beta = 2 \), Eq. (4) corresponds to the logistic recurrence relation (1) and its solution is given by Eq. (2). For \( \beta = 3 \), Eq. (3) encodes the cubic recurrence relation \( x_{n+1} = x_n(4x_n - 3)^2 \), whose closed–form solution, according to Eq. (4), is \( x_n = \sin^2(\theta \pi 3^n) \). Therefore, Eq. (4) generalizes the analysis carried out by Kac, Ulam and von Neumann [10, 14, 15] from \( \beta = 2 \) to any \( \beta \in \mathbb{N}_{>1} \).

3. Extending the Chebyshev maps to systems

In this paper, we consider any real number \( \beta > 1 \) in Eq. (4), and we call “Chebyshev” the family of systems obtained from this extension. Although in general the functions are not polynomials (i.e., for non-integer values of \( \beta \)) as it will appear, some defining features of the transformations considered in Ref. [18] are present either identically or similarly in the systems we consider, which justifies the name (we give more justifications below).

In this section we consider only rational values of \( \beta \), and we will consider the irrational cases in Section 4. First, let us go into the cases when \( \beta \in \mathbb{Q}_{(1, 2)} \), the set of rational numbers with irreducible representation \( \beta = p/q \in (1, 2] \) [20, 21]. In order to gain insight into this problem we use graphical displays to uncover the underlying dynamical features of Eq. (4). The rules to make these graphs are those of an inverse cobweb plot: i) the values \( x_0, x_1, x_2, \ldots \) are produced from Eq. (4), for given values of \( \theta \), \( p \) and \( q \), and ii) the ordered pairs \( (x_n, x_{n+1}) \) are created, forming the points that appear on the plots. As shown in Fig. 1 the graphs generated exhibit an apparent multivalued behavior, i.e., we can observe that for each \( x_n \) it seems that there exists “simultaneously” more than one possible value for the next time-step \( x_{n+1} \). When \( \beta = 3/2 \) (see Fig. 1(a)), the graph has two branches and looks like a “two–valued function”. For example, if
Figure 1: Four examples of the graphs produced by Eq. (4) for different $\beta \in \mathbb{Q}(1,2)$ and $\theta = \pi$: (a) $\beta = 3/2$; (b) $\beta = 4/3$; (c) $\beta = 5/4$; (d) $\beta = 6/5$.

$x_0 = 3/4$, then $x_1$ is equal to 0 and 1. This characteristic is present for almost all points in the domain $[0, 1]$, except when $x_0 = 1/4$ or 1, where the two branches intersect. From the other examples shown in Fig. 1 ($\beta = 4/3, 5/4$, and 6/5), we can infer that the number of apparent multivalues of $x_{n+1}$ depends on the value of the denominator $q$.

The above observation leads us to ask the following question: Can Eq. (4) be conceived as a class of “one-to-many” mappings? In Refs. [20] and [21] this apparent multivalued behavior was related to the emergence of randomness associated with a complete lack of predictability and to the assumption that Eq. (4) cannot be expressed as a map of the type

$$x_{n+1} = g_n(x_n, x_{n-1}, \ldots, x_{n-m+1}), \, \forall n \geq m - 1,$$

(5)

for some finite positive integer $m$ (note that in Refs. [20] and [21] it was considered that $g_n = g \forall n$, which is too restrictive to address this issue [22]). This interpretation should imply that we could produce some kind of “truly random sequences”, for example, by programming an algorithm for Eq. (4) on a digital computer. But, can a digital computer play dice? Obviously not! Certainly, the idea of a deterministic mechanism producing such non-deterministic behavior is contradictory. In fact the argument presented in Refs. [20] and [21] of a lack of exact predictability (i.e., the nonexistence of maps $g_n$ as in Eq. (5) to produce the graphs shown, for example, in Fig. 1), is wrong, leading to some flawed conclusions as was stated in Ref. [23], because such maps do exist (see Eq. (6) below).
3.1. Function systems description

Now we proceed to elucidate a possible mathematical structure for the correct understanding of these apparent multivalued dynamics. To fix the idea, consider the case $\beta = 3/2$ and note that the function $f_0(x) := \sin^2 \left( \frac{3}{2} \arcsin \sqrt{x} \right)$ reproduces the “upper branch” of Fig. 1(a), which starts at point $(0, 0)$, has a maximum at $(3/4, 1)$, and ends up at $(1, 1/2)$. On the other hand, the function $f_1(x) := \sin^2 \left( \frac{3}{2} \left( \arcsin \sqrt{x} + \pi \right) \right)$ reproduces the “lower branch” of Fig. 1(a), which starts at point $(0, 1)$, has a minimum at $(3/4, 0)$, and ends up at $(1, 1/2)$. Both branches intersect at $(1/4, 1/2)$ and meet together at $(1, 1/2)$. In Fig. 2(a), the blue and red lines correspond to $f_0$ and $f_1$, respectively. The sequence generated from $x_n = \sin^2(\theta \pi (3/2)^n)$ resembles a “random selection” between the functions $f_0$ and $f_1$, i.e., these functions define the set $\{f_0(x), f_1(x)\}$ of possible outcomes for each $x \in [0, 1]$.

More generally, we can verify that for any $\beta = p/q$, Eq. 4 is the closed-form solution of the system $x_{n+1} = f_{\omega_n}(x_n)$ for all $n \in \mathbb{N}$ given by

$$x_{n+1} = \sin^2 \left( \beta \left( \arcsin \sqrt{x_n} + \omega_n \pi \right) \right),$$

with $x_0 \in [0, 1]$ and where $\{\omega_n\}_{n \in \mathbb{N}}$ a piecewise increasing sequence of integers taking values in $\mathbb{Z}_q := \{0, 1, \ldots, q - 1\}$ such that

$$\omega_n = \lfloor \theta \beta^n \rfloor \mod q \text{ if } \{\theta \beta^n\} \in [0, 1/2) \text{ and } \omega_n = \lceil \theta \beta^n \rceil \mod q \text{ otherwise},$$
where \( \{ \cdot \} \) and \( [\cdot] \) denote the fractional and integer part, respectively. Now \( \theta \) is any positive real number such that
\[
\frac{1}{\pi} \arcsin \sqrt{x_0} = \left\{ \begin{array}{ll}
\{ \theta \} & \text{if } \{ \theta \} \in [0, 1/2) \\
1 - \{ \theta \} & \text{if } \{ \theta \} \in [1/2, 1)
\end{array} \right. \in [0, 1/2],
\]
where the principal branch of the inverse sine function applies. Note that to a given \( x_0 \in [0, 1] \) corresponds infinitely (countably) many values of \( \theta \) in \( \mathbb{R}^+ \), and that to two different \( \theta \in \mathbb{R}^+ \) correspond different sequences \( \{ \omega_n \}_{n \in \mathbb{N}} \). Therefore, unless we restrict \( \theta \in [0, 1/2) \) which ensures a one-to-one correspondence with \( x_0 \), the knowledge of \( x_0 \) is not enough to anticipate the sequence of functions that will be used along the dynamics. To this purpose, we also need to know the first function employed, for which we need to know \( \omega_0 \). (A consequence of this will be explored below, c.f. Fig. 10). In Fig. 2, we show the characteristic branches of the graphs created from Eq. (6) for four different values of the parameter \( \beta = p/q \), such that \( 1 < \beta < 2 \), confirming indeed that the value of \( q \) determines the number of functions that are needed to construct the set \( \mathcal{F}_\beta := \{ f_0, f_1, \ldots, f_{q-1} \} \). Observe that independently of \( 1 < \beta < 2 \) each function is unimodal. More generally, for any \( \beta > 1 \) each function in the system \( \mathcal{F}_\beta \) is \( (|\beta| - 1) \)-modal. Hence the choice of naming “Chebyshev” these systems. We can prove that the function system \( \mathcal{F}_\beta \) has finitely many functions if and only if \( \beta \) is a rational number, and for such each \( \beta = p/q \), with \( 1 \leq q < p \) coprime integers, \( \mathcal{F}_{p/q} \) has exactly \( q \) functions \(^{[25]}\).

What is interesting so far is that we found a one–parameter family of chaotic systems, where the maps \(^{[1]}\) and \(^{[3]}\), that is when \( \beta \in \mathbb{N}_{>1} \), are particular cases of Eq. (6). In textbooks on dynamical systems, chaos is commonly exemplified by the logistic map \(^{[1]}\), and the iteration of Chebyshev maps \( (\beta \in \mathbb{N}_{>1}) \) which generate mixing transformations that model canonical features of chaos \(^{[26]}\). Therefore, a promising research program in nonlinear science can arise around the following question: What is the physical interpretation and the consequences of this mathematical construct?

### 3.2. Statistics on switchings among maps in \( \mathcal{F}_\beta \)

We have found a mathematical setting to interpret Eq. (4) as the closed–form expression of the orbits of the discrete dynamics Eq. (6) using a function system, which is a collection of maps such that at each time step a map \( f_{\omega} \) is chosen in an independent fashion. In Figs. 8 and 9 we show numerical evidence that for \( \beta = 3/2 \) the choice is identically distributed with statistics over a single typical orbit. By “typical” we mean with respect to an invariant measure which is absolutely continuous with respect to Lebesgue and has density \( \rho(x) = \frac{1}{\pi \sqrt{2(1-x)}} \) which does not depend on \( \beta > 1 \)^{[4]}

In Figs. 5 and 6 we show similar statistics for the case when \( \beta = 4/3 \), indicating that the choices are also identically distributed. More cases were studied, arriving also to the same conclusion (data not shown). This numerical analysis suggests that for any \( \beta = p/q \), with \( 1 \leq q < p \) coprime, we have that \( \mathbb{P}(u \in \{0, 1, \ldots, q-1\}^\tau | u \in \omega(\theta_0)) \sim 1/q^\tau \). A model to reproduce this statistics is given by a full-shift on \( q \) symbols. In Fig. 7 we show for \( \beta = 3/2 \) and \( 4/3 \) the corresponding Markov chains, meaning that any path obtained from these graphs corresponds to an initial condition in \([0, 1]\) that produces this sequence of choices among the maps in \( \mathcal{F}_\beta \), with the same statistics as reported in Figs. 5 to 6.

### 3.3. Bi–sensitivity to initial conditions

An essential feature of chaotic dynamical systems is the sensitive dependence on initial conditions. If the initial condition is only approximately specified, then the evolution of two nearby approximating such states may be very different. What we have discovered so far is that the Chebyshev dynamical systems are not only sensitive to initial conditions, but also,\(^{[2]}\) A numerical evidence has also been reported in \(^{[27]}\), where statistics were performed over single orbits. A proof when \( \mathcal{F}_\beta \) is a singleton (i.e. when \( \beta \) is an integer) can be essentially found in \(^{[26]}\), but does not work when \( \beta \) is not an integer. However, this results when \( \beta \) is not an integer can be established showing that \( \rho \) is a fixed point of some transfer operator. This will be published elsewhere \(^{[25]}\).
Figure 3: Number $\tau$ of consecutive usage of the same branch, upper (0) or lower (1), calculated in time steps with Eq. (4)–(6) for $\beta = 3/2$ and four different initial conditions $\theta_0$. The total number of points is $N = 20 \times 10^3$. The colors are associated with the upper branch (red) and the lower branch (blue). Only statistics on words $0^\tau$ and $1^\tau$, $\tau \geq 1$, are shown.

When $\beta \notin \mathbb{N}_{>1}$, we have at every time step a sensitive choice among several evolution maps. It turns out that the sequence of selections between the different functions is partially encoded in the initial condition $x_0$ (see Eq. (6)), while it appears to be totally encoded when $\beta \in \mathbb{N}_{>1}$ (for which the function system reduces to a singleton, a Chebyshev polynomial map). While in the usual sense of chaos, the evolution law is unique and the “uncertainty” depends only on the limited information we have on the initial conditions, in our case the evolution rule is moreover selected among a collection of maps $\mathcal{F}_\beta$ typically with a nontrivial combinatorics that also depends on the initial condition $\theta$, of which $x_0$ is only a partial observation, c.f. Eq. (7).

Hence, the concept of a self–ruling system. We propose to qualify such kind of chaotic dynamics as a class of dynamical systems with bi–sensitivity to initial conditions.

The manifestation in the dynamics of this bi–sensitivity, although observable in the apparent “multivaluedness” (see Fig. 1) may not, however, be easily quantified. Indeed, Fig. 8 shows (red points) a numerical estimation of the Lyapunov exponent

$$
\lambda_\beta(x_0) := \limsup_{n \to \infty} \frac{1}{n} \sum_{j=0}^{n-1} \log(|f'_\omega(x_j)|),
$$

for several values of $\beta \in \mathbb{Q}_{(1,2]}$ using Eq. (6), and a typical value of $x_0$. It suggests that the Lyapunov exponent $\lambda_\beta$ is a continuous function of $\beta$ over the rationals, and indeed we can prove [25] that for every $\beta > 1$, $\lambda_\beta = \log \beta$ for almost all $x_0 \in [0,1]$. This interpolates the obtained Lyapunov exponents for those cases when $\beta \in \mathbb{N}_{>1}$ [20]. However, this quantity is not a faithful estimate of the complexity of the system for $\beta \notin \mathbb{N}_{>1}$, since it does not give information on the sequence of maps used along the orbit. The combinatorial entropy $h(\beta)$ [11 p. 340] of this sequence $\{\omega_n\}_{n \in \mathbb{N}}$ for the same $\beta$ values can also be estimated as shown.
in Fig. 8 (blue segments). The upper circles correspond to the theoretical maximal possible combinatorial entropy $h_\beta$ corresponding to the full-shift on $q$ symbols introduced in Section 3.2. The function $h_\beta = \log q$ is not a continuous function of $\beta$ anywhere over $\mathbb{Q}_{(1,2)}$ (observe that $h_\beta = 0$ for every $\beta \in \mathbb{N}_{>1}$). Note that using a different approach, $\lambda_\beta + h_\beta$ for every $\beta > 1$ was obtained in Ref. [20] as an estimate of the topological entropy of the system. The lower dots are numerical estimations of $h(\beta)$. Hence, for a given $\beta \in (1,2]$ the segment $[h(\beta), h_\beta]$ between the lower dot and the upper circle gives the numerical limitation on our estimation of combinatorial entropy. However, all of our statistics presented in Figs. 3 to 6 indicate that the corresponding blue dot in Fig. 8 should be within the corresponding blue circle (i.e., any vertical segment reduces to a point). This fact is trivially valid for $\beta = 2$.

Although a more optimal numerical estimation may be found, this result already clarifies the source of the complexity in these systems and indicates the reason of the flawed conclusions drawn in Refs. [20] and [21]. For instance, although $\beta < 2$, higher “entropies” than $\log 2$ can be found in this family. Also, numerical estimations indicate that $h(\beta) \to \infty$ as $q \to \infty$, hence Diophantine approximations of irrational numbers tend to an infinite (upper bound) entropy. We will come back on these irrational values for $\beta$ in Section 4.

Also we show that when applying proved methods of Lyapunov exponent estimation for continuous dynamical systems (i.e., function systems as ours but with only one continuous function), results can strongly differ from our estimates reported in Fig. 8. We present a similar plot in Fig. 9 with an estimation of Lyapunov exponents $\Lambda(\beta)$ using the TISEAN package [28], shown as the upper series of black segments. For each segment, the upper dot corresponds to a linear interpolation with the two left-most points before the plateaus, while the lower dot corresponds to a linear interpolation with the three left-most points. The lower series of red
Figure 5: Statistics for $\beta = 4/3$. Number $\tau$ (permanence time) of consecutive usage of the same branch, $\omega = 0$ (red), $\omega = 1$ (green), or $\omega = 2$ (blue), calculated in time steps with Eq. (4), for four different initial conditions $\theta_0$. The total number of points is $N = 20 \times 10^3$ using Eq. (4). Only statistics on words $\omega^\tau$ with $\tau \geq 1$ are shown.

dots reproduces the $\lambda_\beta + \overline{h}_\beta$ complexity function of $\beta \in (1, 2]$, shown in Fig. 8. We can see that the TISEAN package systematically gives higher values than our upper estimation of the complexity, excepted at $\beta = 2$ where they coincide as expected (where the red dot is seen within the black dot), and where the function system is indeed a singleton. For $\beta \in (1, 2)$, the global shape of the distributions of the upper black dots and lower red dots are, however, strikingly similar between the two estimates.

The discrepancy between the two estimates can be explained by the possibility, when there are more than one function in the function system, of an “instantaneous” separation of arbitrarily close states without more stringent bounds than the diameter of the state space. The red dots in the lower part of Fig. 8 are however more reliable in estimating the complexity, since it considers explicitly the switching mechanism and arbitrarily close initial conditions.

3.4. Branching and coalescence

The future dynamics generated from Eq. (6) depends on the past in a nontrivial manner. If we look at the values generated by Eq. (4) as an “experimental time–series”; then how difficult is it to perform computations with full or partial knowledge of the past values of the series to predict its outcomes over time? This seems difficult because there exists an intrinsic limitation on the possibility to reconstruct the process if we do not know the choices between the functions in the collection \{f_0, f_1, \ldots, f_{q-1}\} at each time step. This leads us to the idea of branching [29]. Among all admissible real valued sequences \{x_i\}_{i \in \mathbb{N}}, there exist two sequences $x$ and $x'$ and instants $0 \leq n \leq m$ such that $x_n, x_{n+1}, \ldots, x_m = x_n', x_{n+1}', \ldots, x'_m$ and $x_{m+1} \neq x'_{m+1}$ or $x_{n-1} \neq x'_{n-1}$. We also say that there is coalescence over the time window $[n, m]$. We recall that this situation cannot happen in usual dynamical systems defined with a single map $\Pi$. 
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Figure 6: More statistics for $\beta = 4/3$. Frequency mean and deviation to the mean among all words in $\{0, 1, 2\}^\tau$ for each given length $1 \leq \tau \leq 9$. Therefore there are $3^\tau$ possible words for each $\tau \geq 1$. (Note that only the words 000, 111 and 222 are shown in Fig. 5.) Four different initial conditions are shown, each for a total number of points $N = 20 \times 10^3$ using Eq. (4).

Figure 7: Examples of the Markov chain model for two choices among maps in $F_\beta$ for $\beta = 3/2$ (left, corresponding to Figs. 3 and 4) and $\beta = 4/3$ (right, corresponding to Figs. 5 and 6). Observe that for any $\beta = p/q$, $1 \leq q < p$ coprime, the probability transitions are all given by $1/q$.

In the following, we explain how uncertainty can emerge from a branching process and be emulated from the dynamics generated by Eq. (6). To do so we define the following family of sequences:

$$x_n^{(k, m, s)} := \sin^2 \left( \pi \left( \theta_0 + q^n k \right) (q/p)^s \left( p/q \right)^n \right),$$

(8)
Figure 8: Numerical estimation of complexity. Red dots correspond to the Lyapunov exponent $\lambda(\beta)$ with 126 rational values of $\beta = p/q \in (1, 2]$, distributed according to the Farey sequence (with depth 20) using Eq. (6) with $N = 1 \times 10^3$ (the black curve is $\log \beta$). The vertical blue segments represent the range of possible values calculated for the combinatorial entropy $h(\beta)$ of switches between functions, with theoretical upper bound $\overline{h}(p/q) = \log_q$ (blue circles) and numerical estimate of $h(\beta)$ (blue dots). For the latter calculation $N = 200 \times 10^3$ and a words length of 11 was used for 31 rational values of $\beta$ (up to depth 10 in the Farey’s sequence).

$\forall n \geq 0$, where $k, m, s \in \mathbb{N}$ and $\theta_0 \in \mathbb{R}^+$. Note that we have discretely distributed $\theta$ in Eq. (4) using the set $\{(\theta_0 + q^m k)/(q/p)^s\}_{k,m,s \in \mathbb{N}}$. Here $k$ parameterizes the different sequences, while the values $\{x_{n(k,m,s)}\}_{n=s}^{s+m}$ are the same for any $k$, i.e., $x_{n(k,m,s)} = \sin^2\left(\pi\theta_0 (p/q)^{n-s}\right)$ for all $s \leq n \leq m + s$, because $\{kp^{n-s}q^{m-n+s}\}_{k,m,s \in \mathbb{N}} \in \mathbb{N}$. However, a branching occurs at $n = s + m$, because $x_{s+m+1} = \sin^2\left(\pi\theta_0 (p/q)^{m+1} + \pi kp^{m+1}/q\right)$, for $x_{s+m+1}$ has $q$ different possible outcomes. Although within the coalescence window we cannot distinguish which $k$ corresponds to the value of $x_{n(k,m,s)}$ (since all those states degenerate to a single value), at $n = s + m + 1$ we can distinguish from the value of the state (only $q$ of them) whether $k$ is $q-1, q-2, \ldots$ or 0 in $\mathbb{Z}_q$. The reasoning can be pursued by induction so that from a long enough observation of the future beyond the coalescence window one could determine which $k$ stands for the orbit $\{x_{n(k,m,s)}\}_{n \geq s+m}$, hence the whole orbit too starting from $n = 0$. Therefore, we say that the system is transitorily uncertain. Likewise, the state $x_{s} = \sin^2\left(\pi\theta_0 \left(\frac{q}{p}\right)^{s} + \pi kp^{m+1}/q\right)$ has $p$ possible values. Now, for given $\beta > 1$ and $\theta_0 \in \mathbb{R}^+$, $s$ and $m$ can be as large as one wishes and therefore the number of initial conditions for which transitory uncertainty eventually happens is countable. As there are uncountably many values for $\theta$, we conclude that it is so for initial conditions for which transitory uncertainty eventually happens. Finally, independently of the size of the coalescence window, from which the transitory uncertainty originates, we can approximate true uncertainty by taking the limit $q \to \infty$ and keeping $\beta \in (1, 2)$, so that our argument is complete. The latter corresponds to take irrational values for $\beta$, which we further consider in Section 4. However, note that the combined effect of this transitory uncertainty with the “usual” sensitivity to initial conditions can provide a more fundamental limit on predictability than expected, not just beyond some future but at any time.

Let us now construct a numerical evidence. Figure 10 shows a “mosaic” representation of a subset of sequences generated from Eq. (8), with $p = 3, q = 2$ and $m = 9, s = 8$, for different values of $\theta$ as parameterized by $k$ (recall that $\theta$ encodes the initial condition for
Figure 9: Comparison of Lyapunov exponent estimates between TISEAN (upper black dots) and our results from Fig. 8 (lower red dots). The parameters used for TISEAN are $\epsilon = 10^{-3}$ (default), embedding dimension $d = 1$, and the first 20 iterates of each series have been compared.

We can observe that there exists a number of sequences $\{x_n(k,9,8)\}_{n=8}^{17}$ that coalesce to the same values independently of $k$. This is the “band” formed between $n = s = 8$ and $n = s + m = 17$. For a fixed time-step $n > m + s$ (i.e., forward in time) there exist horizontal (i.e., at $n$ fixed) periodic structures whose periods are $T_f = q^{n-s-m}$. For example, $x_n(k,9,8)$ has two possible values when $n = 18$, four when $n = 19$, eight when $n = 20$, and so on. This is so because the periods are $T_f = 2, 4, 8, \ldots, 2^{n-s-m}$, respectively.

In our present analysis, using the example of Fig. 10 we have assessed that even though $x_n(k,9,8)$ have the same values for every $0 \leq k \leq 100$ at any time between $8 \leq n \leq 17$, there exist two possible values for the next time step $\{x_n(k,9,8)\}_{k\in[0,100]}$. On the other hand, for a fixed time-step $n < s$ (i.e., backward in time) there also exist horizontal periodic structures but now the periods are $T_b = p^{s-n}$. From Fig. 10 it is easy to verify that $T_b = 3, 9, 27, \ldots, 3^{s-n}$. The increasing horizontal periods guarantee that each realization of the sequences (parameterized by $k$) is unique and independent from each other. In this example, once we arrive at $n = 8$, it is not possible to reconstruct the past of the sequence like an apparent loss of memory. In Fig. 10 we also illustrate the branching forward in time. Starting from a unique value at $x_{17}^{(k,9,8)}$, the successive time steps “bifurcate” in a tree ramified between two possible values. As the horizontal period increases for successive time steps, it is possible to generate endless different sequences from Eq. (6), even if they start with the “same initial condition”. Let us remark that these observations are also explained in terms of the images and pre–images under $F_3/2$ in Eq. (6), i.e., for a given value of $x$ there are $q$–possible images and $p$–possible pre–images (see Figs. 2 and 10). Moreover, if we apply the same analysis for $\beta \in \mathbb{N}_{>1}$, all the vertical sequences are the same, and we conclude the conceptual evidence of our argument.

4. Chebyshev dynamical systems with $\beta$ irrational

4.1. Algebraic irrational values

In the same spirit of Section 3 we use graphical displays to uncover the behavior of Eq. (4) when $\beta$ is an algebraic irrational. If we represent a two dimensional cobweb plot $(x_n, x_{n+1})$ we
Figure 10: Above figure: Coalescence and branching of values \( x_n^{(k,m,s)} \) after Eq. (8) for \( \beta = \frac{3}{2} \), with \( k \in [0,100] \), \( m = 9 \), \( s = 8 \), and \( \theta_0 = \pi \). The color of each tile in the mosaic represents the value of \( x_n^{(k,m,s)} \in [0,1] \).

Lower figure: Example of branching forward in time starting from \( x_{17}^{(k,9,8)} \) and the graphs produced with Eq. (6) for \( \beta = \frac{3}{2} \): (a) \( x_{n+1} \) vs \( x_n \) and (b) \( x_{n+2} \) vs \( x_n \).
see a “uniformly” spread cloud of points (alike Fig. 13 (d) to be explained latter). However, if we represent a multi-dimensional cobweb plot as in Fig. 11, we can see some known structures (the proper dimension depends on $\beta$). For instance, with $\beta = \sqrt{2}$, we see the graph of the logistic map ($\beta = 2$) provided we look at the pairs $(x_n, x_{n+2})$. Similarly with $\beta = \sqrt{3/2}$, we see the graph of the Fig. 11 (a).

Figure 11: Three dimensional inverse cobweb plots for two examples of algebraic irrational values of the parameter $\beta \in (1, 2)$, $\theta = \pi$ and (a) $\beta = \sqrt{2}$; (b) $\beta = \sqrt{3/2}$. Calculated with Eq. (4) and an arbitrary-precision arithmetic of $4 \times 10^3$ digits for $\beta$.

Indeed, from a careful analysis of the dynamics from Eq. (6), we can prove that for any real $\beta > 1$ it holds that

$$x_{n+k} = \sin^2(\beta^k \arcsin(\sqrt{x_n} + \pi(\beta^k \omega_n - \omega_{n+k}))) \forall n, k \geq 0.$$  

(9)

Therefore, if $\beta = \alpha^{1/k}$ for some integer $k \geq 1$ and rational $\alpha \in \mathbb{Q} > 1$, then

$$x_{n+k} = \sin^2(\alpha \arcsin(\sqrt{x_n} + \pi \alpha \omega_n)) \forall n \geq 0.$$  

(10)

In general, for $\alpha = p/q$, with $1 \leq q < p$ coprime, the graph corresponding to $\{(x_n, x_{n+k})\}_{n \in \mathbb{N}}$ is the graph of a Chebyshev dynamical system. In particular, if $\alpha$ is an integer we then obtain the graph of a Chebyshev polynomial.

We have already mentioned in Subsection 3.4 the possibility to have coalescence windows of arbitrary size if we take $\beta$ rational bounded and $q \to \infty$. We also stressed that in such case a coalescence window can happen at most once. However, as shown in Fig. 12 when $\beta$ is irrational, there exists the possibility of having coalescence windows of size one distributed over $\mathbb{N}$ with a certain period. With $\beta = \alpha^{1/k}$ for some integers $k \geq 1$ and $\alpha > 1$, the period is precisely $k$.

4.2. Transcendental irrational values

Now let us explore the case when $\beta$ is a transcendental irrational number. The observation made in the previous subsection cannot happen in such case, i.e., there is no multidimensional inverse cobweb plot that can exhibit some regular graph (as in Fig. 11).

However, we can infer some properties when $\beta$ is approximated as a continued fraction expansion, hence with a rational number. This approach permits us to control the representation of irrational numbers like $\pi, e, \log 2$, etc, up to some desired precision. We know from number theory that every infinite simple continued fraction originated from an irrational number converges to that number.
Figure 12: Coalescence and branching of values $x_n^{(k,m,s)}$ after Eq. (8) for $\beta = \sqrt{2}$, with $k \in [0,100]$, $m = 0$, $s = 0$, and $\theta_0 = \pi$. The color of each tile in the mosaic represents the value of $x_n^{(k,0,0)} \in [0,1]$.

Figure 13: Four successive approximations of the golden mean calculated with Eq. (11) as (a) $\beta_9 = 55/34$; (b) $\beta_{10} = 89/55/3$; (c) $\beta_{11} = 144/89$; (d) $\beta_{12} = 233/144$. The dots correspond to calculations made using Eq. (4) and the continuous blue lines with the corresponding function system.
As before, we use graphical displays to explore the case when $\beta$ is the golden mean with continued fraction expansion:

$$\beta = 1 + \frac{\sqrt{5}}{2} = 1 + \cfrac{1}{1 + \cfrac{1}{1 + \cfrac{1}{1 + \cdots}}}.$$  \(11\)

In Fig. 13, we plot the function system $F_\beta$ given by (6) for four successive approximations (from ninth to twelfth convergent) of the golden mean $\beta_9 = 55/34$ (a); $\beta_{10} = 89/55$ (b); $\beta_{11} = 144/89$ (c) and $\beta_{12} = 233/144$ (d) calculated from the expansion (11) (continuous blue lines). In the same Fig. 13, we also plot the sequences of $10^4$ points using Eq. (4) and the same four successive approximations of the golden mean (black dots).

We can appreciate that the patterns become more complicated as we take increasing convergents, with the blue curves filling more densely the square and the black dots distributing uniformly on the curves. We can infer that to the limit, when $\beta$ is an irrational number, we have a system with infinitely many functions. We can actually prove that the same mathematical framework of function systems includes and allows us to describe the dynamics for any real value of $\beta > 1$ \cite{25}.

5. Concluding remarks

The statements presented in this paper provide numerical evidence of chaotic dynamical systems with an uncertainty that goes beyond the uncertainty originating from the sensitivity to initial conditions in the sense of Lyapunov instability alone. We have pursued this through a consistent generalization of the seminal ideas developed by Kac, Ulam and von Neumann by extending the class of Chebyshev polynomial maps for $\beta \in \mathbb{N}_{>1}$ to a more general class of systems with real $\beta > 1$. Our findings show a hidden mathematical structure, which in a consistent formalism generalizes those canonical examples. We have demonstrated that Eq. (4) corresponds to the closed-form expression of the solutions of pseudo-one-dimensional, still autonomous, recurrence relations that use function systems given by Eq. (6). We have also evidenced that the difficulty in the analysis of the original problem given in terms of real valued sequences $\{x_n\}_{n \in \mathbb{N}}$ is related to another known problem on discrete valued sequences $\{\omega_n\}_{n \in \mathbb{N}}$ \cite{30}. Indeed, a straightforward application of Eqs. (4) and (6) gives a new and unexpectedly simple construction of deterministic function systems \cite{24,31}. They are defined as the selection at every $n \geq 0$ of a mapping $f_{\omega_n}$ by which a given value $x_n$ is updated to $x_{n+1} = f_{\omega_n}(x_n)$, $\omega_n \in \Omega_\beta \subset \mathbb{N}$, through a deterministic selection mechanism in a non-hyperbolic family of nonlinear, possibly infinite, function systems. This finding closes the arguments presented in Ref. \cite{23} against the lack of predictability in the sequences (4) due to the (apparent) nonexistence of a nonlinear recursion relation.

We have shown that the Chebyshev dynamical systems produce arbitrarily long and complex sequences, and could provide some insights into how to build a deterministic process that behaves more closely to a truly random dynamics. The very physical origin of (and/or the relevance of what would be a mathematical artifact for) such models, deserves more considerations, in particular as hidden variable models. Notwithstanding, we can sketch some examples where the insights addressed in this work could already be useful for other disciplines. First, it is interesting to note that (iterated) function systems can be used to study many real life processes like digital communications channels \cite{32}, history-dependent neural representation at the Hippocampus \cite{33}, turbulent fluid flows \cite{34}, actuarial science \cite{35}, and even nonunitary quantum dynamics \cite{36}. Also, from the point of view of numerical simulations, it should be worth to explore the use of function systems such as Eq. (6) as an alternative for pseudo-random numbers generator algorithms. It may also be of interest for the design of pseudo-random function primitives and to enforce security in chaos-based cryptography \cite{8}. Finally, in cognitive and behavioral sciences the notion of randomness seems to be crucial to emulate free behavior in embodied systems \cite{37}. In all these frameworks the issue of model misspecification arises, i.e., from time series observations, one can easily come to formulate either a probabilistic model for
the choice among the branches of the function system, or decide to consider a multivalued map model \[35\]. In either case, such formulation would provide a valuable statistical description of the dynamics on ensembles of states, but also very likely introduce spurious orbital behaviors, and would inevitably and irreversibly conceal the self-determinism in the selection process. After introducing such a bias, there is no objective criteria left to decide what is subjected to chance and what is to self-determinism.

Acknowledgments

We thank H.P. de Vladar for discussions that have contributed to the insights presented here. The assistance of A. Maneiro is friendly recognized. L.T. is grateful to J.A. González for the invaluable past collaboration on this subject. A.M. is grateful to P. Guiraud, E. Ugalde and M.I. Cortez for enlightening discussions.

References

[1] C. Robinson, Dynamical Systems: Stability, Symbolic Dynamics, and Chaos, CRC press, 1998.
[2] S. N. Elaydi, Discrete chaos: with applications in science and engineering, CRC Press, 2007.
[3] R. H. Day, The emergence of chaos from classical economic growth, Q. J. Econ. 98 (1983) 201–214.
[4] P. S. Dodds, K. D. Harris, C. M. Danforth, Limited imitation contagion on random networks: Chaos, universality, and unpredictability, Phys. Rev. Lett. 110 (2013) 158701.
[5] F. Papoff, A. Fioretti, E. Arimondo, Return maps for intensity and time in a homoclinic-chaos model applied to a laser with a saturable absorber, Physical Review A 44 (7) (1991) 4639.
[6] A. R. Zeni, T. Braun, R. R. B. Correia, P. Alcantara, L. Guidoni, E. Arimondo, et al., Characterization of homoclinic chaos through double-valued return time maps, Physical Review E 57 (1) (1998) 288.
[7] H. T. Siegelmann, S. Fishman, Analog computation with dynamical systems, Physica D: Nonlinear Phenomena 120 (1-2) (1998) 214–235.
[8] L. Kocarev, S. Lian, Chaos-based cryptography: Theory, algorithms and applications, Vol. 354, Springer, 2011.
[9] V. I. Arnold, Mathematical Methods of Classical Mechanics, Springer–Verlag, 1989.
[10] S. M. Ulam, J. von Neumann, On combination of stochastic and deterministic processes, Bull. Am. Math. Soc. 53 (1947) 1120.
[11] K. Umeno, Method of constructing exactly solvable chaos, Phys. Rev. E 55 (1997) 5280–5284.
[12] Y. Jiang, On ulam–von neumann transformations, Comm. Math. Phys. 172 (1995) 449–459.
[13] R. M. May, Simple mathematical models with very complicated dynamics, Nature 261 (1976) 459–467.
[14] S. M. Ulam, Problems in Modern Mathematics, Interscience Publishers, 1960.
[15] M. Kac, S. M. Ulam, Mathematics and Logic, Praeger, 1968.
[16] E. Schröder, Ueber iterirte functionen, Math. Annal. 3 (1870) 296–322.

[17] T. Tsuchiya, A. Szabo, Exact solutions of simple nonlinear difference equation systems that show chaotic behavior, Z. Naturforsch 38 (1983) 1035–1039.

[18] T. J. Rivlin, The Chebyshev Polynomials, Wiley-Interscience, 1974.

[19] T. Geisel, V. Fairen, Statistical properties of chaos in chebyshev maps, Phys. Lett. A 105 (1984) 263–266.

[20] J. A. González, M. Martín-Landrove, L. Trujillo, Absolutely unpredictable chaotic sequences, Int. J. Bifurcation and Chaos 10 (2000) 1867.

[21] L. Trujillo, J. J. Suárez, J. A. González, Random maps in physical systems, Europhys. Lett. 66 (2004) 638–644.

[22] C. Heij, A. Ran, F. van Schagen, Introduction to mathematical system theory: linear systems, identification and control, Springer Science & Business Media, 2006.

[23] P. M. Mäkilä, On chaotic and random sequences, Physica D 198 (2004) 309–318.

[24] L. Arnold, Random Dynamical Systems, Springer–Verlag, 1998.

[25] A. Meyroneinc, L. Trujillo, Basic properties of generalized chebyshev dynamical systems, manuscript submitted for publication.

[26] R. Adler, T. Rivlin, Ergodic and mixing properties of chebyshev polynomials, Proceedings of the American Mathematical Society 15 (1964) 794–796.

[27] M. A. García-Ñustes, L. Trujillo, J. A. González, A recipe for an unpredictable random number generator, Condensed Matter Physics 9 (2006) 367–372.

[28] R. Hegger, H. Kantz, T. Schreiber, Practical implementation of nonlinear time series methods: The tisean package, Chaos: An Interdisciplinary Journal of Nonlinear Science 9 (1999) 413–435.

[29] N. Sidorov, Combinatorics of linear iterated function systems with overlaps, Nonlinearity 20 (2007) 1299.

[30] L. Kuipers, H. Niederreiter, Uniform Distribution of Sequences, John Wiley & Sons, New York, London, Sydney, Toronto, 1974.

[31] K. Falconer, Fractal Geometry: Mathematical Foundations and Applications, Wiley, 2003.

[32] D. S. Broomhead, J. P. Huke, M. R. Muldoon, J. Stark, Iterated function system models of digital channels, Proc. R. Soc. A 460 (2004) 3123–3142.

[33] S. Kuroda, Y. Fukushima, Y. Yamaguti, M. Tsukada, I. Tsuda, Iterated function system in the hippocampal ca1, Cogn. Neurodyn. 3 (2009) 205–222.

[34] A. M. Henderson, E. J. Olson, J. C. Robinson, N. Sharples, Equi–homogeneity, assouad dimension and non–autonomous dynamics, arXiv:1409.4659.

[35] C. Colapinto, D. L. Torre, Iterated function systems, iterated multifunction systems, and applications, Mathematical and Statistical Methods in Insurance and Finance, Springer (2008) 83–90.

[36] A. Loziński, K. Życzkowski, W. Słomczyński, Quantum iterated function systems, Phys. Rev. E 68 (4) (2003) 046110.

[37] H. J. Briegel, On creative machines and the physical origins of freedom, Sci. Rep. 2 (2012) 522.

[38] P. Diaconis, D. Freedman, Iterated random functions, SIAM Rev. 41 (1999) 45.