PRESERVING POSITIVE POLYNOMIALS AND BEYOND

JULIUS BORCEA, ALEXANDER GUTERMAN, AND BORIS SHAPIRO

Abstract. Following the classical approach of Pólya-Schur theory [14] we initiate in this paper the study of linear operators acting on \( \mathbb{R}[x] \) and preserving either the set of positive univariate polynomials or similar sets of non-negative and elliptic polynomials.
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1. INTRODUCTION AND MAIN RESULTS

Let \( \mathbb{R}[x] \) denote the ring of univariate polynomials with real coefficients and denote by \( \mathbb{R}_n [x] \) its linear subspace consisting of all polynomials of degree less than or equal to \( n \).

In what follows we will discuss the following five important types of univariate polynomials:

Definition 1.1. A polynomial \( p(x) \in \mathbb{R}[x] \) is called
- hyperbolic, if all its roots are real;
- elliptic, if it does not have real roots;
- positive, if \( p(x) > 0 \) for all \( x \in \mathbb{R} \);
- non-negative, if \( p(x) \geq 0 \) for all \( x \in \mathbb{R} \);
- a sum of squares, if there is a positive integer \( k \) and there are polynomials \( p_1(x), \ldots, p_k(x) \in \mathbb{R}[x] \) such that \( p(x) = p_1^2(x) + \ldots + p_k^2(x) \).

Note that the term “elliptic” is sometimes used to define other types of polynomials, see, e.g., [10][12]. The set of non-negative polynomials is classically compared with the set of sums of squares which is a subset of the latter. Moreover, a well-known result claims that in the univariate case these two classes coincide, see, e.g., [17] p. 132.

Proposition 1.2. A polynomial \( p(x) \in \mathbb{R}[x] \) is non-negative if and only if there exist \( p_1(x), p_2(x) \in \mathbb{R}[x] \) such that \( p(x) = p_1^2(x) + p_2^2(x) \).
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Remark 1.3. Note that the situation is quite different for polynomials in several variables. In particular, even in 2 variables not all non-negative polynomials can be represented as sums of squares. One of the simplest examples of this kind is the polynomial \( p(x, y) = x^2y^2(x^2 + y^2 - 3) + 1 \) which is non-negative but cannot be represented as the sum of squares, see [13] for details. In general, this topic is related to the Hilbert 17-th problem, see [13].

Definition 1.4. Let \( V \) denote either \( \mathbb{R}_n[x] \) or \( \mathbb{R}[x] \). We say that a map \( \Phi : V \to V \) preserves a certain set \( M \subset V \) if for any \( p(x) \in M \) its image \( \Phi(p(x)) \) belongs to \( M \).

In this paper we study linear operators on \( \mathbb{R}[x] \) or \( \mathbb{R}_n[x] \) which preserve one of the classes of polynomials introduced above. Namely, we call a linear operator acting on \( \mathbb{R}[x] \) or \( \mathbb{R}_n[x] \) a hyperbolicity-, ellipticity-, positivity-, non-negativity-preserver if it preserves the sets of hyperbolic, elliptic, positive, non-negative polynomials respectively. The classical case of (linear) hyperbolicity-preservers which are diagonal in the monomial basis of \( \mathbb{R}[x] \) was thoroughly studied about a century ago by Pólya and Schur [14]. Its substantial generalizations both in the univariate and the multivariate cases can be found in [11 2 3].

Following the set-up of [14] we concentrate below on the remaining three classes of preservers (restricting our attention mainly to linear ordinary differential operators of finite order, see Remark 1.6). In short, it turns out that there are much fewer such linear operators than those preserving hyperbolicity. More precisely, our two main results are as follows.

Theorem A. Let \( U_Q : \mathbb{R}[x] \to \mathbb{R}[x] \) be a linear ordinary differential operator of order \( k \geq 1 \) with polynomial coefficients \( Q = (q_0(x), q_1(x), \ldots, q_k(x)), q_i(x) \in \mathbb{R}[x], i = 0, \ldots, k, \ q_k(x) \neq 0, \ i.e., \)

\[
U_Q = q_0(x) + q_1(x) \frac{d}{dx} + q_2(x) \frac{d^2}{dx^2} + \ldots + q_k(x) \frac{d^k}{dx^k}.
\]

Then for any coefficient sequence \( Q \) the operator \( U_Q \) does not preserve the set of non-negative (resp., positive or elliptic) polynomials of degree \( 2k \).

Corollary. There are no linear ordinary differential operators of positive finite order which preserve the set of non-negative (resp., positive or elliptic) polynomials in \( \mathbb{R}[x] \).

Remark 1.5. Notice that by contrast with the above situation there are many hyperbolicity-preservers which are finite order linear differential operators with polynomial coefficients. In fact, such examples exist even among operators with constant coefficients, see Remark 1.6 and [2].

Remark 1.6. Any linear operator on \( \mathbb{R}[x] \) and \( \mathbb{C}[x] \) can be represented as a linear ordinary differential operator of, in general, infinite order, i.e., as a formal power series in \( \frac{d}{dx} \) with polynomial coefficients, see, e.g., [2]. Thus the subclass of finite order linear differential operators, i.e., those belonging to the Weyl algebra \( \mathcal{A}_1 \) is a natural object of study. Note that unlike the case of finite order operators there exist plenty of linear differential operators of infinite order which preserve positivity. Apparently, the simplest example of this kind is

\[
\left(1 - \frac{d}{dx}\right)^{-1} = 1 + \frac{d}{dx} + \frac{d^2}{dx^2} + \ldots
\]

More generally, the inverse of any finite order differential operator with constant coefficients and positive constant term whose symbol is a hyperbolic polynomial yields an example of such an operator.
Luckily the case of infinite order linear differential operators with constant coefficients can be handled completely. Namely, slightly generalizing a one hundred years old result of Remak [16] and Hurwitz [7] (see also Problem 38 in [15, Ch. 7]) one obtains the following statement.

**Theorem B.** Let \( \alpha = (\alpha_0, \alpha_1, \ldots, \alpha_k, \ldots) \) be an infinite sequence of real numbers. Consider the infinite order linear ordinary differential operator
\[
U_\alpha = \alpha_0 + \alpha_1 \frac{d}{dx} + \alpha_2 \frac{d^2}{dx^2} + \cdots + \alpha_k \frac{d^k}{dx^k} + \cdots
\]
with constant coefficients. Then the operator \( U_\alpha \) preserves positivity (resp., non-negativity) if and only if one of the following two equivalent conditions holds:

1. for any positive (resp., non-negative) polynomial \( p(x) = a_k x^k + \cdots + a_1 x + a_0 \) one has that
\[
U_\alpha (p(0)) = a_0 \alpha_0 + a_1 \alpha_1 + \cdots + k! a_k \alpha_k > 0 \text{ (resp.,} \geq 0);\]

2. the following infinite Hankel matrix
\[
\begin{pmatrix}
\alpha_0 & 1! \alpha_1 & 2! \alpha_2 & \cdots & l! \alpha_l & \cdots \\
1! \alpha_1 & 2! \alpha_2 & 3! \alpha_3 & \cdots & (l+1)! \alpha_{l+1} & \cdots \\
2! \alpha_2 & 3! \alpha_3 & 4! \alpha_4 & \cdots & (l+2)! \alpha_{l+2} & \cdots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
l! \alpha_l & (l+1)! \alpha_{l+1} & (l+2)! \alpha_{l+2} & \cdots & (2l)! \alpha_{2l} & \cdots \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\end{pmatrix}
\]
is positive definite (resp., positive semi-definite), i.e. all its principal minors are positive (resp. non-negative).

To illustrate the latter result notice that for the operator (2) above one has \( 1 = \alpha_0 = \alpha_1 = \alpha_2 = \alpha_3 = \ldots \) and \( \Delta_l = \Pi_{j=1}^l (j!)^2 \), \( l = 0, 1, \ldots \) where \( \Delta_l \) is the corresponding \( (l + 1) \times (l + 1) \) principal minor, see [6].

**Remark 1.7.** The major remaining challenge in this area is to classify all positivity-preservers. We finish our introduction with this question.

**Problem 1.** Find a complete classification of positivity-preservers.

We also state a more concrete and (hopefully) simpler question.

**Problem 2.** Is it true that any positivity-preserver which is an infinite order linear differential operator with constant coefficients has a hyperbolicity-preserver as its inverse?
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## 2. Some Preliminaries on the Considered Classes of Preservers

Below we discuss the relationships between the classes of ellipticity-, positivity-, and non-negativity-preservers. As we mentioned in the introduction the set of all univariate non-negative polynomials coincides with the set of sums of squares and therefore linear preservers of the latter set do not require separate consideration. On the other hand, it is obvious that the sets of elliptic, positive, and non-negative polynomials are distinct. In this section we answer the question about how different
are the corresponding sets of ellipticity-, positivity- and non-negativity-preservers, respectively, see Theorems 2.4 and 2.5 below.

We start with the following lemma showing that the assumption that a linear operator \( \Phi \) is a non-negativity-preserver is quite strong.

**Lemma 2.1.** Let \( \Phi : \mathbb{R}[x] \to \mathbb{R}[x] \) be a linear operator preserving the set of non-negative polynomials. If \( \Phi(1) \equiv 0 \) then \( \Phi \equiv 0 \).

**Proof.** Assume that \( \Phi(1) \equiv 0 \). First we show that for any polynomial \( p(x) = a_n x^n + \ldots + a_0 \) of even degree \( n = 2m \) one has that if \( a_n > 0 \) then \( \Phi(p(x)) \) is non-negative and if \( a_n < 0 \) then \( \Phi(p(x)) \) is non-positive. Indeed, if \( n \) is even and \( a_n > 0 \) then \( p(x) \) has a global minimum, say \( M \). Thus \( p(x) + |M| \geq 0 \) for all \( x \in \mathbb{R} \). Therefore, \( \Phi(p(x) + |M|) \geq 0 \) for all \( x \in \mathbb{R} \). However, by linearity and the assumption \( \Phi(1) \equiv 0 \) we get that

\[
\Phi(p(x)) = \Phi(p(x)) + |M| \Phi(1) = \Phi(p(x) + |M|) \geq 0
\]

for all \( x \in \mathbb{R} \). For \( a_n < 0 \) the result follows by linearity.

Now let us show that \( \Phi(1) \equiv 0 \) implies that \( \Phi \equiv 0 \). Let \( q(x) \) be a polynomial such that \( \Phi(q(x)) = a_n x^n + \ldots + a_0 x^i \) with the smallest possible non-negative value of \( i \) such that \( a_i \neq 0 \). Let \( p(x) \) be a monic real polynomial of even degree satisfying the condition \( \deg(q(x)) < \deg(p(x)) \). Thus \( p(x) + q(x) \) is monic for any \( \mu \in \mathbb{R} \). The above argument shows that \( \Phi(p(x) + q(x)) \) is non-negative for all \( \mu \in \mathbb{R} \). Notice that our choice of \( q(x) \) implies that the polynomial \( \Phi(p(x)) \) has vanishing coefficients at the degrees \( 0, \ldots, i - 1 \). Hence \( \Phi(p(x)) = b_0 x^i + \ldots + b_i x^i \) for some positive integer \( l \) and some coefficients \( b_0, \ldots, b_i \in \mathbb{R} \). Then for any given \( \mu \) there exists \( g_\mu(x) \in \mathbb{R}[x] \) such that \( \Phi(p(x)) + \mu q(x) = x^i g_\mu(x) \). Obviously, the constant term of \( g_\mu(x) \) equals \( b_i + \mu a_i \). Since \( a_i \neq 0 \) there exists \( \mu_0 \in \mathbb{R} \) such that \( b_i + \mu_0 a_i = g_{\mu_0}(0) < 0 \) and by continuity it follows that there exists a neighborhood \( N(0) \) of the origin such that \( g_{\mu_0}(x) < 0 \) for all \( x \in N(0) \). Therefore, there exists \( 0 \neq x_0 \in N(0) \) such that \( x_0^i > 0 \), hence \( x_0^i g_{\mu_0}(x_0) < 0 \). This contradicts the assumption that \( \Phi \) is a non-negativity-preserver. Thus \( \Phi(q(x)) \) has a vanishing term of degree \( i \), which contradicts the choice of \( q(x) \). We deduce that \( \Phi(q(x)) \equiv 0 \) for all \( q(x) \in \mathbb{R}[x] \).

**Theorem 2.2.** Let \( \Phi : \mathbb{R}[x] \to \mathbb{R}[x] \) be a linear operator. Then the following conditions are equivalent:

1. \( \Phi \) preserves the set of elliptic polynomials;
2. either \( \Phi \) or \(-\Phi\) preserves the set of positive polynomials.

Also each of these conditions implies that

3. either \( \Phi \) or \(-\Phi\) preserves the set of non-negative polynomials.

**Proof.** Note that the identically zero operator satisfies neither condition (1) nor condition (2). Therefore, we will assume that \( \Phi \not\equiv 0 \).

(1) \( \Rightarrow \) (2). Assume that \( \Phi \) preserves the set of elliptic polynomials and that neither \( \Phi \) nor \(-\Phi\) preserves positivity. In other words, since \( \Phi \) is an ellipticity-preserver this means that there exist positive polynomials \( p(x), q(x) \in \mathbb{R}[x] \) such that \( \Phi(p(x)) > 0 \) and \( \Phi(q(x)) < 0 \) for all \( x \in \mathbb{R} \). Note that no elliptic polynomials can be annihilated by \( \Phi \) since 0 is not an elliptic polynomial. We consider the following two subcases:

A. There exist two positive polynomials \( p(x), q(x) \) as above such that \( \deg \Phi(p(x)) \neq \deg \Phi(q(x)) \). Wlog we can assume that \( \deg \Phi(p(x)) > \deg \Phi(q(x)) \). Since \( \Phi(p(x)) \) is a positive polynomial it has even degree and positive leading coefficient. Thus for any \( \mu \in \mathbb{R} \) the polynomial \( \Phi(p(x)) + \mu \Phi(q(x)) \) has the same properties, i.e., is of even degree and has positive leading coefficient. Hence there exists \( x_0(\mu) \in \mathbb{R} \) such that \( \Phi(p(x)) + \mu \Phi(q(x)) > 0 \) for all \( x \) with \( |x| > x_0(\mu) \).
Now set \( y_0 := \Phi(p)(0) \) and \( z_0 := \Phi(q)(0) \). Obviously, \( y_0 > 0 \) and \( z_0 < 0 \) since \( \Phi(p) \) is positive and \( \Phi(q) \) is negative. Let \( \mu_0 = \frac{y_0}{z_0} > 0 \). Then \( p(x) + \mu_0 q(x) \) is positive since it is the sum of two positive polynomials. At the same time for its image we have that \( \Phi(p + \mu_0 q)(x) > 0 \) for \( x > x_0(\mu_0) \). However, at the origin one has
\[
\Phi(p + \mu_0 q)(0) = y_0 + \frac{2y_0}{z_0} z_0 = y_0 - 2y_0 = -y_0 < 0,
\]
so by continuity \( \Phi(p + \mu_0 q)(x) \) must have at least one real zero, which is a contradiction.

B. It remains to consider the case when the images of all positive polynomials have the same degree, say \( m \). Let \( \Phi(p(x)) = a_m x^m + \ldots, \Phi(q(x)) = b_m x^m + \ldots \). Since \( \Phi(p(x)) > 0 \) it follows that \( a_m > 0 \), and since \( \Phi(q(x)) < 0 \) one has \( b_m < 0 \). Thus the polynomial \( -b_m p(x) + a_m q(x) \) is positive. However, its image is of the degree less than \( m \), which is a contradiction.

(2) \( \Rightarrow \) (1). If \( \Phi \) is a positivity-preserver then by linearity \( \Phi \) is also a negativity-preserver, and thus \( \Phi \) preserves the set of elliptic polynomials as well.

(2) \( \Rightarrow \) (3). Assume that \( \Phi \) preserves positivity. Take \( p(x) \in \mathbb{R}[x] \), \( p(x) \geq 0 \). Then for any \( \varepsilon > 0 \), \( p(x) + \varepsilon > 0 \). Thus \( \Phi(p(x)) + \varepsilon \Phi(1) = \Phi(p(x) + \varepsilon) > 0 \). Taking the limit when \( \varepsilon \to 0 \) we get that \( \Phi(p(x)) \geq 0 \).

The following example shows that, in general, (3) does not imply (1) and (2).

**Example 2.3.** Let \( \Phi : \mathbb{R}[x] \to \mathbb{R}[x] \) be defined as follows: \( \Phi(1) = x^2 \), \( \Phi(x^i) = 0 \) for all \( i > 0 \). Obviously, \( \Phi \) preserves the set of non-negative polynomials but does not preserve the set of positive polynomials since 1 is mapped to \( x^2 \) which is only non-negative.

We are now going to show that in fact this example is in some sense the only possibility, i.e., it essentially describes the whole distinction between positivity- and non-negativity-preservers.

**Theorem 2.4.** Let \( \Phi : \mathbb{R}[x] \to \mathbb{R}[x] \) be a non-negativity-preserver. Then either \( \Phi \) is a positivity-preserver (and therefore an ellipticity-preserver as well) or \( \Phi(1) \) is a polynomial which is only non-negative but not positive. Moreover, in the latter case for any positive polynomial \( p(x) \in \mathbb{R}[x] \) the zero locus of \( \Phi(p(x)) \) is a subset of the zero locus of \( \Phi(1) \).

**Proof.** Assume that \( \Phi \) is a non-negativity-preserver. Then \( \Phi \) sends positive polynomials to non-negative ones. Let us assume that \( p(x) \in \mathbb{R}[x] \) is positive but its image \( \Phi(p(x)) \) has real zeros. Since \( p(x) \) is positive there exists \( \varepsilon > 0 \) such that \( p(x) - \varepsilon > 0 \) for all \( x \). Thus for its image we have
\[
\Phi(p(x) - \varepsilon) = \Phi(p(x)) - \varepsilon \Phi(1) \geq 0.
\]
Set \( g(x) := \Phi(p(x)) \), \( f(x) := \Phi(p(x) - \varepsilon) \), and \( h(x) := \Phi(1) \). Since all three polynomials are non-negative and \( g(x) = \varepsilon h(x) + f(x) \), it follows that for any \( x_0 \) such that \( g(x_0) = 0 \) one has that \( f(x_0) = h(x_0) = 0 \). Since \( h(x) \) is a polynomial then either \( h(x) \equiv 0 \), or \( h(x) \) has a finite number of zeros. However, the first possibility is ruled out by Lemma 2.1, since \( h(x) = \Phi(1) \). The second possibility implies that all positive polynomials whose images are non-negative but not positive have altogether only a finite number of zeros belonging to the zero locus of \( \Phi(1) \).

**Corollary 2.5.** Let \( \Phi : \mathbb{R}[x] \to \mathbb{R}[x] \) be a linear operator such that \( \Phi(1) > 0 \). Then the conditions (1), (2) and (3) of Theorem 2.2 are equivalent.

In exactly the same way we can show the following.
**Theorem 2.6.** Let $\Phi : \mathbb{R}_n[x] \to \mathbb{R}_n[x]$ be a linear operator with $\Phi(1) > 0$. Then the following conditions are equivalent:

1. $\Phi$ preserves the set of elliptic polynomials of degree $\leq n$;
2. either $\Phi$ or $-\Phi$ preserves the set of positive polynomials of degree $\leq n$;
3. either $\Phi$ or $-\Phi$ preserves the set of non-negative polynomials of degree $\leq n$.

**Remark 2.7.** Corollary 2.5 and Theorem 2.6 will allow us to reduce the investigation of non-negativity-, positivity-, and ellipticity-preservers (both in the finite-dimensional and the infinite-dimensional cases) to just one of these three classes of preservers.

For the sake of completeness notice that for non-linear operators the situation is different from the one above as the following simple examples show.

**Example 2.8.** 1. The bijective map $\Phi_1 : \mathbb{R}[x] \to \mathbb{R}[x]$ defined by

$$\Phi_1(p(x)) = p(x) + c$$

where $c$ is a positive constant, preserves both positivity and non-negativity but does not preserve ellipticity.

2. The bijective map $\Phi_2 : \mathbb{R}[x] \to \mathbb{R}[x]$ defined by

$$\Phi_2(p(x)) = \begin{cases} p(x) & \forall p(x) \in \mathbb{R}[x] \setminus \{x^2 + 1, -x^2 - 1\} \\ -x^2 - 1 & \text{if } p(x) = x^2 + 1 \\ x^2 + 1 & \text{if } p(x) = -x^2 - 1 \end{cases}$$

preserves ellipticity, but does not preserve positivity and non-negativity.

3. The bijective map $\Phi_3 : \mathbb{R}[x] \to \mathbb{R}[x]$ defined by

$$\Phi_3(p(x)) = \begin{cases} p(x) & \forall p(x) \in \mathbb{R}[x] \setminus \{\pm x^2\} \\ -x^2 & \text{if } p(x) = x^2 \\ x^2 & \text{if } p(x) = -x^2 \end{cases}$$

preserves ellipticity and positivity, but does not preserve non-negativity.

3. **The case of diagonal transformations**

   The aim of this section is twofold. Firstly we want to recall what was previously known about positivity- and non-negativity-preservers in the classical case of linear operators acting diagonally in the standard monomial basis of $\mathbb{R}[x]$ and secondly we want to point out some (known to the specialists in the field, [4], [5]) mistakes in the important treatise [8].

3.1. **Known correct results.** Let $T_\infty : \mathbb{R}[x] \to \mathbb{R}[x]$ be a linear operator defined by

$$T(x^i) = \lambda_i x^i \text{ for } i = 0, 1, \ldots$$

and, analogously, let $T_n : \mathbb{R}_n[x] \to \mathbb{R}_n[x]$ be a linear operator defined by

$$T_n(x^i) = \lambda_i x^i \text{ for } i = 0, 1, \ldots, n.$$  

Denote them by $\{\lambda_i\}_{i=0}^\infty$ and $\{\lambda_i\}_{i=0}^n$, respectively. We will refer to such operators as **diagonal transformations** or **diagonal sequences**. Diagonal transformations preserving the set of positive polynomials are referred to as \(\Lambda\)-sequences in the literature, see [4] [5] [9]. Reserving the symbol $\Phi$ for general linear operators we use in this section the notation $T \in \Lambda$ to emphasize that $T$ is a **diagonal transformation** preserving positivity. Multiplying if necessary all elements of our sequence with $-1$, we can assume that $\lambda_0 \geq 0$. 

Remark 3.1. Notice that in the finite-dimensional case we only need to consider transformations acting on $\mathbb{R}_n[x]$ for $n$ even since there are no positive polynomials of odd degree and a sequence $\{\lambda_i\}_{i=0}^{2k+1}$ preserves the set of positive polynomials in $\mathbb{R}_{2k+1}$ if and only if $\{\lambda_i\}_{i=0}^{2k}$ preserves the set of positive polynomials in $\mathbb{R}_{2k}$.

Let us establish some immediate consequences of the fact that a diagonal transformation $T$ is a positivity-preserver.

Lemma 3.2. Assume that a transformation $T_\alpha = \{\lambda_i\}_{i=0}^\infty$, $\alpha \in \mathbb{N} \cup \{\infty\}$, preserves positivity. Then

1. $\lambda_i \geq 0$ for any even $i$;
2. $\lambda_i^2 \leq \lambda_0 \lambda_2i$ for any $i$.

Proof. To settle (1) consider the polynomial $p(x) = x^i + 1$ which is positive if $i$ is even. Thus $T(x) = \lambda_i x^i + \lambda_0$ should be positive as well. Since $\lambda_0 > 0$, the result follows.

To settle (2) consider the polynomial $p(x) = x^{2i} + ax^i + b$ with $a^2 < 4b$. Then $p(x)$ is positive as well as its image $q(x) := \Phi(p(x)) = \lambda_2 x^{2i} + a \lambda_1 x^i + b \lambda_0$. If $i$ is odd then the positivity of $q(x)$ is equivalent to the negativity of its discriminant, i.e., $D_q := a^2 \lambda_i^2 - 4b \lambda_0 \lambda_2i < 0$, which implies $\lambda_i^2 \leq \lambda_0 \lambda_2i$ since $a^2 < 4b$. Finally, if $i$ is even then $q(x)$ is positive if either $D_q < 0$ or $D_q > 0$ and if additionally both roots of the quadratic polynomial $\lambda_2 z^2 + a \lambda_1 z + b \lambda_0$ are negative. In the first subcase one has $\lambda_i^2 \leq \lambda_0 \lambda_2i$ as for $i$ odd. In the second subcase we obtain that the positive polynomial $x^{2i} - ax^i + b$ is transformed to the polynomial $\lambda_2 x^{2i} - a \lambda_1 x^i + b \lambda_0$ which has some real roots. To check this notice that the roots of $\lambda_2 z^2 - a \lambda_1 z + b \lambda_0$ are opposite to that of $\lambda_2 z^2 + a \lambda_1 z + b \lambda_0$ and are, therefore, positive. Thus extracting their $i$-th root one will get some positive roots as well. This contradiction shows that the inequality $\lambda_i^2 \leq \lambda_0 \lambda_2i$ is necessary for the positivity-preservation. □

Diagonal transformations which are positivity-preservers are known to be very closely related to the following class of sequences of real numbers.

Definition 3.3. A sequence $\{\lambda_i\}_{i=0}^\infty$ is called positive definite if for any positive polynomial $p(x) = x^n + a_{n-1}x^{n-1} + \ldots + a_1 x + a_0 \in \mathbb{R}_n[x]$ one has that $\lambda_n + a_{n-1} \lambda_{n-1} + \ldots + a_1 \lambda_1 + a_0 \lambda_0 > 0$, i.e., $T_\alpha(p)(1) > 0$.

In the infinite-dimensional case the following characterizations of the set of diagonal positivity-preservers is known.

Theorem 3.4. (\cite{1, 5} Theorem 1.7) Let $\{\lambda_k\}_{k=0}^\infty$ be a sequence of real numbers. Then the following conditions are equivalent:

1. $\{\lambda_k\}_{k=0}^\infty \in \Lambda$;
2. $\{\lambda_k\}_{k=0}^\infty$ is a positive definite sequence;
3. $|\lambda_{i+j}| = \begin{vmatrix} \lambda_0 & \lambda_1 & \ldots & \lambda_k \\ \lambda_1 & \lambda_2 & \ldots & \lambda_{k+1} \\ \vdots & \vdots & \ddots & \vdots \\ \lambda_k & \lambda_{k+1} & \ldots & \lambda_{2k} \end{vmatrix} > 0$, for $k = 0, 1, 2 \ldots$
4. There exists a non-decreasing function $\mu(t)$ with infinitely many points of increase such that for all $k = 0, 1, 2, \ldots$ one has

$$\lambda_k = \int_{-\infty}^{\infty} t^k d\mu(t).$$

Proof. The equivalences (2) ⇔ (3) ⇔ (4) are settled in \cite{17} p. 132 independently of condition (1). The implication (1) ⇒ (2) is evident so we only have to concentrate
on the remaining implication \((2) \Rightarrow (1)\). Take a positive polynomial \(g(x) = a_l x^l + \ldots + a_1 x + a_0\) and set \(q(x) := \Lambda(g(x)) = \sum_{i=0}^l \lambda_i a_i x^i\). We want to show that \(q(x) > 0\) for all real \(x\).

Condition \((4)\) implies that \(\lambda_i = \int_{-\infty}^{\infty} t^i d\alpha(t)\), where \(\alpha(t)\) is a monotone non-decreasing function with infinitely many points of increase. Hence

\[
q(x) = \sum_{i=0}^l \left( \int_{-\infty}^{\infty} t^i d\alpha(t) \right) x^i = \int_{-\infty}^{\infty} \sum_{i=0}^l a_i t^i x^i d\alpha(t) = \int_{-\infty}^{\infty} g(x) d\alpha(t) > 0
\]

since \(g(x) > 0\) for all \(t\). Notice that the above integrals are convergent for any fixed value of \(x\). Thus \(q(x) > 0\) and the lemma follows.

In the finite-dimensional case one has a similar statement.

**Theorem 3.5.** Let \(\{\lambda_k\}_{k=0}^n\) be a sequence of real numbers. Then the following conditions are equivalent:

1. \(\{\lambda_k\}_{k=0}^n \in \Lambda\);
2. \(\{\lambda_k\}_{k=0}^n\) is a positive definite sequence;
3. \(|(\lambda_{i+j})| = \begin{vmatrix} \lambda_0 & \lambda_1 & \ldots & \lambda_k \\ \lambda_1 & \lambda_2 & \ldots & \lambda_{k+1} \\ \vdots & \vdots & \ddots & \vdots \\ \lambda_k & \lambda_{k+1} & \ldots & \lambda_{2k} \end{vmatrix} > 0\), for \(k = 0, 1, 2, \ldots, n\),
4. There exists a non-decreasing function \(\mu(t)\) with at least \(n\) points of increase such that
   \[
   \lambda_k = \int_{-\infty}^{\infty} t^k d\mu(t)\,, \quad k = 0, 1, 2, \ldots, n;
   \]

**Proof.** Repeats that of Theorem 3.3. \(\square\)

### 3.2. Known wrong results.

To present some erroneous results from [8] and the corresponding counterexamples we need to introduce the following classes of diagonal transformations.

**Definition 3.6.** We say that \(T_\alpha, \alpha \in \mathbb{N} \cup \infty\), or, equivalently, the sequence \(\{\lambda_i\}_{i=0}^\alpha\), is a hyperbolicity-preserver, if for any hyperbolic \(p(x) \in \mathbb{R}_\alpha[x]\) its image \(T_\alpha(p(x))\) is hyperbolic. We denote this class of transformations by \(\mathcal{H}_\alpha\) or \(\mathcal{H}\).

Clearly, this class is the restriction of the earlier defined class of hyperbolicity-preservation to diagonal transformations.

Theorem 4.6.14 of [8] states that \(T \in \Lambda\) if and only if \(T^{-1} \in \mathcal{H}\). We will now show that this statement is wrong in both directions.

**Proposition 3.7.** There exist

1. \(T \in \Lambda\) such that \(T^{-1} \notin \mathcal{H}\);
2. \(T \in \mathcal{H}\) such that \(T^{-1} \notin \Lambda\).

**Proof.** We present below 3 concrete examples verifying the above claims. To illustrate (i) consider the diagonal transformation \(T_4 : \mathbb{R}_4[x] \to \mathbb{R}_4[x]\) defined by the sequence \((\lambda_0, \lambda_1, \lambda_2, \lambda_3, \lambda_4) = (\frac{1}{37}, \frac{1}{105}, \frac{1}{123}, \frac{1}{200}, \frac{1}{295})\). By the determinant criteria (3) of Theorem 3.3 the operator \(T_4\) preserves positivity. However, one can check that its inverse sends the non-negative polynomial \((x + 1)^4\) to the polynomial \((x + 1)(305x^3 + 495x^2 + 243x + 29)\) possessing two real and two complex roots.
This example shows that in the finite-dimensional case there is a diagonal transformation which preserves positivity, but whose inverse does not preserve hyperbolicity. We can extend this example to the infinite-dimensional case as follows.

By [4, Proposition 3.5] that there exists an infinite sequence \( \{\lambda_i\}_{i=0}^{\infty} \in \Lambda \) such that the sequence of inverses \( \left\{ \frac{1}{\lambda_i} \right\}_{i=0}^{\infty} \notin \mathcal{H} \). As an explicit example one can take \( \lambda_i = i^3 + 5i^2 + 33i + 29 \).

An example illustrating (ii) is given in [4, p. 520], see also [5, Example 1.8]. Namely, the sequence \( \left\{ 1 + i + i^2 \right\}_{i=0}^{\infty} \) corresponds to a diagonal transformation preserving hyperbolicity. However, the sequence of inverses \( \left\{ \frac{1}{1 + i + i^2} \right\}_{i=0}^{\infty} \) leads to a diagonal transformation which is not a positivity-preserver.

□

Definition 3.8. We say that a diagonal transformation \( T_\alpha, \alpha \in \mathbb{N} \cup \infty \), generated by the sequence \( \{\lambda_i\}_{i=0}^{\alpha} \) is a complex zero decreasing sequence (CZDS for short), if for any polynomial \( p(x) \in \mathbb{R}_\alpha[x] \) the polynomial \( T(p) \) has no more non-real roots (counted with multiplicities) than \( p \). We denote the set of all CZDS by \( \mathcal{R} \).

Remark 3.9. Obviously, any CZDS preserves hyperbolicity, i.e., \( \mathcal{R} \subset \mathcal{H} \). For a while it was believed that \( \mathcal{R} = \mathcal{H} \) until Craven and Csordas found a counterexample [4]. Additionally, one can see directly from the definition that the inverse of any positive CZDS is a \( \Lambda \)-sequence, that is, a diagonal positivity-preserver.

Finally, Theorem 4.6.13 of [8] states that \( T \in \Lambda \) if and only if \( T^{-1} \notin \mathcal{R} \), which we disprove below.

Proposition 3.10. There exist \( T \in \Lambda \) such that \( T^{-1} \notin \mathcal{R} \).

Proof. Use the first two counterexamples from the proof of Proposition 3.7. □

4. Linear ordinary differential operators of finite order

Our aim in this section is to prove Theorem A, i.e., to show that there are no positivity-, non-negativity-, and ellipticity-preservation which are linear differential operators of finite positive order. In fact we are going to show that for any linear differential operator \( U \) of order \( k \geq 1 \) there exists an integer \( n \) such that \( U : \mathbb{R}_n[x] \rightarrow \mathbb{R}_n[x] \) is not a non-negativity preserver. Moreover, we show that one can always choose \( n = 2k \). Since any positivity-preserver is automatically a non-negativity-preserver and any ellipticity-preserver is a positivity-preserver up to a sign change we will get Theorem A in its complete generality from the above statement.

Denote by \( S[s_1, \ldots, s_k] \) the ring of symmetric polynomials with real coefficients in the variables \( s_1, \ldots, s_k \). Let \( \sigma_l \) be the \( l \)-th elementary symmetric function, i.e.,

\[
\sigma_l = \sum_{j_1 < \ldots < j_l} s_{j_1} \cdots s_{j_l} \in S[s_1, \ldots, s_k], \quad l = 1, \ldots, k.
\]

We will need the following technical fact.

Proposition 4.1. Let \( p(x) = (x - x_1)^2 \cdots (x - x_k)^2 \in \mathbb{R}[x, x_1, \ldots, x_k] \). Consider the following two families of rational functions:

\[
w_l = w_l(x, x_1, \ldots, x_k) = \frac{p^{(l)}(x)}{p(x)}, \quad l = 1, \ldots, k;
\]

\[
u_l = \sigma_l \left( \frac{1}{x - x_1}, \ldots, \frac{1}{x - x_k} \right), \quad l = 1, \ldots, k.
\]

Then
1. \( w_l \in S \left[ \frac{1}{x - x_1}, \ldots, \frac{1}{x - x_k} \right], \ l = 1, \ldots, k. \)

2. For any \( l = 1, \ldots, k \) one has that
\[
w_l = 2l!u_l + g_l(u_1, \ldots, u_{l-1}),
\]
where \( g_l \in \mathbb{R}[y_1, \ldots, y_{l-1}], \ l = 1, 2, \ldots, k, \) are certain polynomials (that can be found explicitly but we will not need their explicit form; in particular, \( g_1 \equiv 0 \)).

\textbf{Proof.} Set \( p_1(x) = (x - x_1) \cdots (x - x_k) \). Then one can immediately check that
\[
\frac{p_1^{(i)}(x)}{p_1(x)} = i!u_i
\]
for all \( i = 1, \ldots, k \). Using the Leibniz rule we get
\[
p^{(i)}(x) = (p_1^2(x))^{(i)} = 2p_1^{(i)}(x)p_1(x) + \sum_{i,j \geq 1, i+j=l} c_{i,j}p_1^{(i)}(x)p_1^{(j)}(x),
\]
where \( c_{i,j} \geq 0 \) are certain binomial coefficients. Thus
\[
w_l = \frac{p^{(i)}(x)}{p(x)} = 2q_1^{(i)}(x)p_1(x) + \sum_{i,j \geq 1, i+j=l} c_{i,j}p_1^{(i)}(x)p_1^{(j)}(x) = 2l!u_l + \sum_{i,j \geq 1, i+j=l} c_{i,j}u_iu_j.
\]
The result follows. \( \square \)

We are now ready to prove the first main result of this paper.

\textbf{Theorem 4.2.} Let \( U_Q : \mathbb{R}[x] \to \mathbb{R}[x] \) be a linear ordinary differential operator of order \( k \geq 1 \) of the form \( \Box \) with polynomial coefficients \( Q = (q_0(x), q_1(x), \ldots, q_k(x)), \ q_i \in \mathbb{R}[x], \ q_k(x) \neq 0. \) Then for any such coefficient sequence \( Q \) the operator \( U_Q \) does not preserve the set of non-negative polynomials of degree \( 2k. \)

\textbf{Proof.} We assume that \( U_Q \neq 0. \) Since \( U_Q(1) = q_0(x) \) an obvious necessary condition for the operator \( U_Q \) to preserve non-negativity is that \( q_0(x) \) itself is a non-negative polynomial. Moreover, \( q_0(x) \) does not vanish identically by Lemma 2.1.

We will now construct a non-negative polynomial
\[
p(x) := p_{x_1, \ldots, x_k}(x) = (x - x_1)^2(x - x_2)^2 \cdots (x - x_k)^2 \in \mathbb{R}[x, x_1, \ldots, x_k].
\]
such that its image under the action of \( U_Q \) attains negative values. For this we define
\[
R(x, x_1, \ldots, x_k) = \frac{U_Q(p(x))}{p(x)} = q_0(x) + q_1(x)p'(x) + q_2(x)p''(x) + \cdots + q_k(x)p^{(k)}(x).
\]
Then in the notation of Proposition 4.1 we have that \( R(x, x_1, \ldots, x_k) = q_0(x) + q_1(x)w_1 + \cdots + q_k(x)w_k. \) Let us fix \( x_0 \in \mathbb{R} \) such that \( x_0 \neq 0 \) and for any \( i = 0, 1, \ldots, k \) either \( q_i(x) \equiv 0 \) or \( q_i(x_0) \neq 0. \) Set \( \alpha_i = q_i(x_0), \ i = 1, \ldots, k, \) and \( r(x_1, \ldots, x_k) = R(x_0, x_1, \ldots, x_k). \) Then \( r(x_1, \ldots, x_k) \) is a linear form in \( w'_1, \ldots, w'_k, \)
where \( w'_i = w_i(x_0). \) Thus there exist \( a_1, \ldots, a_k \in \mathbb{R} \) such that \( q_0(x_0) + \sum_{i=1}^k \alpha_i a_i < 0. \)
(Notice that by our choice of \( x_0 \) one has \( q_0(x_0) > 0. \))

Let now \( b_1, \ldots, b_k \in \mathbb{R} \) be defined by
\[
b_1 = a_1, \quad b_i = \frac{1}{2i!}(a_i - g_i(b_1, \ldots, b_{i-1})), \quad i = 2, \ldots, k,
\]
where \( g_i \) are defined in Proposition 4.1. Consider the system of equations
\[
b_i = \sigma_i \left( \frac{1}{x_0 - t_1}, \ldots, \frac{1}{x_0 - t_k} \right), \quad i = 1, \ldots, k,
\]
with unknowns $t_1, \ldots, t_k$. It follows from the Viète theorem that the $k$-tuple $(t_1, \ldots, t_k)$ solves system (S) if and only if \[ \frac{1}{x_0 - t_1}, \ldots, \frac{1}{x_0 - t_k} \] are the roots of the equation

\[ z^k - b_1 z^{k-1} + b_2 z^{k-2} - \ldots - b_{k-1} z + b_k = 0. \]

Note that since $b_i \in \mathbb{R}$ the roots of the latter equation are either real or complex conjugate. Wlog we can always assume that they are ordered so that $z_1 = \frac{x_1}{x_0 - t_1}, \ldots, z_{2i-1} = \frac{x_1}{x_0 - t_{2i-1}} \in \mathbb{C}, z_{2i+1}, \ldots, z_k \in \mathbb{R}$. Thus the $k$-tuple $(t_1, \ldots, t_k)$, where $t_i = x_0 - \frac{1}{z_i}, i = 1, \ldots, k$, solves system (S). Obviously, $t_1 = t_2, \ldots, t_{2i-1} = t_{2i} \in \mathbb{C}, t_{2i+1}, \ldots, t_k \in \mathbb{R}$.

Let us substitute $x = x_0, x_i = t_i, i = 1, \ldots, k$, in the functions $w_l, l = 1, \ldots, k$, defined in Proposition 4.1. By the definition of the $u_i$’s and using the fact that the $t_i$’s solve system (S) we get that $u_i(x_0, t_1, \ldots, t_k) = b_i, i = 1, \ldots, k$. Thus (7) implies that

\[ w_i(x_0, t_1, \ldots, t_k) = a_i, \quad i = 1, \ldots, k. \]

Hence $R(x_0, t_1, \ldots, t_k) < 0$ by the choice of the $a_i$’s. Thus $U_{a_i}(p_{t_i}, \ldots, t_k)(x_0) < 0$ since $p_{z_1}, \ldots, p_{z_k}(x) \geq 0$ for all $x \in \mathbb{R}$ and all $x_i, i = 1, \ldots, k$. This contradiction proves Theorem 4.2. \qed

As we mentioned above Theorem 4.2 together with the results of §2 imply Theorem A.

We are now going to strengthen Theorem 4.2 and show that wide subclasses of linear ordinary differential operators of finite order $k$ do not preserve non-negativity even in degrees much smaller than $2k$. In particular, the next statement shows that no linear differential operator of odd order $k$ preserves the set of non-negative polynomials in $\mathbb{R}_{k+1}[x]$.

**Proposition 4.3.** Let $U_Q : \mathbb{R}[x] \to \mathbb{R}[x]$ be a linear differential operator of odd order $k \geq 1$ of the form (7) with polynomial coefficients $Q = (q_0(x), q_1(x), \ldots, q_k(x)), q_i(x) \in \mathbb{R}[x], i = 1, \ldots, k, q_k(x) \neq 0$. Then $U_Q$ does not preserve the set of non-negative polynomials of degree smaller than or equal to $k + 1$.

**Proof.** Consider the polynomial $p_t(x) = (x-t)^{k+1}$. It is non-negative since $k$ is odd. Note that

\[ r_Q(x, t) := \frac{U_Q(p_t(x))}{p_t(x)} = q_0(x) + (k+1)q_1(x)\frac{1}{x-t} + \ldots + (k+1)!q_k(x)\frac{1}{(x-t)^k} \]

and set $u := \frac{1}{x-t}$. Then the function

\[ g(x, u) := q_0(x) + (k+1)q_1(x)u + \ldots + (k+1)!q_k(x)u^k \]

is a polynomial in $u$. Fixing $x_0$ such that $q_k(x_0) \neq 0$ we obtain that $g(x_0, u)$ is a polynomial in $u$ of odd degree. Hence there exists $u_0$ such that $g(x_0, u_0) < 0$. Now for $t_0 = x_0 - \frac{1}{u_0}$ we get that $r_Q(x_0, t_0) < 0$. Thus $U_Q(p_{t_0})(x_0) < 0$ since $p_t(x) \geq 0$ for all $(x, t)$. This contradiction finishes the proof. \qed

The next result shows that there is also a large class of linear differential operators of even order $k$ which does not preserve non-negativity in $\mathbb{R}_k[x]$.

**Proposition 4.4.** Let $U_Q : \mathbb{R}[x] \to \mathbb{R}[x]$ be a linear differential operator of even order $k$ of the form (7) with polynomial coefficients $Q = (q_0(x), q_1(x), \ldots, q_k(x)), q_i(x) \in \mathbb{R}[x], i = 1, \ldots, k, q_k(x) \neq 0$. Assume in addition that either there exists $x_0 \in \mathbb{R}$ such that $q_k(x_0) < 0$ or there exists $x_0 \in \mathbb{R}$ such that $q_k(x_0) = 0$ and $q_{k-1}(x_0) \neq 0$. Then $U_Q$ does not preserve the set of non-negative polynomials of degree smaller than or equal to $k$. 


Proof. The polynomial \( p_t(x) = (x-t)^k \) is non-negative since \( k \) is even. Similar to the above one has
\[
r_Q(x,t) := U_Q(p_t(x)) = q_0(x) + kq_1(x) \frac{1}{x-t} + \ldots + k!q_k(x) \frac{1}{(x-t)^k}.
\]

As before we set \( u := \frac{1}{x-t} \) and consider the function
\[
g(x,u) := q_0(x) + kq_1(x)u + \ldots + k!q_k(x)u^k,
\]
which is a polynomial in \( u \). If there exists \( x_0 \) such that \( q_k(x_0) < 0 \) then \( g(x_0, u) \) is a polynomial in \( u \) which is negative for sufficiently large values of \( u \). If \( q_k(x_0) = 0 \) then \( g(x_0, u) \) is a polynomial in \( u \) of odd degree. In both cases there exists \( u_0 \) such that \( g(x_0, u_0) < 0 \). Now for \( t_0 = x_0 - \frac{1}{u_0} \) we get that \( r_Q(x_0, t_0) < 0 \). Thus \( U_Q(p_{t_0})(x_0) < 0 \) since \( p_t(x) \geq 0 \) for all \( (x,t) \). This contradiction accomplishes the proof. \( \square \)

**Corollary 4.5.** Let \( U_Q : \mathbb{R}[x] \to \mathbb{R}[x] \) be a linear differential operator of order \( k \) of the form (7) with polynomial coefficients \( Q = (q_0(x), q_1(x), \ldots, q_k(x)) \), \( q_i(x) \in \mathbb{R}[x] \), \( i = 1, \ldots, k \). Assume that there exists an even integer \( i \in \{2, 4, \ldots, k\} \) such that either there exists \( x_0 \in \mathbb{R} \) such that \( q_1(x_0) < 0 \) or there exists \( x_0 \in \mathbb{R} \) such that \( q_i(x_0) = 0 \) and \( q_{i-1}(x_0) \neq 0 \). Then \( U_Q \) does not preserve non-negativity in \( \mathbb{R}[x] \) for any \( l \geq i \).

**Proof.** If \( l \geq i \) and \( U_Q \) preserves non-negativity in \( \mathbb{R}[x] \) then \( U_Q \) preserves non-negativity in \( \mathbb{R}_i[x] \). The restriction of \( U_Q \) to the space \( \mathbb{R}_i[x] \) is given by
\[
q_0(x) + q_1(x) \frac{d}{dx} + q_2(x) \frac{d^2}{dx^2} + \ldots + q_i(x) \frac{d^i}{dx^i}
\]
and the result follows from Theorem 4.4. \( \square \)

**Remark 4.6.** In particular, if \( i = 2 \) in Corollary 4.5 then there is no degree \( l \), \( l \neq 0 \), such that \( U_Q : \mathbb{R}_l[x] \to \mathbb{R}_l[x] \) preserves non-negativity. Thus for a “generic” linear differential operator \( U_Q : \mathbb{R}[x] \to \mathbb{R}[x] \) with non-constant coefficients there is no \( l \) such that \( U_Q \) preserves non-negativity in \( \mathbb{R}_l[x] \). However, the following example shows that there are linear differential operators with non-constant coefficients which preserve positivity on \( \mathbb{R}_k[x] \) for any even \( k \).

**Example 4.7.** Let \( k \) be an even positive integer and consider the linear differential operator of order \( k \) given by
\[
U_{a,b}^k = 1 + (ax^k + b) \frac{d^k}{dx^k} : \mathbb{R}_k[x] \to \mathbb{R}_k[x].
\]
Then \( U_{a,b}^k \) preserves positivity on \( \mathbb{R}_k[x] \) if \( a \geq 0 \), \( b \geq 0 \).

Indeed, \( U_{a,b}^k(p(x)) = p(x) + k!a_k(ax^k + b) \geq p(x) > 0 \) for any positive polynomial \( p(x) = a_kx^k + \ldots \in \mathbb{R}_k[x] \).

5. Linear Ordinary Differential Operators with Constant Coefficients

In this section we will prove Theorem 4.3. Take a sequence \( \alpha = (\alpha_0, \alpha_1, \ldots, \alpha_k) \) of real numbers. Denote by \( U_\alpha \) the following linear differential operator of order \( k \)
\[
U_\alpha = \alpha_0 + \alpha_1 \frac{d}{dx} + \ldots + \alpha_k \frac{d^k}{dx^k}
\]
with constant coefficients.

By Theorem 4.2 there are no finite order linear differential operators on \( \mathbb{R}[x] \) preserving positivity. However, in the case of polynomials of bounded degree, i.e., belonging to the finite-dimensional space \( \mathbb{R}_k[x] \), there are such linear differential operators, see Example 4.7.
Theorem B follows easily from the next statement of Remak [16] and Hurwitz [7] which for the sake of completeness we present with its proof.

**Theorem C.** For an even integer \( k = 2l \) and a sequence of real numbers \( \alpha = (\alpha_0, \alpha_1, \ldots, \alpha_k) \) consider the linear ordinary differential operator \( U \) with constant coefficients. Then the operator \( U_\alpha \) preserves positivity (resp., non-negativity) in \( \mathbb{R}_k[x] \) if and only if one of the following two equivalent conditions holds:

1. For any positive (resp., non-negative) polynomial \( p(x) = a_k x^k + \ldots + a_1 x + a_0 \) one has that
   \[
   U_\alpha(p(0)) = a_0 \alpha_0 + a_1 \alpha_1 + \ldots + k! a_k \alpha_k > 0 \text{ (resp., } \geq 0) \;
   \]
2. the following \((l + 1) \times (l + 1)\) Hankel matrix
   \[
   \begin{pmatrix}
   \alpha_0 & 1\alpha_1 & 2\alpha_2 & \ldots & l!\alpha_l \\
   1\alpha_1 & 2\alpha_2 & 3\alpha_3 & \ldots & (l+1)!\alpha_{l+1} \\
   2\alpha_2 & 3\alpha_3 & 4\alpha_4 & \ldots & (l+2)!\alpha_{l+2} \\
   \vdots & \vdots & \vdots & \ddots & \vdots \\
   l!\alpha_l & (l+1)!\alpha_{l+1} & (l+2)!\alpha_{l+2} & \ldots & (2l)!\alpha_{2l} \\
   \end{pmatrix}
   \]
   is positive definite (resp., positive semi-definite).

We start with the following observation.

**Lemma 5.1.** The operator \( U_\alpha : \mathbb{R}_k[x] \to \mathbb{R}_k[x] \) of the form (2) commutes with shifts of the independent variable \( x \). In other words, for any polynomial \( p(x) \in \mathbb{R}_k[x] \) set \( q(x) = U_\alpha(p(x)) \). Then for any \( x_0 \in \mathbb{R} \) we have that \( q(x - x_0) = U_\alpha(p(x - x_0)) \).

**Proof.** Take any \( p(x) = a_k x^k + \ldots + a_0 \), \( l \leq k \). Then for any positive integer \( i \) we have that \( p^{(i)}(x) = a_k i! x^{k-i} + \ldots + a_i i! \). Thus \( (p^{(i)})(x - x_0) = (p(x - x_0))^{(i)} \). Since the coefficients of \( U_\alpha \) are constant, the result follows. \( \square \)

**Proof of Theorem C.** The equivalence between the conditions (1) and (2) in the formulation of Theorem C is exactly the same fact as the equivalence between (2) and (3) in Theorems 3.3 and 3.5 for \( \lambda_0 = \alpha_0, \lambda_i = i! \alpha_i, i = 1, \ldots, k \). It is proven in the required generality in Theorem 11, p. 133 of [17]. What we need to show is that the assumption that \( U_\alpha \) is a non-negativity-preserver (resp., a positivity-preserver) in \( \mathbb{R}_k[x] \) is equivalent to condition (1). Indeed, if \( U_\alpha \) preserves non-negativity in \( \mathbb{R}_k[x] \), then \( a_0 \alpha_0 + a_1 \alpha_1 + \ldots + k! a_k \alpha_k = U_\alpha(p(0)) \geq 0 \) for any non-negative polynomial \( p(x) \in \mathbb{R}_k[x] \). Assume now that for any non-negative polynomial \( p(x) \) one has that \( a_0 \alpha_0 + a_1 \alpha_1 + \ldots + k! a_k \alpha_k \geq 0 \). Set \( q(x) = U\pi(p(x)) \). By assumption we have that \( q(0) \geq 0 \) and we want to show that \( q(x) \) is non-negative. For any \( x_0 \in \mathbb{R} \) consider \( g_{x_0}(x) := q(x + x_0) \). By Lemma 5.1 we have that \( g_{x_0}(x) = U_{\alpha}(p(x + x_0)) \), by which we know that \( f(x) = p(x + x_0) \) is a non-negative polynomial. Thus by condition (1) one has \( U_{\alpha}(f(0)) \geq 0 \), i.e.,

\[
q(x_0) = g_{x_0}(0) = U_{\alpha}(f(0)) \geq 0
\]

for any \( x_0 \in \mathbb{R} \). Simple additional consideration shows that the same argument with the strict inequality in condition (1) works for positivity-preservers. \( \square \)

**Remark 5.2.** Theorem C provides the classification of linear differential operators with constant coefficients of an even order \( k \) which preserve positivity in \( \mathbb{R}_k[x] \). On the other hand, by Theorems A and 1.2 there are no linear differential operators with constant coefficients of order \( k \) that preserve positivity in \( \mathbb{R}_k[x] \). Below we bridge this gap between \( k \) and \( 2k \) for operators with constant coefficients by showing that there are no such operators of order \( k \) that preserve positivity (or non-negativity, or ellipticity) in \( \mathbb{R}_l[x] \) for any \( l > k \).
Proposition 5.3. Let $k$ be a positive integer and let $\alpha = (\alpha_0, \alpha_1, \ldots, \alpha_k)$ be a sequence of real numbers. Consider the operator $U_\alpha$ of the form (2). Then for any $l > k$ the operator $U_\alpha : \mathbb{R}_l[x] \to \mathbb{R}_l[x]$ does not preserve positivity.

Proof. Wlog we can assume that $l$ is even. We can also assume $\alpha_0 > 0$ and at least one more entry $\alpha_j$ in the sequence $(\alpha_0, \alpha_1, \ldots, \alpha_k)$ is non-vanishing. (The cases when either $\alpha_0 \leq 0$ or only $\alpha_0$ is non-vanishing are trivial.) Take any (not necessarily positive!) polynomial $p(x) = a_k x^k + \cdots + a_1 x + a_0$ of degree at most $k$ such that $a_0 > 0$ and $U_\alpha(p(0)) = a_0 a_0 + a_1 \alpha_1 + \cdots + k! a_k \alpha_k < 0$. Since both $a_0$ and $\alpha_j$ are non-vanishing such a $p(x)$ always exists. Consider now $P(x) = M x^l + p(x)$ where $M$ is a large positive constant. By our assumptions one can always choose such a large $M$ that $P(x)$ becomes positive. At the same time $U_\alpha(P(0)) = U_\alpha(p(0)) < 0$. The latter contradicts to the condition (1) of Theorem C implying that $U_\alpha$ does not preserve positivity in $\mathbb{R}_l[x]$. \hfill \Box

Remark 5.4. Finally, notice that in order to get Theorem B from Theorem C it suffices to observe that for any positive even integer $k$ the action of the operator $U_\alpha$ of infinite order of the form (3) on the space $\mathbb{R}_k[x]$ coincides with the action of its truncation (9).
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