1. Introduction

In this paper, we develop a (largely conjectural) theory of $p$-adic $L$-functions interpolating square roots of central $L$-values for automorphic forms on $\text{GSp}_4 \times \text{GL}_2 \times \text{GL}_2$, and a relation between these $p$-adic $L$-functions and families of Galois cohomology classes interpolating algebraic cycles. Our theory is inspired by the beautiful theory of “diagonal cycles” for the group $\text{GL}_2 \times \text{GL}_2 \times \text{GL}_2$, developed by Darmon and Rotger in \cite{DR14, DR16} (building on earlier work of Gross, Kudla and Schoen). We briefly recall the outline of their theory.

1.1. Summary of the theory for $\text{GL}_2 \times \text{GL}_2 \times \text{GL}_2$. Let $f, g, h$ be cuspidal modular newforms, of weights $k_f, k_g, k_h$ respectively, whose nebentype characters satisfy $\chi_f \chi_g \chi_h = 1$. We say the triple is “$f$-dominant” if $k_f \geq k_g + k_h$, and similarly for $g$ and $h$; if none of these holds, we say it is “balanced”.

Split case. We first suppose that there is no finite prime dividing the levels of all three forms (or, more generally, that the local root numbers $\varepsilon_L(f \times g \times h)$ are $+1$ for all finite primes $\ell$); we call this the split case. In this case, the global root number of the $L$-function $L(f \times g \times h, s)$ is $+1$ if one of the forms is dominant, and $-1$ for balanced weights.

The theory of \cite{DR14} shows that if one allows $f, g, h$ to vary in $p$-adic Hida families $\mathcal{F}, \mathcal{G}, \mathcal{H}$, then there are three $p$-adic $L$-functions $L_p^{(F)}(\mathcal{F} \times \mathcal{G} \times \mathcal{H}), L_p^{(G)}(\mathcal{F} \times \mathcal{G} \times \mathcal{H})$ and $L_p^{(H)}(\mathcal{F} \times \mathcal{G} \times \mathcal{H})$, all of which are $p$-adic meromorphic functions on the 3-dimensional parameter space $\mathfrak{X} = \mathfrak{X}_F \times \mathfrak{X}_G \times \mathfrak{X}_H$. These all interpolate central roots of $L(f \times g \times h, s)$, for specialisations $(f, g, h)$ of $(\mathcal{F}, \mathcal{G}, \mathcal{H})$, but in different regions: $L_p^{(F)}(\mathcal{F} \times \mathcal{G} \times \mathcal{H})$ interpolates these values for specialisations with $f$ dominant, and similarly for $L_p^{(G)}$ and $L_p^{(H)}$.

In the balanced region, there is no interesting $L$-value to interpolate, since the global root number is $1$.

However, in place of an $L$-value, we have an interesting Galois cohomology class: for balanced triples $(f, g, h)$ one can define a “diagonal cycle” $\Delta(f, g, h)$, which is an algebraic cycle on a product of Kuga–Sato varieties, and the image of this cycle under the étale cycle class map gives a cohomology class for the 8-dimensional self-dual Galois representation associated to $(f, g, h)$. The results of \cite{DR16, DR18, BSV19} show that these classes interpolate to an analytic family of Galois cohomology classes $\Delta(\mathcal{F}, \mathcal{G}, \mathcal{H})$ over $\mathfrak{X}$.

---

1 Modulo a finite number of “exceptional” specialisations, which are those where $(f, g, h)$ are all of weight 2 and trivial character, with $a_p(f)a_p(g)a_p(h) = 1$; this is related to exceptional-zero phenomena at $p$. 
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So one has four objects varying analytically over $X$: one family of cohomology classes, with an interpolating property in the balanced region; and three analytic functions, i.e. families of scalars, with interpolating properties in the other three regions. The keystone of the theory, the explicit reciprocity law for diagonal cycles, shows that these are related by the Perrin-Riou regulator map of the Hodge theory: one can project $\Delta(F, G, H)$ to any of three different 1-dimensional subquotients of the Galois representation locally at $p$, and the images of these projections under the regulator maps give the three $L$-functions $L_p^{(F)}$, $L_p^{(G)}$ and $L_p^{(H)}$. This reciprocity law has a wealth of deep arithmetic applications, including cases of the equivariant Birch–Swinnerton-Dyer conjecture for Artin twists of elliptic curves (see [DR16]).

We summarise this visually in Figure 1. Here we have fixed a value of $k_f$ and considered $k_g$ and $k_h$ as variables; the slanted rectangular strip is the balanced region, and the three triangular regions are those where $f$, $g$ or $h$ is dominant. The arrows denote reciprocity laws, relating the $p$-adic $L$-functions given by analytic continuation from a “sign $+1$” region to the cohomology classes given by analytic continuation from the neighbouring “sign $-1$” region.

Non-split cases. If one relaxes the assumptions on the levels of the Hida families, it can happen that there are some primes $\ell \neq p$ such that $\varepsilon_\ell(f, g, h) = -1$ (for some, and hence all, classical specialisations of $(F, G, H)$). If there is an even number of such primes (the “indefinite” case), then the pattern of global root numbers is the same as in Figure 1 and the theory is similar, although one needs to work with non-split Shimura curves over $Q$ in place of modular curves (ramified precisely at those primes where the $\varepsilon$-factor is $-1$).

The “definite” case, when the root numbers are $-1$ at an odd number of primes $\ell$, presents new phenomena. In this case, the pattern of global root numbers switches around: the global root number is $+1$ for balanced weights and $-1$ for unbalanced ones. So one might hope for a single “balanced” $p$-adic $L$-function for $F \times G \times H$, interpolating central values in the balanced region, and three families of Galois cohomology classes, each interpolating algebraic cycles in one of the three dominant regions; and there should be reciprocity laws relating all three families of cohomology classes to the $p$-adic $L$-function.

This balanced $p$-adic $L$-function has been constructed by Greenberg and Seveso [GS20], using the arithmetic of the definite quaternion algebra ramified at $\infty$ and at the finite primes of root number $-1$. However, we do not know of any construction of algebraic cycles for specialisations in the dominant regions, so the theory is rather less complete in the definite case than the indefinite one.

**Eisenstein cases.** One can also investigate the case when one or more of the cuspidal Hida families $(F, G, H)$ is replaced with a family of Eisenstein series. In this way, one can regard the Beilinson–Flach cohomology classes for $GL_2 \times GL_2$ as cusp forms [BDR15], and Beilinson–Kato classes for a single cusp form $\xi$, as degenerate cases of the diagonal-cycle cohomology classes. This forms one of the “trilogies” of global cohomology classes outlined in [BCD+14].

In these cases, one obtains an extra structure which is not present in the fully cuspidal case: by varying the defining data of the Eisenstein series, one can obtain global Galois cohomology classes not only over $Q$ but over cyclotomic fields $Q(\mu_m)$ for varying $m$, satisfying norm-compatibility relations as $m$ changes. These are Euler systems in the sense of [Rub09]. The existence of an Euler system sensu stricto has powerful consequences for Selmer groups and the Bloch–Kato conjecture; see [Kat04] and [KLZ17] for examples of such results.

1.2. **Aims of this paper.** In the present paper, we shall attempt to develop an analogous theory with $GL_2 \times GL_2 \times GL_2$ replaced by the larger group $GSp_4 \times GL_2 \times GL_2$. This can be seen as a $p$-adic counterpart of the Gross–Prasad conjecture [GP92] for $GSpin(4) \times GSpin(5)$, while the triple-product theory is related to the Gross–Prasad conjecture for $GSpin(3) \times GSpin(4)$, since the split forms of the
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spin groups are given by

\[
\text{GSpin}(3) \cong \text{GL}_2, \quad \text{GSpin}(4) \cong \text{GL}_2 \times_{\text{GL}_1} \text{GL}_2, \quad \text{GSpin}(5) \cong \text{GSp}_4.
\]

(In this optic, one can also interpret the \( p \)-adic \( L \)-functions and reciprocity laws for Heegner points of \( \text{BDP}13 \) as a \( p \)-adic Gross–Prasad theory for \( \text{GSpin}(2) \times \text{GSpin}(3) \), taking a non-split form of \( \text{GSpin}(2) \) compact at \( \infty \).)

We shall consider the variation of central \( L \)-values and Galois cohomology in 2-parameter families of automorphic forms for \( \text{GSp}_4 \times \text{GL}_2 \times \text{GL}_2 \), given by tensoring a fixed automorphic representation of \( \text{GSp}_4 \) with Hida families on the two \( \text{GL}_2 \) factors.

As we vary over specialisations of such a family, the local root numbers at the finite primes are constant, but the local root numbers at \( \infty \) are not: they depend on the weights of the specialisations concerned. So a prominent role in this theory is played by the diagram of interpolation regions shown in Figure 2 below, which has nine regions labelled \( \{a,a',b,b',c,d,d',e,f\} \), each labelled with a sign “+”, or “−” indicating the corresponding Archimedean root number. This diagram is the \( \text{GSp}_4 \times \text{GL}_2 \times \text{GL}_2 \) counterpart of Figure 1.

If the product of the local root numbers at the finite places is +1 (the indefinite case) then in the best of all possible worlds we should have six \( p \)-adic \( L \)-functions, one for each of the six regions \( \{a,a',c,d,d',f\} \) of sign +1, interpolating square roots of central \( L \)-values for specialisations of our Hida families lying in that region. There should also be three analytic families of cohomology classes, one for each of the sign −1 regions \( \{b,b',e\} \): and for each pair of neighbouring regions on the diagram, there should be a reciprocity law, relating the cohomology class for a sign −1 region to the \( p \)-adic \( L \)-function for the neighbouring sign +1 region.

If the local root numbers at the finite places is −1 (the definite case), then we should expect instead that there are \( p \)-adic \( L \)-functions in regions \( \{b,b',e\} \) and families of cohomology classes in the other six regions, again with reciprocity laws for each pair of neighbouring regions.

Sadly, we cannot carry out this programme in anything like its full form. With the presently available methods, we can do the following:

- **\( p \)-adic \( L \)-functions, indefinite case:** In the indefinite case, we expect \( p \)-adic \( L \)-functions for regions \( \{a,a',c,d,d',f\} \). We shall give a construction for region \( \{f\} \) below; and region \( \{c\} \) is covered in forthcoming work of Bertolini–Seveso–Venerucci. Regions \( \{d\} \) and \( \{d'\} \) may also be accessible, but regions \( \{a\} \) and \( \{a'\} \) are completely out of reach.

- **Algebraic cycles, indefinite case:** We explain below the construction of a family of cohomology classes for indefinite families interpolating algebraic cycles in region \( \{e\} \). We expect such families also to exist for regions \( \{b\} \) and \( \{b'\} \), but we have no idea how to construct these.

- **Reciprocity laws, indefinite case:** Since we can construct a family of classes in region \( \{e\} \), we can hope for four reciprocity laws relating it to each of the adjacent regions \( \{c,d,d',f\} \). The reciprocity law relating regions \( \{e\} \) and \( \{f\} \) is closely related to the results of \( \text{LZ20a} \); we state below a partial result towards this, whose proof is given in a sequel to the present paper (although this falls short of a full proof). We understand that a reciprocity law relating regions \( \{e\} \) and \( \{c\} \) will be treated in the forthcoming work of Bertolini–Seveso–Venerucci. It seems likely that these methods will also apply to relate region \( \{e\} \) to regions \( \{d\} \) and \( \{d'\} \) once the relevant \( p \)-adic \( L \)-functions have been constructed, but this is a problem for future work.

- **\( p \)-adic \( L \)-functions, definite case:** In the definite case, the tools are available to construct a \( p \)-adic \( L \)-function in region \( \{e\} \), although we shall not give full details here. Regions \( \{b\} \) and \( \{b'\} \) seem to be more difficult.

- **Algebraic cycles and reciprocity laws, definite case:** Here we are entirely at a loss. There are 6 regions in which one might hope for an algebraic cycle, but we do not have a candidate construction for any of them. This clearly also rules out any hope of proving reciprocity laws. (This is perhaps not surprising, since we are equally stuck in the analogous case for \( \text{GL}_2 \times \text{GL}_2 \times \text{GL}_2 \).)

In this paper, we shall not consider the “Eisenstein” cases – where one or both of the two \( \text{GL}_2 \) Hida families is a family of Eisenstein series. In such cases, the local root numbers at finite primes are automatically +1, so non-split inner forms do not arise. We refer to \( \text{LSZ17} \), \( \text{LPSZ19} \), \( \text{LZ20a} \) for the case of two Eisenstein series, giving an Euler system for cusp forms on \( \text{GSp}_4 \); and to the very recent preprint \( \text{HJS20} \) of Hsu, Jin and Sakamoto (based on a project at the 2018 Arizona Winter School) for the case where exactly one of the Hida families is taken to be Eisenstein, giving an Euler system for cusp forms on \( \text{GSp}_4 \times \text{GL}_2 \).
Acknowledgements. The present paper has its origins in a talk given by Rodolfo Venerucci at the conference “P-adic modular forms and p-adic L-functions” held in Como, Italy, in 2019, describing his forthcoming work with Massimo Bertolini and Marco Seveso on relating families of algebraic cycles in region (e) to p-adic L-functions in region (e). The present paper grew out of an attempt to understand the relation between this construction and our works with Pilloni and Skinner. We are very grateful to the organisers of the Como conference for making this encounter possible, and to Rodolfo and Marco for generously sharing their ideas with us during the Como conference and a subsequent visit to Milan.

Conventions

Groups. As in [LSZ17 §2], \( G \) denotes the symplectic group \( \text{GSp}_4 \), given by

\[
\{(g, \nu) \in \text{GL}_4 \times G_m : y J g = \nu J, \quad J = \begin{pmatrix} 1 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 1 & 0 & 0 & 1 \end{pmatrix} \}.
\]

\( B_G \) denotes the upper-triangular Borel subgroup of \( G \), and \( P_{\mathrm{Ki}} \) and \( P_{\mathrm{Kl}} \) denote the Siegel and Klingen parabolic subgroups containing \( B_G \).

Let \( H \) denote the group \( \text{GL}_2 \times \text{GL}_1 \times \text{GL}_2 \). We consider \( H \) as a subgroup of \( G \) via the embedding

\[
\iota : \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \begin{pmatrix} a' & b' \\ c' & d' \end{pmatrix} \mapsto \begin{pmatrix} a & a' & b \\ c & c' & d \end{pmatrix}.
\]

We also consider \( H \) as a subgroup of \( \tilde{H} = \text{GL}_2 \times \text{GL}_2 \) in the obvious way. Thus we obtain a diagonal embedding of \( H \) into \( G \times \tilde{H} \).

Dirichlet characters. If \( \chi : (\mathbb{Z}/N\mathbb{Z})^\times \to \mathbb{R}^\times \) is a finite-order character, for some ring \( R \), then we write \( \hat{\chi} \) for the character of \( \mathbb{Q}^\times \backslash \mathbb{A}^\times / \mathbb{R}_S^\times \), satisfying \( \hat{\chi}(\tau \ell) = \chi(\ell) \) for primes \( \ell \nmid N \), where \( \tau \ell \) is a uniformizer at \( \ell \). We identify finite-order characters of \( \mathbb{Q}^\times \backslash \mathbb{A}^\times / \mathbb{R}_S^\times \) with characters of \( \text{Gal}(\mathbb{Q}^{ab}/\mathbb{Q}) \) via the Artin map, normalised to send \( \tau \ell \) to a geometric Frobenius \( \text{Frob}_\ell^{-1} \).

(Note that the restriction of \( \hat{\chi} \) to \( \mathbb{Z}^\times \subset \mathbb{A}_K^\times \) is the inverse of \( \chi \), and the Galois character associated to \( \hat{\chi} \) is the composite of \( \chi \) with the inverse of the mod \( M \) cyclotomic character.)

2. The classical Gross–Prasad conjecture for \( \text{GSp}(4) \times \text{GSpin}(5) \)

2.1. The local conjecture. Let \( F \) be a number field, \( v \) a place of \( F \) and \( \Pi_v \) an irreducible smooth representation of \( G_v := \text{G}(F_v) \). We let \( \Sigma_v = \Sigma_{1,v} \otimes \Sigma_{2,v} \) be an irreducible representation of \( \tilde{H}_v = \text{GL}_2(F_v) \times \text{GL}_2(F_v) \). We are interested in the space

\[
\text{Hom}_{H_v}(\Pi_v \otimes \Sigma_v, \mathbb{C}),
\]

where \( H_v \) is embedded diagonally in \( G_v \times \tilde{H}_v \) as above. This space is trivially zero unless the central characters satisfy \( \chi_{H_v} \chi_{\Sigma_{1,v}} \chi_{\Sigma_{2,v}} = 1 \), so we shall suppose henceforth that this condition holds.

Conjecture 2.1.1 (Local Gross–Prasad conjecture). Let \( \Phi(\Pi_v) \) be the local \( L \)-packet containing \( \Pi_v \). Then we have

\[
\sum_{\Pi'_v \in \Phi(\Pi_v)} \dim \text{Hom}_{H_v}(\Pi'_v \otimes \Sigma_v, \mathbb{C}) = \begin{cases} 1 & \text{if } \varepsilon_v(\Pi_v \otimes \Sigma_v) = 1, \\ 0 & \text{if } \varepsilon_v(\Pi_v \otimes \Sigma_v) = -1. \end{cases}
\]

Moreover, there is an explicit recipe specifying the unique member \( \Pi'_v \) of the \( L \)-packet for which the Hom-space is non-zero.

This conjecture is known if \( \chi_{\Pi_v} \) is a square in the group of characters of \( F_v^\times \), since in this case we may reduce to the case where \( \chi_{\Pi_v} \) is trivial and apply the main theorem of [Wall12]. The general case will be treated in forthcoming work of Emory and Takeda (Emory, pers.comm.)

Remark 2.1.2. We have only stated part of the conjecture here. Firstly, the restriction of \( \Sigma_v \) from \( \tilde{H}_v \) to \( H_v \) can break up into a sum of multiple irreducible subrepresentations (forming an \( L \)-packet for \( H_v \)), and the conjecture predicts which of these \( H_v \)-summands supports the Gross–Prasad period. Moreover, if the root number is \(-1\), then the conjecture also predicts the existence of non-zero local periods for the functorial transfers of \( \Pi_v \) and \( \Sigma_v \) to a specific non-split inner form of \( G_v \times \tilde{H}_v \).
2.2. The global conjecture. Let Π, Σ be cuspidal automorphic representations of $G(\mathbf{A}_F)$ and of $\tilde{H}(\mathbf{A}_F)$ such that $\chi_{\Pi} \cdot \chi_{\Sigma} \cdot \chi_{\Sigma_2} = 1$, and such that $\Pi_v$ and $\Sigma_{i,v}$ are tempered for all $v$. We suppose that $\text{Hom}_H(\Pi_v \times \Sigma_v, C)$ is 1-dimensional for all $v$ (i.e. that $\varepsilon_v = +1$ and $\Pi^0_v = \Pi_v$ in the notation of Conjecture 2.1.1).

**Conjecture 2.2.1** (Global Gross–Prasad conjecture). The $H(\mathbf{A}_F)$-invariant linear functional on $\Pi \otimes \Sigma$ given by

$$\mathcal{P}(\varphi, \sigma) = \int_{[H]} \varphi(h)\sigma(h) \, dh,$$

is non-zero if and only if $\Lambda(\Pi \otimes \Sigma, \frac{1}{2}) \neq 0$.

If $\chi_{\Pi}$ is trivial (so $\Pi$ and $\Sigma$ factor through $SO_5$ and $SO_4$ respectively), this is [GP92] Conjecture 14.8; and a more precise conjecture, relating $|\mathcal{P}(\varphi, \sigma)|^2$ to the product of $\Lambda(\Pi \otimes \Sigma, \frac{1}{2})$ and a collection of local terms depending on $\varphi$ and $\sigma$, is formulated in [HIO]. Both conjectures have been generalised to allow arbitrary $\chi_{\Pi}$ by Emory [Emo19]. These conjectures are open in general, but have been proved in [GT11] for $\Pi$ of Yoshida, or twisted Yoshida, type.

We shall assume henceforth that $F = \mathbf{Q}$, and we shall study the Gross–Prasad periods in the case of algebraic automorphic representations $\Pi, \Sigma$ (contributing to coherent cohomology of Shimura varieties). Our results are thus logically independent of the global Gross–Prasad conjecture; however, the conjecture serves as crucial motivation for studying the periods $\mathcal{P}(\varphi, \sigma)$.

2.3. Interpolation regions at $\infty$. Following [GP92 §12], we now make explicit the predictions of the local Gross–Prasad conjecture at $\infty$ for discrete-series representations (and certain limits of discrete series). Let $\Pi_\infty$ be a unitary irreducible representation of $\text{GSpin}(4, \mathbf{R})$, and $\Sigma_{1,\infty}, \Sigma_{2,\infty}$ unitary irreducible representations of $\text{GL}_2(\mathbf{R})$, satisfying the following conditions:

(i) $\Pi_\infty$ is one of the representations of “weight $(k_1, k_2)$” in the sense of [LSZ17], for some integers $k_1 \geq k_2 \geq 2$. Thus $\Pi_\infty$ is a member of an archimedean $L$-packet $\{\Pi^0_\infty, \Pi^W_\infty\}$, with $\Pi^0_\infty$ generic, and $\Pi^W_\infty$ holomorphic discrete series (or limit of discrete series if $k_2 = 2$), corresponding to holomorphic vector-valued Siegel modular forms of weight $(k_1, k_2)$.

(ii) $\Sigma_{1,\infty}$ and $\Sigma_{2,\infty}$ are the holomorphic discrete series, or limit of discrete series, representations corresponding to holomorphic modular forms of weights $c_1, c_2$ for some integers $c_i \geq 1$.

(iii) The central characters of all three representations are trivial on $\mathbf{R}_{>0}$, and satisfy $\chi_{\Pi_\infty} \chi_{\Sigma_{1,\infty}} \chi_{\Sigma_{2,\infty}} = 1$ (implying $c_1 + c_2 = k_1 + k_2 \equiv 2 \bmod 2$).

As above we let $\Sigma_\infty = \Sigma_{1,\infty} \times \Sigma_{2,\infty}$. As an $H(\mathbf{R})$-representation, this is the direct sum of two irreducible representations $\Sigma^H_\infty \oplus \Sigma^M_\infty$, forming an $L$-packet for $H(\mathbf{R})$; here $\Sigma^H_\infty$ is generated by modular forms which are either holomorphic in both variables or anti-holomorphic in both, and $\Sigma^M_\infty$ is generated by the forms of “mixed” type (holomorphic in one variable and anti-holomorphic in the other).

The predictions of the Gross–Prasad conjecture in this setting depend on which of the shaded regions in Figure 2 contains the point $(c_1, c_2)$. In the figure, the signs “+” or “−” indicate the local $\varepsilon$-factor in each region.

- For the regions $(a), (a')$, $(c), (d), (d'), (f)$, the sign is $+1$, and there is a non-trivial period for some representations $\Pi^W_\infty$ and $\Sigma^H_\infty$ in the $L$-packets of $\Pi_\infty$ and $\Sigma_\infty$. These are given as follows:

| Region | $\Pi^W_\infty$ | $\Sigma^H_\infty$ | Region | $\Pi^W_\infty$ | $\Sigma^M_\infty$ |
|--------|----------------|-------------------|--------|----------------|-----------------|
| $(a), (a')$ | $\Pi^W_\infty$ | $\Sigma^H_\infty$ | $(d), (d')$ | $\Pi^W_\infty$ | $\Sigma^M_\infty$ |
| $(c)$ | $\Pi^H_\infty$ | $\Sigma^H_\infty$ | $(f)$ | $\Pi^W_\infty$ | $\Sigma^H_\infty$ |

(The above table is closely related to the branching computations of [HS92].)

- For the regions $(b), (b')$, $(e)$, the local sign is $-1$, so the GGP periods are zero for all representations in the $L$-packet of $\Pi_\infty \times \Sigma_\infty$.

**Remark 2.3.1.**

(i) Note that regions $(b), (b'), (d), (d')$ and $(e)$ are empty in the case $k_2 = 2$ (when $\Pi_\infty$ is a non-regular limit of discrete series).

(ii) The full conjecture predicts that in the sign $-1$ case we should obtain non-trivial periods after replacing $\Pi_\infty \times \Sigma_\infty$ with its Langlands transfer to a specific inner form of $(G \times H)/\mathbf{R}$. This inner form is $G_{\text{Spin}}(4, 1) \times G_{\text{Spin}}(4, 0)$ for regions $(b), (b')$, and $G_{\text{Spin}}(5, 0) \times G_{\text{Spin}}(4, 0)$ for region $(e)$. (Note that $G_{\text{Spin}}(4, 0) \cong D^x \times_{G_{\text{GL}}} D^x$, where $D$ is the non-split quaternion algebra over $\mathbf{R}$,}
2.4. **Local data at finite places.** If \( \ell \) is a finite prime, and \( \Pi_{\ell} \) is generic, then the new-vector theory of [RS07] and [Oka19] defines a canonical 1-dimensional subspace \( \Pi_{\ell}^{\text{new}} \subset \Pi_{\ell} \). Similarly, the more familiar new-vector theory for \( \text{GL}_2 \) gives canonical lines in \( \Sigma_{1,\ell} \) and \( \Sigma_{2,\ell} \), so we obtain a canonical line \( (\Pi_\ell \otimes \Sigma_\ell)^{\text{new}} \) in the tensor product \( \Pi_\ell \otimes \Sigma_\ell \).

Unfortunately, if \( c_\ell \) is a basis of \( \text{Hom}_{\mathcal{H}}(\Pi_\ell \otimes \Sigma_\ell, \mathbb{C}) \), it is not always true that \( c_\ell \) restricts to a non-zero linear functional on this 1-dimensional subspace \( (\Pi_\ell \otimes \Sigma_\ell)^{\text{new}} \); and constructing explicit vectors in \( \Pi_\ell \otimes \Sigma_\ell \) on which \( c_\ell \) is non-vanishing ("test vectors") is a difficult problem in general. However, it is clear that we can always find an element \( \gamma_\ell = (\gamma_{0,\ell}, \gamma_{1,\ell}, \gamma_{2,\ell}) \in H_\ell \backslash (G_\ell \times \tilde{H}_\ell) \) such that \( c_\ell \) is non-vanishing on the subspace \( \gamma_\ell \cdot (\Pi_\ell \otimes \Sigma_\ell)^{\text{new}} \), since the \( \mathbb{C} \)-span of these vectors as \( \gamma_\ell \) varies is the whole of \( \Pi_\ell \otimes \Sigma_\ell \).

**Remark 2.4.1.** We can, of course, take \( \gamma_\ell = 1 \) for all but finitely many primes \( \ell \), since the spherical vector is a test vector if \( \Pi_\ell \) and \( \Sigma_\ell \) are unramified.

In our constructions, we shall interpolate Gross–Prasad periods in which the local vectors away from \( p \) lie in \( \gamma_\ell \cdot (\Pi_\ell \otimes \Sigma_\ell)^{\text{new}} \), with \( \Pi \) and \( \Sigma \) varying in \( p \)-adic families, and \( \gamma_\ell \) is some arbitrary but fixed element of \( G_\ell \times \tilde{H}_\ell \) for each \( \ell \). (The choice of local data at \( p \) and at \( \infty \) will require much closer attention, of course.)

## 3. Tensor products of Hida families

Here we shall briefly recall the theory of \( p \)-adic families of ordinary eigenforms for \( \text{GL}_2 \) (Hida families), and explain how to form \( p \)-adic families of self-dual representations of \( \text{GSp}_4 \times \text{GL}_2 \times \text{GL}_2 \) from these. These self-dual families will be the setting for our main conjectures and results in the later sections.

### 3.1. Automorphic representations of \( \text{GL}_2 \)

We briefly recall the dictionary between "classical" and "adelic" descriptions of modular forms (since there are multiple conventions in use, and we want to specify our conventions unambiguously).

Let \( \mathcal{H} \) be the upper half-plane. We define the **weight \( k \) action** of \( \text{GL}_2^+(\mathbb{Q}) \) on functions \( f : \mathcal{H} \to \mathbb{C} \) by \( (f \mid_k \begin{pmatrix} a & b \\ c & d \end{pmatrix})(\tau) = (ad-bc)(cr+d)^{-k} f\left(\frac{a\tau+b}{c\tau+d}\right) \). By an **adelic modular form** of weight \( k \) and level \( U \), where \( U \) is an open compact in \( \text{GL}_2(\mathcal{A}_f) \), we mean a function \( f : \text{GL}_2(\mathcal{A}_f) \times \mathcal{H} \to \mathbb{C} \) which satisfies \( f(\gamma gu, -) = f(g, -) \mid_k \gamma^{-1} \) for all \( \gamma \in \text{GL}_2^+(\mathbb{Q}) \) and \( u \in U \), and such that \( f(g, -) \) is bounded at \( \infty \) for all \( g \).

Let \( g = \sum_{n \geq 1} a_n(g)q^n \) be a normalised, cuspidal, new modular eigenform of weight \( k \), level \( N \) and character \( \chi \); this is meant in the classical sense, so \( g \) is a holomorphic function on the upper half-plane.
\[ H \], invariant under the \( k \)-action of \( \Gamma_1(N) \), and transforming under the local operator (\( d \)) by \( \chi(d) \), where \( \langle d \rangle \) denotes any element of \( \text{SL}_2(\mathbb{Z}) \) congruent to \((\ast \ast ) \mod N \).

We can identify \( g \) uniquely with an adelic modular form of level \( K_1(N) := \{ (\ast \ast ) \mod N \} \) whose restriction to \( \{ 1 \} \times H \) is the original \( g \); with some trepidation we denote this adelic form also by \( g \). Let \( \Sigma_I(g) \) denote the space of adelic modular forms spanned by the \( \text{GL}_2(\mathbb{A}_k) \)-translates of \( g \). Then:

- There exists a (non-unitary) cuspidal automorphic representation \( \Sigma'_I(g) \), whose lowest \( K_\infty \)-type subspace is \( \Sigma_I(g) \).
- The central character of \( \Sigma'_I(g) \) is the character \( | \cdot |^{(k-2)/2} \) of \( \mathbb{A}_k^\times / \mathbb{Q}_k^\times \), where \( | \cdot | \) is the adèlic norm.
- For \( \ell \nmid N \), the Hecke operator \( T_\ell \), given by the double coset \( \text{GL}_2(\mathbb{Z}_\ell) / (\mathbb{Z}_\ell \ast 1) \text{GL}_2(\mathbb{Z}_\ell) \), acts on the \( \text{GL}_2(\mathbb{Z}_\ell) \)-invariants of \( \Sigma'_I(g) \) as \( a_\ell(g) \).

We let \( \Sigma(g) = \Sigma'_I(g) \otimes | \cdot |^{(k-2)/2} \), which is unitary; note, however, that \( \Sigma'_I(g) \) is always definable over the field \( \mathbb{Q}(\{ a_\ell(g) : \ell \nmid N \}) \), which is a finite extension of \( \mathbb{Q} \), while \( \Sigma_I(g) \) is not definable over a number field if \( k \) is odd.

### 3.2. Hida families

We fix (for the remainder of this paper) a prime \( p > 2 \), and an isomorphism \( \mathbb{Q}_p \cong \mathbb{C} \). We let \( \mathcal{O} \) be the ring of integers of some finite extension \( L / \mathbb{Q}_p \). Let \( \Lambda \) be the Iwasawa algebra \( \mathcal{O}[ [ \mathbb{Z}_p^\times ] ] \). We shall consider a \( \Lambda \)-algebra \( I \) which is a normal integral domain, and is finite and projective as a \( \Lambda \)-module. Thus \( I \) is a complete local ring. Extending \( L \) if necessary, we may suppose \( L \) is the maximal algebraic extension of \( \mathbb{Q}_p \), contained in \( \text{Fr}_I \).

An arithmetic point is a homomorphism of \( \mathcal{O} \)-algebras \( \phi : I \to \hat{L} \) whose restriction to group-like elements \( Z_p^\times \subset \Lambda^\times \) is given by \( x \mapsto x^{\phi(x)} \), for some \( k_0 \geq 1 \) and finite-order character \( \chi_\phi \); we denote this simply by \( k_0 + \chi_\phi \).

**Definition 3.2.1.** Let \( N \geq 1 \) be coprime to \( p \). A cuspidal Hida family of tame level \( N \), with coefficients in \( I \), is a formal power series \( G = \sum a_q q^q \in I[ [q] ] \), with \( a_1 = 1 \) and \( a_q \in I^k \), such that for all arithmetic points \( \phi \) such that \( k_0 \geq 2 \), the specialisation \( \phi(G) \) is the \( q \)-expansion of a normalised Hecke eigenform \( g_\phi \in S_{k_0}(\Gamma_1(Np^a)) \) for some \( c \geq 1 \), which is new at \( N \), and on which the diamond operators at \( p \) act via \( \chi_\phi \).

**Remark 3.2.2.** The term Hida family is used here in a slightly different sense than in [KLZ17] for example; the objects we call “families” here were called “branches” in op.cit., so they correspond to minimal prime ideals (not to maximal ideals) of the ordinary Hecke algebra.

Note that we do permit, but do not require, the specialisations at weight 1 arithmetic points to be classical modular forms. We let \( X^c(\mathcal{G}) \) denote the set of arithmetic points \( \phi \) such that \( g_\phi \) is classical (hence including all \( \phi \) with \( k_0 \geq 2 \), and possibly also some \( \phi \) with \( k_0 = 1 \)). We say \( \phi \in X^c(\mathcal{G}) \) is crystalline if \( g_\phi \) is the ordinary \( p \)-stabilisation of a newform of level \( N \), and we let \( X^c(\mathcal{G}) \) be the set of crystalline points. Note that a crystalline point must have \( \chi_\phi \) trivial, and this is also a sufficient condition if \( k_0 \neq 2 \). (When \( k_0 = 2 \) this fails, since some specialisations with \( k_0 = 2 \) and \( \chi_\phi \) trivial may have local components at \( p \) which are unramified twists of the Steinberg representation.)

Any Hida family \( \mathcal{G} \) has a well-defined tame character \( \chi_\mathcal{G} \), which is a Dirichlet character of conductor dividing \( N \). It also has a well-defined “weight-character” at \( p \), which is a residue class \( \bar{c} \) modulo \( p - 1 \), corresponding to the component of \( \text{Spec} \Lambda \) over which \( I \) lies. Note that \( (-1)^c = \chi_\mathcal{G}(\bar{c}) \).

**Theorem 3.2.3** (Hida, Wiles). *Any classical \( p \)-ordinary eigenform is the specialisation of some Hida family. If the eigenform has weight \( \geq 2 \) then this family is unique.*

**Notation 3.2.4.** For \( \mathcal{G} \) a Hida family over \( I \) and \( \phi \in X^c(\mathcal{G}) \), we write \( \Sigma(\mathcal{G}, \phi) = \bigotimes_c \Sigma_c(\mathcal{G}, \phi) \) for the unitary automorphic representation of \( \text{GL}_2(\mathbb{A}) \) corresponding to \( g_\phi \), and \( \Sigma'(\mathcal{G}, \phi) \) for its arithmetic twist.

### 3.3. Self-dual twists

Let \( \mathcal{G}_1, \mathcal{G}_2 \) be two Hida families (of possibly different tame levels \( N_1, N_2 \) and coefficient rings \( I_1, I_2 \)). Let \( I = I_1 \otimes_{\mathbb{Q}} I_2 \).

Since the central characters at \( p \) vary over specialisations of \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \), we will need to make one extra choice\(^\dagger\).

If the tame characters satisfy \( \chi_{\mathcal{G}_1}(\bar{c})\chi_{\mathcal{G}_2}(\bar{c}) = 1 \), then we let \( \bar{c} \) be one of the two residue classes modulo \( p - 1 \) with \( \bar{c}_1 + \bar{c}_2 = 2\bar{c} \). This choice determines a character \( c : \mathbb{Z}_p^\times \to I^\times \) with \( c_1 + c_2 = 2c \), where \( c \) are the universal characters. Similarly, if \( \chi_{\mathcal{G}_1}(\bar{c})\chi_{\mathcal{G}_2}(\bar{c}) = -1 \), we choose \( c \) such that \( c_1 + c_2 = 2c + 1 \).

\(^\dagger\)This construction is somewhat modelled on the “square root” constructions appearing in the theory of big Heegner points [How07].
In either case, we define a classical point of \( I \) to be a ring homomorphism \( \phi = \phi_1 \otimes \phi_2 : I \to \mathcal{O}_p \) such that the \( \phi_i \) are classical points and, in addition, \( \phi \circ \epsilon \) is a locally-algebraic character. If \( \phi \) has weight-character \( c_1 + \chi_1 \), then this amounts to assuming that \( c_1 + c_2 \) has the same parity as \( c_1 + c_2 \) and \( \chi_1(-1)\chi_2(-1) = 1 \). We then have \( \phi \circ \epsilon = \left[ \frac{\chi_1 + \chi_2}{2} \right] + \tau_\phi \) for some finite-order character \( \tau_\phi \) which is a square root of \( \chi_1\chi_2 \). We say that \( \phi \) is crystalline if \( \chi_1 \), \( \chi_2 \) and \( \tau_\phi \) are all trivial; note that this forces \( c_1 + c_2 \) to lie in a specific congruence class modulo \( 2p - 2 \).

**Notation 3.3.1.** We write \( \mathcal{G} \) for the data of a triple \((\mathcal{G}_1, \mathcal{G}_2, \epsilon)\) as above, and \( \mathcal{X}^c(\mathcal{G}), \mathcal{X}^{\text{cris}}(\mathcal{G}) \) the sets of its classical and crystalline points. For \( \phi \in \mathcal{X}^c(\mathcal{G}) \) we write

\[
\Sigma_1(\mathcal{G}, \phi) := \Sigma(\mathcal{G}_1, \phi_1), \quad \Sigma_2(\mathcal{G}, \phi) := \Sigma(\mathcal{G}_2, \phi_2) \otimes \tilde{\tau}_\phi^{-1}, \quad \Sigma(\mathcal{G}, \phi) := \Sigma_1(\mathcal{G}, \phi) \boxtimes \Sigma_2(\mathcal{G}, \phi).
\]

We write simply \( \Sigma(\phi) \) if \( \mathcal{G} \) is clear from context.

Here \( \tilde{\tau}_\phi \) is the adelic character associated to the Dirichlet character \( \tau_\phi \), as before. Note that the central character of \( \Sigma(\phi) \) is \( \hat{\chi}_\mathcal{G} = \hat{\chi}_{\mathcal{G}_1} \hat{\chi}_{\mathcal{G}_2} \); in particular, it is independent of \( \phi \), and is unramified at \( p \) (this is the purpose of the twist \( \tilde{\tau}_\phi^{-1} \)).

**Notation 3.3.2.** We say \( \phi \in \mathcal{X}^{\text{cris}} \) is fully ramified if the finite-order characters \( \tau_\phi \) and \( \chi_1/\tau_\phi \) of \( \mathcal{Z}^\mathcal{G}_p \) are both non-trivial, so the local Rankin–Selberg L-factor \( L(\Sigma_p(\phi), s) \) is identically 1; and we let \( \mathcal{X}^{\text{ram}} \) be the set of fully ramified points.

### 3.4. Constancy of root numbers

We consider a pair \((\Pi, \mathcal{G})\) as follows:

**Situation 3.4.1.** Let \( \Pi \) be a cuspidal automorphic representation of \( \text{GSp}_4 \), with \( \Pi_{\infty} \) of weight \((k_1, k_2)\) for some \( k_1 \geq k_2 \geq 2 \), as in \( \mathbb{Z}^2 \) and let \( \mathcal{G} = (\mathcal{G}_1, \mathcal{G}_2, \epsilon) \) be a triple as in Notation 3.3.1 with \( \chi_{\Pi} \circ \chi_{\mathcal{G}_1} \circ \chi_{\mathcal{G}_2} = 1 \). We suppose, in addition, that \( \Pi \) is not a CAP representation, and that \( \Pi_p \) is unramified.

This will be the setting for all the theorems and conjectures in the remainder of this paper. Since \( \Pi \) is not CAP, it is either of type A (general type) or B (Yoshida type) in Arthur’s classification \cite{Art}, in particular, \( \Pi_v \) is tempered for every \( v \).

**Lemma 3.4.2.** Let \( \ell \) be a finite prime. Then the local root number \( \varepsilon_{\ell}(\Pi \times \Sigma(\mathcal{G}, \phi)) \) for \( \phi \in \mathcal{X}^c(\mathcal{G}) \) is independent of the specialisation \( \phi \), and we write it as \( \varepsilon_{\ell}(\Pi \times \mathcal{G}) \). If \( \Pi \) does not divide \( \gcd(N_1, N_2) \), or if \( \Pi \) is unramified (including \( \ell \equiv p \)), then we have \( \varepsilon_{\ell}(\Pi \times \mathcal{G}) = 1 \).

**Proof.** The case of \( \ell = p \) is easily disposed of: in this case the local root numbers are automatically +1, since we are assuming \( \Pi_p \) to be unramified. So we may suppose \( \ell \neq p \). Recall that generic irreducible smooth representations of \( \text{GL}_2(\mathcal{O}_p) \) can be divided into three “species” (terminology from \cite{LWT}): either principal series, special (twist of Steinberg), or supercuspidal. It follows from results of Hida and Dimitrov \cite{Dim} §6.2 that for \( \ell \neq p \), the species of \( \Sigma_{\ell}(\phi) \) is independent of the arithmetic specialisation \( \phi \).

If either of the families \( \mathcal{G}_i \) is principal-series at \( \ell \), or if \( \Pi_v \) is unramified, then all of the root numbers are clearly +1. So we may assume that \( \ell \mid (N_1, N_2) \) and both of the \( \mathcal{G}_i \) are supercuspidal or special at \( \ell \). It follows from the results quoted above that the local representations are given by families of twists of a fixed representation: we find representations \( \pi_{\ell, \epsilon} \) with coefficients in \( \mathcal{Q}_p \), and elements \( \alpha_{\ell, \epsilon} \in I_\ell^\epsilon \), such that \( \Sigma_{\ell, \epsilon}(\phi_i) = \pi_{\ell, \epsilon} \otimes \phi(\alpha_{\ell, \epsilon}) \) for all arithmetic specialisations \( \phi_i \). Hence the representation \( \Sigma_{\ell}(\phi) \) is actually independent of \( \phi \), since the twist \( \tau_\phi \) cancels out the twists \( \alpha_{\ell, \epsilon} \).

So the root number is certainly constant over the family. \( \square \)

**Definition 3.4.3.** We say the pair \((\Pi, \mathcal{G})\) is

- split if \( \varepsilon_{\ell}(\Pi \times \mathcal{G}) = 1 \) for all finite primes \( \ell \neq p \);
- indefinite if \#\{\( \ell : \varepsilon_{\ell}(\Pi \times \mathcal{G}) = -1 \}\} is even (including the split case);
- definite if \#\{\( \ell : \varepsilon_{\ell}(\Pi \times \mathcal{G}) = -1 \}\} is odd.

### 4. Conjectures I: \( p \)-adic L-functions for \( +1 \) regions

#### 4.1. A general conjecture for sign \( +1 \) regions

Let \((\Pi, \mathcal{G})\) be as in Situation 3.4.1. We suppose in addition that \((\Pi, \mathcal{G})\) is split, and that \( \Pi_{\infty} \) is ordinary, i.e. its Hecke parameters \((\alpha, \beta, \gamma, \delta)\) at \( p \) have valuations \((0, k_2 - 2, k_1 - 1, k_1 + k_2 - 3)\) respectively.

**Notation 4.1.1.** We decompose the set \( \mathcal{X}^{\text{cris}}(\mathcal{G}) \) of classical specialisations of \( \mathcal{G} \) as

\[
\mathcal{X}^{\text{cris}}(\mathcal{G}) = \mathcal{X}_a \sqcup \mathcal{X}_{a'} \sqcup \cdots \sqcup \mathcal{X}_f,
\]

according to the regions in Figure 3. For \( \bullet \in \{a, \ldots, f\} \), let \( \varepsilon_\infty(\bullet) \) denote the corresponding Archimedean root number (i.e. \( -1 \) if \( \bullet \in \{a, b, b', e\} \) and \( +1 \) for the other six regions).
Conjecture 4.1.2. Suppose ♠ is a region such that \( \varepsilon_{\infty}(♠) = +1 \), so that all specialisations \( \Pi \times \Sigma(\phi) \) with \( \phi \in X_♠ \) have global root number +1. Then there should exist an element

\[
L_p(\Pi \times \mathcal{G}_♠) \in \text{Frac}(I)
\]

whose values at \( \phi \in X_♠ \) satisfy

\[
L_p(\Pi \times \mathcal{G}_♠)(\phi) = \mathcal{E}_p(\Pi_p \times \Sigma_p(\phi)) \cdot \frac{\mathcal{P}(\phi \times \sigma(\phi))}{\Omega_\infty(\Pi \times \Sigma(\phi))}
\]

where \( \mathcal{E}_p(\Pi_p \times \Sigma_p(\phi)) \) is an Euler factor at \( p \), and \( \Omega_\infty(\ldots) \) an Archimedean period, and \( \varphi \) and \( \sigma(\phi) \) are appropriate vectors in \( \Pi \times \Sigma(\phi) \), whose components at places \( v \notin \{p, \infty\} \) are the translates of the new vectors by a fixed element \( \gamma_0 \in H_\infty \langle G_{\delta} \times \tilde{H}_{\infty} \rangle \).

Remark 4.1.3.

(1) Of course, if the global Gross–Prasad conjecture \([2.2.1]\) holds, the right-hand side of the conjecture can be more simply expressed as a multiple of the square root of \( \Lambda(\Pi \times \Sigma(\phi), \frac{1}{2}) \); but the \( p \)-adic conjecture as formulated above is logically independent of Conjecture \([2.2.1]\).

(2) It is important to note here that \( L_p(\Pi \times \mathcal{G}_♠) \) will depend crucially on the choice of \( ♠ \). So, having chosen \( \Pi \times \mathcal{G}_♠ \), the conjecture predicts the existence of six different \( p \)-adic \( L \)-functions (one for each of the six regions \( \{a, a', c, d, d', f\} \) of sign +1). These objects all have different interpolating properties (and will involve different periods and Euler factors).

(3) The dependence on \( \gamma_\ell \) is an irritant. It seems natural to expect that for each prime \( \ell \neq p \), there should be a rank 1 projective \( \mathbb{I}[1/p] \)-module interpolating (in some appropriate sense) the spaces \( \text{Hom}_{H_\ell}(\Pi_\ell \times \Sigma_\ell(\phi), \mathcal{G}_p) \) for varying \( \phi \in X^d \). In this case, the dependence of the \( p \)-adic \( L \)-function on the choice of \( \gamma_\ell \) could be made explicit: it would be given by evaluating a basis of this \( \text{Hom} \)-space at the \( \gamma_\ell \)-translates of the new vectors.

If the local factors of \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \) are both non-principal-series at \( \ell \), then \( \Sigma_\ell(\phi) \) is actually independent of \( \phi \), and the existence of such an interpolating module is obvious. However, the case where one of the \( \mathcal{G}_\ell \) is principal-series at \( \ell \) is more difficult, and developing a theory of \( \ell \)-adic branching laws” applicable to this case is beyond the scope of the present paper.

(4) For \( \ell = p \), if \( \phi \in \mathbb{X}_{\text{crt}} \), we simply choose \( \varphi_p \) and \( \sigma_p(\phi) \) to be spherical vectors. Other local vectors at \( p \) will play a role in the construction, but these do not appear in the final formula – the relation between these alternate vectors at \( p \) and the spherical vectors will be measured by the Euler factor \( \mathcal{E}_p \).

The question of which vectors to choose at \( \infty \), and at \( p \) when \( \phi \) is not crystalline, is rather more delicate; we do not know what the “correct” choices should be for all choices of \( ♠ \). The case \( ♠ = (f) \) is explored in more detail in Section 4.1 below.

4.2. Transfer to inner forms. We briefly sketch how the conjecture above should be modified if the local signs at some finite places are −1. As before, we assume that \( (\Pi, \mathcal{G}) \) be as in Situation 3.4.1 with \( \Pi \) ordinary at \( p \).

If \( (\Pi, \mathcal{G}) \) is indefinite (in the sense of Definition 3.4.3), the full form of Conjecture 2.2.1 (see Remark 2.1.2) singles out inner forms \( G^k, H^k \) of \( G \) and \( H \), with \( H^1 \subset G^1 \), which are both split at \( \infty \); and we can expect to obtain \( p \)-adic \( L \)-functions for each of the six +1 regions \( \{a, a', c, d, d', f\} \), as in the split case, interpolating the Gross–Prasad periods for the transfers of \( \Pi \) and \( \Sigma_\ell(\phi) \) to \( G^2 \times H^2 \) for \( \phi \) in those regions.

In the definite case, it is instead the regions \( ♠ \in \{b, b', e\} \) in which the specialisations of \( \Pi \times \mathcal{G} \) have global root number +1; and we can expect the existence of three \( p \)-adic \( L \)-functions attached to \( \Pi \times \mathcal{G}_♠ \), one for each of these regions. In this case, to obtain non-trivial Gross–Prasad periods we will have to use inner forms \( G^k, H^k \) which are non-split at \( \infty \), with Archimedean part \( \text{GSpin}(5, 0) \times \text{GSpin}(4, 0) \) in region \( (e) \), and \( \text{GSpin}(4, 1) \times \text{GSpin}(4, 0) \) in regions \( \{b, b'\} \).

4.3. The Euler factor. The expected form of the Euler factor \( \mathcal{E}_p(\Pi_p \times \Sigma_p(\phi)) \) can be given in terms of Galois representations. We let \( V(\phi) \) denote the unique (up to isomorphism) semisimple Gal(\( \mathbb{Q} / \mathbb{Q} \))-representation such that

\[
\det(1 - \ell^{-s} \text{Frob}_\ell^{-1} | V(\phi)) = L(\Pi_\ell \times \Sigma_1, \ell \times \Sigma_2, \ell, s + \frac{1}{2})
\]

for all but finitely many \( \ell \), where \( \text{Frob}_\ell \) is an arithmetic Frobenius. Note that \( V(\phi) \cong V(\phi)^*(1) \). As we shall recall in more detail in Section 7 below, the ordinarity of \( \Pi \) and the \( \Sigma_\ell \) implies that there is a
unique subrepresentation $V^+(\phi)$ stable under $G_{Q_p}$ such that $V^+(\phi)$ has all Hodge–Tate weights $\geq 1$, and the quotient $V^-(\phi) = V(\phi)/V^+(\phi)$ has all weights $\leq 0$. We then set

\[ \mathcal{E}_p(\Pi \times \Sigma(\phi)) := \det\left(1 - p^{-1} \varphi^{-1} : \text{D}_{\text{cris}}(Q_p, V^+(\phi))\right) \]

\[ = \det\left(1 - \varphi : \text{D}_{\text{cris}}(Q_p, V^-())\right). \]

Note that if $\phi$ is fully ramified, then $\text{D}_{\text{cris}}(Q_p, V(\phi)) = \{0\}$, and hence $\mathcal{E}_p(\Pi_p \times \Sigma_p(\phi)) = 1$. On the other hand, if $\phi$ is crystalline, then $\text{D}_{\text{cris}}(Q_p, V(\phi))$ is 16-dimensional, with $\varphi$-eigenvalues $\{\alpha_1, \beta_1, \ldots, \delta_1, \beta_2\}$, where $(\alpha, \beta, \gamma, \delta)$ are the Hecke parameters of $\Pi_p$, $(a_n, b_n)$ are the Hecke parameters of $\Sigma_n, \Omega$, and $w = \frac{k_1 + k_2 + c_1 + c_2 - 6}{2}$. Moreover, the eigenvalues which appear in the subrepresentation $V^+$ are precisely those whose valuation is $\leq -1$. So we have

\[ \mathcal{E}_p(\Pi \times \Sigma_p(\phi)) = \prod \left\{1 - \frac{p^w}{\xi} : \xi \in \{\alpha_1, \beta_1, \ldots, \delta_1, \beta_2\}, v_p(\xi) \leq w \right\}. \]

Since all the possible $\xi$ have complex absolute value $p^{w+\frac{1}{2}}$, we have in particular $\mathcal{E}_p(\Pi_p \times \Sigma_p(\phi)) \neq 0$ for all crystalline $\phi$.

We can determine exactly which $\xi$’s appear from the regions in Figure 2, so we can order the parameters such that $v_p(a_i) = 0$, $v_p(b_i) = c_i - 1$, and similarly $(\alpha, \beta, \gamma, \delta)$ have valuations $(0, k_2 - 2, k_1 - 1, k_1 + k_2 - 3)$. Hence the contributing $\xi$’s are those given in the following table. (We have omitted regions (a’), (b’), (d’) since these can be filled in by symmetry; and since the $\xi$’s come in pairs with product $p^{w+1}$, and exactly one from each pair contributes, we can omit the remaining columns. See below for the significance of the last column.)

**Table 1.** Frobenius eigenvalues contributing to $\mathcal{E}_p$ for crystalline $\phi$

| $\mathcal{E}$ | $\alpha a_1 b_2$ | $\alpha a_2$ | $\alpha b_1 a_2$ | $\alpha b_2$ | $\beta a_1 a_2$ | $\beta a_1 b_2$ | $\beta a_2 b_1$ | $\beta b_1 a_2$ | $\beta b_2 a_1$ | $\ldots$ | $P^\bullet$ |
|---|---|---|---|---|---|---|---|---|---|---|---|
| (a) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| (b) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| (c) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| (d) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| (e) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |
| (f) | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ | ✓ |

**Remark 4.3.1.** We have placed ourselves in a setting where the $\Sigma_i$ are both nearly ordinary at $p$ (i.e. ordinary up to twisting), and $\Pi_p$ is ordinary for the Borel subgroup. However, this can be weakened; for instance, for the construction of a $p$-adic $L$-function in region $(f)$ in in $\S 5$ below, we do not need to assume that $\Pi_p$ be Borel ordinary, only that it be Klingen-ordinary.

The weakest ordinarity condition that is needed to make sense of the conjectures is that the subrepresentation $V^+(\phi)$ should exist for all $\phi \in X^\bullet$. This corresponds to being required near-ordinarity of $\Pi_p \times \Sigma_p$ for the parabolic subgroup $P^\bullet$ of $\text{GSp}_4 \times \text{GL}_2 \times \text{GL}_2$ indicated in the right-most column of the above table. Here $B$ denotes the Borel of either $\text{GSp}_4$ or $\text{GL}_2$, and $\emptyset$ denotes the whole group (for which all automorphic representations are vacuously nearly-ordinary).

This suggests that the $p$-adic $L$-functions $L_p(\Pi \times \Sigma, \bullet)$ should extend to larger parameter spaces ("big eigenvarieties"), classifying automorphic representations having nearly-ordinary refinements for $P^\bullet$. See Loe2019 for further speculation along these lines.

4.4. **Accessible cases.** For certain choices of $\bullet$, the above conjecture is accessible.

**Split cases.** Let us first assume that the local signs at the finite places are +1.

- We shall describe in $\S 5$ below how to construct $L_p(\Pi \times \Sigma, \bullet)$ for $\bullet = (f)$, using the higher Hida theory methods of LPSZ19.
- Regions $\bullet = (d)$ and $(d')$ may be accessible using a variant of the methods of LPSZ19; we hope to investigate this case in forthcoming work.
- The case $\bullet = (c)$ will be treated in forthcoming work of Bertolini–Seveso–Venerucci.

**Non-split indefinite cases.** It may be possible to extend the above results to the setting when the local sign is +1 at a (nonzero) even number of finite primes. To carry out such a construction for $\bullet = (f)$ (and presumably also (d), (d')) would require generalising the higher Hida theory used in LPSZ19 to certain Hodge-type, but not PEL-type, Shimura varieties for inner forms of $\text{GSp}_4$ which are split locally at $\infty$ (and at $p$) but not globally split.
Definite cases. In a somewhat different direction, if there is an odd number of finite places where the local sign is $-1$, and we take $\Delta = (e)$, then the inner forms $G^2$ and $H^2$ are compact at $\infty$; so the relevant automorphic forms are functions on finite sets. In this case, it should be possible to construct a $p$-adic $L$-function by interpolating branching laws for algebraic representations, generalising the treatment of the totally definite $GL_2 \times GL_2 \times GL_2$ case developed in [KS20].

The remaining regions of global sign $+1$, i.e. regions $\{a, a'\}$ in the indefinite case and $\{b, b'\}$ in the definite case, are much more mysterious. In these cases, we do not know how to interpret the periods $\mathcal{P}(\varphi \otimes \sigma)$ in terms of any natural cohomology theory, which seems to be a pre-requisite for any kind of $p$-adic interpolation.

5. Constructions I: the $p$-adic $L$-function in region $(f)$

5.1. Setting. Let $(\Pi, \hat{G})$ be as in Situation 3.4.1 and suppose the following additional conditions hold:

• $\Pi$ is Klingen-ordinary at $p$.
• $\Pi$ is globally generic.
• $(\Pi, \hat{G})$ is split in the sense of Definition 3.4.3.
• $k_2 \geq 4$ (a technical condition inherited from [LPSZ19]).

In this setting, for $\phi \in X^f$, we shall express the Gross–Prasad periods $\mathcal{P}(\varphi \times \sigma_{\phi})$ for suitable test vectors $\Phi, \sigma_{\phi}$ as cup-products in coherent cohomology, with $\varphi$ corresponding to a class in $H^2$ and $\sigma_{\phi}$ to a class in $H^0$. We shall then interpolate these cup products $p$-adically as $\phi$ varies, using the techniques of higher Hida theory developed in [Pi120, LPSZ19] to study variation of coherent cohomology in families.

5.2. Hida families as $I$-adic modular forms. We would like to interpret $\mathcal{G}_s$ as $I$-adic modular forms, in the sense of Katz (as elements of the structure sheaf of the Igusa tower over $X_1(N) \times I$). However, at this point an annoying technical complication arises. With our conventions for modular curves (inherited from [LSZ17] and ultimately from [Kat04]), a modular form of level $N$ which is defined over a ring $R$ does not necessarily have $q$-expansion coefficients in $R$, only in $R[\mu_N]$. Also, the comparison between classical and $p$-adic modular forms is only $GL_2(A_f^p)$-equivariant up to a twist when the character at $p$ is nontrivial; see [LPSZ19] §4.1–4.4. Correcting appropriately for this, we obtain the following result:

Proposition 5.2.1. Let $\mathcal{G}$ be a Hida family over $I$ of tame level $N$. Then there exists an $I[\mu_N]$-adic cusp form, which we denote also by $\mathcal{G}$, whose level away from $p$ is $K_1(N)$ and whose $q$-expansion is the power series $\mathcal{G} \in I[[q]]$. The specialisation of this form at any $\phi \in X^f(\hat{G})$ with $\chi_{\phi} = 1$ is the unique normalised eigenvector $g_{\phi}^{\text{ord}} \in \Sigma(\mathcal{G}, \phi)$ which is stable under $K_1(N) \cap \{(*, *) \text{ mod } p\}$ and lies in the ordinary eigenspace for $U_p$.

If $\phi \in X^f$ has weight-character $k_\phi + \chi_{\phi}$ with $\chi_{\phi}$ nontrivial, then the specialisation of $\mathcal{G}$ at $\phi$ is the adelic modular form $g_{\phi}^{\text{new}} \otimes \tilde{\chi}_\phi^{-1}$, which transforms under $(\hat{t}, *) \in GL_2(Z_p)$ via $(\tilde{\chi}_p)(x^{-1}) = \chi_{\phi}(x)$.

Confusingly, $g_{\phi}^{\text{new}} \otimes \tilde{\chi}_\phi^{-1}$ has the same $q$-expansion at $\infty$ as $g_{\phi}^{\text{new}}$, but the two are not identical as adelic modular forms; $g_{\phi}^{\text{new}}$ is an element of $\Sigma_{\ell}(g_\phi)$ invariant under $((*, *)) \subset GL_2(Z_p)$, while $g_{\phi}^{\text{new}} \otimes \tilde{\chi}_\phi^{-1}$ is an element of $\Sigma_{\ell}^p(g_{\phi} \otimes \chi_{\phi}^{-1})$ invariant under $(1, *)$. (However, this twist will not trouble us unduly, since we shall only consider cases where the twists on $\mathcal{G}_1$ and $\mathcal{G}_2$ are opposite.)

5.3. Local data at $p$. We briefly recall some of the local zeta-integral computations carried out in [LPSZ19] §8 and [LZ20a] §20.

5.3.1. Local vectors for $\Pi$. Let $\{\alpha, \beta, \gamma, \delta\}$ be the Hecke parameters of $\Pi_p$, normalised such that all four are algebraic integers of complex absolute value $p^{(k_1 + k_2 - 3)/2}$, and ordered such that $\alpha \delta = \beta \gamma = p^{(k_1 + k_2 - 3)} \chi_{\Pi}(p) < 0$ and $\leq v_p(\alpha) \leq \ldots \leq v_p(\delta)$.

The Klingen-ordinarity of $\Pi_p$ implies that $\frac{\alpha \delta}{p^{\frac{3}{2}}} \in p$-adic unit, and it is the unique unit eigenvalue of the integrally-normalised Hecke operator $U_{2,Kl} = p^{k_1 - 3} \left[ Kl(p) \operatorname{diag}(p^2, p, p, 1) Kl(p) \right]$ on the $Kl(p)$-invariants of $\Pi_p$ for any $n \geq 1$, where

$$\text{Kl}(p) = \{g \in G(Z_p) : g \text{ mod } p \in P_{Kl} \}$$

is the level $p$ Klingen parahoric.

Let $W(\Pi_p)$ denote the local Whittaker model, and $w^{\text{sph}} \in W(\Pi_p)$ the unique spherical vector with $w^{\text{sph}}(1) = 1$. We let $w_{Kl}^{\text{Kl}}$ denote the unique vector in $W(\Pi_p)^{\text{Kl}(p)}$ which lies in the $U_{2,Kl} = \frac{\alpha \delta}{p^{\frac{3}{2}}}$ eigenspace and satisfies $w_{Kl}^{\text{Kl}}(1) = 1$. 
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Proposition 5.3.1. Let \( u_{K_1} \) be any element of \( G(Z_p) \) whose first column is not of the form \((0, \ast, \ast, 0) \) or \((\ast, 0, 0, \ast) \) modulo \( p \). Then, for any smooth \( H_p \)-representation \( \Sigma_p \), any \( H_p \)-equivariant homomorphism \( \mathfrak{J}_p : \mathcal{W}(\Pi_p) \otimes \Sigma_p \to \mathcal{C} \), and any \( \sigma \in \Sigma_p \), the sequence

\[
\left( \frac{\text{k}^{1+i+2-1}}{\alpha^3} \right)^n \mathfrak{J}_p \left( u_{K_1} \cdot J \cdot \text{diag}(p^{2n}, p^n, 1) \cdot w_{\alpha \beta}^{(1)} \right)
\]

is independent of \( n \) for \( n \gg 0 \).

Proof. This follows from the fact that \( u_{K_1} \) represents the open \( H \)-orbit on the Klingen flag variety \( G/P_{K_1} \); it is a simple instance of the theory developed in [LZ20a, Proposition 5.7]. For sufficiently large \( n \), the vector \( \sigma \in \Sigma_p \) will be preserved by the principal congruence subgroup \( \text{mod} \ p^n \) in \( H(Z_p) \). If this \( n \) is also \( \geq 1 \), then the open-orbit condition implies that we can find vectors in this subgroup whose conjugates by \( u_{K_1} \cdot J \) give coset representatives for the \( U_{2, K_1} \)-operator acting on \( \mathcal{W}(\Sigma_p) \).

\[\square\]

Notation 5.3.2. We write \( \mathfrak{J}_p \left( u_{K_1} \cdot w_{\alpha \beta}, \sigma \right) \) for the limit of the above sequence.

Remark 5.3.3. Here we are interpreting \( w_{\alpha \beta}^{(K, \infty)} \) as a collection of eigenvectors for the transpose operators \( U_{2, K_1}^{(1, 1, 0, 0)} \) at level \((\text{k}^{1+i+2-1})^n \cdot \text{diag}(p^{2n}, p^n, 1) \cdot w_{\alpha \beta}^{(1)} \). Under the normalised trace maps; cf. [LPSZ19, Proposition 5.1]. One can check that the projection of this element to level \( K(p^n) \) coincides with the vector denoted \( w_{\alpha \beta}^{(K, \infty)} \) in [LZ20a, §8.2.3].

5.3.2. Local vectors for \( \Sigma \): unramified case. Let \( \phi \in \mathcal{X}^{(1)}(G) \) and write \( \Sigma = \mathcal{X}(G, \phi) \). As above, we write this as \( \Sigma_1 \boxtimes \Sigma_2 \) where \( \Sigma_1 = \mathcal{X}(G_1, \phi_1) \) and \( \Sigma_2 = \mathcal{X}(G_2, \phi_2) \otimes \tau_\phi^{-1} \). Both \( \Sigma_{1, p} \) and \( \Sigma_{2, p} \) are generic representations of \( \text{GL}_2(Q_p) \).

If \( \phi \in \mathcal{X}_{\text{cris}}, \) then both \( \Sigma_{1, p} \) and \( \Sigma_{2, p} \) are unramified (and \( \tau_\phi \) is trivial); and we let \( w_{\text{sph}}^{(1)} \) and \( w_{\text{sph}}^{(2)} \) be the corresponding spherical Whittaker functions, normalised by \( w_{\text{sph}}^{(1)}(1) = 1 \). We let \( a, b, \) be the Hecke parameters of \( \Sigma_{1, p} \), with \( |a| = |b| = |\phi|^{(1)} \). We also consider the “\( p \)-depleted” Whittaker vectors, which are the unique vectors \( w_{\text{dep}}^{(1)} \in \mathcal{W}(\Sigma_{1, p}) \) such that \( w_{\text{dep}}^{(1)} (x) = 1 \).

Proposition 5.3.4.

1. There is a unique basis vector \( \mathfrak{J}_p \) of \( \text{Hom}_{H(p)}(\mathcal{W}(\Pi_p) \times \mathcal{W}(\Sigma_p), \mathcal{C}) \) such that

\[\mathfrak{J}_p \left( w_{\text{sph}}^{(1)}, w_{\text{sph}}^{(2)} \right) = 1.\]

2. Let \( u_{K_1} \) be any element\(^4\) of \( G(Z_p) \) with first column \((1, 1, 0, 0) \). For \( \mathfrak{J}_p \) as in (1), we have

\[\mathfrak{J}_p \left( u_{K_1} \cdot w_{\alpha \beta}^{(K, \infty)}, w_{\text{dep}}^{(1)}, w_{\text{dep}}^{(2)} \right) = \frac{q^n}{(q+1)(q-1)} \mathcal{E}^{(1)}(\Pi_p \times \Sigma_p(\phi)).\]

Proof. This will be worked out in detail in [LZ20a] (expanding upon the special cases treated in [LPSZ19, §8] and [LZ20a, §20.2.3]).

Note that

\[\mathcal{E}^{(1)}(\Pi_p \times \Sigma_p(\phi)) = \left( 1 - \frac{p^n}{\alpha_1 \cdot 1} \right) \left( 1 - \frac{p^n}{\alpha_2 \cdot 1} \right) \left( 1 - \frac{p^n}{\beta_1 \cdot 1} \right) \left( 1 - \frac{p^n}{\beta_2 \cdot 1} \right)

\times \left( 1 - \frac{p^n}{\alpha_1 \cdot 1} \right) \left( 1 - \frac{p^n}{\alpha_2 \cdot 1} \right) \left( 1 - \frac{p^n}{\beta_1 \cdot 1} \right) \left( 1 - \frac{p^n}{\beta_2 \cdot 1} \right),\]

where \( w = k_1^{1+i+2}k_2^{2+i+2} \).

5.3.3. Local vectors for \( \Sigma \): ramified case. If \( \phi \) is non-crystalline, then the definitions of the vectors \( w_{\text{dep}}^{(1)} \in \mathcal{W}(\Sigma_{1, p}) \) still make sense (but note that if \( \tau_\phi \) is non-trivial, \( \Sigma_{2, p} \) is a ramified twist of \( \Sigma(p)(G_2, \phi_2) \), so \( w_{\text{dep}}^{(2)} \) is not the image of the \( p \)-depleted Whittaker vector of \( \Sigma_{2, p}(G_2, \phi_2) \)).

Proposition 5.3.5. If \( \phi \) is fully ramified, then \( u_{K_1} \cdot w_{\alpha \beta}^{(K, \infty)} \otimes w_{\text{dep}}^{(1)} \otimes w_{\text{dep}}^{(2)} \) is a test vector for \( \Pi_p \otimes \Sigma_p \); that is, if \( \mathfrak{J}_p \in \text{Hom}(\mathcal{W}(\Pi) \times \mathcal{W}(\Sigma), \mathcal{C}) \) is non-zero, then we have

\[\mathfrak{J}_p \left( u_{K_1} \cdot w_{\alpha \beta}^{(K, \infty)} \otimes w_{\text{dep}}^{(1)} \otimes w_{\text{dep}}^{(2)} \right) \neq 0.\]

Proof. This follows from the twisted zeta integral computations of [LZ20a, §20.4].

\[\square\]
Remark 5.3.6. In this ramified case there does not seem to be an obvious “ramified” normalisation of $\mathcal{J}_p$.

5.4. **Choosing the global data.** The global Whittaker transform, given by integrating automorphic forms over the compact quotient $N(\mathbb{Q}) \backslash N(\mathbb{A})$ where $N$ is the upper-triangular unipotent subgroup of $\text{GSp}_4$, gives a canonical isomorphism

$$\Pi \cong W(\Pi) \cong \bigotimes_v W(\Pi_v).$$

For all finite places $v$, the space $W(\Pi_v)$ has a normalised new-vector $w_v^{\text{new}}$. So, given a vector $w_p \in W(\Pi_p)$, we can consider the global Whittaker function

$$w_\infty \cdot w_p \cdot \prod_{v \not\in \{p, \infty\}} \gamma_v w_v^{\text{new}},$$

where $\gamma_v$ is an arbitrary element of $\text{GSp}_4(\mathbb{Q}_v)$ which is the identity if $v$ is unramified, as in $\text{[2.4]}$ and $w_\infty$ is the standard Whittaker function at $\infty$, as in $\text{[LPSZ19]}$ §10.2. We denote the images of $w^{\text{sh}}$ and $w_\infty$ in $\text{GSp}_4(\mathbb{Q}_v)$ by $\varphi^{\text{sh}}$ and $\varphi^{\text{sh}}_v$ respectively, suppressing the role of $\gamma$ from the notation.

The theory for the $\Sigma(c)$ is the copy of $\Sigma(p)$ which is the identity if $v$ is unramified, as in $\text{[LPSZ19]}$ §10.2. We denote the images of $w^{\text{sh}}$ and $w_\infty$ in $\text{GSp}_4(\mathbb{Q}_v)$ by $\varphi^{\text{sh}}$ and $\varphi^{\text{sh}}_v$ respectively, suppressing the role of $\gamma$ from the notation.

Lemma 5.4.1. Suppose $\phi$ is either crystalline, or fully ramified, and that the local conjecture $\text{2.1.1}$ holds at all places.

If $\mathcal{P}(\ldots)$ is not identically zero as a linear functional on $\Pi \times \Sigma$, then it is non-zero on the vector $\varphi_\infty^{\text{sh}} \times \sigma_1^{[p]} \times \delta'(\sigma_2^{[p]})$, for some choice of the auxiliary $\gamma_\infty$ at places $v \neq p, \infty$. Moreover, if $\phi$ is crystalline then

$$\mathcal{P} \left( \varphi_\infty^{\text{sh}} \times \sigma_1^{[p]} \times \delta'(\sigma_2^{[p]}) \right) = \frac{\mathcal{E}_p^f(f)}{(q+1)^2} \mathcal{E}_p^f(f)(\Pi_p \times \Sigma_p) \mathcal{P} \left( \varphi_\infty^{\text{sh}} \times \sigma_1^{\text{sh}} \times \delta'(\sigma_2^{\text{sh}}) \right),$$

and $\mathcal{E}_p^f(f)(\Pi_p \times \Sigma_p) \neq 0$.

Proof. Clear from the zeta-integral computations above.

5.5. **The construction.** We make one final choice: a $\mathbb{Q}$-basis $\nu$ of the new subspace of $H^2(\Pi)$, where $H^2(\Pi)$ is the copy of $\Pi$ appearing in the degree 2 coherent cohomology of the Siegel Shimura variety. As in $\text{[LPSZ19]}$ §6.8], comparing $\nu$ with the standard Whittaker function defines a period $\Omega^W(\Pi, \nu) \in \mathbb{C}^\times$.

Theorem 5.5.1. There is an element

$$\mathcal{L}_{p, \nu, \gamma}(\Pi \times \mathcal{G}; f) \in \mathcal{I} \otimes \mathcal{L}$$

such that for all $\phi \in \mathcal{X}(f)(\mathcal{G})$ we have

$$\mathcal{L}_{p, \nu, \gamma}(\Pi \times \mathcal{G}; f)(\phi) \cdot \mathcal{P} \left( \varphi_\infty^{\text{sh}} \times \sigma_1^{[p]} \times \delta'(\sigma_2^{[p]}) \right) = \Omega^W(\Pi, \nu).$$

In particular, if $\phi \in \mathcal{X}(f)(\mathcal{G})$ is either crystalline, or fully ramified, and the local conjecture $\text{2.1.1}$ holds for $\Pi \times \Sigma(\phi)$ at all places, then we have $\mathcal{L}_{p, \nu, \gamma}(\Pi \times \mathcal{G})(\phi) \neq 0$ for some $\gamma$ if and only if the Gross–Prasad period $\mathcal{P}$ is non-zero on $\Pi \otimes \Sigma(\phi)$.

Note that no periods from the $\Sigma$ appear; this is a consequence of the $q$-expansion principle for $\text{GL}_2$, which shows that modular forms with Fourier coefficients in $\mathbb{Q}$ are algebraic as coherent cohomology classes.
Proof. After much notational unravelling this follows from Theorem 5.11 and Corollary 6.17 of [LPSZ19]. We take the $R$ of op.cit. to be our $I$, and we take the family of $p$-adic modular forms $E$ of op.cit. to be the pullback to $H$ of the family on $GL_2 \times GL_2$ given by

$$E = \gamma_1 \cdot Q_1^p \otimes \gamma_2 \cdot \theta_{r-\epsilon} Q_2^p,$$

where $(\cdot)^p$ denotes the $p$-depletion operator, and $r = \left[\frac{k_1-k_2+2}{2}\right]$. Thus we have $E \in S_{\gamma_1, \gamma_2} (I)$ for two characters appearing in the semisimplification of $\bar{\rho}_G \otimes I$.

We choose the Klingen-level eigenform $\sigma$ which lies in the coherent cohomology over $\Q$. This gives the stated formula. \qed

6. INTERLUDE: AUTOMORPHIC GALOIS REPRESENTATIONS

We now recall some standard facts about Galois representations attached to automorphic representations, as preliminaries for the conjectures and constructions to follow.

6.1. GALOIS REPRESENTATIONS FOR $GL(2)$. If $g \in S_k (\Gamma_1 (N))$ is any newform with coefficients in $L$, with $k \geq 2$ (and any $N \geq 1$, not necessarily coprime to $p$), we define a 2-dimensional $L$-linear $\text{Gal}(\Q / \Q)$-representation $V_p (g)$ as in [Del69], as a direct summand of the étale cohomology of $Y_1 (N)$ with coefficients in the appropriate étale sheaf depending on $k$.

Remark 6.1.1. Up to isomorphism, $V_p (g)$ is characterised by $\text{tr}(\text{Frob}_p^{\ell} : V_p (g)) = a_\ell (g)$ for $\ell \nmid Np$, where Frob$_p$ is the arithmetic Frobenius. However, the conjectures below will depend upon the specific realisation of $V_p (g)$ in étale cohomology, not just its isomorphism class. Note also that the Hodge number of $V_p (g)$ is $0$ and $k - 1$.

We can extend the definition of $V_p (g)$ to any normalised eigenform (not necessarily new); in particular, it applies to eigenforms of level $Np$ that are $p$-stabilisations of newforms of level $N$, with $p \nmid N$. In this case, if $g^{\text{new}}$ is the newform corresponding to $g$, then $V_p (g)$ and $V_p (g^{\text{new}})$ are abstractly isomorphic, but they do not coincide as submodules of the étale cohomology of $Y_1 (Np)$; an explicit isomorphism between them is given by the map $(P_\ell \cdot)^*$ described in [KLZ17 §5.7].

Theorem 6.1.2 (Hida, Ohta). Let $\mathcal{G}$ be a Hida family which is residually non-Eisenstein and $p$-distinguished. Then there exists a free rank two $I$-module $V_p (\mathcal{G})$, with a continuous $I$-linear action of $\text{Gal}(\Q / \Q)$, such that for any $\phi \in X^1 (\mathcal{G})$ with $k_0 \geq 2$, we have $V_p (\mathcal{G}) \otimes_{I, \phi} L = V_p (g_\phi)$.

For our constructions it is more convenient to work with the dual $V_p (\mathcal{G})^*$. This has a canonical realisation as a quotient of étale cohomology. More specifically, if we define

$$H^1_{\text{ord}} (N, \Lambda) = e_{\text{ord}}' \lim_{r \to \infty} H^1 \left( Y_1 (Np^r) \otimes \Lambda, \O (1) \right),$$

where $e_{\text{ord}}'$ is the ordinary projector associated to the dual Hecke operator $U_p'$, then the action of the diamond operators gives $H^1_{\text{ord}} (N)$ the structure of a finite-rank projective $\Lambda$-module, and we can define $V_p (\mathcal{G})^*$ as the maximal quotient of $H^1_{\text{ord}} (N, \Lambda) \otimes_{I, \phi} \mathbb{A}$ on which the dual Hecke operators $T_p^\vee$ act via $a_\ell (\mathcal{G})$. The $p$-distinction hypothesis implies that the localisation of $H^1_{\text{ord}} (N, \Lambda)$ at the maximal ideal corresponding to $\rho_G$ is free of rank 2 over the Hecke algebra, so $V_p (\mathcal{G})^*$ is free of rank 2 over $I$. It satisfies

$$V_p (\mathcal{G})^* \cong (\hat{V}_p (\mathcal{G}) \otimes \hat{\chi}_G) (c - 1),$$

where $\hat{\chi}_G$ is a finite-order $\O^\times$-valued character and $c - 1$ denotes the composite of the cyclotomic character $\text{Gal}(\Q / \Q) \to Z_p^\times$ with the character $Z_p^\times \to I^\times$, $x \mapsto x^{c-1}$.

Finally, we note that if $g$ is ordinary, then $V_p (g)$ is a free Galois representation $Fil^1 V_p (g)$, on which Frobenius acts as $a_\ell (g)$. These subrepresentations interpolate over Hida families:

Theorem 6.1.3 (Ohta). The representation $V_p (\mathcal{G})$ has a free rank one $I$-submodule $Fil^1 V_p (\mathcal{G})$, stable under $\text{Gal}(\Q_p / \Q_p)$, interpolating the submodules $Fil^1 V_p (g_\phi)$ for $\phi \in X^1 (\mathcal{G})$.\footnote{Negatives of Hodge-Tate weights; so the Hodge number of the cyclotomic character is $-1$.}
6.2. Self-dual twists. Let us suppose we are given a triple \( G = (G_1, G_2, c) \) as in Notation 3.3.1 with both of the \( G_i \) being \( p \)-distinguished, and \( I = I_1 \oplus I_2 \). Then the representation
\[
V_p(G) := \left( V_p(G_1) \otimes V_p(G_2) \right) \langle c - 1 \rangle
\]
is free of rank 4 over \( I \), and satisfies
\[
V_p(G)^* \otimes \tilde{\chi}_{G_1} \tilde{\chi}_{G_2} \cong \begin{cases} V_p(G) & \text{if } \chi_{G_1}(-1)\chi_{G_2}(-1) = +1, \\ V_p(G)(1) & \text{if } \chi_{G_1}(-1)\chi_{G_2}(-1) = -1. \end{cases}
\]
In particular, \( V_p(G) \) is self-dual up to a twist which is constant over \( I \).

It is helpful to note that \( V_p(G)^* \) has a canonical realisation in the cohomology of a Shimura variety attached to \( GL_2 \times GL_2 \times G_m \). We can regard the scheme \( \mu_{p^r} \) of primitive \( p^r \)-th roots of unity, with its natural Galois action, as a Shimura variety for \( G_m \). We can then realise \( V_p(G)^* \) as a quotient of the module
\[
\left( e'_\text{ord}, e_{\text{ord}} \right) \lim_{\leftarrow} H^2_{\text{ét}} \left( \left( Y_1(Np^r) \times Y_1(Np^r) \times \mu_{p^r} \right) \otimes \mathbb{Z}_p(1) \right) \otimes I;
\]
it is the maximal quotient on which \( ((x \ y), (x \ y), z) \) for \( x, y, z \in \mathbb{Z}_p \) acts as multiplication by the character \( x^{(e_1 - 1)}(y^{e_2 - 2})z^{2 - e} \), and the transpose Hecke operators \( T'_{\ell} \) away from \( p \) on the two \( GL_2 \) factors act by the systems of eigenvalues associated to the \( G_i \). In particular, elements of the form \( ((x \ y), (x \ y), x^2) \) act trivially if \( \chi_1\chi_2 \) is even, and and as multiplication by \( x \) if \( \chi_1, \chi_2 \) is odd.

6.3. Galois representations for \( GSp_4 \). Let \( \Pi \) be a cuspidal automorphic representation of \( GSp_4 \) such that:

(i) \( \Pi \) is globally generic, and is not CAP or a Yoshida lift.

(ii) \( \Pi_\infty \) is the generic discrete series representation \( \Pi_\infty \) of weight \( (k_1, k_2) \), for some integers \( k_1 \geq k_2 \geq 3 \).

Write \((r_1, r_2) = (k_1 - 3, k_2 - 3)\); thus \( r_1 \geq r_2 \geq 0 \), so \( \lambda = (r_1, r_2; r_1 + r_2) \) is the highest weight of an irreducible algebraic representation of \( G \). As in \( [\text{LPSZ19}] \), we define a Galois representation \( V_p(\Pi) \) associated to \( \Pi \); this Galois representation is 4-dimensional, and its L-function is \( L(\Pi, s - \frac{r_1 + r_2 + 3}{2}) \). It can be realised canonically as the space of new-vectors in the \( \Pi \)-isotypical part of the étale cohomology of the \( GSp_4 \) Shimura variety over \( \overline{Q} \), with coefficients in the sheaf \( V_\lambda \) associated to \( \lambda \).

Duality. The Galois representation \( V_p(\Pi) \) supports a non-zero, \( GQ \)-equivariant symplectic pairing \( V_p(\Pi) \otimes V_p(\Pi) \to L(\chi_\Pi)(3 - k_1 - k_2) \), where \( \chi_\Pi \) is regarded as a Galois character via the Artin map (normalised to send uniformisers to geometric Frobenii).

Ordinariness. If \( \Pi_\infty \) is ordinary, then \( V_p(\Pi) \) has a complete flag of subspaces \( \text{Fil}^i V_p(\Pi) \) stable under \( \text{Gal}(\overline{Q}_p/Q_p) \), with \( \text{Fil}^i \) of codimension \( i \), and \( \text{Fil}^0 \) the annihilator of \( \text{Fil}^{4-i} \) with respect to the symplectic pairing. If \( \Pi_\infty \) is Klingen-ordinary, then \( \text{Fil}^2 \) exists (but \( \text{Fil}^1 \) and \( \text{Fil}^3 \) may not); on the other hand, if it is Siegel-ordinary, then \( \text{Fil}^1 \) and \( \text{Fil}^3 \) exists, but \( \text{Fil}^2 \) may not.

7. Conjectures II: Geometric cohomology classes for \( -1 \) regions

7.1. Setting. We consider the following situation:

Situation 7.1.1. Let \((\Pi, G)\) be as in Situation 3.4.1 and suppose additionally that:

(i) \( \Pi \) satisfies the conditions of 3.6.1.

(ii) \( \Pi_\infty \) is ordinary;

(iii) the Hida families \( G_i \) are residually non-Eisenstein and \( p \)-distinguished.

In this section, we turn our attention to the “sign -1” cases: that is, we shall study specialisations of \((\Pi, G)\) with weights lying in regions \( \{b, b', e\} \) when \((\Pi, G)\) is indefinite, or in regions \( \{a, a', c, d, d', f\} \) when \((\Pi, G)\) is definite. In this case, the global Gross–Prasad conjecture 2.2.1 does not apply – the central L-value \( \Lambda(\Pi \times \Sigma, \frac{1}{2}) \) vanishes, and the period \( P(\cdot) \) is identically 0. The Beilinson–Bloch–Kato conjecture predicts that the vanishing of \( \Lambda(\Pi \times \Sigma, \frac{1}{2}) \) should be related to the existence of an appropriate global Selmer class. We shall formulate a (rather vague) conjecture asserting that these Selmer classes interpolate over the family \( \overline{G} \).
7.2. Selmer groups. We are interested in the 16-dimensional tensor-product Galois representation 
\[ V(\phi) = \left( V_p(\Pi) \otimes V_p(\Sigma_1(\phi)) \otimes V_p(\Sigma_2(\phi)) \right) (1 + w) = \left( V_p(\Pi)^* \otimes V_p(\Sigma_1(\phi))^* \otimes V_p(\Sigma_2(\phi))^* \right) (-w), \]
where \( w = \frac{1+t_2+c_1+2c_2}{2} \) as above, for \( \phi \in \mathcal{X}^d(\mathbb{Q}) \). We are interested in the following conjecture, which is part of the Beilinson–Bloch–Kato conjecture for this Galois representation:

**Conjecture 7.2.1.** Let \( \phi \in \{ b, b', c \} \) if \( \Pi \times \mathcal{G} \) is indefinite, or \( \phi \not\in \{ b, b', c \} \) if \( \Pi \times \mathcal{G} \) is definite. Then for any \( \phi \in \mathcal{X}^d \), we have \( H^1(\mathbb{Q}, V(\phi)) \neq 0 \). Moreover, there should exist a non-zero class in this space which is the image of an algebraic cycle on a product of Kuga–Sato varieties.

**Proposition 7.2.2.** Let \( \phi \in \mathcal{X}^d \), with \( c_1, c_2 \geq 2 \). Then for each prime \( \ell \) (including \( \ell = p \)), we have
\[ H^1_{\ell}(Q_\ell, V(\phi)) = H^1_{\ell}(Q_\ell, V(\phi)). \]

**Proof.** Recall that for a geometric Galois representation \( V \) and \( \ell \neq p \) we let \( H^1_{\ell}(Q_\ell, V) = H^1(Q_\ell, V) \) and \( H^1_{\ell}(Q_\ell, V) = H^1(Q_{\ell}^\prime/Q_\ell, V_{\ell}^\prime) \). The definition for \( \ell = p \) is more complicated, but in either case we have
\[ L^1_\ell(V_\ell, V) = H^1_{\ell}(Q_\ell, V) \iff L_\ell(V^*(1), 0) \neq \infty. \]
For \( V = V(\phi) \), we have \( V = V^*(1) \) and \( L_\ell(V,0) = L(\Pi_\ell \times \Sigma_\ell, \frac{1}{2}) \), and since \( \Pi_\ell \) and \( \Sigma_\ell \) are tempered, all poles of \( L(\Pi_\ell \times \Sigma_\ell, s) \) have real part \( \leq 0 \).

We noted above that for each \( \phi \in \mathcal{X}^d \), there is a unique 8-dimensional subspace \( V^+(\phi) \subset V(\phi) \), stable under the decomposition group at \( p \), such that \( V^+(\phi) \) has all Hodge–Tate weights \( \geq 1 \) and the quotient has all weights \( \leq 0 \) (the “Panchishkin condition”).

**Proposition 7.2.3.** Suppose \( \phi \) is either crystalline, or fully ramified. Then the map \( H^1(Q_\ell, V^+(\phi)) \to H^1(Q_\ell, V(\phi)) \) is injective, and its image is \( H^1_{\ell}(Q_\ell, V(\phi)) \).

**Proof.** It suffices to show that neither 1 nor \( p^{-1} \) can be an eigenvalue of the Frobenius on \( D_{\text{cris}}(Q_\ell, V(\phi)) \). If \( \phi \) is fully ramified, then \( D_{\text{cris}}(Q_\ell, V(\phi)) = 0 \) so the statement is clear. If \( \phi \) is crystalline, then all eigenvalues of Frobenius on this space have complex absolute value \( p^{-1/2} \), so none can be equal to 1 or \( p^{-1} \).

7.3. Self-dual families and p-refinements. For \( (\Pi, \mathcal{G}) \) as in Situation [7.1.1] we can define a free rank 16 module \( V_p(\Pi \times \mathcal{G}) \) over \( I \) as follows. Let us write \( k = \left[ \frac{l_1+k_2}{2} \right] \) (integer ceiling function), and define
\[ V_p(\Pi \times \mathcal{G}) = V_p(\Pi)(k-1) \otimes V_p(\mathcal{G}) = V_p(\Pi)^*(2-k) \otimes V_p(\mathcal{G})^*. \]
This is a free rank 16 module over \( I \) with a continuous linear action of \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \), satisfying \( V_p(\Pi \times \mathcal{G}^*) \) \((1) \cong V_p(\Pi \times \mathcal{G}) \), which interpolates the \( V(\phi) \) for \( \phi \in \mathcal{X}^d(\mathbb{Q}) \).

**Proposition 7.3.1.** For each of the 10 regions \( \diamondsuit \), there exists a rank 8 I-submodule \( V^+(\Pi \otimes \mathcal{G}, \diamondsuit) \subset V_p(\Pi \times \mathcal{G}) \) stable under \( \text{Gal}(\overline{\mathbb{Q}}_p/\mathbb{Q}_p) \) such that for each \( \phi \in \mathcal{X}^d \), the specialisation of \( V^+(\Pi \otimes \mathcal{G}, \diamondsuit) \) at \( \phi \) is the subspace \( V^+(\phi) \).

**Proof.** This follows from standard properties of Galois representations associated to automorphic forms for \( GSp_4 \) and to Hida families. For instance, in region \( (f) \) we use the fact that \( V_p(\Pi) \) has a 2-dimensional local subrepresentation at \( p \) with Hodge–Tate weights \( \{ 0, -1-r_2 \} \). Tensoring this with \( V_p(G_1) \otimes V_p(G_2) \) gives an 8-dimensional subrepresentation of the tensor product; one checks that the specialisations of this subrepresentation at \( \phi \in \mathcal{X}^d(\mathbb{Q}) \) satisfies the Panchishkin condition if and only if \( \phi \in \mathcal{X}^d(f) \). \( \square \)

**Remark 7.3.2.** Compare [DRT16, Lemma 1.15]. As is clear from the argument given above for region \( (f) \), it is not necessary to assume that \( \Pi \) and the families \( G_i \) are nearly-ordinary for the Borel subgroups to construct \( V^+(\Pi \otimes \mathcal{G}, \diamondsuit) \); it suffices to assume near-ordinarity for the parabolic subgroup corresponding to \( \diamondsuit \) in the table of Remark [4.3.1]. \( \diamondsuit \)

7.4. Families of Selmer groups. By standard methods (cf. [Nek06]) we can define a Selmer complex \( \hat{R}(\mathbb{Q}, \Pi \otimes \mathcal{G}, \diamondsuit) \) in the derived category of \( I \)-modules, using \( V^+(\Pi \otimes \mathcal{G}, \diamondsuit) \) as the local condition at \( p \); the formation of this complex commutes with (derived) base-change, and the \( H^1 \) of its specialisation at a point \( \phi \in \mathcal{X}^d \) is exactly \( H^1_{\diamondsuit}(\mathbb{Q}, V(\phi)) \).
Conjecture 7.4.1. If $\langle II, H \rangle$ is indefinite, then

$$\text{rank}_{\mathbf{Q}} \tilde{H}^1(\mathbf{Q}, II \otimes \mathcal{G}; \star) = \begin{cases} 0 & \text{if } \star \in \{a, a', c, d, d', f\}, \\ 1 & \text{if } \star \in \{b, b', e\}. \end{cases}$$

Moreover, if $\star \in \{b, b', e\}$, there should be a non-torsion element $\Delta(II \times \mathcal{G}, \star)$ of this $\tilde{H}^1$ whose specialisation at every $\phi \in X^{(e)}(\mathcal{G})$ is the image under the étale cycle class map of $a$ $\mathcal{Q}$-linear combination of algebraic cycles. The same should hold for definite $(\langle II, H \rangle)$ with the roles of regions $\{a, a', c, d, d', f\}$ and $\{b, b', e\}$ interchanged.

This conjecture is considerably less precise than Conjecture 4.1.2 since we have not specified the interpolating property of $\Delta(II \times \mathcal{G}, \star)$ precisely, only up to $\mathcal{Q}^\times$. We can remove this ambiguity in either of two ways:

- By specifying precisely which algebraic cycle the class should interpolate. We shall do this below for $\star = (e)$; we give the details only for $(\langle II, H \rangle)$ split, but the construction readily extends to the more general indefinite case. However, in the other regions we do not know how to construct any interesting algebraic cycles.
- By specifying the image of $\Delta(II \times \mathcal{G}, \star)$ under the Perrin-Riou regulator map. This will be the topic of our final set of conjectures.

8. Constructions II: Interpolating cycles in region $(e)$

Let $(\langle II, H \rangle)$ be as in Situation 7.1.1 and assume in addition that $(\langle II, H \rangle)$ is split (i.e. the local root numbers at all finite primes are +1).

We shall now define a collection of cohomology classes in $H^1_r(\mathbf{Q}, V(\phi))$ arising from algebraic cycles, for each specialisation $\phi \in X^{(e)}(\mathcal{G})$; subsequently, we shall show that these interpolate as $\phi$ varies.

8.1. Geometric classes. Let $\phi \in X^{(e)}(\mathcal{G})$, and write $\Sigma_i = \Sigma_i(\mathcal{G}, \phi)$. We shall define, rather than a single cohomology class, a “cohomology-valued period pairing” mapping vectors in the Whittaker models of $\Pi_f$ and $\Sigma_i$ to the cohomology group $H^1(\mathbf{Q}, V)$.

**Trivial coefficients.** We first give the construction in a simple case: we assume that $(k_1, k_2) = (3, 3)$ and $(c_1, c_2) = (2, 2)$, so $\Pi$ and $\Sigma_f$ contribute to étale cohomology of the Shimura varieties for $G$ and $H$ with trivial coefficients. Note this does indeed correspond to a point of region $(e)$.

**Notation 8.1.1.** We write $K$ for a triple of open compacts $(K_C, K_1, K_2)$ with $K_C \subset G(\mathbf{A}_1)$, and $K_1, K_2 \subset \mathbf{GL}_2(\mathbf{A}_1)$. For such a $K$ we write $Y(K)$ for the product of Shimura varieties $\mathbf{Y}_C(K_C) \times \mathbf{Y}_{GL_2}(K_1) \times \mathbf{Y}_{GL_2}(K_2)$; we write $K \cap H$ for the intersection of $K$ with $H(\mathbf{A}_1)$, embedded in $G \mathbf{Sp}_4 \times \mathbf{GL}_2 \times \mathbf{GL}_2$ via $(h_1, h_2) \mapsto ((h_1, h_2), h_1, h_2)$.

**Definition 8.1.2.** For $K$ as above, the diagonal cycle of level $K$ is the class $\Delta(K) \in \text{CH}^3(Y(K))$ given by the image of the map of Shimura varieties

$$Y_H(K \cap H) \xrightarrow{(\iota, \text{id})} Y(K).$$

The étale cycle class of the diagonal cycle lies in $H^6_{\text{ét}}(Y(K), Q_p(3))$. This space decomposes as a direct sum of generalised eigenspaces for the spherical Hecke algebra; our assumptions on $\Pi$ and the $\Sigma_i$ implies that the $(\Pi_f^\vee, \Sigma_i^\vee, \Sigma_2^\vee)$ eigenspace does not contribute to cohomology over $\mathcal{Q}$ in degrees other than 5, so we obtain a projection map to the space

$$H^1 \left( \mathbf{Q}, H^6_{\text{ét}}(Y(K), Q_p(3)) \left[ \Pi_f^\vee \times \Sigma_i^\vee \times \Sigma_2^\vee \right] \right).$$

If $\text{vol}_H$ denotes a choice of Haar measure on $H(\mathbf{A}_1)$, then one can check that the renormalised classes

$$\text{vol}_H(K \cap H) \cdot \Delta(K)$$

are compatible under pushforward maps for varying $K$.

By construction, vectors in the Whittaker model $W(\Pi_f)$ give Gal($\mathcal{Q}/\mathbf{Q}$)-equivariant maps from $V_p(\Pi_f)$ to the $H_f$-part of the direct limit $\lim_{\rightarrow K_C} H^3_{\text{ét}, c}(Y_C(K_C, \mathcal{Q}_p))$, or dually from $\lim_{\leftarrow K_C} H^3_{\text{ét}}(Y_C(\mathcal{Q}_p), V_p(\Pi_f))$ to $V_p(\Pi_f)$ (“modular parameterisations” of this Galois representation). The same applies to the $\Sigma_i$; so each triple of Whittaker functions $w_0 \times w_1 \times w_2 \in W(\Pi_f) \times W(\Sigma_1, f) \times W(\Sigma_2, f)$ gives a homomorphism

$$\lim_{\rightarrow K} H^3_{\text{ét}}(Y(K), Q_p(3)) \left[ \Pi_f^\vee \times \Sigma_i^\vee \times \Sigma_2^\vee \right] \rightarrow V_p(\Pi_f)^* \otimes V_p(\Sigma_1)^* \otimes V_p(\Sigma_2)^*(-2) = V(\phi).$$
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Applying this modular parametrisation to the compatible family of classes \( \text{vol}_H(K \cap H) \Delta(K) \), we have defined a linear map
\[
\Delta(\Pi, \Sigma) : \text{W}(\Pi_t) \otimes \text{W}(\Sigma_{1,t}) \otimes \text{W}(\Sigma_{2,t}) \to H^1(Q, V(\phi));
\]
and one checks readily that this map is \( H(\mathbb{A}) \)-equivariant. Using the main theorem of [NN16], one sees that it takes values in \( H^1_k \) locally at \( p \); hence it lands in the global \( H^1_f \) by Proposition 7.2.2.

8.1.1. General coefficients. We now relax the assumption on the coefficients, allowing any cohomological weights \((k_1, k_2)\) for \( \Pi \) and \((c_1, c_2)\) for \( \Sigma \). In this case, we shall construct geometric classes using the formalism of motivic cohomology with coefficients.

The coefficient systems arise from highest-weight algebraic representations \( V_{G,\lambda} \) and \( V_{H,\mu} \). We write \( \lambda = (r_1, r_2; r_1 + r_2) \) and \( \mu = (t_1, t_2; t_1 + t_2) \) for some \( r_i, t_i \geq 0 \); these are related to our parameters above by
\[
(k_1, k_2) = (r_1 + 3, r_2 + 3), \quad (c_1, c_2) = (t_1 + 2, t_2 + 2).
\]
for some \( r_i, t_i \geq 0 \). Note that the \( H \)-representation \( V_{G,\lambda} \otimes V_{H,\mu} \otimes \det^{2-w} \) has trivial central character.

**Proposition 8.1.3.** We have \( \text{Hom}_H(V^G_\lambda \otimes V^H_\mu \otimes \det^{2-w}, \text{triv}) \neq 0 \) if and only if \((c_1, c_2)\) lies in region (e).

**Proof.** This is a restatement of the standard branching law for algebraic representations. \( \square \)

Associated to these algebraic representations, there are equivariant relative Chow motives \( V^G_\lambda \) and \( V^H_\mu \) on the Shimura varieties \( Y_G \) and \( Y_H \), via Ancona’s functor (see [Anc13, LSZ17 §6]). Using the compatibility of Ancona’s functor with morphisms of PEL data established by Torzewski [Tor19], for each \( K \), we have a homomorphism
\[
H^0_{\text{mot}}(Y_H(K \cap H), Q) \to H^0_{\text{mot}}(Y_H(K \cap H), \tilde{i}^*(V^G_{\lambda} \otimes V^H_{\mu})(2 - w)) \to H^0_{\text{mot}}(Y(K), V^G_{\lambda} \otimes V^H_{\mu}(5 - w)).
\]
We can define \( \Delta^{[r_1, r_2; t_1, t_2]}(K) \) to be the image of the identity class \( 1 \in H^0_{\text{mot}}(Y_H(K \cap H), Q) \) under this map. As before, these classes become compatible under pushforwards for varying \( K \) after renormalising by \( \text{vol}_H(K \cap H) \).

**Remark 8.1.4.** If \((r_1, r_2) = (t_1, t_2) = (0, 0)\), so that \( w = 2 \), then the motivic cohomology group \( H^0_{\text{mot}}(Y(K), V^G_{\lambda} \otimes V^H_{\mu}(5 - w)) = H^0_{\text{mot}}(Y(K), Q(3)) \) is isomorphic to the Chow group \( \text{CH}^4(Y(K)) ; Q \); and \( \Delta^{[r_1, r_2; t_1, t_2]}(K) \) is simply the class of the algebraic cycle \( \Delta(K) \) above. Thus our constructions for general \( r_i \) and \( t_i \) are indeed a generalisation of the construction given for trivial coefficients above. \( \diamond \)

Applying the étale realisation map and projecting to the \((\Pi^\vee, \Sigma^\vee)\)-isotypical part, we obtain a class in the space
\[
H^1\left(Q, \lim_{K} H^5_{\text{ét}}(Y(K)/Q) ; V^G_{\lambda} \otimes V^H_{\mu}(5 - w))/[\Pi^\vee \times \Sigma^\vee]\right).
\]
Just as in the trivial-coefficient case, we can regard vectors in the Whittaker model as \( \text{Gal}(\overline{Q}/Q) \)-equivariant maps from the above representation to \( V(\phi) \). So we obtain a pairing
\[
\Delta(\Pi, \Sigma) : \text{W}(\Pi_t) \otimes \text{W}(\Sigma_{1,t}) \otimes \text{W}(\Sigma_{2,t}) \to H^1_f(Q, V(\phi))
\]
as before.

**Remark 8.1.5.** The arithmetic Gross–Prasad conjecture [Gross1] for \( \text{GSpin}(5) \times \text{GSpin}(4) \) would posit a relation between the Beilinson–Bloch height of the motivic class \( \Delta^{[r_1, r_2; t_1, t_2]}(K) \) (projected to the \((\Pi, \Sigma)\)-isotypical component) and the value \( \lambda'(\Pi \times \Sigma, 1/2) \). We shall not consider height pairings or derivatives of complex \( L \)-values explicitly in the present work, but this conjecture serves as important motivation for expecting these classes to be arithmetically interesting. \( \diamond \)

8.2. Interpolation in families.

\( ^7 \) We have not been able to find a precise statement of such a conjecture in the literature, and we shall not attempt to formulate one here. However, the formulation of the analogous conjecture for unitary groups is standard; and the expectation that it should generalise to orthogonal, and spin similitude, groups is well-known to experts.
8.2.1. Local data at \( p \). Let \( \phi \in X^{(c)} \). We want to define vectors in the local Whittaker models \( W(\Pi_p) \), \( W(\Sigma_{1,p}(\phi)) \), and \( W(\Sigma_{2,p}(\phi)) \) which are suitable to \( p \)-adic interpolation; note that the recipe here is somewhat different from region \( (f) \) above, and will give a different Euler factor in the crystalline case.

Let \( Iw(p) = \{ g \in G(\mathbb{Z}_p) : \text{g mod } p \in B_G \} \). The space \( W(\Pi_p)^{Iw(p)} \) is \( 8 \)-dimensional, and there is a 1-dimensional eigenspace on which the (integrally normalised) Hecke operators \( U_{1,Iw} \) and \( U_{2,Iw} \) act as \( p \)-adic units, with eigenvalues \( \alpha \) and \( \frac{\alpha}{p^2} \) respectively. This eigenspace has a unique basis vector \( w_{\alpha,\beta}^{Iw} \) such that \( w_{\alpha,\beta}^{Iw}(1) = 1 \).

**Lemma 8.2.1.** The lower Borel \( B_H \) of \( H \) acts on the flag variety \( G/B_G \) with a unique open orbit, represented by the element

\[
u_B = \begin{pmatrix} 1 & 0 & 1 \\ 0 & 0 & -1 \\ 1 & 1 & -1 \end{pmatrix} \in \mathcal{N}_G(\mathbb{Z}_p).
\]

The \( B_H \)-stabiliser of any point in this orbit is equal to \( H \cap Z_G \).

(Other coset representatives are possible, of course; we have chosen one which lifts the element \( u_{K1} \) considered in Proposition 5.3.4)

**Lemma 8.2.2.** Let \( w_i \in W(\Sigma_{1,p}) \) be vectors such that \( w_1 \otimes w_2 \) is stable under the subgroup of \( H(\mathbb{Z}_p) \) consisting of elements of the form \( (\begin{smallmatrix} \ast & \ast \\ \ast & \ast \end{smallmatrix}) \), and the Hecke operator \( U_p \) acts on \( w_i \) with eigenvalue \( \alpha_i \).

Then, for any \( \delta \in \text{Hom}(W(\Pi_p) \otimes W(\Sigma_{1,p}) \otimes W(\Sigma_{2,p}), \mathbb{C}) \), the values

\[
\left( \frac{p^{(3k_1+3k_2+c_1+c_2-2)/2}}{\alpha^2 \beta \alpha_2} \right)^n \delta_p \left( u_B J \text{diag}(p^{3n},p^{2n},p^n,1) w_{\alpha,\beta}^{Iw}, (p^n) w_1, (p^n) w_2 \right)
\]

stabilise for \( n \gg 0 \).

It suffices to prove the lemma assuming \( k_1 = k_2 = 3, c_1 = c_2 = 2 \) (since the \( k_i \) and \( c_i \) appear only in the normalisation of the \( U \)-operators). In this case, the normalisation factor is \( \left( \frac{p^4}{\alpha^2 \beta \alpha_2} \right)^n \).

We note that the elements \( \left( \frac{p^{2n}}{\alpha^2} \right)^n J \text{diag}(p^{3n},p^{2n},p^n,1) w_{\alpha,\beta}^{Iw} \) are invariant under a sequence of upper-triangular congruence subgroups, whose intersection is \( B_G(\mathbb{Z}_p) \); these vectors are compatible under the normalised trace maps, and all are eigenvectors for \( U'_2 \) and \( U'_2 \) with eigenvalues \( \alpha \) and \( \frac{\alpha}{p^2} \) respectively.

**Proposition 8.2.3.** Suppose \( \Sigma_{1,p} \) and \( \Sigma_{2,p} \) are unramified, and let \( w_i \) be the normalised \( \alpha_i \)-eigenvectors in the Whittaker model at \( GL_2 \) Iwahori level (so \( w_i(1) = 1 \)).

If \( \delta \) is the homomorphism with \( \delta_p(w_1^{sph}, w_2^{sph}) = 1 \), then the sequence of Lemma 8.2.2 is independent of \( n \geq 1 \), and the common value is given by

\[
\frac{q^4}{(q^2-1)^2} e^{(c)}_p(\Pi_p \times \Sigma_{p}(\phi)).
\]

In particular, it is not zero.

**Proof.** See [1Z20c]. \( \square \)

For ramified points \( \phi \), we must be a little more circumspect. Recall that \( \Sigma_{1,p} \) is ordinary, but \( \Sigma_{2,p} \) is a twist of an ordinary representation \( \Sigma_p(G_2, \phi_2) \) by a possibly ramified character \( \tau_{\phi,p}^{-1} \) (which coincides with \( \tau_\phi \) on \( Z^s_p \), and maps \( p \) to 1.)

We shall define \( w_1 \) to be the normalised \( (U = \alpha_1) \)-eigenvector in the \( (\begin{smallmatrix} * & 1 \\ 0 & * \end{smallmatrix}) \)-invariants of \( \Sigma_{1,p} \), and \( w_2 \) to be the twist by \( \tau_{1,p}^{-1} \) of the \( (U = \alpha_2) \)-eigenvector of \( \Sigma_p(G_2, \phi_2) \) (which is not the same as the new vector of the twist \( \Sigma_{2,p} \), in contrast to \( \Sigma_{1,p} \) above). Thus \( w_1 \otimes w_2 \) is invariant under the subgroup \( \left( \begin{smallmatrix} * & * \\ * & * \end{smallmatrix} \right) \) of \( N_H(\mathbb{Z}_p) \), as required for Lemma 8.2.2, and the normalised \( U \)-operator \( p^{(c_1-2)/2} \sum_{a \mod p} (p^n) \) acts on \( w_i \) as the \( p \)-adic unit \( \alpha_i \). (These conditions in fact determine \( w_1 \otimes w_2 \) uniquely up to scalars.)

**Remark 8.2.4**. It should be possible to show that if \( \text{Hom}(W(\Pi_p) \otimes W(\Sigma_{1,p}) \otimes W(\Sigma_{2,p}), \mathbb{C}) \) is non-zero, then the limit of Lemma 8.2.2 is non-zero for these vectors \( w_i \) (at least if \( \phi \) is fully ramified, as in the analogous computation above for region \( (f) \)). However, we have not attempted to do this. \( \diamond \)
8.2.2. Interpolation. We now define elements $w_0 \in \mathcal{W}(\Pi_1)$, $w_{1,\phi} \in \mathcal{W}(\Sigma_{1,t})$ as the product of the vectors of Lemma 8.2.2 at $p$ (for some sufficiently large $n$) and the vectors $\gamma_{i,v} \cdot w_i^{\text{new}}$ away from $p$, where $\gamma = (\gamma_0, \gamma_1, \gamma_2)$ is our fixed, arbitrary element of $(G \times \tilde{H})(A_f^p)$.

**Theorem 8.2.5.** There exists a class

$$\Delta_{\gamma}(\Pi \times G, (e)) \in \tilde{H}^1(Q, \mathcal{V}(\Pi \times G); (e))$$

with the following property: for every $\phi \in \mathcal{X}(e)$, we have

$$\Delta_{\gamma}(\Pi \times G, (e))(\phi) = \Delta(\Pi, \Sigma)(w_0, w_{1,\phi}, w_{2,\phi})$$

where $w_0$ and $w_{1,\phi}$ are the above Whittaker vectors. If $\phi$ is crystalline, we have

$$\Delta(\Pi, \Sigma)(w_0, w_{1,\phi}, w_{2,\phi}) = \frac{q^{\frac{4}{(q^2-1)^2}}}{\mathcal{E}_p(\Pi \times \Sigma(\phi))} \times \Delta(\Pi, \Sigma)(w_0^{\text{coh}}, w_{1,\phi}, w_{2,\phi}).$$

The proof of this theorem is an instance of more general results proved in Loe20a and its forthcoming sequel paper. We give a brief sketch here. Let us fix a prime-to-$p$ $\mathfrak{p}$-adic Shimura variety, with a suitable coefficient system; we call this space $H$.

More difficult is the fact that there is a single element interpolating the $\Delta^{[r_1-r_2, t_1-t_2]}(\mathcal{K} \cap V_r)$ for all $(t_1, t_2)$. (In fact we can also vary $(r_1, r_2)$ as well, although we shall not use this fact here.) This follows from a Lie-algebra-theoretic computation analogous to LSZ17 Lemma 4.4.1 & Theorem 9.6.4; the details will be given in LRZ21.

9. Conjectures III: Explicit reciprocity laws

We now choose a pair $(\Pi, G)$ satisfying our usual assumptions, and two regions $\blacklozenge, \heartsuit$, which we suppose to be adjacent (sharing an edge) in Figure 2. This implies that the global root number is +1 in one of the regions and −1 in the other. Our final conjecture will be an explicit reciprocity law, relating the $p$-adic $L$-function for the +1 region to the Galois cohomology class for the −1 region.

9.1. Ordinary filtrations. We first analyse the Galois representation $V_p(\Pi)$. Recall that this has non-negative Hodge numbers $\{0, \ldots, k_1 + k_2 - 3\}$. Our conjectures will be vacuous unless $k_2 \geq 3$, so we shall assume this; hence the Hodge numbers of $\Pi$ are distinct. Let these be $n_0 = 0, \ldots, n_3 = k_1 + k_2 - 3$.

We shall also suppose that $\Pi$ is ordinary at $p$. Then $V_p(\Pi)$ has a filtration by subrepresentations $V_p(\Pi) = \text{Fil}^i V_p(\Pi) \supset \text{Fil}^{i+1} V_p(\Pi), \ldots$, with graded pieces $\text{Gr}^i = \text{Fil}^i / \text{Fil}^{i+1}$ of dimension 1 for $i \in \{0, 1, 2, 3\}$. We refer to the ensuing filtration on $D_{\text{dR}}(V_p(\Pi))$ as the Newton filtration.

The Newton filtration is “opposite” to the Hodge filtration on $D_{\text{dR}}(V_p(\Pi))$, in the sense that $\text{Fil}_{\text{H}}^{i} \cap \text{Fil}_{\text{dR}}^{i+1}(V_p) = \text{Gr}_H^{i}$. However, $\text{Gr}_H^{n(3-i)} \cong \text{Fil}_{\text{H}}^{n(3-i)} \cong \text{Gr}_H^{i}$.

9.2. Local subquotients at $p$ and regulators.

**Proposition 9.2.1.** The quotient

$$V(\heartsuit/\blacklozenge) := \frac{V^+(\Pi \times G, \heartsuit)}{V^+(\Pi \times G, \heartsuit) \cap V^+(\Pi \times G, \blacklozenge)}$$
has rank 1. Moreover, the classical specialisations of this quotient have Hodge–Tate weight $\geq 1$ in region $\mathfrak{X}^\varnothing$, and $\leq 0$ in region $\mathfrak{X}^\bullet$. Up to twists, we have
\[
\mathbf{V}((\mathfrak{V}/\mathfrak{U})) = \text{Gr}^s_{\mathfrak{H}} V_p(\pi) \otimes \text{Gr}^{s_1} V_p(\mathcal{G}_1) \otimes \text{Gr}^{s_2} V_p(\mathcal{G}_2)
\]
for some integers $(s_0, s_1, s_2) \in \{0, \ldots, 3\} \times \{0, 1\} \times \{0, 1\}$.

**Proof.** This is a straightforward combinatorial exercise. Since $\mathbf{V}$ is the product of three representations $V_0 \otimes V_1 \otimes V_2$, each of which has a complete flag of Gal(\(\overline{\mathbb{Q}}_p/\mathbb{Q}_p\))-invariant submodules, we obtain a complete description of the Jordan–Hölder constituents of $\mathbf{V}$ as tensor products of graded pieces of the individual factors. The submodules $\mathbf{V}^+(\Pi \times \mathcal{G}_1)$ and $\mathbf{V}^+(\Pi \times \mathcal{G}_2)$ correspond to different subsets of these graded pieces. \(\Box\)

**Example 9.2.2.** The crucial examples for what follows are:

- $\varnothing = (e)$, $\mathfrak{U} = (f)$. One computes that $\mathbf{V}(e/f) = \text{Gr}^1 \otimes \text{Gr}^1 \otimes \text{Gr}^1$. Hence we should expect to pair with a class in coherent $H^2 \otimes H^0 \otimes H^0$.
- $\varnothing = (e)$, $\mathfrak{U} = (c)$. We have $\mathbf{V}(e/c) = \text{Gr}^1 \otimes \text{Gr}^0 \otimes \text{Gr}^0$.

in the former case, and with a class in coherent $H^0 \otimes H^1 \otimes H^1$ in the latter. \(\diamondsuit\)

**Remark 9.2.3.** Note that interchanging $\mathfrak{U}$ and $\varnothing$ corresponds to replacing $s = (s_0, s_1, s_2)$ with $s' = (3 - s_0, 1 - s_1, 1 - s_2)$.

We define
\[
D(\varnothing/\mathfrak{U}) := D(\varnothing/\mathfrak{U}) \otimes \mathbf{Q}_{p}^{\mathrm{nr}}. 
\]
This is (non-canonically) isomorphic to $\mathbf{V}(\varnothing/\mathfrak{U})$ as an $I$-module, so it is free of rank 1. (Alternatively – less canonically, but slightly more concretely – we can define it as $D_{\text{cris}}(\Phi_p, \mathbf{V}(\varnothing/\mathfrak{U})(\kappa^{-1}))$, where $\kappa$ is the unique $I^\times$-valued character of $\text{Gal}(\mathbf{Q}_p(\mu_{p^\infty})/\mathbf{Q}_p) \cong \mathbf{Z}_p^\times$ such that $\mathbf{V}(\varnothing/\mathfrak{U})(\kappa^{-1})$ is unramified.) The theory of Perrin-Riou regulator maps gives a canonical homomorphism of $I$-modules
\[
L_{\varnothing/\mathfrak{U}}^{\text{PR}} : H^1(\mathbf{Q}_p, \mathbf{V}(\varnothing/\mathfrak{U})) \to D(\varnothing/\mathfrak{U}),
\]
which is related to the Bloch–Kato logarithm for classical specialisations where the Hodge–Tate weight is $\geq 1$ (including those in $\mathfrak{X}^\varnothing$), and to the dual exponential where the Hodge–Tate weight is $\leq 0$ (including $\mathfrak{X}^\bullet$).

### 9.3. Eichler–Shimura isomorphisms.

For each $\phi \in \mathfrak{X}^\cl$, the fibre $D(\varnothing/\mathfrak{U})_\phi$ is equal to
\[
\text{Gr}^s_{\mathfrak{H}} D_{\text{DR}}(\mathbf{V}(\phi)) \cong (\text{Gr}^s_{\mathfrak{H}} D_{\text{DR}}(V_p(\Pi)) \otimes (\text{Gr}^s_{\mathfrak{H}} D_{\text{DR}}(V_p(\Sigma_1(\phi)))) \otimes (\text{Gr}^s_{\mathfrak{H}} D_{\text{DR}}(V_p(\Sigma_2(\phi))))
\]
where $s = (s_0, s_1, s_2)$ is the triple of integers associated to $\varnothing$ and $\mathfrak{U}$ as above. As we have seen, this is dual to $H^s(\Pi)^{\text{new}} \otimes H^{s'_1}(\Sigma_1(\phi)) \otimes H^{s'_2}(\Sigma_2(\phi))^{\text{new}}$ where $s' = (3, 1, 1) - s$.

The spaces $H^0(\Sigma_i(\phi))$ both have canonical bases, given by the newforms $g_i(\phi)$. Using Serre duality, we also obtain bases of the corresponding $H^1$ using the linear functionals dual to the conjugate forms $\overline{g}_i(\phi)$; see [KLZ20] for further details.

If we fix an arbitrary basis $\nu$ of $H^s(\Pi)^{\text{new}}$ (as we already did for $s_0 = 2$ above), then we obtain a canonical “evaluation” map
\[
ev_\phi : D(\varnothing/\mathfrak{U})_\phi \to \mathbf{Q}.
\]

**Proposition 9.3.1.** There exists a map
\[
\text{EV} : D(\varnothing/\mathfrak{U}) \to \text{Frac} I
\]
interpolating the $\text{ev}_\phi$ for $\phi \in \mathfrak{X}^\cl$.

### 9.4. The conjecture.

We shall now assume, without loss of generality, that the global root number is $-1$ in region $\varnothing$. Hence it is $+1$ in region $\mathfrak{U}$.

By the construction of the Selmer complex appearing in Conjecture 7.4.1, the localisation map
\[
\tilde{H}^1(\mathbf{Q}, V; \varnothing) \to H^1(\mathbf{Q}_p, V)
\]
factors canonically through $H^1(\mathbb{Q}_p, V^+(\mathcal{G}))$. We can therefore consider the composite
\begin{align}
\tilde{H}^1(\mathbb{Q}, V; \mathcal{G}) & \to H^1(\mathbb{Q}_p, V^+(\mathcal{G})) \\
& \to H^1(\mathbb{Q}_p, V(\mathcal{G}/\mathfrak{p})) \\
& \mathcal{L}_p\mathfrak{I}^\mathfrak{I} \to D(\mathcal{G}/\mathfrak{p}) \\
& \text{EV}_\mathfrak{p} \to \text{Frac} \mathfrak{I}.
\end{align}

**Conjecture 9.4.1 (Explicit reciprocity law).** The chain of maps (9.1) sends the cohomology class $\Delta(\mathbb{I} \times \mathcal{G}, \mathcal{G})$ of Conjecture 7.4.1 to the $p$-adic $L$-function $\mathcal{L}_p(\mathbb{I} \times \mathcal{G}, \mathfrak{p})$ of Conjecture 4.1.3.

10. CONSTRUCTIONS III: THE EXPLICIT RECIPROCITY LAW FOR REGIONS $(e)$, $(f)$

We now place ourselves in Situation 7.1.1, and we suppose also that $(\mathbb{I}, \mathcal{G})$ is split and that $k_2 \geq 4$, so the hypotheses of both Section 5 and Section 7 are satisfied.

The constructions above give us candidates for both $\Delta(\mathbb{I} \times \mathcal{G}, (e))$ and $\mathcal{L}_p(\mathbb{I} \times \mathcal{G}, (f))$, depending on certain additional data:
- both depend on a choice of $\gamma_S \in (GSp_2 \times GL_2 \times GL_2)(\mathbb{Q}_S)$, where $S$ is the set of bad primes $\ell \neq p$;
- $\mathcal{L}_p(\mathbb{I} \times \mathcal{G}, (f))$ also depends on the choice of a basis $\nu$ of $H^2(\mathbb{I})^{\text{new}}$.

**Theorem 10.0.1.** Suppose that the same $\gamma_S$ is used in both constructions, and the $\nu$ in the definition of the $p$-adic $L$-function agrees with that used to define EV. Then the two sides of Conjecture 9.4.1 for $\mathcal{G} = (e)$, $\mathfrak{p} = (f)$ agree at all points $\phi \in \mathfrak{X}_c^{\text{cris}}$.

The proof of this theorem will be given in a separate paper [LZ20], since it overlaps substantially with the proof of an analogous result in which one of the $\mathcal{G}_i$ is replaced by an Eisenstein series, which we have not considered here.

Note that $\mathfrak{X}_c^{\text{cris}}$ is a finite set, and hence is far from being Zariski-dense in $\mathfrak{X}$; thus the above result falls short of a proof of Conjecture 9.4.1. However, in the setting of [LZ20] (where both $\mathcal{G}_i$ are replaced by Eisenstein series), we used deformation in a larger-dimensional family, with the weights of $\mathbb{I}$ varying as well, in order to pass from the above theorem to a full proof of the explicit reciprocity law. This strategy relies on the existence of multi-variable $p$-adic $L$-functions for symplectic-type representations of $GL(4)$ (lifted from $GSp(4)$), via Shalika models. It does not seem to be possible to extend this method to the case of cuspidal $\mathcal{G}_i$. However, in future work, we hope to give a direct proof of the existence of these $p$-adic $L$-functions in families for $GSp(4) \times GL(2)$ and $GSp(4) \times GL(2) \times GL(2)$ using higher Hida and Coleman theory, which will permit a full proof of Conjecture 9.4.1 in this case.
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