Multilevel model for magnetic deflagration in nanomagnet crystals
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We extend the existing theoretical model for determining the characteristic features of magnetic deflagration in nanomagnet crystals. For the first time, all energy levels are accounted for calculation of the Zee man energy, the deflagration velocity, and other parameters. It reduces the final temperature and significantly changes the propagation velocity of the spin-flipping front. We also consider the effect of a strong transverse magnetic field, and show that the latter significantly modifies the spin-state structure, leading to an uncertainty concerning the activation energy of the spin flipping. Our front velocity prediction for a crystal of Mn$_{12}$-acetate in a longitudinal magnetic field is in much better agreement with experimental data than the previous reduced-model results.

I. INTRODUCTION

Crystals of molecular (nano-) magnets are characterized by strong magnetic anisotropy and large effective molecular spin (e.g., $S = 10$ for Mn$_{12}$-acetate) [1, 2]. The anisotropy implies a preferential orientation of the spin along the so-called easy axis, leading to a considerable energy barrier between the spin-up and spin-down states of a nanomagnet. This barrier may be described as a double-well structure for the potential energy as a function of the spin projection. When a nanomagnet crystal is placed in an external magnetic field directed along the easy axis, the states with spin along the field and against the field become stable and metastable, respectively. Because of the barrier, the process of spontaneous quantum tunneling from the metastable to stable state is extremely slow at low temperatures [3–8], and the nanomagnet keeps its spin orientation upon the reversal of the magnetic field, unless spin flipping is externally induced. These unique, superparamagnetic properties make the nanomagnets promising candidates for quantum computing and memory storage [9–13].

In nanomagnet crystals, the process of spin flipping from the metastable to stable state may happen in a form of spin avalanche known as magnetic deflagration [14–19]. In this process, the spin flipping is triggered locally, e.g., by external heating, and the stored magnetic (Zeeman) energy is released as thermal phonon energy. The heat is then transferred to the cold neighboring layers of the crystal by thermal conduction. The increased temperature facilitates spin-flipping resulting in an additional release of Zeeman energy leading to a self-supporting spin-flipping front. Such a front propagates with essentially subsonic velocity of about $\sim$ (1–15) m/s. The whole process is remarkably similar to slow combustion, also known as flame or deflagration [20, 21], and for this reason the combustion terminology is now widely used in the studies of the magnetic spin avalanches.

Most of the work on magnetic deflagration considers the process in only one dimension, coinciding with the easy axis of the crystal. A linearized approach for weak transverse magnetic field was considered in Ref. [22], and more recently a few papers [23, 24] have included the perpendicular direction and treated the whole process in a more realistic geometry. One problem for which the second dimension is essential concerns the magnetic instability of the deflagration front [25, 26]. Another important two-dimensional aspect arises from the magnetic crystal anisotropy of the crystal [24] and the role of the transverse magnetic field on the propagation of spin avalanches [21–23]. Our previous work [24] mainly considered the magnetic deflagration properties with respect to misalignment of the external magnetic field and the crystal easy axis. The activation and the Zeeman energies were computed as a quantum-mechanical problem for a rather detailed system Hamiltonian. Experimental papers [21, 25] provide a wide range of velocity measurements in a transverse magnetic field together with comparison to theoretical models. However, Ref. [25] shows a certain discrepancy between measurements and existing theory indicating the necessity for a more advanced theoretical investigation.

In the present paper, we develop two essential improvements on the existing theoretical model of magnetic deflagration. First, we demonstrate that in the presence of a strong transverse magnetic field the energy barrier structure is modified significantly, becoming three-dimensional. This leads to an ambiguity in determining the activation energy, which is the key feature for calculating the front velocity and other properties of magnetic deflagration. This problem was already recognized in [22], using a classical reduction of the energy barrier for weak transverse fields. Secondly, we include all energy levels of molecular magnets in order to calculate the Zeeman energy release more accurately. This is in contrast to all previous studies, which are based on a two-level
model, implying that all the spins occupy either the lowest metastable level or the ground state. Our full model yields much better agreement with the experimental measurements of the front velocity than is achieved with the previous reduced models.

The paper is organized as follows. In the next section, we present the energy structure of the spin states of a molecular magnet in a magnetic field, including a high transverse magnetic field. In Sec. IV we develop a model including all energy levels and taking into account the final thermal population of spin states. Section IV is devoted to the influence of the above effects on the deflagration velocity. Finally, we conclude with a discussion and brief summary of the results obtained.

II. ENERGY LEVELS IN A STRONG TRANSVERSE FIELD

Following the experimental procedure presented in Ref. [25], we consider a crystal of molecular magnets with the easy axis aligned in the $z$-direction. Initially, it is fully magnetized in the opposite direction to the external magnetic field $B_z$. It is thus in a metastable state and, as will be shown in Sec. IV, deflagration depends on the activation energy $E_a$ to overcome the spin reversal barrier and on the Zeeman energy $Q$ released by this spin reversal. In addition, we consider another component of the magnetic field, $B_y$, perpendicular to the easy axis of the crystal. We take the base temperature of the crystal as 0.4 K, which is much lower than the gap between two consecutive levels near the ground or metastable state of the molecule [23]. (Note that in this paper we express energy in kelvins.)

In order to determine the activation and the Zeeman energies, we analyze the (spin) energy states of the molecular magnet with respect to an arbitrary orientation of the magnetic field, which is restricted to the $yz$-plane. The Hamiltonian for the molecule of Mn$_{12}$-acetate can be written as [3]

$$\hat{H} = -D\hat{S}_z^2 - BS_4 - g\mu_B (B_z\hat{S}_z + B_y\hat{S}_y) + \hat{H}'.$$

where $D = 0.548$ K and $B = 1.17 \times 10^{-3}$ K are the constants corresponding to the uniaxial magnetic anisotropy [3], $g = 1.93$ is the gyromagnetic factor [12], $\mu_B$ is the Bohr magneton, and $\hat{H}'$ contains other terms such as the transverse anisotropy, intermolecular dipole interaction, and hyperfine interaction with the spin of the nuclei. The dipolar field produced by a fully-magnetized crystal is estimated as $B_z \approx 50$ mT [28], while we investigate deflagration at fields $B \sim 1$ T, hence the contribution of $\hat{H}'$ to the total energy is comparatively low and will be neglected in further analysis.

The time-independent Schrödinger equation

$$\hat{H}\vert\phi_i\rangle = E_i\vert\phi_i\rangle,$$

with $i = -S, \ldots, S$, can be solved numerically for by diagonalization of Hamiltonian (1) in matrix form, for different longitudinal ($B_z$) and transverse ($B_x = B_y$) fields. As we showed in Ref. [23], in the presence of a small external transverse magnetic field, the actual states $\vert\phi_i\rangle$ are close to the eigenstates of $\hat{S}_z$, such that the label $i$ can be associated to the magnetic quantum number $M_z$. The presence of a strong transverse field modifies this picture substantially, as can be seen in Fig. 1, where the plot of the energy as a function of the projection of the spin on the $z$-axis shows an abundance of states with $\langle\hat{S}_z\rangle \approx 0$. Nevertheless, the ground and metastable states are not significantly affected.

However, for the calculation of the activation energy, it doesn’t appear that the previous approach [23] of associating the energy barrier to spin reversal with the highest energy eigenvalue holds in the presence of a strong transverse field. Plotting the energy of the states $\vert\phi_i\rangle$ as a function of both spin projections $\langle\hat{S}_y\rangle$ and $\langle\hat{S}_z\rangle$, Fig. 1 one can imagine the spin reversing from $\langle\hat{S}_z\rangle \approx -S$ to $\langle\hat{S}_z\rangle \approx S$, while maintaining $\langle\hat{S}_y\rangle \approx 0$. To test this hypothesis, considering that the spin-phonon coupling operator can be written as [29]

$$\sum_{\alpha,\beta} c_{\alpha\beta} \hat{S}_\alpha \hat{S}_\beta,$$

with $\alpha, \beta \in \{x, y, z\}$, we have calculated the couplings $\langle\phi_i\rangle\vert\hat{S}_\alpha \hat{S}_\beta\rangle\vert\phi_i\rangle$ and indicate by the solid (red) line in Fig. 2 the strongest couplings for each state. We clearly see that phonons can bring the system from the metastable to the ground state following the lowest energy path along $\langle\hat{S}_z\rangle$.

FIG. 1. (Color online) Spin eigenstates of a single molecular magnet of Mn$_{12}$-acetate [see Hamiltonian (1)] in a longitudinal magnetic field $B_z = 0.5$ T, plotted according to the eigenenergy (expressed in units of K) and the projection of the spin on the $z$-axis ($\langle\hat{S}_z\rangle$). Circles correspond to values in the absence of a transverse magnetic field, and triangles and diamonds to a transverse field $B_x = B_y = 1$ T and 3 T, respectively. The full line corresponds to the classical approximation to the energy given by Eq. (1), for the case $B_y = 3$ T.
without \( \alpha \) for Hamiltonian (1) for a transverse field \( B_z = B_y = 3 \text{T} \) and a longitudinal field \( B_z = 0.2 \text{T} \). The 2S + 1 = 21 eigenstates are represented by (red) dots. Dashed (blue) lines locate the eigenstates on the plane. Solid (red) lines correspond to the most probable transition between states due to the spin-phonon coupling.

Unfortunately, apart for a visual inspection, there are no simple criteria that would allow to determine which of the states to use to calculate the barrier to spin reversal. Friedman in [22] suggests to select the highest energy state using an arbitrarily-tuned value, tunnel-splitting criterion. However, the result depends on the tuned value and is not universal.

To simplify the computations, we thus use a classical model for the spin, with energy given by the classical analogue of Hamiltonian [1],

\[
E_{\text{class}} = -DS^2 \cos^2 \alpha - BS^4 \cos^4 \alpha - g \mu_B S (B_z \cos \alpha + B_y \sin \alpha),
\]

with \( \alpha \) the angle between the spin vector \( S \) and the \( z \)-axis. During the magnetic avalanche, we consider that the spin will move from the metastable to the ground state using the path of least resistance (lowest energy), as a function of the angle \( \alpha \), as illustrated in Fig. [1]. We calculate numerically the extrema of \( E_{\text{class}} \) as a function of \( \alpha \), and assign the local minimum \( E_{\text{meta}} \) around \( \alpha \approx \pi \) to the metastable state, and the maximum \( E_{\text{max}} \) to the energy barrier. We then calculate the activation energy as

\[
E_a = E_{\text{max}} - E_{\text{meta}}.
\]

III. GENERALIZED ZEEMAN ENERGY ACCOUNTING FOR ALL SPIN STATES

Having determined in Sec. [I] the activation energy in the presence of a strong transverse magnetic field, let us now focus on the Zeeman energy released by the spin flip. We designate the relative occupation (population) of each state as \( n_i \), where \( i = -S, \ldots, S \), representing the fraction of molecular magnets in state \( i \), under the normalization condition

\[
\sum_{i=-S}^{S} n_i = 1.
\]

As previously, we number the states in increasing order of their spin projection along the \( z \) direction, i.e., \( n_{-S} \) corresponds to the fraction of molecules in the metastable state and \( n_S \) corresponds to the fraction of molecules in the ground state. We assume that the occupation of the energy levels is consistent with the thermal Boltzmann factor, \( n_i \propto e^{-E_i/T} \). Therefore, the relative population of the \( i \)-th level is given by

\[
n_i^{\text{eq}} = \frac{1}{Z} e^{-E_i/T}
\]

with

\[
Z = \sum_{j=-S}^{S} e^{-E_j/T}
\]

the partition function and \( T \) the temperature. According to Eq. [7] the equilibrium relative populations depend on both the temperature \( T \) and the external magnetic field \( B \), as the state energy \( E_i \) depends on \( B \), see Hamiltonian [1]. In Fig. [3] we present equilibrium state populations, determined by Eq. [1] for two values of external magnetic field. As expected, the extreme states with \( \langle S_z \rangle \approx -S \left(n_{-S}\right) \) and \( \langle S_z \rangle \approx S \left(n_S\right) \) have the highest occupation numbers. However, for a stronger magnetic field, and consequently a higher final temperature, we notice that a considerable fraction of

FIG. 2. (Color online) Energies of the eigenvalues calculated for Hamiltonian (1) for a transverse field \( B_z = B_y = 3 \text{T} \) and a longitudinal field \( B_z = 0.2 \text{T} \). The 2S + 1 = 21 eigenstates are represented by (red) dots. Dashed (blue) lines locate the eigenstates on the plane. Solid (red) lines correspond to the most probable transition between states due to the spin-phonon coupling.

FIG. 3. (Color online) Relative population distribution for molecules of Mn_{12}-acetate. Blue circles represent the low-field \( B_z = 0.1 \text{K case, with a final temperature } T_f = 5.05 \text{K; most of the molecules are found in the extreme states, } n_{-10} + n_{10} = 0.92 \). Red diamonds represent the high-field \( B_z = 2.5 \text{T case, with a final temperature } T_f = 15.02 \text{K; here } n_{-10} + n_{10} = 0.66 \).

Having determined in Sec. [I] the activation energy in the presence of a strong transverse magnetic field, let us now focus on the Zeeman energy released by the spin flip. We designate the relative occupation (population) of each state as \( n_i \), where \( i = -S, \ldots, S \), representing the fraction of molecular magnets in state \( i \), under the normalization condition

\[
\sum_{i=-S}^{S} n_i = 1.
\]

As previously, we number the states in increasing order of their spin projection along the \( z \) direction, i.e., \( n_{-S} \) corresponds to the fraction of molecules in the metastable state and \( n_S \) corresponds to the fraction of molecules in the ground state. We assume that the occupation of the energy levels is consistent with the thermal Boltzmann factor, \( n_i \propto e^{-E_i/T} \). Therefore, the relative population of the \( i \)-th level is given by

\[
n_i^{\text{eq}} = \frac{1}{Z} e^{-E_i/T}
\]

with

\[
Z = \sum_{j=-S}^{S} e^{-E_j/T}
\]

the partition function and \( T \) the temperature. According to Eq. [7] the equilibrium relative populations depend on both the temperature \( T \) and the external magnetic field \( B \), as the state energy \( E_i \) depends on \( B \), see Hamiltonian [1]. In Fig. [3] we present equilibrium state populations, determined by Eq. [1] for two values of external magnetic field. As expected, the extreme states with \( \langle S_z \rangle \approx -S \left(n_{-S}\right) \) and \( \langle S_z \rangle \approx S \left(n_S\right) \) have the highest occupation numbers. However, for a stronger magnetic field, and consequently a higher final temperature, we notice that a considerable fraction of
the molecular magnets are found in the other levels. In particular, at low magnetic field (blue circles in Fig. 3) more than 90% of all molecules are concentrated on the two extreme levels (metastable and ground), while for $B_z = 2.5\, T$ (red diamonds in Fig. 3) this fraction decreases to 66%. This is due to the higher burnt temperature. Consequently, the model used in previous studies (see, e.g., Refs. [16, 19, 23]), which considered only two levels (metastable and ground), would not account for a large portion of the spin population for strong transverse fields.

In order to find equilibrium relative population and build Fig. 3 from Eq. (7), it is necessary to know the final temperature of the magnetic deflagration process. For this purpose, a more rigorous analysis of the energy balance is required. The total energy of the system consists of thermal phonon and potential magnetic energies. The phonon energy depends on temperature as $E = CT^4$, where the heat capacity for Mn$_{12}$-acetate is $C \approx 0.001\, K^{-3}$. The magnetic energy of the system is defined as the sum of all energy states weighted with the corresponding relative populations,

$$E_{mag} = \sum_{i=-S}^{S} E_i n_i.$$  

The total energy of the system is conserved, so before and after the deflagration front we have

$$CT_0^4 + n_{-S}^0 E_{-S} = CT_f^4 + \sum_{i=-S}^{S} E_i n_i,$$  

where $T_0$ is the initial crystal temperature, with all the molecules assumed to be initially in the metastable state, $n_{0\, S} = 1$. The latter condition can easily be fulfilled experimentally. Equation (10) neglects heat exchanges with the external media, as typically the magnetic deflagration process is much faster than thermal relaxation. The initial temperature is typically rather small, $T_0 \sim 0.4\, K$, and has a negligible effect on the final result. We solve Eq. (10) for $T_f$ together with Eqs. (9) and (7). Having found $T_f$, we substitute its value into Eq. (7) and obtain Fig. 3.

It is of interest to compare the above “full” model to the previous one using only the two extreme levels. For the latter case, the relative populations of the metastable and ground levels reduce to

$$n_{-S}^* = \frac{1}{1 + e^{E_S/T_f}}, \quad n_S^* = 1 - n_{-S}^*.$$  

Here and below, we designate by the superscript * variables within the two-level model: $Q^*$ is the Zeeman energy release, which in this case is the difference in energy of the two states, $Q^* = E_{-S} - E_S$. Substituting Eq. (11) into Eq. (10), one can compute the final temperature for the two-level model, $T_f^*$. For the full model, the total energy release depends, strictly speaking, on the occupation of all the levels. We designate the effective Zeeman energy $Q_{eff}$ as difference in magnetic potential energy before and after deflagration,

$$Q_{eff} = E - E_{mag}(T_f).$$  

An alternative but equivalent way to compute $Q_{eff}$ follows from Eq. (10) by taking the difference of the final and initial thermal energies, $Q_{eff} = E(T_f) - E(T_0)$. Here, we obtain an important distinction between the two-level and full models. In the first case, the Zeeman energy is purely determined from the Hamiltonian, itself linearly dependent on the magnetic field, while for the full model the Zeeman energy also depends on the temperature which, in turn, has a complicated dependence on the magnetic field. A comparison of the final temperature $T_f$ and the effective Zeeman energy $Q_{eff}$ between the full and two-level models is presented in Fig. 3. We see that taking under consideration all energy levels decreases the final temperature as well as the energy released in the system compared to the two-level model. A ratio close to one of both models is obtained only for very weak fields. At low field, the assumptions of the two-level model work well since two conditions are met: (i) only the metastable and the ground states are occupied; (ii) the energy gap between the higher levels and the extreme levels is much larger than the temperature of the system. Similarly, the spacing between the stable state and the next adjacent state increases with the longitudinal magnetic field, such that the simplified model is again a good approximation for strong fields, where only the ground state is occupied in the final configuration, even though the final temperature is higher. The thermally-driven relaxation rate is described by the Arrhenius equation $\alpha \exp(-E_a/T)$, and thus very sensitive to any change in temperature. In the next section, we will compute the deflagration velocity for the full model and discuss comparisons with experimental data and the
two-level model.

IV. MAGNETIC DEFLAGRATION FRONT VELOCITY

The time evolution of the energy during the magnetic deflagration is given by

$$\frac{\partial \mathcal{E}}{\partial t} = \nabla \cdot (\kappa \nabla \mathcal{E}) - \frac{\partial E_{\text{mag}}}{\partial t}, \quad (13)$$

where $\kappa$ is the thermal conductivity and the last term represents a heat source due to the Zeeman energy release. We follow the usual assumption that the thermal conductivity is a function of temperature, $\kappa = \kappa_0 T^{-\beta}$, where $\kappa_0$ and $\beta$ are constants, although with uncertain values. $\kappa_0$ is usually estimated by fitting theoretical results to experiments. To the best of our knowledge, the exponent $\beta$ has not been measured in experiments so far, while theoretically it varies within a wide range, $\beta = -13/3 \ldots 13/3 \ [25]$.

It is more convenient to work in the reference frame of the deflagration front. More specifically, we consider a front moving in the negative $z$ direction with constant velocity $U_f$. The time dependence is eliminated by setting $f(z,t) = f(z + U_f t)$ and Eq. (13) can be integrated as

$$\frac{\kappa}{U_f} \frac{d \mathcal{E}}{dz} = \mathcal{E} - \mathcal{E}_0 + E_{\text{mag}} - E_{-10}, \quad (14)$$

where $\mathcal{E}_0 = \mathcal{E}(T_0)$. Now we have to specify how $E_{\text{mag}}$ changes within the front. Strictly speaking, one should consider the dynamics of all $2S+1$ states, which is quite a complicated problem. Instead of this direct approach, we investigate the evolution of the metastable level ($n_{-10}$) only. At the front, its relative population changes from the initial $n_{-10} = 1$ in the "unburnt" region to the final $n_{-10} = n_{eq}^{n_{-10}}$ given by Eq. (7) in the "burnt" region. Within the front, it is described by the Arrhenius law

$$\frac{1}{U_f} \frac{dn_{-10}}{dz} = -\Gamma_0 e^{-E_a/T} (n_{-10} - n_{eq}^{n_{-10}}), \quad (15)$$

where the prefactor $\Gamma_0$ is a constant and the exponential stands for the relaxation over an activation threshold $E_a$. The activation energy $E_a$ is determined as the distance from the metastable level to the maximum of the parabola depicted in Fig. 1. We neglect here any tunneling effect [5] [8]. In addition, we assume that the relaxed molecules at every point of the front are distributed according to the equilibrium occupancy, Eq. (7). In this case, $E_{\text{mag}}$ is given by

$$E_{\text{mag}} = n_{-10} E_{-10} + \frac{1}{1 - n_{eq}^{n_{-10}}} \sum_{i=-S+1}^{-1} n_{i}^{eq} E_i. \quad (16)$$

Finally, we rewrite the energy equation (14) in terms of the temperature as

$$\frac{\kappa_0}{U_f} T^{1-\beta} \frac{dT}{dz} = T_0^{1+1} - T^{\alpha+1} + \frac{E_{\text{mag}} - E_{0-10}}{(\alpha + 1)C}. \quad (17)$$

Equations (15)-(17) form a complete system which describes the internal structure of the magnetic deflagration front. The front velocity $U_f$ corresponds to an eigenvalue of the stationary problem. Following the numerical technique of Ref. [19], we integrate the system Eqs. (15)-(17) and find the dimensionless eigenvalue $\Lambda = \Gamma_0 \kappa_0 U_f^{1-\beta} / U_f^2$.

As stated above, the coefficients $\kappa_0$ and $\Gamma_0$ cannot be uniquely defined and are used as fitting parameters. Actually, the product $\kappa_0 \Gamma_0$ is a multiplicative coefficient for the front velocity, $U_f \propto \sqrt{\kappa_0 \Gamma_0}$, so there is in fact a single adjustable parameter. Furthermore, the thermal conduction exponent $\beta$, while still constrained within a certain range, also remains undefined. According to our previous work, its value modifies the internal structure of the deflagration front [19], so we can expect nonlinear effects on the front velocity as well. Thus, having solved the dimensionless eigenvalue problem, we do not obtain actual velocity values but find the dependence of the front velocity as a function of the magnetic field. The fitting parameters $\beta$ and $\kappa_0 \Gamma_0$ can then be found by comparing the computed values to experimental measurements.

Generally speaking, all characteristic features of magnetic deflagration are governed by the external magnetic field (the effect of the initial temperature is vanishing and can be neglected). Consequently, the front velocity is regulated by both field components $B_z$ and $B_y$. In Fig. 5, we plot the deflagration front velocity vs longitudinal (upper panels) and transverse (lower panels) magnetic fields for two values of the thermal conduction factor, $\beta = 13/3$ and $\beta = -3$. The solid line in Fig. 5 represents our full model, while the dashed line stands for simplified two-level model; experimental measurements for Ref. [24] are also depicted. Firstly, we notice that both theoretical models exhibit similar trends, in that the front velocity increases with the strength of the magnetic field. The very similar quantitative behavior may appear to contradict the significant difference demonstrated in Fig. 4, but such a discrepancy can be explained by the relatively weak dependence of the velocity on the final temperature and energy release. As a function of the longitudinal field, for $\beta = 13/3$, Fig. 5(a), both models predict a higher velocity, especially when the field is relatively weak; for stronger fields, the two models almost coincide with each other and with the experiment. For $\beta = -3$, Fig. 5(b), the full model demonstrates perfect agreement with the experimental data over the entire range of the longitudinal magnetic field. A minor peak at $B_z \approx 0.45$ T is due to a quantum tunneling resonance that is not accounted for in the present theory. Also, it is of interest to note that decreasing $\beta$ leads to a steepening of the theoretical curves, showing a stronger dependence against the longitudinal magnetic field. The velocity dependence vs the transverse field for different $\beta$, Figs. 5(c) and (d), shows the opposite trend. Moreover, there is here a better agreement with the experiment for $\beta = 13/3$ than for $\beta = -3$. It should be noted that the velocity plotted in Fig. 5 is on a logarithmic scale, which can visually obscure the difference between the two-level and the full
FIG. 5. (color online) Magnetic deflagration velocity vs longitudinal (top panels) and transverse (bottom panels) magnetic fields for two thermal diffusivity exponents, $\beta = 13/3$ (left panels) and $\beta = -3$ (right panels). Other parameters are: initial temperature $T_0 = 0.4 \text{K}$; $B_y = 2.5 \text{T}$ (for the upper panels) or $B_y = 0.4 \text{T}$ (for the lower panels). The fitting coefficient for the two-level model is $\Gamma_0\kappa_0 = 2.6 \times 10^5 \text{sK}^{-13/3}$ and for the full model is $\Gamma_0\kappa_0 = 2.92 \times 10^5 \text{sK}^{-13/3}$. The experimental data is taken from Ref. [24].

models; for instance, in the case of Fig. 5(b), the two-level model overestimates the velocity by a factor of up to 2.4.

We believe that this new model of magnetic deflagration describes the dependence of the front velocity $U_f$ on $B_z$ accurately enough, while its dependence on $B_y$ deserves additional study. It is important to clarify in which way each of the magnetic field components affects the front velocity. In the governing equations there are two magnetic-field-dependent parameters which influence the front velocity: the Zeeman energy and the activation energy. Both of them depend on both field components. However, the Zeeman energy mostly depends on the longitudinal component of magnetic field; within the two-level model it is a linear function, $Q = 2g\mu BzS$. Consequently, the dependence of the Zeeman energy (heat release) against the longitudinal field determines the corresponding relation for the front velocity as well. Hence, the more accurate calculation of the Zeeman energy developed in this paper results in a better agreement with the experimental data for the front velocity.

On the other hand, the activation energy is a complicated function of both components of the magnetic field. Moreover, in the presence of the transverse component, the simple double-well model [7] with an activation energy may need to be reconsidered. As we see in Figs. 1 and 2, the spin states do not follow a simple progression from one extreme to the other in the presence of a strong transverse field. This leads to an ambiguity in determining the activation energy as the highest-energy state the system must pass through during the spin flip becomes uncertain. For instance, for $B_y = 0$, all $2S+1$ states are aligned on the relaxation path (neglecting resonant tunneling), Fig. 2, from $-S$ to $S$, while for $B_y = 3 \text{T}$ only six levels appear to be on the relaxation path. Hence, by increasing the perpendicular field, the number of states involved in the relaxation process is reduced. In addition, the transverse field also affects the spin-phonon coupling between adjacent states, which may also influence the front velocity.

V. CONCLUSION

In this paper, we have extended the previous theoretical model for the calculation of the heat release (Zeeman energy) during magnetic deflagration. We have shown that in addition to metastable and ground states ($-S$ and $S$), other states also contribute to the energy release and must be taken into account. By building a theoretical model including all spin levels, we are able to take into account the partial spin flipping occurring in the nanomagnet crystal.

Using this new model, we have investigated influence of the transverse magnetic field on the deflagration front velocity. We demonstrated that, due to thermal equilib-
rium populations, the higher spin levels may have more than 30% total occupancy, leading to a significant difference in combustion temperature and front velocity. Our model thus predicts a stronger dependence of the front velocity against the longitudinal magnetic field. We have shown that not all eigenstates of the Hamiltonian for a molecular magnet with both longitudinal and transverse magnetic fields participate in the spin relaxation process. This makes the modeling of the magnetic deflagration using an Arrhenius law with a well-defined activation energy more difficult. We have nevertheless provided a classical model from which an activation energy can be calculated, that is in good agreement with the quantum mechanical level calculation. Future work should concentrate on refining the Arrhenius-law model in the presence of strong transverse magnetic fields.
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