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This study presents a theoretical structure for the monocular pose estimation problem using the total least squares. The unit-vector line-of-sight observations of the features are extracted from the monocular camera images. First, the optimization framework is formulated for the pose estimation problem with observation vectors extracted from unit vectors from the camera center-of-projection, pointing towards the image features. The attitude and position solutions obtained via the derived optimization framework are proven to reach the Cramér-Rao lower bound under the small angle approximation of the attitude errors. Specifically, the Fisher Information Matrix and the Cramér-Rao bounds are evaluated and compared to the analytical derivations of the error-covariance expressions to rigorously prove the optimality of the estimates. The sensor data for the measurement model is provided through a series of vector observations, and two fully populated noise-covariance matrices are assumed for the body and reference observation data. The inverse of the former matrices appear in terms of a series of weight matrices in the cost function. The proposed solution is simulated in a Monte-Carlo framework with 10,000 samples to validate the error-covariance analysis.

I. Introduction

The simultaneous localization and mapping (SLAM) problem focuses on whether a mobile robot is able to assess situational awareness when put in an unknown environment and simultaneously make a map of the obstacles, as well as the possible landmarks on the surrounding objects.

In the SLAM problem, the localization part that determines the orientation (attitude) of the vehicle can be stated as an attitude estimation problem. The attitude estimation-only problem can be classified into two main categories.
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The first category determines the attitude with respect to a reference frame using the vector observation data from the surrounding landmark features in a deterministic manner using multiple simultaneous vector-observations. For observability purposes, there should be at least two non-collinear features detected with respect to the body frame of the vehicle.

The second category focuses on filtering the observation data from the environment by fusing them as a measurement model with a dynamic motion model of the vehicle trajectories in terms of a state estimation problem. Methods based on the first category can be used to mitigate the transients and divergence of the filtering approaches, while the second can provide the estimation even with one observation vector. Every attitude determination problem involves finding the extremum of a cost function.

One of the early cost functions introduced for the attitude determination is the Wahba’s problem. Many solutions to solve this problem have been shown since its introduction. Wahba’s problem is also related to the attitude and position determination problem, which is called pose estimation. This current work addresses the pose estimation problem in a monocular vision setup.

Pose estimation is a crucial part of the vision-based navigation applications, because an accurate pose estimate typically needs to be leveraged for the vehicle controller to avoid undesirable efforts. Pose estimation solutions using imagery data-sets can be classified in two main approaches: model-based and non-model-based approaches.

Model-based solutions use a presumed model of the object using their dimensions, shape or texture, and corresponds the features to solve for the model parameters. Template matching and contour tracking are examples for this class of pose estimation solutions. Non-model-based approaches do not leverage an object model, but rather determine the pose from a sequence of images such as structure from motion problem. One solution is information fusion of high-frequency inertial sensors and a relatively low-frequency monocular camera for the pose estimation of a rigid body. Reference provides a comparative study of different methods of initial pose estimation from monocular camera data for a spacecraft mission application. Attitude estimation from the two rotated unit-vectors using the geometric algebra is an interesting rigorous mathematical approach and has been studied in. This solution can be used for the monocular vision applications as well. In, a review of different pose estimation methods is provided using monocular or stereo camera image data-sets, in which the available features are either the coordinates of 3D points in the world or their corresponding 2D projections on the image plane. Monocular vision can be used for pose estimation of the UAV’s by only using an off-board camera. ORB-SLAM is one of the real-time solutions for the SLAM problem using monocular camera which is robust to clutter. Deep learning-based approaches also provide a series of solutions for relative pose estimation in vision applications. The recovery of feature depth as well as the attitude matrix is given in an iterative approach in. The pose determination problem is solved in using point and line correspondences. The first is based on the weak perspective model of the monocular camera, and the second is a first-order approximation of the perspective model. The line correspondence solution has better
convergence properties and more accurate estimates compared to the point correspondence, but comes at the price of higher computational complexity [11]. Structure from motion is one of the super-sets of pose estimation problems, in which the 3D coordinates of features as well as the relative pose of the camera with respect to a reference frame are estimated. For an in-depth review of the structure from motion algorithms and solutions, the reader is referred to [10]. Vision-based pose estimation has many applications in human-computer interaction. Monocular or multiple cameras can be used to assess the orientation of hand pose [21], in which several degrees of freedom are solved as unknowns.

While working with visual measurement data, the objects of interest first need to be segmented. Features are usually then detected, which are finally corresponded to each other in different image scans. Image segmentation is a fundamental problem in SLAM using visual data. This has many applications in robotics [22] such as the autonomous driving, in which the surface, pedestrians, cars and bikes, etc., need to be detected. Image segmentation can be stated as classifying the pixels with different labels (semantic segmentation) or separating the objects of interest as a whole (instance segmentation). There are a variety of image segmentation methods that range from simple approaches, such as like kmeans [23], or more computationally involved and powerful methods, such as deep-learning based methods [24] or Markov random fields [25]. A survey of deep-learning approaches to solve the image segmentation problem is shown in [26–28]. Before initiating the actually pose determination process, first the feature extraction and feature correspondence problems must be solved. Features are intuitively the important points in an image that can be found in other images of the same scene in a unique way. Feature extraction techniques are categorized into low-level and high-level approaches. Low-level methods find the local features in an image. The image instances can be derived from many approaches, such as the Canny edge detector [29] to SIFT [30] and SURF [31]. High-level features are more focused on detection of more complex features, such as lines and circles and other generic shapes. The Hough transform [32] and generalized Hough transform [33] are some basic solutions using high-level features. A more elaborate review of feature extraction methods is provided in [34]. Feature correspondence is also one of the basic problems in image processing and has many applications in visual SLAM [35]. Grid-based motion statistics is one of the recent computationally efficient methods for feature matching [36]. A comparative study of the 2D feature matching methods is provided in [37].

The assumptions of this work are that the segmentation, feature extraction and feature correspondence steps are solved.

The main focus then will be to solve for the pose estimation problem by utilizing the pairs of matched features in the format of vector observation pairs. The pose estimation from vector observation pairs is well-established in the literature [38]. But the statistical analysis of the estimates, in an optimal way that achieves the Cramér-Rao lower bound (CRLB) [39], has not been studied well. The error-covariance expressions in Lidar data sets with the most generic positive definite matrices for the vector-measurement covariance are derived in [40] and [41]. The statement of the pose estimation problem as a total least squares (TLS) problem has been elaborated in [42], in which there are errors in both the “design matrix” and the measurement observation [43]. In this paper, the problem of the most general case of sensor
uncertainty in which there are correlations between the different features in the reference observation vectors, as well as the body observation vectors, is solved for the unit observation vectors from the camera pointing towards the features. Furthermore, error-covariance expressions are derived that achieve the CRLB.

II. Overview of Linear Least Squares and Total Least Squares

This section provides a brief introduction to linear and total least squares, and how they are related and their differences. For a more in-depth review of the TLS, see [44–46].

Consider the measurement model of the form

$$\tilde{y} = Hx + \Delta y$$

where $H$ is a $m \times n$ deterministic matrix with no errors, $x$ is the $n \times 1$ vector of unknowns, $\tilde{y}$ is the $m \times 1$ measurement vector, and $\Delta y$ is the $m \times 1$ measurement error-vector. The least squares estimate of $x$ is given by solving the following problem:

$$\min_{\hat{x}} J = \frac{1}{2} \Delta y^T \Delta y$$

subject to: $\tilde{y} = H\hat{x}$

where the number of measurement samples stacked vertically in the vector $\tilde{y}$ should be more than the number of unknowns, and $H$ should have at least rank $n$, for the problem to be observable. The main underlying assumption in the statistical analysis of least squares is that $\tilde{y}$ has a Gaussian distribution with the conditional likelihood function given by

$$p(\tilde{y}|x) = \frac{1}{(2\pi)^{\frac{m}{2}} \left| \det(R_{yy}) \right|^{\frac{1}{2}}} \exp \left\{ -\frac{1}{2} (\tilde{y} - Hx)^T R_{yy}^{-1} (\tilde{y} - Hx) \right\}$$

where the distribution mean is denoted by $Hx$ and the covariance is $R_{yy}$. Because of the properties of the exponential function, maximizing the likelihood function is equivalent to minimizing the negative of the log-likelihood. The mean and error-covariance of the estimate are given by

$$E(\hat{x}) = x$$

$$\text{cov}(\hat{x}) = H^T R_{yy}^{-1} H$$

which shows that the least squares estimate is unbiased.

As stated previously, the design matrix $H$ in the least squares measurement model in Eq. (1) has no errors. If this underlying assumption does not exist anymore, which happens in many applications, as will be seen in the SLAM problem in Section III, then another formulation must be used to consider the errors in the design matrix, which leads to
the TLS problem, with parameters defined by

\[
\begin{align*}
\tilde{y} &= y + \Delta y \\
y &= Hx \\
\tilde{H} &= H + \Delta H
\end{align*}
\]  

(5a) \hspace{1cm} (5b) \hspace{1cm} (5c)

where \(\Delta H\) shows the errors in the design matrix. Consider the following augmented matrix:

\[
D = \begin{bmatrix} H & y \end{bmatrix}
\]  

(6)

The conditional likelihood function of the TLS problem is defined by

\[
p(\tilde{D}|D) = \frac{1}{(2\pi)^{\frac{m}{2}} |\det(R)|^{\frac{1}{2}}} \exp \left\{ -\frac{1}{2} \text{vec}(\tilde{D} - \hat{D})^T R^{-1} \text{vec}(\tilde{D} - \hat{D}) \right\}
\]  

(7)

where vec operator stacks all columns of a matrix in a single column. The maximum likelihood approach for this cost function leads to the minimization of the log-likelihood function as

\[
J(\hat{D}) = \frac{1}{2} \text{vec}(\hat{D} - \hat{D})^T R^{-1} \text{vec}(\hat{D} - \hat{D})
\]  

subject to

\[
\hat{D} \hat{z} = 0
\]  

(8)

where \(\hat{z} = \begin{bmatrix} \hat{x} & -1 \end{bmatrix}^T\). A unique solution for this problem can be obtained if \(\text{rank}(D) = n\). Also, \(R\) is the covariance matrix that accounts for the errors in both \(\tilde{y}\) and \(\tilde{H}\). Although the TLS solution is known to be biased, the TLS problem is proven to reach the CRLB \([47]\) for the estimate error-covariance to within first-order error-terms \([43]\). Closed-form solutions for the TLS problem are possible only when \(R\) is an isotropic matrix.

### III. Total Least Squares Derivation for Pose Determination

The schematic relating the pose of the reference frame to the body frame is shown in Figure 1. There are two components that need to be estimated: 1) a translation vector \(p\) that connects the center of the reference and body frames, and 2) an attitude matrix \(A\) for the relative orientation of the unit vectors of the coordinate systems. As mentioned in section II, the sphere image surface instead of conventional image plane is utilized in this paper. Therefore, a series of line-of-sight measurements in the form of unit vectors is used. The terms \(u_i\) and \(v_i\) denote the depth of the \(i^{th}\) feature on the object of interest. The \(\tilde{b}_i\) and \(\tilde{f}_i\) denote the unit vector directions of the line-of-sight for feature \(i\) in reference and
body frames, respectively. The constraint that relates the unit vectors of projection from both coordinate systems is given by

$$u_i b_i = v_i A r_i - p, \quad i = 1, ..., n$$  \hspace{1cm} (9)$$

In which $n$ shows the number of features in every scan of the monocular camera. In this study, the camera is assumed to be intrinsically calibrated and only the extrinsic parameters of attitude and position are sought. Equation (9) is a measurement model for the estimation problem. In this paper, the $\tilde{}$ shows the measurement signal and the $\hat{}$ refers to the estimated value of the unknowns. The Eq. (9) can be written as

$$u_i b_i = v_i A r_i - p$$

$$= v_i \begin{bmatrix} r_i^T & 0_{1x3} & 0_{1x3} \end{bmatrix} \begin{bmatrix} a_1 \\ a_2 \\ a_3 \end{bmatrix} - p$$

$$= u_i H_i x - p$$

$$\equiv y_i$$

where $H_i$ is the design matrix for the $i^{th}$ feature and $a_i, i = 1, 2, 3,$ are the columns of the attitude matrix $A$. The perfect measurement model however is not realistic because of noise in the design matrix as well as the observation vectors of
Eq. (10). Therefore, in the actual version of the sensor model in Eq. (10), the following relation is used:

\[
(\tilde{u}_i - \Delta u_i) (\tilde{b}_i - \Delta b_i) = (\tilde{v}_i - \Delta v_i) A(\tilde{r}_i - \Delta r_i) - p
= (\tilde{H}_i - \Delta H_i) x - p
\equiv \tilde{y}_i - \Delta y_i
\]

where the design matrix \(\tilde{H}_i\) and the observation vector \(\tilde{y}_i\) have the errors of \(\Delta H_i\) and \(\Delta y_i\), respectively. Because the model is linear in terms of the unknowns \(x\) and the translation vector \(p\), then the problem can be posed using a TLS formulation with the constraint

\[
\hat{u}_i \hat{b}_i = \hat{v}_i \hat{A} \hat{r}_i - \hat{p}
\]

which shows the structure of a TLS problem because of the erroneous design matrix. It is already well-known that an image from a monocular camera does not provide us with depth information of the features. To avoid observability problems, suppose that rough measurements with large covariance of all the scale factors in the both frames are provided. Therefore, assume that \(u_i\) and \(v_i\) are measured and denoted by \(\tilde{u}_i\) and \(\tilde{v}_i\) with the covariances of \(R_{u_i}\) and \(R_{v_i}\). The cost function is

\[
J(\tilde{u}_i, \tilde{u}_i, \tilde{v}_i, \tilde{b}_i, \tilde{b}_i, \tilde{r}_i, \tilde{r}_i) = \frac{1}{2} \sum_{i=1}^{n} (\tilde{u}_i - \tilde{u}_i)^T R_{u_i}^{-1} (\tilde{u}_i - \tilde{u}_i) + \frac{1}{2} \sum_{i=1}^{n} (\tilde{v}_i - \tilde{v}_i)^T R_{v_i}^{-1} (\tilde{v}_i - \tilde{v}_i)
+ \frac{1}{2} \sum_{i=1}^{n} (\tilde{b}_i - \tilde{b}_i)^T R_{b_i}^{-1} (\tilde{b}_i - \tilde{b}_i) + (\tilde{r}_i - \tilde{r}_i)^T R_{r_i}^{-1} (\tilde{r}_i - \tilde{r}_i)
\]

subject to the constraints

\[
\hat{u}_i \hat{b}_i = \hat{v}_i \hat{A} \hat{r}_i - \hat{p} \quad i = 1, ..., n
\]

\[
\hat{A} \hat{A}^T = I_{3x3}, \quad \det(\hat{A}) = 1
\]

Define the vector \(d_i\) as follows:

\[
d_i = \begin{bmatrix} r_i \\ b_i \end{bmatrix}
\]
The cost function needs to be augmented to include the constraint in Eq. (14a), which is accomplished using Lagrange multipliers, denoted by $\lambda_i$:

$$J_a = \frac{1}{2} \sum_{i=1}^{n} (\tilde{u}_i - \hat{u}_i)^T R_{\tilde{u}_i}^{-1} (\tilde{u}_i - \hat{u}_i) + \frac{1}{2} \sum_{i=1}^{n} (\tilde{v}_i - \hat{v}_i)^T R_{\tilde{v}_i}^{-1} (\tilde{v}_i - \hat{v}_i)$$

$$+ \frac{1}{2} \sum_{i=1}^{n} (\hat{d}_i - \hat{d}_i)^T R_{\hat{d}_i}^{-1} (\hat{d}_i - \hat{d}_i) + 2\lambda_i^T (-\hat{u}_i \hat{b}_i + \hat{v}_i \hat{r}_i - \hat{p})$$

(16)

The necessary condition of this augmented cost function for $\hat{d}_i$ will be

$$\frac{\partial J_a}{\partial \hat{d}_i} = -R_{\hat{d}_i}^{-1} (\hat{d}_i - \hat{d}_i) + \hat{S}_i^T \lambda_i = 0$$

(17)

in which

$$R_i \equiv \text{E}\{\Delta \hat{d}_i \Delta \hat{d}_i^T\} = \begin{bmatrix} R_{\hat{d}_i} & 0_{3 \times 3} \\ 0_{3 \times 3} & R_{b_i} \end{bmatrix}$$

(18a)

$$\hat{S}_i = \begin{bmatrix} \hat{v}_i \hat{A} & -\hat{u}_i I_{3 \times 3} \end{bmatrix}$$

(18b)

$$R_{\hat{d}_i} = \text{E}\{\Delta \hat{r}_i \Delta \hat{r}_i^T\}$$

(18c)

$$R_{b_i} = \text{E}\{\Delta \hat{b}_i \Delta \hat{b}_i^T\}$$

(18d)

$$R_{\hat{u}_i} = \text{E}\{\Delta \hat{u}_i^2\}$$

(18e)

$$R_{\hat{v}_i} = \text{E}\{\Delta \hat{v}_i^2\}$$

(18f)

From the previous necessary condition in Eq. (17), for the features in an image scan $i = 1, ..., n$, the following is given:

$$\hat{d}_i = \hat{d}_i - R_i S_i^T \lambda_i$$

(19)

Then the Lagrangian multiplier $\lambda_i$ can be computed as

$$\lambda_i = Q_{\hat{d}_i}^{-1} (\hat{S}_i \hat{d}_i - \hat{p})$$

(20)

in which

$$Q_{\hat{d}_i} = \hat{S}_i R_i \hat{S}_i^T$$

(21)
The cost function in Eq. (16) can be re-written as

$$J_a = \frac{1}{2} \sum_{i=1}^{n} (\hat{\bar{u}}_i - \bar{u}_i)^T R^{-1}_{\bar{u}_i} (\hat{\bar{u}}_i - \bar{u}_i) + \frac{1}{2} \sum_{i=1}^{\hat{\bar{v}}_i} (\hat{\bar{v}}_i - \bar{v}_i)^T R^{-1}_{\bar{v}_i} (\hat{\bar{v}}_i - \bar{v}_i) + \frac{1}{2} \sum_{i=1}^{\hat{\bar{d}}_i} (\hat{\bar{d}}_i - \bar{d}_i)^T R^{-1}_{\bar{d}_i} (\hat{\bar{d}}_i - \bar{d}_i) + 2 \lambda^T (\hat{\bar{s}}_i - \bar{p})$$

(22)

From Eq. (19) and Eq. (20)

$$\hat{\bar{d}}_i - \bar{d}_i = R_i S_i^T Q^{-1}_i (\hat{\bar{u}}_i + \hat{\bar{v}}_i \hat{\bar{r}}_i - \bar{p})$$

(23)

Then the cost function in Eq. (13) can be rewritten as

$$J = \frac{1}{2} \sum_{i=1}^{n} (\hat{\bar{u}}_i - \bar{u}_i)^T R^{-1}_{\bar{u}_i} (\hat{\bar{u}}_i - \bar{u}_i) + \frac{1}{2} \sum_{i=1}^{\hat{\bar{v}}_i} (\hat{\bar{v}}_i - \bar{v}_i)^T R^{-1}_{\bar{v}_i} (\hat{\bar{v}}_i - \bar{v}_i) + \frac{1}{2} \sum_{i=1}^{\hat{\bar{d}}_i} (\hat{\bar{d}}_i - \bar{d}_i)^T R^{-1}_{\bar{d}_i} (\hat{\bar{d}}_i - \bar{d}_i) + 2 \lambda^T (\hat{\bar{s}}_i - \bar{p})$$

(24)

It is to be noted that the TLS solution has an extra capability of providing estimates for the vector observations, which are the positions of the vehicle with respect to the landmark features in the environment, as well the unknown pose. This can be compared to the other solutions for the pose estimation problem in a sense that makes the TLS a proper solution for the more generic SLAM problem. Also the TLS solution provides the measurement residuals based on Eq. (23), which are the difference of the measurements with the estimates. This is very useful to provide a measure of the accuracy of the algorithms, as well as a good reference for the tuning of the measurement covariances for the real applications.

A. Linear Attitude Measurement model

The relation between the true and estimated attitude matrix can be expressed as

$$\hat{A} = \exp(-[\delta \alpha \times]) A$$

(25)

where \([.\times]\) denotes the cross product matrix of a vector \([\Pi]\). Using a small angle assumption which is a first-order approximation of the attitude error, the attitude estimate can be written as

$$\hat{A} \approx (I_{3x3} - [\delta \alpha \times]) A$$

(26)
Note that for a first-order approximation of the covariance, a second-order approximation of the cost function is required. The error terms inside of the summations in Eq. (24) is approximated as

\[ \hat{u}_i \hat{b}_i - \hat{v}_i \hat{A} \hat{r}_i + \hat{p} = (u_i + \delta u_i)(b_i + \Delta b_i) - (v_i + \delta v_i)(I_{3x3} - [\delta \alpha \times]) A(r_i + \Delta r_i) + (p + \delta p) \]

(27)

where the first term is zero based on the constraint in Eq. (9) and

\[ G_i = \begin{bmatrix} v_i[Ar_i \times] & -I_{3x3} & 0_{3x2(n-i)} & -b_i & Ar_i & 0_{3x2(n-i)} \end{bmatrix}_{3x(6+2n)} \]

(28a)

\[ \Delta a_i = u_i \Delta b_i - v_i A \Delta r_i \]

(28b)

\[ \delta x = \begin{bmatrix} \delta \alpha^T & \delta p^T & \delta u_1 & \delta v_1 & \ldots & \delta u_i & \delta v_i & \ldots & \delta u_n & \delta v_n \end{bmatrix}^T_{(6+2n)\times 1} \]

(28c)

It is to be noted that the term \( Q_{\lambda_i} \) in Eq. (24) is also a function of the unknowns and has an approximation within first order of estimate errors \( \delta x \) which is derived from

\[ Q_{\lambda_i} = \hat{v}_i^2 \hat{A} R_{ri} \hat{A}^T + \hat{u}_i^2 R_{bi} \]

(29)

Decomposing \( Q_{\lambda_i} \) to first-order and second-order terms gives

\[ Q_{\lambda_i} = \hat{Q}_{\lambda_i} + \delta \hat{Q}_{\lambda_i} + \delta^2 \hat{Q}_{\lambda_i} \]

(30a)

\[ \hat{Q}_{\lambda_i} = v_i^2 A R_{ri} A^T + u_i^2 R_{bi} = S_i R_i S_i^T \]

(30b)

\[ \delta \hat{Q}_{\lambda_i} (\delta \alpha) = 2 v_i \delta v_i A R_{ri} A^T - v_i^2 [\delta \alpha \times] A R_{ri} A^T - v_i^2 A R_{ri} A^T [\delta \alpha \times] + 2 u_i \delta u_i R_{bi} \]

(30c)

\[ \delta^2 \hat{Q}_{\lambda_i} = \delta v_i^2 A R_{ri} A^T + v_i^2 [\delta \alpha \times] A R_{ri} A^T [\delta \alpha \times] - 2 u_i \delta v_i \left([\delta \alpha \times] A R_{ri} A^T + A R_{ri} A^T [\delta \alpha \times] \right) + \delta u_i^2 R_{bi} \]

(30d)

The inverse of \( Q_{\lambda_i} \) is given by

\[ Q_{\lambda_i}^{-1} = Q_{\lambda_i}^{-1} - Q_{\lambda_i}^{-1} \delta Q_{\lambda_i} Q_{\lambda_i}^{-1} - Q_{\lambda_i}^{-1} \delta^2 Q_{\lambda_i} Q_{\lambda_i}^{-1} \]

(31)

So the constant term for \( Q_{\lambda_i}^{-1} \) will be \( Q_{\lambda_i}^{-1} \) for which the inverse is defined in Eq. (30a). The first-order terms of estimate errors are already given in the quadratic terms in Eq. (24). Then only a part of the \( Q_{\lambda_i} \), denoted by \( Q_{\lambda_i} \), which is not a function of unknown errors \( \delta x \), contributes to the second-order approximation of the cost function. The second-order
cost function from the first-order estimate errors gives

\[ L = \frac{1}{2} \sum_{i=1}^{n} (\Delta u_i - e_i \delta x)^T R_{u_i}^{-1} (\Delta u_i - e_i \delta x) + (\Delta v_i - f_i \delta x)^T R_{v_i}^{-1} (\Delta v_i - f_i \delta x) + \frac{1}{2} \sum_{i=1}^{n} (\Delta a_i - G_i \delta x)^T Q_{a_i}^{-1} (\Delta a_i - G_i \delta x) \]

(32)

in which

\[ e_i = \begin{bmatrix} 0_{1 \times (4+2i)} & 1 \end{bmatrix} \begin{bmatrix} 0_{1 \times (6+2n)} \end{bmatrix} \]

(33a)

\[ f_i = \begin{bmatrix} 1 \end{bmatrix} \begin{bmatrix} 0_{1 \times (2n-2i)} \end{bmatrix} \]

(33b)

Note that Eq. (32) is analogous to second-order approximation of the log-likelihood function in Eq. (3).

**B. Covariance Analysis of the Estimates and Residuals**

In this section, the analytical expressions for the covariance of estimates and measurement residuals are derived. The necessary conditions for the unknowns from the second-order cost function in Eq. (32) yields

\[ \frac{\partial L}{\partial \delta x} = - \sum_{i=1}^{n} e_i^T R_{u_i}^{-1} (\Delta u_i - e_i \delta x) - \sum_{i=1}^{n} f_i^T R_{v_i}^{-1} (\Delta v_i - f_i \delta x) - \sum_{i=1}^{n} G_i^T Q_{a_i}^{-1} (\Delta a_i - G_i \delta x) \]

\[ = F \delta x - g \]

(34)

Where

\[ F = \sum_{i=1}^{n} e_i^T R_{u_i}^{-1} e_i + \sum_{i=1}^{n} f_i^T R_{v_i}^{-1} f_i + \sum_{i=1}^{n} G_i^T Q_{a_i}^{-1} G_i \]

(35a)

\[ g = \sum_{i=1}^{n} e_i^T R_{u_i}^{-1} \Delta u_i + \sum_{i=1}^{n} f_i^T R_{v_i}^{-1} \Delta v_i + \sum_{i=1}^{n} G_i^T Q_{a_i}^{-1} \Delta a_i \]

(35b)

Then the optimal vector of unknowns will be

\[ \delta x = F^{-1} g \]

(36)
1. Estimate Covariance

The estimate covariance of $\delta x$ is given

$$\text{cov}(\delta x) \equiv E\{\delta x\delta x^T\} \quad \text{(37)}$$

$$= E\{F^{-1}gg^TF^{-T}\}$$

$$= F^{-1}E\{gg^T\}F^{-T}$$

For calculation of $E\{gg^T\}$ series of identities is required, listed here:

$$E\{\Delta a_i\Delta a_i^T\} = Q_{ii} \quad \text{(38a)}$$

$$E\{\Delta v_i\Delta a_i^T\} = 0_{1x3} \quad \text{(38b)}$$

$$E\{\Delta u_i\Delta a_i^T\} = 0_{1x3} \quad \text{(38c)}$$

Proof for Eq. (38a): Based on the definition of $\Delta a_i$ in Eq. (28b)

$$P_{\Delta a_i} \equiv E\{\Delta a_i\Delta a_i^T\}$$

$$= E\{(u_i\Delta b_i - v_iA\Delta r_i) (u_i\Delta b_i - v_iA\Delta r_i)^T\}$$

$$= u_i^2R_{bi} + v_i^2AR_{ri}A^T$$

$$= Q_{ii} \quad \text{(39)}$$

in which the definition of $Q_{ii}$ in Eq. (30b) and the fact that the cross-covariance $R_{ri}$ is zero are used. Eq. (38b) is also based on the assumption that the cross covariance of the measured depth and the observation direction measurements $\tilde{r}_i$ and $\tilde{b}_i$ are zero which is denoted in Eq. (38b) and Eq. (38c). Using the derivation of estimate covariance for $\delta x$ from
Eq. (37) gives

\[
E\{gg^T\} = \sum_{i=1}^{n} E\left( e_i^T R_{u_i}^{-1} \Delta u_i + \text{f}^T_{v_i} R_{v_i}^{-1} \Delta v_i + G_i^T Q_{A_i}^{-1} \Delta a_i \right) \sum_{i=1}^{n} e_i^T R_{u_i}^{-1} \Delta u_i + \text{f}^T_{v_i} R_{v_i}^{-1} \Delta v_i + G_i^T Q_{A_i}^{-1} \Delta a_i \right)^T
\]

\[
= \sum_{i=1}^{n} \left( e_i^T R_{u_i}^{-1} E\{\Delta u_i^2\} R_{u_i}^{-1} e_i + \text{f}^T_{v_i} R_{v_i}^{-1} E\{\Delta v_i^2\} R_{v_i}^{-1} \text{f}_i \right)
\]

\[
+ \sum_{i=1}^{n} G_i^T Q_{A_i}^{-1} E\{\Delta a_i^2\} Q_{A_i}^{-1} G_i
\]

\[
+ \sum_{j=1}^{n} \sum_{i=1}^{n} E\{\Delta u_j \Delta a_j^T Q_{A_j}^{-1} G_i\} + \sum_{j=1}^{n} \sum_{i=1}^{n} \text{f}_{v_j}^T R_{v_j}^{-1} \sum_{i=1}^{n} E\{\Delta v_j \Delta a_j^T Q_{A_j}^{-1} G_i\}
\]

\[
+ \left[ \sum_{j=1}^{n} \text{f}_{v_j}^T R_{v_j}^{-1} \sum_{i=1}^{n} E\{\Delta u_j \Delta a_j^T Q_{A_j}^{-1} G_i\} + \sum_{j=1}^{n} \text{f}_{v_j}^T R_{v_j}^{-1} \sum_{i=1}^{n} E\{\Delta v_j \Delta a_j^T Q_{A_j}^{-1} G_i\} \right]^T
\]

\[
= \sum_{i=1}^{n} \left( e_i^T R_{u_i}^{-1} R_{u_i} \Delta u_i + \text{f}^T_{v_i} R_{v_i}^{-1} R_{v_i} \text{f}_i + G_i^T Q_{A_i}^{-1} Q_{A_i} G_i \right)
\]

\[
= \sum_{i=1}^{n} \left( e_i^T R_{u_i} R_{u_i} \Delta u_i + \text{f}^T_{v_i} R_{v_i} \text{f}_i + G_i^T Q_{A_i} G_i \right)
\]

in which based on Eq. (38b), the last two of the 4 terms are zero. The fact that the correlation between the different features are zero, i.e. \(E\{\Delta a_i^T \Delta a_j^T\} = 0\) for \(i \neq j\), is also used. The remaining terms add up to match the definition of the FIM in Eq. (35a) and therefore from Eq. (37)

\[
\text{cov}\{\delta x\} = F^{-1} E\{gg^T\} F^{-T}
\]

\[
= F^{-1} FF^{-1}
\]

\[
= F^{-1}
\]

(41)

2. Residual Covariance for Measurements

As mentioned earlier in section , the TLS solution estimates the vector observations. This makes the TLS a potential solution for the SLAM problem in which the location of the vehicle with respect to the environment landmarks or features is needed, in addition to solving for the vehicle’s pose. For the residual covariances of the observation vectors, Eq. (23) gives

\[
\delta d_i - \delta \hat{d}_i \equiv d_i + \Delta d_i - \left( d_i + \delta d_i \right)
\]

\[
= \Delta d_i - \delta d_i
\]

\[
= -R_i S_i \hat{d}_i + \hat{d}_i = \hat{d}_i + \delta \hat{d}_i
\]

(42)
For the first-order approximation, Eq. (27) yields

\[ \Delta d_i - \delta d_i \approx -C_i (\Delta a_i - G_i \delta x) \]  

(43)

where \( C_i = R_i S_i^T Q_i^{-1} \). Note that the terms \( \hat{S}_i \) and \( Q_i \) in Eq. (42) are also function of the unknown attitude and position, but their first-order approximations cannot affect the final answer for the first-order error because the first-order error terms inside of the parenthesis in Eq. (42) are already given. Then the covariance of the measurement residual within the first order of errors will be

\[
\text{cov}\{\Delta d_i - \delta d_i\} \equiv E\{(\Delta d_i - \delta d_i)(\Delta d_i - \delta d_i)^T\}
\]

\[
\approx C_i E\{\Delta a_i - G_i \delta x)(\Delta a_i - G_i \delta x)^T\} C_i^T
\]

(44)

\[
= C_i \left[ E\{\Delta a_i \Delta a_i^T\} - E\{G_i \delta x \Delta a_i^T\} - E\{G_i \delta x \Delta a_i^T\}^T + G_i \text{cov}\{\delta x\} G_i^T \right] C_i^T
\]

From Eq. (39) and based on the identity of

\[
E\{G_i \delta x \Delta a_i^T\} = G_i F^{-1} G_i^T
\]

(45)

the residual covariance will be

\[
\text{cov}\{\Delta d_i - \delta d_i\} = C_i (Q_i - G_i F^{-1} G_i^T - G_i F^{-1} G_i^T + G_i F^{-1} G_i^T) C_i^T
\]

(46)

\[
= C_i (Q_i - G_i F^{-1} G_i^T) C_i^T
\]

**Proof for Eq. (45)**: From the optimal value of \( \delta x \) in Eq. (36), the following expression is given:

\[
E\{G_i \delta x \Delta a_i^T\} = E\{G_i F^{-1} g \Delta a_i^T\}
\]

\[
= E\left\{G_i F^{-1} \left[ \sum_{j=1}^n e_j^T R_{u_j}^{-1} \Delta u_j \Lambda a_i^T + f_j^T R_{v_j}^{-1} \Delta v_j \Lambda a_i^T + G_j^T Q_{i_j}^{-1} \Delta a_j \Lambda a_i^T \right] \right\}
\]

(47)

From the assumption that the correlation between the depth measurement errors \( \Delta u_i \) and \( \Delta v_i \) and the direction measurement residuals \( \Delta a_i \) are zero, also from Eq. (39), the following expression is given:

\[
E\{G_i \delta x \Delta a_i^T\} = E\left\{G_i F^{-1} \left[ \sum_{j=1}^n G_j^T Q_{i_j}^{-1} \Delta a_j \Lambda a_i^T \right] \right\}
\]

(48)

\[
= G_i F^{-1} G_i^T
\]
where the identity that only one term in the former summation is nonzero based on $E\{\Delta a_j\Delta a_i^T\} = 0$ for $i \neq j$ is used. This originates from the fact that different measurements from non-identical features have zero correlation with each other, which yields $E\{\Delta r_j\Delta r_i^T\} = 0$ and $E\{\Delta b_j\Delta b_i^T\} = 0$ for $i \neq j$.

3. Estimate Covariance for Measurements

The estimate covariance for observation vectors is defined as

$$P_{\delta d_i} \equiv \text{cov}\{\delta d_i\} = E\{\delta d_i\delta d_i^T\}$$  \hspace{1cm} (49)

Using the first-order approximation in Eq. (43) gives

$$\delta d_i \approx \Delta d_i + C_i(\Delta a_i - G_i\delta x)$$  \hspace{1cm} (50)

The covariance within first order of the observation errors is

$$P_{\delta d_i} = E\left\{\Delta d_i + C_i(\Delta a_i - G_i\delta x)\Delta d_i^T\right\}$$

$$= E\{\Delta d_i\Delta d_i^T\} + \text{cov}\{\delta d_i\} + E\left\{C_i(\Delta a_i - G_i\delta x)\Delta d_i^T\right\}$$  \hspace{1cm} (51)

Then for the cross covariance terms, the following expression is given:

$$E\left\{C_i(\Delta a_i - G_i\delta x)\Delta d_i^T\right\} = E\{C_i\Delta a_i\Delta d_i^T\} - E\{C_iG_i\delta x\Delta d_i^T\}$$

$$= E\{C_iG_iF^{-1}G_i^T\sum_{j=1}^n G_j^T Q_{ij}^{-1} \Delta a_j\Delta d_i^T\}$$  \hspace{1cm} (52)

$$= -C_iS_iR_i + C_iG_iF^{-1}G_i^TC_i$$

where the identity of $\Delta a_i = -S_i\Delta d_i$ and also the fact that only one term in the summation in Eq. (52) is nonzero are used. Then from Eq. (18a) and Eq. (46), the covariance of measurement estimate $P_{\delta d_i}$ will be

$$P_{\delta d_i} = R_i + C_i(Q_{ii} - G_iF^{-1}G_i^T)C_i^T - (C_iS_iR_i + C_i^TS_i^TR_i^T) + 2C_iG_iF^{-1}G_i^TC_i$$

$$= R_i + C_i(Q_{ii} + G_iF^{-1}G_i^T)C_i^T - (C_iS_iR_i + R_i^TS_i^TR_i^T)$$  \hspace{1cm} (53)

C. Fisher Information Matrix

The analytical derivations of the estimate covariances for the unknowns, i.e. the attitude matrix $\hat{A}$, position vector $\hat{p}$, depth estimates $\hat{u}_i$ and $\hat{v}_i$, as well as the observation vectors $\hat{r}_i$ and $\hat{b}_i$ have been provided in section III.B with the small
angle approximation. Now the optimality of the estimates using the Fisher Information Matrix (FIM) and Cramér-Rao Lower Bound (CRLB) \[47\] is shown. For an unbiased estimator \(\hat{x}\), the estimate error-covariance has a lower bound as

\[
\text{cov}(\hat{x}) \geq F^{-1} = \left(\mathbb{E}\left(-\frac{\partial^2}{\partial \hat{x} \partial x^T} p(\hat{y}|\hat{x})\right)\right)^{-1} \tag{54}
\]

The term inside of the expectation shows the Hessian of the the negative log-likelihood function, which is given in Eq. (32). For an efficient estimator, the equality condition in Eq. (54) should be satisfied. The FIM is the Hessian of the loss function in Eq. (32) with respect to the unknowns vector \(\delta x\) and is given by the term \(F\) in Eq. (35a). Note that from the derivation in Eq. (41), the covariance of the estimate is equal to the inverse of the FIM which shows the optimality of the estimation based on the equality condition in Eq. (54).

**IV. Sensitivity Analysis**

In this section, the sensitivity of the estimate errors and their corresponding covariances with respect to the covariance of measurement noise for virtual depths are checked. The term virtual is used here in a sense that the actual depth data are not available in monocular camera images. Thus a virtual depth measurement with a large covariance is instead used. Beginning with the unknowns estimate vector \(\delta x\), from Eq. (56), gives

\[
\frac{\partial \delta x}{\partial R_{ui}} = \frac{\partial F^{-1}\mathbf{g}}{\partial R_{ui}} \\
= \left[\frac{\partial F^{-1}}{\partial R_{ui}}\right]\mathbf{g} + F^{-1} \frac{\partial \mathbf{g}}{\partial R_{ui}} \\
= -F^{-1} e_i^T e_i F^{-1} \mathbf{g} + \frac{F^{-1} e_i^T \Delta u_i}{R_{ui}^2} \\
= \frac{F^{-1} e_i^T}{R_{ui}^2} (\Delta u_i - e_i \delta x) \tag{55}
\]

Based on the definition of \(e_i\) in Eq. (33a) yields

\[
\frac{\partial \delta x}{\partial R_{ui}} = \frac{\text{cov}(\delta u_i)}{R_{ui}^2} (\Delta u_i - \delta u_i) \tag{56}
\]

This results in a positive number for the case of \(\Delta u_i > \delta u_i\), meaning that if the measurement error is larger than the estimate error, then the estimate error of unknowns grows with an increase in the virtual depth covariances. Also it is to be noted that the virtual depth measurements are completely uncertain, i.e. \(R_{ui} = \infty\), then the derivative in Eq. (56) is zero and the unknown error is independent of the covariance of virtual depth measurements. Now the variations of unknowns estimate covariances with the changes in the \(R_{ui}\) can be investigated. From Eqs. (41) and (33a), the following
expression is given:

\[
\frac{\partial \text{cov} \{ \delta x \}}{\partial R_{ui}} = \frac{\partial F^{-1}}{\partial R_{ui}} = F^{-1} \frac{e_i^T e_i}{R_{ui}^2} F^{-1} = \text{cov} \{ \delta u_i \} \frac{1}{R_{ui}^2} \tag{57}
\]

which indicates that in case of a very large covariance for \( u_i \), the derivative is approaching zero and the estimate covariance if not dependant on the depth measurement covariances. This is intuitive since a depth measurement data is not provided in monocular SLAM problems. For the covariance of the residual errors for the observation unit vectors \( r_i \) and \( b_i \), from Eq. (46), the following expression is given:

\[
\frac{\partial \text{cov} \{ \Delta d_i - \delta d_i \}}{\partial R_{ui}} = C_i G_i F^{-1} \frac{e_i^T e_i}{R_{ui}^2} F^{-1} G_i^T C_i^T = C_i G_i \frac{\text{cov} \{ \delta u_i \}}{R_{ui}^2} F^{-1} G_i^T C_i^T \tag{58}
\]

For the covariance estimates of the unit observation vectors, from Eq. (53), the following expression is given:

\[
\frac{\partial P_{\delta d_i}}{\partial R_{ui}} = -C_i G_i F^{-1} \frac{e_i^T e_i}{R_{ui}^2} F^{-1} G_i^T C_i^T = -C_i G_i \frac{\text{cov} \{ \delta u_i \}}{R_{ui}^2} F^{-1} G_i^T C_i^T \tag{59}
\]

The same analysis can be done for the covariance of virtual depth measurements in the reference frame denoted by \( R_{vi} \). The other notable result is the singularity of the FIM in case of increasing the covariance of the depth measurements. For this purpose, the derivative of the determinant of the FIM is calculated analytically with respect to the covariance of virtual measurement:

\[
\frac{\partial |F|}{\partial R_{ui}} = |F| \text{trace} \left( F^{-1} \frac{\partial F}{\partial R_{ui}} \right) = |F| \text{trace} \left( F^{-1} \frac{e_i^T e_i}{R_{ui}^2} \right) = -|F| \frac{\text{cov} \{ \delta u_i \}}{R_{ui}^2} \tag{60}
\]

Since \( \text{cov} \{ \delta u_i \} \) and \( R_{ui} \) are positive definite, and \(|F|\) is a positive number, then the determinant is decreasing by making the virtual depth more uncertain with a larger covariance. This means that the FIM gets closer to being singular when increasing the uncertainty in the virtual depth. Also, the more information that is known about the depth, the better conditioned the FIM becomes. In a real application, the virtual depths have a very large covariance and there is no
V. Numerical Validation in Monte-Carlo Simulation

A pose estimation problem is solved here with two scans of a monocular camera image using the unit-sphere sensor projection model. The minimum number of features from the simulations is three. Using only three features, however, does not provide a good estimate in terms of the attitude error amplitudes, although the estimate errors are completely covered by the $3\sigma$ bounds from the analytical covariance derivations. In the simulations six features per image with two images are used to estimate the pose unknowns. The ground truth values for the attitude matrix $A$, translation vector $p$, and...
Fig. 3 Monte Carlo simulation for estimates and residuals of the vector observation $r_1$.

Fig. 4 Monte Carlo simulation for estimates and residuals of the vector observation $b_1$. 
Fig. 5  Monte Carlo simulation for estimates errors of virtual depth \( u_i, i = 1, \ldots, n \).

Fig. 6  Monte Carlo simulation for estimates errors of virtual depth \( v_i, i = 1, \ldots, n \).
Fig. 7 The effect of virtual depth covariance on the singularity of the FIM.

and vector observations $b_i$, $i = 1, 2, 3$, are given as

$$A = \begin{bmatrix} \cos \frac{\pi}{4} & \sin \frac{\pi}{4} & 0 \\ -\sin \frac{\pi}{4} & \cos \frac{\pi}{4} & 0 \\ 0 & 0 & 1 \end{bmatrix}$$

$$p = \begin{bmatrix} 0.7512 & 1.7783 & 1.2231 \end{bmatrix}^T$$

$$r_1 = \begin{bmatrix} 0.6930 \\ -0.0639 \\ 0.7181 \end{bmatrix}^T, \quad r_2 = \begin{bmatrix} 0.5074 \\ 0.8032 \\ 0.3120 \end{bmatrix}^T, \quad r_3 = \begin{bmatrix} 0.1558 \\ 0.0360 \\ 0.9871 \end{bmatrix}^T$$

$$r_4 = \begin{bmatrix} -0.4723 \\ -0.7507 \\ -0.4618 \end{bmatrix}^T, \quad r_5 = \begin{bmatrix} -0.9202 \\ -0.3649 \\ -0.1418 \end{bmatrix}^T, \quad r_6 = \begin{bmatrix} -0.3115 \\ 0.7715 \\ 0.5548 \end{bmatrix}^T$$

$$b_1 = \begin{bmatrix} 0.3037 \\ -0.6373 \\ 0.7082 \end{bmatrix}^T, \quad b_2 = \begin{bmatrix} 0.9562 \\ -0.0606 \\ 0.2863 \end{bmatrix}^T, \quad b_3 = \begin{bmatrix} 0.1102 \\ -0.1204 \\ 0.9866 \end{bmatrix}^T$$

$$b_4 = \begin{bmatrix} -0.8856 \\ 0.0003 \\ -0.4645 \end{bmatrix}^T, \quad b_5 = \begin{bmatrix} -0.8020 \\ 0.5776 \\ -0.1524 \end{bmatrix}^T, \quad b_6 = \begin{bmatrix} 0.4981 \\ 0.6662 \\ 0.5551 \end{bmatrix}^T$$

$$u_1 = 125.1371, \quad u_2 = 35.1825, \quad u_3 = 281.2848, \quad u_4 = 248.2209, \quad u_5 = 118.5592, \quad u_6 = 67.9268$$

$$v_1 = 125.1189, \quad v_2 = 36.2025, \quad v_3 = 282.3673, \quad v_4 = 246.9957, \quad v_5 = 118.8191, \quad v_6 = 70.1661$$

The other $u_i$, $i = 1, ..., n$, and $v_i$, $i = 1, ..., n$ values are generated by normal random vectors. The standard deviation for the random generator of $r_i$, $i = 1, ..., n$ is 100 meters. The true observation vectors $b_i$ are generated by the constraint in Eq. (9) and $u_i$’s are the norms of the projection vectors from the camera center of projection towards the feature in the
environment. A Monte-Carlo simulation with 10,000 samples is performed here to showcase how well the $3\sigma$ bounds generated by the covariance expressions in Eqs. (41) for the attitude and position and virtual depths, cover the amplitude of the estimate errors. Also the $3\sigma$ bounds in Eq. (46) and Eq. (53) are checked to cover their corresponding residuals and estimate errors. Artificial noise is generated from a Gaussian distribution with zero mean and covariance of $R_{r_i}$, $R_{b_i}$, $R_{u_i}$, $R_{v_i}$ to produce $\tilde{r}_i$, $\tilde{b}_i$, $\tilde{u}_i$, and $\tilde{v}_i$ samples. The covariance matrices of the measurements $R_{r_i}$, $R_{b_i}$ are generated randomly with a coefficient of 0.006 degrees, multiplied by a random $3 \times 3$ matrix, and finally multiplied by its transpose to generate a positive definite matrix. Also the standard deviation of the depth covariances is $\epsilon_{u_v} = 190$ meters, which is multiplied by the absolute value of a normal Gaussian random number. The covariances of the virtual depths are

$$
R_{u_1} = 1.5609 \times 10^4, R_{u_2} = 1.2334 \times 10^4, R_{u_3} = 1.2882 \times 10^4
$$

$$
R_{u_4} = 9.9700 \times 10^4, R_{u_5} = 4.8596 \times 10^4, R_{u_6} = 1.0926 \times 10^5
$$

$$
R_{v_1} = 1.9356 \times 10^4, R_{v_2} = 6.2020 \times 10^4, R_{v_3} = 8.1318 \times 10^4
$$

$$
R_{v_4} = 3.1038 \times 10^4, R_{v_5} = 1.1476 \times 10^4, R_{v_6} = 4.7077 \times 10^4
$$

(61)
The covariance of line-of-sight unit vectors are

\[
R_{r_1} = 10^{-8} \times \begin{bmatrix}
4.04 & 2.53 & -0.335 \\
2.53 & 10.1 & -5.75 \\
-0.335 & -5.75 & 4.39
\end{bmatrix}, \quad R_{b_1} = 10^{-8} \times \begin{bmatrix}
1.42 & 1.44 & -1.35 \\
1.44 & 1.48 & -1.46 \\
-1.35 & -1.46 & 2.07
\end{bmatrix}
\]

\[
R_{r_2} = 10^{-8} \times \begin{bmatrix}
0.15 & -0.20 & 0.36 \\
-0.20 & 4.24 & -0.08 \\
0.36 & -0.08 & 3.37
\end{bmatrix}, \quad R_{b_2} = 10^{-8} \times \begin{bmatrix}
5.06 & 3.03 & 1.18 \\
3.03 & 3.22 & 1.02 \\
1.18 & 1.02 & 1.57
\end{bmatrix}
\]

\[
R_{r_3} = 10^{-8} \times \begin{bmatrix}
8.25 & 0.41 & 1.33 \\
0.41 & 3.50 & -2.01 \\
1.33 & -2.01 & 1.51
\end{bmatrix}, \quad R_{b_3} = 10^{-8} \times \begin{bmatrix}
0.83 & -0.51 & -0.50 \\
-0.51 & 0.61 & 0.67 \\
-0.50 & 0.67 & 5.73
\end{bmatrix}
\]

\[
R_{r_4} = 10^{-8} \times \begin{bmatrix}
8.84 & -2.08 & -0.06 \\
-2.08 & 0.55 & -0.32 \\
-0.06 & -0.32 & 2.10
\end{bmatrix}, \quad R_{b_4} = 10^{-8} \times \begin{bmatrix}
3.55 & -1.53 & 1.82 \\
-1.53 & 5.19 & -0.06 \\
-1.82 & -0.06 & 1.17
\end{bmatrix}
\]

\[
R_{r_5} = 10^{-8} \times \begin{bmatrix}
4.38 & -1.93 & -3.51 \\
-1.93 & 2.31 & -0.74 \\
-3.51 & -0.74 & 6.87
\end{bmatrix}, \quad R_{b_5} = 10^{-8} \times \begin{bmatrix}
14.5 & 3.18 & 8.50 \\
3.18 & 0.80 & 1.70 \\
8.50 & 1.70 & 5.94
\end{bmatrix}
\]

\[
R_{r_6} = 10^{-8} \times \begin{bmatrix}
7.16 & 1.00 & 3.01 \\
1.00 & 0.46 & 0.24 \\
3.01 & 0.24 & 1.36
\end{bmatrix}, \quad R_{b_6} = 10^{-8} \times \begin{bmatrix}
2.86 & -1.04 & -0.43 \\
-1.04 & 2.33 & -1.49 \\
-0.43 & -1.49 & 1.48
\end{bmatrix}
\]

and then $R_{r_i}, i = 1, \ldots, n$ and $R_{b_i}, i = 1, \ldots, n$ are concatenated using Eq. (18a). Note that by default the measurement covariance is selected to be positive definite while being random. Singularities in the measurement covariance matrix can be handled if they exist, but this is not the focus of this paper.

Figure 2(a) shows the plot of the attitude errors in terms of roll, pitch and yaw angles in degrees from the Monte-Carlo samples. The blue line depicts the estimation errors, and the red lines are the 3σ bounds computed from the estimate error-covariances. Figure 2(b) shows the translation vector estimate error in the $x$, $y$ and $z$ directions, respectively. It is seen that the estimate errors are well-bounded by their corresponding 3σ bounds. Figure 4(a) shows the estimation errors, and Figure 4(b) shows the residual errors, for observation vector $b_1$. Figures 3(a) and 3(b) show the same results.
for the observation vector $r_1$, respectively. It is seen that the observation vectors are also bounded by their corresponding $3\sigma$ bounds, provided by the covariances of estimates as well as the residuals. For the virtual depth vectors, figure 5 and 6 show the estimate errors versus their corresponding analytical covariance, which shows the $3\sigma$ bounds covering the estimate errors. Note that the estimate covariances for the virtual depths are much better than the initial covariance in Eq. (61).

The effect of the virtual depth standard deviation $\epsilon_{uv}$ on the singularity of the FIM is shown in figure 7. It is seen that by increasing $\epsilon_{uv}$, the reciprocal condition number of the FIM decreases, which means that the determinant is decreasing and the condition number is increasing. The FIM is pushed more towards singularity which is intuitive, the more information that is given about the virtual depth, more accurate estimates are obtained and the FIM becomes less singular.

VI. Conclusion

This study provides an analytical framework for an optimal estimator of monocular pose estimation, which is central to the SLAM problem. The static SLAM problem is shown to be solved as a total least squares problem. A quadratic cost function based on the TLS formulation is introduced for taking into account the attitude matrix, the translation vector and the virtual depth measurements with large covariance as the set of unknowns for this problem. The weight matrix in the cost function is extracted from the most generic positive-definite fully populated matrix to include the correlations between the observation vectors in the most general case. The cost function is then written in terms of the vector of concatenated unknowns, and the covariance expression for the attitude error is provided alongside other unknowns within the small-angle assumption and within a second-order approximation of the cost function in terms of the unknowns estimate error. Optimal estimation of the unknowns makes the controller policy easier to track the desired signals in terms of obtaining a more accurate estimate of the states, which in turn consume lower levels of energy in the control action. The virtual measurement are employed to avoid the observability problems. Covariance expressions for the translation vector, position vector, virtual depths, and the estimates and residuals of the observation line-of-sight unit vectors, are obtained analytically. The Fisher information matrix is derived, and the covariance expression of unknowns is proven to be inverse of it, which proves the equality in the Cramér-Rao lower bound, and thus in the optimality of the estimates. A sensitivity analysis for the estimate errors and covariances is developed based on the perturbations in the virtual depth covariances. This analysis shows that for the large values of the depth covariance, the estimate covariances of unknowns are independent of the depth covariance which agrees with the fact that the depth data are not available in monocular pose estimation problem. A simulation framework showcases the efficacy of the covariance analyses by simulating observation vectors in a pose estimation problem with 10,000 Monte-Carlo samples.
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