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Abstract

For PM functions of height 1, the existence of continuous iterative roots of any order was obtained under the characteristic endpoints condition. This raises an open problem about iterative roots without this condition, called characteristic endpoints problem. This problem is solved almost completely when the number of forts is equal to or less than the order. In this paper, we study the case that the number of forts is greater than the order and give a sufficient condition for existence of continuous iterative roots of order 2 with height 2, answering the characteristic endpoints problem partially.
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1 Introduction

Let $I := [a, b] \subset \mathbb{R}$ be a compact interval. Given a continuous function $F : I \to I$, if there exists a continuous function $f : I \to I$ such that

$$f^n(x) = F(x), \quad \forall x \in I,$$

where $n > 1$ is an integer, $f^n$ is $n$-th iterate of $f$ and defined recursively by $f^n(x) := f(f^{n-1}(x))$ and $f^0(x) := x$ for all $x \in I$, then we call that $f$ is a continuous iterative root of $F$ of order $n$.

In the theory of dynamical systems, embedding flow is an important problem which is a bridge between discrete and continuous dynamical systems ([2, 3, 4, 12, 14, 15]). As a weak vision of embedding flow, iterative roots are studied extensively, especially in 1-dimensional case (see [1, 5, 13, 16, 9, 11] and references therein).

It is known that there are plentiful results on iterative roots of continuous monotone self-mappings ([6, 7]). As a generalization of monotone functions, a kind of non-monotone functions with finite non-monotone points was studied since 80’s ([16, 17]). A continuous self-mapping $F : I \to I$ is said to be a piecewise monotone function (abbreviated as PM function) if $F$ has finitely many non-monotone points (or forts), named by $\{c_i\}_{i=1}^v$ for some $v \in \mathbb{N}$ such that $c_0 := a < c_1 < c_2 < \cdots < c_v < c_{v+1} := b$.

Clearly, $F$ is strictly monotone on each subinterval $[c_i, c_{i+1}]$ for $0 \leq i \leq v$ and such subinterval $[c_i, c_{i+1}]$ is called a lap of $F$. Let $N(F)$ be the number of forts of $F$. It is proved ([16, 17]) that the sequence $\{N(F^i)\}_{i \in \mathbb{N}}$ is nondecreasing, that is,

$$0 = N(F^0) \leq N(F) \leq N(F^2) \leq \cdots \leq N(F^i) \leq \cdots.$$

Furthermore, if $N(F^{i_0}) = N(F^{i_0+1})$ for some integer $i_0 \geq 0$, then $N(F^{i_0}) = N(F^{i_0+j})$ for all integers $j \geq 1$. The smallest integer $i_0 \in \mathbb{N}$ such that $N(F^{i_0}) = N(F^{i_0+1})$ is called nonmonotonicity height $H(F)$ (simply height) of $F$ if such a $i_0$ exists and $H(F) = \infty$ otherwise. We denote the set of all piecewise monotone functions by $\mathcal{PM}(I, I)$. One can prove that there exists a lap, called characteristic interval $K(F)$ of $F$, that covers the range of $F$ if and only if $H(F) = 1$. An important result about continuous iterative roots of PM functions with height 1 is the following.
| Order       | Properties of f                     | Existence or Nonexistence |
|------------|-------------------------------------|---------------------------|
| $n = 2$    | $f$ on $[a', b'] \uparrow, H(f) = 1$| Nonexistence              |
|            | $f$ on $[a', b'] \downarrow, H(f) = 1$| Existence                 |
| $2 < n < N(F)$ | $f$ on $[a', b'] \uparrow, H(f) < n$ | Nonexistence              |
|            | $f$ on $[a', b'] \downarrow, H(f) < n - 1$ | Nonexistence              |
| $n = N(F)$ | $f$ on $[a', b'] \uparrow, H(f) \leq n$ | Nonexistence              |
|            | $f$ on $[a', b'] \downarrow, H(f) < n - 1$ | Nonexistence              |
| $n = N(F) + 1$ | $f$ on $[a', b'] \uparrow, H(f) \leq n$ | Nonexistence              |
|            | $f$ on $[a', b'] \downarrow, H(f) < n - 1$ | Nonexistence              |

Table 1: The results of iterative roots for $F$ being strictly increasing on $[a', b']$ without the characteristic endpoints condition, where the symbols $\uparrow$ and $\downarrow$ denote strictly increasing and strictly decreasing, respectively.

**Theorem A** (Theorem 4 in [17]). Let $F \in \mathcal{PM}(I, I)$ be of height 1. Suppose that

- $(K^+)$ $F$ is strictly increasing on its characteristic interval $K(F) = [a', b']$, and that

- $(K_0^+)$ $F$ on $I$ cannot reach $a'$ and $b'$ unless $F(a') = a'$ or $F(b') = b'$.

Then, for any integer $n > 1$, $F$ has continuous iterative roots of order $n$. Conversely, conditions $(K^+)$ and $(K_0^+)$ are necessary for $n > N(F)+1$.

The converse part of this theorem suggests an open problem (see [16] or [17]): Does a function $F \in \mathcal{PM}(I, I)$ with $H(F) = 1$ have an iterative root of an order $n \leq N(F) + 1$ if condition $(K_0^+)$, called 'characteristic endpoints condition', is not satisfied? The open problem is answered by the second author and Zhang ([10]) in many cases. They discussed existence and nonexistence results of continuous iterative roots, which are shown in Table 1.

In this paper, because of complexity of iteration, we continue to study the open problem only in the case of order $n = 2$. According to [9, Lemma 2], we only need to consider the case $H(f) = n = 2$. Moreover, the number $N(F)$ of forts of $F$ must be greater than 2. In fact, when $N(F) = 1$, if $F$ has a continuous iterative roots of order 2, then we get $N(F) = N(f^2) > N(f) \geq 1$,
implying that \( N(F) \geq 2 \), a contradiction to the fact that \( N(F) = 1 \). As shown in Table 1, case \( N(F) = n = 2 \) is solved completely. Thus, the case we studied is \( H(f) = n = 2 < N(F) \), which is not considered in [10].

This paper is organised as follows. In section 2, we give a sufficient condition for existence of continuous iterative roots which are strictly increasing on \( K(F) \) and also give a sufficient condition for existence of continuous ones which are strictly decreasing on \( K(F) \). Section 3 is devoted to present some auxiliary lemmas. Finally, we give the proofs of our Theorems in section 4.

## 2 Main results

When \( F \) is strictly increasing on its characteristic interval \([a', b']\), it has two classes of continuous iterative roots: strictly increasing on \([a', b']\) and strictly decreasing on \([a', b']\). We will discuss these two classes of iterative roots of order 2 with height 2 in the following two subsections, separately. We only give our results in this section and put their proofs in section 4.

### 2.1 Roots increasing on characteristic interval

The following Theorem 2.1 deals with case the characteristic interval of \( F \) is the first lap, that is, \( K(F) = [c_0, c_1] \).

**Theorem 2.1.** Let \( F \in \mathcal{PM}(I, I) \) with \( H(F) = 1 \) and \( K(F) = [c_0, c_1] \) such that \( (K^+) \) holds. Suppose that \( F(c_3) = \max_{x \in [c_0, c_u]} F(x) \), where \( c_u \in \{c_4, c_5, ..., c_{v+1}\} \) is the smallest point such that \( F(c_u) = c_0 \), and that \( F \) satisfies either

\[
\begin{align*}
F(c_2) &= c_0 = F(c_0), \quad F(c_1) < F(c_3) < c_1 = M \quad \text{or,} \\
c_0 &< F(c_2) < F(c_0), \quad F(c_3) = c_1 = F(c_1) \quad \text{or,} \\
c_0 &< F(c_2) < F(c_0), \quad F(c_1) < F(c_3) < c_1,
\end{align*}
\]

where \( M = \max_{x \in I} F(x) \). Then \( F \) has a continuous iterative root \( f \) of order 2 with \( H(f) = 2 \) such that \( f \) is strictly increasing on \([c_0, c_1]\).

Clearly, \( F \) satisfying one of conditions (2.1)-(2.3) with condition \( F(c_u) = c_0 \) for \( c_u \in \{c_4, c_5, ..., c_{v+1}\} \) in Theorem 2.1 does not satisfy \( (K^+_0) \). In order to illustrate these conditions in Theorem 2.1, we give an example in Figure 1.
From Figure 1, it is easy to see that $F \in \mathcal{P}\mathcal{M}(I, I)$, $H(F) = 1$, $K(F) = [c_0, c_1]$, and $F$ is strictly increasing on $[c_0, c_1]$. Furthermore, $F$ satisfies condition (2.3) and $c_6$ is the smallest point in \{c_4, c_5, ..., c_8\} such that $F(c_6) = c_0$ and $F(c_3) = \max F|_{[c_0, c_6]}$. Therefore, $F$ shown in Figure 1 satisfies the conditions of Theorem 2.1.

Fig. 1: $F$ satisfies conditions of Theorem 2.1

Fig. 2: $F$ satisfies conditions of both Theorems 2.2 and 2.4

When the characteristic interval of $F$ is the last lap, that is, $K(F) = [c_v, c_{v+1}]$, by a change of coordinates $\varphi(x) = -x + a + b$, we get a transformed map $G := \varphi^{-1} \circ F \circ \varphi$. Clearly, $G \in \mathcal{P}\mathcal{M}(I, I)$, $H(G) = 1$ and the characteristic interval of $G$ is the first lap of $G$. Thus, according to Theorem 2.1, by imposing corresponding conditions on $G$, the function $G$ has a continuous iterative root $g$ of order 2 with $H(f) = 2$ such that $g$ is strictly increasing on the characteristic interval of $G$. Then $H(\varphi \circ g \circ \varphi^{-1}) = 2$, $\varphi \circ g \circ \varphi^{-1}$ is strictly increasing on $[c_v, c_{v+1}]$ and is a continuous iterative root of order 2 of $F$.

Next, we consider the case that the characteristic interval of $F$ neither is the first lap nor the last one, that is, $K(F) = [c_k, c_{k+1}]$ for some $1 \leq k \leq v - 1$.

**Theorem 2.2.** Let $F \in \mathcal{P}\mathcal{M}(I, I)$ with $H(F) = 1$ and $K(F) = [c_k, c_{k+1}]$ for some $1 \leq k \leq v - 1$ such that $(K^+)$ holds but $(K_0^+)$ does not hold. Suppose that $F$ satisfies either

\begin{align*}
c_k &< F(c_{k+2}) < F(c_k), \quad F(c_{k-1}) = c_{k+1} = F(c_{k+1}), \quad \text{or} \quad (2.4) \\
n_k = F(c_k) &< F(c_{k+2}), \quad F(c_{k+1}) < F(c_{k-1}) < c_{k+1}, \quad \text{or} \quad (2.5) \\
n_k &< F(c_{k+2}) < F(c_k), \quad F(c_{k+1}) < F(c_{k-1}) < c_{k+1}. \quad (2.6)
\end{align*}
Suppose further that there exist forts
\[ c_{t_0} := c_{k-1} > c_{t_1} > c_{t_2} > \cdots > c_{t_s} > c_{t_{s+1}} := c_0 \] (2.7)
such that
\[ F(c_{t_j}) = \begin{cases} F(c_{k-1}) & \text{for } j \equiv 0 \text{ or } 1 \pmod{4}, \\ F(c_{k+2}) & \text{for } j \equiv 2 \text{ or } 3 \pmod{4}, \end{cases} \] (2.8)
extcept for \( j = s + 1 \),
\[ \max_{x \in [c_{j+1}, c_j]} F(x) = F(c_{k-1}) \text{ for } j \equiv 0, 1 \text{ or } 3 \pmod{4}, \] (2.9)
\[ \max_{x \in [c_{j+1}, c_j]} F(x) = F(c_{k+2}) \text{ for } j \equiv 1, 2 \text{ or } 3 \pmod{4}, \] (2.10)
and forts
\[ c_{r_0} := c_{k+2} < c_{r_1} < c_{r_2} < \cdots < c_{r_t} < c_{r_{t+1}} := c_{n+1} \] (2.11)
such that
\[ F(c_{r_j}) = \begin{cases} F(c_{k+2}) & \text{for } j \equiv 0 \text{ or } 1 \pmod{4}, \\ F(c_{k-1}) & \text{for } j \equiv 2 \text{ or } 3 \pmod{4}, \end{cases} \] (2.12)
extcept for \( j = t + 1 \),
\[ \min_{x \in [c_{r_j}, c_{r_{j+1}}]} F(x) = F(c_{k+2}) \text{ for } j \equiv 0, 1 \text{ or } 3 \pmod{4}, \] (2.13)
\[ \min_{x \in [c_{r_j}, c_{r_{j+1}}]} F(x) = F(c_{k-1}) \text{ for } j \equiv 1, 2 \text{ or } 3 \pmod{4}. \] (2.14)

Then \( F \) has a continuous iterative root \( f \) of order 2 with \( H(f) = 2 \) such that \( f \) is strictly increasing on \([c_k, c_{k+1}]\).

In order to illustrate these conditions in Theorem 2.2, we also give an example in Figure 2. From Figure 2, one can check that \( F \in \mathcal{P}\mathcal{M}(I, I), H(F) = 1, K(F) = [c_7, c_8] \) and \( F \) is strictly increasing on \([c_7, c_8] \). Since \( F(c_5) = F(c_{15}) = c_7 < F(c_7) \) and \( F(c_2) = F(c_{10}) = c_8 > F(c_8), \) we conclude that \( F \) does not satisfy the characteristic endpoints condition. Moreover, it is easy to see that \( F \) satisfies (2.6) and there exist forts
\[ c_{t_0} := c_6 > c_{t_1} := c_4 > c_{t_2} := c_3 > c_{t_3} := c_1 > c_{t_4} := c_0 \]
such that
\[ F(c_4) = F(c_6), F(c_1) = F(c_3) = F(c_9), \]
\[ \max_{x \in [c_9, c_1]} F(x) = \max_{x \in [c_3, c_4]} F(x) = \max_{x \in [c_4, c_6]} F(x) = F(c_6), \]
\[ \min_{x \in [c_9, c_1]} F(x) = \min_{x \in [c_1, c_3]} F(x) = \min_{x \in [c_3, c_4]} F(x) = F(c_9), \]
and forts

\[ c_0 := c_9 < c_1 := c_{11} < c_2 := c_{14} < c_3 := c_{16} < c_4 := c_{17} < c_5 := c_{19} \]

such that \( F(c_9) = F(c_{11}) = F(c_{17}) \), \( F(c_0) = F(c_{14}) = F(c_{16}) \),

\[
\begin{align*}
\min_{x \in [c_9, c_{11}]} F(x) &= \min_{x \in [c_{11}, c_{14}]} F(x) = \min_{x \in [c_{14}, c_{16}]} F(x) = \min_{x \in [c_{17}, c_{19}]} F(x) = F(c_9), \\
\max_{x \in [c_{11}, c_{14}]} F(x) &= \max_{x \in [c_{14}, c_{16}]} F(x) = \max_{x \in [c_{16}, c_{17}]} F(x) = F(c_0).
\end{align*}
\]

The discussion above shows that \( F \) whose graph given in Figure 2 satisfies the conditions of Theorem 2.2.

### 2.2 Roots decreasing on characteristic interval

Before presenting main results in this subsection, we introduce the concept of reversing-correspondence, which can be found in [6, 11].

**Definition 1.** Let \( [\alpha, \beta] \subset \mathbb{R} \) be a compact interval. A strictly increasing continuous function \( \phi : [\alpha, \beta] \to [\alpha, \beta] \) is said to be reversing-correspondence if

(i) there exists a point \( \xi \in \text{Fix}\phi \) and a strictly decreasing map \( \omega \) mapping \( \text{Fix}\phi \) onto itself such that \( \omega(\xi) = \xi \), where \( \text{Fix}\phi \) denotes the set of all fixed points of \( \phi \),

(ii) \( \alpha \) and \( \beta \) both belong to \( \text{Fix}\phi \) or not,

(iii) for every pair of consecutive fixed points \( \xi_1 \) and \( \xi_2 \) such that \( \xi_1 < \xi_2 \leq \xi \), we have \( (\phi(x) - x)(\phi(y) - y) < 0 \) for \( (x, y) \in (\xi_1, \xi_2) \times (\omega(\xi_2), \omega(\xi_1)) \).

Same as discussion for roots increasing on characteristic interval, we first consider the case that the first lap is the characteristic interval, that is, \( K(F) = [c_0, c_1] \).

**Theorem 2.3.** Let \( F \in \mathcal{PM}(I, I) \) with \( H(F) = 1 \) and \( K(F) = [c_0, c_1] \) such that \((K^+)\) holds. Suppose that \( F \) is reversing-correspondence on \([c_0, c_1]\) and that

\[ F(c_0) > c_0, \quad F(c_1) < c_1 \quad \text{and} \quad F(c_2) = c_0. \quad (2.15) \]

Then \( F \) has a continuous iterative root \( f \) of order 2 with \( H(f) = 2 \) such that \( f \) is strictly decreasing on \([c_0, c_1]\).
According to condition (2.15), it is easy to see that \( F \) in Theorem 2.3 does not satisfy \((K_0^+)\). We also give an example in Figure 3, which satisfies all conditions of Theorem 2.3.

Similarly, when the last lap \([c_v, c_{v+1}]\) is the characteristic interval of \( F \), by a change of coordinates \( \varphi(x) = -x + a + b \), Theorem 2.3 can be applied to the map \( G := \varphi^{-1} \circ F \circ \varphi \), whose characteristic interval is the first lap. Then, we can employ iterative roots of \( G \) to give iterative roots of \( F \).

![Fig. 3: \( F \) satisfies conditions of Theorem 2.3](image)

Next, we consider the case that \( K(F) = [c_k, c_{k+1}] \) for some \( 1 \leq k \leq v - 1 \).

**Theorem 2.4.** Let \( F \in \mathcal{P}(I) \) with \( H(F) = 1 \) and \( K(F) = [c_k, c_{k+1}] \) for some \( 1 \leq k \leq v - 1 \) such that \((K^+)\) holds but \((K_0^+)\) does not hold. Suppose that \( F \) is reversing-correspondence on \([c_k, c_{k+1}]\). Suppose further that \( F \) satisfies either

\[
c_k = F(c_{k+2}) < F(c_k) < F(c_{k+1}) = F(c_{k-1}) < c_{k+1}, \quad \text{or} \quad (2.16)
\]
\[
c_k < F(c_{k+2}) < F(c_k) < F(c_{k+1}) < F(c_{k-1}) < c_{k+1}, \quad \text{or} \quad (2.17)
\]
\[
c_k < F(c_{k+2}) = F(c_k) < F(c_{k+1}) < F(c_{k-1}) = c_{k+1}. \quad (2.18)
\]

Then \( F \) has a continuous iterative root \( f \) of order 2 with \( H(f) = 2 \) such that \( f \) is strictly decreasing on \([c_k, c_{k+1}]\) if the conditions (2.7)-(2.14) in Theorem 2.2 hold.
One can check that the PM function $F$ given in Figure 2 also satisfies conditions of Theorem 2.4. In fact, from Figure 2, we see that $F(c_7) > c_7$, $F(c_8) < c_8$ and $F$ has only one fixed point on $[c_7, c_8]$, implying that $F|_{[c_7, c_8]}$ is reversing-correspondence on $[c_7, c_8]$ by Definition 1. Furthermore, note that $F(c_9) < F(c_7) < F(c_8) < F(c_6)$, that is, $F$ satisfies (2.17). Finally, as shown in the paragraph just after Theorem 2.2, $F$ satisfies the conditions (2.7)-(2.14).

3 Auxiliary lemmas

In this section, we give some lemmas that are helpful to our proofs in section 4.

Lemma 3.1. Let $\Phi : [\alpha, \beta] \to [\alpha, \beta]$, where $\alpha, \beta \in \mathbb{R}$, be a continuous and strictly increasing function. If $\Phi(x) > x$ (resp. $\Phi(x) < x$) for all $x \in [\alpha, \beta]$ (resp. $x \in (\alpha, \beta)$), then, for any $x_* \in (\alpha, \Phi(\alpha))$ (resp. $y_* \in (\Phi(\beta), \beta)$), the function $\Phi$ has a continuous and strictly increasing iterative root $\varphi$ of order 2 such that $\varphi(\alpha) = x_*$ (resp. $\varphi(\beta) = y_*$).

Proof. We only prove the case that $\Phi(x) > x$ for all $x \in [\alpha, \beta]$ because the proof for the other case $\Phi(x) < x$ is similar. Let $x_0 := \alpha$, $x_1 := x_*$ and $\Phi^i(x_0) = x_{2i}$, $\Phi^i(x_1) = x_{2i+1}$ for $i \geq 1$. Since $\Phi$ is strictly increasing and $\Phi(x) > x$ for all $x \in [\alpha, \beta]$, the sequence $\{x_i\}_{i \geq 0}$ is also strictly increasing. Note that $\Phi$ is continuous, it follows that $\Phi(\beta) = \beta$, implying $x_i \to \beta$ as $i \to +\infty$. Fix a strictly increasing and continuous bijection $\varphi_0 : [x_0, x_1] \to [x_1, x_2]$. Then $\varphi_0$ can be extended to a strictly increasing and continuous iterative root $\varphi$ of order 2 of $\Phi$ on $[\alpha, \beta]$ uniquely. In fact, the iterative root $\varphi : [\alpha, \beta] \to [\alpha, \beta]$ of order 2 can be defined as

$$
\varphi(x) := \begin{cases} 
\varphi_i(x), & x \in [x_i, x_{i+1}], \ i \geq 0, \\
\beta, & x = \beta,
\end{cases}
$$

(3.1)

where $\varphi_i : [x_i, x_{i+1}] \to [x_{i+1}, x_{i+2}]$ is defined recursively by

$$
\varphi_i(x) := \Phi \circ \varphi_{i-1}^{-1}(x) \text{ for } x \in [x_i, x_{i+1}], \ i \geq 1.
$$

The proof is completed. \qed

Lemma 3.2. Let $\Phi : [\alpha, \beta] \cup [\eta, \xi] \to [\alpha, \beta] \cup [\eta, \xi]$ be a continuous and strictly increasing function, where $\alpha, \beta, \eta, \xi \in \mathbb{R}$ and $\beta \leq \eta$. Suppose that $\Phi(\alpha) > \alpha, \Phi(\beta) = \beta, \Phi(\eta) = \eta$ and $\Phi(\xi) < \xi$. Then, for any $(x_*, y_*) \in \{((\Phi(\alpha), \xi)) \cup
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Moreover, there exists an integer $i$ such that $x$ is well defined and continuous on $[\alpha, \beta]$. Clearly, $\hat{x}$ is well defined because $x \in (\alpha, \Phi(\alpha))$ and $\Phi(\xi) \in (\Phi(y_*), y_*)$. With the aid of [7, Theorem 5.3.1], the function $\varphi_0$ can be extended to a continuous and strictly decreasing solution $\hat{\varphi} : [\alpha, \beta] \to [\eta, y_*]$ of the equation

$$
\hat{\varphi}(\Phi(x)) = \Phi(\hat{\varphi}(x)), \quad x \in [\alpha, \beta],
$$

satisfying $\hat{\varphi}(\beta) = \eta$. In order to make the proof more readable, we give a detail of the extension as follows. For every $x \in [\Phi^i(\alpha), \Phi^{i+1}(\alpha)]$, $i \geq 1$, define

$$
\varphi_i(x) := \Phi^i \circ \varphi_0 \circ \Phi^{-i}(x).
$$

Clearly, $\varphi_i$'s are continuous and strictly decreasing for all $i \geq 1$. By (3.2), one can check that $\varphi_i(\Phi^i(\alpha)) = \Phi^i(y_*)$ and $\varphi_i(\Phi^{i+1}(\alpha)) = \Phi^{i+1}(y_*)$ for all $i \geq 1$. Thus, the function

$$
\hat{\varphi}(x) := \begin{cases} 
\varphi_i(x), & x \in [\Phi^i(\alpha), \Phi^{i+1}(\alpha)], \quad i \geq 1, \\
\eta, & x = \beta,
\end{cases}
$$

is well defined and continuous on $[\alpha, \beta]$. Note that for every $x \in [\alpha, \beta]$, there exists an integer $i$ such that $x \in [\Phi^i(\alpha), \Phi^{i+1}(\alpha)]$ and then

$$
\hat{\varphi}(\Phi(x)) = \varphi_{i+1}(\Phi(x)) = \Phi^{i+1} \circ \varphi_0 \circ \Phi^{-i-1}(\Phi(x)) = \Phi(\Phi^i \circ \varphi_0 \circ \Phi^{-i}(x)) = \Phi(\hat{\varphi}(x)).
$$

Moreover, $\hat{\varphi}(\Phi(\beta)) = \hat{\varphi}(\beta) = \eta = \Phi(\hat{\varphi}(\beta))$. This proves that $\hat{\varphi}$ defined by (3.3) is a continuous and strictly decreasing solution of equation (3.3).

Now, we define a function as desired in this Lemma. Let

$$
\varphi(x) := \begin{cases} 
\hat{\varphi}(x), & x \in [\alpha, \beta], \\
\hat{\varphi}^{-1} \circ \Phi(x), & x \in [\eta, \xi].
\end{cases}
$$

Clearly, $\hat{\varphi}^{-1} \circ \Phi$ is continuous and strictly decreasing from $[\eta, \xi]$ to $[x_*, \beta]$. For every $x \in [\alpha, \beta]$, by (3.3) and (3.6) we have $\varphi^2(x) = \hat{\varphi}^{-1} \circ \Phi \circ \hat{\varphi}(x) = \hat{\varphi}^{-1} \circ \hat{\varphi} \circ \Phi(x) = \Phi(x)$. For every $x \in [\eta, \xi]$, by (3.6) we have $\varphi^2(x) = \hat{\varphi} \circ \hat{\varphi}^{-1} \circ \Phi(x) = \Phi(x)$.
It is shown that the function \( \varphi \) defined in (3.6) is a continuous and strictly decreasing iterative root of \( \Phi \) of order 2. From (3.6), (3.5) and the first equality of (3.2), we have \( \varphi(\alpha) = y_* \) and \( \varphi(\beta) = \eta \). Moreover, by the third equality of (3.2), we obtain

\[
\varphi(\xi) = \hat{\varphi}^{-1} \circ \Phi(\xi) = \varphi_0^{-1} \circ \Phi(\xi) = x_*. 
\]

The proof is completed. \( \square \)

**Lemma 3.3** (Lemma 3.1 in [8]). Let \( F \in \mathcal{PM}(I,I) \) and \( H(F) = m \in (0, +\infty) \). Then \( m \) is the smallest nonnegative integer such that \( F^m(I) \subset K(F^m) \), where \( K(F^m) \) denotes the characteristic interval of \( F^m \).

### 4 Proofs of Theorems

In this section, we prove Theorems 2.1-2.4 as given in section 2.

**Proof of Theorem 2.1.** *Step 1*: Construct a continuous and strictly increasing iterative root of order 2 of \( F \) on \([c_0, c_1]\).

Under condition (2.1), (2.2) or (2.3), by [6, Theorem 15.7] and Lemma 3.1, we can construct a continuous and strictly increasing function \( f_0 : [c_0, c_1] \to [c_0, c_1] \) satisfying

\[
f_0(c_0) = F(c_2), \quad f_0(c_1) = F(c_3)
\]

such that \( f_0^2(x) = F(x) \) for all \( x \in [c_0, c_1] \).

*Step 2*: Define functions \( f_i \) on each \([c_i, c_{i+1}]\) for \( 1 \leq i \leq v \).

For \( i = 1, 2 \), define \( f_i : [c_i, c_{i+1}] \to [c_0, c_1] \) by

\[
f_i(x) := f_0^{-1} \circ F(x), \quad x \in [c_i, c_{i+1}].
\]

By (4.1), one can check that \( F([c_i, c_{i+1}]) (i = 1, 2) \) are both included in the range of \( f_0 \) because \( F(c_3) > F(c_1) \), implying that \( f_i(i = 1, 2) \) are well defined. Clearly, \( f_1 \) and \( f_2 \) are both continuous and strictly monotone on their domains. Moreover, by (4.1) we have

\[
\begin{align*}
f_1(c_1) &= f_0^{-1} \circ F(c_1) = f_0^{-1} \circ f_0^2(c_1) = f_0(c_1), \\
f_1(c_2) &= f_2(c_2) = f_0^{-1} \circ F(c_2) = c_0, \\
f_2(c_3) &= f_0^{-1} \circ F(c_3) = c_1.
\end{align*}
\]
For $3 \leq i \leq u - 1$, define $f_i : [c_i, c_{i+1}] \to [c_1, c_2]$ by
\[
    f_i(x) := f_i^{-1} \circ F(x), \quad x \in [c_i, c_{i+1}]. \tag{4.6}
\]

Since $F(c_3) = \max_{x \in [c_0, c_u]} F(x)$, we have
\[
    F([c_i, c_{i+1}]) \subseteq [c_0, F(c_3)] = [f_1(c_2), f_1(c_1)]
\]
for each $i = 3, \cdots, u - 1$ by (4.1), (4.3) and (4.4), that is, $F([c_i, c_{i+1}])$ is included in the range of $f_1$ for $i = 3, \cdots, u - 1$. Thus, $f_i$ is well defined for each $i = 3, \cdots, u - 1$. For $u \leq i \leq n$, define $f_i : [c_i, c_{i+1}] \to [c_2, c_3]$ by
\[
    f_i(x) := f_2^{-1} \circ F(x), \quad x \in [c_i, c_{i+1}]. \tag{4.7}
\]

Since $H(F) = 1$ and $K(F) = [c_0, c_1]$, we get $F(I) \subseteq [c_0, c_1]$. In particular, $F([c_i, c_{i+1}]) \subset [c_0, c_1]$ for each $u \leq i \leq v$. By (4.4) and (4.5), we see that the range of $f_2$ is $[c_0, c_1]$. Hence, $F([c_i, c_{i+1}])$ is included in range of $f_2$. This implies that $f_i$ in (4.7) is well defined for each $u \leq i \leq v$.

**Step 3:** Joint $f_i$ ($0 \leq i \leq n$) to get a continuous iterative root of order 2 as desired in Theorem 2.1

Let $f : I \to I$ be defined by $f(x) := f_i(x)$ on each $[c_i, c_{i+1}]$ for $i = 0, \cdots, v$. We claim that $f$ is a continuous iterative root of order 2 of $F$ such that $f$ is strictly increasing on $[c_0, c_1]$ and $H(f) = 2$. In fact, it is easy to see that $f_i$ is continuous on its domain for each $i = 0, \cdots, v$. By (4.1), (4.3), (4.5), (4.6) and (4.7), we have
\[
\begin{align*}
    f_3(c_3) &= f_1^{-1} \circ F(c_3) = f_1^{-1} \circ f_0(c_1) = f_1^{-1} \circ f_1(c_1) = c_1 = f_2(c_3), \\
    f_1(c_{i+1}) &= f_1^{-1} \circ F(c_{i+1}) = f_{i+1}(c_{i+1}) \quad \text{for} \quad 3 \leq i \leq u - 2, \\
    f_{u-1}(c_u) &= f_1^{-1} \circ F(c_u) = f_1^{-1}(c_0) = c_2 = f_2^{-1}(c_0) = f_2^{-1} \circ F(c_u) = f_u(c_u), \\
    f_i(c_{i+1}) &= f_2^{-1} \circ F(c_{i+1}) = f_{i+1}(c_{i+1}) \quad \text{for} \quad u \leq i \leq v.
\end{align*}
\]
Together with (4.3) and (4.4), it follows that $f$ is continuous on $I$. On the other hand, $f^2(x) = F(x)$ for $x \in [c_0, c_1]$ since $f(x) = f_0(x)$. By (4.2), we have
\[
    f^2(x) = f \circ f_0^{-1} \circ F(x) = f_0 \circ f_0^{-1} \circ F(x) = F(x) \quad \text{for} \quad x \in [c_1, c_3].
\]

According to (4.6), we get
\[
    f^2(x) = f \circ f_1^{-1} \circ F(x) = f_1 \circ f_1^{-1} \circ F(x) = F(x) \quad \text{for} \quad x \in [c_3, c_u].
\]

By (4.7), we further obtain
\[
    f^2(x) = f \circ f_2^{-1} \circ F(x) = f_2 \circ f_2^{-1} \circ F(x) = F(x) \quad \text{for} \quad x \in [c_u, c_{v+1}].
\]
Step 1

Proof of Theorem 2.2. The above discussion implies that $f$ is an iterative root of order 2 of $F$. Moreover, $f = f_0$ on $[c_0, c_1]$ is strictly increasing. Finally, noting that $f([c_i, c_{i+1}]) \subset [c_0, c_1]$ for $i = 1, 2$, $f([c_i, c_{i+1}]) \subset [c_1, c_2]$ for $i = 3, \ldots, u - 1$ and $f([c_i, c_{i+1}]) \subset [c_2, c_3]$ for $i = u, \ldots, v$, we have $f(I) \not\subset [c_0, c_1]$ but $f^2(I) \subset [c_0, c_1]$. This gives that $H(f) = 2$ by Lemma 3.3. We complete the proof of Theorem 2.1.

Proof of Theorem 2.2

Step 1: Construct a continuous and strictly increasing iterative root of $F$ of order 2 on $[c_k, c_{k+1}]$.

Under condition (2.4), (2.5) or (2.6), using [6, Theorem 15.7] and Lemma 3.1 again, we can construct a continuous strictly increasing function $f_k : [c_k, c_{k+1}] \rightarrow [c_k, c_{k+1}]$ such that

$$f_k(c_k) = F(c_{k+2}), \quad f_k(c_{k+1}) = F(c_{k-1}), \quad (4.8)$$

and $f_k^2(x) = F(x)$ for all $x \in [c_k, c_{k+1}]$.

Step 2: Define functions on intervals $[c_{k-1}, c_k]$ and $[c_{k+1}, c_{k+2}]$, respectively.

For $i = k - 1, k + 1$, we define $f_i : [c_i, c_{i+1}] \rightarrow [c_k, c_{k+1}]$ by

$$f_i(x) := f_{k-1} \circ F(x), \quad x \in [c_i, c_{i+1}]. \quad (4.9)$$

Note that $F(c_k) = F(c_{k+2}) \geq f_k(c_k)$ and $F(c_{k+1}) = F(c_{k-1}) \leq f_k(c_{k+1})$. Thus, by (4.8), $F([c_i, c_{i+1}])$ ($i = k - 1, k + 1$) are both included in the range of $f_k$ since $F$ is monotone on $[c_i, c_{i+1}]$ for $i = k - 1, k + 1$. This implies that $f_i$ ($i = k - 1, k + 1$) in (4.9) are well defined. Since $f_k$ is strictly increasing and $F([c_i, c_{i+1}])$ ($i = k - 1, k + 1$) are strictly decreasing, we get that $f_i$ ($i = k - 1, k + 1$) are both strictly decreasing. Clearly, $f_i$ ($i = k - 1, k + 1$) are continuous. Moreover, by (4.8) and (4.9), we have

$$f_{k-1}(c_{k+1}) = f_{k-1} \circ F(c_{k+1}) = c_{k+1}, \quad (4.10)$$

$$f_{k-1}(c_k) = f_{k-1} \circ F(c_k) = f_{k-1} \circ f_k^2(c_k) = f_k(c_k), \quad (4.11)$$

$$f_{k+1}(c_{k+1}) = f_{k+1} \circ F(c_{k+1}) = f_{k+1} \circ f_k^2(c_{k+1}) = f_k(c_{k+1}), \quad (4.12)$$

$$f_{k+1}(c_{k+2}) = f_{k+1} \circ F(c_{k+2}) = c_k. \quad (4.13)$$

Step 3: Define a function on interval $[c_0, c_{k-1}]$.

For $\ell_{j+1} \leq i \leq \ell_j - 1$ with $j \equiv 0$ (mod 4), we define $f_i : [c_i, c_{i+1}] \rightarrow [c_{k+1}, c_{k+2}]$ as

$$f_i(x) := f_{k+1}^{-1} \circ F(x), \quad x \in [c_i, c_{i+1}]. \quad (4.14)$$
By (2.9), (4.12), (4.13) and (4.8), we have \( F([c_{j+1}, c_j]) \subset [c_k, F(c_{k-1})] = [c_k, f_k(c_{k+1})] = [c_k, f_{k+1}(c_{k+1})] \), that is, \( F([c_{j+1}, c_j]) \) is included in the range of \( f_{k+1} \), implying \( f_i \) in (4.14) is well defined.

For \( \ell_{j+1} \leq i \leq \ell_j - 1 \) with \( j \equiv 1 \) or \( 3 \mod 4 \), we define \( f_i : [c_i, c_{i+1}] \rightarrow [c_k, c_{k+1}] \) as

\[
f_i(x) := f_{k-1}^{-1} \circ F(x), \quad x \in [c_i, c_{i+1}].
\]

By (2.10) and (4.8), we see that \( F([c_{j+1}, c_j]) \) is included in the range of \( f_k \). This means that each \( f_i \) of (4.15) is well defined.

For \( \ell_{j+1} \leq i \leq \ell_j - 1 \) with \( j \equiv 2 \mod 4 \), we define \( f_i : [c_i, c_{i+1}] \rightarrow [c_{k-1}, c_k] \) as

\[
f_i(x) := f_{k-1}^{-1} \circ F(x), \quad x \in [c_i, c_{i+1}].
\]

One can check that each \( f_i \) of (4.16) is well defined by (2.10), (4.10), (4.11) and (4.8).

**Step 4:** Define a function on interval \([c_{k+2}, c_{v+1}]\).

For \( r_j \leq i \leq r_{j+1} - 1 \) with \( j \equiv 0 \mod 4 \), we define \( f_i : [c_i, c_{i+1}] \rightarrow [c_{k-1}, c_k] \) as in (4.16). For \( r_j \leq i \leq r_{j+1} - 1 \) with \( j \equiv 1 \) or \( 3 \mod 4 \), define \( f_i : [c_i, c_{i+1}] \rightarrow [c_k, c_{k+1}] \) as in (4.15). For \( r_j \leq i \leq r_{j+1} - 1 \) with \( j \equiv 2 \mod 4 \), define \( f_i : [c_i, c_{i+1}] \rightarrow [c_{k+1}, c_{k+2}] \) as in (4.14). By (2.13), (2.14), (4.10)-(4.13) and (4.8), it is easy to verify that \( f_i \) is well defined for each \( k + 2 \leq i \leq v \).

**Step 5:** Define a continuous iterative root of order 2 by jointing \( f_i \) \((0 \leq i \leq v)\).

Let \( f : I \rightarrow I \) be identical with \( f_i \) on each \([c_i, c_{i+1}]\) for \( 0 \leq i \leq v \). We claim that the function \( f \) is a continuous iterative root of order 2 of \( F \) such that \( f \) is strictly increasing on \([c_k, c_{k+1}]\) and \( H(f) = 2 \). In fact, \( f_i \) is continuous on its domain for every \( 0 \leq i \leq v \). From (4.11) and (4.12) we get that \( f \) is continuous at \( c_k \) and \( c_{k+1} \). Thus, in order to prove the continuity of \( f \) on \( I \), it suffices to show that \( f \) is continuous at points \( \{c_i\}_{i=1}^{n} \setminus \{c_k, c_{k+1}\} \). For each \( \ell_{j+1} \leq i \leq \ell_j - 2 \), \( 0 \leq j \leq s \), and each \( r_j \leq i \leq r_{j+1} - 1 \), \( 0 \leq j \leq t \), we get

\[
f_i(c_{i+1}) = f_{i+1}(c_{i+1})
\]

because \( f_i \) and \( f_{i+1} \) have the same expression, which is one of (4.14), (4.15) and (4.16). It follows that \( f \) is continuous at points

\[
\bigcup_{0 \leq j \leq s} \{c_i\}_{i=\ell_{j+1}+1}^{\ell_j-1} \quad \text{and} \quad \bigcup_{0 \leq j \leq t} \{c_i\}_{i=r_{j+1}+1}^{r_{j+1}-1}.
\]
In order to show the continuity of $f$, it remains to prove that $f$ is continuous at points \{$(c_\ell)_0$ and $(c_{r_j})_{j=0}$. Note that $f_{k+1}(c_{k+1}) = f_k(c_{k+1}) = F(c_{k-1})$ by (4.12) and (4.8), implying that

$$f_{k+1}^{-1} \circ F(c_{k-1}) = f_k^{-1} \circ F(c_{k-1}) = c_{k+1},$$

and $f_{k-1}(c_k) = f_k(c_k) = F(c_{k+2})$ by (4.11) and (4.8), implying that

$$f_{k-1}^{-1} \circ F(c_{k+2}) = f_k^{-1} \circ F(c_{k+2}) = c_k.$$  

Thus, for each $0 \leq j \leq s$ with $j \equiv 0 \pmod{4}$, we get

$$f_{\ell_j}(c_{\ell_j}) = f_{\ell_j}^{-1} \circ F(c_{\ell_j}) = f_{\ell_j}^{-1} \circ F(c_{k-1}) = c_{k+1},$$

for $j = 0$,

$$f_{\ell_j}(c_{\ell_j}) = \begin{cases} f_{k-1}(c_{k-1}) = c_{k+1} & \text{for } j = 0, \\ f_k^{-1} \circ F(c_{\ell_j}) = f_{k-1}^{-1} \circ F(c_{k-1}) = c_{k+1} & \text{for } j > 0. \end{cases}$$

Actually, (4.19) is obtained by (4.14), (2.8) and (4.17), and (4.20) is obtained by (4.10), (4.15), (2.8) and (4.18). This implies that $f$ is continuous at $c_{\ell_j}$, where $j \equiv 0 \pmod{4}$. For $0 \leq j \leq s$ with $j \equiv 1 \pmod{4}$, we have

$$f_{\ell_j}(c_{\ell_j}) = f_{k-1}^{-1} \circ F(c_{\ell_j}) = f_k^{-1} \circ F(c_{k-1}) = c_{k+1} \text{ by (4.15), (2.8), (4.17)},$$

$$f_{\ell_j}(c_{\ell_j}) = f_{k+1}^{-1} \circ F(c_{\ell_j}) = f_{k+1}^{-1} \circ F(c_{k-1}) = c_k \text{ by (4.14), (2.8), (4.17)}.$$  

This shows that $f$ is continuous at $c_{\ell_j}$, where $j \equiv 1 \pmod{4}$. For $0 \leq j \leq s$ with $j \equiv 2 \pmod{4}$, we have

$$f_{\ell_j}(c_{\ell_j}) = f_{k-1}^{-1} \circ F(c_{\ell_j}) = f_{k-1}^{-1} \circ F(c_{k+2}) = c_k \text{ by (4.16), (2.8), (4.18)},$$

$$f_{\ell_j}(c_{\ell_j}) = f_{k+1}^{-1} \circ F(c_{\ell_j}) = f_{k+1}^{-1} \circ F(c_{k+2}) = c_k \text{ by (4.15), (2.8), (4.18)}.$$  

This shows that $f$ is continuous at $c_{\ell_j}$, where $j \equiv 2 \pmod{4}$. For $0 \leq j \leq s$ with $j \equiv 3 \pmod{4}$, we get

$$f_{\ell_j}(c_{\ell_j}) = f_{k}^{-1} \circ F(c_{\ell_j}) = f_{k}^{-1} \circ F(c_{k+2}) = c_k \text{ by (4.15), (2.8), (4.18)},$$

$$f_{\ell_j}(c_{\ell_j}) = f_{k+1}^{-1} \circ F(c_{\ell_j}) = f_{k+1}^{-1} \circ F(c_{k+2}) = c_k \text{ by (4.16), (2.8), (4.18)}.$$  

This shows that $f$ is continuous at $c_{\ell_j}$, where $j \equiv 3 \pmod{4}$. Similarly, by (2.12), (4.14)-(4.16), (4.17) and (4.18), we can prove that $f$ is continuous at $c_{r_j}$ for all $0 \leq j \leq t$. Thus, $f$ is continuous on $I$.

Now, we show that $f$ is an iterative roots of order 2 of $F$. For every $x \in [c_k, c_{k+1}]$, we have $f^2(x) = F(x)$ because $f = f_k$ and $f_k$ is an iterative root of order 2 of $F|_{[c_k, c_{k+1}]}$. For $x \in [c_i, c_{i+1}]$ and $i = k-1, k+1, \ell_{j-1}, \ldots, \ell_j$.
1 with \( j \equiv 1 \) or 3 
(mod 4) and \( r_j, \ldots, r_{j+1} - 1 \) with \( j \equiv 1 \) or 3 (mod 4), we have
\[
f^2(x) = f_k \circ f_k^{-1} \circ F(x) = F(x).
\]

For \( x \in [c_i, c_{i+1}], i = \ell_{j-1}, \cdots, \ell_j - 1 \) with \( j \equiv 2 \) (mod 4) and \( r_j, \ldots, r_{j+1} - 1 \) with \( j \equiv 0 \) (mod 4), we have
\[
f^2(x) = f_{k-1} \circ f_{k-1}^{-1} \circ F(x) = F(x).
\]

For \( x \in [c_i, c_{i+1}], i = \ell_{j-1}, \cdots, \ell_j - 1 \) with \( j \equiv 0 \) (mod 4), \( r_j, \ldots, r_{j+1} - 1 \) with \( j \equiv 2 \) (mod 4), we have
\[
f^2(x) = f_{k+1} \circ f_{k+1}^{-1} \circ F(x) = F(x).
\]

Thus, it is proved that \( f \) is an iterative root of order 2 of \( F \). Clearly, \( f = f_k \) on \( [c_k, c_{k+1}] \) is strictly increasing. Finally, by (4.9) and (4.15), \( f([c_i, c_{i+1}]) \subset [c_k, c_{k+1}] \) for \( i = k-1, k+1, \ell_{j-1}, \cdots, \ell_j - 1 \) with \( j \equiv 1 \) or 3 (mod 4), \( r_j, \ldots, r_{j+1} - 1 \) with \( j \equiv 1 \) or 3 (mod 4), \( f([c_i, c_{i+1}]) \subset [c_k, c_{k+1}] \) for \( i = \ell_{j-1}, \cdots, \ell_j - 1 \) with \( j \equiv 0 \) (mod 4) by (4.16) and \( f([c_i, c_{i+1}]) \subset [c_{k+1}, c_{k+2}] \) for \( i = \ell_{j-1}, \cdots, \ell_j - 1 \) with \( j \equiv 0 \) (mod 4), \( r_j, \ldots, r_{j+1} - 1 \) with \( j \equiv 0 \) (mod 4) by (4.14). Thus, \( H(f) = 2 \) by Lemma 3.3. This proves the claim and we complete the whole proof. \( \square \)

**Proof of Theorem 2.3.** **Step 1:** Construct a continuous and strictly decreasing iterative root \( f_0 \) of order 2 of \( F \) on \([c_0, c_1]\).

Since \( F \) is reversing-correspondence on \([c_0, c_1]\), by (2.15), Theorem 15.9 of [6] and Lemma 3.2, we can construct a continuous and strictly decreasing function \( f_0 : [c_0, c_1] \rightarrow [c_0, c_1] \) such that
\[
f_0(c_0) = F(c_1), \quad f_0(c_1) = c_0,
\]
and \( f_0^2(x) = F(x) \) for all \( x \in [c_0, c_1] \).

**Step 2:** Define a function on \([c_1, c_2]\).

Define \( f_1 : [c_1, c_2] \rightarrow [c_0, c_1] \) by
\[
f_1(x) := f_0^{-1} \circ F(x), \quad x \in [c_1, c_2].
\]

Since \( f_0 \) is strictly decreasing on \([c_0, c_1]\) and \( F \) is strictly decreasing on \([c_1, c_2]\), by (2.15) and (4.21) we have \( F([c_1, c_2]) = [c_0, F(c_1)] = [f_0(c_1), f_0(c_0)] \), that
is, \(F([c_1,c_2])\) is included in the range of \(f_0\), implying that \(f_1\) in (4.22) is well defined.

**Step 3:** Define a function on each \([c_i,c_{i+1}]\) for \(2 \leq i \leq v\).

For each \(2 \leq i \leq v\), define a function \(f_i : [c_i,c_{i+1}] \to [c_1,c_2]\) by

\[
f_i(x) := f_1^{-1} \circ F(x), \quad x \in [c_i,c_{i+1}].
\]  

(4.23)

Note that \(f_i\) is strictly increasing, \(f_i(c_1) = c_0\) and \(f_i(c_2) = c_1\). This implies that \(f_i\) in (4.23) is well defined since \(F([c_i,c_{i+1}]) \subset [c_0,c_1]\).

**Step 4:** Joint \(f_i\) \((0 \leq i \leq v)\) to give an iterative root of order 2 as desired in Theorem 2.3

Let \(f(x) := f_i(x)\) for all \(x \in [x_i,x_{i+1}]\) and \(0 \leq i \leq v\). Now we check that \(f\) is a continuous iterative root of order 2 of \(F\) such that \(f\) is strictly decreasing on \([c_0,c_1]\) and \(H(f) = 2\). Clearly, \(f_i\) is continuous on its domain for all \(0 \leq i \leq v\). In order to prove the continuity of \(f\) on \(I\), it remains to show that \(f\) is continuous at points \(\{c_i\}_{i=1}^v\). Hence, by (4.21) and (4.22), we get \(f_1(c_1) = f_0^{-1} \circ F(c_1) = c_0 = f_0(c_1)\). This implies that \(f\) is continuous at \(c_1\). Furthermore, by (4.22), (2.15) and (4.23), we have

\[
f_1(c_2) = f_0^{-1} \circ F(c_2) = f_0^{-1}(c_0) = c_1 = f_1^{-1}(c_0) = f_1^{-1} \circ F(c_2) = f_2(c_2).
\]

This shows that \(f\) is continuous at \(c_2\). Note that (4.23) yields \(f_i(c_{i+1}) = f_1^{-1} \circ F(c_{i+1}) = f_{i+1}(c_{i+1})\) for every \(2 \leq i \leq v - 1\). It follows that \(f\) is continuous at \(\{c_i\}_{i=3}^v\). Hence, we proved the continuity of \(f\) on \(I\).

On the other hand, it is easy to see that \(f^2(x) = F(x)\) for all \(x \in [c_0,c_1]\) since \(f = f_0\) and \(f_0\) is an iterative root of order 2 of \(F\) on \([c_0,c_1]\), as shown in **Step 1**. For every \(x \in [c_1,c_2]\), by (4.22) we have

\[
f^2(x) = f_0 \circ f_0^{-1} \circ F(x) = F(x).
\]

For \(x \in [x_2,x_{v+1}]\), we have

\[
f^2(x) = f_1 \circ f_1^{-1} \circ F(x) = F(x)
\]

by (4.23). This proves that \(f\) is an iterative root of order 2 of \(F\).

Note that \(f\) is strictly decreasing on \([c_0,c_1]\) since \(f = f_0\) on \([c_0,c_1]\). By (4.22) and (4.23), we have \(f([c_1,c_2]) \subset [c_0,c_1]\) and \(f([c_i,c_{i+1}]) \subset [c_1,c_2]\) for all \(2 \leq i \leq v\), yielding that \(f^2(I) \subset [c_0,c_1]\) but \(f(I) \not\subset [c_0,c_1]\). It follows that \(H(f) = 2\) by Lemma 3.3. The proof is completed. \(\square\)
Proof of Theorem 2.4. **Step 1:** Construct a continuous and strictly decreasing iterative root $f_k$ of order 2 of $F$ on $[c_k, c_{k+1}]$.

Note that $F$ is reversing-correspondence on $[c_k, c_{k+1}]$. Under (2.16), (2.17) or (2.18), we infer from Theorem 15.9 of [6] and Lemma 3.2 that there exists a continuous and strictly decreasing function $f_k : [c_k, c_{k+1}] \to [c_k, c_{k+1}]$ such that

\[ f_k(c_k) = F(c_{k-1}), \quad f_k(c_{k+1}) = F(c_{k+2}), \quad (4.24) \]

and $f_k^2(x) = F(x)$ for all $x \in [c_k, c_{k+1}]$.

**Step 2:** Define functions on intervals $[c_k-1, c_k]$ and $[c_k+1, c_{k+2}]$, respectively.

**Step 3:** Define a function on interval $[c_0, c_{k-1}]$.

**Step 4:** Define a function on interval $[c_{k+2}, c_{v+1}]$.

**Step 5:** Define a continuous iterative root of order 2 by jointing above functions. Since Step 2 - Step 5 are similar to those in the proof of Theorem 2.2, we omit their details. The proof of Theorem 2.4 is completed.
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