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**ABSTRACT**

This paper shows our new contributions on data driven model predictive control, such as persistent excitation, optimal state feedback controller, output predictor and stability. After reviewing the definition of persistent excitation and its important property, the idea of data driven is introduced in model predictive control to construct our considered data driven model predictive control, whose state information and output variable are generated by measured data online. Variation tool is applied to obtain the optimal controller or predictive controller through our own derivation. Furthermore, for the cost function in data driven model predictive control, its preliminary stability is analysed by using the linear matrix inequality and one single optimal state feedback controller is given. To bridge the gap between our derived results and other control strategies, output predictor is constructed from the point of data driven idea, i.e. using some collected input–output data from one experiment to establish the output predictor at any later time instant. Finally, one simulation example is given to prove the efficiency of our derived results.
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1. Introduction

Model predictive control (MPC) is emerged as one successful feedback strategy in many industry fields, including process industries in particular. Model predictive control is based on the conventional optimal control that is obtained by minimization or mini-maximization of some performance criterion for a fixed finite horizon or for an infinite horizon. The basic concept of model predictive control is formulated as follows. At the current time, optimal controls for open loop or closed loop are obtained on a fixed finite horizon from the current time. Among the optimal controls on the fixed finite horizon, only the first one is implemented as the current control law. The procedure is then repeated as the next time with a fixed finite horizon from the next time. Owing to this unique characteristic, there are several advantages for wide acceptance of model predictive control, such as closed loop structure, guaranteed stability, good tracking performance, input–output constraint handling, simple computation. Generally, model predictive control is to construct one constraint optimization problem with input–output constraints to get the optimal control, solving it with some numerical optimization algorithms, such as Newton algorithm, split algorithm, convex optimization algorithms and so on.

The main mission of advanced control theory is to design a detailed controller in open loop or closed loop structure, so that this designed controller can drive the output of a plant to track an expected set point or to satisfy a given target. Two categories exist for controller design, i.e. model based approach and data driven approach. Consider the first model based approach, a mathematical model of the considered plant is required for the next controller design. It tells that no mathematical model means no controller. Constructing the corresponding mathematical model for the unknown plant is very necessary for this first type of model based approach, and it is also the most difficult step, as it needs some knowledge of other subjects, such as probability theory, linear and nonlinear system theory, etc. This modelling process corresponds to model identification or system identification, which is adopted to obtain the mathematical model exploiting measured data from experiment on the considered open loop or closed loop system. The whole steps for system identification include four main steps, i.e. model structure selection, optimal input design, parameter estimation and model validation. These above four steps are implemented iteratively until to getting one satisfying model, so system identification is the first step or premise for the next controller design, i.e. the idea of identification for control.
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Usually, trying to apply different system identification strategies into produce a mathematical model, this mathematical model maybe high order and high property of nonlinearity, then it leads to controllers with high order and high nonlinearity. Thus due to the controllers with high nonlinearity, one extra controller reduction procedure is added in the practical application, because the complex controllers are difficult or costly to design and implement. Generally, the obtained controller, designed by model based approach, depends on the identified model for the unknown plant. It means the above four identification processes are repeated again and again, while guaranteeing that the identified model can be used to replace the original plant perfectly.

To alleviate the dependence on the identified model for the controller, then notion of data driven approach is widely studied in recent years. The attracting property of data driven approach is that the controller is designed directly based on measured data. As data driven approach is still in its infancy, different names are called in the references to describe it, such as data driven, data based, model free.... To the best of our knowledge, the principles between data driven approach and system identification are similar to each other, as the measured data are applied to get the mathematical model for the unknown plant in the framework of system identification, but get the approximated controller for the case of data driven approach. The idea of direct data driven control was first proposed in machine learning, then it attracted many researchers in the advanced control field recently. Now this data driven theory is widely applied in control field, for example, direct data driven control, data driven estimation, data driven detection, data driven optimization, etc. The common property among them is that the measured data are used to achieve our main goals, then it means some useful information are extracted from these measured data. On the other hand, data driven approach needs lots of measured data, i.e. the number of measured data is sufficiently large. This requirement is feasible in our information period, and data driven approach was born to overcome the limitation of model based approach, so data driven approach is studied very popularly from theory and practice application.

Due to the application of data driven approach widely in control field, and the similar point between data driven approach and system identification, we call their combination as identification for control, i.e. system identification for direct data driven control. More specifically, we describe a concise introduction or contribution on system identification for direct data driven control, which belongs to data driven approach. In case of the unknown but bounded noise, one bounded error identification is proposed to identify the unknown systems with time varying parameters. Then one feasible parameter set is constructed to include the unknown parameter with a given probability level. In Alamo et al. (2009), the feasible parameter set is replaced by one confidence interval, as this confidence interval can accurately describe the actual probability that the future predictor will fall into the constructed confidence interval. The problem about how to construct this confidence interval is solved by a linear approximation/programming approach, which can identify the unknown parameter only for linear regression model. According to the obtained feasible parameter set or confidence interval, the midpoint or centre can be deemed as the final parameter estimation, further a unified framework for solving the centre of the confidence interval is modified to satisfy the robustness. This robustness corresponds to other external noises, such as outlier, unmeasured disturbance (Bertsekas & Goyal, 2012). The above-mentioned identification strategy, used to construct one set or interval for unknown parameter, is called as set membership identification, dealing with the unknown but bounded noise. There are two kinds of descriptions on external noise, one is probabilistic description, the other is deterministic description, corresponding to the unknown but bounded noise here (Blackmore et al., 2011). For the probabilistic description on external noise, the noise is always assumed to be one white noise, and its probabilistic density function (PDF) is known in advance. On the contrary for deterministic description on external noise, the only information about noise is bound, so this deterministic description can relax the strict assumption on probabilistic description. In reality or practice, bounded noise is more common than white noise. Within the deterministic description on external noise, set membership identification is adjusted to design controllers with two degrees of freedom, it corresponds to direct data driven control or set membership control. Set membership control is applied to design feedback control in a closed loop system with nonlinear system in Campi and Garatti (2016), where the considered system is identified by set membership identification, and the obtained system parameter will be benefit for the prediction output. After substituting the obtained system parameter into the prediction output to construct one cost function, Campi et al. (2009) take the derivative of the above cost function with respect to control input to achieve one optimal input. Set membership identification can be not only applied in MC but also in stochastic adaptive control (Callaway & Hiskens, 2011), where a learning kernel is introduced to achieve the approximation for nonlinear function or system. Based on the bounded noise, many parameters are also included in known intervals in prior, then robust optimal control with adjustable uncertainty sets are studied in Zhang et al. (2017), where...
robust optimization is introduced to consider uncertain noise and uncertain parameter simultaneously. To solve the expectation operation with dependence on the uncertainty, sample size of random convex programs is considered to replace the expectation by finite sum (Zhang et al., 2015). Generally, many practical problems in systems and control, such as controller synthesis and state estimation, are often formulated as optimization problems (Garatti & Campi, 2013). In many cases, the cost function incorporates variables that are used to model uncertainty, in addition to optimization variables, and Farina and Giulioni (2016) employ uncertainty described as probabilistic variables. Abdelrahim et al. (2017) study data driven output feedback controllers for nonlinear system and apply event triggered mode to analyse the robust stability. Data driven estimation is used to achieve hybrid system identification (Pillonetto, 2016), whose nonlinearity is described by one kernel function. During these recent years, the first author studies this direct data driven control too, for example, the closed relation between system identification and direct data driven control (Jianhong & Ramirez-Mendoza, 2020), and data driven model predictive control (Jianhong et al., 2021). Based on above descriptions on direct data driven control and our existed research about system identification, model predictive control, direct data driven control and convex optimization theory, etc., our mission in this paper is to combine our previous results and apply them in practical engineering. During these 2 years, a new interesting subject about persistently of excitation is studied again in data driven control and model predictive control. Willem’s fundamental lemma from Willems et al. (2005) gives a data-based parametrization of trajectories for one linear time invariant system. Based on this Willem’s fundamental lemma, one parametrization of linear closed loop system is derived to pave a way to study important controller design problems (De Peris & De Tesi, 2020). (Van Warrde & De Peris, 2020) assert that all trajectories of a linear time invariant system is obtained from a single given one on the condition that a persistently of excitation. One necessary and sufficient condition on the informativity of data is derived for some data driven control and analysis problems (Van Waarde et al., 2020).

Based on above detailed descriptions and our previous contributions on data driven control and model predictive control, this paper combines the data driven and model predictive to form our considered data driven model predictive control, i.e. the idea of data driven is introducing into model predictive control. More specifically, when the condition of persistent exciting holds, then state information or output predictor, existing in one performance index or const function for model predictive control, are replaced by a single persistently exciting trajectory. Consider the concept of persistent exciting, it guarantees the observed data includes all the implicit information about the considered system, being from the system identification. A general principle of system identification is that the identified model can only capture behaviour that is exhibited by the system and embodied in the measured data. For example, the long-period dynamics cannot be modelled based on data from a short-duration manoeuvre. Similarly, if the effect of a particular control surface is to be modelled, that control surface must be moved during the testing, and the movement must be sufficiently different from simultaneous variations in other explanatory variables. The same principle applies to all explanatory variables. The fact that the explanatory variables cannot be moved independently for a flying airplane is part of what makes effective experiment design for aircraft system identification a challenging task. If it is known that some surfaces will always be moved in a specified way (such as inboard flaps that always move symmetrically with the same amplitude), then these surfaces can be treated as a single control surface for modelling purposes. This simplifies the analysis, since only one combined effectiveness parameter will be estimated, and reduces flight test and instrumentation requirements, since there is only one effective surface being moved. In general, control surfaces should be tested in the same way as they will be used. For example, if surfaces will always be deflected together symmetrically or asymmetrically, test them that way, rather than moving each control surface individually. This ensures that any interaction effects are properly characterized. The negative aspect of this approach is that if the scheduled movement of the surfaces is changed, more testing will be required, where the surfaces will have to be moved according to the new schedule or individually, to characterize the control effectiveness properly. System identification can be viewed as processing information from measured data to produce model parameter estimates and associated error bounds. For a fixed amount of information from a given manoeuvre or set of manoeuvres, as more model parameter estimates are requested, the parameter estimates get less accurate. In a sense, the fixed amount of information is spread more thinly over the estimation of more model parameters. Because of this, more complicated model structures with more model parameters require more information to get accurate model parameter estimates. This additional information comes from more or better manoeuvres with information content applicable to the model being identified.

Using the property of the persistent exciting, it means an input-state trajectory of the considered system is generated from a finite number of measured ones.
Consider this performance index for model predictive control, whose state information and output predictor are generated online by finite data, the detailed processes are given to derive the optimal controller, i.e. predictive controller. Within the framework of persistent exciting condition, one data-based representation is proposed to give the output predictor only through some basic matrix operations, as this obtained output predictor can be applied not only in this data driven model predictive control but also in classical subspace predictive control. Furthermore, the detailed derivation about that predictive control is from our own work, and it is similar to the input–output response are reviewed. Then Section 3 combines persistent excitation into data driven model predictive control, whose state information and output predictor are generated by data online. The optimal controller, i.e. predictive control is derived from the point of view.

This paper is organized as follows. In Section 2, preliminaries about one linear time invariant system and persistent excitation are introduced, and some existed results about the input–output response are reviewed. Then Section 3 combines persistent excitation into data driven model predictive control, whose state information and output predictor are generated by data online. The optimal controller, i.e. predictive control is derived from the point of variation analysis. In Section 4, one data-based representation is given to describe the output predictor, applying in other control strategy. Stability analysis is studied in Section 5 for data driven model predictive control, and our used tool is dependent of linear matrix inequality. In Section 6, one simulation example illustrates the effectiveness of the considered data driven model predictive control. Section 7 ends the paper with a final conclusion and mentions the next topic.

2. Preliminaries

Consider the following linear time invariant system:

\[
\begin{align*}
    x(k+1) &= Ax(k) + Bu(k) \\
    y(k) &= Cx(k) + Du(k)
\end{align*}
\]

where in Equation (1), \( x(k) \in \mathbb{R}^n \), \( u(k) \in \mathbb{R}^m \), \( y(k) \in \mathbb{R}^p \) are the state, input and output of the system at the discrete time instant \( k \) respectively. Matrices \( \{A, B, C, D\} \) are four matrices with approximated dimensions.

Although linear system does not exist in our normal life, but it is the nonlinear system. After linearizing the nonlinear system at some equilibrium points, then one approximated linear system can be used to replace the original nonlinear form. Furthermore, our proposed theories from this paper can be also applied to the nonlinear system directly, and it is our ongoing work. Due to four matrices \( \{A, B, C, D\} \) exist in above linear time invariant system (1), the problem of identifying these four matrices can be dealt with the subspace identification strategy, i.e. using the input–output data sequence \( \{(u(k), y(k))\} \) to yield the four matrices \( \{A, B, C, D\} \) directly.

From the linear system theory, the input–output response or trajectory of that system (1) in one time interval \([0, t-1]\) is formulated as follows:

\[
\begin{bmatrix}
    u_{[0,t-1]} \\
    y_{[0,t-1]}
\end{bmatrix} =
\begin{bmatrix}
    I_t & 0_{t \times n} \\
    R_t & O_t
\end{bmatrix}
\begin{bmatrix}
    u_{[0,t-1]} \\
    x_0
\end{bmatrix}
\]

where \( x_0 = x(t_0) \) is the original state at initial time instant \( t_0 \), and

\[
R_t =
\begin{bmatrix}
    D & 0 & 0 & \cdots & 0 \\
    CB & D & 0 & \cdots & 0 \\
    CAB & CB & D & \cdots & 0 \\
    \vdots & \vdots & \vdots & \ddots & \vdots \\
    CA^{t-2}B & CA^{t-3}B & CA^{t-4}B & \cdots & D
\end{bmatrix}
\]

\[
O_t =
\begin{bmatrix}
    C \\
    CA \\
    \vdots \\
    CA^{t-1}
\end{bmatrix}
\]

are controllability matrix and observability matrix with order \( t \). Vectors \( u_{[0,t-1]} \) and \( y_{[0,t-1]} \) are in vectorized forms of the time interval \([0, t-1]\), i.e.

\[
\begin{bmatrix}
    u(0) \\
    u(1) \\
    \vdots \\
    u(t-1)
\end{bmatrix},
\begin{bmatrix}
    y(0) \\
    y(1) \\
    \vdots \\
    y(t-1)
\end{bmatrix}
\]

and \( I_t \) is one identity matrix, \( 0_{t \times n} \) is the zero matrix with approximated dimension. Set \( \{u_{[d,0,T-1]}, y_{[d,0,T-1]}\} \) be the input–output data of the considered system (1), sampled from an experiment, its corresponding Hankel matrix be
that.

\[
\begin{bmatrix}
U_{0,t,T-t+1} \\
Y_{0,t,T-t+1}
\end{bmatrix} = \begin{bmatrix}
u_d(0) & u_d(1) & \cdots & u_d(T-t) \\
u_d(1) & u_d(2) & \cdots & u_d(T-t + 1) \\
\vdots & \vdots & \ddots & \vdots \\
u_d(t-1) & u_d(t) & \cdots & u_d(T-1) \\
y_d(0) & y_d(1) & \cdots & y_d(T-t) \\
y_d(1) & y_d(2) & \cdots & y_d(T-t + 1) \\
\vdots & \vdots & \ddots & \vdots \\
y_d(t-1) & y_d(t) & \cdots & y_d(T-1)
\end{bmatrix}
\]  

(5)

Similarly to Equation (2), it holds that

\[
\begin{bmatrix}
U_{0,t,T-t+1} \\
Y_{0,t,T-t+1}
\end{bmatrix} = \begin{bmatrix}
lm & 0_{m \times n} \\
R_t & 0_t
\end{bmatrix} \begin{bmatrix}
x_{d,T-t+1}
\end{bmatrix}
\]  

(6)

where

\[
x_{d,T-t+1} = [x_d(0) \ x_d(1) \ \cdots \ x_d(T-t)]
\]

\(x_d(i)\) are named as state samples, collected from one experiment. During this paper, the condition of persistent excitation is important for latter section, so first the definition of persistent excitation is reviewed.

**Definition 2.1 (Willems et al., 2005):** The signal \(z_{d,[0,T-1]}\) is persistent excitation of order \(L\) if and only if the following matrix

\[
Z_{0,L,T-L+1} = \begin{bmatrix}
z(0) & z(1) & \cdots & z(T-L) \\
z(1) & z(2) & \cdots & z(T-L+1) \\
\vdots & \vdots & \ddots & \vdots \\
z(L-1) & z(L) & \cdots & z(T-1)
\end{bmatrix}
\]  

(7)

has full rank \(mL\).

Signal with persistent excitation of order \(L\) guarantees the considered system is excited completely, then all of its intrinsic modes or properties are shown to us. The important role of persistent excitation means the trajectory space is spanned by time shifts of the measured trajectory, which is a fact as the following Lemma 2.1.

**Lemma 2.1 (Willems et al., 2005):** If system (1) is controllable, then the following conclusions hold.

(1) If \(u_{d,[T-1]}\) is persistent excitation with order \(n+1\), then any \(t\) long input-output trajectory of system is expressed as

\[
\begin{bmatrix}
U_{0,t,T-t+1} \\
Y_{0,t,T-t+1}
\end{bmatrix} = \begin{bmatrix}
u(0,t-1) \\
y(0,t-1)
\end{bmatrix} g
\]  

(8)

where \(g \in R^{T-t+1}\).

(2) Given a \(T\) long input–output trajectory of system, any linear combination of the columns of the matrix (5)

\[
\begin{bmatrix}
U_{0,t,T-t+1} \\
Y_{0,t,T-t+1}
\end{bmatrix} g
\]  

(9)

is a \(t\) long input–output trajectory.

From this above Lemma 2.1, we see after some input–output data \((U_{0,t,T-t+1}, Y_{0,t,T-t+1})\) are collected or measured within only one experiment, then other input-output data at later time instants have one simple linear form on the basis of the formal input-output data \((U_{0,t,T-t+1}, Y_{0,t,T-t+1})\), so these input–output data \((U_{0,t,T-t+1}, Y_{0,t,T-t+1})\) are similar to the basic data, as every input–output trajectory of system (1) a linear combination of this basic data, i.e. a finite number of measured data.

### 3. Combining persistent excitation into data driven model predictive control

From Section 3, we start to introduce our new synthesis analysis for data driven model predictive control, such as persistent excitation, output predictor and stability analysis.

#### 3.1. Data driven model predictive control

Model predictive control is an efficient strategy for practical systems with some physical and operational constraints. Specifically, consider that system (1) again, at each sampling time instant \(k\), model predictive control solves the following numerical optimization problem to obtain the optimal control input \(u(t)\).

\[
\min_{u(1\sim N) \in X(1\sim N)} J(x, u) = \sum_{k=1}^{N} [(x(k) - r(k))^T Q(x(k) - r(k)) + u(k)^T R u(k)]
\]  

subjectto \(x(k + 1) = A x(k) + B u(k)\)

(10)

where \(x(k) \in R^n\) is the current state information at time instant \(k\); \(Q\) and \(R\) are two semi-definite weighting matrices with their suited order. \(r(k)\) is a sequence of reference state strategy. This optimization problem (10) defines one quadratic tracking problem, due to its quadratic cost function.

Based on the definition of persistent excitation in Definition 2.1, and that important property in Lemma 2.1, the above quadratic tracking problem can be changed to the following data driven model predictive control, which
replaces (10) with

\[
\min_{\mathbf{g}, \mathbf{u} \in \mathbb{R}^{N \times 1}, x \in \mathbb{R}^{N \times 1}} J(x, u) = \sum_{k=1}^{N} [(x(k) - r(k))^T Q(x(k) - r(k)) \\
+ u(k)^T R u(k)]
\]

subjectto

\[
\begin{bmatrix}
\mathbf{u}[1, N] \\
\mathbf{x}[1, N]
\end{bmatrix} = \begin{bmatrix}
\mathbf{U}_{0 \times T-t+1} \\
\mathbf{X}_{0 \times T-t+1}
\end{bmatrix} \mathbf{g}
\]

(11)

where \((\mathbf{U}_{0 \times T-t+1}, \mathbf{X}_{0 \times T-t+1})\) is an input-state trajectory of system (1) and collected from one priori experiment. The reason about why these two optimization problems are equivalent depends on Lemma 2.1. Observing the optimization problem (11) again, the idea of data driven tells us that after an input–output trajectory of system (1) is collected, then other input-state trajectory is a linear combination of this basis trajectory.

The obvious merit of model predictive is to consider the input constraint or output constraint, then the problem of model predictive control is turned to be one numerical optimization problem, so lots of existed optimization algorithms can be used, such as Newton algorithm, gradient algorithm, etc. In this paper, my task is on applying persistent excitation and data driven idea into model prediction control, i.e. use the past measured data to express the future predictive output. Moreover, constraints are considered in those two numerical optimization problems, corresponding to our data driven model prediction control.

### 3.2. Optimal controller

Due to the equivalence between two optimization problems (10) and (11), we only give the detailed derivation for the optimization (10) to obtain the optimal controller \(u^*(k)\). We first set a Hamiltonian function as.

\[
H(k) = [(x(k) - r(k))^T Q(x(k) - r(k)) \\
+ u(k)^T R u(k)] \\
+ p^T(k+1)[Ax(k) + Bu(k)]
\]

where \(k \in [1, N]\), and \(N\) is the time horizon, then we have the necessary condition for \(u^*(k)\) to be an optimal controller is

\[
p(k) = \frac{\partial H(k)}{\partial x(k)} = 2Q(x(k) - r(k)) + A^T p(k+1)
\]

(13)

A necessary condition for \(u(k)\) to minimize \(H(k)\) is

\[
\frac{\partial H(k)}{\partial u(k)} = 2Ru(k) + B^T p(k+1) = 0
\]

(14)

Since the matrix \(\frac{\partial^2 H(k)}{\partial u^2(k)} = 2R\) is positive definite, and \(H(k)\) is a quadratic form in \(u(k)\), so the optimal solution \(u^*(k)\) is

\[
u^*(k) = -\frac{1}{2} R^{-1} B^T p(k+1)
\]

(15)

Assume that

\[
p(k) = 2K(k)x(k) + 2g(k)
\]

(16)

After substituting, we get.

\[
p(k+1) = 2K(k+1)x(k+1) + 2g(k+1)
\]

\[
= 2K(k+1)[Ax(k) + Bu(k)] + 2g(k+1)
\]

\[
= 2K(k+1) \left[ Ax(k) - \frac{1}{2} BR^{-1} B^T p(k+1) \right]
\]

\[
+ 2g(k+1)
\]

(17)

Solving for \(p(k+1)\) to yield

\[
p(k+1) = [I + K(k+1)BR^{-1}B^T]^{-1} [2K(k+1)Ax(k) + 2g(k+1)]
\]

(18)

substituting \(p(k+1)\) into Equation (5), it holds that

\[
u^*(k) = -R^{-1} B^T [I + K(k+1)BR^{-1}B^T]^{-1} \times [K(k+1)Ax(k) + g(k+1)]
\]

(19)

combining Equation (13) and (17), we have

\[
p(k) = 2Q(x(k) - r(k)) \\
+ A^T [I + K(k+1)BR^{-1}B^T]^{-1} [2K(k+1)Ax(k) + 2g(k+1)]
\]

\[
= 2[Q + A^T [I + K(k+1)BR^{-1}B^T]^{-1} K(k)Ax(k) \\
+ 2[-Qr(k) + A^T [I + K(k+1)BR^{-1}B^T]^{-1} K(k)Ax(k)]
\]

(20)

Then we choose \(K(k+1)\) and \(g(k)\) as follows:

\[
K(k) = [Q + A^T [I + K(k+1)BR^{-1}B^T]^{-1} K(k)Ax(k)]
\]

\[
g(k) = -Qr(k) + A^T [I + K(k+1)BR^{-1}B^T]^{-1} K(k)Ax(k)
\]

(21)

for a zero reference signal, \(g(k)\) becomes to be zero, then it is simplified to

\[
u^*(k) = -R^{-1} B^T [I + K(k+1)BR^{-1}B^T]^{-1} \times K(k+1)Ax(k)
\]

(22)

where the optimal controller is one state feedback controller.
3.3. Extended form

Observing Equations (10) and (11), it is the state information \( x(k) \) that exists in cost function. But in more general or extended form, output variable \( y(k) \) is to replace state information \( x(k) \), i.e.

\[
J(u) = \sum_{k=1}^{N} [(y(k) - r(k))^T Q (y(k) - r(k)) \\
+ u^T(k) R u(k)]
\]

(23)

Substituting that output equation \( y(k) = Cx(k) + Du(k) \) to get

\[
(y(k) - r(k))^T Q (y(k) - r(k)) \\
= (Cx(k) + Du(k) - r(k))^T \\
\times Q (Cx(k) + Du(k) - r(k)) \\
= (Cx(k) - r(k))^T Q (Cx(k) - r(k)) \\
+ u^T(k) D^T Q D u(k) \\
+ 2(Cx(k) - r(k))^T Q D u(k)
\]

(24)

The cost function (23) is formulated as

\[
J(u) = \sum_{k=1}^{N} [(Cx(k) + Du(k) - r(k))^T \\
\times Q (Cx(k) + Du(k) - r(k))] \\
= [(Cx(k) - r(k))^T Q (Cx(k) - r(k)) \\
+ u^T(k) D^T Q D u(k) \\
+ 2(Cx(k) - r(k))^T Q D u(k)] \\
+ u(k)^T R u(k).
\]

(25)

Similarly Hamiltonian function is set as

\[
H(k) = [(Cx(k) - r(k))^T Q (Cx(k) - r(k)) \\
+ u^T(k) D^T Q D u(k) + 2(Cx(k) - r(k))^T Q D u(k)] \\
+ p^T(k+1) [Ax(k) + Bu(k)] \\
+ u(k)^T R u(k).
\]

(26)

It holds that

\[
p(k) = \frac{\partial H(k)}{\partial x(k)} \\
= 2Q(Cx(k) - r(k))C + A^T p(k+1) \\
+ 2(D^T Q D + R) u(k).
\]

(27)

A necessary condition for \( u(k) \) to minimize \( H(k) \) is \( \frac{\partial H(k)}{\partial u(k)} = 0 \), thus we have

\[
\frac{\partial H(k)}{\partial u(k)} = 2(Cx(k) - r(k)QD \\
+ 2(D^T Q D + R) u(k) + B^T p(k+1) = 0,
\]

(28)

i.e. the optimal controller is that

\[
u^*(k) = -\frac{1}{2}(D^T Q D + R)^{-1} B^T p(k+1) \\
- (Cx(k) - r(k))^T Q D.
\]

(29)

As state information \( x(k) \) exists in the optimal controllers, we need to analyse it. Due to the state equation in system (1), we have

\[
x(k) = Ax(k-1) + Bu(k-1) = \cdots
\]

\[
= A^k x(0) + [A^{k-1} \ A^{k-2} \ \cdots \ A \ 1] \\
\begin{bmatrix}
\quad u(0) \\
\quad u(1) \\
\quad \vdots \\
\quad u(k-1)
\end{bmatrix}
\]

(30)

This recursive form about state information \( x(k) \) can be applied in Equation (29) to compute the optimal controller.

**Comment:** Observing these above two optimal controllers (22) and (29), these two optimal controllers are all state feedback controllers. Optimal controller (22) corresponds to the cost function with state information, but optimal controller (29) is for one cost function, being related with the output predictor. And the output predictor is constructed by past measured data. In Section 5, stability analysis of the first model prediction control with the state information is exemplified.

4. Data-based representation

As output variable \( y(k) \) always exists in cost function for some control strategies, for example, linear quadratic control, subspace predictive control, etc., so it is necessary to analyse the output variable for our considered data driven model predictive control, i.e. generating the output variable to replace the original output variable online. For convenience, let \( s \) and \( f \) be the number of past and future data, \( N \) is the number of data, similarly to the cost function (10). After iterating recursively Equation (1) to yield the following relation:

\[
y(k) = Cx(k) + Du(k) \\
= C[Ax(k-1) + Bu(k-1)] + Du(k) \\
= CAx(k-1) + CBu(k-1) + Du(k) \\
= CA[AX(k-2) + Bu(k-2)] \\
+ CBu(k-1) + Du(k) \\
= \cdots
\]
\[ y(k + 1) = CA^s x(k - s + 1) + [CA^{s-1}B \quad CA^{s-2}B \quad \cdots \quad CAB \quad CB \quad D] \times \begin{bmatrix} u(k - s) \\ u(k - s + 1) \\ \vdots \\ u(k - 2) \\ u(k - 1) \\ u(k) \end{bmatrix} \]

Similarly we have

\[ y(k + 1) = CA^s x(k - s + 1) \]

\[ + [CA^{s-1}B \quad CA^{s-2}B \quad \cdots \quad CAB \quad CB \quad D] \times \begin{bmatrix} u(k - s + 1) \\ u(k - s + 2) \\ \vdots \\ u(k - 2) \\ u(k - 1) \\ u(k) \end{bmatrix} \]

Then it holds that

\[ Y_k = \begin{bmatrix} y(k) \\ y(k + 1) \\ \vdots \\ y(k + N - 2) \\ y(k + N - 1) \end{bmatrix} = CA^s \begin{bmatrix} x(k - s) \\ x(k - s + 1) \\ \vdots \\ x(k - s + N - 1) \end{bmatrix} + [CA^{s-1}B \quad CA^{s-2}B \quad \cdots \quad CAB \quad CB \quad D] \times \begin{bmatrix} u(k - s) \\ u(k - s + 1) \\ \vdots \\ u(k - 2) \\ u(k - 1) \\ u(k) \end{bmatrix} \]

The following input–output relations holds:

\[ Y_k = CA^s X_{k-s} + E_0 \hat{Z}_{(k-s,k)} \]

where

\[ Y_k = \begin{bmatrix} y(k) \\ y(k + 1) \\ \vdots \\ y(k + N - 1) \end{bmatrix} \]

\[ X_{k-s} = \begin{bmatrix} x(k - s) \\ x(k - s + 1) \\ \vdots \\ x(k - s + N - 1) \end{bmatrix} \]

\[ E_0 = [CA^s \quad \cdots \quad CB \quad D] \]

In Equation (34), the estimation corresponding to \( E_0 \) is given as

\[ \hat{E}_0 = Y_k \hat{Z}_{(k-s,k)}^- \]

where \( \hat{Z}_{(k-s,k)}^- \) is the pseudo inverse matrix of data matrix \( Z_{(k-s,k)}^- \)

Set the prediction horizon as \( f \), then the past input–output data matrix is expressed as follows in our control problem.

\[ \hat{Z}_{(k-s,k)}^f = \begin{bmatrix} u(k-s) & y(k-s) & \cdots & u(k-1) & y(k-1) \end{bmatrix}^T \]

Then the future \( f \) step output predictor is obtained as

\[ \hat{Y}_{(k,k+f)} \simeq \begin{bmatrix} E_0 \\ E_1 \\ \vdots \\ E_{F-1} \end{bmatrix} \hat{Z}_{(k-s,k)} + \begin{bmatrix} CA^s x(k-s) \\ CA^{s+1} x(k-s) \\ \vdots \\ CA^{s+f-1} x(k-s) \end{bmatrix} \]

\[ + \begin{bmatrix} 0 & 0 & \cdots & 0 & 0 \\ \psi_1 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} u(k) \\ u(k-1) \\ \vdots \\ \psi_{f-1} \psi_{f-2} \cdots \psi_1 \end{bmatrix} \begin{bmatrix} u(k-f) \end{bmatrix} \]

where

\[ \psi_i = CA^{i-1} B, i = 1, 2, \ldots, f-1 \]

\[ E_i = [CA^s \quad \cdots \quad CA^B] \]

and \( U_{(k,k+f-1)} \) is the future control input, i.e.

\[ \hat{Y}_{(k,k+f)} = \begin{bmatrix} \hat{Y}(k) \\ \hat{Y}(k+1) \\ \vdots \\ \hat{Y}(k+f-1) \end{bmatrix}^T \]

\[ U_{(k,k+f)} = \begin{bmatrix} \hat{u}(k) \\ \hat{u}(k+1) \\ \vdots \\ \hat{u}(k+f-2) \end{bmatrix}^T \]

Based on the estimation \( \hat{E}_0 \), we substitute and formulate above terms to yield.

\[ \hat{Y}_{(k,k+f)} = \begin{bmatrix} \hat{E}_0 \\ \hat{E}_1 \\ \vdots \\ \hat{E}_{F-1} \end{bmatrix} \hat{Z}_{(k-s,k)} \]

\[ + \begin{bmatrix} 0 & 0 & \cdots & 0 \\ \Lambda_1 & 0 & \cdots & 0 \end{bmatrix} \begin{bmatrix} \Lambda_{f-1} \ \Lambda_{f-2} \ \cdots \ \Lambda_1 \end{bmatrix} U_{(k,k+f)} \]
where

\[
\Lambda_1 = CB \\
\Lambda_j = CA^{-1}B, j = 1, 2, \ldots f - 1
\]  

From Equation (40), output predictor \( \hat{y}(k) \) is independent of control input, and this output predictor is generated from data online, so it is benefit in the cost function for our considered data driven model predictive control, i.e. the output variable in cost function (23) can be replaced by data.

5. Stability analysis

Stability is one important issue for all system, due to unstability means useless for system. Here we only give a preliminary contribution on data driven model predictive control, and the deep detailed result about stability will be our future work. Consider that cost function again

\[
J(x, u) = \sum_{k=1}^{N} [(x(k) - r(k))^T Q(x(k) - r(k)) \\
+ u(k)^T R u(k)]
\]

Our aim is to design one state feedback controller \( u(k) = Hx(k) \), while minimizing the above cost function, for example, in Equation (22).

\[
H = -R^{-1}B^T [I + K(k + 1)BR^{-1}B^T]^{-1} \\
\times K(k + 1)A.
\]

Assume that \( V(x) \) has the form

\[
V(x(k)) = x^T(k)Kx(k), K > 0
\]  

and satisfies the following inequality:

\[
V(x(k + 1)) - V(x(k)) \leq -[x^T(k)Qx(k) \\
+ u^T(k)Ru(k)]
\]

As \( Q \) is one semi-definite matrix, so quadratic term satisfies that \( x^T(k)Qx(k) \geq 0 \). After considering this to obtain that

\[
V(x(k + 1)) - V(x(k)) \leq -[x^T(k)Qx(k) \\
+ u^T(k)Ru(k)] \\
\leq -u^T(k)Ru(k)
\]

with \( u(k) = Hx(k) \), the inequality (43) is changed as

\[
x^T(k)(A + BH)^T K(A + BH)x(k) - x^T(k)Kx(k) \\
\leq -(x(k) - r(k))^T Q(x(k) - r(k)) - x^T(k)H^T RHx(k) \\
+ x^T(k)(Q + H^T RH)x(k) \\
+ r^T(k)Qr(k) - 2x^T(k)Qr(k) \leq 0
\]

The left side of inequality (44) is expanded to be that

\[
- x^T(k)Qx(k) + 2x^T(k)Qr(k) - r^T(k)Qr(k) \\
- u^T(k)Ru(k) + x^T(k)Qx(k) + x^T(k)H^T RHx(k) \\
- x^T(k)H^T RHx(k) + r^T(k)Qr(k) - 2x^T(k)Qr(k) \\
= -u^T(k)Ru(k).
\]

Changing above inequality (44) into one linear matrix inequality, then Equation (44) is satisfied if there exists \( H \) and \( K \) such that

\[
\begin{bmatrix}
(A + BH)^T K(A + BH) - K + Q + H^T RH \leq 0 \\
H \end{bmatrix} \leq 0.
\]

Applying Schur complement on Equation (45) to get

\[
(A + BH)^T K(A + BH) - K + Q + H^T RH \leq 0 \\
K + Q + H^T RH - Q \leq 0
\]

Then Equation (46) is simplified as

\[
(A + BH)^T K(A + BH) - K + H^T RH \leq 0
\]

Continuing to rewrite above Equation (47) as follows:

\[
-K + \begin{bmatrix}
(A + BH)^T & H \\
K & 0 \\
H^T & R
\end{bmatrix} \begin{bmatrix}
K \\
0 \\
H
\end{bmatrix} \leq 0
\]

i.e.

\[
\begin{bmatrix}
-K & (A + BH) & H \\
A + BH & -K^{-1} & 0 \\
H & 0 & -R^{-1}
\end{bmatrix} \leq 0.
\]

Generally, stability about that data driven model predictive control is formulated as the following Lemma 2.

**Lemma 5.1:** Consider the stability analysis for our considered data driven model predictive control, our mission is to find one linear optimal state feedback controller, while minimizing the constructed cost function and guaranteeing the stability, if there exists \( H \) and \( K \) such that linear matrix inequality (49) holds. Then \( H \) is the optimal controller and \( K \) is a constant matrix in the called Lyapunov function \( x^T(k)Kx(k) \).

Furthermore, that optimal state feedback controller \( H \) can be solved easily. As optimal controller \( H \) must satisfy
that inequality (47), for example we set the right part be $-I \leq 0$.

$$(A + BH)^T K (A + BH) - K + H^T RH = -I$$

$$H^T B^T KBH + H^T RH - K + I + A^T KA + 2H^T B^T KA = 0$$

(50)

or

$$H^T [B^T KB + R] + 2H^T B^T KA + A^T KA - K + I = 0.$$  

(51)

Differentiating above Equation (51) with respect to $H$ to get

$$[B^T KB + R]H = -2B^T KA$$

(52)

Then that optimal state feedback controller $H^*$ is yielded as follows:

$$H^* = -2[B^T KB + R]^{-1} B^T KA$$

(53)

Observing Equation (22) and (53), these two kinds of optimal state feedback controllers are similar to each other.

### 6. Simulation example

We consider one linear time invariant system, described as follows:

$$\begin{align*}
    x(k+1) &= Ax(k) + Bu(k) \\
y(k) &= Cx(k) + Du(k)
\end{align*}$$

Assume that the system order $n = 7$ is known, from an open loop experiment, an input–output trajectory $\{u(k), y(k)\}_{k=0}^{N-1}$ of data length $N = 1000$ is measured. All system matrices are given as

$$A = \begin{bmatrix}
-0.322 & 0.064 & 0.0364 & -0.9917 \\
0 & 0 & 0 & 0 \\
-0.7333 & 0.1315 & 0 & 0 \\
-0.0319 & -0.062 & 0 & 0 \\
-20.2 & 0 & 0 & 0 \\
0 & -20.2 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}$$

$$B = \begin{bmatrix}
0 & 0 & 0 & 57.2958 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 20.2 & 0 & 0 \\
-0.7333 & 0.1315 & 0 & 0 & 0 & 0 & 0 \\
-0.0319 & -0.062 & 0 & 0 & 0 & 0 & 0 \\
-20.2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -20.2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}$$

Based on this priori known input–output trajectory $\{u(k), y(k)\}_{k=0}^{N-1}$ of data length $N = 1000$, Equation (40) is proposed to yield the output predictor during the latter
time interval. Figure 1 shows the resulting output predictors as well as the true output for comparison. From Figure 1, we see the output predictors are nice, and the errors can be neglected.

7. Conclusion
In this paper, synthesis analysis on data driven model predictive control is considered from the point of persistent excitation, optimal state feedback controller, output predictor and stability. Although many subjects are mentioned, but they are expanded around the idea of data driven model predictive control, whose cost function included the generated state information and output predictor from data online. As stability analysis here corresponds to our preliminary work, its deep results about stability for data driven model predictive control are our ongoing work.
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