A multi-mode digital holographic microscope
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ABSTRACT

We present a transmission-mode digital holographic microscope that can switch easily between three different imaging modes: inline, dark field off-axis, and bright field off-axis. Our instrument can be used: to track through time in three dimensions microscopic dielectric objects, such as motile micro-organisms; localize brightly scattering nanoparticles, which cannot be seen under conventional bright field illumination; and recover topographic information and measure the refractive index and dry mass of samples via quantitative phase recovery. Holograms are captured on a digital camera capable of high-speed video recording of up to 2000 frames per second. The inline mode of operation can be easily configurable to a large range of magnifications. We demonstrate the efficacy of the inline mode in tracking motile bacteria in three dimensions in a 160 µm × 160 µm × 100 µm volume at 45× magnification. Through the use of a novel physical mask in a conjugate Fourier plane in the imaging path, we use our microscope for high magnification, dark field off-axis holography, demonstrated by localizing 100 nm gold nanoparticles at 225× magnification up to at least 16 µm from the imaging plane. Finally, the bright field off-axis mode facilitates quantitative phase microscopy, which we employ to measure the refractive index of a standard resolution test target and to measure the dry mass of human erythrocytes.
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I. INTRODUCTION

Digital holographic microscopy is a promising technique for high-speed, quantitative studies of the three-dimensional (3D) swimming behavior of micro-organisms, the 3D profiling of transient and steady-state flows both in biological contexts and in microfluidic devices, and topographical studies of cells and other microscopic objects. Holography stores three-dimensional information in a 2D image by encoding both the amplitude and phase of light incident on the recording medium. Inclusion of a lens, such as a microscope objective, in the imaging path enables the 3D localization of micro-scale dielectric objects, such as micro-organisms, cells, or polystyrene microspheres, along with brightly scattering gold nanoparticles. Surface profiles and refractive indices of these objects can also be measured. Recent developments in both digital camera technology and high-speed computing mean digital holograms can be recorded at high frame rates, processed efficiently by computer hardware and the resulting 3D data analyzed in a numerical environment.

A hologram is formed by the interference of coherent light scattered off an object with a mutually coherent reference beam. The amplitude and phase information of the object beam is recovered through a numerical “re-illumination” of the hologram by a digital copy of the reference beam. This leads to a 3D “reconstruction” of the original object field, from which particles in the sample can be localized in three dimensions in each frame of a video recording. One issue in holographic reconstruction is that the procedure results in both real and virtual images of the sample being generated. These images must be isolated from one another, or their presence compensated for, during analysis.

There are two geometrical approaches, in general, to recording a hologram: “inline” imaging, whereby the object
and reference beams are aligned, and “off-axis” imaging, where the two beams interfere at an angle\(^1\) (see Fig. 1). The effect of the angle in off-axis holography is to separate the spatial frequencies of the real and virtual images from one another and from the unscattered illumination beam. Spatial frequency spectrum filtering can then be applied to the off-axis hologram to isolate the real image (see Fig. 4), allowing for reconstruction of the complex electromagnetic field of the object beam.\(^2\) This method necessarily generates a lower spatial resolution reconstruction as only a portion of the available frequency space is utilized; however, it does result in phase information acquired at the maximum time resolution. By contrast, in inline holography, the real and virtual images may only be separated from one another by recording multiple images per time point, thus reducing the temporal resolution of the technique.\(^3,4\) However, through using a suitably transparent sample and ensuring the distance between the illumination source and sample is several thousand times the wavelength, the signal from the virtual image becomes negligible.\(^5\) These criteria are easy to meet with aqueous, biological samples.

The application of digital holography to microscopy demonstrates the promise of this technique for studying the three-dimensional swimming behavior of micro-organisms either by observing the organisms directly or by particle image velocimetry (PIV) studies of the fluid around the swimmer.\(^6,7\) In the field of micro-organism motility, digital holographic microscopy has been used to study algae,\(^8\) copepods,\(^9,10\) dinoflagellates,\(^11\) and sperm.\(^12\) Unlike many other forms of 3D imaging, the temporal resolution of digital holographic microscopy is limited only by the frame rate of the camera. The technique does not rely on fluorescent particles and is suited to the study of many micro-scale objects moving dynamically in a single field of view. In the specific context of bacterial motility,\(^13,14\) this technique offers the opportunity to take quantitative, three-dimensional measurements of the “run and tumble” behavior exhibited by wild type *Escherichia coli*\(^15\) for a population of cells. Until recently,\(^16,17\) such behavior had been observed in only two dimensions\(^18\) or in 3D for single cells at a time.\(^19,20\)

Quantitative phase imaging has been recognized as a powerful tool to measure refractive index and dry mass of cells since at least the 1950s,\(^21,22\) and its potential to be applied to live biological samples has been acknowledged since the 1990s.\(^23\) However, the technique had to wait for advances in computational image processing and for lower costs of optomechanical components and lasers for this potential to be realized widely.\(^24\) Quantitative phase imaging is easily facilitated by digital holographic microscopy and has been used to quantify the shape, volume, movement, membrane tension, phase, and other biophysical parameters of erythrocytes,\(^25,26\) yeast,\(^27,28\) myoblasts,\(^29\) neural cells,\(^30\) and trypanosomes.\(^31\)

In this paper, we demonstrate a digital holographic microscope (DHM) capable of operating in inline and off-axis modes, between which the user can conveniently switch. Recording hardware has been optimized for high-speed video acquisition of up to 2000 frames per second (fps). The microscope can be easily configured to record inline holograms at a range of magnifications from 22.5× to 225×. This mode is suitable for tracking the 3D motion of bacteria and microscopic dielectric particles over a square field of view of side length from 32 \(\mu\)m to 320 \(\mu\)m and to a depth of 100 \(\mu\)m. When configured for off-axis operation, the user can choose between bright field and dark field illumination regimes. Dynamic,
quantitative phase data of biological samples can be taken when the microscope is operated in bright field off-axis mode, allowing for measurements of the refractive index or the surface profile of objects. A novel approach that combines laser dark field microscopy with holography allows 3D localization of small, yet brightly scattering, objects that cannot be seen ordinarily under bright field conditions. This mode can be used to localize gold nanoparticles, which are ideal tracers for PIV studies of micro-fluid flows, to a depth of at least 16 µm. In our setup, dark field off-axis holograms were formed at high magnification (225×) while bright field off-axis holograms could be acquired at any magnification.

II. METHODS
A. Design of multi-mode digital holographic microscope

1. Optical design

A schematic of our multi-mode digital holographic microscope is shown in Fig. 2. It is a custom-built transmission microscope with the off-axis imaging organized around the geometry of a Mach–Zender interferometer. Coherent and linearly polarized light from a diode laser (635 nm, 20 mW; iFLEX-2000, Qioptiq Photonics Ltd), coupled onto a vibration isolation optical table via a single-mode fiber, is split into two beam paths using a polarized beam splitter (PBS). One beam path is coupled vertically via mirror M1 to illuminate the sample. For operation in the inline mode, this is the only beam path employed (a movable block serves to occlude the second beam path) and the illumination doubles as the reference beam. This beam is focused to a diffraction-limited spot by lens L1 at the sample plane. The illuminated field of view depends on the focal length of L1 and is thus adjustable.

The sample is introduced through microscope “tunnel slides,” whereby a tunnel is formed by sandwiching a slide and cover glass over two strips of double-sided tape or two lines of vacuum grease applied using a syringe. Fine control of the sample is achieved by an xzy piezoelectric nanopositioning stage (P-611.3S NanoCube with E–664 LVPZT amplifier and servo controller; Physik Instrumente GmbH). The light scattered off the sample is termed the object beam.

A microscope objective (MO) collects the light from the sample; lenses L2–L4 increase magnification and focus the light to form an image on a complementary metal-oxide semiconductor (CMOS) sensor [1.3 Megapixel (Mpx), 14 µm square pixels; EoSens CL, Mikrotron GmbH]. This arrangement of lenses also creates a conjugate back focal plane between L3 and L4. For inline holography, Plan-Fluor microscope objectives (Nikon Instruments Inc.) ranging from 10× to 100× were used. With lenses L2–L4, this results in a total magnification range of 22.5× to 225×.

2. Off-axis operation

For operation in the off-axis mode, the block is removed and the second beam proceeds through a telescope formed by lenses L5 and L6, which magnifies it to the dimensions of the CMOS sensor. This arm is the off-axis reference beam and interferes with the object beam at a non-polarizing, 50:50 beam recombinder cube (BC) immediately before the camera. Both the mirror M6 and the beam recombinder are adjustable, allowing the angle of interference between the reference and object beams to be controlled. The relative intensity of the two beams is adjusted by the half-wave plate (HWP1) immediately before the polarizing beam splitter. A second half-wave plate (HWP2) in the object beam path is adjusted to ensure the polarization of the two beams is collinear when they interfere. The coherence length of the laser is sub-millimeter, selected to minimize the effects of parasitic scatterers on optical elements in inline imaging. To ensure maximum interference in the off-axis mode, mirrors M2 and M3 are placed on a movable stage with a screw micrometer control to adjust the path difference between the two optical arms.

For dark field off-axis imaging, a physical mask consisting of a chrome steel ball bearing (0.5 mm diameter; Simply Bearings Ltd) mounted on a crosshair is inserted into the conjugate back focal plane between lenses L3 and L4. This has the effect of blocking the undiffracted illumination beam and lowest spatial frequencies of the object beam, forming a dark field image of the sample, which then interferes with the reference beam to create the hologram. This technique results in an increased contrast between the object and reference beams, allowing for samples that are difficult to observe under conventional...
bright field microscopy to be imaged holographically. Lenses L2 and L3 are located to form a conjugate back focal plane at the mask for a particular 100× microscope objective (Plan-Fluo, oil immersion; Nikon Instruments, Inc.). The mask is easily removable allowing the return to bright field imaging and could easily be moved to match size and position of the back focal plane of other objects.

If desired, the microscope can be configured for non-holographic, laser dark field imaging by inserting both the block and the mask. The imaging combinations are summarized in the table in Fig. 2.

3. Image recording hardware

The Mikrotron EoSens camera can record full-frame images (1280 px × 1024 px) at up to 500 fps and 512 px × 512 px subregions (used in this work) at up to 2000 fps. Image data are passed to a computer via a microEnable IV framegrabber (VD4-CL; Silicon Software GmbH) and written to a solid-state hard drive (OCZ IBIS 240 GB; OCZ Technology Group, Inc.). This configuration of hardware facilitates the recording of 8-bit 512 px × 512 px images at 2000 fps with no buffering delays until the hard drive fills up. Custom software was written to optimize camera control and to minimize dropped frames and write delays.

B. Holographic reconstruction procedure

1. Recorded hologram

The recorded intensity of a hologram ($I_h$) is the superposition of the reference ($\tilde{R}_h$) and object ($\tilde{O}_h$) terms (see Fig. 1). Its general form is

$$I_h = |\tilde{R}_h + \tilde{O}_h|^2 = |\tilde{R}_h|^2 + |\tilde{O}_h|^2 + \tilde{R}_h^*\tilde{O}_h e^{-i\mathbf{k} \cdot \mathbf{r} \sin \theta} + \tilde{R}_h \tilde{O}_h^* e^{i\mathbf{k} \cdot \mathbf{r} \sin \theta},$$

(1)

where $\mathbf{k}$ is the wavevector of the illumination source, $\mathbf{r}$ is a general position vector, and $\theta$ is the angle offset between reference and object beams (=0 for an inline geometry). $^*$ signifies the complex conjugate.

2. Isolating the object term

The first step in digital holographic reconstruction is to isolate numerically the real object term from both the reference beam and the virtual object term in the recorded hologram intensity.

With inline holography, in order to preserve the complex electromagnetic field of the reconstruction, it is necessary to record multiple holograms per time point, with a phase shift introduced between each hologram. Instead, to preserve the temporal resolution, we follow the approach taken by Lee and Grier. A good approximation for the first term in Eq. (1) can be acquired by recording a separate hologram of the reference beam. For motile samples, we typically use a median image of the experimental time series. The $|\tilde{R}_h|^2$ term is subtracted from and then used to divide $I_h$. We then make the assumptions that the reference beam is a plane wave ($\tilde{R}_h = \tilde{R}$), that any change in phase between the object and reference beams is negligible, and that the intensity of the reference beam is much greater than that of the object beam, thus $|\tilde{R}|^2 \gg |\tilde{O}|^2$. This leads...
FIG. 4. Localization of gold nanoparticles in 3D using dark field off-axis holography. (a) Shows the intensity of a dark field (DF) hologram of a field of 100 nm gold nanoparticles. A zoom around one nanoparticle close to the focal plane is shown in (b). The contrast of (b) has been enhanced to show that the signal from the nanoparticle manifests itself as a modulation of the characteristic striped interference pattern of the object and reference beams. To isolate the object term, first a Fourier transform (FT) of the dark field hologram is taken (c). The ball bearing mask and its crosshair supports are visible in the Fourier transform, which also shows light scattered around the edge of the mask. Spatial frequencies corresponding to the real image are cropped and shifted to the center of the Fourier plane (d); a corner of the selected spatial frequencies is clipped to avoid residual low spatial frequency ($|\tilde{O}|^2$ terms) before an inverse Fourier transform (IFT) gives both amplitude (e) and phase (f) images. The signal from the light scattered by the mask is removed by background subtraction after the IFT (see S4). From the recovered complex object field [(e) and (f)], the sample can be reconstructed at a user-defined distance from the hologram plane. (g) and (h) show amplitude reconstructions at 0.8 $\mu$m and 9.0 $\mu$m, respectively. In each case, the nanoparticle shown in the box is in focus. The zoomed images (i) and (j) have had a threshold applied to isolate the gold nanoparticles from the background. This procedure is used to identify the positions in three-dimensional space of the nanoparticles. The axes show the scale used to display the images: image intensity (I) is along the horizontal axis, and gray level (0–255) is along the vertical axis. Scale bars are 5 $\mu$m [(a), (e), (g), and (h)] and 500 nm [(i) and (j)].
to an expression for the real component of the object beam expressed entirely in recorded intensities,

$$R(\hat{O}_h) = \frac{1}{2} \frac{1}{|R_h|}. \quad (2)$$

While this method does not allow for a full reconstruction of the complex electromagnetic field of the object beam, it is sufficient for our purposes of localizing the center of a microscopic dielectric object in a 3D volume. Figures 3(a) and 3(b) and S1(a) and S1(b) show the effect of normalizing a raw recorded inline hologram using this approach.

In off-axis holography, the angle $\theta$ introduced between the reference and object beams results in a linear phase shift of the real and virtual object terms. This separates the spatial frequencies of these terms from one another and from the $|R|^2$ and $|O|^2$ terms. Through a numerical operation in Fourier space, the spatial frequencies of the real object term can be identified and isolated, resulting in a complex image of the recorded object beam ($R_h \hat{O}_h$). This operation is demonstrated in Figs. 4 and S4 and covered in detail in various texts.

The multiplicative reference term is eliminated through division by the square root of a separate recording of the intensity of reference beam, which is assumed to be a plane wave, leaving the complex object term isolated.

### 3. Holographic reconstruction

We use the Rayleigh-Sommerfeld formalism to reconstruct the 3D object field from the isolated hologram object term. This term is convolved with the propagator,

$$\hat{H}(r, z) = -\frac{1}{2\pi} \frac{\partial}{\partial z} e^{ikz}, \quad (3)$$

with $\varrho = \sqrt{(r^2 + z^2)}$ being the distance from the hologram to the reconstructed object ($\hat{O}_h$) along the optical axis $\hat{z}$, to backpropagate the electromagnetic field at a user-defined distance $d$ along $\hat{z}$,

$$\hat{O}_h(r, d) = \hat{O}_h(r, 0) * \hat{H}(r, d). \quad (4)$$

A range of $d$ values is set by the user and the reconstruction proceeds iteratively, resulting in a volume of electromagnetic data, which is interrogated by subsequent operations (see Sec. III A). These operations are carried out using bespoke software written in Python. The reconstruction operation is highly parallelizable; for this reason, graphics processing units (GPUs) (Tesla C2070, 448 CUDA cores, 5376 MB memory; NVIDIA Corporation) are employed for computational efficiency. For a 512 px × 512 px hologram, our system achieves processing times of 15 ms/slice to reconstruct, apply an intensity-weighted mask, and write to disk the centers of any objects found. Spacing between reconstructed slices is typically set to the value of the effective pixel spacing of the magnified image. Figure 3(c) shows a 2D slice of the reconstruction of a typical inline hologram 60.8 $\mu$m above the hologram plane, and Figs. 4(g) and 4(h) shows 2D reconstruction slices from a dark field off-axis hologram. Further examples are available in the supplementary material (Figs. 5I–S3 and S5).

### III. MICROSCOPIC OBJECT TRACKING IN 4D

#### A. Object localization

In each frame of a typical dataset of microscopic objects in a fluid medium, the position of each object is determined from the holographic reconstruction as follows. First, an intensity threshold is set based on user evaluation of the dataset and a mask applied to the 3D data array. This principle is demonstrated in Figs. 4(i) and 4(j). Contiguous volumes in the 3D electromagnetic field above this threshold are candidates for objects of interest. Objects are localized by fitting centroids to the masked data, and the 3D coordinates of their centers are saved. Images of objects far out of focus have lower intensity; thus, it may be necessary to adjust the mask threshold relative to the distance from the hologram plane.

Interference effects from the diffraction patterns of neighboring particles can lead to false particle identification. This is mitigated by filtering identified object candidates by volume.

#### B. Isotropic diffusion of microspheres

The performance of the microscope was assessed by determining the 3D diffusion coefficient of 0.5 $\mu$m diameter polystyrene microspheres (07307; Polybead) using the microscope in inline mode at 225× magnification. Microspheres were introduced to a 7 ml tape tunnel slide at a density of 10 $\mu$m diameters. The performance of the microscope was assessed by determining the 3D diffusion coefficient of 0.5 $\mu$m diameter polystyrene microspheres. The results are summarized in Fig. 3(d).

#### C. Biological samples

Motile bacteria were also tracked in three dimensions using inline holography. Wild type Escherichia coli (strain RP43765) was used for these experiments. In the motile phase, this strain naturally exhibits chemotactic “run and tumble” swimming behavior. Cell cultures were incubated at 30 °C on an orbital agitator platform at 140 rpm in 5 ml T-broth (1% Bacto Difco tryptone and 0.5% NaCl) until the motile phase was reached (OD600nm = 0.6; typically after ~6 h incubation). Cells were then washed in motility buffer as described and diluted to the desired concentration (calibrated experimentally to ensure 10–50 bacteria in a microscope field of view).
Motile cells were introduced to a tape tunnel slide. With a magnification setting of 45×, 2000-frame sets of holograms were recorded at 50 fps and the 3D positions of the cells in each frame output during holographic reconstruction. The reconstructed volume is 160 µm × 160 µm × 100 µm. The tracks of cells are plotted in 3D to give a qualitative display of cell motility [Fig. 3(e)]. The “run and tumble” behavior of motile wild type cells is clear; non-motile cells are also evident from traces that exhibit diffusion due to Brownian motion. The supplementary material shows a series of holographic reconstructions from the frame displayed in Fig. 3(c) at different heights above the sample plane (Fig. S2) along with a video demonstrating a scroll through this reconstructed volume at 0.5 µm steps from 0 to 100 µm above the sample plane (Fig. S3).

We anticipate this mode of the microscope could be used for high-throughput quantitative studies of bacterial motility. Straightforward adjustments to the magnification could see it employed for larger micro-organisms also.

IV. APPLICATIONS OF OFF-AXIS HOLOGRAPHIC MICROSCOPY

A. Localization of gold nanoparticles

Gold nanoparticles are of interest as tracer particles in PIV studies of the microflows in microfluidic devices and around swimming micro-organisms such as bacteria however, high-contrast microscopy techniques, such as dark field back-scattering, are required to visualize them, which typically work only for in-focus particles. When set to operate in dark field off-axis mode (see Sec. II A 2), our digital holographic microscope is capable of localizing 100 nm gold nanoparticles (GC100; BB International) at least 16 µm from the focal plane.

A ball bearing mounted on a crosshair is inserted in a conjugate back focal plane of the optical train to be used as a mask (see Fig. 2). This mask removes most of the unscattered light from the illumination beam, thus allowing for greater sensitivity in recording weakly scattering objects. An equivalent sensitivity is not possible under bright field illumination due to camera saturation. A small amount of leaked light scatters off the mask, which we remove by subtracting a complex reconstruction of this time-invariant leaked light field from all other frames in the recording. See Fig. S4 for details of this operation.

After removal of the leaked light field, the desired object term is isolated from the dark field interference pattern via an operation in Fourier space (see Sec. II B 2), the 3D light field reconstructed (see Sec. II B 3), and nanoparticles are localized in 3D. Figure 4 summarizes this procedure.

The sample is a solution of 100 nm gold nanoparticles, at number density 1.87 × 10^9 ml^-1, introduced to a grease tunnel slide with the two glass surfaces separated by a 50 µm shim. Fields of view of 30 µm × 30 µm were recorded at 225× magnification at 100 fps. The exposure time of each frame was set to 40 µs to avoid motion blur in the image. Datasets were recorded within 5 min of preparation of the sample to minimize sedimentation of nanoparticles to the floor of the chamber.

The technique results in a 3D reconstruction of the complex field of a dark field image. The location of gold nanoparticles is determined via their intensity above a user-defined threshold [Figs. 4(i) and 4(j)], and particles were able to be detected to at least 16 µm above the focal plane (see Fig. S5). The phase image of the field reveals ring structures [Fig. 4(f)] indicating the 3D position of nanoparticles even when they are not visible in the raw hologram. Figure S5 contains more examples of dark field holographic reconstruction.

B. Phase recovery

Off-axis holographic imaging allows the complex electromagnetic signal emanating from the sample to be recovered. Operating the microscope in bright field off-axis mode thus permits quantitative measurement of the phase of the sample. Phase data of the sample can be used to determine the refractive index of a sample, if its thickness is known, or to generate the 3D surface profile of the imaged object, facilitating topographical studies of biological, and other, samples. To demonstrate this capability, part of a resolution test target (positive 1951 USAF wheel pattern; Thorlabs, Inc.) [Figs. 5(a) and 5(b)] and a dilute suspension of human erythrocytes in isotonic NaCl [Figs. 5(c)–5(f)] were imaged in bright field off-axis imaging mode at 225× magnification.

Holograms were acquired with the image plane set to the floor of the sample chamber using the piezoelectric nanopositioner. In each case, a hologram of the background (no object in the field of view, but the same refractive index) of the sample was acquired. The complex electromagnetic field was recovered through holographic reconstruction (see Sec. II B 3). After unwrapping, the phase of the background was subtracted from that of the sample to arrive at a phase difference in radians (Δφ). See Fig. S6 for details. From this phase difference, one can determine either refractive index (n_sample) or height (h) of the sample via the following relation:

\[ Δφ = \frac{2π}{λ} (n_{\text{sample}} - n_{\text{medium}})h, \]

where λ is the vacuum wavelength of the illumination and n_{medium} is the refractive index of the medium surrounding the sample.

We determine the mean phase difference between the background and the numeral “3” in Fig. 5(a) to be 1.73 ± 0.47 rad. Figure 5(b) shows a representative line scan through the sample. The calculation of the mean phase difference is arrived at by averaging the phase values throughout the background area and the region bounded by the numeral “3.” The test target is manufactured by sputtering chromium metal onto soda lime glass; the thickness of the deposition is given as 120 nm ± 10%. We thus calculate the mean refractive across the target to be 2.78 ± 0.80. Measuring the refractive index of metals is notoriously difficult and typically only performed for films up to several tens of nanometers thick.53,54 The refractive index of thin-film chromium under 635 nm illumination is given as 3.14; whereas that of chromium oxide,53 which spontaneously forms on the surface of metallic chromium in air, is 2.5. Thus our result is consistent with a mixture of chromium and its oxide of the specified thickness.
FIG. 5. Recovery of phase information and topographical detail using bright field off-axis holography. A phase difference map of a section of a USAF resolution target is shown in (a). Following reconstruction of the complex electromagnetic field of the target hologram and a background hologram, the difference map is acquired by subtracting the unwrapped phases from one another. The scale bar is 5 µm. (b) shows the line profile indicated in (a) with numbers indicating the mean value of the horizontal lines fitted to the phase. In [(c)–(f)], the sample is human erythrocytes in saline solution. (c) shows the magnitude image of the hologram, and (d) shows the phase difference map. The scale bars are 5 µm, and (e) and (f) show the vertical and horizontal line profiles, respectively. Figure S6 details the process of phase unwrapping.

We calculated the dry mass of the sample cells shown in Figs. 5(c) and 5(d) via

$$m = \int \frac{\Delta \phi \lambda}{2\pi \alpha} dA,$$

where the integral was performed over the area of each cell. Our results are 27.1 ± 8.6 pg (top-right) and 25.5 ± 9.1 pg (bottom-left), which are consistent with dry mass values found in the literature.

V. CONCLUSION

Digital holographic microscopy offers a powerful approach for studying the 3D behavior of microscopic objects in fluid environments such as populations of bacteria and other micro-organisms, and inert particles that could be used as tracers for 3D microflow studies. The technique also allows
the phase of a sample to be measured dynamically and, from this information, one can determine the refractive index or topography of the sample.

We have developed a multi-mode digital holographic microscope capable of operating in three distinct holographic imaging modalities, as well as performing conventional laser dark field microscopy. Holograms can be acquired at a range of magnifications from 22.5× to 225×, and at speeds up to 2000 fps, facilitating the study of high-speed 3D swimming dynamics of cells. It is easy to switch between the different imaging options.

Our microscope facilitates the tracking in three dimensions of motile cells, micro-organisms, dielectric microspheres, and gold nanoparticles. The latter is achieved through a novel introduction of a physical mask in a conjugate Fourier imaging plane. In addition, our microscope can measure the phase of biological samples dynamically, allowing biophysical parameters such as refractive index and dry mass to be measured in live samples.

SUPPLEMENTARY MATERIAL

See supplementary material for further illustrations of holographic processing techniques and more examples of 3D localization of motile bacteria and gold nanoparticles.
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