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Abstract

A typical assumption for the analysis of first order optimization methods is the Lipschitz continuity of the gradient of the objective function. However, for many practical applications this assumption is violated, including loss functions in deep learning. To overcome this issue, certain extensions based on generalized proximity measures known as Bregman distances were introduced. This initiated the development of the Bregman proximal gradient (BPG) algorithm and an inertial variant (momentum based) CoCaIn BPG, which however rely on problem dependent Bregman distances. In this paper, we develop Bregman distances for using BPG methods to train Deep Linear Neural Networks. The main implications of our results are strong convergence guarantees for these algorithms. We also propose several strategies for their efficient implementation, for example, closed form updates and a closed form expression for the inertial parameter of CoCaIn BPG. Moreover, the BPG method requires neither diminishing step sizes nor line search, unlike its corresponding Euclidean version. We numerically illustrate the competitiveness of the proposed methods compared to existing state of the art schemes.
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1 Introduction

The analysis of many first-order optimization methods relies on the Lipschitz continuous gradient property for the involved objective. Such a property allows for uniform quadratic upper and lower bounds at each point. These bounds enable the usage of a constant step size rule, thus resulting in better performance compared to diminishing step sizes. However, remarkably, even the simplest (one hidden layer linear) neural network does not allow for uniform quadratic bounds. The same is true for many problems, e.g., phase retrieval and matrix factorization.

A remedy with a general class of upper and lower bounds, induced by so-called Bregman distances was proposed in [5]. Such bounds can be exploited algorithmically via the Bregman Proximal Gradient (BPG) algorithm [10] and its inertial variant CoCaIn BPG [27] (based on Nesterov’s momentum). In particular, BPG enables the usage of a constant step size, which is efficient to implement in practice (see Section 5), instead of diminishing step sizes or line search. However, in order to use BPG methods, an appropriate problem dependent Bregman distance must be developed.
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Key contribution. We consider deep linear neural networks with a squared loss, for which we propose a novel class of Bregman distances. This is key to illustrate the applicability and also to transfer the global convergence (to a stationary point) results of BPG and CoCaIn BPG algorithms. To enable an efficient implementation of the update step, we propose closed form analytic expressions for various practical settings. We also propose a novel variant of CoCaIn BPG, to further improve the efficiency for large scale problems.

The developed Bregman distance yields a base algorithm (BPG) that allows for modifications in analogy to the development of alternating, stochastic or inertial variants of the base Proximal Gradient (PG) method. The provided BPG based algorithms are usually competitive and often superior to their Euclidean variants (PG) whenever both are applicable. We discuss several such situations in Section 5.

1.1 Related Work

Extensions of Lipschitz Continuity of the Gradient. For many practically relevant problems including poisson inverse problems [5], structured low-rank matrix factorization problems [26], quadratic inverse problems [10] or cubically regularized problems [27], the corresponding objective functions are not $L$-smooth. This hinders us from a straight application of proximal gradient related schemes, unless a line search is incorporated. However, line search typically involves multiple objective evaluations in a single iteration, which may be prohibitive in large scale setting. To overcome this limitation, in [5, 10] the notion of a $L$-smooth adaptable ($L$-smad) function is introduced which extends the classical $L$-smoothness property by means of a problem-dependent Bregman distance. This includes a much larger class of functions, in particular those that grow with a higher-order than quadratic. However, the choice of the problem-dependent Bregman distance is typically non-trivial.

Bregman Proximal Minimization. The $L$-smad property can be characterized in terms of a generalized non-Euclidean Descent Lemma [10]. In analogy to the Euclidean case this yields a non-quadratic global upper-bound whose minimization corresponds to a generalized proximal gradient iteration called Bregman proximal gradient (BPG), see [5, 10]. In [27] an inertial variant of BPG, called CoCaIn BPG has been introduced, which relies on a Nesterov’s momentum like update strategy. Inertial variants were also explored in [3, 19]. The mirror descent algorithm, (a special case of BPG when the second term in the problem is zero) has been extended to a stochastic setting under convexity in [18]. Later in [12] the BPG algorithm for non-convex composite problems has been generalized to a stochastic setting as well, where the smooth term is assumed to be smooth adaptable and the non-smooth term is convex.

Matrix Factorization. Bregman distances for matrix factorization problems has become an active research area [23]. In [13] a low-rank semidefinite program is reformulated in terms of a symmetric matrix factorization problem which is solved with BPG. To this end the authors prove that the corresponding objective is $L$-smad relative to a quartic kernel. More recently, in [26] this idea has been extended to a more general regularized matrix factorization problem, for which the authors design a novel Bregman distance to guarantee the $L$-smad property of the corresponding objective. However, such Bregman distances are not valid for deep linear neural network training (resp. deep matrix factorization) involving an arbitrary number of factors.

Deep Linear Neural Networks. The main contribution of this work is to derive Bregman distances suitable for training deep linear networks with a quadratic loss, which is an important and interesting optimization problem due to the following reasons: Firstly, as remarked by [16] and in view of [11, 20, 34, 32] it is well justified to first study the theoretically more tractable deep linear networks instead of the more challenging deep nonlinear networks. Secondly, even though deep linear networks essentially describe a linear model,
mirror descent eventually inherits the implicit regularization bias observed for gradient descent optimization [17] [15] [2] which has turned out to be beneficial and important for practical applications, for e.g., [7].

2 Bregman Proximal Minimization

In this section, we revisit required concepts from related works [5] [10]. Most importantly this includes the definition of a smooth adaptable function (L-smad), originally due to [5], which builds upon the notion of a Bregman distance. We motivate with a simple one-dimensional example for which classical $L$-smoothness fails. Finally we illustrate that the L-smad property gives rise to a global upper bound that can be exploited algorithmically to derive an iterative minimization scheme, called Bregman proximal gradient method [10]. This generalizes the classical proximal gradient descent scheme to non-Euclidean geometry.

We use the notation of [31].

2.1 Smooth Adaptable Functions

Let $g$ be a continuously differentiable function over $\mathbb{R}^d$. Then $g$ is said to be (classically) $L$-smooth (has Lipschitz continuous gradient), if there exists $L > 0$, such that for all $x, y \in \mathbb{R}^d$, we have

$$\|\nabla g(x) - \nabla g(y)\|_2 \leq L \|x - y\|_2.$$ 

This implies that the functions $L \frac{\|x\|^2}{2} - g$ and $L \frac{\|x\|^2}{2} + g$ are convex on $\mathbb{R}^d$, which is equivalent to the statement of the well-known Descent Lemma (as shown in [28, Lemma 1.2.3]).

However, the $L$-smoothness assumption can be too restrictive, which we illustrate by the following example.

Example 1. The simple two dimensional function $g(x, y) = (x^2 + y^2)^2$ is not $L$-smooth in $\mathbb{R}^2$, as it lacks a global quadratic upper bound. As long as the initialisation is unknown, this means that proximal gradient algorithms (with constant step size) cannot be used for optimization. Notably, this issue persists even if we resort to alternating, Gauss-Seidel like algorithms such as PALM [9], iPALM [30], BCD [33], which rely on the $L$-smoothness of the objective with respect to one (block) variable. In the above example, even if we fix $y = c$, for some constant $c \in \mathbb{R}$, the function $g_1(x) = (x^2 + c^2)^2$ fails to be $L$-smooth.

Likewise, quadratic inverse problems, matrix factorization problems and many other practical problems, lack $L$-smoothness. To overcome this limitation, recent works [5] [10] [24] [22] consider an extension of $L$-smooth functions called $L$-smooth adaptable functions, which relies on the concept of a Bregman distance. Such distances are constructed from a kernel generating distance, defined below. The rest of the section introduces the concepts of [10], specialized to our unconstrained setting.

Definition 2. Let $C \neq \emptyset$ be a convex and open subset of $\mathbb{R}^d$. Associated with $C$, a function $h : \mathbb{R}^d \to (-\infty, +\infty]$ is a kernel generating distance if:

(i) $h$ is proper, lower semicontinuous and convex, with $\text{dom } h \subset \overline{C}$ and $\text{dom } \partial h = C$.

(ii) $h$ is $C^1$ on $\text{int } \text{dom } h \equiv C$.

Denote the class of kernel generating distances by $\mathcal{G}(C)$. For every $h \in \mathcal{G}(C)$, the associated Bregman distance for $(x, y) \in \text{dom } h \times \text{int } \text{dom } h$ is given by

$$D_h(x, y) = h(x) - h(y) - \langle \nabla h(y), x - y \rangle,$$

and is set to $+\infty$ otherwise. Henceforth, we assume the following.
Assumption A. 
(i) $h \in \mathcal{G} (\mathbb{R}^d)$ with $C = \mathbb{R}^d$.

(ii) $g : \mathbb{R}^d \to \mathbb{R}$ is continuously differentiable.

For non-convex functions, the extension of Lipschitz continuity is referred to as the $L$-smad property which we record below.

Definition 3. A pair $(g, h)$ is $L$-smooth adaptable ($L$-smad) on $\mathbb{R}^d$ if there exists $L > 0$ such that $Lh - g$ and $Lh + g$ are convex on $\mathbb{R}^d$.

Remark 4. Note that we can always assume that $L = 1$ by absorbing the constant $L$ into $h$. Also, if a pair $(g, h)$ is $L$-smad on $\mathbb{R}^d$, we can equivalently say that $g$ is $L$-smad on $\mathbb{R}^d$ with respect to $h$.

The $L$-smad property can be reformulated in terms of Bregman distances, which yields the extended Descent Lemma (see [10, Lemma 2.1, p. 2134]).

Lemma 5 (Extended Descent Lemma). The pair of functions $(g, h)$ is $L$-smooth adaptable on $\mathbb{R}^d$ if and only if for all $x, y \in \mathbb{R}^d$ the following holds

$$| g(x) - g(y) - \langle \nabla g(y), x - y \rangle | \leq LD_h(x, y).$$

(2.2)

For $h = (1/2) \|\cdot\|^2$, the notion of $L$-smoothness and the classical Descent Lemma are recovered.

2.2 Bregman Proximal Gradient

In analogy to the Euclidean case the extended Descent Lemma motivates us to consider the following iterative majorize-minimize scheme, which minimizes the following upper bound at each iteration $k$.

Let $x^k \in \mathbb{R}^d$. The extended Descent Lemma yields:

$$g(x) \leq g(x^k) + \langle \nabla g(x^k), x - x^k \rangle + LD_h(x, x^k)$$
$$=: M_k(x),$$

(2.3)

with $M_k(x^k) = g(x^k)$. Then clearly for $x^{k+1}$ given as

$$x^{k+1} \in \arg\min_{x \in \mathbb{R}^d} M_k(x),$$

(2.4)

we have $g(x^{k+1}) \leq M_k(x^{k+1}) \leq M_k(x^k) = g(x^k)$, i.e. a descent on the objective function. Notably, for $h = (1/2) \|\cdot\|^2$ we recover the classical gradient descent method and more generally the mirror descent [6] algorithm. Like in the classical proximal gradient method the majorization property of $M_k$ still holds if we add a second convex non-smooth term $f$ to both sides of the inequality (2.3). Minimization of $M_k + f$ then yields the Bregman proximal gradient scheme for non-convex additive composite problems given as

$$\inf \left\{ \Psi(x) := f(x) + g(x) : x \in \mathbb{R}^d \right\},$$

(2.5)

where $g, h$ satisfy Assumption A. The complete BPG algorithm is given in Algorithm [1]. It is formulated in terms of the Bregman Proximal Gradient (BPG) mapping given by

$$T_\lambda (x) := \arg\min_{u \in \mathbb{R}^d} \left\{ f(u) + \langle \nabla g(x), u \rangle + \frac{1}{\lambda} D_h(u, x) \right\}.$$  

(2.6)

This generalizes the proximal gradient mapping, by replacing the Euclidean distance with a Bregman distance.
**Algorithm 1** (BPG: Bregman Proximal Gradient [10]).

*Input.* Choose $h \in G(\mathbb{R}^d)$ such that $g$ satisfies $L$-smad with respect to $h$ on $\mathbb{R}^d$.

*Initialization.* $x^1 \in \text{int dom } h$ and $0 < \lambda < (1/L)$.

*General Step.* For $k \geq 1$, compute $x^{k+1} \in T_\lambda(x^k)$.

For convergence and well-definedness we require the following standard assumption.

**Assumption B.**

1. $f: \mathbb{R}^d \to (-\infty, +\infty]$ is a proper, lower semicontinuous, convex function.
2. $v(\mathcal{P}) := \inf \{ \Psi(x) : x \in \mathbb{R}^d \} > -\infty$.
3. $h$ is $\sigma$-strongly convex on $\mathbb{R}^d$.
4. For all $\lambda > 0$, the function $h + \lambda f$ is supercoercive, thus satisfying
   $$\lim_{\|x\| \to \infty} \frac{h(x) + \lambda f(x)}{\|x\|} = \infty.$$  

Assumption B(iv) ensures the well-definedness of the $T_\lambda$, in the sense that $T_\lambda$ is non-empty and compact.

We provide below the condensed global convergence result from [10], which states the convergence of the full sequence generated by BPG to a stationary point. The global convergence of Bregman proximal algorithms relies on the standard non-smooth Kurdyka–Łojasiewicz (KL) property [8, 3]. The KL property is satisfied for semi-algebraic functions (see for example [4]). Note that $g$ in (3.1) is a real polynomial function, thus semi-algebraic. For the remainder of this paper, we restrict ourselves also to semi-algebraic $f$, for e.g., standard L1 norm and squared L2 norm (see [33]).

**Theorem 6** (Global Convergence of BPG). Let Assumptions A,B hold and let $g$ be $L$-smad with respect to $h$. Assume $\nabla g, \nabla h$ to be Lipschitz continuous on any bounded subset. Let $\{x^k\}_{k \in \mathbb{N}}$ be a bounded sequence generated by BPG with $0 < \lambda L < 1$, and suppose $\Psi$ satisfies the KL property, then, such a sequence has finite length, and converges to a critical point.

By a critical point, we mean a point for which the limiting subdifferential of the objective contains zero, i.e., Fermat’s rule is satisfied [31, Theorem 10.1]. The boundedness assumption in the statement is automatically satisfied, if, for example, the objective is coercive (lower level-bounded).

### 3 Bregman Distance for DLNN

This section is the main part of our paper, where we specialize $g$ to be a quadratic loss function with a deep linear neural network (DLNN). In view of Example 1 such a cost function is not classically $L$-smooth and therefore lacks a quadratic upper bound even for the two layer case. Therefore our main goal is to derive a novel kernel generating distance $h$ that allows us to obtain a global upper bound. More precisely in the first part we show that $g$ satisfies the $L$-smad property for a certain non-trivial choice of $h$. In the second part we derive closed form solutions of the Bregman proximal gradient map (2.6) for popular choices of $f$ such as the L1- and the squared L2-norm. To this end we consider the following optimization problem

$$\min_{W_i \in W_i, \forall i \in [N]} g(W) := \frac{1}{2} \| W_1 W_2 \cdots W_N X - Y \|_F^2,$$  

where $N$ denotes the number of layers. Furthermore we denote by $W_i = \mathbb{R}^{d_i \times d_{i+1}}$ where $d_i \in \mathbb{N}$ for all $i \in [N]$. Let $d_{N+1} = d$ and $X \in \mathbb{R}^{d \times n_T}$ be fixed, where $n_T \in \mathbb{N}$, which typically corresponds to the number of training
samples. Similarly we have fixed $Y \in \mathbb{R}^{d_1 \times n_T}$, which typically corresponds to the labels of the inputs in $X$.

We denote by $W := (W_1, \ldots, W_N)$, meaning $W$ lies in the product space $\mathcal{W} := \mathcal{W}_1 \times \cdots \times \mathcal{W}_N$, equipped with the norm $\|W\|_F^2 := \sum_{i=1}^{N} \|W_i\|_F^2$. We focus on $N \geq 2$ in this paper.

### 3.1 Smooth Adaptable Property for DLNN

To prove the $L$-smad property we consider its characterization via the Hessian. More precisely, $Lh - g$ and $g + Lh$ are convex if and only if $L\nabla^2 h(x) \succeq \nabla^2 g(x)$ and $-L\nabla^2 h(x) \preceq \nabla^2 g(x)$, i.e. the eigenvalues of the Hessian of $g$ are bounded by eigenvalues of the Hessian of $Lh$. The analysis suggests that $h$ and the corresponding Bregman distance involve polynomials of degree $2N$ and $N$. We consider the odd and the even case separately.

#### 3.1.1 Even Number of Layers

Let $N$ be even and define the following functions

$$H_1(W) := \left(\frac{\|W\|_F^2}{N}\right)^N, \quad H_2(W) := \left(\frac{\|W\|_F^2}{N}\right)^{\frac{N}{2}}.$$ 

Then, we have the following result, which shows that for an appropriate linear combination of $H_1$ and $H_2$ we obtain the $L$-smad property for $g$ in (3.1).

**Proposition 7.** Let $H_1, H_2$ be as defined above and let $g$ be as in (3.1). Then, for $L = 1$, the function $g$ satisfies the $L$-smad property with respect to the following kernel generating distance

$$H_a(W) = c_1(N)H_1(W) + c_2(N)H_2(W),$$

where we have

$$c_1(N) = \frac{(2N-1)N^N}{2N!} \|X\|_F^2, \quad c_2(N) = \frac{\|Y\|_F \|X\|_F (N-1)N^{\frac{N+2}{2}}}{(N-2)N^{\frac{N+2}{2}}}.$$

The proof is given in Section A.3 in the appendix.

Note that $H_a$ is a polynomial of order $2N$ as a linear combination of a degree $2N$ and a degree $N$ polynomial. Moreover, observe that the resulting Bregman distances are data-dependent. More precisely, the coefficients $c_1(N)$ and $c_2(N)$, are not only dependent on the number of layers but also on $X$ and $Y$.

We remark, that for $N = 2$ and $\|X\|_F = 1$, this matches the results from [26] for the matrix factorization problems.

#### 3.1.2 Odd Number of Layers

Let $N$ be odd and denote

$$H_3(W) := \left(\frac{\|W\|_F^2 + 1}{N+1}\right)^{\frac{N+1}{2}}.$$ 

As the following proposition reveals, the loss function for the odd case is $L$-smooth adaptable with respect to a degree $2N$ polynomial $H_b$ which is given as a linear combination of $H_1$ and $H_3$. 
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**Proposition 8.** Let \( H_1, H_3 \) be as defined above and let \( g \) be as in (3.1). Then, for \( L = 1 \), the function \( g \) satisfies the L-smad property with respect to the following kernel generating distance

\[
H_b(W) = c_1(N)H_1(W) + c_3(N)H_3(W),
\]

where we have

\[
c_1(N) = \frac{(2N - 1)N^N}{2!} \|X\|_F^2, \quad c_3(N) = \frac{\|Y\|_F \|X\|_F (N - 1)(N + 1)^{N-1}}{(N - 1)^{N-1}}.
\]

The proof is given in Section A.5 in the appendix.

Like in the even case \( H_1 \) is a polynomial of order \( 2N \). But, here \( H_2 \) is not applicable as \( N \) is odd. We fix this issue using \( H_3 \), a polynomial of order \( N + 1 \). Note that the analysis of the objective results in a polynomial of degree only \( N \). This is automatically resolved with \( H_3 \), because the constant term 1 in \( H_3 \) allows for certain terms to be of order \( N \), while preserving the convexity of \( H_3 \). Note that this is just one potential way to obtain polynomials of order \( N \). Considering the practical applicability we show that the proposed Bregman distances are efficient to implement in practice.

**Strong convexity of \( h \).** The global convergence results of Bregman proximal algorithms, provided in the next section, rely on the strong convexity of \( h \). We denote \( \sigma \) as the strong convexity parameter. Notably, for \( N = 2 \) the strong convexity is satisfied directly by \( H_a \). For the general case denote \( H_4(W) = \frac{\|W\|_F^2}{N} \). For \( N > 2 \) and if \( N \) is even, then with any \( \rho > 0 \), we use the following \( h \)

\[
h(W) = H_a(W) + \rho H_4(W),
\]

for which \( \sigma = \frac{2\rho}{N} \). For \( N > 2 \) and \( N \) being odd, we use the following \( h \)

\[
h(W) = H_b(W) + \rho H_4(W),
\]

with any \( \rho \geq 0 \), where \( \sigma = \frac{1}{(N+1)^{N-1}} + \frac{2\rho}{N} \). We fix \( \rho \) in the initialization phase of the algorithms.

### 3.2 Closed Form Updates for BPG

While closed form solutions of Euclidean proximal mappings are typically available for common choices of \( f \), it is in general difficult to compute the Bregman proximal mapping \( (T_\lambda \text{ in (2.6)}) \) in closed form, even for common \( f \). Typically this involves the computation of the convex conjugate function of the problem-dependent \( h \) which can be hard to derive. In our case we show in Proposition 9 that the computation of the Bregman proximal gradient map (2.6) can be reduced to a simple projection problem and a simple one-dimensional nonlinear equation, more precisely a polynomial equation with a unique real root. We remark that this closed form solution is also valid for any other Bregman proximal algorithm including, stochastic BPG [12]. We denote \( g = \Psi \) from (3.1) and \( f := 0 \) and we set \( h \) as in Section 3.

**Proposition 9.** In BPG, with above defined \( g, f, h \), denoting \( P^i := \lambda \nabla W_i g(W^k) - \nabla W_i h(W^k) \), the update steps in each iteration are given by

\[
W_i^{k+1} = -r \frac{\sqrt{N} P_i^k}{\|P\|_F},
\]

for all \( i \in [N] \), where \( \|P\|_F^2 = \sum_{i=1}^{N} \|P_i^k\|_F^2 \). Then for \( N = 2 \), \( r \geq 0 \) satisfies

\[
2c_1(2)r^3 + c_2(2)r - \frac{\|P\|_F}{\sqrt{2}} = 0,
\]

(3.5)
if $N > 2$ and even, $r \geq 0$ satisfies
\[
2c_1(N)r^{2N-1} + c_2(N)r^{N-1} + \frac{2\rho}{N}r - \frac{\|P\|_F}{\sqrt{N}} = 0,
\]
and, if $N > 2$ and odd, $r \geq 0$ satisfies
\[
2c_1(N)r^{2N-1} + c_3(N)\left(\frac{N^2 + 1}{N + 1}\right)^{\frac{N-1}{2}} r^2 + \frac{2\rho}{N}r - \frac{\|P\|_F}{\sqrt{N}} = 0.
\]

The proof is given in Section B.1 in the appendix.

**Weight decay or L2-regularization.** Consider
\[
\min_{W_i \in W_i : \forall i \in [K]} \left\{ \Psi_1(W) := \Psi(W) + \frac{\lambda_0}{2} \|W\|_F^2 \right\},
\]
where $\lambda_0 > 0$ and the term $\frac{\lambda_0}{2} \|W\|_F^2$ is the L2-regularizer. The closed forms are obtained by replacing $\frac{2\rho}{N}$ with $\left(\frac{2\rho}{N} + \lambda\lambda_0\right)$ in Proposition 9, by setting $f(W) := \frac{\lambda_0}{2} \sum_{i=1}^N \|W_i\|_F^2$.

**L1-regularization.** It is also possible to obtain the closed form solutions when L1-regularization is used, where we set $f(W) := \sum_{i=1}^N \mu_i \|W_i\|_1$. Then using the element wise soft-thresholding operator $S_\theta(x) = \max\{|x| - \theta, 0\} \text{sgn}(x)$, the closed form updates are obtained by replacing $-P^k_i$ with $S_{\lambda\mu_i}(-P^k_i)$ in Proposition 9. Proof is given in Section B.3 in the appendix.

### 4 Closed Form Inertial BPG

In this section, we present an important contribution for efficiently using a momentum based BPG method. We focus on the recently introduced Convex-Concave Inertial (CoCaIn) BPG [27], which uses Nesterov-type extrapolation in BPG for non-smooth non-convex optimization problems. It is given in Algorithm 2. Besides inertia, the key feature of CoCaIn BPG is the usage of different constants for the upper bound $\bar{L}h - g$ and lower bound $Lh + g$. Since the amount of extrapolation is closely tied to the lower bound, tight approximations are desirable.

Moreover, CoCaIn BPG provides the possibility to adapt the upper and lower bound locally via a backtracking line search strategy. The maximal extrapolation is restricted by the inequality in (4.1), which can be incorporated into the same backtracking loop. Note that CoCaIn BPG does not require nested loops to satisfy all conditions. The following convergence result analog to Theorem 6 holds.

**Theorem 10 (Global Convergence of CoCaIn BPG).** Let Assumptions A,B hold, let $g$ be $L$-smad with respect to $h$. Assume $\nabla g$ and $\nabla h$ to be Lipschitz continuous on any bounded subset in $\mathbb{R}^d$. Let $\{x^k\}_{k \in \mathbb{N}}$ be a bounded sequence generated by CoCaIn BPG, and suppose $f, g$ satisfy the KL property, then, such a sequence has finite length, and converges to a critical point.

CoCaIn BPG uses an extrapolation strategy where in each iteration we need to solve (4.1), for a certain constant $\kappa > 0$, the following condition has to be satisfied
\[
D_h(x^k, y^k) \leq \kappa D_h(x^{k-1}, x^k),
\]
which involves finding $\gamma_k \in [0,1]$, where $y^k = x^k + \gamma_k(x^k - x^{k-1})$. For large scale applications, including deep learning, checking the condition in a backtracking loop may be expensive. Hence, we contribute to an
Algorithm 2 (Convex-Concave Inertial (CoCaIn) BPG [27]).

Input. \( \delta, \varepsilon > 0 \) with \( 1 > \delta > \varepsilon \).

Initialization. \( x^0 = x^1 \in \text{int dom } h \cap \text{dom } f, \bar{L}_0 > 0 \) and \( \tau_0 \leq \bar{L}_0^{-1} \).

General Step. For \( k = 1, 2, \ldots, \) compute

\[
y^k = x^k + \gamma_k \left( x^k - x^{k-1} \right) \in \text{int dom } h,
\]

where \( \gamma_k \) is chosen such that

\[
(\delta - \varepsilon) D_h \left( x^{k-1}, x^k \right) \geq (1 + L_k \tau_{k-1}) D_h \left( x^k, y^k \right) \tag{4.1}
\]

holds and such that \( L_k \) satisfies

\[
g \left( x^k \right) \geq g \left( y^k \right) + \left\langle \nabla g \left( y^k \right), x^k - y^k \right\rangle - L_k D_h \left( x^k, y^k \right).
\]

Now, choose \( \bar{L}_k \geq \bar{L}_{k-1} \), set \( \tau_k \leq \min \left\{ \tau_{k-1}, \bar{L}_k^{-1} \right\} \) and compute

\[
x^{k+1} \in \text{argmin}_u \left\{ f \left( u \right) + \left\langle \nabla g \left( y^k \right), u - y^k \right\rangle + \frac{1}{\tau_k} D_h \left( u, y^k \right) \right\}
\]

with \( \bar{L}_k \) fulfilling

\[
g \left( x^{k+1} \right) \leq g \left( y^k \right) + \left\langle \nabla g \left( y^k \right), x^{k+1} - y^k \right\rangle + \bar{L}_k D_h \left( x^{k+1}, y^k \right).
\]

efficient implementation of the CoCaIn BPG extrapolation step by providing closed form solution for the extrapolation parameter. For Euclidean distances, we obtain that \( 0 < \gamma_k \leq \sqrt{\kappa} \) satisfies (4.1). Such a closed form interval is non-trivial to obtain in general. But, the structure of the proposed Bregman distances allows also for closed form inertial parameter.

**Proposition 11.** Denote \( x^k = (W_1^k, \ldots, W_N^k) \). For \( \kappa > 0 \), \( y^k := x^k + \gamma_k (x^k - x^{k-1}) \) and \( x^k \neq x^{k-1} \), the parameter \( \gamma_k \) given by

\[
0 < \gamma_k \leq \sqrt{\frac{\kappa D_h \left( x^{k-1}, x^k \right)}{\chi(N)}} \leq 1
\]

satisfies condition (4.2), where for \( N = 2 \), we set \( \chi(N) = c_1(N)B_k + c_2(N)C_k \), for even \( N > 2 \), we set

\[
\chi(N) = \left( c_1(N)B_k + c_2(N)C_k + \rho \| \Delta_k \|^2 \right),
\]

and for odd \( N > 2 \), we set

\[
\chi(N) = \left( c_1(N)B_k + c_3(N)D_k + \rho \| \Delta_k \|^2 \right),
\]

with \( \Delta_k := x^k - x^{k-1}, \Omega_k := 2 \left\| x^k \right\|^2 + 2 \| \Delta_k \|^2 \) and \( B_k := \left( \frac{2(N-1)}{N(N+1)} \right) \| \Delta_k \|^2 (\Omega_k)^{(N-1)} \). For even \( N \) we denote \( C_k := \left( \frac{N-1}{N+1} \right) \| \Delta_k \|^2 (\Omega_k)^{\frac{N-2}{2}} \). For odd \( N \) we denote \( D_k := \frac{N}{(N+1)\frac{N-1}{2}} \| \Delta_k \|^2 (\Omega_k + 1)^{\frac{N-1}{2}} \).

The proof of Proposition 11 is given in Section C.1. For \( N = 2 \) (Matrix Factorization) we provide novel tighter bounds in Section 25 in the appendix.
5 Discussion of BPG Variants

The proposed Bregman distances for DLNN allow for variants that can be adapted to specialized settings, for example, stochastic extensions. In the following, we comprehensively discuss the applicability and performance of BPG based algorithms for DLNN compared to several existing optimization schemes.

The base algorithm BPG. The key advantage of BPG for DLNN compared to its Euclidean variant, the Proximal Gradient (PG) method, is the guaranteed convergence when a constant step size rule is used. This fact is enabled by validity of (global) relative smoothness (Proposition 7 and 8). On the contrary, PG, which requires a classical $L$-smoothness can only be used by the following trick. Under a coercivity assumption, all iterates generated by PG lie in a compact set, on which a global Lipschitz constant for the objective’s gradient can be found. However, the compact set is usually unknown (and cannot be determined before running the algorithm), which makes the practical computation of such a global Lipschitz constant difficult. A good heuristic guess may result in PG being more efficient than BPG. Therefore, BPG and CoCaIn BPG (with $\bar{L} = L$) render promising alternatives to PG when line search must be avoided due to a prohibitively expensive function evaluation.

BPG with Backtracking. If backtracking line search variants are affordable for solving the given optimization problem, then BPG, CoCaIn BPG and their Euclidean variants PG and iPiano provide the same convergence guarantees. Intuitively, from a global perspective, the adapted upper and lower bounds given by the Bregman distance for BPG should tighter to the objective function than quadratic functions of $L$-smoothness. But, this situation can change when backtracking line search is used and only locally tight approximations are sought. We cannot claim that any of the two strategies has a clear and consistent advantage. The performance can depend significantly on the starting point and the initialization of the line search parameters and needs problem dependent exploration.

BPG vs PALM. Proximal Alternating Linearized Minimization (PALM) [9] has a clear bias towards the first block of coordinates, if the update direction points into a narrow valley. This effect may be compensated by its inertial variant iPALM. For DLNN with identical regularizers, this effect cannot be observed due to the symmetry of the objective function with respect to the blocks of coordinates, resulting in an oftentimes favorable performance. We leave the exploration of alternating variants of BPG as future work. Some of the related works include [23, 19].

Alternating vs non-alternating strategies. We would like to stress two important advantages of non-alternating schemes such as BPG over alternating minimization strategies. Firstly, BPG allows for block-wise parallelization, and, secondly, there are interesting settings for which alternating minimization is not applicable. The obvious example is symmetric Matrix Factorization, for which BPG is studied in [13]. In the context of DLNN ($N > 2$ in (3.1)) requiring $W_1 = W_2 = \ldots = W_N$ (upto a transpose) can be considered as a prototype for an unrolled recurrent neural network architecture, where weights are shared across layers. Here, there is no natural way to apply alternating minimization schemes and the objective is not classically $L$-smooth.

Stochastic setting extensions. A stochastic version of BPG was developed recently in [12]. The proposed Bregman distances are also valid here and can be applied for training DLNN. Furthermore, several popular stochastic variants such as Adam [21], Adagrad [14], SC-Adagrad [25] can potentially be extended with Bregman proximal framework.
6 Experiments

![Convergence plots illustrate the competitive performance of CoCaIn BPG variants for DLNN.](image)

Figure 1: Convergence plots illustrate the competitive performance of CoCaIn BPG variants for DLNN.

We provide experiments for Deep Linear Neural Networks with squared L2-regularizer and L1-regularizers and a non-regularized setting $(3.1)$.!

**Algorithms.** In the experiments, we compare BPG (Algorithm $1$) and CoCaIn BPG (Algorithm $2$) with many existing optimization methods. We consider alternating strategies such as PALM $[9]$ and iPALM $[30]$. As non-alternating algorithms, we use forward backward splitting with backtracking (FBS-WB) and iPiano with backtracking (iPiano-WB) $[29]$. Apart from BPG and backtracking based CoCaIn BPG, we also inspect CoCaIn BPG with closed form inertia denoted as CoCaIn BPG CFI (see Proposition $11$) and the backtracking scheme BPG-WB, which is the same version as CoCaIn BPG, but with $\gamma_k \equiv 0$.

**Experiment.** We set $W_1 \in \mathbb{R}^{5 \times 5}$, $\forall i = 1, ..., N$ where all weights are initialized with $0.1$. Our dataset contains 50 data points with the input $X \in \mathbb{R}^{5 \times 50}$ and the output $Y \in \mathbb{R}^{5 \times 50}$ being randomly generated in the interval $[0, 1]$. In this experiment, we work with a network consisting of three, four and five layers $(N = 3, 4, 5)$. The convergence plots are given in Figure $1$ where the $y$-axis measures difference between the absolute objective and the least objective value attained by any of the methods.
**Analysis.** The performance of CoCaIn BPG, CoCaIn BPG CFI and BPG-WB is mostly better than other methods. The next competitive algorithms include FBS-WB and iPiano-WB, followed by PALM and iPALM. The performance of the alternating algorithms strongly depends on the usage of a regularizer, whereas BPG-WB is competitive in both settings. At first glance, it might appear that the performance of BPG is weaker compared to CoCaIn BPG, BPG-WB, FBS-WB, iPiano-WB and other methods. However, note that line search techniques may not be always desirable in practical scenarios, because line search requires multiple objective evaluations, which can involve computationally expensive matrix multiplications (see Section 5). Moreover, PALM and iPALM require block-wise Lipschitz constant computations in each iteration, which can also be very expensive.

In the appendix, we further illustrate the competitiveness of our methods with time plots, the statistical evaluation and results for an additional dataset.

**Conclusion and Extensions**

We proposed new Bregman distances suitable for deep linear neural networks. This result makes BPG and its inertial variant CoCaIn BPG applicable and enables the transfer of their convergence results to such problems. Moreover, we develop update formulas, which are crucial for efficient large scale optimization. In general, the validity of inertial (or momentum) parameter requires to be checked via backtracking line search. To avoid expensive backtracking operation, we derive a analytic expression. These contributions serve as a first step towards the optimization of deep (non-linear) neural networks by a new class of Bregman Proximal algorithms.
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**Appendix**

**A Bregman distance and $L$-smad property**

**Proposition 12.** Denote $g(W_1, \ldots, W_N) := \frac{1}{2} \|W_1W_2 \cdots W_NX - Y\|_F^2$ as in the setting of (3.1). Then the gradient with respect to weights $W_i$ is given by

$$\nabla_{W_i} g(W_1, \ldots, W_N) = \left( \prod_{j=1}^{i-1} W_j \right)^T (W_1W_2 \cdots W_NX - Y) (\prod_{j=i+1}^N W_j) X^T.$$  

We have for $N = 2$,

$$\langle (H_1, \ldots, H_N), \nabla^2 g(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \leq 3 \|X\|_F^2 \sum_{i=1}^N \|H_i\|_F^2 \prod_{j=1, j \neq i}^N \|W_j\|_F^2 + \|Y\|_F \|X\|_F \left( \|H_1\|_F^2 + \|H_2\|_F^2 \right)$$
If $N > 2$ and even, we have
\[
\langle (H_1, \ldots, H_N), \nabla^2 g(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle
\]
\[
\leq (2N - 1) \sum_{i=1}^{N} \|H_i\|_F^2 \prod_{j=1, j \neq i}^{N} \|W_j\|_F^2 \|X\|_F^2 + \frac{\|Y\|_F \|X\|_F (N - 1)}{(N - 2)^{\frac{N-2}{2}}} \left( \sum_{i=1}^{N} \|H_i\|_F^2 \right) \left( \sum_{k=1}^{N} \|W_k\|_F^2 \right)^{\frac{N-2}{2}}
\]
If $N > 2$ and odd, we have
\[
\langle (H_1, \ldots, H_N), \nabla^2 g(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle
\]
\[
\leq (2N - 1) \sum_{i=1}^{N} \|H_i\|_F^2 \prod_{j=1, j \neq i}^{N} \|W_j\|_F^2 \|X\|_F^2 + \frac{\|Y\|_F \|X\|_F (N - 1)}{(N - 2)^{\frac{N-2}{2}}} \left( \sum_{i=1}^{N} \|H_i\|_F^2 \right) \left( \sum_{k=1, k \neq \{i,j\}}^{N} \|W_k\|_F^2 \right) + 1 \right)^{\frac{N-1}{2}}
\]
Proof. Consider the following
\[
\frac{1}{2} \| (W_1 + H_1)(W_2 + H_2) \cdots (W_N + H_N) - Y \|_F^2 .
\]
We are only interested in terms till second order, hence we have
\[
(W_1 + H_1)(W_2 + H_2) \cdots (W_N + H_N)X = W_1W_2 \cdots WNX + \sum_{i=1}^{N} \left( \prod_{j=1}^{i-1} W_j \right) H_i \left( \prod_{j=i+1}^{N} W_j \right) X
\]
\[
+ \sum_{i=1}^{N-1} \sum_{j=i}^{N} \left( \prod_{k=1}^{i-1} W_k \right) H_i \left( \prod_{k=i+1}^{j-1} W_k \right) H_j \left( \prod_{k=j+1}^{N} W_k \right) X.
\]
Now expanding (A.1), we have terms up to second order as following
\[
\frac{1}{2} \| W_1W_2 \ldots WNX - Y \|_F^2 + \left( W_1W_2 \ldots WNX - Y, \sum_{i=1}^{N} \left( \prod_{j=1}^{i-1} W_j \right) H_i \left( \prod_{j=i+1}^{N} W_j \right) X \right)
\]
\[
+ \frac{1}{2} \left\| \sum_{i=1}^{N} \left( \prod_{j=1}^{i-1} W_j \right) H_i \left( \prod_{j=i+1}^{N} W_j \right) X \right\|_F^2 - \left( Y, \sum_{i=1}^{N-1} \sum_{j=i}^{N} \left( \prod_{k=1}^{i-1} W_k \right) H_i \left( \prod_{k=i+1}^{j-1} W_k \right) H_j \left( \prod_{k=j+1}^{N} W_k \right) X \right)
\]
\[
+ \left( W_1W_2 \ldots WNX, \sum_{i=1}^{N-1} \sum_{j=i}^{N} \left( \prod_{k=1}^{i-1} W_k \right) H_i \left( \prod_{k=i+1}^{j-1} W_k \right) H_j \left( \prod_{k=j+1}^{N} W_k \right) X \right).
\]
Consider the first order terms, we have
\[
\left( W_1W_2 \ldots WNX - Y, \sum_{i=1}^{N} \left( \prod_{j=1}^{i-1} W_j \right) H_i \left( \prod_{j=i+1}^{N} W_j \right) X \right)
\]
\[
= \sum_{i=1}^{N} \left( W_1W_2 \ldots WNX - Y, \left( \prod_{j=1}^{i-1} W_j \right) H_i \left( \prod_{j=i+1}^{N} W_j \right) X \right),
\]
thus, the gradient is
\[
\nabla_{W_i} g(W_1, \ldots, W_N) = \left( \prod_{j=1}^{i-1} W_j \right)^T (W_1W_2 \ldots WNX - Y) \left( \left( \prod_{j=1}^{N} W_j \right) \left( \prod_{j=i+1}^{N} W_j \right) X \right)^T.
\]
Now, considering second order terms we have with repetitive application of Cauchy-Schwarz inequality, the following
\[
\frac{1}{2} \left\| \sum_{i=1}^{N} \left( \prod_{j=1}^{i-1} W_j \right) H_i \left( \prod_{j=i+1}^{N} W_j \right) X \right\|_F^2 \leq \frac{N}{2} \sum_{i=1}^{N} \left\| \left( \prod_{j=1}^{i-1} W_j \right) H_i \left( \prod_{j=i+1}^{N} W_j \right) X \right\|_F^2
\]
\[
\leq \frac{N}{2} \sum_{i=1}^{N} \left\| H_i \right\|_F^2 \left\| \prod_{j=1, j \neq i}^{N} W_j \right\|_F^2 \left\| X \right\|_F^2.
\]
and
\[
\left\langle W_1 W_2 \ldots W_N X, \sum_{i=1}^{N} \sum_{j=i+1}^{N} \left( \Pi_{k=i+1}^{j-1} W_k \right) H_i \left( \Pi_{k=j+1}^{N} W_k \right) X \right\rangle
\]
\[
\leq \sum_{i=1}^{N-1} \sum_{j=i}^{N} \|X\|_F^2 \|H_i\|_F \|H_j\|_F \|W_i\|_F \|W_j\|_F \Pi_{k=1,k \neq \{i,j\}} \|W_k\|_F^2
\]
\[
\leq \sum_{i=1}^{N-1} \sum_{j=i}^{N} \|X\|_F^2 \left( \frac{\|H_i\|_F^2 + \|H_j\|_F^2}{2} \right) 
\]
\[
\Pi_{k=1,k \neq \{i,j\}} \|W_k\|_F^2
\]
\[
\leq \|X\|_F^2 \left( \frac{N-1}{2} \right) \sum_{i=1}^{N} \|H_i\|_F^2 \Pi_{k=1,k \neq \{i\}} \|W_k\|_F^2
\]

and we have
\[
- \left\langle Y, \sum_{i=1}^{N-1} \sum_{j=i}^{N} \left( \Pi_{k=i+1}^{j-1} W_k \right) H_i \left( \Pi_{k=j+1}^{N} W_k \right) X \right\rangle
\]
\[
\leq \|Y\|_F \sum_{i=1}^{N-1} \sum_{j=i}^{N} \|H_i\|_F \|H_j\|_F \Pi_{k=1,k \neq \{i,j\}} \|W_k\|_F \|X\|_F \|X\|_F
\]
\[
(A.2)
\]

Now with the application of Generalized AM-GM inequality, we have the following three cases:

- When \( N = 2 \) then we have

\[
\|H_i\|_F \|H_j\|_F \leq \|X\|_F \left( \frac{\|H_j\|_F^2 + \|H_i\|_F^2}{2} \right),
\]

- When \( N \) is even and \( N > 2 \),

\[
\|H_i\|_F \|H_j\|_F \Pi_{k=1,k \neq \{i,j\}} \|W_k\|_F \|X\|_F \leq \|X\|_F \left( \frac{\|H_j\|_F^2 + \|H_i\|_F^2}{2} \right) \left( \frac{\sum_{k=1,k \neq \{i,j\}} \|W_k\|_F^2}{N-2} \right)^{\frac{N-2}{2}},
\]

- If \( N \) is odd and \( N > 2 \) we have

\[
\|H_i\|_F \|H_j\|_F \Pi_{k=1,k \neq \{i,j\}} \|W_k\|_F \|X\|_F \leq \|X\|_F \left( \frac{\|H_j\|_F^2 + \|H_i\|_F^2}{2} \right) \left( \frac{\sum_{k=1,k \neq \{i,j\}} \|W_k\|_F^2 + 1}{N-1} \right)^{\frac{N-1}{2}}.
\]

Now using the above given results, on extending the calculation of (A.2), for even \( N \) and \( N \geq 2 \), we have

\[
\|Y\|_F \sum_{i=1}^{N-1} \sum_{j=i}^{N} \|H_i\|_F \|H_j\|_F \Pi_{k=1,k \neq \{i,j\}} \|W_k\|_F \|X\|_F
\]
\[
\leq \|Y\|_F \|X\|_F \sum_{i=1}^{N-1} \sum_{j=i}^{N} \left( \frac{\|H_j\|_F^2 + \|H_i\|_F^2}{2} \right) \left( \frac{\sum_{k=1,k \neq \{i,j\}} \|W_k\|_F^2}{N-2} \right)^{\frac{N-2}{2}}
\]
\[
\leq \|Y\|_F \|X\|_F \frac{(N-1)}{2(N-2)} \left( \sum_{i=1}^{N} \|H_i\|_F^2 \right) \left( \sum_{k=1}^{N} \|W_k\|_F^2 \right)^{\frac{N-2}{2}},
\]
where in the first step we used Cauchy-Schwarz inequality. Similarly, we have for \( N > 2 \) and odd,

\[
\left\| Y \right\|_F \sum_{i=1}^{N-1} \sum_{j>i}^{N} \left\| H_i \right\|_F \left\| H_j \right\|_F \Pi_{k=1, k \not\in \{i, j\}}^N \left\| W_k \right\|_F \left\| X \right\|_F \\
\leq \left\| Y \right\|_F \left\| X \right\|_F \sum_{i=1}^{N-1} \sum_{j>i}^{N} \left( \frac{\left\| H_j \right\|_F^2 + \left\| H_i \right\|_F^2}{2} \right) \left( \frac{\sum_{k=1, k \not\in \{i, j\}}^N \left\| W_k \right\|_F^2}{N-1} + 1 \right)^{\frac{N-1}{2}} \\
\leq \frac{\left\| Y \right\|_F \left\| X \right\|_F (N-1)}{2(N-1)^{\frac{N-1}{2}}} \left( \sum_{i=1}^N \left\| H_i \right\|_F^2 \right) \left( \sum_{k=1}^N \left\| W_k \right\|_F^2 \right)^{\frac{N-1}{2}}.
\]

\[\square\]

Before we start with the proof of Proposition \([7]\) we require the following technical results.

### A.1 Results for \( H_1 \).

**Lemma 13.** Let \( h \in G(C) \) be twice continuously differentiable on \( C \). Then, the following identity holds

\[
D_h(x^k, y^k) = \int_0^1 (1-t) \int_0^1 \left\langle \nabla^2 h \left( x^k + (t_1 + (1-t_1)t)(y^k - x^k) \right), (x^k - y^k) \right\rangle dt_1 dt.
\]

**Proof.** With repetitive application of fundamental theorem of calculus we have

\[
h(x^k) - h(y^k) - \left\langle \nabla h(y^k), x^k - y^k \right\rangle \\
= \int_0^1 \left\langle \nabla h(x^k + t(y^k - x^k)), x^k - y^k \right\rangle dt,
\]

\[
= \int_0^1 \left\langle \int_0^1 \nabla^2 h \left( (1-t_1)(x^k + t(y^k - x^k)) + t_1 y^k \right) (1-t_1)(x^k - y^k) dt_1, x^k - y^k \right\rangle dt,
\]

\[
= \int_0^1 \left\langle \int_0^1 \nabla^2 h \left( x^k + (t_1 + (1-t_1)t)(y^k - x^k) \right) (1-t)(x^k - y^k) dt_1, x^k - y^k \right\rangle dt,
\]

\[
= \int_0^1 (1-t) \int_0^1 \left\langle \nabla^2 h \left( x^k + (t_1 + (1-t_1)t)(y^k - x^k) \right), (x^k - y^k) \right\rangle dt_1 dt.
\]

\[\square\]

Henceforth, we use the following notation. Let \( n \) be a positive integer and let \( k_i \) be a non-negative integer for \( i \in [m] \) satisfying \( k_1 + \ldots + k_m = n \), then we denote

\[
\begin{pmatrix} n \\ k_1, k_2, \ldots, k_m \end{pmatrix} := \frac{n!}{k_1!k_2!\ldots k_m!},
\]

which is also known as multinomial coefficient.

**Lemma 14.** With the following kernel generating distance

\[
H_1(W_1, \ldots, W_N) = \left( \frac{\left\| W_1 \right\|_F^2 + \cdots + \left\| W_N \right\|_F^2}{N} \right)^N,
\]

the gradient with respect for \( W_i \), for any \( i \in [N] \), is given by

\[
\nabla_{W_i} H_1(W_1, \ldots, W_N) = \frac{2}{N^N} \binom{N}{N-1, 1} \left( \left\| W_1 \right\|_F^2 + \cdots + \left\| W_N \right\|_F^2 \right)^{N-1} W_i,
\]
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and the following lower bound holds true
\[
\langle (H_1, \ldots, H_N), \nabla^2 H_1(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \geq \frac{2N!}{N^N} \sum_{i=1}^N \|H_i\|_F^2 \Pi_{k=1, k \neq (i)} \|W_k\|_F^2 ,
\]
and the following upper bound holds true
\[
\langle (H_1, \ldots, H_N), \nabla^2 H_1(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \leq \left( \frac{2(2N-1)}{N^{N-1}} \right) \left( \sum_{k=1}^N \|H_k\|_F^2 \right) \left( \sum_{k=1}^N \|W_k\|_F^2 \right)^{N-1} .
\]

Proof. Consider the following
\[
\left( \frac{\|W_1 + H_1\|_F^2 + \ldots + \|W_N + H_N\|_F^2}{N} \right)^N = \left( \frac{\|W_1\|_F^2 + \|H_1\|_F^2 + 2 \langle W_1, H_1 \rangle + \ldots + \|W_N\|_F^2 + \|H_N\|_F^2}{N} \right)^N .
\]

Consider only the first order terms in the expansion, from which the following gradient with respect for \( W_i \), for any \( i \in [N] \), is obtained
\[
\nabla_{W_i} H_1(W_1, \ldots, W_N) = \frac{2}{N^N} \left( \begin{array}{c} N \\ N-1, 1 \end{array} \right) \left( \|W_1\|_F^2 + \ldots + \|W_N\|_F^2 \right)^{N-1} W_i .
\]

Now considering only the second order terms, we have
\[
\frac{1}{2} \langle (H_1, \ldots, H_N), \nabla^2 H_1(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle
= \frac{1}{2} \frac{2^3}{N^N} \sum_{i=1}^N \left( \begin{array}{c} N \\ 1, N-1 \end{array} \right) \|H_i\|_F^2 \left( \sum_{k=1}^N \|W_k\|_F^2 \right)^{N-1}
+ \frac{1}{2} \frac{2^3}{N^N} \left( \begin{array}{c} N \\ 2, N-2 \end{array} \right) \left( \langle W_1, H_1 \rangle + \ldots + \langle W_N, H_N \rangle \right)^2 \left( \sum_{k=1}^N \|W_k\|_F^2 \right)^{N-2} .
\]

Since, the second term in the right hand side is always non-negative, the following result holds
\[
\frac{1}{2} \langle (H_1, \ldots, H_N), \nabla^2 H_1(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \geq \frac{1}{2} \frac{2^3}{N^N} \sum_{i=1}^N \|H_i\|_F^2 \Pi_{k=1, k \neq (i)} \|W_k\|_F^2 .
\]

This proves the lower bound. Now, we prove the upper bound. With application of Cauchy-Schwarz inequality, we have
\[
\frac{1}{2} \frac{2^3}{N^N} \left( \begin{array}{c} N \\ 2, N-2 \end{array} \right) \left( \langle W_1, H_1 \rangle + \ldots + \langle W_N, H_N \rangle \right)^2 \left( \sum_{k=1}^N \|W_k\|_F^2 \right)^{N-2}
\leq \frac{1}{2} \frac{2^3}{N^N} \left( \begin{array}{c} N \\ 2, N-2 \end{array} \right) \left( \sum_{k=1}^N \|W_k\|_F^2 \right) \left( \sum_{k=1}^N \|H_k\|_F^2 \right)^2 \left( \sum_{k=1}^N \|W_k\|_F^2 \right)^{N-2}
= \frac{1}{2} \frac{2^3}{N^N} \left( \begin{array}{c} N \\ 2, N-2 \end{array} \right) \left( \sum_{k=1}^N \|H_k\|_F^2 \right) \left( \sum_{k=1}^N \|W_k\|_F^2 \right)^{N-1} .
\]
Now we finally have
\[
\langle (H_1, \ldots, H_N), \nabla^2 H_1(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \leq \frac{2}{N^N} \left( \sum_{i=1}^{N} \|H_i\|_F^2 \right) \left( \sum_{k=1}^{N} \|W_k\|_F^2 \right)^{N-1}
+ \frac{2^3}{N^N} \left( \sum_{i=1}^{N} \|H_i\|_F^2 \right) \left( \sum_{k=1}^{N} \|W_k\|_F^2 \right)^{N-1}
= \left( \frac{2(2N-1)}{N^{N-1}} \right) \left( \sum_{k=1}^{N} \|H_k\|_F^2 \right) \left( \sum_{k=1}^{N} \|W_k\|_F^2 \right)^{N-1}.
\]

**Lemma 15.** Denote for any \( k \geq 1 \), \( x^k = (W_1^k, \ldots, W_N^k) \), \( \Delta_k := x^k - x^{k-1} \) and the following
\[
B_k := \left( \frac{(2N-1)}{N^{N-1}} \right) \\|\Delta_k\|^2 \left( 2 \|x^k\|^2 + 2 \|\Delta_k\|^2 \right)^{(N-1)}.
\]
The following upper bound holds true
\[
D_{H_1}(x^k, y^k) \leq \gamma_k^2 B_k.
\]

**Proof.** From Lemma 15, we have
\[
\int_0^1 (1-t) \int_0^1 \left\langle \nabla^2 H_1 \left( x^k + (t_1 + (1-t_1)t)(y^k - x^k) \right), x^k - y^k \right\rangle dt_1 dt
= \gamma_k^2 \int_0^1 (1-t) \int_0^1 \left\langle \nabla^2 H_1 \left( x^k + (t_1 + (1-t_1)t)(y^k - x^k) \right), x^k - x^{k-1} \right\rangle dt_1 dt,
\leq \gamma_k^2 \int_0^1 (1-t) \int_0^1 \frac{2(2N-1)}{N^{N-1}} \left\|x^k - x^{k-1}\right\|^2 \left\|x^k + (t_1 + (1-t_1)t)(y^k - x^k) \right\|^2 dt_1 dt,
\]
where in the last step we used the upper bound from Lemma 14. Using the following inequality
\[
\left\|x^k + (t_1 + (1-t_1)t)(y^k - x^k) \right\|^2 \leq 2 \left\|x^k\right\|^2 + 2(1+t_1(1-t_1))^2 \gamma_k^2 \left\|x^k - x^{k-1} \right\|^2 \leq 2 \left\|x^k\right\|^2 + 2 \left\|x^k - x^{k-1} \right\|^2
\]
where in the last step we used \( \gamma_k^2 \leq 1 \) and \((1+(1-t_1))^2 \leq 1 \). With \( \int_0^1 (1-t)dt = \frac{1}{2} \) the result follows. \( \square \)

**A.2 Results for \( H_2 \).**

**Lemma 16.** With the following kernel generating distance
\[
H_2(W_1, \ldots, W_N) = \left( \frac{\|W_1\|_F^2 + \|W_2\|_F^2 + \cdots + \|W_N\|_F^2}{N} \right)^{\frac{N-1}{2}},
\]
the gradient with respect for \( W_i \), for any \( i \in [N] \), is given by
\[
\nabla_{W_i} H_2(W_1, \ldots, W_N) = \frac{1}{N^{\frac{N-1}{2}}} \left( \frac{\|W_1\|_F^2 + \cdots + \|W_N\|_F^2}{N} \right)^{\frac{N-1}{2}} W_i,
\]
and the following lower bound holds true
\[
\langle (H_1, \ldots, H_N), \nabla^2 H_2(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \geq \frac{1}{N^{\frac{N-1}{2}}} \left( \frac{\|H_1\|_F^2 + \cdots + \|H_N\|_F^2}{N} \right)^{\frac{N-1}{2}} \left( \sum_{k=1}^{N} \|W_k\|_F^2 \right)^{\frac{N-2}{2}},
\]
and the following upper bound holds true
\[
\langle (H_1, \ldots, H_N), \nabla^2 H_2(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \leq \left( \frac{N-1}{N^{\frac{N-1}{2}}} \right) \left( \sum_{k=1}^{N} \|H_k\|_F^2 \right)^{\frac{N-1}{2}} \left( \sum_{k=1}^{N} \|W_k\|_F^2 \right)^{\frac{N-2}{2}}.
\]
Proof. Consider the following expansion

\[
\left( \frac{\|W_1 + H_1\|^2_F + \ldots + \|W_N + H_N\|^2_F}{N} \right)^{\frac{N}{2}} = \left( \frac{\|W_1\|^2_F + \|H_1\|^2_F + 2 \langle W_1, H_1 \rangle + \ldots + \|W_N\|^2_F + \|H_N\|^2_F}{N} \right)^{\frac{N}{2}}.
\]

Consider only the first order terms in the expansion, from which the following gradient with respect for \( W_i \), for any \( i \in [N] \), is obtained

\[
\nabla_{W_i} H_2(W_1, \ldots, W_N) = \frac{2}{N^{\frac{N-2}{2}} \left( \frac{N}{2} - 1, 1 \right)} \left( \|W_1\|^2_F + \ldots + \|W_N\|^2_F \right)^{\frac{N-2}{2}} W_i.
\]

Now considering only the second order terms, we have

\[
\frac{1}{2} \langle (H_1, \ldots, H_N), \nabla^2 H_2(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle
\]

\[
= \frac{1}{2} \frac{2}{N^{\frac{N}{2}} \left( \frac{N}{2} - 1, 1 \right)} \left( \|H_1\|^2_F + \ldots + \|H_N\|^2_F \right) \left( \sum_{k=1}^{N} \|W_k\|^2_F \right)^{\frac{N-2}{2}}
\]

\[
+ \frac{1}{2} \frac{2^3}{N^{\frac{N}{2}} \left( \frac{N}{2} - 2, 2 \right)} \left( \langle W_1, H_1 \rangle + \ldots + \langle W_N, H_N \rangle \right)^2 \left( \sum_{k=1}^{N} \|W_k\|^2_F \right)^{\frac{N-2}{2}}.
\]

Since, the second term in the right hand side is always non-negative, the following result holds

\[
\langle (H_1, \ldots, H_N), \nabla^2 H_2(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \geq \frac{2}{N^{\frac{N-2}{2}} \left( \frac{N}{2} - 1, 1 \right)} \left( \|H_1\|^2_F + \ldots + \|H_N\|^2_F \right) \left( \sum_{k=1}^{N} \|W_k\|^2_F \right)^{\frac{N-2}{2}}.
\]

This proves the lower bound as in the statement. Now we prove the upper bound. With application of Cauchy-Schwarz inequality, we have

\[
\frac{1}{2} \frac{2^3}{N^{\frac{N}{2}} \left( \frac{N}{2} - 2, 2 \right)} \left( \langle W_1, H_1 \rangle + \ldots + \langle W_N, H_N \rangle \right)^2 \left( \sum_{k=1}^{N} \|W_k\|^2_F \right)^{\frac{N-2}{2}}
\]

\[
\leq \frac{1}{2} \frac{2^3}{N^{\frac{N}{2}} \left( \frac{N}{2} - 2, 2 \right)} \left( \sum_{k=1}^{N} \|W_k\|^2_F \right)^{\frac{N-2}{2}} \left( \sum_{k=1}^{N} \|H_k\|^2_F \right)^{\frac{N-2}{2}} \left( \sum_{k=1}^{N} \|W_k\|^2_F \right)^{\frac{N-2}{2}} \left( \sum_{k=1}^{N} \|H_k\|^2_F \right)^{\frac{N-2}{2}}.
\]

Thus, we finally have

\[
\langle (H_1, \ldots, H_N), \nabla^2 H_2(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \leq \frac{2}{N^{\frac{N}{2}} \left( \frac{N}{2} - 1, 1 \right)} \left( \sum_{k=1}^{N} \|H_k\|^2_F \right)^{\frac{N-2}{2}} \left( \sum_{k=1}^{N} \|W_k\|^2_F \right)^{\frac{N-2}{2}}
\]

\[
+ \frac{2^3}{N^{\frac{N}{2}} \left( \frac{N}{2} - 2, 2 \right)} \left( \sum_{k=1}^{N} \|H_k\|^2_F \right)^{\frac{N-2}{2}} \left( \sum_{k=1}^{N} \|W_k\|^2_F \right)^{\frac{N-2}{2}},
\]

\[
= \left( \frac{N-1}{N^{\frac{N}{2} - 1}} \right) \left( \sum_{k=1}^{N} \|H_k\|^2_F \right)^{\frac{N-2}{2}} \left( \sum_{k=1}^{N} \|W_k\|^2_F \right)^{\frac{N-2}{2}}.
\]
Lemma 17. Denote for any $k \geq 1$, $x^k = (W^k_1, \ldots, W^k_N)$, $\Delta_k := x^k - x^{k-1}$ and the following

$$C_k := \left( \frac{N - 1}{N^{\frac{N}{2} - 1}} \right) \|\Delta_k\|^2 \left( 2 \left\|x^k\right\|^2 + 2 \|\Delta\|^2 \right)^{\frac{N-2}{2}}.$$ 

The following holds

$$D_{H_2}(x^k, y^k) \leq \gamma_k^2 C_k.$$ 

Proof. From Lemma 13 we have

$$\int_0^1 (1-t) \int_0^1 \left\langle \nabla^2 H_2 \left( x^k + (t_1 + (1-t_1)t)(y^k - x^k) \right) (x^k - y^k), x^k - y^k \right\rangle dt_1 dt$$

$$= \gamma_k^2 \int_0^1 (1-t) \int_0^1 \left\langle \nabla^2 H_2 \left( x^k + (t_1 + (1-t_1)t)(y^k - x^k) \right) (x^k - x^{k-1}), x^k - x^{k-1} \right\rangle dt_1 dt$$

$$\leq \gamma_k^2 \int_0^1 (1-t) \int_0^1 \left( \frac{2N - 3}{N^{\frac{N}{2} - 1}} \right) \left\| x^k - x^{k-1} \right\|^2 \left\| x^k + (t_1 + (1-t_1)t)(y^k - x^k) \right\|^N dt_1 dt$$

where in the last we used Lemma 16. Now, we use the following inequality

$$\left\| x^k + (t_1 + (1-t_1)t)(y^k - x^k) \right\|^2 \leq 2 \left\| x^k \right\|^2 + 2 \left\| x^k - x^{k-1} \right\|^2 = 2 \left\| x^k \right\|^2 + 2 \|\Delta\|^2.$$ 

Thus, the result follows using $\int_0^1 (1-t)dt = \frac{1}{2}$. \hfill \square

A.3 Proof of Proposition 7

We need to prove the convexity of $LH_a - g$. From Lemma 14 we obtain

$$\frac{N^N}{2N!} \langle (H_1, \ldots, H_N), \nabla^2 H_1(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \geq \sum_{i=1}^N \|H_i\|_F^2 \Pi_{k=1, k \neq i}^N \|W_k\|_F^2.$$ 

Similarly from Lemma 16 we obtain

$$\frac{N^N}{2N!} \left( \frac{\frac{N}{2}}{N^{\frac{N}{2} - 1}} \right) \langle (H_1, \ldots, H_N), \nabla^2 H_2(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \geq \left( \|H_1\|_F^2 + \ldots + \|H_N\|_F^2 \right) \left( \sum_{k=1}^N \|W_k\|_F^2 \right)^{\frac{N-2}{2}}.$$ 

Thus, now invoking Proposition 12 we obtain the result. \hfill \square

A.4 Results for $H_3$.

Lemma 18. With the following kernel generating distance

$$H_3(W_1, \ldots, W_N) = \left( \frac{\|W_1\|_F^2 + \|W_2\|_F^2 + \ldots + \|W_N\|_F^2 + 1}{N+1} \right)^{\frac{N+1}{2}},$$

the gradient with respect for $W_i$, for any $i \in [N]$, is given by

$$\nabla_{W_i} H_3(W_1, \ldots, W_N) = \frac{2 \left( \frac{N+1}{2} \right)}{(N+1)^{\frac{N+1}{2}}} \left( \|W_1\|_F^2 + \ldots + \|W_N\|_F^2 + 1 \right)^{-\frac{N-1}{2}} W_i,$$
and the following lower bound holds true

\[
\langle (H_1, \ldots, H_N), \nabla^2 H_3(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \\
\geq \frac{2}{(N + 1)^{N+1/2}} \left( \frac{N+1}{2} \frac{N-1/2}{2} \right) \left( \|H_1\|_F^2 + \cdots + \|H_N\|_F^2 \right) \left( \left( \sum_{k=1}^N \|W_k\|_F^2 \right) + 1 \right)^{N-1/2},
\]

and the following upper bound holds true

\[
\langle (H_1, \ldots, H_N), \nabla^2 H_3(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \leq \frac{N}{(N + 1)^{N+1/2}} \left( \sum_{k=1}^N \|H_k\|_F^2 \right) \left( \left( \sum_{k=1}^N \|W_k\|_F^2 \right) + 1 \right)^{N-1/2}.
\]

**Proof.** In the expansion of \(H_3(W_1 + H_1, \ldots, W_N + H_N)\), consider only the first order terms in the expansion, from which the following gradient with respect for \(W_1\), for any \(i \in [N]\), is obtained

\[
\nabla_{W_1} H_3(W_1, \ldots, W_N) = \frac{\langle H_i, \ldots, H_N \rangle}{(N + 1)^{N+1/2}} \left( \|W_1\|_F^2 + \cdots + \|W_N\|_F^2 + 1 \right)^{N-1/2} (2W_1).
\]

The second order terms are given by

\[
\frac{1}{2} \langle (H_1, \ldots, H_N), \nabla^2 H_3(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \\
= \frac{1}{2} \frac{2}{(N + 1)^{N+1/2}} \left( \frac{N+1}{2} \frac{N-1/2}{2} \right) \left( \|H_1\|_F^2 + \cdots + \|H_N\|_F^2 \right) \left( \left( \sum_{k=1}^N \|W_k\|_F^2 \right) + 1 \right)^{N-1/2} \\
+ \frac{1}{2} \frac{2^3}{(N + 1)^{N+1/2}} \left( \frac{N+1}{2} \frac{N-3/2}{2} \right) \langle H_1, H_1 \rangle + \cdots + \langle H_N, H_N \rangle \left( \left( \sum_{k=1}^N \|W_k\|_F^2 \right) + 1 \right)^{N-3/2}.
\]

it is easy to see that the following lower holds true

\[
\langle (H_1, \ldots, H_N), \nabla^2 H_3(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \\
\geq \frac{2}{(N + 1)^{N+1/2}} \left( \frac{N+1}{2} \frac{N-1/2}{2} \right) \left( \|H_1\|_F^2 + \cdots + \|H_N\|_F^2 \right) \left( \left( \sum_{k=1}^N \|W_k\|_F^2 \right) + 1 \right)^{N-1/2}.
\]

Now we prove the upper bound. With application of Cauchy-Schwarz inequality, we have

\[
\frac{2^3}{(N + 1)^{N+1/2}} \left( \frac{N+1}{2} \frac{N-3/2}{2} \right) \langle W_1, H_1 \rangle + \cdots + \langle W_N, H_N \rangle \left( \left( \sum_{k=1}^N \|W_k\|_F^2 \right) + 1 \right)^{N-3/2} \\
\leq \frac{2^3}{(N + 1)^{N+1/2}} \left( \frac{N+1}{2} \frac{N-3/2}{2} \right) \left( \sum_{k=1}^N \|W_k\|_F^2 \right) \left( \sum_{k=1}^N \|H_k\|_F^2 \right) \left( \left( \sum_{k=1}^N \|W_k\|_F^2 \right) + 1 \right)^{N-3/2} \\
\leq \frac{2^3}{(N + 1)^{N+1/2}} \left( \frac{N+1}{2} \frac{N-3/2}{2} \right) \left( \sum_{k=1}^N \|W_k\|_F^2 \right) \left( \sum_{k=1}^N \|H_k\|_F^2 \right) \left( \left( \sum_{k=1}^N \|W_k\|_F^2 \right) + 1 \right)^{N-3/2} \\
= \frac{2^3}{(N + 1)^{N+1/2}} \left( \frac{N+1}{2} \frac{N-3/2}{2} \right) \left( \sum_{k=1}^N \|H_k\|_F^2 \right) \left( \left( \sum_{k=1}^N \|W_k\|_F^2 \right) + 1 \right)^{N-1/2},
\]
where in the second inequality we used \( \left( \sum_{k=1}^{N} \|W_k\|_F^2 \right) \leq \left( \sum_{k=1}^{N} \|W_k\|_F^2 \right) + 1 \). Now the full bound is
\[
\frac{1}{2} \left( \langle H_1, \ldots, H_N \rangle, \nabla^2 H_3(W_1, \ldots, W_N)(H_1, \ldots, H_N) \right) \\
\leq \frac{1}{2} \left( \frac{N+1}{N-1} \right) \frac{2}{(N+1)^{N-1}} \left( \sum_{k=1}^{N} \|H_k\|_F^2 \right) \left( \sum_{k=1}^{N} \|W_k\|_F^2 \right) + 1 \right)^{\frac{N-1}{2}}, \\
+ \frac{1}{2} \left( \frac{N+1}{N-1} \right) \frac{3}{(N+1)^{N-1}} \left( \sum_{k=1}^{N} \|H_k\|_F^2 \right) \left( \sum_{k=1}^{N} \|W_k\|_F^2 \right) + 1 \right)^{\frac{N-1}{2}}, \\
= \frac{1}{2} \left( \frac{N}{N+1} \right) \frac{N}{N-1} \left( \sum_{k=1}^{N} \|H_k\|_F^2 \right) \left( \sum_{k=1}^{N} \|W_k\|_F^2 \right) + 1 \right)^{\frac{N-1}{2}}.
\]

\[\square\]

**Lemma 19.** Denote for any \( k \geq 1 \), \( x^k = (W^k_1, \ldots, W^k_N) \), \( \Delta_k := x^k - x^{k-1} \) and the following
\[D_k := \frac{N}{(N+1)^{N-1} 2} \|\Delta_k\|^2 \left( 2 \|x^k\|^2 + 2 \|\Delta\|^2 + 1 \right)^{\frac{N-1}{2}}.\]

Then, the condition \( D_{H_3}(x^k, y^k) \leq \gamma_k^2 D_k \) holds true.

**Proof.** From Lemma 13 and using \( y^k = x^k + \gamma_k(x^k - x^{k-1}) \) we have
\[
\int_0^1 (1-t) \int_0^1 \left\langle \nabla^2 H_3 \left( x^k + (t_1 + (1-t_1))t \right)(y^k - x^k), x^k - y^k \right\rangle \, dt_1 \, dt \\
= \gamma_k^2 \int_0^1 (1-t) \int_0^1 \left\langle \nabla^2 H_3 \left( x^k + (t_1 + (1-t_1))t \right)(y^k - x^k), x^k - x^{k-1} \right\rangle \, dt_1 \, dt \\
\leq \frac{\gamma_k^2 N}{(N+1)^{N-1}} \int_0^1 (1-t) \int_0^1 \|x^k - x^{k-1}\|^2 \left( \|x^k + (t_1 + (1-t_1))t(y^k - x^k)\|^2 + 1 \right)^{\frac{N-1}{2}} \, dt_1 \, dt.
\]

where in the last we used Lemma 18. Now, we use the following inequality
\[
\|x^k + (t_1 + (1-t_1))t(y^k - x^k)\|^2 \leq 2 \|x^k\|^2 + 2 \|x^k - x^{k-1}\|^2 = 2 \|x^k\|^2 + 2 \|\Delta\|^2.
\]

Thus, the result follows using \( \int_0^1 (1-t) \, dt = \frac{1}{2} \). \[\square\]

### A.5 Proof of Proposition 8

We need to prove the convexity of \( LH_b - g \). From Lemma 14, we obtain
\[
\frac{N^N}{2N!} \langle (H_1, \ldots, H_N), \nabla^2 H_1(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \geq \sum_{i=1}^{N} \|H_i\|^2 \|W_i\|^2_F \Pi_{k=1, k \neq \{i,j\}} \|W_k\|^2_F.
\]

Similarly, from Lemma 18, we obtain
\[
(N+1)^{\frac{N-1}{2}} \langle (H_1, \ldots, H_N), \nabla^2 H_3(W_1, \ldots, W_N)(H_1, \ldots, H_N) \rangle \left( \|H_1\|^2_F + \ldots + \|H_N\|^2_F \right) \left( \sum_{k=1}^{N} \|W_k\|^2_F \right) + 1 \right)^{\frac{N-1}{2}} \right)
\]

and invoking Proposition 12, we obtain the result. The proof of \( LH_b + g \) is similar (see [10, Remark 2.1]). \[\square\]
B Closed Form Update Steps

Lemma 20. Let $Q \in \mathbb{R}^{A \times B}$ for some positive integers $A$ and $B$. Let $t \geq 0$ and $\|Q\|_F \neq 0$ then
\[
\min_{X \in \mathbb{R}^{A \times B}} \left\{ (Q, X) : \|X\|^2_F = t^2 \right\} \equiv \min_{X \in \mathbb{R}^{A \times B}} \left\{ (Q, X) : \|X\|^2_F \leq t^2 \right\} = -t \|Q\|_F ,
\]
with the minimizer at $X^* = -tQ/\|Q\|_F$.

Consider the following non-convex optimization problem
\[
\min_{w_1 \in W_1, \forall i \in [K]} \left\{ \Psi(W_1, \ldots, W_N) := \frac{1}{2} \|W_1 W_2 \ldots W_N X - Y\|^2_F \right\},
\]
(B.1)

Recall that $g = \frac{1}{2} \|W_1 W_2 \ldots W_N X - Y\|^2_F$, $f := 0$ and $h$ as explained in Section 3.2

B.1 Proof of Proposition 9

We use the same proof strategy as [26, Proposition C.1]. Consider the following subproblem, involved in the update step
\[
(W_1^{k+1}, \ldots, W_N^{k+1}) \in \arg\min_{(W_1, \ldots, W_N) \in C} \left\{ \left( \sum_{i=1}^{N} \langle P_i^k, W_i \rangle \right) + c_1(N) \left( \frac{\|W_i\|^2_F}{N} \right)^N + c_2(N) \left( \frac{\|W_i\|^2_F}{N} \right)^{\frac{N}{2}} + \rho \left( \frac{\|W_i\|^2_F}{N} \right) \right\}.
\]

In order to solve the above minimization problem, we introduce additional optimization variables $t_1, \ldots, t_N \geq 0$ and the constraint $\|W_i\|_F = t_i$ for all $i$. This splits the optimization problem, where the constraints of the inner problem with respect to $W_1, \ldots, W_N$ can be relaxed to $\|W_i\|_F \leq t_i$ without changing the minimal value thanks to Lemma 20. We arrive at
\[
\min_{t_i \geq 0, \forall i \in [N]} \left\{ \frac{1}{2} \sum_{i=1}^{N} \min_{W_i \in W_i} \left\{ \left( \langle P_i^k, W_i \rangle \right) : \|W_i\|_F \leq t_i^2 \right\} + c_1(N) \left( \sum_{i=1}^{N} t_i^2 \right)^N + c_2(N) \left( \sum_{i=1}^{N} \frac{t_i^2}{N} \right)^{\frac{N}{2}} + \rho \left( \sum_{i=1}^{N} \frac{t_i^2}{N} \right) \right\}.
\]

Then the solution to the subproblem for the $i$-th block due to Lemma 20 in each iteration is as follows
\[
W_i^{k+1} = \begin{cases} t_i^* \frac{P_i^k}{\|P_i^k\|_F}, & \text{for } \|P_i^k\|_F \neq 0, \\ 0, & \text{otherwise}. \end{cases}
\]

We solve for $t_i^*$ with the following minimization problem
\[
\arg\min_{t_i \geq 0, \forall i \in [N]} \left\{ -\sum_{i=1}^{N} t_i \frac{\|P_i^k\|_F}{2} + c_1(N) \left( \sum_{i=1}^{N} \frac{t_i^2}{N} \right)^N + c_2(N) \left( \sum_{i=1}^{N} \frac{t_i^2}{N} \right)^{\frac{N}{2}} + \rho \left( \sum_{i=1}^{N} \frac{t_i^2}{N} \right) \right\}.
\]

Thus, the solutions $t_i^*$ are the non-negative real roots of the following equations
\[
-\|P_i^k\|_F^2 + 2c_1(N) \left( \sum_{i=1}^{N} \frac{t_i^2}{N} \right)^{N-1} t_i + c_2(N) \left( \sum_{i=1}^{N} \frac{t_i^2}{N} \right)^{\frac{N}{2}-1} t_i + \frac{2\rho}{N} t_i = 0, \quad \forall i \in [N]
\]
(B.2)

Substitute the following
\[
t_i = r \frac{\sqrt{N} \|P_i^k\|_F}{\sqrt{\sum_{i=1}^{N} \|P_i^k\|_F^2}},
\]

which implies that $\sum_{i=1}^{N} \frac{t_i^2}{N} = r^2$ for certain $r > 0$. Now, we find $r$ via substituting $t_i$ in (B.2), which results in
\[
2c_1(N) r^{2N-1} + c_2(N) r^{N-1} + \frac{2\rho}{N} r - \sqrt{\sum_{i=1}^{N} \|P_i^k\|_F^2} = 0.
\]
(B.3)

The proof is similar for $N > 2$ and $N$ being odd.

\[ \square \]
B.2 Weight decay or L2-Regularization

Consider the following non-convex optimization problem

\[
\min_{W_i \in W_i \forall i \in [K]} \left\{ \Psi(W_1, \ldots, W_N) := \frac{1}{2} \| W_1 W_2 \ldots W_N X - Y \|_F^2 + \frac{\lambda_0}{2} \left( \sum_{i=1}^{N} \| W_i \|_F^2 \right) \right\}.
\]  (B.4)

Denote \( g := \frac{1}{2} \| W_1 W_2 \ldots W_N X - Y \|_F^2, \ f := \frac{\lambda_0}{2} \left( \sum_{i=1}^{N} \| W_i \|_F^2 \right) \) and \( h \) as explained in Section 3.2.

**Proposition 21.** In BPG, with above defined \( g, f, h \), using the notation \( P_k^i = P_i^k (W_1^k, \ldots, W_N^k) = \lambda \nabla W_i g (W_1^k, \ldots, W_N^k) - \nabla W_i h(W_1^k, \ldots, W_N^k) \). the update steps in each iteration are given by \( W_i^{k+1} = -r \sqrt{N} P_k^i \) for all \( i \in [N] \) where \( r \) is the non-negative real root of for \( N = 2 \)

\[
2c_1(2)r^3 + (c_2(2) + \lambda\lambda_0)r - \frac{\sqrt{\sum_{i=1}^{N} \| P_k^i \|_F^2}}{\sqrt{2}} = 0,
\]  (B.5)

If \( N > 2 \) and even, we have

\[
2c_1(N)r^{2N-1} + c_2(N)r^{N-1} + \left( \frac{2\rho}{N} + \lambda\lambda_0 \right) r - \frac{\sqrt{\sum_{i=1}^{N} \| P_k^i \|_F^2}}{\sqrt{N}} = 0,
\]  (B.6)

and if \( N > 2 \) and odd, then

\[
2c_1(N)r^{2N-1} + c_3(N) \left( \frac{N^2 + 1}{N + 1} \right) r + \left( \frac{2\rho}{N} + \lambda\lambda_0 \right) r - \frac{\sqrt{\sum_{i=1}^{N} \| P_k^i \|_F^2}}{\sqrt{N}} = 0.
\]  (B.7)

**Proof.** The proof is exactly the same as Proposition 9 and the only change is in the value \( \rho \) for \( N > 2 \) and \( c_2 \) for \( N = 2 \). For \( N = 2 \), the results coincide with [26].

\[\square\]

B.3 Closed Form Updates for L1 Regularization

Recall that the soft-thresholding operator is defined as follows \( S_{\theta}(x) = \max\{|x| - \theta, 0\} \text{sgn}(x) \), where the operations are performed coordinate-wise. We consider below an extension of \( \{3.1\} \).

\[
\min_{W_i \in W_i \forall i \in [K]} \left\{ \Psi(W_1, \ldots, W_N) := \frac{1}{2} \| W_1 W_2 \ldots W_N X - Y \|_F^2 + \sum_{i=1}^{N} \mu_i \| W_i \|_1 \right\},
\]  (B.8)

where \( \mu_i > 0 \) for all \( i \in [N] \) and \( \| W_i \|_1 \) is the standard L1-norm, which denotes the sum of absolute of values of the all the elements in \( W_i \). We require the following technical result from [26] before we provide the closed form solutions.

**Lemma 22.** Let \( Q \in \mathbb{R}^{A \times B} \) for some positive integers \( A \) and \( B \). Let \( t_0 > 0 \) and let \( t \geq 0 \) then

\[
\min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle + t_0 \| X \|_1 : \| X \|_F^2 \leq t^2 \right\} = -t \| S_{t_0}(-Q) \|_F.
\]

with the minimizer at \( X^* = t \frac{S_{t_0}(-Q)}{\| S_{t_0}(-Q) \|_F} \) for \( \| S_{t_0}(-Q) \|_F \neq 0 \) and otherwise all \( X \) such that \( \| X \|_F^2 \leq t^2 \) are minimizers. Moreover we have the following equivalence,

\[
\min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle + t_0 \| X \|_1 : \| X \|_F^2 \leq t^2 \right\} = \min_{X \in \mathbb{R}^{A \times B}} \left\{ \langle Q, X \rangle + t_0 \| X \|_1 : \| X \|_F^2 = t^2 \right\}.
\]  (B.9)
Denote $g := \frac{1}{2} \| W_1 W_2 \ldots W_N X - Y \|^2_F$, $f := \sum_{i=1}^N \mu_i \| W_i \|_1$ and $h$ as explained in Section 3.2.

**Proposition 23.** In BPG, with above defined $g, f, h$, with the notation $P_i^k = P_i^k (W_1^k, \ldots, W_N^k) = \lambda \nabla_{W_i} g (W_1^k, \ldots, W_N^k) - \nabla_{W_i} h (W_1^k, \ldots, W_N^k)$, the update steps in each iteration are given by $W_i^{k+1} = r \frac{\sqrt{\sum_{i=1}^N \| S_{\mu_i} (-P_i^k) \|_F^2}}{\sqrt{\sum_{i=1}^N \| S_{\lambda_i} ( -P_i^k) \|_F^2}}$ for all $i \in [N]$ where for $N = 2$, $r$ is the non-negative real root of

$$2c_1(2)r^3 + c_2(2)r - \frac{\sqrt{\sum_{i=1}^2 \| S_{\lambda_i} (-P_i^k) \|_F^2}}{\sqrt{2}} = 0. \quad (B.10)$$

If $N > 2$ and even, we have

$$2c_1(N)r^{2N-1} + c_2(N)r^{N-1} + \frac{2\rho}{N}r - \frac{\sqrt{\sum_{i=1}^N \| S_{\lambda_i} (-P_i^k) \|_F^2}}{\sqrt{N}} = 0, \quad (B.11)$$

and if $N > 2$ and odd, then

$$2c_1(N)r^{2N-1} + c_3(N) \left( \frac{N r^2 + 1}{N + 1} \right)^{\frac{N}{2}} r + \frac{2\rho}{N}r - \frac{\sqrt{\sum_{i=1}^N \| S_{\lambda_i} (-P_i^k) \|_F^2}}{\sqrt{N}} = 0. \quad (B.12)$$

**Proof.** We use the same proof strategy as [26, Proposition C.1]. The subproblem is

$$W_i^{k+1} = \arg \min_{W_i \in \mathcal{C}} \left\{ \sum_{i=1}^N \lambda_i \mu_i \| W_i \|_1 + \langle P_i^k, W_i \rangle \right\} + c_1(N) \left( \frac{\| W_i \|_F^2}{N} \right)^N + c_2(N) \left( \frac{\| W_i \|_F^2}{N} \right)^\frac{N}{2} + \rho \left( \frac{\| W_i \|_F^2}{N} \right) \right\}.$$

In order to solve the above minimization problem, we introduce additional optimization variables $t_1, \ldots, t_N \geq 0$ and the constraint $\| W_i \|_F = t_i$ for all $i$. This splits the optimization problem, where the constraints of the inner problem with respect to $W_1, \ldots, W_N$ can be relaxed to $\| W_i \|_F \leq t_i$ without changing the minimal value thanks to Lemma 22. We arrive at

$$\min_{t_1, \ldots, t_N \geq 0} \left\{ \sum_{i=1}^N \min_{W_i \in \mathcal{W}_i} \left\{ \langle P_i^k, W_i \rangle + \lambda_i \mu_i \| W_i \|_1 : \| W_i \|_F^2 \leq t_i \right\} \right\} + c_1(N) \left( \frac{\| W_i \|_F^2}{N} \right)^N + c_2(N) \left( \frac{\| W_i \|_F^2}{N} \right)^\frac{N}{2} + \rho \left( \frac{\| W_i \|_F^2}{N} \right) \right\}.$$

Lemma 20 provides for the $i$-th block the optimal solution $\tilde{W}_i^*(t_i)$ and minimal function value $-t_i \| S_{\lambda_i} (-P_i^k) \|_F$ of the inner problem depending on $t_1, \ldots, t_N$. Thus, we obtain the solution as

$$W_i^{k+1} = \begin{cases} t_i^* \frac{S_{\lambda_i} (-P_i^k)}{\| S_{\lambda_i} (-P_i^k) \|_F}, & \text{for } \| S_{\lambda_i} (-P_i^k) \|_F \neq 0, \\ 0, & \text{otherwise}. \end{cases}$$

We solve for $t_i^*$ with the following minimization problem

$$\arg \min_{t_i \geq 0, \forall i \in [N]} \left\{ -\sum_{i=1}^N t_i \| S_{\lambda_i} (-P_i^k) \|_F + c_1(N) \left( \frac{\sum_{i=1}^N t_i^2}{N} \right)^N + c_2(N) \left( \frac{\sum_{i=1}^N t_i^2}{N} \right)^\frac{N}{2} + \rho \left( \frac{\sum_{i=1}^N t_i^2}{N} \right) \right\}.$$

Thus, the solutions $t_i^*$ are the non-negative real roots of the following equations

$$-\| S_{\lambda_i} (-P_i^k) \|_F + 2c_1(N) \left( \frac{\sum_{i=1}^N t_i^2}{N} \right)^\frac{N-1}{2} t_i + c_2(N) \left( \frac{\sum_{i=1}^N t_i^2}{N} \right)^\frac{N-1}{2} t_i + \frac{2\rho}{N} t_i = 0, \forall i \in [N].$$
Substitute the following
\[ t_i = r \frac{\sqrt{N} \| S_{\lambda_k}(-P_i^k) \|_F}{\sqrt{\sum_{i=1}^N \| S_{\lambda_k}(-P_i^k) \|_F^2}}, \]
which implies that \( \sum_{i=1}^N r_i^2 = r^2 \) for certain \( r > 0 \). Now, we find \( r \) via substituting \( t_i \) in (B.2), which results in
\[ 2c_1(N)r^{2N-1} + c_2(N)r^{N-1} + \frac{2\rho}{N} r - \frac{\sqrt{\sum_{i=1}^N \| S_{\lambda_k}(-P_i^k) \|_F^2}}{\sqrt{N}} = 0. \]
The proof is similar for \( N > 2 \) and \( N \) being odd.

\[ \Box \]

C Closed Form Inertia

C.1 Proof of Proposition [11]

We use
\[ h(W_1, \ldots, W_N) = H_a(W_1, \ldots, W_N) + \rho H_1(W_1, \ldots, W_N), \]
where
\[ H_a(W_1, \ldots, W_N) = c_1(N)H_1(W_1, \ldots, W_N) + c_2(N)H_2(W_1, \ldots, W_N). \]
Now for any \( x \in \overline{C}, y \in C \), we have \( D_{h_1+h_2}(x, y) = D_{h_1}(x, y) + D_{h_2}(x, y) \) for any \( h_1, h_2 \in G(C) \). Thus,
\[ D_h(x, y) = c_1(N)D_{H_1}(x, y) + c_2(N)D_{H_2}(x, y) + \rho D_{H_1}(x, y). \]
We solve \( D_h(x^k, y^k) \leq \kappa D_h(x^{k-1}, x^k) \) using the results from Lemma [15][17] to obtain
\[ D_h(x^k, y^k) \leq \gamma_k^2 \left( c_1(N)B_k + c_2(N)C_k + \rho \| \Delta_k \|^2 \right) \leq \kappa D_h(x^{k-1}, x^k). \]
The proof for \( N > 2 \) and \( N \) being odd is similar.

\[ \Box \]

C.2 Closed Form Inertia for Matrix Factorization

Lemma 24. Given \( h_1(W_1, W_2) := \left( \frac{\| W_1 \|^2_F + \| W_2 \|^2_F}{2} \right)^2 \), then we have the following
\[ \langle (H_1, H_2), \nabla^2 h_1(W_1, W_2)(H_1, H_2) \rangle \leq 3 \left( \| H_1 \|^2_F + \| H_2 \|^2_F \right) \left( \| W_1 \|^2_F + \| W_2 \|^2_F \right). \]

Given \( h_2 := \left( \frac{\| W_1 \|^2_F + \| W_2 \|^2_F}{2} \right), \) then we have the following
\[ \langle (H_1, H_2), \nabla^2 h_2(W_1, W_2)(H_1, H_2) \rangle = \| H_1 \|^2_F + \| H_2 \|^2_F. \]

Then, with \( h_a(W_1, W_2) = 3h_1(W_1, W_2) + \| Y \|_F h_2(W_1, W_2) \) we have the following
\[ \langle (H_1, H_2), \nabla^2 h_a(W_1, W_2)(H_1, H_2) \rangle \leq 9 \left( \| H_1 \|^2_F + \| H_2 \|^2_F \right) \left( \| W_1 \|^2_F + \| W_2 \|^2_F \right) + \| Y \|_F \left( \| H_1 \|^2_F + \| H_2 \|^2_F \right). \]

Proof. The result regarding \( h_1 \) is from Lemma [14] with \( N = 2 \). The results for \( h_2 \) follows trivially (see for example [26]). The statement for \( h_a \) holds trivially.

\[ \Box \]

In the context of matrix factorization problem, where \( N = 2, X = 1, \| X \|_F = 1, \) we obtain the following result on the extrapolation parameter.
Lemma 25. Denote $x^k = (W_1^k, \ldots, W_N^k)$. For $\kappa > 0$, $y^k := x^k + \gamma_k (x^k - x^{k-1})$ and $x^k \neq x^{k-1}$, the parameter $\gamma_k \in [0, 1]$ such that

$$0 \leq \gamma_k \leq \sqrt{\frac{\kappa}{(\xi_1^k + \xi_2^k)}} D_h(x^{k-1}, x^k),$$

satisfies the condition (4.12), where $\xi_1^k = 42 \|x^k - x^{k-1}\|^4$ and $\xi_2^k = 15 \left(\|x^k\|^2 + \frac{\|Y\|_F}{90}\right) \|x^k - x^{k-1}\|^2$.

Proof. From Lemma 13 we obtain

$$\int_0^1 (1-t) \int_0^1 \langle \nabla^2 h \left(x^k + (1-t) (y^k - x^k) \right), (x^k - y^k), x^k - y^k \rangle \, dt \, dt$$

$$\leq \int_0^1 (1-t) \int_0^1 9 \|x^k - y^k\|^2 \|x^k + (1-t) (y^k - x^k)\|^2 + \|Y\|_F \|x^k - y^k\|^2 \, dt \, dt$$

$$\leq \int_0^1 \int_0^1 18 (1-t) \left(\|x^k\|^2 + \frac{\|Y\|_F}{18}\right) \|x^k - y^k\|^2 \, dt \, dt + \int_0^1 \int_0^1 + 18 (1-t) (t + 1-t)^2 \|x^k - y^k\|^4 \, dt \, dt$$

$$= \int_0^1 \int_0^1 9 \left(\|x^k\|^2 + \frac{\|Y\|_F}{18}\right) \|x^k - y^k\|^2 + 6 \|x^k - y^k\|^4$$

$$= 9 \gamma_k \left(\|x^k\|^2 + \frac{\|Y\|_F}{18}\right) \|x^k - x^{k-1}\|^2 + 6 \gamma_k \|x^k - x^{k-1}\|^4,$$

where in the first inequality we used Lemma 24 and the second inequality is due to the following

$$\left\|x^k + (1-t) (y^k - x^k)\right\|^2 \leq 2 \left\|x^k\right\|^2 + 2(t + 1-t)^2 \left\|x^k - y^k\right\|^2 .$$

Denote $\xi_2^k = 9 \left(\|x^k\|^2 + \frac{\|Y\|_F}{18}\right) \|x^k - x^{k-1}\|^2$ and $\xi_1^k = 6 \|x^k - x^{k-1}\|^4$ we have

$$\xi_1^k \gamma_k^4 + \xi_2^k \gamma_k^2 \leq \kappa D_h(x^{k-1}, x^k),$$

and the result follows due to the condition $0 \leq \gamma \leq 1$. 

Note that for a general $X$, we need to set $\xi_2^k := 15 \left(\|x^k\|^2 + \frac{\|Y\|_F}{90}\right) \|x^k - x^{k-1}\|^2$.

D Additional Experiments

We provide time plots and statistical evaluation for the same experimental setting introduced in section 6. In these experiments, we set the regularization parameter $\lambda_0 = 0.1$, the step size $\lambda$ of BPG to 0.99 and $\rho = 1$. For iPALM we use two settings $\beta = 0.2$ and $\beta = 0.4$. Furthermore, we present convergence plots of a second experiment.

D.1 Time plots

The results for time comparison are given in Figure 2. For better visualization an offset of $10^{-2}$ is used in the time plots.

In most of the settings the convergence speed of CoCaIn BPG is similar to iPiano-WB. The alternating schemes PALM and iPALM do not include a time consuming backtracking mechanisms. In terms of speed, this results in a better performance for the non-regularized DLNN problem. However, in the regularized
setting BPG based methods with a possibly more effective update step remain superior together with iPiano-WB. In this experiment, there is no clear speed advantage of CoCaIn BPG over CoCaIn BPG CFI. The size of the used data is small yet and the strength of the closed form intertial BPG might lie in large scale datasets.

![Time plots illustrating the competitive performance of BPG methods.](image)

**Figure 2:** Time plots illustrating the competitive performance of BPG methods.

### D.2 Statistical evaluation

For the statistical evaluation, we used the same experimental setting as before but varied the weight initialization: The weights are initialized randomly with values in $[0, 0.1]$. We conduct 40 experiments with different seeds and plot the final result of the algorithms after 10,000 iterations. The results for three layers ($N = 3$) are provided in Figures 3, 4 and 5. Note the different range of the $x$-axis for each algorithm.

The performance of CoCaIn BPG is significantly better relative to the other algorithms in case of L2-Regularization. Here, BPG, BPG-WB and CoCaIn BPG CFI converge more often to a worse solution than FBS-based and the alternating algorithms. However, when L1-Regularization is used, both CoCaIn BPG and CoCaIn BPG CFI are superior, with CoCaIn BPG CFI being more stable than CoCaIn BPG. BPG does not fully converge within 10,000 steps.
Without a regularizer, PALM and iPalm constantly generate the best results. CoCaIn BPG is competitive to FBS-WB but not to iPiano-WB.

![Graphs of BPG, BPG-WB, CoCaIn BPG, CoCaIn BPG CFI, PALM, iPalm (β = 0.2), iPalm (β = 0.4), FBS-WB, iPiano-WB](image)

(a) BPG  (b) BPG-WB  (c) CoCaIn BPG  
(d) CoCaIn BPG CFI  (e) PALM  (f) iPalm (β = 0.2)  
(g) iPalm (β = 0.4)  (h) FBS-WB  (i) iPiano-WB

Figure 3: Statistical evaluation - L2-regularization, N = 3

### D.3 Experiment 2

In the second experiment we use the same hyperparameters, weight initialization and input $X \in \mathbb{R}^{7 \times 50}$ as in Experiment 1. While we used independently generated input and output data in Experiment 1, the output data is now generated with $Y = AX + 0.0001N$, where $A$ is a randomly generated matrix in $[0, 0.1]^{2 \times 7}$ and $N \sim \mathcal{N}(0, 1)$. Additionally, the weights are not squared matrices, i.e $W_1 \in \mathbb{R}^{2 \times 3}$. The results are provided in [6]. While BPG-WB and CoCaIn BPG CFI achieve the best performance in a setting with L2-regularizer or no regularizer, both algorithms can not compete with the alternating algorithms PALM and iPalm as well as iPiano-WB in case of L1-regularizers. Here, CoCaIn BPG is strong with a convergence better than iPiano-WB.

Finally, note that the proposed Bregman distances involve the norms of the weights, which can be very large for large $N$ and might result in numerically instability. An important open research problem, is to develop numerically stable Bregman distances.
Figure 4: Statistical evaluation - L1-regularization, $N = 3$
Figure 5: Statistical evaluation - No regularization, $N = 3$
Figure 6: Convergence plots for Experiment 2
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