Reaction energetics of Hydrogen on Si(100) surface: A periodic many-electron theory study
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We report on a many-electron wavefunction theory study for the reaction energetics of hydrogen dissociation on the Si(100) surface. We demonstrate that quantum chemical wavefunction based methods using periodic boundary conditions can predict chemically accurate results for the activation barrier and the chemisorption energy in agreement with experimental findings. These highly accurate results for the reaction energetics enable a deeper understanding of the underlying physical mechanism and make it possible to benchmark widely used density functional theory methods.

I. INTRODUCTION

Reactions of gas-phase molecules on surfaces play an important role in many physical and chemical processes. Along a surface reaction path, the energetics of the combined molecule–surface system varies significantly according to the rearranged chemical bonds featuring charge transfer, covalent bonding, and weak van der Waals interactions. Arrhenius relation indicates a small error in the activation energy can cause a large change of the reaction rate. Thus a many-electron theory able to describe a wide range of exchange and correlation effects in molecules, solids, and molecule–surface systems simultaneously is required to estimate a reaction scheme with chemical accuracy (1 kcal/mol). The computational method of choice for such problems is density functional theory (DFT) due to its good trade-off between accuracy and computational cost1–3. However, several shortcomings exist in the most widely used approximate exchange-correlation functionals4. Density functionals based on parametrizations that achieve accurate results only for either solids or gas-phase molecules, introduce systematic errors in combined molecule–surface systems5. Many local and semi-local density functional approximations underestimate reaction barriers, often due to the self-interaction error4,6. The lack of chemically accurate benchmark results for molecule–surface systems limits our understanding of the various origins of error in currently available density functionals. High level ab-initio wavefunction theories, such as the coupled cluster (CC) method, predict molecular reactions as well as properties of solids with chemical accuracy7–10. However, owing to their large computational cost these methods have so far only been applied to small cluster models or used in embedding techniques when applied to surfaces11–14. A careful validation against periodic high level wavefunction methods is still missing to date.

In this work we consider a prototypical molecule–surface reaction: the dissociative adsorption of molecular hydrogen on the Si(100) surface15–26. Previous studies identify two reaction paths of dissociative H2 adsorption, termed the intra- (H2*) and inter-dimer (H2) pathways, as shown in Fig. 1. Along both reaction paths, the stretch of H–H bond is accompanied by a significant modification of the characteristic buckled Si-dimer configuration in the vicinity of the molecule26–29. These structural modifications induce delicate changes to the electronic structure. DFT methods based on generalized gradient approximation (GGA) capture the changes in the electronic exchange and correlation effects poorly along the reaction paths and result in too small adsorption barriers and reaction energies compared to experiments16,20,21. Quantum Monte Carlo (QMC) and quantum chemistry methods using finite clusters predict adequate adsorption barriers for both pathways, however, reaction energies are overestimated17,23,24. In previous DFT and high level correlated calculations, H2 adsorption is hindered by the smallest barrier through the H2 pathway, and the reaction occurs via a pairing mechanism25,26.

Here, we present a periodic quantum chemical description of the reaction using a recently implemented periodic CC theory, applicable to molecule–surface systems30–32. We show that activation and reaction energies are calculated to within chemical accuracy compared to experimental values. Most interestingly, it becomes clear that the adsorption barriers for the H2* and H2 pathways are very similar, in contrast to previous findings. We will demonstrate that the main source of error of DFT-GGA is the self interaction error leading to an incorrect ground state density for the H2 path.

II. COMPUTATIONAL DETAILS

We employ periodic slabs for all density-functional and wavefunction based calculations. A Si(100)-2 × 2 surface with 8-layers is used, terminated with hydrogen atoms.
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to passivate dangling bonds at the bottom layer. All calculations involve a plane-wave basis within the full potential projector-augmented-wave method (PAW) as implemented in the VASP code\textsuperscript{33–37}. In all calculations the 1s electronic states of the H atoms and the 3s and 3p states of the Si atoms were treated as valence states. The minimum energy paths of the H2* and H2 reactions are determined using the nudged elastic band (NEB) method within variational transition state theory\textsuperscript{38}. We used 8 images for the calculations. For the electronic structure calculations we used the Perdew-Burke-Ernzerhof (PBE) exchange correlation functional\textsuperscript{39}. One-electron states were expanded using a plane-wave basis with a cutoff energy of 250 eV, alongside an $8 \times 8 \times 1$ $k$-mesh to sample the first Brillouin zone. The exact energies of the transition states are determined by an interpolation or by using the the climbing NEB method\textsuperscript{40}. The corresponding structures are shown in Fig. 1. We use the same geometries for the initial, transition, and final states to determine the reaction energy and the adsorption and desorption barriers for all methods. This allows for a direct comparison of the different levels of theory. Contributions of vibrational zero-point energies (ZPE) are included in all calculations and were taken from Ref. 23. A $4 \times 4 \times 1$ $k$-mesh was employed for all DFT calculations, while the plane wave energy cutoff was set to 500 eV. We have explored the accuracy of several density-functional approximations covering all five rungs of the Jacob’s ladder of DFT proposed by Perdew and Schmidt\textsuperscript{41}. Periodic wavefunction based calculations were also performed using a plane-wave basis within the PAW framework using the VASP code and an interface to the coupled cluster code CC4S employing the Cyclops Tensor Framework (CTF)\textsuperscript{42}. Hartree–Fock (HF) calculations were converged within the plane-wave basis. For second order perturbation theory (MP2), CC singles and doubles (CCSD) and perturbative triples (CCSD(T)), as well as the random phase approximation (RPA), we employ a set of atom-centered Gaussian-type functions based on Dunning’s correlation consistent polarized Valence Quadruple Zeta basis set augmented with diffuse functions (aVQZ)\textsuperscript{43–45}, mapped onto a plane-wave representation\textsuperscript{46}, to construct the unoccupied one-electron states. We always rediagonalize the Fock matrix in order to perform a canonical correlated calculation. For the CCSD and (T) calculations we further reduce the number of unoccupied states using MP2 natural orbitals (NOs), obtained from the virtual–virtual orbital block diagonalization of the one-electron reduced density matrix at the level of MP2\textsuperscript{47}. We always correct for the remaining basis set incompleteness error using an estimation based on a $\Gamma$-point full plane-wave direct MP2 calculation. A $4 \times 4 \times 1$ $k$-mesh was employed for the twist-averaging procedure\textsuperscript{32} used in the CCSD calculations, whereas the remaining finite size error of the correlation energy was corrected for using an interpolation technique of the structure factor on a plane-wave grid\textsuperscript{32}. CCSD(T) results were obtained as correction to CCSD using the $\Gamma$-point approximation.

FIG. 1. Intra- (H2*) and inter-dimer (H2) reaction pathways at low coverage (one H2 molecule per two Si dimers). $d$ denotes the bond length of the H2 molecule in Å whereas $\theta$ the buckling angle of the Si dimers in degree.

III. RESULTS AND DISCUSSION

Figure 2 shows the calculated reaction energetics for H2 on the (100) surface of Si at different levels of theory, together with the experimental estimates and the corresponding error depicted by the shaded area. The results are also summarized in Table I. We first consider the reaction energy ($E_{\text{rxn}}$) shown in the top panel and we will turn to the discussion of barrier heights later. The reaction energy is defined as $E_{\text{rxn}} = E_{\text{initial}} - E_{\text{final}}$, where the corresponding final and initial structures are shown in Fig. 1. The experimental estimate for the reaction energy is 1.9±0.3 eV\textsuperscript{22}. The local-density approximation (LDA) constitutes the lowest rung of Perdew’s Jacob’s ladder of DFT methods. Reaction energies computed in the LDA are approximately 0.3 eV too small compared to the experimental estimate. The PBE functional is one of the most extensively used GGA functionals which represent the second rung of the Jacob’s ladder and noticeably underestimates the reaction energy without any improvement compared to LDA. The meta-GGA functionals lie on the third rung and utilize the kinetic energy together with the electron density and its gradient. The strongly constrained and appropriately normed (SCAN)\textsuperscript{48,49} meta-GGA density functional significantly improves the reaction energy ($E_{\text{rxn}}^{\text{SCAN}} = 1.97$ eV), demonstrating its ability to describe diversely bonded molecules and materials such as the H–Si system accurately. Hybrid GGAs provide an improved description of covalent,
hydrogen and ionic bonding by mixing non-local exact exchange with GGA exchange. B3LYP, PBE0, and HSE06 yield a reaction energy with a similar accuracy as SCAN. The good agreement between the hybrids and the SCAN functional confirms that meta-GGAs can yield reaction energies at the same level of accuracy yet at lower computational cost. As a method of the fifth rung of Perdew’s Jacob’s ladder we examine the RPA. The RPA correlation energy is fully non-local and seamlessly includes electronic screening as well as long-range dispersion interactions. The chemisorption energy in the RPA is, however, underestimated compared to hybrid-GGA and meta-GGA functionals, in agreement with a well known underestimation of binding energies. Overall we find that the predicted DFT results for the reaction energy are improving as one moves from lower to higher rungs with the exception of the RPA. However, we attribute the underestimated RPA reaction energy to the neglect of post-RPA corrections and a lack of self-consistency.

We now switch from DFT to the wavefunction based hierarchy for treating electronic correlation. HF theory, approximating the many-electron wavefunction by a single Slater determinant, overestimates the reaction energy by as much as 0.7 eV compared to experiment. In passing we note that this is in contrast to atomization energies of molecules and cohesive energies of solids, which are usually underestimated by HF. Adding correlation effects at the level of MP2 theory over-corrects HF and yields a reaction energy of 1.62 eV, almost 0.3 eV smaller than the experimental estimate. We assign this over-correction of MP2 to the small band gap of the Si surface. The more sophisticated CCSD theory overestimates the experimental reaction energy by 0.25 eV. Adding the perturbative triples correction (T) to CCSD yields a reaction energy that is very close to hybrid DFT results and the experimental estimate. This demonstrates the ability of the wavefunction based hierarchy to yield systematically improvable and chemically accurate chemisorption energies for molecules on periodic surfaces. However, we note that at lower levels of theory, the DFT based methods exhibit a significantly better trade-off between accuracy and computational cost.

Having confirmed experimental measurements for the chemisorption energy using accurate electronic structure theories, we now seek to discuss the activation barrier height for the dissociation, which is defined by \( E_{\text{ads}} = E_{\text{transition}} - E_{\text{initial}} \). Establishing accurate estimates of barrier heights is more difficult compared to reaction energies for theory as well as experiment. Transition states often exhibit strong electronic correlation effects that can only be treated accurately using higher levels of theory. Furthermore experimental measurements of adsorption barriers are usually lower bounds and do not allow to determine directly whether the reaction proceeds via the H2 or H2* mechanism. Adsorption barriers for both pathways are depicted in the middle panel of Fig. 2, alongside the experimental lower bound of 0.6 eV21. LDA yields a barrier of 0.6 eV and 0.92 eV for the H2 and H2* pathway, respectively. The difference in the barriers between the two pathways is considerable. Noteworthy, LDA does not vastly underestimate the activation energies, but yields rather adequately high barriers for both mechanisms. PBE underestimates the reaction barriers and yields in agreement with LDA a larger barrier for the H2* pathway. We observe the same trend for the SCAN functional. Although the description of the reaction energy is much improved, SCAN fails to ameliorate the errors in the reaction barriers predicted by GGA, yielding a too low barrier for the H2 path and the same difference between the barriers of the two pathways. Interestingly, LDA predicts much larger activation energies than GGA, challenging the trend LDA< GGA observed for adsorption barriers of molecular reactions. Similar results, however, have been reported for activation energies of gas-phase reactions. Hybrid functionals mix exact exchange with commonly-used density functionals and partly cancel the spurious self-interaction error. In the case of H2 on Si(100) hybrid functionals do improve the description of the reaction barrier. B3LYP yields a barrier height of 0.56 eV for the H2 path, whereas PBE0 and HSE06 yield barriers of 0.47 eV and 0.46 eV respectively. For the H2* mechanism B3LYP predicts a barrier 0.16 eV higher than the H2 one, whereas PBE0 and HSE06 yield barriers only 0.04 and 0.06 eV higher than the H2 pathway, respectively. The RPA yields significantly higher barriers compared to PBE when combined with exact exchange computed with PBE orbitals. However, we note that the H2 path is still favored by RPA with a barrier of 0.66 eV compared to 0.82 eV of the H2*
path. The results discussed above illustrate convincingly a lack of systematic improvability in the obtained estimates of barrier heights as one moves from lower to higher levels of approximate DFT based methods. Furthermore, errors in activation energies may vary significantly with the employed density functional. Therefore reliable predictions for the barrier height and the relative stability of the considered transition states are not possible. Nevertheless, the considered system provides a realistic and insightful scenario to further develop and improve upon the computationally efficient DFT based methods.

We now turn to the discussion of wavefunction based ab-initio calculations for the barrier. HF theory yields barriers larger than 1 eV for both pathways. In contrast to DFT based findings, HF favors the $H^2*$ path over the $H^2$ one by 0.16 eV. In order to better understand the difference between HF and DFT, we consider the different paths as a competition between stretching the $H_2$ molecule and flattening the Si dimers of the surface. In Fig. 1 the hydrogen bond in the $H_2$ transition state is 0.89 Å, compared to 1.01 Å of the $H^2$ one, whereas the dimers buckling angle is 27.2° for the former and 34.3° for the latter transition state. In order to see why HF favors the $H^2*$ path we need to consider the energy cost between the buckled and symmetric configurations of the Si dimer reconstruction. This energy difference per dimer is 250–260 meV for LDA and GGA, in contrast to 544 meV for HF. We identify the energy penalty for flattening the dimers as the main difference between HF and DFT methods, owing to a large extent on the metallic nature of the symmetric Si dimer configuration. MP2 theory reverses the preference of the two pathways. Furthermore, the MP2 adsorption barrier for the $H_2$ transition state is 0.66 eV while for the $H^2$* it is 0.78 eV. Due to the smaller band gap of the $H_2$ transition state MP2 overcorrects HF, hence it favors the lower band gap $H_2$ reaction pathway. CCSD theory yields barriers for the two reaction mechanisms that are practically degenerate. Specifically, the $H_2$ transition state barrier is 0.79 eV and the $H^2$* 0.78 eV. In agreement with experiment the inclusion of perturbative triples, CCSD(T), yields activation barriers of 0.70 eV for the $H_2$ transition and 0.75 eV for the $H^2$* one, retaining the picture of two approximately degenerate barriers of CCSD to within chemical accuracy.

The picture emerging from the results discussed above is qualitatively different within the methods we examine. The two barriers are approximately degenerate using the more sophisticated CCSD and CCSD(T) theories, in contrast to LDA, PBE and SCAN functionals, where the $H_2$ path is favored. Hybrid functionals remedy partly the self-interaction error and thus yield barriers that differ less than the GGA and LDA ones. An exception is B3LYP, where although the barriers are higher in energy, the $H_2$ path is favored by 0.16 eV. The reason is that part of the exchange-correlation functional is based on a mixture of LDA and GGA rather than solely on GGA as in PBE0 and HSE06. Thus B3LYP contains part of the LDA errors and deficiencies, hence the higher barriers and the larger difference between the two pathways. Barriers for the two mechanisms based on the RPA also differ significantly. We associate the discrepancy between the CCSD(T) barriers and the RPA ones with the use of PBE orbitals for the RPA calculations as opposed to the HF ones for CCSD(T). It is likely that a sizeable fraction of the error exists already in the original DFT functional, leading to an overestimation of the $H_2$ barrier. In order to get more insight into the disagreement of CC methods and DFT based methods, we performed non-self-consistent calculations for the activation barriers of the two mechanisms at the level of DFT-PBE using HF orbitals. The results are shown in Table. 1. We observe that when HF orbitals are employed for DFT-PBE calculations the $H_2$ barrier is appreciably higher, whereas the $H^2$* one remains almost the same. The difference between the two barriers is 0.04 eV in close agreement with the accurate CCSD(T) and hybrid DFT results. This is partly due to the cancellation of the density driven one-electron self-interaction error\cite{60}, and similar results have been obtained for simple molecular reaction barriers and adsorption energies\cite{61,62}.

Finally, we examine the desorption mechanisms for the reaction. The desorption barrier is defined as $E_{\text{des}} = E_{\text{transition}} - E_{\text{final}}$. QMC corrections using finite clusters\cite{24} predict that none of the $H_2$ or $H^2$* mechanisms are compatible with temperature programmed desorption experiments\cite{15}, since they yield too high desorption barriers for both mechanisms. Using periodic CCSD(T), however, we find that desorption barriers for the two mechanisms are very close and agree rather well with the experimental estimate of 2.5 ± 0.1 eV. Furthermore, CCSD(T) desorption energies are 2.62 and 2.67 eV for the $H_2$ and

| Method | $E_{\text{des}}^{\text{H}_2}$ (eV) | $E_{\text{des}}^{\text{H}_2^*}$ (eV) | $E_{\text{ads}}$ (eV) | $E_{\text{ads}}$ (eV) |
|--------|-------------------------------|-------------------------------|------------------|------------------|
| LDA    | 0.60                          | 0.92                          | 2.23             | 1.62             |
| PBE    | 0.34                          | 0.53                          | 1.95             | 1.61             |
| PBE@HF | 0.46                          | 0.50                          | 2.13             | 1.76             |
| SCAN   | 0.35                          | 0.49                          | 2.32             | 1.97             |
| B3LYP  | 0.56                          | 0.72                          | 2.50             | 1.94             |
| PBE0   | 0.47                          | 0.51                          | 2.43             | 1.96             |
| HSE06  | 0.46                          | 0.52                          | 2.38             | 1.92             |
| RPA    | 0.66                          | 0.82                          | 2.16             | 1.75             |
| HF     | 1.18                          | 1.02                          | 3.79             | 2.62             |
| MP2    | 0.66                          | 0.78                          | 2.28             | 1.62             |
| CCSD   | 0.79                          | 0.78                          | 2.92             | 2.18             |
| CCSD(T) | 0.70                         | 0.75                          | 2.62             | 1.91             |
| QMC\cite{24} (0.09) | 0.63                        | (0.05)75                      | (0.09)2.91        | (0.05)2.20        |
| Expt.\cite{15,21,22} & 0.6 & 0.6 & (0.10)2.50 & (0.30)1.90 |
| ZPE\cite{23} & +0.09 & +0.09 & -0.11 & -0.20 |
H2* mechanisms. DFT-PBE predicts desorption energies of 1.95 and 2.14 eV, respectively, vastly misjudging the absolute magnitude, as well as the relative difference of the desorption barrier for the two mechanisms. The SCAN functional improves the PBE desorption barriers, however, only by ameliorating the description of the chemisorption energy and not of the adsorption barrier. Hybrid functional results are in satisfactory agreement with CCSD(T). Moreover, PBE0 and HSE06 estimated desorption energies are 2.43 and 2.38 eV for the H2 mechanism and 2.47 and 2.44 eV for the H2* one. We stress that the two desorption energies are not only significantly higher than the DFT-PBE ones but also not far from each other. B3LYP yields desorption energies of 2.50 and 2.66 eV for the H2 and H2* mechanisms respectively. Although the energies are close to the experimental estimate we note that the overall picture for the reaction mechanism is significantly different than the CCSD(T) one. The H2 pathway is much preferred over the H2* one due to the mistreatment of the relative difference of the two adsorption barriers, stemming from the LDA part of the exchange-correlation functional. Finally the RPA desorption energies, although they represent a significant improvement over DFT-PBE, they still inherit shortcomings of the parent PBE density functional, by favoring the H2 adsorption channel.

IV. CONCLUSION AND SUMMARY

We have performed a range of DFT and quantum chemical wavefunction based calculations for the H2 and H2* adsorption/desorption mechanisms of H2 on the Si(100) surface at low coverage. We show that periodic CCSD(T) calculations yield excellent agreement with experimental results for the adsorption barriers and the reaction energy. In contrast to previous calculations, we find similar activation energies for the H2 and H2* adsorption mechanisms. DFT-GGA and DFT-meta-GGA functionals over-stabilize the H2 adsorption mechanism due to incorrect ground state densities caused by self-interaction errors. We argue that both a correct description of the H2 molecule dissociation, as well as of the surface dimer reconstruction is essential for a precise interpretation of the reaction mechanisms. We note that hybrid functionals, like PBE0 and HSE06 slightly underestimate the adsorption barriers, however, they yield adequate results for the energetics of the reaction. We have demonstrated that high level periodic wavefunction based methods have the potential to serve as accurate benchmark theories for predicting reaction energetics on periodic surfaces, which will ultimately help to further improve upon computationally more efficient yet less accurate methods.
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