THE GLASSEY CONJECTURE ON ASYMPTOTICALLY FLAT MANIFOLDS
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Abstract. We verify the 3-dimensional Glassey conjecture on asymptotically flat manifolds \((\mathbb{R}^{1+3}, g)\), where the metric \(g\) is certain small space-time perturbation of the flat metric, as well as the nontrapping asymptotically Euclidean manifolds. Moreover, for radial asymptotically flat manifolds \((\mathbb{R}^{1+n}, g)\) with \(n \geq 3\), we verify the Glassey conjecture in the radial case. High dimensional wave equations with higher regularity are also discussed. The main idea is to exploit local energy and KSS estimates with variable coefficients, together with the weighted Sobolev estimates including trace estimates.

1. Introduction

The purpose of this article is to study the long time existence of solutions for the Cauchy problem of the nonlinear wave equations of the type

\[ \Box u = c_1 |u_t|^p + c_2 |\nabla_x u|^p \]

on certain asymptotically flat manifolds, with small initial data.

In the 1980’s, Glassey made a conjecture that the critical exponent \(p\) for the problem, posed on the Minkowski space-time, to admit global solutions with small, smooth initial data with compact support is

\[ p_c = 1 + \frac{2}{n-1} \]

in [6] (see also Schaeffer [21], Rammaha [20]), where \(n\) is the spatial dimension. The conjecture was verified for dimension \(n = 2, 3\) for general data (Hidano and Tsutaya [8] and Tzvetkov [29] independently, as well as the radial case in Sideris [22] for \(n = 3\)). For higher dimension \(n \geq 4\), when \(c_2 = 0\) and \(c_1 > 0\), the blow up results (together with an explicit upper bound of the lifespan) for \(p \leq p_c\) were obtained in Zhou [32] (see also Zhou and Han [33] for problems with time-independent compact metric perturbation). Recently, for the radial data, the existence results with sharp lifespan for any \(p \in (1, 1 + 2/(n-2))\) was proved in Hidano, Yokoyama and the author [10] (see also Fang and the author [5] for the critical case \(n = 2\) and \(p = 3\)), which particularly proved the Glassey conjecture in the radial case.

In this paper, we prove analogs of the results on the Glassey conjecture of [8], [29] and [10], on certain asymptotically flat manifolds. One of the main ingredients in the proof is the local energy estimates with variable coefficients of Metcalfe and
Moreover, the Einstein summation convention will be performed over repeated indices.

Then consider the asymptotically flat Lorentzian manifolds \((\mathbb{R}^{1+n}, g)\) with

\[
g = g_{\alpha\beta}(t, x) \, dx^\alpha \, dx^\beta = \sum_{\alpha, \beta = 0}^{n} g_{\alpha\beta}(t, x) \, dx^\alpha \, dx^\beta.
\]

Here, we have used the convention that Greek indices \(\alpha, \beta, \gamma\) range from 0 to \(n\) and Latin indices \(i, j, k\) from 1 to \(n\). We will also use \(a, b, c\) to denote multi-indices. Moreover, the Einstein summation convention will be performed over repeated indices.

We will consider two types of manifolds. The first one is small, time-dependent, asymptotically flat perturbation of the Minkowski metric. More precisely, with Euclidean radius \(r = \sqrt{|x|^2}\), we assume \(g_{\alpha\beta} \in C^\infty(\mathbb{R}^{1+n})\) and, for some fixed \(\rho_1 > 0, \rho_2 > 1\) and \(\delta \ll 1\),

\[
(H1) \quad g = m + g_1(t, r) + g_2(t, x),
\]

where \((m_{\alpha\beta}) = \text{Diag}(1, -1, -1, \cdots, -1)\) is the standard Minkowski metric, \(\langle x \rangle = \sqrt{1 + |x|^2}\),

\[
(H1.1) \quad |\partial_{t,x}^\rho g_{i,\alpha\beta}| \lesssim_\rho \langle x \rangle^{-|\alpha|-\rho}, i = 1, 2, \rho = \min(\rho_1, \rho_2 - 1), \rho_1 < \rho_2,
\]

and moreover, we assume the first perturbation \(g_1\) is radial. By radial metric, we mean that, when writing out the metric \(g\), with \(g_2 = 0\), in polar coordinates \((t, x) = (t, r \omega)\) with \(\omega \in S^{n-1}\), we have

\[
m + g_1(t, r) = \tilde{g}_{00}(t, r) \, dt^2 + 2 \tilde{g}_{01}(t, r) \, dt \, dr + \tilde{g}_{11}(t, r) \, dr^2 + \tilde{g}_{22}(t, r) \, r^2 \, d\omega^2.
\]

In this form, the assumption \((H1.1)\) for \(g_1\) on asymptotically flatness is equivalent to the following requirement

\[
(H1.2) \quad |\partial_{t,x}^\rho (\tilde{g}_{00} - 1, \tilde{g}_{11} + 1, \tilde{g}_{22} + 1, \tilde{g}_{01})| \lesssim_\rho \langle x \rangle^{-|\alpha|-\rho}.
\]

An example of such metric can be

\[
g_{\alpha\beta} = m_{\alpha\beta} + \delta \langle x \rangle^{-\rho} + \delta \phi(t/\langle x \rangle) \langle x \rangle^{-\rho}
\]

with \(\phi \in C_0^\infty(\mathbb{R})\). Here, and in what follows, we use \(A\leq B\) to stand for \(A \leq C B\) where the constant \(C\) may change from line to line. When \(\delta \geq 0\) is small enough, it is clear that the metric \(g\) is a nontrapping perturbation. Notice that the form of the metrics mimic to that in Tataru \([28]\) and Metcalfe, Tataru and Tohaneanu \([18]\), and \(g_1\) could be large range perturbation. Also, the metric models the black hole metrics occurring in mathematical relativity, near spatial infinity. For example, for large enough radius \(r\), Schwarzschild metric is radial metric \((H1)\) with \(\rho_1 = 1\), and Kerr metric is a metric \((H1)\) with \(\rho_1 = 1\) and \(\rho_2 = 2\). The separation of the
radial part from the general non-radial metric is crucial in many problems, see e.g. [28, 18, 15].

We will also consider nontrapping asymptotically Euclidean manifolds. That is, we assume that

\[(H2) \quad g = m + g_1(r) + g_2(x), \quad g \text{ is nontrapping},\]

where we suppose \(g_1\) and \(g_2\) are of the form \(g_{jk}dx^jdx^k\),

\[(H2.1) \quad |\nabla g_{ijk}| \leq \alpha|\cdot|^{-\rho}, \quad i = 1, 2, \quad \rho = \min(\rho_1, \rho_2 - 1), \quad \rho_1 < \rho_2\]

and as \((H1.2)\), we assume the first perturbation \(g_1\) is radial.

With \(|g| = (-1)^n \det(g_{\alpha\beta})\), the d’Alembertian operator associated with \(g\) is given by

\[
\Box_g = \sqrt{|g|}^{-1} \partial_{\alpha} g^{\alpha\beta} \sqrt{|g|} \partial_{\beta},
\]

where \((g^{\alpha\beta}(t, x))\) denotes the inverse matrix of \((g_{\alpha\beta}(t, x))\).

Let \(n \geq 3, \quad p > 1\), we consider initial value problems for the following nonlinear wave equations,

\[
\tag{1.1}
\begin{align*}
\Box_g u &= \sum_{\alpha=0}^n a_{\alpha}(u) |\partial_{\alpha} u|^p \equiv F_p(u), \quad x \in \mathbb{R}^n \\
u(0, x) &= f(x), \quad \partial_t u(0, x) = g(x),
\end{align*}
\]

for given smooth functions \(a_{\alpha}\), as well as the radial problems (with \(g_2 = 0\))

\[
\tag{1.2}
\begin{align*}
\Box_g u &= c_1 |\partial_t u|^p + c_2 |\nabla u|^p \equiv G_p(u), \quad x \in \mathbb{R}^n \\
u(0, x) &= f(x), \quad \partial_t u(0, x) = g(x),
\end{align*}
\]

for constants \(c_1, \quad c_2\). We will study the long time existence of such problems with small enough initial data, according to certain norm.

Before stating our results, let us give some more notations. At first, the vector fields to be used will be labeled as

\[
Y = (Y_1, \cdots, Y_{n(n+1)/2}) = (\nabla, \Omega)
\]

with rotational vector fields

\[
\Omega_{ij} = x_i \partial_j - x_j \partial_i, \quad 1 \leq i < j \leq n.
\]

For fixed \(T > 0\), the space-time norm \(L^p_T L^r_x\) is simply \(L^p_T(\mathbb{R}^n)\). In the case of \(T = \infty\), we use \(L^p_T L^r_x\) to denote \(L^p_T(\mathbb{R}^n)\). As usual, we use \(\| \cdot \|_{E_m}\) to denote the energy norm of order \(m \geq 0\),

\[
\tag{1.3}
\|u\|_E = \|u\|_{E_0} = \|\partial u\|_{L^p_T L^r_x}, \quad \|u\|_{E_m} = \sum_{|\alpha| \leq m} \|Y^\alpha u\|_E.
\]

We will use \(\| \cdot \|_{LE}\) to denote the (strong) local energy norm

\[
\tag{1.4}
\|u\|_{LE} = \|u\|_E + \|\partial u\|_{L^p_{-1/2} L^r_{-1/2}}, \quad \|u\|_{LE_m} = \sum_{|\alpha| \leq m} \|Y^\alpha u\|_{LE}.
\]

where we write

\[
\|u\|_{I^m_{\phi}(A)} = \|(\phi_j(x) u(t, x))\|_{L^m_{\phi}(A)},
\]

for a partition of unity subordinate to the dyadic (spatial) annuli, \(\sum_{j \geq 0} \phi_j^2(x) = 1\). The local energy includes the energy norm and could control the KSS norm, see Lemma 3.4. On the basis of the local energy norm, we can similarly define \(\|u\|_{LE_m}\), and the dual norm \(LE^{*} = L_{-1/2}^1 L^r_{-1/2}\).

In proving the radial Glassey conjecture, we need to obtain stronger control on the local information, in contrast to the local energy norm \((1.4)\). For this purpose,
we introduce a modified local energy norm, mimicking that occurred in Hidano and Yokoyama [11] (see also [9]),

\[ u_{\| \cdot \|_{LE}} = \left\| r^{-1/2+p} (r)^{-\mu'} \partial u \right\|_{L^p L^p} + \left\| r^{-3/2+p} (r)^{-\mu} u \right\|_{L^p L^p} + \left\| \partial u \right\|_{L^\infty L^2} \]

with \( \mu \in (0, 1/2) \) and \( \mu' > \mu \) to be specified. On the basis of \( LE \), we can similarly define

\[ \|u\|_{LE_m} = \sum_{|\alpha| \leq m} \| \nabla^\alpha u \|_{E}, \quad \|F\|_{LE'} = \left\| r^{1/2-\mu} (r)\mu' F \right\|_{L^2 L^2}. \]

Here, we do not use the vector field \( \Omega \), since we will only apply such norms in the radial problems.

We can now state our main results. The first result is about the problem (1.1) with general data, which verifies the 3-dimensional Glassey conjecture on asymptotically flat manifolds and nontrapping asymptotically Euclidean manifolds.

**Theorem 1.1.** Consider the problem (1.1) on the manifold \((\mathbb{R}^{1+3}, g)\) satisfying (H1) or (H2) with \( \rho = \min(\rho_1, \rho_2 - 1) > 0 \). Let \( p > 2 \), there exist small positive constants \( \varepsilon_0 \) and \( \delta_0 \), such that the Cauchy problem with \( \delta \leq \delta_0 \) has a unique global solution \( u \in C([0, \infty); H^3(\mathbb{R}^3)) \right\} \cap C^1([0, \infty); H^2(\mathbb{R}^3)) \) when the initial data satisfy

\[ \sum_{|\alpha| \leq 2} \left\| \partial^\alpha u(0) \right\|_{L^2(\mathbb{R}^3)} = \varepsilon \leq \varepsilon_0, \quad \|u(0)\|_{L^1(\mathbb{R}^3)} < \infty. \]

Moreover, it satisfies \( \|u\|_{LE_2} \leq \varepsilon \).

As a byproduct, provided that the nonlinearity is sufficient smooth, we can also deal with the case \( p \geq 2 \) and \( n \geq 3 \), which generalizes the works for \( p = 2 \) on asymptotically Euclidean manifolds (H2) (with \( g_1 = 0 \)) in Bony and H"afner [2], Sogge and the author [24]. For small asymptotically flat manifolds (H1) (with \( g_1 = 0 \)) and \( p = 2 \), the almost global existence and global existence for the solutions was essentially proved even for the quasilinear problems, in Yu and the author [31]. Notice also that we have improved the condition on the regularity. For simplicity, we only consider the case of constant coefficients \( a_n(u) = a_n(0) \).

**Theorem 1.2.** Let \( n \geq 3 \), \( p \geq 2 \), \( m = \left\lceil \frac{n+2}{2} \right\rceil \), \( p > m \) or \( p \in \mathbb{N} \) and \( F_p(u) \) smooth in \( \partial u \) (e.g. \( p = 2 \) and \( F_p(u) = |\partial u|^2 \), \( p = 3 \) and \( F_p(u) = |\partial u|^2 \partial u \)). Consider the problem (1.1) with \( a_n(u) = a_n \) on the manifold \((\mathbb{R}^{1+n}, g)\) satisfying (H1) or (H2) with \( \rho = \min(\rho_1, \rho_2 - 1) > 0 \). Then there exist small positive constants \( \varepsilon_0 \) and \( \delta_0 \), such that for any data

\[ \sum_{|\alpha| \leq m} \left\| \partial^\alpha u(0) \right\|_{L^2(\mathbb{R}^n)} = \varepsilon \leq \varepsilon_0, \quad \|u(0)\|_{L^2(\mathbb{R}^n)} < \infty, \]

the Cauchy problem with \( \delta \leq \delta_0 \) has a unique global solution \( u \in C([0, T_*); H^{m+1}(\mathbb{R}^n)) \right\} \cap C^1([0, T_*); H^m(\mathbb{R}^n)) \) with \( \|u\|_{LE_m} \leq \varepsilon \). Here \( T_* = \infty \), except for the case \( n = 3 \) and \( p = 2 \), where \( T_* = \exp(c/\varepsilon) \) for some constant \( c > 0 \).

Turning to the problem (1.2) with radial data, we can prove the long time existence of the radial solutions, in spirit of [10]. To simplify the exposition, we will only prove a weaker version of the global existence theorem, comparing that in [10]. It is not hard to see that our proof could be adapted to prove the same set of Theorems 1.1-1.3 (with \( n \geq 3 \)) in [10], by noticing Lemma 3.8 and using

\[ \Lambda_2 \equiv \|\partial u(0)\|_{L^2(\mathbb{R}^n)} + \delta \|\partial u(0)\|_{L^2} \].
We leave the details to the reader.

We shall use $H_{\text{rad}}^m$ to denote the space of spherically symmetric functions in the usual Sobolev space $H^m$. We have the following global existence theorem for $p > p_c$ and $n \geq 3$, which can be viewed as a positive solution for the radial Glassey conjecture in the setting of asymptotically flat manifolds.

**Theorem 1.3.** Let $n \geq 3$ and $1 + 2/(n-1) < p < 1 + 2/(n-2)$. Consider the problem (1.2) with initial data $(f, g) \in H_{\text{rad}}^2 \times H_{\text{rad}}^1$, posed on the manifold $(\mathbb{R}^{1+n}, g)$ satisfying (H1) with $g_2 = 0$ and $\rho > 0$. Then there exist constants $\varepsilon_0, \delta_0 > 0$, such that if

$$\|\partial u(0)\|_{H^1} = \varepsilon \leq \varepsilon_0, \; \delta \leq \delta_0,$$

then we have a unique global solution $u$ to (1.2) satisfying

$$u \in C([0, \infty); H_{\text{rad}}^2(\mathbb{R}^n)) \cap C^1([0, \infty); H_{\text{rad}}^1(\mathbb{R}^n)),$$

$$\|u\|_{\dot{L}_T^4} \lesssim \varepsilon, \; \mu = \frac{1}{2} \frac{n-2}{4} (p-1), \; \mu' = \frac{p-1}{4}.$$

In Theorem 1.3, the technical restriction $p < 1 + 2/(n-2)$ is partly due to the regularity, since we are assuming $H^2$ regularity of the data, while the critical scaling regularity for the problem is $\sigma_c = n/2 + 1 - 1/(p-1)$, and $\sigma_c < 2$ if and only if $p < 1 + 2/(n-2)$. We could expect to obtain more general results if we relax the regularity assumption. However, we could not expect to completely overcome this difficulty just by increasing the regularity, due to the limited regularity of the nonlinearity (noticing that $1 + 2/(n-2) < 2$ for $n > 4$ and so $|x|^{1+2/(n-2)} \notin C^2$).

Because of this, current technology can only be adapted for some specific situations.

**Theorem 1.4.** Let $n \geq 4$ be even numbers and $p > n/2$. Consider the problem (1.2), posed on the manifold $(\mathbb{R}^{1+n}, g)$ satisfying (H1) with $g_2 = 0$ and $\rho > 0$. When $(u(0), \partial_t u(0)) \in H_{\text{rad}}^{n/2+1} \times H_{\text{rad}}^{n/2}$,

$$\|\partial u(0)\|_{H^{n/2}} = \varepsilon \ll 1, \|\partial u(0)\|_{\dot{L}_T^4} \lesssim 1$$

and $\delta \ll 1$, we have global existence and uniqueness of the radial solutions for (1.2) in $C([0, \infty); H_{\text{rad}}^{n/2+1}) \cap C^1([0, \infty); H_{\text{rad}}^{n/2})$ with the property

$$\sum_{|\alpha| \leq n/2} \|\partial^\alpha u\|_{\dot{L}_T^4} \lesssim \varepsilon, \; \mu = \frac{1}{4}, \; \mu' = \frac{(n-1)(p-1)-1}{4}.$$

In addition, for $n = 5$ and $p \in [2, 3]$, we have a similar result in $C([0, \infty); H_{\text{rad}}^3) \cap C^1([0, \infty); H_{\text{rad}}^2)$, for small $H_{\text{rad}}^3 \times H_{\text{rad}}^2$ data (without the boundedness assumption on $\partial u(0)$), with $\mu = \frac{3-p}{4}$ and $\mu' = \frac{3}{4}(p-1)$.

**Remark 1.** Comparing Theorems 1.3, 1.4 and 1.2 applied to radial solutions, we see that we could prove global existence of radial solutions for $p > 1 + 2/(n-1)$, except the case $p \in [5/3, 2]$ for $n = 5$ and $p \in [1 + 2/(n-2), (n+1)/2]$ for $n \geq 6$. As we have mentioned, it is mainly due to the limited regularity of the nonlinearity. It will be interesting to fill this gap. By exploiting Strichartz estimates, one may shrink the gap further. However, it seems that the known Strichartz estimates for $\Box_g$ have more restriction on the assumption of the metric than (H1) (for example, an additional requirement $|g_1(t, r)| \leq \delta r^\mu$ for some $\mu > 0$ may be required, see e.g. Metcalfe and Tataru [17] and references therein).
Remark 2. One may ask if we can prove similar results as Theorem 1.3 on nontrapping asymptotically Euclidean manifolds, as in [2], [24] and [30] for other related problems. However, it seems to us that the current available local energy estimates are not enough to control all of the required local information.

This paper is organized as follows. In the next section, we give several Sobolev type estimates, including the trace estimates. In Section 3, we give various forms of the local energy estimates and KSS estimates for \( \Box_g \) satisfying (H1) or (H2), together with the higher order estimates. The remaining sections are devoted to the proof of the Theorems.

2. Sobolev-type estimates

In this section, we give several Sobolev type estimates, including the trace estimates. At first, let us recall the trace estimates (see (1.3), (1.7) in Fang and the author [7] and references therein)

**Lemma 2.1 (Trace estimates).** Let \( n \geq 2 \) and \( 1/2 < s < n/2 \), then

\[
\| r^{n/2 - s} u \|_{L^\infty_x L^2_t} \lesssim \| u \|_{H^s}, \quad \| r^{(n-1)/2} u \|_{L^\infty_x L^2_t} \lesssim \| u \|_{H^s},
\]

in particular, for radial functions,

\[
\| r^{n/2 - s} r^{-s/2} u \|_{L^\infty_x L^2_t} \lesssim \| u \|_{H^s_{\text{rad}}}. \tag{2.2}
\]

We will also need the following variant of the Sobolev embeddings.

**Lemma 2.2.** Let \( n \geq 2 \). For any \( m \in \mathbb{R} \) and \( k \geq n/2 - n/q \) with \( q \in [2, \infty) \), we have

\[
\| r^{(n-1)(1/2-1/q) + m} u \|_{L^q(\mathbb{R}^n)} \lesssim \sum_{|a| \leq k} \| r^{m} Y^a u \|_{L^2(\mathbb{R}^n)}. \tag{2.3}
\]

Moreover, we have

\[
\| r^{(n-1)/2 + m} u \|_{L^\infty(\mathbb{R}^n)} \lesssim \sum_{|a| \leq [(n+2)/2]} \| r^{m} Y^a u \|_{L^2(\mathbb{R}^n)}, \tag{2.4}
\]

where \([k]\) stands for the integer part of \( k\).

**Proof.** We employ a similar proof of related estimates as in Lemma 3.1 of Lindblad, Metcalfe, Sogge, Tohaneanu and the author [15]. For \( q < \infty \), by Sobolev’s lemma \( H^k \subset L^q \) on \( \mathbb{R} \times S^{n-1} \), we have for each \( j \geq 0 \) the uniform bounds

\[
\left( \int_{j+1}^{j+2} \int_{S^{n-1}} |v|^q \, d\omega \, dr \right)^{\frac{1}{q}} \lesssim \sum_{|a| \leq k} \left( \int_{j}^{j+3} \int_{S^{n-1}} |Y^a v|^2 \, d\omega \, dr \right)^{\frac{1}{2}}.
\]

Hence,

\[
\| v \|_{L^2_x (r \in [j+1, j+2])} \lesssim j^{-(n-1)(1/2-1/q)} \sum_{|a| \leq k} \| Y^a v \|_{L^2_x (r \in [j,j+3])}.
\]

Or more generally, for any \( m \in \mathbb{R} \),

\[
\| r^{m+(n-1)(1/2-1/q)} v \|_{L^2_x (r \in [j+1, j+2])} \lesssim \sum_{|a| \leq k} \| r^m Y^a v \|_{L^2_x (r \in [j,j+3])}.
\]
The factor $j^{-(n-1)(1/2-1/q)}$ on the right comes from the fact that the volume element for $\mathbb{R}^n$ is $r^{n-1}dr$. Recalling that the Sobolev’s lemma on $\mathbb{R}^n$ also gives us

$$\|\langle r \rangle^{m+(n-1)(1/2-1/q)}v\|_{L^2_q(r \in [0,1])} \lesssim \sum_{|\alpha| \leq k} \|\langle r \rangle^m Y^\alpha v\|_{L^2_q(r \in [0,2])}.$$  

The above two inequalities together imply (2.3) if we $l^q$-sum over $j \geq 0$ using the Minkowski integral inequality. A direct modification of the proof yields the case $q = \infty$, (2.4), which completes the proof. □

In the last section, we will also need the weighted Hardy-Littlewood-Sobolev inequalities (Stein and Weiss [25]). Here, we just record a particular case which we will use.

**Lemma 2.3.** Let $n \geq 2$. For any $k \in (0,n)$ and $\alpha \in (-n/2,n/2-k)$, we have

$$\|r^{-\alpha-k}u\|_{L^2(\mathbb{R}^n)} \lesssim \|r^{-\alpha}\sqrt{-\Delta}^k u\|_{L^2(\mathbb{R}^n)}.$$  

In particular, when $k = 2l$ with $l \in \mathbb{Z}_+$, we have

$$\|r^{-\alpha-k}u\|_{L^2(\mathbb{R}^n)} \lesssim \|r^{-\alpha}(-\Delta)^l u\|_{L^2(\mathbb{R}^n)}.$$  

3. Local energy estimates

In this section, we collect the required local energy estimates for $\Box_g$, together with the higher order estimates.

3.1. Local energy estimates.

3.1.1. Asymptotically flat manifolds.

**Lemma 3.1.** Let $n \geq 3$ and consider the linear problem $\Box_g u = F$ on the manifold $(\mathbb{R}^{1+n}, g)$ satisfying (H1) with $\rho = \min(\rho_1, \rho_2) > 0$. Then there exists a constant $\delta_0$, such that for any $\delta \leq \delta_0$, we have the following local energy estimates,

$$\|u\|_{LE} \lesssim \|\partial u(0)\|_{L^2} + \|F\|_{LE^r + L^1L^2}.$$  

This result was essentially proved in Section 2 of [9] and [16], see also Lemma 3.2 of [10] and [31]. Here, let us record one version of the local energy estimates, which are consequences of the classical positive commutator method (also known as Friedrichs’ abc method).

**Lemma 3.2.** Let $f = f(r)$ be any fixed differential function. For any solution $u \in C^\infty([0,T], C^0(\mathbb{R}^n))$ to the equation

$$\partial_t^r - \Delta + h^{\alpha\beta}(t,x)\partial_\alpha \partial_\beta)u = F$$  

in $S_T = [0,T] \times \mathbb{R}^n$ with $h^{\alpha\beta} = h^{\beta\alpha}$, $\sum_{0 \leq \alpha, \beta \leq n}|h^{\alpha\beta}| \leq 1/2$ and $n \geq 3$, we have

$$\int_{S_T} Q dxdt = \int_{S_T} F \left( \partial_t + \frac{n-1}{2r} \right) u dxdt - \int_{\mathbb{R}^n} P^0(t,\cdot)dx|_{0}^{T},$$  

where $P^0 = f(m + h)^{0\beta} \partial_\beta u (\partial_t + \frac{n-1}{2r}) u$,

$$Q_0 = \frac{2f - rf'}{r} \frac{\| \nabla u \|^2}{2} + f' \frac{\| \partial_t u \|^2}{2} + \frac{n-1}{4} \Delta \left( \frac{f}{r} \right) u^2,$$  

$$Q_0 = \frac{2f - rf'}{r} \frac{\| \nabla u \|^2}{2} + f' \frac{\| \partial_t u \|^2}{2} + \frac{n-1}{4} \Delta \left( \frac{f}{r} \right) u^2,$$  

where $P^0 = f(m + h)^{0\beta} \partial_\beta u (\partial_t + \frac{n-1}{2r}) u$,
and
\[
Q = Q_0 + \left( \frac{f}{2} \partial_t h^{\alpha\beta} + \frac{f'}{2} h^{\alpha\beta} \right) \partial_{\alpha} u \partial_{\beta} u - f \partial_t h^{\gamma\beta} \partial_{\gamma} u \partial_{\beta} u - \frac{h^{\gamma\beta}}{r} \frac{f}{r} \partial_t u \partial_{\beta} u \\
- \omega_i h^{i\beta} f' \partial_t u \partial_{\beta} u - \frac{n - 1}{2} \left( \omega_i h^{i\beta} \left( \frac{f'}{r} \right) + \frac{f'}{r} \partial_t h^{\gamma\beta} \right) u \partial_{\beta} u
\]
with \( \omega_i = x^i/r, \) \( \partial_t u = \partial_t u - \omega_i \partial_i u, \) \(|\nabla u|^2 = |\nabla u|^2 - |\partial_t u|^2. \)

This is essentially coming from multiplying \( f(r) \left( \partial_t + \frac{n - 1}{G} \right) u \) to the wave equation and a tedious calculation of integration by parts. See e.g. [16] P200 (5.4).

Similar to the energy estimates, Lemma 3.2 is robust enough for us to obtain many interesting and useful estimates, particularly local energy and KSS estimates.

Typically, \( f \) is chosen to be differential functions satisfying
\[
(3.5) \quad f \leq 1, 2f \geq r f'(r) \geq 0, -\Delta (f/r) \geq 0,
\]
which ensure that \( Q_0 \) is positive semidefinite. In literatures, the typical choices including \( f = 1 \) [19], \( 1 - (3 + r)^{-\delta} (\delta > 0) \) [27], \( r/(R + r) \) [26, 16], \( (r/(R + r))^2 \mu \) (\( \mu \in (0, 1/2), \) [9, 10]).

With the help of Lemma 3.2 with \( f_j = r/(2^j + r) \) and \( j \geq 0, \) and the classical energy estimates, we can give the proof of Lemma 3.1.

At first, we notice that
\[
(3.6) \quad \square_g = \Box + (g^{\alpha\beta} - m^{\alpha\beta}) \partial_{\alpha} \partial_{\beta} + r_1 \partial_r ,
\]
here, and in what follows, we use \( r_m \) to denote functions such that
\[
|\partial_{x}^a r_m(t, x)| \leq C_a \delta(r) - \rho^m - |a| .
\]

Then the equation \( \Box_g u = F \) is equivalent to
\[
(3.7) \quad \Box u + (g^{\alpha\beta} - m^{\alpha\beta}) \partial_{\alpha} \partial_{\beta} u = F - r_1 \partial_r u \equiv G .
\]

With \( f_j = r/(R + r) \) and \( R \geq 1, \) through a direct calculation, it is easy to check from (3.4) that \( Q_0 \) is comparable to
\[
\begin{align*}
(3.8) \quad & \frac{R}{(R + r)^2} \left[ \partial_r u|^2 + |\partial_t u|^2 + \frac{R + r}{R} |\nabla u|^2 + \left( 1 + (n - 3) \frac{R + r}{R} \right) \frac{|u|^2}{r(R + r)} \right].
\end{align*}
\]

By restricting the integral region to \( \{ r \leq R \} \), we get
\[
\int_{S_T \cap \{ r \leq R \}} \frac{1}{R} \left( |\partial_r u|^2 + \frac{|u|^2}{rR} \right) dxdt \lesssim \int_{S_T} Q_0 dxdt .
\]
Together with Hardy’s inequality and a cutoff argument\(^1\) for the part \( \{ r < 1 \}, \) i.e.,
\[
\| u/r \|_{L^2(r<1)} \leq \| \phi(r) u/r \|_{L^2} \lesssim \| \nabla (\phi(r) u) \|_{L^2} \lesssim \| u \|_{L^2(1<r<2)} + \| \partial u \|_{L^2(r<2)},
\]
for some smooth cutoff function \( \phi, \) we see that
\[
\| u \|_{L^2} \lesssim \sup_{R \geq 1} \int_{S_T} Q_0 dxdt .
\]
Recalling (H1.1) and (3.12), we could control the error terms \( \int (Q - Q_0) dxdt \) by \( \delta \| u \|_{L^2}^2 \) (independent of \( R \geq 1 \)), which yields
\[
\| u \|_{L^2}^2 \lesssim \sup_{R \geq 1} \int_{S_T} Q dxdt ,
\]
\(^{1}\)The author learned this simple but clever argument from Jason Metcalfe.
for small enough $\delta$.

Applying Lemma 3.2 and the standard energy inequality to the equation (3.7), we could now obtain

\begin{equation}
\|u\|_{LE} \lesssim \|\partial u(0)\|_{L^2_z} + \|G\|_{L^1_t L^2_z + LE^*}.
\end{equation}

(3.9)

Since $\rho > 0$, we know that

$$
\|r_1 \partial u\|_{LE^*} \lesssim \|u\|_{LE}.
$$

This completes the proof of (3.1), in view of (3.9) and smallness of $\delta$.

3.1.2. Nontrapping asymptotically Euclidean manifolds.

**Lemma 3.3.** Let $n \geq 3$ and consider the linear problem $\Box_g u = F$ on the manifold $(\mathbb{R}^{1+n}, g)$ satisfying (H2) with $\rho = \min(\rho_1, \rho_2 - 1) > 0$. Then for any positive constant $\mu > 0$, we have the following local energy estimates,

\begin{equation}
\|u\|_{LE} \lesssim \|\partial u(0)\|_{L^2_z} + \|F\|_{L^1_t L^2_z + l^{1/2+\mu}_2 L^2_z}.
\end{equation}

(3.10)

**Proof.** It is essentially proved in Sogge and the author [24], where the authors used a cutoff argument to prove KSS estimates based on a weaker version of the local energy estimates of Bony and H{"a}nner [2], which states that for any $\mu > 0$,

\begin{equation}
\|\partial u\|_{L^{1/2-\mu}_z L^2_t L^2} + \|u\|_{L^{3/2-\mu}_z L^2_t L^2} \lesssim \|\partial u(0)\|_{L^2_z} + \|F\|_{L^1_t L^2_z + l^{1/2+\mu}_2 L^2_z}.
\end{equation}

(3.11)

We need only to adapt that proof and notice that we could apply Lemma 3.1 for the part near spatial infinity. We leave the details to the reader. Here, it may be interesting to point out that, such an argument could yield (3.10) for any $\mu > 0$ from (3.11) with certain $\mu_0 > 0$.

\[ \square \]

Remark 3. As is clear from the proof, we do not need the radial assumption for $g_1$, in Lemmas 3.1, 3.3 and 3.6. The radial assumption will be required, however, for the higher order estimates in Lemma 3.5, 3.7.

3.1.3. KSS estimates. To prove almost global or long time existence, one may exploit the KSS estimates (see e.g. [12, 16]). It is known that the KSS estimates are essentially contained in the local energy estimates (for $|x| \leq 2 + T$) and energy estimates (for $|x| \geq 2 + T$), for which we record as the following lemma. One may consult [16] for the proof.

**Lemma 3.4.** For any $\mu_1 > 0, \mu_2 \in [0, 1/2)$, there are positive constants $C_{\mu_1}, C_{\mu_2}$ and $C$, independent of $T > 0$, such that

\begin{equation}
\|\partial u\|_{L^{1/2-\mu_1}_z L^2_x L^2_t} + \|r^{-1} u\|_{L^{1/2-\mu_1}_z L^2_x L^2_t} \leq C_{\mu_1} \|u\|_{LE([0, T] \times \mathbb{R}^n)},
\end{equation}

(3.12)

\begin{equation}
\|\partial u\|_{L^{1/2}_z L^2_x L^2_t} + \|r^{-1} u\|_{L^{1/2}_z L^2_x L^2_t} \leq C (\ln(2 + T))^{1/2} \|u\|_{LE([0, T] \times \mathbb{R}^n)},
\end{equation}

(3.13)

\begin{equation}
\|\partial u\|_{L^{-\mu_2}_z L^2_x L^2_t} + \|r^{-1} u\|_{L^{-\mu_2}_z L^2_x L^2_t} \leq C_{\mu_2} (2 + T)^{1/2-\mu} \|u\|_{LE([0, T] \times \mathbb{R}^n)}.
\end{equation}

(3.14)
3.1.4. higher order estimates.

**Lemma 3.5.** Let \( n \geq 3 \) and consider the linear problem \( \Box_g u = F \) on the manifold \((\mathbb{R}^{1+n}, g)\) satisfying (H1) or (H2), with \( \rho = \min(\rho_1, \rho_2 - 1) > 0 \). Then for small enough \( \delta \) (in the case of (H1)), and for any positive constant \( \mu > 0 \), we have the following higher order local energy estimates,

\[
\|u\|_{LE_k} \lesssim \sum_{|a| \leq k} \|\partial Y^a u(0)\|_{L^2_x} + \|Y^a F\|_{L^1_t L^2_x + L^{2+\nu} L^2_t} .
\]

**Proof.** The estimates for the asymptotically Euclidean manifolds are essentially contained in [2, 24], based on Lemma 3.3. Here, we give only the proof for the asymptotically flat manifolds (H1), in a manner similar to that of [2, 24], by induction. In this case, let us prove a stronger result

\[
\|u\|_{LE_k} \lesssim \sum_{|a| \leq k} \|\partial Y^a u(0)\|_{L^2_x} + \|Y^a F\|_{L^1_t L^2_x + LE^*} .
\]

At first, Lemma 3.1 tells us that it is true for \( k = 0 \). Assuming it is true for some \( m \geq 0 \), then since \( \Box_g u = F \) and (H1), we have

\[
\Box_g Y u = [\Box_g, Y] u + Y F = r_1 \partial^2 u + r_2 \partial u + Y F = r_1 \partial \nabla u + r_2 \partial u + Y F + r_1 F ,
\]

where we have used the facts that \( \partial^2 u = \Delta u + r_0 \nabla u + F + r_0 F \) and the radial part of the metric has no effect in the commutator with rotational vector fields \( \Omega \).

Applying (3.16) to \( Y u \) with \( k = m \) and noticing (3.17), we see that \( \|Y u\|_{LE_m} \) can be controlled by

\[
\lesssim \sum_{|a| \leq m} \|\partial Y^a Y u(0, \cdot)\|_{L^2_x} + \|Y^a \Box_g Y u\|_{L^1_t L^2_x + LE^*} .
\]

Recall that

\[
Y^a(r_1 \partial \nabla u) = r_1 \partial Y^a \nabla u + \sum_{|b| \leq |a|} r_1 \partial Y^b u ,
\]

\[
Y^a(r_2 \partial u) = r_2 \partial Y^a u + \sum_{|b| \leq |a|} r_2 \partial Y^b u ,
\]

since \( \rho > 0 \), it is easy to see that

\[
\sum_{|a| \leq m} \|Y^a(r_1 \partial \nabla u + r_2 \partial u)\|_{LE^*} \lesssim \sum_{|a| \leq m+1} \|r_1 \partial Y^a u\|_{LE^*} \lesssim \delta \sum_{|a| \leq m+1} \|Y^a u\|_{LE} ,
\]

which completes the proof of (3.16), for small enough \( \delta \). \( \blacksquare \)
3.2. Local energy estimates, version 2. In this subsection, for asymptotically flat manifolds, we will prove another version of the local energy estimates, which gives better control on the local part.

Lemma 3.6 (Local energy estimates). Let \( n \geq 3 \) and consider the linear problem \( \square_g u = F \) on the manifold \( (\mathbb{R}^{1+n}, g) \) satisfying (H1) with \( \rho = \min(\rho_1, \rho_2 - 1) > 0 \). Then for any \( \mu \in (0, 1/2), \mu' - \mu \in (0, \rho/2) \), and small enough \( \delta > 0 \),

\[
\|u\|_{L^E} \lesssim \|\partial u(0, \cdot)\|_{L_x^2} + \|\square_g u\|_{L_t^1 L_x^{2+\delta}}.
\]

Proof. This result has essentially been proved in Lemma 2.2 of [9], using multipliers with \( f_j = r/(2^j + r) \) \((j \geq 1)\) and \( f_0 = (r/(1 + r))^{2\mu} \) \((\mu \in (0, 1/2))\). Here, we use a single multiplier\(^2\) to give an alternative proof of the required local energy estimates.

The proof proceeds as that of Lemma 3.1 and we need only to point out the differences here. For \( \mu \in (0, 1/2), \mu' > \mu \), we set

\[
f(r) = \left( \frac{r}{3 + r} \right)^{2\mu} \left( 1 - (3 + r)^{-2(\mu' - \mu)} \right).
\]

Through a direct calculation, it is easy to check from (3.4) that \( Q_0 \) is comparable to \( 2\mu - 1 \), \((r)^{-2\mu} \left[ |\partial_r u|^2 + |\partial_t u|^2 + (r)^{2(\mu' - \mu)} |\nabla u|^2 + (1 + (n - 3)(r)^{2(\mu' - \mu)}) r^{-2} u^2 \right] \), which controls the integrand in the local energy norm. Applying Lemma 3.2 and the standard energy inequality to the equation (3.7), we obtain

\[
\|u\|_{L_t^1 L_x^{2+\delta}} \lesssim \|\partial u(0)\|_{L_x^2} + \|G\|_{L_t^1 L_x^{2+\delta}}.
\]

Since \( 2\mu' \leq \rho + 2\mu \), we have

\[
\|r_1 \partial u\|_{L_x^{2+\delta}} \lesssim \|u\|_{L_t^E} \frac{\delta}{\rho},
\]

and this completes the proof of (3.18), for small enough \( \delta \).

To prove the radial Glassey conjecture, we need to obtain higher order local energy estimates involving the vector fields.

Lemma 3.7. Under the same assumption of Lemma 3.6, we have the higher order local energy estimates for solutions to \( \square_g u = F \) with order \( m \geq 0 \):

\[
\|u\|_{L_t^E L_x^m} \leq C \sum_{|a| \leq m} (\|\partial^a u(0, \cdot)\|_{L_x^2} + \|\nabla^a F\|_{L_t^1 L_x^{2+\delta}}) .
\]

In addition, we have

\[
\sum_{|a| \leq m} \|\partial^a u\|_{L_t^E} \leq C \sum_{|a| \leq m} (\|\partial^a u(0, \cdot)\|_{L_x^{2+\delta}} + \|\partial^a F\|_{L_t^1 L_x^{2+\delta}}) .
\]

The proof is basically the same as that of Lemma 3.5 and we omit the details here.

\(^2\)The idea of constructing one multiplier is inspired by the discussion with Hans Lindblad when the author was working on [15].
3.2.1. Higher order local energy estimates. Here, we record an alternative higher order local energy estimates, which shall be sufficient for us to adapt the current proof to obtain the same set of Theorems in [10], for \( n \geq 3 \).

**Lemma 3.8.** Under the same assumption of Lemma 3.6, we have the higher order local energy estimates for solutions to \( \Box_g u = F \):

\[
\| \nabla u \|_{L^E} \lesssim \| \partial \nabla u(0, \cdot) \|_{L^2} + \| \nabla F \|_{L^E} + \| r_1 F \|_{L^E} + \| r_2 \partial_t u \|_{L^E^*}.
\]

In particular, letting \( \| u \|_{E_2} = \| \nabla u \| + \delta \| u \|_{E} \) and \( \tilde{L}_E^*, \tilde{L}_E^* \) by similar fashion, we have

\[
\| u \|_{\tilde{L}_E^*} \lesssim \| \partial \nabla u(0, \cdot) \|_{L^2} + \delta \| \partial u(0, \cdot) \|_{L^2} + \| F \|_{\tilde{L}_E^*}.
\]

**Proof.** Since \( \Box_g u = F \) and (H1), we have

\[
\Box_g \nabla u = [\Box_g, \nabla] u + \nabla F = r_1 \partial^2 u + r_2 \partial u + \nabla F = r_1 \partial \nabla u + r_2 \partial u + \nabla F + r_1 F,
\]

where we have used the fact that \( \partial_t^2 u = \Delta u + r_0 \partial \nabla u + F + r_0 F \). Notice that

\[
\| r_1 \partial \nabla u + r_2 \nabla u \|_{L^E} \leq C \delta \| \nabla u \|_{L^E},
\]

we see that, by applying Lemma 3.6,

\[
\| \nabla u \|_{L^E} \lesssim \| \partial \nabla u(0, \cdot) \|_{L^2} + \| [\Box_g, \nabla] u \|_{L^E^*} + \| \nabla F \|_{L^E^*} + \| r_1 F \|_{L^E^*} + \| r_2 \partial_t u \|_{L^E^*},
\]

which gives us (3.24). For (3.25), since \( \| r_2 \partial_t u \|_{L^E^*} \leq C \delta \| u \|_{L^E} \), we need only to combine (3.18) with (3.24). \( \square \)

4. GLASSEY CONJECTURE WITH DIMENSION 3

In this section, we will prove Theorem 1.1, mainly based on Lemmas 2.2 and 3.5, for given \( f \) and \( g \) such that (1.6) is satisfied.

As usual, we shall use iteration to give the proof. We set \( u_0 = 0 \) and recursively define \( u_{k+1} \) be the solution to the linear equation

\[
\Box_g u_{k+1} = F_p(u_k), \ u(0, x) = f(x), \ \partial_t u(0, x) = g(x).
\]

**Boundedness:** By the smallness condition (1.6) on the data, it follows from Lemma 3.5 that there is a universal constant \( C_1 \) so that

\[
\| u_1 \|_{L^E_2} \leq C_1 \varepsilon, \quad \| u_{k+1} \|_{L^E_2} \leq C_1 \varepsilon + C_1 \sum_{|a| \leq 2} \| Y^a F_p(u_k) \|_{L^1_1 L^2_2}.
\]

We shall argue inductively to prove that

\[
\| u_{k+1} \|_{L^E_2} \leq 2 C_1 \varepsilon.
\]

By the above, it suffices to show

\[
\sum_{|a| \leq 2} \| Y^a F_p(u) \|_{L^1_1 L^2_2} \leq \varepsilon,
\]

for any \( u \) with \( \| u \|_{L^E_2} \leq 2 C_1 \varepsilon \leq 1 \).

Notice that there exist smooth functions \( b_i, 1 \leq i \leq 5 \), such that

\[
Y^{\leq 2} F_p(u) = b_1(u) |\partial u|^{p-1} Y^{\leq 2} \partial u + b_2(u) |\partial u|^{p-2} (Y^{\leq 1} \partial u)^2 + b_3(u) |\partial u|^{p-1} Y Y^{\leq 1} \partial u + b_4(u) |\partial u|^p Y Y u + b_5(u) |\partial u|^p Y^2 u.
\]
By Lemma 2.2,
(4.4) 
\[ |\partial u| \lesssim \|u\|_{E_2}^{(r)}, \quad |Yu| \lesssim \|u\|_{E_2}. \]
Moreover, since \( u(0) \in L^2_x \) and \( \partial_t u \in L^\infty_t L^2_x \), we have \( u(t) \in L^2_x \) for any \( t \), which ensures that
(4.5) 
\[ \|u(t)\|_{L^\infty_x} \leq C \|\nabla u\|_{L^2} + C \|\nabla^2 u\|_{L^2} \leq C \|u\|_{E_2}. \]
Here, the constant \( C \) is independent of the \( L^2 \) norm of \( u(t) \). By the boundedness of \( u \), smoothness of \( b_i \) and (4.4), we see that
\[ |Y^{\leq 2}F_p(u)| \leq |\partial u|^{p-1}(|Y^{\leq 2}||u| + |Y^{\leq 2}|/\langle \rangle) + |\partial u|^{p-2}|Y^{\leq 1}\partial u|^2. \]

The first term can be dealt with as follows, by (4.4), Lemma 2.2 and Lemma 3.4 with \( \mu_1 = (p - 2)/2 \),
\[ \|\partial u|^{p-1}(|Y^{\leq 2}||u| + |Y^{\leq 2}|/\langle \rangle)\|_{L^1_xL^2_x} \]
\[ \lesssim \|\partial u|^{p-2}Y^{\leq 2}|\partial u|^2\|_{L^1_xL^2_x} \]
\[ \lesssim \|\partial u|^{p-2}Y^{\leq 2}|\partial u|^2\|_{L^1_xL^2_x} \]
\[ \lesssim \|u|_{E_2}^p \|\partial u|^2\|_{L^2_xL^2_x} \]
\[ \lesssim \|u|_{E_2}^p \|\partial u|^2\|_{L^2_xL^2_x} \]
\[ \lesssim \|u|_{E_2}^p. \]
Similarly, for the second term, we get
\[ \|\partial u|^{p-2}Y^{\leq 2}|\partial u|^2\|_{L^1_xL^2_x} \]
\[ \lesssim \|\partial u|^{p-2}Y^{\leq 2}|\partial u|^2\|_{L^1_xL^2_x} \]
\[ \lesssim \|u|_{E_2}^p \|\partial u|^2\|_{L^2_xL^2_x} \]
\[ \lesssim \|u|_{E_2}^p. \]
In conclusion, we see that there exists a constant \( C_2 \) such that
(4.6) 
\[ \sum_{|a| \leq 2} \|Y^a F_p(u)\|_{L^1_xL^2_x} \leq C_2 \|u\|_{L^1_xL^2_x} \leq C_2(2C_1 \varepsilon)^p \leq \varepsilon \]
for \( \varepsilon \leq \varepsilon_0 \) with
\[ C_2(2C_1)^p \varepsilon_0 \leq 1. \]
This finishes the proof of (4.3) and so is the uniform boundedness (4.2).

**Convergence of the sequence \( \{u_k\} \):** Notice that
\[ F_p(u) - F_p(v) = \sum_a a_\alpha(u((\partial u|^p - |\partial v|^p)) + |\partial v|^p(a_\alpha(u) - a_\alpha(v)). \]
Let \( \varepsilon_0 > 0 \) be such that \( 2C_4 \varepsilon_0 \leq 1 \). Since \( a_\alpha \) are smooth functions, it is clear from (4.5), (4.2) that
\[ |a_\alpha(u) - a_\alpha(v)| \lesssim |u - v|, \quad |a_\alpha(u)| \lesssim 1, \ \forall u, v \in \{u_k\}. \]
Based on this observation, (4.4) and the fact \( p > 2 \), together with Lemma 2.2 and Lemma 3.4 with \( \mu_1 = (p - 2)/2 \), we see that
\[ \|F_p(u) - F_p(v)\|_{L^1_xL^2_x} \]
\[ \lesssim \|(\partial u + |v|^p)^{p-1}(\partial(u - v)) + |u - v|/\langle \rangle)\|_{L^1_xL^2_x} \]
\[ \lesssim (\|\partial u\|_{L^\infty_tL^\infty_x}^2 + \|\partial v\|_{L^\infty_tL^\infty_x}^2)^{p-2} \]
\[ \times (\|\partial u\|_{L^2_tL^\infty_x}^2 + \|\partial v\|_{L^2_tL^\infty_x}^2)^{p-2} \]
\[ \lesssim (\|u\|_{L^1_xL^2_x} + \|v\|_{L^1_xL^2_x})^{p-1}\|u - v\|_{L^1_xL^2_x}. \]
that is, there exists a constant $C_3$ such that for any $u, v \in \{u_k\}$,
\[
\|F_p(u) - F_p(v)\|_{L^1 L^2} \leq C_3(\|u\|_{L^6 E^2} + \|v\|_{L^6 E^2})^{p-1}\|u - v\|_{L^6} \leq \|u - v\|_{L^6} / (2C_1) ,
\]
\[
\|u_{k+1} - u_k\|_{L^6} \leq C_1\|F_p(u_k) - F_p(u_{k-1})\|_{L^1 L^2} \leq \frac{1}{2}\|u_k - u_{k-1}\|_{L^6}
\]
provided that $\varepsilon \leq \varepsilon_0$ with
\[
2C_1C_3(4C_1)^{p-1}\varepsilon_0^{p-1} \leq 1 .
\]
Together with the uniform boundedness (4.2), we find an unique global solution $u \in L^\infty L^3 \cap Lip H^2$ with $\|u\|_{L^6 E^2} \leq 2C_1\varepsilon$.

Regularity of the solution: To complete the proof, it remains to prove the regularity of the solution $u \in C_t H^3 \cap C^1_t H^2$. Since $L^\infty L^3 \cap Lip H^2 \subset C_t H^2 \cap C^1_t H^1$, it suffices to prove $\partial u \in C_t H^2$. For any $t_1 > t_0 \geq 0$, we set $w$ be the solution to the homogeneous wave equation
\[
\Box_g w = 0, w(t_0) = u(t_0), \partial_t w(t_0) = \partial_t u(t_0) ,
\]
and so
\[
\Box_g (u - w) = F_p(u), (u - w)(t_0) = 0, \partial_t (u - w)(t_0) = 0 ,
\]
It is well-known that $w \in C_t H^3 \cap C^1_t H^2$. Now, by Lemma 3.5,
\[
\|u(t_1) - u(t_0)\|_{E^2} \leq \|u(t_1) - w(t_1)\|_{E^2} + \||w(t_1) - u(t_0)\|_{E^2} \leq \sum_{|\alpha| \leq 2} \|Y^\alpha F_p(u)\|_{L^1((t_0,t_1];L^2_x)} + o(t_1 - t_0) .
\]
Since $Y^\alpha F_p(u) \in L^1 L^2_x$ (see (4.6)), it is clear that $\|Y^\alpha F_p(u)\|_{L^1((t_0,t_1];L^2_x)} = o(t_1 - t_0)$ and so is $\|u(t_1) - u(t_0)\|_{E^2}$, which completes the proof of the regularity.

5. HIGH DIMENSIONAL WAVE EQUATIONS

In this section, for high dimensional wave equations, we will prove Theorem 1.2, based on Lemmas 2.2 and 3.5, for given $f$ and $g$ such that (1.7) is satisfied.

We will proceed as in Section 4 to give the proof and we give only the proof of the uniform boundedness of the iteration series $u_k$.

Based on (4.1), we shall argue inductively to prove that
\[
\|u_{k+1}\|_{L^6_m} \leq 2C_1\varepsilon ,
\]
which it suffices to show
\[
\sum_{|\alpha| \leq m} \|Y^\alpha F_p(u)\|_{L^1 L^2} \leq \varepsilon ,
\]
for any $u$ with $\|u\|_{L^6_m} \leq 2C_1\varepsilon \leq 1$.

We are assuming $a_\alpha(u) = a_\alpha$, and so $|Y^\leq m F_p(u)|$ is controlled by terms of the following form
\[
|\partial u|^{p-2}\Pi_{i=1}^j |Y^\alpha_i \partial u| , 1 \leq a_i \leq a_{i+1}, \sum_{i=1}^j a_i \leq m .
\]
Here, we have abused the notation $a_i$ with the order $|a_i|$. We will consider two cases separately: 1) $j \leq 1$, 2) $j \geq 2$. 
Case 1), \(j \leq 1\). In this case, by Lemma 2.2, we see that

\[
\|\partial u\|^{p-1} Y \leq m \partial u \|L_1 L_2^p\| \leq \|\langle r \rangle^{(n-1)/2} \partial u\|_{L_1^r L_2^{p-2}} \|\langle r \rangle^{(n-1)/2-(n(p-1)/4)} \partial u\|_{L_1^r L_2^{p-2}} \times \|\langle r \rangle^{-(n-1)(p-1)/4} Y \leq m \partial u\|_{L_1^r L_2^{p-2}} 
\]

\[
\leq \|Y \leq m \partial u\|_{L_1^r L_2^{p-2}} \|\langle r \rangle^{-(n-1)(p-1)/4} Y \leq m \partial u\|_{L_1^r L_2^{p-2}} 
\]

Case 2) \(j \geq 2\). Since \(a_1 \geq 1\) and \(\sum a_i \leq m\), we get \(a_i \in [1, [n/2]]\) and

\[
c_i = m - a_i \in [1, [n/2]] .
\]

Fix \(\varepsilon_i \in (0, c_i)\), such that

\[
\sum \varepsilon_i = -\frac{n}{2}(j - 1) + \sum c_i .
\]

Notice that it is possible since

\[
-\frac{n}{2}(j - 1) + \sum c_i = -\frac{n}{2}(j - 1) + mj - \sum a_i \geq (j - 1)(m - \frac{n}{2}) > 0 .
\]

We can define \(p_i \in (2, \infty)\) through

\[
n(\frac{1}{2} - \frac{1}{p_i}) = c_i - \varepsilon_i \in (0, n/2) .
\]

Here, we notice that (5.4) ensures that \(\sum 1/p_i = 1/2\).

Now, we set \(d_i = (n - 1)(p - j)/(2j) + (n - 1)(1/2 - 1/p_i)\) for \(i < j\), and \(d_j = -\sum_{i=1}^{j-1} d_i\). Then

\[
d_j - (n - 1)(p - j)/(2j) - (n - 1)(1/2 - 1/p_j) = -(n - 1)(p - 1)/2 .
\]

Applying Lemma 2.2 and Hölder’s inequality, we could control \(\|\partial u\|^{p-j} \Pi_{i=1}^j Y_a \partial u\|_{L_1^r L_2^{p-i}}\) as follows

\[
\leq \|\langle r \rangle^{(n-1)/2} \partial u\|_{L_1^r L_2^{p-j}} \Pi_{i=1}^j \|\langle r \rangle^{d_i-(n-1)(p-j)/(2j)} Y_a \partial u\|_{L_1^r L_2} \times \|\langle r \rangle^{d_j-(n-1)(p-j)/(2j)} Y_a \partial u\|_{L_1^r L_2} 
\]

\[
\leq \|Y \leq m \partial u\|_{L_1^r L_2^{p-j}} \Pi_{i=1}^j \|\langle r \rangle^{(n-1)(1/2-1/p_i)} Y_a \partial u\|_{L_1^r L_2} \times \|\langle r \rangle^{(n-1)(1/2-1/p_i)} Y_a \partial u\|_{L_1^r L_2^{p-j}} 
\]

\[
\leq \|Y \leq m \partial u\|_{L_1^r L_2^{p-j}} \Pi_{i=1}^j \|\langle r \rangle^{-(n-1)(p-1)/4} Y \leq m \partial u\|_{L_1^r L_2^{p-j}} 
\]

In summary, we have proved that

\[
\|Y \leq m F_p(u)\|_{L_1^r L_2} \leq \|Y \leq m \partial u\|_{L_1^r L_2^{p-2}} \leq \|\langle r \rangle^{-(n-1)(p-1)/4} Y \leq m \partial u\|_{L_1^r L_2^{p-2}} .
\]

When \(p > 1 + 2/(n - 1)\), by Lemma 3.4 with \(\mu_1 = (n - 1)(p - 1)/4 - 1/2 > 0\), it is controlled by \(\|u\|_{L^{E_m}}\) and so is (5.2), with small enough \(\varepsilon\). For the remaining
situation, that is \( n = 3 \) and \( p = 2 \), we have \((n-1)(p-2)/4 = 1/2\), and we get from (3.13) in Lemma 3.4 that
\[
\|Y^{\leq m} F_p(u)\|_{L^2_t L^2_r} \lesssim \ln(2 + T)\|u\|_{L^2}^2 ,
\]
which yields (5.2), for \( T \leq \exp(c/\varepsilon) \) with small enough \( \varepsilon \) and \( c \).

6. Radial Glassey conjecture

In this section, we give the proof for Theorem 1.3, by using Lemma 2.1 and Lemma 3.7.

We set \( u_0 \equiv 0 \) and recursively define \( u_{k+1} \) to be the solution to the linear equation
\[
\Box g u_{k+1} = c_1|\partial_t u_k|^2 + c_2|\nabla u_k|^p \equiv G_p(u_k), u(0, x) = f, \partial_t u(0, x) = g.
\]

As in Section 5, we give only the proof of the uniform boundedness of the iteration series \( u_k \) with respect to \( LE_1 \), which could be reduced to the proof of
\[
\|u\|_{LE_1} \leq 2C \|u\|_{LE_1} \Rightarrow \|G_p(u)\|_{LE_1} \leq \varepsilon
\]
by Lemma 3.7 with \( m = 1 \).

Recall from (2.2) in Lemma 2.1 with \( s = 1 \), we have for radial functions \( u \) (see e.g. [10] Lemma 2.4),
\[
\|r^{(n-2)/2}(r)^{1/2} \partial u\|_{L^\infty_r L^2_t} \lesssim \|r^{(n-2)/2}(r)^{1/2} \partial u\|_{L^\infty_r L^2_t} \lesssim \|\nabla \partial u\|_{L^2}.
\]

So
\[
\|G_p(u)\|_{LE_1} \lesssim \|r^{1/2} (r)^{\mu'} \nabla \partial u\|_{L^2_r L^2_t}
\]
\[
\lesssim \|r^{1/2} (r)^{\mu'} |\partial u|^{p-1} \nabla \partial u\|_{L^2_r L^2_t}
\]
\[
\lesssim \|r^{(n-2)/2} (r)^{1/2} \partial u\|_{L^\infty_r L^2_t} \|r^{p-1} (r)^{\mu'}-\|r^{(p-1)/2} \nabla \partial u\|_{L^2_r L^2_t}
\]
\[
\lesssim \|u\|_{LE_1}
\]
provided that \( 1/2 - \mu - (n-2)(p-1)/2 \geq -1/2 + \mu \), \( 1/2 - \mu - (n-2)(p-1)/2 + \mu' - (p-1)/2 \leq -1/2 + \mu - \mu' \), which is true if we set
\[
\mu = \frac{1}{2} - \frac{n-2}{4} (p-1), \quad \mu' = \frac{p-1}{4}.
\]

Then by choosing \( \varepsilon > 0 \) small enough, we get (6.2), and so is Theorem 1.3.

7. Global existence for radial data

In this section, we give the proof for Theorem 1.4, filling some gap between Theorem 1.2 and 1.3, by using Lemma 2.1, Lemma 3.7, as well as Lemma 2.2, 2.3.

7.1. Dimension \( n = 5 \). At first, let us give the proof for \( n = 5 \) and \( p \in [2, 3) \), we give only the proof of the uniform boundedness here, which, by (3.23), amounts to the proof of
\[
\|\nabla \partial u(0)\|_{L^2_r} \leq \varepsilon \Rightarrow \|\partial \nabla \partial u(0)\|_{L^2_r} \lesssim \varepsilon
\]
\[
\|\partial \nabla \partial u\|_{LE_1} \leq \varepsilon \Rightarrow \|\partial \nabla \partial G_p(u)\|_{LE_1} \leq \varepsilon
\]
for radial functions and small enough \( \varepsilon \).

For (7.1), we observe from the equation that
\[
|\partial \nabla \partial u(0)| \leq |\nabla \partial \nabla \partial u(0)| + |\partial u(0)|^{p-1} |\nabla \partial u(0)| + |\partial u(0)|^{2p-1}.
\]
Since \( p \in [2, 3) \), by Sobolev embeddings \( H^1 \subset L^2 \cap L^{10/3} \) and \( H^2 \subset L^2 \cap L^{10} \), we see that
\[
\| \partial^2 \partial u(0) \|_{L^2} \lesssim \| \nabla \partial^2 \partial u(0) \|_{L^2} + \| \nabla \partial^2 \partial u(0) \|_p^p + \| \nabla \partial^2 \partial u(0) \|_{L^2}^{2p-1},
\]
which completes the proof of (7.4).

Recall from Lemma 2.2 with \( k = 1 \), that
\[
\langle r \rangle^{(n-1)/n} u \|_{L^{2n/(n-2)}}^2 \lesssim \| Y^1 u \|_{L^2},
\]
from which, together with (2.2) with \( s = 1 \), and Hölder’s inequality, yields
\[
(7.3) \quad \| r^{1/4} \langle r \rangle^{3/4} u \|_{L^4 L^8} \lesssim \| Y^1 u \|_{L^2}, \quad n = 5.
\]
Here, we introduced the mixed-norm \( L^p L^s \) with respect to the polar coordinates \( x = r \omega, \omega \in S^{n-1} \)
\[
\| f \|_{L^p L^s} = \left( \int \| f(r) \|_{L^s}^p r^{n-1} dr \right)^{1/p},
\]
with obvious modification for \( p = \infty \). A cutoff argument gives us that for any \( m_1, m_2 \in \mathbb{R} \), we have
\[
(7.4) \quad \| r^{1/4+m_1} \langle r \rangle^{3/4+m_2} u \|_{L^4 L^8} \lesssim \| r^{m_1} \langle r \rangle^{m_2} Y^1 u \|_{L^2} + \| r^{m_1-1} \langle r \rangle^{m_2} u \|_{L^2}, \quad n = 5.
\]
Actually, introducing a radial cutoff function \( \phi \in C_0^\infty(\mathbb{R}^n) \) with \( \phi = 1 \) for \( |x| \leq 2 \) and \( \phi = 0 \) for \( |x| \geq 3 \), and applying (7.3), we get
\[
\| r^{1/4+m_1} \langle r \rangle^{3/4+m_2} \phi u \|_{L^4} \lesssim \| r^{1/4} \langle r \rangle^{3/4} \phi \|_{L^4}
\lesssim \sum_{|a| \leq 1} \| Y^a \phi \|_{L^2(r \leq 3)}
\lesssim \| r^{m_1-1} u \|_{L^2(r \leq 3)} + \| r^{m_2} Y u \|_{L^2(r \leq 3)},
\]
and for \( j \geq 1, \)
\[
\| r^{1/4+m_1} \langle r \rangle^{3/4+m_2} u \|_{L^4(j+1 \leq r \leq j+2)} \lesssim \sum_{|a| \leq 1} \| Y^a u \|_{L^2(j \leq r \leq j+3)}.
\]
The above two inequalities together imply (7.4) if we \( t^4 \)-sum over \( j \geq 0 \).

Also, by Lemma 2.1 with \( s = 2 \), we have for radial functions \( u \) (see e.g. [10] Lemma 2.4),
\[
(7.5) \quad \| r^{1/2} (r) \langle r \rangle^{3/2} \partial u \|_{L^p} \lesssim \| r^{1/2} (r) \langle r \rangle^{3/2} \partial u \|_{L^p L^2} \lesssim \| \nabla \partial^2 \partial u \|_{L^2}, \quad n = 5.
\]
There are two kinds of typical terms in \( \partial^2 \partial G_r(u), \) i.e., \( |\partial u|^{p-1} \partial^2 \partial u \) and \( |\partial u|^{p-2} |\partial^2 \partial u|^2 \).

The first term can be dealt with as follows, by (7.5),
\[
\| \partial u |^{p-1} \partial^2 \partial u \|_{L^p} \lesssim \| r^{1/2} \langle r \rangle^{3/2} \partial u \|_{L^p L^2} \lesssim \| \nabla \partial^2 \partial u \|_{L^2}^p,
\]
if
\[
(6.6) \quad \mu = (3 - p)/4, \mu' = p - 3/2.
\]
Similarly, for the second term, by \(7.5\), we get
\[
\|\|\partial u\|^{p-2}\|\partial^2 u\|^{2}\|_{L^1_t L^2_x} \lesssim \|r^{-1/2}(r)^{3/2}\partial u\|^{p-2}\|L^2_t L^\infty_x\|\|r^{-(p-2)/4}\langle r \rangle^{-3(p-2)/4}\partial^2 u\|^{2}\|_{L^1_t L^2_x} \\
\lesssim \|\nabla \partial^2 u\|^{p-2}\|_{L^p_t L^2_x}\|r^{-(p-2)/4}\langle r \rangle^{-3(p-2)/4}\partial^2 u\|^{2}\|_{L^1_t L^2_x} .
\]
Here, for the last term, we distinguish two cases: \(\partial^2 u = \partial \partial_t u\) and \(\partial^2 u = \nabla u\). For the first case, since \(u\) is radial, \(\partial_t u\) is also radial and \(\nabla \partial_t u = \tilde{\pi} \partial_t \partial_t u\). By \(7.6\) and \(7.4\), we have
\[
\|r^{-(p-2)/4}\langle r \rangle^{-3(p-2)/4}\partial \partial_t u\|^{2}\|_{L^1_t L^2_x} \lesssim \|r^{-(p-2)/4}\langle r \rangle^{-3(p-2)/4}\partial_1 \partial_t u\|^{2}\|_{L^1_t L^2_x} \\
\lesssim \|r^{-(p-1)/4}(r)^{-3(p-1)/4}\nabla \tilde{\pi}^1 \partial_t \partial_t u\|^{2}\|_{L^2_t L^2_x} + \|r^{-(p+3)/4}(r)^{-3(p-1)/4}\partial_1 \partial_t u\|^{2}\|_{L^2_t L^2_x} \\
\lesssim \|r^{-(p-1)/4}(r)^{-3(p-1)/4}\partial \tilde{\pi}^2 u\|^{2}\|_{L^1_t L^2_x} + \|r^{-(p+3)/4}(r)^{-3(p-1)/4}\partial \partial_t u\|^{2}\|_{L^1_t L^2_x} \\
\lesssim \|\partial \partial^2 u\|_{L^2_t L^2_x} .
\]
For the second case, it is a little more involved, due to the fact that \(\nabla u\) is nonradial. Anyway, in this case, we observe that \(\|\nabla^2 u\| \lesssim \|\partial^2 u\| + \|\partial_t u\|/r\). As a consequence,
\[
\|r^{-(p-2)/4}(r)^{-3(p-2)/4}\nabla \nabla u\|^{2}\|_{L^1_t L^2_x} \lesssim \|r^{-(p-2)/4}(r)^{-3(p-2)/4}\partial \partial_t u\|^{2}\|_{L^1_t L^2_x} + \|r^{-(p-2)/4-1}(r)^{-3(p-2)/4}\partial_1 \partial_t u\|^{2}\|_{L^1_t L^2_x} \\
\lesssim \|r^{-(p-1)/4}(r)^{-3(p-1)/4}\nabla \tilde{\pi}^1 \partial_1 \partial_t u\|^{2}\|_{L^2_t L^2_x} + \|r^{-(p-1)/4-1}(r)^{-3(p-1)/4}\partial_1 \partial_t u\|^{2}\|_{L^2_t L^2_x} \\
+ \|r^{-(p-1)/4-2}(r)^{-3(p-1)/4}\nabla \partial_1 \partial_t u\|^{2}\|_{L^2_t L^2_x} + \|r^{-(p-1)/4-3}(r)^{-3(p-1)/4}\nabla \partial_1 \partial_t u\|^{2}\|_{L^2_t L^2_x} \\
\lesssim \|r^{-(p-1)/4}(r)^{-3(p-1)/4}\nabla \tilde{\pi}^3 u\|^{2}\|_{L^2_t L^2_x} + \|r^{-(p-1)/4-1}(r)^{-3(p-1)/4}\nabla \partial_1 \partial_t u\|^{2}\|_{L^2_t L^2_x} \\
+ \|r^{-(p-1)/4-2}(r)^{-3(p-1)/4}\nabla \partial_1 \partial_t u\|^{2}\|_{L^2_t L^2_x} + \|r^{-(p-1)/4-3}(r)^{-3(p-1)/4}\nabla \partial_1 \partial_t u\|^{2}\|_{L^2_t L^2_x} \\
\lesssim \|r^{-(p-1)/4}(r)^{-3(p-1)/4}\nabla \tilde{\pi}^3 u\|^{2}\|_{L^2_t L^2_x} + \|r^{-(p-1)/4-1}(r)^{-3(p-1)/4}\nabla \partial_1 \partial_t u\|^{2}\|_{L^2_t L^2_x} \\
+ \|r^{-(p-1)/4-2}(r)^{-3(p-1)/4}\nabla \partial_1 \partial_t u\|^{2}\|_{L^2_t L^2_x} + \|r^{-(p-1)/4-3}(r)^{-3(p-1)/4}\nabla \partial_1 \partial_t u\|^{2}\|_{L^2_t L^2_x} ,
\]
where, in the second to the last inequality, we have used Lemma 2.3 with \(k = 2\). In conclusion, we have proved
\[
\|\|\partial u\|^{p-1}\|\partial^2 u\|\|_{L^1_t L^2_x} \lesssim \|\|\partial u\|^{p-2}\|\partial \partial_t u\|^{2}\|_{L^1_t L^2_x} \lesssim \|\partial \partial^2 u\|_{L^2_t L^2_x} ,
\]
which completes the proof of \(7.2\).

7.2. Even Spatial Dimension \(n \geq 4\). In this subsection, we turn to the proof for the even spatial dimension \(n \geq 4\). As before, we give only the proof of
\[
\|\nabla \nabla^{n/2} u(0)\|_{L^2_x} \leq \varepsilon, \|\partial u(0)\|_{L^\infty_x} \lesssim 1 \Rightarrow \|\partial \nabla^{n/2} u(0)\|_{L^2_x} \lesssim \varepsilon ,
\]
\[
\|\|\partial \nabla^{n/2} u\|_{L^2_t L^2_x} \lesssim \varepsilon \Rightarrow \|\partial \nabla^{n/2} u\|_{L^2_t L^2_x} \leq \varepsilon ,
\]
for radial functions and small enough \(\varepsilon\).

\(^3\)The argument used here is inspired by an unpublished work of the author, in collaboration with Kunio Hidano and Kazuyoshi Yokoyama.
For (7.7), by equation and a tedious calculation, we can find that
\[
|\partial^a \partial u(0)| \lesssim |\partial u(0)|^{|\alpha|-(p-1)+1} + \sum_{|\alpha_1| \geq 1, \sum |\alpha_1| \leq |\alpha|} |\partial u(0)|^{(|\alpha| - \sum |\alpha_1|)(p-1) - m + 1} \Pi_{i=1}^m |\nabla^i \partial u(0)|.
\]
The $L^2$ norm of the first term on the right is trivial. For the remaining terms, since $\partial u(0)$ is bounded, we need only to control the $L^2$ norm of $\Pi_{i=1}^m |\nabla^i \partial u(0)|$. For this purpose, we introduce $q_i \in [2, \infty)$, satisfying
\[
\sum \frac{1}{q_i} = \frac{1}{2}, \quad \frac{n}{q_i} \geq |\alpha_i|,
\]
which is possible since $\sum |\alpha_i| \leq |\alpha| \leq n/2$. Then by Sobolev embeddings $H^{n/2-|\alpha_i|} \subset \mathcal{L}^0$ and Hölder’s inequality, we get
\[
\|\Pi_{i=1}^m |\nabla^i \partial u(0)|\|_{L^2} \lesssim \Pi_{i=1}^m \|\nabla^i \partial u(0)\|_{L^{q_i}} \lesssim \Pi_{i=1}^m \|\nabla^i \partial u(0)\|_{H^{n/2-|\alpha_i|}} \lesssim \|\partial^{\leq n/2} \partial u(0)\|_{L^2}^n,
\]
which yields the desired result (7.7).

By Lemma 2.1, we have for radial functions,
\[
(7.9) \quad \|r^{(r-1)/2-\epsilon} \partial u\|_{L^p} \lesssim \|r^{(r-1)/2-\epsilon} \partial u\|_{L^p} \lesssim \|\partial u\|_{H^{n/2}}, \forall \epsilon > 0.
\]
Since $G_p(u) = c_1 |\partial u|^p + c_2 |\nabla u|^p$, $|\partial^{\leq n/2} G_p(u)|$ is controlled by terms of the following form
\[
(7.10) \quad |\partial u|^{p-j} \Pi_{i=1}^j |\partial^{\alpha_i} \partial u|, 1 \leq a_i \leq a_{i+1}, \sum_{i=1}^j a_i \leq n/2.
\]
We will consider two cases separately: 1) $j \leq 1$, 2) $j \geq 2$.

Case 1), $j \leq 1$. In this case, with $\mu = \frac{1}{4}$, $\mu' = \frac{(n-1)(p-1)-1}{4}$, we set $\epsilon = 1/(2(p-1))$. By (7.9), , we have
\[
\|\partial u|^{p-1} \partial^{\leq n/2} \partial u\|_{L^p} \lesssim \|r^{(r-1)/2-\epsilon} \partial u\|_{L^p} \lesssim \|\partial u\|_{H^{n/2}}.
\]

Case 2) $j \geq 2$. Since $a_1 \geq 1$ and $\sum a_i \leq n/2$, we get $a_i \in [1, n/2 - 1]$ and
\[
c_i = n/2 - a_i \in [1, n/2 - 1] \in (0, n/2).
\]
Fix $\varepsilon_i \in [0, c_i)$, such that
\[
\sum \varepsilon_i = -\frac{n}{2} (j-1) + \sum c_i.
\]
Notice that it is possible since
\[
-\frac{n}{2} (j-1) + \sum c_i = -\frac{n}{2} (j-1) + j \frac{n}{2} - \sum a_i \geq 0.
\]
We can define $p_i \in (2, \infty)$ through
\[
n \left( \frac{1}{2} - \frac{1}{p_i} \right) = c_i - \varepsilon_i \in \left( 0, \frac{n}{2} \right).
\]
Here, we notice that (7.11) ensures that $\sum 1/p_i = 1/2$. Setting $\epsilon = 1/(2(p - j))$, we have
\[
\frac{n - 1 - 2\epsilon}{2}(p - j) + \sum_{i=1}^{j}(n - 1)(\frac{1}{2} - \frac{1}{p_i}) = 2\mu'.
\]
Then, applying Lemma 2.2, (7.9) and Hölder’s inequality, we get
\[
\begin{align*}
&\quad \|\partial u\|^2 \|\Pi_{i=1}^{p-1}\| \partial^{a_i} \partial u\|_{L^E}^{p_j} \\
&\leq \|\partial^r (r)^{(n-1)/2-\epsilon} \partial u\|_{L^p_j L^2} \|\Pi_{i=1}^{p-1} \langle (r)^{(n-1)(1/2-1/p_i)} \partial^{a_i} \partial u\|_{L^p_j L^2} \\
&\times |r|^{1/2-\epsilon(p-j)}(r)^{\mu'-(n-1-2\epsilon)(p-j)/2-\sum_{i=1}^{p-1}(n-1)(1/2-1/p_i)} \partial^{a_j} \partial u\|_{L^p_j L^2} \\
&\leq \|\nabla \nabla^{n/2} \partial u\|_{L^p_j L^2} \|r^{-1/2+\mu} (r)^{-\mu'}+(n-1)(1/2-1/p_j) \partial^{a_j} \partial u\|_{L^p_j L^2} \\
&\times \Pi_{i=1}^{p-1} \|Y^{\leq n/2} \partial u\|_{L^p_j L^2} \|r^{-1/2+\mu} (r)^{-\mu'}+(n-1)(1/2-1/p_j) \partial^{a_j} \partial u\|_{L^p_j L^2} \\
&\lesssim \|\partial^{\leq n/2} \partial u\|_{L^p_j L^2} \|r^{-1/2+\mu} (r)^{-\mu'}+(n-1)(1/2-1/p_j) \partial^{a_j} \partial u\|_{L^p_j L^2} \lesssim \|\partial^{\leq n/2} \partial u\|_{L^E}.
\end{align*}
\]
In fact, by Lemma 2.2 and 2.3, we know that
\[
\begin{align*}
&\quad \|r^{-1/2+\mu} (r)^{-\mu'}+(n-1)(1/2-1/p_j) \partial^{a_j} \partial u\|_{L^p_j L^2} \\
&\leq \|Y^{\leq n/2} \partial u\|_{L^p_j L^2} \\
&\lesssim \|r^{-1/2+\mu} (r)^{-\mu'} \partial^{a_j} \partial u\|_{L^p_j L^2} + \sum_{k=1}^{c_j} \sum_{|b| \leq c_j-k} \|r^{-1/2+\mu-k} (r)^{-\mu'} \partial^{a_j+b} \partial u\|_{L^p_j L^2} \\
&\lesssim \|r^{-1/2+\mu} (r)^{-\mu'} \partial^{\leq n/2} \partial u\|_{L^p_j L^2} + \|r^{-3/2+\mu} (r)^{-\mu'} \partial^{\leq n/2} \partial u\|_{L^p_j L^2} \\
&\quad + \sum_{3 \leq 2l+1 \leq c_j} \sum_{|b| \leq c_j-2l} \|r^{-1/2+\mu-2l-1} (r)^{-\mu'} \partial^{\leq a_j+b} \partial u\|_{L^p_j L^2} \\
&\quad + \sum_{2 \leq 2l \leq c_j} \sum_{|b| \leq c_j-2l} \|r^{-1/2+\mu-2l} (r)^{-\mu'} \partial^{\leq a_j+b} \partial u\|_{L^p_j L^2} \\
&\lesssim \|r^{-1/2+\mu} (r)^{-\mu'} \partial^{\leq n/2} \partial u\|_{L^p_j L^2} + \|r^{-3/2+\mu} (r)^{-\mu'} \partial^{\leq n/2} \partial u\|_{L^p_j L^2} \\
&\quad + \sum_{3 \leq 2l+1 \leq c_j} \sum_{|b| \leq c_j-2l} \|r^{-1/2+\mu-2l} \Delta^{l} (r)^{-\mu'} \partial^{\leq a_j+b} \partial u\|_{L^p_j L^2} \\
&\quad + \sum_{2 \leq 2l \leq c_j} \sum_{|b| \leq c_j-2l} \|r^{-1/2+\mu}\Delta^{l} (r)^{-\mu'} \partial^{\leq a_j+b} \partial u\|_{L^p_j L^2} \\
&\lesssim \|r^{-1/2+\mu} (r)^{-\mu'} \partial^{\leq n/2} \partial u\|_{L^p_j L^2} + \|r^{-3/2+\mu} (r)^{-\mu'} \partial^{\leq n/2} \partial u\|_{L^p_j L^2}.
\end{align*}
\]
In summary, we have proved that
\[
\|\partial^{\leq n/2} G_{\mu}(u)\|_{L^E} \lesssim \|\partial^{\leq n/2} \partial u\|_{L^p_j L^2} + \|r^{-1/2+\mu} (r)^{-\mu'} \partial^{\leq n/2} \partial u\|_{L^p_j L^2}.
\]
which is sufficient to prove (7.8), with small enough $\epsilon$.

Acknowledgements. The author would like to thank the anonymous referee for valuable comments, which helped improve this manuscript.
References

[1] S. Alinhac, On the Morawetz-Keel-Smith-Sogge inequality for the wave equation on a curved background. Publ. Res. Inst. Math. Sci. 42 (2006), 705–720. MR2266993

[2] J.-F. Bony, D. Häfner, The semilinear wave equation on asymptotically Euclidean manifolds. Comm. Partial Differential Equations 35 (2010), no. 1, 23–67. MR2748617

[3] N. Burq, Global Strichartz estimates for nontrapping geometries: about an article by H. Smith and C. Sogge. Comm. Partial Differential Equations 28 (2003), 1675–1683. MR2001179

[4] D. Fang, C. Wang, Weighted Strichartz estimates with angular regularity and their applications. Forum Math., 23 (2011), no. 1, 181–205. MR2769870

[5] D. Fang, C. Wang, Almost global existence for some semilinear wave equations with almost critical regularity. Comm. Partial Differential Equations 38 (2013), no. 9, 1467-1491. MR3169752

[6] R. T. Glassey, MathReview to “Global behavior of solutions to nonlinear wave equations in three space dimensions” of Sideris, Comm. Partial Differential Equations (1983).

[7] K. Hidano, J. Metcalfe, H. F. Smith, C. D. Sogge, Y. Zhou, On abstract Strichartz estimates and the Strauss conjecture for nontrapping obstacles, Trans. Amer. Math. Soc. 362 (2010), no. 5, 2789–2809. MR2584618

[8] K. Hidano, K. Tsutaya, Global existence and asymptotic behavior of solutions for nonlinear wave equations, Indiana Univ. Math. J., 44 (1995), 1273–1305. MR1386769

[9] K. Hidano, C. Wang, K. Yokoyama, On almost global existence and local well-posedness for some 3-D quasi-linear wave equations, Adv. Differential Equations 17 (2012), no. 3-4, 267–306. MR2919103

[10] K. Hidano, C. Wang, K. Yokoyama, The Glassey conjecture with radially symmetric data. J. Math. Pures Appl. (9) 98 (2012), no. 5, 518–541. MR2980460

[11] K. Hidano, K. Yokoyama, A remark on the almost global existence theorems of Keel, Smith and Sogge. Funkcial. Ekvac. 48 (2005), no. 1, 1–34. MR2154375

[12] M. Keel, H. Smith, C. D. Sogge, Almost global existence for some semilinear wave equations, Dedicated to the memory of Thomas H. Wolff. J. Anal. Math. 87 (2002), 265–279. MR1945285

[13] S. Klainerman, Uniform decay estimates and the Lorentz invariance of the classical wave equation. Commun. Pure Appl. Math. 38 (1985), 321–332. MR0784477

[14] C. E. Kenig, G. Ponce, L. Vega, On the Zakharov and Zakharov-Schulman systems. J. Funct. Anal. 127 (1995), 204–234. MR1308623

[15] H. Lindblad, J. Metcalfe, C. D. Sogge, M. Tohaneanu, C. Wang The Strauss conjecture on Kerr black hole backgrounds. Math. Ann., to appear. arXiv:1304.4145. DOI

[16] J. Metcalfe, C. D. Sogge, Long-time existence of quasilinear wave equations exterior to star-shaped obstacles via energy methods, SIAM J. Math. Anal. 38 (2006), no. 1, 188–209. MR2217314

[17] J. Metcalfe, D. Tataru, Global parametrices and dispersive estimates for variable coefficient wave equations. Math. Ann. 353 (2012), no. 4, 1183–1237. MR2944027

[18] J. Metcalfe, D. Tataru, M. Tohaneanu, Price’s law on nonstationary space-times. Adv. Math. 230 (2012), no. 3, 995–1028. MR2921169

[19] C. S. Morawetz, Time decay for the nonlinear Klein-Gordon equations, Proc. R. Soc. Lond. Ser. A 306 (1968), 291–296. MR0234136

[20] M. A. Rammaha, Finite-time blow-up for nonlinear wave equations in high dimensions. Comm. Partial Differential Equations 12 (1987), no. 6, 677–700. MR0879355

[21] J. Schaeffer, Finite-time blow-up for utt − ∆u = H(ux, ut). Comm. Partial Differential Equations 11 (1986), no. 5, 513–543. MR0829595

[22] T. C. Sideris, Global behavior of solutions to nonlinear wave equations in three dimensions, Comm. Partial Differential Equations 8 (1983), 1291–1323. MR0711440

[23] H. F. Smith, C. D. Sogge, Global Strichartz estimates for nontrapping perturbations of the Laplacian, Comm. Partial Differential Equations 25 (2000), 2171–2183. MR1789924

[24] C. D. Sogge, C. Wang, Concerning the wave equation on asymptotically Euclidean manifolds. J. Anal. Math. 112 (2010), no. 1, 1–32. MR2762995

[25] E. M. Stein, G. Weiss, Fractional integrals on n-dimensional Euclidean space. J. Math. Mech. 7(1958) 503-514. MR0098285
[26] J. Sterbenz, *Angular regularity and Strichartz estimates for the wave equation*, Int. Math. Res. Not. (2005), 187–231. With an appendix by I. Rodnianski. MR2128434

[27] W. A. Strauss, *Dispersal of waves vanishing on the boundary of an exterior domain*, Comm. Pure Appl. Math. 28 (1975), 265–278. MR0367461

[28] D. Tataru, *Local decay of waves on asymptotically flat stationary space-times*. Amer. J. Math. 135 (2013), no. 2, 361–401. MR3038715

[29] N. Tzvetkov, *Existence of global solutions to nonlinear massless Dirac system and wave equation with small data*, Tsukuba J. Math. 22 (1998), no. 1, 193–211. MR1637692

[30] C. Wang, X. Yu, *Concerning the Strauss conjecture on asymptotically Euclidean manifolds*, J. Math. Anal. Appl. 379 (2011), no. 2, 549–566. MR2784342

[31] C. Wang, X. Yu, *Global existence of null-form wave equations on small asymptotically Euclidean manifolds*, J. Funct. Anal., to appear. arXiv:1207.5218. DOI

[32] Y. Zhou, *Blow up of solutions to the Cauchy problem for nonlinear wave equations*, Chinese Ann. Math. Ser. B, 22 (2001), no. 3, 275–280. MR1845748

[33] Y. Zhou, W. Han, *Blow-up of solutions to semilinear wave equations with variable coefficients and boundary*, J. Math. Anal. Appl. 374 (2011), no. 2, 585–601. MR2729246

Department of Mathematics, Zhejiang University, Hangzhou 310027, China

E-mail address: wangcbo@gmail.com

URL: http://www.math.zju.edu.cn/wang