Classification of Kerr–de Sitter-like spacetimes with conformally flat $\mathcal{I}^*$
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Abstract
We provide a classification of $\Lambda > 0$-vacuum spacetimes which admit a Killing vector field with respect to which the associated ‘Mars–Simon tensor’ (MST) vanishes and have a conformally flat $\mathcal{I}^*$ (or $\mathcal{I}^+$). To that end, we also give a complete classification of conformal Killing vector fields on the 3-sphere $S^3$ up to Möbius transformations shedding light on the two fundamental constants that characterize the family of Kerr–de Sitter-like spacetimes, which turn out to be well-defined geometrical invariants. The topology of $\mathcal{I}$ is determined in every case, and a characterization result at $\mathcal{I}$ of the Kerr–de Sitter family presented.
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1. Introduction

Understanding the asymptotic properties of spacetimes with a positive cosmological constant $\Lambda$ is indispensable but at the same time has been revealed as more involved than in the absence of $\Lambda$—no matter how small this constant may be. It is necessary because there is little doubt at present that the cosmological constant is strictly positive, e.g. [31]; but also more complex because, even though the conformal completion [32] of spacetimes can be equally built, the positivity of $\Lambda$ implies the existence of particle horizons [35] or, put simply, that null infinity—denoted by $\mathcal{I}$—is spacelike, leading to a series of notable difficulties, see e.g. [2].
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An advantageous fact, though, is the existence of the conformal field equations [9, 10] which allow for the definition of a well-posed ‘asymptotic Cauchy problem’ by giving appropriate asymptotic initial data at infinity. This was used in the companion paper [24] where we analyzed a class of solutions of Einstein’s vacuum field equations with positive $\Lambda$ which admit a Killing vector field (KVF) as well as a smooth conformal completion at infinity à la Penrose. The Kerr–de Sitter family is the most prominent example of an explicitly known solution belonging to this class, and it happens to have the additional property that the so-called ‘Mars–Simon tensor’ (MST) associated to a particular KVF vanishes. Thus, in [24] we characterized spacetimes with vanishing MST in terms of their asymptotic Cauchy data prescribed at past—or future—null infinity.

The aim of this paper is to provide a classification of $\Lambda > 0$-vacuum spacetimes with vanishing MST in terms of those asymptotic Cauchy data. The classification is partial for we will impose the additional hypothesis that null infinity is locally conformally flat. In such a case asymptotic Cauchy data comprise a locally conformally flat Riemannian 3-manifold (the conformal gauge freedom allows one to take a domain of the round 3-sphere $S^3$) together with a ‘mass’-parameter and a conformal Killing vector field (CKVF). Taking the remaining conformal gauge freedom into account, the classification is reduced to the classification of CKVFs on $S^3$ up to Möbius transformations. Apart from a certain degenerate case, such CKVFs are completely determined by two invariants $\ell$ and $\kappa$, so that asymptotic Cauchy data for the class of spacetimes described above consists of three parameters in the generic cases, plus another invariant $f \in \{1, 2\}$ which distinguishes two possibilities in the degenerate case.

These asymptotic data need to be related to the $\Lambda > 0$-vacuum spacetimes they generate. For this one simply guesses all the spacetimes in this class and shows that all parameter ranges are covered. Interestingly, proceeding this way we come upon a $\Lambda > 0$-vacuum spacetime which does not seem to have been discussed in the literature hitherto, despite the fact that it can be shown to belong to the well-known Plebański family. Actually, this solution can be obtained as a particular limit of the Kerr–de Sitter family, has one free parameter and seems to describe an inhomogenization of de Sitter spacetime, facts indicating that it might be of physical relevance. The analysis of this unanticipated solution will be given elsewhere.

The paper is organized as follows: In section 2 we will review the notion of a smooth conformal completion at infinity and the definition of the Mars–Simon tensor. We will further recall some results concerning the asymptotic Cauchy problem, crucial for our analysis, and discuss a conformal gauge freedom contained in asymptotic Cauchy data sets.

In section 3 we introduce the invariants which are used to accomplish the classification of CKVFs and provide a summary of the most relevant results, which are derived in detail in the appendices A–C. Specifically, in appendix A we relate the class of CKVFs on the $n$-dimensional unit sphere $S^n$ to the set of two-forms at the origin in the Minkowski spacetime $M^{1, n+1}$ by exploiting the relation between the conformal group of $S^n$ and the isometry group of hyperbolic space $H^{n+1}$ viewed as a spacelike hyperboloid in flat spacetime. We then study the relation between the action of the conformal group of the $n$-sphere on CKVFs with the action of the orthochronous Lorentz group on two-forms at the origin. In appendix B we classify algebraically equivalence classes of two-forms related by orthochronous Lorentz transformations on the tangent space of any point in a Lorentzian $d$-dimensional manifold. The classification is achieved in terms of a set of $[d/2]$ polynomial invariants $I_0$ constructed from (a representative) of the two-form and a rank parameter $\tilde{r}$. In appendix C we particularize to the case of $S^3$, or equivalently $S^3$, and obtain the relation between the invariants $I_0, I_2$—as now $d = 5$—and the constants $\tilde{k}(Y)$ and $\tilde{c}(Y)$ associated to the CKVF $Y$ on $S^3$ which were shown [24] to be the traces on $\mathcal{S}$ of geometrically defined scalar quantities associated to KVF in $\Lambda > 0$-vacuum
spacetimes. The domain of variation for \( \hat{k}(Y) \) and \( \hat{c}(Y) \) is determined explicitly, and we show that except for the values \( \hat{k} = 0, \hat{c} < 0 \), these two constants suffice to label univocally the equivalence classes of CKVFs under the action of the conformal group of \( S^3 \). When \( \hat{k} = 0, \hat{c} < 0 \) there are two equivalence classes which are distinguished by the value of the rank parameter \( r = 1 \) or \( r = 2 \). For each equivalence class, we give a canonical representative in the \( S^3 \) conformal representation of \( S^3 \setminus \{ \pi \} \).

We also include a further appendix D which contains a characterization of asymptotic Killing initial data (KIDs) ensuring that the KVF of the emerging \( \Lambda > 0 \)-vacuum spacetime is hypersurface orthogonal. This shows e.g. that the Schwarzschild-de Sitter spacetime admits a hypersurface orthogonal KVF just by checking the data given at \( \mathcal{I} \).

The classification of \( \Lambda > 0 \)-vacuum spacetimes with vanishing MST and locally conformally flat \( \mathcal{I} \) is completed in section 4. Our main result is formulated in section 5, theorem 5.1, where we also discuss the topology of the \( \mathcal{I} \)'s of those spacetimes which arise in our classification.

In [25, 26] a complete classification (from a spacetime perspective) of \( \Lambda \)-vacuum spacetimes with vanishing MST has been provided in terms of explicit solutions. Given a solution of Einstein’s field equations it is usually a non-trivial issue to analyze whether or not it admits a smooth conformal completion at infinity. Our approach straightforwardly distinguishes those spacetimes in [25] with \( \Lambda > 0 \) which admit a (locally conformally flat) null infinity. This is the contents of section 7.

While most of our characterization is of a local nature, we provide in section 6 a global characterization of the Kerr–de Sitter family at null infinity, or, more precisely, of the domain of dependence of a connected component \( \mathcal{I} \sim S^3 \setminus \{ p_1, p_2 \} \) of \( \mathcal{I} \). In addition to the requirement that \( \mathcal{I} \sim \) be locally conformally flat, one merely needs to impose certain conditions near one of the poles \( p_1 \) or \( p_2 \). This is achieved by employing the KID equation [30] that the CKVF needs to satisfy on \( \mathcal{I} \).

2. Background

We consider a 4-dimensional connected, oriented and time-oriented spacetime \((\mathcal{M}, g)\), where the metric tensor field \( g \) is a smooth solution of Einstein’s vacuum field equations

\[
R_{\mu\nu} = \Lambda g_{\mu\nu}
\]

with a positive cosmological constant \( \Lambda > 0 \). Here \( R_{\mu\nu} \) is the Ricci tensor of \((\mathcal{M}, g)\), and the corresponding Weyl tensor will be denoted by \( C_{\mu\nu\alpha\beta} \) (our sign conventions follow e.g. [35]). We will use both abstract index and index-free notations. Boldface letters denote differential forms. Greek indices are spacetime indices while Latin indices will be used for spatial indices corresponding to \( \mathcal{M} \), to be defined presently.

2.1. Conformal completion, \( \mathcal{I} \) and reduced KID equations

A convenient and useful tool to analyze asymptotic properties of spacetimes, and even properties ‘at infinity’, is Penrose’s conformal technique [32]:

**Definition 2.1 (Conformal completion and \( \mathcal{I} \)).** A spacetime \((\mathcal{M}, g)\) admits a smooth conformal compactification at infinity if there exists a spacetime \((\widehat{\mathcal{M}}, \widehat{g})\)—called ‘unphysical’—and a conformal embedding

\[
\mathcal{M} \hookrightarrow \widehat{\mathcal{M}}.
\]
such that $\mathcal{I} = \partial(\mathcal{M}) \cap \{ \Theta = 0, d\Theta = 0 \}$ is a smooth hypersurface called null infinity.

We will implicitly identify $\mathcal{M}$ with its image $\phi(\mathcal{M}) \subset \mathcal{\tilde{M}}$ and sometimes simply write $\tilde{g} = \Theta^2 g$. Indices of physical and unphysical fields are raised and lowered with $g$ and $\tilde{g}$, respectively.

Null infinity $\mathcal{I}$ is not necessarily connected. One defines past null infinity as the subset of $\mathcal{I}$ that contains no endpoint of a future-directed causal curve defined within $(\mathcal{M}, g)$, and analogously for future null infinity. These sets, themselves, are not connected in general either. If the Einstein equations (2.1) hold with $\Lambda > 0$ then $\mathcal{I}$ is spacelike. This leads to the idea of defining a spacetime by providing an appropriate initial data set at a given connected component of past null infinity, say $\mathcal{I}^-$ (everything remains valid by defining a final data set given at a connected component $\mathcal{I}^+$ of future null infinity). Such an ‘asymptotic Cauchy problem’ was proven to be well posed by Friedrich [8, 9]. More precisely, the Einstein field equations (2.1) were shown to be equivalent to a set of hyperbolic differential equations on $(\mathcal{M}, \tilde{g})$, called the conformal field equations, with the important property that they remain regular across $\Theta = 0$. The required initial data are just the conformal properties of the hypersurface, that is a 3-manifold with a conformal class of Riemannian metrics—which plays the role of $\mathcal{I}^-$ once the equations are solved and the spacetime is built—, supplemented with a 2-covariant, symmetric, traceless and divergence-free tensor field $D$ on that hypersurface.

In this paper, in addition to (2.1) and the existence of a conformal completion in the above sense, we will assume the existence of a Killing vector field $X$. Obviously, $\phi_* X$ is a conformal Killing vector field (CKVF) of $(\mathcal{M}, \tilde{g})$ and it extends smoothly as a tangential vector to $\mathcal{I}$. We will denote by $Y$ the restriction of $\phi_* X$ to $\mathcal{I}$. Then, $Y$ is a CKVF of $\mathcal{I}$ and furthermore the data $D$ satisfy a transport equation along the flow lines of $Y$. As shown by Paetz [30], these conditions are also sufficient.

We collect and combine these results in the following fundamental theorem, which is one of the basis for our analysis.

**Theorem 2.2 ([8, 30]).** Let $(\Sigma, h)$ be a connected Riemannian 3-dimensional manifold endowed with a symmetric 2-covariant tensor field $D$ and let $\Lambda > 0$ be a positive constant.

(i) The triple $(\Sigma, h, D)$ defines a unique—up to isometries— maximal globally hyperbolic development $(\mathcal{\tilde{M}}, \tilde{g})$ of the field equations (2.1) admitting a conformal completion (2.2) with isometric embedding $\iota : (\Sigma, h) \hookrightarrow (\mathcal{\tilde{M}}, \tilde{g})$ such that $\iota(\Sigma) = \mathcal{I}^-$ and $\iota^*(\Theta^{-1} C(n, \cdot, n, \cdot)) = D$ (n is the unit normal to $\mathcal{I}^-$ and $C$ is the Weyl tensor of $(\mathcal{\tilde{M}}, \tilde{g})$) if and only if $D$ is traceless with vanishing divergence.

(ii) The unphysical spacetime $(\mathcal{\tilde{M}}, \tilde{g})$ admits a CKVF $X$ which is tangential to $\mathcal{I}^-$ as well as a Killing vector field of $(\mathcal{\tilde{M}}, \tilde{g})$, if and only if, in addition, the vector field $Y$ defined by $X|_\mathcal{I} := \iota_* Y$ is a CKVF of $(\Sigma, h)$ which satisfies the ‘reduced KID equations’:

$$\mathcal{I} Y D + \frac{1}{3} (\text{div}_h Y) D = 0. \quad (2.3)$$

A tensor with the above properties of $D$ is said to be a ‘traceless and transversal’ tensor, or just a ‘TT tensor’ for short. A triple $(\Sigma, h, D)$ with the properties of the previous theorem is called asymptotic Cauchy data. The quadruple $(\Sigma, h, D, Y)$ where $Y$ is a CKVF of $(\Sigma, h)$ satisfying (2.3) is called ‘asymptotic Killing initial data’, or simply asymptotic KID.
Remark 2.3. Some remarks concerning gauges freedom are in order:

(a) Given any diffeomorphism \( \Psi : \Sigma \mapsto \Sigma \), the covariance of the field equations imply that the asymptotic Cauchy data \((\Sigma, \Psi^*(h), \Psi^*(D))\) are geometrically equivalent to \((\Sigma, h, D)\). Standard properties of local groups of transformations imply that \(\Psi^*(h, D)\) are geometrically equivalent to \((\Sigma, h, D)\). We call this diffeomorphism invariance of the data.

(b) Given the conformal invariance of the conformal field equations, only the conformal class of the initial data \((\Sigma, h, D)\) matters geometrically [8], i.e. replacing \(h\) by \(\Omega^{-2} h\) and \(D\) by \(\Omega D\), with \(\Omega\) any positive smooth function, yields the same physical spacetime. We call this gauge freedom the conformal rescaling freedom. It will play an important role in our classification below.

(c) Applying the gauge transformation \(\Theta \mapsto -\Theta\) would imply \(\Theta \mapsto -\Theta\) and \(h \mapsto -D\), so that the sign of \(D\) is a matter of gauge. However, we assume the conformal factor \(\Theta\) to be positive on the physical spacetime \(\mathcal{M}\), hence the freedom to choose \(D\) sign is lost. This will have implications on the allowed range of the physical parameters of the resulting spacetimes.

We will implicitly identify \(\iota(\Sigma)\) and \(\mathcal{J}^\perp\) when there is no risk of confusion. As mentioned above, tensors in \((\mathcal{J}^\perp, h)\) carry Latin indices \(i, j, k, \ldots\). Norms in \((\mathcal{J}^\perp, h)\) will be denoted by \(|\cdot|\) and \(\nabla\) will refer to the Levi-Civita covariant derivative of \(h\). We will also need the Cotton–York tensor of the three-dimensional metric \(h\), defined by

\[ \eta = -\nabla_X = \mu_{\nu\sigma\rho} \mu_{\nu\sigma\rho} R_{\mu\nu}^{\sigma\rho}, \]

where \(\nabla\) is the volume form of \(h\) and \(\kappa_{\mu\nu\sigma\rho}\) are the Ricci tensor and scalar curvature of \(h\) respectively. Hats will be placed on objects defined on \((\Sigma, h)\)—except for \(h, D\) and \(Y\).

2.2. Alignment condition: Mars–Simon tensors

The non-trivial Killing vector field \(X\) of \((\mathcal{J}, g)\) satisfies by definition

\[ (\mathcal{J} \cdot g)_{\mu\nu} = 2\nabla_{\mu} X_{\nu} = 0 \]

and thus \(F_{\mu\nu} := \nabla_{\nu} X_{\mu}\) is a two-form \(F_{\mu\nu}\). Using the volume 4-form \(\eta_{\mu\nu\sigma\rho}\) of \(g\) one defines the Hodge dual operation \(*\) in the standard way, in particular \(\mathcal{F} := \eta_{\mu\nu\sigma\rho} F_{\mu\nu\sigma\rho}\) and the Killing self-dual 2-form is defined as

\[ \mathcal{F}_{\mu\nu} := F_{\mu\nu} + iF_{\mu\nu}^*, \]

and satisfies \(\mathcal{F}^*_{\mu\nu} = -i\mathcal{F}_{\mu\nu}\). We set by definition \(\mathcal{F}^2 := \mathcal{I}_{\mu\nu} F_{\mu\nu}\).

The space of self-dual two-forms can be naturally endowed with a metric, described by the symmetric double two-form

\[ \mathcal{I}_{\mu\nu\rho\sigma} := \frac{1}{4} (g_{\mu\rho} g_{\nu\sigma} - g_{\mu\sigma} g_{\nu\rho} + i\eta_{\mu\nu\rho\sigma}), \]

in the sense that \(\mathcal{I}_{\mu\nu\rho\sigma} W_{\rho\sigma} = \mathcal{W}_{\mu\nu}\) for any self-dual two-form \(\mathcal{W}_{\mu\nu}\). Then, using only the Killing vector field \(X\) (and \(g\)) we can define
\[ U_{\mu\nu\sigma\rho} := -F_{\mu\nu}F_{\sigma\rho} + \frac{1}{3} \mathcal{F}^2 F_{\mu\nu\sigma\rho} \]

which is a symmetric double two-form with all the properties [18, 21] of the Weyl tensor \( U_{\mu\nu\sigma\rho} = 0 \), \( U'_{\mu\nu\sigma\rho} = 0 \). It is also self-dual in the sense that \( U'_{\mu\nu\sigma\rho} = -i U_{\mu\nu\sigma\rho} \) (recall that for traceless double symmetric two-forms the left and right Hodge duals coincide, see e.g. [33, 34]). Hence, it seems natural to compare \( U_{\mu\nu\sigma\rho} \) with the self-dual Weyl tensor \( \mathcal{C}_{\mu\nu\sigma\rho} := C_{\mu\nu\sigma\rho} + i C^*_{\mu\nu\sigma\rho} \)

the simplest case arising when \( U_{\mu\nu\sigma\rho} \) and \( \mathcal{C}_{\mu\nu\sigma\rho} \) are proportional to each other. This was the crucial condition used in [21–23] to characterize the Kerr-NUT metrics among vacuum solutions with a Killing vector, and has since been used successfully in a number of interesting programs, e.g. [12, 13, 18, 24]. The very same ‘alignment’ condition permits to characterize an important number of distinguished spacetimes in the general case with a non-zero \( \Lambda \) [25, 26]. A summary with all possible \( \Lambda \)-vacuum (i.e. satisfying (2.1)) metrics subject to this alignment condition can be found in the recent [26].

An equivalent way of stating that the two tensors \( U_{\mu\nu\sigma\rho} \) and \( \mathcal{C}_{\mu\nu\sigma\rho} \) are proportional to each other is the existence of a function \( Q \) such that the self-dual double symmetric two-form

\[ S_{\mu\nu\sigma\rho} := \mathcal{C}_{\mu\nu\sigma\rho} + Q U_{\mu\nu\sigma\rho} \]  \hspace{1cm} (2.4)

vanishes, i.e.

\[ Q(\mathcal{F}^2) = \frac{3}{2} F^{\mu\nu} F^{\sigma\rho} C_{\mu\nu\sigma\rho} \]  \hspace{1cm} (2.5)

The tensors (2.4) have come to be known in the literature as Mars–Simon tensors (MST) (see e.g. [12, 18, 24]). Observe that the function \( Q \) has so far been left undefined. We want, however, to analyze the situation where \( S_{\mu\nu\sigma\rho} \) vanishes for some choice of \( Q \). In that case we will necessarily have

\[ S_{\mu\nu\sigma\rho} F^{\mu\nu} F^{\sigma\rho} = 0 \]  \hspace{1cm} which amounts to \( Q(\mathcal{F}^2) = \frac{3}{2} F^{\mu\nu} F^{\sigma\rho} C_{\mu\nu\sigma\rho} \]  \hspace{1cm} (2.6)

and \( Q \) is determined uniquely as long as \( \mathcal{F}^2 \) has no zeros. But the results in [25, 26] inform us that \( \Lambda \)-vacuum spacetimes with \( \mathcal{F}^2 \) vanishing somewhere (and vanishing MST \( S \)) necessarily satisfy \( \mathcal{F}^2 = 0 \) everywhere and furthermore \( \Lambda \leq 0 \).

Therefore, in the setup of this paper \( \mathcal{F}^2 \) has no zeros and (2.6) determines \( Q \). This choice of \( Q \) is denoted by \( Q_0 \) [24],

\[ Q_0 := \frac{3}{2(\mathcal{F}^2)^2} F^{\mu\nu} F^{\sigma\rho} C_{\mu\nu\sigma\rho} \]  \hspace{1cm} (2.7)

and, from now on, MST will mean \( S \) as in (2.4) with \( Q = Q_0 \).

(In some situations, in particular if evolution equations for the MST are needed, it is convenient to take a different choice of the function \( Q \). We refer the reader to [24] for a discussion of this issue).

In [24] we have introduced the notion of Kerr–de Sitter-like spacetimes:

**Definition 2.4.** Let \((\mathcal{M}, g)\) be a \( \Lambda > 0 \)-vacuum spacetime admitting a smooth conformal compactification and a corresponding null infinity \( \mathcal{I} \). \((\mathcal{M}, g)\) is called ‘Kerr–de Sitter-like’ at a connected component \( \mathcal{M}^c \) of \( \mathcal{M} \) if it admits a KVF \( X \) in the domain of dependence (DoD) of \( \mathcal{M}^c \) such that the associated MST vanishes.
We will actually say that the spacetime is ‘Kerr–de Sitter-like’ in the entire DoD of $\mathcal{F}^-$. In [24] we have proven the following result:

**Theorem 2.5.** Let $(\Sigma, h)$ be a Riemannian 3-manifold which admits a CKVF $Y$ with $|Y|^2 > 0$, complemented by a TT-tensor $D$ to asymptotic KID. Then there exists a Kerr–de Sitter-like spacetime $(\mathcal{M}, g)$ such that $\Sigma$ can be identified with $\mathcal{F}^-$ if and only if, with $Y := h(Y, \cdot)$

(i) The Cotton–York tensor of $h$ takes the form $\mathcal{C} = C_{\text{mag}}|Y|^{-3} (Y \otimes Y - \frac{1}{3} |Y|^2 h)$ for some constant $C_{\text{mag}} \in \mathbb{R}$, and

(ii) $D = C_{\text{el}}|Y|^{-3} (Y \otimes Y - \frac{1}{3} |Y|^2 h)$ for some constant $C_{\text{el}} \in \mathbb{R}$.

From point (c) in remark 2.3 we will have to keep the whole real line as the range of the constant $C_{\text{el}}$. The reader should keep in mind that the range of the mass-parameter of e.g. the Kerr–de Sitter spacetime which will be generated by asymptotic Cauchy data in our choice of gauge will then happen to be the whole real line as well.

### 2.3. Conformal group and the conformal rescaling freedom

Our aim is to provide a classification of the Kerr–de Sitter-like spacetimes according to theorem 2.5, and in this paper this will be done under the additional hypothesis $C_{\text{mag}} = 0$, i.e. that the metric at $\mathcal{F}$ is locally conformally flat. To that end, and independently of any assumption on $\mathcal{C}$, our starting point is an analysis of the consequences of the conformal rescaling freedom introduced in point (b) of remark 2.3.

Assume therefore that $\Psi$ is an element of the conformal group of $(\Sigma, h)$, i.e. a diffeomorphism $\Psi: \Sigma \to \Sigma$ satisfying $\Psi^*(h) = \Omega^2 h$ for a smooth positive function $\Omega$. Combining the diffeomorphism invariance (point a) in remark 2.3 and the conformal rescaling freedom we find (we denote by $\approx$ the geometric equivalence of the data, i.e. the fact that both sets of data generate the same spacetime up to diffeomorphism):

$$(\Sigma, h, D, \Psi(Y)) \approx (\Sigma, \Psi^*(h), \Psi^*(D), Y) = (\Sigma, \Omega^2 h, \Psi^*(D), Y) \approx (\Sigma, h, \Omega \Psi^*(D), Y). \tag{2.8}$$

Thus, under any element of the conformal group we can replace the CKVF $Y$ by the CKVF $\Psi^*(Y)$, provided we also transform $D$ as dictated in (2.8). We are going to apply this to the case when $D = C_{\text{el}}D_Y$, with

$$D_Y := |Y|^{-3} (Y \otimes Y - \frac{1}{3} |Y|^2 h). \tag{2.9}$$

**Lemma 2.6.** Let $(\Sigma, h)$ be Riemannian, three-dimensional and admitting a CKVF $Y$ with no zeros. Then the asymptotic KID $(\Sigma, h, C_{\text{el}}D_Y, Y)$ is geometrically equivalent to $(\Sigma, h, C_{\text{el}}D_{\Psi(Y)}, Y)$, where $\Psi$ is any element of the conformal group of $(\Sigma, h)$.

**Remark 2.7.** Observe that, as remarked in [24], given any three-dimensional Riemannian space $(\Sigma, h)$ admitting a non-trivial CKVF $Y$ and letting $\Sigma$ be any connected component of $\Sigma \setminus \{ p \in \Sigma, Y(p) = 0 \}$, the quadruple $(\Sigma, h, C_{\text{el}}D_Y, Y)$ defines asymptotic KID.

**Proof.** The lemma will follow from (2.8) applied to $D = C_{\text{el}}D_{\Psi(Y)}$ provided we can show

$$\Omega \Psi^*(D_{\Psi(Y)}) = D_Y. \tag{2.10}$$
Notice that $\Psi(Y)$ is defined with respect to the metric $h$ (see (2.8)). Since $\Sigma$ now has two metrics, we distinguish norms by a subscript.

$$|\Psi(Y)|^2_h = h(\Psi(Y), \Psi(Y)) = \Psi^* h(Y, Y) = |Y|^2_{\Psi^* h(h)}.$$ 

Let $V_1, V_2$ be arbitrary vector fields on $\Sigma$. The definition of $D_{\Psi(Y)}$ gives

$$\Psi^*(D_{\Psi(Y)})(V_1, V_2) = D_{\Psi(Y)}(\Psi(V_1), \Psi(V_2))$$

$$= \left\{ \begin{array}{l}
\frac{1}{|Y^2_{\Psi^* h}|} \left[ h(\Psi(V_1), \Psi(Y))h(\Psi(V_2), \Psi(Y)) - \frac{1}{3} |\Psi(Y)|^2_h h(\Psi(V_1), \Psi(V_2)) \right] \\
\frac{1}{|Y^2_{\Psi^* h}|} \left( \Psi^* h(V_1, Y)\Psi^* h(V_2, Y) - \frac{1}{3} |Y|^2_{\Psi^* h} \Psi^* h(V_1, V_2) \right) \\
\frac{1}{\Omega} |Y|^2_{\h} h(V_1, Y)h(V_2, Y) - \frac{1}{3} |Y|^2_{\h} h(V_1, V_2) \\
\frac{1}{\Omega} D_t(V_1, V_2),
\end{array} \right.$$ 

where in the third equality we used $\Psi^* h = \Omega^2 h$. Thus (2.10) is established and the lemma follows. □

On any Riemannian space $(\Sigma, h)$, let $\text{Conf}(\Sigma)$ be the conformal group. We introduce an equivalence relation between CKVFs of $(\Sigma, h)$ defined by $Y_1 \approx Y_2$ iff there exists an element $\Psi \in \text{Conf}(\Sigma)$ such that $\Psi(Y_1) = Y_2$. The corresponding equivalence classes are denoted by $[Y]$. Lemma 2.6 states that the geometric KID $(\Sigma, h, C_{\partial}D_{\Psi}, Y)$ depends only on the equivalence class and not on the representative. Obviously, this property is interesting as long as the conformal group of $\Sigma$ is non-trivial, and it is more relevant the larger the conformal group is. In this paper we are interested in $(\Sigma, h)$ being locally conformally flat, so that $(\Sigma, h)$ is locally conformally isometric to an open subset of Euclidean space $(\mathbb{R}^3, g_E)$, or also conformally isometric to an open subset of the standard 3-sphere $(S^3, \gamma^{S^3})$. The conformal group of $(S^3, \gamma^{S^3})$ is large (in fact of maximal dimension) so in order to classify the KID data $(\Sigma, h, C_{\partial}D_{\Psi}, Y)$ we need to understand the equivalence classes $[Y]$ in $(S^3, \gamma^{S^3})$—and/or in $(\mathbb{R}^3, g_E)$.

3. Geometrically invariant properties of asymptotic KID at conformally flat $\mathcal{M}$

In this paper we are going to provide a classification of all spacetimes which can be constructed by ‘Kerr–de Sitter-like’ asymptotic KID, that is, according to theorem 2.5,

$$\tilde{C}_{ij} = C_{\text{mag}}|Y|^{-5} \left( Y_{ij} - \frac{1}{3} |Y|^2 h_{ij} \right),$$

$$D_{ij} = C_{\text{al}}|Y|^{-5} \left( Y_{ij} - \frac{1}{3} |Y|^2 h_{ij} \right),$$

where $Y$ is a CKVF of $(\mathcal{M}, h)$, by making the additional hypothesis that
$(\mathcal{M}, h)$ is locally conformally flat.

In particular, we are interested in a characterization of the Kerr–de Sitter metric which is well-known (see e.g. [2]) to admit a locally conformally flat $(\mathcal{M}, h)$.

A 3-dimensional Riemannian manifold is locally conformally flat if and only if its Cotton–York tensor $\tilde{C}_{ij}$ vanishes. In our setting this will be the case if and only if

$$C_{\text{mag}} = 0, \quad (3.3)$$

which we assume from now on. Decisive advantages of the assumption (3.3) are that the CKVF $Y$ and other quantities can be computed fully explicitly on a locally conformally flat $(\mathcal{M}, h)$, and that we can exploit the conformal rescaling freedom as explained in the previous section.

Assume, for the time being, that the constant $C_{el}$ vanished as well. Then $D_{ij} = 0$, and the reduced KID equations (2.3) would be automatically satisfied, whence any CKVF of $(\mathcal{M}, g)$ is locally conformally flat if it admits 10 independent CKVFs, so the emerging spacetime would be maximally symmetric and we recover the well-known fact [8] that a locally conformally flat $(\mathcal{M}, g)$ with $D = 0$ generates a spacetime which is locally the de Sitter spacetime. Let us therefore assume henceforth that

$$C_{el} \neq 0. \quad (3.4)$$

We stress that our classification herein is completely independent of the one given in [25] as our analysis will be carried out completely at $(\mathcal{M}, h)$. It is an open issue to do a corresponding analysis without the assumption (3.3) of a locally conformally flat $(\mathcal{M}, h)$.

3.1. The constants $\hat{c}$ and $\hat{k}$ and the equivalence classes $[Y]$ in $(S^3, \gamma^{(3)})$

Two functions $\hat{c}(Y)$ and $\hat{k}(Y)$—which end up, in our setting, being constants—defined in [24] and associated to $[Y]$ on $(\mathcal{M}, h)$ turn out to be a key ingredient in our analysis. They are the remnants of two other functions introduced in [25] for spacetimes $(\mathcal{M}, g)$ satisfying (2.1) and with a Killing vector field $X$ with $F^2 = 0$ and $Q_0 F^2 - 4 \Lambda = 0$.

More precisely, define four real functions $b_1, b_2, c$ and $k$ by [24, 25]

$$b_2 - i b_1 = -\frac{36 Q_0 (F^2)^{3/2}}{(Q_0 F^2 - 4 \Lambda)^2}, \quad (3.5)$$

$$c = -g(X, X) - \text{Re} \left( \frac{6 F^2 (Q_0 F^2 + 2 \Lambda)}{(Q_0 F^2 - 4 \Lambda)^2} \right), \quad (3.6)$$

$$k = \frac{18 F^2}{(Q_0 F^2 - 4 \Lambda)^2} \left( \nabla_i Z \nabla^i Z - b_2 Z + c Z^2 + \frac{\Lambda}{3} Z^4 \right), \quad (3.7)$$

where

$$Z = 6 \text{Re} \left( \frac{\sqrt{F^2}}{Q_0 F^2 - 4 \Lambda} \right). \quad (3.8)$$

For spacetimes with vanishing MST they turn out to be constant [25, theorem 4 & 6]. In [24] we computed their traces left over on $(\mathcal{M}, h)$ when $\Lambda > 0$.
Unless depend only on the conformal class $NY$. A (partial) summary of the results in appendices A

$I$ be the stereographic projection centered at $p$. A canonical representative $Y$ for each class $[Y]$ exists and, in Cartesian coordinates $\{x, y, z\}$ of $\mathbb{R}^3$, is given by:

$$(b_2 - ib_1)_{|e} = 6C_{\text{mag}}A^{-2} + 2iC_{\text{el}}A^{-1} \sqrt{3 \Lambda}, \quad (3.9)$$

$$\hat{c}(Y) := \frac{\Lambda}{3} e_{|e} = -\frac{1}{4} \left( |\gamma'|^2 + \frac{8}{3} Y^i \nabla_i f + \frac{8}{3} Y^i Y^j \partial_j \right), \quad (3.10)$$

$$\hat{k}(Y) := \left( \frac{\Lambda}{3} \right)^\frac{3}{2} k_{|e} = \frac{1}{18} \left( \gamma'^2 (Y_L^2)^2 |f|^2 - 3Y^i \nabla_i f - 9Y^i Y^j \partial_j \right) + \frac{1}{2} \tilde{C}_0 Y^i Y^j (Y_L^2) - \frac{1}{8} \partial_i \log |Y|^2 \nabla^i (Y_L^2)^2 + \frac{1}{4} \tilde{C}_2 (Y_N^i Y_N^j) \nabla^i (Y_L^2), \quad (3.11)$$

where we have set

$$N := \text{curl}_h Y, \quad (3.12)$$

$$f := \text{div}_h Y. \quad (3.13)$$

Hence, the constants $b_1$ and $b_2$ are essentially $C_{\text{el}}$ and $C_{\text{mag}}$, respectively. In particular, in our case $b_2$ vanishes.

On the other hand, the quantities $\hat{c}(Y), \hat{k}(Y)$ can be defined on any Riemannian 3-manifold $(\Sigma, h)$ and for any vector field $Y$ (for $\hat{k}(Y)$ only away from the zero set of $Y$). As a consequence of theorem 2.5 and the fact that $c$ and $k$ are spacetime constants in the case of vanishing MST, it follows that $\hat{c}(Y)$ and $\hat{k}(Y)$ are constant on $(\Sigma, h)$ satisfying (3.1) provided $Y$ is a CKVF. This holds, in particular, in the case of $(\Sigma, h)$ being locally conformally flat we study in this paper.

Since any such $(\Sigma, h)$ can always be viewed (locally) as a subset of the standard three-sphere, it becomes relevant to study $\hat{c}(Y)$ and $\hat{k}(Y)$ for $Y$ a CKVF on $(S^3, \gamma^{S^3})$. It turns out that understanding these constants is closely related to classifying the equivalence classes $[Y]$ on the standard three-sphere. We devote appendices A–C to study the classification of CKVF s of $(S^3, \gamma^{S^3})$ up to conformal diffeomorphisms, and to discuss the relation between $[Y]$ and the constants $\hat{c}(Y)$ and $\hat{k}(Y)$. A (partial) summary of the results in appendices A–C is given in the following theorem.

**Theorem 3.1.** Let $Y$ denote a CKVF in $(S^3, \gamma^{S^3})$. The following properties hold:

1. The constants $\hat{c}(Y)$ and $\hat{k}(Y)$ depend only on the conformal class $[Y]$.
2. The range of $(\hat{c}(Y), \hat{k}(Y))$ is

$$A := \{ \hat{c} \geq 0, \hat{k} \geq 0 \} \cup \{ \hat{c} < 0, 4\hat{k} + \hat{c}^2 \geq 0 \} \subseteq \mathbb{R}^2.$$

3. Given constants $(\hat{c}_1, \hat{k}_1) \in A$ there exists precisely one equivalence class $[Y]$ with $\hat{c}([Y]) = \hat{c}_1, \hat{k}([Y]) = \hat{k}_1$ unless $\hat{c}_1 < 0$ and $\hat{k}_1 = 0$.
4. If $\hat{c}_1 < 0$ and $\hat{k}_1 = 0$ there are precisely two equivalence classes $[Y]$ distinguished by a constant $\hat{c} \in [1, 2]$ (see appendix B for its definition).
5. Let $\Psi := S^3 \setminus \{p\} \rightarrow \mathbb{R}^3$ be the stereographic projection centered at $p$. A canonical representative $Y$ for each class $[Y]$ exists and, in Cartesian coordinates $\{x, y, z\}$ of $\mathbb{R}^3$, is given by:
Case 1 (a): $\tilde{k} < 0$, $\tilde{c} \leq -2|\tilde{k}|^{1/2}$. With $\mu_0 \in (0, 1)$ defined uniquely by $\tilde{c} = -|\tilde{k}|^{-1} \left( \mu_0^2 + \frac{1}{\mu_0^2} \right)$

$$
\Psi_*(Y) = |\tilde{k}|^{1/2} \left\{ -\mu_0 + \frac{\mu_0}{4}(y^2 + z^2 - x^2) \right\} \partial_x + \left( -\frac{\mu_0}{2} xy + \frac{1}{\mu_0} z \right) \partial_y \\
+ \left( -\frac{\mu_0}{2} xz - \frac{1}{\mu_0} y \right) \partial_z.
$$

Case 1 (b): $\tilde{k} = 0$, $\tilde{c} < 0$, $\tilde{r} = 1$:

$$
\Psi_*(Y) = |\tilde{c}|^{1/2} \left( z \partial_y - y \partial_z \right).
$$

Case 2 (a): $\tilde{k} > 0$. With $\lambda > 0$ defined uniquely by $\tilde{c} = |\tilde{k}|^{1/2} \left( \lambda^2 - \frac{1}{\lambda^2} \right)$

$$
\Psi_*(Y) = |\tilde{k}|^{1/2} \left\{ \lambda x + \frac{1}{\lambda} y \right\} \partial_x + \left( \lambda y - \frac{1}{\lambda} x \right) \partial_y + \lambda z \partial_z.
$$

Case 2 (b): $\tilde{k} = 0$, $\tilde{c} > 0$:

$$
\Psi_*(Y) = |\tilde{c}|^{1/2} \left( x \partial_x + y \partial_y + z \partial_z \right).
$$

Case 3 (a): $\tilde{k} = 0$, $\tilde{c} < 0$, $\tilde{r} = 2$:

$$
\Psi_*(Y) = |\tilde{c}|^{1/2} \left( z \partial_y - y \partial_z \right).
$$

Case 3 (b): $\tilde{k} = 0$, $\tilde{c} = 0$:

$$
\Psi_*(Y) = \partial_c.
$$

The subset $\mathcal{A} \subset \mathbb{R}^2$ where the constants $\tilde{k}$ and $\tilde{c}$ can take values is depicted in figure 1.

**Remark 3.2.** The rank parameter $\tilde{r}$ in this theorem is used to distinguish Cases 1(b) and 3(a). However, this parameter is defined for all cases (see appendix B) and takes the value $\tilde{r} = 2$ for all (a) cases and $\tilde{r} = 1$ for all (b) cases.

**Remark 3.3.** The CKVF $Y$ in $(\Sigma, h)$ comes from a Killing vector field $X$ in the spacetime $(\mathcal{M}, g)$ generated by the data $(\Sigma, h, C_{\delta Y}, Y)$. The freedom in rescaling $X$ translates into the scaling freedom $Y' = \alpha Y$, with $\alpha \in \mathbb{R} \setminus \{0\}$. The spacetime will not change if the constant $C_{\delta Y}$ is also transformed to $C_{\delta Y'} = \alpha^3 C_{\delta Y}$. For the quantities $\tilde{c}(Y)$, $\tilde{k}(Y)$ this scaling takes the form (see (3.10) and (3.11))

$$
\tilde{k}(\alpha Y) = \alpha^3 \tilde{k}(Y), \quad \tilde{c}(\alpha Y) = \alpha^2 \tilde{c}(Y).
$$

Choosing an appropriate scale $\alpha$ we may always achieve $\tilde{k}(Y) \in \{-1, 0, +1\}$. If $\tilde{k}(Y) = 0$ the scaling freedom remains and we may achieve $\tilde{c}(Y) \in \{-1, 0, +1\}$. This freedom is used in appendix C to simplify the expressions. Nevertheless, in the statement of theorem 3.1 we have restored the general values of $\tilde{k}(Y)$ and $\tilde{c}(Y)$ for the sake of completeness.
Recall that the set of CKVFs in Euclidean 3-space can be parametrized by one constant \( v \in \mathbb{R} \) and three constant vector fields \( \vec{a}, \vec{b}, \vec{w} \in \mathbb{R}^3 \)—this is also shown in the appendices, see formulas (A.15) and (C.2). The corresponding CKVF \( Y \) is given by (we often identify \( Y \) and \( \Psi(Y) \) under the stereographic projection \( \Psi \) when no confusion arises),

\[
Y = \vec{b} + \vec{w} \times \vec{x} + v \vec{x} + (\vec{a} \cdot \vec{x}) \vec{x} - \frac{1}{2} |\vec{x}|^2 \vec{a}.
\]  
(3.14)

This yields, as a by-product, explicit expressions for the constants \( \hat{k}(Y) \) and \( \hat{c}(Y) \) in terms of the parametrization of the CKVFs in \( \mathbb{R}^3 \) given by (3.14) Specifically, it is proven in (C.3) and (C.4) that these constants are given by

\[
\hat{c}(Y) = v^2 - |\vec{w}|^2 - 2\vec{b} \cdot \vec{a},
\]  
(3.15)

\[
\hat{k}(Y) = v^2 |\vec{w}|^2 + 2v \vec{a} \cdot (\vec{w} \times \vec{b}) + |\vec{a} \times \vec{b}|^2 - 2(\vec{a} \cdot \vec{w})(\vec{b} \cdot \vec{w}).
\]  
(3.16)

Obviously, these expressions can also be computed directly from their definitions (3.10) and (3.11) after using

\[
N = \text{curl} Y = 2\vec{w} + 2\vec{a} \times \vec{x},
\]  
(3.17)

\[
f = \text{div} Y = 3v + 3\vec{a} \cdot \vec{x},
\]  
(3.18)

\[
Y \cdot N^k = 2\vec{b} \cdot \vec{w} + 2v \vec{w} \cdot \vec{x} + 2(\vec{b} \times \vec{a}) \cdot \vec{x} + |\vec{x}|^2 (\vec{w} \cdot \vec{a}).
\]  
(3.19)
The computation turns out to be remarkably long, specially for \(\hat{k}(Y)\), but serves as a useful check for the validity of the expressions.

The constant \(\hat{c}\) can be identified with the norm of the CKVF \(Y\) w.r.t. the ‘Killing metric’ \(G_{ij} = -\Gamma^{k}_{ia} \Gamma^{l}_{jk}\), considered e.g. in [14].

Concerning the rank parameter \(\tilde{r} \in \{1, 2\}\) that distinguishes between cases 1(b) and 3(a) in theorem 3.1, and as shown in appendix C, \(\tilde{r} = 1\) if and only if the following condition holds

\[
v\check{w} + \check{b}\times \check{a} = 0, \quad \check{w} \cdot \check{a} = \check{w} \cdot \check{b} = 0.
\] (3.20)

It should be stressed that this condition as well as expressions (3.15) and (3.16) are independent of the representative of the class \([Y]\). Notice also that (3.20) implies \(\check{Y}_i N^k = 0\) as follows from (3.19).

### 3.2. The classes \([Y]\) according to their fixed points

An interesting property of the classification scheme presented in theorem 3.1 is that the different classes can also be (partially) distinguished by the set of zeros of the CKVF \(Y\).

Note first that the set \(\{ q \in S^3, Y(q) = 0 \} \subset S^3\) is transformed diffeomorphically under an element of the conformal group \(\text{Conf}(S^3)\). Thus, the structure of the zero set of a CKVF depends only on the equivalence class, and not on the representative chosen. In order to analyze this structure we need to find the zero set for each one of the canonical representatives in theorem 3.1. Using the stereographic projection of \(S^3\) based at a pole \(p\), the zeros outside \(p\) can be directly computed from the explicit expression (3.14). The question about when the pole \(p\) can be also a fixed point of \(Y\) is discussed and solved in appendix A.3. The lemma A.1 there has an immediate translation to the case of \(n = 3\) as follows

**Lemma 3.4.** Let \(Y\) be a CKVF in \((S^3, \gamma^S)\) and \(\Psi : S^3 \setminus \{p\} \mapsto \mathbb{R}^3\) the stereographic projection centered at \(p\). Define \(v, \check{a}, \check{b}, \check{w}\) as the constants corresponding to the CKVF \(\Psi(Y)\) in Euclidean 3-space as in (3.14). Then \(Y(p) = 0\) if and only if \(\check{a} = 0\).

Therefore, only \(\check{a}\) in (3.14) plays a role to determine whether this vector field vanishes ‘at infinity’ or not. Then we have the following interesting result.

**Proposition 3.5.** Let \(Y\) be a CKVF on \((S^3, \gamma^S)\). The zeros of \(Y\) depend on the conformal class \([Y]\) as follows:

(i) If \([Y]\) belongs to Case 1 (a) then \(Y\) has no zeros.
(ii) If \([Y]\) belongs to Case 1 (b) then \(Y\) vanishes on a closed, embedded curve.
(iii) If \([Y]\) belongs to Cases 2 then \(Y\) vanishes at precisely two isolated points.
(iv) If \([Y]\) belongs to Cases 3 then \(Y\) vanishes at precisely one isolated point.

**Proof.** As discussed above, the zero set of \(Y\) is, up to diffeomorphism, independent of the representative. We thus use the canonical representative in each equivalence class as given in theorem 3.1.

In Case 1 (a), the CKVF \(\Psi(Y)\) vanishes nowhere in \(\mathbb{R}^3\). Indeed, setting the coefficient in \(\partial_z\) to zero requires \(y = -\frac{\mu}{2}xz\) which inserted into the \(\partial_z\) component yields \((1 + \mu^2/4)x^2z = 0\). Hence \(\{ z = 0, y = 0 \}\) and then the coefficient in \(\partial_z\) vanishes nowhere. Since \(\check{a} = 0\) is non-zero for this CKVF, it follows from lemma 3.4 that \(\Psi_0(Y)\) is also non-zero ‘at infinity’, and claim (i) follows. In Case 1 (b), it is clear that the CKVF vanishes at the line \(\{ z = y = 0 \}\). Since \(\check{a} = 0\), it also vanishes ‘at infinity’, and the canonical representative vanishes on an \(S^2\).
embedded in $S^3$. This proves (ii). In Cases 2, both (a) and (b), $\Psi(Y)$ vanishes at the single point $x = y = z = 0$ in $\mathbb{R}^3$. Since in both cases $\bar{a} = 0$, it follows that the canonical representative vanishes precisely at two isolated points, proving (iii). In Cases 3, either (a) or (b), $\Psi(Y)$ does not vanish anywhere on $\mathbb{R}^3$, but it vanishes ‘at infinity’ given that $\bar{a} = 0$, and item (iv) follows.

3.3. Existence of a second CKVF $\zeta$ and the dimension of $\text{span}\{Y, \zeta\}$

From the results in [25] we know that any $\Lambda$-vacuum spacetime which admits a Killing vector field $X$ whose associated MST vanishes, possesses a second Killing vector field $\zeta$ (not necessarily, but generally, independent from the original one), which can be expressed in terms of the first one [25] as
\[
\zeta^\mu = \frac{4}{|\mathcal{Q}_0|} X^\nu \mathcal{F}_\nu^{\rho \sigma} \mathcal{F}_\rho^\mu + \text{Re} \left( \frac{\mathcal{F}^2}{|\mathcal{Q}_0|} \right) X^\mu. \tag{3.21}
\]
Assuming that the spacetime has a $\mathcal{F}$, this second KVF induces there a second CKVF $\zeta$ [24],
\[
\zeta(Y) := \frac{2\Lambda}{\mathcal{N}^4} \left[ \frac{1}{4} Y^2 Y^4 N^3 - Y^2 Y^4 L_0 + \frac{1}{3} Y^4 \Phi_0 \right] - |Y|^2 \left( L^i Y^i + \frac{1}{3} \Phi^i \right) + \frac{1}{6} \mathcal{F}^a d^a Y_l l. \tag{3.22}
\]
A computer algebra calculation shows that in Euclidean space, where $Y$ is given by (3.14), we have
\[
\zeta(Y) = \bar{B} + \bar{W} \times \bar{x} + U \bar{x} + (\bar{A} \times \bar{x}) \bar{x} - \frac{1}{2} |\bar{x}|^2 \bar{A}, \tag{3.23}
\]
with
\[
\bar{B} = v \bar{b} \times \bar{w} + (\bar{a} \cdot \bar{b}) \bar{w} - |\bar{b}|^2 \bar{a}, \tag{3.24}
\]
\[
\bar{W} = (\bar{b} \cdot \bar{w}) \bar{a} + (\bar{a} \cdot \bar{w}) \bar{b} - v^2 \bar{w} + v(\bar{a} \times \bar{b}), \tag{3.25}
\]
\[
U = v |w|^2 + \bar{a} \cdot (\bar{w} \times \bar{b}), \tag{3.26}
\]
\[
\bar{A} = v (\bar{w} \times \bar{a}) + (\bar{a} \cdot \bar{b}) \bar{a} - |\bar{a}|^2 \bar{b} + (\bar{a} \cdot \bar{w}) \bar{w}. \tag{3.27}
\]
This second KVF will be associated to a 2-form $G$ in flat spacetime $M^{1,4}$, in accordance with the discussion in the appendices, whose decomposition of type (A.17) is denoted using capitals (and $\Omega = \epsilon^{ABC} \Omega_{ABC}$):
\[
G = U \bar{d} \wedge dx^1 + \bar{d} \wedge (A - B/2) - dx^1 \wedge (A + B/2) - \Omega.
\]
Relations (3.24)–(3.27) suggest that the endomorphism $G$ is related to $F^3$, and thereby that the second KVF involves $\zeta^{(i)} = \zeta_{\mu}^i$ in the notation of appendix B.2. A direct computation gives
\[
(F^3)^{ij} = F^0_i F^0_j F^3 = -v^2 + 2v \bar{b} \cdot \bar{a} + \bar{a} \cdot (\bar{w} \times \bar{b})
\]
Note that the vector field $\zeta$ differs from the corresponding one in [24] by a factor of 9. The advantage of the current definition is that (3.24)–(3.27) take a simpler form.

4 Note that the vector field $\zeta$ differs from the corresponding one in [24] by a factor of 9. The advantage of the current definition is that (3.24)–(3.27) take a simpler form.
and using here (3.15) and (3.26)
\[(F^3)_0 - \hat{c} F^0_1 = -v |w|^2 - \vec{a} \cdot (\vec{w} \times \vec{b}) = -U.\]
This identifies $G$ as being
\[G = F^3 - \hat{c} F = F^3 - I_F\]
where $I_F = \text{tr}(F^3)/2 = \hat{c}$ is the first invariant of $F$ as defined in (B.3). Computing the endomorphism $F^3 - I_F$ with $F$ as in (A.16) and reading off the corresponding coefficients $\{U, \hat{A}, \hat{B}, \hat{W}\}$ one recovers precisely (3.24)–(3.27) which confirms that indeed \(\hat{\xi} = \hat{\xi}_0\). Since $G$ obviously commutes with $F$ we find, as a consequence of (B.6) in appendix B, that the CKVF \(\hat{\xi}\) commutes with $Y$. This recovers, at $\mathscr{M}$, the commutation of $Y$ and $\hat{\xi}$ proven in [25] for spacetimes with vanishing MST.

An alternative expression for $G$ can be obtained by using $I_F = \text{tr}(F^3)/2 = -\frac{1}{2} F_{\alpha\beta} F^{\alpha\beta}$,
\[G_{\mu
u} = \frac{1}{2} F^{\alpha\beta}(F \wedge F)_{\mu\nu\rho\sigma} = \frac{3}{2} F^{\alpha\beta} F_{\mu\nu\rho\sigma}\]

From here one immediately sees that the second CKVF is trivial in all cases with $\bar{r} = 1$ (because then $F \wedge F = 0$). This corresponds—see remark 3.2—to all cases (b) in point 5 of theorem 3.1.

Concerning the other possibility $\bar{r} = 2$, that is cases (a) in theorem 3.1, by computing $G$ with the above formula and using the canonical expressions provided, one easily checks that

• if $[Y]$ belongs to case 3(a), then the CKVF $\hat{\xi}$ belongs to case 1(b), so that $\dim(\text{span} \{\hat{\xi}, Y\}) = 2$.
• if $[Y]$ belongs to case 2(a) (setting $k = 1$), then the CKVF $\hat{\xi}$ also belongs to the same case 2(a) with $V = 1/\lambda$ while $\hat{W} = -\lambda(0, 0, 1)$, so that again $\dim(\text{span} \{\hat{\xi}, Y\}) = 2$.
• finally, if $[Y]$ belongs to case 1(a) (setting $k = -1$), then the CKVF $\hat{\xi}$ belongs to the same case 1(a) with $\mu_0 \to 1/\mu_0$, so that once more $\dim(\text{span} \{\hat{\xi}, Y\}) = 2$ except in the case $\mu_0 = 1$, where $G$ and $F$ are proportional and thus, $Y$ is parallel to $\xi$. This corresponds to the exceptional case with $k = -1$ and $c = -2$.

We have thus proven

**Lemma 3.6.** If $\mathscr{M}$ is conformally flat, $\dim(\text{span} \{Y, \hat{\xi}\}) = 1$ in Cases (b) of theorem 3.1 while $\dim(\text{span} \{Y, \hat{\xi}\}) = 2$ in Cases (a) of that theorem with the exception of the particular subcase of 1(a) with $\hat{k} + 4\hat{c}^2 = 0$ and $\hat{c} < 0$, where also $\dim(\text{span} \{Y, \hat{\xi}\}) = 1$.

In other words, the two CKVF's are co-linear in all cases (b) of theorem 3.1 plus the exceptional case of 1(a) with $\hat{k} + 4\hat{c}^2 = 0$ and $\hat{c} < 0$ (these correspond to the generalized Kottler spacetimes and to the Taub-NUT-de Sitter spacetime with NUT-parameter $\ell = \frac{1}{2} \sqrt{\frac{3}{\Lambda}}$, respectively, see below).

**Remark 3.7.** Apart from the special case just mentioned, that means that $\Lambda > 0$-vacuum spacetimes with vanishing MST and conformally flat $\mathscr{M}$ belonging to Cases (a) ($\bar{r} = 2$) also belong to the class (B.i) in [25, theorem 4].

4. Classification of Kerr-dS-like spacetimes with conformally flat $\mathscr{M}$

The aim of this section is to provide a complete classification of $\Lambda > 0$-vacuum spacetimes with vanishing MST and conformally flat $\mathscr{M}$ from the point of view of an asymptotic Cauchy problem with data on $\mathscr{M}$. In doing so we shall re-derive and extend some of the results in
[25], but our analysis is to a large extent independent of the results established in [24, 25]. We merely need the ‘only if’-part of theorem 2.5 that provides necessary conditions at \( \mathcal{S} \) to end up with a Kerr-dS-like spacetime.

Based on that result, the idea to classify Kerr-dS-like spacetimes which admit a conformally flat \( \mathcal{S}^- \) now goes as follows (recall that a conformally flat \( \mathcal{S}^- \) corresponds to asymptotic Cauchy data with \( C_{\text{mag}} = 0 \)): Since \( (\mathcal{S}^-, h) \) is conformally flat and only the conformal class matters geometrically (see remark 2.3 b)), \( (\mathcal{S}^-, h) \) can locally be represented by Euclidean 3-space. Then the Killing vector field \( X \) induces on \( \mathcal{S}^- \) a CKVF \( Y \) of the form (3.14). Theorem 2.5 states that the data for the rescaled Weyl tensor need to be of the form

\[
D_{ij} = C_\text{el} |Y|^{-5} (YY_j - \frac{1}{3} |Y|^2 h_{ij}),
\]

in order to end up with a spacetime with vanishing MST. The Cauchy data are thus fully determined by the CKVF \( Y \) and the parameter \( C_\text{el} \).

It was shown in section 3.1 that the spacetime functions \( k \) and \( c \) defined by (3.7) and (3.6), respectively, induce the invariants \( \hat{k} (Y) \) and \( \hat{c}(Y) \) on \( \mathcal{S} \) as given by (3.16) and (3.15), respectively. There remains the gauge freedom to perform conformal transformations (i.e. Möbius transformations) of Euclidean 3-space. It follows from theorem 3.1 that given \( \hat{k} \) and \( \hat{c} \) there exist either none, one, or two equivalence classes of CKVFs which induce these values of \( \hat{k} \) and \( \hat{c} \), the latter case happening when \( \hat{k} = 0 \) and \( \hat{c} < 0 \). In this situation with two classes of CKVFs, one can distinguish between them by checking whether or not the Möbius invariant condition (3.20) holds. Well-possedness of the asymptotic Cauchy problem with data on \( \mathcal{S}^- \), see theorem 2.2, implies that for given \( [\hat{k}, \hat{c}] \) and \( C_\text{el} \in \mathbb{R} \) there exist, up to isometries, either none, one, or precisely two, \( \Lambda > 0 \)-vacuum spacetimes which induce these values on \( \mathcal{S} \).

Taking further into account that a scaling factor in \( Y \) can be absorbed by the constant \( C_\text{el} \), the CKVF \( Y \) can be assumed to adopt one of the ‘standard forms’ presented in theorem 3.1 with appropriately normalized values of the constants \( \hat{k} \) and \( \hat{c} \) in accordance with remark 3.3.

In the case of a conformally flat \( \mathcal{S}^- \), Kerr–de Sitter-like spacetimes are therefore generated by asymptotic KID which can be parametrized by \( \hat{k} \in \{1, 0, -1\}, \hat{c} \in \mathbb{R} \) and \( \ell \in \{1, 2\} \) according to theorem 3.1 plus \( C_\text{el} \in \mathbb{R} \).

Subsequently, we shall show that letting aside de Sitter (dS) spacetime which, as explained above, corresponds to \( C_\text{el} = 0 \), the Kerr–de Sitter family (4.13), the generalized Kottler spacetimes (4.7), the Taub-NUT-de Sitter spacetime (4.44) with \( \ell = \frac{1}{2} \sqrt{\frac{\Lambda}{\ell}} \), the Wick-rotated Kerr-anti-de Sitter family (4.28) and the \( a \to \infty \)-KdS-limit-spacetime (4.24) exhaust all possible values of \( \hat{k}, \hat{c}, \ell \) and \( C_\text{el} \in \mathbb{R} \setminus \{0\} \). Since we know that these spacetimes can be generated by a Cauchy problem with asymptotic KID, we then conclude that these are the only \( \Lambda > 0 \)-vacuum spacetimes with vanishing MST and conformally flat \( \mathcal{S}^- \). We further express their mass and angular momentum in terms of the asymptotic data.

The following lemma will be useful to classify the possible geometries of \( \mathcal{S} \) of \( \Lambda > 0 \)-vacuum spacetimes with vanishing MST and admitting a smooth conformal compactification.

**Lemma 4.1.** Let \((\Sigma, h)\) be a three-dimensional Riemannian manifold with metric

\[
h = (dt + A(\theta)d\phi)^2 + H^2(\theta)d\theta^2 + W^2(\theta)d\phi^2,
\]

\(^5\) For the argument presented here the fact [25] that, in the setting where the MST vanishes, \( k \) and \( c \) are constants in spacetime is not needed.
where \( H(\theta) \) and \( W(\theta) \) are positive. With \( Y = \partial_t \), the functions \( \hat{c}(Y) \) and \( \hat{k}(Y) \) defined by (3.15) and (3.16), respectively, are
\[
\hat{c}(Y) = -\frac{1}{H^2} \frac{W''}{W} + \frac{H'W'}{H^3W} - \frac{3}{2} \frac{s^2}{W}, \tag{4.2}
\]
\[
\hat{k}(Y) = \frac{s}{2} \hat{C}_{tt} + \frac{1}{4} \left( \frac{s^2}{H^2} + s^2 \hat{c}(Y) + \frac{1}{4} s^4 \right), \tag{4.3}
\]
where \( s = s(\theta) \) is defined as \( s(\theta) := H^{-1}W^{-1}Y \), prime denotes derivative with respect to \( \theta \) and \( \hat{C}_{ij} \) is the Cotton–York tensor of \((\Sigma, h)\). \((\Sigma, h)\) is locally conformally flat if and only if the following three conditions hold:
\[
\hat{c}(Y) = \text{constant}, \quad \frac{s'}{HW} = \text{constant}, \quad \frac{1}{2} H^2 s(2 \hat{c}(Y) + s^2) + \frac{W's'}{W} = 0.
\]

**Proof.** By direct computation one checks that the following equalities hold
\[
\hat{C}_{tt} = -\frac{2\hat{C}_{\theta\theta}}{H^2} - \frac{W}{2H} \frac{\partial}{\partial \theta} \left( \frac{s'}{HW} \right), \quad \hat{C}_{t\theta} = 0, \tag{4.4}
\]
\[
\hat{C}_{t\phi} = \Lambda \hat{C}_{tt} + \frac{W}{2H} \frac{\partial \Gamma}{\partial \theta}, \quad \hat{C}_{\theta\phi} = 0, \tag{4.5}
\]
\[
\hat{C}_{\phi\phi} = -\frac{W^2}{H^2} \hat{C}_{\theta\theta} - (\Lambda^2 + W^2) \hat{C}_{tt} + 2\Lambda \hat{C}_{t\phi}, \tag{4.6}
\]
where \( \Gamma \) is just a shorthand for the right-hand side of (4.2) and the last identity corresponds to the fact that the Cotton–York tensor is trace-free. From (4.4)–(4.6) it follows that \( \hat{C}_{\theta\theta} = 0 \) iff \( \hat{C}_{t\theta} = 0 \) and \( \Gamma, H^{-1}W^{-1}s' \) are both constant. The explicit form of \( \hat{C}_{\theta\theta} \) is
\[
\hat{C}_{\theta\theta} = \frac{1}{4} H^2 s(2\Gamma + s^2) + \frac{1}{2} \frac{W's'}{W},
\]
and the second part of the lemma is proven, as long as we can show that \( \Gamma = \hat{c}(Y) \). Concerning the expressions for \( \hat{c}(Y) \) and \( \hat{k}(Y) \) note that \( Y \) is a Killing vector so that \( f := \text{div} Y = 0 \). Moreover, given that \( Y = dr + Ad\phi \), the curl of \( Y \) is (we take the orientation \( \{t, \theta, \phi\} \) positive, but the result is independent of this choice)
\[
N^t = \eta^t_{h} \hat{n}^o \hat{c}_Y = \delta^t_i \frac{A^i}{HW} \quad \implies \quad N = s Y,
\]
where in the second equality we used that \( \text{det}(h) = HW \) and the definition of \( s \) has been inserted in the last step. For Killing vectors, the definitions of \( \hat{c}, \hat{k} \) (3.10) and (3.11) simplify to
The result then follows from \( |Y|^2 = 1, Y^k N^k = s, |N|^2 = s^2 \) and the fact that the \( \{t,t\} \) component of the Schouten tensor of \( h \) turns out to be

\[
\hat{\mathcal{L}}_{tt} = \frac{1}{2H^2} \frac{W''}{W} - \frac{1}{2} H' W' + \frac{5}{8} s^2.
\]

We are now ready to start our classification.

### 4.1. Cases (b): generalized Kottler spacetimes

Consider first the so-called generalized Kottler metrics (see e.g. [7]),

\[
g = -\left( \varepsilon - \frac{2m}{r} - \frac{\Lambda}{3} r^2 \right) dr^2 + \left( \varepsilon - \frac{2m}{r} - \frac{\Lambda}{3} r^2 \right)^{-1} dr^2 + r^2 d\Omega_2^2,
\]

with

\[
\Lambda > 0, \quad m \in \mathbb{R} \setminus \{0\},
\]

and where \( \varepsilon = 0, \pm 1 \) and \( d\Omega_2^2 \) denotes a metric of constant Gauß curvature \( \varepsilon \). A direct computation shows that the MST associated to the Killing vector \( \partial_t \) vanishes.

In the conformally rescaled spacetime with conformal factor \( \Theta = \sqrt{\frac{1}{\Lambda}} r^{-1} \) one obtains as induced metric on \( \mathcal{S}^- \), defined by \( \Theta = 0 \)\( ^6 \),

\[
h = dr^2 + \frac{3}{\Lambda} d\Omega_2^2.
\]

The CKVF induced on \( \mathcal{S}^- \) is \( Y = \partial_t \). Writing

\[
d\Omega_2^2 = d\theta^2 + \Sigma^2(\theta, \varepsilon) d\phi^2, \quad \partial_{\theta} \Sigma = -\Sigma \varepsilon
\]

we can apply lemma 4.1 with \( H = \sqrt{\frac{1}{\Lambda}}, W = H \Sigma \) and \( A = 0 \) (so that \( s = 0 \)). It follows that \( h \) is locally conformally flat and (we drop the reference to \( Y \))

\[
\hat{k} = 0, \quad \hat{\mathcal{L}} = \frac{\Lambda}{3} \varepsilon.
\]

In terms of the rescaled \( \tilde{N} = \sqrt{\frac{1}{\Lambda}} \) we have

\[
\hat{k} = 0, \quad \hat{\mathcal{L}} = \varepsilon.
\]

This corresponds to cases 2(b) and 3(b) whenever \( \varepsilon = 1 \) or 0, respectively. Concerning \( \varepsilon = -1 \), there still are two possibilities depending on the value of \( \tilde{r} \). We can identify the conformal

\[^6\]Here and in the subsequent sections we stick to the standard notation of Boyer–Lindquist-type coordinates. That means the coordinate normal to \( \mathcal{S}^- \) is denoted by \( r \), while \( t \) is used as a coordinate to parametrize \( \mathcal{S}^- \).
class \([Y]\) in this case by simply checking that (3.20) holds for \(Y_{\text{norm}}\), implying that \(\bar{r} = 1\) and thus we are in case \((b)\). (An alternative way of seeing this is by noting that this spacetime admits four independent commuting Killing vector fields, so that \(\mathcal{K} \) must admit four independent commuting CKVFs: Only the class \(k = 0, c < 0 \text{ and } \bar{r} = 1\) has this property—see the discussion after (C.12)).

We further find that (we always use the spacetime Killing vector associated to \(Y_{\text{norm}}\) to compute \(b_1\) and \(C_{\text{el}}\)).

\[
b_1 = 36 \text{Im} \left( \frac{Q_0 f_{\text{J}2}^5}{(Q_0 f_{\text{J}2}^5 - 4\Lambda)^2} \right) = 2m \left( \frac{3}{\Lambda} \right)^{3/2},
\]

hence

\[
C_{\text{el}} = -\frac{1}{6} \Lambda^2 \left( \frac{3}{\Lambda} \right) b_1 = -3m.
\]

In summary, the generalized Kottler spacetimes correspond to the three cases characterized by \(r = 1\), that is, Cases \((1)(b)\), \((2)(b)\) and \((3)(b)\) in theorem 3.1 (see remark 3.2).

4.2. Case 2(a): Kerr–de Sitter spacetimes

Consider now the Kerr–de Sitter metric in Boyer–Lindquist-type coordinates, see e.g. \([2, 29]\),

\[
g = -\frac{\Delta_r}{\rho^2} (dt - a \sin^2 \theta d\phi)^2 + \frac{\Delta_\theta \sin^2 \theta}{\rho^2} (adr - (r^2 + a^2)d\phi)^2 + \frac{\rho^2}{\Delta_r} dr^2 + \frac{\rho^2}{\Delta_\theta} d\theta^2,
\]

where

\[
\rho^2 := r^2 + a^2 \cos^2 \theta,
\]

\[
\Xi := 1 + \frac{\Lambda}{3} a^2,
\]

\[
\Delta_\theta := 1 + \frac{\Lambda}{3} a^2 \cos^2 \theta,
\]

\[
\Delta_r := (a^2 + r^2) \left( 1 - \frac{\Lambda}{3} r^2 \right) - 2mr,
\]

and furthermore

\[
\Lambda > 0, \quad a \in \mathbb{R} \setminus \{0\}, \quad m \in \mathbb{R} \setminus \{0\}.
\]

Redefining \(t\) and \(\phi\) one can eliminate \(\Xi\), whence (4.13) becomes

\[
g = -\frac{\Delta_r}{\rho^2} (dt - a \sin^2 \theta d\phi)^2 + \frac{\Delta_\theta \sin^2 \theta}{\rho^2} (adr - (r^2 + a^2)d\phi)^2
\]

\[
+ \frac{\rho^2}{\Delta_r} dr^2 + \frac{\rho^2}{\Delta_\theta} d\theta^2.
\]
The solutions with \( a < 0 \) or \( m < 0 \) can be transformed into those with \( a > 0 \) and \( m > 0 \) by appropriate coordinate transformations (see e.g. [29]). Our gauge will be such that \( a > 0 \). As explained in remark 2.3 point c) and after theorem 2.5, we have no gauge freedom left to arrange that \( m \) is positive. In the limit where \( m = 0 \) one obtains the de Sitter metric while for \( a = 0 \) one ends up with the Schwarzschild-de Sitter metric.

A computer algebra calculation shows that the MST associated to the Killing vector field \( X = \partial_t \) vanishes. In the conformally rescaled spacetime with conformal factor \( \Theta = \sqrt{3}r^{-1} \) one obtains for the induced metric on \( \mathcal{M}^{-} \), compare [2, 29]

\[
\begin{align*}
\theta &\theta = -\Lambda \Delta + \Lambda \Xi + \Lambda H \sin \theta \\
\theta &\phi \theta \phi = -\Lambda \Delta + \Lambda \Xi + \Lambda H \sin \theta 
\end{align*}
\]

\( (4.20) \)

With \( Y \) appropriately normalized, i.e. \( \tilde{Y}_{\text{norm}} = \left( \Lambda \right)^{3/2} a^{-1/2} Y \) these constants become

\[
\tilde{k} = 1, \quad \tilde{c} = \left( \frac{\Lambda}{3} \right)^{1/4} \left( 1 - \Lambda \tilde{a}^2 \right)
\]

and thus we are in the Case 2(a) of theorem 3.1. Observe that

\[
a = \frac{1}{2\sqrt{\Lambda}} \left( \sqrt{\tilde{a}^2 + 4} - \tilde{c} \right),
\]

\( (4.21) \)

so that the function \( a \mapsto \tilde{c} \) defines a bijection from \((0, \infty) \) onto \( \mathbb{R} \). It remains to compute \( C_{el} \). A computer algebra calculation shows that

\[
b_1 = 36 \text{Im} \left( \frac{Q_0 (\mathcal{F}^2)^2}{Q_0 (\mathcal{F}^2 - 4 \Lambda)} \right) = 2 \left( \frac{3}{\Lambda} \right)^{9/4} \frac{m}{a^{3/2}}
\]

\( (4.22) \)

and therefore

\[
C_{el} = -\frac{\Lambda^2}{6} \sqrt{\frac{3}{\Lambda}} b_1 = -3 \frac{m}{a^{3/2}} \left( \frac{3}{\Lambda} \right)^{3/4}.
\]

\( (4.23) \)

For \( \tilde{c} = 0 \) we have \( a^2 = \frac{3}{\Lambda} \) which is an important value for \( a^2 \) since the conformal diagrams for \( 0 < a^2 < \frac{3}{\Lambda} \) and \( a^2 > \frac{3}{\Lambda} \) look completely different due to the fact that their horizon structure differs significantly (see e.g. [29]). The impact of the parameter \( \tilde{c} \) on the global structure of the associated KdS-spacetime is not visible at all from our analysis at \( \mathcal{M} \). It would be interesting to know whether it can be detected by an analysis of the poles where the horizons ‘touch’ \( \mathcal{M} \).
4.3. Case 3(a): a → ∞-KdS-limit-spacetime

Case 3(a) is defined by the properties that \( \hat{k} = 0, \hat{c} < 0 \) and rank parameter \( \hat{r} = 2 \). Contrarily to all other cases, where we had available candidates of spacetime metrics admitting a smooth conformal compactification and potentially fulfilling all our requirements on \( \hat{k}, \hat{c} \) and \( \hat{r} \), in the present case no such candidate was known to us. Nevertheless, from theorem 3.1 and the Cauchy well-posedness theorem 2.2 one knows a priori that such spacetime must exist. This a priori knowledge was in fact crucial in our efforts to find the appropriate metric. Observe that Case 3(a) lies in the closure of Case 2(a) in the \( k, c \) parameter space, in the sense that the former can be viewed as a limit \( \hat{k} \to 0 \) along a curve with \( \hat{c} < 0 \) (i.e. a curve fully contained in Case 2(a)). Note that the situation is different for all other cases with \( \hat{k} = 0 \), because they all have \( \hat{r} = 1 \). Only in Case 3(a) the rank parameter remains unchanged at the limit. These considerations indicate that perhaps the spacetime we are seeking may be obtainable as a limit of the Kerr–de Sitter family. To gain further insight on how this limit might go, consider the rescaled CKVF \( Y' = \frac{1}{a} Y \) in the Kerr–de Sitter spacetime. According to the results in section 4.2, the constants associated to this CKVF are

\[
\hat{k}(Y') = \frac{3}{a^2}, \quad \hat{c}(Y') = \frac{3}{a^2} - 1,
\]

which have the property that their limit as \( a \to +\infty \) approach the desired values \( \hat{k} = 0, \hat{c} = -1 \). Thus, the possibility arises that the sought metric may obtainable as a limit as \( a \to +\infty \) of the Kerr–de Sitter metric. With these hints at hand, we can proceed as follows.

Let us consider the Kerr–de Sitter spacetime (4.19), and perform the coordinate change

\[
r' = at, \quad r' = a^{-1}r, \quad \phi' = a^2\phi,
\]

which combined with the parameter redefinition \( m' := a^{-3}m \) brings the Kerr-dS line element (4.19) into the form

\[
g = -\frac{\Delta'}{\rho'^2}(dr' - \sin^2 \theta d\phi')^2 + \frac{\Delta'}{\rho'^2}(dr' - (r'^2 + 1)d\phi')^2 + \frac{\rho'^2}{\Delta'} dr'^2 + \frac{\rho'^2}{\Delta'_{\phi}} d\theta'^2,
\]

with

\[
\rho'^2 := r'^2 + \cos^2 \theta, \quad \Delta' := \frac{1}{a^2} + \frac{\Lambda}{3} \cos^2 \theta, \quad \Delta'_{\phi} := (1 + r'^2)\left(\frac{1}{3} - \frac{\Lambda}{3} r'^2\right) - 2m'r'.
\]

The limit \( a \to \infty \) in this spacetime leads to a regular metric—dropping the primes—

\[
g = \Delta^\infty(dt - \sin^2 \theta d\phi)^2 + \Sigma^\infty \sin^2 \theta(dt - (r^2 + 1)d\phi)^2 - \frac{dr^2}{\Delta^\infty} + \frac{d\theta^2}{\Sigma^\infty}, \quad (4.24)
\]

with

\[
\Sigma^\infty := \frac{\Lambda}{3} \cos^2 \theta \quad \frac{r^2 + \cos^2 \theta}, \quad \Delta^\infty := \frac{\Lambda}{3} r^2(1 + r^2) + 2mr \quad \frac{r^2 + \cos^2 \theta}.
\]
We call the metric (4.24), the $a \to \infty$-KdS-limit-spacetime. As far as we are aware, this metric has not been discussed before in the literature, and we emphasize that the process of finding it involved in a crucial way the general classification scheme developed in this paper. Observe that the subcase with $m=0$ is locally de Sitter spacetime—in a peculiar coordinate system—and that the spacetime possesses a group $G_2$ of motions. Since furthermore this spacetime appears as a limit of the KdS-family, it may represent a model of physical relevance. It is therefore of interest to study its properties, an issue which is to be accomplished elsewhere.

By direct computation one shows that (4.24) solves the $\Lambda>0$-vacuum Einstein equations (2.1), and that the MST associated to the Killing vector field $\xi = \partial_t$ vanishes.

Concerning $\mathcal{M}$, we use the rescaled metric with the conformal factor $\Theta = \frac{3}{\Lambda} r^{-1}$ and send $r \to \infty$ to obtain the following induced metric on $\mathcal{M}$,

$$
\begin{align*}
ht &= dr^2 - 2 \sin^2 \theta d\theta d\phi + \left(\frac{3}{\Lambda}\right)^2 \frac{1}{\cos^2 \theta} d\theta^2 + \sin^2 \theta d\phi^2 \\
&= (dt - \sin^2 \theta d\phi)^2 + \left(\frac{3}{\Lambda}\right)^2 \frac{1}{\cos^2 \theta} d\theta^2 + \sin^2 \theta \cos^2 \theta \, d\phi^2,
\end{align*}
$$

The induced CKVF is $Y = \partial_t$. Applying lemma (4.1) with $H = \frac{3}{\Lambda \cos \theta}$, $W = \sin \theta \cos \theta$ and $A = -\sin^2 \theta$ (from which $s = -(2/3)\Lambda \sin \theta$) it follows immediately that $h$ is locally conformally flat and

$$
\hat{k} = 0, \quad \hat{c} = -\left(\frac{\Lambda}{3}\right)^2.
$$

In terms of $Y_{\text{norm}} = \frac{3}{\Lambda} Y$ the constants are

$$
\hat{k} = 0, \quad \hat{c} = -1.
$$

One can now easily see that (3.20) does not hold for $Y_{\text{norm}}$ (for instance by noting that $Y_{\text{norm}}^k = 0$ as $s \neq 0$), and thus the conformal class $[Y]$ has $r = 2$ and this corresponds to Case 3(a) in theorem 3.1. (Another way of seeing this is to realize that the $a \to \infty$-KdS-limit-spacetime has precisely two independent Killing vector fields, whence it is generated by the CKVF $Y^{(1)}$ of (C.12)).

As before, we compute $b_1$ and $C_{\text{el}}$ using the spacetime expressions (3.5) and (3.9) to get

$$
b_1 = 2m \left(\frac{3}{\Lambda}\right)^3, \quad C_{\text{el}} = -3m \left(\frac{3}{\Lambda}\right)^{3/2}.
$$

(4.25)

4.4. Case 1(a): wick-rotated Kerr-AdS and Taub-NUT-dS with $\ell = \frac{1}{2} \sqrt{3/\Lambda}$ spacetimes

It remains to identify spacetimes in the parameter range where $\hat{k} = -1$ and $\hat{c} \leq -2$. We are going to see that the subcase $\hat{c} = -2$ is somehow special, but that anyway it can be included in a general expression for this set of spacetimes as a limit. We start with the generic case, leading to the Wick-rotated Kerr-anti-de Sitter (AdS) spacetime

4.4.1 Wick-rotated Kerr-anti-de Sitter spacetime. In [19] a Wick rotation

$$
t \mapsto i t, \quad r \mapsto i r, \quad \theta \mapsto i \theta, \quad \phi \mapsto \phi,
$$

(4.26)
\[\Lambda \mapsto -\Lambda, \quad m \mapsto -im, \quad a \mapsto ia,\] (4.27)

has been performed to the Kerr–de Sitter spacetime to construct black-hole solutions with negative cosmological constant. In fact, the whole procedure is independent of the sign of the cosmological constant (as long as one makes sure that the Lorentzian signature of the metric is preserved), and one is led to a 2-parameter family of solutions with positive cosmological constant by a Wick rotation of the Kerr-AdS metric. In Boyer–Lindquist-type coordinates it reads

\[
g = -\frac{\Delta_r}{\rho^2}(dr + a \sinh^2 \theta d\phi)^2 + \frac{\Delta_\theta}{\rho^2}(adt - (r^2 + a^2)d\phi)^2
+ \frac{\tilde{\rho}^2}{\Delta_r}dr^2 + \frac{\tilde{\rho}^2}{\Delta_\theta}d\theta^2,\] (4.28)

where

\[
\tilde{\rho}^2 := r^2 + a^2 \cosh^2 \theta, \quad \tilde{\Xi} := 1 - \frac{\Lambda}{3}a^2, \quad \tilde{\Delta}_\theta := 1 - \frac{\Lambda}{3}a^2 \cosh^2 \theta,
\]

\[
\Delta_r := -(a^2 + r^2) \left( 1 + \frac{\Lambda}{3} r^2 \right) - 2mr, \quad (4.32)
\]

and with

\[\Lambda > 0, \quad a \in \mathbb{R} \setminus \{0\}, \quad m \in \mathbb{R} \setminus \{0\}.\] (4.33)

The Wick-rotated Kerr-AdS spacetime is a generalization of the Kottler spacetime with \(\varepsilon = -1\) just as the Kerr–de Sitter spacetime generalizes the Kottler spacetime with \(\varepsilon = +1\), which is the Schwarzschild-de Sitter metric. However, (4.28) defines a Lorentzian metric of signature \([- , + , + , +]\) if and only if

\[a^2 < \frac{3}{\Lambda},\] (4.34)

namely for (note that \(\det g|_{\theta=0} = 0\))

\[0 < \theta < \text{arccosh} \left( \sqrt{\frac{3}{\Lambda}} a^{-1} \right).\] (4.35)

One checks that this is indeed a solution of Einstein’s field equations (2.1). As in the Kerr-\(dS\)-case the sign of \(a\) and \(m\) is a matter of gauge. In our gauge \(a\) will be positive while \(m\) will have both signs.

As in the Kerr–de Sitter case, we can get rid of \(\tilde{\Xi}\) by a simple rescaling of \(t\) and \(\phi\), whence (4.28) becomes

\[
g = -\frac{\Delta_r}{\rho^2}(dt + a \sinh^2 \theta d\phi)^2 + \frac{\Delta_\theta}{\rho^2}(adt - (r^2 + a^2)d\phi)^2
+ \frac{\tilde{\rho}^2}{\Delta_r}dr^2 + \frac{\tilde{\rho}^2}{\Delta_\theta}d\theta^2,\] (4.36)
This metric has vanishing MST with respect to the Killing vector field $X = \partial_t$. Performing the conformal rescaling with conformal factor $\Theta = \sqrt{\frac{3}{A}} r^{-1}$ and sending $r \to \infty$, the induced metric on $\mathcal{I}^-$ turns out to be

\[
h = dr^2 + 2a \sinh^2 \theta dr d\phi + \frac{3}{A} \Delta_{\theta} d\theta^2 + \frac{3}{A} a \sinh^2 \theta d\phi^2
\]

\[
= (dr + a \sinh^2 \theta d\phi)^2 + \frac{3}{A}(\Delta d\theta^2 + \Delta_{\theta} \sinh^2 \theta d\phi^2).
\]

and the CKVF associated to $X$ is $Y = \partial_t$. With $H = (3(\Lambda \Delta_{\theta}))^{1/2}$, $W = \Delta_{\theta} H \sinh \theta$ and $A = a \sinh^2 \theta$ (which gives $s = (2/3)\Lambda a \cosh \theta$), lemma 4.1 implies that $h$ is locally conformally flat and that

\[
\tilde{k} = -\left(\frac{A}{3}\right)^2 a^2, \quad \tilde{c} = -\frac{A}{3}\left(1 + \frac{A}{a^2}\right).
\]

Normalizing $Y_{\text{norm}} = (\frac{1}{A})^{3/4} a^{-1/2} Y$ we are led to

\[
\tilde{k} = -1, \quad \tilde{c} = -\left(\frac{\Lambda}{3} a\right)^{-1} - \frac{\Lambda}{3} a.
\]

(4.37)

Recall that $0 < \sqrt{\frac{\Lambda}{3}} a < 1$. The function $\sqrt{\frac{\Lambda}{3}} a \mapsto \tilde{c}$ defines a bijection from $(0, 1)$ onto $(-\infty, -2)$ and we have

\[
a^2 = \frac{\Lambda}{3}\left(\sqrt{\tilde{c}^2 - 4} + \tilde{c}\right)^2.
\]

(4.38)

Therefore, this metric corresponds to Case 1(a) in theorem 3.1 but with $\tilde{c} < -2$, i.e., with the strict inequality. The value $\tilde{c} = -2$ is not included here (in other words, the constant $\mu_0$ in theorem 3.1 is such that $\mu_0 \in (0, 1)$, excluding the right end of this interval).

For the constants $b_1$ and $C_{\text{el}}$ we find

\[
b_1 = 2\left(\frac{3}{\Lambda}\right)^{3/4} \frac{m}{a^{3/2}}, \quad C_{\text{el}} = -\frac{3}{a^{3/2}}\left(\frac{3}{\Lambda}\right)^{3/4}.
\]

(4.39)

4.4.2. Taub-NUT-dS with $\ell = \frac{1}{2}\sqrt{\frac{\Lambda}{3}}$. Consider now the Taub-NUT-de Sitter metric (see e.g. [16]),

\[
g = -V_e\left(dt - 4\ell \sin^2 \frac{\theta}{2} d\phi\right)^2 + \frac{1}{V_e} dr^2 + (r^2 + \ell^2)(d\theta^2 + \sin^2 \theta d\phi^2),
\]

(4.40)

where

\[
V_e = \frac{1}{r^2 + \ell^2}\left(r^4 - \ell^2 - 2mr - \frac{\Lambda}{3}(r^4 + 6\ell^2 r^2 - 3\ell^4)\right).
\]

(4.41)

and with

\[
\Lambda > 0, \quad m \in \mathbb{R} \setminus \{0\}, \quad \ell \in \mathbb{R} \setminus \{0\}.
\]

(4.42)
This spacetime also has vanishing MST with respect to the Killing vector field $X = \partial_t$. With the conformal factor $\Theta = \sqrt{\frac{3}{\Lambda}} r^{-1}$ the induced metric at $\mathcal{I}^-$ (i.e. in the limit $r \to \infty$) is

\[
h = dr^2 - 8\ell \sin^2 \frac{\theta}{2} d\phi + \frac{3}{\Lambda} d\theta^2 + \left(16\ell^2 \sin^4 \frac{\theta}{2} + \frac{3}{\Lambda} \sin^2 \theta \right) d\phi^2
\]

\[
= \left(dr - 4\ell \sin^2 \frac{\theta}{2} d\phi\right)^2 + \frac{3}{\Lambda} (d\theta^2 + \sin^2 \theta d\phi^2),
\]

and the induced CKVF is $\mathcal{Y}_t$. Lemma (4.1) with $H = (3/\Lambda)^{1/2}$, $W = H \sin \theta$ and $A = -4\ell \sin^2(\ell/2)$ (so that $s = -(2/3)\Lambda \ell$) gives

\[
\hat{C}_{\theta\theta} = \frac{\ell^2}{3} \left(\frac{4}{3} \Lambda \ell^2 - 1\right).
\]

Thus, $h$ can be locally conformally flat only if either $\ell = 0$, which is the Schwarzschild-de Sitter case already discussed, or

\[
\ell = \frac{1}{2} \sqrt{\frac{3}{\Lambda}},
\]

which we assume henceforth. For later reference we quote the spacetime metric in this case

\[
g = -V_t \left(dr - 2\sqrt{\frac{3}{\Lambda}} \sin^2 \frac{\theta}{2} d\phi\right)^2 + \frac{1}{V_t} dr^2 + \left(r^2 + \frac{3}{4\Lambda}\right) (d\theta^2 + \sin^2 \theta d\phi^2),
\]

where

\[
V_t = -\frac{\Lambda}{3} \left(r^2 + \frac{3}{4\Lambda}\right) - 2mr \left(r^2 + \frac{3}{4\Lambda}\right)^{-1}.
\]

The expressions of $\hat{k}$ and $\hat{c}$ as given in (4.2) and (4.3) yield

\[
\hat{k} = -\frac{\Lambda^2}{144}, \quad \hat{c} = -\frac{\Lambda}{6}.
\]

After rescaling $Y_{\text{norm}} = 2\sqrt{\frac{2}{3}} Y$, the constants become

\[
\hat{k} = -1, \quad \hat{c} = -2.
\]

Hence, this is the special Case 1(a) of theorem 3.1 left over before (corresponding to $\mu_0 = 1$ in that theorem). Observe that this is also the exceptional case identified in lemma 3.6.

The constants $b_1, C_{\text{el}}$ can be computed from the spacetime metric to be

\[
b_1 = 16m \left(\frac{3}{\Lambda}\right)^{3/2}, \quad C_{\text{el}} = -24m.
\]

**4.4.3. Taub-NUT-dS as a limit of the Wick-rotated Kerr-AdS.** Theorem 3.1 and the two previous subsections clearly indicate that the Taub-NUT-dS spacetime with $\ell = -\sqrt{\frac{\Lambda}{3}}$ and the Wick-rotated Kerr-AdS spacetimes belong to the same single class, Case 1(a), characterized by the property $\hat{k} < 0$—within the allowed set $\mathcal{A} \subseteq \mathbb{R}^2$ of that theorem. The values of $\hat{c}$ in Taub-NUT-dS ($\hat{c} = -2\sqrt{|\hat{k}|}$) and in the Wick rotated spacetime (4.37) suggest that the former
should be obtainable as the limit $\frac{\Lambda}{3} a^2 \to 1$ of the latter. In this section we show that this is indeed the case.

Given that the value $\frac{\Lambda}{3} a^2 = 1$ is not allowed by the metric (4.28) we need to perform a coordinate transformation which is singular when $\Xi = -\frac{\Lambda}{\sqrt{2}} a^2$. We show that this is indeed the case. Assume $\Xi > 0$ and define a coordinate $\theta$ by

$$\theta = \beta(\Xi) \sin \frac{\hat{\theta}}{2},$$

where

$$\beta(\Xi) := \text{arccosh} \left( \frac{1}{\sqrt{1 - \Xi}} \right).$$

Note that the range of $\theta$ corresponds to the range $\hat{\theta} \in [0, \pi)$. Expanding $\beta(\Xi)$ near $\Xi = 0$, a function $U(\Xi)$, vanishing at $\Xi = 0$ and smooth in a neighbourhood of this point, can be defined by $\beta(\Xi) = \sqrt{\Xi}(1 + U(\Xi))$. We can also expand $\Delta_\theta(\theta) = 1 - (1 - \Xi) \cosh^2 \theta$ in terms of the new coordinate, to obtain

$$\Delta_\theta = \Xi \left( 1 - (1 - \Xi) (1 + U(\Xi))^2 \sin^2 \frac{\hat{\theta}}{2} + O(\Xi) \right),$$

from which the term $\frac{d\theta^2}{\Delta_\theta}$ in the metric is immediately seen to become, in terms of the new variable,

$$\frac{d\theta^2}{\Delta_\theta} = \frac{\Xi \left( (1 + U(\Xi))^2 \cos^2 \frac{\hat{\theta}}{2} \right) d\hat{\theta}^2}{4 \Xi \left( 1 - (1 - \Xi) (1 + U(\Xi))^2 \sin^2 \frac{\hat{\theta}}{2} + O(\Xi) \right)} = \frac{\cos^2 \frac{\hat{\theta}}{2} d\hat{\theta}^2}{4 \left( 1 - \sin^2 \frac{\hat{\theta}}{2} \right)} + O(\Xi)
$$

$$= \frac{d\hat{\theta}^2}{4} + O(\Xi).$$

Note also that

$$\frac{\sin^2 \theta}{\Xi} = \sin^2 \frac{\hat{\theta}}{2} + O(\Xi),$$

and that both $\rho^2$ and $\Delta_r$ have smooth limits at $\Xi = 0$, which we denote respectively as $\rho_0^2$ and $\Delta_r^0$. Observe in particular that $\rho_0^2 = r^2 + 3\Lambda$. With the coordinate transformation $t = \frac{\Xi}{\hat{r}}$, the Wick rotated metric (4.28) takes the form

$$g_\Xi = -\frac{\Delta_r^0}{\rho_0^2} \left( \frac{1}{2} dt + \sqrt{\frac{3}{\Lambda}} \sin^2 \frac{\hat{\theta}}{2} d\phi \right)^2 + \frac{\rho_0^2}{2} \sin^2 \frac{\hat{\theta}}{2} \cos^2 \frac{\hat{\theta}}{2} d\phi^2 + \frac{\rho_0^2}{4} \Delta_r^0 d\bar{r}^2 + \frac{1}{4} \rho_0^2 \bar{d}^2 + O(\Xi)
$$

$$= -\frac{\Delta_r^0}{4\rho_0^2} \left( dt - 4\rho_0^2 \sin^2 \frac{\hat{\theta}}{2} d\phi \right)^2 + \frac{1}{4} \rho_0^2 (d\bar{r}^2 + \sin^2 \hat{\theta} d\phi^2) + \frac{4\rho_0^2}{\Delta_r^0} d\bar{r}^2 + O(\Xi),$$
where in the second equality we have defined new coordinates \( r = 2\ell, \phi = -\hat{\phi} \) and introduced the quantity \( \ell_0 = \frac{1}{2} \sqrt{\frac{3}{\Lambda}} \). It is immediate to check that

\[
\frac{-\Delta_0^0}{4\hat{\rho}_0^2} = \frac{-\ell_0^4\ell_0^{-2} - 2\ell_0^2 - m\ell_0^2}{4(\ell_0^2 + \ell_0^2)} := V_0.
\]

Note that \( V_0 \) is defined exactly as in (4.41) with the value of \( m \) replaced by \( \frac{\ell}{\ell_0^2} \). So, we conclude

\[
g_{\pm} = -V_0 \left( df - 4\ell_0^2 \sin^2 \frac{\hat{\phi}}{2} d\hat{\phi} \right)^2 + \frac{1}{V_0} \left( d\varphi^2 + (\ell_0^2 + \ell_0^2)(d\hat{\phi}^2 + \sin^2 \hat{\phi} d\hat{\phi}^2) \right) + O(\hat{\varphi}),
\]

which indeed shows that the Taub-NUT-dS spacetime with \( 2\ell = \sqrt{\frac{3}{\Lambda}} \) and the Wick-rotated Kerr-AdS spacetimes belong to a single class with parameter range \( 1 - \frac{1}{3}\alpha^2 \geq 0 \), with the equality case corresponding to the Taub-NUT-dS spacetime with \( 2\ell = \sqrt{\frac{3}{\Lambda}} \).

5. Main results

We are now able to state our main results. As indicated at the beginning of section 4 they combine a reconsideration of [25, theorems 4 & 6] with some important refinements, under the additional assumptions that the cosmological constant is positive and that the spacetime admits a conformally flat \( \mathcal{J} \). In addition, our results provide a clear identification of the KID needed at \( \mathcal{J} \) for the different spacetimes, and inform us of the underlying topology of the connected components of \( \mathcal{J} \). In summary, it becomes possible to give a clearer statement on which spacetimes emerge under which conditions, and, moreover, to achieve a classification in terms of the initial data of an asymptotic Cauchy problem.

The various possibilities appearing in [25, theorem 4], see also section 6.1 of that reference, are restricted in such a way that only the spacetimes in (i), (ii), (iv) and (v) of theorem 5.1 below remain.

**Theorem 5.1.** Consider a spacetime \((\mathcal{M}, g)\), solution of Einstein’s vacuum field equations (2.1) with \( \Lambda > 0 \), which admits a smooth conformally flat \( \mathcal{J} \) and which contains a Killing vector field \( X \) w.r.t. which the MST vanishes. Then the restrictions (3.9), (3.16) and (3.15) of the functions \( b_1, k \) and \( c \), as given by (3.5)–(3.7), on \( \mathcal{J} \) are constant.

Assuming that \( b_1 \neq 0 \) (equivalently \( C_{a1} \neq 0 \); if \( b_1 = 0 \), \((\mathcal{M}, g)\) is locally given by the de Sitter spacetime in the DoD of \( \mathcal{J} \)), we have furthermore:

(i) If \( k > 0 \), \((\mathcal{M}, g)\) belongs locally to the Kerr-de Sitter family (4.13) in the DoD of \( \mathcal{J} \).

For \( k \) normalized to 1, the parameters \( m = 0 \) and \( a \) are given by (4.21) and (4.23), respectively. This corresponds to Case 2(a) in theorem 3.1.

(ii.1) If \( k = 0 \) and \( c \geq 0 \), \((\mathcal{M}, g)\) is locally a generalized Kottler spacetime (4.7) with \( c = \text{sign}(\hat{c}) \). For \( c \) normalized to 1 or 0, respectively, its mass is given by (4.12). These correspond to Cases 2(b) and 3(b) in theorem 3.1, respectively.

(ii.2) If \( k = 0 \) and \( \hat{c} < 0 \) there are two possibilities:

\[ \text{[Recall that] } \hat{c} = (\Lambda/3)c |_{\mathcal{J}} \text{ and } \hat{k} = (\Lambda/3)k |_{\mathcal{J}}. \]
(a) Either \((\mathcal{M}^-, h)\) admits four CKVFs, then \((\mathcal{M}, g)\) is locally given by the generalized Kottler spacetime \((4.7)\) with \(\varepsilon = -1\), its mass (in \(\tilde{c} = -1\)-gauge) is given by \((4.12)\). This corresponds to Case 1(b) in theorem 3.1.;

(b) or, \((\mathcal{M}^-, h)\) admits merely two CKVFs, then \((\mathcal{M}, g)\) is locally given by the \(\Lambda > 0\)-vacuum spacetime which admits a conformally flat \(\mathcal{M}\) and a Killing vector field w.r.t. which the MST vanishes is locally given by the Kerr–de Sitter spacetime, while the \(a \to \infty\)-Kottler spacetime and the \(\Lambda > 0\)-vacuum spacetime which admits a conformally flat \(\mathcal{M}\) and a Killing vector field w.r.t. which the MST vanishes is locally given by the Kerr–anti-de Sitter spacetime, or the Wick-rotated Kerr-anti-de Sitter spacetime, or certain limits thereof.

(c) A spacetime which satisfies the above assumptions with \(\tilde{k} < 0\) and \(\tilde{c} < -2\sqrt{|\tilde{k}|}\) does not exist.

(d) If \(\tilde{k} < 0\) and \(\tilde{c} = -2\sqrt{|\tilde{k}|}\), \((\mathcal{M}, g)\) is locally the Taub-NUT-de Sitter spacetime \((4.44)\) with NUT-parameter \(\ell = \frac{1}{2\sqrt{|\tilde{k}|}}\) in the DoD of \(\mathcal{M}^-.\) For \(\tilde{k}\) normalized to \(-1\) its mass is given by \((4.46)\). This corresponds to Case 1(a) in theorem 3.1 with \(\mu_0 = 1\), and coincides with the exceptional case identified in lemma 3.6.

(e) If \(\tilde{k} < 0\) and \(\tilde{c} < -2\sqrt{|\tilde{k}|}\), \((\mathcal{M}, g)\) belongs locally to the Wick-rotated Kerr-anti-de Sitter family \((4.28)\) in the DoD of \(\mathcal{M}^-.\) For \(\tilde{k}\) normalized to \(-1\) the parameters \(m \neq 0\) and \(a\) are given by \((4.38)\) and \((4.39)\), respectively. This corresponds to Case 1(a) in theorem 3.1 with \(\mu_0 \in (0, 1)\).

### Remark 5.2.

In fact, it follows from the results in [25] that \(b_1, k\) and \(c\) are constant in the whole spacetime, whence their values can be computed at any point, not necessarily on \(\mathcal{M}^-.\)

### Remark 5.3.

Recall that the \(\varepsilon = +1\)-Kottler spacetime and the \(a \to \infty\)-Kottler spacetime are limits of the Kerr–de Sitter spacetime, while the \(\varepsilon = -1\)-Kottler spacetime and the \(\ell = \frac{1}{2\sqrt{|\tilde{k}|}}\)-Taub-NUT-de Sitter spacetime are limits of the Wick-rotated Kerr-anti-de Sitter spacetime. The \(\varepsilon = 0\)-Kottler spacetime, in turn, can be obtained as limit of the \(\varepsilon \neq 0\)-Kottler spacetimes if the Gauß curvature is not normalized to \(\pm 1\) and one passes to the limit \(\varepsilon \to 0\). Theorem 5.1 therefore tells us that a \(\Lambda > 0\)-vacuum spacetime which admits a conformally flat \(\mathcal{M}^-.\) and a Killing vector field w.r.t. which the MST vanishes is locally given by the Kerr–de Sitter spacetime, or the Wick-rotated Kerr-anti-de Sitter spacetime, or certain limits thereof. This is summarized in table 1.

### 5.1. Global considerations: topology of \(\mathcal{M}^-.\)

Let us complement our classification results based at \(\mathcal{M}^-.\) with some global considerations of the Kerr-dS-like spacetimes with a locally conformally flat \(\mathcal{M}^-.\), i.e. those which appear in theorem 5.1, concerning in particular the topology of \(\mathcal{M}^-.\).

A convenient way to set up the asymptotic Cauchy problem for spacetimes with vanishing MST is to take as initial Riemannian manifold the standard 3-sphere \((S^3, g^S)\), which takes care of the assumption that \(\mathcal{M}^-.\) is locally conformally flat. The asymptotic Cauchy KID are completed by the choice of a CKVF \(Y\) on \(S^3\) and some constant \(C_\varepsilon\). In general, though, \(Y\) will have zeros on \(S^3\) and, letting aside the de Sitter spacetime, these points do not belong to the null infinity of the so-emerging \(\Lambda > 0\)-vacuum spacetime [24]. Its topology will therefore not be \(S^3\) but rather

\[\mathcal{M}^- \cong S^3 \setminus \{ p \in S^3 \mid |Y(p)|^2 = 0 \}\]

(or a connected component thereof if the zero set of \(Y\) separates the 3-sphere). The zeros of \(Y\) were presented in proposition 3.5 for the different possibilities, and thus we have all we need
to perform the analysis of the $\mathcal{I}^-$-topology. In the following we provide such a global structure for each Kerr-dS-like spacetime and discuss briefly their 4-dimensional global structure.

A particularly interesting situation arises if $Y$ has no zeros on $S^3$. If then the emerging spacetime is asymptotically simple (note that a compact $\mathcal{I}^0$ is a prerequisite for that [1]), an argument analogous to the one which was used to prove the non-linear stability of the de Sitter spacetime [9, 10] applies and shows that the corresponding spacetime is stable as well.

5.1.1. De Sitter spacetime. The de Sitter spacetime is asymptotically simple with $\mathcal{I}^0 \cong \mathbb{R} \times S^3$. Its global structure is discussed e.g. in [15].

5.1.2. Kerr–de Sitter spacetime and Schwarzschild-de Sitter spacetime. From theorem 5.1 these are Cases 2(a) and 2(b) in theorem 3.1 and then proposition 3.5 tells us that the CKVF $Y$ has two zeros $p_1$ and $p_2$, representing the poles where the event horizon and the cosmological horizon 'touch' $\mathcal{I}^-$. Therefore, $\mathcal{I}^- \cong S^3 \setminus \{p_1, p_2\} \cong S^2 \times \mathbb{R}$. None of its members is asymptotically simple. Their global structure is discussed e.g. in [15, 29].

5.1.3. Kottler spacetime with $\varepsilon = 0, -1$. The topology of past null infinity is known to be $\mathcal{I}^- \cong \mathbb{R}^3$ [27]. This can also be seen from the fact that $Y$ vanishes on a closed embedded curve in Case 1(b) of theorem 3.1, or at one isolated point in Case 3(b) of that Theorem, and as then follows from proposition 3.5. Observe that in the first case the relevant part of the initial manifold $S^3$ is merely a hemisphere. The spacetimes are not asymptotically simple.

5.1.4. $a \to \infty$-Kds-limit-spacetime. This is Case 3(a) in theorem 3.1, so that from proposition 3.5 the CKVF $Y$ vanishes at precisely one isolated point whence the topology of past null infinity is again $\mathcal{I}^- \cong \mathbb{R}^3$ and the spacetime is not asymptotically simple.

5.1.5. Wick-rotated Kerr-AdS and Taub-NUT-dS spacetimes. These correspond to Case 1(a) in theorem 3.1. From proposition 3.5 all its members admit a $\mathcal{I}^-$ which is topologically $S^3$. Actually, this is true also for the general Taub-NUT-dS metric, independently of having a conformally flat $\mathcal{I}^-$ or not. Its global structure is determined by the function $V_\ell$ given in (4.41) and appearing in (4.40). More precisely, by the (real) zeros of the function $f(r) = -(r^2 + \ell^2)V_\ell$ [4, 5]. If $f$ has no zeros the spacetime is asymptotically simple with $\mathcal{I}^0 \cong \mathbb{R} \times S^3$ and $\mathcal{I}^- \cong [0, 1] \times S^3$. If the function $f$ has zeros the spacetime will be extendible and causally geodesically incomplete (with an extension which is not globally hyperbolic).

| $\hat{k}$ | $\hat{\ell}$ | $\varepsilon = 0$ | $\varepsilon = -1$ |
|----------|--------------|----------------|------------------|
| $+1$     | $-2$ | KdS, $a > \sqrt{\Lambda}$ | Case 2(a) |
| $0$      | $-2 < \hat{\ell} < 0$ | KdS, $a \leq \sqrt{\Lambda}$ | Case 2(b) |
| $-1$     | $\hat{\ell} = 0$ | Kottler, $\varepsilon = 0$ | Case 3(b) |
|          | $\hat{\ell} = 0$ | SdS | Case 2(b) |
| $\infty$|              | no solution | Case 1(a) |

Table 1. All Kerr-dS-like spacetimes with conformally flat $\mathcal{I}^-$ according to the values of the constants $\hat{k}$ and $\hat{\ell}$. 

---
• Let us start then with the exceptional situation in Case 1(a), given by Taub-NUT-dS spacetime with \( \ell = \frac{1}{2}\sqrt{\frac{3}{\Lambda}} \), so that \( \mathcal{M} \) is conformally flat. To analyze the zeros of \( f(r) \) observe that in the case with \( \ell = \frac{1}{2}\sqrt{\frac{3}{\Lambda}} \),

\[
f(r) = \frac{\Lambda}{3}\left(r^2 + \frac{3}{4\Lambda}\right)^2 + 2mr.
\] (5.1)

Hence, if \( m \) is positive, the roots must be negative and vice versa. Without loss of information, we can assume that \( m \geq 0 \). Equation (5.1) can be written as

\[
f(r) = \left(2r + \frac{1}{\sqrt{\Lambda}}\right)^2\left(\frac{\Lambda}{12}r^2 - \frac{\sqrt{\Lambda}}{12}r + \frac{3}{16}\right) + 2\left(m - \frac{1}{3\sqrt{\Lambda}}\right)r.
\] (5.2)

We deduce that \( f \) cannot have zeros for \( 0 \leq m < \frac{1}{3\sqrt{\Lambda}} \). For \( m = \frac{1}{3\sqrt{\Lambda}} \) we have a double root at \( r = -\frac{1}{2\sqrt{\Lambda}} \). For \( m > \frac{1}{3\sqrt{\Lambda}} \) we have \( f(-\frac{1}{2\sqrt{\Lambda}}) < 0 \) and therefore \( f \) must have zeros.

Consequently, the \( \ell = \frac{1}{2}\sqrt{\frac{3}{\Lambda}} \)-Taub-NUT-de Sitter spacetime is asymptotically simple if and only if

\[
|m| < \frac{1}{3\sqrt{\Lambda}}.
\] (5.3)

This is in accordance with the stability of de Sitter. In particular, the Taub-NUT-dS spacetime with \( \ell = \frac{1}{2}\sqrt{\frac{3}{\Lambda}} \) is stable in this parameter range.

• Consider now the generic situation in Case 1(a), the Wick-rotated Kerr-anti-de Sitter spacetime. Again, the corresponding CKVF do not have zeros whence \( \mathcal{M} \cong S^3 \). The metric is given by (4.36) and, by analogy with the previous case, one might expect that the global structure of the spacetime (in particular whether it is asymptotically simple) may depend on the zeros of the function \( \hat{\Delta}_r \) in (4.32). With this hypothesis, it makes sense to determine under which conditions on \( m \) and \( a \) this function has no zeros on \( \mathbb{R} \), which we do next. Recall that

\[
\hat{\Delta}_r = -(a^2 + r^2)\left(1 + \frac{\Lambda}{3}r^2\right) - 2mr, \quad 0 < a < \frac{3}{\sqrt{\Lambda}}.
\]

Without restriction we can assume \( m \geq 0 \) when we analyze the roots of this function. Note that, as before, \( m \geq 0 \) implies that the roots (if any) must be negative. It is convenient to set

\[
\hat{f}(\hat{r}) := (\hat{a}^2 + \hat{r}^2)(1 + \hat{r}^2) + 2\hat{m}\hat{r} = \hat{r}^4 + (\hat{a}^2 + 1)\hat{r}^2 + 2\hat{m}\hat{r} + \hat{a}^2,
\]

\[
\hat{r} := \sqrt{\frac{\Lambda}{3}}r, \quad \hat{a} := \sqrt{\frac{\Lambda}{3}}a \quad (0 < \hat{a} < 1), \quad \hat{m} := \sqrt{\frac{\Lambda}{3}}m \quad (\hat{m} \geq 0).
\]

Note that \( \hat{f}(\hat{r}) = -\frac{\Lambda}{2}\hat{\Delta}_r(r(\hat{r})) \) so that its zeros determine those of \( \hat{\Delta}_r \). The function \( \hat{f} \) has a double root at
\[ \hat{r}_0 = \frac{-1 - \hat{a}^4 + 10 \hat{a}^2 + (1 + \hat{a}^2)\sqrt{1 + 14\hat{a}^2 + \hat{a}^4}}{6} < 0, \]  

(5.4)

for the following specific value of \( \hat{m} \)

\[ \hat{m} = \hat{m}_0 := \frac{-1 - \hat{a}^4 + 10 \hat{a}^2 + (1 + \hat{a}^2)\sqrt{1 + 14\hat{a}^2 + \hat{a}^4}}{3\sqrt{6}\sqrt{-1 - \hat{a}^2 + \sqrt{1 + 14\hat{a}^2 + \hat{a}^4}}} \in (0, 3^{3/2}). \]  

(5.5)

We write \( \hat{f} \) as

\[ \hat{f}(\hat{r}) = \hat{r}^4 + (\hat{a}^2 + 1)\hat{r}^2 + \hat{a}^2 + 2\hat{m}_0\hat{r} + 2(\hat{m} - \hat{m}_0)\hat{r} \geq 0 \]

(5.6)

The second factor of the first term is positive since it is clearly positive for \( \hat{r} \to \pm\infty \) and its discriminant is negative for \( 0 < \hat{a} < 1 \).

As above, we conclude from this representation that \( \hat{f} \) cannot have zeros for \( 0 \leq \hat{m} < \hat{m}_0 \). For \( \hat{m} = \hat{m}_0 \) it has a double root at \( \hat{r} = \hat{r}_0 \). For \( \hat{m} > \hat{m}_0 \) we have \( \hat{f}(\hat{r}_0) < 0 \) and therefore \( \hat{f} \) must have zeros. It follows that \( \Delta_r \) has no zeros on \( \mathbb{R} \) if and only if \( |\hat{m}| < \hat{m}_0 \), or, equivalently,

\[ |\hat{m}| < -1 - \left(\frac{\Lambda}{\hat{m}}\right)^2 a^4 + \frac{10\Lambda}{\hat{m}} a^2 + (1 + \frac{\Lambda}{\hat{m}} a\Phi)\sqrt{1 + \frac{14\Lambda}{\hat{m}} a^2 + \left(\frac{\Lambda}{\hat{m}}\right)^2 a^4}. \]  

(5.6)

It is an interesting problem to determine for which values of \( \hat{m} \) and \( a \), the spacetime \((4.28)\) is asymptotically simple. From the preliminary analysis above, and by comparison with the simpler Taub-NUT-dS case, we put forward the following conjecture.

**Conjecture 5.4.** The Wick-rotated Kerr-anti-de Sitter spacetime \((4.28)-(4.32)\) is asymptotically simple and \( \mathcal{M} \cong \mathbb{R} \times S^3 \), \( \mathcal{M} \cong [0,1] \times S^3 \) if and only if \( \hat{m} \) satisfies the bound \((5.6)\). In particular the spacetime is stable under the same bound.

Note that for \( a \to \sqrt{3\Lambda} \) \((5.6)\) becomes \(|\hat{m}| < \frac{8}{3\sqrt{\Lambda}}\), which recovers \((5.3)\) when taking into account that the ‘\( m \)’-parameters differ by a factor of 8, see section 4.4.3.

6. A characterization result for Kerr–de Sitter

Let us consider one more time the Kerr–de Sitter family of spacetimes, which we want to characterize asymptotically at null infinity. However, in this section we pay attention to a full connected component of the Kerr-dS-I and not just some local subset thereof as in the previous parts. Our goal is to weaken the asymptotic conditions on a given \( \Lambda > 0 \)-vacuum spacetime to represent a Kerr–de Sitter spacetime as much as possible.

Let us recall once again that, as proven in [24], for spacetimes which admit a smooth \( \mathcal{M} \) the requirement on the MST to vanish can be replaced by the conditions (i) and (ii) of theorem 2.5. If, in addition, we assume that \( \mathcal{M} \) is conformally flat (ergo \( C_{\text{mag}} = 0 \), there only remains
condition (ii) relating the \( \mathcal{S} \)-trace \( D \) of the rescaled Weyl tensor with the CKVF \( Y \) induced on \( \mathcal{S} \) by the spacetime KVF according to (4.1).

However, \( D \) and \( Y \) are not independent of each other. They satisfy the reduced KID equations (2.3). Given \( Y \), these equations provide transport equations for the TT-tensor \( D \). One therefore merely needs to impose certain conditions on some appropriate hypersurface in \( \mathcal{S} \) to make sure that (4.1) holds. That is what we intend to work out in detail to establish a characterization result for the Kerr–de Sitter spacetime, or rather for the domain of dependence of its \( \mathcal{S} \). In fact, as ‘degenerate hypersurface’ we shall use one of the poles in \( \mathbb{S}^3 \) not belonging to \( \mathcal{S} \), where the Kerr-dS-metric becomes singular.

The key to the following discussion is the next result, which is valid for any symmetric and trace-free tensor satisfying the transport equation (2.3), independently of whether it is transverse or not.

**Proposition 6.1.** Let \( (\Sigma, h) \) be a Riemannian 3-dimensional manifold admitting a conformal Killing vector field \( Y \) and assume the existence of a point \( p \in \Sigma \) which is a limit point for all the integral lines of \( Y \). Let \( D \) be a symmetric, trace-free \( C^1 \) tensor field defined on the open set \( \{ p \in \Sigma, Y(p) \neq 0 \} \) and satisfying the transport equation (2.3). Assume that the functions \( |Y| \alpha \gamma D, |Y| \alpha \gamma Y', |Y| \alpha \gamma Y' \) have finite limits at \( p \) and satisfy

\[
\lim_{q \to p} |Y| D(Y, Y) := \frac{2}{3} \alpha, \quad \lim_{q \to p} |Y| \alpha \gamma |D|^2 = \frac{2}{3} \alpha^2
\]  

Then

\[
D = \frac{\alpha}{|Y|^3} (Y \otimes Y - \frac{|Y|^2}{3} h)
\]
on all of \( U \).

**Proof.** We work on \( U \). We start by showing that \( |Y| D(Y, Y), |Y| \alpha \gamma |D|^2 \) are constant along the integral lines of \( Y \). The conformal Killing equations \( \nabla h^i = \frac{1}{2} (\nabla Y^i) h^j \) imply \( \nabla h^i = \frac{1}{2} |Y| (\nabla Y^i) h^j \), from which the constancy of \( |Y| D(Y, Y) \) follows as a consequence of (2.3). The constancy of \( |Y| \alpha \gamma |D|^2 \) follows from \( \nabla h^i = -\frac{2}{3} (\nabla Y^i) |D|^2 \), which in turn is a direct consequence of (2.3) and \( \nabla h^i = -\frac{2}{3} (\nabla Y^i) |D|^2 \).

Recalling the definition (2.9) of \( D_Y \) set

\[
W := |Y| \alpha \gamma (D \otimes D_Y - D_Y \otimes D)
\]

which, except for a global factor \( |Y| \alpha \gamma \), is the wedge product of the symmetric tensors \( D \) and \( D_Y \) (that is, \( W \) is symmetric in the first and last pair of indices and antisymmetric under interchange of pairs). Given that \( D_Y \) is nowhere zero on \( U \), \( W \) vanishes if and only if \( D = f D_Y \) for some \( C^1 \) function \( f \). Now, an immediate computation shows

\[
|W|^2 = \frac{4}{3} |Y| \alpha \gamma |D|^2 - 2 |Y| D(Y, Y)^2
\]

which implies that \( |W|^2 \) is constant along the integral lines of \( Y \). Given that \( p \) lies in the closure of all integral lines of \( Y \) and that \( \lim_{q \to p} |W|^2 = 0 \) from (6.1), it follows that \( |W|^2 \)
vanishes everywhere on $U$. Therefore, $W = 0$ and $D = fD_Y$. Thus $|Y|D(Y, Y) = \frac{2}{3}f$ and since this is constant along the integral lines of $Y$ with limit $\frac{2}{3}\alpha$, we conclude $f = \alpha$ and the proposition is proven.

Now recall that, as discussed in section 5.1, the Kerr–de Sitter $\mathcal{M}^-$ (including the Schwarzschild-dS case) is topologically a 3-sphere with two poles removed, see also [2],

$$\mathcal{M}^- \cong S^3 \setminus \{p_1, p_2\} \cong S^2 \times \mathbb{R}. \quad (6.2)$$

The conformally rescaled ‘unphysical’ spacetime metric is singular at these two points on the sphere, whereas the Riemannian metric $h$ which is induced on $\mathcal{M}^-$ remains regular there. Let us therefore consider an asymptotic initial 3-manifold $\Sigma$ which is topologically $S^3$, $\Sigma := \mathcal{M}^- \cup \{p_1, p_2\}$. The Riemannian manifold $(\Sigma, h)$ is compact, simply connected and locally conformally flat. We can thus apply a classical theorem due to Kuipers (see e.g. [20]) according to which there exists a conformal diffeomorphism onto the standard sphere $S^3$. Since only the conformal class of the initial manifold matters, we may assume $(\Sigma, h)$ to be the standard 3-sphere from the outset, which we shall do henceforth.

The Kerr–de Sitter family (including the Schwarzschild-dS case) corresponds to Cases 2 in theorem 3.1, or in other words to the choice of CKVF equivalence class $[Y]$ in $\Sigma h$, satisfying $\hat{k} > 0$ (or $\hat{k} = 0, \hat{c} > 0$ for the Schwarzschild-dS case). The canonical representatives of $Y$ in $\mathbb{E}^3$ according to theorem 3.1 are given by

$$Y = \lambda(x\partial_x + y\partial_y + z\partial_z) + \lambda^{-1}(y\partial_x - x\partial_y) \quad \text{if } \hat{k} > 0,$$

$$Y = x\partial_x + y\partial_y + z\partial_z \quad \text{if } \hat{k} = 0, \hat{c} > 0. \quad (6.3)$$

$\mathbb{E}^3$ and $S^3$ are conformally related by the stereographic projection. Selecting (in accordance with appendix A.2) the plane $z^1 = 1$ and the point $p = (-1, 0, 0, 0)$ to define this projection and choosing standard spherical coordinates $\{\psi, \theta, \phi\}$ on $S^3$ centered at the poles $p$ and $-p$ (with $\psi = 0$ at $-p$ and $\psi = \pi$ at $p$), the CKVF $Y$ on $S^3$ becomes

$$Y = \lambda \sin \psi \partial_\psi \frac{1}{\lambda} \partial_\theta \quad \text{if } \hat{k} > 0,$$

$$\quad \text{if } \hat{k} = 0, \hat{c} > 0. \quad (6.4)$$

Our aim here is to show that, in order to characterize the Kerr–de Sitter family at infinity, we may replace the specific form (4.1) for $D$ by very mild conditions on one of the excluded poles, say $p_1$.

**Theorem 6.2.** Consider a maximal globally hyperbolic $\Lambda > 0$-vacuum spacetime $(\mathcal{M}, g)$ which admits a smooth $\mathcal{M}^-$ and a Killing vector field $X$. Let the asymptotic KID be $(\mathcal{M}, h, D, Y)$ and suppose that the following conditions are satisfied:

(i) $\mathcal{M}^- \cong S^3 \setminus \{p_1, p_2\}$.

(ii) $(\mathcal{M}^-, h)$ is conformally flat.

(iii) $\hat{k}(Y)$ as given by (3.11) is either positive (in fact it suffices to be positive at one point) or vanishes, in which case we assume that $\hat{c}(Y)$ (as given by (3.10) ) is positive.

(iv) $p_1$ is a fixed point of $Y$ and the functions $|Y|D(Y, Y)$ and $|Y|^2|D|^2$ have finite limits at $p_1$, satisfying
\[
\left( \lim_{y \to p_1} |Y[D(Y, Y)] \right)^2 = \frac{2}{3} \lim_{y \to p_1} |Y^6[D]^2|
\]

Then \((\mathcal{M}, g)\) is isometric to the domain of dependence of a connected component of past null infinity of a Kerr–de Sitter spacetime (belonging to the Schwarzschild-de Sitter case if and only if \(\tilde{k}(Y) = 0\)).

**Proof.** By uniqueness of the maximal Cauchy development of asymptotic KID data, it suffices to show that the data \((\mathcal{M}^-, h, D, Y)\) are isometric to the Kerr-dS (or Schwarzschild-dS) data. Since \(\tilde{k} > 0\) (or \(\tilde{k} = 0\) and \(\tilde{c} > 0\)) we may assume (possibly after applying a conformal diffeomorphism that leaves \(p_1\) fixed) that \(Y\) is of the form (6.3) (or (6.4)) in standard spherical coordinates \(\{\psi, \theta, \phi\}\) with \(\psi(p_1) = 0\). All integral lines of \(Y\) except the fixed points at the north pole \(p_1\) and the south pole \(p_3\) (given by \(\psi = \pi\)) have \(p_1\) in their closure. This is because \(\psi\) is a strictly monotonic quantity along \(Y\) on \(U\) \((\mathcal{M}^- (\psi) = \lambda \sin \psi > 0)\) and the integral lines of \(Y\) are complete. If \(p_2\) is not the south pole of \(S^3\), then \(Y_{p_2} \neq 0\) and there exist precisely one integral line \(s(\tau)\) of \(Y\) in \(\mathcal{M}^-\) connecting \(p_2\) and \(p_3\). In this case we define \(U := S^3 \setminus \{p_1, p_2, s(\tau)\} \subset \mathcal{M}^-\). If \(p_2\) is the south pole we let \(U := \mathcal{M}^- = S^3 \setminus \{p_1, p_3\}\). In either case, \(U\) is dense in \(\mathcal{M}^-\). Thus, we can apply proposition 6.1 to conclude that \(D = C_D Y\) for some constant \(C_D := \lim_{y \to p_1} |Y[D(Y, Y)]|\) on \(U\), and hence also in \(S^3 \setminus \{p_1, p_3\}\). Given that \(D\) is singular at the south pole, it follows that the excluded point \(p_2\) must in fact be \(p_3\) (otherwise \(p_3\) would be an interior point of \(\mathcal{M}^-\) and \(D\) would not be smooth everywhere at past null infinity). Thus \((\Sigma, h, D, Y)\) agrees with the data for Kerr-dS (or Schwarzschild-dS) and the theorem is proven.

7. Comparison with known results and existence of conformally flat \(\mathcal{M}\)

A complete classification of \(\Lambda\)-vacuum spacetimes satisfying the alignment condition (2.5) has been obtained in [25] \((\mathcal{M}^2 \neq 0)\) and [26] \((\mathcal{M}^2 = 0)\). In the latter case \(\Lambda \leq 0\) necessarily and thus this is of no relevance here. Concerning [25], and as already emphasized, the results in this paper are largely independent of those in [25]. However, having accomplished here a complete classification of \(\Lambda > 0\)-vacuum spacetimes satisfying the alignment condition (2.5) and admitting a conformally flat (or conformally spherical) \(\mathcal{M}\), we can now combine both sets of results and find, as an interesting by-product, which specific spacetimes in the general class do admit a conformally flat \(\mathcal{M}\) which do not. Even more, the analysis reveals which subset of spacetimes satisfying \(b_2 = 0\) (defined in (3.5)) do not admit a smooth conformal compactification at all.

The starting point is theorem 4 in [25], where it is shown that any \(\Lambda\)-vacuum spacetime satisfying (2.5) and \(Q \mathcal{M}^2\) not identically zero belongs to one of three explicit classes, labeled (A), (B.i) and (B.ii) in [25]. Class (A) corresponds to the situation with \(Q \mathcal{M}^2 - 4\Lambda = 0\) at some point (and hence everywhere [25]), while classes (B) correspond to \(Q \mathcal{M}^2 - 4\Lambda \neq 0\) everywhere. In the latter case, the metric depends on a number of parameters in addition to \(\Lambda\): \(b_1, b_2, c, k \in \mathbb{R}\) for class (B.i) and \(\beta, n \in \mathbb{R}, \epsilon \in [-1, 1], \kappa \in [-1, 0, 1]\) for class (B.ii). All these constants are defined geometrically in terms of the choice of Killing vector \(\xi\) under which (2.5) holds. It is clear from the results in [25] that any two spacetimes either belonging to different classes, or to the same class but with different parameters, cannot be locally isometrically transformed to each other while at the same time transforming the chosen Killing
vectors $\xi$ into one another. However, in order to make use of theorem 4 in [25] to draw general conclusions, we need to know under which conditions two given spacetimes in the family are locally isometric to each other independently of whether the Killing vectors satisfying (2.5) get transformed into one another. One way of addressing this issue is to fix the spacetime metric under consideration and ask what is the most general Killing vector $\xi$ for which (2.5) holds. This question is analyzed in the following lemma.

**Lemma 7.1.** Let $(\mathcal{M}, g)$ be a $\Lambda$-vacuum spacetime satisfying the alignment condition (2.5) with $Q F^2$ not identically zero for a choice of Killing vector $\xi$. If $Q F^2 - 4\Lambda = 0$ for $\xi$, then $Q F^2 - 4\Lambda = 0$ for any other Killing vector $\xi'$ for which (2.5) holds. On the other hand, if $Q F^2 - 4\Lambda \neq 0$ then any other Killing vector satisfying (2.5) must be of the form $\xi' = \alpha \xi$ where $\alpha$ is a non-zero constant.

**Proof.** Let $p \in \mathcal{M}$ be chosen so that $Q^1_p = 0$ and $F^2|_p = 0$. We work on an open connected neighbourhood $U_p$ of $p$ where $Q F^2$ vanishes nowhere. From the assumption

$$C_{\alpha \beta \mu \nu} = \frac{1}{3} F^2 F_{\alpha \beta \mu \nu} = 0,$$

where $Q', F'_{\alpha \beta}$ are the quantities associated to $\xi'$, it follows that $Q'$ and $F'_{\alpha \beta}$ are nowhere zero on $U_p$. Moreover, since $I$ is of rank 3 (in the complex three-dimensional vector space of self-dual two-forms at a point), while span($F \otimes F, F' \otimes F'$) is at most of rank two, we conclude that $Q F^2 = Q' F^2$ and $F'_{\alpha \beta} = u F_{\alpha \beta}$ for some non-zero smooth complex function $u$. The first equality proves the first claim in the lemma.

For the second statement we assume $Q F^2 - 4\Lambda \neq 0$ and show first that $u$ is in fact constant. Indeed, expression (3.5) can be written in the form

$$(F^2)^3 = \frac{(b_2 - ib_1)^2 (Q F^2 - 4\Lambda)^6}{36 (Q F^2)^2}.$$

Denoting by $b_1', b_2'$ the constants corresponding to $\xi'$ we find, using the invariance $Q F^2 = Q' F^2$,

$$u^6 = \left(\frac{F'^2}{F^2}\right)^3 = \frac{(b_2' - ib_1')^2}{(b_2 - ib_1)^2}$$

and $u$ is constant as claimed. We now recall the definition of the Ernst-one form $\sigma_\alpha := 2 \xi^\beta F_{\beta \alpha}$ and use the fact [25, theorem 4] that

$$\sigma_\alpha = 6 \nabla_\alpha \left( F^2 \frac{Q F^2 + 2\Lambda}{(Q F^2 - 4\Lambda)^2} \right)$$

which readily implies $\sigma'_\alpha = u^2 \sigma_\alpha$. The Killing vector can be reconstructed out of $\sigma_\alpha$ by means of the general identity

$$\sigma_\alpha F_{\mu \beta} = 2 \xi^\gamma F_{\alpha \beta \gamma} = \frac{1}{2} F^2 \sigma_\alpha,$$

the last equality following from the standard algebraic property of self-dual two forms $F_{\alpha \beta} F_{\mu \beta} = \frac{1}{2} F^2 g_{\alpha \mu}$. Inserting the transformation law for $F_{\alpha \beta}$ and $\sigma_\alpha$ it follows
\[ \xi'_\mu = u \xi_\mu \]

which automatically implies that \( u \) is in fact a real constant \( \alpha \).

As an immediate Corollary, two given metrics in Class (B), either belonging to different subclasses (i) and (ii) or to the same subclass but with constants not related to each other by a rescaling of \( \xi \), are automatically not locally isometric to each other. When dealing with spacetimes admitting a smooth \( \mathscr{J} \), this normalization freedom will be fixed as described in remark 3.3.

We can now proceed with the identifications of the spacetimes within classes (A) and (B) admitting a conformally flat smooth \( \mathscr{J} \). Class (A) is very simple because the corresponding metric is the so-called Nariai metric, which is known not to admit a smooth \( \mathscr{J} \) [6]. This result also follows from the considerations in [25], where we showed that any \( \Lambda > 0 \)-vacuum spacetime satisfying (2.5) and admitting a smooth \( \mathscr{J} \) necessarily satisfies that both \( \mathcal{F}^2 \) and \( Q^2 - 4 \Lambda \) are not identically zero near \( \mathscr{I} \).

In order to deal with class (B) we recall that the splitting into (B.i) and (B.ii) depends on whether \( \dim(\text{span}(\xi, \zeta)) = 2 \) or 1 respectively, where \( \zeta \) is the KVF (3.21) commuting with \( \xi \). In [24] we have shown that, whenever the spacetime admits a smooth \( \mathscr{J} \), one has \( \dim(\text{span}(\xi, \zeta)) = \dim(\text{span}(Y, \zeta)) \). As a consequence of lemma 3.6, class (B.ii) admitting a conformally flat \( \mathscr{J} \) corresponds to all Cases (b) (which have \( \hat{k} = 0 \) and 4 CKVFs) plus the exceptional Case 1(a) with the specific values \( (\hat{k}, \hat{\epsilon}) = (-1, -2) \).

We have proven in section 4 that Cases (b) correspond to the generalized Kottler spacetimes and that Case 1(a) with \( (\hat{k}, \hat{\epsilon}) = (-1, -2) \) corresponds to the Taub-NUT-dS spacetime. On the other hand, the metrics in case (B.ii) are [25, Theorem 4]

\[
g = \begin{cases} 
-V (dv - \hat{\omega})^2 + 2dx (dv - \hat{\omega}) + (\beta^2 + x^2) h_+ & \text{if } \epsilon = 1 \\
V^{-1} dx^2 + V (dv - \hat{\omega})^2 + (\beta^2 + x^2) h_- & \text{if } \epsilon = -1 
\end{cases}
\]

with \( V = (\beta^2 + x^2)^{-1} \left( \frac{\Lambda}{3} (x^4 + 6 \beta^2 x^2 - 3 \beta^4) - \kappa (\beta^2 - x^2) + nx \right) \).

Restricting ourselves to \( \epsilon = +1 \), the condition \( b_2 = 0 \) (necessary for the metric to admit a conformally flat \( \mathscr{J} \), see (3.9)) is equivalent to either \( \beta = 0 \) and \( \kappa \) unrestricted, or \( \beta = \frac{1}{\sqrt{3} \Lambda} \) and \( \kappa = 1 \). The metric (7.2) with \( \epsilon = +1 \), \( \beta = 0 \) is isometric to the Kottler spacetime. Indeed, the equation \( \hat{d} \hat{\omega} = 0 \) shows that \( \hat{\omega} \) is locally exact. The coordinate change \( dv = dr + \frac{\delta \hat{y}}{V} + \hat{\omega} \) brings the metric into the generalized Kottler metric (4.7) after identifying \( n = -2m \) and \( \kappa = \epsilon \). When \( \epsilon = +1 \) and \( \kappa = 1 \), the metric (7.2) is locally isometric to Taub-NUT-dS [25] with the identification \( \beta = \ell \), and we recover the fact that this metric admits a conformally flat \( \mathscr{J} \) if and only if \( \beta = \ell = 0 \) or \( \beta = \ell = \frac{1}{2} \sqrt{\frac{3}{\Lambda}} \). Since we have exhausted all spacetimes within Cases (b) or Case 1(a) with \( (\hat{k}, \hat{\epsilon}) = (-1, -2) \), the following proposition holds

**Proposition 7.2.** Consider the class of \( \Lambda > 0 \)-vacuum spacetimes \( (\mathscr{J}, g) \) satisfying the alignment (2.5) with \( Q \mathcal{F}^2 \mid_p \neq 0 \) at some point \( p \in M \) and \( Q \mathcal{F}^2 - 4 \Lambda \) not identically zero.
The subclass (B.ii) defined by \( \dim(\text{span}(\xi, \zeta)) = 1 \), and given explicitly in (7.2), admits a conformally flat \( \mathcal{I} \) if and only if \( \epsilon = 1 \), and either \( \beta = 0 \) or \( \beta = \frac{1}{2} \frac{1}{N} \). Moreover, the metrics with \( \epsilon = -1 \) and \( \eta = 0 \) do not admit a smooth conformal compactification.

Note that the last statement of the theorem holds because \( \epsilon = -1 \), \( \eta = 0 \) has \( b_2 = 0 \). Hence, if the spacetime admitted a smooth conformal compactification, \( \mathcal{I} \) would have to be locally conformally flat, but this is excluded by our results and the fact that all cases with \( \dim(\text{span}(\xi, \zeta)) = 1 \) have been exhausted.

One also knows that the metrics (7.2) with \( \epsilon = 1 \), \( \kappa = 1 \) (being the Taub-NUT-dS metric with arbitrary NUT parameter) admit a smooth \( \mathcal{I} \), so it is tempting to conjecture that the metrics (7.2) with \( \epsilon = 1 \) admits a smooth \( \mathcal{I} \) for all values of \( \kappa \) and \( \beta \), while the class with \( \epsilon = -1 \) does not admit a smooth conformal compactification irrespective of the value of the parameters.

The subclass (B.ii) fits into the present framework. This corresponds to the situation when \( \dim(\text{span}(\xi, \zeta)) = 2 \) and the metric can be written locally as \([25]\)

\[
g = -N(d\nu - Z^3dx)^2 + 2(d\nu + Vdx)(d\nu - Z^3dx) + (y^2 + Z^2)
\]

or, away from the hypersurfaces \( \{y = y_0\} \) where \( W(y) := k - b_2y + \frac{1}{2} \gamma y^2 \) has zeros, in the alternative Plebański form

\[
g = \frac{1}{\gamma^2 + \frac{1}{\Lambda} Z^2}(V(Z)(d\tau + \frac{1}{\gamma} dy)^2 - W(y)(d\tau - \frac{1}{\gamma} dy)^2) + (y^2 + \frac{1}{\gamma} Z^2)
\]

It is convenient to make the redefinitions \( W = \left(\frac{1}{\gamma}\right)\tilde{W}, \quad V = \left(\frac{1}{\gamma}\right)\tilde{V}, \quad Z = \frac{1}{\gamma}\bar{Z}, \quad y = \frac{1}{\gamma}\bar{y}, \quad \sigma = \left(\frac{1}{\gamma}\right)^2 \tilde{\sigma}, \quad b_1 = \left(\frac{1}{\gamma}\right)^2 \tilde{b}_1 \), and \( b_2 = \left(\frac{1}{\gamma}\right)^2 \tilde{b}_2 \), which brings (7.4) into

\[
g = 3\frac{1}{\gamma^2 + \frac{1}{\Lambda} \bar{Z}^2}(\tilde{W}(\bar{Z})(d\tau + \frac{1}{\gamma} d\bar{y})^2 - \bar{W}(\bar{y})(d\tau - \frac{1}{\gamma} d\bar{y})^2) + \frac{3}{\Lambda} (\gamma^2 + \frac{1}{\Lambda} \bar{Z}^2)
\]

We emphasize that the constants \( \tilde{k} \) and \( \tilde{c} \) here agree with the constants \( \tilde{k} \) and \( \tilde{c} \) used elsewhere in the paper (more precisely, when the spacetime admits a smooth \( \mathcal{I} \), the traces of these constants on \( \mathcal{I} \) agree with those in the rest of the paper).

Given that our classification has been restricted to the conformally flat case, we need to set \( b_2 = 0 \) (or \( \tilde{b}_2 = 0 \)), which we assume henceforth. We have proven in section 4 that the values of \( (\tilde{k}, \tilde{c}) \) compatible with a smooth conformal compactification are (using the normalization in remark 3.3): Case 1(a) with \( \tilde{k} = -1, \tilde{c} < -2 \), Case 2(a) (defined by \( \tilde{k} > 0 \)), and Case 3(a) where \( \tilde{k} = 0 \) and (3.20) fails to hold so that there are just two CKVFs.

By simply combining all the results, the following proposition holds.
**Proposition 7.3.** Consider the class of $\Lambda > 0$-vacuum spacetimes $(M, g)$ satisfying the alignment (2.5) with $Q F^2 |_p \equiv 0$ at some point $p \in M$ and $Q F^2 - 4\Lambda$ not identically zero. The subclass (B.i) defined by $\dim(\text{span}(\xi, \zeta)) = 2$ and given explicitly by (7.3) (or (7.4)) admits a conformally flat $\mathcal{S}$ if and only if $b_2 = 0$ and $(k, c)$ lie in the subset

$$\{ k < 0, c < -2\sqrt{|k|} \} \cup \{ k = 0, c < 0 \} \cup \{ k > 0 \}.$$

Moreover, the metrics with $b_2 = 0$ and $(k, c)$ not lying in this set do not admit a smooth conformal compactification.

Nothing can be said from our results here concerning the general case $b_2 \neq 0$. As already indicated, a complete classification of asymptotic KIDs satisfying (i) and (ii) in theorem 2.5 would determine, as a Corollary, which spacetimes in Class (B.i) do admit a smooth conformal compactification.

It is however, of interest to see how exactly the metric (7.4) with $b_2 = 0$ fits with the results in section 4 for each allowed value of $(k, c)$. We devote the following subsections to address this.

7.1. Wick-rotated Kerr-anti-de Sitter spacetime: Case 1(a)

We restrict ourselves to $\hat{k} = -1, \hat{c} < -2$, so that

$$\hat{W}(\hat{\sigma}) = -1 - \hat{b}_1 \hat{\sigma} + \hat{c} \hat{\sigma}^2 - \hat{\sigma}^4, \quad \hat{V}(\hat{Z}) = -1 - \hat{c} \hat{Z}^2 - \hat{Z}^4. \quad (7.6)$$

The metric (7.5) is Lorentzian iff $\hat{V} > 0$, which will be the case if and only if

$$\hat{a} < \hat{Z}^2 < \hat{a} + \sqrt{\hat{c}^2 - 4} = \hat{a}^{-1}, \quad \hat{a} := -\frac{1}{2}(\sqrt{\hat{c}^2 - 4} + \hat{c}) > 0. \quad (7.7)$$

Since the line element (7.5) is invariant under the transformation $\hat{Z} \mapsto -\hat{Z}$ we may assume that $\hat{Z} > 0$. We define new coordinates (compare [19]),

$$\hat{Z} = \sqrt{\hat{a}} \cosh \theta, \quad \hat{\sigma} = \sqrt{\frac{\Lambda}{3\hat{a}}} r, \quad \hat{\sigma} = -\sqrt{\hat{a}} \phi, \quad \tau = \sqrt{\frac{\Lambda}{3}} (t - \hat{a}^{3/2} \phi), \quad (7.8)$$

which transform (7.5) to the line element (4.28) of the Wick-rotated Kerr-anti-de Sitter metric in Boyer–Lindquist-type coordinates. We note that the coordinate transformation reveals that

$$a = \sqrt{\frac{3}{\Lambda}} \hat{a}, \quad \left(\frac{\Lambda}{3}\right)^2 b_1 = \hat{b}_1 = 2\left(\frac{3}{\Lambda}\right)^{1/4} ma^{-3/2}, \quad (7.9)$$

which recovers (4.39).

7.2. $a \to \infty$-KdS-limit-spacetime: Case 3(a)

Consider next the case $\hat{k} = 0, \hat{c} = -1$, so that now

$$\hat{W}(\hat{\sigma}) = -\hat{b}_1 \hat{\sigma} - \hat{c} \hat{\sigma}^2 - \hat{\sigma}^4, \quad \hat{V}(\hat{Z}) = \hat{Z}^2 - \hat{Z}^4. \quad (7.10)$$

The condition of $\hat{V} > 0$ holds iff

$$\hat{Z}^2 \in (0, 1). \quad (7.11)$$
As before, the invariance $\tilde{Z} \mapsto -\tilde{Z}$ of the metric allows us to assume that $\tilde{Z} > 0$, i.e. $\tilde{Z} \in (0, 1)$. We define new coordinates $(t, r, \theta, \phi)$,

$$\tilde{Z} = \cos \theta, \quad \tilde{y} = r, \quad \tilde{\sigma} = -\frac{\Lambda}{3} \phi, \quad \tau = \frac{\Lambda}{3} (t - \phi)$$

(7.12)

and together with

$$m = \frac{1}{2} \frac{\Lambda}{3} \hat{b}_1 = \frac{1}{2} \left( \frac{\Lambda}{3} \right)^3 b_1,$$

(7.13)

which recovers (4.25), the line element (7.5) indeed takes the form (4.24).

### 7.3. The Kerr–de Sitter family: Case 2(a)

It only remains the Case 2(a), corresponding to the Kerr-dS family. Given the importance of this family we make a deeper analysis in this section, in particular comparing with [25, theorem 1] and [25, theorem 6]. Our first goal is to analyze under which conditions all the hypotheses for the application of [25, theorem 1] are fulfilled in our setting, namely when attention is restricted to Kerr-dS-like spacetimes. Apart from those metrics belonging to case 2(a) this analysis will also include the limiting case 2(b), i.e. the Schwarzschild-de Sitter family. In particular, we are going to show that, assuming a conformally flat $I$, the positivity of $\hat{k}$ ensures that all the assumptions of [25, theorem 6] are satisfied, where it is shown how the Kerr-dS metric can be brought to the Plebański form given in (B.i) of [25, theorem 4]. This will then complete our comparison with [25, theorem 4].

Combining the results of [25] with the analysis in [24] it follows that among spacetimes with a smooth $J$ the Kerr–de Sitter family (including Schwarzschild-de Sitter) corresponds exactly to the case when the polynomial

$$V(\zeta) = k + b_2 \zeta - c \zeta^2 - \frac{\Lambda}{3} \zeta^4$$

(7.14)

can be factored as

$$V(\zeta) = \hat{V}(\zeta)(\zeta_1^2 - \zeta_2^2),$$

(7.15)

with $\zeta_1 \geq 0, \hat{V}(\zeta)$ strictly positive in $[-\zeta_1, \zeta_1]$ and, in addition, $\text{Image}(Z) \in [-\zeta_1, \zeta_1]$. These conditions require necessarily that $b_2 = 0$ which recovers the fact that $J$ needs to be conformally flat, see (3.9).

For $b_2 = 0$ the polynomial $V(\zeta)$ happens to be closely related to the characteristic polynomial $P$ used in (C.1) of appendix C to classify the different equivalence classes [7] of CKVFs in Euclidean space up to Möbius transformations, the relation being given simply by

$$V(\zeta) = k - c \zeta^2 - \frac{\Lambda}{3} \zeta^4 = \hat{V}(\zeta)(\zeta_1^2 - \zeta_2^2).$$

Therefore, the restrictions posed by the requirement that $V(\zeta)$ be factored as

$$k - c \zeta^2 - \frac{\Lambda}{3} \zeta^4 = \hat{V}(\zeta)(\zeta_1^2 - \zeta_2^2)$$

(7.16)
with $\tilde{V}(\zeta) > 0$ on $[-\zeta, \zeta]$ easily follows from the analysis in appendix C, as $P$ must have a couple of complex conjugate eigenvalues $\pm i\mu_1 = \pm \iota(\Lambda/3)\zeta$ and a couple of non-vanishing opposite real eigenvalues $\pm \lambda$. This can only happen in Cases 2 of theorem 3.1 that is to say, whenever
\begin{align}
\hat{k} > 0 \quad \text{or} \quad \hat{k} = 0, \hat{c} > 0
\end{align}
where the following relations hold
\begin{align}
\lambda^2 = \frac{1}{2} \left( \sqrt{\hat{c}^2 + 4\hat{k} + \hat{c}} \right), \quad \mu_1^2 = \frac{\hat{k}}{\lambda^2}, \quad \mu_1^2 = \frac{1}{2} \left( \sqrt{\hat{c}^2 + 4\hat{k} - \hat{c}} \right)
\end{align}
and furthermore the factor $\tilde{V}(\zeta)$ takes the simple form
\begin{align}
\tilde{V}(\zeta) = \frac{\Lambda}{3} \zeta^2 + \frac{3}{\Lambda} \lambda^2,
\end{align}
which is obviously positive on $[-\zeta, \zeta]$ and in fact everywhere. Hence the inequality $V(Z) \geq 0$ is equivalent to $Z \in [-\zeta, \zeta]$. One of the consequences of the analysis in [25] is that $V(Z) \geq 0$ everywhere on any $\Lambda$-vacuum spacetime satisfying the alignment condition (2.5) with $Q^2$ and $Q X^2 - 4\Lambda$ not identically zero. As a consequence, the condition $\text{Image}(Z) \in [-\zeta, \zeta]$ becomes redundant when $b_2 = 0$.

It is, however, an interesting consistency check to analyze the range of $Z$ at $\mathcal{S}$ and show that indeed satisfies $\text{Image}(Z) \in [-\zeta, \zeta]$. Let us therefore analyze whether
\begin{align}
Z^2 \leq \zeta^2 = \left( \frac{3}{\Lambda} \right)^2 \mu_1^2 = \left( \frac{3}{\Lambda} \right)^2 \frac{1}{2} \left( \sqrt{\hat{c}^2 + 4\hat{k} - \hat{c}} \right)
\end{align}
holds. It has been shown in [24] that the function $Z$ satisfies
\begin{align}
Z|_{\mathcal{S}} = -\frac{1}{2} \frac{3}{\Lambda} |Y|^{-1} Y_0 N^k.
\end{align}
Thus, (7.20) becomes
\begin{align}
(Y_0 N^k)^2 \leq 2 |Y|^2 \left( \sqrt{\hat{c}^2 + 4\hat{k} - \hat{c}} \right) = 4\hat{k} |Y|^2 \lambda^{-2}.
\end{align}

To check whether the inequality (7.22) is satisfied we exploit again the conformal symmetries of Euclidean 3-space, as well as the gauge scaling freedom explained in remark 3.3. From theorem 3.1 we know that $Y$ can be represented by 'standard forms', with $\hat{k}$ and $\hat{c}$ being appropriately normalized, as follows
\begin{align}
Y = \lambda \begin{pmatrix} x \\ y \\ z \end{pmatrix} + \lambda^{-1} \begin{pmatrix} y \\ -x \\ 0 \end{pmatrix}, \quad \lambda > 0, \quad \text{for } \hat{k} = +1,
\end{align}
\begin{align}
Y = \begin{pmatrix} x \\ y \\ z \end{pmatrix}, \quad \text{for } \hat{k} = 0 \text{ and } \hat{c} = +1.
\end{align}

Let us first study the case $\hat{k} = +1$ (i.e. $\zeta > 0$). It is easily found from the expression (7.23) that
\[ Y_k N^k = 2z, \quad |Y|^2 = \lambda^2 z^2 + (\lambda^2 + \lambda^{-2})(y^2 + x^2), \]

and (7.22) becomes

\[ (1 + \lambda^{-4})(x^2 + y^2) \geq 0 \]

which is obviously true. We therefore have Image(Z) \( \in [0, \zeta^2] \) on \( \mathcal{I}^- \), as required.

Knowing that (7.23) generates a KdS-spacetime we compute its mass \( m \) and its angular momentum \( a \) in terms of the parameters \( \tilde{c} \) and \( C_\text{cl} \) from the results in [25]. From (7.20) together with

\[
\begin{align*}
 b_1 &= -6C_\text{cl}\Lambda^{-2}\sqrt{\frac{\Lambda}{3}}, \\
 \tilde{V}(0) &= \frac{3}{\Lambda} \lambda^2 = \frac{3}{2} \left( \sqrt{\tilde{c}^2 + 4} + \tilde{c} \right),
\end{align*}
\]

we deduce that

\[
a^2 = \frac{\tilde{c}^2}{\tilde{V}(0)} = \frac{3}{4\Lambda}(\sqrt{\tilde{c}^2 + 4} - \tilde{c})^2
\]

\[
m = \frac{b_1}{2(\tilde{V}(0))^{3/2}} \left( \frac{\Lambda}{3} \right)^{3/4} b_1 = -\frac{1}{3} \left( \frac{\Lambda}{3} \right)^{3/4} a^{3/2} C_\text{cl} = -\frac{C_\text{cl}}{3} \lambda^{-3}
\]

in agreement with (4.21) and (4.23).

Let us pass to the case \( k = 0 \) and \( \tilde{c} = 1 \), which is equivalent to \( \zeta = 0 \). Now the image of \( Z \) is simply \( \{0\} \) everywhere, in particular at \( \mathcal{I}^- \). We again check the latter for consistency using our results in this paper. Indeed, \( Z = 0 \) at \( \mathcal{I}^- \) will hold if and only if \( Y_k N^k = 0 \), which is automatically satisfied by the CKVF (7.24) because \( Y \) is a gradient and hence its curl, \( N^k \), vanishes.

When \( Z = 0 \), the results in [25] show that the spacetime is locally isometric to the Schwarzschild-de-Sitter case with mass

\[
m = \frac{b_1}{2(\tilde{V}(0))^{3/2}} = \left( \frac{\Lambda}{3} \right)^{3/4} \frac{b_1}{2} = -\frac{C_\text{cl}}{3}
\]

in full agreement with (4.12) (note that \( \tilde{V}(0) = c = (3/\Lambda)\tilde{c} = 3/\Lambda \)).

**Remark 7.4.** Due to the relation \( Y_k N^k = 0 \) the restriction of \( \tilde{X} \) to \( \mathcal{I}^- \) is hypersurface orthogonal. In Schwarzschild-dS this is true also off \( \mathcal{I}^- \), i.e. the KVF whose associated MST vanishes is hypersurface orthogonal in the physical spacetime \( (\mathcal{M}, g) \). Indeed, this follows from proposition D.2, as in Kerr-dS-like spacetimes the hypothesis (ii) imposed there holds.
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Appendix A. Relation between CKVFs in $\mathbb{S}^n$ (and $\mathbb{E}^n$) with 2-forms in flat spacetime $\mathbb{M}^{0,n+1}$

For our analysis, we need to classify the conformal Killing vector fields (CKVF) in the 3-dimensional round sphere $\mathbb{S}^3$ up to conformal transformations. Thus, we devote this appendix to that end, without restricting the dimension of the sphere, by presenting a classification of the CKVF in the $n$-dimensional sphere $\mathbb{S}^n$—up to conformal transformations—via its direct relation with 2-forms in Minkowski spacetime. The companion appendix B deals with the algebraic classification of these 2-forms and its implications concerning canonical forms of the CKVF, which are then fully detailed in appendix C.

Let $\text{Conf}(\mathbb{S}^n)$ denote the conformal group of $\mathbb{S}^n$ with the standard round metric $\gamma_{\mathbb{S}^n}$, that is to say, $\text{Conf}(\mathbb{S}^n)$ is the set of diffeomorphisms $\Phi : \mathbb{S}^n \to \mathbb{S}^n$ satisfying

$$\Phi^*(\gamma_{\mathbb{S}^n}) = \Omega^2 \gamma_{\mathbb{S}^n}$$

for some positive $\Omega \in \mathcal{F}(\mathbb{S}^n)$. Let $\text{CKill}(\mathbb{S}^n)$ be the conformal Killing algebra, i.e. the set of (smooth) vector fields $\xi$ satisfying

$$\mathcal{L}_\xi \gamma_{\mathbb{S}^n} = 2\Psi \gamma_{\mathbb{S}^n}$$

for some $\Psi \in \mathcal{F}(\mathbb{S}^n)$. It is well-known that $\Phi_\ast(\xi) \in \text{CKill}(\mathbb{S}^n)$ for $\Phi \in \text{Conf}(\mathbb{S}^n)$ and $\xi \in \text{CKill}(\mathbb{S}^n)$. This defines an equivalence relation $\sim$ in $\text{CKill}(\mathbb{S}^n)$: $\xi_1 \sim \xi_2$ if there exists $\Phi \in \text{Conf}(\mathbb{S}^n)$ such that $\xi_1 = \Phi_\ast(\xi_2)$. We wish to classify the corresponding equivalence classes.

The conformal group of $\mathbb{S}^n$ is also called the Möbius group and is well-known to be isomorphic to the isometry group $\text{Iso}(\mathbb{H}^{n+1})$ of the hyperbolic space $\mathbb{H}^{n+1}$. Moreover, $\mathbb{H}^{n+1}$ can be viewed as the hyperboloid

$$\mathcal{H} := \{ \eta_{\alpha\beta} x^\alpha x^\beta = -1, \ t := x^0 > 0 \}$$

of the Minkowski spacetime $\mathbb{M}^{0,n+1}$, where $\{ x^\alpha \}$ is a fixed choice of Minkowskian coordinates. The embedding of the hyperboloid $\mathcal{H}$ leading to the disk model representation of hyperbolic space is given by

$$\varphi : B_1 := \{ |y| < 1 \} \subset \mathbb{R}^{n+1} \to \mathbb{M}^{0,n+1}$$

$$y \mapsto \varphi(y) := \begin{cases} t = \frac{1+|y|^2}{1-|y|^2} \\ x = \frac{2y}{1-|y|^2} \end{cases}$$

where $|\cdot|$ denotes the Euclidean norm in $\mathbb{R}^{n+1}$ and we have written $x^\alpha = (t,x)$, $x \in \mathbb{R}^{n+1}$. The induced metric is immediately found to be

$$\gamma_{\mathbb{H}^{n+1}} = \frac{4|dy|^2}{(1-|y|^2)^2}$$

which is indeed the hyperbolic metric in the disk model representation.

The isometry group of $\mathbb{H}^{n+1}$ is thus isomorphic to the orthochronous Lorentz group $\text{Lor}^+ := O^+(1,n+1)$, i.e. the subset of the Lorentz group preserving the time orientation of causal vector fields. It follows that there exists a Lie-algebra isomorphism between the set of conformal Killing vectors $\text{CKill}(\mathbb{S}^n)$ and the set of Killing vectors $\text{Kill}^+(\mathbb{M}^{0,n+1})$ generating
the connected component of the identity of $\text{Lor}^\alpha$. The latter are those Killing vectors of $\mathcal{M}^{1,\alpha+1}$ leaving the origin $\alpha = \{ x^\alpha = 0 \}$ invariant. Elements in $\text{Kill}^\alpha(\mathcal{M}^{1,\alpha+1})$ are therefore characterized by a 2-form $F$ over $T_p\mathcal{M}^{1,\alpha+1}$ via the expression

$$\zeta_p := F^{\mu\nu}x^\mu \partial_\nu.$$  \hfill (A.1)

These Killing vectors are obviously tangent to $\mathcal{H}$ (because the hyperboloid remains invariant under the isometries generated by $\zeta_p$). Hence, there exists a vector field $\zeta_\mathcal{F} \in \mathcal{H}(\mathbb{H}^{\alpha+1})$ such that

$$\varphi_\mathcal{F}(p) = \zeta_\mathcal{F} \mid_{p}$$

for all $p \in \mathbb{H}^{\alpha+1}$, and the following must hold

$$\zeta_\mathcal{F}^a \frac{\partial \varphi^\alpha}{\partial y^a} = \zeta_\mathcal{F}^a \varphi^\alpha = F^\alpha_{\beta} \varphi^\beta(y) = \frac{1 + |y|^2}{1 - |y|^2} F^\alpha_{\beta} + \frac{2y^a}{1 - |y|^2} F^\alpha_{a}$$

where Latin indices $a, b, \cdots$ take values in $\{ 1, \cdots, n+1 \}$. Computing the Jacobian of the embedding $\varphi$, it is easy to check that $\zeta_\mathcal{F}$ is given by

$$\zeta_\mathcal{F} = \left( \frac{1}{2} F^b_{\beta} (1 + |y|^2) + F^b_{a} y^a - F^a_{\beta} y^a \right) \frac{\partial}{\partial y^b}. \hfill (A.2)$$

The conformal metric $g_\mathcal{F} := \left( \frac{1 - |y|^2}{4} \right) \gamma^{\alpha+1}$ is the flat metric in $B_1$ and can be smoothly extended to the boundary $\partial B_1$ in an obvious way. The space $\partial B_1$ with the metric induced from $g_\mathcal{F}$ is the $n$-sphere $\mathbb{S}^n$. Any vector field $\zeta_\mathcal{F}$ is a Killing vector in $(\mathcal{B}_1, \gamma^{\alpha+1})$ and hence a conformal Killing vector in $(\mathcal{B}_1, g_\mathcal{F})$. It also extends smoothly to $\partial B_1$ as a tangential vector. Indeed, $|y|^2 = 1$ defines the boundary $\partial B_1$ and using (A.2) (Latin indices are raised and lowered with the Euclidean metric $g_\mathcal{F}$) one has

$$\zeta_\mathcal{F}(|y|^2) = F_\alpha(1 + |y|^2) y^\alpha + 2 F_\alpha y^\alpha - 2 F^\alpha_{\beta} y^\alpha |y|^2 = (1 - |y|^2) F_\alpha y^\alpha |y|^2 = 0$$

where the antisymmetry of $F_\alpha$ has been used.

Thus, the restriction of $\zeta_\mathcal{F}$ to $\partial B_1$ is a conformal Killing vector of $\mathbb{S}^n$ which we denote by $\zeta_\mathcal{F}$. The Möbius group of $\mathbb{S}^n$ is precisely the extension to the boundary $\partial B_1$ of the isometry group $\text{Iso}(\mathbb{H}^{\alpha+1})$. At the level of generators, the isomorphism between the Möbius group and $\text{Iso}(\mathbb{H}^{\alpha+1})$ is translated into the map

$$T : \text{Kill}^p(\mathcal{M}^{1,\alpha+1}) \rightarrow \text{Conf}(\mathbb{S}^n)$$

$$\zeta_p \mapsto T(\zeta_p) = \zeta_\mathcal{F}$$

defined by using the procedure just explained. It follows that $T$ is necessarily a Lie-algebra isomorphism (this can also be checked directly). In summary, classifying the set of conformal Killing vectors $\text{Conf}(\mathbb{S}^n)$ up to the Möbius group amounts to classifying the vectors fields $\zeta_p$ up to the orthochronous Lorentz group. For this reason, we devote next section to the action of the Lorentz group on $\zeta_p$ and on the underlying 2-form $F$.

### A.1. Lorentz transformations

Recall that a Lorentz transformation $L^\mu_\alpha$ (at any point $x \in \mathcal{M}$) is defined by

$$g_{\mu\nu} L^\mu_\alpha L^\nu_\beta = g_{\alpha\beta}$$

so that, as usual,
\( L_\alpha L^\nu_\beta = g_{\alpha\beta}, \quad L_\alpha^\mu L^\nu_\beta = \delta^\alpha_\beta \)

which provides the formula for the inverse Lorentz transformation

\((L^{-1})^\alpha_\nu := L^\nu_\alpha.\)

Recall also that, as is obvious

\[ \det(L) = \pm 1, \quad g_{\mu\nu}(L^{-1})^\mu_\alpha(L^{-1})^\nu_\beta = L_\alpha L^\nu_\beta g_{\mu\nu} = g_{\alpha\beta}. \]

Under Lorentz transformations, the different tensorial objects transform as follows:

\[ \omega^\mu_\nu = \omega^\nu_\mu, \quad \nu^\mu = L^\mu_\nu \nu^\nu, \quad F^\prime_{\alpha\beta} = L_\alpha L^\beta_\gamma F^\gamma_{\mu\nu}, \quad F^{\prime\alpha}_\beta = L^\alpha_\mu F^\mu_\nu L^\nu_\beta. \]

Therefore, under a Lorentz transformation the vector fields \(\zeta_F\) in (A.1) transform according to the previous rules as

\[ \zeta_F^{\prime\alpha}_\mu = L^\alpha_\rho \zeta^\rho_\mu = L^\alpha_\rho F^{\rho\nu}_\lambda (L^\nu_\beta L^\beta_\sigma) x^\sigma = F^{\prime\alpha}_\rho (L^\rho_\nu x^\nu) = \zeta_F^{\alpha\nu} \]

and therefore, in order to classify the set \(\{\zeta_F\}\) up to the orthochronous Lorentz group \(\text{Lor}^+\), it is enough to classify 2-forms over \(T_M M^{n+1}_{\text{or}}\) up to \(\text{Lor}^+\).

Denoting simply by \(F\) the endomorphism \(F^{\mu\nu}\) associated to \(F^{\mu\nu}\), one can define the following set of invariants associated to \(F\)

\[ I_s := \frac{1}{2} \text{tr}(F^{2s}), \quad s = 1, \ldots, [n/2 + 1]. \]  \hspace{1cm} (A.3)

Notice that the odd powers of \(F\) have identically zero traces, thus zero invariants.

One immediately notices that all 2-forms \(F^{\prime}\) which are Lorentz transformed of \(F\) have exactly the same set of invariants \(I_s\). This follows from

\[ 2I_s(F^{\prime}) = F^{\prime\alpha}_\rho F^{\prime\beta}_\sigma = L^\alpha_\rho F^{\rho\nu}_\lambda L^{\beta\nu}_\gamma F^\gamma_{\mu\sigma} = L^\alpha_\rho F^{\rho\nu}_\lambda L^{\beta\nu}_\gamma F^{\gamma\mu}_\sigma = F^{\prime\nu}_\mu F^\nu_\sigma = 2I_s(F) \]

and so on. However, as discussed in detail in the companion appendix B, the converse does not hold, and the set of invariants \(I_s(F)\) does not determine the algebraic type of \(F\), and thus it does not permit to characterize the required classes of 2-forms. The full classification requires, in addition to the invariants, the rank \(r\) of the 2-form \(F\), see appendix B.1

A.2. CKVF in \(\mathbb{S^n}\) versus \(\mathbb{E^n}\)

For many purposes, it is often useful to consider the set of conformal transformations of Euclidean space \(\mathbb{E^n}\) instead of the conformal group of the sphere \(\mathbb{S^n}\). This requires some care because \(\mathbb{E^n}\) is conformal to \(\mathbb{S^n} \setminus \{q\}\) where \(q \in \mathbb{S^n}\) is a point on the sphere. Thus, the conformal group of \((\mathbb{E^n}, g_E)\) is, strictly speaking, the subset of the conformal group of \(\mathbb{S^n}\) leaving \(q\) invariant, which is a proper subset of the M"obius group.

For this reason, one considers maps

\[ \Phi : \mathbb{E^n} \setminus \{q_1\} \to \mathbb{E^n} \setminus \{q_2\} \]

satisfying \(\Phi^* (g_E) = \Omega^2 g_E\) where \(\Omega \in \mathcal{F}(\mathbb{E^n} \setminus \{q_1\})\) is positive and the points \(q_1, q_2 \in \mathbb{E^n}\) may depend on \(\Phi\). In this extended sense, the set of conformal maps of \(\mathbb{E^n}\) is the same as the M"obius group. It follows that the conformal Killing algebra of \(\mathbb{E^n}\) is isomorphic to the conformal Killing algebra of \(\mathbb{S^n}\). Hence, the arguments above allow one to classify the conformal Killing
vectors of Euclidean space up to the Möbius group (understood in the sense above). We are going to do this explicitly in what follows by constructing the map that sends any conformal Killing vector \( Y \in \mathcal{CKill}(\mathbb{E}^n) \) to the corresponding 2-form \( F \in T^*_\mathbb{M}^{n+1} \).

To that aim, it is convenient to use the half-space representation of hyperbolic space \( \mathbb{H}^{n+1} \) because then the boundary is indeed diffeomorphic to \( \mathbb{R}^n \). The relationship between the disk and the half-space models of \( \mathbb{H}^{n+1} \) is as follows. Fix a point \( p \in \partial B_1 \subset \mathbb{R}^{n+1} \). The circle inversion of radius 2 centered at this point is the map

\[
\chi : \mathbb{R}^{n+1} \setminus \{p\} \to \mathbb{R}^{n+1} \setminus \{p\}
\]

\[
y \mapsto \chi(y) := z = p + \frac{4}{|y - p|^2}(y - p)
\]

(A.4)

which has inverse

\[
y = \chi^{-1}(z) = p + \frac{4}{|z - p|^2}(z - p).
\]

(A.5)

Observe that \( |z - p|^2 = 16|y - p|^2 \). The \( n \)-sphere outside \( p \), \( \partial B_1 \setminus \{p\} \) is mapped onto the hyperplane \( \{z, p\} \) by \( \chi \). Equivalently, given that \( |p| = 1 \)

\[
\chi(\partial B_1 \setminus \{p\}) := \mathcal{P} = \{(z, p) = -1\}
\]

(A.6)

and the (open) ball \( B_1 \) is mapped diffeomorphically to the half-space \( \{z, p\} < -1 \). The pull-back of the hyperbolic metric \( \gamma^{\mathbb{H}^{n+1}} \) reads

\[
(\chi^{-1})^*(\gamma^{\mathbb{H}^{n+1}}) = \frac{|dz|^2}{(z, p) + 1)^2}.
\]

(A.7)

We have to compute the vector fields \( \zeta^a \) as defined in (A.2) and extend them to the boundary (A.6). As before, this defines a Lie algebra isomorphism between the Killing vectors of \( \mathbb{H}^{n+1} \) and the conformal Killing vectors of Euclidean space \( \mathbb{E}^n \). We first transform the vector field (A.2) into the \( z \) coordinates or, more precisely, compute \(\chi_z(\zeta^b) \). This is given by

\[
\chi_z(\zeta^b) = \left. \frac{\partial \chi^c}{\partial y^b}\right|_{y=\chi^{-1}(z)} \partial_z^c.
\]

(A.8)

The Jacobian is

\[
\left. \frac{\partial \chi^c}{\partial y^b}\right|_{y=\chi^{-1}(z)} = \frac{|z - p|^2}{4} \delta^c_b - \frac{1}{2} (z - p)^c (z - p)_b
\]

(A.9)

which implies, taking (A.5) into account,

\[
\left. \frac{\partial \chi^c}{\partial y^b}\right|_{y=\chi^{-1}(z)} = \left. \frac{|z - p|^2}{4} p^c - \frac{1}{2} (z - p)(z - p)^c, \right.
\]

\[
\left. \frac{\partial \chi^c}{\partial y^b}\right|_{y=\chi^{-1}(z)} = \left. \frac{-1}{2} (z - p)(1 + (z, p)) + \frac{|z - p|^2}{4} p^c. \right.
\]

(A.10)

Moreover, using \( |p|^2 = 1 \) and the explicit form of \( \chi^{-1} \) given in (A.5) it follows

\[
|\chi^{-1}(z)|^2 = 1 + \frac{8}{|z - p|^2}(1 + (z, p)).
\]

(A.11)
Let us define $F^t$ as the constant covector in $\mathbb{R}^{n+1}$ with components $F^t$. Inserting (A.9)–(A.11) into (A.8), a straightforward calculation yields

$$
\zeta^c = \chi_c(\zeta^c) = \frac{1}{4} \left( \frac{1}{2} (z - p)^2 + 1 + (z, p) \right) F^t + F^s \left( p^a (z - p)^2 + (z - p)^a \right) + \frac{1}{4} \left( F^t, z - p \right) (F^t, p) + (F^t, z - p) \right)
$$

(A.12)

This vector field extends regularly at the boundary hyperplane $P$. Moreover, the normal vector to $P$ is $\eta$ and hence the normal component of $\zeta^c$ is

$$
\zeta^c \parallel |\eta| = \chi^c \parallel |\eta| + \chi^c \parallel |\eta| + \chi^c \parallel |\eta| + \chi^c \parallel |\eta|.
$$

which vanishes at $P$. Thus $\zeta^c$ is tangent to this hyperplane.

If we let $p$ be the point $p = (-1, 0, \cdots, 0)$ and define Cartesian coordinates $x := z + p$, the domain of $x$ is simply $x^1 > 0$ and the metric (A.7) takes the form

$$
(\chi^-)^2(\chi^{|n+1}|) = \frac{|dx|^2}{(x^1)^2}
$$

which is indeed the half-space model of hyperbolic space. $P$ is now $\{x^1 = 0\}$, so its inclusion map $i$ is simply $i(x^1 = 0, x^A)$, where indices $A, B, \cdots$ take values in $\{2, \cdots, n + 1\}$. From (A.6), there exists a map $\Psi : S^n \setminus \{p\} \rightarrow \mathbb{R}^n$ such that the restriction of $\chi$ to $S^n \setminus \{p\}$ satisfies $\chi^{S^n \setminus \{p\}} = i o \Psi$ (after identifying $S'$ with $\partial B \subset \mathbb{R}^{n+1}$). $\Psi$ is the standard stereographic projection centered at $p$. The tangency of $\zeta^c$ to $P$ implies that for any CKVF $Y$ in $S^n$ arising as the restriction of $\zeta^c$ to $S^n$, the vector field $\Psi(Y) \in \mathfrak{X}(\mathbb{R}^n)$ satisfies $i_* (\Psi(Y)|_{S^n}) = \chi_*(Y|_{S^n}) = \zeta^c|_{\chi^{-1}(x^1 = 0)}$. To find the expression of $\Psi(Y)$ we simply need to evaluate the $A$-components of $\zeta^c$ (A.12) at $x^1 = 0$. From $(z - p)^A = (x - 2p)^A = x^A, (z - p)^1 = (x - 2p)^1 = 2$ and

$$
\frac{1}{4} (z - p)^2 = \frac{1}{4} |x - 2p|^2 = \frac{1}{4} |x|^2 + 1 - (x, p) = \frac{1}{4} \delta_{AB} x^A x^B + 1 := \frac{1}{4} |\eta|^2 + 1
$$

we find

$$
\Psi(Y)^A = F^A + F^A + \frac{1}{4} (F^A, F^A) + F^A x^B - F^A x^A + \frac{1}{2} \nu \chi^C (F^C - F^C) x_C.
$$

(A.13)

Defining a (constant) scalar $\nu$, vectors $a, b$ and two-form $\omega$ in $\mathbb{R}^n$ by means of

$$
v := -F^1 := F_1, \quad 2a_B := -F_B + F_B = -F^B - F^B, \quad b_B := F_1 + F_B = F^B - F^B, \quad \omega_{AB} := -F_{AB}
$$

(A.14)

the conformal Killing vector $\Psi(Y)$ on Euclidean space associated to $\zeta^c$ is written as
\[ \Psi(Y) = \left( b^0 + v x^0 + (a A^0 B^0) - \frac{1}{2} (x A A^0 - \omega B A^0) \right) \partial_b \]  
(A.15)

and we recover the well-known expression for conformal Killing vectors in \( \mathbb{R}^n \). In terms of \( \nu, a, b, \omega \) the 2-form \( F \) over \( T_0(\mathbb{M}^{1,n+1}) \) that generates \( Y \) is given, in matrix form, by

\[
F = (F_{\mu\nu}) = \begin{pmatrix}
0 & \nu & a - b/2 \\
n & 0 & -a - b/2 \\
-a + b/2 & a + b/2 & -\omega
\end{pmatrix}
\]  
(A.16)

or equivalently by

\[
F = vdr \wedge dx^1 + dt \wedge (a - b/2) - dx^1 \wedge (a + b/2) - \omega.
\]  
(A.17)

### A.3. Fixed points of the CKVFs in \( \mathbb{S}^n \)

In the main text we will need to know the fixed points of the CKVFs in \( \mathbb{S}^n \). Since these CKVFs are given explicitly in (A.15) in terms of Cartesian coordinates in the stereographic projection of \( \mathbb{S}^n \), the zeros outside the pole \( p \) can be identified directly. However, some argument is needed to determine whether \( Y \) vanishes at the pole \( p \). There are several ways of doing this. Here we exploit the above discussion to find under which conditions \( Y \) vanishes at \( p \).

**Lemma A.1.** Let \( Y \) be a CKVF in \( (\mathbb{S}^n, g^{\mathbb{S}^n}) \) and \( \Psi : \mathbb{S}^n \setminus \{ p \} \mapsto \mathbb{R}^n \) the stereographic projection centered at \( p \). Then \( Y(p) = 0 \) if and only if \( a_B \) in (A.15) vanishes, with \( a_B \) given as in (A.14).

**Proof.** Following the previous appendix A.2, \( Y \) is the restriction to \( \mathbb{S}^n = \partial \mathcal{B}_1 \) of a vector field \( \hat{\zeta} \) in (A.2). As just described above, the CKVF \( \Psi(Y) \) is given by (A.15) provided the two sets of constants in the respective expressions are related by (A.14). Since \( \hat{\zeta} \) is tangential to the sphere \( \mathbb{S}^n \), \( Y \) vanishes at \( p \) if and only if \( \hat{\zeta}_{p} = 0 \). Evaluating (A.2) at \( p = (-1, 0, ..., 0) \) yields

\[
\hat{\zeta}_{p} = (F^b_i - F^b_i - F^b_i \delta^b_i) \frac{\partial}{\partial y^b} = (F^B_i - F^B_i) \partial_{y^B} = -a_B \partial_{y^B},
\]

where in the last equality we have used the second in (A.14). Thus this vector vanishes at \( p \) if and only \( a_B = 0 \), as claimed.

From the considerations in this appendix, in order to classify the classes of CKVFs on \( \mathbb{S}^n \) (or \( \mathbb{S}^n \)), we need to classify the 2-forms on \( \mathbb{M}^{1,n+1} \) up to \( \text{Lor}^+ \), and thus we need results from the algebraic classification of such 2-forms. This is performed in the next appendix B.

### Appendix B. Algebraic classification of 2-forms in Lorentzian manifolds

Let \((M, g)\) be a causally oriented \( d \)-dimensional Lorentzian manifold with metric tensor \( g \) (for the case of our interest, \( d = n + 2 \)). Let \( F_{\mu\nu} = F_{\mu\nu} \) be a 2-form at any point \( x \in M \). In order to classify the set \( \Lambda^2_{\text{L}} \) of 2-forms up to orthochronous Lorentz transformations, we need to describe the algebraic classification of \( F_{\mu\nu} \), that is to say, the possible Segre types, eigenvalues and eigenvectors with respect to the metric \( g_{\mu\nu} \). This is, of course, equivalent to the algebraic classification of the endomorphism \( F^{\mu\nu} \) acting on \( T_x M \). Possible references are [3, 17, 28].
First of all, from the anti-symmetry of $F_{\mu\nu}$ it is easily checked [3] that any possible (real) eigenvector $\nu$

$$F_{\mu\nu} \nu^\nu = \lambda \nu^\mu$$

either has a vanishing eigenvalue $\lambda = 0$, or is null. In other words, all spacelike or timelike eigenvectors have necessarily a vanishing eigenvalue.

From a classical result, one also knows that any 2-form admits a decomposition of the form

$$F = \omega_1 \wedge \omega_2 + \omega_3 \wedge \omega_4 + \cdots + \omega_{2r-1} \wedge \omega_{2r}, \quad (B.1)$$

where $\omega_1, \ldots, \omega_{2r}$ are a set of linearly independent 1-forms. This decomposition is non-unique, but the number $2r \leq d$ depends only on $F$ and is called its \textit{rank}. The rank is invariantly defined by

$$\frac{F \wedge \cdots \wedge F}{r} \neq 0, \quad \frac{F \wedge \cdots \wedge F}{r+1} = 0.$$

Therefore, any 2-form $F$ falls into one of the following three algebraic classes:

1. There is a timelike eigenvector. In this case, \textit{all} real eigenvalues vanish and \textit{all} the one-forms in (B.1) can be chosen to belong to an orthogonal co-basis and be spacelike. The Segre type is

$$\{1, 1 \ldots 1 \bar{z} \ldots \bar{z} \}$$

where round brackets (here and below) indicate the degeneracy of the zero eigenvalue. A canonical form for this type of 2-form is

$$F = \sum_{j=0}^{r-1} \mu_j \theta^{2j+1} \wedge \theta^{2j+2}, \quad \mu_j \neq 0,$$

where $\{\theta^\alpha\} (\alpha = 0, 1, \ldots, d-1)$ is an orthonormal (ON) co-basis in $(M, g)$. Observe that $\lambda_j = \pm i \mu_j$ are a pair of complex conjugate eigenvalues for each $j$, with eigen-directions given by $\theta^{2j+1} \pm i \theta^{2j+2}$. Of course, there can also be degeneracies in these complex eigenvalues.

2. There is a real non-zero eigenvalue $\lambda \neq 0$. In this case, $-\lambda$ is also an eigenvalue and the two corresponding eigenvectors are null. The Segre type is

$$\{11(1 \ldots 1) \bar{z} \ldots \bar{z} \}$$

In the ON co-basis the canonical form is

$$F = \lambda \theta^0 \wedge \theta^1 + \sum_{j=1}^{r-1} \mu_j \theta^{2j} \wedge \theta^{2j+1}, \quad \mu_j \neq 0 = \lambda$$

so that $k^\pm = \theta^0 \mp \theta^1$ are the pair of null eigendirections with eigenvalues $\pm \lambda$, respectively. The same comments as above apply here concerning $\mu_j$.

3. There is no timelike eigenvector and no non-zero real eigenvalue. Equivalently, there is a triple vanishing eigenvalue with corresponding null eigenvector, say $k^-$ in the notation above. The Segre type is now

$$\{(31 \ldots 1) \bar{z} \ldots \bar{z} \}$$

and the canonical form reads
Again, the same comments as above apply here. The null 2-forms are included here (for \( r = 1 \), that is to say, all possible eigenvalues vanish but \( \mathbf{F} \neq 0 \)). The Segre type for null 2-forms is \( \{31 \ldots 1\} \) and they are invariantly characterized by the existence of a null vector \( \bar{k} \) such that

\[
\bar{k} \wedge \mathbf{F} = 0, \quad \bar{i}_\bar{k} \mathbf{F} = 0
\]

where \( \bar{i}_\bar{k} \) denotes interior product with \( \bar{k} \).

The characteristic polynomial of \( \mathbf{F} \), whose roots are the eigenvalues of \( \mathbf{F} \), is

\[
\mathcal{P}(\lambda) = \det(\lambda I - \mathbf{F})
\]

and, in terms of the invariants introduced in (A.3), explicitly reads

\[
\mathcal{P}(\lambda) = \lambda^d - l_1 \lambda^{d-2} + \frac{1}{2} (l_1^2 - l_2) \lambda^{d-4} + \cdots + c_{(\lfloor d/2 \rfloor)} \lambda^{d - 2\lfloor d/2 \rfloor}
\]

where only odd (even) powers of \( \lambda \) appear for \( d \) odd (even), and the different coefficients \( c_b \) (\( b = 1, \ldots, \lfloor d/2 \rfloor \)) are known polynomials of the invariants \( I_a \); each \( c_b \) is linear in \( I_b \) and only involves the \( I_a \) with \( a \leq b \) at the appropriate power. The explicit form of these coefficients \( c_b \) is complicated for large \( d \), but a convenient way to have them all explicitly in a nutshell is to recall the Cayley-Hamilton theorem, that is to say,

\[
\mathcal{P}(\mathbf{F}) = 0
\]

which can always be expressed in the following succinct form

\[
\mathbf{F}^{\mu_1}_{\nu_1} \cdots \mathbf{F}^{\mu_d}_{\nu_d} \delta_{\mu_1 \cdots \mu_d} = 0
\]

providing explicit expressions for \( c_b \). There is also a recursive method, known as the Le Verrier-Faddeev algorithm, to compute all the \( c_b \) [11].

One sees that the invariants \( I_a \) determine fully the characteristic polynomial and thereby the eigenvalues (with all degeneracies) of the 2-form \( \mathbf{F} \). However, they do not determine its algebraic type. To prove this, we now provide an explicit counterexample. Consider the following two 2-forms:

\[
\mathbf{F}_1 = \mu \theta^3 \wedge \theta^4, \quad \mathbf{F}_2 = k^+ \wedge \theta^2 + \mu \theta^3 \wedge \theta^4 \quad \text{(B.2)}
\]

where \( k^+ \) is null and orthogonal to \( \theta^2, \theta^3, \theta^4 \) as above. They clearly have the same invariants \( (I_a = (-1)^a \mu^{2a}) \), but they have different ranks. The first has rank 2, and the second has rank 4. In general, if a 2-form \( \mathbf{F} \) is spacelike and has rank \( 2r < d - 2 \), then one can always add a null 2-form of the above type while keeping the same set of invariants. However, the rank is a property invariant under Lorentz transformations. Indeed, recall that the rank \( 2r \) of any 2-form \( \mathbf{F} \) is precisely the rank of the matrix \( (f_{\mu \nu}) \). But given that

\[
F'_{(\alpha \beta)} = L_{\alpha \beta} \mathbf{F} \quad \implies \det F' = (\det L)^2 \det F = \det F
\]

and similarly for the minors (or directly from the defining formula (B.1)), one deduces that the rank remains unchanged under Lorentz transformations. It follows then that the 2-forms
in (B.2) cannot be related by *any* Lorentz transformation at all, and they must belong to different algebraic types, despite the fact that they have the same set of invariants. Thus, the algebraic type of a 2-form depends not only on the invariants, but also on the number $\bar{r}$ which determines its rank.

We want to show that the knowledge of $\bar{r}$ and of the invariants is sufficient to determine the algebraic type of $F$. To that aim, we start by providing an explicit formula for the invariants $I_a$ in terms of the canonical forms presented above. To do that, let $\{\bar{e}_a\}$ be the basis dual to $\{\theta^a\}$ and observe that, for each pair $\{\theta^i, \theta^{j+1}\}$ and letting $G_j = \theta^i \wedge \theta^{j+1}$ one has $G_j^2 = -\Pi_j$, where $\Pi_j$ is the projector to the 2-plane spanned by $\{\bar{e}_i, \bar{e}_{j+1}\}$. Then, it is easy to derive:

$$I_a = (-1)^a \sum_{j=\epsilon}^{\epsilon-1} \mu_j^{2a} + \epsilon' \lambda^{2a}, \quad \forall a = 1, \ldots, [d/2]$$  \hspace{1cm} (B.3)

where $\epsilon = 0$ (respectively $\epsilon = 1$) in case 1 (resp. cases 2 and 3) and $\epsilon' = 0$ (resp. $\epsilon' = 1$) in cases 1 and 3, (resp. case 2). Notice the signs, as $(-1)^a L_0 > 0$ in cases 1 and 3, and $I_0 > 0$ for even $a$ in all cases.

Given a fixed set of invariants $I_a$, formulas (B.3) allow us to find the $\mu_j$ (and $\lambda$ in case it exists) and to determine the $\epsilon$’s as long as we know the rank $\bar{r}$.

**B.1. How to characterize 2-forms up to Lor+**

As proven after the formula (A.3) defining the invariants, we know that all 2-forms $F'$ which are Lorentz transformed of $F$ have exactly the same set of invariants $\{I_a\}$. We have also shown that the converse does not hold, and the set of invariants $\{I_a(F)\}$ is not enough to characterize the required classes of 2-forms. In order to classify non-trivial 2-forms up to Lor+ one must provide the following set of numbers:

$$\{\bar{r}, I_a\}, \quad a, \bar{r} \in \{1, \ldots, [d/2]\}, \quad I_a \in \mathbb{R},$$  \hspace{1cm} (B.4)

where $I_a$ is the set of invariants (A.3) and $2\bar{r}$ is the rank. Equivalently, we can provide the set

$$\{r, c_b\}, \quad b, r \in \{1, \ldots, [d/2]\}, \quad c_b \in \mathbb{R},$$  \hspace{1cm} (B.5)

where $c_b$ are the coefficients of the characteristic polynomials:

$$c_1 = -I_0, \quad c_2 = \frac{1}{2}(I_1^2 - I_2), \quad c_3 = -\frac{1}{6}(2I_3 - 3I_2 + I_1^2), \quad \ldots$$

This relies on the fact that one can then obtain the canonical expression of the 2-form by solving the system of equations (B.3). To perform this, we need to know whether or not $F$ has a non-zero real eigenvalue, which is equivalent to saying that $F$ contains a timelike plane. But this is provided by the sign of $c_2$, according to

$$c_2 > 0 \quad \text{Case 1} \quad \epsilon = \epsilon' = 0$$

$$c_2 < 0 \quad \text{Case 2} \quad \epsilon = \epsilon' = 1$$

$$c_2 = 0 \quad \text{Case 3} \quad \epsilon = 1, \epsilon' = 0$$

Hence, once we are given the numbers (B.5), which are Lorentz invariant, the classes of 2-forms inequivalent under Lor+ are fully determined by those with a different set of such numbers. This follows because, if this set is the same for two different 2-forms, we can always write them in their canonical form by solving (B.3), which is necessarily one of the cases 1, 2 or 3 listed at the beginning, with a fixed $\bar{r}$ and the same degeneracies in the complex eigenvalues—and up to the signs of the $\mu_j$ and $\lambda$ involved. But one can always connect any such
two 2-forms, that belong to a fixed algebraic class, by means of the orthochronous Lorentz transformation which sends the orthonormal co-basis used for any one of the 2-forms to the orthonormal co-basis of the other one—composed with the necessary space inversions to fit the signs.

We conclude that the equivalence classes of conformal Killing vectors of $S^n$ is uniquely characterized by the Möbius-invariant constants $\{c_b\}$ together with the number $\bar{r}$.

B.2. Relation between different Killings $\zeta_F$ Let $\zeta_F$ and $\zeta_G$ be any two Killing vectors of the form (A.1) for given two-forms $F$ and $G$. One can easily compute its commutator

$$[\zeta_F, \zeta_G] = \zeta_{[F,G]}$$

where $[F, G]$ denotes the commutator of endomorphisms, that is to say

$$[F, G]^\mu_{\rho\nu} = G^\mu_{\rho\nu} - F^\mu_{\rho\nu}$$

which represents indeed a new 2-form (indices down). In particular, one can compute different odd powers $F^{2j+1}$ of $F$ for $j = 1, \ldots, \bar{r} - 1$, all of them being 2-forms (when indices are down), and the corresponding Killing vectors are all mutually commuting

$$[\zeta^{(j)}, \zeta^{(\bar{r})}] = 0.$$ 

This is used in section 3.3.

Appendix C. CKVFs in conformal Euclidean 3-space

In this appendix we provide the classification of conformal Killing vector fields (CKVFs) in conformal Euclidean 3-space up to Möbius transformations. This corresponds to the case $d = 5, n = 3$, of the previous appendices: $S^3$ or $\mathbb{E}^3$, $\mathbb{H}^4$ and $M^{1,4}$. From the discussion above, in this situation $\bar{r} \in \{1, 2\}$ and, to achieve a complete classification of the CKVF on $\mathbb{E}^3$, one only has to provide three numbers $\{\bar{r}, \hat{c}, \hat{k}\}$ according to (B.5), that is to say:

- $2\bar{r}$ is the rank of the underlying 2-form $F \neq 0$, and $\bar{r} \in \{1, 2\}$
- $\hat{c} := c_1 = -c_1 = \text{tr}(F^2)/2$ is the first invariant
- and $\hat{k} := -c_2 = (I_2 - \hat{I}_2)/2$ is the remaining coefficient of the characteristic polynomial of $F$, given now by

$$P(\lambda) = \lambda(\lambda^3 + c_1\lambda^2 + c_2) = \lambda(\lambda^4 - \hat{c}\lambda^2 - \hat{k}).$$

Using classical vector notation, the CKVF found in (A.15) can be written as

$$Y = \bar{b} + \bar{w} \times \bar{x} + v \bar{x} + (\bar{a} \cdot \bar{x})\bar{x} - \frac{1}{2} |\bar{x}|^2 \bar{a}$$

where we have defined a third vector $\bar{w}$ by means of

$$\bar{w} := \ast \omega, \quad \omega^C := \frac{1}{2} \epsilon^{ABC} \omega_{AB}$$

and $\epsilon^{ABC}$ is the Levi-Civita skew-symmetric symbol. Then, by using (A.17) it is straightforward to find, for each $Y$ in (C.2), explicit expressions for the constants $\hat{c}, \hat{k}$:

$$\hat{k}(Y) = v^2 |\bar{w}|^2 + 2 v \bar{a} \cdot (\bar{w} \times \bar{b}) + |\bar{a} \times \bar{b}|^2 - 2(\bar{a} \cdot \bar{w})(\bar{b} \cdot \bar{w}),$$

and $\hat{c}$ is given by

$$\hat{c}(Y) = \frac{1}{2} \epsilon^{ABC} \omega_{AB}$$

using (A.16).
\[ \tilde{c}(Y) = v^2 - |\tilde{w}|^2 - 2 \tilde{a} \cdot \tilde{b}. \]  
\[ \text{(C.4)} \]

From the construction in the previous appendices we know that

**Lemma C.1.** The constants \( \tilde{k} \) and \( \tilde{c} \), as defined in (C.3) and (C.4), are invariant under Möbius transformations.

We have shown in remark 3.3 that the scalars \( \tilde{k} \) and \( \tilde{c} \), as defined in (C.3) and (C.4), are invariant under Möbius transformations. We have shown in remark 3.3 that the scalars \( \tilde{k} \) and \( \tilde{c} \) come along with some gauge freedom: Rescaling \( Y \) by some constant factor \( \alpha \in \mathbb{R} \setminus \{0\} \) gives another CKVF. Under such a rescaling we have

\[ \tilde{k} \mapsto \alpha^4 \tilde{k}, \quad \tilde{c} \mapsto \alpha^2 \tilde{c}. \]

We thus may always achieve \( \tilde{k} \in \{-1, 0, +1\} \); if \( \tilde{k} = 0 \) we may further assume \( \tilde{c} \in \{-1, 0, +1\} \), which we will do henceforth. (Indeed, in spacetimes with vanishing MST the CKVF \( Y \) enters the asymptotic Cauchy problem only via (3.1), (3.2), the factor \( \alpha \) can thus be absorbed in the parameters \( C \text{el} \) and \( C \text{mag} \).)

Concerning \( r \), and given that the rank can only be 2 or 4 in our situation, we just need to distinguish the case with \( \bar{r} = r_1 \). But this is invariantly characterized by \( \Lambda = F F_0 \), and thus using (A.17) by

\[ \omega \wedge = -\Lambda \omega_+ \Lambda + \Lambda \omega_- \Lambda. \]

which immediately leads, in the used vector notation, to

\[ v \tilde{w} + \tilde{b} \times \tilde{a} = 0, \quad \tilde{w} \cdot \tilde{a} = \tilde{w} \cdot \tilde{b} = 0. \]

\[ \text{(C.6)} \]

Again, this set of conditions is Möbius invariant. Hence, one only needs to check if (C.6) hold: if yes, then \( \bar{r} = 1 \), otherwise \( \bar{r} = 2 \). It is easily checked from (C.3) that (C.6) implies \( \tilde{k}(Y) = 0 \). We are going to see presently that the value of \( \bar{r} \) turns out to be relevant only in the case \( \tilde{k} = 0 \) with \( \bar{c} < 0 \).

Arrived at this point, the classification of the CKVFs is as follows, depending on the different algebraic classes for \( F \). A canonical form for the CKVF (A.15) (or (C.2)) is provided for each case using the corresponding canonical algebraic form of \( F \) provided in appendix B (and with \( \{\theta^2, \theta^3, \theta^4\} = \{dx, dy, dz\} \)):

1. Case 1: The canonical form for the underlying 2-form is

\[ F = \mu_0 dx^1 \wedge dx + \mu_1 dy \wedge dz \] 

so that, in this case, using (B.3) we get \( \tilde{k} = -\mu_1^2 \mu_0^2 \leq 0 \) and \( \tilde{c} = -\mu_0^2 - \mu_1^2 \). Thus, one has in general \( \tilde{c} < 0 \), and \( \tilde{k} < 0 \) if \( \bar{r} = 2 \) while \( \tilde{k} = 0 \) if \( \bar{r} = 1 \).

   (a) If \( \bar{r} = 2 \) we can set, without loss of generality, \( \tilde{k} = -1 \). This means \( \mu_0^2 = 1/\mu_0^2 = 0 \) and thus \( \tilde{c} = -(\mu_0^2 + 1/\mu_0^2) \). Observe that, by re-ordering the basis, one can assume without loss of generality that \( \mu_0 \in (0, 1) \) and \( \mu_1 = 1/\mu_0 \). The last expression for \( \tilde{c} \) has a global maximum at \( \mu_0^2 = 1 \), and therefore \( \tilde{c} \leq -2 \). The particular extreme case with \( \tilde{c} = -2 \) is characterized by the degeneracy of the complex eigenvalues \( \pm i \).

The decomposition of the canonical form of \( F \) is

\[ v = 0, \quad \tilde{a} = \frac{\mu_0}{2}(1, 0, 0), \quad \tilde{b} = -\mu_0(1, 0, 0), \quad \tilde{w} = -\frac{1}{\mu_0}(1, 0, 0) \]
and thus (C.2) becomes

\[
Y = \begin{pmatrix}
-\mu_0 + \frac{\mu_0}{4} (y^2 + z^2 - x^2) \\
-\mu_0 \frac{y}{2} + \frac{\mu_0}{1} z \\
-\mu_0 \frac{z}{2} + \frac{\mu_0}{1} y
\end{pmatrix}.
\]

In the generic case with \( \mu_0 \in (0, 1) \), there exists a 2-parameter family of CKVFs that commutes with \( Y \): \( X = \lambda_1(0, -z, y) + \lambda_2 Y \) with \( \lambda_1 \in \mathbb{R} \).

The exceptional case with \( \hat{c} = -2 \) is achieved by setting \( \mu_0 = 1 \) in (C.7), and then there exists a 4-parameter family of CKVFs that commutes with \( Y \). This family is characterized by the conditions \( \{ v = 0, \bar{b} = 2a, \bar{w} = -2a + \lambda_3(1, 0, 0) \}, a \in \mathbb{R} \), \( \lambda_3 \in \mathbb{R} \), in the general CKVF (C.2), or after a suitable redefinition of parameters,

\[
X = \lambda_1 \begin{pmatrix} 0 \\ -z \\ y \end{pmatrix} + \lambda_2 \begin{pmatrix} 2(xy - 2z) \\ 4 - x^2 + y^2 - z^2 \\ 2(yz + 2x) \end{pmatrix} + \lambda_3 \begin{pmatrix} 2(yz + 2x) \\ 4 - x^2 - y^2 + z^2 \end{pmatrix} + \lambda_4 Y.
\]

(b) If \( \bar{r} = 1 \), so that \( \bar{k} = 0 \), one can set \( \hat{c} = -1 \). Without loss of generality we thus choose \( \mu_0 = 0 \) and \( \mu_1 = 1 \), and one has

\[
v = 0, \quad a = 0, \quad b = 0, \quad w = (-1, 0, 0)
\]

so that (C.2) reads

\[
Y = \begin{pmatrix} 0 \\ 0 \\ y \end{pmatrix}.
\]

The most general CKVF commuting with this \( Y \) depends on four parameters and is given by the family \( \{ v = \lambda_1, a = \lambda_2(1, 0, 0), b = \lambda_3(1, 0, 0), \bar{w} = \lambda_4(1, 0, 0) \}, \lambda_i \in \mathbb{R} \). Explicitly

\[
X = \lambda_1 \begin{pmatrix} x \\ y \\ z \end{pmatrix} + \lambda_2 \begin{pmatrix} 1 \\ x^2 - y^2 - z^2 \\ xy \end{pmatrix} + \lambda_3 \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} + \lambda_4 \begin{pmatrix} 0 \\ -z \\ y \end{pmatrix}.
\]

2. Case 2: Now the canonical form is \( F = \lambda dt \wedge dx + \mu_1 dx \wedge dy \), so that (B.3) implies \( \hat{c} = \lambda^2 - \mu_1 \) and \( \bar{k} = \lambda^2 \mu_1^2 \geq 0 \) with strict inequality if \( \bar{r} = 2 (\mu_1 = 0) \) and equality if \( \bar{r} = 1 (\mu_1 = 0) \).

(a) When \( \bar{r} = 2 \) we set, without loss of generality, \( \bar{k} = 1 \). Using (B.3) this implies \( \mu_1^2 = 1/\lambda^2 \) and

\[
\hat{c} = \lambda^2 - \frac{1}{\lambda^2} \quad (\lambda > 0)
\]

so that \( \hat{c} \) can have any sign depending on whether \( \lambda^2 \) is greater, equal or smaller than 1. We can assume without loss of generality that \( \mu_1 = 1/\lambda \).

The decomposition of the canonical form of \( F \) is
\[ v = \lambda, \quad \bar{a} = 0, \quad \bar{b} = 0, \quad \bar{w} = -\frac{1}{\lambda}(0, 0, 1) \]

and thus (C.2) becomes

\[
Y = \begin{pmatrix}
\lambda x + \frac{1}{\lambda} y \\
\lambda y - \frac{1}{\lambda} x \\
\lambda z
\end{pmatrix}.
\]  
(C.10)

There exists a 2-parameter family of CKVFs that commutes with \( Y \):

\[ X = \lambda(x, y, z) + \lambda_2(-y, x, 0), \quad \lambda_0 \in \mathbb{R}. \]

This family is generated by \( \{v = \lambda_1, \bar{a} = 0, \bar{b} = 0, \bar{w} = \lambda_2(0, 0, 1)\} \) in (C.2).

(b) When \( \bar{r} = 1 \) we must set \( \mu_1 = 0 \) so that \( \bar{k} = 0 \). Without loss of generality we can set \( \lambda = 1(\bar{c} = 1) \) and then

\[ v = 1, \quad \bar{a} = 0, \quad \bar{b} = 0, \quad \bar{w} = 0 \]

so that

\[ Y = \begin{pmatrix} x \\ y \\ z \end{pmatrix}. \]  
(C.11)

There exists a 4-parameter family of CKVFs that commutes with \( Y \):

\[ X = \bar{w} \times \bar{x} + v\bar{x}, \quad \bar{w} \in \mathbb{R}^3, \quad v \in \mathbb{R}. \]

3. Case 3: Now the canonical form is

\[ F = -\frac{1}{2}(dt + dx) \wedge dx + \mu_1 dy \wedge dz \]

so that (B.3) gives \( \bar{k} = 0 \) and \( \bar{c} = -\mu_1^2 \leq 0 \), the strict inequality holds if \( \bar{r} = 2 (\mu_1 \neq 0) \), while \( \bar{c} = 0 \) if \( \bar{r} = 1 (\mu_1 = 0) \).

(a) When \( \bar{r} = 2 \) one can achieve \( \bar{c} = -1 \) by setting \( \mu_1 = 1 \). The decomposition of the canonical form of \( F \) is

\[ v = 0, \quad \bar{a} = 0, \quad \bar{b} = (1, 0, 0), \quad \bar{w} = (-1, 0, 0) \]

and then

\[ Y = \begin{pmatrix} 1 \\ \bar{c} \\ \bar{z} \end{pmatrix}. \]

The CKVFs that commute with this \( Y \) are given by the two-dimensional family generated by \( \{v = 0, \bar{a} = 0, \bar{b} = \lambda_1(1, 0, 0), \bar{w} = \lambda_2(1, 0, 0)\} \) in (C.2), i.e.

\[ X = \lambda_1(1, 0, 0) + \lambda_2(0, -z, y). \]

(b) If \( \bar{r} = 1 \), so that \( \mu_1 = 0 \) and \( \bar{k} = \bar{c} = 0 \),

\[ v = 0, \quad \bar{a} = 0, \quad \bar{b} = (1, 0, 0), \quad \bar{w} = 0 \]

and then

\[ Y = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}. \]
There exists a 4-parameter family of CKVFs that commutes with \( Y \): \( X = \vec{b} + \lambda \vec{a}, \) where \( \vec{b} \in \mathbb{R}^3, \lambda \in \mathbb{R} \). This family is generated by \( \{ v = 0, a = 0, b, \vec{w} = \lambda(1, 0, 0) \} \) in (C.2).

From the explicit solution we see that \( \hat{k} = 0 \) and \( \hat{c} = -1 \) is the only case in our setting where \( Y \) is not uniquely determined up to Möbius transformations by the two invariants \( \hat{k} \) and \( \hat{c} \), and one needs to know \( \bar{r} \). Note that (C.6) is not satisfied in case 3(a). As we have seen, \( Y \) can be brought to one of the following two alternative forms, corresponding to \( r = 2 \) and \( r = 1 \), respectively

\[
Y^{(1)} = \begin{pmatrix} 1 & 0 \\ z & -y \end{pmatrix}, \quad Y^{(2)} = \begin{pmatrix} 0 & 0 \\ z & -y \end{pmatrix} \]

(C.12)

The two cases can be distinguished not only by the rank of \( F \), but also from the fact that the family of CKVF that commutes with \( Y^{(1)} \) depends on two-parameters: \( \lambda \in \mathbb{R} \), while there exists a 4-parameter family of CKVFs that commutes with \( Y^{(2)} \) given by (C.8).

Taking the behavior (C.5) of \( \hat{k} \) and \( \hat{c} \) under rescaling of the CKVF into account we have shown:

**Proposition C.2.** On Euclidean space \( \mathbb{E}^3 \):

1. There is no CKVF whose invariants (C.3) and (C.4) satisfy \( \hat{k} < 0 \) and \( \hat{c} > -2\sqrt{\hat{k}} \).
2. If the invariant (C.3) vanishes \( \hat{k} = 0 \) and the invariant (C.4) is negative \( \hat{c} < 0 \), there exist precisely two CKVFs \( Y^{(1)} \) and \( Y^{(2)} \)—see (C.12)—up to conformal symmetries (i.e., Möbius transformations). They are distinguished according to whether or not the Möbius-invariant condition (C.6) holds.
3. In all other possibilities for the invariants (C.3) and (C.4), there exists a unique CKVF up to Möbius transformations.

**Appendix D. Hypersurface orthogonal KVF s**

In this appendix we will derive conditions which ensure that hypersurface-orthogonality of a KVF is preserved under evolution from \( \mathcal{F}^- \). For this purpose we consider the Ernst 1-form

\[
\sigma_\mu := 2X^\alpha \mathcal{F}_{\alpha \mu}. \tag{D.1}
\]

It is well-known that this covector field has an ‘Ernst’-potential \( \sigma \) (at least locally), which is defined up to some additive complex constant \( a \), the so-called ‘\( \sigma \)-constant’. We decompose \( \sigma \) into its real and imaginary part,

\[
\sigma = \lambda + i\omega, \tag{D.2}
\]

where \( \omega \) is called the twist potential. A KVF \( X \) is hypersurface-orthogonal provided that

\[
\epsilon_{\alpha \beta \mu} X^\beta \nabla_\alpha X^\mu = 0 \iff \text{Im}(\sigma_\mu) = 0 \iff \omega = \text{const}. \tag{D.3}
\]

In fact, the ‘hypersurface-orthogonal’-property of a KVF is preserved under conformal rescalings of the metric.

We want to derive a homogeneous wave equation for the twist potential \( \omega \). In the physical spacetime the Ernst 1-form satisfies the following set of relations (see [25])

\[
\nabla_\alpha \sigma^\alpha = -\mathcal{F}^2 + 2R_{\alpha \beta} X^\alpha X^\beta = -\mathcal{F}^2 + 2\Lambda |X|^2, \tag{D.4}
\]
\[ \sigma_i \sigma^i = |X|^2 F^2. \tag{D.5} \]

That yields a wave equation for the Ernst potential,
\[ \Box \sigma = -|X|^{-2} \nabla_\mu \sigma \nabla^\mu \sigma + 2\Lambda |X|^2. \tag{D.6} \]
supposing that
\[ |X|^2 > 0. \tag{D.7} \]

In \( \Lambda > 0 \)-vacuum spacetimes which admit a smooth \( \mathcal{S} \) and which are not de Sitter this will be automatically the case near \( \mathcal{S} \) for KVF’s whose associated MST vanishes \cite{24}, in particular
\[ |X|^2 > 0. \tag{D.8} \]

Taking the imaginary part of (D.6) yields
\[ \Box \omega = -2|X|^{-2} \nabla_\mu \lambda \nabla^\mu \omega. \tag{D.9} \]

We want to express this equation in terms of the unphysical metric. To do that we need the asymptotic expansion of the Ernst potential, which has been computed in \cite{24} (for our purposes here it suffices to present the expansion up to and including the next-to-next-to-leading order):

**Proposition D.1.** Consider a \( \Lambda > 0 \)-vacuum spacetime which admits a KVF and a smooth \( \mathcal{S} \). Then the Ernst potential \( \sigma \) admits the following asymptotic expansion
\[ \sigma = -|Y|^2 \Theta^{-2} + \frac{i}{3} \frac{\sqrt{3}}{\Lambda} Y^3 Y^{-4} \Theta^{-1} + \frac{1}{3\Lambda} Y^4 \nabla_\mu \nabla_\nu X + ip(x') - a + O(\Theta), \tag{D.10} \]

\[ \partial_\mu \sigma = 2 \frac{\sqrt{3}}{\Lambda} |Y|^2 \Theta^{-3} - i \frac{1}{2} \frac{3}{\Lambda} \tilde{R} |Y|^2 \Theta^{-1} + O(1), \tag{D.11} \]

where \( a \) is the complex \( \sigma \)-constant and \( p(x') \) is an (at least locally defined) potential of the closed 1-form
\[ P := -6 \frac{\sqrt{3}}{\Lambda} \tilde{e}_j \nabla_i Y^j Y^i. \tag{D.12} \]

We have
\[ \Box \omega = g^{\alpha \beta} (\partial_\alpha \partial_\beta \omega - \Gamma_\alpha^{\mu \nu} \partial_\mu \omega) = \Theta^2 \Box \omega - 2 \Theta \nabla_\alpha \Theta \nabla^\alpha \omega, \tag{D.13} \]

and thus
\[ \Theta \Box \omega = 2 \nabla_\alpha \Theta \nabla^\alpha \omega = -2\Theta^2 |X|^2 \tilde{e}_i \nabla_\alpha \lambda \nabla^\alpha \omega. \tag{D.14} \]

Equivalently (off \( \mathcal{S} \) where \( \Theta > 0 \)),
\[ \Box \tilde{\omega} = -4 \Theta^{-2} \tilde{e}_i \Theta \nabla^\alpha \Theta (1 + \tilde{\lambda} |X|^2) \tilde{\omega} + 4 \Theta^{-2} (1 + \tilde{\lambda} |X|^2) \nabla_\alpha \Theta \nabla^\alpha \tilde{\omega} + \Theta^{-2} \Theta' (\Box \omega + 2 |X|^2 \tilde{e}_i \lambda \nabla_\alpha \Theta \Theta - 2 |X|^2 \tilde{e}_i \lambda \nabla_\alpha \tilde{\omega}), \tag{D.15} \]

where we have set \( \tilde{\omega} := \Theta \omega \) and \( \tilde{\lambda} := \Theta^2 \lambda \). It follows from (D.10) that these functions are regular near \( \mathcal{S} \). We need to make sure that the equation (D.15) is regular near \( \mathcal{S} \), i.e. that...
the coefficients in parentheses have an appropriate fall-off behavior at infinity. For this, we
employ the relations at I derived in [24, section 2] as well as the asymptotic expansions
(D.10) and (D.11) of the Ernst potential, to conclude that
\[ 1 + \lambda |X|^{-2} = O(\Theta^2), \]
(D.16)

\[ \Box \Theta + 2|Y|^{-2} \mathcal{Y}_0^\alpha \mathcal{Y}_0^\beta \Theta = -\frac{\Lambda}{3} |Y|^{-2} \lambda \Theta - 2 \sqrt{\frac{\Lambda}{3}} |Y|^{-2} \partial_\alpha \lambda \partial^\alpha \Theta^2 + O(\Theta) = O(\Theta) \]
(D.17)

It follows that the rescaled twist potential \( \omega \) satisfies a regular, homogeneous wave equation,
\[ \Box \omega = O(1) \omega + O(1) \mathcal{Y} \omega. \]
(D.18)

Recall that the Ernst potential is defined only up to the \( \sigma \)-constant. This is reflected in the wave
equation (D.9) for the twist potential: If \( \omega \) is a solution, then \( \omega + c \) is a solution, as well.
Consequently, (D.15) has the property that if \( \omega \) is a solution, then \( \omega + c \Theta \) is also a solution,
which, though, defines the same twist 1-form (indeed, \( \omega = \Theta \) solves (D.15)).

It follows from (D.10) and (D.11) that
\[ \omega|_{\mathcal{I}} = \sqrt{\frac{\Lambda}{3}} YN^i, \quad \mathcal{Y}_i \omega|_{\mathcal{I}} = \sqrt{\frac{\Lambda}{3}} (p(x^i) - \text{Im}(a)). \]
(D.19)

The rescaled twist potential \( \omega \) will be proportional to \( \Theta \) (equivalently, the twist potential \( \omega \)
will be constant) in the DoD of \( \mathcal{I} \) if and only if \( \omega|_{\mathcal{I}} = 0 \) and \( \mathcal{Y}_i \omega|_{\mathcal{I}} = \text{const.} \), i.e. if and
only if
\[ YN^i = 0 \quad \text{and} \quad \mathcal{Y}_i D_0 Y^i = 0. \]
(D.20)

Note that the former condition states that \( \mathcal{X} \) needs to be hypersurface orthogonal on \( \mathcal{I} \). This
result shows that hypersurface orthogonality on the initial manifold together with the KID
equations are not sufficient to make sure that this property is preserved under evolution.

**Proposition D.2.** Let \( (\mathcal{M}, g) \) be a \( \Lambda > 0 \)-vacuum spacetime which admits a smooth \( \mathcal{I} \)
and a KVF \( X \). Then, the KVF \( X \) is hypersurface orthogonal in the DoD of \( \mathcal{I} \) if and only if

(i) \( \mathcal{X} = \phi_\zeta X \) has this property on \( \mathcal{I} \), equivalently, if \( Y \cdot \text{curl} Y = 0 \), and

(ii) \( \mathcal{Y}_i D_0 Y^i = 0 \).

**Remark D.3.** By definition, condition (ii) is satisfied in the asymptotically Kerr–de Sitter-
lke spacetimes of [24].
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