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Abstract. Observations of the mesospheric semi-annual oscillation (MSAO) in the equatorial region have been reported dating back several decades. Seasonal variations in both species densities and airglow emissions are well documented. The extensive observations available offer an excellent case study for comparison with model simulations. A broad range of MSAO measurements is summarised with emphasis on the 80–100 km region. The objective here is not to address directly the complicated driving forces of the MSAO, but rather to employ a combination of observations and model simulations to estimate the limits of some of the underlying dynamical processes. Photochemical model simulations are included for near-equinox and near-solstice conditions, the two times with notable differences in the observed MSAO parameters. Diurnal tides are incorporated in the model to facilitate comparisons of observations made at different local times. The roles of water vapour as the “driver” species and ozone as the “response” species are examined to test for consistency between the model results and observations. The simulations suggest the interactions between vertical eddy diffusion and background vertical advection play a significant role in the MSAO phenomenon. Further, the simulations imply there are rigid limits on vertical advection rates and eddy diffusion rates. For August at the Equator, 90 km altitude, the derived eddy diffusion rate is approximately $1 \times 10^{6} \text{cm}^2 \text{s}^{-1}$ and the vertical advection is upwards at $0.8 \text{cm s}^{-1}$. For April the corresponding values are $4 \times 10^{5} \text{cm}^2 \text{s}^{-1}$ and $0.1 \text{cm s}^{-1}$. These results from the current 1-D model simulations will need to be verified by a full 3-D simulation. Exactly how vertical advection and eddy diffusion are related to gravity wave momentum as discussed by Dunkerton (1982) three decades ago remains to be addressed.

1 Introduction

Observations of the mesospheric semi-annual oscillation (MSAO) in equatorial airglow emissions have been documented dating back several decades, for example the ground-based data of Fukuyama (1977) who observed seasonal variations inOI 5577Å (OI), in the hydroxyl (OH) and sodium
(Na\(^+\)) airglow emissions at low-latitude stations. Cogger et al. (1981) observed a pronounced seasonal variation in the ISIS OI airglow data. Burrage et al. (1994) found a persistent seasonal variation in the O\(_2\) Atmospheric A band (O\(_2\)A) using the UARS/HRDI (High Resolution Doppler Imager) instrument, the brightness being well correlated with the horizontal meridional wind field. A more recent example is that of Shepherd et al. (2006) using data from the UARS/WINDII (WIND Imaging Interferometer) instrument covering the period from 1992 through 1995. They found a recurring seasonal variation in nighttime OI centred on 96 km and in OH\(^+\) centred on 87 km, the maxima being at the equinox periods. Observations by Skinner et al. (1998), also using the UARS/HRDI instrument, showed very similar results.

The equatorial MSAO can also be seen in measurements of minor species in the 90 km altitude region. Thomas (1995) presented atomic hydrogen (H) and atomic oxygen (O) climatologies that clearly showed the MSAO. Chandra et al. (1997) observed seasonal variations in water vapour (H\(_2\)O) using UARS/MLS (Microwave Limb Sounder) and HALOE (HALogen Occultation Experiment) data and, in addition, obtained good agreement with a two-dimensional (2-D) photochemical and transport model. Losow et al. (2008), using sub-mm radiometer (SMR) data from the Odin spacecraft (Murtagh et al., 2002), observed the MSAO in H\(_2\)O mixing ratio, the maxima at 90 km occurring in the solstice periods. Kyrölä et al. (2006, 2010), using Envisat/GOMOS (Global Ozone Monitoring by Occultation of Stars) data, found that ozone (O\(_3\)) at 90 km peaked in equinox periods and was approximately a factor of three lower in solstice periods. Huang et al. (2008) and Smith et al. (2008) found a similar variation in O\(_3\) using data from TIMED/SABER (Sounding of the Atmosphere using Broadband Emission Radiometry). Seasonal oscillations in mesospheric atomic oxygen (O) were inferred by Sheese et al. (2011) using observations from OSIRIS (Optical Spectrograph and InfraRed Imaging System) (Llewellyn et al., 2004) on Odin, and by Smith et al. (2010) using TIMED/SABER data. Both of these O\(_3\) studies also showed diurnal variations. The semi-annual oscillation at higher latitudes, not the focus of the current study, transitions into an annual oscillation (Thomas, 1990; Kyrölä et al., 2010).

Numerous model simulations of the MSAO driving forces have been published. Dunkerton (1982) originally suggested that the MSAO was driven from below by gravity wave momentum. Easterly and westerly phase speed waves are selectively transmitted through the semi-annually varying stratopause wind phases. Richter and Garcia (2006) evaluated the relative importance of the various MSAO forcing terms included in WACCM2 (Whole Atmosphere Community Climate Model) and concluded that at solstice the mechanism proposed by Dunkerton is the dominant source of the strong mesospheric westerlies, but there are opposing easterlies driven by meridional advection. However, they found that at equinox the MSAO easterlies are not satisfactorily simulated by the WACCM2 model. Richter et al. (2008), using WACCM3, addressed the complex interaction between gravity waves and horizontal winds and again pointed out the model limitations. Alexander et al. (2010) provided an extensive review of gravity wave observations and associated model parameterisations and discussed the agreements, and disparities, between model predictions and observations. In summary, differences between model simulations and MSAO observations are not yet adequately explained.

The following sections contain comparisons between simulations using a time-dependent one-dimensional (1-D) photochemical model and observations from various sources. The focus here is intentionally limited to addressing the observed MSAO in the equatorial region. Diurnal tides, eddy diffusion and the prevailing background vertical winds make up the dynamic components included in the 1-D model. More detailed examples of such combined photochemical and dynamic model comparisons with observations are those of Marsh et al. (2003), Smith and Marsh (2005) based on the ROSE model, Wu et al. (2008) with the TIME-GCM model, and Dikty et al. (2010) using the HAMMONIA model.

The diurnal tides (Hagan et al., 1999) are necessarily included in the model as they have a significant impact on instantaneous measurements of minor species densities and airglow emissions (Smith, 2004), particularly in the equatorial mesosphere. Yee et al. (1997) demonstrated the effects of diurnal tides in their extensive model simulations of the UARS/HRDI observations. Smith et al. (2010) have also successfully simulated the significant diurnal tidal effects in the O observations made with SABER. Studies by Wu et al. (2008) and John and Kumar (2011) provide further insight into the details of the tides. Again, when comparing observations made at different local times the tidal effect must be considered. Conversely, observations of selected species made at differing local times can be used to validate model simulations of the diurnal tides.

Eddy diffusion also has a significant impact on the vertical distribution of mesospheric minor species. Instances of such studies are those of Vlasov and Kelley (2010) for the effects of turbulence on the O vertical profile, and similarly by Sonnemann and Körner (2003) for the H profile. The seasonal variation of eddy diffusion at low latitude, the target latitude for the current study, was derived from mesosphere–stratosphere–troposphere (MST) radar observations by Sasi and Vijayan (2001), with maximum turbulence observed at solstice periods. Seasonal variations of eddy diffusion have also been inferred by Liu (2009) for mid-latitudes and by Hall et al. (1999) at high latitudes, potentially providing realistic constraints for future studies.

The present objective is not to address directly the complicated driving forces of the MSAO but rather to employ a combination of observations, in particular the measured vertical profiles of ozone and water vapour, in conjunction with model simulations to estimate the limits of two of the dynamical processes, namely vertical eddy diffusion rates and
background vertical winds. The model “solution” entails adjusting both the vertical background wind and vertical eddy diffusion rates until the model ozone and water vapour vertical profiles match the observed ozone and water profiles. The rationale for the final choice of the observed seasonal variations of ozone and water vapour vertical profiles is discussed. The validity of these two “input constraints” is crucial to achieving the objective of determining the eddy diffusion rate and the vertical background wind. Two simulation periods are discussed, one for near-equinox conditions and one for near-solstice conditions, that is, the two extremes of the MSAO phenomenon. As an independent check on the MSAO model simulations the seasonal variation of model airglow emissions is compared against observed variations.

2 MSAO data driving the model simulation

As mentioned above, knowledge of the seasonal variation of the H$_2$O mixing ratio in the equatorial 90 km region is fundamental to the current study. Various observations are compared here and their merits briefly discussed. A strong equatorial MSAO was observed in the H$_2$O mixing ratio by Lossow et al. (2008) with the 90 km mixing ratio varying from approximately 0.1 ppm in April to approximately 0.4 ppm in July. The upper altitude limit of their published profiles is 100 km. Considerable averaging over many individual limb profiles was required in order to achieve the published height profiles. A similar equatorial seasonal variation was observed in the H$_2$O profiles measured with the MLS instrument on the Aura spacecraft (McCormack et al., 2008). At solstice the Aura group recommended an H$_2$O mixing ratio at 90 km of approximately 1 ppm. The upper altitude limit of the H$_2$O Aura observations being approximately 90 km suggests caution in using the Aura results as the input for the current 90 km simulations. Equatorial observations of the MSAO in H$_2$O were also obtained with the ACE-FTS (Fourier Transform Spectrometer) instrument on SCISAT (Bernath et al., 2005). They observed the mixing ratio to increase from approximately 0.1 ppm at 90 km in April to approximately 0.6 ppm in August. The ACE-FTS observations, in solar occultation, extend to approximately one scale height above 90 km, with single profile measurement accuracy at 90 km exceeding that of the other two measurements referenced above. In the current study the equatorial MSAO in H$_2$O is taken from the ACE-FTS observations. This represents a compromise amongst the three results referenced here. For the model initial conditions the ACE-FTS H$_2$O profiles from approximately 15° N to 15° S are averaged over approximately 5 days, that is, the time it takes for the ACE-FTS observations to traverse that latitude range. Since the simulation here is based on a 1-D model, the effects of latitudinal gradients are not included in the model. For the range from 15 to 30° S the average ACE-FTS H$_2$O mixing ratio for April, at 90 km altitude, is approximately 0.1 ppm, the same as in the region spanning the Equator. For 15–30° N the average is approximately 0.13 ppm. These measured changes with latitude do not significantly affect the final conclusions.

For the seasonal variation of the O$_3$ profiles in the upper mesosphere the chosen reference measurements are the nighttime observations of Kyrölä et al. (2006, 2010) made with the GOMOS instrument on Envisat. Their O$_3$ profiles, based on a direct measurements of stellar occultation, extended to an upper altitude of approximately 100 km. At 90 km the observed O$_3$ density peaked in equinox periods and was approximately a factor of three lower in solstice periods. Since O$_3$ is a short-lived species at 90 km, relative to O and H, and since nighttime O$_3$ densities are driven by O and H, and by temperature, O$_3$ can also be used as a probe for the longer-lived O and H species.

The H profiles assumed in the model initial conditions were determined using data from Thomas (1990, 1995), who constructed a seasonal and latitudinal climatology for H, as well as for O, from the Solar Mesosphere Explorer (SME) observations. The SME equatorial H densities near the mesopause at solstice were approximately twice as large as at equinox. For similar conditions Xu et al. (2012) inferred an H seasonal variation of a factor of three using the SABER dataset. Sharp and Kita (1987) made a direct measurement of the H profile, but at mid-latitudes and so not as relevant for the present purposes. Ultimately, the model simulation of H is derived from the measured H$_2$O profile combined with the solar photodissociation by Lyman-α with the input solar flux obtained from the LASP Solar Irradiance Data Center. Relating to mesospheric odd H species, Shapiro et al. (2012) documented the direct connection between ground-state hydroxyl (OH) and H$_2$O densities and the Lyman-α variation with the 27-day solar rotation cycle.

Seasonal variations of vertical profiles of O (Sheese et al., 2011) are also included in the model analysis as initial conditions with data from the OSIRIS instrument on Odin. The O densities are derived from observed O$_3$ A-band vertical profiles following the method of McDade et al. (1986). The derived seasonal variations are similar to those observed by Thomas (1995) and by Xu et al. (2012).

The background atmosphere assumed in the simulation is based on the ACE-FTS measurements of temperature and density that are in general agreement with the NRL-MSISE-00 model estimates by Picone et al. (2002). In the current work only two specific times are considered, April and August. These times sample approximately the maxima and the minima of the MSAO seasonal variation. The choices are driven by the times when the ACE-FTS limb occultations are transiting the equatorial region.

The eddy diffusion at equatorial latitudes is one of the derived parameters in this study. As an initial condition in the model the seasonal variation of eddy diffusion obtained from the MST radar results by Sasi and Vijayan (2001) was assumed. They observed a maximum in turbulence at solstice with an eddy diffusion rate of approximately
Interactions between photochemical effects and dynamical effects, including molecular diffusion, eddy diffusion and diurnal migrating tides, are explored.

3 Simulations of the relevant species profiles

As mentioned above the simulations are performed with a time-dependent 1-D model including photochemical and dynamical components tailored to the mesosphere and lower thermosphere. Time-varying solutions are obtained for O, \( \text{O}_3, \text{O}_2(\Delta \nu), \) H, molecular hydrogen (\( \text{H}_2 \)), \( \text{H}_2\text{O} \), OH, perhydroxyl (\( \text{HO}_2 \)), hydrogen peroxide (\( \text{H}_2\text{O}_2 \)), carbon monoxide (CO) and carbon dioxide (\( \text{CO}_2 \)). The underlying photochemical continuity equations are described in detail by Brasseur and Solomon (2005). Adopted reaction rates follow those given by Sander et al. (2011). Solar flux and photolysis cross sections cover the 116–725 nm spectral range. For water vapour and molecular oxygen particular attention is paid to the important roles played by solar radiation at Lyman-\( \alpha \) (Lewis et al., 1983; Chabrierat and Kockarts, 1997) and in the Schumann–Runge bands (Kockarts, 1994). Lyman-\( \alpha \) flux values are obtained from the SORCE compilations. Diurnally varying photolysis rates are recalculated at 1° solar elevation angle increments and at 1 km intervals throughout the model range. The numerical integration algorithms are designed to deal with the wide range of time constants exhibited by the mesospheric chemical reactions, from the fast catalytic recycling of \( \text{OH}_2 \) in the removal of odd oxygen to the slow rate of odd hydrogen production and removal near the mesopause.

The continuity equations describing eddy diffusion and molecular diffusion are also provided by Brasseur and Solomon (2005). A tri-diagonal matrix formulation covering the altitude range is solved for the longer-lived species, namely \( \text{O}, \text{H}, \text{H}_2, \text{H}_2\text{O}, \text{CO} \) and \( \text{CO}_2 \). The thermospheric model results of Tian et al. (2008) are used as a check on the simulated \( \text{H} \) densities at the model upper boundary, in the 110 km range.

For the numerical simulation of vertical winds and diurnal tides the non-linear nature of atmospheric vertical distribution poses a problem. Holton (2004) and Brasseur and Solomon (2005) listed mathematical techniques that have been used, with partial success, to introduce vertical advection. Building on previous approaches, non-linear fitting methods for each species are employed in the current model to simulate vertical transport across layer intersections. Tests over periods longer than the 10-day simulation reported here were conducted to ensure residual numerical error propagation was less than a few percent. For the 1-D model the diurnal tidal phases and amplitudes for April and for August are from Hagan et al. (1999). The tides are included as both temperature oscillations and vertical wind oscillations.

As quoted above, from the simulations presented here, which are intended to provide agreement with the MSAO observations, the model-derived 90 km vertical eddy diffusion

---

2 \( \times 10^6 \text{ cm}^2 \text{ s}^{-1} \) at 90 km altitude and a minimum of approximately 3 \( \times 10^5 \text{ cm}^2 \text{ s}^{-1} \) at equinox. Qian et al. (2009) adopted a very similar eddy diffusion pattern for the lower boundary of their TIE-GCM simulation of the seasonal variation of the thermosphere. Numerous model runs were conducted here with the eddy diffusion rate iteratively adjusted, in combination with adjustments to the vertical advection rate, until the model \( \text{H}_2\text{O} \) and \( \text{O}_3 \) profiles matched the observed profiles discussed above. As discussed in the following sections the observed values for eddy diffusion rates are similar to the final model-derived values of 4 \( \times 10^5 \text{ cm}^2 \text{ s}^{-1} \) for April and 1 \( \times 10^6 \text{ cm}^2 \text{ s}^{-1} \) for August, the values required to obtain the match.

The impact of vertical advection on species profiles is also included in the model. Beginning with an extensive horizontal wind model based on comprehensive observations Portnyagin et al. (2010) derived seasonal vertical wind profiles as a function of latitude. Their analysis was based on monthly means of zonally averaged meridional winds. For April in the equatorial region they inferred a prevailing downward wind of approximately 0.5 cm s\(^{-1}\) at 90 km altitude and for July a similar but upward wind. Unfortunately, their estimated errors for the derived vertical winds were of comparable magnitude. Richter and Garcia (2006, their Fig. 5), using WACCM2, inferred the equatorial upward advection for August to be larger than for April. Fauliot et al. (1997) derived equatorial prevailing vertical winds using UARS/WINDII data, the inferred values being in the range of 1 cm s\(^{-1}\). Chandra et al. (1997) found from their 2-D model that the 77 km altitude prevailing vertical winds at 45°N varied from approximately null in April to 0.5 cm s\(^{-1}\) upwards in August. The current model simulations also include the equatorial diurnal tides which exhibit an oscillating vertical component, in contrast to the prevailing vertical wind. According to Hagan et al. (1999) the tidal vertical wind amplitude for April is approximately 20 % larger than for August. Based on the disparities amongst the various derived vertical advection rates it would appear that the actual values are very uncertain. For the model initial conditions a prevailing upward wind of 0.5 cm s\(^{-1}\) was arbitrarily assumed. Again, numerous model runs were conducted with the prevailing vertical wind iteratively adjusted, along with adjustments to eddy diffusion rates, until the model \( \text{H}_2\text{O} \) and \( \text{O}_3 \) profiles matched the observed profiles described above. From discussions in the following sections the final model prevailing vertical winds required are 0.1 cm s\(^{-1}\) upward in April and 0.8 cm s\(^{-1}\) upward in August.

The details of the model photochemistry and dynamics are briefly described below. Starting with the various initial conditions, diurnal simulations were conducted for the April near-equinox conditions and for August. Simulations were conducted over a period of ten model days to check for approximate convergence to a diurnally repeating steady state. Diurnal variations of the altitude profiles for a number of species for model days seven and eight are presented.
Fig. 1a. H$_2$O profiles for model days seven through eight for April equatorial conditions. The model initial conditions are from the ACE-FTS occultation measurements. The effect of the diurnal tide is apparent.

Fig. 1b. H$_2$O profiles for model days seven through eight for August equatorial conditions. Note the scale is 1.32 times larger than in Fig. 1a. The August 90 km H$_2$O mixing ratio is approximately five times larger than for April.

rates are $4 \times 10^5$ cm$^2$ s$^{-1}$ and $1 \times 10^6$ cm$^2$ s$^{-1}$ for April and August, respectively. The derived background vertical advection in the 90 km region is upwards at 0.1 cm s$^{-1}$ for April and 0.8 cm s$^{-1}$ for August. This combined effect of eddy diffusion and vertical advection on the measured species profiles is investigated further in a later section.

Since H$_2$O is one of the major drivers in upper-mesospheric photochemistry, via the catalytic role of odd H, a more detailed discussion of the MSAO begins here with model simulations of H$_2$O profiles for April near-equinox conditions (Fig. 1a) and August near-solstice conditions (Fig. 1b). Note the change in scale between Fig. 1a and b, and likewise for subsequent figure pairs. For the model H$_2$O initial conditions the average of sunrise and sunset ACE-FTS profiles is assumed. This is commensurate with numerical integration beginning at local noon in the model. Time-dependent solutions for the H$_2$O profiles include all dynamical terms and relevant photochemical reactions. As discussed later, differences between ACE-FTS sunrise and sunset H$_2$O profiles are apparent, a clear manifestation of the diurnal tidal effect. The model solutions in Fig. 1a and b likewise clearly show the diurnal tidal effect. The steep drop in the April H$_2$O mixing ratio from 80 km to 90 km is very pronounced compared with the August profile. This difference is one of the indicators for seasonal changes in upper-mesospheric dynamics.

From these H$_2$O profiles come the model H profiles shown in Fig. 2a for April and b for August. The April H densities are approximately two-thirds the August values over most of the altitude region. From 88 to 100 km the H mixing ratio is approximately constant, in agreement with model calculations by Sonnemann and Körner (2003), so reducing the signature of the diurnal tidal effect. The model solutions in Fig. 2a and b likewise clearly show the diurnal tidal effect. The steep drop in the April H$_2$O mixing ratio from 80 km to 90 km is very pronounced compared with the August profile. This difference is one of the indicators for seasonal changes in upper-mesospheric dynamics.

The results for H$_2$O, H, O and O$_3$, in Fig. 1 through 4 are compared in a later section with the MSAO observations. However, since the comparisons with observations are tied to the specific local times of the observations from multiple satellites, the diurnal tides are discussed first. The impact of the diurnal tides can be significant, especially in the upper mesosphere and lower thermosphere. In addition the phase of the tides is altitude dependent, which further complicates comparisons involving multiple species.

4 Checking the model diurnal tides

The diurnal variation of O shown in Fig. 3a for April conditions and in Fig. 3b for August conditions provides an opportunity to check the validity of the simulated tides. The local time phases of the model O tides as a function of altitude can be compared with the diurnal variations described by
Fig. 2a. Simulated H for model days seven through eight for April at the Equator. The dominant determining factors are the H$_2$O mixing ratio, from the ACE-FTS measurements, and the Lyman-α flux from the SORCE dataset.

Fig. 2b. Model H for model days seven through eight for August at the Equator. Note the scale is 1.12 times larger than in Fig. 2a. From 85 to 90 km the April H values are approximately two-thirds the August values.

Fig. 3a. Local time variation of O for model days seven through eight in the April equatorial region. The effects of the diurnal tides are evident. The tidal phases compare well with the SABER O observations by Smith et al. (2010) and Russell et al. (2005).

Fig. 3b. Local time variation of O for model days seven through eight in the equatorial region for August. The effects of the diurnal tides are again evident. Note the scale is 2.28 times smaller than in Fig. 3a. The maximum O densities are less than one-half those for April in Fig. 3a.

Smith et al. (2010) for O derived from the SABER observations. Beginning at 82 km, for equatorial vernal equinox, the O maximum from SABER data occurs between 23:00 LT and 02:00 LT (their Fig. 3), while for the current model it occurs between 21:00 LT and 01:00 LT (Fig. 3a). Switching to the O minimum SABER results show that it is at 94 km between 00:00 LT and 04:00 LT (their Fig. 4), while from Fig. 3a the minimum at 94 km is between 00:00 LT and 03:00 LT. Similarly, the equatorial O tides derived from the UARS/WINDII observations by Russell et al. (2005) show a maximum at 82 km between 20:00 LT and 01:00 LT (their Fig. 8) and a minimum at 94 km between 00:00 LT and 05:00 LT (their Fig. 8). The agreement between the model and the observations is within 02:00 LT.

The effects of diurnal tides are also clearly seen in the ACE-FTS sunrise versus sunset profiles for H$_2$O and for CO (Fig. 5a). These species show a marked change in mixing ratio with altitude in the upper mesosphere and are consequently sensitive to the altitude shift caused by diurnal tides. Hence, these observed diurnal changes afford a further opportunity to validate the simulation of the diurnal tides. The model H$_2$O tides in Fig. 1a are out of phase with the model CO tides in Fig. 5b. This is expected since in the 90 km region the H$_2$O mixing ratio decreases with increasing altitude, while the CO mixing ratio increases with altitude. The phases of the model tides in Fig. 1a and b are in approximate agreement with those of Fig. 5a. With the phases of the model tides appearing to be valid, comparisons using local-time-dependent observations of the MSAO are discussed in the next section.
Fig. 4a. Local time variation of O$_3$ for model days seven through eight in the equatorial region for April. The effects of the diurnal tides are again evident. The large increase in O$_3$ just before sunrise is co-located with the diurnal temperature minimum and indicates the change in the O and O$_3$ partitioning with temperature.

Fig. 4b. Local time variation of O$_3$ for model days seven through eight in the equatorial region for August. The effects of the diurnal tides are again evident. Note the scale is 1.98 times smaller than in Fig. 4a. The August O$_3$ densities are approximately one-third the April densities.

5 MSAO – model versus observations

A persistent MSAO was observed in the nighttime O$_3$ density by Kyrölä et al. (2010) using the GOMOS instrument on the Envisat satellite. The multi-year observations, extending from 2002 through 2008, exhibit a dominant semi-annual component at 90 km at the Equator (Fig. 6). The maximum O$_3$ densities, about $6 \times 10^8$ cm$^{-3}$, occur just after equinox periods, while the minimum densities, about $2 \times 10^6$ cm$^{-3}$, occur just after the solstice periods. The nighttime measurements are between 21:00 LT and 24:00 LT, determined by the Envisat constant local time orbit. The individual O$_3$ density profiles extend up to approximately 100 km and clearly show the secondary peak near 90 km. The quasi-biennial oscillations noted by Shepherd et al. (2006) are not immediately apparent in the GOMOS O$_3$ observations in the equatorial region. Huang et al. (2008), using the SABER instrument on the TIMED satellite, also observed a strong seasonal variation in O$_3$ at 90 km at the Equator. However, their maximum O$_3$ viewing altitude is limited to approximately 90 km, and thus they do not delineate a secondary O$_3$ density peak as definitively.

Ozone densities from the model simulations for April and for August are shown as the large squares in Fig. 6. These simulated densities are for the final derived eddy diffusion rates and background vertical advection rates indicated in the previous section.

A further comparison is included here, this one between model OH$^*$ and OSIRIS spectral observations of the MSAO.
for the OH* 9-4 Meinel emission band. Model volume emission rate (VER) profiles of OH* 9-4 band total are shown for April in Fig. 7a and for August in Fig. 7b. The OH* product is determined from the model H and O3 profiles. The OH* $v' = 9$ nascent band fractional production (0.47) and the deactivation rates for O2, N2 and O are from Adler-Golden (1997). OH* rotational line transition probabilities are from the tabulations by van der Loo and Groenenboom (2007, 2008). The seasonal variation of OH* 9-4 obtained from the OSIRIS spectra observations is shown in Figure 8. Limb observations were converted to volume emission rate vertical profiles and then summed vertically to provide a reference to zenith observations. From the tabulations of Cosby and Slanger (2007) the observed OH* 9-4 brightness varies from approximately 300 to 900 rayleighs ($1R = 10^6$ photons cm$^{-2}$ s$^{-1}$), without regard for time and location. The two large square symbols in Fig. 8 indicate the model emission for April and for August at approximately 20:00 LT, which corresponds with the OSIRIS low-latitude observations. Both model and observation show a decreased OH* from April to August although the ratios are different. Slightly better agreement is achieved by arbitrarily increasing the rate of removal of OH* ($v' = 9$) by O by a factor of three (diamond symbols). As noted by Adler-Golden (1997) this rate is very uncertain. However, Smith et al. (2010) concluded that the collision rate with O must be reduced to satisfy the SABER O density measurements.

Some portion of the equatorial MSAO can arise from the seasonal variation of solar insolation. Model calculations indicate that in the 85–95 km region the April–August change in the photodissociation rate of O2 averaged over 24 h is less than 5 %. Similarly, seasonal changes in temperature can influence the O-to-O3 ratio, and so impact the comparison here with the GOMOS O3 observations. Model simulations for the local time of the GOMOS observations, approximately 23 h, again yield an April–August change of less than 5 % in the 85–95 km region.

6 Interactions between vertical eddy diffusion and vertical advection

The model results presented above, using August as an example for this discussion, are for the calculated eddy diffusion rates of $1 \times 10^6$ cm$^2$ s$^{-1}$ at 90 km altitude and for a vertical advection of 0.8 cm s$^{-1}$. The impact of arbitrarily varying these two parameters is shown in Fig. 9. A grid
of model solutions was generated with the eddy diffusion rates arbitrarily increased, and decreased, by a factor of two, and for the vertical advection increased, and decreased, by 0.2 cm s$^{-1}$. Reducing the eddy diffusion rate causes a decrease in the H$_2$O mixing ratio at 90 km – the result of the ongoing loss of water vapour by Lyman-α photodissociation – and also decreases the O$_3$ density, with less O being mixed downwards. Increasing the vertical advection increases the H$_2$O mixing ratio at 90 km by moving H$_2$O-rich air upwards and decreases O$_3$ by moving O deficient air upwards. The measured H$_2$O mixing ratio and O$_3$ density are indicated by the large square in Fig. 9. The width of the square is defined by the estimated H$_2$O measurement precision over the equatorial region and the height by that for O$_3$.

The final values for eddy diffusion and for vertical advection come close to simultaneously matching the measured H$_2$O mixing ratio and O$_3$ density. However, the model solution diverges rapidly when either of these two parameters is changed. Based on the estimated measurement precision it would appear that, using the approach described here, the vertical advection can be determined to within 0.1 cm s$^{-1}$ and the eddy diffusion rate to within $2 \times 10^5$ cm$^2$ s$^{-1}$.

These simulations suggest that dynamical effects including vertical advection and eddy diffusion are implicitly involved in the generation of the MSAO. Exactly how they are related to gravity wave momentum as discussed by Dunkerton (1982) three decades ago remains to be addressed.

7 Conclusions

Observational data from a number of sources have been assembled to investigate the equatorial MSAO with the aid of a 1-D photochemical model that includes diurnal tides, vertical advection and eddy diffusion. The diurnal tides included in the simulation have been verified by comparison with a number of observed tidal signatures, in particular O, H$_2$O and CO diurnal variations. The two key measured parameters are the H$_2$O mixing ratio and the O$_3$ density. From the ACE-FTS observations the H$_2$O mixing ratio at 90 km in the equatorial region is observed to increase by a factor of approximately five from April to August. From the GOMOS observations the O$_3$ density at 90 km at the Equator is found to decrease by approximately a factor of three from April to August.

The 1-D model is also used to investigate the impact of these observed seasonal variations. The analysis suggests that by constraining the model with the measured input parameters, namely the H$_2$O mixing ratio and the O$_3$ density, it is possible to derive unique values for the vertical advection rate and the eddy diffusion rate. For August, at the Equator and 90 km altitude, an eddy diffusion rate of approximately $1 \times 10^6$ cm$^2$ s$^{-1}$ and vertical advection of approximately 0.8 cm s$^{-1}$ are inferred from the 1-D model. For April the corresponding values are approximately $4 \times 10^5$ cm$^2$ s$^{-1}$ and 0.1 cm s$^{-1}$. Even though the 1-D model solution here is limited in scope, the uncertainty in the derived eddy diffusion rates is estimated to be less than $2 \times 10^5$ cm$^2$ s$^{-1}$ and in vertical advection to be less than 0.1 cm s$^{-1}$. Assuming this approach to inferring mesopause dynamics withstands further testing, the technique will markedly improve the measurement accuracy of vertical advection and eddy diffusion.

As a further check of the model results the simulated OH* 9-4 band emission, using model H and O$_3$ densities, was compared with the seasonal variation of the OH* 9-4 band
observed by OSIRIS. Agreement of the trend in the seasonal variation was satisfactory, while agreement in absolute brightness was poor.

It is apparent that the analysis presented here should be extended to latitudes outside the equatorial region to yield further insights into vertical advection and eddy diffusion. The process would benefit considerably if in future missions all the relevant parameters were measured simultaneously.
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