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A mechanical system can be optimally controlled through continuous measurements of its position followed by feedback. We revisit the complete formalism for predicting the performance of such a system without invoking the standard rotating wave approximations and the adiabatic approximation. Using this formalism we deduce both the conditional and unconditional state of a mechanical oscillator using the optimal control and feedback that leads to mechanical cooling and mechanical squeezing. We find large discrepancies between the exact solutions and the approximate solutions stressing the importance of using the complete model. We also highlight the importance of distinguishing between the conditional and unconditional state by demonstrating that these two cannot coincide in a typical control scheme, even with infinite feedback strength.

I. INTRODUCTION

Fueled by the dramatic progress in developing high-quality nano- and micromechanical oscillators, there has recently been a surge of interest in controlling the motion of such oscillators at the quantum level for testing fundamental physics and for realizing novel quantum technologies[1, 2]. A promising strategy for the optimal quantum control of a mechanical oscillator is by monitoring its motional dynamics through optimized measurements and subsequently use this information to drive the oscillator into a certain target state [3, 4]. Such a strategy has for example by now been used to prepare a mechanical oscillator near its quantum mechanical ground state[5–9]. In addition to these experimental endeavours, there exists a vast theoretical literature on preparing mechanical oscillators in various quantum states via measurement-based feedback control including the ground state, the squeezed state [10, 11] and more exotic states [12, 13].

The formalism of optimal feedback control of continuously measured quantum systems has been originally developed by Belavkin [14–16] and later refined by Wiseman & Milburn [17]. It includes a complete quantum mechanical description of the control system and is often formulated in terms of a master equation for the density matrix representing the system. The formalism includes a real-time estimation algorithm that provides the optimal information about the measured state conditioned on previous measurements, and finally produces a conditional state which can be subsequently used to drive the mechanical oscillator into the desired state via feedback[3, 4, 6, 10, 12, 17–23].

When using the master equation formalism to simulate an optomechanical system, several different approximations are often invoked. Possibly the two most important approximations are the rotating wave approximation (RWA) and the adiabatic approximation. The RWA can be applied when the dynamics of the mechanical system is much faster than all interactions with the environment and the measurement, while the adiabatic approximation is valid if the oscillator dynamics can be adiabatically followed by the probing system. While for some systems these two approximations can be taken, for others, however, they are not valid. As an example, the complete model predicts the formation of squeezed mechanical states via optimal feedback control while an approximative model based on the RWA of the interaction with the measurement apparatus cannot predict its appearance [11].

Moreover, it is important to distinguish the mechanical state that is inferred from the measurement record - known as the conditional state - and the mechanical state that is actually produced through active feedback control - known as the unconditional state. In much of the literature, these two states are often taken to be identical assuming that the feedback control can be done without any noise penalty. This is however a very crude assumption as decoherence of the mechanics plays an important role during feedback, rendering the unconditional state in a state that is more noisy than the conditional state.

In this work we revisit the formalism for optimal feedback control using the master equation framework without using the RWA and the adiabatic approximation, and we apply the formalism to deduce the conditional and unconditional states of the mechanical oscillator. Our control parameters will be optimised for driving the mechanical oscillator into either a ground state or a squeezed state. We find, for example, that if the RWA of the interaction with the environment is applied, the optimal residual phononic occupancy when preparing the oscillator near its ground state is overestimated while when applying the adiabatic approximation, the squeezing degree is underestimated in certain regimes. Moreover, we show that the optimally prepared conditional and unconditional states are different, even if infinitely strong feedback is available. We discuss the consequences thereof, including for example how this changes the optimal measurement quadrature.

The rest of the paper is organized in three sections: In
Sec. II we present the model for optimal feedback control using the master equation framework while in Sec. III we present and discuss the results of preparing mechanical ground states and squeezed states using our formalism with a special emphasis on the validity of the RWA and the adiabatic approximation. The experimental feasibility of the results is briefly discussed in Sec. IV. The work is shortly summarized and concluded in Sec. V.

II. THE PHYSICAL MODEL

![Sketch of the optomechanical setup](image)

**FIG. 1**: Sketch of the optomechanical setup; a cavity mode \( \hat{a} \) is interacting with a mechanical mode \( \hat{b} \). The output field is detected with a homodyne detector with a local oscillator (LO) with a phase corresponding to measurement of the output quadrature \( \hat{X}_{\text{out}}(t) = (\hat{a}_{\text{out}}(t)e^{-i\theta} + \hat{a}_{\text{out}}^\dagger(t)e^{i\theta})/\sqrt{2} \). The homodyne detector has detection efficiency \( \eta \). Based on the homodyne measurement signal, an optical feedback signal of complex amplitude \( \epsilon_{\text{fb}}(t) \) is applied through a displacement operation \( D(\epsilon_{\text{fb}}(t)) = \exp[\epsilon_{\text{fb}}(t)\hat{a}_{\text{in}}^\dagger - \epsilon_{\text{fb}}^*\hat{a}_{\text{in}}] \) on the input field.

We start by considering a standard model for the state of a mechanical oscillator which is conditioned on the continuous measurement of its position as illustrated in Fig. 1: A cavity mode with annihilation operator \( \hat{a} \) and (angular) frequency \( \omega_c \) is interacting through radiation-pressure forces with a mechanical oscillator with annihilation operator \( \hat{b} \) and frequency \( \Omega_m \). An input field \( \hat{a}_{\text{in}} \) of frequency \( \omega_L \) is injected into the cavity with rate \( \kappa \). This input coherently drives the cavity field with frequency \( \omega_L \) and time-dependent complex amplitude \( \epsilon(t) = \epsilon_{\text{probe}} + \epsilon_{\text{fb}}(t) \). Here, the constant term \( \epsilon_{\text{probe}} \) is applied to enhance the optomechanical coupling and measurement strength, while the time-dependent term \( \epsilon_{\text{fb}}(t) \) is a feedback induced control field. It is convenient to divide the latter contribution into real and imaginary parts, \( \epsilon_{\text{fb}}(t) = (x_{\text{fb}} + iy_{\text{fb}})/\sqrt{2} \). Working in a displaced frame rotating at the cavity field frequency \( \omega_c \) and using a linearized approximation of the optomechanical radiation-pressure interaction, the full Hamiltonian of the system can be written as

\[
\hat{H} = \hbar\Delta \hat{a}^\dagger \hat{a} + \hbar\Omega_m \hat{b}^\dagger \hat{b} + 2\hbar g \hat{Q} \hat{X} + \hbar \sqrt{\kappa} \left[ x_{\text{fb}}(t) \hat{Y} - y_{\text{fb}}(t) \hat{X} \right] \tag{1}
\]

where \( g \) is the probe-enhanced optomechanical coupling rate, \( \hbar \) is Planck’s reduced constant, \( \hat{Q} = (\hat{b} + \hat{b}^\dagger)/\sqrt{2} \) is the dimensionless position operator of the mechanics, and \( \hat{X} = (\hat{a} + \hat{a}^\dagger)/\sqrt{2} \) and \( \hat{Y} = (\hat{a} - \hat{a}^\dagger)/i\sqrt{2} \) are the cavity field amplitude and phase quadrature representations, respectively. We also introduce the dimensionless momentum \( \hat{P} = (\hat{b} - \hat{b}^\dagger)/\sqrt{2} \) for later use. Finally, \( \Delta \) is the effective detuning, a parameter controlled by the laser frequency \( \omega_L \). Throughout this paper, \( \omega_L \) is chosen such that \( \Delta = 0 \). The reader is referred to Appendix A for a detailed derivation of the Hamiltonian in equation (1) as well as expressions for \( g \) and \( \Delta \).

Having specified the Hamiltonian of the cavity optomechanical system, we are now in a position to discuss the dissipative dynamics of the system. This will be done by using a stochastic master equation of the density matrix \( \hat{\rho} \) representing the system.

Both the cavity mode and the mechanical mode are inevitably subjected to loss and decoherence, and in this paper, we assume all these mechanisms to be Markovian. The cavity mode decays with rate \( \kappa \) due to coupling to the input field. The mechanical mode is coupled to a thermal reservoir of average phonon occupation number \( \bar{n} \) with damping rate \( \Gamma_m \). As a result of this coupling, the quality factor of the mechanical oscillator is \( Q_m = \delta \Omega_m/\Gamma_m \).

Finally, the output field, represented by the field operator \( \hat{a}_{\text{out}} \), is measured with a homodyne detector which is able to measure an arbitrary quadrature of the field given by \( \hat{X}_{\text{out}}(t) = (\hat{a}_{\text{out}}(t)e^{-i\theta} + \hat{a}_{\text{out}}^\dagger(t)e^{i\theta})/\sqrt{2} \) where \( \theta \) is determined by the phase of the detector’s local oscillator. We will henceforth refer to \( \theta \) as the phase or the measurement angle of the homodyne detector. The output field is related to the input field as per the usual input-output relations \( \hat{a}_{\text{out}} = \hat{a}_{\text{in}} - \sqrt{\kappa}\hat{a} [24] \). We assume that the detection efficiency of the homodyne detector is \( \eta \).

The information obtained by the continuous homodyne measurement produces a conditional density matrix \( \hat{\rho}_c \) of the joint system containing the cavity and the mechanical mode. As is customary in the literature, conditional dynamics will be explicitly indicated by a subscript \( c \), i.e. \( \hat{\rho}_c \) is the conditional density matrix and \( \langle \hat{A} \rangle_c = \text{Tr}[\hat{A}\hat{\rho}_c] \) is the conditional expectation value of the operator \( \hat{A} \) w.r.t. \( \hat{\rho}_c \). This conditioning, combined with the Hamiltonian evolution including loss and decoherence, can be modeled by the following stochastic master equation [12, 25]:

\[
\frac{d\hat{\rho}_c}{dt} = -\frac{i}{\hbar} [\hat{H}, \hat{\rho}_c]dt + \mathcal{L}_{\text{env}} \hat{\rho}_c dt + \kappa D[\hat{a}]\hat{\rho}_c dt + \sqrt{\eta\kappa} \mathcal{H}[\hat{a}e^{-i\theta}]\hat{\rho}_c dW. \tag{2}
\]

The superoperator \( \mathcal{L}_{\text{env}} \) describing the mechanical interaction with the environment is either \( \mathcal{L}_{\text{RWA}} \) or \( \mathcal{L}_{\text{nonRWA}} \).
given by

\[ \mathcal{L}_{\text{RWA}} \dot{\hat{p}} = \Gamma_m (\bar{n} + 1) \mathcal{D}[\hat{b}] \dot{\hat{p}} + \Gamma_m \bar{n} \mathcal{D}[\hat{b}^\dagger] \dot{\hat{p}}, \]
\[ \mathcal{L}_{\text{nonRWA}} \dot{\hat{p}} = -\frac{i \Gamma_m}{2} \left( \{ \hat{Q}, \{ \hat{P}, \hat{p} \} \} - \Gamma_m (\bar{n} + 1/2) \hat{Q}, \{ \hat{Q}, \hat{p} \} \right), \]

where \{ \cdot, \cdot \} and \{ \cdot, \cdot \} denote the commutator and anti-commutator, respectively, and the superoperators \( \mathcal{D} \) and \( \mathcal{H} \) are defined as

\[ \mathcal{D}[\hat{c}] \dot{\hat{p}} = \hat{c} \hat{p} \hat{c}^\dagger - \frac{1}{2} (\hat{c}^\dagger \hat{c} \hat{p} + \hat{p} \hat{c} \hat{c}^\dagger), \]
\[ \mathcal{H}[\hat{c}] \dot{\hat{p}} = (\hat{c} - \text{Tr}[\hat{c} \hat{p}]) \hat{p} \hat{c}^\dagger - \text{Tr}[\hat{c} \hat{p} \hat{c}^\dagger]. \]

The individual terms in Eqs. (2) and (3) deserve some comments: The term \( \mathcal{L}_{\text{RWA}} \dot{\hat{p}} \) is the Markovian rotating wave approximation to the environmental interaction with the mechanics, and is the most often used in the literature when modeling optomechanics with a master equation approach. On the other hand, the term \( \mathcal{L}_{\text{nonRWA}} \dot{\hat{p}} \), first introduced in [26] does not assume the rotating wave approximation, but also does not in general preserve positivity of the density matrix since it is not on Lindblad form. We refer the reader to ref. [27] for a discussion of some of the inadequacies of this system-environment master equation including proposed alternative models amending it to be on Lindblad form (See also Appendix C).

The terms in the second line of Eq. (2) account for the effect on the master equation of cavity dissipation and subsequent homodyne detection of the output field when the measurement angle is \( \theta \) [12]. \( dW = dW(t) \) is the Wiener increment, a stochastic normally distributed variable satisfying the properties \( dW(t)dt = 0 \), \( dW(t)dw(t') = \delta_{t,t'} dt \), and \( E[dW(t)] = 0 \), where \( E[\cdot] \) denotes the (classical) expectation value. The measured photocurrent corresponding to the above conditional evolution is [12]

\[ I(t)dt = \sqrt{\eta \kappa (\hat{a}e^{-i\theta} + \hat{a}^\dagger e^{i\theta})}, dt + dW(t) \]
\[ = \sqrt{2 \eta \kappa (\hat{X} \cos(\theta) + \hat{Y} \sin(\theta))}, dt + dW(t). \]

We remark that the above photocurrent \( I(t) \) through homodyne detection is in fact singular due to the infinitesimal step size of \( dt \) and \( dW(t) \) [28–30]. The detected charge \( q(t) \) defined by \( dq(t) = I(t)dt \) is however well-defined.

Using the master equation in Eq. (2), equations of motion for the system operators \( \hat{X} = (\hat{Q}, \hat{P}, \hat{X}, \hat{Y}) \) can now be derived. Assuming that the Wigner function of the initial state is Gaussian (e.g., a thermal state), the system will stay Gaussian. This follows from the fact that homodyne detection preserves Gaussian states, as does time evolution under a Hamiltonian that is a second order polynomial of creation and annihilation operators [31]. Under this assumption, the quantum state \( \hat{\rho}_c = \hat{\rho}_c(t) \) is then fully characterised by the mean vector \( \langle \hat{X} \rangle_c \) and the covariance matrix \( \mathbf{V}_{\hat{X}\hat{X}} = \langle \hat{V} \hat{Z}_c \hat{Z}_c \rangle = \text{Re}(\mathbf{X}^T \mathbf{X}) \) (10b), the equations of motion of which may be derived using the formula \( d\langle O \rangle_c = \text{Tr}[O \dot{\hat{\rho}}_c] \). We find (See Appendix B):

\[ d\langle \hat{X} \rangle_c = (A \langle \hat{X} \rangle_c + Bu) dt \]
\[ + (V_{\hat{X}\hat{X}} C^T + \Gamma^T)dw \]
\[ dV_{\hat{X}\hat{X}} = AV_{\hat{X}\hat{X}} + V_{\hat{X}\hat{X}} A^T + D \]
\[ - (V_{\hat{X}\hat{X}} C^T + \Gamma^T)(CV_{\hat{X}\hat{X}} + \Gamma) \]

Here, \( u = \mathbf{u}(t) = (x_{fb}(t) \ y_{fb}(t))^T \) is a time-dependent vector describing the feedback of the system. The matrices \( A \) and \( D \) depend on which of the two dissipation models in Eq. 3 is used:

\[ A_{\text{RWA}} = \begin{bmatrix} -\Gamma_m/2 & \Omega_m & 0 & 0 \\ -\Omega_m & -\Gamma_m/2 & -2g & 0 \\ 0 & 0 & -\kappa/2 & 0 \\ -2g & 0 & 0 & -\kappa/2 \end{bmatrix} \]
\[ D_{\text{RWA}} = \begin{bmatrix} \Gamma_m (\bar{n} + 1/2) & 0 & 0 & 0 \\ 0 & \Gamma_m (\bar{n} + 1/2) & 0 & 0 \\ 0 & 0 & \kappa/2 & 0 \\ 0 & 0 & 0 & \kappa/2 \end{bmatrix} \]

On the other hand, \( B, C \) and \( \Gamma \) are the same for both models:

\[ B = \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 0 & \sqrt{\kappa} \end{bmatrix} \]
\[ C = \sqrt{2 \eta \kappa} \begin{bmatrix} 0 & 0 & \cos(\theta) & \sin(\theta) \end{bmatrix} \]
\[ \Gamma = \sqrt{\frac{\eta \kappa}{2}} \begin{bmatrix} 0 & 0 & -\cos(\theta) & -\sin(\theta) \end{bmatrix} \]

We note that Eqs. (7) are formally equivalent to a Kalman Filter [17]. For the rest of this paper, we will mainly be concerned with the steady-state dynamics of \( \mathbf{V}_{\hat{X}\hat{X}} \), i.e. the solution when \( \frac{d}{dt} \mathbf{V}_{\hat{X}\hat{X}} = 0 \). Equation (7b) then reduces to an algebraic equation in \( \mathbf{V}_{\hat{X}\hat{X}} \) known as the algebraic Riccati equation. Onwards, \( \mathbf{V}_{\hat{X}\hat{X}} \) will therefore almost exclusively refer to the steady-state solution.

Before proceeding, we will make a few remarks on the adiabatic approximation. This approximation is regularly made in the so-called bad cavity regime where
\( \kappa / \Omega_m \gg 1 \). In this regime, photons that enter the cavity will exit after some time that is much shorter than the mechanical period. Thus from the perspective of a photon, the mechanical oscillator essentially does not move during its short stay inside the cavity. The adiabatic approximation is assuming that the cavity field immediately reaches a dynamical steady-state solution that depends on the mechanical motion. In Ref. [11], this approximation is used to find analytical expressions of the conditional covariance matrix of the mechanics under continuous measurement of the phase quadrature of the light using the nonRWA model (albeit using a different theoretical framework involving quantum Langevin equations and Wiener filtering instead of conditional master equations as employed here). We will later compare the results found in Ref. [11] with our results which do not invoke the adiabatic approximation.

Up to this point, we have considered the conditional state of the system, \( \hat{\rho}_c \). However, of equal importance is the unconditional state \( \hat{\rho} := E[\hat{\rho}_c] \). One computes expectation values from this state using the definition \( \langle \cdot \rangle := \text{Tr}[\hat{\rho} \hat{\cdot}] = E[\langle \cdot \rangle] \), where the final equality is straightforward to prove. The qualitative difference between \( \hat{\rho} \) and \( \hat{\rho}_c \) is as follows: \( \hat{\rho}_c \) depends on (i.e. is conditioned on) the outcome of the homodyne measurements up to time \( t \). As these measurement outcomes are probabilistic in nature, the trajectory of the state will follow a random path in phase space (customarily called quantum trajectory). On the other hand, the unconditional state is the average over all possible trajectories from the beginning of the experiment up to time \( t \). For a feedback \( \mathbf{u} \) equal to zero, this basically corresponds to the state of system in which the measurement outcomes are ignored. Mathematically, this is equivalent to removing the term proportional to \( dW \) in Eq. (2), which means that the \( dW \) term in Eq. (7a) and the term \( -(V_{XX}C^T + \Gamma^T)(CV_{XX} + \Gamma) \) in Eq. (7b) will vanish. The result is that the mean vector is identically zero for all \( t \), but that the covariance is much larger due to large contributions from both thermal noise and backaction noise. The difference between the conditional and unconditional states of the mechanical mode (with the cavity mode traced out) is illustrated in phase space in Fig. 2a. Note that both \( \hat{\rho} \) and \( \hat{\rho}_c \) are depicted as having zero mean in Fig. 2 for easier comparison, even though \( \hat{\rho}_c \) in general will be displaced from the origin by some amount conditional on the measurement record.

To prepare the unconditional state into a state that resembles the conditional state, we need to actively control the motion of the mechanical oscillator based on the homodyne measurement outcomes. As illustrated in Fig. 2, the results of the homodyne measurements are fed back onto the optomechanical system, thereby driving it into a low-entropy unconditional state as described by the Hamiltonian in Eq. (1). A phase space representation of the unconditional state with feedback is shown in Fig. 2b where it is compared to the conditional state for a particular representative example. The resulting unconditional state depends critically on the estimation and feedback strategy which in turn depends on the state one aims to prepare. In the following we consider the optimal feedback strategies applied for the preparation of an unconditional state with a minimal phonon number (corresponding to mechanical cooling) as well as the optimal strategy for minimizing the variance of one of the mechanical quadratures (corresponding to mechanical squeezing).

![FIG. 2: The mechanical covariance matrix in steady-state depicted as an uncertainty ellipse (1 standard deviation) in \((Q, P)\) phase space. Without feedback (Fig. 2a), the unconditional state is much larger compared to when feedback is applied (Fig. 2b), but the conditional state is unchanged. In Fig. 2a, the area of the conditional uncertainty ellipse have been artificially scaled up by a factor of 100 to make it more visible. Plotted for \( \Omega_m = 10^6 \) Hz, \( Q_m = 10^4 \), \( g = 10^6 \) Hz, \( \kappa = 10^8 \) Hz, \( T = 300 \) K, \( \eta = 1 \), \( q = 10^{-5} \), \( p = 10^3 \), using the nonRWA model and with feedback that minimizes the phonon number.

### A. Optimal control formalism

In this section we consider the optimal control schemes for mechanical cooling and squeezing. We use the framework of linear-quadratic-Gaussian (LQG) optimal control which is tailored to minimize a quadratic cost function

\[
J = \int_{t_0}^{t_1} E \left[ \text{Tr} \left\{ \hat{\rho}_c(t) \hat{h} \hat{X}, \mathbf{u}(t), t \right\} \right] dt.
\]

Here, \( t_0 \) and \( t_1 \) denote the start and end time of the run, respectively, and

\[
\hat{h}(\hat{X}, \mathbf{u}(t), t) = \hat{X}^T \mathbf{P}_1 \hat{X} + \mathbf{u}(t)^T \mathbf{Q} \mathbf{u}(t)
\]

\[+ 2 \delta(t - t_1) \hat{X}^T \mathbf{P}_1 \hat{X},
\]

where \( \mathbf{P}, \mathbf{P}_1 \) and \( \mathbf{Q} \) are matrices that are specified according to the problem one wants to solve, for example minimizing the mechanical phonon occupancy or minimizing a specific quadrature variance of the mechanical oscillator. The value of \( \mathbf{P}_1 \) is associated with a terminal cost at time \( t_1 \). However, since we are only interested in the dynamics at steady state, the value of \( \mathbf{P}_1 \) is irrelevant. This is commonly referred to as an asymptotic or infinite horizon LQG problem.
According to standard optimal control theory, the optimal feedback is then given by
\[ u(t) = -K(t)(\ddot{X})_c(t), \]  
where \( K(t) = Q^{-1}B^T Y(t) \) is the Kalman gain and \( Y(t) \) is a symmetric, positive semi-definite matrix satisfying the differential equation
\[ -\frac{dY(t)}{dt} = A^TY(t) + Y(t)A + P - Y(t)BQ^{-1}B^TY(t) \]
with the terminal condition \( Y(t_1) = P_1 \).

For asymptotic LQG-problems, \( t_1 - t_0 \) is very large compared with all other rates of our system. Within this time period, it can be shown that there exists a steady-state solution \( Y \) to Eq. (14) (i.e. with \(-\frac{dY}{dt} = 0\)) assuming certain stabilization conditions [17]. Given these conditions and with this choice of feedback, the steady-state unconditional variance \( V_{XX} = \text{Re}(\langle XX^T \rangle) \) of the system is given by the relation \( V_{XX} = V_{XX}^c + V_{XX}^E \), where \( V_{XX}^E = E\left[\left(X\right)_c\left(X\right)_c^T\right] \) is an excess noise contribution stemming from imperfect feedback. This excess noise variance satisfies the equation
\[ NV_{XX}^E + V_{XX}^E N^T + F^TF = 0, \]
where \( N = A - BK \) and \( F = CV_{XX} + \Gamma \). The expressions Eq. (14) and Eq. (15), together with the conditional dynamics in Eq. (7) gives the complete unconditional steady-state dynamics of the system, and in particular the steady-state unconditional variances, \( V_{XX}^c \).

### B. Optimal control for mechanical cooling

Having outlined the overall strategy of optimal control, we will now consider two specific examples of optimal control associated with mechanical cooling and mechanical squeezing.

A minimization of the phonon number is obtained by setting \( P = \text{diag}(p\Omega_m, p\Omega_m, 0, 0) \) and \( Q = \text{diag}(q, q) \) where \( p \) and \( q \) are arbitrary dimensionless parameters. Note that \( Q \) specifies the cost associated with the feedback scheme, and that the fraction \( p/q \) is a measure of the feedback power for minimizing the oscillator energy. By using these particular matrices for \( P \) and \( Q \) as well as the formalism in Eqs. (14) and (15), we find \( V_{XX}^c \), and subsequently the minimized phonon number \( n = (V_{QQ} + V_{PP} - 1)/2 \).

### C. Optimal control for mechanical squeezing

The above procedure can also be used for minimizing the mechanical variance. Specifically, in order to minimize \( V_{Q_cQ_c} \), that is, the variance along \( Q_c = \cos(\nu)Q + \sin(\nu)P \) for some angle \( \nu \), it is straightforward to show that the appropriate cost function is given as in Eqs. (11) and (12), but with
\[ P = p\Omega_m \begin{pmatrix} \cos^2(\nu) & \cos(\nu)\sin(\nu) & 0 & 0 \\ \cos(\nu)\sin(\nu) & \sin^2(\nu) & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \]
while \( Q \) is identical to the case of mechanical cooling. The minimum variance is then \( \min_{\nu} V_{Q_cQ_c} = V_{Q_cQ_c}^{\nu} \) and \( \nu \), referred to as the squeezing angle, is the optimal choice of \( \nu \). Note that we will also investigate the minimum conditional variance \( V_{Q_cQ_c}^{\nu} \), which in general has a different squeezing angle \( \phi' \).

### D. Asymptotic feedback

In general, analytical solutions to the steady-state equations governing the conditional and unconditional covariance matrices do exist, but are unwieldy large and thus too impractical. However, simple expressions for the excess covariance matrix elements in \( V_{XX}^c \) can be derived in the important limit where \( p/q \to \infty \), i.e. when the feedback cost is negligible. In this section we will be presenting such solutions for the two cases discussed in the previous sections. We will be assuming the generally valid conditions: \( g,\kappa,\Omega_m > 0 \), \( Q_m > 1/2 \) and \( V_{Q_cX_c} \neq 0 \). This last condition is naturally obeyed due to the optomechanical coupling. Detailed derivations are found in Appendix D.

We first consider the feedback strategy that minimizes the phonon number \( n \). Applying the RWA, we find the steady-state Kalman gain \( K = Q^{-1}B^TY \) to leading order in \( p/q \):
\[ K^T = \begin{pmatrix} \frac{1}{2}(Q_m^{-1} - \sqrt{4 + Q_m^{-2}})\sqrt{\frac{p}{q}} + O\left(\frac{p}{q}\right)^{1/4} & 0 \\ \frac{1}{2}\sqrt{\frac{p}{q}} + O\left(\frac{p}{q}\right)^{1/4} & 0 \\ 2\sqrt{\frac{q}{\Omega_m}}\left(\frac{p}{q}\right)^{1/4} + O(1) & 0 \\ 0 & 0 \end{pmatrix} \]
We note that \( K \) grows unboundedly with \( p/q \), implying that infinite feedback strength is required in that particular limit. We also note that the entries of the fourth row and column are all zero, implying that information about the phase quadrature \( \langle Y \rangle \) will not be used in the Kalman gain, and that the feedback will not be applied to the phase input quadrature, i.e. \( y_n(t) = 0 \).

Inserting this expression into Eq. (15), and taking the limit \( p/q \to \infty \), we find the excess covariance matrix...
elements relevant for the phonon numbers to

\[
V_{QQ}^E \rightarrow \frac{2}{\sqrt{4 + Q_m^2}} \frac{\eta \kappa}{\Omega_m} (V_{QX}^c)^2,
\]

\[
V_{PP}^E \rightarrow \frac{(2 + Q_m^2 - Q_m)^{-1/2}}{\sqrt{4 + Q_m^2}} \frac{\eta \kappa}{\Omega_m} (V_{QX}^c)^2,
\]

for \( p/q \rightarrow \infty. \)

For the non-RWA model, similar calculations yield

\[
V_{QQ}^E \rightarrow \frac{\eta \kappa}{\Omega_m} (V_{QX}^c)^2,
\]

\[
V_{PP}^E \rightarrow \frac{\eta \kappa}{\Omega_m} (V_{QX}^c)^2,
\]

for \( p/q \rightarrow \infty. \) It is clear from these expressions that both for the RWA and non-RWA, the excess noise associated with the preparation of an unconditional state is quadratically proportional to the correlations between the position of the mechanics and the quadrature, \( \dot{X}_p \) of light.

If we instead choose the feedback strategy that minimizes the minimum variance \( V_{Q,Q} \) (corresponding to the choice of \( \mathbf{P} \) in Eq. (16)), we find for the non-RWA case that:

\[
V_{QQ}^E \rightarrow \frac{\eta \kappa}{\Omega_m} (V_{QX}^c)^2 \begin{cases} 
-2\sin(2\nu), & \nu \in ]-\pi/2, 0[ \\
 0, & \nu = [0, \pi/2] 
\end{cases} \]  

\[
V_{PP}^E \rightarrow \frac{\eta \kappa}{\Omega_m} (V_{QX}^c)^2 \begin{cases} 
-\cos(4\nu) + 1 & 2\csc(2\nu), & \nu \in ]-\pi/2, 0[ \\
\infty, & \nu = 0 \\
2\csc(2\nu), & \nu \in [0, \pi/2] \\
\infty, & \nu = \pi/2 
\end{cases} \]  

\[
V_{QQ}^E \rightarrow \frac{\eta \kappa}{\Omega_m} (V_{QX}^c)^2 \begin{cases} 
-2\cos(2\nu), & \nu \in ]-\pi/2, 0[ \\
-1, & \nu = 0 \\
0, & \nu \in [0, \pi/2] \\
1, & \nu = \pi/2, 
\end{cases} \]

for \( p/q \rightarrow \infty. \) The above expressions are provided only for \( \nu \in ]-\pi/2, \pi/2[ \) since they are \( \pi \)-periodic.

A number of important observations can be made from these results. The Kalman filter and optimal control strategy applied here with \( p/q \rightarrow \infty \) yields the lowest possible unconditional phonon number or minimum variance, given that we are able to measure the output field through homodyne detection and apply feedback by displacing the input field as described. However, even in this optimal limit the unconditional dynamics do not match the conditional dynamics. The unconditional phonon number for mechanical cooling as well as the minimized variance for mechanical squeezing will have an extra contribution quantified by the excess noise term in Eqs. (20) and Eqs. (21), respectively as also illustrated in Fig. 2b.

This is in contrast to what appears to be a common belief in the literature, namely that the unconditional state may always approach the conditional state under feedback.

### III. RESULTS AND DISCUSSION

In this section we will be using the mathematical framework for optimal quantum control derived in the previous section for estimating the minimum phonon occupancy as well as the maximum amount of squeezing of the mechanical oscillator. We will both investigate the conditional as well as the unconditional state, and consider the effects of the rotating wave approximation and the adiabatic approximation. Note that the plots of the adiabatic approximation in Figs. 5, 6, and 8 are based on the analytical expressions of the conditional covariance matrix found in Ref. [11]. Note also that all plots of unconditional phonon numbers and variances are in the zero feedback cost limit \( p/q \rightarrow \infty \). Finally, to guard against potential unphysical results from the non-RWA-model as discussed in Sec. II, we checked all numerical results in this paper to make sure that the positivity of the density matrix was always preserved, see Appendix C.

#### A. Mechanical cooling

In this section we will consider the effect of measurement induced cooling both on the conditional state where the state of the mechanical system is inferred by the measurements, and the unconditional state where the measured information is actively fed back onto the oscillator to drive it into a low entropy state. By using the formalism in the previous section, we plot in Fig. 3 the minimum mechanical phonon occupancy against the optomechanical coupling strength both in terms of the coupling parameter, \( g \), and the quantum cooperativity, \( C_q = 4g^2/(\kappa \Gamma_m \bar{n}) \) where \( \bar{n} = \langle \exp(h\Omega_m/k_BT) - 1 \rangle^{-1} \). The environmental temperature \( T \) is set to 300 K throughout the article. The plots in Fig. 3 have been numerically optimized (that is, the phonon number has been minimized) over the measurement angle \( \theta \) of the local oscillator. These optimal angle \( \theta_{\text{opt}} \) are also shown in Fig. 3.

It is clear that for low coupling strengths, the optimal measurement angle is \( \pi/2 \) as expected since in that case all the information about the mechanical oscillator is transferred to the phase quadrature of the probe field. However, for larger coupling strengths, the radiation pressure force creates correlations between the amplitude quadrature of light and the mechanical position, which can be advantageously used for cooling by rotating the phase angle away from \( \pi/2 \). For very strong coupling, the optimal angle \( \theta_{\text{opt}} \) tends to 0 which corresponds to an amplitude quadrature measurement.
by the coupling to the environment becomes visible in
the measurement. To capture these phase space cor-
relations imposed by the environment, only the model
without the RWA is valid, and as seen by Fig. 3 (com-
paring the RWA with nonRWA curves), the knowledge
of these correlations indeed improves the cooling rate.
The deviation between the RWA and nonRWA models
naturally depends on the strength of the coupling of the
mechanics to the environment (relative to the mecha-
nical frequency) which is dictated by the thermalization
rate, \( \gamma_{th} = \Gamma_m (\bar{n} + 1/2) \). In the following plots, we will
compare the phonon number against the normalized ther-
malization rate \( \tilde{\gamma}_{th} := \gamma_{th}/\Omega_m \). Note that for constant
\( Q_m \), this number is roughly inversely proportional to \( \Omega_m \)
as \( \tilde{\gamma}_{th} \leq Q_m^{-1}(\bar{n} + 1/2) \simeq Q_m^{-1} k_B T/(h \Omega_m) \) for large \( \bar{n} \).

It is clear from Fig. 3 that the phonon occupancy is
minimized for a certain value of the cooperativity (mea-
surement rate). This is attributed to the fact that a large
measurement rate will make the measurement sharp and
thus prepare the mechanical state in a squeezed state
which inevitably adds phonons to the state. The dif-
ference between the conditional and unconditional state
is also clearly evident from Fig. 3, and as expected the
conditional state has a lower entropy than the uncondi-
tional state. The feedback required for the generation
of the unconditional state imposes a noise penalty due
to decoherence of the mechanics during feedback. This
extra excess noise is however small, and plays only a role
for small phonon occupancy: When the cooperativity is
large, the phonon occupancy becomes large and the extra
feedback-induced excess noise is negligible.

In Fig. 4, top, we show the minimized phonon oc-
cupancy against the normalized thermalization rate \( \tilde{\gamma}_{th} \)
in which we have optimized the values of the coupling
strength, \( g \) (or \( C_q \)) (shown in Fig. 4, middle) and the mea-
surement angle, \( \theta \) (shown in Fig. 4, bottom). The phonon
occupancy is again illustrated both for the approxima-
tive model applying the RWA as well as the complete
solution without relying on the RWA. As expected, we
observe a large deviation between the two models when
the thermalization rate is large (or equivalently when the
mechanical frequency is low). This is caused by the es-

tablishment of mechanical quadrature correlations due
to the strong environmental coupling which is neglected
by the RWA model. We also again observe a large dif-
ference between the conditional and the unconditional
states which is attributed to decoherence during feed-
back, and which is negligible for low decoherence rates.
It is also interesting to note the large difference in the op-
timal measurement phases for the conditional and uncondi-
tional cases which is caused by the complex dynamics
that the mechanics undergo during feedback.

We finally consider the effect that the adiabatic ap-
proximation might have on phonon occupancy. To illus-
rate this, in Fig. 5 we plot the conditional phonon oc-
cupancy as a function of the frequency and thermalization
rate both for the exact solution and for the one applying
the adiabatic approximation. In this plot, we have op-

FIG. 3: Top: Conditional (cond., dashed lines) and un-
conditional (solid lines) phonon numbers \( n \) vs coupling
strength \( g \) for the RWA and nonRWA model for \( \theta = \theta_{opt} \).
The minimum values of \( n \) as a function of \( g \) are marked
with filled-in circles. Parameters used for this plot is
\( \Omega_m = 10^6 \text{Hz}, \, \kappa = 10^8 \text{Hz}, \, Q_m = 10^8 \), and \( \eta = 1 \). Bot-
tom: corresponding values of \( \theta_{opt} \) versus \( g \). The values
at which \( n \) is minimal are marked with filled-in circles.

We also clearly see from Fig. 3 that by imposing the
RWA between the oscillator and the environment, the
phononic occupancy is in general underestimated, in par-

ticular in the strong coupling regime. For weak cou-
pling, the measurement rate will be low, which means
that several mechanical oscillations will be required to re-
solve its motion. As a result, detailed information about
the position and momentum of the mechanical oscilla-
tor is being washed out, and thus a potential asymmetry
in phase space of the mechanical state due to its cou-
pling to the environment is not visible. In this regime,
the RWA is therefore completely valid. However, when
the measurement rate becomes large (that is, stronger
coupling), the two mechanical quadratures can be bet-
ter resolved, and thus a potential asymmetry imposed

\[\begin{align*}
\Omega_m &= 10^6 \text{Hz}, \\
\kappa &= 10^8 \text{Hz}, \\
Q_m &= 10^8, \\
\eta &= 1.
\end{align*}\]
FIG. 4: Plots of conditional (cond., dashed lines) and unconditional (solid lines) phonon numbers $n$ at the optimal coupling strength $g$ versus mechanical frequency $\Omega_m$ and normalized thermalization rate $\tilde{\gamma}_{th} \propto \Omega_m^{-1}$ for the RWA and nonRWA model for $\theta = \theta_{opt}$. Top: phonon number $n$ is plotted. Middle: Plots of the optimal values of $g$ and equivalent values of the optimal quantum cooperativity $C_q$. Bottom: Plots of the optimal value of the measurement angle, $\theta_{opt}$. Parameters used in this figure are $\kappa = 10^8$ Hz, $Q_m = 10^8$, and $\eta = 1$.

FIG. 5: Plots of conditional (cond.) phonon number $n$ at the optimal coupling strength $g$ versus mechanical frequency $\Omega_m$ and normalized thermalization rate $\tilde{\gamma}_{th} \propto \Omega_m^{-1}$ for the nonRWA, with or without the adiabatic approximation (AA), for $\theta = \pi/2$. Top: Mechanical phonon number $n$ is plotted. Bottom: Plots of the optimal value of $C_q$. Inset: Conditional phonon number $n$ vs $C_q$ for $\Omega_m = 10^8$ Hz. circular dots on the plots mark points of optimal $C_q$ for $\Omega_m = 10^8$ Hz. Parameters used in this figure are $\kappa = 10^8$ Hz, $Q_m = 10^8$, and $\eta = 1$.

We start by illustrating the shortcomings of the adiabatic approximation. While the analysis of generating squeezed mechanical state without resorting to the RWA has already been performed by Meng et al [11], here we will extend the analysis by considering the effect of optimizing the measurement angle, $\theta$, exploring the validity of the adiabatic approximation and estimating the unconditional quantum state including feedback.

We optimize the coupling strength but set the measurement angle to $\pi/2$. As expected, the adiabatic approximation breaks down when the mechanical frequency approaches the cavity bandwidth which is set to $\kappa = 10^8$ Hz. The effect is further illustrated in the inset where we plot the phonon occupancy against the coupling strength.

B. Mechanical squeezing

In this section we investigate the potential of generating a squeezed state of the mechanical oscillator, conditionally and unconditionally, without resorting to the conventional RWA and the adiabatic approximation. The analysis of generating squeezed mechanical state without resorting to the RWA has already been performed by Meng et al [11], here we will extend the analysis by considering the effect of optimizing the measurement angle, $\theta$, exploring the validity of the adiabatic approximation and estimating the unconditional quantum state including feedback.

We start by illustrating the shortcomings of the adiabatic approximation in Fig. 6. Here we plot the conditional minimum variance as a function of the coupling strength and the mechanical frequency with and without applying the adiabatic approximation. We observe that the two models completely agree for low frequencies and coupling strengths, but deviate when either $\Omega_m$ or $g$ approaches or exceeds $\kappa$. In these cases the adiabatic approximation overestimates the achievable minimum variance compared to the full solution. E.g. for $g = 10^7$ Hz and $\Omega_m = 10^8$ Hz, the exact solution does not predict squeezing ($V_{Q_{\phi^c}Q_{\phi}} = 0.61$) while the approximate solution does ($V_{Q_{\phi^c}Q_{\phi}} = 0.48$). At the breakdown of the adiabatic approximation, we observe a significant increase in the minimum variance for increasing $\Omega_m$. This is caused by the fact that the measured output field has
FIG. 6: Contour plot of the conditional minimum variance $V_{Q_c,Q_c}$ as a function of $\Omega_m$ and $g$, using the exact nonRWA model (green solid contour lines) or the nonRWA with the adiabatic approximation (AA.) from Ref. [11] (purple dotted lines). Marked on the plot are the values of $V_{Q_c,Q_c}$ that each of the contours correspond to. The regions at which each of the two models predict mechanical squeezing ($V_{Q_c,Q_c} < 0.5$) are colored in with dark green or light pink, respectively. Parameters used in this plot are $\theta = \pi/2$, $\kappa = 10^8$ Hz, $Q_m = 10^8$, and $\eta = 1$.

FIG. 7: Top: Plot of the minimum variance of the conditional (green solid contour lines) and the unconditional case (purple dotted lines) for $\Omega_m = 10^4$ Hz and $\Omega_m = 10^6$ Hz. The grey-shaded area indicates mechanical squeezing. Bottom: squeezing angles $\theta$ for the conditional ($\phi_c$) and the unconditional case ($\phi$). Parameters used for these plots are $g = 5 \times 10^6$ Hz, $Q_m = 10^8$, $\kappa = 10^8$ Hz, and $\eta = 1$.

interacted with the mechanics over multiple mechanical periods, thereby giving less timely information about the mechanical state. On the other hand, the minimum variance decreases again at even higher frequencies, where the number of thermal phonons is small.

Our next step is to analyze the effect of optimizing the measurement angle, $\theta$, for maximizing the degree of mechanical squeezing. In Fig. 7 top, the conditional and unconditional minimum variances $V_{\phi_c,\phi_c}$ and $V_{\phi,\phi}$, respectively, are plotted against $\theta \in [0, \pi]$ for $\Omega_m = 10^4$ Hz and $\Omega_m = 10^6$ Hz. It is clear that squeezing can be produced for a rather large range of local oscillator phases (for this particular choice of parameters), and that the phase for which optimum squeezing is achieved is very different for the conditional and unconditional states. Interestingly, we also see that the squeezing angle $\phi$ varies continuously with the measurement angle for the conditional state while it stays constant at $\phi = 0$ for the unconditional state. This means that no matter what light quadrature is being measured, the position variable of the mechanics will always attain the smallest variance among all mechanical quadratures for the unconditional state. It is however interesting to note that for other choices of the parameters (e.g. choosing a larger mechanical frequency), the smallest variance will occur in the momentum variable ($\phi = \pi/2$) for certain measurement angles. The changeover from $\phi = 0$ to $\phi = \pi/2$ happens when the conditional squeezing angle $\phi_c$ reaches $-\pi/4$, which never happens under the adiabatic approximation [11]. This is shown in Fig. 7, bottom (for $\Omega_m = 10^4$ Hz and $\Omega_m = 10^6$ Hz), where it is clear that the angle corresponding to the minimized variance is a binary function of the measurement angle. Furthermore, for this choice of the mechanical frequency, the range of measurements angles for which squeezing is observed is strongly reduced. The phase space nature of the unconditional state is thus very different from that of the conditional state.

In Fig. 8 we plot the minimized mechanical variance as a function of the mechanical frequency for the conditional and unconditional states where the variance has been minimized over the measurement angle, $\theta$ (with the optimal angle called $\theta_{opt}$) while the quality factor and coupling strengths are kept constant. It is clear that for mechanical oscillators in the low frequency regime, a significant amount of squeezing can be observed for both the conditional and the unconditional case. These squeezing amounts are diminished if one applies the rotating wave approximation to the environment as illustrated by the light-orange dashed curve. In the high frequency regime (at the order of the cavity bandwidth or larger), the cavity dynamics will average out the dynamics of the mechanics, thereby smearing out the squeezing effect. In this case the variances of the conditional and unconditional states overlap, and moreover, the rotating wave
FIG. 8: Plot of the minimum mechanical variance versus $\Omega_m$ in both the conditional (cond., dashed lines) and the unconditional case (solid lines) for the RWA (light orange) and nonRWA (dark green) model with measurement angles $\theta = \theta_{\text{opt}}$. Also included is the conditional nonRWA model with the adiabatic approximation (AA.) from Ref. [11] with $\theta = \pi/2$ (purple dotted lines). Top: Minimum mechanical variance is plotted. The grey-shaded area indicates mechanical squeezing. Middle: corresponding values of $\phi$ and $\phi^c$ is plotted. Bottom: corresponding values of $\theta_{\text{opt}}$ is plotted. Parameters used for these plots are $g = 10^7$ Hz, $Q_m = 10^8$ Hz, $\kappa = 10^8$ Hz, and $\eta = 1$.

IV. EXPERIMENTAL FEASIBILITY

Achieving ground state cooling at room temperature using this protocol appears within reach of currently existing technology. For example, using the parameters reported in [7] of $\Omega_m = 2\pi \cdot 1.139$ MHz, $Q_m = 1.03 \cdot 10^9$, $\kappa = 2\pi \cdot 15.9$ MHz, and $\eta = 0.77$, and adjusting the largest reported value of $C_q = 7.8$ at $T = 4$ K to the equivalent value at $T = 300$ K (corresponding to $g = 3.1 \times 10^5$ Hz) yields an unconditional phonon number (at $p/q \to \infty$) of $n = 1.38$ regardless of whether the RWA or nonRWA model is used. For a discussion on how much feedback strength is needed, see Appendix E. Reaching the ground state $n < 1$ requires approximately $g > 4 \times 10^5$ Hz, which can be achieved by increasing the input laser power or the single-photon coupling strength of the oscillator. Observing the difference between the RWA and the nonRWA model will require a lower-frequency oscillator and/or a lower quality factor to get into the domain represented in Fig. 3. This might for example be done using the lower-frequency oscillators reported in Ref. [32]. These oscillators might also be used to demonstrate mechanical squeezing as illustrated in Fig. 7, although this will largely depend on the achievable coupling strength.

All this being said, a number of experimental challenges may inhibit the realization of this control scheme. First, the model parameters must be determined to a high precision, as it is well known from classical control theory that imperfect knowledge of the model parameters may compromise the stability of the system. The desired precision will depend on the exact details on the experiment. It may also be necessary to account for extra noise sources, such as classical laser noise. Alternatively, it would be interesting to modify the model by employing techniques of robust control, see e.g. Ref. [33] where model uncertainty is built into the control scheme. Also, the model may need to be modified if there is an appreciable delay time between the measurement and feedback. In general, one needs the delay time to be at least significantly smaller than the mechanical period, which requires fast hardware for the estimation and control steps. If this delay time cannot be ignored, the state space model may need to be extended, see for instance Ref. [17, Ch. 6]. We refer the reader to Refs. [6, 20] in which experimental realizations of similar models have been done for further discussions on these issues.

V. CONCLUSION

In conclusion, we have developed the formalism for optimal control of a mechanical oscillator without residing to any rotating-wave approximations for the mechanical oscillator. Using this formalism we discuss the resulting optomechanical dynamics with measurement and feedback, and deduced the minimal phonon occupancy as well as the minimal quadrature variance of the controlled mechanical oscillator. This was done both for the con-
ditional state (where the measurement record is used to infer the state) and the unconditional state (where the measurement record is actively used to steer the mechanical oscillator into the desired state). We find that the rotating wave approximation of the mechanics to the environment is not valid in a rather large parameter space that is feasibly accessible in current optomechanical systems. Furthermore, we find that as a result of decoherence of the mechanical oscillator during feedback, the purity of the unconditional state is degraded compared to the conditional state. However, ground state cooling and squeezing of the unconditional state is still attainable in a room temperature environment. Indeed, ground state cooling of a room-temperature mechanical oscillator has recently been demonstrated [6]. As a final note, we remark that while we have worked with the most widely used non-rotating-wave approximation, a very interesting future study would be to apply some of the alternative models that guarantees positivity of the density matrix from e.g. Refs. [27, 34–38] in order to see if they predict different results.

Appendix A: Linearisation of the optomechanical Hamiltonian including Feedback

To ensure consistency with the full nonlinear cavity-optomechanical Hamiltonian including dissipation and measurement, we here derive from it the linearized Hamiltonian including dissipation and models that guarantees positivity of the density matrix used non-rotating-wave approximation, a very interesting mark that while we have worked with the most widely used models, this is feasible in current optomechanical systems. Furthermore, we find that as a result of decoherence of the mechanical oscillator during feedback, the purity of the unconditional state is degraded compared to the conditional state. However, ground state cooling and squeezing of the unconditional state is still attainable in a room temperature environment. Indeed, ground state cooling of a room-temperature mechanical oscillator has recently been demonstrated [6]. As a final note, we remark that while we have worked with the most widely used non-rotating-wave approximation, a very interesting future study would be to apply some of the alternative models that guarantees positivity of the density matrix from e.g. Refs. [27, 34–38] in order to see if they predict different results.

The master equation (A5) is fulfilled under the substitutions \( \hat{\rho} \rightarrow \hat{\rho} \) and \( \hat{H} \rightarrow \hat{H} \).

The master equation of \( \hat{\rho} \) is as follows:

\[
d\hat{\rho} = \hat{H}(t)\hat{\rho}(t) + \hat{\rho}(t)\hat{H}(t) - \frac{2}{\hbar} \{ [\hat{\rho}, \hat{H}], \hat{\rho} \}
\]

which can be shown using the Baker-Hausdorff lemma. Note that we will frequently drop the time argument of the \( \alpha \) and \( \beta \) functions in the following. The density matrix evolves according to the master equation:

\[
d\hat{\rho} = -\frac{i}{\hbar}[\hat{H}, \hat{\rho}]dt + \mathcal{L}_{\text{env}}\hat{\rho}, dt
\]

\[
+ \kappa D[\hat{a}]\hat{\rho}dt + \sqrt{\kappa}\hat{H}(\hat{a}e^{-i\theta})\hat{\rho}dW
\]

where the superoperators \( D, H \) and \( \mathcal{L}_{\text{env}} \) are defined as in Sec. II, i.e. \( \mathcal{L}_{\text{env}} \) either equals \( \mathcal{L}_{\text{RWA}} \) or \( \mathcal{L}_{\text{nonRWA}} \) depending on which model is used.

We will now determine a new Hamiltonian \( \hat{H} \) such that the master equation \( (A5) \) is fulfilled under the substitutions \( \hat{\rho} \rightarrow \hat{\rho} \) and \( \hat{H} \rightarrow \hat{H} \).

The master equation of \( \hat{\rho} \) is as follows:

\[
d\hat{\rho} = \hat{H}(t)\hat{\rho}(t) dt + \hat{\rho}(t)\hat{H}(t)\]

\[
\begin{align*}
= & \frac{dU(t)\hat{\rho}(t)U(t)^\dagger}{dt} - \frac{dU(t)^\dagger\hat{\rho}(t)U(t)}{dt} \\
= & \frac{dU(t)\hat{\rho}(t)U(t)^\dagger}{dt} + \frac{dU(t)^\dagger\hat{\rho}(t)U(t)}{dt} \\
= & U\frac{d\hat{\rho}(t)}{dt} + [\hat{\rho} - \hat{\rho}^*\hat{H}^\dagger + \beta\hat{b} - \beta^*\hat{b}^\dagger, \hat{\rho}]dt,
\end{align*}
\]

(A6)

where we have used that \( \frac{d}{dt}D_{\alpha}(-\alpha(t)) = [(\hat{\rho} - \hat{\rho}^*\hat{H}^\dagger + \beta\hat{b} - \beta^*\hat{b}^\dagger, \hat{\rho}]dt \) and similarly for \( D_{\beta}(-\beta(t)) \).

These derivatives are found e.g. by using the Taylor expansions of the displacement operator.

The transformation of each of the terms in the expression of \( U\frac{d\hat{\rho}(t)}{dt} \) is:

\[
U[D[\hat{a}]\hat{\rho}] = D[\hat{a}]\hat{\rho} - \frac{1}{2}[\alpha\hat{a} - \alpha^*\hat{a}^\dagger, \hat{\rho}]
\]

(A7)

\[
U[\mathcal{L}_{\text{RWA}}\hat{\rho}] = \mathcal{L}_{\text{RWA}}\hat{\rho} - \frac{\Gamma_m}{2}[\beta\hat{b} - \beta^*\hat{b}^\dagger, \hat{\rho}]
\]

(A8)

\[
U[\mathcal{L}_{\text{nonRWA}}\hat{\rho}] = \mathcal{L}_{\text{nonRWA}}\hat{\rho} - \frac{\Gamma_m}{2}[\beta - \beta^*](\hat{b} + \hat{b}^\dagger), \hat{\rho}]
\]

(A9)

\[
U[\mathcal{H}(\hat{a}e^{-i\theta})\hat{\rho}] = \mathcal{H}[\hat{a}e^{-i\theta}]\hat{\rho}
\]

(A10)

Thus, putting everything together, we obtain:

\[
\frac{d}{dt}\hat{\rho} = \frac{i}{\hbar}[\hat{H}\hat{U}^\dagger, \hat{\rho}] + \mathcal{L}_{\text{env}}\hat{\rho}, dt
\]

\[
+ \kappa D[\hat{a}]\hat{\rho}dt + \sqrt{\kappa}\mathcal{H}[\hat{a}e^{-i\theta}]\hat{\rho}dW
\]

(A11)

with \( \mathcal{F}_{\text{env}} \) equalling \( \mathcal{F}_{\text{RWA}} \) or \( \mathcal{F}_{\text{nonRWA}} \) defined below:

\[
\mathcal{F}_{\text{RWA}} = \frac{\Gamma_m}{2}(\beta^*\hat{b} - \beta\hat{b}^\dagger)
\]

(A12)

\[
\mathcal{F}_{\text{nonRWA}} = \frac{\Gamma_m}{2}(\beta^* - \beta)(\hat{b} + \hat{b}^\dagger)
\]

(A13)
This yields an expression for $\hat{H}$:

$$
\hat{H} = U \hat{H} U^\dagger + i \hbar \left\{ \frac{\kappa}{2} (\alpha^\dagger \alpha - \alpha \alpha^\dagger) + \frac{\Gamma_m}{2} (\beta^\dagger \beta - \beta \beta^\dagger) + \alpha^\dagger \alpha - \bar{\alpha} \alpha^\dagger + \beta^\dagger \beta - \bar{\beta} \beta^\dagger \right\}
$$

(A14)

Evaluating $U \hat{H} U^\dagger$ is straightforward, if a bit tedious. In the end we find that, when neglecting terms that are purely complex numbers (and therefore do not add to the dynamics), $\hat{H}$ can be written as

$$
\hat{H} = \hbar \Delta \alpha^\dagger \alpha + \hbar \Omega_m \beta^\dagger \beta + \hbar g (\alpha^\dagger \beta + \alpha \beta^\dagger) + \hbar g^*(\alpha \beta + \beta^\dagger \alpha) + i \hbar \sqrt{\kappa} (\epsilon_0 \alpha^\dagger - \epsilon_0^* \beta) + \hbar g_0 \alpha^\dagger (\bar{\alpha} + \bar{\beta})^\dagger + \hbar \sqrt{\kappa} (\epsilon_0 \alpha^\dagger - \epsilon_0^* \beta) + \hbar g_0 \alpha^\dagger (\bar{\alpha} + \bar{\beta})^\dagger,
$$

(A15)

with effective detuning $\Delta := \Delta_0 + g_0 (\beta + \beta^*)$ and effective coupling $g := g_0 \alpha$, all as long as $\alpha$ and $\beta$ satisfies the following coupled differential equations:

$$
\dot{\alpha} = -i [\Delta \alpha + g_0 (\beta + \beta^*)] \alpha - \frac{\kappa}{2} \alpha + \sqrt{\kappa} \epsilon_{\text{probe}}
$$

(A16a)

$$
\dot{\beta} = -i \Omega_m \beta + \mathcal{G}_{\text{env}} - i g_0 |\alpha|^2,
$$

(A16b)

where $\mathcal{G}_{\text{env}}$ equals $\mathcal{G}_{\text{RWA}} = -\frac{\gamma_p}{2} \beta$ or $\mathcal{G}_{\text{nonRWA}} = -\frac{\gamma_p}{2} (\beta - \beta^*)$, depending on the approximation. Throughout the calculations in the main body of the paper, we work in this displaced picture where $\alpha$ and $\beta$ are chosen to satisfy these equations. Note that if $\epsilon$ is substituted with $\epsilon_{\text{probe}}$, these values of $\alpha(t), \beta(t)$ are equal to the expectation values $\langle \hat{a}(t) \rangle, \langle \hat{b}(t) \rangle$ in the undisplaced picture.

The existence and nature of steady-state solutions to Eqs. (A16) are discussed in e.g. [30]. In the steady state, for constant $\epsilon_{\text{probe}}, \Delta$ and $g$ are approximately constant. In some cases, $g$ will be real, such as when $\Delta$ is set to 0 as in this paper. For sufficiently strong driving strengths $\epsilon_{\text{probe}}$ and not too strong feedback strengths $\epsilon_0$, the nonlinear term $h g_0 \bar{\alpha} \alpha^\dagger \beta \beta^\dagger$ may be neglected from the Hamiltonian. Thus, under these conditions, we obtain the Hamiltonian in Eq. (1). The system may exert nonlinear instabilities for very high values of $g$, but the exact instability points will depend on the single-photon coupling strength $g_0$ [41]. It should be noted that we have not given precise requirements or bounds on the values of $\epsilon_{\text{probe}}$ and $\epsilon_0$. These considerations are left for future studies.

Appendix B: Deriving the equations of motion

When deriving the covariance matrix elements in Eqs. (7), several smaller challenges must be dealt with: First of all, denoting the covariance of two arbitrary operators $\hat{A}$ and $\hat{B}$ by $\text{Cov}[\hat{A}, \hat{B}] = V_{\hat{A}\hat{B}} = \text{Re}(\langle \hat{A} \hat{B} \rangle) - \langle \hat{A} \rangle \langle \hat{B} \rangle$, we have that

$$
dV_{\hat{A}\hat{B}} = \frac{1}{2} (d \langle \hat{A} \hat{B} \rangle + d \langle \hat{B} \hat{A} \rangle - d \langle \hat{A} \rangle \langle \hat{B} \rangle).
$$

(B1)

The last term must be evaluated using the Itô Calculus product rule stating that for two functions $f$ and $g$ evolving according to the stochastic differential equations $df = f_1 dt + f_2 dW$ and $dg = g_1 dt + g_2 dW$, then:

$$
d(fg) = f_1 g_1 dt + (f_1 g_2 + g_2 f_1) dt dW + f_2 g_2 dW^2
$$

(B2)

While in normal calculus the term $df dg$ vanishes, as it is proportional to $dt^2$, here we have that

$$
d(fg) = f_1 g_1 dt + (f_1 g_2 + g_2 f_1) dt dW + f_2 g_2 dW^2
$$

(B3)

since $dW^2 = dt$.

Secondly, the differential equations for the variances will contain third order moments of $\hat{A}$ and $\hat{B}$, i.e. $\langle \hat{A}^2 \hat{B} \rangle$. However, because the quantum state is assumed to be Gaussian, such products can be expressed in terms of first and second order moments. This property has been noted before in e.g. Refs. [30, 42]. It can be shown by the use of Isserlis’ theorem. A specific instance of this theorem states that for three (classical) stochastic variables $X_1, X_2, X_3$ that follows a multivariate Gaussian distribution, it holds that [43]

$$
E[X_1 X_2 X_3] = E[X_1] E[X_2] E[X_3] + E[X_1 X_2] E[X_3] - E[X_1] E[X_2] E[X_3]
$$

(B4)

where $E$ is the classical expectation value (strictly different from the expectation value $\langle \ldots \rangle$ (non-italicized) used in the main text) defined by

$$
E[f(X)] = \int_{\mathbb{R}^n} f(x) p(x) dx,
$$

(B5)

and $\mu_i = E[X_i], i = 1, 2, 3$ is the means of $X_i$. In the above formula, $p(x)$ is the probability density function corresponding to the stochastic vector $X$ of length $n$. For a multivariate Gaussian distribution,

$$
p(x) = \frac{1}{(2\pi)^{n/2} |V|^{1/2}} \exp\left(-\frac{1}{2} (x - \mu)^T V^{-1} (x - \mu) \right)
$$

(B6)

where $\mu = E[X]$ and $V = E[(X - \mu)(X - \mu)^T]$. When working with Gaussian states in quantum information, the above formula exactly equals the form of the Wigner function $W(x)$ of the state $\hat{\rho}$ (See [31] for proper definitions). For the Wigner function, however, the ‘expectation value’ $E[\ldots]$ is not equal to the quantum expectation $\langle \ldots \rangle$. Rather, we have that for any function $f$, [44]

$$
E[f(X)] = \int_{\mathbb{R}^n} f(x) W(x) dx = \langle \hat{F}(\hat{X}) \rangle
$$

(B7)
where $\hat{F}$ is an operator function of the operators $\hat{X}$, that symmetrizes $f$. Specifically, $\hat{F}$ satisfies the properties

1. $\hat{F}(x) = f(x)$

2. $\hat{F}(P\hat{X}) = \hat{F}(\hat{X})$ For all permutations $P$.

In the above, $P\hat{X}$ represents a permutation of the elements in the vector of operators $\hat{X}$, e.g. swapping two elements.

As an example, if $f(x) = x^2y$, then $\hat{F}(\hat{X}) = \frac{1}{3}(\hat{X}^2\hat{Y} + \hat{X}\hat{Y}\hat{X})$, i.e. an average over all the ways the operators $(\hat{X}, \hat{Y}, \hat{Y}^2)$ can be ordered in a non-commutative product. This gives us:

$$\frac{1}{3}(\hat{X}^2\hat{Y} + \hat{X}\hat{Y}\hat{X}) = E[X^2Y]$$

The above sum of third order moments of $\hat{X}$ and $\hat{Y}$ can now be expressed as a sum of products of first and second order moments by application of Eq. B4. Applying identities such as the one above when evaluating $dV_{AB}$ for $A, B \in \{Q, P, X, Y\}$ leads us to the equations of motion in Eq. (7b).

**Appendix C: Positivity of the density matrix**

A real, symmetric, positive-definite matrix $V$ corresponds to the covariance matrix of a quantum state density matrix $\hat{\rho}$ if and only if $[31, 45]$

$$V + \frac{i}{2}\Omega \geq 0$$

where $\Omega$ is the symplectic form defined in Ref. [31, Eq. (2)]. Thus, if a given covariance matrix $V$ satisfies the above inequality, its associated density matrix must be positive, as this is one of the defining properties of a quantum density matrix.

As mentioned in Sec. II, the nonRWA model of the mechanical interaction with its environment as given in Eq. (3b) can occasionally produce non-positive density matrices, which will of course be an invalid result. Therefore, for all of the figures in the main text, we have checked that all of the underlying (numerically calculated) covariance matrices were verified to fulfill Eq. (C1).

**Appendix D: Asymptotic feedback**

In this section we derive the excess covariance matrix elements for $p/q \to \infty$ presented in Sec. IID. We focus on the nonRWA model with feedback that minimize the phonon number. The derivations for the RWA model and for feedback that optimize squeezing are similar and therefore omitted. The following derivations are valid under the conditions $\Gamma_m > 0, \kappa > 0, g > 0, \theta \in \mathbb{R}, p > 0, q > 0$, as well as the condition that the mechanical oscillator is underdamped, i.e. $\Gamma_m < 2\Omega_m$.

We are given the algebraic Riccati equation for the infinite-horizon optimal control problem:

$$P + A^T Y + Y A - Y B Q^{-1} B^T Y = 0,$$  \hspace{1cm} (D1)

where $A$, $B$, $P$, $Q$, and $Y$ are defined as in the main text. We normalize the equation by writing the rates of the system in units of $\Omega_m$, i.e. by dividing through by $\Omega_m$ and then performing the substitution $x \to x\Omega_m$ for $x \in \{ \Omega_m, \Gamma_m, g, \kappa \}$.

We solve for the $4 \times 4$ matrix $Y$ by finding eigenvalues and eigenvectors to the following $8 \times 8$ Hamiltonian matrix $H$ (not related to the energy operator):

$$H = \begin{bmatrix} A - B Q^{-1} B^T \\ -P & -A^T \end{bmatrix}$$

We find the following characteristic polynomial $ch(\lambda) = \det(H - \lambda I)$:

$$ch(\lambda) = -\frac{1}{8q} \left( \frac{\kappa}{2} - \lambda \right) \left( \frac{\kappa}{2} + \lambda \right) \left[ -8g \left( 4gs^2 - 4g\kappa^2 \lambda^2 + 2q \left( -\Gamma_m^2 \lambda^4 + \lambda^4 + 2\lambda^2 + 1 \right) \left( \kappa^2 - (2\lambda)^2 \right) \right) \right]$$

it is immediately apparent that

$$\lambda^\pm_1 = \pm \frac{\kappa}{2}$$

are two roots to $ch(\lambda)$ and thus eigenvalues to $H$. to find the rest of the eigenvalues, we divide out the roots and simplify the characteristic equation $ch(\lambda) = 0$ to find:

$$(ch(\lambda) = 0 \land \lambda \neq \lambda^\pm_1)$$

$$\iff 4g^2 \kappa (\lambda^2 - 1) + \frac{q}{p} \left[ \lambda^4 + \lambda^2 (2 - \Gamma_m^2) + 1 \right] \left( \lambda^2 - \left( \frac{\kappa}{2} \right)^2 \right) = 0$$

(D5)

Note that the above is a cubic equation in the variable $\sigma = \lambda^2$, so we can write it as

$$4g^2 \kappa (\sigma - 1) + \frac{q}{p} (\sigma^2 + \sigma (2 - \Gamma_m^2) + 1) \left[ \sigma - \left( \frac{\kappa}{2} \right)^2 \right] = 0.$$  \hspace{1cm} (D6)
In principle, this equation can be solved using the standard formula for a cubic equation. We can however simplify the problem slightly, as we are only interested in the limiting case $q/p \to 0$. Now, the second term on the left hand side of the above equation is directly proportional to $q/p$ and therefore goes to zero as $q/p$ goes to zero. This suggests that the cubic equation has a root $\sigma = \sigma_2$ for which $\sigma_2 \to 1$ as $q/p \to 0$. To prove this statement, write the root as $\sigma_2 := 1 + r_2$, where $r_2$, which we call the remainder of $\sigma_2$, is a complex number depending on the coefficients of the equation in (D6), in particular on $q/p$. If we substitute $\sigma = 1 + r_2$ into (D6), we get:

$$4g^2\kappa r_2 + \frac{q}{p} (1 + r_2)^2 + (1 + r_2)(2 - \Gamma_m^2) + 1 \times \left[(1 + r_2) - \left(\frac{\kappa}{2}\right)^2\right] = 0 \tag{D7}$$

It is clear that if we set $q/p = 0$ we have that $r_2 = 0$. Note that since the roots of a polynomial depend continuously on its coefficients, $r_2$ is a continuous function of $q/p$. Moreover, continuously increasing $q/p$ from zero will also continuously change $r_2$ (possibly branching into more than one root). Equivalently, there must exist at least one root for which its remainder $r_2$ goes to zero, as desired. We can also show how quickly $r_2$ goes to zero: multiplying by $q/p$ on both sides of Eq. (D7), we have

$$4g^2\kappa \frac{q}{p} + \frac{q}{p} \left[(1 + r_2)^2 + (1 + r_2)(2 - \Gamma_m^2) + 1\right] \times \left[(1 + r_2) - \left(\frac{\kappa}{2}\right)^2\right] = 0,$$

which can be rearranged to show that

$$\lim_{q/p \to 0} \left(\frac{q}{p}\right) r_2 = - \frac{(4 - \Gamma_m^2) \left[1 - \left(\frac{\kappa}{2}\right)^2\right]}{4g^2\kappa}. \tag{D8}$$

We reduce the characteristic equation further by dividing Eq. (D5) by $\sigma - \sigma_2$, which gives:

$$\frac{1}{4} \Gamma_m^2 \left(\kappa^2 - 4\right) + \frac{4g^2\kappa p}{q} - \frac{3\kappa^2}{4} + r_2^2 - \frac{1}{4} r_2 \left(4\Gamma_m^2 + \kappa^2 - 16\right) + 4 + \sigma \left(-\Gamma_m^2 - \frac{\kappa^2}{4} + r_2 + 3\right) + \sigma^2 = 0 \tag{D10}$$

We find the roots of the above quadratic using the quadratic formula: The discriminant of $d$ is

$$d = -16g^2\kappa^2 P^2 \frac{q}{q} + \Gamma_m + \frac{\kappa^4}{16} - 3r_2^2 + \frac{1}{2} \kappa^2 \left(-\Gamma_m^2 + r_2 + 3\right) + 2\Gamma_m^2 (r_2 - 1) - 10r_2 - 7r_2. \tag{D11}$$

In the expression for $d$, the term $-16g^2\kappa p/q$ is the only term proportional to $p/q$, while the other terms are constant or proportional to $r_2$ or $r_2$. Therefore, for sufficiently large values of $p/q$, $d$ is negative, or at least has negative real part as we do not yet know whether or not $r_2$ is real. Thus, the remaining roots to the characteristic equation are

$$\begin{align*}
\sigma_3 &= \frac{1}{2} \left(\Gamma_m^2 + \frac{\kappa^2}{4} - r_2 - 3 - i\sqrt{-d}\right), \tag{D12} \\
\sigma_4 &= \frac{1}{2} \left(\Gamma_m^2 + \frac{\kappa^2}{4} - r_2 - 3 + i\sqrt{-d}\right). \tag{D13}
\end{align*}$$

We can now deduce that for sufficiently large values of $p/q$, the re $r_2$ is real. This is because, when $r_2$ is sufficiently small, $\sigma_3$ and $\sigma_4$ are necessarily complex. Since the reduced characteristic equation (D6) has real coefficients, any complex roots must appear in conjugate pairs. The remaining root $\sigma_2 = 1 + r_2$ therefore has to be real, which proves that $d$ is real and negative.

We now have that the eigenvalues to $H$ with negative real part is $\lambda_1 = -\frac{\kappa}{2}$, $\lambda_i = -\sqrt{\kappa}i$, $i = 2, 3, 4$. Corresponding eigenvectors are denoted $v_i$, $i = 1, 2, 3, 4$. $\lambda_3$ and $\lambda_4$ are given by:

$$\begin{align*}
\lambda_3 &= -\sqrt{\sigma_3} = \sqrt{g} \sqrt{\frac{p}{q}} (-1 + i) + r_3 \tag{D14} \\
\lambda_4 &= -\sqrt{\sigma_4} = \lambda_3^* \tag{D15}
\end{align*}$$

where $r_3$ is a remainder that goes to zero as $q/p$ goes to zero.

It is easy to show that an eigenvector corresponding to $\lambda_1$ is $v_1 = [0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0 \ 0]^T$. Through Gauss-Jordan elimination of $H - \lambda_1 I$, with $I$ being the $(8 \times 8)$ identity matrix, we find that

$$v_2 = \begin{bmatrix}
\frac{-1}{\sqrt{r_2 + 1}} \\
\frac{r_2 + 1}{\sqrt{r_2 + 1}} \\
\frac{-\kappa p \sqrt{r_2 + 1 + 2p}}{\sqrt{r_2 + 1 + 2p}} \\
\frac{-\kappa p \sqrt{r_2 + 1 + 2p}}{\sqrt{r_2 + 1 + 2p}} \\
\frac{-\kappa p \sqrt{r_2 + 1 + 2p}}{\sqrt{r_2 + 1 + 2p}} \\
\frac{-\kappa p \sqrt{r_2 + 1 + 2p}}{\sqrt{r_2 + 1 + 2p}} \\
\frac{-\kappa p \sqrt{r_2 + 1 + 2p}}{\sqrt{r_2 + 1 + 2p}} \\
\frac{-\kappa p \sqrt{r_2 + 1 + 2p}}{\sqrt{r_2 + 1 + 2p}} \\
\end{bmatrix}. \tag{D16}$$
\[
\begin{align*}
\mathbf{v}_3 &= \begin{bmatrix}
-(1-i)\Gamma_m \sqrt{p} \sqrt{q} + 2g \sqrt{\frac{p}{q}} + r_3 \left( \Gamma_m + (2-2i) \sqrt{p} \sqrt{q} \right) + r_3^2 + 1
\end{bmatrix} \\
&- \begin{bmatrix}
-(1-i)\Gamma_m \sqrt{p} \sqrt{q} - 2g \sqrt{\frac{p}{q}} + r_3 \left( \Gamma_m + (2-2i) \sqrt{p} \sqrt{q} \right) + r_3^2 + 1
\end{bmatrix} \\
&- \begin{bmatrix}
-(1-i)\Gamma_m \sqrt{p} \sqrt{q} + 2g \sqrt{\frac{p}{q}} + r_3 \left( \Gamma_m + (2-2i) \sqrt{p} \sqrt{q} \right) + r_3^2 + 1
\end{bmatrix} \\
&- \begin{bmatrix}
-(1-i)\Gamma_m \sqrt{p} \sqrt{q} - 2g \sqrt{\frac{p}{q}} + r_3 \left( \Gamma_m + (2-2i) \sqrt{p} \sqrt{q} \right) + r_3^2 + 1
\end{bmatrix}
\end{align*}
\]

\[\mathbf{v}_4 = \mathbf{v}_3^*\]

These expressions all hold for sufficiently small values of \(r_2\) and \(r_3\).

The algebraic Ricatti equation (D1) is now solved as follows: Define an \(8 \times 4\) matrix \(\mathbf{U}\) and two \(4 \times 4\) matrices \(\mathbf{U}_1\) and \(\mathbf{U}_2\) by

\[
\mathbf{U} := \begin{bmatrix} \mathbf{U}_1 & \mathbf{U}_2 \end{bmatrix} = \begin{bmatrix} \mathbf{v}_1 & \mathbf{v}_2 & \mathbf{v}_3 & \mathbf{v}_4 \end{bmatrix}.
\]

Then it holds that [46]

\[\mathbf{Y} = \mathbf{U}_2 \mathbf{U}_1^{-1}\]

is the unique stabilizing solution to (D1), i.e. the unique solution that renders the matrix \(\mathbf{A} - \mathbf{BQ}^{-1} \mathbf{B}^T \mathbf{Y}\) asymptotically stable (eigenvalues with all negative real parts) [17].

We find that \(\mathbf{Y}\) is of the form

\[
\mathbf{Y} = \begin{bmatrix} y_{11} & y_{12} & y_{13} & 0 \\
0 & 0 & 0 & 0 \\
y_{12} & y_{22} & y_{23} & 0 \\
y_{13} & y_{23} & y_{33} & 0 \\
y_{13} & y_{23} & y_{33} & 0 \\
0 & 0 & 0 & 0 \end{bmatrix}
\]

The above entries \(y_{ij}\) are all complicated expressions of the system parameters and \(r_2\) and \(r_3\), and will not be written in full here. We are only interested in their behavior as \(p/q\) goes to infinity. Note that we only care about the terms \(y_{13}, y_{23}\), and \(y_{33}\), as they are the only terms appearing in the Kalman Gain matrix

\[
\mathbf{K} = \mathbf{Q}^{-1} \mathbf{B}^T \mathbf{Y} = \frac{\sqrt{p}}{q} \begin{bmatrix} y_{13} & y_{23} & y_{33} & 0 \\
0 & 0 & 0 & 0 \end{bmatrix}.
\]

We find that

\[
\begin{align*}
y_{13} &= -q \left( \frac{\sqrt{p}}{\kappa q} + O \left( \frac{\sqrt{p}}{q} \right) \right) \\
y_{23} &= -q \left( \frac{\sqrt{p}}{\kappa q} + O \left( \frac{\sqrt{p}}{q} \right) \right) \\
y_{33} &= 2q \left( \frac{\sqrt{p}}{\kappa q} + O(1) \right)
\end{align*}
\]

The lower-order terms of \(\mathbf{K}\) are not important; note however that, from the fact that \(\mathbf{Y}\) is the unique stabilizing solution, it follows that \(\mathbf{Y}\) is real, and thus also \(\mathbf{K}\) is real.

With the above expression for \(\mathbf{K}\), we can now solve the Lyapunov equation for the excess covariance matrix \(\mathbf{V}_{\mathbf{X}X}^E\):

\[
\mathbf{N} \mathbf{V}_{\mathbf{X}X}^E + \mathbf{V}_{\mathbf{X}X}^E \mathbf{N}^T + \mathbf{F}^T \mathbf{F} = 0
\]

with \(\mathbf{N} = \mathbf{A} - \mathbf{BQ}^{-1} \mathbf{B}^T \mathbf{Y}\) and \(\mathbf{F} = \mathbf{CV}_{\mathbf{X}X}^E + \mathbf{G}\). Equation (D25) is a linear system of equations in the entries of \(\mathbf{V}_{\mathbf{X}X}^E\) and are therefore straightforwardly solved. We then take the limit of the solutions to these equations as \(p/q \to \infty\) to obtain the expressions in Sec. II.D.

**Appendix E: Finite feedback strength**

In this section we investigate the unconditional state as a function of the feedback strength. In the main text, we are primarily concerned with the state in the limit \(p/q \to \infty\). One may however ask how large a value of \(p/q\) is necessary in order that the unconditional state is ‘close enough’ to its limit value. This is relevant since if the feedback control field \(\epsilon_0\) is comparable to or exceeds the probe strength \(\epsilon_{\text{probe}}\), the linearisation in Appendix A is questionable and the results shown in the main text are likely not experimentally realisable.

Under the optimal control scheme, the feedback is set to \(\mathbf{u} = -\mathbf{K} (\hat{\mathbf{X}}) \epsilon\). Its mean value is \(\mathbf{E}[\mathbf{u}] = -\mathbf{K} \mathbf{E}[\hat{\mathbf{X}}] \epsilon\). Its variance is given by

\[
\mathbf{V}_{\mathbf{uu}} = \mathbf{E}[\mathbf{u}(\mathbf{u})^T] = \mathbf{K} \mathbf{V}_{\mathbf{X}X}^E \mathbf{K}^T.
\]
instead of $\sigma_{xh}$, as indeed, $\epsilon_{h} = x_{h}$ (since $\epsilon_{h} = x_{h} + iy_{h}$ and $y_{h} = 0$). Note that $\sigma_{xh} \to \infty$ for $p/q \to \infty$. This is because $K$ increases as $\sqrt{p/q}$ to leading order (see e.g. Eq. (17)) and $V_{XX}^{E}$ does not go to zero as $p/q \to \infty$.

To demonstrate how large the feedback strength needs to be in order that the limiting unconditional state is approximately realized, we use as an example the parameters from Ref. [7] used in Sec. IV.

From Eq. (A16a), one finds in the steady state with the effective detuning $\Delta = 0$ that

$$g = g_{0} \frac{2\epsilon_{\text{probe}}}{\sqrt{\kappa}} \quad \iff \quad \epsilon_{\text{probe}} = \frac{g}{g_{0}} \frac{\sqrt{\kappa}}{2}. \quad (E2)$$

Using the reported value in Ref. [7] of the single photon coupling strength $g_{0} = 2\pi \cdot 127$ Hz and the coupling strength $g = 3.1 \times 10^{5}$ Hz yields $\epsilon_{\text{probe}} = 2.0 \times 10^{6}$ Hz.

In Fig. 9, we compare the unconditional phonon number $n$ at a finite feedback strength $\sigma_{xh}$ with the phonon number at $p/q \to \infty$, denoted $n_{\infty}$. The plot is for the non-RWA model, but the results are identical to the RWA model in this case. As seen on the figure, $n$ is already very close to $n_{\infty}$ at $\sigma_{xh}/\epsilon_{\text{probe}} = 10^{-3}$. In other words, a feedback strength far less than the probe strength is needed to reach the limit unconditional phonon number. This example shows that, for at least one set of parameters, the limit unconditional states presented in the paper are approximately reachable experimentally without compromising linearity.

![FIG. 9: Unconditional phonon number $n$ versus feedback strength $\sigma_{xh}$. The phonon number $n$ is normalized by its value at infinite feedback strength $n_{\infty} = 1.38$, while $\sigma_{xh}$ is normalized by the probe strength $\epsilon_{\text{probe}} = 2.0 \times 10^{6}$ Hz. The non-RWA model is used for $\theta = \pi/2$. The dotted line marks the asymptotic value $n/\epsilon_{\text{probe}} = 1$. Feedback cost parameters range from $p/q = 10^{3}$ to $p/q = 10^{10}$. Other parameters used for this plot are $\Omega_{m} = 2\pi \cdot 1.139$ MHz, $Q_{m} = 1.03 \cdot 10^{9}$, $\kappa = 2\pi \cdot 15.9$ MHz, $\eta = 0.77$, $T = 300$ K and $g = 3.1 \times 10^{5}$ Hz.](image)
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