ABSTRACT: In ligand-based drug design, quantitative structure–activity relationship (QSAR) models play an important role in activity prediction. One of the major end points of QSAR models is half-maximal inhibitory concentration (IC$_{50}$). Experimental IC$_{50}$ data from various research groups have been accumulated in publicly accessible databases, providing an opportunity for us to use such data in predictive QSAR models. In this study, we focused on using a ranking-oriented QSAR model as a predictive model because relative potency strength within the same assay is solid information that is not based on any mechanical assumptions. We conducted rigorous validation using the ChEMBL database and previously reported data sets. Ranking support vector machine (ranking-SVM) models trained on compounds from similar assays were as good as support vector regression (SVR) with the Tanimoto kernel trained on compounds from all the assays. As effective ways of data integration, for ranking-SVM, integrated compounds should be selected from only similar assays in terms of compounds. For SVR with the Tanimoto kernel, entire compounds from different assays can be incorporated.

INTRODUCTION

In ligand-based drug design, quantitative structure–activity relationship (QSAR) models play an important role in predicting compounds' biological activity and/or toxicity.\textsuperscript{1,2} Thanks to accumulated experimental data registered in publicly available databases and integration of these databases,\textsuperscript{3–7} collecting heterogeneous data for building QSAR models has become easy, and large-scale analyses have become popular. These large-scale analyses are indispensable for new development of QSAR modeling strategies.\textsuperscript{8–10} As objective end points of QSAR models, the half-maximal inhibitory concentration (IC$_{50}$), the inhibition constant (K$_i$), the half-maximum effective concentration (EC$_{50}$), and the dissociation constant (K$_d$) are commonly employed.\textsuperscript{11–13} However, IC$_{50}$ and EC$_{50}$ are theoretically assay-specific measurements, and so in contrast to equilibrium constants, these values are comparable only when the data are from compounds in a single assay. Nevertheless, several studies have used mixed IC$_{50}$ data for QSAR model construction because of the limited numbers of data points from single assays, and such QSAR models have sometimes shown satisfactory predictive ability.\textsuperscript{6,14,15} These results are in agreement with the finding by Kalliokoski et al., mixing IC$_{50}$ from different assays add a moderate amount of noise to the entire data set.\textsuperscript{16} Noises by data integration partly arise from experimental uncertainty. Using heterogeneous compounds from the ChEMBL database, the uncertainty in K$_i$ was estimated as a mean unsigned error of between 0.44 and 0.48 pK$_i$ units.\textsuperscript{17} Whether mixed IC$_{50}$ data contribute to the performance improvement of QSAR models or not was previously investigated using a case study for HIV-1 reverse transcriptase inhibitors by Tarasova and co-workers.\textsuperscript{18} They used the Integrity\textsuperscript{19} database with an assay description for building global and assay-type-based QSAR models. They observed that the predictive ability of QSAR models using compounds from a specific type of biological assay was better than using mixed IC$_{50}$ data, although the trend was not clear when the ChEMBL database was employed.

The method of using end point data from multiple assays without any mathematical transformation can be regarded as a data integration. Ideally, all IC$_{50}$ values from different assays should be standardized to a comparable form (e.g., K$_i$). However, this requires precise assay information and assumptions about the inhibition mechanism,\textsuperscript{20} which are impossible to access or difficult to obtain for many data sets.

Finding a proper data integration strategy for QSAR modeling is important because it could compensate for the lack of experimental data from single assays. Furthermore, as long as a biological target–inhibitor pair annotated with an
IC50 value is found in publicly available databases, data integration strategies could also provide a way of taking advantage of these accessible databases.

A method for integrating compounds with IC50 values from different assays to predict IC50 values for a specific target assay was previously proposed. In this method, IC50 values from multiple assays are calibrated to the targeted one based on a shared active compound, for which IC50 values were measured in both assays to be integrated (see the scaling method in the Materials and Methods section). Although this method is reasonable, it has the disadvantage of requiring a shared (control) active compound among all assays.

Predicting exact end point values is sometimes too excessive, particularly in virtual screening. Rather, prioritizing compounds to be tested or synthesized next is sometimes sufficient. The concept of learning to rank (LTR) fits this purpose. LTR is a class of algorithms for building ranking models in which test compounds are ranked on the basis of ranking information about training compounds (i.e., the relative strength of their inhibition ability). LTR-based models have been reported to outperform the traditional regression-based models in both assays to be integrated (see the scaling method in the Materials and Methods section). This is partly because model training based on ranking information can eliminate the experimental uncertainty of end point values and compensate for small sample size by transforming activity values into pairwise orderings. Furthermore, LTR provides a natural method to integrate ranking information from different assays.

Herein, we propose prediction strategies to create ranking-oriented QSAR models by integrating data from different assays to improve the models’ predictive ability. Ranking-SVM has been used for this purpose, and various criteria for data integration have been tested to derive the best strategy. The logarithm of inverse IC50 (pIC50) was the tested end point in this study. Our validation scheme using the ChEMBL databases and bootstrap test repetition revealed that ranking-support vector machine (ranking-SVM) with the integration of compounds across similar assays and support vector regression (SVR) with the Tanimoto kernel with the incorporation of compounds across all the assays gave more stable and better performance than other methods.

### MATERIALS AND METHODS

**Assay-Wise Activity Data Sets.** Assay-based (AB) active compounds for various biological targets were extracted from the ChEMBL database (version 24). As an activity measurement, IC50 was measured in nanomolar standard units (nM).

- **MATERIALS AND METHODS**
remaining assays with the corresponding biological target names and the number of compounds are reported in Table 1.

Cyclooxygenase 1 Data Sets. For direct comparison of the ranking-oriented QSAR models for data integration with previously proposed data integration methods published using the same data, human cyclooxygenase 1 (COX 1) data sets were prepared by downloading assay-wise compounds from the ChEMBL database (version 25) based on the compounds’ CHEMBL Assay IDs. Consequently, 12 assays were collected, and the average number of compounds per assay was 29. Only 9 assays are eligible for applying the scaling method. The assays for these COX 1 data sets are also reported in Table 1.

Validation Scheme. A validation scheme was established to evaluate whether data integration of different assays improves the QSAR methods’ performance (Figure 1). For each assay of a biological target, the compounds with IC50 values were equally split into training and test data sets (Assay α in Figure 1). Other assays can also be incorporated into Assay α depending on the integration strategies (see the Data Integration Strategies section) used to form an integrated training set for ranking-oriented QSAR models. Ranking-oriented QSAR models predict the relative rankings of test compounds. Although individual compounds’ IC50 values vary based on assay conditions, the relative potencies of a set of compounds are preserved throughout each assay. Therefore, compound rankings can serve as trustworthy information over different assays. Compounds are ranked in the ascending order of IC50 values (compounds with low IC50 values have high rankings). These ranking-oriented QSAR models predict compounds’ rankings on the basis of their IC50 values. This procedure was repeated 10 times by using a random number generator to change the random seed for splitting of the training/test data sets, unless the number of training and integrated compounds was <5. The training and integrated compounds were excluded from the test set, preventing duplication between the training and test data sets.

Model performance was evaluated using test data sets in terms of the Kendall rank correlation coefficient between the compounds’ rankings based on the measured IC50 values and their predicted rankings:

\[
\eta_k = \frac{G - H}{\frac{n(n - 1)}{2}}
\]

where \(n\) is the number of test compounds and \(G\) and \(H\) are the total number of concordant and discordant pairs, respectively.

Molecular Representations. As a molecular representation, the extended connectivity fingerprints with a bond diameter of 4 (ECFP4)26 were folded into a 2048-bit vector by a modulo operation. The ECFP4 fingerprints were generated using in-house Python scripts with the aid of the OEChem toolkit.

Modeling Methods Combined with Data Integration. There are several LTR model construction methods and approaches. In this study, we focused on ranking-SVM with the linear kernel function as an LTR method. As a regression method, partial least-squares regression (PLS-R) and SVR with the Tanimoto kernel function were employed to create the IC50 prediction models. The target end point was pIC50. These models were trained on (non)integrated data sets based on data integration strategies. Furthermore, for PLS-R and SVR models, the previously proposed “scaling” and “nonscaling” (NSC) potency integration methods were applied. Afterward, the predicted pIC50 values from the regression models were converted to corresponding rankings.

Representations of Assay Information for Regression Modeling. Two types of representations were introduced to the PLS-R and SVR models to describe the assays: one was one-hot encoding and the other was the statistical values of IC50 from the assays. In the latter case, the statistics of within-assay IC50 values (i.e., the minimum, first quartile, median, third quartile, and maximum) were used as descriptors. These descriptors and ECFP4 fingerprints were concatenated to form a set of descriptors including assay information. The statistical values of IC50 from assays were used only for PLS-R models to avoid including additional parameters of kernel functions in SVR.

Ranking-SVM. Ranking-SVM, which is a variant of SVM, is a commonly used LTR modeling method. Ranking-SVM uses a pairwise ranking algorithm. The idea of the pairwise algorithm is to transform the ranking problem into a pairwise classification problem, as follows:

Figure 1. Validation protocols for assay integration in QSAR modeling.
minimize $\frac{1}{2}w^Tw + C\sum \xi_{i,j,k}$

s.t. $\forall i, j, k, \forall \xi_{i,j,k} \geq 0$

$\forall (c_i, c_j) \in R_k$

$w^T(\Phi(a_k, c_i) - \Phi(a_k, c_j)) \geq 1 - \xi_{i,j,k}$

Suppose that $c_i$ and $c_j$ are two compounds. If the rank of $c_j$ is higher than that of $c_i$ in the assay $k$ using a certain ranking metric $r$, we can denote $(c_i, c_j) \in R_k$, $w$ is the weight vector to be optimized. $\Phi(a, c)$ is a mapping onto features that describe a feature, taking into account both the chemical structure $c$ and assay $k$. $C$ is a hyperparameter that determines the tradeoff between the margin size and training error. $\xi$ is the SVM slack variable, which allows misclassification during SVM model training. Within assay $k$, when compound $i$ had a smaller IC50 value than compound $j$, the ranking-SVM model was trained so that $w^T\Phi(a_k, c_i)$ became greater than $w^T\Phi(a_k, c_j)$. In the objective function for the training error, $\xi_{i,j,k}$ is only applied for compounds within the same assay. In the ranking-SVM method, designing the mapping function of $\Phi(a, c)$ is important yet difficult. In this study, only a compound-based (CB) representation (i.e., ECFP4) was used as the mapping function. Adding a constant value to each assay values (e.g., one-hot representations) does not change the output of ranking-SVM models that employ the linear kernel function because training errors solely depend on within-assay data, and such constant values would be cancelled out in the constraint function above. SVM-rank by Cornell University was used to create the ranking-SVM models.

**Scaling and NSC Methods.** In the NSC method, a QSAR model is built using compounds from different assays without any corrections to their IC50 values. This corresponds to creating a QSAR model of pIC50 for a biological target using active compounds extracted from different assay sources, such as the ChEMBL database. In contrast, the scaling method merges compound data sets from different assays by calibrating their IC50 values using a reference compound tested in the multiple assays. In a previous study, celecoxib was employed as the reference compound for COX 1 data sets, and IC50 values from nine training assays were calibrated so that the IC50 values of celecoxib became identical across the assays. In this study, the scaling method was also used combined with PLS-R and SVR, followed by ranking based on the predicted pIC50 values. To apply the scaling method, compounds with the same identity are necessary to calibrate the IC50 values across different assays.

**Data Integration Strategies.** Before constructing a QSAR model of IC50 (or rankings) for a specific target assay, IC50 data from different assays can be merged into the training data set to enhance the model predictive ability. When merging data from different assays, similar compounds play an important role according to the concept of the applicability domain. The concept of the applicability domain relates to the similarity principle of QSAR, where similar compounds exhibit similar activity. Limiting the compounds or assays to be integrated is preferable to using the entire library of compounds in all assays. Here, we propose two types of data integration strategies: AB and CB.

**AB Integration.** In AB integration, for predicting IC50 values for compounds in a specific assay, whole compounds from similar assays were merged into the training data. The concept of AB integration is illustrated in Figure 2A. Whether or not compounds are integrated is determined on the basis of assays. In Figure 2A, compounds from different assays are plotted in different colors. Compounds in the assays are integrated when they are within a certain distance threshold from the test assay. The distance between two assays is determined by the Euclidean distance between the means of the assay compounds using ECFP4 fingerprints (Figure 2B). Euclidean distances of 3.0, 5.0, and 7.0 were established as threshold values. For example, when compounds in assay D were tested using a threshold of 3.0, the compounds in assay E were integrated into the construction of the model (Figure 2).

**CB Integration.** In contrast to merging whole compounds in assays, CB integration selects compounds from multiple assays on the basis of individual compound distances to test compounds (Figure 3). As a result, only similar compounds from multiple assays are merged into the training data set. This similarity premise is not guaranteed when using AB integration. In this study, the Tanimoto similarity using ECFP4 was employed to define the similarity between compounds. The Tanimoto similarity values of 0.15 and 0.3 were tested as thresholds for data integration. The integration

![Figure 2](https://doi.org/10.1021/acsomega.1c00463)

**Figure 2.** Depiction of assay distance for data integration. As an exemplary case, the chemical space of ErbB1 inhibitors from several assays is visualized (A) using t-distributed stochastic neighbor embedding (t-SNE). Extended connectivity fingerprints with diameter of 4 (ECFP4) were used as a molecular representation. The corresponding distance matrix is shown in (B).

![Figure 3](https://doi.org/10.1021/acsomega.1c00463)

**Figure 3.** CB integration for QSAR model training. For test compounds in the red-shaded circle, integrated compounds from various assays are specified on the t-SNE surface. The yellow-shaded circles represent distance thresholds within which compounds are integrated into training of QSAR models of potency rankings.
criteria were also applied to the training compounds in the test assay, resulting in some of the training compounds unused.

**Model Selection Scheme.** In practical application, the best regression method with a data integration strategy should be determined for a given data set. For example, for some data sets, a simple PLS without data integration might work better than a rather complicated ranking-SVM method with the AB data integration strategy. To identify a proper model and a data integration strategy based solely on a training data set consisting of compounds with IC_{50} values, leave-one-out cross validation (LOOCV) was conducted. The Kendall rank correlation coefficients were calculated between the LOOCV-based rankings and actual rankings of the training compounds. When the ranking of a single compound was predicted using ranking-SVM, the single compound was ranked along with the rest of the holdout training compounds.

## RESULTS AND DISCUSSION

### Overall Performance Comparison

For each assay of a biological target, 20 strategies for rank prediction were tested. These strategies comprised ranking-SVM (nonintegration), ranking-SVM using CB-integrated data with three different similarity thresholds, ranking-SVM using AB-integrated data with three different distance thresholds, PLS-R and SVR using training data (nonintegrated), PLS-R and SVR using CB-integrated data with three different thresholds, PLS-R and SVR using the scaling method, PLS-R and SVR using one-hot vectors for the representation of assays, and PLS-R using AB descriptors. SVR using AB descriptors was not adopted because the Tanimoto kernel could not be applied. When CB-integrated data were used with PLS-R and SVR, the NSC method (i.e., simply using the nominal IC_{50} values from different assays) was employed. For each test data set, 20 strategies were ranked based on the Kendall rank correlation coefficient, and these rankings were collected over all 23 targets (excluding COX 1 from Table 1) to observe the distribution of method rankings. The results are presented in Figure 4 as violin plots and in Table 2 as representative statistics (mean and standard deviation). In Table 2, the statistics based on the median ranking for each assay (across 10 repetitions) are also reported to avoid including outliers. Furthermore, for comparing the Kendall rank correlation coefficients between two methods, paired t-tests were model performance using each of the 125 assays over the 23 biological targets were conducted. Among the nonintegrated strategies, ranking-SVM showed superior performance to PLS-R (p-value: 0.035 from two-tailed t-test). Because both modeling methods were linear, model construction with the LTR method was better than linear regression followed by ranking transformation based on predicted pIC_{50} values. Furthermore, comparing SVR with the Tanimoto kernel to ranking-SVM without data integration, SVR–Tanimoto was also less accurate than ranking-SVM, and the margin was larger than PLS (p-value: 0.008).

Focusing on different data integration strategies using PLS-R, the scaling method exhibited almost the same performance (mean of median rankings: 12.15) as the NSC method (PLS/NSC/CB/thres0.0: 12.24) and other traditional strategies (PLS/categorized by one-hot: 11.58, PLS/potency information: 12.35). Thus, the scaling method was not observed to have any advantages for ranking compounds.

However, using the SVR–Tanimoto kernel showed merits by data integration. When including the rest of assays in training data sets, the method placed a higher position (8.49) than simple SVR (10.93) supported by p-value: 0.000 from the two-tailed t-test. For this method, introducing similar compounds to training data sets did not increase the predictive ability of the models (SVR/NSC/CB/thres0.3: 8.65).

Ranking-SVM without data integration showed superior performance (mean of median rankings: 8.50) to PLS models, and integrating all the compounds from all assays for the analysis of a target drastically deteriorated the model’s performance (12.54) (p-value: 0.000). When CB integration
was applied to this method, performance improved significantly (SVM-rank/CB/thres0.3: 9.66) (p-value: 0.000).

In contrast, when AB methods were used, the smaller the neighborhood similarity threshold used, the better the ranking-SVM model performed. This result implies that integrating all compounds in a similar assay, a choice that is also defined by the compound distance, assured the selection of very similar compounds and also a sufficient number of compounds into the training data set. The best performance of ranking-SVM was observed when using ranking-SVM with AB integrated with a threshold distance of 3.0 (8.46). However, the

Figure 5. Performance comparison with/without data integration. Kendall rank correlation coefficients for estrogen receptor alpha as a target by (a) SVM-rank-based methods, (b) PLS-based (numerical prediction) methods including the scaling method, (c) SVR-based (numerical prediction) including the scaling method.
difference in performance from nonintegrated ranking-SVM was marginal (8.50) and not significant (p-value: 0.824).

We observed that whether or not data integration improved the models’ predictive ability depended on the target. Entire target-wise methodological comparison results are presented in Figures S1–S23 and Tables S2–S4 in the Supporting Information. Figure 5 shows the Kendall rank correlation coefficients of each integration strategy for assays on estrogen receptor alpha. As shown in Figure 5a, for assay 306245, ranking-SVM using all compounds in all assays (CB/thres0.0) performed better than the nonintegrated strategy. In contrast, for assay 371967, this integration strategy performed worse than the nonintegrated strategy. Overall, the CB-integrated strategy with a threshold of 0.3 worked well for this target. The results also support our recommendation of integrating a similar but sufficient number of compounds into the models to generate stable predictive performance. Among the PLS-R methods, the best-performing methods were not consistent among the assays for this target (Figure 5b). The threshold value of 0.3 showed better results than other thresholds, but this was not true for some targets (e.g., assay 306245). For this target, the scaling method did not show much advantage over the other integrated strategies but showed better performance than the methods without data integration. When SVR with the Tanimoto kernel was used, integrating all the compounds from the assays performed better than nonintegrated models (Figure 5c). No sudden performance deterioration was observed for assay 371967 by data integration in contrast to ranking-SVM. Comparing with ranking-SVM models, SVR models gave a stabler performance based on the variance of the Kendall rank correlation coefficient values. The means of the standard deviations across the assays by ranking-SVM and SVR using all the compounds from all the assays for this specific target were 0.06 and 0.03, respectively.

**Chemical Space of Two Exemplary Targets.** Our next question was in which cases AB-integrated training data could improve the model performance in ranking-SVM. To answer this question, two extreme cases (targets) were extracted and their chemical spaces were visualized using t-SNE. One target was hERG, for which the AB integration method effectively worked. The other was the epidermal growth factor receptor erbB1, for which AB integration impaired model performance. For hERG, the integrated model improved significantly without similarity restriction (SVM-rank/CB/thres0.0) (Figure 6A), as did AB integration strategies with distance thresholds of 7.0 and 5.0. In contrast, for ErbB1, AB and CB data integration impaired ranking-SVM model performance (Figure 6B). Interestingly, SVR with the Tanimoto kernel showed a stable performance by simply merging all the assays into training data to construct models. For hERG, the scaling method with SVR worked in contrast to PLS. For ErbB1, for which data integration did not contribute to performance improvement when ranking-SVM was used, data integration gave predictive performance at the same level as without data integration. This implies that traditional SVR with the Tanimoto kernel with CB integration (or one-hot representation) could be a first choice for predicting rankings of compounds for a specific target assay.

Two t-SNE maps using ECFP4 fingerprints for inhibitors of hERG (Figure 7a) and ErbB1 (Figure 7b) showed discrepancies of their compound distributions in the chemical space. hERG inhibitors from multiple assays occupied a wide range of chemical space. In contrast, ErbB1 inhibitors formed clusters based on their source assays, meaning that the compounds tested by the assays were different chemotypes. This also implies that it is difficult to find shared features that can increase model performance when the compounds in the assays do not share the same chemical space. Our current AB integration criterion (i.e., distances between means of compounds across assays) was not sufficient in this way. Further improvement of the integration criterion should be tested to consider information from compound distributions.

**Selection of the Best Predictive Model.** Our analysis revealed that the model performance was highly dependent on the data set and assays employed. Therefore, selecting the optimal method based on a certain validation scheme was
important. For this purpose, model selection using LOOCV was tested to identify the optimal model from the 14 modeling strategies employed without “SVR with Tanimoto kernels” for saving the calculation cost. However, models selected using LOOCV did not perform well on the test compounds at all. Only 13 of 125 assays outperformed the best-performing model (i.e., ranking-SVM using AB-integrated data with a threshold of 3.0). An exemplary target (hERG) is presented in Figure 8, which shows that the model selected by LOOCV was inferior to nonintegrated or AB-integrated data for most assays.

Performance Comparison Using COX 1 Data Sets.

Overall, ranking-SVM using AB-integrated training data with a distance threshold of 5.0 and SVR with the scaling method showed the best performance of all methods (mean of rankings: 6.77 for ranking-SVM/AB/thres5.0, 7.10 for SVR/scaling) (Figure 9). PLS-R with the scaling method was slightly superior to the NSC method by 0.57 in terms of the mean of rankings. In PLS-R, performing data integration using one-hot vectors or potency information gave higher predictive ability than using the scaling method. The means of performance rankings produced using one-hot vectors and potency information were 10.97 and 9.97, respectively. The average number of assays integrated when using AB integration with thresholds of 5.0 and 3.0 were 1.78 and 0.13, respectively. Collecting assay data including similar compounds improved

the predictive ability of the ranking-SVM models. In SVR with the Tanimoto kernel, the scaling method gave the highest performance (7.10), and the difference between nonintegrated and scaling-SVR was slightly significant (p-value: 0.104). This strategy showed almost identical performance with SVR with the one-hot vector (8.88) and NSC (8.70), and p-values were 0.346 and 0.362, respectively.

■ CONCLUSIONS

Integrating heterogeneous data from various assays to predict IC₅₀ values for a target assay is important because it could compensate for a lack of experimental data from single assays and could make use of accumulated data from different sources. In this study focusing on ranking-oriented QSAR models, our proposed ranking-SVM method using AB-integrated data with a limited distance threshold outperformed
other nonintegrated strategies. It performed as good as SVR with the Tanimoto kernel using all the compounds from different assays. The performance validation of 20 different prediction strategies using ChEMBL data sets across 23 biological targets revealed that many compounds from similar assays, as defined by distances between compounds, can provide important benefits in terms of data integration when combined with ranking-SVM. Although the overall performance of ranking-SVM using only compounds from a target assay was comparable, the AB integration method was statistically better than the nonintegrated method for some assays.

Ranking-SVM might work better when compound distributions of different assays share regions of chemical space, judging by our visual inspection of t-SNE-based chemical space. Nevertheless, when employing SVR with the Tanimoto kernel as a predictive model, simple data integration worked as good as ranking-SVM-based strategies. In this case, the scaling method and using one-hot vector encoding of assay information were also preferable.

When using the COX 1 data sets, ranking-SVM with the integration of AB data with a distance threshold of 5.0 outperformed PLS-based methods, but not SVR with the Tanimoto kernel-based methods. This result also supports that using compounds from similar assays is important when employing ranking-SVM models. One possible improvement could be the refinement of the definition of similarity between assays. The mean of compound descriptor values (i.e., the assay center) does not provide information about the distribution of compounds across the assay. This is our next challenge to improve the practicality of ranking-oriented QSAR models.
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