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The dynamics of the geometric phase are studied in inhomogeneous quantum spin chains after a quench. Analytic expressions of the Pancharatnam geometric phase (PGP) \( G(t) \) are derived, for both the period-two quantum Ising chain (QIC) and the disordered QIC. In the period-two QIC, due to the periodic modulation, the PGP changes with time at the boundary of the Brillouin zone, and consequently, the winding number \( \nu_D(t) = \int_0^\pi [\partial \phi^G(t)/\partial k] dk / 2\pi \) based on the PGP is not quantized and thus not topological anymore. Nevertheless, the PGP and its winding number show non-analytic singularities at the critical times of the dynamical quantum phase transitions (DQPTs). This relation between the PGP and the DQPT is further confirmed in the disordered QIC, where the winding number is not defined. It is found that the critical time of DQPT inherited from the homogeneous system and the additional one induced by the weak disorder are also accompanied by the non-analytic singularity of the PGP, by decomposing the PGP into each quasiparticle mode. The connection between the non-analytic behavior of the PGP at the critical time and the DQPT, regardless of whether the winding number is topological, can be explained by the fact that they both arise when the Loschmidt amplitude vanishes.

I. INTRODUCTION

The geometric phase has seen remarkable advancement\(^{12,22} \) since Berry published his seminal paper\(^{5} \), in which a quantum system is subjected to an adiabatically changing environment and manifests a geometric behavior in its phase\(^{5} \). Later Aharonov and Anandan generalized the concept of Berry’s phase to the cyclic evolution of the quantum system\(^{5} \). In fact, it has been pointed out that Berry’s phase appears in more general context, neither unitary nor cyclic, which is known as the Pancharatnam geometric phase (PGP)\(^{5} \). The geometric phase encodes the state of the system, and has been associated with a variety of condensed matter phenomena, such as the quantum Hall effect\(^{5} \) and quantum phase transitions\(^{14,22,72–77} \), etc.

Recently, the PGP has been proposed to characterize the dynamical quantum phase transition (DQPT)\(^{14} \), which has attracted a lot of interest\(^{12,24–26,28–35} \). The DQPT describes the non-analytic behavior of the Loschmidt echo \( \mathcal{L}(t) = |\mathcal{G}(t)|^2 \) during the nonequilibrium dynamical evolution\(^{36,38} \). The Loschmidt amplitude \( \mathcal{G}(t) \) measures the overlap of the time-evolving state \( |\psi(t)\rangle \) with its initial state \( |\psi_0\rangle \), i.e.,

\[
\mathcal{G}(t) = \langle \psi_0 | \psi(t) \rangle = \langle \psi_0 | e^{-iHt} | \psi_0 \rangle,
\]

which is found formally analogical with the canonical partition function \( Z(\beta) = \text{Tr} e^{-\beta H} \) of an equilibrium system. Similar to the equilibrium phase transition, the DQPTs can be seen from the cusp-like singularity of the rate function \( \lambda(t) = -\lim_{N \to +\infty} \ln |\mathcal{L}(t)|/N \), which is also called the dynamical free energy density\(^{38} \), and \( N \) denotes the system size. Until now, the DQPT has been extensively studied in many theoretical\(^{17,40–71} \) and experimental\(^{14,22,72–77} \) works. Note that there exists another different definition of the DQPT, which studies the asymptotic late-time steady state of the order parameter\(^{78–82} \). Two types of DQPTs have been found related in the long-range quantum Ising chain\(^{72} \).

According to Berry’s theory, a quantum system acquires a geometric phase \( \phi^G(t) \) over the dynamical phase \( \phi^{dyn}(t) \) during the time evolution\(^{5} \). The PGP\(^{5} \) can be calculated by

\[
\phi^G(t) = \phi(t) - \phi^{dyn}(t)
\]

with the total phase \( \phi(t) = \arg[\mathcal{G}(t)] \) and \( \phi^{dyn}(t) = -\int_0^t ds\langle \psi(s) | H | \psi(s) \rangle \). One can define the winding number \( \nu_D(t) = \int_0^\pi [\partial \phi^G(t)/\partial k] dk / 2\pi \) as an integral of the momentum derivative of the PGP \( \phi^G(t) \) over the Brillouin zone\(^{11} \). A lot of works have shown that the winding number \( \nu_D(t) \) is integer-quantized and changes by unit at the critical times of the DQPT\(^{14,24–26,35} \), so that the winding number is treated as the dynamical topological order parameter (DTOP) to characterize the DQPT. The PGP shows non-analytic singularities as dynamical vortices at the critical times of DQPTs\(^{14,20} \). However, there exists clear evidence to show that the winding number \( \nu_D(t) \) may be fractional-quantized and thus non-topological in the XY chain from a critical quantum quench\(^{26} \), although the DTOP is still one-to-one related to the DQPT. A significant question that follows is whether the DQPT and its associated PGP are not always accompanied by an integer-quantized (topological) winding number in general.

To answer this question, we investigate the PGP in two inhomogeneous systems: the period-two quantum Ising...
chain (QIC) and the disordered QIC. It is well-known that inhomogeneity can dramatically influence the behavior of DQPTs. The periodic modulation is found to induce richer DQPTs than those in the homogeneous system. New DQPTs appear after a quench across the critical lines of quantum phase transition under the influence of weak disorder. Another ensuing interesting problem is whether the new extra DQPTs induced by the periodic modulation and the disorder are also related to the singularity of the PGP and its winding number. This is indeed the case in our work. The results reveal that the critical times of DQPTs induced by the periodic modulation and weak disorder can still be characterized by the non-analytic singularity of the PGP. However, the winding numbers $\nu_D(t)$ are found not to be quantized anymore in the period-two QIC. The reason for non-quantized winding numbers can be explained as follows: For non-quantized winding numbers can be explained as due to the disordered system. It can be understood from the fact that the vanishing of the Loschmidt amplitude contributes not only a cusp in the rate function for the DQPT but also a dynamical vortex for the PGP.

The paper is organized in the following manner: in Sec. II, we discuss the QIC with period-two nearest-neighbor interactions and give the formulas of the PGP and its winding number, more detailed derivations obtained in Appendix A; study the behavior of the PGP via two typical quench processes. In Sec. III, we derive the PGP of the disordered QIC in real space for the first time, more detailed derivations obtained in Appendix B; similarly, give two typical examples to illustrate the behavior of the PGP in the disordered system. Finally, we summarize our results and draw the conclusion in Sec. IV.

II. PERIODIC QUANTUM SPIN CHAINS

We consider the quantum Ising chain with the periodic nearest-neighbor interactions in the transverse field. The Hamiltonian is given by

$$H = -\frac{1}{2} \sum_{n=1}^{N} J_n \sigma_n^x \sigma_{n+1}^x - \frac{h}{2} \sum_{n=1}^{N} \sigma_n^z,$$  \hspace{1cm} (3)

where $\sigma^z(a = x, y, z)$ are the Pauli matrices, $J_n$ are the strength of interactions between the nearest-nearest spins, and $h$ is the external transverse field, respectively. We consider the QIC with period-two nearest-neighbor interactions ($l \in \mathbb{Z}$)

$$J_n = \begin{cases} J_1, & n = 2l - 1, \\ J_2, & n = 2l. \end{cases}$$  \hspace{1cm} (4)

For convenience, we set $\alpha = J_1/J$ and $J = 1$ without losing generality. The period-two QIC undergoes the quantum phase transition from the ferromagnetic (FM) phase to the paramagnetic (PM) phase at the critical point $h_c = \sqrt{\alpha}$, when the external field $h$ increases.

We can solve the Hamiltonian via the Jordan-Wigner and Bogoliubov transformations (see Appendix A), where the diagonal form of Hamiltonian is

$$H = \sum_k \Lambda_k (\eta_k^\dagger \eta_k - \frac{1}{2}) + \Lambda_{k \bar{k}} (\eta_{k \bar{k}}^\dagger \eta_{k \bar{k}} - \frac{1}{2}).$$  \hspace{1cm} (5)

Unlike that in the homogeneous QIC, the period-two QIC has two quasiparticle excitation spectra $\Lambda_k$ and $\Lambda_{k \bar{k}}$. The zero-point (ground-state) energy of this spinless fermion system is given by

$$E_0 = \sum_{k \geq 0} E_{0k} = -\sum_{k > 0} (\Lambda_k + \Lambda_{k \bar{k}}).$$  \hspace{1cm} (6)

and the ground state is $|GS\rangle = \bigotimes_{k > 0} |GS_k\rangle$ with $|GS_k\rangle = |0_{k \bar{0} - k \bar{0}}\rangle$ for every $k$ ($k > 0$).

We study the nonequilibrium dynamical evolution induced by a quantum quench. The system is prepared in the ground state $|\psi_0\rangle = \bigotimes_{k > 0} |\psi_{0k}\rangle$, $|\psi_{0k}\rangle = |GS_k\rangle$ of an initial Hamiltonian $H_0 = H(h_0)$. At time $t = 0$, the external field will be changed suddenly to another value $h_1$, that corresponds to the Hamiltonian $H = H(h_1)$. In this section, we use $\eta_k(\eta_{k \bar{k}}^\dagger)$, $|\psi_{0k}\rangle$, and $\Lambda_k$ to denote the corresponding items of the post-quench Hamiltonian $H$. The time-evolved state is given by

$$|\psi_k(t)\rangle = e^{-i\hat{H}t} |\psi_{0k}\rangle.$$  \hspace{1cm} (7)

By decomposing the Loschmidt amplitude $G(t) = \prod_{k > 0} G_k(t)$, we obtain

$$G_k(t) = \frac{e^{-iE_{0k}t}}{N^2} \prod_{\mu, \nu = 1}^{2} (1 + |G_{k \mu, -k \nu}|^2 e^{-i(\Lambda_{k \mu} + \Lambda_{-k \nu})t}),$$  \hspace{1cm} (8)

where $G = -(U U^\dagger + V V^\dagger)^{-1} (U V^\dagger + V U^\dagger)$ is an antisymmetric matrix dependent on the parameters of the pre- and post-quench Hamiltonian (see Appendix A. 2). Similar to the Lee-Yang zeros, we can illustrate the DQPT in a straightforward way via the Fisher zeros in the complex time plane. From $G_k(z) = 0, \text{Im}(z) = t$, the Fisher zeros of the Loschmidt amplitude for every $k$ are given by

$$z_k(k, \mu, \nu) = \frac{1}{\Lambda_{k \mu} + \Lambda_{-k \nu}} \left[ \ln |G_{k \mu, -k \nu}|^2 + i(2n+1)\pi \right].$$  \hspace{1cm} (9)
with \( \mu, \nu = 1, 2 \). The Fisher zeros will have an intersection with imaginary axis of the complex time plane when the DQPT occurs. Eq. (9) implies that Fisher zeros in the period-two QIC have multiple branches which are different from the single branch in the homogeneous QIC\(^{24-26,28-35}\). With the help of the Fisher zeros \([9]\), we can easily obtain the critical momentum \( k_c \) of the DQPT which satisfies \( |G_{k_c,\mu,-k_c,\nu}| = 1 \), and the associated critical time

\[
t_c(n) = \frac{(2n + 1)\pi}{\Lambda_{k_d,\mu} + \Lambda_{-k_c,\nu}}. \tag{10}
\]

To study the behavior of the PGP, we rewrite the Loschmidt amplitude \( G_k(t) \) in the polar coordinate, which is

\[
G_k(t) = r_k(t)e^{\phi_k(t)} = r_k(t)e^{i[\phi_k^{dyn}(t) + \phi_k^G(t)]}, \tag{11}
\]

where \( \phi_k^{dyn}(t) \) and \( \phi_k^G(t) \) are dynamical phase and purely geometric phase, respectively. According to Eq. (11), we get the dynamical free energy (rate function) in the thermodynamic limit as

\[
\lambda(t) = -\int_0^\pi \frac{dk}{2\pi} \ln r_k^2(t). \tag{12}
\]

Clearly, the rate function \( \lambda(t) \) only depends on the modulus \( r_k(t) \) of the Loschmidt amplitude \( G_k(t) \). However, at the critical momentum \( k_c \), \( \lambda(t) \) has a non-analytic point, i.e., \( r_{k_c}(t) = 0 \). According to the basic theory in complex math, when a complex number has a zero modulation, its argument angle can take any value. This will be reflected by a dynamical vortex (non-analytic singularity) in the PGP\(^{14,20}\). This is the essential reason why DQPTs can be characterized by the PGP.

The PGP \( \phi_k^G(t) \) can be extracted from the time-dependent argument \( \phi_k(t) \) of the Loschmidt amplitude by

\[
\phi_k^G(t) = \phi_k(t) - \phi_k^{dyn}(t), \tag{13}
\]

where the dynamical phase \( \phi_k^{dyn}(t) \) is

\[
\phi_k^{dyn}(t) = \int_0^t ds\langle \psi(s)|\hat{H}_k|\psi_s \rangle = \left\{ \frac{-2(|G_{k_1,-k_2}|^2 + |G_{k_1,-k_2}^2|^2)}{(1 + |G_{k_1,-k_2}|^2)(1 + |G_{k_1,-k_2}^2|^2)}\right\} \lambda_{k_1} + \left\{ \frac{2(|G_{-k_1,k_2}|^2 + |G_{k_2,-k_2}^2|^2)}{(1 + |G_{-k_1,k_2}|^2)(1 + |G_{k_2,-k_2}^2|^2)}\right\} \lambda_{k_2}. \tag{14}
\]

The dynamical phase \( \phi_k^{dyn}(t) \), which is found proportion to time \( t \), is always an analytic function. Therefore, the non-analytic behavior of the argument \( \phi_k(t) \) will be reflected in the PGP \( \phi_k^G(t) \) at the critical time, where \( \phi_k^G(t) \) is ill-defined.

Note that the PGP \( \phi_k^G(t) \) is usually folded into its principal angle value, i.e., \( \phi_k^G(t) \in (-\pi, \pi] \). The associated winding number in terms of the PGP can be calculated by

\[
\nu_D = \frac{1}{2\pi} \int_0^\pi \frac{\partial \phi_k^G(t)}{\partial k} dk = \frac{\phi_k^G(\pi) - \phi_k^G(0)}{2\pi} + \mathcal{N}, \tag{15}
\]

where \( \mathcal{N} \) is the folding number of the PGP from \(-\pi \) to \( \pi \) or from \( \pi \) to \(-\pi \) when \( \phi_k^G(t) \) exceeds its principal value interval. The folding number \( \mathcal{N} \) minuses one when the PGP is folded from \(-\pi \) to \( \pi \), and pluses one when the PGP is folded from \( \pi \) to \(-\pi \).

In the literatures\(^{12,24-26,28-35}\), \( \phi_k^G(t) \) are found pinned to zero at the boundary of the Brillouin zone in the homogeneous systems, i.e., \( \phi_k^{G=\pi}(t) - \phi_k^{G=0}(t) = 0 \). This ensures that the winding number \( \nu_D(t) \) is integer-quantized. However, the situation is different in our periodic case. It is found that the PGP changes its value with time at the boundary of the Brillouin zone under the periodic modulation, which results in the winding number not quantized. In the following, we will show our interesting findings with two typical examples.

### A. Quench from the FM phase to the PM phase

We further investigate the PGP \( \phi_k^G(t) \) and the associative winding number \( \nu_D(t) \) for the period-two QIC by showing two typical quench examples. We take the value \( \alpha = J_1/J = 0.5 \), which implies the system undergoes an Ising transition at the critical point \( h_c = \sqrt{\alpha} \approx 0.707 \).

First, we study the case of quench from the FM phase to the PM phase. In Fig. \( 11 \) (a), we show the contour plot of PGP \( \phi_k^G(t) \) as a function of \( (k, t) \), where the quench path is from \( h_0 = 0.5 \) to \( h_1 = 2.0 \). The symmetry of the Hamiltonian and the initial state ensures \( \phi_k^G(t) = \phi_{-k}^G(t) \), so throughout this paper we only show the PGP in the \( (k, t) \) plane for \( k > 0 \). We obtain the critical momentum \( k_c \) and the critical times \( t_c(n) \) of the DQPTs, which are marked by red “\( x \)”, according to Eqs. (9) and (10). Obviously, there is one critical momentum \( k_c \approx 1.10 \) corresponding to multiple critical times \( t_c(n) = (2n + 1)t_c(0) = 0, 1, \cdots \) [see Fig. \( 11 \) (a)]. It can be seen that the \( \phi_k^G \) shows non-analytic singularities (dynamical vortices circled in blue) at the critical times \( t_c(n) \) and critical momentum \( k_c \). Furthermore, we notice that \( \phi_k^G(t) \) does not complete full circles in the Brillouin zone, i.e., \( \phi_k^{G=\pi}(t) - \phi_k^{G=0}(t) \neq 2\pi n \). For instance, when \( t = 2, \phi_k^G(t) \) changes its values by

\[
0 \rightarrow \pi \rightarrow 0.467 \pi \rightarrow 0.957 \pi \rightarrow \frac{3.78}{\pi} \text{[see the blue line } t = 2 \text{ in Fig. } 11 \text{ (a)]; when } t = 3.78, \phi_k^G(t) \text{ changes its values by }
\]

\[
0 \rightarrow \pi \rightarrow 0.467 \pi \rightarrow 0.957 \pi \rightarrow \pi \text{[see the blue line } t = 3.78 \text{ in Fig. } 11 \text{ (a)]. Here } \pi \rightarrow \pi \text{ denotes restricting } \phi_k^G(t) \text{ to its principal angle value } (-\pi, \pi] \text{. This implies that the associated winding number } \nu_D(t) \text{ may not be an integer, according to Eq. (15). To establish that this is indeed the case, we calculate and plot the winding number } \nu_D(t) \text{ as a function of } t \text{ in Fig. } 11 \text{ (b). In order to see the critical times clearly, we also show the corresponding rate}
\]
function \( \lambda(t) \). It is clear that the winding number \( \nu_D(t) \) is not integer-quantized. Specifically, when \( t = 2 \), the winding number \( \nu_D(t) \approx -0.77 \) [see the blue line \( t = 2 \) in Fig. 1(b)]; when \( t = 3.78, \nu_D(t) \approx -1.5 \) [see the blue line \( t = 3.78 \) in Fig. 1(b)]. Nevertheless, the winding number \( \nu_D(t) \) is found to jump discontinuously at the critical times of the DQPTs. This means that the winding number can still be the detector of the DQPTs although it is not topological.

We now focus on three factor components of the PGP

\[
\phi_k^G(t) \text{ for the momentum } k = 0, k = \pi, \text{ and } k = k_c \text{ [see Fig. 2(a), (b), and (c)] respectively, which are closely relevant to } \nu_D(t) \text{ according to Eq. (15). It is found that at the boundary of the Brillouin zone, } \phi_{k=0}^G(t) \approx 0 \text{ is almost constant all the time, but } \phi_{k=\pi}^G(t) \text{ changes its value with time. We have tested other parameters and find this to be a general behavior in the case of quench from the FM phase to the PM phase. Note that the jump of } \phi_{k=\pi}^G(t) \text{ at time } t^* \text{ results from restricting the PGP to its principal angle value, which will not lead to the presence of the DQPT. For the critical momentum } k_c, \phi_k^G(t) \text{ shows nonanalytic singularities at critical times } t = t_c(0) \text{ and } t_c(1). \text{ The black line is the rate function } \lambda(t) \text{ which shows singularities at critical times } t = t_c(0) \text{ and } t_c(1).}
\]

**B. Quench from the PM phase to the FM phase**

As a second example, we consider the case of quench from the PM phase to the FM phase. In Fig. 3(a), we show the contour plot of the PGP \( \phi_k^G(t) \) as a function of \( (k, t) \). Here the quench path is from \( h_0 = 2.0 \) to \( h_1 = 0.5 \), which is the inverse path of the previous example shown in the Fig. 1 and 2. Unlike that in the case of quench from the FM phase to the PM phase, there are three critical momentums \( k_{c1}, k_{c2} \) and \( k_{c3} \) corresponding...
FIG. 3. (a) Contour plot of PGP \( \phi^G_{k,t}(t) \) as a function of \((k, t)\) for the quench from the PM phase to the FM phase (\(h_0 = 2.0\) to \(h_1 = 0.5\)). The inset graph is shown to see the case for small \(k\) clearly. The phase vortices are marked in blue circles at the critical momentum and critical times \((k_c, t_c(n))\). The red “\(\times\)” denote the critical momentums and critical times obtained according to the Fisher zeros and Eq. \(\phi^G_{k,t}(t)\). (b) The winding number \(\nu_D(t)\) and rate function \(\lambda(t)\) as functions of time \(t\). Note that the critical time \(t_c(0)\) is not distinguished clearly, so that we use the first-order derivative \(d\lambda/dt\) of the rate function to highlight the singularity [see the inset graph].

FIG. 4. Factor components \(\phi^G_{k=0}(t)\) for different parameters \(\alpha\) in the case of quench from the PM phase to the FM phase \((h_0 = 2.0\) to \(h_1 = 0.5\)). (a) The speed of oscillation tends to decrease with \(\alpha\) from 0.5 to 1. (b) In particular, the oscillation period goes to the infinity as \(\alpha\) approaches unity, and \(\phi^G_{k=0}(t)\) is zero for the homogeneous system \((\alpha = 1)\).

By the way, we also investigate the case of quench within the same phase in Appendix. A. 3 [see Fig. 8], where the DQPT is absent. It is clear that the PGP \(\phi^G_{k,t}(t)\) is analytic on the \((k, t)\) plane, and its winding number \(\nu_D(t)\) is a continuous function of time when the DQPT does not occur. All the examples reveal that the PGP and the winding number are not topological in the periodic-two QIC which is different from that in homogeneous systems. In both periodic and homogeneous systems, the discontinuous points of the winding number \(\nu_D(t)\) and the dynamical vortices in the PGP are closely related to the critical times of DQPTs, and they occur when the Loschmidt amplitude equals zero.

In previous works where the homogeneous systems are intensively studied, the winding number \(\nu_D(t)\) itself is integer-quantized, and so is the discontinuous jumps of \(\nu_D(t)\) at the critical time of the DQPT. The quantized jumps of \(\nu_D(t)\) at DQPTs are also observed in period-two QIC, but \(\nu_D(t)\) is no longer quantized to three groups of critical times \(t_{c1}(n) = (2n + 1)t_{c1}(0), t_{c2}(n) = (2n + 1)t_{c2}(0),\) and \(t_{c3}(n) = (2n + 1)t_{c3}(0), n = 0, 1, 2, \cdots\). This can be understood based on Eq. (8), i.e. three branches of Fisher zeros have intersections with the imaginary axis in the complex time plane. At the critical momentum and critical times \((k_c, \alpha_m(n)), m = 1, 2, 3,\) \(\phi^G_{k,t}(t)\) shows dynamical phase vortices circled in blue [see Fig. 8 (a)]. Similar to the case of quench from the FM phase to the PM phase, \(\phi^G_{k=0}(t)\) does not complete full circles in the Brillouin zone. For instance, when \(t = 0.53,\) \(\phi^G_{k=0}(t)\) changes its values by \(\pi \rightarrow -\pi \rightarrow 0\), which implies the corresponding winding number \(\nu_D(t = 0.53) \approx 0.5\). We plot the winding number \(\nu_D(t)\) and rate function \(\lambda(t)\) in Fig. 8 (b). It can be seen that the winding number \(\nu_D(t)\) shows approximately linear change with time \(t\) within two neighbouring critical times. As expected, the discontinuous points of \(\nu_D(t)\) are accompanied by the critical times of DQPTs and the dynamical vortices in PGP [see Fig. 8 (b)].
tized. The discrepancy of these two types of quantization can be traced back to different physical origins. The quantization of the jump is protected by the dynamical vortex of the PGP in the \((k, t)\) space. The PGP diverges at the dynamical vortex where the Loschmidt amplitude \(G(t) = r(t)e^{i(\phi^G(t) + \phi^{ds}(t))}\) vanishes and its phase is ill-defined. However, according to Eq. 13, both the boundary term and the jump term contribute to the winding number. Although the jump term always provides quantized contributions as explained, the boundary term \([\phi^G_{k=\pi}(t) - \phi^G_{k=0}(t)]\) is not necessarily quantized in general. For example, in the period-two QIC, as the PGP changes value with time at the boundary of the Brillouin zone \((k = 0\) and \(k = \pi)\) in the presence of periodic modulation. To illustrate the effect of periodic modulation, we show the factor component \(\phi_{k=0}^G(t)\) for different parameters \(\alpha\) in Fig. 4, where \(\alpha = 1\) corresponds to the homogeneous system. It is clear that \(\phi_{k=0}^G(t)\) oscillates with time in the periodic QIC, and the speed of oscillation tends to decrease with \(\alpha\) from 0.5 to 1 [see Fig. 4(a) and (b)]. In particular, \(\phi_{k=0}^G(t)\) is zero in the homogeneous system \((\alpha = 1)\). Therefore, we conclude that the non-quantized winding number results from the periodic modulation. Actually, the change of the PGP with time at the boundary of the Brillouin zone is also observed in the periodic Kitaev chain. Therefore, it is inferred that the winding number in the periodic Kitaev chain is not quantized either.

III. DISORDERED QUANTUM SPIN CHAINS

In this section, we extend the PGP to disordered systems. The Hamiltonian of the QIC with disordered hopping interactions is

\[
H = -\frac{1}{2} \sum_{n=1}^{N} J_n \sigma_n^x \sigma_{n+1}^x - \hbar \sum_{n=1}^{N} \sigma_n^z, \tag{16}
\]

where \(J_n = J + \Delta J_n\) are the hopping interactions between the nearest neighbor spins. \(\Delta J_n\) are independent random numbers distributed uniformly in the interval \([-\omega/2, \omega/2]\) with the strength of disorder \(\omega\). For convenience, we take \(J = 1\) without loss of generality.

By using the Jordan-Wigner and Bogoliubov transformations, the Hamiltonian in Eq. 16 can be reduced to the diagonal form (see Appendix. B.1)

\[
H = \sum_n \Lambda_n (\eta_n^+ \eta_n - \frac{1}{2}), \tag{17}
\]

in real space, where \(\eta_n^+\) and \(\eta_n\) are fermionic creation and annihilation operators, and \(\Lambda_n\) is the excitation energy for \(n\)th quasiparticle mode.

The ground state is \(|GS\rangle = \bigotimes_n |0_n\rangle\) in real space, where \(|0_n\rangle (n = 1, \ldots, N)\) denotes the vacuum state in the quasiparticle mode \(\Lambda_n\), i.e., \(\eta_n|0_n\rangle = 0\). The ground-state energy is given by

\[
E_0 = -\sum_{n=1}^{N} \frac{1}{2} \Lambda_n. \tag{18}
\]

We study the quantum quench from \(H_0 = H(h_0)\) to \(H = H(h_1)\), where the initial state \(|\psi_0\rangle = |GS\rangle\) is taken as the ground state of the pre-quench Hamiltonian. Therefore, the time-evolved state at arbitrary time after quench is given by

\[
|\psi(t)\rangle = e^{-i\hat{H}t} |\psi_0\rangle. \tag{19}
\]

Considering the relation between the ground states of the pre- and post-quench, we have

\[
|\psi_0\rangle = \frac{1}{N} \exp \left( \frac{1}{2} \sum_{m>n} \delta_{m,n} G_{mn} \eta^+_m \eta_n \right) |\bar{\psi}_0\rangle. \tag{20}
\]

where \(|\bar{\psi}_0\rangle = |\bar{GS}\rangle\) is the ground state of the post-quench Hamiltonian. Therefore, we obtain the Loschmidt amplitude and decompose \(G(t) = \langle \psi_0 | \psi(t) \rangle = e^{-iE_0 t} \prod_{m=1}^{N} G_m(t)\) for every quasiparticle mode \(\Lambda_m\) with

\[
G_m(t) = e^{-iE_0 t} \prod_{n>m} \frac{1}{N} \left[ 1 + e^{-i(\Lambda_m + \Lambda_n) t} |G_{mn}|^2 \right]. \tag{21}
\]

in real space, where \(N_{\Lambda_m} = 1 + |G_{mn}|^2\) is the normalization coefficient (see Appendix. B.2). The associated Fisher zeros of the Loschmidt amplitude can be calculated by \(G(z) = 0\), that is

\[
Z_j = \frac{1}{\Lambda_m + \Lambda_n} \text{ln} |G_{mn}|^2 + i(2j + 1)\pi, j \in \mathbb{N}. \tag{22}
\]

According to Eq. 22, we obtain the condition for the occurrence of the DQPT and the critical times as

\[
|G_{mn}| = 1 \quad \text{and} \quad t_c(j) = \frac{(2j + 1)\pi}{\Lambda_m + \Lambda_n}. \tag{23}
\]

Similar to Eq. 11, in polar coordinate, the factor of Loschmidt amplitude is given by

\[
G_m(t) = \text{Re} [G_m(t)] + i \text{Im} [G_m(t)] = r_m(t) e^{i\phi_m(t)} = r_m(t) e^{i(\phi^G_m(t) + \phi^{ds}_m(t))}, \tag{24}
\]

with the modulus \(r_m(t) = \sqrt{\text{Re} [G_m(t)]^2 + \text{Im} [G_m(t)]^2}\) and the argument \(\phi_m(t) = \text{arg} [G_m(t)]\). The associated dynamical phase \(\phi^{\text{dyn}}_m(t)\) is

\[
\phi^{\text{dyn}}_m(t) = -\int_0^t ds \text{Re} \langle \psi(s) | \tilde{H}_m | \psi(s) \rangle = \left( \frac{1}{2} - p_m \right) \Lambda_m t \tag{25}
\]

with

\[
p_m = \frac{\sum_{n>m} |G_{mn}|^2}{\prod_{n>m} (1 + |G_{mn}|^2)}. \tag{26}
\]
Therefore, the PGP in the disordered QIC can be calculated by

$$\phi^G_m(t) = \phi_m(t) - \phi^\text{dyn}_m(t).$$  \hspace{1cm} (27)$$

In the following, we will show two typical examples to illustrate the PGP $\phi^G_m(t)$ in the disordered QIC with weak disorder, so that there is only one extra group of DQPTs induced by the weak disorder in the system.\ref{footnote}

\section*{A. Numerical Results}

To illustrate the effect of the weak disorder on the DQPT, we show the rate functions for the weakly disordered QIC ($w = 0.001$) and the homogeneous QIC ($w = 0$) in Fig. 5. The quench path in Fig. 5(a) is from $h_0 = 0.5$ to $h_1 = 1.5$, and in (b) is from $h_0 = 1.5$ to $h_1 = 0.5$. For each case, we give results of three disorder samples only influence the values of rate functions, but do not change the critical times. As comparisons, we also display the rate function of the homogeneous QIC ($w = 0$). It is clear that new critical times $t_{c2}(n), n = 0,1,\cdots$ of DQPTs emerge in the presence of the weak disorder. The system size is $N = 1000$.

FIG. 5. Rate functions in the disordered QIC with the strength of disorder $w = 0.001$. The quench path in (a) is from $h_0 = 0.5$ to $h_1 = 1.5$, and in (b) is from $h_0 = 1.5$ to $h_1 = 0.5$. For each case, we give results of three disorder samples. It can be seen that different weakly disordered samples only influence the values of rate functions, but do not change the critical times. As comparisons, we also display the rate function of the homogeneous QIC ($w = 0$). It is clear that new critical times $t_{c2}(n), n = 0,1,\cdots$ of DQPTs emerge in the presence of the weak disorder. The system size is $N = 1000$.

FIG. 6. (a) The factor components of the PGP $\phi^G_m(t)$ for $m = 1$ (red scatter line) and $m = 161$ (blue scatter line) in the disordered QIC with $w = 0.001$. The quench path is from $h_0 = 0.5$ to $h_1 = 1.5$. It can be seen that $\phi^G_{m=1}(t)$ and $\phi^G_{m=161}(t)$ show non-analytic singularity at the critical time $t_{c2}(0) \approx 3.14$ and $t_{c1}(0) \approx 1.99$, respectively. (b) The contour plot of the PGP $\phi^G_m(t)$ in the $(m,t)$ plane. There are two dynamical vortices, circled in blue, corresponding to the critical times $t_{c1}(0) \approx 1.99$ and $t_{c2}(0) \approx 3.14$. The red “+” denotes the critical momentums and critical times obtained according to Eq. (29).

Unlike the case in the periodic QIC, the PGP can not be decomposed into every momentum $k$ due to the lack of lattice translation invariance. However, we can decompose the PGP into quasiparticle mode $\Lambda_m$ in real space according to Eqs. (24), (25) and (27). In Fig. 6 we show the contour plot of the PGP $\phi^G_m(t)$ for the quench from $t_{c1}(n) = (2n+1)t_{c1}(0), t_{c1}(0) \approx 2.57$, and the new extra critical times emerge in the disordered QICs, which are given by $t_{c2}(n) = (2n+1)h_{c2}(0), t_{c2}(0) \approx 3.14$. Note that we display the results of three disordered samples for each quench case. It is found that the different samples only influence the values of the rate functions, but do not change the critical times of the DQPT. The critical times are generally determined by the disorder strength $w$, which has been tested for several parameters $w$. Therefore, in our work, we do not need to average over large amounts of disordered configurations, which greatly reduces our workload.

A. Numerical Results

To illustrate the effect of the weak disorder on the DQPT, we show the rate functions for the weakly disordered QIC ($w = 0.001$) and the homogeneous QIC ($w = 0$) in Fig. 5. The quench path in Fig. 5(a) is from $h_0 = 0.5$ to $h_1 = 1.5$. It can be seen that the homogeneous QIC has the critical times $t_{c1}(n) = (2n+1)t_{c1}(0), t_{c1}(0) \approx 1.99$ [see the blue line in Fig. 5(a)]. However, the system has one more group of critical times in the presence of weak disorder, where the new critical times induced by the disorder are given by $t_{c2}(n) = (2n+1)h_{c2}(0), t_{c2}(0) \approx 3.14$. Similar behaviors are also observed in Fig. 5(b), where the quench path is from $h_0 = 1.5$ to $h_1 = 0.5$. The homogeneous QIC only has one group of critical times $t_{c1}(n) = (2n+1)t_{c1}(0), t_{c1}(0) \approx 2.57$, and the new extra critical times emerge in the disordered QICs, which are given by $t_{c2}(n) = (2n+1)h_{c2}(0), t_{c2}(0) \approx 3.14$. Note that we display the results of three disordered samples for each quench case. It is found that the different samples only influence the values of the rate functions, but do not change the critical times of the DQPT. The critical times are generally determined by the disorder strength $w$, which has been tested for several parameters $w$. Therefore, in our work, we do not need to average over large amounts of disordered configurations, which greatly reduces our workload.
of $\phi_t$ [see Fig. 7 (b)]. According to Fig. 7 (a), the critical times $t$ dynamical vortices at the critical times $t$ time $t$.

Similarly, we study the PGP $\phi^G_{m,t}(t)$ for $h_0 = 1.5$ to $h_1 = 0.5$ [see Fig. 7 (b)]. There exist two dynamical vortices at the critical times $t_{c1}(0)$ and $t_{c2}(0)$ [see Fig. 7 (b)]. According to Fig. 7 (a), the critical times $t_{c1}(0)$ and $t_{c2}(0)$ are induced by the non-analytic points of $\phi_{m=161}^G(t)$ and $\phi_{m=3}^G(t)$, respectively.

IV. CONCLUSION

In this paper, we investigate the Pancharatnam geometric phase (PGP) in the periodic and disordered QICs after a sudden quench. In the period-two QIC, we find that the winding numbers $\nu_D(t)$ are not quantized, and thus not topological. By comparing the results of periodic QIC with that in the homogeneous system, we clarify that the non-integer-quantized winding numbers result from the periodic modulation which can dramatically change the behavior of PGP at the boundary of the Brillouin zone. Nevertheless, the PGP still manifests non-analytic singularities at the critical times of the DQPT. This clarifies that the standard definition of the winding number can no longer serve as a topological quantum number in the period-two QIC. Furthermore, we give the general expression to calculate the PGP in real space, which allows us to investigate the PGP in the disordered QIC. Although the disorder breaks the translational invariance, we can calculate the PGP by collecting the contribution from every quasiparticle mode $\Lambda_m$ in real space. It is found that all the critical times, including the one induced by weak disorder, of the DQPTs in the disordered QIC have a one-to-one correspondence with the non-analytic points of the PGP. From our results, the DQPT and the non-analytic behavior of the PGP are closely related in all three cases: the homogeneous, periodic, and disordered systems, regardless of whether the winding number is quantized (topological).

Finally, we emphasize that the one-to-one correspondence between the non-analytic singularity of the PGP and the DQPT is because they both occur when the modulus of the Loschmidt amplitude equals zero. Likewise, this is also the case in the disordered QIC.
as dynamical topological order parameters to describe DQPTs, which calls for a new dynamical order parameter to characterize the notion of phase and phase transitions out of equilibrium.
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The factor $H_k$ is obviously a Hermitian matrix, which can be diagonalized to the form $H_k = ZAZ^\dagger$ with diagonal matrix $A_k = \text{diag}(\Lambda_{k1}, -\Lambda_{k1}, \Lambda_{k2}, -\Lambda_{k2})$. By defining the canonical transformation

$$\Psi_k = (\eta_{k1}^\dagger, -\eta_{k1}, \eta_{k2}, -\eta_{k2}) = (a_k^\dagger, a_{-k}, b_k^\dagger, b_{-k})Z,$$

we obtain the Hamiltonian in diagonal form

$$H = \sum_{k>0} \Psi_k^\dagger A_k \Psi_k.$$  \tag{A5}

Furthermore, the canonical transformation \text{(A3)} can be expressed as

$$\left( \begin{array}{c} \Gamma_k \\ \Gamma_k^T \end{array} \right) = \left( \begin{array}{cc} U(k) & V(k) \\ V^*(k) & U^*(k) \end{array} \right) \left( \begin{array}{c} \Phi_k \\ \Phi_k^T \end{array} \right) = M \left( \begin{array}{c} \Phi_k \\ \Phi_k^T \end{array} \right),$$

where $\Gamma_k = (\eta_{k1}, -\eta_{k1}, \eta_{k2}, -\eta_{k2})$ and $\Phi_k = (a_k, a_{-k}, b_k, b_{-k})$.  \text{(A6)}

Appendix A: Period-two QIC

1. Diagonalization of the period-two QIC

For the period-two QIC \cite{[3]}, by applying the Jordan-Wigner transformation $\sigma_n^+ = c_n^\dagger e^{i\pi\sum_{m<n} c_m^\dagger c_m}$, $\sigma_n^- = e^{-i\pi\sum_{m<n} c_m^\dagger c_m} c_n$, $\sigma_n^z = 2c_n^\dagger c_n - 1$ with spin raising and lowering operators $\sigma_n^\pm = (\sigma_n^x \pm i\sigma_n^y)/2$, we obtain a spinless Fermion model

$$H = -\frac{1}{2} \sum_{n=1}^N \left\{ [J_n(c_n^\dagger c_{n+1} + c_{n}^\dagger c_{n+1}^\dagger)] + h c_n^\dagger c_n \right\} + h.c. \right\}. \tag{A1}$$

Note that $\{J_n\}$ is a period-two sequence, so that the Hamiltonian \text{(A1)} can be mapped in the complex lattices $(N' = N/2)$

$$H = -\frac{1}{2} \sum_{n=1}^{N'} \left\{ [J(a_n^\dagger b_n + a_n^\dagger b_n^\dagger)] + h a_n^\dagger a_n \right\}$$

$$+ [a^J(b_n^\dagger a_n + b_n^\dagger a_n^\dagger)] + h b_n^\dagger b_n \right\}, \tag{A2}$$

where $a_{2l-1} \rightarrow c_{2l-1}$ and $b_{2l} \rightarrow c_{2l}$ ($l \in \mathbb{Z}$). By performing the Fourier transformation with $a_n = \frac{1}{\sqrt{N'}} \sum_{k \in \text{BZ}} e^{ikn} a_k$ and $b_n = \frac{1}{\sqrt{N'}} \sum_{k \in \text{BZ}} e^{ikn} b_k$, the resulting Hamiltonian takes the form $H = \sum_{k>0} \Psi_k^\dagger H_k \Psi_k$ in momentum space $k > 0$, where the spinor operator $\Psi_k^\dagger = (a_k^\dagger, a_{-k}, b_k^\dagger, b_{-k})$ and

$$\begin{pmatrix}
-2h/J & 0 & (1 + ae^{-ik}) & (1 + ae^{-ik}) \\
0 & 2h/J & (1 - ae^{-ik}) & (1 - ae^{-ik}) \\
(1 + ae^{-ik}) & (1 - ae^{-ik}) & -2h/J & 0 \\
(1 - ae^{-ik}) & (1 + ae^{-ik}) & 0 & 2h/J
\end{pmatrix}. \tag{A3}$$

2. Loschmidt amplitude in period-two QIC

We study the quantum quench from $H_0 = H(h_0)$ to $\tilde{H} = H(h_1)$. According to Eq. \text{(A6)}, the canonical transformation between the quasiparticle operators of pre- and post-quench Hamiltonian is given by

$$\left( \begin{array}{c} \Gamma_k \\ \Gamma_k^T \end{array} \right) = M \tilde{M}^{-1} \left( \begin{array}{c} \tilde{\Gamma}_k \\ \tilde{\Gamma}_k^T \end{array} \right)$$

$$= \left( \begin{array}{cc} U\tilde{U}^\dagger & V\tilde{V}^\dagger \\ U^*\tilde{V}^\dagger & U^*\tilde{U}^\dagger \end{array} \right) \left( \begin{array}{c} \tilde{\Gamma}_k \\ \tilde{\Gamma}_k^T \end{array} \right). \tag{A7}$$

By considering the quasiparticle ground states satisfying $\eta_{k1}\psi_{0k} = 0$ and $\eta_{k2}\psi_{0k} = 0$, we can express the ground state $|\psi_{0k}\rangle$ of the pre-quench Hamiltonian as a superposition of the ground state $|\psi_{0k}\rangle$ for the post-quench
Hamiltonian

\[
|\psi_{0k}\rangle = \frac{1}{\mathcal{N}} \exp \left[ \frac{i}{2} \tilde{G}_k^\dagger \tilde{G}_k^T \right] |\tilde{\psi}_{0k}\rangle
\]

\[
= \frac{1}{\mathcal{N}} \prod_{\mu, \nu = 1}^2 (1 + G_{k\mu, -k\nu} \eta_{k\mu}^\dagger \eta_{-k\nu}^\dagger) |\tilde{\psi}_{0k}\rangle.
\]  

(A8)

where \( G = -(U \tilde{U}^T + V \tilde{V}^T)^{-1}(U \tilde{U} T + V \tilde{V} T) \). According to the Pauli’s exclusion principle of fermions and momentum conservation, the matrix \( G \) have nonzero elements \( G_{k\mu, -k\nu}, \) that is

\[
G = \begin{pmatrix}
0 & G_{k1, -k1} & 0 & G_{k1, -k2} \\
-G_{k1, -k1} & 0 & G_{k2, -k1} & 0 \\
0 & -G_{k2, -k1} & 0 & G_{k2, -k2} \\
-G_{k1, -k2} & 0 & -G_{k2, -k2} & 0
\end{pmatrix}.
\]  

(A9)

Therefore, we can obtain the Loschmidt amplitude \( \tilde{G}(t) = \prod_{k > 0} \tilde{G}_k(t) \) with

\[
\tilde{G}_k(t) = \frac{e^{-i E_{0k} t}}{\mathcal{N}^2} \prod_{\mu, \nu = 1}^2 \left[ 1 + |G_{k\mu, -k\nu}|^2 e^{i (\tilde{\Lambda}_{k\mu} + \tilde{\Lambda}_{-k\nu}) t} \right],
\]  

where \( \mathcal{N} = \prod_{\mu, \nu = 1}^2 N_{k\mu, -k\nu} = \prod_{\mu, \nu = 1}^2 \sqrt{1 + |G_{k\mu, -k\nu}|^2} \) is the normalization coefficient.

3. PGP in period-two QIC

In polar coordinate, we have

\[
\tilde{G}_k(t) = \text{Re}[\tilde{G}_k(t)] + i \text{Im}[\tilde{G}_k(t)]
\]

\[
= r_k(t)e^{i \phi_k(t)} = r_k(t)e^{i (\phi_k^{\text{dyn}}(t) + \phi_k^\text{st}(t))},
\]  

(A11)

where \( \text{Re}[\tilde{G}_k(t)] \) and \( \text{Im}[\tilde{G}_k(t)] \) are the real and imaginary parts of \( \tilde{G}_k(t) \). Therefore, the modulus \( r_k(t) \) of \( \tilde{G}_k(t) \) is given by

\[
r_k(t) = \sqrt{\text{Re}[\tilde{G}_k(t)]^2 + \text{Im}[\tilde{G}_k(t)]^2}.
\]  

(A12)

The argument \( \phi_k(t) \) of \( \tilde{G}_k(t) \) is

\[
\phi_k(t) = \arg[\tilde{G}_k(t)] = (\pi, x),
\]  

(A13)

where we follow the standard form below

\[
\arg[\tilde{G}_k(t)] = \begin{cases}
\arctan \frac{y}{x}, & x > 0, \\
\frac{\pi}{2}, & x = 0, y > 0, \\
\frac{\pi}{2}, & x = 0, y < 0, \\
\pi + \arctan \frac{y}{x}, & x < 0, y > 0, \\
\arctan \frac{y}{x} - \pi, & x < 0, y < 0, \\
\pi, & x > 0, y = 0, \\
0, & x < 0, y = 0, \\
\text{not defined}, & x = 0.
\end{cases}
\]  

(A14)

with \( x = \text{Re}[\tilde{G}_k(t)] \) and \( y = \text{Im}[\tilde{G}_k(t)] \).

The dynamical phase \( \phi_k^{\text{dyn}}(t) \) is defined as

\[
\phi_k^{\text{dyn}}(t) = \int_0^t ds \langle \psi_k(s)|\tilde{H}_k|\psi_k(s)\rangle = -\int_0^t ds \langle \psi_{0k}|e^{i \tilde{H}_k s} \tilde{H}_ke^{-i \tilde{H}_k s}|\psi_{0k}\rangle
\]

\[
= -\int_0^t ds \langle \psi_{0k}|\tilde{H}_k e^{-i \tilde{H}_k s}|\psi_{0k}\rangle = -t \langle \psi_{0k}|\tilde{H}_k|\psi_{0k}\rangle
\]

\[
= -\langle \psi_{0k}|[(\tilde{\Lambda}_{k1}\eta_{k1}^\dagger \eta_{k1}^\dagger - \frac{1}{2}) + \tilde{\Lambda}_{-k1}(\eta_{-k1}^\dagger \eta_{-k1} - \frac{1}{2}) + \tilde{\Lambda}_{k2}(\eta_{k2}^\dagger \eta_{k2} - \frac{1}{2}) + \tilde{\Lambda}_{-k2}(\eta_{-k2}^\dagger \eta_{-k2} - \frac{1}{2})]|\psi_{0k}\rangle
\]

\[
= -t \langle \psi_{0k}|\tilde{\Lambda}_{k1}(\eta_{k1}^\dagger \eta_{k1} + \eta_{k1}^\dagger \eta_{-k1})|\psi_{0k}\rangle + \tilde{\Lambda}_{k2}(\eta_{k2}^\dagger \eta_{k2} + \eta_{-k2}^\dagger \eta_{-k2})|\psi_{0k}\rangle - \tilde{E}_{0k} t,
\]  

(A15)

where \( \tilde{E}_{0k} = - (\tilde{\Lambda}_{k1} + \tilde{\Lambda}_{k2}) \). From Eq. \( \text{[A8]} \), we have

\[
p_{k1,k1} = \langle \psi_{0k}|\eta_{k1}^\dagger \eta_{k1}|\psi_{0k}\rangle
\]

\[
= \frac{1}{\mathcal{N}^2}(1 + G_{k1,-k1}^* G_{k1,-k1}) \prod_{\mu, \nu = 1}^2 (1 + G_{k\mu, -k\nu}^* G_{k\mu, -k\nu})
\]

\[
= \frac{1}{\mathcal{N}^2}(1 + G_{k1,-k1}^* G_{k1,-k1}) \prod_{\mu, \nu = 1}^2 (1 + G_{k\mu, -k\nu}^* G_{k\mu, -k\nu})
\]

\[
= \frac{1}{\mathcal{N}^2}(1 + G_{k1,-k1}^* G_{k1,-k1}) \prod_{\mu, \nu = 1}^2 (1 + G_{k\mu, -k\nu}^* G_{k\mu, -k\nu})
\]

\[
= \frac{|G_{k1,-k1}|^2 + |G_{k1,-k1}^*|^2}{(1 + |G_{k1,-k1}|^2)(1 + |G_{k1,-k1}^*|^2)}.
\]

(A16)

Similarly, we obtain

\[
p_{k1,k1} = \frac{|G_{k1,-k1}|^2 + |G_{k1,-k1}^*|^2}{(1 + |G_{k1,-k1}|^2)(1 + |G_{k1,-k1}^*|^2)}.
\]

(A17)

\[
p_{-k1,k1} = \frac{|G_{k1,-k1}|^2 + |G_{k1,-k1}^*|^2}{(1 + |G_{k1,-k1}|^2)(1 + |G_{k1,-k1}^*|^2)}.
\]

(A18)
Eq. (A15), we have a final formula of dynamical topological phase transition and DQPT will not occur in the period-two QIC.

\[
p_{k_2,k_2} = \frac{|G_{k_1,k_2}|^2 + |G_{k_2,-k_2}|^2}{(1 + |G_{k_1,k_2}|^2)(1 + |G_{k_2,-k_2}|^2)}, \quad \text{(A19)}
\]

\[
p_{-k_2,-k_2} = \frac{|G_{k_1,-k_2}|^2 + |G_{k_2,-k_2}|^2}{(1 + |G_{k_1,-k_2}|^2)(1 + |G_{k_2,-k_2}|^2)}. \quad \text{(A20)}
\]

By substituting Eqs. (A17, A18, A19, A20) into Eq. (A15), we have a final formula of dynamical phase \( \phi_k^{\text{dyn}}(t) \)

\[
\phi_k^{\text{dyn}}(t) = \{1 - \frac{2(|G_{k_1,-k_2}|^2 + |G_{k_2,-k_2}|^2)}{(1 + |G_{k_1,-k_2}|^2)(1 + |G_{k_2,-k_2}|^2)}\tilde{\Lambda}_k \}
\]

\[
+ \{1 - \frac{2(|G_{-k_1,k_2}|^2 + |G_{-k_2,k_2}|^2)}{(1 + |G_{-k_1,k_2}|^2)(1 + |G_{-k_2,k_2}|^2)}\tilde{\Lambda}_{k^2}\}t.
\]

(A21)

Therefore, according to Eqs. (A13) and (A21), the PGP can be calculated by

\[
\phi_k^C(t) = \phi_k(t) - \phi_k^{\text{dyn}}(t).
\]

As a comparison, we show \( \phi_k^C(t) \) and \( \nu_D(t) \) for the quench in the FM phase within Fig. 8. The quench path is from \( h_0 = 0.2 \) to \( h_1 = 0.5 \). It can be seen that \( \phi_k^C(t) \) changes its value in the interval \([0,0.9]\) and does not have the non-analytic oscillation along with the time [see Fig. 8]. Meanwhile, from Fig. 8 (b), the winding number \( \nu_D(t) \) and rate function \( \lambda(t) \) are smooth continuous function along with time. This clarifies that if the quench does not cross the QPT, the dynamical topological phase transition and DQPT will not occur in the period-two QIC.

Appendix B: Disordered QIC

1. Diagonalization of the disordered QIC

The spin-1/2 quantum spin chains with nearest-neighbor interactions can be generally mapped into the spinless fermion as quadratic form via the Jordan-Wigner transformation

\[
H = \sum_{mn} (c_m^\dagger A_{mn} c_n + \frac{1}{2} (c_m^\dagger B_{mn} c_n + H.C.)), \quad \text{(B1)}
\]

where \( c_n \) and \( c_m^\dagger \) are the annihilation and creation operators of the fermion. For system size \( N \), matrices \( A \) and \( B \) are both \( N \times N \). Hermiticity of \( H \) demands \( A \) to be a Hermitian matrix and anti-commutation of fermion operators demands \( B \) to be antisymmetric matrix. The matrices \( A \) and \( B \) are given by

\[
A_{mn} = -J h \delta_{mn} - J \delta_{m+1,n}/2 - J \delta_{m+1,n+1}/2, \quad \text{(B2)}
\]

\[
B_{mn} = -J \delta_{m+1,n}/2 + J \delta_{m+1,n+1}/2. \quad \text{(B3)}
\]

To write the Hamiltonian (B1) in a diagonal form \( H = \sum_n \Lambda_n (\eta_n^\dagger \eta_n - \frac{1}{2}) \), we can use the Bogoliubov transformation in real space

\[
\eta_m = \sum_n (U_{mn} c_n + V_{mn} c_n^\dagger), \quad \text{(B4)}
\]

\[
\eta_m^\dagger = \sum_{mn} (U_{mn}^* c_n + V_{mn}^* c_n^\dagger), \quad \text{(B5)}
\]

or in matrix form

\[
\begin{pmatrix}
\eta_m^\dagger \\
\eta_m
\end{pmatrix}
= M
\begin{pmatrix}
c_m^\dagger \\
c_m
\end{pmatrix} =
\begin{pmatrix}
U & V \\
V^* & U^*
\end{pmatrix}
\begin{pmatrix}
c_m^\dagger \\
c_m
\end{pmatrix}
\]

(B6)

with \( \eta = (\eta_1, \cdots, \eta_N)^T \) and \( c = (c_1, \cdots, c_N)^T \). The eigenenergies of \( H \) can be obtained by solving the following eigenvalue equations:

\[
\Phi(A - B)(A + B) = \Lambda^2 \Phi, \quad \text{(B7)}
\]

\[
\Psi(A + B)(A - B) = \Lambda^2 \Psi, \quad \text{(B8)}
\]

where \( \Lambda = \text{diag}(\Lambda_1, \cdots, \Lambda_N) \). The matrices \( U \) and \( V \) are given by

\[
U = \frac{1}{2} (\Phi + \Psi), \quad \text{(B9)}
\]

\[
V = \frac{1}{2} (\Phi - \Psi). \quad \text{(B10)}
\]
2. Loschmidt amplitude in disordered QIC

We study the quantum quench from $H_0 = H(h_0)$ to $\tilde{H} = H(h_1)$. According to Eq. (B.6), we have

$$
\left( \begin{array}{c} \eta^t \\ \tilde{\eta}^t \end{array} \right) = M \tilde{M}^{-1} \left( \begin{array}{c} \eta^t \\ \tilde{\eta}^t \end{array} \right)
= \left( \begin{array}{cc} U \tilde{U}^\dagger + V V^\dagger & U \tilde{V}^T + V \tilde{U}^T \\ U^* \tilde{V}^\dagger + V^* \tilde{U}^\dagger & U^* \tilde{U}^T + V^* \tilde{V}^T \end{array} \right) \left( \begin{array}{c} \eta^t \\ \tilde{\eta}^t \end{array} \right).
\tag{B.11}
$$

By considering $\eta_m |\psi_0\rangle = 0$ and $\tilde{\eta}_m |\tilde{\psi}_0\rangle = 0$, we obtain the relation between the ground states of the pre- and post-quench

$$
|\psi_0\rangle = \frac{1}{N} \exp \left( \frac{1}{2} \sum_{m,n} \eta_m^\dagger G_{mn} \eta_n^\dagger \right) |\tilde{\psi}_0\rangle
= \frac{1}{N} \prod_{m,n>m} (1 + G_{mn} \eta_m^\dagger \eta_n^\dagger) |\tilde{\psi}_0\rangle,
\tag{B.12}
$$

where $N = \prod_{m,n>m} N_{mn} = \prod_{m,n>m} \sqrt{1 + |G_{mn}|^2}$ is the normalization coefficient, and $G = -(U \tilde{U}^\dagger + V V^\dagger)^{-1} (U \tilde{V}^T + V \tilde{U}^T)$ is an antisymmetrical matrix only determined by the Hamiltonian parameters. Notice that the method we calculate the Loschmidt amplitude in the disordered QIC is similar to that in the period-two QIC (see Eq. (A.71A8)).

According to Eq. (B.12), the Loschmidt amplitude is given by

$$
G(t) = \langle \psi_0 | \psi(t) \rangle = e^{-i\tilde{E}_{0N} t} \prod_{m=1}^{N-1} G_m(t)
= \frac{e^{-i\tilde{E}_{0t}}}{N^2} \prod_{m,n>m} [1 + e^{-i(\tilde{\lambda}_m + \tilde{\lambda}_n)t} |G_{mn}|^2],
\tag{B.13}
$$

where

$$
G_m(t) = e^{-i\tilde{E}_{0mt}} \prod_{n>m} \frac{1}{N^2_m} \left[ 1 + e^{-i(\tilde{\lambda}_m + \tilde{\lambda}_n)t} |G_{mn}|^2 \right]
\tag{B.14}
$$

is the component of the Loschmidt amplitude on quasiparticle mode $\tilde{\lambda}_m$.

3. PGP in disordered QIC chain

In polar coordinate, we have

$$
G_m(t) = \Re \{ G_m(t) \} + i \Im \{ G_m(t) \}
= r_m(t)e^{i\phi_m(t)} = r_m(t)e^{i[\phi^{0m}_m(t) + \phi^1_m(t)]},
\tag{B.15}
$$

where $\Re \{ G_m(t) \}$ and $\Im \{ G_m(t) \}$ are the real and imaginary parts of $G_m(t)$. Similar to the case in the period-two QIC, the modulus $r_m(t)$ and argument $\phi_m(t)$ can also be obtained by

$$
r_m(t) = \sqrt{\Re \{ G_m(t) \}^2 + \Im \{ G_m(t) \}^2}
\tag{B.16}
$$

and

$$
\phi_m(t) = \arg \{ G_m(t) \},
\tag{B.17}
$$

respectively.

From the definition, we have

$$
\phi^{0m}_m(t) = \int_0^t ds \langle \psi(s) | \tilde{H}_m | \psi(s) \rangle
= -t \langle \psi_0 | \tilde{H}_m | \psi_0 \rangle
= -t \langle \tilde{\psi}_0 | \frac{1}{N} \prod_{m',n'>m'} (1 + G_{m'n'} \tilde{\eta}_{m'}^\dagger \tilde{\eta}_n) \tilde{\lambda}_m (\tilde{\eta}_m^\dagger \tilde{\eta}_m - \frac{1}{2}) \frac{1}{N} \prod_{m',n'>m'} (1 + G_{m'n'} \tilde{\eta}_{m'}^\dagger \tilde{\eta}_{n'}) |\tilde{\psi}_0\rangle
= \frac{1}{2} \tilde{\lambda}_m t - \tilde{\lambda}_m t (\tilde{\psi}_0) \frac{1}{N^2} \prod_{m',n'>m'} (1 + G_{m'n'} \tilde{\eta}_{m'}^\dagger \tilde{\eta}_{n'}) \tilde{\eta}_m \tilde{\eta}_m \prod_{m',n'>m'} (1 + G_{m'n'} \tilde{\eta}_{m'}^\dagger \tilde{\eta}_{n'}) |\tilde{\psi}_0\rangle
\tag{B.18}
$$

$$
= \frac{1}{2} \tilde{\lambda}_m t - \tilde{\lambda}_m t \prod_{n>m} \frac{1}{N^2_{mn}} (1 + G_{mn} \tilde{\eta}_m \tilde{\eta}_n) \tilde{\eta}_m \tilde{\eta}_m \prod_{n>m} \frac{1}{N^2_{mn}} (1 + G_{mn} \tilde{\eta}_m \tilde{\eta}_n) |\tilde{\psi}_0\rangle
= \frac{1}{2} \tilde{\lambda}_m t - \tilde{\lambda}_m p_m t
= \frac{1}{2} - p_m \tilde{\lambda}_m t,
$$
where

\[ p_1 = \frac{\sum_{n>1} |G_{1n}|^2}{\prod_{n>1}(1 + |G_{1n}|^2)}, \]

\[ p_2 = \frac{\sum_{n>2} |G_{2n}|^2}{\prod_{n>2}(1 + |G_{2n}|^2)}. \]

Therefore, the PGPs of the disordered QIC can be calculated by

\[ \phi_m^G(t) = \phi_m(t) - \phi_m^{dyn}(t) = \arg[G_m(t)] - \left( \frac{1}{2} - \frac{\sum_{n>m} |G_{mn}|^2}{\prod_{n>m}(1 + |G_{mn}|^2)} \right) \tilde{\Lambda}_{nt}. \]
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