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Abstract

How does charge density constrain many-body wavefunctions in nature? The Hohenberg-Kohn theorem for non-relativistic, interacting many-body Schrödinger systems is well-known and was proved using reductio-ad-absurdum; however, the physical mechanism or principle which enables this theorem in nature has not been understood. Here, we obtain effective canonical operators in the interacting many-body problem – (i) the local electric field, which mediates interaction between particles, and contributes to the potential energy; and (ii) the particle momenta, which contribute to the kinetic energy. The commutation of these operators results in the charge density distribution. Thus, quantum fluctuations of interacting many-particle systems are constrained by charge density, providing a mechanism by which an external potential, by coupling to the charge density, tunes the quantum-mechanical many-body wavefunction. As an initial test, we obtain the functional form for total energy of interacting many-particle systems, and in the uniform density limit, find promising agreement with Quantum Monte Carlo simulations.
The Hohenberg-Kohn theorem states that for non-relativistic many-electron systems described by the Schrödinger equation, once the external potential and charge density are fixed, the system is fully determined\cite{1}. Specifically, we consider interacting many-body Schrödinger Hamiltonians in atomic units:

$$\hat{\mathcal{H}} = \sum_{\alpha} \frac{\hat{p}_\alpha^2}{2} + \frac{1}{2} \sum_{\alpha \neq \beta} \frac{1}{V_{ee}} |\hat{x}_\alpha - \hat{x}_\beta| + V_{ext}(r) \quad (1a)$$

Let \{\hat{x}_{\alpha=1}, \ldots, \hat{x}_N\}, \{\hat{p}_{\alpha=1}, \ldots, \hat{p}_N\}, and \{r\} denote particle coordinates, particle momenta, and spatial coordinate on which local external potential \(V_{ext}(r)\) is defined, respectively; \(\hat{T}\) and \(\hat{V}_{ee}\) denote kinetic and interaction energy operators, and many-body wavefunctions are denoted by \(\Psi(x_1, \ldots, x_N)\). The universal density functional, \(F[n(r)]\), maps the complicated many-body wavefunction to a scalar field in three dimensions, and is defined by

$$F[n(r)] = \min_{\Psi \rightarrow n(r)} \left\{ \langle \Psi | \hat{T} + \hat{V}_{ee} | \Psi \rangle \right\} \quad (1b)$$

Mathematically, separate bounds on the kinetic energy, \(\langle \Psi | \hat{T} | \Psi \rangle\), and the interaction energy, \(\langle \Psi | \hat{V}_{ee} | \Psi \rangle\), have been obtained as functionals of charge density \cite{2-5}. In addition, the Kohn-Sham ansatz\cite{6, 7} can be used to understand weakly interacting systems with approximate exchange-correlation functionals, and a hierarchy of functionals of increasing complexity can be constructed\cite{8-10}. But there are some limitations to prior work. One limitation is that constraints on the sum of operators, \(\langle \Psi | \hat{T} + \hat{V}_{ee} | \Psi \rangle\), remain elusive. Another, is that not all particle densities correspond to quantum many-body ground states \cite{11-13}, and we cannot fully understand which densities are \(V\)-representable without direct mechanistic insight into \(F[n(r)]\). Furthermore, while the Kohn-Sham ansatz\cite{7} is highly effective, the non-factorizability of many-body wavefunctions \cite{14} and ambiguity on the accuracy of exchange-correlation functionals\cite{15-17}, pose fundamental problems for quantum many-body systems with strong interactions. The benchmark calculations for many strongly-correlated systems are based on Quantum Monte Carlo (QMC)\cite{18, 19}, but even then, the number of possible fermion nodal surfaces or antisymmetric shapes of many-electron wavefunctions remains a challenge\cite{20-23}.

Despite difficulties in understanding interacting many-particle systems, however, the Hohenberg-
Kohn theorem is simple and universally applicable, shown via reductio-ad-absurdum in [1]. Our goal, therefore, is to understand the physical reason behind the success of this theorem – in particular, mechanistically, why/how does nature implement the Hohenberg-Kohn theorem?

FIG. 1. In three conceptual leaps, relativistic particles dressed by photons can be investigated using a theory determined entirely in terms of charge density. Recall that longitudinal photons mediate interactions in Quantum Electrodynamics, and choosing the radiation gauge allows us to obtain the Quantum Monte Carlo Hamiltonian of Equation 1a. The Hohenberg-Kohn theorem then maps the many-body wavefunction $\Psi$ to a scalar field $n(r)$, but the physical mechanism that enables this mapping was unknown. We propose the existence of effective canonical operators in interacting many-particle systems: particle momenta and local electric fields, with their commutation resulting in the local charge density. This operator algebra and the implied uncertainty relation constrain quantum fluctuations of interacting many-particle systems.

Figure[1] summarizes our main result. Longitudinal photons in radiation gauge of quantum electrodynamics correspond to the Coulomb interaction, $V_{ee} \sim \frac{1}{|x_\alpha - x_\beta|}$, of Equation 1a. $\langle \hat{V}_{ee} \rangle$ can therefore be replaced by the integrated energy density of the electric field. Moreover, we find that the local electric field and particle momentum are relevant canonical operators of the system: (i) these operators contribute to the potential and kinetic energy respectively, (ii) their quantum fluctuations contribute to the quantum-mechanical corrections to total
energy, and (iii) commutation of the two operators results in the charge density, such that charge density constrains quantum fluctuations of the many-body system. We will first derive the relationship between operators shown in Figure 1 and use that relation to obtain a functional form for total energy of interacting many-particle systems. For the jellium model, the functional form obtained in this way agrees with reference Quantum Monte Carlo (QMC) simulations.

**Interaction energy in terms of longitudinal electric fields** – We first show that the electron-electron interaction is the square of the energy density of the electric field:

$$\langle \Psi | \hat{V}_{ee} | \Psi \rangle = \frac{1}{8\pi} \int_r \langle \Psi | \hat{\mathbf{E}}_\parallel(r) \cdot \hat{\mathbf{E}}_\parallel(r) | \Psi \rangle$$  \hspace{1cm} (2)

where $\hat{\mathbf{E}}_\parallel(r)$ denotes the electric field generated by particles with coordinates $\{x_1, \ldots, x_\alpha, \ldots, x_N\}$ at point $r$, and is given by the gradient of the local potential $\hat{E}_{\parallel,j}(r) = -\partial_{r_j} \sum_\beta \frac{1}{|r - x_\beta|}$. Let us now consider:

$$\int_r \langle \Psi | \hat{\mathbf{E}}_\parallel(r) \cdot \hat{\mathbf{E}}_\parallel(r) | \Psi \rangle = \int_r \langle \Psi | \sum_{\alpha,\beta} \partial_{r_j} \frac{1}{|r - x_\alpha|} \cdot \partial_{r_j} \frac{1}{|r - x_\beta|} | \Psi \rangle$$ \hspace{1cm} (3a)

Integrating by parts in $r$, and setting surface terms to zero, we obtain

$$= -\sum_{\alpha,\beta} \int_r \langle \Psi | \frac{1}{|r - x_\alpha|} \nabla^2 \frac{1}{|r - x_\beta|} | \Psi \rangle$$ \hspace{1cm} (3b)

Using $\nabla^2 \frac{1}{|r - x_\beta|} = -4\pi \delta^{(3)}(r - x_\beta)$, results in

$$= \sum_{\alpha,\beta} \int_r \langle \Psi | \frac{4\pi}{|r - x_\alpha|} \delta^{(3)}(r - x_\beta) | \Psi \rangle = 4\pi \sum_{\alpha,\beta} \langle \Psi | \frac{1}{|x_\beta - x_\alpha|} | \Psi \rangle$$ \hspace{1cm} (3c)

$$= 4\pi \sum_{\alpha \neq \beta} \langle \Psi | \frac{1}{|x_\beta - x_\alpha|} | \Psi \rangle + 4\pi N \left\langle \Psi | \int_r \frac{\delta(r - x_1)}{|r - x_1|} | \Psi \right\rangle$$ \hspace{1cm} (3d)

The last term, denoting self-interaction, simplifies to a renormalizable constant, $(\sqrt{2\pi})^3 \int \frac{1}{|k|^2} \to \Lambda$ and depends on the UV-cutoff used for regularization, alternatively, also see [24].
have thus obtained the interaction energy in terms of longitudinal electric fields, as follows.

\[
\int_r \langle \Psi | \hat{E}_\parallel(r) \cdot \hat{E}_\parallel(r') | \Psi \rangle = 8\pi \langle \Psi | \hat{V}_{ee} | \Psi \rangle + 4\pi N\Lambda \tag{3e}
\]

A similar analysis (integration by parts, setting surface terms to zero, and using \(\nabla_r^2 \frac{1}{|r-x|} = \delta^{(3)}(r-x)\)) results in the connection between the energy density of the classically defined electric field, and the electrostatic interaction between charges, as follows.

\[
\int_r \langle \Psi | \hat{E}_\parallel(r) | \Psi \rangle \cdot \langle \Psi | \hat{E}_\parallel(r') | \Psi \rangle = 8\pi \int_{r,r'} \frac{n(r)n(r')}{|r-r'|} \tag{4}
\]

Using Eqs 3e and 4, the interaction energy, \(\langle \Psi | \hat{V}_{ee} | \Psi \rangle\), separates into a classical, electrostatic contribution, and contributions due to quantum fluctuations of \(\hat{E}_\parallel(r)\).

\[
\langle \hat{V}_{ee} \rangle = \frac{1}{8\pi} \langle \hat{E}_\parallel(r) \rangle \cdot \langle \hat{E}_\parallel(r') \rangle + \frac{1}{8\pi} \int_r \Delta E^2_\parallel(r) \tag{5}
\]

\[
\langle \hat{V}_{ee} \rangle = \frac{1}{2} \int_{r,r'} \frac{n(r)n(r')}{|r-r'|} + \frac{1}{8\pi} \int_r \Delta E^2_\parallel(r) \tag{6}
\]

where \(\Delta E^2_\parallel(r) = \langle \hat{E}_\parallel(r) \cdot \hat{E}_\parallel(r') \rangle - \langle \hat{E}_\parallel(r) \rangle \cdot \langle \hat{E}_\parallel(r) \rangle\).

**Kinetic energy of many-particle quantum systems** – As for contributions to kinetic energy, let us assume for convenience that the total momentum, \(\langle \hat{p} \rangle = 0\), i.e. the many-particle system is not undergoing translation, or the reference frame is chosen to be so. Particle indistinguishability then implies[25] see p. 320 \(\langle \hat{p}_{1,i} \rangle = \langle \hat{p}_{2,i} \rangle = \ldots = \langle \hat{p}_{N,i} \rangle = 0\), and the kinetic energy is the sum of fluctuations of momentum,

\[
\langle \hat{T} \rangle = \frac{\sum_{\alpha=1}^{N} \Delta p^2_\alpha}{2} \tag{7}
\]

where \(\Delta p^2_\alpha = \langle \hat{p}^2_\alpha \rangle - \langle \hat{p}_\alpha \rangle^2\). The universal interacting many-body functional, \(F[n(r)]\), in terms of classical electrostatic energy and quantum fluctuations is

\[
F[n(r)] = \langle \hat{T} + \hat{V}_{ee} \rangle = \sum_{\alpha} \frac{\Delta p^2_\alpha}{2} + \frac{1}{2} \int_{r,r'} \frac{n(r)n(r')}{|r-r'|} + \frac{1}{8\pi} \int_r \Delta E^2_\parallel(r) \tag{8}
\]
**Effective commutation relation** – We have thus mapped the many-body Schrödinger hamiltonian to classical and quantum contributions, such that the quantum contributions are given by

\[
\mathcal{E}_{\text{quantum}} = \sum_\alpha \frac{\Delta p^2_\alpha}{2} + \frac{1}{8\pi} \int \Delta E^2_{\parallel}(\mathbf{r}) \tag{9a}
\]

Inspecting the relationship between the momentum and electric field operators via commutation, we obtain

\[
[\hat{p}_{j,\alpha}, \hat{E}_{\parallel,k}(\mathbf{r})] \Psi = \frac{\hbar}{i} \left( \partial_{x_{j,\alpha}} \partial_{r_k} \sum_\beta \frac{1}{|\mathbf{r} - \mathbf{x}_\beta|} \right) \Psi \tag{9b}
\]

Changing the order of differentiation, \( \partial_{x_{j,\alpha}} \) selects only \( \alpha = \beta \) from summation over \( \beta \); furthermore, \( \partial_{x_j} \frac{1}{|\mathbf{r} - \mathbf{x}|} = \partial_{r_j} \frac{1}{|\mathbf{r} - \mathbf{x}|} \). Thus, we obtain:

\[
[\hat{p}_{j,\alpha}, \hat{E}_{\parallel,k}(\mathbf{r})] \Psi = \frac{\hbar}{i} \left( -\partial_{r_j} \frac{1}{|\mathbf{r} - \mathbf{x}_\alpha|} \right) \Psi \tag{9c}
\]

Using \( j = k \) terms, summation over repeated indices, and \( -\nabla^2_r \frac{1}{|\mathbf{r} - \mathbf{x}|} = 4\pi \delta^{(3)}(\mathbf{r} - \mathbf{x}) \), we obtain:

\[
[\hat{p}_{j,\alpha}, \hat{E}_{\parallel,j}(\mathbf{r})] \Psi = \frac{\hbar}{i} \left( -\nabla^2_r \frac{1}{|\mathbf{r} - \mathbf{x}_\alpha|} \right) \Psi = \frac{4\pi\hbar}{i} \delta^{(3)}(\mathbf{r} - \mathbf{x}_\alpha) \tag{9d}
\]

Summation over particle labels, \( \alpha \) gives:

\[
\sum_\alpha [\hat{p}_{\alpha,j}, \hat{E}_{\parallel,j}(\mathbf{r})] \Psi = \frac{4\pi\hbar}{i} \hat{n}(\mathbf{r}) \tag{9e}
\]

From particle indistinguishability, we obtain:

\[
N[\hat{p}_j, \hat{E}_{\parallel,j}(\mathbf{r})] \Psi = \frac{4\pi\hbar}{i} \hat{n}(\mathbf{r}) \tag{9f}
\]

**Constraint on quantum fluctuations of canonical variables** – Let us now constrain quantum fluctuations. Applying the Cauchy-Schwartz inequality following Robertson[26], the commutation relations in Equation 9c imply the following relation between quantum fluctuations:

\[
\Delta p_{j,\alpha} \Delta E_{\parallel,k} \geq \frac{\hbar}{2} \left| \langle \Psi | - \partial_{r_j} \frac{1}{|\mathbf{r} - \mathbf{x}_\alpha|} |\Psi \rangle \right| \tag{10a}
\]
Using $|g(x)| \geq g(x)$, summing over three dimensions, and using the Poisson relation between potential and charge density, again, leads to

$$\Delta p_{j,\alpha} \Delta E_{||,j}(r) \geq 2\pi h \langle \hat{n}_{\alpha}(r) \rangle \quad (10b)$$

Summation over particle labels, assuming isotropy of fluctuations,

$$\Delta p_{x}^2 = \Delta p_{y}^2 = \Delta p_{z}^2 = \Delta p^2 \quad (10c)$$

$$\Delta E_{||,x}^2(r) = \Delta E_{||,y}^2(r) = \Delta E_{||,z}^2(r) = \Delta E_{||}^2(r) \quad (10d)$$

and using particle indistinguishability, we get

$$3N\Delta p \Delta E_{||}(r) \geq 2\pi h n(r) \quad (10e)$$

Equation $10e$ suggests that by fixing $n(r)$, we are essentially realizing a generalized uncertainty constraint on quantum fluctuations of the many-particle system. Note that we are constraining fluctuations of longitudinal photons, which on their own have negative normalization in field theory [27]. It is therefore better to leave the inequality indeterminate for now as follows.

$$3N\Delta p \Delta E_{||}(r) \sim 2\pi h n(r) \quad (10f)$$

**Effect of uncertainty relation on energy as a functional of $n(r)$** – Equation $10f$ will now be used to obtain a density functional expression for total energies of many-body quantum states. In particular, the kinetic energy is constrained by charge density as $\langle \hat{T} \rangle \geq C_{ke} \int n^{5/3}(r) \quad [28]$. Using the fact that $\langle \hat{T} \rangle$ is due to momentum fluctuations only, see Eq 7, we obtain

$$\langle T \rangle = 3N\Delta p^2/2 \geq C_{ke} \int n^{5/3}(r) \quad (11a)$$

Instead of this bound, one could also obtain momentum fluctuations using (trial) Kohn-Sham wavefunctions, and improve bounds on momentum fluctuations iteratively. Also note that the constant $C_{ke}$ depends on the (anti)symmetry and spin-degeneracy of the system [29, 30]. With momentum fluctuations available, we can now use Equation $10f$ to constrain fluctu-
ations of the electric field, and making that substitution, we obtain the total energy as a functional of \( n(r) \) as follows \[31\]

\[
E[n(r)] \sim C_{ke} \int n^{5/3}(r) + \frac{\pi}{2C_{ke}N} \int n^2 + \frac{1}{2} \int \frac{n(r)n(r')}{|r-r'|} + \int V_{ext}(r)n(r) \quad (11b)
\]

**Energy in the uniform density limit** – In the uniform density limit, \( n(r) = n \) and \( V_{ext}(r) = -\int \frac{n}{|r-r'|} \), a uniform positively charged background. The total energy then is:

\[
E[n(r)] \sim C_{ke}n^{5/3}V + \frac{\pi n^2 V}{2C_{ke}N n^{5/3}V} + \frac{n^2}{2} \int \frac{1}{|r-r'|} d^3r d^3r' - n^2 \int \frac{1}{|r-r'|} d^3r d^3r' \quad (11c)
\]

where \( V \) denotes volume of the system; let us use \( nV = N \) to substitute \( V \) in the first term on the right-hand-side. Then, in terms of the Wigner-Seitz radius, \( \frac{4\pi}{3}r_s^3 = \frac{1}{n} \), the energy is given by

\[
E_{\text{uniform}}[n] \sim NC_{ke} \left( \frac{3}{4\pi r_s^3} \right)^{2/3} + \frac{\pi}{2NC_{ke}} \left( \frac{3}{4\pi r_s^3} \right)^{1/3} + A(V)/2 \left( \frac{3}{4\pi r_s^3} \right)^2 + c_1(N) \quad (11d)
\]

where we have added a constant term, \( c_1(N) \) independent of \( r_s \), but dependent on the total number of particles, \( N \) (note the self-interaction constant that we ignored earlier). Rearranging in decreasing powers of \( r_s \), we get:

\[
E_{\text{uniform}}[n(r)] \sim c_1(N) + c_2(N) \frac{1}{r_s} + c_3(N) \frac{1}{r_s^2} + c_4(V) \frac{1}{r_s^6} \quad (11e)
\]

**How “universal” is the energy expression in the uniform density limit?** – Equation \[11e\] shows that bosonic and fermionic systems share the same \( r_s \) dependencies despite (anti)symmetry or spin-degeneracy of \( \Psi \). By linearity, we expect energy-differences between states that satisfy Equation \[11e\] to also satisfy the same \( r_s \) dependencies. Let us now fit Equation \[11e\] against reference values of energies and energy-differences of different quantum states investigated using Quantum Monte Carlo \[19\].

Figure \[2\] shows the agreement of the functional form in Equation \[11e\] to four types of quantum many-body states: bosonic fluid (BF), paramagnetic fermionic fluid (PMF), ferromagnetic fermion fluid (FMF), and Wigner crystalline state (BCC). Specifically, Figure \[2\] presents
Coefficients for Eq. 11e:
\{-0.0041, -1.2336, 0.7985, -2.0181 \}
\{-0.0039, -1.2624, 2.5656, -0.1254 \}
\{-0.0034, -1.3089, 3.5297, 1.7527 \}
\{-0.0043, -1.2026, 0.8972 , 0 \}

Maximum Absolute Errors:

|                    | 1.43 mHa | 1.36 mHa | 1.26 mHa | 1.14 mHa |
|--------------------|----------|----------|----------|----------|
| Energy of bosonic state [Ryd] | ![Graph](a) | ![Graph](b) | ![Graph](c) | ![Graph](d) |
| Energy of paramagnetic fermion [Ryd] | ![Graph](a) | ![Graph](b) | ![Graph](c) | ![Graph](d) |
| Energy of ferromagnetic fermion [Ryd] | ![Graph](a) | ![Graph](b) | ![Graph](c) | ![Graph](d) |
| Energy of Wigner BCC state [Ryd] | ![Graph](a) | ![Graph](b) | ![Graph](c) | ![Graph](d) |
| Error in mHa | ![Graph](a) | ![Graph](b) | ![Graph](c) | ![Graph](d) |

FIG. 2. Consistency of Equation 11e with Quantum Monte Carlo calculations of four types of many-body quantum wavefunctions in the uniform density limit [19]: (a) bosonic $\Psi$ (b) paramagnetic fermion (c) ferromagnetic fermion and (d) the Wigner BCC state. The first and second rows show coefficients obtained via semi-emprical fits of Equation 11e, and corresponding maximum absolute deviation from QMC reference data in [19]. The third row shows energy as a function of $r_s$ where parameterized forms of Equation 11e (solid lines) agree with QMC data (discrete points). Finally, deviation of energies from reference QMC data is plotted throughout the range of available data. Note that energies are in Ryd = 0.5Ha in keeping with [19], and deviations are within $\pm$1.5 mHa. These results support the general forms of $r_s$ dependence arising from uncertainty arguments in the previous section.

The coefficients that best describe each many-body quantum state, the maximum absolute deviation from reference data, comparison plots of energies (and deviations) of the functional form from QMC data for the complete range of $r_s$ values. Agreement of the functional form in Eq. 11e to reference values within $\pm$1.5 mHa suggests that we have captured the most essential physics implied by the kinetic and potential energy operators – despite differences in the particle statistics, spin polarization, and crystallinity of different wavefunctions, they are described by the Hamiltonian (and resulting operator algebra) in Equation 1a.

**How well can we arrange many-body states by energy?** – We now consider whether Equation 11e is capable of representing transitions between quantum states. Energy-differences appear to generally agree with the $r_s$ dependencies, with notable exception around change in spin-polarization.
FIG. 3. Energetic ordering of different quantum states in the jellium model, with discrete points showing QMC data\textsuperscript{19}, and solid lines showing fits to Equation 11 with coefficients from Figure 2. Transitions occur when energy-differences change sign at $y = 0$, with energetically favored states labeled before and after transition: (a) Transition between Bosonic fluid (BF) to BCC Wigner state is captured exactly at $r_s = 160$, (b) Transition between paramagnetic fermions (PMF) and ferromagnetic fermions (FMF) is not captured accurately, and (c) Transition between paramagnetic fermions (PMF) to BCC Wigner state is captured, despite the lack of reference datapoints \textsuperscript{19}. As expected, the functional form does not capture spin-orbit coupling, absent in the Hamiltonian, while accurately representing the competition between kinetic and interaction energies that drive transitions around the Wigner state. Data from other QMC simulations are not combined, as each QMC simulation assumes extensivity, Jastrow factors, and sampling heuristics, with subtle effects that are beyond the scope of this work.

Figure 3 shows energy differences between pairs of states. Specifically, in Figure 3a, the bosonic fluid (BF) to Wigner (BCC) state transition is captured exactly at $r_s = 160$, in agreement with \textsuperscript{19}, while in Figure 3b, the functional form is unable to capture energy differences (and the transition) between paramagnetic and ferromagnetic states, despite high accuracy in energy prediction (cf. Fig. 2). This disagreement is promising (and expected) because while we have captured the competition between kinetic and interaction energies in the system, spin-orbit coupling, which crucial to determine the paramagnetic-to-ferromagnetic transition is not included. Finally, in Figure 3c, we observe that despite the lack of datapoints, the transition between Wigner (BCC) and paramagnetic fermion (PMF) states is correctly captured, as it is driven by competition between kinetic and interaction energies. More data from other sources are not used to complement the reference dataset in \textsuperscript{19}, as each Quantum Monte Carlo simulation assumes size-extensivity, sampling heuristics, and trial wavefunctions that can lead to subtle effects, for instance see \textsuperscript{32}.

**Conclusion** In this work, we have illuminated the pivotal role of the underlying electro-
magnetic field in the Hohenberg-Kohn theorem. It is shown that we can construct effective canonical variables for interacting many-body Hamiltonians, obtain uncertainty relations, and understand mechanistically, how nature implements the Hohenberg-Kohn theorem. Semi-empirical fits to QMC simulations in the uniform density limit agree with our conceptual proposal, but more work is necessary to develop universal density functionals based on the insights of this work, to conduct universality tests on benchmark non-uniform systems, and to handle periodicity.

We can now understand the Hamiltonian in Equation [1a] in terms of quantum fluctuations; one can similarly understand electron-phonon interactions in terms of quantum fluctuations of the external potential; understanding spin-orbit coupling and quantum magnetism, however, remains a challenge. More work along this direction would enable us to make general, material-agnostic, statements about the connection between antiferromagnetism and quantum phases such as strange-metals, high-temperature superconductors, and other non-fermi liquids[14].
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$$\Psi_S(x_1, \ldots, x_N) = \frac{1}{\sqrt{N!}} \sum_{\mathcal{P}(x_1, \ldots, x_N)} \Psi(\mathcal{P})$$

To obtain a corresponding antisymmetric (fermionic) many-body wavefunction resulting in the same charge density, $n(r)$, $\Psi_A$, we multiply the symmetric wavefunction by $\Theta(x_1, \ldots, x_N)$, where $\Theta = \pm 1$ represents the fermion nodal structure and changes sign under exchange of coordinate labels, $\Psi_A = \Theta(x_1, \ldots, x_N)\Psi_S(x_1, \ldots, x_N)$. In the following, subscripts $S$ denote observables of symmetric wavefunctions while $A$ denote observables corresponding to antisymmetric wavefunctions. We find that expectation values of operators like $\delta(r - x_\alpha)$, and $\frac{1}{|x_\alpha - x_\beta|}$ remain unchanged because for antisymmetric wavefunctions, the integrals simply include $\Theta^2 = 1$:

$$n_A(r) = \int_{x_1, \ldots, x_N} |\Psi_A|^2 \delta(r - x_\alpha) = \int_{x_1, \ldots, x_N} |\Psi_S|^2 \delta(r - x_\alpha) \Theta^2 = n_S(r)$$
\[ V_{ee,A}(\mathbf{r}) = \int_{x_1,\ldots,x_N} |\Psi_A|^2 \frac{1}{|x_\alpha - x_\beta|} = \int_{x_1,\ldots,x_N} |\Psi_S|^2 \frac{1}{|x_\alpha - x_\beta|} \Theta^2 = V_{ee,S}(\mathbf{r}) \]

On the other hand, the momentum operator requires the derivative of \( \Psi \), and the presence of nodal structure becomes relevant. Specifically, for \( \Psi_S \to \Psi_A \) related by the fermion nodal structure, the observed momenta vary because:

\[ \langle p \rangle_{\alpha,A} = \frac{\hbar}{i} \int_{x_1,\ldots,x_N} \Psi_A^\dagger (x_1,\ldots,x_N) \nabla_\alpha \Psi_A (x_1,\ldots,x_N) \]

Operating the derivative on \( \nabla_\alpha \Psi_A = (\nabla_\alpha \Psi_S) \Theta + \Psi_S \nabla_\alpha \Theta \), resulting in
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In case of the local electric field operator, the gradient is with respect to \( \mathbf{r} \) acting on \( \frac{1}{|\mathbf{r} - x_\gamma|} \Psi (x_1,\ldots,x_N) \), and derivatives on the nodal-surface do not appear.