Comments and extensions of a suggestion for a relativistic charge density definition
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A recent suggested definition of a relativistically correct three dimensional charge density of an extended hadron is shown to be physically and intuitively connected to an earlier relativistically correct two dimensional charge density studied in the context of light-front physics. Looking at spin-1/2 hadrons, such a connection is shown to exist for both the polarized and unpolarized cases.

I. INTRODUCTION

The well-known nonrelativistic connection that gives a hadron’s charge density as the Fourier transform of the charge form factor is not justified relativistically. The question becomes how one could obtain a relativistically correct charge density from the lepton scattering data. A by now older suggestion [1, 2] is to work in the light front formalism, or in an infinite momentum frame, with the hadron and virtual photon traveling in essentially opposite directions and where one can think of the hadron as flattened in its direction of motion. It is then possible to obtain a relativistically well defined area charge density by projection onto the transverse plane, both for polarized and unpolarized situations.

One may still seek a relativistically correct way to determine a three dimensional charge density from form factors. Ref. [3] makes an interesting suggestion, with followups in [4–6]. The goal of this note is to, after a brief review, understand the charge density definition of [3, 4] in terms of its connection to the older two dimensional relativistic densities and to do so for both unpolarized and polarized hadrons. Other recent discussions relevant to charge density expressions are in [7–10].

To anticipate the physical situation, both the three dimensional and two dimensional charge density definitions involve, if expressed in momentum space, hadrons moving extremely fast and Lorentz flattened to a disk. The 3D density is then the density on a disc averaged over all orientations. The charge on the disc in a ring of circumference $2\pi r$ and a certain thickness averages, as the orientation varies, to the charge on a sphere of the corresponding thickness and surface $4\pi r^2$. Hence the relation between the newly defined 3D density $\rho_1(r)$ and the surface charge density on the disc, the older light front projected density $\sigma_1(r)$, should be

$$\rho_1(r) = \frac{\sigma_1(r)}{2r}.$$  \hfill (1)

We shall see how this anticipation, and its polarized counterpart, fares as we proceed.

II. REVIEW

To define a charge distribution one begins with a statement of what hadron state is to be used. The suggestion in [3], here with hadron helicity $\lambda$ included, is equivalent to a state written as [1–4]

$$|\Phi, \lambda\rangle = N \int \frac{d^3p}{(2\pi)^3} \frac{1}{\sqrt{2E_p}} |\vec{p}, \lambda\rangle.$$  \hfill (2)

The states within the integral are momentum eigenstates for the extended hadron where $\vec{p}$ is the total momentum and the normalization is

$$\langle \vec{p}', \lambda' | \vec{p}, \lambda \rangle = (2\pi)^3 2E_p \delta_{\lambda, \lambda'} \delta^3(\vec{p}' - \vec{p}).$$  \hfill (3)

$$E_p = \sqrt{m^2 + \vec{p}^2},$$

where $m$ is the hadron’s mass, and

$$|N|^2 \int \frac{d^3p}{(2\pi)^3} = 1.$$  \hfill (4)

One could include a wave function or profile function in the integral, with a limiting procedure to ensure the momenta are dominantly very large magnitude. This is done in [3], but the manipulations and the physical genesis of the results are clear without the extra notation. If done, however, the results can be shown to be the same as will be found here.

The momentum distribution that makes up the state $|\Phi, \lambda\rangle$ is de facto spherically symmetric, which is true also in [3]. The state is arguably a state with no overall momentum, centered at the origin. A discussion of how to construct center of mass coordinate operators and eigenstates is placed in the Appendix, thought this is not strictly crucial for what follows. What is important is that, when we want to specify the charge density and radius of a state, we are choosing to do it for a state that is stationary and centered at the origin, $\vec{R} = 0$. A state with such a definite location requires very high momentum components in its momentum space description, and the dominance of high momentum components in the state is crucial in what follows.

The charge density is defined from

$$\rho_{\lambda, \lambda'} = \langle \Phi, \lambda' | j^0(\vec{r}) | \Phi, \lambda \rangle,$$  \hfill (5)
where \( j^0 \) is the density component of the electromagnetic current and time \( t = 0 \) is tacit. We will work out the charge densities for the spin-1/2 states
\[
|\Phi, s\rangle = \frac{1}{\sqrt{2}} \left( |\Phi, \lambda = 1/2\rangle + e^{i\phi} |\Phi, \lambda = -1/2\rangle \right),
\]
where \( \lambda \) is now the light front helicity and \( p^+ = p^0 + p^z \).

As a further reminder, the analogous light front treatment that leads to the 2D areal charge distribution begins with hadron states
\[
|p^+, \vec{R}_\perp = 0, \lambda\rangle = N^2 \int \frac{d^2 p_\perp}{(2\pi)^2} |p^+, \vec{p}_\perp, \lambda\rangle,
\]
where \( \lambda \) is now the light front helicity and \( p^+ = p^0 + p^z \).

The projected surface charge densities come from
\[
\sigma_{\lambda \lambda}(\vec{r}_\perp) = \frac{1}{2p^+} \times
\langle p^+, \vec{R}_\perp = 0, \lambda | j^x(0, \vec{r}_\perp) | p^+, \vec{p}_\perp, \lambda = 0 \rangle,
\]
where \( \vec{r}_\perp = \vec{r} - \vec{p} \), is the part of \( \vec{q} \) that is perpendicular to \( \vec{P} \).

We should comment that the light front calculation works for any allowed value of \( p^+ \). The hadron’s longitudinal momentum could be very fast, in which case the hadron will appear Lorentz flattened and it is natural to speak of a 2D charge distribution on a disc. Or the hadron could be at rest and hence appear quite three dimensional. In this case one still gets a 2D charge distribution, with the projection being done by the photon beam. The 2D charge distribution is the same for all \( p^+ \), and it is convenient to think of it as a charge density on a disc.

### III. 3D DEVELOPMENT

The 3D density, Eq. (5), is
\[
\rho_{\lambda \lambda}(\vec{r}) = |N|^2 \int \frac{d^3 P d^3 q}{(2\pi)^6} \left| \hat{q} \right|^2 e^{-i\hat{q}\cdot\vec{r}_\perp} \left| \vec{P} + \frac{\vec{q}}{2}, \lambda \right|^0(0) | \vec{P} - \frac{\vec{q}}{2}, \lambda \rangle.
\]

Note that \( P = |\vec{P}| \) is almost always large, de facto \( P \to \infty \), while \( |\vec{q}| \) is limited by form factors. We can omit many corrections of \( O(|\vec{q}|/P) \), so that for example \( \sqrt{2E_p E_p s} \to 2E_p \).

The matrix element is
\[
\langle \vec{P} + \frac{\vec{q}}{2}, \lambda | j^0(0) | \vec{P} - \frac{\vec{q}}{2}, \lambda \rangle = \hat{q}(\vec{P} + \frac{\vec{q}}{2}, \lambda) \times \left[ \gamma^0 G_M(q^2) - \frac{P^0}{m} F_2(q^2) \right] u(\vec{P} - \frac{\vec{q}}{2}, \lambda),
\]
where \( G_M = F_1 + F_2 \) and the Dirac spinors are
\[
u(\vec{P}, \lambda) = \frac{1}{\sqrt{E_p + m}} (E_p + m + \vec{\alpha} \cdot \vec{p}) \chi_\lambda(\vec{P}).
\]

The \( \chi_\lambda \) are helicity eigenstates that have only upper components, and the \( \vec{\alpha} \) are standard Dirac matrices. After some manipulation
\[
\rho_{\lambda \lambda}(\vec{r}) = \int d^3 \vec{P} \int d^3 q \frac{\delta(\vec{P} - \vec{q})}{4\pi^2} e^{-i\vec{q}\cdot\vec{r}} \left[ \delta_{\lambda \lambda} F_1(q^2) + \frac{i}{2m} \sigma_{\lambda \lambda} \cdot \vec{q} \times \vec{P} F_2(q^2) \right].
\]

The charge density is
\[
\rho_{\lambda \lambda}(\vec{r}) = |N|^2 \int \frac{d^3 P d^3 q}{(2\pi)^6} \left| \hat{q} \right|^2 e^{-i\hat{q}\cdot\vec{r}_\perp} \left| \vec{P} + \frac{\vec{q}}{2}, \lambda \right|^0(0) | \vec{P} - \frac{\vec{q}}{2}, \lambda \rangle.
\]
with the protocol that $R_P$ is represented by $2 \times 2$ or $3 \times 3$ matrices, as the situation demands. In like fashion, $\hat{s}$ is a vector and,

$$\hat{s} = R_P \hat{s}_0,$$

(22)

where $\hat{s}_0$ is a base value evaluated with states quantized in the z direction,

$$\hat{s}_0 = \hat{x}_s(\hat{z}) \hat{\sigma}_s(\hat{z}) = \hat{x} \cos \phi_s + \hat{y} \sin \phi_s.$$  

(23)

The density is now

$$\rho(\vec{r}) = \rho_{ss}(\vec{r}) = \int \frac{d^3 \vec{q}}{4\pi^3} e^{-i\vec{q} \cdot \vec{r}} \left[ F_1(-q_1^2) + \frac{i}{2m} \hat{q} \times \hat{P} F_2(-q_1^2) \right].$$

(24)

The $d^3q$ integrals can be done while holding $\hat{P}$ fixed. Split both $\hat{q}$ and $\vec{r}$ into components parallel and perpendicular to $\hat{P}$. For the first integral,

$$\int \frac{d^3 \vec{q}}{(2\pi)^3} e^{-i\vec{q} \cdot \vec{r}} F_1(-q_1^2) = \delta(r_1) \int \frac{d^2 \vec{q}_\perp}{(2\pi)^2} e^{-i\vec{q}_\perp \cdot \vec{r}} F_1(-q_1^2)$$

$$= \delta(\vec{P} \cdot \vec{r}) \sigma_1(r_\perp),$$

(25)

where $\sigma_1(r_\perp)$ is indeed the same function seen when reviewing the projected surface charge densities in the light front case, Eq. (11). For the second integral, noting that $\vec{q}$ can be replaced by $\vec{q}_\perp$,

$$\frac{i}{2m} \int \frac{d^2 \vec{q}_\perp}{(2\pi)^2} e^{-i\vec{q}_\perp \cdot \vec{r}} F_2(-q_1^2)$$

$$= \frac{1}{2m} \delta(\vec{P} \cdot \vec{r}) \hat{r} \vec{q}_\perp \cdot \hat{r} \int \frac{d^2 \vec{q}_\perp}{(2\pi)^2} e^{-i\vec{q}_\perp \cdot \vec{r}} F_2(-q_1^2)$$

$$= \frac{1}{2m} \delta(\vec{P} \cdot \vec{r}) \hat{r} \int \frac{QdQ}{2\pi} J_0(Qr_\perp) F_2(-Q^2)$$

$$= -\delta(\vec{P} \cdot \vec{r}) \hat{r} \sigma_2(r),$$

(26)

where $Q = |\vec{q}_\perp|$ and we replaced $r_\perp$ by $r$, which is allowed since the delta-function sets $r_\perp$ to zero. Function $\sigma_2(r_\perp)$ is the same as in the spin dependent term in the light front case, Eq. (11).

Now,

$$\rho(\vec{r}) = \int \frac{d^2 \vec{P}}{4\pi r} \hat{P} \cdot \vec{r} \left[ \sigma_1(r) + \hat{s} \cdot \hat{r} \times \hat{P} \sigma_2(r) \right].$$

(27)

The integral for the first term is elementary, and gives the result anticipated by picturing the physical situation, recorded in Eq. (1). In the second term, we remember that $\hat{s}$ depends on $\hat{P}$. Also in the second term, using $d^2 \vec{P} = d\phi_p d(\cos \theta_p)$ and integrating the $\delta$-function using $d(\cos \theta_p)$, leads to a Jacobian

$$J = \left| \frac{\partial(\vec{P} \cdot \vec{r})}{\partial(\cos \theta_p)} \right| = |\cos \theta_r| (1 + \tan^2 \theta_r \cos^2 \phi_p).$$

(28)

The azimuthal integration can then be done straightforwardly, yielding the final result

$$\rho(\vec{r}) = \rho_1(r) + \rho_2(r) \sqrt{1 + |\cos \theta_r|} = \rho_1(r) + \rho_2(r) \sqrt{1 + |\cos \theta_r|},$$

(29)

with

$$\rho_{1,2}(r) = \frac{\sigma_{1,2}(r)}{2r}.$$

(30)

IV. CLOSING REMARKS

The relativistic definition of the 3D charge density given in [3], and the ensuing manipulations to express that charge density in terms of the form factor measured in lepton hadron scattering, has good features. It is the expectation value of the charge density operator evaluated for an extensive hadron in a particular state, which one may be able to separately argue is a position eigenstate.

The state for which the charge density has been evaluated is, in momentum space, the superposition of states of unlimited momentum magnitude traveling in all directions. That nearly all the momenta are much much larger than the mass means that the mass of the state plays no kinematic role in the relation between the charge density and the form factors, and appears only as a normalizing factor in the definition of $F_2$.

As nearly all the momenta are very large, for a given direction of momentum the hadron appears like a Lorentz flattened pancake with its cross section perpendicular to the momentum direction. The charge density on the surface of that pancake is the same as earlier considerations in a light front formalism, which can be thought of as hadrons moving fast in a given direction. In the light front case, the areal charge density in realistically well defined. Intuitively, the 3D charge density now under discussion would be the same as disc with this areal, or 2D, charge density rotated in all possible directions to fill a 3D volume, and averaged over. This view leads to the relation between the 3D and 2D charge densities given earlier, Eq. (1), and verified by detailed calculations.

For the polarized hadron, analogous results follow. Polarization means there is a definite directional vector associated with a stationary hadron, allowing for direction position dependence of the charge density. The basic function giving the position dependence in the 3D polarized case has the same relation to its 2D counterpart as in the unpolarized case.
Hence there is a definite connection of the newly suggested 3D relativistic charge density to the 2D relativistic charge density known earlier, and the intuitive nature of the connection could be viewed as positive support for the new 3D suggestion.
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Appendix A: CM Coordinate Operator

If one has eigenstates of total momentum, one has also a total momentum operator, one can define coordinate eigenstates and a coordinate operator whose components have the correct canonical commutation relations. We shall demonstrate this below. The coordinate being conjugate to the total momentum is what is standardly called the center of mass coordinate.

The situation considered here, just finding a center of mass coordinate where there are momentum eigenstates, is different from trying to define relativistically a CM coordinate from constituent coordinates in a multicomponent system. Pryce, in a well known paper [13], pointed out at least two difficulties that can occur in this case. One is that in a multicoordinate system, the results of the definitions may be frame dependent. Another is that the coordinate components don’t commute with each other. Pryce showed sample definitions that avoided one or the other of these difficulties, but no definition that avoided both.

To return to the present task, study for simplicity the single particle sector in the scalar case, with the extended objects having momentum eigenstates \(|\vec{p}\rangle\) normalized by

\[
\langle \vec{p}' | \vec{p} \rangle = (2\pi)^3 2E_p \delta^3 (\vec{p}' - \vec{p}). \tag{A1}
\]

The identity operator and momentum operator can be given by

\[
\hat{I} = \int \frac{d^3p}{(2\pi)^3 2E_p} |\vec{p}\rangle \langle \vec{p}|, \quad \hat{P} = \int \frac{d^3p}{(2\pi)^3 2E_p} |\vec{p}\rangle \vec{p} \langle \vec{p}|. \tag{A2}
\]

and it is easy to verify \(\hat{I} |\vec{p}\rangle = |\vec{p}\rangle\) and \(\hat{P} |\vec{p}\rangle = \vec{p} |\vec{p}\rangle\).

Define coordinate states

\[
|\vec{x}\rangle = \int \frac{d^3p}{(2\pi)^3 \sqrt{2E_p}} e^{-i\vec{x} \cdot \vec{p}} |\vec{p}\rangle. \tag{A3}
\]

These have properties

\[
\langle \vec{x}' | \vec{x} \rangle = \delta^3 (\vec{x}' - \vec{x}), \quad \langle \vec{p} | \vec{x} \rangle = \sqrt{2E_p} e^{-i\vec{x} \cdot \vec{p}}. \tag{A4}
\]

The identity operator can also be given by

\[
\hat{I} = \int d^3x |\vec{x}\rangle \langle \vec{x}|, \tag{A5}
\]

and the position operator is defined by

\[
\hat{X} = \int d^3x |\vec{x}\rangle \vec{x} \langle \vec{x}|. \tag{A6}
\]

It is easy to test \(\hat{I} |\vec{x}\rangle = |\vec{x}\rangle\) and \(\hat{X} |\vec{x}\rangle = \vec{x} |\vec{x}\rangle\).

The position operator can also be written

\[
\hat{X} = \int d^3x \frac{d^3p}{(2\pi)^3 \sqrt{2E_p}} \frac{d^3p'}{(2\pi)^3 \sqrt{2E_p'}} e^{i(\vec{p} - \vec{p}') \cdot \vec{x}} |\vec{p}'\rangle \langle \vec{x}|. \tag{A7}
\]

It remains to consider the commutator,

\[
X_i P_j - P_j X_i = \int d^3x \frac{d^3p}{(2\pi)^3} \frac{d^3p'}{(2\pi)^3} |\vec{p}'\rangle \chi_i(p_j - p_j') \langle \vec{p} | e^{i(\vec{p} - \vec{p}') \cdot \vec{x}}
\]

\[
= \int d^3x \frac{d^3p}{(2\pi)^3} \frac{d^3p'}{(2\pi)^3} |\vec{p}'\rangle \langle \vec{p} | x_i (-i \partial/\partial x_j) e^{i(\vec{p} - \vec{p}') \cdot \vec{x}}. \tag{A8}
\]

It is crucial that a space derivative does not affect the momentum state,

\[
\frac{\partial}{\partial x_j} |\vec{p}\rangle = 0. \tag{A9}
\]

This is on one hand natural. However, should it not be true at first instance, we prove as a separate lemma later that the phase can always be chosen to make it true.

Integration by parts then gives

\[
X_i P_j - P_j X_i = i\delta_{ij} \int \frac{d^3p}{(2\pi)^3} |\vec{p}\rangle \langle \vec{p}|. \tag{A10}
\]

or

\[
[X_i, P_j] = i\delta_{ij} \hat{I}, \quad \tag{A11}
\]

the canonical result.

Regarding the promised lemma, it seems natural that the momentum eigenstate should have no parametric dependence on position, and \((\partial/\partial x_j) |\vec{p}\rangle = 0\) follows accordingly. On the other hand, the state |\vec{p}\rangle multiplied by a function of position is still a momentum eigenstate, and then this condition won’t hold, so we pose the question whether we can generally find momentum eigenstates with \((\partial/\partial x_j) |\vec{p}\rangle \neq 0\) if we start with states |\vec{p}\rangle_j where \((\partial/\partial x_j) |\vec{p}\rangle_j \neq 0\? We will allow use of normalization and uniqueness (that is, there is only one independent momentum eigenstate for each momentum). So we have
Lemma: The phase of the momentum eigenstates can always be chosen so that
\[
\frac{\partial}{\partial x^i} |\vec{p}\rangle = 0. \tag{A12}
\]

Proof: The space derivative commutes with the momentum operator, so the derivative must yield a momentum eigenstate with the same momentum, and by uniqueness the same eigenstate, up to a possible position dependent factor,
\[
\frac{\partial}{\partial x^i} |\vec{p}\rangle_a = i \alpha_x(\vec{x}) |\vec{p}\rangle_a. \tag{A13}
\]
We can further prove that \(\alpha_x(\vec{x})\) is real (from the normalization condition).

Since there are three directions,
\[
\nabla |\vec{p}\rangle_a = (i \alpha_1(\vec{x}), i \alpha_2(\vec{x}), i \alpha_3(\vec{x})) |\vec{p}\rangle_a \overset{\text{def}}{=} i \vec{u}(\vec{x}) |\vec{p}\rangle_a. \tag{A14}
\]
Note that \(\nabla \times \vec{u} = 0\), which follows from letting \(\nabla \times \nabla\) act on \(|\vec{p}\rangle_a\).

Seek a state \(|\rho\rangle = e^{i\phi(\vec{x})} |\rho\rangle_a\) satisfying the zero derivative requirement. The transformation is just a phase, for normalization maintenance. Then
\[
0 = \nabla |\vec{p}\rangle = \nabla \left( e^{i\phi(\vec{x})} |\vec{p}\rangle_a \right)
= \left( i \vec{\nabla} \phi(\vec{x}) \right) e^{i\phi(\vec{x})} |\vec{p}\rangle_a + i e^{i\phi(\vec{x})} \vec{u} |\vec{p}\rangle_a. \tag{A15}
\]
Hence need
\[
\vec{\nabla} \phi(\vec{x}) + \vec{u}(\vec{x}) = 0. \tag{A16}
\]
The solution is
\[
\phi(\vec{x}) = - \int^x d\vec{x}' \cdot \vec{u}(\vec{x}'). \tag{A17}
\]
Since \(\phi(\vec{x})\) can be found, the state with \((\partial/\partial x^i) |\rho\rangle = 0\) exists.

This completes the demonstration of the Lemma, and so also completes the demonstration that a canonical center of mass coordinate can be defined if one has momentum eigenstates.
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