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Optimisation problems are abundant both in lab and industrial chemistry, where the determination of ideal reaction conditions poses particular challenges. This work contributes to the extant research on self-optimisation by developing a modular, autonomous platform that performs multi-variati and multi-objective optimisations in real-time, thereby generating cost and time savings. The platform consists of a fully-automated microreactor setup that is equipped with real-time reaction monitoring (through inline FT-IR spectroscopy) and a self-optimisation procedure. To demonstrate its flexibility (which extends to industrial production settings), the performances (in terms of identifying optimal reaction conditions) of two common optimisation strategies, modified simplex algorithm and model-free design of experiments, are subsequently compared. Besides enabling model-free autonomous optimisation, this novel system also permits the simultaneous collection of kinetic data to gain further insights into the involved chemical processes. In a second step, the system is enhanced to become capable of providing real-time responses to disturbances to the chemical process. Thus, this work assists researchers and production engineers alike in selecting the most suitable strategy for a given optimisation scenario, while also counteracting potential malfunctions in chemical production processes.

Introduction

Optimisation strategies are of high significance for chemical process development, both in lab and in industrial applications. They aim at improving the performance of a system, a process, a procedure, or a product. Moreover, they minimize the effort necessary to achieve these improvements, for instance through reducing the extent of human intervention or the required number of experiments.1,2 Such optimisation procedures can be performed in every stage of process development. Their high industrial significance can be attributed to economic reasons, as they guarantee a consistent quality of chemical products while simultaneously saving time and costs. During optimisation, the search for a maximum or minimum value of an objective function is performed. This is executed by systematic variation of parameters that influence the objective function.3 For instance, the yield of a chemical reaction depends on several variables, such as stoichiometries of substrates, temperature, or residence time. The number of iterations required to find the global optimum constitutes a key parameter of optimisation problems, since it correlates with the needed laboratory effort.2

Although academic research has studied multidimensional, systematic optimisation strategies in detail,4–13 in industrial settings, optimisation often proceeds through changing one variable at a time (OVAT).14,15 Notwithstanding OVAT’s ease of use, multidimensional approaches, which optimise all conditions simultaneously, are considerably more efficient. Two of the main advantages of multidimensional optimisation are its ability to explain interactions between reaction parameters, and a smaller number of required experiments, hence resulting in lower costs of reagents and less time consumption.16–19

Several optimisation methods exist,2,3 including the modified Nelder–Mead simplex algorithm and design of experiments (DoE). Regarding the former,20 simplexes are
generated and iteratively replaced, thus leading the process to a local optimum.\textsuperscript{1,2,21–23} Simplex algorithms are mainly applied in continuous flow, with greater use of online analysis.\textsuperscript{24–34} The analysis is mostly conducted through online HPLC,\textsuperscript{25–27,33,34} but online MS,\textsuperscript{32} online NMR,\textsuperscript{10} and inline IR\textsuperscript{29,32} are also utilized.

Conversely, DoE\textsuperscript{15,16,19} constitutes a method that relies on characterizing a chemical reaction’s experimental space through a surface response model. The model is described by a simple mathematical function with one optimum and results from a multivariate and broad screening of reaction parameters according to a systematic experimental plan.\textsuperscript{16,17,35,36} From this, parameter effects can be evaluated, and optimal reaction conditions can be found.\textsuperscript{15,17} Design of experiments is mainly used in the optimisation of batch processes, identifying optimal parameters for organic syntheses in lab contexts.\textsuperscript{57–56} In continuous flow, design of experiments is used less frequently.\textsuperscript{57–70} In these rare applications, design of experiments is predominantly combined with offline analysis.\textsuperscript{62,65,67,70} To a lesser extent, online HPLC is used for reaction monitoring,\textsuperscript{66,68} with online MS or inline IR being used only in exceptional cases.\textsuperscript{58,61}

Such continuous processes, however, bear the advantage of being easily automatable.\textsuperscript{5,71,72} Compared to batch processes, where many individual process steps have to be executed, continuous processes are therefore more suitable for optimisation procedures.\textsuperscript{73–76} Microstructured flow devices, in particular, benefit from high reproducibility, efficient heat and mass transfer, and enhanced space–time yield.\textsuperscript{77–87} This allows for rapid and controlled screening of reaction parameters. In combination with online analysis, real-time reaction monitoring becomes possible, where intermediates and by-products can be monitored as well.\textsuperscript{10} Moreover, the use of microreactor technology enables reaction characterisation even at conditions that would pose safety risks if being carried out through a batch procedure.\textsuperscript{88–92}

While the extant literature has described experiments\textsuperscript{4,66,70} as well as the modified simplex algorithm\textsuperscript{24,25,27,31} only in isolation, this work extends the prior ones by presenting a detailed comparison of each method’s performance as model-free autonomous optimisation strategy. For this purpose, an automated flow microreactor system, combined with online analytics and self-optimisation, is developed. Experimental data is collected in real-time and used as feedback for rapid reaction development, while optimal reaction conditions are identified without the need for human intervention. This completely automated self-optimising system constitutes a modular concept that is compatible with industrial manufacturing conditions and can conveniently be transferred from lab to production scale. Different optimisation goals, including product concentration, production quantity, and costs, are experimentally evaluated. Besides enabling model-free autonomous optimisation to identify optimal reaction conditions, the microreactor system furthermore allows for simultaneous collection of kinetic data, granting additional insights into the chemical process. As proof of concept, imine synthesis is optimised using the developed setup. The underlying kinetics had already been verified by another work\textsuperscript{23} (using a microreactor setup as well\textsuperscript{10,94}), thus permitting to judge the accuracy of the results obtained by the work at hand.

A further novelty featured in this work is the development of a model-free, real-time response of a simplex algorithm to a disturbance of the chemical process. This approach is of high industrial significance, as fluctuations in the concentration or an inaccurate dosage of starting materials, or a breakdown of temperature control, may not always be prevented in real industrial applications. Such process errors are prone to cause severe economic losses. Besides identifying optimal reaction conditions, simplex algorithms may also be modified to react to these disturbances during the reaction progress, and to compensate for them, thus preventing deteriorations of product quality.

### Materials and methods

#### Reaction

**Model reaction – imine synthesis.**\textsuperscript{30,94–101} The condensation reaction between benzaldehyde 1 (ReagentPlus\textsuperscript{®}, 99%, Sigma Aldrich, Germany) and benzylamine 2 (ReagentPlus\textsuperscript{®}, 99%, Sigma Aldrich, Germany) in methanol (for synthesis, >99%, Carl Roth, Germany) leads to the corresponding imine \(n\text{-}benzylidenebenzylamine\) 3, as displayed in Scheme 1. The described organic synthesis served as proof of concept of the presented self-optimising system. All measurements were performed with initial concentrations of benzaldehyde 1 and benzylamine 2 amounting to 4 mol L\(^{-1}\).

**Experimental setup**

Microreactor experiments and inline FT-IR measurements. Lab experiments were performed using a microreactor setup consisting of coiled 1/16 inch stainless steel capillaries (Fig. 1). Two modular reactor pieces were connected to each other. The first capillary had an inner diameter of 0.5 mm and a length of 5 m, whereas the second capillary had an inner diameter of 0.75 mm and a length of 2 m, amounting to an inner volume of 1.87 mL in total. The chosen microreactor setup allowed for adjusting residence times between 0.5 and 6 min, always exceeding the threshold required for assuming nearly plug flow conditions Bo >100, see previous publication for details.\textsuperscript{102}

A dosage of starting materials within 1 mL glass syringes was accomplished by continuously working syringe pumps.

\begin{center}
\textbf{Scheme 1} Imine synthesis. 1 benzaldehyde-2 benzylamine-3 \(n\text{-}benzylidenebenzylamine\).
\end{center}
(SyrDos2, HiTec Zang GmbH, Germany). Temperature and flow rates were controlled by a laboratory automation system (HiTec Zang GmbH, Germany).

The use of an inline FT-IR spectrometer (Bruker ALPHA, United States) allowed for real-time reaction tracking (see previous publication for details102). Infrared spectra (500–1700 cm\(^{-1}\)) were collected with an optical wavelength resolution of 4 cm\(^{-1}\) through single reflection ATR (diamond crystal). Analytical IR spectra and details on the integration method are provided in ESI\(^*\) A.1. Benzaldehyde 1 was identified by means of a characteristic IR band at 1680 cm\(^{-1}\) to 1720 cm\(^{-1}\). During the reaction progress, this band decreased. On this basis, the conversion of the starting material was calculated. This was done based on a previously determined calibration curve. The reaction product \(n\)-benzyldenebenzylamine 3 was identified by means of a characteristic IR band at 1620 cm\(^{-1}\) to 1660 cm\(^{-1}\). During the reaction progress, this band increased. The product yield was calculated based on a previously determined calibration curve.

Optimisation procedure

**Experimental workflow.** This work relies on a completely automated experimental setup. The self-optimising system integrates a flow microreactor with automated devices (pumps and thermostats) and real-time reaction monitoring through inline FT-IR spectroscopy into a single device. In addition, the system is equipped with a real-time optimisation procedure, and driven by a fully automated experimental sequence coded in MATLAB. This experimental sequence grants control over optimisation strategies, calculation of objective function, and transfer of set points for pumps and thermostats to the automation system. The automation system controls pumps and thermostats, communicates with the analytical instrument via an OPC interface, and transfers analytical results to MATLAB. The described system is compatible with industrial production conditions (NAMUR-compatible) and was developed to fulfill two main requirements: a flexible, modular system that is able to execute different optimisation strategies in a fully automated manner; yet, it also leads to reproducible and reliable experimental results whilst ensuring at the same time a high level of process safety. Therefore, safety features, such as pressure and temperature monitoring, were integrated to comply with industrial standards. In this work, two optimisation strategies, modified simplex algorithm and design of experiments, are compared.\(^\dagger\) However, multiple other optimisation strategies could be added to the presented modular self-optimising system. More details on the experimental workflow of the optimisation procedure are provided in ESI\(^*\) A.2.8

**Modified simplex algorithm.** The simplex method is a gradient-free, direct search optimisation approach, where simplexes are generated to explore the experimental space, and are iteratively replaced to steer the chemical process towards optimal reaction conditions.\(^1,2,20,23,103\) Such a gradient-free approach is well-suited for the presented experimental application, as gradient-based algorithms always require two experimental data points to determine a gradient. The latter practice is significantly more prone to failure, since experimental noise is always present and experimental failures may not always be prevented. As iterative optimisation procedure, the used modified simplex algorithm proposes new experimental conditions until it, ultimately, converges to a local optimum. Hence, simplex optimisation halts as soon as the objective function value cannot be improved anymore, or after performing the previously defined maximum number of experiments.\(^1,2,20–23\) Details on simplex methods can be found in ESI\(^*\) A.3.

\(^\dagger\) Both optimisation strategies are subordinate to the implemented safety measures. Thus, if, for instance, incorrect boundaries (regarding the experimental space) were set for a start simplex, thereby threatening operational safety, the safety measures would intervene, (re-)establishing safe operating conditions. In this case, the self-optimising process would come to a halt.

\(^\dagger\) Note that both programmed algorithms (simplex and DoE) work in a model-free manner. Thus, commencing the self-optimisation process requires solely information on the permissible boundaries to the experimental space. No prior knowledge on the underlying kinetics is required. ESI\(^*\) A.2 provides further information on this matter.
Design of experiments. Design of experiments (DoE) is an optimisation strategy that is widespread across the chemical industry.\textsuperscript{4,14,15,104–106} It is based on a statistical approach to reaction optimisation that allows simultaneous variation of multiple factors and results in the calculation of a surface response model.\textsuperscript{15,16,19} Such models depict the whole experimental space, from which optimal reaction conditions can be derived. During DoE optimisation, defined experimental plans are executed, where the location of experimental points within the reaction space is determined by the chosen experimental design.\textsuperscript{14,16,104,107} In this work, an experimental design is required that includes at least quadratic dependencies. Within the presented self-optimising system, DoE optimisation proceeds in a fully automated manner. After a first DoE run (execution of first experimental plan), a response surface model is calculated. On this basis, optimal reaction conditions are determined. Centred on the optimal value of the first DoE run, a second DoE run is designed. The range of the second DoE run amounts to 20\% of the first DoE run (in a pre-study concerning the second run, various ranges had been examined, with a 20\% range consistently delivering the most reliable results). Then, the second DoE run is performed, and another surface response model is built to describe the experimental data and refine the search for a global optimum. Hence, the second experimental plan does not constitute an expansion of the first one, but is a separate plan located around the optimum of the first DoE run. In ESI† A.4, details on design of experiments as optimisation technique are discussed.

Results
Numerical evaluation of optimisation methods

The performance of the modified simplex algorithm and of design of experiments as optimisation strategies was evaluated using a theoretical chemical model reaction (eqn (1)).

\[ c_A + c_B \rightarrow c_P \rightarrow c_{SP} \]  

(1)

In a second order reaction, starting materials $A$ and $B$ form the desired product $P$. However, in a consecutive reaction, product $P$ is transformed into undesired side product $SP$. Hence, the theoretical model reaction is subject to a selectivity problem. Reaction kinetics of both, main and side reaction, were defined and can be found in ESI† B.1.

Reaction temperature, residence time, and stoichiometric ratio of starting materials were chosen as variable parameters, resulting in a two- (temperature and time) respectively three-dimensional (temperature, time, and stoichiometric ratio) optimisation problem aiming at maximising product yield.

The described numerical approach benefits from obtaining a large number of data points within a short span of time. It can be used to evaluate optimisation strategies’ performance in an efficient manner, taking various aspects into consideration. Numerical evaluation was performed using programs that were fully coded in MATLAB.

Numerical evaluation of modified simplex algorithm. As local optimisation strategy, the performance of the modified simplex algorithm might depend on starting conditions. Therefore, numerical evaluation was used to compare different start simplexes regarding their influence on the response function, the yield of desired product $P$. This was done both for optimisation with two variable parameters (temperature and residence time) and with three variable parameters (temperature, residence time, and stoichiometric ratio of starting materials). Five possibilities to generate start simplexes were tested. They can be divided into following three main groups:

1) Maximum start simplex: a start simplex that was placed over the whole reaction space. With two variable parameters, maximum start simplex results in four possible configurations. In contrast, 16 possibilities arise with three variable parameters. Four of them were evaluated, as described in ESI† B.2.

2) Start simplex set to axes: a start simplex that was set to random values located on each axis. The last corner point was always randomly chosen within the reaction space.

3) Random start simplex with defined size: a start simplex that was stretched around a randomly chosen point within the reaction space. Simplex size is defined through a fixed value delta. Hence, the delta is multiplied with the maximum value of every single variable parameter to include the whole reaction space and is then subsequently transferred to the respective start simplex. Three different values for delta were tested: 0.1 (size of start simplex corresponding to 10\% in each parameter direction), 0.2, and 0.4.

For an optimisation problem with two variable parameters (reaction temperature and residence time), Fig. 2 displays the three main possibilities to generate a start simplex and the contour plot of the model reaction resulting from the defined reaction kinetics.

All five possibilities to generate a start simplex were evaluated independently regarding their number of iterations needed to surpass the quality threshold of at least 70\%.

![Fig. 2 Contour-plot and heatmap of theoretical model reaction for constant stoichiometric ratio of starting materials amounting to 1.5. a) Product yield as function of residence time and reaction temperature resulting from the defined kinetic model (numerical values). b) Heatmap with exemplarily presented start simplexes (displayed for optimisation with two variable parameters). 1 - Maximum start simplex; 2 - start simplex set to axes; 3 - random start simplex with defined size (three different sizes; as example, simplex size with delta amounting to 0.2 is displayed).](image-url)
product yield (the highest possible yield – as defined by the kinetic model – amounts to 0.79). Each optimisation run ended as soon as one out of three conditions was met: a) surpassing the quality threshold of 70%, b) no improvement in product yield for five consecutive iterations, or c) after having performed 30 iterations.

Each of the five methods was calculated and evaluated 100 times, both for two and three parameter optimisation each. This enabled the simulation of various starting points.

Fig. 3 compares the performance of the described approaches in generating a start simplex in terms of their number of iterations needed to reach the quality criterion of at least 70% product yield, and furthermore outlines the corresponding optimal product yield achieved after simplex optimisation.

As demonstrated by Fig. 3, the approach using start simplex that was set to axes, on average, required the fewest iterations to surpass the quality requirement. Moreover, this approach delivered the best performance regarding maximum product yield after simplex optimisation. As reducing the number of iterations necessary to find optimal reaction conditions is especially crucial for an experimental application of simplex optimisation, the approach with start simplex that was set to axes was chosen for the following experimental optimisation procedures. However, it should be stated that the other methods of generating start simplexes (with the exception of maximum start simplex) performed almost equally well. Therefore, an advantage of the simplex algorithm methodology is that its effectiveness is hardly affected by initial simplex size, implying that optimisation can be performed even without detailed foreknowledge about the investigated reaction.

**Numerical evaluation of design of experiments.** In order to evaluate the performance of design of experiments as optimisation strategy, different experimental designs were compared, among them central composite design (CCD), full and fractional factorial, and Box Behnken design. Evaluation was once again conducted based on the theoretical model reaction with optimisation of three variable parameters (temperature, residence time, and stoichiometric ratio of starting materials) aiming at maximisation of product yield. Fig. 4 depicts the three chosen experimental designs and displays how many experiments were required in each case to compute a surface response model for a three-parameter optimisation. It should be noted that the indicated amount always refers to a single experimental run. However, for every design, two DoE runs were simulated in order to refine the search for a global optimum.

Every design was evaluated with and without consideration of interactions between variable parameters. This resulted in different polynomial equations used to describe the surface response model, see ESI† A.4.

Optimisation always started with a first experimental plan that was placed over the reaction space in order to screen it in its entirety. Based on these results, a surface response model was calculated. Its corresponding optimum (in other words, the parameter combination that resulted in the highest product yield), was then determined. On this basis, a second experimental plan was built, containing the optimum of the first DoE run as central point. The size of the second DoE run was defined through a variable delta that limited the plan to 20% of the size of the first DoE run. Consequently, the second DoE run led to a surface response model that lied closer to the global optimum.

Afterwards, the quality of all calculated optimal solutions provided by the surface response models was examined: these (from a mathematical perspective) optimal results were compared with 1) maximum possible product yield (amounting to 0.79; Fig. 5 illustrates how these terms are related) and 2) product yield as predicted by the simulated kinetic model (based on the optimal combination of parameters – temperature, residence time, and stoichiometric ratio of starting materials – as specified by the respective surface response model).

Table 1 outlines the results for all three investigated experimental designs.

Relevance and meaningfulness of the inclusion of parameter interactions are discussed in ESI† B.3. The ESI† demonstrates that, especially regarding chemical reactions, it is preferable to exclude parameter interactions. Neither physical nor chemical considerations argue in favour of including parameter interactions within response surface models.

Without consideration of parameter interactions, fractional factorial CCD performs well in predicting optimal and reasonable values for product yield, while simultaneously reducing the number of experiments needed. The quality
criterion (product yield >70%) is exceeded after the second DoE run, while the deviations from both the maximum possible yield (amounting to 0.79) and from the actual yield (indicated by the kinetic model) are quite low. Hence, a fractional factorial CCD is well-suited for optimising the theoretical model reaction.

In the following experimental implementation of design of experiments in the context of reaction optimisation, CCD is used as experimental design. This results in 9 experiments per DoE run in terms of optimisation of two variable parameters, and in 11 experiments per fractional factorial DoE run in terms of optimisation of three variable parameters.

Optimisation using simplex algorithm

As proof of concept, the reaction of benzaldehyde 1 with benzylamine 2 to form \( n \)-benzylidenebenzylamine 3 was experimentally investigated. As selectivity always amounts to nearly 100%, yield is determined by conversion. The underlying kinetics are already known, see previous publication 93 for details. Therefore, this organic synthesis is well-suited for acting as model reaction to test the presented optimisation workflow and compare performances of different optimisation procedures.

Simplex optimisation with two or three variable parameters. First, self-optimisation with a modified simplex algorithm was experimentally implemented, where different optimisation goals were pursued, including highest product concentration, highest production quantity, and lowest costs per kg of product. Accordingly, an optimisation of two respectively of three variable parameters was conducted. Based on the already known kinetics of the model reaction, theoretical values that should ideally be achieved during optimisation studies were calculated. These theoretical values are provided in ESI† C.1, which illustrates the employed cost function as well.

Over the course of optimisation of two variable parameters, stoichiometric ratio and residence time were optimised. The stoichiometric ratio was varied in the range between 0.1 and 2 (benzaldehyde 1 : benzylamine 2), thus, both starting materials were provided either in excess or in shortage. Residence time was varied between 0.5 and 6 min, ensuring conversion of nearly 100% at its peak, see determined kinetics of model reaction in previous publication.93 Reaction temperature was always held constant at 25 °C.

Fig. 6 exemplarily displays the simplex progress as a function of stoichiometric ratio and residence time, and the progress of the objective function over the number of iterations when maximum product concentration serves as optimisation goal.

This example (Fig. 6) outlines the functioning of simplex optimisation: a randomly chosen initial simplex, which was set to axes, is iteratively replaced until the simplexes finally converge to a local optimum, where the value of the objective function does not vary anymore. Hence, optimal conditions are identified before the maximum number of experiments, set to 30, is reached.

During multidimensional optimisation of three variable parameters, stoichiometric ratio, residence time, and reaction temperature were optimised. The stoichiometric ratio was again varied between 0.1 and 2 (benzaldehyde 1 : benzylamine 2) and the residence time between 0.5 and 6 min. Moreover, reaction temperature was varied in the range between 15 and 35 °C. The model reaction’s temperature dependence has already been investigated during prior kinetic studies, as described in a previous publication.93 It was shown that higher temperatures slightly accelerate the reaction. The activation energy amounted to 40 kJ mol\(^{-1}\). Using the
example of maximum product concentration as optimisation goal, the simplex progress and the progress of the objective function over the number of iterations (in case of three-parameter optimisation) are displayed in ESI† C.2.

Fig. 7 illustrates the results of simplex optimisation with product concentration as objective function, both for two and three variable parameters. The investigated experimental conditions are displayed as coloured dots, with the colours indicating the corresponding values of the objective function.

Both examples displayed in Fig. 7 result in a maximum product concentration of 1.8 mol L\(^{-1}\). This constitutes a plausible value and is in accordance with the reaction kinetics that had previously been obtained.\(^93\)

For all three objective functions, \textit{i.e.} maximum product concentration, maximum production quantity, and minimum costs per kg of product, Table 2 provides an overview of the results of simplex optimisation, both for the case of two and of three variable parameters.

As far as optimisation aiming at maximising product concentration is concerned, results at a stoichiometric ratio of 1.0 and a high residence time meet expectations, since the model reaction proceeds with a selectivity of nearly 100%. Therefore, no formation of by-products is expected, and the highest conversion occurs at the highest possible residence time, according to a second order reaction. If additionally taking the reaction temperature into account as variable parameter, the simplex algorithm drives the process to a high temperature. This is also in line with expectations, see reaction kinetics in previous publication.\(^93\) However, it should be noted that, in contrast to the other two parameters, temperature exerts only a minor influence on the reaction progress.

Maximum production quantity is also accomplished at a stoichiometric ratio of 1.0, but at lower residence times. Optimal conditions are found as compromise between a high product yield and a concurrently high productivity. The results for two-parameter optimisation are hence aligned with theoretical expectations (see ESI† C.1). Note that, when comparing the results of two- and three-parameter optimisation regarding production quantity, however, a drawback to the simplex methodology becomes apparent: theoretically, the optimal solution identified by three-parameter optimisation should involve a lower residence

### Table 2

| Experimental design | 0) Optimum product yield as predicted by DoE | 1) Maximum possible yield | Deviation between 0) and 1) [%] | 2) Product yield predicted by simulated kinetic model | Deviation between 0) and 2) [%] |
|---------------------|---------------------------------------------|---------------------------|---------------------------------|-----------------------------------------------|---------------------------------|
| 1st DoE run full factorial CCD | 0.60 | 0.79 | −23 | 0.75 | −19 |
| 2nd DoE run full factorial CCD | 0.82\(^a\) | 0.79 | +6 | 0.71 | +16 |
| 1st DoE run fractional factorial CCD | 0.59 | 0.79 | −24 | 0.74 | −19 |
| 2nd DoE run fractional factorial CCD | 0.84\(^a\) | 0.79 | +7 | 0.73 | +15 |
| 1st DoE run Box Behnken design | 0.52 | 0.79 | −33 | 0.62 | −16 |
| 2nd DoE run Box Behnken design | 0.67 | 0.79 | −14 | 0.72 | −6 |

\(^a\) Quality criterion (product yield >70%) is reached. Note: optimum product yields (as predicted by DoE) greater than the maximum possible yield of 0.79 indicate that the respective surface response model has been subject to excessive extrapolation.
time compared to the optimal solution identified by two-parameter optimisation. The obtained data displays a reverse effect, however. This is due to the fact that the optimum constitutes a corner point solution, which (owing to inherent methodological limitations) the simplex algorithm occasionally fails to identify.

Costs are determined by a cost function consisting of a variable and a fixed portion. This cost function serves as an approximation of actual costs per kg of production output incurred in industrial applications. The variable portion indicates costs per kg of starting materials. Conversely, fixed costs (i.e., costs of operation) are assumed to amount to 30% of the variable costs arising at a predefined output level [see ESI† C.1 for detailed information]. The cost function predicts that total costs are minimised at a stoichiometric ratio of 1.0 and a residence time of 0.6 min. For residence times smaller than 0.6 min, high volumetric flow rates occur, resulting in high costs for starting materials, whereas residence times considerably greater than 0.6 min cause the overall costs to rise again. The obtained results correspond closely to theoretical expectations, as outlined in ESI† C.1.

Table 2 Experimental results of simplex optimisation for different optimisation goals. Upper part of table contains experimentally gained optimisation results. Lower part of table displays corresponding values of output dimensions that had not been in focus during the respective optimisation.

| Parameters                  | Product concentration | Production quantity | Costs [€ per kg] |
|-----------------------------|-----------------------|---------------------|-----------------|
| (Experimentally obtained)   | 1.8 mol L⁻¹           | 5.3 mmol min⁻¹      | 170 €           |
| Stoichiometric ratio        | 1.0                   | 1.0                 | 1.2             |
| Residence time [min]        | 5.4                   | 0.7                 | 0.8             |
| Temperature [°C]            | 25                    | 25                  | 25              |
| Number of experiments       | 25                    | 26                  | 22              |
| Product concentration [mol L⁻¹] | 1.4             | 1.6                 |                 |
| Production quantity [mmol min⁻¹] | 4.3            | —                   | 5.0             |
| Costs [€ per kg]            | 364                   | 183                 | —               |

Optimisation of three variable parameters

| Parameters                  | Product concentration | Production quantity | Costs [€ per kg] |
|-----------------------------|-----------------------|---------------------|-----------------|
| (Experimentally obtained)   | 1.8 mol L⁻¹           | 5.3 mmol min⁻¹      | 155 €           |
| Stoichiometric ratio        | 1.0                   | 1.1                 | 1.2             |
| Residence time [min]        | 4.2                   | 1.7                 | 0.8             |
| Temperature [°C]            | 35                    | 33                  | 20              |
| Number of experiments       | 20                    | 27                  | 22              |
| Product concentration [mol L⁻¹] | —                 | 1.7                 | 1.5             |
| Production quantity [mmol min⁻¹] | 4.6            | —                   | 4.9             |
| Costs [€ per kg]            | 297                   | 173                 | —               |

Influence of varying start simplexes on the optimisation result. Finally, a two-parameter optimisation of product concentration using varying start simplexes was examined. Hence, the initial values had been chosen randomly, and six repetitions of the same optimisation procedure were conducted, differing only with regard to their start simplexes. The influence of the initial simplexes on the result was then examined in terms of optimal stoichiometric ratio and residence time.

Based on these studies, it was determined that the influence of start simplexes on the optimisation result is negligible. The optimal stoichiometric ratio was always close to 1.0, whereas the optimal residence time always amounted to roundabout 5 min. After six repetitions, the relative standard deviation of the stoichiometric ratio amounted to 4%, and the one of residence time to 5%. Details on the investigated start simplexes and all individual results are provided in ESI† C.3.

Optimisation using design of experiments

Again, the reaction of benzaldehyde 1 with benzylamine 2 was used as proof of concept to experimentally investigate design of experiments as optimisation strategy, and to finally
compare its performance with that of simplex optimisation. During multidimensional optimisation of two respectively three variable parameters, two different optimisation goals were examined: maximum product concentration and lowest costs per kg of product.

Based on the results of the numerical evaluation of DoE as optimisation method, CCD was chosen as experimental design, both for two and three variable parameters. It should be noted that a full factorial approach was applied for optimisation with two variable parameters, since, otherwise, too much information loss would have occurred. In case of three-parameter optimisation, a fractional factorial CCD was used, reducing the number of required experiments. During each optimisation, two experimental runs were executed. The first run was utilized to screen the whole experimental space, whereas the second run refined the search for a global optimum. The size of the second DoE run amounted to 20% of the size of the first DoE run, while containing the optimum of the first DoE run as central point. The resulting experimental plans for both DoE runs, with product concentration as objective function, and for two respectively three variable parameters, are displayed in Fig. 8.

In case of optimisation with two variable parameters, nine experiments were required for every DoE run, resulting in a total of 18 experiments. In contrast, three-parameter optimisation necessitated 11 experiments for each DoE run, leading to an overall number of 22 experiments.

In terms of product concentration as objective function, the surface response models obtained by the first and second DoE run (while optimising two variable parameters: stoichiometric ratio and residence time), are exemplarily provided in Fig. 9. Experimental data points are displayed as red dots from which the respective surface response model was built as best fit to all experimental data.

As displayed in Fig. 9, both DoE runs result in surface response models that represent the experimental data well. The visualization indicates where to expect optimal reaction conditions (and thus the highest product concentration), namely at a stoichiometric ratio near 1.0 and a high residence time.

Surface response models derived for the optimisation of three variable parameters in order to pursue the costs per kg of product as objective function can be found in ESI† C.4.

Table 3 summarizes the obtained results for both optimisation goals (maximum product concentration and minimum costs per kg of product), and for two, respectively three variable parameters. For every case, optimal reaction conditions for the first and second DoE run are displayed, which were calculated based on the corresponding surface response model. Moreover, the average deviation of the experimental data points from the associated surface response model was determined, allowing to assess each optimisation’s accuracy.

The results of DoE optimisation are comparable to those of simplex optimisation. Highest product concentration is reached at a stoichiometric ratio of 1.0 and a high residence time. Conversely, lowest costs are incurred at a stoichiometric ratio near 1.0 and a considerably lower residence time. These results are in accordance with theoretically expected values that were calculated based on the kinetic model, see ESI† C.1. Moreover, comparing simplex and DoE optimisation, the
results in terms of costs per kg of product are discussed in ESI† C.1.

In case of product concentration, the first DoE run already leads to reasonable findings, from which the approximate range of optimal reaction conditions can be derived. The second DoE run then converges to theoretically expected, ideal parameter combinations, and the average deviation of experimental data points from the respective surface response model decreases to values near 1.0%.

Regarding cost minimisation, however, the surface response model derived from the first DoE run conducts an extrapolation that is too strong in magnitude, leading to cost and residence time estimates that are well below the feasible minimum. Nonetheless, the first DoE run narrows down the location of the optimal reaction conditions. Thereby, it constitutes the basis for a second run, whose surface response model improves considerably upon the first one by analysing a larger number of data points located close to the theoretically expected optimum (see ESI† C.1 and C.4).

Thus, it becomes apparent that DoE optimisation requires two runs to tackle such optimisation problems, resulting in surface response models from which optimal reaction conditions can be predicted in a reliable and reproducible manner. Details on the reproducibility of DoE optimisation are provided in ESI† C.4.

**Real-time optimisation**

To further increase the simplex algorithm’s usefulness for industrial applications, it was enhanced to become capable of reacting autonomously to disturbances of the chemical process. This allowed for a model-free, real-time optimisation with efficient control of chemical reactions. A constant, optimum level of product yield was ensured, independent of external influences and without the need for human intervention. As soon as the algorithm detects a decrease in product yield, it autonomously reacts in order to raise product yield again. This is accomplished by searching for new optimal reaction conditions that offset the actual disturbance.

Responses of the simplex to three types of disturbances were investigated: fluctuations in concentration of starting materials, inaccurate dosage of starting materials, and breakdown of temperature control. These purposefully-induced disturbances constituted realistic scenarios that cannot be ruled out entirely in actual industrial applications, and that are likely to cause considerable economic losses in case of occurrence. In all cases, the real-time optimisation striving for converging to highest possible product concentration once again.

Table 3 provides an overview of one of the investigated disturbances: fluctuations in concentration of starting materials, such as to an inaccurate dosage of starting materials are supposed to re-establish optimal results. The results of the simplex response to a breakdown of temperature control as well as to an inaccurate dosage of starting materials are discussed in ESI† D.1 respectively D.2.

**Disturbance of the chemical process through fluctuations in concentration of starting materials.** Originating from an
stable value of product concentration amounting to 1.8 mol L\(^{-1}\) and a high residence time of around 4 min, resulting in a reaction conditions were found at a stoichiometric ratio of process had identified optimal reaction conditions: optimal concentration of starting materials were induced once the concentration of starting materials (relative standard deviation 4%).

Concentration of benzylamine \([\text{C}]\): 4 mol L\(^{-1}\), Concentration of benzylamine \([\text{C}]\): 5 mol L\(^{-1}\), Concentration of benzylamine \([\text{C}]\): 2 mol L\(^{-1}\), Concentration of benzylamine \([\text{C}]\): 4 mol L\(^{-1}\), Concentration of benzylamine \([\text{C}]\): 4 mol L\(^{-1}\), Concentration of benzylamine \([\text{C}]\): 4 mol L\(^{-1}\), Concentration of benzylamine \([\text{C}]\): 2 mol L\(^{-1}\), Concentration of benzylamine \([\text{C}]\): 4 mol L\(^{-1}\), Concentration of benzylamine \([\text{C}]\): 5 mol L\(^{-1}\), Concentration of benzylamine \([\text{C}]\): 4 mol L\(^{-1}\), Concentration of benzylamine \([\text{C}]\): 2 mol L\(^{-1}\),

\(^{a}\) Average value of six repeated measurements, Reference case of simplex optimisation without disturbance by means of fluctuation in concentration of starting materials (relative standard deviation 4%).

| Fluctuations in concentration of starting materials | Expected stoichiometric value | Stoichiometric value reached after real-time optimisation | Number of experiments required to offset disturbance |
|----------------------------------------------------|-----------------------------|-------------------------------------------------------|--------------------------------------------------|
| Reference case \([1,1]\): 4 mol L\(^{-1}\) | 1.0 | 1.0\(^{a}\) | — |
| Concentration of \([1,1]\): 4 mol L\(^{-1}\) | 0.8 | 0.82 | 7 |
| Concentration of \([2,1]\): 2 mol L\(^{-1}\) | 2.0 | 2.0 | 9 |
| Concentration of \([2,1]\): 4 mol L\(^{-1}\) | 1.25 | 1.3 | 7 |
| Concentration of \([2,2]\): 5 mol L\(^{-1}\) | 0.5 | 0.54\(^{b}\) | 10 |

\(^{b}\) Average value of three repeated measurements (relative standard deviation 5%).

initial situation of equal initial concentrations of both starting materials (benzaldehyde \([1]\) and benzylamine \([2]\) amounting to 4 mol L\(^{-1}\) respectively), fluctuations in the concentration of starting materials were induced once the process had identified optimal reaction conditions: optimal reaction conditions were found at a stoichiometric ratio of 1.0 and a high residence time of around 4 min, resulting in a stable value of product concentration amounting to 1.8 mol L\(^{-1}\). During this optimisation with two variable parameters, reaction temperature was held constant at 25 °C.

As soon as the disturbance was induced, the simplex algorithm recognized a drop in product concentration and took countermeasures. Exemplarily for a disturbance through reduction of concentration of benzylamine \([2]\) from 4 to 2 mol L\(^{-1}\), Fig. 10 displays the progression of simplexes during real-time optimisation.

Once a disturbance had occurred, simplex size increased, and the algorithm subsequently converged to a new optimal stoichiometric ratio, whilst maintaining the highest possible residence time. Although a stoichiometric ratio of 1.0 yielded the best result in the initial situation, the simplex proposed a stoichiometric ratio of around 0.5 after the initial concentration of benzylamine \([2]\) had been halved. This result is in accordance with expectations, as indicated in Table 4.

In Fig. 11, the progression of the objective function (product concentration) during real-time optimisation with halved initial concentration of benzylamine \([2]\), and the related parameter combinations, are presented.

The progression of the objective function, as displayed in Fig. 11, indicates a sharp decrease in product concentration at the very moment of disturbance. However, the simplex algorithm quickly responds to the disturbance, causing product concentration to increase again. It should be noted that the absolute product concentration changed from around 1.8 mol L\(^{-1}\) (in the initial situation) to 0.9 mol L\(^{-1}\) as the initial concentration of benzylamine \([2]\) was reduced to 2 mol L\(^{-1}\). The visualisation of product concentration as function of the stoichiometric ratio and residence time in Fig. 11 provides clear evidence that the process is driven towards a new stoichiometric ratio after occurrence of the disturbance. In the given example, a parameter combination of a stoichiometric ratio of 0.5 and a high residence time rectify undesired changes in product concentration following the disturbance.

\[\text{Fig. 10} \quad \text{Simplex progress during real-time optimisation. a) Progress under standard conditions (initial concentrations of benzaldehyde \([1]\) and benzylamine \([2]\) amounting to 4 mol L\(^{-1}\) respectively). b) Simplex response towards fluctuation in concentration of starting materials (initial concentration of benzylamine \([2]\) is switched to 2 mol L\(^{-1}\). Legend: Colouring of simplexes corresponds to simplex movement: yellow – reflection, green – expansion, red – contraction without change in movement direction, orange – contraction with change in movement direction, purple – start of adaptation phase after disturbance has occurred, see details in ESI\(^{\dagger}\) A.2).}\]
The results of the simplex response to other disturbances of the chemical process (through fluctuations in concentration of starting materials) are provided in Table 4 as well. To summarize, real-time optimisation always succeeded, as the simplex algorithm autonomously responded to the given disturbance by adapting the stoichiometric ratio. The adapted stoichiometric ratios always corresponded to the expected values.

An inaccurate dosage of starting materials was induced through simulating a defect of the syringe pump: hence, the flow rate of one of the starting materials was halved. Once again, the disturbance was simulated on the basis of an initial situation featuring equal initial concentrations of both starting materials (benzaldehyde 1 and benzylamine 2; 4 mol L\(^{-1}\)) and accurate flow rates. Once the process had identified optimal reaction conditions (stoichiometric ratio of 1.0 and high residence time of 4 min at a constant reaction temperature of 25°C, resulting in a maximum product concentration of 1.8 mol L\(^{-1}\)), the inaccurate dosage of one of the starting materials was induced. Results of real-time optimisation in the event of an inaccurate dosage of starting materials are discussed in ESI† D.2. Two examples of inaccurate dosage of starting materials were evaluated: halved flow rate of benzaldehyde 1, and halved flow rate of benzylamine 2. In both cases, the simplex autonomously discovered the new optimum stoichiometric ratio, which always corresponded to the expected values (see ESI† D.2).

**Discussion**

**Online process development**

Comparison of modified simplex algorithm and design of experiments. The derived self-optimising system enabled efficient optimisation of reaction parameters. Two different optimisation strategies were compared: modified simplex algorithm and model-free design of experiments. All achieved optimisation results were strongly aligned with theoretically expected values. Hence, both autonomous optimisation strategies successfully optimised the reaction of benzaldehyde 1 with benzylamine 2.

On average, 20 experiments were needed to arrive at optimal results when applying simplex optimisation, both for two and three variable parameters. The required number of experiments for various cases of product concentration and costs as objective function are provided in ESI† E. An effort of roughly 20 experiments seems justifiable for such an investigation, whereas conducting a drastically higher number of experiments would diminish optimisation efficiency. The influence of different start simplexes on the optimal result was found to be negligible. However, for a more complex reaction, it cannot a priori be ruled out entirely that the simplex might get stuck at a local optimum instead of identifying the global one. Moreover, the amount of experiments needed to identify optimal conditions is also likely to depend on the complexity of the investigated reaction.

In case of DoE optimisation, two consecutive DoE runs were performed to search for optimal reaction conditions. The second DoE run always improved upon the first run’s optimisation result. In the event of optimisation with two variable parameters, nine experiments were needed for each DoE run, resulting in a total of 18 experiments. Including three variable parameters, every DoE run required 11 experiments, and therefore overall 22 experiments had to be conducted. Hence, the number of experiments to be conducted depends on the number of variable parameters. A fractional factorial design can be used to reduce the number of experiments, but the required amount of experiments might nevertheless remain high. This is particularly the case for more complex optimisation problems with more than three variable parameters. In case of more complex circumstances, it should further be scrutinized whether replication of the experimental plan’s centre point is essential, given that such a requirement would increase the number of experiments even further. Nonetheless, in contrast...
to the simplex approach, when using DoE, the amount of required experiments always remains constant for a given number of parameters to be optimised. A further advantage of the DoE method is that, unlike simplex, there is no risk of choosing a poor experimental starting point. Such a poor experimental starting point might cause the simplex algorithm to get stuck at a local optimum. Regarding the investigated reaction of benzaldehyde 1 with benzylamine 2, all surface response models obtained by DoE represented the experimental data well. However, for more complex reactions, for example reactions forming side products, model fit might be worse.

For both optimisation strategies, the overall measurement times needed to complete an optimisation cycle are discussed in ESI† E. All optimisation problems were successfully solved within a single working day.

**Simultaneous determination of kinetic data.** The presented experimental setup did not only allow to run model-free, autonomous optimisation procedures to identify optimal reaction conditions, but furthermore supported the simultaneous collection of kinetic data. Additional insights into the chemical process could be obtained, enhancing the systems' efficiency even further.

The results of the simultaneously conducted kinetic modelling were compared to already existing kinetic data. The latter had been obtained during an evaluation of steady-state and non-steady-state experiments (subsequently referred to as prior work), as described in a previous publication. A second order mechanism was appropriate to describe the investigated model reaction. Table 5 lists the kinetic data that had been collected by the prior work, including error limits.

The aforementioned prior work had relied on a structured procedure to gain kinetic data in a reliable manner. However, a high number of experiments might be necessary to examine the entire reaction space, including investigation of the reaction’s temperature dependence and the influence of varying stoichiometric ratios (in case of more complex reaction mechanisms). Consequently, this technique (described in a prior work) may result in high measurement times.

Combining the performance of optimisation procedures with the simultaneous collection of kinetic data renders the latter more efficient. For this reason, the experimental setup described in this article was concurrently used to gather kinetic data besides running simplex and DoE optimisation (with product concentration as objective function). For the purpose of kinetic modelling, only experimental data that had been gained during a particular optimisation cycle was considered. Based on these measurements, the concentrations of all involved components were calculated. Hence, individual data points were evaluated that were spread over the whole experimental space, depending on the simplex algorithm’s route respectively the DoE’s experimental plans. To summarize, this procedure resulted in experimental data that was less structured compared to the prior work, but nonetheless sufficient to perform kinetic modelling.

Table 6 provides the kinetic data that was collected while running the simplex optimisation, whereas Table 7 outlines the kinetic data gathered during DoE optimisation. It should be noted that, in case of optimisation with two variable parameters, only reaction rate coefficients can be calculated, as the reaction temperature is held constant. In contrast, in case of optimisation with three variable parameters, activation energy can be determined as well. As in the prior work, kinetic data was determined through fitting the experimental results to a kinetic model.

The kinetic data that was collected during simplex optimisation corresponds to the results obtained by the prior work. However, the error limits are higher. This is due to the fact that, during multidimensional simplex optimisation, all involved variable parameters were iterated frequently, resulting in diverse parameter combinations. Therefore, data acquisition no longer proceeded in a well-structured fashion, as it had been the case in the prior work, where only one variable had been changed at a time. Instead, the simplex algorithm quickly converged to parameter combinations that ensured high product concentration.

The kinetic data that was gathered during DoE optimisation also corresponds to the results obtained by the prior work. Again, the error limits are higher compared to the prior work. Moreover, they slightly succeed those of the simplex approach as well, albeit, in theory, they had been expected to be lower in the DoE scenario, since the experimental data points of a DoE run are linearly independent. Nonetheless, the confidence intervals of the kinetic data collected during simplex respectively DoE optimisation are of comparable size. Details on all three described techniques to determine kinetic data can be found in ESI† F.

Overall, the experimental setup was successful in obtaining kinetic data that matched with the prior work’s results. As self-optimisation and kinetic modelling can now be combined in a single step, this newly developed approach is considerably more efficient. To conclude, while both approaches are of relevance to research and industry alike, in terms of collecting kinetic data, the newly-proposed approach is more suitable when a quick assessment is to be obtained. By accelerating the process of gathering kinetic data, this newly proposed approach assists in understanding chemical reactions at hand.

**Table 5** Kinetic data obtained by prior work conducting steady-state and nonsteady-state experiments (see previous publication for details)

| Kinetic parameters | Steady-state experiments | Nonsteady-state experiments |
|--------------------|--------------------------|----------------------------|
| Reaction rate coefficient $k_{	ext{ref}}$ [L mol$^{-1}$ s$^{-1}$] (confidence level 95%, at $T_{	ext{ref}}$ 25 °C) | $0.025 \pm 3.7\%$ | $0.028 \pm 2.4\%$ |
| Activation energy $E_a$ [kJ mol$^{-1}$] (confidence level 95%) | 39.2 (±10.9%) | 40.1 (±5.3%) |
| Number of experiments | 30 | 336 |
production inputs and their ratios change frequently. Optimisation in small-scale production scenarios, and when easily be implemented. It is particularly useful for self- and industrial applications, without the need for human may assist in preventing production process failures in lab conditions that offset the disturbance), the corrupted product quality inadvertently decreases (since the system always waits for the re-establishing of re-stabilisation). Thus, as soon as product quality began to decrease, the simplex algorithm stepped in to remedy the disturbance. Consequently, the overall waiting time between two measurements depends only on the reaction kinetics (since the system always waits for the re-establishing of steady-state reaction conditions).

All disturbances were successfully compensated after just a few experiments. For the short time during which product quality inadvertently decreases (i.e., the time needed until the simplex algorithm steps in and identifies new reaction conditions that offset the disturbance), the corrupted product output should simply be disposed by using a bypass.

To summarize, this improvement to the simplex algorithm may assist in preventing production process failures in lab and industrial applications, without the need for human intervention. The transfer from lab to production scale can easily be implemented. It is particularly useful for self-optimisation in small-scale production scenarios, and when production inputs and their ratios change frequently.

Conclusions

This article describes a fully automated, self-optimising platform that autonomously guides chemical processes towards ideal reaction conditions whilst reducing the need for human intervention. Experimental data was collected in real-time and used as feedback to decide on the next experimental conditions to steer the reaction towards its optimum.

Moreover, the performance of two different optimisation strategies was measured and compared: modified simplex algorithm and model-free design of experiments. It was demonstrated that both methods can be applied as robust and reliable optimisation strategies within the derived autonomous, self-optimising system. For the investigated reaction of benzaldehyde 1 with benzyllamine 2 to form n-benzylidenbenzylamine 3, globally optimal reaction conditions could always be identified. Hence, all studied optimisation problems were successfully solved within a single working day.

The derived self-optimising platform contains an automated flow microreactor system that is combined with inline FT-IR spectroscopy. The use of inline FT-IR spectroscopy circumvents waiting times between the measurement itself and the availability of its analytical result. The latter is directly transferred to a respective optimisation algorithm. Consequently, the overall waiting time between two measurements depends only on the reaction kinetics (since the system always waits for the re-establishing of steady-state reaction conditions). Data on the latter may be collected concurrently while performing the optimisation process, hence allowing further time savings.

Moreover, an enhancement to the simplex algorithm rendered the platform capable of autonomously responding to disturbances of the chemical process in real-time. The incorporation of a real-time optimisation strategy thus guaranteed consistently high product quality, irrespective of external disruptive factors.

To conclude, the derived autonomous platform enables multi-variate and multi-objective optimisations in real-time, constituting a modular and flexible system with high efficiency and of considerable industrial relevance. It is easily transferable from lab to production scale and is suited for a

### Table 6 Kinetic data determined during simplex optimisation

| Kinetic parameters                                      | Simplex with two-parameter optimisation | Simplex with three-parameter optimisation |
|---------------------------------------------------------|----------------------------------------|------------------------------------------|
| Reaction rate coefficient \( k_{\text{ref}} \) [L mol\(^{-1}\) s\(^{-1}\)] (confidence level 95\%, at \( T_{\text{ref}} \) 25 °C) | 0.021 (±10.3%)\(^{a}\) | 0.024 (±14.5%)\(^{b}\) |
| Number of experiments                                   | 25                                     | 17                                       |

\(^{a}\) Average values of six independent measurements (relative standard deviation of reaction rate coefficient: 5%). \(^{b}\) Average values of three independent measurements (relative standard deviation of reaction rate coefficient: 4%; relative standard deviation of activation energy: 3%).

### Table 7 Kinetic data determined during DoE optimisation

| Kinetic parameters                                      | DoE with two-parameter optimisation | DoE with three-parameter optimisation |
|---------------------------------------------------------|------------------------------------|--------------------------------------|
| Reaction rate coefficient \( k_{\text{ref}} \) [L mol\(^{-1}\) s\(^{-1}\)] (confidence level 95\%, at \( T_{\text{ref}} \) 25 °C) | 0.026 (±11.5%) | 0.022 (±15.2%) |
| Number of experiments                                   | 18                                  | 22                                    |

Real-time optimisation

**Benefit for industrial production.** This work did not only apply the simplex algorithm to identify optimal reaction conditions, but additionally modified it to become capable of autonomously responding to disturbances of the chemical process. This model-free real-time optimisation remedies disturbances that would otherwise diminish product quality. Three types of disturbances were incorporated. They had been chosen based on their likelihood of occurrence in real industrial applications and the associated impact (in terms of economic loss).

Independent of the type of disturbance, the employed real-time optimisation reliably recognized and solved the issue. Thus, as soon as product quality began to decrease, the simplex algorithm stepped in to remedy the disturbance. For this purpose, the simplex algorithm autonomously decided which experiment to perform next, based on previous results.

All disturbances were successfully compensated after just a few experiments. For the short time during which product quality inadvertently decreases (i.e., the time needed until the simplex algorithm steps in and identifies new reaction conditions that offset the disturbance), the corrupted product output should simply be disposed by using a bypass.

To summarize, this improvement to the simplex algorithm may assist in preventing production process failures in lab and industrial applications, without the need for human intervention. The transfer from lab to production scale can easily be implemented. It is particularly useful for self-optimisation in small-scale production scenarios, and when production inputs and their ratios change frequently.
broad range of applications. This reduces the time needed for process development and lowers the barriers for its application. Finally, other optimisation strategies besides simplex algorithm and design of experiments can easily be integrated into the platform.

**Definitions**

1 [-] Benzaldehyde
2 [-] Benzylamine
3 [-] $n$-Benzyldenebenzylamine

$c_j$ [mol L$^{-1}$] Concentration of compound j

$E_{Ai}$ [kJ mol$^{-1}$] Activation energy of reaction i

$k_{ref}$ [L mol$^{-1}$ s$^{-1}$] Reaction rate coefficient at reference temperature

$T_{ref}$ [K] Reference temperatures
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