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Abstract

This article develops duality principles applicable to the non-linear Kirchhoff-Love model of plates. The results are obtained through standard tools of convex analysis, functional analysis, calculus of variations and duality theory. The main duality principle concerns a convex (in fact concave) dual variational formulation and related new optimality conditions for the model in question. Finally, in the last section we develop some global existence results for a similar model in elasticity.

1 Introduction

In this article, in a first step, we develop a new existence proof and a dual variational formulation for the Kirchhoff-Love thin plate model. Previous results on existence in mathematical elasticity and related models may be found in [7, 8, 9].

At this point we refer to the exceptionally important article ”A contribution to contact problems for a class of solids and structures” by W.R. Bielski and J.J. Telega, [2], published in 1985, as the first one to successfully apply and generalize the convex analysis approach to a model in non-convex and non-linear mechanics.

The present work is, in some sense, a kind of extension of this previous work [2] and others such as [3], which greatly influenced and inspired my work and recent books [5, 6].

Here we highlight that such earlier results establish the complementary energy under the hypothesis of positive definiteness of the membrane force tensor at a critical point (please see [2, 3] for details).

We have obtained a dual variational formulation which allows the global optimal point in question not to be positive definite (for related results see F.S. Botelho [4]), but also not necessarily negative definite. The approach developed also includes sufficient conditions of optimality for the primal problem. It is worth mentioning that the standard tools of convex analysis used in this text may be found in [10, 5], for example.

At this point we start to describe the primal formulation.
Let $\Omega \subset \mathbb{R}^2$ be an open, bounded, connected set which represents the middle surface of a plate of thickness $h$. The boundary of $\Omega$, which is assumed to be regular (Lipschitzian), is denoted by $\partial \Omega$. The vectorial basis related to the cartesian system $\{x_1, x_2, x_3\}$ is denoted by $(a_\alpha, a_3)$, where $\alpha = 1, 2$ (in general Greek indices stand for 1 or 2), and where $a_3$ is the vector normal to $\Omega$, whereas $a_1$ and $a_2$ are orthogonal vectors parallel to $\Omega$. Also, $n$ is the outward normal to the plate surface.

The displacements will be denoted by $\hat{u} = \{\hat{u}_\alpha, \hat{u}_3\} = \hat{u}_\alpha a_\alpha + \hat{u}_3 a_3$.

The Kirchhoff-Love relations are

$$\hat{u}_\alpha(x_1, x_2, x_3) = u_\alpha(x_1, x_2) - x_3 w(x_1, x_2),$$

and

$$\hat{u}_3(x_1, x_2, x_3) = w(x_1, x_2).$$

(1)

Here $-h/2 \leq x_3 \leq h/2$ so that we have $u = (u_\alpha, w) \in U$ where

$$U = \{(u_\alpha, w) \in W^{1,2}(\Omega; \mathbb{R}^2) \times W^{2,2}(\Omega),$$

$$u_\alpha = w = \frac{\partial w}{\partial n} = 0 \text{ on } \partial \Omega\}$$

$$= W^{1,2}_0(\Omega; \mathbb{R}^2) \times W^{2,2}_0(\Omega).$$

It is worth emphasizing that the boundary conditions here specified refer to a clamped plate.

We define the operator $\Lambda : U \rightarrow Y \times Y$, where $Y = Y^* = L^2(\Omega; \mathbb{R}^2 \times \mathbb{R}^2)$, by

$$\Lambda(u) = \{\gamma(u), \kappa(u)\},$$

$$\gamma_{\alpha\beta}(u) = \frac{u_{\alpha,\beta} + u_{\beta,\alpha}}{2} + \frac{w_{\alpha}w_{\beta}}{2},$$

$$\kappa_{\alpha\beta}(u) = -w_{,\alpha\beta}.$$

The constitutive relations are given by

$$N_{\alpha\beta}(u) = H_{\alpha\beta\lambda\mu} \gamma_{\lambda\mu}(u),$$

(2)

$$M_{\alpha\beta}(u) = h_{\alpha\beta\lambda\mu} \kappa_{\lambda\mu}(u),$$

(3)

where:

$$\{H_{\alpha\beta\lambda\mu}\} = \left\{ h \left( \frac{4\lambda h^3 \mu h}{\lambda h^2 + 2\mu h} \delta_{\alpha\beta} \delta_{\lambda\mu} + 2\mu h (\delta_{\alpha\lambda} \delta_{\beta\mu} + \delta_{\alpha\mu} \delta_{\beta\lambda}) \right) \right\}$$

and

$$\{h_{\alpha\beta\lambda\mu}\} = \frac{h^2}{3} \{H_{\alpha\beta\lambda\mu}\}^{-1}$$

are symmetric positive definite fourth order tensors. Here $\lambda^h > 0$ and $\mu^h > 0$ are the Lamé constants which depend on $h$ and $\{\delta_{\alpha\beta}\}$ is the Kronecker delta.

From now on, in an appropriate sense, we denote $\{P_{\alpha\beta\lambda\mu}\} = \{H_{\alpha\beta\lambda\mu}\}^{-1}$ and $\{T_{\alpha\beta\lambda\mu}\} = \{h_{\alpha\beta\lambda\mu}\}^{-1}$.
Furthermore $\{N_{\alpha\beta}\}$ denote the membrane force tensor and $\{M_{\alpha\beta}\}$ the moment one. The plate stored energy, represented by $(G \circ \Lambda) : U \to \mathbb{R}$ is expressed by
\[
(G \circ \Lambda)(u) = \frac{1}{2} \int_{\Omega} N_{\alpha\beta}(u) \gamma_{\alpha\beta}(u) \, dx + \frac{1}{2} \int_{\Omega} M_{\alpha\beta}(u) \kappa_{\alpha\beta}(u) \, dx
\tag{4}
\]
and the external work, represented by $F : U \to \mathbb{R}$, is given by
\[
F(u) = \langle w, P \rangle_{L^2(\Omega)} + \langle u_\alpha, P_\alpha \rangle_{L^2(\Omega)},
\tag{5}
\]
where $P, P_1, P_2 \in L^2(\Omega)$ are external loads in the directions $a_3, a_1$ and $a_2$ respectively. The potential energy, denoted by $J : U \to \mathbb{R}$ is expressed by:
\[
J(u) = (G \circ \Lambda)(u) - F(u)
\]
Finally, we also emphasize from now on, as their meaning are clear, we may denote $L^2(\Omega)$ and $L^2(\Omega; \mathbb{R}^{2 \times 2})$ simply by $L^2$, and the respective norms by $\| \cdot \|_2$. Moreover derivatives are always understood in the distributional sense, $\mathbf{0}$ may denote the zero vector in appropriate Banach spaces and, the following and relating notations are used:
\[
w_{,\alpha\beta} = \frac{\partial^2 w}{\partial x_\alpha \partial x_\beta},
\]
\[
u_{\alpha,\beta} = \frac{\partial u_\alpha}{\partial x_\beta},
\]
\[
N_{\alpha\beta,1} = \frac{\partial N_{\alpha\beta}}{\partial x_1},
\]
and
\[
N_{\alpha\beta,2} = \frac{\partial N_{\alpha\beta}}{\partial x_2}.
\]

2 On the existence of a global minimizer

At this point we present an existence result concerning the Kirchhoff-Love plate model. We start with the following two remarks.

**Remark 2.1.** Let $\{P_\alpha\} \in L^\infty(\Omega; \mathbb{R}^2)$. We may easily obtain by appropriate Lebesgue integration $\{\tilde{T}_{\alpha\beta}\}$ symmetric and such that
\[
\tilde{T}_{\alpha\beta} = -P_\alpha, \text{ in } \Omega.
\]
Indeed, extending $\{P_\alpha\}$ to zero outside $\Omega$ if necessary, we may set
\[
\tilde{T}_{11}(x, y) = - \int_0^x P_1(\xi, y) \, d\xi,
\]
\[
\tilde{T}_{22}(x, y) = - \int_0^y P_2(x, \xi) \, d\xi,
\]
and
\[ \tilde{T}_{12}(x, y) = \tilde{T}_{21}(x, y) = 0, \text{ in } \Omega. \]

Thus, we may choose a \( C > 0 \) sufficiently big, such that
\[ \{T_{\alpha\beta}\} = \{\tilde{T}_{\alpha\beta} + C\delta_{\alpha\beta}\} \]
is positive definite in \( \Omega \), so that
\[ T_{\alpha\beta,\beta} = \tilde{T}_{\alpha\beta,\beta} = -P_{\alpha}, \]
where
\[ \{\delta_{\alpha\beta}\} \]
is the Kronecker delta.

So, for the kind of boundary conditions of the next theorem, we do NOT have any restriction for the \( \{P_{\alpha}\} \) norm.

Summarizing, the next result is new and it is really a step forward concerning the previous one in Ciarlet [8] and the previous results in [6]. We emphasize this result and its proof through such a tensor \( \{T_{\alpha\beta}\} \) are new, even though the final part of the proof is established through a standard procedure in the calculus of variations.

It is also worth mentioning in the concerning primal formulation we have included a term denoted by
\[ J_5(u) = \langle \varepsilon_\alpha, u_\alpha^2 \rangle_{L^2(\Gamma_1)}. \]

This term, even in the case where the positive \( \varepsilon_\alpha \in L^2(\Gamma) \) is of small magnitude, has an amazing structural stabilizing effect on the plate model in question and makes the primal energy functional bounded below. This feature makes viable the proof of this existence result for a more general set of boundary conditions. We highlight such a functional \( J_5 \) corresponds to adding a distribution of springs on the portion boundary \( \Gamma_1 \).

Finally, we also highlight the duality principles and concerning optimality conditions are established through new functionals. Similar results may be found in [5, 6]. Indeed the results here developed represent some advances concerning those presented in [5] in 2014 and in [6] of 2020.

**Theorem 2.2.** Let \( \Omega \subset \mathbb{R}^2 \) be an open, bounded, connected set with a Lipschitzian boundary denoted by \( \partial \Omega = \Gamma \). Suppose \( (G \circ \Lambda) : U \rightarrow \mathbb{R} \) is defined by
\[ G(\Lambda u) = G_1(\gamma(u)) + G_2(\kappa(u)), \quad \forall u \in U, \]
where
\[ G_1(\gamma u) = \frac{1}{2} \int_\Omega H_{\alpha\beta\lambda\mu} \gamma_{\alpha\beta}(u) \gamma_{\lambda\mu}(u) \, dx, \]
and
\[ G_2(\kappa u) = \frac{1}{2} \int_\Omega h_{\alpha\beta\lambda\mu} \kappa_{\alpha\beta}(u) \kappa_{\lambda\mu}(u) \, dx, \]
where
\[ \Lambda(u) = (\gamma(u), \kappa(u)) = (\{\gamma_{\alpha\beta}(u)\}, \{\kappa_{\alpha\beta}(u)\}), \]
\[ \gamma_{\alpha\beta}(u) = \frac{u_{\alpha,\beta} + u_{\beta,\alpha}}{2} + \frac{w_{\alpha}w_{\beta}}{2}, \]
\[ \kappa_{\alpha\beta}(u) = \frac{w_{\alpha,\beta}}{2}. \]
\[ \kappa_{\alpha \beta}(u) = -w_{\alpha \beta}, \]

where,

\[ U = \left\{ u = (u_\alpha, w) = (u_1, u_2, w) \in W^{1,2}(\Omega; \mathbb{R}^2) \times W^{2,2}(\Omega) : \\
    u_\alpha = w, \frac{\partial w}{\partial n} = 0, \text{ on } \Gamma_0 \right\}. \quad (6) \]

Here \( \partial \Omega = \Gamma_0 \cup \Gamma_t \) and the Lebesgue measures

\[ m_\Gamma(\Gamma_0 \cap \Gamma_t) = 0, \]

and

\[ m_\Gamma(\Gamma_0) > 0. \]

We also define,

\[ \langle u, f \rangle_{L^2} = \langle w, P \rangle_{L^2(\Omega)} + \langle u_\alpha, P_\alpha \rangle_{L^2(\Omega)} + \langle P^t_\alpha, u_\alpha \rangle_{L^2(\Gamma_t)} + \langle P^t, w \rangle_{L^2(\Gamma_t)}, \quad (7) \]

\[ F_1(u) = -\langle w, P \rangle_{L^2(\Omega)} - \langle u_\alpha, P_\alpha \rangle_{L^2(\Omega)} - \langle P^t_\alpha, u_\alpha \rangle_{L^2(\Gamma_t)} - \langle P^t, w \rangle_{L^2(\Gamma_t)} \]

\[ = -\langle u, f \rangle_{L^2} + \langle \varepsilon_\alpha, u_\alpha^2 \rangle_{L^2(\Gamma_t)} \]

\[ \equiv -\langle u, f_1 \rangle_{L^2} - \langle u_\alpha, P_\alpha \rangle_{L^2(\Omega)} + \langle \varepsilon_\alpha, u_\alpha^2 \rangle_{L^2(\Gamma_t)}, \quad (8) \]

where

\[ \langle u, f_1 \rangle_{L^2} = \langle u, f \rangle_{L^2} - \langle u_\alpha, P_\alpha \rangle_{L^2(\Omega)}; \]

\( \varepsilon_\alpha \in L^2(\Gamma) \) is such that \( \varepsilon_\alpha > 0, \text{ in } \Gamma, \forall \alpha \in \{1, 2\} \) and

\[ f = (P_\alpha, P) \in L^\infty(\Omega; \mathbb{R}^3). \]

Let \( J : U \to \mathbb{R} \) be defined by

\[ J(u) = G(\Lambda u) + F_1(u), \forall u \in U. \]

Assume there exists \( \{c_{\alpha \beta}\} \in \mathbb{R}^{2 \times 2} \) such that \( c_{\alpha \beta} > 0, \forall \alpha, \beta \in \{1, 2\} \) and

\[ G_2(\kappa(u)) \geq c_{\alpha \beta} \|w_{\alpha \beta}\|_2^2, \forall u \in U. \]

Under such hypotheses, there exists \( u_0 \in U \) such that

\[ J(u_0) = \min_{u \in U} J(u). \]

Proof. Observe that we may find \( T_\alpha = \{ (T_\alpha)_\beta \} \) such that

\[ \text{div} T_\alpha = T_{\alpha \beta, \beta} = -P_\alpha \]

an also such that \( \{T_{\alpha \beta}\} \) is positive definite and symmetric (please, see Remark 2.1).
Thus defining

\[ v_{\alpha\beta}(u) = \frac{u_{\alpha\beta} + u_{\beta,\alpha}}{2} + \frac{1}{2} w_{\alpha\beta} \]  

(9)

we obtain

\[ J(u) = G_1(\{v_{\alpha\beta}(u)\}) + G_2(\kappa(u)) - \langle u, f_1 \rangle_{L^2} + \langle \varepsilon_\alpha, u_{\alpha}^2 \rangle \]  

(10)

Moreover, also up to a subsequence not relabeled,

\[ \langle T_{\alpha\beta}, v_{\alpha\beta}(u) \rangle_{L^2(\Omega)} - \langle u, f_1 \rangle_{L^2} + \langle \varepsilon_\alpha, u_{\alpha}^2 \rangle L^2(\Gamma_t) + G_1(\{v_{\alpha\beta}(u)\}) \]

From this, since \( \{T_{\alpha\beta}\} \) is positive definite, clearly \( J \) is bounded below.

Let \( \{u_n\} \in U \) be a minimizing sequence for \( J \). Thus there exists \( \alpha_1 \in \mathbb{R} \) such that

\[ \lim_{n \to \infty} J(u_n) = \inf_{u \in U} J(u) = \alpha_1. \]

From (10), there exists \( K_1 > 0 \) such that

\[ \|(w_n)_{,\alpha\beta}\|_2 < K_1, \forall \alpha, \beta \in \{1, 2\}, n \in \mathbb{N}. \]

Therefore, there exists \( w_0 \in W^{2,2}(\Omega) \) such that, up to a subsequence not relabeled,

\[ (w_n)_{,\alpha\beta} \rightharpoonup (w_0)_{,\alpha\beta}, \text{ weakly in } L^2, \]

\( \forall \alpha, \beta \in \{1, 2\}, \text{ as } n \to \infty. \)

Moreover, also up to a subsequence not relabeled,

\[ (w_n)_{,\alpha} \rightarrow (w_0)_{,\alpha}, \text{ strongly in } L^2 \text{ and } L^4, \]  

(11)

\( \forall \alpha, \beta \in \{1, 2\}, \text{ as } n \to \infty. \)

Also from (10), there exists \( K_2 > 0 \) such that,

\[ \|(v_n)_{,\alpha\beta}(u)\|_2 < K_2, \forall \alpha, \beta \in \{1, 2\}, n \in \mathbb{N}, \]

and thus, from this, (9) and (11), we may infer that there exists \( K_3 > 0 \) such that

\[ \|(u_n)_{,\alpha,\beta} + (u_n)_{,\beta,\alpha}\|_2 < K_3, \forall \alpha, \beta \in \{1, 2\}, n \in \mathbb{N}. \]

From this and Korn’s inequality, there exists \( K_4 > 0 \) such that

\[ \|u_n\|_{W^{1,2}(\Omega; \mathbb{R}^2)} \leq K_4, \forall n \in \mathbb{N}. \]
So, up to a subsequence not relabeled, there exists \((u_0)_{\alpha} \in W^{1,2}(\Omega, \mathbb{R}^2)\), such that
\[
(u_n)_{\alpha,\beta} + (u_n)_{\beta,\alpha} \rightharpoonup (u_0)_{\alpha,\beta} + (u_0)_{\beta,\alpha}, \text{ weakly in } L^2,
\]
\[\forall \alpha, \beta \in \{1, 2\}, \text{ as } n \to \infty, \text{ and,}
\]
\[
(u_n)_{\alpha} \to (u_0)_{\alpha}, \text{ strongly in } L^2,
\]
\[\forall \alpha \in \{1, 2\}, \text{ as } n \to \infty.
\]
Moreover, the boundary conditions satisfied by the subsequences are also satisfied for \(u_0\) and \(u_0\) in a trace sense, so that
\[
u_0 = ((u_0)_{\alpha}, w_0) \in U.
\]
From this, up to a subsequence not relabeled, we get
\[
\gamma_{\alpha\beta}(u_n) \rightharpoonup \gamma_{\alpha\beta}(u_0), \text{ weakly in } L^2,
\]
\[\forall \alpha, \beta \in \{1, 2\}, \text{ and}
\]
\[
\kappa_{\alpha\beta}(u_n) \rightharpoonup \kappa_{\alpha\beta}(u_0), \text{ weakly in } L^2,
\]
\[\forall \alpha, \beta \in \{1, 2\}.
\]
Therefore, from the convexity of \(G_1\) in \(\gamma\) and \(G_2\) in \(\kappa\) we obtain
\[
\inf_{u \in U} J(u) = \alpha_1 = \liminf_{n \to \infty} J(u_n)
\]
\[\geq J(u_0).
\]
Thus,
\[
J(u_0) = \min_{u \in U} J(u).
\]
The proof is complete. \(\square\)

3 The duality principles

Considering the statements and definitions of the previous sections, define again the functional \(J : U \to \mathbb{R}\) by
\[
J(u) = \frac{1}{2} \int_{\Omega} h_{\alpha\beta \mu \lambda} \kappa_{\alpha\beta}(u) \kappa_{\lambda\mu}(u) \, dx
\]
\[
- \langle w, P \rangle_{L^2} - \langle u, P_{\alpha} \rangle_{L^2}
\]
where
\[
(u_0, w) = (u_1, u_2, w) \in U = W^{1,2}_0(\Omega, \mathbb{R}^2) \times W^{2,2}_0(\Omega),
\]
\[P \in L^2(\Omega), \ P_{\alpha} \in L^2(\Omega) \text{ for } \alpha \in \{1, 2\}.
\]
Also
\[
\kappa_{\alpha\beta}(u) = -w_{,\alpha\beta},
\]
\[ \gamma_{\alpha\beta}(u) = \frac{1}{2} (u_{\alpha\beta} + u_{\beta\alpha}) + \frac{1}{2} w_{\alpha} w_{\beta}. \]

Here we define \( \tilde{G}_1 : U \to \mathbb{R} \) by
\[
\tilde{G}_1(u) = G_1(\{w_{\alpha\beta}\}) = \frac{1}{2} \int_{\Omega} h_{\alpha\beta\mu\lambda} \kappa_{\alpha\beta}(u) \kappa_{\lambda\mu}(u) \, dx,
\]
and \( \tilde{G}_2 : U \to \mathbb{R} \) by
\[
\tilde{G}_2(u) = G_2(\{u_{\alpha\beta}, w_{\alpha}\}) = \frac{1}{2} \int_{\Omega} H_{\alpha\beta\mu\lambda} \gamma_{\alpha\beta}(u) \gamma_{\lambda\mu}(u) \, dx + \frac{K}{2} (w_{\alpha}, w_{\alpha})_{L^2},
\]
and \( F : U \to \mathbb{R} \) by
\[
F(u) = \frac{K}{2} (w_{\alpha}, w_{\alpha})_{L^2}.
\]

Moreover, denoting \( Y = Y^* = W^{2,2}_0(\Omega), Y_1 = Y_1^* = L^2(\Omega; \mathbb{R}^{2 \times 2}), Y_2 = Y_2^* = L^2(\Omega; \mathbb{R}^2) \) and \( Y_3 = Y_3^* = Y_1 \), define also \( G_1^* : Y_3^* \times Y^* \to \mathbb{R} \) by
\[
G_1^*(\tilde{M}, z^*) = \sup_{(u_3, u_2) \in Y_1 \times Y_2} \{(u_3)_{\alpha\beta}, \tilde{M}_{\alpha\beta} + z^* \delta_{\alpha\beta}\}_{L^2} - G_1(\{(u_3)_{\alpha\beta}\})
= \frac{1}{2} \int_{\Omega} \tilde{h}_{\alpha\beta\lambda\mu} (\tilde{M}_{\alpha\beta} + z^* \delta_{\alpha\beta}) (\tilde{M}_{\lambda\mu} + z^* \delta_{\lambda\mu}) \, dx, \tag{14}
\]
\( G_2^* : Y_1^* \times Y_2^* \to \mathbb{R} \) by
\[
G_2^*(N, Q) = \sup_{(v_1, v_2) \in Y_1 \times Y_2} \{(v_1)_{\alpha\beta}, N_{\alpha\beta}\}_{L^2} + \{(v_2)_{\alpha}, Q_{\alpha}\}_{L^2} - G_2(\{(v_1)_{\alpha\beta}, (v_2)_\alpha\})
= \frac{1}{2} \int_{\Omega} \overline{N}_{\alpha\beta\mu} Q_{\alpha} Q_{\beta} \, dx + \frac{1}{2} \int_{\Omega} \overline{Q}_{\alpha\beta\mu} N_{\alpha\beta} N_{\lambda\mu} \, dx, \tag{15}
\]
in \( B^* \) where
\[
B^* = \{v^* = (N, Q, M) \in Y_1^* \times Y_2^* \times Y_3^* : \{N_{\alpha\beta} + K \delta_{\alpha\beta}\} \text{ is positive definite in } \Omega\}.
\]

Here we have denoted
\[
\{N_{K0}^K\} = \{N_{\alpha\beta} + K \delta_{\alpha\beta}\}^{-1}.
\]

Finally, define \( F^* : Y^* \to \mathbb{R} \) by
\[
F^*(z^*) = \sup_{u \in U} \{-\langle \nabla w, \nabla z^* \rangle_{L^2} - F(u)\}
= \frac{1}{2K} \int_{\Omega} |\nabla z^*|^2 \, dx. \tag{16}
\]

Furthermore, define \( J^* : B^* \times Y^* \to \mathbb{R}, \) by
\[
J^*(N, Q, \tilde{M}, z^*) = -G_1^*(\tilde{M}, z^*) - G_2^*(N, Q) + F^*(z^*),
J^*_1 : B^* \times Y^* \to \mathbb{R}
\]
by

$$J_1^* (N, Q, \tilde{M}, z^*) = J^* (N, Q, \tilde{M}, z^*)$$

$$+ \frac{1}{2} \int_{\Omega} [C_0 (h_{11\lambda\mu} + z^* \delta_{\lambda\mu}), 22 - \bar{h}_{22\lambda\mu} (\tilde{M}_{\lambda\mu} + z^* \delta_{\lambda\mu}), 11]] \times (h_{11\lambda\mu} (\tilde{M}_{\lambda\mu} + z^* \delta_{\lambda\mu}), 22 - \bar{h}_{22\lambda\mu} (\tilde{M}_{\lambda\mu} + z^* \delta_{\lambda\mu}), 11) \, dx, \quad (17)$$

where

$$C_0 = (1 - \varepsilon) (\bar{h}_{2222} D_{1111} - 2 \bar{h}_{1122} D_{11} D_{22} + \bar{h}_{1111} D_{2222})^{-1}$$

and $0 < \varepsilon < 1$.

We suppose $\varepsilon$ is sufficiently close to 1 so that $J_1^*$ is concave in $v^* = (N, Q, \tilde{M})$, on $B^*$ (in fact, for this kind of tensor $\{h_{\alpha\beta\lambda\mu}\}$, through an analysis of the Hessian in question with the help of the softwares MATHEMATICA or MAPLE, we may infer that $J_1^*$ is concave in $v^*$ on $B^*$ for any value $0 < \varepsilon < 1$).

Here we remark to generically denote for $y \in L^2(\Omega)$,

$$(\bar{h}_{2222} D_{1111} - 2 \bar{h}_{1122} D_{11} D_{22} + \bar{h}_{1111} D_{2222})^{-1} (y) = w,$$

if and only if

$$w \in W_0^{2,2}(\Omega)$$

and

$$(\bar{h}_{2222} D_{1111} - 2 \bar{h}_{1122} D_{11} D_{22} + \bar{h}_{1111} D_{2222}) [w] = y,$$

where also generically we have denoted

$$D_{\alpha\beta\gamma\mu}[w] = w_{,\alpha\beta\lambda\mu} = \frac{\partial^4}{\partial x_\alpha \partial x_\beta \partial x_\lambda \partial x_\mu}[w].$$

Moreover, define

$$J_2^* : \mathcal{Y}^* \to \mathbb{R}$$

by

$$J_2^* (z^*) = -\frac{1}{2} \int_{\Omega} \bar{h}_{\alpha\beta\lambda\mu} (z^* \delta_{\alpha\beta}) (z^* \delta_{\lambda\mu}) \, dx$$

$$+ \frac{1}{2} \int_{\Omega} [C_0 (\bar{h}_{11\lambda\mu} (z^* \delta_{\lambda\mu}), 22 - (\bar{h}_{22\lambda\mu} z^* \delta_{\lambda\mu}), 11]) \times (\bar{h}_{11\lambda\mu} (z^* \delta_{\lambda\mu}), 22 - (\bar{h}_{22\lambda\mu} z^* \delta_{\lambda\mu}), 11) \, dx$$

$$+ F^*(z^*) \quad (18)$$

and $J_3^* : B^* \times \mathcal{Y}^* \times U \to \mathbb{R}$ by

$$J_3^* (N, Q, \tilde{M}, z^*, u) = J^* (N, Q, \tilde{M}, z^*)$$

$$+ \langle w, \tilde{M}_{\alpha\beta, \alpha\beta} - Q_{\alpha, \alpha} - P \rangle_{L^2}$$

$$- \langle u, N_{\alpha\beta, \alpha} + P_{\alpha \rangle L^2} \quad (19)$$
Also, define $A^* = A_1 \cap A_2$ where

\[ A_1 = \{ v^* = (N, Q, \tilde{M}) \in B^* : N_{\alpha\beta, \beta} + P_\alpha = 0, \text{ in } \Omega \}, \]

\[ A_2 = \{ v^* = (N, Q, \tilde{M}) \in B^* : M_{\alpha\beta, \alpha \beta} - Q_{\alpha, \alpha} - P = 0, \text{ in } \Omega \}, \]

With such statements and definitions in mind we establish our main result, which is summarized by the following theorem.

**Theorem 3.1.** Denoting $v_0^* = (N_0, Q_0, \tilde{M}_0)$, suppose $(v_0^*, z_0^*, u_0) \in B^* \times Y^* \times U$ is such that

\[ \delta J^*_3(v_0^*, z_0^*, u_0) = 0. \]

Under such hypotheses we have,

\[ \delta J(u_0) = 0, \]

\[ v_0^* = (N_0, Q_0, \tilde{M}_0) \in A^* \]

and

\[ J(u_0) = \inf_{u \in U} \left\{ J(u) + \frac{K}{2} \int_\Omega |\nabla w - \nabla w_0|^2 \, dx \right\} \]

\[ = J^*(v_0^*, z_0^*) \]

\[ = \sup_{v^* \in A^*} J^*(v^*, z_0^*) = J^*_1(v_0^*, z_0^*). \] \hspace{1cm} (20)

**Proof.** From the hypotheses,

\[ \delta J^*_3(v_0^*, z_0^*, u_0) = 0. \]

From the variation in $\tilde{M}$ we have

\[ -h_{\alpha\beta\lambda\mu}(\tilde{M}_0)_{\lambda\mu} + z_0^*\delta_{\lambda\mu} + (w_0)_{\alpha \beta} = 0, \text{ in } \Omega. \]

Thus,

\[ (\tilde{M}_0)_{\alpha \beta} = h_{\alpha\beta\lambda\mu}(w_0)_{\lambda\mu} - z_0^*\delta_{\alpha \beta}. \]

From the variation in $Q$ we obtain

\[ -N^K_{\alpha\beta}(Q_0)_{\beta} + (w_0)_{\alpha} = 0, \text{ in } \Omega \]

so that

\[ (Q_0)_{\alpha} = (N_0)_{\alpha\beta}(w_0)_{\beta} + K(w_0)_{\alpha}. \]

From the variation in $N$ we get

\[ (N^K)_{\alpha\rho}(Q_0)_{\rho}(N^K)_{\alpha\mu}(Q_0)_{\mu} + \frac{1}{2}((u_0)_{\alpha \beta} + (u_0)_{\beta \alpha}) - T_{\alpha\beta\lambda\mu}(N_0)_{\lambda\mu} = 0, \text{ in } \Omega \]

and hence

\[ (N_0)_{\alpha\beta} = H_{\alpha\beta\lambda\mu} \left( \frac{1}{2}((u_0)_{\lambda\mu} + (u_0)_{\mu\lambda}) + \frac{1}{2}(w_0)_{\lambda}(w_0)_{\mu} \right). \]

Considering the variation in $z^*$ we obtain

\[ -\frac{\nabla^2 z_0^*}{K} - (H_{\alpha\beta\lambda\mu}(\tilde{M}_0)_{\lambda\mu} + z_0^*\delta_{\lambda\mu})\delta_{\alpha \beta} = 0, \text{ in } \Omega \]
so that

$$-\frac{\nabla^2 z^*_0}{K} - ((w_0)_{11} + (w_0)_{22}) = 0,$$

that is,

$$-\frac{\nabla^2 z^*_0}{K} - \nabla^2 w_0 = 0,$$

and thus

$$z^*_0 = -K w_0, \quad \text{in } \Omega.$$

Finally, from the variation in $u$ we obtain

$$(\tilde{M}_0)_{\alpha\beta,\alpha\beta} - (Q_0)_{\alpha,\alpha} - P = 0,$$

and

$$(N_0)_{\alpha\beta,\beta} + P_\alpha = 0, \quad \text{in } \Omega,$$

so that

$$v^*_0 \in A^*.$$

From these last results and the Legendre transform properties we get

$$G^*_1(\tilde{M}_0, z^*_0) = \langle (w_0)_{\alpha\beta}, (\tilde{M}_0)_{\alpha\beta} + z^*_0 \delta_{\alpha\beta} \rangle_{L^2} - G_1(\{(w_0)_{\alpha\beta}\}),$$

$$G^*_2(N_0, Q_0) = \langle (u_0)_{\alpha,\beta}, (N_0)_{\alpha\beta} \rangle_{L^2} + \langle (w_0)_{\alpha}, (Q_0)_{\alpha} \rangle_{L^2} - G_2(\{(u_0)_{\alpha,\beta}, (w_0)_{\alpha}\})$$

and

$$F^*(z^*_0) = -\langle \nabla w_0, \nabla z^*_0 \rangle_{L^2} - F(u_0).$$

From such results we may infer that

$$J^*(v^*_0, z^*_0) = -G^*_1(\tilde{M}_0, z^*_0) - G^*_2(N_0, Q_0) + F^*(z^*_0)$$

$$= -\langle (w_0)_{\alpha,\beta}, (\tilde{M}_0)_{\alpha\beta} + z^*_0 \delta_{\alpha\beta} \rangle_{L^2} - G_1(\{(w_0)_{\alpha\beta}\})$$

$$-\langle (u_0)_{\alpha,\beta}, (N_0)_{\alpha\beta} \rangle_{L^2} + \langle (w_0)_{\alpha}, (Q_0)_{\alpha} \rangle_{L^2} + G_2(\{(u_0)_{\alpha,\beta}, (w_0)_{\alpha}\})$$

$$-\langle \nabla w_0, \nabla z^*_0 \rangle_{L^2} - F(u_0)$$

$$= -\langle (u_0), P \rangle_{L^2} - \langle (u_0)_{\alpha}, P_\alpha \rangle_{L^2}$$

$$+ \frac{1}{2} \int_{\Omega} h_{\alpha\beta\lambda\mu} \kappa_{\alpha\beta}(u_0) \kappa_{\lambda\mu}(u_0) \, dx$$

$$+ \frac{1}{2} \int_{\Omega} H_{\alpha\beta\lambda\mu} \gamma_{\alpha\beta}(u_0) \gamma_{\lambda\mu}(u_0) \, dx$$

$$= J(u_0). \quad (21)$$

Also

$$\langle \tilde{h}_{11\lambda\mu}(\tilde{M}_0)_{\lambda\mu} + z^*_0 \delta_{\lambda\mu} \rangle_{22} - \langle \tilde{h}_{22\lambda\mu}(\tilde{M}_0)_{\lambda\mu} + z^*_0 \delta_{\lambda\mu} \rangle_{11} = ((w_0)_{1122} - (w_0)_{2211}) = 0,$$

in distributional sense, so that

$$J^*(v^*_0, z^*_0) = J^*_1(v^*_0, z^*_0) = J(u_0).$$
Now observe that
\[ J^*(v^*_0, z^*_0) = -G_1^*(\tilde{M}_0, z^*_0) - G_2^*(N_0, Q_0) + F^*(z^*_0) \]
\[ \leq -\langle w_{\alpha \beta}, (\tilde{M}_0)_{\alpha \beta} + z^*_0 \delta_{\alpha \beta} \rangle_{L^2} + G_1(\{w_{\alpha \beta}\}) \]
\[ -\langle u_{\alpha \beta}, (N_0)_{\alpha \beta} \rangle_{L^2} + \langle w_{\alpha \beta}, (Q_0)_{\alpha} \rangle_{L^2} + G_2(\{u_{\alpha \beta}, w_{\alpha}\}) \]
\[ + F^*(z^*_0) \]
\[ = -\langle w, P \rangle_{L^2} - \langle u_{\alpha \beta}, P_{\alpha \beta} \rangle_{L^2} \]
\[ + G_1(\{w_{\alpha \beta}\}) + G_2(\{u_{\alpha \beta}, w_{\alpha}\}) - F(u) + F(u) + \langle \nabla w, \nabla z^*_0 \rangle_{L^2} + F^*(z^*_0) \]
\[ = -\langle w, P \rangle_{L^2} - \langle u_{\alpha \beta}, P_{\alpha \beta} \rangle_{L^2} \]
\[ + G_1(\{w_{\alpha \beta}\}) + G_2(\{u_{\alpha \beta}, w_{\alpha}\}) - F(u) \]
\[ + \frac{K}{2} \int_\Omega |\nabla w|^2 \, dx - K \langle \nabla w, \nabla w_0 \rangle_{L^2} + \frac{K}{2} \int_\Omega |\nabla w_0|^2 \, dx \]
\[ = J(u) + \frac{K}{2} \int \Omega |\nabla w - \nabla w_0|^2 \, dx, \forall u \in U. \quad (22) \]

Therefore we have got
\[ J(u_0) = J^*(v^*_0, z^*_0) \leq \inf_{u \in U} \left\{ J(u) + \frac{K}{2} \int \Omega |\nabla w - \nabla w_0|^2 \, dx \right\}, \quad (23) \]
so that, from this we may infer that
\[ J(u_0) = \inf_{u \in U} \left\{ J(u) + \frac{K}{2} \int \Omega |\nabla w - \nabla w_0|^2 \, dx \right\} \]
\[ = J^*(v^*_0, z^*_0) \]
\[ = \sup_{v^* \in A^*} J^*(v^*, z^*_0) \]
\[ = J^*_1(v^*_0, z^*_0). \quad (24) \]

The proof is complete.

Our final result in this section refers to a concave dual variational formulation for the plate model in question.

**Theorem 3.2.** Denoting \( v^*_0 = (N_0, Q_0, \tilde{M}_0) \), suppose \((v^*_0, z^*_0, u_0) \in B^* \times Y^* \times U\) is such that
\[ \delta J_3^*(v^*_0, z^*_0, u_0) = 0. \]
Assume \( K > 0 \) is such that
\[ J^*_2(z^*) > 0, \forall z^* \in Y^* \text{ such that } z^* \neq 0. \]
Under such hypotheses we have,
\[ \delta J(u_0) = 0, \]
\[ v^*_0 = (N_0, Q_0, \tilde{M}_0) \in A^* \]
\[ J(u_0) = \inf_{u \in U} J(u) \]
\[ = \sup_{v^* \in A^*} \left\{ \inf_{z^* \in Y^*} J_1^*(v^*, z^*) \right\} \]
\[ = J_1^*(v_0^*, z_0^*). \tag{25} \]

**Proof.** The proof that \( \delta J(u_0) = 0 \) and \( v_0^* \in A^* \) may be done exactly as in the proof of the last theorem. First recall that we have assumed \( J_2^*(z^*) > 0 \) for all \( z^* \in Y^* \) such that \( z^* \neq 0 \).

Therefore, denoting \( J_4^*: B^* \times Y^* \times U \rightarrow \mathbb{R} \) by
\[
J_4^*(v^*, z^*, u) = J_1^*(v^*, z^*) + \langle w, \tilde{M}_{\alpha\beta,\alpha\beta} - Q_{\alpha\alpha} - P \rangle_{L^2} - \langle u_{\alpha}, N_{\alpha\beta,\beta} + P_{\alpha} \rangle_{L^2},
\]

since \( J_1^* \) is concave in \( v^* \) and convex in \( z^* \), we have got
\[
J(u_0) = J_1^*(v_0^*, z_0^*) \leq \sup_{v^* \in A^*} \left\{ \inf_{z^* \in Y^*} J_4^*(v^*, z^*, u) \right\}, \forall u \in U, z^* \in Y^*. \tag{27} \]

From this we get
\[
J(u_0) = J_1^*(v_0^*, z_0^*) \leq \inf_{z^* \in Y^*} \left\{ \sup_{v^* \in B^*} J_4^*(v^*, z^*, u) \right\}, \forall u \in U. \tag{28} \]

Now observe that denoting
\[
L(v^*, z^*) = (\tilde{M}_{11\lambda\mu}(\tilde{M}_{\lambda\mu} + z^* \delta_{\lambda\mu}))_{22} - (\tilde{M}_{22\lambda\mu}(\tilde{M}_{\lambda\mu} + z^* \delta_{\lambda\mu})),_{11},
\]
from the variations in \( \tilde{M}_{11} \) and \( \tilde{M}_{22} \), since the operator \( C_0 \) is self-adjoint, we may obtain,
\[
-\tilde{M}_{11\lambda\mu}(\tilde{M}_{\lambda\mu} + z^* \delta_{\lambda\mu}) + w,_{11}
+ \{\tilde{M}_{1111}[C_0[L(v^*, z^*)]]\}_{22} - \{\tilde{M}_{2211}[C_0[L(v^*, z^*)]]\},_{11} = 0, \tag{29} \]

and
\[
-\tilde{M}_{22\lambda\mu}(\tilde{M}_{\lambda\mu} + z^* \delta_{\lambda\mu}) + w,_{22}
+ \{\tilde{M}_{1122}[C_0[L(v^*, z^*)]]\}_{22} - \{\tilde{M}_{2222}[C_0[L(v^*, z^*)]]\},_{11} = 0. \tag{30} \]

From this, recalling that
\[
L(v^*, z^*) = (\tilde{M}_{11\lambda\mu}(\tilde{M}_{\lambda\mu} + z^* \delta_{\lambda\mu}))_{22} - (\tilde{M}_{22\lambda\mu}(\tilde{M}_{\lambda\mu} + z^* \delta_{\lambda\mu})),_{11}
\]
we get
\[
-\left(h_{111\mu}(\tilde{M}_{\lambda\mu} + z^*\delta_{\lambda\mu}),_{22} + \left(h_{222\mu}(\tilde{M}_{\lambda\mu} + z^*\delta_{\lambda\mu}),_{11}
+ \{f_{1111}[C_0[L(v^*, z^*)]]_{22} - f_{22111}[C_0[L(v^*, z^*)]],_{11}\},_{22}
- \{f_{11122}[C_0[L(v^*, z^*)]]_{22} - f_{22222}[C_0[L(v^*, z^*)]],_{11}\},_{11}\right)
= -w_{1122} + w_{2211} = 0,
\]
so that through the equation related to the variation in \(\tilde{M}\) satisfied we have obtained
\[
L(v^*, z^*) = 0, \forall v^* \in B^*, z^* \in Y^*.
\]

From such results we may infer that if
\[
\{N_{\alpha\beta}(u) + K\delta_{\alpha\beta}\}
\]
is positive definite in \(\Omega\), then
\[
\inf_{z^* \in Y^*} \left\{ \sup_{v^* \in B^*} J_1^*(v^*, z^*, u) \right\} = J(u),
\]
where
\[
N_{\alpha\beta}(u) = H_{\alpha\beta\lambda\mu}\gamma_{\lambda\mu}(u).
\]

Therefore, since \(J_1^*\) is concave in \(v^*\) and convex in \(z^*\), from these last results and from the min-max theorem we have
\[
J(u_0) = \begin{cases} 
J_1^*(v_0^*, z_0^*) \\
= \sup_{v^* \in A^*} \left\{ \inf_{z^* \in Y^*} J_1^*(v^*, z^*) \right\} \\
\leq \inf_{z^* \in Y^*} \left\{ \sup_{v^* \in B^*} J_4^*(v^*, z^*, u) \right\} \\
\leq J(u), \forall u \in U.
\end{cases}
\]

Thus,
\[
J(u_0) = \inf_{u \in U} J(u) = \sup_{v^* \in A^*} \left\{ \inf_{z^* \in Y^*} J_1^*(v^*, z^*) \right\} = J_1^*(v_0^*, z_0^*). \tag{33}
\]

The proof is complete.
4 An auxiliary theoretical result in analysis

In this section we state and prove some theoretical results in analysis which will be used in the subsequent sections.

**Theorem 4.1.** Let $\Omega \subset \mathbb{R}^3$ be an open, bounded and connected set with a regular (Lipschitzian) boundary denoted by $\partial \Omega$.

Assume $\{u_n\} \subset W^{1,4}(\Omega)$ be such that

$$\|u_n\|_{1,4} \leq K, \forall n \in \mathbb{N},$$

for some $K > 0$.

Under such hypotheses there exists $u_0 \in W^{1,4}(\Omega) \cap C(\overline{\Omega})$ such that, up to a not relabeled subsequence,

$$u_n \rightharpoonup u_0, \text{ weakly in } W^{1,4}(\Omega),$$

and

$$u_n \to u_0, \text{ strongly in } W^{1,3}(\Omega).$$

**Proof.** Since $W^{1,4}(\Omega)$ is reflexive, from the Kakutani and Sobolev Imbedding theorems, up to a not relabeled there exists $u_0 \in W^{1,4}(\Omega)$ such that

$$u_n \rightharpoonup u_0, \text{ weakly in } W^{1,4}(\Omega),$$

and

$$u_n \to u_0, \text{ strongly in } L^4(\Omega).$$

From the Rellich-Kondrachov Theorem, since for $m = 1, p = 4$ and $n = 3$, we have $mp > n$, the following imbedding is compact,

$$W^{1,4}(\Omega) \hookrightarrow C(\overline{\Omega}).$$

Thus,

$$\{u_n\} \subset C(\overline{\Omega}),$$

and again up to a not relabeled subsequence,

$$u_n \to u_0 \text{ uniformly in } \overline{\Omega},$$

and also

$$u_0 \in C(\overline{\Omega}),$$

so that

$$u_0 \in W^{1,4}(\Omega) \cap C(\overline{\Omega}).$$

Let $\varepsilon > 0$. Hence, there exists $n_0 \in \mathbb{N}$ such that if $n > n_0$, then

$$|u_n(x) - u_0(x)| < \varepsilon, \text{ for almost all } x \in \Omega.$$

Let

$$\varphi \in C_c^1(\Omega).$$
Choose $j \in \{1, 2, 3\}$.

Therefore, we may obtain

$$
\left| \left\langle \frac{\partial u_n}{\partial x_j} - \frac{\partial u_0}{\partial x_j}, \varphi \right\rangle \right|_{L^2} = \left| \left\langle u_n - u_0, \frac{\partial \varphi}{\partial x_j} \right\rangle \right|_{L^2} \\
\leq \left| \left\langle u_n - u_0, \left| \frac{\partial \varphi}{\partial x_j} \right| \right\rangle \right|_{L^2} \\
\leq \varepsilon \left\| \frac{\partial \varphi}{\partial x_j} \right\|_1, \forall n > n_0.
$$

(34)

From this we may infer that

$$
\lim_{n \to \infty} \left\langle \frac{\partial u_n}{\partial x_j} - \frac{\partial u_0}{\partial x_j}, \varphi \right\rangle = 0, \forall \varphi \in C^1_c(\Omega).
$$

At this point we claim that

$$
\lim_{n \to \infty} \left\langle \frac{\partial u_n}{\partial x_j} - \frac{\partial u_0}{\partial x_j}, \varphi \right\rangle = 0, \forall \varphi \in C^1_c(\Omega).
$$

To prove such a claim, let $\varphi \in C^1_c(\Omega)$.

Let a new $\varepsilon > 0$ be given.

Hence, for each $r > 0$ there exists $n_r \in \mathbb{N}$ such that if $n > n_r$, then

$$
\| u_n - u_0 \|_\infty < \varepsilon r.
$$

Observe that by density, we may obtain $\varphi_1 \in C^1_c(\Omega)$ such that

$$
\| \varphi - \varphi_1 \|_\infty < \varepsilon.
$$

Hence,

$$
\left| \left\langle \frac{\partial u_n}{\partial x_j} - \frac{\partial u_0}{\partial x_j}, \varphi \right\rangle \right|_{L^2} \\
\leq \left| \left\langle \frac{\partial u_n}{\partial x_j} - \frac{\partial u_0}{\partial x_j}, |\varphi - \varphi_1| \right\rangle \right|_{L^2} + \left| \left\langle \frac{\partial u_n}{\partial x_j} - \frac{\partial u_0}{\partial x_j}, \varphi_1 \right\rangle \right|_{L^2} \\
\leq \int_\Omega \left| \frac{\partial u_n}{\partial x_j} - \frac{\partial u_0}{\partial x_j} \right| d\| \varphi - \varphi_1 \|_\infty \\
+ \left| \left\langle u_n - u_0, \frac{\partial \varphi_1}{\partial x_j} \right\rangle \right|_{L^2} \\
\leq 2K_1 \varepsilon + \varepsilon \left\| \frac{\partial \varphi_1}{\partial x_j} \right\|_1, \forall n > n_1.
$$

(35)
where $K_1 > 0$ is such that
\[ \| u_0 \|_1 < K_1, \| u_0 \|_2 < K_1 \]
and
\[ \| u_n \|_1 < K_1, \| u_n \|_2 < K_1 \quad \forall n \in \mathbb{N}. \]
From this we may infer that
\[ \lim_{n \to \infty} \left\langle \frac{\partial u_n}{\partial x_j} - \frac{\partial u_0}{\partial x_j}, \varphi \right\rangle_{L^2} = 0, \forall \varphi \in C_c(\Omega) \tag{36} \]
so that the claim holds.
Since $\Omega$ is bounded, we have $W^{1,4}(\Omega) \subset W^{1,2}(\Omega)$.
From the Gauss-Green Formula for such a latter space, we obtain
\[
\begin{align*}
\lim_{n \to \infty} \left| \frac{\partial u_n}{\partial x_j}(x) - \frac{\partial u_0}{\partial x_j}(x) \right| &= \lim_{n \to \infty} \left( \lim_{r \to 0^+} \frac{\left| \int_{B_r(x)} \left( \frac{\partial u_n}{\partial x_j}(y) - \frac{\partial u_0}{\partial x_j}(y) \right) dS(y) \right|}{m(B_r(x))} \right) \\
&\leq \limsup_{n \to \infty} \left( \lim_{r \to 0^+} \frac{\left| \int_{B_r(x)} \left( \frac{\partial u_n}{\partial x_j}(y) - \frac{\partial u_0}{\partial x_j}(y) \right) dS(y) \right|}{m(B_r(x))} \right) \\
&= \limsup_{r \to 0^+} \left( \limsup_{n \to \infty} \frac{\left| \int_{B_r(x)} \left( \frac{\partial u_n}{\partial x_j}(y) - \frac{\partial u_0}{\partial x_j}(y) \right) dS(y) \right|}{m(B_r(x))} \right) \\
&= \limsup_{r \to 0^+} \left( \limsup_{n \to \infty} \frac{\left| \int_{\partial B_r(x)} (u_n(y) - u_0(y)) \nu_i \ dS(y) \right|}{m(B_r(x))} \right) \\
&\leq \epsilon \limsup_{r \to 0^+} \frac{\int_{\partial B_r(x)} r \left| \nu_i \right| dS(y)}{m(B_r(x))} \\
&\leq K_1 \epsilon, \text{ for almost all } x \in \Omega, \tag{37}
\end{align*}
\]
where $\bar{y} \in \overline{B_r(x)}$ depends on $r$ and $n$.
Therefore, we may infer that
\[ \lim_{n \to \infty} \frac{\partial u_n}{\partial x_j} = \frac{\partial u_0}{\partial x_j}, \text{ a. e. in } \Omega. \]
Here we define
\[ A_{n, \epsilon} = \left\{ x \in \Omega : \left| \frac{\partial u_n}{\partial x_j} - \frac{\partial u_0}{\partial x_j} \right| < \epsilon \right\}. \]
Define also

\[ B_n = \cap_{k=n}^\infty A_{k,\varepsilon}. \]

Observe that for almost all \( x \in \Omega \), there exists \( n_x \in \mathbb{N} \) such that if \( n > n_x \), then

\[ \left| \frac{\partial u_n(x)}{\partial x_j} - \frac{\partial u_0(x)}{\partial x_j} \right| < \varepsilon, \]

so that almost all \( x \in B_n, \forall n > n_x. \)

From this

\[ \Omega = (\cup_{n=1}^\infty B_n) \cup B_0, \]

where \( m(B_0) = 0. \)

Also

\[ \cup_{k=1}^n B_k = B_n, \]

so that

\[ \lim_{n \to \infty} m(B_n) = m(\Omega). \]

Observe that there exists \( n_0 \in \mathbb{N} \) such that if \( n > n_0 \), then

\[ \sqrt[4]{m(\Omega \setminus B_n)} < \varepsilon/K^3. \]

Consequently fixing \( n > n_0 \), from the generalized Hölder inequality, if \( m > n \), we have

\[
\int_{\Omega} \left| \frac{\partial u_n}{\partial x_j} - \frac{\partial u_0}{\partial x_j} \right|^3 \, dx \\
= \int_{\Omega \setminus B_n} \left| \frac{\partial u_n}{\partial x_j} - \frac{\partial u_0}{\partial x_j} \right|^3 \, dx \\
+ \int_{B_n} \left| \frac{\partial u_n}{\partial x_j} - \frac{\partial u_0}{\partial x_j} \right|^3 \, dx \\
\leq \left\| \frac{\partial u_n}{\partial x_j} - \frac{\partial u_0}{\partial x_j} \right\|_4^3 \| x_{\Omega \setminus B_n} \|_4 + \varepsilon^3 m(\Omega) \\
\leq \varepsilon + \varepsilon^3 m(\Omega). \tag{38}
\]

Summarizing, we may infer that

\[ \int_{\Omega} \left| \frac{\partial u_n}{\partial x_j} - \frac{\partial u_0}{\partial x_j} \right|^3 \, dx \to 0, \text{ as } m \to \infty, \forall j \in \{1, 2, 3\}. \]

so that

\[ u_n \to u_0, \text{ strongly in } W^{1,3}(\Omega). \]

The proof is complete.
5 An existence result for a model in elasticity

In this section we present an existence result for a non-linear elasticity model.

**Theorem 5.1.** Let $\Omega \subset \mathbb{R}^3$ be an open, bounded and connected set with a regular (Lipschitzian) boundary denoted by $\partial \Omega$.

Consider the functional $J : U \to \mathbb{R}$ defined by

$$J(u) = \frac{1}{2} \int_{\Omega} H_{ijkl} \left( u_{i,j} + u_{j,i} + \frac{u_{m,i}u_{m,j}}{2} \right) \left( u_{k,l} + u_{l,k} + \frac{u_{p,k}u_{p,l}}{2} \right) dx - \langle P_i, u_i \rangle_{L^2},$$

(39)

where $U = W^{1,A}_0(\Omega; \mathbb{R}^3)$, $P_i \in L^\infty(\Omega)$, $\forall i \in \{1, 2, 3\}$.

Moreover, $\{H_{ijkl}\}$ is a fourth order constant tensor such that

$$H_{ijkl} t_{ij} t_{kl} \geq c_0 t_{ij} t_{ij}, \ \forall \text{ symmetric } t \in \mathbb{R}^{2 \times 2}$$

and

$$H_{ijkl} t_{mi} t_{mj} t_{kp} t_{lp} \geq c_1 \sum_{i,j=1}^{3} t_{ij}^4, \ \forall \text{ symmetric } t \in \mathbb{R}^{2 \times 2},$$

for some real constants $c_0 > 0, c_1 > 0$.

Under such hypotheses, there exists $u_0 \in U$ such that

$$J(u_0) = \min_{u \in U} J(u).$$

**Proof.** First observe that we may find a positive definite tensor $\{T_{ij}\} \subset L^\infty(\Omega; \mathbb{R}^{2 \times 2})$ such that

$$T_{ij,j} + P_i = 0, \ \text{in } \Omega.$$

Hence, denoting

$$v_{ij}(u) = \frac{u_{i,j} + u_{j,i}}{2} + \frac{u_{m,i}u_{m,j}}{2},$$

we have

$$\frac{u_{i,j} + u_{j,i}}{2} = v_{ij}(u) - \frac{u_{m,i}u_{m,j}}{2},$$

so that

$$J(u) = \frac{1}{2} \int_{\Omega} H_{ijkl} v_{ij}(u) v_{kl}(u) dx + \langle T_{ij,j}, u_i \rangle_{L^2}$$

$$= \frac{1}{2} \int_{\Omega} H_{ijkl} v_{ij}(u) v_{kl}(u) dx - \langle T_{ij}, \frac{u_{i,j} + u_{j,i}}{2} \rangle_{L^2}$$

$$= \frac{1}{2} \int_{\Omega} H_{ijkl} v_{ij}(u) v_{kl}(u) dx - \langle T_{ij}, v_{ij}(u) - \frac{u_{m,i}u_{m,j}}{2} \rangle_{L^2}$$

$$= \frac{1}{2} \int_{\Omega} H_{ijkl} v_{ij}(u) v_{kl}(u) dx - \langle T_{ij}, v_{ij}(u) \rangle_{L^2} + \langle T_{ij}, \frac{u_{m,i}u_{m,j}}{2} \rangle_{L^2}, \ \forall u \in U. \ \ (40)$$

From this and the hypotheses on $\{H_{ijkl}\}$ it is clear that $J$ is bounded below so that there exists $\alpha \in \mathbb{R}$ such that

$$\alpha = \inf_{u \in U} J(u).$$
Let \( \{u_n\} \subset U \) be a minimizing sequence for \( J \), that is, let such a sequence be such that
\[
J(u_n) \to \alpha, \quad \text{as } n \to \infty.
\]

Also from the hypotheses on \( \{H_{ijkl}\} \) and the Poincaré inequality, we have that there exists \( K > 0 \) such that
\[
\|u_n\|_{1,4} \leq K, \quad \forall n \in \mathbb{N}.
\]

From the auxiliary result in the last section, there exists \( u_0 \in C_0^0(\Omega; \mathbb{R}^3) \cap W^{1,4}(\Omega; \mathbb{R}^3) \) such that, up to a not relabeled subsequence,
\[
u_n \to u_0, \quad \text{strongly in } W^{1,3}(\Omega; \mathbb{R}^3).
\]

From such a latter result, up to a not relabeled subsequence, we may obtain
\[
\frac{(u_n)_{i,j} + (u_n)_{j,i}}{2} + \frac{(u_n)_{m,i}(u_n)_{m,j}}{2} - \frac{(u_0)_{i,j} + (u_0)_{j,i}}{2} + \frac{(u_0)_{m,i}(u_0)_{m,j}}{2}, \quad \text{weakly in } L^{3/2}(\Omega).
\]

Since \( L^{3/2}(\Omega) \) is reflexive, from the convexity of \( J \) in \( v_{ij}(u) \) and since \( \{T_{ij}\} \) is positive definite, we have that
\[
\alpha = \liminf_{n \to \infty} J(u_n) \geq J(u_0),
\]
so that
\[
J(u_0) = \min_{u \in U} J(u).
\]

The proof is complete.

\[\square\]

6 Another existence result for a model in elasticity

In this section we present another existence result for a similar (to the previous one) nonlinear elasticity model.

**Theorem 6.1.** Let \( \Omega \subset \mathbb{R}^3 \) be an open, bounded and connected set with a regular (Lipschitzian) boundary denoted by \( \partial \Omega \).

Consider the functional \( J : U \to \mathbb{R} \) defined by
\[
J(u) = \frac{1}{2} \int_{\Omega} H_{ijkl} \left( \frac{u_{i,j} + u_{j,i}}{2} + \frac{u_{m,i}u_{m,j}}{2} \right) \left( \frac{u_{k,l} + u_{l,k}}{2} + \frac{u_{p,k}u_{p,l}}{2} \right) \, dx - \langle P_i, u_i \rangle_{L^2} - \langle P^t_i, u_i \rangle_{L^2(\Gamma_t)},
\]
where
\[
\partial \Omega = \Gamma = \Gamma_0 \cup \Gamma_t, \quad \Gamma_0 \cap \Gamma_t = \emptyset,
m_{\Gamma}(\Gamma_0) > 0, \quad m_{\Gamma}(\Gamma_t) > 0, \quad P_i \in L^\infty(\Omega) \cap W^{1,2}(\Omega), \quad P^t_i \in L^\infty(\Gamma_t), \quad \forall i \in \{1, 2, 3\}.
\]

Moreover
\[
U = \{ u \in W^{1,4}(\Omega; \mathbb{R}^3) : u = \hat{u}_0 \text{ on } \Gamma_0 \},
\]
where we assume \( \hat{u}_0 \in W^{1,4}(\Omega) \).
Furthermore, \( \{H_{ijkl}\} \) is a fourth order symmetric constant tensor such that
\[
H_{ijkl}t_{ij}t_{kl} \geq c_0 t_{ij} t_{ij}, \quad \forall \text{ symmetric } t \in \mathbb{R}^{2 \times 2}
\]
and
\[
H_{ijkl}t_{mi}t_{mj}t_{kp}t_{lp} \geq c_1 \sum_{i,j=1}^{3} t_{ij}^4, \quad \forall \text{ symmetric } t \in \mathbb{R}^{2 \times 2},
\]
for some real constants \( c_0 > 0, c_1 > 0 \).

Under such hypotheses, there exists \( u_0 \in U \) such that
\[
J(u_0) = \min_{u \in U} J(u).
\]

**Proof.** First observe that we may find a positive definite tensor \( \{T_{ij}\} \subset L^\infty(\Omega; \mathbb{R}^{2 \times 2}) \cap W^{1,2}(\Omega; \mathbb{R}^{2 \times 2}) \) such that
\[
T_{ij,j} + P_i = 0, \quad \text{in } \Omega.
\]

Hence, denoting
\[
v_{ij}(u) = \frac{u_{i,j} + u_{j,i}}{2} + \frac{u_{m,i} u_{m,j}}{2},
\]
we have
\[
\frac{u_{i,j} + u_{j,i}}{2} = v_{ij}(u) - \frac{u_{m,i} u_{m,j}}{2},
\]
so that, from this, the Gauss-Green formula and the Trace Theorem,
\[
J(u) = \frac{1}{2} \int_{\Omega} H_{ijkl} v_{ij}(u) v_{kl}(u) \, dx + \langle T_{ij,j}, u_i \rangle_{L^2} - \langle P_i, u_i \rangle_{L^2} - \langle P^t_i, u_i \rangle_{L^2(\Gamma_i)}
\]
\[
= \frac{1}{2} \int_{\Omega} H_{ijkl} v_{ij}(u) v_{kl}(u) \, dx - \left( T_{ij,j}, \frac{u_{i,j} + u_{j,i}}{2} \right)_{L^2}
\]
\[
+ \langle u_i, T_{ij} \nu_j \rangle_{L^2(\Gamma_i)} + \langle (u_0)_i, T_{ij} \nu_j \rangle_{L^2(\Gamma_0)} - \langle P_i, u_i \rangle_{L^2} - \langle P^t_i, u_i \rangle_{L^2(\Gamma_i)}
\]
\[
= \frac{1}{2} \int_{\Omega} H_{ijkl} v_{ij}(u) v_{kl}(u) \, dx - \left( T_{ij,j}, v_{ij}(u) - \frac{u_{m,i} u_{m,j}}{2} \right)_{L^2}
\]
\[
+ \langle u_i, T_{ij} \nu_j \rangle_{L^2(\Gamma_i)} + \langle (u_0)_i, T_{ij} \nu_j \rangle_{L^2(\Gamma_0)} - \langle P_i, u_i \rangle_{L^2} - \langle P^t_i, u_i \rangle_{L^2(\Gamma_i)}
\]
\[
\geq \frac{1}{2} \int_{\Omega} H_{ijkl} v_{ij}(u) v_{kl}(u) \, dx - \langle T_{ij,j}, v_{ij}(u) \rangle_{L^2} + \langle T_{ij,j}, \frac{u_{m,i} u_{m,j}}{2} \rangle_{L^2}
\]
\[
-K_3 \sum_{i=1}^{3} \| u_i \|_{1,4} - K_3 \| u_0 \|_{1,4}, \quad \forall u \in U,
\]
for some appropriate \( K_3 > 0 \).

From this, the hypotheses on \( \{H_{ijkl}\} \) and a Poincaré type inequality, since \( \{T_{ij}\} \) is positive definite, it is clear that \( J \) is bounded below so that there exists \( \alpha \in \mathbb{R} \) such that
\[
\alpha = \inf_{u \in U} J(u).
\]

Let \( \{u_n\} \subset U \) be a minimizing sequence for \( J \), that is, let such a sequence be such that
\[
J(u_n) \to \alpha, \quad \text{as } n \to \infty.
\]
Also from the hypotheses on \(\{H_{ijkl}\}\) and a Poincaré type inequality, we have that there exists \(K > 0\) such that
\[
\|u_n\|_{1,4} \leq K, \quad \forall n \in \mathbb{N}.
\]
From the auxiliary result in the last section, there exists \(u_0 \in C^{0}(\overline{\Omega}; \mathbb{R}^3) \cap W^{1,4}(\Omega; \mathbb{R}^3)\) such that, up to a not relabeled subsequence,
\[
u_n \rightharpoonup u_0, \quad \text{strongly in } W^{1,3}(\Omega; \mathbb{R}^3).
\]

From such a latter result, up to a not relabeled subsequence, we may obtain
\[
\frac{(u_n)_{i,j} + (u_n)_{j,i}}{2} + \frac{(u_n)_{m,i}(u_n)_{m,j}}{2} \rightharpoonup \frac{(u_0)_{i,j} + (u_0)_{j,i}}{2} + \frac{(u_0)_{m,i}(u_0)_{m,j}}{2}, \quad \text{weakly in } L^{3/2}(\Omega).
\]

Also from the continuity of the Trace operator we get
\[
u_0 = \hat{u}_0, \quad \text{on } \Gamma_0,
\]
so that \(u_0 \in U\).

Since \(L^{3/2}(\Omega)\) is reflexive, from the convexity of \(J\) in \(\{v_{ij}(u)\}\) and since \(\{T_{ij}\}\) is positive definite, we have that
\[
\alpha = \liminf_{n \to \infty} J(u_n) \geq J(u_0),
\]
so that,
\[
J(u_0) = \min_{u \in U} J(u).
\]

The proof is complete.

\[ \square \]
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