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Abstract

A broad and widely used class of stationary, linear, additive time-series models can have statistical properties that many authors have asserted imply that the underlying process must be nonlinear, nonstationary, multiplicative, or inconsistent with shot noise. This result is demonstrated with exact and numerical evaluation of the model flux distribution function and dependence of flux standard deviation on mean flux (here and in the literature called the rms–flux relation). These models can (1) exhibit normal, lognormal, or other flux distributions; (2) show linear or slightly nonlinear rms–mean flux dependencies; and (3) match arbitrary second-order statistics of the time-series data. Accordingly, the above assertions cannot be made on the basis of statistical time-series analysis alone. Also discussed are ambiguities in the meaning of terms relevant to this study—linear, stationary, and multiplicative—and functions that can transform observed fluxes to a normal distribution as well as or better than the logarithm.

Unified Astronomy Thesaurus concepts: Time series analysis (1916); Time domain astronomy (2109); Astrostatistics techniques (1886); Active galaxies (17)

1. Introduction

A widespread goal in the study of stochastic variation of astronomical systems is to explore underlying physical processes, which are unfortunately not directly observable. In a seminal paper Press (1978) coined the evocative term flickering (now often called 1/ noise or colored noise) and commented that explanation of physical and astrophysical processes variable on all timescales had been exceedingly difficult. There has since been considerable progress, for example, through improved data analysis methods (e.g., Vaughan 2012) and through study of explicitly nonlinear, chaotic dynamical models (e.g., Scargle et al. 1993; Mineshige et al. 1994; Aschwanden 2011).

However, the inner workings of astrophysical systems remain largely mysterious. This fact is probably not due to a data shortage, in view of the great advances in observational capabilities in modern astronomy. Elucidating complex, dynamic, three-dimensional astrophysical systems—with uncertain physical processes and parameters—from one-dimensional time-series data is intrinsically difficult. But an important added factor is the tortuous path from time-series data to inferred dynamical properties, strewn with misunderstandings about the nature of their connections.

It is the purpose of this paper to clarify some of these problematic issues in analyzing distributions of observed fluxes and dependencies between flux and flux variance. A new derivation of properties of a broad class of linear, stationary, and additive processes demonstrates that they can possess linear and near-linear variance–mean flux relations and arbitrary flux distributions, including the range from normal to lognormal and beyond. Therefore, such statistical properties of light curves should not be taken to indicate the presence of nonlinearity, nonstationarity, or multiplicative, or to disallow the presence of shot-noise characteristics, as frequently asserted.

A partial summary of previous work is followed by clarification of how the relevant terms linear, stationary, additive, and their opposites are used here. Subsequent sections briefly define standard autoregressive/moving average random process models and then analyze the rms versus mean flux relation and flux distribution properties of the models. Extensions to incorporate some forms of nonstationarity, short- and long-term memory, and fractional Brownian motion, beyond the scope here, are worth further study—e.g., the autoregressive fractionally integrated moving average models discussed in Granger & Joyeux (1980).

2. Previous Work

Denis et al. (1994) were apparently the first to report “source noise flux” linearly increasing with “source total flux,” using X-ray observations of Nova Persei. The influential paper by Uttley & McHardy (2001) elaborated this idea, importantly broadening the class of sources that demonstrate a linearly increasing dependence of rms variability on mean flux. Detailed X-ray light curves of Cyg X-1 and SAX J1808.4–3658 showed a remarkably tight linear relation, and three Seyfert galaxies showed similar dependence, albeit with crude flux resolution.

Since this initial work, the linear “rms versus flux” relation has been extended by various authors to many sources and source classes, leading to the attribution of near ubiquity to this relation. A key paper (Uttley et al. 2005) reported a detailed analysis in the context of X-ray binaries and active galaxies. Vaughan & Uttley (2008) discuss tests for nonlinearity, non-Gaussianity, and time asymmetry using statistics beyond second order. Giebels & Degrange (2009) commented on the approximately lognormal flux distribution and a relatively scattered rms–mean flux relation in BL Lacertae. Heil et al. (2012) found the rms–flux relation present in several black hole binaries, with systematic dependence of the slope and intercept on hardness state. Scaringi et al. (2012) found linear rms–flux relations in Kepler data for the white dwarf MV Lyrae. Dobrotka & Ness (2015) looked for an rms–flux relation in Kepler data for V1504 Cyg, finding it in quiescent time intervals and, in modified form, in outbursts. Kushwaha et al. (2017) and Shah et al. (2018) report lognormal flux distributions in Fermi Gamma-Ray Space Telescope (FGST) blazar...
data. Alston (2019) studied nonstationarity and other time-series properties using simulations.

Some work has attempted to link relevant observations with theoretical models. The study of accretion disk fluctuations by Lyubarskii (1997), while not directly addressing the issues discussed here, has influenced some work that does. Hogg & Reynolds (2016) studied propagating fluctuations in MHD models of turbulent disk accretion, in connection with lognormality and linear rms–mean flux relations. Phillipson et al. (2018) compared topological features of return maps of X-ray light curves of the binary 4U 1705–44 and those of a system exhibiting nonlinear chaotic behavior. Sinha et al. (2018) addressed the possibility that linear Gaussian variations of particle acceleration and escape times can produce non-Gaussian flux distributions, including lognormal ones. Dobrotka et al. (2019) studied a model for fast variability. Bhatia & Dhital (2019) find lognormal flux distributions and linear rms–mean flux relations in Fermi gamma-ray data for 20 blazars, discussing possible contact with models with propagating relativistic shocks.

Recent work includes identification of nonlinear rms–mean flux (that is, with some curvature), in sources and wavelengths where neither rms–mean flux relations nor lognormality are present, and a simple model for linear rms–mean flux relations. Edelson et al. (2013) displayed nonlinear rms–flux relations in Kepler data for the BL Lac galaxy W2R1926+42. Smith et al. (2018), in a study of 21 active galactic nucleus (AGN) Kepler optical light curves, found neither lognormal flux distributions nor rms–flux relations; Smith adds that there is no evidence for an rms–flux relation in any analysis of the best-studied Kepler AGN Zw229-15 in particular (private communication). Alston et al. (2019) find a nonlinear rms–flux dependence \( \sigma \propto \left(\frac{\text{flux}}{\text{mean}}\right)^{2/3} \) in X-ray time series for the Seyfert galaxy IRAS 13224–3809. Of course, it is hard to know to what extent there have been studies where relevant negative results were not published. Koen (2016) has proposed a model in which the rms–mean flux relation is due to simple scaling effects, spurring a response by Uttley et al. (2017) asserting that without modification Koen’s model does not yield linear rms–flux relations on a wide range of timescales or lognormal flux distributions.

These and other authors have advanced a variety of often conflicting conjectures about underlying physical processes, based on statistical characteristics of light curves. Below evidence against such conjectures is provided by the result that the relevant attributes are produced by simple, general, and naturally motivated statistical models—without reference to specific physical mechanisms, nor any element of nonlinearity or of nonstationarity or of multiplicativity. In some cases more recent authors seem to have misunderstood or ignored caveats in the foundational work in, e.g., Uttley et al. (2005, Appendix D) and Uttley et al. (2017). Any criticism implied by the discussion below is aimed at the tangled web of interactions between various ideas, and not at specific authors.

3. Time-series Descriptors

It is hoped that the reader will excuse the didactic nature of this discussion, in view of confusions in terminology describing statistical properties of time series permeating the literature. In view of the importance of clarity in scientific communication, ambiguous shorthand terminology—especially in scientific publications, but even in informal settings such as whiteboard discussions—are appropriate only if all participants understand the same meanings.1

In regimes of nonlinear growth of structures, cosmologists call the absolute square of the (linear) Fourier transform of the mass density field the nonlinear power spectrum. Meant as a convenient shorthand, this usage can be misleading in several ways. It uses a term defined in one domain (gravitational clustering of matter) in a qualitatively different domain (second-order statistics of spatial data), i.e., applying a physics-based descriptor to something nonphysical. And it suggests that unambiguous signatures of nonlinear physics can appear directly in the power spectrum.

This section addresses terms describing properties of mathematical models or physical processes. Importing these concepts to time-series data analysis, albeit from well-defined settings, can be fraught with vagueness, ambiguity, and confusion. When there is more than one applicable meaning, shorthand terminology is confusingly ambiguous without clear definition of the sense intended. Special circumstances and assumptions necessary in the mathematical or physical contexts can be forgotten, ignored, or insufﬁciently understood as applied to data. The imported concept may refer to statistics that cannot be directly estimated from the data alone.

The following subsections elaborate common threads in three yin-yang pairs: linear/nonlinear, stationary/nonstationary, and additive/multiplicative, in each case attempting to describe how physical or mathematical properties can give one the impression that the term applies to time-series data. Similar considerations apply to other dualities, such as causal/acausal, minimum/maximum delay, time-reversal invariant/noninvariant, and analytic/nonanalytic (Pascual-Granado et al. 2013, 2015), but are not discussed here.

3.1. Is Linearity Meaningful for Time Series?

The concepts of linearity and nonlinearity, well defined in mathematics and some physics contexts, have seeped into areas of astrophysics, where they are not well defined. In the context of random flickering in astronomical light curves, linearity is a property of processes (applying to mathematical or physical systems) but not to time-series data. To describe light curves as linear or nonlinear, without extension or generalized definition, is a category error2—assigning to something a property that by definition cannot apply to it. These facts are recognized in some quarters, but terms like “linear data” and “nonlinear time series” appear frequently in the literature, often without qualiﬁcation or explanation. Approaches range from taking

---

1 David Hume, in An Enquiry Concerning Human Understanding (1748), addresses this issue: “When we have often employed any term, though without a distinct meaning, we are apt to imagine it has a determinate idea annexed to it. ... When we entertain, therefore, any suspicion, that a philosophical term is employed without any meaning or idea (as is but too frequent), we need but enquire, from what impression is that supposed idea derived?” Confucius, in addressing rectiﬁcation of names, is even more emphatic: “If language is not correct, then what is said is not what is meant; if what is said is not what is meant, then what must be done remains undone; if this remains undone, morals and art will deteriorate; if justice goes astray, the people will stand about in helpless confusion. Hence there must be no arbitrariness in what is said. This matters above everything.” (Analysts, Book 13, Verse 3, ca. 500 B.C.; Translation by James R. Ware).

2 The interesting page plato.stanford.edu/entries/category-mistakes/ at the Stanford Encyclopedia of Philosophy gives a pertinent example: “The number two is blue.” Similar logical problems beset the application of physics-based concepts of nonlinearity to time-series data. As in the above Hume quotation, the goal here is to enquire from what impressions the supposed idea of nonlinear time-series data is derived.
these terms to be so unambiguous that the plain meaning rule\(^3\) applies and no definition is required, to thoughtful consideration of clear definitions. Unfortunately, the latter is much rarer than the former. Accordingly, it is useful to consider three contexts, as follows:

**Mathematics:** here the concept is simple: function \(F(x)\) is linear in its argument if

\[
F(x + y) = F(x) + F(y) \tag{1}
\]

\[
F(ax) = aF(x) \tag{2}
\]

for arbitrary \(x, y,\) and \(a\). Usages in other contexts—e.g., linear term characterizing the first-order part of a Taylor series expansion, or a term in an equation proportional to the independent variable—derive from this relation.

**Physics:** this mathematical concept can be extended to only those physical systems with a clearly identified and quantitative input/output property—corresponding to \(F\) mapping an input into an output. A textbook example is a spring: an applied force (input) produces a stretch of the spring (output). In Physics 1 we learn Hooke’s law: within limits the displacement (output \(F\)) is linear in the applied force (input \(x\)) but becomes nonlinear with larger force if there are corrections to Equation (1). This concept rarely applies to complicated systems as a whole and is undefined unless it is possible to identify an idealized subsystem with the input-output property. Even then it applies only to that subsystem, which may or may not be a primary determinant of an observable such as the time evolution of flux. In theoretical physics one encounters much the same mathematical concepts described above.

**Astrophysics:** even a complex astronomical object typically has a well-defined output: its emitted flux. If there is a “mechanism” turning some “input” into all or part of this flux, both of these are largely unknown (or hypothetical in the case of a physical model). Indeed, the goal of the analysis is to identify and elucidate these. Most often there are many mechanisms, or subprocesses, interacting with each other in various ways. Some of these are perhaps describable as input-output systems, others not. It seems unlikely that unambiguous linearity/nonlinearity signatures due to a single “central engine” will appear commonly in light curves for such systems. Nevertheless, let us explore some possible ways to attribute meaning to such properties in time-series data.

Perhaps the simplest idea springs from fitting simple parametric time domain models directly to light curves, as simple as linear trends. Comparison of descriptions of the data using linear and nonlinear regression can obviously be made to yield definitions of linearity or nonlinearity. While this concept is only indirectly related to dynamics, it may be what some analysts have in mind.

Another approach is to compare descriptions using dynamics-motivated linear and nonlinear models of the time evolution of the observable. The entire book by Priestley (1988) is devoted to this viewpoint. Time-series data better described by models of the latter class could be said to be nonlinear. Brockwell & Davis (1987) frame linearity in terms of equivalence of optimal and linear prediction. An example of a linear model is the autoregressive/moving average process described below. The Volterra process (Priestley 1988; Utley et al. 2005)—essentially a Taylor series expansion generalizing the autoregressive formalism with a potentially infinite series of explicitly nonlinear terms—is an example of a nonlinear model. There is a fundamental problem with applying this approach to stationary processes: the Wold theorem guarantees the existence of a linear model exactly representing any stationary process, even if it is in some sense putatively nonlinear. That is, within the context of stationarity, these models “fit” the data precisely as well as Volterra models—or any other nonlinear model for that matter.

Another obvious problem of this enormous generalization is nicely described by Granger & Anderson (1978): “At first sight, there may seem to be an overpowering richness of possibilities once the linear constraint on models is removed.” These authors slightly ameliorate this difficulty by adding, “but if certain sensible restrictions are placed on the models, very many of the possibilities can be removed.” (One such restriction is the admittedly subjective constraint that models have intuitive appeal. Another is not “exploding off to infinity at an exponential rate.”) A third is a subtle concept called invertibility.) Comparison of linear against nonlinear models will be dependent on the classes of models of each form considered, potentially leading to much uncertainty of the results. Theoretical constraints or other considerations—such as parsimony, an important model simplicity principle—may reduce the size and complexity of the model space.

Yet another problem is the need for a quantitative goodness-of-fit measure of some sort to compare models. Simple mean error measures are not necessarily applicable: since autoregressive models reproduce the data exactly (see Section 4), model quality is assessed via properties of the random driving process (called the innovation; see below). Comparison of models using different quantitative measures is obviously fraught with difficulties.

A somewhat different approach is to attempt to measure nonlinearity in the form of a metric associated with nonlinear (“chaotic”) dynamics (Tong 1990; Theiler et al. 1993; Buchler & Kandrup 1997; Sprott 2003). In addition to the fact that such analyses typically rely on very long sequences of high signal-to-noise data (e.g., to ensure many near returns to the same state), rare in astronomy, there are fundamental estimation problems as described by Osborne & Provenzale (1989), Ruelle (1990), and Eckmann & Ruelle (1992). Theiler et al. (1993) discuss other practical difficulties and caveats with the use of surrogate data in this context. Some recent developments by Phillipson et al. (2018) in this area show progress at overcoming such limitations.

An approach, often implicit rather than clearly defined, is to interpret large-amplitude flares as signatures of nonlinearity. Of course “small amplitude = linear; large amplitude = nonlinear” can, with care, be turned into an unambiguous criterion. However, its connection to the mathematical and physical concepts described above is illusory without caveats or assumptions about the underlying physics (e.g., “I believe the underlying mechanism has an input-output feature that accords with such-and-such amplitude-based criterion”). That this approach is not generally useful is demonstrated by the fact that many linear models can yield arbitrarily large amplitude flares; for example, there is no a priori limit to the dynamic range of the model guaranteed, for any stationary process, even if putatively nonlinear, by the Wold theorem.

In summary, the concept of nonlinearity does not transport well to time series in general, and astronomical light curves in

---

\(^3\) In law, if the language of a statute or contract is unambiguous and clear on its face, its meaning must be determined from this language and not from extrinsic evidence, subject to a limitation if the rule leads to absurdity.
particular. Several possible ways to implant linearity concepts into astronomical time-series analysis lack the necessary carefully crafted definitions and physical assumptions, raising the suspicion that the term is employed without any meaning or idea (as is but too frequent).

3.2. Is Stationarity Meaningful for Time Series?

As with linearity, attempts to define stationarity run afoul of pragmatic difficulties when applied to time-series data. Standard definitions invoke time invariance of statistical quantities. For example, constancy of the mean and variance is termed weak stationarity; constancy of all possible probability distributions is strong stationarity. Many other definitions of stationarity are possible, based on invariance of various statistical properties. The concept of asymptotic stationarity (Parzen 1962) accounts for a system decaying away from its initial state, approaching one of these forms of stationarity in the limit (see Thorne & Blandford 2017, Section 6.2 for a physics setting). In nonlinear dynamics an important related concept is transient chaos (Young & Scargle 1996): nonlinear pseudorandom behavior evolving asymptotically to a steady state.

In principle, these theoretical concepts require infinite stretches of data to rigorously test for time invariance. Therefore, importing the concepts into a realistic data analysis context requires care. A useful concept of stationarity must specify how independence is to be judged, the degree of approximation required, and the operative timescale or range. Furthermore, data apparently stationary on one timescale can easily appear nonstationary on another scale, e.g., over a longer interval—and vice versa. In short, the appearance of data within the finite window presented by the observations can be misrepresentative of the actual variability, both random and systematic. Even pulsar rotation, one of the best examples of approximate astronomical stationarity, suffers from nonstationarity on long timescales through spin-down; in addition, short-timescale “glitches” may or may not be approximately stationary.

This issue is related to one raised nearly a century ago in the classic paper by Yule (1926) dealing with the fact “that we sometimes obtain between quantities varying with the time ... quite high correlations to which we cannot attach any physical significance whatsoever, although under the ordinary test the correlation would be held to be certainly ‘significant.’” Yule’s cross-correlation problem is in a different context, but his finite-sampling and “cosmic variance” issues are much the same for stationarity. A common confusion arises from random variability on two different timescales, where it is tempting to leap to the view that the slower variations are nonstationary when judged against the faster ones.

The unavoidable conclusion that stationarity is “in the eye of the beholder” carries with it certain ambiguities and subjectivities. Any assessment of this property is dependent on (a) the above-mentioned qualitative and quantitative description of method and relevant timescales, (b) any theoretical or other astrophysical considerations incorporated in the judgment, and (c) any preprocessing of the data, such as removal of trends or intense flares. Any of these issues can dramatically affect conclusions about stationarity. The point is that the corresponding choices need to be clearly stated, not that any one or the other is right or wrong. Furthermore, analysis of the data separately under both hypotheses (stationary and nonstationary) may be productive. In the end, stationarity is fraught with nearly as many problematic issues as linearity.

Note that in Section 4 we make use of the consequences of strict mathematical stationarity, and therefore our results must be used with appropriate caution, with an eye toward possible effects of nonstationarity. In this regard autoregressive-integrated-moving average (ARIMA) models (e.g., Scargle 1981b), constructed to represent some forms of nonstationarity, may have some application.

3.3. Is Multiplicativity Meaningful for Time Series?

The term multiplicative (e.g., Utley et al. 2005) is similarly transplanted—with some of the same issues discussed above—from mathematics to physics to time series. In physics the concept posits a separation of the system into subsystems, each of which contributes a component to the total flux. Such a compound process is termed additive or multiplicative depending on whether the resulting output is the sum or product of that due to the components. Applicability of this concept depends on whether separation into largely independent subsystems is valid, and on the correctness of the prescription for combining their flux contributions. Justification for this idea is sometimes sought from its success in other areas of research and from lognormal distributions (log of product = sum of logs = normality as opposed to sum of normals = normal, both via the central limit theorem). Here the term additive refers mostly to the representation of time series as the sum of random events, as will now be detailed.

4. The Random Process Models

A well-known, powerful and flexible model expresses stationary random processes as the output of a linear system driven by a random input. This model is known in different fields under various names, including autoregressive, moving average, autoregressive-moving average, Ornstein–Uhlenbeck, Brownian motion, damped random walk, and shot noise. Only the discrete forms of continuous models are of relevance here. These stationary, linear, and additive models are essentially equivalent to each other, differing mainly in their formal definition and physical interpretation. The autoregressive (AR) and moving average (MA) models discussed in this section are surrogates for members of this class.

The Wold Decomposition Theorem (Wold 1938) states that any stationary process can be represented in the form of the so-called moving average (not the same as running mean)

$$X(n) = \sum_k c_k R(n - k) + D(n);$$  

(3)

$X(n)$ in the current setting is the flux at discrete time $n$, and $R(n)$ is an uncorrelated random process (called the innovation). Stationarity is the only necessary condition; any other notion, such as linearity, is irrelevant. The set of constants \( \{c_k\} \), called the moving average coefficients, has two technical properties relating to the model flare shape: causality and minimum-delay. This remarkably explicit representation of the random and nonrandom aspects of an arbitrary stationary process and their separation into two additive terms are among many notable features of the Wold Decomposition (Scargle 1981a, 1981b; Brockwell & Davis 1987). The component $D$ is a deterministic process, largely ignored here. In practice, it is often a constant that can be removed, e.g., with the novel background estimation
procedure described by Meyer et al. (2019), or a slowly varying function, removable with a detrending procedure.

It is important to realize that Equation (3) is a theoretical relationship, asserting the formal equivalence of the random process on either side of the equal sign. Furthermore, there is a family of representations of a given stationary process equivalent to each other in this same sense. For example, entirely equivalent to the moving average form in Equation (3) is this autoregressive representation of the same process, with the same innovation:

$$X(n) = \sum_{k} a_k X(n-k) + R(n).$$

Memory of previous behavior, the Markov property, is expressed by the autoregressive coefficients \(\{a_k\}\). The term \(a_k X(n-k)\) is the contribution to \(X(n)\) of self-memory of the process \(k\) steps prior to the time \(n\). These forms—denoted AR(\(K\)) or MA(\(K\)), where \(K\) is the number of terms included—are simply different ways to represent the same random process. Formally a finite AR(\(K\)) process is equivalent to MA(\(\infty\)), and a finite MA(\(K\)) to AR(\(\infty\)); of course, in practice finite approximate versions are used. These two representations have different astrophysical interpretations, as we will now see.

It is quite natural to picture the moving average as modeling the observed flux \(X(n)\) at time \(n\) as the superposition of randomly occurring flares (also called pulses, events, shots, filters, etc., depending on context), for which the term shot noise is often used. The flare shape is determined by the coefficients \(\{c_k\}\). The flare amplitude at time \(n\) is \(R(n)\). See Scargle (1981a, 1981b) for discussion of the role of independently distributed innovations, corresponding, e.g., to the assumption that the light curve is generated by physically separated subsystems not communicating with each other, whose outputs are therefore statistically independent. (If, on the other hand, \(R\) is normally distributed, the above model is a Gauss–Markov process, of no interest here for reasons outlined below.)

Figure 1 depicts three simulations of Equation (3) differing only in the distribution of the innovation. For the sparsest case (the bottom curve) the events are relatively isolated from each other. For the middle curve the innovation is less sparse, so there is considerable overlap between events. The top curve approaches the Gaussian limit where the true flare shape cannot be determined by any algorithm, because the high degree of overlap hides all information beyond second-order statistics.

The autoregressive version of the Wold Representation, Equation (4) has the form of a linear system driven by a random input. While less visual, this interpretation can in principle be tied to a physical picture of an underlying dynamical process, with short- or long-term memory depending on the number of terms included. However, one should keep in mind that the two models are equivalent, interchangeable representations. With a slightly different notation than adopted here, the AR and MA coefficients are convolutional inverses of each other. The innovation can be determined by convolving the time-series data with an estimate of the AR coefficients. Then, the modeled data, defined by convolving this innovation with the MA coefficients, exactly reproduce the light curve. For more details see Scargle (1981b) or statistical textbooks (Priestley 1988; Brockwell & Davis 1987).

A few more comments on the significance of these models are in order. In both MA and AR formulations the innovation encodes the amplitudes of flare-like events. Its statistical distribution, not known a priori, is a key goal of data analysis. For astronomical light curves positive-definite innovations are relevant, because fluxes are nonnegative. Gaussian innovations
have the problem of negative values, as well as the fact that the
degeneracy among mixed-delay and mixed-causality models
cannot be resolved for a Gaussian process by any algorithm
(Scargle 1981a, 1981b). Crucially, then, astronomical time-
series data need to be modeled with positive-definite, non-
Gaussian innovations.

The Ornstein–Uhlenbeck process (OU), of importance in
mathematical physics and increasingly invoked in astrophysics
(Takata & Mizumoto 2018; Kelly et al. 2009; Sobolewska &
Siemiginowska 2011; Kelly et al. 2014), is a continuous
version of Equation (4) with only the $k = 1$ term. It is usually
defined as the solution of stochastic differential equations such as the
Langevin equation, the Fokker–Planck equation, or a
continuous version of AR(1) known as the Vasicek model in
econometrics. The terms Brownian motion, damped random walk, and Lévy process are also used for essentially the same
model. See Kelly et al. (2009) for application to quasar light
curves and Sobolewska & Siemiginowska (2011) for further
details. What is in common to all of these formalisms are the
same properties described above: superposition of randomly
occurring events (explicit in MA) and memory of the past
(explicit in AR).

5. The rms–Mean Flux Relation

The vaunted rms–mean flux relation explores possible
dependence of flux variability on the flux itself. It is based
on straightforward computation of the mean and standard
deviation within subintervals of the total observation span. Free
choices include the manner of correcting for observational
noise (discussed below), the length and possible overlap of the
subintervals, the binning employed in smoothing scatter plots,
and possible data selection in the time or frequency domain.
While Uttley et al. (2017) provide complete details and the
Python code, some others do not give enough information for
one to reproduce the results.

The frequently observed rms–mean flux behavior as described
in Section 2 could derive from a universal physical process (e.g.,
turbulent accretion or jet dynamics), or from generic statistical
properties of light curves (e.g., stationarity or additivity).
Evidence favoring the latter is next provided by demonstrating
that AR and MA models, which are not based on specific
physical processes, adequately reproduce the observed relations.

First note that observed fluxes based on photon counts have a
built-in linear dependence of flux variance on mean flux (and
hence a square-root dependence for the standard deviation)
directly through photon counting fluctuations. Figure 2
demonstrates this fact by comparing a synthetic random light curve
against a sampled version representing the additional variance
due to photon count fluctuations.4 Such sampling is neither

4 This figure accentuates that light curves almost always embody two
independent random processes: intrinsic variations (signal) and photon
fluctuations (noise). This is known as a doubly stochastic or Cox process.
additive nor multiplicative, but rather the result of applying an operator to the light curve to simulate observations that obey the Poisson distribution with mean photon rate equal to the source flux at each moment of time. As seen in the bottom right panel, these samples show the expected square-root rms dependence, shown as a line, easily mistakeable for a linear relation over much of its extent.

This effect is probably not responsible for most of the reported rms–flux relationships. Uttley et al. (2017) provide a link to the Python code, which includes a correction subtracting the “expected contribution of the observational error to the total variance ... to give the intrinsic variance.” Implementing this correction here, by taking such surrogate observational errors to be Poisson fluctuations, largely removes the dependence shown in the bottom right panel of Figure 2. Nonetheless, it is reasonable that imperfect estimation of, or accounting for, this photon counting contribution to the variance might affect the derived relation. It appears that some studies may have not carefully distinguished between observational and source-intrinsic variance in making this correction, or possibly not made the correction at all.

The relevant quantities are the mean and standard deviation of the flux, averaged over finite subintervals of the time series. Evaluating in this sense the expectation $E$ of the equation for the second-order autoregressive model AR(2), i.e.,

$$X(n) = aX(n - 1) + bX(n - 2) + R(n),$$

yields a linear relation between the flux and innovation means:

$$E(X) = \frac{1}{1 - a - b} E(R).$$

The same relation follows from the moving average representation—see Equation (14) below—yielding the intuitively expected result that the proportionality constant $\frac{1}{1 - a - b}$ is the total area of the flare shape. To estimate the variance, we need to find the mean of

$$X^2(n) = a^2X^2(n - 1) + b^2X^2(n - 2) + R^2(n) + 2abX(n - 1)X(n - 2) + 2aX(n - 1)R(n) + 2bX(n - 2)R(n).$$

Since previous values of $X$ are independent of the current value of the innovation, we have

$$E(X^2) = a^2E(X^2) + b^2E(X^2) + E(R^2) + 2ab \rho(0) + 2(a + b)E(X) E(R),$$

yielding

$$E(X^2) = \frac{E(R^2) + 2ab \rho(0) + 2(a + b)(1 - a - b)E^2(X)}{(1 - a^2 - b^2)}.$$

The variance $E(X^2) - E^2(X)$ is thus

$$\sigma_X^2 = \alpha E^2(X) + \beta,$$

where

$$\alpha = \frac{2(a + b)(1 - a - b)}{(1 - a^2 - b^2)}$$

and $\beta = \frac{2a^2b \rho(0)}{(1 - a^2 - b^2)(1 - b)} + \frac{E(R^2)}{1 - a^2 - b^2} - E^2(R) \frac{1}{(1 - a - b)^2}$.

Using the Yule–Walker solution $\rho(1) = a\rho(0)/(1 - b)$ (Priestley 1988). For AR(1) simply set $b = 0$:

$$\alpha = \frac{2a}{(1 + a)}; \quad \beta = \frac{E(R^2)}{1 - a^2} - E^2(R) \frac{1}{(1 - a)^2}.$$

Similar formulas can be obtained for the moving average representation. The expectation value of Equation (3) gives

$$E(X) = E(R) \sum c_k,$$

stating that the average output is the product of the area of the flare profile, $C = \{c_k\}$, and the mean innovation. A further consequence of Equation (3) is

$$E(X^2) = \sum_j c_j E[R(n - j)R(n - k)],$$

giving, for the sum of the diagonal and off-diagonal terms, respectively,

$$E(X^2) = E(R^2) \sum_j c_j^2 + E^2(R) \sum_{j \neq k} c_j c_k,$$

yielding

$$\sigma_X^2 = E(R^2) \sum_j c_j^2 + E^2(R) \sum_{j \neq k} c_j c_k,$$

or

$$\sigma_X^2 = \sigma_R^2 \sum_j c_j^2.$$

This tidy formula seems very different from Equation (10) but is, in fact, equivalent to it. For the two relevant autoregressive models, this can be seen with a little algebra, e.g., using for AR(1) the sum $\sum c_j^2 = \frac{1 - a^2}{1 - a}$. While the two simplified expressions for variance as a function of the model parameters and innovation are suggestive of a linear rms–mean relation—Equation (10) if $\beta$ is small, and Equation (18) if $\sqrt{\sigma_X^2 \sum c_j^2} \sim E(X)$—the actual dependence on mean flux is implicit, not explicit.

If the distribution of $R$ is known, we can evaluate $\sqrt{\sigma_X^2}$. In the case of a power-law distribution of the form

$$F(R) = F_0 R^\alpha \text{ for } 0 \leq R \leq R_0(0 \text{ otherwise})$$

it is straightforward to find the normalization factor

$$F_0 = (\alpha + 1)R_0^{\alpha + 1},$$

and the first and second moments

$$E(R) = F_0 R_0^{\alpha + 2}(\alpha + 2)^{-1}; \quad E(R^2) = F_0 R_0^{\alpha + 3}(\alpha + 3)^{-1},$$

as used in the construction of Figure 3.
and with a bit of algebra
\[ \sigma_R^2 = (\alpha + 1)(\alpha + 2)^{-2}(\alpha + 3)^{-1}R^2. \]  
(22)

Using Equation (14) to put this relation in a more easily interpretable form, we find
\[ \sigma_X^2 = (\alpha + 1)^{-1}(\alpha + 3)^{-1} \frac{\sum c_k^2}{\sum c_k} E^2(X), \]  
(23)

corresponding to a linear rms–mean flux relation.

Turn now to numerical simulations. Figure 3 shows plots of \( \sigma_X \) versus \( E(X) \) for the sample AR(1) process defined in the caption. The data used to make the figure are large sets of pairs of values, means and standard deviations, evaluated over nonoverlapping subintervals. To avoid overplotting that would confuse a simple scatter plot, this figure shows grayscale representations of point density. In addition, for comparison with most published figures, points (shown as circles) and error bars averaged over flux bins are displayed. The three panels cover a range of two orders of magnitude in subinterval length. The dashed lines are fits to points generated by evaluating the square root of Equation (10) at the corresponding values of the abscissa.

For this particular model the figure demonstrates linear or slightly curved dependence of rms on mean flux. A small study of other model orders, parameters, and innovations suggests that this result is characteristic of the class of autoregressive/moving average models, with the shape of the relation being determined by the distribution of the innovation as suggested by Equation (18). Importantly, the nonlinear rms–flux relations discussed by Alston et al. (2019) and Alston (2019) are curved in the same sense as in the first two panels of Figure 3. Some published scatter plots seem consistent with either linear or quadratic forms, within statistical uncertainties.

By the way, the textbook power spectrum of the AR(2) process is
\[ P(f) = \frac{\sigma_X^2}{1 + a^2 + b^2 + 2a(1 - b)\cos(2\pi f) - 2b\cos(4\pi f)}. \]  
(24)

The wide range of shapes yielded by this formula, samples of which are depicted in Figure 4, is perhaps not widely appreciated.

Section 3.5.3 of Priestley (1988) details the more intricate formula for the autocorrelation function. It is noteworthy that time series generated by this elementary model can display both random and quasi-periodic (Priestley uses the term pseudo-periodic) behavior, as suggested by Figure 4.

6. Flux Distributions

Wide interest in the distribution of measured flux values largely focuses on the binary choice between normal and lognormal (Crow & Shimizu 1988). That this may be a false choice can be seen from the following computation of the exact distribution for an arbitrary autoregressive process.

A straightforward evaluation of the distribution \( P_X(X) \) of \( X \), in terms of the distribution \( P_R(R) \) of the innovation \( R \), starts
from the moving average representation in Equation (3). This equation holds for causal \((k > 0)\), acausal \((k < 0)\), and mixed representations \((k\) unconstrained). We invoke two textbook results: (1) the distribution of the sum of two random variables is the convolution of their distributions, and (2) the distribution of a constant \(C\) times a random variable \(R\) is \(P_{CR}(CR) = \frac{1}{C}P_{R}(\frac{R}{C})\). With these facts Equation (3) yields

\[
P_X(X) = \prod_k F_{\alpha R}(c_k R) = \prod_k \frac{1}{c_k} F_R(\frac{R}{c_k}),
\]

with \(\prod\) denoting the convolution operation.

This formula is exact for an arbitrary moving average process. Figure 5 depicts these distributions for the special case of a first-order autoregressive process with coefficient \(a\). A monotonically decreasing power law was chosen for the innovation distribution \(P(R)\). For small values of \(a\)—almost no memory of previous values—this output process is a nearly unaltered version of the input innovation, so the distribution is close to that of the innovation itself (shown as a thick dotted line). As \(a\) increases the distribution broadens, for a while maintaining the high-end tail lending the appearance of lognormality. However, as \(a\) approaches 1, corresponding to a very strong memory, the distribution approaches a symmetric normal form; this is completely understandable through the central limit theorem and the fact that as \(a \to 1\) many random variables are added together via Equation (3). Of course, this distribution must have zero weight for negative fluxes and cannot be exactly Gaussian.

In summary: the shape of the flux distribution for this linear process depends on two things: the distribution of the innovation and the value of the decay constant \(a\). With a toy but not unrealistic power-law distribution of input flare amplitudes (the innovation), distributions resembling normal or lognormal ones can be reproduced. Assertions that nonlinear or “multiplicative” dynamical processes necessarily underlie astrophysical systems based on lognormality are thus disproved.

Furthermore, the logarithm is not the only relevant transform, and generally speaking it is not particularly suited for making distributions Gaussian. Box & Cox (1964) is a classic study of normalizing transformations in the form of simple power laws, as describe in Figure 6 below. In his 1981 Wald Memorial Lecture, Efron (1982) derived conditions under which distributions can be normalized by monotonic transformations, exhibited formulas for calculating them, and elucidated the relationship between normalization and variance stabilization. Based on work of Curtiss (1942), Bar–Lev & Enis (1988) derived explicit formulas for several variance stabilizing transforms including

\[
A_{\alpha, \beta}(X) = (X + 2\alpha - \beta)(X + \alpha)^{-1/2}.
\]

To construct Figure 6, we optimize the normality yielded by this form, with respect to its parameters, rather than using formulas —like the well-known Anscomb transform \(2\sqrt{X + 3/8}\)— optimal for assumptions possibly not applicable to these data. This figure displays distributions of the Cyg X-1 flux values analyzed by Uttley et al. (2005), helpfully provided in a link to a Python Jupyter notebook by Uttley et al. (2017), both in raw form and as transformed by the logarithm and two other functions. (These authors discussed variance stabilizing transforms in a related context.) The middle panel is for the logarithm and optimized power law \(F \rightarrow F^a\) (optimized to yield the
minimum rms residuals from Gaussianity), for which the size and distribution of the residuals are essentially the same. The right panel shows the distribution yielded by the transform in Equation (26) optimized with respect to $\alpha$ and $\beta$. Note that here residuals are smaller and more randomly distributed than for the logarithmic or power-law cases. At least in this anecdotal case lognormality is not magical. A number of statistical procedures, e.g., Kolmogorov–Smirnov, Kuiper, Shapiro–Wilk, and Jarque–Bera tests—with careful attention to associated caveats and assumptions—can be used to formally assess goodness of fit of data to a given distribution.

7. Discussion

For several reasons the class of autoregressive/moving average and related processes discussed here form a powerful and flexible set of models for time-series data observed in a variety of flickering astronomical sources. 

Astrophysical realism: the curves plotted in Figure 1 are visually similar to time-series data for many flickering astronomical sources, for example, the gamma-ray light curves of the AGNs discussed by Meyer et al. (2019). Even just these three samples suggest that the wide range of intermittency in the observations can be represented with innovations of varying degrees of sparsity. The degree of flare overlap, ranging from isolated discrete events to very considerable merging of the profiles of successive flares, is controlled by the distribution of the innovation. For modeling of actual time-series data, if deterministic background trends, observational errors, and optimized parameters (flare shape and innovation) are incorporated, these sample simulations become even more realistic.

Implementation properties: the Wold theorem and its constructive proof (Scargle 1981b) both guarantee the existence of these linear and remarkably specific models for arbitrary stationary data and provide a pathway to estimating them. Their second-order statistics (power spectra and autocorrelation functions) are those of the event shape $C$ and therefore are essentially arbitrary—flexible enough to match the second-order statistics of any time-series data. The results derived here demonstrate that they can match flux distributions and rms–mean flux relations as well. The models fit the data exactly, so quality of fit resides in the statistical properties of the innovation. A great many theoretical properties of this class of random processes have been explored and supported by efficient algorithms, included in standard data analysis systems.

Physical Interpretation: the models have natural and useful interpretations. The moving average form embodies a random sequence of flares of various amplitudes. Flare shape and amplitude properties are separated, each leading to useful comparisons with physical theory. The autoregressive form explicates the standard short-term or long-term memory characteristics of Markov processes and random walks.

Are these models linear? Well, that depends on what you mean! Equation (4) has a clear linear input-output structure: if the innovation is a linear combination of two or more independent innovations, the output is a linear combination of the corresponding outputs. In addition, this equation represents memory—the Markov property—as a linear combination of prior values. The moving average/autoregressive model is linear in both of these senses.

A comprehensive development of analysis tools in this framework is left to another publication. The main purpose...
here is to clarify some methodological issues relevant to deriving physical properties of astronomical sources from statistical properties of their time-series data. To wit: the following statistical properties can be derived from time-series data: power spectra, phase spectra, rms–mean flux relations, flux distributions, measures of stationarity or intermittency, and dynamic range. In many publications these properties, separately or in combination, have been taken to imply that the observed system must (or must not) have, separately or in combination, nonlinear dynamics, nonstationary time evolution, multiplicative component processes, or representability in terms of random "shot noise." The models discussed here serve as counterexamples to such assertions. Without any such physical properties these stationary, additive, linear random process models can, generally speaking, match the observations, e.g., by displaying linear dependence of flux standard deviation on flux mean and lognormal flux distribution.

This conclusion supports the view that the near ubiquity of relevant properties of light curves is likely a general statistical feature, at least within the arena of astronomical time series, not necessarily associated with a universal physical mechanism. Specifically, mere stationarity is a sufficient condition for the existence of the relevant linear models, which have none of the exotic properties listed above.

Examples of the mistaken implications mentioned above are too many to cite in detail. A common assertion is that a linear rms–mean flux relation in the time-series data implies nonlinearity or nonstationarity of the physical process underlying the observed flickering. Also disproved are similar assertions about "shot noise," such as that it must have, or must not have, certain features. In some cases this may be a semantic issue; if shot noise is defined to have a stationary innovation, then it obviously cannot be nonstationary. But the flexibility of the distribution of the innovation allows either behavior. Assertions of the form, "given statistical property X, the underlying process must have property Y and cannot have property Z," generally speaking, should instead be phrased, "given statistical property X, the underlying process may have property Y (but there are simple models that do not have this property), evidence for which could be obtained from other considerations or other data. Regarding Z: Never say never."

What approaches can avoid the missteps cautioned against here? Careful attention to the definitions of the various time-series statistics and clearheaded evaluation of the astrophysical consequences of the corresponding observations are obviously needed. Sophisticated or detailed models should be evaluated against the null hypothesis that simple (linear, additive, and stationary) autoregressive/moving average models adequately represent the observations.

These models can provide direct information about variability duty cycles and the statistical distributions of flare amplitudes (through the innovation) and shapes (through the model coefficients). In addition, the formalism described here holds the promise of deriving physically meaningful properties of the underlying Markov process via values of $\alpha$ and $\beta$ in

![Figure 6. Cyg X-1 flux distributions (thick solid lines), best-fitting normal functions (dashed lines), and residuals (thin lines). Left: raw fluxes. Middle: log and power-law transformed fluxes (optimum $a = 0.04$). For the latter the residuals (dotted line) are multiplied by 3 for clarity, but are essentially indistinguishable from those for the log transform. Right: optimized Bar–Lev and Enis transform, with $\alpha = 0.01$ and $\beta = 0.664$.](image-url)
Equation (10) read off the rms–mean flux relation. Toward this end, linkage of properties of the innovation and flare shapes to astrophysical characteristics would be useful. A specific example: asymmetric flares, such as fast rise and exponential decay, might indicate explosive injections followed by expansion and cooling, or delays across a curved relativistic jet front (Fenimore et al. 1996); symmetric flares might point toward jets randomly sweeping by the line of sight to the observer (Nemiroff et al. 1994).

All of these approaches can profit from an openness to what generic physical characteristics are indeed implied by the observations, notwithstanding the cautions urged in this discussion. For example, some of the conclusions that do not follow ineluctably from the statistical characteristics discussed in this paper might be supported by auxiliary information—notably time resolved measurements of polarization and energy spectra.

Lastly, the model framework discussed here is far from the final word. Not all of the issues affecting practical use of this class of models have been resolved. While the ambiguities related to causality and delay properties have been addressed via a generalization of the Wold Decomposition (Scargle 1981a, 1981b), there remains the obvious difficulty of flare shapes that depend on time, either systematically or randomly. Press (1978) discussed scale superimposition processes—moving averages in which the flare shape is stretched by a randomly varying factor. If the stretch process is stationary, the Wold Representation expresses the resulting time series as the superposition of a single fixed shape, which must somehow be an average of the stretched ones. The details of how this all works are not obvious.
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