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Abstract

Occlusion is very challenging in pedestrian detection. In this paper, we propose a simple yet effective method named V2F-Net, which explicitly decomposes occluded pedestrian detection into visible region detection and full body estimation. V2F-Net consists of two sub-networks: Visible region Detection Network (VDN) and Full body Estimation Network (FEN). VDN tries to localize visible regions and FEN estimates full-body box on the basis of the visible box. Moreover, to further improve the estimation of full body, we propose a novel Embedding-based Part-aware Module (EPM). By supervising the visibility for each part, the network is encouraged to extract features with essential part information. We experimentally show the effectiveness of V2F-Net by conducting several experiments on two challenging datasets. V2F-Net achieves 5.85% AP gains on CrowdHuman and 2.24% MR\textsuperscript{-2} improvements on CityPersons compared to FPN baseline. Besides, the consistent gain on both one-stage and two-stage detector validates the generalizability of our method.

1. Introduction

Pedestrian detection is an important task in computer vision. It is a fundamental component of many applications, such as video surveillance, autonomous driving, etc. Benefiting from the development of deep learning in recent years, especially the proposal of Convolutional Neural Network (CNN) based general objects detection methods [13, 27, 14, 26, 19, 7, 16, 17, 2], many works [28, 34, 32, 43, 22, 33, 4] have been done to adapt them to pedestrian detection, leading to great progress in this field.

However, occlusion remains a big challenge in detecting pedestrian. Many efforts have been made to handle this problem. Some of prior works [36, 22, 5] only use the full-body box of pedestrian to train their networks, which implies an assumption more or less: the annotated full-body box is visible completely [23]. However, this assumption may not be true in the occlusion cases. Therefore, some other researchers try to leverage visible box to assist the full-body pedestrian detection [23, 40, 44, 41, 23, 15], and have achieved inspiring improvements.

Intuitively, the process of pedestrian detection will go through two stages for human: detect visible region by “seeing” first, then estimate full body based on the struc-
ture and proportion of the human body. The visible region is critical in this process, as it is a strong evidence for identifying person and discriminating between two different pedestrians. However, prior works adopt different pipelines from the process of human vision. \cite{36,5} predict only full body box directly, while \cite{44,15} output visible box and full box parallely. Both of them consider the full-body pedestrian detection as a single problem. Obviously this would increase the difficulty of network learning. \cite{31} takes visible box as an auxiliary priori to initialize the full-body anchors. It still fails to realize the key role of visible box, thus will suffer from false suppression by NMS severely and be limited to datasets with fixed ratios of full body annotation.

Inspired by above observation, we propose a new solution from the perspective of pipeline: V2F-Net. We decompose occluded pedestrian detection into two sub-problems explicitly: visible region detection and full body estimation from visible region. Each sub-problem corresponds to a sub-network of V2F-Net, called Visible region Detection Network (VDN) and Full body Estimation Network (FEN) respectively. V2F-Net has a straightforward pipeline and can be trained end-to-end. An input image is first processed by VDN to detect visible boxes of all pedestrians, after Non-maximum Suppression (NMS) these kept boxes are fed into FEN to estimate final full-body box for each pedestrian. Fig. 1 shows an illustration of V2F-Net.

One may doubt that detecting visible box is harder than full-body box, as reported in \cite{30}. Based on our observations, we found that the higher $\text{MR}^{-2}$ of visible box detection is mostly because of relatively lower quality of detected visible boxes. This can be partly validated from Table 1. If we loose the matching Intersection over Union (IoU) threshold between detected box and ground truth, both AP and $\text{MR}^{-2}$ of visible boxes can outperform the results of full-body boxes, which indicates the location of detected visible boxes are not precise as full-body boxes. We suspect there are two main reasons for it. Compared to full boxes, visible boxes have a wider range of aspect ratio and are usually smaller. The former causes regression offsets with larger variance, and the latter leads to higher susceptibility to minor deviation of offsets. However, the detected visible boxes with minor offsets still can be utilized to estimate the full body box precisely because of the robustness of FEN and EPM. Therefore, our method can work well although $\text{MR}^{-2}$ of visible box detection is higher than full box detection.

Thanks to the aforementioned decomposition strategy, V2F-Net has the following advantages: (1) Unlike prior works tackle the above two tasks in one single network, each sub-network is responsible for its own task in V2F-Net. As a consequence, the learning of V2F-Net becomes simpler and can converge to better minimum. (2) The direct detection target is changed from full-body box to visible box, which can greatly reduce distraction of occluded region on features of pedestrian. (3) The intermediate product, visible box, can be utilized in NMS. By replacing Intersection over Union (IoU) calculation on full-body boxes with visible boxes as \cite{15}, the dilemma for the single threshold of greedy-NMS can be eased a lot.

In order to make the estimation of full-body box of pedestrian from visible box be more accurate, the features of visible region must contain enough information about human body parts, so that the network can know which direction to expand from the visible box and how much the offsets. Therefore, we propose a novel module that can perceive visibility of human body parts, called Embedding-based Part-aware Module (EPM). By adding a visibility loss for each divided part, the network is encouraged to extract features with essential part information.

To summarize, our contributions are as follows:

- We propose a simple yet effective pipeline to handle occlusion in pedestrian detection by explicit decomposition. It can be taken as a stronger baseline for occluded pedestrian detection.

- We propose a novel Embedding-based Part-aware Module (EPM) to further improve accuracy of full-body estimation. This module can be discarded during inference, thus will not bring extra computation cost.

- Our method improves the FPN baseline by 5.85% AP on CrowdHuman and 2.24% $\text{MR}^{-2}$ on CityPersons, achieving the state-of-the-art results on both the two challenging benchmarks. Besides, the consistent gains on both one-stage and two-stage detectors demonstrate the generalizability of our method.

### 2. Related Work

**General Object Detection.** CNN-based object detectors \cite{27,25,19,17} have shown great superiority over methods using hand-crafted features \cite{8,24}. The state-of-the-art detectors can be divided into two-stage methods and one-stage methods. Two-stage detectors \cite{13,12,27,2} first generate a set of region proposals by methods like Selective Search \cite{35} and Region Proposal Network \cite{27}, then
these proposals are fed into RCNN to do the final classification and localization. In contrast, one-stage detectors [26, 19, 17] directly predict objects based on dense sampling of possible locations, skipping the proposal stage. Generally speaking, two-stage detectors can achieve better accuracy while one-stage detectors have an advantage in computational efficiency.

**Occluded Pedestrian Detection.** Part-based approaches handle the occlusion by learning a series of part detectors at first, then fusing these detection results to generate final pedestrian boxes. Despite of effectiveness, it is time-consuming in inference phase. A few of previous works design novel loss functions without modifying the network architecture: Repulsion Loss [36] takes consideration of the repulsion by other surrounding objects, in addition to the attraction by target; Aggregation Loss [40] encourages proposals corresponding to the same pedestrian to be compact. However, it is difficult for network to discriminate features between visible regions and occluded regions with annotated full-body box only. Therefore, some works try to leverage visible box to assist full-body pedestrian detection. Bi-box [44] is the first work to predict full-body box and visible box parallely. [15] improves it by proposal pairing. [41] adds an extra occlusion pattern classification loss. These approaches enforce the detectors to focus on visible regions of pedestrians implicitly. Besides of them, there are also some works using an explicit way to achieve the same purpose. Feature re-weighting and re-scoring are two common strategies. Feature re-weighting methods re-weight features of pedestrian with information about visible parts: [40] applies element-wise summation on RoI features of divided parts weighted by corresponding visibility scores; [23] generates modulated features by a Mask-Guided Attention Branch, which takes RoI features and predicted spatial attention mask as input. In contrast, re-scoring approaches refine the pedestrian scores by scores of visible regions: [44] fuses scores of visible region and full body with softmax; [21] computes occlusion-aware detection score by applying a MLP layer to scores of parts. Besides, [31] tackles occluded pedestrian detection as a progressive refinement process. It takes visible box as an auxiliary priori to initialize the full-body anchors, so as to build a fast one-stage detector. This is achieved through calibrating visible box anchors to a full-body template derived from occlusion statistics. Different from all these works, we propose to decompose occluded pedestrian detection into two more intuitive and simpler tasks. In the decomposed pipeline, the visible box can be fully taken advantage of to improve the detection performance.

**NMS and its variants.** NMS is adopted as a post-processing step of most object detectors to remove duplicate proposals belonging to the same identity. In greedy-NMS, a proposal will be discarded if its IoU with more confident proposals is higher than the given IoU threshold. As we know, it will cause false suppression when using commonly used relatively low threshold in crowded scenes. Soft-NMS [1] improves it by leveraging a soft mechanism to decay the detection scores of pedestrian proposals, instead of eliminating them. However, only the locations and scores of full boxes are not enough to decide whether a proposal is redundant, thus can not adapt to complicate scenes well.

**3. Motivation**

Given an image consists of occluded pedestrians like the input image in Fig. 2, it is hard to tell the precise full-body locations of them immediately even for human. Intuitively, the process of full-body pedestrian detection for human will go through two stages: in the first stage, we identify each pedestrian by its visible region; in the second stage, we estimate the full body box from the visible region. Human can “see” the invisible part because we have an empirical estimation about the structure and proportion of human body. However, most prior works fuse the detection task and estimation task into one single harder task, which would increase the difficulty of network learning.

A straightforward idea is to divide a hard problem and conquer each sub-problem separately. Such thought of decomposing has been proved to be effective in many computer vision tasks, e.g. pose regression [9], general object detection [2] and face alignment [3, 38]. Inspired by these works, we propose to decompose occluded pedestrian detection into two sub-problems: visible region detection and full body estimation. The goal of our method is building a more intuitive and stronger pipeline to handle occlusion. In the decomposed pipeline, visible box can be fully taken advantage of to improve detection performance.

**4. Proposed Approach**

In this section, we first clarify how V2F-Net decomposes occluded pedestrian detection into visible region detection
and full body estimation. Then we introduce EPM to further improve accuracy of full-body box estimation from visible box. At last, we show how to train V2F-Net end-to-end.

4.1. Pipeline of V2F-Net

Fig. 2 presents the framework of our method. The V2F-Net consists of two sub-networks: Visible region Detection Network (VDN) and Full body Estimation Network (FEN), and an auxiliary module Embedding-based Part-aware Module (EPM). We will give a detailed introduction of them below. The pipeline of V2F-Net is straightforward during inference: an image is first processed by VDN to detect visible regions of all pedestrians. After NMS the kept visible boxes are fed into FEN to generate final full-body box for each pedestrian, no need for NMS anymore.

It is worth noting that we perform NMS only on the set of visible boxes for two reasons: (1) As suggested by [15], IoU between visible regions of two full-body boxes is a better indicator showing whether they belong to the same pedestrian, compared to using IoU between full-body boxes directly. Therefore, with an appropriate single IoU threshold, many duplicate pedestrian proposals can be removed. Meanwhile, both of boxes of two different pedestrians can be kept, even in crowded scenes. (2) After NMS on visible regions, only few of them can be passed to FEN, thus the FEN will not cost much time in inference phase.

VDN. The goal of VDN is to detect visible region of pedestrian. VDN can be implemented with minor modifications on the original detectors like Faster-RCNN [27] and RetinaNet [17]. The only thing we need to do is replacing the regression target from full box to visible box. Adjustment of anchors setting is optional, depending on whether anchor is necessary in chosen base detector. Many works utilize visible box to reduce interference of occluded regions on features of pedestrians by explicit attention [41, 23] or implicit multi-task learning [44]. Compared to these methods, our solution is simpler and easier to implement.

The loss of VDN is the same as base detector, here we denote it by \( L_{VDN} \). With Faster-RCNN we have

\[
L_{VDN} = L_{cls1} + L_{reg1} + L_{cls2} + L_{reg2},
\]

where \( L_{cls1}, L_{reg1}, L_{cls2} \) and \( L_{reg2} \) are classification loss and regression loss in RPN and RCNN, respectively.

FEN. FEN aims to estimate the full body box from visible box that have already been detected by VDN. The architecture of FEN is almost the same as RCNN head in [27], except we replace RoI-Pooling with RoI-Align. Specifically, given visible box of a pedestrian \( v \), we use RoI-Align to extract corresponding features \( F_v \), then these features are fed into two consecutive FC layers with ReLU activation to transform \( F_v \) to more task-specific features \( F'_v \), followed
by another FC layer to predict full-body offsets from the input visible box.

To determine which full-body pedestrian box to predict from the input visible box \( v \) during training, we use a \( vdt \rightarrow vgt \rightarrow fgr \) label assignment strategy. To be formulated, let \( \mathcal{G} = \{ (v_i^*, f_i^*) | 1 \leq i \leq N_g \} \) be all ground truth pedestrians, the \( i \)-th pedestrian \( \mathcal{G}_i \) is represented by its visible box \( v_i^* \) and full box \( f_i^* \) in a pair, \( N_g \) is the total number of all these pedestrians. A visible box \( v \) will be considered as negative if \( \text{IoU}(v, v_i^*) < 0.5 \) for all \( i \in [1, N_g] \), otherwise it will be assigned to \( \mathcal{G}_j \) as a positive sample, where \( j = \arg \max_k \text{IoU}(v, v_k^*) \), \( k \in [1, N_g] \). For these positive samples, we take the corresponding full box of assigned ground truth pedestrian as regression target. The loss of \( \mathcal{L}_{\text{FEN}} \) adopts similar formulation as regression loss of RCNN in Faster-RCNN, we refer to [27] for more details.

4.2. Embedding-based Part-aware Module

The Embedding-based Part-aware Module is proposed to improve accuracy of full body estimation from visible region. At first, full body of pedestrian is divided into \( n_p = 5 \) parts as [40], then we create a part embedding matrix \( E \in \mathbb{R}^{n_p \times d_p} \), where \( i \)-th \( d_p \)-dimensional embedding \( E_i \) represents concept of \( i \)-th part \( P_i \). The design of part embedding matrix is inspired by Word Embedding in NLP, where each word is represented by a vector to indicate its semantic information. Similarly, the part embedding matrix is shared across all data and trained with other parameters together. For discriminating general concept of part and the part of a specific pedestrian, we use different notations, that is \( P_i \) and \( p_i \), to represent the \( i \)-th part.

Given the feature of detected visible region, we compute its response on each part to determine whether this part is visible in the given visible box. Specifically, we use inner product operation on \( F^p \) and \( E \), followed by sigmoid function to limit the response in range \((0, 1)\). Note that here we use the same feature \( F^p \) with FEN rather than transform \( F \) again, so that the gradients from the loss of EPM can back propagate through the FEN, guiding the regression of FEN to be more accurate. The above procedure can be formulated as:

\[
r_i^p = \text{sigmoid}(F^p \cdot E_i), \quad i \in [1, n_p],
\]

where `\( \cdot \)` is inner product operation, and \( r_i^p \) represents the response of feature \( F^p \) on part \( p_i \). The higher the response \( r_i^p \), the higher the visibility of part \( p_i \). For each part, we use sigmoid cross-entropy loss to supervise the response to be close to corresponding ground truth label, enforcing the features of pedestrian to be aware of parts. The total loss of EPM is sum of losses for \( n_p \) parts:

\[
\mathcal{L}_{\text{EPM}} = \sum_{i=1}^{n_p} y_i^p \log r_i^p + (1 - y_i^p) \log(1 - r_i^p),
\]

where \( y_i^p \) represents visibility label for \( i \)-th part. \( y_i^p \) is defined according to the IoA between input visible box \( v \) and part \( p_i \) of assigned pedestrian, we try different modes: hard label and soft label separately:

\[
y_i^p = \begin{cases} \mathbb{I}(\text{IoA}(v, p_i) \geq 0.5), & \text{mode} = \text{hard} \\ \text{IoA}(v, p_i), & \text{mode} = \text{soft} \end{cases},
\]

\[
\text{IoA}(a, b) = \frac{\text{area}(a \cap b)}{\text{area}(a)},
\]

where \( \mathbb{I}(\cdot) \) is an indicator function. We experimentally find the hard way performs slightly better than the soft, so we use hard label in this paper unless otherwise specified. Note that EPM only works in training phase, so no extra computation cost is brought by this module during inference.

4.3. Training

Although we decompose occluded pedestrian detection into two successive sub-problems, V2F-Net still can be trained end-to-end. We omit the training of VDN as there is no difference between base detector and VDN.

We start with the visible boxes detected by VDN \( V \). In case of too few positive samples for FEN and EPM, we skip NMS on these visible boxes during training and enrich the training set with ground truth visible boxes. We denote the augmented set of visible boxes as \( V' = V \cup \mathcal{G}' \), where \( \mathcal{G}' = \{ v_i^* | i \in [1, N_g'] \} \) represents visible boxes of all ground truth pedestrians. After label assignment as Sec. 4.1, we randomly sample \( \max(1000, |V'|) \) visible boxes from \( V' \) by ratio positive:negative=9:1. All these samples are fed into EPM, while only positive samples are passed to FEN. The total loss of V2F-Net \( \mathcal{L} \) is weighted sum of above three losses:

\[
\mathcal{L} = \mathcal{L}_{\text{VDN}} + \alpha \mathcal{L}_{\text{FEN}} + \beta \mathcal{L}_{\text{EPM}},
\]

where \( \alpha, \beta \) are balanced factors of \( \mathcal{L}_{\text{FEN}} \) and \( \mathcal{L}_{\text{EPM}} \), respectively.

5. Experiments

To verify the effectiveness of our method, we conduct experiments on two standard crowded datasets: CrowdHuman [30] and CityPersons [39]. Besides comparison of quantified results, we also visualize the learned part visibility to prove that EPM works as we expected. At last, we give some analysis and discussions about how to further improve V2F-Net.

5.1. Implementation Details

We use Faster-RCNN [27] with FPN [16] as our baseline. RoI-Pooling is replaced with RoI-Align [14], the backbone is ResNet-50 pre-trained on ImageNet [29]. The anchor setting is the same as [36, 5], which uses scale \{1\} and
ratio $H/W = \{1, 2, 3\}$ for both CrowdHuman and CityPersons. As for our method, we use the same anchor scale with baseline, but change ratio to $\{0.5, 1, 1.5\}$ for visible box detection. All the models are trained with batch of 16 images on 8 GPUs and optimized by Stochastic Gradient Descent (SGD) with 0.9 momentum, the weight decay is set to 0.0001. IoU threshold in NMS during inference is set to 0.5, regardless of whether NMS is performed on visible boxes or full boxes. All added FC layers are initialized following [16]. Each element in Part Embedding Matrix $E$ is randomly sampled from uniform distribution with range $[-0.0005, 0.0005]$. For all experiments in this paper, we use AP and MR$^{-2}$ as evaluation metrics. Higher AP indicate better performance, while MR$^{-2}$ is the opposite.

For CrowdHuman, we resize image to make sure the shorter edge equals to 800 pixels, while the longer edge is smaller than 1400 pixels during both training and inference. We train 30 epochs with initial learning rate 0.00125. The learning rate will be decayed by factor of 0.1 at epoch 24 and 27. By default we use $\alpha = 0.3$, $\beta = 1$.

For CityPersons, the image size is upsampled by 1.3x in both training and test following [39]. We train our models on all training set for 35 epochs. We set the initial learning rate to 0.002, then decay it to 0.0002 at 20th epoch and 0.00002 at 30th epoch. The balanced factors of losses are set to $\alpha = 0.5$, $\beta = 1$.

5.2. Experiments on CrowdHuman

CrowdHuman [30] is a recently released dataset for better evaluating various pedestrian detectors in crowded scenes. On the average, there are 22.6 pedestrians in an image and 2.4 pedestrians have IoU > 0.5 with other pedestrians. This dataset is split into training set, validation set and test set, each of them contains 15000, 4370, 5000 images respectively. All the models in this paper are trained on the training set and evaluated on validation set.

**Ablation study.** Table 2 shows the ablation results on CrowdHuman validation set. Our re-implemented baseline is better than results in original paper [30]. Obviously, both the decomposed pipeline V2F and the auxiliary module EPM can improve performance of full-body pedestrian detection. By simply modifying the pipeline from detecting full body of pedestrian directly, to do visible region detection and full body estimation sequentially, we achieve 5.63% AP and 3.89% MR$^{-2}$ gains. Based on the decomposed V2F pipeline, the cost-free EPM can further improve 0.22% AP and 0.78% MR$^{-2}$. The results validate the effectiveness of our proposed method. Not only the recall can be improved by a large margin, but also it will not bring more false positives.

Table 2. Ablation experiments conducted on CrowdHuman validation set. V2F indicates our proposed pipeline which do visible region detection and full body estimation sequentially. EPM is the Embedding-based Part-aware Module. Best results are boldfaced.

| Method       | V2F | EPM | AP% | MR$^{-2}$/% | Recall/% |
|--------------|-----|-----|-----|-------------|----------|
| baseline in [30] | ✓   | ✓   | 84.95 | 50.42       | —        |
| our baseline  | ✓   | ✓   | 85.18 | 46.95       | 76.90    |
| V2F-Net      | ✓   | ✓   | 90.81 | 43.06       | 83.92    |

**Different pipelines for full-body pedestrian detection.** In addition to our proposed pipeline V2F, there are two strategies for generating full-body box of a pedestrian: detect full body pedestrian only, and predict full body box and visible box parallelly like [44]. We denote them by $F$ and $V&F$, respectively. One may doubt that the improvement of V2F is because of extra computation cost brought by the FEN. Therefore, we add an extra RCNN head with the same architecture as FEN to our baseline following iterative bounding box regression as [10, 11]. Here we denote this strategy as $F^2$. For fair comparison, we do not add classification branch for re-scoring in $F^2$, which means the second RCNN is only used to refine locations of full-body boxes detected by the first one.

Table 3 presents the results of aforementioned pipelines on CrowdHuman validation set. We can draw the following conclusions from it: (1) By just adding an extra task of visible region detection, the performance of full-body pedestrian detection can be improved by 1.78% MR$^{-2}$, which is consistent with the conclusion in [44]. (2) The mode of iterative regression has a positive effect indeed, but still 3.3% AP and 0.83% MR$^{-2}$ worse than our decomposed pipeline when using visible boxes for NMS. (3) Replacing calculation of IoU on full-body boxes with visible boxes can not guarantee to bring improvements. It works only when the visible boxes are precise enough (see Table 4 for quantitative results). (4) Our decomposed pipeline beats all others by $3.3%\sim 5.63%$ AP and $0.83%\sim 3.89%$ MR$^{-2}$. In conclusion, our proposed pipeline can be taken as a stronger baseline for occluded pedestrian detection.

Table 3. Results of different pipelines for full-body pedestrian detection on CrowdHuman validation set. The first column, $F$ means detecting full-body pedestrian only, $V&F$ means predicting visible box and full box parallelly, $F^2$ means iterative full body regression by 2 steps, V2F is our proposed method without EPM. The second column indicates the inputs of NMS are visible boxes or full body boxes.

| Pipeline | NMS     | AP%    | MR$^{-2}$/% | Recall/% |
|----------|---------|--------|-------------|----------|
| $F$      | full    | 85.18  | 46.95       | 76.90    |
| $V&F$    | full    | 85.19  | 43.17       | 77.71    |
|          | visible | 86.70  | 51.94       | 79.61    |
| $F^2$    | full    | 87.51  | 43.89       | 79.96    |
|          | visible | 90.81  | 43.06       | 83.92    |
Table 4. Evaluation of visible region detection for different pipelines. Ours is much better than result of V&F.

| Pipeline | AP/% | MR −2/% | Recall/% |
|----------|------|---------|----------|
| V&F      | 78.92| 65.78   | 74.78    |
| V2F      | 84.90| 51.93   | 78.84    |

**Generalizability of V2F-Net.** In V2F-Net, the VDN can be implemented with minor modifications based on chosen detector. The FEN and EPM only take the multi-scale feature maps and detected visible boxes from VDN as inputs. Therefore, theoretically both one-stage and two-stage detectors can be incorporated into V2F-Net. To demonstrate this, we take Faster-RCNN [27] and RetinaNet [17] as the representative of the two types of detectors respectively, and implement our method based on them. Both the two methods utilize FPN [16]. The implementation details of RetinaNet are almost the same as original paper, except we use anchor ratios \{1, 2, 3\} for better performance. From Table 5 we can see that V2F-Net can achieve consistent gains when taking Faster-RCNN or RetinaNet as base detector. The results validate the generalizability of our method.

Table 5. Comparison of results when using different detectors with/without V2F-Net. Both the Faster-RCNN and RetinaNet utilize FPN [16] for better performance.

| Detector       | Method | AP   | MR −2 | Recall |
|----------------|--------|------|-------|--------|
| FRCNN [27]     | baseline | 85.18| 46.95 | 76.90  |
|                | ours    | **91.03** | **42.28** | **84.20** |
| RetinaNet [17] | baseline | 81.81| 56.64 | 74.58  |
|                | ours    | **84.92** | **53.99** | **76.75** |

**Hard label vs. Soft label in EPM.** We compare the results between hard label and soft label for each divided part in Table 6. The hard way performs slightly better than the soft. We suspect that is because the adopted strategy of dividing part does not consider the human pose, causing the soft label increases the ambiguity of part visibility instead.

Table 6. Comparison of different modes for part label in EPM. All the other settings are the same.

| Mode | AP/% | MR −2/% |
|------|------|---------|
| hard | **91.03** | **42.28** |
| soft | 90.35 | 42.67   |

**Visualization of EPM.** To demonstrate the EPM works as expected, we visualize the scores predicted by EPM for each divided part. Fig. 3 presents some examples. As we can see, there is a roughly positive correlation between the score and visibility for each part.

**Comparison with the state-of-the-art methods.** We show the comparison between our method and the state-of-the-art methods on CrowdHuman validation set in Table 7. All methods take the same backbone (Res-50 + FPN), and are evaluated using the same image size. Our method outperforms most of the state-of-the-art pedestrian detectors, but slightly worse than CrowdDet [5] due to our relatively weaker baseline result. In Sec. 5.4 we will discuss about the combination of these SOTA methods and V2F-Net.

Table 7. Comparison of various crowded detection methods on CrowdHuman validation set. All methods employ the FPN with Res-50 backbone as baseline, and are evaluated using the same image size.

| Method         | AP/% | MR −2/% | Recall%
|----------------|------|---------|--------|
| Baseline       | 85.18| 46.95   | 76.90  |
| Adaptive-NMS [18] | 84.71| 49.73   | —      |
| R^2NMS [13]    | 89.29| 43.35   | —      |
| CaSe [37]      | —    | 47.9    | —      |
| NOH-NMS [45]   | 89.0 | 43.9    | —      |
| CrowdDet [5]   | 90.7 | 41.4    | 83.68  |
| Ours           | **91.03** | **42.28** | **84.20** |

5.3. Experiments on CityPersons

CityPersons [39] is a subset of CityScapes [6] which focus on pedestrian detection. There are 2975, 500, 1575 images for training, validation and testing, respectively. Compared to CrowdHuman, CityPersons is less crowded, but still contains lots of occluded cases. We train our models
Comparison with the state-of-the-art methods. Table 8 lists results of the state-of-the-art methods and V2F-Net on CityPersons. Similar to the results on CrowdHuman, both the decomposed strategy and EPM can consistently improve the detection performance. Our method achieves 2.24% MR$^{-2}$ and 0.94% AP gains compared to our FPN baseline. The improved result is comparable or even better than the state-of-the-art methods.

Table 8. Comparison between the state-of-the-art methods and ours on CityPersons validation set. The third column indicates the enlarge number of original image in both training and testing. Ours-V2F is the simplified version of our V2F-Net without EPM.

| Method      | Backbone | Scale | MR$^{-2}$ | AP  |
|-------------|----------|-------|-----------|-----|
| Baseline    | Res-50   | ×1.3  | 12.32     | 95.25|
| AF-RCNN [39]| ×1.3     | 12.81 | —         | —   |
| OR-CNN [40] | ×1.3     | 11.0  | —         | —   |
| FRCN [42]   | ×1.3     | 11.1  | —         | —   |
| Adaptive [18]| ×1.3     | 10.8  | —         | —   |
| MGAN [23]   | VGG-16   | ×1.3  | 10.5      | —   |
| GA [41]     | ×1       | 15.96 | —         | —   |
| Bi-box [44] | ×1.3     | 11.24 | —         | —   |
| R$^2$NMS [15]| ×1     | 11.1  | —         | —   |
| Repulsion [36]| Res-50  | ×1.3  | 11.6      | —   |
| ALFNet [20] | ×1       | 12.0  | —         | —   |
| CrowdDet [5]| ×1.3     | 10.7  | 96.1      |     |
| PRNet [31]  | ×1       | 10.8  | —         | —   |
| Ours-V2F    | Res-50   | ×1.3  | 11.33     | 95.89|
| Ours        | Res-50   | ×1.3  | **10.08** | **96.19**|

5.4. Discussion

Although our method has achieved an inspiring improvement, we believe the V2F-Net is just a new baseline based on the effective decomposed pipeline. Here we will make a discussion about our method, aiming to give some inspiration to the following works.

Performance Analysis. Thanks to the decomposed solution proposed in this paper, we can do more detailed analysis to guide how to optimize it further. To explore the overall performance limited by each component in V2F-Net, we conduct three experiments, assuming the VDN, VDN+NMS or FEN to be perfect respectively: (1) $P_{VDN}$: replace the boxes detected by VDN with the ground truth visible boxes $G^v$. (2) $P_{VDN+NMS}$: take $G^v$ as inputs of FEN. (3) $P_{FEN}$: the full box of each detected visible boxes are obtained by label assignment as training, instead of estimated by FEN. The difference between the first two experiments is whether to do NMS on $G^v$. Setting the scores of these ground truth visible boxes equally will confuse the NMS and evaluation metrics like AP and MR$^{-2}$, as they require the input boxes are sorted by confidence. Actually we tried this strategy and found it will cause MR$^{-2}$ increasing rapidly. Therefore, we predict scores for ground truth boxes by feeding them into VDN.

From Table 9 we find the performance of above experiments showing the same trend on both CrowdHuman and CityPersons. Both $P_{VDN}$ and $P_{FEN}$ improve AP slightly but reduce MR$^{-2}$ by a large margin. This indicates VDN produces many false positives with high score, and FEN should pay more attention to these highly confident false positives visible boxes. Compared to $P_{VDN}$, $P_{VDN+NMS}$ improves AP and MR$^{-2}$ to some extent, showing that there is still false suppression even using visible boxes in NMS.
Table 9. Qualitative analysis about the detection performance limited by each component in V2F-Net. P-VDN, P-VDN+NMS and P-FEN indicate upgraded V2F-Net using perfect VDN, VDN+NMS and FEN respectively, which are obtained by “cheating” with ground truth boxes.

| Dataset     | Method       | AP/% | MR²/% |
|-------------|--------------|------|-------|
| CrowdHuman  | V2F-Net      | 91.03| 42.31 |
|             | P-VDN        | 91.99| 20.52 |
|             | P-VDN+NMS    | 95.14| 17.67 |
|             | P-FEN        | 92.25| 35.56 |
| CityPersons | V2F-Net      | 96.19| 10.08 |
|             | P-VDN        | 96.83| 0.0310|
|             | P-VDN+NMS    | 99.68| 0.0025|
|             | P-FEN        | 97.37| 0.0929|

Beyond V2F-Net. Despite the effectiveness, V2F-Net still suffer from some common failure cases as other pipelines: crowd errors, false suppression by NMS, etc. Fortunately, many works have proposed effective approaches to solve these problems, e.g. [5] for label assignment ambiguity, [36, 40] for crowd error, [18, 21, 37] for NMS. We believe the performance of V2F-Net can be much better when combined with these brilliant ideas.

6. Conclusion

We propose a simple yet effective method to handle occlusion in pedestrian detection: V2F-Net. By decomposing occluded pedestrian detection into visible region detection and full body estimation, the learning of network becomes easier and can converge to better minimum. To further improve the accuracy of full body estimation, we propose a novel module called EPM, which is cost-free during inference. We experimentally show the effectiveness of the decomposed pipeline and EPM, and validate the generalizability of our method on both one-stage and two-stage detectors. We consider V2F-Net as a new baseline for occluded pedestrian detection. And we believe when combined with other brilliant ideas, the evolution of this pipeline will lead to much better performance beyond ours.
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