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Foreword

A couple of years ago I was asked about what papers one should read in the field of elliptic equations involving measures. I do not remember precisely which ones I mentioned, but one my favorites is my work with H. Brezis and M. Marcus where we introduced the concept of reduced measure [23]. This paper is one of my first contributions in the domain. Although our work was published in 2007, it was already completed beginning 2004 and several preliminary versions started to circulate at that time.

What are reduced measures good for? The notion of reduced measure clarifies several common properties which are shared by nonlinear Dirichlet problems with absorption term, or equivalently with nonlinearities satisfying the sign condition. The existence of the reduced measure can be obtained via a nonlinear Perron method and according to the fundamental property of reduced measures, the reduced measure is the largest good measure for the Dirichlet problem.

In 2004, I went to Rome and then I got in touch with another school also working on elliptic problems involving measures, around L. Boccardo, L. Orsina and A. Porretta. I have learned from them that proofs should rely as least as possible on uniqueness of solutions.

I have now the impression that each paper I wrote subsequently was influenced by this point of view and I have gradually developed an alternative approach to prove the main result on reduced measures. The modification I have in mind emphasizes the role of the Perron method and is in the spirit of Chacon and Rosenthal’s biting lemma.

I have finally decided to assemble part of my contribution in the domain. The evolution is scattered in several papers and some of the ideas have never been published. In the meantime, my taste for writing down proofs has also evolved so I found this would also be an opportunity to rewrite some of the proofs in a unified style. This task was harder than I could possibly have imagined.

In any case, this is not a monograph about reduced measures. My aim is to show how one can adapt classical techniques in elliptic partial differential equations — maximum principles, Perron method, method of sub and supersolutions — in a setting where very little regularity is available. Yet, the fact that we shall be working with solutions in $L^1(\Omega)$ is just what one needs to talk about weak formulations and we can free ourselves from regularity issues.

I would like to thank Isabelle, Clément and Raphaël for their patience during the preparation of the manuscript.

Louvain-la-Neuve, March 2012
CHAPTER 1

Introduction

This monograph concerns the linear Dirichlet problem
\[
\begin{aligned}
-\Delta u &= \mu \quad \text{in } \Omega, \\
    u &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]
where \( \Omega \subset \mathbb{R}^N \) is a smooth bounded domain. We are interested in the case where \( \mu \) is just an \( L^1 \) function and, more generally, a finite Borel measure in \( \Omega \).

Equations involving measure data appear naturally in the study of properties of the Laplacian:

(a) Green’s function satisfies the linear Dirichlet problem with a Dirac mass;
(b) subsolutions and supersolutions are in general functions whose Laplacian are locally finite measures;
(c) if \( u \) is a smooth function vanishing on the boundary \( \partial \Omega \), then \( \Delta u^+ \) is a finite measure which cannot be identified as a function; more generally, for every convex function \( \Phi : \mathbb{R} \to \mathbb{R} \), \( \Delta \Phi(u) \) is a finite measure.

A solution of the linear Dirichlet problem is an \( L^1 \) function which satisfies the equation in the weak sense and admissible test functions are smooth functions vanishing on the boundary \( \partial \Omega \); see definition 3.1. This notion was originally introduced by Littman, Stampacchia and Weinberger [72].

According to Stampacchia’s regularity theory, every solution of the linear Dirichlet problem belongs to the Sobolev spaces \( W^{1,q}_0(\Omega) \) for \( 1 \leq q < \frac{N}{N-1} \), but we just miss the critical exponent \( \frac{N}{N-1} \); see proposition 4.1. This is an important difference with respect to the Calderón-Zygmund \( L^p \) theory which tells that if \( \mu \in L^p(\Omega) \) for some \( 1 < p < +\infty \), then the solution of the linear Dirichlet problem belongs to \( W^{2,p}(\Omega) \). In our case, if \( \mu \in L^1(\Omega) \), then the solution need not belong to \( W^{2,1}(\Omega) \subset W^{1,\frac{N}{N-1}}(\Omega) \) by the Sobolev-Gagliardo-Nirenberg imbedding theorem.

The linear theory is an important tool to understand the nonlinear Dirichlet problem
\[
\begin{aligned}
-\Delta u + g(u) &= \mu \quad \text{in } \Omega, \\
    u &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]
where \( g : \mathbb{R} \to \mathbb{R} \) is a continuous function. Some pioneering contributions to nonlinear problems with \( L^1 \) or measure data are due to Brezis and Strauss [30], Lieb and Simon [70] and Bénilan and Brezis [9, 15, 16]. The motivation for studying such problems is beautifully discussed in the preface of [9] by H. Brezis.

Important tools to study the nonlinear Dirichlet problem in this weak setting are
(a) **maximum principles** for subsolutions and supersolutions of the linear Dirichlet problem;
(b) **Kato’s inequality**, which gives comparison principles for the nonlinear Dirichlet problem;
(c) **method of sub and supersolutions** and the Perron method, to obtain existence of solutions and extremal solutions.

There are two typical assumptions we have in mind for the nonlinearity $g$. The first assumption concerns the sign of the nonlinearity:

- **sign condition**: for every $t \in \mathbb{R}$, $g(t) t \geq 0$.

This condition implies for example that the nonlinear Dirichlet problem is of absorption type, meaning that for every solution $u$,

$$
\int_{\Omega} |g(u)| \leq \int_{\Omega} d|\mu|.
$$

When $\mu \in L^2(\Omega)$, the functional associated to the nonlinear Dirichlet problem is bounded from below in $W^{1,2}_0(\Omega)$ and minimizers always exist; see proposition 2.1.

The second assumption concerns the integrability of $g(w)$ for a given function $w$:

- **integrability condition**: for every $w, \overline{w}, \underline{w} \in L^1(\Omega)$ such that $\underline{w} \leq w \leq \overline{w}$ in $\Omega$, if $g(w) \in L^1(\Omega)$ and if $g(\overline{w}) \in L^1(\Omega)$, then $g(w) \in L^1(\Omega)$.

The integrability condition guarantees that the method of sub and supersolution holds; see proposition 6.7. This assumption is satisfied when the nonlinearity $g$ is a monotone function or, as in the case of the Chern-Simons scalar equation, when $g$ is of the form $g(t) = e^{et}(e^t - 1)$.

The study of the nonlinear Dirichlet problem with measure data turns out to be more subtle than with $L^1$ data. It was observed in 1975 by Bénilan and Brezis [9, 15, 16] that if $N \geq 3$ and

$$
g(t) = |t|^{p-1} t
$$

with $p \geq \frac{N}{N-2}$, then the nonlinear Dirichlet problem has no solution when $\mu$ is a Dirac mass; see proposition 3.8. They also proved that if $p < \frac{N}{N-2}$ and $N \geq 2$, then the nonlinear Dirichlet problem has a solution for any finite measure $\mu$; see proposition 7.1.

Later, Baras and Pierre [6] characterized all measures $\mu$ for which the nonlinear Dirichlet problem admits a solution for a nonlinearity of the form $g(t) = |t|^{p-1} t$. Their necessary and sufficient condition for the existence of a solution when $p \geq \frac{N}{N-2}$ can be expressed in terms of the $W^{2,p'}$ capacity; see proposition 7.3.

The case of exponential nonlinearities of the form

$$
g(t) = e^{t} - 1
$$

was studied by Vázquez [104] in dimension $N = 2$ and more recently by Bartolucci, Leoni, Orsina and Ponce [7] in dimension $N \geq 3$. The solution in this case is related to the Hausdorff measure $\mathcal{H}^{N-2}$; see proposition 8.1 and proposition 8.5. One of the tools used in the proof is related to the uniform convergence of the Hausdorff outer measures $\mathcal{H}^2$ to the Hausdorff...
measure $\mathcal{H}^s$ on sets with finite Hausdorff measure as $\delta$ tends to zero; see proposition B.6.

Brezis, Marcus and Ponce \cite{23} introduced the concept of reduced measure in order to analyze the nonexistence mechanism behind the nonlinear Dirichlet problem and to describe what happens if one forces the problem to have a solution in cases where the problem refuses to have one.

The approach developed in \cite{23} was to introduce an approximation scheme. For example, the measure $\mu$ is kept fixed and $g$ is truncated; alternatively, the nonlinearity $g$ is kept fixed and $\mu$ is approximated via convolution. It was originally observed by Brezis \cite{17} that if $N \geq 3$, $g(t) = |t|^{p-1}t$, with $p \geq \frac{N}{N-2}$, and $\mu$ is a Dirac mass, then all natural approximations $u_n$ of the nonlinear Dirichlet problem converge to 0. However, 0 is not a solution corresponding to a Dirac mass.

In this monograph, we adopt a different approach to define the reduced measure. If the nonlinear Dirichlet problem with datum $\mu$ has a subsolution, then by the Perron method the largest subsolution exists; see proposition \ref{prop:perron}. In \cite{23}, the largest subsolution $u^*$ was obtained as the limit of an approximation scheme — which involves the resolution of infinitely many nonlinear Dirichlet problems —, while the Perron method does not require to solve any Dirichlet problem at all: the largest subsolution is obtained as the supremum of all subsolutions; see proposition \ref{prop:perron}. The reduced measures is then defined as

$$
\mu^* = -\Delta u^* + g(u^*).
$$

The fundamental property of the reduced measure insures that $\mu^*$ is the largest measure less than or equal to $\mu$ for which the nonlinear Dirichlet problem has a solution; see proposition \ref{prop:reduced}. As a consequence, we deduce that if $g$ satisfies the sign condition and if $\mu \geq 0$, then $\mu^* \geq 0$. Note that in this case $u^* \geq 0$ since 0 is a subsolution and $u^*$ is the largest one, but it is not obvious that

$$
-\Delta u^* + g(u^*) \geq 0.
$$
CHAPTER 2

Variational approach

We prove existence of variational solutions of the nonlinear Dirichlet problem

\[
\begin{aligned}
-\Delta u + g(u) &= \mu \text{ in } \Omega, \\
u &= 0 \text{ in } \partial \Omega,
\end{aligned}
\]

when \( g : \mathbb{R} \to \mathbb{R} \) is a continuous function satisfying the sign condition. By variational, we mean that the solution lies in the Sobolev space in \( W^{1,2}_0(\Omega) \) and is obtained as a critical point of a functional.

Our approach relies on the observation that the equation

\[-\Delta u + g(u) = \mu \text{ in } \Omega,
\]
is the Euler-Lagrange equation in \( W^{1,2}_0(\Omega) \) of the functional

\[E(u) = \frac{1}{2} \int_\Omega |\nabla u|^2 + \int_\Omega G(u) - \int_\Omega u\mu,\]

where \( G : \mathbb{R} \to \mathbb{R} \) is the function defined for \( t \in \mathbb{R} \) by

\[G(t) = \int_0^t g(s) \, ds.\]

1. Minimizers

If the nonlinearity \( g \) satisfies the sign condition, then for every \( t \in \mathbb{R} \),

\[G(t) \geq 0.\]

Thus, for every \( \mu \in L^2(\Omega) \), the functional \( E \) is bounded from below in \( W^{1,2}_0(\Omega) \) and the existence of a minimizer of \( E \) follows from a standard minimization technique:

**Proposition 2.1.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function satisfying the sign condition. If \( \mu \in L^2(\Omega) \), then there exists \( u \in W^{1,2}_0(\Omega) \) such that for every \( v \in W^{1,2}_0(\Omega) \),

\[E(u) \leq E(v).\]

We first need an estimate that insures that minimizing sequences are bounded in \( W^{1,2}_0(\Omega) \):

**Lemma 2.2.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function. If \( g \) satisfies the sign condition and if \( \mu \in L^2(\Omega) \), then for every \( v \in W^{1,2}_0(\Omega) \),

\[\|v\|_{W^{1,2}_0(\Omega)}^2 \leq C(E(v) + \|v\|_{L^2(\Omega)}^2),\]

for some constant \( C > 0 \) depending on \( N \) and \( \Omega \).
2. VARIATIONAL APPROACH

PROOF. Let \( v \in W^{1,2}_0(\Omega) \). Since \( g \) satisfies the sign condition, \( G(v) \geq 0 \), and we have

\[
\frac{1}{2} \int_{\Omega} |\nabla v|^2 \leq E(v) + \int_{\Omega} v \mu.
\]

For every \( \epsilon > 0 \), by the Young inequality there exists a constant \( C_\epsilon > 0 \) such that

\[
v \mu \leq \epsilon v^2 + C_\epsilon \mu^2.
\]

Thus,

\[
\frac{1}{2} \int_{\Omega} |\nabla v|^2 \leq E(v) + \epsilon \int_{\Omega} v^2 + C_\epsilon \int_{\Omega} \mu^2.
\]

By the Poincaré inequality,

\[
\int_{\Omega} v^2 \leq C_1 \int_{\Omega} |\nabla v|^2
\]

and this implies

\[
\left( \frac{1}{2} - \epsilon C_1 \right) \int_{\Omega} |\nabla v|^2 \leq E(v) + C_\epsilon \int_{\Omega} \mu^2.
\]

Choosing \( \epsilon > 0 \) such that

\[
\frac{1}{2} - \epsilon C_1 > 0,
\]

the conclusion follows by applying once again the Poincaré inequality. \( \square \)

PROOF OF PROPOSITION 2.1. Let \( (u_n)_{n \in \mathbb{N}} \) be a sequence in \( W^{1,2}_0(\Omega) \). If \( (E(u_n))_{n \in \mathbb{N}} \) is bounded in \( \mathbb{R} \), then by the previous lemma the sequence \( (u_n)_{n \in \mathbb{N}} \) is bounded in \( W^{1,2}_0(\Omega) \). By the Rellich-Kondrachov compactness theorem, there exists a subsequence \( (u_{n_k})_{k \in \mathbb{N}} \) converging in \( L^2(\Omega) \) to some function \( u \). Since \( \mu \in L^2(\Omega) \),

\[
\int_{\Omega} u \mu = \lim_{k \to \infty} \int_{\Omega} u_{n_k} \mu.
\]

We may also assume that subsequence \( (u_{n_k})_{k \in \mathbb{N}} \) converges almost everywhere to \( u \). Thus, by Fatou’s lemma,

\[
\int_{\Omega} G(u) \leq \liminf_{k \to \infty} \int_{\Omega} G(u_{n_k}).
\]

Since \( (u_n)_{n \in \mathbb{N}} \) is bounded in \( W^{1,2}_0(\Omega) \), \( u \in W^{1,2}_0(\Omega) \) and

\[
\int_{\Omega} |\nabla u|^2 \leq \liminf_{k \to \infty} \int_{\Omega} |\nabla u_{n_k}|^2;
\]

see [109, théorème 21.13]. We conclude that

\[
E(u) \leq \liminf_{k \to \infty} E(u_{n_k}).
\]
We now choose \((u_n)_{n \in \mathbb{N}}\) to be a minimizing sequence of the functional \(E\). In this case,
\[
E(u) \leq \lim_{n \to \infty} E(u_n) = \inf_{v \in W^{1,2}_0(\Omega)} E(v).
\]
Since \(u \in W^{1,2}_0(\Omega)\), equality holds and \(u\) is a minimizer of \(E\).

Although this approach for solving the Dirichlet problem leads to a minimization problem which can be easily solved, it is rather annoying to show that \(u\) satisfies the Euler-Lagrange equation in the weak form, meaning that for every \(v \in W^{1,2}_0(\Omega)\),
\[
\int_{\Omega} \nabla u \cdot \nabla v + \int_{\Omega} g(u)v = \int_{\Omega} v\mu.
\]

The difficulty in considering the variation
\[
t \in \mathbb{R} \mapsto E(u + tv)
\]
of the functional \(E\) around a minimizer \(u\) comes from the term \(G(u + tv)\), which need not be an \(L^1\) function for every \(v \in W^{1,2}_0(\Omega)\) and for every \(t \in \mathbb{R}\) close to 0. We could restrict ourselves to test functions \(v \in W^{1,2}_0(\Omega) \cap L^\infty(\Omega)\), but the same obstruction arises.

### 2. Euler-Lagrange equation

It is easier to obtain solutions of the Euler-Lagrange equation when \(\mu\) is for instance an \(L^\infty\) function:

**Proposition 2.3.** Let \(g : \mathbb{R} \rightarrow \mathbb{R}\) be a continuous function satisfying the sign condition. If \(\mu \in L^\infty(\Omega)\), then the Euler-Lagrange equation associated to the functional \(E\) has a solution \(u \in W^{1,2}_0(\Omega)\) such that
\[
\|g(u)\|_{L^\infty(\Omega)} \leq \|\mu\|_{L^\infty(\Omega)}.
\]

We begin by establishing the following lemma:

**Lemma 2.4.** Let \(g : \mathbb{R} \rightarrow \mathbb{R}\) be a continuous function satisfying the sign condition and let \(\kappa \in \mathbb{R}\). Given \(\mu \in L^\infty(\Omega)\), let \(u \in W^{1,2}_0(\Omega)\) be a minimizer of the functional \(E\) over \(W^{1,2}_0(\Omega)\).

(i) If for every \(t \geq \kappa\), \(g(t) \geq \|\mu\|_{L^\infty(\Omega)}\), then \(u \leq \kappa\) in \(\Omega\).

(ii) If for every \(t \leq \kappa\), \(g(t) \leq -\|\mu\|_{L^\infty(\Omega)}\), then \(u \geq \kappa\) in \(\Omega\).

The proof of the lemma relies on the idea that if we truncate a function at the level \(\kappa\), then we reduce its energy \(E\).

**Proof.** We establish the first assertion. Given \(v \in W^{1,2}_0(\Omega)\) and \(\kappa \in \mathbb{R}\), let \(v_\kappa : \Omega \rightarrow \mathbb{R}\) be the function defined by
\[
v_\kappa = \min \{v, \kappa\}.
\]
Note that
\[
\nabla v_\kappa = \begin{cases} 
\nabla v & \text{in } \{v \leq \kappa\}, \\
0 & \text{in } \{v > \kappa\},
\end{cases}
\]
and if \(\kappa \geq 0\), then
\[
v_\kappa \in W^{1,2}_0(\Omega).
\]
CLAIM. If the set \( \{ v > \kappa \} \) is not negligible with respect to the Lebesgue measure and if for every \( t \geq \kappa \),
\[
g(t) \geq \| \mu \|_{L^\infty(\Omega)},
\]
then
\[
E(v_\kappa) < E(v).
\]

Assuming the claim, we may conclude the proof of assertion (i). Indeed, if \( u \in W^{1,2}_0(\Omega) \) is a minimizer of \( E \), then \( E(u_\kappa) \geq E(u) \). By the claim, the set \( \{ u > \kappa \} \) is negligible, which means that \( u \leq \kappa \) almost everywhere in \( \Omega \).

PROOF OF THE CLAIM. Since the set \( \{ v > \kappa \} \) is not negligible, we have
\[
\int_{\Omega} |\nabla v_\kappa|^2 < \int_{\Omega} |\nabla v|^2.
\]

Moreover,
\[
\int_{\Omega} G(v_\kappa) = \int_{\Omega} G(v) - \int_{\{v > \kappa\}} [G(v) - G(v_\kappa)]
= \int_{\Omega} G(v) - \int_{\{v > \kappa\}} [G(v) - G(\kappa)].
\]

For every \( s > \kappa \),
\[
G(s) - G(\kappa) \geq (s - \kappa) \inf_{t \in (\kappa, s]} g(t) \geq (s - \kappa) \inf_{t \in (\kappa, +\infty)} g(t).
\]
Thus,
\[
\int_{\Omega} G(v_\kappa) \leq \int_{\Omega} G(v) - \inf_{t \in (\kappa, +\infty)} g(t) \int_{\{v > \kappa\}} (v - \kappa).
\]

We also have
\[
\int_{\Omega} v_\kappa \mu = \int_{\Omega} v \mu - \int_{\{v > \kappa\}} (v - \kappa) \mu.
\]
Thus,
\[
E(v_\kappa) < E(v) - \int_{\{v > \kappa\}} \left( \inf_{t \in (\kappa, +\infty)} g(t) - \mu \right) (v - \kappa).
\]

Since for every \( t \geq \kappa \), \( g(t) \geq \| \mu \|_{L^\infty(\Omega)} \), we have
\[
\inf_{t \in (\kappa, +\infty)} g(t) - \mu \geq 0.
\]

This implies that \( E(v_\kappa) < E(v) \). \( \square \)

The proof of assertion (i) is complete. The proof of the other assertion is similar. \( \square \)
Proof of Proposition 2.3. If for every \( t \in \mathbb{R}, |g(t)| < \|\mu\|_{L^\infty(\Omega)} \), then \( g \) is bounded and every minimizer of \( E \) over \( W^{1,2}_0(\Omega) \) satisfies the Euler-Lagrange equation and the conclusion follows.

We now assume that for every \( t \leq 0 \),
\[
g(t) > -\|\mu\|_{L^\infty(\Omega)}
\]
and that there exists \( \kappa > 0 \) such that
\[
g(\kappa) = \|\mu\|_{L^\infty(\Omega)}.
\]
Let \( g_\kappa : \mathbb{R} \to \mathbb{R} \) be the function defined for \( t \in \mathbb{R} \) by
\[
g_\kappa(t) = \begin{cases} g(t) & \text{if } t \leq \kappa, \\ g(\kappa) & \text{if } t > \kappa. \end{cases}
\]
In particular, \( g_\kappa \) is bounded. Denote by \( E_\kappa \) the functional associated to this nonlinearity:
\[
E_\kappa(u) = \frac{1}{2} \int_\Omega |\nabla u|^2 + \int_\Omega G_\kappa(u) - \int_\Omega u\mu.
\]
The minimization problem over \( W^{1,2}_0(\Omega) \) associated to \( E_\kappa \) has a solution \( u \in W^{1,2}_0(\Omega) \) and since \( g_\kappa \) is bounded this function satisfies for every \( v \in W^{1,2}_0(\Omega) \),
\[
\int_\Omega \nabla u \cdot \nabla v + \int_\Omega g_\kappa(u)v = \int_\Omega v\mu.
\]
By the previous lemma, \( u \leq \kappa \) in \( \Omega \). Thus, \( g_\kappa(u) = g(u) \) in \( \Omega \) and this implies that \( u \) is a solution of the Euler-Lagrange equation associated to the functional \( E \).

The two remaining cases concerning the nonlinearity \( g \), namely when \( g \) bounded from above by \( \|\mu\|_{L^\infty(\Omega)} \) but not bounded from below by \( -\|\mu\|_{L^\infty(\Omega)} \) and when \( g \) is not bounded from above by \( \|\mu\|_{L^\infty(\Omega)} \) nor bounded from below by \( -\|\mu\|_{L^\infty(\Omega)} \) can be proved in a similar way. \( \square \)

An alternative approach to establish existence of solutions of the nonlinear Dirichlet problem when \( \mu \in L^\infty(\Omega) \) is to apply the method of sub and supersolutions (proposition 6.7). Take for instance a nonpositive function \( \underline{v} \in C^\infty(\overline{\Omega}) \) such that
\[
-\Delta \underline{v} \leq \mu
\]
and a nonnegative function \( \overline{v} \in C^\infty(\Omega) \) such that
\[
-\Delta \overline{v} \geq \mu.
\]
If \( g \) satisfies the sign condition, then \( \underline{v} \) is a subsolution and \( \overline{v} \) is a supersolution of the nonlinear Dirichlet problem. The method of sub and supersolutions implies the existence of a weak solution \( u \) such that
\[
\underline{v} \leq u \leq \overline{v}.
\]
In particular, \( u \in W^{1,1}_0(\overline{\Omega}) \cap L^\infty(\Omega) \) and, by the interpolation inequality (lemma 4.7), this solution belongs to \( W^{1,2}_0(\Omega) \).
The minimization strategy still holds when \( \mu \) belongs to \( L^{\frac{2N}{N+2}}(\Omega) \) — and more generally when \( \mu \) belongs to the dual space \((W^{1,2}_0(\Omega))'\) — but one cannot hope to go beyond the exponent \( \frac{2N}{N+2} \) since the functional \( E \) need not be bounded from below. In this sense, the variational approach to obtain solutions the nonlinear Dirichlet problem
\[
\begin{aligned}
-\Delta u + g(u) &= \mu & \text{in } \Omega, \\
\quad u &= 0 & \text{in } \partial \Omega,
\end{aligned}
\]
when \( \mu \) is a measure or even an \( L^1 \) function seems hopeless.

A different strategy consists in searching for solutions using an approximation procedure. For instance, when \( \mu \in L^1(\Omega) \) we may consider a sequence of functions \( (\mu_n)_{n \in \mathbb{N}} \) in \( L^\infty(\Omega) \) converging to \( \mu \) in \( L^1(\Omega) \) — e.g. a sequence of truncates of \( \mu \) — and then investigate what happens to the solutions \( u_n \) of the approximated problems. We will implement this strategy in the next chapter.
CHAPTER 3

$L^1$ data versus measure data

We investigate a major difference between Dirichlet problems with $L^1$ data and measure data.

The existence and regularity theory for the linear Dirichlet problem

$$\begin{cases} -\Delta u = \mu & \text{in } \Omega, \\ u = 0 & \text{on } \partial \Omega, \end{cases}$$

has no difference whether $\mu$ is an $L^1$ function or a finite measure in the sense that solutions always exist in both cases, the estimates satisfied by the solutions in one case or in the other are the same, and there is no gain in regularity if we know that $\mu$ is an $L^1$ function rather than a finite measure.

Concerning the nonlinear Dirichlet problem

$$\begin{cases} -\Delta u + g(u) = \mu & \text{in } \Omega, \\ u = 0 & \text{on } \partial \Omega, \end{cases}$$

the situation is radically different. When $g : \mathbb{R} \to \mathbb{R}$ satisfies the sign condition, solutions of the nonlinear Dirichlet problem always exist if $\mu$ is an $L^1$ function [30, 54]. This is no longer true for measures: Bénilan and Brezis [9] discovered that the nonlinear Dirichlet problem need not have a solution if $\mu$ is a Dirac mass and $g$ has polynomial growth.

1. Linear case

Given an $L^1$ function or more generally a finite Borel measure $\mu$ in $\Omega$, we consider the linear Dirichlet problem

$$\begin{cases} -\Delta u = \mu & \text{in } \Omega, \\ u = 0 & \text{on } \partial \Omega. \end{cases}$$

We adopt the notion of weak solution introduced by Littman, Stampacchia and Weinberger [72]:

**Definition 3.1.** Let $\mu \in \mathcal{M}(\Omega)$. A function $u : \Omega \to \mathbb{R}$ is a solution of the linear Dirichlet problem if

(i) $u \in L^1(\Omega)$,

(ii) for every $\zeta \in C^\infty_0(\Omega)$, meaning that $\zeta \in C^\infty(\Omega)$ and $\zeta = 0$ on $\partial \Omega$,

$$-\int_\Omega u \Delta \zeta + \int_\Omega g(u)\zeta = \int_\Omega \zeta \, d\mu.$$

We denote by $\mathcal{M}(\Omega)$ the vector space of finite Borel measures in $\Omega$. This space equipped with the norm

$$\|\mu\|_{\mathcal{M}(\Omega)} = |\mu|(\Omega)$$
is a Banach space.

The boundary data is encoded in this weak formulation since we are not simply using as test functions smooth functions with compact support, but we allow our test functions to have a nontrivial normal derivative on the boundary. An equivalent definition of solution is to require that

\[(i') \ u \in W^{1,1}_0(\Omega),\]
\[\text{for every } \varphi \in C_c^\infty(\Omega), \text{ meaning that } \varphi \in C^\infty(\overline{\Omega}) \text{ and } \varphi \text{ has compact support in } \Omega, \]
\[\int_\Omega \nabla u \cdot \nabla \varphi = \int_\Omega \varphi \, d\mu.\]

The equivalence of both definitions will be discussed later (see corollary 4.5).

This second, equivalent, definition of solution of the linear Dirichlet problem has the advantage of making more transparent the meaning of the boundary condition in the weak formulation since its is encoded in the sense of traces in $W^{1,1}_0(\Omega)$. A disadvantage is that one has to make sure each time that $\nabla u \in L^1(\Omega)$ and that $u \in W^{1,1}_0(\Omega)$. We believe it is better to stick to the first one, since it is easier to use, although the second one might be more appealing to those which are used to variational methods.

**Proposition 3.2.** For every $\mu \in \mathcal{M}(\Omega)$, the linear Dirichlet problem with datum $\mu$ has a unique solution $u$ and

$$
\|u\|_{L^1(\Omega)} \leq C\|\mu\|_{\mathcal{M}(\Omega)},
$$

for some constant $C > 0$ depending on $N$ and $\Omega$.

This proposition makes no distinction between measure data and $L^1$ data since every $f \in L^1(\Omega)$ can be identified with the finite measure $\mu$ defined for every Borel set $A \subset \Omega$ by

$$
\mu(A) = \int_A f.
$$

In this case,

$$
\|\mu\|_{\mathcal{M}(\Omega)} = \int_\Omega |f| = \|f\|_{L^1(\Omega)}
$$

and for every bounded Borel measurable function $\psi : \Omega \to \mathbb{R}$,

$$
\int_\Omega \psi \, d\mu = \int_\Omega \psi f.
$$

This last equality may be established by approximating $\psi$ by a sequence of simple functions.

The proof of the proposition relies on the following estimate:

**Lemma 3.3.** Given $\mu \in L^2(\Omega)$, let $u \in W^{1,2}_0(\Omega)$ be the solution of the linear Dirichlet problem with datum $\mu$. Then,

$$
\|u\|_{L^1(\Omega)} \leq C\|\mu\|_{L^1(\Omega)},
$$

for some constant $C > 0$ depending on $N$ and $\Omega.$
PROOF. On the one hand, for every $v \in W^{1,2}_0(\Omega)$ such that $\Delta v \in L^2(\Omega)$,

$$- \int_{\Omega} u \Delta v = \int_{\Omega} \nabla u \cdot \nabla v = \int_{\Omega} v \mu.$$  

Thus,

$$\left| \int_{\Omega} u \Delta v \right| \leq \|v\|_{L^\infty(\Omega)} \|\mu\|_{L^1(\Omega)}.$$  

On the other hand, for every $h \in L^\infty(\Omega)$, if $v \in W^{1,2}_0(\Omega)$ is the solution of the linear Dirichlet problem

$$\begin{cases}
-\Delta v = h & \text{in } \Omega, \\
v = 0 & \text{on } \partial \Omega,
\end{cases}$$

then by the maximum principle,

$$\|v\|_{L^\infty(\Omega)} \leq C \|h\|_{L^\infty(\Omega)}.$$  

Applying the previous estimate with this function $v$, we have for every $h \in L^\infty(\Omega)$,

$$\left| \int_{\Omega} uh \right| \leq C \|h\|_{L^\infty(\Omega)} \|\mu\|_{L^1(\Omega)}.$$  

Using this estimate with $h = \text{sgn } u$, the conclusion follows. \qed

The previous lemma is based on a disguised duality argument: starting from the estimate

$$\|u\|_{L^\infty(\Omega)} \leq C \|\Delta u\|_{L^\infty(\Omega)},$$

which follows from the maximum principle, we deduce that

$$\|v\|_{L^1(\Omega)} \leq C \|\Delta v\|_{L^1(\Omega)},$$

with the same constant $C$.

We give a separate proof of proposition 3.2 when $\mu \in L^1(\Omega)$. The existence of solutions for finite measures is more subtle and requires an additional compactness argument.

PROOF OF PROPOSITION 3.2 WHEN $\mu \in L^1(\Omega)$. Given a sequence of functions $(\mu_n)_{n \in \mathbb{N}}$ in $L^\infty(\Omega)$, for each $n \in \mathbb{N}$ let $u_n \in W^{1,2}_0(\Omega)$ be the solution of the linear Dirichlet problem with datum $\mu_n$. By linearity of the Laplacian, for every $m, n \in \mathbb{N}$ the function $u_m - u_n$ satisfies the linear Dirichlet problem with datum $\mu_m - \mu_n$. Thus, by the previous lemma,

$$\|u_m - u_n\|_{L^1(\Omega)} \leq C \|\mu_m - \mu_n\|_{L^1(\Omega)}.$$  

Choosing the sequence $(\mu_n)_{n \in \mathbb{N}}$ so that it converge to $\mu$ in $L^1(\Omega)$, then $(\mu_n)_{n \in \mathbb{N}}$ is a Cauchy sequence in $L^1(\Omega)$. By the estimate above, $(u_n)_{n \in \mathbb{N}}$ is also a Cauchy sequence in $L^1(\Omega)$, whence it converges in $L^1(\Omega)$ to a function $u$. Since for every $n \in \mathbb{N}$ and for every $\zeta \in C_c^\infty(\Omega)$,

$$- \int_{\Omega} u_n \Delta \zeta = \int_{\Omega} \zeta \mu_n,$$
we deduce that
\[- \int_{\Omega} u \Delta \zeta = \int_{\Omega} \zeta \mu.\]

Therefore, \(u\) is a solution of the Dirichlet problem.

Since for every \(n \in \mathbb{N}\),
\[\|u_n\|_{L^1(\Omega)} \leq C \|\mu_n\|_{L^1(\Omega)},\]
we also have
\[\|u\|_{L^1(\Omega)} \leq C \|\mu\|_{L^1(\Omega)} = C \|\mu\|_{M(\Omega)} .\]

Uniqueness of the solution follows from this estimate and from the linearity of the Laplacian. The proof of the proposition is complete. \(\square\)

The above proof relies on the fact that \(\mu\) was an \(L^1\) function. The difficulty in adapting the proof to measures arises when trying to strongly approximate a finite measure \(\mu\) by a sequence of functions \((\mu_n)_{n \in \mathbb{N}}\) in the strong sense in \(M(\Omega)\),

\[\lim_{n \to \infty} \|\mu_n - \mu\|_{M(\Omega)} = \lim_{n \to \infty} \int_{\Omega} |\mu_n - \mu| = 0.\]

Indeed, if such approximation is possible, then by the triangle inequality \((\mu_n)_{n \in \mathbb{N}}\) is a Cauchy sequence in \(L^1(\Omega)\), in which case \(\mu\) coincides with an \(L^1\) function.

The problem here is that we are asking too much from the sequence \((\mu_n)_{n \in \mathbb{N}}\). Indeed, for every \(n \in \mathbb{N}\) and for every \(\zeta \in C^\infty_0(\Omega)\),
\[- \int_{\Omega} u_n \Delta \zeta = \int_{\Omega} \zeta \mu_n.\]
Thus, we only need convergence to \(\mu\) in the following sense: for every \(\psi \in C^\infty_0(\overline{\Omega})\), meaning that \(\psi : \overline{\Omega} \to \mathbb{R}\) is continuous and \(\psi = 0\) on \(\partial \Omega\),
\[\lim_{n \to \infty} \int_{\Omega} \psi \mu_n = \int_{\Omega} \psi \ d\mu.\]
We say in this case that the sequence \((\mu_n)_{n \in \mathbb{N}}\) converges weakly to \(\mu\) in the sense of measures.

Every finite measure can be approximated by smooth functions in this sense:

**Lemma 3.4.** For every \(\mu \in M(\Omega)\), there exists a sequence \((\mu_n)_{n \in \mathbb{N}}\) in \(C^\infty(\overline{\Omega})\) converging weakly to \(\mu\) in the sense of measures and such that
\[\lim_{n \to \infty} \|\mu_n\|_{L^1(\Omega)} = \|\mu\|_{M(\Omega)}.\]

**Proof.** Given a sequence of smooth mollifiers \((\rho_n)_{n \in \mathbb{N}}\), for every \(n \in \mathbb{N}\) let \(\mu_n : \overline{\Omega} \to \mathbb{R}\) be the function defined for \(x \in \overline{\Omega}\) by
\[\mu_n(x) = \int_{\Omega} \rho_n(x - y) \ d\mu(y).\]
This is the convolution of \(\rho_n\) with \(\mu\); in particular, \(\mu_n \in C^\infty(\overline{\Omega}).\)
If $\rho_n$ is an even function, then by Fubini’s theorem we have for every $\psi \in C_0(\Omega)$,
\[ \int_{\Omega} \psi \mu_n = \int_{\Omega} \left( \int_{\Omega} \rho_n(x - y) \psi(x) \, dx \right) \, d\mu(y) = \int_{\Omega} \rho_n \ast \psi \, d\mu. \]
Since the sequence $(\rho_n \ast \psi)_{n \in \mathbb{N}}$ converges uniformly to $\psi$ in $\Omega$, we deduce the weak convergence of $(\mu_n)_{n \in \mathbb{N}}$ to $\mu$ in the sense of measures.

In particular, by the lower semicontinuity of the norm under weak convergence,
\[ \|\mu\|_{M(\Omega)} \leq \liminf_{n \to \infty} \|\mu_n\|_{L^1(\Omega)}. \]
Since for every $n \in \mathbb{N}$,
\[ \|\mu_n\|_{L^1(\Omega)} \leq \|\mu\|_{M(\Omega)}, \]
the conclusion follows. $\square$

**Proof of Proposition 3.2.** Given a sequence $(\mu_n)_{n \in \mathbb{N}}$ of functions in $C^\infty(\Omega)$, for each $n \in \mathbb{N}$ let $u_n \in C_0^\infty(\Omega)$ be the solution of the Dirichlet problem with datum $\mu_n$.

If the sequence $(\mu_n)_{n \in \mathbb{N}}$ is bounded in $L^1(\Omega)$, then by the estimate given by corollary 4.3 below, the sequence $(u_n)_{n \in \mathbb{N}}$ is bounded in the Sobolev space $W^{1,q}(\Omega)$ for every $1 \leq q < \frac{N}{N-1}$. By the Rellich-Kondrachov compactness theorem, we may extract a subsequence $(u_{n_k})_{k \in \mathbb{N}}$ which converges in $L^1(\Omega)$ to some function $u$.

We choose the sequence $(\mu_n)_{n \in \mathbb{N}}$ converging weakly to $\mu$ in the sense of measures in $\Omega$. Then, for every $\zeta \in C_0^\infty(\Omega)$,
\[ -\int_{\Omega} u \Delta \zeta = \int_{\Omega} \zeta \mu, \]
whence $u$ is a solution of the linear Dirichlet problem with datum $\mu$.

For every $n \in \mathbb{N}$,
\[ \|u_n\|_{L^1(\Omega)} \leq C \|\mu_n\|_{L^1(\Omega)}. \]
By the previous lemma we may choose the sequence $(\mu_n)_{n \in \mathbb{N}}$ such that
\[ \lim_{n \to \infty} \|\mu_n\|_{L^1(\Omega)} = \|\mu\|_{M(\Omega)}. \]
Thus, $u$ satisfies the estimate in the statement. Uniqueness of the solution follows from this estimate and from the linearity of the Laplacian. The proof of the proposition is complete. $\square$

There is an alternative proof of existence of solutions based on an estimate given by Green’s function. Indeed, if $\mu \in C^\infty(\Omega)$, then the solution $u$ of the linear Dirichlet problem has the integral representation
\[ u(x) = \int_{\Omega} G(x, y) \mu(y) \, dy, \]
where for every $x \in \Omega$, $G(x, \cdot)$ is the solution of the linear Dirichlet problem
\[ \begin{cases} 
-\Delta G(x, \cdot) = \delta_x & \text{in } \Omega, \\
G(x, \cdot) = 0 & \text{on } \partial\Omega.
\end{cases} \]
For $N \geq 3$, we have for every $x, y \in \Omega$ such that $x \neq y$

$$|G(x, y)| \leq \frac{C_1}{|x - y|^{N-2}}.$$ 

Thus,

$$|u(x)| \leq C_1 \int_{\Omega} \frac{\mu(y)}{|x - y|^{N-2}} \, dy.$$ 

It then follows from the Young inequality [18, theorem 4.15] that for every $1 \leq p < \frac{N}{N-2}$,

$$\|u\|_{L^p(\Omega)} \leq C_2 \|\mu\|_{L^1(\Omega)}.$$ 

Thus, the sequence of solutions $(u_n)_{n \in \mathbb{N}}$ in the proof of the proposition is bounded in $L^p(\Omega)$ for every $1 \leq p < \frac{N}{N-2}$. In particular, we may extract a subsequence which converges weakly in $L^1(\Omega)$ and the conclusion follows.

We can also give a direct proof of uniqueness without relying on the estimate in the proposition as follows. If $u, v \in L^1(\Omega)$ satisfy the Dirichlet problem with same datum $\mu$, then for every $\zeta \in C^\infty_0(\Omega)$,

$$\int_{\Omega} (u - v) \Delta \zeta = 0.$$ 

Thus, for every $f \in C^\infty(\overline{\Omega})$,

$$\int_{\Omega} (u - v)f = 0.$$ 

Take a sequence $(f_n)_{n \in \mathbb{N}}$ in $C^\infty(\overline{\Omega})$ such that $(f_n)_{n \in \mathbb{N}}$ is uniformly bounded and converges to $\text{sgn}(u - v)$ almost everywhere in $\Omega$. Applying the previous identity with $f = f_n$, it follows from the dominated convergence theorem that

$$\int_{\Omega} |u - v| = 0.$$ 

Thus, $u = v$ in $\Omega$.

In the proof of proposition 3.2, the solution $u$ of the linear Dirichlet problem is obtained as the limit of a bounded sequence in the Sobolev space $W^{1,q}_0(\Omega)$. Thus, $u$ itself belongs to $W^{1,q}_0(\Omega)$ for every $1 \leq q \leq \frac{N}{N-1}$. In particular, $u$ vanishes on $\partial\Omega$ in the sense of traces.

It is possible to recover the Dirichlet boundary condition without explicitly making reference to Sobolev spaces. The proof of the next proposition relies on the weak formulation of the solution:

**Proposition 3.5.** For every $\mu \in \mathcal{M}(\Omega)$, if $u$ is the solution of the linear Dirichlet problem with datum $\mu$, then for every $\epsilon > 0$,

$$\int_{\{x \in \Omega : d(x, \partial\Omega) < \epsilon\}} |u| \leq C \epsilon^2 \|\mu\|_{\mathcal{M}(\Omega)}.$$
for some constant $C > 0$ depending on $\Omega$. In particular,
\[
\lim_{\epsilon \to 0} \frac{1}{\epsilon} \int_{\{x \in \Omega : d(x, \partial \Omega) < \epsilon\}} |u| = 0.
\]

**Proof.** We first assume that $\mu$ is a nonnegative measure. In this case, by the weak maximum principle (proposition 5.1), $u$ is nonnegative.

Let $\Phi : [0, +\infty) \to \mathbb{R}$ be a smooth bounded function. Given $\epsilon > 0$ and given $\zeta \in C_0^\infty(\Omega)$, let $\zeta_\epsilon : \Omega \to \mathbb{R}$ be defined by
\[
\zeta_\epsilon = \epsilon \Phi \left( \frac{\zeta}{\epsilon} \right).
\]

On the one hand,
\[
\Delta \zeta_\epsilon = \Phi' \left( \frac{\zeta}{\epsilon} \right) \zeta + \frac{1}{\epsilon} \Phi'' \left( \frac{\zeta}{\epsilon} \right) |\nabla \zeta|^2.
\]
Thus, if $\Phi$ is nondecreasing and $\zeta$ is superharmonic in $\Omega$,
\[
\Delta \zeta_\epsilon \leq \frac{1}{\epsilon} \Phi'' \left( \frac{\zeta}{\epsilon} \right) |\nabla \zeta|^2.
\]

On the other hand, if $\Phi(0) = 0$, then $\zeta_\epsilon \in C_0^\infty(\Omega)$. Thus, $\zeta_\epsilon$ is an admissible test function and
\[
- \int_{\Omega} u \Delta \zeta_\epsilon = \int_{\Omega} \zeta_\epsilon \, d\mu \leq C \frac{1}{\epsilon} \|\mu\|_{M(\Omega)}.
\]
We then have
\[
- \int_{\Omega} u \Phi'' \left( \frac{\zeta}{\epsilon} \right) |\nabla \zeta|^2 \leq C \frac{1}{\epsilon^2} \|\mu\|_{M(\Omega)}.
\]

If the function $\Phi$ is concave, then the integrand in the left-hand side is nonpositive. Assume in addition that $\Phi''(0) < 0$. Then, by continuity of $\Phi''$, there exists $c_1 > 0$ and $\delta > 0$ such that
\[
- \Phi'' \geq c_1 \text{ in } [0, \delta).
\]

If $\zeta$ is superharmonic and $\zeta \neq 0$, then by the classical strong maximum principle $\zeta > 0$ in $\Omega$, whence by the Hopf lemma, $|\nabla \zeta| > 0$. Thus, there exists $\tau > 0$ and $c_2 > 0$ such that
\[
|\nabla \zeta| \geq c_2 \text{ in } \{x \in \Omega : d(x, \partial \Omega) \leq \tau\}.
\]

We deduce that
\[
- \Phi'' \left( \frac{\zeta}{\epsilon} \right) |\nabla \zeta|^2 \geq c_3 \text{ in } \{x \in \Omega : \zeta(x) \leq \epsilon \delta \text{ and } d(x, \partial \Omega) \leq \tau\}.
\]

Since $\zeta$ vanishes on $\partial \Omega$, by the mean value inequality we have for every $x \in \Omega$,
\[
\zeta(x) \leq \|D\zeta\|_{L^\infty(\Omega)} d(x, \partial \Omega).
\]
Choosing a positive superharmonic function $\zeta \in C_0^\infty(\Omega)$ such that
\[
\|D\zeta\|_{L^\infty(\Omega)} \leq \delta,
\]
it follows that for every $0 < \epsilon \leq \tau$, if $x \in \Omega$ is such that $d(x, \partial \Omega) < \epsilon$, then
\[
\zeta(x) \leq \epsilon \delta \quad \text{and} \quad d(x, \partial \Omega) \leq \tau.
\]
Therefore,
\[
\int_{\{x \in \Omega : d(x, \partial \Omega) < \epsilon\}} c_3 u \leq C_1 \epsilon^2 \|\mu\|_{M(\Omega)}.
\]
Thus, the estimate holds for every \(0 < \epsilon \leq \tau\). For \(\epsilon > \tau\), the conclusion follows from the estimate
\[
\|u\|_{L^1(\Omega)} \leq C \|\mu\|_{M(\Omega)}.
\]
This concludes the proof when \(u\) is nonnegative.

If the function \(u\) is not nonnegative, then we may proceed as follows. Take any nonnegative measure \(\nu \in M(\Omega)\) such that
\[
-\nu \leq \mu \leq \nu.
\]
By the weak maximum principle (proposition 5.1), the solution \(v\) of the linear Dirichlet problem with datum \(\nu\) is nonnegative and satisfies
\[
-\nu \leq u \leq v.
\]
Thus, for every \(\epsilon > 0\),
\[
\int_{\{x \in \Omega : d(x, \partial \Omega) < \epsilon\}} |u| \leq \int_{\{x \in \Omega : d(x, \partial \Omega) < \epsilon\}} v \leq C \epsilon^2 \|\nu\|_{M(\Omega)}.
\]
Choosing for instance \(\nu = |\mu|\), the conclusion follows. \(\square\)

The previous proposition actually gives a better information near the boundary than saying that the solution belongs to \(W^{1,q}_0(\Omega)\) for \(1 \leq q < \frac{N}{N-1}\). In fact, a function in this Sobolev space satisfy the limit in the statement but the integral need not be controlled by a term of the order of \(\epsilon^2\).

More generally, one may consider linear Dirichlet problems of the type
\[
\begin{aligned}
-\Delta u &= \mu & \text{in } \Omega, \\
u &= 0 & \text{on } \partial \Omega,
\end{aligned}
\]
where \(\nu\) is an \(L^1\) function or a finite measure on \(\partial \Omega\). This problem and its nonlinear version were studied by Brezis in 1972 in an unpublished work when \(\nu \in L^1(\partial \Omega)\) [57, lemma 4.1; 106, lemma 2.5]. The existence of solutions of the linear Dirichlet problem with boundary measure data follows from an estimate of the solutions in \(L^p(\Omega)\) for \(1 \leq p < \frac{N}{N-1}\) using the Poisson kernel [75, lemma 1.4]. The boundary trace in this case is attained in the weak sense [106, theorem 2.13].

2. Nonlinear case

The nonlinear Dirichlet problem
\[
\begin{aligned}
-\Delta u + g(u) &= \mu & \text{in } \Omega, \\
u &= 0 & \text{on } \partial \Omega,
\end{aligned}
\]
may behave differently according to whether \(\mu\) is an \(L^1\) function or a finite measure. The meaning of solution is an adaptation of the linear case:
2. NONLINEAR CASE

DEFINITION 3.6. Let $g : \mathbb{R} \to \mathbb{R}$ be a continuous function and let $\mu \in \mathcal{M}(\Omega)$. A function $u : \Omega \to \mathbb{R}$ is a solution of the nonlinear Dirichlet problem if

(i) $u \in L^1(\Omega)$,

(ii) $g(u) \in L^1(\Omega)$,

(iii) for every $\zeta \in C_0^\infty(\overline{\Omega})$,

$$-\int \nabla u \nabla \zeta + \int g(u) \zeta = \int \zeta \, d\mu.$$

To give a flavor of what happens in this case, let us momentarily consider the case where the nonlinearity $g$ is nondecreasing.

PROPOSITION 3.7. Let $g : \mathbb{R} \to \mathbb{R}$ be a nondecreasing continuous function. For every $\mu \in L^1(\Omega)$, the nonlinear Dirichlet problem with nonlinearity $g$ and datum $\mu$ has a solution.

We explain the original argument of Brezis and Strauss [30, theorem 1] who initiated the study of solutions of nonlinear problems with $L^1$ data at a time when mostly variational solutions were considered.

PROOF. For every $m, n \in \mathbb{N}$, we subtract the equation satisfied by $u_m$ by the equation satisfied by $u_n$ and we get

$$-\Delta(u_m - u_n) + g(u_m) - g(u_n) = \mu_m - \mu_n.$$ Using $\text{sgn}(u_m - u_n)$ as a test function — or to be more precise a regularized version of the sign function — we deduce that

$$\int \nabla g(u_m) \nabla \text{sgn}(u_m - u_n) \leq \int (\mu_m - \mu_n) \text{sgn}(u_m - u_n),$$

since we formally have

$$-\int \nabla(u_m - u_n) \text{sgn}(u_m - u_n) \geq 0.$$ This is a consequence of the fact that the sign function is nondecreasing [23, proposition 4.B.2] (see also lemma 7.2 and corollary 9.3 below). Using the monotonicity of $g$, we conclude that

$$\|g(u_m) - g(u_n)\|_{L^1(\Omega)} \leq \|\mu_m - \mu_n\|_{L^1(\Omega)}.$$ Since $(\mu_n)_{n \in \mathbb{N}}$ is a Cauchy sequence in $L^1(\Omega)$, this implies that $(g(u_n))_{n \in \mathbb{N}}$ is also a Cauchy sequence in $L^1(\Omega)$. Thus, $(g(u_n))_{n \in \mathbb{N}}$ converges in $L^1(\Omega)$.

Convergence in $L^1(\Omega)$ of the sequence $(u_n)_{n \in \mathbb{N}}$ is now a consequence of the linear estimates above. Indeed, for every $m, n \in \mathbb{N}$,

$$\|u_m - u_n\|_{L^1(\Omega)} \leq C\|\mu_m - \mu_n\|_{L^1(\Omega)} + C\|g(u_m) - g(u_n)\|_{L^1(\Omega)} \leq C\|\mu_m - \mu_n\|_{L^1(\Omega)} + C\|\mu_m - \mu_n\|_{L^1(\Omega)}.$$ Thus,

$$\|u_m - u_n\|_{L^1(\Omega)} \leq 2C\|\mu_m - \mu_n\|_{L^1(\Omega)}.$$ This estimate implies that the sequence $(u_n)_{n \in \mathbb{N}}$ is also a Cauchy sequence in $L^1(\Omega)$. Thus, $(u_n)_{n \in \mathbb{N}}$ converges in $L^1(\Omega)$ to some function $u$, whence
\((g(u_n))_{n \in \mathbb{N}}\) converges in \(L^1(\Omega)\) to \(g(u)\). Therefore, \(u\) solves the nonlinear Dirichlet problem with datum \(\mu \in L^1(\Omega)\). \(\square\)

The existence of solutions of the Dirichlet problem for every \(\mu \in L^1(\Omega)\) when the nonlinearity \(g\) is nondecreasing relies on a contraction phenomenon. There is an alternative argument due to Gallouët and Morel \([54]\) for nonlinearities \(g\) satisfying only the sign condition. Their strategy consists in showing that the sequence \((g(u_n))_{n \in \mathbb{N}}\) is equi-integrable and this relies on the following estimate valid for every \(\kappa \geq 0\),

\[
\int_{\{|u_n| > \kappa\}} |g(u_n)| \leq \int_{\{|u_n| > \kappa\}} |\mu_n|.
\]

One might hope to use the same kind of argument to solve the nonlinear Dirichlet problem for an arbitrary finite measure \(\mu\). This is not possible. Indeed, the approximation of a measure by functions can be done in the weak sense of measures but not strongly and already in the study of the linear Dirichlet problem we relied on a compactness argument to obtain the existence of solutions. Moreover, there are measures \(\mu\) for which the nonlinear Dirichlet problem does not have a solution.

The first example of such surprising phenomenon was discovered by Bénilan and Brezis \([9,\text{ remark A.4;} 16, \text{ théorème 1}]\) and shows a major difference between the nonlinear \(L^1\) theory and the nonlinear measure theory:

**Proposition 3.8.** Let \(a \in \Omega\). If \(p \geq \frac{N}{N-2}\), then the nonlinear Dirichlet problem

\[
\begin{cases}
-\Delta u + |u|^{p-1}u = \delta_a & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}
\]

has no solution.

**Proof.** We assume for simplicity that \(a = 0\) and \(\Omega\) is the unit ball \(B_1\) centered at 0. Assume by contradiction that this problem has a solution. Let \(\varphi \in C_c^\infty(\mathbb{R}^N)\) be such that supp \(\varphi \subset B_1\). Given \(n \in \mathbb{N}_*\), let \(\varphi_n : B_1 \to \mathbb{R}\) be the function defined for \(x \in B_1\) by

\(\varphi_n(x) = \varphi(nx)\).

Using \(\varphi_n\) as a test function for the equation, we have

\[
-\int_{B_1} u \Delta \varphi_n + \int_{B_1} |u|^{p-1}u \varphi_n = \int_{B_1} \varphi_n \delta_0 = \varphi(0).
\]

By the dominated convergence theorem,

\[
\lim_{n \to \infty} \int_{B_1} |u|^{p-1}u \varphi_n = 0.
\]

Moreover,

\[
\int_{B_1} u \Delta \varphi_n = \int_{B_{\frac{1}{n}}} u \Delta \varphi_n = n^2 \int_{B_1} u \varphi(nx) \, dx.
\]
By the Hölder inequality and by a change of variable, we deduce that

\[
\left| \int_{B_1} u \Delta \varphi_n \right| \leq n^2 \left( \int_{B_1} |u|^p \right)^\frac{1}{p} \left( \int_{B_1} |\Delta \varphi(nx)|^{p'} \, dx \right)^\frac{1}{p'}
\]

\[
= n^{2 - \frac{N}{p'}} \left( \int_{B_1} |u|^p \right)^\frac{1}{p} \left( \int_{B_1} |\Delta \varphi|^p \right)^\frac{1}{p'}
\]

Note that \(2 - \frac{N}{p'} \leq 0\) if and only if \(p \geq \frac{N}{N-2}\) and thus by the dominated convergence theorem,

\[
\lim_{n \to \infty} \int_{B_1} u \Delta \varphi_n = 0.
\]

We deduce that \(\varphi(0) = 0\). In order to get a contradiction, it suffices to take \(\varphi\) such that \(\varphi(0) \neq 0\). \(\square\)
Chapter 4

Linear regularity theory

We prove Stampacchia’s regularity theory [101] for the linear Dirichlet problem
\[
\begin{align*}
-\Delta u &= \mu \quad \text{in } \Omega, \\
 u &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]
which asserts that if \( \mu \) is an \( L^1 \) function or a finite measure, then the solution \( u \) belongs to the Sobolev space \( W^{1,q}_0(\Omega) \) for every \( 1 \leq q < \frac{N}{N-1} \).
When \( \mu \) is an \( L^1 \) function, the solution \( u \) need not belong to \( W^{2,1}(\Omega) \), which would have been the natural counterpart of the Calderón-Zygmund regularity theory.

1. Main estimates

The main result of this section concerning the linear Dirichlet problem is due to Stampacchia [101, théorème 9.1]:

**Proposition 4.1.** Let \( \mu \in M(\Omega) \). If \( u \) is the solution of the linear Dirichlet problem with datum \( \mu \), then for every \( 1 \leq q < \frac{N}{N-1} \), \( u \in W^{1,q}_0(\Omega) \) and the following estimate holds
\[
\|Du\|_{L^q(\Omega)} \leq C\|\mu\|_{M(\Omega)},
\]
for some constant \( C > 0 \) depending on \( q \), \( N \) and \( \Omega \).

In particular, by the Sobolev imbedding we have for every \( 1 \leq p < \frac{N}{N-2} \), \( u \in L^p(\Omega) \) and
\[
\|u\|_{L^p(\Omega)} \leq C'\|\mu\|_{M(\Omega)}.
\]

The estimate of proposition 4.1 will be obtained using a duality argument which relies on the following estimate due to Stampacchia [100, proposizione 5.1]:

**Lemma 4.2.** Let \( F \in C^\infty(\overline{\Omega}; \mathbb{R}^N) \). If \( v \in C^\infty_0(\overline{\Omega}) \) is the solution of the linear Dirichlet problem
\[
\begin{align*}
-\Delta v &= \text{div } F \quad \text{in } \Omega, \\
v &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]
then for every \( p > N \),
\[
\|v\|_{L^\infty(\Omega)} \leq C\|F\|_{L^p(\Omega)},
\]
for some constant \( C > 0 \) depending on \( p \), \( N \) and \( \Omega \).

For the convenience of the reader, we follow the strategy of the proof from [60, lemma 7.3].
4. LINEAR REGULARITY THEORY

PROOF. We shall assume that $N \geq 3$. The case of dimension $N = 2$ requires a small modification concerning the Sobolev inequality.

Given $\kappa > 0$, let $S_\kappa : \mathbb{R} \to \mathbb{R}$ be the function defined for $t \in \mathbb{R}$ by

$$S_\kappa(t) = \begin{cases} 
    t + \kappa & \text{if } t < -\kappa, \\
    0 & \text{if } -\kappa \leq t \leq \kappa, \\
    t - \kappa & \text{if } t > \kappa,
\end{cases}$$

Take $S_\kappa(v)$ as a test function of the Dirichlet problem. On the one hand, by the Hölder inequality, we have for every $2 \leq p < +\infty$,

$$\|DS_\kappa(v)\|_{L^2(\Omega)} \leq \|F\|_{L^2(|v| > \kappa)} \leq \|F\|_{L^p(\Omega)} \|\{|v| > \kappa\}\|^{\frac{1}{2} - \frac{1}{p}}.$$  

On the other hand, by the Hölder inequality and by the Sobolev inequality,

$$\|S_\kappa(v)\|_{L^1(\Omega)} \leq \|S_\kappa(v)\|_{L^\frac{2N}{N-2}(\Omega)} \|\{|v| > \kappa\}\|^{\frac{1}{2} + \frac{1}{N}} \leq C_1 \|DS_\kappa(v)\|_{L^2} \|\{|v| > \kappa\}\|^{\frac{1}{2} + \frac{1}{N}}.$$

Combining both estimates, we deduce that for every $\kappa > 0$,

$$\|S_\kappa(v)\|_{L^1(\Omega)} \leq C_1 \|F\|_{L^p(\Omega)} \|\{|v| > \kappa\}\|^{\alpha},$$

where $\alpha = 1 + \frac{1}{N} - \frac{1}{p}$.

CLAIM. If $\alpha > 1$, then

$$\|v\|_{L^\infty(\Omega)} \leq C_2 \|F\|_{L^p(\Omega)} \|v\|_{L^1(\Omega)}^{1 - \frac{1}{\alpha}}.$$

Assuming the claim, we can conclude the proof of the lemma. Note that if $p > N$, then $\alpha > 1$ and the claim applies. Since $\|v\|_{L^1(\Omega)} \leq |\Omega| \|v\|_{L^\infty(\Omega)}$, we deduce from the claim that

$$\|v\|_{L^\infty(\Omega)} \leq C_3 \|F\|_{L^p(\Omega)},$$

which is the estimate we wanted to establish.

It remains to prove the claim:

PROOF OF THE CLAIM. By Cavalieri’s principle [109, corollaire 6.34],

$$\|S_\kappa(v)\|_{L^1(\Omega)} = \int_0^{+\infty} \{|S_\kappa(v)| > s\} \, ds = \int_\kappa^{+\infty} \{|v| > t\} \, dt.$$  

Therefore,

$$\int_\kappa^{+\infty} \{|v| > t\} \, dt \leq C_3 \|F\|_{L^p(\Omega)} \|\{|v| > \kappa\}\|^{\alpha}.$$  

Let $H : [0, +\infty) \to \mathbb{R}$ be the function defined for $\kappa \geq 0$ by

$$H(\kappa) = \int_\kappa^{+\infty} \{|v| > t\} \, dt.$$  

Note that $H$ is nonincreasing and in view of the estimate we have for almost every $\kappa \geq 0$,

$$-H'(\kappa) = \{|v| > \kappa\} \geq \left(\frac{H(\kappa)}{C_3 \|F\|_{L^p(\Omega)}}\right)^{\frac{1}{\alpha}}.$$
Integrating this inequality, we conclude that if \( \alpha > 1 \), then there exists \( \kappa_0 \geq 0 \) such that
\[
\kappa_0 \leq C_4 \| F \|_{L^p(\Omega)}^{\frac{1}{p}} H(0)^{1 - \frac{1}{\alpha}}
\]
Since \( \| w \|_{L^\infty(\Omega)} \leq \kappa_0 \) and \( H(0) = \| v \|_{L^1(\Omega)} \), the claim follows. \( \square \)

The proof of the lemma is complete. \( \square \)

**Corollary 4.3.** Let \( f \in C^\infty(\Omega) \). If \( u \in C^\infty_0(\Omega) \) is the solution of the linear Dirichlet problem
\[
\begin{cases}
-\Delta u = f & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}
\]
then for every \( 1 \leq q < \frac{N}{N-1} \),
\[
\| Du \|_{L^q(\Omega)} \leq C \| f \|_{L^1(\Omega)},
\]
for some constant \( C > 0 \) depending on \( q, N \) and \( \Omega \).

**Proof.** On the one hand, by Green’s identity we have for every \( u \in C^\infty_0(\Omega) \) and for every \( v \in C^\infty_0(\Omega) \),
\[
\int_\Omega u \Delta v = \int_\Omega v \Delta u.
\]
On the other hand, by the divergence theorem we have for every \( F \in C^\infty(\Omega; \mathbb{R}^N) \) and for every \( u \in C^\infty_0(\Omega) \),
\[
\int_\Omega \nabla u \cdot F = -\int_\Omega u \text{div } F.
\]
Thus, if \( u \) is the solution of the linear Dirichlet problem with datum \( f \) and if \( v \) is the solution of the linear Dirichlet problem with datum \( \text{div } F \),
\[
\int_\Omega \nabla u \cdot F = \int_\Omega vf.
\]
This yields
\[
\left| \int_\Omega \nabla u \cdot F \right| \leq \| u \|_{L^\infty(\Omega)} \| f \|_{L^1(\Omega)}.
\]
For every \( 1 \leq q < \frac{N}{N-1} \), by Stampacchia’s estimate (lemma 4.2) we get
\[
\left| \int_\Omega \nabla u \cdot F \right| \leq C \| F \|_{L^q(\Omega)} \| f \|_{L^1(\Omega)}.
\]
Since this estimate holds for every \( F \in C^\infty(\Omega; \mathbb{R}^N) \), by the Riesz representation theorem we get
\[
\| Du \|_{L^q(\Omega)} \leq C \| f \|_{L^1(\Omega)}.
\]
\( \square \)
By the Riesz representation theorem, every element $T$ in the dual space $(W^{1,q}_0(\Omega))'$ can be written in the form

$$T = \text{div} F$$

for some $F \in L^q(\Omega)$ in the sense that for every $w \in W^{1,q}_0(\Omega)$,

$$T(w) = \int_{\Omega} F \cdot \nabla w.$$

In addition,

$$\|T\|_{(W^{1,q}_0(\Omega))'} = \|F\|_{L^q(\Omega)}.$$

The previous corollary is based on the duality between the estimates

$$\|u\|_{L^\infty(\Omega)} \leq C \|\Delta u\|_{(W^{1,q}_0(\Omega))'}$$

and

$$\|v\|_{W^{1,q}_0(\Omega)} \leq C \|\Delta u\|_{L^1(\Omega)}.$$ 

By definition, $W^{1,q}_0(\Omega)$ is the closure of $C^\infty_c(\Omega)$ in $W^{1,q}(\Omega)$. We have the following characterizations of an element in $W^{1,q}_0(\Omega)$:

**Lemma 4.4.** Let $u : \Omega \to \mathbb{R}$ be a measurable function. For every $q \geq 1$, the following conditions are equivalent:

(i) $u \in W^{1,q}_0(\Omega),$

(ii) the extension $U : \mathbb{R}^N \to \mathbb{R}$ defined by

$$U(x) = \begin{cases} u(x) & \text{if } x \in \Omega, \\ 0 & \text{if } x \notin \Omega, \end{cases}$$

belongs to $W^{1,q}(\mathbb{R}^N),$

(iii) there exists $G \in L^1(\Omega; \mathbb{R}^N)$ such that for every $F \in C^\infty(\overline{\Omega}; \mathbb{R}^N)$,

$$\int_{\Omega} u \text{div} F = \int_{\Omega} G \cdot F,$$

in which case $\nabla u = -G$.

In the proof of Stampacchia’s regularity result we use the third characterization. The existence of $G$ is obtained using the Riesz representation theorem and Stampacchia’s estimate (lemma 4.2).

**Proof of Proposition 4.1.** On the one hand, for every $\zeta \in C^\infty_0(\overline{\Omega})$,

$$-\int_{\Omega} u \Delta \zeta = \int_{\Omega} \zeta \, d\mu.$$

Thus,

$$\left| \int_{\Omega} u \Delta \zeta \right| \leq \|\zeta\|_{L^\infty(\Omega)} \|\mu\|_{\mathcal{M}(\Omega)}.$$
On the other hand, for every $F \in C^\infty(\Omega; \mathbb{R}^N)$, if $v \in C^\infty_0(\Omega)$ is the solution of the linear Dirichlet problem with datum $\text{div} F$, then for every $1 \leq q < \frac{N}{N-1}$, we have $q' > N$ and by Stampacchia’s estimate, 
\[ \|v\|_{L^\infty(\Omega)} \leq C \|F\|_{L^{q'}(\Omega)}. \]

Applying the previous estimate with test function $v$,
\[ \left| \int_{\Omega} u \text{div} F \right| \leq C \|F\|_{L^{q'}(\Omega)} \|\mu\|_{\mathcal{M}(\Omega)}. \]

Thus, the functional
\[ F \in C^\infty(\Omega; \mathbb{R}^N) \mapsto \int_{\Omega} u \text{div} F \]
admits a unique extension as a continuous linear functional in $L^{q'}(\Omega; \mathbb{R}^N)$.

By the Riesz representation theorem, for $q' < +\infty$ there exists a unique function $G \in L^q(\Omega; \mathbb{R}^N)$ such that for every $F \in C^\infty(\Omega; \mathbb{R}^N)$,
\[ \int_{\Omega} u \text{div} F = \int_{\Omega} G \cdot F. \]

Thus, $u \in W^{1,q}_0(\Omega)$ and $\nabla u = -G$. In particular, the conclusion also holds for $q = 1$.

Since for every $F \in C^\infty(\Omega; \mathbb{R}^N)$,
\[ \left| \int_{\Omega} \nabla u \cdot F \right| \leq C \|F\|_{L^{q'}(\Omega)} \|\mu\|_{\mathcal{M}(\Omega)}, \]
we conclude that for every $1 \leq q < \frac{N}{N-1}$,
\[ \|Du\|_{L^q(\Omega)} \leq C \|\mu\|_{\mathcal{M}(\Omega)} \]
The proof of the proposition is complete. \[\square\]

An alternative approach to Stampacchia’s regularity result is to prove simultaneously existence and regularity of solutions following the strategy of the proof of proposition 3.2. By uniqueness of the solution, this implies that every solution of the linear Dirichlet problem has the required regularity.

The next corollary clarifies the meaning of the boundary condition that is implicit in Littman-Stampacchia-Weinberger’s formulation of solution of the Dirichlet problem:

**Corollary 4.5.** For every $\mu \in \mathcal{M}(\Omega)$, $u$ is a solution of the linear Dirichlet problem with datum $\mu$ if and only if $u \in W^{1,1}_0(\Omega)$ and the equation $-\Delta u = \mu$ is satisfied in the sense of distributions in $\Omega$, meaning that for every $\varphi \in C_c^\infty(\Omega)$,
\[ \int_{\Omega} \nabla u \cdot \nabla \varphi = \int_{\Omega} \varphi \, d\mu. \]
PROOF. If \( u \) is a solution of the Dirichlet problem, then the equation is satisfied in the sense of distributions and by Stampacchia’s regularity result (proposition 4.1), \( u \in W^{1,1}_0(\Omega) \). Conversely, assume that \( u \in W^{1,1}_0(\Omega) \) and the equation is satisfied in the sense of distributions in \( \Omega \). On the one hand by an approximation argument on the test function (see for instance the proof of proposition 4.B.1 in [23]), we have for every \( \zeta \in C^\infty_0(\Omega) \),

\[
\int_\Omega \nabla u \cdot \nabla \zeta = \int_\Omega \zeta \, d\mu.
\]

On the other hand, if \( u \in W^{1,1}_0(\Omega) \), then

\[
\int_\Omega \nabla u \cdot \nabla \zeta = -\int_\Omega u \Delta \zeta,
\]

whence \( u \) is a solution of the linear Dirichlet problem with datum \( \mu \).

Stampacchia’s original result concerns not only the Laplacian but any elliptic linear operator with bounded coefficients. Overall, the proof of Stampacchia’s regularity result for measure or \( L^1 \) data is simpler compared to Calderón-Zygmund’s \( L^p \) regularity theory which relies on singular integral estimates.

We recall that the classical Calderón-Zygmund \( L^p \) theory for the linear Dirichlet problem

\[
\begin{cases}
-\Delta u = \mu & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}
\]

asserts that if \( 1 < p < +\infty \) and if \( \mu \in L^p(\Omega) \), then \( u \in W^{2,p}(\Omega) \cap W^{1,1}_0(\Omega) \) and the following estimate holds,

\[
\| u \|_{W^{2,p}(\Omega)} \leq C \| \mu \|_{L^p(\Omega)};
\]

see [55, theorem 9.15 and lemma 9.17]. This inequality is false for \( p = 1 \) or \( p = +\infty \). In particular, if \( \mu \in L^1(\Omega) \), it may happen that \( u \not\in W^{2,1}(\Omega) \).

We explain why the Calderón-Zygmund estimate cannot hold for \( p = 1 \), by giving the argument in dimension \( N \geq 3 \). If the estimate

\[
\| u \|_{W^{2,1}(\Omega)} \leq C \| \mu \|_{L^1(\Omega)}
\]

were correct, then by the Sobolev-Gagliardo-Nirenberg inequality we would have

\[
\| u \|_{L^{\frac{N}{N-2}}(\Omega)} \leq C' \| \mu \|_{L^1(\Omega)}.
\]

By an approximation argument, this inequality would also hold with \( \mu \) replaced by a Dirac mass \( \delta_a \), in which case \( \| \mu \|_{L^1(\Omega)} \) should be understood as the total mass of the Dirac mass, namely 1. But this is not possible since if \( \Omega \) is the unit ball \( B_1 \) centered at 0, then the solution of the linear Dirichlet problem with datum \( \delta_0 \) is given by

\[
u(x) = c_N \left( \frac{1}{\| x \|^{N-2} - 1} \right),
\]

but \( u \not\in L^{\frac{N}{N-2}}(\Omega) \).
The situation for \( p = 1 \) can be even worse than one might expect. By a remarkable counterexample of Ornstein [87, theorem 1], even the stronger inequality
\[
\| D^2 u \|_{L^1(\Omega)} \leq \sum_{i=1}^{N} \left\| \frac{\partial^2 u}{\partial x_i^2} \right\|_{L^1(\Omega)}
\]
is false.

2. Weak \( L^p \) estimates

We now present an improvement of Stampacchia’s regularity theory for solutions of the linear Dirichlet problem in terms of weak \( L^p \) estimates, as an alternative to the duality argument of the previous section. We have seen that if \( u \) is the solution of the linear Dirichlet problem with datum \( \mu \), then the estimates
\[
\| u \|_{L^\frac{N}{N-2}(\Omega)} \leq C\| \mu \|_{L^1(\Omega)}
\]
and
\[
\| Du \|_{L^\frac{N}{N-1}(\Omega)} \leq C'\| \mu \|_{L^1(\Omega)}
\]
are false. We shall see that they have a true counterpart for weak \( L^p \) spaces.

Such weak \( L^p \) estimates can already be found for instance in the appendix of a paper by Bénilan, Brezis and Crandall [10] and their proof is based on the Newtonian potential generated by the measure \( \mu \) in the whole space \( \mathbb{R}^N \). The proof we present below follows a different strategy developed by Boccardo and Gallouët [11]. Compared to the estimates we have already established, these weak \( L^p \) estimates have the advantage that the constants involved do not depend on the domain.

**Proposition 4.6.** Let \( N \geq 3 \). For every \( \mu \in \mathcal{M}(\Omega) \), if \( u \) the solution of the linear Dirichlet problem with datum \( \mu \), then for every \( t > 0 \),
\[
|\{|u| > t\}|^\frac{N-2}{N} \leq C\frac{\| \mu \|_{\mathcal{M}(\Omega)}}{t}
\]
and
\[
|\{|\nabla u| > t\}|^\frac{N-1}{N} \leq C'\frac{\| \mu \|_{\mathcal{M}(\Omega)}}{t}
\]
for some constants \( C, C' > 0 \) depending only on the dimension \( N \).

We recall that a measurable function \( u : \Omega \to \mathbb{R} \) is a weak \( L^p \) function if for every \( t > 0 \),
\[
t |\{|u| > t\}|^\frac{1}{p} \leq C.
\]
If \( u \) is an \( L^p \) function then by the Chebyshev inequality it is also a weak \( L^p \) function but the converse is false. However, by Cavalieri’s principle [109, corollaire 6.34], for every \( 1 \leq q < +\infty \),
\[
\int_{\Omega} |u|^q = \int_{0}^{+\infty} t^{q-1} |\{|u| > t\}| \, dt,
\]
which implies that if \( u \) is a weak \( L^p \) function, then it is an \( L^q \) function for every \( 1 \leq q < p \).
The key-point in Boccardo-Gallouët’s argument is the use of the truncation function $T_\kappa : \mathbb{R} \rightarrow \mathbb{R}$ defined for $s \in \mathbb{R}$ by

$$T_\kappa(s) = \begin{cases} -\kappa & \text{if } s < -\kappa, \\ s & \text{if } -\kappa \leq s \leq \kappa, \\ \kappa & \text{if } s > \kappa. \end{cases}$$

The argument relies on the following interpolation estimate:

**Lemma 4.7.** For every $\mu \in \mathcal{M}(\Omega)$, if $u$ the solution of the linear Dirichlet problem with datum $\mu$, then for every $\kappa > 0$, we have $T_\kappa(u) \in W^{1,2}_0(\Omega)$ and

$$\|DT_\kappa(u)\|_{L^2(\Omega)} \leq \kappa^{\frac{2}{p}}\|\mu\|_{\mathcal{M}(\Omega)}^{\frac{1}{p}}.$$  

**Proof.** We first establish the estimate when $u \in W^{1,2}_0(\Omega)$. In this case, for every $\kappa > 0$ we have $T_\kappa(u) \in W^{1,2}_0(\Omega)$ and

$$|\nabla T_\kappa(u)|^2 = \nabla T_\kappa(u) \cdot \nabla u.$$ 

Using $T_\kappa(u)$ as a test function in the equation satisfied by $u$ we get

$$\int_\Omega |\nabla T_\kappa(u)|^2 = \int_\Omega \nabla T_\kappa(u) \cdot \nabla u = -\int_\Omega T_\kappa(u) \Delta u \leq \kappa \|\Delta u\|_{L^1(\Omega)}.$$

This gives the estimate when $u \in W^{1,2}_0(\Omega)$.

Given $\mu \in \mathcal{M}(\Omega)$, we consider a sequence of functions $(\mu_n)_{n \in \mathbb{N}}$ in $C_0^\infty(\overline{\Omega})$ converging weakly to $\mu$ in the sense of measures as in the approximation lemma (lemma 3.4). If $u_n$ denotes the solution of the linear Dirichlet problem with datum $\mu_n$, then for every $n \in \mathbb{N}$,

$$\|DT_\kappa(u_n)\|_{L^2(\Omega)} \leq \kappa^{\frac{2}{p}}\|\mu_n\|_{L^1(\Omega)}^{\frac{1}{p}}.$$ 

Since the sequence $(T_\kappa(u_n))_{n \in \mathbb{N}}$ is bounded in $W^{1,2}_0(\Omega)$ and $(u_n)_{n \in \mathbb{N}}$ converges to $u$ for instance in $L^1(\Omega)$, the conclusion follows. \hfill \Box

We deduce from this lemma that for every $u \in W^{1,1}_0(\Omega)$ such that $u \in L^\infty(\Omega)$ and $\Delta u \in L^1(\Omega)$, we have $u \in W^{1,2}_0(\Omega)$ and

$$\|D u\|_{L^2(\Omega)} \leq \|u\|_{L^\infty(\Omega)} \|\Delta u\|_{L^1(\Omega)}^{\frac{1}{2}}.$$ 

This inequality is an easy case of the Gagliardo-Nirenberg interpolation inequality [53, 85],

$$\|D u\|_{L^p(\mathbb{R}^N)} \leq C\|u\|_{L^\infty(\mathbb{R}^N)} \|D^2 u\|_{L^p(\mathbb{R}^N)}$$

for every $1 \leq p < +\infty$.

**Proof of Proposition 4.6.** We begin with the first inequality. By the interpolation inequality (lemma 4.7), for every $t > 0$, $T_t(u) \in W^{1,2}_0(\Omega)$. Thus, by the Sobolev inequality,

$$\|T_t(u)\|_{L^{\frac{2N}{N-2}}(\Omega)} \leq C_1\|DT_t(u)\|_{L^2(\Omega)}.$$ 

By the Chebyshev inequality,

$$t \left\{ |u| > t \right\} \leq \|T_t(u)\|_{L^{\frac{2N}{N-2}}(\Omega)}.$$
while by the previous interpolation inequality,
\[
\|DT_t(u)\|_{L^2(\Omega)} \leq t^{\frac{1}{2}} \|\mu\|_{\mathcal{M}(\Omega)}^{\frac{1}{2}}.
\]
We deduce that
\[
t \{\{|u| > t\}\} \leq C_1 t^{\frac{1}{2}} \|\mu\|_{\mathcal{M}(\Omega)}^{\frac{1}{2}}.
\]
This gives the first estimate.

We now establish the second estimate. Note that for every \( s > 0 \) and \( t > 0 \),
\[
\left\{ |\nabla u| > t \right\} \subset \left\{ |\nabla u| > t, |u| \leq s \right\} \cup \left\{ |u| > s \right\}.
\]
Thus,
\[
\{\{ |\nabla u| > t \}\} \leq \left\{ |\nabla u| > t, |u| \leq s \right\} + \left\{ |u| > s \right\}.
\]
We have already an estimate of the second term in the right-hand side. In order to deal with the first one, we first note that
\[
\left\{ \frac{1}{2} |\nabla u| > t \right\} = \left\{ |\nabla u| > t, |u| \leq s \right\}.
\]
By the Chebyshev inequality and by the interpolation inequality (lemma 4.7),
\[
t \left\{ \frac{1}{2} |\nabla u| > t \right\} \leq \|\nabla T_s(u)\|_{L^2(\Omega)} \leq s^\frac{1}{2} \|\mu\|_{\mathcal{M}(\Omega)}^{\frac{1}{2}}.
\]
We then have
\[
\{\{ |\nabla u| > t \}\} \leq \frac{s}{t^2} \|\mu\|_{\mathcal{M}(\Omega)} + C_2 \frac{s^2}{\sqrt{t}} \|\mu\|_{\mathcal{M}(\Omega)}^{\frac{N}{2}}.
\]
Minimizing the right-hand side with respect to \( s \), we obtain the second estimate in the statement. \( \square \)

The counterpart of the estimates of proposition 4.6 in dimension \( N = 2 \) are
\[
|\{ |u| > t \}| \leq C |\Omega| e^{-Ct/\|\Delta u\|_{\mathcal{M}(\Omega)}}
\]
and
\[
|\{ |\nabla u| > t \}|^2 \leq \frac{C''}{t} \|\Delta u\|_{\mathcal{M}(\Omega)}.
\]
The first one can be obtained as in the previous proof by replacing the Sobolev inequality by the Trudinger inequality [55, theorem 7.15; 103],
\[
\int_\Omega \frac{\alpha(\|\mu\|_{\mathcal{M}(\Omega)})^2}{\alpha(\|\mu\|_{\mathcal{M}(\Omega)})^2} \leq C'' |\Omega|.
\]
The second estimate is more subtle. In [10, lemma A.14] it relies on the integral representation
\[
\nabla u(x) = \frac{1}{2\pi} \int_\Omega \nabla_x G(x, y) \, d\mu(y),
\]
where \( G \) denotes the Green’s function, which satisfies the estimate
\[
|\nabla_x G(x, y)| \leq \frac{C'''}{|x - y|}.
\]
In view of the strategy of Boccardo and Gallouët this argument is unsatisfactory in the sense that it relies on the linearity of the Laplacian and on the integral representation of solutions of the Poisson equation. More recent proofs using the structure of the Laplacian can be found in [43, theorem 1.1; 65, theorem 1.2; 81, theorem 1.4] but they are not as elementary as in the case of dimension \( N \geq 3 \).

### 3. Compactness in Sobolev spaces

By Stampacchia’s estimate (proposition 4.1), we have the following compactness result in Lebesgue spaces:

**Proposition 4.8.** Let \( (\mu_n)_{n \in \mathbb{N}} \) be a sequence in \( \mathcal{M}(\Omega) \), and for each \( n \in \mathbb{N} \) let \( u_n \) be the solution of the linear Dirichlet problem with datum \( \mu_n \). If \( (\mu_n)_{n \in \mathbb{N}} \) is bounded in \( \mathcal{M}(\Omega) \), then there exists a subsequence \( (u_{n_k})_{k \in \mathbb{N}} \) which converges strongly in \( L^p(\Omega) \) for every \( 1 \leq p < \frac{N}{N-2} \).

**Proof.** By proposition 4.1, the sequence \( (u_n)_{n \in \mathbb{N}} \) is bounded in \( W^{1,q}_0(\Omega) \) for every \( 1 \leq q < \frac{N}{N-1} \). The conclusion follows from the Rellich-Kondrachov compactness theorem.

A stronger result is actually true:

**Proposition 4.9.** Let \( (\mu_n)_{n \in \mathbb{N}} \) be a sequence in \( \mathcal{M}(\Omega) \), and for each \( n \in \mathbb{N} \) let \( u_n \) be the solution of the linear Dirichlet problem with datum \( \mu_n \). If \( (\mu_n)_{n \in \mathbb{N}} \) is bounded in \( \mathcal{M}(\Omega) \), then there exists a subsequence \( (u_{n_k})_{k \in \mathbb{N}} \) which converges strongly in \( W^{1,q}_0(\Omega) \) for every \( 1 \leq q < \frac{N}{N-1} \).

This result is due to Boccardo and Gallouët [11, assertion (21)] and relies on the following inequality which is implicitly proved in [11]:

**Lemma 4.10.** For every \( \mu \in \mathcal{M}(\Omega) \), if \( u \) the solution of the linear Dirichlet problem with datum \( \mu \), then for every \( t > 0 \),

\[
|\{ |\nabla u| > t \}|^2 \leq \frac{4}{t^2} ||u||_{L^1(\Omega)} ||\mu||_{\mathcal{M}(\Omega)}.
\]

**Proof.** Let \( t > 0 \). For every \( s > 0 \),

\[
\{ |\nabla u| > t \} \subset \left\{ \begin{array}{l} |\nabla u| > t \ \\
|u| \leq s \end{array} \right\} \cup \{ |u| > s \}.
\]

Thus,

\[
|\{ |\nabla u| > t \}| \leq \left| \left\{ \begin{array}{l} |\nabla u| > t \\
|u| \leq s \end{array} \right\} \right| + \{ |u| > s \}.
\]

By the Chebyshev inequality and the interpolation inequality (lemma 4.7),

\[
\left| \left\{ \begin{array}{l} |\nabla u| > t \\
|u| \leq s \end{array} \right\} \right| = |\{ |\nabla T_s(u)| > t \}| \leq \frac{s}{t^2} ||\mu||_{\mathcal{M}(\Omega)}.
\]

By the Chebyshev inequality, we also have

\[
|\{ |u| > s \}| \leq \frac{1}{s} ||u||_{L^1(\Omega)}.
\]

Combining both estimates we get

\[
|\{ |\nabla u| > t \}| \leq \frac{s}{t^2} ||\mu||_{\mathcal{M}(\Omega)} + \frac{1}{s} ||u||_{L^1(\Omega)}.
\]
Minimizing with respect to $s$ we obtain the estimate. □

**Proof of Proposition 4.9.** Passing to a subsequence if necessary, we may assume that $(u_n)_{n \in \mathbb{N}}$ is a Cauchy sequence in $L^1(\Omega)$. By the estimate we have just proved, for every $t > 0$ and for every $m, n \in \mathbb{N}$,

$$|\{ |\nabla u_m - \nabla u_n| > t \}|^2 \leq \frac{4}{t^2} \|u_m - u_n\|_{L^1(\Omega)} \|\Delta u_m - \Delta u_n\|_{\mathcal{M}(\Omega)}.$$ 

Thus, $(\nabla u_n)_{n \in \mathbb{N}}$ is a Cauchy sequence with respect to the Lebesgue measure. Since for every $1 \leq q < \frac{N}{N-1}$ this sequence is bounded in $L^q(\Omega)$, by interpolation in Lebesgue spaces we deduce that it converges in $W^{1,q}_0(\Omega)$ for every such exponent $q$. □

From the equivalent formulation of weak solutions in terms of the Sobolev space $W^{1,1}_0(\Omega)$ (corollary 4.5), the vector space

$$X(\Omega) = \{ u \in W^{1,1}_0(\Omega) : \Delta u \in \mathcal{M}(\Omega) \}$$

equipped with the norm $\|\Delta u\|_{\mathcal{M}(\Omega)}$ is a Banach space. From Boccardo-Gallouët’s compactness result, $X(\Omega)$ is compactly imbedded into $W^{1,q}_0(\Omega)$ for every $1 \leq q < \frac{N}{N-1}$.

In view of the interpolation inequality in $W^{1,2}_0(\Omega)$ (lemma 4.7) and of Boccardo-Gallouët’s compactness result, one might wonder whether $X(\Omega) \cap L^\infty(\Omega)$ is compactly imbedded in $W^{1,2}_0(\Omega)$, but this is not true by a counterexample of Cioranescu and Murat [34, example 2.1].
CHAPTER 5

Maximum principles

We present counterparts of the standard maximum principles in the setting of Littman-Stampacchia-Weinberger’s weak solutions. We keep track of the information of what happens near the boundary by using $C_0^\infty(\Omega)$ test functions — which vanish on the boundary but possibly have nonzero normal derivatives —, rather than $C_c^\infty(\Omega)$ test functions — which have compact support in $\Omega$.

1. Weak maximum principle

We begin with the substitute of the classical weak maximum principle in the setting of weak solutions:

**PROPOSITION 5.1.** Let $u \in L^1(\Omega)$.

(i) If $\Delta u \geq 0$ in the sense of $(C_0^\infty(\Omega))'$, then $u \leq 0$ in $\Omega$.

(ii) If $\Delta u \leq 0$ in the sense of $(C_0^\infty(\Omega))'$, then $u \geq 0$ in $\Omega$.

For instance, by $\Delta u \geq 0$ in the sense of $(C_0^\infty(\Omega))'$ we mean that for every $\zeta \in C_0^\infty(\Omega)$ such that $\zeta \geq 0$ in $\Omega$,

$$\int_\Omega u \Delta \zeta \geq 0.$$

**PROOF.** We only need to establish assertion (i). For every $\zeta \in C_0^\infty(\Omega)$ such that $\zeta \geq 0$ in $\Omega$,

$$\int_\Omega u \Delta \zeta \geq 0.$$

For every $f \in C^\infty(\Omega)$, let $\zeta \in C_0^\infty(\Omega)$ be the solution of the linear Dirichlet problem

$$\begin{cases} -\Delta \zeta = f & \text{in } \Omega, \\ \zeta = 0 & \text{in } \partial \Omega. \end{cases}$$

If $f \geq 0$ in $\Omega$, then $\zeta$ is superharmonic, whence $\zeta \geq 0$ in $\Omega$. We then deduce that

$$\int_\Omega uf \leq 0.$$

Since this inequality holds for every $f \in C^\infty(\Omega)$ such that $f \geq 0$ in $\Omega$, we may take a sequence $(f_n)_{n \in \mathbb{N}}$ of such functions converging almost everywhere to the characteristic function $\chi_{\{u > 0\}}$ and such that $(f_n)_{n \in \mathbb{N}}$ is bounded.
in \( L^\infty(\Omega) \). By the dominated convergence theorem we deduce that
\[
\int_{\{u > 0\}} u \leq 0.
\]
Therefore, \( u \leq 0 \) almost everywhere in \( \Omega \). \( \square \)

It is useful to have a condition that allows to pass from an inequality in the sense of distributions to an inequality in the sense of \( (C_0^\infty(\Omega))' \). Stated differently, we want to find an assumption which insures that a subsolution of the equation
\[
-\Delta u = \mu \quad \text{in} \ \Omega,
\]
is a subsolution of the Dirichlet problem
\[
\begin{cases}
-\Delta u = \mu & \text{in} \ \Omega, \\
 u = 0 & \text{on} \ \partial \Omega.
\end{cases}
\]
This can be done under some additional information that insures that \( u \) is nonpositive on the boundary \( \partial \Omega \):

**Proposition 5.2.** Let \( u \in L^1(\Omega) \) and \( \mu \in M(\Omega) \). The following assertions are equivalent:

(i) \(-\Delta u \leq \mu \) in the sense of \( (C_0^\infty(\Omega))' \),

(ii) \(-\Delta u \leq \mu \) in the sense of distributions in \( \Omega \) and
\[
\lim_{\epsilon \to 0} \frac{1}{\epsilon} \int_{\{x \in \Omega : d(x, \partial \Omega) < \epsilon\}} u^+ = 0.
\]

The direct implication relies on the fact that a solution of the linear Dirichlet problem satisfies the limit above.

**Proof of Proposition 5.2:** (i) \( \Rightarrow \) (ii). We only need to show that the limit holds.

Given \( \overline{\mu} \in M(\Omega) \), let \( \overline{u} \) be the solution of the Dirichlet problem
\[
\begin{cases}
-\Delta \overline{u} = \overline{\mu} & \text{in} \ \Omega, \\
 \overline{u} = 0 & \text{on} \ \partial \Omega.
\end{cases}
\]
Thus,
\[
\Delta (u - \overline{u}) \geq \overline{\mu} - \mu
\]
in the sense of \( (C_0^\infty(\Omega))' \). Choosing \( \overline{\mu} \) such that
\[
\overline{\mu} - \mu \geq 0,
\]
it follows from the weak maximum principle (proposition 5.1) that \( u \leq \overline{u} \). Assuming in addition that
\[
\overline{\mu} \geq 0,
\]
then by the weak maximum principle we also have \( \overline{u} \geq 0 \). We deduce that
\[
u^+ = \max \{u, 0\} \leq \overline{u}.
\]
Thus, for every \( \epsilon > 0 \),
\[
0 \leq \int_{\{x \in \Omega : d(x, \partial \Omega) < \epsilon\}} u^+ \leq \int_{\{x \in \Omega : d(x, \partial \Omega) < \epsilon\}} \overline{u}.
\]
Since $\pi$ is the solution of a Dirichlet problem with zero boundary data, we deduce that (see proposition 3.5),

$$
\lim_{\epsilon \to 0} \frac{1}{\epsilon} \int_{\{x \in \Omega: d(x, \partial \Omega) < \epsilon\}} u^+ = 0.
$$

This concludes the proof. $\square$

In order to prove the reverse implication, we need a local version of Stampacchia’s regularity result:

**Lemma 5.3.** If $u \in L^1_{\text{loc}}(\Omega)$ is such that $\Delta u \in M_{\text{loc}}(\Omega)$, then for every $\varphi \in C_c^\infty(\Omega)$, $u \varphi \in W^{1,1}_{\text{loc}}(\Omega)$, $\Delta(u \varphi) \in M(\Omega)$ and

$$
\Delta(u \varphi) = \varphi \Delta u + 2 \nabla u \cdot \nabla \varphi + u \Delta \varphi.
$$

This localization lemma is useful in the sense that it reduces the study of a function $u \in L^1_{\text{loc}}(\Omega)$ such that $\Delta u \in M_{\text{loc}}(\Omega)$ to another one where the function vanishes on the boundary, in which case we may use Stampacchia’s regularity theory for the linear Dirichlet problem (proposition 4.1). In particular, we deduce that every function $u \in L^1(\Omega)$ such that $\Delta u \in M(\Omega)$ belongs to $W^{1,1}_{\text{loc}}(\Omega)$ and even to $W^{1,q}_{\text{loc}}(\Omega)$ for every $1 \leq q < \frac{N}{N-1}$.

**Proof of Lemma 5.3.** We first show that $u \in W^{1,1}_{\text{loc}}(\Omega)$. To this purpose, we may assume that $\Delta u \in M(\Omega)$. Let $v$ be the solution of the linear Dirichlet problem

$$
\begin{aligned}
-\Delta v &= \Delta u & \text{in } \Omega, \\
v &= 0 & \text{on } \partial \Omega.
\end{aligned}
$$

Then, for every $\zeta \in C_c^\infty(\Omega)$,

$$
\int_{\Omega} (u + v) \Delta \zeta = 0.
$$

On the one hand, by the classical Weyl’s lemma [107], $u + v$ is a harmonic function, whence $u + v \in C^\infty(\Omega)$. On the other hand, by Stampacchia’s regularity theory (proposition 4.1), $v \in W^{1,1}_{0}(\Omega)$. We deduce that $u \in W^{1,1}_{\text{loc}}(\Omega)$ as claimed. In particular, for every $\varphi \in C_c^\infty(\Omega)$, $u \varphi \in W^{1,1}_{\text{loc}}(\Omega)$.

We now prove the formula of $\Delta(u \varphi)$. For every $\psi \in C_c^\infty(\Omega)$,

$$
\varphi \Delta \psi = \Delta(\varphi \psi) - 2 \nabla \varphi \cdot \nabla \psi - \psi \Delta \varphi.
$$

Since $\Delta u \in M_{\text{loc}}(\Omega)$,

$$
\int_{\Omega} u \varphi \Delta \psi = \int_{\Omega} \varphi \psi \Delta u - 2 \int_{\Omega} u \nabla \varphi \cdot \nabla \psi - \int_{\Omega} u \psi \Delta \varphi.
$$

Since $u \in W^{1,1}_{\text{loc}}(\Omega)$, we also have

$$
\int_{\Omega} u \nabla \varphi \cdot \nabla \psi = - \int_{\Omega} \nabla u \cdot \nabla \varphi \psi - \int_{\Omega} u \Delta \psi \psi.
$$
Combining both identities,
\[ \int_{\Omega} u \varphi \Delta \psi = \int_{\Omega} \int_{\Omega} (\varphi \Delta u + 2 \nabla u \cdot \nabla \varphi + u \Delta \varphi). \]
We conclude that
\[ \Delta (u \varphi) = \varphi \Delta u + 2 \nabla u \cdot \nabla \varphi + u \Delta \varphi, \]
in the sense of distributions in \( \Omega \). Since the right-hand side belongs to \( \mathcal{M}(\Omega) \), the conclusion follows. \( \square \)

We also need the following version of Green’s identity and the proof is based on approximation of \( u \) via convolution with smooth mollifiers:

**Lemma 5.4.** Let \( u \in W_{\text{loc}}^{1,1}(\Omega) \) be such that \( \Delta u \in \mathcal{M}_{\text{loc}}(\Omega) \). For every smooth open set \( \omega \subseteq \Omega \) and for every \( \zeta \in C^\infty_0(\omega) \),
\[ \int_{\omega} u \Delta \zeta = \int_{\omega} \zeta \Delta u + \int_{\partial \omega} u \frac{\partial \zeta}{\partial n}. \]

We may now complete the proof of the proposition:

**Proof of Proposition 5.2:** (ii) \( \Rightarrow \) (i). Let \( \zeta \in C^\infty_0(\overline{\Omega}) \) be such that \( \zeta \geq 0 \) in \( \Omega \). For every regular value \( t > 0 \) of \( \zeta \), the set \( \{ \zeta > t \} \) is smooth and \( \{ \zeta > t \} \subseteq \Omega \). By the localization lemma above, \( u \in W_{\text{loc}}^{1,1}(\Omega) \). By Green’s identity we have for every \( \psi \in C^\infty_0(\{ \zeta > t \}), \)
\[ - \int_{\{ \zeta > t \}} u \Delta \psi \leq \int_{\{ \zeta > t \}} \psi \, d\mu - \int_{\partial \{ \zeta > t \}} u \frac{\partial \psi}{\partial n}. \]
Applying the inequality above with test function \( \psi = \zeta - t \), we have
\[ - \int_{\{ \zeta > t \}} u \Delta \zeta \leq \int_{\{ \zeta > t \}} (\zeta - t) \, d\mu - \int_{\partial \{ \zeta > t \}} u \frac{\partial \zeta}{\partial n}. \]
For every \( x \in \partial \{ \zeta > t \}, \)
\[ \frac{\partial \zeta}{\partial n}(x) = -|\nabla \zeta(x)|. \]
Moreover, since \( t \) is a regular value of \( \zeta \), \( \partial \{ \zeta > t \} = \{ \zeta = t \} \). Thus,
\[ - \int_{\partial \{ \zeta > t \}} u \frac{\partial \zeta}{\partial n} = \int_{\{ \zeta = t \}} u |\nabla \zeta| \leq \int_{\{ \zeta = t \}} u^+ |\nabla \zeta|, \]
which gives
\[ - \int_{\{ \zeta > t \}} u \Delta \zeta \leq \int_{\{ \zeta > t \}} (\zeta - t) \, d\mu + \int_{\{ \zeta = t \}} u^+ |\nabla \zeta|. \]

**Claim.** If \( \zeta \in C^\infty_0(\overline{\Omega}) \) is such that \( \zeta > 0 \) in \( \Omega \) and \( \frac{\partial \zeta}{\partial n} < 0 \) on \( \partial \Omega \), then
\[ \liminf_{t \to 0} \int_{\{ \zeta = t \}} u^+ |\nabla \zeta| = 0. \]
We assume the claim and conclude the proof of the proposition.

Assume that \( \zeta \) satisfies the assumptions of the claim. By Sard’s lemma we may choose a sequence \( (t_n)_{n \in \mathbb{N}} \) of regular values of \( \zeta \) converging to 0 such that

\[
\lim_{n \to \infty} \int_{\{\zeta = t_n\}} u^+ |\nabla \zeta| = 0.
\]

Since for every \( n \in \mathbb{N} \),

\[
\int_{\{\zeta > t_n\}} u \Delta \zeta \geq - \int_{\{\zeta = t_n\}} u^+ |\nabla \zeta| + \int_{\{\zeta > t_n\}} (\zeta - t_n) \, d\mu,
\]

by the dominated convergence theorem we deduce that

\[
\int_{\Omega} u \Delta \zeta \geq \int_{\Omega} \zeta \, d\mu.
\]

This estimate was established assuming that \( \zeta > 0 \) in \( \Omega \) and that \( \frac{\partial \zeta}{\partial n} < 0 \) in \( \partial \Omega \). For an arbitrary \( \zeta \in C_0^\infty(\overline{\Omega}) \) such that \( \zeta \geq 0 \) in \( \overline{\Omega} \), we proceed as follows. Let \( \zeta \in C_0^\infty(\overline{\Omega}) \) be a function satisfying the assumptions of the claim. For every \( \epsilon > 0 \), the function \( \zeta + \epsilon \zeta \) also satisfies the assumptions of the claim. Thus,

\[
\int_{\Omega} u \Delta (\zeta + \epsilon \zeta) \geq \int_{\Omega} (\zeta + \epsilon \zeta) \, d\mu.
\]

Letting \( \epsilon \) tend to 0, the conclusion follows.

We are left to establish the claim:

**Proof of the Claim.** By the co-area formula [56, theorem 1.23], for every \( \alpha > 0 \) and for every \( \epsilon > 0 \),

\[
\int_0^{\alpha \epsilon} \left( \int_{\{\zeta = t\}} u^+ |\nabla \zeta| \right) \, dt = \int_{\{0 < \zeta < \alpha \epsilon\}} u^+ |\nabla \zeta|^2.
\]

Since \( \zeta > 0 \) in \( \Omega \) and \( \frac{\partial \zeta}{\partial n} < 0 \) in \( \partial \Omega \), there exists \( \alpha > 0 \) such that for every \( \epsilon > 0 \),

\[
\{0 < \zeta < \alpha \epsilon\} \subset \{x \in \Omega : d(x, \partial \Omega) < \epsilon\}.
\]

Thus,

\[
\int_0^{\alpha \epsilon} \left( \int_{\{\zeta = t\}} u^+ |\nabla \zeta| \right) \, dt \leq C \int_{\{x \in \Omega : d(x, \partial \Omega) < \epsilon\}} u^+.
\]

Hence, by assumption on the integral in the right-hand side,

\[
\lim_{\epsilon \to 0} \frac{1}{\epsilon} \int_0^{\alpha \epsilon} \left( \int_{\{\zeta = t\}} u^+ |\nabla \zeta| \right) \, dt = 0,
\]

from which the claim follows. \( \square \)

The proof of the proposition is complete. \( \square \)
There is an alternative proof of the implication \((ii) \Rightarrow (i)\) of proposition 5.2. First, one shows that there exist two nonpositive measures \(\nu \in \mathcal{M}(\partial \Omega)\) and \(\lambda \in \mathcal{M}_{\text{loc}}(\Omega)\) such that for every \(\zeta \in C_0^\infty(\Omega)\) with \(\zeta \geq 0\) in \(\Omega\),
\[
- \int_{\Omega} u \Delta \zeta = \int_{\Omega} \zeta \, d\mu + \int_{\Omega} \zeta \, d\lambda - \int_{\partial \Omega} \frac{\partial \zeta}{\partial n} \, d\nu.
\]

The existence of \(\lambda\) is a consequence of a property of positive distributions (see lemma 5.12 below) and is fairly straightforward. The existence of \(\mu\) is a consequence of the Herglotz theorem concerning positive harmonic functions [106, theorem 2.13]. One may then use the same strategy as in the proof of [75, lemma 1.5].

In the case of measure boundary trace, \(\nabla u \not\in L^1(\Omega)\), but some estimates of \(\nabla u\) in \(L^1\) spaces with weights are available [42].

2. Variants of Kato’s inequality

Kato’s inequality [64, lemma A] can be seen as a replacement of the maximum principle for functions which need not be twice differentiable or at least that do not belong to the Hilbert space \(W^{1,2}(\Omega)\). The original motivation of Kato was to study properties of solutions of the Schrödinger equation which need not be variational.

This inequality can be stated as follows:

**Proposition 5.5.** If \(u \in L^1(\Omega)\) is such that \(\Delta u \in L^1(\Omega)\), then
\[
\Delta u^+ \geq \chi_{\{u>0\}} \Delta u
\]
in the sense of distributions in \(\Omega\).

**Sketch of the proof.** The first step of the proof of Kato’s inequality relies on the observation that when the function \(u\) is smooth, then for every smooth function \(\Phi : \mathbb{R} \to \mathbb{R}\),
\[
\Delta \Phi(u) = \Phi'(u) \Delta u + \Phi''(u) |\nabla u|^2
\]
and if in addition \(\Phi\) is convex, then
\[
\Delta \Phi(u) \geq \Phi'(u) \Delta u.
\]
The next step consists in approximating \(u \in L^1(\Omega)\) by smooth functions — for instance via convolution — in which case we may apply the inequality above. In the last step, we approximate the function \(t \in \mathbb{R} \mapsto t^+\) by convex smooth functions. \(\square\)

The main ingredient in the proof of the classical maximum principle relies on the fact that if \(u\) attains its maximum at some point \(x \in \Omega\), then \(\Delta u(x) \leq 0\). Similarly, if \(u\) attains its minimum at \(x \in \Omega\), then \(\Delta u(x) \geq 0\).

This information is encoded in Kato’s inequality as follows. Given a twice differentiable function \(u : \Omega \to \mathbb{R}\), we have for every \(x \in \Omega\),
\[
\Delta u^+(x) = \begin{cases} 
\Delta u(x) & \text{if } u(x) > 0, \\
0 & \text{if } u(x) < 0.
\end{cases}
\]
If \( u(x) = 0 \), then \( \Delta u^+(x) \) need not be well defined in the classical sense. Since in this case \( x \) is a minimum point for \( u^+ \), which is a nonnegative function, we could formally say that \( \Delta u^+(x) \geq 0 \). We arrive at the following pointwise statement of Kato’s inequality,

\[
\Delta u^+(x) \geq \chi_{\{u>0\}}(x)\Delta u(x).
\]

This geometric interpretation of Kato’s inequality has been pointed out by Yanyan Lin in a personal communication. Connections with the problem of removable singularities have been investigated in [38,39].

The assumption \( \Delta u \in L^1(\Omega) \) is not stable in the context of Kato’s inequality. Indeed, \( \Delta u^+ \) is a locally finite measure in \( \Omega \) which in general is not an \( L^1 \) function. For instance, for every \( a < c < b \), the function \( u : (a,b) \to \mathbb{R} \) defined by \( u(x) = x - c \) satisfies \( \Delta u^+ = (u^+)' = \delta_c \) in the sense of distributions in \( (a,b) \). The property that \( \Delta u^+ \) is a locally finite measure is a more general fact concerning positive distributions (see lemma 5.12).

Kato’s inequality is usually applied to a solution of some equation, in which case the assumption \( \Delta u \in L^1(\Omega) \) is probably enough. However, when dealing with subsolutions, or in our case where the equation itself involves measures, such assumption on \( \Delta u \) is restrictive.

In order to have a counterpart of Kato’s inequality when \( \Delta u \) need not be an \( L^1 \) function, one should first understand the meaning of the product \( \chi_{\{u>0\}}\Delta u \). This is a delicate issue. Indeed, if \( u \) and \( v \) are two functions which coincide almost everywhere in \( \Omega \), then \( \Delta u \) and \( \Delta v \) coincide as distributions but \( \chi_{\{u>0\}}\Delta u \) and \( \chi_{\{v>0\}}\Delta v \) need not coincide.

We propose three ways of handling the product \( \chi_{\{u>0\}}\Delta u \) in Kato’s inequality when \( \Delta u \) need not be an \( L^1 \) function.

The first strategy consists in eliminating the function \( \chi_{\{u>0\}} \) as follows. If \( u \) is smooth, then

\[
\chi_{\{u>0\}}\Delta u \geq \min \{ \Delta u, 0 \}.
\]

Using this trick in the proof of Kato’s inequality we get the following proposition:

**Proposition 5.6.** If \( u \in L^1(\Omega) \) is such that \( \Delta u \in M(\Omega) \), then

\[
\Delta u^+ \geq \min \{ \Delta u, 0 \}
\]

in the sense of distributions in \( \Omega \).

The second strategy consists in replacing \( \Delta u \) by some \( L^1 \) function smaller than \( \Delta u \). Assuming that \( u \) is smooth and that \( \Delta u \geq f \) for some \( f \in L^1(\Omega) \), then

\[
\chi_{\{u>0\}}\Delta u \geq \chi_{\{u>0\}}f.
\]

Using this inequality in the proof of Kato’s inequality we get the following proposition:

**Proposition 5.7.** Let \( f \in L^1(\Omega) \). If \( u \in L^1(\Omega) \) is such that

\[
\Delta u \geq f
\]

in the sense of distributions in \( \Omega \), then

\[
\Delta u^+ \geq \chi_{\{u>0\}}f
\]
in the sense of distributions in $\Omega$.

These two statements or a suitable combination of them suffice for most purposes.

Kato’s inequality implies the following generalization for the maximum of two functions:

**Proposition 5.8.** If $u_1, u_2 \in L^1(\Omega)$ are such that $\Delta u_1, \Delta u_2 \in L^1(\Omega)$, then

$$\Delta \max\{u_1, u_2\} \geq \chi_{\{u_1 > u_2\}} \Delta u_1 + \chi_{\{u_1 < u_2\}} \Delta u_2 + \frac{\Delta u_1 + \Delta u_2}{2}$$

in the sense of distributions in $\Omega$.

This more general version actually follows from the standard Kato’s inequality by noticing that for every $a_1, a_2 \in \mathbb{R}$,

$$\max\{a_1, a_2\} = \frac{a_1 + a_2 + |a_1 - a_2|}{2}$$

and

$$|a_1 - a_2| = (a_1 - a_2)^+ + (a_2 - a_1)^+.$$  

We shall need the following variant in the spirit of proposition 5.7:

**Proposition 5.9.** Let $f_1, f_2 \in L^1(\Omega)$. If $u_1, u_2 \in L^1(\Omega)$ are such that $\Delta u_1 \geq f_1$ and $\Delta u_2 \geq f_2$ in the sense of distributions in $\Omega$, then

$$\Delta \max\{u_1, u_2\} \geq \chi_{\{u_1 > u_2\}} f_1 + \chi_{\{u_2 > u_1\}} f_2 + \chi_{\{u_1 = u_2\}} \frac{f_1 + f_2}{2}$$

in the sense of distributions in $\Omega$.

We cannot deduce this statement from proposition 5.7 since the functions $u_1 - u_2$ and $u_2 - u_1$ need not satisfy the assumptions of proposition 5.7 unless $\Delta(u_1 - u_2)$ is an $L^1$ function. The proof of the proposition relies on a smooth approximation of the function $\max$.

**Proof.** Given a smooth function $\Phi : \mathbb{R} \to \mathbb{R}$, let $w : \Omega \to \mathbb{R}$ be the function defined by

$$w = \frac{u_1 + u_2 + \Phi(u_1 - u_2)}{2}.$$  

Assume that $u_1$ and $u_2$ are smooth. If $\Phi$ is convex, then

$$\Delta w \geq \frac{1 + \Phi'(u_1 - u_2)}{2} \Delta u_1 + \frac{1 - \Phi'(u_1 - u_2)}{2} \Delta u_2.$$  

If for every $t \in \mathbb{R}$, $-1 \leq \Phi'(t) \leq 1$, then the coefficients of $\Delta u_1$ and $\Delta u_2$ are nonnegative. Thus, by assumption,

$$\Delta w \geq \frac{1 + \Phi'(u_1 - u_2)}{2} f_1 + \frac{1 - \Phi'(u_1 - u_2)}{2} f_2.$$  

Let $\omega \subseteq \Omega$ be an open set and let $\rho_\epsilon$ be a smooth mollifier such that $\omega + \text{supp} \rho_\epsilon \subseteq \Omega$. We have

$$\Delta(\rho_\epsilon * u_1) \geq \rho_\epsilon * f_1 \quad \text{and} \quad \Delta(\rho_\epsilon * u_2) \geq \rho_\epsilon * f_2$$
pointwisely in \( \omega \). Let \( w_\epsilon : \omega \to \mathbb{R} \) be the function defined by
\[
 w_\epsilon = \frac{\rho_\epsilon \ast u_1 + \rho_\epsilon \ast u_2 + \Phi(\rho_\epsilon \ast u_1 - \rho_\epsilon \ast u_2)}{2}.
\]

Thus,
\[
 \Delta w_\epsilon \geq 1 + \frac{\Phi'(\rho_\epsilon \ast u_1 - \rho_\epsilon \ast u_2)}{2}f_1 + 1 - \frac{\Phi'(\rho_\epsilon \ast u_1 - \rho_\epsilon \ast u_2)}{2}f_2
\]
pointwisely in \( \omega \). Letting \( \epsilon \) tend to 0, we deduce that
\[
 \Delta w \geq 1 + \frac{\Phi'(u_1 - u_2)}{2}f_1 + 1 - \frac{\Phi'(u_1 - u_2)}{2}f_2
\]
in the sense of distributions in \( \omega \). Since \( \omega \subset \Omega \) is arbitrary, this inequality holds in the sense of distributions in \( \Omega \).

In order to get the conclusion, we consider an approximation of the absolute value by smooth convex functions. More precisely, let \((\Phi_n)_{n \in \mathbb{N}}\) be a sequence of smooth convex functions such that

(a) for every \( t \in \mathbb{R} \), \(-1 \leq \Phi_n(t) \leq 1\),
(b) for every \( t < 0 \), \( \lim_{n \to \infty} \Phi_n'(t) = -1 \),
(c) for every \( t > 0 \), \( \lim_{n \to \infty} \Phi_n'(t) = 1 \),
(d) \( \lim_{n \to \infty} \Phi_n'(0) = 0 \).

The conclusion follows by applying the dominated convergence theorem.

We now return to our discussion about the product \( \chi_{\{u > 0\}} \Delta u \) that appears in Kato’s inequality. The third strategy consists in giving a meaning to \( \chi_{\{u > 0\}} \Delta u \) by choosing a good representative of \( u \).

We first observe that since \( \Delta u \) is a finite measure, \( u \) has a quasicontinuous representative \( \hat{u} \) with respect to the \( W^{1,2} \) capacity and \( \hat{u} \) is unique up to sets of zero \( W^{1,2} \) capacity (see proposition A.10).

Next, every measure \( \mu \) has a unique Lebesgue decomposition as a sum of two measures,
\[
 \mu = \mu_d + \mu_c,
\]
where the measure \( \mu_d \) is a diffuse measure with respect to the capacity \( \text{cap}_{W^{1,2}} \), meaning that for any Borel set \( A \subset \Omega \) such that \( \text{cap}_{W^{1,2}}(A) = 0 \),
\[
 \mu_d(A) = 0,
\]
and \( \mu_c \) is a measure concentrated in some Borel set \( E \subset \Omega \) of zero \( W^{1,2} \) capacity, meaning that
\[
 |\mu_c|(\Omega \setminus E) = 0.
\]

The proof of such decomposition in terms of the \( W^{1,2} \) capacity is the same as for the classical decomposition in terms of the Lebesgue measure, in which case one measure is absolutely continuous with respect to Lebesgue measure and the other measure is singular with respect to Lebesgue measure [23, lemma 4.4.1].

Using the notation above, we have the following counterpart of Kato’s inequality due to Brezis and Ponce [26, theorem 1.1] (see also [36, 86]):
Proposition 5.10. If \( u \in L^1(\Omega) \) is such that \( \Delta u \in \mathcal{M}(\Omega) \), then \( \Delta u^+ \in \mathcal{M}_{\text{loc}}(\Omega) \) and the diffuse part of \( \Delta u^+ \) with respect to the \( W^{1,2} \) capacity satisfies
\[
(\Delta u^+)_d \geq \chi_{\{\tilde{u} > 0\}}(\Delta u)_d.
\]

The inequality above should be understood in the sense of measures, meaning that for every Borel set \( A \subset \Omega \),
\[
(\Delta u^+)_d(A) \geq (\Delta u)_d(A \cap \{\tilde{u} > 0\}).
\]

Thus, for every \( \varphi \in C^\infty_c(\Omega) \) such that \( \varphi \geq 0 \) in \( \Omega \),
\[
\int_{\Omega} \varphi (\Delta u^+)_d \geq \int_{\{u > 0\}} \varphi (\Delta u)_d.
\]

The proof of this version of Kato’s inequality requires some additional work and relies on a characterization of diffuse measures as elements of \( L^1(\Omega) + (W^{1,2}_0(\Omega))' \) due to Boccardo, Orsina and Gallouët [12] (see corollary 7.17 (i) below).

Compared to Kato’s inequality, there is a piece of the inequality missing which concerns the measure \( (\Delta u^+)_c \). We shall return to this issue after discussing the inverse maximum principle (see corollary 5.18).

We deduce the following consequence for the maximum of two functions:

Corollary 5.11. If \( u_1, u_2 \in L^1(\Omega) \) are such that \( \Delta u_1, \Delta u_2 \in \mathcal{M}(\Omega) \), then \( \Delta \max \{u_1, u_2\} \in \mathcal{M}_{\text{loc}}(\Omega) \) and the diffuse part of \( \Delta \max \{u_1, u_2\} \) with respect to the \( W^{1,2} \) capacity satisfies
\[
(\Delta \max \{u_1, u_2\})_d \geq \chi_{\{\tilde{u}_1 > \tilde{u}_2\}}(\Delta u_1)_d + \chi_{\{\tilde{u}_1 < \tilde{u}_2\}}(\Delta u_2)_d + \chi_{\{\tilde{u}_1 = \tilde{u}_2\}} \frac{(\Delta u_1)_d + (\Delta u_2)_d}{2}.
\]

We now return to the issue of what it can be said about \( \Delta u^+ \). The classical result for positive distributions asserts that \( \Delta u^+ \) is a locally finite measure:

Lemma 5.12. Let \( \mu \in \mathcal{M}_{\text{loc}}(\Omega) \). If \( F : C^\infty_c(\Omega) \to \mathbb{R} \) is a linear functional such that \( F \geq \mu \) in the sense of distributions in \( \Omega \), then there exists a unique \( \lambda \in \mathcal{M}_{\text{loc}}(\Omega) \) such that \( F = \lambda \) in the sense of distributions in \( \Omega \).

Proof. We may assume that \( \mu = 0 \). Given a nonnegative function \( \varphi \in C^\infty_c(\Omega) \), for every \( \psi \in C^\infty(\overline{\Omega}) \) the function \( (\|\psi\|_{L^\infty(\Omega)} - \psi)\varphi \) is an admissible function in the inequality \( F \geq 0 \). By linearity of \( F \) we have
\[
F(\psi \varphi) \leq F(\varphi)\|\psi\|_{L^\infty(\Omega)}.
\]
Since this property holds for every \( \psi \in C^\infty(\overline{\Omega}) \), we have
\[
|F(\psi \varphi)| \leq F(\varphi)\|\psi\|_{L^\infty(\Omega)}.
\]

Given an open subset \( \omega \subset \Omega \), we choose \( \varphi \in C^\infty_c(\Omega) \) such that \( \varphi = 1 \) in \( \omega \). For every \( \psi \in C^\infty_c(\omega) \), we then have \( \psi \varphi = \psi \) and in addition \( \|\psi\|_{L^\infty(\Omega)} = \|\psi\|_{L^\infty(\omega)} \). Therefore,
\[
|F(\psi)| \leq F(\varphi)\|\psi\|_{L^\infty(\omega)}.
\]
Thus, the linear functional $F$ has a unique extension as a continuous linear function on the Banach space $C_0(\omega)$ of continuous functions vanishing on $\partial \omega$. By the Riesz representation theorem [51, theorem 7.17], there exists a unique finite measure $\lambda_\omega$ in $\omega$ such that for every $\psi \in C^\infty_c(\omega)$,

$$F(\psi) = \int_\omega \psi \, d\lambda_\omega.$$ 

Using a partition of unit of $\Omega$ the conclusion follows. □

It is natural to ask whether under the assumptions of Kato’s inequality, $\Delta u^+$ is a finite measure. The answer is negative even if $u$ is harmonic in $\Omega$ and has a continuous extension to $\bar{\Omega}$ [29, proposition A.1]. However, the answer is affirmative if $u$ satisfies the linear Dirichlet problem

$$\begin{cases}
-\Delta u = \mu & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}$$

in which case we have the estimate

$$\|\Delta u^+\|_{M(\Omega)} \leq \|\Delta u\|_{M(\Omega)}.$$ 

More generally, the following is true:

**Proposition 5.13.** Let $\mu \in M(\Omega)$. If $u$ is the solution of the linear Dirichlet problem with datum $\mu$, then for every convex Lipschitz continuous function $\Phi : \mathbb{R} \to \mathbb{R}$, we have $\Delta \Phi(u) \in M(\Omega)$ and

$$\|\Delta \Phi(u)\|_{M(\Omega)} \leq 2C \|\Delta u\|_{M(\Omega)},$$

where $C > 0$ is any constant satisfying the Lipschitz condition of $\Phi$.

This proposition does not appear in [29], but all the ingredients are proved in that paper. The result relies on the estimate

$$(2.1) \quad \|\Delta(u-a)^+\|_{M(\Omega)} \leq 2\|\Delta u\|_{M(\Omega)}$$

valid for every $a \in \mathbb{R}$. The constant 2 is needed here because if $a > 0$, then the function $(u-a)^+$ is compactly supported in $\Omega$, which doubles the total mass of its Laplacian. This inequality is obtained by combining [29, theorem 1.1] and [29, theorem 1.2].

**Proof of Proposition 5.13.** We first consider the case where $\Phi$ is convex and piecewise affine.

Let us temporarily assume that $\Phi$ is monotone, say nondecreasing, and $\Phi'(t) = 0$ for every $t \leq a_1$. In this case, there exists finitely many numbers $a_1 < \ldots < a_\ell$ in $\mathbb{R}$, $\alpha_1, \ldots, \alpha_\ell$ in $[0, +\infty)$ and $\beta$ in $\mathbb{R}$ such that for every $t \in \mathbb{R}$,

$$\Phi(t) = \beta + \sum_{i=1}^\ell \alpha_i (t-a_i)^+.$$ 

Thus, $\Delta \Phi(u) \in M(\Omega)$, and by the triangle inequality and inequality (2.1) above,

$$\|\Delta \Phi(u)\|_{M(\Omega)} \leq \sum_{i=1}^\ell \alpha_i \|\Delta(u-a_i)^+\|_{M(\Omega)} \leq 2 \sum_{i=1}^\ell \alpha_i \|\Delta u\|_{M(\Omega)}.$$
Note that in this case, the Lipschitz constant of $\Phi$ is given by $\ell = \sum_{i=1}^{\ell} \alpha_i$.

When $\Phi$ is convex and piecewise affine but not necessarily monotone, we take

$$c = \inf \Phi' \quad \text{and} \quad \tau = \sup \Phi'.$$

There exist convex and piecewise affine functions $\Phi_1 : \mathbb{R} \to \mathbb{R}$ and $\Phi_2 : \mathbb{R} \to \mathbb{R}$ such that

(a) for every $t \in \mathbb{R}$,

$$\Phi(t) = \Phi_1(t) + \Phi_2(t) + \frac{\tau + \ell}{2} t,$$

(b) $\Phi_1$ is nonincreasing and $\Phi_2$ is nondecreasing,

(c) there exists $a_0 \in \mathbb{R}$ such that for every $t \geq a_0$,

$$\Phi'_1(t) = 0$$

and for every $t \leq a_0$,

$$\Phi'_2(t) = 0.$$

The functions $\Phi_1$ and $\Phi_2$ have Lipschitz constant at most equal to $\frac{\tau - \ell}{2}$.

In view of the previous case, we have for $j \in \{1, 2\}$, $\Delta \Phi_j(u) \in M(\Omega)$ and

$$\|\Delta \Phi_j(u)\|_{M(\Omega)} \leq (\tau - \ell) \|\Delta u\|_{M(\Omega)}.$$ 

Thus, $\Delta \Phi(u) \in M(\Omega)$ and by the triangle inequality,

$$\|\Delta \Phi(u)\|_{M(\Omega)} \leq 2(\tau - \ell) \|\Delta u\|_{M(\Omega)} + \frac{|\tau + \ell|}{2} \|\Delta u\|_{M(\Omega)}$$

$$\leq 2 \max \{|\tau|, |\ell|\} \|\Delta u\|_{M(\Omega)}.$$ 

This implies the result when $\Phi$ is convex and piecewise affine. The case of a convex Lipschitz continuous function $\Phi$ follows by approximating $\Phi$ by a sequence of convex and piecewise affine functions $(\Phi_n)_{n \in \mathbb{N}}$ converging uniformly to $\Phi$ on bounded subsets of $\mathbb{R}$. \hfill \Box

In contrast of what happens to the composition of Lipschitz continuous functions with functions in the Sobolev spaces $W^{1,p}$ [3, theorem 2.1; 14, theorem 4.2], it is not possible to have an explicit formula of $\Delta \Phi_j(u)$ in terms of $\Delta u$ and $\nabla u$, even when $\Delta u$ is a smooth function, since $\Delta \Phi(u)$ need not be a function. This raises the following question:

Open Problem 5.14. Let $u \in L^1(\Omega)$ and let $\Phi : \mathbb{R} \to \mathbb{R}$ be a convex Lipschitz continuous function. If $\Delta u \in L^1(\Omega)$ and $\Delta \Phi(u) \in L^1(\Omega)$, is it true that

$$\Delta \Phi(u) = \Phi'(u) \Delta u + \Phi''(u) |\nabla u|^2$$

pointwisely in $\Omega$?

The answer is affirmative if $u \in W^{2,1}(\Omega) \cap L^\infty(\Omega)$ and $\Phi'$ is Lipschitz continuous by the property of composition of functions is Sobolev spaces; see also [36]. A delicate point is already to show that $\Phi''(u)$ is well-defined.

A related question consists in showing that if $\Delta u \in L^1(\Omega)$, then $\Delta u = 0$ almost everywhere in the set $\{\nabla u = 0\}$. This result does not seem to be explicitly proved in the literature; see however [59].
The use of Kato’s inequality in applications strongly rely on the linear structure of the Laplacian. An alternative approach to quasilinear equations — in particular involving the \( p \)-Laplacian — is to use suitable truncates of the solution as test functions. This is a delicate issue and has been investigated in [8, 36].

3. Inverse maximum principle

Maximum principles are based on the idea that if \( \Delta u \) is nonpositive, then the function \( u \) itself should be nonnegative, assuming that the right boundary conditions are satisfied. The inverse maximum principle we present in this section goes the other way around in the sense that if \( u \) is nonnegative, then there is part of \( \Delta u \) which must be nonpositive. The values of \( u \) on the boundary are irrelevant in this case.

The following statement of the inverse maximum principle is due to Dupaigne and Ponce [44, theorem 3] (see also [37, lemma 3.5]):

**Proposition 5.15.** Let \( u \in L^1(\Omega) \) be such that \( \Delta u \in \mathcal{M}(\Omega) \). If \( u \geq 0 \) in \( \Omega \), then the concentrated part of \( \Delta u \) with respect to the \( W^{1,2} \) capacity satisfies

\[
(\Delta u)_c \leq 0.
\]

Under the assumptions of the inverse maximum principle, it is not possible to say anything about the diffuse part of \( \Delta u \) with respect to the \( W^{1,2} \) capacity.

The inverse maximum principle can be better understood by keeping in mind a well-known fact in potential theory which says that measures which are concentrated on sets of zero \( W^{1,2} \) capacity — polar sets in the language of potential theory — generate unbounded potentials. A precise statement may be found for instance in [62, theorem 7.35]. Whether the potential achieves the value \(+\infty\) or \(-\infty\) dictates the sign of the measure.

As an example in dimension 2, let \( u \in L^1(\Omega) \) be such that \( \Delta u = \alpha \delta_a \) for some point \( a \in \Omega \) and for some \( \alpha \in \mathbb{R}_+ \). In a neighborhood of \( a \), the function \( u \) behaves like a multiple of the fundamental solution,

\[
u(x) \sim \frac{\alpha}{2\pi} \log |x - a|.
\]

In this case, \( \alpha \delta_a \) is a concentrated measure in dimension 2 and if \( u \geq 0 \), then \( \alpha \leq 0 \). This is a typical behavior one should expect from the inverse maximum principle.

We first establish a couple ingredients that will be needed in the proof of the inverse maximum principle.

**Lemma 5.16.** If \( \mu, \nu \in \mathcal{M}(\Omega) \), then \( \mu \leq \nu \) in the sense of measures if and only if \( \mu \leq \nu \) in the sense of distributions.

The inequality \( \mu \leq \nu \) in the sense of measures means that for every Borel set \( A \subset \Omega \),

\[
\mu(A) \leq \nu(A),
\]
while in the sense of distributions, \( \mu \leq \nu \) means that for every \( \varphi \in C_c^\infty(\Omega) \) such that \( \varphi \geq 0 \) in \( \Omega \),
\[
\int_\Omega \varphi \, d\mu \leq \int_\Omega \varphi \, d\nu. 
\]

**Proof.** If \( \mu \leq \nu \) in the sense of measures, then for every nonnegative simple measurable function \( f : \Omega \to \mathbb{R} \),
\[
\int_\Omega f \, d\mu \leq \int_\Omega f \, d\nu. 
\]
Given a nonnegative function \( \varphi \in C_c^\infty(\Omega) \), we take a nondecreasing sequence of nonnegative simple measurable functions converging pointwisely to \( \varphi \) and the direct implication follows.

Conversely, assume that \( \mu \leq \nu \) in the sense of distributions. For every nonnegative function \( \varphi \in C_c^\infty(\Omega) \) we have
\[
\int_\Omega \varphi \, d\mu \leq \int_\Omega \varphi \, d\nu. 
\]
Given a compact set \( K \subset \Omega \), take a sequence \( (\varphi_n)_{n \in \mathbb{N}} \) of nonnegative functions in \( C_c^\infty(\Omega) \) such that
\begin{enumerate}[(a)]  
  \item \( (\varphi_n)_{n \in \mathbb{N}} \) is bounded in \( L^\infty(\Omega) \),
  \item \( (\varphi_n)_{n \in \mathbb{N}} \) converges pointwisely to 0 in \( \Omega \setminus K \),
  \item \( (\varphi_n)_{n \in \mathbb{N}} \) converges pointwisely to 1 in \( K \).
\end{enumerate}
By the dominated convergence theorem we get
\[
\mu(K) = \int_K d\mu \leq \int_K d\nu = \nu(K). 
\]
Since \( K \) is an arbitrary compact subset of \( \Omega \), by inner regularity of finite measures [51, theorem 7.8] the inequality holds for every Borel subset of \( \Omega \).

The following result is due to Grun-Rehomme [58]:

**Lemma 5.17.** If \( u \in W^{1,2}(\Omega) \) is such that \( \Delta u \in \mathcal{M}(\Omega) \), then \( \Delta u \) is a diffuse measure with respect to the \( W^{1,2} \) capacity.

**Proof.** For every \( \varphi \in C_c^\infty(\Omega) \),
\[
\int_\Omega \varphi \Delta u = -\int_\Omega \nabla \varphi \cdot \nabla u. 
\]
Given a compact set \( K \subset \Omega \) such that \( \text{cap}_{W^{1,2}}(K) = 0 \), let \( (\varphi_n)_{n \in \mathbb{N}} \) be a sequence in \( C_c^\infty(\Omega) \) such that
\begin{enumerate}[(a)]  
  \item \( (\varphi_n)_{n \in \mathbb{N}} \) converges to 0 in \( W^{1,2}(\Omega) \)
  \item for every \( n \in \mathbb{N} \), \( \varphi_n = 1 \) in \( K \),
  \item \( (\varphi_n)_{n \in \mathbb{N}} \) converges pointwisely to 0 in \( \Omega \setminus K \),
  \item for every \( n \in \mathbb{N} \), \( 0 \leq \varphi_n \leq 1 \) in \( \Omega \).
On the one hand, by the dominated convergence theorem,
\[ \lim_{n \to \infty} \int_{\Omega} \varphi_n \Delta u = \int_{K} \Delta u = (\Delta u)(K). \]

On the other hand, by convergence of the sequence \((\varphi_n)_{n \in \mathbb{N}}\) in \(W^{1,2}(\Omega)\),
\[ \lim_{n \to \infty} \int_{\Omega} \nabla \varphi_n \cdot \nabla u = 0. \]

Therefore,
\[ (\Delta u)(K) = 0. \]

Since \(K\) is an arbitrary compact subset of \(\Omega\), by inner regularity of finite Borel measures, the equality holds for every Borel subset of \(\Omega\) with zero \(W^{1,2}\) capacity. \(\square\)

**PROOF OF PROPOSITION 5.15.** We first establish the inverse maximum principle when \(u \in W^{1,1}_0(\Omega)\).

For every \(\kappa > 0\), by the interpolation inequality (lemma 4.7) we have
\[ T_\kappa(u) \in W^{1,2}_0(\Omega). \]
Since \(u \geq 0\),
\[ T_\kappa(u) = \kappa - (\kappa - u)^+. \]
Thus, by Kato’s inequality (proposition 5.6) applied to the function \(\kappa - u\),
\[ \Delta T_\kappa(u) \leq \max \{ \Delta u, 0 \} = (\Delta u)^+ \]
in the sense of distributions in \(\Omega\), whence in the sense of measures.

Given a Borel set \(E \subset \Omega\) such that \(\text{cap}_{W^{1,2}}(E) = 0\), by Grun-Rehomme’s lemma, the measure \(\Delta T_\kappa(u)\) in the left-hand side does not charge \(E\). In particular,
\[ \Delta T_\kappa(u) \leq 0 \]
in the sense of measures in \(E\). We also have
\[ \Delta T_\kappa(u) \leq (\Delta u)^+ \]
in the sense of measures in \(\Omega \setminus E\). Using the additivity of measures, we may combine both inequalities and deduce that
\[ \Delta T_\kappa(u) \leq \chi_{\Omega \setminus E}(\Delta u)^+ \]
in the sense of measures in \(\Omega\).

Thus, for every \(\varphi \in C_c(\Omega)\) such that \(\varphi \geq 0\) in \(\Omega\),
\[ \int_{\Omega} T_\kappa(u) \Delta \varphi \leq \int_{\Omega \setminus E} \varphi (\Delta u)^+. \]
Let \(\kappa\) tend to infinity in this inequality. By the dominated convergence theorem,
\[ \int_{\Omega} u \Delta \varphi = \int_{\Omega \setminus E} \varphi (\Delta u)^+. \]
In other words,
\[ \Delta u \leq \chi_{\Omega \setminus E}(\Delta u)^+ \]
in the sense of distributions in $\Omega$, whence in the sense of measures. In particular,

$$\Delta u(E) \leq \Delta u^+(E \setminus E) = 0.$$ 

Since this property holds for every Borel set $E \subset \Omega$ with zero $W^{1,2}$ capacity, we conclude that $(\Delta u)_c \leq 0$.

In order to consider the case of a function $u \in L^1(\Omega)$ which need not belong to $W^{1,1}_0(\Omega)$, we may proceed as follows. For every nonnegative function $\varphi \in C_\infty^\infty(\Omega)$, by the localization lemma (lemma 5.3) the function $u\varphi$ satisfies the assumptions of the inverse maximum principle and in addition belongs to $W^{1,1}_0(\Omega)$. Thus,

$$\Delta(u\varphi)_c \leq 0.$$ 

Given a subdomain $\omega \subset \Omega$, we may take $\varphi = 1$ in $\omega$, whence

$$\Delta(u\varphi) = \Delta u$$ 

in $\omega$ and this implies that $(\Delta u)_c \leq 0$ in $\omega$. Since $\omega$ is arbitrary the conclusion follows. □

We may now return to Kato’s inequality when $\Delta u$ is a measure to explain what happens to the concentrated part of the measure $\Delta u^+$ with respect to the $W^{1,2}$ capacity.

**Corollary 5.18.** If $u \in L^1(\Omega)$ is such that $\Delta u \in M(\Omega)$, then $\Delta u^+ \in M_{\text{loc}}(\Omega)$ and the concentrated part of $\Delta u^+$ with respect to the $W^{1,2}$ capacity satisfies

$$\Delta u^+_c = \min\{(\Delta u)_c, 0\}.$$ 

**Proof.** By Kato’s inequality (proposition 5.6),

$$\Delta u^+ \geq \min\{\Delta u, 0\}$$

in the sense of distributions, whence in the sense of measures. Comparing the concentrated parts on both sides, we get

$$\Delta u^+_c \geq \min\{(\Delta u)_c, 0\}.$$ 

Since $u^+ \geq 0$ and $u^+ \geq u$, by the inverse maximum principle we have

$$\Delta u^+_c \leq 0 \quad \text{and} \quad (\Delta u^+_c)_c \leq (\Delta u)_c.$$ 

Thus,

$$\Delta u^+_c \leq \min\{(\Delta u)_c, 0\}.$$ 

Therefore, equality of measures must hold. □

Since

$$\Delta u^+ = (\Delta u^+_d + (\Delta u^+_c),$$

we may assemble the information given by proposition 5.10 and the corollary above and write

$$\Delta u^+ \geq \chi_{\{u>0\}}(\Delta u)_d + \min\{(\Delta u)_c, 0\}.$$ 

Thus, for every $\varphi \in C_\infty^\infty(\Omega)$ such that $\varphi \geq 0$ in $\Omega$,

$$\int_{\Omega} u^+ \Delta \varphi \geq \int_{\{u>0\}} \varphi (\Delta u)_d + \int_{\Omega} \varphi \min\{(\Delta u)_c, 0\}.$$
We also have the following counterpart for the maximum of two functions:

**Corollary 5.19.** If $u_1, u_2 \in L^1(\Omega)$ are such that $\Delta u_1, \Delta u_2 \in \mathcal{M}(\Omega)$, then $\Delta \max \{u_1, u_2\} \in \mathcal{M}_{\text{loc}}(\Omega)$ and the concentrated part of $\Delta \max \{u_1, u_2\}$ with respect to the $W^{1,2}$ capacity satisfies

$$(\Delta \max \{u_1, u_2\})_c = \min \{(\Delta u_1)_c, (\Delta u_2)_c\}.$$ 

**4. Strong maximum principle**

The strong maximum principle asserts that if $\Omega \subset \mathbb{R}^N$ is a connected open set and if $u : \Omega \to \mathbb{R}$ is a nonnegative smooth function such that

$$-\Delta u \geq 0,$$

then either $u = 0$ in $\Omega$ or $u > 0$ in $\Omega$. Another formulation of the same fact says that if for some point $a \in \Omega$, $u(a) = 0$, then $u = 0$ in $\Omega$.

By the Harnack inequality [101, corollary 8.1], the same conclusion holds when the Laplace operator $-\Delta$ is replaced by $-\Delta + V$ where $V \in L^p(\Omega)$ for some $p > \frac{N}{2}$. The conclusion fails without this assumption on $V$. For instance, given $a \in \Omega$ the function $u : \Omega \to \mathbb{R}$ defined by $u(x) = |x - a|^2$ satisfies the equation

$$-\Delta u + Vu = 0$$

with $V(x) = \frac{2N}{|x-a|^2}$ but in this case $V \not\in L^{N/2}(\Omega)$.

Under a weaker integrability condition on $V$, if the function $u$ vanishes on a larger set, then one would still hope to conclude that $u = 0$ in $\Omega$. This type of result was obtained by Bénilan and Brezis [9, theorem C.1] in the case where $V \in L^1(\Omega)$ and $\text{supp} \ u$ is a compact subset of $\Omega$. Their strong maximum principle has been further extended by Ancona [4, theorem 9]:

**Proposition 5.20.** Let $\Omega \subset \mathbb{R}^N$ be a connected open set and let $V \in L^1(\Omega)$. If $u \in L^1(\Omega) \cap C(\Omega)$ is a nonnegative function such

$$\Delta u \leq Vu$$

in the sense of distributions in $\Omega$ and if $u$ vanishes in a set of positive $W^{1,2}$ capacity, then $u = 0$ in $\Omega$.

Ancona’s proof of the strong maximum principle above relies on tools from potential theory. We present an alternative proof due to Brezis and Ponce [25] which is based on the following estimate:

**Lemma 5.21.** Let $V \in L^1(\Omega)$ and let $u \in L^1(\Omega)$ be a nonnegative function such that $Vu \in L^1(\Omega)$. If

$$\Delta u \leq Vu$$

in the sense of distributions in $\Omega$, then $\log (1 + u) \in W^{1,2}_{\text{loc}}(\Omega)$ and for every $\varphi \in C_c(\Omega)$,

$$\int_{\Omega} |\nabla \log (1 + u)|^2 \varphi^2 \leq C \int_{\Omega} (V^+ \varphi^2 + |D\varphi|^2).$$
5. MAXIMUM PRINCIPLES

PROOF. We first assume that $u \in W^{1,2}_{\text{loc}}(\Omega)$. For every $\varphi \in C_c^\infty(\Omega)$ such that $\varphi \geq 0$ in $\Omega$,

$$-\int_\Omega \nabla u \cdot \nabla \varphi = \int_\Omega (\Delta u) \varphi \leq \int_\Omega V \varphi.$$  

By an approximation argument on the test function, we deduce that for every function $v \in W^{1,2}_0(\Omega) \cap L^\infty(\Omega)$ with compact support in $\Omega$ and such that $v \geq 0$ in $\Omega$,

$$-\int_\Omega \nabla u \cdot \nabla v \leq \int_\Omega V v.$$  

In view of the pointwise identity,

$$\nabla \log (1 + u) = \frac{\nabla u}{1 + u},$$

we will apply this estimate with $v = \varphi^2/(1 + u)$, where $\varphi \in C_c^\infty(\Omega)$.

For every $\varphi \in C_c^\infty(\Omega)$,

$$\frac{\nabla u}{1 + u} \varphi^2 = -\nabla \left( \frac{\varphi^2}{1 + u} \right) + 2 \frac{\varphi}{1 + u} \nabla \varphi.$$  

Taking the scalar product against $\nabla u$ on both sides, we get

$$\frac{|\nabla u|^2}{(1 + u)^2} \varphi^2 = -\nabla u \cdot \nabla \left( \frac{\varphi^2}{1 + u} \right) + 2 \frac{\nabla u \varphi}{1 + u} \cdot \nabla \varphi.$$  

For every $\epsilon > 0$, there exists $C_1 > 0$ depending on $\epsilon$ such that

$$\left| \frac{\nabla u \varphi}{1 + u} \cdot \nabla \varphi \right| \leq \epsilon \frac{|\nabla u|^2}{1 + u} \varphi^2 + C_1 |\nabla \varphi|^2.$$  

Thus,

$$(1 - 2\epsilon) \frac{|\nabla u|^2}{(1 + u)^2} \varphi^2 \leq -\nabla u \cdot \nabla \left( \frac{\varphi^2}{1 + u} \right) + 2C_1 \int_\Omega |\nabla \varphi|^2.$$  

Choosing $0 < \epsilon < \frac{1}{7}$, we get

$$\frac{|\nabla u|^2}{(1 + u)^2} \varphi^2 \leq -C_2 \nabla u \cdot \nabla \left( \frac{\varphi^2}{1 + u} \right) + C_3 |\nabla \varphi|^2.$$  

Therefore,

$$|\nabla \log(1 + u)|^2 \varphi^2 \leq -C_2 \nabla u \cdot \nabla \left( \frac{\varphi^2}{1 + u} \right) + C_3 |\nabla \varphi|^2.$$  

By the estimate in the beginning of the proof with $v = \varphi^2/(1 + u)$,

$$-\int_\Omega \nabla u \cdot \nabla \left( \frac{\varphi^2}{1 + u} \right) \leq \int_\Omega V \frac{\varphi^2}{1 + u} \leq \int_\Omega V^+ \varphi^2.$$  

We conclude that

$$\int_\Omega |\nabla \log(1 + u)|^2 \varphi^2 \leq C_2 \int_\Omega V^+ \varphi^2 + C_3 \int_\Omega |\nabla \varphi|^2.$$
Since $0 \leq \log(1 + u) \leq u$ in $\Omega$, we deduce that $\log(1 + u) \in W^{1,2}_{\text{loc}}(\Omega)$ under the assumption that $u \in W^{1,2}_{\text{loc}}(\Omega)$.

We now explain how to drop the additional assumption on $u$. Since $\Delta u \in M_{\text{loc}}(\Omega)$, by the localization lemma (lemma 5.3) and by the interpolation inequality (lemma 4.7), for every $\kappa > 0$ the truncated function $T_\kappa(u)$ belongs to $W^{1,2}_{\text{loc}}(\Omega)$. Since $u \geq 0$,

$$T_\kappa(u) = \kappa - (\kappa - u)^+.$$  

By assumption on $\Delta u$, we also have

$$\Delta(\kappa - u) \geq -Vu$$  

in the sense of distributions in $\Omega$. Thus, by Kato’s inequality (proposition 5.7) applied to the function $\kappa - u$,

$$\Delta(\kappa - u)^+ \geq -\chi_{\{\kappa < \kappa\}}Vu$$  

in the sense of distributions in $\Omega$, whence

$$\Delta T_\kappa(u) \leq \chi_{\{\kappa < \kappa\}}Vu \leq V^+T_\kappa(u)$$  

in the sense of distributions in $\Omega$. Thus, $T_\kappa(u)$ also satisfies the assumptions of the lemma and, in addition, $T_\kappa(u) \in W^{1,2}_{\text{loc}}(\Omega)$. We deduce that for every $\varphi \in C^\infty_c(\Omega)$,

$$\int_\Omega |\nabla \log(1 + T_\kappa(u))|^2\varphi^2 \leq C \int_\Omega (V^+\varphi^2 + |D\varphi|^2).$$  

Letting $\kappa$ tend to infinity, we have the conclusion. \hfill \Box

We need the following variant of the Poincaré inequality for functions vanishing on a set of positive $W^{1,2}$ capacity:

**Lemma 5.22.** Let $A \subset \Omega$ be a Borel set such that $\text{cap}_{W^{1,2}}(A) > 0$. If $\Omega$ is connected, then there exists $C > 0$ such that for every $u \in W^{1,2}(\Omega) \cap C(\Omega)$, if $u$ vanishes in $A$, then

$$\|u\|_{L^2(\Omega)} \leq C\|Du\|_{L^2(\Omega)}.$$

**Proof.** Arguing by contradiction, if the inequality is not true, then there exists a sequence $(u_n)_{n \in \mathbb{N}}$ is $W^{1,2}(\Omega) \cap C(\Omega)$ such that for every $n \in \mathbb{N}$, $u_n = 0$ in $A$ and the sequence $(u_n)_{n \in \mathbb{N}}$ converges strongly in $W^{1,2}(\Omega)$ to some function $u$ such that $\|u\|_{L^2(\Omega)} > 0$ and $\|Du\|_{L^2(\Omega)} = 0$. Since $\Omega$ is connected, $u$ must be a constant function. Passing to a subsequence if necessary, we may assume that $(u_n)_{n \in \mathbb{N}}$ converges pointwisely to $u$ in $\Omega$ except in a set of zero $W^{1,2}$ capacity (see proposition A.1 and remark A.6). Thus, $u$ is a constant function such that $u = 0$ in $A$, whence $u = 0$ in $\Omega$. This contradicts the fact that $\|u\|_{L^2(\Omega)} > 0$. \hfill \Box

**Proof of Proposition 5.20.** For every $\delta > 0$, the function $u/\delta$ satisfies the assumptions of the previous lemma. Thus, for every $\omega \Subset \Omega$, there exists a constant $C_1 > 0$ such that

$$\int_\omega \left|\nabla \log \left(1 + \frac{u}{\delta}\right)\right|^2 \leq C_1.$$
Since the function $\log \left(1 + \frac{u}{\delta}\right)$ vanishes in a set of positive $W^{1,2}$ capacity in $\Omega$, we may choose a connected open set $\omega \subset \Omega$ having the same property. Thus, by the Poincaré inequality above,

$$\int_\omega \left|\log \left(1 + \frac{u}{\delta}\right)\right|^2 \leq C_2 \int_\omega \left|\nabla \log \left(1 + \frac{u}{\delta}\right)\right|^2 \leq C_3.$$ 

For every $t > 0$, by the Chebyshev inequality we then have

$$|\omega \cap \{u > t\}| \left|\log \left(1 + \frac{t}{\delta}\right)\right|^2 \leq C_3.$$

Letting $\delta$ tend to 0, we deduce that for every $t > 0$, $|\omega \cap \{u > t\}| = 0$. Thus, $u = 0$ in $\omega$, from which the conclusion follows. \[\square\]

In proposition 5.20, the assumption that $u$ is continuous can be relaxed. Indeed, the result still holds if $u \in L^1(\Omega)$ is a nonnegative function such that $Vu \in L^1(\Omega)$. In this case, the assumption that $u$ vanishes in a set of zero capacity has to be understood in terms of the quasicontinuous representative $\hat{u}$ of $u$.

There are interesting questions related to proposition 5.20:

**Open Problem 5.23.** Let $V : \Omega \to \mathbb{R}$ be a measurable function. Assume that $u \in L^1(\Omega) \cap C(\Omega)$ is a nonnegative function such $Vu \in L^1(\Omega)$ and

$$\Delta u \leq Vu$$

in the sense of distributions in $\Omega$. If $u$ has compact support in $\Omega$, can one replace the assumption $V \in L^1(\Omega)$ by a weaker condition — for example $V^{1/2} \in L^1(\Omega)$ or $V^{1/2} \in L^p(\Omega)$ for some $p > 1$ — and still conclude that $u = 0$ in $\Omega$?

We cannot hope to go below the assumption $V^{1/2} \in L^1(\Omega)$. For instance the $C^2$ function $u : \mathbb{R}^N \to \mathbb{R}$ given by

$$u(x) = \begin{cases} (1 - |x|^2)^4 & \text{if } |x| \leq 1, \\ 0 & \text{if } |x| > 1, \end{cases}$$

satisfies

$$-\Delta u + Vu = 0,$$

where $V : \mathbb{R}^N \to \mathbb{R}$ is a function such that for $|x| \lesssim 1,$

$$V(x) \sim \frac{1}{(1 - |x|)^2}.$$ 

In this case, $V^\alpha \in L^1(\mathbb{R}^N)$ for every $0 < \alpha < 1/2$, but $V^{1/2} \not\in L^1(\mathbb{R}^N)$.

**Open Problem 5.24.** Let $\Omega \subset \mathbb{R}^N$ be a connected open set and let $V \in L^q(\Omega)$ for some $1 \leq q < +\infty$. Assume that $u \in L^1(\Omega) \cap C(\Omega)$ is a nonnegative function such

$$\Delta u \leq Vu$$

in the sense of distributions in $\Omega$. If $u$ vanishes in a set of positive $W^{1,2q}$ capacity — or positive $W^{2,q}$ capacity —, is it true that $u = 0$ in $\Omega$?
Proposition 5.20 shows that the answer is affirmative when $q = 1$. The $W^{1,2}$ capacity can also be seen as a limit of the $W^{2,q}$ capacities as $q$ tends to 1 (see lemma 9.9). The answer is also affirmative when $q > \frac{N}{2}$ by the strong maximum principle mentioned above: if $q > \frac{N}{2}$ and $a \in \mathbb{R}^N$ is any point, then $\text{cap}_{W^{1,2}}(\{a\}) > 0$ and $\text{cap}_{W^{2,q}}(\{a\}) > 0$. 
CHAPTER 6

Extremal solutions

We investigate the existence of a smallest and a largest solution of the nonlinear Dirichlet problem

\[
\begin{cases}
-\Delta u + g(u) = \mu & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega.
\end{cases}
\]

We construct natural candidates for such solutions via the Perron method by taking the largest subsolution \( \pi \) and the smallest supersolution \( \underline{u} \) of the Dirichlet problem. Using the method of sub and supersolutions we show that \( \pi \) and \( \underline{u} \) are indeed solutions of the nonlinear Dirichlet problem.

1. Perron method

The Perron method [91] is based on the idea of thinking of a solution as the largest possible subsolution. This is related to Poincaré’s balayage method [94, 95] which gives a way of achieving a solution as the limit of a nondecreasing sequence of subsolutions.

The notion of subsolution we consider is based on Littman-Stampacchia-Weinberger’s notion of weak solution:

**DEFINITION 6.1.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function and let \( \mu \in \mathcal{M}(\Omega) \). A function \( u : \Omega \to \mathbb{R} \) is a subsolution of the nonlinear Dirichlet problem if

\begin{enumerate}[label=(\roman*)]
\item \( u \in L^1(\Omega) \),
\item \( g(u) \in L^1(\Omega) \),
\item \( -\Delta u + g(u) \leq \mu \) in the sense of \( (C_0^\infty(\Omega))' \).
\end{enumerate}

Thus, by a subsolution \( u \) of the nonlinear Dirichlet problem we mean that for every \( \zeta \in C_0^\infty(\Omega) \) such that \( \zeta \geq 0 \) in \( \Omega \),

\[-\int_\Omega u \Delta \zeta + \int_\Omega g(u) \zeta \leq \int_\Omega \zeta \, d\mu.\]

The boundary condition \( u \leq 0 \) on \( \partial \Omega \) is implicitly encoded in this weak formulation and the precise meaning of what we mean by this boundary condition is given by proposition 5.2 above.

The Perron method relies on the following proposition:

**PROPOSITION 6.2.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function and let \( \mu \in \mathcal{M}(\Omega) \). Given \( w \in L^1(\Omega) \), if the nonlinear Dirichlet problem has a subsolution \( \pi \leq w \) in \( \Omega \), then there exists \( \pi \in L^1(\Omega) \) such that

\begin{enumerate}[label=(\roman*)]
\item \( \pi \leq w \) in \( \Omega \),
\item for every subsolution \( v \) such that \( v \leq w \) in \( \Omega \), \( v \leq \pi \) in \( \Omega \),
\end{enumerate}
(iii) there exists a nondecreasing sequence of subsolutions \((u_n)_{n \in \mathbb{N}}\) such that for every \(n \in \mathbb{N}\), \(u_n \leq w\) in \(\Omega\), and \((u_n)_{n \in \mathbb{N}}\) converges to \(\pi\) in \(L^1(\Omega)\).

Formally, we could say that for \(x \in \Omega\),

\[
\pi(x) = \sup \left\{ v(x) : v \text{ is a subsolution such that } v \leq w \right\},
\]

but one should be careful about the meaning of the supremum in the right-hand side since its possibly taken over uncountable sets of subsolutions.

Without additional assumptions on the nonlinearity \(g\) and on the function \(w\), it need not be true that \(u\) is a subsolution of the Dirichlet problem. For instance, we could have \(g(u) \not\in L^1(\Omega)\) and even when \(g(\pi) \in L^1(\Omega)\), the weak formulation need not hold for every admissible test function.

We first prove a property about the maximum of subsolutions.

**Lemma 6.3.** Let \(g : \mathbb{R} \to \mathbb{R}\) be a continuous function and let \(\mu \in M(\Omega)\). If \(v_1\) and \(v_2\) are subsolutions of the nonlinear Dirichlet problem, then \(\max \{v_1, v_2\}\) is also a subsolution.

We only require the nonlinearity \(g\) to be continuous and the same proof still works for a nonlinearity which is given by a Carathéodory function \(g : \Omega \times \mathbb{R} \to \mathbb{R}\).

**Proof.** For every function \(w : \Omega \to \mathbb{R}\),

\[
\max \{v_1, v_2\} = \max \{v_1 - w, v_2 - w\} + w.
\]

Taking \(w\) to be the solution of the linear Dirichlet problem

\[
\begin{cases}
-\Delta w = \mu & \text{in } \Omega, \\
 w = 0 & \text{on } \partial\Omega,
\end{cases}
\]

we have

\[
\Delta (v_1 - w) \geq -g(v_1) \quad \text{and} \quad \Delta (v_2 - w) \geq -g(v_2)
\]

in the sense of \((C_0^\infty(\overline{\Omega}))',\) whence in the sense of distributions in \(\Omega\). Applying Kato’s inequality (proposition 5.9) to the functions \(v_1 - w\) and \(v_2 - w\), we have

\[
\Delta \max \{v_1 - w, v_2 - w\} \geq -g(\max \{v_1, v_2\})
\]

in the sense of distributions in \(\Omega\). Thus,

\[
-\Delta \max \{v_1, v_2\} + g(\max \{v_1, v_2\}) \leq \mu
\]

in the sense of distributions in \(\Omega\).

In order to show that \(\max \{v_1, v_2\}\) is a subsolution of the nonlinear Dirichlet problem, we need to study the behavior of this function near the boundary of \(\Omega\). Note that

\[
(\max \{v_1, v_2\})^+ \leq (v_1)^+ + (v_2)^+.
\]
Thus, for every $\epsilon > 0$,

$$
\frac{1}{\epsilon} \int_{\{x \in \Omega : d(x, \partial \Omega) < \epsilon\}} (\max \{v_1, v_2\})^+ \\
\leq \frac{1}{\epsilon} \int_{\{x \in \Omega : d(x, \partial \Omega) < \epsilon\}} (v_1)^+ + \frac{1}{\epsilon} \int_{\{x \in \Omega : d(x, \partial \Omega) < \epsilon\}} (v_2)^+.
$$

Since $v_1$ and $v_2$ are both subsolutions of the nonlinear Dirichlet problem, by the direct implication of proposition 5.2 both terms in the right hand side of this estimate converge to 0 as $\epsilon$ converges to 0. Thus,

$$
\lim_{\epsilon \to 0} \frac{1}{\epsilon} \int_{\{x \in \Omega : d(x, \partial \Omega) < \epsilon\}} (\max \{v_1, v_2\})^+ = 0.
$$

Using the reverse implication of proposition 5.2, the conclusion follows. 

**Proof of Proposition 6.2.** Let

$$
S = \sup \left\{ \int_{\Omega} v : v \text{ is a subsolution such that } v \leq w \right\}.
$$

Since the supremum is taken over a nonempty set and $w \in L^1(\Omega)$, $S$ is finite.

Let $(v_n)_{n \in \mathbb{N}}$ be a sequence of subsolutions of the Dirichlet problem such that for every $n \in \mathbb{N}$, $v_n \leq w$ in $\Omega$, and

$$
\lim_{n \to \infty} \int_{\Omega} v_n = S.
$$

We construct a nondecreasing sequence of subsolutions $(u_n)_{n \in \mathbb{N}}$ having the same properties. We define this sequence by induction as follows: let $u_0 = v_0$ and for every $n \in \mathbb{N}$,

$$
u_n = \max \{u_{n-1}, v_n\}.
$$

Then, for every $n \in \mathbb{N}$, $u_n \leq w$ and by the previous lemma $u_n$ is a subsolution of the Dirichlet problem. Since

$$
\int_{\Omega} v_n \leq \int_{\Omega} u_n \leq S,
$$

we have

$$
\lim_{n \to \infty} \int_{\Omega} u_n = S.
$$

The pointwise limit $\bar{u}$ of the sequence $(u_n)_{n \in \mathbb{N}}$ satisfies the required properties. First of all, $\bar{u} \leq w$ in $\Omega$ and by the monotone convergence theorem,

$$
S = \lim_{n \to \infty} \int_{\Omega} u_n = \int_{\Omega} \bar{u}.
$$
If \( v \) is a subsolution of the Dirichlet problem, then \( (\max \{ u_n, v \})_{n \in \mathbb{N}} \) is a nondecreasing sequence of subsolutions converging pointwise to \( \max \{ \pi, v \} \). If in addition \( v \leq w \), then

\[
\int_{\Omega} u_n \leq \int_{\Omega} \max \{ u_n, v \} \leq S.
\]

By the monotone convergence theorem, we deduce that

\[
\int_{\Omega} \pi = S = \int_{\Omega} \max \{ \pi, v \}.
\]

Since \( u \leq \max \{ u, v \} \) and both integrals coincide, we deduce that \( u = \max \{ u, v \} \) almost everywhere in \( \Omega \). Therefore, \( v \leq u \). This concludes the proof of the proposition. \( \square \)

By analogy with the definition of subsolution, we may introduce the notion of supersolution:

**Definition 6.4.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function and let \( \mu \in \mathcal{M}(\Omega) \). A function \( u : \Omega \to \mathbb{R} \) is a supersolution of the nonlinear Dirichlet problem if

\[
(i) \quad u \in L^1(\Omega),
(ii) \quad g(u) \in L^1(\Omega),
(iii) \quad -\Delta u + g(u) \geq \mu \text{ in the sense of } (C^\infty_0(\Omega))^'.
\]

The counterpart of the Perron method for supersolutions is the following:

**Proposition 6.5.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function and let \( \mu \in \mathcal{M}(\Omega) \). Given \( w \in L^1(\Omega) \), if the nonlinear Dirichlet problem has a supersolution \( v \geq \omega \) in \( \Omega \), then there exists \( u \in L^1(\Omega) \) such that

\[
(i) \quad u \geq \omega \text{ in } \Omega,
(ii) \quad \text{for every supersolution } v \text{ such that } v \geq \omega \text{ in } \Omega, v \geq u \text{ in } \Omega,
(iii) \quad \text{there exists a nonincreasing sequence of supersolutions } (u_n)_{n \in \mathbb{N}} \text{ such that for every } n \in \mathbb{N}, u_n \geq \omega \text{ in } \Omega, \text{ and } (u_n)_{n \in \mathbb{N}} \text{ converges to } u \text{ in } L^1(\Omega).
\]

The proof in this case is based on a property about the minimum of supersolutions:

**Lemma 6.6.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function and let \( \mu \in \mathcal{M}(\Omega) \). If \( v_1 \) and \( v_2 \) are supersolutions of the nonlinear Dirichlet problem, then \( \min \{ v_1, v_2 \} \) is also a supersolution.

## 2. Method of sub and supersolutions

The method of sub and supersolutions relies on the idea that between a subsolution and a supersolution of a nonlinear Dirichlet problem there should be a solution.

This method can be traced back to Picard [93] — using a monotone iteration scheme — and Peano [89]. Perron [90] and Scorza Dragoni [99] explicitly used subsolutions and supersolutions to prove existence of solutions of first and second order ordinary differential equations. Concerning elliptic partial differential equations, Nagumo [84] proved the method of
sub and supersolutions using Schauder’s fixed point theorem and this is the strategy we adopt.

We stick to the definition of subsolution and supersolution based on Littman-Stampacchia-Weinberger’s weak solutions (definition 6.1 and definition 6.4). The main advantage is that it completely separates the issue of existence of solutions from the question of regularity of solutions.

The method of sub and supersolution relies on the following proposition:

**Proposition 6.7.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function satisfying the integrability condition and let \( \mu \in M(\Omega) \). If the nonlinear Dirichlet problem has a subsolution \( v \) and a supersolution \( \overline{v} \) and if \( v \leq \overline{v} \) in \( \Omega \), then there exists a solution \( u \) such that \( v \leq u \leq \overline{v} \) in \( \Omega \).

This formulation is due to Montenegro and Ponce [82, theorem 1.1].

We recall the integrability condition:

**Definition 6.8.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function. We say that \( g \) satisfies the integrability condition if for every \( \underline{w}, \overline{w}, \underline{\overline{w}} \in L^1(\Omega) \) such that \( \underline{w} \leq w \leq \overline{w} \) in \( \Omega \), if \( g(\underline{w}) \in L^1(\Omega) \) and if \( g(\overline{w}) \in L^1(\Omega) \), then \( g(w) \in L^1(\Omega) \).

In the proof of the method of sub and supersolution, the integrability condition is just what we need to define an operator \( G : L^1(\Omega) \to L^1(\Omega) \) whose fixed points satisfy the nonlinear Dirichlet problem. It is useful to have an equivalent formulation of the integrability condition, which insures the continuity of \( G \):

**Lemma 6.9.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function. Then, \( g \) satisfies the integrability condition if and only if for every \( \underline{w}, \overline{w}, \underline{\overline{w}} \in L^1(\Omega) \) such that \( \underline{w} \leq w \leq \overline{w} \) in \( \Omega \) and \( g(\underline{w}), g(\overline{w}), g(\overline{\underline{w}}) \in L^1(\Omega) \), there exists \( h \in L^1(\Omega) \) such that for every \( w \in L^1(\Omega) \), if \( \underline{w} \leq w \leq \overline{w} \) in \( \Omega \), then \( |g(w)| \leq h \) in \( \Omega \).

**Proof.** The reverse implication is clear. In order to see why the integrability condition implies the condition above, for every \( x \in \Omega \) let \( \tilde{w}(x) \) be the smallest real number in the interval \( [\underline{w}(x), \overline{\underline{w}}(x)] \) such that

\[
|g(\tilde{w}(x))] = \max_{t \in [\underline{w}(x), \overline{\underline{w}}(x)]} |g(t)|.
\]

In particular, if \( w : \Omega \to \mathbb{R} \) is a measurable function such that \( \underline{w} \leq w \leq \overline{w} \) in \( \Omega \), then \( |g(w)| \leq |g(\tilde{w})| \) in \( \Omega \). One shows that the function \( w \) defined in this way is measurable [66; 67, lemma 1.2]. Since \( w \leq \tilde{w} \leq \overline{w} \), by the integrability condition, we have \( g(\tilde{w}) \in L^1(\Omega) \) and the condition above holds with \( h = |g(\tilde{w})| \).

**Corollary 6.10.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function satisfying the integrability condition. If \( (u_n)_{n \in \mathbb{N}} \) is a monotone sequence converging to \( u \) in \( L^1(\Omega) \) and if for every \( n \in \mathbb{N} \), \( g(u_n) \in L^1(\Omega) \), then \( (g(u_n))_{n \in \mathbb{N}} \) converges to \( g(u) \) in \( L^1(\Omega) \) if and only if \( g(u) \in L^1(\Omega) \).

**Proof.** The direct implication is clear. For the reverse implication we may assume that the sequence \( (u_n)_{n \in \mathbb{N}} \) is nondecreasing. Thus, for every \( n \in \mathbb{N} \), \( u_0 \leq u_n \leq u \). By assumption, \( g(u_0) \in L^1(\Omega) \) and \( g(u) \in L^1(\Omega) \). By the previous lemma, there exists \( h \in L^1(\Omega) \) such that for every \( n \in \mathbb{N} \), \( |g(u_n)| \leq h \) in \( \Omega \).
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\[ \forall n \in \mathbb{N}, \ |g(u_n)| \leq h. \] The conclusion follows from the dominated convergence theorem. \qed

In the proof of the method of sub and supersolutions, we need a variant of Kato’s inequality \[22, 23\] which takes into account the behavior of the function on the boundary:

**Lemma 6.11.** Let \( f \in L^1(\Omega) \). If \( u \in L^1(\Omega) \) is such that

\[ \Delta u \geq f \]

in the sense of \( (C_0^\infty(\Omega))' \), then

\[ \Delta u^+ \geq \chi_{\{u > 0\}} f \]

in the sense of \( (C_0^\infty(\Omega))' \).

This lemma appears in \[22, lemma 2\] when \( u \) is a solution of the Dirichlet problem. We follow the strategy of the proof of \[23, proposition 4.B.5\], where this result is proved in full generality.

**Proof.** Applying the direct implication of proposition 5.2,

\[ \lim_{\epsilon \to 0} \frac{1}{\epsilon} \int_{\{x \in \Omega: d(x,\partial \Omega) < \epsilon\}} u^+ = 0. \]

By Kato’s inequality (proposition 5.7),

\[ \Delta u^+ \geq \chi_{\{u > 0\}} f \]

in the sense of distributions in \( \Omega \). The reverse implication of proposition 5.2 gives the conclusion. \qed

The proof of proposition 6.7 is based on Schauder’s fixed point theorem. We first modify the nonlinearity \( g \) using the subsolution and the supersolution in such a way that a solution of the modified Dirichlet problem is a solution of the original problem.

**Proof of Proposition 6.7.** Let \( \tilde{g} : \Omega \times \mathbb{R} \to \mathbb{R} \) be the function defined for \((x, t) \in \Omega \times \mathbb{R}\) by

\[ \tilde{g}(x, t) := \begin{cases} g(v(x)) & \text{if } t < v(x), \\ g(t) & \text{if } v(x) \leq t \leq \overline{v}(x), \\ g(\overline{v}(x)) & \text{if } t > \overline{v}(x). \end{cases} \]

Then, \( \tilde{g} : \Omega \times \mathbb{R} \to \mathbb{R} \) is a Carathéodory function and by the integrability condition, for every \( v \in L^1(\Omega) \),

\[ \tilde{g}(\cdot, v) \in L^1(\Omega). \]

**Claim 1.** If \( u \) satisfies the Dirichlet problem

\[ \begin{cases} -\Delta u = \mu - \tilde{g}(\cdot, u) & \text{in } \Omega, \\ u = 0 & \text{on } \partial \Omega, \end{cases} \]

then

\[ v \leq u \leq \overline{v}, \]

whence \( \tilde{g}(\cdot, u) = g(u) \) and \( u \) is a solution of the original Dirichlet problem.
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PROOF OF THE CLAIM. We show that $u \leq \overline{v}$ in $\Omega$; the proof of the inequality $v \leq u$ is similar.

For every $\zeta \in C_0^\infty(\Omega)$ such that $\zeta \geq 0$ in $\Omega$,

$$
\int_\Omega (u - \overline{v}) \Delta \zeta \geq \int_\Omega [\tilde{g}(\cdot, u) - g(\overline{v})] \zeta = \int_\Omega \chi_{\{u \leq \overline{v}\}} [g(u) - g(\overline{v})] \zeta.
$$

Applying Kato’s inequality up to the boundary (lemma 6.11) to the function $u - \overline{v}$, we get for every $\zeta \in C_0^\infty(\Omega)$ such that $\zeta \geq 0$ in $\Omega$,

$$
\int_\Omega (u - \overline{v})^+ \Delta \zeta \geq 0.
$$

Thus,

$$
\int_\Omega (u - \overline{v})^+ \leq 0.
$$

We deduce that $(u - \overline{v})^+ = 0$ in $\Omega$, whence $u \leq \overline{v}$ in $\Omega$.

By the integrability condition, for every $v \in L^1(\Omega)$ we have $\tilde{g}(\cdot, v) \in L^1(\Omega)$. Thus, there exists a unique solution of the linear Dirichlet problem

$$
-\Delta u = \mu - \tilde{g}(\cdot, v) \quad \text{in } \Omega,
$$
$$
u = 0 \quad \text{on } \partial \Omega.
$$

Let $G : L^1(\Omega) \to L^1(\Omega)$ be the map defined for every $v \in L^1(\Omega)$ by

$$
G(v) = u,
$$

where $u$ is the solution of the linear Dirichlet problem above.

CLAIM 2. The map $G$ is continuous in $L^1(\Omega)$.

PROOF OF THE CLAIM. By the integrability condition and lemma 6.9, there exists $h \in L^1(\Omega)$ such that for every $v \in L^1(\Omega)$ and for every $x \in \Omega$,

$$
|\tilde{g}(x, v(x))| \leq h(x).
$$

Let $(v_n)_{n \in \mathbb{N}}$ be a sequence converging to some function $v$ in $L^1(\Omega)$. For every $n \in \mathbb{N}$ and for every $x \in \Omega$,

$$
|\tilde{g}(x, v_n(x))| \leq h(x).
$$

Thus, by the dominated convergence theorem, the sequence $(\tilde{g}(\cdot, v_n))_{n \in \mathbb{N}}$ converges to $\tilde{g}(\cdot, v)$ in $L^1(\Omega)$. By the linear $L^1$ estimate (proposition 3.2), the sequence $(G(v_n))_{n \in \mathbb{N}}$ converges to $G(v)$ in $L^1(\Omega)$. Therefore, $G$ is continuous.

CLAIM 3. The set $G(L^1(\Omega))$ is bounded and relatively compact in $L^1(\Omega)$.

PROOF OF THE CLAIM. Since for every $v \in L^1(\Omega)$,

$$
||\mu - \tilde{g}(\cdot, v)||_{M(\Omega)} \leq ||\mu||_{M(\Omega)} + ||\tilde{g}(\cdot, v)||_{M(\Omega)} \leq ||\mu||_{M(\Omega)} + ||h||_{L^1(\Omega)}.
$$

By the linear elliptic estimate (proposition 3.2),

$$
||G(v)||_{L^1(\Omega)} \leq C(||\mu||_{M(\Omega)} + ||h||_{L^1(\Omega)}).
$$
Thus, the set $G(L^1(\Omega))$ is bounded in $L^1(\Omega)$ by Stampacchia’s regularity theory (proposition 4.1),

$$\|DG(v)\|_{L^1(\Omega)} \leq C(\|\mu\|_{M(\Omega)} + \|h\|_{L^1(\Omega)}).$$

Hence, by the Rellich-Kondrachov compactness theorem, the set $G(L^1(\Omega))$ is relatively compact in $L^1(\Omega)$. □

It follows from Schauder’s fixed point theorem that $G$ has a fixed point $u \in L^1(\Omega)$. By the first claim, $u$ is a solution of the original Dirichlet problem. The proof of the method of sub and supersolutions is complete. □

An inspection of the proof shows that the method of sub and supersolutions holds if the integrability condition on $g$ is satisfied for functions between the subsolution $v$ and the supersolution $\overline{v}$. More precisely, for every $v \in L^1(\Omega)$ such that $v \leq v \leq \overline{v}$, we have $g(v) \in L^1(\Omega)$.

The conclusion of the proposition also holds if the nonlinearity $g : \mathbb{R} \to \mathbb{R}$ is replaced by a Carathéodory function $g : \Omega \times \mathbb{R} \to \mathbb{R}$ [82].

From the method of sub and supersolutions we can infer a condition that guarantees that the functions $u$ and $\overline{u}$ given by the Perron method satisfy the nonlinear Dirichlet problem.

**Corollary 6.12.** Let $g : \mathbb{R} \to \mathbb{R}$ be a continuous function satisfying the integrability condition and let $\mu \in M(\Omega)$. If the nonlinear Dirichlet problem has a subsolution $v$ and a supersolution $\overline{v}$ and if $v \leq v \leq \overline{v}$ in $\Omega$, then

(i) among all subsolutions which are less than or equal to $\overline{v}$, there exists a largest subsolution $\overline{u}$,

(ii) $\overline{u}$ is a solution of the nonlinear Dirichlet problem.

Since every solution is a subsolution, we deduce from this corollary that $\overline{u}$ is the largest solution which is less than or equal to $\overline{v}$.

**Proof.** Let $\overline{u}$ be the function given by the Perron method (proposition 6.2) with $w = \overline{v}$.

**Claim 1.** $\overline{u}$ is a subsolution of the Dirichlet problem.

**Proof of the Claim.** Let $(u_n)_{n \in \mathbb{N}}$ be a nondecreasing sequence of subsolutions such that $u_n \leq u \in \Omega$ and $(u_n)_{n \in \mathbb{N}}$ converges in $L^1(\Omega)$ to $\overline{u}$. In particular, for every $n \in \mathbb{N}$,

$$u_0 \leq u_n \leq \overline{v}.$$

Since $g(u_0) \in L^1(\Omega)$ and $g(\overline{u}) \in L^1(\Omega)$, and since $g$ satisfies the integrability condition, by lemma 6.9 there exists $h \in L^1(\Omega)$ such that for every $n \in \mathbb{N}$,

$$|g(u_n)| \leq h.$$

By the dominated convergence theorem, $g(\overline{u}) \in L^1(\Omega)$ and the sequence $(g(u_n))_{n \in \mathbb{N}}$ converges in $L^1(\Omega)$ to $g(\overline{u})$. Thus, $\overline{u}$ is a subsolution of the nonlinear Dirichlet problem. □

**Claim 2.** $\overline{u}$ is a solution of the Dirichlet problem.
PROOF OF THE CLAIM. Since $\overline{u}$ is a subsolution and $\overline{u} \leq \overline{v}$, by the method of sub and supersolution, the Dirichlet problem has a solution $u$ such that $
bar u \leq u \leq \overline{v}$. In particular, $u$ is a subsolution and since $\overline{u}$ is the largest subsolution less than or equal to $\overline{v}$, we have $u \leq \overline{u}$. Thus, $u = \overline{u}$, whence $u$ is a solution of the Dirichlet problem.

The proof of the corollary is complete.

We state the following counterpart of the previous corollary for the largest supersolution:

**Corollary 6.13.** Let $g : \mathbb{R} \to \mathbb{R}$ be a continuous function satisfying the integrability condition and let $\mu \in \mathcal{M}(\Omega)$. If the nonlinear Dirichlet problem has a subsolution $\nu$ and a supersolution $\overline{v}$ and if $\nu \leq \overline{v}$ in $\Omega$, then

(i) among all supersolutions which are greater than or equal to $\nu$, there exists a smallest supersolution $\underline{v}$,

(ii) $\underline{v}$ is a solution of the nonlinear Dirichlet problem.
CHAPTER 7

Polynomial nonlinearity

We investigate the existence of solutions of the nonlinear Dirichlet problem
\[
-\Delta u + g(u) = \mu \quad \text{in } \Omega,
\]
\[
u = 0 \quad \text{on } \partial\Omega,
\]
when the nonlinearity \( g : \mathbb{R} \to \mathbb{R} \) has polynomial growth: for every \( t \in \mathbb{R} \),
\[
|g(t)| \leq C(|t|^p + 1),
\]
for some \( C > 0 \) and \( p > 0 \).

1. Subcritical growth

The first result in this direction is due to Bénilan and Brezis [9, theorem A.1] and was announced in [15, lemme 3; 16, théorème 2].

**Proposition 7.1.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function satisfying the sign condition and such that for every \( t \in \mathbb{R} \),
\[
|g(t)| \leq C(|t|^p + 1),
\]
for some \( C > 0 \) and \( p > 0 \). If \( p < \frac{N}{N-2} \), then for every \( \mu \in \mathcal{M}(\Omega) \) the nonlinear Dirichlet problem has a solution.

We need the following absorption estimate:

**Lemma 7.2.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function satisfying the sign condition. For every \( \mu \in \mathcal{M}(\Omega) \), if \( u \) is a solution of the nonlinear Dirichlet problem, then
\[
\|g(u)\|_{L^1(\Omega)} \leq \|\mu\|_{\mathcal{M}(\Omega)}.
\]

In this section we apply the lemma with \( \mu \in L^\infty(\Omega) \), in which case we know that there exists a solution \( u \in W_0^{1,2}(\Omega) \cap L^\infty(\Omega) \) arising from the variational formulation (see proposition 2.3) and the Euler-Lagrange equation is satisfied with test functions in \( W_0^{1,2}(\Omega) \). For such functions \( u \), the absorption estimate has a direct proof.

Formally, the proof of the estimate consists in using \( \text{sgn} \ u \) as a test function. Since \( \text{sgn} \ u \) is not a legitimate test function, we use a Lipschitz approximation of the sign function instead.

**Proof of Lemma 7.2 when \( u \in W_0^{1,2}(\Omega) \).** Given \( \epsilon > 0 \), let \( S_{\epsilon} : \mathbb{R} \to \mathbb{R} \) be the function defined for \( t \in \mathbb{R} \) by
\[
S_{\epsilon}(t) = \begin{cases} 
-1 & \text{if } t < -\epsilon, \\
t/\epsilon & \text{if } -\epsilon \leq t \leq \epsilon, \\
1 & \text{if } t > \epsilon.
\end{cases}
\]
Using $S_\varepsilon(u)$ as a test function in the Euler-Lagrange equation, we get

$$
\int_{\Omega} |\nabla u|^2 S_\varepsilon'(u) + \int_{\Omega} g(u) S_\varepsilon(u) = \int_{\Omega} S_\varepsilon(u) \, d\mu.
$$

Since the function $S_\varepsilon$ is nondecreasing and bounded in absolute value by 1,

$$
\int_{\Omega} g(u) S_\varepsilon(u) \leq \int_{\Omega} |d\mu| = \|\mu\|_{\mathcal{M}(\Omega)}.
$$

Letting $\varepsilon$ tend to zero, we get

$$
\int_{\Omega} g(u) \text{sgn } u \leq \|\mu\|_{\mathcal{M}(\Omega)}.
$$

By the sign condition, $g(u) \text{sgn } u = |g(u)|$ and the estimate follows. \qed

Since we will need the absorption estimate in full generality later, we prove it as stated:

**Proof of Lemma 7.2.** Let $(f_n)_{n \in \mathbb{N}}$ be a sequence in $L^\infty(\Omega)$ converging to $g(u)$ and let $(\mu_n)_{n \in \mathbb{N}}$ be a sequence in $L^\infty(\Omega)$ such that $(\mu_n)_{n \in \mathbb{N}}$ is bounded in $L^1(\Omega)$ and converges weakly to $\mu$ in the sense of measures in $\Omega$.

Given $n \in \mathbb{N}$, let $u_n$ be the solution of the linear Dirichlet problem

$$
\begin{cases}
-\Delta u_n = \mu_n - f_n & \text{in } \Omega, \\
 u_n = 0 & \text{on } \partial \Omega.
\end{cases}
$$

Then, $u_n \in W^{1,2}_0(\Omega) \cap L^\infty(\Omega)$ and using $S_\varepsilon(u_n)$ as a test function we deduce as above that

$$
\int_{\Omega} |\nabla u_n|^2 S_\varepsilon'(u_n) + \int_{\Omega} f_n S_\varepsilon(u_n) = \int_{\Omega} S_\varepsilon(u_n) \mu_n.
$$

Thus,

$$
\int_{\Omega} f_n S_\varepsilon(u_n) \leq \int_{\Omega} |\mu_n| = \|\mu_n\|_{L^1(\Omega)}.
$$

By Stampacchia’s regularity theory (proposition 4.1), the sequence $(u_n)_{n \in \mathbb{N}}$ is bounded in $W^{1,1}_0(\Omega)$. Thus, by the Rellich-Kondrachov compactness theorem, there exists a subsequence $(u_{n_k})_{k \in \mathbb{N}}$ which converges in $L^1(\Omega)$ to some function $v$. Since $u$ and $v$ satisfy the same linear Dirichlet problem with datum $\mu - g(u)$, by uniqueness of solution of the linear problem we have $u = v$. This implies that the sequence $(u_n)_{n \in \mathbb{N}}$ converges to $u$ in $L^1(\Omega)$.

By the dominated convergence theorem, the sequence $(f_n S_\varepsilon(u_n))_{n \in \mathbb{N}}$ converges to $g(u) S_\varepsilon(u)$ in $L^1(\Omega)$. Thus,

$$
\int_{\Omega} g(u) S_\varepsilon(u) \leq \liminf_{n \to \infty} \|\mu_n\|_{L^1(\Omega)}.
$$

Choosing a sequence $(\mu_n)_{n \in \mathbb{N}}$ such that (see lemma 3.4)

$$
\lim_{n \to \infty} \|\mu_n\|_{L^1(\Omega)} = \|\mu\|_{\mathcal{M}(\Omega)},
$$
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we deduce that for every $\epsilon > 0$,

$$\int_{\Omega} g(u) S_\epsilon(u) \leq \|\mu\|_{\mathcal{M}(\Omega)}.$$  

Thus,

$$\int_{\Omega} g(u) \text{sgn} u \leq \|\mu\|_{\mathcal{M}(\Omega)}.$$  

By the sign condition, the estimate follows. □

The proof of Bénilan-Brezis’s existence result relies on Stampacchia’s regularity theory:

**Proof of Proposition 7.1.** Let $(\mu_n)_{n \in \mathbb{N}}$ be a sequence in $L^\infty(\Omega)$ such that $(\mu_n)_{n \in \mathbb{N}}$ is bounded in $L^1(\Omega)$ and converges weakly to $\mu$ in the sense of measures in $\Omega$. Since $\mu_n \in L^\infty(\Omega)$, the nonlinear Dirichlet problem with datum $\mu_n$ has a solution $u_n$ (see proposition 2.3). Thus, for every $\zeta \in C_0^\infty(\overline{\Omega})$,

$$-\int_{\Omega} u_n \Delta \zeta + \int_{\Omega} g(u_n) \zeta = \int_{\Omega} \zeta \mu_n.$$  

Since the sequence $(\mu_n)_{n \in \mathbb{N}}$ is bounded in $L^1(\Omega)$, by the absorption estimate the sequence $(\mu_n - g(u_n))_{n \in \mathbb{N}}$ is also bounded in $L^1(\Omega)$. By Stampacchia’s regularity theory (proposition 4.8), there exists a subsequence $(u_{n_k})_{k \in \mathbb{N}}$ converging to some function $u$ in $L^r(\Omega)$ for every $1 \leq r < \frac{N}{N-2}$. Since $p < \frac{N}{N-2}$, it follows in particular that the sequence $(g(u_{n_k}))_{k \in \mathbb{N}}$ converges to $g(u)$ in $L^1(\Omega)$. As $k$ tends to infinity, we deduce that for every $\zeta \in C_0^\infty(\overline{\Omega})$,

$$-\int_{\Omega} u \Delta \zeta + \int_{\Omega} g(u) \zeta = \int_{\Omega} \zeta \, d\mu.$$  

The proof is complete. □

2. Critical and Supercritical Growth

By the counterexample of Bénilan and Brezis (proposition 3.8), existence of solutions of the nonlinear Dirichlet problem for every measure is not true if the nonlinearity has polynomial growth with power $p \geq \frac{N}{N-2}$. The main result in this case is due to Baras and Pierre [6, theorem 4.1]:

**Proposition 7.3.** Let $g : \mathbb{R} \to \mathbb{R}$ be a continuous function satisfying the sign condition, the integrability condition and such that for every $t \in \mathbb{R}$,

$$|g(t)| \leq C(|t|^p + 1),$$  

for some $C > 0$ and $p > 0$. If $p \geq \frac{N}{N-2}$, then the nonlinear Dirichlet problem has a solution for every $\mu \in \mathcal{M}(\Omega)$ such that $\mu \ll \text{cap}_{W^{2,p'}}$.  

The notation $\mu \ll \text{cap}_{W^{2,p'}}$ means that $\mu$ is diffuse with respect to the $W^{2,p'}$ capacity, or equivalently that $\mu$ does not charge sets of zero $W^{2,p'}$ capacity (see definition 7.10).

This statement is consistent with Bénilan-Brezis’s existence result for $p < \frac{N}{N-2}$. Indeed, if $1 \leq p < \frac{N}{N-2}$, then $p' > \frac{N}{2}$ and as a consequence of
Morrey’s imbedding theorem the only set with $W^{2,p'}$ capacity zero is the empty set; thus every measure is diffuse with respect to the $W^{2,p'}$ capacity.

We now present some ingredients in the proof of proposition 7.3.

**Lemma 7.4.** Given $\mu \in \mathcal{M}(\Omega)$, let $v$ be the solution of the linear Dirichlet problem

\[
\begin{aligned}
-\Delta v &= \mu & \text{in } \Omega, \\
v &= 0 & \text{on } \partial \Omega.
\end{aligned}
\]

For every $1 < p < +\infty$, $v \in L^p(\Omega)$ if and only if there exists $C > 0$ such that for every $\zeta \in C_0^\infty(\Omega)$,

\[
\int_\Omega \zeta \, d\mu \leq C \|\zeta\|_{W^{2,p'}(\Omega)}
\]

The proof of lemma 7.4 relies on the Calderón-Zygmund estimates and on the Riesz representation theorem:

**Proof.** We begin with the direct implication: For every $\zeta \in C_0^\infty(\Omega)$,

\[
\int_\Omega \zeta \, d\mu = -\int_\Omega v \Delta \zeta.
\]

If $v \in L^p(\Omega)$, then by the Hölder inequality,

\[
\left| \int_\Omega \zeta \, d\mu \right| \leq \|v\|_{L^p(\Omega)} \|\Delta \zeta\|_{L^{p'}(\Omega)} \leq C_1 \|v\|_{L^p(\Omega)} \|\zeta\|_{W^{2,p'}(\Omega)}
\]

and the conclusion follows with $C = C_1 \|v\|_{L^p(\Omega)}$.

Conversely, if $\mu$ satisfies the estimate, then by the Calderón-Zygmund estimate we have for every $\zeta \in C_0^\infty(\Omega)$,

\[
\left| \int_\Omega v \Delta \zeta \right| \leq C_2 \|\zeta\|_{W^{2,p'}(\Omega)} \leq C_3 \|\Delta \zeta\|_{L^{p'}(\Omega)}.
\]

Given $f \in C^\infty(\overline{\Omega})$, let $\zeta$ be the solution of the linear Dirichlet problem

\[
\begin{aligned}
-\Delta \zeta &= f & \text{in } \Omega, \\
\zeta &= 0 & \text{on } \partial \Omega.
\end{aligned}
\]

In particular, $\zeta \in C_0^\infty(\overline{\Omega})$ and by the estimate we have established, we deduce that for every $f \in C^\infty(\overline{\Omega})$,

\[
\left| \int_\Omega v f \right| \leq C_3 \|f\|_{L^{p'}(\Omega)}.
\]

By the Riesz representation theorem, we deduce that $v \in L^p(\Omega)$. \hfill \Box

Since the vector space $C_0^\infty(\overline{\Omega})$ is dense in $W^{2,p'}(\Omega) \cap W_0^{1,p'}(\Omega)$ with respect to the $W^{2,p'}$ norm, the assumption of the lemma amounts to saying that $\mu$ has a unique extension as a continuous linear function on $W^{2,p'}(\Omega) \cap W_0^{1,p'}(\Omega)$. We shall say in this case that

\[
\mu \in (W^{2,p'}(\Omega) \cap W_0^{1,p'}(\Omega))'.
\]
COROLLARY 7.5. Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function satisfying the sign condition and such that for every \( t \in \mathbb{R} \),
\[
|g(t)| \leq C(|t|^p + 1),
\]
for some \( C > 0 \) and \( 1 < p < +\infty \). For every \( \mu \in \mathcal{M}(\Omega) \) such that
\[
\max \{\mu, 0\}, \min \{\mu, 0\} \in (W^{2,p'}(\Omega) \cap W_0^{1,p'}(\Omega))',
\]
the nonlinear Dirichlet problem with datum \( \mu \) has a solution.

PROOF. Let \( \varphi \) be the solution of the linear Dirichlet problem with datum \( \max \{\mu, 0\} \). Since \( \max \{\mu, 0\} \in (W^{2,p'}(\Omega) \cap W_0^{1,p'}(\Omega))' \), by the previous lemma we have \( \varphi \in L^p(\Omega) \). By the weak maximum principle (proposition 5.1), \( \varphi \geq 0 \) in \( \Omega \). The sign condition yields \( g(\varphi) \geq 0 \), whence \( \varphi \) is a supersolution of the nonlinear Dirichlet problem with datum \( \mu \).

Similarly, if \( \underline{\varphi} \) is the solution of the linear Dirichlet problem with datum \( \min \{\mu, 0\} \), then \( \underline{\varphi} \in L^p(\Omega), \underline{\varphi} \leq 0 \) in \( \Omega \) and \( \underline{\varphi} \) is a subsolution of the nonlinear Dirichlet problem with datum \( \mu \).

Since \( \underline{\varphi} \) and \( \varphi \) both belong to \( L^p(\Omega) \), for every \( v \in L^1(\Omega) \) such that \( \underline{\varphi} \leq v \leq \varphi, g(v) \in L^1(\Omega) \). The method of sub and supersolution (proposition 6.7) yields a solution \( u \) of the Dirichlet problem with datum \( \mu \) such that \( \underline{\varphi} \leq u \leq \varphi \).

We characterize measures which are diffuse with respect to the \( W^{2,p'} \) capacity in terms of measures whose positive and negative parts belong to \( (W^{2,p'}(\Omega) \cap W_0^{1,p'}(\Omega))' \). This is done by the following proposition:

PROPOSITION 7.6. Let \( 1 < p < +\infty \) and let \( \mu \in \mathcal{M}(\Omega) \) be a nonnegative measure. Given an open set \( \Omega \subset \mathbb{R}^N \), let \( V \subset W^{2,p'}(\Omega) \) be a closed vector subspace containing \( C_c^\infty(\Omega) \). If \( \mu \ll \text{cap}_{W^{2,p'}} \), then there exists a sequence \( (\mu_n)_{n \in \mathbb{N}} \) in \( \mathcal{M}(\Omega) \) of nonnegative measures such that
\[
(i) \text{ for every } n \in \mathbb{N}, \mu_n \in V',
(ii) \text{ the sequence } (\mu_n)_{n \in \mathbb{N}} \text{ is nondecreasing and converges strongly to } \mu \text{ in } \mathcal{M}(\Omega).
\]

This proposition is established in the next section for \( \Omega = \mathbb{R}^N \). The proof for an arbitrary open set requires minor changes and is based on the following variant of lemma 7.16 whose proof relies on the Hahn-Banach theorem:

LEMMA 7.7. Let \( 1 < p < +\infty \) and let \( \mu \in \mathcal{M}(\Omega) \) be a nonnegative measure. Given an open set \( \Omega \subset \mathbb{R}^N \), let \( V \subset W^{2,p'}(\Omega) \) be a closed vector subspace containing \( C_c^\infty(\Omega) \). If \( \mu \ll \text{cap}_{W^{2,p'}} \), then for every \( \epsilon > 0 \) there exists \( \nu \in \mathcal{M}(\Omega) \) such that
\[
(i) \nu \in V',
(ii) 0 \leq \nu \leq \mu,
(iii) \|\mu - \nu\|_{\mathcal{M}(\Omega)} \leq \epsilon.
\]

The proof of the following comparison principle relies on Kato’s inequality:

LEMMA 7.8. Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function satisfying the sign condition. Given \( \mu, \nu \in \mathcal{M}(\Omega) \), let \( u \) be a solution of the nonlinear Dirichlet
problem with datum \( \mu \) and let \( v \) be the solution of the linear Dirichlet problem with datum \( \nu \).

(i) If \( \mu \leq \nu \) and if \( v \geq 0 \), then \( u \leq v \) in \( \Omega \).
(ii) If \( \mu \geq \nu \) and if \( v \leq 0 \), then \( u \geq v \) in \( \Omega \).

**Corollary 7.9.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function satisfying the sign condition. Given \( \mu \in \mathcal{M}(\Omega) \), let \( u \) be a solution of the nonlinear Dirichlet problem with datum \( \mu \).

(i) If \( \mu \leq 0 \), then \( u \leq 0 \) in \( \Omega \).
(ii) If \( \mu \geq 0 \), then \( u \geq 0 \) in \( \Omega \).

We give a direct proof of the corollary without using the lemma and then we prove the lemma in full generality:

**Proof of Corollary 7.9.** We prove the first assertion. By assumption,
\[
\Delta u = g(u) - \mu \geq g(u)
\]
in the sense of \((C_0^\infty(\Omega))'\). Thus, by Kato’s inequality up to the boundary (lemma 6.11) and by the sign condition,
\[
\Delta u^+ \geq \chi_{\{u>0\}} g(u) \geq 0
\]
in the sense of \((C_0^\infty(\Omega))'\). The conclusion follows from the weak maximum principle (proposition 5.1).

**Proof of Lemma 7.8.** We prove the first assertion. By assumption,
\[
-\Delta u = -g(u) + \mu
\]
and
\[
-\Delta v = \nu
\]
in the sense of \((C_0^\infty(\Omega))'\). Since \( \mu \leq \nu \),
\[
\Delta (u - v) = g(u) + (\nu - \mu) \geq g(u)
\]
in the sense of \((C_0^\infty(\Omega))'\). Thus, by Kato’s inequality up to the boundary (lemma 6.11),
\[
\Delta (u - v)^+ \geq \chi_{\{u>v\}} g(u)
\]
in the sense of \((C_0^\infty(\Omega))'\).

The assumption \( v \geq 0 \) implies that \( \{u>v\} \subset \{u>0\} \). Since \( g \) satisfies the sign condition, we deduce that
\[
g(u) \geq 0 \quad \text{in} \quad \{u>v\},
\]
whence
\[
\Delta (u - v)^+ \geq 0
\]
in the sense of \((C_0^\infty(\Omega))'\). By the weak maximum principle (proposition 5.1), we deduce that \( (u - v)^+ \leq 0 \) and thus \( u \leq v \).

**Proof of Proposition 7.3.** Since \( \max \{\mu, 0\} \ll \text{cap}_{W^{2,p'}} \), we may apply proposition 7.6 above with \( V = W^{2,p'}(\Omega) \cap W_0^{1,p'}(\Omega) \) to the measure \( \max \{\mu, 0\} \). We deduce that there exists a nondecreasing sequence \( (\varpi_n)_{n \in \mathbb{N}} \) of nonnegative measures such that for every \( n \in \mathbb{N} \),
\[
\varpi_n \in (W^{2,p'}(\Omega) \cap W_0^{1,p'}(\Omega))'
\]
and \((\pi_n)_{n \in \mathbb{N}}\) converges strongly to \(\max \{\mu, 0\}\) in \(\mathcal{M}(\Omega)\).

**Claim.** There exists a nondecreasing sequence \((\pi_n)_{n \in \mathbb{N}}\) in \(L^1(\Omega)\) such that for every \(n \in \mathbb{N}\), \(\pi_n\) is a solution of the nonlinear Dirichlet problem with datum \(\pi_n\).

We assume momentarily the claim and we complete the proof of the proposition.

By the comparison principle (lemma 7.8), every function \(\pi_n\) is bounded from above by the solution of the linear Dirichlet problem with datum \(\max \{\mu, 0\}\). Thus, by the monotone convergence theorem the sequence \((\pi_n)_{n \in \mathbb{N}}\) converges to \(\max \{\mu, 0\}\) in \(\mathcal{M}(\Omega)\).

Since for every \(n \in \mathbb{N}\) and for every \(\zeta \in C_c^\infty(\Omega)\),

\[
-\int_{\Omega} \pi_n \Delta \zeta + \int_{\Omega} g(\pi_n) \zeta = \int_{\Omega} \zeta \, d\pi_n,
\]

as \(n\) tends to infinity we conclude that \(\pi\) is a solution of the nonlinear Dirichlet problem with datum \(\max \{\mu, 0\}\).

Similarly, the nonlinear Dirichlet problem with datum \(\min \{\mu, 0\}\) has a solution \(u\). Since \(u \leq 0 \leq \pi\), by the method of sub and supersolution (proposition 6.7) we deduce that the nonlinear Dirichlet problem with datum \(\mu\) has a solution.

We are left to prove the claim:

**Proof of the Claim.** For each \(n \in \mathbb{N}\), denote by \(\pi_n\) the solution of the linear Dirichlet problem with datum \(\pi_n\). Since \(\pi_n \geq 0\), by the weak maximum principle (proposition 5.1), \(\pi_n \geq 0\). By the sign condition and by lemma 7.4, \(\pi\) is a supersolution of the nonlinear Dirichlet problem with datum \(\pi_n\).

We proceed by induction as follows. Since 0 is a subsolution and \(\pi_0\) is a supersolution of the nonlinear Dirichlet problem with datum \(\pi_0\), by the method of sub and supersolution (proposition 6.7), there exists a solution \(\pi_0\) with datum \(\pi_0\) such that \(0 \leq \pi_0 \leq \pi\).

Assume that \(n \in \mathbb{N}\), and that we have defined \(\pi_{n-1}\). By the comparison principle (lemma 7.8), \(\pi_{n-1} \leq \pi_n\). Since \(\pi_{n-1}\) is a subsolution and \(\pi_n\) is a supersolution of the nonlinear Dirichlet problem with datum \(\pi_{n-1}\), by the method of sub and supersolution, there exists a solution \(\pi_n\) with datum \(\pi_n\) such that \(\pi_{n-1} \leq \pi_n \leq \pi\).

The sequence \((\pi_n)_{n \in \mathbb{N}}\) defined in this way has the required properties.

This concludes the proof.
good measures \((\nu_n)_{n \in \mathbb{N}}\) converging strongly to \(\nu\) in \(\mathcal{M}(\Omega)\), \(\nu\) is a good measure, but the only proof we know under the assumptions of the proposition relies on reduced measures (see corollary 10.24). When the nonlinearity \(g\) is nondecreasing, this is a consequence of the contraction property discussed in the proof of proposition 3.7.

Proposition 7.3 characterizes all measures for which the nonlinear Dirichlet problem has a solution when the nonlinearity is given by

\[
g(t) = |t|^{p-1}t.
\]

Indeed, if the Dirichlet problem with this nonlinearity has a solution, then there exists \(u \in L^p(\Omega)\) such that

\[
\mu = -\Delta u + |u|^{p-1}u
\]

in the sense of distributions in \(\Omega\). Since \(u \in L^p(\Omega)\), for every \(\varphi \in C^\infty_c(\Omega)\) by the Hölder inequality we have

\[
\left| \int_\Omega u \Delta \varphi \right| \leq C \|u\|_{L^p(\Omega)} \|\varphi\|_{W^{2,p'}(\Omega)}.
\]

Thus, \(\Delta u \in (W^{2,p'}(\Omega) \cap W^{-1,p'}(\Omega))'\), whence the measure \(|\Delta u|\) is diffuse with respect to the \(W^{2,p'}\) capacity (see remark following lemma 7.13).

Since \(|u|^p \in L^1(\Omega)\) and sets with zero \(W^{2,p'}\) capacity have zero Lebesgue measure, the measure associated with \(|u|^p\) is also diffuse with respect to the \(W^{2,p'}\) capacity. Therefore, \(\mu \ll \text{cap}_{W^{2,p'}}\).

We can also consider the nonlinear Dirichlet problem with measure data on the boundary:

\[
\begin{aligned}
&-\Delta u + g(u) = 0 & \text{in } \Omega, \\
u &= \nu & \text{on } \partial \Omega.
\end{aligned}
\]

The study of this problem when \(g\) is a polynomial nonlinearity was initiated by Gmira and Véron [57] and has vastly expanded in recent years; see the papers of Marcus and Véron [74–78]. Important motivations coming from the theory of probability — and the use of probabilistic methods — have reinvigorated the whole subject; see the pioneering papers of Le Gall [68, 69], the books of Dynkin [46, 47], and the numerous references therein.

One of the reasons for studying separately the nonlinear Dirichlet problem with interior measure data and boundary measure data is that these conditions uncouple [28, theorem 6], which means that we may consider each type of data at a time.

3. Strong approximation of diffuse measures

We give characterizations of measures which are diffuse with respect to the \(W^{k,p}\) capacity in terms of elements in the dual space \((W^{k,p}(\mathbb{R}^N))'\). By diffuse we mean that the measure \(\mu\) does not charge sets of zero \(W^{k,p}\) capacity. The precise definition is the following:

**Definition 7.10.** Let \(\mu \in \mathcal{M}(\Omega)\). We say that \(\mu\) is a diffuse measure with respect to the \(W^{k,p}\) capacity if for every Borel set \(A \subset \mathbb{R}^N\) such that \(\text{cap}_{W^{k,p}}(A) = 0\), then \(|\mu|(A) = 0\).
We denote this property by
\[ \mu \ll \text{cap}_{W^k,p}. \]

The following characterization of diffuse measures is due to Baras and Pierre [6, lemme 4.2]:

**Proposition 7.11.** Let \( k \in \mathbb{N}_+, 1 < p < +\infty \) and let \( \mu \in \mathcal{M}(\mathbb{R}^N) \) be a nonnegative measure. If \( \mu \ll \text{cap}_{W^k,p} \), then there exists a sequence \((\mu_n)_{n\in\mathbb{N}}\) in \( \mathcal{M}(\mathbb{R}^N) \) of nonnegative measures such that

1. for every \( n \in \mathbb{N}, \mu_n \in (W^{k,p}(\mathbb{R}^N))' \),
2. the sequence \((\mu_n)_{n\in\mathbb{N}}\) is nondecreasing and converges strongly to \( \mu \) in \( \mathcal{M}(\Omega) \).

In the statement above, the assumption \( \mu \in (W^{k,p}(\mathbb{R}^N))' \) means that there exists a constant \( C \geq 0 \) such that for every \( \varphi \in C_\infty(\mathbb{R}^N), \)
\[
\left| \int_{\mathbb{R}^N} \varphi \, d\nu \right| \leq C \| \varphi \|_{W^{k,p}(\mathbb{R}^N)}.
\]
Since \( C_\infty(\mathbb{R}^N) \) is dense in \( W^{k,p}(\mathbb{R}^N) \), \( \nu \) admits a unique extension as an element in \((W^{k,p}(\mathbb{R}^N))'\).

The proposition above has the following equivalent statement in terms of a series of nonnegative measures:

**Proposition 7.12.** Let \( k \in \mathbb{N}_+, 1 < p < +\infty \) and let \( \mu \in \mathcal{M}(\mathbb{R}^N) \) be a nonnegative measure. If \( \mu \ll \text{cap}_{W^k,p} \), then there exists a sequence \((\nu_n)_{n\in\mathbb{N}}\) in \( \mathcal{M}(\mathbb{R}^N) \) of nonnegative measures such that

1. for every \( n \in \mathbb{N}, \nu_n \in (W^{k,p}(\mathbb{R}^N))' \),
2. \( \mu = \sum_{n=0}^{\infty} \nu_n \) in \( \mathcal{M}(\mathbb{R}^N) \).

Proposition 7.12 — or its equivalent form, proposition 7.11 — characterizes diffuse measures in the sense that if \( \mu \) is a nonnegative measure such that \( \mu = \sum_{n=0}^{\infty} \nu_n \), with \( \nu_n \) as in the statement, then \( \mu \) is diffuse with respect to the \( W^{k,p} \) capacity since each measure \( \nu_n \) is diffuse. This is a consequence of the following lemma:

**Lemma 7.13.** Let \( k \in \mathbb{N}_+, 1 < p < +\infty \) and let \( \mu \in \mathcal{M}(\mathbb{R}^N) \) be a nonnegative measure. If \( \mu \in (W^{k,p}(\mathbb{R}^N))' \), then \( \mu \ll \text{cap}_{W^k,p} \).

**Proof.** Let \( K \subset \mathbb{R}^N \) be a compact set. For every \( \varphi \in C_\infty(\mathbb{R}^N) \) such that \( \varphi \geq 1 \) in \( K \),
\[
0 \leq \mu(K) \leq \int_{K} \varphi \, d\mu \leq \int_{\mathbb{R}^N} \varphi^+ \, d\mu.
\]
By lemma A.5, there exists \( \psi \in C_\infty(\mathbb{R}^N) \) such that
\[
\varphi^+ = \max \{ \varphi, 0 \} \leq \psi
\]
and
\[
\| \psi \|_{W^{k,p}(\mathbb{R}^N)} \leq C \| \varphi \|_{W^{k,p}(\mathbb{R}^N)}.
\]
Thus,

\[ 0 \leq \mu(K) \leq \int_{\mathbb{R}^N} \psi \, d\mu. \]

Since \( \mu \in (W^{k,p}(\mathbb{R}^N))' \),

\[ 0 \leq \mu(K) \leq C_1 \|\psi\|_{W^{k,p}(\mathbb{R}^N)} \leq C_2 \|\varphi\|_{W^{k,p}(\mathbb{R}^N)}. \]

Taking the infimum over \( \varphi \), we deduce that

\[ 0 \leq \mu(K) \leq C_2 \text{cap} W^{k,p}(K). \]

Thus, for every compact set \( K \) such that \( \text{cap} W^{k,p}(K) = 0 \), we have \( \mu(K) = 0 \). This implies that the same property holds for Borel sets and we deduce that \( \mu \ll \text{cap} W^{k,p} \). □

When \( k = 1 \) and \( p = 2 \), this result was first established for signed measures by Grun-Rehomme [58]; see lemma 5.17 above. The proof for signed measures requires \( \varphi \) to be chosen bounded by some fixed constant. This is indeed possible for any \( k \in \mathbb{N} \), and \( 1 < p < +\infty \) by a result of Adams and Polking [2]; the main ingredient in this case is to show that minimizers for an equivalent \( W^{k,p} \) capacity belong to \( L^\infty(\mathbb{R}^N) \) and they are bounded by a constant which do not depend on the compact set \( K \). This important result was proved independently by Adams and Meyers [1] and by Maz'ja and Havin [79].

There is something puzzling about elements in \( \mathcal{M}(\mathbb{R}^N) \cap (W^{k,p}(\mathbb{R}^N))' \). On the one hand, as elements of \( \mathcal{M}(\mathbb{R}^N) \) they may be seen as a continuous linear function acting on the closure of \( C^\infty_c(\mathbb{R}^N) \) under uniform convergence — this is the space of continuous functions converging uniformly to 0 at infinity — and they may be seen as a set function acting on Borel subsets of \( \mathbb{R}^N \). On the other hand, as elements of \( (W^{k,p}(\mathbb{R}^N))' \), they have a unique extension as a continuous linear functional acting on \( W^{k,p}(\mathbb{R}^N) \). Questions related to this ambivalent behavior have been investigated by Brezis and Browder [20, 21].

An alternative characterization of diffuse measures in the spirit of measures which are absolutely continuous with respect to another measure is given in lemma 9.5.

We now turn to the proof of proposition 7.12. We begin with the following sublemma:

**Sublemma 7.14.** Let \( \mu \in \mathcal{M}(\mathbb{R}^N) \) be a nonnegative measure. If \( F : C^\infty_c(\mathbb{R}^N) \to \mathbb{R} \) is a linear functional such that for every \( \varphi \in C^\infty_c(\mathbb{R}^N) \),

\[ F(\varphi) \leq \int_{\mathbb{R}^N} \varphi^+ \, d\mu, \]

then

(i) there exists a unique \( \nu \in \mathcal{M}(\mathbb{R}^N) \) such that for every \( \varphi \in C^\infty_c(\mathbb{R}^N) \),

\[ F(\varphi) = \int_{\mathbb{R}^N} \varphi \, d\nu, \]
and $0 \leq \nu \leq \mu$,

(ii) for every Borel set $A \subset \mathbb{R}^N$ and for every nonnegative function $\varphi \in C_c^{\infty}(\mathbb{R}^N)$ such that $\varphi \geq 1$ in $A$,

$$
\|\mu - \nu\|_{\mathcal{M}(\mathbb{R}^N)} \leq \left( \int_{\mathbb{R}^N} \varphi \, d\mu - F(\varphi) \right) + \mu(\mathbb{R}^N \setminus A).
$$

**Proof.** By assumption on the linear functional $F$, for every $\varphi \in C_c^{\infty}(\mathbb{R}^N)$ we have

$$
F(\varphi) \leq C \|\varphi^+\|_{L^\infty(\mathbb{R}^N)} \leq C \|\varphi\|_{L^\infty(\mathbb{R}^N)}.
$$

Thus,

$$
|F(\varphi)| \leq C \|\varphi\|_{L^\infty(\mathbb{R}^N)}.
$$

By the Riesz representation theorem, there exists a unique $\nu \in \mathcal{M}(\mathbb{R}^N)$ satisfying the conclusion of the proposition.

For every nonnegative function $\varphi \in C_c^{\infty}(\mathbb{R}^N)$,

$$
\int_{\mathbb{R}^N} \varphi \, d\nu = F(\varphi) \leq \int_{\mathbb{R}^N} \varphi \, d\mu
$$

and

$$
- \int_{\mathbb{R}^N} \varphi \, d\nu = F(-\varphi) \leq 0,
$$

whence

$$
0 \leq \int_{\mathbb{R}^N} \varphi \, d\nu \leq \int_{\mathbb{R}^N} \varphi \, d\mu.
$$

We conclude that

$$
0 \leq \mu \leq \nu.
$$

This establishes the first assertion.

We now prove the second assertion. Since $0 \leq \mu \leq \nu$, for every Borel set $A \subset \mathbb{R}^N$,

$$
\|\mu - \nu\|_{\mathcal{M}(\mathbb{R}^N)} = (\mu - \nu)(\mathbb{R}^N)
= (\mu - \nu)(A) + (\mu - \nu)(\mathbb{R}^N \setminus A) \leq (\mu - \nu)(A) + \mu(\mathbb{R}^N \setminus A).
$$

If $\varphi \in C_c^{\infty}(\mathbb{R}^N)$ is a nonnegative function such that $\varphi \geq 1$ in $A$, then by the Chebyshev inequality,

$$
(\mu - \nu)(A) \leq \int_{\mathbb{R}^N} \varphi \, d(\mu - \nu) = \int_{\mathbb{R}^N} \varphi \, d\mu - F(\varphi).
$$

Combining both estimates, we deduce the second assertion. □

**Sublemma 7.15.** Let $\mu \in \mathcal{M}(\mathbb{R}^N)$ be a nonnegative measure and let $\Phi : C_c^{\infty}(\mathbb{R}^N) \to \mathbb{R}$ be the functional defined for $\varphi \in C_c^{\infty}(\mathbb{R}^N)$ by

$$
\Phi(\varphi) = \int_{\mathbb{R}^N} \varphi^+ \, d\mu.
$$

If $\mu \ll \text{cap}_{W^{k,p}}$, then $\Phi$ is lower semicontinuous with respect to the strong topology in $W^{k,p}(\mathbb{R}^N)$. 

PROOF. Let \((\varphi_n)_{n \in \mathbb{N}}\) be a sequence converging in \(W^{k,p}(\mathbb{R}^N)\) to \(\varphi \in C^\infty_c(\mathbb{R}^N)\). Passing to a subsequence if necessary, we may assume that the sequence \((\Phi(\varphi_n))_{n \in \mathbb{N}}\) converges in \([0, +\infty]\). Let \((\varphi_n)_{i \in \mathbb{N}}\) be a subsequence converging pointwise to \(\varphi\) in \(\mathbb{R}^N \setminus E\) for some Borel set \(E \subset \mathbb{R}^N\) such that \(\text{cap}_{W^{k,p}}(E) = 0\) (see proposition A.1 and remark A.6). Since the measure \(\mu\) is diffuse with respect to the \(W^{k,p}\) capacity, \(\mu(E) = 0\). Thus, \((\varphi_n)_{i \in \mathbb{N}}\) converges \(\mu\)-almost everywhere to \(\varphi\). By Fatou’s lemma, we then have

\[
\Phi(\varphi) = \int_{\mathbb{R}^N} \varphi^+ \, d\mu \leq \lim_{i \to \infty} \int_{\mathbb{R}^N} \varphi^+_{n_i} \, d\mu = \lim_{n \to \infty} \Phi(\varphi_n).
\]

This gives the conclusion.

The main ingredient in the proof of proposition 7.12 is based on the following lemma:

**Lemma 7.16.** Let \(k \in \mathbb{N}_+, 1 < p < +\infty\) and let \(\mu \in \mathcal{M}(\mathbb{R}^N)\) be a nonnegative measure. If \(\mu \ll \text{cap}_{W^{k,p}}\), then for every \(\varepsilon > 0\) there exists \(\nu \in \mathcal{M}(\mathbb{R}^N)\) such that

\[
(i) \quad \nu \in (W^{k,p}(\mathbb{R}^N))', \\
(ii) \quad 0 \leq \nu \leq \mu, \\
(iii) \quad \|\mu - \nu\|_{\mathcal{M}(\mathbb{R}^N)} \leq \varepsilon.
\]

The proof we present below is due to Ancona [6, lemme 4.2; 50, théorème 8] and is based on the Hahn-Banach theorem.

**Proof.** Let \(\Phi : C^\infty_c(\mathbb{R}^N) \to \mathbb{R}\) be the function defined for \(\varphi \in C^\infty_c(\mathbb{R}^N)\) by

\[
\Phi(\varphi) = \int_{\mathbb{R}^N} \varphi^+ \, d\mu.
\]

Then, \(\Phi\) is convex and by the previous lemma \(\Phi\) is lower semicontinuous with respect to the strong topology in \(W^{k,p}(\mathbb{R}^N)\).

Let \(\overline{\Phi} : W^{k,p}(\mathbb{R}^N) \to [0, +\infty]\) be the extension of \(\Phi\) to \(W^{k,p}(\mathbb{R}^N)\) as a convex lower semicontinuous function. As a \(\Gamma\)-limit this extension is given for every \(u \in W^{k,p}(\mathbb{R}^N)\) by

\[
\overline{\Phi}(u) = \inf \left\{ \liminf_{n \to \infty} \Phi(\varphi_n) : (\varphi_n)_{n \in \mathbb{N}} \text{ converges to } u \text{ in } W^{k,p}(\mathbb{R}^N) \right\}.
\]

It follows from the geometric form of the Hahn-Banach theorem [18, theorem 1.11] that \(\overline{\Phi}\) is the supremum of a family of continuous linear functionals in \(W^{k,p}(\mathbb{R}^N)\). Thus, given \(\varepsilon_1 > 0\) and \(\psi \in C^\infty_c(\mathbb{R}^N)\), there exists \(F \in (W^{k,p}(\mathbb{R}^N))'\) such that

\[
F \leq \overline{\Phi} \quad \text{in } W^{k,p}(\mathbb{R}^N)
\]

and

\[
\Phi(\psi) = \overline{\Phi}(\psi) \leq F(\psi) + \varepsilon_1.
\]

In particular, \(F\) satisfies the assumptions of sublemma 7.14. Let \(\nu\) be the measure given by the sublemma.

Take \(\varepsilon_1 < \varepsilon\) and a compact set \(K \subset \mathbb{R}^N\) such that

\[
\mu(\mathbb{R}^N \setminus K) \leq \varepsilon - \varepsilon_1.
\]
Choosing a nonnegative function $\psi$ such that $\psi \geq 1$ in $K$, by the estimate in sublemma 7.14 we have
\[ \|\mu - \nu\|_{M(\mathbb{R}^N)} \leq (\Phi(\psi) - F(\psi)) + \mu(\mathbb{R}^N \setminus K) \leq \epsilon_1 + (\epsilon - \epsilon_1) = \epsilon. \]
Thus, $\nu$ satisfies all the required properties.
\[ \square \]

**Proof of Proposition 7.12.** Let $(\epsilon_n)_{n \in \mathbb{N}}$ be a sequence of positive numbers converging to 0. We construct the sequence $(\nu_n)_{n \in \mathbb{N}}$ inductively as follows.

By lemma 7.16, there exists $\nu_0 \in M(\mathbb{R}^N)$ such that $\nu_0 \in (W^{k,p}(\mathbb{R}^N))'$, $0 \leq \nu_0 \leq \mu$, and
\[ \|\mu - \nu_0\|_{M(\mathbb{R}^N)} \leq \epsilon_0. \]
Given $n \in \mathbb{N}_*$, assume that we have defined nonnegative measures $\nu_0, \ldots, \nu_{n-1}$ such that
\[ 0 \leq \sum_{i=0}^{n-1} \nu_i \leq \mu. \]
In particular, $\sum_{i=0}^{n-1} \nu_i \ll \text{cap}_{W^{k,p}}$.

Applying lemma 7.16 to the measure $\mu - \sum_{i=0}^{n-1} \nu_i$, there exists $\nu_n \in M(\mathbb{R}^N)$ such that $\nu_n \in (W^{k,p}(\mathbb{R}^N))'$,
\[ 0 \leq \nu_n \leq \mu - \sum_{i=0}^{n-1} \nu_i \]
and
\[ \|\mu - \sum_{i=0}^{n-1} \nu_i - \nu_n\|_{M(\mathbb{R}^N)} \leq \epsilon_n. \]
This sequence $(\nu_n)_{n \in \mathbb{N}}$ has the required properties.
\[ \square \]

The next corollary summarizes other equivalent characterizations of diffuse measures:

**Corollary 7.17.** Let $k \in \mathbb{N}_*$, $1 < p < +\infty$ and let $\mu \in M(\mathbb{R}^N)$ be a nonnegative measure. If $\mu \ll \text{cap}_{W^{k,p}}$, then

(i) there exist a nonnegative function $f \in L^1(\mathbb{R}^N)$ and a signed measure $\lambda \in M(\mathbb{R}^N) \cap (W^{k,p}(\mathbb{R}^N))'$ such that
\[ \mu = f + \lambda \quad \text{in } M(\mathbb{R}^N); \]

(ii) there exist a nonnegative measure $\gamma \in M(\mathbb{R}^N) \cap (W^{k,p}(\mathbb{R}^N))'$ and a nonnegative function $h \in L^1(\mathbb{R}^N; \gamma)$ such that
\[ \mu = h\gamma \quad \text{in } M(\mathbb{R}^N); \]
(iii) for every $\epsilon > 0$, there exists a Borel set $E \subset \mathbb{R}^N$ such that $\mu(\mathbb{R}^N \setminus E) \leq \epsilon$ and the restriction of $\mu$ to $E$ satisfies
\[
\mu|_E \in (W^{k,p}(\mathbb{R}^N))'.
\]

The first decomposition is due to Boccardo, Gallouët and Orsina [12, theorem 2.1], inspired by a similar decomposition of Baras and Pierre [6, remarque, p. 200]. This decomposition was proved by Boccardo, Gallouët and Orsina for $k = 1$, but their proof works for any $k \in \mathbb{N}^*$.

When $k = 2$ and $1 < p < +\infty$, this decomposition is usually attributed to Baras and Pierre but their result concerns bounded domains $\Omega$ in $\mathbb{R}^N$.

The decomposition of Baras and Pierre is obtained by solving the Dirichlet problem with polynomial nonlinearity and datum $\mu$ and gives a measure $\lambda$ in $(W^{2,p}(\mathbb{R}^N) \cap W^{1,p}_0(\mathbb{R}^N))'$.

The second characterization is due to Dal Maso [35, theorem 2.2] and it was the main ingredient originally used by Boccardo, Gallouët and Orsina to prove their decomposition. In our case, we prove them independently, based on proposition 7.12.

The third decomposition is proved using the Dal Maso characterization and has a counterpart for Hausdorff measures (see proposition 8.14). In the case $k = 1$ and $p = 2$, this result was essentially known to experts in potential theory.

Indeed, by a classical result in potential theory [23, lemma 4.D.1; 62, theorem 6.21], for every measure $\mu$ which is diffuse with respect to the $W^{1,2}$ capacity, there exists a compact set $K \subset \mathbb{R}^N$ with $W^{1,2}$ capacity as small as we wish such that the restriction $\mu|_K$ generates a continuous Newtonian potential $v$. In dimension $N \geq 3$, this Newtonian potential converges uniformly to zero at infinity, thus by the interpolation inequality (lemma 4.7), $\nabla v \in L^2(\mathbb{R}^N)$. In fact, $v$ decays at infinity at the same rate as the fundamental solution of the Laplacian, $\frac{1}{|x|^{N-2}}$, thus, $v \in L^2(\Omega)$ in dimension $N \geq 5$. We deduce in this case that $v \in W^{1,2}(\mathbb{R}^N)$, whence $\mu|_K \in (W^{1,2}(\mathbb{R}^N))'$.

**Proof of Corollary 7.17 (i).** Let $(\nu_n)_{n \in \mathbb{N}}$ be a sequence satisfying the conclusion of proposition 7.12. Given a sequence $(\epsilon_n)_{n \in \mathbb{N}}$ of positive numbers, for each $n \in \mathbb{N}$ write
\[
\nu_n = \rho_{\epsilon_n} \ast \nu_n + (\nu_n - \rho_{\epsilon_n} \ast \nu_n).
\]

Since by Fubini’s theorem
\[
\|\rho_{\epsilon_n} \ast \nu_n\|_{L^1(\mathbb{R}^N)} \leq \|\nu_n\|_{\mathcal{M}(\mathbb{R}^N)} = \nu_n(\mathbb{R}^N),
\]

the series
\[
\sum_{n=0}^{\infty} \rho_{\epsilon_n} \ast \nu_n
\]

converges in $L^1(\mathbb{R}^N)$ and we denote it by $f$. 

Given a sequence \((\alpha_n)_{n \in \mathbb{N}}\) of positive numbers, we choose \(\epsilon_n > 0\) so that
\[
\|\nu_n - \rho \epsilon_n \ast \nu_n\|_{(W^{k,p}(\mathbb{R}^N))'} \leq \alpha_n.
\]
Taking the sequence \((\alpha_n)_{n \in \mathbb{N}}\) so that the series \(\sum_{n=0}^{\infty} \alpha_n\) converges, then
\[
\sum_{n=0}^{\infty} (\nu_n - \rho \epsilon_n \ast \nu_n)
\]
converges in \((W^{k,p}(\mathbb{R}^N))'\). This series also converges in \(\mathcal{M}(\mathbb{R}^N)\) and we call its limits \(\lambda\). Thus, \(\mu = f + \lambda\) gives the decomposition we sought.

**Proof of Corollary 7.17 (ii).** Let \((\nu_n)_{n \in \mathbb{N}}\) be a sequence satisfying the conclusion of proposition 7.12. Given a sequence \((\beta_n)_{n \in \mathbb{N}}\) of positive numbers such that both series
\[
\sum_{n=0}^{\infty} \beta_n \|\nu_n\|_{\mathcal{M}(\mathbb{R}^N)} \quad \text{and} \quad \sum_{n=0}^{\infty} \beta_n \|\nu_n\|_{(W^{k,p}(\mathbb{R}^N))'}
\]
converge, let
\[
\gamma = \sum_{n=0}^{\infty} \beta_n \nu_n.
\]
Then, \(\gamma \in \mathcal{M}(\mathbb{R}^N) \cap (W^{k,p}(\mathbb{R}^N))'\). Moreover, if \(A\) is a Borel set such that \(\mu(A) = 0\), then for every \(n \in \mathbb{N}\), \(\nu_n(A) = 0\), whence \(\gamma \ll \mu\). Thus, by the Lebesgue decomposition [51, theorem 3.8; 108, theorem 10.38], there exists \(h \in L^1(\mathbb{R}^N; \gamma)\) such that \(\mu = f + \lambda\). □

In order to prove the third decomposition we start with the following lemma:

**Lemma 7.18.** Let \(k \in \mathbb{N}_0\), \(1 < p < +\infty\) and let \(\gamma, \mu \in \mathcal{M}(\mathbb{R}^N)\). If \(|\mu| \leq \gamma\) and if \(\gamma \in (W^{k,p}(\mathbb{R}^N))'\), then \(\mu \in (W^{k,p}(\mathbb{R}^N))'\).

**Proof.** For every \(\varphi \in C_c^\infty(\mathbb{R}^N)\),
\[
\left| \int_{\mathbb{R}^N} \varphi \, d\mu \right| \leq \int_{\mathbb{R}^N} |\varphi| \, d|\mu| \leq \int_{\mathbb{R}^N} |\varphi| \, d\gamma.
\]
By lemma A.5, there exists \(\psi \in C_c^\infty(\mathbb{R}^N)\) such that
\[
|\varphi| = \max \{\varphi, -\varphi\} \leq \psi
\]
and
\[
\|\psi\|_{W^{k,p}(\mathbb{R}^N)} \leq C \|\varphi\|_{W^{k,p}(\mathbb{R}^N)}.
\]
Thus,
\[
\left| \int_{\mathbb{R}^N} \varphi \, d\mu \right| \leq \int_{\mathbb{R}^N} \psi \, d\gamma \leq C_1 \|\psi\|_{W^{k,p}(\mathbb{R}^N)} \leq C_2 \|\varphi\|_{W^{k,p}(\mathbb{R}^N)}.
\]
This implies the result. □
Proof of Corollary 7.17 (iii). Let $\gamma \in \mathcal{M}(\mathbb{R}^N)$ and $h \in L^1(\mathbb{R}^N; \gamma)$ be such that

$$\gamma \in (W^{k,p}(\mathbb{R}^N))' \quad \text{and} \quad \mu = h\gamma.$$ 

Since $\gamma \in (W^{k,p}(\mathbb{R}^N))'$ and for every $n \in \mathbb{N},$

$$0 \leq \chi(h \leq n) \mu \leq \gamma$$

the previous proposition yields

$$\mu\lfloor\{h \leq n\} = \chi\{h \leq n\} \mu \in (W^{k,p}(\mathbb{R}^N))'.$$

On the other hand, the set $\bigcap_{n=0}^{\infty} (\mathbb{R}^N \setminus \{h \leq n\})$ is negligible for the measure $\mu$, whence for every $\epsilon > 0$ there exists $n \in \mathbb{N}$ such that

$$\mu(\mathbb{R}^N \setminus \{h \leq n\}) \leq \epsilon.$$

We have the conclusion with $E = \{h \leq n\}$. □

The Boccardo-Gallouët-Orsina decomposition behaves linearly in the sense that if $\mu_1$ and $\mu_2$ are diffuse measures and if

$$\mu_1 = f_1 + \lambda_1 \quad \text{and} \quad \mu_2 = f_2 + \lambda_2,$$

then for every $\alpha_1, \alpha_2 \in \mathbb{R},$

$$\alpha_1 \mu_1 + \alpha_2 \mu_2 = (\alpha_1 f_1 + \alpha_2 f_2) + (\alpha_1 \lambda_1 + \alpha_2 \lambda_2)$$

gives a decomposition of the diffuse measure $\alpha_1 \mu_1 + \alpha_2 \mu_2$. However, the construction of the decomposition itself is highly nonlinear since it depends on the Hahn-Banach theorem.

Already in the case $k = 1$ and $p = 2$ one might ask whether there is a linear construction behind, or more precisely, if there exists a linear continuous functional $L$ from the Banach space of diffuse measures with respect to the $W^{1,2}$ capacity into $L^1(\mathbb{R}^N) \times (W^{1,2}(\mathbb{R}^N))'$ which gives the decomposition. Ancona [5] has showed that the answer is negative. The main reason behind is that the decomposition is far from being unique.

From the proof of the Boccardo-Gallouët-Orsina decomposition we have an additional control on the norms of $f$ and $\lambda$: for every $\epsilon > 0$, there exist $f \in L^1(\mathbb{R}^N)$ and $\lambda \in \mathcal{M}(\mathbb{R}^N) \cap (W^{k,p}(\mathbb{R}^N))'$ such that

$$\|f\|_{L^1(\mathbb{R}^N)} \leq \|\mu\|_{\mathcal{M}(\mathbb{R}^N)},$$

and

$$\|\lambda\|_{\mathcal{M}(\mathbb{R}^N)} \leq 2\|\mu\|_{\mathcal{M}(\mathbb{R}^N)} \quad \text{and} \quad \|\lambda\|_{(W^{k,p}(\mathbb{R}^N))'} \leq \epsilon.$$

We can impose a different control on the $f$ part and on the $\lambda$ part of the decomposition. For instance, for every $\epsilon > 0$, there exists $C > 0$ such that

$$\|f\|_{L^1(\mathbb{R}^N)} \leq \epsilon,$$

and

$$\|\lambda\|_{\mathcal{M}(\mathbb{R}^N)} + \|\lambda\|_{(W^{k,p}(\mathbb{R}^N))'} \leq C.$$ 

The idea is to start with a decomposition $\mu = f + \lambda$ and then, given $\kappa > 0$, write

$$\mu = (f - T_\kappa(f)) + (T_\kappa(f) + \lambda).$$
By choosing $\kappa > 0$ sufficiently small, the $L^1$ part of the decomposition has small norm, but since we are working on the whole space $\mathbb{R}^N$, $T_\kappa(f)$ need not belong to $(W^{k,p}(\mathbb{R}^N))'$. 

For bounded domains, the strategy above already suffices to have the estimates. The argument in $\mathbb{R}^N$ has to be slightly adapted and is contained in the following corollary:

**Corollary 7.19.** Let $\mu \in \mathcal{M}(\mathbb{R}^N)$ and let $M \geq 0$. If $\mu$ is a diffuse measure with respect to the capacity $W^{k,p}$, then for every $\epsilon > 0$ there exists $\delta > 0$ such that

$$\|\varphi\|_{L^\infty(\mathbb{R}^N)} \leq M \quad \text{and} \quad \|\varphi\|_{W^{k,p}(\mathbb{R}^N)} \leq \delta,$$

then

$$\left| \int_{\mathbb{R}^N} \varphi \, d\mu \right| \leq \epsilon.$$

**Proof.** Let $f \in L^1(\mathbb{R}^N)$ and $\lambda \in \mathcal{M}(\mathbb{R}^N) \cap (W^{k,p}(\mathbb{R}^N))'$ be such that $\mu = f + \lambda$. Given $\kappa > 0$ and a Borel set $A \subset \mathbb{R}^N$ with finite Lebesgue measure, write

$$\mu = \overline{f} + \overline{\lambda},$$

where

$$\overline{f} = f - T_\kappa(f) \chi_A \quad \text{and} \quad \overline{\lambda} = T_\kappa(f) \chi_A + \lambda.$$

For every $\varphi \in C_0^\infty(\mathbb{R}^N)$,

$$\left| \int_{\mathbb{R}^N} \varphi \, d\mu \right| \leq \|\varphi\|_{L^1(\mathbb{R}^N)} \|\overline{f}\|_{L^\infty(\mathbb{R}^N)} + \|\overline{\lambda}\|_{(W^{k,p}(\mathbb{R}^N))'} \|\varphi\|_{W^{k,p}(\mathbb{R}^N)}.$$

Since the set $A$ has finite Lebesgue measure, $\overline{\lambda} \in (W^{k,p}(\mathbb{R}^N))'$. Moreover,

$$\|\overline{f}\|_{L^1(\mathbb{R}^N)} \leq \|f - T_\kappa(f)\|_{L^1(\mathbb{R}^N)} + \|f\|_{L^1(\mathbb{R}^N \setminus A)}.$$

Given $M \geq 0$ and $\epsilon > 0$, we may take $\kappa > 0$ and a Borel set $A \subset \mathbb{R}^N$ with finite Lebesgue measure such that

$$M \|\overline{f}\|_{L^1(\mathbb{R}^N)} \leq \frac{\epsilon}{2}.$$

The conclusion follows by choosing any $\delta > 0$ such that

$$\delta \|\overline{\lambda}\|_{(W^{k,p}(\mathbb{R}^N))'} \leq \frac{\epsilon}{2}.$$

The proof of the corollary is complete. \qed
Exponential nonlinearity

We investigate the existence of solutions of the nonlinear Dirichlet problem
\[
\begin{aligned}
-\Delta u + g(u) &= \mu \quad \text{in } \Omega, \\
 u &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]
where the nonlinearity \( g : \mathbb{R} \to \mathbb{R} \) has exponential growth: for every \( t \in \mathbb{R} \),
\[
|g(t)| \leq C(e^t + 1),
\]
for some \( C > 0 \).

1. Two dimensional case

The main result in dimension two is due to Vázquez [104, theorem 2]:

**Proposition 8.1.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function satisfying the sign condition, the integrability condition and such that for every \( t \in \mathbb{R} \),
\[
|g(t)| \leq C(e^t + 1).
\]
If \( N = 2 \), then the Dirichlet problem has a solution for every \( \mu \in \mathcal{M}(\Omega) \) such that for every \( x \in \Omega \), \( \mu(\{x\}) \leq 4\pi \).

Vázquez original proof relies on the John-Nirenberg inequality [63]. We present a simpler proof based on the following inequality established by Brezis and Merle [24, theorem 1]:

**Lemma 8.2.** Let \( N = 2 \). Given a nonnegative measure \( \mu \in \mathcal{M}(\Omega) \), let \( v : \mathbb{R}^2 \to \mathbb{R} \) be the Newtonian potential generated by \( \mu \),
\[
v(x) = \frac{1}{2\pi} \int_{\Omega} \log \left( \frac{d}{|x-y|} \right) d\mu(y),
\]
where \( d \geq \text{diam } \Omega \). If \( \|\mu\|_{\mathcal{M}(\Omega)} < 4\pi \), then \( e^v \in L^1(\Omega) \) and
\[
\|e^v\|_{L^1(\Omega)} \leq C
\]
for some constant \( C > 0 \) depending on \( \|\mu\|_{\mathcal{M}(\Omega)} \) and \( d \).

**Proof.** For every \( x \in \mathbb{R}^N \), we write
\[
v(x) = \frac{\|\mu\|_{\mathcal{M}}}{2\pi} \log \left( \frac{d}{|x-y|} \right) \frac{d\mu(y)}{\|\mu\|_{\mathcal{M}}} = \frac{\|\mu\|_{\mathcal{M}}}{2\pi} \log \left( \frac{d}{|x-y|} \right) \frac{d\mu(y)}{\|\mu\|_{\mathcal{M}}}.
\]
Since $\mu/\|\mu\|_M$ is a probability measure in $\Omega$ and $\log$ is a concave function, by the Jensen inequality for concave functions we have

$$v(x) \leq \log \left[ \int_{\Omega} \left( \frac{d}{|x-y|} \right)^{\frac{\|\mu\|_M}{2\pi}} d\mu(y) \right].$$

Thus,

$$e^{v(x)} \leq \int_{\Omega} \left( \frac{d}{|x-y|} \right)^{\frac{\|\mu\|_M}{2\pi}} d\mu(y).$$

By Fubini’s theorem,

$$\int_{\Omega} e^{v(x)} dx \leq \int_{\Omega} \left[ \int_{\Omega} \left( \frac{d}{|x-y|} \right)^{\frac{\|\mu\|_M}{2\pi}} dx \right] d\mu(y).$$

If $N = 2$ and if $\|\mu\|_{M(\Omega)} < 4\pi$, then

$$\int_{\Omega} e^{v(x)} dx \leq C \int_{\Omega} \frac{d\mu(y)}{\|\mu\|_M} = C.$$

This proves the estimate. □

An inspection of the proof shows that the $L^1$ estimate of $e^v$ holds with constant $C = \frac{\pi d^2}{\|\mu\|_{M(\Omega)}}$.  

**Lemma 8.3.** If $N = 2$ and if $\mu \in M(\Omega)$ is such that for every $x \in \Omega$, $\mu(\{x\}) < 4\pi$, then the solution of the linear Dirichlet problem

$$\begin{cases} -\Delta v = \mu & \text{in } \Omega, \\ v = 0 & \text{on } \partial \Omega, \end{cases}$$

satisfies $e^v \in L^1(\Omega)$.

In particular, if $\mu$ is an $L^1$ function, then it is always true that $e^v \in L^1(\Omega)$, however this is a qualitative information since there is no control $\|e^v\|_{L^1(\Omega)}$ in terms of $\|\mu\|_{L^1(\Omega)}$.

**Proof.** Let $\mu^+ = \max \{\mu, 0\}$. From the assumption on $\mu$, there exists $\eta > 0$ such that for every $a \in \Omega$,

$$\mu^+(B(a; \eta) \cap \Omega) < 4\pi.$$

Given $a \in \Omega$, let $v_1$ be the Newtonian potential generated by $\mu^+|_{B(a;\eta)}$ and let $v_2$ be the Newtonian potential generated by $\mu^+|_{\Omega \setminus B(a;\eta)}$ with $d \geq \text{diam } \Omega$.

**Claim.** The solution $v$ of the linear Dirichlet problem satisfies $v \leq v_1 + v_2$ in $\Omega$.

Let us temporarily assume the claim and conclude the proof. Let $0 < \theta < 1$. Since $v_2$ is a harmonic function in $B(a; \eta)$, it is bounded in $B(a; \theta \eta)$. Thus,

$$e^v \leq Ce^{v_1}.$$
in $B(a; \theta \eta) \cap \Omega$. By the Brezis-Merle inequality, $e^{v_1} \in L^1(\Omega)$. We deduce that $e^v \in L^1(B(a; \theta \eta) \cap \Omega)$. To conclude the argument we cover $\Omega$ with finitely many balls of radius $\theta \eta$ and we deduce that $e^v \in L^1(\Omega)$.

It remains to prove the claim.

**Proof of the claim.** Since

$$-\Delta(v_1 + v_2) = \mu^+,$$

we have

$$\Delta(v - v_1 - v_2) \geq 0$$

in the sense of distributions in $\Omega$. For $d \geq \text{diam } \Omega$, the function $v_1 + v_2$ is positive in $\Omega$. Thus,

$$(v - v_1 - v_2)^+ \leq v^+ \leq |v|.$$

Thus, for every $\epsilon > 0$,

$$\frac{1}{\epsilon} \int_{\{x \in \Omega : d(x, \partial \Omega) < \epsilon\}} (v - v_1 - v_2)^+ \leq \frac{1}{\epsilon} \int_{\{x \in \Omega : d(x, \partial \Omega) < \epsilon\}} |v|.$$

Since $v$ satisfies a Dirichlet problem with zero boundary condition, the quantity in the right-hand side converges to zero as $\epsilon$ tends to zero (proposition 3.5), whence the quantity in the left-hand side also converges to zero. Applying proposition 5.2, we deduce that

$$\Delta(v - v_1 - v_2) \geq 0$$

in the sense of $(C_0^\infty(\Omega))'$. By the weak maximum principle (proposition 5.1), the claim follows. □

This concludes the proof of the lemma. □

**Corollary 8.4.** Let $g : \mathbb{R} \to \mathbb{R}$ be a continuous function satisfying the sign condition and such that for every $t \in \mathbb{R}$,

$$|g(t)| \leq C(e^t + 1).$$

If $N = 2$ and if $\mu \in M(\Omega)$ is such that for every $x \in \Omega$, $\mu(\{x\}) < 4\pi$, then the nonlinear Dirichlet problem has a solution.

**Proof.** Let $\overline{v}$ be the solution of the linear Dirichlet problem with datum $\max \{\mu, 0\}$. By the previous lemma, $e^{\overline{v}} \in L^1(\Omega)$, whence $g(\overline{v}) \in L^1(\Omega)$. By the weak maximum principle (proposition 5.1), $\overline{v} \geq 0$. By the sign condition, we deduce that $\overline{v}$ is a supersolution of the nonlinear Dirichlet problem with datum $\mu$.

By the weak maximum principle, the solution $\underline{v}$ of the linear Dirichlet problem with datum $\min \{\mu, 0\}$ is such that $\underline{v} \leq 0$, whence $e^{\underline{v}} \in L^\infty(\Omega)$ and $g(\underline{v}) \in L^1(\Omega)$. By the sign condition, we deduce that $\underline{v}$ is a subsolution of the nonlinear Dirichlet problem with datum $\mu$.

For every $v \in L^1(\Omega)$ such that $\underline{v} \leq v \leq \overline{v}$ we have $g(v) \in L^1(\Omega)$. By the method of sub and supersolution, the nonlinear Dirichlet problem with datum $\mu$ has a solution $u$ such that $\underline{v} \leq u \leq \overline{v}$. □
PROOF OF PROPOSITION 8.1. Let \((\mu_n)_{n\in\mathbb{N}}\) be a nondecreasing sequence of measures converging strongly to \(\mu\) such that for every \(n \in \mathbb{N}\) and for every \(x \in \Omega\), \(\mu_n(\{x\}) < 4\pi\). For instance, we may take 
\[
\mu_n = \alpha_n \max\{\mu, 0\} + \min\{\mu, 0\},
\]
where \((\alpha_n)_{n\in\mathbb{N}}\) is a nondecreasing sequence of numbers converging to 1.

As in the proof of proposition 7.3, there exists a nondecreasing sequence \((u_n)_{n\in\mathbb{N}}\) in \(L^1(\Omega)\) such that for every \(n \in \mathbb{N}\), \(u_n\) is a solution of the Dirichlet problem with datum \(\mu_n\).

By the comparison principle (lemma 7.8), every function \(u_n\) is bounded from above by the solution of the linear Dirichlet problem with datum \(\max\{\mu, 0\}\). Thus, by the monotone convergence theorem the sequence \((u_n)_{n\in\mathbb{N}}\) converges in \(L^1(\Omega)\) to its pointwise limit \(u\). By the absorption estimate (lemma 7.2), the sequence \((g(u_n))_{n\in\mathbb{N}}\) is bounded in \(L^1(\Omega)\). The integrability condition implies that the sequence \((g(u_n))_{n\in\mathbb{N}}\) converges to \(g(u)\) in \(L^1(\Omega)\) (see corollary 6.10). We conclude that \(u\) is a solution of the nonlinear Dirichlet problem with datum \(\mu\). \(\square\)

If the nonlinearity \(g\) is given by 
\[
g(t) = e^t - 1,
\]
or in the case of the scalar Chern-Simons equation [110], 
\[
g(t) = e^{t/2}(e^{t/2} - 1),
\]
then the condition given by proposition 8.1 characterizes all finite measures for which the nonlinear Dirichlet problem has a solution. This is a consequence of the fact that if \(v\) is the solution of the linear Dirichlet problem
\[
\begin{cases}
-\Delta v = \nu & \text{in } \Omega, \\
v = 0 & \text{on } \partial\Omega,
\end{cases}
\]
for some \(\nu \in \mathcal{M}(\Omega)\) and if \(a \in \Omega\) is such that \(\nu(\{a\}) > 0\), then \(\nu\) has a Dirac mass at \(a\) — a nontrivial atomic part — and in a neighborhood of \(a\) the function \(v\) behaves like the fundamental solution of the Laplacian multiplied by \(\nu(\{a\})\),
\[
v(x) \sim \frac{\nu(\{a\})}{2\pi} \log \frac{1}{|x-a|}.
\]
If \(e^\nu \in L^1(\Omega)\), then we cannot have \(\nu(\{a\}) > 4\pi\). The reader will find the rigorous argument in [7, section 5; 104, section 5].

2. Higher dimensional case

The existence of solutions in higher dimensions for exponential nonlinearities is due to Bartolucci, Leoni, Orsina and Ponce [7, theorem 1]:

PROPOSITION 8.5. Let \(g : \mathbb{R} \to \mathbb{R}\) be a continuous function satisfying the sign condition, the integrability condition and such that for every \(t \in \mathbb{R}\),
\[
|g(t)| \leq C(e^t + 1).
\]
If \(N \geq 3\), then the Dirichlet problem has a solution for every \(\mu \in \mathcal{M}(\Omega)\) such that \(\mu \leq 4\pi \mathcal{H}^{N-2}\).
The inequality $\mu \leq 4\pi H^{N-2}$ is meant in the sense of measures, meaning that for every Borel set $A \subset \Omega$,

$$\mu(A) \leq 4\pi H^{N-2}(A).$$

Since $H^{N-2}$ is not a finite measure — not even a $\sigma$-finite measure — the right-hand side may be infinite. This is the case for every nonempty open set $A$. Note that every $L^1$ function trivially satisfies this inequality since if $H^{N-2}(A)$ is finite, then $A$ is negligible with respect to the Lebesgue measure. More generally, every measure which is diffuse with respect to the $W^{1,2}$ capacity also satisfies this inequality since if $H^{N-2}(A)$ is finite, then $\text{cap}_{W^{1,2}}(A) = 0$. In this sense, we recover two cases for which the Dirichlet problem has a solution regardless of the nonlinearity $g$ (see proposition 3.7 and proposition 9.1).

The conclusion of the statement is still correct when $N = 2$ since the inequality $\mu \leq 4\pi H^0$ amounts to saying that for every $x \in \Omega$,

$$\mu(\{x\}) \leq 4\pi H^0(\{x\}) = 4\pi$$

and we recover Vázquez’s condition.

The main ingredient of the proof of proposition 8.5 is the following inequality established by Bartolucci-Leoni-Orsina-Ponce [7, theorem 2], which is the counterpart in higher dimensions of the Brezis-Merle inequality.

**Lemma 8.6.** Let $N \geq 3$. Given a nonnegative measure $\mu \in \mathcal{M}(\Omega)$, let $v : \mathbb{R}^N \to \mathbb{R}$ be the Newtonian potential generated by $\mu$,

$$v(x) = \frac{1}{N(N-2)\omega_N} \int_{\Omega} \left( \frac{1}{|x-y|^{N-2}} - \frac{1}{d^{N-2}} \right) d\mu(y),$$

where $d \geq \text{diam } \Omega$ and $\omega_N$ is the volume of the unit ball in $\mathbb{R}^N$. If $\mu \leq \alpha H^{N-2}_\infty$ for some $\alpha < 4\pi$, then $e^v \in L^1(\Omega)$ and

$$\|e^v\|_{L^1(\Omega)} \leq C,$$

for some constant $C > 0$ depending on $N$, $\alpha$, $\|\mu\|_{\mathcal{M}(\Omega)}$ and $|\Omega|$.

The notation $H^{N-2}_\infty$ indicates the Hausdorff content of dimension $N-2$, whose definition is recalled in the appendix. This is an outer measure such that for every $x \in \mathbb{R}^N$ and for every $r > 0$,

$$H^{N-2}_\infty(B(x; r)) = \omega_{N-2} r^{N-2};$$

see proposition B.1.

The Hausdorff content is not a measure since it is not additive. The condition $\mu \leq \alpha H^{N-2}_\infty$ means that the inequality must hold for every Borel set $A \subset \Omega$. According to proposition B.2, this is equivalent to have for every $x \in \mathbb{R}^N$ and for every $r > 0$,

$$\mu(B(x; r) \cap \Omega) \leq \alpha \omega_{N-2} r^{N-2}. $$

The identity below which we will use in the proof of the lemma gives a unified way to deal with the Newtonian potential without having to distinguish whether $N = 2$ or $N \geq 3$.
**Lemma 8.7.** Let $N \geq 2$ and let $\mu \in \mathcal{M}(\Omega)$ be a nonnegative measure. If $v : \mathbb{R}^N \to \mathbb{R}$ is the Newtonian potential generated by $\mu$, then for every $x \in \Omega$,

$$v(x) = \frac{1}{N \omega_N} \int_0^d \frac{\mu(B(x; r) \cap \Omega)}{r^{N-1}} dr.$$ 

This representation of the Newtonian potential can be found for instance in [52, §46].

**Proof.** By Cavalieri’s principle [109, corollaire 6.34], for every nonnegative function $f \in L^1(\Omega; \mu)$ we have

$$\int_{\Omega} f \, d\mu = \int_0^{+\infty} \mu(\{y \in \Omega : f(y) > t\}) \, dt.$$ 

For every $x \in \Omega$, the function $f : \Omega \to \mathbb{R}$ defined for $y \in \Omega$ by

$$f(y) = \frac{1}{|x - y|^{N-2}} - \frac{1}{d^{N-2}}$$

is nonnegative. Applying Cavalieri’s principle, we have

$$v(x) = \frac{1}{N(N-2) \omega_N} \int_0^{+\infty} \mu(\{y \in \Omega : \frac{1}{|x - y|^{N-2}} - \frac{1}{d^{N-2}} > t\}) \, dt.$$ 

Using the change of variable $t = \frac{1}{r^{N-2}} - \frac{1}{d^{N-2}}$, we get

$$v(x) = \frac{1}{N \omega_N} \int_0^d \frac{\mu(B(x; r) \cap \Omega)}{r^{N-1}} dr = \frac{1}{N \omega_N} \int_0^d \frac{\mu(B(x; r) \cap \Omega)}{r^{N-1}} dr.$$ 

This gives the identity. □

The main ingredient in the proof of the Bartolucci-Leoni-Orsina-Ponce inequality is the following one dimensional estimate:

**Lemma 8.8.** Let $\alpha \geq 0$, $s \geq 0$, $d > 0$ and let $f : [0, d] \to \mathbb{R}$ be a nondecreasing function. If for every $0 \leq r \leq d$,

$$0 \leq f(r) \leq \alpha r^s,$$

then

$$\int_0^d \frac{f(r)}{r^{s+1}} \, dr \leq \log \left( 1 + Cd^s \int_0^d \frac{f(r)}{r^{s+1} + \alpha} \, dr \right),$$

for some constant $C > 1$ depending on $s$ and $f(d)$.

There is a natural candidate one would wish to apply this inequality to: the function $f : [0, d] \to \mathbb{R}$ defined for $r \in [0, d]$ by

$$f(r) = \alpha r^s.$$ 

In this case, both sides become infinite. A second attempt is to consider for every parameter $0 < \epsilon < d$, a function $f_\epsilon : [0, d] \to \mathbb{R}$ defined for $r \in [0, d]$ by

$$f_\epsilon(r) = \begin{cases} 0 & \text{if } 0 \leq r < \epsilon, \\ \alpha r^s & \text{if } \epsilon \leq r \leq d. \end{cases}$$
In this case,
\[ \int_0^d \frac{f_\epsilon(r)}{r^{s+1}} \, dr = \alpha \log \left( \frac{d}{\epsilon} \right), \]
while
\[ \int_0^d \frac{f_\epsilon(r)}{r^{s+1+\alpha}} \, dr = \frac{1}{d^\alpha} \left( \left( \frac{d}{\epsilon} \right)^{\alpha} - 1 \right) \]
and thus
\[ \log \left( 1 + C d^\alpha \int_0^d \frac{f_\epsilon(r)}{r^{s+1+\alpha}} \, dr \right) = \alpha \log \left( \frac{d}{\epsilon} \right) + O(1), \]
where \( O(1) \) denotes a quantity that remains bounded as \( \epsilon \) tends to zero.

Thus, both terms in the inequality tend to infinity at the same rate.

**Proof of Sublemma 8.8.** We first assume that \( f \) vanishes in a neighborhood of 0 and is smooth in \([0, d]\). By scaling it suffices to prove the lemma with \( d = 1 \). Let \( g : [0, 1] \to \mathbb{R} \) be the function defined for \( r \in [0, 1] \) by
\[ g(r) = \sup_{0 \leq t \leq r} \frac{f(t)}{t^s}. \]
Thus,
\[ \int_0^1 \frac{f(r)}{r^{s+1}} \, dr \leq \int_0^1 \frac{g(r)}{r} \, dr. \]
Since \( g \) is absolutely continuous and vanishes in a neighborhood of 0, by integration by parts we have
\[ \int_0^1 \frac{g(r)}{r} \, dr = (\log r) g(r) \bigg|_{r=0}^1 - \int_0^1 (\log r) g'(r) \, dr = \int_0^1 \left( \log \frac{1}{r} \right) g'(r) \, dr. \]
Thus,
\[ \int_0^1 \frac{f(r)}{r^{s+1}} \, dr \leq \int_0^1 \left( \log \frac{1}{r} \right) g'(r) \, dr = \int_0^1 \left( \log \frac{1}{r g(1)} \right) g'(r) \, dr. \]
Since \( g \) is nondecreasing and \( g(0) = 0 \), the function \( g'/g(1) \) is a probability density in \([0, 1]\). By the Jensen inequality for concave functions, we have
\[ \int_0^1 \frac{f(r)}{r^{s+1}} \, dr \leq \log \left( \int_0^1 \frac{1}{r g(1)} \, dr \right). \]

**Claim.** For almost every \( r \in [0, 1] \),
\[ 0 \leq g'(r) \leq \frac{f'(r)}{r^s}. \]

We temporarily assume the claim. From the estimate in the claim we have
\[ \int_0^1 \frac{f(r)}{r^{s+1}} \, dr \leq \log \left( \frac{1}{g(1)} \int_0^1 \frac{f(r)}{r^{s+1} g(1)} \, dr \right). \]
By integration by parts,
\[ \int_0^1 \frac{f'(r)}{r^{s+1} g(1)} \, dr = \frac{f(r)}{r^{s+1} g(1)} \bigg|_{r=0}^1 + (s + g(1)) \int_0^1 \frac{f(r)}{r^{s+1} g(1)} \, dr \]
and this implies
\[ \int_0^1 \frac{f(r)}{r^{s+1}} \, dr \leq \log \left( \frac{f(1)}{g(1)} + \left( \frac{s}{g(1)} + 1 \right) \int_0^1 \frac{f(r)}{r^{s+1+g(1)}} \, dr \right). \]
Since \( f(1) \leq g(1) \) and \( g(1) \leq \alpha \), we get
\[ \int_0^1 \frac{f(r)}{r^{s+1}} \, dr \leq \log \left( 1 + \left( \frac{s}{f(1)} + 1 \right) \int_0^1 \frac{f(r)}{r^{s+1+\alpha}} \, dr \right). \]
This gives the conclusion.

We now return and prove the claim:

**Proof of the Claim.** For almost every \( r \in [0,1] \),
\[ 0 \leq g'(r) \leq \left( \frac{d}{dr} f(r) \right)^+ \cdot \left( \frac{r \omega_N}{\omega_N} \right). \]
The proof of this estimate relies on the fact that for every \( x < y \) in \([0,1]\), there exist \( \tilde{x} \leq \tilde{y} \) in \([x,y]\) such that
\[ 0 \leq g(y) - g(x) \leq \left[ f(\tilde{y}) - \frac{f(\tilde{y})}{\tilde{y}} - f(\tilde{x}) - \frac{f(\tilde{x})}{\tilde{x}} \right] \cdot \left( \frac{\tilde{x} \omega_N}{\omega_N} \right) \cdot \frac{d}{dr} f(r) \cdot r^s. \]
we refer the reader to [7, lemma 1] for the details. Since \( f \) is nonnegative and \( s \geq 0 \),
\[ \frac{d}{dr} f(r) \cdot r^s \leq \frac{f'(r)}{r^s}. \]
Since \( f \) is nondecreasing, the claim follows. \( \square \)

This establish the inequality when \( f \) vanishes in a neighborhood of 0 and \( f \) is smooth in \([0,d]\). The general case follows by approximation of \( f \) by a sequence of functions \( (f_n)_{n \in \mathbb{N}} \) of this type. This approximation can be done so that \( (f_n)_{n \in \mathbb{N}} \) converges almost everywhere to \( f \) in \([0,d]\) and for every \( n \in \mathbb{N} \) and for every \( 0 \leq r \leq d, 0 \leq f_n(r) \leq \alpha r^s \). The proof of the estimate is complete. \( \square \)

**Proof of Lemma 8.6.** We begin by writing the Newtonian potential for every \( x \in \Omega \) as
\[ v(x) = \frac{1}{N \omega_N} \int_0^d \frac{\mu(B(x; r) \cap \Omega)}{r^{N-1}} \, dr. \]
Given \( x \in \Omega \), we apply the previous lemma with \( s = N - 2 \) to the function \( f : [0,d] \to \mathbb{R} \) defined for \( r \in [0,d] \) by
\[ f(r) = \frac{1}{N \omega_N} \mu(B(x; r) \cap \Omega). \]
Since \( \mu \leq \alpha \mathcal{H}^N_{\infty} \), we have for every \( 0 \leq r \leq d, \)
\[ f(r) = \frac{1}{N \omega_N} \mu(B(x; r) \cap \Omega) \leq \frac{1}{N \omega_N} \alpha \mathcal{H}^{N-2}_{\infty}(B(x; r) \cap \Omega) \leq \frac{\alpha}{N \omega_N} \omega_{N-2} r^{N-2} = \frac{\alpha}{2 \pi} r^{N-2}. \]
We get
\[ v(x) \leq \log \left( 1 + C_1 d^2 \pi \int_0^d \frac{\mu(B(x; r) \cap \Omega)}{r^{N-1+\frac{2}{N}}} \, dr \right). \]
Thus, 
\[ e^v(x) \leq 1 + C_1 \frac{d}{2 \pi} \int_0^d \frac{\mu(B(x; r) \cap \Omega)}{r^{N-1 + \frac{d}{2 \pi}}} \, dr. \]

Integrating on both sides with respect to \( x \), we get by Fubini’s theorem, 
\[ \int_\Omega e^v(x) \, dx \leq |\Omega| + C_1 \frac{d}{2 \pi} \int_0^d \left( \int_\Omega \frac{\mu(B(x; r) \cap \Omega)}{r^{N-1 + \frac{d}{2 \pi}}} \, dx \right) \, dr. \]

Applying once again Fubini’s theorem, 
\[ \int_\Omega \mu(B(x; r) \cap \Omega) \, dx = \int_\Omega \left( \int_{B(x; r) \cap \Omega} \mu(z) \, dx \right) \, d\mu(z). \]

Thus, 
\[ \int_\Omega \mu(B(x; r) \cap \Omega) \, dx \leq \int_\Omega \omega_N r^N \, d\mu(z) = \omega_N r^N \| \mu \|_{M(\Omega)}. \]

Therefore, if \( \alpha < 4\pi \), then
\[ \int_\Omega e^v(x) \, dx \leq |\Omega| + C_2 \frac{d}{2 \pi} \int_0^d \frac{1}{r^{1 + \frac{d}{2 \pi}}} \, dr \leq C_3. \]

This gives the conclusion.

\[ \square \]

**Lemma 8.9.** If \( \mu \in M(\Omega) \) is such that \( \mu \leq \alpha N^{-2} \) for some \( \alpha < 4\pi \) and \( \delta > 0 \), then the solution of the linear Dirichlet problem
\[ \begin{cases} -\Delta v = \mu & \text{in } \Omega, \\ v = 0 & \text{on } \partial\Omega, \end{cases} \]
satisfies \( e^v \in L^1(\Omega) \).

**Proof.** We begin with the following claim:

**Claim.** The restriction of \( \mu \) to \( B(a; \delta) \cap \Omega \) satisfies
\[ \mu|_{B(a; \delta) \cap \Omega} \leq \alpha \mathcal{H}^{N-2}_\infty. \]

We temporarily assume the claim. Given \( a \in \Omega \), let \( v_1 \) be the Newtonian potential generated by \( \mu^+|_{B(a; \delta) \cap \Omega} \) and let \( v_2 \) be the Newtonian potential generated by \( \mu^+|_{\Omega \setminus B(a; \delta)} \). As in the proof of lemma 8.3, by the weak maximum principle we have
\[ v \leq v_1 + v_2 \]
in \( \Omega \).

Let \( 0 < \theta < 1 \). Since \( v_2 \) is a harmonic function in \( B(a; \eta) \), it is bounded in \( B(a; \theta \eta) \). Thus,
\[ e^v \leq C e^{v_1} \]
in $B(a; \theta \eta) \cap \Omega$. By the Bartolucci-Leoni-Orsina-Ponce inequality, $e^{\eta_1} \in L^1(\Omega)$. We deduce that $e^{\eta_t} \in L^1(B(a; \theta \eta) \cap \Omega)$. To conclude the argument we cover $\Omega$ with finitely many balls of radius $\theta \eta$ and we deduce that $e^{\eta_t} \in L^1(\Omega)$.

PROOF OF THE CLAIM. For every Borel set $A \subset \Omega$,
\[ \mu\lfloor_{B(a; \delta) \cap \Omega}(A) = \mu(A \cap B(a; \delta)) \leq \alpha \mathcal{H}^{-2}_\delta(A \cap B(a; \delta)). \]
Since the set $A \cap B(a; \delta)$ is contained in a ball of radius $\delta$, for every $s \geq 0$ we have\footnote{Actually, equality holds. Given a sequence of balls $(B(x_n; r_n))_{n \in \mathbb{N}}$ covering $A \cap B(a; \delta)$ without any restriction on the radii $r_n$, we may replace each ball $B(x_n; r_n)$ such that $r_n > \delta$ by $B(a; \delta)$.} \[ \mathcal{H}_\delta^s(A \cap B(a; \delta)) \leq \mathcal{H}_\infty^s(A \cap B(a; \delta)), \]
and by monotonicity of the Hausdorff content we deduce that \[ \mu\lfloor_{B(a; \delta) \cap \Omega}(A) \leq \alpha \mathcal{H}^{-2}_\infty(A). \]
This proves the claim. \hfill \Box


The proof of the lemma is complete. \hfill \Box

The following corollary can be proved as in the two dimensional case:

COROLLARY 8.10. Let $g : \mathbb{R} \to \mathbb{R}$ be a continuous function satisfying the sign condition and such that for every $t \in \mathbb{R}$, \[ |g(t)| \leq C(e^t + 1). \]
If $N \geq 3$ and if $\mu \in \mathcal{M}(\Omega)$ is such that $\mu \leq \alpha \mathcal{H}^{-2}_\delta$ for some $\alpha < 4\pi$ and $\delta > 0$, then the nonlinear Dirichlet problem has a solution.

In the next section we discuss the following result concerning strong approximation of measures in terms of Hausdorff outer measures:

PROPOSITION 8.11. Let $0 < \alpha < +\infty$ and $0 \leq s < +\infty$, and let $\mu \in \mathcal{M}(\Omega)$ be a nonnegative measure. If $\mu \leq \alpha \mathcal{H}^s$, then there exists a sequence $(\mu_n)_{n \in \mathbb{N}}$ in $\mathcal{M}(\Omega)$ of nonnegative measures such that

(i) for every $n \in \mathbb{N}$, there exist $\alpha_n < \alpha$ and $\delta_n > 0$ such that $\mu_n \leq \alpha_n \mathcal{H}^s_{\delta_n}$,

(ii) the sequence $(\mu_n)_{n \in \mathbb{N}}$ is nondecreasing and converges strongly to $\mu$ in $\mathcal{M}(\Omega)$.

Strictly speaking, we shall consider the case where $\Omega = \mathbb{R}^N$, but the case of an open set $\Omega$ can be reduced to this one by extending the measure $\mu$ to the whole space $\mathbb{R}^N$.

PROOF OF PROPOSITION 8.5. By the property of strong approximation of Hausdorff measures, there exists a nondecreasing sequence $(\mu_n)_{n \in \mathbb{N}}$ of measures converging strongly to $\mu$ such that for every $n \in \mathbb{N}$,
\[ \mu_n \leq \alpha_n \mathcal{H}^{-2}_{\delta_n} \]
where $\alpha_n < 4\pi$ and $\delta_n > 0$. The rest of the argument is the same as in the two dimensional case. \hfill \Box
The condition given by proposition 8.5 does not characterize all measures for which the nonlinear Dirichlet problem has a solution, even in the case where the nonlinearity $g : \mathbb{R} \to \mathbb{R}$ is given by
$$g(t) = e^t - 1.$$ 

For every $N \geq 3$, the author has constructed an example of a positive measure $\mu$ supported in a compact set of zero Hausdorff measure $\mathcal{H}^{N-2}$ such that the solution $v$ of the linear Dirichlet problem with datum $\mu$ satisfies $e^v \in L^1(\Omega)$ [97, theorem 3]. By the method of sub and supersolution (proposition 6.7), the Dirichlet problem with exponential nonlinearity and datum $\mu$ has a solution. In this case, the inequality $\mu \leq 4\pi \mathcal{H}^{N-2}$ is not satisfied by the support of $\mu$.

This raises the following question:

**Open Problem 8.12.** Characterize the set of finite measures $\mu$ for which the nonlinear Dirichlet problem has a solution when the nonlinearity $g : \mathbb{R} \to \mathbb{R}$ is given by
$$g(t) = e^t - 1.$$ 

The answer to this problem also gives the characterization of good measures for the Chern-Simons scalar equation with nonlinearity
$$g(t) = e^{t/2}(e^{t/2} - 1).$$ 

Véron [105] has recently made some progress in this direction. He introduced a condition in terms of an Orlicz capacity which presumably includes the measures $\mu$ constructed in [97], not covered by proposition 8.5. As a drawback, Véron’s condition is less transparent than ours.

### 3. Strong approximation in terms of density

The goal of this section is to prove the following result due to the author [96]. It was inspired by a technical lemma in [7, lemma 2] which was used in the proof of existence of solutions of the Dirichlet problem with exponential nonlinearity in any dimension (see proposition 8.5 above):

**Proposition 8.13.** Let $0 < \alpha < +\infty$ and $0 \leq s < +\infty$, and let $\mu \in \mathcal{M}(\mathbb{R}^N)$ be a nonnegative measure. If $\mu \leq \alpha \mathcal{H}^s$, then there exists a sequence $(\mu_n)_{n \in \mathbb{N}}$ in $\mathcal{M}(\mathbb{R}^N)$ of nonnegative measures such that

(i) for every $n \in \mathbb{N}$, there exist $\alpha_n < \alpha$ and $\delta_n > 0$ such that $\mu_n \leq \alpha_n \mathcal{H}^s_{\delta_n}$,

(ii) $(\mu_n)_{n \in \mathbb{N}}$ converges strongly to $\mu$ in $\mathcal{M}(\mathbb{R}^N)$.

The condition
$$\mu_n \leq \alpha_n \mathcal{H}^s_{\delta_n}$$
gives a uniform upper bound on the $s$ dimensional density of $\mu$: for every ball $B(x; r) \subset \mathbb{R}^N$ such that $0 < r \leq \delta_n$,
$$\frac{\mu_n(B(x; r))}{\omega_s r^s} \leq \alpha_n.$$

This proposition characterizes finite measures $\mu$ which satisfy the inequality
$$\mu \leq \alpha \mathcal{H}^s.$$
in the sense that if there exists a sequence \((\mu_n)_{n \in \mathbb{N}}\) satisfying properties (i) and (ii) of the proposition, then for every Borel set \(A \subset \mathbb{R}^N\),
\[
\mu_n(A) \leq \alpha_n \mathcal{H}^s_\delta(A).
\]
Letting \(n\) tend to infinity, we get
\[
\mu(A) \leq \alpha \mathcal{H}^s(A).
\]

Compared to proposition 8.11, the sequence \((\mu_n)_{n \in \mathbb{N}}\) above need not be monotone. In order to get this extra conditions, the proof becomes more technical and we prefer not to present it here. For the sake of existence of solutions of the nonlinear Dirichlet problem, this statement is enough but it requires an additional argument which relies on the concept of reduced measure (see corollary 10.24). Under the additional assumption that the nonlinearity \(g\) is nondecreasing, no reduced measure is required, and this follows from the contraction property discussed in the proof of proposition 3.7.

Another formulation of proposition 8.13 is the following:

**Proposition 8.14.** Let \(0 < \alpha < +\infty\) and \(0 \leq s < +\infty\), and let \(\mu \in \mathcal{M}(\mathbb{R}^N)\) be a nonnegative measure. If \(\mu \leq \alpha \mathcal{H}^s\), then for every \(\epsilon > 0\) and for every \(\beta > \alpha\), there exists a Borel set \(E \subset \mathbb{R}^N\) such that

(i) there exists \(\delta > 0\) such that \(\mu \lfloor E \leq \beta \mathcal{H}^s_\delta\),
(ii) \(\mu(\mathbb{R}^N \setminus E) \leq \epsilon\).

This proposition is reminiscent of the property of uniform convergence of the Hausdorff outer measures \(\mathcal{H}^s_\delta\) to the Hausdorff measure \(\mathcal{H}^s\) on sets of finite Hausdorff measure (see proposition B.6).

We first prove proposition 8.14, and then we deduce proposition 8.13 as a consequence.

The main ingredient is the following lemma:

**Lemma 8.15.** Let \(\mu \in \mathcal{M}(\mathbb{R}^N)\) be a nonnegative measure. For every nonnegative Borel outer measure \(T\), there exists a Borel set \(E \subset \mathbb{R}^N\) such that
\[
\mu \lfloor E \leq T \quad \text{and} \quad T(\mathbb{R}^N \setminus E) \leq \mu(\mathbb{R}^N \setminus E).
\]

We recall the a nonnegative outer measure \(T\) is a set function with values into \([0, +\infty]\) such that

(a) \(T(\emptyset) = 0\),
(b) if \(A \subset B\), then \(T(A) \leq T(B)\),
(c) for every sequence \((A_n)_{n \in \mathbb{N}}, T(\bigcup_{k=0}^\infty A_k) \leq \sum_{k=0}^\infty T(A_k)\).

This lemma is essentially [7, lemma 2] rewritten for outer measures; the outer measure \(T\) we have in mind is \(\beta \mathcal{H}^s_\delta\) with \(\beta > 0\) [51, proposition 1.10]. When \(T\) is a finite measure, this lemma follows from the classical Hahn decomposition theorem [51, theorem 3.3] applied to the measure \(\mu - T\), in which case the set \(E\) may be chosen so that
\[
\mu \lfloor E \leq T \quad \text{and} \quad T|_{\mathbb{R}^N \setminus E} \leq \mu.
\]
The main idea of the proof is that if the inequality $\mu \leq T$ does not hold on every Borel set, then there exists some Borel set $F \subset \mathbb{R}^N$ such that $T(F) < \mu(F)$ and we try to choose $F$ so that $\mu(F)$ is as large as possible. Since $\mu$ is a finite measure, we eventually exhaust the part of $\mu$ that prevents the inequality $\mu \leq T$ to hold.

**Proof of Lemma 8.15.** Let $0 < \theta < 1$. By induction, there exists a sequence $(F_n)_{n \in \mathbb{N}}$ of disjoint Borel sets of $\mathbb{R}^N$ such that

(a) for every $n \in \mathbb{N}$, $T(F_n) \leq \mu(F_n)$,

(b) for every $n \in \mathbb{N}^*$, $\mu(F_n) \geq \theta \epsilon_n$, where

$$\epsilon_n = \sup \left\{ \mu(F) : F \subset \mathbb{R}^N \setminus \bigcup_{k=0}^{n-1} F_k \text{ and } T(F) \leq \mu(F) \right\}.$$

By subadditivity of $T$ and by additivity of $\mu$,

$$T\left( \bigcup_{k=0}^{\infty} F_k \right) \leq \sum_{k=0}^{\infty} T(F_k) \leq \sum_{k=0}^{\infty} \mu(F_k) = \mu\left( \bigcup_{k=0}^{\infty} F_k \right).$$

We claim that

$$\mu\left|_{\mathbb{R}^N \setminus \bigcup_{k=0}^{\infty} F_k} \right. \leq T.$$

Assume by contradiction that this inequality is not true. Then, there exists a Borel set $C \subset \mathbb{R}^N$ such that

$$T(C) < \mu(C \setminus \bigcup_{k=0}^{\infty} F_k).$$

Let

$$D = C \setminus \bigcup_{k=0}^{\infty} F_k.$$

By monotonicity of $T$, we have

$$T(D) \leq T(C) < \mu(D).$$

In particular, $\mu(D) > 0$. Since $D$ is an admissible set in the definition of the numbers $\epsilon_n$, for every $n \in \mathbb{N}$ we have

$$\mu(D) \leq \epsilon_n.$$

This is not possible since

$$\theta \sum_{k=0}^{\infty} \epsilon_k \leq \sum_{k=0}^{\infty} \mu(F_{k+1}) = \mu\left( \bigcup_{k=0}^{\infty} F_{k+1} \right) \leq \mu(\mathbb{R}^N) < +\infty.$$

In particular, the sequence $(\epsilon_n)_{n \in \mathbb{N}}$ converges to 0, but this contradicts the fact that $(\epsilon_n)_{n \in \mathbb{N}}$ is bounded from below by $\mu(D)$.

We have the conclusion of the lemma by choosing

$$E = \mathbb{R}^N \setminus \bigcup_{k=0}^{\infty} F_k.$$

The following lemma allows us to bypass the lack of additivity of the outer Hausdorff measures $\mathcal{H}^d$:
Lemma 8.16. Let $0 < \alpha < +\infty$ and $0 \leq s < +\infty$, let $\nu \in \mathcal{M}(\mathbb{R}^N)$ be a nonnegative measure, let $\delta > 0$ and let $F_1, \ldots, F_n$ be disjoint Borel subsets of $\mathbb{R}^N$. If for every $k \in \{1, \ldots, n\}$,

$$\nu|_{F_k} \leq \alpha \mathcal{H}_s^\delta,$$

then for every $\epsilon > 0$, there exist $0 < \underline{\delta} \leq \delta$ and a Borel set $E \subset \bigcup_{k=1}^n F_k$ such that

$$\nu|_E \leq \alpha \mathcal{H}_s^{\underline{\delta}} \quad \text{and} \quad \nu\left( \bigcup_{k=1}^n F_k \setminus E \right) \leq \epsilon.$$

Proof. It suffices to establish the proposition with $\alpha = 1$. For each $i \in \{1, \ldots, n\}$, let $K_i \subset F_i$ be a compact subset. For every Borel set $A \subset \mathbb{R}^N$,

$$\nu|_{\bigcup_{i=1}^n K_i}(A) = \sum_{i=1}^n \nu(A \cap K_i) \leq \sum_{i=1}^n \mathcal{H}_s^\delta(A \cap K_i).$$

Let $0 < \underline{\delta} \leq \delta$ be such that for every $i, j \in \{1, \ldots, n\}$, if $i \neq j$, then $d(K_i, K_j) \geq \underline{\delta}$. In particular,

$$d(A \cap K_i, A \cap K_j) \geq \underline{\delta}.$$

By the metric subadditivity of the outer Hausdorff measure (lemma B.4),

$$\sum_{i=1}^n \mathcal{H}_s^\delta(A \cap K_i) = \mathcal{H}_s^\delta\left( \bigcup_{i=1}^n (A \cap K_i) \right).$$

We deduce that for every Borel set $A \subset \mathbb{R}^N$,

$$\nu|_{\bigcup_{i=1}^n K_i}(A) \leq \sum_{i=1}^n \mathcal{H}_s^\delta(A \cap K_i) \leq \sum_{i=1}^n \mathcal{H}_s^\delta(A \cap K_i) = \mathcal{H}_s^\delta\left( \bigcup_{i=1}^n (A \cap K_i) \right) \leq \mathcal{H}_s^\delta(A).$$

Thus, the set

$$E = \bigcup_{i=1}^n K_i$$

satisfies the first property of the statement.

We now show how to choose the compact sets $K_i$ in order to have the second property. Since

$$( \bigcup_{i=1}^n F_i ) \setminus ( \bigcup_{i=1}^n K_i ) = \bigcup_{i=1}^n (F_i \setminus K_i),$$

by additivity of the measure $\mu$,

$$\mu\left( ( \bigcup_{i=1}^n F_i ) \setminus ( \bigcup_{i=1}^n K_i ) \right) = \sum_{i=1}^n \mu(F_i \setminus K_i).$$

By inner regularity of the measure $\mu$, we may choose $K_i \subset F_i$ such that

$$\mu(F_i \setminus K_i) \leq \frac{\epsilon}{n}.$$
3. STRONG APPROXIMATION IN TERMS OF DENSITY

Thus,
\[ \mu \left( \bigcup_{i=1}^{n} F_i \setminus \bigcup_{i=1}^{n} K_i \right) \leq n \frac{\epsilon}{n} = \epsilon. \]

This proves the proposition. \( \square \)

PROOF OF PROPOSITION 8.14. It suffices to prove the proposition with \( 0 < \alpha < 1 \) and \( \beta = 1 \).

Let \((\delta_n)_{n \in \mathbb{N}}\) be a sequence of positive numbers converging to 0. We construct a sequence of Borel sets \((E_n)_{n \in \mathbb{N}}\) in \(\mathbb{R}^N\) such that

(a) \(\mu|_{E_0} \leq \mathcal{H}^s_{\delta_0}\),

(b) for every \(n \in \mathbb{N}^*\), \(\mu|_{E_n \setminus \bigcup_{k=0}^{n-1} E_k} \leq \mathcal{H}^s_{\delta_n}\),

(c) for every \(n \in \mathbb{N}\), \(\mathcal{H}^s_{\delta_n}(\mathbb{R}^m \setminus E_n) \leq \mu(\mathbb{R}^N \setminus \bigcup_{k=0}^{n} E_k)\).

We proceed by induction on \(n \in \mathbb{N}\). Let \(E_0 \subset \mathbb{R}^N\) be a Borel set satisfying the conclusion of the previous lemma with \(T = \mathcal{H}^s_{\delta_0}\). Given \(n \in \mathbb{N}^*\) and Borel sets \(E_0, \ldots, E_{n-1}\), applying the previous lemma with measure \(\mu|_{\mathbb{R}^N \setminus \bigcup_{k=0}^{n-1} E_k}\) and outer measure \(T = \mathcal{H}^s_{\delta_n}\), we obtain a Borel set \(E_n \subset \mathbb{R}^N\) such that

\[ \mu|_{E_n \setminus \bigcup_{k=0}^{n-1} E_k} \leq \mathcal{H}^s_{\delta_n} \]

and

\[ \mathcal{H}^s_{\delta_n}(\mathbb{R}^m \setminus E_n) \leq \mu(\mathbb{R}^N \setminus \bigcup_{k=0}^{n} E_k). \]

Let

\[ C = \mathbb{R}^m \setminus \bigcup_{k=0}^{\infty} E_k. \]

On the one hand, since \((\mathbb{R}^N \setminus \bigcup_{k=0}^{n} E_k)_{n \in \mathbb{N}}\) is a nonincreasing sequence of sets whose limit is \(C\),

\[ \lim_{n \to \infty} \mu(\mathbb{R}^N \setminus \bigcup_{k=0}^{n} E_k) = \mu(C). \]

On the other hand, by property (c),

\[ \mathcal{H}^s_{\delta_n}(C) \leq \mathcal{H}^s_{\delta_n}(\mathbb{R}^N \setminus E_n) \leq \mu(\mathbb{R}^N \setminus \bigcup_{k=0}^{n} E_k). \]

As \(n\) tends to infinity, we get

\[ \mathcal{H}^s(C) \leq \mu(C). \]

In particular, the Hausdorff measure \(\mathcal{H}^s(C)\) is finite and by the upper bound of \(\mu\) in terms of the Hausdorff measure,

\[ (1 - \alpha)\mu(C) \leq 0. \]

Thus, \(\mu(C) = 0\), whence

\[ \lim_{n \to \infty} \mu(\mathbb{R}^N \setminus \bigcup_{k=0}^{n} E_k) = \mu(C) = 0. \]
Given a Borel set $E \subset \mathbb{R}^N \setminus \bigcup_{k=0}^{n} E_k$, by additivity of the measure $\mu$,

$$\mu(\mathbb{R}^N \setminus E) = \mu(\mathbb{R}^N \setminus \bigcup_{k=0}^{n} E_k) + \mu\left( \bigcup_{k=0}^{n} E_k \setminus E \right).$$

Given $\epsilon > 0$, by the limit above there exists $n \in \mathbb{N}$ such that

$$\mu(\mathbb{R}^N \setminus \bigcup_{k=0}^{n} E_k) \leq \frac{\epsilon}{2}.$$

By the property of weak additivity of the Hausdorff outer measures (lemma 8.16) applied to the sets $E_0, E_1 \setminus E_0, \ldots, E_n \setminus \bigcup_{k=0}^{n-1} E_k$, there exist $0 < \delta \leq \min \{\delta_0, \ldots, \delta_n\}$ and $E \subset \bigcup_{k=0}^{n} E_k$ such that

$$\mu|_E \leq H^d_\delta \quad \text{and} \quad \mu\left( \bigcup_{k=0}^{n} E_k \setminus E \right) \leq \frac{\epsilon}{2}.$$

Thus,

$$\mu(\mathbb{R}^N \setminus E) \leq \frac{\epsilon}{2} + \frac{\epsilon}{2} = \epsilon.$$

This concludes the proof of the proposition. \qed

An additional argument shows that it is possible to find a set $A$ satisfying properties (i)-(ii) independently of $\beta > \alpha$, but with a parameter $\delta > 0$ still depending on $\beta$.

**PROOF OF PROPOSITION 8.13.** Let $(\epsilon_n)_{n \in \mathbb{N}}$ be a sequence of positive numbers converging to zero and let $(\beta_n)_{n \in \mathbb{N}}$ and $(\overline{\beta}_n)_{n \in \mathbb{N}}$ be such that for every $n \in \mathbb{N}$,

$$\alpha < \beta_n < \overline{\beta}_n.$$

Let $E_n \subset \mathbb{R}^N$ be the Borel set and let $\delta_n > 0$ be the parameter satisfying the conclusion of the previous proposition with parameters $\epsilon_n$ and $\beta_n$. Taking the measure

$$\mu_n = \frac{\alpha}{\beta_n} \mu|_{E_n},$$

we have

$$\mu_n \leq \alpha_n H^d_\delta \mu_n$$

with $\alpha_n < \alpha$. Moreover, since $\mu_n \leq \mu$,

$$\|\mu - \mu_n\|_{\mathcal{M}(\mathbb{R}^N)} = \mu(\mathbb{R}^N) - \frac{\alpha}{\beta_n} \mu(E_n)$$

$$= \frac{\beta_n - \alpha}{\beta_n} \mu(E_n) + \mu(\mathbb{R}^N \setminus E_n) \leq \frac{\beta_n - \alpha}{\alpha} \mu(\mathbb{R}^N) + \epsilon_n.$$

If the sequence $(\overline{\beta}_n)_{n \in \mathbb{N}}$ converges to $\alpha$, we deduce that $(\mu_n)_{n \in \mathbb{N}}$ converges strongly to $\mu$ in $\mathcal{M}(\mathbb{R}^N)$. The proof of the proposition is complete. \qed

Other consequences of the results in this section and connections to the problem of removable singularities for the divergence operator are investigated by the author in [96].
CHAPTER 9

Diffuse measure data

We show that the nonlinear Dirichlet problem
\[
\begin{aligned}
-\Delta u + g(u) &= \mu \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial \Omega,
\end{aligned}
\]
always has a solution when the measure \( \mu \) is diffuse with respect to the \( W^{1,2} \) capacity. Using a result of de la Vallée Poussin [40], we also prove that this is the largest class of measures for which the Dirichlet problem has a solution regardless of the nonlinearity \( g \).

1. Sufficient condition

We begin by showing that the nonlinear Dirichlet problem always has a solution if the measure \( \mu \) is diffuse:

**Proposition 9.1.** Let \( \mu \in \mathcal{M}(\Omega) \). If the measure \( \mu \) is diffuse with respect to the \( W^{1,2} \) capacity, then for every continuous function \( g : \mathbb{R} \to \mathbb{R} \) satisfying the sign condition, the nonlinear Dirichlet problem with datum \( \mu \) has a solution.

This statement is proved in full generality by Orsina and Ponce [88, theorem 1.2] and extends a previous result of Gallouët and Morel [54, theorem 1] for \( L^1 \) data. The strategy for \( L^1 \) data or for diffuse measure data is the same. The case of nondecreasing nonlinearities was first studied by Brezis and Strauss [30] for \( L^1 \) data and by Brezis and Browder [19, theorem 1] for \( (W^{1,2}_0)' \) data and they can be combined to give the result for diffuse measures [23, theorem 4.B.4].

**Lemma 9.2.** Let \( \mu \in \mathcal{M}(\Omega) \) and let \( u \) be the solution of the linear Dirichlet problem
\[
\begin{aligned}
-\Delta u &= \mu \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial \Omega.
\end{aligned}
\]
If \( \mu \) is a diffuse measure with respect to the \( W^{1,2} \) capacity, then for every bounded nondecreasing continuous function \( \Phi : \mathbb{R} \to \mathbb{R} \) the quasicontinuous representative \( \hat{u} \) of \( u \) satisfies
\[
\int_{\Omega} \Phi(0) \, d\mu \leq \int_{\Omega} \Phi(\hat{u}) \, d\mu.
\]

The strategy of the proof consists in reducing the problem to the case where \( \mu \in (W^{1,2}_0(\Omega))^\prime \), in which case \( u \in W^{1,2}_0(\Omega) \).

**Proof.** It suffices to prove the estimate when \( \Phi(0) = 0 \).
Let \((\mu_n)_{n \in \mathbb{N}}\) be a sequence in \(\mathcal{M}(\Omega)\) converging strongly to \(\mu\) in \(\mathcal{M}(\Omega)\) and such that for every \(n \in \mathbb{N}\), \(\mu_n \in (W^{1,2}_0(\Omega))^\prime\); the existence of such sequence follows from proposition 7.11 applied to the positive and negative parts of \(\mu\). Denote by \(u_n\) the solution of the linear Dirichlet problem with datum \(\mu_n\).

For every \(n \in \mathbb{N}\),
\[
\int_\Omega \Phi(\tilde{u}) \, d\mu \geq \int_\Omega \Phi(\tilde{u}_n) \, d\mu_n + \int_\Omega \Phi(\tilde{u}_n) \, d(\mu - \mu_n) + \int_\Omega [\Phi(\tilde{u}) - \Phi(\tilde{u}_n)] \, d\mu.
\]

Since \(\mu_n \in (W^{1,2}_0(\Omega))^\prime\), \(u_n \in W^{1,2}_0(\Omega)\). Assuming that \(\Phi\) is smooth and that its derivative \(\Phi'\) has compact support, then by the interpolation inequality (lemma 4.7) we have \(\Phi(u_n) \in W^{1,2}_0(\Omega)\).

We first observe that
\[
\int_\Omega \Phi(\tilde{u}_n) \, d\mu_n \geq 0.
\]
Indeed,
\[
\int_\Omega \Phi(\tilde{u}_n) \, d\mu = \int_\Omega \nabla \Phi(u_n) \cdot \nabla u_n = \int_\Omega \Phi'(u_n) |\nabla u_n|^2 \geq 0.
\]

Next,
\[
\left| \int_\Omega \Phi(\tilde{u}_n) \, d(\mu - \mu_n) \right| \leq C_1 \|\mu_n - \mu\|_{\mathcal{M}(\Omega)}.
\]
This implies
\[
\lim_{n \to \infty} \int_\Omega \Phi(\tilde{u}_n) \, d(\mu - \mu_n) = 0.
\]

Finally, by the Boccardo-Gallouët-Orsina decomposition of diffuse measures (corollary 7.17 (i)), we may write
\[
\mu = f + \lambda,
\]
where \(f \in L^1(\Omega)\) and \(\lambda \in \mathcal{M}(\Omega) \cap (W^{1,2}_0(\Omega))^\prime\). By the dominated convergence theorem,
\[
\lim_{n \to \infty} \int_\Omega [\Phi(u) - \Phi(u_n)] \, f = 0.
\]
We also have
\[
\lim_{n \to \infty} \int_\Omega [\Phi(\tilde{u}) - \Phi(\tilde{u}_n)] \, d\lambda = 0.
\]
Indeed, on the one hand, by the interpolation inequality the sequence \((\Phi(u_n))_{n \in \mathbb{N}}\) is bounded in \(W^{1,2}_0(\Omega)\). On the other hand, by Stampacchia’s regularity theory (proposition 4.8) the sequence \((u_n)_{n \in \mathbb{N}}\) converges to \(u\) in \(L^1(\Omega)\). Thus, \((\Phi(u_n))_{n \in \mathbb{N}}\) converges weakly in \(W^{1,2}_0(\Omega)\) to \(\Phi(u)\). Since \(\lambda \in (W^{1,2}_0(\Omega))^\prime\), the limit above holds. We deduce that
\[
\lim_{n \to \infty} \int_\Omega [\Phi(\tilde{u}) - \Phi(\tilde{u}_n)] \, d\mu = 0.
\]
Combining these three facts, we conclude that
\[ \int_{\Omega} \Phi(\hat{u}) \, d\mu \geq 0 \]
The proposition follows when \( \Phi \) is smooth and \( \Phi' \) has compact support. The general case can be deduced from this one by taking a uniform approximation of \( \Phi \) by functions of this type. \( \square \)

**Corollary 9.3.** Let \( \mu \in \mathcal{M}(\Omega) \) and let \( u \) be the solution of the linear Dirichlet problem with datum \( \mu \). If \( \mu \) is a diffuse measure with respect to the \( W^{1,2} \) capacity, then for every \( s \geq 0 \),
\[ \int_{\{|\hat{u}| > s\}} \text{sgn} \hat{u} \, d\mu \geq 0. \]
We have the following capacitary estimate in the spirit of proposition A.4:

**Lemma 9.4.** Let \( \mu \in \mathcal{M}(\Omega) \). If \( u \) is the solution of the linear Dirichlet problem with datum \( \mu \), then for every \( s > 0 \),
\[ \text{cap}_{W^{1,2}} \left( \{|\hat{u}| > s\} \right) \leq \frac{C}{s} \|\mu\|_{\mathcal{M}(\Omega)}, \]
for some constant \( C > 0 \) depending on \( \Omega \).

**Proof.** We recall that for every \( v \in W^{1,2}_0(\Omega) \) and for every \( s > 0 \),
\[ \text{cap}_{W^{1,2}} \left( \{|\hat{v}| > s\} \right) \leq \frac{1}{s^2} \|v\|^2_{W^{1,2}(\mathbb{R}^N)}. \]
Given \( \kappa > 0 \), by the interpolation inequality (lemma 4.7) we have \( T_{\kappa}(u) \in W^{1,2}_0(\Omega) \) and
\[ \|DT_{\kappa}(u)\|_{L^2(\Omega)} \leq \kappa^{\frac{1}{2}} \|\mu\|_{\mathcal{M}(\Omega)}^{\frac{1}{2}}. \]
By the Poincaré inequality,
\[ \|T_{\kappa}(u)\|_{W^{1,2}(\Omega)} \leq C_1 \|DT_{\kappa}(u)\|_{L^2(\Omega)} \leq C_1 \kappa \|\mu\|_{\mathcal{M}(\Omega)}^{\frac{1}{2}}. \]
Thus,
\[ \text{cap}_{W^{1,2}} \left( \{|T_{\kappa}(\hat{u})| > s\} \right) \leq \frac{C_2 \kappa}{s} \|\mu\|_{\mathcal{M}(\Omega)}. \]
If \( \kappa \geq s \), then
\[ \{|T_{\kappa}(\hat{u})| > s\} = \{|\hat{u}| > s\}. \]
Taking \( \kappa = s \), we deduce that
\[ \text{cap}_{W^{1,2}} \left( \{|\hat{u}| > s\} \right) \leq \frac{C_2}{s} \|\mu\|_{\mathcal{M}(\Omega)}. \]
The proof of the lemma is complete. \( \square \)

We refer the reader to [92, theorem 1.2] for the counterpart of the above estimate for the heat operator involving parabolic capacities.

**Lemma 9.5.** For every \( \mu \in \mathcal{M}(\Omega) \), \( \mu \) is a diffuse measure with respect to the \( W^{1,2} \) capacity if and only if for every \( \epsilon > 0 \) there exists \( \delta > 0 \) such that if \( A \subset \Omega \) is a Borel set such that \( \text{cap}_{W^{1,2}}(A) \leq \delta \), then \( |\mu|(A) \leq \epsilon \).
PROOF. We begin with the direct implication. If \( A \subset \Omega \) is a Borel set such that \( \text{cap} (A) = 0 \), then for every \( \epsilon > 0 \), \( |\mu|(A) \leq \epsilon \). Thus, \( |\mu|(A) = 0 \) and \( \mu \) is a diffuse measure.

For the reverse implication, we proceed by contradiction. Given a sequence of positive numbers \( (\alpha_n)_{n \in \mathbb{N}} \) converging to zero, suppose that there exist \( \epsilon > 0 \) and a sequence \( (A_n)_{n \in \mathbb{N}} \) of Borel subsets of \( \Omega \) such that for every \( n \in \mathbb{N} \),

\[
\text{cap}_{W^{1,2}} (A_n) \leq \alpha_n \quad \text{and} \quad \mu(A_n) > \epsilon.
\]

Let

\[
A = \bigcap_{j=0}^{\infty} \bigcup_{n=j}^{\infty} A_n.
\]

For every \( j \in \mathbb{N} \), we have by monotonicity and by subadditivity of the capacity,

\[
\text{cap}_{W^{1,2}} (A) \leq \text{cap}_{W^{1,2}} (\bigcup_{n=j}^{\infty} A_n) \leq \sum_{n=j}^{\infty} \text{cap}_{W^{1,2}} (A_n) \leq \sum_{n=j}^{\infty} \alpha_n.
\]

Thus, if the series \( \sum_{n=0}^{\infty} \alpha_n \) converges, then \( \text{cap}_{W^{1,2}} (A) = 0 \) and \( \mu(A) \geq \epsilon \). This is a contradiction. \( \square \)

The previous lemma still holds for the \( W^{k,p} \) capacity, with the same proof.

PROOF OF PROPOSITION 9.1. Let \( (g_n)_{n \in \mathbb{N}} \) be a sequence of bounded continuous functions \( g_n : \mathbb{R} \to \mathbb{R} \) satisfying the sign condition and such that \( (g_n)_{n \in \mathbb{N}} \) converges uniformly to \( g \) in bounded subsets of \( \mathbb{R} \). Since \( g_n \) is bounded, by proposition 2.3 the Dirichlet problem

\[
\begin{cases}
-\Delta u + g_n(u) = \mu & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}
\]

has a solution \( u_n \).

CLAIM. For every \( s > 0 \), there exists \( C_1 > 0 \) such that for every Borel set \( E \subset \Omega \) and for every \( n \in \mathbb{N} \),

\[
\int_E |g_n(u_n)| \leq C_1 |E| + |\mu|(\{|\hat{u}_n| > s\}).
\]

We postpone the proof of the claim and we conclude the proof of the proposition. By lemma 9.4,

\[
\text{cap}_{W^{1,2}} (\{|\hat{u}_n| > s\}) \leq \frac{C_2}{s} \|\mu - g_n(u_n)\|_{\mathcal{M}(\Omega)}.
\]

Thus, by the triangle inequality and by the absorption estimate (lemma 7.2),

\[
\text{cap}_{W^{1,2}} (\{|\hat{u}_n| > s\}) \leq \frac{C_3}{s} \|\mu\|_{\mathcal{M}(\Omega)}.
\]

This estimate combined with the claim imply that the sequence \( (g_n(u_n))_{n \in \mathbb{N}} \) is equi-integrable. Indeed, for every \( \epsilon > 0 \), by the characterization of diffuse
measures (lemma 9.5) and by the capacitary estimate above, there exists $s > 0$ such that for every $n \in \mathbb{N}$,

$$|\mu|(|\{\hat{u}_n| > s\}) \leq \frac{\epsilon}{2}. $$

For this given $s > 0$, take $\delta > 0$ such that

$$C_1 \delta \leq \frac{\epsilon}{2}. $$

Then, for every Borel set $E \subset \Omega$ such that $|E| \leq \delta$, we have

$$\int_E |g_n(u_n)| \leq \int_E |g_n(u_n)| + \int_{\{|u_n| > s\}} |g_n(u_n)|.$$

By Stampacchia’s regularity theory (proposition 4.8), there exists a subsequence $(u_{n_k})_{k \in \mathbb{N}}$ which converges in $L^1(\Omega)$ and almost everywhere in $\Omega$ to some function $u$. Since the sequence $(g_{n_k}(u_{n_k}))_{n \in \mathbb{N}}$ is equi-integrable and converges almost everywhere to $g(u)$, we conclude by Vitali’s theorem that $(g_{n_k}(u_{n_k}))_{n \in \mathbb{N}}$ converges to $g(u)$ in $L^1(\Omega)$. Therefore, $u$ is a solution of the nonlinear Dirichlet problem with datum $\mu$.

It remains to establish the claim:

**Proof of the Claim.** For every Borel set $E \subset \Omega$ and for every $s > 0$,

$$\int_E |g_n(u_n)| \leq \int_{E \cap \{|u_n| \leq s\}} |g_n(u_n)| + \int_{\{|u_n| > s\}} |g_n(u_n)|.$$

Since the sequence $(g_n)_{n \in \mathbb{N}}$ is bounded in $[-s, s]$,

$$\int_{E \cap \{|u_n| \leq s\}} |g_n(u_n)| \leq C_1 |E \cap \{|u_n| \leq s\}| \leq C_1 |E|.$$

By the corollary above applied to $\mu_n - g_n(u_n)$,

$$\int_{\Omega} \text{sgn } u_n g_n(u_n) \leq \int_{\Omega} \text{sgn } \hat{u}_n \text{ d}\mu_n.$$

Thus, by the sign condition,

$$\int_{\{|u_n| > s\}} |g_n(u_n)| \leq \int_{\{|u_n| > s\}} \text{sgn } \hat{u}_n \text{ d}\mu_n \leq |\mu|(|\{\hat{u}_n| > s\})|.$$

This establishes the claim.

The proof of the proposition is complete.
PROPOSITION 9.6. Let \( \mu \in \mathcal{M}(\Omega) \). If for every continuous nondecreasing function \( g : \mathbb{R} \to \mathbb{R} \) the nonlinear Dirichlet problem with datum \( \mu \) has a solution, then the measure \( \mu \) is diffuse with respect to the \( W^{1,2} \) capacity.

The proof of this proposition relies on the following result of de la Valée Poussin [40, remark 23; 41, théorème II.22]:

**Lemma 9.7.** For every \( f \in L^1(\Omega) \), there exists a nonnegative nondecreasing continuous function \( h : [0, +\infty) \to \mathbb{R} \) such that \( h(0) = 0 \),

\[
\lim_{t \to +\infty} \frac{h(t)}{t} = +\infty
\]

and

\( h(f) \in L^1(\Omega) \).

In the proof of the proposition we also need the following elementary property of the Legendre transform:

**Lemma 9.8.** Let \( h : [0, +\infty) \to \mathbb{R} \) be a nonnegative continuous function such that \( h(0) = 0 \). If

\[
\lim_{t \to +\infty} \frac{h(t)}{t} = +\infty,
\]

then the Legendre transform of \( h \) defined for \( t \in [0, +\infty) \) by

\[
g(t) = \sup_{s \geq 0} \{ st - h(s) \}
\]

is a nonnegative nondecreasing continuous function such that \( g(0) = 0 \).

The Legendre transform is defined in such a way that it gives the smallest function \( g : [0, +\infty) \to \mathbb{R} \) which satisfies Young’s inequality: for every \( s \geq 0 \) and \( t \geq 0 \),

\[ st \leq h(s) + g(t). \]

We also need the following identity of capacities due to Brezis, Marcus and Ponce [23, theorem 4.E.1]:

**Lemma 9.9.** For every compact set \( K \subset \Omega \),

\[
\inf_{\Omega} \left\{ \int |\Delta \varphi| : \varphi \in C_c^\infty(\Omega) \text{ and } \varphi \geq 1 \text{ on } K \right\}
\]

\[
= 2 \inf_{\Omega} \left\{ \int |\nabla \varphi|^2 : \varphi \in C_c^\infty(\Omega) \text{ and } \varphi \geq 1 \text{ on } K \right\}.
\]

The proof of this lemma relies on the observation that if \( u_K \) is the minimizer of the right-hand side in \( W_0^{1,2}(\Omega) \) — \( u_K \) is called the capacitary potential of \( K \) —, then for every \( 0 < \epsilon < 1 \) the function

\( u_{K,\epsilon} = (u_K - \epsilon)^+ \)

has compact support in \( \Omega \) and

\[
\int_{\Omega} |\Delta u_{K,\epsilon}| = 2 \int_{\Omega} |\Delta u_K| = 2 \int_{\Omega} |\nabla u_K|^2.
\]
2. NECESSARY CONDITION

PROOF OF PROPOSITION 9.6. Assuming that \( g \) is nondecreasing and \( g(0) = 0 \), then \( g \) satisfies the sign condition.

We first consider the case where \( \mu \) is a nonnegative measure. Then, by the comparison principle (corollary 7.9) we have \( u \geq 0 \).

Let \( K \subset \Omega \) be a compact set and let \( \varphi \in C_c^\infty(\Omega) \) be a nonnegative function such that \( \varphi \geq 1 \) in \( K \). If \( u \) is the solution of Dirichlet problem with nonlinearity \( g \) and datum \( \mu \), then since the measure \( \mu \) is nonnegative,
\[
\mu(K) \leq \int K \varphi \, d\mu = - \int \Omega u \Delta \varphi + \int \Omega g(u) \varphi.
\]

If \( \text{cap}_{W^{1,2}}(K) = 0 \), then by the property of equivalence of capacities (lemma 9.9) there exists a sequence \( (\varphi_n)_{n \in \mathbb{N}} \) of nonnegative functions in \( C_c^\infty(\Omega) \) such that

(a) for every \( n \in \mathbb{N} \), \( \varphi_n \geq 1 \) in \( K \),
(b) \( (\Delta \varphi_n)_{n \in \mathbb{N}} \) converges to 0 in \( L^1(\Omega) \),
(c) \( (\varphi_n)_{n \in \mathbb{N}} \) converges to 0 in \( L^1(\Omega) \),
(d) for every \( n \in \mathbb{N} \), \( 0 \leq \varphi_n \leq 1 \) in \( \Omega \).

The third assumption follows from the linear elliptic estimate (proposition 3.2) and the fourth assertion can be achieved by a truncation argument [23, lemma 4. E.1].

For every \( n \in \mathbb{N} \),
\[
\mu(K) \leq - \int \Omega u \Delta \varphi_n + \int \Omega g(u) \varphi_n.
\]

Since the sequence \( (\Delta \varphi_n)_{n \in \mathbb{N}} \) converges in \( L^1(\Omega) \), there exist a subsequence \( (\Delta \varphi_{n_k})_{k \in \mathbb{N}} \) and \( f \in L^1(\Omega) \) such that for every \( k \in \mathbb{N} \),
\[
|\Delta \varphi_{n_k}| \leq f
\]
and \( (\Delta \varphi_{n_k})_{k \in \mathbb{N}} \) converges almost everywhere in \( \Omega \) to its limit 0.

If \( g \) is the Legendre transform of a function \( h : [0, +\infty) \to \mathbb{R} \), then for every \( s, t \geq 0 \),
\[
st \leq g(t) + h(s).
\]

Thus,
\[
|u \Delta \varphi_{n_k}| \leq |uf| \leq g(u) + h(f).
\]

By the result of de la Vallée Poussin, there exists a nonnegative superlinear continuous function \( h : [0, +\infty) \to \mathbb{R} \) such that \( h(0) = 0 \) and
\[
h(f) \in L^1(\Omega).
\]

Take \( g \) to be the Legendre transform of \( h \) in \( [0, +\infty) \). Since the sequence \( (\Delta \varphi_n)_{n \in \mathbb{N}} \) converges almost everywhere to 0, by the dominated convergence theorem,
\[
\lim_{n \to \infty} \int \Omega u \Delta \varphi_{n_k} = 0.
\]
Since the sequence \( (\varphi_n)_{n \in \mathbb{N}} \) is bounded in \( L^\infty(\Omega) \) and converges to 0 in \( L^1(\Omega) \), by the dominated convergence theorem we have

\[
\lim_{n \to \infty} \int_\Omega g(u) \varphi_n = 0.
\]

Hence, \( \mu(K) \leq 0 \). Since the measure \( \mu \) is nonnegative, \( \mu(K) = 0 \) for every compact set \( K \subset \Omega \) such that \( \text{cap}_{W^{1,2}}(K) = 0 \). This implies that \( \mu \) is a diffuse measure.

If \( \mu \) is a signed measure for which the nonlinear Dirichlet problem has a solution for every nondecreasing nonlinearity \( g \), then using reduced measures we show that both measures \( \max \{ \mu, 0 \} \) and \( \min \{ \mu, 0 \} \) have the same property (see corollary 10.17), whence they are diffuse measures with respect to the \( W^{1,2} \) capacity and the conclusion follows.

In view of proposition 9.1 and proposition 9.6, a further question would be whether there exists some very large nonlinearity \( g \) for which the only good measures for the Dirichlet problem with this nonlinearity are the measures which are diffuse with respect to the \( W^{1,2} \) capacity. Perhaps the previous proposition holds because there is already one nonlinearity for which all the good measures are the diffuse measures.

The author has showed that answer is negative [97, theorem 1]: for every continuous nondecreasing function \( g : \mathbb{R} \to \mathbb{R} \), there exists a positive measure \( \mu \) concentrated in a compact set of zero \( W^{1,2} \) capacity such that \( \mu \) is a good measure for the Dirichlet problem with this nonlinearity \( g \).

Another example of nonlinear Dirichlet problem in which diffuse measures are the only good measures is

\[
\begin{cases}
-\Delta u + u|\nabla u|^2 = \mu & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega.
\end{cases}
\]

This problem has been studied by Boccardo, Gallouët and Orsina [13]; see also [83] for further extensions.
CHAPTER 10

Reduced measures

We would like to understand the nonexistence mechanism behind the nonlinear Dirichlet problem
\[
\begin{cases}
-\Delta u + g(u) = \mu \quad \text{in } \Omega, \\
 u = 0 \quad \text{on } \partial \Omega.
\end{cases}
\]

For this purpose, we study properties of the largest subsolution \( u^* \) given by the Perron method. It turns out that the interesting tool is not the subsolution \( u^* \) itself but the reduced measure \( \mu^* \in M_{\text{loc}}(\Omega) \) defined in terms of \( u^* \) by
\[
\mu^* = -\Delta u^* + g(u^*).
\]

The fundamental property of the reduced measure (proposition 10.9) ensures that \( \mu^* \in M(\Omega) \) and \( \mu^* \) is the largest good measure of the Dirichlet problem which is less than or equal to the measure \( \mu \).

1. Existence of the reduced measure

We begin by giving the precise definition of the reduced measure:

**DEFINITION 10.1.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function and let \( \mu \in M(\Omega) \). If the largest subsolution \( u^* \) of the nonlinear Dirichlet problem with datum \( \mu \) exists, then the reduced measure \( \mu^* \) is the unique locally finite measure in \( \Omega \) such that
\[
\mu^* = -\Delta u^* + g(u^*)
\]
in the sense of distributions in \( \Omega \).

Since \( u^* \) is a subsolution of the Dirichlet problem,
\[
\mu^* = -\Delta u^* + g(u^*) \leq \mu
\]
in the sense of distributions in \( \Omega \). By the property of positive distributions (lemma 5.12), we have
\[
\mu^* \in M_{\text{loc}}(\Omega).
\]
This explains why \( \mu^* \), which a priori is only a distribution, is indeed a measure.

We begin with a criterion that ensures that the largest subsolution \( u^* \) — and hence \( \mu^* \) — exists.

**PROPOSITION 10.2.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function satisfying the sign condition and the integrability condition, and let \( \mu \in M(\Omega) \). If the nonlinear Dirichlet problem with datum \( \mu \) has a subsolution, then the largest subsolution \( u^* \) exists.
The proof is based on a uniform bound of the $L^1$ norm of the nonlinear term $g(u)$ for subsolutions:

**Lemma 10.3.** Let $g : \mathbb{R} \to \mathbb{R}$ be a continuous function satisfying the sign condition, and let $\mu \in \mathcal{M}(\Omega)$.

(i) If $u$ is a subsolution of the nonlinear Dirichlet problem, then

$$\|\max\{g(u), 0\}\|_{L^1(\Omega)} \leq \|\max\{\mu, 0\}\|_{\mathcal{M}(\Omega)}.$$ 

(ii) If $u$ is a supersolution of the nonlinear Dirichlet problem, then

$$\|\min\{g(u), 0\}\|_{L^1(\Omega)} \leq \|\min\{\mu, 0\}\|_{\mathcal{M}(\Omega)}.$$ 

In particular, if $u$ is a solution of the nonlinear Dirichlet problem, then combining both estimates we recover the absorption estimate

$$\|g(u)\|_{L^1(\Omega)} \leq \|\mu\|_{\mathcal{M}(\Omega)}.$$ 

**Proof.** We prove the first assertion. Note that $u$ is also a subsolution of the nonlinear Dirichlet problem with datum $\mu^+ = \max\{\mu, 0\}$,

$$-\Delta u + g(u) \leq \mu^+$$

in the sense of $(C^\infty_0(\overline{\Omega}))'$.

Let $\Phi : [0, +\infty) \to \mathbb{R}$ be a smooth bounded function. Given $\epsilon > 0$ and given a nonnegative function $\zeta \in C^\infty_0(\overline{\Omega})$, let $\psi_\epsilon : \overline{\Omega} \to \mathbb{R}$ be defined by

$$\psi_\epsilon = \Phi\left(\frac{\zeta}{\epsilon}\right).$$

On the one hand, if $\Phi(0) = 0$ and if the function $\Phi$ is nonnegative, then $\psi_\epsilon \in C^\infty_0(\overline{\Omega})$ and $\psi_\epsilon \geq 0$ in $\Omega$. Thus, $\psi_\epsilon$ is an admissible test function and we have

$$-\int_\Omega u \Delta \psi_\epsilon + \int_\Omega g(u) \psi_\epsilon \leq \int_\Omega \psi_\epsilon \, d\mu^+.$$ 

On the other hand,

$$\Delta \psi_\epsilon = \frac{1}{\epsilon} \Phi'(\frac{\zeta}{\epsilon}) \Delta \zeta + \frac{1}{\epsilon^2} \Phi''\left(\frac{\zeta}{\epsilon}\right)|\nabla \zeta|^2.$$ 

Thus, if $\Phi$ is concave and nondecreasing, and if $\zeta$ is superharmonic in $\Omega$,

$$-\Delta \zeta_\epsilon \geq 0.$$ 

Let us temporarily assume that the function $u$ is nonnegative. In this case, we have

$$-\int_\Omega u \Delta \psi_\epsilon \geq 0,$$

whence

$$\int_\Omega g(u) \psi_\epsilon \leq \int_\Omega \psi_\epsilon \, d\mu^+.$$ 

We take the function $\Phi$ so that

$$\lim_{t \to +\infty} \Phi(t) = 1.$$
As we let $\epsilon$ tend to 0, by the dominated convergence theorem we deduce that

$$\int_{\Omega} g(u) \leq \int_{\Omega} d\mu^+$$

and the estimate follows.

If the function $u$ is not necessarily nonnegative then we may apply Kato’s inequality in the spirit of proposition 5.6 and proposition 5.7 — or the general version given by proposition 5.10 and corollary 5.18 — and we deduce that

$$-\Delta u^+ + \chi_{\{u>0\}} g(u) \leq \mu^+$$

in the sense of distributions in $\Omega$. By the equivalence of formulations given by proposition 5.2, we deduce that

$$-\Delta u^+ + \chi_{\{u>0\}} g(u) \leq \mu^+$$

in the sense of $(C_0^\infty(\Omega))'$. Proceeding as above, we deduce that

$$\int_{\Omega} \chi_{\{u>0\}} g(u) \leq \int_{\Omega} d\mu^+.$$

In view of the sign condition satisfied by $g$, $\chi_{\{u>0\}} g(u) = \max\{g(u), 0\}$ and the conclusion follows.

□

It is interesting to compare the proof of lemma 10.3 with the proof of the absorption estimate for solutions of the nonlinear Dirichlet problem (lemma 7.2).

In the case of solutions, we perform an approximation using the linear Dirichlet problem and the estimate follows from the fact that for non-decreasing functions $\Phi : \mathbb{R} \to \mathbb{R}$,

$$\int_{\Omega} |\nabla u|^2 \Phi'(u) \geq 0.$$  

In the case of subsolutions, the counterpart of the approximation scheme is more subtle and requires the use of measure boundary traces. Instead, we use a family of test functions in the same spirit as in the study of the Dirichlet boundary condition (proposition 3.5) converging pointwisely to 1 as the parameter of the family tends to 0. In this case, we are implicitly using the fact that

$$\int_{\Omega} \Delta u^+ \leq 0.$$

There is an interpretation of this inequality using a formal application of the divergence theorem,

$$\int_{\Omega} \Delta u^+ = \int_{\partial\Omega} \frac{\partial u^+}{\partial n}.$$  

Since $u$ is a subsolution of a Dirichlet problem, $u$ is nonpositive on the boundary, thus $u^+$ vanishes on the boundary. Since $u^+$ is nonnegative, every point of $\partial\Omega$ is a minimum point of $u^+$, so we should expect to have
\[ \frac{\partial u^+}{\partial n} \leq 0 \] on the boundary. This explanation can be made rigorous by considering the normal derivative of \( u \) on \( \partial \Omega \) in the sense of measures [29].

We also need the following counterpart of the comparison principle (lemma 7.8); the proof requires some minor modification.

**Lemma 10.4.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function satisfying the sign condition, and let \( \mu \in \mathcal{M}(\Omega) \).

(i) If \( u \) is a subsolution of the nonlinear Dirichlet problem with datum \( \mu \) and if \( v \) is a nonnegative supersolution of the linear Dirichlet problem with datum \( \mu \), then \( u \leq v \) in \( \Omega \).

(ii) If \( u \) is a supersolution of the nonlinear Dirichlet problem with datum \( \mu \) and if \( v \) is a nonpositive subsolution of the linear Dirichlet problem with datum \( \mu \), then \( u \geq v \) in \( \Omega \).

**Proof of Proposition 10.2.** Let \( \varpi \) be the solution of the linear Dirichlet problem with datum \( \chi \). If \( \varpi \geq \max \{ \mu, 0 \} \), then by the comparison principle above, every subsolution \( u \) of the nonlinear Dirichlet problem satisfies \( u \leq \varpi \). By the Perron method (proposition 6.2), there exists a function \( u^* \in L^1(\Omega) \) such that

(a) \( u^* \leq \varpi \) in \( \Omega \),

(b) for every subsolution \( v \) of the nonlinear Dirichlet problem, \( v \leq u^* \) in \( \Omega \),

(c) there exists a nondecreasing sequence of subsolutions \( (u_n)_{n \in \mathbb{N}} \) of the nonlinear Dirichlet problem such that for every \( n \in \mathbb{N} \), \( u_n \leq \varpi \) in \( \Omega \), and \( (u_n)_{n \in \mathbb{N}} \) converges to \( u^* \) in \( L^1(\Omega) \).

We now write

\[
 g(u_n) = \max \{ g(u_n), 0 \} + \min \{ g(u_n), 0 \}. 
\]

By the absorption estimate (lemma 10.3), the sequence \( (\max \{ g(u_n), 0 \})_{n \in \mathbb{N}} \) is bounded in \( L^1(\Omega) \). Thus, by Fatou’s lemma,

\[
 \max \{ g(u^*), 0 \} \in L^1(\Omega). 
\]

By the sign condition,

\[
 \min \{ g(u^*), 0 \} = g(\chi_{\{u^*<0\}}u^*). 
\]

Since

\[
 \chi_{\{u^*<0\}}u_0 \leq \chi_{\{u^*<0\}}u^* \leq 0 
\]

and since \( g(\chi_{\{u^*<0\}}u_0) \in L^1(\Omega) \) and \( g(0) \in L^1(\Omega) \), by the integrability condition we have

\[
 \min \{ g(u^*), 0 \} = g(\chi_{\{u^*<0\}}u^*) \in L^1(\Omega). 
\]

We deduce that \( g(u^*) \in L^1(\Omega) \).

Since the sequence \( (u_n)_{n \in \mathbb{N}} \) is monotone and the integrability condition holds, we deduce from corollary 6.10 that the sequence \( (g(u_n))_{n \in \mathbb{N}} \) converges to \( g(u^*) \) in \( L^1(\Omega) \). Thus, \( u^* \) is a subsolution of the nonlinear Dirichlet problem with datum \( \mu \), whence it is the largest one.

The integrability condition in proposition 10.2 is unnecessary when \( \mu \) has a nonnegative subsolution since the sequence \( (u_n)_{n \in \mathbb{N}} \) can be chosen to be nonnegative as well. In view of the sign condition and Fatou’s lemma,
we deduce that \( u^* \) is still a subsolution of the Dirichlet problem. We may summarize this as

**Proposition 10.5.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function satisfying the sign condition, and let \( \mu \in \mathcal{M}(\Omega) \). If the nonlinear Dirichlet problem with datum \( \mu \) has a nonnegative subsolution, then the largest subsolution \( u^* \) exists.

We may also define a reduced measure in terms of the smallest supersolution:

**Definition 10.6.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function and let \( \mu \in \mathcal{M}(\Omega) \). If the smallest supersolution \( u_* \) of the nonlinear Dirichlet problem with datum \( \mu \) exists, then the reduced measure \( \mu_* \) is the unique locally finite measure in \( \Omega \) such that

\[
\mu_* = -\Delta u_* + g(u_*)
\]

in the sense of distributions in \( \Omega \).

We have the following counterparts for the existence of the smallest supersolution:

**Proposition 10.7.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function satisfying the sign condition and the integrability condition, and let \( \mu \in \mathcal{M}(\Omega) \). If the nonlinear Dirichlet problem with datum \( \mu \) has a supersolution, then the smallest supersolution \( u_* \) exists.

**Proposition 10.8.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function satisfying the sign condition, and let \( \mu \in \mathcal{M}(\Omega) \). If the Dirichlet problem with datum \( \mu \) has a nonpositive supersolution, then the smallest supersolution \( u_* \) exists.

2. Fundamental property

In this section we prove the main property satisfied by the reduced measure:

**Proposition 10.9.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function satisfying the sign condition and the integrability condition. For every \( \mu \in \mathcal{M}(\Omega) \), if the nonlinear Dirichlet problem with datum \( \mu \) has a subsolution, then \( \mu^* \in \mathcal{M}(\Omega) \) and \( \mu^* \) is the largest good measure which is less than or equal to \( \mu \).

A good measure is a measure for which the nonlinear Dirichlet problem has a solution.

Our proof of the proposition relies on an approximation scheme introduced by Brezis, Marcus and Ponce [23] which was used to prove the existence of the largest subsolution. In our case, the existence of the largest solution is obtained from the Perron method, without solving an auxiliary Dirichlet problem.

Starting from a sequence \( (g_n)_{n \in \mathbb{N}} \) of bounded real functions converging to the nonlinearity \( g \), we solve the Dirichlet problem with nonlinearity \( g_n \). If \( (u_n)_{n \in \mathbb{N}} \) converges in \( L^1(\Omega) \) to a function \( u \), then in general \( (g_n(u_n))_{n \in \mathbb{N}} \) does not converge to \( g(u) \) in \( L^1(\Omega) \). Indeed, the convergence in \( L^1(\Omega) \) of the nonlinear part implies that \( u \) is a solution of the nonlinear Dirichlet problem with datum \( \mu \), and by the counterexample of Bénilan and Brezis (proposition 3.8) this cannot be always the case.
The delicate part of the proof is to identify the limit of the sequence \((g_n(u_n))_{n \in \mathbb{N}}\). In order to do this, we combine ideas from [28, lemma 3; 71, lemma 9.1; 73, lemma 3.1].

The heart of the matter is to find a sequence \((A_n)_{n \in \mathbb{N}}\) of Borel subsets of \(\Omega\) such that if we write
\[
g_n(u_n) = g_n(u_n)\chi_{A_n} + g_n(u_n)\chi_{\Omega \setminus A_n},
\]
then the sequence \((g_n(u_n)\chi_{A_n})_{n \in \mathbb{N}}\) converges to \(g(u)\) in \(L^1(\Omega)\) and the sequence \((g_n(u_n)\chi_{\Omega \setminus A_n})_{n \in \mathbb{N}}\) converges weakly in the sense of measures to a measure \(\gamma\) which is concentrated on a set of zero \(W^{1,2}\) capacity.

This type of decomposition is reminiscent of the biting lemma discovered independently by Chacon and Rosenthal [31]. According to the biting lemma, it is always possible to decompose a sequence \((f_n)_{n \in \mathbb{N}}\) of \(L^1\) functions in terms of two sequences: the first one is equi-integrable with respect to the Lebesgue measure and the second one concentrates on sets with Lebesgue measure converging to zero; we may replace the Lebesgue measure by some subadditive set function, in particular a capacity. Connections of the biting lemma with the equation we study have been investigated in [73].

The first lemma relies on a diagonalization argument:

**Lemma 10.10.** Let \((f_n)_{n \in \mathbb{N}}\) be a sequence in \(L^1(\Omega)\) converging pointwisely to \(f \in L^1(\Omega)\). If \((A_k)_{k \in \mathbb{N}}\) is a sequence of Borel sets such that for every \(k \in \mathbb{N}\), the sequence \((f_n\chi_{A_k})_{n \in \mathbb{N}}\) converges to \(f\chi_{A_k}\) in \(L^1(\Omega)\) and if \(\lim_{k \to \infty} |\Omega \setminus A_k| = 0\), then there exists a sequence \((k_n)_{n \in \mathbb{N}}\) in \(\mathbb{N}\) diverging to \(+\infty\) such that the sequence \((f_n\chi_{A_{k_n}})_{n \in \mathbb{N}}\) converges to \(f\) in \(L^1(\Omega)\).

**Proof.** For every \(n \in \mathbb{N}\) and for every \(k \in \mathbb{N}\),
\[
\|f_n\chi_{A_k} - f\|_{L^1(\Omega)} = \|f_n\chi_{A_k} - f\chi_{A_k}\|_{L^1(\Omega)} + \|f\chi_{\Omega \setminus A_k}\|_{L^1(\Omega)}.
\]
Given a sequence \((\epsilon_i)_{i \in \mathbb{N}}\) of positive numbers, for every \(i \in \mathbb{N}\) there exists \(N_i \in \mathbb{N}\) such that for every \(n \geq N_i\),
\[
\|f_n\chi_{A_k} - f\chi_{A_i}\|_{L^1(\Omega)} \leq \epsilon_i.
\]
We may assume that the sequence \((N_i)_{i \in \mathbb{N}}\) is increasing. We define the sequence \((k_n)_{n \in \mathbb{N}}\) as follows. If \(n < N_0\), then \(k_n = 0\). If \(N_i \leq n < N_{i+1}\), then \(k_n = i\). Thus, for every \(n \geq N_0\),
\[
\|f_n\chi_{A_{k_n}} - f\chi_{A_{k_n}}\|_{L^1(\Omega)} \leq \epsilon_{k_n}
\]
and this implies
\[
\|f_n\chi_{A_{k_n}} - f\|_{L^1(\Omega)} \leq \epsilon_{k_n} + \|f\chi_{\Omega \setminus A_{k_n}}\|_{L^1(\Omega)}.
\]
By the dominated convergence theorem, the last term in the right-hand side converges to zero as \(n\) tends to infinity. Choosing a sequence \((\epsilon_i)_{i \in \mathbb{N}}\) converging to zero, the conclusion follows.

Given a compact set \(K \subset \Omega\), we consider the minimization problem
\[
\inf \left\{ \int_{\Omega} |\nabla u|^2 : u \in W^{1,2}_0(\Omega) \text{ and } u \geq 1 \text{ on } K \right\}.
\]
This obstacle problem has a unique solution \( u_K \) called the capacitary potential generated by \( K \). The capacitary potential is superharmonic in \( \Omega \), is harmonic in \( \Omega \setminus K \) and is continuous in \( \Omega \) [32]. Thus, \( u_K \) satisfies the Dirichlet problem

\[
\begin{align*}
-\Delta u_K &= \nu_K \quad \text{in } \Omega, \\
 u_K &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]

where \( \nu_K \in M(\Omega) \) is a nonnegative measure supported on \( K \). Moreover, \( 0 \leq u_K \leq 1 \) in \( \Omega \) and

\[
\|u_K\|_{W^{1,2}(\Omega)} \leq C \text{cap}_{W^{1,2}}(K).
\]

The next tool is inspired from [27, lemma 3]:

**Sublemma 10.11.** Let \( \mu, \nu \in M(\Omega) \) be nonnegative measures such that for every superharmonic function \( \zeta \in C_0^\infty(\Omega) \),

\[
\int_\Omega \zeta \, d\nu \leq \int_\Omega \zeta \, d\mu.
\]

Let \( S \subset \mathbb{R}^N \) be a compact set and let \( \omega \subset \mathbb{R}^N \) be an open set such that \( S \subset \omega \subset \Omega \). Then, for every \( \epsilon > 0 \), there exists \( \delta > 0 \) independent of \( \nu \) such that for every Borel set \( A \subset \Omega \setminus \omega \), if \( \text{cap}_{W^{1,2}}(A) \leq \delta \), then

\[
\nu(A) \leq \epsilon + \mu_c(\Omega \setminus S).
\]

**Proof.** We shall assume that the inequality

\[
\int_\Omega \zeta \, d\nu \leq \int_\Omega \zeta \, d\mu.
\]

holds for every continuous superharmonic function \( \zeta \); this property can be achieved by approximation of \( \zeta \).

For every compact set \( K \subset \Omega \), the capacitary potential of \( K \) satisfies \( u_K \geq 0 \) in \( \Omega \) and \( u_K = 1 \) in \( K \). Hence,

\[
\nu(K) \leq \int_\Omega u_K \, d\nu.
\]

Since \( \mu = \mu_d + \mu_c \) and \( u_K \leq 1 \) in \( \Omega \),

\[
\int_\Omega u_K \, d\mu \leq \int_\Omega u_K \, d\mu_d + \int_S u_K \, d\mu_c + \mu_c(\Omega \setminus S).
\]

Therefore,

\[
\nu(K) \leq \int_\Omega u_K \, d\mu_d + \int_S u_K \, d\mu_c + \mu_c(\Omega \setminus S).
\]

**Claim 1.** Given \( \epsilon_1 > 0 \), there exists \( \delta_1 > 0 \) such that for every compact set \( K \subset \Omega \), if \( \|u_K\|_{W^{1,2}(\Omega)} \leq \delta_1 \), then

\[
\int_\Omega u_K \, d\mu_d \leq \epsilon_1.
\]
PROOF OF THE CLAIM. By corollary 7.19, there exists $\delta_1 > 0$ such that for every $\varphi \in C_c^\infty(\Omega)$ such that $\|\varphi\|_{L^\infty(\Omega)} \leq 1$ and $\|\varphi\|_{W^{1,2}(\Omega)} \leq \delta_1$,

$$\left| \int_{\Omega} \varphi \, d\mu \right| \leq \epsilon_1.$$  

Since $0 \leq u_K \leq 1$ in $\Omega$, by approximation of $u_K$ in $W^{1,2}_0(\Omega)$ by functions in $C_c^\infty(\Omega)$, we deduce that if $\|u_K\|_{W^{1,2}(\Omega)} \leq \delta_1$, then $u_K$ satisfies the required property. \hfill \square

CLAIM 2. Given $\epsilon_2 > 0$, there exists $\delta_2 > 0$ such that for every compact set $K \subset \Omega \setminus \omega$, if $\text{cap}_{W^{1,2}}(K) \leq \delta_2$, then

$$\int_S u_K \, d\mu_c \leq \epsilon_2.$$  

PROOF OF THE CLAIM. Since $u_K$ is harmonic in $\omega$, by the mean value property for harmonic functions, for every $x \in S$,

$$u_K(x) \leq C_1 \|u_K\|_{L^1(\omega)},$$

for some constant $C_1 > 0$ depending on the distance $d(S, \partial \omega)$. Thus,

$$\int_S u_K \, d\mu_c \leq C_1 \|u_K\|_{L^1(\omega)} \mu_c(S) \leq C_2 \|u_K\|_{W^{1,2}(\Omega)} \mu_c(S).$$

We have the conclusion by taking $\delta_2 > 0$ such that $C_2 \delta_2 \mu_c(S) \leq \epsilon_2$. \hfill \square

Since

$$\|u_K\|_{W^{1,2}(\Omega)} \leq C \text{cap}_{W^{1,2}}(K),$$

we deduce that if $\delta > 0$ is such that $C \delta \leq \min\{\delta_1, \delta_2\}$, then for every compact set $K \subset \Omega \setminus \omega$ such that $\text{cap}_{W^{1,2}}(K) \leq \delta$,

$$\nu(K) \leq \epsilon_1 + \epsilon_2 + \mu_c(\Omega \setminus S).$$

Choosing $\epsilon_1 + \epsilon_2 \leq \epsilon$, the conclusion follows for compact sets. Using the regularity of the $W^{1,2}$ capacity and the regularity of the measure $\nu$, we also have the estimate for open sets and for Borel sets. \hfill \square

**LEMMA 10.12.** Let $\mu \in \mathcal{M}(\Omega)$ be a nonnegative measure and let $(\nu_n)_{n \in \mathbb{N}}$ be a sequence of measures such that for every superharmonic function $\zeta \in C_c^\infty(\Omega)$,

$$\int_{\Omega} \zeta \, d\nu_n \leq \int_{\Omega} \zeta \, d\mu.$$  

If $(E_n)_{n \in \mathbb{N}}$ is a sequence of Borel subsets of $\Omega$ such that

$$\lim_{n \to \infty} \text{cap}_{W^{1,2}}(E_n) = 0$$

and if the sequence $(\nu_n|_{E_n})_{n \in \mathbb{N}}$ converges weakly in the sense of measures to $\gamma$, then $\gamma$ is a concentrated measure and

$$|\gamma| \leq \mu_c.$$
2. FUNDAMENTAL PROPERTY

PROOF. Let \( \omega \subset \Omega \) be an open set. By lower semicontinuity of the norm,

\[
|\gamma|(\Omega \setminus \overline{\omega}) = \|\gamma\|_{M(\Omega, \mathcal{E})} \leq \liminf_{n \to \infty} \|\nu_n\|_{M(\Omega, \mathcal{E})}.
\]

We may rewrite

\[
\|\nu_n\|_{M(\Omega, \mathcal{E})} = \nu_n(E_n \setminus \overline{\omega}).
\]

Let \( S \subset \omega \) be a compact set. Given \( \epsilon > 0 \), let \( \delta > 0 \) satisfying the conclusion of the sublemma. If \( \text{cap}_{W^{1,2}}(E_n) \leq \delta \), then \( \text{cap}_{W^{1,2}}(E_n \setminus \omega) \leq \epsilon + \mu_c(\Omega \setminus S) \). Thus,

\[
|\gamma|(\Omega \setminus \overline{\omega}) \leq \epsilon + \mu_c(\Omega \setminus S).
\]

This inequality holds for every open set \( \omega \) containing \( S \). Taking the supremum over the sets \( \omega \), by outer regularity of the measure \( |\gamma| \) we have

\[
|\gamma|(\Omega \setminus S) \leq \mu_c(\Omega \setminus S).
\]

This inequality holds for every compact set \( S \subset \Omega \). Given an open set \( A \subset \Omega \), let \( (S_n)_{n \in \mathbb{N}} \) be a nondecreasing sequence of compact sets such that \( \Omega \setminus A = \bigcup_{n=0}^{\infty} S_n \), or equivalently, \( A = \bigcap_{n=0}^{\infty} (\Omega \setminus S_n) \). Since the inequality above holds for each compact set \( S_n \), we deduce that

\[
|\gamma|(A) \leq \mu_c(A).
\]

Thus, \( |\gamma| \leq \mu_c \). Since \( |\gamma| \) is a nonnegative measure, this implies that \( |\gamma| \) is a concentrated measure. \( \square \)

PROOF OF PROPOSITION 10.9. Let \( (g_n)_{n \in \mathbb{N}} \) be the sequence of real functions defined for \( n \in \mathbb{N} \) by

\[
g_n = \min_{\mathbb{N}} \{g, n\}.
\]

This sequence has the following properties that we need in the proof:

(a) for every \( n \in \mathbb{N} \), \( g_n \) is continuous and satisfies the sign condition and the integrability condition,

(b) for every \( n \in \mathbb{N} \), \( g_n \) is bounded from above,

(c) \( (g_n)_{n \in \mathbb{N}} \) is nondecreasing and converges uniformly to \( g \) on bounded subsets of \( \mathbb{R} \).

Since the Dirichlet problem with nonlinearity \( g \) has a subsolution \( w \) and since \( g_n \leq g, w \) is also a subsolution of the Dirichlet problem with nonlinearity \( g_n \). Given \( \pi \in M(\Omega) \), let \( \overline{\pi} \) be the solution of the linear Dirichlet problem

\[
\begin{cases}
-\Delta \overline{\pi} = \mu^+ & \text{in } \Omega, \\
\overline{\pi} = 0 & \text{on } \partial\Omega.
\end{cases}
\]
If $\bar{\mu} \geq \max \{\mu, 0\}$, then by the comparison principle (lemma 10.4) every subsolution of the Dirichlet problem
\begin{align*}
\begin{cases}
-\Delta u + g_n(u) &= \mu & \text{in } \Omega, \\
u &= 0 & \text{on } \partial \Omega,
\end{cases}
\end{align*}
is bounded from above by $\bar{\mu}$. In particular,
\[ w \leq \bar{\mu}. \]
Since $g_n$ satisfies the integrability condition, by the Perron method and the method of sub and supersolutions (corollary 10.19), the largest subsolution $u_n$ of the Dirichlet problem with nonlinearity $g_n$ and datum $\mu$ exists and $u_n$ is actually a solution of the Dirichlet problem.

The sequence $(u_n)_{n \in \mathbb{N}}$ is nonincreasing. Indeed, for every $n \in \mathbb{N}$, $g_{n+1} \geq g_n$ and this implies that $u_{n+1}$ is a subsolution of the Dirichlet problem with nonlinearity $g_n$. By maximality of $u_n$, we deduce that
\[ u_{n+1} \leq u_n. \]

Since for every $n \in \mathbb{N}$, $u_n \geq w$, by the monotone convergence theorem we deduce that the sequence $(u_n)_{n \in \mathbb{N}}$ converges in $L^1(\Omega)$ to its pointwise limit $u$. Moreover, for every $\zeta \in C_0^\infty(\Omega)$,
\[ \lim_{n \to \infty} \int_\Omega g_n(u_n)\zeta = \int_\Omega u\Delta \zeta + \int_\Omega \zeta \, d\mu, \]
in particular the limit exists. Since, by the absorption estimate (lemma 7.2) the sequence $(g_n(u_n))_{n \in \mathbb{N}}$ is bounded in $L^1(\Omega)$, we deduce that the sequence $(g_n(u_n))_{n \in \mathbb{N}}$ converges weakly in the sense of measures in $\Omega$.

The claim below shows that the limit of $(g_n(u_n))_{n \in \mathbb{N}}$ has a special form:

CLAIM. The sequence $(g_n(u_n))_{n \in \mathbb{N}}$ converges weakly in the sense of measures to $g(u) + \gamma$, where $\gamma$ is a measure concentrated on a set of $W^{1,2}$ capacity zero.

We postpone the proof of the claim. We show how the claim can be used in order to get the conclusion of the proposition.

Note that if $v$ is a subsolution of the Dirichlet problem with nonlinearity $g$, then
\[ v \leq u. \]
Indeed, since $g_n \leq g$, $v$ is a subsolution of the Dirichlet problem with nonlinearity $g_n$. By the maximality of $u_n$, we have for every $n \in \mathbb{N}$, $v \leq u_n$. Passing to the limit, we deduce that $v \leq u$. In particular, the largest subsolution $u^*$ of the Dirichlet problem with nonlinearity $g$ satisfies
\[ u^* \leq u. \]

We now show that if $\nu$ is a good measure such that $\nu \leq \mu$, then
\[ \nu \leq \mu - \gamma. \]
First of all, since the measure $\gamma$ is concentrated in a set of zero capacity,
\[ \nu_\delta \leq \mu_\delta = (\mu - \gamma)_\delta. \]
Denote by \( v \) a solution of the Dirichlet problem with datum \( \nu \). In particular, \( v \) is a subsolution of the Dirichlet problem with datum \( \mu \), whence \( v \leq u \). By the claim, \( u \) satisfies

\[-\Delta u + g(u) = \mu - \gamma\]

in the sense of distributions in \( \Omega \). By the inverse maximum principle (proposition 5.15),

\[ \nu_c \leq (\mu - \gamma)_c. \]

We deduce that

\[ \nu = \nu_d + \nu_c \leq (\mu - \gamma)_d + (\mu - \gamma)_c = \mu - \gamma. \]

Similarly, one shows that the reduced measure \( \mu^* \) satisfies

\[ \mu^* \leq \mu - \gamma. \]

We now show that \( \mu^* \) is a finite measure — up to this point we only know that \( \mu^* \) is a locally finite measure — and for every good measure \( \nu \) such that \( \nu \leq \mu \), we have

\[ \nu \leq \mu^*. \]

We shall do this by showing that the Dirichlet problem with nonlinearity \( g \) and datum \( \max \{ \mu^*, \nu \} \) has a solution.

We first observe that the measure \( \max \{ \mu^*, \nu \} \) is finite since

\[ \nu \leq \max \{ \mu^*, \nu \} \leq \mu \]

and both measures \( \nu \) and \( \mu \) are finite. We also observe that

\[ \mu^* \leq \max \{ \mu^*, \nu \} \leq \mu - \gamma. \]

Thus, \( u^* \) is a subsolution of the Dirichlet problem with datum \( \max \{ \mu^*, \nu \} \) and \( u \) is a supersolution of the same problem. Since \( u^* \leq u \) in \( \Omega \), by the method of sub and supersolutions (proposition 6.7) there exists a solution \( \tilde{u} \) of the Dirichlet problem with datum \( \max \{ \mu^*, \nu \} \) such that \( u^* \leq \tilde{u} \leq u \).

Since \( \max \{ \mu^*, \nu \} \leq \mu \), \( \tilde{u} \) is a subsolution of the Dirichlet problem with datum \( \mu \) and since \( u^* \) is the largest subsolution, \( \tilde{u} \leq u^* \) almost everywhere in \( \Omega \). Thus, \( \tilde{u} = u^* \). We conclude that

\[ u^* = \max \{ \mu^*, \nu \}. \]

Therefore, \( \mu^* \) is a finite measure and \( \nu \leq \mu^* \).

It remains to establish the claim:

**Proof of the Claim.** Let \( w \) be the solution of the Dirichlet problem

\[
\begin{cases}
-\Delta w = |\mu| & \text{in } \Omega, \\
w = 0 & \text{on } \partial \Omega.
\end{cases}
\]

For every \( n \in \mathbb{N} \), by the comparison principle (lemma 7.8), \( |u_n| \leq w \). For every \( s > 0 \), since the sequence \( (g_n)_{n \in \mathbb{N}} \) is uniformly bounded in \([-s, s] \), the sequence \( (g_n(u_n)\chi_{\{w \leq s\}})_{n \in \mathbb{N}} \) is bounded in \( L^\infty(\Omega) \). By the dominated convergence theorem, \( (g_n(u_n)\chi_{\{w \leq s\}})_{n \in \mathbb{N}} \) converges to \( g(u)\chi_{\{w \leq s\}} \) in \( L^1(\Omega) \).

By lemma 10.10, there exists a subsequence of positive numbers \( (s_n)_{n \in \mathbb{N}} \) diverging to \( +\infty \) such that \( (g_n(u_n)\chi_{\{w \leq s_n\}})_{n \in \mathbb{N}} \) converges to \( g(u) \) in \( L^1(\Omega) \).

Note that

\[ g_n(u_n) = g_n(u_n)\chi_{\{w \leq s_n\}} + g_n(u_n)\chi_{\{w > s_n\}}. \]
We now show that the sequence \( (g_n(u_n)\chi_{\{w>s_n\}})_{n \in \mathbb{N}} \) satisfies the assumptions of lemma 10.12.

By the capacitary estimate (lemma 9.4), for every \( s > 0 \),
\[
\text{cap}_{W^{1,2}}(\{ w > s \}) \leq \frac{C}{s} \| \mu \|_{M(\Omega)}.
\]

Thus,
\[
\lim_{n \to \infty} \text{cap}_{W^{1,2}}(\{ w > s_n \}) = 0.
\]

By Kato’s inequality up to the boundary we have for every \( \zeta \in C^\infty_0(\Omega) \) such that \( \zeta \geq 0 \) in \( \Omega \),
\[
\int_{\Omega} -|u_n|\Delta \zeta + \int_{\Omega} |g_n(u_n)|\zeta \leq \int_{\Omega} \zeta \, d|\mu|.
\]

If in addition \( \zeta \) is superharmonic in \( \Omega \), then we have
\[
\int_{\Omega} |g_n(u_n)|\zeta \leq \int_{\Omega} \zeta \, d|\mu|.
\]

In particular,
\[
\int_{\Omega} |g_n(u_n)|\chi_{\{w>s_n\}}\zeta \leq \int_{\Omega} \zeta \, d|\mu|.
\]

Thus, by lemma 10.12 the sequence \( (g_n(u_n)\chi_{\{w>s_n\}})_{n \in \mathbb{N}} \) converges weakly in the sense of measures to a measure \( \gamma \) which is concentrated in a set of \( W^{1,2} \) capacity zero. □

The proof of the proposition is complete. □

When a nonnegative subsolution exists, we may drop the integrability condition and the proof of the fundamental property is shorter:

**PROPOSITION 10.13.** Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function satisfying the sign condition. For every \( \mu \in M(\Omega) \), if the nonlinear Dirichlet problem with datum \( \mu \) has a nonnegative subsolution, then \( \mu^* \in M(\Omega) \) and \( \mu^* \) is the largest good measure which is less than or equal to \( \mu \).

**PROOF.** We recall that the largest solution of the Dirichlet problem with a nonlinearity satisfying the sign condition exists if there exists a nonnegative subsolution (proposition 10.5). This guarantees the existence of the functions \( u_n \) in the proof of proposition 10.2 and each \( u_n \) is nonnegative.

Next, the limit \( u \) of the sequence \( (u_n)_{n \in \mathbb{N}} \) is a nonnegative solution of the Dirichlet problem with datum \( \mu - \gamma \). By the Perron method (proposition 10.5), the largest subsolution \( \overline{\mu} \) of the Dirichlet problem with datum \( \mu - \gamma \) exists.

By the sign condition, \( (g_n(u_n))_{n \in \mathbb{N}} \) is a sequence of nonnegative functions, thus the concentrated measure \( \gamma \) is nonnegative. In particular, \( \overline{\mu} \) is a subsolution of the nonlinear Dirichlet problem with datum \( \mu \). By maximality of \( u^* \),
\[
\overline{\mu} \leq u^*.
\]
3. Consequences

On the other hand, in the proof of proposition 10.9 we show that $u^* \leq u$. Thus,

$$u^* \leq u \leq \mu.$$

We conclude that

$$\mu^* = \mu - \gamma$$

and this implies that $\mu^*$ is a finite measure. In the proof of proposition 10.9, we also show that every good measure $\nu$ which is less than or equal to $\mu$ satisfies $\nu \leq \mu - \gamma$, whence

$$\nu \leq \mu - \gamma = \mu^*.$$

This proves the proposition.

We state the following counterparts of the fundamental property in the case of supersolutions and the reduced measure $\mu_*$. 

**Proposition 10.14.** Let $g : \mathbb{R} \to \mathbb{R}$ be a continuous function satisfying the sign condition and the integrability condition. For every $\mu \in \mathcal{M}(\Omega)$, if the nonlinear Dirichlet problem with datum $\mu$ has a supersolution, then $\mu_* \in \mathcal{M}(\Omega)$ and $\mu_*$ is the smallest good measure which is greater than or equal to $\mu$.

**Proposition 10.15.** Let $g : \mathbb{R} \to \mathbb{R}$ be a continuous function satisfying the sign condition. For every $\mu \in \mathcal{M}(\Omega)$, if the nonlinear Dirichlet problem with datum $\mu$ has a nonpositive supersolution, then $\mu_* \in \mathcal{M}(\Omega)$ and $\mu_*$ is the smallest good measure which is greater than or equal to $\mu$.

3. Consequences

We present some applications of the fundamental property of the reduced measures in the study of the nonlinear Dirichlet problem. Many of the results in this section extend [23], but the the proofs based on the fundamental property are fundamentally the same.

We start with one of the most puzzling properties of the nonlinear Dirichlet problem with sign condition. If $\mu \in \mathcal{M}(\Omega)$ is a nonnegative measure, then the function identically zero is a subsolution of the Dirichlet problem with datum $\mu$. By the Perron method, the largest subsolution $u^*$ of this problem exists, in particular $u^* \geq 0$, but we do not have a direct proof that

$$-\Delta u^* + g(u^*) \geq 0$$

in the sense of distributions in $\Omega$. The only proof we know relies on the fundamental property of reduced measures:

**Corollary 10.16.** Let $g : \mathbb{R} \to \mathbb{R}$ be a continuous function satisfying the sign condition. If $\mu \in \mathcal{M}(\Omega)$ is a nonnegative measure, then $\mu^*$ is a nonnegative measure.

**Proof.** By the sign condition, the null measure $0$ is a good measure and, by assumption, is less than or equal to $\mu$, by the fundamental property (proposition 10.13), $0 \leq \mu^*$.

Another property which is closely related is the following:
Corollary 10.17. Let \( g : \mathbb{R} \rightarrow \mathbb{R} \) be a continuous function satisfying the sign condition. If \( \mu \in \mathcal{M}(\Omega) \) is a good measure, then \( \max \{ \mu, 0 \} \) and \( \min \{ \mu, 0 \} \) are also good measures.

Proof. We show that \( \mu^+ = \max \{ \mu, 0 \} \) is a good measure. Since the function identically \( 0 \) is a subsolution of the Dirichlet problem with datum \( \mu^+ \), by the Perron method (proposition 10.5) the reduced measure \( (\mu^+)^* \) exists. Since the null measure \( 0 \) and the measure \( \mu \) are good measures less than or equal to \( \mu^+ \), by the fundamental property (proposition 10.13) we have

\[
0 \leq (\mu^+)^* \quad \text{and} \quad \mu \leq (\mu^+)^*.
\]

Thus,

\[
\mu^+ = \max \{ 0, \mu \} \leq (\mu^+)^*.
\]

Therefore, \( (\mu^+)^* = \mu^+ \), which means that \( \mu^+ = \max \{ 0, \mu \} \) is a good measure. The proof that \( \min \{ 0, \mu \} \) is a good measure is similar. \( \square \)

We have the following connection with the existence of extremal solutions:

Corollary 10.18. Let \( g : \mathbb{R} \rightarrow \mathbb{R} \) be a continuous function satisfying the sign condition and the integrability condition. If \( \mu \in \mathcal{M}(\Omega) \) is a good measure, then the nonlinear Dirichlet problem with datum \( \mu \) has a smallest and a largest solution.

Proof. If the nonlinear Dirichlet problem with datum \( \mu \) has a solution, then by the Perron method (proposition 10.2 and proposition 10.7) the largest subsolution \( u^* \) and the smallest supersolution \( u_* \) exist. In particular, for every solution \( u \),

\[
u_* \leq u \leq u^*.
\]

By the fundamental property (proposition 10.9 and proposition 10.14), \( \mu^* = \mu \) and \( \mu_* = \mu \). Thus, \( u^* \) and \( u_* \) satisfy the nonlinear Dirichlet problem with datum \( \mu \) and this gives the conclusion. \( \square \)

We have the following connection with the method of sub and supersolution:

Corollary 10.19. Let \( g : \mathbb{R} \rightarrow \mathbb{R} \) be a continuous function satisfying the sign condition and the integrability condition. For every \( \mu \in \mathcal{M}(\Omega) \), if the nonlinear Dirichlet problem with datum \( \mu \) has a subsolution and a supersolution, then there exists a solution.

The main issue in this statement is the fact that we do not assume that the subsolution \( \underline{u} \) and the supersolution \( \overline{u} \) satisfy \( \underline{u} \leq \overline{u} \) in \( \Omega \). The proof consists in showing that there exists a supersolution \( \overline{u} \) for which this inequality holds.

Proof. By the Perron method (proposition 10.5), the reduced measure \( \mu_* \) exists and satisfies

\[
\mu \leq \mu_*.
\]

Every subsolution of the Dirichlet problem with datum \( \mu \) is a subsolution of the Dirichlet problem with datum \( \mu_* \). By the Perron method (proposition 10.2), there exists a largest subsolution \( \overline{u} \) of the Dirichlet problem with
datum $\mu_*$. Since $\mu_*$ is a good measure, by the fundamental property (proposition 10.9), $\overline{\mu}$ is a solution of the Dirichlet problem with datum $\mu_*$. Thus, $\overline{\mu}$ is a supersolution of the Dirichlet problem with datum $\mu_*$. On the other hand, by maximality of $\overline{\mu}$, for any subsolution $\underline{\mu}$ of the Dirichlet problem with datum $\mu$,

$$\underline{\mu} \leq \overline{\mu}.$$ We deduce from the method of sub and supersolution (proposition 6.7) that the Dirichlet problem with measure $\mu$ has a solution, whence $\mu$ is a good measure. □

Under the assumptions of the previous corollary, the reduced measures coincide $\mu^* = \mu^* = \mu^*$. $u^*$ is the largest solution and $u^*$ is the smallest solution of the Dirichlet problem with datum $\mu$.

Corollary 10.17 has the following generalization:

**Corollary 10.20.** Let $g : \mathbb{R} \to \mathbb{R}$ be a continuous function satisfying the sign condition and the integrability condition. If $\mu_1, \ldots, \mu_n \in \mathcal{M}(\Omega)$ are good measures, then $\max \{\mu_1, \ldots, \mu_n\}$ and $\min \{\mu_1, \ldots, \mu_n\}$ are also good measures.

**Proof.** For every $i \in \{1, \ldots, n\}$, $\mu_i$ is a good measure smaller than or equal to $\max \{\mu_1, \ldots, \mu_n\}$. Thus, by the Perron method (proposition 10.2) the measure $(\max \{\mu_1, \ldots, \mu_n\})^*$ exists and, by the fundamental property (proposition 10.9), satisfies

$$\mu_i \leq (\max \{\mu_1, \ldots, \mu_n\})^*.$$ Hence,

$$\max \{\mu_1, \ldots, \mu_n\} \leq (\max \{\mu_1, \ldots, \mu_n\})^*$$ and equality holds. The proof that $\min \{\mu_1, \ldots, \mu_n\}$ is a good measure is similar. □

**Corollary 10.21.** Let $g : \mathbb{R} \to \mathbb{R}$ be a continuous function satisfying the sign condition and the integrability condition, and let $\mu \in \mathcal{M}(\Omega)$. If there exists $h \in L^1(\Omega)$ such that $h + \mu$ is a good measure, then $\mu$ is a good measure.

**Proof.** Let

$$\overline{\lambda} = \max \{\mu_a, h\} + \max \{\mu_s, 0\}$$ and

$$\underline{\lambda} = \min \{\mu_a, h\} + \min \{\mu_s, 0\},$$ where $\mu_a$ denotes the absolutely continuous part of the measure $\mu$ with respect to the Lebesgue measure and $\mu_s$ the singular part. Then,

$$\underline{\lambda} \leq \mu \leq \overline{\lambda}.$$ Note that

$$h + \mu \leq \overline{\lambda} \quad \text{and} \quad h_a \leq \overline{\lambda}.$$ By assumption, $h + \mu$ is a good measure and $h_a$ is also a good measure; see proposition 9.1 or proposition 3.7. By the Perron method (proposition 10.2), the largest subsolution $\overline{\mu}$ of the Dirichlet problem with datum $\overline{\lambda}$ exists. By
the fundamental property (proposition 10.9), the reduced measure \((\lambda)^*\) satisfies
\[
\lambda = \max \{ h + \mu, \mu_a \} \leq (\lambda)^*.
\]
We deduce that \(\lambda = (\lambda)^*\), which implies that \(\pi\) is a solution of the Dirichlet problem with datum \(\lambda\).

Similarly, the Dirichlet problem with datum \(\lambda\) has a solution \(u\). Since \(u\) is a subsolution of the Dirichlet problem with datum \(\lambda\), by maximality of \(\pi\) we have
\[
u \leq \pi.
\]
By the method of sub and supersolution (proposition 6.7), we have the conclusion.

It is also possible to obtain the following functional characterization of good measures in the spirit of [6, 54]:

**Theorem 10.22.** Let \(g : \mathbb{R} \to \mathbb{R}\) be a continuous function satisfying the sign condition and the integrability condition. For every \(\mu \in \mathcal{M}(\Omega)\), \(\mu\) is a good measure if and only if there exist \(f \in L^1_{\text{loc}}(\Omega)\) and \(u \in L^1_{\text{loc}}(\Omega)\) such that \(g(u) \in L^1_{\text{loc}}(\Omega)\) and
\[
\mu = f - \Delta u
\]
in the sense of distributions in \(\Omega\).

A delicate issue in this characterization is that we have no control on \(f\) and \(u\) near the boundary. Once we know that \(\mu\) is a good measure, then such decomposition holds with \(u \in W^{1,1}_0(\Omega)\) and \(f = g(u)\).

For nondecreasing nonlinearities, this result is due to Brezis, Marcus and Ponce [23, theorem 4.6]. The strategy of the proof relies on the study of the problem satisfied by \(\varphi u\), where \(\varphi\) is a smooth function with compact support.

**Proof.** For every \(\varphi \in C^\infty_c(\Omega)\) such that \(0 \leq \varphi \leq 1\),
\[
\min \{ \mu, 0 \} \leq \varphi \mu \leq \max \{ \mu, 0 \}.
\]

**Claim.** For every \(\varphi \in C^\infty_c(\Omega)\) such that \(0 \leq \varphi \leq 1\) in \(\Omega\), \(\varphi \mu\) is a good measure.

We temporarily assume the claim. Since for every \(\varphi \in C^\infty_c(\Omega)\) such that \(0 \leq \varphi \leq 1\),
\[
\min \{ \mu, 0 \} \leq \varphi \mu \leq \max \{ \mu, 0 \},
\]
and since \(\varphi \mu\) is a good measure, by the Perron method (proposition 10.2 and proposition 10.7), the reduced measures \((\min \{ \mu, 0 \})^*\) and \((\max \{ \mu, 0 \})^*\) exist and by the fundamental property (proposition 10.9 and proposition 10.14),
\[
(\min \{ \mu, 0 \})^* \leq \varphi \mu \leq (\max \{ \mu, 0 \})^*.
\]

Since the function \(\varphi\) is arbitrary, this implies
\[
(\min \{ \mu, 0 \})^* \leq \min \{ \mu, 0 \} \quad \text{and} \quad \max \{ \mu, 0 \} \leq (\max \{ \mu, 0 \})^*.
\]
Therefore, equality must hold in both cases. Using the method of sub and supersolutions (proposition 6.7), we deduce that \(\mu\) is a good measure.
PROOF OF THE CLAIM. By the localization property (lemma 5.3), \( \varphi u \in W^{1,1}_0(\Omega) \) and for every \( \varphi \in C_c^\infty(\Omega) \),
\[
\varphi u = \varphi f - \varphi \Delta u = (\varphi f + \Delta \varphi u + 2 \nabla \varphi \cdot \nabla u) - \Delta(\varphi u).
\]
If in addition \( 0 \leq \varphi \leq 1 \), then
\[
\min \{ u, 0 \} \leq \varphi u \leq \max \{ u, 0 \},
\]
hence by the integrability condition we have \( g(\varphi u) \in L^1(\Omega) \). Thus, \(-\Delta(\varphi u) + g(\varphi u)\) is a good measure. Since
\[
g(\varphi f + \Delta \varphi u + 2 \nabla \varphi \cdot \nabla u - g(\varphi u)) \in L^1(\Omega),
\]
by the previous corollary \( \varphi \mu \) is a good measure.
\[\square\]
This concludes the proof of the corollary.
\[\square\]

COROLLARY 10.23. Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function satisfying the sign condition and the integrability condition, and let \( \mu \in \mathcal{M}(\Omega) \). If there exists a monotone sequence \( (\mu_n)_{n \in \mathbb{N}} \) of good measures converging strongly to \( \mu \) in \( \mathcal{M}(\Omega) \), then \( \mu \) is a good measure.

PROOF. For every \( n \in \mathbb{N} \), \( \mu_n \) is a good measure less than or equal to \( \mu \). By the Perron method (proposition 10.2), the reduced measure \( \mu^* \) exists and by the fundamental property (proposition 10.9), we have
\[
\mu_n \leq \mu^*.
\]
As we let \( n \) tend to infinity, we deduce that \( \mu \leq \mu^* \). Thus, equality holds and \( \mu \) is a good measure.
\[\square\]

It is possible to give a direct proof of the previous corollary — without using the reduced measure — if we know that the sequence of solutions \( (u_n)_{n \in \mathbb{N}} \) is nondecreasing. In this case, the conclusion follows from the absorption estimate and corollary 6.10. This is the strategy we have adopted to study the Dirichlet problem with polynomial and exponential nonlinearities.

COROLLARY 10.24. Let \( g : \mathbb{R} \to \mathbb{R} \) be a continuous function satisfying the sign condition and the integrability condition, and let \( \mu \in \mathcal{M}(\Omega) \). If there exists a sequence \( (\mu_n)_{n \in \mathbb{N}} \) of good measures converging strongly to \( \mu \) in \( \mathcal{M}(\Omega) \), then \( \mu \) is a good measure.

In this corollary, the sequence \( (\mu_n)_{n \in \mathbb{N}} \) need not be monotone. When the nonlinearity \( g \) is nondecreasing, this property may be deduced from the contraction property of the Dirichlet problem (see proof of proposition 3.7).

PROOF. Since the sequence \( (\mu_n)_{n \in \mathbb{N}} \) converges in \( \mathcal{M}(\Omega) \), there exists a subsequence \( (\mu_{n_k})_{k \in \mathbb{N}} \) such that the series
\[
\sum_{k=0}^{\infty} \| \mu_{n_{k+1}} - \mu_{n_k} \|_{\mathcal{M}(\Omega)}
\]
converges. For this subsequence, there exist \( \Delta, \overline{\lambda} \in \mathcal{M}(\Omega) \) such that for every \( k \in \mathbb{N} \),
\[
\Delta \leq \mu_{n_k} \leq \overline{\lambda};
\]
the existence of $\lambda$ and $\overline{\lambda}$ follows by mimicking the proof of [18, theorem 4.9] for $L^p$ functions.

By the Perron method (proposition 10.2 and proposition 10.7), the reduced measures $\underline{\lambda}$ and $\overline{\lambda}$ exist. Thus, by the fundamental property (proposition 10.9 and proposition 10.14),

$$\underline{\lambda} \leq \mu_{\aleph_k} \leq \overline{\lambda}.$$ 

As $k$ tends to infinity, we get

$$\underline{\lambda} \leq \mu \leq \overline{\lambda}.$$ 

Since $\underline{\lambda}$ and $\overline{\lambda}$ are good measures, by corollary 10.18 $\mu$ is also a good measure. \qed
APPENDIX A

Sobolev capacity

Let $k \in \mathbb{N}$ and let $1 \leq p < +\infty$. Given a compact set $K \subset \mathbb{R}^N$, the $W^{k,p}$ capacity of $K$ is defined as

$$\text{cap}_{W^{k,p}}(K) = \inf \left\{ \|\varphi\|_{W^{k,p}(\mathbb{R}^N)}^p : \varphi \in C_c^\infty(\mathbb{R}^N) \text{ and } \varphi \geq 1 \text{ in } K \right\}.$$ 

We may extend the capacity to any subset $A \subset \mathbb{R}^N$ as follows. If $A$ is open, let

$$\text{cap}_{W^{k,p}}(A) = \sup \left\{ \text{cap}_{W^{k,p}}(K) : K \subset \mathbb{R}^N \text{ is compact and } K \subset A \right\},$$

and more generally,

$$\text{cap}_{W^{k,p}}(A) = \inf \left\{ \text{cap}_{W^{k,p}}(U) : U \subset \mathbb{R}^N \text{ is open and } A \subset U \right\}.$$ 

1. Pointwise convergence

If $\text{cap}_{W^{k,p}}(A) = 0$, then $A$ is negligible with respect to the Lebesgue measure in $\mathbb{R}^N$. In this sense, the $W^{k,p}$ capacity gives a finer information concerning pointwise convergence in $W^{k,p}(\mathbb{R}^N)$:

**Proposition A.1.** Let $k \in \mathbb{N}$ and $1 < p < +\infty$, and let $(\varphi_n)_{n \in \mathbb{N}}$ be a sequence in $C_c^\infty(\mathbb{R}^N)$. If $(\varphi_n)_{n \in \mathbb{N}}$ converges in $W^{k,p}(\mathbb{R}^N)$, then there exists a subsequence $(\varphi_{n_i})_{i \in \mathbb{N}}$ converging pointwisely in $\mathbb{R}^N \setminus E$ for some Borel set $E \subset \mathbb{R}^N$ such that $\text{cap}_{W^{k,p}}(E) = 0$.

The proof is based on the following properties of the capacity:

**Proposition A.2.** Let $k \in \mathbb{N}$ and $1 \leq p < +\infty$. For every $A, B \subset \mathbb{R}^N$ such that $A \subset B$,

$$\text{cap}_{W^{k,p}}(A) \leq \text{cap}_{W^{k,p}}(B).$$

**Proposition A.3.** Let $k \in \mathbb{N}$. If $1 < p < +\infty$, then for every sequence $(A_n)_{n \in \mathbb{N}}$ of subsets of $\mathbb{R}^N$,

$$\text{cap}_{W^{k,p}}\left(\bigcup_{n=0}^\infty A_n\right) \leq C \sum_{n=0}^\infty \text{cap}_{W^{k,p}}(A_n),$$

for some constant $C > 0$ depending on $N$, $k$ and $p$.

**Proposition A.4.** Let $k \in \mathbb{N}$. If $1 < p < +\infty$, then for every $\varphi \in C_c^\infty(\mathbb{R}^N)$ and for every $\alpha > 0$,

$$\text{cap}_{W^{k,p}}(\{|\varphi| \geq \alpha\}) \leq \frac{C}{\alpha^p} \|\varphi\|_{W^{k,p}(\mathbb{R}^N)}^p,$$

for some constant $C > 0$ depending on $N$, $k$ and $p$. 
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The set function \( \text{cap}_{W^{k,p}} \) we have defined does not seem to be a true capacity in the sense of Choquet [33] since we do not know whether it is subadditive, or equivalently whether the conclusion of proposition above holds with constant \( C = 1 \). This is so when \( k = 1 \) and \( 1 \leq p < +\infty \) [109, théorème 26.2] but it is unlikely to be the case when \( k \geq 2 \) since the constant should depend on the norm we choose to compute \( |D^ju| \) pointwisely.

The capacitary estimate of proposition A.4 would be a trivial consequence of the definition of the capacity if we could take the function \( |\varphi|/\alpha \) as test function. If \( k = 1 \), this is almost true since \( |\varphi| \in W^{1,p}(\mathbb{R}^N) \) and by a convolution argument we have the estimate with \( C = 1 \). This argument is no longer possible for \( k \geq 2 \) since it need not be true that \( |\varphi| \in W^{k,p}(\mathbb{R}^N) \).

The proofs of proposition A.3 and A.4 are based on the following lemma:

**Lemma A.5.** Let \( k \in \mathbb{N}_* \). If \( 1 < p < +\infty \), then for every \( \varphi_1, \ldots, \varphi_\ell \in C_\infty^c(\mathbb{R}^N) \), there exists \( \psi \in C_\infty^c(\mathbb{R}^N) \) such that

\[
\max \{ \varphi_1, \ldots, \varphi_\ell \} \leq \psi
\]

and

\[
\|\psi\|_{W^{k,p}(\mathbb{R}^N)}^p \leq C \sum_{i=1}^\ell \|\varphi_i\|_{W^{k,p}(\mathbb{R}^N)}^p,
\]

for some constant \( C > 0 \) depending on \( N, k \) and \( p \).

**Proof.** Let \( G_k \) be the Bessel potential in \( \mathbb{R}^N \), that is to say, \( G_k : \mathbb{R}^N \to \mathbb{R} \) is a positive function whose Fourier transform is given by

\[
\hat{G}_k(\xi) = (1 + 4\pi^2 \|x\|^2)^{-\frac{k}{2}}.
\]

The Bessel potential establishes an isomorphism between \( L^p(\mathbb{R}^N) \) and \( W^{k,p}(\mathbb{R}^N) \): for each \( i \in \{1, \ldots, \ell\} \), there exists \( f_i \in L^p(\mathbb{R}^N) \) such that

\[
\varphi_i = G_k * f_i
\]

and

\[
\|f_i\|_{L^p(\mathbb{R}^N)} \leq C_1 \|\varphi_i\|_{W^{k,p}(\mathbb{R}^N)};
\]

see [102, theorem V.3].

Let

\[
h = \max \{ f_1, \ldots, f_\ell \}.
\]

Then, for every \( i \in \{1, \ldots, \ell\} \), \( \varphi_i \leq G_k * h \), whence

\[
\max \{ \varphi_1, \ldots, \varphi_\ell \} \leq G_k * h.
\]

Moreover,

\[
\int_{\mathbb{R}^N} |h|^p \leq \sum_{i=1}^\ell \int_{\mathbb{R}^N} |f_i|^p \leq C_2 \sum_{i=1}^\ell \|\varphi_i\|_{W^{k,p}(\mathbb{R}^N)}^p.
\]

If \( G_k * h \in C_\infty^c(\mathbb{R}^N) \), then we are done. If this is not the case, then we may apply an approximation argument as follows. First of all, note that \( h \) does not coincide with any of the functions \( f_i \). Thus, for every \( x \in \mathbb{R}^N \) we have

\[
\max \{ \varphi_1(x), \ldots, \varphi_\ell(x) \} < G_k * h(x).
\]
For every $i \in \{1, \ldots, \ell\}$, the function $f_i$ has fast decay at infinity, hence $h$ also has fast decay at infinity. In particular, $G_k \ast h$ is continuous in $\mathbb{R}^N$. We may take the function $\psi$ of the form

$$\psi = [\rho_\epsilon \ast (G_k \ast h)] \zeta,$$

where $\epsilon > 0$ is such that for every $x \in \bigcup_{i=1}^{\ell} \text{supp} \phi_i$

$$\max \{\phi_1(x), \ldots, \phi_\ell(x)\} \leq \rho_\epsilon \ast (G_k \ast h)$$

and $\zeta \in C^\infty_\text{c}(\mathbb{R}^N)$ is such that $\zeta = 1$ on $\bigcup_{i=1}^{\ell} \text{supp} \phi_i$ and for some given $\alpha > 1$,

$$\| [\rho_\epsilon \ast (G_k \ast h)] \zeta \|_{W^{k,p}(\mathbb{R}^N)} \leq \alpha \| \rho_\epsilon \ast (G_k \ast h) \|_{W^{k,p}(\mathbb{R}^N)}.$$

Thus,

$$\| \psi \|_{W^{k,p}(\mathbb{R}^N)} \leq \alpha \| G_k \ast h \|_{W^{k,p}(\mathbb{R}^N)} \leq C_3 \| h \|_{L^p(\mathbb{R}^N)}.$$

This gives the estimate we sought. □

**Proof of Proposition A.3.** We prove the proposition for a sequence $(A_n)_{n \in \mathbb{N}}$ of open subsets of $\mathbb{R}^N$. Given a compact set $K \subset \bigcup_{n \in \mathbb{N}} A_n$, there exists finitely open sets $A_{n_1}, \ldots, A_{n_\ell}$ such that

$$K \subset A_{n_1} \cup \cdots \cup A_{n_\ell}.$$ 

For each $i \in \{1, \ldots, \ell\}$, take a compact set $K_i \subset A_{n_i}$ such that

$$K_i = K_{i_1} \cup \cdots \cup K_{i_\ell}.$$ 

Then, by monotonicity of the capacity,

$$\sum_{i=1}^{\ell} \text{cap}_{W^{k,p}}(K_i) \leq \sum_{i=1}^{\ell} \text{cap}_{W^{k,p}}(A_{n_i}) \leq \sum_{n=0}^{\infty} \text{cap}_{W^{k,p}}(A_n).$$

For each $i \in \{1, \ldots, \ell\}$, let $\phi_i \in C^\infty_\text{c}(\Omega)$ be such that $\phi_i \geq 1$ in $K_i$. Then,

$$\max \{\phi_1, \ldots, \phi_\ell\} \geq 1 \text{ in } K.$$

Let $\psi \in C^\infty_\text{c}(\mathbb{R}^N)$ be a function satisfying the conclusion of the previous lemma. Since $\psi \geq 1$ in $K$, we deduce that

$$\text{cap}_{W^{k,p}}(K) \leq \| \psi \|_{W^{k,p}(\mathbb{R}^N)}^p \leq C \sum_{i=1}^{\ell} \| \phi_i \|_{W^{k,p}(\mathbb{R}^N)}^p.$$

Taking the infimum of the right-hand side over the functions $\phi_i$, we deduce that

$$\text{cap}_{W^{k,p}}(K) \leq C \sum_{i=1}^{\ell} \text{cap}_{W^{k,p}}(K_i) \leq C \sum_{n=0}^{\infty} \text{cap}_{W^{k,p}}(A_n).$$

Since this estimate holds for every compact subset of $\bigcup_{n \in \mathbb{N}} A_n$, the conclusion holds when all the sets $A_n$ are open. □
PROOF OF PROPOSITION A.4. By the previous lemma, there exists \( \psi \in C^\infty_c(\mathbb{R}^N) \) such that
\[
|\varphi| = \max \{ \varphi, -\varphi \} \leq \psi
\]
and
\[
\|\psi\|_{W^{k,p}(\mathbb{R}^N)} \leq C\|\varphi\|_{W^{k,p}(\mathbb{R}^N)}.
\]
Since \( \psi/\alpha \geq 1 \) in the set \( \{|\varphi| \geq \alpha\} \), by the definition of capacity we have the conclusion. \( \square \)

We now prove the pointwise convergence up to sets of zero capacity:

PROOF OF PROPOSITION A.1. Given a sequence of positive numbers \( (\alpha_i)_{i \in \mathbb{N}} \) and a subsequence \( (\varphi_{n_i})_{i \in \mathbb{N}} \) of \( (\varphi_n)_{n \in \mathbb{N}} \), let
\[
E = \bigcap_{j=0}^{\infty} \bigcup_{i=j}^{\infty} \{|\varphi_{n_{i+1}} - \varphi_{n_i}| \geq \alpha_i\}.
\]
If the series \( \sum_{i=0}^{\infty} \alpha_i \) converges, then for every \( x \in \mathbb{R}^N \setminus E \), \( (\varphi_{n_i}(x))_{i \in \mathbb{N}} \) is a Cauchy sequence in \( \mathbb{R}^N \).

For every \( j \in \mathbb{N} \) we have by monotonicity and by subadditivity of the capacity,
\[
\text{cap}_{W^{k,p}}(E) \leq \text{cap}_{W^{k,p}}\left( \bigcup_{i=j}^{\infty} \{|\varphi_{n_{i+1}} - \varphi_{n_i}| \geq \alpha_i\} \right)
\]
\[
\leq C\sum_{i=j}^{\infty} \text{cap}_{W^{k,p}}\left( \{|\varphi_{n_{i+1}} - \varphi_{n_i}| \geq \alpha_i\} \right).
\]
By the capacitary estimate of the sets \( \{|\varphi_{n_{i+1}} - \varphi_{n_i}| \geq \alpha_i\} \) (proposition A.4),
\[
\text{cap}_{W^{k,p}}\left( \{|\varphi_{n_{i+1}} - \varphi_{n_i}| \geq \alpha_i\} \right) \leq \frac{C}{\alpha_i} \|\varphi_{n_{i+1}} - \varphi_{n_i}\|_{W^{k,p}(\mathbb{R}^N)}^p.
\]
Thus,
\[
\text{cap}_{W^{k,p}}(E) \leq C^2 \sum_{i=j}^{\infty} \frac{1}{\alpha_i^p} \|\varphi_{n_{i+1}} - \varphi_{n_i}\|_{W^{k,p}(\mathbb{R}^N)}^p.
\]
Choosing a subsequence \( (\varphi_{n_i})_{i \in \mathbb{N}} \) such that the series
\[
\sum_{i=0}^{\infty} \frac{1}{\alpha_i^p} \|\varphi_{n_{i+1}} - \varphi_{n_i}\|_{W^{k,p}(\mathbb{R}^N)}^p
\]
converges, then \( \text{cap}_{W^{k,p}}(E) = 0 \) and the conclusion follows. \( \square \)

REMARK A.6. If the sequence \( (\varphi_n)_{n \in \mathbb{N}} \) converges in \( W^{k,p}(\mathbb{R}^N) \) to a continuous function \( u \), then for every \( j \in \mathbb{N} \), the subsequence \( (\varphi_{n_i})_{i \in \mathbb{N}} \) converges uniformly to \( u \) in \( \bigcup_{i=j}^{\infty} \{|\varphi_{n_{i+1}} - \varphi_{n_i}| \geq \alpha_i\} \). Hence, the function \( u \) is the pointwise limit of \( (\varphi_{n_i})_{i \in \mathbb{N}} \) in \( \mathbb{R}^N \setminus E \).
2. Quasicontinuous representative

We summarize in this section some results related to quasicontinuous representatives.

We recall the definition of a quasicontinuous function:

**Definition A.7.** A function \( v : \Omega \to \mathbb{R} \) is quasicontinuous with respect to the \( W^{k,p} \) capacity if for every \( \epsilon > 0 \) there exists a Borel set \( E \subset \Omega \) such that \( \text{cap}_{W^{k,p}}(E) \leq \epsilon \) and \( v \) is continuous in \( \Omega \setminus E \).

The existence of quasicontinuous representatives follows from the pointwise convergence we proved in the previous section:

**Proposition A.8.** Let \( k \in \mathbb{N}_* \) and \( 1 < p < +\infty \). For every \( u \in W^{k,p}(\Omega) \), there exists a quasicontinuous function \( \hat{u} : \Omega \to \mathbb{R} \) with respect to the \( W^{k,p} \) capacity such that \( u = \hat{u} \) almost everywhere in \( \Omega \).

We may state the following capacitary estimate for the level sets of \( W^{k,p} \) functions:

**Corollary A.9.** Let \( k \in \mathbb{N}_* \). If \( 1 < p < \infty \), then for every \( u \in W^{k,p}(\mathbb{R}^N) \) and for every \( \alpha > 0 \),

\[
\text{cap}_{W^{k,p}}(\{|\hat{u}| > \alpha\}) \leq \frac{C}{\alpha^p}||u||^p_{W^{k,p}(\mathbb{R}^N)},
\]

for some constant \( C > 0 \) depending on \( N, k \) and \( p \).

Although solutions of the linear Dirichlet problem need not belong to \( W_0^{1,2}(\Omega) \), they have a \( W^{1,2} \) quasicontinuous representative [25, lemma 1]:

**Proposition A.10.** Let \( \mu \in \mathcal{M}(\Omega) \). If \( u \) is the solution of the Dirichlet problem

\[
\begin{cases}
-\Delta u = \mu & \text{in } \Omega, \\
u = 0 & \text{on } \partial\Omega,
\end{cases}
\]

then there exists a quasicontinuous function \( \hat{u} : \Omega \to \mathbb{R} \) with respect to the \( W^{1,2} \) capacity such that \( \hat{u} = u \) almost everywhere in \( \Omega \).

By the interpolation inequality (lemma 4.7), for every \( \kappa > 0 \) we have \( T_\kappa(u) \in W_0^{1,2}(\Omega) \). The quasicontinuous representative \( \hat{u} \) is defined so that \( T_\kappa(\hat{u}) \) is a quasicontinuous representative of \( T_\kappa(u) \) with respect to the \( W^{1,2} \) capacity.
APPENDIX B

Hausdorff measure

Let $0 \leq s < +\infty$ and $0 < \delta \leq +\infty$. Given a set $A \subset \mathbb{R}^N$, define the Hausdorff outer measures of dimension $s$,

$$\mathcal{H}_s^\delta(A) = \inf \left\{ \sum_{n=0}^{\infty} \omega_s r_n^s : A \subset \bigcup_{n=0}^{\infty} B(x_n; r_n) \text{ and } 0 \leq r_n \leq \delta \right\},$$

where

$$\omega_s = \frac{\pi^{\frac{N}{2}}}{\Gamma(\frac{N}{2} + 1)}$$

and $\Gamma$ denotes the Gamma function. When $s$ is an integer, $\omega_s$ is the volume of the unit ball in $\mathbb{R}^s$. The outer measure $\mathcal{H}_s^\infty(A)$ is usually called the Hausdorff content of $A$ of dimension $s$.

The Hausdorff measure of dimension $s$ of $A$ is then defined as the limit

$$\mathcal{H}^s(A) = \lim_{\delta \to 0} \mathcal{H}_s^\delta(A).$$

We have adopted Hausdorff’s original definition [61, definition 1] of Hausdorff measures. Nowadays, this definition is usually referred to as the spherical Hausdorff measure since we are covering the set $A$ using balls instead of arbitrary bounded sets. The equivalence between the $N$ dimensional Hausdorff measure and the Lebesgue measure in $\mathbb{R}^N$ is more transparent using Hausdorff’s definition since it does not require the isodiametric inequality [48, section 2.2].

1. Density estimate

The Hausdorff outer measures $\mathcal{H}_s^\delta$ have some properties that we would naively expect from the Hausdorff measure $\mathcal{H}^s$ but the Hausdorff measure itself does not have. For instance, they are finite on bounded subsets of $\mathbb{R}^N$ and they measure balls in $\mathbb{R}^N$ as if they were balls of dimension $s$:

**Proposition B.1.** Let $0 \leq s < +\infty$ and $0 < \delta \leq +\infty$. For every $x \in \mathbb{R}^N$ and for every $0 \leq r \leq \delta$,

(i) if $0 \leq s \leq N$, then $\mathcal{H}_s^\delta(B(x; r)) = \omega_s r^s$,

(ii) if $s > N$, then $\mathcal{H}_s^\delta(B(x; r)) = 0$.

**Proof.** We begin with the case $0 \leq s \leq N$. The inequality

$$\mathcal{H}_s^\delta(B(x; r)) \leq \omega_s r^s$$

### Footnote

1An alternative proof based on the fact that $\mathcal{H}^N$ is invariant under translations can be found in [51, proposition 11.20].
is clear for every $0 \leq r \leq \delta$. The reverse inequality follows from the fact that for every $r > 0$, if $(B(x_n; r_n))_{n \in \mathbb{N}}$ is a sequence of balls covering $B(x; r)$, then by subadditivity of the Lebesgue measure

$$\sum_{n=0}^{\infty} r_n^N \leq \sum_{n=0}^{\infty} r_n^s,$$

and if in addition we have $0 \leq \frac{r}{\delta} \leq 1$, then

$$r^s = (r^N)^{s/N} \leq \left( \sum_{n=0}^{\infty} r_n^N \right)^{s/N} \leq \sum_{n=0}^{\infty} r_n^s.$$

Minimizing over all possible coverings of $B(x; r)$, the reverse inequality follows.

We now consider the case $s > N$. Given $0 < \delta \leq \delta$, if $(B(x_n; r_n))_{n \in \mathbb{N}}$ is a sequence of balls covering $B(x; r)$ such that for every $n \in \mathbb{N}$, $0 \leq r_n \leq \delta$, then

$$\mathcal{H}^s_\delta(B(x; r)) \leq \sum_{n=0}^{\infty} \omega_s r_n^s = \sum_{n=0}^{\infty} \omega_s \delta^s - N \sum_{n=0}^{\infty} r_n^N.$$

We may choose the sequence $(B(x_n; r_n))_{n \in \mathbb{N}}$ so that

$$\sum_{n=0}^{\infty} r_n^N \leq r^N + 1.$$

Thus,

$$\mathcal{H}^s_\delta(B(x; r)) \leq \omega_s \delta^s - N (r^N + 1)$$

Letting $\delta$ tend to 0, we have the conclusion. □

We can use the Hausdorff outer measures $\mathcal{H}^s_\delta$ to give density estimates of the type

$$\nu(B(x; r)) \leq C r^s$$

for a nonnegative measure $\nu \in \mathcal{M}(\mathbb{R}^N)$. Indeed, if the inequality

$$\nu \leq \alpha \mathcal{H}^s_\delta$$

holds, then for every $x \in \mathbb{R}^N$ and $0 \leq r \leq \delta$, we may apply this estimate on the ball $B(x; r)$ to get

$$\nu(B(x; r)) \leq \alpha \omega_s r^s.$$

If we are only interested in this density estimate, the inequality $\nu \leq \alpha \mathcal{H}^s_\delta$ seems too strong since it gives an information on all Borel subsets of $\mathbb{R}^N$. As it was observed by Frostman [52], these conditions are actually equivalent:

**Proposition B.2.** Let $0 < \alpha < +\infty$ and $0 \leq s < +\infty$, and let $\nu \in \mathcal{M}(\mathbb{R}^N)$ be a nonnegative measure. Then, $\nu \leq \alpha \mathcal{H}^s_\delta$ if and only if for every $x \in \mathbb{R}^N$ and for every $0 \leq r \leq \delta$,

$$\nu(B(x; r)) \leq \alpha \omega_s r^s.$$

This property appears in the proof of [52, §46, theorem 2].
2. Uniform Approximation

PROOF. It suffices to establish the result for \( \alpha = 1 \).

For the direct implication, if \( \nu \leq \mathcal{H}^s_\delta \), then for every \( x \in \mathbb{R}^N \) and for every \( r \geq 0 \),

\[
\nu(B(x; r)) \leq \mathcal{H}^s_\delta(B(x; r)).
\]

If in addition \( r \leq \delta \), then

\[
\mathcal{H}^s_\delta(B(x; r)) \leq \omega_s r^s
\]

and the conclusion follows.

Conversely, given a Borel set \( A \subset \mathbb{R}^N \), consider a sequence of balls \((B(x_n; r_n))_{n \in \mathbb{N}}\) covering \( A \). Since the measure \( \nu \) is subadditive,

\[
\nu(A) \leq \sum_{n=0}^{\infty} \nu(B(x_n; r_n)).
\]

If for every \( n \in \mathbb{N} \), \( r_n \leq \delta \), then by the assumption on the measure \( \nu \) on each ball \( B(x_n; r_n) \),

\[
\nu(A) \leq \sum_{n=0}^{\infty} \omega_s r_n^s.
\]

Taking the infimum over all sequences of balls \((B(x_n; r_n))_{n \in \mathbb{N}}\) covering \( A \), the conclusion follows. \( \square \)

Density conditions of the type

\[
\nu(B(x; r)) \leq Cr^s
\]

are common in the literature:

(a) a nonnegative measure \( \nu \in \mathcal{M}(\mathbb{R}^N) \) belongs to \((BV(\mathbb{R}^N))'\) if and only if there exists \( C > 0 \) such that

\[
\nu(B(x; r)) \leq Cr^{N-1};
\]

see [80, theorem 4.7],

(b) if a nonnegative measure \( \nu \in \mathcal{M}(\mathbb{R}^N) \) satisfies

\[
\nu(B(x; r)) \leq Cr^{N-2+\alpha}
\]

for some \( 0 < \alpha < 1 \), then the Newtonian potential generated by \( \nu \) is Hölder continuous with exponent \( \alpha \); see [32, chapter VII; 45, lemma 3].

2. Uniform approximation

The Hausdorff measure \( \mathcal{H}^s \) is not \( \sigma \)-finite when \( 0 \leq s < N \), but it naturally induces finite Borel measures:

**Proposition B.3.** Let \( 0 \leq s < +\infty \) and let \( A \subset \mathbb{R}^N \) be a Borel set. If \( \mathcal{H}^s(A) < +\infty \), then \( A \) is \( \mathcal{H}^s \)-measurable and \( \mathcal{H}^s|_A \in \mathcal{M}(\mathbb{R}^N) \).

This proposition is a consequence of Carathéodory’s theorem on measurable sets [51, proposition 11.16] since the Hausdorff measure \( \mathcal{H}^s \) satisfies the property of metric additivity [51, proof of proposition 11.17; 98, theorem 16]:

**Lemma B.4.** Let \( 0 \leq s < +\infty \) and \( 0 \leq \delta < +\infty \). For every disjoint sets \( A_1, A_2 \subset \mathbb{R}^N \), if \( d(A_1, A_2) \geq \delta \), then

\[
\mathcal{H}^s_\delta(A_1 \cup A_2) = \mathcal{H}^s_\delta(A_1) + \mathcal{H}^s_\delta(A_2).
\]
COROLLARY B.5. Let \( 0 \leq s < +\infty \). For every disjoint sets \( A_1, A_2 \subset \mathbb{R}^N \), if \( d(A_1, A_2) > 0 \), then

\[
H^s(A_1 \cup A_2) = H^s(A_1) + H^s(A_2).
\]

The proof of the lemma relies on the fact that an open ball of radius at most \( d(A_1, A_2) \) cannot intersect simultaneously \( A_1 \) and \( A_2 \).

The Hausdorff outer measures \( H^s_\delta \) converge uniformly to the Hausdorff measure \( H^s \) on sets of finite Hausdorff measure:

PROPOSITION B.6. Let \( 0 \leq s < +\infty \) and let \( A \subset \mathbb{R}^N \) be a Borel set. If \( H^s(A) < +\infty \), then for every \( \epsilon > 0 \) there exists \( \delta > 0 \) such that for every \( B \subset A \),

\[
0 \leq H^s(B) - H^s_\delta(B) \leq \epsilon.
\]

This property appears in the book of Falconer [49, lemma 1.7]. It is surprising that this uniform approximation of the Hausdorff measure is not mentioned more often in elementary books on Hausdorff measure.

We follow the strategy of the proof from [49]:

PROOF. Since \( A \) is measurable and \( H^s(A) < +\infty \), we have for every \( B \subset A \),

\[
H^s(B) = H^s(A) - H^s(A \setminus B).
\]

Thus, for every \( \delta > 0 \),

\[
H^s(B) \leq H^s(A) - H^s_\delta(A \setminus B).
\]

Given \( \epsilon > 0 \), we choose \( \delta > 0 \) such that

\[
H^s(A) \leq H^s_\delta(A) + \epsilon.
\]

Hence,

\[
H^s(B) \leq H^s_\delta(A) - H^s_\delta(A \setminus B) + \epsilon.
\]

Let \( (B(x_n; r_n))_{n \in \mathbb{N}} \) be any sequence of balls covering \( B \) with \( 0 \leq r_n \leq \delta \) and let \( (B(y_n; t_n))_{n \in \mathbb{N}} \) be any sequence of balls covering \( A \setminus B \) such that \( 0 \leq t_n \leq \delta \). Combining both sequences, we obtain a covering of \( A \). Thus,

\[
H^s_\delta(A) \leq \sum_{n=0}^{\infty} \omega s r_n^s + \sum_{n=0}^{\infty} \omega s t_n^s
\]

and this implies

\[
H^s(B) \leq \sum_{n=0}^{\infty} \omega s r_n^s + \sum_{n=0}^{\infty} \omega s t_n^s - H^s_\delta(A \setminus B) + \epsilon.
\]

Since the sequences \( (B(x_n; r_n))_{n \in \mathbb{N}} \) and \( (B(y_n; t_n))_{n \in \mathbb{N}} \) are independent of each other, we can take the infimum over all possible choices of sequences to get

\[
H^s(B) \leq H^s_\delta(B) + H^s_\delta(B \setminus A) - H^s_\delta(A \setminus B) + \epsilon = H^s_\delta(B) + \epsilon.
\]

Since \( H^s_\delta(B) \leq H^s(B) \), the conclusion follows. \( \square \)
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