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ABSTRACT
Severe acute respiratory syndrome coronavirus (SARS-CoV) is a major family of viruses that cause infections in both animals and humans, including common cold, coronavirus disease (COVID-19), severe acute respiratory syndrome (SARS), and Middle East respiratory syndrome. This study primarily aims to predict the number of COVID-19 positive cases in 36 states of Nigeria using a long short-term memory (LSTM) algorithm of deep learning. The proposed approach employs K-means clustering to detect outliers and principal component analysis (PCA) to select important features from the dataset. The LSTM was chosen because of its non-linear characteristics to handle the dataset. As COVID-19 cases follow non-linear characteristics, LSTM is the most suitable algorithm for predicting their numbers. For comparison, several types of machine learning algorithms, such as naive Bayes, XG-boost, and SVM, were employed. After the comparison, LSTM was observed to be superior among all algorithms.

1. Introduction
Severe acute respiratory syndrome coronavirus (SARS-CoV-2) causes the coronavirus disease (COVID-19), which first emerged in the Chinese city of Wuhan in late 2019 and caused significant public health and socioeconomic unrest [1]. Difficulty in breathing, fever, coughing, and sore throat are some of the basic symptoms of COVID-19. COVID-19 spreads among people in different ways: people in close contact with each other. For example, at a conversational distance, the virus can spread from an infected person’s mouth or nose via droplets produced while coughing, sneezing, speaking, singing, or breathing. The virus can also spread in poorly ventilated and/or crowded indoor settings, where people tend to spend longer periods of time. People may also become infected by touching their eyes, nose, or mouth after touching surfaces that have been contaminated by the virus [2]. The disease emerged from a traditional seafood market in late December 2019 in Wuhan, China. Furthermore, it gradually spread to many other countries [3]. Initially, the infected patients were diagnosed with pneumonia. Consequently, in early January 2020, 41 patients were tested positive for COVID-19. Similarly, 25 jurisdictions in China reported 571 COVID-19 cases on January 22, 2020. Furthermore, China certified 7734 COVID-19 instances. Ninety more instances were verified in 13 countries, as of January 30, 2020, including Canada, the United Arab Emirates, Germany, and the United States.

On May 27, 2020, a total of 5,656,615 COVID-19 cases were reported worldwide. Several preventive measures were adopted by the Chinese government to curtail the outbreak due to the rising number of cases. In early 2020, the authorities of Wuhan, China, shut down all modes of transportation, including road, rail, and air and imposed quarantine on all other Chinese cities [4].

To prevent the global spread of COVID-19, government authorities employed a variety of measures, including suppression and a combination of mitigation strategies. Some of these strategies include social isolation, mandatory usage of face masks, frequent hand washing, ceasing any public or private activities except for vital services, and home isolation for positive and suspected COVID-19 cases. Additionally, to further reduce the spread of the virus, detected cases were instantaneously placed in isolation for immediate treatment, and many countries monitored individuals who may have been in contact with infected individuals [3–5].

The first Nigerian COVID-19 case was declared on February 27, 2020. In addition, on May 27, 2020, a total of 8733 new cases of COVID-19 were recorded, with 5978 active cases, 254 fatalities, and 2501 discharged cases. The Lagos state of COVID-19 epicenter, reported 4012
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confirmed cases, 3220 active cases, 47 fatalities, and 745 discharged cases on the same day. It is noteworthy that, in a population of over 200 million people, only 48,544 samples were tested for COVID-19 on May 27, 2020. Consequently, many COVID-19 cases in the general population went unnoticed, causing an underreporting of the disease’s actual prevalence in the country. Therefore, more cases of COVID-19 are expected to be detected using an enhanced testing rate, which will provide clearer insight into the gravity of the pandemic [5].

ML algorithms are used to improve patients’ health by enhancing the prognosis, monitoring, diagnosis, and therapy management. Since the outbreak of the COVID-19 pandemic, researchers have demonstrated great interest in employing ML approaches to mitigate it. The authors of [6] built a model that estimated COVID-19 transmission in the 10 most afflicted states of India for 30 days, using a system modeling and identification method. Their results showed that their model can accurately capture variations in COVID-19 cases, which exhibit a rapid increase in cumulative cases and death rates. However, their prediction depends on certain system parameters and can differ based on factors, such as social distancing, vaccines, and lockdown.

In the Lagos state of Nigeria, a mathematical model was employed to develop a forecasting technique for aggregate cases and COVID-19 positive. This model depicts the consequences of preventative strategies, including mandatory face mask usage, social distancing, case discovery by contact-tracking, and follow-up testing. The authors of [7] studied 151 published studies and analyzed COVID-19 data using the XGBoost model by incorporating data from 413 patients. Based on clinical data variables, they divided the patients into subgroups and used the model to identify them as patients with COVID-19 or influenza. The model used patient symptoms and regular test results to predict the presence of the virus. Their findings suggest that computational tools trained on a large clinical dataset might lead to more precise COVID-19 diagnosis models, thereby reducing the impact of testing gaps. According to the findings, COVID-19 patients were identified from influenza patients with a sensitivity of 92.5% and a specificity of 97.9%.

The COVID-19 dataset exhibited non-linear characteristics. A dataset is non-linear if it is not linearly separable. As shown in Fig. 1, a scatter diagram was plotted, taking the number of weeks on the X-axis (for a period of 20 weeks) and the number of cases on the Y-axis. This shows that there is no clear-cut separation of cases when the number of weeks increases. However, the number of cases did not follow a definite trend. Owing to these characteristics, the aforementioned algorithms are not sufficiently accurate. This study provides a deep learning-based strategy for predicting and evaluating COVID-19 positive instances that incorporate principal component analysis (PCA), K-means clustering (KMC), and RNN-based long short-term memory (LSTM) deep learning algorithms. The LSTM algorithm is the most suitable when the dataset is non-linear. The dataset was studied using XGBoost, SVM, and the naive Bayes model, among other ML approaches.

Fig. 1. Scatter diagram for COVID-19 cases and dates.
169 were suspected to be COVID-19 positive in China. Their model correctly identified COVID-19 patients with related symptoms, with a cross-validation set accuracy of 0.9795 and a test set accuracy of 0.9697. The model outperformed the baseline models, with a sensitivity of 0.9512, specificity of 0.9697, and accuracy of 0.9595. They realized that their model would be crucial if used for many early screenings on COVID-19 suspected patients. However, this approach should be tested using additional clinical practices.

Using petrochemical results from standard blood tests, two ML classification algorithms for COVID-19 prediction were developed [10]. The dataset was obtained from 279 COVID-19 suspected patients at San Raffaele Hospital, Italy. Among the patients, 177 tested positive, while the other 102 tested negative. Their model revealed the possibility and utility of using blood test analysis and ML, instead of RT-PCR, to discover COVID-19 positive patients. Several ML approaches were used by the model, such as ET, RF, KNN, and SVM among others, out of which the RF classifier achieved the best performance, with 84% area under the curve (AUC), 82% accuracy, 92% sensitivity, and 65% specificity, which was the fundamental contribution of the model.

Researchers of [11] developed a ML COVID-19 prediction model using a random forest algorithm based on routinely available laboratory values. They used information from 1528 patients where 65 were confirmed positive. The model had an accuracy of 81%, an AUC of 0.74, 60% sensitivity, and 82% specificity. They discovered that they could predict the findings of SARS-CoV-2 reverse transcription polymerase chain reaction (RT-PCR) with a reasonable degree of accuracy by using common blood parameters. They also found that, when predicting COVID-19, the most important features to consider were red blood cell count and hemoglobin level.

A logistic regression strategy was used to construct a ML model using two variables: the patient’s blood count and sex [12]. Data were obtained from the blood count COVID-19 test results of emergency department patients who were above 18 years of age. At Stanford Health Care, the model was trained on 357 patients who tested negative and 33 patients who tested positive for COVID-19. Three blood count components were considered as features: absolute lymphocyte count, hematocrit, absolute neutrophil count, and male sex. Their findings revealed that a decision support tool has a high negative predictive value for COVID-19 RT-PCR results in various northwestern states of the US and South Korean populations. Their approach was able to achieve a sensitivity between 86% and 93%, specificity between 35% and 55%, and C-statistic of 78%.

The researchers used nine simple survey questions to develop an approach that estimates the likelihood of a person testing positive for the virus [13]. They used a dataset obtained from a survey of Israeli residents from different cities. Datasets from 43,752 adults were used, of which 498 were confirmed positive. The model was trained using a logistic regression technique, which yielded an AUROC of 0.737 and an AuPR of 0.144. Their model is good; however, it depends on self-reports from interested participants, which may lead to bias and non-objective assessment of symptoms.

Using a binary logistic regression technique, researchers of [14] developed a scoring model that predicts the chance of COVID-19 positivity. From three hospitals in France, they included 400 patients with clinical COVID-19 infection, of which 258 were positive. Their findings performed well in the validation cohort, with an AUC of 88.9%, a sensitivity of 80.3%, and a positive predictive value of 92.3%. Lymphocytes, basophils, neutrophils, and eosinophils were strongly associated with COVID-19 diagnosis.

The number of COVID-19 cases in India’s 32 states has been forecasted using a variety of recurrent neural networks (RNNs) with long short-term memory (LSTM) [15]. To aid the identification of COVID-19 hotspots, states were grouped according to their case counts and daily growth rates. The researchers developed a website for scholars, authorities, and planners in which their model’s state-by-state projections are updated. Their findings indicate that the model’s accuracy is very high for short-term forecasting, with less than 3% error for daily and 8% for weekly forecasts.

Using an LSTM classification model, this paper proposes a ML technique that integrates PCA and K-means clustering to forecast COVID-19 cases. To our knowledge, the approaches proposed in this study have not been adopted by researchers in Nigeria. This study makes significant contributions by predicting the number of positive cases, which enables governments to design preventive measures. The outcomes of this study will contribute to a better understanding of the rate of COVID-19 transmission in Nigeria, which will aid in the development of preventative measures.

3. System architecture

This section outlines various steps adopted for implementation of the COVID-19 prediction model.

3.1. Study site

All 36 states of Nigeria and the federal capital territory were selected for the study.

3.2. Dataset description

This study analyzed the Nigerian COVID-19 dataset retrieved from the Nigerian Center for Disease Control (NCDC). From February 29, 2020, when the first COVID-19 case was reported, to January 15, 2022, the dataset contains 254,124 confirmed weekly cases from 36 states and the federal capital area, all of which were tested for COVID-19. The dataset contains six attributes with a single target class (confirmed) and the following attributes: impacted states, confirmed (total/last week), recovery (total/last week), deaths (total/last week), and active testing (total/last week).

A statistical method for missing data, known as linear weighted moving average, was used to input missing values in each individual series to maintain the model’s sequential learning capacity and prediction accuracy. The data were divided into training and testing groups using K-fold cross-validation. Table 1 represents a sample dataset used in this study.

3.3. Data preprocessing

Data preprocessing is a vital stage in the knowledge discovery process because good and accurate decisions are achieved from quality data. It can be described as the process of cleaning, selecting, transforming, extracting features, and normalizing data [16]. Real-world data are typically deficient, dirty, incomplete, and unreliable. Very good and reliable decision-making is achieved when data irregularities are detected and corrected at an early stage of data processing, which improves the efficiency and accuracy of the succeeding data mining process.

Data quality is crucial for disease prediction and diagnosis using ML. Inadequate data quality and efficiency may result in erroneous or inferior predictions. To enhance the usefulness and applicability of our initial dataset for COVID-19 prediction, multiple preprocessing techniques were applied in conjunction with various tools available in the Python programming environment. Table 2 represents a sample of the dataset after preprocessing.

4. Proposed methodology

The proposed approach was designed and implemented using three ML algorithms: PCA, K-means, and LSTM models. PCA is used to filter out any unsuitable features that help improve the model’s performance and reduce the training time and cost [17]. The K-means clustering algorithm then uses the PCA result, which helps remove outliers [18]. The
proposed classification model for the COVID-19 dataset was then constructed using the LSTM algorithm on the K-means output.

4.1. Feature selection using PCA

PCA is a statistical approach for converting features in a dataset into a new set of uncorrelated features, known as principal components (PCs). The dimensions of a dataset can be reduced using PCA while maintaining the variability of the dataset as much as possible [19]. Several researchers have used PCA with ML techniques. The authors of [20] examined the application of PCA to reduce the dimension of high-dimensional spectral data and improve the performance of various widely used ML models. Their results showed that using the PCA method enhances the performance of ML algorithms for classifying huge amount of data. The researchers of [21] predicted diabetes in patients using three ML techniques: PCA, KMC, and logistic regression (LR). They discovered that, when PCA was used, the KMC algorithm and LR classifiers were more accurate compared to results from previous studies that did not use PCA.

This step seeks to assist in the identification of the most important features that have a significant impact on COVID-19 positive case prediction.

4.1.1. Test for collinearity

The occurrence of a linear correlation between predictors is defined as collinearity. To identify highly collinear predictors, the variance inflation factor (VIF) is employed to assess the strength of the relationship between variables. An increase in the variance of a regression coefficient is indicated using the VIF (Equation (1)) because of collinearity. There is no collinearity when the VIF is less than or equal to one.

$$VIF = 1 / (1 - R^2) = 1 / \text{Tolerance}$$  \hspace{1cm} (1)

4.2. K-means clustering (KMC)

Clustering is a data-partitioning technique that divides large datasets into smaller groups. Using a distance measure, objects are classified into clusters based on similar features. In this study, K-means clustering was used to identify the outliers. Clustering was accomplished using the following steps:

Step 1. Initialize $k = 6$. By assigning every input data point to the nearest mean and measuring the similarity using Euclidean distance, we formed six clusters.

Step 2. Centroid/mean value for each cluster’s input data is recalculated. Steps (1) and (2) are repeated until the average cluster value converges.

Step 3. Outliers are eliminated by deleting improperly clustered data. This procedure generates a new dataset of variable size $s$. If $s$ is greater than 70%, then we enter the next phase of classification; otherwise, the KMC procedure is iterated until we obtain an appropriate data size. At the completion of the clustering process, approximately 0.013% of outliers were detected and eliminated.

4.3. LSTM

LSTM is a form of RNN that was expressly built to represent temporal sequences and their long-range interactions better than standard RNNs [22]. Hochreiter and Schmidhuber were the first researchers to propose LSTM in 1997 [23]. LSTM is an RNN enhancement method that substitutes a memory cell for the hidden layer. It was created to alleviate the difficulty associated with learning long-range dependencies between data instances located at great distances from one another in standard RNNs [24].

In Fig. 2, the LSTM concept is used to ensure long-range interdependence by incorporating an intermediate store within the memory.
cell, which is controlled by specific neurons called gates. Despite their simplicity, LSTMs perform exceptionally well in various applications. Most LSTMs and their variants are used in RNNs.

Standard LSTM networks include three layers: input, recurrent LSTM, and output. The LSTM layer connects the cell output units to the input units via recurrent connections as well as input, output, and forget gates. The cell output units are connected to the output layer of the network.

In the original architecture, each memory block contains input and output circuits. The input gate controls the flow of the input signals into the memory cell, whereas the output gate controls the flow of the memory cell signals across the network. The forget gate adaptively forgets or resets the cell’s memory by scaling its internal state before injecting it as an input via the cell’s self-recurrent link [25].

The hidden layer function $H$ in most RNNs is a sigmoid function. $H$ is implemented using the following function in the LSTM version used in this study: Equations (2)-(6) represent the implementation of RNNs.

$$it = \sigma(W_{x}it + Wh_{i}ht - 1 + W_{c}ct - 1 + bi)$$

$$ft = \sigma(W_{x}ft + Wh_{f}ht - 1 + W_{c}ct - 1 + bf)$$

$$ct = ftct - 1 + it \tanh(W_{x}xt + Wh_{c}cht - 1 + bc)$$

$$ot = \sigma(W_{x}ot + Whoht - 1 + W_{o}ct + bo)$$

$$ht = ot \tanh(ct)$$

where $\sigma$ represents the logistic sigmoid function, $I$ is the gate, $f$ is the forget gate, and $o$ is the output gate. Subscripts for the matrix of weights are $Wh_{i}$, which denotes the hidden input gate matrix, and $W_{xo}$, which denotes the input-output gate matrix. Owing to the diagonal nature of the weight matrices connecting the cell to the gate vectors (e.g., $W_{ci}$), element $m$ in each gate vector receives the input entirely from the cell vector’s element $m$.

The proposed approach is developed by employing LSTM with an output from PCA and K-means clustering.

4.4. Performance metrics

COVID-19 prediction tool’s performance was evaluated using the following performance metrics.

4.4.1. Classification accuracy

This measure expresses the proportion of accurate predictions relative to the total number of input data samples, as expressed in Equation (7).

$$Accuracy = \frac{number\ of\ accurate\ predictions}{total\ number\ of\ predictions}$$

4.4.2. AUC

The AUC is used to evaluate the binary classification. The AUC value effectively summarizes the performance of the receiver operator curves. Researchers of [26] proved that the AUC performance metric is better than the accuracy. Equation (8) represents the formula for sensitivity.

$$Sensitivity = \frac{True\ positive}{(True\ negative + False\ positive)}$$

Fig. 3. Flowchart of the COVID-19 prediction model.
**4.5. System implementation**

Anaconda 3, which supports Python 3.6 programming language, was used to implement the proposed model. It is an open-source software project consisting of several packages that aid in the development of ML and data science applications. The following steps comprise the design flow of the COVID-19 prediction tool. The flowchart in Fig. 3 is also used to describe the steps used in the implementation of the proposed system.

**Step 1. Data preparation and cleaning**

i. Procure dataset
ii. Integrate dataset
iii. For each record of the dataset
   
   If record$_i$ is NULL.
   Discard record.

**Step 2. Principal component analysis**

i. Obtain the dataset: Divide the dataset in half, x and y, with x and y representing the validation and training sets, respectively.
ii. Provide a structure to the dataset: Consider the two-dimensional independent variable matrix x, in which the rows and columns correspond to data items and characteristics, respectively. Subtract the column’s mean from each entry
iii. Ensure consistency in the data:

\[ z = \frac{\text{value} - \text{mean}}{\text{standard deviation}} \]

iv. A covariance matrix is a p-by-p symmetric matrix (where p is the dimension) that contains the covariances of all possible pairings of the initial variables.

Transpose the matrix Z and multiply the resulting transposed matrix by Z.

**Convariance of Z = ZᵀZ**

The resulting matrix is Z’s covariance matrix up to a certain value.

**Step 3. Random forest regressor (bagging and boosting)**

**Step 4. K-means clustering**

Apply Section 4.2 to obtain the relevant cluster.

**Step 5. Classification and K-fold cross-validation**

**5. Results and discussion**

The experimental results are described in the following section. This section compares the proposed approach with various ML algorithms.

The NCDC COVID-19 dataset was used to predict COVID-19 positive cases in Nigeria, and the suggested model was compared with three ML models: SVM, naïve Bayes, and XGBoost. Table 3 shows the results of the comparison of LSTM with other algorithms.

A notable advantage of PCA is that it helps mitigate the problem of redundant characteristics that are useless for clustering. PCA improved our K-means results because it aided in the management of noisy and outlier data by reducing the number of variables in the original dataset. The primary advantage of PCA is that, once we have identified and compressed these principal components from the data (i.e., reducing the number of dimensions without significantly sacrificing information), it becomes necessary to determine the number of clusters and provide a statistical framework for modelling the cluster structure.

First, we employed a K-fold cross-validation technique to assess our model’s performance when confronted with new and previously unlearned data. Based on our decision to perform threefold cross-validation, our dataset was divided into three subgroups. In each trial, one subset was used as the test set, and the remaining nine were used as the training set. The overall performance of our model was determined by calculating the average error across all 10 trials. This technique resolves two issues: first, it alleviates the bias problem by fitting virtually all the data, and second, it considerably reduces the variance problem.

**5.1. Comparison of the results**

To evaluate the performance of the COVID-19 prediction model, Table 3 compares its average accuracy score with that of various ML classification models, such as naïve Bayes, SVM, and XGBoost, on the same dataset with different versions.

The program was executed 20 times and the average accuracy was recorded to avoid any bias in the output.

As presented in Table 3, the approaches of PCA and K-means integration significantly enhanced the performance accuracy of various algorithms employed to model our dataset; LSTM had the highest accuracy of 98.1%. This may be because the COVID-19 dataset is nonlinear and the LSTM algorithm performs best on a nonlinear dataset. Naïve Bayes and SVM display the same accuracy.

**Table 3**

Comparison of ML algorithms.

| Algorithm     | Accuracy | Sensitivity | Specificity |
|---------------|----------|-------------|-------------|
| Naïve Bayes   | 69%      | 75%         | 70%         |
| SVM           | 92%      | 89%         | 90%         |
| LSTM          | 98.1%    | 98%         | 98%         |
| XGBoost       | 91%      | 76%         | 80%         |

6. Conclusion

By integrating PCA and K-means clustering methods, this paper describes a novel ML-based prediction system capable of identifying positive cases using the NCDC COVID-19 dataset. The results indicate that, compared to other ML methods, LSTM with PCA, K-means, and LSTM has the highest accuracy.

To ensure that the COVID-19 prediction model had a high degree of precision, irrelevant features were removed from the dataset using a feature engineering process, the dataset was cleaned, and outliers were removed through K-means clustering.

The findings of this research will aid in the decision-making regarding proper planning for future COVID-19 outbreaks. Additionally, this approach would assist the governments of Nigeria and other nations in determining the rate of illness spread, thus leading to the development of preventative measures to halt the spread. It can also help with budgeting, particularly when eradication techniques, such as awareness campaigns and the distribution of COVID-19 vaccinations to the public.
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