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Abstract—Increasing data rate in wireless networks can be accomplished through a two-pronged approach, which are 1) increasing the network flow rate through parallel independent routes and 2) increasing the user’s link rate through beamforming codebook adaptation. Mobile relays are utilized to enable achieving these goals given their flexible positioning. First at the network level, we model regularized Laplacian matrices, which are symmetric positive definite (SPD) ones representing relay-dependent network graphs, as points over Riemannian manifolds. Inspired by the geometric classification of different tasks in the brain network, Riemannian metrics, such as Log-Euclidean metric (LEM), are utilized to choose relay positions that result in maximum LEM. Simulation results show that the proposed LEM-based relay positioning algorithm enables parallel routes and achieves maximum network flow rate, as opposed to other metrics (e.g., algebraic connectivity).

Second at the link level, we design unique relay-dependent beamforming codebooks aimed to increase data rate over the spatially-correlated fading channels between a given relay and its neighboring users. To do so, we propose a geometric machine learning approach, which utilizes support vector machine (SVM) model to learn an SPD variant of the user’s channel over Riemannian manifolds. Consequently, LEM-based Riemannian metric is utilized for classification of different channels, and a matched beamforming codebook is constructed accordingly. Simulation results show that the proposed geometric-based learning model achieves the maximum link rate after a short training period.

Index Terms—Correlated fading, geometric machine learning, maximum flow problem, relay placement, Riemannian geometry, parallel routing.

I. INTRODUCTION

Mobile networks aim to support the emerging high-rate applications (e.g., virtual/augmented reality) and also be adaptive to spatio-temporal variability in wireless traffic demands [1]. Dynamic positioning of mobile relays, such as vehicular road side units (RSU) mounted over trucks, can achieve the expected high data-rate along with the dynamic adaptation to varying demands. Toward designing such relay-assisted wireless networks, two challenges are considered in this paper. The first challenge focuses on maximizing the network flow rate through the optimal positioning of relays, which can enable simultaneous relay-assisted parallel routes. The second challenge focuses on maximizing the link data rate, by designing multi-antenna beamforming codebooks that depend on relay positions and spatially-correlated wireless channels. In this paper, we propose brain-inspired geometric-based approaches to tackle these two challenges.

A. Relay Positioning and Maximum Flow

Maximizing the algebraic connectivity of network graphs have been utilized in finding positions of 2-dimensional (2-d) relays [2] or 3-d unmanned aerial vehicles (UAVs) [3], [4]. While maximizing the algebraic connectivity will naturally increase the network flow rate [3], it does not achieve the maximum flow rate, as we will show later in this paper. Therefore, we aim to find an alternative optimization metric that can be utilized in positioning relays toward achieving higher network flow rate. To do so, we turn our attention to brain networks and Riemannian geometry [5].

Riemannian geometry has been considered in classifying functional connectivity patterns associated with unique brain tasks (e.g., memory or subtraction) [6]. Such brain classification serves as the main inspiration for this paper as follows. Having two functional connectivity patterns that are distinguishable from each other over Riemannian manifolds [7] resembles having two parallel data flows, which in turn leads to higher network flow rate. We note that covariance matrices of connectivity paths are represented over Riemannian manifolds given their symmetric positive definite (SPD) characteristics. Consequently, Riemannian metrics, such as the Log-Euclidean metric (LEM) [8], have been utilized for task classification.

In this paper, we geometrically represent regularized Laplacian matrices of relay-dependent network graphs, which are SPD ones, over Riemannian manifolds. Consequently and inspired by the LEM-based brain-tasks classification, we identify the optimum relay positions as the ones achieving maximum LEM, compared to baseline network with no relays. We show that the proposed LEM-based relay positioning scheme almost achieves the maximum flow rate and can serve as a low-complexity solution for the maximum flow problem [9]. Moreover, we identify parallel (independent) multi-hop routes as the ones with maximum LEM among each other.

B. Beamforming Codebook Design

As the maximum network flow rate is achieved, through the LEM-based relay positioning, we turn our attention to maximizing the relay-user link rate. Each optimally-positioned multi-antenna relay will communicate with each of its adjacent users by first estimating its channel vector and then assigning a suitable beamforming codeword. Generally, the relative position of each relay to its users will vary from one relay to
the other. Therefore and taking into consideration the practical scenario of spatially-correlated fading channels [10], we aim to design a unique beamforming codebook for each relay.

In designing relay-dependent beamforming codebooks, we represent channel covariance matrices of relay-user spatially-correlated fading channels, which are SPD ones, over Riemannian manifolds. Each user channels follow an exponential correlated fading model [11], which depends on the user’s relative location to the relay. We note that Riemannian geometry has been recently considered in designing beamforming vectors [12]–[14]. While these research works present novel geometric perspectives of beamforming design, they have not utilized the SPD characteristics of correlated channels.

In this paper, we propose to employ a LEM-based geometric support vector machine (SVM) model to learn the channel covariance matrices of different users over Riemannian manifold. Once distinct groups of these matrices are identified, beamforming codewords are selected to nearly match these channel groups. Any new estimated channel will be classified to one of the groups, based on LEM distance, and assigned a matched beamforming codeword accordingly. We show that the proposed machine learning model requires small number of training samples to approach the link capacity.

II. SYSTEM MODEL

In this section, we present brief preliminaries on Riemannian geometry then introduce the system model.

Topological manifolds are spaces that locally resemble the $N$-d real coordinate space $\mathbb{R}^N$, i.e., they can be locally parameterized by $N$ coordinates. Differential manifolds [15] are topological ones with smooth changes of coordinates (maps from $\mathbb{R}^n$ to $\mathbb{R}^n$). Tangent space of a differential manifold at some point is a vector space of all vectors that are tangent to the manifold at that point. Riemannian geometry is the study of Riemannian manifolds [3], which are differential manifolds with some metric. A Riemannian metric determines an inner product on each tangent space, and it measures the distances or angles of curves on the Riemannian manifold. Finally, SPD matrices lie on Riemannian manifold and LEM is a valid Riemannian metric for SPD matrices [8].

A given network can be represented as an undirected finite graph $G(V, E)$, where $V = \{v_1, v_2, \cdots, v_n\}$ is the set of all $n$ nodes and $E$ is the set of all $m$ edges. Considering the standard disk model, two nodes are connected if their inter-distance is less than a specific threshold $R$. For an edge $l$, $1 \leq l \leq m$, connecting nodes $\{v_i, v_j\} \in V$, define the edge vector $a_l \in \mathbb{R}^n$, where the $i$-th and $j$-th are given by $a_l(i) = 1$ and $a_l(j) = -1$, respectively, and the rest is zero. The incidence matrix $A \in \mathbb{R}^{n \times m}$ of the graph $G$ is the matrix with $l$-th column given by $a_l$. The Laplacian matrix $L \in \mathbb{R}^{n \times n}$ is defined as $L = A A^T$, where $T$ denotes matrix transposition. Laplacian matrices are positive semi-definite, and their second smallest eigenvalue, $\lambda_2(L)$, is the graph algebraic connectivity [16].

Given that the Laplacian matrices are positive semi-definite, a simple regularization step [17] is implemented to produce a regularized SPD Laplacian matrix as

$$S = L + \gamma I = A A^T + \gamma I,$$

where $I$ is the $n \times n$ identity matrix and $\gamma$ is an arbitrary small scalar (e.g., $\gamma = 0.5$). The regularized SPD Laplacian matrix $S$ lies on Riemannian manifold, and the LEM between two SPD matrices, $S_1$ and $S_2$, can be calculated as [8]

$$\partial(S_1, S_2) = \| \log(S_1) - \log(S_2) \|_F^2,$$

where $\| \cdot \|_F$ denotes the matrix Frobenius norm.

III. RELAY-BASED MAXIMUM FLOW PROBLEM FORMULATION

In this section, we formulate the problem of relay positioning as a maximum flow problem.

We first assume that there exist only $Z$ candidate locations for the deployment of the available $K$ relays, where $K < Z$. Let $p_k$ be the $(x, y)$ position of the $k$-th relay and $P = [p_1, p_2, \cdots, p_K]^T$ be the $K \times 2$ matrix containing positions of all $K$ relays. Deploying a relay in a potential location creates edges between two or more network nodes that are within distance $R$ of the relay location (disk model). Consequently, new edges are added to the original network leading to a new set of edges, denoted as $E(P)$. Furthermore the capacity of link $(i, j) \in E(P)$ between nodes $\{v_i, v_j\} \in V$, denoted as $f_{i,j}$, is either 1 if their inter-distance is less than the disk radius $R$, or 0 otherwise.

For a given source node, $s \in V$, and relay positions, $P$, the maximum flow problem is formulated as

$$\max f(s, P) = \sum_{j:(s,j) \in E(P)} f_{s,j},$$

s.t. $f_{i,j} - \sum_{u:(j,u) \in E(P)} f_{j,u} = 0$, $\forall j \in V \setminus \{s,d\}$,

$$f_{i,j} = \{0, 1\}, \forall (i,j) \in E(P),$$

in which we aim to maximize the amount of flow generated from the source, $s$, towards its destination, $d \in V$, subject to both conservation and capacity conditions. By considering every node in the graph as a potential source node, the average maximum flow rate of the network is computed as $f(P) = \frac{1}{n} \sum_{s \in V} f(s, P)$. The optimum $K \times 2$ positions matrix, $P^*$, is the one achieving maximum value of $f(P)$, i.e.,

$$P^* = \arg \max_P \frac{1}{n} \sum_{s \in V} \sum_{j:(s,j) \in E(P)} f_{s,j}.$$  

Calculating the maximum flow for a given source, $s$, and relay positions, $P$, requires complexity of $O(|V||E(P)|^2)$ using the EdmondsKarp algorithm [9]. In the next section, we show how such high-complex problem can be mapped to a lower-complexity one.

IV. LEM-BASED RELAY POSITIONING SCHEME

In this section, we introduce our proposed brain-inspired problem transformation to be addressed through Riemannian geometry, then we describe the proposed solution.
A. Relay Positioning through Brain-inspired Geometric Lens

Fig. 1 shows the transformation from a maximum flow problem to a geometric-based one, which stems from functional connectivity analysis in brain networks. Fig. 1 (a) depicts a simplified version of the results presented in [6], which indicates that different brain tasks such as memory and subtraction have distinguishable data flows among brain regions. On one hand, having independent data paths, which can be seen as a multiple-source multiple-sink maximum flow problem [18], increases the network flow rate. On the other hand and as shown in Fig. 1 (b), these two paths are represented as two separable points over Riemannian manifolds. Such tasks classification is possible by considering distance-based Riemannian metric such as LEM [2].

Therefore increasing the network flow rate, via enabling multiple independent paths, can be equivalent to increasing the LEM among the paths’ geometric representations over Riemannian manifold. Consequently and as shown in Fig. 1 (c), the optimum positions of relays can be defined as the ones achieving maximum LEM as compared to the baseline (no-relay) network scenario. In other words, potential relays that result in maximum LEM will lead to independent (i.e., vertex-disjoint or edge-disjoint) paths and hence higher network rate.

As any potential relay locations matrix, \( \mathbf{P} \) results in new edge matrix \( E(\mathbf{P}) \), then the equivalent regularized Laplacian matrix, \( \mathbf{S}_\mathbf{P} \), can be computed as in (1) using the updated edge set \( E(\mathbf{P}) \). We note that \( \mathbf{S}_\mathbf{P} \) is an SPD matrix, represented as a point on the Riemannian manifold. Therefore, the impact of adding \( K \) relays at locations \( \mathbf{P} \) can be measured by computing the LEM as \( \mathcal{D}(\mathbf{S}_\mathbf{P}, \mathbf{S}_b) \), where \( \mathbf{S}_b \) represents the regularized Laplacian matrix of the baseline network. The optimum relay locations, \( \mathbf{P}^* \), is the one achieving maximum LEM value. In other words, the optimization problem for the relay deployment in (4) is transformed to a geometric-based equivalent one as

\[
\mathbf{P}^* = \arg \max_{\mathbf{P}} \mathcal{D}(\mathbf{S}_\mathbf{P}, \mathbf{S}_b) .
\]  

B. LEM-based Relay Positioning and Parallel Routing

The optimum relay positions can be found by solving (5), which can be efficiently computed using optimization techniques over manifolds [19] and also geodesically convex optimization [20] approaches. However in this paper and as a preliminary proof of concept, we have used iterative exhaustive search approach. More specifically, the optimum position of the first relay is determined by choosing the location that maximizes the LEM, compared to the baseline network with no relays. In other words, exhaustive search is conducted over all \( Z \) potential locations and the optimum position is the one satisfying (5). Once the first relay is chosen, it is added to the baseline network and the same exhaustive search is repeated to find the best position for the second relay. Such algorithm continues by adding one relay at a time, until all \( K \) relays have been optimally positioned.

Once all relays are optimally positioned, clusters are formed around each relay, which acts as a cluster head. Each network node is then associated with a cluster, based on its shortest distance towards the cluster head. Multi-hop communication between any two non-adjacent nodes, \( \{v_i, v_j\} \in V \) occurs through relays. Let \( W \) denote the set of all combinations of relay-to-relay routes. Furthermore, each possible route, \( R_a \), where \( a \in W \), can be represented as a point on Riemannian manifold with regularized Laplacian matrix, \( \mathbf{S}_a \). The LEM between any two routes, \( \{R_a, R_b\} \), is computed as \( \mathcal{D}(\mathbf{S}_a, \mathbf{S}_b) \).

Towards increasing the network flow rate, we aim to establish multiple parallel paths (routes) among different relays, enabling parallel cluster-to-cluster communication. Parallel routes can be practically defined as the ones with minimum number of overlapping nodes or edges. Consequently and given the brain inspiration, discussed in Fig. 1, we propose to identify parallel routes as the ones having maximum LEM over Riemannian manifold. So data packets can simultaneously traverse two optimal relay-to-relay routes \( \{R^*_a, R^*_b\} \) given that

\[
\{R^*_a, R^*_b\} = \arg \max_{\{a,b\}\in W} \mathcal{D}(\mathbf{S}_a, \mathbf{S}_b) .
\]  

As a preliminary proof of concept, exhaustive search can be conducted to calculate the LEM among all relay-to-relay routes, and the two routes satisfying (6) are chosen. In the future, we will consider alternative approaches in solving (6).

V. GEOMETRIC MACHINE LEARNING FOR BEAMFORMING CODEBOOK DESIGN

As Section IV focused on optimal relay positioning and inter-cluster (relay-to-relay) multi-hop communication, this section completes the remaining link by focusing on intra-cluster (relay-to-user) communication.

A. Spatially-correlated Channel Modeling

We consider having multiple antennas, \( M \), for each relay, while single antenna for each user (network node). It is often assumed that multiple-antenna channels are independent and hence their covariance matrices are scaled version of the identity matrix. However, such assumption is not a practical one, as multiple-antenna channels are generally spatially-correlated [10]. A multiple-input single-output (MISO) channel between a given relay and its user \( u \), denoted as \( \mathbf{h}_u \), can be modeled as a correlated Rayleigh fading channel vector with covariance matrix \( \mathbf{Q}_h u \in \mathbb{C}^{M \times M} \), i.e., \( h_n \sim \mathcal{CN}(0, \mathbf{Q}_h) \). Covariance matrices can be generated according to the Clerckx exponential correlation model [11], which depends on the inter-antenna spacing as well as on a phase component that is uniformly-distributed over \([0, 2\pi]\) to reflect the user’s location.
B. Geometric Machine Learning

Generally if the covariance matrices of the spatially-correlated channels are known apriori, beamforming codebook can be designed accordingly. For example, one codeword can be matched to the angular phase of a given covariance matrix. However covariance matrices of relay-user correlated channels are not known apriori, as they depend on the user locations with respect to the optimally-positioned relay \([1] \). Consequently, the beamforming codebook for each relay cannot be designed beforehand, and it needs to be learned based on the user channels within each relay’s cluster. Therefore, our goal is to learn the correlation characteristics of each user’s channel.

For simplicity of explanation, we assume two users, \( u = \{1, 2\} \), and each one follows a different exponential correlation model, as it depends on its unique location. As our goal is to learn the covariance matrix of each user’s channel, we turn our attention to learning the \((h_u, h_u^H)\) matrix for each user, where \( H \) denotes matrix hermitian, as opposed to learning the channel vector \( h_u \) itself. As the \((h_u, h_u^H)\) matrix is an \( M \times M \) SPD one, it can be represented as a point over Riemannian manifold. Consequently, learning the two covariance matrices can be conducted over Riemannian manifolds, as opposed to conventional Euclidean spaces. In classifying between the two users, the LEM Riemannian metric will be utilized.

In this paper, we propose a geometric machine learning approach to learn the covariance matrix of each user by applying the standard SVM model over Riemannian manifold. The proposed geometric SVM classifies the \( M \times M \) \((h_u, h_u^H)\) SPD channel matrices, for \( u = \{1, 2\} \), into two groups using the LEM Riemannian distance. Once each of these two groups are constructed, two codewords matching the angles of these two learned covariance matrices are identified. In the testing phase and for any new estimated relay-user channel, it will be classified into one of the two groups and then assigned the corresponding group-specific beamforming codeword. For example, let \( h_t \) be a newly estimated channel and it was classified to the \( u = 1 \) group with codeword \( c_1 \). The achievable link rate for this channel will be equal to \( R_t = \log_2 (1 + \text{SNR} |h_t^H c_1|^2) \), where \( \text{SNR} \) is ratio between the signal power to the noise variance.

Unlike the recent works on using deep learning for channel estimation (e.g., \([21]\)), in which channel learning happens over Euclidean spaces, our proposed geometric machine learning approach is tailored to the practical spatially-correlated multiple-antenna channels by learning such SPD matrices over geometric Riemannian manifold. Finally, we point out that we have utilized basic machine learning schemes, such as SVM, as a proof of concept in this paper. However, advanced geometric deep learning algorithms will be utilized in the future.

---

**TABLE I: Network simulation parameters.**

| Parameter                          | Value      |
|------------------------------------|------------|
| Deployment area                    | 6 × 6      |
| Disk model radius (\( R \))        | 2          |
| Number of network nodes (\( n \)) | 20         |
| Number of potential relay positions (\( Z \)) | 16         |

---

![Fig. 2: Average network flow rate achieved by different relay-positioning optimization metrics.](image)

VI. SIMULATION RESULTS

In this section, we present simulation results of the proposed relay-positioning and geometric channel learning schemes.

A. LEM-based Relay Positioning and Maximum Flow

Let \( \lambda_2 \)-based scheme be the one finding relay positions by maximizing the algebraic connectivity of the graph (e.g., as in \([4]\)), while MF-based scheme is the one positioning relays that achieve average maximum network flow rate \([9]\).

The relay positions in both cases, along with the proposed LEM-based scheme, were found through exhaustive search of all possible relay locations and finding the location vector maximizing the metric of interest in each case. The main network simulation parameters are included in Table [1].

Fig. 2 shows the achievable average network flow rate by all relay-positioning schemes for \( K = 1 \) to 5 relays. As shown, the \( \lambda_2 \)-based scheme has a loss of 9% at \( K = 4 \) relays compared to the MF-based one, and this is our motivation to find an alternative optimization metric. Indeed, we find that the proposed LEM-based relay-positioning scheme achieves smaller gap of less than 1% at \( K = 4 \) relays, compared to the high-complexity MF-based one. Equally important, our proposed LEM-based scheme has improved the network flow rate of the \( \lambda_2 \)-based one by 9% at \( K = 4 \) relays, while requiring the same low-complexity computation. Such gain is simply due to utilizing the regularized Laplacian matrix for calculating the LEM distances over Riemannian manifold, as opposed to computing its second smallest eigenvalue \( \lambda_2 \).

While higher network flow rate is of great importance, the robustness of networks, measured in terms of its connectivity degree, is also of equal importance. Fig. 3 depicts the achievable network flow and algebraic connectivity for the three relay-positioning metrics. For given number of relays \( 1 \leq K \leq 5 \) and as expected, the maximum flow is achieved by the MF-based positioning algorithm, while the maximum algebraic connectivity is achieved by the \( \lambda_2 \)-based one. Interestingly, Fig. 4 shows that the performance of proposed LEM-based scheme lies in between these two benchmark schemes.
In other words, the proposed LEM-based scheme achieves a unique and balanced tradeoff performance between the network flow rate and algebraic connectivity, which is not achievable by any other scheme. Such unique performance is due to the novel consideration of brain-inspired Riemannian geometry in addressing the relay positioning problem. We point out that the line segment between any two markers in Fig. 3 is achieved by time sharing strategy across two different numbers of deployed relays.

Upon optimally-positioning relays, we consider multi-hop relay-to-relay communication. As our goal is to have independent routes that can occur simultaneously, Table II presents the average number of overlapping nodes and edges among inter-cluster (inter-relay) routes for \( K = 3 \) to \( 5 \) relays. We note that the minimum value of \( K = 3 \) is chosen to allow two parallel routes among all relays. Otherwise, there will be only one route among relay(s). Furthermore, routing path between each two relays was determined using the standard Dijkstra’s shortest path algorithm [22]. As proposed in [6], the two chosen parallel routes are the ones with maximum LEM among all potential relay-to-relay routing paths. Table II shows that the LEM-based routing scheme achieves comparable congestion results to that achieved by the MF-based one. In other words, the proposed LEM-based relay-positioning and routing schemes enable parallel routing with minimal congestion levels at nodes and edges, similar to the high-complexity MF-based one.

### TABLE II: Average number of overlapping nodes and edges among parallel routes, for different number of \( K \) relays.

| \( K \) | Overlapping Nodes | Overlapping Edges |
|-------|-------------------|-------------------|
| 3     | LEM: 1.01         | MF: 1.31          |
|       | LEM: 0.01         | MF: 0.33          |
| 4     | LEM: 0.35         | MF: 0.31          |
|       | LEM: 0.04         | MF: 0.06          |
| 5     | LEM: 0.25         | MF: 0.31          |
|       | LEM: 0             | MF: 0.03          |

In the previous results were done assuming a centralized control unit that is aware of all network node locations and it deploys one relay at a time through exhaustive search. An alternative localized approach is the distributed one, which partitions the area of interest into a number of non-overlapping regions. Each region has its own local control unit that is aware of node locations within its smaller region. Furthermore, each local unit positions one relay within its region. For example, if \( K = 4 \) relays, the area of interest is divided into 4 equal quarters, and one relay is deployed in each quarter following the LEM-based scheme, presented in Section IV. Fig. 4 depicts the distributed implementation of LEM-based relay positioning and its performance with respect to the centralized one, presented earlier in Fig. 3. As shown, the performance loss due to distributed implementation at \( K = 4 \) is 4.6% in network flow rate and 8.7% in algebraic connectivity.

### B. Beamforming Codebook Design for Correlated Fading

We assume two users of spatially-correlated channels, each one follows the Clerckx exponential correlation model [11] with unique phase values of \( \pi \) and 0. Assuming \( M \in \{2, 4\} \) antennas, then the correlation covariance matrix of user \( u \in \{1, 2\} \), denoted as \( Q_u^M \), can be written as

\[
Q_u^2 = \begin{bmatrix} 1 & t_u^* & 1 \\ t_u & 1 & t_u^* \\ 1 & t_u & 1 \end{bmatrix}, Q_u^4 = \begin{bmatrix} 1 & t_u & t_u^2 & t_u^3 \\ t_u^* & 1 & t_u & t_u^2 \\ t_u & t_u^* & 1 & t_u \\ t_u & t_u & t_u^* & 1 \end{bmatrix},
\]

where \( t_u \) is the transmit correlation coefficient for user \( u \). We assume the two users have the same absolute value [11], for example, \( |t_1| = |t_2| = 0.5 \). On the contrary, the phases of the transmit correlation coefficients are different as \( \angle t_1 = \pi \) and \( \angle t_2 = 0 \). Uniform planner array (UPA) deployment of \( M \times 1 \) antenna structure is deployed at the relay.

The geometric LEM-based SVM was applied over Riemannian manifold using the “geomstats” python package along with its brain connectome classification package [23]. First,
we generate total number of $S$ training channel samples, which are equally generated from $Q_1^M$ and $Q_2^M$. Second, the geometric SVM learns the channel covariance matrices of each user, utilizing the LEM. Geometric SVM learning results in two distinguishable groups of channels. Third, we construct $M \times 2$ codebook, having one codeword matched to covariance matrix of each differentiated group. This is done by choosing directional cosine angles of the UPA that result in maximum capacity for each group of channels. For example given the channel covariance matrices, defined in [7], the chosen codebooks will be $\frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ -1 & 1 \\ 1 & 1 \end{bmatrix}$ for $M = 2$ and $\frac{1}{\sqrt{2}} \begin{bmatrix} 1 & -1 \\ 1 & -1 \\ 1 & 1 \end{bmatrix}^T$ for $M = 4$ antennas.

Fig. [5] depicts the achievable rate of the proposed geometric SVM algorithm for $M = 2$ and $4$ antennas, as a function of the training size, $S$. For each $S$ training samples, we generate a unique set of $0.4S$ channel samples for testing. We emphasize that the shown rate values are calculated solely based on the testing samples, which have not been used at all in the training phase. It is shown that as the training data size increases, the achievable rate approaches the genie-aided maximum capacity, which is calculated by assigning the best codework to each channel. It is shown in Fig. [5] that more than 90% of the maximum capacity can be achieved by having training size of $S = 100$. Finally, Fig. [5] shows that having $M = 4$ antennas achieves higher capacity than $M = 2$ antennas as more antennas results in additional power gain.

VII. CONCLUSION

In this paper, we have introduced new perspective on designing wireless networks through geometric lens. First, we have utilized Log-Euclidean metric (LEM) for relay positioning over Riemannian manifolds. The proposed LEM-based scheme approaches the maximum flow rate, and it also achieves a unique tradeoff between maximum flow rate and robustness (algebraic connectivity). Second, we have shown that LEM-based inter-relay parallel routes occur with minimal overlapping of nodes or edges. Third, we have shown that a distributed implementation of LEM-based relay positioning only losses 4.6% of the network rate, compared to the centralized one. Finally, we have proposed a geometric support vector machine learning model to classify users spatially-correlated fading channels, and choose a beamforming codeword accordingly. We have shown that more than 90% of the optimal capacity can be achieved by having training size of 100 channels.
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