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Abstract. For each integer \( k \geq 1 \), we define an algorithm which associates to a partition whose maximal value is at most \( k \) a certain subset of all partitions. In the case when we begin with a partition \( \lambda \) which is square, i.e. \( \lambda = \lambda_1 \geq \cdots \geq \lambda_k > 0 \), and \( \lambda_1 = k, \lambda_k = 1 \), then applying the algorithm \( \ell \) times gives rise to a set whose cardinality is either the Catalan number \( c_{\ell-k+1} \) (the self dual case) or twice the Catalan number. The algorithm defines a tree and we study the propagation of the tree, which is not in the isomorphism class of the usual Catalan tree. The algorithm can also be modified to produce a two-parameter family of sets and the resulting cardinalities of the sets are the ballot numbers. Finally, we give a conjecture on the rank of a particular module for the ring of symmetric functions in \( 2\ell + m \) variables.

Introduction

The Catalan numbers \( c_\ell \), where \( \ell \) is a non–negative integer, appear in a large number combinatorial settings and in [10] one can find sixty–six interpretations of the Catalan numbers. Many of these generalize to the ballot numbers \( b_\ell,m \) where \( \ell, m \) are both non–negative integers and \( c_\ell = b_\ell,0 \). These numbers also appear in the representation theory of the Lie algebra \( \mathfrak{sl}_2 \) in the following way. Consider the \((2\ell + m)\)–fold tensor product of the natural representation of \( \mathfrak{sl}_2 \). As a representation of \( \mathfrak{sl}_2 \) this tensor product is completely reducible and the multiplicity of the \((m+1)\)–dimensional irreducible representation of \( \mathfrak{sl}_2 \) is \( b_\ell,m \).

The current paper was motivated by the study of the category of finite–dimensional representations of the affine Lie algebra associated to \( \mathfrak{sl}_2 \) and an attempt begun in [3], [4] to develop a theory of highest weight categories after [6]. In the course of their work, Chari and Greenstein realized that one of the results required for this would be to prove that a certain naturally defined module for the ring of symmetric functions in \( 2\ell \) variables is free of rank equal to the Catalan number. In fact, it has turned out that finer results are needed, namely one would need the basis of the free module and also an extension to more general modules for the ring of symmetric functions. The conjecture is made precise in Section 4 of this paper.

In section one of this paper, we define an algorithm which when applied \( \ell \) times to a partition \( \lambda = k \geq \lambda_2 \cdots \geq \lambda_{k-1} > 1 > 0 \) gives a subset of partitions with cardinality equal to the Catalan number \( c_{\ell-k+1} \). In fact we prove that this algorithm defines an equivalence relation on the set \( \mathcal{P}_\ell \) of all partitions \( \mu = \mu_1 \geq \cdots \geq \mu_\ell > 0 \) which satisfy \( \mu_1 \leq \ell \). The algorithm defines an ordered rooted tree which is labeled either by pairs of non–negative integers or by single non–negative integers, and thus is very different from the usual Catalan tree. In addition, our algorithm uses a certain involution \( \tau_\ell \) which defines a duality on \( \mathcal{P}_\ell \). Our proofs in Section 2 are algebraic rather than combinatorial. A reason for this is that we were unable to find any
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natural bijection between the sets we describe and the usual sets giving rise to the Catalan numbers which keeps track of the duality.

In Section 3 we describe a generalization of the algorithm which gives rise to ballot numbers $b_{\ell,m}$. This time, the algorithm describes a set of $m$ rooted ordered trees. To do this, we prove an alternating identity for the ballot numbers, which generalizes the well-known one [1] for Catalan numbers. In section 4, we also discuss further directions in which these algorithms could be generalized.
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1. The Main Results

1.1. Throughout the paper $\mathbb{N}$ denotes the set of natural numbers and $\mathbb{Z}_+$ the set of non-negative integers. By a partition $\lambda$ with $n$ parts, we mean a decreasing sequence

$$\lambda = (\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n > 0)$$

of positive integers. We denote the set of all partitions by $\mathcal{P}$. Given $\lambda \in \mathcal{P}$ set

$$\lambda \setminus \{\lambda_n\} = \lambda_1 \geq \cdots \geq \lambda_{n-1},$$

and for $0 < \lambda_{n+1} \leq \lambda_n$ set

$$(\lambda : \lambda_{n+1}) = (\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \geq \lambda_{n+1} > 0).$$

For $\ell, m \geq 0$, let $b_{\ell,m}$ be the ballot numbers given by

$$b_{\ell,m} = \binom{2\ell + m}{\ell} - \binom{2\ell + m}{\ell - 1},$$

and set $c_\ell = b_{\ell,0}$.

1.2. For $k, n \in \mathbb{N}$, let $\mathcal{P}^{n,k}$ be the set of partitions with exactly $n$ parts where no part is bigger than $k$, i.e.

$$\mathcal{P}^{n,k} = \{\lambda = (\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n > 0) : \lambda_1 \leq k\}.$$ Let $\tau_k : \mathcal{P}^{n,k} \to \mathcal{P}^{n,k}$ be defined by

$$\tau_k(\lambda_1 \geq \cdots \geq \lambda_n) = k + 1 - \lambda_n \geq \cdots \geq k + 1 - \lambda_1.$$ Clearly $\tau_k$ is a bijection of order two. To understand the map $\tau_k$ in terms of Young diagrams, it is convenient to think of $\mathcal{P}^{n,k}$ as the set of partitions whose Young diagrams lie in an $n \times k$ rectangle and with exactly $n$ rows. The Young diagram of $\tau_k(\lambda)$ is obtained by taking the skew diagram $(n \times (k + 1)) \setminus \lambda$ and rotating it by one hundred eighty degrees.

As an example, we can regard the partition $\lambda = (7 \geq 6 \geq 5 \geq 5 \geq 4 \geq 2)$ as an element of $\mathcal{P}^{6,9}$ in which case we have $\tau_9(\lambda) = (8 \geq 6 \geq 5 \geq 5 \geq 4 \geq 3)$, and pictorially, we get
1.3. Set $P^k = P^{k,k}$. Given $\lambda \in P^k$ and $\ell, k \in \mathbb{N}$ with $\ell \geq k$, define subsets $P^\ell(\lambda)$ of $P^\ell$ inductively, by

$$P^k(\lambda) = \{\lambda\} \cup \{\tau_k \lambda\}, \quad P^\ell(\lambda) = P^\ell_d(\lambda) \cup P^\ell_\tau(\lambda),$$

where

$$P^\ell_d(\lambda) = \{\mu \in P^\ell : \mu \setminus \{\mu_\ell\} \in P^{\ell-1}(\lambda)\},$$

$$P^\ell_\tau(\lambda) = \{\mu \in P^\ell : \tau_\ell \mu \setminus \{\ell + 1 - \mu_1\} \in P^{\ell-1}(\lambda)\} = \tau_\ell P^\ell_d(\lambda).$$

Clearly

$$P^\ell(\tau_k \lambda) = \tau_\ell P^\ell(\lambda) = P^\ell(\lambda).$$

**Lemma.** Let $\mu \in P^\ell$. Then

$$\mu \in P^\ell_d(\lambda) \implies \mu_1 \leq \ell - 1,$$

$$\mu \in P^\ell_\tau(\lambda) \implies \mu_\ell > 1.$$

**Proof.** The first statement is clear from the definition of $P^\ell_d(\lambda)$ while for the second note that if $\mu = \tau_\ell \nu$ for some $\nu \in P^\ell_d(\lambda)$, then $\mu_\ell = \ell + 1 - \nu_1 \geq 2$. 

1.4. We illustrate the recursive definition of $P^\ell(\lambda)$ in a simple case using Young diagrams. Consider the case when $\lambda = (1 \geq 1) \in P^2$. Then, the elements of $P^2(\lambda)$ and $P^3(\lambda)$ are obtained as follows:
For $k \in \mathbb{Z}_+$, set
\[ \mathcal{P}^k_{\text{sq}} = \{ \lambda \in \mathcal{P}^k : \lambda_1 = k, \ \lambda_k = 1 \}. \]
The following is the main result of this section.

**Theorem.** (i) Let $\ell, k \in \mathbb{N}$ be such that $\ell \geq k$ and let $\lambda \in \mathcal{P}^k_{\text{sq}}$. Then,
\[
\# \mathcal{P}^\ell(\lambda) = \begin{cases} 
\ell \cdot c_{\ell-k+1}, & \text{if } \lambda = \tau_k \lambda, \\
2\ell \cdot c_{\ell-k+1}, & \text{if } \lambda \neq \tau_k \lambda.
\end{cases}
\]

(ii) Let $\lambda \in \mathcal{P}^k_{\text{sq}}, \nu \in \mathcal{P}^s_{\text{sq}}$. For all $\ell \in \mathbb{Z}_+$ with $\ell \geq \max(k, s)$, we have
\[ \mathcal{P}^\ell(\lambda) \cap \mathcal{P}^\ell(\nu) = \emptyset, \text{ if } \nu \notin \{ \lambda, \tau_k(\lambda) \}. \]

(iii) We have
\[ \mathcal{P}^\ell = \bigsqcup_{\lambda \in \mathcal{P}^k_{\text{sq}} : k \leq \ell \geq 1} \mathcal{P}^\ell(\lambda). \]

**Remark.** The first part of the theorem in particular proves that applying the algorithm $m$ times to any element of $\mathcal{P}^k_{\text{sq}}$ for any $k \geq 1$ produces a set whose cardinality depends only on $m$ and the size of the orbit of the initial element. The remaining parts prove that the algorithm gives a partition of the set $\bigcup_{\ell \geq 1} \mathcal{P}^\ell$.

1.6. We note the following corollary of the theorem.

**Corollary.** For $\ell \geq 1$, we have
\[ \ell \cdot c_{\ell+1} = \sum_{i=1}^{\ell} (\ell - i + 2)c_ic_{\ell-i+1}. \]

**Proof.** By the theorem, we know that
\[ \# \mathcal{P}^\ell = \sum_{\lambda \in \mathcal{P}^k_{\text{sq}} : k \leq \ell} \ell \cdot c_{\ell-k+1} \# \mathcal{P}^k_{\text{sq}}(\lambda). \]
The set $\mathcal{P}^\ell$ can be identified with the set of paths on the plane from $(1, 0)$ to $(\ell, \ell)$ which only go right (or up) along the $x$-axis ($y$-axes) and there are exactly $\binom{2(\ell-1)}{\ell}$ of them. If $k = 1$ then
\( P_{sq}^k \) has exactly one element. If \( k > 1 \), then again, we can identify elements of \( P_{sq}^k \) with paths from \((1, 1)\) to \((k, k - 1)\) with only rights and ups and there are \( \binom{2k-3}{k-1} \) of them. Thus we have proven combinatorially that

\[
\ell \geq k \geq 1, \, \lambda \in P_{sq}^k. \quad \text{We have}
\]

\[
P_{d}^\ell(\lambda) \cap P_{\tau}^\ell(\lambda) = \{ \mu \in P_{d}^\ell(\lambda) : \ell - 1 \geq \mu_1 \geq \mu_\ell \geq 2 \}
\]

and hence we get

\[
\mu \in P_{d}^\ell(\lambda) \cap P_{\tau}^\ell(\lambda) \implies \mu \setminus \{\mu_\ell\}, \quad \tau_\ell \mu \setminus \{\ell + 1 - \mu_1\} \in P^{\ell-1}(\lambda),
\]

and after some further simple algebraic manipulation we get the corollary.

\[
\square
\]

1.7. We shall prove the theorem in Section 2. For the rest of this section we show that our algorithm defines a tree if \( \lambda = \tau_\ell \lambda \) and a forest with two trees if \( \lambda \neq \tau_\ell \lambda \) and we study the propagation of the tree and forest respectively. The first step in this is to observe that the sets \( P_{d}^\ell(\lambda) \) and \( P_{\tau}^\ell(\lambda) \) need not be disjoint and to identify the intersection of the two sets.

**Proposition.** Let \( \ell \geq k \geq 1, \, \lambda \in P_{sq}^k. \) We have

\[
\ell \geq k \geq 1, \, \lambda \in P_{sq}^k. \quad \text{We have}
\]

\[
P_{d}^\ell(\lambda) \cap P_{\tau}^\ell(\lambda) = \{ \mu \in P_{d}^\ell(\lambda) : \ell - 1 \geq \mu_1 \geq \mu_\ell \geq 2 \}
\]

\[
= \{ \mu \in P_{\tau}^\ell(\lambda) : \ell - 1 \geq \mu_1 \geq \mu_\ell \geq 2 \}
\]

\[
= \{ \mu \in P^{\ell}(\lambda) : \ell - 1 \geq \mu_1 \geq \mu_\ell \geq 2 \}.
\]

**Proof.** Notice that

\[
\mu \in P_{d}^\ell(\lambda) \cap P_{\tau}^\ell(\lambda) \implies \mu \setminus \{\mu_\ell\}, \quad \tau_\ell \mu \setminus \{\ell + 1 - \mu_1\} \in P^{\ell-1}(\lambda),
\]

and hence we get

\[
\mu_1 \leq \ell - 1, \quad \ell + 1 - \mu_\ell \leq \ell - 1, \quad \text{i.e.} \quad \ell - 1 \geq \mu_1 \geq \mu_\ell \geq 2.
\]

To prove the reverse inclusion we proceed by induction on \( \ell \). If \( \ell \in \{k, k + 1\} \) then there does not exist \( \mu \in P^{\ell} \) with \( 2 \leq \mu_\ell \leq \mu_1 \leq \ell - 1 \) and hence induction begins. For the inductive step, we must prove that if \( \mu \in P_{d}^\ell(\lambda) \) is such that \( \ell - 1 \geq \mu_1 \geq \mu_\ell \geq 2 \), then \( \tau_\ell \mu \in P_{d}^{\ell}(\lambda) \), i.e. that \( \tau_\ell \mu \setminus \{\ell + 1 - \mu_1\} \in P^{\ell-1}(\lambda) \). This is equivalent to proving that \( \tau_{\ell-1}(\tau_\ell \mu \setminus \{\ell + 1 - \mu_1\}) \in P^{\ell-1}(\lambda) \), i.e. that

\[
\mu' = \mu_2 - 1 \geq \cdots \geq \mu_{\ell-1} - 1 \geq \mu_\ell - 1 \in P^{\ell-1}(\lambda)
\]

and in fact we claim that \( \mu' \in P_{d}^{\ell-2}(\lambda) \). Consider the case when \( \mu \setminus \{\mu_\ell\} \in P_{d}^{\ell-1}(\lambda) \); then the induction hypothesis applies and we get \( \tau_{\ell-1}(\mu \setminus \{\mu_\ell\}) \in P_{d}^{\ell-1}(\lambda) \), i.e. that

\[
\nu = \ell - \mu_{\ell-1} \geq \cdots \geq \ell - \mu_2 \in P^{\ell-2}(\lambda),
\]

and hence

\[
\mu' = \tau_{\ell-2} \nu = \mu_2 - 1 \geq \cdots \geq \mu_{\ell-1} - 1 \in P^{\ell-2}(\lambda),
\]
and we are done. Now suppose that \( \mu \setminus \{ \mu_\ell \} \in \mathcal{P}^{\ell-1}_\ell(\lambda) \). This means precisely that \( \tau_{\ell-1}(\mu \setminus \{ \mu_\ell \}) \in \mathcal{P}^{\ell-1}_d(\lambda) \) and the preceding argument repeats and proves this case. The other statements of the proposition are now clear.

\[ \Box \]

**Corollary.** For all \( \ell \geq k \), we have

\[
\mathcal{P}^{\ell}(\lambda) = \mathcal{P}^{\ell}_d(\lambda) \bigcup \{ \mu \in \mathcal{P}^{\ell}_\ell(\lambda) : \mu_1 = \ell \} = \mathcal{P}^{\ell}_r(\lambda) \bigcup \{ \mu \in \mathcal{P}^{\ell}_d(\lambda) : \mu_\ell = 1 \}.
\]

**Proof.** Suppose that \( \mu \in \mathcal{P}^{\ell}(\lambda) \) and \( \mu \notin \mathcal{P}^{\ell}_d(\lambda) \). The proposition implies that we must then have either \( \mu_1 = \ell \) or \( \mu_\ell = 1 \). Since \( \mu \in \mathcal{P}^{\ell}_\ell(\lambda) \) this means by (1.3) that \( \mu_\ell \neq 1 \) and hence we have \( \mu_1 = \ell \) which proves the first equality of the corollary. The second follows by applying \( \tau_\ell \). \[ \Box \]

1.8. Given any \( \mu = (\mu_1 \geq \cdots \geq \mu_\ell) \in \mathcal{P}^{\ell}(\lambda) \), set

\[
d(\mu) = \{(\mu : j) : 1 \leq j \leq \mu_\ell \} \cup \{\tau_{\ell+1}(\mu : 1)\} \subset \mathcal{P}^{\ell+1}.
\]

It is easily checked that if \( \mu \neq \mu' \) then

\[d(\mu) \cap d(\mu') = \emptyset.\]

For, it is clear that \( (\mu : j) = (\mu' : j') \) for some \( j, j' \) implies that \( \mu = \mu' \). If \( (\mu, j) = \tau_{\ell+1}(\mu' : 1) \) for some \( j \), then we would have \( \mu_1 = \ell + 1 \) which is impossible since \( \mu \in \mathcal{P}^{\ell} \). By Corollary 1.7 we see that

\[
\mathcal{P}^{\ell+1}(\lambda) = \bigcup_{\nu \in \mathcal{P}^{\ell}(\lambda)} d(\nu).
\]

(1.2)

Let \( \lambda \in \mathcal{P}^k_{sq} \) be such that \( \lambda = \tau_k(\lambda) \) and define a tree \( T_\lambda \) as follows. The set of vertices of the tree is

\[
\mathcal{P}(\lambda) = \bigcup_{\ell \geq k} \mathcal{P}^{\ell}(\lambda),
\]

and two vertices \( \mu, \nu \in \mathcal{P}(\lambda) \) are connected by an edge precisely if \( \nu \in d(\mu) \) or vice-versa. The tree \( T_\lambda \) is clearly rooted at \( \lambda \) and the elements of \( \mathcal{P}^{\ell}(\lambda) \) are those vertices with a path of length \( \ell - k \) to the root. The vertices of the tree at any given level come with a natural total order defined as follows. Suppose that we have fixed an ordering of the vertices \( \mathcal{P}^{\ell}(\lambda) \); then the order on \( \mathcal{P}^{\ell+1}(\lambda) \) is as follows:

\[\nu < \nu' \implies \mu < \mu' \ \forall \ \mu \in d(\nu) \ \mu' \in d(\nu')\]

and the ordering on \( d(\nu) \) is given by

\[\nu : 1 < \nu : 2 < \cdots < \nu : \nu_\ell < \tau(\nu : 1)\]

In the case when \( \lambda \neq \tau_k\lambda \) the preceding construction gives a forest of two trees \( F_\lambda \) rooted at \( \lambda \) and \( \tau_k\lambda \) respectively.
The next result shows that the tree $T_\lambda$ (resp. forest) is independent of the choice of $\lambda$ and $k$ if $\lambda = \tau_k \lambda$ (resp. $\lambda \neq \tau_k \lambda$). In particular, it proves a weaker form of Theorem 1(i).

**Proposition.** Let $\lambda^{(j)} \in \mathcal{P}^{k_j}_{sq}$ for $j = 1, 2$ and assume that $k_1 \geq k_2$ and also that $\tau_{k_j} \lambda^{(k_j)} = \lambda^{(k_j)}$. There exists a bijection of sets $\psi : \mathcal{P}(\lambda^{(1)}) \to \mathcal{P}(\lambda^{(2)})$ such that

$$
\mu = \mu_1 \geq \mu_2 \geq \cdots \mu_\ell \in \mathcal{P}^\ell(\lambda^{(1)}) \quad \Rightarrow \quad \psi(\mu) = \mu'_1 \geq \cdots \geq \mu'_{\ell-k_1+k_2} \in \mathcal{P}^{\ell-k_1+k_2}(\lambda^{(2)}),
$$

and $\mu_1 - \mu'_1 = k_1 - k_2, \quad \mu_\ell = \mu'_{\ell-k_1+k_2}$. (1.3)

Moreover, $\psi$ induces an isomorphism $T_{\lambda^{(1)}} \cong T_{\lambda^{(2)}}$. Analogous statements hold if $\tau_{k_j} \lambda^{(k_j)} \neq \lambda^{(k_j)}$ for $j = 1, 2$.

**Proof.** We define the map $\psi$ inductively. Thus we set $\psi(\lambda^{(1)}) = \lambda^{(2)}$ and note that the conditions of the proposition are satisfied. Assume now that we have defined $\psi : \mathcal{P}^\ell(\lambda^{(1)}) \to \mathcal{P}^{\ell-k_1+k_2}(\lambda^{(2)})$ suitably and for $\nu \in \mathcal{P}^\ell(\lambda^{(1)})$ define $\psi : d(\nu) \to d(\psi(\nu))$ by

$$
\psi(\nu : j) = (\psi(\nu) : j), \quad 1 \leq j \leq \nu_\ell, \quad \psi(\tau_{\ell+1}(\nu : 1)) = \tau_{\ell-k_1+k_2+1}(\psi(\nu : 1)).
$$

Since $\nu_\ell = \psi(\nu)_{\ell-k_1+k_2}$ it follows by using equation (1.2) that $\psi$ extends to a bijection from $\mathcal{P}^\ell+1(\lambda^{(1)}) \to \mathcal{P}^{\ell-k_1+k_2+1}(\lambda^{(2)})$ and it is easily checked that the extension satisfies (1.3). It is now immediate that the corresponding trees are isomorphic. □

1.10. We shall now see that the propagation of the tree $T_\lambda$ is independent of $\lambda$. For this, we define another rooted tree $T$ as follows. The vertices of the tree will be labeled either by a pair of integers or a single integer. The root $v_0$ of the tree will be labeled $(2, 2)$. The root has two descendants and they have labels $(2, 3)$ and $(3)$, respectively. The tree propagates as follows. A vertex labeled $(i, j)$ will have $i$ descendants. The first $(i - 1)$ descendants will be labeled $(k, j+1)$, for $2 \leq k \leq i$, and the last descendant will be labeled $(j+1)$. A vertex labeled $(r)$ will have $r$ descendants., the first $(r - 1)$ are labeled $(k, 3)$ for $2 \leq k \leq r$, and the last one is labeled $(3)$. Note that the label $(2, 2)$ never appears again and is uniquely associated to the root. The following picture shows the labeling at the first few levels.
Proposition. For $\lambda \in \mathcal{P}_{s_k}^k$, we have an isomorphism of trees $\psi : \mathbf{T}_\lambda \cong \mathbf{T}$ such that $\psi(\lambda) = v_0$ and if $\nu \in \mathcal{P}_d(\lambda)$ then the vertex $\psi(\nu)$ has label $(\nu_\ell + 1, \ell + 2 - \nu_1)$, if $\nu \in \mathcal{P}_d(\lambda)$, and label $(\nu_\ell + 1)$ if $\nu \in \mathcal{P}_d^d(\lambda)$.

Proof. We define the isomorphism inductively and note that mapping the root $\lambda$ of $\mathbf{T}_\lambda$ to the root $v_0$ of $\mathbf{T}$ gives the desired labels. Let $\mathbf{T}^s$, $\mathbf{T}_\lambda^s$ be the subtree of $\mathbf{T}$ and $\mathbf{T}_\lambda$ respectively, consisting of the first $s$–propagations of the root. Assume that we have defined the isomorphism $\psi : (\mathbf{T}_\lambda^s)_{s-1} \rightarrow \mathbf{T}_{s-1}$ with the desired properties. By (1.2) it suffices to show that we can extend $\psi$ to a map from $d(\nu) \rightarrow \mathbf{T}$ for all $\nu \in \mathcal{P}_{s+k}(\lambda)$. Suppose first that $\nu \in \mathcal{P}_{d+k}(\lambda)$, in which case $\psi(\nu)$ has label $(\nu_s + k + 1, s + k + 2 - \nu_1)$. This means that the vertex $\psi(\nu)$ has $\nu_s + k$ descendants with labels $(j, s + k + 3 - \nu_1)$, $2 \leq j \leq \nu_s + k + 1$ and one descendant with label $(s + k + 3 - \nu_1)$.

Thus if $(\nu : j) \in d(\nu)$, we let $\psi((\nu : j))$ be the vertex which is the descendant of $\psi(\nu)$ with label $(j + 1, s + k + 3 - \nu_1)$ and $\psi$ maps $\tau_{s+k+1}(\nu : 1)$ to the vertex with label $(s + k + 3 - \nu_1)$.

Similarly, if $\nu \in \mathcal{P}_{s+k}(\lambda)$ then $\psi(\nu)$ has label $(s + k + 1 - \nu_1)$ and hence the vertex $\psi(\nu)$ has $s + k - \nu_1$–descendants with labels $\{(k, 3) : 2 \leq k \leq s + k + 1 - \nu_1\}$ and one descendant with label $(3)$. This time, we assign to a descendant $(\nu : m)$ the vertex labeled $(m + 1, 3)$ and to the descendant $\tau_{s+k+1}(\nu : 1)$ to the vertex labeled $(3)$. This establishes a bijection between the vertices of $\mathbf{T}_\lambda$ and the vertices of $\mathbf{T}$, which by construction is now an isomorphism of trees. $\square$
2. Proof of Theorem 1

2.1. For \( r \in \mathbb{Z}_+ \), set

\[
P^\ell(\lambda, r) = \{ \mu \in P^\ell(\lambda) : \mu_\ell \geq r \},
\]

\[
e_{\ell, r}(\lambda) = \#P^\ell(\lambda, r).
\]

The subsets \( P^\ell_d(\lambda, r), P^\ell_\tau(\lambda, r) \) are defined in the obvious way. Note that by applying \( \tau_{\ell} \), we get

\[
e_{\ell, r}(\lambda) = \#\{ \mu \in P^\ell(\lambda) : \mu_1 \leq \ell + 1 - r \}. \tag{2.1}
\]

To prove part (i) of the Theorem we must prove that \( e_{\ell, 1} \) is \( c_{\ell-k+1} \). We do this by showing that the \( e_{\ell, r} \) satisfy a suitable recurrence relation and by determining the initial conditions; this is the content of the next proposition.

**Proposition.** Let \( r, \ell \in \mathbb{N} \) and assume \( \ell \geq k \). We have

\[
e_{\ell, r}(\lambda) = \sum_{s \geq r} e_{\ell-1, s}(\lambda) = e_{\ell-1, r-1}(\lambda) + e_{\ell, r+1}(\lambda). \tag{2.2}
\]

Moreover,

\[
e_{\ell, r}(\lambda) = 0, \quad r > \ell - k + 1, \tag{2.3}
\]

\[
e_{\ell, \ell-k+1}(\lambda) = \#P^\ell(\lambda). \tag{2.4}
\]

2.2. Before proving the proposition, we deduce part (i) of the theorem. It is clear that the system of recurrence relations with the initial conditions given in the proposition have a unique solution. It is also well-known \([1]\) and is a simple matter to check that if we set

\[
e_{\ell, r} = \begin{cases} b_{\ell-k-r+1, r}, & \text{if } \lambda = \tau_k \lambda, \\ 2b_{\ell-k-r+1, r}, & \text{if } \lambda \neq \tau_k \lambda \end{cases}
\]

then the recurrence relation and the initial conditions are satisfied. Since

\[
e_{\ell, 1}(\lambda) = \#P^\ell(\lambda) = \begin{cases} c_{\ell-k+1} & \text{if } \lambda = \tau(\lambda) \\ 2c_{\ell-k+1} & \text{else} \end{cases}
\]

part (i) is proved.

2.3. To prove (2.2) it is clear that

\[
P^\ell_d(\lambda, r) = \bigsqcup_{s \geq r} \{ (\mu : s) : \mu \in P^{\ell-1}(\lambda, s) \},
\]

and hence

\[
\#P^\ell_d(\lambda, r) = \sum_{s \geq r} e_{\ell-1, s}(\lambda).
\]

By Corollary \([1.7]\) we may write

\[
P^\ell(\lambda, r) = P^\ell_d(\lambda, r) \bigsqcup \{ \mu \in P^\ell_\tau(\lambda, r) : \mu_1 = \ell \}.
\]
We have a bijection of sets
\[ \{ \mu \in \mathcal{P}_r^\ell(\lambda, r) : \mu_1 = \ell \} \rightarrow \{ \nu \in \mathcal{P}^{\ell-1}(\lambda) : \nu_1 \leq \ell + 1 - r \}, \]
given by
\[ \mu \rightarrow \mu \setminus \{1\} \quad \nu \rightarrow \tau_\ell(\nu : 1), \]
hence by using (2.1) we see that
\[ \# \{ \mu \in \mathcal{P}_r^\ell(\lambda, r) : \mu_1 = \ell \} = \# \{ \nu \in \mathcal{P}^{\ell-1}(\lambda) : \nu_1 \leq \ell + 1 - r \} = e_{\ell-1,r-1}, \]
which proves (2.2).

2.4. The initial conditions (2.3) and (2.4) are clearly immediate consequences of the following.

Lemma.

\[ \mu \in \mathcal{P}_r^\ell(\lambda) \implies \mu_\ell \leq \ell - k + 1, \quad \mu_1 \geq k, \] (2.5)
\[ \{ \mu \in \mathcal{P}_r^\ell(\lambda) : \mu_\ell = \ell - k + 1 \} \subset \{ \mu \in \mathcal{P}_r^\ell(\lambda) : \mu_1 = \ell \}, \] (2.6)
\[ \# \{ \mu \in \mathcal{P}_r^\ell(\lambda) : \mu_\ell = \ell - k + 1 \} = \# \mathcal{P}^k(\lambda). \] (2.7)

Proof. To prove (2.5) we proceed by induction on \( \ell - k \). If \( \ell = k \), then the result holds since \( \lambda \in \mathcal{P}_r^{k} \) and by the definition of \( \mathcal{P}^k(\lambda) \). Assume we have proved (2.5) for \( \ell - k < s \) and let \( \mu \in \mathcal{P}^{k+s}(\lambda) \) (resp. \( \mu \in \mathcal{P}_r^{k+s}(\lambda) \)), then we have
\[ \mu_{k+s} \leq \mu_{k+s-1} \leq s \quad \text{(resp. } k + s + 1 - \mu_{k+s} \geq k, \ i.e., \ \mu_{k+s} \leq s + 1 \),
and the inductive step is proved.

To prove (2.6) notice that it is obviously true if \( \ell = k \). If \( \ell > k \) and
\[ \mu_\ell = \ell - k + 1 \geq 2, \quad \mu_1 < \ell, \]
then Proposition 1.7 applies and we get \( \mu \in \mathcal{P}_d^\ell(\lambda) \). Applying (2.5) to \( \mu \setminus \{\mu_\ell\} \) gives \( \mu_\ell \leq \mu_{\ell-1} \leq \ell - k \) which contradicts our assumption.

Suppose that \( \mu \in \mathcal{P}_r^\ell(\lambda) \) is such that \( \mu_\ell = \ell - k + 1 \). Using (2.6) we see that \( \mu_1 = \ell \). In particular, \( \mu \notin \mathcal{P}_d(\lambda) \), forcing
\[ \tau_\ell \mu \setminus \{1\} = (k \geq \cdots \geq \ell + 1 - \mu_2) \in \mathcal{P}^{\ell-1}(\lambda), \]
and hence we get
\[ \tau_{\ell-1}(\tau_\ell \mu \setminus \{1\}) = (\mu_2 - 1 \geq \cdots \geq \mu_\ell - 1 = \ell - k) \in \mathcal{P}^{\ell-1}(\lambda). \]
In other words the assignment \( \mu \rightarrow \tau_{\ell-1}(\tau_\ell \mu \setminus \{1\}) \) defines a bijection \( \{ \mu \in \mathcal{P}_r^\ell(\lambda) : \mu_\ell = \ell - k + 1 \} \rightarrow \{ \mu \in \mathcal{P}^{\ell-1}(\lambda) : \mu_\ell = \ell - k \} \) and hence (2.7) follows. \( \square \)
2.5. To prove part (ii) of the theorem, assume that \( \nu \notin \{ \lambda, \tau_k \lambda \} \) and without loss of generality that \( k \geq s \). To see that \( \lambda \notin \mathcal{P}^k(\nu) \), notice that \( \lambda \notin \mathcal{P}^k_d(\nu) \) since \( \lambda_1 = k \) and by Lemma 2.3 we also have \( \tau_k \lambda \notin \mathcal{P}^k_d(\nu) \) since \( \lambda_k = 1 \).

Suppose that \( \mu \in \mathcal{P}_d^\ell(\lambda) \cap \mathcal{P}_d^\ell(\nu) \) for some \( \ell > \max(s, k) \). If \( 2 \leq \mu_\ell \leq \mu_1 \leq \ell - 1 \), then it follows from Proposition 2.7 that \( \mu \in \mathcal{P}^\ell_d(\lambda) \cap \mathcal{P}^\ell_d(\nu) \), i.e., that
\[
\mu \setminus \{ \mu_\ell \} \in \mathcal{P}^{\ell-1}_d(\lambda) \cap \mathcal{P}^{\ell-1}_d(\nu),
\]
which contradicts the induction hypothesis. If \( \mu_1 = \ell \), then \( \mu \notin \mathcal{P}^\ell_d(\lambda) \cup \mathcal{P}^\ell_d(\nu) \) and so we must have that
\[
\tau_\ell \mu \in \mathcal{P}^\ell_d(\lambda) \cap \mathcal{P}^\ell_d(\nu).
\]
But this implies that
\[
\tau_\ell \mu \setminus \{1\} \in \mathcal{P}^{\ell-1}_d(\lambda) \cap \mathcal{P}^{\ell-1}_d(\nu)
\]
which is again impossible. The final case to consider is when \( \mu_\ell = 1 \) and this is now immediate by applying \( \tau_\ell \) to the previous case.

2.6. The following proposition proves part (iii) of the Theorem.

**Proposition.** (i) Let \( \lambda \in \mathcal{P}^k \), \( \nu \in \mathcal{P}^s \) and \( \mu \in \mathcal{P}^\ell \) with \( k \leq s \leq \ell \). Then
\[
\mu \in \mathcal{P}^\ell(\nu), \nu \in \mathcal{P}^s(\lambda) \implies \mu \in \mathcal{P}^\ell(\lambda).
\]
(ii) Let \( \mu \in \mathcal{P}^\ell \) for some \( \ell \in \mathbb{N} \). Then \( \mu \in \mathcal{P}^\ell(\lambda) \) for some \( \lambda \in \mathcal{P}^k_{sq}, k \geq 1 \).

**Proof.** We proceed by induction on \( \ell - s \). If \( \ell = s \), then we have \( \mu = \nu \) or \( \mu = \tau_s \nu \) and the statement follows since \( \mathcal{P}^s(\lambda) \) is \( \tau_s \)-stable. If \( \ell > s \) and \( \mu \in \mathcal{P}^\ell_d(\nu) \), then by the induction hypothesis, we have \( \mu \setminus \{ \mu_\ell \} \in \mathcal{P}^{\ell-1}_d(\lambda) \) and hence by definition, \( \mu \in \mathcal{P}^\ell(\lambda) \). Otherwise we have \( \tau_\ell \mu \setminus \{ \ell - \mu_1 + 1 \} \in \mathcal{P}^{\ell-1}_d(\lambda) \) and hence \( \tau_\ell \in \mathcal{P}^\ell(\lambda) \). Part (i) follows by using the fact that \( \mathcal{P}^\ell(\lambda) \) is \( \tau_\ell \)-stable.

To prove (ii), we proceed by induction on \( \ell \). If \( \ell = 1 \), then
\[
\mathcal{P}^1 = \mathcal{P}^1_{sq} = \{1\},
\]
and we are done. Assume now that we have proved the result for all integers less than \( \ell \) and let \( \mu \in \mathcal{P}^\ell \). If \( \mu_1 = \ell \) and \( \mu_\ell = 1 \), there is nothing to prove. If \( \mu_1 < \ell \), then set
\[
s = \ell - \mu_1 + 1, \quad \nu = \mu_1 \geq \cdots \geq \mu_s.
\]
Clearly \( \mu \in \mathcal{P}^\ell(\nu) \) and since \( \nu \in \mathcal{P}^s \) with \( s < \ell \) we see by the induction hypothesis that \( \nu \in \mathcal{P}^s(\lambda) \) for some \( \lambda \in \mathcal{P}^k_{sq} \). Applying part (i) of the proposition shows that \( \mu \in \mathcal{P}^\ell(\lambda) \). Finally, consider the case \( \mu_1 = \ell \) and \( \mu_1 > 1 \). Then we have \( \nu = \tau_\ell \mu \in \mathcal{P}^{\ell,\ell-1} \) and we are now in the previous case and so
\[
\nu = \tau_\ell \mu \in \mathcal{P}^\ell(\lambda),
\]
for some \( \lambda \in \mathcal{P}^k_{sq} \). The result again follows since \( \mathcal{P}^\ell(\lambda) \) is \( \tau_\ell \)-stable. \( \square \)

We illustrate the basic idea in the proof of the preceding proposition in the following two simple examples. Take \( \mu = 3 \geq 3 \geq 2 \geq 2 \geq 1 \). Then
So we have $\mu \in P^6(2 \geq 1)$.

If $\mu = (7 \geq 6 \geq 5 \geq 3 \geq 3 \geq 3 \geq 3 \geq 3 \geq 1)$, then

So we have $\mu \in P^{10}(3 \geq 1 \geq 1)$.

3. FROM THE CATALAN NUMBERS TO THE BALLOT NUMBERS

In this section, we generalize the first part of Theorem 1. Namely, given $m \in \mathbb{N}$, we modify the algorithm defined in Section 1 so that if we start with a suitable set of $m$ elements, then applying the algorithm $\ell$ times gives a set of cardinality equal to the ballot number $b_{\ell,m}$. We use the binomial identity

$$\binom{r}{s} = \binom{r-1}{s} + \binom{r-1}{s-1},$$

freely and without comment throughout the rest of the section. Note that in particular, this gives

$$b_{\ell,m} = b_{\ell,m-1} + b_{\ell-1,m+1}. \quad (3.1)$$

3.1. Fix $m \in \mathbb{N}$, and let

$$\Omega_m = \{ 1 \leq j \leq m \} \subset P^{1,m}.$$
We generalize the definition of the sets $\mathcal{P}_\ell(\lambda)$ given in Section 1 as follows. Define subsets $\mathcal{P}_\ell(\Omega_m)$ by,

$$
\mathcal{P}_d^1(\Omega_m) = \Omega_m = \mathcal{P}_\tau^1(\Omega_m) = \tau_m \Omega_m,
\mathcal{P}_d^\ell(\Omega_m) = \{(\mu : j) \in \mathcal{P}_d^{\ell+1} : 1 \leq j \leq \mu_\ell, \ \mu \in \mathcal{P}_\tau^{\ell-1}(\Omega_m)\},
\mathcal{P}_\tau^\ell(\Omega_m) = \tau_{\ell+1} \mathcal{P}_d^\ell(\Omega_m),
\mathcal{P}_\ell^\ell(\Omega_m) = \mathcal{P}_d^\ell(\Omega_m) \cup \mathcal{P}_\tau^\ell(\Omega_m).
$$

The main result of this section is:

**Theorem.** For $\ell, m \in \mathbb{N}$, we have 

$$
\# \mathcal{P}_\ell(\Omega_m) = b_{\ell,m-1}.
$$

3.2. The proof of the theorem is very similar to the corresponding result in Section 1. An inspection of Proposition 1.7 and its Corollary shows that the proof works in our more general situation and we have:

**Proposition.** For all $\ell \geq 1$, the set $\mathcal{P}_\ell(\Omega_m)$ is the disjoint union of the following sets: for all $\ell \geq 1$, we have

$$
\mathcal{P}^\ell(\Omega_m) = \mathcal{P}_d^\ell(\Omega_m) \bigcup \{\mu \in \mathcal{P}_\tau^\ell(\Omega_m) : \mu_1 = \ell\}
= \mathcal{P}_\tau^\ell(\Omega_m) \bigcup \{\mu \in \mathcal{P}_d^\ell(\Omega_m) : \mu_\ell = 1\}.
$$

3.3. For $s, \ell \in \mathbb{N}$, $\ell \geq 1$, set

$$
\mathcal{P}_\ell(\Omega_m, s) = \{\mu \in \mathcal{P}_\ell^\ell(\Omega_m) : \mu_\ell \geq s\},
\mathcal{P}_\ell(\Omega_m, s) = \# \mathcal{P}_\ell^\ell(\Omega_m, s)
$$
and define $e_{\ell,0}(\Omega_m) = e_{\ell,1}(\Omega_m)$. Note that by applying $\tau_{\ell+1}$, we get

$$
e_{\ell,s}(\Omega_m) = \# \{\mu \in \mathcal{P}_\ell(\Omega_m) : \mu_1 \leq \ell + m - s\}. \quad (3.2)
$$

Clearly, $e_{1,\ell}(\Omega_m)$ is just the cardinality of $\mathcal{P}_\ell(\Omega_m)$. We now determine the recurrence relation and the initial conditions satisfied by the $e_{\ell,s}$.

**Proposition.** For $\ell \geq 1$ and $s \geq 0$, we have

$$
e_{\ell,s}(\Omega_m) = \sum_{j \geq s-1} e_{\ell-1,s}(\Omega_m) = e_{\ell-1,s-1}(\Omega_m) + e_{\ell,s+1}(\Omega_m). \quad (3.3)
$$

Moreover,

$$
e_{\ell,s}(\Omega_m) = 0 \text{ if } s > \ell + m - 1, \quad (3.4)
$$
$$
e_{\ell,\ell+m-1}(\Omega_m) = 1, \quad (3.5)
$$
$$
e_{1,s}(\Omega_m) = \begin{cases} m - s + 1 & \text{if } m - s + 1 \geq 0, \\ 0 & \text{otherwise}. \end{cases} \quad (3.6)
$$
Proof. It is immediate from Proposition 3.2 and (3.2) that (3.3) holds. Equation (3.4) holds since by definition \( \mu \in \mathcal{P}_e(\Omega_m) \) implies \( \mu_1 \leq \ell + r - 1 \). Let \( \mu \in \mathcal{P}_e(\Omega_m) \) be such that \( \mu_1 \geq \ell + r - 1 \). Then we must have, \( \mu = (\ell + r - 1 \geq \ell + r - 1 \geq \ldots \geq \ell + r - 1 ) \). Further, this element is \( \tau_{\ell+r-1}(1 \geq 1 \ldots \geq 1) \), and we clearly have \( (1 \geq 1 \ldots \geq 1) \in \mathcal{P}_d(\Omega_m) \). This proves (3.5). Finally, equation (3.6) is an immediate consequence of the definitions of \( e_{\ell,s}(\Omega_m) \) and of \( \Omega_m \).

\[ \Box \]

### 3.4

It is clear that the integers \( e_{\ell,s}(\Omega_m) \) are completely determined by Proposition 3.3.

The proof of the theorem is completed by the following proposition which gives closed formulae for the \( e_{\ell,s}(\Omega_m) \).

**Proposition.** For \( \ell, m \geq 1 \) and \( s \geq 0 \), we have

\[
e_{\ell,s}(\Omega_m) = \begin{cases} (m + 2\ell - s - 1), & s \geq \ell \\ \sum_{j \geq 0} (-1)^j \binom{s-j}{j} b_{\ell-j,m-1}, & 1 \leq s \leq \ell - 1. \end{cases}
\]

In particular, \( e_{\ell,1}(\Omega_m) = b_{\ell,m-1} \).

Proof. Notice first that the numbers on the right hand side satisfy (3.4), (3.5) and (3.6). The proposition follows if we prove that they also satisfy (3.3). If \( s \geq \ell \) (resp. \( s < \ell - 1 \)), then we must check that

\[
\left( \frac{m + 2\ell - s - 1}{\ell} \right) = \left( \frac{m + 2\ell - s - 2}{\ell - 1} \right) + \left( \frac{m + 2\ell - s - 2}{\ell} \right),
\]

and

\[
\sum_{j \geq 0} (-1)^j \binom{s-j}{j} b_{\ell-j,m-1} = \sum_{j \geq 0} (-1)^j \binom{s-j-1}{j} b_{\ell-j-1,m-1} + \sum_{j \geq 0} (-1)^j \binom{s-j+1}{j} b_{\ell-j,m-1}.
\]

The first one is just the usual binomial identity, while for the second, observe that

\[
\sum_{j \geq 0} (-1)^j \binom{s-j}{j} b_{\ell-j,m-1} - \sum_{j \geq 0} (-1)^j \binom{s-j+1}{j} b_{\ell-j,m-1} = \sum_{j \geq 1} (-1)^j+1 \binom{s-j-1}{j-1} b_{\ell-j,m-1} = \sum_{j \geq 0} (-1)^j \binom{s-j-1}{j} b_{\ell-j+1,m-1}.
\]

It remains to consider the case when \( s = \ell - 1 \), i.e. we have to verify that

\[
\sum_{j \geq 0} (-1)^j \binom{\ell - 1 - j}{j} b_{\ell-j,m-1} = \sum_{j \geq 0} (-1)^j \binom{\ell - j - 2}{j} b_{\ell-j-1,m-1} + \left( \frac{m + \ell - 1}{\ell} \right).
\]

This amounts to proving (by replacing \( j \) with \( j + 1 \) on the right hand side and using the binomial identity again) that

\[
\sum_{j \geq 0} (-1)^j \binom{\ell - j}{j} b_{\ell-j,m-1} = \left( \frac{m + \ell - 1}{\ell} \right).
\]
This is probably well-known but we isolate it as a separate Lemma and give a proof, since we were unable to find a reference in general.

3.5.

Lemma. For \(\ell, m \geq 0\), we have

\[
\sum_{j \geq 0} (-1)^j \binom{\ell - j}{j} b_{\ell-j, m} = \binom{m + \ell}{\ell}.
\]  (3.7)

Proof. Note that if \(m = 0\), then this formula is known for all \(\ell\), \([1]\) since the \(b_{\ell,0}\) are Catalan numbers. Assume now that we have proved it for all pairs \((\ell, m')\) with \(m' < m\). To prove it for \((\ell, m)\) we proceed again by induction on \(\ell\). If \(\ell = 0\), the equation is just \(b_{0,m} = 1\) which follows from the definition. Assuming the result for \((\ell, m)\), we prove it for \((\ell + 1, m)\) as follows.

Consider:

\[
\sum_{j \geq 0} (-1)^j \binom{\ell + 1 - j}{j} b_{\ell+1-j, m} - \sum_{j \geq 0} (-1)^j \binom{\ell + 2 - j}{j} (b_{\ell+2-j, m-1} - b_{\ell+2-j, m-2})
\]

\[
= \sum_{j \geq 1} (-1)^j \binom{\ell + 1 - j}{j} b_{\ell+1-j, m} - \sum_{j \geq 1} (-1)^j \binom{\ell + 2 - j}{j} (b_{\ell+2-j, m-1} - b_{\ell+2-j, m-2})
\]

\[
= \sum_{j \geq 1} (-1)^j \binom{\ell + 1 - j}{j} (b_{\ell+1-j, m} - b_{\ell+2-j, m-1} + b_{\ell+2-j, m-2})
\]

\[
+ \sum_{j \geq 1} (-1)^j \binom{\ell + 1 - j}{j-1} (b_{\ell+2-j, m-1} - b_{\ell+2-j, m-2})
\]

\[
= 0 + \sum_{j \geq 0} (-1)^j \binom{\ell - j}{j} b_{\ell-j, m},
\]

e.

\[
\sum_{j \geq 0} (-1)^j \binom{\ell + 1 - j}{j} b_{\ell+1-j, m} = \sum_{j \geq 0} (-1)^j \binom{\ell + 2 - j}{j} (b_{\ell+2-j, m-1} - b_{\ell+2-j, m-2}) + \sum_{j \geq 0} \binom{\ell - j}{j} b_{\ell-j, m}.
\]

For the inductive step to work, we must have the result for \(m = 1\) as well. For this, note that \(b_{\ell+1-j,1} = b_{\ell+2-j,0}\) and \(b_{\ell,1} = 0\) for all \(\ell\). Hence, we get

\[
\sum_{j \geq 0} (-1)^j \binom{\ell + 1 - j}{j} b_{\ell+1-j,1} = \sum_{j \geq 0} (-1)^j \binom{\ell + 2 - j}{j} b_{\ell+2-j,0} + \sum_{j \geq 0} \binom{\ell - j}{j} b_{\ell-j,1}
\]

\[
= 1 + \ell
\]
as required. In the general case, the induction hypothesis applies to all the terms on the right hand side and we get

\[
\sum_{j \geq 0} (-1)^j \binom{l + 1 - j}{j} b_{\ell+1-j,m} = (r + \ell + 1) \binom{m + \ell}{\ell + 2} - m + \ell \binom{m + \ell}{\ell} = \binom{m + \ell + 1}{\ell + 1},
\]

and the proof is complete. □

4. Concluding Remarks and a Conjecture.

4.1. As we mentioned in the introduction, our motivation for this paper came from the study of the representation theory of affine Lie algebras. There is a well-known relationship [7], [2], [5] between the ring of symmetric functions in infinitely many variables and the universal enveloping algebra of the affine Lie algebra. The problem we are interested in leads us naturally through this connection to the following conjecture.

For \( r \geq 1 \), let \( C[x_1, \cdots, x_r] \) be the polynomial ring in \( r \)–variables, \( S_r \) be the symmetric group on \( r \) letters, and let \( \Lambda_r = C[x_1, \cdots, x_r]^{S_r} \) be the ring of invariants under the canonical action of \( S_r \) on the polynomial ring. Given elements \( a, b \in C[x_1, \cdots, x_r] \) and \( m \geq 0 \), set

\[
p_0(a, b) = 1, \quad p_m(a, b) = \sum_{j=0}^{m-1} a^{m-j-1}b^j.
\]

Given a partition \( \mu = \mu_1 \geq \cdots \geq \mu_s > 0 \) let \( \text{comp}(\mu) \subset \mathbb{Z}_+^s \) be the set of all distinct elements arising from permutations of \( (\mu_1, \cdots, \mu_s) \in \mathbb{Z}_+^s \).

From now on, we consider the case when \( r = 2\ell + m \) for some \( \ell, m \geq 1 \). Given \( \mu \in \mathcal{P}^\ell \), we set

\[
p(\mu) = \sum_{\mu' \in \text{comp}(\mu)} p_{\mu'_1}(x_1, x_2) \cdots p_{\mu'_{2\ell-1}}(x_{2\ell-1}, x_{2\ell}).
\]

Let \( M(\ell, m) \) be the \( \Lambda_r \)–submodule of \( C[x_1, \cdots, x_r] \) spanned by the elements \( p(\mu), \mu \in \mathcal{P}^\ell \). We can now state our conjecture.

**Conjecture** The \( \Lambda_r \)–module \( M(\ell, m) \) is free with basis

\[
\{ p_\mu : \mu \in \mathcal{P}^\ell(\Omega_m) \},
\]

and in particular is of rank \( b_{\ell,m-1} \).

We have checked that the conjecture is true for all \( m \) if \( \ell = 1, 2 \) and for \( \ell = 3, 4 \) for \( m = 0, 1, 2 \).
4.2. There are other natural generalizations of the algorithm. Namely, we could start with any partition $\lambda \in \mathcal{P}$ and define a subset $Q(\lambda)$ by setting

$$Q^1(\lambda) = \{\lambda\} \cup \{\tau_{\lambda_1+\lambda_k-1}(\lambda)\},$$

and then defining $Q^\ell(\lambda)$ in the obvious way and

$$Q^\ell(\lambda) = \tau_{\lambda_1+\lambda_k+\ell-1}Q^\ell(\lambda).$$

Computations for small values of $\ell$ and specific $\lambda$ do yield sequences of numbers found in [9] for the cardinality of the sets. The abstract result needed, however, to compute the recurrence relations in general is the analog of Corollary 1.7. The Corollary is definitely false in this generality and it should be interesting to find the correct statement.
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