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Abstract

We focus our attention on the problem of generating adversarial perturbations based on the gradient in image classification domain; substantial pixel perturbations make features learned by deep neural networks changed in clean images which fool deep neural models into making incorrect predictions. However, large-scale pixel modification in the image directly makes the changes visible although attack process success. To find the optimal perturbations which can quantify the boundary distance directly between clean images and adversarial examples in latent space, we propose a novel method for integrated adversarial perturbations generation, which formulate adversarial perturbations in the adaptive and integrated gradient level. Our approach calls few adaptive gradient operators to seek the decision boundary between original images and corresponding adversarial examples directly. We compare our proposed method for crafting adversarial perturbations with other state-of-the-art gradient-based attack methods. Experimental results suggest that adversarial samples generated by our approach show excellent efficiency in fooling deep neural classification networks with lower pixel modification and good transferability on image classification models.

1 Introduction

Deep Neural Networks (DNNs) [12] have achieved state-of-the-art performance on image classification [3] [4], natural language processing [5] and audio processing [6]. However, as the study continuously goes deep in specific domains, it finds that the deep neural models are astonishingly susceptible to adversarial attacks [7] [8], especially in image classification domain, small-magnitude perturbations added into the input data could cause DNNs to misclassify [7] [9]. In general, adversarial attack methods generating adversarial perturbations calculate the distances of decision between different classes [9] [11], which means fooling deep neural models with adversarial examples is to find the boundary distance that misleading DNNs into mislabeling the input data [8] [12]. There have been several techniques proposed to craft adversarial perturbations, such as single-step gradient updating attack [7], iterative-steps gradient updating attack methods [9], the white-box or black-box attack [7] [8] [11] [14]. Attacks also can be classified into targeted or non-targeted attack methods, targeted attack [11] [12] [15] aims to find perturbation which can fool deep neural models with specific target label, and non-targeted attack [9] [10] find perturbation that fool model with any label other than the ground-truth label. In this paper, we evaluate these adversarial attack strategies in white-box and black-box, targeted and no-targeted settings, and show the experimental results in the following sections.

We summarize contributions in this paper as follows:

An attack algorithm for generating adversarial examples is proposed to craft perturbations with integrated adaptive gradients.
perturbation vector, by maximizing the loss function \[9\] and momentum-based method \[15\] try to find proper sign method (FGSM Eq. (1)) \[7\], Iterative-FGSM (Eq. (2))

Substantial pixels modified in images can lead misclassification of age which fools the deep neural models to make mistakes.

2.1 Methods for Generating Adversarial Perturbations

Substantial pixels modified in images can lead misclassification, perturbation based on gradient like Fast gradient sign method (FGSM Eq. (1)) \[7\], Iterative-FGSM (Eq. (2)) \[9\] and momentum-based method \[15\] try to find proper perturbation vector, by maximizing the loss function \(J(x^*, f(x))\).

\[
x = x + \alpha \cdot \text{sign}(\nabla_x J(\theta, x, f(x))) \quad x \in R^d
\]

\[
x_i = x_{i-1} + \alpha \cdot \text{sign}(\nabla_x J(\theta, x_{i-1}, f(x_{i-1}))) \quad x \in R^d
\]

\[
g_t = c \cdot g_{t-1} + \nabla_x J(\theta, x_{i-1}, f(x_{i-1})) \quad \parallel \nabla_x J(\theta, x_{i-1}, f(x_{i-1})) \parallel_1
\]

\[
x_i = x_{i-1} + \alpha \cdot \text{sign}(g_t) \quad x \in R^d
\]

Carlini and Wagner proposed a targeted attack method called \(C\&W\)'s attack \[11\], which generate adversarial examples reduce detecting defenses rates with norm constraint, the parameter \(p\) is norm constraint which is set to 0, 1, 2 or \(\infty\).

\[
\begin{align*}
\min & \quad \parallel v \parallel_p + c \cdot g(x + \eta) \\
\text{s.t.} & \quad x + v \in [0, 1]^d
\end{align*}
\]

\[16\] introduce a simple iterative method (JSMA) for targeted attack.

\[
\argmin \parallel v \parallel_p \quad \text{s.t.} \quad f(x + v) = y^* \neq y
\]

\[13\] seek adversarial examples which fool a deep neural model with only one perturbation. In the equation, \(\delta\) is set to control adversarial examples attack success rate.

\[
\parallel v \parallel_p \leq \epsilon, \quad P(f(x') \neq f(x)) \geq 1 - \delta
\]

We present several attacks approaches for generating adversarial perturbations in this part, most of which fool DNNs with good effect.

2.2 Methods for Adversarial Example Defense

Defense adversarial examples in DNNs is a whole task; the defense mechanism needs to know the principles of the attack method. \[17\] introduce ensemble model mechanism to adversarial defense attack which trains dataset with adversarial examples produced that having good defense result against black-box and fast gradient attack methods. \[18\] present distillation defense method which reduces the effectiveness of adversarial samples on DNNs and lowers adversarial attack success rates with distillation mechanism. \[19\] propose the Feature Squeezing method which reduces the search space available to an adversarial example by coalescing samples that correspond to different feature vectors in the original space into a single sample.

Attack and defense are the interactive influential process that improves the robustness of Deep Neural Networks.

3 Proposed Method

In this part, we describe adversarial attack method which generates adversarial perturbation with integrated adaptive gradient, adversarial examples generated by our approach can fool deep neural networks with high attack success rate and lower pixel vibration both in white-box and black-box strategies, and it shows good effect in seeking the optimize boundary distance in latent space.

Before introducing our approach, we define \(X = \{x_1, \ldots, x_n\}\) be a set of image from the distribution \(\mu\),

![Figure 2: Boundary Distance in Latent Space(2D)](image-url)
and \( f \) be a classifier which are pre-trained deep neural models for image classification validation.

### 3.1 Integrated Adaptive Gradients for Adversarial Example Generation

Adaptive gradient method is a modified stochastic gradient descent with per-parameter learning rate updating. Informally, the adaptive mechanism increases the learning rate for more sparse parameters and decreases the learning rate for less sparse ones, and improve the convergence performance over standard stochastic gradient descent method. In adversarial perturbation generation processing, considering the gradient \( \nabla_{x_i} J(\theta, x_i, f(x_i)) \) at time \( i \), adaptive mechanism adjusts gradient updating pace based on the calculation of sign function for the square loss \( \text{sign}(\nabla_{x_i} J(\theta, x_i, f(x_i)))^2 \), and use this calculation as denominator to perform adversarial perturbation updating with a decay factor \( \varepsilon \), it performs small updates with frequently occurring features and substantial updates when occurring infrequent features, which helps escaping the local minimal. The class of adaptive methods for adversarial perturbation generation show good attack ability and transferability over different deep neural models; we elaborate on them in the following sections.

Seeking decision boundary is the key problem of processing adversarial attack in image classification domain, because category representation is a high-dimensional matrix in latent space, distance changes along with the center point of category domain changes, single gradient updating method is difficult to find the optimal gradient updating direction at one time, for single stochastic gradient descent lead trapping in local minimal easily when seeking decision boundary using gradient. Integrated gradient mechanism [20] gives a solution to search for the optimal gradient updating direction.

#### Algorithm 1 Adversarial Examples Generation with Integrated Adaptive Gradients

**Input:** A clean image \( x_i \) with true label \( y_i \) from dataset \( X \); a classifier \( f \); perturbation size \( \varepsilon \).

**Output:** Adversarial examples \( x_{i}^{\text{adv}} \) with \( \| v \|_{\infty} \leq \varepsilon \)

1. initial: \( v = 0, \delta = 10^{-8}, \tau, \alpha, \beta \) and \( \gamma \)
2. for \( i = 0 : k, v_i = 0, x_{i}^{\text{adv}} = x_i \), do
3. for \( j = 0 : n \) do
4. while \( f(x_i^j + v_i^j) = f(x_i^j) \) do
5. get loss \( \nabla_{x_i} J(\theta, x_i^j, f(x_i^j)) \) base on \( f(x_i^j) \)
6. update \( g_{i}^{\text{ada}} \) by \( \tau * g_{i-1}^{\text{ada}} + (1 - \tau) \cdot (\nabla_{x_i} J(\theta, x_i^j, f(x_i^j))) \)
7. update \( v_i^j \) by \( \frac{(\nabla_{x_i} J(\theta, x_i^j, f(x_i^j)))}{\sqrt{g_i^j + \delta}} \)
8. update \( g_{i}^{\text{rms}} \) by \( \tau * g_{i-1}^{\text{rms}} + (1 - \tau) \cdot (\nabla_{x_i} J(\theta, x_i^j, f(x_i^j))) \)
9. update \( m_{i}^{\text{rms}} \) by \( \tau * m_{i-1}^{\text{rms}} + (1 - \tau) \cdot (\nabla_{x_i} J(\theta, x_i^j, f(x_i^j)))^2 \)
10. update \( v_i^j \) by \( \frac{(\nabla_{x_i} J(\theta, x_i^j, f(x_i^j)))}{\sqrt{g_i^j + \delta}} \)
11. update \( g_{i}^{\text{ada}} \) by \( \tau * g_{i-1}^{\text{ada}} + (1 - \tau) \cdot (\nabla_{x_i} J(\theta, x_i^j, f(x_i^j)))^2 \)
12. update \( m_{i}^{\text{ada}} \) by \( \tau * m_{i-1}^{\text{ada}} \) or \( (1 - \tau) * v_i^j \)
13. update \( v_i^j \) by \( \frac{(\nabla_{x_i} J(\theta, x_i^j, f(x_i^j)))}{\sqrt{g_i^j + \delta}} \)
14. update \( v_i^j \) by \( \frac{(\nabla_{x_i} J(\theta, x_i^j, f(x_i^j)))}{\sqrt{g_i^j + \delta}} \)
15. end while
16. end for
17. update \( x_{i}^{\text{adv}} = x_i^j + v_i^j \)
18. end for
19. return \( x_{i}^{\text{adv}} \)

We consider that there is an optimize path \( p_{\text{opt}} \) from a clean image \( A_a \) in class A to decision boundary beside class B(see in Fig.2.), there are paths \( a, b \) and \( c \) to class B, our proposed method try to find the optimize perturbation \( v_{\text{opt}} \) which make boundary distance minimal between different classes and map the distance success in latent space, which satisfies the following constraint:

\[
\arg \min ||v_{\text{opt}}|| \quad \text{s.t.} \quad f(x + v_{\text{opt}}) \neq f(x) \quad (7)
\]

If there is optimize path \( p_{\text{opt}} \) from class A to class C, and it gradient \( \text{Grads}(x_i)_{\text{opt}} = \frac{\partial f(x)}{\partial x_{\text{opt}}} \) along the \( i \)th dimension for an input \( x \), we seek different decision path\( p^1, p^2, p^3...p_n \) based on gradient \( \text{Grads}(x_i)_{1}, \text{Grads}(x_i)_{2}, \text{Grads}(x_i)_{3}...\text{Grads}(x_i)_n \) descent methods from original to adversarial domain.

---

Figure 3: Adversarial Example Generation with Integrated Adaptive Gradients
first, we give each gradient a weight $\alpha_i$, to control gradient size, and $\sum_{i=1}^{n} \alpha_i = 1$, we can derive that:

$$Grads(x_i) = \sum_{i=1}^{n} \alpha_i \cdot Grads(x_i)_i$$

and the direction gradient $Grads(x_i)$ can be expressed as follow:

$$Grads(x_i) = \sum_{i=1}^{n} \alpha_i \cdot \frac{\partial f(x)}{\partial x_i} = \sum_{i=1}^{n} \alpha_i \cdot (1 + \gamma_i) \cdot \frac{\partial f(x)}{\partial x_{i, opt}}$$

$$= \frac{\partial f(x)}{\partial x_{i, opt}} + \sum_{i=1}^{n} \alpha_i \cdot \gamma_i \cdot \frac{\partial f(x)}{\partial x_{i, opt}}$$

Particularly, the parameter $\gamma_i$ is a variable coefficient used to express the proportional relationship between $Grads(x_i)$ and $Grads(x_i)_{opt}$. Intuitively, the direction gradient $Grads(x_i)$ can be seen as a correlation of $Grads(x_i)_{opt}$ and parameters $\alpha_i$ and $\gamma_i$, it is easily derived that $Grads(x)$ is related to $Grads(x)_{opt}$ and parameters $\alpha$ and $\gamma$, when the angel in the $i^{th}$ dimension between the $Grads(x)$ and $Grads(x)_{opt}$ is smaller, the parameter $\gamma$ is smaller which means $\gamma_i \cdot \frac{\partial f(x)}{\partial x_{i, opt}}$ is near $0$, and the gradient $Grads(x)$ is closed to the optimize gradient $Grads(x)_{opt}$, which means the optimize boundary distance in adversarial perturbation generation.

### 3.2 Adversarial Perturbations for Ensemble Deep Neural Models

In general, adversarial samples crafted on ensemble models [17] show good transferability across other networks for complete feature learned on multiple models. In ensemble adversarial samples processing, this strategy uses logits to activate functions to make attacks on ensembles networks and gain good efficient, because logits can reveal the logarithmic relationship between the models’ predictions well. We combine ensemble strategy with our proposed method to attack multiple neural models; the algorithm is revealed in the following.

#### Algorithm 2 Adversarial Examples Generation for Ensemble Models

**Input:** A clean image $x_i$ with true label $y_i$ from dataset $X$; perturbation size $\varepsilon$, $K$ logits classifiers $f_1, f_2 \ldots f_K$ with corresponding ensemble weights $w_1, w_2 \ldots w_K$.

**Output:** Adversarial examples $x_{i, adv}$ with $\|v\|_{\infty} \leq \varepsilon$

1: initial: $v = 0$, $\delta = 10^{-8}$, $\alpha$, $\beta$ and $\gamma$
2: for $i = 1 : k$, $v_i = 0$, $x_{i, adv} = x_i$, do
3: for $j = 0 : n$ do
4: while $f(x_i^j + v_j^j) = f(x_i^j)$ do
5: get $f_k(x_i^j)$ by input $x_i^j$ into $f_k$
6: fuse the logits $f(x_i^j) = \sum_{k=1}^{K} w_k \cdot f_k(x_i^j)$
7: get loss $\nabla_x f(\theta, x_i^j, f(x_i^j))$ base on $f(x_i^j)$
8: get $v_{i, adv}^{j}, v_{i, rms}^{j}, v_{i, ade}^{j}$
9: get $v_i^j = \varepsilon \cdot (\alpha \cdot v_{i, adv}^j + \beta \cdot v_{i, rms}^j + \gamma \cdot v_{i, ade}^j)$
10: end while
11: end for
12: update $x_{i, adv}^j = x_i^j + v_i^j$
13: end for
14: return $x_{i, adv}$

### 4 Experimental Results

We conduct our experiments on ImageNet datasets [21] to validate the effectiveness of our proposed method in this section with attack setting in the following part, ex-
Figure 5: Attack Success Rate (ASR) on different DNNs with different perturbation size. The left figure shows ASR with $L_\infty$ norm constraint; the right gives ASR with $L_2$ norm constraint in no-targeted strategy.

Figure 6: Absolute Mean Perturbation (AMP) value on different DNNs with different perturbation size. The left figure shows AMP with $L_\infty$ norm constraint; the right gives AMP value with $L_2$ norm constraint in no-targeted strategy.

Table 1: ASR in $L_\infty$ norm constraint on six deep neural models, * indicate white-box attacks, IR-v2 indicate InceptionResnet-v2, perturbation size 10.

| Attacks     | Inc-v3   | Inc-v4   | IR-v2   |
|-------------|----------|----------|---------|
| Inc-v3      | 98.41%   | 99.69%   | 99.95%  |
| MI-FGSM     | 99.76%   | 100.00%  | 100.00% |
| Ours        | 99.95%*  | 30.17%   | 27.08%  |
| Inc-v4      | 29.36%   | 28.17%   | 28.54%  |
| MI-FGSM     | 29.36%   | 28.17%   | 28.54%  |
| Ours        | 32.02%   | 97.04%   | 28.70%  |
| IR-v2       | 28.77%   | 28.17%   | 28.54%  |
| MI-FGSM     | 28.77%   | 28.17%   | 28.54%  |
| Ours        | 28.54%   | 97.14%   | 28.70%  |
| Attacks     | VGG16    | VGG19    | Res152  |
| VGG16       | 94.83%*  | 58.29%   | 30.21%  |
| MI-FGSM     | 94.22%*  | 57.69%   | 31.75%  |
| Ours        | 96.70%*  | 59.01%   | 32.69%  |
| VGG19       | 58.70%   | 92.62%*  | 32.53%  |
| MI-FGSM     | 56.72%   | 95.17%*  | 31.31%  |
| Ours        | 59.46%   | 96.65%*  | 32.04%  |
| Res152      | 33.63%   | 34.92%   | 100.00% |
| MI-FGSM     | 33.63%   | 34.92%   | 100.00% |
| Ours        | 34.65%   | 36.07%   | 100.00% |

We conducted experiments on the effect of parameters on the attack success rate, respectively for different $\varepsilon (1, 10, 100)$ in $L_\infty$ norm, different parameters $\alpha$, $\beta$ and $\gamma$. The experimental results show that under the constraint, $\alpha$, $\beta$ and $\gamma$ are set to 0.1, 0.1 and 0.8. This setting shows good effectiveness in fooling deep neural models and the lower image distortion. For ensemble models, $w_k$ is relative ensemble weight for the k-th model, particularly $w_k$ contains all positive values and $\sum_{k=1}^{K} w_k$ is equal to 1. For the fairness of the experiment, so we set $w_k$ to 1/3 in our experiments.

4.2 Results on Attack Success Rates

We show results on the base of $L_\infty$ and $L_2$ norm bound. Our method performs good both under $L_\infty$ and $L_2$ norm. We also conduct experiments under black-box attack with two norm limitation, see in Table.1 and 2.

Firstly, with both two norm constraints, we find that I-FGSM’s ASR grows fast with perturbation size lower than 5 and 600, that means, perturbation size affect ASR lot in this phase, MI-FGSM and our method grows slow but keep ASR at a high level near 98%. All hold the high attack success rates when the perturbation size reaches $L_\infty = 8$ and $L_2 = 1200$, in this phase, attack methods’ mechanism affects ASR lot because of the ability to escape local minimal for decision boundary seeking in this domain, our approach reaches higher ASR than other two methods. See in Fig.5.

It shows that ASR on different models with white-box attack strategy is higher than ASR with the black-box approach, it indicates that it is effective for improving the attack success rates with understanding models’ structure and parameters, that means white-box strategy gives more features learned for adversarial perturbation generation. With black-box limitation, the ASR is higher between models with similar structures; for example,
Table 2: ASR in $L_2$ norm constraint on six deep neural models. * indicate white-box attacks, IR-v2 indicate InceptionResnet-v2, perturbation size 1500.

| Attacks | Inc-v3 | Inc-v4 | IR-v2 |
|---------|--------|--------|-------|
| Inc-v3  | I-FGSM | 98.92% * | 55.17% | 57.31% |
|         | MI-FGSM | 99.89% * | 56.55% | 58.11% |
|         | Ours   | 99.72% | 58.55% | 56.67% |
| Inc-v4  | I-FGSM | 59.41% | 98.34% | 60.41% |
|         | MI-FGSM | 67.64% | 99.43% | 60.89% |
|         | Ours   | 67.64% | 99.43% | 60.89% |
| IR-v2   | I-FGSM | 63.86% | 60.17% | 95.13% |
|         | MI-FGSM | 66.20% | 59.88% | 97.41% * |
|         | Ours   | 67.30% | 63.06% | 98.36% * |

Table 3: Top-1 Target Accuracy in the targeted strategy with two different norms. The targeted label is crane.

| Attack  | Inception-v3 | Resnet152 |
|---------|--------------|-----------|
| $L_\infty$=10 | I-FGSM | 36.41% | 39.54% |
|         | MI-FGSM | 40.18% | 42.20% |
|         | Ours   | 40.30% | 43.27% |
| $L_2$=1500 | I-FGSM | 42.17% | 42.05% |
|         | MI-FGSM | 42.02% | 42.70% |
|         | Ours   | 42.85% | 42.19% |

VGG16 and VGG19, similar structure means the same feature representation with little changes and good transferability. See in Table.1 and Table.2.

Then, we conduct experiments on ensemble models with two norms bound; in general, our methods show good attack capability in fooling ensemble models with different resolutions. Individually, Table.5 shows that, with the same experimental setting, adversarial perturbations generated by our method is close to the minimum which means the lower image distortion than others.

In this part, we show ASR with different gradient based attack methods under two norm constraints in both two attack strategies. Experiments show that our proposed method shows good attack efficiency in fooling deep neural models.

4.3 Results on Absolute Mean Perturbation

We give an evaluation function to qualify adversarial perturbation, which computes absolute mean perturbation(AMP) value, $\text{AMP} = \frac{1}{|\mathbf{v}|} \sum_{i=1}^{|\mathbf{v}|} | v_i |_1$ is a representation of the magnitude of the value of the disturbance added to the pixels of the clean image. On the perspective of perturbation size, the AMP value correlates with $L_2$ norm distance, the bigger the value is, the higher the image distortion. We find that the adversarial examples generated by MI-FGSM fool DNNs with high success rates, but it show visible changes on images because pixel modification is in big degree than our method and I-FGSM. See in Fig.7.

With two norm constraints, compared to I-FGSM and MI-FGSM, the value of perturbation generated by our algorithm maintains at a little level, especially with $L_\infty$ norm, MI-FGSM and I-FGSM produce perturbations with large variations, adversarial samples generated by our method fool models with same high attack success rate at a very little variation level in image, which means that pixel modification is effective in influencing models prediction, that is, the boundary distance our method accumulated is close to the minimum boundary distance as shown in Fig.6.
5 Conclusion

We describe an adversarial attack method which generates perturbations with the integrated and adaptive gradient to seek the minimal boundary distance between different classes representation in latent space. Our proposed method can create adversarial examples which fool the deep neural networks with high probability, and the adversarial perturbations generated with lower variations show good transferability on different deep neural models. Experiments indicate that the integrated adaptive method is a fast and effective way in the process of finding the decision boundary. The integrated category is not complete enough in our experiments. We believe that enough integrated component and appropriate weight parameters are more conducive to the acquisition of optimal boundary distance. We will enrich the class of attack algorithm to our future research.
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