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We study equilibrium states of quantum spin systems with nonadditive long-range interactions by adopting an appropriate scaling of the interaction strength, i.e., the so called Kac prescription. In classical spin systems, it is known that the equilibrium free energy is obtained by minimizing the free energy functional over the coarse-grained magnetization. Here we show that it is also true for quantum spin systems. From this observation, it is found that when the canonical ensemble and the microcanonical ensemble are not equivalent in some parameter region, it is not necessarily justified to replace the actual long-range interaction by the infinite-range interaction (Curie-Weiss type interaction). On the other hand, in the parameter region where the two ensembles are equivalent, this replacement is always justified. We examine the Heisenberg XXZ model as an illustrative example and discuss the relation to experiments.

I. INTRODUCTION

Long-range interacting systems have attracted much attention because of a wide variety of physical systems and peculiarities of its dynamics and thermodynamics [1, 2]. Recent experimental achievement allows us to access artificial quantum lattice systems where the coupling parameters can be controlled. Dipolar gases in optical traps are suggested to be possible experimental realization of long-range interacting lattice systems. Moreover, it has been suggested [3] that we can realize artificial gravitational systems in laboratory by irradiating off-resonant laser beam onto atoms in a Bose-Einstein condensate. Theoretically, long-range interactions exhibit rich equilibrium and non-equilibrium behavior like the ensemble inequivalence, negative specific heat, and the absence of thermalization. These properties are atypical for short-range interacting systems. Therefore, studying long-range interacting systems will lead us to deepen our fundamental understanding of statistical mechanics.

Those peculiar features of long-range interacting systems have been understood by using mean-field models [1]. In mean-field models, the interaction between particles or spins is assumed to be independent of distance. Since exact results are available in mean-field models, they are important theoretically although they appear to be too simplified. Thus exploring the condition on the realization of predictions by mean-field models should be actively proceeded.

Kastner [4, 5] examined quantum spin systems with an infinite-range ferromagnetic interaction. He demonstrated the ensemble inequivalence of these systems. In this paper, more general long-range interactions are treated; ferromagnetic interactions whose range is comparable with the system size. An important class of these interactions is the power-law potential \( \phi(r) \sim -1/r^\alpha \), where \( r \) is the spatial distance between spins and \( \alpha \) satisfies \( 0 \leq \alpha < d \) (\( d \) is the spatial dimension). It has been believed from the analysis of exact partition functions or the numerical calculations of some models that thermodynamic behavior does not depend on \( \alpha \) as long as it is less than \( d \) [6–9]. As \( \alpha = 0 \) corresponds to the mean-field model, it implies that the results of the mean-field model might be exact for general long-range interacting systems as long as \( \phi(r) \sim 1/r^\alpha \), and \( 0 \leq \alpha < d \).

In the previous papers [10–12], it was shown that for classical spin systems, the free energy does not depend on \( \alpha \) in the canonical ensemble with non-conserved order parameters, but \( \alpha \) becomes relevant in some parameter region when there is a constraint of the value of the energy or the magnetization. A sufficient and a necessary condition for \( \alpha \) to be relevant are derived in the previous works. In this paper, we show that it is also true in quantum spin systems.

An immediate conclusion is that if the inequivalence of the canonical and the microcanonical ensembles predicted by the analysis of the mean-field model can be observed in experiments, the violation of exactness of the mean-field theory will be also observed in the microcanonical ensemble. Inhomogeneous spin configurations in equilibrium are its sign. Although it is known that the mean-field models reproduce many properties of general long-range interacting systems even quantitatively, the infinite-range (or Curie-Weiss type) interaction does not become an adequate idealization of actual long-range interactions in such a situation.

This paper is organized as follows. In Sec. II, we introduce the model. In Sec. III, an important notion of coarse-graining is explained. In Sec. IV, we express the free energy only by classical variables. In Sec. V, the variational expression of the free energy is derived. In Sec. VI, we mention some results deduced from the previous sections, namely that the free energy is independent of the precise form of the interaction potential as long as there is no constraint such as fixed value of the energy or the magnetization. On the other hand, the free energy under the constraint of the fixed value of the magnetization and the microcanonical entropy may depend on the interaction potential. This result is the same as in classical spin systems with long-range interactions. In
Sec. VII, we investigate the spin-1/2 XXZ model in the canonical and the microcanonical ensemble as an illustrative example. In Sec. VIII, we summarize our results.

II. MODEL

We study systems expressed by the following Hamiltonian on $d$-dimensional regular lattice:

$$H = -\frac{1}{2s^d} \sum_{ij}^{N} \gamma^d \phi(\gamma r_{ij}) \sum_{a=x,y,z} \lambda_a s_i^a s_j^a - \frac{\hbar}{s} \cdot \sum_{i}^{N} \vec{s}_i.$$  \hspace{1cm} (1)

We focus on the ferromagnetic interaction, $\lambda_a \geq 0$ and $\phi(\cdot) \geq 0$. The parameter $\gamma$ corresponds to the inverse of the interaction range and we take the limit of $\gamma \to 0$ appropriately (see below). $\phi(\cdot)$ is the interaction potential and we will give the condition of $\phi$ later. $\vec{s}_i$ is the spin operator at site $i$ whose length $s$ is independent of particular site $i$ and $s \in \{1/2, 1, 3/2, \ldots\}$. Normalizations $1/s^2$ for the interaction strength and $1/s$ for the magnetic field $\hbar$ are not essential. With these normalizations, the system is reduced to a classical continuous spin system in the limit of $s \to \infty$. The lattice interval is set to be unity and $L$ denotes the length of the system (the number of spins is $L^d = N$). The position of site $i$ is denoted by $r_i \in \mathbb{Z}^d \cap [1, L]^d$. The distance between two sites $i$ and $j$ is denoted by $r_{ij}$.

We take the two limits: $L \to \infty$ and $\gamma \to 0$. In the present paper, we consider either of the following limiting procedures:

(i) **nonadditive limit**: the condition for $\phi(\cdot)$ is that $\phi(r) \geq 0$ and $\int_{r \in [0, \gamma L]^d} \phi(r) dr = 1$. We take the limit $\gamma \to 0$, $L \to \infty$ with $\gamma L$ fixed. Note that it includes power-law potentials $\phi(r) \sim r^{-\alpha}$, $0 \leq \alpha < d$.

(ii) **van der Waals limit**: the potential $\phi(r)$ satisfies $\phi(r) \geq 0$ and $\int \phi(r) dr < +\infty$. We take the van der Waals limit, that is $\gamma \to 0$ after $L \to \infty$.

The case (i) corresponds to nonadditive interactions, namely the interaction range is comparable with the system size. On the other hand, in case (ii), the interaction range is much longer than the lattice interval but much shorter than the system size $L$. Hence, two limiting procedures treat different situations.

Lebowitz and Penrose [13] proved that in the van der Waals limit, the equation of state of the system is equal to the mean-field equation of state (van der Waals like equation) with the so-called Maxwell’s equal area rule (or referred to be as the Maxwell construction). In the case of (ii), therefore, the free energy is independent of the precise form of the interaction potential $\phi(\cdot)$. Extension to quantum many particle systems was done by Lieb [14]. The perturbative analysis around $\gamma = 0$ was suggested to understand the properties of a system with long but finite range interaction ($\gamma > 0$) [15]. Even in the critical region, some exact results were obtained along this line [16].

On the other hand, the case of (i) covers much longer interactions than the van der Waals limit. Similarly to the case of (ii), it has been indicated that the free energy does not depend on the interaction potential, and it is equivalent to the mean-field free energy without the Maxwell construction in the nonadditive limit. It is called the exactness of the mean-field theory [6]. Therefore, we can regard the exactness of the mean-field theory in the nonadditive limit as a generalization of the Lebowitz-Penrose theorem in the van der Waals limit. Actually, it is correct in classical spin systems unless there are some constraints such as fixed energy or fixed magnetization [10–12], as mentioned in the Introduction.

III. COARSE GRANING

In this section, we introduce a kind of coarse graining and show that the equilibrium free energy is exactly given by the free energy of the coarse-grained model. We divide the system into many cells which are large enough to contain many spins, but small compared to the interaction range. The length of each cell is denoted by $l$ and cells are labeled by $C_p$, $p = 1, 2, \ldots, (L/l)^d$. The resultant spin of a cell $C_p$ is denoted by $\vec{S}_p \equiv \sum_{i \in C_p} \vec{s}_i$. Eigenvectors of $(\vec{S}_p)^2$ and $S_p$ are denoted by $J_p(\vec{S}_p + 1)$ and $M_p$, respectively (we set $\hbar$ to be unity). In each cell $C_p$, there are $l^d$ spins, so they are properly labeled by $\vec{s}_{p(1)}, \vec{s}_{p(2)}, \ldots, \vec{s}_{p(l^d)}$. We define $n$-partial resultant spin as

$$\vec{S}_{p(n)} \equiv \sum_{i=1}^{n} \vec{s}_{p(i)}.$$  \hspace{1cm} (2)

and eigenvalues of $(\vec{S}_{p(n)})^2$ are denoted by $J_p^{(n)}(J_p^{(n)} + 1)$. Then the full Hilbert space is spanned by the tensor product of eigenstates $|J_p, M_p, \Gamma_p^{(l^d)}\rangle$ of each cell, $\bigotimes_{p=1}^{(L/l)^d} |J_p, M_p, \Gamma_p^{(l^d)}\rangle$. Here

$$\Gamma_p^{(l^d)} \equiv \{0, J_p^{(1)}, J_p^{(2)}, \ldots, J_p^{(l^d)} = J_p\}$$

is the “trajectory” of $J_p^{(n)}$, $n = 1, 2, \ldots, l^d$. It is explained later in more detail.

When the interaction is long-range, it is expected that the Hamiltonian can be expressed only by the resultant spin operators $\{\vec{S}_p\}$ approximately. Moreover, typically $J_p$ is considered to be very large when $l \gg 1$, so it is naturally expected that all the $\vec{S}_p$, $p = 1, 2, \ldots, (L/l)^d$, can be regarded as classical spins whose length is $J_p$.

We shall construct the above argument rigorously. The coarse-grained Hamiltonian is introduced by

$$\tilde{H} = -\frac{1}{2s^d} \sum_{p,q}^{(L/l)^d} \gamma^d \phi_{pq} \sum_{a=x,y,z} S_p^a S_q^a - \frac{\hbar}{s} \cdot \sum_{p}^{(L/l)^d} \vec{S}_p,$$  \hspace{1cm} (3)
The norm of the operator $A$ is well approximated by the coarse-grained Hamiltonian. The original Hamiltonian is well approximated by this coarse-grained Hamiltonian. Therefore, the original resultant spins inside a cell. The typical length of resultant spins is huge. We are then able to replace the quantum mechanical operator $\hat{S}^\alpha_p$ by

$$f(\beta, \tilde{H}) = -\frac{1}{L^d \beta} \ln \text{Tr} e^{-\beta \tilde{H}}.$$  

Here $\beta = 1/T$ is the inverse temperature. The coarse-grained free energy is given by

$$\tilde{f}(\beta, \tilde{H}) = -\frac{1}{L^d \beta} \ln \text{Tr} e^{-\beta \tilde{H}}.$$  

From now on, we show that $\text{Lim} |f - \tilde{f}| = 0$. We use the Bogoliubov-Peierls inequality,

$$\text{Tr} e^{-\beta H} \geq \sum_i e^{-\beta (\langle H | i \rangle)}.$$  

By choosing the eigenstates of $\tilde{H}$ as $\{ | i \rangle \}$, we have

$$\text{Tr} e^{-\beta H} \geq \sum_i e^{-\beta (\langle H | i \rangle)} \geq e^{-\beta L^d \| g \|} \text{Tr} e^{-\beta H},$$

where $\{ E_i \}$ are eigenvalues of $\tilde{H}$.

IV. CLASSICAL BOUNDS

The coarse-grained Hamiltonian depends only on the resultant spins $\{ \tilde{S}^\alpha_p \}$. Since there are $l^d$ spins inside a cell and finally we take the limit of $l \to \infty$, it is expected that the typical length of resultant spins is huge. We are then able to replace the quantum mechanical operator $\tilde{S}^\alpha_p$ by
the classical vector. In this section, we develop a theory based on the above argument rigorously.

We consider the Hilbert space of a cell $C_p$. The spins in this cell is labeled by $\mathbf{s}_i^{(p)}, i = 1, 2, \ldots, l^d$. As is mentioned in Sec. III, the Hilbert space of the cell $C_p$ is spanned by the complete orthonormal basis

$$\{|J_p, M_p, \Gamma_p^{(t)}\rangle\}.$$ 

We notice that when each spin $\mathbf{s}_i$ is a spin-$s$ operator,

$$J_p^{(k)} \in \left\{J_p^{(k-1)} + s, J_p^{(k-1)} + s - 1, J_p^{(k-1)} + s - 2, \ldots, J_p^{(k-1)} - s \right\} \cap [0, \infty).$$

The “trajectory” with length $l^d$ is defined by

$$\Gamma_p^{(t)}(0 \rightarrow J_p^{(t)}) \equiv \left\{0, J_p^{(1)}, \ldots, J_p^{(l^d)} \right\},$$

where $\{J_p^{(k)}\}$ satisfies Eq. (19). We will omit $(0 \rightarrow J_p)$ when there is no confusion.

The set of trajectories of all $\Gamma_p^{(t)}(0 \rightarrow J_p)$ with a fixed $J_p$ is denoted by $T_d(J_p)$. Moreover, we define the weight function $W(J_p)$ by

$$W(J_p) \equiv [\text{the number of elements of } T_d(J_p)].$$

Explicit calculation of the weight function is given in Appendix A.

The identity operator in the Hilbert space of a cell $C_p$ is expressed by

$$1_p = \sum_{J_p=M_p=-J_p}^{J_p} \sum_{\Gamma_p^{(t)}} |J_p, M_p, \Gamma_p^{(t)}\rangle \langle J_p, M_p, \Gamma_p^{(t)}|.$$ 

Because the coarse-grained Hamiltonian depends only on the redundant spins $\tilde{S}_p$, the partition function of the coarse-grained Hamiltonian is written as

$$\text{Tr}_e^{-\beta \tilde{H}} = \prod_{p=1}^{(L/l)^d} \left\{ \sum_{J_p, M_p=-J_p}^{J_p} \sum_{\Gamma_p^{(t)}} |J_p, M_p, \Gamma_p^{(t)}\rangle \langle J_p, M_p, \Gamma_p^{(t)}| \right\}$$

$$\times \left[ \prod_{p=1}^{(L/l)^d} \left[ \sum_{J_p, M_p=-J_p}^{J_p} \sum_{\Gamma_p^{(t)}} |J_p, M_p, \Gamma_p^{(t)}\rangle \langle J_p, M_p, \Gamma_p^{(t)}| \right] e^{-\beta \tilde{H}} \right]$$

$$= \prod_{p=1}^{(L/l)^d} \left\{ \sum_{J_p, M_p=-J_p}^{J_p} W(J_p) \right\}$$

$$\times \left[ \prod_{p=1}^{(L/l)^d} \left[ \sum_{J_p, M_p=-J_p}^{J_p} W(J_p) \right] e^{-\beta \tilde{H}} \right]$$

$$= \prod_{p=1}^{(L/l)^d} \left\{ \sum_{J_p} W(J_p) \right\} \text{Tr}_e |J_p\rangle e^{-\beta \tilde{H}}.$$ 

Here $|J_p, M_p\rangle$ is an arbitrary state vector such that

$$|J_p, M_p\rangle \in \{|J_p, M_p, \Gamma_p^{(t)}\rangle, \Gamma_p^{(t)} \in T_d(J_p)\}.$$ 

For instance, we choose $|J_p, M_p\rangle$ as

$$|J_p, M_p\rangle = \frac{1}{\sqrt{W(J_p)}} \sum_{\Gamma_p^{(t)} \in T_d(J_p)} |J_p, M_p, \Gamma_p^{(t)}\rangle.$$ 

The symbol $\text{Tr}_{\{J_p\}} \equiv \text{tr}_{J_1} \text{tr}_{J_2} \ldots \text{tr}_{J_{(L/l)^d}}$ means the trace over the subspace of fixed values of $\{J_p\}$,

$$\text{tr}_{J_p} A \equiv \sum_{M_p=-J_p}^{J_p} \langle J_p, M_p|A|J_p, M_p\rangle.$$ 

Lieb [19] proved that for the general Hamiltonian such as Eq. (3), if $\phi_{pp} \geq 0$,

$$Z^\text{cl}(\{J_p\}) \leq \prod_p \frac{\text{Tr}_{\{J_p\}} e^{-\beta H}}{2J_p + 1} \leq Z^\text{cl}(\{J_p + 1\}),$$

where $Z^\text{cl}(\{J_p\})$ is the classical partition function with spins $\{J_p\}$, namely,

$$Z^\text{cl}(\{J_p\}) \equiv \int \frac{d\Omega_1}{4\pi} \int \frac{d\Omega_2}{4\pi} \ldots \int \frac{d\Omega_{(L/l)^d}}{4\pi} \times \exp \left[ -\beta \tilde{H}^\text{cl}(\{J_p, \theta_p, \phi_p\}) \right].$$

Here, the classical Hamiltonian is defined by the same form of Eq. (3) but the spin operators $\tilde{S}_p$ are replaced by the classical vectors,

$$\tilde{S}_p \rightarrow J_p (\sin \theta_p \cos \phi_p, \sin \theta_p \sin \phi_p, \cos \theta_p).$$

Lieb proved the inequality (25) by using a spin coherent state representation.

From Eqs. (22) and (25), we obtain the classical bounds

$$Z_- \leq Z \leq Z_+,$$ 

where

$$Z_- \equiv \sum_{\{J_p\}} W(\{J_p\}) \int D\Omega \left[ \prod_p (2J_p + 1) \right]$$

$$\times \exp \left[ -\beta \tilde{H}^\text{cl}(\{J_p, \theta_p, \phi_p\}) \right],$$

$$Z_+ \equiv \sum_{\{J_p\}} W(\{J_p\}) \int D\Omega \left[ \prod_p (2J_p + 1) \right]$$

$$\times \exp \left[ -\beta \tilde{H}^\text{cl}(\{J_p + 1, \theta_p, \phi_p\}) \right].$$

Here $W(\{J_p\})$ is defined by $W(\{J_p\}) \equiv \prod_p W(J_p)$, and $D\Omega \equiv d\Omega_1 d\Omega_2 \ldots d\Omega_{(L/l)^d}$. 


V. VARIATIONAL EXPRESSION OF THE FREE ENERGY

In this section, we evaluate the upper and the lower bounds of the free energy and derive its variational expression. Let us define

\[ \inf_{\{\theta_p, \phi_p\}} \tilde{H}^{cl}(\{J_p, \theta_p, \phi_p\}) = E^*(\{J_p\}). \]  

(28)

We then find

\[ Z_+ \leq \sum_{\{J_p\}} \mathcal{W}(\{J_p\}) \left( \prod_p (2J_p + 1) \right) e^{-\beta E^*(\{J_p\})}. \]

(29)

Because \( \sum_{\{J_p\}} f(\{J_p\}) \leq (2sl^d(L/l)^d) \max_{\{J_p\}} f(\{J_p\}) \) for an arbitrary function \( f(\{J_p\}) \),

\[ Z_+ \leq (2sl^d(L/l)^d) \exp \left\{ \max_{\{J_p\}} \left[ -\beta E^*(\{J_p\}) + \sum_p \ln(2J_p + 1) + \ln \mathcal{W}(\{J_p\}) \right] \right\}. \]

(30)

Therefore, we obtain

\[ \operatorname{Lim} f \geq \operatorname{Lim} \inf_{\{S_p\}} \frac{1}{L^d} \left[ \tilde{H}^{cl}(\{J_p + 1, \theta_p, \phi_p\}) - \frac{1}{\beta} \ln \mathcal{W}(\{J_p\}) \right]. \]

(31)

We show that we can replace \( J_p + 1 \) by \( J_p \) in Eq. (31). It is verified by the following evaluation:

\[ \left| \tilde{H}^{cl}(\{J_p + 1, \theta_p, \phi_p\}) - \tilde{H}^{cl}(\{J_p, \theta_p, \phi_p\}) \right| = \left| \frac{J_p + J_q + 1}{2s^2} \sum_{pq} \gamma^d \phi_{pq} \sum_{a=x,y,z} \lambda_a (\tilde{e}_p)^a (\tilde{e}_q)^a \right|, \]

(32)

where \( \tilde{e}_p = \frac{S_p}{S_p}. \) As \( J_p \leq sl^d, \) we have

\[ \left| \tilde{H}^{cl}(\{J_p + 1, \theta_p, \phi_p\}) - \tilde{H}^{cl}(\{J_p, \theta_p, \phi_p\}) \right| \leq \frac{2sl^d + 1}{2s^2} \lambda_{\max} \sum_{pq} \gamma^d \phi_{pq}. \]

(33)

Here we note that

\[ \sum_{pq} \gamma^d \phi_{pq} = \frac{1}{L^d} \sum_{ij} \gamma^d \phi(\gamma r_{ij}) = \frac{L^d}{L^d}, \]

and obtain

\[ \operatorname{Lim} \frac{1}{L^d} \left| \tilde{H}^{cl}(\{J_p + 1, \theta_p, \phi_p\}) - \tilde{H}^{cl}(\{J_p, \theta_p, \phi_p\}) \right| \leq \operatorname{Lim} \frac{2sl^d + 1}{2s^2} \lambda_{\max} = 0. \]

(35)

Thus we obtain the lower bound

\[ \operatorname{Lim} f \geq \operatorname{Lim} \inf_{\{S_p\}} \frac{1}{L^d} \left[ \tilde{H}^{cl}(\{J_p, \theta_p, \phi_p\}) - \frac{1}{\beta} \ln \mathcal{W}(\{J_p\}) \right]. \]

(36)

Next we estimate the upper bound. We define

\[ (\theta_p^*, \phi_p^*) = \operatorname{arginf} \tilde{H}^{cl}(\{J_p, \theta_p, \phi_p\}), \]

(37)

\[ \theta_p' \equiv |\theta_p - \theta_p^*|, \quad \phi_p' \equiv \text{mod}(\phi_p - \phi_p^*, 2\pi). \]

In addition, the set \( \omega_p(\Delta) \) is defined by

\[ \omega_p(\Delta) = \{ (\theta_p, \phi_p) : \theta_p' \in [0, \Delta] \}. \]

(38)

For sufficiently small \( \Delta, \) the volume of the set \( \omega_p(\Delta) \)

\[ \int_{(\theta_p, \phi_p) \in \omega_p(\Delta)} d\Omega_p = 2\pi(1 - \cos \Delta) > \Delta^2. \]

(39)

Moreover, we can show that

\[ \sup_{(\theta_p, \phi_p) \in \omega_p(\Delta)} \tilde{H}^{cl}(\{J_p, \theta_p, \phi_p\}) - E^*(\{J_p\}) \leq L^d \lambda_{\max}\Delta, \]

(40)

whose proof is given in Appendix B.

From Eqs. (39) and (40),

\[ Z_- \geq \sum_{\{J_p\}} \mathcal{W}(\{J_p\}) \frac{1}{(4\pi)^{(L/l)^d}} \int_{\{(\theta_p, \phi_p) \in \omega_p(\Delta)\}} D\Omega_p \]

\[ \times \exp \left[ -\beta \tilde{H}^{cl}(\{J_p, \theta_p, \phi_p\}) \right] \]

\[ \geq \sum_{\{J_p\}} \mathcal{W}(\{J_p\}) \frac{1}{(4\pi)^{(L/l)^d}} \]

\[ \times \exp \left[ -\beta \sup_{(\theta_p, \phi_p) \in \omega_p(\Delta)} \tilde{H}^{cl}(\{J_p, \theta_p, \phi_p\}) \right] \]

\[ \geq \sum_{\{J_p\}} \mathcal{W}(\{J_p\}) \left( \frac{\Delta^2}{4\pi} \right)^{(L/l)^d} \]

\[ \times \exp \left[ -\beta E^*(\{J_p\}) - \beta L^d \lambda_{\max}\Delta \right] \]

\[ \geq \max_{\{J_p\}} \left[ -\beta E^*(\{J_p\}) + \ln \mathcal{W}(\{J_p\}) \right] \]

\[ + \left( \frac{L}{l} \right)^d \frac{\Delta^2}{4\pi} - \beta L^d \lambda_{\max}\Delta \].

(41)

Since \( \Delta > 0 \) is arbitrary, we choose \( \Delta = t^{-d}. \) We then find

\[ \operatorname{Lim} f \leq \operatorname{Lim} \inf_{\{S_p\}} \frac{1}{L^d} \left[ \tilde{H}^{cl}(\{J_p, \theta_p, \phi_p\}) - \frac{1}{\beta} \ln \mathcal{W}(\{J_p\}) \right]. \]

(42)
From the upper bound (42) and the lower bound (36), we obtain the desired variational expression for the free energy,

$$\lim f = \liminf_{\{S_p\}} \frac{1}{L^d} \left[ \hat{H}^{cl}(\{J_p, \theta_p, \phi_p\}) - \frac{1}{\beta} \ln W(\{J_p\}) \right].$$

The reason why we can reach the variational expression (43) is that the degrees of freedom to be considered is dramatically decreased by the coarse graining.

We can express the free energy by the continuous functional. If we see the system in the length scale so the size is dramatically decreased by the coarse graining.

The explicit form of $f_{MF}(\beta, \vec{m}, \vec{h})$ is given in Eq. (47). This observation implies that we can replace the interaction potential $\phi(x)$ by the simple infinite range potential $1/N$ as long as the magnetization profile is uniform in equilibrium. While, the spin configuration must be inhomogeneous whenever this replacement is not allowed.

Finally, I make a few remarks on the relation to previous works. Gates and Penrose [20, 21] obtained the similar variational expression of the free energy. However, the free energy functional obtained in the present paper [Eq. (44)] differs from that in those works with respect to the length scale of the free energy functional. In the present work, the position variable $x$ runs over $d$-dimensional unit cube, $x \in [0,1]^d$, and the system size is set to be unity. It enables us to treat the long-range interaction potential like $1/r^6$, $\alpha < d$. On the other hand, in the free energy functional obtained by Ref. [20], the position variable $x$ runs over the whole $d$-dimensional space, $x \in \mathbb{R}^d$. In that case, we cannot treat the long-range interaction like $1/r^\alpha$ with $\alpha < d$ because the integrated value of the potential is divergent. If we consider only the van der Waals limit, however, the free energy functional in Ref. [20] has an advantage that it has information on the mesoscopic length scale. In the expression (44), we cannot obtain any information on the length scale $\sim \gamma^{-1}$, e.g. the form of the interface in an ordered state with phase separation.

In the work by Kiessling and Percus [22], the conceptually different but mathematically equivalent limiting procedure was introduced to study the liquid-vapor interface in a many particle classical system. That is, they took the limit of infinitely many particles in a finite domain. As a result, they derived the similar variational expression as Eq. (44) on the thermodynamic potential. It shows the similarity between bulk properties of a system with a nonadditive long-range interaction and local properties of a system with a finite-range interaction and with a very large number of particles in a bounded domain. In the works of Refs. [10–12], from the variational expression (44), simple sufficient and necessary conditions for the exactness of the mean-field theory are derived in classical spin systems, which is presented in the next section.

### VI. Exactness of the Mean-Field Theory

Since the calculation of the free energy is reduced to the minimization of the free energy functional expressed by
the classical variables, we can apply the same argument as the case of classical spin systems. In this section, we briefly review the result of the variational expression (43) or equivalently, the continuum expression (44).

Hereafter, we assume periodic boundary conditions and apply the nearest image convention to pair interactions.

A. Canonical ensemble

We assume that the system is in contact with a thermal reservoir at a temperature $T = 1/\beta$ and there is no conserved quantity. In this case, the free energy is independent of the interaction potential $\phi(\cdot)$ and it is equal to the mean-field free energy

$$f_{MF}(\beta) = \min_{\vec{m}} \left[ -\frac{1}{2} \sum_{a=x,y,z} \lambda_a m_a^2 - \vec{h} \cdot \vec{m} - \frac{1}{\beta} \sigma(\vec{m}) \right]$$

$$\equiv \min_{\vec{m}} f_{MF}(\beta, \vec{m}, \vec{h}), \quad (47)$$

where

$$\vec{m} = \int_{[0,1]^d} \vec{\alpha}(x) d^d x.$$ 

This result is called “exactness of the mean-field theory” in long-range interacting systems.

It is convenient to consider the canonical ensemble with the fixed magnetization, although the magnetization $\vec{m}$ is not a conserved quantity. Roughly speaking, the free energy

$$f(\beta, \vec{m}, \vec{h}) = \min_{\{\vec{\alpha}(x); \vec{\alpha} = \int_{[0,1]^d} \vec{\alpha}(x) d^d x\}} \mathcal{F}[\vec{\alpha}(x)] \quad (48)$$

is related to the probability $P(\vec{m})$ of the states with the magnetization $\vec{m}$ by $P(\vec{m}) \sim \exp[-\beta f(\beta, \vec{m}, \vec{h})]$, although the meaning of “the states with the magnetization $\vec{m}$” is ambiguous in quantum spin systems because of the quantum fluctuation. This function is well-defined and indeed useful when we analyze the case where there is some conserved quantity like the energy in Sec. VIB or $m_z$ in the XXZ Heisenberg model discussed in Sec. VII.

Later, we write $f(\beta, \vec{m}, \vec{h})$ simply as $f(\beta, \vec{m})$ because the dependence on $\vec{h}$ is trivial.

In the van der Waals limit, the scaled potential is the $\delta$ function, $U(\vec{m}) = \delta(\vec{m})$, and in this case we can show

$$f(\beta, \vec{m}) = f_{MF}^{**}(\beta, \vec{m}). \quad (49)$$

This corresponds to the Lebowitz-Penrose theorem.

In the nonadditive limit, $U(\vec{m}) = \phi(\vec{m})$. The Fourier expansion is given by

$$U(\vec{m}) = \sum_{n \in \mathbb{Z}^d} U_n e^{2\pi i n \cdot \vec{m}}. \quad (50)$$

If we define

$$U_{\max} \equiv \max_{\vec{n} \in \mathbb{Z}^d \setminus \{0\}} U_n, \quad (51)$$

we obtain [10, 11]

$$f_{MF}(\beta, \vec{m}) - U_{\max} \Delta f_{MF}(\beta U_{\max}, \vec{m}) \leq f(\beta, \vec{m}) \leq f_{MF}(\beta, \vec{m}), \quad (52)$$

where $\Delta f_{MF} \equiv f_{MF} - f_{MF}^{**}$, and moreover

$$f(\beta, \vec{m}) < f_{MF}(\beta, \vec{m}) \quad (53)$$

when the matrix

$$[\mathcal{L}(\beta U_{\max}, \vec{m})]_{ab} = \frac{\partial^2 f_{MF}}{\partial m_a \partial m_b}(\beta U_{\max}, \vec{m}) \quad (54)$$

is non-positive.

From the inequality (52), we find that $f(\beta, \vec{m}) = f_{MF}(\beta, \vec{m})$ in the parameter $(\beta, \vec{m})$ such that $f_{MF}(\beta U_{\max}, \vec{m}) = f_{MF}(\beta U_{\max}, \vec{m})$.

We define $\beta$ by

$$\tilde{\beta} \equiv \sup_{\beta > 0} f_{MF}(\beta, \vec{m}) = f_{MF}^{**}(\beta, \vec{m}) \quad (55)$$

It is then concluded that $f(\beta, \vec{m}) = f_{MF}(\beta, \vec{m})$ for any $\vec{m}$ when $\beta U_{\max} < \beta$. This $\beta$ plays important roles in the following sections.

B. Microcanonical ensemble

In this section we consider the microcanonical ensemble without any other conserved quantities. The case in which there is another conserved quantity like $m_z$ is treated in Sec. VII. The microcanonical entropy is obtained by

$$s(\varepsilon) = \sup_{\{\vec{\alpha}(x); \vec{\alpha} = \int_{[0,1]^d} \vec{\alpha}(x) d^d x\}} \left[ \int_{[0,1]^d} \sigma(\vec{\alpha}(x)) d^d x : \varepsilon = U[\vec{\alpha}(x)] \right], \quad (56)$$

where the internal energy functional $U[\vec{\alpha}(x)]$ is defined by Eq. (45). This expression is common to classical spin systems, so the same argument as classical spin systems [12] can be applied.

We can easily verify

$$s_{MF}(\varepsilon) \leq s(\varepsilon) \leq s_{MF}^{**}(\varepsilon), \quad (57)$$

where $s_{MF}$ is the microcanonical entropy in the mean-field model, $\phi(\vec{x}) = 1$, and $s_{MF}^{**}(\varepsilon)$ is the concave envelope of $s_{MF}(\varepsilon)$ or the function obtained by performing the Legendre transformation twice on $s_{MF}(\varepsilon)$. From the inequality (57), we can conclude that the mean-field theory is exact in the microcanonical ensemble, $s(\varepsilon) = s_{MF}(\varepsilon)$, if the canonical and the microcanonical ensembles are equivalent in the mean-field model because $s_{MF} = s_{MF}^{**}$ in this case.
In the case where the canonical and the microcanonical ensembles are inequivalent in the mean-field model, more sophisticated treatment is necessary. In this case, it was shown in [12] that

\[ s_{\text{MF}}(\varepsilon) \leq s(\varepsilon) \]

\[ \leq \min \left\{ s_{\text{MF}}(\varepsilon'), \sup_{\varepsilon' > \varepsilon} \left[ s_{\text{MF}}(\varepsilon') + \hat{\beta} \frac{\varepsilon}{U_{\text{max}}} (\varepsilon - \varepsilon') \right] \right\} \]  \tag{58}

Here \( \hat{\beta} \) is given by Eq. (55). Moreover, it was shown that

\[ s(\varepsilon) > s_{\text{MF}}(\varepsilon) \]  \tag{59}

when the matrix \( L(\beta_{\text{MF}}(\varepsilon)U_{\text{max}}, \vec{m}_{\text{eq}}(\varepsilon)) \) is nonpositive. The definition of the matrix \( L \) is given by Eq. (54). The quantity \( \beta_{\text{MF}}(\varepsilon) = \partial s_{\text{MF}}/\partial \varepsilon \) is the inverse temperature of the mean-field model at the energy \( \varepsilon \), and \( \vec{m}_{\text{eq}}(\varepsilon) \) is the equilibrium magnetization of the mean-field model,

\[ \vec{m}_{\text{eq}}(\varepsilon) \equiv \arg \sup_{\vec{m}} \left\{ \sigma(\vec{m}) : \varepsilon = -\frac{1}{2} \sum_{a=x,y,z} \lambda_a m_a^2 - \vec{h} \cdot \vec{m} \right\} \]  \tag{60}

The result of the inequality (58) is as follows. We consider the case that \( s_{\text{MF}}(\varepsilon) < s_{\text{MF}}^{**}(\varepsilon) \) in the region of \( \varepsilon_a < \varepsilon < \varepsilon_b \). We define

\[ \beta^* \equiv \sup \left[ \frac{\partial s_{\text{MF}}(\varepsilon)}{\partial \varepsilon} : \varepsilon \in (\varepsilon_a, \varepsilon_b) \right] \]  \tag{61}

If \( \beta^* U_{\text{max}} < \hat{\beta} \), then \( s(\varepsilon) = s_{\text{MF}}(\varepsilon) \) holds for all the values of \( \varepsilon \). Therefore, the states with the negative specific heats in the mean-field model are maintained for systems with general long-range interaction \( \phi(\cdot) \) as long as the condition \( \beta^* U_{\text{max}} < \hat{\beta} \) is satisfied.

On the other hand, the inequality (59) means that when the matrix \( L(\beta_{\text{MF}}(\varepsilon)U_{\text{max}}, \vec{m}_{\text{eq}}(\varepsilon)) \) is non-positive, the equilibrium state in the mean-field model, \( \vec{S}(\varepsilon) = \vec{m}_{\text{eq}}(\varepsilon) \), becomes unstable and the inhomogeneity appears. In this case, the mean-field theory is not exact.

**VII. EXAMPLE: THE SPIN-1/2 XXZ MODEL**

As an application of the theoretical framework, we consider the spin-1/2 XXZ model, whose Hamiltonian is given by Eq. (1) with \( \lambda_x = \lambda_y = \lambda_z = 0 \) and \( \lambda_z = 0 \). The Hamiltonian is given by

\[ H = -\frac{1}{2} \sum_{ij} \gamma_i^\dagger \phi(\gamma r_{ij}) \left[ \lambda_+ (s_i^x s_j^x + s_i^y s_j^y) + \lambda_z s_i^z s_j^z \right] \]  \tag{62}

The mean-field counterpart of this model \( \{ \gamma_i^\dagger \phi(\gamma r_{ij}) = 1/N \) in Eq. (62) ] was studied by M. Kastner [4, 5].

When the magnetization is not fixed, the exactness of the mean-field theory always holds in the canonical ensemble, \( f(\beta, \vec{h}) = f_{\text{MF}}(\beta, \vec{h}) \), which is a general result from Sec. VI A. Moreover, in this model, the mean-field theory is exact even in the microcanonical ensemble, \( s(\varepsilon) = s_{\text{MF}}(\varepsilon) \). It is resulted from the fact that the microcanonical entropy of the mean-field model corresponding to Eq. (62) is a concave function of \( \varepsilon \). It implies that \( s_{\text{MF}}(\varepsilon) = s_{\text{MF}}^{**}(\varepsilon) \) and, thus, \( s(\varepsilon) = s_{\text{MF}}(\varepsilon) \) from Eq. (57).

If the system is isolated, the \( z \) component of the magnetization \( m_z \) is conserved. In this section, we consider the canonical and the microcanonical ensembles with a fixed value of the \( z \) component of the magnetization \( m_z \). In this case, as we will see below, the result is nontrivial and the exactness of the mean-field theory is violated for certain parameter region.

**A. Canonical analysis**

First, we investigate the model in the canonical ensemble. The free energy as a function of \( \beta \) and \( m_z \) is given by

\[ f(\beta, m_z) = \inf_{m_x, m_y} f(\beta, \vec{m}) \equiv f(\beta, \vec{m}_{\text{eq}}(\beta, m_z)). \]  \tag{63}

Of course, \( \{ \vec{m}_{\text{eq}}(\beta, m_z) \} \) is satisfied.

The analysis of the previous sections leads us to the following result. From the inequality (52), we obtain

\[ f_{\text{MF}}(\beta, \vec{m}_{\text{eq}}(\beta, m_z)) - U_{\text{max}} \Delta f_{\text{MF}}(\beta U_{\text{max}}, \vec{m}_{\text{eq}}(\beta, m_z)) \leq f(\beta, m_z) \leq f_{\text{MF}}(\beta, m_z). \]  \tag{64}

Therefore, if \( \beta U_{\text{max}} < \hat{\beta} \), \( f(\beta, m_z) = f_{\text{MF}}(\beta, m_z) \) holds because \( \Delta f_{\text{MF}}(\beta U_{\text{max}}, \vec{m}_{\text{eq}}) = 0 \). Moreover, if the matrix \( L(\beta U_{\text{max}}, \vec{m}_{\text{eq}}(\beta, m_z)) \) has negative eigenvalues, the mean-field model is not exact, \( f(\beta, m_z) < f_{\text{MF}}(\beta, m_z) \).

Since the entropy function of the spin-1/2 system is given by Eq. (A4) in Appendix A, the mean-field free energy with a fixed \( \vec{m} \) is given by

\[ f_{\text{MF}}(\beta, \vec{m}) = -\frac{1}{2} \left[ \lambda_+ (m_z^2 + m_y^2) + \lambda_z m_z^2 \right] + \frac{1}{\beta} \left( 1 + |\vec{m}| \ln \frac{1 + |\vec{m}|}{2} - 1 \right) \].  \tag{65}

In order to obtain the mean-field free energy as a function of \( m_z \), it is necessary to minimize \( f_{\text{MF}}(\beta, \vec{m}) \) for \( m_x \) and \( m_y \). By doing that, we find in the mean-field model

\[ \{ (\vec{m}_{\text{eq}})_x = (\vec{m}_{\text{eq}})_y = 0 \text{ when } m_z \geq \tanh(\beta \lambda_+ m_z), \} \]

\[ \{ |\vec{m}_{\text{eq}}| = \tanh(\beta \lambda_+ \vec{m}_{\text{eq}}) \text{ when } m_z < \tanh(\beta \lambda_+ m_z) \}. \]  \tag{66}

By differentiating twice the mean-field free energy \( f_{\text{MF}}(\beta, \vec{m}) \), we obtain the Hessian matrix \( L(\beta, \vec{m}) \) (see Eq. (54)). We can obtain \( \hat{\beta} \), which plays important roles to judge whether the mean-field theory is exact at a given parameter \( (\beta, m_z) \), by analyzing the eigenvalues of \( L(\beta, \vec{m}) \). Actually, we obtain

\[ \hat{\beta} = \min \{ \lambda_+^{-1}, \lambda_z^{-1} \}. \]  \tag{67}

See Appendix C for the proof of Eq. (67).
By the reason mentioned in later analysis on the microcanonical ensemble, \( f(\beta, m_z) = f_{\text{MF}}(\beta, m_z) \) when \( \lambda_\perp > \lambda_z \). The result is non-trivial when \( \lambda_z > \lambda_\perp \). In this case, \( \beta = 1/\lambda_z \), and the mean-field model gives the exact free energy, \( f(\beta, m_z) = f_{\text{MF}}(\beta, m_z) \) at least for \( \beta < 1/(U_{\text{max}}\lambda_z) \).

By calculating the minimum eigenvalue of \( L(\beta U_{\text{max}}, \bar{m}_{\text{eq}}(\beta)) \), we obtain the sufficient condition under which the exactness of the mean-field theory does not hold.

In Fig. 1, we plot the two regions in \( T = 1/\beta, m_z \) plane. One is the region which is given by \( \beta < 1/(U_{\text{max}}\lambda_z) \) (black region). In this region, the mean-field theory is exact. The other is the region where the exactness of the mean-field theory is violated (meshed gray region), which is given by the condition that the minimum eigenvalue of \( L(\beta U_{\text{max}}, \bar{m}_{\text{eq}}(\beta)) \) is negative. The parameter \( U_{\text{max}} \) is set to be 0.3. This value corresponds to the case that \( \delta(r) \propto 1/r \) in the two-dimensional lattice. In the white region in Fig. 1, we cannot determine whether the mean-field theory is exact from our analysis. However, in the white region, the equilibrium state predicted by the mean-field model is at least locally stable because all the eigenvalues of \( L(\beta U_{\text{max}}, \bar{m}_{\text{eq}}(\beta)) \) are positive.

**B. Microcanonical analysis**

Next, we consider the model in the microcanonical ensemble. The mean-field entropy was obtained and the property of the mean-field model was studied extensively [4, 5]. Some of the results obtained here will overlap these studies. The microcanonical entropy in the mean-field model is given by

\[
s_{\text{MF}}(\varepsilon, m_z) = \frac{1+g}{2} \ln \frac{1+g}{2} - \frac{1-g}{2} \ln \frac{1-g}{2},
\]

where

\[
g = \sqrt{m_z^2(1-\lambda_z/\lambda_\perp) - 2\varepsilon/\lambda_\perp}.
\]

Because there is the conserved quantity \( m_z \) besides the energy \( \varepsilon \), the domain of the entropy is not necessarily a convex set. The domain is given by

\[
D_{\text{MF}} = \left\{ (\varepsilon, m_z) : \varepsilon < -\frac{\lambda_z}{2}m_z^2 \right\}
\text{ and } \varepsilon > \frac{\lambda_\perp - \lambda_z}{2}m_z^2 - \frac{1}{2}\lambda_\perp \right\}.
\]

The domain of the model (62), which is referred to as \( D \), and that of the mean-field model, \( D_{\text{MF}} \), differ in general,

\[
D \supset D_{\text{MF}}.
\]

Exactness of the mean-field theory is trivially violated for parameters \((\varepsilon, m_z) \in D \setminus D_{\text{MF}} \).

When \( m_z \) is conserved, the analysis given in Sec. VIB must be slightly modified. Inequality (58) is altered to

\[
s_{\text{MF}}(\varepsilon, m_z) \leq s(\varepsilon, m_z)
\]

\[
\leq \min \left\{ s_{\text{MF}}^*(\varepsilon, m_z), \sup_{\varepsilon' > \varepsilon} \left[ s_{\text{MF}}(\varepsilon', m_z) + \frac{\beta}{U_{\text{max}}}(\varepsilon - \varepsilon') \right] \right\}
\]

(71)

where \( s_{\text{MF}}^*(\varepsilon, m_z) \) is the function obtained by applying twice the Legendre transformation to \( s_{\text{MF}}(\varepsilon, m_z) \) with respect to both variables \((\varepsilon, m_z) \) [23]. From the inequality (71), it is concluded that \( s(\varepsilon, m_z) = s_{\text{MF}}(\varepsilon, m_z) \) at least when \((\varepsilon, m_z) \in D_{\text{MF}} \) and \( \beta_{\text{MF}}(\varepsilon, m_z) < \beta/U_{\text{max}} \).

Here, \( \beta_{\text{MF}}(\varepsilon, m_z) \equiv \partial s_{\text{MF}}(\varepsilon, m_z)/\partial \varepsilon \).

The condition of Eq. (59) is not altered; if the matrix

\[
L(\beta_{\text{MF}}(\varepsilon, m_z)U_{\text{max}}, \bar{m}_{\text{eq}}(\varepsilon, m_z))
\]

has a negative eigenvalue, it is concluded that \( s(\varepsilon, m_z) < s_{\text{MF}}(\varepsilon, m_z) \).

When \( \lambda_\perp > \lambda_z \), the mean-field entropy \( s_{\text{MF}}(\varepsilon, m_z) \) is a concave function of \( \varepsilon \) and \( m_z \), see Eq. (68). Therefore, because of the inequality (71), \( s_{\text{MF}}(\varepsilon, m_z) = s_{\text{MF}}(\varepsilon, m_z) \) in this case. Since the canonical free energy is obtained by the microcanonical entropy, it is also concluded that \( f(\beta, m_z) = f_{\text{MF}}(\beta, m_z) \) when \( \lambda_\perp > \lambda_z \). The exactness of the mean-field theory holds when \( \lambda_\perp > \lambda_z \) both in the canonical and in the microcanonical ensemble with a fixed value of the magnetization \( m_z \).

On the other hand, the result is non-trivial when \( \lambda_z > \lambda_\perp \). In Fig. 2, we plot the region of \( D_{\text{MF}} \) (inside the black solid line), \( \beta_{\text{MF}}(\varepsilon, m_z) < \beta/U_{\text{max}} = 1/(U_{\text{max}}\lambda_z) \) (black region), and the region where

\[
L(\beta_{\text{MF}}(\varepsilon, m_z)U_{\text{max}}, \bar{m}_{\text{eq}}(\varepsilon, m_z))
\]

has a negative eigenvalue (meshed gray region), in the \((\varepsilon, m_z) \) plane. In the black region, the mean-field theory is exact. In the meshed gray region, the mean-field theory is not exact. In the white region inside the black solid line, we cannot determine whether the mean-field theory is exact from our analysis, although the equilibrium states predicted by the mean-field model is at least locally stable.

**VIII. SUMMARY AND DISCUSSION**

In this paper, we analyzed quantum spin systems with long-range interactions. We reduced the calculation of the free energy to the minimization of the free energy functional, which is expressed only by the classical variables. We obtained some results from this variational expression of the free energy. One of them is that the free energy is always identical to that of the mean-field model when there is no conserved quantity. When there is a conserved quantity such as \( m_z \), the mean-field model is exact at least for \( \beta U_{\text{max}} \leq \beta \). The key quantity \( U_{\text{max}} \)
FIG. 1: The abscissa is the temperature $T = 1/\beta$ and the ordinate is $m_z$. In the black region, the mean-field theory is exact, and in the meshed gray region, the mean-field theory is not exact. We cannot determine whether the mean-field theory is exact in the white region. The parameters $\lambda_z$ and $U_{\text{max}}$ are set to 1 and 0.3, respectively. (a) $\lambda_\perp = 0.2$, (b) $\lambda_\perp = 0.28$, and (c) $\lambda_\perp = 0.4$.

FIG. 2: The abscissa is the energy per spin $\varepsilon$ and the ordinate is $m_z$. The region of $D_{\text{MF}}$ is inside the black solid line. In the black region, $\beta_{\text{MF}}(\varepsilon, m_z) < \beta/U_{\text{max}} = 1/(U_{\text{max}} \lambda_z)$ and the mean-field theory is exact. In the meshed gray region, $\mathcal{L}(\beta_{\text{MF}}(\varepsilon, m_z)U_{\text{max}}, \bar{m}_{\text{eq}}(\varepsilon, m_z))$ has a negative eigenvalue, and the exactness of the mean-field theory is violated. We cannot determine whether the mean-field theory is exact in the white region inside the solid line. The parameters $\lambda_z$ and $U_{\text{max}}$ are set to be 1 and 0.3, respectively. (a) $\lambda_\perp = 0.2$, (b) $\lambda_\perp = 0.28$, (c) $\lambda_\perp = 0.4$, and (d) $\lambda_\perp = 0.6$.

is determined by the form of the interaction potential $\phi(\gamma r)$ and the spatial dimension $d$. Moreover, if the matrix $\mathcal{L}(\beta U_{\text{max}}, \bar{m}_{\text{eq}}(\beta, m_z))$ has a negative eigenvalue, the state with the uniform magnetization profile predicted by the mean-field model is locally unstable, and inhomogeneity which is not predicted by the mean-field model arises. These results are the same as those in classical spin systems with long-range interactions.

We analyzed the systems also in the microcanonical ensemble, and obtained the same results as those in classical spin systems. When the magnetization is not conserved, the microcanonical entropy is identical to that of the mean-field model as long as the canonical and the microcanonical ensembles are equivalent in the mean-field model. However, if these two ensembles are inequivalent in the mean-field model, the microcanonical entropy may depend on the interaction potential $\phi(\mathbf{x})$. The obtained results in this case are as follows. The mean-field model is exact if $\beta_{\text{MF}}(\varepsilon)U_{\text{max}} < \beta$ for all $\varepsilon$ such that $s_{\text{MF}}(\varepsilon) < s^*_{\text{MF}}(\varepsilon)$. On the other hand, when $\mathcal{L}(\beta_{\text{MF}}(\varepsilon)U_{\text{max}}, \bar{m}_{\text{eq}}(\varepsilon))$ has a negative eigenvalue, the microcanonical entropy is not identical to that of the mean-field model because the uniform state predicted by the mean-field model is locally unstable. The analogous
result holds when the magnetization $m_z$ is conserved.

As a concrete example, we investigated the spin-1/2 XXZ model with a long-range interaction. When the magnetization is not conserved, the result is trivial (the mean-field theory is exact) both for the canonical and the microcanonical ensembles. Therefore, we studied the model with a conserved $m_z$. As a result, it is shown that the exactness of the mean-field theory is violated in a certain parameter region for both the canonical and the microcanonical ensembles.

In cold atom experiments, we can set up the system which is well isolated from the environment, but the $z$-component of the magnetization is not a conserved quantity in general. Such a system will be described by the microcanonical ensemble without restriction of the value of $m_z$. In this ensemble, the spin-1/2 XXZ model with long-range interactions is equivalent to the corresponding mean-field model, as mentioned above. If we seek to observe the violation of exactness of the mean-field theory in long-range interacting systems, it is necessary to consider another model.

In order to observe the violation of the exactness of the mean-field theory in the microcanonical ensemble, the mean-field model corresponding to the system must satisfy $s_{MF}(\varepsilon) \neq s^{**}_{MF}(\varepsilon)$. This condition means that the canonical and the microcanonical ensembles are inequivalent in the mean-field model [24]. Therefore, if the actual interaction is not infinite-range (or Curie-Weiss type), not only the ensemble inequivalence predicted by analysis of the mean-field model, but also the violation of the exactness of the mean-field theory will be observed. Although it is known that the mean-field models reproduce many properties of general long-range interacting systems even quantitatively, the infinite-range (or Curie-Weiss type) interaction does not become an adequate idealization of actual long-range interactions in such a situation.

Kastner pointed out that the inequivalence of the canonical and the microcanonical ensembles can be observed in a long-range interacting system undergoing a temperature-driven first order phase transition [4]. A typical example of such spin models which possibly exhibits the violation of the exactness of the mean-field theory is the spin-1 Ising model with anisotropy,

$$H = -\frac{1}{2} \sum_{ij} \gamma^d \phi(\gamma r_{ij}) s^i_z s^j_z + D \sum_i (s^z_i)^2.$$  \hspace{1cm} (72)

The corresponding mean-field model, which is obtained by replacing $\gamma^d \phi(\gamma r_{ij})$ by $1/N$, undergoes the temperature-driven first order phase transition for certain range of the parameter $D$. However, this model is a special one in the sense that it is a classical spin system. It is expected that more general quantum spin systems with the anisotropic term,

$$H = -\frac{1}{2s^2} \sum_{ij} \gamma^d \phi(\gamma r_{ij}) \sum_{a=x,y,z} \lambda_a s^a_i s^a_j + D \sum_i (s^z_i)^2.$$  \hspace{1cm} (73)

behaves similarly, although it is not proven straightforwardly from the formalism given in this paper. The presence of the nonlinear external field $D \sum_i (s^z_i)^2$ makes it difficult to treat by the formalism given in this paper. A future work should treat nonlinear external fields such as $D \sum_i (s^z_i)^2$, which will promote an experimental realization of characteristic properties of long-range interacting systems.
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**Appendix A: Calculation of $W(J_p)$**

We seek to calculate the weight function $W(J_p)$. From the definition, $W(J_p)$ is the total number of trajectories with length $l^d$ from 0 to $J_p$. We can obtain the expression of $W(J_p)$ by counting such trajectories, but we can do it more easily. After all, $W(J_p)$ is the number of states with the total spin $J_p$ and the total magnetization $M_p = J_p$. The states with $M_p = X$ have $J_p = X$ or $J_p \geq X + 1$. States with $J_p \geq X + 1$ and $M_p = X$ are obtained by multiplying $S^z$ to states with $M_p = X + 1$. Therefore, if we refer to $W_M(X)$ as the number of states with $M_p = X$, the weight function is given by

$$W(X) = W_M(X) - W_M(X + 1).$$  \hspace{1cm} (A1)

For instance, in the case of spin-1/2, $W_M(X)$ is given by

$$W_M(X) = \frac{l^d!}{(\frac{l^d}{2} + X)! (\frac{l^d}{2} - X)!}.$$

Therefore,

$$W(J_p) = W_M(J_p) - W_M(J_p + 1) = 2J_p + 1 \frac{l^d!}{(\frac{l^d}{2} + J_p)! (\frac{l^d}{2} - J_p)!}.$$  \hspace{1cm} (A3)

Applying the Stirling formula, we obtain

$$W_M(X) = \frac{l^d - X}{2} \ln W(J_p) - \frac{l^d}{2} \frac{l^d}{2} \ln \frac{l^d}{2} - 1 - \frac{l^d}{2} \ln \frac{l^d}{2}.$$  \hspace{1cm} (A4)

The weight function and the entropy function are calculated similarly for higher spins ($s = 1, 3/2, \ldots$), though the calculation becomes complex. In the case of $s = 1$, the result is

$$W_M(X) = \sum_{N=0}^{l^d - X} \frac{l^d}{(l^d - N + X)/2)! (l^d - N - X)/2)! N!}.$$  \hspace{1cm} (A5)
and
\[
\sigma(\tilde{S}) = -\frac{1 - x + |\tilde{S}|}{2} \ln \frac{1 - x + |\tilde{S}|}{2} - \frac{1 - x - |\tilde{S}|}{2} \ln \frac{1 - x - |\tilde{S}|}{2} - x \ln x,
\]
writing
\[
x = -1 + \sqrt{4 - 3|\tilde{S}|^2}.
\]

Appendix B: Proof of Eq. (40)

We derive the inequality (40). For simplification, we write \( \tilde{\mathbf{c}} \in \omega_p(\Delta) \) if we can express the unit vector \( \tilde{\mathbf{c}} \) by \( \tilde{\mathbf{c}} = (\sin\theta\cos\phi, \sin\theta\sin\phi, \cos\theta) \) with \((\theta, \phi) \in \omega_p(\Delta)\).

First, we show that \(|\tilde{a} - \tilde{b}| \leq 2\Delta\) for arbitrary unit vectors \(\tilde{a}, \tilde{b} \in \omega_p(\Delta)\). We have
\[
|\tilde{a} - \tilde{b}| = |(\tilde{a} - \tilde{c}^p) - (\tilde{b} - \tilde{c}^p)| \leq |\tilde{a} - \tilde{c}^p| + |\tilde{b} - \tilde{c}^p|.
\]
(1)

We choose the z axis as the direction of the vecor \(\tilde{c}^p\). Any \(\tilde{x} \in \omega_p(\Delta)\) is represented as \(\tilde{x} = (\sin\theta\cos\phi, \sin\theta\sin\phi, \cos\theta)\) with \(0 \leq \theta \leq \Delta\), which yields \(|\tilde{x} - \tilde{c}^p| = 2\sin(\theta/2) \leq \theta \leq \Delta\). Therefore, from (1), we have
\[
|\tilde{a} - \tilde{b}| \leq |\tilde{a} - \tilde{c}^p| + |\tilde{b} - \tilde{c}^p| \leq 2\Delta.
\]
(2)

We now show Eq. (40). From the definition, we have
\[
\sup_{\mathbf{\tilde{H}}^1(\{J_p, \theta_p, \phi_p\}) - E^*(\{J_p\})}
\leq \frac{1}{2} \left( \sum_{p,q} \gamma \phi_{pq} |J_p J_q| \right) + \sum_{a=x,y,z} \sum_{\theta,\phi} \lambda_a(\tilde{c}^p \cdot \tilde{c}^q - \tilde{c}^p \cdot \tilde{c}^q | \tilde{c}^p \cdot \tilde{c}^q |)
\]
(3)

Here we define \(\tilde{c}^p = (\sin\theta\cos\phi, \sin\theta\sin\phi, \cos\theta)\) and \(\tilde{c}^q = (\sin\theta\cos\phi, \sin\theta\sin\phi, \cos\theta)\). Because \(J_p \leq s^d\) and
\[
|\tilde{c}^p \cdot \tilde{c}^q | \leq |\tilde{c}^p | + |\tilde{c}^q | \leq 2\Delta,
\]
we obtain the inequality (40),
\[
\sup_{\mathbf{\tilde{H}}^1(\{J_p, \theta_p, \phi_p\}) - E^*(\{J_p\})} \leq \lambda_{\max} \Delta^{2d} \sum_{p,q} \gamma \phi_{pq} = \lambda_{\max} \Delta^d.
\]

Appendix C: Proof of Eq. (67)

In the model described by Eq. (62), the mean-field free energy is given by Eq. (65). The Hessian matrix \(\mathcal{L}(\beta, \tilde{m})\) defined by Eq. (54) determines the convexity of the mean-field free energy. If the minimum eigenvalue of \(\mathcal{L}(\beta, \tilde{m})\) is positive for all \(\tilde{m}\), the mean-field free energy is convex for \(\tilde{m}\) and \(f_{MF}(\beta, \tilde{m}) = f_{MF}(\beta, \tilde{m})\). Therefore, \(\tilde{\beta}\) corresponds to \(\beta\) such that the minimum eigenvalue of \(\mathcal{L}(\beta, \tilde{m})\) becomes zero at some \(\tilde{m}\).

Eigenvectors of \(\mathcal{L}(\beta, \tilde{m})\) are calculated and given by
\[
\begin{align*}
&\lambda_0(\beta, \tilde{m}) \equiv -\lambda_1 + \frac{1}{2} \frac{1}{|\tilde{m}|} \ln \frac{1 + |\tilde{m}|}{1 - |\tilde{m}|}, \\
&\lambda_\pm(\beta, \tilde{m}) \equiv \frac{1}{2} \frac{1}{|\tilde{m}|} \ln \frac{1 + |\tilde{m}|}{1 - |\tilde{m}|} \\
&+ \frac{1}{2} \left( -\lambda_1 - \lambda_2 + 2|\tilde{m}|^2 \right) \\
&\pm \sqrt{(\lambda_1 + \lambda_2 + 2|\tilde{m}|^2)(\lambda_1 + \lambda_2 + 2|\tilde{m}|^2) - (\lambda_1 - \lambda_2 + 2|\tilde{m}|^2)}.
\end{align*}
\]
(4)

By using these eigenvalues, \(\tilde{\beta}\) is given by
\[
\tilde{\beta} = \sup \left\{ \beta > 0 : \min_{\tilde{m}} \left[ \inf_{\tilde{m}} l_0(\beta, \tilde{m}), \inf_{\tilde{m}} l_-(\beta, \tilde{m}) \right] > 0 \right\}.
\]
(5)

Obviously, we find
\[
\inf_{\tilde{m}} l_0(\beta, \tilde{m}) = -\lambda_1 + \frac{1}{\beta}.
\]
(6)

When \(\lambda_1 > \lambda_2\), it is shown that \(l_-(\beta, \tilde{m}) \geq l_0(\beta, \tilde{m})\). Therefore, \(\tilde{\beta} = 1/\lambda_1\) in this case.

Next we consider the case of \(\lambda_2 \geq \lambda_1\). We rewrite \(l_-(\beta, \tilde{m})\) as
\[
\begin{align*}
l_-(\beta, \tilde{m}) &= \frac{1}{2} \frac{1}{|\tilde{m}|} \ln \frac{1 + |\tilde{m}|}{1 - |\tilde{m}|} \\
&+ \frac{1}{2} \left( -\lambda_1 - \lambda_2 + 2|\tilde{m}|^2 \right) \\
&- \sqrt{(\lambda_1 - \lambda_2 + 2|\tilde{m}|^2)(\lambda_1 - \lambda_2 + 2|\tilde{m}|^2) - (4\lambda_2 - \lambda_1 - \lambda_1)|\tilde{m}|^2}.
\end{align*}
\]
(7)

From this expression,
\[
\inf_{\tilde{m}} l_-(\beta, \tilde{m}) \geq -\lambda_2 + \frac{1}{2\beta}.
\]
(8)

Hence, we have
\[
\inf_{\tilde{m}} l_-(\beta, \tilde{m}) \geq -\lambda_2 + \frac{1}{\beta}.
\]
(9)
On the other hand, from Eq. (C2),

\[ l_-(\beta, \vec{m}) \leq \frac{1}{2\beta} \frac{1}{|\vec{m}|} \ln \frac{1 + |\vec{m}|}{1 - |\vec{m}|} - \lambda z + B|\vec{m}|^2 \]

\[ = -\lambda z + \frac{1}{\beta} \frac{1}{1 - |\vec{m}|^2}. \quad (C8) \]

Thus we have

\[ \inf_{\vec{m}} l_-(\beta, \vec{m}) \leq -\lambda z + \frac{1}{\beta}. \quad (C9) \]

From Eqs. (C7) and (C9), we obtain

\[ \inf_{\vec{m}} l_-(\beta, \vec{m}) = -\lambda z + \frac{1}{\beta}. \quad (C10) \]

Therefore, when \( \lambda z \geq \lambda_\perp \), we have \( \tilde{\beta} = 1/\lambda z \).

The analysis in this appendix concludes that \( \tilde{\beta} = \min(1/\lambda_\perp, 1/\lambda z) \).
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