Training a BN-based user model for dialogue simulation with missing data
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Abstract

The design of a Spoken Dialogue System (SDS) is a long, iterative and costly process. Especially, it requires test phases on actual users either for assessment of performance or optimization. The number of test phases should be minimized, yet without degrading the final performance of the system. For these reasons, there has been an increasing interest for dialogue simulation during the last decade. Dialogue simulation requires simulating the behavior of users and therefore requires user modeling. User simulation is often done by statistical systems that have to be tuned or trained on data. Yet data are generally incomplete with regard to the necessary information for simulating the user decision making process. For example, the internal knowledge the user builds along the conversation about the information exchanged while interacting is difficult to annotate.

In this contribution, we propose the use of a previously developed user simulation system based on Bayesian Networks (BN) and the training of this model using algorithms dealing with missing data. Experiments show that this training method increases the simulation performance in terms of similarity with real dialogues.

1 Introduction

The design of a Spoken Dialogue System (SDS) is a long, iterative and costly process. Although several attempts exist to simplify this design such as the VoiceXML language (W3C, 2008), graphical interfaces (McTear, 1998) or machine-learning-based methods (Pietquin and Dutoit, 2003), it remains an expert job. Especially, it requires test phases on actual users either for assessment of performance (Eckert et al., 1997; López-Cózar et al., 2006) or strategy optimization by means of reinforcement learning (Levin et al., 1997; Pietquin and Dutoit, 2006a). The number of test phases should be minimized, yet without degrading the final performance of the system. One solution to this problem is the use of Wizard-of-Oz methods (Kelley, 1984; Rieser, 2008). Although this doesn’t require a real implementation of the dialogue system to be tested, this is still time and money consuming. For these reasons, there has been an increasing interest for dialogue simulation during the last decade (Eckert et al., 1997; Pietquin and Dutoit, 2006a; Schatzmann et al., 2006; López-Cózar et al., 2006). Dialogue simulation requires simulating the behavior of users and therefore requires user modeling as well as error modeling (Pietquin and Dutoit, 2006b; Schatzmann et al., 2007b). Most often, dialogue simulation takes place at the intention level (Eckert et al., 1997; Pietquin and Dutoit, 2006a; Schatzmann et al., 2007c) but can take place at the speech signal level (López-Cózar et al., 2006). This paper focuses on the former solution and more specifically on statistical user simulation (Eckert et al., 1997; Cuayáhuítil et al., 2005; Pietquin and Dutoit, 2006a; Schatzmann et al., 2007c). Statistical models are generally parametric generative models where parameters are conditional probabilities that can either be hand-tuned (estimated by experts) because of the complexity of the model (Pietquin, 2006; Schatzmann et al., 2007a), trained on actual man-machine dialogue data (Eckert et al., 1997; Cuayáhuítil et al., 2005; Pietquin et al., 2009; Syed and Williams, 2008) or a mix of both (Scheffler and Young, 2001; Keizer et al., 2010) so as to deal with parameters which are not directly accessible in a database. Indeed, data are often incomplete with regard to the necessary information for simulating the user decision making process. For
example, the internal knowledge the user builds along the conversation about the dialogue context is difficult to annotate.

In this contribution, we propose the use of a previously developed user simulation system based on Bayesian Networks (BN) described in Section 2 and the training of this model using algorithms dealing with missing data. As said before, in the case of man-machine dialogues data, some information is often missing in the annotations. This paper focuses on the user’s internal representation of the dialogue context which is referred to as the knowledge of the user. This is a major difference with other papers of the literature such as (Syed and Williams, 2008) where transition probabilities are estimated according to the history of system and user acts. Taking into account the incremental knowledge of the user about previous exchanges is important to ensure the consistency of the dialogue during the interaction (Pietquin, 2006). Although it is a difficult task, the knowledge of the user could be inferred from the data itself, by a human expert, a set of rules, or a trained classification algorithm dedicated to this task. In Section 4, this approach is followed, the knowledge (or an accurate estimate) is supposed to be known and the derived training methods for learning the BN parameters are explained. Alternatively, the knowledge of the user can be treated as hidden and the BN parameters can be learned using corresponding Expectation-Maximization algorithms. This approach is described in Section 5, both within a statistical framework (expected-likelihood maximization) and within a Bayesian framework (starting from some prior distribution over parameters). The experiments described in Section 6 show that this training method increases the simulation performance in terms of similarity with real dialogues.

2 BN-based user simulation

The user simulation method studied in this paper is based on the probabilistic model of a man-machine dialog proposed in (Pietquin, 2005; Pietquin and Dutoit, 2006a). The interaction between the user and the dialog manager is seen as a sequential transfer of intentions thanks to dialog acts organized in turns noted \( t \). At each turn \( t \) the dialog manager selects a system act \( a_t \) conditionally to its internal state \( s_t \) and according to its strategy. The user answers by a user act \( u_t \) which is conditioned by the goal \( g_t \) s/he is pursuing and the knowledge \( k_t \) s/he has about the dialog (what has been exchanged before reaching turn \( t \)). So, at a given turn, the information exchange can be modeled thanks to the joint probability \( p(a, s, u, g, k) \) of all these variables. This joint probability can be factored as:

\[
p(a, s, u, g, k) = p(u|g, k, a, s)p(g|k, a, s)p(k|s, a)p(a|s)p(s)
\]

Given that:

- since the user doesn’t have access to the SDS state, \( u, g \) and \( k \) cannot depend on \( s \),
- the user’s goal can only be modified according to his/her knowledge of the dialog,

this expression can be simplified:

\[
p(a, s, u, g, k) = p(u|g, k, a)p(g|k)p(k|a)p(a|s)p(s)
\]

This can be expressed by the Bayesian network depicted on Fig. 1.

Figure 1: Bayesian Network-based Simulated User

As explained in (Pietquin and Dutoit, 2006a), the practical use of this kind of BN requires a tractable representation of the stochastic variables \( \{a, s, u, g, k\} \). Variables are therefore considered as vectors of either boolean either symbolic values which makes them discrete in any case and limits the number of conditional probabilities which are the parameters \( \Theta \) of this model (see (Pietquin, 2005; Pietquin and Dutoit, 2006a) for more details).
In this BN, nodes represented as empty circles ◦ are input variables of the simulator (actually the outputs of the SDS), the light-gray circle • is the output variable (user’s utterance) and the dark-gray circles • are internal variables (knowledge and goal). The parameters linked to these internal variables are generally hard to obtain from data collection since it is hard to infer what are the user knowledge and goal from the transcripts of interactions. The most difficult is probably to infer the knowledge of the user since in data collection settings or Wizard-of-Oz experiments, the user goal can be imposed on test users while the knowledge is built during the interaction and depends on it.

3 Dialogue example within the TownInfo domain

A dialogue example between the simulated user and the HIS dialogue manager (Young et al., 2009) is shown below. The user has the goal to get the name, phone number and address of a restaurant that serves Italian food and beer. The dialogue shows both system (SYS) and user (USR) acts. At the start of the dialogue, the simulator is initialised with a (randomly generated) user goal. Some of the slots are constrained by the user (G_C) and other are requested by him (G_R).

G_R> name, phone, addr
G_C> type=restaurant, food=italian, drinks=beer

Sys> hello() [Greet]
Usr> hello() {1.00}

Sys> repeat() [Repeat]
Usr> hello(type=restaurant) {1.00}

Sys> request(near) [Request]
Usr> inform(food=italian,drinks=beer) {1.00}

Sys> inform(name=none,type=restaurant,
food=italian) [Offer]
Usr> reqalts(food=indian) {1.00}

Sys> inform(name="Carnaby Street",type=restaurant,
drinks=beer,food=italian) [Offer]
Usr> deny(drinks=wine,drinks=beer) {1.00}

Sys> inform(name="The Parrot",type=bar,drinks=beer,
food=indian) [Offer]
Usr> request(phone) {1.00}

Sys> inform(name="The Parrot",
phone="728-66-32") [Inform]
Usr> request(addr) {1.00}

Sys> inform(name="The Parrot",
addr="Art Square") [Inform]

Usr> bye()

In the next sections, the training methods used for estimating the parameters of the BN-based user simulation described in Section 2 are described.

4 Training methods with complete data

4.1 Maximum likelihood

When all variables in a dataset are observed, a statistical framework can be used, in which the frequencies of events appearing in the database are computed. This is known as the maximum likelihood approach:

$$\Theta_{i,j,k}^{ML} = \hat{p}(X_i = x_k | pa(X_i) = x_j) = \frac{N_{i,j,k}}{\sum_k N_{i,j,k}}$$

where the set of $\Theta_{i,j,k}^{ML}$ are the BN parameters that need to be learned, $N_{i,j,k}$ is the number of events in the database for which the variable $X_i$ is in the state $x_k$ and its parents in the network (pa) in the configuration $x_j$.

4.2 Bayesian training

Bayesian estimation of the parameters is slightly different. It actually aims at estimating the probability distribution over parameters and estimates the parameters using either a maximum a posteriori (MAP) approach or the parameters’ expectation given this distribution. This is done knowing that the variables have been observed and requires some prior on the parameters. Using a Dirichlet distribution prior (standard choice for multivariate distributions), it is possible to derive an analytical formula for the expected parameters which is similar to the one obtained in the previous section. Using the MAP approach:

$$\Theta_{i,j,k}^{MAP} = \hat{p}(X_i = x_k | pa(X_i) = x_j) = \frac{N_{i,j,k} + \alpha_{i,j,k} - 1}{\sum_k N_{i,j,k} + \alpha_{i,j,k} - 1}$$

where the $\alpha_{i,j,k}$ are the coefficients of the Dirichlet distribution.

Using the a priori expectation approach (AEP) instead of the MAP, one gets:

$$\Theta_{i,j,k}^{AEP} = \hat{p}(X_i = x_k | pa(X_i) = x_j) = \frac{N_{i,j,k} + \alpha_{i,j,k}}{\sum_k N_{i,j,k} + \alpha_{i,j,k}}$$
4.3 Priors on parameters

The $\alpha_{i,j,k}$ are priors on parameters’ distribution (Dirichlet distribution coefficients), as they are set by an expert. It is thus possible to give to these coefficients more or less importance, given the confidence of the expert. This will result in different trained BN/retrained BN user simulators. Fine-tuning the $\alpha_{i,j,k}$ will allow us to get simulators behaving more or less like the human users which produced the database, as shown in Section 6. Of course, if nothing is known (no expert available), a uniform distribution over parameters (all coefficients being equal) can be taken as a prior and the method can still be used.

5 Training methods with missing data

5.1 Expectation-Maximization algorithm

The Expectation-Maximization (EM) algorithm (Dempster et al., 1977) allows estimating the BN parameters even when the data corresponding to some of the parameters is missing. EM is a recursive algorithm applied until convergence as explained hereafter.

Let us assume that:
- $X_{\nu} = \{X_{\nu}^{(l)}\}_{l=1}^{N}$ is the set of the $N$ observable data.
- $\Theta^{(t)} = \{\Theta_{i,j,k}^{(t)}\}$ are the estimations of the parameters of the BN at iteration $t$.

EM is a recursive algorithm, initialized with arbitrary $\Theta^{(0)}$ values, consisting of two steps:

- **Expectation (E) step**: the missing data $N_{i,j,k}$ are estimated, by computing their expectation conditionally to the data and to the current parameter estimates (i.e., to the current distribution estimate):

  $N_{i,j,k}^{\ast} = E[N_{i,j,k}] = \frac{\sum_{l=1}^{N} \hat{p}(X_{i} = x_{k} \mid pa(X_{i}) = x_{j}, X_{\nu}^{(l)}, \Theta^{(t)})}{\sum_{k} N_{i,j,k}^{\ast}}$

  This consists in doing inference using the current parameter values, and in replacing the missing values by the probabilities obtained by inference.

- **Maximization (M) step**: replacing the missing $N_{i,j,k}$ by their expected value computed in the previous step, it is possible to compute the new parameter values $\Theta_{i,j,k}^{(t+1)}$, using maximum likelihood:

  $\Theta_{i,j,k}^{(t+1)} = \frac{N_{i,j,k}^{\ast}}{\sum_{k} N_{i,j,k}^{\ast}}$

5.2 Expectation-Maximization algorithm and Bayesian training

The EM algorithm can be used within the Bayesian framework as well. In that case, the maximum likelihood estimation used in the M step must be replaced by an a posteriori maximum. Using the a posteriori expectation, one gets:

$\Theta^{(EM)}_{i,j,k} = \Theta_{i,j,k}^{(t+1)} = \frac{N_{i,j,k}^{\ast} + \alpha_{i,j,k}}{\sum_{k} N_{i,j,k}^{\ast} + \alpha_{i,j,k}}$

6 Experiment

6.1 Dialogue task and data

To test the different training algorithms, the user simulator parameters have been learnt on a database containing 1234 actual man-machine dialogues in the domain of tourist information. The dialogue system is a large-scale application aiming at retrieving information about user’s interests in a city (about restaurants, hotels, etc.) so as to provide relevant propositions of venues as described in (Keizer et al., 2010). The venues can be of different types such as bar, restaurants and hotels. Each venue is described by a set of features (type of cuisine, location in the city etc.). The hierarchical structure of the task makes it relatively complex as well as the high number of slots (13). The data contains transcripts and semantic annotations in terms of dialogue act. The BN-based user simulator has been tested against the HIS Dialogue Manager developed at Cambridge University (Young et al., 2009).

6.2 Training methods

Six training setups for the BN-based user simulator were tested. 1000 dialogues were generated for each configuration after training. The six setups are described below:

- “ori-T-BN”: the knowledge parameters were estimated on the database and the BN parameters were learned using the results by a Maximum Likelihood method ($\Theta_{i,j,k}^{ML}$) (see Section 4).
• “mod-T-BN”: the knowledge parameters were estimated on the database and the BN parameters were learned with a Bayesian learning method (AEP method) and using priors fixed by an expert, reasonably taken into account ($\Theta^{\text{AEP}}_{i,j,k}$) (see Section 4).

• “H-BN”: the BN parameters were hand-coded by an expert (Heuristics).

• “mod-T1-BN”: the knowledge was supposed missing and the BN parameters were learned using the database by Bayesian EM and priors fixed by an expert; first version: expert almost not taken into account ($\Theta^{\text{EM}}$) (see Section 5).

• “mod-T2-BN”: the knowledge was supposed missing and the BN parameters were learned using the database by Bayesian EM and priors fixed by an expert; second version: expert reasonably taken into account ($\Theta^{\text{EM}}$).

• “mod-T3-BN”: the knowledge was supposed missing and the BN parameters were learned using the database by Bayesian EM and priors fixed by an expert; third version: expert much taken into account ($\Theta^{\text{EM}}$).

The last three configurations are the most realistic ones.

6.3 Evaluation methods

Four dissimilarity measures have been computed: the Precision, the Recall, the symmetric Kullback-Leibler dissimilarity $DS$ and the average number of turns per dialog (Pietquin and Hastie, 2011).

Precision:
\[ P = 100 \times \frac{\text{Correctly predicted actions}}{\text{All actions in simulated response}} \]

Recall:
\[ R = 100 \times \frac{\text{Correctly predicted actions}}{\text{All actions in real response}} \]

\[ DS(P||Q) = \frac{D_{KL}(P||Q) + D_{KL}(Q||P)}{2} \]

where
\[ D_{KL}(P||Q) = \sum_{i=1}^{M} p_i \log\left(\frac{p_i}{q_i}\right), \]

and where $p_i$ (resp. $q_i$) is the frequency of dialogue act $a_i$ in the histogram of distribution $P$ (resp. $Q$).

Table 1: Dissimilarities using the first three BN configurations

|               | ori-T-BN | mod-T-BN | H-BN  |
|---------------|----------|----------|-------|
| Precision     | 47.11    | 50.62    | 63.63 |
| Recall        | 57.89    | 60.68    | 53.20 |
| $DS$          | 0.7292   | 0.6712   | 0.8803 |
| Nturns/diag   | 18.19    | 15.15    | 5.283 |

Table 2: Dissimilarities using the last three BN configurations

|               | mod-T1-BN | mod-T2-BN | mod-T3-BN |
|---------------|-----------|-----------|-----------|
| Precision     | 63.71     | 64.60     | 67.13     |
| Recall        | 61.84     | 63.83     | 69.27     |
| $DS$          | 0.6674    | 0.7864    | 0.5288    |
| Nturns/diag   | 7.690     | 7.980     | 8.703     |

obtained on the database (resp. on the generated data). The simulated dialogues are compared to the dialogues from the database on this basis. Notice that the Precision and the Recall must be as high as possible, the Kullback-Leibler as low as possible and the average number of turns per dialogue as close to the average number of turns per dialogue in the database (which is 8.185).

6.4 Results

The results are provided in Tables 1 and 2. Table 1 clearly indicates that the first configurations do not provide realistic dialogues. Considering the Recall, the $DS$ and the number of turns, the mod-T-BN gives the best results. The fact that ori-T-BN gives bad results indicates that the database is not large enough, and/or that the inferred knowledge is not very accurate. The H-BN was designed to give as short as possible dialogues: this can be seen in the dissimilarity measures.

Table 2 indicates that the training techniques with missing data are efficient, allowing not to use the error-prone (automatic or manual) knowledge inference. Taking the expert information into account allows to improve the performance to some extent, considering the Precision, the Recall and the number of turns per dialogue dissimilarity measures. The $DS$ dissimilarity measure gives more uncertain results.
7 Conclusions

In this paper, the problem of user simulation in spoken dialogue systems is addressed and particularly the training of statistical user simulation systems on actual data. Most often, actual man-machine dialogue corpora annotations do not contain all the required information for simulating the user’s decision-making process. For instance, the knowledge of the dialogue context which is incrementally built by the user during the interaction is very difficult to annotate. To tackle this problem, this contribution proposes the use of expectation-maximization algorithms (in a Maximum Likelihood setting or a Bayesian setting) to learn parameters of a BN-based user model. Experimental results show that this method improves significantly the similarity of automatically generated dialogues.

In the future, this user model will be used to train a reinforcement-learning-based dialogue manager so as to optimize the dialogue strategy. Also, the extension of this user simulation technique to other tasks is envisioned. The simulation of the grounding process which is possible thanks to this kind of model (Rossignol et al., 2010) should also benefit from this training method to generate more realistic dialogues. Finally, we want to compare the performance of this user model to newly proposed models such as in (Chandramohan et al., 2011) according to several metrics (Pietquin and Hastie, 2011).
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