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1 INTRODUCTION

Many complex systems, including social and biological, and interactions on the Web can be concisely modeled as graphs. Solving data mining tasks such as classification or anomaly detection on graphs requires sophisticated techniques. However, if one has a meaningful notion of similarity between two graphs, classic data mining techniques can be effortlessly applied to graphs. As many real-world graphs are huge (millions of nodes and edges), recent research [8, 24, 37] has focused on providing scalable graph distances.

Spectral analysis provides powerful methods for graph clustering [6, 29, 41], comparison [8, 37], alignment [20, 30], and characterization of graphs [8, 14, 18, 19, 36]. In practice, however, the applicability of these methods is often limited by the scalability of eigendecomposition itself: it takes cubic time to compute all eigenvalues and eigenvectors of a given graph. Several graph comparison methods such as Von Neumann Graph Entropy (VNGE) [5, 8] and NetLSD [37] require only information derived from a graph’s eigenvalues – not the full decomposition. Although they depend on less information, naïve computation of such metrics is just as expensive as a full eigendecomposition. To make these methods scale to large graphs, these methods resort to low-order (two terms) Taylor expansion having loose bounds and poor empirical approximation performance. Few works discuss approximation accuracy or experiment on how it affects performance on downstream tasks.

In this work, we propose SLaQ, an approximation algorithm for computing spectral distances for very large graphs. By leveraging recent advances in numerical linear algebra [1, 11, 13, 39], we achieve state-of-the-art approximation accuracy in time linear in the number of graphs’ edges.

We summarize our contributions:

• We introduce SLaQ, an efficient approximation technique for two spectral graph distances, VNGE and NetLSD.
• We derive corresponding approximation error bounds and experimentally observe an average reduction in the approximation error of $30 \times - 200 \times$ over a diverse set of real-world graphs.
• We demonstrate that faithful approximation is necessary for accurate graph comparison and current approximation techniques are unfit for accurate yet fast approximation.
• We show that accurate computation of VNGE and NetLSD is possible for a graph with billions of nodes and edges on a single machine in less than an hour.
We introduce two techniques, NetLSD [37] and VNGE [5, 8], and establish basic notation and facts about these techniques that we will need for accurate approximation. Table 1 summarizes the notation used throughout the paper.

| Symbol | Description |
|--------|-------------|
| n ∈ ℤ⁺ | | number of vertices |
| m ∈ ℤ⁺ | | number of vertices |
| i, j ∈ ℤ⁺ | | vertex indices |
| A ∈ ℝⁿ×ⁿ | | Adjacency matrix of a graph |
| D ∈ ℝⁿ×ⁿ | | Diagonal degree matrix D_{ii} = ∑_{j=1}^{n} A_{ij} |
| L ∈ ℝⁿ×ⁿ | | Graph Laplacian L = D − A |
| L̂ ∈ ℝⁿ×ⁿ | | Normalized Laplacian matrix \( \hat{L} = I − D^{-\frac{1}{2}}AD^{-\frac{1}{2}} \) |
| Φ ∈ ℝⁿ×n | | Eigenvector; stacked eigenvector matrix |
| λ ∈ ℝ | | Eigenvalue; diagonal eigenvalue matrix |
| nₙ ∈ ℝ⁺ | | Number of SLQ random vectors |
| s ∈ ℝ⁺ | | Number of SLQ Lanczos iterations |
| v ∈ ℝₙ | | Random normal vector |
| f(L) ∈ ℝⁿ×ⁿ | | Matrix function of graph Laplacian |
| H ∈ ℝⁿ | | VNGE |
| h ∈ ℝᵈ | | NetLSD |

Table 1: Summary of notation used throughout the paper.

2 PRELIMINARIES

We introduce two techniques, NetLSD [37] and VNGE [5, 8], and establish basic notation and facts about these techniques that we will need for accurate approximation. Table 1 summarizes the notation used throughout the paper.

Let G = (V, E) be an undirected graph, represented as a set of vertices V = \{v₁, ..., vₙ\}, |V| = n and a set of edges E ⊆ V × V, |E| = m. The adjacency matrix A is a n × n matrix having a positive weight (1 if the graph is unweighted) A_{ij} > 0 associated with each edge (vᵢ, vⱼ) and 0 otherwise. There are several matrices important for spectral analysis that are associated with the graph. We consider two: the Laplacian matrix L = D − A and the normalized Laplacian matrix \( \hat{L} = I − D^{-\frac{1}{2}}AD^{-\frac{1}{2}} \), where D is the diagonal matrix with the degree of the node i as entry D_{ii}, i.e. D_{ii} = \( \sum_{j=1}^{n} A_{ij} \) and I is the identity matrix.

As both Laplacians are symmetric, they can be factorized as L = ΦΛΦᵀ, where Λ is a diagonal matrix on the sorted eigenvalues \( \lambda₁ ≤ ... ≤ \lambdaₙ \) of which \( \phi₁, ..., \phiₙ \) are the corresponding eigenvectors, and Φ is an orthogonal matrix obtained by stacking the eigenvectors in columns Φ = [\( \phi₁ \phi₂ ... \phiₙ \)]. The set of eigenvalues \( \{\lambda₁, ..., \lambdaₙ\} \) is called the spectrum of a graph. We note that although NetLSD and VNGE operate on different Laplacian matrices, for convenience’s sake we will refer to the spectrum of both matrices as \( \lambdaᵢ \).

Spectrum of the Normalized Laplacian L̂ is bounded to [0; 2], for the unnormalized counterpart it is [0; 2 max; D_{ii}] as per the Gershgorin circle theorem [15, 16]. The two Laplacians each reflect different properties of a graph. For example, the normalized Laplacian cannot distinguish number of edges [9] (as it operates on local densities), however its second eigenvector can be used to optimize normalized cut size [34].

2.1 Von Neumann Graph Entropy

In the Standard Quantum Mechanics model, the state of a quantum mechanical system associated with the n-dimensional Hilbert space is identified with a n × n positive semidefinite, trace-one, Hermitian density matrix. Von Neumann entropy [42] is a quantitative measure of mixedness of this density matrix, and is defined as follows:

\[ H = -\sum_{i} \lambda_i \log \lambda_i, \]

By convention, \( \log 0 = 0 \). Braunstein et al. [5] reinterprets the graph Laplacian matrix L as a quantum mechanical system and introduces Von Neumann Graph Entropy (VNGE) by scaling graph Laplacian L by its trace to get the density matrix \( \Phi = \frac{1}{\text{tr}(L)} L \). Scaling the Laplacian does not affect the shape of its spectrum, as each eigenvalue is simply multiplied by \( \frac{1}{\text{tr}(L)} \).

VNGE is related to the centralization of graphs [35], however, general structural interpretation of this measure is unknown mainly due to the lack of accurate scalable approximation [19, 27].

2.2 Network Laplacian Spectral Descriptors

Tsitsulin et al. [37] introduced NetLSD as a spectral distance between graphs grounded in differential geometry. Instead of directly operating on the Laplacian matrix, NetLSD is defined in terms of the heat kernel of a graph. The heat equation associated with the Laplacian is:

\[ \frac{\partial u_t}{\partial t} = -Lu_t, \]

where \( u_t \in ℝ^n \) is a vector representing the heat of each vertex at time t. The solution to the heat equation provides the heat at each vertex at time t, when the initial heat \( u_0 \) is initialized with the same value on all vertices. Its closed-form solution is given by the heat kernel matrix \( H_t \in ℝ^{n×n} \) that can be computed by directly exponentiating the Laplacian in the spectral domain [9]:

\[ H_t = e^{-tL} = \Phi e^{-tΛ}Φᵀ = \sum_{i=1}^{n} e^{-tλ_i}φ_iφ_iᵀ, \]

where \( H_{ij} \) represents the amount of heat transferred from vertex \( v_i \) to vertex \( v_j \) at time t.

The trace of the heat kernel matrix provides a useful lower bound on the Gromov-Wasserstein distance between the underlying manifolds [26]:

\[ h_t = \text{tr}(H) = \sum_{i=1}^{n} e^{-tλ_i}. \]

Then the NetLSD representation is a heat trace signature of graph G, i.e., a collection of heat traces at different time scales, \( h(G) = \{h_t\}_{t>0} \). In practice, t is sampled on a logarithmically spaced grid, so \( h(G) \in ℝ^d \) is a vector of some small fixed dimensionality d.

2.3 Approximation Methods

Both VNGE and NetLSD can be represented as a function \( \text{tr} f(Λ) \) of Laplacian eigenvalues. A naive approach would be to compute the exact eigenvalues and compute that function as \( \sum_{i} f(λ_i) \), however, as we mentioned before, the computational complexity of full eigendecomposition is \( O(n^3) \), which is infeasible for large n.

Below we review approximation techniques which have been proposed in the literature [8, 19, 37]. We empirically evaluate their approximation performance in Section 4.1.

2.4 Taylor Expansion

A natural impulse for dealing with complex matrix functions is to approximate the function with first few terms of its Taylor expansion.
unreliable approximation of matrix functions [28], both NetLSD and VNGE rely on this approximation [8, 19, 27, 37], as the first two Taylor terms can be computed in \( O(n) \).

NetLSD’s expansion depends on the parameter \( t \), and its approximation is reasonable for only small \( t \) values [37]:

\[
h_t = \sum_{k=0}^{\infty} \frac{(-t \lambda_k)^k}{k!} = n - n \text{tr}(L) + \frac{t^2}{2} \text{tr}(L^2).
\] (4)

The expansion used in VNGE is slightly different [8, 19, 27]:

\[
\mathcal{H} = \sum_{k=0}^{\infty} \lambda_i \ln \lambda_i \approx 1 - \frac{1}{\text{tr}(L)} (\text{tr}(L) + 2 \text{tr}(L^2)).
\] (5)

These first two terms are easily computed, even for very large graphs, as \( \text{tr}(L) = n \) and \( \text{tr}(L^2) = \sum_{i,j} L_{ij}^2 \) since \( L \) is self-adjoint, and the error rate of the Taylor expansion of the matrix exponential depends on the largest eigenvalue of the matrix [28].

Chen et al. [8] introduce two approximation algorithms for VNGE based on a two-term Taylor expansion, FINGER-\( \mathcal{H} \) and FINGER-\( \mathcal{H} \):

\[
Q = 1 - \frac{1}{\text{tr}(L)^2} (\text{tr}(D)^2 + 2 \text{tr}(L^2))
\]

FINGER-\( \mathcal{H} \) = \(-Q \ln \left( \frac{2 \max(D)}{\text{tr}(L)^2} \right) \), FINGER-\( \mathcal{H} \) = \(-Q \ln (\lambda_{\text{max}}) \).

### 2.5 Spectral Interpolation

We conclude by noting that the Taylor expansion is useful on very large graphs, on which computing any part of the spectrum is prohibitive. For manageable graph sizes, NetLSD adopts a more accurate strategy based on approximating the eigenvalue growth rate, adapted from [40]. It takes \( O(km + k^2n) \) to compute \( k \) extremal eigenvalues of a graph [16], thus it is possible to compute \( k \) eigenvalues on both ends of the spectrum, and interpolate a linear growth of the interior eigenvalues.

While Tsitsulin et al. [37] do not provide approximation guarantees of their method, it is easy to see that the worst-case scenario is the graph with exactly \( k \) isolated nodes and a fully connected component having \( n - k \) nodes, meaning \( \lambda_{\text{min}} = 0 \) and \( \lambda_{\text{max}} = 2 \). Then, absolute error in the approximation of \( h_t \) becomes \( \|n - 2k - \sum_{i=0}^{n-k} \frac{2(i-k)}{n-2k} \| \). This bound is very loose; we further verify that the approximation accuracy of the linear interpolation strategy is poor in the Section 4.1 and that it does not scale to very large graphs in the Section 4.5.

### 3 STOCHASTIC LANCZOS QUADRATURE

As noted above, the main approximation techniques that have been proposed for VNGE and NetLSD have limited guarantees on their approximation quality, and these weak guarantees have not been fully explored in the literature. In this section, we address these deficiencies and propose our method for improved approximation of spectral distances between graphs.

#### 3.1 Trace Function Estimation

Setting aside computational infeasibility of the naive eigenvalues calculation, loose Taylor expansion error bounds and linear interpolation heuristics, we attain theoretically guaranteed accuracy and speed by means of Stochastic Lanczos Quadrature (SLQ) [39].

In trace estimation problems for large and implicit matrices, the standard choice is a Hutchinson estimator [1, 22], which we apply (we denote both Laplacians as \( L \) in this section for brevity) in our setting for the trace of the matrix exponential \( f(L) = \exp(-tL) \) or the matrix logarithm \( f(L) = -L \log L \):

\[
\text{tr}(f(L)) = \mathbb{E}_{\rho(V)}(v^T f(L)v) \approx \frac{n}{n_v} \sum_{i=1}^{n_v} v_i^T f(L)v_i,
\] (6)

where \( v_i \) are \( n_v \) random vectors drawn from a distribution \( \rho(v) \) with zero mean and unit variance. Practical choices for \( \rho(v) \) include Rademacher or standard normal distributions, with the difference being in the variance or number of random vectors [4].

To approximate the bilinear form \( v_i^T f(L)v_i \) in Eq. (6) with a symmetric real-valued matrix \( L \), we apply the Lanczos Quadrature [16], which uses Lanczos algorithm to provide orthonormal polynomials for the Gauss quadrature. In other words, we first take an eigendecomposition \( L = \Phi \Lambda \Phi^T \), then cast the outcome to a Riemann-Stieltjes integral and finally apply the \( m \)-point Gauss quadrature rule:

\[
v_i^T f(L)v_i = v_i^T \Phi f(\Lambda) \Phi^T v_i = \sum_{j=1}^n (f(\lambda_j) \mu_j^2)
\]

\[
= \int_a^b f(t) d\mu(t) \approx \sum_{k=1}^m \omega_k f(\theta_k),
\]

where \( \mu_j = [\Phi^T v_i]_j \) and \( \mu(t) \) is a piecewise constant measure function:

\[
\mu(t) = \begin{cases} 
\frac{1}{2} & \text{if } t < a = \lambda_n \\
\frac{1}{2} & \text{if } \lambda_i < t < \lambda_{i-1} \\
0 & \text{if } \lambda_{i-1} \leq t \leq t 
\end{cases}
\]

and \( \theta_k, \omega_k \) are the nodes and weights of the quadrature. We obtain the pairs of \( \omega_k, \theta_k \) with the \( s \)-step Lanczos algorithm [16], which we describe below succinctly.

The \( s \)-step Lanczos algorithm computes an orthonormal basis for the Krylov subspace \( K \) spanning vectors \( \{q_0, Lq_0, \ldots, L^{s-1}q_0\} \), with the symmetric matrix \( L \) and an arbitrary starting unit-vector \( q_0 \).

The output of the algorithm is an \( n \times s \) matrix \( Q = [q_0, q_1, \ldots, q_{s-1}] \) with orthonormal columns and an \( s \times s \) tridiagonal symmetric matrix \( T \), such that \( Q^T L Q = T \), notice that due to this relation each \( q_i \) vector is given as a polynomial in \( L \) applied to the initial vector \( q_0 \): \( q_i = p_i(L)q_0 \). Since \( T \) is a tridiagonal matrix, the three-term recurrence relation exists between the consequent polynomials \( p_i \).

We can now use the Gauss rule with points equal to the eigenvalues of \( T, \lambda_k \), and weights set to the squared first components of its normalized eigenvectors, \( \sigma_k^2 \), respectively (see [16, 17, 43]). Now, setting \( q_0 = v_i \), the estimate for the quadratic form becomes:

\[
v_i^T f(L)v_i \approx \sum_{k=0}^{\infty} \sigma_k^2 f(\lambda_k).
\] (7)

\[
t_k = U_{0,k} q_k = e_k^T u_k, \quad \lambda_k = \Lambda_{k,k} \quad T = U A U^T
\] (8)

Applying (7) over \( n_v \), random vectors in the Hutchinson trace estimator (6) yields the SLQ estimate:

\[
\text{tr}(f(L)) = \frac{n_v}{n_v} \sum_{k=0}^{n_v-1} \left( \sum_{k=0}^{n_v-1} \sigma_k^2 f(\lambda_k) \right) = T.
\] (9)
We evaluate SLaQ Algorithm 1

```python
Algorithm 1

1: function SLaQ_LSD(G, s, n_v)
2: L ← Laplacian(G)
3: descriptor ← slq(L, s, n_v, exp(x))
4: return descriptor
5: function SLaQ_VNGE(G, s, n_v)
6: P ← DensityMatrix(G)
7: descriptor ← slq(P, s, n_v, x ln(x))
8: return descriptor
9: function slq(L, s, n_v, func)
10: T = lanczos(L, s, n_v) ➞ T ∈ R^{n_v × m × m}
11: Λ, U ← eigh(T) ➞ eigendecomposition(T)
12: return \frac{1}{n_v} \sum_{k=1}^{n_v} \sum_{i=1}^{s} (\text{func}(\frac{\lambda_k}{s}) |u_k^i|^2)
```

For the matrix exponential used in NetLSD, [38] suggests that we do not need many Lanczos steps s to achieve error ε,

\[\epsilon \leq \left\{ \begin{array}{ll}
20e^{-x^2/(2.5t)}, & 0 \leq t \\
40^{-1}e^{-0.5t}(0.5\epsilon t)^{s}, & t \geq s
\end{array} \right. \tag{10a}
\]

Another source of error lies in the Monte Carlo estimation of the trace as a mean of the quadratic forms \(v^T f(L)v\). To reduce the variance of the estimate, we apply the 2-terms polynomial variance reduction technique.

Although matrix-vector product approximation bounds for the matrix exponential have been well studied [21], analogous error estimates for the von Neumann entropy remain an open problem in numerical linear algebra. We summarize the overall SLaQ method in Algorithm 1 for both LSD and VNGE.

4 EXPERIMENTS

We evaluate SLaQ against all approximation methods proposed in [8, 37], in addition to the exact computation of the spectrum (where allowed by the graph size). We perform our experiments on the Google Cloud’s s2–c-standard–68 virtual machine with 60 virtual cores and 240GB RAM, averaging 10 times for all experiments unless stated otherwise. We use LAPACK [3] as the linear algebra library of choice. We open-source the implementation.

**Parameter settings.** Unless otherwise mentioned, we evaluate SLaQ using \(n_v = 100\) starting vectors and \(s = 10\) Lanczos iterations. We provide an additional experimental investigation into parameter settings of SLaQ in Section 4.4. For the linear approximation of [37], we use the default \(k = 300\) eigenvalues from each end of the spectrum, following the notation of the original paper. Taylor-series-based approximation techniques do not depend on any additional parameters.

**Datasets.** We use four types of graph collections to measure efficiency and effectiveness of SLaQ. First, we consider the accuracy of the method compared to other approximation techniques on the two subsets of graphs: synthetically generated Erdos-Renyi graphs and 73 graphs from the Network Repository\(^2\) [31] with a number of nodes from 2500 to 25000. In total, we use 27 biological, 12 interaction, 10 technological networks, 5 small web graphs, and 19 uncategorized networks (mostly, optimization problem graphs).

We follow up with large graphs to test ability of SLaQ to efficiently compute descriptors of Web-scale graphs. For that, we use five datasets\(^3\):

- **DBLP** [45] is a co-authorship network constructed from DBLP, a major online computer science bibliography resource.
- **SNAP-Orkut** [45] was an online social network.
- **LiveJournal** [45] is an online blogging community where users can form friendships with each other.
- **Friendster** [45] was an online social network.
- **ClueWeb09** [10, 31] is a web crawl from 2009.

Next, we investigate benefits of using SLaQ on dynamic Wikipedia link datasets in 4 different languages: Dutch (nl), Polish (pl), Italian (it), German (de). We obtained datasets from [10]\(^4\) and generated \(T\) snapshots for every month in the original dataset.

---

\(^2\)github.com/google-research/google-research/tree/master/graph_embedding/slaq

\(^3\)We used preprocessed version from KONECT repository, available at konect.uni-koblenz.de/networks/

\(^4\)All but ClueWeb09 are from SNAP network collection, available at snap.stanford.edu
Last, we verify that SLaQ’s improvements in approximation performance enhance downstream task performance. We use three social network datasets and one from the field of bioinformatics:\footnote{We obtained them at the graph kernel benchmark collection, available at $\text{ls11-www.cs.tu-dortmund.de/staff/morris/graphkerneldatasets}$}:

- DeD [12, 23, 33] is a dataset of protein structures. Each protein is represented by a graph of amino acids that are connected by an edge if they are less than 6 Ångstroms apart. The prediction task is to classify the protein structures into enzymes and non-enzymes.
- COLLAB [23, 25, 44] is a collection of collaboration ego-networks of different researchers derived in [44] from three datasets introduced in [25]. The task is to determine whether the ego-collaboration graph of a researcher belongs to High Energy, Condensed Matter or Astrophysics field.
- REDDIT-5K and REDDIT-12K [23, 44] are two datasets derived from Reddit, an online aggregation and discussion website. Discussions on Reddit are organized into different subcommunities; the task is to determine the community given the structure of the discussion graph.

The task is to determine the community given the structure of the graph of a researcher belongs to High Energy, Condensed Matter or Astrophysics field.

We verify that our method has a global view of the graph, i.e. is not dominated by only local information. In order to do that, we compute graph descriptors (NetLSD and VNGE) for monthly snapshots of dynamic Wikipedia link datasets from January 2003 to December 2010 (a total of $|T| = 96$ snapshots) and report their change as well as the number of edges added/removed each month.

We also compare how the approximation accuracy changes for NetLSD on the random Erdős-Rényi graphs. We generate random graphs of size 1000 with varying graph density (number of expected edges) $p$ and random graphs of size $100 \sim 10000$ with the average degree $m/n = 10$. We report the results in the Figure 4.

We observe that SLaQ’s approximation accuracy is stable across the graph size both in terms of number of the nodes and graph density.

### 4.1 Approximation Accuracy

We proceed with evaluation of SLaQ capacity to approximate matrix functions for graph comparison. We compute full spectrum of 73 small graphs and true values of NetLSD and VNGE and report the relative $l_2$ approximation error with respect to the true graph descriptor. Figure 2 demonstrates that SLaQ offers over $200\times$ reduction in the average relative error for VNGE over FINGER techniques [8] and over $30\times$ improvements over the linear interpolation technique from [37]. Figure 3 shows that SLaQ offers $250\times$ reduction over the Taylor expansion and over $22\times$ improvement over the linear interpolation [37].

We also compare how the approximation accuracy changes for NetLSD on the random Erdős-Rényi graphs. We generate random graphs of size 1000 with varying graph density (number of expected edges) $p$ and random graphs of size $100 \sim 10000$ with the average degree $m/n = 10$. We report the results in the Figure 4.

We observe that SLaQ’s approximation accuracy is stable across the graph size both in terms of number of the nodes and graph density.

### 4.2 Benefits of Non-local Approximation

We verify that our method has a global view of the graph, i.e. is not dominated by only local information. In order to do that, we compute graph descriptors (NetLSD and VNGE) for monthly snapshots of dynamic Wikipedia link datasets from January 2003 to December 2010 (a total of $|T| = 96$ snapshots) and report their change as well as the number of edges added/removed each month.

We plot the proportion of cumulative edge additions/deletions and distances between descriptor pairs of snapshots $(0, i)$, where $i \in 1,\ldots,|T|$. Figure 5 reports the distance values for each language as well as the relative number of incoming and outgoing edges per snapshot. We mark examples of anomalous spikes in NetLSD and VNGE that can not be explained simply by the edge additions and deletions. In these cases, simple approximations like 2-term Taylor expansion would fail to capture such changes.
4.3 Graph Classification Performance

We test our method in the supervised downstream task, by classify graphs in binary and multi-class settings. We compute NetLSD and VNGE descriptors for each of the graphs and use them as feature vectors in classification. Since these graph classification datasets allow direct calculation of the descriptor (maximum number of nodes reported in the Table 4 is 5748), we can analyze how approximation affects the downstream accuracy.

We use a non-parametric 1-Nearest Neighbor classification algorithm and repeat the classification using 80/20 training/testing split 1000 times to minimize the biases introduced by the random splitting and the learning algorithm. We report the classification accuracy in the Table 5.

Surprisingly, on two datasets, DeD and COLLAB, the classification accuracy is actually better for the low-accuracy approximation. We believe that this relates to the issues with these datasets pointed out by [7, 32]: simple local graph features achieve almost state-of-the-art performance [2]. However, for the Reddit datasets the improvement given by more accurate approximation is as expected due to the task being more sensitive to global structural information rather than simple node-level statistics.

| dataset     | FINGER-$\mathcal{H}$ | FINGER-$\mathcal{H}$ | Linear | SLaQ | Exact | VNGE | NetLSD | Exact |
|-------------|-----------------------|-----------------------|--------|------|-------|------|--------|-------|
| DeD         | 63.01                 | 66.38                 | 68.13  | 65.53| 66.40 | 67.01| 67.98  | 66.77 | 67.24 |
| COLLAB      | 64.95                 | 65.10                 | 59.90  | 49.04| 58.03 | 61.81| 65.17  | 58.76 | 63.48 |
| Reddit-5K   | 30.87                 | 29.85                 | 31.31  | 31.77| 31.43 | 33.67| 32.01  | 35.48 | 35.63 |
| Reddit-12K  | 16.53                 | 16.20                 | 17.18  | 17.04| 16.79 | 22.67| 21.30  | 25.31 | 25.52 |

Table 5: 1-Nearest neighbor graph classification performance on 4 datasets with VNGE and NetLSD. Exact computation results are in bold. Approximations that are close to or better than the exact metric computation are highlighted in green.

4.4 Parameter Sensitivity

We investigate the approximation accuracy of SLaQ with respect to its hyperparameters: number of random starting vectors $n_v$, and the number of Lanczos iterations $s$. Recall that the error bounds in the Section 3 tells us that there are two sources of error in SLaQ: one of the Monte Carlo estimation of the quadratic form and one of the Lanczos process. We measure the relative error ratio on the same 73 medium-sized graphs used in the Section 4.1 with respect to the number of random starting vectors $n_v$ and the number of Lanczos iterations $s$ and report the results in the Figure 6.

As expected, given enough stating random vectors SLaQ only needs few Lanczos iterations; the default setting of $s = 10$ gives an average error of $6.7 \times 10^{-4}$. As for the number of random vectors $n_v$, we do observe that increasing the number improves performance, but the improvement given by increasing $n_v$ is much slower.

4.5 Scalability

We measure the runtime of all approximation techniques on huge graphs with millions of nodes and billions of edges and show that SLaQ is able to process very large graphs on a single machine within reasonable time while offering orders of magnitude better approximation, as measured in the Section 4.1. We only report the results for VNVE, as the results for NetLSD for Linear interpolation and SLaQ approximation are similar to VNVE counterparts, while Taylor approximation works in the same time as FINGER-$\mathcal{H}$.

As FINGER-$\mathcal{H}$ only sums the weights of graphs’ edges, it serves as a baseline on how much time it takes to scan the edges of a graph. A more useful comparison is FINGER-$\mathcal{H}$, as it reflects the time to compute a single eigenvalue of a graph. SLaQ approximates the whole spectrum at the cost of increased time complexity, however, the largest dataset with almost 5 billion nodes is processed in less than an hour.

5 CONCLUSION

We propose SLaQ, an approximation technique for fast computation of spectral graph distances, VNVE and NetLSD, leveraging state-of-the-art linear algebra methods. We show that faithful approximation of the graph distance is critical for good downstream task performance and those approximation methods previously introduced in the literature do not offer good approximation quality. SLaQ improves approximation errors of such baseline solutions by at least an order of magnitude averaged across 73 real-world graphs. As SLaQ’s computation is linear in the number of edges of graphs, scalability of our method is on par with approximation techniques introduced for VNVE and NetLSD. To our knowledge, this is the first work that allows accurate comparison of billion-size graphs on a single machine in less than an hour.
