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Abstract—We introduce a new image segmentation task, called Entity Segmentation (ES), which aims to segment all visual entities (objects and stuffs) in an image without predicting their semantic labels. By removing the need of class label prediction, the models trained for such task can focus more on improving segmentation quality. It has many practical applications such as image manipulation and editing where the quality of segmentation masks is crucial but class labels are less important. We conduct the first-ever study to investigate the feasibility of convolutional center-based representation to segment things and stuffs in a unified manner, and show that such representation fits exceptionally well in the context of ES. More specifically, we propose a CondInst-like fully-convolutional architecture with two novel modules specifically designed to exploit the class-agnostic and non-overlapping requirements of ES. Experiments show that the models designed and trained for ES significantly outperforms popular class-specific panoptic segmentation models in terms of segmentation quality. Moreover, an ES model can be easily trained on a combination of multiple datasets without the need to resolve label conflicts in dataset merging, and the model trained for ES on one or more datasets can generalize very well to other test datasets of unseen domains. The code has been released at https://github.com/dvlab-research/Entity.

Index Terms—Image segmentation, class-agnostic, open-world, cross-dataset

1 INTRODUCTION

In recent years, image segmentation tasks (semantic segmentation [8], [9], [27], [44], [50], [90], [91], instance segmentation [13], [22], [38], [47], [59], [72], [77], [78], [80], and panoptic segmentation [7], [33], [34], [40], [83], etc.) have received great attention due to their diverse applications [6], [53], [56], [63], [64], [66] and strong progress made possible by deep learning [23], [24], [26], [35], [67], [69], [70]. Most image segmentation tasks share the common goal of automatically assigning each image pixel to one of the predefined semantic classes. One of the key application areas of image segmentation is image manipulation [28], [68], [75], [79], [87], [88] and editing [2], [16], [36], [54]. Segmentation techniques have revolutionized image manipulation and editing applications by enabling users to operate directly on semantically-meaningful regions, as opposed to primitive image elements such as pixels and superpixels.

Although image segmentation holds much promise for user-friendly image manipulation and editing, there are two major weaknesses in image segmentation that adversely affect the image manipulation/editing experience: 1) class label confusion (often caused by having many predefined class labels); 2) lack of generalization for unseen classes. In Fig. 1, we present the segmentation results from a state-of-the-art panoptic segmentation method [40] that demonstrate the two weaknesses separately. These weaknesses can be largely attributed to the standard practice of training models to segment strictly based on the predefined classes.

In image manipulation and editing applications, where class labels are typically not required, the conventional class-specific image segmentation may be sub-optimal and could introduce unnecessary class-related issues. Is there a better alternative to class-specific image segmentation? Yes, it comes from omitting the classification subtask and focusing solely on the segmentation subtask, in a similar spirit to the class-agnostic RPN [62]. This is analogous to infants capable of distinguishing objects by shapes and appearances without knowing the object names [17]. Without assigning class labels, the class confusion issue can be largely alleviated. Besides, as demonstrated in object detection [29], [61], class agnosticism provides a strong generalization to unseen classes. Furthermore, it is likely to relieve the model’s burden of trading off segmentation mask quality against classification performance.

To this end, we propose a new image segmentation task named Entity Segmentation (ES) which aims to generate class-agnostic segmentation masks of an image. We leverage the existing panoptic segmentation datasets [12], [43], [93] with both instance (thing) and non-instance (stuff) masks, but universally treat any of the annotated thing and stuff masks as a class-agnostic entity. Here, we are noting that entity segmentation is advanced version
of panoptic segmentation. As introduced in Marr’s Vision Book [51], the human vision system is internally class-agnostic, which could recognize entity without the sense of understanding its use and purpose. Since the popular class-specific Panoptic Quality (PQ) metric [34] is not directly applicable to our task, we introduce a class-agnostic metric $A_{Pe}$ with a strict non-overlapping mask constraint. This constraint aligns well with image editing/manipulation applications that expect each image pixel only correspond to a single entity.

Given our proposed new task and evaluation metric, we aim to devise a conceptually simple and effective framework to tackle the task. The center-based output representation (i.e., representing objects by their centers) has enabled recent one-stage object detectors [42] to achieve strong performance and fast training. Inspired by that, we carried out the first-ever study to investigate the feasibility of using such a representation uniformly for all entities including stuffs. Our study reveals a strong and previously-unknown evidence that a fully-convolutional network paired with the center-based representation can effectively handle the task. We are the first to challenge the common understanding that the difficult-to-train Transformer decoder [7], [11] is necessary to unify the representation for things and stuffs.

Based on our findings, we introduce a fully-convolutional segmentation framework inspired by CondInst [72] to detect and segment all entities (regardless of thing or stuff) in a unified manner. To better exploit the unique class-agnostic and non-overlapping requirements of ES, we propose a global kernel bank module and an overlap suppression module that substantially improve the framework and thus boost the performance of the ES task. The global kernel bank module generates mask kernels to exploit some common properties (e.g., textures, edges) shared by many entities, while the overlap suppression module encourages the predicted masks not to overlap with each other.

Extensive experiments on the challenging COCO dataset [43] show the effectiveness of our proposed method. Furthermore, we study the generalization ability of our COCO-trained model through a cross-dataset evaluation on ADE20K [93]. Our model shows superior performance both quantitatively and qualitatively on such a dataset despite that it has not been trained on it. As shown in Fig. 6, the model is able to correctly segment the entities belonging to unseen classes. These suggest that the models trained for the proposed ES task are naturally capable of open-world image segmentation.

Overall, our contributions are summarized as follows:

- We propose a task called Entity Segmentation which aims to segment every visual entity without predicting its class label or identifying it as thing or stuff.
- We conduct the first-ever study to investigate the feasibility of convolutional center-based representation for various tasks and surprisingly find that all entities (regardless of thing or stuff) can be effectively represented by such a representation in a unified manner.
- Our findings lead us to devise a fully-convolutional segmentation framework inspired by CondInst. We introduce two novel modules to our framework to better exploit the unique requirements of the ES task.
We conduct extensive experiments and demonstrate the remarkable effectiveness and generalization of our proposed task and segmentation framework.

2 RELATED WORK

Image Segmentation. Image segmentation is the process of partitioning a digital image into multiple segments (sets of pixels, also known as image objects) [71]. The main tasks of image segmentation include salient object detection [4], [5], [31], [37], [60], semantic segmentation [8], [9], [10], [27], [44], [50], [82], [84], [85], [86], [90], [91], instance segmentation [13], [22], [38], [47], [59], [72], [77], [78], [80], and panoptic segmentation [7], [33], [34], [40], [45], [83]. Salient object detection mimics the behavior of human in focusing on the most salient region/object in an image while ignoring the class it belongs to [74]. In contrast, semantic/instance/panoptic segmentation aims at densely assigning each image pixel to the one of classes predefined in the training datasets. The segmentation models trained for these tasks are required to make a trade-off between the mask prediction and classification subtasks in terms of performance. Moreover, such tasks tightly couple segmentation and classification. As a result, it is not easy to independently evaluate the segmentation and classification strengths of their segmentation models.

In this work, we provide a new perspective on image segmentation by introducing the entity segmentation task that handles dense image segmentation similarly as semantic/instance/panoptic segmentation, but without the classification aspect akin to salient object detection. This task focuses only on class-agnostic segmentation. It treats every segment (whether thing or stuff) as a visual entity. Compared to the existing segmentation tasks, it is more useful for user-friendly image manipulation and editing applications in which the segmentation mask quality is of utmost importance.

Object Detection. Object detection [14], [19], [20], [41], [42], [57], [62], [73] requires detecting objects with bounding box representation. The methods can be partitioned into two types: (1) one-stage [42], [73] detectors that detect objects using pixelwise features at dense pixel locations; (2) two-stage detectors [19], [20], [41], [62] that first predict class-agnostic region proposals and subsequently perform classification based on region-of-interest (RoI) features and a separate classification head.

In this paper, our method is built upon FCOS [73], a standard one-stage detector, to detect entities. Different from the standard definition of object, entity is a more general concept that includes both objects/things and stuffs. To our best knowledge, our method is the first to demonstrate that center-based detection can effectively handle all entities in a uniform manner, contrary to the existing practice of separately. In contrast to DETR [7] and MaskFormer [81], our segmentation framework neither requires an excessively long training duration (12 versus 300 epochs) nor strong data augmentation.

Open-World Detection & Segmentation. The open-world setting has been explored in the contexts of object detection and segmentation [3], [18], [25], [29], [32], [49], [55], [76] with the general goal of identifying new object classes given a closed-world training dataset. Generally, previous open-world methods explicitly differentiate unknown and known objects by spotting outliers in the embedding space. On the contrary, our entity segmentation task is class-agnostic and does not need to distinguish between unknown and known classes, allowing the segmentation models to focus entirely on the segmentation task itself.

3 ENTITY SEGMENTATION

Task Definition. The task of entity segmentation (ES) is defined as segmenting all visual entities within an image in a class-agnostic manner. Here, “entity” refers to either a thing (instance) mask or a stuff mask in the common context. This definition is related to the standard and well-accepted definition of “object” which is based on certain objectness properties introduced by the seminal work [1]: (a) a well-defined closed boundary in space; (b) a different appearance from their surroundings. As illustrated in Fig. 2, an entity can be any semantically meaningful and coherent region in the open-world setting, e.g., person, television, wall. Given the subjective nature of this task, we conduct a comprehensive user study to validate the personal intuitions for the concept of entity in Section 6.1.

Task Format. Given an input image \( I \in \mathbb{R}^{H \times W \times 3} \), the task expects a pixel-wise prediction map \( P \in \{0, \ldots, N\}^{H \times W} \) and a list of confidence scores \( S \in \mathbb{R}^N \) as the output that contains the non-overlapping IDs of the predicted \( N \) entities and their confidence scores. Ground truth annotations are encoded in an identical manner as the prediction map. There are no semantic class labels involved and all entities are treated equally without the distinction of thing and stuff.

Relationship to Similar Tasks. The newly proposed task is focused on the concept of “entity”. It is related to but different from several previous tasks. Different from semantic segmentation, ES is instance-aware. In contrast to instance segmentation, ES includes stuff masks in addition to instance.
masks. Moreover, unlike the above-mentioned segmentation tasks and the more recent panoptic segmentation, ES completely omits the class labels and classification functionality.

Annotation Transformation. Given the commonalities with panoptic segmentation, the annotations in existing panoptic segmentation datasets can be directly transformed into the format defined for ES. As shown in Fig. 2, each thing or stuff mask is simply regarded as an independent entity.

Evaluation Metric. Due to the non-overlapping requirement in downstream image manipulation and editing applications, we propose a new mask-based mean average precision for measurement, denoted as $\text{AP}_m$. $\text{AP}_m$ follows closely the $\text{AP}_b$ used in instance segmentation [13], [22], [38], [47], [59], [72], [77], [78], [80], except that the $\text{AP}_m$ gives zero tolerance to mask overlaps of different entities. This simple constraint leads to a lower evaluation number than instance segmentation’s $\text{AP}_b$, since it makes the metric significantly more sensitive to the class-agnostic duplicate removal [58] performance and mask quality. In our experiments, the number drops by 4.7 if $\text{AP}_m$ is used in place of $\text{AP}_b$.

4 Unified Entity Representation

The output representation is a defining aspect of any segmentation tasks. Given the close relationship of ES with panoptic segmentation, we first discuss panoptic representation. Due to the different natures of thing (instance) and stuff (non-instance) classes, existing panoptic segmentation methods usually adopt separate strategies [33], [83] for the two outputs. In particular, they are handled through a divide-and-conquer pipeline, i.e., using a branch that emphasizes explicit localization cues for things, while using another branch that focuses on semantic consistency for stuff [40]. However, due to the lack of both class labels and thing-stuff separation in our ES task, the existing convolution-based panoptic segmentation approaches [7], [33], [34], [39], [40], [45], [83] require some form of modifications in order to be applicable to ES. For example, convolution-based methods like PanopticFPN [33], PanopticFCN [40], and KNet [89] usually adopt separate strategies for thing and stuff segmentation. When such methods are modified to handle all entities with a single strategy, they tend to lead to a significantly worse accuracy on ES, compared to how well their original designs perform on panoptic segmentation. Even though some transformer-based methods like PanopticDETR [7] and MaskFormer [11] are directly capable of building a unified representation for entities, but they are more computationally expensive during training, due to their heavy dependence on stronger data augmentation and longer training time.

As with panoptic segmentation, the question of “how to represent entities?” is crucial to ES. The center-based representation used by convolutional networks to represent objects by their center locations is a promising form of representation already been proven effective and efficient for object/thing-level tasks (e.g., object detection [42], [73] and instance segmentation [59], [72], [80]), but its feasibility on stuffs (and entities) has not been investigated and remains unknown. To answer the aforementioned question, we present the first-ever study to investigate the feasibility of using center-based representation to represent stuffs and entities. The study is carried out through the proxy tasks of class-specific and -agnostic box-level detection. Class-agnostic detection can be seen as the box-level counterpart of ES, and thus the conclusion derived from this study should be largely applicable to ES.

The results of the study are provided in Table 1. The first row indicated by ref is the reference model based on the conventional object detection task that the center-based representation is originally designed for. Thus, the representation is deemed effective for a particular task (a row in the table) if it achieves APs that are comparable or higher than those of ref. It can be clearly seen that the representation is effective for most of the tasks, except for the class-specific stuff-only and thing-stuff tasks which have much weaker performances. This finding suggests that the center-based representation is poorly effective only if both of these conditions are satisfied: (1) task is class-specific; (2) stuffs are involved. Furthermore, we find that the representation has a surprisingly strong compatibility with all the tasks with class-agnostic training, as demonstrated by their excellent performances.

| Subset               | Class-agnostic training | Class-agnostic evaluation |
|----------------------|-------------------------|---------------------------|
|                      | AP$^b$ | AP$^b_{50}$ | AP$^b_{75}$ | AP$^b_S$ | AP$^b_M$ | AP$^b_L$ |
| Thing                | o      | o            | 37.4      | 56.0      | 39.9      | 15.5      | 36.5      | 50.5      | ← ref |
|                      | ✓      | ✓            | 40.9      | 63.9      | 43.4      | 18.6      | 42.1      | 60.7      |
|                      | ✓✓     | ✓✓           | 41.6      | 64.6      | 43.9      | 18.5      | 42.7      | 61.7      |
| Stuff                | o      | o            | 23.2      | 35.4      | 23.5      | 1.4       | 5.9       | 26.9      |
|                      | ✓      | ✓            | 38.7      | 58.4      | 39.3      | 1.8       | 7.2       | 46.6      |
|                      | ✓✓     | ✓✓           | 39.4      | 60.5      | 39.3      | 1.4       | 6.4       | 47.2      |
| Thing & Stuff (Entity) | o      | o            | 29.5      | 45.2      | 31.0      | 9.2       | 23.6      | 38.0      |
|                      | ✓      | ✓            | 37.6      | 60.2      | 39.3      | 16.5      | 35.0      | 49.5      |
|                      | ✓✓     | ✓✓           | 39.2      | 62.5      | 40.4      | 16.6      | 35.5      | 51.1      |

Subset refers to the subset of COCO training/evaluation set with the annotations from one of: thing, stuff, or thing-stuff (Entity). $✓✓$ signifies that we do/does not use class information in the training or evaluation stage. $\text{AP}^b$ is the box-based $\text{AP}$.

2. For the models evaluated in the study, we adopt FCOS [73] with ResNet50 backbone and default training hyperparameters.
As mentioned in Section 4, all entities are represented by the center-based unified entity representation – i.e., we represent each entity (including stuffs) by the mass center of its mask, similar to how objects are represented by their bounding-box centers [73]. In this section, we first describe how we devise an Entity segmentation framework based on the unified center-based representation. Then, we introduce two novel modules: global kernel bank and overlap suppression, to exploit the requirements of ES in order to improve the segmentation quality of predicted entity masks.

5.1 Segmentation Framework
As described in Section 3, a non-overlapping entity ID prediction map $P$ and a list of confidence score map $S$ are expected, given an input I. Inspired by recent one-stage segmentation approaches [40, 59, 72, 78], we adopt a similar generate-kernel-then-segment pipeline. Specifically, with a single stage feature $X_i \in \mathbb{R}^{H_i \times W_i \times C_i}$ from the $i$th stage in Feature Pyramid Network (FPN) [41], four branches are added to handle the four output types required to perform ES: entityness, centerness, localization, and kernel. Here, entityness and centerness branches respectively provide a probability map $E_i \in [0, 1]^{H_i \times W_i}$ and a centerness map $C_i \in [0, 1]^{H_i \times W_i}$. $E_i$ indicates each pixel’s probability of being an entity, while $C_i$ estimates centerness values [73]. Localization branch is used to regress the bounding box offsets $L_i$ of entities, which are used for efficient non-maximum suppression (NMS). For mask generation, we draw inspirations from dynamic kernel work [30, 40, 59, 72] and employ a kernel branch to generate entity-specific dynamic kernel weights.

5.2 Global Kernel Bank
The use of dynamic kernels to generate entity masks assumes that the cues needed to segment different entities are dissimilar, but there exists many common properties (e.g., textures, edges) which are shared by different entities. This motivates us to leverage static kernel weights for training the mask head, alongside the dynamic kernel weights. The combination of dynamic and static kernel weights, referred to as global kernel bank, allows the network to strike a good balance between learning entity-specific features and becoming aware of features that are commonly useful to many entities.

Global kernel bank consisting of three pairs of dynamic and static convolutions can be easily incorporated into our segmentation framework. To strengthen the interactions between dynamic and static kernels, we allow either dynamic or static kernels at each convolutional layer, resulting in seven possible network paths (minus the one with solely static kernels) in a 3-layer mask head, as presented in...
Fig. 3. During training, we train with all seven paths simultaneously to minimize the mask prediction (Dice [52]) loss with respect to ground truth $Y$

$$\mathcal{L}_{r}^{\text{seg}} = \lambda_r \times \text{Dice(Sigmoid(MaskHead(\bar{F}; \theta_r)), Y)},$$  \hspace{1cm} (1)

where $r$ and $\lambda_r$ respectively denote the path’s index and the path-specific hyperparameter that weights the loss. The default value of $\lambda = \{\lambda_r\}$, where $r = \{1, \ldots, 7\}$, are $[0.25, 0.25, 0.25, 1, 1, 1, 1]$. We note that the first three weights are 0.25, which are smaller than the other. That’s because the convolution weights of the first layer would be better in dynamic format to satisfy the image feature wrapped with position embedding. We apply the same $\lambda$ for all experiments, unless specified otherwise.

$\bar{F} \in \mathbb{R}^{H/8 \times W/8 \times (C_{\text{mask}}+2)}$ indicates the concatenation of backbone features (encoded for mask prediction) and relative coordinates [46]. The kernels denoted by $\theta_s$ can be represented more granularly by $\bar{\theta}_r^{\text{vs}}$ to indicate its kernel type ($\sigma \in \{\text{static, dynamic}\}$) and convolutional layer index ($u \in \{0, 1, 2\}$) in MaskHead. Given $\bar{\theta}_r^{\text{vs}}$, the MaskHead for each path $r$ is defined as follows

$$\text{MaskHead}(\bar{F}; \theta_1) = \otimes (\bar{\theta}_r^{\text{vs}}, \otimes (\bar{\theta}_r^{\text{v1}}, \bar{F})),$$
$$\text{MaskHead}(\bar{F}; \theta_2) = \otimes (\bar{\theta}_r^{\text{vs}}, \otimes (\bar{\theta}_r^{\text{v2}}, \bar{F})), $$
$$\vdots$$
$$\text{MaskHead}(\bar{F}; \theta_7) = \otimes (\bar{\theta}_r^{\text{vs}}, \otimes (\bar{\theta}_r^{\text{v2}}, \bar{F})),$$  \hspace{1cm} (2)

where $\otimes(\cdot, \cdot)$ indicates the spatial convolution operation.

Despite the many paths trained, during inference, we find that using the path with solely dynamic kernels $\theta_7$ alone is sufficiently effective while being computationally efficient.

### 5.3 Overlap Suppression

The ES task (Section 2) expects no overlapping masks. However, dynamic kernel-based approaches tend to generate overlapping masks with high confidence due to the concept overlap among adjacent entities and independent losses being used for different kernels. Although postprocessing strategies [33, 40] can resolve mask overlaps, they are driven by handcrafted heuristics which are less effective. Instead, we propose a module that encourages the model to learn to suppress the overlaps among the predicted entity masks.

During training, there are $M$ number of sampled kernels and each of the $M$ kernels is assigned to one of the $N$ ground-truth entities according to the mask-based sample assignment strategy [72]. This can be viewed as having $N$ clusters with one or more kernels within each cluster. Considering that the 7th path (all dynamics weights) is the only path used for inference, we only perform overlap suppression for this path. First, we obtain the representative mask $Q$ of the $n$th cluster by averaging all its masks generated via $\theta_7$.

$$Q^n = \frac{\sum_{i \in \Omega(n)} \text{MaskHead}(\bar{F}; \theta_{7n})}{|\Omega(n)|},$$  \hspace{1cm} (3)

where $\Omega(n)$ returns the set of kernel indices belonging to the $n$th cluster and $\theta_{7n}$ indicates the $i$th kernel in $\theta_7$. Given the representative entity masks $Q$, we apply pixelwise softmax function to induce a strong suppression of non-maximal entities in the pixel-wise mask prediction. To achieve overlap suppression, we adopt a separate training loss similar to $\mathcal{L}_{r}^{\text{seg}}$ (Eq. (1))

$$\mathcal{L}_{o}^{\text{seg}} = \text{Dice(Softmax}(Q), Y),$$  \hspace{1cm} (4)

Note that the pixels without annotations are ignored in $\mathcal{L}_{o}^{\text{seg}}$.

### 5.4 Training and Inference

In the training stage, the segmentation network is trained with the overall loss defined as

$$\mathcal{L} = \mathcal{L}_{\text{det}} + \mathcal{L}_{o}^{\text{seg}} + \mathcal{L}_{r}^{\text{seg}} = \mathcal{L}_{\text{det}} + \mathcal{L}_{o}^{\text{seg}} + \sum_r \mathcal{L}_{r}^{\text{seg}}.$$  \hspace{1cm} (5)

In the inference stage, we first sort all entity detections according to their (aggregated) confidence scores: $\sqrt{C_i \text{(centerness)} \times E_i \text{(entityness probability)}}$, and their corresponding boxes are obtained from the localization branch and then processed with box-level NMS. After the duplicate removal, each remaining entity is encoded into an entity-specific dynamic kernel, resulting in $N$ kernels for $N$ entities. With the generated dynamic kernels and encoded features shown in Fig. 3, the segmentation masks $Y \in \mathbb{R}^{N \times H_5 \times W_5}$ of $N$ entities are produced by a sequence of convolutions directly. Finally, the final non-overlapping prediction map $P$ is acquired by choosing the entity ID with the maximum confidence score at each pixel [33].

### 6 Experiments

#### 6.1 User Study on the Definition of Entity

We conducted a user study in which there were 480 individuals who were identified as Adobe Photoshop users who regularly used the software for image manipulation/editing. In this user study, we randomly selected 40 images of COCO dataset and provided the users a visualization of the entity ground truths drawn with distinct colors. For each image, we asked each user about his/her degree of satisfaction about treating semantically-meaningful and -coherent...
segments as entities, with respect to their relevance to and suitability for image manipulation/editing applications. The satisfactory scores aggregated from all users for the individual images. We find that the average score of each image is larger than 7.8 on the condition that the maximum score is 10. Most of the selected images’ scores are larger than 6.0. This confirms that the users are highly satisfied with our task’s definition of entity (and the lacks of category labels and thing-stuff separation) in the context of image manipulation/editing. To better present the user study’s findings, we summarize the data in Figs. 5a and 5b. The image IDs with the minimum, median and maximum user scores are 20, 19, and 35. We show these images and their corresponding entity annotations in Fig. 4.

### 6.2 Main Evaluation

We perform the main evaluation studies through the single-dataset setting on COCO dataset [43]. Following the common practice, we train our models with 118,287 train images and reported results on the 5,000 validation images. Unless specified, we train our network with ImageNet-pretrained ResNet-50 [23] backbone using batch size 16 for 12 epochs. The longer edge sizes of the images is random sampled from 640 to 800 with stride 32. We decay the learning rate with 0.1 after 8 and 11 epochs respectively.

We note that our baseline model is the CondInst [72], a popular instance segmentation model. In our baseline, we preserve all components of CondInst except that we set the number of categories to 1. Furthermore, we do not modify any parts of the segmentation head architecture of CondInst.

**Proposed Two Modules.** Table 2(a) summarizes the performance improvements introduced by the two proposed modules to the baseline. The baseline is a simple segmentation framework that uses only the loss \( \mathcal{L}_R \) in mask branch, and it obtains 28.3 AP\textsubscript{e}. The incorporation of \( \mathcal{L}_R \) and \( \mathcal{L}_e \) improves it by 1.0, 0.8 AP\textsubscript{e}, respectively, demonstrating the effectiveness of the proposed modules. The last line shows that using these two modules achieves an even greater improvement of 1.5 AP\textsubscript{e}. This indicates that the two proposed modules are complementary with each other. Note that these two modules can bring consistent improvements even with a large state-of-the-art backbone. Particularly, with a large (L) Swin Transformer backbone, the two modules still provide a good performance gain of 1.4 AP\textsubscript{e}.

**Overlap Suppression.** Table 2(b) provides the ablation study on the activation function used in \( \mathcal{L}_e \). Compared to the baseline without any activation function, Sigmoid and Softmax respectively bring 0.3 and 0.8 AP\textsubscript{e} improvements. Compared to Sigmoid, Softmax forces the network to suppress the mask prediction of non-maximal entities at every pixel and this helps to suppress mask overlaps more effectively. In the last row of Table 2(c), we use two \( L_e \) losses based on Sigmoid and Softmax separately, with a loss weight of 0.5 for each.

**Global Kernel Bank.** Table 2(c) presents the ablation study on the choice of the mask head paths used in the training stage. The first row is dynamic-kernel baseline that obtains 28.3 AP\textsubscript{e}, using only the dynamic kernel weights for all layers. Simply using static weights in the last one or two layers improves the AP\textsubscript{e} by 0.6 and 0.8, as shown in the second and third rows. The best performance is achieved from including all the seven paths \( (\theta_1, \theta_2, \ldots, \theta_7) \). This allows the model to achieve the right balance between becoming aware of the common properties of entities (e.g., textures or edges) and preserving a decent entity discriminability.

In the Table 3, we show the results of an ablation study on the choice of paths for the global kernel bank module during inference. We find that using all paths does not provide performance advantage over using just the last path. Given the effectiveness of using just the last path and its greater computational efficiency, we decide to perform inference using just the last path with three dynamic convolution weight layers.
The Consistency Among Table 2. The results in Tables 2(a), 2(b), and 2(c) are actually consistent with each other. The first row in each of these three tables corresponds to our baseline model, which is essentially CondInst [72] without any structural or architectural modifications. In Table 3(a), the second row shows the performance gain from adding our proposed global kernel bank to the baseline model, while the third row shows the gain from adding the overlap suppression module. The performance of these two rows corresponds to the best versions in Tables 2(c) and 2(b) respectively, where the other rows of them ablates different choices in each module. When we perform ablation study on either one of the modules in Tables 2(c) or 2(b), we leave out the other proposed module (e.g., the models in Table 2(b) do not use make use of global kernel bank). By removing the influence of the other module, we can have a better understanding of the module being evaluated. Finally, ours CondInst [72] with the two proposed modules) obtains the best performance as shown by the last row of Table 2(a).

Moreover, we independently ablate the proposed two modules through a more standard experimental setting that includes the other module in the model. Tables 5 and 6 demonstrate similar improvement trends of the proposed two modules as compared to Tables 2(b) and 2(c) which are based on an alternative setting that leaves out the other module in the model.

High-Performance Regime. Table 2(d) shows the performance of our proposed method in the high-performance training regime: stronger backbones and a longer training duration. With the longer training duration, we carry out training with a batch size of 16 for 36 epochs. We decay the learning rate with 0.1 factor at the 33th and 35th epochs. The models trained with our method benefit from the various techniques of high-performance training regime. The strongest one with ResNet-101 and Deformable Convolution v2 [94] obtains 35.5 APm, and thus it is used for the cross-dataset visualization in the next section.

In the ablation study experiments represented by Tables 2(a), 2(b), and 2(c), the number of our training epoch is 12, which is consistent with the standard ablation study setting of object detection and instance segmentation papers [22], [41], [47]. To further prove the effectiveness of our proposed method under a long training schedule (36 epochs), we observe a similar performance boost from our proposed modules in Table 4.

Comparison With Panoptic Segmentation Methods. In Table 8, we compare our segmentation method with PanopticFPN [33], and DETR [7], PanopticFCN [40], and MaskFormer [11]. As shown in the second and third column, the numbers of APm are also smaller than PQ’s under the similar class-specific training models. This is because PQ merely uses a single IoU threshold of 0.5 to determine true positives, while our stricter APm considers a range of IoU thresholds ranging from 0.5 to 0.95 with a step size of 0.05. In the last two columns, the models with class-agnostic training consistently perform better in APm than the class-specific ones. This observation reaffirms the importance of our entity segmentation task that prioritizes mask quality over semantic classification. Our model obtains the best performance by virtue of our two elaborately-designed modules that effectively exploit the unique class-agnostic and non-overlapping requirements of the task. Moreover, owing to the unified center-based representation and convolutional architecture, our method merely requires 36 training

### Table 4
The Ablation Study on the Proposed Modules in 36 Training Epochs, Where the Models Could Obtain the Full Convergence

| Model                        | APm |
|------------------------------|-----|
| class-agnostic CondInst [72] | 30.4|
| ours with two proposed modu- | 31.8|

### Table 5
The Ablation Study on the Overlap Suppression Module of the Model Wrapped With the Global Kernel Bank Module

| Softmax | Sigmoid | APm |
|---------|---------|-----|
| ✓       | ✓       | 29.8|
| ✓       | ✓       | 29.8|

### Table 6
The Ablation Study on the Global Kernel Bank Module of the Model Wrapped With the Overlap Suppression Module

| Dataset  | COCO   | ADE20 K | CO+A    | APm   |
|----------|--------|---------|---------|-------|
|          |        |         |         | 1     |
|          |        |         |         | 2     |
|          |        |         |         | 3     |
|          |        |         |         | 4     |
|          |        |         |         | 5     |
|          |        |         |         | 6     |
|          |        |         |         | 7     |

### Table 7
Cross-Dataset Evaluation via the Comparisons With (a) PanopticFCN [40] and (b) PanopticDETR [7]

| Dataset  | COCO   | ADE20 K |
|----------|--------|---------|
|          |        |         |
|          |        |         |

Each column and row represent the training and validation dataset we use, respectively. “CO+A” means we use both COCO and ADE20 K training datasets. Each cell element in Table (a)/(b) corresponds to the results of: (1) PanopticFCN/DETR with class-specific training; (2) with class-agnostic training; (3) Ours with 12 epochs in (a) and 36 epochs in (b). (c): The results of using stronger backbones to train on the merged COCO+ADE20 K dataset.

Authorized licensed use limited to the terms of the applicable license agreement with IEEE. Restrictions apply.
epochs to train the model to full convergence, compared to the hefty 300 epochs needed by Transformer-based methods [7, 11]. Thus, our method is significantly more accessible to many of the researchers and practitioners who have limited compute resources. Besides, Table 8 shows that the two mainstream decoder approaches to learn a unified representation for entities: dynamic convolutional weights [40], [89] and Transformer with learnable queries [7], [11] can obtain comparable performance for Entity Segmentation. Here, we refer to encoder as the model’s backbone and decoder as the model’s prediction heads.

We note that all evaluated models within the same table use the same encoder (backbone and neck) unless specified otherwise. Compared to models with cascaded processing such KNet [89] and MaskFormer [11], our proposed method introduces fewer computational overhead in the decoder part. In particular, for the same 800px image, our decoder requires 104.83 GFLOPs, while MaskFormer [11] and KNet [89] require 126.53 and 176.25 GFLOPS respectively. To further validate the effectiveness of our proposed modules, we incorporate the two modules to KNet and achieves 1.0% AP_e in performance improvement. Besides, we enhance MaskFormer with our proposed overlap suppression module and obtain a 0.6% gain in AP_e\textsuperscript{+}. Since MaskFormer is a query-based Transformer approach that does not rely on dynamic kernels, we neither combine nor evaluate MaskFormer with global kernel bank.

Also, we compare our baseline model with the PanopticFCN [40] model trained using class-specific and -agnostic training strategy. All models are trained with 36 epochs for full convergence. Besides the AP_e metric that we use to demonstrate the effectiveness of class-agnostic training for PanopticFCN & DETR in Tables 7(a), 7(b), the 9 shows that our proposed method still improves segmentation quality (SQ) over the class-specific PanopticFCN.

The Representations in Stuff. In the Table 10, we show the result of representing entities using points located within entity mask regions (i.e., stuff regions). The points are selected in such a way that they are closest to their corresponding mass centers. However, such a representation brings no improvement. By following the approach of convolution-based panoptic segmentation model PanopticFCN [40] that samples multiple points of stuff region for feature aggregation, we obtain a better performance at the cost of 2.1 times computation overhead. Therefore, for a good tradeoff between efficiency and accuracy, we still opt for using single mass centers to represent entities. These other two representations do not offer any performance advantages for things.

### 6.3 Cross-Dataset Evaluation
To demonstrate the generalization advantage of our entity segmentation task, we consider the setting where the evaluation set comes from a dataset different than the one/ones used for training. Here, we experiment with COCO and ADE20K. All these two datasets are converted into the ES format. For fair comparisons, all models are trained with pre-sampled 138,497 images (118,287 from COCO and 20,210 from ADE20K) regardless which datasets are used. PanopticFCN and DETR are trained for 12 and 300 epochs respectively, following their original implementations. Our models with Transformer backbones [48], [81] are trained for 36 epochs.

In our proposed entity segmentation (ES) task, the concept of entity unifies both things and stuffs, without differentiating between them. According to the ES task definition, we do not have access to information whether a particular entity belongs to thing or stuff. Therefore, we cannot adopt different strategies for thing and stuff and regard all entities as thing when applying existing panoptic segmentation models to ES. Furthermore, existing panoptic segmentation methods that adopt different strategies to handle stuff predictions using a fixed number of output channels (i.e., assuming a fixed number of stuff categories), in a similar fashion as semantic segmentation methods [40], [83]. However, in ES, we neither have a fixed set of stuff categories nor we know beforehand how many stuff masks there are for incoming input images. Moreover, having a unified entity concept helps to avoid the thing-stuff annotation ambiguity, e.g., “window” belongs to stuff in COCO [43] dataset, while it belongs to thing in ADE20K [93] dataset.

### Quantitative Evaluation. Tables 7(a) and 7(b) shows the performance comparisons with PanopticFCN [40] and DETR [7] in the cross-dataset setting. From those two tables, it can be clearly seen that our models generalizes better in the cross-dataset setting. In Table 7(a), the model trained on only COCO dataset

### TABLE 8
Comparison With Panoptic Segmentation Methods

| Model              | (S-S)PQ | (S-A)AP\textsuperscript{+} | (A-A)AP\textsuperscript{+} |
|--------------------|---------|-----------------------------|----------------------------|
| PanopticFPN [33]  | 41.5    | 25.2                        | -                          |
| PanopticFCN [40]  | 43.6    | 26.5                        | 28.5                       |
| PanopticDETR [7]  | 43.4    | 26.8                        | 29.2                       |
| KNet [89]         | 44.8    | 28.2                        | 30.3                       |
| MaskFormer [11]   | 46.5    | 29.4                        | 31.2                       |
| Ours              | -       | -                           | 31.8                       |

The different train-test settings are: (S-S) class-specific training & class-specific testing; (S-A) class-specific training & class-agnostic testing; (A-A) class-agnostic training & class-agnostic testing. The PQ and AP\textsuperscript{+} are the evaluation metrics of panoptic segmentation and ES. Note that all models here are trained until full convergence by using long training schedules.

### TABLE 9
The Comparison Between PanopticFCN [40] and Ours Under the SQ Metric

| Method               | Train          | SQ  |
|---------------------|----------------|-----|
| PanopticFCN [40]    | class-agnostic | 79.3|
| ours                | class-agnostic | 79.9|

### TABLE 10
The Ablation Study on the Representations of the Stuff Region

| Center Type for Stuff | AP\textsuperscript{+} |
|-----------------------|------------------------|
| Single point (baseline)| 39.4                   |
| Single Point (constrained within stuff region) | 39.4 |
| Nine Points (from stuff region) | 40.2 |

3. The convolution-based (PanopticFPN, PanopticFCN and ours) and the transformer-based frameworks (DETR and MaskFormer) adopt 36 and 300 training epochs, respectively. They all share the same ResNet50 backbone.
obtains 29.8 and 20.1 AP\textsubscript{me} on COCO and ADE20 K validation sets, signifying the superior generalization advantages of our task and proposed segmentation framework.

However, the COCO-trained model performs worse on ADE20 K (29.8—20.1 AP\textsubscript{me}). There are two reasons: (1) certain classes common to COCO and ADE20 K are distinguished as thing and stuff differently; (2) ADE20 K has more noisy annotations. Thus it may unreasonably penalize the good mask predictions from our model, which conflict with the annotations of other datasets due to large annotation gaps. Despite that, the qualitative results of ADE20 K in Fig. 8 indicate that our model achieves a reasonably good performance. Also, there is a big performance gap on COCO validation step between using COCO and ADE20 K for training. This is caused by ADE20 K’s low number (20,210) of training samples that are insufficient to train the model well.

One interesting aspect of our proposed task and framework is that multiple datasets of different domains can be directly combined to form a large training dataset. This advantage still remains when the models are trained to full convergence, as shown in Table 7(b). The aforementioned COCO \(\rightarrow\) ADE20 K problem is easily solved by combining COCO and ADE20 K (COCO+A) for training without resolving label conflicts. In that case, the model achieves the best overall performance on all datasets. Furthermore, Table 7(c) shows that using stronger encoder Transformer backbones can further bridge the performance gaps between the two. In Table 7(b), we keep the network architectures between different models (rows) as identical as possible. A network architecture for panoptic or entity segmentation generally consists of an encoder and a decoder, where the encoder is responsible for extracting visual features and the decoder decodes the visual features to generate predictions. We would like to point out that the decoder network structure is tightly coupled with the adopted representation and thus cannot be easily separated from the choice of representation. E.g., CondInst [72] that uses center representation requires a convolution-based decoder to generate dynamic weights. A query-based Transformer decoder cannot be directly integrated to CondInst for it to adopt query representation. The same applies to DETR [7] in which its query-based Transformer decoder cannot be directly adapted to support center-based representation. When we experimentally compare our center-based and query-based representation methods, we make sure that the same encoder (ResNet-50 backbone) is used by all methods, but their decoders may vary depending on the type of representation adopted.

6.4 Visualization Results and Survey Study for Comparison Between PanopticFCN and Ours

The segmentation results produced by a recent panoptic segmentation method and our entity segmentation framework are visually compared in Fig. 7. For panoptic segmentation,
PanopticFCN with ResNet101 [23] backbone and Deformable Convolution v2 [94] is used as a strong contender for comparison here, as it achieves state-of-the-art performance among all publicly-released codes. Furthermore, we randomly selected 40 images (also included in Fig. 7) and conducted a survey study of 480 people about their preference for the segmentation results produced by PanopticFCN and ours. As shown in Fig. 5c, the survey participants, to a great extent, preferred the segmentation results of our entity segmentation framework over PanopticFCN’s.

6.5 Qualitative Results to Open World

Fig. 6 shows the model’s qualitative results on ImageNet. The model used here is based on the R-101-DCNV2 backbone described in Table 2(d) and trained only on COCO dataset. Some rare entities are accurately segmented even though they never appear in the training set.

We also provide more visualization results of our entity segmentation approach on some detection and segmentation dataset ADE20K [93], CityScapes [12], Places2 [92] and Object365 [65] in Fig. 8. Note that the model is only trained in once COCO dataset without additional fine-tuning on other datasets.

We note that the model in Figs. 6 and 8 are trained from scratch (with random init) on COCO, rather than ImageNet pretrained weights. When the model is trained with a long enough schedule, random init is competitive to or better than ImageNet pretrained weights [21]. Fig. 6’s model is trained with a long schedule 72 epochs. Furthermore, using the model trained from scratch on COCO is more convincing for demonstrating our approach’s excellent generalization benefits on ImageNet on data that has not been seen during training.

7 CONCLUSION

This article proposes a new task named entity segmentation (ES) which is aimed to serve downstream applications such as image manipulation/editing that have high requirements for segmentation mask quality but not for class labels. In this regard, an entity is defined as any semantically-meaningful and -coherent segment in the image. In the absence of semantic labels, we design a new metric AP_e to measure the ES performance. To effectively represent entities, we introduce a segmentation framework based on the unified center-based representation to handle both thing and stuff in this task. The proposed global kernel bank and overlap suppression modules further improve the segmentation performance. Experiments show that the models trained for ES task demonstrate strong generalization strengths and they perform exceptionally well in the open-world (cross-dataset) setting.
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