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Abstract—Public clouds necessitate dynamic resource allocation and sharing. However, the dynamic allocation of IP addresses can be abused by adversaries to source malicious traffic, bypass rate limiting systems, and even capture traffic intended for other cloud tenants. As a result, both the cloud provider and their customers are put at risk, and defending against these threats requires a rigorous analysis of tenant behavior, adversarial strategies, and cloud provider policies. In this paper, we develop a practical defense for IP address allocation through such an analysis. We first develop a statistical model of cloud tenant deployment behavior based on literature and measurement of deployed systems. Through this, we analyze IP allocation policies under existing and novel threat models. In response to our deployed systems. Through this, we analyze IP allocation policies under existing and novel threat models. In response to our stronger proposed threat model, we design IP scan segmentation, an IP allocation policy that protects the address pool against adversarial scanning even when an adversary is not limited by number of cloud tenants. Through empirical evaluation on both synthetic and real-world allocation traces, we show that IP scan segmentation reduces adversaries’ ability to rapidly allocate addresses, protecting both address space reputation and cloud tenant data. In this way, we show that principled analysis and implementation of cloud IP address allocation can lead to substantial security gains for tenants and their users.

I. INTRODUCTION

Cloud providers allow near limitless scalability to tenants while reducing or eliminating upfront costs. One component that enables this architecture is the reuse of scarce IPv4 addresses across tenants as services scale. Though a practical necessity, this reuse—combined with the use of IP addresses as a security principal—enables malicious cloud tenants to abuse IP address reputation [1]–[5], pollute the address space for future tenants [4], and even collect sensitive information intended for previous tenants [5]–[7]. We observe that these seemingly disparate attack spaces share a common thread: the ability of adversaries to easily sample large numbers of IP addresses from provider pools.

While prior works have identified and confirmed the issue of IP address reuse, and proposed some preliminary mitigations [6], [7], the community still lacks a complete understanding of the security provided by these measures, especially against a more powerful or adaptive adversary. For instance, prior works that attempt to reassign addresses to the same tenant can be defeated by adversaries using many disconnected cloud accounts (a form of Sybil attack). Developing secure policies for IP address allocation necessitates a fine-grained analysis of tenant behaviors and adversarial strategies. Such an analysis, and the stronger defenses that analysis enables, are the key focus of this work.

Towards this goal, we propose a novel, comprehensive model for IP address allocation on public clouds. By considering realistic distributions of benign tenant behaviors, configuration management, and cloud provider allocation policies, our new model enables us to concretely evaluate the effectiveness of attacks against the address pool. Implemented in the Elastic IP Simulator (EIPSim), tenant and adversarial behaviors enable the key goal of our work: developing new allocation strategies that reduce the ability of adversaries to allocate, measure, and exploit many IP addresses. Our model is validated via real-world data on cloud tenant allocations, as well as data collected on cloud configuration management practices and discussions with major cloud providers. In this way, our model enables the development of new defenses against a broad class of attacks against cloud services.

Our model enables us to characterize and defend against a stronger adversary than considered in prior work. This adaptive adversary performs a Sybil attack against the cloud provider, creating many accounts to continually allocate new IP addresses from the pool. Hence, this attacker effectively defeats the protections provided by prior works. We propose IP scan segmentation, a novel IP allocation policy that heuristically identifies adversarial behavior across many cloud tenants, and effectively segments the pool to prevent such adversaries from allocating many unique IPs and exploiting vulnerabilities.

We use EIPSim to evaluate the security properties (i.e., adversarial ability to discover unique IPs and exploitable configurations) of our studied allocation policies and tenant/adversarial behaviors in real cloud settings. Our analysis, spanning over 250 years of simulated IP address allocation, highlights the marked impact of IP allocation policies on the exploitability of IP address reuse. Indeed, our analysis shows that IP scan segmentation reduces adversarial success by 83.8% over the IP allocation policies deployed by cloud providers, and by 70.1% compared to prior explored techniques. Because our model concretely parallels the actual behavior of cloud providers and tenants, the techniques studied in this work can be directly implemented by providers to protect their customers and network resources. We have shared our findings with providers and release our models and policies.
as open source artifacts\(^1\) to support practical security of IP address allocation.

IP address reuse poses a practical security concern, but principled study of new allocation techniques can lead to practical defenses, making this reuse less exploitable in practice. Our work provides such a defense, as well as a basis on which future research in IP allocation can be measured.

II. BACKGROUND

Our work addresses security properties of IP address allocation for public clouds. As such, we briefly describe considerations in IP allocation generally, as well as contemporary work in cloud security related to IP address allocation.

A. IP Address Allocation

Network hosts require an IP address for communication. This can be manually assigned or managed out of band, or it can be provisioned through some automation. In home and corporate networks, the standard solution to automatic IP allocation is DHCP [8]. Likewise, in public clouds such as Amazon Web Services [9], Microsoft Azure [10] or Google Cloud [11], servers are allocated a private (i.e., RFC1918 [12]) IP address via DHCP [8]. While the DHCP standard does not specify how addresses are assigned, they are generally drawn from a pool either sequentially or based on the physical (MAC) address of the requesting machine [8]. For workloads with only private or outbound communications, these addresses are sufficient, as outbound connections can be mapped to publicly-routable IPs via Network Address Translation (NAT) [13].

When services need to receive connections from the broader Internet, they require a public IP address (usually, at a minimum, an IPv4, though support is increasing for IPv6 [14]). These addresses could be configured directly in the machine or over DHCP. However, cloud providers generally opt to use NAT [13] to route public IP addresses to the private IPs of servers. This has multiple benefits, including flexibility (public IPs can be changed dynamically without host involvement), security (tenants cannot spoof IPs), and ease of management (centralized view of IP address allocations).

Cloud Provider IP Allocation. When a tenant requests an IP address, cloud providers have a choice to return any unused address they control, subject to their own internal policy. For instance, a recent work [7] showed that Amazon Web Services samples their pool of available addresses pseudo-randomly subject to a 30-minute delay between reusing any given address. Another study [15] found that IP reuse followed a random process, though the ranges of used IP addresses could be inferred from many samples of the pool. Other works have found that Microsoft Azure [9] and Google Cloud Platform [15] show allocation behavior consistent with random allocation. While this random allocation can have the positive effect of allowing for a moving-target defense [15], wherein tenants move around the IP address pool to evade attack, it can also lead to severe security weaknesses as discussed below.\(^1\)

https://github.com/MadSP-McDaniel/eipsim/

![Figure 1: Taxonomy of threats (▲) to the (C)onfidentiality, (I)ntegrity, and (A)vailability of cloud-based network services from IP address reuse. Threats apply to previous tenants (retrospective), future tenants (prospective), and leverage the reputation of IP addresses or associated configuration.](image)

The Security Role of IP Addresses. When viewed solely as a means to route traffic, IP addresses serve little security role. However, addresses have long been used in the capacity of security principals, i.e., control of an IP mediates access to resources, is associated with reputation, and can lead to the receipt of sensitive data. Firewall rules may filter access to specific IP addresses [1], servers may block messages from historical spam IPs [4], [16], and DNS can cause clients to send data to addresses [5]–[7].

B. Exploiting IP Address Reuse

Due to the use of IP addresses as security principals, the (necessary) reuse of IPv4 addresses by cloud providers opens a set of vulnerabilities to attackers [1]–[7]. Depicted in Figure 1, these vulnerabilities allow adversaries to compromise the confidentiality, integrity, and availability guarantees of the network to other tenants in a variety of ways. We taxonomize such vulnerabilities into those that affect previous tenants (retrospective) and those that affect future tenants (prospective). Further, vulnerabilities may be related to the reputation of the IP address (and associated accessibility of other network services) or to configuration associated with that IP (and associated inbound traffic). Described below, these threat scenarios present different avenues for exploitation, though all rely on the ability for adversaries to acquire and route traffic over a sampling of cloud IP addresses.
Reputation Attacks. Source IP address is used to mediate access to a variety of resources on the public Internet. When an adversary uses an address to abuse other services (e.g., by sending spam email, malicious traffic, or large request volume) services may respond by blocking the address [1]–[3] and reporting to centralized reputation services (e.g., Spamhaus for email [16]). This poses a prospective threat to network availability for future tenants. When a future tenant attempts to access services, their address may be blocked because of the actions of previous tenants. Cloud providers pay careful attention to the reputation of their IP pools for services such as managed email sending [17], and routinely pay services to clean the reputation of their address space. The reputation of IP addresses ranges is also a key factor in the sale of address blocks [18]. Indeed, it is clear that prospective reputation threats to future tenants are a widespread and important issue, though one that to-date has seen little attention in terms of affecting address allocation.

Reputation can also pose risks retrospectively, though such attacks have not yet been observed in practice. Consider a service that mediates access via IP address allowlists [1]. A benign tenant may be granted access to restricted systems via their cloud-allocated IP, and then later release the IP address to the pool. An adversary can then allocate the IP address, and have access to the restricted service via the firewall allow rule. This attack is exceedingly difficult to perform, as the adversary must acquire the IP through random sampling then also determine additional services that may be accessible. However, if a service is known to authorize access to a variety of customers via their IP address, it may be possible to quickly enumerate a cloud provider’s address space and discover authorized IPs.

Configuration Attacks. Tenants use IP addresses to refer to resources hosted on cloud providers, causing clients to connect to the resources and establishing trust relationships. Recent works have shown that, when tenants fail to remove the configurations referring to IP addresses they no longer control, these latent configurations can be exploited by future tenants [4]–[7]. Clients continue to send sensitive data, which is often unencrypted due to trust in the network isolation of the cloud provider. This retrospective configuration vulnerability is relatively easy for adversaries to exploit en masse on popular cloud providers, as the rapid and random reuse of IP addresses leaves little time for organizations to correct latent configurations. This leaves a long window of vulnerability during which adversaries could identify and exploit latent configuration. The community has proposed methods for correcting configurations such that they do not become latent, but changes to IP address allocation can also play a role when tenants fail to take action.

While of lower impact, configuration can also pose risks to services prospectively. Here, a tenant (denoted as adversarial although they may be relatively benign) may host services and create a configuration that causes large volumes of traffic to be sent to the address. This traffic could be sourced from legitimate services or from attackers targeting deployed software with exploits or denial of service attacks due to the services a tenant hosts. After releasing the IP, it is allocated to a new (benign) tenant, which then receives the malicious or high-volume traffic targeted at the previous tenant. At a minimum, such high-volume traffic can impose a cost on the new tenant, since cloud providers still charge for outbound bandwidth due to unwanted requests.

C. Preventing exploitation of IP Reuse.

A commonality of all the above attacks is that they rely on the adversary allocating a vulnerable IP address. While the random nature of IP address allocation ostensibly makes the attacks untargeted, prior works have shown that adversaries can easily allocate thousands or even millions of addresses. Because allocation by major providers is currently pseudo-random [6], [7], vulnerabilities spanning many IP addresses become akin to the birthday paradox, wherein the probability of some adversary IP overlapping with some vulnerable IP quickly approaches 100%.

Changes to IP allocation policies have been shown to reduce the exploitability of IP Reuse. The goal here is to both (a) reduce the number of IPs that an adversary can allocate, (b) reduce the number of vulnerable tenants associated with those IPs, and (c) increase the window of time between reuse such that associated factors (configuration and reputation) have time to decay. While initial techniques towards achieving this have been proposed [6], [7], the community’s understanding of the space of attacks and countermeasures here remains incomplete: that is, the ways in which an adversary might adapt to new techniques have not yet been modeled, and resulting further improvements to IP allocation strategies have yet to be explored. Hence, such important questions are the key focus of our work.

III. MODELING THE IP ADDRESS POOL

Here, we present a comprehensive, novel framework for modeling secure IP address allocation. Towards this, we propose statistical models for tenant behavior (resource allocation and latent configuration), describe algorithms for allocation policies (including our proposed IP Scan Segmentation policy), and define threat models under which adversaries might exploit cloud resources. In each case, our methodology is informed by prior works, and validated based on real-world allocation and configuration datasets. Note: a reference of symbols used throughout the paper can be found in Appendix A.
A. Tenant Behavior

Cloud providers lease resources (e.g., IPs) to tenants under two general paradigms: static and dynamic\(^{19,23}\). Static allocation allows tenants to acquire a specified amount of resources (perhaps for a fixed period of time); such resources are often used to handle workloads with known or predictable behavior. On the other hand, dynamic allocation allows tenants to acquire and release resources on-demand (to specified upper and lower limits); such resources are typically backed by auto-scalers and other automation tools to handle less predictable workloads efficiently\(^{24}\). As such, we model the behavior of tenants within a spectrum of potential allocation strategies (defined in terms of the number of IPs currently allocated to the tenant) spanning static and dynamic resource allocation.

Benign tenants independently allocate IP addresses at some time \(t_a\) from the pool and release those addresses at a later time \(t_a > t_r\) (here, the IP is said to be allocated for \(d_a = t_r - t_a\)). Tenants also associate configuration with IP addresses, which is dissociated from the IP at \(t_c\). Each tenant’s overall behavior \(B_i\) with respect to IP allocation can therefore be described as a set of timestamps:

\[
B_i = \{(t_{a_0}, t_{r_0}, t_{c_0}), \ldots, (t_{a_n}, t_{r_n}, t_{c_n})\},
\]

where \(n\) is the total number of IPs allocated to the tenant. A single tenant’s behavior then has a maximum limit of \(S_{max}\) servers and minimum limit of \(S_{min}\) servers; this can capture both static (\(S_{max} = S_{min}\)) and dynamic (\(S_{max} > S_{min}\)) resource allocation. For the purposes of our experiments, we focus primarily on dynamic allocations using auto-scalers, as we found this to be most representative of cloud tenant workloads\(^{24,25}\).

We next model each tenant’s behavior as being independently sampled from a distribution of potential tenant behaviors: \(B_i \sim B\). We approximate \(B\) as a randomized \(n\)-term Fourier series with a base period of one day\(^{25}\). The intuition is that a given tenant’s resource needs will likely vary throughout the day as demand peaks and subsides, but for a given tenant, this pattern will likely be similar from day to day. One work\(^{25}\) suggests modeling with a period of 1 week for more precision. Our framework is flexible in this regard, but simulations are performed with 1-day periods. Recall that, by the Shannon-Nyquist sampling theorem\(^{26}\), any daily-periodic function can be approximated by a Fourier series of sufficient terms. We compute the tenant’s server utilization as a function of the current time \(t\) (\(0 \leq t \leq 1\)), where 0 and 1 represent the beginning and end of the day, respectively. We then model the mean server usage of the tenant (\(\bar{S} = \frac{S_{max} + S_{min}}{2}\)) and the relative deviation from the mean server usage using the Fourier series:

\[
\frac{S(t) - \bar{S}}{S_{max} - S_{min}} = \sum_{i=1}^{n} a_i \sin(2\pi i (t + \phi_i)) \sum_{i=1}^{n} a_i,
\]

where the Fourier amplitudes \((a_i)\) and phases \((\phi_i)\) are randomly sampled from the range \([0, 1]\). This series has an expected range of \([-0.5, 0.5]\), spanning from \(S_{min}\) to \(S_{max}\) throughout a simulated day. The tenant then allocates or releases IP addresses to respond to this change in compute needs\(^{27}\). In keeping with the behavior of a major cloud provider\(^{28}\), IP addresses allocated under autoscale behavior are selected at random for release when a tenant scales down infrastructure.

Modeling autoscaling behavior as a Fourier series creates traces of tenant allocation that are sufficiently realistic to simulate allocation policies. However, on its own, it fails to account for the fact that IP allocations in a given cloud provider region would likely be correlated (due to the local geographies served by that region\(^{29}\)). We account for this by biasing the sampling of the lowest-frequency phase of the Fourier series (\(\phi_1\)); enforcing that \(\phi_1 < 0.5\), for instance, will roughly align peak loads to one half of the day. Moreover, tenants may have multiple workloads deployed under the same account that exhibit a hybrid of the above and other behaviors. While evaluation of these hybrid allocation behaviors is beyond the scope of this work, we note that EIPSIM can also be extended to support other models (or distributions) of tenant behavior, as well as real-world allocation traces. Analysis on real allocations\(^{26}\) further support findings based on Fourier-distributed allocations, though effectiveness could vary on other workloads.

B. Latent Configuration

As discussed above, tenants associate configuration with IP addresses when they are allocated. In most cases, this configuration is dissociated from the IP when or before the IP is released (\(t_c < t_r\)). In some cases, however, the configuration remains (\(t_c > t_r\)). If an adversary manages to allocate the IP address before \(t_c\), we consider the adversary to have exploited the configuration. The time between IP release and latent configuration (\(t_c - t_r\)) is the duration of vulnerability \(d_v\) for a given tenant and IP.

Tenant behavior in dissociating configuration can be highly diverse. For feasibility, we model this configuration dissociation as a Poisson process. We assume that with some probability \(p_c\) (a simulation parameter) the tenant leaves latent configuration. If latent configuration is left, it will be dissociated from the IP after some duration \(d_v = t_c - t_r\). We model this as an exponential distribution

\[
d_v \sim \text{Exponential}(1/d_a),
\]

where the duration of vulnerability is distributed proportionally to the duration of allocation. Recall the probability density function of such a distribution:

\[
f(d_v) = \begin{cases} \frac{1}{d_a} e^{-\frac{d_v}{d_a}}, & d_v \geq 0 \\ 0, & d_v < 0 \end{cases}.
\]

This distribution approximates the relationship between the duration of vulnerability and duration of allocation. It reflects empirical observations of cloud deployments\(^{30}\), where relatively short-lived allocations are often orchestrated by automation tools and receive frequent configuration updates.
(and thus are less prone to having latent configurations), and relatively long-lived allocations are often configured manually and receive infrequent configuration updates (and thus are more prone to having latent configurations). In analysis of data on real-world latent configuration distribution [Section V-A], we find additional evidence supporting this distribution.

C. Adversarial Behavior

Within a public cloud, an adversary aims to obtain a large number of IP addresses with the goal of exploiting IP reputation, trust, or configurations by previous tenants. We proceed by describing the threat model and capabilities of such adversaries, followed by two modes of behavior: single-tenant (proposed by a prior work [7]) and multi-tenant (a new consideration of this work).

1) Threat Model

Our work considers an adversary attempting to scan a cloud provider’s IP address pool to exploit both address reputation [1–5] and latent configuration left by other tenants (as demonstrated in [5]–[7]). This adversary has no privileged access to cloud resources, and bypasses no security controls in place. Instead, they can only provision resources using paid cloud accounts on a platform. In addition, the adversary can perform a Sybil attack, wherein they control a large number of cloud accounts that are indistinguishable from unique paid customers (e.g., by stealing credentials from other accounts, a common attack vector [31]–[33]). We parameterize adversaries by their compute budget (in unique IPs allocated simultaneously) and number of cloud accounts. While these may not be a direct financial cost to an adversary who steals accounts or payment details, they do still represent an opportunity cost, as these credentials could be used for other profitable purposes. The goal of this work is to decrease the effectiveness and increase the cost of such an attack as much as possible.

Within our scenario, the adversary has the capability to allocate IP addresses through public cloud offerings (e.g., Amazon EC2). Because we assume the cloud provider cannot soundly determine which tenants are controlled by the adversary, it must serve all tenant requests that are within policy. For instance, allocating many instances and IP addresses is commonly used for autoscaling and short-lived tasks [25]. A cloud provider’s actions must be a subset of those that would occur under existing offerings. For instance, while a cloud provider must allocate IPs to paying tenants, it may choose any valid address to allocate. Based on this threat model, prior works [6], [7] have proposed a single-tenant adversary that allocates IPs under one tenant. This work considers a stronger adversary that has access to multiple tenants, defeating existing defenses through a Sybil attack.

2) Single-tenant Adversary

Discussed in prior works [5]–[7], a single-tenant adversary provisions IP addresses under a cloud account with the aim of allocating many unique addresses. In most cases, the most effective means by which to do this is to rent virtual servers with an associated IP address. A tenant allocates many of these servers simultaneously, runs them for the minimum time required to discover vulnerable configuration or leverage the address reputation, and then releases the IPs back to the provider (or retains the server if there is interesting configuration associated). In this way, the tenant can easily sample from the IP address space unless the provider takes steps to prevent it. In line with cloud provider service quotas on concurrent allocations [34], our simulated single-tenant adversary allocates up to 60 IPs simultaneously for 10 minutes each, before releasing the IPs and allocating new ones.

3) Multi-tenant Adversary

The multi-tenant adversary adapts to protective allocation policies by leveraging multiple tenants for allocations. An adversary could create multiple tenants using Virtual Private Networks and private credit cards to evade detection [4]. Under this threat model, we also assume that a cloud provider must make allocation decisions based solely on tenant behavior, and cannot identify collusion between tenants otherwise. Further, the cloud provider must prioritize availability, and so must grant tenant allocation requests even if they believe the tenant to be malicious. Due to these factors, the multi-tenant adversary represents a stronger threat model that existing allocation policies may not protect against. In the worst case (and as simulated in [Section IV-D]), the adversary would continually use new accounts after allocating the maximum concurrent IPs on a single account.

D. IP Allocation Policies

When tenants request an IP address from the cloud provider, the provider can choose which IP to assign to the tenant. Here, we assume (and prior works have shown [5]) that the cloud provider can freely choose to assign any free IP address within some zone to a tenant, and that there is no technical restriction on when IPs get reused. As noted in [Section II-A], cloud providers use NAT to route public IP addresses, so assignment of these addresses can happen instantaneously and without any restriction from the underlying network topology.

Within this framework, the policy is a stateful set of functions that ALLOCATE, RELEASE, and INIT IP addresses:

\[ \text{ALLOCATE}(T, \theta) \rightarrow (ip, \theta') : \text{Accepts a tenant id } T \text{ and an opaque state } \theta \text{ (for tracking IP allocation parameters) and returns a new, usable IP for the tenant, as well as an updated opaque state } \theta'. \]

\[ \text{RELEASE}(ip, \theta) \rightarrow (\theta') : \text{Accepts an allocated } ip \text{ (previously allocated by some tenant id } T) \text{ and an opaque state } \theta \text{ and releases the IP back to the pool, returning an updated opaque state } \theta'. \]

\[ \text{INIT}(ip, \theta) \rightarrow (\theta') : \text{Accepts a new } ip \text{ into the pool that was never previously allocated, and returns an updated state } \theta'. \]

Note that our threat model assumes the adversary is still cost-limited, either directly or in ability to acquire usable stolen credit card numbers.
Recent work [7] presented the first IP allocation policy specifically intended to prevent adversaries from scanning the IP pool. Referred to as IP Tagging, the authors describe that, intuitively, released IP addresses are tagged with the tenant ID that released them. When allocating an IP, tenants first preference the IP addresses that they are tagged to, followed by addresses tagged to any other tenant using LRU allocation. Our implementation additionally stipulates that tagged IP addresses are selected in an LRU fashion, though other variants such as selecting the most-recently-used tagged IP may also be valid approaches. In any case, selecting a tagged IP address inherently exposes no additional IP address or tenant configuration to an adversary. Our evaluation also further characterizes IP Tagging beyond the metrics performed in prior work to assess the generality of the technique to stronger adversaries.

4) IP Scan Segmentation (Algorithm 5).

While IP tagging provides protection against a single-tenant adversary, the technique could be susceptible if an adversary spreads allocations across many tenants, bypassing the tagging entirely. In response to this threat, and our more powerful characterization of pool scanning adversaries (Section III-C3), we propose a new IP allocation policy that aims to prevent IP scanning by adversaries even when the adversary has access to an arbitrary number of cloud tenants. Our proposed policy, IP scan segmentation (shown in Figure 2), works by identifying tenant behavior that is indicative of (and necessary for) IP pool scanning. The pool tracks the mean allocation time (\(d_a\)) for each tenant \(T\): relatively long-

All calls to ALLOCATE and RELEASE are paired in order, such that IP addresses are in use by at most one tenant at a time.

We next describe different allocation policies considered in our evaluation, providing their implementation in natural language and pseudocode. Note that if the RELEASE and INIT interfaces are not provided, it is assumed that the default implementations presented in Algorithm 1 are used. Of these policies, the RANDOM policy is implemented in practice by cloud providers [6], [7], and the LRU and TAGGED policies were proposed by a prior work [7]. In addition to these policies that encompass the current state of the art, we propose and evaluate a new policy, IP scan segmentation.

1) Pseudorandom (RANDOM, Algorithm 2).

The most basic IP allocation policy (and that used by major cloud providers [7], [15]) is pseudorandom allocation. Here, IPs are sampled randomly from the pool of available addresses, with the only restriction being that IPs cannot be used within \(d_{\text{reuse}}\) (30 min as observed by prior work [7]). It has benefits for ease of use and understanding, as minimal information needs to be associated with the address. Further, the pool could be managed in a distributed fashion (such as within separate datacenters).

2) Least Recently Used (LRU, Algorithm 3).

The LRU policy seeks to maximize the median time between reuse of IP addresses. It does this by always allocating the IP address that has been in the pool the longest. Such an algorithm can either be implemented deterministically (e.g., using a FIFO queue), or stochastically (e.g., by sampling a subset of the IPs in the pool and returning the oldest of that batch). Such stochastic approaches have been shown to achieve acceptable performance in practice for caches [35].

3) IP Tagging (TAGGED, Algorithm 4).

Recent work [7] presented the first IP allocation policy specifically intended to prevent adversaries from scanning the IP pool. Referred to as IP Tagging, the authors describe that, intuitively, released IP addresses are tagged with the tenant ID that released them. When allocating an IP, tenants first preference the IP addresses that they are tagged to, followed by addresses tagged to any other tenant using LRU allocation. Our implementation additionally stipulates that tagged IP addresses are selected in an LRU fashion, though other variants such as selecting the most-recently-used tagged IP may also be valid approaches. In any case, selecting a tagged IP address inherently exposes no additional IP address or tenant configuration to an adversary. Our evaluation also further characterizes IP Tagging beyond the metrics performed in prior work to assess the generality of the technique to stronger adversaries.

Algorithm 1: Default RELEASE and INIT interfaces

```python
1 Function RELEASE (ip, \(\theta\)) :
2    ip_t ← currentTime();
3    \(\theta'\) ← setIpNotAllocated(\(\theta\), ip);
4    return \(\theta'\)
5 end
6 Function INIT (ip, \(\theta\)) :
7    \(\theta'\) ← createIp(\(\theta\), ip);
8    return \(\theta'\)
9 end
```

Algorithm 2: (RANDOM) IP Allocation

```python
1 Function RANDOM.ALLOCATE (T, \(\theta\)) :
2    ip ← randomSample(I \ I_A);
3    while currentTime() - ip_t < d_{\text{reuse}} do
4        ip ← randomSample(I \ I_A);
5    end
6    \(\theta'\) ← setIpAllocated(\(\theta\), ip);
7    return ip, \(\theta'\)
8 end
```

Algorithm 3: LRU IP Allocation

```python
1 Function LRU.ALLOCATE (T, \(\theta\)) :
2    ip ← arg min (ip, \(\theta\)) \(\uparrow\) ip.ID = T;
3    \(\theta'\) ← setIpAllocated(\(\theta\), ip);
4    return ip, \(\theta'\)
5 end
```

Algorithm 4: TAGGED IP Allocation

```python
1 Function TAGGED.ALLOCATE (T, \(\theta\)) :
2    if \(\exists ip \in I \ I_A, |ip.ID = T\) then
3        ip ← arg min (ip_t | ip.ID = T);
4        end
5    else
6        ip_t ← LRU.ALLOCATE(T, \(\theta\));
7    end
8    \(\theta'\) ← setIpAllocated(\(\theta\), ip);
9    return ip, \(\theta'\)
10 end
```
Fig. 2: IP Scan Segmentation - ➊ The mean IP allocation duration for tenant $T$ is tracked (i.e., $\bar{d}_a$), ➋ each released IP $n$ is first associated (i.e., tagged) with tenant $T$ & the allocated duration, ➌ the duration associated with the IP $n$ then decays linearly with rate $1/\alpha$ (stored as the cooldown time $t_{cd}$), and ➍ when an IP is allocated for tenant $T^*$, preference is first given to a $T$-tagged IP, then to an IP from the general pool whose $t_{cd}$ is closest to $t + \alpha \cdot \bar{d}_a$.

lived resources will lead to high $\bar{d}_a$, and adversarial scanning (which inherently must allocate many IPs) would require a low $\bar{d}_a$ to be economically feasible. IP addresses are tagged with both (a) the ID of the most recent tenant, and (b) the duration the IP was allocated for (this decays over time, see cooldown time). If the IP was previously held for longer, this value does not change (so that a short allocation does not delete the protection from a previous longer allocation).

When a tenant allocates an IP address, preference is first given to an IP tagged to that tenant (as in IP Tagging), followed by an IP from the pool that was previously allocated for as close as possible to $\bar{d}_a$. In this way, adversary tenants that scan the IP space will in turn be allocated IP addresses that were previously allocated for short periods of time, either by another adversary tenant or by tenants deploying short-lived workloads (which are less likely to have associated latent configuration).

**Cooldown time.** As noted above, each IP is tagged with the longest duration it has been tracked. Over time, this approach alone would cause more and more IPs to be tagged with long duration, leaving fewer and fewer with short durations and eventually allowing scanners to allocate the IPs that should be protected. Due to the scarcity of IP addresses, granting every IP address high protection means no IP receives protection.

To prevent this, the SEGMENTED policy applies a cooldown to the allocation duration over time with rate $1/\alpha$. The duration associated with an IP is therefore $\bar{d}_a - (t - t_a)/\alpha$. Rather than continually update this duration, the SEGMENTED policy tracks the x-intercept of this function. This intercept, the *cooldown time* of the IP, is the time when the IP will no longer be provided any protection by the SEGMENTED policy. To select the IP with the most similar allocation duration for a given tenant, the policy minimizes $|t_{cd} - t - \alpha \cdot \bar{d}_a|$. In this way, tenants receive IP addresses that have exhibited similar allocation behavior to their past allocation behavior. Additionally, new tenants start with $\bar{d}_a = 0$, so they will receive IPs that have been segmented for allocation to scanners.

Since adversarial scanning would require a low $\bar{d}_a$ to be economical, an adversary tenant would then be matched with IPs that were either released a long time ago or were kept for a very short amount of time, mitigating some of the risk of an adversary acquiring an IP with latent configuration. Further, IPs recently released by the adversary would have a $t_{cd}$ consistent with their average allocation duration, increasing the likelihood that they receive the same IP back even under a different tenant.

**E. Implementation**

To empirically study the distribution of IP allocation behaviors, adversarial techniques, and cloud provider defenses, we develop an IP pool simulator (EIPSIM). EIPSIM implements an extensible and configurable architecture for simulating interactions with IP address pools. Described in Figure 3 and at [GitHub.com/MadSP-McDaniel/eipsim](https://github.com/MadSP-McDaniel/eipsim), EIPSIM allows us to evaluate the efficacy of allocation policies across a variety of scenarios over hundreds of years of simulated cloud provider allocation.

```
1 Function SEGMENTED.ALOCATE $(T, \theta)$:
2    $T.n_a \leftarrow T.n_a + 1$;
3    if $\exists ip \in T \setminus T_{A_t} \mid ip.ID = T$ then
4        $(ip \leftarrow \arg \min (|ip.t_r| \mid ip.ID = T)$;
5    else
6        $(ip \leftarrow \arg \min (|ip.t_{cd} - currentTime| - \alpha \cdot$ $\mid T, \bar{d}_a))$;
7    end
8    $(ip.ID \leftarrow T$;
9    $(ip.t_a \leftarrow currentTime)$;
10   $(T, \theta) \leftarrow \text{setIpAllocated}(\theta, ip)$;
11   return $(ip, \theta')$
12 end
13 Function SEGMENTED.RELEASE $(ip, \theta)$:
14    $(ip.t_r \leftarrow currentTime)$;
15    $(ip.t_{cd} \leftarrow ip.t_r + \alpha \cdot (ip.t_r - ip.t_a)$;
16    $T \leftarrow ip.ID$;
17    $(T, \bar{d}_a) \leftarrow T, \bar{d}_a + ip.t_r - ip.t_a)$;
18   $(\theta') \leftarrow \text{setIpNotAllocated}(\theta, ip)$;
19   return $(\theta')$
20 end
```

**Algorithm 5: SEGMENTED IP Allocation**
IV. Evaluation

We proceed by evaluating the security properties of IP allocation policies, first in synthetic settings (this section) followed by evaluations of realism and practicality (Section V). We begin by defining simulation parameters and defender objectives, followed by comparison of policies in both benign and adversarial settings. Our analysis highlights the positive impact of new allocation policies: in both synthetic and real-world traces, IP Scan Segmentation reduces exploitable latent configuration and IP address yield compared to existing techniques, even when a strong adversary can use many cloud tenants.

A. Simulation Parameters and Objectives

Our evaluation aims to quantify the impact of environmental, policy, and adversarial conditions on security properties. As such, we perform sweeps of multiple parameters that affect allocation policy performance. Within this setting, a cloud provider (defender) aims to reduce the ability of adversaries to exploit address reputation and previous tenants, objectives that are further defined here.

IP Count and Utilization. The size of the overall IP pool ($|\mathcal{I}|$), and the number of IPs allocated at any given time ($|\mathcal{I}_{At}|$) has a substantial impact on allocation performance. If the majority of IP addresses are assigned, for instance, the pool policy has fewer choices when a tenant requests a new IP, and strategies that age, tag, or segment the addresses will therefore be less effective. Here, we can study performance by varying the max pool allocation ratio ($AR_{\max} = \max_t \frac{|\mathcal{I}_{At}|}{|\mathcal{I}|}$) between simulations. Our evaluated simulation scenarios have $\max_t |\mathcal{I}_{At}| \approx 680 \, k$, and compute $|\mathcal{I}|$ using $AR_{\max}$ (set in each experiment).

Allocation Duration. Benign and adversarial tenants allocate IP addresses and hold them for some period of time. Study of the duration for which tenants and adversaries allocate IPs can yield insights on countermeasures. Our simulated adversary holds IPs for 10 minutes.

Free Duration. Pools hold free addresses available for allocation, and holding an address for longer decreases the likelihood of associated latent configuration. As such, understanding the distribution of how long pools keep IPs free can suggest measures towards reducing latent configuration.

Latent Configuration Probability. In all simulations, we use a fixed probability of a given tenant leaving latent configuration, $p_c = 0.1$. In separate evaluations, we found that results varied roughly linearly with this parameter, making it less interesting for extensive study. However, future works could use more complex models for latent configuration where this constant plays a greater role.

Defender Objectives. Recall that the goal of the defender is to protect benign tenants against both retrospective (i.e., against previous tenants) and prospective (i.e., against future tenants) attacks by adversaries:

- **Retrospective attacks** are prevented by reducing the amount of latent configuration that an adversary can detect per IP allocated (proportional to total cost). We measure this quantity as latent configuration yield, the fraction of IP allocations which yield a (1) unique IP address with (2) some associated latent configuration.
- **Prospective attacks** are mitigated by shielding future tenants from the negative effects of adversaries. This can be achieved by reducing the number of unique IPs that adversaries can obtain. We therefore also measure unique IP yield, which is the fraction of IP allocations which yield a new unique IP address. Reducing unique IP yield likewise reduces the number of IPs whose reputation can be harmed by adversaries. Prospective attacks can also be evaluated by the rate of future tenant allocations that have been poisoned by an adversary. In ancillary evaluations, we found this metric to mirror that of unique IP yield, so we focus on the latter for extensive study.

B. Non-adversarial Scenario

To understand the aggregate performance of the various IP allocation policies, we first perform a simulation of the pool with no adversary. Here, agents allocate and release IP addresses on behalf of simulated tenants, and we study the effect of these policies on the configurations associated with allocated addresses. Experiments run for 180 simulated days, with 64 total experiments across allocation ratios and policy parameters (32 years of total simulated allocation).

Results are shown in Figure 4. From these simulation results, we can distill several conclusions about the efficacy of our model and simulator, strengths and weaknesses of existing policies, and insights towards development of new policies.
Tenant Behavior. We first analyze the distribution of tenant allocation durations (Figure 4a). Here, we see that simulated allocations span several orders of magnitude in duration, representing a diverse distribution of behavior. Furthermore, to allocate within the distribution of other tenants an adversary would need to hold IPs and associated servers for an extended period of time, reducing yield for a given cost. This provides hope that adversarial behavior in the pool could be identified and segmented from legitimate users.

Time Between Reuse. Next, we can see differences in how long policies keep IP addresses between reuse (Figure 4c). Results are shown for two allocation ratios ($AR_{max} = 0.8$ and $AR_{max} = 0.9$). These represent low- and high-contention scenarios for the pool, respectively. Beyond $AR_{max} = 0.97$, the policies cannot consistently age IPs for at least 30 minutes before reuse. In both cases, allocation schemes other than LRU perform similarly, reusing IP addresses in as little as 30 minutes, whereas LRU consistently maximizes the minimum time between reuse, by design. While this figure implies that LRU may be superior for preventing latent configuration, other policies that specifically target adversarial allocations may perform better in practice due to other factors.

Pool Behavior Over Time. Looking at prevalence of latent configuration varying max allocation ratio $AR_{max}$. IP Tagging and Segmentation policies further reduce prevalence even at high allocation ratios.
IP addresses. While higher time between reuse most clearly reduces aggregate exposure of latent configuration under our posited exponential distribution, cloud providers could also use EIPSIM with other models of latent configuration to validate against their unique scenarios. We expect similar results from any monotonic distribution of $d_u$.

**Effect of Pool Utilization.** IP addresses are a scarce resource, so cloud providers should aim to achieve the best security against latent configurations while incurring minimal pool size overhead. In Figure 4d, we see that the studied allocation policies have differing behavior as pool size changes. While both TAGGED and SEGMENTED outperform the RANDOM and LRU policies, TAGGED performs slightly better. This is because benign tenants preferentially receive IPs from other tenants exhibiting benign behavior, making other IPs available for segmentation to heuristically malicious tenants. Our experiments demonstrate that allocation policies can have marked impact on overall latent configuration exposure even for high IP allocation ratios.

Our non-adversarial experiments show that EIPSIM and its associated models are a compelling means by which to study the behavior of IP address pools, spanning a broad range of resulting tenant allocations. The parameters of our initial simulation prove interesting for further study, as the variety of tenant behaviors leads to differentiated performance across allocation policies.

**C. Single-Tenant Adversary**

We next simulate an adversary that is attempting to explore the IP space and discover latent configurations using only a single account. To do this, we model each simulation as in Section IV-D but with a tenant count of one. For each simulated adversary, we seek to answer two questions:

1) How many unique IPs can the adversary discover based on their allocation scheme?

2) How many new latent configurations does the adversary discover associated with those IP addresses?

**Unique IPs.** Figure 5b displays the adversary’s ability to discover new IPs across policies and allocation ratio. The RANDOM and LRU policies exhibit roughly identical behavior: IP yield is reduced as the pool gets smaller ($AR_{max}$ gets higher) because the adversary is more likely to receive the same IPs back. Likewise, TAGGED and SEGMENTED both almost completely eliminate the single tenant adversary’s ability to discover new IPs. This is unsurprising, as both strategies tag IPs to the most recent tenant and reallocate those IPs back to the tenant. SEGMENTED exhibits a slight increase in adversarial IP yield at very high allocation ratios, as other tenant allocations interfere with the IPs tagged to the adversary—this does not occur in TAGGED because the LRU backup queue prevents the tenant’s tagged IPs from being taken.

**Latent Configuration.** While an adversary might directly seek to observe a high number of IPs, the end goal is to discover IPs that actually have associated configuration. Our results (Figure 5c) demonstrate a marked difference here as well, with both TAGGED and SEGMENTED performing equivalently well against the single-tenant adversary. As seen in the non-adversarial scenario, LRU also slightly outperforms RANDOM as IP addresses are held in the pool longer before reuse, though this effect is diminished as the allocation ratio increases since the policies are best effort and must allocate some available IP to the adversary.

Our tool also allows us to model adversarial objectives over time (Figure 5a). Here, we see that the bulk of latent configuration discovered under TAGGED and SEGMENTED occurs early in the experiment. Beyond this, the pool returns the same IP addresses to the adversary and no latent configurations are discovered.
D. Multi-tenant Adversary

Next, we evaluate how pool implementations defend against a sophisticated adversary who can use many cloud tenants to bypass the protections of existing allocation policies. We also evaluate how an adversary’s success varies with the number of tenants they can create. Simulations are run in the benign setting for 180 days, followed by 30 days of adversarial exploitation. 280 total simulations are performed across allocation ratio, policy, and adversarial tenant count parameters (160 years of total simulated allocation).

Unique IPs. Figure 6b shows the number of unique IPs discoverable by an unlimited-tenant adversary as pool utilization varies. While the non-tenant-aware policies RANDOM and LRU show no difference from the single-tenant adversary, tenant-aware policies show surprising results. In both cases, unique IPs reduce as utilization increases to some critical point, then increases again. The increased unique IP yield at low utilization results from the large number of free IPs, resulting in increased availability for both benign and malicious tenants. As a result, higher unique IP yield does not result in discovery of exploitable latent configurations. Above the critical point, both TAGGED and SEGMENTED must allocate potentially-dangerous IPs to tenants, but SEGMENTED successfully identifies behavior patterns across adversary tenants and reduces the number of unique IPs seen. In this way, SEGMENTED successfully protects a larger portion of the IP space.

Latent Configuration. Figure 6c shows how the multi-tenant adversary’s yield of latent configuration varies with allocation ratio. Here, we see the complete effect of tenant-aware allocation policies: below the policy’s critical point, allocated IPs have minimal associated latent configuration, so a high unique IP yield does not allow exploitation. Above this, strategies offer only mild protection (i.e., approaching
that of non-tenant-aware policies). Most importantly, however, this plot emphasizes the advantages of IP scan segmentation: \textsc{Segmented} reduces latent configuration yield by 83.8\% compared to \textsc{Random}, whereas \textsc{Tagged} only reduces yield by 46.0\%. In other words, \textsc{Segmented} achieves an additional reduction of 70.1\%. When considering an adversary with the ability to use multiple cloud tenants, \textsc{Segmented} offers superior protection to prior works and currently-deployed policies.

Looking at a time-series plot of allocations (Figure 6a), we see that \textsc{Tagged} performance improves over time, but fails to protect the IP pool against exploration for high $AR_{\text{max}}$. However, \textsc{Tagged} still provides some protection even at these high allocation ratios, likely because it reduces the number of unique IPs with which tenants associate latent configuration. In contrast, \textsc{Segmented} has an initial spike in exposed configurations, which then quickly stabilizes at a lower yield.

**Effect of Tenant Count.** A realistic adversary may not have access to create an unlimited number of tenants in the public cloud, due to billing and other compliance measures taken by the provider. As such, it is helpful to understand how adversarial capability scales with number of tenants under various allocation policies. In Figure 6a, we see the marked effect of scaling tenant counts on effectiveness against \textsc{Tagged}. An adversary begins to increase latent configuration yield above 20 tenants, with peak yields reached at 60 tenants. In contrast, \textsc{Segmented} provides only a slight increase in yields even with no limit on tenants.\footnote{A limit of $10^4$ in this scenario allows the adversary to never reuse a tenant, so the tenant count is effectively unlimited.}

Our analysis of the multi-tenant adversary demonstrates the limitations of existing allocation policies, as an adversary using many tenants can still discover latent configuration. In contrast, IP scan segmentation’s heuristics more effectively segment pool scanning based on the characteristics of allocations, rather than just tenant identifiers, and so are resistant to these attacks. Further, the \textsc{Segmented} pool achieves improved performance even at very high pool contention, approaching the practical limit while maintaining existing minimum reuse durations.

**E. Tuning Segmentation**

Because the \textsc{Segmented} policy is parameterized by some $\alpha$, it is important to tune the parameter for optimal performance. Here, we seek to understand how varying $\alpha$ affects adversarial yields under our simulation, and also how cloud providers might model policies on their own traces. To do this, we perform simulations of an unlimited-tenant adversary against a \textsc{Segmented} pool. We vary $\alpha$ and study the yields of unique IPs and latent configuration. Simulation timelines are the same as in the multi-tenant evaluation (180 benign + 30 adversarial days), with 101 total experiments performed (58 total years of simulated allocation).

Our results (Figure 7) demonstrate the effect of varying $\alpha$. Varying $\alpha$ can make up to a 25\% variation in unique IP yields, and up to a 40\% variation in latent configuration yield. The relationship between $\alpha$ and adversarial objectives is convex, leading to a clear global optimum for configuration of a deployed system.

In addition to demonstrating an optimal value of $\alpha$ in our simulation setting, our results also suggest that modeling configurations of the \textsc{Segmented} policy could be performed without making as strict of assumptions about latent configuration. Recall that our analysis assumes exponentially-distributed latent configuration durations. While a cloud provider could substitute real IP allocation traces, collecting data on concrete configurations is far more difficult. In our results, however, we show that latent configuration and IP yield are highly correlated, so a cloud provider could model IP address yields on concrete data and be confident in applicability to latent configuration yields, as well.

**V. MODEL REALISM**

We next demonstrate the realism of our model and policies by comparing our statistical models against data observed in real-world cloud settings (Section V-A), evaluating on real-world allocations (Section V-B), and demonstrating the scalability of allocation policies to major cloud providers (Section V-C). When evaluated in a realistic setting, IP Scan Segmentation performs even more favorably than under synthetic benchmarks. Further, our performance figures demonstrate that all evaluated policies can scale to the size and performance requirements of major providers.

**A. Validating Latent Configuration**

Finally, we evaluate the realism of our model of latent configuration by analyzing the distribution of latent configuration in deployed systems. To do this, we analyze real-world latent configurations as visible from a cloud-deployed Internet telescope \cite{36}. We use the DScape HTTP(S) request dataset spanning three years from March 2021-March 2024.

![Figure 7: Effect of varying Segmentation parameter $\alpha$ on adversarial yield. ($AR_{\text{max}} = 0.9$)](image-url)
B. Evaluating on Real Allocation

We next evaluate whether our IP allocation model generalizes to real-world scenarios, testing allocation policies against server allocation traces from Google’s clusterdata-2019 dataset [37]. This dataset contains real-world server allocations and usage traces across 31 days in eight independent clusters in a hybrid cloud setting.

To extract corresponding IP address allocation traces from allocations in clusterdata-2019, we take all Job (groups of processes running as a single collection) allocations across all eight clusters, remove malformed jobs or those running beyond the scope of 31 days, and extract the User of these jobs as a tenant ID. Each Job is assumed to have a public IP address allocated, and latent configuration is modeled over these jobs as previously discussed. The resulting traces contain 24 M allocations across 21 k tenants, with \( \max_i |I_{A_i}| \approx 119k \).

Results (Figure 8) largely confirm the effectiveness of new IP allocation policies. Here, we see that SEGMENTED prevents discovery of latent configurations by an adversary with unlimited tenants, even at high pool utilization. Notably, clusterdata-2019’s composition of short-lived allocations for batch jobs represents a worst-case scenario, with many of these allocations seemingly indistinguishable from those used by an adversary. Yet, the SEGMENTED policy reduces the sharing of long-lived IP allocations with these short-lived tenants, preventing the adversary from discovering IPs with associated latent configuration.

One interesting phenomenon visible on these real-world allocation traces is the non-monotonic effect of tenant count on attack effectiveness. Here, we see that an adversary achieves increasing latent configuration yield with more tenants, then reduced effectiveness once tenants are no longer reused. This is a result of the default reputation of tenants: a new tenant has a \( d_n/n_n \) of 0, which is then increased by allocating and releasing IPs. Reusing tenants with this (minimal) increase in reputation affords greater yield, especially when legitimate tenants have similar IP allocation behavior. While this worst-case scenario emphasizes a weakness of the SEGMENTED policy, it is unlikely that similar behavior would be seen in a public cloud, where job-based products such as AWS Lambda and Batch do not assign public IPs to short-lived instances.

**Fig. 8: Evaluating allocation policies on real-world traces from clusterdata-2019.**
TABLE I: Performance scaling of IP Scan Segmentation with pool size. Speedup is the amount of simulated time (100 days) divided by time to simulate. IP Scan Segmentation scales to pools with millions of IPs and hundreds of millions of allocations.

| # IPs | Runtime | Speedup | Allocations | Allocs/s |
|-------|---------|---------|-------------|----------|
| 100   | 500 ms  | 17 M    | 4.2 k       | 8.3 k    |
| 1 k   | 530 ms  | 16 M    | 26 k        | 48 k     |
| 10 k  | 2 s     | 4.3 M   | 220 k       | 110 k    |
| 100 k | 14 s    | 630 k   | 2.2 M       | 160 k    |
| 1 M   | 187 s   | 46 k    | 22 M        | 120 k    |
| 10 M  | 2.3 ks  | 3.8 k   | 220 M       | 97 k     |

TABLE II: Largest major cloud compute regions.

| Provider | Largest Region  | # Zones | # IPs  |
|----------|-----------------|---------|--------|
| GCP [38] | us-central-1    | 4       | 2.8 M  |
| Azure [39]| eastus         | 3       | 3.3 M  |
| AWS [40] | us-east-1       | 5       | 16 M   |

C. Performance & Scalability

Our work aims to provide practical security improvements through IP allocation policies, and it is therefore important that such policies are realizable. To this end, we evaluate the performance of IP Scan Segmentation on various IP address pool sizes. Notably, because EIPSIM simulates each concrete IP address allocation, the compute requirements required to simulate allocations are similar to that of a production allocation pool. We simulate non-adversarial scenarios on a commodity x64 server with 64vCPU and 192GB of RAM, though simulations use only one CPU thread. In each case, [2]/10 tenants were used with a max concurrent allocation of 10 per tenant. Simulations run for 100 (virtual) days. Results show runtime and allocation rates with respect to pool size, demonstrating that EIPSIM scales with pool size to millions of allocations. The largest cloud compute regions can reallocate at most a few thousand addresses per second, well within the performance of SEGMENTED on a single CPU core.

Studied performance numbers align with the sizes of the largest cloud compute regions (see Table II), demonstrating the proposed techniques scale to the size of major providers.

We further demonstrate the achievability of new policies by evaluating the real-world behavior of an existing provider and how those maps to the information storage requirements of our proposed SEGMENTED policy. In the case of AWS, while allocation is random, AWS also already tags IP addresses with their previous tenant, and allows tenants to reuse released IPs if they have not been allocated to another tenant [41]. This currently-stored data is sufficient to perform the tenant tagging used by SEGMENTED and TAGGED policies. The remainder of the SEGMENTED policy requires associating an additional timestamp with each IP. Candidate IPs are then randomly sampled (as under current policies) and a best-fit IP is selected based on the heuristic. In this way, the SEGMENTED policy can be achieved using the existing data structures implemented by a major provider.

VI. LIMITATIONS

IP allocation policies are a heuristic mitigation, rather than a sound solution, for abuse of a cloud provider’s IP address pool. Under our threat model, providers must allocate some address to a tenant on request. Further, the provider will always face limited information, as a Sybil attack is not soundly distinguishable from benign new tenants.

Effects on Benign Tenants While IP Scan Segmentation reduces the ability of adversaries to observe latent configuration and harm future customers in expectation, it may also affect benign tenants, especially new customers. These new customers would be treated the same as new adversarial tenants, and may therefore receive disproportionately more low-quality IP addresses that were previously controlled by an adversary. Note that this applies only to prospective threats (i.e., a new benign tenant receiving an address that has been polluted by an adversary), as new tenants that then hold IPs for long periods will receive protection from retrospective threats.

To mitigate harms to new tenants, providers can add additional signals to the allocation process. The multi-tenant adversary requires access to many payment credentials that are likely of low quality (e.g., stolen credit cards), so countermeasures can privilege behaviors likely not associated with these. For instance, customers that purchase high-margin non-compute products (i.e., those not useful for adversarial IP allocation) or those with commercial contracts and vetted relationships, such as new accounts under existing billing arrangements. The effective price of leased addresses can also be considered (Section VII-A).

Provider Feedback and Implementation Our proposed policies have not yet been deployed by major cloud providers. While our evaluation demonstrates that allocation policies can be effectively implemented from a technical perspective, other factors may prevent their adoption, such as associated reputational risks as providers take responsibility for client configurations. Cloud providers operate under a shared responsibility model [42], wherein they take responsibility for infrastructure security and customers are responsible for their workloads. Defending against retrospective threats to IP allocation blurs this boundary, and potentially exposes providers to increased risk or scrutiny when protections fail. Similar actions have been taken in other shared domains, such as cloud storage security [43], providing hope that evaluations of IP allocation effectiveness may lead to practical improvements in security.

Ultimately, we recommend that providers continue to embrace the shared responsibility model while protecting tenants when possible. In the case of IP address allocation, this would

8The policies discussed store O(1) data per tenant, so per-tenant compute overhead in EIPSIM is largely caused by simulating tenant agents, rather than the allocation policies themselves.
entail soft adoption of proposed allocation policies. Notably, all discussed policies are *fully compatible* with the existing documented behavior of major providers. Non-documented adoption of new allocation policies would provide heuristic protection for customers while minimizing associated responsibility for the security of customer configurations.

VII. DISCUSSION & RELATED WORK

A. Allocation Pricing Signals

IP Scan Segmentation aims to increase the cost associated with IP scanning by tracking the amount spent per IP based on allocation time. In real cloud providers, this could motivate further extending the policy by incorporating other pricing signals from the cloud provider. For example, a tenant allocating powerful servers for short periods of batch processing is indistinguishable from scanning using just allocation traces, but the cloud provider could measure the total cost associated with these allocations and distinguish the activity as legitimate. The IP pool is a scarce resource, and so reducing the number of scanner-segmented IPs allocated to these resources will leave more available for scanners, improving policy effectiveness. We anticipate that cloud providers can extend the EIPSIM framework to incorporate these pricing signals and further improve practical security.

B. Configuration Management

While the security of IP address allocation has had limited study, the way that organizations *configure* services has seen extensive related research. This is especially true in the cloud setting, which introduces new challenges in managing service configurations. Prior work has demonstrated that configuration complexity may increase substantially with the scale of the service [30], [44] and from the added tasks associated with making services cloud native (i.e., using advanced features such as auto-scaling [45], [46]). Automated configuration management tools (such as Puppet [47], Chef [48], and Ansible [49]) have eased this complexity to some extent. Further, infrastructure-as-code (IaC) [50] tools (such as AWS CloudFormation [51] or Terraform [52]) have made configuration management almost entirely non-interactive. However, while automation tools can eliminate most human-errors at runtime, a large proportion of configuration errors have been attributed to subtle bugs in the configuration files themselves (or ambiguities in the code generating them) [30] and other improper lifecycle management practices [44] (e.g., failing to remove configurations pointing to released IPs [5–7]).

VIII. CONCLUSION

The way in which cloud IP addresses are allocated has a substantial impact on the security of hosted applications. Our work proposes new defenses for cloud IP allocation, and evaluates these defenses through a comprehensive model of tenant and adversarial behavior. Our proposed new policy, IP scan segmentation, successfully reduces an adversary’s ability to scan the IP pool even if they can create new cloud tenants without limit. We anticipate that new IP allocation policies, such as IP scan segmentation, will prove useful to providers in protecting their customers and address pools. To that end, we release both our models and policies as open source for use by providers. We are also hopeful that modeling of IP allocation, such as that implemented in EIPSIM, will enable further improvements in the security of cloud provider offerings.
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### APPENDIX A

| Symbol | Meaning |
|--------|---------|
| $a_i$ | Fourier amplitude |
| $AB_{\text{max}}$ | maximum pool allocation ratio |
| $AR_t$ | pool allocation ratio |
| $B$ | distribution of tenant behaviors |
| $B_i$ | behavior of tenant $i$ |
| $d$ | duration |
| $d_a$ | duration of allocation |
| $d_{\text{reuse}}$ | minimum time duration before an IP can be reused |
| $d_{\text{v}}$ | duration of vulnerability |
| $T$ | set of all IP addresses |
| $T_{\text{A}_i}$ | set of IP addresses currently allocated |
| $p$ | probability |
| $p_c$ | probability of latent configuration |
| $S_{\text{max}}$ | maximum number of servers |
| $S_{\text{min}}$ | minimum number of servers |
| $t$ | time |
| $t_a$ | allocation time |
| $t_c$ | time of configuration dissociation |
| $t_{\text{cd}}$ | cooldown time |
| $t_r$ | release time |
| $T$ | tenant ID |
| $\alpha$ | segmentation cooldown multiplier |
| $\phi_i$ | Fourier phase |
| $\theta$ | opaque state |
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APPENDIX B

ARTIFACT APPENDIX

This appendix describes artifacts to reproduce paper results.

A. Description & Requirements

1) How to access

Source code is publicly available [53].

2) Hardware dependencies

Tested on a 48-vCPU x86 machine. More cores will speed up analysis results (4GB of RAM per vCPU recommended).

3) Software dependencies

Linux, Go 1.18 or higher and Python 3. A Dockerfile is provided to install dependencies.

4) Benchmarks

Server allocation traces from the clusterdata-2019 dataset are required for real-world evaluations. These are included in the repository.

B. Artifact Installation & Configuration

This section should include all the high-level installation and configuration steps required to prepare the environment to be used for the evaluation of your artifact.

C. Experiment Workflow

All dependencies can be installed using Docker:

docker build -t eipsim .
docker run -it eipsim bash

Experiments are written as Go tests, with result visualization performed in Python. All tests and benchmarks can be performed at once using the following command (or by running specific tests defined under major claims):

go test -v ./eval/... -run . -bench . --timeout 10000m

Results are stored as JSON files that can be manually inspected, or all paper results can be plotted:

cd eval && python3 figs.py

The figure code will automatically plot figures for which data is available, and skip figures with incomplete data.

Section VA (Validating Latent Configuration) is a validation step performed using third-party data and is excluded from the paper artifacts.
D. Major Claims

- (C1): As shown in Figure 4, the TAGGED and SEGMENTED policies reduce the prevalence of latent configuration collected by benign tenants.
- (C2): When an adversary uses many cloud tenants to exploit IP allocation (Figure 5) the SEGMENTED policy reduces yield of latent configuration by adversaries across pool utilization and tenant count.
- (C3): Tuning the SEGMENTED policy (Figure 6) further reduces adversarial yield of latent configuration.
- (C4): The SEGMENTED policy can be implemented with performance characteristics (Table 1) acceptable to major providers.
- (C5): On real-world traces (Figure 8), the SEGMENTED policy reduces adversarial yield of latent configuration compared to existing approaches.

E. Evaluation

Each individual experiment is a Go test, and can be run as follows:

```
go test -v ./eval/... -run [TestName] --timeout 10000m
```

For convenience, it is recommended to run all tests at once as described in Section B-C.

All tests durations are defined in vCPU-hours. The tests will automatically parallelize across available vCPUs. After performing tests, results can be plotted using:

```
cd eval && python3 figs.py
```

1) Experiment (E1)

[TestBenign] [5 human-minutes + 1 vCPU-hour]: policy performance under the benign scenario (C1)

```
go test -v ./eval/... -run TestBenign --timeout 10000m
```

[Results] The resulting figure (syn-benign-LC_vs_RA) shows that the TAGGED and SEGMENTED policies reduce prevalence of latent configuration across pool utilization.

2) Experiment (E2)

[TestAdversaryAgainstPoolPolicies] [5 human-minutes + 200 vCPU-hour]: policy performance under multi-tenant adversary (C2)

```
go test -v ./eval/... -run TestAdversaryAgainstPoolPolicies --timeout 10000m
```

[Results] Results over pool utilization (syn-mtadv-newLatentConf_vs_RA) shows that the SEGMENTED policy prevents adversarial exploitation across all allocation ratios. Results over adversarial tenant counts (syn-newLatentConf_vs_TC) demonstrate this across adversarial tenant counts.

3) Experiment (E3)

[TestSegmentedPoolSize] [5 human-minutes + 50 vCPU-hour]: tests parameters for the SEGMENTED policy (C3)

```
go test -v ./eval/... -run TestSegmentedPoolSize --timeout 10000m
```

[Results] Results (segmented_multipliers) show that tuning segmentation reduces adversarial yield of unique IPs and latent configuration.

4) Experiment (E4)

[BenchmarkSimPerfSizeTest] [5 human-minutes + 1 vCPU-hour]: tests performance of the SEGMENTED policy (C4)

```
go test -v ./eval/... -bench BenchmarkSimPerfSizeTest --timeout 10000m
```

[Results] Benchmark results show similar performance to that in the paper, with throughput acceptable for deployment on major providers.

5) Experiment (E5)

[TestBorgAdversaries] [5 human-minutes + 50 vCPU-hour]: tests policy performance on a real-world workload (C5)

```
go test -v ./eval/... -bench TestBorgAdversaries --timeout 10000m
```

[Results] Results (borg-mtadv-newLatentConf_vs_RA) show improved performance from the SEGMENTED policy on real-world workloads.