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Abstract

In classical statistics and distribution testing, it is often assumed that elements can be sampled exactly from some distribution \(P\), and that when an element \(x\) is sampled, the probability \(P(x)\) of sampling \(x\) is also known. In this setting, recent work in distribution testing has shown that many algorithms are robust in the sense that they still produce correct output if the elements are drawn from any distribution \(Q\) that is sufficiently close to \(P\). This phenomenon raises interesting questions: under what conditions is a “noisy” distribution \(Q\) sufficient, and what is the algorithmic cost of coping with this noise?

In this paper, we investigate these questions for the problem of estimating the sum of a multiset of \(N\) real values \(x_1, \ldots, x_N\). This problem is well-studied in the statistical literature in the case \(P = Q\), where the Hansen-Hurwitz estimator [Annals of Mathematical Statistics, 1943] is frequently used. We assume that for some (known) distribution \(P\), values are sampled from a distribution \(Q\) that is pointwise close to \(P\). That is, there is a parameter \(\gamma < 1\) such that for all \(x_i\), \((1 - \gamma)P(i) \leq Q(i) \leq (1 + \gamma)P(i)\). For every positive integer \(k\) we define an estimator \(\zeta_k\) for \(\mu = \sum x_i\) whose bias is proportional to \(\gamma^k\) (where our \(\zeta_1\) reduces to the classical Hansen-Hurwitz estimator). As a special case, we show that if \(Q\) is pointwise \(\gamma\)-close to uniform and all \(x_i \in \{0, 1\}\), for any \(\varepsilon > 0\), we can estimate \(\mu\) to within additive error \(\varepsilon N\) using \(m = \Theta(N^{1 - k / 2^{k}})\) samples, where \(k = \lceil (\log \varepsilon) / (\log \gamma) \rceil\). We then show that this sample complexity is essentially optimal. Interestingly, our upper and lower bounds show that the sample complexity need not vary uniformly with the desired error parameter \(\varepsilon\): for some values of \(\varepsilon\), perturbations in its value have no asymptotic effect on the sample complexity, while for other values, any decrease in its value results in an asymptotically larger sample complexity.
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1 Introduction

Consider the following simple problem. Let us have values $x_i \in \{0, 1\}$ for $i \in [N]$ and assume we may sample $i$ from a distribution $Q$ that is pointwise $\gamma$-close to uniform (see Definition 2). It is easy to obtain an additive $\pm \gamma N$ approximation of the number of 1’s. But is it possible to get a better approximation using a number of samples that is sub-linear in $N$? We answer this question positively. Specifically, we solve a more general sum estimation problem, with the above problem being the simplest application. Additionally, we derive lower bounds showing that for a wide range of parameters, the sample complexity of our algorithm is asymptotically tight.

In full generality, estimating the sum of a (multi)set of numbers is a fundamental problem in statistics, and the problem plays an important role in the design of efficient algorithms for large datasets. The basic problem can be formulated as follows: given a multiset of $N$ elements, $S = \{x_1, x_2, \ldots, x_N\}$, compute an estimate of the sum $\mu = \sum_{i \in [N]} x_i$.

Assume that the values $x_i$ can be sampled according to some probability distribution $Q$ over $S$ (equivalently, over $[N]$). The classical work of Hansen and Hurwitz [12] examines the setting in which, when an element $x \in S$ is sampled, the probability $Q(x)$ can be determined. They introduce the Hansen-Hurwitz estimator defined by

$$\mu_{HH} = \frac{1}{m} \sum_{j=1}^{m} \frac{X_j}{Q(X_j)}$$

where $X_1, X_2, \ldots, X_m$ are samples taken from the distribution $Q$. This estimator has been used extensively (though often implicitly) in sublinear algorithms [5, 20, 1, 14]. Hansen and Hurwitz prove that (1) is an accurate estimator of $\mu$ via the following theorem:

► Theorem 1 (Hansen & Hurwitz, 1943 [12]). The value $\mu_{HH}$ is an unbiased estimator of the sum $\mu$ (i.e., $E(\mu_{HH}) = \mu$) and its variance is

$$\text{Var}[\mu_{HH}] = \frac{1}{m} \sum_{i=1}^{N} Q(i) \left( \frac{x_i}{Q(i)} - \mu \right)^2.$$  

Theorem 1 can be applied to obtain probabilistic guarantees for estimating $\mu$ via sampling. For example, if one wishes to compute a $1 \pm \epsilon$ multiplicative estimate of $\mu$ with probability $1 - \delta$, by Chebyshev’s inequality, it suffices to take $m$ sufficiently large that $\text{Var}[\mu_{HH}]/(\epsilon^2 \mu^2) < \delta$.

In practice, it may however be unreasonable to assume that the probability distribution from which elements are sampled is known precisely. For example, the underlying process generating the samples may be noisy or may induce some underlying bias. We model this situation by assuming that the true sampling distribution $Q$ is close to some known distribution $P$. When an element $x$ is sampled, the probability $P(x)$ can be determined, but not the true probability $Q(x)$. We assume that $Q$ is pointwise close to $P$ in the following sense. The assumption of pointwise closeness turns out to be necessary (as compared to weaker notions of closeness); see the discussion on page 4.

► Definition 2. Let $P$ and $Q$ be probability distributions over a (multi)set $S$. Then for any $\gamma < 1$, we say that $Q$ is pointwise $\gamma$-close to $P$ if for every $x \in S$, we have

$$(1 - \gamma)P(x) \leq Q(x) \leq (1 + \gamma)P(x).$$

(3)

Given the situation above, one can apply the Hansen-Hurwitz estimator (1) with the known distribution $P$ in place of the true sample distribution $Q$. We define the positive sum, $\mu_+$ to be
\[ \mu_+ = \sum_{x \in S} |x|. \] (4)

It is straightforward to show that the resulting estimator has bias at most \( \gamma \mu_+ \), and its variance increases by a factor of \( 1 + O(\gamma) \). However, the parameter \( \gamma \) may be too large to guarantee the desired error in the estimate of \( \mu \). For the above problem of estimating the sum of 0-1 values, this would lead to error of \( \varepsilon N \), while we want error of \( \varepsilon N \) for \( \varepsilon < \gamma \).

Our setting is closely related to recent work in distribution testing. For example, it has been noted that many algorithms that rely on a probability oracle are “robust” in the sense that we may do distribution testing to within \( \varepsilon \) if the oracle’s answers have relative error of, say, \( 1 \pm \varepsilon/3 \) [18, 3]. Our work goes further in the sense that our estimators work also in the setting when the error in the oracle’s answers is greater than the desired error parameter \( \varepsilon \).

1.1 Our Contributions

In this paper, our goal is to estimate the sum \( \mu = \sum_{i=1}^{N} x_i \) with an error that is strictly less than the bias \( \gamma \mu_+ \) (Equation (4)) guaranteed by \( \mu_{HH} \). Specifically, given a desired error parameter \( \varepsilon \) with \( 0 < \varepsilon < \gamma \), we wish to estimate \( \mu \) with bias close to \( \varepsilon \mu_+ \). In our setting, for each sample we are given a random index \( i \in [N] \) drawn from the unknown distribution \( Q \), along with the value \( x_i \) and our estimate \( P(i) \) of the true probability \( Q(i) \). We introduce a family of estimators \( \zeta_1, \zeta_2, \ldots \), where each \( \zeta_k \) has bias at most \( \gamma^k \mu_+ \). To motivate the construction of \( \zeta_k \), we first re-write the Hansen-Hurwitz estimator in terms of the frequency vector of samples from \( S \). Specifically, if \( X_1, X_2, \ldots, X_m \) are the sampled elements, define the frequency vector \( Y = (Y_1, Y_2, \ldots, Y_N) \) by

\[ Y_i = |\{ j : X_j = i \}|. \]

We define the estimator

\[ \xi_1 = \frac{1}{m} \sum_{i=1}^{N} Y_i \cdot \frac{x_i}{P(i)}. \]

Note that this estimator can be efficiently implemented, as the items that have not been sampled contribute 0 to the sum. We may thus implement this in time linear in the sample complexity, and do not need to take \( O(N) \) time.

In the case where \( P = Q \), \( \xi_1 \) is equivalent to the Hansen-Hurwitz estimator \( \mu_{HH} \). More generally, \( Q \) is pointwise \( \gamma \)-close to \( P \), and \( \xi_1 \) has bias at most \( \gamma \mu_+ \).

The estimator \( \xi_1 \) can be generalized as follows. Rather than sampling individual elements, we can examine \( h \)-wise collisions between samples, where an \( h \)-wise collision consists of \( h \) samples resulting in the same outcome.

\[ \text{It is possible to get tighter bounds if parameterizing also by the sum, but for simplicity, we choose to parameterize the error only by } N, \varepsilon, \text{ and } \gamma. \]
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Definition 3. For any positive integer $h$, we define the $h$-wise collision estimator $\xi_h$ of $\mu = \sum_i x_i$ to be

$$\xi_h = \frac{1}{(\gamma h)^{\gamma h}} \sum_{i=1}^{N} \left( \frac{Y_i}{\gamma h} \right) x_i (\gamma h)^{\gamma h}. \quad (5)$$

We note that $\binom{N}{\gamma h}$ gives the number of $h$-wise collisions involving the value $X_j = i$. It is straightforward to show that when $Q = \mathcal{P}$, all $\xi_h$ are unbiased estimators for $\mu$, and that $\xi_h$ has bias $O(\gamma^h \mu^+)$ when $Q$ is pointwise $\gamma$-close to $\mathcal{P}$.

Individually, the estimators $\xi_1, \xi_2, \ldots$ are no better than $\xi_1 = \mu_{HH}$ in terms of bias and variance. As we will show, however, for any positive integer $k$, a suitable linear combination of the $\xi_k$ can be chosen such that the coefficients of $\gamma^j$ in the bias cancel out for $j < k$. The resulting estimator then has bias $\leq \gamma^k \mu^+$.

Definition 4. For each positive integer $k$, we define the bias reducing estimator of order $k$, $\zeta_k$, to be

$$\zeta_k = \sum_{h=1}^{k} \binom{k-1}{h-1} \left( \frac{k}{h} \right) \xi_h = \sum_{h=1}^{k} \binom{k-1}{h-1} \binom{k}{h} \sum_{i \in [N]} \frac{Y_i}{\gamma h} x_i (\gamma h)^{\gamma h}. \quad (6)$$

Lemma 5. In order to give some intuition about the expression (6), consider the case where $\mathcal{P}$ is the uniform distribution and $k = 2$. Define $\alpha_i$ to be such that $Q(i) = (1 + \alpha_i)\mathcal{P}(i)$. Note that $|\alpha_i| \leq \gamma$ because $Q$ is assumed to be pointwise $\gamma$-close to uniform. By a simple calculation, we have that $E[\xi_1] = \sum_{i=1}^{N}(1 + \alpha_i)x_i$ and $E[\xi_2] = \sum_{i=1}^{N}(1 + (1 + \alpha_i)^2)x_i = (1 + 2\alpha_i + \alpha_i^2)\sum_{i=1}^{N}x_i$.

Therefore, it holds that

$$E[\xi_2] = E[2\xi_1 - \xi_2] = \sum_{i=1}^{N} 2(1 + \alpha_i)x_i - (1 + 2\alpha_i + \alpha_i^2)x_i = \sum_{i=1}^{N}(1 + \alpha_i^2)x_i \leq \mu + \sum_{i=1}^{N}\alpha_i^2|x_i| \leq \mu + \gamma^2 \mu^+.$$

This proves that the bias of the estimator is at most $\gamma^2 \mu^+$. Similarly, one can show that the bias of the estimator above is $\leq \gamma^k \mu^+$. We prove this in Section 2.

Theorem 6 (Bias portion of Theorem 10). Suppose $\mathcal{P}$ and $Q$ are probability distributions over $[N]$ with $Q$ pointwise $\gamma$-close to $\mathcal{P}$. Let $\zeta_k$ be defined as in (6). Then

$$|E[\zeta_k - \mu]| \leq \gamma^k \mu^+. \quad (9)$$

In particular, if $x_i \geq 0$ for all $i$, then $\zeta_k$ has bias at most $\gamma^k \mu$.

This theorem shows that $\zeta_k$ reduces the bias to $\gamma^k$ compared to the bias $\gamma$ for the Hansen-Hurwitz estimator (equivalent to $\xi_1$). Theorem 10 additionally bounds the variance of $\xi_k$, which is required for our applications.

We apply Theorem 6 (or more specifically, Theorem 10) to obtain our main algorithmic results. Our goal is as follows: given sample access to some $Q$ that is pointwise $\gamma$-close to $\mathcal{P}$ and a desired error parameter $\varepsilon$, estimate $\mu$ with error $\varepsilon$ using as few samples as possible. To this end, we employ a two-stage estimation technique (see Algorithm 2). In the first stage, we use the 1-wise collision estimator $\xi_1$ (i.e., the Hansen-Hurwitz estimator) to obtain a coarse estimate of $\mu$. Then, the second stage refines this estimate by applying the bias reducing estimator $\zeta_k$ with an appropriately chosen $k$. Specifically, we show the following:

---

2 The first of the two inclusions is not tight in that the absolute value in $|x_i|$ is not necessary, but it becomes necessary for odd values of $k$. 

That is, \( \text{Var}_{HH} \) is the variance of the Hansen-Hurwitz estimator for the mean \( \mu_{HH}/N \) with sample size \( m = 1 \) (cf. (Equation 2)). For \( \varepsilon_1, \varepsilon_2 > 0 \), define \( k = \lceil (\log \varepsilon_1)/\log \gamma \rceil \). Then using

\[
m = O \left( \sqrt{n^{k-1} \varepsilon^{-2} \text{Var}_{HH}} \right)
\]

independent samples from \( Q \), with probability at least 2/3, Algorithm 2 produces an estimate \( \hat{\mu} \) of \( \mu = \sum_i x_i \) with absolute error

\[
|\mu - \hat{\mu}| \leq \varepsilon_1 \mu + \varepsilon_2.
\]

To understand the complexity of this algorithm, we note that when \( P = Q \), in order to get an error \( \varepsilon_2 \) the complexity of the Hansen-Hurwitz estimator is \( \varepsilon^{-2} \text{Var}_{HH} \). The complexity of our algorithm can thus be seen as a weighted geometric average between the complexity of the Hansen-Hurwitz estimator, and \( n \).

As a corollary of Theorem 7, we obtain a solution to the aforementioned problem of estimating a sum of 0-1 values.

**Corollary 8.** Suppose \( Q \) is pointwise \( \gamma \)-close to the uniform distribution over \([N]\) and \( x_i \in [0, 1] \) for every \( i \in [N] \). For any \( \varepsilon > 0 \) define \( k = \lceil (\log \varepsilon)/\log \gamma \rceil \). Then \( m = O(N^{1-1/k} \varepsilon^{-2/k}) \) samples are sufficient to obtain an estimate of \( \mu = \sum_i x_i \) with additive error \( \varepsilon N \) with probability 2/3.

We note that the asymptotic sample complexities in Theorem 7 and Corollary 8 are non-uniform in \( \gamma \) and \( \varepsilon \). In the case of Corollary 8, for any fixed positive integer \( k \) and constant \( \gamma > 0 \), if \( \varepsilon = \gamma^k \), then \( O(N^{1-1/k}) \) samples are sufficient to obtain an \( \varepsilon N \) additive estimate. On the other hand, if \( \gamma^{k+1} \leq \varepsilon < \gamma^k \), then our algorithm uses \( O(N^{1-1/(k+1)}) \) samples. Our next main result shows that this sample complexity is essentially optimal, and perhaps surprisingly, that the non-uniformity of the sample complexity is unavoidable. Specifically, we show the following lower bound.

**Theorem 9.** Suppose \( x_1, x_2, \ldots, x_N \in \{0, 1\} \) and \( N \) is a parameter. Then for every positive integer \( k \), there exists a positive constant \( c_k \) such that for \( \varepsilon \leq c_k \gamma^k \), there is a sequence of distributions on \([N]\) that are \( \gamma \)-close to uniform such that the number of samples required to estimate \( \mu \) within error \( \varepsilon N \) is \( \Omega(N^{1-1/(k+1)}) \).

This lower bound matches the upper bound of Corollary 8 for a large range of parameters. When \( \gamma \leq c_k \) (where \( c_k \) is as in the conclusion of the theorem), our algorithm has sample complexity \( O(N^{1-1/(k+1)}) \) for all \( \varepsilon \in [\gamma^k, \gamma^k] \), while the lower bound shows \( \Omega(N^{1-1/(k+1)}) \) samples are necessary for all \( \varepsilon \in [\gamma^{k+1}, c_k \gamma^k] \). Interestingly, these matching upper and lower bounds show that the asymptotic sample complexity is non-uniform as a lot of \( \varepsilon \) for any fixed (sufficiently small) \( \gamma \); for every \( \varepsilon \in [\gamma^{k+1}, c_k \gamma^k] \), exactly \( \Theta(N^{1-1/(k+1)}) \) samples are

---

3 Note that \( N \leq n \), where \( N \) is the size of the multiset being sampled. In the case where \( P(i) = \Omega(1/N) \) for all \( i \), we have \( n = \Theta(N) \). The convention of defining \( n \) in this way was previously used in [6].
necessary and sufficient, while for \( \varepsilon = \gamma^k \), \( \Theta(N^{1-1/k}) \) samples are necessary and sufficient. Thus, as a function \( \varepsilon \), the sample complexity contains “islands of stability” – intervals in which some perturbations of \( \varepsilon \) have no effect on the asymptotic sample complexity – while between these intervals, an arbitrarily small (constant) decrease in \( \varepsilon \) results in a polynomial (in \( N \)) increase in the sample complexity.

**Discussion and Related Work**

Throughout the paper, we assume that the probability distribution \( Q \) from which samples are generated is pointwise close to \( P \) in the sense of Definition 2. Pointwise closeness is a strictly stronger (and less commonly used) distance measure than, for example, total variation distance (i.e., \( L_1 \) distance) or other \( L_p \) distances. Nonetheless, this relatively strong assumption about the relationship between \( P \) and \( Q \) is necessary in order to obtain any non-trivial guarantee for estimating \( \mu \).

Algorithms for generating samples with pointwise approximation guarantees have been studied in the context of sublinear time algorithms [10, 18, 8, 7, 6, 20, 9] as well as Markov chains [16, 13]. In the latter case, uniform mixing time gives a bound on complexity of obtaining samples with pointwise guarantees. Interestingly, Hermon [13] shows a result that can be viewed as an analogue of our lower bound for Markov chains (specifically random walks on bounded degree graphs). Namely, small perturbations in the transition probabilities of edges can result in an asymptotic increases in the uniform mixing time.

The problem of estimating the sum is well-studied in statistics. Classical estimators for non-uniform sampling probabilities are described by Hansen and Hurwitz [12] and Horvitz and Thompson [15]. Sum estimation in the related setting where we do not know the sampling probabilities but know that they are proportional to the items’ values has been studied in [17, 2].

**Open problem: Sample correctors for uniform sampling**

Finally, we state one interesting open problem. The concept of sample correctors from [4] assumes that we may sample from a distribution that is close to some property, and we want to be able to use it to sample from a distribution even closer to satisfying the property. It is natural to ask if one can use \( O(n) \) samples from a distribution pointwise \( \gamma \)-close to uniform and simulate a sample with bias \( o(\gamma) \).

1.2 Technical Overview

**Upper Bound**

The goal is to reduce the bias from \( \gamma \) to \( \gamma^k \). Now the main observation that guides our construction is the following identity:

\[
1 + (-1)^{k+1} \gamma^k = \sum_{h=1}^{k} (-1)^{h+1} \binom{k}{h}(1 + \gamma)^h.
\]

This should be compared to our estimator, \( \zeta_k = \sum_{h=1}^{k} (-1)^{h+1} \binom{k}{h} \xi_h \), which clearly mirrors the identity. The reason for this is that the probability of an \( h \)-wise collision on position \( i \in [N] \) is \( Q(i)^h \approx (1 + \gamma)^h P(i)^h \) in the worst case when \( \frac{Q(i)}{P(i)} = 1 + \gamma \). Hence the expectation of the \( h \)-wise collision estimator, \( \xi_h \), is approximately bounded by \( (1 + \gamma)^h \mu \). This implies that

---

4 As an extreme example, consider the case where only a \( \gamma \)-fraction of values \( x_i \) are nonzero. If \( P \) is uniform, then \( Q \) can assign zero mass to the nonzero elements, and still be \( \gamma \)-close to \( P \) with respect to total variation distance. Thus, any estimator will return a value that is independent of the actual sum.
when we take the expectation of our estimator then the expression reduces to Equation (8) which shows that the bias is reduced to $\gamma^k$. Here, we cheated slightly by assuming that the bias is the same for all the positions $i \in [N]$. This is of course not true, but actual calculation reduces to $N$ instances of Equation (8).

The more delicate part of the analysis of our estimator is the bound on the variance. The main difficulty lies in rewriting $\zeta_k - \mathbb{E}[\zeta_k]$ into something manageable. We note that we can write our estimator $\zeta_k$ as

$$\zeta_k = \sum_{i \in [N]} x_i \sum_{h=1}^k (-1)^{h+1} \binom{k}{h} \frac{(Y_i)}{(P(i))^h}.$$

We can express the frequency vector $Y$ by random variables as follows: $Y_i = \sum_{j \in [m]} [X_j = i]$. (Here, we use $[X_j = i]$ to denote the indicator random variable of the event $X_j = i$.) This allows us to see that $(Y_i) = \sum_{I \subseteq \{m\}} \prod_{j \in I} X_j = i$. If we now define the polynomials $P_i$ by

$$P_i(\beta_1, \ldots, \beta_m) = \sum_{h=1}^k (-1)^{h+1} \binom{k}{h} \frac{1}{(P(i))^h} \sum_{I \subseteq [m]} \prod_{j \in I} \beta_j,$$

then we can write our estimator as $\zeta_k = \sum_{i \in [N]} x_i P_i([X_1 = i], \ldots, [X_m = i])$. We observe that $P$ has degree 1 in each variable so $\mathbb{E}[P_i([X_1 = i], \ldots, [X_m = i])] = P_i(Q(i), \ldots, Q(i))$. Furthermore, it seems reasonable that there should exist polynomials $Q_i$ which have degree 1 in each variable and satisfy $P_i([X_1 = i], \ldots, [X_m = i]) - P_i(Q(i), \ldots, Q(i)) = Q_i([X_1 = i] - Q(i), \ldots, [X_m = i] - Q(i))$. This will help us in understanding the variance of our final estimator $\zeta_k$ by decomposing into variances of the simpler events $[X_1 = i]$. We show that $Q_i$ exist and are defined as follows

$$Q_i(\beta_1, \ldots, \beta_m) = (-1)^{k+1} \sum_{h=1}^k \binom{k}{h} \frac{1}{(P(i))^h} \sum_{I \subseteq [m]} \prod_{j \in I} \beta_j$$

So we get that $\zeta_k - \mathbb{E}[\zeta_k] = \sum_{i \in [N]} x_i Q_i([X_1 = i] - Q(i), \ldots, [X_m = i] - Q(i))$. Since $[X_1 = i] - Q(i)$ is a zero mean variable and $Q_i$ has degree 1 in each variable, it becomes easy to calculate the variance.

A technical detail that we have not touched upon yet is that if $k \geq 2$ then $\text{Var}[\zeta_k]$ becomes very large if $\mu^2 \gg \text{Var}[\mu_{HH}]$. The reason is that $\text{Var}[\zeta_k]$ depends on $\sum_{i \in [N]} P(i) \left( \frac{x_i}{P(i)} \right)^2 = \text{Var}[\mu_{HH}] + \mu^2$. Thus, if $\mu^2 \gg \text{Var}[\mu_{HH}]$ then our variance becomes much larger which is a problem. Now imagine that we already have an estimate, $W$, of $\mu$. We then set $\tilde{x}_i = x_i - P(i)W$ and make a new estimator $\tilde{\zeta}_k$ that uses $\tilde{x}_i$ instead of $x_i$. Then $\tilde{\zeta}_k$ will estimate $\mu - W$ so $\tilde{\zeta}_k + W$ will be an estimator of $\mu$. The trick is that $\text{Var}[\tilde{\zeta}_k]$ depends on $\text{Var}[\mu_{HH}] + (\mu - W)^2$ so if $W = \mu + O(\sqrt{\text{Var}[\mu_{HH}]})$ then we will have control over the variance. We can get such an estimate, $W$, by using our estimator for $k = 1$ where there are no issues with variance (i.e., the standard deviation of $W - \mu$ only depends on $\sqrt{\text{Var}[\mu_{HH}]}$ rather than on $\mu$).

**Lower Bound**

At a high level, our strategy is to define a reduction from the problem of distinguishing two distributions $D_1$ and $D_2$ to the problem of estimating $\mu = \sum x_i$. More concretely, for each fixed positive integer $k$, we define distributions $D_1$ and $D_2$ with support sizes $n_1$ and $n_2$, respectively, such that:
1. \( n_1 = (1 + (\Theta(\gamma))^k)n_2 \).
2. \( D_1 \) and \( D_2 \) are both pointwise \( \gamma \)-close to uniform, and
3. \( D_1 \) and \( D_2 \) have identical \( p \)th frequency moments for \( p = 1, 2, \ldots, k \).

We describe a reduction showing that for \( N = n_1 + n_2 \), \( P \) uniform over \([N]\), and \( x_i \in \{0, 1\} \) for all \( i \in [N] \), any algorithm that distinguishes \( \mu = n_1 \) from \( \mu = n_2 \) can also distinguish \( D_1 \) from \( D_2 \). We then apply a framework of Raskhodnikova et al. [19], which implies that distinguishing any two distributions whose first \( k \) frequency moments are equal requires \( \Omega(n^{1-1/(k+1)}) \) samples. One difference between our setting and that of [19] is that in our setting, for each sample \( i \) we are also given \( x_i \), whereas [19] focuses on support size estimation. However, since the \( x_i \)'s are 0 or 1-valued, estimating the sum requires us to estimate either the number of \( x_i \)'s which are 0 or the number of \( x_i \)'s which are 1. We can apply this observation to reduce the problem to finding two nearly uniform distributions (i.e., both are pointwise \( \gamma \)-close to uniform) that differ in support size by a multiplicative \( 1 \pm \Theta(\gamma)^k \) factor, yet match in the first \( k \) moments.

To do this, we use a combinatorial construction that is inspired by a related lower bound in [6]. For simplicity, we assume that the probability of sampling any fixed item lies in \( \{ \frac{1}{n}, \frac{1+\gamma}{n}, \ldots, \frac{1+k\gamma}{n} \} \) (while these distributions would only be \( k \cdot \gamma \)-close to uniform, we can replace \( \gamma \) with \( \gamma/k \)). For the distribution \( D_1 \), we assume the number of elements with probability \( \frac{1+\gamma}{n} \) is \( a_i \), and for the distribution \( D_2 \) the number of elements with probability \( \frac{1+i\gamma}{n} \) is \( b_i \). Then, our goal is for the support sizes of \( D_1 \) and \( D_2 \) (which are \( \sum a_i, \sum b_i \), respectively) to differ significantly but for the first \( k \) moments to match. This means \( \sum a_i \) and \( \sum b_i \) differ significantly, but \( \sum a_i(1+i\cdot\gamma)^\ell = \sum b_i(1+i\cdot\gamma)^\ell \). If we define \( c_i := a_i - b_i \) and think of \( (1+i\cdot\gamma)^\ell \) as a degree \( \ell \) polynomial \( P(i) \), we want \( \sum c_i P(i) = 0 \) but \( \sum c_i \) to be large (roughly \( \gamma^k \cdot n \)). Finally, we need to make sure that \( \sum a_i, \sum b_i \) are both \( \Theta(n) \).

To determine the values of each \( c_i \), we utilize the observation that for any polynomial \( P(x) \) of degree less than \( k \), the successive differences, i.e., \( P(x) - P(x-1) \) is a polynomial of degree less than \( k-1 \). We can repeatedly take successive differences \( k \) times to get a linear combination of \( P(0), P(1), \ldots, P(k) \) that equals 0 for any polynomial \( P \) of degree less than \( k \). We can therefore set \( c_i := a_i - b_i \) to be these linear coefficients. Unfortunately, we will have \( \sum c_i = 0 \) as well. Instead, we replace \( c_i \) with \( c_i' := c_i/(1+i\gamma) \), so that \( \sum c_i'(1+i\cdot\gamma)^\ell = \sum c_i(1+i\cdot\gamma)^{\ell-1} = 0 \) for all \( 1 \leq \ell \leq k \). However, \( \sum c_i' = \sum c_i/(1+i\cdot\gamma) \) is not expressible as \( \sum c_i P(i) \) for a polynomial \( P \) of low degree, and will in fact be nonzero, which is exactly what we want. We scale the \( c_i' \) terms so that \( \sum c_i' = \gamma^k \cdot n \). If we write \( a_i = \max(c_i', 0) \) and \( b_i = \max(-c_i', 0) \), then every \( a_i \) and \( b_i \) is nonnegative but \( a_i - b_i = c_i' \). One can show via some careful combinatorics that after this scaling, \( \sum a_i \) and \( \sum b_i \) are both \( \Theta(n) \), as desired.

## 2 Sum Estimation

We now give the algorithm for the sum estimation problem. We then state our main result (Theorem 10) as well as the special case for estimating the sum of 0-1 values (Corollary 8) that we discussed in the introduction. We then state and prove Lemma 12 which we then use to prove Theorem 10.

We now state our main theorem. Note that this implies, by a simple substitution, the simpler version mentioned in the introduction as Theorem 7.

---

5 Recall that the \( p \)th frequency moment of a distribution \( D \) is \( \sum x(D(x))^p \).
Then for independent samples from $\mathcal{Q}$, this theorem implies in a straightforward way a solution to the problem of estimating the sum of \[ \text{Lemma 12} \]

Before we can prove our main result, we need the following lemma.

**Theorem 10.** Define $n = \max, 1/P(i)$. Suppose $\mathcal{Q}$ is pointwise $\gamma$-close to $\mathcal{P}$, and let $\text{Var}_{HH}$ be the variance of $\mu_{HH}/N$ defined in Equation (7). For $\varepsilon_1, \varepsilon_2 > 0$, define $k = [\left(\log \varepsilon_1 / \log \gamma\right)]$. Then using

$$ m = O \left( \sqrt{n^{k-1} \varepsilon_2^{-2} \text{Var}_{HH}} \right) $$

independent samples from $\mathcal{Q}$, with probability at least 2/3, Algorithm 2 produces an estimate $\hat{\mu}$ of $\mu = \sum_i x_i$ with absolute error

$$ |\mu - \hat{\mu}| \leq \varepsilon_1 (1 + \gamma) E_{X \sim \mathcal{P}} \left| \mathcal{P}(X)^{-1} x X - \mu \right| + \varepsilon_2 $$

This theorem implies in a straightforward way a solution to the problem of estimating the sum of 0-1 values that we discussed in the introduction.

**Corollary 11.** Suppose $\mathcal{Q}$ is pointwise $\gamma$-close to the uniform distribution over $[N]$ and $x_i \in \{0, 1\}$ for every $i \in [N]$. For any $\varepsilon > 0$ define $k = [\left(\log \varepsilon / \log \gamma\right)]$. Then $m = O(n^{k-1/2} \varepsilon^{-2})$ samples are sufficient to obtain an estimate of $\mu = \sum_i x_i$ with additive error $\varepsilon (\mu + \sqrt{\mu} N)$ with probability 2/3.

Before we can prove our main result, we need the following lemma.

**Lemma 12 (Analysis of EstimateSum($m, k, 0$)).** Define $n = \max, 1/P(i)$. Let $(x_i)_{i \in [N]}$ be a sequence of numbers and define $\mu = \sum_{i \in [N]} x_i$. Let $\mathcal{P}$ be a probability distribution over $[N]$, and let $\mathcal{Q}$ be another probability distribution over $[N]$ that is pointwise $\gamma$-close to $\mathcal{P}$.

Consider a sequence $(X_j)_{j \in [m]}$ of independent random variables both with distribution $\mathcal{Q}$. Define $Y_i = \sum_{j \in [m]} [X_j = i]$ for every $i \in [N]$. Define

$$ \zeta_k = \sum_{h=1}^{k} (-1)^{h+1} \binom{m}{h} \sum_{i \in [N]} \binom{Y_i}{h} \mathcal{P}(i)^{-h} x_i. $$

Then for $k \geq 2$, we get that

$$ |E[\zeta_k] - \mu| \leq \gamma^k \sum_{i \in [N]} |x_i| $$

and

$$ \text{Var}[\zeta_k] \leq \max \left\{ 2(1 + \gamma)^2 k^2 \sum_{i \in [N]} \mathcal{P}(i)^{-1} x_i^2, 2^k (1 + \gamma) k^2 \sum_{i \in [N]} \mathcal{P}(i)^{-1} x_i^2 \right\} $$

(10)
and for $k = 1$, we get that

$$|E[ζ_i] - μ| ≤ γ \sum_{i \in [N]} |x_i - P(i)μ| \quad (11)$$

$$\text{Var}[ζ_i] ≤ (1 + γ) \frac{\sum_{i \in [N]} P(i)^{-1}(x_i - P(i)μ)^2}{m} \quad (12)$$

We are now ready to prove the main theorem.

**Proof of Theorem 10.** Let $W$ be an estimate of $μ$ using $EstimateSum(t, 1, 0)$ where $t = O(1 + γ^2k^{-2} Var\overline{HH})$. Using Lemma 12 we get an estimate of the bias and the variance. Now by Chebyshev’s inequality, we easily get that $|W - μ| ≤ γ \sum_{i \in [N]} P(i)|P(i)^{-1}x_i - μ| + max \{ε_2/(2γ), \sqrt{\frac{\sum_{i \in [N]} P(i)(P(i)^{-1}x_i - μ)^2}{m}}\}$ with probability $5/6$. We note that $\sum_{i \in [N]} P(i)|P(i)^{-1}x_i - μ| ≤ \sqrt{\frac{\sum_{i \in [N]} P(i)(P(i)^{-1}x_i - μ)^2}{m}}$ since $p$-norms are increasing. So we also get that $|W - μ| ≤ O(\sqrt{\frac{\sum_{i \in [N]} P(i)(P(i)^{-1}x_i - μ)^2}{m}})$

Now we calculate $ζ$ using $EstimateSum(m, k, W)$ with $m = O(\sqrt{n^{k-1}ε_2^2 Var\overline{HH}})$ so $ζ$ corresponds to $ImprovedEstimateSum(m, t, k)$. We now note that by Lemma 12,

$$|(E[ζ] - W) - (μ - W)| ≤ γ^k \sum_{i \in [N]} P(i)|P(i)^{-1}x_i - W|$$

$$≤ γ^k |W - μ| + γ^k \sum_{i \in [N]} P(i)|P(i)^{-1}x_i - μ|,$$

and

$$\text{Var}[ζ] ≤ \max \left\{ 2(1 + γ)γ^{2k-2}k^2 \frac{\sum_{i \in [N]} P(i)(P(i)^{-1}x_i - W)^2}{m}, \right.$$

$$\left. 2^k (1 + γ)γ^k k^2 \frac{\sum_{i \in [N]} P(i)(P(i)^{-1}x_i - W)^2}{m} \right\}$$

$$= \max \left\{ 2(1 + γ)γ^{2k-2}k^2 \frac{\sum_{i \in [N]} P(i)(P(i)^{-1}x_i - μ)^2 + (W - μ)^2}{m}, \right.$$

$$\left. 2^k (1 + γ)γ^k k^2 \frac{n^{k-1} \left( \sum_{i \in [N]} P(i)(P(i)^{-1}x_i - W)^2 + (W - μ)^2 \right)}{m^k} \right\}$$

Assuming that

$$|W - μ| = γ \sum_{i \in [N]} P(i)|P(i)^{-1}x_i - μ| + max \left\{ ε_1/(2γ^k), \sqrt{\frac{\sum_{i \in [N]} P(i)(P(i)^{-1}x_i - μ)^2}{m}} \right\},$$

we get that $|(E[ζ] - W) - (μ - W)| ≤ γ^k(1 + γ) \sum_{i \in [N]} P(i)|P(i)^{-1}x_i - μ| + ε_2/2$. Using that $|W - μ| ≤ O(\sqrt{\frac{\sum_{i \in [N]} P(i)(P(i)^{-1}x_i - μ)^2}{m}})$ we can then use Chebyshev’s inequality to conclude that with probability $5/6$

$$|ζ - E[ζ]| ≤ ε_2/2$$

So all in all, with probability at least $2/3$ we that $|ζ - μ| ≤ ε_1(1 + γ) \sum_{i \in [N]} P(i)|P(i)^{-1}x_i - μ| + ε_2.$
3 Lower Bound

In this section, we prove that for a range of parameters – specifically in the setting of Corollary 11 – the sample complexity of our sum estimation algorithm (Algorithm 2) is asymptotically tight.

Theorem 13. Let $k$ be a positive integer and let $\varepsilon < \gamma < 1$ be positive numbers. Suppose $A$ is an algorithm such that for any $v \in \{0, 1\}^N$ and any distribution $P$ over $[N]$ that is pointwise $\gamma$-close to uniform, $A$ uses samples from $P$ and returns an estimate of $\|v\|_1 = \sum_i v_i$ within additive error $\varepsilon N$ with probability $2/3$. Then there exists $c_k$ with $0 < c_k < 1$ such that if $\varepsilon \leq c_k \gamma^k$ then $A$ requires $\Omega(N^{1-1/(k+1)})$ samples.

While at a first glance this result might seem contradictory to our upper bound (specifically, Corollary 8), it actually reveals the following interesting phenomena. Notice that in our upper bound, the complexity depends on $k = \lceil \log \varepsilon / \log \gamma \rceil$, so that, e.g., for $\varepsilon = \gamma^k$, the complexity is $O(N^{1-\frac{1}{k+1}})$. Once $\varepsilon$ becomes slightly smaller, i.e., $\varepsilon = c\gamma^k$ for $c$ satisfying $\gamma \leq c < 1$, the complexity of our algorithm abruptly jumps to $O(N^{1-\frac{1}{k+1}})$. The lower bound implies that this increase in complexity is unavoidable for sufficiently small $c$. That is, Theorem 13 states that there exists a (sufficiently small) constant $c_k$, such that indeed once $\varepsilon = c_k \cdot \gamma^k$, the required number of samples is $\Omega(n^{1-\frac{1}{k+1}})$. Interestingly, for all $\varepsilon$ satisfying $\gamma^{k+1} \leq \varepsilon \leq c_k \gamma^k$, the asymptotic complexity of sum estimation is the same; the complexity only varies for $\varepsilon$ satisfying $c_k \gamma^k \leq \varepsilon \leq \gamma^k$. Our matching upper and lower bounds demonstrate that the sample complexity’s non-uniform dependence on $\varepsilon$ is not an artifact, but captures the true complexity of the problem (up to the dependency on $\gamma^{k/2}$ in the numerator of the upper bound). Note that if the conclusion of Theorem 13 held every $c < 1$, then this would capture the right dependency on $n$ for all possible ranges of $\gamma$. Since we only prove the theorem for a sufficiently small $c_k$, it might be the case that for values $\varepsilon$ that are not too much smaller than $\gamma^k$, the optimal dependency on $N$ is lower than our stated upper bound. Nonetheless, our upper and lower bounds match (up to constant factors) for all $\varepsilon$ satisfying $\gamma^{k+1} \leq \varepsilon \leq c_k \gamma^k$.

As described in Section 1.2, the main technical ingredient in the proof of the theorem is in describing two distributions $D_1$ and $D_2$ over ranges $[n_1], [n_2]$, respectively, such that $D_1$ and $D_2$ are pointwise $\gamma$-close to uniform, $n_1 = (1 + \Theta(\gamma^k))n_2$, and $D_1$ and $D_2$ have matching frequency moments 1 through $k$. Given these distributions we rely on the framework for proving lower bounds by Raskhodnikova et al. [19], which states that any uniform algorithm that distinguishes two random variables with matching frequency moments 1 through $k$ must perform $\Omega(n^{1-1/(k+1)})$ many samples.

In order to simplify our construction and its analysis, we prove the lower bound for uniform algorithms. Here, a uniform algorithm is an algorithm whose output depends only on the “collision statistics” of the samples – i.e., the number of collisions involving each sample, and not the identities of the samples themselves.

Definition 14 (Uniform algorithm. Definition 3.2 in [19]). An algorithm is uniform if it samples indices $i_1, \ldots, i_m$ independently with replacement and its output is uniquely determined by (i) the value of the items $x_{i_j}$ and (ii) the set of collisions, where two indices $j$ and $j'$ collide if $i_j = i_{j'}$.

In particular, a uniform algorithm’s output does not depend on the sampled indices themselves. The following lemma asserts that our restriction to uniform algorithms is without loss of generality.
Lemma 15 (cf. Theorem 11.12 in [11]). Suppose there exists an algorithm $A$ such that for any $v \in \{0, 1\}^N$ $A$ uses samples from $\mathcal{P}$ and returns an estimate of $\|v\|_1 = \sum v_i$ within additive error $\epsilon N$ with probability $2/3$ using $s$ samples in expectation. Then there exists a uniform algorithm $A'$ that achieves the same approximation guarantee using $s$ samples in expectation.

The proof of Lemma 15 is essentially the same as that of Goldreich’s Theorem 11.12 in [11]. The key idea is that $\sum v_i$ is a “label invariant” in the sense that it is unaffected by any permutation of the indices of $v$. Thus, given an algorithm $A$ as in the hypothesis of Lemma 15, we can obtain uniform algorithm $A'$ with the same approximation guarantee by simply choosing a uniformly random permutation of the indices of $v$, then using the permuted indices of $v$ as inputs for $A$. See Theorem 11.12 in [11] for details.

Finally, our lower bound argument requires the following result that is a direct consequence of the work of Raskhodnikova et al. [19].

Theorem 16 (Consequence of Lemma 5.3 and Corollary 5.7 from [19]). Let $D_1$ and $D_2$ be distributions over positive integers $b_1 < \ldots < b_t$, that have matching frequency moments 1 through $k$. Then for any uniform algorithm $A$ with sample complexity $s$ that distinguishes $D_1$ and $D_2$ with high constant probability, $s = \Omega(n^{1-1/(k+1)})$.

Our main argument for the lower bound applies Theorem 16 in conjunction with a reduction from distinguishing $D_1$ and $D_2$ to sum estimation. The main technical ingredient is the following lemma, which asserts the existence of suitable distributions $D_1$ and $D_2$.

Lemma 17. For every positive integer $k$ and sufficiently large integer $n$, there exist two distributions $D_1, D_2$ over $[n_1]$ and $[n_2]$ (respectively) satisfying $n_1 = (1 + \Theta(\gamma)^k)n$, and $n_2 = n$ such that $p_{D_1}(i) \in (1 + \gamma)\frac{1}{n}$ for $j \in \{1, 2\}$ and the following holds. For all $\ell \in \{1, 2, \ldots, k\}$, it holds that

$$
\sum_{i=1}^{n_1}(p_{D_1}(i))^\ell = \sum_{i=1}^{n_2}(p_{D_2}(i))^\ell.
$$

In particular, there exists an absolute constant $c_k$ such that for sufficiently large $n$, $n_2 \geq (1 + c_k \gamma^k)n_1$ and the above conclusion holds.

Before proving the lemma, we show how the lemma implies Theorem 13.

Proof of Theorem 13. The theorem follows from Theorem 16 together with Lemma 17. Let $N = n_1 + n_2$, where $n_1 = (1 + \Theta(\gamma)^k)n_2$ as in the conclusion of Lemma 17, and consider distinguishing between two possible outcomes $\mathcal{O}_1$ and $\mathcal{O}_2$.

In the first outcome $\mathcal{O}_1$, let $S = \{1, 2, \ldots, n_1\} \subseteq [N]$ and $T = \{t_1, \ldots, t_{n_2}\} := [N] \setminus S$. The distribution $Q$ will be as follows. With exactly 1/2 probability, we choose $S$: if so, we then choose a sample $i \sim D_1$, which will be in $[n_1]$, and output $i$. Otherwise, we choose $T$: we then choose a sample $i \sim D_2$, which will be in $[n_2]$, and then output $t_i$. Here, $D_1, D_2$ are the distributions from Lemma 17. Finally, we let $v_i = 1$ if $i \in S$ and $v_i = 0$ if $i \in T$.

The second outcome $\mathcal{O}_2$ is similar but “flipped”. Now, we let $S = \{1, 2, \ldots, n_2\} \subseteq [N]$, and $T = \{t_1, \ldots, t_{n_1}\} := [N] \setminus S$. With exactly 1/2 probability, we choose $S$: if so, we then choose a sample $i \sim D_1$, and then output $t_i$. Finally, we let $v_i = 1$ if $i \in S$ and $v_i = 0$ if $i \in T$.

Under $\mathcal{O}_1$, we have that $\sum v_i$ always equals $n_1$, whereas under $\mathcal{O}_2$, we have that $\sum v_i$ is always $n_2$. In addition, since both $n_1$ and $n_2$ are $\frac{N}{2} \cdot (1 \pm O(\gamma))$, and since $D_1$ and $D_2$ are $\gamma$-pointwise close to uniform, the distribution $Q$ that we sample from in either case is $O(\gamma)$-pointwise close to uniform. So, we may assume that $\mathcal{P}$ is uniform over $[N]$ in either case.
Now, assume that there exists a uniform algorithm\(^6\) \(A\) that draws samples \((i, v_i)\) either from outcome \(O_1\) or outcome \(O_2\) and with probability at least 2/3, computes an estimate of \(\sum v_i\) up to additive error \(c_k\gamma k^N/5\), where \(c_k\) is as in the second conclusion of Lemma 17. Observe that when the error bound on \(A\) is satisfied (which occurs with probability at least 2/3), \(A\)'s output distinguishes scenarios \(O_1\) and \(O_2\).

Finally, we observe that distinguishing \(O_1\) from \(O_2\) is sufficient to distinguish the distributions \(D_1\) and \(D_2\). Indeed, under scenario \(O_1\), the 1-values and sampled from \(D_1\), while the 0-values are sampled from \(D_2\), while the roles are reversed in \(O_2\). Thus, the output of \(A\) suffices to distinguish \(D_1\) and \(D_2\). Since \(A\) uses \(s\) samples in expectation, Theorem 16 and Lemma 17 imply that \(s = \Omega(n^{1-1/(k+1)})\), as desired. \(\blacklozenge\)

We now conclude by proving our main technical lemma.

Proof of Lemma 17. First, we note that
\[
\sum_{i=0}^{k} (-1)^i \binom{k}{i} \binom{i}{r} = \sum_{i=r}^{k} (-1)^i \binom{k}{i} \binom{i}{r} = \sum_{i=r}^{k} (-1)^i \cdot \frac{k!}{(k-i)!(i-r)!r!} = \sum_{i=r}^{k} (-1)^i \cdot \binom{k-r}{i-r} = (-1)^r \binom{k}{r} \sum_{j=0}^{k-r} (-1)^j \binom{k-r}{j}.
\]

The last line follows by setting \(j = i-r\). Now, note that the summation in the last line equals \((1-1)^{k-r} = 0\) if \(k > r\), and equals 1 if \(k = r\). So, this means that \(\sum_{i=0}^{k} (-1)^i \binom{k}{i} \binom{i}{r} = 0\) for all \(0 \leq r < k\).

Next, note that \(\binom{k}{i} = \binom{k-i}{r}\) for all integers \(i \geq 0\). This is a degree-\(r\) polynomial in \(i\). From this observation, it is well-known that every degree at most \(k-1\) polynomial in \(i\) can be written as a linear combination of \(\binom{i}{0}, \ldots, \binom{i}{k-1}\). Therefore, for any polynomial \(P\) of degree at most \(k-1\), \(\sum_{i=0}^{k} (-1)^i \binom{k}{i} \cdot P(i) = 0\).

Now, we let the distribution \(D_1\) have exactly a \(\frac{1}{2^{k-1}}\) fraction of its mass consisting of items each with probability \((1 + \frac{\gamma i}{k}) \cdot \frac{1}{n_0}\) for each \textit{even} integer \(0 \leq i \leq k\). Here, \(n_0\) will be an integer chosen later. Note this means it must have \(n_0 \cdot \frac{1}{2^{k-1}} \binom{k}{i} \cdot \frac{1}{n_0}\) points with mass \((1 + \frac{\gamma i}{k}) \cdot \frac{1}{n_0}\) for each \textit{even} integer \(0 \leq i \leq k\). Likewise, we let the distribution \(D_2\) have exactly a \(\frac{1}{2^{k-1}}\) fraction of its mass consisting of items each with probability \((1 + \frac{\gamma i}{k}) \cdot \frac{1}{n_0}\), for each \textit{odd} integer \(0 \leq i \leq k\). Note that the total fraction of mass for both \(D_1\) and \(D_2\) is clearly 1.

First, we note that for any \(1 \leq \ell \leq k\),
\[
\sum_{i=1}^{n_1} (pd_1(i))^\ell - \sum_{i=1}^{n_1} (pd_2(i))^\ell = k \sum_{i=0}^{k} n_0 \cdot \frac{\binom{k}{i}}{2^{k-1} \cdot (1 + \frac{\gamma i}{k})} \cdot \left( 1 + \frac{\gamma i}{k} \right) \cdot \frac{1}{n_0} \cdot \left( 1 + \frac{\gamma i}{k} \right)^\ell \tag{13}
\]
\[
= k \sum_{i=0}^{\lfloor k/2 \rfloor} n_0 \cdot \frac{\binom{k}{i}}{2^{k-1} \cdot (1 + \frac{\gamma i}{k})} \cdot \left( 1 + \frac{\gamma i}{k} \right) \cdot \frac{1}{n_0} \cdot \left( 1 + \frac{\gamma i}{k} \right)^\ell \tag{14}
\]
\[
= k \sum_{i=0}^{\lfloor k/2 \rfloor} n_0 \cdot \frac{\binom{k}{i}}{2^{k-1} \cdot (1 + \frac{\gamma i}{k})} \cdot \left( 1 + \frac{\gamma i}{k} \right) \cdot \frac{1}{n_0} \cdot \left( 1 + \frac{\gamma i}{k} \right)^\ell \tag{15}
\]
\(\text{Note: \(c_k\gamma = \sum_{i=0}^{\lfloor k/2 \rfloor} n_0 \cdot \frac{\binom{k}{i}}{2^{k-1} \cdot (1 + \frac{\gamma i}{k})} \cdot \left( 1 + \frac{\gamma i}{k} \right) \cdot \frac{1}{n_0} \cdot \left( 1 + \frac{\gamma i}{k} \right)^\ell \)).

\(6\) Again, the assumption that \(A\) is uniform is without loss of generality by Lemma 15. For our construction, however, the two scenarios \(O_1\) and \(O_2\) can be distinguished by a non-uniform algorithm using \(O(\gamma^6)\) samples. Indeed, the two scenarios are distinguished by seeing any value \(v_i\) with \(n_2 < i \leq n_1\). Following the proof of Lemma 15 (cf. Theorem 11.12 in [11]), the scenarios are indistinguishable to even a non-uniform algorithm we we replace \(S\) and \(T\) with randomly chosen complementary subsets of \([N]\).
Assuming that $D$ and $n$ be exactly $n$ support size between $D_1$ and $D_2$. This simply equals

$$
\sum_{i=0}^{k} \binom{k}{i} \cdot \frac{(-1)^i}{a + \gamma \cdot i} = \sum_{i=0}^{k} \binom{k}{i} \cdot \frac{(-1)^i}{a + \gamma \cdot i} = \frac{n_0}{2^{k-1} \cdot (1 + \frac{2\gamma}{k})} - \frac{n_0}{2^{k-1} \cdot (1 + \frac{2\gamma}{k})} \cdot \binom{k}{i} \cdot \frac{(-1)^i}{a + \gamma \cdot i}.
$$

(17)

We now inductively prove (by inducting on $k \geq 1$) that $\sum_{i=0}^{k} \binom{k}{i} \cdot \frac{(-1)^i}{a + \gamma \cdot i} = \frac{k^t \cdot \gamma^k}{a(\alpha + \gamma)(\alpha + k\gamma)}$ for any real numbers $a, \gamma$. For $k = 1$, we have that $\sum_{i=0}^{k} \binom{k}{i} \cdot \frac{(-1)^i}{a + \gamma \cdot i} = \frac{1}{a} - \frac{1}{a + \gamma} = \frac{\gamma}{a(\alpha + \gamma)}$.

For general $k$, we can write

$$
\sum_{i=0}^{k} \binom{k}{i} \cdot \frac{(-1)^i}{a + \gamma \cdot i} = \sum_{i=0}^{k} \binom{k}{i} \cdot \frac{(-1)^i}{a + \gamma \cdot i} + \sum_{i=0}^{k} \binom{k}{i} \cdot \frac{(-1)^i}{a + \gamma \cdot i} = \sum_{i=0}^{k} \binom{k}{i} \cdot \frac{(-1)^i}{a + \gamma \cdot i} - \sum_{j=0}^{k-1} \binom{k}{j} \cdot \frac{(-1)^j}{a + \gamma \cdot j}.
$$

(20)

where we have set $j = i - 1$. We can now use the inductive hypothesis on $k - 1$ to obtain that this equals

$$
\frac{(k-1)! \cdot \gamma^{k-1}}{a(\alpha + \gamma)(\alpha + (k-1)\gamma)} = \frac{(k-1)! \cdot \gamma^{k-1}}{(a + \gamma \cdot i) \cdots (a + (k-1)\gamma)(a + k\gamma)}
$$

(21)

$$
= \frac{(k-1)! \cdot \gamma^{k-1}}{a(\alpha + \gamma)(\alpha + (k-1)\gamma)(a + k\gamma)}
$$

(22)

$$
= \frac{k! \cdot \gamma^{k}}{a(\alpha + \gamma)(\alpha + (k-1)\gamma)(a + k\gamma)}.
$$

(23)

Therefore, by setting $a = 1$ and replacing $\gamma$ with $\gamma' = \gamma/k$, we have that the difference in support size between $D_1$ and $D_2$ is

$$
\frac{n_0}{2^{k-1} \cdot \frac{k! \cdot \gamma^{k}}{\gamma'} \cdot \frac{1}{1 + \gamma/k} \cdot (1 + \gamma/k)}.
$$

(24)

Assuming that $\gamma \leq 1/2$, we can apply Stirling’s approximation to obtain that this difference is $n_0 \cdot (\Theta(1))^{k'}$.

To finish, we will set $n_0$ appropriately. Note that we wish for $D_2$ to have support size exactly $n$. However, all of the points in $D_2$ has mass between $\frac{1}{n_0}$ and $\frac{1 + \gamma}{n_0}$, which means that the support size $n_2$ must be between $\frac{n_0}{1 + \gamma}$ and $n_0$. So, we can first set $n_0$, and then choose $n = n_2$ to be $n_0 \cdot \sum_{i=0, i \text{ odd}}^{k} \binom{k}{i} \cdot \frac{(-1)^i}{2^{k-1} \cdot (1 + \frac{2\gamma}{k})}$, which is in the range $\left[\frac{n_0}{1 + \gamma}, n_0\right]$, and $n_1$ to be $n_0 \cdot \sum_{i=0, i \text{ even}}^{k} \binom{k}{i} \cdot \frac{(-1)^i}{2^{k-1} \cdot (1 + \frac{2\gamma}{k})}$. Both $n_1$ and $n_2$ are in the range $\left[\frac{n_0}{1 + \gamma}, n_0\right]$. Indeed, we will have that $\sum_{i=1}^{n_1} (p_{D_1}(i))^\ell = \sum_{i=1}^{n_2} (p_{D_2}(i))^\ell$, and $n_1 - n_2 = \Theta(\gamma)^k \cdot n_0 = \Theta(\gamma)^k \cdot n$. In
addition, because all of the values $p_{D_j}(i)$ are in the range $[\frac{1}{n_0}, \frac{1+\gamma}{n_0}]$ for both $j = 1$ and $j = 2$, this means that they are also in the range $[\frac{1-\gamma}{n}, \frac{1+\gamma}{n}]$, as desired. This completes the proof. 
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### A Proof of Lemma 12

Here, we prove the main technical lemma for our sum estimator.

**Proof.** For each $i \in [N]$ we define $\gamma_i$ such that $Q(i) = (1 + \gamma_i)P(i)$. Since we know that $Q$ is pointwise $\gamma$-close to $P$ then $|\gamma_i| \leq \gamma$, and since both $Q$ and $P$ are probability distributions then $\sum_{i \in [N]} \gamma_i P(i) = 0$.

We start by proving the bounds on the expectation, i.e., Equation (9) and Equation (11).

$$E[\zeta_i] = E \left[ \sum_{h=1}^{k} (-1)^{h+1} \binom{k}{h} \sum_{i \in [N]} \left( \frac{Y_i}{h} \right) P(i)^{-h} x_i \right]$$

$$= \sum_{h=1}^{k} (-1)^{h+1} \binom{k}{h} \sum_{i \in [N]} E \left[ \left( \frac{Y_i}{h} \right) P(i)^{-h} x_i \right].$$

We use the fact that $Y_i = \sum_{j \in [m]} I_{X_j = i}$ is a sum of 0-1 variables so

$$\binom{\gamma_i}{h} = \sum_{I \subseteq [m] : |I| = h} \Pi_{j \in I} \mathbb{1}_{X_j = i}. \quad \text{This implies that} \quad E \left[ \left( \frac{Y_i}{h} \right) \right] = \binom{m}{h} Q(i)^h = \binom{m}{h}(1 + \gamma_i)^h P(i)^h. \quad \text{Plugging this in, we get that}$$

$$E[\zeta_i] = \sum_{h=1}^{k} (-1)^{h+1} \binom{k}{h} \sum_{i \in [N]} \binom{m}{h} (1 + \gamma_i)^h P(i)^h P(i)^{-h} x_i = \sum_{h=1}^{k} (-1)^{h+1} \binom{k}{h} \sum_{i \in [N]} (1 + \gamma_i)^h x_i$$

$$= \sum_{i \in [N]} x_i \sum_{h=1}^{k} (-1)^{h+1} \binom{k}{h} (1 + \gamma_i)^h = \sum_{i \in [N]} x_i \sum_{h=0}^{k} (-1)^{h+1} \binom{k}{h} (1 + \gamma_i)^h$$

$$= \sum_{i \in [N]} x_i \left( 1 - (1 - (1 + \gamma_i))^k \right) = \sum_{i \in [N]} x_i \left( 1 + (-1)^{h+1} \gamma_i^k \right)$$
If $k \geq 2$ then we easily see that
\[
|E[\zeta_k] - \mu| = |\sum_{i\in[N]} x_i - \sum_{i\in[N]} x_i (1 + (-1)^{k+1} \gamma_i^k)| = |\sum_{i\in[N]} \gamma_i^k x_i| \leq \gamma^k \sum_{i\in[N]} |x_i|
\]
For $k = 1$ we will exploit that $\sum_{i\in[N]} \gamma_i \mathcal{P}(i) = 0$.
\[
|E[\zeta_1] - \mu| = |\sum_{i\in[N]} \gamma_i x_i| = |\sum_{i\in[N]} \gamma_i (\mathcal{P}(i) \mu + (x_i - \mathcal{P}(i) \mu))|
\]
\[
= |\sum_{i\in[N]} \gamma_i (x_i - \mathcal{P}(i) \mu)| \leq \gamma \sum_{i\in[N]} |x_i - \mathcal{P}(i) \mu|
\]
Now we will focus on bounding the variance. First we prove Equation (12).
\[
\text{Var}[\zeta_1] = \mathbb{E} \left[ \left( \frac{1}{m} \sum_{j\in[m]} \sum_{i\in[N]} x_i ([X_j = i] \mathcal{P}(i)^{-1} - (1 + \gamma_i)) \right)^2 \right]
\]
\[
= \frac{1}{m^2} \sum_{j\in[m]} \mathbb{E} \left[ \left( \sum_{i\in[N]} x_i ([X_j = i] \mathcal{P}(i)^{-1} - (1 + \gamma_i)) \right)^2 \right]
\]
We will argue that $\sum_{i\in[N]} x_i ([X_j = i] \mathcal{P}(i)^{-1} - (1 + \gamma_i)) = \sum_{i\in[N]} (x_i - \mathcal{P}(i) \mu)([X_j = i] \mathcal{P}(i)^{-1} - (1 + \gamma_i))$.
\[
\begin{align*}
\sum_{i\in[N]} x_i ([X_j = i] \mathcal{P}(i)^{-1} - (1 + \gamma_i)) &= \sum_{i\in[N]} (x_i - \mathcal{P}(i) \mu + \mathcal{P}(i) \mu)([X_j = i] \mathcal{P}(i)^{-1} - (1 + \gamma_i)) \\
&= \sum_{i\in[N]} (x_i - \mathcal{P}(i) \mu)([X_j = i] \mathcal{P}(i)^{-1} - (1 + \gamma_i)) + \mu \sum_{u\in[N]} \mathcal{P}(i) \gamma_u
\end{align*}
\]
Now since $\sum_{i\in[N]} \gamma_i \mathcal{P}(i) = 0$ it follows. We can now bound the variance.
\[
\text{Var}[\zeta_1] = \frac{1}{m^2} \sum_{j\in[m]} \mathbb{E} \left[ \left( \sum_{i\in[N]} (x_i - \mathcal{P}(i) \mu)([X_j = i] \mathcal{P}(i)^{-1} - (1 + \gamma_i)) \right)^2 \right]
\]
\[
\leq \frac{1}{m^2} \sum_{j\in[m]} \mathbb{E} \left[ \left( \sum_{i\in[N]} \mathcal{P}(i)^{-1} (x_i - \mathcal{P}(i) \mu)(X_j = i) \right)^2 \right]
\]
\[
= \frac{1}{m} \sum_{i\in[N]} \frac{Q(i)}{\mathcal{P}(i)^2} (x_i - \mathcal{P}(i) \mu)^2 \leq \frac{1 + \gamma}{m} \sum_{i\in[N]} \mathcal{P}(i)^{-1} (x_i - \mathcal{P}(i) \mu)^2
\]
Now we just need to focus on the case of $k \geq 2$ and prove Equation (10). For this we need the following lemma for which we defer the proof till Appendix A.

**Lemma 18.** For all sequences of numbers $(\beta_j)_{j\in[m]}$ and all $\alpha$ the following identity holds:
\[
\sum_{I \subseteq [m], 0 < |I| \leq k} (-1)^{|I|+1} \frac{k}{|I|!} \left( \prod_{j \in I} \beta_j - (1 + \alpha)^k \right) = (-1)^{k+1} \sum_{I \subseteq [m], 0 < |I| \leq k} \frac{k}{|I|!} \alpha^{k-|I|} \prod_{j \in I} (\beta_j - (1 + \alpha))
\]
The idea is to use Lemma 18 to prove that
\[
\zeta_k - E[\zeta_k] = \sum_{I \subseteq [m]} \frac{\binom{m-|I|}{k-|I|}}{\binom{m}{k}} \sum_{i \in [N]} x_i \prod_{j \in I} (P(i)^{-1}[X_j = i] - (1 + \gamma_i)). \tag{24}
\]

First we use that \(E[\zeta_k] = \sum_{h=1}^{k} (-1)^h \binom{k}{h} \sum_{i \in [N]} P(i)^{-h} x_i \int_{h} \left( \int_{h} Y_i \right) \) which allow us to rewrite \(\zeta_k - E[\zeta_k]\).

\[
\zeta_k - E[\zeta_k] = \sum_{h=1}^{k} (-1)^h \binom{k}{h} \sum_{i \in [N]} P(i)^{-h} x_i \left( \int_{h} Y_i - E \left[ \int_{h} Y_i \right] \right)
\]

We now again use that \(Y_i = \sum_{j \in [m]} [X_j = i]\) is a sum of 0-1 variables so \(\int_{h} = \sum_{[I] \subseteq [m], |I| = h} \prod_{j \in I} X_j = i\) and \(E \left[ \int_{h} Y_i \right] = (\binom{m}{h}) (1 + \gamma_i)^h P(i)^h\).

\[
\begin{align*}
\sum_{h=1}^{k} (-1)^h \binom{k}{h} \sum_{i \in [N]} P(i)^{-h} x_i \left( \int_{h} Y_i - E \left[ \int_{h} Y_i \right] \right) \\
= \sum_{h=1}^{k} (-1)^h \binom{k}{h} \sum_{i \in [N]} P(i)^{-h} x_i \sum_{I \subseteq [m], |I| = h} \left( \prod_{j \in I} X_j = i \right) - (1 + \gamma_i)^h P(i)^h \\
= \sum_{i \in [N]} x_i \sum_{h=1}^{k} \sum_{I \subseteq [m], |I| = h} (-1)^h \binom{k}{h} P(i)^{-h} \left( \prod_{j \in I} X_j = i \right) - (1 + \gamma_i)^h P(i)^h \\
= \sum_{i \in [N]} x_i \sum_{I \subseteq [m], |I| = h} (-1)^{|I|+1} \binom{k}{|I|} \left( \prod_{j \in I} P(i)^{-1} X_j = i \right) - (1 + \gamma_i)^{|I|}
\end{align*}
\]

For each \(i \in [N]\), the expression \(\sum_{I \subseteq [m], |I| = h} (-1)^{|I|+1} \binom{k}{|I|} \left( \prod_{j \in I} P(i)^{-1} X_j = i \right) - (1 + \gamma_i)^{|I|}\)

is of the form of Lemma 18. So applying that \(N\) times we get that

\[
\begin{align*}
\sum_{i \in [N]} x_i \sum_{I \subseteq [m], |I| = h} (-1)^{|I|+1} \binom{k}{|I|} \left( \prod_{j \in I} P(i)^{-1} X_j = i \right) - (1 + \gamma_i)^{|I|} \\
= \sum_{i \in [N]} x_i (-1)^{k+1} \sum_{I \subseteq [m], |I| = h} \binom{k}{|I|} \gamma_i^{-|I|} \prod_{j \in I} P(i)^{-1} X_j = i - (1 + \gamma_i) \\
= (-1)^{k+1} \sum_{I \subseteq [m], |I| = h} \binom{k}{|I|} \sum_{i \in [N]} \gamma_i^{-|I|} x_i \prod_{j \in I} P(i)^{-1} X_j = i - (1 + \gamma_i)
\end{align*}
\]

This shows that Equation (24) is true.
Now let $I_1, I_2 \subseteq [m]$ be two different set of indices with $0 < |I_1|, |I_2| \leq k$. Without loss of generality, we can assume that there exists $h \in I_1 \setminus I_2$.

$$
T = \left( \sum_{i \in [N]} \gamma^{|I_1|} \prod_{j \in I_1} (P(i)^{-1}[X_j = i] - (1 + \gamma_i)) \right) \\
\cdot \left( \sum_{i \in [N]} \gamma^{|I_2|} \prod_{j \in I_2} (P(i)^{-1}[X_j = i] - (1 + \gamma_i)) \right)
$$

Note that if we multiply this expression out then every term will contain a factor of the form $P(i)^{-1}[X_h = s] - (1 + \gamma_i)$ for some $s \in [N]$ and where all the other factors are independent of $X_h$. Since $E[(P(i)^{-1}[X_h = s] - (1 + \gamma_i))] = 0$ we get that $E[T] = 0$. This implies that

$$
E[(\zeta_k - E[\zeta_k])^2] = \sum_{I \subseteq [N]} \left( \frac{k}{|I|} \right)^2 \left( \frac{|I|}{m} \right)^2 E[\left( \sum_{i \in [N]} \gamma^{|I_1|}_i \prod_{j \in I_1} (P(i)^{-1}[X_j = i] - (1 + \gamma_i)) \right]^2] \\
= \sum_{i \in [N]} \gamma^{|I_1|} \prod_{j \in I_1} P(i)^{-1}[X_j = i] \leq \gamma^{|I_1|} \sum_{i \in [N]} x^2 \frac{(1 + \gamma_i)^{|I_1|}}{|P(i)|^{2|I_1|}}
$$

Collecting terms we get that

$$
E[(\zeta_k - E[\zeta_k])^2] \leq \sum_{I \subseteq [N]} \left( \frac{k}{|I|} \right)^2 \left( \frac{|I|}{m} \right)^2 \gamma^{|I_1|} \sum_{i \in [N]} x^2 \frac{(1 + \gamma_i)^{|I_1|}}{|P(i)|^{2|I_1|}} \\
= \sum_{h=1}^{k} \frac{k}{|h|} \gamma^{|I_1|} \sum_{i \in [N]} x^2 \frac{(1 + \gamma_i)^{|I_1|}}{|P(i)|^{2|I_1|}} \\
\leq \sum_{h=1}^{k} \frac{k}{|h|} \gamma^{|I_1|} \sum_{i \in [N]} x^2 \frac{(1 + \gamma_i)^{|I_1|}}{|P(i)|^{2|I_1|}} \\
\leq \max_{h=1}^{k} \frac{k}{|h|} \gamma^{|I_1|} \sum_{i \in [N]} x^2 \frac{(1 + \gamma_i)^{|I_1|}}{|P(i)|^{2|I_1|}}
$$

Now we note that for all $i \in [N]$, the map $h \mapsto \frac{k}{|h|} \gamma^{|I_1|} \sum_{i \in [N]} x^2 \frac{(1 + \gamma_i)^{|I_1|}}{|P(i)|^{2|I_1|}}$ is log-convex since each factor is log-convex. This implies that the map $h \mapsto \frac{k}{|h|} \gamma^{|I_1|} \sum_{i \in [N]} x^2 \frac{(1 + \gamma_i)^{|I_1|}}{|P(i)|^{2|I_1|}}$ is convex and is thus maximized at the boundary. We then get that

$$
E[(\zeta_k - E[\zeta_k])^2] \leq \max \left\{ 2(1 + \gamma) \frac{k}{|I|} \gamma^{|I_1|} \frac{\sum_{i \in [N]} P(i)^{-1} x^2}{m} , \\
2^k (1 + \gamma) \frac{k}{|I|} \gamma^{|I_1|} \frac{\sum_{i \in [N]} P(i)^{-1} x^2}{m} \right\}
$$

which finishes the proof of Equation (10).

Finally, we must prove Lemma 18 which will finish the proof of Lemma 12.

**Lemma 19.** For all sequences of numbers $(\beta_j)_{j \in [m]}$ and all $\alpha$ the following identity holds:

$$
\sum_{I \subseteq [m]} (-1)^{|I|+1} \frac{k}{|I|} \prod_{j \in I} \beta_j - (1 + \alpha)^k = (-1)^{k+1} \sum_{I \subseteq [m]} \frac{k}{|I|} \prod_{j \in I} \alpha^{k-|I|} \beta_j - (1 + \alpha)
$$
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First we need a simple lemma.

Lemma 19. For all sequences of numbers \((\beta_j)_{j \in I}\) and all \(\alpha\) the following identity holds:

\[
\prod_{j \in I} \beta_j - (1 + \alpha)^{|I|} = \sum_{\emptyset \neq J \subseteq I} (1 + \alpha)^{|I| - |J|} \prod_{j \in J} (\beta_j - (1 + \alpha))
\]

Proof. Let \(\beta'_j := \beta_j - (1 + \alpha)\). Then,

\[
\prod_{j \in I} \beta'_j - (1 + \alpha)^{|I|} = \prod_{j \in I} (\beta'_j + (1 + \alpha)) - (1 + \alpha)^{|I|}
= \sum_{\emptyset \neq J \subseteq I} (1 + \alpha)^{|I| - |J|} \prod_{j \in J} \beta'_j - (1 + \alpha)^{|I|}
= \sum_{\emptyset \neq J \subseteq I} (1 + \alpha)^{|I| - |J|} \prod_{j \in J} (\beta_j - (1 + \alpha)).
\]

Proof of Lemma 18. We start by applying Lemma 19

\[
\sum_{I \subseteq [m]} (-1)^{|I|+1} \frac{k}{m} \left( \prod_{j \in I} \beta_j - (1 + \alpha)^h \right)
= \sum_{I \subseteq [m]} (-1)^{|I|+1} \frac{k}{m} \sum_{\emptyset \neq J \subseteq I} (1 + \alpha)^{|I| - |J|} \prod_{j \in J} (\beta_j - (1 + \alpha))
\]

We use that \(\binom{k}{I} = \binom{m-|I|}{k} - \binom{m}{k}\), which follows from the fact that \(\binom{m}{k} \binom{k}{I} = \binom{m}{I+k} - \binom{m}{k}\).

\[
\sum_{I \subseteq [m]} (-1)^{|I|+1} \frac{k}{m} \sum_{\emptyset \neq J \subseteq I} (1 + \alpha)^{|I| - |J|} \prod_{j \in J} (\beta_j - (1 + \alpha))
= \sum_{I \subseteq [m]} (-1)^{|I|+1} \frac{k}{m} \sum_{\emptyset \neq J \subseteq I} (1 + \alpha)^{|I| - |J|} \prod_{j \in J} (\beta_j - (1 + \alpha))
= \frac{1}{m^k} \sum_{I \subseteq [m]} \left( \prod_{j \in J} (\beta_j - (1 + \alpha)) \right) \sum_{J \subseteq I, |J| \leq k} (-1)^{|I|+1} \binom{m-|J|}{k-|J|} (1 + \alpha)^{|I| - |J|}
= \frac{1}{m^k} \sum_{I \subseteq [m]} \left( \prod_{j \in J} (\beta_j - (1 + \alpha)) \right) \sum_{h=0}^{k} (-1)^{h+1} \binom{m-|J|}{h-|J|} (1 + \alpha)^{h-|J|}
\]
Now we use that \( (m-h \choose k-h) (m-J \choose h-J) = (m-J \choose k-J) (k-J \choose h-J) \).

\[
\frac{1}{k} \sum_{J \subseteq [m] \atop 0 < |J| \leq k} \left( \prod_{j \in J} (\beta_j - (1+\alpha)) \right) \sum_{h=|J|}^{k} (-1)^{h+1} {m-|J| \choose h-|J|} {m-h \choose k-h} (1+\alpha)^{h-|J|}
\]

\[
= \frac{1}{k} \sum_{J \subseteq [m] \atop 0 < |J| \leq k} \left( \prod_{j \in J} (\beta_j - (1+\alpha)) \right) \sum_{h=0}^{k} (-1)^h {k-|J| \choose h} (1+\alpha)^h
\]

\[
= \frac{1}{k} \sum_{J \subseteq [m] \atop 0 < |J| \leq k} (-1)^{|J|+1} {m-|J| \choose k-|J|} \left( \prod_{j \in J} (\beta_j - (1+\alpha)) \right) (1 - (1+\alpha))^{k-|J|}
\]

\[
= \frac{1}{k} \sum_{J \subseteq [m] \atop 0 < |J| \leq k} (-1)^{|J|+1} {m-|J| \choose k-|J|} \left( \prod_{j \in J} (\beta_j - (1+\alpha)) \right) \left( \prod_{j \in J} (1+\alpha) \right)
\]

Finally, we again use that \( \binom{\frac{k}{m}}{\frac{k}{m}} \) to finish the proof.

\[
\frac{(-1)^{k+1}}{k} \sum_{J \subseteq [m] \atop 0 < |J| \leq k} {m-|J| \choose k-|J|} \left( \prod_{j \in J} (\beta_j - (1+\alpha)) \right)
\]

\[
= \frac{(-1)^{k+1}}{k} \sum_{J \subseteq [m] \atop 0 < |J| \leq k} \left( \frac{k}{m} \right) {k-|J| \choose m-|J|} \left( \prod_{j \in J} (\beta_j - (1+\alpha)) \right)
\]

\[\blacksquare\]