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\textbf{ABSTRACT} A consensus problem for second-order agents network with time-varying delays under the directed fixed topology is investigated in this paper. For the convenience of analysing, the original system is converted into an equivalent system associated with disagreement terms. By applying a variable delay-partitioning method, increased computational complexity is solved and obtain less conservatism. A suitable Lyapunov-Krasovskii functional (LKF) is constructed, combining the reciprocally convex combination lemmas with Wirtinger-based inequality to deal with integral items for the derivative of the LKF and further reduce the conservatism. Following the linear matrix inequality theory, a sufficient condition is presented to make all agents asymptotically reach consensus. Finally, simulations are given to illustrate the effectiveness of the proposed results.
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\section{I. INTRODUCTION}
In the past few decades, distributed cooperative control of multi-agent systems have attracted more and more research interest and widely applied to various fields such as sensor networks \cite{1,2}, formation control \cite{3,4}, consensus problem \cite{5,6,7,8}, group synchronization \cite{9}, spacecraft attitude tracking control \cite{10,11}, distributed optimization calculation and control engineering. As one of the key problems of distributed cooperative control, the consensus problem means that a group of agents reaches consensus on a certain physical quantity based on local interaction rules. Many scholars have studied the consensus problem from various perspectives. For instance, event-triggered security consensus control \cite{12}, sampled-data consensus \cite{13,14,15}, adaptive control \cite{16,17} and so on.

In practical applications, time delays always inevitably occur in the process of information exchange between multiple agents, the delay causes undesirable agent dynamic behaviour, deteriorates the performance of agents to reach consensus and becomes a principal factor of instability in a real multi-agent system. Therefore, the research on the consensus of multi-agent systems with time delays has attracted extensive attention. Among previous studies, the time delays are mainly divided into two categories which include time-invariant delays and time-varying delays. Initially, \cite{18,19} proved that first-order agents and second-order agents could reach average-consensus in the presence of time-invariant delays. Consider that most of complicated multi-agent systems generally exhibit time-varying behaviour, in reality, different consensus problems of multi-agent systems with time-varying delays were solved \cite{20,21,22,23,24}. All the above papers on consensus problem show that the time delays problem is typical and significant.

Delay-partitioning is regarded as a practical approach to reduce the conservatism of time-delayed systems, which is broadly used in various time-delay systems. Unfortunately, few of the mentioned references apply the delay-partitioning approach to multi-agent systems with time-varying delays.
Qin et al. in [25] employed a delay-partitioning approach to process the time-invariant delays of second-order agents system and proved that the conservatism of the system could be reduced with the number of delay interval divisions increasing. However, time-varying delays were not considered in the paper. Furthermore, the delay-partitioning method of [25] is based on the idea of evenly dividing the delay interval and the computational complexity increases with the number of delay interval divisions.

On the other hand, it has been point out that the leading indicator of measuring the conservatism is the maximum allowable delay. Mainly, integral inequalities play a crucial role in the derivation of delay-dependent stability criteria for time-delayed systems. Jensen inequality was utilized to deal with the derivative of Lyapunov Krasovskii functional (LKF) for time-delayed systems, stability criteria are reduced with the number of delay interval divisions increasing. However, time-varying delays were not considered in the paper. Furthermore, the delay-partitioning method of [26] is based on the idea of evenly dividing the delay interval and the computational complexity increases with the number of delay interval divisions.
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Lemma 2 (Reciprocally Convex Combination Lemmas [29]): For a given symmetric positive matrix $E$, assume that there exists a matrix $F \in \mathbb{R}^{n \times n}$ such that
\[
\begin{bmatrix}
F & E
\end{bmatrix} \preceq 0,
\]
(2)
Then for all scalar $\beta \in (0, 1)$, one has
\[
\begin{bmatrix}
\beta E & 0 \\
0 & (1 - \beta) E
\end{bmatrix} = \Lambda(\beta) + \begin{bmatrix}
E & F
\end{bmatrix},
\]
(3)
where
\[
\Lambda(\beta) = \begin{bmatrix}
\beta E & 0 \\
0 & (1 - \beta) E
\end{bmatrix} - \begin{bmatrix}
E & F
\end{bmatrix} = \begin{bmatrix}
\sqrt{\frac{1 - \beta}{\beta}} I & 0 \\
0 & \sqrt{\frac{1 - \beta}{1 - \beta}} I
\end{bmatrix} \begin{bmatrix}
E & F
\end{bmatrix} \geq 0.
\]

Lemma 3 [30]: For a given matrix
\[
\Psi = \begin{bmatrix}
n - 1 & -1 & \cdots & -1 \\
-1 & n - 1 & \cdots & -1 \\
\vdots & \vdots & \ddots & \vdots \\
-1 & -1 & \cdots & n - 1
\end{bmatrix} \in \mathbb{R}^{n \times n},
\]
The following statements hold.

1. $0$ with multiplicity $1$ and $n$ with multiplicity $n - 1$ are the eigenvalues of $\Psi$.
2. The right eigenvector related the zero eigenvalue of $\Psi$ is the column vector $I_n$, while the left eigenvector related the zero eigenvalue of $\Psi$ is the row vector $I_n^T$.
3. $\Theta_n \in \mathbb{R}^{n \times n}$ denotes an orthogonal matrix which satisfies $\Theta_n^T \Psi \Theta_n = \begin{bmatrix} nI_{n-1} & 0 \\ 0 & 0 \end{bmatrix}$. $I_{n-1}$ is the last column of $\Theta_n$.
4. $\Xi \in \mathbb{R}^{n \times n}$ is regarded as the Laplacian matrix of any balanced graph, then $\Theta_n^T \Xi \Theta_n = \begin{bmatrix} \phi_1 & 0 \\ 0 & 0 \end{bmatrix}$, $\phi_1 \in \mathbb{R}^{(n-1) \times (n-1)}$.

Lemma 4 [25]: Given any matrix $\Sigma \in \mathbb{R}^{2m \times 2m}$ and nonzero $\omega \in \mathbb{R}^{2m}$ satisfying $(\epsilon_i \otimes 1_{2n})^T \omega = 0$, where $i = 1, 2, \ldots, m$, $m \in \mathbb{Z}_+$, the inequality $\omega^T \Sigma \omega < 0$ holds if and only if the associated matrix $\tilde{\Sigma} \in \mathbb{R}^{m(2n-1)}$ of $\Sigma$ is negative definite, where $\epsilon_i \in \mathbb{R}^m$ represents the column vector with one on the $i$th entry and zeros elsewhere.

B. PROBLEM FORMULATION
A second-order network system consists of $n$ agents is considered. Each node in the directed graph $G$ corresponds to an agent of the system. We assume that the following double integrator dynamics are used to model $i$th agent:
\[
\dot{x}_i = u_i, \quad \dot{u}_i = u_i,
\]
(4)
where the position state and speed state of each agent in the network are represented by $x_i$ and $u_i$, respectively. $u_i$ denotes the control input. We say all agents of (4) asymptotically reach consensus if for any initial conditions,
\[
\lim_{t \to \infty} (x_i(t) - x_j(t)) = 0, \quad \lim_{t \to \infty} u_i(t) = 0, \quad \forall i, j \in V. \quad (5)
\]

We determine to utilize the following consensus protocol so as to solve the second-order consensus problem of (4) with time-varying delays:
\[
u_i(t) = -2\kappa u_i + \sum_{j \in N_i} a_{ij}(t) (x_j(t - \tau(t)) - x_i(t - \tau(t))), \quad (6)
\]
where the velocity damping gain $\kappa$ is positive, i.e. $\kappa > 0$, the time-varying delays functional $\tau(t)$ satisfying
\[
\tau_1 \leq \tau(t) \leq \tau_2, \quad (7)
\]
\[
\dot{\tau}(t) \leq \nu, \quad (8)
\]
Let
\[
\varphi = [x_1, y_1, \ldots, x_n, y_n]^T, \quad y_i = \frac{1}{\kappa} u_i + x_i,
\]
\[
A = \begin{bmatrix}
-\kappa & \kappa \\
\kappa & -\kappa
\end{bmatrix}, \quad B = \begin{bmatrix}
0 & 0 \\
1/\kappa & 0
\end{bmatrix},
\]
By (6), we can rewrite the network dynamics (4) into the following matrix form
\[
\dot{\psi}(t) = (I_n \otimes A) \psi(t) - (L \otimes B) \psi(t - \tau(t)), \quad (9)
\]
where $L$ signifies the Laplacian matrix of the weakly connected and balanced directed graph $G$, the symbol ‘$\otimes$’ indicates the Kronecker product. The Kronecker product of two positive definite matrices is also positive definite.

We introduce an disagreement function $\delta(t)$ for convergence analysis of the protocol (6), which has the same definition as the disagreement function mentioned in [25]. The similar disagreement dynamics induced by (9) shows the form as follows:
\[
\delta(t) = (I_n \otimes A) \delta(t) - (L \otimes B) \delta(t - \tau(t)). \quad (10)
\]
where $\delta(t) \in \mathbb{R}^{2n \times 2n}$ denotes the disagreement vector satisfying $\sum_{i=1}^{2n} \delta_i(t) = 0$.

Remark 1: Actually, the strongly connected and balanced digraph and weakly connected and balanced digraph both describe the same kind of graph and a weakly connected and balanced digraph must be strongly connected. However, for a given directed graph, the weakly connected and balanced digraph is easier to verify. Hence, it is more appropriate to consider weakly connected and balanced digraph in this paper rather than strongly connected and balanced digraph.

III. STABILITY ANALYSIS
In this section a stability analysis of system (9) is performed, a variable delay-partitioning method proposed in [26] is applied to process the time-varying delay $\tau(t)$, where the delay interval $[\tau_1, \tau_2]$ was partitioned into two variable segments: $[\tau_1, \gamma]$ and $[\gamma, \tau_2]$, where $\gamma$ is a positive scalar satisfying $\tau_1 < \gamma < \tau_2$. 
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For notation simplification, let
\[
\varepsilon_s = \begin{bmatrix} 0, \ldots, 0, 0, 1, 0, \ldots, 0 \end{bmatrix}_s, \quad s = 1, 2, \ldots, 10.
\]
\[
\tilde{\xi}(t) = [\tilde{\xi}_1(t), \tilde{\eta}_1(t), \delta^T(t)]^T, \quad \tilde{\xi}_1(t) = [\tilde{\xi}_1^T(t), \eta_1^T(t), \delta^T(t)]^T,
\]
where
\[
\tilde{\xi}_1(t) = [\delta^T(t), \delta^T(t - \tau_1), \delta^T(t - \tau_1)]^T,
\]
\[
\tilde{\xi}_2(t) = [\delta^T(t - \tau_1), \delta^T(t - \gamma), \delta^T(t - \tau_2)]^T,
\]
\[
\tilde{\eta}_1(t) = \frac{1}{\tau_1} \int_{t - \tau_1}^{t} \delta^T(s)ds, \quad \frac{1}{\tau_1} \int_{t - \tau_1}^{t} \delta^T(s)ds,
\]
\[
\times \frac{1}{\gamma - \tau_1} \int_{1}^{t} \delta^T(s)ds, \quad \frac{1}{\gamma - \tau_1} \int_{1}^{t} \delta^T(s)ds,
\]
\[
\times \frac{1}{\tau_1 - \gamma} \int_{1}^{t - \gamma} \delta^T(s)ds, \quad \frac{1}{\tau_1 - \gamma} \int_{1}^{t - \gamma} \delta^T(s)ds,
\]
\[
\times \frac{1}{\tau_1 - \gamma} \int_{1}^{t - \gamma} \delta^T(s)ds, \quad \frac{1}{\tau_1 - \gamma} \int_{1}^{t - \gamma} \delta^T(s)ds.
\]

**Remark 2**: Based on Algorithm 1 in literature [26], we set \(\gamma = \tau_1 + \lambda \tau_{1,2}\) can search the optimal division point \(\gamma\) of the variable delay-partitioning approach, where \(\tau_{1,2} = \tau_2 - \tau_1\), \(\lambda\) is a scalar which is positive and satisfies \(0 < \lambda < 1\).

On the basis of the previous preparations, we intend to investigate the consensus of second-order agents networks with time-varying delays. Here we construct an appropriate Lyapunov Krasovskii functional \(\hat{V}(\hat{\delta})\) and introduce the above mentioned variable delay-partitioning approach, Lemma 2.4 can be used to determine the negative definiteness of \(\hat{V}(\hat{\delta})\). The main result in this section is stated by the following theorem.

**Theorem 1**: By protocol (6), second-order consensus problem for directed network of agents with fixed topology and time-varying delay \(\tau(t)\) can be globally asymptotically solved if there exists scalars \(\gamma, \nu, \tau_1, \tau_2\) and symmetric positive matrices \(\bar{P}, \bar{Q}, \bar{R}, \bar{S}_1, \bar{Y}_1, \bar{Y}_2, \bar{Z}_1\) in \(\mathbb{R}^{(2n-1)\times(2n-1)}\), \((i = 1, 2, j = 1, 2, 3)\) and any matrix \(M_j, (i = 1, 2, 3, 4)\) with proper dimensions, such that the following LMIs holds:

\[
\Phi_1 = 2\Upsilon_1 + \Upsilon_2 + \Upsilon_3 + \Upsilon_4 + 2\Upsilon_5 < 0 \quad (13)
\]

\[
\Phi_2 = 2\Pi_1 + \Pi_2 + \Pi_3 + \Pi_4 + 2\Pi_5 < 0 \quad (14)
\]

where

\[
\Upsilon_1 = \begin{bmatrix} \epsilon_1, \tau_1 \epsilon_6 + (\tau(t) - \tau_1)\epsilon_7 + (\gamma - \tau(t))\epsilon_8, (\tau_2 - \gamma)\epsilon_9 \end{bmatrix}
\]

\[
\times \begin{bmatrix} \bar{P} \bar{Y}_1 \bar{Y}_2 \bar{Y}_3 \bar{Y}_4 \bar{Y}_5 \end{bmatrix} \begin{bmatrix} \epsilon_1^T - \epsilon_2^T \epsilon_1 - \epsilon_2^T \epsilon_1 - \epsilon_2^T \end{bmatrix}.
\]

\[
\Upsilon_2 = (\epsilon_1 \bar{S}_1 \epsilon_1^T + \epsilon_4 \bar{S}_2 \epsilon_2^T - \bar{S}_1 \epsilon_4^T - \bar{S}_2 \epsilon_2^T),
\]

\[
\Upsilon_3 = (\epsilon_1 \bar{X}_1 \epsilon_1^T + \epsilon_2 \bar{X}_2 \epsilon_2^T - (1 - \nu)\epsilon_3 \bar{X}_2 \epsilon_2^T),
\]

\[
\Upsilon_4 = \epsilon_{10}(\tau_1^2 \bar{Z}_1 + (\gamma - \tau_1)^2 \bar{Z}_2 + (\tau_2 - \gamma)^2 \bar{Z}_3)\epsilon_{10}^T,
\]

\[
\Upsilon_5 = [\epsilon_1 \bar{M}_1 + \epsilon_{10} \bar{M}_2][-\epsilon_{10} + \bar{Z}_1 \epsilon_1 - \bar{Z}_2 \epsilon_3],
\]

\[
\Pi_1 = [\epsilon_1, \tau_1 \epsilon_6 + (\gamma - \tau_1)\epsilon_7 + (\tau(t) - \gamma)\epsilon_8, (\tau_2 - \tau(t))\epsilon_9]
\]

\[
\times \begin{bmatrix} \bar{P} \bar{Y}_1 \bar{Y}_2 \bar{Y}_3 \bar{Y}_4 \bar{Y}_5 \end{bmatrix} \begin{bmatrix} \epsilon_1^T - \epsilon_2^T \epsilon_1 - \epsilon_2^T \epsilon_1 - \epsilon_2^T \end{bmatrix}.
\]

\[
\Pi_2 = (\epsilon_1 \bar{S}_1 \epsilon_1^T + \epsilon_3 \bar{S}_2 \epsilon_3^T - \bar{S}_1 \epsilon_3^T - \bar{S}_2 \epsilon_3^T),
\]

\[
\Pi_3 = (\epsilon_1 \bar{X}_1 \epsilon_1^T + \epsilon_3 \bar{X}_2 \epsilon_3^T - (1 - \nu)\epsilon_4 \bar{X}_2 \epsilon_3^T),
\]

\[
\Pi_4 = \epsilon_{10}(\tau_1^2 \bar{Z}_1 + (\gamma - \tau_1)^2 \bar{Z}_2 + (\tau_2 - \gamma)^2 \bar{Z}_3)\epsilon_{10}^T,
\]

\[
\Pi_5 = [\epsilon_1 \bar{M}_3 + \epsilon_{10} \bar{M}_4][-\epsilon_{10} + \bar{Z}_1 \epsilon_1 - \bar{Z}_2 \epsilon_4],
\]

\[
\bar{Z}_1 = \Theta^T(I_n \otimes A)\Theta_1, \quad \bar{Z}_2 = \Theta^T(I_n \otimes B)\Theta_1,
\]

and \(\Theta_1\) denotes the first \(2n - 1\) columns of \(\Theta_{2n}\), related definitions are given in Lemma 2.3.

**Proof**: Let \(I_n \otimes A = \Sigma_1\) and \(L \otimes B = \Sigma_2\). Then we can take the network dynamics (9) as

\[
\phi(t) = \Sigma_1 \phi(t) - \Sigma_2 \varphi(t - \tau(t)), \quad (15)
\]

and the disagreement dynamics (10) is rewritten as

\[
\delta(t) = \Sigma_1 \delta(t) - \Sigma_2 \delta(t - \tau(t)), \quad (16)
\]
Given the Lyapunov-Krasovskii functional $V(\delta_t)$ as follows:

$$
V(\delta_t) = \sum_{i=1}^{4} V_i(\delta_t), \quad (17)
$$

where

$$
V_1(\delta_t) = \left[ \frac{\delta(t)}{T} \int_{t_{t-\gamma}}^{t} \delta(s)ds \right]^T \begin{bmatrix} P & Y_1 & Y_2 \\ * & Q & Y_3 \\ * & * & R \end{bmatrix} \left[ \frac{\delta(t)}{T} \int_{t_{t-\gamma}}^{t} \delta(s)ds \right],
$$

$$
V_2(\delta_t) = \int_{t_{t-\gamma}}^{t} \tilde{\delta}^T(s)\delta_1\delta(s)ds + \int_{t_{t-\tau}}^{t} \tilde{\delta}^T(s)\delta_2\delta(s)ds,
$$

$$
V_3(\delta_t) = \int_{t_{t-\gamma}}^{t} \tilde{\delta}^T(s)X_1\delta(s)ds + \int_{t_{t-(t)}}^{t} \tilde{\delta}^T(s)X_2\delta(s)ds,
$$

$$
V_4(\delta_t) = \int_{t_{t-\gamma}}^{t} \tilde{\delta}^T(s)Z_1\delta(s)dsd\theta
$$

Note, matrices $P, Q, R, S_1, X_1, Y_1, Z_1 \in \mathbb{R}^{2n \times 2n}(i = 1, 2; j = 1, 2, 3)$ are positive definite. For $\tau(t) \in [\tau_1, \gamma]$. Along the trajectories of the dynamics (16), the time derivative of $V(\delta_t)$ in (17) is calculated as follows

$$
\dot{V}(\delta_t) = \sum_{i=1}^{4} \dot{V}_i(\delta_t), \quad (18)
$$

where

$$
\dot{V}_1(\delta_t) = 2 \left[ \frac{\delta(t)}{T} \int_{t_{t-\gamma}}^{t} \delta(s)ds \right]^T \begin{bmatrix} P & Y_1 & Y_2 \\ * & Q & Y_3 \\ * & * & R \end{bmatrix} \left[ \frac{\delta(t)}{T} \int_{t_{t-\gamma}}^{t} \delta(s)ds \right],
$$

$$
\dot{V}_2(\delta_t) = \tau_1 \int_{t_{t-\gamma}}^{t} \tilde{\delta}^T(s)Z_1\delta(s)dsd\theta
$$

From Lemma 2.1 and Lemma 2.2, we get

$$
\tau_1 \int_{t_{t-\gamma}}^{t} \tilde{\delta}^T(s)Z_1\delta(s)ds
\geq \begin{bmatrix} \sigma_1 \\ \sigma_2 \\ \sigma_3 \\ \sigma_4 \\ \sigma_5 \\ \sigma_6 \end{bmatrix}^T \tilde{\Theta} \begin{bmatrix} \xi_1 \\ \xi_2 \\ \xi_3 \\ \xi_4 \\ \xi_5 \\ \xi_6 \end{bmatrix},
$$

where $\tilde{\Theta} = \text{diag} \{\Theta_{2n}, \Theta_{2n}, \ldots, \Theta_{2n}\}_{20n \times 20n}$.
where
\[
\tilde{Z}_i = \text{diag}(Z_i, 3Z_i), \forall i = 1, 2, 3,
\]
\[
\beta_1 = \frac{\tau(t) - \tau_1}{\gamma - \tau_1}, \forall \beta_1 \in [0, 1],
\]
\[
\zeta_0 = \delta(t) - \delta(t - \tau_1),
\]
\[
\zeta_1 = \delta(t) + \delta(t - \tau_1) - \frac{2}{\tau_1} \int_{t-\tau_1}^{t} \delta(s) ds,
\]
\[
\zeta_2 = \delta(t - \tau_1) - \delta(t - \tau(t)),
\]
\[
\zeta_3 = \delta(t - \tau_1) + \delta(t - \tau(t)) - \frac{2}{\tau_1-\tau(t)} \int_{t-\tau(t)}^{t} \delta(s) ds,
\]
\[
\zeta_4 = \delta(t - \tau(t)) - \delta(t - \gamma),
\]
\[
\zeta_5 = \delta(t - \tau(t)) + \delta(t - \gamma) - \frac{2}{\tau_2} \int_{t-\tau_2}^{t} \delta(s) ds,
\]
\[
\zeta_6 = \delta(t - \gamma) - \delta(t - \tau_2),
\]
\[
\zeta_7 = \delta(t - \gamma) + \delta(t - \tau_2) - \frac{2}{\tau_2} \int_{t-\tau_2}^{t} \delta(s) ds.
\]
Therefore
\[
\dot{V}_4(\delta_t) \
\leq \xi_1^T(\tau) \tilde{\Theta} \tilde{\Theta}^T \xi_{10}(\tau^2 Z_1 + (\gamma - \tau_1)^2 Z_2 \nonumber \
+ (\tau_2 - \gamma)^2 Z_3) e_{10}^T
\]
\[
- \left[ e_1 - e_2, e_1 + e_2 - 2e_6 \right] \tilde{Z}_1 \left[ \frac{e_1^T - e_2^T}{e_1^T + e_2^T - 2e_6^T} \right] \nonumber \
- \left[ e_2 - e_3, e_2 + e_3 - 2e_7, e_3 - e_4, e_3 + e_4 + 2e_8 \right] \nonumber \
\times \left[ \beta_1 \tilde{Z}_2 \right. 0 \left. \frac{1}{1-\beta_1} \tilde{Z}_2 \right]
\]
\[
= \xi_1^T(\tau) \tilde{\Theta} \hat{\Theta}^T \xi_1(\tau).
\]
We introduce a null identity as follows:
\[
2 \left[ \delta^T(t) M_1 + \delta^T(t) M_2 \right] \nonumber \
\times \left[ -\delta^T(t) + Z_1 \delta(t) - Z_2 \delta^T(t - \tau(t)) \right] = 0,
\]
where \(M_1\) and \(M_2\) are regarded as two slack matrices, one has
\[
2 \xi_1^T(\tau) [e_1 M_1 + e_10 M_2] [-e_10 + Z_1 e_1 - Z_2 e_3] \xi_1(t) \nonumber \
= 2 \xi_1^T(\tau) \tilde{\Theta} \tilde{\Theta}^T [e_1 M_1 + e_10 M_2] [-e_10 + Z_1 e_1 - Z_2 e_3] \nonumber \
\times \tilde{\Theta} \tilde{\Theta}^T \xi_1(t) \nonumber \
= 2 \xi_1^T(\tau) \tilde{\Theta} \hat{\Theta}^T \xi_1(t),
\]
where the corresponding notations \(\hat{\Theta} = \Theta - \Sigma_1\) \(\Theta_3\) in equations (19)-(23) are defined in Theorem 1, \(M_1\) and \(M_2\) are arbitrary matrices with appropriate dimensions.

Note that \(Z_1, Z_2, P, Q, R, S_t, X_t, Y_t\) and \(Z_j(t = 1, 2; j = 1, 2, 3)\) all belong to balanced matrices, combining (19)-(23) with Lemma 2.3, we can obtain
\[
\dot{V}(\delta_t) \leq \xi_1^T(\tau) \Phi_1 \xi_1(\tau), \tau(t) \in [\tau_1, \gamma],
\]
where \(\Phi_1\) is defined in Theorem 1.

Since \(\sum_{i=1}^{2n} \delta_i(t) = 0\), by Lemma 2.4 and (19)-(23), a effective result is obtained, i.e., for any nonzero vector \(\xi(t)\) which satisfies \((e_i \otimes 1_{2n})^T \hat{\xi}(t) = 0\) for any \(i \in [1, 2, \ldots, 10]\), where \(e_i \in \mathbb{R}^{10}\) is the same notation as that defined in Lemma 2.4 for the case \(m = 10\), the inequality in (13) is a sufficient condition to make \(\bar{V}(\delta_t) \leq \xi_1^T(\tau) \Phi_2 \hat{\xi}(t) < 0\) hold.

For \(\tau(t) \in [\gamma, \tau_2]\), along the trajectories of the dynamics (16), the derivative of \(V(\delta_t)\) in (17) with respect to \(t\) is taken by
\[
\dot{V}(\delta_t) = \sum_{i=1}^{4} \dot{V}_i(\delta_t),
\]
According to the same routine as used in the case \(\tau(t) \in [\tau_1, \gamma]\), we have
\[
\dot{V}_1(\delta_t) \nonumber \
= 2 \xi_2^T(\tau) \tilde{\Theta} \Pi_1 \tilde{\Theta}^T \xi_2(t),
\]
\[
\dot{V}_2(\delta_t) \nonumber \
= \xi_2^T(\tau) \tilde{\Theta} \Pi_2 \tilde{\Theta}^T \xi_2(t),
\]
\[
\dot{V}_3(\delta_t) \nonumber \
\leq \xi_2^T(\tau) \tilde{\Theta} \Pi_3 \tilde{\Theta}^T \xi_2(t),
\]
\[
\dot{V}_4(\delta_t) \nonumber \
\leq \xi_2^T(\tau) \tilde{\Theta} \Pi_4 \tilde{\Theta}^T \xi_2(t)
\]
\[
+ (\tau_2 - \gamma)^2 Z_3 e_{10}^T
\]
\[
- \left[ e_1 - e_2, e_1 + e_2 - 2e_6 \right] \tilde{Z}_1 \left[ \frac{e_1^T - e_2^T}{e_1^T + e_2^T - 2e_6^T} \right] \nonumber \
- \left[ e_2 - e_3, e_2 + e_3 - 2e_7, e_3 - e_4, e_3 + e_4 + 2e_8 \right] \nonumber \
\times \left[ \beta_2 \tilde{Z}_3 \right. 0 \left. \frac{1}{1-\beta_2} \tilde{Z}_3 \right]
\]
\[
= \xi_2^T(\tau) \tilde{\Theta} \hat{\Theta}^T \xi_2(t),
\]
\[
\beta_2 = \frac{\tau(t) - \gamma}{\tau_2 - \gamma}, \forall \beta_2 \in [0, 1].
\]

Similar to (23), one has:
\[
2 \xi_2^T(\tau) \tilde{\Theta} \Pi_4 \tilde{\Theta}^T \xi_2(t) = 0,
\]
where the related notations \(\Pi_1 - \Pi_4\) for (26)-(30) are defined in Theorem 1, \(M_3\) and \(M_4\) are arbitrary matrices with appropriate dimensions.

Through (26)-(30), the following inequality is obtained
\[
V(\delta_t) \leq \xi_2^T(\tau) \Phi_2 \hat{\xi}(t), \tau(t) \in [\gamma, \tau_2].
\]
where \(\Phi_2\) is defined in Theorem 1.

Similarly, by Lemma 2.4 and (26)-(30), we obtain that for any nonzero vector \(\xi(t)\) which satisfies the equality \((e_i \otimes 1_{2n})^T \hat{\xi}(t) = 0\) for any \(i \in [1, 2, \ldots, 10]\) and a sufficient condition to guarantee \(\bar{V}(\delta_t) \leq \xi_2^T(\tau) \Phi_2 \hat{\xi}(t) < 0\) is that the inequality in (14).
Thus, it is clear that, if (13) and (14) hold, then \( \dot{V}(\delta_t) < 0 \) holds for \( \tau(t) \in [\tau_1, \tau_2] \). This completes the proof.

IV. SIMULATION RESULTS

To demonstrate the validity of the theoretical results obtained in the previous sections, we give numerical simulations in this section.

**Example 1:** We study the consensus of a second-order multi-agent system consists of 4 agents, whose topology is shown in Fig. 1. It is a weakly connected and balanced digraph with 0–1 adjacency elements. According to Theorem 1, \( \tau_1 = 0.1, \tau_2 = 1.288, \nu = 0.1 \). The parameter \( \kappa \) of protocol (6) is taken as \( \kappa = 1 \). The scalar \( \gamma = 0.4559 \), which is the optimal division point of the time-varying delays interval \( [\tau_1, \tau_2] \). Take account into two cases \( \tau(t) \in [\tau_1, \gamma] \) and \( \tau(t) \in [\gamma, \tau_2] \), feasible solutions are found by employing the LMI toolbox of MATLAB, respectively. We suppose that \( \tau(t) = t - 0.4\sin(t) \) and the initial values of position states and speed states are \([-2, -1.5, 0.8, 1.5], [-1, -0.8, 1, 1.8]\), separately. Fig. 3 and Fig. 4 denote the position trajectories and velocity trajectories of system (4) using protocol (6) under the topology of Fig. 1, respectively.

**Example 2:** Consider the consensus of a second-order multi-agent system, whose topology is shown in Fig. 2. Obviously, it is weakly connected and balanced. According to Theorem 1, we assume \( \tau_1, \tau_2, \nu, \kappa \) and \( \gamma \) are given the same values as those in Example 1 and \( \tau(t) = t - 0.4\sin(t) \). The initial values of position states and speed states are \([-3, -0.5, 1.8, 2.5], [-2, -1.8, 0.1, 0.8]\), separately. Fig. 5 and Fig. 6 denote the position trajectories and velocity trajectories of system (4) using protocol (6) under the topology of Fig. 2, respectively. Clearly, the disagreement of agents is monotonically decreasing and tends to 0 eventually, i.e. the positions converge to a common value while \( t \to \infty \), which is reflected in both Fig. 3 and Fig. 5. Moreover, from Fig. 4 and Fig. 6 one can observe that the velocities converge to 0 while \( t \to \infty \).
In summary, the consensus conditions (5) hold, that is to say all agents can asymptotically reach consensus.

V. CONCLUSION

In this paper, a second-order consensus problem of multi-agent systems with time-varying delays is studied, which has broad prospects in practical applications such as UAV formation control, intelligent robots, cooperative control of unmanned vehicles, and attitude control of artificial satellites. In our approach, the delay interval is divided into two variable segments instead of n equal segments, which can reduce the computational complexity. By appropriately constructing a LKF, Wirtinger-based inequality is combined with the reciprocally convex combination lemmas to deal with the derivative of the LKF, the derived results guarantee the group consensus under a directed fixed topology and effectively tolerate relatively large bounded communication delay. Nevertheless, the results proposed in this paper are still somewhat conservative, which may be improved by the improved Wirtinger-based inequality and it will appear in our future work. Motivated by the work in [31] and [32], the two directions for future research would be to investigate the group consensus of leader-following systems with time delays via pinning control and the finite-time consensus problem of multi-agent systems with time-varying delays, respectively.
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