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Abstract

This paper develops a distributed primal-dual algorithm via event-triggered mechanism to solve a class of convex optimization problems subject to local set constraints, coupled equality and inequality constraints. Different from some existing distributed algorithms with the diminishing step-sizes, our algorithm uses the constant step-sizes, and is shown to achieve an exact convergence to an optimal solution with an $O(1/k)$ convergence rate for general convex objective functions, where $k > 0$ is the iteration number. Moreover, by applying event-triggered communication mechanism, the proposed algorithm can effectively reduce the communication cost without sacrificing the convergence rate. Finally, a numerical example is presented to verify the effectiveness of the proposed algorithm.
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I. INTRODUCTION

Distributed optimization has attracted considerable attention due to its wide applications in machine learning, multi-robot localization and sensor networks and [1–4]. Many works (e.g., [5–10]) considered the optimal consensus problem, in which the global objective function is a sum of local objective ones with a common variable. In contrast to the optimal consensus problem, we consider another distributed optimization problem with coupled constraints, in which each agent has its own objective function and local decision variable while all the agents' local decision variables are coupled with the global equality or inequality constraint. This optimization problem arises in some practical applications (e.g. economic dispatch and flow control in smart grids [11–15]).
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To deal with the coupled constraints, many distributed algorithms have been proposed in [11]–[22]. Note that affine coupled equality or inequality constraints were considered in [11]–[16], and it is more challenging that the coupled inequality constraint has a nonaffine structure. In [17], a consensus-based primal-dual perturbation algorithm was proposed to solve the optimization problem with coupled nonlinear inequality constraints. The relaxation and duality-based distributed algorithm of [18], and dual decomposition distributed algorithms of [19], [20] were developed to deal with the coupled nonlinear inequality constraints. Note that [20] only converges to a suboptimal solution, and [17]–[19] use the diminishing step-sizes with only asymptotic convergence. The local set constraints, coupled affine equality and nonlinear inequality constraints are both considered in [21] and [22], and two distributed optimization algorithms were developed. [21] only proved asymptotic convergence and the analysis of the convergence rate was not given, and [22] was shown to achieve an \( O\left(\frac{\ln k}{\sqrt{k}}\right) \) convergence rate with the step-size \( \frac{1}{\sqrt{k}+1} \).

Note that most distributed algorithms mentioned above use the periodic communication mechanism, i.e., each agent needs to communicate with its neighbors at each sampling time or iteration instant. If the sampling time or iteration step-size is small, the algorithms via periodic communication lead to high communication cost. In contrast with periodic communication one, event-triggered mechanism is a more communication-effective approach, in which each agent only communicates with the neighbors at the event-triggering times determined by some triggering rules. Based on this attractive property, [23]–[25] proposed some event-triggered distributed optimization algorithms. Event though the communication cost can be reduced in [23]–[25], the convergence rates are compromised since a diminishing step-size is used. To accelerate the convergence rate, the authors of [26] and [27] proposed two event-based distributed optimization algorithms with constant step-sizes, in which [26] only guarantees the convergence to a suboptimal solution, and [27] achieves an exact convergence but cannot be applied directly to the coupled nonlinear constrained problem.

Inspired by the above discussions, the objective of this paper is to design a distributed event-triggered algorithm with constant step-sizes to solve a class of convex optimization problems with local set constraints, coupled affine equality and nonlinear inequality constraints. Compared with the related results, the main contributions of this paper are three-fold:

c1) Based on the primal-dual method and event-triggered mechanism, we develop a novel distributed algorithm with constant step-sizes to solve the optimization problem with local set constraints, coupled equality and inequality constraints, and provide the explicit selection criteria of constant step-sizes.

c2) The proposed algorithm is shown to achieve an exact convergence to an optimal solution with an \( O\left(\frac{1}{k}\right) \) convergence rate for general convex objective functions. The convergence results of our algorithm outperform those of [17]–[22]. In particular, a suboptimal solution is obtained in [20], and only asymptotic convergence is achieved in [17]–[19] and [21], while the convergence rate of \( O\left(\frac{\ln k}{\sqrt{k}}\right) \) in [22] is slower than \( O\left(\frac{1}{k}\right) \) of our proposed algorithm.

c3) Compared with the distributed algorithms in [17]–[22] with periodic communication, the proposed algorithm via event-triggered mechanism can effectively reduce the communication cost. Moreover, in contrast to some event-triggered algorithms via the diminishing step-sizes in [23]–[25] where the convergence rates are compromised, the proposed event-triggered algorithm via the constant step-sizes does not sacrifice the
convergence rate.

The rest of this paper is organized as follows. Section II provides some preliminaries and formulates the problem. Section III presents a distributed event-triggered optimization algorithm and its convergence analysis. Section IV gives a simulation example and Section V draws some conclusions.

II. Preliminaries and formulation

Notation: Let $\mathbb{R}_{\geq 0}$, $\mathbb{R}_{\leq 0}$ and $\mathbb{R}$ be the sets of nonnegative, nonpositive and real numbers. $\mathbb{N}$ denotes the set of natural numbers. Let $I_n$ be an $n \times n$ identity matrix and $1_n$ be a $n$-dimensional vector with all entries being 1. $\| \cdot \|$ denotes the Euclidean norm of a vector or a matrix. Let $\text{col}(x_i)_{i=1}^n$ be a column stack of a vector or a matrix $x_i$ over $i$ from 1 to $n$, $\otimes$ represents the Kronecker product and $\lambda_{\text{max}}(A)$ denotes the largest eigenvalues of matrix $A$. $\ker(M)$ and $\text{Im}(M)$ denote the kernel space and image space of matrix $M$, respectively.

A. Graph Theory

A weighted undirected graph is described by $G = (\mathcal{V}, \mathcal{E}, A)$, where $\mathcal{V} = \{1, 2, \ldots, N\}$ is the node set, and $\mathcal{E} \subset \mathcal{V} \times \mathcal{V}$ is the edge set, $A = [a_{ij}] \in \mathbb{R}^{N \times N}$ is an adjacency matrix with $a_{ij} > 0$ if $(j, i) \in \mathcal{E}$, and $a_{ij} = 0$ otherwise. $\mathcal{N}_i = \{ j \mid (j, i) \in \mathcal{E} \}$ denotes the neighbors of node $i \in \mathcal{V}$. $L = D - A \in \mathbb{R}^{N \times N}$ is the Laplacian matrix of $G$, where $D = \text{diag}\{d_1, d_2, \ldots, d_N\}$ and $d_i = \sum_{j=1}^N a_{ij}$. For an undirected graph $G$, $L$ is a symmetric and positive semi-definite matrix, and its eigenvalues are ordered as $0 \leq \lambda_2(L) \leq \ldots \leq \lambda_N(L)$.

B. Convex property

A differentiable function $f : \mathbb{R}^m \to \mathbb{R}$ is convex if $f(x_1) - f(x_2) \geq \nabla f^T(x_2)(x_1 - x_2)$ for $\forall x_1, x_2 \in \mathbb{R}^m$, where $\nabla f$ is the gradient of $f$. The gradient function $\nabla f$ is $\theta$-Lipschitz continuous with a positive constant $\theta$ if $\|\nabla f(x_1) - \nabla f(x_2)\| \leq \theta\|x_1 - x_2\|$ for $\forall x_1, x_2 \in \mathbb{R}^m$. A set $\Omega$ is convex if for any $0 < \mu < 1$, $x, y \in \Omega$, $\mu x + (1 - \mu)y \in \Omega$. Given a closed and convex set $\Omega$, the projection of $x$ on $\Omega$ is denoted as $\mathcal{P}_\Omega(x) = \arg\min_{y \in \Omega}\|x - y\|$, which satisfies the property $(x - \mathcal{P}_\Omega(x))^T(y - \mathcal{P}_\Omega(x)) \leq 0, \forall x \in \mathbb{R}, y \in \Omega$. The norm cone of the set $\Omega$ at $x \in \Omega$ is defined as

$$\mathcal{N}_\Omega(x) = \{w \in \mathbb{R}^n \mid w^T(u - x) \leq 0, \forall u \in \Omega\},$$

(1)

From Lemma 2.38 in [23], it follows that $\mathcal{P}_\Omega(x + w) = x$ for any $w \in \mathcal{N}_\Omega(x)$.

C. Problem formulation

Consider a multi-agent network of $N$ agents over a graph $G$, in which each agent $i \in \mathcal{V}$ privately has a local objective function $f_i(x_i) : \mathbb{R}^n \to \mathbb{R}$ and local decision variable $x_i \in \mathbb{R}^n_i$. The objective is to cooperatively solve the following nonsmooth optimization problem

$$\min_{x \in \Omega} f(x) = \sum_{i=1}^N f_i(x_i),$$

(2a)

s.t. $g(x) = \sum_{i=1}^N g_i(x_i) \leq 0, h(x) = \sum_{i=1}^N h_i(x_i) = 0,$

(2b)
where \(x = \text{col}(x_1, \ldots, x_N) \in \mathbb{R}^n, \quad n = \sum_{i=1}^N n_i\) is a collection of all the decision variables, \(f(x) : \mathbb{R}^n \to \mathbb{R}\) is the global objective function, \(\Omega = \Omega_1 \times \ldots \times \Omega_N\) is the Cartesian product of local constraint \(\Omega_i, \ i \in \mathcal{V}\), \(g(x) = \sum_{i=1}^N g_i(x_i) \leq 0\) and \(h(x) = \sum_{i=1}^N h_i(x_i) = 0\) are the coupled inequality and equality constraints, where \(g_i(x_i) : \mathbb{R}^{n_i} \to \mathbb{R}^p\) and \(h_i(x_i) : \mathbb{R}^{n_i} \to \mathbb{R}^q\) are the local constraint functions only accessible for each agent \(i \in \mathcal{V}\).

To proceed, some basic assumptions are given.

**Assumption 1.** The graph \(\mathcal{G}\) is undirected and connected.

**Assumption 2.**
1. The local functions \(f_i, g_i\) and \(h_i\) are all convex and differentiable on \(\Omega_i\), and \(\Omega_i\) is closed and convex for \(\forall i \in \mathcal{V}\).
2. \(\nabla f_i(x_i), \nabla g_i(x_i)\) and \(g_i(x_i)\) are Lipschitz continuous on \(\Omega_i\), and \(h_i(x_i)\) is an affine function, i.e., \(h_i(x_i) = B_i x_i + b_i \in \mathbb{R}^{q \times n_i}, b_i \in \mathbb{R}^{n_i}\).
3. The Slater’s condition is satisfied, i.e., there exists a point \(\hat{x} \in \text{relint}(\Omega)\) such that \(g(\hat{x}) \leq 0\) and \(h(\hat{x}) = 0\), where \(\text{relint}(\Omega)\) is the relative interior of \(\Omega\).

**Remark 1.** The optimization problem (2) is formulated in a general form, which includes many existing ones in [11]–[20] as a special one. In particular, if the coupled affine equality constraint is specified as \((L \otimes I)x = 0\), the optimization problem (2) can be transformed into the optimal consensus problem. In addition, we require the local objective function \(f_i\) to be just convex rather than strongly convex in [12]–[15], and relax the compactness requirement of \(\Omega_i\) in [17]–[19].

For notational simplicity, we define

\[
\psi_i(x_i) = \begin{bmatrix} g_i(x_i) \\ h_i(x_i) \end{bmatrix} \in \mathbb{R}^m, \quad \mathcal{Y} = \mathbb{R}^p_0 \times \mathbb{R}^q, \quad \Theta = \mathbb{R}^p \times \mathbb{R}^q
\]

with \(m = p + q\). Then, the coupled equality and inequality constraints of (2) can be written as

\[
\psi(x) = \sum_{i=1}^N \psi_i(x_i) \in \mathcal{Y}.
\]

For problem (2), the Lagrangian function is obtained as \(L(x, \lambda) = f(x) + \lambda^T \psi(x) = \sum_{i=1}^N f_i(x_i) + \sum_{i=1}^N \lambda^T \psi_i(x_i)\), where \(\lambda \in \Theta\) is the dual variable or Lagrange multiplier with respect to the coupled constraint (3). Note from Assumption 2 that the strong duality condition can be satisfied. Then, based on the Karush-Kuhn-Tucker (KKT) conditions, we can obtain the following lemma.

**Lemma 1.** Suppose that Assumptions 1-2 hold. \(x^* = \text{col}(x^*_i)_{i=1}^N \in \mathbb{R}^n\) is an optimal solution to problem (2) if and only if there exists \(\lambda_0^* \in \mathbb{R}^m\) such that

\[
0 \in \nabla f(x^*) + \nabla \psi^T(x^*) \lambda_0^* + \mathcal{N}(x^*),
\]

\[
\lambda_0^* \in \Theta, \psi(x^*) \in \mathcal{Y}, (\lambda_0^*)^T \psi(x^*) = 0.
\]

where \(\nabla f(x^*)\) is the gradient of \(f(x)\) at \(x^*\), and \(\nabla \psi(x^*) = [\nabla \psi_1(x^*_1), \ldots, \nabla \psi_N(x^*_N)] \in \mathbb{R}^{m \times n}\) is the Jacobian matrix of vector function \(\psi(x)\) at \(x^*\).
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III. MAIN RESULTS

In this section, we first develop a novel distributed event-triggered algorithm with constant step-sizes to solve the optimization problem \[ \mathbf{2} \]. Subsequently, the convergence analysis of the proposed algorithm is provided.

A. Distributed algorithm design

We develop the following event-triggered primal-dual distributed algorithm. Each agent \( i \in \mathcal{V} \) owns three state variables \( (x_{i,k}, \lambda_{i,k}, s_{i,k}) \in \mathbb{R}^{n_i} \times \mathbb{R}^m \times \mathbb{R}^m \) at the iteration \( k \), and their update rules are given as

\[
\begin{align*}
    x_{i,k+1} &= x_{i,k} - 2\alpha w_i(x_{i,k}, \lambda_{i,k}) + \alpha w_i(x_{i,k-1}, \lambda_{i,k-1}) , \\
    \lambda_{i,k+1} &= \lambda_{i,k} - 2\alpha \psi_i(x_{i,k}) - \alpha \psi_i(x_{i,k-1}) - \alpha s_{i,k} - \alpha \beta \sum_{j \in \mathcal{N}_i} a_{ij}(\tilde{\lambda}_{i,k} - \tilde{\lambda}_{j,k}) , \\
    s_{i,k+1} &= s_{i,k} + \beta \sum_{j \in \mathcal{N}_i} a_{ij}(\tilde{\lambda}_{i,k+1} - \tilde{\lambda}_{j,k+1}) ,
\end{align*}
\]

where \( w_i(x_{i,k}, \lambda_{i,k}) = \nabla f_i(x_{i,k}) + \nabla \psi_i^T(x_{i,k})\lambda_{i,k} \), \( \alpha \) and \( \beta \) are both constant step-sizes that will be specified later. The update of \( \mathbf{5} \) is developed by using the primal-dual method, in which \( x_{i,k} \) is a primal variable, \( \lambda_{i,k} \) is a dual variable and \( s_{i,k} \) is an auxiliary variable. In addition, \( \tilde{\lambda}_{i,k} \) denotes the information that agent \( i \) broadcasts to its neighbors at the latest triggering time instant of the iteration \( k \), which is defined as

\[
\tilde{\lambda}_{i,k} = \begin{cases} 
\lambda_{i,k}, & k \in \mathcal{K}_i \\
\tilde{\lambda}_{i,k-1}, & \text{otherwise},
\end{cases}
\]

where \( \mathcal{K}_i = \{k_1^i, k_2^i, k_3^i, \ldots, k_l^i\} \in \mathbb{N} \) is the set of the triggering times of agent \( i \), and it is determined by the following triggering rule

\[
k_{i}^{l+1} = \min\{k \in \mathbb{N}|k > k_l^i, ||\lambda_{i,k} - \tilde{\lambda}_{i,k-1}|| > \varepsilon_{i,k}\}, \tag{6}
\]

where \( \varepsilon_{i,k} \geq 0 \) is the event-triggering threshold that will be given later. We set that the events of all the agents are automatically triggered at \( k = 0 \), and then the set \( \mathcal{K}_i \) can be well defined.

Some remarks of algorithm \( \mathbf{5} \) are given as follows.

\begin{itemize}
    \item[i)] The update of the primal variable \( x_{i,k} \) is the “gradient+momentum” type by using the optimistic gradient method in \[32\], which includes the negative gradient term \( -w_i(x_{i,k}, \lambda_{i,k}) \) of the function \( f_i(x_i) + \lambda_i^T \psi_i(x_i) \) and the negative momentum term \( -(w_i(x_{i,k}, \lambda_{i,k}) - w_i(x_{i,k-1}, \lambda_{i,k-1})) \).
    \item[ii)] The update of the dual variable \( \lambda_{i,k} \) consists of the “gradient+momentum” component \( 2\alpha \psi_i(x_{i,k}) - \alpha \psi_i(x_{i,k-1}) \) and event-triggered communication, which aims to guarantee the satisfaction of the coupled constraints \[26\].
    \item[iii)] The update of the auxiliary \( s_{i,k} \) is to achieve consensus of \( \lambda_i \) for \( \forall i \in \mathcal{V} \), which uses the latest event-triggered information \( \sum_{j \in \mathcal{N}_i} a_{ij}(\tilde{\lambda}_{i,k+1} - \tilde{\lambda}_{j,k+1}) \).
\end{itemize}

From the triggering rule \( \mathbf{6} \), we know that if the derivation between the state \( \lambda_{i,k} \) at the current iteration \( k \) and the state \( \tilde{\lambda}_{i,k-1} \) at the latest event-triggering time instant of the iteration time \( k - 1 \) exceeds the threshold value...
\( \varepsilon_{i,k} \), then a new event is triggered, i.e., \( \tilde{\lambda}_{i,k} = \lambda_{i,k} \) and agent \( i \) will broadcast \( \tilde{\lambda}_{i,k} \) to its neighbors. Otherwise, \( \tilde{\lambda}_{i,k} = \tilde{\lambda}_{i,k-1} \) and agent \( i \) does not broadcast any information at the iteration \( k \).

It follows from (5) that each agent \( i \in \mathcal{V} \) only needs the state information \( \tilde{\lambda}_{j,k} \) that is broadcasted from its neighbors \( j \in \mathcal{N}_i \) at the nearest triggering instant of \( k \). It is obvious that the proposed algorithm can be implemented in a distributed manner. The main steps of implementing algorithm (5) are shown in the following Algorithm 1.

**Algorithm 1** Event-triggered distributed optimization algorithm

1: **Initialization:**
   
   \[ x_{i,0} \in \mathbb{R}^{n_i}, \lambda_{i,0} \in \mathbb{R}^m, s_{i,0} = 0 \] for \( \forall i \in \mathcal{V} \),

   Set \( x_{i,-1} = x_{i,0} \) and \( \lambda_{i,-1} = \lambda_{i,0} \). Broadcast \( \lambda_{i,0} \) to its neighbors.

2: **for** each agent \( i \in \mathcal{V} \) **do**

   3:   Perform the updates (5a) and (5b);

   4:   Test the event-triggered rule (6);

   5:   **if** triggered **then**

   6:     Broadcast \( \lambda_{i,k+1} \) to its neighbors;

   7:   **end if**

   8:   Update the local update (5c);

9: **end for**

10: Set \( k = k + 1 \).

Let \( e_{i,k} = \tilde{\lambda}_{i,k} - \lambda_{i,k} \) be the error between the state \( \lambda_{i,k} \) at the current iteration \( k \) and the latest event-triggering time instant. For the case of \( k \notin \mathcal{K}_i \), it follows that \( \tilde{\lambda}_{i,k} = \tilde{\lambda}_{i,k-1} \). According to the event-triggering rule (6), we obtain that if \( \| e_{i,k} \| > \varepsilon_{i,k} \), it implies that \( k \in \mathcal{K}_i \) and it occurs a contradiction. Then, we have that \( \| e_{i,k} \| \leq \varepsilon_{i,k} \). On the other hand, if \( k \in \mathcal{K}_i \), it implies that \( e_{i,k} = 0 \). It then follows that \( \| e_{i,k} \| \leq \varepsilon_{i,k} \) holds for all \( k \geq 0 \). For the triggering threshold \( \varepsilon_{i,k} \), we make the following assumption.

**Assumption 3.** Denote \( E_k = \max_{i \in \mathcal{V}}(\varepsilon_{i,k}) \) for \( \forall k \in \mathbb{N} \). \( E_k \) is nonincreasing and summable, i.e., \( \sum_{k=0}^{\infty} E_k < \infty \).

Let \( x_k = \text{col}(x_{i,k})_{i=1}^{N}, \lambda_k = \text{col}(\lambda_{i,k})_{i=1}^{N}, s_k = \text{col}(s_{i,k})_{i=1}^{N}, \nabla f(x_k) = \text{col}(\nabla f_i(x_{i,k}))_{i=1}^{N}, \nabla \tilde{\psi}(x_k) = \text{diag}(\nabla \tilde{\psi}_i(x_{i,k}))_{i=1}^{N}, \tilde{\psi}(x_k) = \text{col}(\tilde{\psi}_i(x_{i,k}))_{i=1}^{N}, e_k = \text{col}(e_{i,k})_{i=1}^{N}, P_{\Omega}(\cdot) = \text{col}(P_{\Omega_i}(\cdot))_{i=1}^{N} \). According to the definition of errors \( e_{i,k} \), one has that \( \tilde{\lambda}_k = \text{col}(\tilde{\lambda}_{i,k})_{i=1}^{N} = \lambda_k + e_k \). Then, algorithm (5) can be written in a compact form

\[
\begin{align*}
    x_{k+1} &= P_{\Theta}(x_k - 2\alpha(\nabla f(x_k) + \nabla \tilde{\psi}^T(x_k)\lambda_k) \\
    &\quad + \alpha(\nabla f(x_{k-1}) + \nabla \tilde{\psi}^T(x_{k-1})\lambda_{k-1})) \\
    \lambda_{k+1} &= P_{\Theta}(\lambda_k + 2\alpha \tilde{\psi}(x_k) - \alpha \tilde{\psi}(x_{k-1}) \\
    &\quad - \alpha s_k - \alpha \beta(L \otimes I_m)(\lambda_k + e_k)) \\
    s_{k+1} &= s_k + \beta(L \otimes I_m)(\lambda_{k+1} + e_{k+1}).
\end{align*}
\]

where \( L \in \mathbb{R}^{N \times N} \) is the Laplacian matrix of graph \( \mathcal{G} \), and \( P_{\Theta} = I_N \otimes P_{\Theta} \).
The following proposition reveals the relationship between the fixed point of algorithm (7) and the optimal solution of problem (2).

**Proposition 1.** Suppose that Assumptions 1-2 hold. $x^*$ is an optimal solution of problem (2) if and only if $(x^*, \lambda^*, s^*)$ is a fixed point of (7).

**Proof. Sufficiency:** Let $(x^*, \lambda^*, s^*)$ be a fixed point of algorithm (7), and one has that

$$ P_\Omega(x^* - \alpha(\nabla f(x^*) + \nabla \tilde{\psi}^T(x^*)\lambda^*)) = x^*, \quad (8a) $$

$$ P_\Theta(\lambda^* + \alpha \tilde{\psi}(x^*) - \alpha s^*) = \lambda^*, \quad (8b) $$

$$ (L \otimes I_m)\lambda^* = 0. \quad (8c) $$

Under Assumption 1, we note from (8c) that $\lambda^* = 1_N \otimes \lambda_0^*$ for some vector $\lambda_0^* \in \mathbb{R}^m$. According to (8a), we have that $-\alpha(\nabla f(x^*) + \nabla \tilde{\psi}^T(x^*)\lambda^*) \in N_\Omega(x^*)$. Based on $\lambda^* = 1_N \otimes \lambda_0^*$, one can derive that $0 \in \nabla f(x^*) + \nabla \tilde{\psi}^T(x^*)\lambda_0^* + N_\Omega(x^*)$, which implies that (8a) holds. Under the initial value $s_{t,0} = 0$, from the last equation of (7), we have that $s_{t+1} = \beta L \sum_{k=1}^{t+1} \hat{\lambda}_k$ for any $t \geq 0$. This implies that $s^* \in \text{im}(L)$, and then there exists $y^* \in \mathbb{R}^{Nm}$ such that $s^* = (L \otimes I_m)y^*$. In addition, from (8b), we obtain that

$$ \lambda^* \in \Theta, (\lambda^*)^T(\tilde{\psi}(x^*) - s^*) = 0, \tilde{\psi}(x^*) - s^* \in \Upsilon, \quad (9) $$

where $\Theta = 1_N \otimes \Theta$ and $\Upsilon = 1_N \otimes \Upsilon$. Substituting $\lambda^* = 1_N \otimes \lambda_0^*$ and $s^* = (L \otimes I_m)y^*$ into (9), we obtain that $\lambda_0^* \in \Theta$ and $(\lambda_0^*)^T \tilde{\psi}(x^*) = 0$. Moreover, by left multiplying $1_N^T \otimes I_m$ with the last equation of (9), one can derive that $(1_N^T \otimes I_m)\tilde{\psi}(x^*) = \sum_{i=1}^N \psi_i(x_i^*) = \psi(x^*) \in \Upsilon$. This implies that (41b) holds. According to Lemma 1, we have that $x^*$ is an optimal solution of problem (2).

**Necessity:** If $x^*$ is an optimal solution of problem (2), from Lemma 1, one has that there exists $\lambda_0^*$ such that (41) holds. By setting $\lambda^* = 1_N \otimes \lambda_0^*$, we know that $(x^*, \lambda^*)$ satisfies (8a) and (8c). The rest is to prove the existence of $s^*$ satisfying (8b). According to (41), we have that $\lambda^* \in \Theta$ and $\tilde{\psi}(x^*) = (1_N^T \otimes I_m)\tilde{\psi}(x^*) \in \Upsilon$. From $\text{Ker}(1_N^T) = \text{im}(L)$, there exists a constant $s^* \in \text{im}(L)$ such that $\tilde{\psi}(x^*) - s^* \in \Upsilon$. Moreover, we obtain that $(\lambda^*)^T(\tilde{\psi}(x^*) - s^*) = 0$ since $\psi(x^*) = 0$ and $1_N^T L = 0$. Based on (9), we know that (8b) holds. As a result, we conclude that $(x^*, \lambda^*, s^*)$ is a fixed point of (7).

**B. Convergence analysis**

We provide the convergence analysis of (7). For convenience, we define the variables $\xi_k = [x_k^T, \lambda_k^T]^T \in \mathbb{R}^r$, $r = n + Nm$, $z_k = [0_n^T, s_k^T]^T$, $\hat{e}_k = [0_n^T, (e_k)^T]^T$. Then, algorithm (7) can be written as

$$ \xi_{k+1} = P_{\Lambda}(\xi_k - 2\alpha \Phi(\xi_k) + \alpha \Phi(\xi_{k-1}) \quad (10a) $$

$$ - \alpha z_{i,k} - \alpha \beta L_s(\xi_k + \hat{e}_k) \quad (10b) $$

$$ z_{k+1} = z_k + \beta L_s(\xi_{k+1} + \hat{e}_{k+1}), \quad (10b) $$
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where $\Lambda = \Omega \times \Theta$, $L_s = \text{diag}(0_m, L \otimes I_m)$ and $\Phi(\xi_k)$ is

$$
\Phi(\xi_k) = \begin{bmatrix}
\nabla f(x_k) + \nabla \tilde{\psi}^T(x_k)\lambda_k \\
-\tilde{\psi}(x_k)
\end{bmatrix}.
$$

(11)

Under Assumption 2.2, one has that $\Phi(\xi_k)$ satisfies the Lipschitz continuity, i.e., $\|\Phi(\xi_{k+1}) - \Phi(\xi_k)\| \leq \kappa_c \|\xi_{k+1} - \xi_k\|$, where $\kappa_c > 0$ is a Lipschitz constant.

The convergence result of algorithm (5) is shown in the following theorem and its proof can be seen in Appendix A.

**Theorem 1.** Suppose that Assumptions 1-3 hold and the constant step-sizes $\alpha, \beta$ satisfy that $\alpha < \frac{1}{3\kappa_c}$ and $\beta \leq \frac{1-3\alpha\kappa_c}{\alpha\lambda_{\text{max}}(L)}$. The distributed algorithm (5) under the event-triggering update rule (6) guarantees that $x_k$ converges to an optimal solution of problem (2), i.e., $\lim_{k \to \infty} x_k = x^*$, and the variables $(\lambda_k, s_k)$ converge to a point $(\lambda^*, s^*)$, i.e., $\lim_{k \to \infty} \lambda_k = \lambda^*$ and $\lim_{k \to \infty} s_k = s^*$.

**Remark 2.** In contrast to the distributed optimization algorithm given in [27] that includes two gradient pairs and requires twice communications in each iteration, the proposed algorithm (5) only involves one gradient pair and only need once communication in each iteration. In addition, we also introduce the event-triggered mechanism and therefore our algorithm can significantly reduce communication overhead than that of [27].

**Remark 3.** The authors of [29] recently developed a distributed algorithm to handle coupled linear equality and nonlinear inequality constraints like (2), which also achieves an $O(1/k)$ convergence rate. In contrast to the results of [29], the advantages and differences of the proposed algorithm (5) are two-fold. (i) The proposed algorithm (5) is based on the event-triggered mechanism, which reduces the communication cost and does not sacrifice the convergence rate, while the algorithm of [29] is based on periodic communication and may lead to high communication cost. (ii) A minimization optimization problem must be solved when implementing the algorithm of [29]. Conversely, our algorithm (5) is easier to implement without solving the sub-optimization problem.

Define the following function

$$
F(\xi) = F(x, \lambda) = \sum_{i=1}^N f_i(x_i) + \sum_{i=1}^N \lambda_i^T \psi_i(x_i),
$$

(12)

where $\xi = [x^T, \lambda^T]^T$, $x = \text{col}(x_i)_{i=1}^N$ and $\lambda = \text{col}(\lambda_i)_{i=1}^N$.

We give the convergence rate of algorithm (5) in the following theorem and its proof can be seen in Appendix B.

**Theorem 2.** Under the conditions of Theorem 1, the sequence $\{\xi_k\}$ generated by distributed algorithm (10) satisfies that

$$
|F(\hat{\xi}_t) - F(\xi^*))| \leq \frac{1}{2t}(\|\xi_0 - \xi^*\|^2 + \rho^2 + 2\Sigma_t),
$$

(13)

where $\hat{\xi}_t = \frac{1}{t} \sum_{k=0}^{t-1} \xi_{k+1}$, $\xi^* = [(x^*)^T, (\lambda^*)^T]^T$, $\rho > \|s^*\|$, $\Sigma_t = (\frac{3\beta\sqrt{\gamma_1}}{\gamma_1} \sum_{k=0}^{t-1} E_k + \sqrt{\frac{2}{\gamma_1}}(\|\xi_0 - \xi^*\| \rho + \|s_0 - s^*\| W) + \rho s) \sum_{k=0}^{t-1} \gamma_2 \sqrt{N} E_k$, $\gamma_1 = \min(2\kappa_c, \lambda_{\text{min}}(W))$, $\gamma_2 = \max(2\beta\lambda_{\text{max}}(L), 1)$ and $\rho s = \sup_{s \leq \rho} \|s - s^*\|$. 
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**Remark 4.** Based on Lemma 1 and Proposition 1, we obtain that \( F(\xi^*) = F(x^*, \lambda^*) = f(x^*) \) since \( \sum_{i=1}^{N} (\lambda_i^*)^T \psi(x_i^*) = 0 \). Under Assumption 3 that \( \sum_{k=0}^{\infty} E_k < \infty \), one has that \( \Sigma_t \) is bounded for any \( t \geq 0 \). It then follows from (13) that \( F(\hat{\xi}_t) \) converges to the optimal value \( f(\xi^*) \) with an \( O(1/t) \) convergence rate, where \( t \) is the iteration number.

**Remark 5.** The advantages of the proposed distributed even-triggered algorithm (5) are two-fold. (i) The proposed algorithm (5) use the constant step-sizes, and its convergence rate outperforms than those algorithms in [18]–[22] that also considered the coupled nonlinear constraints. (ii) The communication cost can be effectively reduced by using event-triggered communication mechanism.

### IV. Numerical Simulation

In this section, we provide a numerical example to demonstrate the effectiveness of the distributed event-triggered algorithm (5). Similar to the example in [21], we consider a network of \( N = 10 \) agents for solving the optimization problem (2), in which local objective function \( f_i(x_i) \) and constraint functions \( g_i(x_i), h_i(x_i) \) are chosen as

\[
\begin{align*}
    f_i(x_i) &= a_i x_i^2 + b_i x_i + c_i \log(1 + e^{d_i x_i}), \\
    g_i(x_i) &= \pi_i x_i^2 + \varsigma_i, \\
    h_i(x_i) &= \gamma_i x_i + \delta_i,
\end{align*}
\]

and local set constraint \( \Omega_i = [-1, 1] \) is selected for any \( i \in \mathcal{V} \). The data in the functions \( f_i, g_i, h_i \) are randomly generated from \( a_i \in [0, 2], b_i \in [-5, 5], c_i \in [0, 2], d_i \in [0, 1], \pi_i \in [0, 2], \varsigma_i \in [-2, 0], \gamma_i \in [-1, 1] \) and \( \delta_i \in [-2, 2] \). Consider a ring graph for describing the network topology of ten agents. Obviously, Assumption 1 can be satisfied.

![Fig. 1. \(|f(x_k) - f(x^*)|\) versus the communication number \( C_s \)](image)

We select the constant step-sizes of (5) as \( \alpha = 0.15 \) and \( \beta = 1.2 \). The event-triggering threshold for each agent is chosen as \( \varepsilon_{i,k} = \frac{10}{e^{0.1 \times (k+1)}}, i \in \mathcal{I}_4 \), which satisfies the summable property in Assumption 3. The initial values of...
all the state variables are set as zero. Fig. 1 shows the convergence results of the objective error \( |f(x_k) - f(x^*)| \) with respect to the communication number \( C_s \) under algorithm (5) via event-triggered communication and periodic communication, and algorithm of [21] via periodic communication. Note that \( C_s = \frac{1}{10} \sum_{i=1}^{10} C_i \) denotes the average communication transmission number of ten agents and \( C_i \) denotes agent \( i \)'s the communication number. From Fig. 1, we observe that the proposed algorithm (5) guarantees the objective error \( |f(x_k) - f(x^*)| \) converges to zero with a fast convergence speed, and the communication numbers can be significantly reduced by using the event-triggered mechanism. In addition, the specific average communication numbers \( C_s \) at the accuracy of \( 10^{-10} \) for three algorithms are calculated as \( n_1 = 440, n_2 = 1120 \) and \( n_3 = 1830 \), respectively. It is shown that the proposed event-triggered algorithm (5) reduces about 75.96\% communication numbers than algorithm in [21] at the convergence accuracy of \( 10^{-10} \).

V. Conclusion

This paper has developed a distributed event-triggered algorithm with the constant step-sizes for solving convex optimization problems with local set constraints, coupled constraints including affine equality constraint and nonlinear inequality constraint. We have shown that the proposed algorithm not only achieves an exact convergence to an optimal solution with an \( O(1/k) \) convergence rate, but also can effectively reduce the communication cost. Future extensions include considering the optimization problems with coupled constraints under the general unbalanced directed graph.

APPENDIX

Before presenting the proofs of Theorems 1-2, we provide some useful Lemmas and propositions.

Lemma 2 ([30]). Let \( u_k \geq 0 \) and \( u_{k+1} \leq u_k + \nu_k \), where \( \nu_k \geq 0 \) and \( \sum_{k=0}^{\infty} \nu_k < \infty \). Then, \( u_k \) is convergent as \( k \to \infty \).

Lemma 3 ([31]). Under Assumption 1, for any given vector \( v \in \text{Im}(L) \), there exists a unique vector \( v' \in \text{Im}(L) \) such that \( v = Lv' \).

Lemma 4 ([32]). Suppose that \( f_i(x_i) \) and \( \psi_i(x_i) \) both are convex. It follows that (i) \( F(\xi) \) defined in (12) is a convex-concave function. (ii) \( \Phi(\xi) \) shown in (11) is a monotone operator, i.e., for any \( \xi_1, \xi_2 \in \mathbb{R}^r \),

\[
(\Phi(\xi_2) - \Phi(\xi_1))^T (\xi_2 - \xi_1) \geq 0.
\]

Lemma 5 ([32]). Define \( \tilde{x}_t = \frac{1}{t} \sum_{k=0}^{t-1} x_{k+1} \) and \( \tilde{\lambda}_t = \frac{1}{t} \sum_{k=0}^{t-1} \lambda_{k+1} \). Under Assumption 2, it follows that

\[
F(\tilde{x}_t, \lambda^*) - F(x^*, \lambda_t) \leq \frac{1}{t} \sum_{k=0}^{t-1} \Phi(\xi_{k+1})(\xi_{k+1} - \xi^*)
\] (14)
Proposition 2. Under the conditions of Theorem 1, for any $\xi$ and $z = [0^T, s^T]^T, s \in \text{Im}(L \otimes I_m)$, we have that

$$(\xi_{k+1} - \xi)^T(\Phi(\xi_{k+1}) + z)$$

$$\leq -\frac{\kappa_c}{2}\|\xi_{k+1} - \xi_k\|^2 - \frac{\kappa_c}{2}(\|\xi_{k+1} - \xi_k\|^2 - \|\xi_k - \xi\|^2)$$

$$- \frac{1}{2}(s_{k+1} - s_k)^2 - \frac{1}{2}(\|s_{k+1} - s\|_W - \|s_k - s\|_W^2)$$

$$- (\xi_{k+1} - \xi)^T(\beta Ls_e(\tilde{e}_k - \tilde{e}_{k+1}) + \tilde{e}_{k+1}^T(z_{k+1} - z))$$

$$+ \xi^T(z_{k+1} - z) - \frac{1}{\alpha}(\xi_{k+1} - \xi)^TY_{k+1} + \vartheta_{k+1}$$

where $P = \frac{1}{\xi}I_{Nm} - \beta Ls$ is positive definite if $\alpha < \frac{1}{\kappa_{ic}}$ and $\beta \leq \frac{1}{\alpha} - \frac{\kappa_{max}(L)}{\alpha_{max}(L)}$. $W = \frac{1}{\alpha}(L + \frac{1}{\xi}Y_N^T)^{-1} \otimes I_m$ is positive definite, and $\vartheta_{k+1} = (\xi_{k+1} - \xi)^T(\Phi(\xi_{k+1}) - \Phi(\xi_k)) - (\xi_k - \xi)^T(\Phi(\xi_k) - \Phi(\xi_{k-1})).$

**Proof.** Set $Y_{k+1} = \Gamma_k - P_\Lambda(\Gamma_k)$, where $\Gamma_k = \xi_k - 2\alpha\Phi(\xi_k) + \alpha\Phi(\xi_{k-1}) - \alpha z_{i,k} - \alpha\beta Ls_e(\xi_k + \tilde{e}_k)$. From (10), one has that

$$\xi_{k+1} = \xi_k - 2\alpha\Phi(\xi_k) + \alpha\Phi(\xi_{k-1}) - \alpha z_k$$

$$- \alpha\beta Ls_e(\xi_k + \tilde{e}_k) - Y_{k+1}$$

$$= \xi_k - \alpha\Phi(\xi_{k+1}) + \chi_{k+1} - \alpha z_k$$

$$- \alpha\beta Ls_e(\xi_k + \tilde{e}_k) - Y_{k+1},$$

where $\chi_{k+1} = \alpha\{(\Phi(\xi_{k+1}) - \Phi(\xi_k)) - (\Phi(\xi_k) - \Phi(\xi_{k-1}))\}.$

Substituting (10) into (16), with a simple merging operation, we obtain that

$$\Phi(\xi_{k+1}) + z_{k+1} + P(\xi_{k+1} - \xi_k) + \beta Ls_e(\tilde{e}_k - \tilde{e}_{k+1}) + \frac{1}{\alpha}Y_{k+1} - \frac{1}{\alpha}\chi_{k+1} = 0.$$ 

It then follows that

$$(\xi_{k+1} - \xi)^T(\Phi(\xi_{k+1}) + z_{k+1} - z)$$

$$= -(\xi_{k+1} - \xi)^T(z_{k+1} - z) - (\xi_{k+1} - \xi)^TP(\xi_{k+1} - \xi_k)$$

$$-(\xi_{k+1} - \xi)^T(\beta Ls_e(\tilde{e}_k - \tilde{e}_{k+1}) + \frac{1}{\alpha}(Y_{k+1} - \chi_{k+1})).$$

From the last equation of (17) and the initial condition $s_{i,0} = 0$, it follows that $s_{i,t+1} = \beta(L \otimes I_m)\sum_{k=1}^{t+1} \lambda_k$ for any $t \geq 0$. This implies that $s_{k+1} \in \text{Im}(L \otimes I_m)$ for all $k \geq 0$. Since $s_{k+1}, s \in \text{Im}(L \otimes I_m)$, based on Lemma 3, there exit $s_{k+1}'$ and $s'$ such that $s_{k+1} - s = (L \otimes I_m)(s_{k+1}' - s')$. Based on $(L \otimes I_m)\lambda_{k+1} = \frac{1}{\beta}(s_{k+1} - s_k)$ and $(s_{k+1} - s_k) = (L \otimes I_m)(s_{k+1}' - s_k')$, it follows that

$$\xi_{k+1}^T(z_{k+1} - z) = \lambda_{k+1}^T(s_{k+1} - s)$$

$$= \lambda_{k+1}^T(L \otimes I_m)(s_{k+1}' - s') - e_{k+1}^T(s_{k+1} - s)$$

$$= (s_{k+1}' - s')\frac{1}{\beta}(L \otimes I_m)(s_{k+1}' - s') - e_{k+1}^T(s_{k+1} - s),$$

(18)
According to (17) and (18), we obtain that
\[
(\xi_{k+1} - \xi)^T \Phi(\xi_{k+1}) + (\xi_{k+1} - \xi)^T z
= -(\xi_{k+1} - \xi)^T P(\xi_{k+1} - \xi) - (\xi_{k+1} - \xi)^T \beta L_s(e_k - \tilde{e}_k)
- (\xi_{k+1} - \xi)^T (s_k' - \xi_{k+1})^T \frac{1}{\beta} \tilde{L}(s_k' - s_k)
+ \frac{1}{\alpha} (\xi_{k+1} - \xi)^T (\mathbf{Y}_{k+1} - \chi_{k+1})
= \frac{1}{2} \| \xi_{k+1} - \xi_k \|^2_P - \frac{1}{2} \| \xi_{k+1} - \xi \|^2_P - \| \xi_k - \xi \|^2_P
- \frac{1}{2} (s_k' - s_k')^T \frac{1}{\beta} \tilde{L} (s_k' - s_k') - \frac{1}{2} \| s_k' - s_k' \|^2 \frac{1}{\beta} L - \| s_k' - s_k' \|^2 \frac{1}{\beta} L
- (\xi_{k+1} - \xi)^T \beta L_s(e_k - \tilde{e}_k) + e_{k+1}^T (s_k + s_k - s_k')
+ \frac{1}{2} (\xi_{k+1} - \xi)^T (\mathbf{Y}_{k+1} - \chi_{k+1}),
\]
where $\tilde{L} = L \otimes I_m$ and the last inequality is derived by using the fact that $u^T M v = \frac{1}{2} \| u \|^2_M + \frac{1}{2} \| v \|^2_M - \frac{1}{2} \| u - v \|^2_M$
holds for any vector $u, v$ and positive semi-definite matrix $M$. In addition, it follows from the definition of $\chi_{k+1}$ that
\[
\frac{1}{\alpha} (\xi_{k+1} - \xi)^T \chi_{k+1} = (\xi_{k+1} - \xi)^T (\Phi(\xi_{k+1}) - \Phi(\xi_k)) - (\xi_{k+1} - \xi)^T (\Phi(\xi_{k-1}) - \Phi(\xi_k))
- \Phi(\xi_{k-1}) + (\xi_k - \xi_{k+1})^T (\Phi(\xi_k) - \Phi(\xi_{k-1}))
\leq (\xi_{k+1} - \xi)^T (\Phi(\xi_{k+1}) - \Phi(\xi_k)) - (\xi_k - \xi)^T (\Phi(\xi_k))
- \Phi(\xi_{k-1}) + \frac{\kappa_c}{2} \| \xi_{k+1} - \xi_k \|^2 + \frac{\kappa_c}{2} \| \xi_k - \xi_{k-1} \|^2
= \frac{\kappa_c}{2} \| \xi_{k+1} - \xi_k \|^2 + \frac{\kappa_c}{2} \| \xi_k - \xi_{k-1} \|^2 + \vartheta_{k+1},
\]
where the last inequality is obtained due to the Lipschitz continuity of $\Phi(\xi)$ and Young’s inequality.

Since $\alpha < \frac{1}{3\kappa_c}$ and $\beta \leq \frac{1 - 3\alpha \kappa_c}{\alpha \lambda_{\max}(L)}$, we have that $P - 3\kappa_c I_{N,N}$ is positive semi-definite, and one can further derive that
\[
\frac{1}{2} \| \xi_{k+1} - \xi_k \|^2_P \geq \frac{3\kappa_c}{2} \| \xi_{k+1} - \xi_k \|^2.
\]
It then follows that
\[
- \frac{1}{2} \| \xi_{k+1} - \xi_k \|^2_P + \frac{\kappa_c}{2} \| \xi_{k+1} - \xi_k \|^2 + \| \xi_k - \xi_{k-1} \|^2
\leq - \frac{\kappa_c}{2} \| \xi_{k+1} - \xi_k \|^2 - \frac{\kappa_c}{2} \| \xi_{k+1} - \xi_{k-1} \|^2.
\]
Based on (20) and (22), Eq. (19) is calculated as
\[
(\xi_{k+1} - \xi)^T \Phi(\xi_{k+1}) + (\xi_{k+1} - \xi)^T z
\]
\[
= -\frac{\kappa_c}{2} \|\xi_{k+1} - \xi\|^2 - \frac{\kappa_c}{2}(\|\xi_{k+1} - \xi\|^2 - \|\xi - \xi_{k-1}\|^2)
- \frac{1}{2}(\|\xi_{k+1} - \xi\|^2_p - \|\xi - \xi\|^2_p) - \frac{1}{2}\|s'_{k+1} - s'_{k}\|^2 L
- \frac{1}{2}(\|s'_{k+1} - s'\|^2 L - \|s'_k - s'\|^2 L)
- (\xi_{k+1} - \xi)^T \beta L \lambda (\tilde{e}_k - \tilde{e}_{k+1}) + e^T_{k+1}(s_{k+1} - s)
+ \xi^T(z_{k+1} - z) - \frac{1}{\alpha}(\xi_{k+1} - \xi)^T Y_{k+1} + \theta_{k+1}.
\]
(23)

By considering \(s_{k+1}, s_k, s \in \text{Im}(L \otimes I_m)\) and \(1_N^T L = 0\), one has that
\[
s_{k+1} - s_k = \tilde{L}(s_{k+1} - s'_{k}) = (\tilde{L} + 1_N 1_N^T \otimes I_m)(s'_{k+1} - s'_{k}),
\]
Note that \(\tilde{L} + 1_N 1_N^T \otimes I_m = (L + 1_N 1_N^T) \otimes I_m\) is positive definite, and one has that \(s'_{k+1} - s'_{k} = ((L + 1_N 1_N^T)^{-1} \otimes I_m)(s_{k+1} - s_k)\). It then follows that
\[
\|s'_{k+1} - s'_{k}\|^2 L = \frac{1}{\beta}(s_{k+1} - s_k)^T(s'_{k+1} - s'_{k})
= (s_{k+1} - s_k)^T((L + 1_N 1_N^T)^{-1} \otimes I_m)(s_{k+1} - s_k)
= \|s_{k+1} - s_k\|^2 W.
\]
(24)
Similarly, we can derive that \(\|s'_{k+1} - s'\|^2 L = \|s_{k+1} - s\|^2 W\) and \(\|s'_k - s'\|^2 L = \|s_k - s\|^2 W\). Also, one can derive that
\[
e^T_{k+1}(s_{k+1} - s) = e^T_{k+1}(z_{k+1} - z).
\]
(25)
Substituting (24) and (25) into (23), we obtain the desired inequality (15).

**Proposition 3.** Under the conditions of Theorem 1, \(\forall k, t \in \mathbb{N}\), the following inequality holds for any \(k \leq t\)
\[
\|\xi_{k+1} - \xi^*\| + \|s_{k+1} - s^*\| \leq \frac{4\gamma_2 \sqrt{N}}{\gamma_1} \sum_{k=0}^{t-1} E_k
\]
\[
+ \sqrt{\frac{2}{\gamma_1}}(\|\xi_0 - \xi^*\|_p + \|s_0 - s^*\|_W).
\]
(26)

**Proof.** Define \(\xi^* = [(x^*)^T, (\lambda^*)^T]^T\) and \(z^* = [0^T, (s^*)^T]^T\). From (8) and (10), we have that \(-\Phi(\xi^*) + z^*) \in N_{\Lambda}(\xi^*).\) Since \(\xi_{k+1} \in \Lambda\), it follows that
\[
(\Phi(\xi^*) + z^*)^T(\xi_{k+1} - \xi^*) \geq 0.
\]
(27)
According to the monotone property of \(\Phi(\xi)\) given in Lemma 4, one has that
\[
(\xi_{k+1} - \xi^*)^T(\Phi(\xi_{k+1}) - \Phi(\xi^*)) \geq 0.
\]
(28)
By combining (27) and (28), we can derive that
\begin{align*}
(\xi_{k+1} - \xi^*)^T(\Phi(\xi_{k+1}) + z^*) &= (\xi_{k+1} - \xi^*)^T(\Phi(\xi_{k+1}) \\
&\quad - \Phi(\xi^*)) + (\xi_{k+1} - \xi^*)^T(\Phi(\xi^*) + z^*) \geq 0.
\end{align*}
(29)
Setting $\xi = \xi^*$ and $z = z^*$ of (15), and then summing it over $k$ from 0 to $t - 1$ yields
\begin{align*}
0 &\leq \sum_{k=0}^{t-1} (\xi_{k+1} - \xi^*)^T(\Phi(\xi_{k+1}) + z^*) \\
&\leq -\frac{\kappa_c}{2} \sum_{k=0}^{t-1} \|\xi_{k+1} - \xi_k\|^2 - \frac{\kappa_c}{2} \|\xi_t - \xi_{t-1}\|^2 \\
&\quad - \frac{1}{2} \|\xi_t - \xi^*\|^2_P - \frac{1}{2} \|\xi_0 - \xi^*\|^2_P - \frac{1}{2} \sum_{k=0}^{t-1} \|s_{k+1} - s_k\|^2_W \\
&\quad - \frac{1}{2} \|s_t - s^*\|^2_W - \|s_0 - s^*\|^2_W \\
&\quad + \sum_{k=0}^{t-1} \{(\xi^* - \xi_{k+1})^T \beta L_s(\hat{e}_k - \hat{e}_{k+1}) + (z_{k+1} - z^*)^T \hat{e}_{k+1}\} \\
&\quad + \sum_{k=0}^{t-1} \{(\xi^*)^T (z_{k+1} - z^*) - \frac{1}{\alpha} (\xi_{k+1} - \xi^*)^T Y_{k+1}\} \\
&\quad + (\xi_t - \xi^*)^T(\Phi(\xi_t) - \Phi(\xi_{t-1})),
\end{align*}
(30)
where the first inequality is derived by (29), and the second inequality is obtained by using $\sum_{k=0}^{t-1} \|\xi_{k+1} - \xi_k\|^2 - \|\xi_k - \xi_{k-1}\|^2 = -\frac{\kappa_c}{2} \|\xi_t - \xi_{t-1}\|^2$ since $\xi_0 = \xi_{t-1}$, and $\sum_{k=0}^{t-1} \|\xi_{k+1} - \xi_s\|^2(\Phi(\xi_{k+1}) - \Phi(\xi_k)) = (\xi_t - \xi^*)^T(\Phi(\xi_t) - \Phi(\xi_{t-1}))$.

Note that $(\xi^*)^T (z_{k+1} - z^*) = (\lambda^*)^T (s_{k+1} - s^*)$. Since $s_{k+1}, s^* \in \text{Im}(L \otimes I_m)$ and $(L \otimes I_m)\lambda^* = 0$, we obtain that $(\xi^*)^T (z_{k+1} - z^*) = 0$ for $\forall k \geq 0$. According to the definition $Y_{k+1}$ in Proposition 2, one has that $P_{\alpha}(\xi_{k+1} + Y_{k+1}) = \xi_{k+1}$. This implies that $Y_{k+1} \in N_{\alpha}(\xi_{k+1})$, and one further can derive that $(\xi_{k+1} - \xi^*)^T Y_{k+1} \geq 0$. The following inequality holds that for $\forall k \geq 0$
\begin{align*}
(\xi^*)^T (z_{k+1} - z^*) - \frac{1}{\alpha} (\xi_{k+1} - \xi^*)^T Y_{k+1} &\leq 0.
\end{align*}
(31)
In addition, since $(\xi_t - \xi^*)^T(\Phi(\xi_t) - \Phi(\xi_{t-1})) \leq \frac{\alpha_c}{2} \|\xi_t - \xi^*\|^2 + \frac{\alpha_c}{2} \|\xi_t - \xi_{t-1}\|^2$ and $\frac{1}{2} \|\xi_t - \xi^*\|^2_P \geq \frac{3\alpha_c}{2} \|\xi_t - \xi^*\|^2$, we obtain that
\begin{align*}
-\frac{1}{2} \|\xi_t - \xi^*\|^2_P &- \frac{\kappa_c}{2} \|\xi_t - \xi_{t-1}\|^2 + (\xi_t - \xi^*)^T(\Phi(\xi_t) \\
&\quad - \Phi(\xi_{t-1})) \leq -\kappa_c \|\xi_t - \xi^*\|^2.
\end{align*}
(32)
Based on (30), (31) and (32), we have that
\begin{align*}
&\kappa_c \|\xi_t - \xi^*\|^2 + \frac{1}{2} \|s_t - s^*\|^2_W \\
&\leq \frac{1}{2} \|\xi_0 - \xi^*\|^2_P + \|s_0 - s^*\|^2_W + \sum_{k=0}^{t-1} ((\xi^* - \xi_{k+1})^T \\
&\quad \times \beta L_s(\hat{e}_k - \hat{e}_{k+1}) + (z_{k+1} - z^*)^T \hat{e}_{k+1}).
\end{align*}
(33)
Since \(\|e_{i,k}\| \leq \varepsilon_{i,k}\) and \(E_k = \max_{i \in \mathcal{I}^N}(\varepsilon_{i,k})\), we obtain that \(\|e_k\| = \|e_k\| \leq \sqrt{N}E_k\) for \(\forall k \geq 0\). According to the nonincreasing of \(E_k\) and Cauchy-Schwarz inequality, it follows from (33) that

\[
\frac{1}{4} \gamma_1 (\|\xi_t - \xi^*\| + \|s_t - s^*\|)^2 \\
\leq \kappa_c \|\xi_t - \xi^*\|^2 + \frac{1}{2} \|s_t - s^*\|_W^2 \\
\leq \frac{1}{2} (\|\xi_0 - \xi^*\|^2_P + \|s_0 - s^*\|_W^2) \\
+ \sum_{k=0}^{t-1} \gamma_2 \sqrt{NE_k(\|\xi_{k+1} - \xi^*\| + \|s_{k+1} - s^*\|)},
\]

where \(\gamma_1 = \min(2\kappa_c, \lambda_{\min}(W))\) and \(\gamma_2 = \max(2\beta\lambda_{\max}(L), 1)\). By using Lemma 1 in [33], it follows from (34) that

\[
\|\xi_t - \xi^*\| + \|s_t - s^*\| \\
\leq \frac{2\gamma_2 \sqrt{N}}{\gamma_1} \sum_{k=0}^{t-1} E_k + \left\{ \frac{2}{\gamma_1} (\|\xi_0 - \xi^*\|^2_P + \|s_0 - s^*\|_W^2) \\
+ \left( \frac{2\gamma_2 \sqrt{N}}{\gamma_1} \sum_{k=0}^{t-1} E_k \right)^2 \right\}^{1/2} \\
\leq \frac{4\gamma_2 \sqrt{N}}{\gamma_1} \sum_{k=0}^{t-1} E_k + \sqrt{\frac{2}{\gamma_1} (\|\xi_0 - \xi^*\|^2_P + \|s_0 - s^*\|_W^2)},
\]

where the last inequality is derived by using \(\sqrt{\|a\|^2 + \|b\|^2} \leq \|a\| + \|b\|\) for \(\forall a, b\). Due to the monotone increasing of \(\sum_{k=0}^{t-1} E_k\), we obtain the inequality (26).

Based on the results of Lemmas 2-5 and Propositions 2-3, we next give the proofs of Theorems 1 and 2.

A. Proof of Theorem 1

According to (30) and (32), we obtain that

\[
0 \leq -\frac{\kappa_c}{2} \sum_{k=0}^{t-1} \|\xi_{k+1} - \xi_k\|^2 - \frac{\kappa_c}{2} \|\xi_t - \xi^*\|^2 \\
+ \frac{1}{2} \|\xi_0 - \xi^*\|^2_P - \frac{1}{2} \sum_{k=0}^{t-1} \|s_{k+1} - s_k\|_W^2 \\
- \frac{1}{2} (\|s_t - s^*\|_W^2 - \|s_0 - s^*\|_W^2) + \sum_{k=0}^{t-1} (\xi^* - \xi_{k+1})^T \\
\beta L (\tilde{e}_k - \tilde{e}_{k+1}) + (z_{k+1} - z^*)^T \tilde{e}_{k+1} \right\}.
\]

It then follows that

\[
\frac{1}{2} \sum_{k=0}^{t-1} \kappa_c \|\xi_{k+1} - \xi_k\|^2 + \|s_{k+1} - s_k\|_W^2 \\
\leq \frac{1}{2} (\|\xi_0 - \xi^*\|^2_P + \|s_0 - s^*\|_W^2) \\
+ \sum_{k=0}^{t-1} \gamma_2 \sqrt{NE_k(\|\xi_{k+1} - \xi^*\| + \|s_{k+1} - s^*\|)}.
\]
Based on Proposition 3, we obtain that
\[
\sum_{k=0}^{t-1} \gamma_2 \sqrt{N} E_k (\| \xi_{k+1} - \xi^* \| + \| s_{k+1} - s^* \|)
\leq \frac{4 \gamma_2 \sqrt{N}}{\gamma_1} \sum_{k=0}^{t-1} E_k + \sqrt{\frac{2}{\gamma_1}} (\| \xi_0 - \xi^* \|_p + \| s_0 - s^* \|_W)
\]
\[
+ \| s_0 - s^* \|_W \sum_{k=0}^{t-1} \gamma_2 \sqrt{N} E_k.
\]
Under Assumption 3 that \( \sum_{k=0}^{\infty} E_k < \infty \), we obtain that \( \sum_{k=0}^{t-1} \gamma_2 \sqrt{N} E_k (\| \xi_{k+1} - \xi^* \| + \| s_{k+1} - s^* \|) < \infty \) for any \( \forall t \geq 0 \). Then, by letting \( t \to \infty \), it follows that
\[
\sum_{k=0}^{\infty} (\kappa c_2 \| \xi_{k+1} - \xi_k \|^2 + \| s_{k+1} - s_k \|_W^2) < \infty.
\]
Thus, we derive that \( \lim_{k \to \infty} (\xi_{k+1} - \xi_k) = 0 \) and \( \lim_{k \to \infty} (s_{k+1} - s_k) = 0 \). According to (26), one has that \( (\xi_k, s_k) \) is bounded for \( \forall k \in \mathbb{N} \), and then we obtain that \( \{\xi_k\} \) and \( \{s_k\} \) contain the convergent subsequences \( \{\xi_{n_k}\} \) and \( \{s_{n_k}\} \) to some limit points \( \xi^0 \) and \( s^0 \), i.e., \( \lim_{k \to \infty} \xi_{n_k} = \xi^0 = [(x^0)^T, (\lambda^0)^T]^T \) and \( \lim_{k \to \infty} s_{n_k} = s^0 \). Since \( \lim_{k \to \infty} E_k = 0 \), it implies that \( \lim_{k \to \infty} \tilde{e}_k = 0 \). From (10), it follows that
\[
\xi^0 = P_\lambda (\xi^0 - \alpha \Phi(\xi^0) - \alpha z^0 - \alpha / \beta L_* \xi^0),
\]
\( L_* \xi^0 = 0, \)
where \( z^0 = [0^T, (s^0)^T]^T \). This implies that \( (\xi^0, z^0) \) is a fixed point of (10). According to Proposition 1, we know that \( x^0 \) is an optimal solution of problem (4).

We next prove the primal sequences \( \{\xi_k\} \) and \( \{s_k\} \) are convergent. Setting \( \xi = \xi^* \) and \( z = z^* \) of (15), one has that
\[
0 \leq (\xi_{k+1} - \xi^*)^T (\Phi(\xi_{k+1}) + z^*)
\leq -\frac{1}{2} (\| \xi_{k+1} - \xi^* \|^2_W - \| \xi_k - \xi^* \|^2_W) - \frac{1}{2} (\| s_{k+1} - s^* \|^2_W
\]
\[-\| s_k - s^* \|^2_W - \kappa c_2 \left( \| \xi_{k+1} - \xi_k \|^2 - \| \xi_k - \xi_{k-1} \|^2 \right)
\]
\[+ \gamma_2 \sqrt{N} E_k (\| \xi_{k+1} - \xi^* \| + \| s_{k+1} - s^* \|)
\]
\[+ (\xi_{k+1} - \xi^*)^T (\Phi(\xi_{k+1}) - \Phi(\xi_k))
\]
\[- (\xi_k - \xi^*)^T (\Phi(\xi_k) - \Phi(\xi_{k-1})).\]
It then follows that
\[
\frac{1}{2} \|\xi_{k+1} - \xi^*\|^2_p + \frac{1}{2} \|s_{k+1} - s^*\|^2_W \\
- (\xi_{k+1} - \xi^*)^T (\Phi(\xi_{k+1}) - \Phi(\xi_k)) + \frac{\nu_c}{2} \|\xi_{k+1} - \xi_k\|^2 \\
\leq \frac{1}{2} \|\xi_k - \xi^*\|^2_p + \frac{1}{2} \|s_k - s^*\|^2_W \\
- (\xi_k - \xi^*)^T (\Phi(\xi_k) - \Phi(\xi_{k-1})) + \frac{\nu_c}{2} \|\xi_k - \xi_{k-1}\|^2 \\
+ \gamma_2 \sqrt{N} E_k(\|\xi_{k+1} - \xi^*\| + \|s_{k+1} - s^*\|).
\] (35)

Define the variable \( \Delta_{k+1} = \frac{1}{2} \|\xi_{k+1} - \xi^*\|^2_p + \frac{1}{2} \|s_{k+1} - s^*\|^2_W - (\xi_{k+1} - \xi^*)^T (\Phi(\xi_{k+1}) - \Phi(\xi_k)) + \frac{\nu_c}{2} \|\xi_{k+1} - \xi_k\|^2 \) and \( \varrho_k = \gamma_2 \sqrt{N} E_k(\|\xi_{k+1} - \xi^*\| + \|s_{k+1} - s^*\|) \). The above equation (35) is simplified as
\[
\Delta_{k+1} \leq \Delta_k + \varrho_k.
\] (36)

By using (31) and Young inequality, one has that \( \Delta_{k+1} \geq \nu_c \|\xi_{k+1} - \xi^*\|^2 + \frac{1}{2} \|s_{k+1} - s^*\|^2_W \geq 0 \) for all \( k \geq 0 \). In addition, from Assumption 3 and the boundedness of \( \|\xi_{k+1} - \xi^*\| + \|s_{k+1} - s^*\| \), we have that \( \varrho_k \geq 0 \) and \( \sum_{k=1}^{\infty} \varrho_k < \infty \). According to Lemma 2, we obtain that \( \Delta_{k+1} \) is convergent. Since \( \lim_{k \to \infty} (\xi_{k+1} - \xi_k) = 0 \) and the Lipshitz condition \( \|\Phi(\xi_{k+1}) - \Phi(\xi_k)\| \leq \nu_c \|\xi_{k+1} - \xi_k\| \), it implies that \( \frac{1}{2} \|\xi_{k+1} - \xi^*\|^2_p + \frac{1}{2} \|s_{k+1} - s^*\|^2_W \) is convergent. By setting \( (\xi^*, s^*) = (\xi^0, s^0) \) and using \( \lim_{k \to \infty} \xi_{nk} = \xi^0 \) and \( \lim_{k \to \infty} s_{nk} = s^0 \), it follows that
\[
\lim_{k \to \infty} \frac{1}{2} \|\xi_{k+1} - \xi^*\|^2_p + \frac{1}{2} \|s_{k+1} - s^*\|^2_W = 0.
\] (37)

Thus, we obtain that \( \lim_{k \to \infty} x_k = x^* \), \( \lim_{k \to \infty} \lambda_k = \lambda^* \) and \( \lim_{k \to \infty} s_k = s^* \).

B. Proof of Theorem 2

Setting \( \xi = \xi^* \) of (15) and summing it over \( k \) from 0 to \( t - 1 \), for any \( z = [0^T, s^T]^T, s \in \text{Im}(L \otimes I_m) \), it follows that
\[
\sum_{k=0}^{t-1} (\xi_{k+1} - \xi^*)^T \Phi(\xi_{k+1}) + (\xi_{k+1} - \xi^*)^T z \\
\leq \frac{1}{2} \|\xi_0 - \xi^*\|^2_p + \|s_0 - s\|^2 \\
+ \sum_{k=0}^{t-1} \gamma_2 \sqrt{N} E_k(\|\xi_{k+1} - \xi^*\| + \|s_{k+1} - s\|),
\] (38)

where the above inequality can be derived from (30), (31), and (32). In addition, according to Lemma 2.2 in [34], the following inequality holds for any \( \rho > 0 \)
\[
\sum_{k=0}^{t-1} (\xi_{k+1} - \xi^*)^T \Phi(\xi_{k+1}) \\
\leq \sum_{k=0}^{t-1} \{ (\xi_{k+1} - \xi^*)^T \Phi(\xi_{k+1}) + \rho \|\lambda_{k+1} - \lambda^*\| \} \\
\leq \sup_{\|s\| \leq \rho} \left\{ \frac{1}{2} \|\xi_0 - \xi^*\|^2_p + \|s\|^2 \right\} \\
+ \sum_{k=0}^{t-1} \gamma_2 \sqrt{N} E_k(\|\xi_{k+1} - \xi^*\| + \|s_{k+1} - s\|),
\] (39)
where \( s_0 = 0 \) for initialization is used to obtain the last inequality. Based on \( \|s_{k+1} - s\| \leq \|s_{k+1} - s^*\| + \|s^* - s\| \)
and by using (26) of Proposition 3, one has that
\[
\sum_{k=0}^{t-1} \gamma_2 \sqrt{N} E_k (\|\xi_{k+1} - \xi^*\| + \|s_{k+1} - s\|) \\
\leq \left( \frac{4\gamma_2 \sqrt{N}}{\gamma_1} \sum_{k=0}^{t-1} E_k + \sqrt{\frac{2}{\gamma_1}} (\|\xi_0 - \xi^*\|_P) \\
+ \|s_0 - s^*\| W) \right) \sum_{k=0}^{t-1} \gamma_2 \sqrt{N} E_k.
\]
Substituting (40) into (39) yields
\[
\sum_{k=0}^{t-1} (\xi_{k+1} - \xi^*)^T \Phi(\xi_{k+1}) \leq \frac{1}{2} (\|\xi_0 - \xi^*\|_P^2 + \rho^2 + 2\Sigma_t).
\]
where \( \Sigma_t \) is defined in Theorem 2.

By using Lemma 5, it follows that
\[
F(\hat{x}_t, \lambda^*_t) - F(x^*, \hat{\lambda}_t) \leq \frac{1}{2t} \sum_{k=0}^{t-1} (\xi_{k+1} - \xi^*)^T \Phi(\xi_{k+1}) \\
\leq \frac{1}{2t} (\|\xi_0 - \xi^*\|_P^2 + \rho^2 + 2\Sigma_t). \tag{41}
\]
Note that \( F(\hat{x}_t, \lambda^*_t) - F(x^*, \hat{\lambda}_t) = F(\hat{x}_t, \lambda^*_t) - F(x^*, \lambda^*_t) + F(x^*, \lambda^*_t) - F(x^*, \hat{\lambda}_t) \). According to the convexity and concavity properties of \( F(x, \lambda) \), we easily obtain that
\[
0 \leq F(\hat{x}_t, \lambda^*_t) - F(x^*, \lambda^*_t) \leq \frac{1}{2t} (\|\xi_0 - \xi^*\|_P^2 + \rho^2 + 2\Sigma_t),
\]
\[
0 \leq F(x^*, \lambda^*_t) - F(x^*, \hat{\lambda}_t) \leq \frac{1}{2t} (\|\xi_0 - \xi^*\|_P^2 + \rho^2 + 2\Sigma_t).
\]
In addition, since \( F(\hat{x}_t, \lambda^*_t) \leq F(\hat{x}_t, \lambda^*_t) \) and \( F(\hat{x}_t, \hat{\lambda}_t) \geq F(x^*, \hat{\lambda}_t) \), we further derive that
\[
F(\hat{x}_t, \hat{\lambda}_t) - F(x^*, \lambda^*_t) \leq F(\hat{x}_t, \lambda^*_t) - F(x^*, \lambda^*_t) \\
\leq \frac{1}{2t} (\|\xi_0 - \xi^*\|_P^2 + \rho^2 + 2\Sigma_t),
\]
\[
F(x^*, \lambda^*_t) - F(\hat{x}_t, \hat{\lambda}_t) \leq F(x^*, \lambda^*_t) - F(x^*, \hat{\lambda}_t) \\
\leq \frac{1}{2t} (\|\xi_0 - \xi^*\|_P^2 + \rho^2 + 2\Sigma_t).
\]
This implies that
\[
|F(\hat{x}_t, \hat{\lambda}_t) - F(x^*, \lambda^*_t)| \leq \frac{1}{2t} (\|\xi_0 - \xi^*\|_P^2 + \rho^2 + 2\Sigma_t).
\]
Thus, the desired inequality (13) is obtained.
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