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Abstract—Semantic segmentation for extracting ground objects, such as road and house, from unmanned aerial vehicle (UAV) remote sensing images by deep learning becomes a more efficient and convenient method than traditional manual segmentation in surveying and mapping field. In recent years, with the deepening of layers and boosting of complexity, the number of parameters in convolution-based semantic segmentation neural networks considerably increases, which is obviously not conducive to the wide application especially in the industry. In order to make the model lightweight and improve the model accuracy, a new lightweight and efficient network for the extraction of ground objects from UAV remote sensing images, named LEDCNet, is proposed. The proposed network adopts an encoder-decoder architecture in which a powerful lightweight backbone network called LDCNet is developed as the encoder. We would extend the LDCNet become a new generation backbone network of lightweight semantic segmentation algorithms. In the decoder part, the dual multi-scale context modules which consist of the Atrous Spatial Pyramid Pooling module (ASPP) and the Object Contextual Representation module (OCR) are designed to capture more context information from feature maps of UAV remote sensing images. Between ASPP and OCR, a Feature Pyramid Network (FPN) module is used to fuse multi-scale features extracting from ASPP. A private dataset of remote sensing images taken by UAV which contains 2431 training sets, 945 validation sets, and 475 test sets is constructed. The proposed model performs well on this dataset, with only 1.4M parameters and 5.48G floating-point operations (FLOPs), achieving an mean intersection-over-union ratio (mIoU) of 71.12%. The more extensive experiments on the public LoveDA dataset and CITY-OSM dataset to further verify the effectiveness of the proposed model with excellent results on mIoU of 65.27% and 74.39%, respectively. All the experimental results show the proposed model can not only lighten the network with few parameters but also improve the segmentation performance.
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I. INTRODUCTION

UNMANNED aerial vehicle (UAV) with some advantages, such as less susceptible to atmospheric interference, low flight altitude, high resolution and, low operating costs [1] has been widely used in land surveying and mapping, ecological environment monitoring, resource survey and classification etc.. Compared with other aerial photography collection methods, the high resolution remote sensing images taken by UAV is more suitable to extract various important ground objects, e.g., road and house.

In recent years, with the rapid development of deep learning, models based on convolutional neural networks have shown superior performance in some computer vision tasks such as image classification, detection, and segmentation, etc.. Compared with traditional machine learning algorithms with manual features extraction, deep learning can automatically extract features including color, texture, shape and spatial position relationship of the image. Fully Convolutional Network (FCN) [2], as the first semantic segmentation of natural images only using convolutional operation, realized the
pixel level classification of the images. Then, there are more semantic segmentation models [3]–[9] significantly improved the segmentation performance. All of these algorithms predict the pixel level labels based on the semantic information represented by image pixels.

Different from natural images, UAV remote sensing images are often very large in size, usually with a resolution of tens of thousands by tens of thousands. UAV remote sensing image segmentation is a challenging task due to the large variations in the size, shape, color and location of the ground object, as shown in Fig. 1. Figs. 1a and 1d show the different style buildings though they belong to the same ground object. In the other case, the surface feature elements of different ground objects may be similar. As shown in Figs. 1b and 1e, the top of a concrete building is very similar to the surface of a concrete road, leading to difficulty in feature extraction. A lot of greenery on both sides or in the center of the road, and vehicles on the road cover the road, which would affect the road surface segmentation results, as shown in Figs. 1c and 1f. Moreover, buildings with different scales are likely to affect the performance of the model, which requires the model with a strong ability to extract multi-scale context features.

To address these issues, a new deep neural network structure, called Lightweight and Efficient Network implemented Using Dual Context modules (LDCNet), is proposed for the extraction of ground objects from UAV remote sensing images. It is well known that DenseNet [10] has a strong feature extraction ability, but its parameters and calculations are large. Moreover, Liu et al. [11] developed a convolutional neural network (CNN) called ConvNeXt, which obtained a superior performance beyond Swin Transformer [12] by improving ResNet [13]. Inspired by this, a lightweight high-performance convolutional neural network, named Lightweight Densely Connected Network (LDCNet), is proposed as the backbone structure of the proposed LDCNet for semantic segmentation of remote sensing images. The proposed LDCNet is an encoder-decoder structure which employ the LDCNet as the encoder with the excellent segmentation results. And in the decoder, there are dual context feature extraction modules, combine with the Atrous Spatial Pyramid Pooling (ASPP) module [8] and the Object Context Representation (OCR) module [14]. Between ASPP and OCR, the Feature Pyramid Network (FPN) [15] module is used to fuse multi-scale features after ASPP operation.

The main contributions of this paper are as follows.

1) A new network based on encoder-decoder structure for the extraction of feature elements from UAV remote sensing images is proposed. A new LDCNet that is proposed in this paper is employed as a lightweight encoder to reduce model’s parameters and accelerate the computational speed. And a dual multi-scale contextual feature extraction module combines with the ASPP and OCR is used to as an effective decoder to fuse and refine the target objects and boundary features.

2) A lightweight and high-performance backbone network called LDCNet, which uses the design ideas of ConvNeXt and DenseNet is developed. The LDCNet is an efficient light-weight network for features extraction of UAV remote sensing images with fewer parameters.

3) Extensive experiments are carried out to verify the effectiveness and feasibility of the proposed method on our private database and two publicly datasets, i.e., LoveDA and CITY-OSM. Several most popular backbone networks and semantic segmentation algorithms are used to compared with the proposed method on the semantic segmentation of UAV remote sensing images. The experimental results show that the proposed method can effectively extract the road and building with higher accuracy than the other compared networks.

II. RELATED WORKS

A. Semantic Segmentation in Remote Sensing

Fully convolutional networks (FCN), as the first semantic segmentation network based on deep learning, can accept the input size of any size. To segment the remote sensing images with more complex, there are some improved FCN-based networks proposed to enhance the segmentation performance. Maggiori et al. [16] designed a dual-scale neuron module based on FCN for semantic segmentation of remote sensing images, which balances the accuracy of recognition and localization. Liu et al. [17] proposed an improved FCN to high-resolution remote sensing image segmentation. However, FCN has limited ability to extract objects of very small size or very large size [2]. Fu et al. [18] adopted dilated Atrous convolution to optimize the FCN model and used conditional random field (CRF) to post-process preliminary segmentation results, which result in a significant improvement over previous networks. Atrous convolution can increase the receptive field of the convolution while maintaining the spatial resolution of the feature map.

U-Net [4] is another popular semantic segmentation network, which was first used in medical image segmentation. Li et al. [19] proposed a network to segment the land and sea of high-resolution remote sensing images based on U-Net. Cheng et al. [20] developed a network called HDCUNet combining U-Net with Hybrid Dilated Convolution (HDC) for fast and accurate extraction of coastal farming areas. It avoids meshing and increases the receptive field. Wang et al. [21] designed a U-Net with two decoders and introduced spatial attention and channel attention.

In addition, some researches [3], [22] improved SegNet [3] for semantic segmentation of remote sensing images. Weng et al. [23] proposed an SR-SegNet using a separable residual algorithm for water extraction from remote sensing images. Kniaz et al. [24] developed a network called GeoGAN based on the Generative Adversarial Network (GAN) [25] to extract waters in different seasons. Recently, some Transformer-based or the combination of Transformer and CNN models [26]–[28] promoted the semantic segmentation performance with the Transformer’s advantage of global receptive field. However, the large parameters of Transformer affects the calculation speed of these proposed models.
B. Lightweight Network

In order to deploy the network models on devices with limited resources, it is necessary to design lightweight and efficient networks. The MobileNet series [29]–[31] is a classic lightweight network that applies depthwise separable convolutions [29], inverted residuals [30], linear bottlenecks [30], and lightweight channel attention modules [31]. It can achieve higher accuracy with fewer parameters and lower calculation costs. SqueezeNet [32], another lightweight network, used the Fire module for parameter compression. EffiNet [33] balanced the three dimensions of depth, width, and resolution well, and scales these three dimensions uniformly through a set of fixed scaling factors. GhostNet [34] obtains redundant information by designing cost-efficient, which ensures the model can fully understand the input data. MicroNet [35] used Micro-Factorized convolution and Dynamic Shift-Max to reduce the amount of calculation and improve network performance.

C. Context Feature Extraction

By fully considering the context information can significantly boost the semantic segmentation performance and solve the problem of receptive field scale. To aggregate multi-scale contextual features, PSPNet [5] used a pyramid pooling module, which connects four global pooling layers of different sizes in parallel, pools the original feature maps to generate feature maps of different levels, and restores them to the original size after convolution and upsampling. DeeplabV3 [8] introduced the Atrous spatial pyramid pooling (ASPP) module, which utilized different hole rates to construct convolution kernels of different receptive fields to obtain multi-scale context information. GCNet [36] employed a self-attention mechanism to obtain global context information. GCN [37] enlarged the receptive field by increasing the size of the convolution kernel. The convolution kernel up to $15 \times 15$ in size in GCN proved that the large convolution kernel has a stronger ability to extract context features.

III. PROPOSED METHOD

A. Overall structure of LEDCNet

The proposed lightweight and efficient semantic segmentation network, referred to as LEDCNet, is shown in Fig.2. The proposed LEDCNet is an encoder-decoder structure. In the encoder part, LEDCNet takes our proposed LCDNet as a backbone, which can reduce model parameters and accelerate the computational speed. First, an image of size 512×512 is input into the backbone network LCDNet. And after feature extraction operation by LCDNet, four different levels of feature maps are output. The first three feature maps are respectively input into the atrous spatial pyramid pooling module (ASPP) [8] to extract multi-scale context information. The three outputs are fed into the corresponding 1×1 convolution operation in the Feature Pyramid Network (FPN) [15] and upsampled to the same size. Four feature maps of the same size are then concatenated as the input of Object-Contextual Representation (OCR) [14] module. After the feature map is processed by OCR, it will produce a rough segmentation result and a feature map with object context information. This rough segmentation result is taken as one of the outputs of the network, and the feature maps are fed into the next step for further processing. Then, the feature map is processed by a refinement classification head to refine the segmentation edges. It consists of a 3×3 depthwise separable convolution and a 1×1 convolution. Finally, the feature map is upsampled to the size of the input image.

B. LCDNet

Inspired by ConvNeXt and DenseNet, this paper develops a backbone network, called LCDNet. The structure and densely connected blocks are shown in Fig.4. ConvNeXt improved the classical ResNet by introducing some of the latest ideas and technologies of Transformer network to enhance the performance of CNN. Macro design, reference of ResNeXt's design ideas [38], inverted bottleneck layer, large convolution kernel and micro design of various layers are the five main optimization design of ConvNeXt. In the macro design of ConvNeXt, the stacking ratio of multi-stage blocks is 1:1:3:1. The number of blocks stacked in the third stage is larger. This improves the model accuracy of ConvNeXt. Following the design, we set the stacking ratio of blocks in each stage of LCDNet to 1:1:3:1. The specific layers of each stage are 2, 2, 6 and 2 respectively. The structure of the proposed LCDNet is shown in Fig.3.

ConvNeXt designs the effective inverted bottlenecks block with a 3x3 depthwise separable convolution, shown in Figs.4(a) and (b). This structure can partially reduce the parameter scale of the model while slightly improving the accuracy rate. Considering the multi-scale feature extraction ability of Inception block in GoogLeNet [39], a new bottleneck layer with two branches is proposed in this paper. One of the branches is a depthwise separable convolution with a 7×7 convolution kernel, and the other is a depthwise separable convolution with a 3×3 convolution kernel. After adding the output feature maps of two branches, and then concatenating with the input feature map, the output feature map of the proposed bottleneck layer is produced, as shown in Fig.4(c). In recent years, some new studies [37], [40], [41] have stated the large convolution kernels are more efficient for enlarging the receptive field. In order to obtain a higher computational efficiency, a 7×7 convolution kernel is used at the beginning of one branch in the proposed bottleneck layer.

As we all know, Batch normalization (BN) [42] is most popular optimization process in computer vision tasks by computing the mean and variance of each minibatch and pulls it back to a standard normal distribution with mean 0 and variance 1 to make neural network training faster and stabler. However, BN also has some drawbacks detrimental to the model performance [43]. Transformers use a simpler layer normalization (LN) [44], which is more common in natural language processing tasks. ConvNeXt replaces all BNs with LNs to improve the model performance. Since the features of our remote sensing images depend on the statistical parameters between different samples, it is inappropriate to replaces all...
BNs with LNs in the task of extracting ground objects from UAV remote sensing images. Therefore, we use an LN after a $3 \times 3$ depthwise separable convolution in the bottleneck layer, and replaced the BN in the transition layer with LN.

C. Atrous Space Pyramid Pooling (ASPP)

In order to obtain a large receptive field without losing spatial resolution and increasing computation, ASPP uses multiple parallel dilated convolutional layers with different sampling rates. The features which are extracted for each sampling rate are further processed in separate branches and fused to generate the final result.

Atrous convolution can expand the receptive field of the convolution kernel without loss of resolution. Using ASPP can achieve multi-scale feature extraction through different receptive fields and upsampling. In a two-dimensional convolution, for each position $i$ on the feature $y$ of the convolution output and the corresponding convolution kernel $w$, for the input $x$, the calculation of the dilated convolution is as follows:

$$y[i] = \sum_k x[i + r \cdot k] w[k]$$ (1)

where $r$ is the hole rate, which represents the sampling step size of the convolution kernel on the input $x$ of the convolution operation. $k$ represents the position of the convolution kernel parameter. If the convolution kernel size is 3, then $k=0,1,2$. The receptive field of the convolution can be adaptively modified by changing the value of the dilation rate $r$. 

Fig. 2. The overall architecture of LDCNet, and the details of ASPP.
D. Object Context Representation (OCR)

OCR considers the relationship between a pixel and its context pixels, and aggregates similar context pixel representations with higher weights. Unlike relational context method, OCR constructs contextual pixels into object regions and exploits the relationship between pixels and object regions.

The OCR module consists of three steps: soft object region extraction, object region representation computation, and object-contextual representation computation for each position. It is mainly based on the scaled dot-product self-attention of the encoder-decoder structure. The input to attention consists of: a set of $N_q$ queries $Q \in \mathbb{R}^{d \times N_q}$, a set of $N_{kv}$ keys $K \in \mathbb{R}^{d \times N_{kv}}$, and a set of $N_{kv}$ values $V \in \mathbb{R}^{d \times N_{kv}}$. The attention weight $a_{ij}$ is computed as the Softmax normalization of the dot product between query $q_i$ and key $k_j$:

$$Z_i = \sum_{j=1}^{N_{kv}} e^{\frac{1}{\sqrt{d}} q_i^\top k_j}$$

$$a_{ij} = \frac{e^{\frac{1}{\sqrt{d}} q_i^\top k_j}}{Z_i}$$

The attention output for each query $q_i$ is the aggregation of values weighted by attention weights:

$$\text{Attn}(q_i, K, V) = \sum_{j=1}^{N_{kv}} a_{ij} V_j$$

For object context representation, the calculation formula of the relationship between each pixel and each object area is as follows:

$$w_{ik} = \frac{e^{\kappa(x_i, f_k)}}{\sum_{j=1}^{K} e^{\kappa(x_i, f_j)}}$$

Among them, $\kappa(x, f) = \phi(x) \top \psi(f)$ is the denormalized relationship function, $\phi(\cdot)$ and $\psi(\cdot)$ are two transformation functions implemented by $1 \times 1$ Conv $\rightarrow$ BN $\rightarrow$ ReLU.

IV. EXPERIMENT

A. Dataset

A private dataset of UAV-borne remote sensing images with a resolution between $10000 \times 10000$ and $20000 \times 20000$ is constructed. Each remote sensing image which corresponds to the red (R), green (G), and blue (B) bands is cropped to the same size of $512 \times 512$. All the images are divided into a training set of 2431 images, a validation set of 945 images, and a test set of 676 images. The category labels of two important ground objects, i.e., road and building, are manually annotated. The training and validation sets are from a city in Guangdong, China, and the test set is from a place along the Yangtze River, China.

Furthermore, in order to verify the competitive performance and model generalization ability of our proposed model in the task of semantic segmentation of aerial remote sensing images, we test it on two public datasets, i.e., LoveDA [45] and CITI-OSM [46]. LoveDA dataset includes the cities of Nanjing, Changzhou and Wuhan in China, with a total of 5987 high spatial resolution (0.3 m) remote sensing images, with a training set of 2522 images, a validation set of 1669 images, and a test set of 1796 images. The pixels in each image are divided into six categories, namely road, building, water, barren, forest, agricultural, and background. For the sake of fairness, we only take two types of ground objects, building and road. CITI-OSM dataset includes Berlin and Potsdam in Germany, Chicago in the United States, Paris in France, Zurich in Switzerland and Tokyo in Japan, with a total of 1641 aerial images. Its labels are two types of ground objects, i.e., building and road, which are consistent with the label categories of our private dataset. We remove the images that are obviously mislabeled in this dataset, for example the entire image is
### Table I
**Experimental results on the private dataset.**

| Method       | Backbone | Background (%) | house (%) | road (%) | OA (%) | mean F1 (%) | mIoU (%) |
|--------------|----------|----------------|-----------|----------|--------|-------------|----------|
| DC-Swin      | -        | 76.47          | 55.74     | 23.17    | 87.08  | 65.44       | 52.14    |
| SegFormer    | -        | 78.55          | 56.94     | 36.23    | 88.37  | 71.24       | 57.24    |
| GCNet        | ResNet18 | 79.55          | 61.53     | 37.72    | 89.09  | 73.19       | 59.62    |
| A2FPN        | ResNet18 | 81.46          | 66.01     | 41.73    | 90.33  | 76.06       | 63.26    |
| PSPNet       | ResNet18 | 82.56          | 67.52     | 43.87    | 90.89  | 76.92       | 64.22    |
| BuildFormer  | -        | 83.26          | 68.56     | 47.76    | 91.34  | 78.95       | 66.53    |
| LDCNet (ours)| ResNet18 | 83.01          | 67.59     | 43.63    | 91.13  | 77.38       | 64.83    |
| LDCNet (ours)| LDCNet (ours) | 85.73        | 75.01     | 52.70    | 92.83  | 82.35       | 71.12    |
| LDCNet-Large (ours) | LDCNet-Large (ours) | 84.76 | 72.93 | 51.81 | 92.31 | 81.45 | 69.87 |

![Image](image.png) **Fig. 5.** Experimental results on the private dataset.

### Table II
**Experimental results on the public dataset LoveDA.**

| Method       | Backbone | Background (%) | house (%) | road (%) | OA (%) | mean F1 (%) | mIoU (%) |
|--------------|----------|----------------|-----------|----------|--------|-------------|----------|
| DC-Swin      | -        | 88.41          | 32.94     | 24.34    | 92.47  | 60.85       | 48.57    |
| SegFormer    | -        | 90.85          | 36.00     | 33.89    | 93.60  | 66.10       | 53.31    |
| GCNet        | ResNet18 | 89.83          | 37.02     | 35.04    | 93.56  | 66.85       | 53.90    |
| A2FPN        | ResNet18 | 90.18          | 38.82     | 43.59    | 93.82  | 70.49       | 57.59    |
| PSPNet       | ResNet18 | 91.07          | 48.55     | 44.05    | 94.81  | 74.05       | 61.43    |
| BuildFormer  | -        | 91.94          | 49.97     | 50.26    | 94.97  | 76.44       | 64.05    |
| LDCNet (ours)| ResNet18 | 91.47          | 44.99     | 47.49    | 94.66  | 74.00       | 61.35    |
| LDCNet (ours)| LDCNet (ours) | 92.65        | 54.01     | 49.13    | 95.42  | 77.41       | 65.27    |
| LDCNet-Large (ours) | LDCNet-Large (ours) | 92.59 | 52.89 | 48.87 | 95.39 | 77.00 | 64.79 |

### Table III
**Experimental results on the public dataset City-OSM.**

| Method       | Backbone | Background (%) | house (%) | road (%) | OA (%) | mean F1 (%) | mIoU (%) |
|--------------|----------|----------------|-----------|----------|--------|-------------|----------|
| DC-Swin      | -        | 63.71          | 68.79     | 55.06    | 85.42  | 76.79       | 62.52    |
| SegFormer    | -        | 67.35          | 72.69     | 61.73    | 87.48  | 80.34       | 67.26    |
| GCNet        | ResNet18 | 66.67          | 71.76     | 63.44    | 87.32  | 80.39       | 67.28    |
| A2FPN        | ResNet18 | 71.12          | 75.72     | 77.65    | 89.26  | 83.34       | 71.50    |
| PSPNet       | ResNet18 | 75.40          | 79.01     | 73.10    | 91.06  | 86.24       | 76.04    |
| BuildFormer  | -        | 75.36          | 79.30     | 72.79    | 91.08  | 86.22       | 75.82    |
| LDCNet (ours)| ResNet18 | 73.17          | 76.54     | 70.76    | 90.04  | 84.70       | 73.49    |
| LDCNet (ours)| LDCNet (ours) | 73.95        | 78.25     | 70.95    | 90.49  | 85.28       | 74.39    |
| LDCNet-Large (ours) | LDCNet-Large (ours) | 75.51 | 79.51 | 73.30 | 91.17 | 86.41 | 76.10 |
labelled as a house or a road. All the images are cropped and scaled to the size of $512 \times 512$, which are divided into a training set of 10621 images, a validation set and a test set of 3401 images.

**B. Training Details**

We designed our model based on the machine learning framework PyTorch1.12.1 using Python3.8. In particular, we also use PyTorch-Lightning1.6.5, an efficient and convenient framework based on PyTorch. In addition, some of our comparison experiments and ablation experiments use the backbone network provided in Torchvision0.13.1.

We trained the proposed model on a GPU server with an Intel Core i9-10900X CPU, two 10GB Nvidia RTX3080 GPUs, 32GB RAM, and 20GB VRAM.

We set the batch size of data according to different networks to ensure maximum memory utilization. The number of threads of the data reading program is 16. The initial learning rate is 1e-3. The learning rate dynamic adjustment strategy is ReduceLROnPlateau. The optimizer is AdamW [47]. The training epoch number is 100. Train with automatic mixed precision. The loss function is FocalLoss [48], which can reduce the weight of samples that are easy to classify and increase the weight of samples that are difficult to classify. Its
C. Evaluation Metrics

In order to evaluate the performance and efficiency of the proposed LEDCNet model, our evaluation indicators are divided into two categories. The first category is to evaluate the accuracy of the network, including Overall Accuracy (OA), average F1-Score (F1) and mean Intersection over Union (mIoU). The results of these evaluation indicators are calculated based on the confusion matrix, where TP indicates the number of True Positive categories, FN indicates the number of True Negative categories, FP indicates the number of False Positive categories, and TN indicates the number of False Negative categories.

Overall Accuracy (OA) is used to measure the overall accuracy of the model prediction results:

\[
OA = \frac{TP + TN}{TP + TN + FP + FN} \quad (7)
\]

The F1-Score (F1) indicates the comprehensive consideration of Precision and Recall:

\[
Precision = \frac{TP}{TP + FP} \quad (8)
\]

\[
Recall = \frac{TP}{TP + FN} \quad (9)
\]

\[
F1 = 2 \times \frac{Precision \times Recall}{Precision + Recall} = \frac{2TP}{2TP + FP + FN} \quad (10)
\]

Intersection over Union (IoU) is used to measure the ratio of the intersection and union of the predicted results of a certain category and the true value of the model:

\[
IoU = \frac{TP}{TP + FN + FP} \quad (11)
\]

The second category is to evaluate the scale of the network, including floating point operations (FLOPs) for evaluating complexity, frames per second (FPS) for evaluating speed, memory usage (MB) and the number of model parameters (M) to evaluate memory requirements.

D. Results on the Private dataset

In this section, LEDCNet is compared with some other semantic segmentation models on the constructed private dataset. These models include GCNet [36], PSPNet [5], SegFormer [49], and A2FPN [50], DC-Swin [51], BuildFormer [52] proposed for remote sensing semantic segmentation. The backbone network of the other compared models is ResNet18, LDCNet uses the proposed backbone network LDCNet. LEDCNet is divided into two versions, the basic version and the large version. The only difference is that the depth of LDCNet is different. The number of dense block stacks in the basic version is 2, 2, 6, 2, while the number of stacks in the large version is 6, 6, 18, 6. From Table V, it is clear that the proposed model outperforms other models in terms of the numerical results. The mIoU of the proposed model is 4.59% higher than that of the powerful BuildFormer. And the IoU of the background, houses and roads increased by 2.47%, 6.45% and 4.04% respectively compared with BuildFormer. Furthermore, the overall accuracy and mean F1 score of the proposed model are 0.94% and 3.40% higher than the powerful BuildFormer. However, the large-scale version of LEDCNet does not perform as well as the base version on our smaller-scale dataset, and it overfits. Moreover, LEDCNet using the proposed LDCNet as the backbone outperforms LEDCNet with ResNet18 as the backbone. A comparison of the visual effects via different methods is depicted in Fig.5. It can be seen from the figure that the proposed model handles edges better than other methods. And the extracted houses did not generate a large number of voids. It can extract relatively small roads.

E. Results on the public dataset LoveDA

In this section, the compared experiments are conducted on LoveDA dataset. The compared models are the same as subsection. The comparison results are shown in Table II and Fig.6. The proposed model outperforms the other compared models in both quantitative and qualitative results on the LoveDA dataset. The mIoU of LEDCNet is 1.22% higher than the powerful BuildFormer. And the IoU of the background and houses increased by 0.71% and 4.04% respectively compared with BuildFormer. The IoU of the road is slightly lower than that of BuildFormer. Furthermore, the overall accuracy and mean F1 score of the proposed model are 0.45% and 0.97% higher than the powerful BuildFormer. The performance of the large version of LEDCNet is slightly lower than that of the basic version. The performance of LDCNet as a backbone network surpasses ResNet18. It can be seen from the Fig.6 that the proposed model extracts the whole house area much better than other methods. And it extracts small roads better than most other methods. The proposed model has good detail extraction ability.

F. Results on the public dataset CITY-OSM

In this section, a large-scale data set named CITY-OSM is used to demonstrate the performance of the proposed LEDCNet. From Table III, On such our basic model performs slightly worse than the two models of PSPNet and BuildFormer. This demonstrates the good generalization ability of our basic model on smaller datasets. However, the large version of LEDCNet outperforms other methods. The mIoU is 0.28% higher than that of the powerful BuildFormer, and the IoU of houses and roads are 0.21% and 0.51% higher, respectively. It is obvious that the proposed model has a strong ability for road extraction.

G. Evaluation of Model Efficiency

It can be seen from the Table V that the proposed model, whether it is the basic version or the enlarged version, has...
smaller parameters and model sizes than other models. In addition, the FLOPs of the proposed basic version of the model is also the smallest. Therefore, the proposed model can be applied in a variety of hardware performance-limited scenarios. However, the proposed model still has shortcomings, that is, the FPS is not the highest, which is what we need to improve in the next step.

In the future, we hope that our LEDCNet can be expanded to more semantic segmentation fields. We will continue to improve this model to make it more efficient.
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