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Abstract: The 20-year cumulative fatigue damage of an offshore jacket substructure was estimated under the long-term local environmental conditions in the Taiwan Strait. Because of the nonlinearity of wave load for slender members of the structure, time-domain simulations of the dynamic finite element model were conducted for each sea state. By utilizing the Dirlik method to process the stress signals, the fatigue damages of joints were computed. Concerning the computational time, we propose a probability-based method of using a representative combination of environmental conditions in this study, which can considerably reduce the required number of evaluations prior to determining fatigue damage, thereby improving the process of preliminary design. The results show that only three sea states among 120 can represent 28% of the average damage ratio, and up to 17 sea states fully resolved the fatigue life.
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1. Introduction

According to statistical reports, the global wind turbine installation capacity reached 651 GW by the end of 2019 [1]. This value is predicted to increase to 840.9 GW by 2022 [2]. Offshore wind turbines are crucial for withstanding the cyclic load exerted by winds and waves in the ocean. Moreover, structures in the sea are susceptible to corrosion damage. In recent years, large-scale wind turbine structures have been used. The aforementioned information reveals that structural problems are crucial. Moreover, earthquakes, typhoons, ocean currents, high temperatures, and high humidity pose tremendous threats to the strength of the substructures, especially in Taiwan. Damages occur in various offshore scenarios—for example, ultimate (extreme) load, fatigue, accidental ship impact, or soil liquefaction. Among them, fatigue damage occurs slowly and is difficult to detect due to several sub-issues: marine growth, corrosion, vibrations in vortex shedding, and imperfection of materials. In jacket substructures, the most damage is observed in the splash zone of a tower and joints of substructures [3]. Tubular joint connections present in jacket substructures are subject to approximately 109 load cycles during their designed lifetime of 20 years [4] and thus are critical connections that may undergo fatigue failure.

On offshore bottom-fixed wind turbines,fatigues induced by wind and wave load fluctuations are usually addressed independently by turbine manufacturer and construction contractor, respectively, followed by a superposition or load coupling of them on the substructure. The time-consuming iteration across the wind–wave interface and the communication overhead slow down the design process of the substructure. This shortcoming demonstrates the necessity of boosting fatigue assessments. Fatigue analysis methods can be categorized into two major simulation methods: time-domain (TD)
and frequency-domain (FD). For nonlinear systems, the TD method is more accurate than the FD method. However, computations for acquiring a solution by using the TD method are expensive [5]. Conversely, the FD method is better than the TD method in terms of calculation time. Thus, the FD method has received widespread attention. The FD method assumes that highly nonlinear systems respond linearly to given inputs [6] and employs the relationship between the load and the structure response to provide a reaction amplitude operator, or a transfer function, to which a power spectrum is applied. This fatigue assessment approach has been used for large, complex structures, such as ship structures [7], structures in oil and gas industries [8], and offshore wind turbines [9].

Because of the nonlinearity of wave loads in stringent sea states, the FD method could underestimate the stress fluctuations, and use of the TD method is inevitable. The feasible approaches that can be used to reduce the large amount of time in TD fatigue analyses are reducing the number of analysis sets or finding a set of representative sea states for fatigue damage estimation instead of considering all the environmental conditions. Chian et al. used a Monte Carlo sampling method to estimate fatigue damage, and the test result yielded the same error level for grids (2443 iterations required) after 1437 iterations [10]. Dong et al. considered the same direction of winds and waves to reduce the computational effort involved in estimating fatigue damage and identified the representative environmental condition in the North Sea corresponding to the maximum contribution to fatigue damage [4]. Baarholm et al. [11] estimated hull girder loads in ships by distinguishing sea states contributing to nonlinearity solved via a TD method, and other sea states are treated by a spectral FD analysis. The present study was conducted to determine the representative environmental conditions with the highest benefit and reduce the number of analysis sets required to reduce the analysis time.

This paper is organized as follows. Section 2 presents the computational model and the fatigue life assessment method for jacket structures under short-term meteorological and oceanographic statistics, abbreviated as metocean conditions in the following content. These statistics basically include wind speed and sea state. Section 3 describes the long-term metocean conditions statistics and provides the related probability distribution models. In this section, we formulate the characteristics of accumulated fatigue damage and present three methods for selecting representative sea states. In Section 4, the structural fatigue under each metocean condition is analyzed using the proposed model. The obtained fatigue information was compared with that obtained using other selection methods. The quantitative measures of representativeness were evaluated for the fatigue of each structural joint and each metocean condition. Conclusions are provided in Section 5.

2. Fatigue Life Assessment

The procedure of fatigue assessment is demonstrated in Figure 1. This section presents the computational model and the finite element analysis (FEA) for jacket structures for each sea state, corresponding to the orange boxes. This is the most time-consuming part in terms of computation. A representative selection method, the grey box, can limit the loop iterations in FEA.
2.1. Numerical Model of Jacket Substructure

A jacket X-type substructure made of steel, established at a depth of 50 m [12], was selected and built in SACS software (Bentley Systems Inc., Exton, PA, USA), a design and analysis software package for offshore structures. Because no relevant information about the pile soil was available, the bottom end of the substructure was set as a fixed end in the boundary condition. Detailed final geometrical information is listed in Appendix A of this study. The nature frequency of this target substructure is 0.32 Hz, which is considered as a stiff-stiff design, compared to given waves and wind fluctuations. Structural damping 1% is considered in the dynamic analysis [13].

According to the recommendation of the International Electrotechnical Commission 61400-3 (IEC 61400-3) [14], the Pierson–Moskowitz spectrum was used for conducting fatigue analysis, and the environmental spectrum was developed according to the model Equation (1).

\[
S_{PM}(f) = \frac{5H_s^2T_p}{16} \frac{1}{f^5} \exp \left[ -\frac{5}{4} (f)^{-4} \right],
\]  

where \( H_s \) is the significant wave height and \( T_p \) is the peak wave period. The power spectral densities of ocean waves describe the wave heights of individual waves at different frequencies. Then, the time history of an irregular sea state can be reconstructed by superposing many component waves, which follow a presented power spectral density equation and random phases [15]. A preload step of 150 s was applied as a ramp load on the structure, and then 600 s simulation time was performed under each sea state. Stress signals were taken in the later 600 s for fatigue analysis.

2.2. Fatigue Damage Assessment

Six joints were observed in the substructures in this study; these joints were selected to investigate the relationship between the degree of damage of a joint and the distance from the seabed to a column, as per Figure 2a. Three structural response stress signals of the axial force (FA), in-plane bending (IPB), and out-of-plane bending (OPB) were selected among the six observation points that pertain to the maximum damage hotspots.
Weld joints are critical connections based on the experience of the offshore industry. Therefore, the hotspot stress method, recommended by Det Norske Veritas Germanischer Lloyd (DNV GL) [16], was implemented in this study for evaluating the fatigue damage at the tubular joints. The hotspot stress was evaluated at eight spots around the circumference of the intersection of joints; see Figure 2b. An increase in the stress effect can be considered by the hotspot stress range through the stress concentration factor (SCF) to modify the nominal stress in Equation (2), where $\sigma_{\text{nominal}}$ is the stress at joint simulated by FEA.

$$
\sigma_{\text{hot spot}} = \text{SCF} \times \sigma_{\text{nominal}}
$$

Then, by assuming that a structure is in a sea state in which the time-domain load signal is a stable random Gaussian process, Dirlik [17] used the probability density function (PDF) of Gaussian, Rayleigh, and exponential distribution combined stress spectra to estimate randomness. Most related studies recommend the use of the Dirlik method in the frequency domain [18] because the obtained estimation results are very close to the Rainflow counting method in the time domain [9]. Then, the basic design of the S–N curve is applied, as per Equation (3) [16], where $N$ represents the number of cycles to failure in the stress range, $\Delta \sigma$ is the stress range, and $\bar{\sigma}$ and $m$ are constants that depend on the material and the environmental conditions, respectively.

$$
\log N = \log \bar{\sigma} - m \log (\Delta \sigma),
$$

where empirical studies give $m = 3.0$ and $\bar{\sigma} = 12.18$ if $N \leq 1.8 \times 10^6$, or $m = 5.0$ and $\bar{\sigma} = 16.13$ if $N > 1.8 \times 10^6$. Three types of S–N curves for the tubular joints (known as T-curves) under different environments were presented in [16] for air, seawater with cathodic protection, and seawater to enable free corrosion. The T-curve contains three levels based on the material grade, and the material used in this study pertains to the B-level condition.

The Dirlik method was combined with a selected S–N curve to determine the fatigue damage. Then, fatigue damage calculation was conducted using the widely used Palmgren–Miner linear damage theory [16,19]. $D_g$ is the accumulated fatigue damage that is expressed in Equation (4). The formula reveals that fatigue damage occurs when $D_g$ is greater than 1. Equation (4) provides an explicit relationship between the stress range and the damage, which is used in the later accumulation calculation.

$$
D_g = \sum \frac{n_i}{N_i} = \sum \left(\frac{n_i}{\bar{\sigma}} \times \Delta \sigma_i^m\right)
$$
Finally, the maximum fatigue damage in the eight spots of each joint as mentioned can be calculated by considering the stress concentration factor and estimating the damage of the jacket substructure for each joint position for 20 years, as per Figure 3. Taking the most common sea state \([H_s, T_p] = [0.5 \text{ m}, 6 \text{ s}]\), for example, red color blocks mark the higher fatigue damage values for each joint, and green color blocks mark the lower fatigue damage values.

| Spot | T | TR | R | BR | B | BL | L | TL | Max damage spot |
|------|---|----|---|----|---|----|---|----|---------------|
| A-3  | \(3.4 \times 10^7\) | \(3.6 \times 10^6\) | \(7.2 \times 10^6\) | \(3.5 \times 10^7\) | \(8.5 \times 10^9\) | \(1.6 \times 10^6\) | \(1.6 \times 10^5\) | \(8.4 \times 10^9\) | R             |
| C-3  | \(1.6 \times 10^6\) | \(1.6 \times 10^6\) | \(1.6 \times 10^6\) | \(1.7 \times 10^6\) | \(1.6 \times 10^6\) | \(1.6 \times 10^6\) | \(1.6 \times 10^6\) |         | B             |
| B-4  | \(6.0 \times 10^7\) | \(5.7 \times 10^7\) | \(5.8 \times 10^7\) | \(5.9 \times 10^7\) | \(5.7 \times 10^7\) | \(5.8 \times 10^7\) | \(6.5 \times 10^7\) | \(6.7 \times 10^7\) | TL            |
| D-4  | \(5.5 \times 10^7\) | \(5.5 \times 10^7\) | \(6.0 \times 10^7\) | \(6.1 \times 10^7\) | \(6.0 \times 10^7\) | \(5.7 \times 10^7\) | \(5.8 \times 10^7\) | \(5.9 \times 10^7\) | BR            |
| A-5  | \(5.8 \times 10^4\) | \(3.6 \times 10^4\) | \(2.9 \times 10^4\) | \(5.1 \times 10^4\) | \(5.8 \times 10^4\) | \(3.5 \times 10^4\) | \(2.8 \times 10^4\) | \(4.9 \times 10^4\) | B             |
| C-5  | \(1.0 \times 10^7\) | \(3.3 \times 10^6\) | \(2.2 \times 10^6\) | \(4.0 \times 10^6\) | \(7.8 \times 10^6\) | \(3.3 \times 10^6\) | \(2.5 \times 10^6\) | \(4.6 \times 10^6\) | T             |

Figure 3. Maximum damaged hotspots under \([H_s, T_p] = [0.5 \text{ m}, 6 \text{ s}]\) sea state. The color gradients from green to red classify the damage values on the circumference for each joint in ascending order.

3. Long-Term Metocean Statistics

3.1. Wave Scatter Diagram

The long-term environmental statistics were based on a preliminary site survey that was conducted from December 1991 to August 1999 at the west sea area in Taiwan. The average wind speed is classified into six bins from 0 to 30 m/s, with an interval of 5 m/s, and the wave height is categorized into ten sections from 0 to 5 m, with an interval of 0.5 m. The wave period is divided into twelve bins from 3 to 15 s, with an interval of 1 s. The data include 120 types of sea state, and the total probability is 100%. The sea states are further categorized into six metocean conditions based on the wind speed. The aforementioned categorization is essential not only for the following derivation of the statistics of sea states but also for the wind-induced fatigue because the superstructures or power turbines are usually dependent on the wind speed. The wind force data can be separately incorporated in the structural model through external sources [9]. However, such a method is beyond the scope of the present study and is not considered for that focusing on the wave-induced fatigue and the representativeness of sea states. The occurrence probabilities of the wind speed ranges in the report are referred to as Metocean 1 to 6 (Figure 4). The detail of the highest probability environment for the six wind speed ranges is listed in Table 1. Due to lack of the information on wave direction, these metocean conditions are set as unidirectional, aligned with the orientation of the foundation. This simplification is based on the notion that the normal facing against the load usually imposes the largest amount of energy on the structure, which is considered the essential load case in a preliminary design. Multi-directional and wind-wave misalignment load cases could be evaluated in a full analysis.

Figure 4. Annual statistical probability of the wind speed range in the Fuhai area.
Table 1. Highest probability of the six wind speed ranges.

| Metocean | 1     | 2     | 3     | 4     | 5     | 6     |
|----------|-------|-------|-------|-------|-------|-------|
| Wind speed (m/s) | 0-5   | 5-10  | 10-15 | 15-20 | 20-25 | 25+   |
| Wave height (m)    | 0.5   | 0.5   | 0.5   | 2.0   | 2.5   | 3.0   |
| Wave period (s)    | 6     | 6     | 6     | 6     | 6     | 7     |
| Highest Probability| 32%   | 30%   | 18%   | 20%   | 22%   | 17%   |

The probability distribution against significant wave height is assumed to be truncated normal distribution. To confirm, we summed the probabilities of all the $T_p$ values for each wave height to obtain the probability distribution of significant wave heights for each metocean condition. The probability distribution is presented in Table 2. The probability distributions were fitted with normal distributions, drawn in Figure 5, where the mean values and standard deviations are listed at the bottom of Table 2.

Table 2. Probability distribution (%) of significant wave heights under the six metocean conditions. (SD represents Standard Deviation).

| Metocean | 1     | 2     | 3     | 4     | 5     | 6     |
|----------|-------|-------|-------|-------|-------|-------|
| Wind speed (m/s) | 0-5   | 5-10  | 10-15 | 15-20 | 20-25 | 25+   |
| 5        | 0.0   | 0.0   | 0.0   | 0.0   | 0.0   | 1.4   |
| 4.5      | 0.0   | 0.0   | 0.0   | 0.0   | 0.1   | 3.5   |
| 4        | 0.0   | 0.0   | 0.0   | 0.0   | 1.1   | 11.7  |
| 3.5      | 0.2   | 0.0   | 0.1   | 0.7   | 6.8   | 26.3  |
| Significant wave height (m) | 3     | 0.2   | 0.1   | 0.6   | 4.6   | 20.9  |
| 2.5      | 0.8   | 0.6   | 4.3   | 20.5  | 41.5  | 18.1  |
| 2        | 1.6   | 3.3   | 12.7  | 32.2  | 23.2  | 3.5   |
| 1.5      | 7.5   | 11.1  | 18.6  | 19.9  | 4.5   | 0.0   |
| 1        | 26.0  | 25.3  | 25.4  | 13.3  | 1.5   | 0.2   |
| 0.5      | 63.7  | 59.5  | 38.3  | 8.7   | 0.4   | 0.0   |

Gaussian Fit—Mean

-0.99  -0.72  0.05  1.68  2.24  2.88

Gaussian Fit—SD

0.91  0.90  1.07  0.67  0.48  0.57

Figure 5. Gaussian fit of the significant wave heights under the six metocean conditions. Blue, cyan, green, yellow, red, and purple represent Metoceans 1 to 6, respectively.
3.2. Cumulative Fatigue Damage

In this study, a total of 120 environmental sea states were analyzed for the target jacket substructure. The wave load evaluation conducted on slender offshore structures commonly utilizes the Morison equation, in which the inertia term is proportional to the wave height and the drag term is proportional to the square of the wave height [20]. We could infer that the wave load is proportional to the wave height of an exponent $\alpha$, which is between one and two based on the contributions of the two aforementioned terms. A wave force regime stated in this reference reveals that the higher a wave is, the higher the domination of the drag term is (that is, $\alpha$ approaches two and becomes nonlinear).

For the structural response, the stress range is also positively correlated to the wave load range, which is proportional to the wave height of $\alpha$. Then, by combining the Dirlik method with the exponent of wave load, the cumulative damage is expressed in terms of the wave height power in Equation (5), where $f$ is a constant multiplier.

$$D_g = \sum \left( \frac{H_i}{\alpha} \times \Delta \sigma_{im} \right) = f \times H_s^{\alpha m} \quad (5)$$

Figure 6 displays the fatigue cumulative damage values of A-3 joint R hotspot in the 120 sea states for 20 years. If the damage value is 1, then the joint position is considered to be damaged due to fatigue. The same color gradients were applied to the blocks to mark the corresponding damage values. A detailed description of other hotspots is provided in Appendix B. These figures indicate that the wave height is the dominant factor affecting the joint damages. To validate the above expression, the cumulative damages of the six joints were fitted by the least square method. The fitting parameters are depicted in Table 3 and Figure 7. The multiplier is larger for the lower layers of the jacket. Thus, higher fatigue damage is observed in the joints closer to the seabed. The exponent $\alpha^*m$ is between 4.5 and 5, and this value roughly complies with the slope of the S–N curve.

| $T_e$ (s) | $H_s$ (m) | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
|-----------|-----------|---|---|---|---|---|---|---|---|---|---|---|---|
| 5         | -         | - | - | $2.4 \times 10^2$ | $2.7 \times 10^2$ | $3.2 \times 10^2$ | $3.6 \times 10^2$ | $3.3 \times 10^2$ | $2.6 \times 10^2$ | $2.4 \times 10^2$ | $1.9 \times 10^2$ | $1.5 \times 10^2$ | $1.6 \times 10^2$ |
| 4.5       | -         | - | - | $1.4 \times 10^2$ | $1.5 \times 10^2$ | $1.9 \times 10^2$ | $2.2 \times 10^2$ | $1.9 \times 10^2$ | $1.5 \times 10^2$ | $1.4 \times 10^2$ | $1.1 \times 10^2$ | $8.8 \times 10^1$ | $8.7 \times 10^1$ |
| 4         | -         | - | - | $6.4 \times 10^1$ | $9.1 \times 10^1$ | $1.1 \times 10^2$ | $1.3 \times 10^2$ | $1.0 \times 10^2$ | $8.6 \times 10^1$ | $7.6 \times 10^1$ | $6.1 \times 10^1$ | $4.8 \times 10^1$ | $4.6 \times 10^1$ |
| 3.5       | -         | - | - | $1.6 \times 10^0$ | $3.3 \times 10^0$ | $4.8 \times 10^0$ | $6.1 \times 10^0$ | $7.7 \times 10^0$ | $5.6 \times 10^0$ | $4.6 \times 10^0$ | $4.0 \times 10^0$ | $3.2 \times 10^0$ | $2.5 \times 10^0$ |
| 3         | -         | - | - | $7.4 \times 10^{-1}$ | $2.4 \times 10^0$ | $2.3 \times 10^0$ | $3.1 \times 10^0$ | $3.3 \times 10^0$ | $2.8 \times 10^0$ | $2.3 \times 10^0$ | $2.0 \times 10^0$ | $6.9 \times 10^0$ | $5.2 \times 10^0$ |
| 2.5       | -         | - | - | $6.9 \times 10^{-1}$ | $1.5 \times 10^0$ | $1.2 \times 10^0$ | $1.5 \times 10^0$ | $1.5 \times 10^0$ | $1.2 \times 10^0$ | $1.0 \times 10^0$ | $8.7 \times 10^0$ | $3.6 \times 10^0$ | $2.4 \times 10^0$ |
| 2         | -         | - | - | $2.5 \times 10^{-1}$ | $5.8 \times 10^0$ | $1.0 \times 10^1$ | $9.8 \times 10^0$ | $8.8 \times 10^0$ | $8.2 \times 10^0$ | $4.0 \times 10^0$ | $3.3 \times 10^0$ | $2.9 \times 10^0$ | $2.0 \times 10^0$ |
| 1.5       | -         | - | - | $7.4 \times 10^{-2}$ | $2.2 \times 10^0$ | $5.4 \times 10^0$ | $7.9 \times 10^0$ | $1.8 \times 10^0$ | $1.8 \times 10^0$ | $7.6 \times 10^0$ | $2.2 \times 10^0$ | $1.0 \times 10^0$ | $1.6 \times 10^0$ |
| 1         | -         | - | - | $1.1 \times 10^{-1}$ | $4.0 \times 10^0$ | $1.0 \times 10^0$ | $1.5 \times 10^0$ | $1.7 \times 10^0$ | $1.7 \times 10^0$ | $1.4 \times 10^0$ | $1.2 \times 10^0$ | $9.9 \times 10^0$ | $7.7 \times 10^0$ |
| 0.5       | -         | - | - | $1.5 \times 10^{-2}$ | $3.0 \times 10^0$ | $7.1 \times 10^0$ | $7.2 \times 10^0$ | $1.1 \times 10^0$ | $1.1 \times 10^0$ | $8.8 \times 10^0$ | $7.4 \times 10^0$ | $6.1 \times 10^0$ | $4.7 \times 10^0$ |

Table 3. Fitting parameters for fatigue damage at joints.

| Joint | Multiplier $f$ | Exponent $\alpha^*m$ |
|-------|----------------|----------------------|
| A-3   | $2.5 \times 10^{-5}$ | 4.4                 |
| C-3   | $3.5 \times 10^{-5}$ | 4.7                 |
| B-4   | $1.3 \times 10^{-5}$ | 4.5                 |
| D-4   | $1.0 \times 10^{-5}$ | 4.7                 |
| A-5   | $2.5 \times 10^{-6}$ | 5.0                 |
| C-5   | $2.0 \times 10^{-6}$ | 4.7                 |
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Figure 7. Exponential fitting of the cumulative damage pertaining to the six joints. Green, yellow, red, cyan, purple, and blue represent joints A3, C3, B4, D4, A5, C5, respectively.

3.3. Representative Selection Method

The overall cumulative damage $D_{\text{natural}}$ represents the total damage of all sea states, which is the product of the summation of probability and its corresponding cumulative damage. For each probability distribution under Metocean 1–6, $D_{\text{natural}}$ is computed at each joint, as per Table 4. Then, the damage ratio of partial damage of choice from sea states is defined as $D_{\text{par}}/D_{\text{natural}}$. The damage ratio is a measure of how much a selected sea state represents the overall damage. Because there are six metocean conditions in the study, the average damage value is the average of the six damage ratios of each metocean condition. Moreover, the probability value is the sum of the occurrence probability of the selected sea states. The benefit value represents the marginal damage ratio due to the occurrence probability per 1%. The total benefit, given by Equation (6), is calculated from the average damage ratio of the six metocean conditions and the occurrence probability and represents the damage ratio effect due to the probability of occurrence per 1%.

Table 4. $D_{\text{nature}}$ at each joint under each metocean condition. The color gradients from light blue to pale red classify the values in ascending order.

| Metocean | 1     | 2     | 3     | 4     | 5     | 6     |
|----------|-------|-------|-------|-------|-------|-------|
| A-3      | 4.6 × 10−5 | 4.1 × 10−5 | 1.2 × 10−4 | 5.1 × 10−4 | 1.8 × 10−3 | 5.3 × 10−3 |
| C-3      | 7.4 × 10−5 | 6.7 × 10−5 | 2.0 × 10−4 | 8.8 × 10−4 | 3.1 × 10−3 | 9.4 × 10−3 |
| B-4      | 2.0 × 10−5 | 2.0 × 10−5 | 6.3 × 10−5 | 2.8 × 10−4 | 9.5 × 10−4 | 2.8 × 10−3 |
| D-4      | 2.1 × 10−5 | 2.1 × 10−5 | 6.7 × 10−5 | 3.0 × 10−4 | 1.0 × 10−3 | 3.1 × 10−3 |
| A-5      | 1.4 × 10−6 | 1.5 × 10−6 | 5.2 × 10−6 | 2.5 × 10−5 | 8.1 × 10−5 | 2.4 × 10−4 |
| C-5      | 9.6 × 10−7 | 1.1 × 10−6 | 3.6 × 10−6 | 1.7 × 10−5 | 5.3 × 10−5 | 1.4 × 10−4 |

Following the damage ratio as defined, one seeks high representativeness either through the sea states of high probabilities or of causing high damage. Since both are in terms of wave height, the former follows a Gaussian function and the latter follows an exponential function; the probability distribution quickly suppresses the damage in the decreasing power of $H_s^2$ to the increasing power of log $H_s$ when the wave height increases. This crucial characteristic implies that the damage ratio follows the probability function more than the damage function. Figure 8 presents the probabilities of Metocean...
2 and 5 in red-colored curves. The cumulative damage at joint A3 is provided in black-colored curves, and the damage ratios are represented by green-colored curves. The figure indicates that the damage ratio peak lies on the right side of the probability peak because the damage function puts a higher weight on high waves. The two peaks deviate less in the high wave condition. Thus, a conservative estimate of the highest damage ratio is obtained from the most probable sea state corresponding to the higher wave in the absence of damage information.

\[
\text{total benefit} = \frac{\sum_{i=1}^{\text{numbers of metocean}} \text{Average}_i \cdot \text{Probability}_i}{\sum_{i=1}^{\text{numbers of metocean}} \text{Probability}_i}, \tag{6}
\]

Figure 8. Damage ratio of joint A3: red lines for Metocean 2 and blue lines for Metocean 5.

Based on the characteristics of probability and damage in terms of wave height, we proposed a simple sorting of sea states by probability (abbreviated as Pr type), as described below. The first sea state is the most probable sea state \( P_{\text{max}} \). Moreover, from the Gaussian distributions of wave scatter diagrams, more probable sea states locate around \( P_{\text{max}} \). So, another selection method is by the neighborhood around \( P_{\text{max}} \), abbreviated as Nb type.

1. **Probability type (Pr):** the algorithm of the probability type is selected on the basis of the rank of probability when the probability distribution is monotonically decreasing. This method can mitigate the problem caused by local peaks in the probability distribution of the raw statistics. The total number \( M \) of selected sea states is denoted \( \text{Pr-M} \) in the following discussion—for example, Pr-6 and Pr-9. Since high waves contribute to higher damage, the sea states with a lower wave height than the sea states at the most probable sea state \( P_{\text{max}} \) are omitted, denoted Pr-6U and Pr-9U. Moreover, when the same probability occurs in the same wave period, the condition of higher wave height should be selected. When the same probability occurs at the same wave height, the condition of the smaller wave period should be selected. The numbers in Figure 9a are ranked according to the probability and the figure displays the selected range of environmental conditions in the Metocean 5. The selected sea states are detailed in Appendix C.

2. **Neighborhood type (Nb):** this method also starts from the most probable sea state and only selects its neighbor sea states. The extended left side is expected to obtain a larger damage value because
of the shorter wave period. The extended right side is expected to have a larger probability, because the wave height value and the wave period value reveal a positive correlation [21]. Therefore, the combination of neighborhood sea states could be Nb-6, extending one more level of wave height than that of $P_{\text{max}}$. We can widen the range to include three rows, making $M = 9$. Nb-9 locates $P_{\text{max}}$ at the center, as per Figure 9b, and Nb-9U shifts one row upward by one level of wave height, as in Figure 9c. The purple frame presents Nb-9U, and the blue frame shows Nb-9. The selection for other metoceans is presented in Appendix C in this paper.

![Figure 9](image)

**Figure 9.** Schematic of selected sea states in Metocean 5: (a) probability type excluding low waves (red); (b) centered neighboring sea states (blue); (c) upshift neighboring sea states (purple). The color gradients from red to green classify the ranks in ascending order.

### 4. Discussion

#### 4.1. Most Probable Sea State

In Metoceans 1 and 2, the maximum probability of the sea state is 30%. Intuitively, this sea state is more representative than others. The occurrence probability is not the primary factor affecting the representativeness of environmental conditions, but the wave height of sea states is. For the sea states with the highest probability of occurrence in Metoceans 1–3, the wave height is 0.5 m, which is low, and the damage is also low. Although a high probability of occurrence is observed at these conditions, the representative is not significant because of the low damage due to the low wave height. By contrast, the maximum probability of occurrence in Metoceans 4–6 is approximately 20%, and the wave height is greater than 2 m. This value causes a damage of nearly 100 times that caused by a sea state of 0.5 m. Compared with the maximum occurrence probability of only 1.45 times (32/22), the wave height of sea states is the most crucial factor that affects the damage representativeness under the selected sea states.

A trend cannot be observed in the 36 damage ratios corresponding to the six joints obtained from the six metocean conditions based on the values listed in Table 5 because the six joints are located at different levels on the substructure and are not representative in all the most probable six metocean conditions. All these factors affect damage ratio.

| $T_e$ (s) | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
|----------|---|---|---|---|---|---|---|----|----|----|----|----|
| 5        | 32| 32| 32| 32| 32| 32| 32| 32 | 32 | 32 | 32 | 32 |
| 4.5      | 32| 32| 32| 32| 26| 32| 32| 32 | 32 | 32 | 32 | 32 |
| 4        | 32| 32| 32| 32| 26| 32| 18| 32 | 32 | 32 | 32 | 32 |
| 3.5      | 32| 32| 32| 14| 14| 11| 11| 11 | 32 | 32 | 32 | 32 |
| 3        | 32| 32| 32| 14| 14| 11| 11| 11 | 32 | 32 | 32 | 32 |
| 2.5      | 32| 32| 15| 15| 15| 15| 10| 32 | 32 | 32 | 32 | 32 |
| 2        | 32| 32| 32| 12| 12| 12| 12| 12 | 32 | 32 | 32 | 32 |
| 1.5      | 32| 32| 13| 13| 13| 13| 13| 13 | 32 | 32 | 32 | 32 |
| 1        | 32| 32| 15| 15| 15| 15| 15| 15 | 32 | 32 | 32 | 32 |
| 0.5      | 32| 32| 21| 21| 21| 21| 21| 21 | 32 | 32 | 32 | 32 |
### Table 5. Damage ratio and benefit of the maximum probability sea state, $M = 1$.

| Metocean | 1 | 2 | 3 | 4 | 5 | 6 |
|----------|---|---|---|---|---|---|
| A-3      | 5.1 | 5.4 | 1.1 | 4.1 | 14.9 | 10.4 |
| C-3      | 0.7 | 0.8 | 0.2 | 3.7 | 15.0 | 10.2 |
| B-4      | 1.1 | 1.0 | 0.2 | 4.6 | 18.7 | 10.3 |
| D-4      | 0.9 | 0.9 | 0.2 | 4.8 | 16.8 | 10.2 |
| A-5      | 1.4 | 1.2 | 0.2 | 6.6 | 23.3 | 9.1 |
| C-5      | 3.4 | 2.8 | 0.5 | 6.5 | 29.0 | 8.3 |

|                  | Average (%) | Probability (%) | Benefit  |
|------------------|-------------|-----------------|---------|
| Damage ratio     | 2.1         | 32.3            | 0.07    |
| Average (%)      | 2.0         | 30.8            | 0.07    |
| Probability (%)  | 0.4         | 20.6            | 0.02    |
| Benefit          | 5.0         | 22.2            | 0.24    |
| Total benefit    | 19.6        | 17.7            | 0.88    |

### 4.2. Selection by Neighborhood

Table 6 lists the combined results and benefits of the neighborhood type combinations. The neighborhood type selections contain three combinations, and the best and the worst of the three combinations are ranked based on their total benefit. The best of the three is Nb-9U, neighborhood nine environmental conditions, followed by Nb-6U. The worst combination is Nb-9.

### Table 6. Damage ratio and benefit of the neighborhood type combination.

| Metocean | 1 | 2 | 3 | 4 | 5 | 6 |
|----------|---|---|---|---|---|---|
| A-3      | 13 | 13 | 4 | 54 | 55 | 48 |
| C-3      | 9  | 10 | 3 | 54 | 55 | 47 |
| B-4      | 13 | 13 | 4 | 58 | 60 | 50 |
| D-4      | 12 | 12 | 4 | 57 | 58 | 49 |
| A-5      | 19 | 17 | 6 | 61 | 64 | 52 |
| C-5      | 24 | 21 | 7 | 63 | 69 | 54 |

| Nb-6U    |  |  |  |  |  |  |
|----------|---|---|---|---|---|---|
| A-3      | 13 | 13 | 4 | 58 | 56 | 52 |
| C-3      | 9  | 10 | 3 | 57 | 56 | 51 |
| B-4      | 13 | 13 | 4 | 62 | 61 | 55 |
| D-4      | 12 | 12 | 4 | 61 | 59 | 53 |
| A-5      | 19 | 17 | 6 | 66 | 66 | 58 |
| C-5      | 24 | 21 | 7 | 69 | 71 | 60 |

| Nb-6U    |  |  |  |  |  |  |
|----------|---|---|---|---|---|---|
| Average (%) | 15 | 14 | 5 | 58 | 60 | 50 |
| Probability (%) | 80 | 76 | 58 | 49 | 55 | 59 |
| Benefit    | 0.18 | 0.18 | 0.08 | 1.17 | 1.08 | 0.85 |
| Total benefit | 0.53 |  |  |  |  |  |

| Nb-9U    |  |  |  |  |  |  |
|----------|---|---|---|---|---|---|
| A-3      | 13 | 13 | 4 | 58 | 56 | 52 |
| C-3      | 9  | 10 | 3 | 57 | 56 | 51 |
| B-4      | 13 | 13 | 4 | 62 | 61 | 55 |
| D-4      | 12 | 12 | 4 | 61 | 59 | 53 |
| A-5      | 19 | 17 | 6 | 66 | 66 | 58 |
| C-5      | 24 | 21 | 7 | 69 | 71 | 60 |

| Nb-9     |  |  |  |  |  |  |
|----------|---|---|---|---|---|---|
| Average (%) | 15 | 14 | 5 | 62 | 61 | 55 |
| Probability (%) | 80 | 76 | 58 | 49 | 55 | 59 |
| Benefit    | 0.18 | 0.18 | 0.08 | 1.17 | 1.08 | 0.85 |
| Total benefit | 0.48 |  |  |  |  |  |
Discussion of the benefits of Nb-9U and Nb-9: Nb-9 in Metoceans 1–3 actually only used six sea states because of the different types of environmental probability distributions. The results of Nb-9 are the same as Nb-6U. Because Nb-9U considers three higher wave height sea conditions, the damage ratio and benefit value are effectively increased. In Metoceans 4–6, the damage caused by the lower wave height cannot effectively increase the damage ratio value because the selected sea states of Nb-9 are distributed around the maximum probability. Thus, Nb-9 has a larger probability sum. However, the lower high wave damage does not increase the benefit value, thus causing a less representative combination.

Discussion of the benefits of Nb-6U and Nb-9U: a higher total benefit value is obtained when the sea states are selected with higher waves but moderate probabilities than the value of $P_{\text{max}}$. Lastly, comparing Nb-6U and Nb-9 reveals that Nb-9 has a lower total benefit value because of the lower wave height sea conditions with a larger probability. This conclusion supports the inference discussed in Section 4.1 that the representativeness is preferred toward higher waves than toward more probable ones.

### 4.3. Selection by Probability

Table 7 lists the results and benefits of probability type combinations. In order to have the same $M$ as Nb type, four combinations of probability type selections are compared, and the best and the worst ones are ranked based on their total benefit. The best is Pr-9U, the top nine probabilities of sea states without considering the lower wave heights, followed by Pr-6U and Pr-9 in order. The worst is Pr-6. Comparing the benefits of Pr-6 and Pr-6U, the two combinations select the same set of sea states in Metoceans 1–3. Thus, the damage ratio values are the same. In Metoceans 4–6, the combination can select a lower wave height condition than $P_{\text{max}}$ and presents a low damage value. The sea state has high probability but low total damage, thus resulting in a decreasing benefit value. Thus, the overall benefit of Pr-6U is better than that of Pr-6 and also Pr-9U than Pr-9.

| Metocean | 1  | 2  | 3  | 4  | 5  | 6  |
|----------|----|----|----|----|----|----|
| A-3      |    |    |    |    |    |    |
| C-3      |    |    |    |    |    |    |
| B-4      |    |    |    |    |    |    |
| D-4      |    |    |    |    |    |    |
| A-5      |    |    |    |    |    |    |
| C-5      |    |    |    |    |    |    |
| A-5      |    |    |    |    |    |    |
| C-3      |    |    |    |    |    |    |
| B-4      |    |    |    |    |    |    |
| D-4      |    |    |    |    |    |    |
| A-5      |    |    |    |    |    |    |
| C-5      |    |    |    |    |    |    |

**Table 7.** Damage ratio and benefit of the probability type combination.

| Metocean | 1  | 2  | 3  | 4  | 5  | 6  |
|----------|----|----|----|----|----|----|
| A-3      |    |    |    |    |    |    |
| C-3      |    |    |    |    |    |    |
| B-4      |    |    |    |    |    |    |
| D-4      |    |    |    |    |    |    |
| A-5      |    |    |    |    |    |    |
| C-5      |    |    |    |    |    |    |

**Total benefit 0.61**

| Metocean | 1  | 2  | 3  | 4  | 5  | 6  |
|----------|----|----|----|----|----|----|
| A-3      |    |    |    |    |    |    |
| C-3      |    |    |    |    |    |    |
| B-4      |    |    |    |    |    |    |
| D-4      |    |    |    |    |    |    |
| A-5      |    |    |    |    |    |    |
| C-5      |    |    |    |    |    |    |

**Total benefit 0.74**
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Table 7. Cont.

| Metocean | 1   | 2   | 3   | 4   | 5   | 6   |
|----------|-----|-----|-----|-----|-----|-----|
| Pr-9     |     |     |     |     |     |     |
| A-3      | 31  | 43  | 27  | 57  | 77  | 61  |
| C-3      | 28  | 41  | 25  | 57  | 77  | 61  |
| B-4      | 37  | 49  | 30  | 61  | 80  | 65  |
| D-4      | 35  | 46  | 28  | 60  | 79  | 63  |
| A-5      | 48  | 56  | 35  | 65  | 81  | 67  |
| C-5      | 56  | 62  | 40  | 69  | 82  | 69  |
| Average (%) | 39  | 50  | 31  | 61  | 79  | 64  |
| Probability (%) | 89  | 88  | 83  | 81  | 87  | 80  |
| Benefit   | 0.44| 0.56| 0.37| 0.76| 0.92| 0.81|

Pr-9U Damage ratio at joint (%)

| A-3      | 31  | 43  | 27  | 82  | 89  | 69  |
| C-3      | 28  | 41  | 25  | 81  | 89  | 69  |
| B-4      | 37  | 49  | 30  | 81  | 90  | 72  |
| D-4      | 35  | 46  | 28  | 81  | 90  | 71  |
| A-5      | 48  | 56  | 35  | 78  | 92  | 74  |
| C-5      | 56  | 62  | 40  | 77  | 93  | 75  |
| Average (%) | 39  | 50  | 31  | 80  | 90  | 72  |
| Probability (%) | 89  | 88  | 83  | 56  | 68  | 69  |
| Benefit   | 0.44| 0.56| 0.37| 1.43| 1.34| 1.04|

Total benefit 0.64

4.4. Extrapolation of Unresolved Sea States

Following these two selection methods, the more representative sea states are picked first, and when M increases, less contributions are expected until all sea states are included. Table 8 compares the three selection methods and shows the total benefit, damage ratio, and coefficient of variation.

Table 8. Effectiveness of the optimal environmental combinations.

| Selection Type | Number of Analysis Sets | Total Benefit | Damage Ratio Average (%) | Standard Deviation | Coefficient of Variation |
|----------------|-------------------------|---------------|---------------------------|--------------------|--------------------------|
| Max Probability     | 1                       | 0.27          | 6.5                       | 7.1                | 109.6%                   |
| Nb-9U             | 9                       | 0.78          | 55.6                      | 20.9               | 37.7%                    |
| Pr-9U             | 9                       | 0.80          | 60.3                      | 22.7               | 37.7%                    |

The maximum probability presents the lowest total benefit because it involves only one evaluation. Both neighborhood and probability types begin from the same sea state but with different selection methods. Considering the selection of Metoceans 3 and 5 as examples, the ranks of the selected top left sea condition with a larger wave height and smaller wave period are 12 and 32, respectively, in Nb-9U. The Pr-9U is superior for sea states of very low probabilities. That is, the probability type with a limited wave height is better than the neighborhood type. The environmental representation is influenced more by the wave height conditions, because the growth of the damage value occurs due to the larger amplitude range of the higher wave height sea states. The reason for the rapid increase in the damage value can be found in Equation (4). The equation reveals that $\Delta \sigma_{im}$ is the main cause. According to Table 3, m is found between 4.4 and 5.0, and the response in high waves is larger than in low waves. Therefore, the damage value of the high wave height increases rapidly. Thus, Pr-9U is the recommended selection because it has optimal benefits for all combinations.

Through the probability type with eliminated low wave height, we can further discuss the number of analysis sets M. By using this method, the effectiveness of M from 1 to 17 with an increment of 1 is provided (Table 9), where only odd M is presented in the table for clarity. The efficiency increases if
a higher damage ratio with fewer analyses is achieved. First, the maximum, average, and minimum damage ratio values are plotted, as in Figure 10a, to present the damage ratio range of each analysis sets and the damage ratio gain per analysis set. When $M$ is assumed to be 3, the average value of the damage ratio is 28.1%. By dividing this value by 3, we obtain 9.4%. This implies that only three sets are required for the analyses. In this case, the total benefit is 0.58, and the corresponding coefficient of variation is 68.4%. These values would be sufficient for an estimation in a preliminary design.

Table 9. Effectiveness of the Pr-MU (probability type with eliminated low wave height).

| Number of Analysis Sets | Cumulative Probability (%) | Total Benefit | Damage Ratio (%) | Coefficient of Variation (%) |
|------------------------|-----------------------------|---------------|------------------|-----------------------------|
| 1 (Max Prob.)          | 24.0                        | 0.27          | 6.5              | 109.6                       |
| 3                      | 48.5                        | 0.58          | 28.1             | 68.4                        |
| 5                      | 62.9                        | 0.62          | 39.0             | 60.4                        |
| 7                      | 70.3                        | 0.77          | 54.1             | 37.7                        |
| 9 (Pr-9U)              | 75.3                        | 0.80          | 60.3             | 37.7                        |
| 11                     | 78.0                        | 0.88          | 68.6             | 30.0                        |
| 13                     | 79.8                        | 0.88          | 70.2             | 30.3                        |
| 15                     | 81.4                        | 0.97          | 79.0             | 20.3                        |
| 17                     | 82.6                        | 0.99          | 81.8             | 18.7                        |

We also plotted the total benefit value and coefficient of variation against $M$, as per Figure 10b. If a higher benefit value (for example, 0.8) is required, then an $M$ value of 9 is recommended, because the threshold value of 0.8, a damage ratio of 60.3%, and a coefficient of variation of 37.7% are attained.
Another viewpoint of the representativeness is the correlation between the cumulative probability and damage ratio, which is plotted as a blue line in Figure 11 by using the data presented in Table 9. M is also marked on the line. We can expect that this line will end at (100%, 100%) when all sea states have been evaluated. That is, the cumulative probability is 100%, and the cumulative damage becomes $D_{\text{natural}}$, thus resulting in a 100% damage ratio. The total benefit can be seen as the slope of the line from the origin to a dot at a specific $M$ value. Thus, we draw an ideal line in black color, which presents perfect representativeness of selected sea states; that is, the total benefit is 1. Moreover, the blue line is always below the ideal condition, although the selection method attempted to maximize it. The blue line approaches the black line when $M$ increases, which means that the cumulative damage has been fully represented. Then, $D_{\text{natural}}$ can be directly computed as the current ($M = 17$) cumulative damage divided by the current cumulative probability.

![Figure 11. Correlation between the damage ratio and cumulative probability.](image)

5. Conclusions

This study used the jacket X-type substructure for time-domain dynamic analysis in the waters of the Fuhai area in Taiwan to evaluate the cumulative fatigue damage over a design life of 20 years. This study used SACS to set the wave height and period information of the wave environment, analyze the dynamic response of the structures, select the brace with the largest damage caused to the joints, and consider three structural response signals (FA, IPB, and OPB) to yield stress concentration. We found the hotspots at which the damage to the joints was the highest and converted the stress signals obtained from correlated Fourier transform to power spectra. The total energy was analyzed using the Dirlik method for conducting fatigue analysis by applying S–N curves.

This study explored whether the natural damage can be approximated through a smaller number of environmental combinations, the damages under many sea states combined with the damages under 120 sea states can be compared in terms of their respective probabilities, and the representative environment can be explored. Various combinational strategies were used in this study; the neighborhood around the most probable sea states and the probability type based on the occurrence
probability were selected. Elimination of sea states with lower wave heights has the benefit of yielding higher representative damage ratios. Through evaluating six metocean categories, it is concluded that selecting sea states according to probability rank while filtering out low wave conditions can effectively represent the cumulative damage of a structure. This method greatly reduces the number of analysis sets required, and only a few sea states represent the damage ratio of 28.1% and the coefficient of variation of 68.4%. The proposed selection procedure applied to more sea states in sequence and less than one-sixth sea states fully covers the representativeness.
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**Appendix A**

The offshore jacket substructure was set in the SACS model and was divided into three categories. A 5-MW wind turbine was supported by a substructure with a height of approximately 65 m, an upper end width of 9 m, a lower end width of 12 m, and a tower height of 68 m. The specifications of the substructure are based on the OC4 tower properties, which reveals a total design height of 137 m. The overall structure was made of steel and the properties were configured as elastic. The Young’s modulus was taken to be 210 GPa and the shear modulus was taken to be 80.8 GPa. The strength of the substructure was assumed to be the same throughout its lifetime. The corrosion allowance, reduction of wall thickness, was considered in the numerical model for a conservative estimation. The transition section was a rigid body with a mass of 666 metric tons [13]. In addition, the attributes as-built of the substructure are listed in Table A1. The superstructure of the wind turbine was divided into two parts: the rotor-nacelle assembly (RNA) and the tower, of which the latter was modeled in SACS. The connection flange of the tower and substructure was a rigid element of 110 tons. The RNA, including three 61.5 m blades and nacelle, was treated as a lumped mass 240 tons at the top of the tower. More details can be found in [22]. The marine growth on the substructure was considered [13]. The bottom end of the substructure was considered to be fixed in the boundary condition.

| Section      | Diameter (m) | Thickness (mm) |
|--------------|--------------|----------------|
| Pile         | 2.08         | 60             |
| Lower leg    | 1.2          | 50             |
| Upper leg    | 1.2          | 35             |
| Brace        | 0.8          | 20             |
| Tower        | 5.6–4.1 (tapered) | 32–20         |

**Appendix B**

Figures A1–A5 display the fatigue cumulative damage values of five joint hotspots under the 120 sea states for 20 years. The color gradients from green to red denote the cumulative damages in ascending order.
Appendix A

The offshore jacket substructure was set in the SACS model and was divided into three categories. A 5-MW wind turbine was supported by a substructure with a height of approximately 65 m, an upper end width of 9 m, a lower end width of 12 m, and a tower height of 68 m. The specifications of the substructure are based on the OC4 tower properties, which reveals a total design height of 137 m. The overall structure was made of steel and the properties were configured as elastic. The Young’s modulus was taken to be 210 GPa and the shear modulus was taken to be 80.8 GPa. The strength of the substructure was assumed to be the same throughout its lifetime. The corrosion allowance, reduction of wall thickness, was considered in the numerical model for a conservative estimation. The transition section was a rigid body with a mass of 666 metric tons [13]. In addition, the attributes as-built of the substructure are listed in Table A1. The superstructure of the wind turbine was divided into two parts: the rotor-nacelle assembly (RNA) and the tower, of which the latter was modeled in SACS. The connection flange of the tower and substructure was a rigid element of 110 tons. The RNA, including three 61.5 m blades and nacelle, was treated as a lumped mass 240 tons at the top of the tower. More details can be found in [22]. The marine growth on the substructure was considered [13]. The bottom end of the substructure was considered to be fixed in the boundary condition.

Table A1. Properties of the jacket substructure.

| \(T_p\) (s) | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
|----------|---|---|---|---|---|---|---|---|---|---|---|---|
| H (m)    |   |   |   |   |   |   |   |   |   |   |   |   |
|----------|---|---|---|---|---|---|---|---|---|---|---|---|
| 5        | - | - | 5.6 \(10^4\) | 5.4 \(10^4\) | 6.1 \(10^4\) | 6.6 \(10^4\) | 5.8 \(10^4\) | 4.5 \(10^4\) | 4.0 \(10^4\) | 3.3 \(10^4\) | 2.6 \(10^4\) | 2.6 \(10^4\) |
| 4.5      | - | - | 2.9 \(10^4\) | 2.9 \(10^4\) | 3.5 \(10^4\) | 4.0 \(10^4\) | 3.4 \(10^4\) | 2.6 \(10^4\) | 2.3 \(10^4\) | 1.9 \(10^4\) | 1.5 \(10^4\) | 1.5 \(10^4\) |
| 4        | - | - | 1.3 \(10^4\) | 1.7 \(10^4\) | 1.9 \(10^4\) | 2.2 \(10^4\) | 1.8 \(10^4\) | 1.5 \(10^4\) | 1.3 \(10^4\) | 1.0 \(10^4\) | 8.1 \(10^3\) | 7.8 \(10^3\) |
| 3.5      | - | 3.3 \(10^4\) | 6.5 \(10^3\) | 8.7 \(10^3\) | 1.1 \(10^4\) | 1.3 \(10^4\) | 9.6 \(10^3\) | 7.8 \(10^3\) | 6.8 \(10^3\) | 5.5 \(10^3\) | 4.2 \(10^3\) | 4.0 \(10^3\) |
| 3        | - | 1.5 \(10^4\) | 4.3 \(10^3\) | 4.1 \(10^3\) | 5.4 \(10^3\) | 5.8 \(10^3\) | 4.7 \(10^3\) | 3.9 \(10^3\) | 3.3 \(10^3\) | 2.5 \(10^3\) | 1.8 \(10^3\) | 1.5 \(10^3\) |
| 2.5      | - | 1.3 \(10^4\) | 2.2 \(10^3\) | 2.1 \(10^3\) | 2.5 \(10^3\) | 2.6 \(10^3\) | 2.1 \(10^3\) | 1.7 \(10^3\) | 1.5 \(10^3\) | 1.3 \(10^3\) | 9.5 \(10^3\) | 8.4 \(10^3\) |
| 2        | - | 1.5 \(10^4\) | 8.2 \(10^3\) | 1.6 \(10^4\) | 1.4 \(10^4\) | 1.4 \(10^4\) | 1.3 \(10^4\) | 6.7 \(10^3\) | 5.7 \(10^3\) | 5.0 \(10^3\) | 3.4 \(10^3\) | 5.1 \(10^3\) |
| 1.5      | 1.2 \(10^4\) | 4.0 \(10^3\) | 9.7 \(10^3\) | 1.4 \(10^4\) | 3.0 \(10^3\) | 3.0 \(10^3\) | 1.3 \(10^3\) | 3.3 \(10^3\) | 1.7 \(10^3\) | 2.0 \(10^3\) | 1.8 \(10^3\) | 1.5 \(10^3\) |
| 1        | 2.0 \(10^4\) | 7.2 \(10^3\) | 1.8 \(10^4\) | 2.6 \(10^3\) | 3.0 \(10^3\) | 3.1 \(10^3\) | 2.5 \(10^3\) | 2.1 \(10^3\) | 1.7 \(10^3\) | 1.4 \(10^3\) | 1.0 \(10^3\) | 8.8 \(10^3\) |
| 0.5      | 2.5 \(10^4\) | 5.3 \(10^3\) | 1.6 \(10^4\) | 1.7 \(10^4\) | 1.9 \(10^4\) | 1.9 \(10^4\) | 1.6 \(10^4\) | 1.3 \(10^4\) | 1.1 \(10^4\) | 8.5 \(10^3\) | 6.3 \(10^3\) | 5.4 \(10^3\) |

Figure A1. Cumulative fatigue damage on the C-3 joint of B hotspot.

Figure A2. Cumulative fatigue damage on the B-4 joint of TL hotspot.

Figure A3. Cumulative fatigue damage on the D-4 joint of BR hotspot.

Figure A4. Cumulative fatigue damage on the A-5 joint of B hotspot.
Appendix C

Figures A6–A10 display the selected range and ranks of sea states under each metocean condition, where Metocean 5 is presented in Figure 9a. The color gradients from red to green were applied to the blocks to mark the corresponding ranks in descending order.

| $T_p$ (s) | $H_s$ (m) | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
|-----------|-----------|---|---|---|---|---|---|---|---|---|---|---|---|
| 5         | -         | 5.4 × 10^3 | 2.1 × 10^3 | 9.1 × 10^2 | 5.0 × 10^1 | 3.5 × 10^0 | 1.2 × 10^-1 | 6.9 × 10^-3 | 4.3 × 10^-5 | 2.3 × 10^-7 | 1.8 × 10^-9 |
| 4.5       | -         | 2.7 × 10^3 | 1.1 × 10^3 | 4.8 × 10^2 | 3.2 × 10^1 | 1.9 × 10^0 | 6.8 × 10^-1 | 4.1 × 10^-2 | 2.6 × 10^-4 | 1.4 × 10^-5 | 1.0 × 10^-7 |
| 4         | -         | 1.1 × 10^3 | 6.8 × 10^2 | 2.4 × 10^1 | 1.6 × 10^0 | 0.8 × 10^-1 | 3.7 × 10^-2 | 2.3 × 10^-3 | 1.5 × 10^-4 | 7.7 × 10^-6 | 6.1 × 10^-8 |
| 3.5       | -         | 1.1 × 10^3 | 5.3 × 10^2 | 3.4 × 10^1 | 1.5 × 10^0 | 0.4 × 10^-1 | 4.4 × 10^-2 | 2.0 × 10^-3 | 1.3 × 10^-4 | 8.4 × 10^-6 | 4.9 × 10^-8 |
| 3         | -         | 5.0 × 10^3 | 4.0 × 10^2 | 1.6 × 10^1 | 6.8 × 10^0 | 4.2 × 10^-1 | 2.2 × 10^-2 | 1.0 × 10^-3 | 6.5 × 10^-4 | 2.1 × 10^-5 | 1.1 × 10^-6 |
| 2.5       | -         | 4.2 × 10^3 | 1.7 × 10^2 | 6.9 × 10^1 | 3.3 × 10^0 | 2.1 × 10^-1 | 1.0 × 10^-2 | 4.7 × 10^-3 | 3.1 × 10^-4 | 5.1 × 10^-5 | 2.8 × 10^-6 |
| 2         | -         | 1.6 × 10^3 | 6.6 × 10^2 | 5.4 × 10^1 | 2.6 × 10^0 | 1.4 × 10^-1 | 5.0 × 10^-2 | 2.1 × 10^-3 | 1.4 × 10^-4 | 1.3 × 10^-5 | 5.8 × 10^-6 |
| 1.5       | 6.0 × 10^3 | 1.4 × 10^3 | 6.7 × 10^2 | 4.8 × 10^1 | 4.6 × 10^0 | 2.5 × 10^-1 | 5.3 × 10^-2 | 5.3 × 10^-3 | 2.6 × 10^-4 | 6.1 × 10^-5 | 3.3 × 10^-6 |
| 1         | 2.2 × 10^3 | 2.6 × 10^2 | 3.4 × 10^1 | 1.8 × 10^0 | 1.1 × 10^-1 | 4.7 × 10^-2 | 2.8 × 10^-3 | 1.8 × 10^-4 | 9.3 × 10^-5 | 6.5 × 10^-6 |
| 0.5       | 2.5 × 10^3 | 2.0 × 10^2 | 1.0 × 10^1 | 7.4 × 10^0 | 7.4 × 10^-1 | 1.4 × 10^-2 | 3.1 × 10^-3 | 7.4 × 10^-4 | 5.3 × 10^-5 |

Figure A5. Cumulative fatigue damage on the C-5 joint of T hotspot.

Figure A6. Probability ranks in Metocean 1.

Figure A7. Probability ranks in Metocean 2.
Table A5. Probability ranks in Metocean 1.

| $T_s$ (s) | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
|-----------|---|---|---|---|---|---|---|----|----|----|----|----|
| $H_{32}$ (m) | 5 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 |
| 4.5 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 |
| 4 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 |
| 3.5 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 |
| 3 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 |
| 2.5 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 |
| 2 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 |
| 1.5 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 |
| 1 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 |
| 0.5 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 | 36 |

Figure A8. Probability ranks in Metocean 3.

Table A6. Probability ranks in Metocean 4.

| $T_s$ (s) | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
|-----------|---|---|---|---|---|---|---|----|----|----|----|----|
| $H_{32}$ (m) | 5 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 |
| 4.5 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 |
| 4 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 |
| 3.5 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 |
| 3 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 |
| 2.5 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 |
| 2 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 |
| 1.5 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 |
| 1 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 |
| 0.5 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 | 32 |

Figure A9. Probability ranks in Metocean 4.

Table A7. Probability ranks in Metocean 6.

| $T_s$ (s) | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
|-----------|---|---|---|---|---|---|---|----|----|----|----|----|
| $H_{32}$ (m) | 5 | 30 | 30 | 30 | 30 | 26 | 19 | 13 | 30 | 30 | 30 | 30 |
| 4.5 | 30 | 30 | 30 | 30 | 26 | 19 | 13 | 30 | 30 | 30 | 30 | 30 |
| 4 | 30 | 30 | 30 | 30 | 26 | 19 | 13 | 30 | 30 | 30 | 30 | 30 |
| 3.5 | 30 | 30 | 30 | 30 | 26 | 19 | 13 | 30 | 30 | 30 | 30 | 30 |
| 3 | 30 | 30 | 30 | 30 | 26 | 19 | 13 | 30 | 30 | 30 | 30 | 30 |
| 2.5 | 30 | 30 | 30 | 30 | 26 | 19 | 13 | 30 | 30 | 30 | 30 | 30 |
| 2 | 30 | 30 | 30 | 30 | 26 | 19 | 13 | 30 | 30 | 30 | 30 | 30 |
| 1.5 | 30 | 30 | 30 | 30 | 26 | 19 | 13 | 30 | 30 | 30 | 30 | 30 |
| 1 | 30 | 30 | 30 | 30 | 26 | 19 | 13 | 30 | 30 | 30 | 30 | 30 |
| 0.5 | 30 | 30 | 30 | 30 | 26 | 19 | 13 | 30 | 30 | 30 | 30 | 30 |

Figure A10. Probability ranks in Metocean 6.
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