HAWKING MASS MONOTONICITY FOR INITIAL DATA SETS

SVEN HIRSCH

Abstract. We introduce new systems of PDE on initial data sets \((M, g, k)\) whose solutions model double-null foliations. This allows us to generalize Geroch’s monotonicity formula for the Hawking mass under inverse mean curvature flow to initial data sets satisfying the dominant energy condition. We study the existence theory of these systems and give geometric applications.

1. Introduction

In the pioneering work [28] G. Huisken and T. Ilmanen proved the Riemannian Penrose inequality for connected horizons. Their proof relies on the monotonicity of the Hawking mass under inverse mean curvature flow (IMCF) which has been first discovered by R. Geroch, P. Jang and R. Wald in [19, 31]. Due to IMCF’s crucial role, it has been of great interest to generalize IMCF to the spacetime \((k \neq 0)\) setting. However, so far all approaches either lacked an existence theory [10, 6, 18] or a monotonicity formula [39, 29], and half a century after Penrose’s seminal paper [42], the general Penrose conjecture still remains wide open. In this paper we propose a new method to generalize IMCF which is the first instance where there are both existence and monotonicity results.

Theorem 1.1. Consider a smooth initial data set \((M^3, g, k)\) with boundary \(\partial M = \partial_+ M \cup \partial_- M\). Let \((u, v)\) be a solution to spacetime IMCF with appropriate boundary and regularity conditions. Then

\[
\int_M (\mu(|\nabla u| + |\nabla v|) + (J, \nabla u - \nabla v))d\mu \geq m_H(\partial_+ M) - m_H(\partial_- M)
\]

where

\[
m_H(\Sigma) = \sqrt{\frac{\Sigma}{16\pi}} \left(1 - \frac{1}{16\pi} \int_\Sigma \theta_+ \theta_- dA\right)
\]

is the spacetime Hawking mass, \(\theta_\pm = H \pm tr_\Sigma(k)\) are the future and past null expansions, and

\[
\mu = \frac{1}{2}(R + (tr_g(k))^2 - |k|^2), \quad J = \text{div}(k - tr_g(k)g)
\]

are the energy, and momentum densities.

If the dominant energy condition (DEC) \(\mu \geq |J|\) holds, the RHS of equation (1) is non-negative. Equation (1) follows from a more general divergence identity which applies to a one-parameter family of PDE systems. These systems simultaneously generalize IMCF, spacetime harmonic, and \(p\)-harmonic functions with their corresponding monotonicity formulas. We are able to solve some of these systems in full generality, and the IMCF system in spherical symmetry. For any slice \((M^3, g, k)\) in the Minkowski spacetime the solution \((u, v)\) to any of these systems is given by the restricting the null-functions \(u = r + t\) and \(v = r - t\) to \((M^3, g, k)\).

\[\text{See Section 4 for a precise statement and definitions.}\]
1.1. Statement of results. Our work relies on the following divergence identity:

**Theorem 1.2.** Let $a \in [0, 1]$ and suppose $u, v \in C^{2,\alpha}(M)$ are positive solutions of the system

\[
\begin{align*}
\Delta_{+} u &= a(\nabla^{2}_{+})_{\nu_{u}, \nu_{v}} u \\
\Delta_{-} v &= a(\nabla^{2}_{-})_{\nu_{u}, \nu_{v}} v
\end{align*}
\]

with $|\nabla u|, |\nabla v| \neq 0$. Here $\nu_{u} = \frac{\nabla u}{|\nabla u|}$ is the unit normal to the level-sets of $u$, $\Delta_{\pm} = \text{tr}_{g} \nabla^{2}_{\pm}$ and

\[
\begin{align*}
(\nabla^{2}_{+})_{ij} u &= \nabla_{ij} u + k_{ij} |\nabla u| - \frac{|\nabla u| |\nabla v| + \langle \nabla u, \nabla v \rangle}{u + v} g_{ij} + \frac{\nabla_{ij} u \nabla_{j} v + \nabla_{j} u \nabla_{i} v}{u + v}, \\
(\nabla^{2}_{-})_{ij} v &= \nabla_{ij} v - k_{ij} |\nabla v| - \frac{|\nabla u| |\nabla v| + \langle \nabla u, \nabla v \rangle}{u + v} g_{ij} + \frac{\nabla_{ij} u \nabla_{j} v + \nabla_{j} u \nabla_{i} v}{u + v}.
\end{align*}
\]

Then

\[
\text{div } Y = \frac{|\nabla u|^{2} - (a(\nabla^{2}_{+})_{\nu_{u}, \nu_{v}} u)^{2}}{|\nabla u|} + \frac{|\nabla v|^{2} - (a(\nabla^{2}_{-})_{\nu_{u}, \nu_{v}} v)^{2}}{|\nabla v|} + 2 \mu( |\nabla u| + |\nabla v|) + 2 \langle J, \nabla u - \nabla v \rangle - 2 K_{u} |\nabla u| - 2 K_{v} |\nabla v|
\]

where $K_{u}, K_{v}$ are the Gaussian curvatures of the level sets of $u, v$, and

\[
Y = 2 \nabla (|\nabla u| + |\nabla v|) + 2 k (\nabla (u - v), \cdot) + 4 (|\nabla u| |\nabla v| + |\nabla v| |\nabla u|) \frac{1}{u + v} - 2 \Delta u \frac{|\nabla u|}{|\nabla u|} - 2 \Delta v \frac{|\nabla v|}{|\nabla v|} - 2 \text{tr}_{g}(k) \nabla (u - v).
\]

The first line of the RHS of equation (3) is always non-negative, the second line (3) is non-negative in case the DEC is satisfied, and the third line can be controlled via Gauss-Bonnet’s theorem upon integration.

Formula (3) generalizes many important results:

In case $k = 0$, we can set $u = v$ and system (2) decouples and the PDE system simplifies to

\[
\Delta u = a \nabla_{\nu_{u}, \nu_{v}} u + 2 \frac{|\nabla u|^{2}}{u}.
\]

For $a = 1$, the function $u$ solving (4) is rescaled IMCF and integrating the divergence identity (3) yields the Hawking mass monotonicity formula. For $k = 0$ and $0 \leq a < 1$, $u$ is a rescaled $p$-harmonic function. The corresponding divergence identity (3) has been first discovered by V. Agostiniani, L. Mazzieri and F. Orontio in [2]. This led to a new proof of the Riemannian positive mass theorem (PMT), and, together with C. Mantegazza, the Riemannian Penrose inequality [1]. However, even in the special case $k = 0$, the above formula has some new content since we can prescribe different boundary conditions for $u$ and $v$, such that the system does not decouple.

Another special case is given by $v = 0$. Then $u$ is a spacetime harmonic function, i.e. $u$ solves the PDE $\Delta u = - \text{tr}_{g}(k)|\nabla u|$, and integrating equation (3) recovers the main formula of [24, Proposition 3.2] which led to a proof of the spacetime PMT by the author, D. Kazaras, and M. Khuri.

Moreover, in spherical symmetry, equation (3) recovers the monotonicity formula of the spacetime Hawking mass [22] which implies the Penrose inequality in this setting.

An analogous divergence identity still holds in case the term $a(\nabla^{2}_{\pm})_{\nu_{u}, \nu_{v}} u$ in equation (2) is replaced by an arbitrary other function, cf. Remark 3.1.

The motivation for the PDE systems (2) is two-fold. First, they are geometrically natural and obtained by studying the null functions $u = r + t$ and $v = r - t$ in Minkowski space. Second, they have a simple analytic structure. In particular there are no second-order coupling terms enabling us to show existence for $a = 0$ in full generality.
Theorem 1.3. Consider the functions \( u = r + t \) and \( v = r - t \) in Minkowski space \( \mathbb{R}^{3,1} \). Then the restrictions of \( u, v \) to any initial data set \( (M, g, k) \in \mathbb{R}^{3,1} \) solve system (2) for every \( a \in [0, 1] \). Moreover, we have \((\nabla^+)_{ij} u = 0\) and \((\nabla^-)_{ij} v = 0\).

Theorem 1.4. Let \( (M, g, k) \) be a smooth initial data set. Suppose that the boundary of \( M \) has two connected components \( \partial_- M \) and \( \partial_+ M \). Then we can solve system (2) for \( a = 0 \), i.e. for any positive constants \( c_-, c_+, d_-, d_+ \), there exist positive functions \( u, v \in C^{2,\alpha}(M) \) solving
\[
\Delta u = -\text{tr}_g(k)|\nabla u| + \frac{3|\nabla u||\nabla v| + \langle \nabla u, \nabla v \rangle}{u + v},
\]
\[
\Delta v = \text{tr}_g(k)|\nabla v| + \frac{3|\nabla u||\nabla v| + \langle \nabla u, \nabla v \rangle}{u + v}
\]
on \( M \), with Dirichlet boundary data \( u = c_\pm, v = d_\pm \) on \( \partial_\pm M \).

This contrasts other approaches to spacetime IMCF where the underlying PDE systems are much more complicated [10, 18]. In particular, in our formulation no third-order equations, non-local equations, or backward parabolic equations appear.

1.2. Organization of the paper. In Section 2 we motivate the PDE systems (2) in detail, compare it to spinors, and prove Theorem 1.3. Next, we show Theorem 1.2 in Section 3. Additionally, we demonstrate that the same ideas also apply to manifolds equipped with an electrical field and prove in this setting another divergence identity, Theorem 3.4. In Section 4 we begin with providing an overview of the Penrose conjecture and survey previous approaches towards solving it. Next, we establish Theorem 1.1 and the Penrose inequality in spherical symmetry which both follow from Theorem 1.2. Finally, we prove Theorem 1.4 in Section 5.
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2. Motivating the PDE systems

2.1. A new perspective on IMCF in the Riemannian setting. Let \( (M, g) \) be an asymptotically flat, 3-dimensional, complete manifold with non-negative scalar curvature \( R \). Such manifolds arise naturally in General Relativity (GR) where they are used to model isolated gravitational systems such as stars, galaxies and black holes. The apparent horizon of the latter can be modeled by a connected, outermost, minimal surface \( \Sigma_0 \subset M \). We denote with \( \Sigma_t \) the IMCF starting from \( \Sigma_0 \), i.e. unless there are jumps, \( \Sigma_t \) flows in outward normal direction with speed \( \frac{1}{H_t} \) where \( H_t \) is the mean curvature of \( \Sigma_t \). The famous monotonicity formula for the Hawking mass under IMCF [19, 31, 28] states that \( \frac{1}{H_t} m_H(\Sigma_t) \geq 0 \)

where
\[
m_H(\Sigma) = \sqrt{\frac{|\Sigma|}{16\pi}} \left( 1 - \frac{1}{16\pi} \int_{\Sigma} H^2 dA \right).
\]

An important ingredient in G. Huisken and T. Ilmanen’s proof of the Riemannian Penrose inequality is to recognize that there is a level-set formulation of IMCF for which one can find weak solutions. More precisely, by defining the function \( U \) via \( \Sigma_t = \partial\{x \in M : U(x) < t\} \), we see that \( U \) satisfies the degenerate elliptic equation
\[
\text{div} \left( \frac{\nabla U}{|\nabla U|} \right) = |\nabla U|,
\]
where we note that the term on the left hand side equals the mean curvature of the level-sets \( \Sigma_t \). Reparametrizing \( u = e^{\frac{1}{2} U} \), we obtain the homogeneous equation
\[
\Delta u = \nabla^2_{\nu\nu} u + 2 \frac{|
abla u|^2}{u}
\]
(5)
where $\nu$ is the outer normal to the level sets $\Sigma_t$. In this context, we can rephrase the Hawking mass monotonicity formula $m_H(\Sigma_t) - m_H(\Sigma_0) \geq 0$, $t \geq 0$, as integral formula

$$m_H(\Sigma_t) - m_H(\Sigma_0) = \frac{1}{16\pi} \int_{\Omega_t} \left( R|\nabla u| + \frac{|H^2 u|^2 - (H_{\nu\nu} u)^2}{|\nabla u|}\right) dV. \quad (6)$$

Here $\Omega_t$ is the region bounded by $\Sigma_0$ and $\Sigma_t$, and $H$ is a symmetric 2-tensor defined by

$$H_{ij} u = \nabla_{ij} u - \frac{|\nabla u|^2}{u} g_{ij} + \frac{\nabla_i u \nabla_j u}{u}. \quad (7)$$

The RHS of equation (6) is non-negative in case $R \geq 0$. Next, we will take a more general point of view. In case we do not integrate the integrand on the RHS of equation (6) over a domain $\Omega$, we obtain the divergence identity

$$R|\nabla u| + \frac{|H^2 u|^2 - (H_{\nu\nu} u)^2}{|\nabla u|} |\nabla| - 2K_u |\nabla u| - 2 \div \left( |\nabla| \frac{|\nabla u|}{u} |\nabla u| - \Delta u \frac{|\nabla u|}{|\nabla u|}\right) = \frac{1}{16\pi} \int_{\Omega_t} \left( R|\nabla u| + \frac{|H^2 u|^2 - (H_{\nu\nu} u)^2}{|\nabla u|}\right) dV. \quad (8)$$

where $K_u$ is the Gaussian curvature of $\Sigma_t = \{u(x) = t\}$. This formulation of the Hawking mass monotonicity naturally generalizes to spacetime setting, cf. Theorem 1.2.

Similarly, given a $(2-a)$-harmonic function $U$, the function $u = U - \frac{1-a}{2}$ satisfies the homogeneous equation $\Delta u = \nabla_{\nu\nu} u + 2 \frac{|\nabla u|^2}{u}$. In this setting, V. Agostiani’s, L. Mazzieri’s and F. Oronzio’s monotonicity formula [2] takes the form.

$$R|\nabla u| + \frac{|H^2 u|^2 - (aH_{\nu\nu} u)^2}{|\nabla u|} |\nabla| - 2K_u |\nabla u| - 2 \div \left( |\nabla| \frac{|\nabla u|}{u} |\nabla u| - \Delta u \frac{|\nabla u|}{|\nabla u|}\right), \quad (9)$$

We remark that in both cases $|\nabla u|$ is asymptotic to 1 and equals the static potential in the case of equality.

### 2.2. Double null foliations and slices in Minkowski space.

To give a new proof of the spacetime PMT, we introduced together with D. Kazaras, M. Khuri in [24] spacetime harmonic functions which are functions satisfying the PDE $\Delta u = - \tr_g(k)|\nabla u|$. Subsequently, we established with Y. Zhang the corresponding rigidity and we refer to [25] for a detailed overview of spacetime harmonic functions. In case $(M, g, k)$ arises as a subset of Minkowski space $\mathbb{R}^{3,1}$, the spacetime harmonic function $u$ can be obtained by restricting a null coordinate function of Minkowski space such as $x + t$, to $(M, g, k)$. Hence, in the case of equality of the spacetime PMT the level-sets $\Sigma_t$ of $u$ can be obtained by intersecting null planes with the initial data set $(M, g, k) \subset \mathbb{R}^{3,1}$.

A similar situation occurs for any $a \in [0, 1]$ for our system (2). However, instead of leading to a single null foliation, the level sets $\Sigma_t, \Sigma_v$ of $u, v$ lead to a double null foliation, cf. Theorem 1.3.

This should be compared to the spinorial setting: An $SL(2, \mathbb{C})$ Weyl spinor gives rise to a single null vector field while a Dirac spinor gives rise to two null vector fields [47, page 352].
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Figure 1. The double null foliation \((\Sigma_u, \Sigma_v)\) for the initial data set \((M, g, k) \subset \mathbb{R}^{3,1}\) is obtained by intersecting past and future directed lightcones in \(\mathbb{R}^{3,1}\) with \((M, g, k)\).

\[(M, g, k) \subset \mathbb{R}^{3,1}\] with \(\Sigma_u\) Foliation

\[(M, g, k) \subset \mathbb{R}^{3,1}\] with \(\Sigma_v\) Foliation

Figure 2. There are no monotone quantities associated with the level sets \(\Sigma_u\) and \(\Sigma_v\) individually. Hence, a divergence identity as in Theorem 1.2 is a more general concept than a monotonicity formula.

Next, we show that for any initial data set \((M, g, k)\) contained in Minkowski space \((\mathbb{R}^{3,1}, \hat{g})\) the functions \(u = r + t\) and \(v = r - t\) solve system (2) for every \(a \in [0, 1]\).

**Proof of Theorem 1.3.** The key observation is that \(\hat{\nabla}^2 (v - u) = 0\) and \(\hat{\nabla}^2 (uv) = 2\hat{g}\). This implies

\[
2\hat{g} = v\hat{\nabla}^2 u + u\hat{\nabla}^2 v + \hat{\nabla} u \otimes \hat{\nabla} v + \hat{\nabla} v \otimes \hat{\nabla} u = (u + v)\hat{\nabla}^2 u + \hat{\nabla} u \otimes \hat{\nabla} v + \hat{\nabla} v \otimes \hat{\nabla} u.
\]

Restricting this identity onto \(T^*M \otimes T^*M\) we obtain

\[
2\hat{g} = (u + v)\hat{\nabla}^2 |_{T^*M \otimes T^*M} u + \hat{\nabla} u \otimes \hat{\nabla} v + \hat{\nabla} v \otimes \hat{\nabla} u.
\]

Next, let us denote with \(N\) the future pointing unit normal of \(M \subset \mathbb{R}^{3,1}\). Since \(\hat{\nabla} u\) and \(\hat{\nabla} v\) are null,

\[
\hat{\nabla}^2 |_{T^*M \otimes T^*M} u = \nabla^2 u + kN(u) = \nabla^2 u + k|\nabla u|.
\]

Moreover,

\[
2 = \hat{g}(\hat{\nabla} u, \hat{\nabla} v) = \langle \nabla u, \nabla v \rangle + \hat{g}(N(u)N, N(v)N) = \langle \nabla u, \nabla v \rangle + |\nabla u||\nabla v|.
\]

Combining everything, yields \(\nabla^2 u = 0\). Similarly, one can show \(\nabla^2 v = 0\). \(\square\)

Another example of a double null foliation will be given in Section 3.1 in the context of the spacetime PMT with charge.
2.3. **Analytic advantages.** Why is it necessary to use two functions to formulate spacetime IMCF instead of just a single function? Similarly, why is it necessary to have a pair of spacetime p-Green’s functions? To answer these questions we will focus on system (2) for the case \( a = 0 \).

To prove the Riemannian PMT V. Agostiani, L. Mazzieri and F. Oronzio used a new monotonicity formula for the Green’s function (9), i.e. solutions of the PDE \( \Delta u = 2 \frac{\nabla u \cdot \nabla u}{u} \). Previously, H. Bray, M. Khuri, D. Kazaras, and D. Stern [9] used asymptotically linear harmonic functions based on D. Stern’s integral identity [44]. In a joint work with M. Khuri and D. Kazaras, we “spacetime-ized” the Laplace equation and the corresponding integral formula which led to a proof of the spacetime PMT [24]. To “spacetime-ize” the Laplace equation, we replaced the Laplace equation \( \Delta u = 0 \) with the “spacetime Laplace” equation \( \Delta u = -\text{tr} \ g k |\nabla u|^2 \). It now appears natural to consider the PDE \( \Delta u = -\text{tr} \ g (k) |\nabla u|^2 + 2 \frac{\nabla u \cdot \nabla u}{u} \) to “spacetime-ize” Agostiani-Mazzieri-Oronzio’s monotonicity formula. However, this naive approach is flawed.

This contrasts spinor methods where such straightforward combination of PDEs usually works. For instance, to prove the spacetime PMT one solves the Dirac equation \( D \psi = -\frac{1}{2} \text{tr} \ g (k) e_0 \psi \), to prove the PMT with charge one solves \( D \psi = E e_0 \psi - \frac{1}{2} \text{tr} \ g (k) e_0 \psi \) [3, Theorem 11.9]. Using level-sets the situation becomes more complicated and one is again led to a system of two PDEs, cf. Theorem 3.4.

There are two complications with this above approach. First, this PDE does not characterize slices in Minkowski spacetime. Neither \( u = r + t \) nor any other function solves the equation \( \Delta u = -\text{tr} \ g (k) |\nabla u|^2 + 2 \frac{\nabla u \cdot \nabla u}{u} \) for every IDS \((M, g, k)\) in \( \mathbb{R}^{3,1} \). However this is a necessary property since slices of Minkowski space arise as case of equality of the PMT.

Second, when attempting to obtain a divergence identity there are algebraic obstacles involving cross terms. More precisely, bad terms of the form \(-\text{tr} \ g (k) \frac{\nabla u \cdot \nabla u}{u}\) are left over in the computation. Similarly, the PDE \( \Delta v = +\text{tr} \ g (k) |\nabla v|^2 + 2 \frac{\nabla v \cdot \nabla v}{u} \) leads to the bad term \(+\text{tr} \ g (k) \frac{\nabla v \cdot \nabla v}{v}\). Thus, if we could just add both divergence identities the bad terms would cancel perfectly as long as \( \frac{\nabla u \cdot \nabla u}{u} \) and \( \frac{\nabla v \cdot \nabla v}{v} \) coincide. This is made rigorous precisely by coupling the PDE which ensure that the factors in front of the \( \text{tr} \ g (k) \) terms coincide.

A similar situation takes place for \( a = 1 \). In this case (rescaled) null IMCF (with speed \( \frac{1}{u} \) and \( \frac{1}{v} \)) takes the form

\[
\theta_+ |\nabla u| = 2 \frac{|\nabla u|^2}{u}, \\
\theta_- |\nabla v| = 2 \frac{|\nabla v|^2}{v}.
\]

Coupling these PDE via

\[
\theta_+ |\nabla u| = 2 \frac{|\nabla u| |\nabla v| + \langle \nabla u, \nabla v \rangle}{u + v}, \\
\theta_- |\nabla v| = 2 \frac{|\nabla u| |\nabla v| + \langle \nabla u, \nabla v \rangle}{u + v}.
\]

gives system (2) for \( a = 1 \). Again the crossterms will cancel in the computation of the Hawking mass monotonicity formula.

### 3. Proof of the divergence identities

In this section we prove Theorem 1.2 as well as a divergence identity for manifolds equipped with an additional vector field. Even though, the underlying PDE appear much more complicated compared to their Riemannian analogs, the computations are surprisingly short.
Proof of Theorem 1.2. Introducing the notation
\[
\begin{align*}
I &= 4\Delta u \frac{\nabla v}{u + v} + 4\nabla v \cdot \nabla u \frac{\nabla v}{u + v} - 4 \frac{\nabla v((\nabla u \nabla v) + (\nabla u, \nabla v))}{(u + v)^2}, \\
II &= 4\Delta v \frac{\nabla u}{u + v} + 4\nabla v \cdot \nabla u \frac{\nabla u}{u + v} - 4 \frac{\nabla u((\nabla u \nabla v) + (\nabla u, \nabla v))}{(u + v)^2},
\end{align*}
\]
we have
\[
(10) \quad 4 \text{div} \left( \frac{\nabla u \nabla v + \nabla v \nabla u}{u + v} \right) = I + II.
\]
Next, we recall
\[
\nabla^2 u = \nabla^2 u + k|\nabla u| - \frac{\nabla u \nabla v + (\nabla u, \nabla v)}{u + v} g + \frac{\nabla u \otimes \nabla v + \nabla v \otimes \nabla u}{u + v}
\]
which implies
\[
\begin{align*}
|\nabla^2 u|^2 &= |\nabla^2 u|^2 + 5|\nabla u|^2|\nabla v|^2 + 2|\nabla u| |\nabla v| (\nabla u, \nabla v) + (\nabla u, \nabla v)^2 \\
&\quad - 2\Delta u \frac{|\nabla u||\nabla v| + (\nabla u, \nabla v)}{u + v} + 4\nabla v \cdot \nabla u \frac{|\nabla u||\nabla v|}{u + v} \\
&\quad + |k|^2 |\nabla u|^2 + 2k_{ij} |\nabla u| |\nabla v| - |\nabla u| A
\end{align*}
\]
where
\[
A = 2k_{ij} \left( \frac{(\nabla u, \nabla v)_{ij} - \nabla_i u \nabla_j v + \nabla_i u \nabla_j v}{u + v} \right).
\]
Moreover,
\[
(\nabla^2 - a(\nabla^2_{+})_{v, v, u})^2 = (\Delta + u - a(\nabla^2_{+})_{v, v, u})^2
\]
\[
= (\Delta - 2\Delta u \frac{|\nabla u||\nabla v| + (\nabla u, \nabla v)}{u + v} + 9|\nabla u|^2|\nabla v|^2 + 6|\nabla u||\nabla v|(\nabla u, \nabla v) + (\nabla u, \nabla v)^2 \\
&\quad - (a(\nabla^2_{+})_{v, v, u})^2 - 2a(\Delta u - a(\nabla^2_{+})_{v, v, u})(\nabla^2_{+})_{v, v, u} \\
&\quad + \text{tr}_g(k)^2 |\nabla u|^2 + 2 \text{tr}_g(k)|\nabla u| \Delta u - |\nabla u| B
\]
where
\[
B = 2 \text{tr}_g(k) \frac{3|\nabla u||\nabla v| + (\nabla u, \nabla v)}{u + v}.
\]
Combining equations (10), (11) and (12) with the PDE \(\Delta^2 u = a(\nabla^2_{+})_{v, v, u} u\) yields
\[
\begin{align*}
&\frac{|\nabla^2 u|^2 - (a(\nabla^2_{+})_{v, v, u})^2}{|\nabla u|} - I \\
&\quad = \frac{|\nabla^2 u|^2 - (\Delta u)^2}{|\nabla u|} + |k|^2 |\nabla u| + 2k_{ij} |\nabla u| - 2 \text{tr}_g(k)^2 |\nabla u| - 2 \text{tr}_g(k) \Delta u - A + B.
\end{align*}
\]
Next, recall Stern’s identity
\[
(14) \quad 2 \text{div} \left( \nabla |\nabla u| - \Delta u \frac{\nabla u}{|\nabla u|} \right) = \frac{1}{|\nabla u|} (|\nabla^2 u|^2 + |\nabla u|^2 (R - 2K) - (\Delta u)^2),
\]
cf. (4.8) of [7]. Consequently,
\[
\begin{align*}
&\frac{|\nabla^2 u|^2 - (\Delta u)^2}{|\nabla u|} + |k|^2 |\nabla u| + 2k_{ij} |\nabla u| - \text{tr}_g(k)^2 |\nabla u| - 2 \text{tr}_g(k) \Delta u \\
&\quad = -2\mu |\nabla u| - 2(J, \nabla u) + 2K |\nabla u| + 2 \text{div} \left( \nabla |\nabla u| - \Delta u \frac{\nabla u}{|\nabla u|} + k(\nabla u, \cdot) - \text{tr}_g(k) \nabla u \right).
\end{align*}
\]
Similarly,
\[
\frac{\nabla^2 v}{|\nabla v|} - \frac{(a(\nabla^2)_{\nu,\nu} v)^2}{|\nabla v|} - II
\]
\[= \frac{|\nabla^2 v|^2 - (\Delta v)^2}{|\nabla v|} + |k|^2|\nabla v| - 2k_{ij} \nabla_{ij} v - \text{tr}_g(k)^2|\nabla v| + 2 \text{tr}_g(k) \Delta v + A - B
\]
where we emphasize the opposite signs in front of \(A\) and \(B\) compared to equation (13). Combining equations (10), (13), (15) and (16), the result follows. \(\square\)

**Remark 3.1.** Observe that we never used any properties of the term \((a(\nabla^2)_{\nu,\nu} w)^2\) in the above computation. Indeed, we can replace this term by an arbitrary function \(f_1\) which may or may not depend on \(u, v\). More precisely, if \(u, v\) solve \(\overline{\Delta} u = f_1\) and \(\overline{\Delta} v = f_2\), then
\[
\text{div } Y = \frac{|\nabla^2 u|^2 - f_1^2 + |\nabla^2 v|^2 - f_2^2}{|\nabla v|}
\]
\[+ 2\mu(|\nabla u| + |\nabla v|) + 2\langle J, \nabla u - \nabla v \rangle
\]
\[- 2K_u|\nabla u| - 2K_v|\nabla v|.
\]
This leads to new monotonicity formulas even in the Riemannian setting.

**Remark 3.2.** For applications it is necessary to obtain a version of Theorem 1.2 where \(|\nabla u|\) is allowed to vanish. We expect the corresponding modifications to be straightforward and identical to the ones in the Riemannian setting, cf. \([1, 24, 44]\).

**Remark 3.3.** Besides the monotonicity of the Hawking mass, another important feature of (Riemannian) IMCF is its exponential area growth of its level sets. This is equivalent to \(u^{-2} |\Sigma_u|^2\) being constant for rescaled IMCF \(\Delta u = \nabla_{\nu,\nu} u + 2(\nabla w)^2_u\). In case \(k = \xi g\) for some function \(\xi\), it is easy to see that \((u + v)^{-2} |\Sigma|^2\) is constant for all \(\Sigma\) which are a level-set for both \(u\) and \(v\). More precisely, for any two such surfaces \(\Sigma_1\) and \(\Sigma_2\) enclosing a domain \(\Omega\) we have
\[
\left(\int_{\Sigma_2} - \int_{\Sigma_1}\right) \frac{2}{(u + v)^2} dA = \left(\int_{\Sigma_2} - \int_{\Sigma_1}\right) \frac{1}{(u + v)^2} \nu \cdot \left(\frac{\nabla u}{|\nabla u|} + \frac{\nabla v}{|\nabla v|}\right) dA = \int_{\Omega} \frac{k_{\nu,\nu} - k_{\nu,\nu}}{(u + v)^2} dA = 0.
\]
For slices of Minkowski space the last equality still holds even without the assumption \(k = \xi g\).

### 3.1. Spacetime charged harmonic functions.

In \([24]\) the spacetime PMT has been proven via spacetime harmonic functions, and in \([7]\) the PMT with charge has been proven via charged harmonic functions, i.e. functions solving the PDE \(\Delta u = \langle E, \nabla u \rangle\) where \(E\) is the electrical field. Naively, the PDE \(\Delta u = \langle E, \nabla u \rangle - \text{tr}(k)|\nabla u|\) should lead to a proof of the spacetime PMT with charge. However, as explained in Section 2.3 it is impossible due to the presence of bad cross terms between \(E\) and \(k\) appearing in the divergence identity. Again, a single PDE is not sufficient and we need to consider a PDE system which should be compared to the spinorial approach in \([3, \text{Theorem 11.9}]\).

Given \(u, v\), we set \(\eta = \frac{\nu_u + \nu_v}{|\nu_u + \nu_v|}\) in case \(\nu_u \neq \nu_v\) and \(\eta = 0\) otherwise.

**Theorem 3.4.** Let \(E\) be a divergence free vector field on an IDS \((M, g, k)\). Suppose \(u, v\) solve the system
\[
\Delta u = \xi |E| - \text{tr}_g(k)|\nabla u|
\]
\[\Delta v = \xi |E| + \text{tr}_g(k)|\nabla v|
\]
with \(|\nabla u|, |\nabla v| \neq 0\), and where \(\xi = \sqrt{|\nabla v||\nabla u|}\). Then we have
\[
\text{div}(Z) = \frac{1}{2|\nabla u|}(|\nabla^2 u|^2 + |\nabla u|^2(2\mu - 2K_u - 2|E|^2) + 2|\nabla u|^2\langle J, \nabla u \rangle)
\]
\[+ \frac{1}{2|\nabla v|}(|\nabla^2 v|^2 + |\nabla v|^2(2\mu - 2K_v - 2|E|^2) - 2|\nabla v|^2\langle J, \nabla v \rangle).
\]
where $K_u, K_v$ are the Gaussian curvatures of the level-sets of $u, v$,

$$Z = \nabla |\nabla u| - \Delta u \frac{\nabla u}{|\nabla u|} + \nabla |\nabla v| - \Delta v \frac{\nabla v}{|\nabla v|} + 2 \xi^{-1}(|\nabla u||\nabla v| + \langle \nabla u, \nabla v \rangle)E - \operatorname{tr}_g(k)\nabla u + \operatorname{tr}_g(k)\nabla v + k(\langle \nabla u, \cdot \rangle - k(\nabla v, \cdot)), $$

and

$$(E^2_u)_{ij} u = \nabla^2_{ij} u + \xi \eta_i E_j + \xi \eta_j E_i - \xi E_u g_{ij} + k_{ij} |\nabla u|,$$

$$(E^2_v)_{ij} v = \nabla^2_{ij} v + \xi \eta_i E_j + \xi \eta_j E_i - \xi E_v g_{ij} - k_{ij} |\nabla v|.$$
Observe that
\[ 2\nabla_j \sqrt{|\nabla v|} \nabla \eta E_j u + 2\nabla_j \sqrt{|\nabla u|} \nabla \eta E_j v = \xi^{-1} \nabla_j |\nabla v| E_j \nabla \eta u + \xi^{-1} |\nabla u| |\nabla v| |\nabla \eta v| E_j = 0 \]
where we used that \( \langle \nu, \eta \rangle = \langle \nu, \eta \rangle \). Moreover,
\[ \nabla_j u \nabla \eta E_j u + \nabla_j \eta E_j u = \xi^{-1} \langle \nabla E \eta, \nabla \eta u | \nabla v + \nabla v | \nabla \eta u \rangle = 0 \]
where we used that \( \langle \eta, \eta \rangle = 1 \) and \( \langle \nabla E \eta, \eta \rangle = 0 \). Consequently,
\[ \text{div} \left( \nabla |\nabla v| - \Delta u \frac{\nabla u}{|\nabla u|} + \nabla |\nabla v| - \Delta v \frac{\nabla v}{|\nabla v|} + 2 \sqrt{|\nabla u|} \nabla \eta v E + 2 \sqrt{|\nabla v|} \nabla \eta u E \right) \]
\[ = \frac{1}{2|\nabla u|} (|\nabla^2 \xi u|^2 - 2a^2 |\nabla u|^2) \]
\[ + \frac{1}{2|\nabla v|} (|\nabla u|^2 (R_M - 2K_u) + 2 \text{tr}_g(k) |\nabla u| |\nabla v| + (\text{tr}_g(k)^2 - |k|^2) |\nabla u|^2 - 2\nabla^2_{ij} u k_{ij} |\nabla u|) \]
\[ + \frac{1}{2|\nabla v|} (|\nabla^2 \xi v|^2 - 2\xi^2 |\nabla u|^2) \]
\[ + \frac{1}{2|\nabla v|} (|\nabla v|^2 (R_M - 2K_v) - 2 \text{tr}_g(k) |\nabla v| + (\text{tr}_g(k)^2 - |k|^2) |\nabla v|^2 + 2\nabla^2_{ij} v k_{ij} |\nabla v|). \]
Rearranging terms finishes the proof. \( \square \)

4. Spacetime IMCF in the Schwarzschild spacetime

4.1. The Penrose Conjecture. General Relativity (GR) is concerned with the study of Lorentzian manifolds \((\hat{M}^4, \hat{g})\) satisfying the Einstein equations \( \hat{Ric} - \frac{1}{2} \hat{R} \hat{g} = 8\pi \hat{T} \) where \( \hat{Ric}, \hat{R} \) are the Ricci and scalar curvature of \( \hat{g} \), and \( \hat{T} \) is the stress-energy-momentum tensor. An interesting feature of GR is the existence of singularities which can arise even in elementary examples such as the Schwarzschild spacetime. However, in Schwarzschild the singularity is hidden behind the event horizon and is believed that this is generically the case\(^2\) which is known as the Cosmic Censorship Conjecture. To verify this conjecture, R. Penrose proposed in 1973 a test described in Figure 3 below.

---

\(^2\)The additional assumption of genericity is necessary as Christodoulou demonstrated in [14, 15].
Assuming the final state conjecture holds, an initial data set \((M, g, k)\) evolves to a slice of Kerr. In Kerr \(m \geq \frac{\vert \Sigma \vert}{16\pi}\) where \(\Sigma\) is the intersection of the event horizon with \((M, g, k)\). Since matter is radiating away to infinity, and due to Hawking’s area theorem [21, 47], we also have \(m \geq \frac{\vert \Sigma \vert}{16\pi}\) on \((M, g, k)\). Combining the Cosmic Censorship with Penrose’s singularity theorem [41, 47] allows us to replace the event horizon with the minimal area enclosure of the apparent horizon.

**Conjecture 4.1.** Let \((M, g, k)\) be an initial data set satisfying the DEC. Let \(\Sigma_0\) be a MOTS in \((M, g, k)\), and let \(\Sigma\) be the minimal area enclosure of \(\Sigma_0\). Then the mass \(m = \sqrt{E^2 - \vert P \vert^2}\) of \((M, g, k)\) is bounded from below by

\[
m \geq \frac{\sqrt{\vert \Sigma \vert}}{16\pi}.
\]

Moreover, we have equality if and only if \((M, g, k)\) is a slice in Schwarzschild spacetime.

Here a marginally outer trapped surfaces (MOTS) is a surface \(\Sigma\) satisfying \(\theta^+ = H + \text{tr}_g k = 0\) and models an apparent horizons. Moreover, the ADM energy and momentum of \((M, g, k)\) are defined by

\[
E = \lim_{r \to \infty} \frac{1}{16\pi} \int_{S_r} \sum_i (g_{ij,i} - g_{ii,j}) v^j dA, \quad P_i = \lim_{r \to \infty} \frac{1}{8\pi} \int_{S_r} (k_{ij} - (\text{tr}_g k) g_{ij}) v^j dA.
\]

We refer to the books of D. Lee and R. Wald [34, 47] for an introduction to GR and to M. Mars’ survey [37] for a detailed explanation of R. Penrose’s heuristic.

A counterexample to the Penrose Conjecture would pose a serious challenge to the Cosmic Censorship conjecture which is considered to be the weakest link in the above argument. Besides its physical significance, the Penrose Conjecture also presents a strengthening of the famous positive mass theorem [2, 9, 16, 17, 24, 28, 35, 38, 45, 46]. By time-reversal, i.e. by replacing \(k\) with \(-k\), one also expects conjecture 4.1 to hold also for marginally inner trapped surfaces (MITS), i.e surfaces satisfying \(\theta^- = 0\).

We remark that in the statement of the Penrose inequality it is necessary to consider the minimal area enclosure \(\Sigma\) instead of the MOTS \(\Sigma_0\) itself. It is easy to construct counterexamples to \(m \geq \frac{\sqrt{\vert \Sigma \vert}}{16\pi}\), see for instance Figure 1 in [28], and even the assumption of \(\Sigma_0\) being an outermost MOTS is insufficient as demonstrated by I. Ben-Dov in [4].

The Penrose Conjecture has been established in the case \(k = 0\) by G. Huisken and T. Ilmanen [28] (for connected horizons), and by H. Bray [5] (for arbitrary horizons). H. Bray’s proof employs Bray’s conformal flow and has also been generalized up to dimension 7 by H. Bray and D. Lee in [12] and to the electrostatic setting by M. Khuri, G. Weinstein and S. Yamada in [32].
In the general case \( k \neq 0 \) the conjecture is wild open outside spherical symmetry \([10, 11, 22, 23, 30, 36]\) and H. Roesch’ result on certain null cones \([43]\). In the pioneering work \([10]\) H. Bray and M. Khuri proposed three methods to couple Jang’s equation. This leads to several systems of PDE which imply the Penrose conjecture for generalized horizons (i.e. surfaces satisfying \( \theta_+ \theta_- = 0^3 \)) with \( E \) instead of \( m \).

Given that system \((2)\) with \( a = 1 \) and integral formula \((3)\) generalizes IMCF including the Hawking mass monotonicity formula, it is natural to ask whether there are applications towards the Penrose conjecture. We obtain:

**Theorem 4.2.** Let \((M, g, k)\) be a spherically symmetric initial data set satisfying the DEC, and let \( a = 1 \). Then system \((2)\) can be solved, and the integral formula \((3)\) reduces to the monotonicity formula of the spacetime Hawking energy

\[
m_H(\Sigma) = \sqrt{\left| \frac{\partial^{2}M}{\partial t^{2}} \right|} \left( 1 - \frac{1}{16\pi} \int_{\Sigma} \theta_+ \theta_- dA \right).
\]

In particular, the Penrose inequality holds in spherical symmetry, cf. \([22]\).

One difficulty most approaches towards the Penrose conjecture face, is to solve the underlying PDE. For instance, P. Jang and R. Wald already showed in \([31]\) that R. Geroch’s monotonicity formula \([19]\) implies the Riemannian Penrose inequality if an existence theory for IMCF can be established. This has also been observed in the spacetime setting for Inverse Mean Curvature Vector Flow by J. Frauendiener \([18]\). In the Riemannian case this has been resolved in \([1, 28, 40]\), but the spacetime case this is still completely open. Similarly, the approaches by J. Frauendiener \([18]\) and by H. Bray and M. Khuri \([10]\) do not yield a proof of the Penrose conjecture due to the difficulties of solving the underlying PDE systems. Inverse mean curvature vector flow is forward-backward parabolic, the Jang-zero divergence equations are a third order system, Jang-conformal flow is non-local. Perhaps the most promising of these PDEs is Bray-Khuri’s Jang-IMCF. However, there an existence theory is also out of reach due to the coupling of two PDEs which in their own right are already quite complicated and due to the presence of second order coupling terms.

Jang’s equation has been introduced to prove the spacetime PMT \([46]\). However, a simpler proof can be given via spacetime harmonic functions \([24]\). There the underlying PDE, the spacetime Laplace equation, has only a very mild non-linearity and its existence theory is much easier than the one for Jang’s equation. Our approach of spacetime IMCF can be viewed as combining spacetime harmonic functions and IMCF. Analytically, the systems \((2)\) have the advantage that there are no second-order coupling terms, and there is a simple expression for \( \Delta(v - u) \). This allows us to obtain an existence theory for system \((2)\) with \( a = 0 \) in full generality without having to assume any symmetry, see Theorem 1.4, which will be proven in the next section.

### 4.2. Geometric applications

Using the divergence identity \((3)\), we will show:

**Corollary 4.3.** Let \((M, g, k)\) be an annulus satisfying the dominant energy condition with spherical boundary components \( \partial_- M \) and \( \partial_+ M \). Suppose \( u, v \) are constant on both \( \partial_- M \) and \( \partial_+ M \) and that \( u|_{\partial_- M} < u|_{\partial_+ M}, v|_{\partial_- M} < v|_{\partial_+ M} \). Then we have under the same assumptions as in Theorem 1.2

\[
(u + v)|_{\partial_+ M} \left[ 1 - \frac{1}{8\pi} \int_{\partial_+ M} \left( 2\theta_+ \frac{\nabla u}{u + v} + 2\theta_- \frac{\nabla v}{u + v} - 8 \frac{\nabla u \cdot \nabla v}{(u + v)^2} \right) dA \right] \\
\geq (u + v)|_{\partial_- M} \left[ 1 - \frac{1}{8\pi} \int_{\partial_- M} \left( 2\theta_+ \frac{\nabla u}{u + v} + 2\theta_- \frac{\nabla v}{u + v} - 8 \frac{\nabla u \cdot \nabla v}{(u + v)^2} \right) dA \right]
\]

\[3\]Thus, there have to arise some complications in the existence theory in view of A. Carrasco and M. Mars’ counter example \([13]\).
where \( \theta_{\pm} = H \pm \text{tr}_{g^C}(k) \) are the null expansions. In the case \( a = 1 \) we furthermore have \( |\nabla u| = \frac{1}{4} \theta_-(u + v) \) and \( |\nabla v| = \frac{1}{4} \theta_+(u + v) \) on \( \partial_{\pm} M \) which implies

\[
(u + v)|_{\partial_+ M} \left( 1 - \frac{1}{16\pi} \int_{\partial_+ M} \theta_- \theta_+ dA \right) \geq (u + v)|_{\partial_- M} \left( 1 - \frac{1}{16\pi} \int_{\partial_- M} \theta_- \theta_+ dA \right).
\]

This immediately yields Theorem 1.1 in case one assumes \((u+v)\) is proportional to the square root of the area of \( \partial_{\pm} M \), also see Remark 3.1. The assumption that \( \partial_{\pm} M \) have to be level-sets for both \( u \) and \( v \) appears to be restrictive at first. However, it is impossible to obtain a monotonicity formula in the usual sense (such as the one for IMCF) for an energy functional like the Hawking mass due to the possibility of boosts. For instance, a surface \( \Sigma \) contained in an IDS \((M,g,k)\) inside Minkowski space which is a level-set for both \( u = r + t \) and \( v = r - t \) must have constant \( t \).

We begin with the proof of Corollary 4.3 before proceeding with the Penrose inequality in spherical symmetry, Theorem 4.2, and studying arbitrary slices of the Schwarzschild spacetime.

**Proof of Corollary 4.3.** Theorem 1.2 implies

\[
\text{div} Y \geq -2K_u|\nabla u| - 2K_v|\nabla v|.
\]

where we used that \((M,g,k)\) satisfies the DEC, and where we recall

\[
Y = 2\nabla (|\nabla u| + |\nabla v|) + 2k(\nabla (u - v), \cdot) + 4(|\nabla u|\nabla v + |\nabla v|\nabla u) \frac{1}{u + v} - 2\Delta u \frac{\nabla u}{|\nabla u|} - 2\Delta v \frac{\nabla v}{|\nabla v|} - 2\text{tr}_g(k)\nabla (u - v).
\]

Since both boundary components \( \partial_{\pm} M \) are level sets for both \( u \) and \( v \), we have \( \nu_u = \nu_v =: \nu \) on \( \partial_{\pm} M \). Therefore,

\[
Y_{\nu} = 2\theta_+ \frac{|\nabla u|}{u + v} + 2\theta_- \frac{|\nabla v|}{u + v} - 8 \frac{|\nabla u||\nabla v|}{(u + v)^2}.
\]

Next, we use twice the co-area formula and Gauss-Bonnet’s theorem to obtain

\[
\int_M (K_u|\nabla u| + K_v|\nabla v|) dV = \int_{|\nabla u|_{\partial_+ M}}^{v|\nabla u|_{\partial_+ M}} 4\pi dt + \int_{|\nabla v|_{\partial_+ M}}^{v|\nabla v|_{\partial_+ M}} 4\pi dt = 4\pi (u + v)|_{\partial_- M} - 4\pi (u + v)|_{\partial_+ M}.
\]

We emphasize how the co-area formula is applied towards two different foliations. If \( a = 1 \), we have additionally

\[
\Delta u = -\text{tr}_k |\nabla u| + \nabla_{\nu\nu} u + k_{\nu\nu} |\nabla u| + 4 \frac{|\nabla u||\nabla v|}{u + v}
\]

on \( \partial_{\pm} M \). Since \( |\nabla u| \neq 0 \), this implies

\[
|\nabla v| = \frac{1}{4} \theta_-(u + v).
\]

Similarly, \( |\nabla u| = \frac{1}{4} \theta_-(u + v) \) which finishes the proof. \( \square \)

In order to prove Theorem 4.2 we first establish the following Lemma. Again, we set \( \nu = \nu_u = \nu_v \).

**Lemma 4.4.** Let \((M,g,k)\) be a spherically symmetric initial data set and let \( \Sigma_0 \subset M \) be the outermost apparent horizon. Let \( s \) be a smooth solution of rescaled IMCF starting from \( \Sigma_0 \), i.e. \( \Delta s = \nabla_{\nu\nu} s + 2|\nabla s|^2 \) with \( s(\Sigma_0) = \sqrt{\frac{\gamma_{\Sigma_0}}{16\pi}} \). Outside of \( \Sigma_0 \), we define the spherically symmetric function \( w = w(r) \) via

\[
w(r) = \int_0^r \frac{1}{2} (\text{tr}_g(k) - k_{\nu\nu}) s dp
\]

where \( r \) is the distance to \( \Sigma_0 \). Then \( u, v \), implicitly defined by

\[
u = \frac{u + v}{2}, \quad v - u = w
\]
solve system (2) for \( a = 1 \). Moreover, we have

\begin{equation}
|\nabla v| = \frac{1}{4} \theta_+ s, \quad |\nabla u| = \frac{1}{4} \theta_- s.
\end{equation}

**Proof.** Since \( s \) solves rescaled IMCF, and using \( \Delta s = \nabla_{\nu\nu} s + H \nabla_{\nu} s \), we deduce that \(|\nabla s| = \frac{1}{s} H s \). Moreover, we have \(|\nabla w| = \frac{1}{s} \text{tr}_g (k) - k_{\nu\nu} |s\). Since \( \Sigma_0 \) is the outermost horizon and is therefore not enclosed by any MITs or MOTs, we also obtain that \( \theta_+, \theta_- > 0 \) for all spherically symmetric surfaces outside \( \Sigma_0 \). This implies \( H > |\text{tr}_g (k) - k_{\nu\nu}| \) for all spherically symmetric surfaces outside \( \Sigma_0 \), and since \( u = \frac{1}{s} (s - w) \) and \( v = \frac{1}{s} (s + w) \) we obtain

\[ |\nabla v| = \frac{1}{4} \theta_+ s, \quad |\nabla u| = \frac{1}{4} \theta_- s. \]

Note that this in particular implies \( \nabla u, \nabla v \neq 0 \) outside \( \Sigma_0 \) as well as \( \nabla_r u, \nabla_r v > 0 \). Multiplying the above identities by \( |\nabla u||\nabla v| \), we obtain in the same fashion as in the computation of equation (20) that \( (u, v) \) solve system (2) with \( a = 1 \). This finishes the proof. \( \square \)

Observe that (21) implies that the level sets of \( u \) move by rescaled \( \frac{1}{\theta_+} \) flow, and the level sets of \( v \) move by rescaled \( \frac{1}{\theta_-} \) flow. The rescaling factor is in both cases given by \( \frac{1}{s} \) where \( s \) is rescaled IMCF.

The above lemma immediately yields:

**Corollary 4.5.** We can solve system (2) for \( a = 1 \) in spherical symmetry.

We remark that although system (2) is in many ways the most complicated for \( a = 1 \) due to its degenerate elliptic character, the existence theory for \( a = 1 \) is substantially simpler than for \( a \in [0, 1) \) in spherical symmetry. This contrasts the Riemannian \((k = 0)\) setting where the existence theory for harmonic functions is elementary compared to the sophisticated existence theory for IMCF [28, 40]. The reason for this reverse behavior stems from the fact that the system decouples for \( a = 1 \) in spherical symmetry as demonstrated in Lemma 4.4. However, the system appears not to decouple in spherical symmetry for \( a \in [0, 1) \), and the function \( u + v \) is not the rescaling of a \( p \)-harmonic function.

**Proof of Theorem 4.2.** Let \((M, g, k)\) be a spherically symmetric initial data set satisfying the DEC, and let \( u, v \) be solutions to system (2) for \( a = 1 \) outside the horizon \( \Sigma_0 \) as described in Lemma 4.4. As in the proof of Corollary 4.3 above, we obtain

\begin{equation}
(u + v)|_{\Sigma_2} \left( 1 - \frac{1}{16\pi} \int_{\Sigma_2} \theta_+ \theta_- dA \right) \geq (u + v)|_{\Sigma_1} \left( 1 - \frac{1}{16\pi} \int_{\Sigma_1} \theta_+ \theta_- dA \right)
\end{equation}

for any spherically symmetric surface \( \Sigma_2 \) enclosing \( \Sigma_1 \) enclosing \( \Sigma_0 \). Since \( u + v = s \) solves rescaled IMCF \( \Delta s = \nabla_{\nu\nu} s + 2 \Sigma_2 \frac{\text{tr}_s^2}{s} \) with \( s(\Sigma_0) = \sqrt{\frac{|\Sigma_0|}{16\pi}} \), and because IMCF is uniformly area expanding, we obtain

\[ \sqrt{\frac{|\Sigma_2|}{16\pi}} \left( 1 - \frac{1}{16\pi} \int_{\Sigma_2} \theta_+ \theta_- dA \right) \geq \sqrt{\frac{|\Sigma_1|}{16\pi}} \left( 1 - \frac{1}{16\pi} \int_{\Sigma_1} \theta_+ \theta_- dA \right) \]

Hence, the spacetime Hawking energy

\begin{equation}
m_H(\Sigma_t) = \sqrt{\frac{|\Sigma_t|}{16\pi}} \left( 1 - \frac{1}{16\pi} \int_{\Sigma_t} \theta_+ \theta_- dA \right)
\end{equation}

is monotonically increasing for spherically symmetric initial data sets satisfying the DEC. This mononicity then implies the Penrose inequality in this setting, cf. [22]. \( \square \)
4.3. Slices in Schwarzschild. The Penrose inequality can also be viewed as a characterization of the Schwarzschild spacetime. In the Riemannian case a solution to the overdetermined system

\( \nabla^2_{ij} u = \frac{|\nabla u|^2}{u} g_{ij} + \frac{\nabla_i u \nabla_j u}{u} \)

implies that \( M \) must be flat Euclidean space, see for instance [2]. If (24) holds for all \( i, j \) except for \( i = j = \nu \), we gain an additional degree of freedom and \( M \) must be the \( t = 0 \) slice of Schwarzschild with some arbitrary mass \( m \), cf. [28]. In fact, the term \( |\nabla^2 u - \frac{|\nabla u|^2}{u} g_{ij} + \frac{\nabla_i u \nabla_j u}{u}|^2 - (\nabla_{\nu \nu} u)^2 \) appears in the Hawking mass monotonicity formula as shown in Section 2.1. Taking the trace of equation (24) omitting the \((\nu, \nu)\)-direction gives (rescaled) IMCF. Similarly, a proof of the spacetime Penrose inequality is expected to classify arbitrary slices in Schwarzschild via such overdetermined equations.

In our case the situation is quite similar. However, instead of having null functions the underlying objects will be null vector fields.

Recall that the Schwarzschild spacetime \((\hat{M}, \hat{g})\) of mass \( m \geq 0 \) in static coordinates

\[ \hat{g} = -\phi^2 dt^2 + \phi^{-2} dv^2 + r^2 g_{S^2} \]

where \( \phi^2 = (1 - \frac{2m}{r}) \).

**Theorem 4.6.** Let \( T = \phi^2 \nabla t \) and define \( X = \nabla r + T, \ Y = \nabla r - T \). Then \( X, Y, r \) solve

\[ \nabla_\alpha X_\beta = \nabla_\alpha Y_\beta = \frac{\phi^2}{r} \hat{g}_{\alpha \beta} - \frac{X_\alpha Y_\beta + X_\beta Y_\alpha}{2r} \]

for all vectors \( \alpha, \beta \) as long as at least one of these vectors is orthogonal to the \( r - t \) plane. Moreover, on each spherically symmetric IDS \((M, g, k)\) contained in Schwarzschild \((\hat{M}, \hat{g})\), the vector field \( T \) (and hence \( X, Y \)) are integrable with \( X = du \) and \( Y = dv \).

**Proof.** This is a direct computation. \( \square \)

We remark that on any (not necessarily spherically symmetric) initial data set

\[ |X||Y| + \langle X, Y \rangle = \hat{g}(N(u)N, N(v)N) + \langle X, Y \rangle = \hat{g}(X, Y) = 2\phi^2. \]

Moreover \( \nabla_\alpha X_\beta = \nabla_\alpha X_\beta + k_{\alpha \beta}|X| \). Hence, equation (25) indeed recovers \( \nabla^2_+ u = 0 \), and \( \nabla^2_- v = 0 \).

Besides the null vector fields above, there are also globally defined null functions in Schwarzschild which satisfy a system of PDEs for every slice of Schwarzschild:

**Proposition 4.7.** Consider the functions \( u = r^* + t \) and \( v = r^* - t \) in the Schwarzschild spacetime \((\hat{M}, \hat{g})\) where \( r^* = r + 2m \log(\frac{r}{2m} - 1) \) is the Tortoise coordinate. Then on any IDS \((M, g, k) \subseteq (\hat{M}, \hat{g})\) (not necessarily spherically symmetric) the restrictions of the functions \( u, v \) onto \( M \) satisfy

\[ \theta_+ (\Sigma_u)|\nabla u| = \phi^2 \frac{|\nabla u||\nabla v| + \langle \nabla u, \nabla v \rangle}{r}, \]

\[ \theta_- (\Sigma_v)|\nabla v| = \phi^2 \frac{|\nabla u||\nabla v| + \langle \nabla u, \nabla v \rangle}{r}. \]

and

\[ \nabla^2 u = -k|\nabla u| + \frac{g}{2r} \phi^2 (|\nabla u||\nabla v| + \langle \nabla u, \nabla v \rangle) - \frac{m}{r^2} \nabla u \otimes \nabla u - \frac{\phi^2}{2r} (\nabla u \otimes \nabla v + \nabla v \otimes \nabla u), \]

\[ \nabla^2 v = -k|\nabla v| + \frac{g}{2r} \phi^2 (|\nabla u||\nabla v| + \langle \nabla u, \nabla v \rangle) - \frac{m}{r^2} \nabla v \otimes \nabla v - \frac{\phi^2}{2r} (\nabla u \otimes \nabla v + \nabla v \otimes \nabla u). \]

**Proof.** This is another direct computation. \( \square \)
Finally, we would like to point out the importance of equations such as (27) lies in the fact that they can be used to characterize slices in certain spacetimes. See for instance [27, 24] for slices in Minkowski space and Proposition 2 in J. Krohn’s paper [33] for slices of Schwarzschild.

5. PDE existence theory

To solve the system

$$\Delta u = -\text{tr}_g(k)|\nabla u| + \frac{3|\nabla u||\nabla v| + \langle \nabla v, \nabla v \rangle}{u + v},$$

$$\Delta v = \text{tr}_g(k)|\nabla v| + \frac{3|\nabla u||\nabla v| + \langle \nabla u, \nabla v \rangle}{u + v},$$

(28)

on $M$ with $u = c_\pm$ on $\partial_\pm M$ and $v = d_\pm$ on $\partial_\pm M$, we will first obtain uniform estimates for the system

$$\Delta u_{\sigma,\epsilon} = -\sigma \text{tr}_g(k)|\nabla u_{\sigma,\epsilon}| + \frac{3|\nabla u_{\sigma,\epsilon}||\nabla v_{\sigma,\epsilon}| + \langle \nabla v_{\sigma,\epsilon}, \nabla v_{\sigma,\epsilon} \rangle}{|u_{\sigma,\epsilon} + v_{\sigma,\epsilon}| + \epsilon},$$

$$\Delta v_{\sigma,\epsilon} = \sigma \text{tr}_g(k)|\nabla v_{\sigma,\epsilon}| + \frac{3|\nabla u_{\sigma,\epsilon}||\nabla v_{\sigma,\epsilon}| + \langle \nabla u_{\sigma,\epsilon}, \nabla v_{\sigma,\epsilon} \rangle}{|u_{\sigma,\epsilon} + v_{\sigma,\epsilon}| + \epsilon},$$

(29)

Here $\sigma \in [0, 1]$, $\epsilon > 0$, and we impose the Dirichlet boundary conditions $u_{\sigma,\epsilon} = c_\pm$ on $\partial_\pm M$ and $v_{\sigma,\epsilon} = \sigma d_\pm + (1 - \sigma)c_\pm - \epsilon$ on $\partial_\pm M$. We suppose that $\epsilon$ is sufficiently small such that $\sigma d_\pm + (1 - \sigma)c_\pm - \epsilon > 0$ for all $\sigma \in [0, 1]$. Without loss of generality we assume that $c_- < c_+$ and $d_- < d_+$.

**Lemma 5.1.** Suppose $u_{\sigma,\epsilon} \in C^{2,\alpha}(M)$ and $v_{\sigma,\epsilon} \in C^{2,\alpha}(M)$ solve the system (29). Then we have

$$c_- \leq u_{\sigma,\epsilon} \leq c_+, \quad \sigma d_- + (1 - \sigma)c_- - \epsilon \leq v_{\sigma,\epsilon} \leq \sigma d_+ + (1 - \sigma)c_+ - \epsilon$$

on $M$.

**Proof.** This follows immediately from the maximum principle for elliptic equations. \qed

**Lemma 5.2.** Suppose $u_{\sigma,\epsilon}$ and $v_{\sigma,\epsilon}$ solve system (29). Then there exists a constant $C$ independent of $\sigma, u_\epsilon, v_\epsilon, \epsilon$ such that

$$\|u_{\sigma,\epsilon}\|_{W^{2,p}(M)} + \|v_{\sigma,\epsilon}\|_{W^{2,p}(M)} \leq C.$$

**Proof.** To prove this proposition, it will be helpful to rewrite the above system in terms of

$$w_{\sigma,\epsilon} = v_{\sigma,\epsilon} - u_{\sigma,\epsilon}, \quad \text{and} \quad h_{\sigma,\epsilon} = \frac{1}{u_{\sigma,\epsilon} + v_{\sigma,\epsilon} + \epsilon}.$$

We compute

$$\Delta w_{\sigma,\epsilon} = \sigma \text{tr}_g(k)|\nabla u_{\sigma,\epsilon} + |\nabla v_{\sigma,\epsilon}||,$$

(30)

and

$$\frac{1}{2} h_{\sigma,\epsilon}^{-2} \Delta h_{\sigma,\epsilon} = -\frac{1}{2} \Delta(u_{\sigma,\epsilon} + v_{\sigma,\epsilon} + \epsilon) + \frac{\nabla(u_{\sigma,\epsilon} + v_{\sigma,\epsilon} + \epsilon)^2}{u_{\sigma,\epsilon} + v_{\sigma,\epsilon} + \epsilon}$$

$$=\frac{1}{u_{\sigma,\epsilon} + v_{\sigma,\epsilon} + \epsilon} \left(3|\nabla u_{\sigma,\epsilon}|^2 - 3|\nabla v_{\sigma,\epsilon}|^2 + |\nabla v_{\sigma,\epsilon} + w_{\sigma,\epsilon}|^2 + 3|\nabla u_{\sigma,\epsilon}, \nabla v_{\sigma,\epsilon} + | \nabla v_{\sigma,\epsilon}|^2 - \frac{\sigma}{2} |\nabla u_{\sigma,\epsilon} + w_{\sigma,\epsilon}||^2ight).$$

Using the identity

$$|\nabla(u_{\sigma,\epsilon} + w_{\sigma,\epsilon})| - |\nabla u_{\sigma,\epsilon}| = \frac{1}{|\nabla(u_{\sigma,\epsilon} + w_{\sigma,\epsilon})| + |\nabla u_{\sigma,\epsilon}|}(|\nabla u_{\sigma,\epsilon}|^2 + 2|\nabla u_{\sigma,\epsilon}, \nabla v_{\sigma,\epsilon}||^2),$$

\[\text{where} \quad \text{tr}_g(k), \quad \text{and} \quad \text{tr}_g(k) \text{ are the trace of the metric and its covariant derivative, respectively.}\]
we obtain
\[
\frac{1}{2} h_{\sigma,\varepsilon}^{-2} \Delta h_{\sigma,\varepsilon}
= - \frac{1}{u_{\sigma,\varepsilon} + v_{\sigma,\varepsilon} + \varepsilon \left( \left| \nabla (u_{\sigma,\varepsilon} + v_{\sigma,\varepsilon}) \right| + \left| \nabla u_{\sigma,\varepsilon} \right| \right)} \left( \left| \nabla w_{\sigma,\varepsilon} \right|^2 + 2 \left( \nabla u_{\sigma,\varepsilon}, \nabla w_{\sigma,\varepsilon} \right) \right)
+ \frac{1}{u_{\sigma,\varepsilon} + v_{\sigma,\varepsilon} + \varepsilon} \left( 3 \left( \nabla u_{\sigma,\varepsilon}, \nabla w_{\sigma,\varepsilon} \right) + \left| \nabla w_{\sigma,\varepsilon} \right|^2 \right)
\]
\[
- \sigma \frac{1}{2} \frac{1}{\left| \nabla (u_{\sigma,\varepsilon} + w_{\sigma,\varepsilon}) \right| + \left| \nabla u_{\sigma,\varepsilon} \right|} \left( \left| \nabla w_{\sigma,\varepsilon} \right|^2 + 2 \left( \nabla u_{\sigma,\varepsilon}, \nabla w_{\sigma,\varepsilon} \right) \right)
\]
\[
= \frac{1}{u_{\sigma,\varepsilon} + v_{\sigma,\varepsilon} + \varepsilon} \left( -3 \left| \nabla u_{\sigma,\varepsilon} \right| \frac{1}{\left| \nabla (u_{\sigma,\varepsilon} + w_{\sigma,\varepsilon}) \right| + \left| \nabla u_{\sigma,\varepsilon} \right|} \left| \nabla w_{\sigma,\varepsilon} \right|^2 + \left| \nabla w_{\sigma,\varepsilon} \right|^2 \right)
+ \frac{1}{u_{\sigma,\varepsilon} + v_{\sigma,\varepsilon} + \varepsilon} \frac{3}{\left| \nabla (u_{\sigma,\varepsilon} + w_{\sigma,\varepsilon}) \right| + \left| \nabla u_{\sigma,\varepsilon} \right|^2} \left( \left| \nabla w_{\sigma,\varepsilon} \right|^2 + 2 \left( \nabla u_{\sigma,\varepsilon}, \nabla w_{\sigma,\varepsilon} \right) \right)
\]
\[
- \sigma \frac{1}{2} \frac{1}{\left| \nabla (u_{\sigma,\varepsilon} + w_{\sigma,\varepsilon}) \right| + \left| \nabla u_{\sigma,\varepsilon} \right|} \left( \left| \nabla w_{\sigma,\varepsilon} \right|^2 + 2 \left( \nabla u_{\sigma,\varepsilon}, \nabla w_{\sigma,\varepsilon} \right) \right).
\]

Next, we estimate equation (30)
\[
|\Delta w_{\sigma,\varepsilon}| \leq C \left| \nabla (u_{\sigma,\varepsilon} + v_{\sigma,\varepsilon}) \right| + C \left| \nabla (u_{\sigma,\varepsilon} - v_{\sigma,\varepsilon}) \right| = C \left| \nabla h_{\sigma,\varepsilon} \right| h_{\sigma,\varepsilon}^{-2} + C \left| \nabla w_{\sigma,\varepsilon} \right| \leq C \left| \nabla h_{\sigma,\varepsilon} \right| + C \left| \nabla w_{\sigma,\varepsilon} \right|
\]
where $C$ is depending on $(M, g, k, c_{\pm}, d_{\pm})$, and whose value may change from line to line. Moreover, using equation (31) and Lemma 5.1
\[
|\Delta h_{\sigma,\varepsilon}| \leq C \left| \nabla w_{\sigma,\varepsilon} \right|^2 h_{\sigma,\varepsilon}^3 + C \left| \nabla w_{\sigma,\varepsilon} \right| \leq C \left| \nabla w_{\sigma,\varepsilon} \right|^2 + C
\]
where we used
\[
\frac{\left| \nabla w_{\sigma,\varepsilon} \right|}{\left| \nabla (u_{\sigma,\varepsilon} + w_{\sigma,\varepsilon}) \right| + \left| \nabla u_{\sigma,\varepsilon} \right|} \leq 1.
\]
According to the $W^{2,p}$ estimate for elliptic equations,
\[
\|w_{\sigma,\varepsilon}\|_{W^{2,p}(M)} \leq C + C \|h_{\sigma,\varepsilon}\|_{W^{1,p}(M)}
\]
and
\[
\|h_{\sigma,\varepsilon}\|_{W^{2,p}(M)} \leq C + C \|w_{\sigma,\varepsilon}\|_{W^{1,p}(M)}^2.
\]
By the Gagliardo-Nirenberg interpolation inequality, we have
\[
\|\nabla w_{\sigma,\varepsilon}\|_{L^2(M)}^2 \leq C \|\nabla^2 w_{\sigma,\varepsilon}\|_{L^p(M)} \|w_{\sigma,\varepsilon}\|_{L^\infty(M)}
\]
and
\[
\|\nabla h_{\sigma,\varepsilon}\|_{L^p(M)} \leq C \|\nabla^2 h_{\sigma,\varepsilon}\|_{L^p(M)}^{\delta} \|h_{\sigma,\varepsilon}\|_{L^\infty(M)}^{1-\delta}
\]
where
\[
\delta = \frac{p - 3}{2p - 3} < 1.
\]
Consequently,
\[
\|h_{\sigma,\varepsilon}\|_{W^{2,p}(M)} \leq C + C \|w_{\sigma,\varepsilon}\|_{W^{2,p}(M)} \leq C + C \|h_{\sigma,\varepsilon}\|_{W^{1,p}(M)} \leq C + C \|h_{\sigma,\varepsilon}\|_{W^{2,p}(M)} \leq C + \frac{1}{2} \|h_{\sigma,\varepsilon}\|_{W^{2,p}(M)}.
\]
Thus, we have $\|h_{\sigma,\varepsilon}\|_{W^{2,p}(M)} \leq C$ which implies $\|w_{\sigma,\varepsilon}\|_{W^{2,p}(M)} \leq C$. Reconstructing $u_{\sigma,\varepsilon}, v_{\sigma,\varepsilon}$ from $h_{\sigma,\varepsilon}, w_{\sigma,\varepsilon}$, we also obtain $\|u_{\sigma,\varepsilon}\|_{W^{2,p}(M)} + \|v_{\sigma,\varepsilon}\|_{W^{2,p}(M)} \leq C$ which finishes the proof. \qed

We can use the Sobolev inequality and Schauder estimates to improve the above estimate to a $C^{2,\alpha}$ estimate. More precisely, we obtain:
Lemma 5.3. Suppose \( u_{\sigma,\epsilon}, v_{\sigma,\epsilon} \) solve system (29). Then there exists a constant \( C \) depending on \( (M, g, k), c_{\pm}, d_{\pm} \), but independent of \( \sigma, u_{\sigma,\epsilon}, v_{\sigma,\epsilon}, \epsilon \) such that

\[
\| u_{\sigma,\epsilon} \|_{C^{2,\alpha}(M)} + \| v_{\sigma,\epsilon} \|_{C^{2,\alpha}(M)} \leq C.
\]

Having obtained uniform estimates for system (29) we will use Leray-Schauder’s fixed point theorem below to obtain solutions of (29) for \( \sigma = 1 \). Passing to a limit \( \epsilon \to 0 \) then gives a solution to (28) establishing Theorem 1.4.

Proof of Theorem 1.4. Let \( \phi_{\pm,\epsilon}^\sigma \) be two functions on \( M \) with \( \phi_{\pm,\epsilon}^\sigma = c_{\pm}, \phi_{\pm,\epsilon}^\sigma = \sigma d_{\pm} + (1-\sigma)c_{\pm} - \epsilon \) on \( \partial_{\pm}M \). We denote with \( C_{0}^{2,\alpha}(M) \) the set \( C^{2,\alpha} \)-functions on \( M \) which vanish on \( \partial_{\pm}M \). Observe that \( C_{0}^{2,\alpha}(M) \) is a Banach space. We define a family of maps \( \mathcal{F}_{\sigma,\epsilon} : C_{0}^{2,\alpha}(M) \oplus C_{0}^{2,\alpha}(M) \to C_{0}^{2,\alpha}(M) \) via

\[
\mathcal{F}_{\sigma,\epsilon}(u, v) = \left[ \Delta_{0}^{-1} \left( G_{\pm,\epsilon}^\sigma(u, v) \right), \Delta_{0}^{-1} \left( G_{\pm,\epsilon}^\sigma(u, v) \right) \right]
\]

where

\[
G_{\pm,\epsilon}^\sigma(u, v) = \pm \sigma \text{ tr}_g(k) \langle \nabla(u + \phi_{\pm}^\sigma) | | \nabla(v + \phi_{\pm}^\sigma) \rangle + \frac{3|\nabla(u + \phi_{\pm}^\sigma)| | \nabla(v + \phi_{\pm}^\sigma) | + \langle \nabla(u + \phi_{\pm}^\sigma), \nabla(v + \phi_{\pm}^\sigma) \rangle}{|u + \phi_{\pm}^\sigma + v + \phi_{\pm}^\sigma| + \epsilon} - \Delta \phi_{\pm,\epsilon}^\sigma
\]

and where \( \Delta_{0}^{-1} \) maps a function \( f \) to the solution \( \psi \) of \( \Delta \psi = f \) on \( M \) with vanishing Dirichlet boundary data. By standard elliptic theory, \( \mathcal{F}_{\sigma,\epsilon} \) is indeed a map into \( C_{0}^{2,\alpha}(M) \oplus C_{0}^{2,\alpha}(M) \). Moreover, \( \mathcal{F}_{\sigma,\epsilon} \) is a compact operator since the image of a bounded sequence \( \{(u_i, v_i)\} \) has a convergent subsequence. Observe that if \( \mathcal{F}_{\sigma,\epsilon}(u, v) = (u, v) \), then \( (u + \phi_{\pm}^\sigma + v + \phi_{\pm}^\sigma) \) solve system (29). Next, we show that there is a solution \( (u_{0,\epsilon}, v_{0,\epsilon}) \) to the equation \( \mathcal{F}_{0,\epsilon}(u_{0,\epsilon}, v_{0,\epsilon}) = (u_{0,\epsilon}, v_{0,\epsilon}) \).

Let \( U_{0,\epsilon} \) be the harmonic function with \( U_{0,\epsilon} = \frac{1}{c_{\pm}} \) on \( \partial_{\pm}M \). Then \( u_{0,\epsilon} = \frac{1}{c_{\pm}} \) satisfies

\[
\Delta u_{0,\epsilon} = 2 \frac{|\nabla U_{0,\epsilon}|^2}{u_{0,\epsilon}}
\]

with \( u_{0,\epsilon} = c_{\pm} \) on \( \partial_{\pm}M \). Next, let \( v_{0,\epsilon} = u_{0,\epsilon} - \epsilon \), and note that \( v_{0,\epsilon} = c_{\pm} - \epsilon \) on \( \partial_{\pm}M \) and \( v_{0,\epsilon} > 0 \) on \( M \). Moreover,

\[
\Delta u_{0,\epsilon} = \frac{3|\nabla u_{0,\epsilon}| |\nabla v_{0,\epsilon}| + \langle \nabla u_{0,\epsilon}, \nabla v_{0,\epsilon} \rangle}{|u_{0,\epsilon} + v_{0,\epsilon}| + \epsilon},
\]

\[
\Delta v_{0,\epsilon} = \frac{3|\nabla v_{0,\epsilon}| |\nabla v_{0,\epsilon}| + \langle \nabla u_{0,\epsilon}, \nabla v_{0,\epsilon} \rangle}{|u_{0,\epsilon} + v_{0,\epsilon}| + \epsilon}.
\]

Hence, we can use the uniform estimates, Lemma 5.3, together with Leray-Schauder’s fixed point theorem, see for instance Theorem 11.6 in [20], to deduce that there exists a solution of \( \mathcal{F}_{1,\epsilon}(u_{1,\epsilon}, v_{1,\epsilon}) = (u_{1,\epsilon}, v_{1,\epsilon}) \). Since \( u_{1,\epsilon}, v_{1,\epsilon} \) are uniformly bounded away from zero, and we have uniform \( C^{2,\alpha} \)-estimates for \( (u_{1,\epsilon}, v_{1,\epsilon}) \) in terms of \( \epsilon \), we can take the limit \( \epsilon \to 0 \) to obtain solutions \( (u, v) \) to system (28). \( \square \)

A crucial ingredient of the above proof is that the system (2) takes a simpler form for \( w = u - v \) and \( h = \frac{1}{u + v} \) as in (32) and (33). We remark that for the \( p \)-harmonic system, i.e. system (2) for \( p \in (0, 1) \), can be rewritten in a very similar form to (32) and (33) though we have to re-define \( h = (u + v)^{-\frac{1}{p-1}} \). Note that the radial function \( r^{-\frac{1}{p-1}} \) is \( p \)-harmonic in \( \mathbb{R}^3 \) for \( p = 2 - a \). We also expect that the solutions of system (2) for \( a = 0 \) established in this section can be used to give a new proof for the spacetime PMT including a new positive lower bound for the mass.
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