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Abstract—Early action prediction aims to recognize human actions from only a part of action execution, which is an important video analysis task for many practical applications. Most prior works treat partial or full videos as a whole, which neglects the semantic consistencies among partial videos of various progress levels due to their large intra-class variances. In contrast, we partition original partial or full videos to form a series of new partial videos and mine the Action Semantic Consistent Knowledge (ASCK) among these new partial videos evolving in arbitrary progress levels. Moreover, a novel Action Semantic Consistent learning network (ASCNet) under the teacher-student framework is proposed for early action prediction. Specifically, we treat partial videos as nodes and their action semantic consistencies as edges. Then we build a bi-directional fully connected graph for the teacher network and a single-directional fully connected graph for the student network to model ASCK among partial videos. The MSE and MMD losses are incorporated as our distillation loss to further transfer the ASCK from the teacher to the student network. Extensive experiments and ablative studies have been conducted, demonstrating the effectiveness of modeling ASCK for early action prediction. With the proposed ASCNet, we have achieved state-of-the-art performance on two benchmarks. The code will be released if the paper is accepted.

Index Terms—Action prediction, Teacher-student network, Knowledge distillation, Graph neural network.

1 INTRODUCTION

Early action prediction (EAP) is an important task in a series of applications ranging from intelligent surveillance, self-driving to human-robot interaction [1], [2]. Different from traditional action recognition tasks, as shown in Figure 1, the EAP aims to predict the semantic label of ongoing actions very early before the action is completely executed. Due to the limited observations, the action semantics of partial actions are ambiguous, especially at the very early stages. Moreover, although the same action execution with different progress levels of videos shares the same action semantics, there exist diverse feature distributions and large intra-class variations. Therefore, predicting human action very early is particularly challenging due to the limited observations and large intra-class variances in different progress levels.

We assume that the same action semantics have similar feature distributions, and similar distributions of partial videos can be measured by correlations of their features, which is called action semantic consistent modeling. Through pairwise action semantic consistent modeling, we learn similar distributions and their action semantic consistencies with arbitrary progress levels, and we name it Action Semantic Consistent Knowledge (ASCK). Therefore, modeling ASCK among arbitrary partial videos is an intuitive way to learn the similar distributions of their features for alleviating the large intra-class variances of partial videos.

Many prior works have been proposed for EAP, mainly including recognition-based methods and distillation-based methods. As shown in Figure 1, the recognition-based methods focus on predicting the semantic label of partial videos by capturing the spatiotemporal features of the limited observed sequence with incomplete action executions [3], [4], [5]. For example, Sun et al. [4] proposed a discriminative relational recurrent network (DR2N) to model spatiotemporal interactions between actors of several historical frames for predicting future actions. As shown in the middle of Figure 1 due to limited observations, the partial video shares ambiguous semantics of “Pour” and “Drink”,
and the recognition-based methods inevitably lead to poor performance. As shown in the bottom of Figure 1, the distillation-based methods try to transfer additional action knowledge from full videos for the missing information of partial videos, which can effectively reduce the ambiguous semantics for predictions \cite{6, 7, 9, 10}. However, as shown in Figure 2, most of the recognition-based or distillation-based methods treat the partial or full videos as a whole, suffering from the limited ability to consider ASCK among partial videos with different progress levels. By contrast, as shown in Figure 3 and Figure 2, we partition original partial or full videos into a series of new partial videos with arbitrary progress levels, and we model ASCK among these new partial videos for predictions.

In this paper, we propose a novel Action Semantic Consistent learning network (ASCNet) under the teacher-student framework for EAP. Specifically, we build the teacher network using a bi-directional fully connected graph with partial videos as nodes. The teacher network distills ASCK among partial videos from lower progress levels to higher progress levels and higher progress levels to lower progress levels. The student network is built with a single-directional fully connected graph since future information is not available during the testing phase. The student network distills ASCK among partial videos from lower progress levels to higher progress levels. We further transfer the ASCK from full to partial videos via layer-wise distillation loss between teacher and student networks. With these elegant designs, the student network also distills ASCK from higher progress levels to lower progress levels for predictions.

In contrast to \cite{9}, we consider the ASCK among partial videos with arbitrary progress levels instead of adjacent partial videos. We have achieved a new state-of-the-art performance on two benchmarks (i.e., UCF101, HMDB51), showing the effectiveness of modeling ASCK.

Our main contributions are three folds. (1) To the best of our knowledge, we are the first to explore ASCK among partial videos with arbitrary progress levels, which helps to learn similar feature distributions of partial videos with the same action execution for accurate predictions. (2) We propose a novel ASCNet model via the teacher-student framework for EAP. On the one hand, we explore ASCK via the teacher and student networks and distillation loss. On the other hand, we further transfer ASCK from the teacher to the student to help reduce large intra-class variances for predictions. (3) Experimental results show our new state-of-the-art performance on two datasets, demonstrating the effectiveness of our method. The ablative analysis further shows that modeling ASCK among arbitrary partial videos can effectively improve predictions.

2 RELATED WORK

Early Action prediction. Most of the exiting works follow the pipeline of action recognition by directly recognizing the semantic label from partial observations \cite{11, 12, 13, 14, 15, 16, 17}. Kong et al. \cite{13} proposed a men-LSTM model to remember the hard-to-predict samples, which forced their model to learn a more complex classified boundary for accurate predictions. Similarly, Li et al. \cite{16} modeled the relationships between the similar action pairs and dynamically marked the hard-predicted similar pairs for 3D skeleton-based EAP. Wu et al. \cite{18} and Yao et al. \cite{19} focused on the interaction relationship modeling and their evolution for EAP. Li et al. \cite{20, 21} mined the temporal sequential patterns via causality of continuing action units, context cue, and action predictability for the long duration action prediction. The recognition-based methods easily suffered from poor performance due to the limited observations and large intra-class variations among partial videos in different progress levels.

Many works struggled to reconstruct missing information of partial videos by predicting future information \cite{7, 8, 22, 23, 24, 25, 26} or distilling action knowledge from the full videos with complete action executions \cite{6, 9, 10}. For example, some works were proposed to jointly learn future motions and relationships between the observed and future information for early predictions \cite{7, 8, 23, 24}. Kong et al. \cite{6} exploited abundant sequential context features from full videos to enrich and reconstruct the features of partial videos. Cai et al. \cite{9} learned feature embeddings by transferring the knowledge between partial and full videos. Wang et al. \cite{10} learned progressive action knowledge between adjacent partial videos but ignored semantic consistencies of partial videos between lower progress levels and higher progress levels, suffering from the limited ability for the large intra-class variations. To sum up, the prior works focused on distilling ASCK (1) between partial videos and full videos via distillation loss (2) or of adjacent partial videos via LSTM (Long Short-Term Memory) cells. By contrast, we consider ASCK among arbitrary partial videos.

Knowledge distillation. Knowledge distillation models were mainly achieved via the teacher-student framework by distilling knowledge from a cumbersome teacher network and assisting in learning a lightweight student network for model compression \cite{27, 28}. Recently, Cai et al. \cite{9} and Wang et al. \cite{10} introduced the knowledge distillation model for EAP. These models tried to distill action knowledge from full videos by the teacher network and transferred it to the partial videos by the student network. However, Cai et al. \cite{9} ignored the correlations among different partial or full videos, and Wang et al. \cite{10} focused on the correlations between adjacent partial videos. In contrast to \cite{9} and \cite{10}.\n
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\caption{Different pipelines for early action prediction. The blue dots denote the information from full videos, the pink dots denote the information from partial videos, and the numbers in the dots denote the progress levels of the related videos. The left one denotes two general pipelines for EAP, and the right one shows the pipeline of our ASCNet.}
\end{figure}
we consider the correlations between any partial or full videos and model their ASCK.

**Graph neural network (GNN).** Traditional graph neural networks have been deployed for the non-Euclidean data such as point cloud, human skeleton data [29]. For example, many researchers treated joints of the human body as nodes and their relationships as edges for the skeleton-based action recognition [30], [31] or human motion prediction [32]. Recently, GNNs have been extended to a series of visual tasks [33], [34], [35], [36], [37], [38], [39], [40], [41]. Liu et al. [33] treated the videos as the 3D point clouds for learning video representations. Zhao et al. [40] and Xu et al. [37] took video snippets as nodes and their relationships as edges to exploit the correlations among video snippets for temporal action detection. Similarly, Zeng et al. [39] built an action proposal graph to exploit the relationships between proposals for temporal action detection. Bai et al. [41] proposed a boundary content GNN (BC-GNN) to model the relationships between temporal proposals’ boundary and action content. Wang et al. [35] represented the videos as space-time region graphs by treating the object region proposals as nodes for video-based action recognition. Li et al. [36] transformed a video as a graph with each frame as the node, capturing low-level global temporal clues for recognition.

Due to domain gaps of different tasks, these video graphs can not be directly adopted for EAP. In contrast to prior works, we treat the whole partial or full videos as nodes and their semantic consistencies as edges. More differently, the action semantics of all nodes in our graph is the same, completely different from the existing works.

### 3 Methodology

#### 3.1 Problem formulation

Consistent with the existing works [1], [6], [10], we assume that a video contains the action with complete executions. Given a video $X$, we uniformly partition it into $N$ segments as $\{x_1, x_2, \cdots, x_N\}$. The first $n$ segments form a partial video $X_n = [x_1, x_2, \cdots, x_n]$ with a progress level of $n$, and its observation ratio is defined as $n/N$, which represents the action completion degree. Early action prediction (EAP) can be formulated as equation (1)

$$c_n = f(X_n, n)$$

where $f(\cdot)$ is a mapping that transforms a partial video $X_n$ into a semantic label $c_n$, $n$ denotes the progress level of partial video $X_n$, and $n < N$ for the EAP.

As shown in Figure 2, the distillation-based models utilize full videos to obtain additional information for the missing information of partial videos with incomplete action execution, effectively assisting predictions. Following this pipeline, we build an ASCNet under the teacher-student framework to parameterize $f(\cdot)$ for predictions in the following sections. In contrast to prior works, we model ASCK among partial videos with arbitrary progress levels and further distill ASCK from the teacher network to the student network, which assists in learning missing information of partial videos to reduce their semantic ambiguity.

#### 3.2 Early action prediction

Figure 3 shows the overall framework of our ASCNet for EAP, which mainly includes three parts: teacher network, student network, and loss. The teacher network learns ASCK of partial videos hidden in the full videos. The ASCK is transferred from the teacher to the student via the distillation loss to enrich the ASCK of partial videos for early predictions. Besides, we utilize the advantages of relational modeling of GNNs to model ASCK among partial videos with arbitrary progress levels. Furthermore, graph generation is the key to building the teacher and student networks. In the following sections, we first show our graph generation. Then, we propose two backbone layers based on the generated graphs. Next, we describe the network structure of ASCNet. Finally, we define our loss to optimize our model.

#### 3.2.1 Graph generation

Consistent with prior works [6], [9], [10], [12], [13], [42], we assume that full videos contain complete action execution, that is to say, the full videos implicitly include partial videos with arbitrary progress levels. Similarly, current partial videos contain partial videos with lower progress levels. Based on the observation above, the original partial or full videos can be partitioned into new partial videos with lower progress levels. In this way, we can conveniently model ASCK of partial videos with different progress levels for predictions.

Generally, the teacher network is applied to full videos, and the student network is applied to partial videos with different progress levels. Therefore, we build a bi-directional fully connected graph for the teacher network, enabling the network to model ASCK among partial videos with arbitrary progress levels. We build a single-directional fully connected graph for the student network since future information is not available during the testing phase, constraining the network to model the ASCK among partial videos from lower progress levels to higher progress levels. As a result, we build two graphs for the teacher and student networks as follows.

As shown in Figure 4, firstly, we partition the original video $X$ to obtain the new partial videos with different progress levels as defined in section 3.3. Then, we respectively extract motion features for representing the partial videos. Finally, using the features of partial videos as nodes and their semantic consistencies as edges, and two types of graphs are defined for the teacher network and student network, respectively.

Feature extraction. Motion features are critical to representing human action. Recently, optical flows have shown their effectiveness in representing motion information in a variety of visual tasks [1], [43]. In this paper, we also follow this pipeline. As described in [45], we also use a pre-trained BN-Inception network [44] on Kinetics-400 dataset [46] to extract the features using optical flow images for experiments. Specifically, we first extract the optical flow images of partial or full videos, respectively. Then, a sliding window with a size of 5 and an overlap of 4 to collect a batch of optical images. The two-directional optical flow images are stacked and resized as a tensor with a size of
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Fig. 3. Overall framework. A novel ASCNet is built under the teacher-student framework for early action prediction.

10 × 224 × 224. Next, these tensors are set as the input of the BN-Inception network, and we obtain a sequence of feature vectors with a size of 1 × D (Here, D=1024) for each partial or full video. Finally, we apply an average pooling to these feature vectors and obtain the final feature representation with a size of 1 × D for a partial or full video.

3.2.2 Graph convolutional (GC) layer

To model semantic consistencies among partial or full videos, we define a graph convolutional network layer as follows by equation (2):

\[ F_{l+1} = GC(F_l) = A_l F_l W_l \]  

where \( GC(\cdot) \) denotes the defined graph convolutional layer, \( F_l \) denotes a tensor with a shape of \( N \times D_l \) at the \( l \)-th layer, and the \( i \)-th row of the tensor denotes the feature vector of a partial video with a progress level of \( i \) as described in section 3.2.1. \( W_l \) is a learnable weight with a shape of \( D_l \times D_{l+1} \), and \( D_l \) is the dimension of the \( l \)-th layer. \( A_l \) denotes the adjacent matrix with a shape of \( N \times N \), and \( N \) denotes the number of progress levels of partial videos.

Instead of simply initializing the adjacent matrix with random weights as done in prior works, we add a constrained matrix to the adjacent matrix by an element-wise multiplication. The constrained matrix is calculated by the cosine similarity between two partial or full videos, encouraging the network to maximize their similarities and model their semantic consistencies. Therefore, our adjacent matrix \( A_l \) can be formulated as follows by equation (3):

\[ A_l = M \odot A' \odot S \]  

where \( M \) is a binary mask matrix which indicates the indexes of partial videos for distillation. \( A' \) denotes a learnable adjacent matrix as done prior works [32], and \( S \) is an introduced constrained matrix. The shape of \( M, A' \) or \( S \) is \( N \times N \), and \( \odot \) denotes an element-wise multiplication.

The constrained matrix \( S \) is formulated as equation (4):

\[ s_{i,j} = \frac{f_i^T f_j}{\|f_i\|_2 \|f_j\|_2} \]  

where \( s_{i,j} \) denotes an element of \( S \) at the \( i \)-th row and \( j \)-th column, which can be calculated by the cosine similarity of
We optimize our model using the loss defined in equation (7) which jointly achieves ASCK distillation among partial videos and predicts the semantic label for the videos.

\[ L = L_D + L_C \]

\[ L_D = L_{MSE} + L_{MMD} = \sum_{l=1}^{M} (\|F_{ls} - F_{lt}\|_2 + \|F_{ls}F_{ls}^T - F_{lt}F_{lt}^T\|) \]

\[ L_C = L_{CT} + L_{CS} = \sum_{i=1}^{N} (CE(\hat{y}_{it}, y_{i}) + CE(\tilde{y}_{is}, y_{i})) \]

where \( L_D \) denotes the layer-wise knowledge distillation loss built with MSE and MMD loss as done in [10]. \( L_C \) denotes the overall classification loss, including a classification loss of the teacher network \( L_{CT} \) and a classification loss of the student network \( L_{CS} \). \( CE(\cdot) \) denotes the standard cross-entropy loss between the predictions \( \hat{y}_i \) and the groundtruth \( y_i \), where \( \hat{y}_{is} \) or \( \hat{y}_{it} \) is the prediction of the student or teacher network.

### 4 Experiments

In this section, we first describe datasets and implementation details. Then, we briefly introduce the baselines and show the performance of our method. Finally, we conduct extensive experiments to show our contributions.

#### 4.1 Datasets and Implementation Details

**Datasets.** (1) UCF101 [47]. UCF101 dataset is collected from YouTube websites in unconstrained environments. It consists of 13320 videos with 101 action classes, including 23 hours of videos. (2) HMDB51 [48]. HMDB51 dataset contains \( \approx 7000 \) videos collected from various sources, from movies to YouTube websites. It consists of 51 action classes, and each class has at least 101 videos.

**Implementation Details.** We implement our models using PyTorch [49], and we use SGD [50] with a momentum rate of 0.9 to optimize our models on one GTX 1080Ti GPU. We train 800 epochs on UCF101 and 400 epochs on HMDB51 to choose the best model by the mean accuracy across different progress levels. The learning rate is initialized to 0.0001 and is reduced by a multiplier of 0.95 at the 100-th, 150-th, 250-th, and 350-th epochs, respectively. The batch size is set to 16, and the dropout ratio is set to 0.5. The numbers of channels are set to 512 at the GC and DGC layers. Consistent with the baselines, we use the same training or testing splits on UCF101 and HMDB51 for evaluations. For a fair comparison, we strictly reproduce the results of PTS in Table I according to the paper in [10] using our features except for their optimized strategies and the weights \( w \) in their KD loss since these items have a limited effect on UCF101. The area under the curve (AUC) is used as our metric by calculating the average predictive accuracy over different progress levels, and \( N \) is set to 10 in experiments.
4.2 Baselines

To show the effectiveness of our method, we choose several related classical methods as our baselines including three traditional methods, i.e., IBOW [42], DBOW [42], MTSSVM [51], and five methods based on deep neural network, i.e., DeepSCN [6], Mem-LSTM [13], MSRNN [12], PTS [10] and AKT [9], among which AKT [9] and PTS [10] achieve state-of-the-art performance.

4.3 Comparison with baselines

Prediction results on UCF101. As shown in Table 1, our method consistently outperforms all baselines in terms of AUC. Compared with the traditional methods with hand-crafted features [42, 51], we obtain a significantly improved accuracy by a margin of +13.95% to +39.99%, respectively, demonstrating the effectiveness of our method powerfully. Compared with some typical methods with deep features [6, 12, 13], we also achieve an appreciable performance by a margin of +4.11% to +10.05%. Moreover, Mem-LSTM [13] and MSRNN [12] use two-stream features and pre-train their models on UCF101, which enables their models to obtain the domain action knowledge on UCF101. By contrast, we extract features of partial or full videos by the pre-trained model on Kinetics-400 without fine-tuning on UCF101. In this way, we can not obtain domain-specific knowledge. Nevertheless, we still achieve improved accuracy by an appreciable margin, showing the effectiveness of our method again.

Compared with the methods that also use knowledge distillation [9, 10], we also achieve the best performance in terms of AUC, i.e., +2.96%, +1.72% and +0.34%, respectively. PTS [10] focuses on distilling progressive action knowledge between adjacent partial videos, and AKT [9] focuses on transferring action knowledge from full videos to partial videos by learning the feature embeddings of each progress level and the discriminative action classifier. However, PTS [10] ignores modeling the correlations between lower observation ratios and higher observation ratios, and AKT [9] ignores modeling the correlations among partial videos with different progress levels, leading to their unsatisfactory performance. In contrast to these methods, we consider the ASCK among videos with arbitrary progress levels, including partial or full videos. Firstly, we distill ASCK among partial videos from lower progress levels to higher progress levels and low progress levels to lower progress levels. Secondly, we further transfer action knowledge from the teacher network to the student network, which enriches the ASCK of partial videos for accurate predictions. The reasons mentioned above make our model possible to obtain superior predictions. Compared with PTS’ [10], our improved accuracy is limited, but the GPU memory and Parameters of our model are significantly decreased by 3 and 2 times, respectively.

We further report detailed results with different observation ratios in Figure 5(a). Our method outperforms all baselines for different observation ratios except for the observation ratio of 0.1. The less accurate prediction at 10% may cause by limited observations and further losing appearance information simply using optical flow features.

Prediction results on HMDB51. Compared with the UCF101 dataset, the HMDB51 dataset is more challenging due to more diverse sources and larger intra-class variances, making it more difficult to predict human action very early. As shown in Table 1, compared with AKT [9] and PTS’ [10], we achieve superior performance in terms of AUC by a margin of +8.85% and +1.97%, respectively. Although [9] and [10] try to distill action knowledge from full videos, they ignore ASCK among partial videos with different progress levels, especially the semantic consistencies between high progress levels and low progress levels. In contrast, we explicitly model ASCK among partial videos with richer progress levels via the teacher network, the student network, and our distillation loss. The reason may contribute to our superior predictions on the more challenging dataset, strongly showing the importance of explicitly modeling richer ASCK among partial videos for complex activities.

Figure 5(b) shows the detailed results with different
observation ratios on HMDB51. We achieve superior performance by an appreciable margin except for the observation ratio of 0.1. For example, compared with AKT [9] and PTS [10], we obtain the improved accuracy at the progress level of 2 by +3.14% and +0.66%, respectively, and our performance is consistently improved at the followed progress levels.

4.4 Ablation analysis

In this section, we conduct extensive experiments to show the effectiveness of our contributions. We show the effectiveness of modeling ASCK via teacher network, student network, and distillation loss, respectively. Then, we evaluate the rationality of the DGC structure.

**Evaluation of modeling ASCK.** As shown in Table 2, the top ones show the effectiveness of distilling ASCK via the teacher and student networks. Compared with our final results, the AUC of “w/o 2dir” decreases by 0.5% and 0.1% on UCF101 and HMDB51, respectively. When we further remove the teacher network, denoting by “Student”, the AUC decreases by 1.8% on both UCF101 and HMDB51. The results show the effectiveness of distilling ASCK from full videos. Moreover, compared with “w/o 2dir”, the AUC of “Student” decreases by 1.3% and 1.7% on UCF101 and HMDB51, respectively. The single-directional graph by the teacher network still enables the model to distill ASCK from lower progress levels to higher progress levels. Therefore, the teacher network with the single-directional graph also greatly helps to improve the predictions. When we do not consider the ASCK of teacher or student network by setting the adjacent matrixes to the diagonal matrixes (i.e., “Diag A"ls”), the performance consistently decreases, showing the effectiveness of modeling ASCK. Moreover, “Diag A"ls” obtains the worst results, showing the effectiveness of utilizing the semantic consistencies of partial videos with lower progress levels by the student network.

Compared with “w/o \(L_D\)” , the AUC of our model increases by 2.0% and 2.8% on UCF101 and HMDB51, respectively. When we remove the MMD loss \(L_{MMD}\) from the distillation loss \(L_D\), the accuracy decreases by 0.8% and 1.5% on UCF101 and HMDB51, respectively. When we remove the MSE loss \(L_{MSE}\) from the distillation loss \(L_D\), the accuracy decreases by 0.3% on both UCF101 and HMDB51. These results reveal the following conclusions. (1) Incorporating both MSE and MMD loss for the distillation of ASCK from the full video is of great help to improve the predictions. (2) Compared with the MMD loss, MSE contributes more to the distillation, but MMD can further improve the distillation. This proves that MSE and MMD losses are complementary for knowledge distillation.

Figure 6 show the detailed results with different progress levels on UCF101 and HMDB51. The improved results on UCF101 are consistent with that of HMDB51, consistently showing the effectiveness of ASCK distillation via both the design of network structure and the distillation loss.

**Evaluation of the rationality of DGC structure.** "w/o DC" denotes without densely residual connections in DGC block. As shown in Table 3, compared with "w/o DC", the accuracy of our method increases by 1.2% and 1.3% on UCF101 and HMDB51, respectively. The results show

### Table 1

| Method | Features | Pre-trained data | Modality | GPU Memory | Parameters | AUC  |
|--------|----------|------------------|----------|------------|------------|------|
| DBOW   | STIP     | No               | RGB      | -          | -          | 51.37|
| IBOW   | STIP     | No               | RGB      | -          | -          | 70.01|
| MTSSVM | STIP+DT  | No               | RGB      | -          | -          | 77.41|
| DeepSCN| C3D      | Sports-1M        | RGB      | -          | -          | 81.31|
| Mem-LSTM| Diag 1   | ImageNet+UCF101  | RGB+Flow | -          | -          | 84.10|
| Mem-LSTM| Diag 2   | VGG              | RGB+Flow | -          | -          | 87.25|
| AKT    | ResNetXt101| Kinetics-400   | RGB      | -          | -          | 89.94|
| PTS    | ResNetXt101| Kinetics-400   | RGB      | 330M       | 5.8M       | 62.38|
| Ours   | Inception| Kinetics-400    | Flow     | 861M       | 2.2M       | 64.35|

### Table 2

| Model | AUC   |
|-------|-------|
|       | UCF101| HMDB51|
| w/o 2dir | 90.9 (-0.5) | 64.3 (-0.1) |
| Diag A"ls" | 90.2 (-1.2) | 63.5 (-0.9) |
| Diag A"lt" | 91.0 (-0.4) | 63.9 (-0.5) |
| Diag A"lt" | 91.0 (-0.4) | 63.7 (-0.7) |
| Student   | 89.6 (-1.8) | 62.6 (-1.8) |
| w/o \(L_D\) | 89.4 (-2.0) | 61.6 (-2.8) |
| w/o \(L_{MMD}\) | 90.6 (-0.8) | 62.9 (-1.5) |
| w/o \(L_{MSE}\) | 91.1 (-0.3) | 64.1 (-0.3) |
| w/o DC     | 90.2 (-1.2) | 63.1 (-1.3) |
| Ours       | 91.4   | 64.4   |
results. Therefore, the results in Table 2 and Figure 6 consistently show the rationality of DGC structure.

5 Conclusion

In this paper, we propose a novel ASCNet model by a teacher-student framework, utilizing the relational modeling of GNNs to model ASCK of partial videos with arbitrary progress levels. Specifically, we build a bi-directional and a single-directional fully connected graph for the teacher and student networks, respectively. The teacher network with the bi-directional graph considers ASCK of partial videos with arbitrary progress levels. The student network with the single-directional graph captures ASCK among partial videos from lower progress levels to higher progress levels. Also, it enriches their ASCK from the teacher network via distillation loss. In contrast to prior works, we consider ASCK among arbitrary partial videos and distill ASCK by the teacher and student networks and distillation loss. Extensive experiments have shown the effectiveness of explicitly modeling ASCK for predictions. However, due to the missing appearance features using optical flow images, the prediction of 10% is unsatisfactory, which we will investigate in the future.
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