Crystal field, ligand field, and interorbital effects in two-dimensional transition metal dichalcogenides across the periodic table
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Two-dimensional transition metal dichalcogenides (TMDs) exist in two polymorphs, referred to as 1T and 1H, depending on the coordination sphere of the transition metal atom. The broken octahedral and trigonal prismatic symmetries lead to different crystal and ligand field splittings of the d electron states, resulting in distinct electronic properties. In this work, we quantify the crystal and ligand field parameters of two-dimensional TMDs using a Wannier-function approach. We adopt the methodology proposed by Scaramucci et al. [A. Scaramucci et al., J. Phys.: Condens. Matter 27, 175503 (2015)], that allows to separate various contributions to the ligand field by choosing different manifolds in the construction of the Wannier functions. We discuss the relevance of the crystal and ligand fields in determining the relative stability of the two polymorphs as a function of the filling of the d-shell. Based on the calculated parameters, we conclude that the ligand field, while leading to a small stabilizing factor for the 1H polymorph in the d2 and d6 TMDs, plays mostly an indirect role and that hybridization between different d orbitals is the dominant feature. We investigate trends across the periodic table and interpret the variations of the calculated crystal and ligand fields in terms of the change of charge-transfer energy, which allows developing simple chemical intuition.

I. INTRODUCTION

With the advent of two-dimensional (2D) materials [1], layered transition metal dichalcogenides (TMDs) [2] have gained a great revival of interest due to their rich variety of properties of relevance to both applications and fundamental research [3–7]. Two-dimensional TMDs of chemical composition MX2 consist of a triangular lattice of a transition metal atom (M = Mo, W, Re, etc.) sandwiched between two layers of a chalcogen element (X = S, Se, Te). The local coordination sphere of the transition metal atom can have either trigonal antiprismonic (or distorted octahedral) or trigonal prismatic symmetry, leading to two families of polymorphs, referred to as 1T and 1H, respectively. The two polymorphs have distinct electronic properties. For instance, 1H-MoS2 is a semiconductor with promising applications [7]. 1T-MoS2 is metallic, and the distorted 1T′-MoS2 is predicted to be a topological insulator [8]. In a simplified ionic picture, one assigns formal charges 4+ and 2− to the transition metal and chalcogen ions, respectively [9]. In such a picture, the formal electronic configuration of the chalcogen atoms is n_Xs^2n_Xp^6 (with n_X = 3, 4, 5 for X = S, Se, Te), while that of the transition metal M is n_Md^n (n_M = 3, 4, 5), with n depending on the column where M stands in the periodic table (n = 0 for group IV TMDs such as HfS2, n = 1 for group V TMDs such as TaS2, and so on).

The electronic properties of the TMDs are therefore governed by the d-like bands and their filling [3]. The presence of the ligands splits the d-electrons levels due to a combination of different effects. The crystal field splitting originates from the electrostatic interaction between the orbitals and the ligands, leading to a higher energy for orbitals pointing towards negatively charged ions. The ligand field splitting results from hybridization with ligands’ orbitals and is expected to be dominant in covalent systems.

According to crystal field theory, in an octahedral environment (1T polymorph), the d-shell splits into a low-energy triplet (t_{2g}) and a high-energy doublet (e_g). In a trigonal prismatic geometry (1H), the low-energy triplet further splits into a doublet and a singlet, usually assumed to be lower in energy.

In the literature, ligand field arguments are often given as simple intuitive starting points to understand several properties of the TMDs. In particular, a longstanding problem in the field of dichalcogenides is that of the relative stability between the two polymorphs [9, 10], which is controlled by the column of the transition metal M in the periodic table, i.e. by the electron filling of the d-like bands. Indeed, d^0 TMDs are found in nature in the 1T polymorph, that is also predicted to be energetically more favourable by first-principles calculations. TMDs with formal occupation d^1–d^5 are more stable in the 1H polymorphism, while the 1T polymorph is metastable in a strongly distorted 1T phase with 2 × 2 periodicity [2, 9, 12, 14], but the 1H polymorph is predicted to be lower in energy than the undistorted 1T one. Finally, TMDs in the d^2 – d^6 range are lower in energy in the 1T phase compared to the 1H. Note that for some materials, unrelated pyrite structures are in certain cases the most stable phases [15].

A natural explanation for this trend is as follows [16]. For n < 2 d electrons, the 1H phase becomes more and more favourable with respect to the 1T phase as the filling of the low-energy singlet increases. On the other hand, for n > 2 the 1H polymorph becomes less and less favourable with increasing the number of electrons because the higher-energy doublet gets filled. While being
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elegant and often invoked in the recent literature [16, 17], several authors have argued that it is likely too simplistic because of the complexity of the actual band structure [9, 18, 19].

The purpose of this paper is twofold. Firstly, we provide a systematic estimate of crystal and ligand field parameters across the family of materials from first-principles calculations, focusing on the case of monolayers. By constructing ab initio Wannier tight-binding Hamiltonians for different sets of bands, we estimate the bare crystal field coming from the electrostatic repulsion with the positively charged ions, as well as contributions stemming from hybridization with various ligands’ states. Secondly, in light of the calculated parameters, we discuss the problem of the relative stability of the $1H$ and $1T$ materials as a function of the column of the transition metal $M$ in the periodic table. We show that the singlet low-energy state in the $1H$ polymorph is close in energy to the $t_2g$ triplet in the $1T$ polymorph, meaning that the ligand field alone plays a minor if any role in determining the relative stability. However, we also argue that, taking into account interorbital hybridization in the $1H$ case, resulting from nearest-neighbor hoppings between orbitals of different character, the calculated energy diagrams can provide a simple picture for the calculated relative stability of the two phases.

This paper is organized as follows. In Sec. I we review the methodology adopted and provide computational details of our calculations. In Sec. III a detailed study of TaS$_2$ is given as an example. In Sec. IV we discuss the relevance of the crystal and ligand field in determining the relative stability of the $1H$ and $1T$ phases, taking again TaS$_2$ as a representative example. In Sec. V we present trends in the calculated parameters across the periodic table. In Sec. VI we put our study in perspective with previous work, and Sec. VII offers conclusions and outlook.

II. METHODOLOGY

A. Wannierization and crystal field parameters

We begin by briefly reviewing the methodology proposed in Ref. [20] that we have embraced in order to calculate the crystal field and ligand field parameters. Given a set of $n$ isolated bands, one can define a corresponding set of $n$ Wannier functions (WFs) [21] as follows

$$|\mathcal{W}_{R\alpha}\rangle = \frac{1}{\sqrt{N}} \sum_{k,\alpha} e^{-i k \mathbf{R}} U_{\alpha'\alpha}(k) |\psi_{\alpha'}\rangle,$$  

(1)

where $|\mathcal{W}_{R\alpha}\rangle$ denotes the Wannier function of character $\alpha$ centered in the lattice site $R$, $N$ is the number of points in the discretized Brillouin zone, $k$ is a pseudomomentum, $U_{\alpha'\alpha}(k)$ is the gauge-fixing matrix, and the $|\psi_{\alpha'}\rangle$ are Bloch eigenstates. In this work, the Bloch eigenstates $|\psi_{\alpha}\rangle$ are calculated from density functional theory (DFT) at the level of the generalized gradient approximation (GGA) and correspond to the Kohn-Sham states. The corresponding Bloch Hamiltonian can be expressed in the basis of the Wannier functions:

$$H = \sum_{k,\alpha} \epsilon_{k\alpha} |\psi_{k\alpha}\rangle \langle\psi_{k\alpha}|$$

$$= \sum_{R,R',\alpha,\alpha'} H_{\alpha'\alpha}^{R-R'} |\mathcal{W}_{R\alpha}\rangle \langle\mathcal{W}_{R'\alpha'}|,$$  

(2)

where the $\epsilon_{k\alpha}$ are the single-electron eigenenergies (i.e. the Kohn-Sham energies in a standard DFT calculation) and the matrix elements in the Wannier basis $H_{\alpha'\alpha}^{R-R'}$ can be interpreted as the on-site energies (for $R = R'$ and $\alpha = \alpha'$) and hopping parameters of a tight-binding model.

The construction of Wannier functions contains a high degree of arbitrariness in the choice of the set of bands and the gauge-fixing matrix $U_{\alpha'\alpha}$. A common choice for the gauge is that minimizing the spread functional $\Omega$, leading to Maximally Localized Wannier Functions (MLWF) [21, 22]:

$$\delta \Omega[U] = 0,$$  

(3)

$$\Omega = \sum_{\alpha} \left( \langle \mathcal{W}_{0\alpha} | r^2 | \mathcal{W}_{0\alpha} \rangle - \|\mathcal{W}_{0\alpha} | r \mathcal{W}_{0\alpha} \|^2 \right),$$

where $r$ is the position operator. The advantages of MLWFs are numerous: the constructed Wannier functions are real and atomic-like, the minimization of the spread leads to a minimal overlap between different Wannier functions and therefore optimal interpolation power, and in principle no a priori knowledge of the orbital character of the bands is required. Although MLWFs were adopted as the most useful choice in Ref. [20], we have found it more convenient for the materials considered to use Projector Wannier Functions (PWFs), defined by using orthogonalized Löwdin projections of the Bloch eigenstates on hydrogen-like atomic wave functions. This corresponds to fixing

$$U_{\alpha'\alpha}(k) = \sum_{\alpha''} (S^{-1/2}(k))_{\alpha''\alpha} \langle \psi_{k\alpha'} | g_{\alpha''}\rangle,$$  

(4)

where $S$ is the overlap matrix, defined as $S_{\alpha'\alpha}(k) = \sum_n \langle g_{\alpha'} | \psi_{k\alpha} \rangle \langle \psi_{k\alpha} | g_{\alpha}\rangle$, and the $|g_{\alpha}\rangle$ are a set of localized trial orbitals. This choice allows for a better control of the orbital character of the Wannier functions, that is sometimes lost during the localization procedure. We shall explain this choice in more details in the next section, and argue that the calculated parameters are consistent with those obtained using MLWFs.

Another degree of freedom one has when constructing Wannier functions is the choice of the set of bands considered. In Ref. [20], it was suggested to use this freedom to estimate different contributions to the ligand field splitting of a given set of orbitals. For instance, if one is interested in the splitting of the valence $d$ orbitals of...
FIG. 1. Ball-and-stick representation of (a) the 1T polymorph, and (b) the 1H polymorph of two-dimensional TaS$_2$. The S-Ta-S angles are indicated and the coordination polyhedra for the two phases are displayed in the right panel.

A transition metal ion, one can construct Wannier functions by considering only the five bands with predominant $d$ character, provided that those bands constitute an isolated manifold. In that case, the obtained MLWFs (or PWFs) correspond in general to molecular orbitals with some weight on the ligands due to hybridization. Therefore, the calculated splitting contains contributions both from the electrostatic interaction with the negatively charged ligand ions (crystal field), and from hybridization with various ligands' orbitals (ligand field).

The ligand field can be read on the on-site part of the tight-binding Hamiltonian, i.e. on the diagonal of the matrix $H_{\alpha\alpha}'$. For a meaningful interpretation of the differences of on-site energies as the ligand field, it is necessary that the matrix $H_{\alpha\alpha}'$ is diagonal (or at least nearly-diagonal). In the following, this will be achieved in two ways. We will ensure that $H_{\alpha\alpha}'$ is nearly diagonal by choosing appropriately the direction of the quantization axis $z$. Small off-diagonal terms, due to the deviation from perfect octahedral symmetry of 1T TMDs as well as due to the spin-orbit coupling in both polymorphs, lead to further splittings that we calculate by diagonalizing the matrix.

On the other hand, if a sufficiently large number of bands is included, the $d$-like Wannier functions do not contain tails on the ligands and are atomic-like, so that the extracted splitting can be interpreted as the bare crystal field. In order to separate different contributions to the ligand field, one can consider intermediate models by including in the wannierization procedure a set of ligand-derived bands with a certain orbital character, say $p$ character, in addition to the $d$-like bands. In that case, the $d$-like Wannier functions do not contain any $p$-like tails on the ligands, but could contains tails coming from hybridization with other states. The obtained splitting contains therefore no contribution from hybridization with the $p$-states.

A further complication can arise if the bands of interest are entangled with another manifold. This complication arises, for instance, in late-group TMDs where the $d$-like and $p$-like manifolds overlap in energy. In that case, in order to obtain a Wannier Hamiltonian for the desired bands, we perform the disentanglement procedure of Souza, Marzari and Vanderbilt [23]. In order to derive $n$ Wannier functions from $m > n$ bands in a certain energy window, one needs a criterion to extract an optimal subspace at each $k$-point of the discretized Brillouin zone. A possible prescription consists in using orthogonalized projections on a set of trial localized functions with desired orbital character. This corresponds to a choice of gauge-fixing matrix defined as in Eq. 4, except that the matrix is rectangular. Another choice consists in refining the subspace selection via projection by imposing optimal smoothness of the Hilbert space, through the minimization of the gauge-invariant part of the spread functional:

$$\Omega_I = \sum_\alpha \left( \langle W_0 | r^2 | W_0 \rangle - \sum_{\alpha'} | \langle W_{R\alpha} | r | W_0 \rangle |^2 \right).$$

In the following, we shall adopt the optimal smoothness prescription whenever disentanglement is required.
B. Computational details

Density functional calculations are performed using the QUANTUM ESPRESSO package \[24\]. The exchange-correlation functional is approximated by the generalized gradient approximation of Perdew, Burke, and Ernzerhof (PBE) \[25\]. Optimized norm-conserving Vanderbilt pseudopotentials \[26–28\], from the SG15 library \[20\, 27–29\], are used to described the interaction between valence and core electrons. The transition metals’ s and p semi-core states are explicitly treated as valence electrons, as well as f states in the case hafnium. A plane-wave cutoff of 100 Ry is used for all the materials considered. For tantalum disulfide, we have also used ultrasoft pseudopotentials from the pslibrary \[30, 31\] for the calculation of the projected density of states. We have checked that the band structures calculated with the two sets of pseudopotentials are identical. Brillouin zone integration is carried out using a mesh of 24 \times 24 \times 24 \ k\text{-}points and a Marzari-Vanderbilt smearing \[32\] of 10 mRy. The structure of each material is obtained by fully relaxing the lattice constant and atomic positions until all the Hellman-Feynman forces are smaller than 10^{-4} \text{ Ry}/\text{Bohr} and the pressure is smaller than 0.1 \text{ Kbar}. About 13 \AA \ of vacuum is inserted between periodic replicas to simulate a monolayer. Wannierization is carried out on a grid of 12 \times 12 \ k\text{-}points using the Wannier90 code \[43\].

III. THE CASE OF TAS$_2$

A. spd, pd, and d models

As an example, we focus our attention on tantalum disulfide (TaS$_2$), a material existing in both polymorphs (in bulk and monolayer forms \[2\, 34–35\]) and well known for its exotic phase diagram in the 1T case, that includes several charge density wave (CDW) transitions and a Mott (or possibly Anderson) insulating phase \[36–38\]. TaS$_2$ is a convenient case to study because the five d-like bands are separated in energy from the lower energy sulfur p-like bands, so that there is no need in disentangling the two manifolds. Moreover, this will allow us to compare our results with the early estimate of Mattheiss \[18\] in Sec. VI.

TaS$_2$ belongs to the group V TMDs, so that the formal electronic configuration of Ta$^{4+}$ is 5d$^6$s$^0$. The crystal structures of the 1T and 1H phases are shown in Fig. 1. The unit cell in the two phases contains one formula unit. As one can see in Fig. 1 the 1T and 1H phases are characterized by ABC and ABA stackings of the S-Ta-S atomic planes, leading to distorted octahedral (or trigonal antiprismatic) and trigonal prismatic coordinations. The calculated lattice constants $a_{1T}/a_{1H}$, tantalum-sulfur distances $d_{1T}/d_{1H}$, and S-Ta-S angles are summarized in Table 1. From the calculated S-Ta-S angles $\theta_{1T} = 94.19^\circ$ (85.81$^\circ$) and $\theta_{1H} = 78.08^\circ$ (84.54$^\circ$), as shown in Fig. 1 we notice small deviations from a perfect octahedron ($\theta = 90^\circ$) and a perfect trigonal prism with equal edges ($\theta \approx 80.8^\circ$), respectively. In Fig. 2 we show the calculated PBE band structures and density of states. We have highlighted in color the sulfur s- and p-like bands, as well as the tantalum d-like bands. As the projected density of state plot shows, there is strong hybridization, especially between the Ta-d and S-p states, indicating the covalent nature of the Ta-S bond. Nevertheless, throughout this work, we shall continue referring to the five bands shown in red in Fig. 2 as the d bands, to the six bands shown in blue as the p bands, and to the two bands shown in purple as the s bands. We also note that the purple s bands contain non-negligible d character, suggesting that hybridization between s and d states also contributes to the ligand field splitting of the d-like states.

The band structure suggests that three natural models can be considered to describe valence electrons, that is a 13-band spd model, an 11-band pd model, and a 5-band d model.
model. Let us first consider the 13-band \( spd \) model. We construct Wannier functions, as well as the corresponding Wannier Hamiltonian, as described in Sec. II, by including simultaneously the \( s \), \( p \) and \( d \) bands. For \( 1T-TaS_2 \) the two high-energy \( d \) bands are slightly entangled with higher-energy bands, not shown in Fig. 2. Therefore, we perform the disentanglement procedure sketched in Sec. II. A comparison between the disentangled bands and the PBE bands is provided in the Supplemental Information [39]. We obtain two \( s \)-like and six \( p \)-like WFs, centered on the sulfur atoms, as well as five \( d \)-like WFs centered on the tantalum atom. In Fig. 3(a) and Fig. 4(a), we present isovalue plots of the obtained \( d \)-like WFs. As the reader will notice, we have chosen different coordinate systems for the two polymorphs, for reasons that we will explain below. For the \( 1T \) case, the \( z \)-axis is defined along one of the Ta-S bonds. Since the octahedral symmetry is broken and the S-Ta-S angles are not 90°
TABLE I. Calculated structural parameters for the undistorted 1T and 1H phases of TaS$_2$.

|      | $a$ (Å) | $d$ (Å) | $\theta$ (°) |
|------|---------|---------|--------------|
| 1T   | 3.38    | 2.48    | 94.19        |
| 1H   | 3.34    | 2.48    | 78.08        |

(but either 94.19° or 85.81°), it is not possible to choose at the same time the $x$ and $y$ axes to be exactly parallel to Ta-S bonds on the other, for the 1H polymorph, the $z$-axis is pointing in the out-of-plane direction, while the $x$-axis is chosen parallel to one of the lattice primitive vectors. As one can see in Figs. 3 and 4, the d-like WFs in the spd model are atomic-like and do not contain any visible hybridization with the sulfur 3$s$ and 3$p$ orbitals. Therefore, the calculated energy differences between the on-site energies of the WFs, obtained by inspecting the $d$ block of the Wannier Hamiltonian, should be a good approximation to the bare crystal field, coming from the electrostatic interaction with the negatively charged sulfur ions. The calculated energy splittings are reported schematically in Fig. 5(a).

For 1T-TaS$_2$, we obtain a three-below-two energy splitting pattern, as expected from crystal field theory. The three $d_{xz}$, $d_{yz}$, and $d_{xy}$ WFs have on-site energies that are degenerate within 0.01 eV. On the other hand, the two $d_{x^2-y^2}$ and $d_{z^2}$ WFs are higher in energy by 0.57 eV, with a small difference of $\Delta_{\text{13T}} = \epsilon_{x^2-y^2}^{(13T)} - \epsilon_{z^2}^{(13T)} = 0.02$ eV, where $\epsilon_{x^2-y^2}^{(13T)}$ refers to the on-site energy of the WF of type $\alpha$ in the 13T band model. In the following, we shall refer to the $d_{xz}$, $d_{yz}$, and $d_{xy}$ WFs as the $t_{2g}$ triplet, and to the $d_{x^2-y^2}$ and $d_{z^2}$ WFs as the $e_g$ doublet, because the octahedral symmetry remains a useful approximate symmetry. Whenever discussing the crystal or ligand field splitting between the $e_g$ doublet and the $t_{2g}$ triplet, we actually mean the difference between the average on-site energies.

For 1H-TaS$_2$, because of the trigonal prismatic coordination, crystal field theory predicts a splitting of the $d$ levels into a singlet $\alpha_1'$ (following the notation of Ref. [14]), a low-energy doublet $\epsilon'$ and a high-energy doublet $\epsilon''$. As shown in Fig. 5(b), we have obtained, in the spd model, two degenerate doublets $d_{xy}/d_{x^2-y^2}$ and $d_{xz}/d_{yz}$, corresponding to the $\epsilon'$ and $\epsilon''$ doublets, respectively. The on-site energies within a doublet differ by less than 0.005 eV. Contrary to the 1T case where the lowering of the symmetry from octahedral to trigonal antiprismatic leads to intrinsic lifting of degeneracies, we interpret those small differences being due to the wannierization procedure that does not preserve exactly the symmetries. In the spd model, we find that the $d_{z^2}$ singlet is 0.17 eV higher in energy compared to the $d_{xy}/d_{x^2-y^2}$ doublet, and 0.45 eV lower than the $d_{xz}/d_{yz}$ doublet. In Ref. [10], Huisman et al. considered a point-charge model to calculate the crystal field splitting in a trigonal prismatic coordination. Huisman et al. obtained that the relative positions of the singlet and low-energy doublet depends sensitively both on the angle between the ligand and the $z$-axis, and on the spread of the orbitals. Using parameters assumed relevant for MoS$_2$, it was estimated that the singlet $\alpha_1'$ should be higher in energy than the $\epsilon'$ doublet. As we shall discuss in Sec. V, where we study other TMDs, we have consistently found that, in the spd model, the $d_{z^2}$ singlet is slightly higher in energy than the $d_{xy}/d_{x^2-y^2}$ doublet, except for $d^6$ TMDs where the whole crystal field splitting is reversed.

Both for the 1T and 1H polymorphs, the calculated energy splittings are rather small ($\sim$ 0.5 eV) compared to the overall bandwidth of the five $d$ bands ($\sim$ 7 eV). This is in agreement with the intuitive expectation that for covalent bonding, electrostatic effects should not be dominant, while the hybridization with the ligands’ valence orbitals is important. We have then considered an 11-band $pd$ model, by constructing six $p$ WFs and five $d$ WFs from the bands shown in blue and red in Fig. 2 simultaneously. In Figs. 3(b) and 4(b), we present plots of the corresponding $d$ WFs. We see that, although the isovalues for the plots is the same as for the WFs in the spd model, certain WFs exhibit considerable weight on the sulfur atoms, typical of molecular orbitals with antibonding character. Indeed, the on-site energies of some of the $d$ WFs are shifted upward in energy compared to the spd model, as we summarize in Table II. The differences of on-site energies between the spd and pd models can be interpreted as the hybridization energy between $s$ and $d$ orbitals [20].

For the 1T case, we obtain hybridization energies $\epsilon_{x^2-y^2}^{(11)} - \epsilon_{x^2-y^2}^{(13)} = 0.93$ eV, and $\epsilon_{d_{xy}} - \epsilon_{d_{xz}} = 0$ eV. Also, the spread $\Omega$ of the $e_g$ WFs, defined in Sec. III, increases from 2.65 Å$^2$ to 2.95 Å$^2$, whereas the spread of the $t_{2g}$ WFs is identical in the two models. This indicates lack of hybridization between $t_{2g}$ $d$ orbitals and sulfur $s$ orbitals, consistent with the observation in the projected density
TABLE II. Summary of spreads (Ω), energy levels (ϵ), and splittings (Δ) for the d WFs in various models. The meaning of the different models is explained in the text. The energy reference is arbitrary, but consistent between different models of a polymorph.

| Model 1T | Ω_{x2} (Å^2) | Ω_{x2-y2} (Å^2) | Ω_{zz} (Å^2) | ϵ_{x2} (eV) | Δ_{x2-x2-y2} (eV) | Δ_{ε_{y2}-ε_{x2}} (eV) |
|----------|--------------|-----------------|-------------|-------------|----------------|--------------------------|
| d (5)    | 6.36         | 6.33            | 4.68        | 5.44        | 0.03           | 2.80                     |
| pd (11)  | 2.96         | 2.95            | 2.03        | 2.88        | 0.02           | 1.49                     |
| spd (13) | 2.65         | 2.64            | 2.03        | 1.95        | 0.02           | 0.57                     |
| spspd (17)| 2.65        | 2.64            | 2.03        | 1.86        | 0.02           | 0.59                     |
| spdps (24)| 1.32        | 1.31            | 1.37        | 3.85        | 0.03           | 0.88                     |
| spddsp (27)| 1.20        | 1.20            | 1.42        | 3.88        | 0.03           | 0.92                     |

| Model 1H | Ω_{x2} (Å^2) | Ω_{xy} (Å^2) | Ω_{zz} (Å^2) | ϵ_{x2} (eV) | Δ_{xy-y2} (eV) | Δ_{ε_{y2}-ε_{x2}} (eV) |
|----------|--------------|-------------|-------------|-------------|----------------|--------------------------|
| d/d_{x2}/d_{xy,x2-y2,xz,yz} (1/4)| 15.59 | 9.73        | 5.34        | 0.84        | 3.27           | 4.29                     |
| d (5)    | 3.93         | 4.8         | 5.34        | 2.66        | 0.54           | 2.47                     |
| pd (11)  | 2.13         | 2.37        | 2.39        | 1.65        | 0.05           | 1.11                     |
| spd (13) | 2.13         | 2.27        | 2.21        | 1.65        | -0.17          | 0.45                     |
| spspd (17)| 2.13        | 2.28        | 2.21        | 1.62        | -0.19          | 0.47                     |
| spdps (24)| 1.51        | 1.26        | 1.24        | 3.18        | -0.09          | 0.65                     |
| spddsp (27)| 1.15        | 1.21        | 1.22        | 3.32        | -0.07          | 0.52                     |

of states plot, in Fig. 2(a), that the three low-energy d bands have negligible sulfur s character. Therefore, we conclude that the hybridization with the s orbitals leads to a significant increase of the ligand field splitting of 0.93 eV, as represented in Fig. 5(b). It is worth mentioning that the on-site energies of the p WFs change only slightly between the two models, as one would expect by noticing in Fig 2(a) that the s bands have a negligible p character. We obtain a small difference between the average of the on-site energies of $\epsilon_p^{(11)} - \epsilon_p^{(13)} = 0.06$ eV.

For the 1H polymorph, as we report in Table III, sd hybridization leads to an increase of the on-site energy of two two doublets, while the $d_{z2}$ singlet remains unaffected. The splitting $\Delta_{x2-z2} = \epsilon_{x2} - \epsilon_{z2}$ therefore increases from 0.45 eV to 1.11 eV in the pd model, meaning a hybridization energy of 0.66 eV for the high energy $d_{z2}/d_{xy}$ doublet. As shown in Fig. 3, the splitting $\Delta_{xy-z2} = \epsilon_{xy} - \epsilon_{z2}$ has a different sign compared to the spd model, because of the sd hybridization energy $\epsilon_{xy}^{(11)} - \epsilon_{xy}^{(13)} = 0.22$ eV for the low-energy $d_{xy}/d_{x2-y2}$ doublet.

In order to account for the pd-hybridization contribution to the ligand field, we consider a 5-band d-only model, constructed by including only the five d bands during the wannierization procedure. In Fig. 3(c), we show isovalue plots of the derived WFs. We see that all five WFs have large weight on the sulfur atoms and resemble molecular orbitals with large pd antibonding hybridization. We observe that σ-bonding occurs for the $t_{2g}$ WFs, while π-bonding takes place in the case of the $e_g$ WFs. This leads to a larger hybridization energy for the $e_g$ WFs, $\epsilon_{e_g}^{(5)} - \epsilon_{e_g}^{(11)} = 2.56$ eV, causing an increase of the $\epsilon_{e_g}-t_{2g}$ splitting of 1.31 eV, so that it is 2.80 eV in the 5-band model.

In Fig. 3(c), we show isovalue plots of the five WFs in the d-only model for 1H-TaS₂. As for the 1T polymorph, it is apparent that all five WFs resemble molecular orbitals with antibonding character. The $d_{z2}$ WF forms π-antibonding combinations with the sulfur p orbitals. The calculated pd hybridization energy is given by $\epsilon_{x2}^{(5)} - \epsilon_{x2}^{(11)} = 1.01$ eV. The $d_{xy}/d_{x2-y2}$ and $d_{zz}/d_{xz}$ doublets interact more strongly with the ligands’ p orbitals, leading to increased ligand field parameters $\Delta_{xy-y2} = 0.54$ eV and $\Delta_{xz-x2} = 2.5$ eV, as shown in Fig. 3(c).

It is now appropriate to discuss in more detail the different choices of coordinate system for the 1T and 1H...
polymorphs. In the literature, crystal field arguments are often given to qualitatively describe the electronic structure of dichalcogenides. For 1T TMDs, while the ligand field spitting is often discussed using the same coordinate system as here (see e.g. Refs. [3, 12, 40]), some authors discuss the low energy triplet in terms of \(d_{xz}, d_{xy}\) and \(d_{x^2-y^2}\) orbitals with the \(z\) axis pointing in the out-of-plane direction, following Matheiss [13]. In Fig. 3(a), we show the band structure of 1T-TaS\(_2\) with the orbital weight of the three \(t_{2g}\) WFs in the 5-band model that we have discussed above. We see that the \(t_{2g}\) WFs give rise to the three low-energy bands, and that the hybridization with the \(e_g\) WFs is very weak. We interpret the weak \(t_{2g}-e_g\) hybridization as resulting from weak the distortion of the octahedral symmetry. In Fig. 3(b), we show the orbital weight of the three low-energy orbitals with the \(z\)-axis defined out-of-plane, as for the 1H polymorph. With this choice of axes, the on-site part of the Wannier Hamiltonian contains large off-diagonal matrix elements \(H_{\alpha\neq\alpha'}^{H} (\approx 1.2 \text{ eV in the } d \text{ model, against } \approx 0.1 \text{ eV with the other coordinate choice})\), so that the three low-energy WFs strongly hybridize with the two high-energy WFs, as can be seen in Fig. 3(b). By inspection of the on-site energies of the WFs, we obtain the same ordering as in the 1H case, with a splitting \(\epsilon_{t_{2g}}^{(5)} - \epsilon_{e_g}^{(5)} = 0.74 \text{ eV}\). However, for both choices of coordinate systems, the same three-below-two splitting pattern is obtained upon diagonalizing the on-site Hamiltonian matrix, with identical energy eigenvalues. Therefore, our choice of coordinate system is motivated by the fact that the corresponding splitting of on-site energies leads to a better approximation for the electronic structure. On the other hand, for the 1H polymorph, the on-site Hamiltonian is exactly diagonal when the \(z\)-axis is chosen out-of-plane. From Fig. 7(a), it is evident that the two high-energy \(d_{xz}/d_{yz}\) WFs are decoupled from the three low-energy WFs.

It is worth mentioning that, although we have defined the WFs by projection and have not performed the localization procedure, the obtained PWFs are very close to maximal localization, with a nearly zero imaginary part. The main difference arises in the 13-band model, where the localization procedure admixes the \(s\) WFs with other WFs, leading to a slightly reduced total spread but to less localized \(d\)-like WFs. We have also found that, in certain cases, the localization procedure leads to a change in coordinate system. Therefore, we have adopted PWFs instead of MLWFs, giving us a better control of the orbital character and the coordinate system.

**B. Semi-core and high-energy states**

In the 13-band model, the \(d\)-like WFs are atomic-like. However, it is expected that they are even more localized for models derived from a larger number of bands. We have therefore first considered including tantalum 5\(s\) and 5\(p\) semi-core states in the construction of the WFs. The changes in the spread of the WFs, on-site energies and splittings are summarized in Table IV. As expected, the effect of the inclusion of the semi-core states on the calculated crystal field splitting and on the spread of the \(d\) WFs is very weak, as core electrons are non-bonding by definition.

When plotting the \(d\) WFs of the 13-band model with a sufficiently small isovalue, one can recognize tails on the sulfur atoms that resemble \(d\) electrons. This means that \(d\) WFs are in fact bonding combinations of Ta 5\(d\) and S 3\(d\) orbitals. Since the excited-state bands above the Ta \(d\)-bands are highly entangled, it is not possible to isolate a set of bands corresponding to the sulfur \(d\) electrons. In order to assess the effect of Ta-\(d\)/S-\(d\) hybridization on the crystal field, we include 40 excited states above the Ta \(d\) bands and disentangle the Ta 6\(s\) and S 3\(d\) bands, keeping the 13 valence bands frozen. The tantalum 6\(s\) states are explicitly kept because they are lower in energy than the sulfur \(d\) ones. Therefore, we obtain a 24-band \(spdds\) model, describing a finite set of excited states in addition to the valence bands. The corresponding band structure for 1T-TaS\(_2\) is shown in the Supplementary Information [39]. The \(d\) WFs are more localized and have a higher energy than in the 13-band model, as summarized in Table IV. The energy splittings are somewhat increased compared to the 13-band model (0.88 eV against 0.57 eV.)
for 1T-TaS$_2$), indicating a small negative contribution to the total ligand field. We have also considered a 27-band $sp$d$sp$ model, including Ta 6$p$ states, that yields similar results.

To summarize, we conclude that the total $e_g$-$t_{2g}$ splitting of 2.80 eV in 1T-TaS$_2$ is the result of positive contributions from electrostatic effects and hybridization with ligands’ 3$s$ and $3p$ states, all of the order of $\sim$ 1 eV, as well as a smaller negative contribution of 0.3 eV due to the formation of bonding combinations with the higher energy ligands’ 3$d$ states. Also, the $d_{xy}$-$d_{z^2}$ splitting of 0.54 eV in 1H-TaS$_2$ comes from negative contributions due to electrostatic effects and hybridization with 3$d$ states (of the order of $\sim 0.1$ eV each), and positive contributions from hybridization with $3s$ and $3p$ states (0.22 and 0.49 eV, respectively).

C. Spin-orbit coupling

The spin-orbit coupling (SOC) is strong in many TMDs and leads to many interesting effects, such as topological phases in distorted $d^2$ 1T TMDs $[8]$, or Ising superconductivity in single-layer $d^1$ and doped $d^2$ 1H TMDs $[11, 42]$. Here, we investigate the effect of the SOC on the calculated ligand field splittings in 1T- and 1H-TaS$_2$. The SOC introduces off-diagonal imaginary matrix elements in the on-site part of the Hamiltonian, lifting degeneracies. In Fig. $8$ we present the calculated ligand field diagrams in the $d$ model with and without the SOC.

For the 1T polymorph, the SOC splits the $t_{2g}$ manifold into a lower-energy $J_{\text{eff}}=3/2$ doublet and a higher-energy $J_{\text{eff}}=1/2$ singlet. The calculated splitting of 0.31 eV is modest compared to the bandwidth ($\sim 3.5$ eV) of the three $t_{2g}$ bands, as well as compared to the ligand field splitting $\Delta_{e_g-t_{2g}}^{(5)} = 2.80$ eV. On the other hand, the $e_g$ doublet remains nearly degenerate (within 0.03 eV). The degeneracy of the $J_{\text{eff}} = 3/2$ doublet is lifted by 0.07 eV. These findings are in agreement with crystal field theory, that predicts a splitting of the $t_{2g}$ shell induced by the SOC, but not of the $e_g$ shell.

For 1H-TaS$_2$, Fig. $8$ shows that the SOC splits the low-energy and high-energy doublets by 0.3 eV and 0.17 eV, respectively. We note that the SOC splitting is of the same magnitude as the ligand field $\Delta_{xy-z^2}$ splitting.

IV. CRYSTAL FIELD AND THE RELATIVE STABILITY OF THE 1T AND 1H PHASES

Having estimated crystal field and ligand field parameters for TaS$_2$, we proceed to discussing their relevance in determining the relative stability of the 1T and 1H phases. In Fig. $8$ we present the calculated total energy difference per formula unit $\Delta_{1T-1H} = (E_{1H} - E_{1T})$ for the series of material MS$_2$, with M belonging to the the 4$d$ and 5$d$ rows of transition metals. Fig. $9$ shows that the 1H phase is energetically slightly more favourable than the 1T phase in the $d^1$ (NbS$_2$ and TaS$_2$) and $d^3$ cases (TeS$_2$ and ReS$_2$), highly favourable in the $d^2$ case (MoS$_2$ and WS$_2$), and unfavourable for any other filling. Note that some of the materials calculated in this plot, such as OsS$_2$, do not exist in nature in either the 1T or 1H polymorph (in neither bulk nor monolayer form). However, it is instructive to calculate their properties in order to discuss trends. In Fig. $9$ we notice a discontinuity at the 4$d^6$ point, corresponding to PdS$_2$. Indeed, the 1H polymorph of PdS$_2$ relaxes to a structure with a short S-S distance of $\sim 2$ Å, leading to a qualitatively different electronic structure. Nevertheless, the corresponding
structure is still highly unfavourable with respect to the 1T phase. In light of the preceding, we are now in a position to assess the role of crystal and ligand field effects in determining this trend. As in the previous section, we shall focus on the case of monolayer TaS$_2$ as an example.

As we will show in the next section by discussing trends across the periodic table, the physics discussed here is not unique to TaS$_2$ but applies to the entire family of TMDs, because of the universality of the band structure.

The discussion also applies to bulk materials as long as interlayer couplings are not too strong.

In Fig. 5 we have plotted the aligned crystal and ligand field energy diagrams for 1T- and 1H-TaS$_2$. In the 13-band model, the $d_{xz}$ state is actually slightly higher in energy compared to the $d_{xy}$ and $d_{x^2-y^2}$ states, so that the bare crystal field does not favour a $d_{xz}^2$ configuration for the 1H polymorph. However, as one can infer from the 11-band and 5-band models, hybridization effects with the ligand s on p states pushes the $d_{xy}$ and $d_{x^2-y^2}$ states $\sim$ 0.5 eV higher in energy. Hence, in a local picture neglecting inter-site hoppings, the ground-state configuration for $n < 2$ d electrons is obtained by partially filling the $d_{xz}$ state, in agreement with the standard ligand field argument. From Fig. 5 (c), we observe that, in the $d$ model, the $d_{xz}$ level in the 1H polymorph is 0.23 eV below the $t_{z^2}$ levels of the 1T polymorph. Note that the energy levels were aligned by equalizing the vacuum energies. Without such alignment, the energy difference is somewhat smaller, i.e. 0.06 eV. The calculated stabilizing energy of 0.23 eV is small compared to the amplitude of the bandwidths, or even compared to lifting of degeneracies induced by the octahedral symmetry breaking and by the spin-orbit coupling. Indeed, the stabilizing energy of the $d_{xz}$ singlet is reduced to 0.19 eV when the lifting of degeneracy of the $t_{2g}$ states is taken into account (see Fig. 10(a), where we have represented with dashed lines the eigenenergies of the on-site Hamiltonian). When the SOC is included, as is shown in Fig. 5 the energy gain of the $d_{xz}$ level compared to the $J_{eff} = 3/2$ doublet is even more reduced to 0.07 eV (note that the SOC does not improve the relative stability of the 1T polymorph of TaS$_2$). While the ligand field does actually favour the 1H polymorph for $n < 2$ and disfavours it for $n > 2$, this effect appears to be rather weak and insufficient to explain the calculated trend presented in Fig. 9.

In Fig. 7 we plot the band structure of the 1H phase in the 5-band model with the orbital weights of the three groups of WFs in panels (a), (b) and (c). As we have already discussed in Sec. 11 the $d_{xz}$/$d_{yz}$ doublet is perfectly decoupled from the three low-energy Wannier functions. This is guaranteed by symmetry since the two groups of orbitals have a different parity under the exact mirror symmetry, i.e. they pick a different sign under the $z \rightarrow -z$ transformation. On the other hand, it is clear from Fig. 7(b)-(c) that the $d_{xz}$ WF strongly hybridizes with the $d_{xy}$ and $d_{x^2-y^2}$ WFs, except at the high-symmetry $\Gamma$ and $K$ points.

From Fig. 7(b) and (c), we see that the isolated low-energy band is not only of $d_{xz}^2$ character, but contains strong weight from the $d_{xy}$ and $d_{x^2-y^2}$ WFs [9, 18]. The emergence of this isolated band is therefore not directly related to the ligand field splitting $\Delta_{x^2-y^2}$, as often believed, but to the hybridization between the three low-energy Wannier functions. This was first emphasized by Matthias based on his early band structure calculations of layered TMDs [14]. Matthias noticed the mixed orbital character of the low-energy band, and showed (in the case of 2H-MoS$_2$) that the gap closes if the interorbital hoppings are set to zero. More recently, Isaacs and Marianetti gave a similar argument for 1H-VS$_2$ [19].

Considering an 11-band $pd$ model derived from MLWFs, they showed that the low-energy isolated band is no longer isolated if the direct $d-d$ hoppings are set to zero.

In the following, we argue that this gap opening can be understood from a simple intuitive band structure effect. At the $\Gamma$ point, the $d_{xz}$ and $d_{xy} - d_{x^2-y^2}$ bands cannot hybridize because they belong to different representation of the point group. The gap at the $\Gamma$ point ($\sim$ 2 eV) is much larger than the calculated ligand field, as it contains large contributions from band structure effects, especially from nearest-neighbor hoppings (NNHs). The $d_{xz}$ NNHs $t_{z^2}$ are negative and equal in all directions so that the $d_{xz}$ band at the $\Gamma$ point has an energy given by $\epsilon_{z^2}(k = \Gamma) \approx \epsilon_{z^2}^{0} - 6|t_{z^2}|$, with $|t_{z^2}| = 0.17$ eV. On the other hand, $d_{xy}/d_{x^2-y^2}$ WFs have hoppings with different signs along different directions, leading to a partial cancellation of NNH effects on the band energy at the zone center. The result is a band energy at the $\Gamma$ point higher than the on-site energy by $\sim$ 0.8 eV. Since the $d_{xz} - d_{xy}$ hoppings are negative, the $d_{xz}$ band disperses to higher energy as the momentum moves away from the $\Gamma$ point, while the $d_{xy} - d_{x^2-y^2}$ bands split and disperse to lower energy. As Fig. 7 shows, the crossing between those bands is avoided, resulting in a rather large gap because the NNHs between the $d_{xz}$ and $d_{xy}/d_{x^2-y^2}$ WFs are large ($\sim$ 0.6 eV). At the $K$ point, hybridization between the two sets of WFs is also prevented by symmetry, so that the corresponding state of the low-energy band is given by the bottom of one of the two $d_{xy}/d_{x^2-y^2}$-bands. We note that the interorbital hybridization is maximal at the bottom of the low-energy band, suggesting a strong stabilization effect for the 1H polymorph when the corresponding states are filled.

In order to estimate the contribution from interorbital hybridization to the stabilization of the 1H phase, we consider another model, derived by performing wannierization by considering the lower d band (1-band $d_{xz}^*$ model) and the four higher-energy d bands (4-band model) separately. In Fig. 10(c), we show the $d_{xz}$-like WF for the 1-band model. In the 1-band model, the obtained $d_{xz}$-like Wannier function is strongly distorted compared to the 5-band model, while still resembling a $d_{xz}$ orbital. In the following, we refer to it as the $d_{xz}^*$ WF, and to the two higher-energy WFs as $d_{xy}$ and $d_{x^2-y^2}$. In Fig. 10(b), we report the aligned energy diagrams for the 5-band model of the 1T and 1H phases, as well as for the
We find that the ligand field/interorbital hybridization argument does not help understanding the higher stability of the 1T phase in the d\textsuperscript{0} case. It is expected that the electrostatic repulsion between the chalcogen atoms, that should be minimized in an octahedral coordination, plays an important role\cite{10}. It is also possible that differences in energies of the p bands favour the 1T polymorph. Estimating these effects is however outside of the scope of the present work.

V. TRENDS ACROSS THE PERIODIC TABLE

So far, we have focused on the specific case of TaS\textsubscript{2}. In fact, as we shall discuss, because of the universality of the band structures of TMDs, the reasoning applies to the entire family of materials. As we shall see, the differences between materials are mostly quantitative, i.e. the calculated crystal field parameters vary smoothly across the periodic table and follow trends that can be understood with simple chemical intuition. Reporting all the calculated parameters for all materials would not be particularly illuminating. Therefore, we have chosen a few selected parameters and will discuss the evolution of those parameters in the following.

We first consider the effect of changing the transition metal atom, while keeping the chalcogen to be sulfur. In Fig.\textsuperscript{11} we show the band structure of a few 5d transition...
metals. It is clear that they are qualitatively the same, the main difference being the position of the Fermi level. As the column of the transition metal in the periodic table increases, the energy separation between the d-like and p-like bands decreases. For n ≤ 3, the two manifolds overlap, so that disentanglement is necessary to derive an effective 5-band d-only model. In Fig. 11, the disentangled d bands are shown with red dashed lines. For the 1T case, the disentangled d bands do not match the DFT bands, indicating hybridization with the p-like bands (e.g. avoided crossings). However, the resulting disentangled t2g bands look qualitatively similar in all cases. The narrower bandwidth in the d6 case (PtS2) is not related to the entanglement with the p bands, but to a larger lattice constant (see Fig. 13). For the 1H polymorph, it is the low-energy d′2g band that overlaps in energy with the p bands. In that case, the resulting disentangled bands match perfectly the DFT bands, meaning the absence of hybridization between these bands. In Fig. 11, we have not plotted higher-energy bands. For d6 disulfides, there is actually some overlap between the top of the d bands and the bottom of the higher-energy bands, so that disentanglement is required to build the d, pd and spd models.

In Fig. 12(a) and (c), we plot the calculated t2g − e_g splitting in the 13-band and 5-band models, as well as the charge-transfer energy \( \Delta_{pd}^{(13)} \) in the 13-band model, for MS2, with M belonging to the 4d and 5d rows of the periodic table. The band structures of the corresponding materials are shown in the Supplementary Information [39]. The charge-transfer energy is defined as the average difference of on-site energies between the d and p Wannier functions, i.e. \( \Delta_{pd}^{(13)} = \bar{\epsilon}_d^{(13)} - \bar{\epsilon}_p^{(13)} \). We have taken the 13-band spd model as representative of the bare electrostatic crystal field, so that the disentanglement of the high-energy bands is not necessary.

Figs. 12(a) and (c) show that, for both 4d and 5d disulfides, the crystal field in the 13-band model decreases as one moves to the right of the periodic table. This trend can be explained with chemical considerations, as the electronegativity increases as one moves to the left, favouring more ionicity and therefore a larger electrostatic contribution to the crystal field. As one can observe in Fig. 12, the charge-transfer energy \( \Delta_{pd} \) decreases as one goes to the right of the periodic table. Again, this trend can be understood from electronegativity considerations and is consistent with the maximal electrostatic contribution to the crystal field for d6 TMDs. For late-groups TMDs, we observe that the charge-transfer energy is negative. Consistently, the crystal field splitting in the spd model is reversed for those materials. Note that for these late-groups TMDs, because of the small charge-transfer energy, hybridization is so large that the d bands contain actually about 50% percents of ligands’ p contribution.

While the electrostatic contribution to the crystal field
is expected to decrease with decreasing charge-transfer energy, the opposite trend is anticipated for the ligand field since a small charge-transfer energy favours stronger hybridization. The total ligand field, i.e. that calculated in the 5-band-only model, is the sum of the bare electrostatic crystal field plus the contribution from hybridization with various ligand states. Hence, the trend for \( t_{2g} - e_g \) splitting in the 5-band model is controlled by the competition between opposite trends. For both the 4d and 5d cases, it appears that the hybridization trend dominates so that the total splitting increases for later-column materials.

For the 1H polymorph, as shown in Fig. 12(b) and (e), the calculated trends are analogous to those in the 1T polymorph and the same logic applies. For both 4d and 5d disulfides, as one moves to the right in the periodic table, the \( \Delta_{xz-z^2} \) splitting decreases in the \( spd \) model and increases in the \( d \) model. In the 4d case, we have not included 1H-PdS\(_2\) (4d\(^6\)) in the trend, because, as mentioned above, the electronic structure is qualitatively different.

In order to demonstrate the universality of the argument for the relative stability of the 1T and 1H phases, we study the \( \Delta_{xy-z^2} \) splitting for the 4d and 5d disulfides. In Fig. 12(c) and (f), we report the calculated splittings in the 13-band, 5-band and 1-band/4-band models.

In the 13-band model, the splitting is consistently small and negative, except for \( d^6 \) TMDs because of the inverted charge-transfer energy. In the 5-band model, the splitting increases linearly as \( n \) increases due to the larger covalency. On the other hand, in the 1-band model, the lowering of energy of the \( d_{z^2} \) WF is non-monotonous as a function of \( n \). It is interesting to notice that the maximum splitting \( \Delta_e^{(1)} \) corresponds to the maximum filling of the low-energy state while keeping higher-energy states empty (i.e. \( n = 2 \)). This suggests that the lattice relaxes in such a way to maximize the \( \Delta_e^{(1)} \) splitting for the energy gain to be optimal. Indeed, Fig. 13 shows that the calculated lattice constant for 1H disulfides follows the same trend. The lattice constant is minimal at \( n = 2 \) in order to increase intersite hoppings, while for the 1T case the minimum of the lattice constant is at \( n = 3 \), corresponding to half-filled \( t_{2g} \) bands. It is interesting to note that materials with the largest ligand field splittings \( \Delta_e^{(1)} \) do not exhibit the largest splittings \( \Delta_e^{(1)} \) when interorbital effects are included, confirming that the ligand field alone plays a minor role in stabilizing the 1H polymorph in \( d^1 \) and \( d^2 \) TMDs.

In Fig. 14(a)-(c), we show the effect of changing the row of the transition metal atom in the periodic table, by considering 3d\(^1\) (VS\(_2\)), 4d\(^1\) (VS\(_2\)) and 5d\(^1\) (TaS\(_2\))
disulfides. Again, the calculated changes of the charge-transfer energy and the splittings in the spd model follow trends that can be understood from electronegativity considerations. The ligand field contribution to the splitting (i.e. difference of splittings between the spd and d models, not shown here) are almost constant, because the effect of a smaller charge-transfer energy in 3d materials is compensated by smaller hoppings, since the 3d electrons are more localized. In Fig. 14 (c), we observe that the ligand field splitting $\Delta_{xz}^{(5)}$ is nearly constant for the three materials, but that the interorbital effects are larger for the 5d case.

In Fig. 14 (d)-(f), we summarize the effect of changing the chalcogen atom by considering TaS$_2$, TaSe$_2$, and TaTe$_2$. Again, the trend for the charge-transfer energy and crystal field splitting in the 13-band model follows what one can anticipate from simple chemistry considerations, as the electronegativity of the chalcogens decreases with increasing the row number in the periodic table, and is therefore the smallest for tellurium. The somewhat smaller charge-transfer energy for TaTe$_2$ does not lead to increased ligand field splittings, because it is compensated by smaller hoppings due to a larger Ta-Te distance ($d = 2.81$ Å). We note the trends for the energy splittings in the 5-band and 13-band models are similar, meaning that the trend for the overall splitting is controlled by the electrostatic effects.

VI. RELATION TO PREVIOUS WORK

The question of the ligand field stabilization of the 1H (or 2H in the case of bulk materials) TMDs is an old one that goes back to the early days of research on layered dichalcogenides. Therefore, before closing this paper, we wish to put our study in perspective with previous work.

The ligand field argument was put forward because of the discovery of stable 2H $d^3$ and $d^2$ TMDs, and still often appears in the recent literature. Originally, there has been controversy regarding the alignment of the singlet state and low-energy $d_{xy}/d_{x^2-y^2}$ doublet [10, 52]. Goodenough [52] suggested a ligand field model with the $d_{xy}$ singlet higher in energy than the $d_{xy}/d_{x^2-y^2}$ doublet. In his model, the semiconducting character of $d^2$ TMDs such as MoS$_2$ is explained by the SOC-induced splitting of the $d_{xy}/d_{x^2-y^2}$ doublet into $m_z = \pm 3/2$ and $m_x = \pm 5/2$ singlets. By considering both a simplified point-charge model and molecular-orbital calculations, Huisman et al. [10] suggested that, while electrostatic effects lead to a singlet higher in energy, hybridization with the ligands should reverse the ordering, in agreement with what we have found with our ab initio Wannier-function approach. While Huisman et al. estimated a ligand field stabilization for the trigonal prismatic coordination and suggested a simple picture for the electronic structure with a low-energy band derived from the $d_{xz}$ state, Mattheiss [18] showed how the actual band structure is more complex and stressed the role of intersite hopping effects in splitting the $d$ bands into a one-below-four pattern. Mattheiss also estimated the ligand field splitting of the $d$ electrons, for MoS$_2$ and TaS$_2$, by fitting the $d$-like bands to a tight-binding model. Surprisingly, the $\Delta_{xy-z^2}$ splitting of 0.94 Ry ($\approx 0.544$ eV) for trigonal prismatic TaS$_2$ is in almost perfect agreement with our finding of 0.54 eV. Such agreement is likely accidental, as other features of the reported ligand field diagrams differ significantly from our results. For instance, the $\Delta_{xz-z^2}$ splitting of $\sim 1.7$ eV is significantly smaller than what we have found (2.5 eV). More importantly, the alignment between the 1T $t_{2g}$ states (which he discusses in terms of $d_{xz}$, $d_{xy}$ and $d_{x^2-y^2}$ states, with $z$ oriented in the out-of-plane direction) and the 2H $d_{z^2}$ state is inverted compared to our results. Also, the reported splitting inside the $t_{2g}$ shell ($\sim 0.2$ eV) is significantly smaller than the value we obtained (0.74 eV) using the same coordinate system.

In this work, by systematically investigating the ligand field splittings across the family of materials, we have come to the conclusion that the ligand field does indeed have a stabilizing effect for 1H $d^3$ and $d^2$ TMDs, because the singlet $d_{z^2}$ state is lower in energy than the 1T $t_{2g}$ states for all materials considered. However, our quantitative calculations also show that this effect is fairly small (compared to the bandwidth or even compared to SOC-induced lifting of degeneracies), so that band structure effects are dominant and lead to a $d_{z^2}$ Wannier function much lower in energy when interorbital hybridization is taken into account.

VII. CONCLUSION

In conclusion, using a modern Wannier-function-based methodology, we have revisited the problem of the relative stability of the 1T and 1H phases in TMDs by estimating crystal and ligand field parameters for a broad range of materials. Our results show that the ligand field
FIG. 14. (a-c) Evolution of the calculated ligand field parameters as a function of the row, in the periodic table, of the transition metal for $1T$ and $1H$ $d^3$ disulfides. (d-f) Evolution of the calculated ligand field parameters as a function of the chalcogen atom ($X = S, Se, Te$) for $1T$ and $1H$ $TaX_2$.

alone plays only a small if any role in determining the most stable phase, because the ligand field splitting of the low-energy triplet in the $1H$ phase is not large, and because the low-energy $d_{z^2}$ singlet state is found to be close in energy to the $t_{2g}$ triplet of the $1T$ phase. This allowed us to conclude that intersite effects are dominant, so that the role of the ligand field is mostly an indirect one: giving rise to low-energy triplets with different orbital character in the two polymorphs. We have also found that, because of the universality of the band structure, the variation of the calculated parameters vary smoothly across the family of materials and follow trends that can be understood using simple chemistry arguments. Finally, our calculations show that the total ligand field splitting of the $d$-like states in TMDs arises from various contributions, i.e. from electrostatic repulsion effects and from the hybridization with the ligands' $s$, $p$ and $d$ states, that are all of a similar magnitude. Therefore, simplified models, considering for instance only $pd$ bonding, should not be quantitatively correct.

A remaining question is that of the higher stability of the $1T$ phase for group $IV$ TMDs, that are characterized by empty $d$ bands. Quantifying the effect of the repulsion between ions in the two coordinations would be an interesting next step in further elucidating the origin of the occurrence of different phases in this family of materials.
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