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ABSTRACT
We consider the final-state problem for the Zakharov system in the energy space in three space dimensions. For \((u_+, v_+) \in H^1 \times L^2\) without any size restriction, symmetry assumption or additional angular regularity, we perform a physical-space randomization on \(u_+\) and an angular randomization on \(v_+\) yielding random final states \((u_+^\omega, v_+^\omega)\). We obtain that for almost every \(\omega\), there is a unique solution of the Zakharov system scattering to the final state \((u_+^\omega, v_+^\omega)\). The key ingredient in the proof is the use of time-weighted norms and generalized Strichartz estimates which are accessible due to the randomization.

1. Introduction and main results

1.1. The Zakharov system

The Zakharov system is a model in plasma physics to describe Langmuir waves in a non- or weakly magnetized plasma. Langmuir waves are rapid oscillations of the electric field in the plasma. The scalar version of the Zakharov system is given by

\[
\begin{align*}
    i\partial_t u + \Delta u &= Vu, \\
    \frac{1}{\alpha^2} \partial_t^2 V - \Delta V &= \Delta |u|^2.
\end{align*}
\]

Here, \(V : \mathbb{R} \times \mathbb{R}^3 \to \mathbb{R}\) denotes the fluctuation of the ion density, \(u : \mathbb{R} \times \mathbb{R}^3 \to \mathbb{C}\) the complex envelope of the electric field, and the fixed constant \(\alpha > 0\) the ion sound speed. We refer to [1–4] for the physical background and the derivation of this system.

For the purpose of this article it is more convenient to use the first order reformulation of the Zakharov system. Setting \(v = V - i\alpha^{-1} |\nabla|^{-1} \partial_t V\), system (1.1) is equivalent to

\[
\begin{align*}
    i\partial_t u + \Delta u &= \text{Re}(v)u, \\
    i\partial_t v + \alpha |\nabla| v &= -\alpha |\nabla||u|^2.
\end{align*}
\]

The Zakharov system has been extensively studied in the literature. Local wellposedness was shown for example in [5–7], see also [8–10] for other dimensions. We particularly note that in \(d \geq 4\) the recent work [10] gave a complete answer to the question of...
local wellposedness by determining the optimal range for the parameters $(s, l) \in \mathbb{R}^2$ such that (1.2) is locally wellposed for initial data in $H^s(\mathbb{R}^d) \times H^l(\mathbb{R}^d)$.

The Zakharov system preserves the Schrödinger mass $M(u)$ and the energy $E_Z(u, v)$ given by

$$M(u) = \int_{\mathbb{R}^3} \frac{1}{2} |u|^2 \, dx, \quad E_Z(u, v) = \int_{\mathbb{R}^3} \frac{1}{2} |\nabla u|^2 + \frac{1}{2} |v|^2 + \frac{1}{2} \text{Re}(v)|u|^2 \, dx.$$ 

The energy space $H^1(\mathbb{R}^3) \times L^2(\mathbb{R}^3)$ is thus of particular interest. Concerning the long-time behavior the energy is of limited use because of the indefinite term $\text{Re}(v)|u|^2$. However, if the $H^1$-norm of the Schrödinger component of the data is small, the energy gives a priori control over the energy norm of the solution. This was used in [6] to conclude global wellposedness for data $(u_0, v_0)$ from the energy space if $||u_0||_{H^1}$ is sufficiently small.

There is a close connection between the Zakharov system and the cubic focusing nonlinear Schrödinger equation

$$i\partial_t u + \Delta u = -|u|^2 u \tag{1.3}$$

since the latter arises as the subsonic limit $(\alpha \to \infty)$ of the former, see [11–14]. Let $Q$ denote the ground state of (1.3), i.e. the unique positive radial solution of

$$-\Delta Q + Q = Q^3,$$

minimizing the action

$$J(\varphi) = \int_{\mathbb{R}^3} \frac{1}{2} |\nabla \varphi|^2 + \frac{1}{2} |\varphi|^2 - \frac{1}{4} |\varphi|^4 \, dx = E_S(\varphi) + M(\varphi),$$

where $E_S$ denotes the energy for the nonlinear Schrödinger Eq. (1.3). We refer to [15] for more information on $Q$. This ground state gives rise to a radial standing wave solution $(u(t), v(t)) = (e^{it}Q, -Q^2)$ of the Zakharov system (1.2). In fact, one can construct a whole family of radial standing waves of (1.2) from $Q$, see [16].

Concerning the long-time behavior of the Zakharov system, the standing wave solution particularly implies that not every solution in the energy space will scatter and the ground state provides a natural threshold for scattering. Moreover, in [17] it was shown that radial solutions with negative energy blow up in finite or in infinite time. See also [16] for blow-up results.

On the other hand, several positive results concerning the asymptotic behavior of solutions to the Zakharov system (1.2) have been established. We first review the scattering problem, i.e. the question, for which initial data $(u_0, v_0)$ there are $(u_+, v_+)$ in the energy space such that

$$||u(t) - e^{it\Delta} u_+||_{H^1} + ||v(t) - e^{it|\nabla|} v_+||_{L^2} \to 0 \tag{1.4}$$

as $t \to \infty$, where $(u, v)$ denotes the solution of (1.2) with data $(u_0, v_0)$. In [18] this question was answered positively for small radially symmetric data in the energy space. This result was then extended to radially symmetric data below the ground state in [16]. The assumption of radial symmetry was weakened in [19, 20], where scattering for small data in the energy space with additional angular regularity was shown. We further
note that in [21] a scattering result for regular and spatially decaying data was developed.

A counterpart to the scattering problem as described above is the final-state problem. Given \((u_+, v_+) \in H^1(\mathbb{R}^3) \times L^2(\mathbb{R}^3)\) one asks if there is a (unique) solution \((u, v)\) of (1.2) scattering to \((u_+, v_+)\), i.e. satisfying (1.4). This question was studied in [22–24]. In these works positive answers were given not in the energy space but for more regular data satisfying several additional conditions.

In this article we study the final-state problem for (1.2) in the energy space without imposing any conditions on the size, radial symmetry or angular regularity of the data but using randomization instead.

Before we state our main results Theorem 1.1 and Corollary 1.3 below, we introduce the randomization procedures we will employ.

### 1.2. Randomization

Since the seminal works [25, 26] and [27, 28] there has been large interest in random dispersive partial differential equations. One line of research is to study the question if in a supercritical setting, after randomizing the initial data, one still obtains local well-posedness, global wellposedness, or scattering almost surely. We refer to [29–36] and the references therein for exemplary results in this direction for the Schrödinger and the wave equation.

We note that there are several possibilities how to randomize the data. While on compact manifolds the data was randomized with respect to a basis of eigenfunctions of the differential operator in [27, 28], on the full space most of the references above apply a Wiener randomization. Here the data is randomized with respect to a unit-scale decomposition of frequency space.

In the recent work [37], the author introduced a novel randomization with respect to a unit-scale decomposition of physical space, see Subsection 1.2.1 below for details. This was used to improve upon the known deterministic results for the final-state problem for the mass-subcritical NLS in \(L^2\) almost surely. Roughly speaking, the physical-space randomization gives access to the dispersive estimate for linear solutions of the Schrödinger equation although the data only belongs to \(L^2\). In [38] the authors observed that this dispersive decay can be used to study the final-state problem in time-weighted spaces, improving on the results in [37].

We mention that the randomization in [37, 38] was used to prove the uniqueness of the solution scattering to a prescribed final state as the existence is known without randomization there. However, for the three dimensional Zakharov system also the existence of solutions of (1.2) scattering to given final states in the energy space is open in the deterministic setting.

Another randomization was recently introduced in [39]. Here a randomization with respect to the angular variable (see Subsection 1.2.2 for details) was combined with a randomization in the radial variable and a Wiener randomization in frequency space. This randomization was then applied to a wave maps type nonlinear wave equation with supercritical data.
In the following we apply the physical-space randomization to the Schrödinger final data and the angular randomization to the wave final data in order to study the final-state problem for the Zakharov system. The details of these randomization procedures are provided in the next two subsections. We discuss the advantages of this choice of randomization after the statement of the main result.

1.2.1. Randomization in physical space

We first introduce the physical-space randomization for the Schrödinger final data, following [37].

Fix a non-negative $\phi \in C_c^\infty(\mathbb{R}^3)$ such that $\phi(x) = 1$ for $|x| \leq 1$ and $\phi(x) = 0$ for $|x| \geq 2$. We then obtain a smooth partition of unity $\{\psi_k : k \in \mathbb{Z}^3\}$ by setting

$$
\psi_k(x) = \frac{\phi(x - k)}{\sum_{l \in \mathbb{Z}^3} \phi(x - l)}
$$

for all $k \in \mathbb{Z}^3$.

Next we take a sequence $(X_k)_{k \in \mathbb{Z}^3}$ of independent, real-valued, mean-zero random variables on a probability space $(\Omega, \mathcal{A}, \mathbb{P})$ and denote their distributions by $\mu_k$. We assume that there is a constant $c > 0$ such that

$$
\left| \int_{\mathbb{R}} e^{ix} \, d\mu_k(x) \right| \leq e^{c|\gamma|^2}
$$

for all $\gamma \in \mathbb{R}$ and $k \in \mathbb{Z}^3$. For instance, one can take a sequence of independent, mean-zero Gaussian random variables with uniformly bounded variance. Another example is the case where the $\mu_k$ are compactly supported.

For any $f \in L^2(\mathbb{R}^3)$ we then define the physical-space randomization $f^{\omega}$ of $f$ by

$$
f^{\omega}(x) = \sum_{k \in \mathbb{Z}^3} X_k(\omega)\psi_k(x)f(x),
$$

which is understood as a limit in $L^2(\Omega, L^2(\mathbb{R}^3))$.

This randomization does not imply higher Sobolev regularity. To be more precise, if $(X_k)_k$ are Gaussian random variables, then $f \notin H^s(\mathbb{R}^3)$ implies $f^{\omega} \notin H^s(\mathbb{R}^3)$ almost surely for every $s > 0$. To see this, one first observes that if $f^{\omega}$ belongs to $H^s(\mathbb{R}^3)$ for all $\omega$ from a set of positive measure, then $\psi_k f$ is an element of $H^s(\mathbb{R}^3)$ for all $k \in \mathbb{Z}^3$. Then an adaption of the proof of Lemma B.1 from [27] yields the statement. In view of the construction of the physical-space randomization, we also note that this randomization does not imply additional decay of $f^{\omega}$ in the sense of spatially weighted bounds, see Remark 1.2 in [37]. Besides the crucial improvement in space-time integrability of $e^{it\Delta} f^{\omega}$ discussed in detail in Subsection 3.2 below, the physical-space randomization also leads to additional regularity at low frequencies, which is typically more relevant for scattering problems than the regularity at high frequencies. In fact, for any $f \in L^2(\mathbb{R}^3)$ the physical-space randomization $f^{\omega}$ belongs to $H^s(\mathbb{R}^3)$ almost surely for any $-\frac{3}{2} < s < 0$, which follows easily from Lemma 3.1 below and Hölder’s inequality.
1.2.2. Randomization in the angular variable

We next present the randomization in the angular variable closely following [39], where this randomization was introduced. We start by recalling that the eigenfunctions of the Laplacian on the sphere are the spherical harmonics of degree \( k \), i.e. the restrictions to \( S^2 \) of the homogeneous harmonic polynomials of degree \( k \). We denote the space of these functions by \( E_k \). The dimension of \( E_k \) is given by

\[
N_k = \binom{k+2}{2} - \binom{k}{2} = 2k + 1.
\]

We fix an orthonormal frame

\[
\{ b_{k,l} \in L^2(S^2) : l = 1, \ldots, N_k, \ k \in \mathbb{N}_0 \}
\]

of \( L^2(S^2) \), consisting of eigenfunctions of \( \Delta_{S^2} \), with the property that there is a constant \( C > 0 \) such that

\[
||b_{k,l}||_{L^q(S^2)} \leq \begin{cases} 
C \sqrt{q} & \text{if } q < \infty, \\
C \sqrt{\log k} & \text{if } q = \infty
\end{cases}
\]

for all \( l \in \{1, \ldots, N_k\}, \ k \in \mathbb{N} \), and \( q \in [2, \infty] \). The existence of such a frame follows from Théorème 6 and Proposition 3.2 in [40], see also [39, Theorem 1.1] and [41]. Following [39], we call a frame \( \{ b_{k,l} : l = 1, \ldots, N_k, \ k \in \mathbb{N}_0 \} \) as above a good frame.

Next take a function \( f \in L^2(\mathbb{R}^3) \). We first rescale the Littlewood-Paley blocks to frequency 1 setting

\[
g_m = (P_m f)(2^{-m} \cdot)
\]

for every \( m \in \mathbb{Z} \). After passage to polar coordinates we expand the Fourier transform of \( g_m \) in terms of the good frame, which yields

\[
\hat{g}_m(\rho \theta) = \sum_{k=0}^{\infty} \sum_{l=1}^{N_k} \hat{c}^m_{k,l}(\rho) b_{k,l}(\theta)
\]

for every \( m \in \mathbb{Z} \). Theorem 3.10 in [42] thus gives the representation

\[
g_m(\rho \theta) = \sum_{k=0}^{\infty} \sum_{l=1}^{N_k} a_k r^{-\frac{3}{2}} b_{k,l}(\theta) \int_0^{\infty} \hat{c}^m_{k,l}(\rho) J_{\frac{3}{2}l}(\rho r^2) \rho^{\frac{3}{2}} \, d\rho
\]

of \( g_m \) in the good frame, where \( a_k = (2\pi)^{\frac{3}{2}} k \) and the Bessel function \( J_\mu \) is defined as

\[
J_\mu(t) = \frac{(\frac{3}{2})^\mu}{\Gamma(\frac{3\mu+1}{2}) \Gamma(\frac{1}{2})} \int_{-1}^{1} e^{its}(1 - s^2)^{\frac{3\mu-1}{2}} \, ds
\]

for all \( t > 0 \) and \( \mu > -\frac{1}{2} \). Note that by (1.9) and Plancherel’s theorem we also have

\[
||g_m||_{L^2(\mathbb{R}^3)}^2 \sim \sum_{k=0}^{\infty} \sum_{l=1}^{N_k} ||\hat{c}^m_{k,l}||_{L^2(\mathbb{R}^3)}^2.
\]

For every \( m \in \mathbb{Z} \) we now take a sequence of independent, real-valued, mean-zero random variables \( (Y^m_{k,l})_{k \in [1, \ldots, N_k], l \in \mathbb{N}_0} \) on a probability space \( (\Omega, \mathcal{A}, \mathbb{P}) \) with the property that there is a constant \( c > 0 \) such that
for all $\gamma \in \mathbb{R}$, $l \in \{1, \ldots, N_k\}$, and $k \in \mathbb{N}_0$, where $\mu_{k,l}^m$ denotes the distribution of $Y_{k,l}^m$. See Subsection 1.2.1 for examples of such random variables.

In view of (1.10) we set

$$g_m^o(r\theta) = \sum_{k=0}^{\infty} \sum_{l=1}^{N_k} a_k r^{-\frac{1}{2}} Y_{k,l}^m(\omega) b_{k,l}(\theta) \int_0^\infty \tilde{c}_{k,l}^m(\rho) J_{2\nu+1}(\rho \rho^2) \, d\rho$$

(1.12)

for every $m \in \mathbb{Z}$, where the right-hand side is understood as the limit in $L^2(\Omega, L^2(\mathbb{R}^3))$. Next we rescale the functions $g_m^o$ to frequency $2^m$ setting

$$f_m^o = g_m^o(2^m \cdot)$$

for all $m \in \mathbb{Z}$. Finally, we define the angular randomization $f^o$ of $f$ as

$$f^o = \sum_{m \in \mathbb{Z}} f_m^o,$$

(1.13)

which is again understood as the limit in $L^2(\Omega, L^2(\mathbb{R}^3))$.

Again, this randomization does not imply additional Sobolev regularity. In view of the construction, we further note that it does not imply additional angular regularity. To be more precise, if $(Y_{k,l}^m)_{k,l,m}$ are independent and there exists $c > 0$ such that

$$\sup_{k,l,m} \mu_{k,l}^m([-c, c]) < 1,$$

(1.14)

then $f \not\in H^s(\mathbb{R}^3)$ implies $f^o \not\in H^s(\mathbb{R}^3)$ almost surely and $(1 - \Delta_{S^2})^{\frac{1}{2}} f \not\in L^2(\mathbb{R}^3)$ implies $(1 - \Delta_{S^2})^{\frac{1}{2}} f^o \not\in L^2(\mathbb{R}^3)$ almost surely for every $s > 0$, where $\Delta_{S^2}$ denotes the Laplacian on the sphere. Both statements follow from a straightforward adaption of the proof of Lemma B.1 in [27]. We finally note that (1.14) is satisfied if the random variables are identically distributed and not identical zero.

1.3. Main results

The main result of this article states that after applying a suitable randomization to any data from the energy space, the final-state problem for the Zakharov system has almost surely a unique solution. We refer to Subsection 2.1 for the definition of the function spaces appearing in the theorem, in particular to (2.3) for the definition of $q(\varepsilon)$.

**Theorem 1.1.** Let $0 < \nu \ll 1$, $u_+ \in H^1(\mathbb{R}^3)$ and $v_+ \in L^2(\mathbb{R}^3)$. Let $u_+^o$ denote the physical-space randomization of $u_+$ and $v_+^o$ the angular randomization of $v_+$.

Then for almost all $\omega \in \Omega$ there exists a time $T \geq 1$ and a unique solution $(u, v) \in C([T, \infty), H^1(\mathbb{R}^3)) \times C([T, \infty), L^2(\mathbb{R}^3))$ such that

$$|||\tilde{\varepsilon}^{-\nu} (\nabla) (u(t) - e^{it\Delta} u_+^o)|||_{L^\infty_t L^2_x \cap L^2_t H^1_x} \leq \infty,$$

$$|||\tilde{\varepsilon}^{-\nu} (\nabla) (v(t) - e^{it\varepsilon} (\nabla) v_+^o)|||_{L^\infty_t L^2_x} < \infty.$$

(1.15)
In particular, the solution satisfies
\[ ||u(t) - e^{it\Delta} u_{nl}^0||_{H^1} + ||v(t) - e^{ix|\nabla|} v_{nl}^0||_{L^2} \to 0 \]
as \( t \to \infty \), i.e. the solution \((u, v)\) scatters in the energy space with final state \((u_+^0, v_+^0)\).

We emphasize that no size restriction and no radial symmetry or angular regularity assumption is imposed on \((u_+, v_+) \in H^1(\mathbb{R}^3) \times L^2(\mathbb{R}^3)\) in the above theorem.

**Remark 1.2.** In the energy space there seems to be a loss of derivatives in the nonlinearity of the Schrödinger part of the Zakharov system (1.2). We overcome this problem by employing the normal form transform from [18], see Subsection 2.2 below. By a solution of (1.2) we thus mean a solution of the integral Eq. (2.6) arising from the normal form transform. A posteriori, one can show that such a solution then also satisfies the standard Duhamel formulation (2.5) in an appropriate sense. We remark for the following discussion that the nonlinearity in (2.6) also contains boundary and cubic terms.

The main difficulty in proving scattering results respectively global estimates for the Zakharov system is the weak decay of the wave component. In fact, consider the Schrödinger part of the Zakharov system as a Schrödinger equation with potential \(v\) for a moment. As \(v\) is the solution of a wave equation, the best possible decay of the potential in dimension three is \( ||v(t)||_{L^\infty} \sim t^{-1} \), which is just not integrable. This suggests that decay estimates alone are insufficient to solve the final-state problem.

We now discuss the main ideas of the proof of Theorem 1.1. We write
\[ u(t) = u_{nl}^0(t) + u_{nl}(t) \quad \text{and} \quad v(t) = v_{nl}^0(t) + v_{nl}(t), \]
where \( u_{nl}^0(t) = e^{it\Delta} u_{nl}^0 \) and \( v_{nl}^0(t) = e^{ix|\nabla|} v_{nl}^0 \).

The physical-space randomization of the Schrödinger data gives access to the dispersive estimate, which we want to use to control \( u_{nl} \) in time-weighted spaces as in [38]. The additional decay then transfers to \( v_{nl} \) by the coupling of the system. The idea is that in the nonlinear terms we gain decay through the time weights which can then be used to close the estimates. This strategy works well for most of the nonlinear terms we have to deal with after the normal form transform. It also identifies the quadratic term \( v_{nl}^0 u_{nl} \) as the most difficult one as we do not gain a time weight here and all the decay has to come from \( v_{nl}^0 \). We point out that the best possible decay of \( t^{-1} \) is not improved by randomization. In particular, it is not apparent how a physical-space randomization of the wave data, which might seem natural at first sight, can be used to control the \( v_{nl}^0 u_{nl} \) nonlinearity.

At this point the angular randomization shows its benefit. We make the novel observation that randomizing with respect to a good frame does not only give an extended range of exponents for the Strichartz estimate but also arbitrarily high integrability in the spherical coordinate. In order to estimate \( v_{nl}^0 u_{nl} \) it is thus sufficient to control \( u_{nl} \) in a spherically averaged norm. However, in spherically averaged spaces (deterministic) Strichartz estimates for the Schrödinger equation hold for an extended range of exponents. This allows us to close the estimates.

Since the other part \( v_{nl} u_{nl} \) of the wave-Schrödinger quadratic nonlinearity can be controlled by means of the additional time weight, it really is the interplay of the physical-space and the angular randomization which allows us to prove Theorem 1.1.

Finally, we can exploit energy conservation to extend the solution of (1.2) found in Theorem 1.1 to \( \mathbb{R} \) for randomized data below the ground state \( Q \). The extension relies
on the local wellposedness theory for the Zakharov system from Proposition 3.1 in [7]
and the unconditional uniqueness result from [43].

**Corollary 1.3.** Let \( 0 < \nu \ll 1 \), \( u_+ \in H^1(\mathbb{R}^3) \) and \( v_+ \in L^2(\mathbb{R}^3) \). Let \( u_+^\omega \) denote the physical-space randomization of \( u_+ \) and \( v_+^\omega \) the angular randomization of \( v_+ \).

Then there is a measurable set \( \tilde{\Omega} \subseteq \Omega \) with \( \mathbb{P}(\tilde{\Omega}) = 1 \) such that for all \( \omega \in \tilde{\Omega} \) satisfying

\[
(2||\nabla u_+^\omega||_{L^2}^2 + ||v_+^\omega||_{L^2}^2)||u_+^\omega||_{L^2}^2 < 8E_S(Q)M(Q)
\]  

(1.16)

there is a solution \((u, v) \in C(\mathbb{R}, H^1(\mathbb{R}^3)) \times C(\mathbb{R}, L^2(\mathbb{R}^3))\) satisfying

\[
||u(t) - e^{it\Delta}u_+^\omega||_{H^1} + ||v(t) - e^{it|\nabla|}v_+^\omega||_{L^2} \to 0
\]

as \( t \to \infty \). It is unique among those solutions in \( C(\mathbb{R}, H^1(\mathbb{R}^3) \times L^2(\mathbb{R}^3)) \) which satisfy (1.15) on \([T, \infty)\) for some \( T \geq 1 \).

In Remark 5.2 we give a lower bound for the measure of the set of \( \omega \) such that the nonlinear solution scattering to the final state \((u_+^\omega, v_+^\omega)\) is global.

The rest of the paper is organized as follows. In Section 2 we introduce the function spaces we are using, discuss the normal form transform, and provide time-weighted Strichartz estimates. In Section 3 we show how the randomization procedures presented above lead to improved space-time estimates. Section 4 contains the multilinear estimates which are needed to prove the main results in Section 5.

## 2. Normal form and other preliminaries

In this section we fix some notation, in particular concerning the function spaces we use, review the normal form from [18], and provide time-weighted Strichartz estimates which we will need in the following.

### 2.1. Notation and function spaces

Fix an even function \( \eta_0 \in C^\infty(\mathbb{R}) \) such that \( 0 \leq \eta_0 \leq 1 \), \( \eta_0 = 1 \) on the ball \( B_{1/2}(0) \), and the support of \( \eta_0 \) is contained in \( B_1(0) \). For every number \( k \in \mathbb{Z} \) we define the functions \( \rho_k(\xi) = \eta_0(|\xi|/2^k) - \eta_0(|\xi|/2^{k-1}) \) and \( \rho_{\leq k}(\xi) = \eta_0(|\xi|/2^k) \) on \( \mathbb{R}^3 \) as well as the corresponding Fourier multipliers

\[
P_kf = \mathcal{F}^{-1}(\rho_k\hat{f}), \quad P_{\leq k}f = \mathcal{F}^{-1}(\rho_{\leq k}\hat{f}), \quad P_{\geq k}f = \mathcal{F}^{-1}(\hat{f} - \rho_{\leq k-1}\hat{f}),
\]

where \( \hat{f} = \mathcal{F}f \) denotes the Fourier transform of \( f \). We further set \( \hat{P}_k = \sum_{|j| - |k| \leq 4} P_j \).

In order to distinguish between different frequency interactions, we define the para-product-type operators

\[
(fg)_{LH} = \sum_{k \in \mathbb{Z}} P_{\leq k-5}f P_kg, \quad (fg)_{HL} = (gf)_{LH}, \quad (fg)_{HH} = \sum_{|k_1 - k_2| \leq 4} P_{k_1}f P_{k_2}g
\]  

(2.1)

for any pair of functions \( f \) and \( g \). Anticipating the nonresonant interactions of the Zakharov system, we also set
\[(fg)_{xL} = \sum_{|k-k'\pm 2|<4} P_k f \, P_{k-5} g, \quad (fg)_{xL} = \sum_{|k-k'\pm 2|\neq 0} P_k f \, P_{k-5} g. \tag{2.2}\]

Note that \((fg)_{xL} = (fg)_{xL} + (fg)_{xL}\). The sum of indices denotes the sum of the corresponding operators, e.g. \((fg)_{xL+XL} = (fg)_{xL} + (fg)_{xL}\). For later use we also introduce the abbreviation \((fg)_{L} = (fg)_{LH+HH+XL}\).

We further denote the symbol of the bilinear operator with index \(*\) by \(\mathcal{P}_s\), i.e.,

\[\mathcal{F}(fg)_*(\xi) = \int_{\mathbb{R}^3} \mathcal{P}_s(\xi - \eta, \eta) \hat{f}(\xi - \eta) \hat{g}(\eta) \, d\eta,\]

where \(* \in \{LH, HH, xL, XL\}\).

We next introduce the function spaces we will use. For the time domain, we first set \(I_T = [T, \infty)\) for any \(T > 0\). Let \(p, q, s \in [1, \infty]\).

Set \(L^q(0, \infty) = L^q((0, \infty), r^2 \, dr)\). We then define the space \(L^q L^s(\mathbb{R}^3)\), anisotropic in the radial and the angular variable, by the norm

\[\|f\|_{L^q_t L^s_r} = \left( \int_0^\infty \left( \int_{S^2} |f(r\theta)|^s \, d\theta \right)^\frac{q}{s} r^2 \, dr \right)^\frac{1}{q}\]

with the usual adaptations if \(r \) or \(s \) equals \(\infty\).

If \(Z\) is a function space over \(\mathbb{R}^3\) with norm \(\| \cdot \|_Z\), we define the time-weighted spaces \(L^q_Z(I_T, Z)\) by the norm

\[\|g\|_{L^q_Z} = \|t^\sigma g(t, x)\|_{L^q_Z}, \quad \|t^\sigma g(t, x)\|_{L^q_Z(\mathbb{R}^3)} \]

for any \(\sigma \geq 0\). If we want to point out the underlying time interval, we also write \(\| \cdot \|_{L^q_Z(I_T)}\). Note that if \(\sigma = 0\) this is the standard \(L^q(I_T, Z)\)-space. In this case we simply write \(\| \cdot \|_{L^q_Z}\) or \(\| \cdot \|_{L^q_Z}\) if there is no chance of confusion with the time weight.

We use the standard homogeneous Besov spaces \(\dot{B}^\mu_{q,2}(\mathbb{R}^3)\) as well as the Besov-type spaces \(\dot{B}^\mu_{q,s}(\mathbb{R}^3)\) and \(\dot{B}^\mu_{q_s,2}(I \times \mathbb{R}^3)\) defined by the norms

\[\|f\|_{\dot{B}^\mu_{q,2}} = \left( \sum_{k \in \mathbb{Z}} 2^{k\mu} \|P_k f\|_{L^q}^2 \right)^\frac{1}{2}\]

\[\|f\|_{\dot{B}^\mu_{q,s}} = \left( \sum_{k \in \mathbb{Z}} 2^{k\mu} \|P_k f\|_{L^q_t L^s_r}^2 \right)^\frac{1}{2}\]

\[\|g\|_{\dot{B}^\mu_{p,q_s,2}} = \left( \sum_{k \in \mathbb{Z}} 2^{k\mu} \|P_k g\|_{L^q_t L^s_r}^2 \right)^\frac{1}{2}\]

for \(\mu \in \mathbb{R}\), where we only work on the time intervals \(I = I_T\) or \(I = \mathbb{R}\). Again, if we want to point out the underlying time interval, we write \(\| \cdot \|_{\dot{B}^\mu_{q,s}}\). In the case \(q = s\) we also write \(\dot{B}^\mu_{p,q,2}(I \times \mathbb{R}^3) = \dot{B}^\mu_{p,q,2}(I \times \mathbb{R}^3)\).

We now fix \(0 < \varepsilon \ll 1\) for the rest of the paper and set

\[\frac{1}{q(\varepsilon)} = \frac{1}{4} + \frac{\varepsilon}{3} \quad \text{and} \quad \frac{1}{q(-\varepsilon)} = \frac{1}{4} - \frac{\varepsilon}{3}. \tag{2.3}\]

We further fix \(0 < \eta \ll 1\) and set \(\sigma = \frac{1}{2} - \eta\). For the construction of the solution of the Zakharov system we will employ the spaces
\[
X'_T(I_T \times \mathbb{R}^3) = \{u_{nl} \in C(I_T, H^1(\mathbb{R}^3)) : ||u_{nl}||_{X'_T} < \infty \}
\]

\[
Y'_T(I_T \times \mathbb{R}^3) = \{v_{nl} \in C(I_T, L^2(\mathbb{R}^3)) : ||v_{nl}||_{Y'_T} < \infty \}
\]
equipped with the norms

\[
||u_{nl}||_{X'_T} = ||u_{nl}||_{L^p_t H^1} + ||(\nabla)_{1/2} u_{nl}||_{L^2_t B^{\alpha}_{p,2}} + ||(\nabla)_{1/2} u_{nl}||_{L^2_t B^{\beta}_{q,2}}
\]

\[
||v_{nl}||_{Y'_T} = ||v_{nl}||_{L^p_t L^2}.
\]

**2.2. Normal form reduction for the Zakharov system**

We first note that in our proofs the term \( \bar{v}u \) can be treated in the same way as \( vu \) so that we drop the real part in (1.2) for convenience.

The Zakharov system (1.2) with final data \((u_+, v_+)\) can be rewritten as

\[
u(t) = e^{i\xi t} v + i \int_t^\infty e^{i(t-s)b(vu)(s)} \, ds,
\]

\[
u(t) = e^{i\xi t} v + i \int_t^\infty e^{i(t-s)|\nabla|(|\nabla|u^2)(s)} \, ds.
\]

In [18] the authors introduced a normal form transform for the Zakharov system. For the Schrödinger part it relies on the observation that the resonance function

\[
\omega_\xi(\xi - \eta, \eta) = |\xi|^2 + \omega |\xi - \eta| - |\eta|^2
\]
does not vanish on the support of \( \mathcal{P}_{XL} \) as we have \( \omega \sim |\xi - \eta| \sim |\xi| >> |\eta| \) for these \( \xi \) and \( \eta \). This implies that (2.5) is equivalent - at least for sufficiently smooth solutions - to

\[
u(t) = e^{i\xi t} v + i \int_t^\infty e^{i(t-s)|\nabla|(|\nabla|u^2)(s)} \, ds.
\]

where the bilinear Fourier multiplier \( \Omega_b \) is defined as

\[
\Omega_b(f, g) = \mathcal{F}^{-1} \int_{\mathbb{R}^3} \frac{\mathcal{P}_{XL}(\xi - \eta, \eta)}{\omega_\xi(\xi - \eta, \eta)} \hat{f}(\xi - \eta) \hat{g}(\eta) \, d\eta.
\]

We refer to Section 2 in [18] for the details. Note that the boundary term \( \Omega_b(v, u)(T) \) arising from integration by parts vanishes in \( H^1(\mathbb{R}^3) \) as \( T \to \infty \) for \((u, v)\) as in **Theorem 1.1**, see **Lemma 4.1** below. We further remark that in [18] a normal form transform is also applied to the wave part of the Zakharov system. Moreover, refinements of (2.6) are possible by identifying further nonresonant regimes, see e.g. [16]. Neither is necessary for our purposes so that we work with the simpler form (2.6).

**2.3. Time-weighted Strichartz estimates**

Strichartz estimates are an indispensable tool in order to estimate the nonlinearities. Since we are working with time weights, we also need time-weighted Strichartz
estimates. However, these variants follow from the unweighted estimates as was observed in [38] for \( L^p(I_T, L^q(\mathbb{R}^d)) \). We follow the argument from [38] to prove the following.

**Lemma 2.1.** Let \( T \geq 1, q, \tilde{q} \in [2, \infty) \), and \( \sigma \geq 0 \). Assume that \( X \) and \( Y \) are Banach spaces such that

\[
\left\| \int_t^\infty e^{i(t-s)\Lambda} f(s) \, ds \right\|_{L^q(I_T, X)} \leq \|f\|_{L^\tilde{q}(I_T, Y)}
\]

for all \( f \in L^\tilde{q}(I_T, Y) \) and \( T' \in I_T \). We then have

\[
\left\| t^{\sigma} \int_t^\infty e^{i(t-s)\Lambda} f(s) \, ds \right\|_{L^q(I_T, X)} \leq \|t^{\sigma} f(t)\|_{L^\tilde{q}(I_T, Y)}
\]

for all \( f \in L^\tilde{q}(I_T, Y) \).

**Proof.** In the case \( \sigma = 0 \) there is nothing to show so we assume \( \sigma > 0 \) in the following.

Take \( p \in [1, \infty) \). We write \( 1_{I_T} \) for the indicator function of \( I_T \) and set \( g(t) = (\sigma p)^{1/2} -^{t-s} \) for \( t \in I_T \). We then have

\[
t^{\sigma p} = T^{\sigma p} + \int_t^T g(\tau)^p \, d\tau = T^{\sigma p} + \|g(\tau)1_{I_T}(t)\|_{L^p(I_T)}^p. \tag{2.8}
\]

for all \( t \in I_T \). Combining (2.8) with Fubini’s theorem, we obtain for any measurable function \( h : I_T \to \mathbb{R} \)

\[
\|t^{\sigma} h(t)\|_{L^p(I_T;d\tau)} \leq \|T^{\sigma} h(t)\|_{L^p(I_T;d\tau)} + \|g(\tau)1_{I_T}(t)h(t)\|_{L^p(I_T;d\tau)} \leq T\|h\|_{L^p(I_T)} + \|g(\tau)\|_{L^p(I_T;d\tau)} \|h(t)\|_{L^p(I_T;d\tau)}. \tag{2.9}
\]

We now assume \( q < \infty \) and employ (2.9) with \( p = q \) and the assumption in order to infer

\[
\|t^{\sigma} \int_t^\infty e^{i(t-s)\Lambda} f(s) \, ds \|_{L^q(I_T, X)} \leq T\|T^{\sigma} \int_t^\infty e^{i(t-s)\Lambda} f(s) \, ds \|_{L^q(I_T, X)} \leq T\|f\|_{L^\tilde{q}(I_T, Y)} + \|g(\tau)\|_{L^q(I_T;d\tau)} \|f(t)\|_{L^\tilde{q}(I_T, Y)}.
\]

Using Minkowski’s inequality and (2.8), we thus arrive at

\[
\|t^{\sigma} \int_t^\infty e^{i(t-s)\Lambda} f(s) \, ds \|_{L^q(I_T, Y)} \leq T\|f\|_{L^\tilde{q}(I_T, Y)} + \|g(\tau)\|_{L^q(I_T;d\tau)} \|f(t)\|_{L^\tilde{q}(I_T, Y)} \leq T\|f\|_{L^\tilde{q}(I_T, Y)} + \|g(\tau)\|_{L^q(I_T;d\tau)} \|f(t)\|_{L^\tilde{q}(I_T, Y)}.
\]

In the case \( q = \infty \), the assumption implies

\[
\left\| \int_t^\infty e^{i(t-s)\Lambda} f(s) \, ds \right\|_{L^\tilde{q}(I_T, Y)} \leq T\|f\|_{L^\tilde{q}(I_T, Y)} \leq T\left( \int_t^\infty s^{\sigma q} \|f(s)\|_{L^\tilde{q}(I_T, Y)} \, ds \right)^{\frac{1}{q}}. \tag{2.10}
\]

for almost every \( t \in I_T \) and the assertion follows. \( \square \)
Choosing \( X \) and \( Y \) appropriately, we can extend known Strichartz respectively generalized Strichartz estimates to the time-weighted case. To that purpose we first recall that a pair \((q, r)\) is said to be Schrödinger admissible if
\[
2 \leq q, r \leq \infty, \quad \frac{2}{q} + \frac{3}{r} = \frac{3}{2}.
\]
We will also work with exponents from the extended range
\[
2 \leq q, r \leq \infty, \quad \frac{1}{q} \leq \frac{5}{2} \left( \frac{1}{2} - \frac{1}{r} \right), \quad (q, r) \neq \left( 2, \frac{10}{3} \right) \tag{2.11}
\]
We then obtain the following estimates.

**Proposition 2.2.** Let \( T \geq 1 \) and \( \sigma \geq 0 \).

(i). Let \((q, r)\) and \((\tilde{q}, \tilde{r})\) be Schrödinger admissible pairs. Then
\[
\left\| \int_t^\infty e^{itA}f(s) \ ds \right\|_{L^q_t L^{2r}_x} \lesssim \|f\|_{L^{q'}_t L^{2r'}_x}.
\]

(ii). Let \((\tilde{q}, \tilde{r})\) be Schrödinger admissible with \( \tilde{q} \neq 2 \). Then
\[
\left\| \int_t^\infty e^{itA}f(s) \ ds \right\|_{L^q_t L^{2r}_x} \lesssim \|f\|_{L^{q'}_t L^{2r'}_x}.
\]

(iii). Let \((q, r)\) be Schrödinger admissible and let \((\tilde{q}, \tilde{r})\) satisfy (2.11) with \( \tilde{q} \neq 2 \). Then
\[
\left\| \int_t^\infty e^{itA}f(s) \ ds \right\|_{L^q_t L^{2r}_x} \lesssim \|f\|_{L^{q'}_t L^{2r'}_x}.
\]

**Proof.** Part (i) follows from Lemma 2.1 and Strichartz estimates for admissible pairs, see [44].

For (ii) we first note that the triple \((2, q(\varepsilon), \frac{2}{1-r})\) satisfies the assumptions of Corollary 2.9 in [19], which yields
\[
\|e^{itA}P_0g\|_{L^2_t L^{q(\varepsilon)}_x L^\frac{2}{1-r}_y} \lesssim \|P_0g\|_{L^2}
\]
for all \( g \in L^2(\mathbb{R}^3) \). Applying this estimate to \( g = \int_T e^{-isA}f(s) \ ds \) and using Strichartz estimates for admissible pairs, we get
\[
\left\| \int_T e^{itA}P_0f(s) \ ds \right\|_{L^1_t L^q_x L^{r'}_y} \lesssim \left\| \int_T e^{-isA}P_0f(s) \ ds \right\|_{L^2} \lesssim \|P_0f\|_{L^{q'}(T, L^{r'})}. \tag{2.12}
\]

Rescaling to frequencies of size \( 2^k \), taking the \( L^2 \)-norm in \( k \), and employing the Christ-Kiselev lemma (see [45, 46]), we thus obtain the assertion.

Replacing the application of Strichartz estimates for admissible pairs in (2.12) by the dual estimate one obtains from Theorem 1.1 in [19], cf. [19, Corollary 2.11], we infer part (iii) in the same way. \( \square \)
Remark 2.3. The arguments from Lemma 2.1 and Proposition 2.2 also work for the half-wave group. However, for the half-wave group we only use the energy estimate, where the time-weighted version

$$\left\| \int_t^\infty e^{i\Delta (t-s)} f(s) \, ds \right\|_{L^\infty_t L^2} \leq \left\| f \right\|_{L^1_t L^2}$$

for all $f \in L^1_\sigma (I_T, L^2 (\mathbb{R}^3))$ is immediate, cf. (2.10).

In view of the large deviation estimate in Lemma 3.1 below, we will not be able to use $L^\infty$-norms in time for the linear solutions. We will avoid these $L^\infty$-norms by employing the following Sobolev embedding type estimates.

Lemma 2.4. Fix $T \geq 1$, $\mu \in \mathbb{R}$, and exponents $q \in [1, \infty)$ and $r \in (2, \infty)$.

i. Take $u_0 \in L^2 (\mathbb{R}^3)$ such that $u_0(t) = e^{i\mu t} u_0$ belongs to $L^q_\sigma (I_T, \dot{H}^{\mu+1/2}_r (\mathbb{R}^3))$. Then

$$\left\| \partial_t P_k u_i \right\|_{L^\infty_t \dot{H}^{\mu+1/2}_r} \leq 2^k \left\| P_k u_i \right\|_{L^q_t \dot{H}^{\mu+1/2}_r}$$

for all $k \in \mathbb{Z}$.

ii. Take $v_0 \in L^2 (\mathbb{R}^3)$ such that $v_0(t) = e^{i\mu t} |\nabla| v_0$ belongs to $\dot{B}^{\mu+1}_q (I_T \times \mathbb{R}^3)$. Then

$$\left\| \partial_t P_k u_i \right\|_{L^\infty \dot{B}^{\mu+1}_{q,r}} \leq 2^k \left\| P_k u_i \right\|_{L^q \dot{B}^{\mu+1}_{q,r}}.$$

Proof. (i) Let $k \in \mathbb{Z}$. Since $P_k u_i$ is smooth and $\left\| P_k u_i(t) \right\|_{L^r} \to 0$ as $t \to \infty$, we compute

$$\left\| P_k u_i(t) \right\|_{L^r}^q = \int_t^\infty \partial_t \left\| P_k u_i \right\|_{L^r}^q \, ds$$

$$= -q \int_t^\infty \left\| P_k u_i(s) \right\|_{L^r}^{q-r} \left\| \partial_s P_k u_i(s) \right\|_{L^r}^{r-2} \text{Re}(P_k u_i(s) \partial_s \overline{P_k u_i(s)}) \, dx \, ds$$

$$\leq t^{-q} \int_t^\infty s^{q \sigma} \left\| P_k u_i(s) \right\|_{L^r}^{\sigma - 1} \left\| \partial_s P_k u_i(s) \right\|_{L^r} \, ds.$$ 

Using that $u_i$ is a solution of the linear Schrödinger equation and thus

$$\left\| \partial_t P_k u_i \right\|_{L^r} = \left\| \Delta P_k u_i \right\|_{L^r} \leq 2^k \left\| P_k u_i \right\|_{L^r},$$

we infer

$$t^\sigma \left\| P_k u_i(t) \right\|_{L^r} \leq 2^k \left\| P_k u_i \right\|_{L^\infty_t \dot{H}^{\mu+1/2}_r}.$$ 

Taking the $L^\infty$-norm in time, the assertion now follows.

(ii) As in (i) we derive

$$\left\| P_k v_i(t) \right\|_{L^r} \leq 2^k \left\| P_k v_i \right\|_{L^\infty \dot{B}^{\mu+1}_{q,r}}$$

for all $k \in \mathbb{Z}$. Multiplying with $2^k$, taking the $L^2$-norm in $k$ and then the $L^\infty$-norm in $t$, we obtain the assertion. □
3. Linear estimates with randomized data

In this section we prove improved space-time estimates for the linear solutions of the Schrödinger and half-wave equation with physical-space respectively angular randomized data.

3.1. Probabilistic estimates

We start by collecting two probabilistic results. The first one is a crucial tool in the proof of randomization improved estimates. This large deviation estimate can be found in Lemma 3.1 in [27].

Lemma 3.1. Let \((X_k)_{k \in \mathbb{N}}\) be a sequence of independent, real-valued, zero-mean random variables on a probability space \((\Omega, \mathcal{A}, \mathbb{P})\) whose distributions \((\mu_k)_{k \in \mathbb{N}}\) satisfy (1.6). Then there is a constant \(C > 0\) such that

\[
\left\| \sum_{k \in \mathbb{N}} c_k X_k \right\|_{L^\beta(\Omega)} \leq C \beta \left( \sum_{k \in \mathbb{N}} |c_k|^2 \right)^{\frac{1}{2}}
\]

for all \(\beta \in [2, \infty)\) and \((c_k)_{k \in \mathbb{N}} \in l^p(\mathbb{N})\).

The next lemma is taken from [37, Lemma 2.4], see [47, Lemma 4.5] or [48, Lemma 2.2] for a proof.

Lemma 3.2. Let \(F\) be a measurable function on a probability space \((\Omega, \mathcal{A}, \mathbb{P})\). Assume that there are constants \(C, A > 0\) and \(\beta_0 \geq 1\) such that

\[
\|F\|_{L^\beta(\Omega)} \leq C \beta A
\]

for all \(\beta \geq \beta_0\). Then there are constants \(C', c > 0\) such that

\[
\mathbb{P}(\omega \in \Omega : |F(\omega)| > \lambda) \leq C' e^{-c \lambda^2 A^{-2}}
\]

for all \(\lambda > 0\).

3.2. The linear Schrödinger equation with physical-space randomized data

We first show improved space-time estimates for the solution of the linear Schrödinger equation with data randomized in physical space as in (1.7). In a first step we note that the Littlewood-Paley operators do not commute with the physical-space randomization. We will thus need the following estimates. Similar ones have already appeared in [32, 33].

Lemma 3.3. Let \(1 \leq p < \infty, k, j \in \mathbb{N}\) with \(|k - j| \geq 5, l, l' \in \mathbb{Z}^3, D > 0,\) and \((\psi_m)_{m \in \mathbb{Z}^3}\) the partition of unity introduced in (1.5). We then have

\[
\|\psi_l P_k(\psi_{l'} f)\|_{L^p} + \|\psi_l P_{\leq 5}(\psi_{l'} f)\|_{L^p} \leq D (l - l')^{-D} \|f\|_{L^p},
\]

(3.1)

\[
\|P_k(\psi_{l'} f)\|_{L^p} \leq D 2^{-Dk} 2^{-Dj} \|f\|_{L^p},
\]

(3.2)

\[
\|P_k(\psi_{l} P_{\leq k-s} f)\|_{L^p} \leq D 2^{-Dk} \|f\|_{L^p}
\]

(3.3)

for all \(f \in L^p(\mathbb{R}^3),\) where the implicit constants are independent of \(j, k, l,\) and \(l'.\)
The proof of Lemma 3.3 is straightforward. We provide the details in Appendix A for the convenience of the reader.

The previous lemma now implies the following result which fits to our applications.

**Corollary 3.4.** Let $p \in [2, \infty)$, $f \in H^1(\mathbb{R}^3)$, and $(\psi_l)_{l \in \mathbb{Z}^3}$ the partition of unity introduced in (1.5). We then have the estimate

$$
\|(1 + 2^k)^{\frac{1}{2}} P_k(\psi_l f)\|_{L^2 L^2_x} \lesssim \|f\|_{H^s}.
$$

**Proof.** We first note that in the case $k \leq 4$ we get

$$
\|P_k(\psi_l f)\|_{L_t^2 L_x^2} \lesssim 2^{3k(1 - \frac{1}{2})} \|P_k(\psi_l f)\|_{L_t^2 L_x^2} \lesssim 2^{3k} \|\psi_l f\|_{L_t^2 L_x^2} \lesssim 2^{3k} \|\psi_l f\|_{L_t^2 L_x^2}.
$$

where we used Bernstein’s and Hölder’s inequality as well as $|\text{supp} \psi_l| \leq 1$ for all $l \in \mathbb{Z}^3$. Next we fix an integer $k \geq 5$. We first note that

$$
\|P_k(\psi_l f)\|_{L_t^2 L_x^2} \lesssim \|P_k(\psi_l \tilde{P}_k f)\|_{L_t^2 L_x^2} + \sum_{|l| \geq 5} \|P_k(\psi_l P_j f)\|_{L_t^2 L_x^2} + \|P_k(\psi_l P_{\leq 0} f)\|_{L_t^2 L_x^2}.
$$

For the first term on the right-hand side we simply apply Hölder’s inequality as above to deduce

$$
\|P_k(\psi_l \tilde{P}_k f)\|_{L_t^2 L_x^2} \lesssim \|\psi_l \tilde{P}_k f\|_{L_t^2 L_x^2} \lesssim \|\tilde{P}_k f\|_{L_t^2 L_x^2}.
$$

For $j \in \mathbb{N}$ with $|j - k| \geq 5$ we employ Lemma 3.3 to derive

$$
\|P_k(\psi_l P_j f)\|_{L_t^2 L_x^2} \lesssim \sum_{l' \in \mathbb{Z}^3} \|P_k(\psi_l P_j(\psi_l f))\|_{L_t^2 L_x^2} \lesssim \sum_{l' \in \mathbb{Z}^3} 2^{-2k} 2^{-j} \langle x - l' \rangle^{-20} \|\psi_l f\|_{L_t^2 L_x^2},
$$

for all $l \in \mathbb{Z}^3$, where $\tilde{\psi}_l = \sum_{m \in \mathbb{Z}^3, |m| \leq 4} \psi_m$ equals 1 on the support of $\psi_l$. Using $\langle x - l \rangle \leq \langle x' - l \rangle$ for all $x \in \text{supp} \tilde{\psi}_l$, Hölder’s inequality, and $|\text{supp} \tilde{\psi}_l| \leq 1$ for all $l' \in \mathbb{Z}^3$, we thus obtain

$$
\|P_k(\psi_l P_j f)\|_{L_t^2 L_x^2} \lesssim \sum_{l' \in \mathbb{Z}^3} 2^{-2k} 2^{-j} \langle x - l' \rangle^{-10} \|\psi_l f\|_{L_t^2 L_x^2} \lesssim \sum_{l' \in \mathbb{Z}^3} 2^{-2k} 2^{-j} \langle x - l' \rangle^{-10} \|\psi_l f\|_{L_t^2 L_x^2} \lesssim \sum_{l' \in \mathbb{Z}^3} 2^{-2k} 2^{-j} \langle x - l' \rangle^{-10} \|\psi_l f\|_{L_t^2 L_x^2}.
$$

for all $l \in \mathbb{Z}^3$. Taking the $L^2$-norm in $l$ and summing over $j$, we arrive at

$$
\sum_{j \in \mathbb{N}} \|P_k(\psi_l P_j f)\|_{L_t^2 L_x^2} \lesssim 2^{-k} \|f\|_{L_t^2 L_x^2}.
$$
The same arguments also yield

$$\| P_k(\psi f) \|_{L^q_t L^r_x} \leq 2^{-2k} \| f \|_{L^2_x}.$$  

In view of (3.5), we have thus shown

$$\| P_k(\psi f) \|_{L^q_t L^r_x} \leq \| \hat{P}_k f \|_{L^2_x} + 2^{-2k} \| f \|_{L^2_x}$$  

for every $k \geq 5$. Multiplying (3.4) and (3.6) with $(1 + 2^{2k})^{\frac{3}{2}}$ and taking the $L^2$-norm in $k$ over $k \leq 4$ respectively $k \geq 5$, the assertion now follows.

We finally turn our attention to the randomization improved space-time estimate. The key point is that the randomization in physical space allows us to apply the dispersive estimate although the data only belongs to $L^2$.

**Proposition 3.5.** Fix $T \geq 1$. Take $q,r \in [2,\infty)$ and $\mu > 0$ such that

$$\frac{3}{2} - \frac{1}{q} - \frac{3}{r} - \mu > 0.$$  

Take $u_+ \in H^1(\mathbb{R}^3)$ and let $u_+^{\alpha}$ be its physical-space randomization from (1.7). Then there is a constant $C > 0$ such that

$$\| \langle \nabla \rangle e^{it\Delta} u_+^{\alpha} \|_{L^q_t L^r_x B_{\infty,2}^0(T)} \leq C \sqrt{\beta} T^{-\frac{1}{2} + \frac{1}{q} + \frac{1}{r} + \mu} \| u_+ \|_{H^1}$$  

for all $\beta \in [1,\infty)$.

**Proof.** Since $\Omega$ is a probability space, it is enough to prove the assertion for all $\beta \in [\max\{q,r\},\infty)$. Using Minkowski’s inequality, Lemma 3.1, and the dispersive estimate, we deduce

$$\| \langle \nabla \rangle e^{it\Delta} u_+^{\alpha} \|_{L^q_t L^r_x B_{\infty,2}^0(T)} \leq \left\| \left( \sum_{k \in \mathbb{Z}} (1 + 2^{2k}) \| e^{it\Delta} P_k u_+^{\alpha} \|^2_{L^2_t} \right)^{\frac{1}{2}} \right\|_{L^q_t L^r_x B_{\infty,2}^0(T)}$$  

$$\leq \| (1 + 2^{2k})^{\frac{3}{2}} \| \left\| \sum_{l \in \mathbb{Z}^3} X_l e^{it\Delta} P_k(\psi_l u_+) \|_{L^q_t L^r_x B_{\infty,2}^0(T)} \right\|_{L^q_t L^r_x B_{\infty,2}^0(T)}$$  

$$\leq \sqrt{\beta} \| \langle 1 + 2^{2k} \rangle \| e^{it\Delta} P_k(\psi_1 u_+) \|_{L^q_t L^r_x B_{\infty,2}^0(T)}$$  

$$\leq \sqrt{\beta} \| \langle 1 + 2^{2k} \rangle \| e^{it\Delta} P_k(\psi_{l+1} u_+) \|_{L^q_t L^r_x B_{\infty,2}^0(T)}$$  

$$\leq \sqrt{\beta} \| \langle 1 + 2^{2k} \rangle \| \| P_k(\psi_{l+1} u_+) \|_{L^q_t L^r_x B_{\infty,2}^0(T)} \right\|_{L^q_t L^r_x B_{\infty,2}^0(T)}$$  

$$\leq \sqrt{\beta} T^{-\frac{1}{2} + \frac{1}{q} + \frac{1}{r} + \mu} \| (1 + 2^{2k})^{\frac{3}{2}} \| P_k(\psi_{l+1} u_+) \|_{L^q_t L^r_x B_{\infty,2}^0(T)} \right\|_{L^q_t L^r_x B_{\infty,2}^0(T)} \leq \sqrt{\beta} T^{-\frac{1}{2} + \frac{1}{q} + \frac{1}{r} + \mu} \| u_+ \|_{H^1},$$

where we applied Corollary 3.4 in the last line.  

**3.3. The linear half-wave equation with angular randomized data**

We next show the improved space-time estimates for the half-wave group with data randomized in the angular variable as in (1.13). We combine the proof of [39, Proposition 1.2] with the additional observation that this angular randomization does
not only extend the range of space-time exponents \((p, q)\), but that we also obtain arbitrary high integrability in the angular variable.

**Proposition 3.6.** Take \(p, q, s \in [2, \infty)\) such that \((p, q)\) satisfies
\[
\frac{1}{p} + \frac{2}{q} < 1.
\]

Take \(v_+ \in L^2(\mathbb{R}^3)\) and let \(v_+^o\) be its angular randomization from (1.13). Then there is a constant \(C > 0\) such that
\[
\| e^{i\varepsilon t |\nabla| v_+^o} \|_{L^p_t H^s_y L^q_t} \leq C \sqrt{\beta} \| v_+ \|_{L^2}
\]
for all \(\beta \in [1, \infty)\).

**Proof.** Using that \(\Omega\) is a probability space, we only have to show the assertion for \(\beta \in [\max\{p, q, s\}, \infty)\).

The constant \(\varepsilon\) is irrelevant for the proof so that we set \(\varepsilon = 1\) to ease the notation a bit. We again write \(g_m = (P_m v_+)_{2^{-m}}\) for the rescaled Littlewood-Paley blocks of \(v_+\) used in the definition of the angular randomization.

By scaling and an application of Minkowski’s inequality it is enough to show
\[
\| e^{i\varepsilon t |\nabla| g_m^o} \|_{L^p_t H^s_y L^q_t} \leq C \sqrt{\beta} \| g_m \|_{L^2}
\]
for all \(m \in \mathbb{Z}\), where \(g_m^o\) is defined in (1.10). Fix \(m \in \mathbb{Z}\).

In view of (1.9), (1.10), and (1.12), we have the representation
\[
e^{i\varepsilon t |\nabla| g_m^o(r\theta)} = \sum_{k, l} a_k r^{\frac{1}{2}} Y_{m, k, l}^m(\omega) b_{k, l}(\theta) \int_0^\infty e^{i\varepsilon t \varphi_{k, l}(\rho)} J_{2^{-m}}(\rho \rho^2) \, d\rho
\]
with \(r \in (0, \infty)\) and \(\theta \in S^2\). Here and in the following we write \(\sum_{k, l}\) for the sum over \(l \in \{1, \ldots, N_k\}\) and \(k \in \mathbb{N}_0\) as well as \(\| \cdot \|_{L^p_t H^s_y L^q_t}\) for the corresponding \(L^p\)-norm.

Using Minkowski’s inequality, Lemma 3.1, and property (1.8) of the good frame, we obtain
\[
\| e^{i\varepsilon t |\nabla| g_m^o} \|_{L^p_t H^s_y L^q_t} \leq \sqrt{\beta} \| r^{-\frac{1}{2}} b_{k, l}(\theta) \|_L^\infty \| e^{i\varepsilon t \varphi_{k, l}(\rho)} J_{2^{-m}}(\rho \rho^2) \|_{L^p_t H^s_y L^q_t}
\]
\[
\leq \sqrt{\beta} \| r^{-\frac{1}{2}} \int_0^\infty e^{i\varepsilon t \varphi_{k, l}(\rho)} J_{2^{-m}}(\rho \rho^2) \, d\rho \|_{L^p_t H^s_y L^q_t},
\]
where the implicit constant is independent of \(\beta\). Next we recall that \(g_m\) has unit frequency so that \(\varphi_{k, l}\) is supported in \(\{\rho \in (0, \infty) : \frac{1}{2} < \rho < 2\}\), for all \(l, k\). We can thus write \(\varphi_{k, l}\) as a Fourier series in \(L^2(0, 4)\), which yields
\[
\varphi_{k, l}(\rho) = \sum_{n \in \mathbb{Z}} c_{k, l, n} e^{i n \rho}.
\]
Consequently, we get
\[
r^{-\frac{1}{2}} \int_0^\infty e^{i\varepsilon t \varphi_{k, l}(\rho)} J_{2^{-m}}(\rho \rho^2) \, d\rho = \sum_{n \in \mathbb{Z}} c_{k, l, n} r^{-\frac{1}{2}} e^{i n \rho} J_{2^{-m}}(\rho \rho^2)
\]
with
\[
\psi^k_{t+\frac{\pi}{2n}}(r) = \int_0^{\infty} e^{i(t+\frac{\pi}{2}n)\rho} J_{\frac{3k+1}{2}}(r\rho) \chi(\rho) \, d\rho,
\]
where we absorbed $\rho^2$ in the smooth bump function $\chi$ which is supported in $(0, 4)$. The asymptotic properties of the functions $\psi^k_{t+\frac{\pi}{2n}}$ derived in Proposition 4.1 in [49] yield
\[
\left| \sum_{n \in \mathbb{Z}} r^{-\frac{1}{2}} \psi^k_{t+\frac{\pi}{2n}}(r) \right| 
\leq \sum_{n \in \mathbb{Z}} \frac{1}{(1 + |t + \frac{\pi}{2} n|)(1 + |r - |t + \frac{\pi}{2} n||)^{\frac{3}{2}}} \left[ \frac{1}{(1 + |r - |t + \frac{\pi}{2} n||)^{\frac{3}{2}}} + R(k, t + \frac{\pi}{2} n, r) \right]
\]
with
\[
\sum_{n \in \mathbb{Z}} \frac{1}{1 + |r - |t + \frac{\pi}{2} n||} R^2(k, t + \frac{\pi}{2} n, r) \leq 1,
\]
where the implicit constants are independent of $l$, $k$ and $r$. See (5.11), (5.12), and (5.13) in [49] for the details.

Applying the Cauchy-Schwarz inequality, we thus get
\[
\left| \sum_{n \in \mathbb{Z}} c_{k,l}^{m,n} r^{-\frac{1}{2}} \psi^k_{t+\frac{\pi}{2n}}(r) \right|_{L^\infty_r} \leq \left( \sum_{n \in \mathbb{Z}} \frac{|c_{k,l}^{m,n}|^2}{(1 + |t + \frac{\pi}{2} n|)^{\frac{3}{2}}} \right)^{\frac{1}{2}}
\]
and therefore
\[
\left| \int_0^{\infty} e^{i\rho \tilde{c}_{k,l}^{m}(\rho)} J_{\frac{3k+1}{2}}(r\rho) \rho^\frac{3}{2} \, d\rho \right|_{L^2_r} \leq \left( \sum_{n \in \mathbb{Z}} \frac{|c_{k,l}^{m,n}|^2}{(1 + |t + \frac{\pi}{2} n|)^{\frac{3}{2}}} \right)^{\frac{1}{2}}.
\] (3.10)

On the other hand, the energy estimate implies
\[
\left| \int_0^{\infty} e^{i\rho \tilde{c}_{k,l}^{m}(\rho)} J_{\frac{3k+1}{2}}(r\rho) \rho^\frac{3}{2} \, d\rho \right|_{L^2_r} = \left| b_{k,l}(\theta)r^{-\frac{1}{2}} \int_0^{\infty} e^{i\rho \tilde{c}_{k,l}^{m}(\rho)} J_{\frac{3k+1}{2}}(r\rho) \rho^\frac{3}{2} \, d\rho \right|_{L^2_r} \leq \left| \tilde{c}_{k,l}^{m}(\rho) b_{k,l}(\theta) \right|_{L^2_r} \leq \frac{\left( \sum_{n \in \mathbb{Z}} |c_{k,l}^{m,n}|^2 \right)^{\frac{1}{2}}}{|\theta|},
\] (3.11)
where we again used that $\text{supp} \tilde{c}_{k,l}^{m} \subseteq \{ \rho \in (0, \infty) : \frac{1}{2} < \rho < 2 \}$ and Plancherel's theorem.

Interpolating between (3.10) and (3.11) for fixed time $t$ (see e.g. [50]), we infer
\[
\left| \int_0^{\infty} e^{i\rho \tilde{c}_{k,l}^{m}(\rho)} J_{\frac{3k+1}{2}}(r\rho) \rho^\frac{3}{2} \, d\rho \right|_{L^2_r} \leq \left( \sum_{n \in \mathbb{Z}} \frac{|c_{k,l}^{m,n}|^2}{(1 + |t + \frac{\pi}{2} n|)^{\frac{3}{2}}} \right)^{\frac{1}{2}}.
\]
Hence, using Minkowski’s inequality and the assumption $\frac{1}{p} + \frac{2}{q} < 1$, we get

$$\left\| r^{-\frac{1}{2}} \int_0^\infty e^{it \rho^m_{k_i} (\rho)} \rho^\frac{2}{m} \, d\rho \right\|_{L^p_t L^q_x} \leq \left\| \rho^m_{k_i} \right\|_{L^r_x} \leq \left\| \rho^m_{k_i} \right\|_{L^2_x} \leq \left\| \rho^m_{k_i} \right\|_{L^\infty_x}.$$ 

Inserting this estimate into (3.8) and employing (1.11), we finally conclude

$$\left\| e^{it \sum_{k_i} \rho^m_{k_i} (\rho)} \right\|_{L^2_t L^q_x} \leq \sqrt{\frac{\beta}{m}} \left\| \rho^m_{k_i} \right\|_{L^2_x} \leq \sqrt{\frac{\beta}{m}} \left\| \rho^m_{k_i} \right\|_{L^\infty_x},$$

implying the assertion.

4. Multilinear estimates for the Zakharov system

We now prove the multilinear estimates for the nonlinear terms appearing in (2.6). In view of the application of these estimates in the proof of Theorem 1.1, we decompose $u = u_{li} + u_{nl}$ and $v = v_{li} + v_{nl}$, where $u_{li}$ and $v_{li}$ are linear solutions of the Schrödinger respectively half-wave equation. Note that $u_{li}$ and $v_{li}$ will be linear solutions with randomized data satisfying the improved bounds from Section 3 when we apply these estimates. In particular, we use different norms for $u_{li}$ and $u_{nl}$ respectively $v_{li}$ and $v_{nl}$ so that the different interactions often have to be treated separately.

4.1. Boundary terms

In order to estimate the boundary terms $\Omega_b$ which were defined in (2.7), we introduce the bilinear operators

$$T_m(f, g)(x) = \int_{\mathbb{R}^6} m(\xi, \eta) \hat{f}(\xi) \hat{g}(\eta) e^{i \xi^\dagger + \eta^\dagger} \, d\xi \, d\eta \quad (x \in \mathbb{R}^3) \tag{4.1}$$

for $m \in L^\infty(\mathbb{R}^6)$ and $f, g \in \mathcal{S}(\mathbb{R}^3)$.

The following Coifman-Meyer-type bilinear multiplier estimate was proven in [18, Lemma 3.5].

**Lemma 4.1.** Let $m \in C^\infty(\mathbb{R}^6)$ be bounded and assume that there are constants $C_{\alpha, \beta} > 0$ such that

$$|\partial_\xi^\alpha \partial_\eta^\beta m(\xi, \eta)| \leq C_{\alpha, \beta} |\xi|^{-|\alpha|} |\eta|^{-|\beta|}$$

for all $\xi, \eta \in \mathbb{R}^3$ and $\alpha, \beta \in \mathbb{N}_0^3$. Take $p, q, r \in [1, \infty]$ with $\frac{1}{r} = \frac{1}{p} + \frac{1}{q}$.

Then there is a constant $C > 0$ such that

$$\left\| T_m(P_{k_1} f, P_{k_2} g) \right\|_{L^r_x} \leq C \left\| P_{k_1} f \right\|_{L^p_x} \left\| P_{k_2} g \right\|_{L^q_x}$$

for all $f \in L^p(\mathbb{R}^3)$, $g \in L^q(\mathbb{R}^3)$, and $k_1, k_2 \in \mathbb{Z}$, where $T_m$ is the operator defined in (4.1).

We also use $\left\| (\nabla) P_k f \right\|_{L^r_t L^q_x} \sim (1 + 2^k)^2 \left\| P_k f \right\|_{L^r_t L^q_x}$ without further reference in the following see [20].

**Lemma 4.1** can be applied to the bilinear operator $\Omega_b$. It shows that, roughly speaking, $\Omega_b$ acts like

$$\Omega_b(f, g) \sim |\nabla|^{-1} (\nabla)^{-1}(fg)_{XL}.$$
We obtain the following estimates for the boundary terms in the $X_T^\sigma$-norm, which was introduced in \eqref{eq:4.4}.

**Lemma 4.2.** Fix $T \geq 1$ and let $0 < \eta \leq r$. Take $u_0, v_0 \in L^2(\mathbb{R}^3)$ with $\|u_0\|_{L^2} + \|v_0\|_{L^2} \leq r$ such that $u_{0i}(t) = e^{i\Delta}u_0$ and $v_{0i}(t) = e^{i\alpha|\nabla|}v_0$ satisfy
\[
\|\langle \nabla \rangle u_{0i}\|_{L^2_t\dot{B}^\sigma_{2,2}(I_T)} + \|\langle \nabla \rangle v_{0i}\|_{L^2_t\dot{B}^\sigma_{2,2}(I_T)} + \|v_{0i}\|_{L^2_t\dot{B}^{\sigma-1,\frac{2}{3}}_{q,q}(I_T)} \leq \eta.
\]

We then have the estimates
\[
\|\Omega_\delta(v_{0i}, u_{0i})\|_{X_T^\sigma} \leq \eta r, \quad (4.2)
\]
\[
\|\Omega_\delta(v_{0i}, u_{0i})\|_{X_T^\sigma} \leq \eta \|v_{0i}\|_{L^\infty L^2}, \quad (4.3)
\]
\[
\|\Omega_\delta(v_{0i}, u_{0i})\|_{X_T^\sigma} \leq \eta \|\langle \nabla \rangle u_{0i}\|_{L^2_tL^2 \cap L^2_t\dot{B}^\sigma_{q,q}}, \quad (4.4)
\]
\[
\|\Omega_\delta(v_{0i}, u_{0i})\|_{X_T^\sigma} \leq T^{-\sigma} \|v_{0i}\|_{L^\infty L^2} \|\langle \nabla \rangle u_{0i}\|_{L^\infty L^2 \cap L^2_t\dot{B}^\sigma_{q,q}}, \quad (4.5)
\]
for all $u_{0i} \in L^\infty(I_T; H^1(\mathbb{R}^3)) \cap \langle \nabla \rangle^{-1} L^2(I_T; \dot{B}^0_{\infty,2}(\mathbb{R}^3))$ and $v_{0i} \in L^\infty(I_T; L^2(\mathbb{R}^3))$.

**Proof.** We first note that $|\nabla|\langle \nabla \rangle\Omega_\delta(\cdot, \cdot)$ is a bilinear multiplier whose symbol
\[
m(\xi, \eta) = \frac{|\xi + \eta||\xi + \eta|}{|\xi + \eta|^2 + \lambda|\xi| - |\eta|^2}
\]
satisfies the assumptions of Lemma 4.1, as a straightforward computation shows.

We start by proving \eqref{eq:4.2}-\eqref{eq:4.5} for the $L^\infty_tH^1$-component of the $X_T^\sigma$-norm. For fixed $t \in [T, \infty)$, we employ dyadic decomposition, Sobolev’s embedding and Lemma 4.1 to estimate
\[
\|\langle \nabla \rangle \Omega_\delta(v(t), u_{0i}(t))\|_{L^2} \leq \left( \sum_{k \in \mathbb{Z}} \|\langle \nabla \rangle \Omega_\delta(P_k v(t), P_{k-\sigma} u_{0i}(t))\|_{L^2}^2 \right)^{\frac{1}{2}}
\]
\[
\leq \left( \sum_{k \in \mathbb{Z}} \left( \sum_{k_1 \leq k-5} \|\langle \nabla \rangle \Omega_\delta(P_k v(t), P_{k_1} u_{0i}(t))\|_{L^2}^2 \right)^{\frac{1}{2}} \right.
\]
\[
\leq \left( \sum_{k \in \mathbb{Z}} \left( \sum_{k_1 \leq k-5} \|P_k v(t)\|_{L^2}^2 \|P_{k_1} u_{0i}(t)\|_{L^2}^2 \right)^{\frac{1}{2}} \right.
\]
\[
\leq \|v(t)\|_{L^2} \sum_{k_1 \in \mathbb{Z}} (1 + 2^{2k_1} - \frac{1}{2}) \|\langle \nabla \rangle P_{k_1} u_{0i}(t)\|_{L^2}.
\]

Taking the $L^\infty_t$-norm and employing Lemma 2.4 (i), we thus obtain
\[
\|\Omega_\delta(v, u_{0i})\|_{L^\infty_tH^1} \leq \|v\|_{L^\infty_t L^2} \sum_{k_1 \in \mathbb{Z}} (1 + 2^{2k_1} - \frac{1}{2}) \|\langle \nabla \rangle P_{k_1} u_{0i}\|_{L^\infty_tL^2}
\]
\[
\leq \|v\|_{L^\infty_t L^2} \sum_{k_1 \in \mathbb{Z}} (1 + 2^{2k_1} - \frac{1}{2}) \|\langle \nabla \rangle P_{k_1} u_{0i}\|_{L^\infty_tL^2} \leq \eta \|v\|_{L^\infty_t L^2}.
\]

Setting $v = v_{0i}$ respectively $v = v_{0n}$, we obtain the $L^\infty_tH^1$-estimate in \eqref{eq:4.2} and \eqref{eq:4.3}. Using dyadic decomposition and Lemma 4.1 again, we get
\[
\|\langle \nabla \rangle \Omega_b(v(t), u_{nl}(t))\|_{L^2} \leq \left( \sum_{k \in \mathbb{Z}} \|\langle \nabla \rangle \Omega_b(P_k v(t), P_{\leq k-5} u_{nl}(t))\|_{L^2}^2 \right)^{\frac{1}{2}}
\]

for fixed \( t \in [T, \infty) \). Since \( \|v_{nl}(t)\|_{B_{k,2}^{1}} \leq \|v_{nl}(t)\|_{L^2} \), we obtain

\[
\|\Omega_b(v_{nl}, u_{nl})\|_{L^\infty H^1} \leq \|v_{nl}\|_{L^\infty L^2} \|u_{nl}\|_{L^\infty H^1} \leq T^{-\sigma} \|v_{nl}\|_{L^\infty L^2} \|u_{nl}\|_{L^\infty H^1},
\]

while \( \|v(t)\|_{B_{k,2}^{1}} \leq \|v(t)\|_{B_{k,2}^{1}} \) combined with Lemma 2.4 (ii) yields

\[
\|\Omega_b(v(t), u_{nl})\|_{L^\infty H^1} \leq \|v(t)\|_{L^\infty L^2} \|u_{nl}\|_{L^\infty H^1} \leq \eta \|u_{nl}\|_{L^\infty H^1},
\]

We conclude that also (4.4) and (4.5) hold for the \( L^\infty H^1 \)-norm on the left-hand side. For the \( (\langle \nabla \rangle)^{-1} L^2 B_{k,2}^{0} \) component of the \( X_{k}^{\tau} \)-norm we estimate

\[
\|\langle \nabla \rangle \Omega_b(v, u)\|_{L^2 B_{k,2}^{0}} \leq \left( \sum_{k \in \mathbb{Z}} \|\langle \nabla \rangle \Omega_b(P_k v, P_{\leq k-5} u)\|_{L^2}^2 \right)^{\frac{1}{2}}
\]

Arguing as in (4.6) and (4.7) for \( v = v_{nl} \) respectively \( v = v_{li} \) and replacing \( u \) by \( u_{li} \) respectively \( u_{nl} \), we obtain (4.2)-(4.5) for the \( (\langle \nabla \rangle)^{-1} L^2 B_{k,2}^{0} \) component of the norm on the left-hand side.

It remains to treat the \( (\langle \nabla \rangle)^{-1} L^2 B_{k,2}^{0} \) component of the \( X_{k}^{\tau} \)-norm. Here we first employ Hölder’s inequality on the sphere and then Lemma 4.1 to infer

\[
\|\langle \nabla \rangle \Omega_b(v, u)\|_{L^2 B_{k,2}^{0} (\overline{\Omega}, \frac{1}{p} \overline{q}, \frac{1}{2})} \leq \left( \sum_{k \in \mathbb{Z}} 2^{2k(\frac{1}{2} + \sigma)} \|\langle \nabla \rangle \Omega_b(P_k v, P_{\leq k-5} u)\|_{L^2 (\overline{\Omega})}^2 \right)^{\frac{1}{2}}
\]

For \( v = v_{li} \), Lemma 2.4 (ii) implies

\[
\|\langle \nabla \rangle \Omega_b(v_{li}, u)\|_{L^2 B_{k,2}^{0} (\overline{\Omega}, \frac{1}{p} \overline{q}, \frac{1}{2})} \leq \|v_{li}\|_{B_{k,2}^{1}} \|\langle \nabla \rangle u\|_{L^2 B_{k,2}^{0}},
\]

In the case \( v = v_{nl} \), we exploit \( \|v_{nl}\|_{L^\infty B_{k,2}^{1}} \leq \|v_{nl}\|_{L^\infty L^2} \) to deduce

\[
\|\langle \nabla \rangle \Omega_b(v_{nl}, u)\|_{L^2 B_{k,2}^{0} (\overline{\Omega}, \frac{1}{p} \overline{q}, \frac{1}{2})} \leq \|v_{nl}\|_{L^\infty L^2} \|\langle \nabla \rangle u\|_{L^2 B_{k,2}^{0}}
\]

\[
\leq T^{-\sigma} \|v_{nl}\|_{L^\infty L^2} \|\langle \nabla \rangle u\|_{L^2 B_{k,2}^{0}}.
\]
Proof. We first prove estimates (4.8)-(4.11) for the \( L^2 B^{1+\varepsilon}_2 \)-component of the norm on the left-hand side.

### 4.2. Quadratic terms

We next estimate the quadratic nonlinearities. We recall that, as discussed in the introduction, the \( v_{li}u_{nl} \) component of the quadratic nonlinearity is the most difficult term. To estimate it, we exploit the interplay of the physical-space and the angular randomization which shows itself in the available norms here. Moreover, we recall the abbreviation \( (vu)_R = (vu)_{LH+HH+2L} \) from Section 2.1.

**Lemma 4.3.** Fix \( T \geq 1 \) and let \( r, \eta > 0 \). Take \( u_0, v_0 \in L^2(\mathbb{R}^3) \) with \( ||u_0||_L^2 + ||v_0||_L^2 \leq r \) such that \( u_{li}(t) = e^{i\xi t}u_0 \) and \( v_{li}(t) = e^{i|\xi|v_0} \) satisfy

\[
\|[\langle \nabla \rangle u_{li}]_{L^2 B^{1+\varepsilon}_2(I_T)} + ||v_{li}||_{L^2 B^{1+\varepsilon}_2((\xi), B^{0,2}_6(\mathbb{R}^3))} \leq \eta.
\]

We then have the estimates

\[\left\| \int_t^\infty e^{i(t-s)\Delta} (v_{li}u_{nl})_R \, ds \right\|_{X^0_T} \leq \eta r, \quad (4.8)\]

\[\left\| \int_t^\infty e^{i(t-s)\Delta} (v_{nl}u_{li})_R \, ds \right\|_{X^0_T} \leq \eta ||v_{nl}||_{L^\infty L^2}, \quad (4.9)\]

\[\left\| \int_t^\infty e^{i(t-s)\Delta} (v_{nl}u_{nl})_R \, ds \right\|_{X^0_T} \leq \eta \langle \langle \nabla \rangle u_{nl} \rangle_{L^2 B^{1+\varepsilon}_2((\xi), B^{0,2}_6(\mathbb{R}^3))}, \quad (4.10)\]

\[\left\| \int_t^\infty e^{i(t-s)\Delta} (v_{nl}u_{nl})_R \, ds \right\|_{X^0_T} \leq T^{-\varepsilon} ||v_{nl}||_{L^\infty L^2} ||\langle \nabla \rangle u_{nl}||_{L^2 B_{6,2}^{0}}, \quad (4.11)\]

for all \( u_{nl} \in \langle \nabla \rangle^{-1} L^2(I_T, B^{0,2}_6(\mathbb{R}^3)) \cap \langle \nabla \rangle^{-1} L^2(I_T, B^{1+\varepsilon}_2((\xi), B^{0,2}_6(\mathbb{R}^3))) \) and \( v_{nl} \in L^\infty(I_T, L^2(\mathbb{R}^3)) \).

**Proof.** We first prove estimates (4.8)-(4.11) for the LH-component of the resonant part. We start with (4.8).

**Proposition 2.2** allows us to estimate

\[
\left\| \int_t^\infty e^{i(t-s)\Delta} (v_{li}u_{li})_{LH} \, ds \right\|_{X^0_T} \leq \left\| \langle \nabla \rangle (v_{li}u_{li})_{LH} \right\|_{L^2 B^{0,2}_6(\mathbb{R}^3)} \\
\leq \left\| \langle \sum_{k \in \mathbb{Z}} (1 + 2^k) \| P_{\leq -5} v_{li} P_k u_{li} \|_{L^2 B^{0,2}_6(\mathbb{R}^3)}^2 \right\|_{L^2 T} \leq \eta ||v_{li}||_{L^\infty L^2} ||\langle \nabla \rangle u_{li}||_{L^2 B^{0,2}_6(\mathbb{R}^3)} \leq \eta r.
\]

Replacing \( v_{li} \) by \( v_{nl} \) in the above estimate, we also obtain (4.9) for the LH-component.
We proceed with (4.10). Using Proposition 2.2, we find for the LH-component
\[
\| \int_t^\infty e^{i(t-s)\Delta}(v_{nh}u_{nh})_{LH} \, ds \|_{X^\nu_T} \leq \| \langle \nabla \rangle (v_{nh}u_{nh})_{LH} \|_{L^1_T L^2}
\]
\[
\leq \left\| \left( \sum_{k \in \mathbb{Z}} (1 + 2^k) \| P_{\leq k-5} v_{nh} P_k u_{nh} \|^2 \|_{L^2_T} \right)^\frac{1}{2} \right\|_{L^1_T}
\]
\[
\leq \left\| \left( \sum_{k \in \mathbb{Z}} (1 + 2^k) \| P_k u_{nh} \|_{L^{3/2}_T L^{2\gamma}_x} \right)^2 \right\|_{L^1_T}
\]
\[
\cdot \left( \sum_{k_1 \leq k \leq 5} 2^{k_1(-1-\epsilon)} \| P_{k_1} v_{nh} \|_{L^{3/2}_T L^{2\gamma}_x} 2^{k_1(1+\epsilon)} \right)^2 \right\|_{L^1_T}
\]
\[
\leq \left\| \| v_{nh} \|_{B^{\frac{1}{2}-\epsilon}_{\theta,2}(\mathbb{R}^4, \tilde{\theta})} \left( \sum_{k \in \mathbb{Z}} 2^{2k(1+\epsilon)} (1 + 2^{k} \| P_k u_{nh} \|_{L^{3/2}_T L^{2\gamma}_x} \|_{L^1_T} \right)^\frac{1}{2} \right\|_{L^1_T}
\]
\[
\leq \left\| v_{nh} \|_{L^2 T^{1/2-\epsilon}} \left( \sum_{k \in \mathbb{Z}} \left( 2^k \| P_k u_{nh} \|_{L^{3/2}_T L^{2\gamma}_x} \|_{L^1_T} \right)^\frac{1}{2} \right) \right\|_{L^1_T}
\]
\[
\leq \eta \| \langle \nabla \rangle u_{nh} \|_{L^2 T^{1/2-\epsilon}} \|_{L^2 B^{\frac{1}{2}}_{\theta,2}(\mathbb{R}^4, \tilde{\theta})}^\frac{1}{2} .
\]

To prove (4.11) for the LH-component, we again apply Proposition 2.2 to derive
\[
\| \int_t^\infty e^{i(t-s)\Delta}(v_{nh}u_{nh})_{LH} \, ds \|_{X^\nu_T} \leq \| \langle \nabla \rangle (v_{nh}u_{nh})_{LH} \|_{L^2 B^{0}_{\theta,2}}
\]
\[
\leq \left\| \left( \sum_{k \in \mathbb{Z}} (1 + 2^k) \| P_{\leq k-5} v_{nh} \|_{L^2} \| P_k u_{nh} \|_{L^2} \right)^\frac{1}{2} \right\|_{L^1_T}
\]
\[
\leq \left\| v_{nh} \|_{L^2} \| \langle \nabla \rangle u_{nh} \|_{L^2 B^{0}_{\theta,2}} \right\|_{L^1_T}
\]
\[
\leq \| T^{-\nu} \|_{L^\infty T^2} \| \langle \nabla \rangle u_{nh} \|_{L^2 B^{0}_{\theta,2}} .
\]

Straightforward adaptations of the above estimates also yield (4.8)-(4.11) for the HH-component as well as (4.8), (4.9), and (4.11) for the xL-component. E.g., we estimate
\[
\| \int_t^\infty e^{i(t-s)\Delta}(v_{nh}u_{nh})_{HH} \, ds \|_{X^\nu_T} \leq \| \langle \nabla \rangle (v_{nh}u_{nh})_{HH} \|_{L^2 B^{0}_{\theta,2}}\|_{X^\nu_T}
\]
\[
\leq \| \langle \nabla \rangle (v_{nh}u_{nh})_{HH} \|_{L^2 B^{0}_{\theta,2}} \leq \sum_{k \in \mathbb{Z}} \left( 2 \sum_{l=-4}^4 (1 + 2^k) \| P_{k+l} v_{nh} \|_{L^2} \| P_k u_{nh} \|_{L^2} \right)^\frac{1}{2} \leq \eta r ,
\]
\[
\leq \left\| v_{nh} \|_{L^\infty T^2} \| \langle \nabla \rangle u_{nh} \|_{L^2 B^{0}_{\theta,2}} \right\|_{L^1_T} \leq \eta r ,
\]
\[
\| \int_t^\infty e^{i(t-s)\Delta}(v_{nh}u_{nh})_{xL} \, ds \|_{X^\nu_T} \leq \| \langle \nabla \rangle (v_{nh}u_{nh})_{xL} \|_{L^2 B^{0}_{\theta,2}}\|_{X^\nu_T}
\]
\[
\leq \left( \sum_{k \sim \log T^2} (1 + 2^{2k}) \| P_k u_{nh} \|_{L^2} \| P_{\leq k-5} u_{nh} \|_{L^2} \right)^\frac{1}{2} \leq \eta r ,
\]
\[
\leq \left\| v_{nh} \|_{L^\infty T^2} \| u_{nh} \|_{L^2 B^{0}_{\theta,2}} \right\|_{L^1_T} \leq \eta r
\]
for (4.8). Only for the xL-component in (4.10) we have to use different exponents. We set \( \frac{1}{q} = \frac{1}{2} - \frac{3}{4} \nu \) and \( \frac{1}{p} = \frac{1}{4} + \frac{6}{5} + \frac{2}{5} \). Proposition 2.2 (iii) then yields
\[ \left\| \int_t^\infty e^{i(s-t)\Delta} (v_h u_{\alpha_0}) \, ds \right\|_{L^2_y} \leq \left\| \langle \nabla \rangle (v_h u_{\alpha_0}) \right\|_{L^\infty_y B^0_{1,\infty},2} \]
\[ \begin{aligned}
\leq \left\| \left( \sum_{k \sim \log T} (1 + 2^{2k}) 2^{k\left(\frac{1}{2} + \frac{1}{2^k}\right)} \| \mathbb{P}_k v_h \mathbb{P}_{\leq \frac{1}{2} - k} u_{\alpha_0} \|^2_{L^2_y B^0_{\frac{1}{2},\infty}} \right)^{\frac{1}{2}} \right\|_{L_y^\infty B^0_{1,\infty},2} \\
\leq \left\| \left( \sum_{k \sim \log T} \| \mathbb{P}_k v_h \|^2_{L^2_y B^0_{1,\infty},2} \| \mathbb{P}_{\leq \frac{1}{2} - k} u_{\alpha_0} \|^2_{L^2_y B^0_{\frac{1}{2},\infty}} \right)^{\frac{1}{2}} \right\|_{L_y^\infty B^0_{1,\infty},2} \\
\leq \| v_h \|_{L_y^\infty B^0_{1,\infty},2} \left\| u_{\alpha_0} \right\|_{L^2_y B^0_{\frac{1}{2},\infty}} \leq \eta \| u_{\alpha_0} \|_{L_y^\infty L^2 \cap L^2 B^0_{\frac{1}{2},\infty},} \end{aligned} \]

where we used interpolation in the last step.

The nonlinearity of the wave component is easier to control as the time weight we gain through the physical-space randomization is sufficient to close the estimate.

**Lemma 4.4.** Fix \( T \geq 1 \) and let \( \eta > 0 \). Take \( u_0 \in L^2(\mathbb{R}^3) \) such that \( u_0(t) = e^{it\Delta} u_0 \) satisfies
\[ \| \langle \nabla \rangle u_0 \|_{L^\infty_t L^2_y} \leq \eta. \]

We then have the estimates
\[ \left\| \int_t^\infty e^{i(s-t)\nabla} |\nabla| (u_{\alpha_0} + u_0 \bar{u}) \, ds \right\|_{L^\infty_y L^2} \leq \eta \left\| \langle \nabla \rangle u_0 \|_{L^\infty T_y L^2} \right\|_{L^\infty_y L^2}, \] (4.12)
\[ \left\| \int_t^\infty e^{i(s-t)\nabla} |\nabla| (u_{\alpha_0}^1 + u_0 \bar{u}) \, ds \right\|_{L_y^\infty L^2} \leq T^{-\nu} \left\| \langle \nabla \rangle u_{\alpha_0} \right\|_{L_y^\infty L^2} \left\| \langle \nabla \rangle u_{\alpha_0} \right\|_{L_y^\infty L^2} \] (4.13)

for all \( u \in L^\infty(I_T, H^1(\mathbb{R}^3)) \) and \( \langle \nabla \rangle^{-1} L^2(I_T, B^0_{\frac{1}{2},2}(\mathbb{R}^3)) \), \( u_{\alpha_0} \in \langle \nabla \rangle^{-1} L^2(I_T, B^0_{1,2}(\mathbb{R}^3)) \) and \( u_{\alpha_0}^1 \in L^\infty(I_T, H^1(\mathbb{R}^3)) \) and \( \langle \nabla \rangle^{-1} L^2(I_T, B^0_{\frac{1}{2},2}(\mathbb{R}^3)) \).

**Proof.** Recalling (2.13) and using dyadic decomposition, we derive
\[ \left\| \int_t^\infty e^{i(s-t)\nabla} |\nabla| (u_{\alpha_0} + u_0 \bar{u}) \, ds \right\|_{L^\infty_y L^2} \leq \left\| |\nabla| (u_{\alpha_0} + u_0 \bar{u}) \right\|_{L^\infty_y L^2} \]
\[ \begin{aligned}
\leq \left\| \left\| \langle \nabla \rangle u_0 \|_{L^\infty_y L^2} \right\|_{L^\infty_y L^2} \left\| \langle \nabla \rangle u_{\alpha_0} \|_{L^\infty_y L^2} \right\|_{L^\infty_y L^2} \right\|_{L^\infty_y L^2} \leq \left\| \langle \nabla \rangle u_{\alpha_0} \|_{L^\infty_y L^2} \right\|_{L^\infty_y L^2} \leq \eta \left\| \langle \nabla \rangle u_0 \|_{L^\infty_y L^2} \right\|_{L^\infty_y L^2} \end{aligned} \]

where we interpolated in the last step. For the second estimate, we again employ (2.13), dyadic decomposition, and interpolation to infer
\[ \left\| \int_t^\infty e^{i(s-t)\nabla} |\nabla| (u_{\alpha_0}^1 + u_0 \bar{u}) \, ds \right\|_{L^\infty_y L^2} \leq \left\| |\nabla| (u_{\alpha_0}^1 + u_0 \bar{u}) \right\|_{L^\infty_y L^2} \]
\[ \begin{aligned}
\leq \left\| \left\| \langle \nabla \rangle u_{\alpha_0}^1 \|_{L^\infty_y L^2} \right\|_{L^\infty_y L^2} \left\| \langle \nabla \rangle u_{\alpha_0} \|_{L^\infty_y L^2} \right\|_{L^\infty_y L^2} \right\|_{L^\infty_y L^2} \leq T^{-\nu} \left\| \langle \nabla \rangle u_{\alpha_0} \right\|_{L^\infty_y L^2} \left\| \langle \nabla \rangle u_{\alpha_0} \right\|_{L^\infty_y L^2} \leq T^{-\nu} \left\| \langle \nabla \rangle u_{\alpha_0} \right\|_{L^\infty_y L^2} \left\| \langle \nabla \rangle u_{\alpha_0} \right\|_{L^\infty_y L^2} \end{aligned} \]
4.3. Cubic terms

It remains to control the cubic nonlinearities. Using time-weighted spaces, the expectation is that higher nonlinearities should be easier to control as we gain more time decay. This expectation is justified as the following lemmas show.

**Lemma 4.5.** Fix $T \geq 1$. Then the estimate

$$
\left\| \int_t^\infty e^{i(t-s)\Delta} \Omega_b(|\nabla|(u_1 u_2), u_3) \, ds \right\|_{X^b_t} \leq T^{-\sigma} \left\| \langle \nabla \rangle u_1 \right\|_{L^2_{z,2}B^0_{k+2}} \left\| u_2 \right\|_{L^\infty \rightarrow L^2} \left\| \langle \nabla \rangle u_3 \right\|_{L^2_{x}B^0_{k+2}}
$$

holds for all $u_1, u_3 \in \langle \nabla \rangle^{-1}L^2_0(I_T, B^0_{6,2}(\mathbb{R}^3))$ and $u_2 \in L^\infty(I_T, L^2(\mathbb{R}^3))$.

**Proof.** We first note that Proposition 2.2 gives

$$
\left\| \int_t^\infty e^{i(t-s)\Delta} \Omega_b(|\nabla|(u_1 u_2), u_3) \, ds \right\|_{X^b_t} \leq \left\| \Omega_b(|\nabla|(u_1 u_2), u_3) \right\|_{L^2_{x}B^0_{k+2}}.
$$

Combining dyadic decomposition with Lemma 4.1 as in the proof of Lemma 4.3, we derive

$$
\left\| \Omega_b(|\nabla|(u_1 u_2), u_3) \right\|_{L^2_{x}B^0_{k+2}} \lesssim \left\| \left( \sum_{k \in \mathbb{Z}} \left\| \langle \nabla \rangle \Omega_b(P_k|\nabla|(u_1 u_2), P_{k-3}u_3) \right\|_{L^2} \right)^2 \right\|_{L^2_x}^{1/2} \lesssim \left\| \langle \nabla \rangle u_1 \right\|_{L^2_{x}B^0_{k+2}} \left\| u_2 \right\|_{L^\infty \rightarrow L^2} \left\| \langle \nabla \rangle u_3 \right\|_{L^2_{x}B^0_{k+2}}.
$$

The second cubic nonlinearity needs a bit more effort as we have to distinguish between $v_{nl}$ and $v_{nl}$. 

**Lemma 4.6.** Fix $T \geq 1$ and let $0 < \eta \leq r$. Take $u_0, v_0 \in L^2(\mathbb{R}^3)$ with $\| u_0 \|_{L^2} + \| v_0 \|_{L^2} \leq r$ such that $u_{nl}(t) = e^{it\Delta} u_0$ and $v_{nl}(t) = e^{it\nabla} v_0$ satisfy

$$
\left\| \langle \nabla \rangle u_{nl} \right\|_{L^2_{x}B^0_{k+2}(I_T)} + \left\| v_{nl} \right\|_{L^2_{x}B^0_{k+2}(I_T)} \leq \eta.
$$

We then have the estimates

$$
\left\| \int_t^\infty e^{i(t-s)\Delta} \Omega_b(v_{nl}, v) \, ds \right\|_{X^b_t} \lesssim \eta r \left\| \langle \nabla \rangle u \right\|_{L^2_{x}B^0_{k+2}},
$$

$$
\left\| \int_t^\infty e^{i(t-s)\Delta} \Omega_b(v, v_{nl}u) \, ds \right\|_{X^b_t} + \left\| \int_t^\infty e^{i(t-s)\Delta} \Omega_b(v_{nl}, vu) \, ds \right\|_{X^b_t} \lesssim T^{-\sigma} \left\| v \right\|_{L^\infty \rightarrow L^2} \left\| v_{nl} \right\|_{L^\infty \rightarrow L^2} \left\| \langle \nabla \rangle u \right\|_{L^2_{x}B^0_{k+2}}
$$

for all $u \in \langle \nabla \rangle^{-1}L^2_0(I_T, B^0_{6,2}(\mathbb{R}^3))$, $v_{nl} \in L^\infty(I_T, L^2(\mathbb{R}^3))$, and $v \in L^\infty(I_T, L^2(\mathbb{R}^3))$. 


Proof. Let \( v_1, v_2 \in L^\infty L^2 \). Applying Proposition 2.2, we find
\[
\left\| \int_t^\infty e^{i(t-s)\Delta} \Omega_b(v_1, v_2 u) \, ds \right\|_{X_T^2} \leq \left\| \langle \nabla \rangle \Omega_b(v_1, v_2 u) \right\|_{L^\infty L^2_{T_0} B^0_{2,2}^1}.
\]
Assume that \( v_1 = v_n, v_2 = v \) or \( v_1 = v, v_2 = v_n \). Dyadic decomposition and Lemma 4.1 then yield
\[
\left\| \langle \nabla \rangle \Omega_b(v_1, v_2 u) \right\|_{L^\infty L^2_{T_0} B^0_{2,2}^1} \leq \left\| \sum_{k \in \mathbb{Z}} \left\| P_k v_1 \right\|_{L^2} \left\| P_k v_2 u \right\|_{L^2} \right\|_{L^\infty L^2_{T_0} B^0_{2,2}^1}.
\]
This shows (4.15). In the case \( v_1 = v_2 = v_n \) we again employ dyadic decomposition and Lemma 4.1 to infer
\[
\left\| \langle \nabla \rangle \Omega_b(v_n, v_n u) \right\|_{L^\infty L^2_{T_0} B^0_{2,2}^1} \leq \left\| \sum_{k \in \mathbb{Z}} \left\| P_k v_n \right\|_{L^2} \left\| P_k (v_n u) \right\|_{L^2} \right\|_{L^\infty L^2_{T_0} B^0_{2,2}^1},
\]
which implies (4.14). \( \square \)

5. Proof of the main results

We are now able to prove the main results of this article. We start by a deterministic version for the unique solvability of the final-state problem. It follows from the estimates from Section 4 and a standard fixed point argument.

Proposition 5.1. Let \( 0 < \nu \ll 1, \sigma = \frac{1}{2} - \nu, \) and \( r > 0. \)

Then there exists \( \eta = \eta(r) > 0 \) such that for all \( u_+ \in H^1(\mathbb{R}^3) \) and \( v_+ \in L^2(\mathbb{R}^3) \) such that \( \| u_+ \|_{\mu} + \| v_+ \|_{L^2} \leq r \) and \( u(t) = e^{i\lambda t} u_+ \) and \( v(t) = e^{i\omega t} v_+ \) satisfy
\[
\left\| \langle \nabla \rangle u(t) \right\|_{L^\infty L^2_{T_0} B^0_{2,2}^1} \leq \eta(r)
\]
for a time \( T_0 \geq 1 \), there is a time \( T_1 = T_1(r) \) such that for \( T = \max\{T_0, T_1\} \) there is a unique solution \((u, v) \in C(I_T, H^1(\mathbb{R}^3)) \times C(I_T, L^2(\mathbb{R}^3))\) of (1.2) with
\[
\|u - u_\mu\|_{X_T^2} + \|v - v_\mu\|_{Y_T^2} \leq r.
\]
**Proof.** We set \( u_{nl} = u - u_l \) and \( v_{nl} = v - v_l \). The reformulation (2.6) of the Zakharov system then becomes

\[
\begin{align*}
u_{nl}(t) &= -\Omega_b(v_l + v_{nl}, u_l + u_{nl})(t) \\
&+ i \int_t^\infty e^{i(t-s)A}((v_l + v_{nl})(u_l + u_{nl}))_{LH+HH+2L}(s) \, ds \\
&- i \int_t^\infty e^{i(t-s)\Delta}B_{0,1}(\|u_l + u_{nl}\|^2, u_l + u_{nl})(s) \, ds \\
&+ i \int_t^\infty e^{i(t-s)\Delta}B_{0,1}(u_l + v_{nl}, (v_l + v_{nl})(u_l + u_{nl}))(s) \, ds,
\end{align*}
\]

i.e. a fixed point equation for \((u_{nl}, v_{nl})\). The estimates from Section 4, i.e., Lemmas 4.2 to 4.6, imply that the fixed point operator \( \Phi \), defined by the right-hand side of (5.1), is a contractive self-mapping on

\[
B_r = \{(u_{nl}, v_{nl}) \in X^\eta_T(I_T \times \mathbb{R}^3) \times Y^\eta_T(I_T \times \mathbb{R}^3) : \|u_{nl}\|_{X^\eta_T} + \|v_{nl}\|_{Y^\eta_T} \leq r \}
\]

for \( \eta = \eta(r) \) sufficiently small, \( T_1 = T_1(r) \) sufficiently large, and \( T = \max\{T_0, T_1\} \). The assertion now follows from Banach’s fixed point theorem. \( \Box \)

The main theorem now follows from the randomization improved estimates from Section 3. They imply that the linear solutions with randomized final states satisfy the assumptions of the previous proposition.

**Proof of Theorem 1.1.** Recall that for given final states \( u_+ \in H^1(\mathbb{R}^3) \) and \( v_+ \in L^2(\mathbb{R}^3) \) we denote by \( u_+^\omega \) the physical-space randomization of \( u_+ \) and by \( v_+^\omega \) the angular randomization of \( v_+ \) on a probability space \((\Omega, \mathcal{A}, \mathbb{P})\). We set \( \sigma = \frac{1}{2} - \nu \).

By Lemma 3.1 and Corollary 3.4, Proposition 3.5, and Proposition 3.6, we have

\[
\begin{align*}
\|u_+^\omega\|_{L^6_{t,x}H^1} + \|\langle \nabla \rangle e^{it\Delta}u_+^\omega\|_{L^6_{t,x}L^2_{x,y}L^6_{t,x}L^2_{x,y}L^6_{t,x}L^2_{x,y}} &\lesssim \sqrt{\beta}\|u_+\|_{H^1}, \\
\|v_+^\omega\|_{L^6_{t,x}L^2} + \|e^{it\sqrt{\nu}}v_+^\omega\|_{L^6_{t,x}L^2_{x,y}L^6_{t,x}L^2_{x,y}L^6_{t,x}L^2_{x,y}} &\lesssim \sqrt{\beta}\|v_+\|_{L^2}
\end{align*}
\]

for all \( \beta \geq 2 \). In particular, there is a measurable set \( \hat{\Omega} \subseteq \Omega \) with \( \mathbb{P}(\hat{\Omega}) = 1 \) and

\[
\begin{align*}
\|u_+^\omega\|_{H^1} + \|\langle \nabla \rangle e^{it\Delta}u_+^\omega\|_{L^6_{t,x}L^2_{x,y}L^6_{t,x}L^2_{x,y}L^6_{t,x}L^2_{x,y}} &< \infty, \\
\|v_+^\omega\|_{L^2} + \|e^{it\sqrt{\nu}}v_+^\omega\|_{L^6_{t,x}L^2_{x,y}L^6_{t,x}L^2_{x,y}L^6_{t,x}L^2_{x,y}} &< \infty
\end{align*}
\]

for all \( \omega \in \hat{\Omega} \). Fix \( \omega \in \hat{\Omega} \) in the following. Take \( r > 0 \) such that

\[
\|u_+^\omega\|_{H^1} + \|v_+^\omega\|_{L^2} \leq r
\]

and choose \( \eta = \eta(r) \) from Proposition 5.1. Using dominated convergence, we find a time \( T \geq 1 \) so that
\[
\frac{1}{2} \left| \nabla u^\omega_+ \right|^2 + \frac{1}{4} \left| v^\omega_+ \right|^2, \quad M(u) = M(u^\omega_+) = \frac{1}{2} \left| u^\omega_+ \right|^2_{L^2},
\]

where we also exploited the Sobolev embedding \( H^1(\mathbb{R}^3) \hookrightarrow L^4(\mathbb{R}^3) \). Consequently, the assumption implies \( E_Z(u, v) M(u) < E_S(Q) M(Q) \). Moreover, we have \( \lim_{t \to \infty} K(u(t)) = \left| \nabla u^\omega_+ \right|^2_{L^2} \), where \( K \) is the functional

\[
K(\phi) = \int_{\mathbb{R}^3} \left| \nabla \phi \right|^2 - \frac{3}{4} \left| \phi \right|^4 \, dx
\]

from [16]. Lemma 2.2 and Corollary 2.3 from [16] now imply \( I = \mathbb{R} \).

Concerning uniqueness, we first note that the argument from the proof of Theorem 1.1 extends to any interval \([T', \infty) \subseteq [1, \infty)\). This means that if there is a solution \((u, v)\) which exists and satisfies (1.15) on \([T', \infty)\), any other solution \((\tilde{u}, \tilde{v})\) on \([T', \infty)\)
satisfying (1.15) has to coincide with \((u, v)\) on \([T', \infty)\). The unconditional uniqueness result from [43] for the initial value problem yields the uniqueness of the extension from \([T', \infty)\), so that the uniqueness assertion follows.

**Remark 5.2.** Since the condition in Corollary 1.3 is rather qualitative, we complement the result with a simple lower bound on the measure of the set of those \(\omega\) for which the nonlinear solution scattering with final state \((u^\omega_+, v^\omega_+)\) is global. Let \(\bar{\Omega}\) be as in the proof of Corollary 1.3. Fix a number \(r > 0\) such that \(||u^\omega_+||_{H^1} + ||v^\omega_+||_{L^2} \leq r\) implies (1.16). Lemma 3.1 and Corollary 3.4 show

\[
|||u^\omega_+||_{H^1} + ||v^\omega_+||_{L^2}||_{L^2} \leq \sqrt{\beta} ||u^\omega_+||_{H^1} + ||v^\omega_+||_{L^2}
\]

for all \(\beta \geq 2\). Lemma 3.2 thus shows that there are constants \(C, c > 0\) such that

\[
P(\omega \in \bar{\Omega} : ||u^\omega_+||_{H^1} + ||v^\omega_+||_{L^2} \leq r) \geq 1 - Ce^{-cr^2(||u^\omega_+||_{H^1} + ||v^\omega_+||_{L^2})^2}.
\]

In particular, the probability to obtain global scattering solutions is positive if \((u_+, v_+)\) satisfies the size restriction \(||u_+||_{H^1} + ||v_+||_{L^2} < \sqrt{\frac{c}{\log(C)}} r\) (where \(C > 1\)). Moreover, the lower bound for the probability to get global scattering solutions from the randomized final states increases as the norm of the original final data \((u_+, v_+)\) decreases.
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Appendix A. Proof of Lemma 3.3

For the sake of completeness, we provide the details of the proof of Lemma 3.3. We use the same arguments as the authors in [32, 33], where similar estimates have appeared.
Proof of Lemma 3.3. We start with the proof of (3.1). The estimate is trivial if $|l - l'| \leq 7$. So take $l, l' \in \mathbb{Z}^3$ with $|l - l'| \geq 8$ and $f \in L^p(\mathbb{R}^3)$. For $x \in \text{supp} \psi_l, y \in \text{supp} \psi_{l'}$, we then have $|l - l'| \leq 2|x - y|$ so that

$$
|\psi_l P_k(\psi_{l'} f)(x)| = |\psi_l(x) \int_{\mathbb{R}^3} \hat{\rho}_k(x-y) \psi_{l'}(y) f(y) \, dy|
$$

$$
\leq D \int_{\mathbb{R}^3} |\psi_l(x)| 2^{3k} |l - l'|^{-D} |2^k(x-y)|^D |\hat{\rho}_k(2^k(x-y))| |\psi_{l'}(y)f(y)| \, dy,
$$

where the implicit constant is independent of $k$ as $k \geq 1$. Since $\hat{\rho}_k$ is a Schwartz function, Young’s inequality further yields

$$
||\psi_l P_k(\psi_{l'} f)||_{L^p} \leq D (|l - l'|)^{-D} ||\langle \psi_l f||_{L^1}||_{L^p} \leq D (|l - l'|)^{-D} ||f||_{L^p}.
$$

Replacing $\rho_k$ by $\varphi$ in the above reasoning, where $\varphi(\xi) = \eta_0(|\xi|)$ for all $\xi \in \mathbb{R}^3$, we also obtain the second estimate in (3.1).

Next fix $l \in \mathbb{Z}^3$ and take $j, k \in \mathbb{N}$ with $|j - k| > 4$. Without loss of generality we can assume that $k > j$. Using the support restrictions of $\rho_k$ and $\rho_j$, we see that

$$
\mathcal{F} P_k(\psi_l P_j g)(\xi) = \int_{\mathbb{R}^3} \rho_k(\xi - \eta) e^{-i\xi \cdot \eta} \hat{\psi}(\xi - \eta) \rho_j(\eta) \hat{g}(\eta) \, d\eta
$$

$$
= \int_{\mathbb{R}^3} \rho_k(\xi - \eta) e^{-i\xi \cdot \eta} \rho_{j-3}(\xi - \eta) \hat{\psi}(\xi - \eta) \rho_j(\eta) \hat{g}(\eta) \, d\eta
$$

for all $\xi \in \mathbb{R}^3$ and any Schwartz function $g$, where we used that $j \leq k - 5$. Hence,

$$
P_k(\psi_l P_j f) = P_k((P_{j-3} \psi_l) P_j f).
$$

Exploiting that $\hat{\psi}$ is a Schwartz function, we thus get

$$
||P_k(\psi_l P_j f)||_{L^p} \leq ||P_{j-3} \psi_l||_{L^\infty} ||P_j f||_{L^p}
$$

$$
\leq D 2^{-2Dk} ||\rho_{j-3}(\xi) e^{-i\xi \cdot \xi} ||_{L^1}^2 ||\hat{\psi}(\xi)||_{L^1}^2 ||f||_{L^p} \leq D 2^{-2Dk} ||f||_{L^p},
$$

where the implicit constant is independent of $l$. Replacing $P_j$ by $P_{j-5}$, the same arguments also yield (3.3). \qed