Wave breaking and formation of dispersive shock waves in a defocusing nonlinear optical material
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We theoretically describe the quasi one-dimensional transverse spreading of a light pulse propagating in a nonlinear optical material in the presence of a uniform background light intensity. For short propagation distances the pulse can be described within a nondispersive approximation by means of Riemann's approach. For larger distances, wave breaking occurs, leading to the formation of dispersive shocks at both ends of the pulse. We describe this phenomenon within Whitham modulation theory, which yields an excellent agreement with numerical simulations. Our analytic approach makes it possible to extract the leading asymptotic behavior of the parameters of the shock.

I. INTRODUCTION

It has long been realized that light propagating in a nonlinear medium was amenable to a hydrodynamic treatment, see e.g., Refs. [1, 3]. In the case of a defocusing nonlinearity, this rich analogy has not only triggered experimental research, but also made it possible to get an intuitive understanding of observations such as the formation of rings in the far field beyond a nonlinear slab [4, 5], of dark solitons [6–8], vortices [9, 10], wave breaking [11], and dispersive shock waves [12–14], of spontaneously self-accelerated Airy beams [15], of optical event horizon [16], ergo-regions [17] and stimulated Hawking radiation [18], of sonic-like dispersion relation [19, 20] and superfluid motion [21]. Very similar phenomena have also been observed in the neighboring fields of cavity polaritons and of Bose-Einstein condensation of atomic vapors. They all result from the interplay between nonlinearity, which acts as an effective pressure field possibly leading to wave breaking, and dispersion, whose effects become prominent near a gradient catastrophe region.

In this work we present a theoretical treatment of a model configuration which has been realized experimentally in a one-dimensional situation in Ref. [14]: the nonlinear spreading of a region of increased light intensity in the presence of a uniform constant background. In the absence of background, and for a smooth initial intensity pattern, the spreading is mainly driven by the nonlinear defocusing and can be treated analytically in some simple cases [1]. The situation is more interesting in the presence of a constant background: the pulse splits in two parts, each eventually experiencing nonlinear wave breaking, leading to the formation of a dispersive shock wave (DSW) which cannot be described within the framework of perturbation theory, even if the region of increased intensity corresponds to a weak perturbation of the flat pedestal. This scenario indeed fits with the hydrodynamic approach of nonlinear light propagation, and is nicely confirmed by the experimental observations of Ref. [14]. Although the numerical treatment of the problem is relatively simple [21, 26], a theoretical approach to both the initial splitting of the pulse and the subsequent shock formation requires a careful analysis. The goal of this article is to present such an analysis.

The paper is organized as follows: In Sec. II we present the model and the set-up we aim at studying. After a brief discussion of shortcomings of the linearized approach, the spreading and splitting stage of evolution is accounted for in Sec. III within a dispersionless approximation which holds when the pulse region initially presents no large intensity gradient. It is well known that in such a situation the light flow can be described by hydrodynamic-like equations which can be cast into a diagonal form for two new position and time-dependent variables — the so called Riemann invariants. The difficulty here lies in the fact that the splitting involves simultaneous variations of both of them: one does not have an initial simple wave within which one of the Riemann invariants remains constant, as occurs for instance in a similar uni-directional propagation case modeled by the Korteweg-de Vries equation (see, e.g., Ref. [27]). We treat the problem in Secs. III A and III B using an extension of the Riemann method due to Ludford [28] (also used in Ref. [29]) and compare the results with numerical simulations in Sec. III C. During the spreading of the pulse, nonlinear effects induce wave steepening which results in a gradient catastrophe and wave breaking. After the wave breaking time, dispersive effects can no longer be omitted, a shock is formed, and in this case we resort to Whitham modulation theory [30] to describe the time evolution of the pulse. Such as treatment has been initiated long ago by Gurevich and Pitaevskii [31], and since that time it has developed into a powerful method with numerous applications (see, e.g., the review article [32]). Here there is an additional complexity which lies—as for the initial non-dispersive stage of evolution—in the fact that two of the (now four) Riemann invariants which describe the modulated nonlinear oscillations vary in the shock region. Such a wave has been termed as “quasi-simple” in Ref. [33], and a thorough treatment within Whitham theory has been achieved in the Korteweg-de Vries case in Refs. [34, 37]. We generalize in Sec. IV this
the nonlinear Schrödinger equation (NLS) which describes light propagation in the nonlinear Kerr medium (see also Ref. [35]). An interesting outcome of our theoretical treatment is the asymptotic determination of experimentally relevant parameters of the dispersive shock, see Sec. [V]. In Sec. [VI] we present the full Whitham treatment of the after-shock evolution and compare the theoretical results with numerical simulations. Our conclusions are presented in Sec. [VII].

II. THE MODEL AND THE LINEAR APPROXIMATION

In the paraxial approximation, the stationary propagation of the complex amplitude \( A(r) \) of the electric field of a monochromatic beam is described by the equation (see, e.g., Ref. [39])

\[
i \partial_z A = -\frac{1}{2n_0k_0} \nabla_x^2 A - k_0\delta n(x) A.
\]

In this equation, \( n_0 \) is the linear refractive index, \( k_0 = 2\pi/\lambda_0 \) is the carrier wave vector, \( z \) is the coordinate along the beam, \( \nabla_x^2 \) the transverse Laplacian and \( \delta n(x) \) is a nonlinear contribution to the index. In a non-absorbing defocusing Kerr nonlinear medium one can write \( \delta n = -n_2|A|^2 \) with \( n_2 > 0 \).

We define dimensionless units by choosing a reference intensity \( I_{\text{ref}} \) and introducing the nonlinear length \( z_{\text{NL}} = (k_0n_2I_{\text{ref}})^{-1} \) and the transverse healing length \( \beta_{\perp} = (z_{\text{NL}}/n_0k_0)^{1/2} \). We consider a geometry where the transverse profile is translationally invariant and depends on a single Cartesian coordinate. One thus writes \( \nabla_x^2 = \beta_{\perp}^{-2}\partial_x^2 \) where \( x \) is the dimensionless transverse coordinate and we define an effective “time” \( t = z/z_{\text{NL}} \).

The quantity \( \psi(x,t) = A/\sqrt{I_{\text{ref}}} \) is then a solution of the dimensionless NLS equation

\[
i \psi_t = -\frac{i}{2}\psi_{xx} + |\psi|^2\psi.
\]

In the following we consider a system with a uniform background light intensity, on top of which an initial pulse is added at the entrance of the nonlinear cell. The initial \( \psi(x, t = 0) \) is real (i.e., no transverse velocity or, in optical context, no focusing of the light beam at the input plane), with a dimensionless intensity \( \rho(x, t) = |\psi|^2 \) which departs from the constant background value (which we denote as \( \rho_0 \)) only in the region near the origin where it forms a bump. To be specific, we consider the typical case where

\[
\rho(x, 0) = \begin{cases} 
\rho_0 + \rho_1(1 - x^2/x_0^2) & \text{if } |x| < x_0, \\
\rho_0 & \text{if } |x| \geq x_0.
\end{cases}
\]

We will denote as \( \rho_m = \rho_0 + \rho_1 \) the maximal density of the initial profile. It would be natural to choose the reference light intensity \( I_{\text{ref}} \) to be equal to the background one, in this case one would have \( \rho_0 = 1 \). However, we prefer to be more general and to allow for values of \( \rho_0 \) different from unity.

We stress here the paramount importance of nonlinear effects at large “time” (i.e., for large propagation distance in the nonlinear medium). Even for a bump which weakly departs from the background density, a perturbative approach fails after the wave breaking time. This is illustrated in Fig. 1 which compare numerical simulations of the full equation (2) with its linearized version (4). The profiles are plotted from time \( t = 0 \) to \( t = 360 \) with a time step equal to 40.

![FIG. 1: Density profiles \( \rho(x, t) \) for an initial condition \( u(x, 0) = 0 \) and \( \rho(x, 0) \) given by (3) with \( \rho_0 = 1, \rho_1 = 0.15 \) and \( x_0 = 20 \). The upper part of the figure represents the results of the numerical solution of Eq. (2), while the lower part corresponds to the linearized version (4). The profiles are plotted from time \( t = 0 \) to \( t = 360 \) with a time step equal to 40.](image-url)
of DSWs and the stretching of the dispersionless part of the profile (which reaches a quasi-triangular shape).

III. THE DISPERSIONLESS STAGE OF EVOLUTION

In view of the shortcomings of the linearized approximation illustrated in Fig. 1, we include nonlinear effects at all stages of the dynamical study of the model. By means of the Madelung substitution

\[ \psi(x,t) = \sqrt{\rho(x,t)} \exp \left( i \int^x u(x',t) \, dx' \right) \]

(5)

the NLS equation (2) can be cast into a hydrodynamic-like form for the density \( \rho(x,t) \) and the flow velocity \( u(x,t) \):

\[ \rho_t + (\rho u)_x = 0 , \quad u_t + uu_x + \rho_x + \left( \frac{\rho^2}{8\rho^2} - \frac{\rho_{xx}}{4\rho} \right) = 0 . \]

(6)

These equations are to be solved with the initial conditions (4) and \( u(x,0) = 0 \).

The last term of the left hand-side of the second of Eqs. (6) accounts for the dispersive character of the fluid of light. In the first stage of spreading of the bump, if the density gradients of the initial density are weak (i.e., if \( \rho_1 \ll x_0 \)), the effects of dispersion can be neglected, and the system (6) then simplifies to

\[ \rho_t + (\rho u)_x = 0 , \quad u_t + uu_x + \rho_x = 0 . \]

(7)

These equations can be written in a more symmetric form by introducing the Riemann invariants

\[ \lambda^\pm(x,t) = \frac{u(x,t)}{2} \pm \sqrt{\rho(x,t)} , \]

(8)

which evolve according to the system [equivalent to (7)]:

\[ \partial_t \lambda^\pm + v_\pm(\lambda^-, \lambda^+) \partial_x \lambda^\pm = 0 , \]

(9)

with

\[ v_\pm(\lambda^-, \lambda^+) = \frac{1}{2}(3\lambda^\pm + \lambda^\mp) = u \pm \sqrt{\rho} . \]

(10)

The Riemann velocities (10) have a simple physical interpretation for a smooth velocity and density distribution: \( v_+ \) (\( v_- \)) corresponds to a signal which propagates downstream (upstream) at the local velocity of sound \( c = \sqrt{\rho} \) and which is dragged by the background flow \( u \).

The system (10) can be linearized by means of the hodograph transform (see, e.g., Ref. [12]) which consists in considering \( x \) and \( t \) as functions of \( \lambda^+ \) and \( \lambda^- \). One readily obtains

\[ \partial_{\pm} x - v_{\pm} \partial_{\pm} t = 0 , \]

(11)

where \( \partial_{\pm} \equiv \partial/\partial \lambda^{\pm} \). One introduces two auxiliary (yet unknown) functions \( W_{\pm}(\lambda^+, \lambda^-) \) such that

\[ x - v_{\pm}(\lambda^-, \lambda^+) t = W_{\pm}(\lambda^-, \lambda^+) . \]

(12)

Inserting the above expressions in (11) shows that the \( W^{\pm} \)’s are solution of Tsarev equations [40]

\[ \partial_{\pm} W_{\pm} = \frac{\partial_{\pm} v_{\pm} - v_{\pm}}{v_{\pm} - v_{-}} . \]

(13)

From Eqs. (10) and (13) one can verify that \( \partial_{-} W_{+} = \partial_{+} W_{-} \), which shows that \( W_{+} \) and \( W_{-} \) can be sought in the form

\[ W_{\pm} = \partial_{\pm} \chi , \]

(14)

where \( \chi(\lambda^-, \lambda^+) \) plays the role of a potential. Substituting expressions (14) in one of the Tsarev equations shows that \( \chi \) is a solution of the Euler-Poisson equation

\[ \frac{\partial^2 \chi}{\partial \lambda^+ \partial \lambda^-} - \frac{1}{2(\lambda^+ - \lambda^-)} \left( \frac{\partial \chi}{\partial \lambda^+} - \frac{\partial \chi}{\partial \lambda^-} \right) = 0 , \]

(15)

which can be written under the standard form

\[ \frac{\partial^2 \chi}{\partial \lambda^+ \partial \lambda^-} + a(\lambda^-, \lambda^+) \frac{\partial \chi}{\partial \lambda^+} + b(\lambda^-, \lambda^+) \frac{\partial \chi}{\partial \lambda^-} = 0 , \]

(16)

with

\[ a(\lambda^-, \lambda^+) = -b(\lambda^-, \lambda^+) = -\frac{1}{2(\lambda^+ - \lambda^-)} . \]

(17)

A. Solution of the Euler-Poisson equation

One can use Riemann’s method to solve Eq. (16) in the \( (\lambda^+, \lambda^-) \)–plane which we denote below as the “characteristic plane”. We follow here the procedure exposed in Refs. [28, 29] which applies to non-monotonous initial distributions, such as the one corresponding to Eq. (9).

We first schematically depict in Fig. 2 the initial spatial distributions \( \lambda^\pm(x,0) \) of the Riemann invariants (upper panel), and their later typical time evolution (lower panels). We introduce notations for some remarkable initial values of the Riemann invariants: \( \lambda^\pm(-x_0,0) = \lambda^\pm(x_0,0) = \pm \sqrt{\rho_0} = \pm c_0 \) and \( \lambda^\pm(0,0) = \pm \sqrt{\rho_m} = \pm c_m \).

We also define as part A (part B) the branch of the distribution of the \( \lambda^\pm \)’s which is at the right (at the left) of the extremum. All these notations are summarized in Fig. 2(a).

At a given time, the \( x \) axis can be considered as divided in five domains, each requiring a specific treatment. Each region is characterized by the behavior of the Riemann invariant and is identified in the two lower panels of Fig. 2. The domains in which both Riemann invariants depend on position are labeled by Arabic numbers, the ones
in which only one Riemann invariant depend on $x$ are labeled by capital roman numbers. For instance, in region III, $\lambda^+$ is a decreasing function of $x$ while $\lambda^- = -c_0$ is a constant; in region 3, $\lambda^+$ is decreasing while $\lambda^-$ is increasing; in region 2 both are increasing, etc.

The values of the Riemann invariants at time corresponding to the central panel of Fig. 2 are represented in the characteristic plane in Fig. 3(a). In this plot the straight solid lines correspond to the simple wave regions (I and III) while the curvy lines corresponds to regions where both Riemann invariants depend on position: the domains 1, 2 and 3. In each of these three domains the solution $\chi$ of the Euler-Poisson equation has a different expression. In order to describe these three branches, following Ludford [25], we introduce several sheets in the characteristic plane by unfolding the domain $[c_0, c_m] \times [-c_m, -c_0]$ into a four times larger region as illustrated in Fig. 3(b). The potential $\chi(\lambda^-, \lambda^+)$ can
now take a different form in each of the regions labeled 1, 2 and 3 in Fig. 3(b) and still be considered as single-valued.

We consider a flow where initially \( u(x,0) = 0 \), this implies that \( \lambda^+(x,0) = -\lambda^-(x,0) \). This condition defines the curve of initial conditions of our problem in the characteristic plane. It is represented by a red solid line denoted as \( C^0 \) in Fig. 3. We remark here that the whole region above \( C^0 \) — shaded in Fig. 3(b) — is unreachable for the initial distribution we consider: for instance the upper shaded triangle in region 1 would correspond to a configuration in which \( \lambda^+_{\text{region1}}(x,t) > [\lambda^+_{\text{region1}}(x,t)] \), which does not occur in our case, see Fig. 2(b).

Before establishing the expression for \( \chi \) is the three relevant regions of Fig. 3 it is convenient to define the inverse functions of the initial \( \lambda \) profiles in both parts A and B of Fig. 2(a). The symmetry of the initial conditions makes it possible to use the same functions for \( \lambda^+ \in [c_0, c_m] \) and for \( \lambda^- \in [-c_m, -c_0] \):

\[
\begin{cases}
  x = w^A(\lambda^+) = x_0 \sqrt{1 - \frac{(\lambda^+)^2 - \rho_0}{\rho_m - \rho_0}} \quad \text{if} \quad x > 0, \\
  x = w^A(\lambda^-) = -x_0 \sqrt{1 - \frac{(\lambda^-)^2 - \rho_0}{\rho_m - \rho_0}} \quad \text{if} \quad x < 0.
\end{cases}
\]

For \( t = 0 \), using Eqs. (12) and (14), the boundary conditions read

\[
\frac{\partial \chi}{\partial \lambda^+} \bigg|_{\lambda^+(x,t=0)} = x = w^{A/B}(\lambda^+),
\]

where the superscript \( B \) holds in region 1 (when \( x < 0 \)) and \( A \) holds in region 3 (\( x > 0 \)). Formula (19) requires some explanation: its left-hand side is a function of two variables \( \lambda^+ \) and \( \lambda^- \) which is evaluated for \( \lambda^- = -\lambda^+ \); its right-hand side is expressed by the same function in terms of \( \lambda^+ \) or \( \lambda^- \) since the function \( w^A \) and \( w^B \) depend only on the square of their argument. The boundary conditions (19) corresponds to a potential \( \chi \) which takes the following form along \( C^0 \):

\[
\chi^{(n)}(\lambda^- = -\lambda^+, \lambda^+) = \int_{c_0}^{\lambda^+} w^{A/B}(r) \, dr + \int_{-\lambda^+}^{-\lambda^-} w^{A/B}(r) \, dr,
\]

where \( n = 1 \) or 3 and, in the right hand side, and the superscript \( A \) (B) holds when \( n = 3 \) (\( n = 1 \)). For the specific initial condition we consider \( (u(x,0), \rho(x,0)) \equiv 0 \) and \( \rho(x,0) \) an even function of \( x \), \( w^A \) and \( w^B \) are even functions and thus our choice of integration constants yields \( \chi = 0 \) along \( C^0 \).

Let us now consider a point \( P \), lying either in region 1 or 3 (the case of region 2 is considered later), with coordinates \( (\lambda^+, \lambda^-) \) in the characteristic plane. We introduce points \( A_1, A_3, C_1 \) and \( C_3 \) which are located on the curve \( C^0 \), with geometrical definitions obvious from Fig. 3(b). Note the different subscripts for \( C \) and \( A \): subscript 1 (3) is to be used if \( P \) is in region 1 (3). One can obtain the value of \( \chi \) at the point \( P \) from Riemann’s method (see, e.g. Ref. 11), the general solution reads

\[
\chi^{(n)}(P) = \frac{1}{2} \chi(C_n) R(C_n) + \frac{1}{2} \chi(A_n) R(A_n)
\]

\[
- \int_{A_n}^{C_n} V \, dr + U \, ds,
\]

with \( U(s, r) = \frac{1}{2} \left( R \frac{\partial \chi}{\partial s} - \chi \frac{\partial R}{\partial s} \right) + aR \chi, \)

\[ V(s, r) = \frac{1}{2} \left( \chi \frac{\partial R}{\partial r} - \frac{\partial \chi}{\partial r} \right) - bR \chi, \]

where

\[
R(s, r) = \frac{2}{\pi} \sqrt{\frac{s-r}{\lambda^+ - \lambda^-}} K[m(s, r)],
\]

\[ K \] being the complete elliptic integral of the first kind (see, e.g., Ref. 12) and

\[
m(s, r) = \frac{\int_{-\lambda^+}^{\lambda^+} \sqrt{\lambda^+ - \lambda^-} K[m(\lambda^+ - \lambda^-)] d\lambda}{\int_{-\lambda^+}^{\lambda^+} \sqrt{\lambda^+ - \lambda^-} K[m(\lambda^+ - \lambda^-)] d\lambda}.
\]

In our case, the symmetries of the initial profile lead to many simplifications in the above formulas (21) and (22). Along the curve \( C^0 \) one has \( \chi = 0 \). This implies that \( \chi^{(n)}(A_n) = \chi^{(n)}(C_n) = 0 \), and along the integration path going from \( A_n \) to \( C_n \) one has

\[
U = \frac{1}{2} \int_{-\lambda^+}^{\lambda^+} w^{A/B}(r) R(s = -r, r) = -V ,
\]

where the superscript \( A \) (B) holds when \( P \) is in region 3 (region 1). Explicit evaluation of expression (21) then yields

\[
\chi^{(n)}(P) = \frac{2 \sqrt{2}}{\pi \sqrt{\lambda^+ - \lambda^-}} \int_{-\lambda^+}^{\lambda^+} \sqrt{\lambda^+ - \lambda^-} K[m(r)] w^{A/B}(r) \, dr,
\]

where

\[
m(r) \equiv m(-r, r) = \frac{\int_{-\lambda^+}^{\lambda^+} \sqrt{\lambda^+ - \lambda^-} K[m(\lambda^+ - \lambda^-)] d\lambda}{\int_{-\lambda^+}^{\lambda^+} \sqrt{\lambda^+ - \lambda^-} K[m(\lambda^+ - \lambda^-)] d\lambda}.
\]

To calculate \( \chi(P) \) in region 2 we define three points: \( A_2, B_2 \) and \( C_2 \), see Fig. 3(b). Point \( B_2 \) is on the curve \( C^0 \), at the junction between regions 1, 2 and 3. Point \( A_2 \) lies on the characteristic curve \( \lambda^+ = c_m \), on the boundary between regions 2 and 3, whereas point \( C_2 \) lies on the characteristic \( \lambda^- = -c_m \), on the boundary between regions 1 and 2. Then, from Eqs. (21) to (24), one can easily find that in region 2

\[
\chi^{(2)}(P) = \chi(B_2) R(B_2) + \int_{B_2}^{C_2} \left( \frac{\partial \chi}{\partial r} + b \chi \right) R_1(r) \, dr
\]

\[
- \int_{A_2}^{B_2} \left( \frac{\partial \chi}{\partial s} + a \chi \right) R_2(s) \, ds,
\]

(28)
where
\[
\begin{align*}
R_1(r) &= \frac{2}{\pi} \sqrt{\frac{r + cm}{\lambda^+ - \lambda^-}} K[m_1(r)], \\
m_1(r) &= \frac{r - \lambda^+}{(r - \lambda^-)(\lambda^+ - \lambda^-)},
\end{align*}
\]
and
\[
\begin{align*}
R_2(s) &= \frac{2}{\pi} \sqrt{\frac{cm - s}{\lambda^+ - \lambda^-}} K[m_2(s)], \\
m_2(s) &= \frac{cm - \lambda^+}{(cm - \lambda^-)(\lambda^+ - \lambda^-)}.
\end{align*}
\]
Note that in formula (28), one has \(\chi(B_2) = 0\) and the value of \(\chi\) along the integration lines \(B_2 C_2\) and \(A_2 B_2\) is known from the previous result [25]. After some computation we eventually get the following expression for \(\chi(P)\) in region 2:
\[
\chi^{(2)}(P) = \frac{2\sqrt{2}}{\pi \sqrt{\lambda^+ - \lambda^-}} \left[ \int_{cm}^{\lambda^+} \sqrt{r} K[m_0(r; \lambda^+)] w^u(r) dr + \int_{\lambda^-}^{cm} \sqrt{r} K[m_0(r; -\lambda^-)] w^u(r) dr \right] \\
+ \frac{4\sqrt{2}}{\pi^2 \sqrt{\lambda^+ - \lambda^-}} \left[ \int_{cm}^{\lambda^+} \sqrt{r} w^u(r) f_1(r) dr + \int_{\lambda^-}^{cm} \sqrt{r} w^u(r) f_2(r) dr \right],
\]
where we have introduced the notations
\[
\begin{align*}
f_1(r) &= \int_{\lambda^+}^{r} K[m_0(r; u)] \frac{\partial K[m_0(u)]}{\partial u} du, \\
f_2(r) &= \int_{\lambda^-}^{r} K[m_0(r; u)] \frac{\partial K[m_0(-u)]}{\partial u} du,
\end{align*}
\]
with
\[
m_0(r; u) = \frac{(r - u)(cm - r)}{2ru(c_m - r)}. \tag{33}
\]

This approximation greatly simplifies the numerical determination of the integrals involved in the solution of the problem. We have checked that it is very accurate in all the configurations we study in the present work. The reason for its validity is easy to understand in regions 1 and 3: the argument of the elliptic integral \(K\) in Eq. (26) is zero at the two boundaries of the integration domain \((r = -\lambda^-\text{ and } r = \lambda^+\)) and reaches a maximum when \(r = \sqrt{-\lambda^-\lambda^+}\), taking the value
\[
0 \leq m_{\text{max}} = \frac{1}{2} \left( 1 - \frac{2\sqrt{-\lambda^-\lambda^+}}{-\lambda^- + \lambda^+} \right) \leq \frac{1}{2}. \tag{36}
\]
As time varies, the largest value of \(m_{\text{max}}\) is reached at the point where region 3 disappears, when \(\lambda^+ = cm\) and \(\lambda^- = -c_0\). For \(cm/c_0 \sim 1\) this value is typically much lower than the upper bound 1/2 of Eq. (36). For instance, in the numerical simulations below, we take \(\rho_0 = 0.5\) and \(\rho_m = 2\) one gets accordingly \(c_0 = \sqrt{0.5}\) and \(cm = \sqrt{2}\) and the corresponding largest value of \(m_{\text{max}}\) is about \(\approx 2.9 \times 10^{-2}\).

B. Simple wave regions

Once \(\chi\) has been computed in the domains 1, 2 and 3 where two Riemann invariants depend on position, it remains to determine the value of \(\lambda^+\) and \(\lambda^-\) in the simple wave regions. Let us for instance focus on region III, in which \(\lambda^- = -c_0\) and \(\lambda^+\) depends on \(x\) and \(t\). The behavior of the characteristics in the \((x, t)\) plane is sketched in Fig. 4. One sees in this figure that the characteristic of a given value of \(\lambda^+\) enters the single wave region III.
at a given time which we denote as $t_{sw}(\lambda^+)$ and a given position $x_{sw}(\lambda^+)$. Beyond this point the characteristic becomes a straight line and the general solution of Eq. (9) for $\lambda^+$ is known to be of the form

$$x - v_+(-c_0, \lambda^+)t = h(\lambda^+) \ ,$$

where the unknown function $h$ is determined by boundary conditions. From Eq. (12) one sees that just at the boundary between regions 3 and III one has

$$x_{sw}(\lambda^+) - v_+(-c_0, \lambda^+) t_{sw}(\lambda^+) = W_+^{(3)}(-c_0, \lambda^+) \ ,$$

where $W_+^{(3)} = \partial_+ \chi^{(3)}$. This shows that in Eq. (37) the unknown function $h(\lambda^+)$ is equal to $W_+^{(3)}(-c_0, \lambda^+)$. The equation of the characteristic in region III thus reads

$$x - v_+(-c_0, \lambda^+)t = W_+^{(3)}(-c_0, \lambda^+) \ .$$

A similar reasoning shows that in region I one has

$$x - v_-(\lambda^-, c_0)t = W_-^{(1)}(\lambda^-, c_0) \ .$$

For times larger than $t_{sw}(c_m)$ the regions 1 and 3 disappear and two new simple wave regions appear which we denote as $\Pi_I$ and $\Pi_0$, see Fig. 4 and also the lower panel of Fig. 2. The same reasoning as above shows that in these regions the characteristics are determined by

$$x - v_+(-c_0, \lambda^+)t = W_+^{(2)}(-c_0, \lambda^+) \ , \quad \text{in } \Pi_r,$$

and

$$x - v_-(\lambda^-, c_0)t = W_-^{(2)}(\lambda^-, c_0) \ , \quad \text{in } \Pi_l.$$  

C. Solution of the dispersionless problem and comparison with numerical simulations

The problem is now solved: having determined $\chi$ in regions 1, 2 and 3 (see Sec. III A), we obtain $W_\pm$ in these regions from Eqs. (14).

- It is then particularly easy to find the values of $\lambda^+$ and $\lambda^-$ in the simple wave regions. For instance, in region III, one has $\lambda_- = -c_0$, and for given $x$ and $t$, $\lambda^+$ is obtained from Eq. (39). The same procedure is to be employed in the simple wave regions I, $\Pi_r$ and $\Pi_l$ where the relevant equations are then Eqs. (40), (41), (42) respectively.

- To determine the values of $\lambda^+$ and $\lambda^-$ as functions of $x$ and $t$ in regions 1, 2 and 3 one follows a different procedure which is detailed below, but which essentially consists in the following: for a given time $t$ and a given region $n$ ($n = 1, 2$ or 3) one picks one of the possible values of $\lambda^+$. From Eqs. (12) $\lambda^-$ is then solution of

$$W_{+}^{(n)}(\lambda^-, \lambda^+) - W_{-}^{(n)}(\lambda^-, \lambda^+) + t = 0 \ ,$$

and $x$ is determined by either one of Eqs. (12). So, for given $t$ and $\lambda^+$ in region $n$, one has determined the values of $\lambda^-$ and $x$. In practice, this makes it possible to associate a couple $(\lambda^-, \lambda^+)$ in region $n$ to each $(x, t)$.

The procedure for determining the profile in regions 1, 2, and 3 which has just been explained has to be implemented with care, because the relevant regions to be considered and their boundaries change with time; for instance regions 1 and 3 disappear when $t > t_{sw}(c_m)$. It would be tedious to list here all the possible cases and we rather explain the specifics of the procedure by means of an example: the determination of $\lambda^+$ and $\lambda^-$ in region 1 when $t < t_{sw}(c_m)$.

One starts by determining the value of $\lambda^+$ along the characteristic $\lambda^- = -c_0$ at time $t$ (see Fig. 4). This value of $\lambda^+$ defines the boundary between regions 1 and 2 and we accordingly denote it as $\lambda_{1/2}^+(t)$, it is represented in Fig. 2 (b). From Eqs. (12) it is a solution of

$$W_{+}^{(1)}(-c_m, \lambda_{1/2}^+) - W_{-}^{(1)}(-c_m, \lambda_{1/2}^+) = 0 \ .$$

We then know that, in region 1, at time $t$, $\lambda^+$ takes all possible values between $c_0$ and $\lambda_{1/2}^+(t)$. Having determined the precise range of variation of $\lambda^+$ we can now, for each possible $\lambda^+$, determine $\lambda^-$ from Eq. (43) (with $n = 1$) and follow the above explained procedure.

- The approach described in the present section makes it possible to determine the curve $C^t$ representing, at time $t$, the profile in the unfolded characteristic plane. A sketch of $C^t$ was given in Fig. 4 (b), it is now precisely represented in Fig. 5 for several values of $t$, with also the initial curve $C^0$.

Once $\lambda^+$ and $\lambda^-$ have been determined as function of $x$ and $t$, the density and velocity profiles are obtained.
through Eqs. (8). One obtains an excellent description of the initial dispersionless stage of evolution of the pulse, as demonstrated by the very good agreement between theory and numerical simulations illustrated in Figs. 6 and 7. These figures, together with Fig. 8, compare at different times the theoretical density profile \( \rho(x, t) \) with the one obtained by numerical integration of Eq. (2), taking the initial condition \( u(x, 0) = 0 \) and \( \rho(x, 0) \) given by Eq. (3) with \( \rho_0 = 0.5 \), \( \rho_1 = 2 \) and \( x_0 = 20 \). A similar agreement is obtained for the velocity profile \( u(x, t) \). Note that for time \( t = 5 \), some small diffractive contributions at the left and right boundary of the pulse are not accounted for by our dispersionless treatment (see Fig. 6). At larger time, the density profile at both ends of the pulse steepens and the amplitude of these oscillations accordingly increases. There exists a certain time, the wave breaking time \( t_{\text{wb}} \), at which nonlinear spreading leads to a gradient catastrophe; the dispersionless approximation subsequently predicts a nonphysical multivalued profile, as can be already seen in Fig. 7 and more clearly in Fig. 8. The time \( t_{\text{wb}} \) can be easily computed if the wave breaking occurs at the simple-wave edges of the pulse (see, e.g., [41]) as it happens in our case, when the simple waves I and III break. These edges propagate with the “sound” velocity \( c_0 \) over a flat background and, at the wave breaking moment, the profile of \( \lambda^+ \) in region III (or \( \lambda^- \) in region I) has a vertical tangent line in the limit \( \lambda^+ \rightarrow c_0 \) (\( \lambda^- \rightarrow -c_0 \)), that is \( \partial x / \partial \lambda^+ \rightarrow 0 \) as \( \lambda^+ \rightarrow \pm c_0 \). Then differentiation of the simple-wave solutions (39) or (40) gives at once

\[
t_{\text{wb}} = \frac{2}{3} \left| \frac{dW^3_+(-c_0, \lambda^+)}{d\lambda^+} \right|_{\lambda^+ = c_0} \tag{45}
\]

(for definiteness we consider the simple wave in the region III). Substitution of the expression for \( W^3_+(-c_0, \lambda^+) \) in the above relation yields after simple calculations [41]

\[
t_{\text{wb}} = \frac{2}{3} \left| \frac{dw^A}{d\lambda^+} \right|_{\lambda^+ = c_0} \tag{46}
\]

The numerical value of \( t_{\text{wb}} \) is equal to \( \approx 6.3 \) for our choice of initial condition, in excellent agreement with numerical simulations. In dispersive nonlinear systems the wave breaking is regularized by formation of regions with large oscillations of density and flow velocity, whose extent increases with time. This situation is typical for
the formation of dispersive shock waves, and requires a nonlinear treatment able to account for dispersive effects. Such an approach is introduced in the next section, but before turning to this aspect, we now compute an important characteristics time: the time $t_{\text{split}}$ at which the initial bump has exactly split in two separated parts. For $t > t_{\text{split}}$ a plateau of constant density $\rho_0$ develops between the two separated humps, as illustrated for instance in Fig. 1. One can see from Fig. 4 that $t_{\text{split}} = t_{\text{sw}}(c_0)$ and can thus be computed from Eqs. (48) as

$$t_{\text{split}} = \frac{W_+(c_0)}{c_0} - \frac{W_-(c_0)}{c_0} - \frac{1}{c_0} \int_c^{c_0} \sqrt{r} \, dr.$$  \hfill (47)

In the right hand side of the above equation one has $W_\pm(c_0)$ where it is legitimate to use the expression (35), since one is in the limiting case where $\lambda^+ = -\lambda^-$. This yields at once

$$t_{\text{split}} = \frac{x_0}{c_0} + \frac{1}{4 c_0^5} \int_0^{c_0} \sqrt{r} \, dr.$$  \hfill (48)

In the limit of a very small initial bump, $c_0$ is very close to $c_0$, and the second term of the right hand side of Eq. (48) is negligible. In this case a linear approach is valid: the two sub-parts of the bump move, one to the right, the other to the left, at velocities $c_0$ and a time $t_{\text{split}} \simeq x_0/c_0$ is needed for their complete separation. The second term of the right hand side of Eq. (48) describes the nonlinear correction to this result. For the initial profile $\phi$, the expressions of $w^+$ and $w^-$ are given in Eq. (48), and one directly obtains from Eq. (48):

$$t_{\text{split}} = \frac{x_0}{c_0} \left( 1 + G(\rho_1/\rho_0) \right),$$  \hfill (49)

where

$$G(X) = \frac{X}{4} \int_0^1 \frac{\sqrt{1-u}}{(1+X u)^{1/2}} \, du.$$  \hfill (50)

In the simulations, we took $x_0 = 20$, $c_0 = \sqrt{0.5}$, $\rho_1/\rho_0 = 3$ and formula (49) then yields $t_{\text{split}} \approx 40.1$, in excellent agreement with the numerical result. Note that in this case the simple linear estimate would be $x_0/c_0 \approx 28.3$.

For a small bump with $\rho_1 \ll \rho_0$, the weak nonlinear correction to the linear result is obtained by evaluating the small $X$ behavior of the function $G$ in (50). This yields

$$t_{\text{split}} \simeq \frac{x_0}{c_0} \left( 1 + \frac{1}{6} \frac{\rho_1}{\rho_0} \right)^2 \left( \frac{\rho_1}{\rho_0} \right)^2 + \cdots.$$  \hfill (51)

IV. WHITHAM THEORY AND THE GENERALIZED HODOGRAPH METHOD

In this section we first give a general presentation of Whitham modulational theory (Sec. IV A) and then discuss specific features of its implementation for the case in which we are interested (Sec. IV B).

A. Periodic solutions and their modulations

The NLS equation (2) is equivalent to the system (4) which admits nonlinear periodic solutions that can be written in terms of four parameters $\lambda_1 \leq \lambda_2 \leq \lambda_3 \leq \lambda_4$ in the form (see, e.g., Ref. [33])

$$\rho(x, t) = \frac{1}{2} (\lambda_4 - \lambda_3 - \lambda_2 + \lambda_1)^2 + (\lambda_4 - \lambda_3)(\lambda_2 - \lambda_1) \times \sn^2 \left( \sqrt{\lambda_2 - \lambda_1} \right)(x - V t), m, \quad (52)$$

and

$$u(x, t) = V - \frac{C}{\rho(x, t)}.$$  \hfill (53)

where $\sn$ is the sine elliptic Jacobi function (see, e.g., Ref. [42]),

$$V = \frac{1}{2} \sum_{i=1}^{4} \lambda_i, \quad m = \frac{(\lambda_2 - \lambda_1)(\lambda_4 - \lambda_3)}{(\lambda_4 - \lambda_2)(\lambda_3 - \lambda_1)},$$  \hfill (53)

and

$$C = \frac{1}{8} (-\lambda_1 - \lambda_2 + \lambda_3 + \lambda_4) \times (-\lambda_1 + \lambda_2 - \lambda_3 + \lambda_4) \times (\lambda_l - \lambda_2 - \lambda_3 + \lambda_4) \quad (54)$$

For constant $\lambda_i$, expressions (52), (53) and (54) correspond to an exact (single phase) solution of the NLS equation, periodic in time and space, where oscillations have the amplitude

$$a = (\lambda_2 - \lambda_1)(\lambda_4 - \lambda_3),$$  \hfill (55)

and the spatial wavelength

$$L = \frac{2 K(m)}{\sqrt{\lambda_4 - \lambda_2}(\lambda_3 - \lambda_1)}. \quad (56)$$

In the limit $m \to 0$ ($\lambda_1 = \lambda_2$ or $\lambda_3 = \lambda_4$), Eq. (52) describes a small amplitude sinusoidal wave oscillating around a constant background, and in the other limiting case $m \to 1$ ($\lambda_2 = \lambda_3$), it describes a dark soliton (for which $L \to \infty$).

The great insight of Gurevich and Pitaevskii [31] has been to describe a dispersive shock wave as a slowly modulated nonlinear wave, of type (52), for which the $\lambda_i$’s are functions of $x$ and $t$ which vary weakly over one wavelength and one period. Their slow evolution is governed by the Whitham equations (33)

$$\partial_t \lambda_i + \nu_i(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \partial_x \lambda_i = 0, \quad i = 1, 2, 3, 4. \quad (57)$$

Comparing with Eqs. (1) one sees that the $\nu_i$’s are the Riemann invariants of the Whitham equations. The $\nu_i$’s are the associated characteristic velocities; their explicit expressions have been first derived in Refs. [40,47]. They can also be obtained from the relation (35)

$$\nu_i = V - \frac{1}{2} \frac{L}{\partial_t L}, \quad i = 1, 2, 3, 4, \quad (58)$$
where \( \partial_i = \partial / \partial \lambda_i \). This yields

\[
\begin{align*}
\nu_1 &= V - \frac{(\lambda_4 - \lambda_1)(\lambda_2 - \lambda_1)K(m)}{(\lambda_4 - \lambda_1)K(m) - (\lambda_4 - \lambda_2)E(m)}, \\
\nu_2 &= V + \frac{(\lambda_3 - \lambda_2)(\lambda_1 - \lambda_2)K(m)}{(\lambda_3 - \lambda_2)K(m) - (\lambda_3 - \lambda_1)E(m)}, \\
\nu_3 &= V - \frac{(\lambda_4 - \lambda_3)(\lambda_2 - \lambda_3)K(m)}{(\lambda_4 - \lambda_3)K(m) - (\lambda_4 - \lambda_2)E(m)}, \\
\nu_4 &= V + \frac{(\lambda_4 - \lambda_2)(\lambda_1 - \lambda_2)K(m)}{(\lambda_4 - \lambda_2)K(m) - (\lambda_4 - \lambda_1)E(m)},
\end{align*}
\]

where \( m \) is given by Eq. (53) and \( E(m) \) is the complete elliptic integrals of the second kind.

In the soliton limit \( m \to 1 \) (i.e., \( \lambda_3 \to \lambda_2 \)), the Whitham velocities reduce to

\[
\begin{align*}
\nu_1 &= \frac{1}{2}(3\lambda_1 + \lambda_4), \\
\nu_2 &= \frac{1}{2}(\lambda_1 + 2\lambda_2 + \lambda_4), \\
\nu_4 &= \frac{1}{2}(\lambda_1 + 3\lambda_4).
\end{align*}
\]

In a similar way, in the small amplitude limit \( m \to 0 \) (i.e., \( \lambda_2 \to \lambda_1 \)), we obtain

\[
\begin{align*}
\nu_1 &= \nu_2 = 2\lambda_1 + \frac{(\lambda_4 - \lambda_3)^2}{2(\lambda_3 + \lambda_4 - 2\lambda_1)}, \\
\nu_3 &= \frac{1}{2}(3\lambda_3 + \lambda_4), \\
\nu_4 &= \frac{1}{2}(\lambda_3 + 3\lambda_4),
\end{align*}
\]

and in another small amplitude limit (\( m \to 0 \) when \( \lambda_3 \to \lambda_4 \)), we have

\[
\begin{align*}
\nu_1 &= \frac{1}{2}(3\lambda_1 + \lambda_2), \\
\nu_2 &= \frac{1}{2}(\lambda_1 + 3\lambda_2), \\
\nu_3 &= \nu_4 = 2\lambda_4 + \frac{(\lambda_2 - \lambda_1)^2}{2(\lambda_1 + \lambda_2 - 2\lambda_4)}.
\end{align*}
\]

### B. Generalized hodograph method

In Sec. [11] we have provided a nondispersive description of the spreading and splitting of the initial pulse in two parts (one propagating to the left, and the other to the right). During this nonlinear process the leading wavefront steepens and leads to wave breaking. This occurs at a certain time \( t_{WB} \) after which the approach of Sec. [11] predicts a nonphysical multivalued profile [see, e.g., Fig. 5], since it does not take into account dispersive effects. The process of dispersive regularization of the gradient catastrophe leads to the formation of a dispersive shock wave, as first predicted by Sagdeev in the context of collisionless plasma physics, see, e.g., Ref. [48].

For the specific case we are interested in, the Gurevich-Pitaevskii approach which consists in using Whitham theory for describing the DSW as a slowly modulated nonlinear wave holds, but it is complicated by the fact that two of the four Riemann invariants vary in the shock region. As already explained in the introduction, we adapt here the method developed in Refs. [31,37] for treating a similar situation for the Korteweg-de Vries equation.

In all the following we concentrate our attention on the shock formed at the right edge of the pulse propagating to the right. Due to the symmetry of the problem the same treatment can be employed for the left pulse. The prediction of multivalued \( \lambda^\pm \) resulting from the dispersionless approach of Sec. [11] suggests that, after wave breaking of the simple-wave solution, the correct Whitham-Riemann invariant should be sought in a configuration such that \( \lambda_1 = \lambda^- = -c_0 \), \( \lambda_2 = \lambda^+ (x \to \infty) = c_0 \) and \( \lambda_3 \) and \( \lambda_4 \) both depend on \( x,t \). In this case the Whitham Eqs. (57) with \( i = 1, 2 \) are trivially satisfied, and for solving them for \( i = 3 \) and \( 4 \), one introduces two functions \( W_i(\lambda_3, \lambda_4) \) \( (i = 3 \) or \( 4) \), exactly as we did in Sec. [11] with \( \pm(\lambda^-, \lambda^+) \):

\[
x - \nu_i(\lambda_3, \lambda_4)t = W_i(\lambda_3, \lambda_4), \quad i = 3, 4.
\]

For the sake of brevity we have noted in the above equation \( \nu_i(\lambda_3, \lambda_4) \) \( = \nu_i(\lambda_1 = -c_0, \lambda_2 = c_0, \lambda_3, \lambda_4) \) \( \forall i \in \{3,4\} \); we will keep this notation henceforth.

Then, one can derive Tsarev equations for \( W_i(\lambda_3, \lambda_4) \) [replacing the subscripts plus and minus by 4 and 3 in (13) and one can show (see, e.g., Refs. [35,49,50]) that these are solved for \( W_i \)'s of the form

\[
W_i = \frac{1}{2} - \frac{L}{\partial_iL} \frac{\partial_i}{\partial_i}, \quad i = 3, 4.
\]

where \( \Psi(\lambda_3, \lambda_4) \) is solution of the Euler-Poisson equation

\[
\frac{\partial_3 \Psi}{\partial_3} = \frac{\partial_4 \Psi - \partial_4 \Psi}{2(\lambda_3 - \lambda_4)}.
\]

As was first understood in Ref. [33], after the wave breaking time, the development of the dispersive shock wave occurs in two steps. Initially (when \( t \) is close to \( t_{WB} \)), the DSW is connected at its left edge to the smooth profile coming from the time evolution of the right part of the initial profile of \( \lambda^+ \) (part A), which is gradually absorbed in the DSW. This process of absorption is complete at a time we denote as \( t_{A/B} \). Then, for \( t > t_{A/B} \), the DSW is connected to the smooth profile coming from the time evolution of part B of \( \lambda^+ \) (this is case “B”, “region B” of the \((x,t)\) plane). During the initial step (for \( t < t_{A/B} \)), for a given time \( t \), the highest value of the largest of the Riemann invariant is reached within the smooth part of the profile and keeps the constant value \( c_m \). Then, in the subsequent time evolution, this highest value is reached within the DSW (or at its right boundary) where there exists a point where \( \lambda_4 \) takes its maximal value (\( c_m \)). We illustrate these two steps of development of the DSW in Fig. 7. We denote the region of the DSW where \( \lambda_4 \) is a decreasing function of \( x \) as region A, the part where it increases as region B.

In region A of the \((x,t)\) plane, we denote by \( \Psi^A(\lambda_3, \lambda_4) \) the solution of the Euler-Poisson equation, in region B
During the first stage of evolution of the DSW, its left (solitonic) edge is connected to the smooth dispersiveless solution whose dynamics is described by formula (69), that is, we have here

$$x_3 - v_+(-c_0, \lambda_3) t = W_+^{(3)}(-c_0, \lambda_3),$$  \hspace{1cm} (67)$$

where $x_3(t)$ is the position of the left edge of the DSW and $\lambda_3(t) \equiv \lambda^+(x_3(t), t)$. We recall that in all the following we focus on the DSW formed in the right part of the pulse. Hence the above equation concerns the right part of the nondispersive part of the profile. According to the terminology of section III, this corresponds to region III.

On the other hand, in vicinity of this boundary, the Whitham equations (57) with the limiting expressions (60) (where $\lambda_2 = \lambda_3 = c_0$) for the velocities $v_i$ are given by

$$\partial_t \lambda_3 + \frac{1}{2} (\lambda_4 + c_0) \partial_x \lambda_3 = 0,$$

$$\partial_t \lambda_4 + \frac{1}{2} (3\lambda_4 - c_0) \partial_x \lambda_4 = 0.$$  \hspace{1cm} (68)$$

For solving these equations one can perform a classical hodograph transform, that is, one assumes that $x$ and $t$ are functions of the independent variables $\lambda_3$ and $\lambda_4$:

$$t = t(\lambda_3, \lambda_4) \quad \text{and} \quad x = x(\lambda_3, \lambda_4).$$

We find from Eqs. (68) that these functions must satisfy the linear system

$$\frac{dx}{\partial \lambda_3} = -\frac{1}{2} (3\lambda_4 - c_0) \frac{dt}{\partial \lambda_3},$$

$$\frac{dx}{\partial \lambda_4} = -\frac{1}{2} (\lambda_4 + c_0) \frac{dt}{\partial \lambda_4}.$$  \hspace{1cm} (69)$$

At the left edge of the DSW, the second equation reads

$$\frac{\partial x_3}{\partial \lambda_3} = \frac{3}{2} \frac{dW_+^{(3)}}{d\lambda_3} = \frac{3}{2} \frac{dW_+^{(3)}}{d\lambda_3} - \frac{3}{2} \frac{dW_+^{(3)}}{d\lambda_3} = 0,$$

and this must be compatible with Eq. (67). Differentiation of Eq. (67) with respect to $\lambda_3$ and elimination of $\partial x_3/\partial \lambda_3$ with the use of Eq. (69) yields a differential equation for the function $t(\lambda_3) \equiv t(c_0, \lambda_3)$:

$$(\lambda_3 - c_0) \frac{dt}{d\lambda_3} + \frac{3}{2} \frac{dW_+^{(3)}}{d\lambda_3} = 0.$$  \hspace{1cm} (70)$$

At the wave breaking time, $\lambda_3 = c_0$, this corresponds to the definition $t_{\text{wb}} = t(c_0)$ and Eq. (70) then yields

$$t_{\text{wb}} = \frac{2}{3} \left. \frac{dW_+^{(3)}}{d\lambda_3} \right|_{\lambda_3 = c_0},$$  \hspace{1cm} (71)$$

in agreement with Eq. (46), what should be expected since at the wave breaking moment the DSW reduces to a point in the Whitham approximation. For the concrete
case of our initial distribution we can get a simple explicit
expression for \( t_{\text{w},B} \) which reads (see Eq. (60) and
note (47)):

\[
t_{\text{w},B} = -\frac{2}{3} \left. \frac{d\omega^*(\lambda_s)}{d\lambda_s} \right|_{\lambda_s = \lambda_0} = \frac{2c_0 x_0}{3 \rho_1},
\]

(72)

where the right hand side is the form of the constant for-
mula corresponding to the initial profile \( \rho_1 \). Taking \( \rho_0 = 0.5, \rho_1 = 2 \) and \( x_0 = 20 \), we find \( t_{\text{w},B} \approx 6.3 \), in
excellent agreement with the numerical simulations.

The solution of Eq. (70) reads

\[
t(\lambda_s) = \frac{-1}{(\lambda_s - c_0)^{3/2}} \int_{c_0}^{\lambda_s} \sqrt{r - c_0} \frac{dW_+^{(3)}(-c_0, r)}{dr} dr
+ \frac{1}{2(\lambda_s - c_0)^{3/2}} \int_{c_0}^{\lambda_0} \sqrt{r - c_0} \frac{dW_+^{(3)}(-c_0, r)}{dr} dr - \frac{W_+^{(3)}(-c_0, \lambda_s)}{\lambda_s - c_0}.
\]

(73)

Substituting this expression into (67), we obtain the
function \( x_s(\lambda_s) \equiv x(c_0, \lambda_s) :

\[
x_s(\lambda_s) = \frac{1}{2} \left( 3\lambda_s - c_0 \right) t(\lambda_s) + W_+^{(3)}(-c_0, \lambda_s).
\]

(74)

The two formulas (73) and (74) define in an implicit way
the law of motion \( x = x_s(t) \) of the soliton edge of the
DSW.

The above expressions are correct as long as the soliton
edge is located inside region A of the DSW, that is, up
to the moment \( t_{\lambda/A} = t(c_m) \). From (73) one obtains the
explicit expression

\[
t_{\lambda/A} = \left. \frac{-1}{(\lambda_s - c_0)^{3/2}} \int_{c_0}^{\lambda_s} \sqrt{r - c_0} \frac{dW_+^{(3)}(-c_0, r)}{dr} dr \right|_{\lambda_s = \lambda_0} + \frac{3}{2} t = \frac{3}{2} \frac{dW_+^{(2)}(-c_0, \lambda_s)}{d\lambda_s}.
\]

(75)

In the case we consider this yields \( t_{\lambda/A} = 25.9 \). For time
larger than \( t_{\lambda/A} \), the soliton edge connects with region B
of the dispersionless profile which corresponds to region 2,
see Fig. 2. Concretely, for a time \( t > t_{\lambda/A} \), instead of
Eq. (70) we have to solve the differential equation

\[
(\lambda_s - c_0) \frac{dt}{d\lambda_s} + \frac{3}{2} t = -\frac{dW_+^{(2)}(-c_0, \lambda_s)}{d\lambda_s}.
\]

(76)

with the initial condition \( t(c_m) = t_{\lambda/A} \). The solution of
Eq. (76) reads

\[
t(\lambda_s) = \frac{-1}{(\lambda_s - c_0)^{3/2}} \left( \int_{c_0}^{\lambda_s} \sqrt{r - c_0} \frac{dW_+^{(2)}(-c_0, r)}{dr} dr + \int_{c_0}^{c_m} \sqrt{r - c_0} \frac{dW_+^{(3)}(-c_0, r)}{dr} dr \right)
\]

(77)

and \( x_s(\lambda_s) \) is determined by Eq. (41):

\[
x_s(\lambda_s) = \frac{1}{2} (3\lambda_s - c_0) t(\lambda_s) + W_+^{(2)}(-c_0, \lambda_s).
\]

(78)

At asymptotically large time \( t \to \infty \) one is in stage B of
evolution of the DSW with furthermore \( \lambda_s \to c_0 \). In this
case the upper limit of integration in the first integral of
formula (77) can be put equal to \( c_0 \). Thus, we get in this
limit

\[
t(\lambda_s) \approx \frac{A}{(\lambda_s - c_0)^{3/2}},
\]

(79)

where the expression for the constant \( A \) is

\[
A = -\left( \int_{c_m}^{c_0} \sqrt{r - c_0} \frac{dW_+^{(2)}(-c_0, r)}{dr} dr + \int_{c_0}^{c_m} \frac{c_0 - r}{c_0} \frac{dW_+^{(3)}(-c_0, r)}{dr} dr \right).
\]

(80)

Consequently one obtains the asymptotic expressions

\[
\lambda_s(t) = c_0 + \left( \frac{A}{\sqrt{t}} \right)^{2/3}, \quad x_s(t) = c_0 t + \frac{3A^{2/3}}{2} t^{1/3}.
\]

(81)

We denote the position of the rear point of the simple
wave as \( x^*(t) \), see Fig. 9. It is clear from Fig. 4 that \( x^* = 0 \)
at time \( t = t_{\text{sw}}(c_0) \), i.e., just when region 2 disappears,
whereafter the dispersionless approach of Sec. III predicts
a profile with only simple waves and plateau regions. The
rear edge of the simple wave then propagates over a flat
background at constant velocity \( c_0 \); one thus has

\[
x^*(t) = c_0 \left[ t - t_{s,w}(c_0) \right].
\]

(82)

Asymptotically (i.e., at time much larger than \( t_{s,w}(c_0) \)) one
has \( x^*(t) \approx c_0 t \) and, in the simple wave profile be-
tween \( x^*(t) \) and \( x_s(t) \), \( \lambda^+ \) depends on the self-similar variable \((x - x^*(t))/t\) while \( \lambda^- \) is constant. Then Eqs. (5) readily yield

\[
\begin{aligned}
\lambda^+ &= c_0 + \frac{3}{5} (x - x^*(t)) \\
\lambda^- &= -c_0,
\end{aligned}
\]

(83)

Eqs. (5) then yield the explicit expression of \( \rho \) in this
region (which was roughly described in the end of Sec. II
as having a “quasi-triangular shape”), and using (81) one
obtains

\[
\int_{x^*(t)}^{x_s(t)} \left( \sqrt{\rho(x, t) - c_0} \right)^{1/2} dx = \frac{1}{\sqrt{2}} A.
\]

(84)

The asymptotic situation at the rear of the DSW is re-
miniscent of what occurs in the theory of weak dissipative
shocks where (i) a nonlinear pattern of triangular shape
may also appear at the rear edge of a (viscous) shock, (ii)
the details of the initial distribution are lost at large time
(as in the present case) and (iii) a conserved quantity of
the type (84) also exists. Note also that equivalent rela-
tions for the behavior of a rarefaction wave in the rear of
a dispersive shock in the similar situation for the Korte-
weg-de Vries equation has been obtained in Ref. [27].
Formulas (81) and (84) are important because they provide an indirect evidence making it possible to assert if a given experiment has indeed reached to the point where a bona fide dispersive shock wave should be expected.

We now give, in the next section, the explicit theoretical description of the whole region of the dispersive shock.

VI. SOLUTION IN THE SHOCK REGION

In this section we turn to the general solution of the Whitham equations given by the formulas of Sec. IV B. Our task is to express the functions $W_3$ and $W_4$ in terms of the initial distribution of the light pulse. As was indicated above, one needs to distinguish two regions, A and B, in which $\psi$ takes different values.

A. Solution in region A

In region A one can straightforwardly adapt the procedure explained in Ref. [35]. One imposes the matching of the left edge of the DS with the dispersionless solution (see Sec. IV B): just at $x = x_3(t)$, we have $\lambda_4 = \lambda^+$, $\lambda_3 = \lambda_2 = c_0$, $\lambda_1 = -c_0$ (see Fig. 9) and Eq. (63) yields $v_4(\lambda_3, \lambda_4) = (3\lambda_4 - c_0)/2 = \psi_+(-c_0, \lambda^+)$. Then, at this point, the conditions (39) and (63) with $i = 4$ are simultaneously satisfied which implies

$$W_4^+(\lambda_3 = c_0, \lambda_4 = \lambda^+) = W_4^{(3)}(-c_0, \lambda^+) ,$$  \hspace{1cm} (85)

where $W_4^{(3)}$ is the form of $W_4^+$ corresponding to region 3. Note that, here, the first argument of the function $W_4^{(3)}$ is $\lambda^+ = -c_0$ for all time. Indeed, the boundary condition (85) corresponds to the matching in physical space at $x_3(t)$. When the DSW starts to form at time $t_{\text{wn}}$, the edge $x_3(t_{\text{wn}})$ lies on the characteristic issued from $x_0$ [$x_0$ defines the initial extend of the pulse, see, Eq. (3)]. The Riemann invariant $\lambda^-$ is constant and equal to $-c_0$ along this characteristic, cf. Fig. 4. Then, because the characteristics of $\lambda^-$ in the dispersionless region close to $x_3$ are oriented to the left whereas $x_3$ moves to the right, it is clear that $\lambda^-(x_3(t), t) = -c_0$ for $t > t_{\text{wn}}$.

In terms of $\psi$ the relation (85) corresponds to the equation

$$\psi^+(c_0, \lambda_4) + 2(\lambda_4 - c_0)\partial_4 \psi^+(c_0, \lambda_4) = W_4^{(3)}(-c_0, \lambda_4) ,$$

whose solution is

$$\psi^+(c_0, \lambda_4) = \frac{1}{2\sqrt{\lambda_4 - c_0}} \int_{c_0}^{\lambda_4} W_4^{(3)}(-c_0, r) \frac{dr}{\sqrt{r - c_0}} .$$ \hspace{1cm} (87)

This will serve as a boundary condition for the Euler-Poisson equation (65) whose general solution has been given by Eisenhart [51] in the form

$$\psi^+(\lambda_3, \lambda_4) = \int_{c_0}^{\lambda_3} \frac{\psi^+(\mu) d\mu}{\sqrt{\lambda_3 - \mu} \sqrt{\lambda_4 - \mu}} + \int_{c_0}^{\lambda_4} \frac{\psi^+(\mu) d\mu}{\sqrt{\lambda_3 - \mu} \sqrt{\lambda_4 - \mu}} ,$$  \hspace{1cm} (88)

where $\psi^+(\mu)$ and $\psi^+(\mu)$ are arbitrary functions to be determined from the appropriate boundary conditions. By taking $\lambda_3 = c_0$ in this expression one sees that $\psi^+(\mu)/\sqrt{\mu - c_0}$ is the Abel transform of $\psi^+(c_0, \lambda_4)$. Using the inverse transformation [92] and expression (87) one can show that

$$\psi^+ (\mu) = \frac{1}{2\pi} \int_{c_0}^{\mu} W_4^{(3)}(-c_0, r) \frac{dr}{\sqrt{\mu - r}} .$$ \hspace{1cm} (89)

In order to determine the other unknown function $\psi^-$, one considers the right boundary of the DSW where $\lambda_3$ and $\lambda_4$ are asymptotically close to each other. One can show (see, e.g., an equivalent reasoning in Ref. [27]) that in order to avoid divergence of $\psi^+(\lambda_3, \lambda_4 = \lambda_3)$, one needs to impose $\psi^+(\lambda) = -\psi^-(\lambda)$. The final form of the Eisenhart solution in region A thus reads

$$\psi^+(\lambda_3, \lambda_4) = \int_{\lambda_3}^{\lambda_4} \frac{\psi^-(\mu) d\mu}{\sqrt{\lambda_3 - \mu} \sqrt{\lambda_4 - \mu}} ,$$  \hspace{1cm} (90)

where $\psi^-$ is given by formula (89).

B. Solution in region B

One looks for a solution of the Euler-Poisson equation in region B in the form

$$\psi^B(\lambda_3, \lambda_4) = \psi^+(\lambda_3, \lambda_4) + \int_{\lambda_4}^{c_m} \frac{\psi^+(\mu) d\mu}{\sqrt{\mu - \lambda_3} \sqrt{\mu - \lambda_4}} ,$$  \hspace{1cm} (91)

where $c_m$, the maximum value for $\lambda_4$. The above expression ensures that $\psi^B$, (i) being the sum of two solutions of the Euler-Poisson equation, is also a solution of this equation and (ii) verifies the boundary condition (66) since the second term of the right-hand side of (91) vanishes when $\lambda_4 = c_m$.

At the left boundary of the DSW, $\psi^B(c_0, \lambda_4)$ verifies an equation similar to (86):

$$\psi^B(c_0, \lambda_4) + 2(\lambda_4 - c_0)\partial_4 \psi^B(c_0, \lambda_4) = W_4^{(2)}(-c_0, \lambda_4) ,$$  \hspace{1cm} (92)

The solution with the appropriate integration constant reads

$$\psi^B(r_1, 0) = \frac{1}{2\sqrt{\lambda_4 - c_0}} \int_{c_0}^{c_m} \frac{W_4^{(2)}(-c_0, r)}{\sqrt{r - c_0}} dr + \frac{1}{2\sqrt{\lambda_4 - c_0}} \int_{c_0}^{c_m} \frac{W_4^{(3)}(-c_0, r)}{\sqrt{r - c_0}} dr ,$$  \hspace{1cm} (93)
where \( W_+^{(2)} \) is the form of \( W_+ \) corresponding to region 2. The same procedure as the one previously used for the part A of the DSW leads here to

\[
\phi^0(\mu) = \frac{1}{2\pi \sqrt{\mu - c_0}} \int_{\mu}^c \frac{W_+^{(2)}(-c_0, r) - W_+^{(2)}(-c_0, r)}{\sqrt{\mu - r}} \, dr .
\]  

(Eq. 94)

Eqs. (91) and (94) give the solution of the Euler-Poisson equation in region B.

C. Characteristics of the DSW at its edges

It is important to determine the boundaries \( x_s(t) \) and \( x_m(t) \) of the DSW, as well as the values of the Riemann invariants \( \lambda_3 \) and \( \lambda_4 \) at these points. The law of motion of the soliton edge was already found in Sec. V and it is instructive to show how this result can be obtained from the general solution.

At the soliton edge we have \( \lambda_2 = \lambda_3 = c_0 \) and \( \lambda_4 = \lambda_5(t) \). The corresponding Whitham velocities are \( v_3 = 1/2 (\lambda_3 + c_0) \) and \( v_4 = 1/2 (\lambda_4 - c_0) \) [see Eqs. (60)], and the two equations (63) read

\[
x_s = \frac{1}{2}(3\lambda_3 - c_0)t = W_4^\alpha(c_0, \lambda_3) = W_4^{(n)}(-c_0, \lambda_3),
\]

\[
x_m = \frac{1}{2}(\lambda_3 + c_0)t = W_4^\alpha(c_0, \lambda_3) = \Psi^\alpha(c_0, \lambda_3),
\]  

(Eq. 95)

where, in order to have formulas applying to both stages of evolution of the DSW, one has introduced dummy variables \( \alpha \) and \( n \) with \( \alpha = A \) or \( B \) and \( n = 3 \) or \( 2 \), respectively. This gives at once

\[
t(\lambda_3) = \frac{1}{\lambda_3 - c_0} \left[ \Psi^\alpha(c_0, \lambda_3) - W_4^{(n)}(-c_0, \lambda_3) \right],
\]

\[
x_\mu(\lambda_3) = c_0 t + \frac{1}{2} \left[ 3\Psi^\alpha(c_0, \lambda_3) - W_4^{(n)}(-c_0, \lambda_3) \right].
\]  

(Eq. 96)

Let us consider the stage A for instance. Eq. (87) yields

\[
\Psi^A(c_0, \lambda_3) = \frac{1}{2\sqrt{\lambda_3 - c_0}} \int_{\lambda_3}^{c_0} \frac{W_+^{(3)}(-c_0, r) \, dr}{\sqrt{\lambda_3 - r} - c_0} ,
\]

which, inserted into Eqs. (96) gives immediately the results (73) and (74).

Fig. 10 shows the time evolution of \( x_s(t) \). The black curve is calculated from Eqs. (90), while the red dashed line corresponds to the asymptotic behavior of \( x_s \), given by Eq. (81). The green points are extracted from simulations and exhibit a very good agreement with the theory. The same excellent agreement is obtained for the time evolution of \( x_m \), as shown in Fig. 11.

We demonstrated in Sec. III the accuracy of the Riemann method for describing the spreading and splitting of the initial pulse in to parts. The matching between the left edge of the DSW and the dispersionless profile at the point of coordinates \( (x_s, \lambda_3) \) is given in Eq. (67). Since the splitting occurs rapidly, a simpler approach would be to make the approximation \( \lambda^-(x, t) = -c_0 = \text{const} \) for the dispersionless right part of the profile. In this case, the Riemann equation (8) for \( \lambda^+ \) reduces to

\[
\frac{\partial \lambda^+}{\partial t} + \left( \frac{3}{2} \lambda^+ - \frac{1}{2}c_0 \right) \frac{\partial \lambda^+}{\partial x} = 0 .
\]  

(Eq. 97)

This equation can be solved by the method of characteristics which yields the implicit solution for \( \lambda^+(x, t) \):
\[ x - \left(\frac{3}{2} \lambda^+ - \frac{1}{2} c_0 \right) t = w^{\lambda/2}(\lambda^+) , \]  

where \( w^{\lambda/2} \) are the the inverse functions of the initial \( \lambda^+(x) \) profile in parts A and B [in our case their explicit expressions are given in Eqs. (18)].

Within this approximation the DSW is described through \( J \) by the same equations \((89), (90), (91) \) and \((94) \) as before, replacing \( W_{(3/2)}^+(-c_0, r) \) by \( w^{\lambda/2}(r) \) everywhere. \( \lambda \) computed using this approximation is represented in Fig. 11 as a function of \( t \) (blue solid line) where it is also compared with the results obtained using the full Riemann method (black solid line) and the results extracted from numerical simulations (green dots).

As we can see, an accurate description of the spreading and splitting stage is important since the blue curve does not precisely agree with the results of the simulations, mainly at large times. However, this approximation gives a correct description of the initial formation of the DSW: this is discussed in note [15] where it is argued that, close to the wave breaking time, the approximation \( W_{(3/2)}^+(-c_0, r) \approx w^{\lambda}(r) \) is very accurate.

Let us now turn to the determination of the location \( x_h(t) \) of the low amplitude, harmonic boundary of the DSW, and of the common value \( \lambda_h(t) \) of \( \lambda_3 \) and \( \lambda_4 \) at this point (see Fig. 9). In the typical situation the left boundary is located in region A. In this case the equations \((63) \) for \( i = 3 \) and \( 4 \) are equivalent and read

\[ x_h - v_h \cdot t = W^+(\lambda_h, \lambda_h) , \quad i = 3 \text{ or } 4 , \]  

where \( v_h = v_3(\lambda_h, \lambda_h) = 2 \lambda - c_0^2 / \lambda_h \) [cf. Eqs. (62)]. An equation for \( \lambda_h \) alone is obtained by demanding that the velocity \( dx_h/dt \) of the left boundary is equal to the common value \( v_h \) of \( v_3 \) and \( v_4 \). The differentiation of Eq. (99) with respect to \( \lambda_h \) then yields

\[ t = -\frac{1}{dv_h/\lambda_h} \frac{dW^+_4(\lambda_h, \lambda_h)}{d\lambda_h} . \]  

Note that the relation \( dx_h/dt = v_h \) is a consequence of the general statement that the small amplitude edge of the DSW propagates with the group velocity corresponding to the wave number determined by the solution of the Whitham equations. Indeed, the NLS group velocity of a linear wave with wave-vector \( k \) moving over a background \( \rho_0 = c_0^2 \) is the group velocity of the so called Bogoliubov waves:

\[ v_g(k) = \frac{k^2 / 2 + c_0^2}{\sqrt{k^2 / 4 + c_0^2}} , \]  

and here \( k = 2\pi/L = 2\sqrt{\lambda_3^2 - c_0^2} \) [where \( L \) is computed from Eq. (66)]. This yields \( v_g = 2 \lambda - c_0^2 / \lambda_h = v_h \), as it should. This property of the small-amplitude edge is especially important in the theory of DSWs for non-integrable equations (see, e.g., Refs. [53] [54]).

The derivative in Eq. (100) reads

\[ \frac{dW^+_4(\lambda_h, \lambda_h)}{d\lambda_h} = \frac{\pi}{2} \left( 3 + \frac{c_0^2}{\lambda_h^2} \right) \frac{d\varphi^+(\lambda_h)}{d\mu} \]

\[ + \frac{3\pi}{4} \left( \lambda_h - \frac{c_0^2}{\lambda_h} \right) \frac{d^2\varphi^+(\lambda_h)}{d\mu^2}, \]  

where \( \varphi^+ \) is given by Eq. (89). For a given \( t \), one can determine the associated value of \( \lambda_h \) by means of Eqs. (100) and (102). The position \( x_h(t) \) is then obtained with Eq. (99), where

\[ W^+_4(\lambda_h, \lambda_h) = \pi \varphi^+(\lambda_h) + \pi \left( \lambda_h - \frac{c_0^2}{\lambda_h} \right) \frac{d\varphi^+(\lambda_h)}{d\mu}. \]  

The time evolution of \( x_h(t) \) is displayed in Fig. 10.

The position of the point \( x_m(t) \) where \( \lambda_4 = c_m \) (cf. Fig. 9) can be obtained from Eqs. (63). First, for a given time \( t \), one needs to find the corresponding value \( \lambda_3 \), solution of the following equation

\[ t = \frac{W_3(\lambda_3, c_m) - W_4(\lambda_3, c_m)}{v_4(\lambda_3, c_m) - v_3(\lambda_3, c_m)}. \]  

Note that in the above we did not write the superscript A or B, because this formula equally holds in both cases since it is to be determined at the boundary between the two regions A and B of the DSW, cf. Eq. (66) and Fig. 9. Then, \( x_m(t) \) is determined using any one of the Eqs. (63). The result is shown in Fig. 10 where the curve \( x_m(t) \) represents the position of the boundary between the two regions A and B at time \( t \).

D. The global picture

We now compare the results of the Whitham approach with the numerical solution of the NLS equation [2] for the initial profile [3].

The DSW is described by Whitham method as explained in Secs. IV A and IV B. For this purpose one needs to determine \( \lambda_3 \) and \( \lambda_4 \) as functions of \( x \) and \( t \) (whereas \( \lambda_1 = -c_0 \) and \( \lambda_2 = c_0 \)). This is performed as follows:

- First, we pick up a given \( \lambda_4 \in [c_0, \lambda_3] \), where \( \lambda_3 \) is the value of \( \lambda_4 \) at the soliton edge, the point where the DSW is connected to the rarefaction wave (it has been explained in Secs. IV A and IV B how to compute it).

- Second, at fixed \( t \) and \( \lambda_4 \), we find the corresponding value \( \lambda_3 \) as a solution of the difference of equations (63),

\[ (v_4 - v_3) \cdot t = W_3(\lambda_3, \lambda_4) - W_4(\lambda_3, \lambda_4), \]  

where \( W_3 \) and \( W_4 \) are computed from Eq. (64), with a superscript A or B, as appropriate.
• Last, the corresponding value of $x$ is determined by $x = W_3 + v_3 t$ (or equivalently $x = W_4 + v_4 t$).

This procedure gives, for each $\lambda_4 \in [c_0, \lambda_3]$ and $t$, the value of $\lambda_3$ and $x$. In practice, it makes it possible to associate with each $(x,t)$ a couple $(\lambda_3, \lambda_4)$. The results confirm the schematic behavior depicted in Fig. 9.

The knowledge of $\lambda_3(x,t)$ and $\lambda_4(x,t)$ completes our study and makes it possible to determine, for each time $t > t_{\text{null}}$, $\rho(x,t)$ and $u(x,t)$ as given by the Whitham approach, for all $x \in \mathbb{R}^+$. Denoting as $x^*(t)$ the left boundary of the hump (remember that we concentrate on the right part of the light intensity profile, see Fig. 9):

(i) In the two regions $x \geq x_0(t)$ and $0 \leq x \leq x^*(t)$, we have $u(x,t) = 0$ and $\rho(x,t) = \rho_0$.

(ii) In the dispersionless region $[x^*(t), x_\sigma(t)]$, $u(x,t)$ and $\rho(x,t)$ are computed from Eq. (51) in terms of $\lambda^+$ and $\lambda^-$ which themselves are computed as explained in Sec. IV. This region rapidly evolves to a rarefaction wave (with $\lambda^- = -c_0$, see Fig. 9) of triangular shape.

(iii) Inside the DSW, for $x \in [x_\sigma(t), x_\omega(t)]$, the functions $\rho(x,t)$ and $u(x,t)$ are given by the expression (52), with $\lambda_1 = -c_0 = -\lambda_2$ and $\lambda_3$ and $\lambda_4$ determined as functions of $x$ and $t$ by the procedure just explained.

The corresponding density profiles are shown in Fig. 12 at different values of time for the initial distribution (with $\rho_0 = 0.5$, $\rho_1 = 1.5$ and $x_0 = 20$). The agreement with the numerical simulation is excellent. The same level of accuracy is reached for the velocity profile $u(x,t)$.

In Fig. 13 we also compare the wavelength of the nonlinear oscillations within the DSW as determined by the Whitham approach [Eq. (50)] with the results of numerical simulations, and the agreement is again very good.

**VII. CONCLUSION**

In this work we presented a detailed theoretical treatment of the spreading of a light pulse propagating in a nonlinear medium. A hydrodynamic approach to both the initial nondispersive spreading and the subsequent formation of an optical dispersive shock compares extremely well with the results of numerical simulations. Although in reality the transition between these two regimes is gradual, it is sharp within the Whitham approximation. An exact expression has been obtained for the theoretical wave breaking time which separates these two regimes [Eq. (52)], which may be used for evaluating the experimental parameters necessary for observing a DSW in a realistic setting. Besides, our theoretical treatment provides valuable insight into simple features of the shocks which are relevant to future experimental studies, such as the coordinates of its trailing edge and...

**FIG. 12:** Comparison between theory and numerical simulations for the density profile $\rho(x,t)$ at $t = 50$ (upper plot) and $t = 200$ (lower plot). The initial profile is the same that was used in all the previous figures. The blue curves are the numerical results. The red solid lines are the envelopes of the density (52) where the $\lambda_i$'s are calculated by the procedure described in Sec. IV. The dashed orange lines correspond to the the dispersionless part of the profile, determined using the method exposed in Sec. IV.

**FIG. 13:** Wavelength of the nonlinear oscillations within the DSW for $t = 200$. The theoretical red curve is calculated from Eq. (50). The blue points are extracted from simulations.
the large-time nondispersive intensity profile which follows it (Sec. [\textcircled{V}]). In particular our work reveals the existence of an asymptotically conserved quantity which has remained unnoticed until now, see Eq. (84).

A possible extension of the present work would be to consider an initial configuration for which—at variance with the situation we study here—the largest intensity gradient is not reached exactly at the extremity of the initial hump. In this case, wave breaking occurs within a simple wave (not at its boundary), and the DSW has remained unnoticed until now, see Eq. (84).

We conclude by stressing that the present treatment focuses on quasi-one dimensional spreading; future developments should consider non exactly integrable systems, for instance light propagation in a photorefractive medium, in a bi-dimensional situation with cylindrical symmetry. Work in these directions is in progress.
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It should not be a surprise that, for determining the wave breaking time, it is legitimate to replace $W_{+}^{(3)}(-c_{0}, \lambda^{+})$ by $w^{A}(\lambda^{+})$ in Eq. (45). Indeed, the wave breaking phenomenon occurs when several characteristics issued from the right region of the edge of the bump cross (in region III for the case considered). For all these characteristics, one intuitively expects that one can neglect the weak dependence of $\lambda^{-}$ on $x$; this is indeed the case: one can rigorously show that $W_{+}^{(3)}(-c_{0}, \lambda^{+})$ and $w^{A}(\lambda^{+})$ coincide in the limit $\lambda^{+} = c_{0}$, which is the relevant one for evaluating (45).