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Abstract: Context: Statistics is the cornerstone of markets, businesses, policy makers and other sectors that require analysis and interpretation of data. From generation-to-generation, statistics has proved useful in everyday life, not only that it helps improving the quality of life through counting and record keeping, but it also allows people to predict the future events and to make their own analysis. Before making a conclusion, data should be collected, analysed and interpreted. Evidence Acquisition: In this study, the paper reviewed parametric and nonparametric tests. Researchers sampled some articles where parametric and nonparametric tests were used without considering assumptions. Results: In this study, researchers provided a review of parametric tests; namely, independent sample t-test and dependent sample t-test, and nonparametric tests; namely, Mann-Whitney U test and Wilcoxon signed-rank test. The formulae for calculating parametric and nonparametric tests have been provided in the study. Procedures on how to conduct Mann-Whitney U test and Wilcoxon signed-rank test in SPSS have been written in this article. Test of normality has been discussed in brief as a key component in analysing parametric and nonparametric tests. Conclusions: Most of the studies that have been carried out have not been considering assumptions when analysing data using either parametric tests or nonparametric tests. This study looked at parametric and nonparametric tests. In parametric tests, the paper looked at independent and dependent sample t-test, while in nonparametric test, the paper looked at Mann-Whitney U test and Wilcoxon signed-rank test.
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1. Introduction

Markets, businesses, policy makers and other sectors require Mathematics and statistics, in particular. From generation-to-generation, statistics has proved useful in everyday life, not only that it helps improving the quality of life through counting and record keeping, but it also allows people to predict the future events and to make their own analysis. Before making a conclusion, data should be collected, analysed and interpreted. These procedures should be followed in order to make a concrete conclusion. In 2019, early December, China was hit by Corona Virus. Using statistics and looking at the number of people from different countries world over doing business with China, British Broadcast Corporation (BBC) predicted that Corona Virus would cause problems worldwide. Within three months, the whole world was affected by Corona Virus, and thousands of people were dying every day. This is just a simple example of the importance of statistics. When we talk about statistics, we are looking at the collection of data, which can either be primary or secondary data, analysis and interpretation of data. Different methods of collecting and analyzing data should be known before any statistical approach is used. According to [1], there are two sets of statistical tests for comparing means of the population and these are: Parametric tests and non-parametric tests. Parametric and non-parametric tests focus on coming up with the conclusion about the population. According [2], there are a lot of techniques used to test the significance differences between groups. Here, we can look at the significance differences between two groups that are either coming from the normal population or not. It can also be significance differences between population mean and the sample mean; that is, the performance of the population based on the sample mean. [2] Identified one important difference between parametric and non-parametric test. According to [3],
parametric test focuses on the sample coming from the normal population, while in non-parametric test, the sample does not come from the normal population. [3] indicated that the term ‘parametric’ comes from the characteristic of population. [3], further explained that non-parametric test can only be used when the assumptions of parametric test have been violated. According to [4], non-parametric test has two assumptions: The first assumption is that sample from the population should be picked at random and the second assumption is observations should be independent. Nonparametric test is mainly about signs and ranks [5].

2. Problem Statement

Test of normality is the key component of determining which test to use when analyzing data using either parametric or non-parametric tests. Test of normality helps researchers to choose either to use parametric or non-parametric test. When a researcher uses, for example, independent sample t-test instead of Man-Whitney U test, the researcher will commit either type I or type II error. Type I error is the rejection of the null hypothesis when in actual sense it is true. Type II error is the acceptance of the null hypothesis when it is false. Researchers have observed that most of the articles published use parametric tests to analyze data without giving reasons. Previous study for example, (6) used parametric tests in his analysis. In this study, parametric test was used without giving reasons. The reason of not using normality test has consequences on determining which one to use between parametric and no-parametric tests more on especially on t-tests. Parametric tests are the type of tests that are used when variables have a distribution that fit a certain criterion. For example, if the distribution is symmetric [7]. Non-parametric test is a test that assumes that data under investigation is not coming from the normal population. The study looked at test of normality, parametric and non-parametric tests.

3. Discussion

3.1. Test of Normality

The word normal in statistics is used to describe the curve which is bell shaped or symmetric. According to [2], normal is used to describe bell-shaped curve which has the greatest frequency of scores at the center with smaller frequencies towards the extremes. Checking the normality assumption is key in deciding on what to use between parametric and nonparametric test [8]. Test of normality helps in determining either to use parametric test or non-parametric test when analysing data. The most used tests for determining whether the data is coming from the normal distribution or not is Kolmogorov-Smirnov and Shapiro-Wilk [9]. One important method for normality assumption diagnostics is Shapiro-Wilk test. It is one of the most popular tests for normality, which has good properties of power and it is based on correlation within given observations and associated normal scores [10]. Shapiro-Wilk test works better when the sample size is less than fifty, while Kolmogorov-Smirnov works better when the sample size is more than fifty. The null hypothesis ($H_0$), in both the Kolmogorov-Smirnov and Shapiro-Wilk test, states that data come from the normal population or data follow the normal distribution. In SPSS, after coding data in variable view, we go to data view. In data view we go to: analyse, descriptive statistics, explore (scores become dependent list, factor is the independent variable), plots (stem-and-leaf, histogram, normality tests with tests), continue and finally ok. $P - value < \alpha = 1\%$ or 5% or 10% in Kolmogorov-Smirnov test or Shapiro-Wilk test, the null hypothesis is rejected. This implies that data is not normally distributed.

3.2. Independent Sample t-test vs Mann-Whitney U Test

An independent sample t-test is the type of the test that compares the mean of two groups that are independent. Researchers are helped to come up with conclusion about the population based on the mean of the two groups. According to [11], an independent sample t-test compares the means of two groups and is only applied when data for each group is normally distributed and the two groups are independent. [11] further explained that we need to have scores in order for independent sample t-test to be used. According to [1], one of the formulae used to calculate an independent sample t-test is given below;

$$t = \frac{x_1 - x_2}{\sqrt{\frac{n_1 s_1^2 + n_2 s_2^2}{n_1 + n_2} - \frac{(n_1 - 1)s_1^2 + (n_2 - 1)s_2^2}{n_1 + n_2 - 2}}}$$

[1] Wrote the procedures on how to analyse independent sample t-test in SPSS. Just like an independent sample t-test, Mann-Whitney U test is used to test the differences between two groups that are independent [2]. Mann-Whitney test is sometimes used for comparing the efficacy of two treatments in clinical trials. In most cases, it is presented as an alternative to an independent sample t-test when the data are not normally distributed [12]. The key assumption for using Mann-Whitney U test is the normality test. When the two groups are not coming from the normal population, then Mann-Whitney U test can be used to compare the two groups. In independent sample t-test, the null hypothesis states that the mean of the two groups is the same or is not significantly different ($H_0: \mu_1 = \mu_2$), while the null hypothesis for Mann-Whitney U test states that the two populations are equal. In most cases, Mann-Whitney U test is used for two-sided test. Decision rule in independent sample t-test states that reject the null hypothesis if the test statistic is greater than the critical value, while decision rule in Mann-Whitney U test states that reject the null hypothesis if the test statistic is less than the critical value. Critical value is the value we get from the table using degrees of freedom and level of confidence. Two-sided means that the direction for the alternative hypothesis ($H_1$) is not specified. The formula used in Mann-Whitney U test is

$$U_1 = \frac{n_1(n_1 + 2n_2 + 1) - 2R_1}{2}$$

$$U_2 = \frac{n_2(n_2 + 2n_1 + 1) - 2R_2}{2}$$
The formulae above are used to compute test statistic. A test statistic is the value that is computed from the sample. It is used to capture information in the sample data and decide between the null hypothesis (H₀) and alternative hypothesis (H₁). Null hypothesis is a method of statistical inference by which an experimental factor is tested against a hypothesis of no effect or no relationship based on a given observation [13].

The smallest value of U₁ and U₂ defines U where n₁ is the sample size 1 and n₂ is the sample size 2. R₁ and R₂ are the sum of the ranks for group 1 and group 2. The two groups should be ranked as one. Example from https://spweb.bumc.bu.edu and the example is on new approach to prenatal care. Table 1 shows data which was collected on prenatal care.

### Table 1. Scores on Prenatal Care.

|          | Usual Care | New Program |
|----------|------------|-------------|
|          | 8          | 7           |
|          | 6          | 2           |
|          | 5          | 8           |
|          | 7          | 3           |

When you want to test differences between two conditions and different participants have been used in each condition, then you have two choices: You can either use independent sample t-test and dependent sample test or Mann-Whitney Test and Wilcoxon Test. Independent sample t-test and dependent sample test are parametric tests, while Mann-Whitney Test and Wilcoxon signed-rank test are nonparametric tests. According to [15] just like dependent t-test, Wilcoxon signed-rank test works in a fairly similar way in that it is based on the differences between scores in the two conditions you are comparing. Differences between the two groups are ranked and the sign of the difference (positive or negative) is assigned to the rank.

The following formula can be used to calculate Wilcoxon Signed Rank Test.

\[ W_+ = \sum_{i=1}^{n} R_{i+} \text{ and } W_- = \sum_{i=1}^{n} R_{i-} \]

In this study, \( R_{i+} \) are the positive ranked scores and \( R_{i-} \) are the negative ranked scores.

When testing the reliability of the instrument, dependent sample t-test can also be used. Reliability means that the instrument should be consistent in terms of the results. The null hypothesis (H₀) for dependent sample t-test states that the mean of the two groups is the same or is not significantly different (H₀: \( \mu_1 = \mu_2 \)). Procedures on how to analyse dependent sample t-test in SPSS were written by [1]. According to [1], the following formula can be used to calculate dependent sample t-test.

\[ t = \frac{1}{\sqrt{\frac{\sum_{i=1}^{n} (d_i - \bar{d})^2}{n(n-1)}}} - \frac{\bar{d}}{S_{d}} \]

According to [14], the other name of dependent sample t-test is matched-pairs t-test. In research, matched samples t-test is used to compare two groups of scores and their means in which the participants in one group are somehow meaningfully related to the participants in the other group (1). When testing the reliability of the instrument, dependent sample t-test can also be used. Reliability means that the instrument should be consistent in terms of the results. The null hypothesis (H₀) for dependent sample t-test states that the mean of the two groups is the same or is not significantly different (H₀: \( \mu_1 = \mu_2 \)). Procedures on how to analyse dependent sample t-test in SPSS were written by [1].

The following formula can be used to calculate Wilcoxon Signed Rank Test.

\[ W_+ = \sum_{i=1}^{n} R_{i+} \text{ and } W_- = \sum_{i=1}^{n} R_{i-} \]

In this study, \( R_{i+} \) are the positive ranked scores and \( R_{i-} \) are the negative ranked scores.

When testing the reliability of the instrument, dependent sample t-test can also be used. Reliability means that the instrument should be consistent in terms of the results. The null hypothesis (H₀) for dependent sample t-test states that the mean of the two groups is the same or is not significantly different (H₀: \( \mu_1 = \mu_2 \)). Procedures on how to analyse dependent sample t-test in SPSS were written by [1]. According to [14], the other name of dependent sample t-test is matched-pairs t-test. In research, matched samples t-test is used to compare two groups of scores and their means in which the participants in one group are somehow meaningfully related to the participants in the other group (1). When testing the reliability of the instrument, dependent sample t-test can also be used. Reliability means that the instrument should be consistent in terms of the results. The null hypothesis (H₀) for dependent sample t-test states that the mean of the two groups is the same or is not significantly different (H₀: \( \mu_1 = \mu_2 \)). Procedures on how to analyse dependent sample t-test in SPSS were written by [1].

The following formula can be used to calculate Wilcoxon Signed Rank Test.

\[ W_+ = \sum_{i=1}^{n} R_{i+} \text{ and } W_- = \sum_{i=1}^{n} R_{i-} \]

In this study, \( R_{i+} \) are the positive ranked scores and \( R_{i-} \) are the negative ranked scores.

When testing the reliability of the instrument, dependent sample t-test can also be used. Reliability means that the instrument should be consistent in terms of the results. The null hypothesis (H₀) for dependent sample t-test states that the mean of the two groups is the same or is not significantly different (H₀: \( \mu_1 = \mu_2 \)). Procedures on how to analyse dependent sample t-test in SPSS were written by [1]. According to [14], the other name of dependent sample t-test is matched-pairs t-test. In research, matched samples t-test is used to compare two groups of scores and their means in which the participants in one group are somehow meaningfully related to the participants in the other group (1). When testing the reliability of the instrument, dependent sample t-test can also be used. Reliability means that the instrument should be consistent in terms of the results. The null hypothesis (H₀) for dependent sample t-test states that the mean of the two groups is the same or is not significantly different (H₀: \( \mu_1 = \mu_2 \)). Procedures on how to analyse dependent sample t-test in SPSS were written by [1].

The following formula can be used to calculate Wilcoxon Signed Rank Test.

\[ W_+ = \sum_{i=1}^{n} R_{i+} \text{ and } W_- = \sum_{i=1}^{n} R_{i-} \]

In this study, \( R_{i+} \) are the positive ranked scores and \( R_{i-} \) are the negative ranked scores.

When testing the reliability of the instrument, dependent sample t-test can also be used. Reliability means that the instrument should be consistent in terms of the results. The null hypothesis (H₀) for dependent sample t-test states that the mean of the two groups is the same or is not significantly different (H₀: \( \mu_1 = \mu_2 \)). Procedures on how to analyse dependent sample t-test in SPSS were written by [1]. According to [14], the other name of dependent sample t-test is matched-pairs t-test. In research, matched samples t-test is used to compare two groups of scores and their means in which the participants in one group are somehow meaningfully related to the participants in the other group (1). When testing the reliability of the instrument, dependent sample t-test can also be used. Reliability means that the instrument should be consistent in terms of the results. The null hypothesis (H₀) for dependent sample t-test states that the mean of the two groups is the same or is not significantly different (H₀: \( \mu_1 = \mu_2 \)). Procedures on how to analyse dependent sample t-test in SPSS were written by [1].

The following formula can be used to calculate Wilcoxon Signed Rank Test.

\[ W_+ = \sum_{i=1}^{n} R_{i+} \text{ and } W_- = \sum_{i=1}^{n} R_{i-} \]

In this study, \( R_{i+} \) are the positive ranked scores and \( R_{i-} \) are the negative ranked scores.
Wilcoxon Signed-Ranks Table. For easily understanding of how to calculate Wilcoxon Signed-Rank Test, let’s look at example from https://spweb.bumc.bu.edu and the example is on the effectiveness of a new drug designed to reduce repetitive behaviors in children affected with autism. Table 3 is about data which was collected on the effectiveness of a new drug designed to reduce repetitive behaviors in children affected with autism.

Table 3. Scores on Effectiveness of a New Drug.

| Child          | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|---------------|---|---|---|---|---|---|---|---|
| Before Treatment | 85 | 70 | 40 | 65 | 80 | 75 | 55 | 20 |
| After 1 week of Treatment | 75 | 50 | 50 | 40 | 20 | 65 | 40 | 25 |
| d_i           | 10 | 20 | -10 | 25 | 60 | 10 | 15 | -5 |

Table 4. Arranged d_i.

| Child          | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|---------------|---|---|---|---|---|---|---|---|
| Before Treatment | 85 | 70 | 40 | 65 | 80 | 75 | 55 | 20 |
| After 1 week of Treatment | 75 | 50 | 50 | 40 | 20 | 65 | 40 | 25 |
| d_i           | 10 | 20 | -10 | 25 | 60 | 10 | 15 | -5 |
| Arranged      | -5 | 10 | -10 | 10 | 15 | 20 | 25 | 60 |

Table 5. Getting R_i without considering signs.

| Child          | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|---------------|---|---|---|---|---|---|---|---|
| Before Treatment | 85 | 70 | 40 | 65 | 80 | 75 | 55 | 20 |
| After 1 week of Treatment | 75 | 50 | 50 | 40 | 20 | 65 | 40 | 25 |
| d_i           | 10 | 20 | -10 | 25 | 60 | 10 | 15 | -5 |
| Arranged      | -5 | 10 | -10 | 10 | 15 | 20 | 25 | 60 |
| R_i without considering signs | 1 | 3 | 3 | 3 | 5 | 7 | 8 |

2,3 and 4 = \frac{2+3+4}{3} = 3

Table 6. R_i with Signs.

| Child          | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
|---------------|---|---|---|---|---|---|---|---|
| Before Treatment | 85 | 70 | 40 | 65 | 80 | 75 | 55 | 20 |
| After 1 week of Treatment | 75 | 50 | 50 | 40 | 20 | 65 | 40 | 25 |
| d_i           | 10 | 20 | -10 | 25 | 60 | 10 | 15 | -5 |
| Arranged      | -5 | 10 | -10 | 10 | 15 | 20 | 25 | 60 |
| R_i with signs | 1 | 3 | -3 | 3 | 3 | 5 | 6 | 7 |

This means \( R_{1+} = 3,5,6,7,8 \) and \( R_{1-} = 1,3 \)
\( W_+ = \sum_{i=1}^{n} R_{1+} = 3 + 3 + 5 + 6 + 7 + 8 = 32, W_- = \sum_{i=1}^{n} R_{1-} = 1 + 3 = 4 \)

This implies that the value of \( W \) is 4. This is the value which is compared with the critical value.

4. Conclusion

In brief, so many studies have been conducted on parametric and non-parametric tests. However, most of the studies, more especially studies on comparing means, parametric tests have been used without considering assumptions used when analysing data using parametric tests. It is important to test for normality before using either parametric or nonparametric tests to avoid committing either type I or type II error. According to [16], type I error (false -positive) occurred when the researcher decides to reject the correct null hypothesis in the population; a type II error (false-negative) occurred when the researcher fail to reject the false null hypothesis in the population.
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