Linear Optimization of Polynomial Rational Functions: Applications for Positivity Analysis
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Abstract: In this paper, we provide tight linear lower bounding functions for multivariate polynomials given over boxes. These functions are obtained by the expansion of polynomials into Bernstein basis and using the linear least squares function. Convergence properties for the absolute difference between the given polynomials and their lower bounds are shown with respect to raising the degree and the width of boxes and subdivision. Subsequently, we provide a new method for constructing an affine lower bounding function for a multivariate continuous rational function based on the Bernstein control points, the convex hull of a non-positive polynomial $s$, and degree elevation. Numerical comparisons with the well-known Bernstein constant lower bounding function are given. Finally, with these affine functions, the positivity of polynomials and rational functions can be certified by computing the Bernstein coefficients of their linear lower bounds.

Keywords: Bernstein polynomials; global optimization; bounding functions; function of linear least squares; rational functions

1. Introduction

Finding a linear lower bounding function for a nonlinear function is of paramount importance in numerical optimization when a branch and bound approach is used; see [1–3]. Bernstein polynomials and their bounding functions were used in a huge variety of problems; see [4,5]. Different methods of minimization and deriving a lower bound have been attacked previously by the expansion of a given polynomial into Bernstein form [1,6–10]; until now, the best lower bound is a linear function relying on the control points and the convex hull property; which is illustrated in Figure 1. Affine lower bounding functions for polynomials on a box were studied in [9], however without any proof of the convergence for the error bound between the affine lower bound and its (monomial) polynomial. In this paper, we aim to improve the linear least squares function derived from Bernstein coefficients and then filling the gap of convergence. Our results lean upon the well-known positivity certificates [11–14], given by Bernstein’s theorem. Specifically, we raise the number of control points to design a tight affine lower bounding function over a given box. This ensures the positivity of a polynomial in the monomial form and its lower bound at the convergence point.

On the other hand, the Bernstein approach was extended to a rational function in [15–17]. Rational functions play an important role in the stability analysis of nonlinear systems, since the system can be stable with a rational control function [18]. Many researchers were focused on the subject of stability analysis for nonlinear systems [19,20]. This topic continues to be a challenging problem. Recently, the stability of nonlinear systems has been translated to positivity certificates [13].
To this end, the coefficients of the Bernstein form of a given rational function \( R \) over a specific box of interest tightly bound the range (maximum and minimum value) of \( R \); see [16]. Constant bounds are unreliable, giving extremely poor bounding functions. In this paper, we introduce a new method for constructing a lower bounding function for a multivariate \( R \) over boxes. This linear function ensures approximating the given \( R \) over the whole domain from below well, which is easier to approximate than the multivariate \( R \) and provides positivity certificates linearly. Finally, the tested examples show that the computed error bound of the new method is decreasing as much as we elevate the degree of the Bernstein basis. Summarizing, our contributions are as follows.

- Most of the previous Bernstein lower bound studies focused on bounding functions without providing the rate of convergence [1,7–10]. In this paper, we provide linear lower bounds for multivariate polynomial functions with a linear and quadratic rate of convergence to the original function over a box.
- Moreover, we certify if the monomial polynomial form is positive and obtain positivity certificates in the Bernstein basis by computing Bernstein coefficients for its linear lower bound.
- Last, we provide the necessary and sufficient conditions for the existence of tight lower bounds for rational polynomial functions given over boxes through Bernstein basis approximations under some maximum degree. Subsequently, the problem of finding upper bounds for the minimum absolute error is not sought after here.

The paper is organized as follows: In the next section, we recall the most important background of Bernstein expansion. In Section 3, we provide a tight linear lower bounding function for polynomials. A tight lower bounding function for rational functions is given in Section 4. Finally, Section 5 gives the conclusions.

2. Bernstein Background

In this section, we introduce the form of polynomials in the Bernstein basis, in the state space, and highlight important properties. First, we consider the Bernstein approach of a polynomial function \( F \) expanded over a general \( l \)-dimensional box \( Q \) in the real intervals set \( \mathbb{I}(\mathbb{R})^l \),

\[
Q = [q_{1}, \bar{q}_{1}] \times \cdots \times [q_{l}, \bar{q}_{l}]
\]

with:

\[
q_{\mu} \leq \bar{q}_{\mu}, \mu = 1, \ldots, l.
\]

The width of any \( Q_{\mu} = [q_{\mu}, \bar{q}_{\mu}] \) is denoted by \( w(Q_{\mu}) \),

\[
w(Q_{\mu}) := \bar{q}_{\mu} - q_{\mu}.
\]

Let \(|w(Q)|_{\infty} := \max\{|Q_{1}|, \ldots, |Q_{l}|\}\) be the maximum width of a box, where \(|Q_{\mu}| = \max\{|q_{\mu}|, |\bar{q}_{\mu}|, \mu \in \{1, \ldots, l\}\}\).

Throughout this paper, the considered Bernstein form is called the tensorial polynomial Bernstein form. We define the arithmetic operations of multiple indices \( i = (i_{1}, \ldots, i_{n}) \) as component-wise. For \( x \in \mathbb{R}^l \) and a multi-index \( j \), its monomial is \( x^{j} := \prod_{\mu=1}^{l} x^{j_{\mu}}. \) For \( n = (n_{1}, \ldots, n_{l}) \), we have \( \sum_{j=0}^{n} := \prod_{\mu=1}^{l} \sum_{j_{\mu}=0}^{n_{\mu}} \) and \( \binom{n}{j} := \prod_{\mu=1}^{l} \binom{n_{\mu}}{j_{\mu}} \). An \( l \)-variate polynomial function \( F \) is expressed in the monomial form as \( F(x) = \sum_{j=0}^{n} c_{j} x^{j} \), and can be expressed in the Bernstein basis by:

\[
F(x) = \sum_{i=0}^{n} B_{i}^{(n)}(F) S_{i}^{(n)}(x), \quad x \in Q.
\]  

We underline that zero (sometimes one) is the multi-index with all components equal to zero (equal to one).
In (1), the $i^{th}$ Bernstein polynomial of degree $n$ is:

$$S_i^{(n)}(x) = \binom{n}{i} (x - q)^i (q - x)^{n-i} w(Q)^{-n}. \quad (2)$$

Moreover, the Bernstein coefficients $B_i^{(n)}$ of $F$ of degree $n$ over $Q$ are given by the formula:

$$B_i^{(n)}(F) = \sum_{j=0}^{i} \binom{i}{j} s_j, \quad 0 \leq i \leq n, \quad (3)$$

where:

$$s_j = w(Q)^j \sum_{\tau=j}^{n} \binom{\tau}{j} c_{\tau} q^{\tau-j}, c_{\tau} = 0 \text{ for } \tau < j. \quad (4)$$

**Remark 1.** The Bernstein basis polynomials are non-negative for all $x \in Q$, i.e., $S_i^{(n)}(x) \geq 0, \forall i = 0, \ldots, n$.

Without loss of generality, we can consider the domain of $F$ to be the unit box $U = [0, 1]^l$, since any non-empty box in $\mathbb{R}^l$ can be transformed thereupon by a linear transformation. Hence, the expression of $F$ as (1) can be simplified with:

$$S_i^{(n)}(x) = \binom{n}{i} x^i (1-x)^{n-i}, \quad x \in U, \quad (5)$$

and:

$$B_i^{(n)}(F) = \sum_{j=0}^{i} \binom{i}{j} c_j, \quad 0 \leq i \leq n. \quad (6)$$

Let us highlight three important properties of Bernstein polynomials:

(i) The endpoint interpolation property:

$$B_i^{(n)}(F) = F \left( \frac{i}{n} \right), \quad (7)$$

for some $\hat{i}, 0 \leq \hat{i} \leq n$ satisfies $\hat{i}_j \in \{0, n_j\}, j = 1, \ldots, l$.

(ii) The convex hull, which states that the graph of $F$ over $U$ is contained within the convex hull of the control points derived from the Bernstein coefficients, i.e.,

$$\left\{ \left( \frac{x}{F(x)} \right) : x \in U \right\} \subseteq \text{conv} \left\{ \binom{i}{n} B_i^{(n)} : 0 \leq i \leq n \right\},$$

where $\text{conv}$ denotes the convex hull.

(iii) The enclosing property:

$$\min_{0 \leq i \leq n} B_i^{(n)}(F) \leq F(x) \leq \max_{0 \leq i \leq n} B_i^{(n)}(F),$$

for all $x \in U$.

**Remark 2.** ([21], degree elevation) The Bernstein basis of degree $n$ can be expressed in terms of those of degree $n + r$, where $r = (r_1, \ldots, r_l), 0 \leq i \leq n$, as:

$$S_i^{(n)}(x) = \sum_{j=i}^{n+r} \frac{\binom{n}{i} \binom{n+r}{j}}{\binom{n+r}{j}} S_j^{(n+r)}(x).$$
It follows by [22] that:

\[ F(x) = \sum_{i \leq r} n_i \mu(B_{1\mu,\ldots,\mu+1,\ldots} - B_i) \cdot S_i^{(r)}(x). \] (8)

**Remark 3.** Let a multivariate polynomial \( F \) be of degree \( n \in \mathbb{N} \) with components \( n_{\mu} \leq 1, \forall \mu = 1, \ldots, l. \) If the Bernstein degree is elevated so that \( B_i^{(n+r)}(F) \) are the Bernstein coefficients of degree \( n + r, r \in \mathbb{N}. \) Then, we have:

\[ B_i^{(n+r)}(F) = F\left(\frac{i}{n+r}\right), \forall i = 0, \ldots, n_{\mu} + r_{\mu}. \]

### 3. Lower Bounds for Polynomials

The Bernstein linear least squares function was addressed in [9]. This yields an affine function that closely approximates polynomials on the whole box.

Let \( D \) be the matrix of \( \prod_{i=1}^{l} (n_i + 1) \) rows and \( l + 1 \) columns where the \( i, \mu \)th element is defined as:

\[ c_{i,\mu} = i_{\mu}/n_{\mu}, \text{ for } 1 \leq \mu \leq l, \ c_{i,l+1} = 1. \]

Let \( A \) be the vector consisting of the corresponding \( \prod_{i=1}^{l} (n_i + 1) \) Bernstein coefficients. Then, the coefficients of the linear least squares approximation of all the control points are given by the solution \( \gamma \) to:

\[ D^T D \gamma = D^T A, \]

yielding the affine function:

\[ J(x) = \sum_{i=1}^{l} \gamma_i x_i + \gamma_{l+1}. \]

For numerically reliable approaches to solve the linear least squares problem, we refer the readers to consult [23]. A valid linear lower bounding function is obtained by performing a downward shift:

\[ C(x) = J(x) - \sigma^{(+)}(x), \ x \in U, \] (9)

where:

\[ \sigma^{(+)} = \max_{0 \leq i \leq n} \{ J\left(\frac{i}{n}\right) - B_i^{(n)}(F) \}. \]

#### 3.1. Tight Bounding Functions

Providing positivity certificates in the tensorial Bernstein basis for designing control systems for polynomial dynamic systems requires bounding the given polynomial from below. These bounds can be given in the BP where computing the coefficients is only linear. In this section, we improve the lower bounding function (9) by applying Remark 3 on the linear least squares function \( J(x) \) and then decreasing the downward shift. By Remark 2, if the degree of the Bernstein expansion of \( J(x) - F(x) \) is elevated, then Bernstein coefficients of order \( n + r, r \in \mathbb{N} \) can easily be computed as convex combinations of the coefficients of order \( n. \) It follows that for any vector \( r \in \mathbb{N} \) with components \( r_{\mu} \geq 0, \forall \mu = 1, \ldots, l, \)

\[ \sigma^{(+)} \geq \max_{0 \leq j \leq n+r} \{ B_j^{(n+r)}(F) - B_j^{(n+r)}(F) \} =: \sigma^{(r)}. \] (10)

When we assume that \( \sigma^{(r)} \) is a non-zero, then by using Remark 3, a tight bounding function is obtained by performing a downward shift:

\[ C^{(r)}(x) = J(x) - \sigma^{(r)}, \ x \in U. \] (11)

This method approximates the original function well, preserves the broad shape of \( F \) on the whole box, and obtains the convergence properties; see Figure 1.
3.2. Tight Error Values

To guarantee that the bounding function approximates the polynomial from below well, we show that the minimum error bound (between (11) and $F(x)$) is decreasing with respect to raising the degree.

Remark 4. By (10) and since the Bernstein coefficients are monotone (Remark 2), the lower bounding function $C^{(r)}(x)$ is increasing with respect to raising $r$.

The following theorem shows that the bound (11) is superior to (9).

**Theorem 1.** For any polynomial function $F$ with its lower bound $C^{(r)}$, the following error bound holds:

$$0 \leq F(x) - C^{(r)}(x) \leq \max_{0 \leq j \leq n+r} (B^{(n+r)}(F) - C^{(r)}(\frac{j}{n+r}))$$

$$\leq \max_{0 \leq i \leq n} (B^{(n)}(F) - C^{(i)}(\frac{i}{n})).$$

**Proof.** The proof of (12) follows by using arguments similar to those given in the proof of [9], Theorem 1, noting Remark 3, while (13) follows by applying the inequality (10) to $C(x)$ and $C^{(r)}(x)$. □

By using Theorem 1 and applying Remark 4 to the minimum error bound, the following corollary holds.

**Corollary 1.** The minimum error bound is decreasing with respect to raising $r$. In fact,

$$0 \leq \min_{x \in U, \mu \geq 0} (F(x) - C^{(r)}(x)) \leq \min_{x \in U, \mu = 0} (F(x) - C^{(r)}(x)), \mu = 1, \ldots, l.$$

3.3. Linear Convergence

In this subsection, we show that the absolute difference between the lower bound $C^{(r)}(x)$ and the original polynomial $F(x)$ is linearly convergent if the degree of Bernstein basis is elevated. We start with the following theorem, which extends [2], Theorem 3, to the multivariate case.

**Theorem 2.** ([6], Theorem 4.3.1) For $n \in \mathbb{N}^l$ with $n_\mu \leq M, \forall \mu = 1, \ldots, l$, the following bound holds for the overestimation of the range of $F$ over $U$ by the Bernstein form:

$$\max |F(\frac{L_j}{n}) - B^{(n)}_j(F)| \leq \frac{T}{M},$$

(14)
where:

$$T := \sum_{i=0}^{n} \sum_{\mu=1}^{l} |\max(0, i_{\mu} - 1)|^2 |c_i|$$

(15)

is independent of the elevated maximum Bernstein degree $M \in \mathbb{N}$.

**Theorem 3.** Given that $C^{(r)}(x)$ is the tight lower bound of $F$ over $U$, then:

$$\min_{x \in U} |F(x) - C^{(r)}(x)| \leq \frac{T}{M + r_0},$$

where $M$ is the maximum elevated degree of the Bernstein basis of $F$ and $r_0 = \max\{r_1, \ldots, r_n\}$.

**Proof.** From (10), we assume that:

$$\sigma^{(r)} = B_j^{(n+r)}(F) - B_j^{(n+r)}(F), \text{ for some } \hat{j}, 0 \leq \hat{j} \leq n + r,$$

with the corresponding grid point $\frac{\hat{j}}{n + r}$ in $U$. Then, we have that:

$$\min_{x \in U} |F(x) - C^{(r)}(x)| \leq \min_{0 \leq j \leq n + r} |F(\frac{j}{n + r}) - C^{(r)}(\frac{j}{n + r})|$$

$$\leq |F(\frac{\hat{j}}{n + r}) - C^{(r)}(\frac{\hat{j}}{n + r})| = |F(\frac{\hat{j}}{n + r}) - J(\frac{\hat{j}}{n + r}) + (B_j^{(n+r)}(F) - B_j^{(n+r)}(F))|$$

$$= |F(\frac{\hat{j}}{n + r}) - B_j^{(n+r)}(F)| \leq \frac{T}{M + r_0},$$

where the first equality follows by noting (10) and (11), and applying Remark 3 to $J$. The last inequality follows by Theorem 2. \qed

### 3.4. Quadratic Convergence on a Box

In this subsection, the quadratic convergence of the minimum absolute difference between $C^{(r)}$ and $F$ with respect to the width of $Q$ is shown.

**Remark 5.** Where $2 \leq n_{\mu} + r_\mu$, the bound on the right-hand side of (14) can be improved slightly; see [10], Formula (17). Let $x_j^{(n+r)}(F)$ in $Q$ be a grid point with the $\mu$th component in $[q_{\mu}, \bar{q}_{\mu}]$, $j_\mu = 0, \ldots, n_{\mu} + r_\mu$,

$$x_j^{(n+r)} = q_{\mu} + \frac{j_\mu}{n_{\mu} + r_{\mu}}(\bar{q}_{\mu} - q_{\mu}), \mu = 1, \ldots, l.$$  

(16)

Then, the difference $|F(x_j^{(n+r)}) - B_j^{(n+r)}|$ can be bounded from above for all $j$, $0 \leq j \leq n + r$, by $T_1 ||w(Q)||_\infty$, where $T_1$ is a constant that can be given explicitly by (15); see [24], Corollary 3.4.16. This illustrates that the discrete polynomial function $F(x_j^{(n+r)})$ converges linearly and quadratically to the corresponding Bernstein coefficients. This result will be used in the proof of the following theorem.

**Theorem 4.** Let $Y$ be fixed from the unit real interval space of $l$ dimensions, $\mathbb{I}(\mathbb{R})^l$. Then, for all $Q \in \mathbb{I}(\mathbb{R})^l$, $Q \subseteq Y$, it holds that:

$$\min_{x \in Q} |F(x) - C^{(r)}(x)| \leq T_1 ||w(Q)||_\infty^2,$$

(17)

where $T_1$ is independent of $Q$.  

Proof. Assume that:
\[
\max_{0 \leq j \leq n+r} \{ B_j^{(n+r,Q)}(f) - B_j^{(n+r,Q)}(F) \}
\]
is attained at $B_j^{(n+r,Q)}(f) - B_j^{(n+r,Q)}(F)$ for some $j$, $0 \leq j \leq n+r$, with the corresponding grid point $x_{j}^{(n+r)}$. Then:
\[
\min_{x \in Q} |F(x) - C^{(r)}(x)| \leq |F(x_{j}^{(n+r)}) - C^{(r)}(x_{j}^{(n+r)})| \leq |F(x_{j}^{(n+r)}) - B_j^{(n+r,Q)}(F)| \leq T_1||w(Q)||_\infty^2,
\]
where the first inequality follows since $x_{j}^{(n+r)}$ is a grid point in $Q$, and the last one is reached by using Remark 5. □

3.5. Quadratic Convergence by Subdivision

The convergence of the error bound between $C^{(r)}$ and $F$ is only linear if we raise the degree. Instead, if we subdivide $U$, we obtain quadratic convergence with respect to subdivision. Repeated bisection of $U^{(0,1)} := U$ in all coordinate directions results at the subdivision level $1 \leq d$ sub-boxes $U^{(d,v)}$ of edge length $2^{-d}$, $v = 1, \ldots, 2^d$; see [15,25]. The following theorem provides the quadratic convergence with respect to subdivision $U$.

Theorem 5. Let $c^{(r)}_{(d,v)}(x)$ be the tight lower bounding function of $F$ over $U^{(d,v)}$. Then, for each $d \geq 1$,
\[
\min_{x \in U^{(d,v)}} |F(x) - c^{(r)}_{(d,v)}(x)| \leq T_2(2^{-d})^2,
\]
where $T_2$ is an independent constant of $d$, which can be given explicitly by (15).

Proof. The proof of this theorem can be obtained by using similar arguments used in the proof of Theorem 4. □

3.6. Multi-Affine Function

The linear least squares function $J(x)$ in (9) and (11) is constructed from the Bernstein control points of a fixed degree $n$, $\left( \frac{n}{m}, \ldots, \frac{n}{m}, B_n \right)$, whereas just the convergence properties of the tight bound (11) is obtained by elevating the degree. In this subsection, we improve the linear least squares function $J(x)$ to be computed from the control points $\left( \frac{n}{m+1}, \ldots, \frac{n}{m+1}, B_j^{(n+r)}(F) \right)$ of degree $n+r$ and then compute the maximum positive discrepancy between $C^{(r)}(x)$ and the control points:
\[
\sigma^{(r)} := \max_{0 \leq j \leq n+r} \{ B_j^{(n+r)}(f^{(r)}) - B_j^{(n+r)}(F) \}.
\]

The tight bounding function can be improved by performing a downward shift:
\[
C^{(n+r)}(x) := f^{(r)}(x) - \sigma^{(r)}, \; x \in U.
\]

The linear least squares function in this bound is very accurate since the number of control points can be raised as long as we elevate the degree $r$. Finally, the convergence properties for the absolute error of this developed affine bound (20) and $F$ can be similarly proven by using arguments similar to those given in the proof of Theorems 3–5.
4. Bounding Functions for Rational Functions

Let \( R := p/g \) be a rational function where \( p \) and \( g \) are multivariate polynomials of degree \( n = (n_1, \ldots, n_l) \), with Bernstein coefficients of the same degree.

For \( i = (i_1, \ldots, i_l) \) and the multi-index zero, we use the notation:

\[
B^{(n)}_i(R) := \frac{B^{(n)}_i(p)}{B^{(n)}_i(g)}, \quad 0 \leq i \leq n. \tag{21}
\]

Without loss of generality, we may assume that the Bernstein coefficients \( B^{(n)}_i(g) \) are positive. The easiest type of affine lower bounding function is one equal to a constant; we can simply assign it the value of the minimum rational Bernstein coefficient:

\[
L(x) := \min_{0 \leq i \leq n} B^{(n)}_i(R), \quad i = 0, \ldots, n. \tag{22}
\]

Then, according to the range enclosing [16] of a rational function:

\[
L(x) \leq R(x), \quad \forall x \in Q.
\]

**Remark 6.** Given that \( L(x) \) is the constant lower bounding function (22) of \( R(x) \), then the following error bound is valid:

\[
0 \leq \min_{x \in U} (R(x) - L(x)) \leq \min_{0 \leq i \leq n} |R\left(\frac{i}{n}\right) - L\left(\frac{i}{n}\right)| =: \rho^+(\).
\]

However, constant bounding functions do not approximate the broad shape of the rational function over the whole box; see Figure 2.

4.1. Affine Bounds for Rational Functions

The Bernstein expansion of a given non-positive polynomial \( s \) introduces a method for constructing linear lower bounding functions for rational functions based on the control points; using a linear least squares approximation of the entire control point structure and degree elevation. Such bounds are tight and broadly shape preserving.

The rational Bernstein form of \( R \) of degree \( n + r \) is given as:

\[
R = \frac{\sum_{j=0}^{n+r} B^{(n+r)}_j(p) S^{(n+r)}_j}{\sum_{j=0}^{n+r} B^{(n+r)}_j(g) S^{(n+r)}_j}, \quad r_{\mu} \geq 0, \quad \forall \mu = 1, \ldots, l. \tag{23}
\]

Without loss of generality, we assume throughout the paper that \( B^{(n)}_i(g) > 0, \forall i = 0, \ldots, n. \)

We recall from Proposition 4 in [15] that:

\[
R(x) \leq \max_{0 \leq j \leq n+r} \frac{B^{(n+r)}_j(p)}{B^{(n+r)}_j(g)} =: \overline{m} \leq \max_{0 \leq i \leq n} \frac{B^{(n)}_i(p)}{B^{(n)}_i(g)} =: \overline{m}.
\]

Hence \( \frac{p(x)}{g(x)} \leq \overline{m}. \) Therefore, we can define the following non-positive polynomial:

\[
s(x) := p(x) - \overline{m}g(x) \leq 0. \tag{24}
\]

Therefore, the Bernstein coefficients of \( s \) of degree \( n + r \) are given by:

\[
B^{(n+r)}_i(s) = B^{(n+r)}_i(p) - \overline{m} B^{(n+r)}_i(g).
\]
Since the Bernstein enclosure bound of \( g(x) \) is monotone and by applying (11) to \( s(x) \), a tight lower bounding function of a rational function \( R \) is obtained by:

\[
L^{(r)}(x) := \frac{C_s^{(r)}(x)}{\min B_i^{(n+r)}(g)} + m,
\]

where:

\[
C_s^{(r)}(x) = J_s(x) - \sigma_s^{(r)}
\]

and:

\[
\sigma_s^{(r)} = \max_{0 \leq j \leq n+r} \{ B_j^{(n+r)}(J_s) - B_j^{(n+r)}(s) \}.
\]

This method is easier to approximate than the nonlinear rational function \( R(x) \) and approximates \( R(x) \) over the whole domain; see Figure 2.

4.2. Rational Error Bound

In this subsection, we show that \( L^{(r)} \) is increasing with respect to raising the degree of the Bernstein form.

**Remark 7.** Given that \( L^{(r)} \) is the tight lower bound of \( R \); then the following error bound is valid,

\[
0 \leq \min_{x \in U} (R(x) - L^{(r)}(x)) \leq \min_{0 \leq j \leq n+r} |R\left(\frac{j}{n+r}\right) - L\left(\frac{j}{n+r}\right)| =: \rho^{(r)}.
\]

**Lemma 1.** The lower bounding function \( L^{(r)}(x) \) is increasing with respect to raising \( r \).

**Proof.** Let \( L^{(r)}(x) \) be on the unit box \( U \). By using (24) and applying (10) to \( s(x) \), we deduce that:

\[
C_s^{(r)}(x) \leq s(x) \leq 0, \forall x \in U, \text{ and } 0 \leq \sigma_s^{(r)} \leq \sigma_s^{(0)}.
\]

Then, we have for \( r_\mu \geq 0 \),

\[
J_s(x) - \sigma_s^{(r)} \geq J_s(x) - \sigma_s^{(0)}.
\]
Since the minimum bound of $g$ is (positive) monotone with respect to elevating the degree, we obtain from (26) that:

$$m + \frac{I_s(x) - c_s^{(r)}}{\min B_i^{(r+n)}(g)} \geq m + \frac{I_s(x) - c_s^{(0)}}{\min B_i^{(n)}(g)},$$

which completes the proof. \qed

By applying Lemma 1 to the minimum difference between $R$ and $L^{(r)}$, the following corollary holds.

**Corollary 2.** The rational minimum error bound is decreasing with respect to raising $r$. Precisely,

$$0 \leq \min_{x \in U, \mu \geq 0} (R(x) - L^{(r)}(x)) \leq \min_{x \in U, \mu = 0} (R(x) - L^{(r)}(x)), \mu = 1, \ldots, l.$$  

(27)

4.3. Numerical Results

The simple constant bounding function of rational functions is tight at the convergence point. However, a constant bound is crude, and we expect it to exhibit a mediocre error bound. In general, it does not optimize the rational functions over the whole box as closely as the tight linear lower bound (25).

**Example 1.** We consider the following two rational functions, $R_1, R_2$, from [7] and [16].

$$R_1 := \frac{a(w^2 + x^2 - y^2 - z^2) + 2b(xy - wz) + 2c(xz + wy)}{w^2 + x^2 + y^2 + z^2}$$  

(28)

and:

$$R_2 := \frac{2(xz + wy)}{w^2 + x^2 + y^2 + z^2},$$  

(29)

where:

$$a \in [7, 9], \ b \in [-1, 1], \ c \in [-1, 1]$$

$$x \in [-0.1, -0.2], \ y \in [0.3, 0.7], \ z \in [-0.2, 0.1], \ w \in [-0.9, -0.6].$$  

(30)

We list in Table 1 the minimum error bound $\rho^{(+)}$ of the rational constant bounding method (22), and $\rho^{(r)}, r = 0, 1, 2$, of the new method (25). The new method is superior to the constant method for $R_2$ where $r = 0$. The constant method is superior to the new method for $R_1$ where $r = 0$. Despite this, it can be seen that the absolute distance between $L^{(r)}$ and $R_1$ is decreasing as long as we elevate the degree. Furthermore, Figure 2 illustrates the linear optimization over the hole domain.

| $\rho^{(+)}$ | $\rho^{(0)}$ | $\rho^{(1)}$ | $\rho^{(2)}$ |
|-------------|-------------|-------------|-------------|
| $R_1$       | 0.238319    | 0.143718    | 0.115619    |
| $R_2$       | 1.37662     | 0.0611941   | 0.0262508   |

We implemented our numerical results and figures using C++, OpenCV, and QT libraries. Bernstein coefficients were computed by software of the general Bernstein coefficients.
5. Conclusions

In this paper, we improved a linear lower bounding function for a polynomial over boxes. This function was mainly obtained by using the linear least squares function of the Bernstein control points. We proved the linear and quadratic rates of convergence between the original functions and their improved lower bounding functions. Therefore, computing positivity certificates for the stability of polynomial systems was improved. This was since computing polynomial positive values in our method became linear in the Bernstein form. On the other hand, we constructed affine lower bounding functions for rational functions, which could be applied in global optimization problems and the stability of dynamic systems with rational control. The approach is suited to many rational functions that appear in typical global optimization problems; even if the number of parameters in the problem was big, the number that appears in any given constraint function was much less. Finally, we provided sufficient conditions for the rational convergence properties and decreasing of the new method error bounds.
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