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ABSTRACT The risk for depression and anxiety increased as people adjusted to a new normal after the COVID-19 pandemic. Early detection and appropriate onset treatment and support can reduce the consequences of depression. Automatic detection of depression in social media has recently become an important area of investigation. However, because of the lack of extensive annotated data, we propose a method for using a model that learns to answer a depression questionnaire and apply it to make population-level predictions. We used the eRisk 2021 Task 3 training dataset to build an automated model to fill the Beck’s Depression Inventory (BDI) questionnaire. We selected the best performing model for each group of questions based on predefined metrics and consolidated those models into one model (called the BDI_Multi_Model). The BDI_Multi_Model achieved better performance than the state-of-the-art for this challenging task. Then, we used this model for inference on a Canadian population dataset and compared its predictions with the statistics of the most recent mental health survey conducted by Statistics Canada. The correlation between the inference of the answered questionnaire based on our BDI_Multi_Model and the official statistics showed a strong Pearson correlation of 0.90.

INDEX TERMS Deep learning, beck depression inventory, text classification, mental health, depression detection.

I. INTRODUCTION Depression is a severe public health issue and one of the world’s most recognized mental disorders, with an estimated 3.8% of the population worldwide being impacted.\(^1\) It causes numerous disability-adjusted years worldwide for the workforce. Depression in Canada has received national attention, in general and also during the COVID-19 pandemic. Recognizing persons suffering from depression and assisting those in need is a critical step toward building a better living environment. However, the process of identifying those who have a mental illness is a difficult task.

Various psychiatric scales are used to assess individuals’ mental health. For example, researchers may use PHQ-9 (Patient Health Questionnaire) to quantify depressed symptoms. It is a commonly used tool for diagnosing and measuring the severity of depression, and it assesses behavioral characteristics, self-harm, and suicidal thoughts. Another option is the Beck Depression Inventory (BDI) questionnaire, developed by [1]. It is one of the most commonly used tools for estimating the severity of depression. It is a self-reported inventory of 21 questions with multiple choices that are grounded in the patient’s thoughts rather than psychodynamic perspectives. Even though these measures are well-established psychiatric instruments, choosing the scale that will be most accurate for a given demographic sample and using it is a complicated task.

Meanwhile, the use of social media has significantly increased over the past few years. As a result, it has attracted many researchers to analyze its contents in different fields and attempt to predict mental health problems within a particular...
population. In this article, we aim to build a risk-mitigation tool that allows professionals and decision makers such as the Public Health Agency of Canada (PHAC) to detect the level of depression among social media users without having to ask them to spend time manually filling out a depression questionnaire. Governments can target each group with appropriate monitoring programs, plan necessary medical assistance to the concerned parties in the early stages, and allocate the necessary resources to reduce the burden of mental illness in their region by identifying suffering clusters in demographic information.

Our methodology is summarized in Figure 1. Using the dataset of Task 3 of the eRisk 2021 shared task at CLEF 2021, which contains the user’s history of posts on Reddit, together with the answers of these users to the BDI questionnaire, we trained multiple machine learning models that resulted in a multi-model that can answer the questions with higher accuracy than the state-of-the-art models. This model can now be applied to new users who do not provide answers to the questions. To evaluate the performance of our multi-model approach at the population level, we applied it to a dataset of social media users representative of the Canadian population (tweets). We will show that our multi-model approach can detect depression indicators in tweets.

Finally, we use Pearson correlations scores to study associations between age and sex population statistics and our multi-model inference scores.

We used deep learning techniques based on selective (filtered) posts to classify the data extracted from the Reddit postings. Next, we utilized pre-trained models to classify the related posts for each category and assign a category-based level. Then we fine-tuned the deep learning models using different parameters based on the classifier’s topic, which enhanced the general depression prediction score from a previous maximum score of 83.59% to 84.38% and improved the depression category score from 41.25% to 48.75% (see section IV for details about the evaluation measures).

The main contributions of this article are as follows:

1) Further test the possibility of using different social media platforms to train multiple machine learning models based on linguistic features to generalize on a population level.

2) Enhance the accuracy of the automated BDI answering system using a multi-model category-based architecture.

3) Apply the model on a population level to automatically answer the BDI-Questionnaire and estimate the depression level accordingly.

The rest of this article is organized as follows: Section II summarizes relevant works of machine learning research in predicting depression with a special focus on population-level analysis. In addition, the related auto-fill systems in the eRisk shared task are reviewed. Section III introduces the datasets used in this research. In Section V, our BDI Multi_Model methodology is explained in detail, and the user-level results for the eRisk dataset are presented. In Section VI we present our population-level experiments and discuss the results. Finally, conclusions and future work are discussed in Section VII.

II. RELATED WORK

Depression has gained significant interest from researchers due to its effect on human beings and society. Current research shows essential associations between an individual’s mental health and the linguistic content they share on social media. Recent advances in applying Natural Language Processing and other Machine Learning techniques to social media to address mental health are found in the following surveys [2], [3], [4], [5], [6], [7].

Analysis of social media for predicting mental disorders can be done on a post-level basis using explicit or implicit attributes of the post [8], [9], [10], at the user-level by aggregating multiple posts as a single document or analyzing behavioral changes over time [9], [11], [12], [13], [14], [15], [16], or finally at population-level. For example, [17] developed a probabilistic model to detect the behavioral changes associated with the onset of depression. Whereas, [18] achieved 0.88 AUC score by training a random forest model using an estimated weight of psychological factors such as stress, depression, anxiety, hopelessness, loneliness, burdensomeness, insomnia, and sentiment polarity to predict suicide ideation within the tweets.

On the population level, [19] represented the US counties as graph interactions between Linguistic Inquiry, and Word Count (LIWC) features, then trained several graphs neural networks: graph convolutional network, graph attention network, a hybrid network, and graph isomorphism network to learn the population health representation, and finally, used logistic regression (LR) to estimate the health indices of 3,221 counties. A significant correlation was observed with six health measures, and models with linguistically analyzed Twitter data improved predictive accuracy for 20 community health measures. Note that this work is not about mental health.

Based on data from Reddit users who changed from a mental health condition to suicide ideation, [20] developed a statistical approach relying on three cognitive psychological integrative theories of suicide, including thinking, ambivalence, and decision making; they identified markers to detect this changeover episode.

From the Chinese Longitudinal Healthy Longevity Study (CLHLS) survey, [21] chose 1,538 senior persons. Six machine learning models, including deep neural network (DNN), gradient boosted decision tree (GBDT), SVM, and LR with lasso regularisation were used along with multivariate long short-term memory (LSTM). Different depression risk indicators and the risk of depression in the older population have been studied using this LSTM.

The most related to our research is the eRisk 2021 task 3, which is concerned with measuring the severity of depression signs. The dataset is explained in detail in section III. The task is a continuation of Task 3 at eRisk 2019 and Task 2 at eRisk 2020, and its objective is to automatically estimate
a user’s degree of depression based on their social media postings. It was difficult to achieve good performance on the task metrics in the three editions of the shared task. Most of the submitted runs were barely above the baseline of choosing the most frequent answer to each question. The best performing run [22] in 2021 achieved 73.17% for the depression score, exceeding the values from the previous two years. However, only 41.25% of the social media users were correctly classified into the right level of depression. These findings support the task’s potential to extract specific depression-related data from social media behavior automatically. However, there is still room for improvement in the generalization process to advance toward a more comprehensive and adequate depression screening tool. The multi-model we will present in section V is able to achieve higher scores, advancing state of the art.

### III. DATASETS

The datasets used in this research are listed in Table (1). We utilize eRisk Dataset (R1) explained in section (III-A) to train a machine learning model to answer the BDI depression questionnaire automatically. Then, the model is used to automatically answer the BDI questionnaire for the users from the P1 dataset, in order to estimate the depression for a representative Canadian population sample. Finally, to compare our model’s predictions with official statics, we use the 2015-2016 population-based Canadian Community Health Survey (CCHS) on Mental Health and Well-being conducted by Statistics Canada (P_CCHS). P_CCHS estimates the depression in the Canadian provinces and territories during the year under study; it was a telephone-based survey.

#### A. eRisk DATASET

eRisk is an initiative to explore issues of evaluation methodologies, performance metrics, and other aspects related to building test collections and defining challenges for early risk detection related to health and safety.\(^2\) The dataset used in this research is based on the eRisk 2021 Task 3 (Measuring the severity of the signs of depression). The task is a continuation of Task 3 at eRisk 2019 and Task 2 at eRisk 2020, and it is the last in this series. Its objective is to automatically estimate a user’s degree of depression by building machine learning models to answer a standard depression questionnaire (BDI) using the users’ social media postings.

The dataset includes 170 social media users who have filled the BDI questionnaire and voluntarily provided the reference to their Reddit forum posts, the history of their writings was extracted right after the user filled the questionnaire.

The questionnaire contains 21 questions (see Appendix VII for the complete BDI questionnaire [1]) that assess the existence of depression signs such as sadness, pessimism, fatigue, and so on. Each question has four possible responses (0, 1, 2, 3) except for question 16 (about sleep patterns) and question 18 (about appetite) that have seven possible answers namely: 0, 1a, 1b, 2a, 2b, 3a, and 3b. The training set is composed of 43,514 Reddit posts and comments authored by 90 users who answered the BDI questionnaire throughout the last two years. The test dataset contains 19,803 posts and comments submitted by 80 people. More information regarding the dataset can be found at [23].

Figure 3 displays the distribution of the answers for BDI questions in the training data. When making these counts, branches (a) and (b) for questions 16 and 18 were grouped together because they all contribute the same number of points when determining a user’s depression level.

The following preprocessing rules are applied to R1 Reddit posts:

- Concatenate the title of the post and the post’s text.
- Expand contractions.

---

#### TABLE 1. Summary of the datasets used in this study.

| Topic         | Dataset | Platform | No. of Users | No. of Posts |
|---------------|---------|----------|--------------|--------------|
| eRisk         | R1      | Reddit   | 170          | 63,317       |
| Population    | P1      | Twitter  | 15,982       | 2,582,912    |
| Population    | P_CCHS  | Statistics Canada | 52,996 | - |

\(^2\)https://erisk.irlab.org/
ASI estimates the age and sex probability distribution by using the Twitter profile photo to predict the user’s demographic attributes. The age and sex probability distribution is adjusted by comparing the first name with Canada’s birth records and the life tables that contain life expectancy and associated age and sex projections for Canada [26], [27]. The age and sex probability distribution is deduced for each user in 12 fields as follows:

\[ \mathbb{A} = \{A_i : 1 \leq i \leq 1\} \]
\[ \mathbb{S} = \{"M", "F"\} \]
\[ Sex\_age = \{P(s) : \forall s \in \mathbb{S} \land a \in \mathbb{A}\} \]

where

\[ \sum_{(\forall s \in \mathbb{S})} P(s) = 1 \quad \text{and} \quad \sum_{(\forall a \in \mathbb{A})} P(a) = 1 \]

\[ A_1 : "< 25", A_2 : "25 - 34" \]
\[ A_3 : "35 - 44", A_4 : "45 - 54" \]
\[ A_5 : "55 - 64", A_6 : "> 65" \]

The differences between the probabilities of each category vary. Thus, we decided to keep users with high confidence for both Age and Sex prediction based on the following rules:

- **Sex**: We assign to the user the sex of the maximum sex probability of all age groups with a probability more than 92.5%, using the following equation:

\[ P(S) = \{\max(P_{\text{Male}}, P_{\text{Female}}) : |P_{\text{Male}} - P_{\text{Female}}| > \delta; \delta = 0.85\} \]

- **Age**: We assign to the user the age group of the maximum age group probability \(P(\alpha)\), given that the difference between the largest and the second largest is greater than \(\epsilon\), where \(\epsilon = 2 \cdot \max(\alpha)\), using the following steps:

\[ P(\alpha) \leftarrow \max\{\sum_{(\forall s \in \mathbb{S})} P(\alpha) : \alpha \in \mathbb{A}\} \]
\[ B \leftarrow \mathbb{A} - \text{Age}(P(\alpha)) \]
\[ P(\beta) \leftarrow \max\{\sum_{(\forall s \in \mathbb{S})} P(\beta) : \beta \in B\} \]

and \(|P(\alpha) - P(\beta)| > \epsilon\)

3) **TEXTUAL INFORMATION**

A tweet is a short status update posted by the user with a limit of 140 characters, which doubled to 280 in 2017. The P1 dataset is a subset of the ASI dataset with the following conditions:

- Each user must have a location mapped to a Canadian province/territory.
- Each user must have age or sex prediction with the minimum defined confidence.
- Each user must have a minimum of 5 posts.
- Each post must be at least 32 characters in length.
- The posts need to have timestamps during 2015.

After applying the above conditions, the number of posts decreased from 9,304,441 to 2,582,912 tweets and the number of users from 287,627 to 15,982 users.

---

3. https://advancedsymbolics.com/
4. A deep learning system developed by Megvii Technology to obtain face attributes.
5. https://www150.statcan.gc.ca/n1/en/catalogue/84-537-X
C. CCHS-MH SURVEY
The P_CCHS data source is the output of the 2015-2016 Canadian Community Health Survey (CCHS). CCHS is a cross-sectional survey that provides information on health at federal and provincial levels conducted by Statistics Canada. Details about the survey methodology are described in [28]. The depression module was optional in 2015; therefore, only seven provinces and one territory participated (the number of respondents was 52,996), from which 28,738 were female, and the remaining 24,258 were male. Depressive symptoms were assessed using the Patient Health Questionnaire-9 (PHQ-9) to assess the severity of depression symptoms during the previous two weeks. The PHQ-9 is a commonly used screening tool, with a score of 10 or higher suggesting more severe depression symptoms. Considering the depression scale for PHQ-9, the 12-month prevalence rate for depression in Canada for 2015 was estimated to be 7.1% distributed as illustrated in Table (2).

### TABLE 2. Depression prevalence among males and females in Canada’s provinces based on CCHS 2015-2016 statistics

| Province      | Census | P_CCHS Dataset |
|---------------|--------|----------------|
|               | Female | Male | Both | Female | Male | Both |
| MN            | 2,708  | 2,377| 5,085| 5.11   | 842  | 576  |
| NB            | 1,746  | 1,354| 3,100| 3.29   | 543  | 393  |
| NL            | 1,660  | 1,396| 3,056| 3.13   | 516  | 405  |
| NS            | 2,473  | 2,031| 4,504| 4.67   | 769  | 590  |
| NT            | 468    | 477  | 945  | 0.88   | 146  | 138  |
| ON            | 16,370 | 13,933| 30,303| 30.89 | 5092| 4045 |
| PE            | 1,013  | 720  | 1,733| 1.91   | 315  | 209  |
| SK            | 2,300  | 2,020| 4,320| 4.34   | 715  | 586  |
| Canada        | 28,738 | 24,258| 53,006| 54.23  | 8940| 7042 |

### IV. EVALUATION METRICS
We used four evaluation metrics on the R1 dataset level: the ones from the shared task explained in the task overview paper [29]. On the P1 and P_CCHS datasets, we used Pearson correlation as the evaluation measure. The metrics on the R1 dataset were: Average Hit Rate (AHR), the Average Closeness Rate (ACR), the Depression Category Hit Rate (DCHR), and the Average Difference between Overall Depression Levels (ADODL). We briefly explained them as follows:

**AVERAGE HIT RATE (AHR)**
AHR is a strict metric that computes the proportion of occurrences in which the automatically completed questionnaire has the exact same response as the filled questionnaire. The Hit Rate is a stringent measure that computes the ratio of cases where the automatically answered questionnaire has the same answers as the actual users’ answers to the same question.

**THE AVERAGE CLOSNESS RATE (ACR)**
ACR is the closeness rate averaged over all users. Taking in the account that the multi-choices implemented in the questionnaire represent the well-established depression categories in psychology, the Closeness Rate CR computes the standard deviation called absolute difference (AD) between the real and the automated answers. The absolute difference is transformed into an effectiveness score as (IV), where MAD is the maximum absolute difference, which is equal to the number of possible answers minus one:

\[
CR = \frac{(MAD - AD)}{MAD}
\]

**THE DEPRESSION CATEGORY HIT RATE (DCHR)**
Measures the correctness of the estimation achieved over all users according to the well-established depression categories in psychology. The previous measures assess the systems' ability to answer each question in the form. DCHR instead does not look at question-level hits or differences but computes the overall depression results. The DCHR consists of computing the fraction of cases where the automated questionnaire led to a depression category that is equivalent to the depression category obtained from the real questionnaire level with well-established four categories of depression, as shown in Table 3.

**TABLE 3. Depression severity scale.**

| Depression degree | Scale |
|-------------------|-------|
| Minimal depression| 0 - 9 |
| Mild depression    | 10 - 18 |
| Moderate depression| 19 - 29 |
| Severe depression  | 30 - 63 |

The depression class distribution in the training dataset is displayed in Figure 3.

**FIGURE 3. Class distribution of depression level based on BDI questionnaire in the training data.**

**AVERAGE DODL (ADODL)**
Measures the difference between overall depression levels (DODL) averaged over all users. Like the DCHR, the DODL computes the overall depression level (sum of all the answers) for the actual and automated answers then the absolute difference (AD overall) between the actual and the automated score is computed. Depression levels are integers...
between 0 and 63 and, thus, DODL is normalized into [0, 1] as in (2):

\[
AD_{DODL} = \frac{(63 - AD_{Overall})}{63 * \upsilon}
\]

\[
AD_{Overall} = \sum_{i=1}^{\upsilon} |AS[i] - US[i]|
\]

where \( AS = actual\_score \), \( US = automated\_score \)

\[
(2)
\]

**PEARSON CORRELATION**

The association between the prediction output (PD) and the CCHS data is calculated using the Pearson correlation coefficient (\( \rho \)) based on the following equation:

\[
Correl(X, Y) = \frac{\sum_{i=1}^{n}(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n}(x_i - \bar{x})^2}\sqrt{\sum_{i=1}^{n}(y_i - \bar{y})^2}}
\]

The correlation coefficient ranges from −1 to 1. The higher the correlation coefficient would indicate a significant and positive relationship between the two sets of variables.

**V. USER-LEVEL CLASSIFICATION METHOD AND RESULTS**

We employed deep learning techniques to classify information extracted from the postings into four classes except for questions 16 and 18, which have seven choices (seven classes).

For answering the 21 questions of the BDI questionnaire, we trained \( n * 21 \) classifiers and formed the BDI_Multi_Model based on the best performing classifier on a specific question, where \( n \) is the total number of models using \( k \) different parameters, as illustrated in Figure 4. The performance is measured based on the evaluation criteria of the validation set described in Section IV. The \( n \) classifiers were built based on the filtering methods, pretrained models, deep learning architectures including different hyperparameters, and custom parameters as described below.

**A. FILTERING METHODS**

For each question, we focused on selecting a subset of posts for each user. The goal is to keep the most relevant posts to each question to increase the probability of finding an answer to the topic of the question. We call this process filtering of the posts. We also experimented with keeping all posts, with the caveat that training deep learning models on long texts (the concatenation of all posts) is slow or sometimes problematic for BERT-like models.

We employed three methods for filtering posts: topic-based, similarity-based, and a hybrid approach, as follows:

1) **TOPIC-BASED FILTERING**

   Topic models can be valuable tools for discovering latent topics in collections of documents. As explained in our eRisk shared task paper \([30]\), we leveraged topic modeling using top2vec \([31]\) to help identify relevant posts for each question. We used top2vec to divide all posts into topics that were then used to find relevant posts for each question. The top2vec algorithm automatically finds the number of topics in a corpus. It is an unsupervised learning algorithm that finds topic vectors in a semantic space from a jointly embedded document and word vectors of a corpus. The algorithm assumes that the dense area of document vectors represents an area of highly similar documents representative of a topic. Hence, a topic vector is calculated from each dense area of documents as the centroid of those document vectors. The topics are then described with the nearest word vectors to the topic vector. Then, each document is assigned to its nearest topic vector, allowing for the size of each topic to be calculated. Using the default Doc2Vec to generate the common word and document embeddings, the number of topics generated was 1,328, whereas the topic identification got enhanced using pretrained models. Employing the “distiluse-base-multilingual-cased” pretrained model produced 332 topics, while using “universal-sentence-encoder”, top2vec defined 83 topics in the R1 dataset. To select posts based on top2vec models, we applied the algorithm 1:

   **Algorithm 1 Top2Vec Post Selection Algorithm**

   **Input:** \( p_{\psi}: \) clean posts, \( \upsilon: \) list of users, \( \theta: \) Threshold, \( \mathbb{C}: \) BDI_Categories

   **Output:** \( \bar{p}: \) selected posts, \( \tau: \) BDI topics

   **Begin**
   \[
   \forall_{\psi} \in \upsilon
   \to
   \text{top2vec}(p_{\psi})
   \forall_{c} \in \mathbb{C}
   \to
   \tau \leftarrow \text{topics}(p_{\psi})
   \text{if } \tau \geq \theta
   \to
   \bar{p} \leftarrow p_{\psi}
   \]

   **End**

   For instance: top2vec had identified the top topics shown in Figure 5 for the “suicidal thoughts or wishes” category, whereas for “changes in appetite” related to question-18 the identified topics are illustrated in Figure 6.

2) **SIMILARITY-BASED METHOD**

   The similarity-based method utilizes pre-trained sentence transformer models based on BERT, RoBERTa, or all-mpnet-base-v2 to embed each post and all the BDI answers instead of randomly initializing the embedding vectors. Then, the relatedness of each post to each answer of BDI answers is measured by computing the cosine distance between the post_embedding (\( p \)) and the answer_embedding (\( a \)),

   \( \bar{p} \) This article uses the models for our shared task paper and builds a new multi-model that achieves better performance than all the state-of-the-art models. In addition, it applies and tests this new model to population-level social media data.
as shown in the Equation (3).\(^7\)

\[
1 - \frac{p \cdot a}{\|p\|_2 \cdot \|a\|_2} \quad \text{where } \|x\|_2 \text{ is the 2-norm of } x \quad (3)
\]

If the similarity value of a post with all questionnaires’ answers is less than \(\theta_1\), then the post is excluded since it means that the post is not related to any of the BDI questionnaire questions. Additionally, we exclude general posts that may not assist in answering any of the BDI questionnaire questions using the coefficient of variation (CV) as a measure of relative variability as shown in Equation (4).

\[
CV = \frac{1}{2T} \sum_{i=1}^{2T} (x_i - \bar{x})^2 - \mu \quad (4)
\]

where \(x_i\) is the similarity score of question \(i\) and \(\mu\) is the mean.

Furthermore, it should be noted that not all the categories are discussed in the posts and some categories appear more often than others. If there are a limited number of posts for a specific user, we would consider all the posts for the learning process (all the posts are included in the top \(n\) posts). Table 7 shows the number of posts for each BDI question as per RoBERTa similarity with \(\theta_1 = 0.6\). It shows that the posts related to eating and sleeping habits are significantly less common, and posts relating to guilt and punishment feelings are the most frequent.

3) HYBRID APPROACH

The Hybrid approach uses a combination of topic and similarity-based approaches based on different sentence transformer models and topic modeling. We used the all-mpnet-base-v2 sentence transformer, which was developed by HuggingFace.\(^8\) all-mpnet-base-v2 is trained on more

\(^7\)https://docs.scipy.org/doc/scipy/reference/generated/

\(^8\)https://huggingface.co/sentence-transformers/all-mpnet-base-v2
than 1 billion training sentence pairs, maps posts to a 768-dimensional dense vector space that is used for computing the semantic similarity between the questionnaire’s questions and answers on one side and the users’ posts on the other side.

The similarity is calculated based on different factors:
- Similarity to the question header.
- Similarity to any of the questions’ answers.
- The topic of the post is classified using zero-shot learning as one of the main fields of the questionnaire with a probability of more than 0.5, specifically the following topics: {sad, encourage, fail, pleasure, guilty, trouble, confident, blame, suicide, cry, upset, activity, decisions, useful, make, sleep, bother, eat, focus, tired, sex}.

Figure 8 shows the distribution of the posts for every question in general based on the hybrid method.

**FIGURE 8.** Number of posts per BDI-question based on topic and "all-mpnet-base-v2" model for similarity ($\theta_1 = 0.5$).

**B. PRETRAINED MODELS**

We used language models based on Sentence Transformers for deep contextual post representations: All-mpnet-base-v2, Sentence-BERT (SBERT) and Sentence-RoBERTa (SRoBERTa) [32]. All-mpnet-base-v2 used the pretrained microsoft/mpnet-base model and fine-tuned it on more than 1 billion sentence pairs. Whereas, SBERT/SRoBERTa employs siamese and triplet network architectures [33] as illustrated in Figure 9.

**C. DEEP LEARNING ARCHITECTURES**

In the following sections, we explain each deep learning model that contributed to our BDI_Multi_Model.

1) HIERARCHICAL ATTENTION NETWORK

One component of the BDI_Multi_Model is a hierarchical attention network (HAN) for document classification inspired by [34]. We used the Hierarchical Attention Network (HAN) for the multi-classification task for each category of the BDI questionnaire. We trained 21*k HAN classifiers using the top-related posts for each category- based on k parameter settings, detailed in Table 4. HAN employs bi-directional GRU on the word level, followed by an attention model, to extract the most informative words, which are then aggregated to generate a sentence vector. Similarly, bi-directional LSTM on the sentence level is used with an attention mechanism to aggregate the most significant sentences to form the user-category vector, which is then passed on to a dense layer for text classification using softmax activation as shown in Figure 10.

**FIGURE 9.** SBERT architecture (https://www.sbert.net/).

**FIGURE 10.** Hierarchical attention network [34].

HAN employs two levels of attention mechanisms at the word and sentence levels. First, a word attention mechanism is utilized to identify keywords and then aggregate them to create a sentence vector. Then a sentence attention mechanism is used to emphasize the importance of a sentence.
2) LONG SHORT-TERM MEMORY
In addition, we trained Bi-LSTM models. Starting with posts tokenization, followed by placing words in an indexed dictionary, then a sequence of indices for the words was fed to the embedding layer in an LSTM network using pre-trained word embeddings. The 1D CNN model inspired by Kim2014 is trained on top of pre-trained word embeddings on a sentence level. We applied the max-over-time pooling operation to capture essential features. Different hyperparameters were applied to tune the model as explained in Table 4.

3) TRANSFORMERS
Transformer attention models introduced in [35], use Scaled Dot-Product attention. Transformer models use the Multi-Head Attention layer, which runs in parallel, and has multiple scaled dot-product attention and multiple linear transformations (learnable parameters) of the input queries, keys, and values. It contains a transformer encoder starting with a Multi-head Attention module that performs self-attention (each word in the input attends to all other words in the input). Self-attention gives a representation of the meaning of each word within the sentence. Followed by a residual connection that helps prevent the vanishing gradient problem and keep the original ‘state’ information. The encoder provides ‘Context’ for each item in the input sequence. Masked Self-Attention is when each position only attends to previous positions (not every single word).

Table 4. Hyperparameters settings for H: HAN, L: LSTM, T: Transformer models.

| Parameters                  | Values            | ML |
|----------------------------|-------------------|----|
| Pre-trained models         | (all-mpnet-base-v2, SBERT, SRoBERTa) | H, L, T |
| Word embeddings            | (fastText, GloVe, GoogleNews-vectors) | H, L |
| Similarity method          | (Topic, Similarity, Hybrid) | H, L, T |
| Max_features               | (2000, 5000, 10000) | H, L |
| No_of_posts                | (10, 30, 50, 100) | H, L, T |
| Batch_size                 | (64, 128, 256)    | H, L |
| Max_len                    | (128, 256, 512)   | H, L, T |
| Embed_size                 | (50, 300)         | H, L |
| Filter_sizes               | ([1, 3, 5], [2, 3, 4]) | L |
| Num_filters                | (32, 64, 128)     | L |
| Dropout                    | (0.2, 0.3, 0.5)   | N, L |

4) BDI_MULTI_MODEL
As explained earlier, we adapted different deep learning models to learn the answers to each question in the BDI questionnaire based on the related posts. Figure 4 shows an example of two components of BDI_Multi_Model. First, models were built based on topic-based filtering of the related posts. Then, several iterations for model selection were done to end up assigning Model_1 to answer questions 1 and 10, and likewise promoting Model_4 to answer questions 4, 12, 21.

Table 5 shows the results of the selected models Model_i: 1 ≤ i ≤ 10 to all BDI questions.

Table 5. The evaluation metric of BDI Multi_Model subset models (Model_i: 1 ≤ i ≤ 10) to all BDI questions.

| Model_Name     | AHR  | ACR  | ADL  | DCHR |
|----------------|------|------|------|------|
| Best 2021      | 35.36| 73.17| 83.59| 41.25|
| Model_1        | 30.47| 65.61| 83.67| 38.75|
| Model_2        | 29.82| 65.75| 84.20| 46.25|
| Model_3        | 28.45| 65.17| 82.48| 42.50|
| Model_4        | 31.96| 66.94| 83.81| 37.50|
| Model_5        | 24.11| 60.14| 80.14| 43.75|
| Model_6        | 34.10| 66.79| 76.47| 46.25|
| Model_7        | 34.52| 66.65| 71.59| 47.50|
| Model_8        | 38.33| 69.15| 82.88| 36.25|
| Model_9        | 33.81| 66.37| 83.79| 46.25|
| Model_10       | 35.42| 66.96| 84.38| 41.25|
| BDI Multi_Model| 41.25| 70.40| 83.79| 48.75|

VI. POPULATION LEVEL
In this research, we use a bottom-up technique for population-level detection [27], starting with individual models, then
generalizing to make an inference about the population. Finally, comparing the model’s predicted results with official statistics (in our case CCHS) published in the same year as the dataset under study.

The overall process is illustrated in Figure 12, and it can be summarized as follows: Starting with Reddit posts pre-processing and BDI questionnaire responses, each post is examined against the BDI questionnaire’s topics and tagged.
### TABLE 6. Pearson linear correlation between \( P_{CCHS} \) and \( \hat{P}_1 \) among males and females for the provinces included in 2015-2016 survey where, \( P_{CCHS} \) is CCHS-MH for 2015-2016, \( \hat{P}_1 \): the prediction on the P1 dataset based on \( BDI\_Multi\_Model \) model.

| Province/Sex | Tweets | Users | \( P_{CCHS} \) | \( \hat{P}_1 \) |
|--------------|--------|-------|----------------|----------------|
| MN | Female | 117,496 | 833 | 55 | 72 |
| Male | 935 | 10 | 77 | 10 |
| NB | Female | 88,624 | 531 | 46 | 26 |
| Male | 3,003 | 13 | 60 | 13 |
| NL | Female | 121,926 | 519 | 36 | 55 |
| Male | 56,361 | 341 | 31 | 26 |
| NS | Female | 161,987 | 786 | 154 | 78 |
| Male | 109,227 | 612 | 142 | 44 |
| NT | Female | 43,772 | 283 | 8 | 17 |
| Male | 668 | 5 | 9 | 5 |
| ON | Female | 936,660 | 5,481 | 750 | 579 |
| Male | 697,574 | 4,853 | 833 | 455 |
| PE | Female | 53,137 | 325 | 18 | 47 |
| Male | 30,225 | 203 | 19 | 18 |
| SK | Female | 33,861 | 258 | 80 | 61 |
| Male | 127,456 | 929 | 123 | 53 |
| Total | 2,382,912 | 15,982 | 2,441 | 1,559 |

### FIGURE 13. Predicted depressed users using \( BDI\_Multi\_Model \) on the P1 dataset.

appropriately. Afterward, a classifier is trained using a subset of the user postings to respond to the BDI query. The classifier is then assessed using various models and hyperparameters until it reaches the settings that maximize the performance according to the evaluation set - which is 20% of the training dataset in our case. Accordingly, the question is assigned to the best-performing model. This process is repeated for each question, resulting in a model mapped to each question in the BDI questionnaire represented as \( BDI\_Multi\_Model \). Finally, those models are grouped to form the BDI Multi_Model that is used to predict the answers of Twitter users representative of the Canadian population (P1). As mentioned, P1 contains 15,982 Twitter users who posted 2,582,912 tweets during 2015. Accordingly, the depression level is calculated for each user, and the number of users per depression category is calculated for each province. The levels of depression in P1 is presented in Figure 11. The users included in the third level of depression, i.e., categorized with severe depression, are referred to as \( \hat{P}_1 \).

### TABLE 7. Correlation between \( P_{CCHS}:2015-2016 \) and \( \hat{P}_1 \): the prediction on the P1 dataset based on the \( BDI\_Multi\_Model \) model among different age groups for the provinces included in 2015-2016 survey.

| Province/Age | \( P_{CCHS} \) (CCHS) | \# \( \hat{P}_1 \) with level 3 |
|--------------|------------------------|----------------------|
| MN | 18-24 | 30,021 | 500 |
| 25-34 | 38,763 | 66 |
| 35-44 | 31,041 | 60 |
| 45-54 | 31,414 | 46 |
| 55-64 | 30,180 | 83 |
| >65 | 15,170 | 88 |
| NB | 18-24 | 17,309 | 307 |
| 25-34 | 18,590 | 56 |
| 35-44 | 22,113 | 34 |
| 45-54 | 28,316 | 29 |
| 55-64 | 21,845 | 52 |
| >65 | 12,728 | 66 |
| NL | 18-24 | 10,310 | 500 |
| 25-34 | 13,506 | 66 |
| 35-44 | 16,532 | 47 |
| 45-54 | 14,702 | 51 |
| 55-64 | 11,984 | 95 |
| >65 | 8,600 | 101 |
| NS | 18-24 | 21,015 | 740 |
| 25-34 | 33,233 | 134 |
| 35-44 | 23,327 | 110 |
| 45-54 | 36,694 | 75 |
| 55-64 | 28,659 | 160 |
| >65 | 14,294 | 179 |
| NT | 18-24 | 991 | 175 |
| 25-34 | 1,888 | 22 |
| 35-44 | 1,080 | 26 |
| 45-54 | 967 | 13 |
| 55-64 | 807 | 22 |
| >65 | 257 | 30 |
| ON | 18-24 | 387,535 | 5,745 |
| 25-34 | 425,760 | 924 |
| 35-44 | 353,871 | 693 |
| 45-54 | 416,661 | 550 |
| 55-64 | 327,139 | 1,167 |
| >65 | 169,536 | 1,255 |
| PB | 18-24 | 2,961 | 332 |
| 25-34 | 3,462 | 47 |
| 35-44 | 3,441 | 23 |
| 45-54 | 2,809 | 23 |
| 55-64 | 2,790 | 48 |
| >65 | 1,829 | 55 |
| SK | 18-24 | 20,443 | 678 |
| 25-34 | 42,576 | 112 |
| 35-44 | 29,197 | 78 |
| 45-54 | 30,913 | 73 |
| 55-64 | 25,203 | 120 |
| >65 | 11,750 | 126 |
| Grand Total | 15,982 | 160,082 |

The inference of \( BDI\_Multi\_Model \) estimated that 9.75% of the sample is classified as depressed (\( \hat{P}_1 \)), whereas 54% are classified with non depressed or minimal depression, as opposed to the 7.1% estimated official prevalence rate for depression in 2015.
Table 6 demonstrates a consistent association between the number of users predicted as severe depression and the ones reported as depressed based on CCHS-MH for the same year with $\rho = 0.97$ that indicates a strong positive relationship.

Figure 13 and 14 show that the correlation between the estimated depressed males versus females among the population complies with Canadian population studies indicating that women have a higher prevalence of major depressive episodes than men [36]. $P1$ estimated 56% prevalence of depression among females. At the same time, Figure 13 shows the males/females prevalence within the P_CCHS survey and the BDI_Multi_Model estimates.

Similarly, Table 6 shows the distribution of age demographics within 7 of the Canadian provinces and the NT territory, and the estimated depression on the P1 dataset. The age distribution shows bias towards younger age in the population, mainly for the age group 18 – 24. This is due to the demographics of social media users. Thirty percent of internet users under the age of 50 use Twitter, compared to eleven percent of online users aged fifty and more [37]. Nevertheless, our estimated $P1$ users showed a good correlation with the CCHS statistics data. The results showed a positive correlation between the predicted depressed users and the available statistics for 2015 at the province/age level ($\rho = 0.6$).

VII. CONCLUSION

Analysis of social media posts is a helpful tool for quickly seeing patterns and diagnosing psychiatric illnesses in a defined population. Furthermore, the BDI questionnaire is a valuable tool for evaluating the level of depression. Different filtering approaches have been applied and fed to different machine learning architectures that were later on evaluated to check their ability to answer each BDI question. Based on the defined evaluation metric, a multi-model has been trained to select the best model/parameters that yield better accuracy for answering the BDI questions. As a result, the automatic answering model can be applied at the population level on a large scale and can help monitor trends and risks by authorities.

However, the use of this tool differs in the psychiatric environment from social media settings. We suggest that the BDI questionnaire could be revised in future work to be adapted to social media characteristics. In addition, the eRisk dataset could be enhanced by experts to label the questionnaire-related posts so that a reliable automated questionnaire model can be trained to fill up the questionnaire for a better estimation of the depression level of a defined population.

APPENDIX A BDI INSTRUCTIONS

This questionnaire (BDI-II) consists of 21 groups of statements. Please read each group of statements carefully. And then pick out the one statement in each group that best describes the way you have been feeling during the past two weeks, including today. Circle the number beside the statement you have picked. If several statements in the group seem to apply equally well, circle the highest number for that group. Be sure that you do not choose more than one statement for any group, including Item 16 (Changes in Sleeping Pattern) or Item 18 (Changes in Appetite).

1) Sadness
   0 I do not feel sad.
   1 I feel sad much of the time.
   2 I am sad all the time.
   3 I am so sad or unhappy that I can’t stand it.

2) Pessimism
   0 I am not discouraged about my future.
   1 I feel more discouraged about my future than I used to.
   2 I do not expect things to work out for me.
   3 I feel my future is hopeless and will only get worse.

3) Past Failure
   0 I do not feel like a failure.
   1 I have failed more than I should have.
   2 As I look back, I see a lot of failures.
   3 I feel I am a total failure as a person.

4) Loss of Pleasure
   0 I get as much pleasure as I ever did from the things I enjoy.
   1 I don’t enjoy things as much as I used to.
   2 I get very little pleasure from the things I used to enjoy.
   3 I can’t get any pleasure from the things I used to enjoy.

5) Guilty Feelings
   0 I don’t feel particularly guilty.
   1 I feel guilty over many things I have done or should have done.
   2 I feel quite guilty most of the time.
   3 I feel guilty all of the time.

6) Punishment Feelings
   0 I don’t feel I am being punished.
   1 I feel I may be punished.
   2 I expect to be punished.
   3 I feel I am being punished.

7) Self-Dislike
   0 I feel the same about myself as ever.
   1 I have lost confidence in myself.
   2 I am disappointed in myself.
   3 I dislike myself.

8) Self-Criticalness
0. I don’t criticize or blame myself more than usual.
1. I am more critical of myself than I used to be.
2. I criticize myself for all of my faults.
3. I blame myself for everything bad that happens.

9) Suicidal Thoughts or Wishes
0. I don’t have any thoughts of killing myself.
1. I have thoughts of killing myself, but I would not carry them out.
2. I would like to kill myself.
3. I would kill myself if I had the chance.

10) Crying
0. I don’t cry anymore than I used to.
1. I cry more than I used to.
2. I cry over every little thing.
3. I feel like crying, but I can’t.

11) Agitation
0. I am no more restless or wound up than usual.
1. I feel more restless or wound up than usual.
2. I am so restless or agitated, it’s hard to stay still.
3. I am so restless or agitated that I have to keep moving or doing something.

12) Loss of Interest
0. I have not lost interest in other people or activities.
1. I am less interested in other people or things than before.
2. I have lost most of my interest in other people or things.
3. It’s hard to get interested in anything.

13) Indecisiveness
0. I make decisions about as well as ever.
1. I find it more difficult to make decisions than usual.
2. I have much greater difficulty in making decisions than I used to.
3. I have trouble making any decisions.

14) Worthlessness
0. I do not feel I am worthless.
1. I don’t consider myself as worthwhile and useful as I used to.
2. I feel more worthless as compared to others.
3. I feel utterly worthless.

15) Loss of Energy
0. I have as much energy as ever.
1. I have less energy than I used to have.
2. I don’t have enough energy to do very much.
3. I don’t have enough energy to do anything.

16) Changes in Sleeping Pattern
0. I have not experienced any change in my sleeping.
1a. I sleep somewhat more than usual.
1b. I sleep somewhat less than usual.
2a. I sleep a lot more than usual.
2b. I sleep a lot less than usual.
3a. I sleep most of the day.
3b. I wake up 1-2 hours early and can’t get back to sleep.

17) Irritability
0. I am not more irritable than usual.
1. I am more irritable than usual.
2. I am much more irritable than usual.
3. I am irritable all the time.

18) Changes in Appetite
0. I have not experienced any change in my appetite.
1a. My appetite is somewhat less than usual.
1b. My appetite is somewhat greater than usual.
2a. My appetite is much less than before.
2b. My appetite is much greater than usual.
3a. I have no appetite at all.
3b. I crave food all the time.

19) Concentration Difficulty
0. I can concentrate as well as ever.
1. I can’t concentrate as well as usual.
2. It’s hard to keep my mind on anything for very long.
3. I find I can’t concentrate on anything.

20) Tiredness or Fatigue
0. I am no more tired or fatigued than usual.
1. I get more tired or fatigued more easily than usual.
2. I am too tired or fatigued to do a lot of the things I used to do.
3. I am too tired or fatigued to do most of the things I used to do.

21) Loss of Interest in Sex
0. I have not noticed any recent change in my interest in sex.
1. I am less interested in sex than I used to be.
2. I am much less interested in sex now.
3. I have lost interest in sex completely.

---

### TABLE 8. Parameters for Posts Filtering and BDI MultiModel hyperparameters.

| Model | Parameters |
|-------|------------|
| \textit{Model}_1 | Filtering: \textit{Similarity, RoBerta, p = 10, \theta = 0.6}  
Architecture: HAN, Glove, \textit{M}=5000, \textit{D}=0.3, \textit{G}=20 |
| \textit{Model}_2 | Filtering: \textit{Similarity, RoBerta, p = 10, \theta = 0.6}  
Architecture: LSTM, Glove, \textit{M}=10000, \textit{D}=0.5 |
| \textit{Model}_3 | Filtering: \textit{Similarity, bert_base_nli_tokens, p = 50, \theta = 0.5}  
Architecture: HAN, GoogleNews, \textit{M}=5000, \textit{D}=0.3, \textit{G}=100 |
| \textit{Model}_4 | Filtering: \textit{Similarity, p = 50, \theta = 0.5}  
Architecture: Transformers, SBERT, \textit{L}=256 |
| \textit{Model}_5 | Filtering: \textit{Similarity, p = 100, \theta = 0.25}  
Architecture: LSTM, Twitter, \textit{M}=3000, \textit{D}=0.2 |
| \textit{Model}_6 | Filtering: \textit{Hybrid, all-mnлибо-v2, p = 100, \theta = 0.5}  
Architecture: HAN, GoogleNews, \textit{M}=10000, \textit{D}=0.3, \textit{G}=100 |
| \textit{Model}_7 | Filtering: \textit{Hybrid, all-mnлибо-v2, p = 50, \theta = 0.25}  
Architecture: HAN, Twitter, \textit{M}=5000, \textit{D}=0.3, \textit{G}=100 |
| \textit{Model}_8 | Filtering: \textit{Similarity, RoBerta, p = 50, \theta = 0.5}  
Architecture: HAN, GoogleNews, \textit{M}=5000, \textit{D}=0.3, \textit{G}=100 |
| \textit{Model}_9 | Filtering: \textit{Hybrid, all-mnлибо-v2, p = 50, \theta = 0.25}  
Architecture: LSTM, GoogleNews, \textit{M}=5000, \textit{D}=0.3 |
| \textit{Model}_{10} | Filtering: \textit{Hybrid, p = 100, \text{L}=512, \theta = 0.5}  
Architecture: Transformers, \text{SRoBERTa} |
APPENDIX B BDI_MULTIMODEL PARAMETERS

Table 8 specifies the main parameters changed per model in terms of posts filtering and deep learning model architecture and hyperparameters, whereas Table 9 shows the grouping of the questions and the corresponding model.

p: top_similarity
M: Max_Features
D: Dropout
G: GRU Units
L: Maximum length
GoogleNews:Pretrained word vectors based on Google News dataset (100B tokens, 3M vocab, 300d vectors)\(^9\)
Glove:Pretrained word vectors based on Common Crawl (840B tokens, 2.2M vocab, cased, 300d vectors)\(^10\)
Twitter: Pretrained word vectors based on Twitter (2B tweets, 27B tokens, 1.2M vocab, uncased, 200d vectors)\(^11\)

| Model | Question Title |
|-------|----------------|
| 1     | Q1 Sadness     |
|       | Q10 Crying     |
| 2     | Q2 Pessimism   |
| Q9    | Suicidal thoughts or wishes |
| 3     | Q3 Past failure |
| Q8    | Self-criticalness |
| 4     | Q4 Loss of pleasure |
| Q12   | Loss of interest |
| Q21   | Loss of interest in sex |
| 5     | Q5 Guilty feelings |
| Q6    | Punishment (feelings) |
| 6     | Q7 Self-dislike |
| Q14   | Worthlessness |
| 7     | Q11 Agitation |
| Q17   | Irritability |
| 8     | Q13 Indecisiveness |
| Q19   | Concentration difficulty |
| 9     | Q15 Loss of energy |
| Q20   | Tiredness or fatigue |
| 10    | Q16 Changes in sleeping pattern |
| Q18   | Changes in appetite |
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