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We provide a new method for estimating spectral gaps in low-dimensional systems. Unlike traditional phase estimation, our approach does not require ancillary qubits nor does it require well characterised gates. Instead, it only requires the ability to perform approximate Haar–random unitary operations, applying the unitary whose eigenspectrum is sought out and performing measurements in the computational basis. We discuss application of these ideas to in-place amplitude estimation and quantum device calibration.
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I. INTRODUCTION

In recent years a host of methods have been developed for performing phase estimation in quantum systems [1–4]. These methods, driven by demand in quantum algorithms and metrology, have provided ever more efficient means of learning the eigenvalues of a quantum system. Through the use of sophisticated ideas from optimization and machine learning, recent phase estimation methods come close to saturating the Heisenberg bound [3–6], which is the ultimate performance limit for any phase estimation algorithm.

Despite the near-optimality of existing methods, there are a number of avenues of inquiry that still remain open surrounding phase estimation. Importantly, recent work has begun to look at operational restrictions on phase estimation including limited visibility in measurements, de-coherence and time-dependent drift. Such generalisations are especially important as we push towards building a scalable quantum computer and are faced with the challenge of characterising the gates in a massive quantum system that is imperfectly calibrated.

One important restriction that has not received as much attention is the issue that traditional phase estimation algorithms require entangling the quantum device with one (or more) ancilla qubits. This need to couple the system with an external qubit precludes ideas from phase estimation to be applied to single qubit devices. Even if ancilla qubits are available, such characterisation methods would entail the use of entangling gates which are very costly in many quantum computing platforms.

Our work provides a way to circumvent this problem for small quantum devices. It allows an experimentalist to learn the spectral gaps in an uncharacterised device with an amount of experimental time that is proportional to that of phase estimation without requiring any ancillary qubits. The idea of our approach is reminiscent of randomised benchmarking [7–10], and particularly iterated interleaved benchmarking [11], in that we use random operations to extract information about the underlying dynamics of the system.

We consider three applications for this method, which we call randomised gap estimation:

1. Eigenspectrum estimation for small quantum systems that lack well characterised gates.
2. Ancilla–free amplitude estimation.
3. Control map learning for small quantum devices.

This last application is interesting in the context of quantum bootstrapping [12] because it gives an inexpensive way of calibrating a set of one and two qubit gates at the beginning of a bootstrapping protocol. This is significant because an important caveat in bootstrapping is that while a trusted simulator can be used to quickly learn how to control an uncalibrated system, calibrating that trusted simulator requires exponentially more measurements and polynomially more experimental time than using traditional methods. Thus our techniques can, under some circumstances, dramatically reduce the total cost of a bootstrapping protocol.

Our paper is laid out as follows. We first provide a review of Bayesian inference in Section II and discuss the method for approximate Bayesian inference that we use in our numerical studies. We then introduce randomised gap estimation in Section III and discuss the challenges faced when applying the method to high-dimensional systems. We then show how the adiabatic theorem can be used to eliminate this curse of dimensionality for certain systems in Section IV. We then apply randomised gap estimation to the problem of amplitude estimation in Section V and also to learning a map between experimental controls and the system Hamiltonian for a quantum device in Section VI before concluding.
II. BAYESIAN INFERENCE

Bayesian inference is a widely used method to extract information from a system. The goal of Bayesian inference is to compute the probability that a hypothesis $x$ is true given evidence $E$ and a set of prior beliefs about the hypotheses. These prior beliefs are represented as a probability distribution known as a prior. This prior, along with evidence $E$, can be thought of as an input to the inference algorithm. The output of the algorithm is the posterior distribution which is given by Bayes’ theorem as

$$P(x|E) = \frac{P(E|x)P(x)}{\int P(E|x)P(x)dx},$$

where $P(E|x)$ is known as the likelihood function. The posterior distribution output by this process is then used as a prior distribution in online inference algorithms and this process of generating a new prior distribution using Bayes’ rule is known as a Bayesian update.

As an example of how Bayesian inference plays a role in eigenvalue estimation, consider the traditional approach used for iterative phase estimation. In iterative phase estimation, one wishes to learn the eigenvalues of a unitary operation $U$ eigenstates using the following circuit:

$$|0\rangle \xrightarrow{H} |e^{-i\lambda M\theta Z}\rangle \xrightarrow{H} E \xrightarrow{-\phi} |\phi\rangle \xrightarrow{U^M}$$

where $M$ and $\theta$ are user–specifiable experimental parameters, $H$ is the Hadamard matrix and $Z$ is the Pauli–$Z$ operator. Let $|\phi\rangle$ be an eigenstate such that $U|\phi\rangle = e^{i\lambda} |\phi\rangle$. The likelihood function for this circuit is then

$$P(E = 0|\lambda; \theta, M) = \cos^2(M(\theta - \lambda)).$$

Note that in the above circuit we assume that $|\phi\rangle$ is an eigenstate. If it is not then the protocol will allow us to learn an eigenvalue corresponding to an eigenvector within the support of $|\phi\rangle$.

The problem of phase estimation is thus the problem of estimating $\lambda$ given a sequence of different experimental outcomes. This can be done using\((1)\) starting from an initial prior distribution for $\lambda$ that is uniform over $[0, 2\pi)$. A further benefit is that the posterior variance provides an estimate of the uncertainty in the inferred phase as well as an estimate of the most likely value of $\lambda$. This approach is considered in \([2,3]\) wherein exact Bayesian inference is found to perform extremely well both in settings where $\theta$ and $M$ are chosen adaptively as well as non–adaptively.

If $P(x)$ has support over an infinite number of points then exact Bayesian inference is usually intractable and discretisations are often employed to address this problem. Such discretisations include particle filter methods and sequential Monte Carlo methods \([13,15]\). Here we employ a newly developed approach known as rejection filter inference \([3,10]\).

The idea behind Rejection filtering is to use rejection sampling to convert an ensemble of samples from the prior distribution to a smaller set of samples from the posterior distribution. Specifically, if evidence $E$ is observed and we draw a sample from the prior distribution and accept it with probability equal to $P(E|x)$ then the probability that hypothesis $x$ is accepted as a sample is from Bayes’ theorem

$$P(E|x)P(x) \propto P(x|E)$$

Therefore, the samples that pass through the rejection filter are distributed according to the posterior distribution.

Although this process allows us to sample from the posterior distribution, it is not efficient. This is because every time we perform an update, we will, on average, reject a constant fraction of samples. This means that the number of samples kept will shrink exponentially with the number of updates. We can, however, make this process efficient by fitting these samples to a family of distributions and then draw a new set of samples from this model distribution for the next update. This ability to regenerate samples allows rejection filtering inference to avoid this catastrophic loss of support for the approximation to the posterior.

There are a number of models for the prior and posterior that can be considered. Here we use a unimodal Gaussian distribution. Gaussian models for the posterior distribution provide a number of advantages. First, they are parametrised by the posterior mean and covariance matrix which give an estimate of the true hypothesis and the uncertainty in it. Furthermore, these quantities are easy to estimate from the accepted samples and can be computed incrementally, which allows our algorithm to be executed using near-constant memory.

There are several advantages to using rejection filtering for approximate inference. Specifically, it is very fast, easy to parallelise, can be implemented using far less memory than particle filter or sequential Monte-Carlo methods.
Algorithm 1: Bayesian inference algorithm for eigenphases

**Input:** Set of unitary operators \( \{U : j = 1 : K\} \), evolution time \( t \), prior over gaps \( P(\Delta) \).

1. Prepare state \( |0\rangle \in \mathbb{C}^N \).
2. Randomly select \( U \) from set of unitary operations.
3. \( |0\rangle \leftarrow U^\dagger e^{-iHt}U |0\rangle \).
4. Measure state and \( E \leftarrow 0 \) if the result is '0' otherwise \( E \leftarrow 1 \).
5. Use approximate Bayesian inference to estimate \( P(\Delta|E) \propto P(\Delta) \cdot \int P(E|\Delta; t, U)\mu(U)dU. \)
6. **return** \( P(\Delta|E) \).

Perhaps most importantly, it is also substantially easier to implement than traditional particle filters. Rejection filtering has also been successfully used in phase estimation algorithms [3], where the use of rejection filtering leads to substantial reductions in the experimental time needed to perform the inference relative to Kitaev’s phase estimation algorithm [1] and information theoretic phase estimation [2].

### III. RANDOMIZED GAP ESTIMATION

Traditional approaches for learning the eigenspectrum of a Hamiltonian require ancillary qubits and well characterised gates. Here we present an approach, which we call randomised gap estimation, to efficiently estimate the eigenspectrum of a small system with no ancillary qubits and potentially poorly characterised gates. The idea behind this approach is to use Bayesian inference in concert with random evolutions to infer the gaps between the eigenphases of a unitary operator.

In the first step, the state

\[
|\Psi\rangle := U |0\rangle = \sum_k \beta_k |v_k\rangle
\]

is prepared, where \( |v_k\rangle \) is the eigenvector corresponding to eigenvalue \( \lambda_k \) of \( H \) in an arbitrary ordering. Here \( \beta_k \) are unknown parameters that depend not only on the random unitary chosen, but also the eigenbasis of \( H \). For low–dimensional systems exact methods for drawing \( U \) uniformly according to the Haar measure are known (more generally it suffices to draw \( U \) from a unitary 2–design see Section III A for more details). For example, a single qubit system \( U \) has an Euler angle decomposition of

\[
U = R_z(\phi)R_x(\theta)R_z(\psi),
\]

up to an irrelevant global phase.

Next, we evolve the system according to \( e^{-iHt} \) for a controlled time \( t \). This results in the state

\[
e^{-iHt} |\Psi\rangle = e^{-iHt}U |0\rangle.
\]

Finally, \( U^\dagger \) is applied and a measurement in the computational basis is performed, which returns '0' with probability

\[
P(0|H; t, U) := |\langle 0|U^\dagger e^{-iHt}U |0\rangle|^2
\]

\[
= \left( \sum_k |\beta_k|^2 \cos (\lambda_k t) \right)^2 + \left( \sum_k |\beta_k|^2 \sin (\lambda_k t) \right)^2
\]

\[
= \sum_{ij} \cos ((\lambda_i - \lambda_j)t)|\beta_i|^2|\beta_j|^2 := P(0|\Delta; t, U).
\]

Note that the gaps \( \Delta_{ij} = \lambda_i - \lambda_j \) cannot be easily learned from this expression because of the unknown \( \beta_i \) and \( \beta_j \) terms. Haar averaging provides a solution to this problem.

Given an unknown Haar–random unitary \( U \), the likelihood of measuring '0' is given by the law of conditional probability

\[
P(0|\Delta; t) = \int P(0|\Delta; t, U)\mu(U)dU,
\]

where \( \mu \) is the Haar–measure over \( U(N) \). This probability is distinct from the likelihood that would be used if the user knew, or was capable of computing, \( P(0|H; t, U) \) for the particular \( U \) that was used in the experiment.
Bayes’ rule states that the posterior distribution is

\[ P(\lambda | 0; t) = \frac{\left( 1 + \frac{1}{N} \sum_{i > j} \cos (\Delta_{ij} t) \right) P(\lambda)}{(N + 1)P(0)}, \tag{10} \]

Eqs. (9) provides a likelihood function that can be used to perform Bayesian inference. In particular, if a binary experiment is performed wherein the only two outcomes are $|0\rangle$ and $|v \neq 0\rangle$, the latter occurs with probability $1 - P(0 | H; t)$. If we define our prior distribution over eigenvalues to be $P(\lambda)$, then given a measurement of '0' is recorded, Bayes’ rule states that the posterior distribution is

\[ P(\lambda | 0; t) = \frac{\left( 1 + \frac{1}{N} \sum_{i > j} \cos (\Delta_{ij} t) \right) P(\lambda)}{(N + 1)P(0)}, \tag{10} \]

where $P(0)$ is a normalisation factor. We outline this approach in Algorithm 1. Thus Bayesian inference allows the gaps to be learned from such experiments.

The Cramér–Rao bound provides an estimate for the minimum number of experiments and/or experimental time needed to ensure that the variance of $\Delta_{ij}$ is sufficiently small [17]. If we assume that $R$ experiments are performed, each with $D \in O(1)$ outcomes and evolution time at least $t$, then the elements of the Fisher matrix are

\[ I_{ij,kl} = \sum_{d_i=0}^{D-1} \cdots \sum_{d_R=0}^{D-1} \partial_{\Delta_{ij}} \prod_{q=1}^{R} P(d_q | \Delta) \prod_{q=1}^{R} P(d_q | \Delta) \in O \left( \frac{R^2t^2}{N^2} \right), \tag{11} \]

which through the use of the Cramér–Rao bound implies that the variance of any unbiased estimator of $\Delta_{ij}$ after all $R$ experiments scales at least as $\Omega(N^2/R^2t^2)$.

While this shows that the number of experiments needed to learn the gaps grows at least linearly with $N$, the uncertainty in the optimal unbiased estimator also shrinks as $\Omega(1/T)$, where $T$ is the total evolution time. The error scaling is hence quadratically smaller than would be expected from statistical sampling. This opens up the possibility of very high precision frequency estimates for small quantum devices.

### A. Implementing Haar random unitaries

In practice, Haar-random unitaries can be hard to exactly implement on a quantum computer [18]. This task is even more challenging in an uncalibrated device. Fortunately, efficient methods for implementing pseudo–random unitaries are well known. Here we use the definition of $t$–design given by Dankert et al [7], wherein a unitary $t$–design on $N$ dimensions is taken to be a finite set of unitary operations such that the average of any polynomial function of degree at most $t$ in the matrix elements and their complex conjugates agrees with the Haar average. In particular, let $P_{(t,t)}(U_k)$ be such a polynomial function and assume that there are $K$ elements in this design. Then

\[ \frac{1}{K} \sum_{k=1}^{K} P_{(t,t)}(U_k) = \int P_{(t,t)}(U)\mu(U)dU, \tag{12} \]

where $\mu$ is the Haar–measure.

More generally, one can also consider the notion of an $\epsilon$–approximate $t$–design. This notion differs from a $t$–design in that strict equality is not required and a discrepancy of at most $\epsilon$ in the diamond–distance is permitted. Specifically, let $G_W(\rho) = \sum_i U_i^{\otimes k} \rho(U_i^\dagger)^{\otimes k}$ be a super-operator corresponding to twirling the input operator over the elements of the design and $G_H(\rho) = \int U^{\otimes k} \rho(U^\dagger)^{\otimes k} \mu(U)dU$ be the same quantity averaged over the Haar–measure. Then the set of unitary operators forms an $\epsilon$–approximate $k$–design if $\|G_W - G_H\|_0 \leq \epsilon$, where the diamond norm is discussed in detail in [19].

This definition implies that the Haar–expectations of the terms in [9] can be found using a 2–design since all such terms are quadratic in the matrix elements of $U$ and their complex conjugates. The remaining question is how to form such a design.

Dankert et al. show that random Clifford operations can be used to form exact and $\epsilon$–approximate 2–designs using $O(n^2)$ and $O(n\log(1/\epsilon))$ gates respectively [7]. These results are sufficient in settings where the device has access
to well characterised Clifford gates. If the system does not have such gates, the result of Harrow and Low \cite{HarrowLow} can be applied to show that \( \epsilon \)-approximate \( t \)-designs can be formed out of random sequences of gates taken from any universal gate set. The number of gates needed to generate such a pseudo-random unitary is \( O(n(n + \log(1/\epsilon))) \) \cite{HarrowLow} in such cases, where the multiplicative constant depends on the details of the universal gate set used.

The result of Harrow and Low is especially significant here because the gates do not need to be known for it to hold (however we still require that the exact inverses of the uncalibrated gates can be performed). This means that even if we want to use randomised gap estimation to learn how to control certain uncalibrated quantum systems then we do not need to explicitly know the gates that are actually applied to the system to sufficiently randomise the measurement results if the underlying gate set is universal and a sufficiently long sequence of random operations is used.

## B. Numerical tests

While the prior argument suggests that the error should scale as \( 1/T \) for randomised gap estimation, an important question remains regarding how well it actually scales in practice. We assess this by using rejection filtering to estimate the gaps and the particle guess heuristic, discussed in \cite{HarrowLow} \cite{Low2} \cite{Low3} and also the appendix, to set the time for each experiment. We use this approach because it is fast, accurate and more importantly easier to implement than sequential Monte-Carlo methods \cite{Kirby} \cite{Low2}.

Although performing rejection filtering to infer the gaps may seem straightforward, a complication emerges that makes it conceptually more challenging to apply the technique directly. To see this, consider a Gaussian prior over the eigenvalue gaps for an \( N \)-dimensional system. If the eigenvalue gaps are drawn independently, the result will with high probability have inconsistent eigenvalue gaps. By inconsistent we mean that if \( \Delta_{43} = \lambda_4 - \lambda_3 \) and \( \Delta_{32} = \lambda_3 - \lambda_2 \) are eigenvalue gaps, then \( \Delta_{42} = \lambda_4 - \lambda_2 = \Delta_{43} + \Delta_{32} \) must also be one of the eigenvalue gaps for the system. If \( \Delta_{43} \) and \( \Delta_{32} \) are chosen independently from a Gaussian prior, then it is very unlikely that their sum is also. Hence, gaps chosen independently from the prior distribution will not correspond to a feasible set of eigenvalues.

There are many ways that this self-consistency constraint could be imposed in the inference step, but perhaps the simplest approach is to use Bayesian inference to learn a set of consistent eigenvalues for the system, rather than gaps directly. The solution is not unique \cite{MacKay} as we discuss further in Appendix B. However, any gap inferred from the potentially erroneous spectrum will be automatically consistent. We enforce this by taking the lowest-eigenvalue to be zero without loss of generality and then define the error in the inference as

\[
\Delta = \min \left\{ \sum_i |\lambda_i - \mu_i|, \sum_i |\lambda_i - (\max_i \mu_i) - \mu_i| \right\} \tag{13}
\]

and the uncertainty as

\[
\sigma = \sqrt{\text{Tr}(\Sigma)}, \tag{14}
\]

given that rejection filtering reports a covariance matrix \( \Sigma \) with a mean of \( \mu_i \) for each eigenvalue \( i \). The minimisation of the error in (13) is meant to remove the mirror symmetry that naturally arises as any sorted eigenspectrum gives the same distribution of gaps as its reflection about the midpoint (see Appendix B). We find numerically that Bayesian inference can rapidly estimate the eigenvalues of an unknown Hamiltonian, up to a degeneracy, in one and
two qubit systems (see Figure 1). In particular, we see that the error shrinks exponentially with the number of measurements before being ultimately limited by machine−ε. This illustrates that randomised gap estimation can learn the eigenvalue gaps for low−dimensional systems using exponentially less data than would ordinarily be required by statistical sampling, although with only a quadratic advantage in the total experimental time.

For higher−dimensional systems achieving the same task is expected to be much more daunting and the error metric in \([13]\) should be the minimum over all consistent re−orderings of the spectrum. Such problems can, however, be sidestepped in systems with a gapped adiabatic path connecting the Hamiltonian to an efficiently diagonalizable Hamiltonian, as we show below.

### IV. ADIABATIC ELIMINATION OF EIGENVALUES

Most eigenvalue estimation tasks in quantum computing focus on learning only a part of the spectrum rather than all the eigenvalues. We could use randomised gap estimation to learn the eigenvalues in this part of the spectrum if we could apply Haar−random unitary operations in only that subspace. Since the eigenvectors of the Hamiltonian are generally not known, it is difficult to do this directly. Despite this fact, the adiabatic theorem provides a means by which these random unitaries can be applied to the appropriate subspace by employing adiabatic state preparation.

Let us assume we wish to learn the spectrum, up to an additive constant, for a given subspace of a Hamiltonian \(H_p\). In particular let \(S = \text{span}(|\lambda_{j_1}\rangle, \ldots, |\lambda_{j_m}\rangle)\) be a subspace of eigenvectors of \(H_p\) such that the eigenvalues obey \(\lambda_1 \leq \lambda_2 \leq \cdots\) and \(j\) is a monotonically increasing sequence on \(\{1, \ldots, 2^n\}\). Then we define an adiabatic interpolation to be a time−dependent Hamiltonian of the form \(H(s)\) such that \(H(0) = H_0\) and \(H(1) = H_p\) where \(H(s)\) is at least three−times differentiable for all \(s \in (0, 1)\) (where \(s\) is the dimensionless evolution time) and furthermore has a gapped spectrum for all times in this interval. A common example of such a Hamiltonian is

\[
H(s) = (1 − s)H_0 + sH_p. \tag{15}
\]

The adiabatic theorem \([26][28]\) shows that if \(|\lambda^0_j\rangle\) is an eigenvector of \(H_0\) whose eigenvalue corresponds to that of \(|\lambda_j\rangle\) in the sorted list of eigenvalues,

\[
\mathcal{T} e^{-i \int_0^1 (s)H(s)dsT} |\lambda^0_{jk}\rangle = e^{i \omega_{jk} T} |\lambda_{jk}\rangle + O(1/T), \tag{16}
\]

where \(\mathcal{T}\) is the time−ordering operator. Hence, if we can perform a Haar−random unitary on the subspace of eigenvectors of \(H_0\), denoted by \(S_0 = \text{span}(|\lambda^0_{j_1}\rangle, \ldots, |\lambda^0_{j_m}\rangle)\), we can adiabatically transform the resultant state to a Haar−random state in \(S\), up to phases on each of the eigenvectors and error \(O(1/T)\).

Now let \(U\) be a Haar−random unitary acting on \(S_0\). Then the new adiabatic protocol for estimating the eigenvalue is

\[
P(0|H; t, U) = \left| \left< 0 | U^† \left( \mathcal{T} e^{i \int_0^1 H(s)dsT} \right) e^{-i H_p t} \left( \mathcal{T} e^{-i \int_0^1 H(s)dsT} \right) U | 0 \right> \right|^2. \tag{17}
\]

Given \(U | 0 \rangle = \sum_{j:|\lambda_j\rangle \in S_0} \alpha_j |\lambda^0_j\rangle\) and \(\hat{U} | 0 \rangle := \sum_{j:|\lambda_j\rangle \in S} \alpha_j |\lambda_j\rangle\), \([16]\) shows that

\[
\left( \mathcal{T} e^{-i \int_0^1 H(s)dsT} \right) U | 0 \rangle = \sum_{j:|\lambda_j\rangle \in S_0} \alpha_j e^{i \omega_j T} |\lambda_j\rangle + O(1/T). \tag{18}
\]
Then using the fact that $H_p |\lambda_j\rangle = \lambda_j |\lambda_j\rangle$, we see from (17) and (18) that

$$P(0|H; t, U) = \left( \sum_{k: |\lambda_k\rangle \in S} |\alpha_k|^2 \cos(\lambda_k t) \right)^2 + \left( \sum_{k: |\lambda_k\rangle \in S} |\alpha_k|^2 \sin(\lambda_k t) \right)^2 + O(1/T).$$

$$= |\langle 0 | \tilde{U}^t e^{-iH_p t} \tilde{U} | 0 \rangle |^2 + O(1/T). \quad (19)$$

The adiabatic theorem can therefore be used to allow randomised gap estimation to be performed on a specified subspace of eigenvalues if there exists a gapped adiabatic path between a Hamiltonian that is diagonal in the computational basis and the problem Hamiltonian (see Algorithm 2 for an outline of this approach). This shows that the curse of dimensionality that afflicts this method can be excised in cases where such an adiabatic evolution is possible. Randomized gap estimation can thus, in principle, be used as a fundamental tool to characterise and calibrate untrusted quantum systems. We will examine this further in subsequent sections.

As a final note, the asymptotic scaling of the error that emerges because of diabatic leakage out of the eigenstates, or more generally eigenspaces, can be exponentially improved using boundary cancellation methods [29–32], which set one or more derivatives of the Hamiltonian to zero at the beginning and end of the evolution. However, while this can substantially reduce the cost of the adiabatic transport, it requires fine control of the system Hamiltonian in order to realise the benefits of the cancellation [31]. As a result, it is not necessarily clear when the higher-order versions of these algorithms will find use in applications outside of fault tolerant quantum computing.

V. APPLICATION TO AMPLITUDE ESTIMATION

Randomised gap estimation also provides an important simplification for amplitude estimation, which is a quantum algorithm in which the probability of an outcome occurring is estimated by combining ideas from amplitude amplification and phase estimation [33]. The algorithm quadratically reduces the number of queries needed to learn a given probability. The main significance of this is that it quadratically speeds up Monte–Carlo algorithms. Specifically, imagine that you are given an unknown quantum state of the form

$$|\psi\rangle := A |0\rangle = a |\phi\rangle + \sqrt{1-a^2} |\phi^\perp\rangle,$$

where $|\phi\rangle \in \mathbb{C}^N$, $A$ is a unitary operator and $|a| \in (0, 1)$. Furthermore, assume that you are given access to an oracle such that $\chi |\phi\rangle = -|\phi\rangle$ and for all states $|v\rangle$ orthogonal to $|\phi\rangle$, $\chi |v\rangle = |v\rangle$. Amplitude estimation then allows $|a|^2$ to be estimated to within error $\epsilon$ using $O(1/\epsilon)$ applications of $\chi$ and $O(\log(1/\epsilon))$ measurements.

In order to understand how this works, consider the Grover search operator $Q = -A\chi_0 A^\dagger \chi$, where $\chi_0$ acts as $\chi$ would for $\phi = 0$. For the case of a single marked state we then have that

$$Q^j |\psi\rangle = \sin((2j + 1)\theta_a) |\phi\rangle + \cos((2j + 1)\theta_a) |\phi^\perp\rangle,$$

where $\theta_a := \sin^{-1}(a)$. It is then clear that $Q$ enacts a rotation in this two–dimensional subspace and has eigenvectors

$$|\psi_\pm\rangle = \frac{1}{\sqrt{2}} (|\phi\rangle \pm i |\phi^\perp\rangle), \quad (22)$$

where

$$Q |\psi_\pm\rangle = e^{\pm i 2 \theta_a} |\psi_\pm\rangle. \quad (23)$$

All other eigenvectors in the space orthogonal to this have eigenvalue $\pm 1$.

We can learn these phases using randomised gap estimation. The most significant change is that here $t$ must be taken to be an integer since fractional applications of the Grover oracle have not been assumed. In this case, the eigenvalues are in the set $\{-2\theta_a, 0, 2\theta_a, \pi\}$, which implies that $|\Delta_{ij}\rangle$ takes the values $\{0, \pm 2\theta_a, 4\theta_a, \pi \pm 2\theta_a, \pi\}$. This means that the gap estimation process has very different likelihoods if $t$ is even or odd. Since $\cos((\pi \pm 2\theta_a)(2p+1)) = -\cos(2\theta_a(2p+1))$, for integer $p$, many of the terms in (9) cancel if $t$ is odd. As a result, it is better to choose $t$ to be an even integer for this application, in which case the likelihood function is

$$P(0|\theta_a; t) = \frac{2}{N+1} \left( 1 + \frac{1}{N} \left( \frac{N-2}{2} + 2(N-2) \cos(2\theta_a t) + \cos(4\theta_a t) \right) \right). \quad (24)$$
The general case is handled by first learning a control map. We define the control map to be the mapping between a set of experimental controls (specified by the vector $c$) and the system Hamiltonian. Specifically, if we define $H(x) = \sum_{i=1}^{N} x_i H_i$ for a set of Hamiltonians $H_i$, then $x$ is given by $c$ via

$$x = Gc + x_0,$$

where the matrix $G$ is known as the control map. For simplicity we will only consider the linear case where $x_0 = 0$ below. The general case is handled by first learning $x_0$ and is discussed in [12].

Recently, a method called quantum bootstrapping has been proposed to learn such maps efficiently, wherein a trusted quantum simulator is used to infer the controls of an untrusted device (see Figure 2 for a circuit diagram of a bootstrapping experiment). Although this can allow the control map to be learned using a poly-logarithmic number of experiments, it necessitates the use of swap gates that couple the device to the trusted simulator that is used to characterise it. This means that verifying that the trusted simulator is properly working can still require an exponential number of measurements (even under assumptions of locality). This is significant because the error in the trusted simulator places a lower limit on the error that can be attained using the experiments proposed in [12][21][23].

Figure 3 demonstrates the dependence of the error in the inference of a control map for a single qubit that arises from the use of a miscalibrated trusted simulator that has $G$ drawn from a zero–mean Gaussian with covariance matrix $\delta I$, where $\delta$ is chosen to take values within the interval $[0, 10^{-2}]$. We see that the error decays until it saturates at a level dictated by the miscalibrations in the trusted Hamiltonian. This illustrates that errors in the trusted simulator can prevent a bootstrapping protocol from perfectly controlling this idealised quantum system.
It is worth noting that although Bayesian inference does not correctly infer the true control map for the system because of these errors in the trusted simulator, it does infer a set of controls that precisely mimics the trusted device. In this sense, the learning task can be thought of as a machine learning task, wherein the untrusted device is trained to maximise the fidelity of its output with that of the “trusted” simulator, wherein the output state can be thought of as the training data for the problem. It is therefore crucial to have a well-calibrated trusted device if we wish to leverage the full power of quantum bootstrapping.

To this end we provide a number of examples below that show how the control maps of single qubit Hamiltonians can be learned using randomised gap estimation. We thereby show that our techniques may be of great value in building a trusted simulator that can be used in bootstrapping protocols.

A. Two level example

In the case for a two-level, single-qubit, system, the Hamiltonian can be written, up to an irrelevant shift in energy, as

\[ H(\alpha, \beta, \gamma) = \alpha X + \beta Y + \gamma Z. \]  

(27)

Since these three operations anti-commute it is evident that the eigenvalues of \( H \) are

\[ E = \pm \sqrt{\alpha^2 + \beta^2 + \gamma^2}. \]  

(28)

Thus we can infer information about \( \alpha, \beta \) and \( \gamma \), and in turn \( G \), from the eigenspectra of different experiments. Specifically,

\[
\begin{bmatrix}
\alpha \\
\beta \\
\gamma
\end{bmatrix} = 
\begin{bmatrix}
G_{00} & G_{01} & G_{02} \\
G_{10} & G_{11} & G_{12} \\
G_{20} & G_{21} & G_{22}
\end{bmatrix} 
\begin{bmatrix}
c_1 \\
c_2 \\
c_3
\end{bmatrix}. \]  

(29)

The simplest example of control map learning is the diagonal case, for which

\[ E = \pm \sqrt{G_{00}^2 c_1^2 + G_{11}^2 c_2^2 + G_{22}^2 c_3^2}. \]  

(30)

and the control map can be learned, up to signs of \( G_{ij} \), using a sequence of three randomised phase estimation experiments with \( c = [1,0,0], [0,1,0] \) and \( [0,0,1] \). The signs can be inexpensively learned using auxiliary experiments.
because only a single bit of information is required. Thus empirically the number of experiments required to learn $G$
using randomised phase estimation is upper bounded by a constant times $\log(1/\epsilon)$ (see Figure 1).

The next simplest case to consider is that of an upper triangular control map with a positive diagonal in the form

$$\begin{bmatrix}
\alpha \\
\beta \\
\gamma
\end{bmatrix} = 
\begin{bmatrix}
G_{00} & G_{01} & G_{02} \\
0 & G_{11} & G_{12} \\
0 & 0 & G_{22}
\end{bmatrix}
\begin{bmatrix}
c_1 \\
c_2 \\
c_3
\end{bmatrix}. $

(31)

Clearly $G_{00}$ can be learned directly with randomised gap estimation using the prior experiments. However, the
remaining elements must be inferred from different different experiments. If $c = [1, 1, 0]$ then

$$E([1, 1, 0]) = \pm \sqrt{(G_{00} + G_{01})^2 + G_{11}^2},$$

(32)

$$E([0, 1, 0]) = \pm \sqrt{G_{01}^2 + G_{11}^2}. $$

(33)

After squaring and subtracting both equations we find

$$E^2([1, 1, 0]) - E^2([0, 1, 0]) = G_{00}^2 + 2G_{00}G_{01},$$

(34)

which can be solved uniquely for $G_{01}$ since $G_{00}$ is known. Once $G_{01}$ is known, $G_{11}$ can be learned unambiguously
from (33) using the fact that $G_{11} \geq 0$.

After these steps we have inferred the first two columns of $G$. The remaining column can be learned similarly by
performing three randomised gap estimation experiments with $c = [0, 0, 1], [1, 0, 1]$ and $[0, 1, 1]$ which yield

$$E([0, 1, 1]) = \pm \sqrt{(G_{01} + G_{02})^2 + (G_{11} + G_{12})^2 + G_{22}^2},$$

(35)

$$E([1, 0, 1]) = \pm \sqrt{(G_{00} + G_{02})^2 + G_{11}^2 + G_{22}^2},$$

(36)

$$E([0, 0, 1]) = \pm \sqrt{G_{02}^2 + G_{12}^2 + G_{22}^2}.$$ 

(37)

Then by subtracting the square of (37) from (36) we learn $G_{02}$, from which we learn $G_{12}$ from substituting the result
into (35). $G_{22}$ can then be learned by subtracting the square of (36) from (35) substituting the value of $G_{02}$ and
using $G_{22} \geq 0$.

More generally, this approach provides information about the inner product between any two columns of $G$. No
more information about $G$ can be extracted with such measurements. That is, $G^T G$ can be learned, but $G$ itself is
only determined up to an orthogonal transformation $G' = QG$ which preserves the inner products of its columns. The
matrix $Q$ can further be determined only if additional constraints are imposed on $G$. For example, if $G$ is upper or
lower triangular and with a positive diagonal it is unique within such measurements and $Q$ is the identity matrix as
discussed above.

B. Learning $2 \times 2$ single qubit control maps

As mentioned above, gap estimation experiments alone are in general not enough to uniquely specify the control
map. In fact, amplitudes of the states in the eigenbasis are required. This raises the question of whether amplitude
estimation may be used to glean the necessary information from these coefficients using $O(\log(1/\epsilon))$ measurements.

For simplicity lets consider the Hamiltonian of a single qubit with only $X$ and $Z$ rotations

$$H([\alpha, \gamma]) = \alpha X + \gamma Z.$$

(38)

and

$$\begin{bmatrix}
\alpha \\
\gamma
\end{bmatrix} = 
\begin{bmatrix}
G_{00} & G_{01} \\
G_{10} & G_{11}
\end{bmatrix}
\begin{bmatrix}
c_1 \\
c_2
\end{bmatrix}. $$

(39)

The case of a full $3 \times 3$ control map is similar, but we do not discuss it here because it is much more cumbersome
owing to the increased number of equations and unknowns.
Randomized gap estimation can provide
\[ E(\{1, 0\}) = \pm \sqrt{G_{00}^2 + G_{10}^2} \]
\[ E(\{0, 1\}) = \pm \sqrt{G_{01}^2 + G_{11}^2} \]
\[ E(\{1, 1\}) = \pm \sqrt{(G_{00} + G_{01})^2 + (G_{10} + G_{11})^2}, \] (40)
Since there are four unknowns and three equations, the control map cannot be unambiguously learned from these
relations. However, it can be seen that any other such randomised gap estimation provides information that is
not linearly independent of these three equation. We need additional information that cannot directly come from
randomised gap estimation to solve the problem. This problem was avoided in the prior example by constraining \( G_{10} \)
to be zero.

We can learn the required final piece of information by measuring expectation values of the following three operators
\[ A(\{1, 0\}) = e^{-i(G_{00} X + G_{10} Z)\pi/(2E(\{1, 0\}))}, \]
\[ A(\{0, 1\}) = e^{-i(G_{01} X + G_{11} Z)\pi/(2E(\{0, 1\}))}, \]
\[ A(\{1, 1\}) = e^{-i((G_{00} + G_{01}) X + (G_{10} + G_{11}) Z)\pi/(2E(\{1, 1\}))}. \] (41)
These each correspond to free evolution of the system Hamiltonian under particular control settings for fixed durations. We
can then use these operators (see eq (20)) to learn the following amplitudes while marking the \( |0\rangle \) state
\[ |a(\{1, 0\})| = \langle 0|A(\{1, 0\})|0\rangle = \frac{G_{10}}{E(\{1, 0\})}, \] (42)
\[ |a(\{0, 1\})| = \langle 0|A(\{0, 1\})|0\rangle = \frac{G_{11}}{E(\{0, 1\})}, \] (43)
\[ |a(\{1, 1\})| = \langle 0|A(\{1, 1\})|0\rangle = \frac{G_{10} + G_{11}}{E(\{1, 1\})}. \] (44)
If the sign of \( G_{11} \) or \( G_{10} \) is known, these three quantities are enough to unambiguously solve for \( G_{11} \) and \( G_{10} \), and
can all be learned in-place using randomised amplitude estimation if an accurate Z-gate can be performed. The
remaining elements of the control map can then be found from eq (40). If the sign of \( G_{11} \) or \( G_{10} \) is not known, they can
still be learned with amplitude estimation if the states \( |0\rangle \pm i |1\rangle / \sqrt{2} \) can be prepared on the quantum device.

In the absence of a calibrated Z gate, the above strategy of amplitude estimation does not apply. The requisite
quantities \( |a(\{0, 1\})|, |a(\{1, 0\})| \) and \( |a(\{1, 1\})| \) can nonetheless be learned by statistical sampling. Doing so requires
\( O(1/t^2) \) experiments, which dominates the cost of data acquisition. However, randomised gap estimation efficiently
provides \( E(\{0, 1\}), E(\{1, 0\}) \) and \( E(\{1, 1\}) \) which allows us to optimally extract these expectation values (for the form
of the experiments considered). To see this consider the case of learning \( |a(\{0, 1\})| \) for arbitrary \( t \). The likelihood function is
\[ P(0|G; t) = \cos^2(E(\{0, 1\})t) + \sin^2(E(\{0, 1\})t)|a(\{0, 1\})|^2. \] (45)
It is then clear that the Fisher information is maximised at \( t = \pi/(2E(\{0, 1\})) \). In order to compare, let us consider
the case where \( E(\{0, 1\})t \mod 2\pi \) is taken from a uniform prior over 0, 2\pi. Then the marginalised likelihood is
\[ \frac{1}{2\pi} \int_0^{2\pi} dx \cos^2(x) + \sin^2(x)|a(\{0, 1\})|^2 = \frac{|a(\{1, 0\})|^2 + 1}{2}. \] (46)
thus eq (11) shows that the Fisher information for such experiments is reduced by a factor of 2. This furthermore reduces
the inference problem to frequency estimation wherein the non-adaptive strategy of estimating \( |a(\{0, 1\})|^2 \) using the
sample frequency is optimal. Thus, even though randomised gap estimation does not lead to a quadratic reduction in
the experimental time needed to learn \( G \) here, it dramatically simplifies the inference problem and removes the need
to use multiple experimental settings to learn the amplitudes.

Above we only discussed the case of a single qubit Hamiltonian with uncalibrated X and Z interactions. The
example of a general (traceless) single qubit Hamiltonian follows from exactly the same reasoning. First, one applies
randomised gap estimation to learn the relevant energies corresponding to the 6 linearly independent sets of controls.
The remaining 3 equations are found by measuring appropriate expectation values using amplitude estimation if a Z
gate is available, and statistical sampling if it is not.

Finally, higher dimensional control maps can also be learned using this approach. The analytic approach given
above no longer holds unless the Hamiltonian can be decomposed into a set of anti-commuting Pauli operators. The
same process can, however, be applied numerically in such cases. We leave a detailed discussion of the issues
that arise when doing so for future work.
VII. CONCLUSION

We introduced an alternative form of phase estimation that uses Bayesian inference on top of randomised experiments to learn the spectral gaps of a unitary operation without needing external qubits or well-calibrated gates. In addition to calibration, this gap estimation procedure allows amplitude estimation to be performed in place for quantum systems without needing auxiliary qubits to control the evolution. These randomised gap and amplitude estimation algorithms could radically reduce the costs of characterising and calibrating small quantum devices. Our work further suggests that they may find use in building the initial trusted simulator that is required to start a quantum bootstrapping protocol \[12\] as well as allowing amplitude estimation to be done in place in small quantum systems.

An important caveat of our work is that the randomisation procedure that we use to extract information about the gaps leads to an exponential decrease in the signal yielded by experiments on high-dimensional systems. We show that this can be mitigated, for some systems, using adiabatic paths to allow the randomisation to be performed only within a low-dimensional eigenspace of the system. Regardless, this caveat still holds in general and as such our methods are complimentary to existing phase and amplitude estimation methods and do not replace them.

This suggests an important remaining question namely that of whether efficient methods exist for estimating phase and amplitude that do not require entangling the system with ancillary qubits. The development of such methods would constitute a major step forward for quantum metrology. Similarly, proof that such methods are impossible would give us new insights into the efficacy of phase estimation and reveal fundamental trade-offs that exist between quantum resources for metrological tasks.

Finally, it should be noted that our work simply uses information from the Haar averaged probability distribution to infer the eigenvalue gaps. In practice, additional information may be present in the higher order moments of the distribution. Finding practical ways to exploit information carried by these higher moments about the phase remains an open problem.
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Appendix A: Numerics

Here we provide detailed information about the numerical experiments performed to generate Figure 1. As mentioned in the main body we use sets of eigenvalues as our hypotheses for Bayesian inference. Without loss of generality we can shift the eigenspectrum such that \( \lambda_1 = 0 \) and we hence have \( N-1 \) variables, where \( N \) is the number of levels.

For the Bayesian inference step, we used rejection filtering with a threshold of 10000 accepted samples. We found that drawing parameters from the model until 10000 samples are accepted provides sufficient accuracy to represent the likelihood function in these experiments. We use a standard unimodal multivariate Gaussian as a model for the prior distribution on hypothesis space. While this unimodal distribution is incapable of representing a multi-modal distribution (which may occur in cases where degenerate solutions exist), multimodal models can also be used to improve learning. However, for our experiments the mean and covariance of all modes quickly converged to the same value and the accuracy was hence no better than in the unimodal case.

The initial prior distribution is taken to be a Gaussian with mean and standard deviation set to be those appropriate for Gaussian Unitary Ensemble (GUE) Hamiltonians. In particular, we find these values using the gap distribution of GUE Hamiltonians and set the mean eigenvalue to be that found by adding \( N-1 \) random gaps drawn from the distribution appropriate for GUE Hamiltonians to \( \lambda_1 = 0 \). Similarly the covariance matrix for the \( N-1 \) unknown eigenvalues was set to be variances equivalent to those found for each of the eigenvalues of GUE Hamiltonians. While this distribution does not accurately model the true prior distribution of the eigenvalues, it has sufficient overlap to be able to zero in on the correct eigenvalues (up to degeneracies that cannot be resolved by randomised gap estimation alone).

Evolution times are chosen to be \( t = 1/(2\sigma) \), where \( \sigma \) is the uncertainty defined in \[(14)\]. This heuristic was introduced in previous works \[12\, 21\, 22\] as the particle guess heuristic and is shown to be nearly optimal for frequency estimation problems. The prefactor of 1/2 was found to work well empirically, but more optimal choices may exist for this problem.
Since degeneracies in the eigenvalues can emerge in our problem that prevent correct inference of the gaps, we resort to modifying the likelihood function in order to forbid particular Hamiltonian models. Specifically, we force the eigenvalues to be sorted and positive by introducing an additional sign-term in the likelihood function

$$\langle L \rangle = \frac{2}{N+1} \left( 1 + \frac{1}{N} \sum_{i>j} \text{sign}(\Delta_{ij}) \cos(\Delta_{ij}t) \right)$$ \hspace{1cm} (A1)$$

where the sign-function is $+1$ if its argument is positive and $-1$ otherwise and $\Delta_{ij} = \lambda_i - \lambda_j$. Hence, this likelihood will align with the experimental likelihood at all time-steps $t$ only if $\lambda_i > \lambda_j$. As this modified likelihood can for some sets of parameters be larger than unity or smaller than zero, we do an additional truncation step such that $0 \leq L \leq 1$.

The median error and uncertainty reported are computed across 1000 instances drawn from the Gaussian Unitary Ensemble. This number was sufficient to make the sample error in the estimates graphically insignificant.

Appendix B: The turnpike problem for unique gaps

Eigenvalues are not directly provided in randomised phase estimation. Instead the eigenvalues for the system must be inferred from the gaps. In the main body, as well as the numerical experiments, we use Bayesian inference to infer the eigenvalues from the data. However, it remains an open question under what circumstances it can successfully infer the eigenvalues, up to a constant shift, from the gaps. The problem of inferring a set of numbers given only the differences between them is well known in computer science and is called the turnpike problem [25]. The turnpike problem has proven difficult to solve in general and the best algorithm to find a solution remains an open problem. However, for the typical case, wherein the gaps are unique, there are at most two degenerate choices of spectra that could equivalently describe the system, as we show below.

**Theorem 1.** Let $\{\lambda_1 := 0 < \lambda_2 < \cdots < \lambda_N\}$ be a set such that for any $i \neq k$ $(\lambda_{i+1} - \lambda_i) \neq (\lambda_{k+1} - \lambda_k)$. Given $\Delta : \Delta_{xy} = \lambda_p - \lambda_q$ for unknown permutations of $\{1, \ldots, N\}$ $p$ and $q$, there are only two possible solutions for the values of $\lambda$.

**Proof.** The nearest neighbour gaps can be isolated from this set easily. Consider $\lambda_{i+2} - \lambda_i = \lambda_{i+2} - \lambda_{i+1} + \lambda_{i+1} - \lambda_i$. Since $\lambda_{i+2} - \lambda_{i+1}$ and $\lambda_{i+1} - \lambda_i$ are in $\Delta$ it follows that such a gap can be decomposed into a sum of gaps in the set. Similarly, by induction $\lambda_{i+x} - \lambda_i$ can be decomposed into a sum of nearest neighbour gaps for all $x \geq 2$. In contrast, the nearest neighbour difference $\lambda_{i+2} - \lambda_{i+1}$ cannot be decomposed into a sum of other gaps because of our assumptions of uniqueness. This means that $\Delta^1$, the set of all nearest neighbour gaps, can be uniquely identified from this data.

It remains to show that there are only two ways that these gaps can be laid out to form a spectrum that is consistent with the data in $\Delta$. The quantity $\Delta_{xy} \lambda_N$ can be identified from the spectrum since it is simply the largest gap under the assumption that $\lambda_1 = 0$. The second largest gap can also be uniquely found from this data. There are two possibilities. Either the second largest gap is $\lambda_{N-1}$ or it is $\lambda_N - \lambda_2$. This can be seen by contradiction. Imagine $\lambda_N - \lambda_1$ is the second largest gap for $j \geq 3$. Since $\lambda_j$ is a monotonically increasing sequence, $\lambda_N - \lambda_j \leq \lambda_N - \lambda_2 \leq \lambda_N$. Therefore, it cannot be the second largest gap. Applying the same argument to $\lambda_{N-1} - \lambda_j$ for $j \geq 2$ leads to the conclusion that $\lambda_{N-1}$ is the only other candidate for the second largest gap. Similarly $\lambda_x - \lambda_j \leq \lambda_{N-1} - \lambda_j$ for all $x \leq N - 1$ so these are the only two possible candidates.

Assume that the second largest gap is $\lambda_{N-1}$. Then

$$\lambda_{N-2} = (\lambda_{N-2} - \lambda_{N-1}) + \lambda_{N-1}.$$ $$\lambda_p - \lambda_{N-1} = (\lambda_{N-1} - \lambda_N).$$

Seeking a contradiction, imagine there is an alternative solution to this such that

If $\lambda_p - \lambda_{N-1}$ is not a nearest–neighbour gap, we have a contradiction, since the set of nearest–neighbour gaps is known and each gap is unique. Hence, we can immediately deduce that $\lambda_p$ is not a solution unless $p \in \{N - 2, N\}$. Given $\lambda_p - \lambda_{N-1}$ is a nearest neighbour gap we must have that $p = N - 2$ or $p = N$. Since the nearest neighbour gaps are unique, $\lambda_{N-2} - \lambda_{N-1} \neq \lambda_{N-1} - \lambda_N$ and since we already know $\lambda_N - \lambda_{N-1}$ this confusion is impossible. Furthermore, the uniqueness of the nearest neighbour gaps imply that the only possible solution is $r = N - 1$. Thus $\lambda_{N-2}$ is uniquely determined.

This process can be repeated using $\lambda_p$ and $\lambda_{p+1}$ for any $P < N$. Therefore, given the second largest gap is $\lambda_{N-1}$, the spectrum can be uniquely determined under our assumptions.
Now let us assume the second largest gap is $\lambda_N - \lambda_2$. Then $\lambda_2$ is known because $\lambda_N$ is the largest gap, given $\lambda_1 = 0$. By repeating the exact same argument as above we see that $\lambda_3$ is uniquely determined by these two values and the uniqueness of the nearest neighbour gaps. This same argument can be extended leading to the conclusion that if $\lambda_2$ is $\lambda_N$ minus the second largest gap then the spectrum is also unique. There are hence at most two possible spectra based on this data.

This approach shows that if the gaps are unique, a solution to the turnpike problem is also unique up to a reflection of the spectrum about its midpoint. However, in the presence of degenerate gaps the number of possible solutions could scale slightly faster than linear in $N$ \cite{25} and the eigenspectrum can in this case only narrowed down to be one of these solutions. Moreover, while a backtracking algorithm can find a solution for the typical case in time $O(N^2 \log(N))$, the worst case complexity is $O(2^N N \log(N))$ \cite{25}. This suggests that Bayesian inference will not always find a solution in time that is polynomial in $N$, which itself is exponential in the number of qubits. However, for the two level spectrum of a single qubit, the phase can be determined unambiguously.
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