SPECTRUM ASSIGNMENT AND STABILIZATION OF LINEAR DIFFERENTIAL EQUATIONS WITH DELAY BY STATIC OUTPUT FEEDBACK WITH DELAY

A linear control system defined by a stationary differential equation with one lumped and one distributed delay is considered. In the system, the input is a linear combination of \(m\) variables and their derivatives of order not more than \(n - p\) and the output is a \(k\)-dimensional vector of linear combinations of the state and its derivatives of order not more than \(p - 1\). For this system, a spectrum assignment problem by linear static output feedback with delays is studied. Necessary and sufficient conditions are obtained for solvability of the arbitrary spectrum assignment problem by static output feedback controller of the same type as the system. Corollaries on stabilization of the system are obtained.
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Introduction

A large number of works have been devoted to the problem of stability and stabilization of control systems with delays. A number of methods have been proposed to solving this problem. One of the common methods is known as the Lyapunov–Krasovsky functional approach [1, 2]. This approach is a development of the second Lyapunov method and allows one to obtain sufficient conditions for asymptotic and exponential stabilization of delayed systems. On the base of the Lyapunov-Krasovsky approach, various methods were obtained in [3–6]: in [3], a new technique is introduced based on the barycentric representation of a distributed delay system; in [4], a new stabilization method is proposed for linear systems with distributed input delay via reduction transformation and Riccati equation approach; in [5], conditions for stabilization are obtained by using the full-block \(S\)-procedure and a convex-hull relaxation in terms of a LMI; in [6] the problem of optimal stabilization is studied. Other approaches to solving the problem of stabilization of systems with distributed delay are presented in [7, 8]. In [7], it is shown how to obtain finite-time stabilization of linear systems with delays in the input by using an extension of Artstein’s model reduction to nonlinear feedback. In [8], truncated predictor feedback approach is used for stabilization of time-varying linear systems with multiple and distributed input delays.

Another approach to problems of stability and stabilization of time-delay systems is an eigenvalue-based approach [9]. Here it is required to find conditions providing the desired placement of the spectrum of the system, that is, the sets of zeros of the characteristic function of the system. There are works on assignment of a given finite spectrum [10–16], spectral reducibility [17, 18], i.e., reduction of systems to a finite (but not given) spectrum, modal controllability [19–25]. In the present paper, necessary and sufficient conditions are obtained for arbitrary spectrum assignability by linear static output feedback for a control system defined by a linear differential equation of \(n\)-th order with one lumped and one distributed delay in the state variable.
§ 1. Main results

Let $\mathbb{K} = \mathbb{C}$ or $\mathbb{K} = \mathbb{R}$; $\mathbb{K}^n = \{x = \text{col}\{x_1, \ldots, x_n\} : x_i \in \mathbb{K}\}$ is the linear space of column vectors over $\mathbb{K}$; $M_{m,n}(\mathbb{K})$ is the space of $m \times n$-matrices over $\mathbb{K}$; $M_n(\mathbb{K}) := M_{n,n}(\mathbb{K})$; $I \in M_n(\mathbb{K})$ is the identity matrix; $\overline{\alpha}$ is the complex conjugation of $\alpha$; $T$ is the transposition of a vector or a matrix; $*$ is the Hermitian conjugation, i.e., $A^* = \overline{A}^T$; $\text{Sp} H$ is the trace of a matrix $H \in M_n(\mathbb{K})$; for a matrix $H \in M_n(\mathbb{K})$, we use the denotation $H^0 := I$; $J := \{\partial_{ij}\} \in M_n(\mathbb{K})$ where $\partial_{ij} = 1$ for $j = i + 1$ and $\partial_{ij} = 0$ for $j \neq i + 1$.

Consider a control system defined by a linear time-invariant differential equation of $n$-th order with a lumped and distributed delay in the state variable $x \in \mathbb{K}$; the input is a linear combination of $m$ variables and their derivatives of order $\leq n - p$; the output is a $k$-dimensional vector of linear combinations of the state $x$ and its derivatives of order $\leq p - 1$:

$$x^{(n)}(t) + a_{10}x^{(n-1)}(t) + a_{11}x^{(n-1)}(t-h) + \ldots + a_{n0}x(t) + a_{n1}x(t-h) +$$

$$+ \int_{-h}^{0} g_1(\tau)x^{(n-1)}(t+\tau)d\tau + \ldots + \int_{-h}^{0} g_n(\tau)x(t+\tau)d\tau =$$

$$(1.1)$$

$$= b_{p1}u_1^{(n-p)}(t) + b_{p+1,1}u_1^{(n-p-1)}(t) + \ldots + b_{n1}u_1(t) + \ldots$$

$$\ldots + b_{pm}u_m^{(n-p)}(t) + \ldots + b_{nm}u_m(t), \ t > 0,$n

$$y_1(t) = \overline{c}_{11}x(t) + \overline{c}_{21}x'(t) + \ldots + \overline{c}_{p1}x^{(p-1)}(t), \ldots,$n

$$y_k(t) = \overline{c}_{1k}x(t) + \overline{c}_{2k}x'(t) + \ldots + \overline{c}_{pk}x^{(p-1)}(t),$$

(1.2)

with initial conditions $x^{(n)}(\tau) = \phi_i(\tau), \ \tau \in [-h, 0]$; here $h > 0$ is a constant delay, $h \in [-h, 0]$ are continuous functions, $a_{ij}, \ b_{\alpha j}, \ c_{\nu \alpha \beta} \in \mathbb{K}, \ i = \overline{1, m}, \ j = \overline{0, n}, \ l = \overline{p, n}, \ \alpha = \overline{1, m}, \ \nu = \overline{1, p}, \ \beta = \overline{1, k}; \ g_i : [-h, 0] \to \mathbb{K}$ are integrable functions $(i = \overline{1, n}); \ u = \text{col}\{u_1, \ldots, u_m\} \in \mathbb{K}^m$ is a control vector and $y = \text{col}\{y_1, \ldots, y_k\} \in \mathbb{K}^{k}$ is an output vector; $p \in \{1, n\}$; the complex conjugation to $c_{\nu \alpha \beta}$ is used for convenience of notation.

For system (1.1), (1.2) without delays $(a_{ij} = 0, \ g_i(\tau) \equiv 0, \ i = \overline{1, n})$, the problem of assigning an arbitrary finite spectrum by static output feedback was studied in [26], and the problem of (robust) exponential stabilization by static output feedback was studied in [27] when the coefficients $a_{ij} = a_{ij}(t), \ i = \overline{1, n}$, are uncertain bounded functions. For system (1.1), (1.2) only with lumped delays, without distributed delays $(g_i(\tau) \equiv 0, \ i = \overline{1, n})$, the problem of assigning an arbitrary spectrum by static output feedback was studied in [28].

Suppose that the controller in system (1.1), (1.2) has the form of linear static output feedback with a lumped and distributed delay:

$$u(t) = Q_0y(t) + Q_1y(t-h) + \int_{-h}^{0} R(\tau)y(t+\tau)\ d\tau,$n

(1.3)

$y(\xi) = 0, \ \xi < -h$. Here $Q_j = \{q_{\alpha \beta j}\} \in M_{m,k}(\mathbb{K})$ are constant matrices $(j = \overline{0, 1}), \ R(\tau) = \{r_{\alpha \beta}(\tau)\} \in M_{m,k}(\mathbb{K}), \ r_{\alpha \beta} : [-h, 0] \to \mathbb{K}$ are integrable functions, $\alpha = \overline{1, m}, \ \beta = \overline{1, k}$. By (1.2), we have $y_\beta(t) = \sum_{\nu=1}^{p} \overline{c}_{\nu \beta x^{(\nu-1)}}(t), \ \beta = \overline{1, k}$. Hence,

$$u_\alpha(t) = \sum_{\beta=1}^{k} [q_{\alpha \beta 0} \sum_{\nu=1}^{p} \overline{c}_{\nu \beta x^{(\nu-1)}}(t)] + q_{\alpha \beta 1} \sum_{\nu=1}^{p} \overline{c}_{\nu \beta x^{(\nu-1)}}(t-h) +$$

$$+ \int_{-h}^{0} r_{\alpha \beta}(\tau)(\sum_{\nu=1}^{p} \overline{c}_{\nu \beta x^{(\nu-1)}}(t+\tau))\ d\tau, \ \alpha = \overline{1, m},$$n
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The closed-loop system (1.1), (1.2), (1.3) take the form

\[
x^{(n)}(t) + \sum_{i=1}^{n} a_{i0} x^{(n-i)}(t) + \sum_{i=1}^{n} a_{i1} x^{(n-i)}(t-h) + \sum_{i=1}^{n} \int_{-h}^{0} g_i(\tau) x^{(n-i)}(t+\tau) d\tau \\
- \sum_{\alpha=1}^{m} \sum_{l=0}^{n} b_{l\alpha} \left( \sum_{\beta=1}^{k} \sum_{\nu=1}^{p} c_{l\nu\beta} x^{(\nu)}(t) + q_{l\alpha\beta}^{0} \sum_{\nu=1}^{p} \bar{c}_{l\nu\beta} x^{(\nu-1)}(t-h) + q_{l\alpha\beta}^{1} \sum_{\nu=1}^{p} \bar{c}_{l\nu\beta} x^{(\nu-1)}(t-h) + \int_{-h}^{0} r_{l\alpha\beta}(\tau) \left( \sum_{\nu=1}^{p} \bar{c}_{l\nu\beta} x^{(\nu-1)}(t+\tau) d\tau \right)^{(n-l)} \right) = 0.
\]

Denote by \( \psi(\lambda) \) the characteristic function of the closed-loop system (1.4). Then

\[
\psi(\lambda) = \lambda^n + \sum_{i=1}^{n} \left( a_{i0} \lambda^{n-i} + a_{i1} \lambda^{n-i} e^{-\lambda h} + \int_{-h}^{0} g_i(\tau) \lambda^{n-i} e^{\lambda \tau} d\tau \right) \\
- \sum_{\alpha=1}^{m} \sum_{l=0}^{n} b_{l\alpha} \left( \sum_{\nu=1}^{p} \left( \sum_{\beta=1}^{k} \left( c_{l\nu\beta} \lambda^{\nu-i} + q_{l\alpha\beta}^{0} \bar{c}_{l\nu\beta} e^{-\lambda h} + q_{l\alpha\beta}^{1} \bar{c}_{l\nu\beta} e^{-\lambda h} + \int_{-h}^{0} r_{l\alpha\beta}(\tau) \bar{c}_{l\nu\beta} e^{\lambda \tau} d\tau \right) \lambda^{n-i} \right) \right) = 0.
\]

The set \( \Lambda = \{ \lambda \in \mathbb{C} : \psi(\lambda) = 0 \} \) is called the \textit{spectrum} of system (1.4). If the spectrum of system (1.4) lies in the left half-plane, then system (1.4) is exponentially stable. The spectrum of system (1.4) is uniquely determined by coefficients of system (1.4). Therefore, the spectrum assignment problem for system (1.4) can be considered as the problem of control over coefficients of system (1.4). We study the problem of assigning an arbitrary spectrum that system (1.4) can only have.

**Definition 1.** System (1.1), (1.2) is said to be arbitrary spectrum assignable by the static output feedback controller (1.3) if for any numbers \( \gamma_{i0}, \gamma_{i1} \in \mathbb{K} \) and for any integrable functions \( \delta_i : [-h, 0] \rightarrow \mathbb{K}, \ i = 1, n, \) there exist constant matrices \( Q_0, Q_1 \in M_{m,n}(\mathbb{K}) \) and an integrable matrix function \( R : [-h, 0] \rightarrow M_{m,n}(\mathbb{K}) \) such that the characteristic function \( \psi(\lambda) \) of the closed-loop system (1.4) satisfies the equality

\[
\psi(\lambda) = \lambda^n + \sum_{i=1}^{n} \lambda^{n-i} \left( \gamma_{i0} + \gamma_{i1} e^{-\lambda h} + \int_{-h}^{0} \delta_i(\tau) e^{\lambda \tau} d\tau \right).
\]

On the basis of system (1.1), (1.2), let us construct the matrices \( B = \{ b_{l\alpha} \}, \ l = 1, n, \alpha = 1, m, \) and \( C = \{ c_{\nu\beta} \}, \nu = 1, n, \beta = 1, k, \) where \( b_{l\alpha} := 0 \) for \( l < p \) and \( c_{\nu\beta} := 0 \) for \( \nu > p. \)

Let us give an auxiliary assertion.

**Lemma 1.** Suppose that \( F = \{ f_{l\alpha} \} \in M_{n,m}(\mathbb{K}), G = \{ g_{\beta\nu} \} \in M_{k,n}(\mathbb{K}) \) are arbitrary matrices \( (l = 1, n, \alpha = 1, m, \beta = 1, k, \nu = 1, n) \) and \( D_j = G_j F (j \in \{ 0, n-1 \}) \). Let \( D_j = \{ d_{l\alpha}^{j} \}, \) \( \beta = 1, k, \alpha = 1, m. \) Then

\[
d_{l\alpha}^{j} = \sum_{i=j+1}^{n} g_{\beta, l-i} f_{l\alpha}.
\]

Lemma 1 is proved in [28, Lemma 1].

**Theorem 1.** System (1.1), (1.2) is arbitrary spectrum assignable by the static output feedback controller (1.3) if and only if the matrices

\[
C^* J^0 B, \ C^* J^1 B, \ldots, \ C^* J^{n-1} B
\]

are linearly independent.
Let us change the summation order: we replace

\[ \varphi(\lambda) = \lambda^n + \sum_{i=1}^{n} \lambda^{n-i} \left( \gamma_{i0} + \gamma_{i1} e^{-\lambda h} + \int_{-h}^{0} \delta_i(\tau) e^{\lambda \tau} d\tau \right) \]  

(1.7)

be given, where \( \gamma_{i0}, \gamma_{i1} \in \mathbb{K} \) are some numbers and \( \delta_i : [-h, 0] \to \mathbb{K} \) are some integrable functions. One needs to construct matrices \( Q_0, Q_1 \in M_{m,k}(\mathbb{K}) \) and integrable matrix function \( R : [-h, 0] \to M_{m,k}(\mathbb{K}) \) such that the characteristic function \( \psi(\lambda) \) of the closed-loop system (1.4) satisfies the equality

\[ \psi(\lambda) = \varphi(\lambda). \]  

(1.8)

Let us write the characteristic function (1.5) of the closed-loop system (1.4) in the form

\[ \psi(\lambda) = \lambda^n + \sum_{i=1}^{n} \left( a_{i0} \lambda^{n-i} + a_{i1} \lambda^{n-i} e^{-\lambda h} + \int_{-h}^{0} g_i(\tau) \lambda^{n-i} e^{\lambda \tau} d\tau \right) - \Delta, \]  

(1.9)

where

\[ \Delta = \sum_{a=1}^{m} \sum_{\beta=1}^{k} \sum_{l=p}^{n} \sum_{\nu=1}^{p} b_{la} \tau_{\nu,\beta} \lambda^{n-l+\nu-1} \left( q_{a0}^0 + q_{a0}^1 e^{-\lambda h} + \int_{-h}^{0} r_{a\beta}(\tau) e^{\lambda \tau} d\tau \right). \]  

(1.10)

Let us replace the last summation index \( \nu \) by \( i = l - \nu + 1 \) in (1.10). Since \( \nu \) ranges from 1 to \( p \), hence, \( i \) ranges from \( l - p + 1 \) to \( l \). So,

\[ \Delta = \sum_{a=1}^{m} \sum_{\beta=1}^{k} \sum_{l=p}^{n} \sum_{i=1}^{l-p+1} b_{la} \tau_{i+1-i,\beta} \lambda^{n-i} \left( q_{a0}^0 + q_{a0}^1 e^{-\lambda h} + \int_{-h}^{0} r_{a\beta}(\tau) e^{\lambda \tau} d\tau \right). \]  

If \( i \in \{1, l-p\} \), then \( l+1-i \geq p+1 \), hence, \( c_{i+1-i,\beta} = 0 \). Thus,

\[ \Delta = \sum_{a=1}^{m} \sum_{\beta=1}^{k} \sum_{l=p}^{n} \sum_{i=1}^{l-1} b_{la} \tau_{i+1-i,\beta} \lambda^{n-i} \left( q_{a0}^0 + q_{a0}^1 e^{-\lambda h} + \int_{-h}^{0} r_{a\beta}(\tau) e^{\lambda \tau} d\tau \right). \]  

If \( l \in \{1, p-1\} \), then \( b_{la} = 0 \), hence,

\[ \Delta = \sum_{a=1}^{m} \sum_{\beta=1}^{k} \sum_{l=1}^{p} \sum_{i=1}^{l} b_{la} \tau_{i+1-i,\beta} \lambda^{n-i} \left( q_{a0}^0 + q_{a0}^1 e^{-\lambda h} + \int_{-h}^{0} r_{a\beta}(\tau) e^{\lambda \tau} d\tau \right). \]  

Let us change the summation order: we replace \( \sum_{l=1}^{n} \sum_{i=1}^{l} \) by \( \sum_{i=1}^{n} \sum_{l=i}^{n} \); then we obtain

\[ \Delta = \sum_{a=1}^{m} \sum_{\beta=1}^{k} \sum_{i=1}^{n} \sum_{l=i}^{n} b_{la} \tau_{i+1-i,\beta} \lambda^{n-i} \left( q_{a0}^0 + q_{a0}^1 e^{-\lambda h} + \int_{-h}^{0} r_{a\beta}(\tau) e^{\lambda \tau} d\tau \right). \]  

(1.11)

Let \( D_{i-1} = C^* J^{-1} B, D_{i-1} = \{ d_{\beta a}^{-1} \}, i \in \{1, n\}, \beta = 1, k, \alpha = 1, m \). Let us apply Lemma 1 to \( G = C^*, F = B \): we have \( g_{\beta \nu} = \tau_{\nu,\beta}, f_{la} = b_{la} \). So, by Lemma 1 for \( j = i - 1 \), we have

\[ d_{\beta a}^{-1} = \sum_{l=1}^{n} \tau_{i+1-i,\beta} b_{la}. \]  

(1.12)
For every $i \in \{1, n\}$, consider the matrices $C^* J^{i-1} BQ_0$, $C^* J^{i-1} BQ_1$, $C^* J^{i-1} BR(\tau)$. Let us find its traces. Using (1.12), we obtain

$$
\text{Sp} (C^* J^{i-1} BQ_0) = \text{Sp} (D_{i-1} Q_0) = \sum_{\alpha=1}^{m} \sum_{\beta=1}^{k} \delta_{\alpha \beta}^i q_{\alpha \beta} = \sum_{\alpha=1}^{m} \sum_{\beta=1}^{k} \sum_{l=1}^{n} \tau_{l+1-i, \beta} b_{\alpha \beta} q_{\alpha \beta}^0. \tag{1.13}
$$

Similarly,

$$
\text{Sp} (C^* J^{i-1} BQ_1) = \sum_{\alpha=1}^{m} \sum_{\beta=1}^{k} \sum_{l=1}^{n} \tau_{l+1-i, \beta} b_{\alpha \beta} q_{\alpha \beta}^1. \tag{1.14}
$$

$$
\int_{-h}^{0} \text{Sp} (C^* J^{i-1} BR(\tau)) e^{\lambda \tau} d\tau = \int_{-h}^{0} \sum_{\alpha=1}^{m} \sum_{\beta=1}^{k} \sum_{l=1}^{n} \tau_{l+1-i, \beta} b_{\alpha \beta} r_{\alpha \beta}(\tau) e^{\lambda \tau} d\tau. \tag{1.15}
$$

From (1.11), (1.13), (1.14), and (1.15), it follows that

$$
\Delta = \sum_{i=1}^{n} \left( \text{Sp} (C^* J^{i-1} BQ_0) \lambda^{n-i} + \text{Sp} (C^* J^{i-1} BQ_1) \lambda^{n-i} e^{-\lambda h} + \int_{-h}^{0} \text{Sp} (C^* J^{i-1} BR(\tau)) \lambda^{n-i} e^{\lambda \tau} d\tau \right). \tag{1.16}
$$

Substituting (1.16) in (1.9), we obtain

$$
\psi(\lambda) = \lambda^n + \sum_{i=1}^{n} \lambda^{n-i} \left( (a_{i0} - \text{Sp} (C^* J^{i-1} BQ_0)) + (a_{i1} - \text{Sp} (C^* J^{i-1} BQ_1)) e^{-\lambda h} + \int_{-h}^{0} (g_i(\tau) - \text{Sp} (C^* J^{i-1} BR(\tau))) e^{\lambda \tau} d\tau \right). \tag{1.17}
$$

Taking into account (1.17), (1.8), and (1.7), we obtain that system (1.1), (1.2) is arbitrary spectrum assignable by (1.3) iff there exist $Q_0, Q_1 \in M_{m,k}(\mathbb{K})$ and integrable matrix function $R : [-h, 0] \rightarrow M_{m,k}(\mathbb{K})$ such that for all $i = \overline{1, n}$ the following equalities hold:

$$
\begin{align*}
\gamma_{i0} &= a_{i0} - \text{Sp} (C^* J^{i-1} BQ_0), \\
\gamma_{i1} &= a_{i1} - \text{Sp} (C^* J^{i-1} BQ_1), \\
\delta_i(\tau) &= g_i(\tau) - \text{Sp} (C^* J^{i-1} BR(\tau)). \tag{1.18}
\end{align*}
$$

Every system of (1.18) consists of $n$ equations with $mk$ unknown entries of matrices $Q_0, Q_1, R(\tau)$. Let us rewrite (1.18) in the vector form. Denote by $\text{vec} : M_{p,q}(\mathbb{K}) \rightarrow \mathbb{K}^{pq}$ the mapping, which “unrolls” a matrix $Z = \{z_{ij}\}$, $i = \overline{1,p}$, $j = \overline{1,q}$, by rows into the column vector $\text{vec} Z = \text{col}(z_{i1}, \ldots, z_{iq}, \ldots, z_{p1}, \ldots, z_{pq}) \in \mathbb{K}^{pq}$. Then $\text{Sp} (XY) = (\text{vec} X)^T \cdot (\text{vec} Y^T)$ for any $X \in M_{p,q}(\mathbb{K})$, $Y \in M_{q,n}(\mathbb{K})$. Let us apply this equality to the matrix $X = C^* J^{i-1} B$ ($i = \overline{1, n}$) and to the matrices $Y = Q_0$, $Y = Q_1$, and $Y = R(\tau)$ one by one. Let us construct the $mk \times n$-matrix

$$
P := \text{vec} (C^* B), \text{vec} (C^* JB), \ldots, \text{vec} (C^* J^{n-1} B)].
$$

Denote $v_0 := \text{vec} (Q_0^T) \in \mathbb{K}^{mk}$, $v_1 := \text{vec} (Q_1^T) \in \mathbb{K}^{mk}$, $v_2(\tau) := \text{vec} (R^T(\tau)) \in \mathbb{K}^{mk}$,

$$
\begin{align*}
w_0 &:= \text{col} (a_{10} - \gamma_{10}, \ldots, a_{n0} - \gamma_{n0}) \in \mathbb{K}^n, \\
w_1 &:= \text{col} (a_{11} - \gamma_{11}, \ldots, a_{n1} - \gamma_{n1}) \in \mathbb{K}^n, \\
w_2(\tau) &:= \text{col} (g_1(\tau) - \delta_1(\tau), \ldots, g_n(\tau) - \delta_n(\tau)) \in \mathbb{K}^n.
\end{align*}
$$
Then systems (1.18) can be rewritten in the vector form

\[ P^T v_0 = w_0, \quad P^T v_1 = w_1, \quad P^T v_2(\tau) = w_2(\tau). \] (1.19)

System (1.1), (1.2) is arbitrary spectrum assignable by the feedback controller (1.3) iff systems (1.19) are solvable with respect to \( v_0, v_1, v_2(\tau) \) for any \( \gamma_0, \gamma_1 \in \mathbb{K} \) and any integrable functions \( \delta_i : [-h, 0] \to \mathbb{K} \). This is equivalent to linear independency of the matrices (1.6). In that case, systems (1.19) have the particular solutions

\[ v_0 = P(P^T P)^{-1} w_0, \quad v_1 = P(P^T P)^{-1} w_1, \quad v_2(\tau) = P(P^T P)^{-1} w_2(\tau). \] (1.20)

The required matrices \( Q_0, Q_1 \) and \( R(\tau) \) can be found from the equalities \( Q_0 = (\text{vec}^{-1} v_0)^T, Q_1 = (\text{vec}^{-1} v_1)^T, R(\tau) = (\text{vec}^{-1} v_2(\tau))^T \). The theorem is proved. \( \square \)

**Remark 1.** Note that a necessary condition for linear independence of matrices (1.6) is the condition \( mk \geq n \).

**§ 2. Corollaries**

If the characteristic function of the closed-loop system (1.4) turns into a polynomial then spectrum \( \Lambda \) of system (1.4) is finite. We say that system (1.1), (1.2) is arbitrary finite spectrum assignable by the static output feedback controller (1.3) if for any \( \omega_i \in \mathbb{K}, i = 1, n \), there exist constant matrices \( Q_0, Q_1 \in M_{m,k}(\mathbb{K}) \) and an integrable matrix function \( R : [-h, 0] \to M_{m,k}(\mathbb{K}) \) such that the characteristic function \( \psi(\lambda) \) of the closed-loop system (1.4) satisfies the equality

\[ \psi(\lambda) = \lambda^n + \omega_1 \lambda^{n-1} + \ldots + \omega_n. \]

**Corollary 1.** System (1.1), (1.2) is arbitrary finite spectrum assignable by the static output feedback controller (1.3) iff matrices (1.6) are linearly independent.

Corollary 1 follows from Theorem 1: the problem under consideration is equivalent to solvability of system (1.19), where \( \gamma_0 = \omega_i, \gamma_1 = 0, \delta_i(\tau) \equiv 0, \tau \in [-h, 0], i = 1, n \): if matrices (1.6) are linearly independent, then system (1.19) is resolvable for any \( \omega_i \); if not, then system (1.19) is resolvable not for any \( \omega_i, i = 1, n \).

**Corollary 2.** If matrices (1.6) are linearly independent, then system (1.1), (1.2) is exponentially stabilizable by the static output feedback controller (1.3).

Corollary 2 follows from Corollary 1, if one take, e.g., numbers \( \omega_i, i = 1, n \), such that \( \lambda^n + \sum_{i=1}^{n} \omega_i \lambda^{n-1} = (\lambda + 1)^n \).

Next, consider system (1.1), (1.2) containing only a distributed delay:

\[ x^{(n)} + \sum_{i=1}^{n} \left( a_{i0} x^{(n-i)}(t) + \int_{-h}^{0} g_i(\tau) x^{(n-i)}(t + \tau) d\tau \right) = \sum_{a=1}^{m} \sum_{l=1}^{n} b_{al} u^{(n-l)}_{\alpha}(t). \] (2.1)

Let the controller in system (2.1), (1.2) have the same form as the left-hand side of (2.1), i.e., contains only a distributed delay:

\[ u(t) = Q_0 y(t) + \int_{-h}^{0} R(\tau) y(t + \tau) d\tau. \] (2.2)

Consider the problem of assigning an arbitrary spectrum that the closed-loop system (2.1), (1.2), (2.2) can only have.
Definition 2. System (2.1), (1.2) is said to be arbitrary spectrum assignable by the static output feedback controller (2.2) if for any numbers $\gamma_{i0} \in \mathbb{K}$ and for any integrable functions $\delta_i : [-h, 0] \rightarrow \mathbb{K}$, $i = \overline{1,n}$, there exist a constant matrix $Q_0 \in M_{m,k}(\mathbb{K})$ and an integrable matrix function $R : [-h, 0] \rightarrow M_{m,k}(\mathbb{K})$ such that the characteristic function $\psi(\lambda)$ of the closed-loop system (2.1), (1.2), (2.2) satisfies the equality

\[
\psi(\lambda) = \lambda^n + \sum_{i=1}^{n} \lambda^{n-i} \left( \gamma_{i0} + \int_{-h}^{0} \delta_i(\tau)e^{\lambda \tau} d\tau \right).
\]

The following theorem take place.

Theorem 2. System (2.1), (1.2) is arbitrary spectrum assignable by the static output feedback controller (2.2) if and only if the matrices (1.6) are linearly independent.

The proof of Theorem 2 repeats the proof of Theorem 1 with $a_{i1} = 0$, $\gamma_{i1} = 0$, $q_{i\alpha\beta}^1 = 0$, $i = \overline{1,n}$, $\alpha = \overline{1,m}$, $\beta = \overline{1,k}$.

Corollary 3. System (2.1), (1.2) is arbitrary finite spectrum assignable by the static output feedback controller (2.2) iff matrices (1.6) are linearly independent.

Corollary 4. If matrices (1.6) are linearly independent, then system (2.1), (1.2) is exponentially stabilizable by the linear static output feedback controller (2.2).

Similar statements take place if system (1.1) and controller (1.3) contain only a lumped delay.

Theorem 3. System

\[
x^{(n)} + \sum_{i=1}^{n} \left( a_{i0}x^{(n-i)}(t) + a_{i1}x^{(n-i)}(t-h) \right) = \sum_{\alpha=1}^{m} \sum_{l=p}^{n} b_{\alpha l}u_{\alpha}^{(n-l)}(t) \tag{2.3}
\]

with (1.2) is arbitrary spectrum assignable by the static output feedback controller

\[
u(t) = Q_0y(t) + Q_1y(t-h), \tag{2.4}
\]

i.e., for any numbers $\gamma_{i0}, \gamma_{i1} \in \mathbb{K}$ there exist constant matrices $Q_0, Q_1 \in M_{m,k}(\mathbb{K})$ such that the characteristic function $\psi(\lambda)$ of the closed-loop system (2.3), (1.2), (2.4) satisfies the equality

\[
\psi(\lambda) = \lambda^n + \sum_{i=1}^{n} \lambda^{n-i} \left( \gamma_{i0} + \gamma_{i1}e^{-\lambda h} \right),
\]

if and only if the matrices (1.6) are linearly independent.

The proof of Theorem 3 repeats the proof of Theorem 1 with $g_i(\tau) \equiv 0$, $\delta_i(\tau) \equiv 0$, $r_{\alpha\beta}(\tau) \equiv 0$, $i = \overline{1,n}$, $\alpha = \overline{1,m}$, $\beta = \overline{1,k}$, $\tau \in [-h, 0]$.

Corollary 5. System (2.3), (1.2) is arbitrary finite spectrum assignable by the static output feedback controller (2.4) iff matrices (1.6) are linearly independent.

Corollary 6. If matrices (1.6) are linearly independent, then system (2.3), (1.2) is exponentially stabilizable by the linear static output feedback controller (2.4).

Next, we can obtain the following statements if two equalities from (1.19) are nullified.
Theorem 4. System

\[ x^{(n)} + \sum_{i=1}^{n} \int_{-h}^{0} g_i(\tau)x^{(n-i)}(t + \tau) \, d\tau = \sum_{\alpha=1}^{m} \sum_{l=1}^{n} b_{\alpha l} u_{\alpha}^{(n-l)}(t) \]  

with (1.2) is arbitrary spectrum assignable by the static output feedback controller

\[ u(t) = \int_{-h}^{0} R(\tau)y(t + \tau) \, d\tau. \]

i.e., for any integrable functions \( \delta_i : [-h, 0] \to \mathbb{K}, i = 1, n \), there exists an integrable matrix function \( R : [-h, 0] \to M_{m,k}(\mathbb{K}) \) such that the characteristic function \( \psi(\lambda) \) of the closed-loop system (2.5), (1.2), (2.6) satisfies the equality

\[ \psi(\lambda) = \lambda^n + \sum_{i=1}^{n} \int_{-h}^{0} \delta_i(\tau)e^{\lambda \tau} \, d\tau, \]

if and only if the matrices (1.6) are linearly independent.

The proof of Theorem 4 repeats the proof of Theorem 1 with \( a_{i0} = 0, a_{i1} = 0, \gamma_{i0} = 0, \gamma_{i1} = 0, q_{\alpha\beta}^0 = 0, q_{\alpha\beta}^1 = 0, i = 1, n, \alpha = 1, m, \beta = 1, k. \)

Remark 2. Note that Theorem 4 is not contained in Theorem 2 and does not follow directly from it because the form of controller (2.6) is less general with respect to (2.2). In fact, any form of the controller that differs from others generates a separate problem.

Theorem 5. System

\[ x^{(n)} + \sum_{i=1}^{n} a_{i1}x^{(n-i)}(t - h) = \sum_{\alpha=1}^{m} \sum_{l=1}^{n} b_{\alpha l} u_{\alpha}^{(n-l)}(t) \]

with (1.2) is arbitrary spectrum assignable by the static output feedback controller

\[ u(t) = Q_1 y(t - h), \]

i.e., for any numbers \( \gamma_{i1} \in \mathbb{K} \) there exists a constant matrix \( Q_1 \in M_{m,k}(\mathbb{K}) \) such that the characteristic function \( \psi(\lambda) \) of the closed-loop system (2.7), (1.2), (2.8) satisfies the equality

\[ \psi(\lambda) = \lambda^n + \sum_{i=1}^{n} \gamma_{i1} \lambda^{n-i}e^{-\lambda h}, \]

if and only if the matrices (1.6) are linearly independent.

The proof of Theorem 5 repeats the proof of Theorem 1 with \( a_{i0} = 0, g_i(\tau) \equiv 0, \gamma_{i0} = 0, \delta_i(\tau) \equiv 0, q_{\alpha\beta}^0 = 0, q_{\alpha\beta}^1(\tau) \equiv 0, i = 1, n, \alpha = 1, m, \beta = 1, k, \tau \in [-h, 0]. \)

Theorem 6. System

\[ x^{(n)} + \sum_{i=1}^{n} a_{i1}x^{(n-i)}(t) = \sum_{\alpha=1}^{m} \sum_{l=1}^{n} b_{\alpha l} u_{\alpha}^{(n-l)}(t) \]
with (1.2) is arbitrary (finite) spectrum assignable by the static output feedback controller

\[ u(t) = Q_0 y(t), \]  

(2.10)

i.e., for any numbers \( \gamma_{i0} \in \mathbb{K} \) there exists a constant matrix \( Q_0 \in M_{m,k}(\mathbb{K}) \) such that the characteristic function \( \psi(\lambda) \) of the closed-loop system (2.9), (1.2), (2.10) satisfies the equality

\[ \psi(\lambda) = \lambda^n + \sum_{i=1}^{n} \gamma_{i0} \lambda^{n-i}, \]

if and only if the matrices (1.6) are linearly independent.

The proof of Theorem 6 repeats the proof of Theorem 1 with \( a_{i1} = 0, g_i(\tau) \equiv 0, \gamma_{i1} = 0, \delta_i(\tau) \equiv 0, q_{i,\alpha} = 0, r_{i,\beta}(\tau) \equiv 0, i = 1, \ldots, n, \alpha = 1, \ldots, m, \beta = 1, \ldots, k, \tau \in [-h, 0] \).

**Remark 3.** Theorem 6 was proved in [26] for the case \( \mathbb{K} = \mathbb{R} \).

**Remark 4.** Note that Theorems 5 and 6 are not contained in Theorem 3 and do not follow directly from it because the form of controllers (2.8) and (2.10) is less general with respect to (2.4).

**Corollary 7.** If matrices (1.6) are linearly independent, then system (2.9), (1.2) is exponentially stabilizable by the linear static output feedback controller (2.10).

**Remark 5.** Corollaries from Theorems 4 and 5 on assignment arbitrary finite spectrum do not take place. Corollaries from Theorems 4 and 5 on stabilization is questionable.

§ 3. Example

Consider the system with a lumped and distributed delay \( h > 0 \):

\[ x'''(t) + 3x''(t) + 2x''(t - h) + 5x'(t) + 4x'(t - h) - x(t) + x(t - h) + \]

\[ + \int_{-h}^{0} x''(t + \tau) \sin \tau d\tau + \int_{-h}^{0} 2x'(t + \tau) \cos \tau d\tau + \int_{-h}^{0} x(t + \tau) \sin 2\tau d\tau = -u_1(t) + u_2(t), \]

\[ y_1(t) = x(t), \quad y_2(t) = -x'(t), \]  

(3.1)

where \( x \in \mathbb{R}, u = \text{col}(u_1, u_2) \in \mathbb{R}^2 \). We have

\[ n = 3, \quad m = 2, \quad k = 2, \quad p = 2; \]

\[ a_{10} = 3, \quad a_{20} = 5, \quad a_{30} = -1, \quad a_{11} = 2, \quad a_{21} = 4, \quad a_{31} = 1; \]

\[ b_{21} = 0, \quad b_{31} = -1, \quad b_{22} = 1, \quad b_{32} = 0; \quad \tau_{11} = 1, \quad \tau_{21} = 0, \quad \tau_{12} = 0, \quad \tau_{22} = -1; \]

\[ g_1(\tau) = \sin \tau, \quad g_2(\tau) = 2 \cos \tau, \quad g_3(\tau) = \sin 2\tau. \]

On the basis of (3.1), we construct the matrices \( B \) and \( C \): we obtain \( B = \begin{bmatrix} 0 & 0 \\ 0 & 1 \end{bmatrix}, \quad C = \begin{bmatrix} 1 & 0 \\ 0 & -1 \\ 0 & 0 \end{bmatrix} \). Hence,

\[ C^*B = \begin{bmatrix} 0 & 0 \\ 0 & -1 \end{bmatrix}, \quad C^*JB = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad C^*J^2B = \begin{bmatrix} -1 & 0 \\ 0 & 0 \end{bmatrix}. \]  

(3.2)
Obviously, the matrices (3.2) are linearly independent. Thus, by Theorem 1, system (1.1), (1.2) is arbitrary spectrum assignable by feedback (1.3). Let us construct such feedback controller. Suppose, for example, that
\[
\psi(\lambda) = (\lambda + 1)^2(\lambda + e^{-\lambda h}) = \lambda^3 + 2\lambda^2 + \lambda + \lambda^2e^{-\lambda h} + 2\lambda e^{-\lambda h} + e^{-\lambda h}.
\] (3.3)

Then \(\gamma_{10} = 2, \gamma_{20} = 1, \gamma_{30} = 0, \gamma_{11} = 1, \gamma_{21} = 2, \gamma_{31} = 1, \delta_1(\tau) = 0, \delta_2(\tau) = 0, \delta_3(\tau) = 0.\)

We have
\[
w_0 = \col(a_{10} - \gamma_{10}, a_{20} - \gamma_{20}, a_{30} - \gamma_{30}) = (1, 4, -1),
\]
\[
w_1 = \col(a_{11} - \gamma_{11}, a_{21} - \gamma_{21}, a_{31} - \gamma_{31}) = (1, 2, 0),
\]
\[
w_2 = \col(g_1(\tau) - \delta_1(\tau), g_2(\tau) - \delta_2(\tau), g_3(\tau) - \delta_3(\tau)) = (\sin \tau, 2 \cos \tau, \sin 2\tau).
\]

Calculating \(v_0, v_1,\) and \(v_2(\tau)\) by formulas (1.20), we obtain
\[
v_0 = \col(1, 2, -1), \quad v_1 = \col(0, 1, -1), \quad v_2 = \col(-\sin 2\tau, \cos \tau, \cos \tau, -\sin \tau).
\]

Therefore
\[
Q_0 = \begin{bmatrix} 1 & 2 \\ 2 & -1 \end{bmatrix}, \quad Q_1 = \begin{bmatrix} 0 & 1 \\ 1 & -1 \end{bmatrix}, \quad R(\tau) = \begin{bmatrix} -\sin 2\tau & \cos \tau \\ \cos \tau & -\sin \tau \end{bmatrix}.
\]

The controller (1.3)
\[
\begin{bmatrix} u_1(t) \\ u_2(t) \end{bmatrix} = Q_0 \begin{bmatrix} y_1(t) \\ y_2(t) \end{bmatrix} + Q_1 \begin{bmatrix} y_1(t - h) \\ y_2(t - h) \end{bmatrix} + \int_{-h}^{0} R(\tau)y(t + \tau)\,d\tau
\] (3.4)

has the components
\[
u_1(t) = x(t) - 2x'(t) - x'(t - h) - \int_{-h}^{0} x(t + \tau)\sin 2\tau\,d\tau - \int_{-h}^{0} x'(t + \tau)\cos \tau\,d\tau,
\]
\[
u_2(t) = 2x(t) + x'(t) + x(t - h) + x'(t - h) + \int_{-h}^{0} x(t + \tau)\cos \tau\,d\tau + \int_{-h}^{0} x'(t + \tau)\sin \tau\,d\tau.
\]

System (3.1) closed-loop by feedback (3.4) take the form
\[
x'''(t) + 2x''(t) + x''(t - h) + x'(t) + 2x'(t - h) + x(t - h) = 0.
\] (3.5)

The characteristic function of system (3.5) is equal to (3.3).

§ 4. Conclusions and future works

Necessary and sufficient conditions are obtained for the problem of arbitrary spectrum assignment by static output feedback with a lumped and distributed delay for a linear differential equation with a lumped and distributed delay. Corollaries on stabilization are stated. An illustrative example is given.

In the future we expect to extend these results to control systems with several lumped and distributed delays. Moreover, this approach could be applied for the corresponding problems of eigenvalue assignment and stabilization by output feedback control for systems of differential equations (not just for one).

**Funding.** This work was funded by the Ministry of Science and Higher Education of the Russian Federation in the framework of state assignment No. 075-00232-20-01, project 0827-2020-0010 “Development of the theory and methods of control and stabilization of dynamical systems”. 
REFERENCES

1. Kharitonov V.L. *Time-delay systems. Lyapunov functionals and matrices*, Basel: Birkhäuser, 2013. https://doi.org/10.1007/978-0-8176-8367-2

2. Feng Q. *Stability analysis and stabilization of linear systems with distributed delays*, Doctoral Theses, University of Auckland, 2019. http://hdl.handle.net/2292/2292/47377

3. Gouaisbaut F. Stability and stabilization of distributed time delay systems, *Proceedings of the 44th IEEE Conference on Decision and Control*, 2005. https://doi.org/10.1109/cdc.2005.1582351

4. Choon K.A. Stabilization of linear systems with distributed input delay using reduction transformation, *Chinese Science Bulletin*, 2011, vol. 56, no. 13, pp. 1413–1416. https://doi.org/10.1007/s11434-010-4152-x

5. Goebel G., Munz U., Allgower F. Stabilization of linear systems with distributed input delay, *Proceedings of the 2010 American Control Conference*, 2010. https://doi.org/10.1109/acc.2010.5530430

6. Dolgii Y.F. Stabilization of linear autonomous systems of differential equations with distributed delay, *Automation and Remote Control*, 2007, vol. 68, no. 10, pp. 1813–1825. https://doi.org/10.1134/s0005117907100098

7. Moulay E., Dambrine M., Yeganef N., Perruquet W. Finite-time stability and stabilization of time-delay systems, *Systems and Control Letters*, 2008, vol. 57, no. 7, pp. 561–566. https://doi.org/10.1016/j.sysconle.2007.12.002

8. Zhou B. Stabilization of linear systems with multiple and distributed input delays, *Truncated Predictor Feedback for Time-Delay Systems*, Berlin–Heidelberg: Springer, 2014, pp. 45–80. https://doi.org/10.1007/978-3-642-54206-0_3

9. Michiels W., Niculescu S.-I. *Stability and stabilization of time-delay systems. An eigenvalue-based approach*, Philadelphia: SIAM, 2007. https://doi.org/10.1137/1.9780898718645

10. Manitius A.Z., Olbrot A.W. Finite spectrum assignment problem for systems with delays, *IEEE Transactions on Automatic Control*, 1979, vol. 24, issue 4, pp. 541–553. https://doi.org/10.1109/tac.1979.1102124

11. Watanabe K. Finite spectrum assignment and observer for multivariable systems with commensurate delay, *IEEE Transactions on Automatic Control*, 1986, vol. 31, issue 6, pp. 543–550. https://doi.org/10.1109/tac.1986.1104336

12. Wang Q.-G., Lee T.H., Tan K.K. *Finite spectrum assignment for time-delay systems*, London: Springer, 1998. https://doi.org/10.1007/978-1-84628-531-8

13. Metel’skii A.V. Finite spectrum assignment problem for a differential system of neutral type, *Differential Equations*, 2015, vol. 51, issue 1, pp. 69–82. https://doi.org/10.1134/s1064562415010073

14. Zaitsev V.A., Kim I.G. Finite spectrum assignment problem in linear systems with state delay by static output feedback, *Vestnik Udmurtskogo Universiteta. Matematika. Mekhanika. Komp’yuternye Nauki*, 2016, vol. 26, issue 4, pp. 463–473. https://doi.org/10.20537/vm160402

15. Zaitsev V.A., Kim I.G. On finite spectrum assignment problem in bilinear systems with state delay, *Vestnik Udmurtskogo Universiteta. Matematika. Mekhanika. Komp’yuternye Nauki*, 2019, vol. 29, issue 1, pp. 19–28. https://doi.org/10.20537/vm190102

16. Zaitsev V.A., Kim I.G., Khartovskii V.E. Finite spectrum assignment problem for bilinear systems with several delays, *Vestnik Udmurtskogo Universiteta. Matematika. Mekhanika. Komp’yuternye Nauki*, 2019, vol. 29, issue 3, pp. 319–331. https://doi.org/10.20537/vm190303

17. Metel’skii A.V. Spectral reducibility of delay differential systems by a dynamic controller, *Differential Equations*, 2011, vol. 47, issue 11, pp. 1642–1659. https://doi.org/10.1134/s1064562411110115

18. Khartovskii V.E. Spectral reduction of linear systems of the neutral type, *Differential Equations*, 2017, vol. 53, issue 3, pp. 366–382. https://doi.org/10.1134/s1064562417030089
19. Borkovskaya I.M., Marchenko V.M. Modal control of systems with distributed delays, *Automation and Remote Control*, 1993, vol. 54, no. 8, pp. 1211–1222.  
https://zbmath.org/?q=an:0841.93024

20. Marchenko V.M., Borkovskaya I.M. Modal control of a system with distributed delay under the condition of incomplete information, *Differential Equations*, 1993, vol. 29, no. 11, pp. 1673–1680.  
https://zbmath.org/?q=an:0819.93065

21. Marchenko V.M. Control of systems with aftereffect in scales of linear controllers with respect to the type of feedback, *Differential Equations*, 2011, vol. 47, issue 7, pp. 1014–1028.  
https://doi.org/10.1134/s0012266111070011

22. Metel'skii A.V., Khartovskii V.E. Criteria for modal controllability of linear systems of neutral type, *Differential Equations*, 2016, vol. 52, issue 11, pp. 1453–1468.  
https://doi.org/10.1134/s0012266116110070

23. Khartovskii V.E. Criteria for modal controllability of completely regular differential-algebraic systems with aftereffect, *Differential Equations*, 2018, vol. 54, issue 4, pp. 509–524.  
https://doi.org/10.1134/s0012266118040080

24. Zaitsev V.A., Kim I.G. On arbitrary spectrum assignment in linear stationary systems with commensurate time delays in state variables by static output feedback, *Vestnik Udmurtskogo Universiteta. Matematika. Mekhanika. Komp’yuternye Nauki*, 2017, vol. 27, issue 3, pp. 315–325.  
https://doi.org/10.20537/vm170303

25. Kim I.G., Zaitsev V.A. Spectrum assignment by static output feedback for linear systems with time delays in states, 2018 14th International Conference “Stability and Oscillations of Nonlinear Control Systems” (Pyatnitskiy’s Conference) (STAB), 2018, pp. 1–4.  
https://doi.org/10.1109/stab.2018.8408365

26. Zaitsev V.A. Modal control of a linear differential equation with incomplete feedback, *Differential Equations*, 2003, vol. 39, no. 1, pp. 145–148.  
https://doi.org/10.1023/A:1025188512610

27. Zaitsev V., Kim I. Exponential stabilization of linear time-varying differential equations with uncertain coefficients by linear stationary feedback, *Mathematics*, 2020, vol. 8, issue 5, article 853.  
https://doi.org/10.3390/math8050853

28. Zaitsev V.A., Kim I.G. Arbitrary spectrum assignment by static output feedback for linear differential equations with state variable delays, *IFAC-PapersOnLine*, 2018, vol. 51, issue 32, pp. 810–814.  
https://doi.org/10.1016/j.ifacol.2018.11.446

Received 01.05.2020

Zaitsev Vasilliie Aleksandroviich, Doctor of Physics and Mathematics, Head of the Laboratory of Mathematical Control Theory, Udmurt State University, ul. Universitetskaya, 1, Izhevsk, 426034, Russia.  
E-mail: verba@udm.ru

Kim Inna Geraldovna, Researcher, Laboratory of Mathematical Control Theory, Udmurt State University, ul. Universitetskaya, 1, Izhevsk, 426034, Russia.  
E-mail: kimingeral@gmail.com

**Citation:** V.A. Zaitsev, I.G. Kim. Spectrum assignment and stabilization of linear differential equations with delay by static output feedback with delay, *Vestnik Udmurtskogo Universiteta. Matematika. Mekhanika. Komp’yuternye Nauki*, 2020, vol. 30, issue 2, pp. 208–220.
В. А. Зайцев, И. Г. Ким

Управление спектром и стабилизация линейных дифференциальных уравнений с запаздыванием статической обратной связью по выходу с запаздыванием
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Рассматривается линейная система управления, заданная стационарным дифференциальным уравнением с одним сосредоточенным и одним распределенным запаздыванием. В системе на вход подается линейная комбинация из \( m \) сигналов и их производных до порядка \( n - p \) включительно, а выход представляет собой \( k \)-мерный вектор линейных комбинаций состояния и его производных до порядка не более \( p - 1 \). Для этой системы исследуется задача управления спектром с помощью линейной статической обратной связи по выходу с сосредоточенным и распределенным запаздываниями.

Получены необходимые и достаточные условия разрешимости задачи произвольного размещения спектра посредством статической обратной связи по выходу, имеющей тот же вид, что и система. Получены следствия о стабилизации системы.
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