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Abstract: Warmer or cooler spring in northern high latitudes will, for the most part, directly impact gross primary productivity (GPP) of ecosystems, but also carry consequences for the upcoming seasonal GPP. Spatiotemporal patterns of these legacy effects are still largely unknown but important for improving our understanding of how plant phenology is associated with vegetation dynamics. In this study, impacts of spring temperature anomalies on spring, summer and autumn GPP were investigated, and the dominant drivers of summer and autumn GPP including air temperature, vapor pressure deficit and soil moisture have been explored for northern ecosystems (>30°N). Three remote sensing products of seasonal GPP (GOSIF-GPP, NIRv-GPP and FluxSat-GPP) over 2001–2018, all based on a spatial resolution of 0.05°, were employed. Our results indicate that legacy effects from spring temperature are most pronounced in summer, where they have stimulating effects on the Arctic ecosystem productivity. Spring warming likely lessens the harsh climatic constraints that govern the Arctic tundra and extends the growing season length. Further south, legacy effects are mainly negative. This strengthens the hypothesis that enhanced vegetation growth in spring will increase plant water demand and stress in summer and autumn. Soil moisture is the dominant control of summer GPP in temperate regions. However, the dominant meteorological variables controlling vegetation growth may differ depending on the GPP products, highlighting the need to address uncertainties among different methods of estimating GPP.
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1. Introduction

The last decades have seen a rapid increase in global temperatures, particularly more pronounced in the northern high latitudes [1]. The rapid warming may lead to changes in the timing of thermal growing seasons and phenological cycles of plants [2]. Earlier onsets of spring, increased frequency of droughts as well as changing precipitation patterns have been observed [1]. These changes may induce direct and legacy effects on ecosystem gross primary production (GPP—the gross uptake of carbon dioxide (CO$_2$) by plant photosynthesis) as well as various types of climate feedback associated with ecosystem responses to climatic warming [3,4].

Direct impacts on growing-season vegetation productivity due to seasonal warming or drought have been studied previously [5,6]. Spring warming directly affects the onset of leaf growth by advancing bud-burst, leading to increases in spring GPP ($GPP_{spring}$) and a generally earlier greening of vegetation [7,8]. Summer warming may have positive effects on Arctic and alpine biomes. Based on annual shrub ring-width measurements and long-term meteorological records, growth of both evergreen and deciduous dwarf shrubs were found to be stimulated due to summer warmth [9]. However, severe and long-lasting warming events, i.e., heat waves, may dampen vegetation productivity due to soil moisture deficits, or reach the thermal tolerance threshold of photosynthetic decline in forest growth [10,11]. Similarly, autumn warming can enhance photosynthesis rates via the
delayed senescence of plants, however, soil decomposition can also increase, leading to net carbon losses of the ecosystems during this season [12].

Nevertheless, the legacy effects of spring temperature ($T_{spring}$) anomalies on seasonal GPP is known to a lesser degree. Currently, even the state-of-the-art terrestrial biosphere models struggle to implement them [3]. As noted by [5], most carbon-cycle models seem to overestimate the positive legacy effects on GPP caused by spring warming and underestimate the potential influence of built-up water stress. Accurately assessing direct and legacy effects of seasonal warming on vegetation productivity is important, as vegetation is a key component of the global carbon, water and energy cycles, and its responses may trigger biogeochemical and biophysical climate feedback [13]. A proper understanding of these highly dynamic systems is crucial, particularly for our general ability to accurately predict and mitigate climate impacts, as well as adapting our society to a changing climate [14].

Recent works [5,6,15] indicate that annual GPP can be suppressed or stimulated by both cooler and warmer springs. For example, boreal forests have seen a dampening effect on peak summer productivity related to early springs [16,17]. The suppressed vegetation productivity in summer can be caused by soil moisture deficits resulting from winter precipitation and early onset of vegetation. Other northern ecosystems, mainly dominated by graminoids, lichens and deciduous shrubs, have been shown to benefit from a fairly early date of snowmelt, as many such species are unable to accelerate or adapt their rate of phenological development [18,19]. The delayed outcome, or carry-over effect, thus depends on a combination of several factors, including meteorological and environmental conditions, vegetation composition and phenological responses of vegetation, but as of now, a comprehensive understanding of how these factors interplay remains lacking. Earlier research in this area has attempted to address these questions utilizing data sets with relatively coarse resolution ($50 \times 50$ km$^2$) based on the Normalized Difference Vegetation Index (NDVI) (e.g., [10,16]). As vegetation response to warming is spatially non-uniform, such a coarse resolution may fail to represent explicit details of greening and browning trends of different ecosystems. Moreover, NDVI is often claimed to misrepresent the non-linear nature of vegetation responses, and is thus regarded as less efficient to be a proxy of GPP [20,21].

Recently, a few novel products have been tested and regarded as more robust proxies for canopy structure, leaf pigment content, and, subsequently, plant photosynthetic potential. Among these products, GOSIF (Global Orbiting Carbon Observatory-2 Solar-Induced Chlorophyll Fluorescence data set)-GPP, NIRv (Near-Infrared Reflectance of terrestrial vegetation)-GPP and FluxSat (Fluxnet data fused with satellite images)-GPP, based on Solar-Induced chlorophyll Fluorescence (SIF), canopy near-infrared reflectance, eddy flux and satellite data fusion, respectively, are shown to better reflect photosynthetic activities [22–25]. In this study, we have utilized these three products, and the approach of each product is distinctly different from the others. Based on a higher spatial resolution ($0.05^\circ$), we aim to explore the direct and legacy effects of spring temperature anomalies on seasonal GPP with greater detail and accuracy.

We have hypothesized that direct and legacy effects of spring warming or cooling, will either stimulate or suppress GPP in summer, autumn or across both seasons. This, in turn, depends on amplified or dampened water stress, the sensitivity of plant species to summer warmth and biological conditions of spring. The summer response of GPP can further affect the autumn phenology by advancing or delaying the senescence of plants. Therefore, the main aims are to answer the following questions: (1) What are the geographical distribution and patterns of direct and lagged responses of GPP to spring temperature anomalies? (2) How does each biome respond to these direct and lagged effects? (3) How do the dominant drivers (environmental variables, current and pre-seasonal GPP) explain summer and autumnal GPP? For environmental variables, this study only considers warming and drought-related variables, that is, temperature, soil moisture and vapor pressure deficit (VPD).
2. Materials and Methods

2.1. Study Area and Biome Classification

The study area covers land areas (~41 million km$^2$) located north of 30°N, encompassing several land cover types from the Arctic/subarctic tundra in the high latitudes to temperate forests and grasslands in the south. Regions located north of 30°N have manifested a strong seasonality for climatic thermal conditions and vegetation productivity in the growing season. To make our results comparable to many other studies, the seasons were defined as: spring (March, April, and May), summer (June, July, and August) and autumn (September, October, and November). The biome classification used in this study was based on the global 0.05° land cover data set from the Terra and Aqua Combined Moderate Resolution Imaging Spectroradiometer (MODIS) Land Cover Climate Modeling Grid (MCD12C1) Version 6 Yearly L3 Product [26] and the Köppen–Geiger climate map (1 × 1 km$^2$) of the world [27,28] for the year 2011. The MODIS land cover data set uses the biome classification scheme of the International Geosphere-Biosphere Programme (IGBP), which was to generate 17 land classes to meet the needs of the IGBP core science projects relevant to climate, carbon cycle, and others [29]. To separate alpine and high arctic tundra from low-laying temperate grasslands or shrublands, the MODIS grasslands were divided into temperate and arctic grasslands and the MODIS shrublands were divided into temperate and arctic and boreal shrublands. Overall, there are 12 terrestrial biomes that were included in the study area: evergreen needleleaf forests (ENF), evergreen broadleaf forests (EBF), deciduous needleleaf forests (DNF), deciduous broadleaf forests (DBF), mixed forests (MF), arctic and boreal shrublands (ABS), temperate shrublands (TS), savanna (SV), arctic grasslands (AG), temperate grasslands (TG), permanent wetlands (PW), and croplands (CRO) (Figure A1). A more thorough description of each biome type is given in Table 1.

Table 1. Definitions of the 12 terrestrial biomes were developed by [26]. Grass- and shrublands were further divided in Arctic/boreal and temperate groups according to [27,28]

| Name                                    | Short Name | Description                                           |
|------------------------------------------|------------|-------------------------------------------------------|
| Evergreen needleleaf forests             | ENF        | Dominated by Evergreen conifer trees, (canopy > 2 m). Tree cover > 60% |
| Evergreen broadleaf forests              | EBF        | Dominated by evergreen broadleaf and palmate trees (canopy > 2 m). Tree cover > 60% |
| Deciduous needleleaf forests             | DNF        | Dominated by deciduous needleleaf (larch) trees (canopy > 2 m). Tree cover > 60% |
| Deciduous broadleaf forests              | DBF        | Dominated by deciduous broadleaf trees (canopy > 2 m). Tree cover > 60% |
| Mixed forests                            | MF         | Mixed between deciduous and evergreen (40–60% of each tree type) (canopy > 2 m). Tree cover > 60% |
| Arctic and boreal shrublands             | ABS        | Dominated by woody perennials (1–2 m height) including both closed and open shrublands |
| Temperate shrublands                     | TS         | Dominated by woody perennials (1–2 m height) including both closed and open shrublands |
| Savanna                                  | SA         | Tree cover 10–30% (canopy > 2 m). |
Table 1. Cont.

| Name                      | Short Name | Description                                      |
|---------------------------|------------|--------------------------------------------------|
| Arctic grasslands         | AG         | Dominated by herbaceous annuals (<2 m).          |
| Temperate grasslands      | TG         | Dominated by herbaceous annuals (<2 m).          |
| Permanent Wetlands        | PW         | Permanently inundated lands with 30–60% water cover and >10% vegetated cover. |
| Croplands                 | CRO        | At least 60% of area is cultivated cropland.     |

2.2. Data Sets of Gross Primary Productivity

All three GPP data sets used in this study can be retrieved freely from the links listed in the Data Availability Statement, and also viewed in Table 2. The time-span of the analysis (2001–2018) was confined by the availability of the NIRv-GPP product, which has only been processed to the year 2018.

2.2.1. GOSIF-GPP

The monthly 0.05° GOSIF-GPP product (2001–2018) used in this study is generated based on a global SIF data set from the Orbiting Carbon Observatory-2 (OCO-2) (i.e., GOSIF) and its biome-specific linear relationship with the measured GPP [30]. The GOSIF-GPP data set was estimated using a data-driven model, in which variables reflecting vegetation conditions, meteorological conditions, and land cover information were used as model input [31]. It is based on SIF observations made by NASA’s sun-synchronous and polar Orbiting Carbon Observatory-2 (OCO-2) (launched 2014). SIF retrieved by OCO-2 has a higher resolution (1.3 × 2.25 km²) and data acquisition rate compared to, e.g., GOSAT or Global Ozone Monitoring Experiment (GOME). These measurements are still too spatially sparse to provide a data set with 0.05° (spatial) resolution over a long-term period. The authors of [30] used eight biome-specific linear relationships between SIF and GPP, in combination with machine-learning techniques to create a global coverage (0.05°) of SIF-based GPP from the year 2001 to 2018. Climate data, such as air temperature, photosynthetic active radiation (PAR), and VPD, was used in combination with the Enhanced Vegetation Index (EVI) retrieved from MODIS MCD43C4v006 to help with calibration of SIF. Compared to GPP retrieved from Eddy Covariance (EC) measurements of 91 sites (https://fluxnet.org/data/fluxnet2015-dataset/, FLUXNET tier1) an overall correlation coefficient (R²) between EC measurements and GOSIF-GPP is 0.71 (p < 0.001).

2.2.2. NIRv-GPP

The monthly global NIRv-GPP data set was derived based on the Advanced Very High Resolution Radiometer (AVHRR) reflectance from LTDR (Land Long Term Data Record v4) product [24]. NIRv is the product of total scene near-infrared reflectance (NIR) and NDVI, commonly used as a proxy to represent vegetation productivity [23]. Based on the established linear relationship between NIRv and EC flux-derived GPP from 104 flux towers, the global monthly 0.05° of GPP data set was estimated. This approach yielded a mean R², around 0.70, for the validation sites. The NIRv-GPP data set uses no climate data as input.

2.2.3. FluxSat-GPP

The third data set of monthly global GPP (0.05°) was derived based on the MODIS MCD43C4v006 Nadir Bidirectional Reflectance Distribution Function-Adjusted Reflectance (NBAR) product, SIF, PAR, plant and soil classification data, FLUXNET GPP, meteorological and hydrological fields. These data sets were used as input to a neural-network model to estimate GPP on a global scale [25].
Table 2. Main data sets used in the study. Bilinear interpolation was used to convert the ERA5-land climate data from 0.1° to 0.05°. The time-span of the analysis (2001–2018) was confined by the availability of the GPP-data products

| Name                               | Spatial   | Temporal   | Time Span   | Data Source |
|------------------------------------|-----------|------------|-------------|-------------|
| GOSIF-GPP                          | 0.05°     | monthly    | 2001–2018   | [30]        |
| NIRv-GPP                           | 0.05°     | monthly    | 2001–2018   | [24]        |
| FluxSat-GPP                        | 0.05°     | monthly    | 2001–2018   | [25]        |
| MODIS land cover (MCD12C1 v006)    | 0.05°     | yearly     | 2011        | [26]        |
| the Köppen–Geiger climate map      | 1 km      | static     | 2007        | [27,28,32]  |
| ERA5-land (air temperature,        | 0.1°      | monthly    | 2001–2018   | [33]        |
| soil moisture and VPD)             |           |            |             |             |

2.3. ERA5-Land Air Temperature, Soil Moisture and Vapor Pressure Deficit

ERA5-Land is the high-resolution land component product based on the fifth generation of the European ReAnalysis (ERA5) data set, which is used as forcing to drive the European Centre for Medium-Range Weather Forecasts (ECMWF) land surface model [33]. It provides a consistent view of the evolution of land variables over several decades at an enhanced resolution (9 km) compared to the reanalysis products such as ERA5 (31 km) and ERA-Interim (80 km). The added values of ERA5-land consist of improved representation of hydrological cycle, including soil moisture, river discharge and lake description [33]. We used 2 m air temperature, 2 m dew-point temperature, soil moisture (0–7 cm), and surface pressure from the ERA5-land product. VPD was calculated based on 2 m air and dew-point temperature and surface pressure [34].

2.4. Pre-Treatment of the Data

The spatial resolution of all the data sets in this study needs to be aligned and compatible to be able to produce viable correlations. The spatial scale chosen for this study is 0.05°, and data with a lower resolution thus needs to be converted. This conversion was performed using bilinear interpolation. The spatial resolution (0.05°), that each pixel covers varies across the study-area, and mainly depends on the latitude. Hence, the pixels in the further north cover a smaller area than in the south. However, this is believed to have a marginal effect on the results, since the GPP products are measured as densities (meaning they are area-independent), rather than quantities.

The correlations between climate variables were calculated between anomalies (z-scores) relative to the mean of the period 2001–2018. z-scores were calculated according to Equation (1).

\[
z = \frac{x - \mu}{\sigma}
\]

where \(\mu\) is the seasonal mean of the whole time period per grid-cell and \(\sigma\) is the standard deviation. The raw number \(x\) can thus be more easily interpreted in terms of standard deviations and whether the anomaly is positive or negative compared to the seasonal mean.

2.5. Pearson’s Correlations between \(T_{spring}\) Anomalies to \(GPP_{summer}\) and \(GPP_{autumn}\) Anomalies

The main approach for assessing legacy affects of spring temperature on plant productivity and their associated drivers was to use Pearson’s correlation and partial correlation. This method has often been adopted by previous studies (e.g., [35,36]) which attempt to identify the dominant drivers for GPP or plant phenology. \(GPP_{summer}\) and \(GPP_{autumn}\) anomalies were the predicted variables, and temperature, soil moisture, VPD, and pre-season GPP anomalies were predictive variables (Table 3). Direct correlations between \(T_{spring}\) anomalies and \(T_{summer}\) anomalies were calculated to gain an overview of the transition patterns for the legacy effects. Possible co-varying effects between environmental variables were accounted for when performing partial correlations. This yields a clear
picture of the degree of correlation between any individual environmental variable and summer/autumn GPP. The correlations were based on 18 years of data (2001–2018) per individual grid-cell. The statistical significance was tested based on $p$-values, and only correlations with ($p < 0.05$) were kept. The set of variables was chosen to see how lagged effects from pre-season GPP anomalies correlate to summer/autumn GPP anomalies and how they compare to direct climate effects from soil moisture, air temperature, and VPD anomalies. The dominating variable per grid-cell was determined by selecting the maximum partial correlation value (absolute value) to create a spatial representation of which out of pre-season GPP, soil moisture, air temperature, and VPD that dominates in regulating seasonal plant productivity.

Table 3. Direct correlations between spring temperature and GPP anomalies, as well as two sets of variables (pertaining to summer and autumn GPP anomalies) were used in correlation analysis. All variables were converted into anomalies based on Equation (1) before Pearson’s correlations were performed.

| X: Predictive | Y: Type |
|---------------|---------|
| Spring: T     | Spring: GPP | Pearson, Direct |
| Spring: T     | Summer: GPP  | Pearson, Direct |
| Spring: T     | Autumn: GPP  | Pearson, Direct |
| Spring: T, GPP | Summer: GPP  | Pearson, Partial |
| Spring: T, GPP, Summer: T, SM, VPD | Autumn: GPP  | Pearson, Partial |

The $T_{spring}$ anomalies correlation to $GPP_{summer}$ and $GPP_{autumn}$ was further investigated by looking at the transition patterns between summer and autumn. Eight transition patterns were identified: $+--$, $-+-$, $++$, $-+$, $+/-$, $-/-$, $+/+$, and $-/-$. The plus, minus, and slash signs denote positive, negative, or non-significant impact, respectively, and the position reveals whether it affects $GPP_{summer}$ or $GPP_{autumn}$. Further, the statistical spread of $T_{spring}$ anomalies correlations was also determined for each biome to assess whether the aggregated overall impact could be considered neutral, positive or negative. The mean value of the correlation coefficients grouped per biome-type was determined as the defining factor of this.

2.6. General Overview of Methodology

An overview of the workflow in this study is given in Figure 1, which illustrates the order of the main procedures. The methodology follows a similar scheme of comparable studies [5,6]. The data analysis was performed using Mathworks MATLAB, version 2020a.

**Figure 1.** The diagram of the study workflow. The input data (depicted in orange color) underwent pre-processing and statistics calculations (depicted in blue color), eventually leading to the main results (depicted in green color).
3. Results

3.1. Effects of $T_{spring}$ Anomalies on Current and Post-season GPP

Pearson’s correlations between $T_{spring}$ and $GPP_{spring}$ showed similar spatial patterns in all three GPP products (Figure 2a–c). A high positive correlation dominated the mid- and high latitudes. Only the southwestern part of North America and South Asia showed a negative correlation. The same pattern was seen in all three products, however, NIRv-GPP had fewer significant correlations, resulting in a sparser pattern.

![Figure 2](image)

**Figure 2.** Pearson’s correlations ($p < 0.05$) between $T_{spring}$ anomalies and $GPP_{spring}$ (a–c)/$GPP_{summer}$ (d–f)/$GPP_{autumn}$ (g–i).

Lagged effects of $T_{spring}$ anomalies on $GPP_{summer}$ showed fairly similar effects on certain land areas, and a larger difference among different GPP products was noticeable in the Arctic tundra and North Eurasia (Figure 2d–f). All three GPP products showed negative correlations in North America as well as Southeast Eurasia. The Arctic displayed clear positive effects in GOSIF-GPP and FluxSat-GPP, whereas negative effects dominated the response in NIRv-GPP.

Legacy effects from $T_{spring}$ anomalies on $GPP_{autumn}$ were consistent to legacy effects from summer in the large southern areas (Figure 2g–i). However, GOSIF-GPP showed positive effects in North America, whereas negative effects were found in NIRv-GPP and FluxSat-GPP. Particularly, PW (Hudson Bay and West Siberia) showed strong negative effects in FluxSat-GPP. Some sporadic patches of positive correlations in Eurasia were also found in NIRv-GPP and FluxSat-GPP.
3.2. Latitudinal Distributions for Legacy Effects of $T_{spring}$ Anomalies on $GPP_{summer}$ and $GPP_{autumn}$

Latitudinal distributions for legacy effects of $T_{spring}$ anomalies on $GPP_{summer}$ and $GPP_{autumn}$ were quantified based on their Pearson’s correlation coefficients (mean and one standard deviation) calculated across all the longitudes at each latitude interval of 0.05° (Figure 3). As the legacy effects largely oscillated in the high latitudes, the results were shown based on a moving average of every five pixels along the latitude. In general, all three GPP products showed positive legacy effects in most areas at north of 70° and negative legacy effects in lower latitudes. GOSIF-GPP and NIRv-GPP had a fairly similar distribution of the legacy effects on $GPP_{summer}$; however, NIRv-GPP and FluxSat-GPP had a similar distribution of the legacy effects on $GPP_{autumn}$. FluxSat-GPP differed from the other two in regards to $GPP_{summer}$, where positive legacy effects began to dominate further south, at $\sim$43°N compared to $>60$°N for GOSIF-GPP and NIRv-GPP. FluxSat-GPP also displayed a strong negative peak at 55°N–60°N for $GPP_{autumn}$, which almost has an inverse pattern of the legacy effects seen in summer.

Figure 3. Latitudinal distribution of Pearson’s correlations ($p < 0.05$) between $T_{spring}$ anomaly to summer (green) and autumn (orange) GPP anomaly, for: (a) GOSIF-GPP, (b) NIRv-GPP, and (c) FluxSat-GPP. The shaded area represents one standard deviation for the pixels with each latitude intervals (0.05°). The solid line represents the mean values for the pixels with each latitude intervals. All the values have been processed using the moving average of every five consecutive latitudes.

3.3. Effects of $T_{spring}$ Anomalies on $GPP_{spring}$, $GPP_{summer}$, and $GPP_{autumn}$ for Each Biome

Effects of $T_{spring}$ anomalies on $GPP_{spring}$, $GPP_{summer}$ and $GPP_{autumn}$ were aggregated for each biome based on all three GPP products (Figure 4). Results between GOSIF-GPP, NIRv-GPP and FluxSat-GPP were similar, but differed on certain biomes. In general, the forest biomes had a smaller statistical spread around negative correlations, meaning that these negative effects were specific to trees rather than herbaceous vegetation. The other biomes had a wider statistical spread, stretching across both positive and negative impacts, meaning that the overall impact is more neutral. FluxSat-GPP, on average, showed more positive correlations, particularly in summer. ABS and AG stood out from the rest with overall positive impacts, implying that drought propagation from increased $T_{spring}$ is not promoted to the same extent here, as seen in biomes located further south.
Figure 4. Boxplot of $T_{\text{spring}}$ correlation coefficients to GPP$_{\text{spring}}$, GPP$_{\text{summer}}$, and GPP$_{\text{autumn}}$ (spring: light green, summer: green and autumn: orange), for: (a) GOSIF-GPP, (b) NIRv-GPP, and (c) FluxSat-GPP. The mean value is represented by a small circle, and the median by a line.
3.4. Transition Patterns for Legacy Effects of $T_{spring}$ on GPP$_{summer}$ and GPP$_{autumn}$

How legacy effects of $T_{spring}$ propagated through summer and autumn was investigated based on spatial distribution of transition patterns and their aggregation for different biomes (Figure 5). Insignificant correlations are denoted by $/-$, positive by $+-$, and negative by $-$. The majority of legacy effects was found either in summer or autumn, meaning that the legacy effects only propagated one season. GOSIF-GPP and NIRv-GPP were dominated by a negative impact in summer ($-$/), whereas FluxSat-GPP revealed more pixels of a positive impact in summer ($+$/) and a negative impact in autumn ($/-$). This means that the timing of water-stress induced by the pre-season stimulated vegetation growth may vary between the GPP data sets.

Figure 5. Transition patterns of legacy effects from $T_{spring}$ anomalies on GPP$_{summer}$ and GPP$_{autumn}$ for each biome, for: (a) GOSIF-GPP, (b) NIRv-GPP, and (c) FluxSat-GPP. The labels should be interpreted as follows: $+-$ means there was a positive significant impact seen in summer and a negative in autumn, $/-$ means there was an insignificant correlation seen in summer and a significant negative correlation in autumn. There were a total of eight different transition patterns excluding $//$, which means no significant legacy for both summer and autumn.

Separating the transition patterns based on biomes further reveals the similarity between GOSIF-GPP and NIRv-GPP, that is, the northern biomes (ABS and AG) showed a
clear positive impact during summer. However, FluxSat-GPP showed positive impact in wetlands (PW), savannas (SV) and DNF during summer.

3.5. Dominant Drivers for GPP\textsubscript{summer} and GPP\textsubscript{autumn}

The dominant drivers for GPP\textsubscript{summer} showed similar spatial patterns in all three GPP products (Figure 6a–c). In summer, the arctic plant productivity was strongly correlated with temperature, whereas temperate regions showed soil moisture (SM) as the dominant driver. These temperature-dominant patterns also agreed with the patterns for positive legacy effects of T\textsubscript{spring} on GPP\textsubscript{summer} (Figure 3d–f). Legacy effects from GPP\textsubscript{spring} were the dominant driver in many regions, but legacy effects from T\textsubscript{spring} were not strong enough to surpass the importance of other drivers.

![Figure 6. Dominant variables that explain variance of GPP\textsubscript{summer} (a–c) and GPP\textsubscript{autumn} (d–f) for the three GPP products (i.e., GOSIF-GPP, NIRv-GPP, and FluxSat-GPP). The dominant driver was identified based on the highest correlation coefficient (absolute value).](image)

In contrast to summer, the dominant drivers of GPP\textsubscript{autumn} were more diverse among the three GPP products (Figure 6d–f). GOSIF-GPP showed strong dependence on current seasonal drivers (e.g., T\textsubscript{autumn}, VPD\textsubscript{autumn}, and SM\textsubscript{autumn}). For NIRv-GPP, the legacy effects were mostly dominated by GPP\textsubscript{spring}. For FluxSat-GPP, GPP\textsubscript{summer}, T\textsubscript{summer}, and SM\textsubscript{summer} were found to be the most important drivers.

3.6. The Importance of Drivers on GPP\textsubscript{summer} and GPP\textsubscript{autumn} Aggregated on the Biome Level

The important drivers for GPP\textsubscript{summer} and GPP\textsubscript{autumn} were analyzed based on the biome level (Figure 7). Both environmental variables and biological variables (i.e., pre-season GPP) have been accounted for. Generally, the largest number of pixels that showed the
significant correlation was found in FluxSat-GPP, followed by GOSIF-GPP and NIRv-GPP (Table 4). For the spatial patterns of the dominant driver, only the pixels with significant correlations were considered.

![Graphs showing relative importance of environmental and biological drivers on GPP](image)

**Figure 7.** Relative importance (%) of environmental and biological drivers on GPPsummer (a–c) and GPPautumn (d–f) based on different biomes.

**Table 4.** Percentage of pixels with significant correlations, as seen in Figure 7 divided by biome-type and season. The first three columns correspond to summer, and the following to autumn.

|        | Summer          |          | Autumn          |          |
|--------|-----------------|----------|-----------------|----------|
|        | GOSIF-GPP       | NIRv-GPP | FluxSat-GPP     | GOSIF-GPP | NIRv-GPP | FluxSat-GPP |
| ENF    | 46.18%          | 36.48%   | 56.66%          | 48.55%   | 47.24%   | 69.47%      |
| EBF    | 59.94%          | 45.12%   | 68.81%          | 78.18%   | 63.39%   | 79.33%      |
| DNF    | 39.11%          | 32.87%   | 53.77%          | 57.42%   | 36.52%   | 49.64%      |
| DBF    | 58.45%          | 47.54%   | 44.92%          | 70.68%   | 47.96%   | 73.17%      |
| MF     | 42.02%          | 41.90%   | 53.44%          | 52.64%   | 38.39%   | 63.91%      |
| ABS    | 57.10%          | 25.67%   | 73.06%          | 48.50%   | 33.46%   | 46.82%      |
| TS     | 85.36%          | 40.04%   | 81.64%          | 89.61%   | 54.85%   | 81.69%      |
| SA     | 51.80%          | 34.46%   | 64.13%          | 51.20%   | 43.88%   | 60.05%      |
| AG     | 62.32%          | 18.18%   | 59.88%          | 59.88%   | 19.67%   | 40.11%      |
| TG     | 81.17%          | 56.69%   | 76.83%          | 62.53%   | 40.58%   | 63.32%      |
| PW     | 51.81%          | 18.57%   | 57.05%          | 48.99%   | 24.44%   | 62.68%      |
| CRO    | 76.06%          | 35.04%   | 57.67%          | 78.99%   | 50.22%   | 73.97%      |

The dominant driver varied depending on biome types, but overall, all three GPP data sets showed that among all the biomes, the smallest legacy effects from pre-season GPP were found in ABS and AG. These effects persisted in both summer and autumn. For
these two biomes, temperature was the dominant driver for \( \text{GPP}_{\text{summer}} \). However, for the \( \text{GPP}_{\text{autumn}} \), VPD was the dominant driver in GOSIF-GPP and \( \text{GPP}_{\text{summer}} \) was the dominant driver in NIRv-GPP and FluxSat-GPP. Generally, the forest biomes showed larger legacy effects from pre-season GPP than other biomes in summer and autumn. For the current season drivers (i.e., soil moisture, temperature, and VPD), the contributions to \( \text{GPP}_{\text{autumn}} \) were larger than \( \text{GPP}_{\text{summer}} \). The contributions of these drivers were larger in GOSIF-GPP than in NIRv-GPP and FluxSat-GPP. Croplands showed the least amount of effects from the pre-season drivers.

4. Discussion

\( T_{spring} \) is reported to cause both negative and positive direct impacts on ecosystem productivity \([6,16]\), but our results make a case for the latter being the dominant influence, at least in the mid- to high latitudes. Damage from, e.g., late spring frost events or acute frost desiccation does not seem to override the growth caused by warming, at least on a global scale. The only biome-type deviation from this trend is temperate shrublands, mainly located in north Africa and Turkey, in other words, close to the southernmost borders of our study area. These regions are known for their warm and dry climate. Warm springs in these regions likely bring adverse effects on water-stressed plants, causing a negative correlation.

The cohesive correlation trend between spring temperatures and spring productivity does not persist in the same vein for the legacy effects. A warm spring will not necessarily lead to the same legacy effects to summer and autumn productivity, as an unusually lush and productive spring would. The fact that these two usually go hand in hand makes this result somewhat surprising, but also highlights the importance of keeping these qualities separate. The legacy effects from warmer springs with high ecosystem productivity also differ strongly between GPP products. There are several uncertainties in the data sets that could contribute to this. One possible explanation, pointed out in \([37]\), is the difficulty to separate snow cover decrease from leaf area increase. The spring months, particularly in the northernmost regions, are often characterized by partially covered snow. Increasing temperatures might lower the fraction of snow cover in spring, leading to a false signal of greening.

Our results also indicate that forests overall had the most prevalent negative responses from the legacy effects, whereas grasslands and shrublands showed an ambiguous response (Figure 4). The patterns (i.e., narrow spread of correlation coefficients in forests and wide spread of correlation coefficients in other types) are seen in all three GPP products. This result is much in line with previous studies (e.g., \([16–19]\)). The authors of \([16]\) used the Global Inventory Modeling and Mapping Studies (GIMMS) NDVI data set \([38]\) and actual evapotranspiration derived from the FLUXNET latent heat flux measurements \([39]\) to investigate the legacy effects of earlier springs on boreal forests in North America. They found that earlier spring and associated drying in summer can cause a decline of vegetation productivity due to increased tree mortality and fire activity. Possibly, the long seasonal time frames that the legacy effects operate on better match the slow growth seen in forests. In general, grasslands and shrublands are rapidly growing and changing across the seasons, and respond more directly to current-season precipitation and soil moisture conditions. The importance from previous seasons was then less evident. The legacy effects that were visible for grasslands and shrublands mostly occurred during summer. Moreover, the soil moisture data sets used in this study only reflected water contents of the topsoil horizon (0–7 cm), which may explain that grasslands or shrublands with the low rooting depth are more sensitive to the topsoil moisture condition than forests. This agrees with a study \([40]\) which is based on eddy covariance measurements of carbon flux for Swiss forests and grasslands. They found that grasslands are more sensitive to spring drought because forests can reduce their evapotranspiration to increase the water use efficiency reflecting a better adaptive strategy.
Significant difference between GOSIF-GPP, NIRv-GPP, and FluxSat-GPP is a recurring theme for our results. Most likely, this is explained by fundamental differences in the models used to up-scale the data sets, as well as the measurement gaps that occur between different sensors. Satellite data sets of even higher spatial resolutions and quality might be necessary to bridge this gap and create a cohesive signal. On average, the least amount of significant correlations was seen using the NIRv-GPP product. Possibly, it has a weaker connection to surrounding climate variables than the other two products, as this data set relies more heavily on spectral radiation measurements. Further, outward disturbances on GPP, such as forest fires, anthropogenic land-cover change, or insect attacks, are not accounted for. Ideally, these factors should give rise to low significant correlations and thus be excluded from the analysis. However, the extent to which this has occurred is unclear. The modeling used to fill in the gaps for GOSIF-GPP and FluxSat-GPP could also, to some degree, explain the differences seen in dominating drivers between the three products. Climate variables such as soil moisture and temperature were generally considered more important for GOSIF-GPP and FluxSat-GPP, possibly an echo from utilizing climate variables as input to fill the gaps. Still, for the northern high latitudes, temperature increase has been shown to be the main factor facilitating increased plant productivity in summer [37, 41]. However, our results also indicate a relatively cohesive north-south gradient trend of climate vegetation controls during summer, meaning ambiguity between different data-sets and types of vegetation indices can be bridged.

Further, the changes in the dominant climate drivers, particularly during the autumn season, could be the result of a relatively marginal difference between a cluster of controls, where the legacy effects from previous seasons also play an important part [42]. This ambiguity between controls of the late season is to some degree also reflected in previous research, e.g., work by [43] indicates that light limitation is also an important factor for autumn productivity in northern ecosystems. To include this driver in our analysis might therefore lead to a more cohesive result between products. In addition, [35, 44] find that there is a complex coupling between soil moisture and temperature, both of which seem to be important controls towards the end of the growing season (a proxy for autumn productivity in this context). In an increasingly warmer world, the limitations imposed by temperature during autumn may shift to an expansion of mainly water-limited ecosystems, where the legacy effects from previous seasons may be amplified even further.

5. Conclusions

Propagating impacts from spring growth and temperature anomalies have been shown to affect summer and autumn ecosystem productivity in the Northern Hemisphere. These legacy effects are mostly negative and set in either in summer or autumn. The forest biomes (ENF, DBF, MF) show conclusive signals of negative impacts for all three GPP products in summer and autumn, whereas shrublands, croplands, and wetlands have a wider statistical spread between positive and negative impacts, leading to a more neutral overall impact. Only the northernmost biomes, AG and ABS, seem to conclusively show lagged positive impacts from spring temperature anomalies, which is important to account for in carbon-cycle models.

Results also seem to depend on the type of method used to quantify GPP, which somewhat may diminish the credibility of our findings. This mainly applies to the main drivers that affect browning and greening trends seen in the seasonal GPP. The effect on GPP from temperature change is most likely not linear and many factors are involved. Continuous development of higher-resolution GPP data sets is needed to further assess vegetation response to a warming climate.
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- **ABS** Arctic and Boreal Shrublands
- **AG** Arctic Grasslands
- **AVHRR** Advanced Very High Resolution Radiometer
- **BRDF** Bidirectional Reflectance Distribution Function
- **CRO** Croplands
- **DBF** Deciduous Broadleaf Forests
- **DNF** Deciduous Needleleaf Forests
- **EBF** Evergreen Broadleaf Forests
- **EC** Eddy Co-variance
- **ECMWF** European Centre for Medium-Range Weather Forecasts
- **ENF** Evergreen Needleleaf Forests
- **EVI** Enhanced Vegetation Index
- **FluxSat** Fluxnet Data Fused with Satellite Images
- **GOME** Global Ozone Monitoring Experiment
- **GOSIF** the Global, OCO-2-based SIF Product
- **GPP** Gross Primary Productivity
- **IGBP** International Geosphere-Biosphere Programme
- **LTDR** Land Long-Term Data Record
- **MF** Mixed Forests
- **MODIS** Moderate Resolution Imaging Spectrometer
- **NDVI** Normalized Difference Vegetation Index
- **NIRv** Near-infrared Reflectance of Vegetation
- **OCO-2** Orbiting Carbon Observatory-2
- **PAR** Photosynthetic Active Radiation
- **PW** Permanent Wetlands
- **SIF** Solar Induced Fluorescence
- **SM** Soil Moisture
- **SV** Savannas
- **T** Temperature
- **TG** Temperate Grasslands
- **TS** Temperate Shrublands
- **VPD** Vapor Pressure Deficit
Appendix A

Figure A1. In total, 12 biomes comprise the study area—Evergreen Needleleaf Forests (ENF), Evergreen Broadleaf Forests (EBF), Deciduous Needleleaf Forests (DNF), Deciduous Broadleaf Forests (DBF), Mixed forests (MF), Arctic and Boreal Shrublands (ABS), Temperate Shrublands (TS), Savannas (SV), Arctic Grasslands (AG), Temperate Grasslands (TG), Permanent Wetlands (PW), and Croplands (CRO).
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