A Bare Bones Grey Wolf Optimizer for Global Numerical Optimization
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Abstract—In order to better understand and analyze the currently widely used population-based metaheuristic optimization algorithms, this paper proposes a novel computational intelligence algorithm called bare bones grey wolf optimizer (BBGWO) inspired by a bare bones mechanism. In the BBGWO, the complex updating mechanism of solutions is replaced by a random vector that obeys a normal distribution, whose mean and variance are derived by theoretically studying the probability distribution of the new solution of the original GWO. The corresponding theoretical analysis and simulation results verify the good optimization performance of the proposed BBGWO algorithm.

Keywords—grey wolf optimizer, bare bones, global optimization, probability density function

I. INTRODUCTION

The performance of traditional mathematical programming methods (mostly represented by conjugate gradient method and Newton method) highly depends on the structure of the optimization problem to be solved, and might encounter solution bottlenecks when solving multimodal or highly non-convex optimization problems. In order to deal with the increasingly complex engineering optimization problems effectively, in the past fifty years, a large number of population-based metaheuristic optimization algorithms have gained rapid development and widespread attention, such as genetic algorithm (GA) [1], particle swarm optimization (PSO) [2], ant colony optimization (ACO) [3], etc. Most of these algorithms are based on a metaphor of some natural or man-made process [4], and hold solution searching mechanisms that are hardly dependent on the structure and characteristics of optimization problems to be solved. These features guarantee their extremely attractive advantages in solving highly complex or multimodal optimization problems. However, since the solution updating mechanisms of these algorithms are usually designed by mimicking some natural or man-made process, the expressions of new solutions might be non-intuitive and hard to understand, making it difficult to conduct in-depth study on the mechanism of these algorithms (for instance, the trajectory of a single individual, the topological structure of the entire population, etc.).

To better understand and analyze these population-based metaheuristic algorithms, James Kennedy [5] proposed a bare bones mechanism for simplifying these algorithms, and applied this mechanism to the original PSO to obtain a modified PSO called bare bones PSO (BBPSO). In the BBPSO, the velocity vector of an individual was eliminated, and the solution updating equation was revised as a random vector that obeys a normal distribution (see chapter 2.1 for more details). Theoretical analysis [6] and simulation results showed that the BBPSO could highly imitate the optimization mechanism of the original PSO. In addition, owing to the intuitive solution updating strategy and the excellent performance (not worse than the original PSO algorithm in most cases [7]), the BBPSO has been widely used to solve engineering optimization problems independently as well, including unsupervised feature selection [8], data clustering [9], environmental/ economic dispatch [10], etc. Since the proposing of the BBPSO, the bare bones mechanism has been applied to many other metaheuristic algorithms for their simplification and modification as well, such as differential evolution (DE) [11], fireworks algorithm (FA) [12], brain-storm optimization (BSO) [13], etc.

As one of the most typical population-based metaheuristic optimization algorithms, the grey wolf optimizer (GWO) [14] proposed by Seyedali Mirjalili has become a powerful tool for solving engineering optimization problems like economic dispatch [15], image segmentation [16], clustering [17], etc. due to its outstanding performance [18] and fewer parameters. However, compared with its excellent ability based on simulation analysis, few studies have been conducted on its theoretical analysis.

In this paper, we apply the bare bones mechanism to the original GWO to obtain a novel algorithm called bare bones GWO (BBGWO), in which the complex solution updating mechanism is replaced by a random vector that obeys a normal distribution, whose mean and variance are derived by calculating those of the new solution of the original GWO. Theoretical analysis and simulation results show that the mechanism of the proposed BBGWO algorithm is highly similar to that of the original GWO, which means the proposed BBGWO holds both theoretical value of serving as a fundamental tool in studying the mechanism of the GWO and practical significance of being applied to solve engineering optimization problems independently.

II. PRELIMINARIES

For a better illustration of the proposed BBGWO algorithm, in this section, we first briefly introduce the bare bones mechanism and the BBPSO proposed in [5], and then briefly introduce the original GWO algorithm.

A. A brief introduction of bare bones mechanism and BBPSO

Here, we consider the D-dimension minimization problem with objective function \( f(\mathbf{x}) \). In the PSO, for a population with \( N \) individuals, each individual is defined with two vectors: 1) position vector \( \mathbf{x}_i = [x_{i1}, ..., x_{iD}] = [x_{ij}] \) \( (i \) is an index of a certain individual of the population, \( j \) is an index of a certain dimension of the independent variable vector, vectors are shown in bold and components of vectors are shown in italics, similarly hereinafter); 2) and velocity vector \( \mathbf{v}_i = [v_{ij}] \). The position vectors represent solutions of \( f(\mathbf{x}) \), and the velocity...
vectors are intermediate variables for deriving position vectors, which are calculated as:

\[
v_{ij}(t + 1) = v_{ij}(t) + C_1 r_1 \left( p_{ij}^{\text{best}}(t) - x_{ij}(t) \right) + C_2 r_2 \left( p_{g}^{\text{best}}(t) - x_{ij}(t) \right) \tag{1}
\]

\[
x_{ij}(t + 1) = x_{ij}(t) + v_{ij}(t + 1) \tag{2}
\]

where \( t \) denotes the iterations of the algorithm, \( p_{ij}^{\text{best}} = \left[ p_{ij}^{\text{best}} \right] \) is the best known position of particle \( i \):

\[
p_{ij}^{\text{best}}(t) = x_{ij}(t_0), t_0 = \arg \min_t f(x_i(t)) \tag{3}
\]

and \( p_{g}^{\text{best}} = \left[ p_{g}^{\text{best}} \right] \) is the best known position of the entire swarm:

\[
p_{g}^{\text{best}}(t) = p_{b}^{\text{best}}(t), t_0 = \arg \min_t f(p_{i}^{\text{best}}(t)) \tag{4}
\]

\[
r_1, r_2 \sim U[0, 1], \text{ and } C_1, C_2 \text{ are coefficients.}
\]

Obviously, the position and velocity vectors are mixed together in the solution updating equation, causing the inconvenience of PSO theoretical analysis. In view of this, the bare bones mechanism was applied to the original PSO to revise the solution updating equation. The corresponding expressions are given as follows:

\[
x_{ij}(t + 1) \sim N(\mu, \sigma^2) \tag{5}
\]

\[
\mu = \frac{p_{ij}^{\text{best}}(t) + p_{g}^{\text{best}}(t)}{2}, \sigma = \left| p_{g}^{\text{best}}(t) - p_{ij}^{\text{best}}(t) \right| \tag{6}
\]

where \( N(\mu, \sigma^2) \) denotes the normal distribution with mean \( \mu \) and standard deviation \( \sigma \). This variant of PSO is called bare bones PSO (BBPSO). Obviously, the bare bones mechanism eliminates the velocity vectors, and converts the original solution updating equation into random vectors that obey normal distribution.

The simulation results show that for most cases the performance of BBPSO is similar to that of the original PSO, which means the BBPSO itself can be applied to solve optimization problems independently. Moreover, the theoretical analysis and simulation results show that the mechanism of BBPSO is highly similar to that of PSO, implying that the theoretical analysis of PSO can be carried out by studying the mechanism of BBPSO. From this perspective, the advantages of BBPSO can be summarized in the following twofold: 1) the elimination of velocity vector highly simplifies the original second-order dynamical system, which has been widely accepted as a model of a single solution of the original PSO [19]; 2) the probability distribution of the new solution is directly given, which may serve as a fundamental tool for analyzing the mechanism of the algorithm.

### B. A Brief Introduction of GWO

As one of the most typical population-based metaheuristic optimization algorithms, the GWO finds the optimal solution by mimicking the predation process of a group of grey wolves. The individuals update their positions by the following equations [14]:

\[
A = 2a \cdot r_1 - a \tag{7}
\]
\[ g_{kj}(u) = \begin{cases} \frac{1}{2(n_{kj} - m_{kj})} \ln \frac{n_{kj}}{|u - p_{kj}|}, |u - p_{kj}| < m_{kj} \\ \frac{1}{2(n_{kj} - m_{kj})} \ln \frac{n_{kj}}{|u - p_{kj}|}, m_{kj} \leq |u - p_{kj}| < n_{kj} \\ 0, |u - p_{kj}| \geq n_{kj} \end{cases} \]

**Proof:** Mark \( g_{kj}(u) \) as \( g_{a1}(u, x_{ij}, p_{kj}) \), then according to (13),
\[ g_{kj}(u, x_{ij}, p_{kj}) = g_{kj}(u - x_{ij}, -p_{kj}) = g_{kj}(u, 2p_{kj} - x_{ij}, p_{kj}) = g_{kj}(2p_{kj} - u, x_{ij}, p_{kj}) \],
thus we only need to consider the condition \( p_{kj} \geq 0, x_{ij} \geq p_{kj} \) and \( u \geq p_{kj} \).

Let \( D = \{(A_{kj}, C_{kj})| p_{kj} + A_{kj}C_{kj} x_{ij} \leq u, -\alpha \leq A_{kj} \leq a_{kj}, 0 \leq C_{kj} \leq 2\} \), then according to (13), the cumulative distribution function (CDF) of \( x'_{kj} \) can be derived as
\[ G_{kj}(u) = P\{x'_{kj} \leq u\} = \int_D \frac{1}{4a} dA_d dC_i. \]

When \( x_{ij} > 2p_{kj} \) and \( u > a(x_{ij} - 2p_{kj}) \), region \( D \) is shown in Fig. 1(a) (marked by grey shading, similarly hereinafter). In this case, we have
\[ G_{a1}(u) = \frac{1}{4a} \left[ 2a + \frac{2u}{x_{ij}} + \frac{u}{x_{ij}} \ln vdv - \left( \frac{su}{p_{kj}} - 2 \right) \left( a - \frac{u}{x_{ij}} \right) \right] = \frac{1}{2} \left( 1 + \frac{u}{4a} \ln \frac{x_{ij}}{u - 2p_{kj}} \right) \]
where \( x_{ij} > 2p_{kj} \) and \( 0 \leq u \leq a(x_{ij} - 2p_{kj}) \), region \( D \) is shown in Fig. 1(b). In this case, we have
\[ G_{kj}(u) = \frac{1}{2} + \frac{u}{4ap_{kj}} \ln \frac{x_{ij} - 2p_{kj}}{u} \]
when \( p_{kj} \leq x_{ij} \leq 2p_{kj} \) and \( u > a(2p_{kj} - x_{ij}) \), region \( D \) is shown in Fig. 1(c). In this case, we have
\[ G_{kj}(u) = \frac{1}{2} + \frac{1}{4a} \ln \frac{a_{kj} u}{p_{kj} - x_{ij}} + a \left( 2 - \frac{x_{ij}}{p_{kj}} \right) \]
when \( p_{kj} \leq x_{ij} \leq 2p_{kj} \) and \( 0 \leq u \leq a(2p_{kj} - x_{ij}) \), region \( D \) is shown in Fig. 1(d). In this case, we have
\[ G_{kj}(u) = \frac{1}{2} + \frac{u}{2a} \ln \frac{a_{kj} (2p_{kj} - x_{ij})}{u} \]

Thus
\[ g_{kj}(u) = \frac{dG_{kj}(u)}{du} = \begin{cases} \frac{1}{4ap_{kj}} \ln \frac{x_{ij}}{2p_{kj} - x_{ij}}, x_{ij} > 2p_{kj} \\ u > a(x_{ij} - 2p_{kj}) \\ \frac{1}{4ap_{kj}} \ln \frac{x_{ij}}{x_{ij} - 2p_{kj}}, x_{ij} > 2p_{kj}, 0 \leq u \leq a(x_{ij} - 2p_{kj}) \\ \frac{1}{4ap_{kj}} \ln \frac{x_{ij}}{u}, p_{kj} \leq x_{ij} \leq 2p_{kj}, u > a(2p_{kj} - x_{ij}) \\ \frac{1}{2ap_{kj}} \ln \frac{x_{ij}}{2p_{kj} - x_{ij}}, p_{kj} \leq x_{ij} \leq 2p_{kj}, 0 \leq u \leq a(2p_{kj} - x_{ij}) \end{cases} \]

Expanding the equations above to other cases where \( x_{ij} > p_{kj}, u \in R \), and after a simple arrangement with absolute value sign, we finally get (15)-(16). □

**Inference 1:** (1) The curve of \( g_{kj}(u) \) is symmetrical about \( u = p_{kj} \), and \( g_{kj}(u) \) is non-decreasing within \((\infty, p_{kj})\).

**Proof:** (1) This conclusion is obvious owing to the expression of \( g_{kj}(u) \) (see (14)-(16)).

(2) The results can be obtained by calculating \( f_{\infty} g_{kj}(u)du \) and \( f_{\infty} (u - p_{kj})^2 g_{kj}(u)du \). □

Based on (15) - (16), the curves of \( g_{kj}(u) \) are shown in Fig. 2.

Furthermore, we can derive the PDF of \( x_{ij}(t + 1) \) as:

**Theorem 2:** \( h_{ij}(u) = (g_{1ij} * g_{2ij} * g_{3ij})(3u) \)
where the operator ‘*’ denotes the convolution of two functions: \( f * g(x) = \int_{\infty}^{\infty} f(u)g(x-u)du \).

**Proof:** The PDF of the sum of two independent random variables equals to the convolution of the PDFs of the two random variables [20]. □
\[ p_{kj}^2 + \frac{1}{2} p_{kj}^2 \].

**Proof:** (1) The former part of the conclusion is obvious due to the characteristics of convolution. As for the latter part, we first prove \( (g_{ij} + g_{2j})(u) \) is non-decreasing within \((-\infty, p_{ij} + p_{2j})\).

For the sake of simplification, let \( g_{10}(u) = g_{ij}(u + p_{1j}) \), \( g_{20}(u) = g_{2j}(u + p_{2j}) \), then according to Inference 1(1), both \( g_{10}(u), g_{20}(u) \) are non-decreasing on \( R^- \), and we only need to prove \( h_0(u) = (g_{10} + g_{20})(u) \) is non-decreasing on \( R^- \). Let \( u < u + \Delta u < 0 \), we have

\[
h_0(u + \Delta u) - h_0(u) = \int_{-\infty}^{\infty} g_{10}(v)(g_{20}(u + \Delta u - v) - g_{20}(u - v)) \, dv
\]

Let \( c(v) = g_{20}(u + \Delta u - v) - g_{20}(u - v) \), then obviously \( c(2u + \Delta u - v) = -c(v) \), and when \( v < u + \frac{1}{2} \Delta u \), \( c(v) \leq 0 \). Thus

\[
h_0(u + \Delta u) - h_0(u) = \int_{-\infty}^{u+\Delta u} g_{10}(v)c(v) \, dv + \int_{u+\Delta u}^{\infty} g_{10}(v)c(v) \, dv
\]

\[
= \int_{-\infty}^{u+\Delta u} g_{10}(v)c(v) \, dv + \int_{u+\Delta u}^{\infty} (g_{10}(v) - g_{10}(2u + \Delta u - v))c(v) \, dv \geq 0
\]

i.e. \( h_0(u) \) is non-decreasing on \( R^- \), and consequently \( (g_{ij} + g_{2j})(u) \) is non-decreasing within \((-\infty, p_{ij} + p_{2j})\). Similarly, \( h_{ij}(u) \) is non-decreasing within \((-\infty, \frac{1}{2} \sum_{k=1}^{\infty} p_{kj})\).

(2) According to Inference 1(1),

\[
E x_{ij}(t + 1) = \frac{1}{2} \sum_{k=1}^{\infty} E x'_{kj} = \frac{1}{2} \sum_{k=1}^{\infty} p_{kj}.
\]

Since \( x'_{kj} \) (\( k = 1,2,3 \)) are independent with each other, according to Inference 2(2),

\[
D x_{ij}(t + 1) = \frac{1}{2} \sum_{k=1}^{\infty} D x'_{kj} = \frac{a^2}{27} \sum_{k=1}^{\infty} \left( x_{ij} - p_{kj} \right)^2 + \frac{1}{2} p_{kj}^2
\]

\[
\mu = \frac{1}{2} \sum_{k=1}^{\infty} p_{kj}, \sigma = \sqrt{\frac{1}{3} \sum_{k=1}^{\infty} \left( x_{ij} - p_{kj} \right)^2 + \frac{1}{2} p_{kj}^2}
\]

where the mean \( \mu \) and standard deviation \( \sigma \) come from Inference 2 (2).

In this paper, the Monte Carlo method is applied to verify the validity of the approximation we proposed. Let \( a = 2 \), and \( x_{ij}, p_{kj} \) are chosen randomly, the frequency histogram (group number = 80) of \( x_{ij}(t + 1) \) generated by Monte Carlo method (sample size = 10000) from (13) and the PDF of \( x_{ij}(t + 1) \) from (17) - (18) are shown in Fig. 3 (different subgraphs correspond to different values of \( x_{ij} \) and \( p_{kj} \)).

It can be seen from Fig. 3 that the shape of the frequency histogram generated from (13) is similar to that of the PDF of \( x_{ij}(t + 1) \) from (17) - (18), and in most cases, they are highly similar to each other. This conclusion can be explained by the central limit theorem, which means the properly normalized sum of independent random variables tends toward a normal distribution [20]. In this case, according to (13), \( x_{ij}(t + 1) \) is the sum of three independent random variables \( x'_{kj} \), thus tends to a normal distribution.

Based on the discussions above, we can propose the BBGWO algorithm based on normal distribution by substituting the original solution updating equation of GWO (see (7) - (11)) by random variables generated by (17) - (18), i.e., applying the bare bones mechanism. The corresponding pseudocode of the proposed BBGWO is shown in Fig. 4, which is identical to that of the original GWO except for line 8 (shown in red), where in the original GWO, positions of current search agents are updated by (7) - (11).

**B. The Proposed BBGWO Based on Normal Distribution**

Inference 2 shows that the PDF of \( x_{ij}(t + 1) \) is a unimodal function symmetrical about \( u = \frac{1}{2} \sum_{k=1}^{\infty} p_{kj} \), whose curve is similar to that of the PDF of normal distribution. Thus, we can apply the bare bones mechanism to the original GWO and approximate the original solution updating equation (13) as:

\[
x_{ij}(t + 1) \sim N(\mu, \sigma^2)
\]

\[
\mu = \frac{1}{2} \sum_{k=1}^{\infty} p_{kj}, \sigma = \sqrt{\frac{1}{3} \sum_{k=1}^{\infty} \left( x_{ij} - p_{kj} \right)^2 + \frac{1}{2} p_{kj}^2}
\]

Fig. 3. Frequency histogram generated from (13) and PDF from (17) - (18).

\[
1: \text{Initialize the grey wolf population } x_i(t = 1, \ldots, N)
2: \text{Calculate the fitness of each search agent}
3: \text{Name the best search agent as } p_1
4: \text{Name the second search agent as } p_2
5: \text{Name the best search agent as } p_3
6: \text{while } t \leq T
7: \quad \text{for each search agent}
8: \quad \quad \text{Update the position of the current search agent by (12), (17)-(18)}
9: \quad \text{end for}
10: \text{Calculate the fitness of all search agents}
11: \quad \text{Update } p_1, p_2, p_3
12: \quad t = t + 1
13: \text{end while}
14: \text{return } p_1 \text{ and } f(p_1)

Fig. 4. Pseudocode of the proposed BBGWO
In this paper, we set the parameters of GWO and BBGWO as: population size $N = 20$, maximum iterations $T = 500$, and step parameter $a$ updated by (12). All benchmark functions are given in Table I, which are all classical functions utilized by many researchers for testing the performance of optimization algorithms [21]-[23]. Each test function is optimized for 30 trials independently, and the average value and variance of the 30 simulation results from the GWO and BBGWO are calculated, aiming at measuring the convergence speed and stability of an algorithm. Moreover, for each benchmark function, the times that an algorithm finds the global optimum (i.e., the difference between the result from the algorithm and the minimum value of the benchmark function is less than 0.001) is calculated as well. All simulation results are shown in Table II.

IV. RESULT AND DISCUSSION

It can be seen from Table II that for most cases the performance of the BBGWO is similar to that of the GWO. Specifically speaking, for those cases in which the GWO is able to find the global optimum, the BBGWO is able to find the global optimum as well, and both the convergence speed and variance of these two algorithms are similar to each other. As for cases in which the GWO could hardly find the global optimum (for instance, the functions 4, 6, 10 and 12), the BBGWO could hardly find the global optimum either. Thus, the theoretical value and practical significance of the proposed BBGWO are verified.

V. CONCLUSION

In this paper, we apply the bare bones mechanism to the original GWO to obtain a novel algorithm called BBGWO, in which the complex solution updating mechanism is replaced by a random vector that obeys a normal distribution. The theoretical analysis and simulation results show that the
The proposed BBGWO algorithm has the same optimization performance as the original GWO, which means the proposed BBGWO can be applied to solve engineering optimization problems independently, and on the other hand, the BBGWO may serve as a fundamental tool in studying the mechanism of GWO.
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