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Abstract—In this paper, we study multi-dimensional image recovery. Recently, transform-based tensor nuclear norm minimization methods are considered to capture low-rank tensor structures to recover third-order tensors in multi-dimensional image processing applications. The main characteristic of such methods is to perform the linear transform along the third mode of third-order tensors, and then compute tensor nuclear norm minimization on the transformed tensor so that the underlying low-rank tensors can be recovered. The main aim of this paper is to propose a nonlinear multilayer neural network to learn a nonlinear transform via the observed tensor data under self-supervision. The proposed network makes use of low-rank representation of transformed tensors and data-fitting between the observed tensor and the reconstructed tensor to construct the nonlinear transformation. Extensive experimental results on tensor completion, background subtraction, robust tensor completion, and snapshot compressive imaging are presented to demonstrate that the performance of the proposed method is better than that of state-of-the-art methods.
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I. INTRODUCTION

ANY real-world images are multi-dimensional, such as multispectral images (MSIs), videos, and magnetic resonance images (MRIs). However, in many applications, multi-dimensional images are incomplete or essentially degraded [6] due to irresistible factors such as low light or failure of sensors. Thus, it is of the tremendous need to recover/restore the high-quality underlying images from the observed images, which is one of the important imaging problems [7].

Mathematically, a multi-dimensional image can be represented by a third-order tensor [8]–[10], which preserves the multi-direction structure. Since most real-world images have low-rank structures [11]–[17], the restoration of the observed image is usually formulated as the following low-rank tensor recovery problem:

\[ \min_{\mathcal{X}} \lambda \text{rank}(\mathcal{X}) + L(\mathcal{X}, \mathcal{O}), \]

where \( \mathcal{O} \) denotes the observed tensor, \( \mathcal{X} \) denotes the underlying low-rank tensor, \( L(\mathcal{X}, \mathcal{O}) \) is the fidelity loss function, and \( \lambda \) is the trade-off parameter.

Different from matrices, the definition of tensor rank is not unique. Several definitions of tensor ranks are proposed. The CP rank (see for example [18]) is defined as the smallest number of rank one tensor decomposition. However, computing the CP rank is an NP-hard problem and its convex surrogate is not clear. The Tucker rank was studied for tensors by considering the ranks of unfolding matrices from tensors, see for example [18]. However, the sum of the nuclear norm of unfolding matrices is not the convex envelope of the sum of the rank of frontal slices [19]. In this paper, we focus on the tensor tubal-rank, which is based on the tensor singular value decomposition (t-SVD) [20]. It allows new extensions of familiar matrix analysis to the multilinear setting while...
avoiding the loss of information inherent in flattening of the tensor [21]. The minimization of the tubal-rank is an NP-hard problem. Zhang et al. [1] built a convex surrogate of the tensor tubal-rank, named the tensor nuclear norm (TNN). Thus, model (1) is re-formulated as follows:

$$\min_{X} \lambda \|X\|_{TNN} + L(X, O).$$ (2)

Note that the TNN of a tensor is computed by summing the nuclear norm of each transformed frontal slice where a transform is applied along the third mode of the tensor [1]. Thus, model (2) can be re-formulated as follows:

$$\min_{X} \lambda \sum_{k} \|l(X^{(k)})\|_* + L(X, O),$$ (3)

where \(l(X^{(k)})\) is the transformed tensor under the transform \(l\) and the superscript refers to the \(k\)-th frontal slice of the transformed tensor. More precisely, the discrete Fourier transform (DFT) is used, see [1], [20], [22]. Since TNN is convex, model (2) can be addressed by many convex optimization algorithms.

In the literature, other transforms were considered and studied, for instance, the use of discrete cosine transform (DCT) [23], [24] for real arithmetic computation and other unitary transforms [3]. The motivation is that when a suitable transform is applied to the third-mode of a tensor, a smaller low-rank representation of the transformed tensor can be obtained, and therefore the underlying low-rank tensor can be more easily recovered, see [3], [25]. In Figure 2(b), we describe a tensor completion process by using a linear transform in the TNN.

To explore a better low-rank representation of the transformed tensor, Jiang et al. [2] suggested to use the non-invertible framelet transform (a redundant basis) to represent low-rank transformed tensors. Along this research direction, data-adaptive transforms were proposed and studied. Kong et al. [26] proposed the data-dependent transform to capture the low Q-rank tensor structure. Jiang et al. [27] proposed to learn low-rank coding coefficients using dictionary approach. Ng et al. [28] used the left singular vectors of the unfolding matrix to establish the patched-tube unitary transform.

Nevertheless, all of the aforementioned transforms are linear which limits their capability to model the complex and nonlinear nature of real-world data. In this paper, we employ a nonlinear multilayer neural network to represent the transform. The neural network consists of the composition of nonlinear neural network and the underlying low-rank \(X\) can be learned simultaneously under self-supervision. We call such transform to be Self-Supervised Nonlinear Transform (SSNT). Based on the universal approximation theorem of neural networks [29], the proposed SSNT could approximate to any functions and thus it can obtain a better and lower-rank representation than linear transforms.

Generally, only considering tensor low-rankness is not sufficient to recover the multi-dimensional images with complex image details. Thus, other hand-crafted priors are needed. The proposed SSNT can be easily combined with many hand-crafted regularizers. In this paper, we consider the simple and efficient total variation (TV) [30] regularization. The TV term could explore the spatial local smoothness of the tensor, which improves the recovery quality. In Figure 2(c), we describe a tensor completion process by using TV-regularized SSNT.

We summarize the contributions of this paper as follows:

- We propose the self-supervised nonlinear transform-based TNN to exploit the complex and nonlinear nature inside multi-dimensional images. A nonlinear multilayer neural network is utilized to represent the transform, which is self-supervisedly learned by only using the observed data. The nonlinear modeling capability of SSNT is believed to faithfully capture the implicit low-rankness of the data, which helps to obtain a better low-rank representation. To explore the spatial local correlation, we further employ the spatial TV regularization to deliver the local smooth prior for better performance.

- We directly use the gradient descent algorithm to minimize the SSNT-based TNN and develop ADMM-like algorithm to tackle the proposed TV-regularized optimization problem. Extensive experiments are conducted on different multi-dimensional inverse problems including tensor completion, background subtraction, robust tensor completion (RTC), and snapshot compressive imaging (SCI) with various types of multi-dimensional images. The superiority of the proposed method is demonstrated as compared with state-of-the-art methods.

The outline of this paper is given as follows. In Sec. II, we give preliminaries of tensors. In Sec. III, we present the proposed method. In Sec. IV, experimental results are reported to demonstrate the performance of the proposed network is better than that of state-of-the-art methods. Finally, some concluding remarks are given in Sec. V.

### II. Preliminaries

The primary notations used in this paper are introduced in Table II. In addition, we introduce the following definitions and theorems, which are derived from [20].

**Definition 1:** (t-product) The tensor-tensor product \(C = A \ast B\) is defined by \(C(i, j, :) = \sum_{k=1}^{n_2} A(i, k, :) \ast B(k, j,:),\) where \(\ast\) denotes the circular convolution between two vectors.

**Definition 2:** (Conjugate transpose) The conjugate transpose of \(A \in \mathbb{R}^{n_1 \times n_2 \times n_3}\), denoted as \(A^H\), is defined by \((A^H)_{ij} = (A_{ji})^H\) and \((A^H)_{ij} = (A_{(n_3+2-i)+3})^H (i = 2, \ldots, n_3).\)
Definition 3: (Identity tensor) \( I \in \mathbb{R}^{n_1 \times n_1 \times n_3} \) is called an identity tensor if \( I^{(1)} \) is an identity matrix and \( I^{(k)}(k = 2, \ldots, n_3) \) are zero matrices.

Definition 4: (Orthogonal tensor) The tensor \( Q \) is orthogonal if \( Q \ast Q^H = Q^H \ast Q = I \). \( A \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) is \( f \)-diagonal if \( A^{(i)}(i = 1, \ldots, n_3) \) are diagonal matrices.

Theorem 1: (t-SVD) Any \( A \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) can be decomposed as \( A = U \ast S \ast V^H \), where \( U \in \mathbb{R}^{n_1 \times n_1 \times n_3} \) and \( V \in \mathbb{R}^{n_2 \times n_2 \times n_3} \) are orthogonal and \( S \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) is \( f \)-diagonal.

Definition 5: (Tensor tubal-rank) Given the t-SVD: \( A = U \ast S \ast V^H \), where \( A \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), the tubal-rank \( rank_t(A) \) is defined as the number of nonzero singular tubes of \( S \).

Definition 6: (TNN) The tensor nuclear norm of \( A \in \mathbb{R}^{n_1 \times n_2 \times n_3} \) is defined as \( \| A \|_{TNN} = \sum_{k=1}^{n_3} \| (A \times_3 F)^{(k)} \|_* \), where \( F \in \mathbb{R}^{n_1 \times n_2} \) denotes the DFT matrix.

III. PROPOSED SSNT

In this section, we introduce the structure of the proposed nonlinear transform. Using the proposed transform, we build the optimization model and the corresponding algorithm for low-rank tensor recovery. The TV regularization is suggested to characterize the spatial local smoothness of the data, and the ADMM-like algorithm is presented to tackle the TV-based low-rank tensor recovery model.

A. Network Architecture of SSNT

Classical linear transforms in the t-SVD framework are generally represented by matrices, e.g., the DFT matrix [1], the DCT matrix [23], or the data-dependent matrix [26].

Under the motivation of building a more expressive nonlinear transform, we propose to use a multilayer neural network to represent the transform. We call such transform the SSNT. The proposed SSNT has a hierarchical structure containing linear weights and nonlinear activation function. Thus, SSNT can be interpreted as a nonlinear multilayer neural network. Formally, we suggest the nonlinear mode-3 fully connected (NoFC₃) layer as the unit of SSNT. A single NoFC₃ layer is formulated as

\[
 w_i(X) = \sigma(X \times_3 W_i),
\]

where \( \sigma(\cdot) \) denotes the nonlinear activation function and \( W_i \) is the learnable matrix. In this paper, we use the LeakyReLU [31] as the nonlinear activation function \( \sigma \). Consistent with the classical TNN, we employ the neural network along mode-3 to explore the interaction of frontal slices.

The proposed SSNT is formulated as

\[
 f(X) = w_p \circ w_{p-1} \circ \cdots \circ w_1(X_0),
\]

where \( X_0 = \text{Init}(\mathcal{X}) \), and \( \text{Init}(\cdot) \) is the initialization function, which can be chosen based on different problems. Here, \( \circ \) denotes the composition of functions and \( p \) denotes the number of NoFC₃ layers in \( f \). Similarly, the inverse transform is

\[
 g(X) = w_{p+q} \circ w_{p+q-1} \circ \cdots \circ w_1(X),
\]

where \( q \) denotes the number of NoFC₃ layers in \( g \). If we omit the nonlinear function \( \sigma \) and \( f \) and \( g \) degrade to multilayer linear transforms. If we further let \( p = q = 1 \), then \( f \) and \( g \) degrade to linear transforms, which include DFT [1], DCT [23], [24], orthogonal transforms [3], [28], invertible linear transforms [22], [25], and non-invertible transforms [2], [26], [27], i.e., the linear transform is just a special case of our transform.

Our SSNT \( f \) and the inverse transform \( g \) are self-supervisedly learned by minimizing the transformed TNN and the fidelity loss. The detailed optimization strategy is illustrated as follows.

B. SSNT for Low-Rank Tensor Recovery

1) Optimization Model: Basically, our optimization model for low-rank tensor recovery could be the same as the TNN model (2). The only difference is the transform. However, in our framework, the desired tensor \( \mathcal{X} \) is difficult to be directly optimized via ADMM, as SSNT is nonlinear and is not pre-defined. Alternatively, we suggest training \( f \) and \( g \) by minimizing the SSNT-based TNN and obtain the desired tensor \( \mathcal{X} \) via the learned transforms.

Given the observed data \( \mathcal{O} \in \mathbb{R}^{n_1 \times n_2 \times n_3} \), the proposed optimizing model for low-rank tensor recovery is

\[
 \min_{f:g} \frac{\lambda}{k=1} \| (f(\mathcal{O}))^{(k)} \|_* + L(\mathcal{X}, \mathcal{O}) \tag{7}
\]

s.t. \( \mathcal{X} = g(f(\mathcal{O})) \),

where \( f : \mathbb{R}^{n_1 \times n_2 \times n_3} \to \mathbb{R}^{n_1 \times n_2 \times n_3} \) and \( g : \mathbb{R}^{n_1 \times n_2 \times n_3} \to \mathbb{R}^{n_1 \times n_2 \times n_3} \) are the learnable transforms defined by Eq. (5) and Eq. (6). \( L(\mathcal{X}, \mathcal{O}) \) is the fidelity term, which has different forms in different inverse problems. The desired tensor \( \mathcal{X} \) is obtained by the learned transforms, i.e., \( \mathcal{X} = g(f(\mathcal{O})) \).

In model (7), the SSNT \( f \) transforms \( \mathcal{O} \) into a low-rank representation, and the inverse transform \( g \) transforms the low-rank representation to the desired tensor. By minimizing the SSNT-based TNN \( \sum_{k=1}^n \| (f(\mathcal{O}))^{(k)} \|_* \), the transforms \( f, g \) can be self-supervisedly learned and the reconstruction \( \mathcal{X} \) can be obtained via the learned \( f \) and \( g \). With the nonlinear modeling
Fig. 2. The pipeline of linear transform-based TNN and the proposed SSNT for low-rank tensor recovery. (a) The degradation process. (b) The classical linear transform-based TNN for low-rank tensor recovery. (c) The proposed SSNT-TV for low-rank tensor recovery.

ability of SSTN, minimizing the SSTN-based TNN could obtain a lower-rank transformed tensor \( f(O) \), which results in better low-rank representation.

2) Algorithm: Let \( \mathcal{L}_1 = \lambda \sum_k \| (f(O))^{(k)} \|_* \), and \( \mathcal{L}_2 = L(g(f(O)), O) \), the loss function corresponding to (7) is

\[
\mathcal{L} = \mathcal{L}_1 + \mathcal{L}_2.
\]

(8)

It is expected to minimize \( \mathcal{L} \) via updating \( f \) and \( g \). This is equivalent to update learnable matrices \( W_1, \cdots, W_{p+q} \). The gradient of \( \mathcal{L}_1 \) on the \( i,j \)-th element of \( W_m \) is

\[
\frac{\partial \mathcal{L}_1}{\partial (W_m)_{ij}} = \lambda \sum_k \frac{\partial \| (f(O))^{(k)} \|_*}{\partial (W_m)_{ij}}.
\]

(9)

The subgradient of the nuclear norm [32] is

\[
\frac{\partial \| (f(O))^{(k)} \|_*}{\partial (f(O))^{(k)}} \ni \tilde{U}_k\tilde{V}_k^T,
\]

(10)

where \( (f(O))^{(k)} = U_k S_k V_k^T \) is the matrix singular value decomposition, and \( U_k, V_k \) are \( U_k, V_k \) truncated to the first \( s_k \) columns and rows. Here, \( s_k \) denotes the number of non-zero elements in \( S_k \). Integrating (9) and (10), we have

\[
\frac{\partial \mathcal{L}_1}{\partial (W_m)_{ij}} \ni \lambda \sum_k \frac{\partial \| (f(O))^{(k)} \|_*}{\partial (W_m)_{ij}}.
\]

(11)

The gradient of \( \mathcal{L}_2 \) on \( W_m \) is

\[
\frac{\partial \mathcal{L}_2}{\partial (W_m)_{ij}} = \sum_{r,s,t} \frac{\partial \mathcal{L}_2}{\partial (g(f(O)))_{rst}} \frac{\partial (g(f(O)))_{rst}}{\partial (W_m)_{ij}}.
\]

(12)

With gradients (11) and (12) and the maximum iteration \( t_{\text{max}} \), model (7) can be addressed by most gradient descent-based algorithms. In this paper, we adopt the adaptive moment estimation (Adam) [33].

C. TV-Regularized SSNT for Tensor Recovery

In model (7), we only consider tensor low-rankness, which would be sometimes not sufficient to explore the spatial local correlation of data. Thus, we propose the TV regularized SSNT (termed as SSNT-TV) for tensor recovery. The spatial local smoothness can be faithfully exploited by TV regularization for better multi-dimensional image recovery performance.

1) Optimization Model: By introducing the TV regularization, the model of SSNT-TV for tensor recovery is

\[
\min_{f,g} \sum_{k=1}^{\tilde{a}_3} \| \nabla_p \mathcal{X}_i \|_1 + \lambda \sum_k \| (f(O))^{(k)} \|_* + L(g(f(O)), O)
\]

(13)

s.t. \( \mathcal{X} = g(f(O)) \),

where \( \sum_{p=1,2} \| \nabla_p \mathcal{X} \|_1 \) is the spatial TV term and \( \tau \) is the weight parameter of the TV term.

2) Algorithm: To address the model (13), we introduce an ADMM-like algorithm [34]. By introducing auxiliary variables \( V_p \) \((p = 1, 2)\), we re-formulate model (13) as

\[
\min_{f,g,V_p} \tau \sum_p \| \nabla_p \mathcal{X}_i \|_1 + \lambda \sum_k \| (f(O))^{(k)} \|_* + L(g(f(O)), O)
\]

(14)

The augmented Lagrangian function of (14) is

\[
L_\beta(f, g, V_p, \Lambda_p) = \sum_p \| \nabla_p \mathcal{X}_i \|_1 + \lambda \sum_k \| (f(O))^{(k)} \|_* + L(g(f(O)), O)
\]

(15)

\[
\beta \sum_p \| \nabla_p \mathcal{X}_i \|_1 + \beta \sum_{p=1,2} \| \nabla_p \mathcal{X}_i \|_1 + \left( \langle \Lambda_p, \nabla_p (g(f(O))) \rangle - V_p \right)
\]

\[
\frac{1}{2} \| \nabla_p (g(f(O))) - V_p \|_F^2.
\]

s.t. \( \nabla_p = g(f(O)) \), \( p = 1, 2 \).

The augmented Lagrangian function of (14) is
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L_\beta(f, g, V_p, \Lambda_p) = \sum_p \| \nabla_p \mathcal{X}_i \|_1 + \lambda \sum_k \| (f(O))^{(k)} \|_* + L(g(f(O)), O)
\]

(15)

\[
+ \left( \langle \Lambda_p, \nabla_p (g(f(O))) \rangle - V_p \right)
\]

\[
\frac{1}{2} \| \nabla_p (g(f(O))) - V_p \|_F^2.
\]

(16)
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\( \mathbb{V}_p \textbf{sub-problem}: \) The variable \( \mathbb{V}_p \) at \( t \)-th iteration is
\[
\mathbb{V}_p^{t+1} = \arg \min_{\mathbb{V}_p} \tau \| \mathbb{V}_p \|_{\ell_1} + \frac{\beta}{2} \| \mathbb{V}_p - \left( \nabla_{\mathbb{V}} g^t(f(\mathbb{O})) \right) + \frac{\lambda^t}{\beta} \|_F^2. \tag{17}
\]
Model (17) has a closed-form solution implies that
\[
\mathbb{V}_p^{t+1} = \text{Soft}_{\tau} \left( \nabla_{\mathbb{V}} g^t(f(\mathbb{O})) \right) + \frac{\lambda^t}{\beta}, \tag{18}
\]
where \( \text{Soft}_{\tau} (\cdot) \) denotes the soft-thresholding operator with threshold value \( \tau \).

\( \Lambda_p \textbf{ updating}: \) The multiplier \( \Lambda_p \) is updated by
\[
\Lambda_p^{t+1} = \Lambda_p^t + \beta \left( \nabla_{\mathbb{V}} g^t(f(\mathbb{O})) \right) - \mathbb{V}_p^t. \tag{19}
\]

Our algorithm for solving model (13) is summarized in Algorithm 1.

### IV. Experiments

In this section, we introduce four tensor-based inverse problems. Each of these problems can be addressed using SSNT and SSNT-TV, where the only difference is the fidelity term \( L(X, \mathbb{O}) \). We would like to emphasize that the proposed SSNT is self-supervisedly trained by only using the observed data. Thus, no training data and training/testing data splitting are required. Experiments and comparisons with state-of-the-arts are conducted on each problem to illustrate the effectiveness of our method. All experiments are conducted on the platform of Windows 10 with an Intel(R) Core i5-9400f CPU and RTX 2080 GPU with 24 GB RAM.

#### A. Tensor Completion

The tensor completion [12], [35] aims at recovering the original tensor from the incomplete tensor with random sampling, where the key issue is how to build a low-rank representation of the desired tensor since the definition of tensor rank is not unique. The low-rank tensor completion is formulated as
\[
\min_{X} \text{rank}(X), \text{ s.t. } X_{\Omega} = \mathbb{O}_{\Omega}, \tag{20}
\]
where \( \mathbb{O} \) is the incompleted observation and \( \Omega \) is the observed set. To make the entries of the desired tensor in \( \Omega \) as close as that of the observation, the fidelity term of the proposed model for tensor completion is
\[
L(X, \mathbb{O}) = \| P_{\Omega}(X - \mathbb{O}) \|_F^2, \tag{21}
\]
where \( P_{\Omega}(\cdot) \) is the projection function that keeps the elements in \( \Omega \) and making others be zero. To ensure the entries in the observed set exactly equal to that of the observation, the final result of the tensor completion is obtained by \( X = P_{\Omega^C} \left( g^t(f(\mathbb{O})) \right) + P_{\Omega}(\mathbb{O}), \) where \( \Omega^C \) denotes the complementary set of \( \Omega \).

1) **Experimental Settings:** To illustrate the effectiveness of our method for tensor completion, we collected three types of multi-dimensional images including MSIs\(^1\) [37] (Balloons\(^2\)) and Beads), hyperspectral images (HSIs)\(^3\) (Pavia and WDC mall), and MRI\(^4\) (Brain). Five cases with sampling rate (SR) 0.05, 0.1, 0.15, 0.2, 0.25 are established.

The competing methods for tensor completion are: The tensor ring decomposition-based method TRLRF [36], the linear transform-based methods TNN (induced by DFT) [1] and FTNN (induced by framelet transform) [2]. The hyperparameters of competing methods are set for their best performance. For the proposed method, we set \( \lambda = N \times 10^{-7}, \) \( \tau = 0.01 N, \beta = 1, p = q = 2, \) \( n_3 = 2n_3, \) and \( t_{\max} = 7000, \) where \( N = n_1 n_2 n_3 \) is the total number of elements of the data. The initialization function \( \text{Init} (\cdot) \) for tensor completion is the linear interpolation that used in [27], which provides an ideal initialization with less time.

We use three numerical evaluation indices: peak signal to noise ratio (PSNR), structural similarity (SSIM), and spectral angle mapper (SAM) [38]. Higher PSNR and SSIM values correspond to better quality, while lower SAM value represents a smaller spectral angle between the ground truth and the recovered result.

2) **Experimental Results:** The numerical results for tensor completion are illustrated in Table III. We can see that the proposed SSNT could achieve better PSNR and SSIM values than competing methods, which verifies that SSNT recovers the low-rank tensor more precisely. Also, SSNT achieves better SAM values, which shows that SSNT preferably exploits the correlation along the third mode. We can see that SSNT-TV outperforms SSNT from the perspective of PSNR, SSIM, and SAM, which shows the effectiveness of TV regularization to enhance the spatial recovered quality.

Some visual examples of the results for tensor completion are shown in Fig. 4. We can see that SSNT and SSNT-TV recover the images better than competing methods. SSNT-TV has better recovery in the spatial domain, especially according to the results on Beads. This is due to the consideration of the spatial local smoothness delivered by the spatial TV regularization.

In addition, we plot the spectral curves of the recovered results in Fig. 3. We can see that SSNT and SSNT-TV more faithfully capture the nonlinear nature of spectral curves, which shows the nonlinear modeling capability of SSNT.

---

1. https://www.cs.columbia.edu/CAVE/databases/multispectral/
2. https://engineering.purdue.edu/biehl/MultiSpec/hyperspectral.html
3. https://brainweb.bic.mni.mcgill.ca/brainweb
4. https://www.cs.columbia.edu/CAVE/databases/multispectral/
The competing methods for the background subtraction are: the variational-based matrix robust principal component analysis method FastRPCA [39], the linear transform-based methods TNN [13] and DCTNN (induced by DCT) [25]. For our hyperparameters, we set $\lambda \propto N \times 10^{-3}$. We directly use the original tensor as the input of SSNT and SSNT-TV, i.e., there is no initialization for background subtraction.

2) Experimental Results: The results by different methods for background subtraction are shown in Fig. 5. We can see that SSNT and SSNT-TV more precisely subtract the low-rank component. In addition, we can see from the zoom-in figures that SSNT and SSNT-TV more faithfully preserve the image details in the background than competing methods (e.g., the door handle in Office and the ground pattern in Shop). This is due to the nonlinear modeling ability of SSNT, which more
C. Robust Tensor Completion

The RTC [3] aims at recovering the low-rank tensor from the incompletely observed tensor with sparse error, which is formulated as

\[
\min_{\mathcal{X}, \mathcal{S}} \lambda \text{rank}(\mathcal{X}) + \|\mathcal{S}\|_{\ell_1}, \quad \text{s.t.} \quad (\mathcal{X} + \mathcal{S})_\Omega = \mathcal{O}_\Omega, \quad (24)
\]

where \(\mathcal{O}\) is the incompletely observed sparse error corrupted observation and \(\mathcal{X}, \mathcal{S}\) respectively stands for the low-rank and sparse component. It is easy to develop the fidelity term of our model for RTC:

\[
L(\mathcal{X}, \mathcal{O}) = \|P_\Omega(\mathcal{X} - \mathcal{O})\|_{\ell_1}. \quad (25)
\]

Generally, the RTC is a more challenging task than tensor completion and background subtraction, since RTC aims at simultaneously recovering the incomplete tensor and subtracting the low-rank tensor from the observation. Thus, it requires higher capabilities of the low-rank tensor recovery method.

1) Experimental Settings: To illustrate the superiority of our method on RTC, we adopted the HSIs \textit{Pavia} and \textit{WDC mall}, the MRI \textit{Brain}, and the videos \textit{Highway} and \textit{PET} as the experimental data. For HSIs and MRI, we firstly sample the data using different SRs and then perform sparse noise degradation with noise SR 0.05. For videos \textit{Highway} and \textit{PET}, we only sample the data and regard the foreground component as the sparse error.

The competing methods for RTC are: The tensor ring-based method RTRC [40], the linear transform-based methods TNN [13] and UTNN [3]. For our hyperparameters, we set \(\lambda = N \times 10^{-7}\). We use the linear interpolation [27] to initialize the observed tensor for SSNT and SSNT-TV.

2) Experimental Results: The numerical results for RTC are reported in Table IV. We can see that SSNT-TV outperforms competing methods in terms of PSNR. However, UTNN
achieves better SSIM and SAM values than SSNT-TV on WDC mall with higher SR. This is due to the consideration of spatial smoothness by SSNT-TV, where the over smoothness may arise and affect the global structure of the recovered tensor.

Some visual results for RTC are illustrated in Fig. 6 and Fig. 7. From Fig. 6, we can see that SSNT and SSNT-TV can recover the tensor better than competing methods, where the low-rank component is well recovered and the sparse noise is accurately eliminated by our methods. Generally, SSNT-TV has smoother and cleaner results than SSNT due to the TV regularization, which results in higher PSNR values. In Fig. 7, we can discover that the proposed methods have better performance for separating the low-rank component from the sparse error corrupted observation. This is due to the ability of SSNT for building a more compact low-rank representation. In addition, on the recovery of Highway, we can see that SSNT-TV performs relatively better than SSNT. This is attributed to the spatial TV constraint, which forces the low-rank component to be smooth on the spatial domain.

D. Snapshot Compressive Imaging

The SCI is developed to capture multi-dimensional data from low-dimensional data [41], [42]. Specifically, SCI systems can capture the abundant spectral/temporal information with low memory and computational cost by summing up the spectral/temporal signals to obtain the measurement with the help of sensing mask. One key module in SCI systems is the reconstruction of the original high-dimensional signals. Given the sensing measurement $O$ and sensing mask $\Omega$, we formulate the low-rank tensor-based SCI reconstruction [5] as follows:

$$
\min_{\mathcal{X}} \lambda \text{rank}(\mathcal{X}) + \| \sum_k (P_{\Omega}(\mathcal{X}))^{(k)} - O \|_F^2,
$$

(26)

where $O$ is the measurement generated by summing the frontal slices of the sampled incomplete data, i.e., $O = \sum_k (P_{\Omega}(\mathcal{X}))^{(k)} + N$ with $N$ denotes the noise. It is easy to see that the fidelity term of the proposed model for SCI is

$$
L(\mathcal{X}, O) = \| \sum_k (P_{\Omega}(\mathcal{X}))^{(k)} - O \|_F^2.
$$

(27)
1) Experimental Settings: We adopted MSIs Toys and Flowers and videos Drop and Crash5 as the experimental data for SCI. We firstly sampled the data using different SRs and then summing up the frontal slices to generate the sensing measurement. Gaussian noise with the standard deviation 0.1 is performed on the sensing measurement.

![Image](https://drive.google.com/drive/folders/1d2uh9nuOL5Z7WnEQJ5HZSDMWK2VAT9sH)

The competing methods for SCI are: The TV-based method GAP-TV [4], the low-rankness-based method DeSCI [5], and the sparsity-based method SeSCI [43]. For our hyperparameters, we set λ = N × 10^{-5}. We use the results of GAP-TV as the initialization of DeSCI, SSNT, and SSNT-TV.

2) Experimental Results: The numerical results for SCI are shown in Table V. We can see that SSNT-TV outperforms competing methods with a considerable margin. Also, the

---

5 https://drive.google.com/drive/folders/1d2uh9nuOL5Z7WnEQJ5HZSDMWK2VAT9sH
running time comparison shows that the proposed methods are relatively efficient, which is crucial for processing large-scale sensing images. The visual results for SCI are illustrated in Fig. 9. We can see that the proposed SSNT and SSNT-TV have better visual results and can recover the spatial information of the tensor more precisely and robustly. SSNT-TV has relatively smoother results than other methods due to the consideration of the spatial local smoothness.

In the last, we plot the spectral curves of recovered results on SCI in Fig. 10. We can see that SSNT and SSNT-TV could preserve the nonlinear spectral curves better. This is due to the nonlinear modeling capability of SSNT, where a more compact low-rank representation is obtained and the nonlinear nature of data is well preserved.

E. Discussions

1) Compact Representation by SSNT: To demonstrate that the proposed SSNT can obtain a better low-rank representation than linear transforms, we plot the accumulation energy ratio (AccEgy) with respect to the percentage of singular values of the transformed frontal slices by SSNT, SSNT (Linear, 1) (SSNT (Linear, 1) denotes that f and g only have one linear fully connected layer without nonlinear activation function), DCT, and DFT in Fig. 8. We can observe that SSNT obtains a more compact representation with more energy concentrated in larger singular values. This could greatly benefit the recovery performance, where the data can be approximated via lower-rank representation. In contrast, SSNT
(Linear, 1) obtains a less compact representation. This verifies the effectiveness of nonlinearity and the hierarchical structure of SSNT for exploring a better low-rank representation.

2) Effectiveness of Nonlinearity: This section further examines the effect of nonlinearity in the proposed framework. Specifically, we compare the performance of SSNT without nonlinear layers (denoted as SSNT (Linear)) and SSNT with different nonlinear activation layers, i.e., ReLU, LeakyReLU, PReLU [31], and piecewise linear unit (PLU) [44]. The results are shown in the first block of Table VI. We can see that the performance is considerably increased with nonlinear layers, in which the nonlinearity provides the ability to explore the nonlinear nature of the data.

3) Effectiveness of Hierarchy: In this section, we discuss the influence of the hierarchy, i.e., the number of layers of the proposed SSNT. Specifically, we change the number of NoFC layers in $f$ to clarify the influence. The results are displayed in the second block of Table VI. When the number $p$ is small, increasing $p$ could enhance the numerical performance. However, when $p$ is larger, the numerical results are not as desirable as we expected. The possible reason is that a deeper network is more likely to suffer from the vanishing gradient since mode-3 tubes can be fitted reasonably with limited NoFC layers.

4) Low-Rankness vs Sparsity: The sparse modeling of the data has achieved great success [45], [46]. Does the sparsity works in our framework? To clarify this, we replace the low-rank term with the sparse term $L_1 = \lambda \sum_{k=1}^{n_k} \| f(O(k)) \|_{\ell_1}$, where $\ell_1$ is the relaxation of $\ell_0$. Meanwhile, we use the SSNT without regularization (i.e., $L_1 = 0$) as the baseline. The results are shown in the third block of Table VI. We can observe that SSNT (Low-rank) considerably outperforms SSNT (Sparse), which reveals that low-rankness is more effective to represent the third-order tensor in our framework.
5) Effectiveness of TV Regularization: The SSNT only considers tensor low-rankness, which is limited to capture the spatial local correlation. This motivates us to perform the TV regularization on the spatial domain to faithfully explore the spatial local smoothness for better performance. To clarify this, we conduct the experiment for tensor completion where incomplete entries are structurally missed. The results are shown in Fig. 11. We can see that SSNT-TV outperforms SSNT, where the spatial information is better recovered by SSNT-TV. This verifies the effectiveness of TV regularization that the spatial local correlation is preferably exploited.

6) Convergence Analysis: To test the convergence of the ADMM-like Algorithm 1, we plot the relative error of variables with respect to the iteration number in Fig. 12. The downward trend of the curves verifies the convergence behavior of our method.

V. CONCLUSION

This paper suggests the self-supervised nonlinear transform-based TNN. Concretely, a nonlinear multilayer neural network is employed along mode-3 to represent the transform. The nuclear norm of transformed frontal slices is minimized to constrain the global low-rankness of the tensor. The proposed transform more faithfully captures the implicit low-rankness of the real-world data, so that a better low-rank representation than that of linear transforms is obtained. A spatial TV regularization term is further introduced and the ADMM-like algorithm is developed to address the proposed model. Extensive experiments on different data for tensor completion, background subtraction, RTC, and SCI demonstrate that the proposed method outperforms state-of-the-art methods of different problems.
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