Quantitative comparison of single- and two-particle properties in the cuprates
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Abstract. We explore the strong variations of the electronic properties of copper-oxygen compounds across the doping phase diagram in a quantitative way. To this end we calculate the electronic Raman response on the basis of results from angle-resolved photoemission spectroscopy (ARPES). In the limits of our approximations we find agreement on the overdoped side and pronounced discrepancies at lower doping. In contrast to the successful approach for the transport properties at low energies, the Raman and the ARPES data cannot be reconciled by adding angle-dependent momentum scattering. We discuss possible routes towards an explanation of the suppression of spectral weight close to the \((\pi, 0)\) points which sets in abruptly close to 21% doping.

1 Introduction

Superconductivity in the copper-oxygen compounds (cuprates) [1] occurs at transition temperatures \(T_c\) above 100 K with the origin still controversial. On a basic level the problem can be cast into the question as to whether the condensed state at low-temperature is an instability of the normal metal as in conventional systems or a new ground state. If superconductivity results from interactions between the electrons via an intermediary boson the theoretical approach proposed by Eliashberg [2–5] should provide an at least qualitative description of the condensation of electrons into Cooper pairs. Signatures of the coupling boson should also determine the properties above \(T_c\). Traditionally, one looks at renormalization effects in the single-particle or transport responses as a function of temperature, specifically around \(T_c\) where abrupt changes are to be expected [6–8]. If the spectral shape of the coupling function can be retrieved [9–11] one may be in a position to derive the relevant interaction(s). However, the results in the cuprates are far from converging into a unified picture. The unsuccessful search for clear signatures of a dominating retarded interaction was one reason why new ground states were and are being studied intensively [12–14].
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There were early proposals that the superconductivity in the cuprates could be a property of the electrons alone. A prominent example is the resonating valence bond (RVB) state with antiferromagnetic coupling of nearest neighbor spins [12] which emerges from the Néel state upon doping [13]. From an experimental point of view this proposal is much harder to pin down than superconductivity as an instability or a small perturbation of the normal state. There is indeed an arsenal of methods to analyze data in terms of an Eliashberg-type strong coupling approach [4,8–11,15] while ideas for experiments unveiling new ground states are scarce.

Our Raman experiments aim at disentangling strong coupling effects evolving mainly as a function of temperature [10] from phase transitions and cross-over phenomena occurring as a function of doping (see also Ref. [16]). We develop an analysis using a phenomenological description of the response [17]. Starting from single-particle properties observed by angle-resolved photoemission spectroscopy (ARPES) we calculate the electronic Raman response (ERS) in both the normal and the superconducting states. While ARPES measures occupied single-electron states ERS yields - similarly as, e.g., optical transport (IR) - a weighted convolution of occupied and empty states. Therefore the two-particle spectra contain additional information originating from the interaction between the hole and the electron created in the scattering process.

2 Experiment and theoretical background

In the Raman process an electron is scattered through an intermediate high-energy state into an unoccupied level (for a more detailed discussion see Refs. [16,18]). The energy transferred to the electron corresponds to the difference between the incoming and the outgoing photon, \( \Omega = \omega_i - \omega_s \). As a result of the Coulomb interaction only charge fluctuations inside the unit cell can be observed. The resulting selection rules lead to form factors \( \gamma_{g\gamma}^{\mu} \) weighing out symmetry-specific regions of the Brillouin zone. For crossed photon polarizations aligned along the principle axes (of the CuO \(_2\) plane) the \( B_{2g} \) symmetry is projected out and \( \gamma_{g\gamma}^{B_{2g}} \propto \sin k_x \sin k_y \). In \( B_{1g} \) symmetry with both polarizations rotated by 45° the form factor reads \( \gamma_{g\gamma}^{B_{1g}} \propto \cos k_x - \cos k_y \) as shown in Fig. 1. Excitations with \( A_{1g} \) symmetry will not be considered here.

For the \( B \) symmetries the Raman response function \( \chi_{g\gamma}^{\mu}(\Omega) \) can be expressed directly in terms of a generalized susceptibility \( \tilde{\chi}_{a,b}(\Omega) \) which, in Nambu representation, reads [18]

\[
\tilde{\chi}_{a,b}(i\Omega) = \frac{T}{N} \sum_{k,\sigma} \sum_m \text{Tr}[\hat{a}(k)\hat{G}(k,i\omega_m)\hat{b}(k)\hat{G}(k,i\omega_m + i\Omega)]
\]  

with \( T \) the temperature, \( N \) the number of \( k \)-points \( \hat{a}, \hat{b} \) the vertices and \( \hat{G}(k,i\omega) \) the matrix Green function. The vertices can be expressed in terms of Pauli matrices \( \hat{\tau}_i \). For charge excitations, \( \hat{a}(k) = \hat{\tau}_3 a(k) \), \( a(k) \) can be either unity or one of the vertices \( \gamma_{g\gamma}^{\mu} \) or the electron velocity \( v_k \) to yield the density or the Raman response or, respectively, the conductivity. In general, the vertex \( \hat{b} \) must be renormalized [18] but in the approximation here we use only bare vertices. \( G_{1,1}(k,\omega) = -\pi A(k,\omega) \) is the imaginary part of the renormalized Green function which is proportional to the spectral function \( A(k,\omega) \) which, for the occupied states, can be measured by ARPES.

In strong-coupling theory the components of \( \hat{G}(k,\omega) \) read [8,20]

\[
G_{1,1}(k,\omega) = \frac{\omega Z(k,\omega) + \xi_k + \chi(k,\omega)}{[\omega Z(k,\omega)]^2 - [\xi_k + \chi(k,\omega)]^2 - |\Phi(k,\omega)|^2}
\]  

\[
G_{1,2}(k,\omega) = \frac{-\Phi(k,\omega)}{[\omega Z(k,\omega)]^2 - [\xi_k + \chi(k,\omega)]^2 - |\Phi(k,\omega)|^2}
\]  

etc. with \( \xi_k = \epsilon_k - \mu \) the bare band structure. The complex functions \( Z(k,\omega), \chi(k,\omega), \) and \( \Phi(k,\omega) \) must be found self consistently and describe all interactions of the electrons. In the weak coupling limit \( Z = 1 \), \( \chi = 0 \) and \( \Phi = \Delta_k \). For \( Z \neq 1 \) and \( \chi \) finite the usual self
energy $\Sigma = \Sigma' + i\Sigma''$ is related to $Z$ and $\chi$ as $\Sigma'' = -\omega Z'' + \chi''$ [8,21,22]. $Z = 1 - \Sigma/\omega$ and $Z = (1 + \Sigma'/\omega)^{-1}$ below and above $T_c$, respectively, and $\Phi = Z\Delta_k$ [21] in lowest order approximation. Since $\Sigma'$ is anti-symmetric and $\Sigma''$ vanishes faster than $\omega$ below $T_c$ even in the presence of impurities or nodes, $Z$ is always defined. In the normal state $\Phi$ vanishes and $G_Z^{-1} \equiv G_0^{-1} - \Sigma$.

For the calculation of $\chi''(\Omega)$ we need both the occupied and the empty states and model functions for $A(k,\omega)$ must be derived from the experimental ARPES spectra $A_{\text{exp}}(k,\omega)$ being cut off at the chemical potential $\mu(T)$ by the Fermi function $f(T,\omega)$. Ideally, one has to microscopically derive expressions for the bare band structure $\xi_k = \epsilon_k - \mu$ and for $\Sigma$, $Z$, $\chi$, and $\Phi$ in order to obtain a spectral function $A(k,\omega)$ which, after multiplication with the matrix element $|M_{fi}|^2$ and convolution with the experimental resolution function $R_{\text{exp}}$, reproduces $A_{\text{exp}} = (fA|M_{fi}|^2) \otimes R_{\text{exp}}$.

Since we do not focus on microscopic models here neither for the normal nor for the superconducting state we use phenomenological approximations for both the self energy and the band structure which reproduce the observed ARPES data satisfactorily. A tight binding description with nearest and next-nearest neighbor hopping

$$
\xi_k = -2t(\cos k_x + \cos k_y) + 4t'(\cos k_x \cos k_y) - \mu
$$

(4)

using $t = 0.25$ eV for the nearest neighbor hopping integral and $t'/t = 0.35$ for La$_{2-x}$Sr$_x$CuO$_4$ (LSCO), $t'/t = 0.40$ for Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ (Bi-2212), and a self energy of the form

$$
\Sigma'' = - \left[ \sqrt{(\alpha \omega)^2 + (\beta T)^2} + \epsilon_0^2 + \epsilon_k^2 \right],
$$

(5)

which is inspired by (but not directly drivable from) the marginal Fermi-liquid (mFL) approach, $\Sigma'' = -\max(\alpha|\omega|,\beta T)$ [23], yield good agreement with photoemission. The chemical potential $\mu(T)$ is adjusted to give the correct filling and a momentum dependent elastic scattering term $c_k$ is additionally included. For $c_0 = 0$, $\Sigma''$ is strictly linear at $T = 0$. With $c_0$ finite $\Sigma''$ varies always quadratically at low energy. We assume that $\Sigma''$ saturates above an energy $\omega_0$ which approximately corresponds to the Joffe-Regel limit equivalent to a mean free path $\ell \approx a$ with $a$ the lattice constant. The real part of the self energy $\Sigma'$ is obtained from Eq. (5) by Kramers-Krönig transformation. In the superconducting state we follow the phenomenology of Inosov et al. [24].

### 3 Results and discussion

We have measured electronic Raman spectra of Bi-2212 and LSCO above and below the “critical” doping $p = x \approx 0.21$ at which the $B_{1g}$ response changes qualitatively. In Bi-2212 we have evidence that the transition is quite abrupt [25,26]. Neither in Tl$_2$Ba$_2$CaCuO$_{6+\delta}$ (Tl-2201) nor in LSCO the doping levels are sufficiently dense to allow this conclusion. However, the crossover in the range of 21% is clearly seen and seems to be one of the generic features of the Raman response in the cuprates [16]. We now try to answer the question in which way this feature can be related to other properties of the cuprates as observed for example in ARPES or transport experiments.

We start with non-superconducting LSCO ($x = 0.26$) and parameterize the self-energy as $\alpha = 1.1, \beta = 2.5, c_0/t = 0.04, c_k = 0$, and $\mu(100 K)/t = 1.3$ to obtain the proper filling and satisfactory agreement with the ARPES spectra [27–29]. In addition, the temperature dependence of the resistivity is well reproduced. With these parameters, optimized for La$_{1.2}Sr_{0.8}CaCuO_4$, and using Eq. (1) we arrive at the Raman spectra shown in Fig. 1. The agreement is remarkable since only a single intensity is set at 150 K. Symmetry and temperature dependence follow then within the model.

It has been shown before that the longitudinal and the Hall resistivity can be reproduced in a Boltzmann approach with similar assumptions [30]. Here, we use full $k$ sums to calculate the spectra at finite energies. The limitation to the Fermi surface would suppress essential
Fig. 1. Temperature dependence of the electronic Raman response of overdoped non-superconducting La$_{1.76}$Sr$_{0.26}$CuO$_4$. The smooth lines represent the phenomenology described in the text and are based on an analytic approximation to the photoemission results.

structures of the spectra originating from the anisotropy of $\xi_k$ and the proximity of the van Hove singularity to $\mu$. The agreement reaches beyond the energy range shown here and leaves only little spectral weight unexplained up to 1 eV. The agreement between various single- and two-particle probes at high doping demonstrates that the self energy alone captures the essential many-body physics and that the lowest order approximation given in Eq. (1) is sufficient for the calculation of response functions.

The only type of microscopic models for $\Sigma$ which qualitatively reproduce the variation with energy and temperature compatible with Eq. (5) are based on fluctuations. They lead to “marginal” behavior with strongly reduced quasiparticle weight, $Z \to 0$, at the Fermi surface, in certain doping and temperature ranges. The marginal Fermi-liquid model (mFL) [23] was the first proposal which predicted expressions similar to Eq. (5). Later, circulating orbital currents were proposed to be the microscopic origin of this phenomenology [31] which may leave an imprint on the Bragg peaks in neutron scattering experiments [32]. Fluctuations of an incipient charge density wave (CDW) [33, 34] or a Fermi surface deformation [35] are also candidates. They lead to Fermi liquid like variations of $\Sigma$ at low temperature, actually well below $T_c$, and predict a strong momentum dependence of the self energy close to the quantum critical point where the transition temperature to the ordered or partially ordered state approaches or extrapolates to zero. In fact, indications of CDW fluctuations, nematic or even long-ranged ordering have been observed in various experiments [36–41].

At high doping, $p > 0.21$, an anisotropy of the self energy is not observed. Upon decreasing the doping level the ARPES spectra show only little variation and even around optimal doping there are well defined quasiparticle peaks on the entire Fermi surface. All changes appear to be continuous [27–29]. In contrast, the $B_{1g}$ Raman spectra change abruptly close to $p = 0.21$ [25, 26]. Since there is no discontinuity in the ARPES spectra around $p = 0.21$ we can use the same model for $\Sigma$ and $\xi_k$ on either side of the crossover. The comparison between the prediction on the basis of the ARPES results and the observed $B_{1g}$ Raman spectra for samples above and below $p = 0.21$ are shown in Fig. 2. In $B_{1g}$ symmetry, the spectra are well described at both doping levels and, beyond that, down to the lowest carrier concentration inside the superconducting dome [16]. The $B_{1g}$ spectra, however, drop considerably below the simulation in the range below 1000 cm$^{-1}$. While the spectral shapes are similar in Bi-2212 and LSCO the overall intensity in LSCO is subject to variations of the cross section due to resonance effects.

The main result here is twofold. (i) A strong interaction sets in below approximately 21% doping which (ii) manifests itself predominantly in the two particle properties. Indications of this interaction have been seen a long time ago by nuclear magnetic resonance (NMR) [42] which measures a similar response function [see Eq. (1)]. With Raman scattering we can additionally
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Fig. 2. Doping dependence of the electronic Raman response of Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ and La$_{2-x}$Sr$_x$CuO$_4$. There is little variation for the $B_{2g}$ spectra. The $B_{1g}$ responses change abruptly at $p \approx 0.21$ and cannot be described any more by spectral functions derived from the ARPES results in lowest order approximation [Eq. (1)].

It has been suggested that an increasing contribution from anisotropic elastic scattering of electrons leads to the dichotomy between nodal ($\pi/2, \pi/2$) and anti-nodal ($\pi, 0$) particles [48,51,52]. We check this proposal here by adding an energy and temperature independent anisotropic scattering rate varying as

$$c_k = c_1 + \frac{c_2}{2}(\cos k_x - \cos k_y)^2.$$  

With $c_1$ and $c_2$ properly selected the variation of the scattering rate on the Fermi surface as used for Tl-2201 [47,53] (but not any more for LSCO [48]) is reproduced to within a few percent. In Fig. 3 we compare the resulting Raman spectra with the experimental data of LSCO at optimal doping. For our choice of parameters the phenomenological curves fit the shape and the temperature dependence of the $B_{1g}$ data reasonably well but deviate now significantly from those in $B_{2g}$ symmetry. In LSCO a fit to the $B_{1g}$ results is still possible since the temperature dependence of the spectra remains metallic. In contrast, the spectra in Bi-2212 exhibit even a slightly insulating variation with temperature around optimal doping [25] and agreement between the calculated and the experimental $B_{1g}$ spectra cannot be obtained any further. We conclude that an elastic term is insufficient to reconcile single- and two-particle properties at optimal doping in the same approximation as at high doping and that dynamic interactions are at the origin of the observed effects. In addition, it is not completely surprising that higher order corrections may become necessary when entering the low doping range.

The reason why the transport data can be reproduced reasonably well in terms of an isotropic Boltzmann approximation [48] is not immediately obvious. The linear dispersion, $c_k \approx v_F(p - p_F)$, around the Fermi momentum $p_F$ and the specific variation of the current vertices used in that approach may be part of the explanation. In earlier studies of the...
Fig. 3. Temperature dependence of the electronic Raman response of optimally doped La$_{1.85}$Sr$_{0.15}$CuO$_4$. The smooth lines represent the calculations. Here, an additional anisotropic contribution from elastic collisions according to Eq. (6) with $c_0 = c_1 = 0$ and $c_2 = 0.1$ is added. The inset in (a) shows the spectral function at the Fermi energy [$A(k, \omega = 0)$] in false-color representation (red high, blue low intensity) for these parameters. The suppression of intensity around $(\pi, 0)$ is much stronger than experimentally observed at this doping level as shown in panel (c) (From Ref. [28] with permission.)

The superconducting response we actually found substantial differences between Fermi surface and $k$ integration. After all, the transport is mainly due to nodal quasiparticles which survive down to at least $p = 0.05$ and may be mostly blind for the effects we find around $(\pi, 0)$.

The most remarkable result here is the continuous versus abrupt changes in ARPES and transport studies and, respectively, in the Raman spectra across the critical doping level of $p \approx 0.21$. Apparently, we encounter a transition from an essentially conventional metallic state to one of strongly interacting electrons. The origin of the dichotomy between single- vs two-particle properties has to remain open at the moment. From the Raman scattering point of view a doping-dependent elastic term can be excluded as an explanation.

Below $T_c$ an additional complication arises. While the $B_{2g}$ response [Fig. 4(a)] is universal, the $B_{1g}$ spectra clearly reflect sample specific behavior and the superconductivity-induced features exhibit a statistically significant sample dependence at a given doping level as shown in Fig. 4(b). More quantitatively, the $B_{2g}$ response [Fig. 4(a)] scales with the individual $T_c$, and is satisfactorily described already by the weak-coupling prediction. There are only small differences in the intensity close to the peak maximum which can be traced back to variations in the impurity concentration [60]. In contrast, the $B_{1g}$ spectra [Fig. 4(b)] clearly reflect sample specific behavior and, beyond that, do not scale with $T_c$, but rather as $(1 - p)$ [18,54–59,61,62]. Moreover, on the basis of results obtained with applied pressure [63] we conclude that internal strain induced by quenched disorder [64] leads to the variation of the $B_{1g}$ spectra below $T_c$. This experimental fact escaped attention so far but may shed light on the origin of the $B_{1g}$ spectra. It is indeed hard to understand their origin in terms of a pure pair-breaking effect.

This qualitative reasoning is fully corroborated by the simulations derived from the ARPES spectra. Here, Eq. (1) must be formulated for superconductivity, and the diagonal (normal) and the off-diagonal (anomalous) parts of the Green function [18] are needed. The self energies have to be derived in the spirit of a strong coupling approach [8,10,21,24]. The agreement with the
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Fig. 4. Electronic Raman response of Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ well below $T_c$ close to optimal doping. The energy is given in units of $k_B T_c$. The hatched area indicates the energy range, where superconducting and normal state spectra merge. The dashed and the full smooth (red) line represents the weak and strong coupling predictions, respectively, for the superconducting gap structures.

$B_{2g}$ spectra is comparable to that of the weak-coupling prediction (Fig. 4(a)). However, there is no agreement between the simulations and the $B_{1g}$ Raman spectra [Fig. 4(b)] although sample Bi-UD92 came from the same source as the one used by Inosov et al. [24] for ARPES. Results for samples from other sources lie more or less inside the pair-breaking peak derived from ARPES but, similarly as in the normal state, the overall experimental intensity is generally too small. The larger intensity may originate in the Fermi liquid like variation of the self energy proposed by Inosov et al. [24] to fit the ARPES spectra which leads also to discrepancies in $B_{2g}$ symmetry above the maximum [Fig. 4(a)]. At lower energies $\Sigma''$ appears to vary closer to linearly [48, 60] rather than quadratically.

4 Conclusions

The quantitative comparison of ARPES and Raman spectra in lowest order approximation yields agreement of the normal-state response above $p \approx 0.21$. The different spectral shapes of the $B_{1g}$ and $B_{2g}$ symmetry are obtained with a momentum independent self energy and can be traced back to the band structure alone, specifically to the proximity of the van Hove singularity to the chemical potential. At $p \leq 0.21$, discrepancies between the single- and two-particle responses are observed predominantly in $B_{1g}$ symmetry while nodal ARPES and $B_{2g}$ Raman spectra remain consistent by and large. The $B_{1g}$ Raman spectra in both the normal state and the superconductivity-induced features are progressively suppressed in a frequency range of at least 1500 cm$^{-1}$. As opposed to transport measurements [30, 48], a momentum dependent constant relaxation term alone which, for instance, could originate from correlated scattering centers [51] is insufficient to explain the differences. We rather conclude, that the origin of the discrepancies is due to dynamic processes. The abrupt onset of renormalization effects in the $B_{1g}$ spectra suggests a crossover controlled by a quantum critical point close to the center of the superconducting dome [25]. A new type of interaction appears which is not fully described by the single-particle selfenergy. It is an interesting question as to whether or not the suppression
of spectral weight has its origin in the same interactions as those which favor a new ground state and induce superconductivity.

Similarly as in the normal state, the $B_{2g}$ responses below $T_c$ look rather conventional and scale with the individual transition temperatures in the entire doping range studied [62]. The explanation in terms of a weak-coupling approach is limited to $\Omega < 2\Delta_0$. In a strong coupling approximation with the selfenergy and the band structure derived from the ARPES results, an energy range of at least a few $\Delta_0$ can be assessed. This is not the case in $B_{1g}$ symmetry. At optimal doping, $p = 0.16$, the pair-breaking features observed by Raman scattering reflect properties of the individual samples and are inconsistent with the single-particle results. This implies that the $B_{1g}$ spectra do not directly and exclusively reflect the maximal gap $\Delta_0$. Rather, pairing correlations induce features close to $2\Delta_0$ and, additionally, seem to activate another excitation which is particularly clearly seen for sample Bi-OPT94. In general, the $B_{1g}$ response appears to provide crucial yet unexplained information for the understanding of the relevant interactions in the cuprates.
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