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Abstract—The input space complexity determines the model’s capabilities to extract their knowledge and translate the space of attributes into a function which is assumed in general, as a concatenation of non-linear functions between classes that directly affect the model’s training. As a consequence, the model tends to overfit the input set. In this research, we suggest the D-vine Copula Auto-Encoder (VCAE) as a tool to estimate the latent space distribution under the presence of backdoor triggers. Since no assumptions are made on the distribution estimation, like in Variational Autoencoders (VAE). It is possible to observe the backdoor stamp in non-attacked categories randomly generated. We exhibit the differences between a clean model (baseline) and the attacked one (backdoor) in a pairwise representation of the distribution. The idea is to illustrate the dependency structure change in the input space induced by backdoor features. Finally, we quantify the entropy’s changes and the Kullback–Leibler divergence between models. In our results, we found the entropy in the latent space increases by around 27% due to the backdoor trigger added to the input.

Index Terms—Adversarial examples, machine learning attacks, deep learning attacks, poisoning, Trojans, backdoor, VAE, copulas, generative process.

I. INTRODUCTION

Advances on Machine and Deep Learning models have positioned those techniques in an accelerated momentum process, gaining attention in the scientific community due to the diversity of applications [1]. Pre-trained models and methods such as transfer learning have provided access to practitioners willing to reduce training time and computational cost required for models with a large number of parameters and big data sizes. However, it opens new possibilities of Cyber data attacks in terms of fairness and poisoning [2]. In most cases, final users can not validate if the model is free off adversarial or backdoor attacks. A situation reflected in a survey published in 2020 by [3] over 28 organizations from different sectors. They found that 25 out of those surveyed companies “do not have the right tools in place to secure their ML systems and are explicitly looking for guidance”. Only two of the surveyed companies reported they developed their ML models from scratch.
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As artificial intelligence models have grown, the diversity of attacks has also evolved. According to [5], ML attacks can be classified based on when the attack happens. When it happens before the training process, they are called poisoning or backdoor. If they are executed after the model is trained, they are known as inference time or adversarial attacks. The attacker’s intention in the former is to produce a misclassification of the model denying access to one particular category or forcing the model to generate the same response if a trigger is present. On the other hand, adversarial attacks are intended to exploit the model’s vulnerabilities by using corrupted inputs to gain access as if they were a valid entrance.

Most of the applications for ML models found in the literature are related to image classification [6]. Several challenges can be mentioned in the image domain. One of the relevant is the number of dimensions and the relationship between pixels. As it is expected, their dependency structure is not linear. Therefore, most of the models developed to classify images are based on a concatenation of layers linked by non-linear functions. Other types of models are designed to translate the problem into a lower-dimensional representation of the input. This family is called generative models since their goal is to recreate new images based on the input space. See for instance [7] where authors suggest the variational inference approach to estimate the latent space distribution of the autoencoder. Another relevant reference in this area is presented by [8]. In their research, authors generate attacked images using variational auto-encoders (VAE) and VAE-GAN tested on a different data set, as an alternative adversarial generation.
The limitation with the variational autoencoders approach is the rigid constraints imposed on the latent space to estimate its distribution. As it is pointed out by [4], in this regard, we consider the Vine Copula Autoencoders (VCAE) proposed by these authors to overcome the restrictions associated with the backpropagation method. Our contribution is the study of the footprint effect induced in the latent space due to backdoor attacks to better estimate its distribution. The VCAE model considered is depicted in figure 1. The dimensional reduction of the input generated by the AE after training is used as input to the D-vine copula method. It estimates the latent space distribution by a process in pairs illustrated in the methodology section. To evaluate the backdoor effect, we generate two models, a baseline AE trained on clean data and another model with one category fully attacked with a backdoor trigger. The Kullback–Leibler divergence of the latent distributions between both models is computed to measure the changes between inputs induced by the backdoor attack. In order to track the backdoor and the D-vine method as a generative process to detect the attack. Clean data is used in an attacked model to produce the latent space distribution. A better representation of a situation where an attacked model is provided with a clean data set for testing. Although the data used do not have any backdoor feature, samples generated by the generative process depicted in figure 1 exhibit the trigger shape, not only in the attacked category but also in other categories that share some similarities with the target input. This confirms the attack is present in the model’s parameters as it is suggested by [9].

To the best of our knowledge, this is the first research that considers the VCAE to estimate the latent domain distribution under the backdoor attacks. This paper is constructed as follows: the first section defines proper the motivations to use VCAE instead of VAE to estimate the distribution in the latent space. Next, a brief introduction of the D-vine copula approach is presented. Then, the methodology is described, followed by the last section illustrating experimental results in detail. Finally, conclusions and future work are discussed.

II. Motivation and Related Work

Deep neural networks (DNN) are defined as highly expressive architectures able to identify the semantic information presented in the input data set. In different fields, DNN has become the state of the art for image, speech, and text classification. However, a small perturbation in the training set can lead to an increment in the prediction error. As it was initially stated by [10], the effect of a specific perturbation is not a random artifact of learning, but it causes the same effect applied in a different subset of the input in another architecture. This property is formally defined as adversarial transferability by [11] using as hypothesis the dependency relationship between sequences of the same distribution and their implications on similar models.

Although the transferability property is fundamentally based on the distribution, most of its application is found on the training process and in the architecture design [6]. The reason is mainly associated with the DNN response under attacks. In the case of Backdoors, the attacker introduces a trigger pattern in a group of images to produce a misclassification in the model towards a specifics category. As it is expected, the trigger forces an overlapping between categories due to the complexity increment in the data set, as it is pointed out by [12]. In their research, authors demonstrate that backdoor models are more sensitive to input noise, providing a particular fingerprint in the attacked category. [13] illustrate this idea by developing a metric of complexity in the data set. They suggest that in the presence of a complex task, the model is forced to memorize the input set through overfitting the input. This behavior unbalances the trade-off between bias and variance during the training step which reduces the model’s generalization capability.

An appropriate evaluation of the input space distribution is fundamental to evaluate the implications of backdoors in the model. However, it is limited to the number of dimensions. From the inferential point of view, density estimation methods require either several assumptions or intensive computational costs, such as Bayesian or Variational statistics [14], [15]. Other approaches are focused on space reduction such as Principal Component Analysis (PCA). Applications of this method to estimate the distribution can be found in [16], where authors present a mixture of probabilistic principal component analysis for the density estimation. Alternatively, [17] consider PCA to detect adversarial samples. They observe an increment in the importance of lower-ranked components due to adversarial features added to the data. This application, besides being useful on detecting adversarial features, provides empirical evidence of the changes due to dissimilar elements in the data. Other methods are focused on illustrating the distribution of similarities between elements in the same category. One of the most popular applications in this area is the t-SNE method proposed by [18]. In this approach, the neighborhood distance between elements is measured by the $t-$distribution.

Generative Adversarial Networks (GAN) is a popular method to create new versions of an input image with a high level of quality. However, the generated model is intractable from the statistical perspective since the distribution is embedded in a fully connected set of parameters linked by nonlinear functions [19].

On the other hand, Variational Autoencoders (VAE) is a direct model that approximates the input distribution by using gradient-based methods. It trains an encoder and a decoder simultaneously. Nevertheless, some assumptions that limit
the statistical study should be made in order to train the model. In figure 2, the probabilistic graphical representation for the encoder and decoder process is displayed. The generative process behind is to train a model able to infer the distribution of \( z \in \mathbb{R}^n \) from the sample \( x \in \mathbb{R}^m \) by the encoder process \( q_\theta(z|x) \). Then, samples from \( z \) are used to reproduce the input image through the decoder process \( p_\theta(x|z) \).

The usual choice for \( q_\theta(z|x) \sim N(\mu(x;\phi), \Sigma(x;\phi)) \) [20]. \( \mu(x;\phi) \) and \( \Sigma(x;\phi) \) are arbitrary deterministic functions with parameters computed by the fully connected layers in the encoder stage optimized by the stochastic gradient descent via Backpropagation. However, this method is not designed to handle random variables in the parameters as was stated by [20]. Besides, the optimization procedure does not guarantee the resulting covariance matrix \( \Sigma(x) \) to be positive definite. To overcome these limitations, the following reparametrization trick is considered to estimate the distribution in the latent space [20]:

\[
z = \mu(x) + \epsilon \sqrt{\Sigma(x)}, \quad \epsilon \sim N(0, I) \tag{1}
\]

Notice from the equation [1] the random behavior in the latent space is reduced to the standard normal distribution with no dependency between variables of \( z \). Therefore, the generative process described in the VAE is based in a small random noise added to \( \Sigma(x) \) and \( \mu(x) \). Beyond a merely statistical discussion, the dependency structure (the covariance matrix in this case) should contain most of the information presented on individual elements (in the case of images, the relationship between individual pixels) rather than their absolute value only [21]. Therefore, in order to produce an appropriate inference of the input in the latent space, it is imperative to provide more flexibility to the dependency assembly.

[4] suggests an alternative procedure to estimate the latent space distribution without considering prior assumptions. In their model, authors use the reduced representation provided by the encoder layer of an AE as the vine copula input. Since the backpropagation is not considered to produce the copula’s parameters, the limitations discussed above not hold. The new model is titled Vine Copula Autoencoders or VCAE. According to the authors is computationally efficient compared to other generative models such as GAN or VAE.

A relevant attribute of copulas is its ability to catch complex dependencies from the data. They are known to produce complex features, such as: Gaussian, Student’s t, Clayton and Gumbel. The first two do not have a simple closed-form, while the last two have it (also called Archimedean copulae). Please refer to [23] for more details and models definitions about copulas. Assuming all densities exist, the joint distribution of \( f(x) \) can be written as [4]:

\[
f(x_1, \ldots, x_n) = \prod_{i=1}^{n} f_i(x_i) \tag{5}
\]

Notice from [2] the joint density can be factorized on simpler conditional distributions of one variable depending on the rest. The key idea behind the vine copula method. [30] proposes the pair copula construction (PCC) as a flexible procedure to model high-dimensional distributions [27]. It corresponds to a hierarchical method where the conditional distribution of pairs is computed in a tree structure. According to [30], there are two compositions. If one dimension is relevant, the conditional...
distributions depend on that variable. This family of models is called canonical or C-vine copulas. In contrast, if any variable is not relevant, they are known as D-vine copulas. Following the same method proposed by [34], the joint density for the latent space consider here is estimated by the D-vine approach.

To illustrate the method, suppose a latent space of four dimensions is represented by the sequences $X = (x_1, x_2, x_3, x_4)$. One suggested D-vine arrangement is exhibited in figure 3. Notice that there are 12 possible configurations for this space [28]. Three different trees are required to produce the joint distribution based on the D-vine copula. Nodes represent the marginal distributions and edges the bi-variate copula. In the first tree, marginal distributions are used to compute the copula function in pairs of input marginals. Therefore, $C_{12} = C_{12}(F(x_1), F(x_2))$ represents the joint copula between marginal distributions $f(x_1)$ and $f(x_2)$ and so on. The final distribution for $X$ is expressed as [28]:

$$f(x_1, x_2, x_3, x_4) = f(x_1)f(x_2)f(x_3)f(x_4)$$

(6)

it means, the multivariate density for $X \in \mathbb{R}^n$ can be written as:

$$f(x_1, \ldots, x_n) = \prod_{k=1}^{n} f(x_k) \prod_{j=1}^{n-1} \prod_{i=1}^{n-j} C_{i,j+i|1,\ldots,i+j-1}$$

(7)

where,

$$C_{i,j+i|1,\ldots,i+j-1} = \mathcal{C} \left[ F(x_i|x_{i+1}, \ldots, x_{i+j-1}), F(x_{i+j}|x_{i+1}, \ldots, x_{i+j-1}) \right]$$

(8)

Other applications of high dimensional representation of D-vine copulas not associated to latent space distribution can be found in the literature, see for instance [31], [32] and [33].

IV. METHODOLOGY

Autoencoders (AE) has been successfully used for dimensionality reduction [34]. It is considered a special case of feedforward methods, trained by the backpropagation approach [21]. The model is composed of two parts. In the first one, the input is assigned to a function $h = e(X) : \mathbb{R}^m \rightarrow \mathbb{R}^n$; $m > n$, in charge of producing the latent space $h$. This layer is called encoder. The second layer is responsible for reconstructing $X$ from $h$. It is called the decoder layer and is defined by the function $r = d(h) : \mathbb{R}^n \rightarrow \mathbb{R}^m$. An AE model is considered successfully if the reconstructed image is close in distance to the original input $X = r : r = d(e(X))$. A graphical representation of the AE described here is exhibited in figure 4. The learning process followed by the AE is given by:

$$\min \mathcal{L} [X, d(e(X))]$$

(9)

where $\mathcal{L}$ is the loss function. In our implementation, two fully connected layers are considered for the encoder and decoder respectively using the linear operation as the connector. They are defined as follow:

$$h = e(X) = \left[ X^T_{1 \times m} W^{(1)}_{m \times p} \right] W^{(2)}_{p \times n}$$

(10)

$$r = d(h) = \left[ h^T_{1 \times n} W^{(3)}_{n \times p} \right] W^{(4)}_{p \times m}$$

(11)

Notice from 10 and 11 matrices $W^{(i)} : i \in \{1, \ldots, 4\}$ are the model parameters optimized on (9). The input $X$ commonly corresponds to a flatten representation of images in $\mathbb{R}^{s \times t}$, where the resulting input vector $x \in \mathbb{R}^m : m = s \times t$.

In this research, the AE model is trained using Pytorch in a GPU system, while the joint distribution of the latent space $h$ defined on (2) is estimated by the Python package pyvinecopulib[2]. New $X$ samples are produced by the generative process:

$$r' = d(h), \quad h \sim f(e(X))$$

(12)

where $f(\cdot)$ corresponds to the estimated joint distribution of the latent space and parameters $W^{(2,4)}$ are obtained from the AE model. Marginal distributions are empirically computed by the pyvinecopulib package. A general procedure for the VCAE implemented for a data set $\mathcal{D} \in \{x_i, y_i\}_{i=1}^{N}$ is depicted in algorithm 1. In the first section, parameters for the AE in 10 and 11 are optimized by the backpropagation method. In the second section, the latent space distribution is estimated by the D-vine copula approach, it includes the generative sampling process.

To evaluate the changes in the latent space due to backdoor attacks, two models are trained with algorithm 1. In the first one, the latent space distribution $P = f(X)$ is estimated from the original MNIST data set $\mathcal{D}$. This model is called baseline. The second model is trained with all inputs in the target category $t \in y$ attacked with a rectangle pattern located in the bottom right section of images. The estimated distribution of the latent space for this model is denoted by $Q = f_p(X)$ and the backdoor data is labeled as $D_p = \{(x_i, y_i)_{y_i \neq t} N_{i=1} \cup \{(x_{pi}, y_{i} = t)\}_{i=1}^{N}$, where only the input $x$ of the target is attacked.

Finally, the Kullback-Leibler divergence is computed to quantify the latent space difference between both distributions. It is defined as follow:

$$KL(P||Q) = \sum_k P_k \log \left( \frac{P_k}{Q_k} \right)$$

(13)

de spite it is not a proper distance metric. It is widely use to quantify the additional information in $P$ relative to $Q$ [35].

V. BACKDOOR DETECTION EXPERIMENTS AND RESULTS

The implemented AE for each model (baseline and backdoor) has the following characteristics: $m = 784$, $p = 64$ and $n = 5$. It is trained on 100 epochs considering the Adam optimizer with a learning rate of $1E^{-3}$ and the MNIST data set $\mathcal{D}$. The

https://github.com/vinecopulib/pyvinecopulib
Algorithm 1 VCAE implementation and generative process

Require: Input data \( \mathcal{D} \) and \( \text{num\_epochs} \)

if \( X \in \mathbb{R}^{n \times t} \) then
    Flat \( X \) into one dimensional vectors in \( \mathbb{R}^{n} \)
end if

AE training:

for epoch < \( \text{num\_epochs} \) do
    \[ W^{(i)} = W^{(i)} - \eta \frac{\partial \mathcal{L}(X, \hat{X}(\theta(X)))}{\partial W^{(i)}} \quad : \quad i \in \{1, 2, 3, 4\} \]
    \{Backpropagation\}
end for

Latent space distribution estimation (D-Vine copula):

for \( j \) to \( N \) do
    \[ h_j = e(x_j|W^{(1)*}, W^{(2)*}) \]
end for

\( H = [h_1, \ldots, h_N] \)

Compute the D-vine copula in (7) using \( H \) as input

return \( f(h) : \mathbb{R}^n \to [0, 1] \), the latent space distribution

Generative process for VCAE:

Considering \( F^{-1}(u) \) as the inverse of the CDF of \( f(h) \) and a \( g \) number of required samples

for \( k \) to \( g \) do
    \[ h = F^{-1}(u) \]
    \[ r = d(h|W^{(3)*}, W^{(4)*}) \]
end for

Latent space Entropy and Kullback-Leibler divergence for the configurations used in this research. The Entropy’s percentage change and the KL are computed using the baseline model as a reference.

| Latent space          | Entropy | Change  |
|-----------------------|---------|---------|
| Baseline              | 0.4225  |         |
| Backdoor              | 0.5370  | 27.10%  |
| Backdoor tested with clean data | 0.4811 | 13.87%  |

Latent space distribution of the attacked model and a small sample set of clean data for particular areas in the pairwise representation. Besides, it is the space, while the last one is highly concentrated in some

In the former, it is observed a wider spread concentration in \( Q \) and the baseline compared to the backdoor tested with clean data. Although clean data is used to estimate the D-vine copula function. As it is exhibited in figure 8. Notice that no label information is used to train the AE. It means the backdoor attack affects the latent space distribution in those categories with a high level of similarities without any information about the labels. In this case, numbers 0, 5, and 7 share some curvatures that make them sensitive to the attack. This behavior can be considered as a fingerprint of the backdoor pattern present in the model parameters \( W^{(1)} \).

Finally, the entropy of the latent distribution for the baseline, backdoor, and backdoor tested with clean data is shown in Table I. The smallest entropy is exhibited by the baseline latent distribution, while the backdoor model tested with clean data and attacked data are the second smallest and the largest value respectively. It indicates that the backdoor increases the data complexity of the input set as it was suggested by [13], [36], [37].

The Kullback-Leibler divergence between the latent distributions is also presented in Table I. It is smaller for the baseline compared to the backdoor tested with attacked data. We presume it is related to the distortion of using not previously seen data in the backdoor model which may induce an increment in the latent space deviation from the baseline distribution.

A. A practical limitation of the VCAE model for the latent distribution study:

In a two units GPU system, training the AE and producing the latent space distribution by the D-vine copula for a sample of \( \mathcal{D} \) and the encoded function:

\[
\mathbf{h}_p = c_p(\mathbf{X}) = \left[ \mathbf{X}^T_{1 \times m} \right] \left[ W^{(1)p}_{m \times p} \right] \left[ W^{(2)p}_{p \times n} \right]
\]

where \( W^{(1,2)p} \) corresponds to the encoder parameters of the backdoor model and \( \mathbf{X} \) the clean data.

Interestingly, the generative model based on \( \mathbf{h}_p \) is able to reproduce the backdoor trigger on new samples of the target class and in other non-attacked categories. Although clean data is used to estimate the D-vine copula function. As it is exhibited in figure 8. Notice that no label information is used to train the AE. It means the backdoor attack affects the latent space distribution in those categories with a high level of similarities without any information about the labels. In this case, numbers 0, 5, and 7 share some curvatures that make them sensitive to the attack. This behavior can be considered as a fingerprint of the backdoor pattern present in the model parameters \( W^{(1)} \).

Finally, the entropy of the latent distribution for the baseline, backdoor, and backdoor tested with clean data is shown in Table I. The smallest entropy is exhibited by the baseline latent distribution, while the backdoor model tested with clean data and attacked data are the second smallest and the largest value respectively. It indicates that the backdoor increases the data complexity of the input set as it was suggested by [13], [36], [37].

The Kullback-Leibler divergence between the latent distributions is also presented in Table I. It is smaller for the baseline compared to the backdoor tested with attacked data. We presume it is related to the distortion of using not previously seen data in the backdoor model which may induce an increment in the latent space deviation from the baseline distribution.

Fig. 5. Backdoor data \( \mathcal{D}_p \) used to train the AE. The target category \( t = 0 \) is attacked with a rectangle pattern located in the bottom right section of the image.

Fig. 6. Backdoor detection experiment based on the vine copula generative model. The latent space distribution of an attacked AE is estimated with the clean data \( \mathcal{D} \). A more realistic scenario where the attacker only provides a pre-trained model and a small set of clean data for testing.
Fig. 7. Effect of one perturbed category in the latent space for a coded space of five dimensions on a pairwise joint distribution representation. In figure a) the baseline space is exhibited while the backdoor space is presented in figure b). It is evident the alterations in the dependency structure due to the backdoor attack included in just one category $t = 0$.

of 5000 images takes no more than a couple of minutes, even for more than 5 dimensions in the latent space. It includes the generative process of new samples based on the input set. The biggest limitation is found in the latent distribution evaluation in a reasonable number of points to produce the pairwise comparison and to estimate the KL divergence. We considered 50 points from the uniform distribution $U \sim [0, 1]$ required as input for the copula in each dimension of h. In our experiments, the latent space has only 5 dimensions. Resulting in matrices of around 20 Gigabytes of RAM. Since we evaluated three latent distributions, it was required a system with at least 60 Gigabytes of RAM. The memory requirements increase notably in bigger dimensions, where the required RAM memory to evaluate the latent space may reach easily several hundreds of Gigabytes in the RAM unit.

VI. CONCLUSIONS AND FUTURE WORK

We have presented a method that can be used to estimate the changes in the input complexity induced by the backdoor attacks. It consists of the traditional autoencoder as a tool to reduce the space dimensionality trained by the back-propagation method. Since the latent space distribution is not included in the AE optimization process. No constraints are imposed on the density estimation leading to a more flexible representation of the space and its dependency structure. It shows that VCAE is a promising method to infer multidimensional distributions in the latent space with a relatively low computational cost.

Our first contribution is based on the quantification of changes in the complexity of backdoor data in a reduced space. It provides an accessible display capability by using the pairwise representation. Besides, the input’s entropy and the deviation between models though the Kullback-Leibler divergence reflect the complexity increment of the input set. Our second contribution is to consider the VCAE as a generative model to identify the backdoor trigger included in the attacked model, and its reproduction in the target category and non-target ones with similar shapes to the clean set.

As future work, the suggested method will be evaluated on other data sets at different levels of attacks. It could illustrate the advantages and disadvantages of the suggested methodology to identify backdoor and to illustrate its effect on the model.
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