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Abstract

We consider two-dimensional steady periodic gravity waves on water of finite depth with a prescribed but arbitrary vorticity distribution. The water surface is allowed to be overhanging and no assumptions regarding the absence of stagnation points and critical layers are made. Using conformal mappings and a new reformulation of Bernoulli’s equation, we uncover an equivalent formulation as “identity plus compact”, which is amenable to Rabinowitz’s global bifurcation theorem. This allows us to construct a global connected set of solutions, bifurcating from laminar flows with a flat surface. Moreover, a nodal analysis is carried out for these solutions under a certain spectral assumption involving the vorticity function. Lastly, downstream waves are investigated in more detail.
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1 Introduction

The water wave problem concerns the motion of an inviscid, incompressible, and homogeneous fluid with a free surface. For wavelengths beyond a few centimeters, gravity is the dominating restoring force and it is therefore a good approximation to consider pure gravity waves and ignore the effects of surface tension when focusing on large-scale features. Using global bifurcation theory, we consider the classical problem of the existence of large-amplitude two-dimensional periodic steady waves. In contrast to the many previous studies on the subject, the present paper for the first time simultaneously allows for a general vorticity distribution, stagnation points and arbitrarily many critical layers, and overhanging profiles of the free surface. We first provide a short overview of the extensive literature on this or similar problems.

In the previous century, mostly irrotational flows were considered, which enjoy the advantage of being thoroughly treatable by tools of complex analysis, because the water velocity can be written as the gradient of a harmonic potential. We refer to [28, 30, 50] for surveys on irrotational water waves. However, in many situations it is important to take vorticity into account, for example, in the presence of underlying non-uniform currents. When vorticity is included, it was unclear for a long time how to leave the regime of small perturbations of configurations with a flat surface. The breakthrough in this direction is
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due to Constantin and Strauss [12], who utilized the semi-hodograph transformation of Dubreil-Jacotin [18]. However, such a transformation a priori precludes the presence of overhanging profiles, stagnation points, and critical layers. After that, similar problems, for example also taking into account capillary effects and/or stratification, were considered in the same spirit, see [33, 54] and [26, 57, 58, 59], respectively.

In order to overcome the inherited downsides of the above-mentioned semi-hodograph transformation and to allow for stagnation points and critical layers, many papers use a “naive” flattening transform, where on each vertical ray the vertical coordinate is scaled to a constant; see [1, 22, 24, 25, 33, 38, 40, 52, 55]. Consequently, a drawback of this naive flattening is that it needs the surface profile to be a graph and can thus not allow for overhanging waves.

However, numerical studies [19, 20, 45, 46, 49, 51] and recent rigorous results [34, 35] show the existence of waves with overhanging surface profiles in the case of constant vorticity. Therefore, such profiles should also be expected when the vorticity distribution is more general than just being constant. Then, when one wants to allow for stagnation points and critical layers, and also for overhanging waves, the typical strategy is to use a conformal change of variables. This is classical in the irrotational context and can be used to reformulate the problem either as a singular integral equation for the tangent angle of the free surface [28, 30, 50] or as a nonlinear pseudodifferential equation for the surface elevation in the new variables introduced by Babenko [5] (see also [28, 30] and references therein). The latter approach was extended to constant vorticity by Constantin and Vărvărucă in [15] and then utilized, together with Strauss, in [13] to obtain pure gravity water waves of large amplitude. A key idea here was to reformulate the problem elegantly as a Riemann–Hilbert problem, which, however, relies heavily on the vorticity being constant. In the same spirit, certain stratified waves were constructed in [29], and local bifurcation for capillary-gravity waves with constant vorticity was investigated in [42]. We also like to mention [31] for results on global bifurcation for solitary waves with constant vorticity. There, the authors write the problem as elliptic equations for the (imaginary part of the) conformal map and some quantity related to the stream function. Interestingly, those elliptic equations are purely local, while typically nonlocal terms appear in the previous approaches building upon [13]. Our formulation, from this point of view, can be seen as a hybrid since it consists of local as well as nonlocal ingredients. The authors of [31] also mention that their approach can be generalized to arbitrary vorticity distributions, but do not carry this out.

In this paper, we will also use a conformal change of variables, thus allowing for stagnation points, critical layers, and overhanging profiles. The novelty here is however that we impose no assumption on the vorticity distribution, except for a very mild regularity assumption to be specified later, while, as mentioned above, previous papers in this direction only considered the case of constant vorticity. A very delicate issue is to reformulate the problem such that it becomes amenable to a certain global bifurcation theorem in order to construct steady water waves of large amplitude. Let us quickly review the different strategies in this regard that are typically pursued in the literature. First, degree theoretic methods using the Healey–Simpson degree and Kielhöfer degree, respectively, were used in [12] and [59], respectively, albeit relying on the semi-hodograph transform
in order to prove admissibility of the nonlinear operator. Second, analytic global bifurcation, going back to Dancer [16] and Buffoni and Toland [6], was, for example, used in [13, 52] to construct a global continuum of solutions, and has the advantage of producing a curve of solutions admitting locally a real-analytic reparametrization. However, to this end the occurring nonlinear operators have to be analytic; this, in turn, requires that the vorticity function be real-analytic unless the semi-hodograph transform has been applied in the first place. Third, also the global bifurcation theorem of Rabinowitz [44, 36] has been utilized, where the operator equation needs to have the form “identity plus compact”, so that the problem has to be reformulated suitably. In this spirit, the strategy of [32, 43] was to invert the curvature operator in order to “gain a derivative”, crucially relying on the presence of surface tension; however, restricted to the case where the surface profile is a graph, and where the vorticity function satisfies a monotonicity assumption, thus giving rise to a reformulation via reduction to the boundary. We also mention [4] where a similar strategy is used for vortex sheets in the irrotational context, allowing for overhanging waves and using a reformulation as a nonlinear singular integral equation in terms of the tangent angle. Then, the paper [56] first allowed for arbitrary vorticity, stagnation points, critical layers, and overhanging profiles, also crucially making use of nonzero surface tension to derive an “identity plus compact” operator equation via a novel reformulation of Bernoulli’s equation. The main goal of the present paper is to extend this strategy and the results to the pure gravity case. To this end and what may seem surprising, we uncover yet another reformulation as “identity plus compact”, however, without making use of (the absent) surface tension. Interestingly, this formulation appears to be new even in the irrotational case.

Our paper is organized as follows: In Section 2, we state the problem, some preliminary tools, the functional-analytic setting, and our reformulation. We clarify, motivate, and justify this reformulation then in Section 3. Having the new operator equation at hand, we proceed in Section 4 with the investigation of local bifurcation, while deferring the proofs to Appendix A since the local theory is already well understood and not the main motivation of the present paper. Then, more importantly, we construct in Section 5 large amplitude solutions, applying the global bifurcation theorem of Rabinowitz, and investigate which alternatives for the global solution curve can occur; see Theorem 5.1. The nodal properties of our constructed solutions are analyzed in more detail in Section 5.2, leading to a strengthening of the results obtained in Theorems 5.1; this, however, requires at least the spectral assumption (5.5). Finally, we prove in Section 5.3 that so-called downstream waves have in fact a unidirectional flow and cannot overhang. For completeness, we also present an analytic global bifurcation result, Theorem C.1, with somewhat stronger conclusions under the assumption that the vorticity function is real-analytic. In order not to disrupt the flow of the paper, this is presented in Appendix C. The abstract global bifurcation theorems that we use are recorded in Appendix B. Finally, Appendix D contains a more detailed analysis of one of the alternatives in the global bifurcation result, degeneration of the conformal map.

Let us already state here, somewhat informally in words, the main results of this paper. For more precise statements we refer to Theorems 5.1 and 5.6.
Main Theorem. For any vorticity function with bounded first derivative, let us assume that small-amplitude waves (that is, small perturbations of configurations with a flat surface) have already been constructed (the theory in the small being, as mentioned above, already well understood). Then such a local family of solutions can be extended to a global family of solutions, along which one of the following alternatives occurs:

- The solution set is unbounded in the sense that the bifurcation parameter (here, the horizontal velocity at the free surface of the underlying laminar flow) becomes unbounded, or a certain Hölder norm of the function parametrizing the free surface becomes unbounded, or the total vorticity measured in $L^p$ becomes unbounded.
- The solution set loops back to a configuration with a flat surface.
- The (conformal) change of variables becomes degenerate.
- The solution set contains a wave with self-intersecting surface profile.
- The solution set contains a wave whose surface intersects the flat bed.

Under additional assumptions on the vorticity function, much more can be said about structural properties of the waves, eliminating some of these alternatives. For example, if the conditions (5.21) are satisfied, then the height of the surface profile is always monotone from crest to trough, the solution set cannot loop back to a configuration with a flat surface, the surface can never intersect the flat bed, and self-intersection of the surface has to occur exactly above a trough. In particular, this holds in the case of affine linear vorticity functions with non-positive slope, including constant vorticity.

2 Statement of the problem and preliminaries

Some notation Let us first introduce some notations that will be used throughout this paper. For a given open set $\Omega \subset \mathbb{R}^n$, $n \in \mathbb{N} := \{1, 2, \ldots\}$, and parameters $k \in \mathbb{N}_0 := \mathbb{N} \cup \{0\}$, $0 < \alpha \leq 1$, we denote by $C^{k,\alpha}(\Omega)$ the usual Hölder space (Lipschitz space if $\alpha = 1$), that is, the space of functions on $\Omega$ having derivatives up to order $k$ such that all derivatives of order $k$ are Hölder continuous with parameter $\alpha$. These spaces are equipped with the usual norm

$$\|f\|_{C^{k,\alpha}(\Omega)} = \sum_{|\beta| \leq k} \sup_{\Omega} |D^\beta f| + \sum_{|\beta| = k} \sup_{x, y \in \Omega, x \neq y} \frac{|D^\beta f(x) - D^\beta f(y)|}{|x - y|^\alpha}.$$ 

The index “loc” in, for example, $C^{k,\alpha}_{\text{loc}}(\Omega)$ indicates that such functions are locally of class $C^{k,\alpha}$, that is, elements of $C^{k,\alpha}(\Omega')$ for all open, bounded sets $\Omega' \subset \mathbb{R}^n$ such that $\overline{\Omega'} \subset \Omega$. Furthermore, for $\Omega$ and $k$ as above and $1 \leq p < \infty$, $W^{k,p}(\Omega)$ denotes the usual Sobolev...
space (Lebesgue space if \( k = 0 \)) equipped with the standard norm

\[
\|f\|_{W^{k,p}(\Omega)} = \left( \sum_{|\beta| \leq k} \int_\Omega |D^\beta f|^p \right)^{1/p}.
\]

We use the usual abbreviations \( L^p = W^{0,p} \) and \( H^k = W^{k,2} \). Henceforth, \( 0 < \alpha < 1 \) is arbitrary and fixed. Moreover, we write \( S \) for the operator evaluating functions \( f \), which are defined (at least) for \((x, y) \in \mathbb{R} \times \{0\}\), at \( y = 0 \), that is,

\[
Sf := f(\cdot, 0).
\]  

Furthermore, we denote (partial) derivatives by lower indices; for example, \( f_x \) is the (partial) derivative of \( f \) with respect to \( x \). Finally, we will denote by \((X, Y)\) coordinates in the physical domain and by \((x, y)\) coordinates in the flattened domain, which is

\[
\Omega_h := \mathbb{R} \times (-h, 0)
\]  

for some \( h > 0 \); they are related to each other via a conformal map, which we will explain in more detail later.

The equations Our problem reads in the so-called stream formulation as follows (see \cite{9}, for example):

\[
\Delta \psi = -\gamma(\psi) \quad \text{in } \Omega, \quad \Delta \psi = 0 \quad \text{on } S,
\]

\[
\frac{|
abla \psi|^2}{2} + g(Y - h) = Q \quad \text{on } S,
\]

\[
\psi = 0 \quad \text{on } S,
\]

\[
\psi = -m \quad \text{on } Y = 0.
\]

Here, \( \psi \) is the stream function, which is assumed to be \( L \)-periodic in \( X \) (where the period \( L > 0 \) is fixed; we abbreviate \( \nu := 2\pi/L \)) and which gives rise to the velocity field \((\psi_Y, -\psi_X)\) in a frame moving at a constant wave speed. Moreover, \( \gamma \) is the vorticity function satisfying (this is the only assumption we shall always impose on \( \gamma \))

\[
\gamma \in C^{1,1}_{\text{loc}}(\mathbb{R}), \quad \|\gamma\|_{\infty} < \infty,
\]

\( g > 0 \) is the gravitational constant, \( \Omega \) is the a priori unknown \( L \)-periodic fluid domain bounded by the free surface \( S \) and flat bed \( \mathbb{R} \times \{0\} \), \( h > 0 \) is the conformal mean depth of \( \Omega \), and \( Q, m \in \mathbb{R} \) are constants; in physical language, the Bernoulli constant \( Q \) is related to the hydraulic head \( E \) and the (constant) atmospheric pressure \( p_{\text{atm}} \) via \( Q = E - p_{\text{atm}} - gh \), and \( m \) is the relative mass flux.
Parametrization of the fluid domain by a conformal map  Let us briefly clarify the notion of conformal mean depth and provide a very important preliminary result on conformal mappings. To this end, we introduce the $L$-periodic Hilbert transform on a strip with depth $h$, given by

$$C_h^L u(x) = -i \sum_{k \neq 0} \coth(k \nu h) \hat{u}_k e^{ik \nu x}$$  \hspace{1cm} (2.4)

for an $L$-periodic function

$$u(x) = \sum_{k \neq 0} \hat{u}_k e^{ik \nu x}$$

with zero average.

**Lemma 2.1.** Let $\Omega \subset \mathbb{R}^2$ be an $L$-periodic strip-like domain, that is, a domain contained in the upper half plane such that its boundary consists of the real axis $\mathbb{R} \times \{0\}$ and a simple curve $S = \{(u(s), v(s)) : s \in \mathbb{R}\}$ with $u(s+L) = u(s) + L$, $v(s+L) = v(s)$, $s \in \mathbb{R}$. Then:

(i) There exists a unique positive number $h$ such that there exists a conformal mapping $H = U + iV$ from the strip $\Omega_h = \mathbb{R} \times (-h,0)$ to $\Omega$ which admits an extension as a homeomorphism between the closures of these domains, with $\mathbb{R} \times \{0\}$ being mapped onto $S$ and $\mathbb{R} \times \{-h\}$ being mapped onto $\mathbb{R} \times \{0\}$, and such that $U(x+L,y) = U(x,y) + L$, $V(x+L,y) = V(x,y)$, $(x,y) \in \overline{\Omega}_h$.

(ii) The conformal mapping $H$ is unique up to translations in the variable $x$ (in the preimage and the image).

(iii) $U$ and $V$ are (up to translations in the variable $x$) uniquely determined by $w = V(\cdot,0) - h$ as follows: $V$ is the unique ($L$-periodic) solution of

$$\Delta V = 0 \hspace{1cm} \text{in } \Omega_h, \hspace{1cm} (2.5a)$$

$$V = w + h \hspace{1cm} \text{on } y = 0, \hspace{1cm} (2.5b)$$

$$V = 0 \hspace{1cm} \text{on } y = -h, \hspace{1cm} (2.5c)$$

and $U$ is the (up to a real constant unique) harmonic conjugate of $-V$. Furthermore, after a suitable horizontal translation, $S$ can be parametrized by

$$S = \{(x + (C_h^L w)(x), w(x) + h) : x \in \mathbb{R}\}$$

and it holds that

$$S \nabla V = (w', 1 + C_h^L w'). \hspace{1cm} (2.6)$$

(iv) If $S$ is of class $C^{1,\beta}$ for some $\beta > 0$, then $U, V \in C^{1,\beta}(\overline{\Omega}_h)$ and

$$|dH/dz|^2 = |\nabla V|^2 \neq 0 \text{ in } \overline{\Omega}_h.$$
Proof. See [15, Thm. 2.2., Appx. A].

In (2.3), we demand that \( \Omega \) is an L-periodic strip-like domain with boundary of class \( C^{1,\alpha} \) and with conformal mean depth \( h \) so that it is, due to Lemma 2.1, the conformal image of \( \Omega_h \) and the free surface \( S \) is determined by some L-periodic \( w \) of class \( C^{1,\alpha} \) with zero average over one period satisfying

\[
(1 + C_L^T w')^2 + w'^2 \neq 0 \quad \text{on } \mathbb{R}
\]

via

\[
S = \{(x + (C_L^T w)(x), w(x) + h) : x \in \mathbb{R}\}.
\]

(2.7)

Throughout this paper, \( h > 0 \) is fixed. Therefore, all solutions obtained by some bifurcation theorem later will have the same conformal mean depth \( h \).

In order to make sense of a conformal map as described above, \( \Omega \) has to be a strip-like domain, and hence we have to exclude self-intersection of the wave and intersection of the surface with the bed a priori. Correspondingly, in terms of \( w \) we assume

\[
x \mapsto (x + (C_L^T w)(x), w(x) + h) \text{ is injective on } \mathbb{R},
\]

\[
w > -h \text{ on } \mathbb{R}.
\]

(2.8a, 2.8b)

**Trivial solutions** Before being able to apply some bifurcation theorem, one first has to identify a curve of trivial solutions. In our context, they correspond to a configuration with a flat surface and where the stream function does not depend on \( x \). In this spirit, we have to solve the boundary value problem

\[
\psi_{yy} = -\gamma(\psi) \text{ on } [-h, 0], \quad \psi(0) = 0, \quad \psi(-h) = -m
\]

for \( \psi = \psi(y) \); then \( \psi(-h) \) solves (2.3) with \( w \equiv 0 \) (that is, \( \Omega = \mathbb{R} \times (0, h) \)). However, in general, a solution to this boundary value problem neither has to exist nor be unique. Thus, we introduce a new parameter \( \lambda \in \mathbb{R} \), which will later serve as the bifurcation parameter, and prescribe \( \psi_y(0) = \lambda \). Notice that \( \lambda \) can be interpreted as the (horizontal) velocity at the surface (or, rather, the relative velocity as everything is usually written down in a moving frame). The trivial solution corresponding to \( \lambda \) is then \( \psi = \psi^\lambda \), which is defined to be the unique solution of the Cauchy problem

\[
\psi_{yy}^\lambda = -\gamma(\psi^\lambda) \text{ on } [-h, 0], \quad \psi^\lambda(0) = 0, \quad \psi_y^\lambda(0) = \lambda.
\]

Indeed, there exists a unique solution due to the global Lipschitz continuity of \( \gamma \). We therefore view \( m \) not as a parameter, but as a function \( m = m(\lambda) \) of \( \lambda \) defined by

\[
m(\lambda) := -\psi_y^\lambda(-h).
\]

(2.9)

At this point we mention that the assumption that \( \gamma \) be globally Lipschitz continuous is only needed to ensure that all trivial solutions exist on \([-h, 0]\); we could therefore relax
this assumption and demand that all trivial solutions under consideration exist on \([-h, 0]\), which is, however, not very explicit.

The Bernoulli constant corresponding to \(\psi^\lambda\) is \(Q = \lambda^2 / 2\). Thus, in general, we introduce

\[
q = Q - \lambda^2 / 2
\]

as the deviation of the Bernoulli constant from its value at a trivial solution.

The functional-analytic setting We now introduce the functional-analytic setting and denote

\[
\tilde{X} := C^{1,0}_{0,\text{per},e}(\mathbb{R}) \times \{ \phi \in C^{0,0}_{\text{per},e}(\Omega_h) \cap H^1_{\text{per}}(\Omega_h) : \phi = 0 \text{ on } y = 0 \text{ and on } y = -h \},
\]

\[
X := \mathbb{R} \times \tilde{X},
\]

with \(\Omega_h\) defined in (2.2). Here, the indices “\(\text{per}\)”, “\(e\)”, and “\(0\)” denote \(L\)-periodicity, evenness (in \(x\) with respect to \(x = 0\)), and zero average over one period. Let us briefly mention that our restriction to even functions and thus to symmetric waves is not too limiting since typically such waves are observed in nature and it can in fact be shown rigorously in some situations that solutions to (2.3) necessarily have such a symmetry property [10, 11]. Moreover, \(X\) is equipped with the norm

\[
\| (q, w, \phi) \|_X := |q| + \| (w, \phi) \|_{\tilde{X}} := |q| + \| w \|_{C^{1,0}_{\text{per}}(\mathbb{R})} + \| \phi \|_{C^{0,0}_{\text{per}}(\Omega_h) \cap H^1_{\text{per}}(\Omega_h)};
\]

\[
\| w \|_{C^{1,0}_{\text{per}}(\mathbb{R})} := \| w \|_{C^{1,0}([0, L])},
\]

\[
\| \phi \|_{C^{0,0}_{\text{per}}(\Omega_h) \cap H^1_{\text{per}}(\Omega_h)} := \| \phi \|_{C^{0,0}_{\text{per}}(\Omega_h)} + \| \phi \|_{H^1_{\text{per}}(\Omega_h)} := \| \phi \|_{C^{0,0}_{\text{per}}(\Omega_h)} + \| \phi \|_{H^1(\Omega^*_h)}.
\]

Here and in the following, \(\Omega^*_h\) denotes one copy of an \(L\)-periodic domain \(\Omega \subset \mathbb{R}^2\), that is,

\[
\Omega^*_h := \{ (x, y) \in \Omega : x \in (0, L) \}.
\]

In general, we will write

\[
\| \cdot \|_{C^{k,0}_{\text{per}}(\mathbb{R})} := \| \cdot \|_{C^{k,0}([0, L])}, \quad \| \cdot \|_{C^{k}_{\text{per}}(\mathbb{R})} := \sum_{j=0}^k \| \cdot^{(j)} \|_{\infty}, \quad \| \cdot \|_{C^{k,0}_{\text{per}}(\Omega^*_h)} := \| \cdot \|_{C^{k,0}_{\text{per}}(\Omega^*_h)}
\]

for \(k \in \mathbb{N}_0\) and \(\Omega\) as above, where \(C^k\) is the space of \(k\)-times continuously differentiable functions as usual.

The nonlinear operator Given \(w \in C^{1,0}_{0,\text{per}}(\mathbb{R})\), we denote by \(V\) the unique solution of (2.2) in \(C^{1,0}_{\text{per}}(\Omega_h)\) and thus view it as a function of \(w\). Provided (2.3), \(V\) gives rise to a conformal mapping \(H = U + iV\) from \(\Omega_h\) to \(\Omega = \Omega_w\), the surface of which being
determined by (2.7), in view of Lemma 2.1 and the Darboux–Picard theorem (see also [15]). Notice that $V$ is explicitly given by

$$V(x, y) = y + h + \sum_{k \neq 0} \hat{w}_k e^{ik\nu x} \frac{\sinh(k\nu(y + h))}{\sinh(k\nu h)} ,$$

(2.12)

where the $\hat{w}_k$ are the Fourier coefficients of $w$. We sometimes denote $V = V[w + h]$ (and likewise also for $H$ and $U$) if we want to express the dependency of $V$ on the boundary condition at $y = 0$ explicitly. It is clear that $V$ is analytic in $w$.

For $(\lambda, w, \phi) \in X$, we write $A = A(\lambda, w, \phi)$ for the unique solution of

$$\Delta A = -\gamma((\phi + \psi^\lambda) \circ H^{-1}) |\nabla V|^2 + \gamma(\psi^\lambda)$$

in $\Omega_h$, $A = 0$ on $y = 0$, $A = 0$ on $y = -h$, (2.13a)

(2.13b)

(2.13c)

in $C^{2,\alpha}_{\text{per}}(\Omega_h)$. Notice that, if (2.8) is satisfied, this is equivalent to

$$\Delta \psi = -\gamma((\phi + \psi^\lambda) \circ H^{-1})$$

in $\Omega_w$, $\psi = 0$ on $S_w$, $\psi = -m(\lambda)$ on $Y = 0$,

where $\psi = (A + \psi^\lambda) \circ H^{-1}$. Thus, $A(\lambda, w, \phi) = \phi$ is equivalent to the statement that

$$\psi = (\phi + \psi^\lambda) \circ H^{-1}$$

solves (2.10), (2.11), and (2.12) with $\Omega = H(\Omega_h)$ and $m = m(\lambda)$, provided (2.8). From this point of view, $\phi$ can be interpreted as the deviation from a trivial solution $\psi^\lambda$ in the flattened domain, while the relative mass flux $m(\lambda)$ of $\psi^\lambda$ remains unchanged. Let us remark here that the requirement $\phi \in H_{\text{per}}^1(\Omega_h)$ in (2.11) is only needed in the local analysis presented in particular in Appendix A.1.4 and does not impair any result of the whole paper.

Furthermore, the points $(\lambda, 0, 0, 0) \in \mathbb{R} \times X$ are identified as trivial solutions. Moreover, clearly $V$ and thus $A(\lambda, w, \phi)$ are even in $x$. We pause here briefly to point out that we have to take the detour via $A$ and thus consider $(w, \phi)$ and not only $w$ as part of the unknown since a reduction to the boundary, that is, unique solvability of

$$\Delta \phi = -\gamma((\phi + \psi^\lambda) \circ H^{-1}) |\nabla V|^2 + \gamma(\psi^\lambda)$$

in $\Omega_h$, $\phi = 0$ on $y = 0$, $\phi = 0$ on $y = -h$,

in terms of $V$ (and thus in terms of $w$) is in general not feasible, as it would require a monotonicity assumption on the nonlinearity $\gamma$, which we do not want to impose.

We will now also state how we rewrite the Bernoulli equation and then the nonlinear operator as a whole; this will seem a bit unclear at first sight, but will be justified below in Lemma 3.1. Let us denote

$$K(w) := \sqrt{(1 + C^L_k w')^2 + w'^2}, \quad w \in C^{1,\alpha}_{\text{per}}(\mathbb{R}),$$

(2.14)
\[ \mathcal{O} := \left\{ (\lambda, q, w, \phi) \in \mathbb{R} \times X : K(w) > 0 \text{ on } \mathbb{R}, \right. \]
\[ \left. S \partial_y A(\lambda, w, \phi) + \lambda \neq 0 \text{ on } \mathbb{R}, \right. \]
\[ q + \lambda^2/2 - gw > 0 \text{ on } \mathbb{R} \).
\]

Clearly, \( \mathcal{O} \subset \mathbb{R} \times X \) is open, and
\[ (\lambda, 0, 0, 0) \in \mathcal{O} \iff \lambda \neq 0. \]

(2.15)

Moreover, let
\[ R(\lambda, q, w, \phi) := \frac{|S \partial_y A(\lambda, w, \phi) + \lambda|}{\sqrt{2q + \lambda^2 - 2gw}} \]

for \( (\lambda, q, w, \phi) \in \mathcal{O} \), recalling (2.14). It is evident that \( K(w) \) and \( R(\lambda, q, w, \phi) \) are also even in \( x \). Let us remark that the conditions in the definition of \( \mathcal{O} \), once such a tuple \( (\lambda, q, w, \phi) \) gives rise to a water wave, can be interpreted as “the conformal map is not degenerate”, “no surface stagnation in the flattened domain appears”, and “the wave is not of greatest height”. It is perfectly reasonable that one has to stay away from these scenarios in order to hope for a certain compactness and therefore gain of regularity – this will be made much more clear in Section 3.

We reformulate the original problem (2.3) as
\[ F(\lambda, q, w, \phi) = 0 \]

for \( (\lambda, q, w, \phi) \in \mathcal{O} \), with
\[ F : \mathcal{O} \to X, \quad F(\lambda, q, w, \phi) = (q, w, \phi) - \mathcal{M}(\lambda, q, w, \phi), \]

where
\[ \mathcal{M}(\lambda, q, w, \phi) := (\mathcal{M}^1(\lambda, q, w, \phi), \mathcal{M}^2(\lambda, q, w, \phi), \mathcal{M}^3(\lambda, q, w, \phi)), \]

(2.19a)

\[ \mathcal{M}^1(\lambda, q, w, \phi) := q + \langle R(\lambda, q, w, \phi) \cos \left( (C_L^1)^{-1} \mathcal{P}(\ln R(\lambda, q, w, \phi)) \right) \rangle - 1, \]

(2.19b)

\[ \mathcal{M}^2(\lambda, q, w, \phi) := \partial_x^{-1} \left( R(\lambda, q, w, \phi) \sin \left( (C_L^1)^{-1} \mathcal{P}(\ln R(\lambda, q, w, \phi)) \right) \right), \]

(2.19c)

\[ \mathcal{M}^3(\lambda, q, w, \phi) := A(\lambda, w, \phi). \]

(2.19d)

Here and in the following, while recalling (2.4),
\[ \langle f \rangle := \frac{1}{L} \int_0^L f(x) \, dx \]

denotes the average of an \( L \)-periodic function \( f \) over one period, \( \mathcal{P} \) is the projection onto the space of functions with zero average, that is,
\[ \mathcal{P} f := f - \langle f \rangle, \]

and \( \partial_x^{-1} : C^0_{0, \text{per}}(\mathbb{R}) \to C^1_{0, \text{per}}(\mathbb{R}) \) is the inverse operation to differentiation, that is, the Fourier multiplier with symbol \((ik\nu)^{-1}\):
\[ (\partial_x^{-1} f)(x) = \mathcal{P} \left( \int_0^x f(y) \, dy \right), \]

that is,
\[ \partial_x^{-1} \sum_{k \neq 0} \hat{f}_k e^{ik\nu x} = \sum_{k \neq 0} \frac{1}{ik\nu} \hat{f}_k e^{ik\nu x}. \]
We point out that (in particular the second component of) $\mathcal{M}$ is well-defined since the function $R(\lambda, q, w, \phi) \sin ((C_h^L)^{-1}\mathcal{P}(\ln R(\lambda, q, w, \phi)))$ is odd as $(C_h^L)^{-1}$ reverses parity. Notice also that $C_h^L$ acts as an isomorphism on $C_{0,\text{per}}(\mathbb{R})$.

For the reader’s convenience, let us also state, slightly in formally, our reformulation in an easier to read way, which we will however never use in what follows:

$$\langle R \cos ((C_h^L)^{-1}\mathcal{P}(\ln R)) \rangle = 1,$$
$$w' = R \sin ((C_h^L)^{-1}\mathcal{P}(\ln R)),$$
$$\phi = A,$$

where $A = A(\lambda, w, \phi)$ and $R = R(\lambda, q, w, \phi)$ are defined in terms of (2.13) and (2.16), respectively.

3 On the reformulation

We now prove two important lemmas which justify and motivate this new reformulation. First, we show that it is indeed equivalent to the original problem, and then demonstrate that $\mathcal{M}$ is compact on certain subsets of $\mathcal{O}$ as it “gains a derivative”.

**Lemma 3.1.** Under the assumption (2.8), a tuple $(\lambda, q, w, \phi) \in \mathcal{O}$ solves (2.17) if and only if $w$ is of class $C^{2,\alpha}$, $\Omega_w$, the surface of which being determined by (2.7), is of class $C^{1,\alpha}$, and $(w, (\phi + \psi^\lambda) \circ H^{-1})$, where the conformal mapping $H = U + iV : \Omega_h \to \Omega_w$ is uniquely (up to translations in $x$) determined by $w$, solves (2.3) with $\Omega = \Omega_w$, $Q = q + \lambda^2/2$, and $m = m(\lambda)$ such that $|\nabla((\phi + \psi^\lambda) \circ H^{-1})| > 0$ on the surface.

**Proof.** As was already observed, $\phi = A(\lambda, w, \phi)$ is equivalent to that (2.3a), (2.3c), (2.3d) are solved by $\psi = (\phi + \psi^\lambda) \circ H^{-1}$ with $m = m(\lambda)$. It is also clear that $w$ is of class $C^{2,\alpha}$ and the surface corresponding to $\Omega_w$ is of class $C^{1,\alpha}$ provided $(\lambda, q, w, \phi) \in \mathcal{O}$ solves (2.17).

Moreover, we rewrite the Bernoulli equation (2.3b) for $\psi = (\phi + \psi^\lambda) \circ H^{-1}$:

$$K(w) = \frac{|S\partial_y A(\lambda, w, \phi) + \lambda|}{\sqrt{2q + \lambda^2 - 2gw}} = R,$$

noticing that

$$S|\nabla V| = K(w)$$

due to (2.0), with $K(w)$ defined in (2.14). Above and throughout this proof, we abbreviate $R := R(\lambda, q, w, \phi)$, as defined in (2.16). Let us now introduce

$$G := H' = V_y + iV_x,$$

viewed as a function of $z = x + iy$, which is analytic in $\Omega_h$. In particular,

$$S|G| = K(w) = R.$$
By (2.8) and Lemma 2.1 iv) we have that $G \neq 0$ everywhere in $\Omega_h$. Moreover, by (2.5), (2.8b), and the Hopf boundary-point lemma, it is evident that

$$G(x - ih) = V_y(x, -h) + iV_x(x, -h) = V_y(x, -h) \in (0, \infty), \quad x \in \mathbb{R}. \quad (3.3)$$

Therefore, we can introduce the complex logarithm of $G$ by

$$\log G(z) = \ln G(-ih) + \int_{-ih}^{z} \frac{G'()}{G()} d\zeta, \quad z \in \Omega_h.$$ 

Clearly,

$$e^{\log G} = G$$

since this is certainly true at $z = -ih$ and the derivative of $Ge^{-\log G}$ is easily seen to be identically zero. Let us now define

$$\rho := \Re \log G, \quad \vartheta := \Im \log G.$$ 

These two functions are periodic, and $\rho$ is even in $x$, while $\vartheta$ is odd. Indeed,

$$\rho(x, y) - \rho(a, y) = \Re \int_a^x \frac{G(s + iy)}{G(s + iy)} ds = \int_a^x \frac{V_yV_{xy} + V_xV_{xx}}{V_x^2 + V_y^2} (s, y) ds,$$

where the last integrand is periodic and odd in $s$. Therefore, the choice $a = x + L$ yields periodicity of $\rho$ in $x$, and the choice $a = -x$ yields evenness. On the other hand, by the Cauchy–Riemann equations we have

$$\frac{\partial}{\partial y} (\vartheta(x + L, y) - \vartheta(x, y)) = \rho_x(x + L, y) - \rho_x(x, y) = 0,$$

$$\frac{\partial}{\partial y} (\vartheta(x, y) + \vartheta(-x, y)) = \rho_x(x, y) + \rho_x(-x, y) = 0.$$ 

Since we already know that $\vartheta|_{y=-h} = 0$ by (3.3), we infer that $\vartheta$ is periodic and odd in $x$. In particular, $\langle S\vartheta \rangle = 0$ and hence

$$PS\rho = C_h^L S\vartheta.$$ 

Therefore, by $Se^{\rho} = S|G| = R$,

$$1 + C_h^L w' + iw' = SG = Se^{\log G} = Se^{\rho + i\vartheta} = Re^{i(C_h^L)^{-1}P(ln R)}.$$ 

Hence, on the one hand,

$$w' = R \sin \left((C_h^L)^{-1}P(ln R)\right).$$

Since $R$ is even in $x$, the right-hand side is odd, and we can integrate this equation to get

$$w = M^2(\lambda, q, w, \phi).$$ 

On the other hand,

$$1 = \langle 1 + C_h^L w' \rangle = \langle R \cos \left((C_h^L)^{-1}P(ln R)\right) \rangle.$$
that is, \[ q = \mathcal{M}^1(\lambda, q, w, \phi). \]

Conversely, assume that (2.17) holds. Then
\[ w' = R \sin \left( (C_h^L)^{-1} \mathcal{P}(\ln R) \right), \quad \langle R \cos \left( (C_h^L)^{-1} \mathcal{P}(\ln R) \right) \rangle = 1. \]

Let now \( \vartheta \) be the periodic harmonic function with
\[ S \vartheta = (C_h^L)^{-1} \mathcal{P}(\ln R), \quad \vartheta|_{y=-h} = 0, \]
and \( \rho \) periodic such that \( \rho + i\vartheta \) is analytic and \( S \rho = \ln R \). Since \( \text{Im} e^{\rho+i\vartheta} = e^\rho \sin \vartheta \) is harmonic and satisfies
\[ S \text{Im} e^{\rho+i\vartheta} = R \sin \left( (C_h^L)^{-1} \mathcal{P}(\ln R) \right) = w', \quad \text{Im} e^{\rho+i\vartheta}|_{y=-h} = 0, \]
we have
\[ S \text{Re} e^{\rho+i\vartheta} = \langle S \text{Re} e^{\rho+i\vartheta} \rangle + C_h^L w' = \langle R \cos \left( (C_h^L)^{-1} \mathcal{P}(\ln R) \right) \rangle + C_h^L w' = 1 + C_h^L w'. \]

Hence,
\[ K(w) = S |e^{\rho+i\vartheta}| = Se^\rho = R, \]
which is (3.1). \( \square \)

**Remark 3.2.** In the irrotational case, \( A \equiv 0 \) (and thus \( \phi \equiv 0 \) for solutions), whence the problem reduces to
\[ \langle R(\lambda, q, w) \cos \left( (C_h^L)^{-1} \mathcal{P}(\ln R(\lambda, q, w)) \right) \rangle = 1, \quad (3.4a) \]
\[ w = \partial_x^{-1} \left( R(\lambda, q, w) \sin \left( (C_h^L)^{-1} \mathcal{P}(\ln R(\lambda, q, w)) \right) \right), \quad (3.4b) \]
where
\[ R(\lambda, q, w) = \frac{|\lambda|}{\sqrt{2q + \lambda^2 - 2gw}}. \]

Thus, our formulation does not reduce to Babenko’s equation for irrotational flows. Further, if \( \gamma \) is constant, then \( A = A(w) \) depends only on \( w \) via
\[ \Delta A = \gamma(1 - |\nabla V|^2) \quad \text{in} \Omega_h, \]
\[ A = 0 \quad \text{on} y = 0 \text{ and } y = -h. \]

Therefore, the equation \( \phi = A \) should here be viewed rather as the a posteriori definition of \( \phi \) than an equation to be solved. Thus, the problem reduces again to (3.4), but now with
\[ R(\lambda, q, w) = \frac{|S \partial_y A(w) + \lambda|}{\sqrt{2q + \lambda^2 - 2gw}}. \]

In particular, also here our formulation does not reduce to the one in [13] for flows with constant vorticity.
Lemma 3.3. The operator $M$ (in particular, $A$) and thus $F$ is of class $C^1$ on $O$. In fact, $M$ is even of class $C^1$ viewed as an operator from $O$ to $\mathbb{R} \times C^{2,\alpha}_{0,\text{per}}(\Omega_h) \times C^{2,\alpha}_{0,\text{per}}(\Omega_h)$, the latter equipped with the canonical norm. If additionally $\gamma \in C^{2,1}_{\text{loc}}(\mathbb{R})$, then the same statements hold with regularity $C^2$ of the operators instead of $C^1$.

Moreover, for every $\varepsilon > 0$ the operator $M$ is compact on the set

$$O_\varepsilon := \{ (\lambda, q, w, \phi) \in O : |S\partial q A(\lambda, w, \phi) + M \gamma, q + \lambda^2/2 - g w | \geq \varepsilon | \mathbb{R} \},$$

so that $F$ has the form “identity plus compact” on $O_\varepsilon$ in view of (2.18).

Proof. The other operations in the definition of $M$, (2.19), being smooth, the property that $M$ is of class $C^1$ (or $C^2$) follows from the facts that $A$ is of class $C^1$ (or $C^2$), which is guaranteed by the assumption $\gamma \in C^{2,1}_{\text{loc}}(\mathbb{R})$ (or $\gamma \in C^{2,1}_{\text{loc}}(\mathbb{R})$). Now let $(\lambda, q, w, \phi) \in O_\varepsilon$ be arbitrary. In the following, we apply standard Schauder estimates; the quantity $c$ can change from line to line, but is always shorthand for a certain expression in its arguments which remains bounded for bounded arguments. First we have

$$\|V\|_{C^{1,\alpha}_{\text{per}}(\Omega_h)} \leq c \left( \|w\|_{C^{1,\alpha}_{\text{per}}(\mathbb{R})} \right).$$

Thus and since $\psi^\lambda$ is of class $C^1$ with respect to $\lambda$, we see that

$$\|A(\lambda, w, \phi)\|_{C^{2,\alpha}_{\text{per}}(\Omega_h)} \leq c \left( \|\phi\|_{C^{0,\alpha}_{\text{per}}(\Omega_h)}, \|V\|_{C^{1,\alpha}_{\text{per}}(\Omega_h)}, |\lambda| \right) \leq c \left( \|\phi\|_{C^{0,\alpha}_{\text{per}}(\Omega_h)}, \|w\|_{C^{1,\alpha}_{\text{per}}(\mathbb{R})}, |\lambda| \right).$$

This shows that $M^3$ is compact on $O$ due to the compact embedding of $C^{0,\alpha}_{\text{per}}(\Omega_h)$ in $C^{0,\alpha}_{\text{per}}(\Omega_h)$ and in $H^1_{\text{per}}(\Omega_h)$. As for $M^1$ and $M^2$, we proceed with $R$ and find that, for $\beta \in (\alpha, 1)$,

$$\|R(\lambda, q, w, \phi)\|_{C^{0,\beta}_{\text{per}}(\mathbb{R})} \leq c \left( \varepsilon^{-1}, \|w\|_{C^{0,\beta}_{\text{per}}(\mathbb{R})}, \|A(\lambda, w, \phi)\|_{C^{2,\alpha}_{\text{per}}(\Omega_h)}, |\lambda|, |q| \right) \leq c \left( \varepsilon^{-1}, \|\phi\|_{C^{0,\alpha}_{\text{per}}(\Omega_h)}, \|w\|_{C^{1,\alpha}_{\text{per}}(\mathbb{R})}, |\lambda|, |q| \right),$$

(3.8)

Thus, clearly $M^1$ is compact on $O_\varepsilon$. Moreover, since $C^L_h$ is an isomorphism on $C^{0,\beta}_{0,\text{per}}(\mathbb{R})$, we conclude

$$\|M^2(\lambda, q, w, \phi)\|_{C^{1,\beta}_{\text{per}}(\mathbb{R})} \leq c \left( \varepsilon^{-1}, \|\phi\|_{C^{0,\alpha}_{\text{per}}(\Omega_h)}, \|w\|_{C^{1,\alpha}_{\text{per}}(\mathbb{R})}, |\lambda|, |q| \right).$$

(3.9)

Hence, $M^2$ is compact on $O_\varepsilon$ since $C^{1,\beta}_{\text{per}}(\mathbb{R})$ is compactly embedded in $C^{1,\alpha}_{\text{per}}(\mathbb{R})$.

Remark 3.4. Let us emphasize that the change of variables $H$ being conformal is crucial in the above argument and thus for everything. Indeed, it is important that there appears only one derivative of $V$ in (2.13) and therefore in the estimate (3.7). However, for a general change of variables $T$ we see that, by calculating how the Laplacian transforms with respect to $T$, no second derivatives of $T$ appear in the corresponding version of (2.13) if and only if both components of $T^{-1}$ are harmonic – this is in turn a very restrictive condition on $T$, of course satisfied for our conformal map $H$. 
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Let us state also a regularity result for solutions \((\lambda, q, w, \phi) \in \mathcal{O}\):

**Proposition 3.5.** Let \((\lambda, q, w, \phi) \in \mathcal{O}\) solve \(F(\lambda, q, w, \phi) = 0\). Then \(w \in C^{3,\alpha}_{0, \text{per}, e}(\mathbb{R})\) and \(\phi \in C^{3,\alpha}_{\text{per}, e}(\overline{\Omega_h})\).

**Proof.** It is clear that at least \(w \in C^{2,\alpha}_{0, \text{per}, e}(\mathbb{R})\) and \(\phi \in C^{2,\alpha}_{\text{per}, e}(\overline{\Omega_h})\), and therefore in particular \(V \in C^{2,\alpha}_{\text{per}, e}(\overline{\Omega_h})\). Now the function \(\phi_x\) solves
\[
\Delta \phi_x = f \quad \text{in } \Omega_h, \\
\phi_x = 0 \quad \text{on } y = 0, \\
\phi_x = 0 \quad \text{on } y = -h,
\]
with
\[
f = -\gamma'(\phi + \psi^\lambda)\phi_x |\nabla V|^2 - 2\gamma(\phi + \psi^\lambda)(V_x V_{xx} + V_y V_{xy}) \in C^{0,\alpha}_{\text{per}, e}(\overline{\Omega_h}),
\]
at first at least in the weak sense, but then also in the strong sense due to uniqueness. Thus, \(\phi_x \in C^{2,\alpha}_{\text{per}, e}(\overline{\Omega_h})\). Moreover, \((\phi_y)_x = (\phi_x)_y \in C^{1,\alpha}_{\text{per}, e}(\overline{\Omega_h})\) and
\[
\phi_{yy} = -\phi_{xx} - \gamma(\phi + \psi^\lambda)|\nabla V|^2 + \gamma(\psi^\lambda) \in C^{1,\alpha}_{\text{per}, e}(\overline{\Omega_h});
\]
hence, \(\phi \in C^{3,\alpha}_{\text{per}, e}(\overline{\Omega_h})\). Therefore, \(R(\lambda, q, w, \phi) \in C^{2,\alpha}_{\text{per}, e}(\mathbb{R})\) and thus \(w \in C^{3,\alpha}_{\text{per}, e}(\mathbb{R})\). \(\square\)

**Remark 3.6.** Before we proceed with investigating bifurcations, we need to take a closer look at “trivial” solutions, the discussion being relevant throughout. A very desirable property would be that points of the form \((\lambda, 0, 0, 0)\) (what we call trivial solutions) are exactly the solutions with a flat surface, that is, \(w \equiv 0\). In fact, this is true in certain cases for \(\gamma\), but false in other cases, and closely connected to strict monotonicity of \(m(\lambda)\), which was introduced in \((2.9)\), as we will explain now.

On the one hand, if
\[
\sup \gamma' < \frac{\pi^2}{h^2}, \tag{3.10}
\]
we have that \(q = 0\) and \(\phi \equiv 0\) whenever \(F(\lambda, q, 0, \phi) = 0\). Indeed, if \(\phi \neq 0\) in the latter case, since \(|\nabla V| = 1\) here, then
\[
\int\int_{\Omega_h^*} |\nabla \phi|^2 \ dx \ dy = \int\int_{\Omega_h^*} \phi (\gamma(\phi + \psi^\lambda) - \gamma(\psi^\lambda)) \ dx \ dy = \int\int_{\Omega_h^*} \phi^2 \gamma'(\xi) \ dx \ dy < \frac{\pi^2}{h^2} \int\int_{\Omega_h^*} \phi^2 \ dx \ dy
\]
for some \(\xi\) between \(\psi^\lambda\) and \(\phi + \psi^\lambda\) (depending on \((x, y)\)), where \(\Omega_h^* = (0, L) \times (-h, 0)\). But this contradicts the fact that \(\pi^2/h^2\) is the first Dirichlet eigenvalue of \(-\partial_y^2\) on \([-h, 0]\) and therefore the first Dirichlet eigenvalue of \(-\Delta\) on \(\mathbb{R} \times [-h, 0]\) with periodicity in \(x\). Thus, \(\phi \equiv 0\) and hence also \(q = 0\). Moreover, since
\[
\partial_x \psi^\lambda + \gamma'(\psi^\lambda) \partial_x \psi^\lambda = 0 \quad \text{on } [-h, 0], \quad \partial_x \psi^\lambda(0) = 0, \quad \partial_x \psi^\lambda(0) = 1,
\]
we have...
it follows by classical Sturm–Liouville theory that
\[ m'(\lambda) = -\partial_\lambda \psi^\lambda(-h) \geq \varepsilon \] (3.11)
for some \( \varepsilon > 0 \) independent of \( \lambda \).

On the other hand, without (3.10) the above reasoning can no longer be applied. Indeed, if for example \( \gamma(\psi) = a\psi \) for a Dirichlet eigenvalue \( a > 0 \) of \( -\partial_y^2 \) on \( [-h,0] \), then clearly \( m(\lambda) = 0 \) for any \( \lambda \in \mathbb{R} \). Moreover, for \( \lambda \neq \tilde{\lambda} \) and recalling (2.10), the points
\[
(\lambda,0,0,0) \quad \text{and} \quad \left( \tilde{\lambda}, \frac{\lambda^2 - \tilde{\lambda}^2}{2}, 0, \psi^\lambda - \psi^{\tilde{\lambda}} \right)
\]
provide the same physical configuration with a flat surface and stream function \( \psi^\lambda \), but \( \phi = \psi^\lambda - \psi^{\tilde{\lambda}} \neq 0 \) in the second representation. Notice that here it is important that this \( \phi \) still vanishes on \( y = -h \) as demanded in (2.11), which is precisely the fact that \( m(\lambda) = m(\tilde{\lambda}) \). This observation implies, more generally, that such two different representations of one trivial physical configuration can always be found whenever \( m \) is not injective.

At this point, we touch upon another issue, which might be seen as a small drawback of our reformulation: It is not clear in general that \( m(\mathbb{R}) = \mathbb{R} \), that is, any solution of (2.3) for any \( m \in \mathbb{R} \) falls within the scope of our setting. In certain cases the property \( m(\mathbb{R}) = \mathbb{R} \) holds, as, for example, the above reasoning in the case (3.10) shows, but may fail in other cases, as described above for certain linear \( \gamma \).

To sum up, throughout this paper, the reader should have in mind that our trivial solutions \( (\lambda,0,0,0) \) exhaust the set of solutions with a flat surface provided (3.10), but if (3.10) does not hold there might be solutions of the form \( (\lambda,q,0,\phi) \) with \( q \neq 0 \) and \( \phi \neq 0 \). Also notice that the distinction between these two scenarios via (3.10) is sharp, as can be seen by letting \( a := \pi^2/h^2 \) in the example above.

4 Local bifurcation

We first investigate local bifurcations in this section, and then turn to global bifurcations in Section 5. On the one hand, the local theory is already quite well understood \([38, 52]\) and not the main motivation of the present paper. On the other hand, we still want to convince the reader that the local theory can also be developed in our new reformulation. Therefore, as a compromise, we only state the main results here and defer their proofs as well as computations on the way towards them to Appendix A.

We strive to apply the classical local bifurcation theorem of Crandall–Rabinowitz \([36, \text{Thm. I.5.1}]\), stated as Theorem A.1 in Appendix A. Since Crandall–Rabinowitz requires \( C^2 \)-regularity of the operator, we assume in view of Lemma 3.3 that the vorticity function, additionally to being globally Lipschitz, satisfies
\[ \gamma \in C^{2,1}_{\text{loc}}(\mathbb{R}) \]
throughout this Section 4 and Appendix A.
In order to state the results, we introduce the function $\beta = \beta_{\mu,\lambda}$, which is defined to be the unique solution of the boundary value problem

$$\beta_{yy} + (\gamma'(\psi^\lambda) + \mu)\beta = 0 \text{ on } [-h,0], \quad \beta(-h) = 0, \quad \beta(0) = 1. \quad (4.1)$$

This can be done for all $\lambda, \mu \in \mathbb{R}$ such that $\mu$ is not in the Dirichlet spectrum of $-\partial_y^2 - \gamma'(\psi^\lambda)$ on $[-h,0]$. As usual in local bifurcation theory, a dispersion relation and a transversality condition come into play. Here,

$$d((k \nu)^2, \lambda) = 0$$

is the dispersion relation, where

$$d(\mu, \lambda) := \beta_{\mu,\lambda}(0) + \lambda^{-1}\gamma(0) - \lambda^{-2}g, \quad (4.2)$$

and

$$d_\lambda((k \nu)^2, \lambda) \neq 0$$

is the transversality condition.

Now, using Theorem A.1, we have the following result on local bifurcation:

**Theorem 4.1.** Assume that there exists $\lambda_0 \neq 0$ such that

$$0 \text{ is not in the Dirichlet spectrum of } -\partial_y^2 - \gamma'(\psi^\lambda) \text{ on } [-h,0] \quad (4.3)$$

for $\lambda = \lambda_0$ and such that the dispersion relation

$$d(-(k \nu)^2, \lambda_0) = 0,$$

with $d$ given by (4.2), has exactly one solution $k_0 \in \mathbb{N}$, and assume that the transversality condition

$$d_\lambda(-(k_0 \nu)^2, \lambda_0) \neq 0$$

holds. Then there exists $\varepsilon > 0$ and a $C^1$-curve $(-\varepsilon, \varepsilon) \ni s \mapsto (\lambda^s, q^s, w^s, \phi^s)$ such that $(\lambda^0, q^0, w^0, \phi^0) = (\lambda_0, 0, 0, 0)$, $w^s \neq 0$ for $s \neq 0$, and $F(\lambda^s, q^s, w^s, \phi^s) = 0$. Moreover, all solutions of $F(\lambda, q, w, \phi) = 0$ in a neighborhood of $(\lambda_0, 0, 0, 0)$ are on this curve or are trivial. Furthermore, the curve admits the asymptotic expansion $(q^s, w^s, \phi^s) = (0, sT(\lambda_0)\theta) + o(s)$, where

$$\theta(x, y) = \beta^{-(k_0 \nu)^2, \lambda_0}(y) \cos(k_0 \nu x),$$

$$[T(\lambda_0)\theta](x, y) = \left(-\frac{1}{\lambda_0}, \beta^{-(k_0 \nu)^2, \lambda_0}(y) - \frac{\psi^{\lambda_0}(y) \sinh(k_0 \nu(y + h))}{\lambda_0 \sinh(k_0 \nu h)}\right) \cos(k_0 \nu x),$$

$$\frac{o(s)}{s} \overset{s \to 0}{\longrightarrow} 0 \text{ in } \mathbb{R} \times C^{2,\alpha}_{0,\text{per},e}(\mathbb{R}) \times C^{2,\alpha}_{0,\text{per},e}(\Omega_h).$$

These solutions give rise to proper water waves, that is, additionally (2.8) is satisfied.
At this point, \( T(\lambda_0) \theta \) can be just thought of as a placeholder for the term at linear order in \( s \) in the asymptotic expansion. However, both \( \theta \) and \( T \) have a deeper meaning, and we refer to Appendix A.1 for more details.

Let us also state two general results on the dispersion relation and the transversality condition.

**Proposition 4.2.** Assume that \( \sup \gamma' < \pi^2/h^2 \). Then condition (4.3) is satisfied. If additionally

\[
\lambda^{-2}g - \lambda^{-1}\gamma(0) \begin{cases} 
\sqrt{\inf \gamma} \cot(h\sqrt{\inf \gamma}) & \text{if } \inf \gamma' > 0, \\
1/h & \text{if } \inf \gamma' = 0, \\
\sqrt{|\inf \gamma'|} \coth(h\sqrt{|\inf \gamma'|}) & \text{if } \inf \gamma' < 0,
\end{cases}
\]

there is precisely one negative solution \( \mu_0 \) to the equation \( d(\mu, \lambda) = 0 \). In particular,

(i) the dispersion relation \( d(-(k\nu)^2, \lambda) = 0 \) has in \( \mathbb{N} \) the unique solution \( k_0 \) if \( k_0 \in \mathbb{N} \) and \( \nu > 0 \) are chosen such that \( -(k_0\nu)^2 = \mu_0 \);

(ii) this criterion is satisfied for sufficiently small \( |\lambda| \).

Note that the above condition reduces to \( \lambda^2 < gh \) in the irrotational case and to the subcriticality condition \( \lambda^{-2}g - \lambda^{-1}\gamma > 1/h \) in the case of constant vorticity \( \gamma \). For a further analysis of the dispersion relation we refer to [38, 39].

**Proposition 4.3.** Assume \( \sup \gamma' < \pi^2/(4h^2) \), \( \mu \leq 0 \), and

(i) \( \gamma'' \geq 0 \) and \( \lambda > 0 \), or

(ii) \( \gamma'' \leq 0 \) and \( \lambda < 0 \).

Then \( d_\lambda(\mu, \lambda) \neq 0 \) provided \( d(\mu, \lambda) = 0 \).

Finally, for an investigation of the conditions for local bifurcation for certain examples of \( \gamma \) we refer to Appendix A.2.

5 Global bifurcation

5.1 General conclusions

Having quickly considered local bifurcations, let us now turn to global bifurcation, which is one of the main motivations of this paper and of our formulation “identity plus compact”.

We apply now the corresponding global bifurcation theorem by Rabinowitz [36, Thm. II.3.3], stated for convenience as Theorem B.1 in Appendix B to our problem. Here, we emphasize that we only restrict ourselves to solutions satisfying (2.8), which correspond to meaningful solutions of (2.3); notice that it is not impossible that there might be (irrelevant) solutions of \( F(\lambda, q, w, \phi) = 0 \) for which (2.8) is not satisfied and thus Lemma 4.1 does not provide equivalence to the original equations (2.3).
Theorem 5.1. Assume that there exists \( \lambda_0 \neq 0 \) such that \( F_{(q,w,\phi)}(\lambda, q, w, \phi) \) has an odd crossing number at \((\lambda_0, 0, 0, 0)\). Let \( \mathcal{S} \) denote the closure of the set of nontrivial solutions of \( F(\lambda, q, w, \phi) = 0 \) in \( \mathbb{R} \times X \) satisfying (2.8) (that is, solutions giving rise to a proper water wave) and \( \mathcal{C} \) denote the connected component of \( \mathcal{S} \) to which \((\lambda_0, 0, 0, 0)\) belongs. Then one of the following alternatives occurs:

(i) \( \mathcal{C} \) is unbounded in the sense that there exists a sequence \((\lambda_n, q_n, w_n, \phi_n) \in \mathcal{C} \cap \mathcal{O} \) such that
   \[ |\lambda_n| \to \infty, \quad \text{or} \]
   \[ \|w_n\|_{C^\alpha_{\text{per}}(\mathbb{R})} \to \infty \quad \text{for any } \delta \in (5/6, 1], \quad \text{or} \]
   \[ \|\gamma((\phi_n + \psi_{\lambda_n}) \circ H[w_n + h]^{-1})\|_{L^p(\Omega_{w_n})} \to \infty \quad \text{for any } p > 1 \]  
   (that is, the total vorticity in each copy of the fluid domain measured in \( L^p \) is unbounded) as \( n \to \infty \);

(ii) \( \mathcal{C} \) contains a point \((\bar{\lambda}, 0, 0, 0)\) with \( \bar{\lambda} \neq \lambda_0 \);

(iii) \( \mathcal{C} \cap \mathcal{O} \) contains a sequence \((\lambda_n, q_n, w_n, \phi_n) \) such that \( q_n + \lambda_n^2/2 - g \max_{\mathbb{R}} w_n \to 0 \) as \( n \to \infty \), that is, a wave of greatest height is approached;

(iv) \( \mathcal{C} \cap \mathcal{O} \) contains a sequence \((\lambda_n, q_n, w_n, \phi_n) \) such that \( \min_{\mathbb{R}} K(w_n) \to 0 \) as \( n \to \infty \);

(v) \( \mathcal{C} \) contains a point \((\lambda, q, w, \phi)\) such that
   \[ x \mapsto (x + (C^L_h)(x), w(x) + h) \]  
   is not injective on \( \mathbb{R} \),

   that is, self-intersection of the surface profile occurs;

(vi) \( \mathcal{C} \) contains a point \((\lambda, q, w, \phi)\) such that there exists \( x \in \mathbb{R} \) with
   \[ w(x) = -h, \]

   that is, intersection of the surface profile with the flat bed occurs.

Proof. As was already observed in Lemma 3.3, our nonlinear operator \( F \) is of class \( C^1 \) and admits the form “identity plus compact” on each \( \mathcal{O}_\varepsilon, \varepsilon > 0 \), as defined in (3.5). For each \( \varepsilon > 0 \), we can thus apply Theorem 5.1 with \( \mathcal{U} \) chosen to be the interior of \( \mathcal{O}_\varepsilon \). Suppose now that neither alternative (v) nor (vi) is valid. Then, on each \( \mathcal{O}_\varepsilon \), \( \mathcal{C} \) coincides with its counterpart obtained from Theorem 5.1. Since \( \varepsilon > 0 \) is arbitrary and \( \mathcal{O} = \bigcup_{\varepsilon > 0} \mathcal{O}_\varepsilon \), it is evident that, whenever \( \mathcal{C} \) is bounded in \( \mathbb{R} \times X \) and (ii) fails to hold, there exists a sequence \((\lambda_n, q_n, w_n, \phi_n) \) in \( \mathcal{C} \cap \mathcal{O} \) such that

\[
\min_{\mathbb{R}} K(w_n) \to 0, \quad \text{or} \]
\[
\min_{\mathbb{R}} |\mathcal{S} \partial_y \phi_n + \lambda_n| \to 0, \quad \text{or} \]
\[
q_n + \lambda_n^2/2 - g \max_{\mathbb{R}} w_n \to 0, \quad \text{(5.1c)}
\]
as \( n \to \infty \). Notice, however, that if \((5.1a)\) fails to hold but \((5.1b)\) does hold, then automatically also \((5.1c)\) is satisfied in view of \((5.1)\). Therefore, we can ignore \((5.1b)\).

It remains to investigate alternative (i) further. Let us recall at this point the definition of \(X, F, \text{ and } \mathcal{M}\) given in \((2.11), (2.18), \text{ and } (2.19)\), respectively. In order to show that (i) can be stated as above, we have to prove that, in view of alternative (i) of Theorem 3.1, \(C\) is bounded in \(\mathbb{R} \times X\) if \((a)\)–\((c)\) (and also the other alternatives \((ii),(iii),(iv)\)) fail to hold. In particular, we shall assume that \((\lambda, q, w, \phi) \in \mathcal{C} \cap \mathcal{O}\), the \(\lambda\)'s are bounded in \(\mathbb{R}\), the \(w\)'s are bounded in \(C_{\text{per}}^0(\mathbb{R})\) for some \(\delta \in (5/6, 1)\), \(\|\gamma((\phi + \psi\lambda) \circ H[w + h]^{-1})\|_{L^p(\Omega^*_w)}\) remains bounded for some \(p > 1\), and

\[
\mathcal{K}(w) \geq \varepsilon, \quad q + \lambda^2/2 - gw \geq \varepsilon, \quad |S\phi_y + \lambda| = \mathcal{K}(w)\sqrt{q + \lambda^2/2 - gw} \geq \varepsilon
\]

for some \(\varepsilon > 0\). Since the \(L^\infty\)-norms of the \(w\)'s are bounded, the Lebesgue measure of \(\Omega^*_w\) is bounded so that we can assume without loss of generality that \(p\) is close enough to 1 such that

\[
\eta := 2 - 2/p < \min\{1/(1 - \delta) - 6, \alpha\} \in (0, \infty).
\]

We now consider \(\delta, \varepsilon, \text{ and } \eta\) fixed, and let \(\beta \in (0, \eta], r, t \in (1, \infty)\) to be chosen later. In the following, \(c > 0\) denotes some generic constants that may depend on \(\delta, \varepsilon, \eta, \beta, r, t, |\lambda|, \text{ and } \|\gamma((\phi + \psi\lambda) \circ H[w + h]^{-1})\|_{L^p(\Omega^*_w)}, \text{ and can change from step to step.}\) We will also frequently make use of Young’s inequality \(|ab| \leq |a|^s/s + |b|^{s'/s'}\) for \(a, b \in \mathbb{R}\) and \(s \in (1, \infty)\), where \(1/s + 1/s' = 1\); we let \(r'\) and \(t'\) be such that \(1/r + 1/r' = 1\) and \(1/t + 1/t' = 1\). First note that

\[
|\gamma(s)| \leq c|s| + c, \quad s \in \mathbb{R},
\]

and

\[
\|V[w + h]\|_{C^{1, \beta}_{\text{per}}(\Omega^*_w)} \leq c\|w\|_{C^{1, \beta}_{\text{per}}(\mathbb{R})} + c
\]

similarly to \((3.6)\). Now, along \(\mathcal{C} \cap \mathcal{O}\) we have \(\phi = A(\lambda, w, \phi)\) and thus

\[
\|\phi\|_{C^{0, \beta}_{\text{per}}(\Omega^*_w) \cap H^{1, \beta}_{\text{per}}(\Omega^*_w)} \leq c\|\phi\|_{W^{2, p}(\Omega^*_w)} \leq c - \gamma(\phi + \psi\lambda)|\nabla V[w + h]|^2 + \gamma(\psi\lambda)\|_{L^p(\Omega^*_w)} \leq c\|\gamma((\phi + \psi\lambda) \circ H[w + h]^{-1})\|_{L^p(\Omega^*_w)}\|\nabla V[w + h]|_{L^p(\Omega^*_w)} + c
\]

\[
\leq c\|\gamma((\phi + \psi\lambda) \circ H[w + h]^{-1})\|_{L^p(\Omega^*_w)}\left(\|w\|_{C^{1, \beta}_{\text{per}}(\mathbb{R})} + 1\right) + c
\]

after using Sobolev’s embedding, the Calderón–Zygmund inequality (see \([27]\) Chapter 9); notice that on the right-hand side the term \(\|\phi\|_{L^p(\Omega^*_w)}\) can be left out because of unique solvability of the Dirichlet problem associated to \(\Delta\), \(2 - 1/p = 1/\eta\), the Schauder estimate for \(V[w + h]\), and a change of variables via \(H[w + h]\). We will now derive somewhat refined versions of \((3.8), (3.9)\). First, we infer the Schauder estimate

\[
\|\phi\|_{C^{2, \beta}_{\text{per}}(\Omega^*_w)} \leq c\left(\|\phi\|_{C^{0, \beta}_{\text{per}}(\Omega^*_w)} + 1\right)\|V[w + h]\|_{C^{1, \beta}_{\text{per}}(\Omega^*_w)} + c
\]
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\[
\leq c\|\phi\|_{C^0_{\text{per}}(\Omega_h)}^{\frac{2}{1+r+\eta}} + c\|V[w + h]\|_{C^1_{\text{per}}(\Omega_h)}^{2+r(1+\eta/2)} + c
\leq c\|w\|_{C^1_{\text{per}}(\Omega)}^{2+r(1+\eta/2)} + c.
\]  
(5.2)

Next, by the original Bernoulli equation (3.1) we have

\[R(\lambda, q, w, \phi) = \mathcal{K}(w) \geq \varepsilon.\]

Then, because of \(w = \mathcal{M}^2(\lambda, q, w, \phi)\) along \(\mathcal{C} \cap \mathcal{O}\) and using the Lipschitz continuity of \(s \mapsto \ln s\) and \(s \mapsto 1/\sqrt{s}\) on \([\varepsilon, \infty)\) for the terms involving \(R(\lambda, q, w, \phi)\) and \(q + \lambda^2/2 - gw\), for \(\kappa \in \{\alpha, \delta\}\),

\[
\|w\|_{C^1_{\text{per}}(\mathbb{R})} \leq c\|w\|_{C^0_{\text{per}}(\mathbb{R})} \leq c\|R(\lambda, q, w, \phi)\|_{C^0_{\text{per}}(\mathbb{R})}^{2}
\leq c\left(\|\phi\|_{C^0_{\text{per}}(\Omega_h)} + 1\right)\left(\|w\|_{C^0_{\text{per}}(\mathbb{R})} + 1\right)
\leq c\left(\|w\|_{C^1_{\text{per}}(\mathbb{R})}^{4+r(2+\eta)} + 1\right)\left(\|w\|_{C^0_{\text{per}}(\mathbb{R})} + 1\right)
\leq c\left(\|w\|_{C^1_{\text{per}}(\mathbb{R})}^{4+r(2+\eta)(1+\beta-\kappa)} + 1\right)\left(\|w\|_{C^0_{\text{per}}(\mathbb{R})} + 1\right)
\leq \frac{1}{2}\|w\|_{C^1_{\text{per}}(\mathbb{R})}^{4+r(2+\eta)(1+\beta-\kappa)} + \frac{1}{t'}\left(\frac{2}{t}\right)^t\left(c\|w\|_{C^0_{\text{per}}(\mathbb{R})} + 1\right)^{t'}
\leq c\left(\|w\|_{C^0_{\text{per}}(\mathbb{R})} + 1\right)^{t'} + c\left(\|w\|_{C^0_{\text{per}}(\mathbb{R})} + 1\right)
\]

where we demanded \(\beta \leq \kappa\) and interpolated \(C^{1,\beta}\) between \(C^{0,\kappa}\) and \(C^{1,\kappa}\). We now choose \(\beta \leq \min\{\delta, \eta\} \leq \min\{\alpha, \delta\}\) close enough to 0 and \(r, t\) close enough to 1 such that

\[t(4 + r(2 + \eta))(1 + \beta - \delta) = 1.\]

This is possible since

\[(4 + (2 + \eta))(1) < 1 \iff \eta < \frac{1}{1 - \delta} - 6.\]

Hence, by (5.4) for \(\kappa = \delta\),

\[
\frac{1}{2}\|w\|_{C^{1,\delta}_{\text{per}}(\mathbb{R})} \leq c\|w\|_{C^{0,\delta}_{\text{per}}(\mathbb{R})} + c.
\]

Together with (5.3) for \(\kappa = \alpha\), this yields

\[
\|w\|_{C^{1,\alpha}_{\text{per}}(\mathbb{R})} \leq c\left(\|w\|_{C^{1,\delta}_{\text{per}}(\mathbb{R})}^{4+r(2+\eta)} + 1\right)\left(\|w\|_{C^{0,\delta}_{\text{per}}(\mathbb{R})} + 1\right) \leq c\|w\|_{C^{0,\delta}_{\text{per}}(\mathbb{R})} + c.
\]

This, inserting this inequality in (5.2), and the obvious estimate

\[|q| \leq c\left(\|\phi\|_{C^{1,\delta}_{\text{per}}(\Omega_h)} + \|w\|_{L^\infty(\mathbb{R})} + 1\right)\]

in view of the Bernoulli equation (3.1) completes the proof. □
Let us discuss the conditions and statements in Theorem 5.1 in more detail:

Remark 5.2.

(a) It is well-known that $F(q, w, \phi)(\lambda, q, w, \phi)$ has an odd crossing number at $(\lambda_0, 0, 0, 0)$ provided $F(q, w, \phi)(\lambda_0, 0, 0, 0)$ is a Fredholm operator with index zero and one-dimensional kernel, and the transversality condition holds. These properties, in turn, are consequences of the hypotheses of Theorem 4.1; notice that we needed there the assumption $\gamma \in C^{2,1}(\mathbb{R})$. However, it is far from necessary to ensure these conditions of the local Crandall–Rabinowitz theorem in order to meet the condition on an odd crossing number. For example, if the kernel is of odd dimension, there is a criterion which includes a certain transversality condition and is thus somewhat an analogue of the ‘one-dimensional conditions’ in Crandall–Rabinowitz; see [36, pp. 213 ff.]. We will however not pursue this issue further in this paper.

(b) We briefly discuss the alternative (i)(a), that is, $\lambda$ is unbounded. Physically speaking, this means that the surface velocity of the underlying (trivial) laminar flow is unbounded. We can also relate this to the relative mass flux $m(\lambda)$, at least in certain cases for $\gamma$: First, if $\lambda > 0$ and $\gamma \geq 0$, then clearly $\psi^\lambda(\psi(-h)) \geq \lambda h$ and hence $m(\lambda) = -\psi^\lambda(-h) \geq \lambda h$. Thus, $m(\lambda) \to \infty$ as $\lambda \to \infty$ provided $\gamma \geq 0$. Similarly, $m(\lambda) \to -\infty$ as $\lambda \to -\infty$ provided $\gamma \leq 0$. For more discussion of these situations see Section 5.3. Second, if $\sup \gamma' < \pi^2/h^2$, then $m(\lambda) \to \pm\infty$ as $\lambda \to \pm\infty$, as was already observed in (3.11) in Remark 3.6. Notice, however, that in general we do not necessarily have $|m(\lambda)| \to \infty$ as $\lambda \to \infty$ (or $-\infty$), recalling once again Remark 3.6 where we saw that $m(\lambda) = 0$ for any $\lambda \in \mathbb{R}$ if $\gamma(\psi) = a\psi$ for a Dirichlet eigenvalue $a > 0$ of $-\partial^2_y$ on $[-h, 0]$.

(c) Also in view of Remark 3.6, the violation of alternative (ii) only implies that there are no other configurations with a flat surface than the one we bifurcate from if $\sup \gamma' < \pi^2/h^2$. If this condition on $\gamma$ is violated, then we can not eliminate the possibility that $C$ remains in the physically small regime (that is, $w$ close to 0) although it contains points with large norm in our function space $\mathbb{R} \times X$. We will have a closer look at this in Section 5.2 when studying nodal properties.

(d) It is important to point out that, as a further advantage of our new reformulation, we could manage to lower the norm for blow-up of $w$ in alternative (i)(b) to $C^{0,\delta}$, $5/6 < \delta \leq 1$. This seems to be the first time (except for the paper [56] of the present authors dealing with the capillary-gravity case) that this norm could be lowered that much (without restricting to a special case for $\gamma$ in the first place).

(e) If, for example, $\gamma$ is bounded, Theorem 5.1 remains obviously valid if alternative (i)(c) is left out.

(f) We will say more in Appendix D about alternative (iv), that is, degeneracy of the conformal map. However, as clarified there, if we want to say more about this alternative, in particular by extracting a limiting configuration via some compactness,
then we have to consider a more regular norm for \(w\) in the unboundedness alternative (i)(b) – this is in turn the reason why we defer the discussion to the appendix.

5.2 Deeper conclusions under a spectral assumption

It is well-known (see, for example, the breakthrough papers [12, 13]) that the pure gravity case enjoys the advantage over the capillary-gravity case that structural properties of the obtained solutions can be derived by means of applying certain maximum principles. We can also perform such a nodal analysis for our obtained solutions. To this end, however, we have to assume

\[
\beta^{-2(k_0
u)^2}\lambda_0 > 0 \text{ on } (-h,0].
\]  

(5.5)

Notice that, by classical Sturm–Liouville theory for (4.1), this condition equivalent to \(-2(k_0
u)^2\) being smaller than the first Dirichlet eigenvalue of \(-\partial_x^2 - \gamma'\psi\lambda_0\) on \([-h,0]\).

Thus, for example, (5.5) is always satisfied whenever (3.10) holds (which in fact also guarantees (4.3)).

The strategy and the mathematical details of this section are similar to those in [13], however more general since we do not assume that \(\gamma\) is a constant. We would also like to mention the recent paper [37] at this point. Throughout the rest of this Section 5, we assume that the local theory has been set up by means of Theorem 4.1 (and Remark 5.2(a)), that is, we suppose that there exists \(\lambda_0 \neq 0\) and \(k_0 \in \mathbb{N}\) such that the assumptions of Theorem 4.1 are met for this \(\lambda_0\) and \(k_0\); therefore, due to Theorem 4.1, there is a local curve of solutions near \((\lambda_0,0,0,0)\).

Nodal analysis Let us denote by \(C_{\pm}\) the connected component of \((C \cap O) \setminus \{ (\lambda,q,w,\phi) \in \mathbb{R} \times X : w \equiv 0 \}\) to which \((\lambda_{\pm s_{0}},q_{\pm s_{0}},w_{\pm s_{0}},\phi_{\pm s_{0}})\) belongs, where \(s_0 \in (0,\varepsilon)\) is arbitrary and \(\varepsilon > 0\) as in Theorem 1.1. Notice that at this point it is not yet clear that \(C_+ \neq C_-\).

Also, it is not always true that \((C \cap O) \setminus \{ (\lambda,q,w,\phi) \in \mathbb{R} \times X : w \equiv 0 \}\) coincides with \((C \cap O) \setminus \{ (\lambda,q,w,\phi) \in \mathbb{R} \times X : q = 0, w \equiv 0, \phi \equiv 0 \}\). In fact, recalling Remark 3.6, this is true whenever (3.10) holds, but might be violated else.

For simplicity, we assume without loss of generality that \(k_0 = 1\) for otherwise we could have done everything until this point with \((L/k_0,1)\) instead of \((L,k_0)\); notice also that by the uniqueness property in Theorem 4.1 the local curves in the spaces with period \(L\) and \(L/k_0\) have to coincide, up to reparametrization, so that all solutions on the original local curve and thus on all of \(C_{\pm}\) are necessarily \(L/k_0\)-periodic. Moreover, for notational simplicity we will only consider \(C_+\) and the case \(\lambda_0 < 0\), but an analogous result also holds for \(C_-\) and/or the case \(\lambda_0 > 0\). In fact, let us quickly remark that \(C_-\) coincides with \(C_+\) up to the translation \(x \mapsto x + L/2\) of the horizontal variable, which leaves the space \(\mathbb{R} \times X\) and the solution set invariant. Indeed, up to this translation, \(C_-\) and \(C_+\) coincide locally near \((\lambda_0,0,0,0)\) by virtue of (4.4) and the uniqueness statement in Theorem 4.1 and therefore also globally because \(C_-\) and \(C_+\) are both defined as connected components.

Let us study the following nodal properties for \((\lambda,q,w,\phi) \in C_+:\)

\[
w(x) > -h \text{ for all } x \in \mathbb{R},
\]  

(5.6)
Therefore, also recalling the expansion of \( \phi \) is continuous at \( s \) stream function in the physical domain. In particular, we will consider the property

\[ \text{Proof.} \]

According to Theorem 4.1, the map \( (\lambda, q, w, \phi) \in \mathcal{C}_+ \) to which we will apply later sharp maximum principles; here, \( \psi \) and (5.12)

\[ 0 < x + (C^L_h w)(x) < L/2 \quad \text{for all} \ x \in (0, L/2), \]

\[ 1 + (C^L_h w')(0) > 0 \quad \text{and} \quad 1 + (C^L_h w')(L/2) > 0, \]

(5.10)

(5.9)

Another important quantity we introduce is, for any \( \left( \lambda, q, w, \phi, \phi^s \right) \in \mathcal{C}_+ \),

\[ f := \frac{V_x(\phi_y + \psi^\lambda) - V_y \phi_x}{V_x^2 + V_y^2} = -\psi_X \circ H, \]

(5.11)

to which we will apply later sharp maximum principles; here, \( \psi = (\phi + \psi^\lambda) \circ H^{-1} \) is the stream function in the physical domain. In particular, we will consider the property

\[ f > 0 \text{ on } (0, L/2) \times (-h, 0). \]

(5.12)

Let us now first prove that (5.6)–(5.10) hold for solutions that are close to \( (\lambda_0, 0, 0, 0) \).

**Lemma 5.3.** There exists a neighborhood \( \mathcal{N} \) of \( (\lambda_0, 0, 0, 0) \) in \( \mathbb{R} \times X \) such that (5.6)–(5.10) and (5.12) hold for all \( (\lambda, q, w, \phi) \in \mathcal{C}_+ \cap \mathcal{N} \).

**Proof.** According to Theorem 4.1, the map \( (-\varepsilon, \varepsilon) \ni s \mapsto (\lambda^s, q^s, w^s, \phi^s) \in \mathbb{R} \times X \) is continuous. Since (5.6), (5.9), and (5.10) hold for \( w = w^0 \equiv 0 \), they also hold for \( w^s \), \( s \in (-\varepsilon, \varepsilon) \), after possibly shrinking \( \varepsilon \). Moreover, by Theorem 4.1 the map

\[ s \mapsto \begin{cases} w^s/s, & s \neq 0, \\ -\cos(\nu)/\lambda_0, & s = 0, \end{cases} \]

is continuous at \( s = 0 \) from \((-\varepsilon, \varepsilon)\) to \( C_{0,\text{per},e}(\mathbb{R}) \). Since furthermore \( w' < 0 \) on \((0, L/2)\), \( w''(0) < 0 \), and \( w''(L/2) > 0 \) for \( w = \cos(\nu) \), we conclude that (5.7) and (5.8) hold for \( w^s \), \( s \in (0, \varepsilon) \), after again possibly shrinking \( \varepsilon \). This, together with the uniqueness property in Theorem 4.1, yields the claim for (5.6)–(5.10).

As for (5.12), we first notice that, according to Theorem 4.1 and (2.12),

\[ V^s := V[w^s + h] = y + h - \frac{s \sinh(\nu(y + h))}{\lambda_0 \sinh(\nu h)} \cos(\nu x) + o(s). \]

Therefore, also recalling the expansion of \( \phi^s \) in Theorem 4.1

\[ V_x^s(\phi_y^s + \psi_y^\lambda) - V_y^s \phi_x^s \]
\[ = \frac{s \sinh(\nu(y + h))}{\lambda_0 \sinh(\nu h)} \nu \sin(\nu x) \psi_\lambda(y) \]
\[ + s \left( \beta^{-\nu^2,\lambda_0}(y) - \frac{\psi_\lambda(y) \sinh(\nu(y + h))}{\lambda_0 \sinh(\nu h)} \right) \nu \sin(\nu x) + o(s) \]
\[ = s \nu^{-\nu^2,\lambda_0}(y) \sin(\nu x) + o(s). \]  (5.13)

Following the same argument as in the first part of this proof and additionally using (5.5), \( \frac{d}{dx} \sin(\nu x) \neq 0 \) for \( x \in \{0, L/2\} \) as well as \( \beta^{-\nu^2,\lambda_0}(-h) > 0 \), we infer that

\[ V_x^s(\phi_y^s + \psi_y^s) - V_y^s \phi_y^s > 0 \text{ on } (0, L/2) \times (-h, 0] \]

for \( s \in (0, \varepsilon) \), after again possibly shrinking \( \varepsilon \). This yields finally the claim also for (5.12). \( \square \)

Let us remark, importantly, that for the validity of (5.12) in Lemma 5.3, (5.5) is sufficient and necessary in view of (5.13). In particular, there is no hope to carry out the following nodal analysis building upon \( f \) and trying to continue (5.12) along \( C_+ \) without assuming (5.5) in the first place.

We now show that we can extend the nodal properties of Lemma 5.3 along \( C_+ \).

**Lemma 5.4.** One of the following alternatives occurs:

(a) (5.6) – (5.10) and (5.12) hold for all \( (\lambda, q, w, \phi) \in C_+ \);

(b) there exists \( (\lambda, q, w, \phi) \in C_+ \) such that (5.6), (5.7), (5.8), and (5.10) are satisfied, and (instead of (5.9))

\[ 0 < x + (C_+^T w)(x) \leq L/2 \text{ for all } x \in (0, L/2), \]  (5.14a)
\[ x_0 + (C_+^T h)(x_0) = L/2 \text{ for some } x_0 \in (0, L/2), \]  (5.14b)

that is, self-intersection of the free surface occurs exactly above a trough.

**Proof.** By definition, \( C_+ \subset \mathcal{O} \) and in particular \( w \in C_{0, \text{per}, e}^{2, \alpha}(\mathbb{R}) \) for all \( (\lambda, q, w, \phi) \in C_+ \). Notice also that, since \( \text{sgn} \psi_\lambda(0) = \text{sgn} \lambda_0 = -1 \) and \( S\phi_y + \lambda \neq 0 \), we have

\[ \text{sgn}(S\psi_y + \lambda) = -1 \text{ for all } (\lambda, q, w, \phi) \in C_+. \]  (5.15)

Suppose now that (a) fails to hold. Then there exists \( (\lambda, q, w, \phi) \in C_+ \) such that one of the properties in (5.6)–(5.10), (5.12) is violated, but all of them hold along a sequence \( (\lambda_n, q_n, w_n, \phi_n) \in C_+ \) converging to \( (\lambda, q, w, \phi) \) in \( \mathbb{R} \times X \) according to Lemma 5.3. Due to Lemma 5.3, we have in fact \( w_n \to w \) in \( C_{2, \text{per}}^{2, \alpha}(\mathbb{R}) \). In particular, \( w \) satisfies

\[ w(x) \geq -h \text{ for all } x \in \mathbb{R}, \]
\[ w'(x) \leq 0 \text{ for all } x \in (0, L/2), \]  (5.16)
\[ w \in C_{0, \text{per}, e}^{2, \alpha}(\mathbb{R}) \text{ and } w''(0) \leq 0, \quad w''(L/2) \geq 0, \]  (5.17)
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0 \leq x + (\mathcal{C}_h^L w)(x) \leq L/2 \quad \text{for all } x \in (0, L/2), \quad (5.18)
\quad 1 + (\mathcal{C}_h^L w')(0) \geq 0 \quad \text{and} \quad 1 + (\mathcal{C}_h^L w')(L/2) \geq 0. \quad (5.19)

Let now U and V correspond to this w (that is, V = V[w + h], U a harmonic conjugate of −V); notice that we do not claim at this point that U + iV is conformal), and recall that $SU_x = 1 + \mathcal{C}_h^L w'$. First suppose that $w(x) = -h$ for some $x \in \mathbb{R}$. Then $w(L/2) = -h$ by (5.16) and evenness. Therefore, the harmonic function $V$ has a global minimum at $(L/2, 0)$ and hence $V_y(L/2, 0) < 0$ by the Hopf boundary-point lemma. But $V_y(L/2, 0) = U_x(L/2, 0) \geq 0$ by the Cauchy–Riemann equations and (5.19), so a contradiction arises. Thus, (5.6) holds.

Next, by evenness we have $V_y(0, 0) = 0$ and therefore $V_y(0, 0) \neq 0$ because of $K(w) > 0$. By the Cauchy–Riemann equations it holds that $V_y(0, 0) = U_x(0, 0) = 1 + (\mathcal{C}_h^L w')(0) \geq 0$. Combining these two results yields $1 + (\mathcal{C}_h^L w')(0) > 0$ altogether. The same reasoning (together with periodicity) at the point $(L/2, 0)$ instead of $(0, 0)$ yields also $1 + (\mathcal{C}_h^L w')(L/2) > 0$. Therefore, (5.10) holds.

Let us now consider (5.18) and (5.17). To this end, we consider

\[ f_n = \frac{(V_n)_x((\phi_n)_y + \psi^{\lambda_n}) - (V_n)_y((\phi_n)_x)}{(V_n)_x^2 + (V_n)_y^2}, \]

which satisfies (5.12) and

\[ \Delta f_n = -\gamma'(\phi_n + \psi^{\lambda_n}) f_n |\nabla V_n|^2. \]

Using elliptic regularity and recalling that solutions in $\mathcal{O}$ are of class $C^{3,\alpha}$ by Proposition 3.5, we obtain that $f_n$ converges in $C^{1,\beta}_{\text{per}}(\overline{\Omega}_h)$ to some $f \in C^{2,\alpha}_{\text{per}}(\overline{\Omega}_h)$, which satisfies

\[ \Delta f = -\gamma'(\phi + \psi^{\lambda}) f |\nabla V|^2 \quad (5.20) \]

and

\[ f = \frac{V_x(\phi_y + \psi^{\lambda}) - V_y\phi_x}{V_x^2 + V_y^2}, \]

at least close to $\mathbb{R} \times \{0\}$, in fact everywhere whenever (5.9) holds.

Let us split the boundary of $R := (0, L/2) \times (-h, 0)$ into four parts:

$$
\partial R = \partial R_t \cup \partial R_r \cup \partial R_t \cup \partial R_b,
\partial R_t := \{0\} \times [-h, 0], \quad \partial R_r := \{L/2\} \times [-h, 0],
\partial R_t := [0, L/2] \times \{0\}, \quad \partial R_b := [0, L/2] \times \{-h\}.
$$

Notice first that $f \geq 0$ on $\overline{R}$ since $f_n$ has this property. Clearly, $f_n = 0$ and thus $f = 0$ on $\partial R_t \cup \partial R_r \cup \partial R_b$ by evenness and periodicity or the bottom boundary condition for $V_n$ and $\phi_n$. Moreover,

\[ f = \frac{V_x(\phi_y + \psi^{\lambda})}{K(w)} = -\frac{w'\sqrt{2q + \lambda^2 - 2gw}}{K(w)} \quad \text{on } \partial R_t \]
Thus, \( \dim \ker U\) is zero (identity plus compact). The implicit function theorem implies that the only solutions in a neighborhood of \((\bar{y},0)\) is valid.

The strategy to prove (5.7) and (5.8) is now almost exactly the same as in [13] Proof of Lemma 15: On the one hand, if \( u'(x_0) = 0 \) for some \( x_0 \in (0, L/2) \), then \( u \) attains its minimum on \( \overline{\mathcal{R}} \) in the point \( (x_0,0) \). However, a computation shows that \( f_y(x_0,0) = 0 \), yielding a contradiction in view of the Hopf boundary-point lemma. On the other hand, if \( u''(x_0) = 0 \) for \( x_0 = 0 \) or \( x_0 = L/2 \), one can compute that all first and second order derivatives of \( f \) vanish at \((x_0,0)\), contradicting, in view of the Serrin corner-point lemma, the fact that \( f \) obtains its minimum on \( \overline{\mathcal{R}} \) in the point \((x_0,0)\). Indeed, the only slight difference in this computation compared to [13] is that \( f_{xx}(x_0,0) = 0 \) follows from \( f(x_0,0) = f_{yy}(x_0,0) = 0 \) and, here, (5.20).

Finally, let us now turn to (5.18) and suppose that there exists \( x_0 \in (0, L/2) \) such that \( U(x_0,0) = x_0 + (C_0^w)w(x_0) = 0 \). Then the harmonic function \( U \) attains its minimum on \( \overline{\mathcal{R}} \) in the point \((x_0,0)\). By the Hopf boundary-point lemma and the Cauchy–Riemann equations, it follows that \( u'(x_0) = 0 \). This contradicts (5.16).

To sum up, we have proved that, if alternative (a) fails to hold, then alternative (b) has to be valid. The proof is complete.

Characterization of looping back to a trivial solution We now have a look at the possibility that the solution set loops back to a solution with \( w \equiv 0 \), but no other alternative in Theorem 5.4 holds (in particular, \( C \subset \mathcal{O} \) and alternative (a) in Lemma 5.4 occurs). For simplicity we do not strive to handle the most general case in the following, but rather assume (3.10), and explain only later in Remark 5.5 which problems might occur in case (3.10) does not hold. By means of (3.10), we have precisely alternative (ii) in Theorem 5.4 according to Remark 3.6 and do not run into a somewhat unpleasant point of the form \((\lambda, q, 0, \phi)\) with \( \phi \neq 0 \). In particular, also by (3.10), we know that (4.3) holds for any \( \lambda \in \mathbb{R} \) and that any corresponding kernel is at most one-dimensional by Proposition 3.6.

Therefore, let us now assume that there is a sequence \((\lambda_n, q_n, w_n, \phi_n)\) in \( C_+ \) or \( C_- \) converging to some \((\bar{\lambda}, 0, 0, 0)\). Then, \( \bar{\lambda} \) has the same sign as \( \lambda_0 \), for otherwise there would have to exist a point \((\lambda, q, w, \phi) \in C_+ \cup C_- \) with \( \min_\Omega |S \phi + \lambda| = 0 \), leading to the contradiction \( \mathcal{C} \cap \partial \mathcal{O} \neq \emptyset \). Let us suppose that \( \dim \ker F_{(q,w,\phi)}(\lambda,0,0,0) = 0 \). Then \( F_{(q,w,\phi)}(\lambda,0,0,0) \) is an isomorphism by the open mapping theorem and since its index is zero (identity plus compact). The implicit function theorem implies that the only solutions in a neighborhood of \((\lambda,0,0,0)\) are trivial solutions, yielding a contradiction. Thus, \( \dim \ker F_{(q,w,\phi)}(\lambda,0,0,0) = 1 \). Lemma 3.4 yields that \( d(-(k)^2, \lambda) = 0 \) for exactly one \( k \in \mathbb{N} \).

Now let us define

\[
(p_n, v_n, \varphi_n) := \frac{(q_n, w_n, \phi_n)}{\| (q_n, w_n, \phi_n) \|_X}
\]

for \( n \in \mathbb{N} \). Since, by Lemma 5.3 \( \mathcal{M} : \mathcal{O} \to Y \) is locally Lipschitz continuous, where

\[
Y := \mathbb{R} \times C^{2,\alpha}_{0,\text{per},e}(\mathbb{R}) \times C^{2,\alpha}_{\text{per}}(\overline{\Omega h}),
\]
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that is, only requires the computation of the trivial solutions for leading to Proposition 4.3, especially (A.10), that for any alternative (ii) can be left out completely in this case. Indeed, it is part of the argument provided \(d\).

Let us now have a look at the case when (3.10) does not hold. The \(\bar{\lambda}\) boundary point lemma, contradicting the Bernoulli equation (2.3b), which demands here \(\lambda \neq 0\). Therefore, (2.10) does not hold. This means that \(\lambda \mapsto d(-\nu^2, \lambda)\) needs to have at least two zeros on \((0, \infty)\) if \(\lambda_0 > 0\) (on \((0, \infty)\) if \(\lambda_0 < 0\)). This is a purely algebraic property and to check whether it is possible only requires the computation of the trivial solutions for \(\lambda > 0\) if \(\lambda_0 > 0\) (or \(\lambda < 0\) if \(\lambda_0 < 0\)). In fact, it can never hold if \(\sup \gamma' < \pi^2/(4h^2)\) and \(\lambda_0 \gamma'' \geq 0\), and thus alternative (ii) can be left out completely in this case. Indeed, it is part of the argument leading to Proposition 4.3 especially (A.10), that for any \(\lambda > 0\) we have \(d(-\nu^2, \lambda) > 0\) provided \(d(-\nu^2, \lambda) = 0\). Therefore, the map \(\lambda \mapsto d(-\nu^2, \lambda)\) can clearly have at most one zero on \((0, \infty)\); similarly, the statement also holds for \((\infty, 0)\) instead.

Remark 5.5. Let us now have a look at the case when (3.10) does not hold. Then a sequence \((\lambda_n, q_n, w_n, \phi_n)\) in \(C_+\) or \(C_-\) as above can possibly also converge to some \((\bar{\lambda}, \bar{q}, 0, \bar{\phi})\) with \(\bar{\phi} \neq 0\). Considering the corresponding \(f_n\) and \(\bar{f}\), defined in the obvious way by means of (4.11) and (5.11), we have \(\bar{f} = 0\) on \(\partial \mathcal{R}, \Delta \bar{f} = -\gamma' \bar{\phi} - \psi \bar{\lambda}\bar{f}\) and, by Lemma 5.4, \(\bar{f} \geq \bar{\phi} \bar{x} \geq 0\) on \(\mathcal{R}\). Therefore, \(\bar{\phi} \equiv 0\). Indeed, if not, then \(\bar{\phi} \bar{y} \neq 0\) on \(\partial \mathcal{R}_t\) by the Hopf boundary point lemma, contradicting the Bernoulli equation (2.3b), which demands here that \(\bar{\phi} \bar{y}\) be independent of \(x\) on the surface. Hence, \(\bar{\phi} = \bar{\phi}(y)\) so that \(\bar{\phi} + \psi \bar{\lambda} = \psi \bar{\lambda}\) with \(\bar{\lambda} := \bar{\phi}_y(0) + \bar{\lambda}\), and therefore \(\bar{q} = (\bar{\lambda}^2 - \bar{\lambda})/2\) in view of (2.10). By doing the same
computations as in Appendix A.1.1 we see that
\[ F(q,w,\phi)(\bar{\lambda}, \bar{q}, 0, \bar{\phi}) = F(q,w,\phi)(\hat{\lambda}, 0, 0, 0). \]
At this point it seems natural to just mimic the previous strategy and construct a kernel element \((p,v,\varphi)\) of \(F(q,w,\phi)(\bar{\lambda}, \bar{q}, 0, \bar{\phi})\). However, for this it was important that \(F_\lambda\) vanishes. Here, there is just no reason why this should be true at \((\bar{\lambda}, \bar{q}, 0, \bar{\phi})\): in fact, for this it would be necessary that \(A_\lambda = A_\lambda(\bar{\lambda}, 0, \bar{\phi}) \equiv 0\), where \(A_\lambda\) solves
\[ \Delta A_\lambda = \left( \gamma'(\psi^{\lambda}) - \gamma'(\psi^{\hat{\lambda}}) \right) \partial_\lambda \psi^{\lambda}, \]
and the right-hand side does in general not vanish since \(\bar{\lambda} \neq \hat{\lambda}\). Therefore, we restricted ourselves before to the case (3.10) and leave as an open problem what may happen else.

**Summary** Let us now summarize all the results of this section so far.

**Theorem 5.6.** Assume (5.5) and without loss of generality \(k_0 = 1\). The nodal properties (5.6)–(5.10) (together with (5.12)) on \(C_{\pm}\) (if \(\mp \text{sgn} \lambda_0 = 1\)) can be continued as long as no configuration with a flat surface is reached and no self-intersection of the free surface exactly above a trough occurs.

Moreover, in case (3.10) (which implies (5.5)), in Theorem 5.1 we can

- replace (ii) by
  \[ (i'') \text{ there exists } \tilde{\lambda} \neq 0 \text{ with } \bar{\lambda} \neq \lambda_0, (\tilde{\lambda}, 0, 0, 0) \in C \cap (\overline{C_+} \cup \overline{C_-}), \text{ sgn } \tilde{\lambda} = \text{sgn } \lambda_0, \text{ and } d(-\nu^2, \lambda_0) = d(-\nu^2, \tilde{\lambda}) = 0 \]
and leave out (ii) completely in case
  \[ \sup \gamma' < \frac{\pi^2}{4h^2} \text{ and } \lambda_0 \gamma'' \geq 0; \] (5.21)

- replace (v) by
  \[ (v') \text{ there exists } (\lambda_{\pm}, q_{\pm}, w_{\pm}, \phi_{\pm}) \in C_{\pm} \text{ such that } (5.6), (5.7), (5.8), (5.10), \text{ and } (5.14) \]
are satisfied for the point \((\lambda_{\pm}, q_{\pm}, w_{\pm}, \phi_{\pm})\) (provided \(\mp \text{sgn } \lambda_0 = 1\)); in particular, self-intersection of the free surface occurs exactly above a trough;

- leave out (vi).

Also, if \(C \cap \partial \mathcal{O} = \emptyset\) (in particular, if (iii) and (iv) do not hold) and (ii') is not satisfied, then \(C = C_+ \cup C_- \cup \{ (\lambda_0, 0, 0, 0) \}\) disjointly.

(In case \(\mp \text{sgn } \lambda_0 = -1\), the inequalities in (5.7) and (5.8) always have to be reversed, and (5.14) has to read \(0 \leq x + (C_L^k w)(x) < L/2\) for all \(x \in (0, L/2), x_0 + (C_L^k w)(x_0) = 0\) for some \(x_0 \in (0, L/2)\).)
5.3 On downstream waves

Let us now have a look at another special case, namely, downstream waves. This case appears provided \( \lambda_0 > 0 \) and \( \gamma \geq 0 \) (or \( \lambda_0 < 0 \) and \( \gamma \leq 0 \)). In fact, here we can say more about the unboundedness alternative in Theorem 5.1.

**Proposition 5.7.** In Theorem 5.1 the alternative (i)(b) can be left out completely provided \( \lambda_0 > 0 \) and \( \gamma \geq 0 \) (or \( \lambda_0 < 0 \) and \( \gamma \leq 0 \)). [in particular, in the irrotational case \( \gamma \equiv 0 \) for any \( \lambda_0 \neq 0 \)].

**Proof.** Let us assume that \( \lambda_0 > 0 \) and \( \gamma \geq 0 \); in the other case \( \lambda_0 < 0 \) and \( \gamma \leq 0 \) one can proceed completely analogously. Let \( (\lambda, q, w, \phi) \in \mathcal{C} \cap \mathcal{O} \), and first notice that \( S|\phi_y + \lambda| > 0 \) and therefore we may assume that \( S\phi_y + \lambda > 0 \) because of \( \lambda_0 > 0 \); indeed, in case \( \inf_{(\lambda, q, w, \phi) \in \mathcal{C}} \min R |S\phi_y + \lambda| = 0 \), necessarily alternative (iii) or (iv) holds true recalling the discussion after (5.1) in the proof of Theorem 5.1. Let us now consider the function

\[
\zeta(x, y) := \phi(x, y) + \psi_\lambda(y) - \frac{ym(\lambda)}{h}, \quad (x, y) \in \Omega_h,
\]

which solves

\[
\Delta \zeta = -\gamma(\phi + \psi_\lambda)|\nabla V|^2 \leq 0 \quad \text{in} \quad \Omega_h,
\]

\[
\zeta = 0 \quad \text{on} \quad y = 0,
\]

\[
\zeta = 0 \quad \text{on} \quad y = -h.
\]

By the weak maximum principle, \( \zeta \geq 0 \) and hence in particular

\[
0 \geq S\zeta_y = S\phi_y + \lambda - \frac{m(\lambda)}{h}.
\]

Therefore, we have

\[
0 < S\phi_y + \lambda \leq \frac{m(\lambda)}{h}
\]

and thus

\[
|S\phi_y + \lambda| \leq \frac{m(\lambda)}{h}.
\]

Looking at the Bernoulli equation (3.1) we conclude that

\[
|w'| \leq K(w) \leq \frac{m(\lambda)}{2h} \sqrt{q + \frac{\lambda^2}{2} - gw}.
\]

Thus, if \( \lambda \) remains bounded and \( q + \frac{\lambda^2}{2} - gw \) stays away from zero, it follows that the \( C^1_b \)-norm (and therefore all \( C^{0, \delta} \)-norms, \( \delta \in (0, 1] \)) of \( w \) remains bounded since \( w \) has zero average. This proves the claim. \( \square \)

Next, our goal is to show that, in the situation of a downstream wave, the flow is unidirectional and the waves cannot overhang. More precisely, while assuming that the conditions for local bifurcation are met, “downstream waves” correspond in the case
\( \lambda_0 > 0 \) and \( \gamma \geq 0 \) to points on \( C_0 \), which is defined to be the connected component of \( \{ (\lambda, q, w, \phi) \in C \cap O : (2.8) \text{ holds} \} \) to which \((\lambda_0, 0, 0, 0)\) belongs. Notice that we have to assume that the free surface does not intersect the flat bed, but we can get rid of this assumption provided additionally \((3.10)\) holds in view of the previous section. Very similar things can also be done in case \( \lambda_0 < 0 \) and \( \gamma \leq 0 \), but for simplicity we only consider the first case.

We follow the ideas of [14], where similar results in the case of constant vorticity were obtained. Moreover, we like to mention [19, 43] at this point, where bounds for the slope of the surface for unidirectional flows are established.

Let us now consider the properties

\[
\frac{V_x \phi_x + V_y (\phi_y + \psi^\lambda_y)}{V_x^2 + V_y^2} > 0 \quad \text{on } \Omega_h, \tag{5.22}
\]

\[
1 + C_h^l w' > 0 \quad \text{on } \mathbb{R}, \tag{5.23}
\]

for \((\lambda, q, w, \phi) \in C_0\). Notice that \((5.23)\) implies that the corresponding free surface does not overhang and thus in particular \(|\nabla V|^2 \neq 0\) on \( \Omega_h \) by Lemma \((2.1)\) iv). Therefore, the left-hand side of \((5.22)\) is well-defined and equals the horizontal component of the velocity in the physical domain, which in turn means that \((5.22)\) yields unidirectionality of the corresponding flow. Since \( \phi = A(\lambda, w, \phi) \) along \( C_0 \), we notice furthermore that \((5.22)\) and \((5.23)\) define open sets in \( \mathbb{R} \times X \) and are obviously satisfied for \((\lambda, q, w, \phi) = (\lambda_0, 0, 0, 0)\) in view of \( \psi^{\lambda_0}(0) = \lambda_0 > 0 \) and \( \psi^{\lambda_0}_{yy} = -\gamma(\psi^{\lambda_0}) \leq 0 \). Let us now suppose on the contrary that \((5.22), (5.23)\) are not satisfied for all points on \( C_0 \). Then there exists \((\lambda, q, w, \phi) \in C_0\) such that

\[
\frac{V_x \phi_x + V_y (\phi_y + \psi^\lambda_y)}{V_x^2 + V_y^2} \geq 0 \quad \text{on } \overline{\Omega_h},
\]

\[
1 + C_h^l w' \geq 0 \quad \text{on } \mathbb{R},
\]

but \((5.22)\) or \((5.23)\) is violated. Because of \( K(w) \neq 0 \) on \( \mathbb{R} \), still in this case \( x \mapsto (x + (C_h^l w)(x), w(x) + h) \) is injective on \( \mathbb{R} \) and Lemma \((2.1)\) iv) yields that \(|\nabla V|^2 \neq 0\) on \( \Omega_h \), that \( H = U + iV : \Omega_h \to \Omega_w \) is conformal, and that the free surface is of class \( C^{1,\alpha} \); here and in the following, we frequently make use of \((\lambda, q, w, \phi) \in C_0 \subset O\). Moreover, \( w \in C^{3,\alpha}(\mathbb{R}) \) and \( \phi, V \in C^{3,\alpha}(\overline{\Omega_h}) \) by Proposition \((3.5)\) and thus \( \psi = (\phi + \psi^\lambda) \circ H^{-1} \in C^{3,\alpha}(\overline{\Omega_w}) \) due to \(|\nabla V|^2 \neq 0\) on \( \overline{\Omega_h} \) (so the surface is in fact of class \( C^{3,\alpha} \)). Then,

\[
\psi_Y = \frac{V_x \phi_x + V_y (\phi_y + \psi^\lambda_y)}{V_x^2 + V_y^2} \circ H^{-1}
\]

satisfies

\[
\Delta \psi_Y + \gamma'(\psi) \psi_Y = 0 \quad \text{in } \Omega_w, \quad \psi_Y \geq 0 \quad \text{on } \overline{\Omega_w}.
\]

Let us now suppose that \((5.23)\) is violated. Then clearly \( \psi_Y \) vanishes somewhere at the surface in view of \( S \phi_x = 0 \) and \( SV_y = 1 + C_h^l w' \). In particular, \((5.22)\) is violated as well. Therefore, it suffices to consider the case that \((5.22)\) is violated, that is, \( \min_{\overline{\Omega_w}} \psi_Y = 0 \).
By the strong maximum principle it follows that $\psi_Y$ admits its minimum, which is 0, on the surface or on the bottom and that $\psi_Y > 0$ in $\Omega_w$, noticing that $\psi_Y \neq 0$. Since $\psi$ is constant on the bottom, we have $\psi_{YY} = -\psi_{XX} - \gamma(\psi) \leq 0$ there. Thus, $\psi_Y$ cannot admit its minimum on the bottom in view of the Hopf boundary-point lemma. Therefore, $\psi_Y$ vanishes at some $(U(x_0,0), V(x_0,0))$ on the surface, which implies that $SV_y = 1 + C_h w'$ vanishes at $x_0$ in view of $S\phi_x = 0$ and $S(\phi_y + \psi_0) \neq 0$.

Moreover, the above yields that $|\nabla \psi| \neq 0$ on $\Omega_w$. Based on an idea by Spielvogel [47], we introduce the function

$$P := \frac{1}{2} |\nabla \psi|^2 + g(Y - h) - q - \frac{\lambda^2}{2} + \int_0^\psi \gamma(s) \, ds,$$

which satisfies

$$\Delta P - \frac{2(P_X - \gamma(\psi)\psi_X)}{|\nabla \psi|^2} P_X - \frac{2(P_Y - 2g - \gamma(\psi)\psi_Y)}{|\nabla \psi|^2} P_Y = \frac{g(g + \gamma(\psi)\psi_Y)}{|\nabla \psi|^2} \geq 0 \quad \text{in } \Omega_w,$$

$P_Y = g > 0$ on the bottom, and $P = 0$ on the surface. By the strong maximum principle it follows that $P < 0$ in $\Omega_w$ and on the bottom, and that the normal derivative of $P$ at the surface is positive. The argument that leads to a contradiction is now exactly the same as in [14, Proof of Theorem 3].

Therefore, to conclude, the following is proved:

**Theorem 5.8.** Suppose that the assumptions of Theorem 4.1 are satisfied, and that $\lambda_0 > 0$ and $\gamma \geq 0$ (or $\lambda_0 < 0$ and $\gamma \leq 0$). Then, for each $(\lambda, q, w, \phi) \in C_0$,

(a) the corresponding flow is unidirectional, that is, $\psi_Y > 0$ (or $\psi_Y < 0$) in the closure of the physical domain,

(b) the corresponding surfaces do not overhang; more precisely, $1 + C_h w' > 0$ on $\mathbb{R}$.

**Appendix A. Local bifurcation**

Throughout Appendix A we assume that the vorticity function, additionally to being globally Lipschitz, satisfies

$$\gamma \in C^{2,1}_\text{loc}(\mathbb{R}).$$

**A.1. Application of Crandall–Rabinowitz**

The goal of this section is to apply the following local bifurcation theorem of Crandall–Rabinowitz [36, Thm. I.5.1] in the framework of our new reformulation and consequently prove Theorem 4.1.

**Theorem A.1.** Let $X$ be a Banach space, $U \subset \mathbb{R} \times X$ open, and $F: U \to X$ such that $(\lambda, 0) \in U$ and $F(\lambda, 0) = 0$ for any $\lambda \in \mathbb{R} \setminus \{0\}$. Assume that there exists $\lambda_0 \in \mathbb{R} \setminus \{0\}$ such that $F$ is of class $C^2$ in an open neighborhood of $(\lambda_0, 0)$, and suppose that $F_{\lambda}(\lambda_0, 0)$ is a Fredholm operator with index zero and one-dimensional kernel spanned by $x_0 \in X$, 

32
and that the transversality condition $F_{\lambda x}(\lambda_0, 0)x_0 \notin \text{im } F_x(\lambda_0, 0)$ holds. Then there exists $\varepsilon > 0$ and a $C^1$-curve $(-\varepsilon, \varepsilon) \ni s \mapsto (\lambda^s, x^s)$ with $(\lambda^0, x^0) = (\lambda_0, 0)$ and $x^s \neq 0$ for $s \neq 0$, and $F(\lambda^s, x^s) = 0$. Moreover, all solutions of $F(\lambda, x) = 0$ in a neighborhood of $(\lambda_0, 0)$ are on this curve or are trivial. Furthermore, the curve admits the asymptotic expansion $x^s = sx_0 + o(s)$.

Motivated by (2.15), here and also when stating Theorems B.1 and B.2 below, we restrict ourselves to trivial solutions $(\lambda, 0)$ with $\lambda \neq 0$ and allow the case $(0, 0) \in \partial U$, but clearly these theorems remains true with this slight modification compared to what is stated in the respective references.

In order to apply this theorem, we have to study the linearized operator and also the transversality condition. This will be the content of the next subsections.

A.1.1. Computing derivatives

First, it is important to calculate the partial derivative $F_{(q, w, \phi)}$ and, in particular, its value at a trivial solution. Let us introduce the abbreviation

$$B = B(\lambda, w, \phi) = |S\partial_y A(\lambda, w, \phi) + \lambda|.$$ 

With this we have

$$R = \frac{B}{\sqrt{2q + \lambda^2 - 2gw}}.$$ 

We first evaluate these quantities at a trivial solution $(\lambda, 0, 0, 0)$, $\lambda \neq 0$:

$$V = y + h, \quad \nabla V = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad K = 1, \quad A = 0, \quad B = |\lambda|, \quad R = 1.$$ 

Let now $(\delta q, \delta w, \delta \phi)$ be a direction. First consider $V_w(0)\delta w$, the partial derivative of $V$ with respect to $w$ evaluated at $w \equiv 0$ and applied to the direction $\delta w$, and abbreviate $V_w = V_w(0)\delta w$; we will also use this abbreviation similarly for other expressions and derivatives when there is no possibility of confusion. Since we will only need such partial derivatives evaluated at trivial solutions, we only state the following formulas for the case that the point at which we evaluate them satisfies $q = 0$, $w \equiv 0$, and $\phi \equiv 0$. Now $V_w$ is the unique solution of

$$\begin{align*} 
\Delta V_w &= 0 & \text{in } \Omega_h, \\
V_w &= \delta w & \text{on } y = 0, \\
V_w &= 0 & \text{on } y = -h. 
\end{align*}$$ 

Next, $A_w$ and $A_\phi$ are the unique solutions of

$$\begin{align*} 
\Delta A_w &= -2\gamma(\psi^\lambda)\partial_y V_w & \text{in } \Omega_h, \\
A_w &= 0 & \text{on } y = 0 \text{ and } y = -h, \\
A_\phi &= 0 & \text{on } y = 0. 
\end{align*}$$
Moreover, it holds that

\[ \Delta A_\phi = -\gamma'\psi^0\partial_\phi \quad \text{in } \Omega_h, \quad A_\phi = 0 \quad \text{on } y = 0 \text{ and } y = -h. \]

Moreover, it holds that

\[
\begin{align*}
K_w &= C_0^1 \partial w', \quad B_w = \frac{\lambda}{|\lambda|} \partial_y A_w, \quad B_\phi = \frac{\lambda}{|\lambda|} \partial_y A_\phi, \quad R_q = -\frac{\delta q}{\lambda^2}, \quad R_w = \frac{B_w}{|\lambda|} + \frac{\delta w}{\lambda^2}, \\
F_q &= \left( \langle R_q \rangle, -\partial_x^{-1}(C_h^1)^{-1}\partial_y R_q, 0 \right), \\
F_w &= \left( -\langle R_w \rangle, \delta w - \partial_x^{-1}(C_h^1)^{-1}\partial_y R_w, -A_w \right), \\
F_\phi &= \left( -\langle R_\phi \rangle, -\partial_x^{-1}(C_h^1)^{-1}\partial_y A_\phi, \delta \phi - A_\phi \right).
\end{align*}
\]

Putting everything together, we conclude

\[
\begin{align*}
F_q &= (\lambda^{-2}\delta q, 0, 0), \quad (A.1a) \\
F_w &= \left( -\lambda^{-1}\langle \partial_y A_w \rangle, \delta w - \lambda^{-1}\partial_x^{-1}(C_h^1)^{-1}\partial_y A_w + \lambda^{-1}\delta w, -A_w \right), \quad (A.1b) \\
F_\phi &= \left( -\lambda^{-1}\langle \partial_y A_\phi \rangle, -\lambda^{-1}\partial_x^{-1}(C_h^1)^{-1}\partial_y A_\phi, \delta \phi - A_\phi \right). \quad (A.1c)
\end{align*}
\]

Let us note that, since \( M \) is compact (on each \( O \)) due to Lemma A.1 also its derivative evaluated at a fixed point is compact. Thus, at each point, \( F_{(q,w,\phi)} = \text{Id} - M_{(q,w,\phi)} \) is a compact perturbation of the identity and hence a Fredholm operator with index zero.

### A.1.2. The good unknown

Before we characterize the kernel of \( F_{(q,w,\phi)} \) and the transversality condition, we first introduce an isomorphism, which facilitates the computations later and is sometimes called \( T \)-isomorphism in the literature (for example, in \cite{22, 52}). The discovery of the importance of such a new variable (here \( \theta \)) goes back to Alinhac \cite{2}, who called it the “good unknown” in a very general context, and Lannes \cite{41}, who introduced it in the context of water wave equations.

In the following, \( V[v] \) denotes the unique \((L,\text{periodic})\) solution of the boundary value problem \((2.5)\) with Dirichlet data \( v \) instead of \( w + h \) on \( y = 0 \).

**Lemma A.2.** Let

\[
Y := \left\{ \theta \in C_{\text{per},c}^0(\Omega_h) \cap H_{\text{per}}^1(\Omega_h) : S\theta \in C_{0,\text{per},c}^1(\mathbb{R}), \theta = 0 \text{ on } y = -h \right\},
\]

equipped with

\[
\|\theta\|_Y := \|\theta\|_{C_{\text{per},c}^0(\Omega_h) \cap H_{\text{per}}^1(\Omega_h)} + \|S\theta\|_{C_{\text{per},c}^1(\mathbb{R})},
\]

and assume that \( \lambda \neq 0 \). Then

\[
T(\lambda) : Y \to X, \quad T(\lambda)\theta = \left( -\frac{S\theta}{\lambda}, \theta - \frac{\psi_0^\lambda}{\lambda} V[S\theta] \right)
\]

is an isomorphism. Its inverse is given by

\[
[T(\lambda)]^{-1} (\delta w, \delta \phi) = \delta \phi - \psi_0^\lambda V[\delta w].
\]
Proof. Both $T(\lambda)$ and $[T(\lambda)]^{-1}$ are well-defined, and a simple computation shows that they are inverse to each other.

Let us now consider a trivial solution $(\lambda, 0, 0, 0)$, $\lambda \neq 0$. In view of the isomorphism $T(\lambda)$, we introduce

$$\mathcal{L}(\lambda) := [F_{(w,0)}^{2,3}(\lambda,0,0,0)] \circ [T(\lambda)]: Y \to \bar{X},$$

where $F_{(w,0)}^{2,3} = (F^2, F^3)$ consists of the second and third component of $F = (F^1, F^2, F^3)$. In order to simplify $\mathcal{L}(\lambda)\theta = (\mathcal{L}^1(\lambda), \mathcal{L}^2(\lambda))\theta$, we notice that

$$\mathcal{A}_w(S\theta) + \mathcal{A}_\phi(\psi^\lambda_y V[S\theta]) = (\psi^\lambda_y - \lambda)V[S\theta].$$

Indeed, the function $f := \mathcal{A}_w(S\theta) + \mathcal{A}_\phi(\psi^\lambda_y V[S\theta]) - (\psi^\lambda_y - \lambda)V[S\theta]$ satisfies

$$\Delta f = -2\gamma(\psi^\lambda)\partial_y V[S\theta] - \gamma'(\psi^\lambda)\psi^\lambda_y V[S\theta] - \psi^\lambda_y V[S\theta] - 2\psi^\lambda_y \partial_y V[S\theta]$$

$$= -2\gamma(\psi^\lambda)\partial_y V[S\theta] - \gamma'(\psi^\lambda)\psi^\lambda_y V[S\theta] + \gamma'(\psi^\lambda)\psi^\lambda_y V[S\theta] + 2\gamma(\psi^\lambda)\partial_y V[S\theta] = 0$$

in $\Omega_h$ and vanishes at the top and bottom. By (A.1) and additionally using $C^L_h \theta_x = S\partial_y V[S\theta]$, we can thus write

$$\mathcal{L}^1(\lambda)\theta = -\lambda^{-1}S\theta - \lambda^{-1}\partial_x^{-1}(C^L_h)^{-1}(PS\partial_y \mathcal{A}_\phi \theta + \lambda^{-1}(\gamma(0) - \lambda^{-1}g) S\theta)$$

$$= -\lambda^{-1}\partial_x^{-1}(C^L_h)^{-1}(PS\partial_y \mathcal{A}_\phi \theta + V[S\theta]) + \lambda^{-1}(\gamma(0) - \lambda^{-1}g) S\theta), \quad (A.2a)$$

$$\mathcal{L}^2(\lambda)\theta = \theta - (A_\phi \theta + V[S\theta]). \quad (A.2c)$$

Notice that, under the assumption $\theta \in C^a_{\text{per}}(\Omega_h)$, $\mathcal{L}^2(\lambda)\theta$ is the unique solution of

$$\Delta[\mathcal{L}^2(\lambda)\theta] = \Delta\theta + \gamma'(\psi^\lambda)\theta \text{ in } \Omega_h, \quad \mathcal{L}^2(\lambda)\theta = 0 \text{ on } y = 0 \text{ and } y = -h, \quad (A.3)$$

and $\mathcal{L}^1(\lambda)\theta$ is (in the set of periodic functions with zero average) uniquely determined by

$$-\lambda^2\partial_x C^L_h(\mathcal{L}^1(\lambda)\theta) = \lambda PS\partial_y (\theta - \mathcal{L}^2(\lambda)\theta) + (\gamma(0) - \lambda^{-1}g) S\theta. \quad (A.4)$$

Furthermore, notice that

$$([F_{(w,0)}^{1,3}(\lambda,0,0,0)] \circ [T(\lambda)])\theta = -\lambda^{-1}
\left(\langle S\partial_y ((1 - \lambda^{-1}\psi^\lambda_y)V[S\theta]) \rangle + \langle S\partial_y \mathcal{A}_\phi \theta \rangle \right)
= -\lambda^{-1}(S\partial_y \mathcal{A}_\phi \theta).$$

Therefore, the action of $F_{(q,w,\phi)}(\lambda, 0, 0, 0)$ can be expressed in matrix form as

$$[F_{(q,w,\phi)}(\lambda,0,0,0)] \begin{pmatrix} \text{id}_\mathbb{R} & 0 \\ 0 & T(\lambda) \end{pmatrix} \begin{pmatrix} \delta q \\ \delta\theta \end{pmatrix} = \begin{pmatrix} \lambda^{-2}\delta q - \lambda^{-1}(S\partial_y \mathcal{A}_\phi \theta) \\ \mathcal{L}(\lambda)\theta \end{pmatrix}. $$

Hence, having an application of Theorem [A.1] in mind, we easily see that

$$(\delta q, \delta w, \delta \phi) \in \ker F_{(q,w,\phi)}(\lambda,0,0,0)$$
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\[ \L \theta = 0 \iff \theta \in C^2_{\text{per}}(\Omega_h) \text{ and } \begin{cases} \Delta \theta + \gamma'(\psi^\lambda)\theta = 0 \quad \text{and} \\ \lambda \mathcal{P} \delta_y \theta + (\gamma(0) - \lambda^{-1}g)S\theta = 0; \end{cases} \]

notice that \( \L \theta = 0 \) implies \( S\theta \in C^2_{\text{per}}(\mathbb{R}) \) by (A.2a) and thus \( \theta = A_\phi \theta + V[S\theta] \in C^2_{\text{per}}(\Omega_h) \) by (A.2a). Let us now write \( \theta(x,y) = \sum_{k=0}^\infty \theta_k(y) \cos(kvx) \) as a Fourier series. Then we easily see that \( \L \theta = 0 \) if and only if

\[ \left( \partial_y^2 + \gamma'(\psi^\lambda) \right) \theta_0 = 0 \quad \text{(A.7)} \]

and, for all \( k \geq 1, \)

\[ \left( \partial_y^2 + \gamma'(\psi^\lambda) - (kv)^2 \right) \theta_k = 0, \quad \text{(A.8a)} \]

\[ \lambda \partial_y \theta_k(0) + (\gamma(0) - \lambda^{-1}g)\theta_k(0) = 0; \quad \text{(A.8b)} \]

notice that \( \theta_0(0) = 0 \) is already included in the definition of \( Y \). Henceforth, we shall assume (A.3). Thus, we see that (A.7) only has the trivial solution \( \theta_0 \equiv 0 \), recalling that \( \theta_0(0) = \theta_0(-h) = 0 \) by membership of \( \theta \) in \( Y \).

Let us now turn to \( k \geq 1 \) and recall that \( \theta_k(-h) = 0 \) by \( \theta \in Y \). First suppose that \( -(kv)^2 \) is in the Dirichlet spectrum of \( -\partial_y^2 - \gamma'(\psi^\lambda) \) on \([-h,0] \). Then necessarily \( \theta_k(0) = 0 \) provided (A.8a) is satisfied. Hence, (A.8a) can only hold if \( \theta_k \equiv 0 \). On the other hand, suppose that \( -(kv)^2 \) is not in the Dirichlet spectrum of \( -\partial_y^2 - \gamma'(\psi^\lambda) \) on \([-h,0] \). Then we find that (A.8a) is equivalent to the statement that \( \theta_k \) is a multiple of \( \beta^{-(kv)^2, \lambda} \), where \( \beta = \beta^{\mu, \lambda} \) is defined by means of (A.1).
To sum up, \( (A.8) \) has a nontrivial solution \( \theta_k \) if and only if the dispersion relation

\[
d(- (k\nu)^2, \lambda) = 0,
\]

with \( d \) given in \((1.2)\), is satisfied, and in this case \( \theta_k \) is a multiple of \( \beta^{-(k\nu)^2, \lambda} \).

**Remark A.3.** The quantity \( d(\mu, \lambda) \) is at first defined if and only if \( \mu \) is not in the Dirichlet spectrum of \( -\partial_y^2 - \gamma'(\psi^\lambda) \) on \([-h, 0]\). If this property fails to hold, we set \( d(\mu, \lambda) := \infty \) in the following.

We summarize our results concerning the kernel:

**Lemma A.4.** Given \( \lambda \neq 0 \) and under the assumption \((1.3)\), a function \( \theta \in Y \), admitting the Fourier decomposition

\[
\theta(x, y) = \sum_{k=0}^{\infty} \theta_k(y) \cos(k\nu x),
\]

is in the kernel of \( L(\lambda) \) if and only if \( \theta_0 = 0 \) and for each \( k \geq 1 \)

(a) \( \theta_k = 0 \), or

(b) \(- (k\nu)^2 \) is not in the Dirichlet spectrum of \( -\partial_y^2 - \gamma'(\psi^\lambda) \) on \([-h, 0]\), \( \theta_k \) is a multiple of \( \beta^{-(k\nu)^2, \lambda} \), and the dispersion relation

\[
d(- (k\nu)^2, \lambda) = 0
\]

holds, with \( d \) given in \((1.2)\).

**A.1.4. Range**

Before we proceed with the investigation of the transversality condition, we first prove that the range of \( L \) can be written as an orthogonal complement with respect to a suitable inner product. This will be helpful for characterizing the transversality condition. To this end, we introduce the inner product

\[
\langle (f_1, g_1), (f_2, g_2) \rangle := \left( \sqrt{C^L_k \partial_x f_1}, \sqrt{C^L_k \partial_x f_2} \right)_{L^2([0, L])} + \langle \nabla g_1, \nabla g_2 \rangle_{L^2(\Omega^*_h)}
\]

for \( f_1, f_2 \in H^{1/2}_{0, \text{per}}(\mathbb{R}) \) (fractional Sobolev space), \( g_1, g_2 \in H^1_{\text{per}}(\Omega_h) \), where \( \sqrt{C^L_k \partial_x} \) is the Fourier multiplier with symbol \( k \coth(k \nu h) \) and \( \Omega^*_h = (0, L) \times (-h, 0) \); in order to avoid misunderstanding, we point out that the index “0” in \( H^{1/2}_{0, \text{per}}(\mathbb{R}) \) means “zero average” as before. This inner product is positive definite on the space

\[
Z := H^{1/2}_{0, \text{per}}(\mathbb{R}) \times \left\{ \tilde{g} \in H^1_{\text{per}}(\Omega_h) : \tilde{g} \big|_{y=-h} = 0 \right\}.
\]

Notice that

\[
\left( \sqrt{C^L_k \partial_x f_1}, \sqrt{C^L_k \partial_x f_2} \right)_{L^2([0, L])} = \langle f_1, C^L_k \partial_x f_2 \rangle_{L^2([0, L])} = \langle C^L_k \partial_x f_1, f_2 \rangle_{L^2([0, L])}
\]
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if \( f_1, f_2 \in H^1_{0, \text{per}}(\mathbb{R}) \) and that
\[
\langle \nabla g_1, \nabla g_2 \rangle_{L^2(\Omega^*_h)} = -\langle g_1, \Delta g_2 \rangle_{L^2(\Omega^*_h)} + \langle S g_1, S \partial_y g_2 \rangle_{L^2([0, L])}
\]
if \( g_2 \in H^2_{\text{per}}(\Omega_h) \) and \( g_1 = 0 \) on \( y = -h \).

Recalling \((A.2)\) we now compute for smooth \( \theta, \vartheta \in Y \)
\[
\langle -(\lambda S \theta, \theta), L \vartheta \rangle = \langle S \theta, \mathcal{P} S \partial_y (A_{\phi} \vartheta + V[S \theta]) \rangle + \lambda^{-1} (\gamma(0) - \lambda^{-1} g) \langle S \theta \rangle_{L^2([0, L])}
\]
\[
- \langle \theta, \Delta (\vartheta - (A_{\phi} \vartheta + V[S \theta])) \rangle_{L^2(\Omega^*_h)} + \langle S \theta, S \partial_y (\vartheta - (A_{\phi} \vartheta + V[S \theta])) \rangle_{L^2([0, L])}
\]
\[
= \lambda^{-1} (\gamma(0) - \lambda^{-1} g) \langle S \theta, \vartheta \rangle_{L^2([0, L])} + \langle \nabla \vartheta, \nabla \vartheta \rangle_{L^2(\Omega^*_h)} - \langle \theta, \gamma' (\psi^\lambda \vartheta) \rangle_{L^2(\Omega^*_h)}
\]

making use of \( \langle S \theta \rangle = 0 \). Noticing that the terms at the beginning and at the end of this computation only involve at most first derivatives of \( \theta \) and \( \vartheta \), an easy approximation argument shows that this relation also holds for general \( \theta, \vartheta \in Y \). Moreover, since the last expression is symmetric in \( \theta \) and \( \vartheta \), we can also go in the opposite direction with reversed roles and arrive at the symmetry property
\[
\langle -(\lambda S \theta, \theta), L \vartheta \rangle = \langle L \theta, -(\lambda S \theta, \vartheta) \rangle.
\]

Thus, the range of \( L \) is the orthogonal complement of \( \{(\lambda S \theta, \theta) : \theta \in \ker L \} \) with respect to \( \langle \cdot, \cdot \rangle \). Indeed, one inclusion is an immediate consequence of the symmetry property and the other inclusion follows from the facts that we already know that \( L \) is Fredholm with index zero and that \( L \) gains no additional kernel when extended to functions \( \theta \) with \( \langle S \theta, \theta \rangle \in Z \).

### A.1.5. Transversality condition

We can now characterize the transversality condition, assuming that the kernel of \( L \) is one-dimensional and spanned by \( \theta(x, y) = \beta^{-(k \nu)^2 \lambda(y)} \cos(k \nu x) \) for some \( k \in \mathbb{N} \). To this end, in view of \((A.3)\), we have to investigate whether \( L_{\lambda} \theta \) is not in the range of \( L \), which is equivalent to
\[
\langle (\lambda S \theta, \theta), L_{\lambda} \theta \rangle \neq 0
\]
by the previous section. Differentiating \((A.2)\) with respect to \( \lambda \), for general \( \theta \) it holds that
\[
L^1_{\lambda} \theta = -\lambda^{-1} L^1 \theta - \lambda^{-1} \partial_x (C^L_{\nu})^{-1} \left( \mathcal{P} S \partial_y A_{\phi} \theta - (\lambda^{-2} \gamma(0) - 2\lambda^{-3} g) S \theta \right),
\]
\[
L^2_{\lambda} \theta = -A_{\phi} \theta,
\]
where \( A_{\phi} \theta \in C^2_{\text{per}}(\Omega_h) \) is the unique solution of
\[
\Delta (A_{\phi} \lambda) = -\gamma'' (\psi^\lambda) \partial_y \psi^\lambda \theta \quad \text{in } \Omega_h,
\]
\[
A_{\phi} \lambda \theta = 0 \quad \text{on } y = 0 \text{ and } y = -h.
\]
Thus, we have
\[
\langle (-\lambda S\theta, \theta), L\lambda \theta \rangle \\
(\theta, \Delta(-A_{\phi\lambda}\theta))_{L^2(O^*_{\lambda}))} + (S\theta, -S\partial_y A_{\phi\lambda}\theta)_{L^2([0,L])} \\
= -\langle \theta, \gamma''(\psi^\lambda)\partial_\lambda \psi^\lambda \theta \rangle_{L^2(O^*_{\lambda}))} - (\lambda^{-2}\gamma(0) - 2\lambda^{-3}g)\langle S\theta, S\theta \rangle_{L^2([0,L])}
\]
whenever $L^1\theta = 0$. Now let $\theta(x, y) = \beta^{-(k\nu^2)}\lambda(y) \cos(k\nu x)$ and note that $f = \partial_\lambda \beta^{-(k\nu^2)}\lambda$ solves
\[
f_{yy} + (\gamma'(\psi^\lambda) - (k\nu^2)f = -\gamma''(\psi^\lambda)\beta^{-(k\nu^2)}\lambda \partial_\lambda \psi^\lambda \quad \text{on } [-h, 0], \quad f(0) = f(-h) = 0.
\]
Therefore,
\[
\frac{2}{E}\langle (-\lambda S\theta, \theta), L\lambda \theta \rangle \\
= \int_{-h}^{0} \beta^{-(k\nu^2)}\lambda \left( \partial_\lambda \beta_{yy}^{-(k\nu^2)}\lambda + (\gamma'(\psi^\lambda) - (k\nu^2)\partial_\lambda \beta^{-(k\nu^2)}\lambda) \right) dy - (\lambda^{-2}\gamma(0) - 2\lambda^{-3}g) \\
= \partial_\lambda \beta_{yy}^{-(k\nu^2)}\lambda(0) - \lambda^{-2}\gamma(0) + 2\lambda^{-3}g
\]
after integrating by parts. Thus, we have proved:

**Lemma A.5.** Given $\lambda \neq 0$ and assuming that the kernel of $L(\lambda)$ is one-dimensional spanned by $\theta(x, y) = \beta^{-(k\nu^2)}\lambda(y) \cos(k\nu x)$ for some $k \geq 1$, the transversality condition
\[
L_{\lambda}(\lambda)\theta \notin \text{im} \, L(\lambda)
\]
is equivalent to
\[
d_{\lambda}(-\lambda^{2} \nu^2, \lambda) \neq 0,
\]
with $d_\lambda$ given in (A.2).

**A.1.6. Result on local bifurcation**

We are now in the position to apply Theorem A.1 in order to prove Theorem 4.1.

**Proof of Theorem 4.1** It is straightforward to apply Theorem A.1 in view of Lemmas 3.3 [A.4] and A.5, recalling (A.5) and (A.6). Moreover, the asymptotic expansion tells us that $w^s \neq 0$ after possibly shrinking $\varepsilon$. Furthermore, after again possibly shrinking $\varepsilon$, we see that also (2.8) is satisfied along the curve. Notice also that here $\delta_q = 0$ in (A.5). The only claim that is not obvious is that $o(s)/s \to 0$ in $\mathbb{R} \times C^2_{\alpha,per}(\mathbb{R}) \times C^2_{\alpha,per}(\mathbb{R})$ as $s \to 0$ because this at first holds only in $X$. But indeed, by Lemma 3.3 and $\mathcal{M}_\lambda(\lambda_0, 0, 0, 0) = 0$, [\mathcal{M}_{(w, \phi)}(\lambda_0, 0, 0, 0)](\mathcal{T}(\lambda_0)\theta) = \mathcal{T}(\lambda_0)\theta \\
o(s) = \frac{(q^s, w^s, \phi^s) - (0, sT(\lambda_0)\theta)}{s}$
\[
\frac{M(\lambda^s, q^s, w^s, \phi^s) - M(\lambda_0, 0, 0, 0) - [M(\lambda, q, w, \phi)(\lambda_0, 0, 0, 0)](\lambda^s - \lambda_0, q^s, w^s, \phi^s)}{s} + \frac{[M(\lambda, q, w, \phi)(\lambda_0, 0, 0, 0)](\lambda^s - \lambda_0, q^s, w^s, \phi^s)}{s}
\]
also tends to 0 in \(\mathbb{R} \times C^{2\alpha}_{0,\text{per},e}(\mathbb{R}) \times C^{2\alpha}_{\text{per},e}(\Omega_h)\).

A.2. Conditions for local bifurcation

A shortcoming of Theorem 4.1 is that the dispersion relation and transversality condition are more or less stated as assumptions. Thus, it makes sense to study these conditions in more detail.

We first remark that the possibility of kernels of dimension larger than one cannot be excluded in general. In some cases, which we will study below, the kernel can be at most or is exactly one-dimensional. However, in general, kernels of arbitrarily large dimension should be expected to appear; for more discussion on this we refer to [1, 23].

A.2.1. General conclusions

Clearly, the term in the dispersion relation which deserves a closer look at is \(\beta_{y,\lambda}^0(0)\). To this end and recalling (4.1), the usual strategy is to introduce the Prüfer angle \(\vartheta = \vartheta(y, \mu)\) corresponding to the initial value problem

\[
\begin{align*}
-u'' - \gamma'(\psi^\lambda)u &= \mu u \text{ on } [-h, 0], \\
u(-h) &= 0, \quad u'(-h) = 1,
\end{align*}
\]
as the unique continuous representative of \(\arg(u' + iu)\) with \(\vartheta(-h, \mu) = \arg(1) = 0\). Thus,

\[
\beta_{y,\lambda}^0(0) = \cot(\vartheta(0, \mu)),
\]

and one is, for fixed \(\lambda\), left to search for intersections of this quantity with the horizontal line \(\mu \mapsto \lambda^{-2}g - \lambda^{-1}\gamma(0)\) when studying the dispersion relation. In [22] (using \(z = -\mu\) instead of \(\mu\) and with the length of the interval scaled to 1) it was proved that \(\beta_{y,\lambda}^0(0)\) is strictly monotonically decreasing in \(\mu\) on each branch and satisfies the bounds

\[
v(\mu + \sup \gamma') \leq \beta_{y,\lambda}^0(0) \leq v(\mu + \inf \gamma')
\]
with

\[
v(z) := \sqrt{-z} \coth(h\sqrt{-z})
\]
on the (possibly empty) intervals

\[
I_j = \begin{cases} (j^2\pi^2/h^2 - \inf \gamma', (j + 1)^2\pi^2/h^2 - \sup \gamma') , & j \in \mathbb{N}, \\
(\infty, \pi^2/h^2 - \sup \gamma') , & j = 0.
\end{cases}
\]

Because of strict monotonicity it is clear that, for fixed \(\lambda \neq 0\), there is exactly one simple solution \(\mu\) of the dispersion relation \(d(\mu, \lambda) = 0\) on each branch of the Prüfer graph.
Dispersion relation  It is also of interest to know when we can expect to find a single negative solution. In the irrotational case, a well known criterion is that the Froude number is less than one, or equivalently, \( \lambda^2 < gh \). This can also be generalized, whereby a particular nice case is that \( \gamma' \) is 'not too positive', as we observe in the following.

Proposition A.6. If \( \sup \gamma' \leq \pi^2/h^2 \), then there is at most one non-positive solution \( \mu \) to the equation \( d(\mu, \lambda) = 0 \).

Proof. As already seen above, there is exactly one solution on the leftmost branch of \( \mu \mapsto \beta_y^{\mu, \lambda}(0) \), and by assumption and (A.9) this branch has non-negative right endpoint. Now, if \( \sup \gamma' < \pi^2/h^2 \), then the leftmost branch of \( \mu \mapsto \beta_y^{\mu, \lambda}(0) \) has positive right endpoint. Moreover, if additionally

\[
\lambda^{-2}g - \lambda^{-1}g(0) > \begin{cases} 
\sqrt{\inf \gamma'} \cot(h \sqrt{\inf \gamma'}) & \text{if } \inf \gamma' > 0, \\
1/h & \text{if } \inf \gamma' = 0, \\
\sqrt{\inf \gamma'} \coth(h \sqrt{\inf \gamma'}) & \text{if } \inf \gamma' < 0,
\end{cases}
\]

then \( \lambda^{-2}g - \lambda^{-1}g(0) > \beta_y^{0, \lambda}(0) \). Therefore, there is exactly one negative solution \( \mu_0 \) to the equation \( d(\mu, \lambda) = 0 \), and in fact Proposition 4.2 is proved.

Transversality condition  We next try to find a pretty general sufficient condition for the transversality condition. For this, we will make use of the following general lemma.

Lemma A.7. Let \( c \in C([-h, 0]) \) with \( \sup c < \pi^2/(4h^2) \), \( u \in C^2((h, 0)) \cap C([-h, 0]) \), and \( Lu := -u'' - cu \). We have:

(i) If \( Lu \leq 0 \) on \( (0, h) \), \( u(-h) = 0 \), and \( u(0) > 0 \), then \( u'(0) > 0 \).

(ii) If \( Lu \leq 0 \) on \( (0, h) \), \( u(-h) = 0 \), and \( u(0) \leq 0 \), then \( u \leq 0 \) on \([-h, 0] \).

(iii) If \( Lu \geq 0 \) on \( (0, h) \), \( u(0) = 0 \), and \( u'(0) > 0 \), then \( u < 0 \) on \([-h, 0] \).

Proof. Let \( y_0 > 0 \) be sufficiently small so that \( \sup c < \frac{\pi^2}{4(h + y_0)^2} \) and choose \( r > 0 \) so that

\[
\sup c < r^2 < \frac{\pi^2}{4(h + y_0)^2}.
\]

Then the function \( p(y) := \cos(r(y - y_0)) \) satisfies \( p(y) > 0 \) and \( p'(y) > 0 \) on \([-h, 0] \), and

\[
-p'' - r^2p = 0.
\]

Moreover, an easy computation shows that \( v := u/p \) satisfies

\[
Mv := -v'' - \frac{2p'}{p}v' + (r^2 - c)v = \frac{Lu}{p} \quad \text{on } (-h, 0).
\]

Now, to this equation we can apply standard maximum principles as \( r^2 - c \geq 0 \).
In the situation of (i), we have $Mv \leq 0$ on $(-h, 0)$, $v(-h) = 0$, and $v(0) > 0$. By the weak maximum principle, it follows that $v(0) = \max v$. Therefore, $v'(0) \geq 0$ and consequently $u'(0) = v'(0)p(0) + v(0)p'(0) > 0$.

In the situation of (ii), we have $Mv \leq 0$ on $(-h, 0)$, $v(-h) = 0$, and $v(0) \leq 0$. By the weak maximum principle, it follows that $v \leq 0$ and thus $u \leq 0$ on $[-h, 0]$.

Finally, in the situation of (iii), we have $Mv \leq 0$ on $(-h, 0)$, $v(0) = 0$, and $v'(0) = u'(0)/p(0) > 0$. By the strong maximum principle, it follows that $v$ cannot have an interior minimum point on any $(a, 0)$, $-h \leq a < 0$. Hence, $v$ is monotonically increasing on $[-h, 0]$ because of $v'(0) > 0$. In particular, $v < v(0) = 0$ and thus $u < 0$ on $[-h, 0]$. \[\square\]

Now let us assume that $\sup \gamma' < \pi^2/(4h^2)$, and moreover $\mu \leq 0$. Observe that $\beta = \beta^{\mu, \lambda}$ satisfies

$$-\beta'' - (\gamma' + \mu)\beta = 0, \quad \beta(-h) = 0, \quad \beta(0) = 1.$$ 

By Lemma A.7(i),(ii), it follows that $\beta'(0) > 0$ and $\beta \geq 0$ on $[-h, 0]$. Moreover, since

$$(\partial_\lambda \psi^\lambda)' = 0, \quad (\partial_\lambda \psi^\lambda)'(0) = 1,$$

we find that $\partial_\lambda \psi^\lambda < 0$ on $[-h, 0)$ applying Lemma A.7(iii). Finally, note that $\partial_\lambda \beta$ satisfies

$$-\partial_\lambda \beta'' - (\gamma' + \mu)\partial_\lambda \beta = \gamma''(\psi^\lambda)\partial_\lambda \psi^\lambda \beta, \quad \partial_\lambda \beta(-h) = 0, \quad \partial_\lambda \beta(0) = 0.$$ 

Assuming that $\gamma'' \geq 0$, the right-hand side is non-positive and we can apply Lemma A.7(ii) to conclude that $\partial_\lambda \beta \leq 0$ on $[-h, 0]$ and therefore $(\partial_\lambda \beta)'(0) \geq 0$. Next note that

$$\gamma(0) = -\lambda \beta'(0) + \lambda^{-1}g$$

if $d(\mu, \lambda) = 0$ holds. Substituting this into the transversality condition, we get

$$d_\lambda(\mu, \lambda) = \partial_\lambda \beta'(0) + 2\lambda^{-3}g - \lambda^{-2}\gamma(0) = \partial_\lambda \beta'(0) + \lambda^{-1} \beta'(0) + \lambda^{-3}g > 0 \quad (A.10)$$

if $\lambda > 0$. On the other hand, if $\gamma'' \leq 0$ and $\lambda < 0$, we get by the same argument that $d_\lambda(\mu, \lambda) < 0$. In the special case of affine vorticity, we have $\gamma'' \equiv 0$, and so the argument works irrespective of the sign of $\lambda$.

To summarize, we have in fact proved Proposition 4.3.

It should be noted that the condition $\sup \gamma' < \pi^2/(4h^2)$ still allows for waves with critical layers. If we, for example, take

$$\gamma(\psi) = a\psi + b$$

with $a < 0$ and $b > 0$, then

$$\psi^\lambda(\psi) = \lambda \cosh(\sqrt{-a}\psi) - \frac{b}{\sqrt{-a}} \sinh(\sqrt{-a}\psi),$$

which changes sign if

$$-\frac{b}{\sqrt{-a}} \tanh(\sqrt{-a}\psi) < \lambda < 0.$$ 

Finally, we remark that the above result can be easily extended to the case with surface tension.
A.2.2. Examples

We further illustrate our results with certain examples for which the term $\beta y^{-(k\nu)^2,\lambda}(0)$ can be computed explicitly, namely, constant and affine vorticity. Notice that, as we just saw, we do not have to care about the transversality condition in these cases.

**Constant vorticity** First we suppose that $\gamma$ is a constant. Then,

$$\psi^\lambda(y) = -\frac{\gamma}{2}y^2 + \lambda y, \quad m(\lambda) = \frac{\gamma h^2}{2} + \lambda h.$$  

Clearly, $-(k\nu)^2$ is not in the Dirichlet spectrum of $-\partial_y^2$ on $[-h,0]$ for any $k \geq 0$, and it holds that

$$\beta^{-(k\nu)^2,\lambda}(y) = \frac{\sinh(k\nu(y + h))}{\sinh(k\nu h)}.$$  

Thus, we have

$$d(-(k\nu)^2,\lambda) = k\nu \coth(k\nu h) + \lambda^{-1} - \lambda^{-2}g,$$

and $d(-(k\nu)^2,\lambda) = 0$ can equivalently be written as

$$\lambda = -\frac{\gamma \pm \sqrt{\gamma^2 + 4g l \coth(lh)}}{2l \coth(lh)} = -\frac{\gamma \tanh(lh)}{2l} \pm \sqrt{\frac{g}{l} \tanh(lh) + \frac{\gamma^2}{4l^2} \tanh^2(lh)} =: \lambda^\pm(l)$$

with $l = k\nu$, a formula which can also be found in [52] and (for $m = m(\lambda)$ instead of $\lambda$) in [13]. Moreover, it is clear that, for given $\lambda \neq 0$, the dispersion relation can have at most one solution $k \in \mathbb{N}$ since the function $x \mapsto x \coth x$ is injective on $(0,\infty)$ (or in view of Proposition A.6).

For a further, very detailed investigation of the constant vorticity case we refer to [13].

**Affine vorticity** If the vorticity is affine, that is, $\gamma(\psi) = a\psi + b$ with $a \neq 0$, then the trivial solutions are given by

$$\psi^\lambda(y) = \begin{cases} \frac{\lambda}{\sqrt{a}} \sin(\sqrt{a}y) + \frac{b}{2}(\cos(\sqrt{a}y) - 1), & a > 0, \\ \frac{\lambda}{\sqrt{-a}} \sinh(\sqrt{-a}y) + \frac{b}{2}(\cosh(\sqrt{-a}y) - 1), & a < 0. \end{cases}$$

In general, these trivial solutions can have arbitrarily many critical layers if $a > 0$. A short computation shows that $-(k\nu)^2$ is in the Dirichlet spectrum of $-\partial_y^2 - a$ on $[-h,0]$ if and only if

$$\exists m \in \mathbb{N} : a - (k\nu)^2 = \frac{\pi^2}{h^2} m^2.$$  

(A.11)

To compute $\beta^{-(k\nu)^2,\lambda}$ and $d(-(k\nu)^2,\lambda)$, we have to distinguish three cases:
1) \( a - (k\nu)^2 > 0 \), which is obviously the only case where \( (A.11) \) can occur: We have

\[
\beta^{-(k\nu)^2,\lambda}(y) = \frac{\sin(\sqrt{a - (k\nu)^2}(y + h))}{\sin(\sqrt{a - (k\nu)^2}h)},
\]

provided \( (A.11) \) fails to hold, and thus

\[
d(-(k\nu)^2, \lambda) = \sqrt{a - (k\nu)^2} \cot(\sqrt{a - (k\nu)^2}h) + \lambda^{-1}b - \lambda^{-2}g.
\]

2) \( a - (k\nu)^2 = 0 \): Here we have

\[
\beta^{-(k\nu)^2,\lambda}(y) = \frac{y + h}{h}
\]

and thus

\[
d(-(k\nu)^2, \lambda) = h^{-1} + \lambda^{-1}b - \lambda^{-2}g.
\]

3) \( a - (k\nu)^2 < 0 \): Here we have

\[
\beta^{-(k\nu)^2,\lambda}(y) = \frac{\sinh(\sqrt{(k\nu)^2 - a(y + h)})}{\sinh(\sqrt{(k\nu)^2 - ah})}
\]

and thus

\[
d(-(k\nu)^2, \lambda) = \sqrt{(k\nu)^2 - a} \coth(\sqrt{(k\nu)^2 - ah}) + \lambda^{-1}b - \lambda^{-2}g.
\]

Moreover, by Proposition \( (A.6) \) it is clear that the dispersion relation has at most one solution \( k \in \mathbb{N} \) for given \( \lambda \neq 0 \) provided \( a \leq \pi^2/h^2 \). The somewhat richer and more difficult case is \( a > \pi^2/h^2 \). We refer to \([1, 21, 22, 25]\) for more details in this situation.

**Appendix B. Abstract global bifurcation theorems**

The global bifurcation theorem by Rabinowitz that we use in Theorem 5.1 is:

**Theorem B.1.** Let \( X \) be a Banach space, \( \mathcal{U} \subset \mathbb{R} \times X \) open with \( (\lambda, 0) \in \mathcal{U} \) for any \( \lambda \in \mathbb{R} \setminus \{0\} \), and \( F \in C(\mathcal{U}; X) \). Assume that \( F \) admits the form \( F(\lambda, x) = x + f(\lambda, x) \) with \( f \) compact, and that \( F_x(\cdot, 0) \in C(\mathbb{R} \setminus \{0\}; L(X, X)) \). Moreover, suppose that \( F(\lambda_0, 0) = 0 \) for some \( \lambda_0 \in \mathbb{R} \setminus \{0\} \) and that \( F_x(\lambda, 0) \) has an odd crossing number at \( \lambda = \lambda_0 \). Let \( \mathcal{G} \) denote the closure of the set of nontrivial solutions of \( F(\lambda, x) = 0 \) in \( \mathbb{R} \times X \) and \( \mathcal{C} \) denote the connected component of \( \mathcal{G} \) to which \( (\lambda_0, 0) \) belongs. Then one of the following alternatives occurs:

(i) \( \mathcal{C} \) is unbounded;

(ii) \( \mathcal{C} \) contains a point \( (\bar{\lambda}, 0) \) with \( \bar{\lambda} \neq \lambda_0 \);

(iii) \( \mathcal{C} \) contains a point on the boundary of \( \mathcal{U} \).
The proof of this theorem in the case $U = X$ can be found in [36, Thm. II.3.3] and is practically identical to the proof for general $U$.

Moreover, in Theorem C.1 below, we use the following analytic global bifurcation theorem (which includes the local, analytic Crandall–Rabinowitz theorem) in the spirit of [6, 16] and presented in the version of [13].

**Theorem B.2.** Let $X, Y$ be Banach spaces, $U \subset \mathbb{R} \times X$ open, and $F: U \to Y$ a real-analytic function. Suppose that

$(H_1)$ $(\lambda, 0) \in U$ and $F(\lambda, 0) = 0$ for all $\lambda \in \mathbb{R} \setminus \{0\}$;

$(H_2)$ for some $\lambda_0 \in \mathbb{R} \setminus \{0\}$, $F_x(\lambda_0, 0)$ is a Fredholm operator with index zero and one-dimensional kernel spanned by $x_0 \in X$, and the transversality condition $F_{xx}(\lambda_0, 0)x_0 \notin \text{im} F_x(\lambda_0, 0)$ holds;

$(H_3)$ $F_x(\lambda, x)$ is a Fredholm operator of index zero for any $(\lambda, x) \in U$ such that $F(\lambda, x) = 0$;

$(H_4)$ for some sequence $(Q_j)$ of bounded, closed subsets of $U$ with $U = \bigcup_{j \in \mathbb{N}} Q_j$, the set $\{(\lambda, x) \in U : F(\lambda, x) = 0\} \cap Q_j$ is compact for each $j \in \mathbb{N}$.

Then there exists in $U$ a continuous curve $C_a = \{(\lambda_s, x_s) : s \in \mathbb{R}\}$ of solutions $F(\lambda, x) = 0$ such that:

$(C_1)$ $(\lambda^0, x^0) = (\lambda_0, 0);$  

$(C_2)$ $x^s = sx_0 + o(s)$ in $X$ as $s \to 0$;

$(C_3)$ all solutions of $F(\lambda, x) = 0$ in a neighborhood of $(\lambda_0, 0)$ are on this curve or are trivial;

$(C_4)$ $C_a$ has a real-analytic reparametrization locally around each of its points;

$(C_5)$ one of the following alternatives occur:

(i) for every $j \in \mathbb{N}$, there exists $s_j > 0$ such that $(\lambda^s, x^s) \notin Q_j$ for all $s \in \mathbb{R}$ with $|s| > s_j$;

(ii) there exists $T > 0$ such that $(\lambda^{s+T}, x^{s+T}) = (\lambda^s, x^s)$ for all $s \in \mathbb{R}$.

Moreover, such a curve of solutions to $F(\lambda, x) = 0$ having the properties $(C_1)$–$(C_5)$ is unique (up to reparametrization).

**Appendix C. Real-analytic vorticity functions**

Stronger results for the solution set $\mathcal{C}$ can be derived when more assumptions on the nonlinear operator are made. In particular, if the operator is real-analytic, then one is in the regime of analytic global bifurcation and can deduce, for example, regularity properties of the solution set. Clearly, our operator $F: \mathcal{O} \to X$ is real-analytic provided
\(\gamma\) is real-analytic. It is not hard to see that the analytic global bifurcation theorem stated as Theorem B.2 above is then applicable in our setting (with \(X = Y\) and \(U = \mathcal{O}\)): While the first two conditions there (\((H_1)\) and \((H_2)\)) are just the assumptions for the local Crandall–Rabinowitz theorem (the second of) which we impose anyway in Theorem 4.1, the other two conditions (\((H_3)\) and \((H_4)\)) are satisfied simply by virtue of our formulation as “identity plus compact”. Indeed, it is clear that the linearized operator \(F_{(q, w, \phi)}\) is Fredholm with index zero – even at any point, not only at solutions as needed. Moreover, in order to find bounded, closed sets \(Q_j \subset \mathcal{O}, j \in \mathbb{N}\), that exhaust \(\mathcal{O}\) such that their intersection with the solution set is compact for any \(j \in \mathbb{N}\), one can simply define

\[
Q_j := \mathcal{O}_{1/j} \cap \{ (\lambda, q, w, \phi) : |\lambda| + \|(q, w, \phi)\|_X \leq j \},
\]

with \(\mathcal{O}_{1/j}\) according to (3.5). Therefore, combining this with the same arguments as used in the proof of Theorem 5.1, we conclude the following.

**Theorem C.1.** Suppose that \(\gamma\) is real-analytic. Moreover, assume that there exists \(\lambda_0 \neq 0\) such that (4.3) holds for \(\lambda = \lambda_0\) and such that the dispersion relation

\[
 d(-(kn)^2, \lambda_0) = 0,
\]

with \(d\) given by (1.2), has exactly one solution \(k_0 \in \mathbb{N}\), and assume that the transversality condition

\[
 d_\lambda(-(k_0n)^2, \lambda_0) \neq 0
\]

holds. Then there exists in \(\mathcal{O}\) a continuous curve \(C_a = \{(\lambda^s, q^s, w^s, \phi^s) : s \in \mathbb{R}\}\) of solutions \(F(\lambda, q, w, \phi) = 0\) such that (for the interpretations we refer back to Theorem 5.1)

1. \((\alpha)\) \((\lambda^0, q^0, w^0, \phi^0) = (\lambda_0, 0, 0, 0)\);  
2. \((\beta)\) \((q^s, w^s, \phi^s) = (0, sT(\lambda_0)\theta + o(s) in \mathbb{R} \times C_{0,per,e}(\mathbb{R}) \times C_{2,per,e}(\mathbb{R}) as s \to 0, with T(\lambda_0)\theta given in (4.4)\);  
3. \((\gamma)\) all solutions of \(F(\lambda, q, w, \phi) = 0\) in a neighborhood of \((\lambda_0, 0, 0, 0)\) are on this curve or are trivial;  
4. \((\delta)\) \(C_a\) has a real-analytic reparametrization locally around each of its points;  
5. \((\varepsilon)\) one of the following alternatives occurs:  
   1. for any \(\delta \in (5/6, 1), p > 1,\)
      \[
      \min \left\{ \frac{1}{1 + |\lambda^s| + \|w^s\|_{C_{0,per,e}(\mathbb{R})} + \|\gamma(\phi^s + \psi^{s\lambda^s} \circ H[w^s + h]^{-1})\|_{L^p(\Omega_{\infty}^*)}}, q^s + (\lambda^s)^2/2 - g \max_{\mathbb{R}} w^s, \min_{\mathbb{R}} K(w^s) \right\} \to 0
      \]
      as \(s \to \pm \infty;\)
(ii) there exists $T > 0$ such that $(\lambda^s + T, q^s + T, w^s + T, \phi^s + T) = (\lambda^s, q^s, w^s, \phi^s)$ for all $s \in \mathbb{R}$.

(ζ) all points in $\mathcal{C}_\alpha$ satisfy (2.8) or there exists $s_* \in \mathbb{R}$ such that

$$x \mapsto (x + (C_L^L w^s_*)(x), w^s_*(x) + h)$$

is not injective on $\mathbb{R}$, or

$$\min_{\mathbb{R}} w^s_* = -h.$$

Moreover, such a curve of solutions to $F(\lambda,q,w,\phi) = 0$ having the properties (α)–(ε) is unique (up to reparametrization).

Let us remark here that while Theorem 5.1 was used as a starting point for the analysis in Sections 5.2 and 5.3, it is also possible to begin with Theorem C.1 instead and then obtain similar conclusions in case $\gamma$ is real-analytic.

**Appendix D. On degeneracy of the conformal map**

As already advertised in Remark 5.2(f), we also want to say more about alternative (iv) in Theorem 5.1. We first have the following.

**Proposition D.1.** In Theorem 5.1 the alternative (iv) can be replaced by

(iv') (a) $\inf_{(\lambda,q,w,\phi) \in \mathcal{C}} \min_{\mathbb{R}} |S\phi_y + \lambda| = 0$, or

(b) $\sup_{(\lambda,q,w,\phi) \in \mathcal{C}} q = \infty$ (that is, the Bernoulli constant is unbounded from above).

Furthermore, it can also be replaced by

(iv'') $\mathcal{C} \cap \mathcal{O}$ contains a sequence $(\lambda_n, q_n, w_n, \phi_n)$ such that $(w_n)$ converges to some $w$ in the space $C^{1,\alpha'}_{0,\text{per},e}(\mathbb{R})$ for some $\alpha' \in (0, \alpha)$ and the surface $S_w$ determined by $w$ via (2.7) is not of class $C^{1,\beta}$ for any $\beta > 0$,

provided alternative (i)(b) is also changed to

(i)(b') $\|w_n\|_{C^{1,\alpha'}_{\text{per},e}(\mathbb{R})} \to \infty$ for any $\alpha' \in (0, \alpha]$.

**Proof.** Recalling the original Bernoulli equation (see (3.1), (3.2)) we have

$$\frac{|S\phi_y + \lambda|^2}{2K(w)^2} + gw = q + \frac{\lambda^2}{2}$$

for $(\lambda, q, w, \phi) \in \mathcal{C} \cap \mathcal{O}$. Thus, if (iv) holds in Theorem 5.1 that is,

$$\inf_{(\lambda,q,w,\phi) \in \mathcal{C}} \min_{\mathbb{R}} K(w) = 0,$$

then (i)(a), (iv')(a), or (iv')(b) occurs or $w$ is unbounded from below, the latter of which, however, is already absorbed in alternative (vi) (or, in other words, is prevented by the bed). This proves the first part of the statement.
Concerning the second part, due to (iv) there exists a sequence \((\lambda_n, q_n, w_n, \phi_n) \in C \cap O\) with 
\[ \min_{R_K(w_n)} \to 0 \text{ as } n \to \infty. \]
Now let us assume that \(w\) remains bounded along \(C\) in 
\(C^{1,\alpha}(\mathbb{R})\) for some \(\tilde{\alpha} \in (0, \alpha]\). Then \(w_n\) converges, after extracting a suitable subsequence, to some \(w\) in \(C^{1,\alpha'}(\mathbb{R})\), where \(\alpha' \in (0, \tilde{\alpha})\) is arbitrary, but fixed. Thus, clearly \[ 1 + (C^L_h w')(x) = w'(x) = 0 \text{ for some } x \in \mathbb{R}. \quad (D.1) \]

(We now essentially follow the proof of the reverse direction of [15, Thm. 2.2].) Then \(H[w + h] = U[w + h] + iV[w + h]\) is holomorphic, and, since \(w \in C^{1,\alpha'}(\mathbb{R})\), moreover \(U[w + h], V[w + h] \in C^{1,\alpha'}(\Omega_h)\) by [13, Lem. 2.1]. Additionally assuming that (2.8) holds for \(w\) (otherwise we (iv) or (v) would be valid), an application of the Darboux–Picard Theorem shows that \(H[w + h]\) is a conformal mapping from \(\Omega_h\) onto \(\Omega_w\), which admits an extension as a homeomorphism between the closures of these domains, with \(\mathbb{R} \times \{0\}\) being mapped onto \(S_w\) and \(\mathbb{R} \times \{-h\}\) being mapped onto \(\mathbb{R} \times \{0\}\). Since this conformal mapping is unique up to translations in the variable \(x\) (which of course leave regularity properties invariant) by Lemma 2.1(ii), the surface cannot be of class \(C^{1,\beta}\) for any \(\beta > 0\) in view of (1.1) and Lemma 2.1(iv) combined with (3.2).

One might think that the appearance of a somewhat irregular surface as in (iv′′) is not possible provided the Bernoulli constant \(Q\) remains bounded and no surface stagnation occurs (that is, (iii) in Theorem 5.1 does not hold). Indeed, one can derive a pointwise bound of the gradient of the stream function in the physical domain and thus conclude that the limiting stream function is Lipschitz. However, this seems not to imply \(C^{1,\beta}\)-regularity of the free surface, also in the absence of surface stagnation, as numerical evidence [13], where a “curvy M”-shaped surface is approached, shows. It seems that there are only results available in the literature that need some initial regularity as an assumption to bootstrap from; typical statements in this regard are “Lipschitz implies \(C^{1,\alpha}\)” or “flat implies Lipschitz” [3, 7, 8, 17]. In this spirit, our alternative (iv′′) can certainly be weakened slightly, but it is unclear whether it can be completely removed in general.

In fact, we can even somehow get rid of (iv′)(a) above. However, for the below argument to work, we need to choose \(C^{3,\alpha}_{0,\per.e}(\mathbb{R})\) as the space of \(w\)’s instead of \(C^{1,\alpha}_{0,\per.e}(\mathbb{R})\) in the definition of \(X\) from the beginning, since we will need third order derivatives of \(V\) (and thus of \(w\)) for a certain argument, but we only have a gain of regularity away from the set where the conformal map degenerates and it is not clear why Proposition 3.5 should extend there. It is straightforward to see that everything up to now can also be done in such a functional-analytic setting. However, the heavy price we have to pay is that we therefore have to use a much more regular norm for \(w\) in the unboundedness alternative (i)(b). In the authors’ opinion, it seems much more favorable to have a less regular norm for \(w\) in the unboundedness alternative than getting rid of the degeneracy of the conformal map, and in some sense the term \(1/K(w)\) can be thought of a “part of the norm for \(w\)” in an unboundedness alternative. Thus, the following statement – and similarly Proposition 4.1 – should rather be viewed as a remark and not as a main theorem.
Proposition D.2. With the just mentioned realization of the functional-analytic setting and in case \((3.10)\), we can replace alternative (iv) in Theorem 5.1 by

(iv′)(b) \(\sup_{(\lambda, q, w, \phi) \in \mathcal{C}} q = \infty\),

provided alternative (i)(b) is also changed to

(i)(b′′) \(\|w\|_{C^{3,\alpha'}(\mathbb{R})} \to \infty\) for any \(\alpha' \in (0, \alpha)\).

Proof. Let us first recall that by means of \((3.10)\) we are in the situation of Section 5.2, and we thus use the nodal properties (and the notation) there.

Suppose that (iv) holds, but all other alternatives in Theorem 5.1 (with (i)(b′′) instead of (i)(b)) not. Then there exists a sequence \((\lambda_n, q_n, w_n, \phi_n)\) in \(\mathcal{C}\) satisfying \(\min_{\mathbb{R}} K(w_n) \to 0\) as \(n \to \infty\). Since \(w_n\) is bounded in \(C^{3,\alpha'}(\mathbb{R})\) for some \(\alpha' \in (0, \alpha]\), \((\lambda_n, w_n)\) converges, up to a subsequence, to some \((\lambda, w)\) in \(\mathbb{R} \times C^{3,\beta}_{\text{per}, e}(\mathbb{R})\), where \(\beta \in (0, \alpha')\) is arbitrary, but fixed. Therefore,

\[
V_x(x_0, 0) = V_y(x_0, 0) = 0
\]

for some \(x_0 \in [0, L/2]\) by evenness and periodicity, where \(V = V[w + h] \in C^{3,\beta}(\mathbb{R})\).

Clearly, by Schauder estimates, \((\phi_n)\) is a Cauchy sequence in \(C^{2,\alpha}_{\text{per}, e}(\Omega_h)\), so it converges to some \(\phi\) in this space.

Let us now argue by contradiction and additionally suppose that (iv′)(b) does not hold. Then \(q_n\) is bounded in \(\mathbb{R}\), so we can assume without loss of generality that it converges to some \(q \in \mathbb{R}\). (Let us for simplicity again assume that \((\lambda, q, w, \phi) \in \mathcal{C}\) and \(\lambda_0 < 0\).) Moreover, by Theorem 5.6 (5.16) is satisfied and it holds that \(S\phi_y + \lambda \leq 0\). Now we can just follow the the corresponding part of [13] Proof of Theorem 13 and lead (D.2) to a contradiction. \(\square\)
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